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Abstract

In this paper, we prove the nonlinear asymptotic stability of the Penrose-stable equilibria among solutions of the 2d Vlasov-Poisson system with massless electrons.

1 Introduction

This paper is devoted to study the Vlasov-Poisson system of the form:

\[
\begin{align*}
\partial_t f + v \cdot \nabla_x f + E \cdot \nabla_v f &= 0, \\
E &= -\nabla_x U, \quad -\Delta U + U = \rho - 1 + A(U), \quad \rho(t, x) = \int_{\mathbb{R}^2} f(t, x, v) dv,
\end{align*}
\]

on the whole space \(x \in \mathbb{R}^2, v \in \mathbb{R}^2\), where \(f = f(t, x, v) \geq 0\) is the probability distribution of charged particles in plasma, \(\rho(t, x)\) is the electric charge density, and \(E = E(t, x)\) is electric field and \(A : \mathbb{R} \to \mathbb{R}\) is smooth and satisfies \(A(r) = O(r^2)\) as \(r \to 0\). In particular, the system is for massless electrons or ions when \(A(r) = r + 1 - e^r\). This system was extensively studied ([1–4, 10–13, 16–19, 22, 23, 25, 27, 30, 36–39]), focusing on the global existence, regularity results and longtime behavior of solutions. We are interested in the asymptotic stability of solutions \(f_i\) to (1.1) in the form

\[
f(t, x, v) = \mu(v) + f(t, x, v)
\]

where \(\mu(v)\) is a stable equilibrium with \(\int_{\mathbb{R}^2} \mu(v) dv = 1\) and \(f(t = 0, x, v)\) closes to \(\mu(v)\). So, \(f\) solves the following perturbed system

\[
\begin{align*}
\partial_t f + v \cdot \nabla_x f + E \cdot \nabla_v \mu &= -E \cdot \nabla_v f, \\
E &= -\nabla_x U, \quad -\Delta U + U = \rho + A(U), \quad \rho(t, x) = \int_{\mathbb{R}^2} f(t, x, v) dv,
\end{align*}
\]

(1.2)

The following are assumptions on \(\mu\) and \(A\) in this paper.

- **Assumption 1:** \(\mu\) satisfies the Penrose stability condition:

\[
\inf_{\tau \in \mathbb{R}, \xi \in \mathbb{R}^2} \left| 1 - \int_{0}^{\infty} e^{-is} \frac{1}{1 + |\xi|^2} i\xi \cdot \nabla_v \mu(s\xi) ds \right| \geq \check{c},
\]

(1.3)

for some constant \(\check{c} > 0\), \(\nabla_v \mu\) is the Fourier transform of \(\nabla_v \mu\) in \(\mathbb{R}^2\).
for the density $\rho$ pointwise dispersive estimates of the linearized system of (1.2) to obtain the decay estimates of their result is far from optimal. In [20], Han-Kwan, T. Nguyen, and Rousset used a mechanism in Fourier space to control the plasma echo resonance. However, a decay in Bedrossian, Masmoudi, and Mouhot with Sobolev data. Their proof relies on the dispersive asymptotic stability result for the unscreened Vlasov-Poisson system (i.e., $A = 0$) in $\mathbb{R}$ linearized unscreened Vlasov-Poisson equation around suitably stable analytic homogeneous equilibria in $\mathbb{R}$ with Gevrey or analytic data (see also [9,14] for refinements and simplifications). In [6] Bedrossian showed that the results therein do not hold in finite regularity (see also [15]). We note that related mechanisms in the fluid correction.

Before we state our theorem, we need to recall some notations in [24]. For $m \in \mathbb{N}$, and $A : \mathbb{R} \to \mathbb{R}$ is $C^3$ and satisfies

$$\sup_{|r| \leq 1} \left( \frac{|A(r)|}{r^2} + \frac{|A'(r)|}{r} + |A''(r)| + |A'''(r)| \right) \leq C_A,$$

for some constant $C_A > 0$.

Note that a particular example for the Assumption 3 is $A(r) = r + 1 - e^{-r}$ corresponding to the Vlasov–Poisson system with electrons mass, see [10].

Under the Penrose condition (1.3), Landau damping was studied in the breakthrough paper [31] by Mouhot and Villani in the case $\mathbb{R}^d \times \mathbb{R}^d$ with Gevrey or analytic data (see also [9,14] for refinements and simplifications). In [6] Bedrossian showed that the results therein do not hold in finite regularity (see also [15]). We note that related mechanisms in the fluid are the vorticity mixing by shear flows [5,26,29,32]. In the whole space $\mathbb{R}^d \times \mathbb{R}^d$ with $d \geq 3$, it was established for the screened Vlasov-Poisson system (i.e., $A(U) = 0$) in $\mathbb{R}$ by Bedrossian, Masmoudi, and Mouhot with Sobolev data. Their proof relies on the dispersive mechanism in Fourier space to control the plasma echo resonance. However, a decay in time of their result is far from optimal. In [20], Han-Kwan, T. Nguyen, and Rousset used pointwise dispersive estimates of the linearized system of (1.2) to obtain the decay estimates for the density $\rho$ as follows:

$$\sum_{j=0,1} \left[ (1 + t)^j \|\nabla^j \rho(t)\|_{L^1} + (1 + t)^{d+j} \|\nabla^j \rho(t)\|_{L^\infty} \right] \lesssim \varepsilon_0 \log(t + 2), \quad \forall \ t > 0,$$

with $d \geq 3$. Note that (1.3) is optimal up to a logarithmic correction. Also, higher derivatives for the density were established in [34]. Note that the problem (1.2) in dimension $d = 2$ is critical and open. Recently, in [28] Ionescu, Pausader, Wang, and Widmayer proved the first asymptotic stability result for the unscreened Vlasov-Poisson system (i.e., $A(U) = U$) in $\mathbb{R}^3$ around the Poisson equilibrium, see also in [35] for the case of a repulsive point charge. The unscreened case is open for the general equilibria. However, in [7,21] they studied the linearized unscreened Vlasov-Poisson equation around suitably stable analytic homogeneous equilibria in $\mathbb{R}_+^d \times \mathbb{R}_+^d$.

Very recently, authors in [24] established new estimates and cancellations of the kernel to the linearized problem (see Proposition 2.2) and proved the sharp decay estimates for the density $\rho$ in Besov spaces:

$$\sum_{j=0,1} \sum_{p=1,\infty} \left( (1 + t)^j \frac{d(a-1)}{p} \|\nabla^j \rho(t)\|_{L^p} + (1 + t)^{j+a+\frac{d(a-1)}{p}} \|\nabla^j \rho(t)\|_{B^p_{p,\infty}} \right) \lesssim \varepsilon_0, \quad \forall \ t > 0,$$

with $d \geq 3$, for some $a \in (0,1)$. In particular, this implies (1.4) without logarithmic correction.

Our goal in this paper is to extend our work in [24] to dimension $d = 2$.

Before we state our theorem, we need to recall some notations in [24]. For $\gamma \in (0,1)$ and $m \in \mathbb{N}$, and $g : [0,\infty) \times \mathbb{R}^2 \to \mathbb{R}$, we define for $T > 0$,

$$\|g\|_{m+\gamma,T} = \sum_{j=0}^m \sum_{p=1,\infty} \sup_{s \in [0,T]} \left( \langle s \rangle^{\frac{d(a-1)}{p}} \|g(s)\|_{L^p} + \langle s \rangle^{j+\gamma+\frac{d(a-1)}{p}} \|\nabla^j g(s)\|_{B^p_{p,\infty}} \right).$$
Let \( T > 0 \) such that the hypothesis of Corollary 1.4 holds. The proof is omitted as it is analogous to [20, Proof of Corollary 1.1].

Remark 1.2: Our method does not work in the 1d dimension case because the density \( \rho \) is not decaying enough to estimate for characteristics.

Remark 1.3: While finishing our work, we learned that Toan Nguyen was working on this problem and had a similar result to ours. But the two works are independent.

Our main result is as follows.

**Theorem 1.1** Let \( a \in (0, 1) \). There exist \( C_0 > 0 \), \( \varepsilon \in (0, 1) \) such that if \( \|f_0\|_{1+a} \leq \varepsilon \), and \( \liminf_{k \to 0} \|f_0 - f_0^k\|_{1+a} = 0 \) for some sequence \( f_0^k \in C_c^\infty(\mathbb{R}^2 \times \mathbb{R}^2) \). Then the problem (1.2) has a unique global solution \( f \) with

\[
\|f\|_{1+a} + \|U\|_{1+a} \leq C_0 \|f_0\|_{1+a}.
\]

**Remark 1.4**

As [20 Corollary 1.1], thanks to Theorem 1.1, we also obtain the following scattering property for the solution to (1.2). The proof is omitted as it is analogous to [20 Proof of Corollary 1.1].

**Corollary 1.4** With the same assumptions and notations as in Theorem 1.1, there is a function \( f_\infty \in W_{1, \infty} \) given by

\[
f_\infty(x, v) = f_0(x + Y_\infty(x, v), v + W_\infty(x, v)) + \mu(v + W_\infty(x, v)) - \mu(v),
\]

such that

\[
\sup_{t>0} \|f(t, x + tv, v) - f_\infty(x, v)\|_{L_{p, \infty}} \lesssim \|f_0\|_{1+a}, \quad \|Y_\infty\|_{L_{p, \infty}} + \|W_\infty\|_{L_{p, \infty}} \lesssim \|f_0\|_{1+a}.
\]

The following is a key proposition of this paper. Let \( T > 0 \), \( \mathcal{g} : [0, T] \times \mathbb{R}^2 \to \mathbb{R} \). One considers

\[
E(t, x) = -\nabla(-\Delta + 1)^{-1}(\mathcal{g})(t, x), \quad \|\mathcal{g}\|_{1+a, T} < \infty.
\]

Let \((X_{s,t}(x, v), V_{s,t}(x, v))\) be the flow associated to the vector field \((v, E(t, x))\), i.e.

\[
\begin{cases}
\frac{d}{dt}X_{s,t}(x, v) = V_{s,t}(x, v), & X_{s,s}(x, v) = x, \\
\frac{d}{dt}V_{s,t}(x, v) = E(s, X_{s,t}(x, v)), & V_{s,s}(x, v) = v,
\end{cases}
\]

for any \( 0 \leq s \leq t \leq T \), \((x, v) \in \mathbb{R}^2 \times \mathbb{R}^2 \). Hence,

\[
X_{s,t}(x, v) = x - (t - s)v + Y_{s,t}(x - vt, v), \quad V_{s,t}(x, v) = v + W_{s,t}(x - vt, v),
\]

where

\[
Y_{s,t}(x, v) = \int_s^t (\tau - s)E(\tau, x + \tau v + Y_{\tau,t}(x, v))d\tau,
\]

\[
W_{s,t}(x, v) = -\int_s^t E(\tau, x + \tau v + Y_{\tau,t}(x, v))d\tau.
\]
Proposition 1.5 Let $a \in (0, 1)$, then there exists $\varepsilon_0 \in (0, 1)$ such that for any $\|g\|_{1+a,T} \leq \varepsilon_0$, we have

$$
\sup_{0 \leq s \leq t \leq T} \sup_{\alpha} \left\| \frac{\delta^\alpha_{\gamma} \nabla^\alpha_{\gamma} Y_{s,t}}{|\alpha|^a} \right\|_{L^\infty_{x,v}} + \sup_{0 \leq s \leq t \leq T} \left( s \sup_{\alpha} \left\| \frac{\delta^\alpha_{\gamma} \nabla^\alpha_{\gamma} W_{s,t}}{|\alpha|^a} \right\|_{L^\infty_{x,v}} \right) \lesssim_a \|g\|_{1+a,T}, \quad (1.10)
$$

where

$$
\delta^\alpha_{\gamma} Y_{s,t}(x, v) = Y_{s,t}(x, v) - Y_{s,t}(x, v - \alpha), \quad \delta^\alpha_{\gamma} W_{s,t}(x, v) = W_{s,t}(x, v) - W_{s,t}(x, v - \alpha).
$$

Remark 1.6 Estimate of the first term (in LHS) in (1.10) is critical. It is a key estimate in the proof of Theorem 1.1.

The strategy to prove Theorem 1.1 in this paper is slightly different from that in our previous paper [24]. First, we use the fixed-point theorem with a local in-time norm to prove the local existence result (see Proposition 2.4), then we establish a suitable bootstrap property in (1.3) in our paper [24]. First, we use the fixed-point theorem with a local in-time norm to prove the local existence result (see Proposition 2.4), then we establish a suitable bootstrap property in (1.3) in our paper [24]. We finish the proof of Theorem 1.1 by using a bootstrap argument.

The paper is organized as follows. In section 2, we establish the equivalence of $\rho$ and $f$, then we state our bootstrap property and local existence result; in the last part of this section, we prove Theorem 1.1. In section 3, we prove pointwise estimates of characteristics ($Y_{s,t}, W_{s,t}$) in (1.9). In section 4, we estimate the contribution of the initial data and the reaction term. In Section 5, we prove our bootstrap property and local existence result.
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2 Dynamics of the density and bootstrap argument

In this section, we recast the system (1.2) as a problem for the density $\rho$. Let $(X_{s,t}(x, v), V_{s,t}(x, v))$ be the flow associated to the vector field $(v, E(t, x))$. Then, the solution $f$ of the equation (1.2) is given by

$$
f(t, x, v) = f_0(X_{0,t}(x, v), V_{0,t}(x, v)) - \int_0^t E(s, X_{s,t}(x, v)) \cdot \nabla_v \mu(V_{s,t}(x, v)) ds, \quad (2.1)
$$

(see (1.3) in [24] with $B(t, x, v) = (v, E(t, x))$). Set $g = \rho + A(U)$, so $E = -\nabla_x (-\Delta + 1)^{-1} g$. We denote

$$
\mathcal{I}_f_0(g)(t, x) = \int_{\mathbb{R}^2} f_0(X_{0,t}(x, v), V_{0,t}(x, v)) dv,
$$

$$
\mathcal{R}(g)(t, x) = \int_0^t \int_{\mathbb{R}^2} (E(s, x - (t - s)v) \cdot \nabla_v \mu(v) - E(s, X_{s,t}(x, v)) \cdot \nabla_v \mu(V_{s,t}(x, v))) dv ds.
$$

As [24] (2.5)], we obtain that $\rho(t, x) = \int_{\mathbb{R}^2} f(t, x, v) dv$ is the solution of the following equation:

$$
\rho = G \ast_{(t,x)} (\mathcal{I}(g) + \mathcal{R}(g) + A(U)) + \mathcal{I}(g) + \mathcal{R}(g), \quad (2.3)
$$
where \( G \) is the kernel satisfying:
\[
\tilde{G}(\tau, \xi) = \int_0^{+\infty} e^{-i\tau t} \frac{1}{1 + |\xi|^2} i\xi \cdot \tilde{\nu}_\mu(t\xi) dt,
\]
and \( \tilde{\cdot} \) is the "space-time" Fourier transform on \( \mathbb{R}^2 \times \mathbb{R} \). Thanks to the Penrose condition, one has \( |1 - \tilde{\nu}| \geq \tilde{c} > 0 \), which implies that \( \tilde{G} \) is well defined.

Define for \( T > 0 \)
\[
\mathcal{V}_\varepsilon := \{ h \in L^1 \cap L^\infty(\mathbb{R}^2) : \|h\|_{L^1 \cap L^\infty(\mathbb{R}^2)} \leq \varepsilon \}.
\]
By the standard argument, one has

**Lemma 2.1** Let \( \varepsilon \in (0, 1) \). There exist \( C_0 \geq 1 \) and \( \tilde{\varepsilon}_0 \in (0, 1) \) such that if \( g \in \mathcal{V}_{\tilde{\varepsilon}_0} \), the problem
\[
-\Delta u + u = g + A(u)
\]
has a unique solution \( u \) in \( \mathcal{V}_{c\tilde{\varepsilon}_0} \) satisfying
\[
\sum_{j=0}^{2} \sum_{p=1,\infty} \left( \| (u, A(u))\|_{L^p} + \| \nabla^j (u, A(u))\|_{B^p_{|\xi|}} \right) \leq C_0 \sum_{p=1,\infty} \left( \| g\|_{L^p} + \| g\|_{B^p_{|\xi|}} \right). \tag{2.6}
\]
In addition, we can define a map \( \mathcal{N} : \mathcal{V}_{\tilde{\varepsilon}_0} \rightarrow \mathcal{V}_{c\tilde{\varepsilon}_0} : u = \mathcal{N}(g) \) for any \( \rho \in \mathcal{V}_{c\tilde{\varepsilon}_0} \). The map \( \mathcal{N} \) satisfies
\[
\sum_{j=0}^{2} \sum_{p=1,\infty} \left( \| \mathcal{N}(g_1) - \mathcal{N}(g_2)\|_{L^p} + \| \nabla^j (\mathcal{N}(g_1) - \mathcal{N}(g_2))\|_{B^p_{|\xi|}} \right) \leq C_0 \sum_{p=1,\infty} \left( \| g_1 - g_2\|_{L^p} + \| g_1 - g_2\|_{B^p_{|\xi|}} \right). \tag{2.7}
\]

Thanks to Lemma 2.1, \( g \) and \( U \) in (2.3) can be performed via \( \rho \):
\[
g(t) = \rho(t) + A(\mathcal{N}(\rho)(t)), \quad U(t) = \mathcal{N}(\rho(t)), \tag{2.7}
\]
provided that \( \rho(t) \in \mathcal{V}_{c\tilde{\varepsilon}_0} \). In particular, we can write (2.3) as an equation for the density \( \rho \) in \([0, T]\) when \( \rho(t) \in \mathcal{V}_{c\tilde{\varepsilon}_0} \) for any \( t \in [0, T] \).

The following is the boundedness of the operator \( \mathcal{G} := G_{(t, x)} \) in [24, Theorem 3.9].

**Proposition 2.2** There holds
\[
\| G_{(t, x)} \|_{1+a,T} \leq C \| g\|_{1+a,T}, \tag{2.8}
\]
where \( C = C(\| \cdot \|_{1+a,\mathbb{R}^2}, 1, \xi, \varepsilon) \).

The following is our main bootstrap proposition.

**Proposition 2.3** Let \( a \in (0, 1) \). There exist \( C_1 \geq 1 \), \( \varepsilon_1 \in (0, 1) \) such that if \( \| f_0\|_{1+a} < \infty \) and the problem (1.2) has a unique solution \( (f, U) \) in \([0, T]\) for some \( T < \infty \) with
\[
\| \rho\|_{1+a,T} + \| U\|_{1+a,T} \leq \varepsilon_1. \tag{2.9}
\]
Then, we have
\[
\| \rho\|_{1+a,T} + \| U\|_{1+a,T} \leq C_1 \| f_0\|_{1+a}.
\]
Here is the local well-posedness result.
Proposition 2.4 Let $a \in (0,1)$. There exists $\varepsilon_2 > 0$ such that if $\rho(0,x) = \int_{\mathbb{R}^2} f_0(x,v)dv$ satisfies
\begin{equation}
\sum_{p=1,\infty} ||\rho(0)||_{L^p} + ||\nabla \rho(0)||_{B^p_{\infty}} \leq \varepsilon_2, \tag{2.10}
\end{equation}
and
\begin{equation}
|||f_0|||_{1+a} < \infty, \quad \lim_{\kappa \to 0} |||f_0 - f_0^\kappa|||_{1+a} = 0, \tag{2.11}
\end{equation}
for some sequence $f_0^\kappa \in C_c^\infty(\mathbb{R}_x^2 \times \mathbb{R}_{v}^2)$. Then, the problem (1.2) has a unique local solution $f$ in $[0,T]$ with
\begin{equation}
||\rho||_{1+a,T} + ||U||_{1+a,T} \leq C_2 \left( \sum_{p=1,\infty} ||\rho(0)||_{L^p} + ||\nabla \rho(0)||_{B^p_{\infty}} \right), \tag{2.12}
\end{equation}
and
\begin{equation}
\lim_{t \to T^+} \left( ||\rho - \rho(0)||_{1+a,t} + ||U - U(0)||_{1+a,t} \right) = 0, \tag{2.13}
\end{equation}
for some $T \in (0,1)$ where $C_2 \geq 1$ only depends on $a$ and $C_A$.

With Proposition 2.3 and Proposition 2.4 in hand, we can obtain Theorem 1.1.

Proof of Theorem 1.1. By (1.5), one has
\begin{equation}
\sum_{p=1,\infty} ||\rho(0)||_{L^p} + ||\nabla \rho(0)||_{B^p_{\infty}} \leq C_3 ||f_0||_{1+a}, \tag{2.14}
\end{equation}
for some $C_3 \geq 1$. Let $C_1 \geq 1$, $\varepsilon_1 \in (0,1)$ be in Proposition 2.3 and $C_2 \geq 1$, $\varepsilon_2 \in (0,1)$ be in Proposition 2.4

$T^* = \{ T : \text{the solution } f \text{ of (1.2) exists on } [0,T], \text{ s.t. } ||\rho||_{1+a,T} + ||U||_{1+a,T} \leq M ||f_0||_{1+a}, \}$
with $M = 100C_1C_2C_3$. Assume
\begin{equation}
|||f_0|||_{1+a} \leq \min\{\varepsilon_1, \varepsilon_2\} \tag{2.15}
\end{equation}
So, thanks to Proposition 2.4 the problem (1.2) has a unique local solution $f$ in $[0,T]$ satisfying
\begin{equation}
||\rho||_{1+a,T} + ||U||_{1+a,T} \leq C_2 \left( \sum_{p=1,\infty} ||\rho(0)||_{L^p} + ||\nabla \rho(0)||_{B^p_{\infty}} \right) \tag{2.16}
\end{equation}
This gives $T^* > 0$. Now we suppose that $T^* < \infty$. By (2.15) one has $||\rho||_{1+a,T^*} + ||U||_{1+a,T^*} \leq \varepsilon_1$. So, we can apply Proposition 2.3 to get that
\begin{equation}
||\rho||_{1+a,T^*} + ||U||_{1+a,T^*} \leq C_1 ||f_0||_{1+a}. \tag{2.16}
\end{equation}
In particular,
\begin{equation}
\sum_{p=1,\infty} ||\rho(T^*)||_{L^p} + ||\nabla \rho(T^*)||_{B^p_{\infty}} \leq C_1 ||f_0||_{1+a} \leq \varepsilon_2. \tag{2.16}
\end{equation}
Moreover, by Remark 5.1 one has $||f(T^*)||_{1+a} < \infty$ and $\lim_{\kappa \to 0} ||f(T^*) - f(T^\kappa)||_{1+a} = 0$ for some sequence $f_0^\kappa \in C_c^\infty(\mathbb{R}_x^2 \times \mathbb{R}_{v}^2)$. Hence, by Proposition 2.4 the solution $f$ can be extended from $[0,T^*]$ to $[0,T^* + \delta]$ for some $\delta > 0$ satisfying
\begin{equation}
||\rho||_{1+a,T^*+\delta} + ||U||_{1+a,T^*+\delta} \leq 2(||\rho||_{1+a,T^*} + ||U||_{1+a,T^*}), \tag{2.16}
\end{equation}
since (2.13). Combining this with (2.16) to get that
\begin{equation}
||\rho||_{1+a,T^*+\delta} + ||U||_{1+a,T^*+\delta} \leq 2C_1 ||f_0||_{1+a} < M ||f_0||_{1+a}, \tag{2.17}
\end{equation}
this contradicts to $T^* < \infty$. Therefore, $T^* = \infty$ and the proof is complete.
3 Pointwise estimates of characteristics

In this section, we will prove the following estimates of characteristics that it will be used in the proof of Proposition 2.3 and 2.4.

Proposition 3.1 Let \((Y_{s,t}, W_{s,t})\) be in (1.1). Let \(a \in (0, 1)\), then there exists \(\varepsilon_0 \in (0, 1)\) such that for any \(\|g\|_{1+a,T} \leq \varepsilon_0\), we have the following estimates:

\[
\sup_{0 \leq s \leq t \leq T} \left( \langle s \rangle \|Y_{s,t}\|_{L^\infty_{x,v}} + \langle s \rangle^{1+a} \|\nabla_x Y_{s,t}\|_{L^\infty_{x,v}} + \langle s \rangle^{1+a} \sup_\alpha \|\partial^a_{x} \nabla_x Y_{s,t}\|_{L^\infty_{x,v}} \right)
+ \sup_{0 \leq s \leq t \leq T} \langle s \rangle^a \|\nabla_v Y_{s,t}\|_{L^\infty_{x,v}} \lesssim_a \|g\|_{1+a,T},
\]

(3.1)

\[
\sup_{0 \leq s \leq t \leq T} \left( \langle s \rangle^2 \|W_{s,t}\|_{L^\infty_{x,v}} + \langle s \rangle^{2+a} \|\nabla_x W_{s,t}\|_{L^\infty_{x,v}} + \langle s \rangle^{2+a} \sup_\alpha \|\partial^a_{x} \nabla_x W_{s,t}\|_{L^\infty_{x,v}} \right)
+ \sup_{0 \leq s \leq t \leq T} \langle s \rangle^{1+a} \|\nabla_v W_{s,t}(x,v)\|_{L^\infty_{x,v}} \lesssim_a \|g\|_{1+a,T},
\]

(3.2)

and

\[
\sup_{0 \leq s \leq t \leq T} \sup_\alpha \frac{\|\partial^a_{x} \nabla_x Y_{s,t}\|_{L^\infty_{x,v}}}{|\alpha|^a} \lesssim_a \|g\|_{1+a,T}.
\]

(3.3)

Moreover, for any \(0 \leq s \leq t < T\), we have a \(C^1\) map \((x,v) \mapsto \Psi_{s,t}(x,v)\), which satisfies for all \(x,v \in \mathbb{R}^2\):

\[
X_{s,t}(x, \Psi_{s,t}(x,v)) = x - (t-s)v,
\]

(4.4)

and

\[
\langle s \rangle^2 |\Psi_{s,t}(x,v) - v| + \langle s \rangle^{2+a} |\nabla_x \Psi_{s,t}(x,v)| + \langle s \rangle^{1+a} |\nabla_v (\Psi_{s,t}(x,v)) - v| \lesssim_a \|g\|_{1+a,T}.
\]

(3.5)

Here we use the notations

\[
\partial^a_{x} Y_{s,t}(x,v) = Y_{s,t}(x,v) - Y_{s,t}(x - \alpha, v), \quad \partial^a_{x} Y_{s,t}(x,v) = Y_{s,t}(x,v) - Y_{s,t}(x,v - \alpha).
\]

Clearly, Proposition 3.1 follows from (3.2) and (3.3).

Proof of Proposition 3.1. Thanks to [21] Lemma 4.2 we have for any \(\tau \in [0,T]\),

\[
\langle \tau \rangle^{3} \|E(\tau)\|_{L^\infty} + \langle \tau \rangle^{3+a} \|\nabla_x E(\tau)\|_{L^\infty} + \langle \tau \rangle^{3+a} \|\nabla^2_x E(\tau)\|_{L^\infty} \leq c_0\|g\|_{1+a,T}.
\]

(3.6)

Using the same argument as [21] Proof of Proposition 4.1] and (3.3), we obtain (3.1) and (3.2). Now, we prove (3.3). One has

\[
\sup_\alpha \frac{\|\partial^a_{x} \nabla_x Y_{s,t}\|_{L^\infty_{x,v}}}{|\alpha|^a} \leq \sup_\alpha \frac{1}{|\alpha|^a} \left( \int_s^t \langle \tau - s \rangle \|\nabla_x E(\tau)\|_{L^\infty} \|\partial^a_{x} \nabla_x Y_{s,t}\|_{L^\infty_{x,v}} d\tau \right)
+ \int_s^t \langle \tau - s \rangle \min \left\{ \|\nabla_x E(\tau)\|_{L^\infty}, \|\nabla^2_x E(\tau)\|_{L^\infty} \left( |\alpha| |\tau| + \|\partial^a_{x} Y_{s,t}\|_{L^\infty_{x,v}} \right) \right\} \left( |\tau| + \|\nabla_x Y_{s,t}\|_{L^\infty_{x,v}} \right) d\tau.
\]
By (3.3) and (3.1), one gets

\[
\begin{align*}
\sup_{\alpha} \frac{\|\delta_a^\alpha \nabla v Y_{s,t} \|_{L^\infty_{x,v}}}{|\alpha|^a} & \leq c_0 \int_0^T \frac{\tau-s}{(\tau)^3} \|g\|_{1+a,T} \sup_{s \leq \tau \leq t} \sup_{\alpha} \|\delta_a^\alpha \nabla v Y_{s,t} \|_{L^\infty_{x,v}} \frac{1}{|\alpha|^a} \int_s^t (\tau-s) \min \left\{ \frac{1}{(\tau)^{3+a}}, \frac{|\alpha|}{(\tau)^{2+a}} \right\} d\tau \\
& + c_0 \|g\|_{1+a,T} \frac{1}{10} \sup_{s \leq \tau \leq t} \sup_{\alpha} \|\delta_a^\alpha \nabla v Y_{s,t} \|_{L^\infty_{x,v}} + c_0 \|g\|_{1+a,T} \frac{1}{10} \int_0^\infty \min \{1, |\alpha|/\tau \} d\tau
\end{align*}
\]

for \( \|g\|_{1+a,T} \leq \varepsilon_0 \) small enough. This implies (3.3).
Moreover, similar to [24, Proof of Proposition 4.7], we can construct a \( C^1 \) map \((x,v) \in \mathbb{R}_+^2 \times \mathbb{R}_+^2 \mapsto \Psi_{s,t}(x,v)\), satisfying (3.4) and (3.5). The proof of Proposition 3.1 is complete. \( \square \)

4 Contribution of the initial data and the reaction term

As a consequence of Proposition 3.1, we have

**Lemma 4.1** Let \( h = h(x,v) : \mathbb{R}_+^2 \times \mathbb{R}_+^2 \to \mathbb{R} \), define

\[
I_h(g)(t,x) = \int_{\mathbb{R}^2} h(X_{0,t}(x,v),V_{0,t}(x,v)) dv,
\]

where \((X_{s,t},V_{s,t})\) are in Proposition 3.1 with \( \|g\|_{1+a,T} \leq \varepsilon_0 \). Then there holds

\[
\|I_h(g)\|_{1+a,T} \lesssim \|h\|_{1+a}.
\]

The proof of Lemma 4.1 is very similar to [24, Proof of Proposition 5.1], we omit it.

We next turn to the reaction term. For any given \( F : [0,T] \times \mathbb{R}^2 \to \mathbb{R} \) and \( \eta : \mathbb{R}^2 \to \mathbb{R} \), we denote

\[
\mathcal{T}[F,\eta](t,x) = -\mathcal{T}_{NL}[F,\eta](t,x) + \mathcal{T}_L[F,\eta](t,x),
\]

with

\[
\begin{align*}
\mathcal{T}_L[F,\eta](t,x) &= \int_0^t \int_{\mathbb{R}^2} F(s,x-(t-s)v)\eta(v) dv ds, \\
\mathcal{T}_{NL}[F,\eta](t,x) &= \int_0^t \int_{\mathbb{R}^2} F(s,X_{s,t}(x,v))\eta(V_{s,t}(x,v)) dv ds,
\end{align*}
\]

where \((X_{s,t},V_{s,t})\) are in Proposition 3.1 with \( \|g\|_{1+a,T} \leq \varepsilon_0 \). By changing variable, we reformulate it as follows:

\[
\begin{align*}
\mathcal{T}_L[F,\eta](t,x) &= \int_0^t \int_{\mathbb{R}^2} F(s,w + \frac{s}{t}(x-w))\eta\left(\frac{x-w}{t}\right) \frac{dw ds}{t^2}, \\
\mathcal{T}_{NL}[F,\eta](t,x) &= \int_0^t \int_{\mathbb{R}^2} F\left(s,Y_{s,t}(w),\frac{x-w}{t}\right) + w + \frac{s(x-w)}{t} \eta\left(W_{s,t}(w),\frac{x-w}{t}\right) + \frac{x-w}{t} \right) \frac{dw ds}{t^2}.
\end{align*}
\]

We have the following Lemma.
Lemma 4.2 Let $a \in (0,1)$. Let $\eta$ be such that
\[
\sum_{j=0}^{3} |v|^j |\nabla^j \eta(v)| \leq 1. \tag{4.3}
\]

Then,
\[
|T[F, \eta](t, x)| \lesssim_a \|g\|_{1+a, T} \int_0^t \int_{\mathbb{R}^2} |F(s, x - (t-s)v) - t|^{1+a} \frac{dvds}{(s)^{1+a} \langle v \rangle^3}. \tag{4.4}
\]

In particular, for $p = 1, \infty$,
\[
\langle t \rangle^{2(p-1)/p} \|T[F, \eta](t)\|_{L^p} \lesssim_a \|g\|_{1+a, T} \left( \sup_{s \in [0,t]} \langle s \rangle^{2(p-1)/p} \|F(s)\|_{L^p} + \sup_{s \in [0,t]} \|F(s)\|_{L^1} \right). \tag{4.5}
\]

(2) For any $0 \leq t \leq T$,
\[
\sum_{p=1,\infty} \langle t \rangle^{2(p-1)/p} \|T[F, \eta](t)\|_{L^p} \lesssim_a \|g\|_{1+a, T} \sum_{p=1,\infty} \sup_{s \in [0,t]} \langle s \rangle^{1+2(p-1)/p} \left( \|F(s)\|_{L^p} + \|F(s)\|_{\hat{F}^a_{p,\infty}} \right). \tag{4.6}
\]

(3) For any $0 \leq t \leq T$,
\[
\sum_{p=1,\infty} \langle t \rangle^{2(p-1)/p} \|\nabla T[F, \eta](t)\|_{L^p} \lesssim_a \|g\|_{1+a, T} \sum_{j=0,1} \sum_{p=1,\infty} \sup_{s \in [0,t]} \langle s \rangle^{1+2(p-1)/p} \left( \|F(s)\|_{\hat{F}^a_{p,\infty}} + \|F(s)\|_{L^1} \right), \tag{4.7}
\]

where
\[
\|g\|_{\hat{F}^a_{p,\infty}} := \| \sup_{\alpha} \frac{|\delta_{\alpha} g(x)|}{|\alpha|^a} \|_{L^p}. \]

**Proof.** Step 1) First of all, we change of variable and obtain
\[
|T[F, \eta](t, x)| = \left| - \int_0^t \int_{\mathbb{R}^2} F(s, x - (t-s)v) \eta(V_{s,t}(x, \Psi_{s,t}(t, x))) \det(\nabla v \Psi_{s,t}(x, v)) dvds 
\right.
\]
\[
+ \int_0^t \int_{\mathbb{R}^2} F(s, x - (t-s)v) \eta(v) dvds \right| 
\]\n\[
\leq \int_0^t \int_{\mathbb{R}^2} |F(s, x - (t-s)v)| |\eta(V_{s,t}(x, \Psi_{s,t}(t, x))) - \eta(v)| dvds 
\]
\[
+ \int_0^t \int_{\mathbb{R}^2} |F(s, x - (t-s)v)| \left| \det(\nabla v \Psi_{s,t}(x, v)) \right| - 1 \right| |\eta(V_{s,t}(x, \Psi_{s,t}(t, x))) - \eta(v)| dvds. \]

Hence, since we have
\[
|\eta(V_{s,t}(x, \Psi_{s,t}(t, x))) - \eta(v)| \leq \int_0^1 |\nabla \eta(\omega V_{s,t}(x, v) + (1 - \omega)v)| V_{s,t}(x, v) - v | d\omega 
\]
\[
\lesssim \sup_{\omega \in [0,1]} \frac{|V_{s,t}(x, v) - v|}{\omega W_{s,t}(x - vt, v) + v} \sim \frac{|W_{s,t}(x - vt, v)|}{\langle v \rangle^3} \lesssim_a \|g\|_{1+a, T} \frac{1}{\langle s \rangle^2 \langle v \rangle^3},
\]
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and \(|\eta(V_{s,t}(x, \Psi_{s,t}(x, x)))| \lesssim (W_{s,t}(x - t \Psi_{s,t}(t, x), \Psi_{s,t}(t, x)) + v)^{-3} \lesssim (v)^{-3}\), where we use the fact that \(\sup_{0 \leq s \leq t} \|W_{s,t}\|_{L^\infty} \leq 1\) in (3.3). Hence

\[
|T[F, \eta](t, x)| \lesssim_{\alpha} \|g\|_{1+a,T} \int_0^t \int_{\mathbb{R}^2} |F(s, x - (t - s)v)| \frac{1}{\langle s \rangle^{1+a}} \langle v \rangle^3 \, dvds.
\]

This gives (4.4). Moreover,

\[
\|T[F, \eta](t)\|_{L^p} \lesssim_{\alpha} \|g\|_{1+a,T} \int_0^t \int_{\mathbb{R}^2} |F(s, x - (t - s)v)| \frac{1}{\langle v \rangle^{3+2}} \, dvds \|T[F, \eta](s)\|_{L^p} \, ds.
\]

Then, thanks to Lemma 4.3, one gets

\[
\|T[F, \eta](t)\|_{L^p} \lesssim_{\alpha} \|g\|_{1+a,T} \left( \sup_{s \in [0,t]} \|F(s)\|_{L^1} + \sup_{s \in [0,t]} \langle s \rangle^{2(p-1)/p} \|F(s)\|_{L^p} \right).
\]

Combining this with

\[
\|T[F, \eta](t)\|_{L^p} \lesssim_{\alpha} \|g\|_{1+a,T} \int_0^t \|F(s)\|_{L^p} \frac{1}{\langle s \rangle^{1+a}} \, ds \lesssim_{\alpha} \|g\|_{1+a,T} \sup_{s \in [0,t]} \|F(s)\|_{L^p},
\]

to obtain (4.5).

Note that we only use \(\sup_v (v)^3 (|\eta(v)| + |\nabla \eta(v)|) \leq 1\) in the proof of (4.1).

**Step 2** We estimate \(\|T[F, \eta](t)\|_{\dot{B}^q_{p,\infty}}\).

2.1) Case \(0 \leq t \leq \min\{1, T\}\). We divide \(\delta_\alpha T[F, \eta](t, x)\) into three terms:

\[
\delta_\alpha T[F, \eta](t, x) = \mathcal{T}_\alpha^1[F, \eta](t, x) + \mathcal{T}_\alpha^2[F, \eta](t, x) + \mathcal{T}_\alpha^3[F, \eta](t, x)
\]

where

\[
\mathcal{T}_\alpha^1[F, \eta](t, x) = \int_0^t \int_{\mathbb{R}^2} (-\delta_\alpha F(s, \cdot) (X_{s,t}(x, v))) \eta (V_{s,t}(x, v)) + \delta_\alpha F(s, \cdot) (x - (t - s)v) \eta(v)) \, dvds,
\]

\[
\mathcal{T}_\alpha^2[F, \eta](t, x) = \int_0^t \int_{\mathbb{R}^2} \left[ F(s, X_{s,t}(x, v) - \alpha) - F(s, X_{s,t}(x, v) - \alpha) \right] \eta (V_{s,t}(x, v)) \, dvds,
\]

\[
\mathcal{T}_\alpha^3[F, \eta](t, x) = \int_0^t \int_{\mathbb{R}^2} F(s, X_{s,t}(x, v) - \alpha) \eta (V_{s,t}(x, v) - \alpha) - \eta (V_{s,t}(x, v)) \right] \, dvds.
\]

For the first term, using (1.3) and (4.4) we have

\[
\|\mathcal{T}_\alpha^1[F, \eta](t)\|_{L^p} = \|T[\delta_\alpha F, \eta](t)\|_{L^p} \lesssim_{\alpha} \|g\|_{1+a,T} \left( \sup_{s \in [0,t]} \|\delta_\alpha F(s)\|_{L^1} + \sup_{s \in [0,t]} \|\delta_\alpha F(s)\|_{L^p} \right)
\]

\[
\lesssim_{\alpha} |\alpha|^2 \|g\|_{1+a,T} \left( \sup_{s \in [0,t]} \|F(s)\|_{\dot{B}^q_{1,\infty}} + \sup_{s \in [0,t]} \|F(s)\|_{\dot{B}^q_{p,\infty}} \right).
\]

Since

\[
|X_{s,t}(x, v) - (X_{s,t}(x, v) - \alpha)| = |Y_{s,t}(x, v - \alpha - tv, v) - Y_{s,t}(x - tv, v)| \leq |\alpha| \|\nabla_x Y_{s,t}\|_{L^\infty},
\]
we can estimate $\mathcal{T}_{\alpha}^3[F, \eta](t, x)$ as follows

$$
\| \mathcal{T}_{\alpha}^3[F, \eta](t) \|_{L^p} \lesssim a^a \int_0^t \int_{\mathbb{R}^2} \| F(s) \|_{L^p} \| \nabla \eta \|_{L^\infty} \left( \sup_{s \in [0, t]} \| F(s) \|_{L^p} \right) \int_0^t \langle s \rangle^{-(1+a)} ds
$$

Note that by (3.2), one has $\sup_{s, t} \| W_{s,t} \|_{L^p_{x,v}} \leq 1$. Then,

$$
\langle \varpi V_{s,t}(x, v) + (1 - \varpi)V_{s,t}(x - \alpha, v) \rangle = \langle v + \varpi W_{s,t}(x - tv, v) + (1 - \varpi)W_{s,t}(x - \alpha - tv, v) \rangle \sim \langle v \rangle.
$$

(4.9)

We can estimate $\mathcal{T}_{\alpha}^3[F, \eta](t)$,

$$
\| \mathcal{T}_{\alpha}^3[F, \eta](t) \|_{L^p} \lesssim a^a \int_0^t \int_{\mathbb{R}^2} \| F(s) \|_{L^p} \| \nabla \eta \|_{L^\infty} \left( \sup_{s \in [0, t]} \| F(s) \|_{L^p} \right) \int_0^t \langle s \rangle^{-(1+a)} ds
$$

We can estimate $\mathcal{T}_{\alpha}^2[F, \eta](t)$,

$$
\| \mathcal{T}_{\alpha}^2[F, \eta](t) \|_{L^p} \lesssim a^a \int_0^t \int_{\mathbb{R}^2} \| F(s) \|_{L^p} \| \nabla \eta \|_{L^\infty} \left( \sup_{s \in [0, t]} \| F(s) \|_{L^p} \right) \int_0^t \langle s \rangle^{-(1+a)} ds
$$

In conclusion, for $0 \leq t \leq \min\{1, T\}$,

$$
\| \mathcal{T}[F, \eta](t) \|_{L^p_{x,v}} \lesssim a^a \left( \sup_{s \in [0, t]} \| F(s) \|_{L^p} + \sup_{s \in [0, t]} \| F(s) \|_{L^p} \right).
$$

(4.10)

2.2) Case $T > 1$ and $1 \leq t \leq T$. Set

$$
Z_1(x) = Y_{s,t}(w, \frac{x - w}{t}) + w + \frac{s(x - w)}{t}, \quad Z_2(x) = W_{s,t}(w, \frac{x - w}{t}) + \frac{x - w}{t},
$$

$$
Z_3(x) = W_{s,t}(w, \frac{x - \alpha - w}{t}) + \frac{x - w}{t}, \quad Z_4(x) = Y_{s,t}(w, \frac{x - w}{t}) + w + \frac{s(x - \alpha - w)}{t}.
$$

(4.11)

We have

$$
\delta \eta T[F, \eta](t, x) = \mathcal{T}_{\alpha}^1[F, \eta](t, x) + \mathcal{T}_{\alpha}^2[F, \eta](t, x) + \mathcal{T}_{\alpha}^3[F, \eta](t, x) + \mathcal{T}_{\alpha}^4[F, \eta](t, x),
$$

where

$$
\mathcal{T}_{\alpha}^1[F, \eta](t, x) = -\int_0^t \int_{\mathbb{R}^2} \delta \mathbb{E} F(s, \cdot) (Z_1(x)) \eta (Z_2(x)) \frac{dudv}{t^2},
$$

$$
+ \int_0^t \int_{\mathbb{R}^2} \delta \mathbb{E} F(s, \cdot)(w + \frac{s}{t}(x - w)) \eta \left( \frac{x - w}{t} \right) \frac{dudv}{t^2},
$$

$$
\mathcal{T}_{\alpha}^2[F, \eta](t, x) = \int_0^t \int_{\mathbb{R}^2} F(s, Z_1(x - \alpha)) (\delta \mathbb{E} \eta) (Z_2(x)) \frac{dudv}{t^2},
$$

$$
- \int_0^t \int_{\mathbb{R}^2} F(s, w + \frac{s}{t}(x - w - \alpha)) (\delta \mathbb{E} \eta) \left( \frac{x - w}{t} \right) \frac{dudv}{t^2},
$$

$$
\mathcal{T}_{\alpha}^3[F, \eta](t, x) = \int_0^t \int_{\mathbb{R}^2} (F(s, Z_1(x - \alpha)) - F(s, Z_4(x))) \eta (Z_2(x)) \frac{dudv}{t^2},
$$

$$
\mathcal{T}_{\alpha}^4[F, \eta](t, x) = \int_0^t \int_{\mathbb{R}^2} F(s, Z_1(x - \alpha)) (\eta (Z_3(x)) - \eta (Z_2(x))) \frac{dudv}{t^2}.
$$
Going back to the variable $v = \frac{x-w}{t}$, and denoting
\[
Z_5(x) = Y_{s,t}(x-tv, v-\frac{\alpha}{t}) + x - (t-s)v - \frac{s\alpha}{t}, \quad Z_6(x) = W_{s,t}(x-tv, v-\frac{\alpha}{t}) + v,
\]
we reformulate it as follows:
\[
T^1_\alpha[F, \eta](t, x) = \int_0^t \int_{\mathbb{R}^d} \left(-\delta_T F(s, .)(X_{s,t}(x, v)) \eta(V_{s,t}(x, v)) + \delta_T F(s, .)(x - (t-s)v) \eta(v)\right) dv ds,
\]
\[
T^2_\alpha[F, \eta](t, x) = \int_0^t \int_{\mathbb{R}^d} \left(F(s, X_{s,t}(x, v)) \left(\delta_T \eta\right)(V_{s,t}(x, v)) - F(s, x - (t-s)v) \left(\delta_T \eta\right)(v)\right) dv ds,
\]
\[
T^3_\alpha[F, \eta](t, x) = \int_0^t \int_{\mathbb{R}^d} \left(F(s, X_{s,t}(x, v) - \frac{s\alpha}{t}) - F(s, Z_5(x)) \eta(V_{s,t}(x, v)) dv ds,
\]
\[
T^4_\alpha[F, \eta](t, x) = \int_0^t \int_{\mathbb{R}^d} F(s, Z_5(x)) (\eta(V_{s,t}(x, v)) - \eta(Z_6(x))) dv ds.
\]
Note that for $p = 1, \infty$ and $|\alpha| \geq t$,
\[
\langle t \rangle \frac{2(p-1)}{p} + a \frac{\|\delta_T F\|_{L^p}}{|\alpha|^a} \leq 2\langle t \rangle \frac{2(p-1)}{p} + a \frac{\|\delta_T F\|_{L^p}}{|\alpha|^a} \leq 4\langle t \rangle \frac{2(p-1)}{p} + a \frac{\|F\|_{L^p}}{|\alpha|^a}.
\]
So, it is enough to consider $|\alpha| \leq t$.

2.2.1) Estimate $T^1_\alpha[F, \eta](t, x)$.
Applying (4.13) with $\delta_T F$, we have
\[
\|T^1_\alpha[F, \eta](t)\|_{L^p} = \|T[\delta_T F, \eta](t)\|_{L^p} \lesssim a \langle t \rangle \frac{2(p-1)}{p} + a \frac{\|F\|_{L^p}}{|\alpha|^a} \left(\sup_{s \in [0, t]} \langle s \rangle^{2(p-1)} \frac{\|F\|_{L^p}}{|\alpha|^a} + \sup_{s \in [0, t]} \langle s \rangle^{2(p-1)+a} \frac{\|F\|_{B^{\infty}_p}}{|\alpha|^a}\right).
\]
Thus, we can yield
\[
t \frac{2(p-1)}{p} + a \sup_{\alpha} \frac{\|T^1_\alpha[F, \eta](t)\|_{L^p}}{|\alpha|^a} \lesssim a \langle t \rangle \frac{2(p-1)}{p} + a \frac{\|F\|_{L^p}}{|\alpha|^a} \left(\sup_{s \in [0, t]} \langle s \rangle^{2(p-1)} \frac{\|F\|_{L^p}}{|\alpha|^a} + \sup_{s \in [0, t]} \langle s \rangle^{2(p-1)+a} \frac{\|F\|_{B^{\infty}_p}}{|\alpha|^a}\right).
\]

2.2.2) Estimate $T^2_\alpha[F, \eta](t, x)$.
Note that
\[
|\delta_T \eta(v)| + |\nabla_v (\delta_T \eta)(v)| \lesssim \min \left\{ \frac{|\alpha|}{t}, 1 \right\} \left(\frac{1}{\langle v \rangle^3} + \frac{1}{\langle v - \alpha \rangle^3}\right) \lesssim \frac{|\alpha|}{t^a} \frac{1}{\langle v \rangle^3},
\]
since $|\alpha| \leq t$. Thus, by Step 1 we have
\[
\|T^2_\alpha[F, \eta](t)\|_{L^p} = \frac{|\alpha|^a}{t^a} \left\|T[F, t^a \frac{\alpha}{|\alpha|^a} \delta_T \eta(v)]\right\|_{L^p} \lesssim a \frac{|\alpha|^a}{t^a} \langle t \rangle \frac{2(p-1)}{p} + a \frac{\|F\|_{L^p}}{|\alpha|^a} \left(\sup_{s \in [0, t]} \langle s \rangle^{2(p-1)} \frac{\|F\|_{L^p}}{|\alpha|^a} + \sup_{s \in [0, t]} \langle s \rangle^{2(p-1)+a} \frac{\|F\|_{L^p}}{|\alpha|^a}\right),
\]
12
which implies
\[
\frac{2(p-1)}{p} + a \sup_{\alpha} \frac{\| \mathcal{T}_\alpha^3 \|_{L^p}}{\alpha^{\alpha}} \lesssim a \left( \sup_{s \in [0,t]} \frac{\langle s \rangle^{2(p-1)/p} \| F(s) \|_{L^p}}{\| s \|} + \sup_{s \in [0,t]} \| F(s) \|_{L^1} \right).
\]

2.2.3) Estimate $\mathcal{T}_\alpha^3[F, \eta](t, x)$.

\[
|\mathcal{T}_\alpha^3[F, \eta](t, x)| \lesssim c_1 \int_0^t \int_{\mathbb{R}^2} |F(s, X_{s,t}(x, v) - \frac{a\xi}{t}) - F(s, Z_\delta(x))| \, dvds \left( \frac{\langle \xi \rangle}{\langle s \rangle^{3/2}} \right)^3.
\]

Thus, as (4.3), we apply Lemma 4.3 with $H = \sup_z |z|^{-a} |\delta_z F(s, .)|$ and $\varphi(x, v) = Y_{s,t}(x - tv, v + \frac{a\xi}{t}) - \frac{a\xi}{t}$, so

\[
\| \mathcal{T}_\alpha^3[F, \eta](t) \|_{L^p} \lesssim a \left( \sup_{s \in [0,t]} \langle s \rangle^{2(p-1)/p} \| F(s) \|_{L^p} + \sup_{s \in [0,t]} \| F(s) \|_{L^1} \right).
\]

Thanks to (4.20)

\[
\| \mathcal{T}_\alpha^3[F, \eta](t) \|_{L^p} \lesssim a \left( \sup_{s \in [0,t]} \langle s \rangle^{2(p-1)/p} \| F(s) \|_{L^p} + \sup_{s \in [0,t]} \| F(s) \|_{L^1} \right) + \frac{1}{\langle s \rangle^{1/2}} \int_0^t \| F(s) \|_{L^1} \, ds.
\]

Thanks to (4.19)

\[
\| \mathcal{T}_\alpha^3[F, \eta](t) \|_{L^p} \lesssim a \left( \sup_{s \in [0,t]} \langle s \rangle^{2(p-1)/p} \| F(s) \|_{L^p} + \sup_{s \in [0,t]} \| F(s) \|_{L^1} \right).
\]

2.2.4) Estimate $\mathcal{T}_\alpha^4[F, \eta](t, x)$.

One has

\[
|\mathcal{T}_\alpha^4[F, \eta](t, x)| \lesssim a \left( \sup_{s \in [0,t]} \langle s \rangle^{2(p-1)/p} \| F(s) \|_{L^p} + \sup_{s \in [0,t]} \| F(s) \|_{L^1} \right).
\]

Then, as (4.3) we apply Lemma 4.3 with $H = F$ and $\varphi(x, v) = Y_{s,t}(x - tv, v - \frac{a\xi}{t}) - \frac{a\xi}{t}$ to get

\[
\| \mathcal{T}_\alpha^4[F, \eta](t) \|_{L^p} \lesssim a \left( \sup_{s \in [0,t]} \langle s \rangle^{2(p-1)/p} \| F(s) \|_{L^p} + \sup_{s \in [0,t]} \| F(s) \|_{L^1} \right).
\]
Thus, we obtain
\[ t^{2(p-1)+a} \sup_{\alpha} \| T_{\alpha}^d [F, \eta] (t) \|_{L^p} \lesssim_a \| g \|_{1+a,T} \left( \sup_{s \in [0, t]} \langle s \rangle^{a} \| F(s) \|_{F, \eta} + \sup_{s \in [0, t]} \langle s \rangle^{2(p-1)+a} \| F(s) \|_{F, \eta} \right). \]

Summing up, we conclude that
\[ \sum_{p=1, \infty} t^{2(p-1)+a} \| T[F, \eta](t) \|_{B^p_{p, \infty}} \lesssim_a \| g \|_{1+a,T} \sum_{p=1, \infty} \sup_{s \in [0, t]} \langle s \rangle^{1+2(p-1)/p} \left( \| F(s) \|_{L^p} + \| F(s) \|_{F, \eta} \right). \]

(4.15)

Hence, (4.6) follows from (4.10) and (4.15).

**Step 3)** We estimate \( \| \nabla T[F, \eta](t) \|_{B^p_{p, \infty}} \).

3.1) Case \( 0 \leq t \leq \min\{1, T\} \). We have
\[
\partial_{x_i} T[F, \eta](t, x) = T[\partial_{x_i} F, \eta](t, x) + T^{R,i}[F, \eta](t, x), \quad i = 1, 2,
\]
where
\[
T^{R,i}[F, \eta](t, x) = \int_0^t \int_{\mathbb{R}^2} F(s, X_{s,t}(x, v)) \nabla \eta(V_{s,t}(x, v)) \partial_{x_i} W_{s,t}(x - vt, v) dv ds.
\]

By (4.10), one has
\[
\sum_{p=1, \infty} \sum_{i=1, 2} \| T[\partial_{x_i} F, \eta](t) \|_{B^p_{p, \infty}} \lesssim_a \| g \|_{1+a,T} \sum_{p=1, \infty} \sup_{s \in [0, t]} \left( \| \nabla F(s) \|_{L^p} + \| \nabla F(s) \|_{F, \eta} \right).
\]

It is easy to check (see [24] Proof of Proposition 6.6, the second part) that
\[
\sum_{p=1, \infty} \sum_{i=1, 2} \| T^{R,i}[F, \eta](t) \|_{B^p_{p, \infty}} \lesssim_a \| g \|_{1+a,T} \sum_{p=1, \infty} \sup_{s \in [0, t]} \left( \| F(s) \|_{L^p} + \| \nabla F(s) \|_{F, \eta} \right).
\]

Thus, we obtain (4.7) with \( 0 \leq t \leq \min\{1, T\} \).

3.2) Case \( T > 1 \) and \( 1 \leq t \leq T \). We have
\[
\partial_{x_i} T[F, \eta](t, x) = \frac{1}{t} T[\tilde{F}_i, \eta](t, x) + \frac{1}{t} T[F, \partial_i \eta](t, x) + T^{1,i}[F, \eta](t, x) + T^{2,i}[F, \eta](t, x), \quad i = 1, 2,
\]
where \( \tilde{F}_i(s, \cdot) := s \partial_{x_i} F(s, \cdot) \),
\[
T^{1,i}[F, \eta](t, x) := - \int_0^t \int_{\mathbb{R}^2} F \left( s, Y_{s,t}(w, \frac{x - w}{t}) + w + \frac{s(x - w)}{t} \right) \times (\nabla \eta) \left( W_{s,t}(w, \frac{x - w}{t}) + \frac{x - w}{t} \right). (\partial_{v_i} W_{s,t})(w, \frac{x - w}{t}) \, dw ds/t^3,
\]
\[
T^{2,i}[F, \eta](t, x) := - \int_0^t \int_{\mathbb{R}^2} \nabla F \left( s, Y_{s,t}(w, \frac{x - w}{t}) + w + \frac{s(x - w)}{t} \right). (\partial_{v_i} Y_{s,t})(w, \frac{x - w}{t}) \times \eta \left( W_{s,t}(w, \frac{x - w}{t}) + \frac{x - w}{t} \right) \, dw ds/t^3.
\]
Applying (4.15) to $T[\tilde{F}, \eta]$ and $T[F, \partial_t \eta]$ to get

$$
\sum_{p=1, \infty} t^{2(p-1)/p} \|T[\tilde{F}, \eta](t)\|_{L^p_{x} T^a_{\infty}} \lesssim_{a} \|g\|_{1+a, T} \sum_{s=1, \infty} \langle s \rangle^{2(p-1)/p} \left( \|F(s)\|_{L^p} + \|\nabla F(s)\|_{L^p_{x} T^a_{\infty}} \right),
$$

(4.16)

$$
\sum_{p=1, \infty} t^{2(p-1)/p} \|T[F, \partial_t \eta](t)\|_{L^p_{x} T^a_{\infty}} \lesssim_{a} \|g\|_{1+a, T} \sum_{s=1, \infty} \langle s \rangle^{2(p-1)/p} \left( \|F(s)\|_{L^p} + \|\nabla F(s)\|_{L^p_{x} T^a_{\infty}} \right).
$$

(4.17)

Now we estimate $T^{1,i}[F, \eta](t, x)$ and $T^{2,i}[F, \eta](t, x)$. Indeed, Case 1: $|\alpha| \geq t$. Thanks to (3.1), (3.2) and (4.3), one has

$$
\|\delta_{\alpha}T^{1,i}[F, \eta](t)\|_{L^p} + \|\delta_{\alpha}T^{2,i}[F, \eta](t)\|_{L^p} \leq 2 \|T^{1,i}[F, \eta](t)\|_{L^p} + 2 \|T^{2,i}[F, \eta](t)\|_{L^p}
$$

$$
\lesssim a \|g\|_{1+a, T} \sum_{j=0,1} \sup_{s \in [0,t]} \langle s \rangle^{2(p-1)/p} \|\nabla^j F(s)\|_{L^1} + \sup_{s \in [0,t]} \langle s \rangle^{2(p-1)/p}\|\nabla^j F(s)\|_{L^p}.
$$

This implies

$$
\sum_{p=1, \infty} \sum_{k=1,2} \langle t \rangle^{1+a+2(p-1)/p} \|\delta_{\alpha}T^{k,i}[F, \eta](t)\|_{L^p} \lesssim_{a} \|g\|_{1+a, T} \sum_{j=0,1} \sup_{s \in [0,t]} \langle s \rangle^{2(p-1)/p} \|\nabla^j F(s)\|_{L^p}.
$$

(4.18)

Case 2: $|\alpha| \leq t$. As Step 2, thanks to (3.1), (3.2) and (4.3), one has

$$
\|\delta_{\alpha}T^{1,i}[F, \eta](t)\|_{L^p} \lesssim_{a} \frac{|\alpha|^a}{\langle t \rangle^{1+a}} \|g\|_{1+a, T} \int_{0}^{t} \sup_{z} \left| z \right|^{-a} \|\delta_{z} F(s, \cdot)(Y_{s,t}(w, x-w/t)) + w + \frac{s(x-w)}{t} \| \frac{dwdz}{(s\langle x-w \rangle^3 t^2)}
$$

$$
+ \frac{|\alpha|^a}{\langle t \rangle^{1+a}} \|g\|_{1+a, T} \int_{0}^{t} \sup_{z} \left| z \right|^{-a} \|\delta_{z}(\nabla_x F)(s, \cdot)(Y_{s,t}(w, x-w/t)) + w + \frac{s(x-w)}{t} \| \frac{dwdz}{(s\langle x-w \rangle^3 t^2)}.
$$

$$
\|\delta_{\alpha}T^{2,i}[F, \eta](t)\|_{L^p} \lesssim_{a} \frac{|\alpha|^a}{\langle t \rangle^{1+a}} \|g\|_{1+a, T} \int_{0}^{t} \sup_{z} \left| z \right|^{-a} \|\delta_{z}(\nabla_x F)(s, \cdot)(Y_{s,t}(w, x-w/t)) + w + \frac{s(x-w)}{t} \| \frac{dwdz}{(s\langle x-w \rangle^3 t^2)}.
$$

By Lemma 4.3,

$$
\|\delta_{\alpha}T^{1,i}[F, \eta](t)\|_{L^p} \lesssim_{a} \frac{|\alpha|^a}{\langle t \rangle^{2(p-1)/p+1+a}} \|g\|_{1+a, T} \left( \sup_{s \in [0,t]} \langle s \rangle\|F(s)\|_{L^p_{x} T^a_{\infty}} \right)
$$

$$
+ \sup_{s \in [0,t]} \langle s \rangle^{1+2(p-1)/p} \|F(s)\|_{L^p_{x} T^a_{\infty}} + \sup_{s \in [0,t]} \langle s \rangle\|F(s)\|_{L^1} + \sup_{s \in [0,t]} \langle s \rangle^{1+2(p-1)/p} \|F(s)\|_{L^p}.
$$
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\[ \| \delta_{\alpha} T^{2,i} [F, \eta](t) \|_{L^p} \lesssim_a \frac{|\alpha|^a}{t^{\frac{2(p-1)}{p}}} \| g \|_{1+a,T} \left( \sup_{s \in [0,t]} \langle s \rangle^{1+\frac{2}{p}} \| \nabla F(s) \|_{F_{p,\infty}} \right) \]

\[ + \sup_{s \in [0,t]} \langle s \rangle^{1+\frac{2(p-1)}{p}} \| \nabla F(s) \|_{L^p_{\infty}} + \sup_{s \in [0,t]} \langle s \rangle^{1+\frac{2}{p}} \| \nabla F(s) \|_{L^1} + \sup_{s \in [0,t]} \langle s \rangle^{1+\frac{2(p-1)}{p}} \| \nabla F(s) \|_{L^p}. \]

Thus,

\[ \sum_{p=1,\infty} \sum_{k=1,2} \langle t \rangle^{1+a+\frac{2(p-1)}{p}} \| \delta_{\alpha} T^{k,i} [F, \eta](t) \|_{L^p} \lesssim_a \| g \|_{1+a,T} \sum_{j=0,1} \sum_{p=1,\infty} \sup_{s \in [0,t]} \langle s \rangle^{1+\frac{2(p-1)}{p}} \left( \langle s \rangle^{\frac{2}{p}} \| \nabla^j F(s) \|_{F_{p,\infty}^a} + \| F(s) \|_{L^p} \right), \]

Combining this with (4.16), (4.17) and (4.18) to get

\[ \sum_{p=1,\infty} \langle t \rangle^{1+a+\frac{2(p-1)}{p}} \| \nabla T [F, \eta](t) \|_{B_{p,\infty}^a} \lesssim_a \| g \|_{1+a,T} \sum_{j=0,1} \sum_{p=1,\infty} \sup_{s \in [0,t]} \langle s \rangle^{1+\frac{2(p-1)}{p}} \left( \langle s \rangle^{\frac{2}{p}} \| \nabla^j F(s) \|_{F_{p,\infty}^a} + \| F(s) \|_{L^p} \right), \]

provided that \( 1 \leq t \leq T \) and \( T \geq 1 \). So, we proved (4.17). The proof is complete. \( \blacksquare \)

We used the following lemma in the proof of Lemma 4.2. It is Lemma 8.1 in [24].

**Lemma 4.3** Assume \( H \in L^1(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2) \) and \( \varphi(x, v) \) satisfies \( \| \nabla_x \varphi(x, v) \|_{L^\infty_{x,v}} \leq \frac{1}{2} \), then for \( p = 1, \infty, 0 \leq s \leq t \) and \( t \geq 0 \) we have

\[ \left\| \int_{\mathbb{R}^2} H (\varphi(x, v) + x - (t-s)v) \right\|_{L^p_v} \lesssim \| H \|_{L^p}. \tag{4.19} \]

Moreover, for \( 0 \leq s \leq \frac{1}{2} \) and \( t \geq 1 \), we also get

\[ \left\| \int_{\mathbb{R}^2} \frac{H (\varphi(x, v) + x - (t-s)v)}{\langle v \rangle^3} \right\|_{L^p_v} \lesssim \frac{1}{t^{\frac{2(p-1)}{p}}} \| H \|_{L^1}. \tag{4.20} \]

## 5 Proof of Proposition 2.3 and Proposition 2.4

First, we prove Propositions 2.3. Assume that the problem (1.2) has a unique solution \((f, U)\) in \([0, T]\) for some \( T < \infty \) with

\[ \| \rho \|_{1+a,T} + \| U \|_{1+a,T} \leq \varepsilon_1. \]

Since \( g = \rho + A(U) \) and Assumption 3,

\[ \| g \|_{1+a,T} \leq \| \rho \|_{1+a,T} + \| A(U) \|_{1+a,T} \leq \varepsilon_1 + C \varepsilon_1^2. \]

Assume that \( \varepsilon_1 + C \varepsilon_1^2 \leq \varepsilon_0 \). One has

\[ \| g \|_{1+a,T} \leq \varepsilon_0. \]

Thus, we can apply Proposition 3.1 with \((g, E) = (\rho + A(U), E)\) and Lemma 4.1 with \( f_0 \) to obtain that

\[ \| \mathcal{I}(g) \|_{1+a,T} \lesssim_a \| f_0 \|_{1+a}. \]
Applying Lemma 2.2 with \((F, \eta) = (E_i, \partial \eta, \mu)\) and thanks to \(\mathcal{R}(\varrho) = \sum_{i=1}^{2} T[E_i, \partial \eta, \mu]\), one gets

\[
||\mathcal{R}(\varrho)||_{1+a,T} \lesssim_\varrho ||\varrho||_{1+a,T} 1 + \frac{2^{(1+a)}}{p} \left(\sum_{j=0,1}^{1} \sup_{s \in [0,T]} (s) \frac{2^{(1+a)}}{p} ||\nabla^2 E(s)||_{F_{p,\infty}} + ||E(s)||_{L^p} \right)
\]

(6.6)

Thus, \(||\varrho||_{1+a,T} \lesssim_\varrho ||\varrho||_{1+a,T} + ||A(U)||_{1+a,T} \lesssim_\varrho ||\varrho||_{1+a,T} + ||U||^{2(1+a)}_{1+a,T} \).

On the other hand, by (2.3) and Proposition 2.2

\[
||\varrho||_{1+a,T} \lesssim_\varrho ||\mathcal{I}(\varrho)||_{1+a,T} + ||\mathcal{R}(\varrho)||_{1+a,T} + ||A(U)||_{1+a,T}.
\]

Thus, we get

\[
||\varrho||_{1+a,T} \lesssim_\varrho ||f_0||_{1+a} + ||\varrho||^{1+a}_{1+a,T} + ||U||^{2(1+a)}_{1+a,T}.
\]

Since \(U = (-\Delta + 1)^{-1}(\rho + A(U))\),

\[
||U||_{1+a,T} \lesssim_\varrho ||\varrho||_{1+a,T} + ||U||^{2}_{1+a,T} \lesssim_\varrho ||\varrho||_{1+a,T} + \varepsilon_1 ||U||_{1+a,T}.
\]

This implies

\[
||U||_{1+a,T} \lesssim_\varrho ||\varrho||_{1+a,T},
\]

provided \(\varepsilon_1 \in (0, \varepsilon_0/4)\) small. Combining this with (5.1) to obtain that

\[
||\varrho||_{1+a,T} \lesssim_\varrho ||f_0||_{1+a} + ||\varrho||^{1+a}_{1+a,T} \lesssim_\varrho ||f_0||_{1+a} + \varepsilon_1 ||\varrho||_{1+a,T}.
\]

Thus,

\[
||\varrho||_{1+a,T} + ||U||_{1+a,T} \lesssim_\varrho ||f_0||_{1+a},
\]

provided \(\varepsilon_1 \in (0, \varepsilon_0/4)\) small. So, we proved Proposition 2.3.

**Remark 5.1** It follows from Proposition 3.1 that \(||f(T)||_{1+a} < \infty\). However, it is easy to check that if there exists \((f_0^\kappa)_{\kappa} \in C_c^\infty(\mathbb{R}^2 \times \mathbb{R}^2)\) satisfying \(\lim_{\kappa \to 0} ||f_0 - f_0^\kappa||_{1+a} = 0\), then we can construct \((f_0^\kappa)_{\kappa} \in C_c^\infty(\mathbb{R}^2 \times \mathbb{R}^2)\) such that \(\lim_{\kappa \to 0} ||f(T) - f_0^\kappa||_{1+a} = 0\).

Next, we prove Proposition 2.4. Set

\[
S_{\varepsilon_1, T_0} := \{ \vartheta \in (L^1 \cap L^\infty([0,T])) \times \mathbb{R}^2) : ||\vartheta||_{a,T_0} = ||\vartheta 1_{[0,T_0]}(s)||_{a} \leq \varepsilon \},
\]

(5.2)

for \(T_0 \in [0,1]\). Let \(\tilde{\varepsilon}_0\) be in Lemma 2.1 and \(\varepsilon_0 > 0\) be in Proposition 3.1. Thanks to (2.7), we can define a map

\[
\mathcal{J}(\rho) := G*(t,x) (I_{f_0}(\varrho) + \mathcal{R}(\varrho) + A(U)) + I_{f_0}(\varrho) + \mathcal{R}(\varrho), \varrho = \rho + A(U), U = N(\rho),
\]

for \(\rho \in S_{\varepsilon_1, T_0}\).

We will prove that \(\mathcal{J}(\rho)\) has a unique fixed point in \(S_{\varepsilon_1, T_0}\) for some \(\varepsilon_1 \leq \varepsilon_0\) and \(T_0 \in (0,1)\). By (6.6) in Lemma 2.1, for any \(\rho \in S_{\varepsilon_1, T_0}\),

\[
||\varrho||_{a,T_0} \leq ||\varrho||_{a,T_0} \leq \varepsilon_0, \varepsilon_0 \leq \varepsilon_0,
\]

(5.3)

with \(\varepsilon_1 \in (0, \varepsilon_0)\) small. Let \((Y^p_{s,t}, W^p_{s,t})\) be the characteristics in Proposition 3.1 with \(\varrho = \rho + A(\mathcal{N}(\rho))\). Using the same argument as [21] Proof of Proposition 4.1, we can obtain for any \(0 \leq s \leq t \leq T_0\),

\[
\sum_{i=0,1} \frac{||\nabla^i \left(Y^p_{s,t}, W^p_{s,t} \right)||_{L^\infty_{x,v}}}{||\alpha||^a} \lesssim_\varrho T_0 \rho_{a,T_0},
\]

(5.4)

\[
\sum_{i=0,1} \frac{||\nabla^i \left(Y^p_{s,t} - Y^p_{s,t}, W^p_{s,t} - W^p_{s,t} \right)||_{L^\infty_{x,v}}}{||\alpha||^a} \lesssim_\varrho T_0 \rho_1 - \rho_2, \rho_{a,T_0},
\]

(5.5)
for any $\rho, \rho_1, \rho_2 \in S_{\tilde{\varepsilon}, T_0}$. It is easy to obtain from (5.4) that for any $\rho \in S_{\tilde{\varepsilon}, T_0}$,

$$
\|R(\rho + A(N(\rho)))\|_{1+a, T_0} \lesssim_a T_0,
\|I_{f_0}(\rho + A(N(\rho)))\|_{1+a, T_0} \lesssim_a \|f_0\|_{1+a}.
$$

(5.6)

Hence, since $J(\rho) - I_{f_0}(g) = G *_{(t, x)} (I_{f_0}(g) + R(g) + A(U)) + R(g)$,

$$
\|J(\rho) - I_{f_0}(g)\|_{1+a, T_0} \lesssim T_0 + (1 + \|f_0\|_{1+a}) \int_0^{T_0} \|G(t)\|_{L^1} dt \lesssim T_0(1 + \|f_0\|_{1+a}),
$$

(5.7)

where we use [24] Theorem 3.6, (3.18) in the last inequality. Hence

$$
\|J(\rho) - I_{f_0}(g)\|_{1+a, T_0} \leq \|J(\rho) - I_{f_0}(g)\|_{1+a, T_0} + \|I_{f_0} - I_{f_0}(g)\|_{1+a, T_0} + \|I_{f_0}(g) - I_{f_0}(g)\|_{1+a, T_0} + \int_{I_{f_0}(g)} f_0^r(x, v)dv\|_{1+a, T_0} + \int_{I_{f_0}(g)} f_0^r(x, v)dv\|_{1+a, T_0}
$$

(5.8)

In particular,

$$
\sup_{\rho \in S_{\tilde{\varepsilon}, T_0}} \|I_{f_0}(\rho + A(N(\rho)))\|_{1+a, T_0} \lesssim T_0(C(f_0^r) + \|f_0\|_{1+a} + \|f_0 - f_0^r\|_{1+a} + \|\rho(0)\|_{1+a, T_0})
$$

(5.9)

Moreover, as [24] Proof of Theorem 2.2, we get from (3.1), (5.5) and Lemma 2.1 that

$$
\|J(\rho_1) - J(\rho_2)\|_{a, T_0} \lesssim T_0(1 + \|f_0\|_{1+a})\|\rho_1 - \rho_2\|_{a, T_0},
$$

(5.10)

for any $\rho_1, \rho_2 \in S_{\tilde{\varepsilon}, T_0}$. Thanks to (5.9), (5.10), (2.11) and the fixed-point theorem, we obtain that $J$ has a unique fixed point $\rho$ in $S_{\tilde{\varepsilon}, T_0}$ satisfying (2.12) for some $T_0 \in (0, 1)$, $\tilde{\varepsilon} \in (0, \tilde{\varepsilon}_0)$ small enough. Clearly, (2.13) follows from (5.8). The proof of the Proposition (2.4) is complete.
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