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Abstract—Visual speech Recognition or Lip reading is used for teaching differently abled persons to communicate with others. It has been determining speech by looking at the movement of the lips. There are many practical difficulties in traditional lip-reading recognition systems like complicated image processing, difficult to teach classifiers and recognition processes will take a long time. In our paper, we proposed the use of convolutional neural networks-Hidden Markov model (CNN-HMM) in lip reading. Since CNN will assign importance to an input image, it is easier to see a difference among the images. HMM used to handle the dynamics of the image sequence. First we convert the incoming video into images and these images selected for further operation. HMM provides a highly reliable way of speech recognition.
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1. Introduction

Neural network methods have large results on social problems nowadays, which uses artificial intelligence techniques and solves many problems. Visual speech recognition is important technique for deaf and dumb people. [1] Later Petiejan introduced a different lip contour reading system in 1980. A pixel based method combined with an artificial neural network (ANN) was proposed in the recognition model in 1989. [2] Traditional lip reading method has two steps: feature extraction and classification.

In the first step, pixel values as visual information is extracted from the mouth region of the captured images.[3] We use neural networks in visual speech recognition techniques. We transform this issue into a gathered form, where we compute the following four different distances: horizontal distance between inner lip points, horizontal distance between outer lip points, vertical distance between inner lip points, vertical distance between outer lip points.

2. Existing work

Existing traditional lip reading methods include face recognition, lip localization and finally feature extraction. After identifying the lip region of the speaker, information has been extracted from the movement of the lips. The following techniques are used for capturing temporal information for speech recognition.
2.1 **Recurrent Neural Network (RNN)**:

In the Recurrent Neural Network, all the layers of the models hang on previous events. RNNs use their memory to operate input sequences. RNN works on the input information as well as the past information. This makes RNN applicable for speech recognition.

RNN has some disadvantages like exploding problems and it cannot process for a long sequence. Also, training RNN is a difficult task.

### 3. Proposed work

In the proposed method, we used Convolutional Neural Network for speech recognition. Convolutional Neural Network is a kind of artificial neural network (ANN) trained to operate huge data with multi-dimensional. As a substitute of general matrix multiplication, Convolutional networks use one layer of convolution process relatively. Basic components of CNNs are; convolution layer, pooling layer, activation functions, fully connected layers, loss layer, regularization, and optimization. Fully connected layers comes after convolution and pooling layers in CNN. In the following figure, the proposed method and main steps are explained as shown. First we need to do the primary work on the dynamic lip videos which includes separation of audio and video signals. Next, CNN can be used to extract the features from the previous step. Finally, all these extracted features are given to the pattern trainer where all these are trained by Hidden Markov model (HMM). This will create an HMM model for each model. Finally appropriate words can be recognized by using viterbi decoding.

**Figure 1.** Traditional lip reading system

**Figure 2.** Recurrent Neural Network
3.1 HMM model approach

In this approach, the lip reading system allows 8-bit gray-scale lip images on 256 × 256 dot planes. Structure of the HMM based lip reading system is shown in Fig.4. It involves three processes: First, from the Lip image the Feature extraction is done by lip tracking process, next vector quantization (VQ) is done. Finally, HMM-based recognition is used for the further process. In the HMM recognition process, lip tracking is used for calculating lip contour points, and VQ is used for translation of feature vectors into an input symbol of HMM. The output is the code of recognized words.

4. Performance comparison

Figure 3. Speech recognition system

Figure 4. Structure of HMM based lip reading system

Figure 5. Comparison
It is clear from Fig.5 that convolutional neural networks have produced better efficiency than others as it can produce faster results. Since, it will not construct the connection among hidden vectors in all the timestamps, time consumption for feed forward and back propagate is very less. Thus, the training time is significantly smaller than RNN.

5. Conclusion

This paper provided an extensive comparison of the artificial neural networks for the application of speech recognition. CNN used for visual feature extraction and HMM used to study the successive data among the frame level features. The suggested architecture effectively forecasts words from the sequence of lip region images, which can produce the accuracy rate of 80%. In the future, research may be a speaker-independent speech recognition system.
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