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Abstract—Most Kalman filter extensions assume Gaussian noise and when the noise is non-Gaussian, usually other types of filters are used. These filters, such as particle filter variants, are computationally more demanding than Kalman type filters. In this paper, we present an algorithm for building models and using them with a Kalman type filter when there is empirically measured data of the measurement errors. The paper evaluates the proposed algorithm in three examples. The first example uses simulated Student-t distributed measurement errors and the proposed algorithm is compared with algorithms designed specifically for Student-t distribution. Last two examples use real measured errors, one with real data from an Ultra Wideband (UWB) ranging system, and the other using low-Earth orbiting satellite magnetometer measurements. The results show that the proposed algorithm is more accurate than algorithms that use Gaussian assumptions and has similar accuracy to algorithms that are specifically designed for a certain probability distribution.

I. INTRODUCTION

A measurement model defines a relationship between a state and the value of the measurement. In practice, all measurements contain uncertainty or noise and this uncertainty can be taken into account in the measurement model. Often the noise is modeled with normal distributions. The use of normal distributions can be justified with the central limit theorem, which states that the sum of independent random variables tends towards a normal distribution. Often the main reason for the use of normal distributions is its convenience; many algorithms are based on the normality assumption and normal distributions have only two parameters, mean and (co)variance. However, in reality the Gaussian assumption may not hold. Measurement data may, for example, contain outliers [1] or be skewed [2].

Bayesian filtering is a framework for estimating the state given noisy measurements and a state model that describes how the state evolves in time. Closed-form solutions for the Bayes filter exist only in some special situations, e.g. Kalman Filter (KF) is the Bayes filter when everything is linear and Gaussian. Various Kalman Filter Extensions (KFEs) have been developed for estimation with nonlinear state or measurement models. For measurements with outliers there are algorithms called robust KFs [3], [4]. There are also variational Bayes based algorithms for non-Gaussian noises [5] for Student-t noise and [2] for skew-t distribution.

In [6] and [7] an iterative KFE that can do state estimation when the measurement model noise is non-Gaussian were presented. Main difference between algorithms in [6] and [7] is that the former is based on modeling the noise distribution using a nonlinear transformation of Gaussian and latter uses computation of moments of different distributions.

Particle filters can also be used for estimation with non-Gaussian noise. Particle filters are often computationally more demanding than KFEs, especially when the dimension of the state is large.

In modeling non-Gaussian noise there is the problem of selecting proper distribution for the measurement noise. One can seek for a named distribution, such as Student-t, matches with the noise distribution, or one can use approximate methods, such as Kernel Density Estimation (KDE). Also one has to keep in mind when selecting the noise model whether a suitable estimation algorithm is available for that specific noise model.

In this paper, we propose an approximative way to model noise distribution using samples from the noise distribution and a spline. We also develop an iterative KFE that can use the approximate noise model for state estimation and show that it can provide accurate results. The proposed algorithm uses only a single Gaussian for the state estimate. This reduces the complexity of algorithm compared to filters that use Gaussian mixtures to model the measurement probability density function (pdf), such as [8], where the number of Gaussians increase as each measurement arrives and then component reductions are applied to keep the computational cost feasible.

The rest of this paper is organized as follows. In Section II used measurement model is presented. In Section III, we present the approximative way to model the noise distribution. We develop the iterative KFE in Section IV. We give results of evaluation of the accuracy of the proposed algorithms with simulated and real data in Section V. Section VI concludes the paper.

II. MEASUREMENT MODEL

In this paper, we concentrate on a single update of a prior. The prior is modeled with a normal distribution. We use a measurement model of the form

\[ y = h(x) + \varepsilon_E, \]  

(1)

where \( y \) is the measurement value, \( h(\cdot) \) is the measurement function, \( x \) is the state, and \( \varepsilon_E \) is measurement noise whose
distribution is not necessarily Gaussian. Furthermore, if the measurement is multidimensional, we assume that the components of εE are independent. In case of multidimensional measurements each measurement component is treated separately. We use the approach from [6] and use a mapping function

\[ ε_E = f(ε_N), \]  

(2)

where εN is distributed as a standard normal variable, f(·) is a strictly increasing function, and f(εN) has the same distribution as εE. If the measurement is multidimensional, then each component of f(·) are increasing functions. Thus, the measurement model becomes

\[ y = h(x) + f(ε_N) \]  

(3)

and all random variables are normal distributed.

In [6], f(·) was selected to be

\[ f(ε_N) = F^{-1}(Φ(ε_N)), \]  

(4)

where \( F^{-1}(·) \) is the inverse of the cumulative distribution function (cdf) of εE and \( Φ(·) \) is the cdf of a standard normal distribution. In the next section, we propose to use a strictly increasing spline to model the transformation function.

### III. Finding a Transformation for the Noise

In general, the choice of f(·) is not unique. We require that it is strictly increasing.\(^4\) The reason for this requirement is that then there is always one to one mapping in (2). This is essential in the filtering step where we will optimize the value of f(εN), which will be unique as value f(εN) increases as εN increases compared to situation where there could be multiple local optima.

Transformation using (4) requires the knowledge of the inverse cdf \( (F^{-1}) \), which we do not assume to be known. To model an empirically determined distribution, we assume that we have n samples from the real non-Gaussian noise εE. One option for approximating cdf of εE from samples is

\[ F(s) ≈ P_E(s) = \left| \{ε_{E,i} \mid ε_{E,i} \leq s \} \right| / n, \]  

(5)

where \(|·|\) is the size of the set and s is the value where the cdf approximation is computed. However, this approximation is not suitable for our purposes as such, because it is not invertible and the function is not continuous as there are discrete steps.

We can use (5) for choosing points \( s_i \) that are such that

\[ P_E(s_i) < P_E(s_{i+1}). \]  

(6)

To avoid approximating directly the inverse of cdf, we substitute εN = \( Φ^{-1}(F(ε_E)) \) into (4) to get

\[ f(Φ^{-1}(F(ε_E))) = Φ^{-1}(Φ(Φ^{-1}(F(ε_E)))) = ε_E. \]  

(7)

To get the desired approximation we use a Piecewise Cubic Hermite Interpolating Polynomial (PCHIP) [9] to inter- and extrapolate. The PCHIP function \( f_P(·) \) is fitted so that

\[ f_P(Φ^{-1}(P_E(s_i))) = s_i. \]  

(8)

\(^4\) the choice between strictly increasing or decreasing f(·) is arbitrary

PCHIPS have the property that if the values are monotonic then the resulting function is monotonic and the first derivative is continuous. The PCHIP algorithm in [9] fits the spline by interpolation at given knots. We propose to fit the PCHIP model using integer standard deviation points as the knots, for example, \(-1σ, 0, 1σ\). A PCHIP is defined with the values and slopes of the interpolating function at these knots. In our application function \( f_P(·) \) should be defined for all parameter values, and not only between the points that are used for data fitting. To achieve this we use linear extrapolation.

The algorithm presented in [9] has some open design parameters. Our implementation of choosing knots and computing slopes is given in Algorithm 1 and the interpolation computation is given in Algorithm 2.

Figure 1 shows an example of a fitted PCHIP. It is fitted to 100 and 1000 samples from a Student-\( t \) distribution with 1 degree of freedom, which means that it does not have mean and variance. Data points are shown with yellow dots and the knots with black asterisks. The blue curve shows the analytical transformation and the red curve the PCHIP model. The figure shows how the curve fits the data better when the number of samples is increased.

### IV. Kalman Filtering with Transformed Noise

Most Kalman filter extensions, such as Extended Kalman Filter (EKF) [10] or Unscented Kalman Filter (UKF) [11], are suitable for estimation with nonlinearly transformed noise. However, most of these extensions do a linearization at the
prior mean. When we consider measurement functions of the form (3), the \( f(εN) \) term has the same prior at every time instance and could be linearized offline as well and replaced with a normal approximation. By this way, the estimation result would not take the distribution of the empirical model into account.

We propose to use an iterative algorithm to obtain linearization that is not always in the same. This was done in [6] by extending of the Recursive Update Filter (RUF) [12, 13] to handle augmented states. However, in [6] it was found that in certain situations the RUF-based filters did not give good results. Here we develop an algorithm for filtering with the proposed empirical error model based on Iterated Posterior Linearization Filter (IPLF) [14]. The IPLF algorithm computes iteratively linearizations based on the posterior estimates.

When a posterior estimate (which on the first iteration is the prior) that has known mean \( µ_{zi} \) and covariance \( P_{xxi} \), the following expectations are approximated

\[
\hat{y} = \int h(x)p(x; µ_{zi}, P_{xxi})dx \tag{9}
\]

\[
P_{h(x|z)} = \int (h(x) - \hat{y})(x - µ_{zi})^T p(x; µ_{zi}, P_{xxi})dx \tag{10}
\]

\[
P_{h(x|y)} = \int (h(x) - \hat{y}) (h(x) - \hat{y})^T p(x; µ_{xi}, P_{xxi})dx, \tag{11}
\]

where \( p(x) \) is the pdf of the normal distribution. These expectations are usually approximated using a sigma-point method that turns the integrals into finite sums. In IPLF, the expectations (9)-(11) are used to generate a linear measurement that corresponds to those moments (14):

\[
\hat{h}(x) = J_1 x + b_1 + εΩ_1 + ε, \tag{12}
\]

where \( ε \) is the measurement noise and

\[
J_i = P_{xh(x|z)}^T P_{xxi}^{-1} \tag{13}
\]

\[
b_i = y_i - J_1 µ_{xi} \tag{14}
\]

\[
Ω_i = P_{h(x|y)} - J_i P_{xxi} J_i^T \tag{15}
\]

\[
εΩ_1 \sim N(0, Ω_i) \tag{16}
\]

where \( εΩ_1 \) is an additional noise independent from \( ε \), whose covariance \( Ω_i \) depends on the amount of the nonlinearity in the linearization region. For linear systems \( Ω_i \) is 0. The linearized measurement function (12) is then used to update the prior and obtain the mean and covariance of the posterior as follows

\[
S = J_1 P_{xx} J_1^T + R + Ω_i \tag{17}
\]

\[
K_i = P_{xx} S^{-1} \tag{18}
\]

\[
µ_{xi+1} = µ_x + K_i (y_i - J_1 µ_{xi} - b_1) \tag{19}
\]

\[
P_{xxi+1} = P_{xx} - K_i S_i K_i^T \tag{20}
\]

where \( P_{xx} \) is the prior covariance. The obtained posterior ((19) and (20)) is used for the next linearization. The process is repeated until a convergence criterion or maximum number of iterations is met.

IPLF is not directly suitable for our purposes as it assumes additive Gaussian noise. A standard approach for estimation with non-additive noise is to use an augmented state. The augmented state \( z \) contains the state and error variables:

\[
z = \begin{bmatrix} x \\ ε \end{bmatrix} \sim N \left( µ_x, \begin{bmatrix} P_{xx} & P_{xz} \\ P_{xz} & P_{zz} \end{bmatrix} \right) . \tag{21}
\]

However, using an augmented state iteratively in IPLF may cause problems. As the noise variables are also in the state, it is possible that the covariance of the augmented state \( P_{zz} \) computed using (21) is singular. This happens if measurements are linear, but may happen also due to inaccurate approximation of the integrals (10)-(11). Approximation of integrals (9)-(11) requires extra care if the covariance is singular or close to singular. However bigger problems occur in computation of the Jacobian in (13) as it contains an inverse of a singular matrix. However even if the covariance matrix of the augmented state is singular the part of it that corresponds to the state variables is not and the posterior after the iterations is not singular (unless there are noise-free measurements). We propose to avoid the singularity problem by adding a diagonal matrix with small positive elements to the augmented covariance. The small positive elements can be chosen to be fractions of the diagonal

\[
P_{zz} = P_{zz} + \kappa \text{ diag } (P_{zz}), \tag{22}
\]

where \( \kappa > 0 \). We use \( P_{zz} \) in equations corresponding to (9)-(11) and (13), thus the larger covariance affects the linearization only by taking the function values from a larger
area into account. If the measurement is linear, the linearization is exact, independent of $\kappa$. Another option for dealing with singular covariance matrices would be to add small constants to eigenvalues that are zero (or negative due to roundoff errors), but this method would be computationally more demanding. We will show that \cite{22} works well with PCHIP noise models.

Figure 2 show the effect of $\kappa$ values 0.01 and 1 to 1$\sigma$ ellipsoids. The original covariance is singular and, thus, the ellipsoid is collapsed to a line. When the $\kappa$ value is increased the ellipse becomes wider.

When fitting the PCHIP model most of the samples are located near the mean. To have a sample further than 5$\sigma$ one needs about $10^6$ samples, and to have a data point further than 6$\sigma$ the required number of points is more than $10^9$. The PCHIP model is not accurate far from the mean because there was little or no data there when building the model. This makes use of certain Cubature Kalman Filters (CKFs) impractical as the sigma-point spread depends on the number of state dimension $d$ and measurement dimension $m$ as $\sqrt{d + m}$, because the non-Gaussian measurements are used in the augmented state \cite{15}. Due to this we use UKF with a small sigma-point spread.

The noise dimensions of the augmented state have always unit covariance in the first iteration of the filter. With heavy-tailed distributions, for example with Student-$t$ shown in Figure 1 the estimate could sometimes end up during iterations in regions where there were not statistically enough samples.

To address the problem of getting mean outside regions of where samples exist in iterations, we propose to use a simplified version of Damped Posterior Linearization Filter (DPLF) \cite{16}. In DPLF the value of a cost function is optimized by a line search algorithm that makes the state mean change less in the update if necessary. The problem with PCHIP is similar, but instead optimizing a cost function we want to ensure that the estimate does not jump into an area where samples are sparse. In update of the mean in \cite{16} there is $0 < \alpha \leq 1$ that governs how much the mean changes in one iteration:

$$
\mu_{x_{i+1}} = (1 - \alpha)\mu_{x_i} + \alpha(\mu_{x_0} + K_i(y - h(\mu_{x_i}))).
$$

When $\alpha$ is 1 this corresponds to \cite{19}. Recalling that $\varepsilon_N$ has always prior variance 1, we propose to choose $\alpha$ so that the mean corresponding to the noise variables never changes more than 1 (which corresponds to a change of 1 $\cdot \sigma$).

The full algorithm for iterative estimation with augmented state is presented in Algorithm 3.

### Algorithm 3: Iterative update of the state with transformed measurement noise

1. $i \leftarrow 1$
2. $\mu_{x_i} \leftarrow \begin{bmatrix} \mu_{x_0} \\ 0 \end{bmatrix}$
3. $P_{zz_i} \leftarrow \begin{bmatrix} P_{xx} & 0 \\ 0 & I \end{bmatrix}$
4. while $i \leq N$ do
   5. $\hat{P}_{zz_i} \leftarrow P_{zz_i} + \kappa \text{diag}(P_{zz_i})$
   6. Compute approximations to integrals using UKF:
      7. $\hat{y}_i \leftarrow \int h(z)p_N(z; \mu_{x_i}, \hat{P}_{zz_i})dz$
      8. $\hat{P}_i(h(z)) \leftarrow \int (h(z) - \hat{y}_i)(z - \mu_{x_i})^T p_N(z; \mu_{x_i}, \hat{P}_{zz_i})dz$
      9. Compute parameters for linearized measurement:
         10. $J_i \leftarrow P_i(h(z))^{-1}P_{zz_i}$
         11. $b_i \leftarrow \hat{y}_i - J_i\mu_{x_i}$
         12. $\Omega_i \leftarrow P_i(h(z))_{zz_i} - J_i\hat{P}_{zz_i}J_i^T$
      13. Compute posterior estimate for the next iteration:
         14. $S_i \leftarrow J_iP_{zz_i}J_i^T + \Omega_i$
         15. $K_i \leftarrow P_{zz_i}J_i^T S_i^{-1}$
         16. $\Delta \mu_{x_i} = K_i(y - J_i\mu_{x_0} - b_i)$
         17. $\alpha = \min \left( \max \Delta \mu_{x_i}, \varepsilon_N \right)$ where $\max \Delta \mu_{x_i,\varepsilon_N}$ is the maximum change of the noise variables in the augmented state
         18. $\mu_{x_{i+1}} \leftarrow (1 - \alpha)\mu_{x_i} + \alpha(\mu_{x_0} + \Delta \mu_{x_i})$
         19. $P_{zz_{i+1}} \leftarrow P_{zz_0} - K_iS_iK_i^T$
      20. $i \leftarrow i + 1$
21. Extract posterior of the state from the augmented state
22. $\mu_{x_i} \leftarrow [I_{d \times d} \quad 0_{d \times m}]\mu_{x_i}$
23. $P_{zz_i} \leftarrow [I_{d \times d} \quad 0_{d \times m}]P_{zz_i}[I_{d \times d} \quad 0_{d \times m}]^T$

V. RESULTS

A. Simulated Student-$t$ test

In our first test, we consider the fourth example from \cite{6}. The state is two-dimensional with state transition model

$$
\begin{bmatrix} x_{t+1} \\ y_{t+1} \end{bmatrix} = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} x_t \\ y_t \end{bmatrix} + \varepsilon_Q,
$$

where $\varepsilon_Q \sim N \left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \right)$ and $x_0 \sim N \left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 4 & 0 \\ 0 & 4 \end{bmatrix} \right)$. The measurements are noisy observations of the first state variable

$$
y_t = \begin{bmatrix} 1 & 0 \end{bmatrix} \begin{bmatrix} x_t \end{bmatrix} + \varepsilon_E,
$$

where $\varepsilon_E$ is Student-$t$ distributed with 3 degrees of freedom scaled with $\sqrt{\frac{1}{\lambda}}$. The variance of $\varepsilon_E$ is thus 100. We simulated 100 sequences, each 50 time steps long.

In the second test we test how the number of samples used for generating the function $f_P(\cdot)$ and the number of iterations in Algorithm 2 change the accuracy of the estimation. The estimation accuracy does not further improve after using more than 3 iterations. For testing $f_P(\cdot)$ we generated 10 random sets of samples for fitting the PCHIP model. Also, there is no major improvement after having 300 samples of the error distribution.
In our test, we simulate the Euler angles of a tumbling satellite as pitch \( \theta \), yaw \( \psi \), and roll \( \phi \). The matrix \( A(x) \) that transforms the model vectors from reference to body coordinates is

\[
A(x) = \begin{bmatrix}
\cos \psi \cos \theta & \cos \psi \sin \theta & -\sin \psi \\
-\cos \phi \sin \theta + \sin \phi \sin \psi \cos \theta & \sin \phi \cos \psi \cos \theta - \cos \phi \sin \psi \sin \theta & \sin \phi \cos \psi \\
\sin \phi \sin \theta + \cos \phi \sin \psi \cos \theta & -\sin \phi \cos \psi \cos \theta + \cos \phi \sin \psi \sin \theta & \cos \phi \cos \psi
\end{bmatrix}
\]  

(27)

and the purpose of the estimation algorithm is to get estimates for \( \theta \), \( \psi \), and \( \phi \).

In our test, we simulate the Euler angles of a tumbling satellite as pitch \( \theta \), yaw \( \psi \), and roll \( \phi \). Figure 5 shows an example estimation errors of the desired variables with the proposed algorithm and with UKF. The fast convergence of the state at the time index is due to the iterative nature of the estimation algorithm as the first prior is poor and
the linearization is also poor. At around time index 60 the proposed algorithm also has smaller residual than UKF, which is caused by the ability of the proposed algorithm to cope with the outliers in the data.

C. Ultra Wideband (UWB) measurements

The UWB system measures the distance between a transmitter at known position \( x_t \) and receiver \( x_r \)
\[
h(x_r, \varepsilon_E) = \| x_t - x_r \| + \varepsilon_E.
\] (28)

The noise \( \varepsilon_E \) in UWB measurements is not normal and its error characteristics vary depending on signal conditions. Measurements tend to have positive bias and large variance in Non-Line-of-Sight (NLOS) conditions [18].

In [19] the measurement error is modeled using an asymmetric pdf. The positioning problem is then solved using an iterative Gauss-Newton algorithm for the whole track. In [2] UWB ranging errors are modeled with a skew-\( t \) distribution. The algorithm in [2] is a filtering algorithm, thus, the state estimate can be computed online when new measurements arrive.

In this work, we use the same measurements data set as in [2]. Measurements are divided into learning and verification sets. Learning set contains 6 separate tracks and verification set 3 tracks. The tracks were collected by walking with a UWB receiver in hand. The reference positions were collected using a Vicon real-time tracking system. The distribution of noise is determined using the learning data
\[
\varepsilon_{E, i} = y_i - \| x_t - x_r \|,
\] (29)
where \( y_i \) is the measurement value obtained at location \( x_r \).

Figure 6 shows the histogram of UWB measurement residuals \( \varepsilon_E \) of the learning set.

The proposed model learned from UWB residuals is used for pedestrian positioning. Test setup uses same data as [20], except that we do not use inertial measurements. Fig. 7 shows a part of one of our test routes computed with the proposed error model using IPLF and with UKF with Gaussian noise assumption. On the tested tracks the proposed algorithm had an average error of 0.5 m, while estimate that used Gaussian assumption had an average error of 1.5 m. This shows how the proposed algorithm is clearly more accurate than a filter that uses Gaussian assumption. The errors of the proposed algorithm are of the same order as the results obtained in [20], where also inertial sensors were used.

VI. CONCLUSIONS

Most Kalman filter extensions assume normal distributed noise. We proposed a method for transforming empirically measured residuals of a non-Gaussian noises into a function that can be used in estimation with Kalman filter extensions. The proposed method fits noise samples using PCHIPs and can be used with various types of distributions.

Our simulation and real-data results showed that the proposed algorithm improved estimation accuracy compared to algorithms that assumed Gaussian noise, and had similar estimation accuracy as algorithms that were developed specifically for certain noise distributions.
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