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Abstract. Nonnegative Matrix Factorization (NMF) which was originally designed for dimensionality reduction has received throughout the years a tremendous amount of attention for clustering purposes in several fields such as image processing or text mining. However, despite its mathematical elegance and simplicity, NMF has exposed a main issue which is its strong sensitivity to starting points, resulting in NMF struggling to converge toward an optimal solution. On another hand, we came to explore and discovered that even after providing a meaningful initialization, selecting the solution with the best local minimum was not always leading to the one having the best clustering quality, but somehow a better clustering could be obtained with a solution slightly off in terms of criterion. Therefore in this paper, we undertake to study the clustering characteristics and quality of a set of NMF best solutions and provide a method delivering a better partition using a consensus made of the best NMF solutions.
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1 Introduction

When dealing with text data, document clustering techniques allow to divide a set of documents into groups so that documents assigned to the same group are more similar to each other than to documents assigned to other groups [12,18,21,22]. In information retrieval, the use of clustering relies on the assumption that if a document is relevant to a query, then other documents in the same cluster can also be relevant. This hypothesis can be used at different stages in the information retrieval process, the two most notable being: cluster-based retrieval to speed up search, and search result clustering to help users navigate and understand what is in the search results. The document clustering which still remains a hot topic can be tackled under different approaches. In our contribution we rely on the non-negative matrix factorization for its simplicity and popularity. We will not propose a new variant of NMF but rather a consensus approach that will boost its performance.

Unlike supervised learning, the evaluation of clustering algorithms - unsupervised learning - remains a difficult problem. When relying on generative models,
it is easier to evaluate the performance of a given clustering algorithm based on the simulated partition. On real data already labeled, many papers evaluate the performance of clustering algorithms by relying on indices such as Accuracy (ACC), Normalized Mutual Information (NMI) [25] and Adjusted Rand Index (ARI) [14]. However, the algorithms commonly used which are of type k-means, EM [8], Classification EM [6], NMF [15] etc. are iterative and require several initializations; the resulting partition is the one optimizing the objective function. Sometimes in these works, we observe comparative studies between methods on the basis of maximum ACC/NMI/ARI measures obtained after several initializations and not optimizing the criterion used in the algorithm. Such a comparison is thereby not accurate, because in fact these measures cannot be calculated in practice and cannot be used in this way to evaluate the quality of a clustering algorithm.

A fair comparison can only be made on the basis of objective functions considered in a clustering purpose; for example, within-cluster inertia, likelihood, classification likelihood for mixture models, factorization, etc. Nonetheless, in our experiences, we realized that while the clustering results become better in terms of ACC/NMI/ARI when the objective function value increases, the best value is not necessarily associated with the best results. However, by ranking the objective values, the best partition tends to be among those leading to the first best scores. We illustrate this behavior in Fig. 4. This remark leads us to consider an ensemble method that is widely used in supervised learning [11,24] but a little less in unsupervised learning [25]. If this approach, referred to as consensus clustering, is often used in the context of comparing partitions obtained with different algorithms, it is less studied considering the same algorithm.

The paper is organized as follows. In Sect. 2, we review the nonnegative matrix factorization with the Frobenius norm and the Kullback–Leibler divergence. Section 3 is devoted to describe the ensemble method and the popular used algorithms. In Sect. 4, we perform comparisons on document-term matrices and propose a strategy to improve document clustering with NMF.

2 Nonnegative Matrix Factorization

Nonnegative Matrix Factorization (NMF) [15], aiming to deliver a lower rank decomposition of a nonnegative data matrix $X$ has highlighted clustering properties for which strong connections with K-means or Spectral clustering can be drawn [16]. However, while several variants arise in order to accommodate its clustering property [10,29–31], its premier model formulation does not involve a clustering objective and was originally presented as a dimension reduction algorithm with exclusive nonnegative factors. More specifically in text mining where NMF produces a meaningful interpretation for document-term matrices in comparison with methods like Singular Value Decomposition (SVD) components or Latent Semantic Analysis (LSA) [7] arising factors with possible negative values. NMF seeks to approximate a matrix $X \in \mathbb{R}_{+}^{n \times d}$ by the product of two lower rank matrices $Z \in \mathbb{R}_{+}^{n \times g}$ and $W \in \mathbb{R}_{+}^{d \times g}$ with $g(n + d) < ng$. This problem can be formulated as a constrained optimization problem
where $D$ is a fitting error allowing to measure the quality of the approximation of $X$ by $ZW^\top$, the most popular ones being the Frobenius norm and Kullback-Leibler (KL) divergence. For a clustering setup, $Z$ will be referred to as the soft classification matrix while $W$ will be the centers matrix. Despite its multiple applications benefits, NMF has a recurrent downside which takes place at its initialization. NMF provides a different solution for every different initialization making it substantially sensitive to starting points as its convergence directly relies on the characteristics of the given entries. Several publications have shown interest in finding the best way to start a NMF algorithm by providing a structured initialization, in some cases obtained from results of clustering algorithms such as k-means or Spherical K-means [27,28] (especially for applying NMF on document-term matrices), Nonnegative Singular Value decomposition (NNDSVD) [4] or SVD based strategies [17]. The optimization procedures for $D$ respectively equal to the Frobenius norm and the KL divergence, based on multiplicative update rules are given in Algorithms 1 and 2.

3 Cluster Ensembles (CE)

In machine learning, the idea of utilizing multiple sources of data partitions firstly occurred with multi-learner systems where the output of several classifier algorithms where used together in order to improve the accuracy and robustness of a classification or regression, for which strong performances were acknowledged [24,25]. At this stage, very few approaches have worked toward applying a similar concept to unsupervised learning algorithms. In this sense, we denote the work of [5] who tried to combine several clustering partitions according to the combination of the cluster centers. In the early 2000, [25] were the first to consider an idea of combining several data partitions however, without accessing any original sources of information (features) or led computed centers. This approach is referred to as cluster ensembles. At the time, their idea was motivated by the possibilities of taking advantage of existing information such as a prior clustering partitions or an expert categorization (all regrouped under the terms...
Knowledge Reuse), which may still be relevant or substantial for a user to consider in a new analysis on the same objects, whether or not the data associated with these objects may also be different than the ones used to define the prior partitions. Another motivation was Distributed computing, referring to analyzing different sources of data (which might be complicated to merge together for instance for privacy reasons) stored in different locations. In our concept, we will use cluster ensembles to improve the quality of the final partition (as opposed to selecting a unique one) and therefore extract all the possibilities offered by the miscellaneous best solutions created by NMF.

In [25], the authors introduced three consensus methods that can produce a partition. All of them consider the consensus problem on a hypergraph representation $H$ of the set of partitions $H^r$. More specifically, each partition $H^r$ equals a binary classification matrix (with objects in rows and clusters in columns) where the concatenation of all the set defines the hypergraph $H$.

- The first one is called Cluster-based Similarity Partitioning Algorithm (CSPA) and consists in performing a clustering on the hypergraph according to a similarity measure.
- The second is referred to as HyperGraph Partitioning Algorithm (HGPA) and aims at optimizing a minimum cut objective.
- The third one is called Meta-CLustering Algorithm (MCLA) and looks forward to identifying and constructing groups of clusters.

Furthermore, in [25] the authors proposed an objective function to characterize the cluster ensembles problem and therefore allowing a selection of the best consensus algorithm among the three to deliver its ensemble partition. Let $\Lambda = \{\lambda(q) | q \in \{1, \ldots, r\}\}$ be a given set of $r$ partitions $\lambda(q)$ represented as labels vectors. The ensemble criterion denoted as $\lambda^{(k-opt)}$ is called the optimal combine clustering and aims at maximizing the Average Normalized Mutual Information (ANMI). It is defined as follows:

$$\lambda^{(k-opt)} = \arg\max_{\tilde{\lambda}} \sum_{q=1}^{r} \text{NMI}(\tilde{\lambda}, \lambda(q))$$  \hspace{1cm} (2)

The ANMI is simply the average of the normalized mutual information of a labels vector $\lambda$ with all labels vectors $\lambda(q)$ in $\Lambda$:

$$\text{ANMI}(\Lambda, \tilde{\lambda}) = \frac{1}{r} \sum_{q=1}^{r} \text{NMI}(\tilde{\lambda}, \lambda(q))$$  \hspace{1cm} (3)

To cast with cases where the vector labels $\lambda(q)$ have missing values, the authors have proposed a generalized expression of (2) not substantially different that viewers can refer to in the original paper [25].
4 Experiments

We conduct several experiences leading to emphasize the behavior of NMF regarding a clustering task compared to a dedicated clustering algorithm such as Spherical K-means referred to as S-Kmeans \[9\] which was introduced for clustering large sets of sparse text data (or directional data) and remains appealing for its low computational cost beside its good performances. It was also retained along side the random starting points (generated according to an uniform distribution \(U(0,1) \times \text{mean}(X)\)) as initialization for NMF. We use two error measures frequently employed for NMF: the Frobenius norm (which will be referred to as NMF-F) and the Kullback-Leibler divergence (NMF-KL). Eventually, we compute the consensus partition by using the Cluster Ensemble Python package\(^1\) which utilizes the consensus methods defined earlier [25].

4.1 Datasets

We apply NMF on 5 bench-marking document-term matrices for which the detailed characteristics are available in Table 1 where \(nz\) indicates the percentage of values other than 0 and the balance coefficient is defined as the ratio of the number of documents in the smallest class to the number of documents in the largest class. These datasets highlight several varieties of challenging situations such as the amount of clusters, the dimensions, the clusters balance, the degree of mixture of the different groups and the sparsity. We normalized each data matrix with TF-IDF and their respective documents-vectors to unit \(L_2\)-norm to remove the bias introduced by their length.

| Datasets | #Documents | #Words | #Clusters | nz(%) | Balance |
|----------|------------|--------|-----------|-------|---------|
| CSTR     | 475        | 1000   | 4         | 3.40  | 0.399   |
| CLASSIC4 | 7095       | 5896   | 4         | 0.59  | 0.323   |
| RCV1     | 6387       | 16921  | 4         | 0.25  | 0.080   |
| NG5      | 4905       | 10167  | 5         | 0.92  | 0.943   |
| NG20     | 18846      | 14390  | 20        | 0.59  | 0.628   |

4.2 NMF Raw Performances and Initialization

The results obtained by NMF-F and NMF-KL according to S-Kmeans and the random starting points are available in Table 2. The clustering quality of the

\(^1\) https://pypi.org/project/Cluster_Ensembles/.
S-Kmeans partitions given as entry to both algorithms are also displayed. We make use of two relevant measures to quantify and assess the clustering quality of each algorithm. The first one is the NMI [25] which quantifies how much information the clustering partition shares with the true partition, the second is the ARI [14], sensitive to the clusters proportions and measures the degree of agreement between the clustering and the true partition. To replicate a relevant user experience achieving an unsupervised task, we refer to the criterion of each algorithm in order to select the 10 first best solutions (out of 30 runs) and report their average NMI and ARI with the true partition.

One can clearly see that NMF-F and NMF-KL do not react similarly to the different initializations. While NMF-F substantially benefits from the S-kmeans initialization on every datasets compared to the random initialization, NMF-KL does not seem to accommodate S-kmeans entries. In fact, S-Kmeans as starting values seems to worsen NMF-KL solutions, especially on CLASSIC4 and NG5. For this reason, we will avoid this initialization strategy for NMF-KL in the future although it improves on RCV1. Also, NMF-KL with a random initialization provides much better results than the other algorithms on almost all datasets.

Table 2. Mean and standard deviation of NMI and ARI computed over the 10 best solutions.

| Datasets | Metrics | S-Kmeans | NMF-F (Random) | NMF-F (S-Kmeans) | NMF-KL (Random) | NMF-KL (S-Kmeans) |
|----------|---------|----------|----------------|----------------|----------------|------------------|
| CSTR     | NMI     | 0.76 ± 0.007 | 0.65 ± 0.002 | 0.73 ± 0.04 | 0.73 ± 0.03 | 0.76 ± 0.006 |
|          | ARI     | 0.80 ± 0.007 | 0.55 ± 0.002 | 0.75 ± 0.10 | 0.77 ± 0.04 | 0.80 ± 0.006 |
| CLASSIC4 | NMI     | 0.60 ± 0.001 | 0.53 ± 0.003 | 0.59 ± 0.002 | 0.71 ± 0.02 | 0.61 ± 0.03 |
|          | ARI     | 0.47 ± 0.0009 | 0.45 ± 0.003 | 0.47 ± 0.002 | 0.65 ± 0.06 | 0.47 ± 0.004 |
| RCV1     | NMI     | 0.38 ± 0.0003 | 0.35 ± 0.0005 | 0.38 ± 0.0002 | 0.47 ± 0.02 | 0.53 ± 0.002 |
|          | ARI     | 0.18 ± 0.0004 | 0.13 ± 0.0008 | 0.18 ± 0.0003 | 0.42 ± 0.02 | 0.46 ± 0.02 |
| NG5      | NMI     | 0.72 ± 0.02 | 0.56 ± 1e−05 | 0.72 ± 0.02 | 0.80 ± 0.03 | 0.79 ± 0.003 |
|          | ARI     | 0.60 ± 0.01 | 0.33 ± 2.5e−05 | 0.60 ± 0.01 | 0.82 ± 0.04 | 0.76 ± 0.005 |
| NG20     | NMI     | 0.49 ± 0.02 | 0.41 ± 0.01 | 0.49 ± 0.02 | 0.48 ± 0.02 | 0.51 ± 0.01 |
|          | ARI     | 0.30 ± 0.02 | 0.23 ± 0.01 | 0.30 ± 0.02 | 0.34 ± 0.02 | 0.32 ± 0.02 |

We reported in Figs. 1, 2, 3 and 4 the clustering quality of the algorithm’s solutions ranked from the best one in terms of criterion to the poorest one. The respective criterion of each algorithm is normalized to belong to [0, 1].

When one does have the real partition, a common practice to evaluate the clustering result, one relies on the best solution obtained by optimizing the objective function. Figures 1 and 3 highlight a critical behavior of NMF-F which tends to produce solutions with the lowest minima that do not fulfill the best clustering partitions, sometimes with a substantial gap (see CSTR, RCV1, NG5 in Fig. 1). Moreover, a surprising lesser but still similar behavior is delivered by S-Kmeans which compared to NMF, optimizes a clustering objective by definition. The results are displayed in Fig. 2. In reality, this behavior can be observed with several types of what we refer to clustering algorithms hosting an optimization procedure. Initializing NMF-F randomly as shown in Fig. 3 seems to lighten this
effect (on CSTR, Classic4 and RCV1). On another hand, NMF-KL which to this day remains recognized as a relevant method for document clustering [13] seems to consistently deliver solutions with the lowest criteria aligned with the goodness of their clustering, sustaining the use of NMF for clustering purposes. Furthermore, compared to all, NMF-KL is the only method emphasizing a wide variety of solutions and therefore seems to explore way more possibilities than NMF-F or S-Kmeans. Its better behavior might almost comfort the idea of selecting the best partition in terms of criterion as the one to keep. However, it still fails on RCV1 which is the toughest dataset to partition mainly because of its scant density. Eventually, it remains concerning to select the best partition just based on the fact that, even with NMF-KL, the solution among the best ones providing the best clustering, is not necessarily the first one (see on CSTR, CLASSIC4 and NG5).

In addition, while the best solutions possibly share a similar amount of information with the true partition, they could be fairly distinct from each other, making their use appealing to deduce an even more exhaustive solution. Figure 5 shows results of pairwise NMI and ARI between the top 10 partitions (criterion-wise) of each algorithm. NMF-KL’s best solutions appear to be fairly different among each other.
Fig. 2. S-Kmeans: NMI/ARI behaviour according to the objective function F (Random initializations)

Fig. 3. NMF-F: NMI/ARI behaviour according to the objective function F (Random initializations)
4.3 Consensus Clustering

Following the previous statement, we went ahead and computed a cluster ensemble (CE) for \textsc{NMF-F} and \textsc{NMF-KL} according to their best initialization strategy as well as for \textsc{S-Kmeans} due to its pertinence for initializing \textsc{NMF-F} and the method being widely known as relevant for document clustering. The results are reported in Table 3. It appears that the consensus obtained with the top 10 results of each method generally outperforms the best solution. This result is even stronger for \textsc{NMF-KL} where the ensemble clustering increases the NMI and ARI by respectively 11 and 13 points on NG20. Note that NG20 is the dataset where the
average pairwise NMI and ARI between the 10 top partitions are the lowest, meaning the most different (see Fig. 5). Furthermore, it is interesting to note that these performances are obtained from solutions giving an average NMI and ARI smaller than the best solution itself.

Table 3. Mean and standard deviation, first best result and CE consensus computed over the 10 best solutions.

| Datasets | Metrics | NMF-P (Skmeans) | Skmeans | NMF-KL (Random) |
|----------|---------|-----------------|---------|-----------------|
|          | Mean ± SD | (best) CE | Mean ± SD | (best) CE | Mean ± SD | (best) CE |
|          |          |          |          |          |          |          |
| CSTR     | NMI      | 0.73 ± 0.04  | (0.65)   | 0.76 ± 0.007 | (0.77)   | 0.73 ± 0.03 | (0.76)   | (0.80) |
|          | ARI      | 0.75 ± 0.10  | (0.56)   | 0.80 ± 0.007 | (0.80)   | 0.77 ± 0.04 | (0.81)   | (0.83) |
| CLASSIC4 | NMI      | 0.59 ± 0.002 | (0.59)   | 0.60 ± 0.001 | (0.59)   | 0.71 ± 0.02 | (0.72)   | (0.74) |
|          | ARI      | 0.47 ± 0.002 | (0.47)   | 0.47 ± 0.0009| (0.47)   | 0.65 ± 0.06 | (0.65)   | (0.72) |
| RCV1     | NMI      | 0.38 ± 0.0002| (0.38)   | 0.38 ± 0.0003| (0.38)   | 0.47 ± 0.02 | (0.47)   | (0.52) |
|          | ARI      | 0.18 ± 0.0003| (0.18)   | 0.18 ± 0.0004| (0.18)   | 0.42 ± 0.02 | (0.43)   | (0.46) |
| NG5      | NMI      | 0.72 ± 0.02  | (0.74)   | 0.72 ± 0.02  | (0.73)   | 0.80 ± 0.03 | (0.83)   | (0.86) |
|          | ARI      | 0.60 ± 0.01  | (0.61)   | 0.60 ± 0.01  | (0.60)   | 0.82 ± 0.04 | (0.85)   | (0.88) |
| NG20     | NMI      | 0.49 ± 0.02  | (0.51)   | 0.49 ± 0.02  | (0.51)   | 0.48 ± 0.02 | (0.50)   | (0.61) |
|          | ARI      | 0.30 ± 0.02  | (0.32)   | 0.30 ± 0.02  | (0.32)   | 0.34 ± 0.02 | (0.36)   | (0.49) |

4.4 Consensus Multinomial

Following the cluster-based consensus approach which implies a similarity-based clustering algorithm, we decided to make use of a model-based clustering to go and try to obtain a better final partition than the one delivered by cluster ensembles. In [26], the authors have used the Multinomial mixture approach to propose a consensus function. In model-based clustering, it is assumed that the data are generated by a mixture of underlying probability distributions, where each component $k$ of the mixture represents a cluster.

Let $\Lambda \in \mathbb{N}_0^{n \times r}$ be the data matrix of labels vectors from the top $r$ solutions. Our data being categorical, we used a Multinomial Mixture Model (MMM) in order to partition the elements $\lambda_i$. Categorical data being a generalization of binary data; assuming a perfect scenario where there is no partition with an empty cluster, a disjunctive matrix $M \in \{0, 1\}^{n \times rg}$ is usually used instead of $\Lambda$ with value $m_{iq}^{(h)}$ where $h \in \{1, \ldots, g\}$ is a cluster label. Therefore, the data values $m_{iq}^{(h)}$ are assumed to be generated from a Multinomial distribution of parameter $M(m_{iq}^{(h)}; \alpha_{kq}^{(h)})$ where $\alpha_{kq}^{(h)}$ is the probability that an element $m_i$ in the group $k$ takes the category $h$ for the partition/variable $\lambda_q$. The density probability function of the model can be stated as:

$$f(M; \theta) = \prod_{i=1}^{n} \sum_{k=1}^{r} \pi_k \prod_{q,h} (\alpha_{kq}^{(h)})^{m_{iq}^{(h)}}$$

(4)

where $\theta = (\pi, \alpha)$ are the parameters of the model with $\pi = (\pi_1, \ldots, \pi_k)$ being the proportions and $\alpha$ the vector of the components parameters.
Table 4. MMM consensus results over the 10 best solutions

| Datasets  | Metrics | NMF–KL (Random) |          | CE        | MMM        |
|-----------|---------|-----------------|----------|-----------|------------|
|           |         | Mean±SD (best)  |          |           |            |
| CSTR      | NMI     | 0.73 ± 0.03     | 0.76     | 0.80      | 0.77       |
|           | ARI     | 0.77 ± 0.04     | 0.81     | 0.83      | 0.82       |
| CLASSIC4  | NMI     | 0.71 ± 0.02     | 0.72     | 0.74      | 0.77       |
|           | ARI     | 0.65 ± 0.06     | 0.65     | 0.72      | 0.75       |
| RCV1      | NMI     | 0.47 ± 0.02     | 0.47     | 0.52      | 0.52       |
|           | ARI     | 0.42 ± 0.02     | 0.43     | 0.46      | 0.46       |
| NG5       | NMI     | 0.80 ± 0.03     | 0.83     | 0.86      | 0.86       |
|           | ARI     | 0.82 ± 0.04     | 0.85     | 0.88      | 0.89       |
| NG20      | NMI     | 0.48 ± 0.02     | 0.50     | 0.61      | 0.63       |
|           | ARI     | 0.34 ± 0.02     | 0.36     | 0.49      | 0.50       |

The Rmixmod package\(^2\) is used to achieve our analysis. We employ the default settings to compute the clustering, allowing the selection between 10 parsimonious models according to the Bayesian information Criterion (BIC) [23]. With CSTR, the model mainly selected is the one keeping the proportions \(\pi_k\) free with the model also independent from the variables (labels vectors), meaning \(\mathcal{M}(m_{iq}^{(h)}; \alpha_k)\). CSTR is the dataset with the highest pairwise NMI and ARI therefore with the most similar best solutions. On CLASSIC4 and RCV1 where the pairwise NMI & ARI are a little bit lower, it is the model with free proportions and parameters \(\alpha\) depending on distinct components and labels vectors \((\mathcal{M}(m_{iq}^{(h)}; \alpha_{kq}))\) which is mainly chosen. On NG5 where the best solutions are fairly similar (high pairwise NMI & ARI), it is the model depending on the components and the labels vectors which has been retained. However, the proportions here were kept equal. For NG20 where the best solutions were fairly distinct, the model selected is the one depending on the components and the variables. As previously, the proportions \(\pi_k\) are kept equal. Following the characteristics in Table 1, it is notable to see that the datasets where the proportions are kept equal are actually those with the more balanced real clusters proportions. The results of the obtained consensus are displayed in Table 4 which only retains prior results of NMF–KL top 10 solutions and CE consensus, as they were the best overall. Apart from CSTR, we can see that MMM does a better job at computing a better partition from the top 10 solutions than CE.

5 Conclusion

In this paper, by using cluster ensembles, we have proposed a simple method to obtain a better clustering for the scope of NMF algorithms on text data. From its

\(^2\) https://cran.r-project.org/web/packages/Rmixmod/Rmixmod.pdf.
gathering nature, this process should also alleviate the uncertainty based around the overall quality of the final partition compared to other selection practices such as keeping an unique solution according to the best criterion. Furthermore, we have shown that it was possible to improve the consensus quality through the use of finite mixture models, allowing more powerful underlying settings than cluster-based consensus involving plain similarities or distances. A future work will be to investigate the use of cluster ensembles for other recent clustering algorithms [1–3,19,20].
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