Impact of 3D Structure on Magnetic Reconnection
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Abstract

Results from 2.5D and 3D studies of the onset and development of the tearing instability are presented, using high-fidelity resistive MHD simulations. A limited parameter study of the strength of the reconnecting field (or shear angle) was performed. An initially simple 1D equilibrium was used, consisting of a modified force-free current sheet, with periodic boundary conditions in all directions. In all cases, the linear and nonlinear evolution led to a primary current sheet between two large flux ropes. The global reconnection rate during this later stage was analyzed in all simulations. It was found that in 2.5D the primary current sheet fragmented owing to plasmoids, and as expected, the global reconnection rate, calculated using multiple methods, increases with the strength of the reconnecting field owing to a stronger Alfvén speed. In 3D, the presence of interacting oblique modes of the tearing instability complicates the simple 2.5D picture, entangling the magnetic field of the inflow and introducing a negative effect on the reconnection rate. The two competing effects of stronger Alfvén speed and entangling, which both increase with the strength of the reconnecting field, resulted in a decrease in the reconnection rate with increasing reconnecting field. For all simulations, the 3D rates were less than in 2.5D but suggest that as one goes to weak reconnecting field (or strong guide field) the system becomes more 2.5D-like and the 2.5D and 3D rates converge. These results have relevance to situations like nanoflare heating and flare current sheets in the corona.

Unified Astronomy Thesaurus concepts: Solar corona (1483); Solar atmosphere (1477); Solar magnetic reconnection (1504); Solar magnetic fields (1503); Solar physics (1476); Solar flares (1496); Magnetohydrodynamics (1964)

1. Introduction

In the context of solar physics, the process of magnetic reconnection is believed to be the cause of transient phenomena such as solar flares and X-ray jets and to play a significant role in coronal mass ejections (CMEs), as well as playing a crucial role in the heating of the atmosphere itself (e.g., Karpen et al. 2012; Klimchuk 2015; Wyper et al. 2017). During magnetic reconnection, energy stored in magnetic fields is converted into kinetic and thermal energy of the plasma, and possibly also energetic particles, by breaking magnetic connectivity. Since the magnetic reconnection rate scales with resistivity as $\eta^{1/2}$ for steady-state reconnection as described by Sweet and Parker (Parker 1957; Sweet 1958), and since resistivity is very low in the very conductive corona, a mechanism to achieve faster reconnection in the fluid regime has often been searched for. Understanding the speed of magnetic reconnection in the solar context is important because it can affect the maximum temperature achieved in nanoflares and flares and the speed of CMEs.

A complete study of magnetic reconnection in the solar corona would cover from large scales (e.g., Mm), which dictate the buildup and storage of the magnetic energy, down to the kinetic scales, where breaking of magnetic field lines and particle acceleration occur. This is not practically possible at present. Fortuitously, recent work has highlighted that the onset of coronal magnetic reconnection can be studied in the fluid regime, where the flux breaking is modeled by collisional resistivity. Reconnection generally begins with the tearing instability (Furth et al. 1963). While the fast breakup of Sweet–Parker-scaled current sheets due to tearing (also called the plasmoid instability in this regime) has been well studied (e.g., Tajima & Shibata 2002; Loureiro et al. 2007; Huang & Bhattacharjee 2013), more recent work has demonstrated that a thinning current sheet will exhibit fast tearing (also called ideal tearing) at scales much larger than the Sweet–Parker width (Pucci & Velli 2014; Del Zanna et al. 2016; Tenerani et al. 2016; Pucci et al. 2017), so it can never reach the small widths predicted by the Sweet–Parker scaling without first fragmenting. The scales at which current sheets fragment, given coronal values of resistivity, may therefore be 100 times larger than kinetic scales, and at the very least, the onset of the current sheet breakup occurs on fluid scales. Hence, a fluid treatment of the problem can still be useful to understand the evolution, although heating and particle acceleration would require the treatment of the kinetic physics also.

The majority of the work performed on the tearing of current sheets has been conducted in 2.5D (where there are only two independent spatial dimensions, but all vector components are evolved), where it appears that the resultant reconnection rate can become independent of the resistivity (Huang & Bhattacharjee 2010; Uzdensky et al. 2010; Loureiro et al. 2012), but it is not clear whether this occurs in 3D. Based on this and the discussion above, it should be clear that studying 3D tearing in coronal current sheets is an important area of study to understand the role of magnetic reconnection in coronal physics.

Huang & Bhattacharjee (2016) previously looked at reconnection in a current sheet, focusing on the effect of the 3D (oblique) modes of the system. In our study reported here, the effect of these oblique modes on the effective (and mainly 2D) plasmoid-mediated reconnection in 3D current sheets is investigated. To do so, a parameter study of 2.5D and 3D simulations is performed...
by varying the initial reconnecting magnetic field strength (or rotation of the magnetic field in the current sheet), as this parameter affects the growth rate of the oblique modes.

Section 2 summarizes the numerical setup and details of the parameter study. Section 3 presents the results, first focusing on the initial development of the starting current sheet (Section 3.1), then focusing on the effect of the reconnecting field strength on the reconnection in 2D and 3D (Section 3.2), and then focusing on various measures of the normalized reconnection rate (Section 3.3). Section 4 summarizes and contextualizes the results.

2. Numerical Model and Setup

The 3D simulations analyzed here are exactly those presented in Leake et al. (2020), but the details of the numerics and initial conditions are included here for the reader’s convenience.

The following visco-resistive MHD equations are solved, written here in Lagrangian form:

\[
\frac{DP}{Dt} = -\rho \nabla \cdot V, \\
\frac{DV}{Dt} = -\frac{1}{\rho} [\nabla P + J \times B + F_{\text{shock}}], \\
\frac{DB}{Dt} = (B, \nabla) V - B(\nabla V) - \nabla \times (\eta J), \\
\frac{D\epsilon}{Dt} = \frac{1}{\rho} [-P \nabla V + H_{\text{visc}}],
\]

where \(\rho\) is the mass density, \(V\) the velocity, \(B\) the magnetic field, and \(\epsilon\) the internal specific energy density. The current density is given by \(J = \nabla \times B / \mu_0\), where \(\mu_0\) is the permeability of free space and \(\eta\) is the resistivity. The gas pressure, \(P\), and the specific internal energy density, \(\epsilon\), can be written as

\[
P = \rho k_B T / \mu_m, \\
\epsilon = \frac{k_B T}{\mu_m (\gamma - 1)},
\]

respectively, where \(k_B\) is Boltzmann’s constant and \(\gamma = 5/3\). The reduced mass \(\mu_m\), for this fully ionized hydrogen plasma, is given by \(\mu_m = m_p / 2\), where \(m_p\) is the mass of a proton. The reader should note that the standard ohmic heating term \(\eta F^2\) has been removed from Equation (4), which is discussed below.

The equations are solved using a Lagrangian-Remap (LaRe) approach (Arber et al. 2001). The shock viscosity \(F_{\text{shock}}\) in the momentum equation is finite at discontinuities but zero for smooth flows, and the shock jump conditions are satisfied with an appropriate choice of shock viscosity (Caramana et al. 1998; Arber et al. 2001). This allows heating due to shocks to be captured as a viscous heating \(H_{\text{visc}}\).

The equations above are nondimensionalized by dividing each variable (\(C\)) by its normalizing value (\(C_0\)). The set of equations requires a choice of three normalizing values. The following values are chosen for the length, \(L_0 = 10^9\) m, density, \(\rho_0 = 1.5 \times 10^{-13}\) kg m\(^{-3}\), and magnetic field, \(B_0 = 10^{-3}\) T (10 G). This leads to a normalizing velocity of \(V_0 = 2.3 \times 10^6\) m s\(^{-1}\).

The uniform background density and temperature are \(1.67 \times 10^{-13}\) kg m\(^{-3}\) and \(10^8\) K respectively. The magnetic field is a modified force-free Harris current sheet with a guide field,

\[
B_z(y) = B_{z,0} \tanh \left( \frac{y}{a} \right) \cos \left( \pi \frac{y}{L_y/2} \right), \quad \text{for } |y| \leq L_y/4 \\
=0, \quad \text{for } |y| > L_y/4
\]

The cosine dependence on \(y\) reduces the shear component of the magnetic field \(B_z\) outside \(\pm L_y/4\) and allows for the use of periodic boundary conditions in \(y\), as well as the other two dimensions. It corresponds to a very broad return current that balances the thin current sheet we wish to study. For a given \(B_{z,0} = 10.6\) G, the parameter \(B_{z,0}\) is varied to be \([1.9, 3.6, 7.0]\) G. The shear angle, which is the amount that the magnetic field rotates across the sheet, has a maximum value of \(\theta = 2 \arctan(B_x(y)/B_z(y))\) in the domain, which, as shown in Table 1, is \([20^\circ, 40^\circ, 80^\circ]\) for the chosen \(B_{z,0}\).

The simulation grid extends \([-50, 50]\) Mm in \(x\) and \(y\) and \([-25, 25]\) Mm in \(z\). There are \((512, 800, 512)\) cells in the \((x, y, z)\) directions. The \(y\) domain has a nonconstant resolution, where the grid size is a cubic function of the \(y\) index. The minimum cell size in \(y\) is \(0.0125\) Mm, and the maximum is \(0.34\) Mm. The current sheet half-width \(a = 0.5\) Mm is well resolved, as there are 75 cells across the full width in the \(y\)-direction. Table 1 shows the 3D and 2.5D simulations analyzed in this paper. Note that the names of the simulations are different from what was used in Leake et al. (2020) to make discussion easier.

Given that the resistivity of the solar corona is so low, the numerical scheme will have a numerical resistivity much larger than the Sun’s actual resistivity, so an explicit value that is larger than the numerical value is used, \(\eta = 1.24 \times 10^8\) \(\Omega\) m, or a diffusivity of \(D = \eta / \mu_0 = 10^8\) m\(^2\) s\(^{-1}\).

| Name Used in | \(B_{z,0}\) (G) | \(\theta\) | \(V_{A,0}\) \((10^9 \text{ m s}^{-1})\) | \(t_{A,0}\) (s) | \(E_{\text{shock},0}\) \((10^{10} \text{ erg})\) | Name Used in |
| Leake et al. (2020) |
| Weak shear 3D: WS-3D | 1.90 | 20 | 0.44 | 228.51 | 1.93 | Sim3 |
| Medium shear 3D: MS-3D | 3.60 | 40 | 0.83 | 120.60 | 6.94 | Sim2 |
| Strong shear 3D: SS-3D | 7.00 | 80 | 1.61 | 62.02 | 26.23 | Sim1 |
| Weak shear 2D: WS-2D | 1.90 | 20 | 0.44 | 228.51 | 3.86 \times 10^9 \text{ erg cm}^{-1} | … |
| Medium shear 2D: MS-2D | 3.60 | 40 | 0.83 | 120.60 | 1.39 \times 10^9 \text{ erg cm}^{-1} | … |
| Strong shear 2D: SS-2D | 7.00 | 80 | 1.61 | 62.02 | 5.25 \times 10^9 \text{ erg cm}^{-1} | … |
These choices of physical and closure parameters lead to a nonnegligible ohmic dissipation of magnetic energy, whereas in the solar corona it is negligible on all but very small scales. Therefore, while energy is lost from the magnetic field via ohmic diffusion, the standard ohmic $\eta J^2$ heating term has been removed from Equation (4) for the internal energy density $\epsilon$. As a consequence, the only form of irreversible heating in the simulations is caused by the shock heating described above. There is also heating and cooling from compression and expansion.

Numerical losses were calculated and found to be acceptable in the early stages of the evolution, where the initial current sheet is unstable to the 3D tearing mode (Leake et al. 2020). This is important, as the locations of preferred tearing and the resultant structures heavily determine the later evolution, where, as will be shown, the coalescence of the tearing modes leads to a considerably thinner new current sheet. Due to the limitation of the numerical resolution in these simulations, this leads to increased numerical errors as this new current sheet is disrupted by new reconnection events (e.g., plasmoids). These new structures are thus not completely governed by the physical evolution, and care must be taken with conclusions based on the numerical results.

The linear stage of the 3D tearing instability is initialized using a superposition of weak Fourier modes, with mode numbers $(m, l, n)$, which encompass the predicted allowed dominant parallel and oblique modes in this particular system, based on the linear theory below (Baalrud et al. 2012):

$$
V_l(x, y, z) = \sum_{m, \lambda} V_0^{mln} \sin(k_x x - \phi_{mln}^{x}) \times \sin(k_y y - \phi_{mln}^{y}) \sin(k_z z - \phi_{mln}^{z}),
$$

where $k_x = 2\pi/\lambda_x = 2\pi m/L_x (m = 1, n_m)$, $k_y = 2\pi/\lambda_y = 2\pi l/L_y (l = 1, n_l)$, and $k_z = 2\pi n_z/L_z (n = 0, n_n)$, with $(n_m, n_l, n_n) = (25, 5, 5)$. The phases ($\phi_{mln}^{x,y,z}$) and amplitudes ($V_0^{mln}$) for each mode are chosen randomly, with the amplitudes chosen randomly from a top-hat function in the range $[-10, 10]$ m s$^{-1}$. This results in an average initial velocity of 43 m s$^{-1}$.

The 2.5D simulations are run using the same code, but by setting $L_z = 0.01L_0$ and by using $n_z = 2$, which, with the periodic boundary conditions and the removal of the velocity perturbation’s dependence on $z$, creates a 2.5D version of the 3D simulations and does not allow for variation in $z$ and so does not allow for the existence of oblique modes (see Section 3.1).

### 3. Results

#### 3.1. Initial Evolution

The initial evolution is presented in more detail in Leake et al. (2020) but recapped here. The initial current sheet in each simulation is unstable to the tearing mode, but the varying reconnecting field strength and dimensionality result in slightly different behavior, based on the most unstable modes in the system (Baalrud et al. 2012). Figure 1, taken from Leake et al. (2020), shows the linear growth rate of the various modes in the initial 3D system for the choice of initial magnetic field and resistivity described above. The modes can be characterized by their wavenumbers $(m, n)$ in the $x, z$ directions. As discussed in Baalrud et al. (2012) and Leake et al. (2020), the $n = 0$ modes are parallel modes that are present in both 2.5D and 3D, occurring at the center of the current sheet ($y = 0$), while the $n > 0$ modes are oblique modes that occur in planes offset from the center ($y \neq 0$).

For strong reconnecting field, SS-3D, or Sim1 in Leake et al. (2020), left panel, the most unstable mode is the $(4, 0)$ parallel mode, but there is also a strong $m = 1$ oblique mode $(5, 1)$ with a similar growth rate. As the initial reconnecting field strength decreases (middle and right panels), all the modes become slower, but especially the oblique modes. Many low-order oblique modes no longer exist. Thus, the system becomes more 2.5D-like, as the relative strength of the guide field, which remains fixed, becomes stronger as the reconnecting field decreases. Thus, one expects the weak reconnecting field 3D simulation (WS-3D) to be more 2.5D-like and hence similar to its 2.5D counterpart (WS-2D) than the strong reconnecting field simulation (SS-3D and SS-2D).

In Leake et al. (2020), the initial evolution of the simulations was shown to match well the expected superposition of the linear growth of the most unstable modes, which suggested that the numerical model was matching the theoretical evolution well. Once the system became nonlinear, comparison with linear growth was not meaningful, but confidence was established in the accuracy of the numerical solution by the linear comparison.

In all simulations presented here, the general evolution is very similar. The unstable parallel modes, typically $(4, 0)$, dominate the early evolution, as shown in Figure 2 for simulation SS-3D (Sim1). However, the growth of parallel modes with lower $m$ (e.g., $(2, 0)$) causes a coalescence of the flux ropes associated with the $(4, 0)$ mode into one large flux rope that is connected in the periodic system by a new primary current sheet. The reader is directed to the figures in Leake et al. (2020) for a visual comparison of this process for simulations SS-3D (Sim1), MS-3D (Sim2), and WS-3D (Sim3).

The presence of oblique modes in 3D, which manifest in the reconnecting field away from the $(y = 0, z = 0)$ neutral line, adds additional structure to the region just upstream from this newly formed primary current sheet. This can be seen in the $\log_10(J)$ plots (right panels) in Figure 2, where the oblique modes can be seen, and which are not present in the 2.5D simulations (Figure 3). It is the additional complex structure created by the oblique modes that affects later evolution of the newly formed primary current sheet.

The 2.5D simulations evolve in a qualitatively similar manner, but as there is no variation along the ignorable direction $z$, there are no oblique modes present, as shown in Figure 3. As a result, the coalescence process that forms the large flux rope and the new primary current sheet is unencumbered by the interacting oblique modes, and the system in general is much more laminar and less complex.

The change in internal energy is shown in Figure 4 for all six simulations. The internal energy has been normalized by $E_{\text{free}}/n_{s,0}$, where $E_{\text{free}}$ is the available free magnetic energy at the start of the simulation, and $n_{s,0} = L_s/V_{s,0}$, where the Alfvén speed is based on the reconnecting field component, $B_{s,0}$. This normalization will create a dimensionless reconnection rate when the time derivative of this quantity is taken (see later in Section 3.3). For a given reconnecting field value, it is clear that the heating rate is faster for 2.5D compared to 3D, as can be seen by the gradients in these plots and the values of the
The gradient shown (slope of the dotted line). The reason for this will be discussed in Section 3.2.

The main temporal period of internal energy increase in these simulations starts at the later stages of the linear mode coalescence and ends well after the new primary current sheet is formed. In later stages, the majority of the heating is caused by the breakup of the newly formed primary current sheet, as it is unstable to further tearing, as in the cascading plasmoid evolution presented in Huang & Bhattacharjee (2013). However, this tearing instability has a precondition dependent on the earlier evolution and affected by oblique modes for the 3D simulations.

The remaining analysis focuses on the large-scale evolution of this newly formed reconnecting, tearing current sheet, rather than looking at individual reconnection sites, of which there are many, due to the interaction of multiple tearing modes in 3D.
3.2. Oblique Mode Generated Structure: Effect on the Reconnection Rate

In Section 3.1, Figures 2 and 3 it was shown that the presence of oblique modes in 3D adds more complex structure to the newly formed current sheet, compared to the 2.5D system. This complexity affects the tearing of the newly formed current sheet. Figure 5 shows a snapshot of $\log_{10}|J|$ in the 2.5D and 3D simulations for the strong reconnecting field case. Note that the $y$-range is much smaller than in Figures 2 and 3. The oft-observed presence of plasmoids being ejected to the ends of the current sheet (e.g., Bhattacharjee et al. 2009) is clearly seen in the 2.5D case (left panel).

In the 3D case (right panel of Figure 5), the newly formed current sheet is much less coherent, and the effect of oblique modes away from $y=0$ can clearly be seen. Plasmoids in the 3D current sheet are less coherent and less numerous. Given that the ejection of these plasmoids and their interaction with the main flux rope at either end is the dominant source of energy dissipation (via viscous damping), this is why the rate of change of internal energy, i.e., the heating rate, is faster in the 2.5D simulations compared to the 3D simulations (Section 3.1, Figure 4).

In 3D, nonlinear oblique mode interaction generates a wide region of complex flows and currents, as seen in Figure 2, bottom right panel. It is worth noting that Huang & Bhattacharjee (2016) report on self-sustained turbulence created by oblique modes and examined its effect on the plasmoid evolution in the current sheet. Here the analysis of the complex inflow region created by interacting oblique modes with respect to turbulence is left for future publication, while

Figure 3. Initial evolution of simulation SS-2D. Same as Figure 2, but for the SS-2D at times [434, 913, 1130] s, and the right panels show $\log_{10}|J|/|J_0|$.

Figure 4. Change in internal energy, normalized by $E_{\text{free}}/|J|$, for all six simulations.
The absolute of Equation near the center of the plot. A function of strong reconnecting simulation (\(x\)) be visualized by considering the spatial variation in considered here. The large-scale evolution and overall reconnection rate are seen, the overall reconnection rate. This negative effect on the entangling of flux tubes, which impedes the inflow and outflow, thus affecting the plasmoid evolution and, as will be seen, the overall reconnection rate. This negative effect on the reconnecting process is greater for large reconnecting field strength because more oblique modes are present in the system, leading to more 2.5D-like nature of the evolution. In these plots, vertical parameters, indicating the effect of oblique modes.

Based on the fact that interacting oblique modes in the 3D simulations appear to be the source of the complex structure in the newly formed current sheet, the following interpretation is offered. Tearing modes are associated with flux tubes, the cross sections of which are identified as tearing islands or plasmoids.

The tubes are aligned with the local magnetic field direction and therefore have different angles of obliquity as a function of distance from the center of the sheet. Reconnection in the 3D current sheet is therefore patchy, in both the reconnecting plane and the guide field direction. Consequently, tubes that have reconnected with neighbors are now interlinked. This restricts their ability to flow freely past one another. The otherwise organized behavior seen in 2.5D—formation of islands and ejection to the ends of the sheet—is complicated by this entangling of flux tubes, which impedes the inflow and outflow, thus affecting the plasmoid evolution and, as will be seen, the overall reconnection rate. This negative effect on the reconnecting process is greater for large reconnecting field strength because more oblique modes are present in the system, as shown in Figure 1. For weak reconnecting field, the system is more 2.5D-like, as there are much fewer oblique modes, and the effective guide field is strong. Note that this interlinking of
flux tubes during reconnection has been suggested as a potential cause of reduced energy release during large solar eruptions (Klimchuk 1996). It also has implications for the magnetosphere (Otto 1995; Øieroset et al. 2019).

The effect of the complex structure created by interacting oblique modes on the overall reconnection rate in the newly tearing current sheet can be evaluated by considering the average inflow to the newly formed current sheet. This average inflow is calculated as follows: The vertical flow is averaged along field lines (the integration along field lines in 2.5D is trivial) and shown in the (x, y)-plane at z = 0 in Figure 7 for each simulation. The time for each panel is taken to be when 80% of the maximum change in internal energy has occurred (see Figure 4). The inflow is averaged over a small x range at a fixed y index of 100 or 700, shown by the horizontal black lines in Figure 7, and then averaged in time, where the temporal interval for each simulation is the interval between when 20% and 80% of the maximal internal energy change has occurred. In Section 3.3, the normalized version of this inflow rate and its relationship with other normalized measures of reconnection rate are discussed.

Figure 8 shows the results for all six simulations. In both 2.5D and 3D there is an increase in the average inflow velocity with increasing strength of reconnecting field (denoted by angle $\theta$),
which is to be expected, as the growth rates of the tearing instability increase with this field strength (see Baalrud et al. 2012; Leake et al. 2020; see also Figure 1). From Figure 8 it is clear that for a given reconnecting field value the average inflow is faster in 2.5D than in 3D. This is a direct consequence of the disturbance of the current sheet plasmoid evolution by interacting oblique modes in 3D.

It is also clear from Figure 8 that a linear fit of the average inflow to strength of the reconnecting field (or rotation angle $\theta$) has a larger gradient for 2.5D than for 3D. It is here proposed that there are two major effects on the average inflow rate in 3D. The first has a positive effect and is the increased Alfvén speed due to the large reconnecting field. The second has a negative effect and is the quantity and strength of interaction of the flux tubes formed by the oblique modes and hence the strength of the disturbance of the plasmoid evolution in the current sheet, which also increases with the reconnecting field strength. The resultant dependence of average inflow on reconnecting field strength thus has a reduced gradient in 3D when compared to 2.5D, where only the first effect has a role.

This also explains why the difference in average inflow between 2.5D and 3D is smallest at weak reconnecting field strength (low $\theta$) and largest at high strength (high $\theta$), as seen in Figure 8, and is consistent with the prediction made in Section 3.1 that the weak reconnecting field simulation would behave more like 2.5D owing to its relatively strong guide field compared to reconnecting field and the absence of strongly growing oblique modes in the linear analysis.

3.3. Normalized Reconnection Rates

In the magnetic reconnection literature, there are multiple methods used to calculate a normalized magnetic reconnection rate, including inflows normalized by local Alfvén speeds, reconnection electric fields or rate of change of reconnected flux, and heating rates (see, e.g., Comisso & Bhattacharjee 2016). So far, in this work, only the average inflow to the reconnection region has been discussed. In order to both contextualize the results and ensure that the average inflow calculation described above is consistent with these normalized methods, three different normalized reconnection rates are calculated here.

Table 2 summarizes the different calculations of the three normalized magnetic reconnection rates ($M_1$, $M_2$, $M_3$), though they are also visualized in later figures. Also shown is the averaged inflow discussed in Section 3.2.

To remove some observer bias in all the calculations, and as discussed briefly in Section 3.1, the various reconnection rate calculations are made over a temporal interval that varies from one simulation to another. The middle left panel of Figure 9 shows the change in normalized internal energy for each of the six simulations. The window of calculation is defined as the interval at which the change in internal energy is 20% and 80% of the total change and is represented by the dotted lines.

The first normalized reconnection rate, denoted $M_1$ in Table 2, is based on the field-line integrated inflow normalized by the upstream Alfvén speed based on the reconnecting field component. It is calculated in a similar way to the average inflow described above, but rather than spatially and temporally averaging the vertical velocity, first it is normalized by Alfvén speed. For a given $x$ location, the vertical velocity is divided by the maximum Alfvén speed along a line in $y$ at that $x$ location.

Then, the horizontal average is taken along the black horizontal lines shown in Figure 7. The time series of the result for each simulation is shown in the top right panel of Figure 9 along with the result for the unnormalized inflow in km s$^{-1}$ (top left panel). This time series is then temporally averaged in the time window defined by the internal energy change, described above. This process can be represented by

$$M_1 = \frac{[V_{in}(x)]_{\text{ave}}/V_A}{V_{A,0}},$$  

and is shown in the second column of Table 2.

The second reconnection rate, denoted $M_2$ in Table 2, is the average rate of change of the internal energy in the temporal window described above. As mentioned above and shown in the middle left panel of Figure 9, the change in internal energy is normalized by $E_{free}/I_A$ (where $I_A = L_0/V_{A,0}$), and so when the temporal derivative is taken, the result is non-dimensional and can be compared to $M_1$ above:

$$M_2 = \frac{dE_{\text{int}}/dt}{E_{free}/I_A},$$  

The third reconnection rate, denoted $M_3$ in Table 2, is based on the rate of change of reconnecting flux. The flux, as in Huang & Bhattacharjee (2016), is calculated using the flux function along $y = 0, z = 0, A(x) = \int_{-\infty}^x B_y(x)dx$, at any given time. This is normalized by $v_{A,0}B_{r,0}$ so that a temporal derivative will result in a dimensionless reconnection rate. This time series is shown for each simulation in the middle right panel of Figure 9. The average rate of change is calculated in the temporal window described above:

$$M_3 = \frac{\frac{d}{dt} \left[ \max A - \min A \right]}{v_{A,0}B_{r,0}}.$$  

The three reconnection rates are plotted for all simulations in the bottom right panel of Figure 9. Also shown in the bottom left panel is the average inflow calculation described in Section 3.2.

Recall that for the average inflow described in Section 3.2, the inflow for the 2.5D simulations has a monotonically increasing dependence on the shear angle, seen in the bottom left panel of Figure 9. Since the guide field is fixed in this study, this corresponds to a monotonically increasing dependence on the reconnecting component of the field and the Alfvén speed based on this component. This is the characteristic speed
at which reconnected field lines move, so one might propose that normalizing this inflow by Alfvén speed would result in no dependence of the resultant normalized rate on the shear angle, but there remains a small positive correlation for the average of the normalized inflow ($M_1$).

For the 3D simulations the average inflow (bottom left panel) also has a monotonically increasing dependence on shear angle, but with a lower gradient than in 2.5D, as discussed in Section 3.2. However, the normalized inflow rate $M_1$ has a monotonically decreasing dependence on the shear angle. This can be explained by recalling that there are two effects in the reconnection process in 3D: the reconnecting field strength and the entangling produced by oblique modes, the latter of which increases with increasing reconnecting field. By normalizing the result by Alfvén speed and thus removing some of the dependence on reconnecting field strength, the resultant plots primarily reflect the effect of the complex flows generated by oblique modes disrupting the plasmoid evolution, which increases with reconnecting field strength and has a negative effect on the reconnection process.

Comparing the two other methods of reconnection rate calculation ($M_2, M_3$) to the normalized inflow method ($M_1$), these general trends are reproduced, which provides some level of robustness to the results. However, note that for the medium shear angle 2.5D simulation (MS-2D) the flux- and energy-based rate results are lower than the low shear angle 2.5D simulation (WS-2D), thus breaking the monotonically increasing dependence seen in $M_1$. This is also reflected in plateaus around 2200 s in the flux and internal energy plots (magenta lines) in the middle panels of Figure 9. In this particular simulation, the temporary pause in coalescence of plasmoids momentarily slows down both the conversion of flux and the resultant expulsion of flux and the following viscous heating. These plateaus cause the average reconnection rates, calculated using energy and flux, to be lower than the rate based on inflows.

The difference seen here between the normalized reconnection rate for 2.5D and 3D is in general agreement with the results of Huang & Bhattacharjee (2016). Here the flux-based reconnection rates are [0.00325, 0.01492] for 2.5D and 3D, respectively, for the strong reconnecting field case (SS) where the ratio $B_{x,0}/B_{z,0} \approx 0.7$. In Huang & Bhattacharjee (2016), which has a slightly stronger ratio of reconnecting field to guide field, $B_{x,0}/B_{z,0} \approx 1$, the reconnection rates in the early stages are similar to those here, despite the initial setup being vastly different in the simulations of Huang & Bhattacharjee (2016) and those that are presented here.

Zentini & Miyoshi (2020) have shown that, because of compressibility effects, the reconnection rate increases by nearly a factor of 2 as the inflow beta decreases from larger than to smaller than unity. The inflow beta varies from 0.002 to 0.003 in our simulations with different shear because the guide field and pressure are constant. This has negligible influence on the reconnection rate because it is far into the compressible regime.

A spatial oscillation along y can be seen in the inflow region of case SS-2D in the top right panel of Figure 7. A corresponding temporal oscillation is present in the top right panel of Figure 9 (red curve). Some of this is a remnant of the initial perturbation, and some of it is associated with the coalescence of plasmoids, which generates waves propagating outward from the sheet. We do not believe that this has a significant effect on the temporally averaged inflow velocity—which is represented by the horizontal line segment—but this cannot be ruled out.

### 4. Discussion

Through a limited parameter study of magnetic reconnection in 2D and 3D current sheets, varying the strength of the reconnecting field, the effect of oblique modes in 3D on efficient tearing in a current sheet was investigated. All simulations evolved in generally the same way, with the initial condition creating a large flux rope with a newly formed current sheet, which is then unstable to further tearing. The global evolution of this new current sheet was studied across the parameter study, using multiple measures of reconnection rate.

In 3D current sheets with a guide field, the tearing modes are flux tubes that are aligned with the local magnetic field direction and therefore have different angles of obliquity as a function of distance from the center of the sheet. The resultant complex structure generated by their nonlinear interaction restricts the efficient 2D plasmoid evolution that would occur in their absence. In the 3D simulations the oblique modes interfere with the newly forming primary current sheet that forms together with the main flux rope. The otherwise organized behavior seen in 2D—formation of islands and ejection to the ends of the sheet—becomes messy, with tangled flux tubes. This clogs up the flow. The effect is greater for large reconnecting field strength, because more oblique modes are present in the system.

Thus, for all values of reconnecting field strength, the 3D reconnection is slower than in 2D, based on rate calculations based on inflows, flux changes, and internal energy changes (heating). As the reconnecting field strength increases in this parameter study, the strength of the oblique modes increases, and so the 3D simulations show a weaker normalized reconnection rate, though the nonnormalized average inflow still increases with shear angle, as the positive effect of the reconnecting field

| Name     | $V_{\text{inflow}} (10^3 \text{ m s}^{-1})$ | $M_1 = \frac{V_{\text{inflow}}}{V_{\text{inflow}} (10^3)}$ | $M_2 = \frac{dV_{\text{inflow}}}{dt} (10^{-3})$ | $M_3 = \frac{d\beta_{x,0}}{dt} (10^{-3})$ |
|----------|------------------------------------------|---------------------------------|---------------------------------|---------------------------------|
| WS-3D    | 4.61                                     | 8.08                            | 8.47                            | 6.54                            |
| MS-3D    | 7.57                                     | 5.62                            | 6.94                            | 4.69                            |
| SS-3D    | 16.13                                    | 4.80                            | 5.95                            | 3.25                            |
| WS-2D    | 7.85                                     | 13.07                           | 13.93                           | 11.08                           |
| MS-2D    | 16.32                                    | 13.72                           | 12.72                           | 10.48                           |
| SS-2D    | 36.31                                    | 18.29                           | 20.14                           | 14.92                           |
strength on the reconnection rate via the Alfvén speed is still present in the calculation. In addition, the low shear angle 3D simulation is closer in rate to the equivalent 2D simulation, as the weak reconnecting field system has very weak oblique modes and is much more 2D-like, as the guide field is effectively stronger at weaker reconnecting field strength.

One caveat related to the numerical solution of the governing equations is that the minimum resolution of 0.0125 Mm is clearly not enough to fully resolve the detailed evolution of the plasmoids in the later stages, which is why a detailed analysis of the scaling of the size and frequency, as done in Huang & Bhattacharjee (2010), has not been performed. As mentioned in Section 2, the early evolution is well captured, which includes the disruption of the original current sheet and the formation of the new flux rope and primary current sheet. Therefore, while it is reasonable to assume that the onset of the breakup of the newly formed current sheet, and hence the reconnection rate in the early stages of this breakup, is captured with some fidelity by these simulations, the same cannot be said for the later stages.

The conclusion of complex flows, driven by oblique modes, interfering with the efficient magnetic reconnection process in current sheets points to the larger question of how turbulence or noise interacts with current sheets that are undergoing tearing. Near-uniform or white noise as used as the seed in our initial

---

**Figure 9.** Top panels: spatially averaged inflow (left) and normalized inflow (right) for all six simulations as a function of time. Middle panels: time series of internal energy change (left) and reconnected flux (right) as a function of time. Bottom panels: temporally and spatially averaged inflow (left) and normalized reconnection rate (right). The normalized reconnection rate is calculated three different ways in the bottom right panel (M1, M2, M3).
current sheet will give more or less the same preference to all modes. Color noise as is present in the oblique-dominated 3D simulation will give clear positive or negative preference to various modes in the current sheet evolution.

Huang & Bhattacharjee (2016) studied the self-sustained turbulence generated by oblique modes in a reconnecting current sheet that rapidly thins from its initial configuration. In this study, initially the 3D simulations are slower than 2D, as the 2D simulations generate lots of parallel modes (plasmoids), but then the 2D rate decreases as these plasmoids coalesce, while the 3D rate slowly increases, until the two rates are comparable. In our parameter study, the 2D and 3D rates do not converge. It is proposed that the primary reason for this apparent discrepancy is that the geometry of the fragmenting current sheet is different in Huang & Bhattacharjee (2016) compared to this study. The current sheet is in initial nonequilibrium in Huang & Bhattacharjee (2016) and undergoes rapid thinning, and as it tears, the two-flux-rope system used to create a current sheet means that reconnection continues to drive the thinning (newly formed field lines surround both flux ropes and pull them together). This will cause an overall increase of reconnection rate with time. Our simulations show that the inflow is complex in 3D even when the sheet is not driven.

Note that this study and that of Huang & Bhattacharjee (2016) are different from the turbulence-driven reconnection studies discussed in, e.g., Kowal et al. (2009) and Lazarian et al. (2015). Those systems are inherently turbulent. The turbulence is driven by processes other than reconnection; it is not generated by the reconnection itself. We do not dispute the claim that Sweet–Parker-type reconnection is faster in such turbulent systems than in undisturbed systems. However, our current sheets are thicker than the Sweet–Parker scale. Furthermore, we agree with Klimchuk & Antiochos (2021) that the low-beta, line-tied, magnetically closed corona is not inherently turbulent. It evolves primarily quasi-statically, punctuated by many localized, short-lived bursts of turbulent activity associated with magnetic reconnection at a myriad of small current sheets. The Fourier power spectra of magnetic energy in some simulations that are often attributed to turbulent fluctuations are instead an indication of the abrupt magnetic field rotations in the quasi-static current sheets.

While some plasmoid-like structures have been observed in coronal current sheets (Kumar et al. 2019), the lack of ubiquitous observations of plasmoids may point to the entangling/turbulence created by interacting oblique modes in 3D. This effect may also vary temporally, as the effective guide field changes in time in evolving current sheets. Such is the case with eruptive flares, for example. The flare occurs at a vertical current sheet that forms when a magnetic arcade is stretched out by the eruption. It is the shear component of the pre-event arcade that becomes the guide field of this newly formed current sheet. Since arcades typically have decreasing shear with distance from the polarity inversion line, the guide field decreases with time as the flare reconnection proceeds (Qiu et al. 2017; Dahlin et al. 2021). This may help address observations such as those reproduced from Warren et al. (2018) in Figure 10, which shows the temporal evolution of the measured intensities and widths of an Fe XXIV line in the vicinity of an eruptive flare current sheet. In these observations, the line widths are larger earlier in the flare, indicating that turbulence may be stronger early on, and that a decrease in guide field with time might explain a decrease in oblique-dominated evolution and hence a decrease in turbulent line broadening. Turbulent reconnection has been inferred from recent observations (Cheng et al. 2018; Polito et al. 2018), and turbulence has also been suggested as an explanation for the confinement of bremsstrahlung-producing electrons in the flares, which can enhance the angular scattering rate and reduce the thermal electron transport (see Bradshaw et al. 2019; Kumar & Choudhary 2021, and references therein).

It is important to distinguish between force-free and non-force-free current sheets. In force-free sheets, like the ones we have simulated, the total field strength is constant, so the guide field is stronger in the center of the sheet than outside. In non-force-free sheets, the guide field is constant, and gas pressure counterbalances the reduced magnetic pressure at the center. Neutral sheets have no guide field, by definition, so even
though their antiparallel fields might be thought of as having a 180° shear angle, oblique modes do not exist because a guide field is required. The shear angle of force-free current sheets is given by the external values of the reconnecting and guide field components. Larger reconnecting field is associated with more oblique modes.

It is also worth noting that the effect of the relative strength of guide field and reconnecting field has been investigated in 2D and 3D in the kinetic regime (Goodbred et al. 2021). In that work, there was a slightly higher energy conversion rate in 2D compared to 3D, and the presence of oblique modes in 3D was important.
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