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Abstract. Many kinds of practical problems can be formulated as nonlinear complementarity problems. In this paper, an inexact alternating direction method of multipliers for the solution of a kind of nonlinear complementarity problems is proposed. The convergence analysis of the method is given. Numerical results confirm the theoretical analysis, and show that the proposed method can be more efficient and faster than the modulus-based Jacobi, Gauss-Seidel and Successive Overrelaxation method when the dimension of the problem being solved is large.

1. Introduction. Complementarity problems were first introduced by Cottle and studied by Lemke and Howson in their work [14] on computing equilibrium points of bimatrix games in 1964. These problems have wide application in fields such as scientific computing, engineering and economy [28]. For instance, they appear prominently in equilibrium problems, traffic network design, optimal control, and asset pricing [9].

A nonlinear complementarity problem (NCP) with respect to a vector-valued function $F : D \rightarrow \mathbb{R}^n$, where $D$ is a subset of $\mathbb{R}^n$ containing at least the nonnegative cone, is to find a vector $u \in \mathbb{R}^n$ that satisfies the system of equations and inequalities

$$F(u) \geq 0, \quad u \geq 0, \quad u^TF(u) = 0.$$ 

Over the past decades, several algorithms have been devised to solve nonlinear complementarity problems. These include projection-type methods [25], merit-function methods [5], smoothing Newton methods [22, 23], interior point methods [20, 21], linearization methods [8] and matrix multisplitting methods [1, 2, 3, 4]. See [13] and the references therein for more details.

Very recently, alternating direction method [6, 10, 24] was employed to solve linear complementarity problems [32] and a class of linear complementarity problems
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arising from free boundary problems encountered in mathematical physics were studied in [33], where the authors proposed an inexact alternating direction method of multipliers to solve these problems. This paper generalizes the result by considering an inexact alternating direction method of multipliers (ADMM) for solving a kind of nonlinear complementarity problems.

In this paper, we consider a class of nonlinear complementarity problems deriving from the following problem defined in $D \subset \mathbb{R}^2$:

$$
\begin{align*}
- Lv(x, y) + \psi(v(x, y)) + f(x, y) &\geq 0, \\
v(x, y) &\geq 0, \\
v(x, y)[-Lv(x, y) + \psi(v(x, y)) + f(x, y)] &= 0,
\end{align*}
$$

subject to $v(x, y) = g(x, y)$ on the boundary of the region $D$, where $f$, $L$ and the boundary condition $g$ are given. When this problem is solved numerically, the solution $v(x, y)$ is approximated by a vector $u$ defined on the grid points, which can usually be put into the following form:

$$
\begin{align*}
Au + \phi(u) &\geq 0, \\
u &\geq 0, \\
u^T[Au + \phi(u)] &= 0,
\end{align*}
$$

where $A \in \mathbb{R}^{n \times n}$ is a symmetric and positive definite matrix. The nonlinear term is

$$
\phi(u) = (\psi_1(u_1), \psi_2(u_2), \ldots, \psi_n(u_n))^T + b,
$$

where $b$ is a vector coming from the boundary condition and the function $f(x, y)$. Denote this problem as $NCP(\phi, A)$. Since $NCP(\phi, A)$ is derived from (1), the coefficient matrix $A$ in (2) usually has some special structure. For some practical applications, this discretization matrix can be separated into two parts as

$$
A = H + V,
$$

where $H$ and $V$ correspond to the discretization matrices of the differential operator in each spatial direction. Furthermore, they satisfy

- both the matrices $H$ and $V$ are symmetric and positive definite.
- they are large and sparse.

These properties motivate the study of an inexact alternating direction method for solving the problem. In the next section, we present our proposed method and the convergence analysis is given in Section 3. In Section 4, numerical examples are given to demonstrate the theoretical results.

2. The proposed method. We propose an inexact ADMM for the solution of a kind of nonlinear complementarity problems in this section. It is worthwhile to point out that an assumption of $\frac{d\psi_i}{du_i} \geq 0$ is set throughout this paper. Note that $u^*$ solves (2) if and only if $u^*$ solves the following constrained programming problem:

$$
\begin{align*}
\min \ S(u) &= \frac{1}{2} u^T A u + \Phi(u), \\
\text{subject to} \ u &\geq 0,
\end{align*}
$$

where $\Phi(u) = \sum_{i=1}^{n} \int_{-\infty}^{u_i} (\psi_i(u_i) + b_i) du_i$ is convex on $u$ because $\frac{d\psi_i}{du_i}$ is nonnegative. Therefore we can solve (2) by considering (4) instead.
Let $R^n_+$ be the nonnegative cone, i.e., $R^n_+ = \{ u \in R^n : u_i \geq 0, i = 1, 2, \ldots, n \}$. Let $G(u)$ be the indicator function of $R^n_+$, i.e.,

$$G(u) = \begin{cases} 
0, & \text{for } u \in R^n_+, \\
+\infty, & \text{otherwise}. 
\end{cases}$$

By arguments similar to that of Lemma 1 in [33], we see that the problem (4) can be equivalently written as

$$\min \{ S(u) + G(w) \},$$

subject to $\Lambda(w - u) = 0$, $w \in R^n_+$, (6)

where $\Lambda$ is a given diagonal matrix with positive diagonal entries. For simplicity, here we take $\Lambda = \mu I$, $\mu > 0$.

The Augmented Lagrangian function of (6) is given as:

$$L(u, w, \lambda) = S(u) + G(w) + \lambda^T \Lambda(w - u) + \frac{\beta}{2} \| \Lambda(w - u) \|^2,$$

where $\lambda \in R^n$ is the Lagrangian multiplier and $\beta > 0$ is a penalty parameter.

Then the ADMM for the problem (6), or equivalently for the problem (4), is as follows:

$$\begin{align*}
\text{minimize} \quad & S(u) + G(w) \\
\text{subject to} \quad & \Lambda(w - u) = 0, \ w \in R^n_+.
\end{align*}$$

We now consider the minimization problems in (7). For the first minimization problem in (7), we have

$$\begin{align*}
(A + \beta \Lambda^2)u^{k+1} + \phi(u^{k+1}) &= \Lambda \lambda^k + \beta \Lambda^2 w^k. \quad (8)
\end{align*}$$

Note that $A$ has the form of (3). Then, we employ the alternating direction implicit method (ADI) to solve (8). Namely, given $u^k$, $w^k$ and $\lambda^k$, we find $u^{k+1}$ inexactly by performing the following steps:

$$\begin{align*}
(H + \beta \mu^2 I)u^{k+1} &= -Vu^k + (\mu \lambda^k + \beta \mu^2 w^k - \phi(u^k)), \\
(V + \beta \mu^2 I)w^{k+1} &= -Hu^{k+1} + (\mu \lambda^k + \beta \mu^2 w^k - \phi(u^k)).
\end{align*}$$

For the second minimization problem in (7), we have

$$u^{k+1} = \left( u^{k+1} - \frac{\mu^{-1} \lambda^k}{\beta} \right)_+.$$  

Based on (9) and (10), we get our algorithm finally.

\textbf{Algorithm 1: Inexact ADMM}

\textbf{Input} $H$, $V$ with $A = H + V$, $\phi$, $\mu$ and $\beta > 0$; give initial points $u^0$, $w^0$ and $\lambda^0$.

While not converged, Do

Generate $u^{k+1}$ according to (9);

Generate $w^{k+1}$ according to (10);

Update $\lambda^k$ according to $\lambda^{k+1} = \lambda^k + \beta \mu (w^{k+1} - u^{k+1})$.

End Do
3. Convergence analysis. In this section, we prove that \((u^k, w^k)\) generated by Algorithm 1 converges to the solution \((u^*, w^*)\) of the problem (6), where the solution \(u^*\) of (6) is also the solution of (2) according to the discussion in Section 2. We note that, following arguments in [33], \((u^*, w^*, \lambda^*)\) satisfies

\[
\begin{aligned}
&\left\{
(Au^* + \phi(u^*)) - \Lambda \lambda^* = 0,
\right.

&\left.\quad (w - w^*)^T \Lambda \lambda^* \geq 0, \forall w \in R^n_+,
\right.

&\left.\Lambda (u^* - w^*) = 0.
\right.
\end{aligned}
\] (11)

The main result in this paper is

**Theorem 3.1.** Suppose that \(H, V\) are symmetric positive definite matrices and \(\lambda_{\text{min}}(A) > d^*_0\), where \(d^*_0 \equiv \max_{i=1, \ldots, n} \left\{ \max_{x \in R} \phi'_i(x) \right\}\) and \(\phi'_i(x) \geq 0, \forall x \in R, i = 1, 2, \ldots, n\). If \(\beta \mu^2\) is a number such that \(S \equiv \beta \mu^2 V + \beta \mu^2 H - H^2 - V^2 - \beta \mu^2 d_0^* I\) is a symmetric positive definite matrix. Then the sequence \((u^k, w^k)\) generated by Algorithm 1 converges to the solution \((u^*, w^*)\) of the problem (6).

**Proof.** Denote \(e^k_u = u^k - u^*, e^k_w = w^k - w^*\) and \(e^k_\lambda = \lambda^k - \lambda^*\). Combining (11) with (9), we have

\[
\begin{aligned}
&\left\{
(H + \beta \mu^2 I) e^k_u + (\mu e^k_u + \beta \mu^2 e^k_w - \phi(u^k) + \phi(u^*))
\right.

&\left.\quad + (V + \beta \mu^2 I) e^k_w = -2 \beta \mu e^k_w (e^k_u + e^k_\lambda),
\right.

&\left.\quad - \beta \mu^2 (e^k_u + e^k_\lambda)
\right.

&\left.\quad - 2 \beta \mu e^k_w (e^k_u + e^k_\lambda) - \beta \mu^2 (e^k_u + e^k_\lambda),
\right.

&\left.\quad - 2 \beta \mu^2 (e^k_u + e^k_\lambda).
\right.
\end{aligned}
\] (12)

We can now combine them to get

\[
2[H + \beta \mu^2 I][V + \beta \mu^2 I] e^k_u = 2HV e^k_u + 2\beta \mu^2 (\mu e^k_u + \beta \mu^2 e^k_w - \phi(u^k) + \phi(u^*))
\] (13)

From \(\lambda^k+1 = \lambda^k + \beta \mu (w^{k+1} - u^{k+1})\) in Algorithm 1, we can get that

\[
\|e^k_u\|^2 - \|e^k_\lambda\|^2 = -2 \beta \mu (e^k_u, (e^k_w - e^k_u)) - \beta \mu^2 (e^k_u, e^k_u).
\]

Following [33], we have

\[
2\beta^2 \mu^2 \|e^k_u + e^k_w\|^2 - 2\beta^2 \mu^2 (e^k_u, e^k_w) + 2\mu \beta (e^k_u, e^k_w) \leq 0,
\]

which implies that

\[
\|e^k_u\|^2 - \|e^k_\lambda\|^2 \geq 2 \beta \mu (e^k_u, e^k_u) + \beta \mu^2 (e^k_u, e^k_u) - 2 \beta^2 \mu^2 (e^k_u, e^k_u),
\]

or equivalently,

\[
\mu^2 \|e^k_w\|^2 - \mu^2 \|e^k_u\|^2 \geq 2 \beta \mu^3 \|e^k_u\|^2 - \beta \mu^2 \|e^k_u\|^2 - 2 \beta^2 \mu^4 \|e^k_u\|^2.
\] (13)

Multiplying (12) with \(e^k_u\) and combining with (13), we have

\[
mu^2 \|e^k_w\|^2 - \mu^2 \|e^k_u\|^2 \geq 2 \beta^2 \mu^4 (\|e^k_u\|^2 - 2(e^k_u, e^k_w))
\]

\[
- (e^{k+1}_u, 2HV e^k_u + 2\beta \mu^2 [-\phi(u^k) + \phi(u^*)])
\]

\[
+ (e^{k+1}_u, 2[H + \beta \mu^2 I][V + \beta \mu^2 I] e^k_u) - \beta^2 \mu^4 \|e^k_u\|^2.
\]

This gives

\[
\mu^2 (\|e^k_w\|^2 - \|e^k_u\|^2) + \beta \mu^4 (\|e^k_u\|^2 - \|e^k_w\|^2)
\]

\[
\geq 2 \beta^2 \mu^4 \|e^k_w - e^{k+1}_u\|^2 - (e^k_u, 2HV e^k_u + 2\beta \mu^2 [-D^k_\phi] e^k_u)
\]

\[
+ (e^{k+1}_u, 2[H + \beta \mu^2 I][V + \beta \mu^2 H] e^k_u)
\]

\[
\geq 2 \beta^2 \mu^4 \|e^k_w - e^{k+1}_u\|^2 - \|H e^k_u\|^2 - \|V e^k_u\|^2 - \beta \mu^2 d_0^* \|e^k_u\|^2
\]

\[
- \beta \mu^2 d_0^* \|e^k_u\|^2 - \|H e^k_u\|^2 - \|V e^{k+1}_u\|^2 + 2(e^k_u, [\beta \mu^2 V + \beta \mu^2 H] e^k_u),
\]
where
\[ D^k_\varphi = \text{diag}\left( \phi_1(u^k_1) - \varphi_1(u^*_1), \ldots, \phi_n(u^k_n) - \varphi_n(u^*_n) \right) = \text{diag}(\phi'_1(\xi^k_1), \ldots, \phi'_n(\xi^k_n)) \]
with \( \xi^k_i \) lying between \( u^k_i \) and \( u^*_i \) for \( i = 1, \ldots, n \).

Finally we get
\[
\begin{align*}
\mu^2(\|e^k_A\|^2 - \|e^{k+1}_A\|^2) + \beta^2\mu^4(\|e^k_w\|^2 - \|e^{k+1}_w\|^2) + & \|Ve^k_u\|^2 - \|Ve^{k+1}_u\|^2 \\
+ \beta^2\mu^2d_\varphi(\|e^k_w\|^2 - \|e^{k+1}_w\|^2) & \geq \beta^2\mu^4|e^k_w - e^{k+1}_w|^2 + 2(e^{k+1}_w, [\beta\mu^2V + \beta\mu^2H - H^2 - V^2 - \beta\mu^2d_\varphi I]e^{k+1}_w),
\end{align*}
\]
(14)
where we suppose that \( \beta\mu^2 \) is a number such that \( S \equiv \beta\mu^2V + \beta\mu^2H - H^2 - V^2 - \beta\mu^2d_\varphi I \) is a symmetric positive definite matrix. Since we suppose that \( \lambda_{\min}(A) > d_\varphi \), the assumption of \( S \) symmetric positive definite is reasonable as long as \( \beta\mu^2 \) is large enough. Thus, we have shown that the proposed method is convergent based on (14).

4. Numerical Experiments. Matrix splitting methods were found to be efficient methods to solve NCPs (See [15, 18, 26, 27, 29, 30, 31]). Here we give a brief review of the modulus-based Jacobi method (MJ), modulus-based Gauss-Seidel method (MGS) and modulus-based successive overrelaxation method (MSOR) [15, 27] for solving NCPs, which will then be used to compare with the proposed method in numerical tests. Specifically, these iteration methods are based on a splitting \( A = F - G = D - L - U \), where \( D \) is a diagonal matrix and \( L, U \) are strictly lower-triangular and upper-triangular matrices respectively. With this formulation, the iteration is given as follows:

\[
(\Omega + F) x^{k+1} = Gx^k + (\Omega - A)|x^k| - \gamma [b + \psi\left(\frac{1}{\gamma}(|x^k| + x^k)\right)]
\]
(15)
with \( u^{k+1} = \frac{1}{\gamma}(|x^{k+1}| + x^{k+1}) \).

**Algorithm 2:** MJ, MGS and MSOR

| Input | F, G with \( A = F - G = D - L - U, \theta > 0, \Omega = \theta D \) and \( \gamma > 0 \); give initial points \( x^0 \) and get \( u^0 \) from (15); While not converged, Do Generate \( u^{k+1} \) according to (15); End Do |

(a) When \( F = D, G = L + U \), it is called the modulus-based Jacobi method.
(b) When \( F = D - L, G = U \), it is called the modulus-based Gauss-Seidel method.
(c) When \( F = \frac{1}{\alpha}D - L, G = (\frac{1}{\alpha} - 1)D + U \), it is called the modulus-based successive overrelaxation method.

We next compare our proposed method with the MJ, MGS and MSOR methods. Let \( RES(z^k) := \min(Az^k + \phi(z^k), z^k) \), where \( z^k \) is the k-th approximate solution to the NCP and the minimum is taken componentwise. For MJ and MGS methods, \( \theta \) is obtained experimentally by minimizing the corresponding iteration steps. For the MSOR method, both \( \alpha \) and \( \theta \) are obtained by minimizing the iteration steps. For our proposed method, we set \( \mu = 4 \), and \( \beta \) is taken similarly to minimize the number of iterations. Moreover, we choose all initial vectors \( x^0 = u^0 = w^0 = \)
$\lambda^0 = (0, 0, \ldots, 0)^T \in \mathbb{R}^n$ and $\gamma = 2$. Let IT denotes the number of iterations and CPU denotes the elapsed CPU time. Finally, we set the stopping criterion to be $\text{RES} \leq 10^{-6}$ or IT > 10000 for all methods.

**Example 1.** We consider the problem arisen from the discretization of free boundary problems [7, 11, 12, 19, 23, 30]. Let $D = (0, 1) \times (0, 1)$ and function $g$ satisfy $g(0, y) = y(1 - y)$, $g(x, y) = 0$ on $y = 0$, $y = 1$ or $x = 1$. Consider the following problem:

Find $u$ such that

\[
\begin{align*}
-\nabla^2 u + f(u, x, y) - 8(y - 0.5) &\geq 0 \quad \text{in } D, \\
u &\geq 0 \quad \text{in } D, \\
u(-\nabla^2 u + f(u, x, y) - 8(y - 0.5)) &\equiv 0 \quad \text{in } D, \\
u &\equiv g \quad \text{on } \partial D,
\end{align*}
\]

where $f(u, x, y)$ is continuously differentiable and $\frac{\partial f}{\partial u} \geq 0$ on $\overline{D} \times \{u : u \geq 0\}$.

Here, we set $f(u, x, y) = \log(1 + e^u)$ and apply the five-point difference discretization with mesh-step size $h = \frac{1}{m+1}$. By eliminating known values of $u$ on boundaries, we obtain a NCP of the form (2), where the matrix $A$ is of the form

\[
A = H + V = \frac{I \otimes V}{h^2} + \frac{V \otimes I}{h^2}.
\]

$I \in \mathbb{R}^{m \times m}$ is identity matrix. $V \in \mathbb{R}^{m \times m}$ is tri-diagonal matrix with diagonal elements 2 and subdiagonal elements -1.

Table 1 shows the numerical results of Example 1.

| m | Algorithm 1 | MJ | MGS | MSOR |
|---|-------------|----|-----|------|
| $2^1$ | IT | 57 | 170 | 83 | 81 |
| | CPU | 1.98E-03 | 1.35E-03 | **6.49E-04** | 6.82E-04 |
| | RES | 9.72E-07 | 9.86E-07 | 9.58E-07 | 8.21E-07 |
| $2^2$ | IT | 106 | 644 | 272 | 270 |
| | CPU | 1.16E-02 | 1.62E-02 | 7.74E-03 | **7.14E-03** |
| | RES | 9.78E-07 | 9.98E-07 | 9.25E-07 | 9.97E-07 |
| $2^3$ | IT | 210 | 2531 | 1131 | 865 |
| | CPU | 7.13E-02 | 1.36E-01 | 6.66E-02 | **5.05E-02** |
| | RES | 9.84E-07 | 9.98E-07 | 9.88E-07 | 9.89E-07 |
| $2^4$ | IT | 435 | – | 4839 | 4729 |
| | CPU | **0.613** | – | 0.981 | 1.033 |
| | RES | 9.80E-07 | – | 9.99E-07 | 9.97E-07 |
| $2^5$ | IT | 900 | – | – | – |
| | CPU | **5.57** | – | – | – |
| | RES | 9.96E-07 | – | – | – |
| $2^6$ | IT | 1875 | – | – | – |
| | CPU | **75.5** | – | – | – |
| | RES | 9.99E-07 | – | – | – |
Example 2. Let $M$ be a given positive integer, $m = 2^M - 1$, $n = m^2$, $h = \frac{1}{m+1}$, and $A = H + V \in \mathbb{R}^{n \times n}$, where $H = I \otimes V_1$, $V = V_1 \otimes I$,

$$V_1 = \frac{1}{h^2} \times \begin{pmatrix} 2 & -1 & 0 & \cdots & 0 & 0 \\ -1 & 2 & -1 & \cdots & 0 & 0 \\ 0 & -1 & 2 & \ddots & \ddots & \ddots \\ \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & -1 & 2 & -1 \\ 0 & 0 & \cdots & 0 & -1 & 2 \end{pmatrix} \in \mathbb{R}^{m \times m}.$$  

and $I \in \mathbb{R}^{m \times m}$ is a unit matrix.

The nonlinear term is $\phi(u) = u - \sin u + b$, in which

$$b = -[0, h_1, 2h_1, \ldots, 10, 0, h_1, 2h_1, \ldots, 10, \ldots, 0, h_1, 2h_1, \ldots, 10] \in \mathbb{R}^n;$$

and $h_1 = \frac{10}{m-1}$.

Test the problem for different mesh-step sizes $h$. Table 2 shows the numerical results of Example 2.

| M | Algorithm 1 | MJ | MGS | MSOR |
|---|-------------|----|-----|------|
| 4 | IT 82 | 925 | 365 | 308 |
|   | CPU 5.80E-03 | 7.80E-03 | 3.40E-03 | 2.90E-03 |
|   | RES 8.99E-07 | 9.97E-07 | 9.76E-07 | 9.56E-07 |
| 5 | IT 157 | 3862 | 1578 | 1203 |
|   | CPU 4.95E-02 | 1.15E-01 | 5.34E-02 | 4.14E-02 |
|   | RES 9.95E-07 | 9.99E-07 | 9.93E-07 | 9.94E-07 |
| 6 | IT 310 | – | 7536 | 7402 |
|   | CPU 0.370 | – | 0.976 | 0.972 |
|   | RES 9.99E-07 | – | 1.00E-06 | 9.97E-07 |
| 7 | IT 622 | – | – | – |
|   | CPU 3.52 | – | – | – |
|   | RES 9.99E-07 | – | – | – |
| 8 | IT 1255 | – | – | – |
|   | CPU 43.2 | – | – | – |
|   | RES 1.00E-06 | – | – | – |
| 9 | IT 2551 | – | – | – |
|   | CPU 584 | – | – | – |
|   | RES 9.98E-07 | – | – | – |

Example 3. We consider the Porous Flow Through a Dam Problem in [33] under the effect of a nonlinear function $\arctan v$. Referring to Fig. 1, it can be formulated as:

Find $v$ on the rectangle $R = ABCF$ such that

$$\begin{cases} -\nabla^2 v + 1 + \arctan v \geq 0 & \text{in } R, \\ v \geq 0 & \text{in } R, \\ v(-\nabla^2 v + 1 + \arctan v) = 0 & \text{in } R, \end{cases}$$

(17)
Here, we approximate \( R \) by a uniform grid \( G_d \) with grid size \( h \), and then apply the classical five-point difference discretization to the Laplace operator in (17). By eliminating known values of \( v \) on boundaries, we obtain a NCP of the form (2), where the matrix \( A \) is of the form

\[
A = H + V = \frac{I_1 \otimes V_1}{h^2} + \frac{V_2 \otimes I_2}{h^2}.
\]

\( I_1 \in \mathbb{R}^{n \times n} \) and \( I_2 \in \mathbb{R}^{m \times m} \) are the identity matrices. \( V_1 \in \mathbb{R}^{m \times m} \) and \( V_2 \in \mathbb{R}^{n \times n} \) are tri-diagonal matrices with diagonal elements 2 and subdiagonal elements -1, where \( h = \frac{l}{2^M}, \) \( m = 2^M + 1 \) and \( n = 2^M - 1 \).

We set \( y_1 = 24, y_2 = 4, \) and \( l = 16. \) Then \( G_d^0 \) is a \((2 + 1) \times (3 + 1)\) grid with \( h_0 = 8. \) The finest grid is \( G_d^9 \) with \((512 + 1) \times (768 + 1) = 394497\) grid points.

This example does not meet the assumption “\( \lambda_{\min}(A) > d_{\phi}^* \)” in Theorem 3.1. However, we can still obtain the numerical results of Example 3 without satisfying all the assumptions, as shown in Table 3.

From these examples, it can be concluded that the proposed method has advantages comparing with the MJ, MGS and MSOR method, when the sizes of problem under consideration are large.
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### Table 3: Numerical results of Example 3

| M | Algorithm 1 | MJ | MGS | MSOR |
|---|-------------|----|-----|------|
| 3 | IT          | 337| 730 | 311  | 307  |
|   | CPU         | 3.90E-02 | 1.09E-02 | 5.10E-03 | 4.90E-03 |
|   | RES         | 9.56E-07 | 9.91E-07 | 9.91E-07 | 9.46E-07 |
| 4 | IT          | 345| 3039| 1201 | 1031 |
|   | CPU         | 1.58E-01 | 1.37E-01 | 6.55E-02 | 5.25E-02 |
|   | RES         | 9.95E-07 | 9.96E-07 | 9.87E-07 | 9.97E-07 |
| 5 | IT          | 481| –   | 5610 | 4569 |
|   | CPU         | 0.861| –   | 1.13 | 1.02 |
|   | RES         | 9.89E-07| –   | 9.99E-07 | 9.96E-07 |
| 6 | IT          | 993| –   | –   | –   |
|   | CPU         | 8.80| –   | –   | –   |
|   | RES         | 1.00E-06| –   | –   | –   |
| 7 | IT          | 2069| –   | –   | –   |
|   | CPU         | 117 | –   | –   | –   |
|   | RES         | 9.97E-07| –   | –   | –   |
| 8 | IT          | 4340| –   | –   | –   |
|   | CPU         | 1519| –   | –   | –   |
|   | RES         | 9.95E-07| –   | –   | –   |
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