Coalitions in Nonatomic Network Congestion Games
Cheng Wan

To cite this version:
Cheng Wan. Coalitions in Nonatomic Network Congestion Games. Mathematics of Operations Research, 2012, 37 (4), pp.654-669. 10.1287/moor.1120.0552. hal-02885914

HAL Id: hal-02885914
https://hal.science/hal-02885914
Submitted on 1 Jul 2020

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Coalitions in nonatomic network congestion games

Cheng Wan*

Combinatoire et Optimisation, Institut de Mathémathiques de Jussieu (CNRS, UMR 7586)
Faculté de Mathématiques, Université P. et M. Curie (Paris 6), 4 place Jussieu, 75005 Paris, France

May 12, 2012

Abstract

This work shows that the formation of a finite number of coalitions in a nonatomic network congestion game benefits everyone. At the equilibrium of the composite game played by coalitions and individuals, the average cost to each coalition and the individuals’ common cost are all lower than in the corresponding nonatomic game (without coalitions). The individuals’ cost is lower than the average cost to any coalition. Similarly, the average cost to a coalition is lower than that to any larger coalition. Whenever some members of a coalition become individuals, the individuals’ payoff is increased. In the case of a unique coalition, both the average cost to the coalition and the individuals’ cost are decreasing with respect to the size of the coalition. In a sequence of composite games, if a finite number of coalitions are fixed, while the size of the remaining coalitions goes to zero, the equilibria of these games converge to the equilibrium of a composite game played by the same fixed coalitions and the remaining individuals.
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1 Introduction

This paper considers the impact of introducing coalitions in network congestion games played by nonatomic individuals, namely nonatomic routing games. These games belong to a more general class of noncooperative games played by a continuum of anonymous identical players, each of whom has a negligible effect on the others.

First, let us cite some historic references on routing games, in particular, on coalitions in such games.

Beckman, McGuire and Winston [2] first formulated Wardrop equilibrium (Wardrop [13]) in nonatomic congestion games as an optimal solution of a convex programming problem, and thus proved its existence under weak conditions on the cost functions.

A coalition of nonatomic individuals of total weight $T$ behaves the same way as an atomic player who holds a flow of weight $T$ that can be split and sent by different paths. Routing games with finitely many atomic players holding splittable flow (called atomic splittable games) were first examined by Haurie and Marcotte [6]. They focused on the asymptotic behavior of Nash equilibria in such games. By characterizing a Nash equilibrium in an atomic splittable game and a Wardrop equilibrium in the corresponding nonatomic game by two variational inequalities, they proved that
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the former converges to the latter, when the number of atomic players tends to infinity. This result will be extended in this paper.

Harker [5] first studied composite games (that he called mixed games), where atomic players holding splittable flow (or coalitions) and nonatomic individuals play together. He characterized a composite-type equilibrium by a variational inequality, and thus proved the existence of a solution under some weak conditions on the cost functions as well as its uniqueness under more stringent conditions.

Orda, Rom and Shimkin [9] made a detailed study on the uniqueness and other properties of Nash equilibria in atomic splittable games on two-terminal parallel-link networks. This specific setting will be adopted in this paper, where their results will be extended. Richman and Shimkin [11] extended their results to composite congestion games in nearly parallel-link networks.

For the impact of coalitions on the equilibrium costs, Cominetti, Correa and Stier-Moses [3] showed that, in the atomic splittable case where the atomic players are identical, the social cost at the equilibrium of the game is bounded by that of the corresponding nonatomic game, under weak conditions on the cost functions.

Hayrapetyan, Tardos and Wexler [7] proved that the formation of coalitions (that they called collusion) reduces the social cost in a two-terminal parallel-link network. Although stronger conditions on the cost functions are needed in this paper, our results prove that the formation of coalitions benefits everyone.

Apart from the consequence of the formation of coalitions on the equilibrium costs, this paper also studies how this impact varies with the structure of coalitions.

1.1 A Sketch of the model

A continuum of nonatomic individuals are commuters in a two-terminal parallel-arc (directed) network. Their common origin and common destination are the only two vertices, which are connected by a finite set of parallel arcs. The per-unit traffic cost of an arc depends only on the total weight of the flow on it. A pure strategy of an individual is an arc by which she goes from the origin to the destination. Nash equilibria in such nonatomic games are usually called Wardrop equilibria (WE for short) [13]. At a WE, the arc chosen by an individual costs no more than any other available arc, hence it has the lowest cost in the network. The individuals have the same cost at a WE.

A composite routing game is played by a finite number of disjoint coalitions formed by some of the individuals and the remaining individuals. A coalition is specified by its size. Within a coalition, a coordinator assigns an arc to each member, with the objective of minimizing their total cost. An equilibrium in this game is called composite equilibrium (CE for short), since it is Nash-type for the coalitions and Wardrop-type for the individuals. All the individuals have the same cost at a CE, while the average costs to the coalitions may differ.

1.2 Main results

After recalling the existence and the uniqueness of the CE of a composite game under certain conditions on the cost functions, five main results are obtained:

1. At the CE, the average social cost, the individuals’ cost and the average cost to each coalition are lower than the equilibrium cost at the WE of the corresponding nonatomic game.

2. At the CE, the average cost to a coalition is lower than that to any other larger coalition. If a coalition sends flow on a certain arc, then any other larger coalition sends more on it.
3. If some members quit a coalition to become individuals, the individuals’ cost is increased at
the corresponding CE.

4. If there is only one coalition, the social cost, the average cost to the coalition, and the indi-
viduals’ cost at the CE are all decreasing with respect to the size of the unique coalition.

5. If, in a sequence of composite games, a finite number of coalitions are fixed, and the maximum
size of the remaining coalitions tends to zero, the sequence of equilibrium of these games
converges to the equilibrium of a game played by the same fixed coalitions and the remaining
individuals.

1.3 Organization of the work

The paper is organized in the following way. Section 2 provides a detailed description of the model
as well as characterizations of the CE in different formulations. The existence and the uniqueness
of the CE will be recalled. Section 3 analyzes some important properties of the CE. Section 4
deals with the impact of the formation of coalitions by comparing the players’ costs at the WE
of the corresponding nonatomic game and those at the CE. Section 5 considers the impact of the
composition of the players on the CE costs: first, how the equilibrium costs vary with the size of a
unique coalition; second, how the individuals’ cost varies when some members of a coalition become
individuals. Section 6 focuses on the asymptotic behavior of CE, by fixing some coalitions while
letting the remaining coalitions vanish. Section 7 discusses some problems for future research.

2 The model and characterization of an equilibrium

2.1 Model and notations

Network and arc costs \((\mathcal{R}, c)\). Let the set of identical anonymous nonatomic individuals be
described by the unit real interval \(I = [0, 1]\), endowed with the Lebesgue measure \(\mu\). The players’
common origin is vertex \(O\), and their common destination is vertex \(D\). The finite set of parallel
arcs between \(O\) and \(D\) is denoted by \(\mathcal{R}\), with \(R = |\mathcal{R}|\) its cardinality. Let \(c = (c_r)_{r \in \mathcal{R}}\) be
the vector of the per-unit arc cost functions: for every arc \(r\), \(x \mapsto c_r(x)\) is a real function defined on a
neighborhood \(U\) of \([0, 1]\). The per-unit cost of an arc only depends on the total weight of the flow
on it. The network is characterized by the pair \((\mathcal{R}, c)\).

The following assumption is made throughout this paper.

Assumption 1. For every arc \(r\) in \(\mathcal{R}\), the cost function \(c_r\) is strictly increasing, convex and con-
tinuously differentiable on \(U\), and nonnegative on \([0, 1]\).
Composite routing game $\Gamma(R, c, T)$. Suppose that $K$ coalitions are formed in the set of individuals $I$, with $K \in \mathbb{N} = \{0, 1, 2, \ldots\}$. The family of coalitions is denoted by $\mathcal{K} = \{1, \ldots, K\}$. Every coalition behaves like an atomic player holding a splittable flow. The remaining individuals are independent nonatomic players. For a coalition $k \in \mathcal{K}$, the measurable set of its members is denoted by $I^k$, a subset of $I$, and its total weight is denoted by $T^k = \mu(I^k)$. Let $I^0$ denote the set of individuals so that $I^0 = [0, 1] \setminus \cup_{k \in \mathcal{K}} I^k$, and its weight is $T^0 = \mu(I^0) = 1 - \sum_{k \in \mathcal{K}} T^k$. Without loss of generality, it is assumed that $T^1 \geq T^2 \geq \cdots \geq T^K$. Let us define $T = (T^0; T^1, \ldots, T^K)$. Let $\Gamma(R, c, T)$ be the composite routing game played by these $K$ coalitions and the remaining individuals in the network $(R, c)$.

Two particular cases should be mentioned. First, if $I^0 = [0, 1]$ and $K = 0$, there is no coalition so that the game is a nonatomic one, denoted simply by $\Gamma(R, c)$, and the equilibria there are WE. Second, if $I^0$ is empty, i.e. $T^0 = 0$, the game is an atomic splittable one with $K$ atomic players, and the equilibria there are Nash equilibria (NE for short) in its usual sense; in particular, if $K = 1$, i.e., there is a global coalition, the equilibrium is obtained by solving the optimization problem of searching for the social optimum.

Strategies and flow configurations. In the game $\Gamma(R, c, T)$, as the individuals are identical and anonymous, only the total weight sent by each coalition on each arc counts. The strategy profile of the individuals (resp. the strategy of coalition $k$) is specified by the flow configuration (flow for short) $x^0$ (resp. $x^k$) defined by

$$x^0 = (x^0_r)_{r \in R} \quad (resp. \quad x^k = (x^k_r)_{r \in R}),$$

where $x^0_r$ (resp. $x^k_r$) is the total weight of the individuals (resp. of coalition $k$) on arc $r$.

A strategy profile is specified by $x = (x^0, x^1, \ldots, x^K)$, a point in $\mathbb{R}^{(1+K) \times R}$.

The feasible flow set of the individuals (resp. of coalition $k$) is a convex compact subset of $\mathbb{R}^R$, defined by

$$F^0 = \{x^0 \in \mathbb{R}^R | \forall r \in R, x^0_r \geq 0; \sum_{r \in R} x^0_r = T^0\},$$

(resp. $F^k = \{x^k \in \mathbb{R}^R | \forall r \in R, x^k_r \geq 0; \sum_{r \in R} x^k_r = T^k\}$).

The feasible flow set $F$ of the game $\Gamma(R, c, T)$ is a convex compact subset of $\mathbb{R}^{(1+K) \times R}$, defined by $F = F^0 \times F^1 \times \cdots \times F^K$.

The aggregate flow $x'$ induced by $x$ is a vector in $\mathbb{R}^R$, defined by $x' = (x_r)_{r \in R}$, where $x_r = x^0_r + \sum_{k \in \mathcal{K}} x^k_r$ is the aggregate weight on arc $r$.

For coalition $k$, the vector $x^{-k}$ is a point in $F^{-k} = \prod_{l \in \{0\} \cup \mathcal{K} \setminus \{k\}} F^l$, defined by $x^{-k} = (x^l)_{l \in \{0\} \cup \mathcal{K} \setminus \{k\}}$. For all arc $r$, define $x^{-k}_r = x^0_r + \sum_{l \in \mathcal{K} \setminus \{k\}} x^l_r$.

Average costs and marginal costs. The average cost to the individuals, the average cost to coalition $k$ and the average social cost are respectively defined by

$$Y^0(x) = \frac{1}{T^0} \sum_{r \in R} x^0_r c_r(x_r), \quad Y^k(x) = \frac{1}{T^k} \sum_{r \in R} x^k_r c_r(x_r), \quad Y(x) = \sum_{r \in R} x_r c_r(x_r).$$

As the total weight of the players is normalized to 1, the average social cost is just the social cost. The total cost to coalition $k$ is denoted by $u^k(x) = T^k \cdot Y^k(x) = \sum_{r \in R} x^k_r c_r(x_r)$.
Following Harker [5], the marginal cost function of coalition $k$ is defined by

$$
\hat{c}^k(x) = (c_r'(x))_{r \in R}, \text{ where } c_r'(x) = c_r(x_r) + x_r^k c_r'(x_r).
$$

Notice that $\hat{c}^k(x)$ is the gradient of $u^k(x)$ with respect to $x^k$. More precisely,

$$
\hat{c}^k(x) = \nabla_{x^k} u^k(x^k, x^{-k}) = \left( \frac{\partial u^k}{\partial x^k_r}(x) \right)_{r \in R}.
$$

### 2.2 Characterizing equilibria: existence and uniqueness

The following definition of a CE (Harker [5]) consists of two parts: the first for the individuals and the second for the coalitions.

**Definition** (Composite equilibrium). A point $x^* = (x^{s0}, x^{s1}, \ldots, x^{sK})$ in $F$ is a CE of the game $\Gamma(R, c, T)$ if

$$
\forall r \in R, \quad \text{if } x_r^{s0} > 0, \quad \text{then } r \in \arg\min_{s \in R} c_s(x_r^s); \quad (2.1)
$$

$$
\forall k \in K, \quad x^k \text{ minimizes } u^k(x^k, x^{-k}) \text{ on } F^k. \quad (2.2)
$$

**Proposition 2.1** (Characterization of a CE). The following are equivalent.

1. $x^* = (x^{s0}, x^{s1}, \ldots, x^{sK})$ in $F$ is a CE.

2. *(marginal cost formulation)* $x^* = (x^{s0}, x^{s1}, \ldots, x^{sK})$ in $F$ satisfies

$$
\forall r \in R, \quad \text{if } x_r^{s0} > 0, \quad \text{then } \forall s \in R, \quad c_r(x_r^s) \leq c_s(x_r^s); \quad (2.3)
$$

$$
\forall k \in K, \quad \text{if } x_k^{s0} > 0, \quad \text{then } \forall s \in R, \quad \hat{c}_k (x_r^s) \leq \hat{c}_s (x_r^s),
$$

i.e.

$$
c_r(x_r^s) + x_k^s c'_r(x_r^s) \leq c_s(x_r^s) + x_k^s c'_s(x_r^s). \quad (2.4)
$$

3. *(variational inequality formulation)* $x^* = (x^{s0}, x^{s1}, \ldots, x^{sK})$ in $F$ satisfies

$$
\langle e(x^*), x^0 - x^{s0} \rangle + \sum_{k \in K} \langle \hat{c}^k(x^*), x^k - x^{s_k} \rangle \geq 0, \quad \forall x = (x^0, x^1, \ldots, x^K) \in F. \quad (2.5)
$$

Here, $\langle \cdot, \cdot \rangle$ stands for the standard inner product operator on the Euclidean spaces.

**Proof.** (i) $\Leftrightarrow$ (ii): For the individuals, (2.3) is simply a reformulation of (2.1). For the coalitions, in order to show that (2.2) is equivalent to (2.4), let us first prove that for coalition $k$, $u^k(x^k, x^{-k})$ is convex in $x^k$ for any given $x^{-k}$ in $F^{-k}$.

Indeed, for any $r$ in $R$, since $c_r$ is convex and strictly increasing,

$$
c_r(y^k_r + x_r^{-k}) \geq c_r(x^k_r + x_r^{-k}) + (y^k_r - x^k_r) c'_r(x_r) + x_r^k c'_r(x_r)
$$

$$
\Rightarrow \quad y^k_r c_r(y^k_r + x_r^{-k}) \geq y^k_r c_r(y^k_r + x_r^{-k}) c'_r(x_r) \geq y^k_r c_r(x_r) + x_r^k (y^k_r - x_r^{-k}) c'_r(x_r)
$$

$$
= x_r^k c_r(x_r) + (y^k_r - x_r^{-k}) c'_r(x_r).
$$

$$
\Rightarrow \sum_{r \in R} y^k_r c_r(y^k_r + x_r^{-k}) \geq \sum_{r \in R} x_r^k c_r(x_r) + \sum_{r \in R} (y^k_r - x_r^{-k}) c'_r(x_r).
$$


which implies that
\[ u^k(y^k, x^{k-}) \geq u^k(x^k, x^-) + \langle \nabla_{x^k} u^k(x^k, x^-), y^k - x^k \rangle, \quad \forall x^k, y^k \in F^k. \tag{2.6} \]

Thus, \( x^k \) minimizes the convex function \( u^k(x^*, x^{k-}) \) on the convex compact set \( F^k \) if, and only if, \( \langle \nabla_{x^k} u^k(x^*), x^k - x^k \rangle \geq 0 \) for all \( x^k \in F^k \) or, equivalently,
\[ \langle \hat{c}^k(x^*), x^k - x^k \rangle \geq 0, \quad \forall x^k \in F^k. \tag{2.7} \]

Let us set \( \hat{c}^k = \min_{r \in R} \mathcal{C}^k_r(x^*) \). Then, \( \sum_{r \in R} \mathcal{C}^k_r(x^*) - c^k(x^k - x^k) = \sum_{r \in R} \mathcal{C}^k_r(x^*) (x^k_r - x^k_r) - c^k \sum_{r \in R} (x^k_r - x^k_r) = \sum_{r \in R} \mathcal{C}^k_r(x^*) (x^k_r - x^k_r) - c^k(T^k - T^k) = \langle \hat{c}^k(x^*), x^k - x^k \rangle \). Consequently, (2.7) is equivalent to
\[ \sum_{r \in R} (\hat{c}^k_r(x^*) - \hat{c}^k) (x^k_r - x^k_r) \geq 0. \tag{2.8} \]

It remains to show that (2.8) is equivalent to (2.4).
(2.4) \(\Rightarrow\) (2.8): According to (2.4),
\[ (\hat{c}^k_r(x^*) - \hat{c}^k) (x^k_r - x^k_r) = \begin{cases} (\hat{c}^k_r(x^*) - \hat{c}^k) x^k_r \geq 0, & \text{if } x^k_r = 0, \\ 0, & \text{if } x^k_r > 0. \end{cases} \]

Thus, \( \sum_{r \in R} (\hat{c}^k_r(x^*) - \hat{c}^k) (x^k_r - x^k_r) \geq 0. \)\( \Rightarrow\) (2.4): Let us define an auxiliary flow \( x^k \) in \( F^k \) as follows: \( x^k_r = 0 \) if \( \hat{c}^k_r(x^*) > \hat{c}^k \), and \( x^k_r = \frac{x^k_r}{m} \) if \( \hat{c}^k_r(x^*) = \hat{c}^k \). Here \( m = |\{r \in R : \hat{c}^k_r(x^*) = \hat{c}^k\}| \), the number of arcs whose marginal cost to coalition \( k \) at \( x^* \) are the smallest in the network. Then, for this specific \( x^k \), (2.8) implies that \( \sum_{r \in R, \hat{c}^k_r(x^*) > \hat{c}^k} (\hat{c}^k_r(x^*) - \hat{c}^k) (-x^k_r) \geq 0. \) Consequently, \( x^k_r = 0 \) if \( \hat{c}^k_r(x^*) > \hat{c}^k \), which leads to (2.4).

Remark 1. (iii) has been proven for the specific cases of NE and WE as well as for CE: a WE was characterized as the solution of a variational inequality problem by Smith [12] and Dafermos [4], and as the solution of a nonlinear complementarity problem by Ashtiani and Magnanti [1]. Variational inequalities were used to characterize a NE in atomic splittable games by Haurie and Marcotte [6], and a CE in composite games by Harker [5].

Condition (2.4) shows that the marginal costs \( (\hat{c}^k_r)_{r \in R} \) play the same role for coalition \( k \) as \( (c_r)_{r \in R} \) for the individuals: at the CE, all the arcs used by coalition \( k \) have the lowest marginal cost and, a fortiori, the same one. For flow \( x \in F \), \( \hat{c}^k_r(x) = c_r(x^k) + x^k c'_r(x^k) \) is a function of only two variables \( x^k_r \) and \( x_r \). Besides, according to Assumption 1, it is strictly increasing in both of them.

**Theorem 2.2** (Existence and uniqueness of CE). In a composite game, a CE exists, and it is unique.
Proof. The variational inequality formulation for CE (2.5) is used to prove its existence. Theorem 3.1 in Kinderlehrer and Stampacchia [8, p.12] states that the variational inequality problem (2.5) admits a solution if $F$ is a convex compact set, and if $\hat{c}^k$ and $c$ are continuous. According to Assumption 1, these conditions are satisfied.

For the uniqueness of CE, see Richman and Shimkin [11, Theorem 4.1].

Remark 2. For the nonatomic routing game $\Gamma(\mathcal{R}, c)$, a WE exists if the cost functions $c_r$’s are continuous. If they are furthermore strictly increasing on $U$, then the WE is unique. See Patriksson [10, Theorems 2.4, 2.5] for a proof.

3 A detailed study on CE

Let us consider a composite game $\Gamma(\mathcal{R}, c, T)$. This section focuses on the properties of its unique CE, denoted by $x$ here and in Section 4.

First, some notations are recalled or given.

- $\mathcal{R}^0(x) = \{r \in \mathcal{R} | x^0_r > 0\} \subset \mathcal{R}$ is the support of $x^0$.
- $\mathcal{R}^k(x) = \{r \in \mathcal{R} | x^k_r > 0\} \subset \mathcal{R}$ is the support of $x^k$, for coalition $k$.
- $c^0(x)$ is the lowest arc cost in the network.
- $\hat{c}^k(x)$ is the marginal cost to coalition $k$ of every arc used by it.
- $Y^0(x)$ is the common cost to all the individuals. $Y^0(x) = c^0(x)$.
- $Y^k(x)$ is the average cost to coalition $k$.
- $Y^k(x) = \min_{r \in \mathcal{R}^k} c_r(x_r)$ is the lowest arc cost of the arcs used by coalition $k$.
- $Y(x)$ is the social cost.

All the statements made in this section and Section 4 are to be understood at the CE $x$. And $x$ will often be omitted if it does not cause confusion.

The following facts follow immediately from (2.3) and (2.4). They will be repeatedly referred to in this work without further explanation.

**FACTS.**

\[ c_r(x_r) = c^0, \text{ if } r \in \mathcal{R}^0; \quad c_r(x_r) \geq c^0, \text{ if } r \in \mathcal{R} \setminus \mathcal{R}^0. \]

\[ \forall k \in \mathcal{K}, \quad \hat{c}^k(x) = \hat{c}^k, \text{ if } r \in \mathcal{R}^k; \quad \hat{c}^k(x) \geq \hat{c}^k, \text{ if } r \in \mathcal{R} \setminus \mathcal{R}^k. \]

The following lemma states that an arc used by a coalition costs less than any arc not used by it.

**Lemma 3.1.** For any coalition $k$, for any arc $r$ in $\mathcal{R}^k$ and any arc $s$ in $\mathcal{R} \setminus \mathcal{R}^k$, $c_r(x_r) < c_s(x_s)$.

**Proof.** Since $x^k_r > 0$ and $x^k_s = 0$, $c_r(x_r) < c_r(x_r) + x^k_s c_s'(x_r) = \hat{c}^k \leq c_s(x_s)$. \hfill $\square$

The next lemma shows that an arc used by individuals is also used by all the coalitions. Besides, the average cost to any coalition is not lower than the individuals’ cost.

**Lemma 3.2.** For any coalition $k$,

1. $\mathcal{R}^0 \subset \mathcal{R}^k$, i.e. for all $r \in \mathcal{R}$, if $x^0_r > 0$, then $x^k_r > 0$.
2. $\hat{c}^0 < \hat{c}^k$. 
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3. $Y^0 = \sum_{k} k \leq Y^k$.

Proof. (i) Suppose that $x^0_s > 0$. If $x^k_r = 0$, there is another arc $s$ such that $x^k_s > 0$. Then, $c_r(x_r) \geq \hat{c}^k(x) = c_s(x_s) + x^k_s c'_s(x_s) > c_s(x_s)$. However, $x^0_s > 0$, hence $c_r(x_r) \leq c_s(x_s)$, a contradiction.

(ii) Take $r$ in $R^0$. By (i), $x^k_r > 0$. Thus, $\hat{c}^k = c_r(x_r) + x^k_r c'_r(x_r) > c_r(x_r) = \hat{c}^0$.

(iii) The individuals take the arcs with the lowest cost, hence $Y^0 \leq Y^k \leq Y^k$. And (i) implies that $Y^0 = Y^k$.

The next lemma states that an arc used by a coalition is also used by any larger coalition, and the larger one sends more flow on it.

**Lemma 3.3.** Let two coalitions $k$ and $l$ be such that $T^k < T^l$. Then the following are true.

1. $R^k \subset R^l$, i.e. for all $r \in R$, if $x^k_r > 0$, then $x^l_r > 0$.
2. $\hat{c}^k < \hat{c}^l$.
3. For any arc $r$, $x^k_r \leq x^l_r$, and the inequality is strict if $x^k_r > 0$.
4. $Y^k \leq Y^l$, and the equality holds if, and only if, $Y^l = Y^k = Y^0$.

If $T^k = T^l$, all the inequalities or inclusions above become equalities.

Proof. (i) Suppose that $T^k < T^l$. If $R^k \not\subset R^l$, there is some $r$ such that $x^k_r > 0$ but $x^l_r = 0$. Hence, $\hat{c}^k = c_r(x_r) + x^k_r c'_r(x_r) > c_r(x_r) \geq \hat{c}^l$. In particular, $\hat{c}^k > \hat{c}^l$.

For all $s$ in $R \setminus R^k$, $c_s(x_s) \geq \hat{c}^k > \hat{c}^l$, which implies that $x^l_s = 0$. In consequence, $R \setminus R^k \subset R \setminus R^l$ or, equivalently, $R^l \subset R^k$.

For all $r$ in $R^l$ and, a fortiori, in $R^k$, $\hat{c}^k = c_r(x_r) + x^k_r c'_r(x_r)$ and $\hat{c}^l = c_r(x_r) + x^l_r c'_r(x_r)$. Hence, $x^k_r - x^l_r = (\hat{c}^k - \hat{c}^l)/c'_r(x_r) > 0$, so that $x^k_r > x^l_r$. As a result, $T^l = \sum_{r \in R^l} x^l_r < \sum_{r \in R^k} x^k_r \leq T^k$, a contradiction.

Therefore, $R^k \subset R^l$.

Suppose that $T^k = T^l$. The above proof is still valid. Thus, $R^k \subset R^l$ and, by symmetry, $R^l \subset R^k$. This leads to $R^k = R^l$.

(ii) and (iii) Suppose that $T^k < T^l$. By (i), $R^k \subset R^l$. There are two cases.

**Case 1.** $R^k = R^l$. Given $r$ in $R^k = R^l$, $\hat{c}^k = c_r(x_r) + x^k_r c'_r(x_r)$ and $\hat{c}^l = c_r(x_r) + x^l_r c'_r(x_r)$. It follows that $x^l_r - x^k_r = (\hat{c}^l - \hat{c}^k)/c'_r(x_r)$. Thus, $0 < T^l - T^k = \sum_{r \in R^k} (x^l_r - x^k_r) = (\hat{c}^l - \hat{c}^k) \sum_{r \in R^k} 1/c'_r(x_r)$, and consequently, $\hat{c}^l > \hat{c}^k$.

**Case 2.** $R^k \subset R^l$ but $R^k \neq R^l$. Take $s$ in $R^l \setminus R^k$. Then, $\hat{c}^l = c_s(x_s) + x^l_s c'_s(x_s) > c_s(x_s) \geq \hat{c}^k$.

In both cases, $\hat{c}^l > \hat{c}^k$. For all $r$ in $R^k$, $x^l_r - x^k_r = (\hat{c}^l - \hat{c}^k)/c'_r(x_r) > 0$; in particular, $x^k_r < x^l_r$.

And for all $r$ in $R \setminus R^k$, $0 = x^k_r \leq x^l_r$.

Suppose that $T^k = T^l$. By (i), $R^k = R^l$. On the one hand, the same argument as for Case 1 leads to $\hat{c}^l = \hat{c}^k$ and $x^l_r = x^k_r$ for all $r$ in $R^k = R^l$. On the other hand, $x^l_r = x^k_r = 0$ for all $r$ in $R \setminus R^k$.

(iv) Suppose that $T^k < T^l$. According to (i), $R^k \subset R^l$.

Set $\check{Y}^l = \sum_{r \in R^l} x^l_r c_r(x_r) / \sum_{r \in R^k} x^k_r$, the average cost to coalition $l$ on $R^k$. By Lemma 3.1, the arcs in $R^k$ cost strictly less than those in $R \setminus R^k$. One deduces that $\check{Y}^l = Y^l$ if $R^k$ is equal to $R^l$, and $\check{Y}^l < Y^l$ if $R^k$ is a proper subset of $R^l$.
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Now, let us show that $Y^k \leq \tilde{Y}^l$.

$$\tilde{Y}^l = \frac{\sum_{r \in R^k} x_r^l c_r(x_r)}{\sum_{r \in R^k} x_r^l}$$

$$= \frac{\sum_{r \in R^k} x_r^k c_r(x_r) + \sum_{r \in R^k} (x_r^l - x_r^k) c_r(x_r)}{\sum_{r \in R^k} x_r^k + \sum_{r \in R^k} (x_r^l - x_r^k)}$$

$$= \frac{Y^k T^k + \sum_{r \in R^k} (x_r^l - x_r^k) c_r(x_r)}{T^k + \sum_{r \in R^k} (x_r^l - x_r^k)}.$$  

It follows from (iii) that, for all $r$ in $R^k$, $x_r^l - x_r^k > 0$. The relation $Y^k \leq \tilde{Y}^l$ is thus equivalent to the inequality

$$Y^k \leq \frac{\sum_{r \in R^k} (x_r^l - x_r^k) c_r(x_r)}{\sum_{r \in R^k} (x_r^l - x_r^k)}.$$  

(3.1)

For $r$ in $R^k$, $x_r^l - x_r^k = (\hat{c} - \hat{c})/c_r'(x_r)$ and $c_r(x_r) = \hat{c} - x_r^k c_r'(x_r)$. Inequality (3.1) can thus be written as

$$\frac{\sum_{r \in R^k} x_r^k c_r(x_r)}{\sum_{r \in R^k} x_r^k} \leq \frac{\sum_{r \in R^k} c_r(x_r) ((\hat{c} - \hat{c})/c_r'(x_r))}{\sum_{r \in R^k} (\hat{c} - \hat{c})/c_r'(x_r)} = \frac{\sum_{r \in R^k} c_r(x_r)/c_r'(x_r)}{\sum_{r \in R^k} 1/c_r'(x_r)}$$

$$\iff \sum_{r \in R^k} x_r^k c_r(x_r) \sum_{r \in R^k} \frac{1}{c_r'(x_r)} \leq \sum_{r \in R^k} x_r^k \sum_{r \in R^k} c_r(x_r) c_r'(x_r)$$

$$\iff \sum_{r \in R^k} x_r^k (\hat{c} - x_r^k c_r'(x_r)) \sum_{r \in R^k} \frac{1}{c_r'(x_r)} \leq \sum_{r \in R^k} x_r^k \sum_{r \in R^k} \frac{\hat{c} - x_r^k c_r'(x_r)}{c_r'(x_r)}$$

$$\iff \sum_{r \in R^k} \left( x_r^k \right)^{2} c_r'(x_r) \sum_{r \in R^k} \frac{1}{c_r'(x_r)} \geq \left( \sum_{r \in R^k} x_r^k \right)^2.$$  

(3.2)

Inequality (3.2) follows from Cauchy-Schwarz inequality. Furthermore, the equality holds (or, equivalently, $Y^k = \tilde{Y}^l$) if, and only if, $x_r^k c_r'(x_r)$ is constant for all $r$ in $R^k$. When this is the case, $c_r(x_r) = \hat{c} - x_r^k c_r'(x_r)$ is also a constant for all $r$ in $R^k$. According to Lemma 3.2 (iii), this constant must be equal to $\hat{c}^0$.

The relations $Y^k(x) \leq \tilde{Y}^l(x) \leq Y^l(x)$ is now established. Suppose, moreover, that $Y^k(x) = Y^l(x)$. On the one hand, $\tilde{Y}^l(x) = Y^l(x)$, implying that $R^k = R^l$. On the other hand, $Y^k(x) = \tilde{Y}^l(x)$, implying that every arc in $R^k$ costs $\hat{c}^0$.

Suppose that $T^k = T^l$. The result follows directly from (iii). \hfill \Box

**Remark 3.** (i) and (iii) of Lemma 3.3 were also proven by Orda, Rom and Shimkin [9] with another formulation for atomic splittable games. Lemma 1 in [9] claims that, at the NE, if $x_s^k < x_s^l$ for some arc $r$, then $x_s^k \leq x_s^l$ for all arc $s$, and the inequality is strict if $x_s^k > 0$.

The following corollary of Lemma 3.3 shows that the behavior of a coalition at the CE is specified by its weight.

**Corollary 3.4.** Two coalitions send the same weight on every arc if, and only if, they have the same weight. In this case, they have the same average cost.

### 4 Comparison between CE and WE

The previous section was contributed to the basic properties of the CE $x$ of the game $\Gamma(R, c, T)$. This section will compare it with the WE $w = (w_r)_{r \in R}$ of the corresponding nonatomic game.
Proof.

(i) As for the individuals, for all \( w \) and \( s \), the following theorem compares the equilibrium costs at \( w \) and \( s \).

(ii) The individuals take the arcs of the lowest cost at \( w \). The equilibrium cost at \( w \) is denoted by \( \Gamma(R, c) \). The equilibrium cost at \( w \) is denoted by \( W \). One says that \( x \) induces \( w \) if \( x^' = w \), i.e. \( x_r = w_r \) for all \( r \in R \).

Following Hayrapetyan, Tardos and Wexler [7], let \( R_- = \{ r \in R \mid x_r < w_r \} \), \( R_+ = \{ r \in R \mid x_r > w_r \} \) and \( R_J = \{ r \in R \mid x_r = w_r \} \) be, respectively, the set of underloaded arcs, the set of overloaded arcs and the set of justly-loaded arcs.

Lemma 4.1. If \( x \) does not induce \( w \), then the following are true.

1. For all \( s \in R_- \) and for all \( r \in R_+ \), \( c_s(x_s) < W \). Consequently, \( Y(x) < W \).

2. \( R^0 \subset R_- \), i.e. for all \( r \in R \), if \( x_r > 0 \), then \( x_r < w_r \).

3. \( R_+ \subset R^1 \), i.e. for all \( r \in R \), if \( x_r > w_r \), then \( x_r > 0 \).

Proof. (i) As \( x' \neq w \), both \( R_- \) and \( R_+ \) are nonempty. Take \( s \in R_- \) and \( r \in R_+ \), then \( w_s > x_s \geq 0 \) and \( w_r < x_r \). In particular, \( w_s > 0 \), which implies that \( s \) is used at the WE. Then, \( c_s(x_s) < c_s(w_s) = W \leq c_r(w_r) < c_r(x_r) \).

(ii) The individuals take the arcs of the lowest cost at \( x \). According to (i), these arcs must be in \( R_- \), hence \( R^0 \subset R_- \).

(iii) For all \( r \in R_+ \), since \( x_r > w_r \geq 0 \), \( r \) is used at \( x \). According to Lemma 3.2 and Lemma 3.3, it is used by the largest coalition, coalition 1. Thus, \( R_+ \subset R^1 \).

The following theorem compares the equilibrium costs at \( x \) with the equilibrium cost at \( w \).

Theorem 4.2. If \( x \) does not induce \( w \), then \( Y^0(x) < W \) and \( Y^k(x) < W \) for each coalition \( k \). Consequently, \( Y(x) < W \).

Proof. For the individuals, for all \( r \in R^0 \), \( c_r(x_r) = Y^0(x) \). Lemma 4.1(ii) implies that \( r \) is in \( R_- \), and Lemma 4.1(i) shows that \( c_r(x_r) < W \).

For the coalitions, it is enough to show that \( Y^1(x) < W \) for the largest coalition, coalition 1. Once this is proven, the remaining results follow from Lemma 3.3.

Let us define an auxiliary flow \( z \) in \( F \), such that it induces \( w \) and satisfies the following conditions.

\[
\begin{align*}
  z^k_r &= \begin{cases} 
  x^k_r, & k \in K \setminus \{1\}, \ r \in R_- , \\
  x^0_r, & k \in K \setminus \{1\}, \ r \in R_+ , \\
  x^0_r, & k = 0 \text{ or } k \in K, \ r \in R_J .
  \end{cases}
\end{align*}
\]

For example, one can define, for all \( k \in K \) and \( r \in R_+ \), \( z^k_r = x^k_r - d^k_r \), where \( d^k_r = (x_r - w_r) x^k_r / \sum_{l \in K} x^l_r \), while for all \( r \in R_- \), \( z^k_r = x^k_r + d^k_r \), where \( d^k_r = (w_r - x_r) \sum_{l \in R_+} d^k_l / \sum_{s \in R_-} (w_s - x_s) \). The above conditions are satisfied due to Lemma 4.1(iii).

Let us define another auxiliary flow \( y \) in \( F \) as follows. For all \( r \in R \),

\[
y^k_r = \begin{cases} 
  z^k_r, & \text{if } k \neq 1, \\
  x^1_r, & \text{if } k = 1.
  \end{cases}
\]

In other words, at \( y \), the individuals and all coalitions, except coalition 1, behave like at \( w \), while coalition 1 behaves like at \( x \). Let us show that \( u^1(x) \leq u^1(y) < u^1(z) \).

Some preliminary results are needed.

For all \( s \in R_- \) and for all \( r \in R_+ \),
i) \( y_s \geq x_s \), because \( y_s - x_s = \sum_{k \in \{1\}} z_s^k - x_s^k \geq 0 \).

ii) \( x_r \geq y_r \), because \( x_r - y_r = \sum_{k \in \{1\}} x_r^k - \frac{y_r}{T_r} \geq 0 \).

iii) By Lemma 4.1(iii), coalition 1 takes arc \( r \). Thus,

\[
c_r(x_r) + x_r^1 c_r'(x_r) = \hat{c}(x) \leq c_s(x_s) + x_s^1 c_s'(x_s).
\]  

(4.1)

Moreover, due to Assumption 1, for all \( 0 < x < x_r \) and \( y > 0 \),

\[
c_r(x_r - x) + (x_r - x) c_r'(x_r - x) < \hat{c}(x) < c_s(x_s + y) + (x_s^1 + y) c_s'(x_s + y).
\]  

(4.2)

Finally, \( c_s(x_s) < c_r(x_r) \) by Lemma 4.1(i). Then, it follows from (4.1) that \( x_s^1 c_s'(x_s) < x_r^1 c_r'(x_r) \).

Let \( B \) be a constant such that \( \max_{s \in \mathcal{R}_+} \{ x_s^1 c_s'(x_s) \} \leq B \leq \min_{t \in \mathcal{R}_-} \{ x_t^1 c_t'(x_t) \} \). Then, by Assumption 1, for all \( x \) and \( y \) such that \( 0 \leq x < x_r \) and \( y > x_s \),

\[
x_r^1 c_r'(x) \leq B \leq x_s^1 c_s'(y).
\]  

(4.3)

Now, let us show that \( u^1(x) \leq u^1(y) < u^1(z) \).

\[
u^1(y) - u^1(x) = \sum_{r \in \mathcal{R}} y_r c_r(y_r) - \sum_{r \in \mathcal{R}} x_r^1 c_r(x_r) = \sum_{r \in \mathcal{R}} x_r^1 c_r(y_r) - \sum_{r \in \mathcal{R}} x_r^1 c_r(x_r)
\]

\[
= \sum_{s \in \mathcal{R}_-} \int_{x_s}^{y_s} x_s^1 c_s'(x) \, dx - \sum_{r \in \mathcal{R}_+} \int_{y_r}^{x_r} x_r^1 c_r'(x) \, dx
\]

\[
\geq \sum_{s \in \mathcal{R}_-} (y_s - x_s) B - \sum_{r \in \mathcal{R}_-} (x_r - y_r) B = \sum_{r \in \mathcal{R}_-} (y_s - x_s) B - \sum_{r \in \mathcal{R}_-} (x_r - y_r) B = 0.
\]

The inequality above is due to (4.3) and the fact that \( y_s \geq x_s \) for all \( s \) in \( \mathcal{R}_- \) and \( x_r \geq y_r \) for all \( r \) in \( \mathcal{R}_+ \).

\[
u^1(z) - u^1(y) = \sum_{r \in \mathcal{R}} z_r^1 c_r(w_r) - \sum_{r \in \mathcal{R}} y_r c_r(y_r) = \sum_{r \in \mathcal{R}} z_r^1 c_r(w_r) - \sum_{r \in \mathcal{R}} x_r^1 c_r(w_r - z_r^1 + x_r^1)
\]

\[
= \sum_{s \in \mathcal{R}_-} \int_{x_s}^{z_s} \frac{\partial}{\partial x} \left[ x c_s(w_s - z_s^1 + x) \right] \, dx - \sum_{r \in \mathcal{R}_+} \int_{z_r^1}^{x_r} \frac{\partial}{\partial x} \left[ x c_r(w_r - z_r^1 + x) \right] \, dx
\]

\[
= \sum_{s \in \mathcal{R}_-} \int_{x_s}^{z_s} \left[ c_s(w_s - z_s^1 + x) + xc_s'(w_s - z_s^1 + x) \right] \, dx
\]

\[
- \sum_{r \in \mathcal{R}_+} \int_{z_r^1}^{x_r} \left[ c_r(w_r - z_r^1 + x) + xc_r'(w_r - z_r^1 + x) \right] \, dx
\]

\[
\geq \sum_{s \in \mathcal{R}_-} \int_{x_s}^{z_s} \left[ c_s(x_s - x_s^1 + x) + xc_s'(x_s - x_s^1 + x) \right] \, dx
\]

\[
- \sum_{r \in \mathcal{R}_+} \int_{z_r^1}^{x_r} \left[ c_r(x_r - x_r^1 + x) + xc_r'(x_r - x_r^1 + x) \right] \, dx
\]

\[
\geq \sum_{s \in \mathcal{R}_-} (z_s^1 - x_s^1) \hat{c}(x) - \sum_{r \in \mathcal{R}_+} (x_r^1 - z_r^1) \hat{c}(x)
\]

\[
= \sum_{r \in \mathcal{R}_-} (z_r^1 - x_r^1) \hat{c}(x) = (T^1 - T^1) \hat{c}(x) = 0.
\]  

(4.4)
Inequality (4.4) is due to the following facts which follow immediately from the definition of $z$. For $s$ in $\mathcal{R}_-$, $z^1_s > x^1_s$ and $w_s - z^1_s \geq x_s - x^1_s$, while for $r$ in $\mathcal{R}_+$, $x^1_r > z^1_r$ and $x_r - x^1_r \geq w_r - z^1_r$. Inequality (4.5) is due to (4.2).

Thus, one has proved that $u^1(x) < u^1(z)$ or, equivalently, $Y^1(x) < Y^1(z)$. Besides, since $z$ induces $w$, every arc used at $z$ costs $W$. In consequence, $Y^1(z) = W$, which completes the proof. 

Remark 4. Cominetti, Correa and Stier-Moses [3, Corollary 4.1] proved that, if the cost functions are non-decreasing, convex and differentiable, and the atomic splittable players are identical, then the social cost at any NE in an atomic splittable game is lower than that at the corresponding WE. Hayrapetyan, Tardos and Wexler [7, Theorem 2.3] proved that, in a two-terminal parallel-arc network, if the cost functions are non-decreasing, convex and differentiable, then the social cost at any NE in an atomic splittable game is lower than that at the corresponding WE. In this work, stronger convexity conditions on the cost functions allow to prove that not only the social average cost, but also the average cost to any coalition and the individuals’ cost are lower at the CE than at the WE.

Remark 5. Cominetti, Correa and Stier-Moses [3, §2.1] provided an example where two groups of individuals have different origin/destination pairs. They showed that, when one of the two groups forms a coalition, both the social cost and the average cost to this coalition are increased. This implies that further studies are needed for more general cases where the network is not two-terminal parallel-arc type.

5 Impact of the composition of the population on the CE costs

This section focuses on the relation between the costs at the CE and the composition of the set of the players, i.e. its partition into coalitions and individuals. In the first part, one considers a unique coalition of weight $T \in [0, 1]$, and studies the variation of the coalition’s cost and the remaining individuals’ cost with respect to $T$. In the second part, for a general composition of the set of the players, one shows that, whenever a coalition decreases, i.e. some of its members become individuals, the individuals’ cost is increased.

5.1 CE costs as functions of the size of the unique coalition

Suppose that a unique coalition of weight $T \in [0, 1]$ is formed. Every horizontal line in Figure 1 represents a composition of the set of the players: the unique coalition is presented by the plain part on the left, and the individuals by the dashed part on the right. From bottom to top, the unique coalition decreases. The top (dashed) line stands for the WE $w$, the bottom (plain) line stands for the social optimum, and any horizontal line between them stands for the CE of a one-coalition composite game.

Lemma 5.1. There exists a number $\bar{T}$ in $[0, 1]$ such that the CE in $\Gamma(\mathcal{R}, c, (1 - T; T))$ induces $w$ if, and only if, $T \leq \bar{T}$.

Proof. Let $\mathcal{R}_a = \{r \in \mathcal{R} \mid w_r > 0\}$ be the set of used arcs at $w$, and $\mathcal{R}_i = \mathcal{R} \setminus \mathcal{R}_a = \{r \in \mathcal{R} \mid w_r = 0\}$ the set of unused arcs, which may be empty. Set $A = \sum_{r \in \mathcal{R}_a} \frac{1}{c_r'(w_r)}$. Then, the following constant

$$\bar{T} = \min \left\{ \min_{r \in \mathcal{R}_a} w_r c'_r(w_r) A, \min_{r \in \mathcal{R}_i} (c_r(0) - W) A \right\}, \quad (5.1)$$

is the threshold. This can be proven in two cases.
which implies that there exists an arc of the players join the coalition, the coalition changes actually nothing in the game equilibrium.

Example 1. There are two parallel arcs $r_1$ and $r_2$, whose cost functions are, respectively, $c_1(x) = x + 10$ and $c_2(x) = 10x + 1$. A computation shows that the threshold is $T = \frac{1}{10}$. If less than one tenth of the players join the coalition, the coalition changes actually nothing in the game equilibrium.

Figure 1: Composition of the players
Theorem 5.2. Let $\bar{T}$ be defined by (5.1). The individuals’ cost $Y^0(T)$, the average cost to the unique coalition $Y^1(T)$, and the social cost $Y(T)$ in $\Gamma(R, c, (1 – T; T))$ have the following properties.

1. For $T \in [0, \bar{T}]$, $Y^0(T) = Y^1(T) = Y(T) = W$.
2. For $T \in (\bar{T}, 1]$, $Y^0(T) < Y^1(T) < W$, $Y(T) < W$. In particular, $Y^1(1) < Y^0(0) = W$.
3. $Y^0(T), Y^1(T)$ and $Y(T)$ are all strictly decreasing with respect to $T$ on $[\bar{T}, 1]$.

Proof. First, notice that $Y^1(T)$ is not defined for $T = 0$, and that $Y^0(T)$ is not defined for $T = 1$. However, as the cost functions satisfy Assumptions 1, one can extend $Y^1(T)$ to $T = 0$ and $Y^0(T)$ to $T = 1$ without difficulty.

(i) See Lemma 5.1.

(ii) According to Lemma 5.1, when $\bar{T} < T \leq 1$, the CE does not induce $w$. Therefore, according to Lemma 3.2(iii) and Theorem 4.2, $Y^0(T) \leq Y^1(T) < W$. It remains to show that $Y^0(T) < Y^1(T)$.

Suppose that $Y^0(T) = Y^1(T)$. Then, $Y^0(T) = Y^1(T) = Y(T)$ by Lemma 3.2, where $Y^1(T)$ is the lowest cost of the arcs used by the coalition. This means that every arc used by the coalition has the lowest cost $Y^0(T)$. Therefore, the CE does induce $w$, a contradiction.

(iii) Suppose that $\bar{T} < S < T \leq 1$. Let $x = (x^0, x^1)$ and $y = (y^0, y^1)$ be, respectively, the CE of the game $\Gamma(R, c, (1 – T; T))$ and that of the game $\Gamma(R, c, (1 – S; S))$. The other notations are as listed at the beginning of Section 3.

Let $\mathcal{R}_-$ be the set of underloaded or justly-loaded arcs, and $\mathcal{R}_+ = \mathcal{R} \setminus \mathcal{R}_-$ be the set of overloaded arcs. In other words,

$$\mathcal{R}_- = \{ r \in \mathcal{R} | y_r \leq x_r \}, \quad \mathcal{R}_+ = \{ r \in \mathcal{R} | y_r > x_r \}.$$

If $\mathcal{R}_+ = \emptyset$, then $x' = y'$, i.e. $x_r = y_r$ for all $r \in \mathcal{R}$. Let us prove that this is impossible.

Define $\mathcal{R}^b = \{ r \in \mathcal{R} | c_r(x_r) = c^0(x) \}$ and $\mathcal{R}^d = \{ r \in \mathcal{R} | x_r > 0, c_r(x_r) > c^0(x) \}$. Then, for all $r \in \mathcal{R}^b, x_r^0 = 0$. As $T > S > \bar{T}$, according to (ii), $x$ and $y$ do not induce $w$. Therefore, $\mathcal{R}^d$ is nonempty.

For all $r \in \mathcal{R}^b, c_r(y_r) = c_r(x_r) = c^0(x)$ while, for all $r \in \mathcal{R}^d, c_r(y_r) = c_r(x_r) > c^0(x)$. Hence, $c^0(x)$ is the minimal arc cost at $y$. One deduces that $c^0(y) = c^0(x)$ and, for all $r \in \mathcal{R}^d, y_r^0 = 0, y_r^1 = y_r = x_r$.

On the one hand, $\hat{c}^1(x)$ and $\hat{c}^1(y)$ are both equal to $c_r(x_r) + x_r c'_r(x_r)$ for all $r \in \mathcal{R}^d$. On the other hand, for all $r \in \mathcal{R}^b$, as $\hat{c}^1(x) = c_r(x_r) + x_r c'_r(x_r)$ and $\hat{c}^1(y) = c_r(x_r) + y_r c'_r(x_r)$, it follows from $\hat{c}^1(x) = \hat{c}^1(y)$ that $x_r^1 = y_r^1$. Therefore, $T = \sum_{r \in \mathcal{R}^b} x_r^1 + \sum_{r \in \mathcal{R}^d} x_r = \sum_{r \in \mathcal{R}^b} y_r^1 + \sum_{r \in \mathcal{R}^d} y_r = S$, a contradiction. Hence, $\mathcal{R}_+ \neq \emptyset$, and there exists some $r \in \mathcal{R}_-$ such that $y_r < x_r$.

Now, we will show that $Y^0(T) < Y^0(S), Y^1(T) < Y^1(S)$ and $Y(T) < Y(S)$ in eight steps.

(a) Let us prove that there exists some $s \in \mathcal{R}_+$ such that $y_s^0 > 0$.

If for all $s \in \mathcal{R}_+, y_s^0 = 0$, then $y_s^1 = y_s > x_s \geq x_s^1$ and, consequently, $\hat{c}^1(y) = c_s(y_s) + y_s c'_s(y_s) > c_s(x_s) + x_s c'_s(x_s) = \hat{c}^1(x)$. Moreover, $\sum_{s \in \mathcal{R}_+} y_s^1 > \sum_{s \in \mathcal{R}_+} x_s^1$. But $\sum_{s \in \mathcal{R}} y_r^1 = S < T = \sum_{s \in \mathcal{R}} x_s^1$. Therefore, $\sum_{s \in \mathcal{R}_-} y_s^1 < \sum_{s \in \mathcal{R}_-} x_s^1$. In particular, there exists some $r \in \mathcal{R}_-$ such that $y_r^1 < x_r^1$. Since $y_r \leq x_r$, $\hat{c}^1(y) \leq c_r(y_r) + y_r c'_r(y_r) < c_r(x_r) + x_r c'_r(x_r) = \hat{c}^1(x)$, a contradiction.

(b) Let us show that $\hat{c}^0(y) > \hat{c}^0(x)$.

Choose the previous $s \in \mathcal{R}_+$ with $y_s^0 > 0$, and recall that $y_s > x_s$. Then, $Y^0(S) = c^0(y) = c_s(y_s) > c_s(x_s) \geq c^0(x) = Y^0(T)$. One deduces that $Y^0(T)$ is strictly decreasing in $T$ on $[\bar{T}, 1]$.

(c) For all $r \in \mathcal{R}_-, x_r = 0$, because $y_r \leq x_r$ and, consequently, $c_r(x_r) \geq c_r(y_r) \geq c^0(y) > c^0(x)$.

(d) Let us show that $\hat{c}^1(y) < \hat{c}^1(x)$.
Recall that there exists \( r \in \mathcal{R}_- \) such that \( y_r < x_r \). Then, \( y_r^1 \leq y_r < x_r \), and \( x_r^1 = x_r \) according to (c). Therefore, \( \hat{c}^1(y) \leq c_r(y_r) + y_r^1c'(y_r) < c_r(x_r) + x_r^1c'(x_r) = \hat{c}^1(x) \).

(e) One can show that, for all \( s \in \mathcal{R}_+ \), \( y_s^1 < x_s^1 \) and, consequently, \( y_s^1 > 0 \), \( x_s^1 > 0 \).

Indeed, for all \( s \in \mathcal{R}_+ \), \( y_s > x_s \geq 0 \), hence \( y_s^1 > 0 \). If there exists some \( s \in \mathcal{R}_+ \) such that \( y_s^1 \geq x_s^1 \), then \( \hat{c}^1(y) = c_s(y_s) + y_s^1c'(y_s) > c_s(x_s) + x_s^1c'(x_s) \geq \hat{c}^1(x) \), i.e. \( \hat{c}^1(y) > \hat{c}^1(x) \). This contradicts (d).

It follows from the fact that \( y_s > x_s \), \( y_s^0 > x_s^0 \geq 0 \). Besides, \( x_s^1 > y_s^1 \geq 0 \).

(f) For all \( r \in \mathcal{R}_- \) and \( s \in \mathcal{R}_+ \), \( c_r(x_r) > c_s(x_s) \), because \( c_r(x_r) \geq c_r(y_r) \geq c^0(y) = c_s(y_s) > c_s(x_s) \).

(g) Let us define an auxiliary flow \( z \) in the game \( \Gamma(\mathcal{R}, \mathbf{c}, (1 - T; T)) \) by

\[
\begin{align*}
    z_s^1 &= y_s - x_s^0, \quad z_s^0 = x_s^0, \quad s \in \mathcal{R}_+; \\
    z_r^1 &= y_r, \quad z_r^0 = 0, \quad r \in \mathcal{R}_-.
\end{align*}
\]

Clearly, \( z' = y' \), i.e. for all \( r \in \mathcal{R}_- \), \( z_r = y_r \), and

\[
\begin{align*}
    x_s^1 &< z_s^1 \leq y_s, \quad z_s^0 = x_s^0, \quad s \in \mathcal{R}_+, \\
    x_r^1 &\leq z_r \leq x_r^1, \quad z_r^0 = x_r^0, \quad r \in \mathcal{R}_-.
\end{align*}
\]

Now, we are ready to prove that the total cost to the coalition of weight \( T \) at \( z \) is higher than that at \( x \), i.e. \( u^T(z') > u^T(x) \) (the subscript \( T \) is added to stress the weight of the coalition in question). Indeed, since for all \( s \in \mathcal{R}_+ \) and for all \( r \in \mathcal{R}_- \) such that \( x_r > 0 \),

\[
\hat{c}^1(x) = c_s(x_s) + x_s^1c'(x_s) = c_r(x_r) + x_r^1c'(x_r),
\]

one deduces that, for all \( s \in \mathcal{R}_+ \), \( r \in \mathcal{R}_- \) such that \( x_r > 0 \), and for all \( x > x_s^1 \) and \( y \) such that \( 0 \leq y \leq x_r^1 \),

\[
c_s(x + x_s^0) + x_c'(x + x_s^0) > \hat{c}^1(x) \geq c_r(y) + y_c'(y).
\]

Then

\[
u^T_T(z) - u^T_T(x) = \sum_{s \in \mathcal{R}_+} \left[ z_s^1c_s(z_s) - x_s^1c_s(x_s) \right] - \sum_{r \in \mathcal{R}_-} \left[ x_r^1c_r(x_r) - z_r^1c_r(z_r) \right]
\]

\[
= \sum_{s \in \mathcal{R}_+} \int_{x_s^0}^{x_s^1} \frac{\partial}{\partial x} \left[x_c(x + x_s^0)\right]dx - \sum_{r \in \mathcal{R}_-} \int_{z_r^0}^{x_r^1} \frac{\partial}{\partial x} \left[x_c(x)\right]dx
\]

\[
= \sum_{s \in \mathcal{R}_+} \int_{x_s^0}^{x_s^1} \left[c_s(x + x_s^0) + x_c'(x + x_s^0)\right]dx - \sum_{r \in \mathcal{R}_-} \int_{z_r^0}^{x_r^1} \left[c_r(x) + x_c'(x)\right]dx
\]

\[
> \sum_{s \in \mathcal{R}_+} \left(z_s^1 - x_s^1\right) \hat{c}^1(x) - \sum_{r \in \mathcal{R}_-} \left(x_r^1 - z_r^1\right) \hat{c}^1(x) = \sum_{r \in \mathcal{R}_-} \left(x_r^1 - x_r^1\right) \hat{c}^1(x) = (T - T) \hat{c}^1(x) = 0
\]

The inequality above is due to (5.3).

Next, notice the following three facts.

1) For all \( r \in \mathcal{R}_- \), \( z_r = y_r \) by the definition of \( z \).

2) For all \( s \in \mathcal{R}_+ \), \( c_s(y_s) = c^0(y) \) by (e), and

3) For all \( r \in \mathcal{R}_- \), either \( z^1_r = y_r = y_r^1 \) or \( z^1_r = y_r > y_r^1 \). In the second case, \( y_r^0 > 0 \), which implies that \( c_r(y_r) = c^0(y) \).
These facts induce the relation between the total cost to the coalition of weight \( T \) at \( z \) and the total cost to the coalition of weight \( S \) at \( y \).

\[
u_T^1(z) = \sum_{s \in \mathcal{R}_+} z_s^1 c_s(z_s) + \sum_{r \in \mathcal{R}_-} z_r^1 c_r(z_r)
\]

\[
= \sum_{s \in \mathcal{R}_+} [y_s^1 + (z_s^1 - y_s^1)] c_s(z_s) + \sum_{r \in \mathcal{R}_-} [y_r^1 + (z_r^1 - y_r^1)] c_r(z_r)
\]

\[
= \sum_{s \in \mathcal{R}_+} y_s^1 c_s(y_s) + \sum_{r \in \mathcal{R}_-} y_r^1 c_r(y_r) + \sum_{s \in \mathcal{R}_+} (z_s^1 - y_s^1) c_s(y_s) + \sum_{r \in \mathcal{R}_-} (z_r^1 - y_r^1) c_r(y_r)
\]

\[
= u_S^1(y) + \sum_{r \in \mathcal{R}} (z_r^1 - y_r^1) c^0(y)
\]

\[
= u_S^1(y) + (T - S) c^0(y) = S \cdot Y^1(S) + (T - S) c^0(y).
\]

Recall that \( u_T^1(z) > u_T^1(x) \). Then,

\[
T \cdot Y^1(T) = u_T^1(x) < u_T^1(z) = S \cdot Y^1(S) + (T - S) c^0(y). \tag{5.4}
\]

This implies that \( Y^1(S) > Y^1(T) \). Because, otherwise, according to (ii), \( Y^0(S) = c^0(y) < Y^1(S) \). Then,

\[
S \cdot Y^1(S) + (T - S) c^0(y) < T \cdot Y^1(S) \leq T \cdot Y^1(T),
\]

which contradicts (5.4).

Therefore, \( Y^1(S) > Y^1(T) \). One deduces that \( Y^1(T) \) is strictly decreasing in \( T \) on \([\hat{T}, 1]\).

(h) Finally, let us prove that \( Y(S) > Y(T) \), i.e. the social cost at \( y \) is higher than at \( x \). In other words, \( Y(T) \) is strictly decreasing in \( T \) on \([\hat{T}, 1]\).

Indeed, (5.2) implies that, for all \( s \in \mathcal{R}_+ \) and \( r \in \mathcal{R}_- \) such that \( x_r > 0 \),

\[
\frac{\partial}{\partial v} c_s(x_s) + x_s \frac{\partial}{\partial u} c_s(x_s) \geq \hat{c}^1(x) \geq c_r(x_r) + x_r \frac{\partial}{\partial v} c_r(x_r).
\]

Then, for all \( s \in \mathcal{R}_+ \) and \( r \in \mathcal{R}_- \) such that \( x_r > 0 \), for all \( u > x_s \) and \( v \) such that \( 0 \leq v \leq x_r \),

\[
c_s(u) + u \frac{\partial}{\partial u} c_s(u) > \hat{c}^1(x) \geq c_r(v) + v \frac{\partial}{\partial v} c_r(v). \tag{5.5}
\]

Thus,

\[
Y(S) - Y(T) = \sum_{s \in \mathcal{R}_+} [y_s c_s(y_s) - x_s c_s(x_s)] - \sum_{r \in \mathcal{R}_-} [x_r c_r(x_r) - y_r c_r(y_r)]
\]

\[
= \sum_{s \in \mathcal{R}_+} \int_{x_s}^{y_s} \frac{\partial}{\partial u} c_s(u) \, du - \sum_{r \in \mathcal{R}_-} \int_{y_r}^{x_r} \frac{\partial}{\partial v} c_r(v) \, dv
\]

\[
= \int_{x_s}^{y_s} [c_s(u) + u \frac{\partial}{\partial u} c_s(u)] \, du - \sum_{r \in \mathcal{R}_-} \int_{y_r}^{x_r} [c_r(v) + v \frac{\partial}{\partial v} c_r(v)] \, dv
\]

\[
> \sum_{s \in \mathcal{R}_+} (y_s - x_s) \hat{c}^1(x) - \sum_{r \in \mathcal{R}_-} (x_r - y_r) \hat{c}^1(x) = 0,
\]

where the inequality is due to (5.5). \( \square \)
5.2 Individuals’ cost and the composition of the players

The previous results can be partially extended to the multiple coalitions case. Consider the following two composite games.

\[
\Gamma_0 = \Gamma(\mathcal{R}, c, T), \quad T = (T^d; T^1, \ldots, T^K),
\]

\[
\Gamma_1 = \Gamma(\mathcal{R}, c, T'), \quad T' = (T^d + \delta T; T^1, \ldots, T^{d-1}, T^d - \delta T, T^{d+1}, \ldots, T^K),
\]

with \(K \geq 1, 1 \leq l \leq K\) and \(0 < \delta T < T^d\). Profile \(T'\) can be seen as obtained by \(T\) after the withdrawal from coalition \(l\) of a group of members of total weight \(\delta T\) who become individuals. Let \(x\) and \(y\) be, respectively, the CE of the game \(\Gamma_0\) and that of the game \(\Gamma_1\). The other notations are as before.

The following theorem shows that the individuals’ cost is (weakly) higher at the CE in the game \(\Gamma_1\) than in the game \(\Gamma_0\).

**Theorem 5.3.** \(c^0(x) \leq c^0(y)\).

**Proof.** Since the case \(K = 1\) is proven in Theorem 5.2, only the case \(K > 2\) is treated here.

First, define two sets of arcs \(\mathcal{R}_- = \{r \in \mathcal{R} | y_r \leq x_r\}\) and \(\mathcal{R}_+ = \mathcal{R} \setminus \mathcal{R}_- = \{r \in \mathcal{R} | y_r > x_r\}\).

If \(\mathcal{R}_+ = \emptyset\), then \(x' = y'\) and \(c^0(x) = c^0(y)\).

If \(\mathcal{R}_+ \neq \emptyset\), let us first prove that, for all \(k \in \mathcal{K} \setminus \{l\}\), \(\sum_{r \in \mathcal{R}_-} y_r^k \geq \sum_{r \in \mathcal{R}_-} x_r^k\).

Suppose that \(\sum_{r \in \mathcal{R}_-} y_r^k \leq \sum_{r \in \mathcal{R}_-} x_r^k\) and, consequently, \(\sum_{s \in \mathcal{R}_+} y_s^k \geq \sum_{s \in \mathcal{R}_+} x_s^k\). Therefore, there is an arc \(r \in \mathcal{R}_-\) and an arc \(s \in \mathcal{R}_+)\) such that \(y_s^k \leq x_s^k\) and \(y_r^k \geq x_r^k\).

For all such \(r\) and \(s\), if \(x_r^k > 0\) and \(y_s^k > 0\), then \(\hat{c}^k(x) \leq c_r(y_r) + y_r^k c_r'(y_r) \leq c_r(x_r) + x_r^k c_r'(x_r) = \hat{c}^k(x) \leq c_s(x_s) + x_s^k c_s'(x_s) < c_s(y_s) + y_s^k c_s'(y_s) = \hat{c}^k(y)\), a contradiction. In consequence, either \(y_r^k = x_r^k = 0\) or \(y_s^k = x_s^k = 0\). For this to be true, there can be two cases.

**Case 1.** For all \(s \in \mathcal{R}_+\) such that \(y_s^k \geq x_s^k, y_s^k = x_s^k = 0\). Then, there is no \(s \in \mathcal{R}_+\) such that \(y_s^k < x_s^k\) because, otherwise, \(\sum_{s \in \mathcal{R}_+} y_s^k < \sum_{s \in \mathcal{R}_+} x_s^k\), which contradicts the hypothesis that \(\sum_{r \in \mathcal{R}_-} y_r^k \leq \sum_{r \in \mathcal{R}_-} x_r^k\). Thus, for all \(s \in \mathcal{R}_+, y_s^k = x_s^k = 0\) and, consequently, \(\sum_{r \in \mathcal{R}_-} y_r^k = \sum_{r \in \mathcal{R}_-} x_r^k = T^k\).

**Case 2.** There exists some \(s \in \mathcal{R}_+\) such that \(y_s^k \geq x_s^k\) and \(y_s^k > 0\). Then, for all \(s \in \mathcal{R}_+\) such that \(y_s^k < x_s^k\) because, otherwise, \(\sum_{r \in \mathcal{R}_-} y_r^k > \sum_{r \in \mathcal{R}_-} x_r^k\), which again contradicts the hypothesis. Thus, for all \(r \in \mathcal{R}_-\), \(y_r^k = x_r^k = 0\) and, in consequence, \(\sum_{r \in \mathcal{R}_-} y_r^k = \sum_{r \in \mathcal{R}_-} x_r^k = T^k\).

Hence, \(\sum_{r \in \mathcal{R}_-} y_r^k \geq \sum_{r \in \mathcal{R}_-} x_r^k\) and, consequently, \(\sum_{s \in \mathcal{R}_+} y_s^k \leq \sum_{s \in \mathcal{R}_+} x_s^k\). Besides, the equalities hold if, and only if, \(\sum_{r \in \mathcal{R}_-} y_r^k = \sum_{r \in \mathcal{R}_-} x_r^k = T^k\) or \(0\).

Since \(\sum_{s \in \mathcal{R}_+} y_s^k > \sum_{s \in \mathcal{R}_+} x_s^k\) and \(\sum_{s \in \mathcal{R}_+} y_s^k \leq \sum_{s \in \mathcal{R}_+} x_s^k\) for all \(k \in \mathcal{K} \setminus \{l\}\), one deduces that \(\sum_{s \in \mathcal{R}_+} (y_s^k + y_s^l) > \sum_{s \in \mathcal{R}_+} (x_s^k + x_s^l) \geq 0\).

Let us show that there exists some \(t \in \mathcal{R}_+\) such that \(y_t^l > 0\). Indeed, if for all \(s \in \mathcal{R}_+, y_s^l = 0\), then \(\sum_{s \in \mathcal{R}_+} y_s^l > \sum_{s \in \mathcal{R}_+} (x_s^k + x_s^l) \geq \sum_{s \in \mathcal{R}_+} x_s^k\). Besides, \(\sum_{r \in \mathcal{R}} y_r^l = T - \delta T < T = \sum_{r \in \mathcal{R}} x_r^l\), hence \(\sum_{r \in \mathcal{R}_-} y_r^l < \sum_{r \in \mathcal{R}_-} x_r^l\). In particular, there exists \(r \in \mathcal{R}_-\) such that \(y_r^l < x_r^l\) and \(s \in \mathcal{R}_+\) such that \(y_s^l > x_s^l\. Then, \(\hat{c}^l(x) \leq c_r(y_r) + y_r^l c_r'(y_r) < c_r(x_r) + x_r^l c_r'(x_r) = \hat{c}^l(x)\), and \(\hat{c}^l(y) = c_s(x_s) + x_s^l c_s'(x_s) < c_s(y_s) + y_s^l c_s'(y_s) = \hat{c}^l(x)\), a contradiction. Thus, there exists \(t \in \mathcal{R}_+\) such that \(y_t^l > 0\) and, consequently, \(c^l(y) = c_t(y_t) > c_t(x_t) \geq c^l(x)\). \(\Box\)

However, the average cost to the coalition of weight \(T^l\) (called coalition \(l\)) in \(\Gamma_0\) is not necessarily lower than that to the coalition of weight \(T^d - \delta T\) (called coalition \(l'\)) in \(\Gamma_1\), and the former is not
necessarily lower than the average cost to the group composed of coalition \( l' \) and a set of individuals of total weight \( \delta T' \) in \( \Gamma_1 \) (the group corresponding to coalition \( l \) in \( \Gamma_0 \)). In other words, the other two results in Theorem 5.2 (iii) cannot be extended to the multiple coalitions case. Here is an example.

**Example 2.** Composite game \( \Gamma \) takes place in the same network as in Example 1, where the cost functions of arcs \( r_1 \) and \( r_2 \) are, respectively, \( c_1(x) = x + 10 \) and \( c_2(x) = 10x + 1 \). Coalition 1 has weight \( T \) with \( T \in (0, \frac{1}{3}] \); coalition 2 has weight \( \frac{1}{3} \); the total weight of the individuals is \( \frac{1}{3} - T \).

Then, the average cost to coalition 1 at the CE is \( \frac{9}{11} T \) for \( T \in (0, \frac{1}{3}] \) and \( \frac{1}{11} \) for \( T \in (\frac{1}{5}, \frac{1}{3}] \), which is constant in \( T \) on \( (0, \frac{1}{3}] \), strictly increasing on \( (\frac{1}{5}, \frac{2}{5}] \) and strictly decreasing on \( [\frac{2}{5}, \frac{1}{2}] \). Therefore, it is not always decreasing in the size of the coalition.

In consequence, it is not always decreasing in \( T \).

### 6 Asymptotic behavior of composite games

This subsection studies the asymptotic behavior of composite games, when some coalitions are fixed and the size of the others vanish.

**Definition** (Admissible sequence of composite games and its limit game). A sequence of composite games \( \{\Gamma_n\}_{n \in \mathbb{N}^*}, \) with \( \Gamma_n = (\mathcal{R}, c, T_n) \) and \( T_n = (T_n^0, T_n^1, T_n^2, \ldots, T_{n}^{K_n}) \), is called admissible if \( \{T_n\}_{n \in \mathbb{N}^*} \) satisfies the following conditions.

1. There is a constant \( L \in \mathbb{N} \), and \( L \) strictly positive constants \( \{T^1, T^2, \ldots, T^L\} \) such that \( \sum_{k=1}^{L} T^k < 1 \). For all \( n, K_n > L \), and \( T_n^i = T^i \) for \( i = 1, \ldots, L \).

2. \( \delta_n = \max_{L < k \leq K_n} T_n^k \). And \( \delta_n \to 0 \) as \( n \to \infty \).

The \( L \)-coalition composite game \( \Gamma_0 = (\mathcal{R}, c, (T^0; T^1, T^2, \ldots, T^L)) \) is called the limit game of the sequence \( \{\Gamma_n\}_{n \in \mathbb{N}^*} \), where \( T^0 = 1 - \sum_{k=1}^{L} T^k \).

**Remark 6.** Condition (i) means that there are \( L \) coalitions fixed all along the sequence \( \{\Gamma_n\}_{n \in \mathbb{N}^*} \), and the total weight of the remaining coalitions and the individuals is fixed to \( T^0 \). Condition (ii) means that the other coalitions are vanishing along the sequence and, necessarily, \( K_n \) tends to infinity.

**Notations** As before, in the game \( \Gamma_n \), \( x^* = (x^k)_{k=0}^{K_n} \) is the CE, where \( x^0 \) is the flow of the individuals, and \( x^n_k \) the flow of coalition \( k \). Besides, \( y^0(x^*_n) \) is the individuals’ cost and \( y^k(x^*_n) \) the average cost to coalition \( k \) at CE.

The aggregate flows are defined as \( x^* = (y^*_n, x^1_n, x^2_n, \ldots, x^L_n) \), where \( y^*_n = (y^r_n)_{r \in \mathcal{R}} \) and \( y^*_n = x^0_n + \sum_{k=L+1}^{K_n} x^k_n \). Thus, \( y^*_n \) is the aggregate flow of the individuals in addition to all the coalitions different from the \( L \) fixed ones. Notice that this is different from the definition of aggregate flow in the previous sections.

\[ F_n = \{x \in \mathbb{R}^{R \times (1+K_n)} | x \geq 0; \forall k = 0 \text{ or } k \in \mathcal{K}, \sum_{r \in \mathcal{R}} x_r^k = T_n^0 \} \] is the feasible flow set.

\[ F_0 = \{x \in \mathbb{R}^{R \times (1+L)} | x \geq 0; \forall k \in \mathcal{K}, \sum_{r \in \mathcal{R}} x_r^k = T^0 \} \] is the feasible aggregate flow set.

Notice that it is common to all the games in \( \{\Gamma_n\}_{n \in \mathbb{N}^*} \).

In \( \Gamma_0 \), \( x^* = (y^*, x^1, \ldots, x^L) \) is the CE, where \( y^* = x^0 \) is the flow of the individuals, and \( x^k \) the flow of coalition \( k \). \( y^0(x^*) \) is the individuals’ cost and \( y^k(x^*) \) the average cost to coalition \( k \) at CE. The feasible flow set is \( F_0 \).
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The following theorem states that the CE of $\Gamma_n$ converges to the CE of $\Gamma_0$. Hence, it justifies the name ‘limit game’.

**Theorem 6.1** (Convergence of admissible composite games). Suppose that $\{\Gamma_n\}_{n \in \mathbb{N}}$ is a sequence of admissible games satisfying Assumption 1. Let $\Gamma_0$ be its limit game. Then, $x_n^r \to x^*$ as $n \to \infty$. In particular, $Y^k(x_n^r) \to Y^k(x^*)$ for $k = 1, \ldots, L$, and $Y^k(x_n^*_{\Gamma}) \to Y^0(x^*)$ for $k = 0$ and $k > L$.

**Proof.** Let us begin by writing the variational inequality condition for the CE’s $x_n^*$ and $x^*$.

By Proposition 2.1, $x_n^*$ is the CE of $\Gamma_n$ if, and only if,

$$\langle c(x_n^*), x_n^0 - x_n^0 \rangle + \sum_{k=1}^{K_n} \langle \dot{c}^k(x_n^*), x_n^k - x_n^k \rangle \geq 0, \quad \forall x_n \in F_n, \quad (6.1)$$

and $x^*$ is the CE of $\Gamma_0$ if, and only if,

$$\langle c(x^*), y - y^* \rangle + \sum_{k=1}^{L} \langle \dot{c}^k(x^*), x^k - x_n^k \rangle \geq 0, \quad \forall x = (y, x^1, \ldots, x^L) \in F_0. \quad (6.2)$$

Due to Assumption 1, one can find a constant $M$ such that $M > \sup_{r \in \mathcal{R}, x \in [0,1]} \{|c_r'(x)|\}$. Set $\epsilon_n = 2 \delta_n M R$ so that $\epsilon_n$ tends to 0. Let us show that, for all $n$, the aggregate flow $x_n^r$ in $F_0$ satisfies

$$\langle c(x_n^r), y - y_n^* \rangle + \sum_{k=1}^{L} \langle \dot{c}^k(x_n^r), x^k - x_n^k \rangle \geq -\epsilon_n, \quad \forall x_n = (y, x^1, \ldots, x^L) \in F_0. \quad (6.3)$$

Indeed, for any $x_n = (y, x^1, \ldots, x^L) \in F_0$, one can find $x_n = (x_n^0)^{K_n}_{k=0} \in F_n$ such that

$$\begin{align*}
x_n^k &= x^k, \\
x_n^0 + \sum_{k=L+1}^{K_n} x_n^k &= y_n,r, \quad \forall r \in \mathcal{R}. \quad (6.4)
\end{align*}$$

For example, take $x_n^0 = y_n,r T^0 / T^0, x_n^k = y_n,r T^k / T^0$ for $k = L + 1, \ldots, K_n$. Then, by (6.1),

$$\begin{align*}
&\langle c(x_n^r), x_n^0 - x_n^0 \rangle + \sum_{k=1}^{K_n} \langle \dot{c}^k(x_n^r), x_n^k - x_n^k \rangle \geq 0 \\
\Rightarrow &\langle c(x_n^r), x_n^0 - x_n^0 \rangle + \sum_{k=1}^{L} \langle \dot{c}^k(x_n^r), x_n^k - x_n^k \rangle + \sum_{k=L+1}^{K_n} \langle c(x_n^r) + \dot{c}^k(x_n^r), x_n^k - x_n^k \rangle \geq 0 \\
\Rightarrow &\langle c(x_n^r), x_n^0 + \sum_{k=L+1}^{K_n} x_n^k - x_n^0 - \sum_{k=L+1}^{K_n} x_n^k \rangle + \sum_{k=1}^{L} \langle \dot{c}^k(x_n^r), x_n^k - x_n^k \rangle \\
\geq &- \sum_{k=L+1}^{K_n} \langle \dot{c}^k(x_n^r), x_n^k - x_n^k \rangle \geq - \sum_{k=L+1}^{K_n} \langle \delta_n M, x_n^k - x_n^k \rangle \\
= &- \langle \delta_n M, x_n^k - x_n^k \rangle \geq -2 \delta_n M R.
\end{align*}$$

By (6.4), this is just $\langle c(x_n^r), y - y^* \rangle + \sum_{k=1}^{L} \langle \dot{c}^k(x_n^r), x^k - x_n^k \rangle \geq -\epsilon_n$.

As $F_0$ is a compact subset of $\mathbb{R}^{\mathcal{R} \times (1+L)}$, $\{x_n^r\}_{n \in \mathbb{N}}$ in $F_0$ admits accumulation points. For any convergent subsequence of $\{x_n^r\}_{n \in \mathbb{N}}$ (which is still denoted by $\{x_n^r\}_{n \in \mathbb{N}}$ for simplicity), let
\( \mathbf{x} = (\mathbf{y}, \mathbf{x}^1, \ldots, \mathbf{x}^L) \) be its accumulation point. Let \( n \) tend to infinity in (6.3). Then, by the continuity of the marginal cost functions and the fact that \( \epsilon_n \) tends to 0,

\[
\left\langle c(\mathbf{x}^L), \mathbf{y} - \mathbf{y} \right\rangle + \sum_{k=1}^{L} \left\langle \hat{c}^k(\mathbf{x}), \mathbf{x}^k - \mathbf{x}^k \right\rangle \geq 0, \quad \forall \mathbf{x} = (\mathbf{y}, \mathbf{x}^1, \ldots, \mathbf{x}^L) \in F_0.
\]

According to (6.2), this implies that \( \mathbf{x} = \mathbf{x}^* \).

Therefore, \( \mathbf{x}^*_n \) converges to \( \mathbf{x}^* \) as \( n \) tends to infinity. This induces immediately that \( Y^k(\mathbf{x}^*_n) \) tends to \( Y^k(\mathbf{x}^*) \) for \( k = 1, \ldots, L \), and \( Y^k(\mathbf{x}^*_n) \) tends to \( Y^0(\mathbf{x}^*) \) for \( k = 0 \) and \( k > L \).

\textbf{Remark 7.} When \( T^0 = 0 \) and \( L = 0 \), Theorem 6.1 shows that the NE of an atomic splittable game with only coalitions and no individuals converges to the WE of the corresponding nonatomic game, when the coalitions split into smaller and smaller ones. This result is obtained by Haurie and Marcotte [6], but only for the case where the coalitions split into equal-size ones. Theorem 6.1 is an extension of their result in three aspects. First, the coalitions do not have equal size. Second, the games are composite. Finally, some coalitions are fixed at a nonnegligible weight.

7 Some problems for future research

This section presents some directions for further studies.

7.1 Backward induction

Consider a two-stage extensive form game with an underlying network \((\mathcal{R}, c)\) and a set of nonatomic individuals \([0, 1]\). At the first stage, the individuals are given \( K+1 \) choices \( \{s_0, s_1, \ldots, s_K\} \), where \( K \) is a fixed number in \( \mathbb{N}^* = \mathbb{N} \setminus \{0\} \). The players who choose \( s_0 \) are called individuals, and those who choose \( s_k (1 \leq k \leq K) \) are considered as members of coalition \( k \). If there are \( L \) coalitions having nonnegligible weights \((0 \leq L \leq K)\) then, at the second stage, the individuals and \( L \) coalitions play the composite routing game \( \Gamma(\mathcal{R}, c, T) \). By Lemma 3.2, the players who choose \( s_0 \) at the first stage have the lowest cost at the end. Therefore, by a backward induction, the only subgame perfect equilibrium of this two-stage game consists in having all the players choosing \( s_0 \) at the first stage.

7.2 Composition-decision games

In a two-player composition-decision game, each player is atomic with a splittable flow. The weight of player \( I \) is \( T \), while that of player \( II \) is \( 1 - T \). Each player chooses a pair of representatives consisting of a coalition and a group of individuals, whose total weight is her own weight. The cost to each player is defined as the average equilibrium cost to her representatives in a composite routing game played by all the representatives. Consider two simple models where the game reduces to a one-player game.

\textbf{Model 1: One atomic player faces individuals.} Player \( I \) has two strategies. Strategy 1 consists in choosing a coalition of weight \( T \), while strategy 2 consists in choosing a group of individuals of weight \( T \). Player \( II \) always chooses a group of individuals of weight \( 1 - T \).

If player \( I \) chooses strategy 1, the costs to the two players are, respectively, the equilibrium cost to the unique coalition and that to the individuals in the composite game \( \Gamma(\mathcal{R}, c, (1 - T; T)) \), i.e. \( Y^1(T) \) for player \( I \), \( Y^0(T) \) for player \( II \). If player \( I \) chooses strategy 2, both the costs to the two players are \( W \), the equilibrium cost in the nonatomic game \( \Gamma(\mathcal{R}, c) \).
Theorem 5.2(ii) shows that, if \( 0 < T \leq \tilde{T} \), then the two strategies make no difference to player \( I \). If \( \tilde{T} < T < 1 \), player \( I \)'s only best reply is strategy 1, and her cost is \( Y^1(T) \), which is lower than \( W \). Strategy 1 dominates strategy 2.

**Model 2: One group faces a coalition.** Player \( I \) has the same two strategies as in Model 1. Player \( II \) always chooses a coalition of weight \( 1 - T \).

If player \( I \) chooses strategy 1, the costs to the two players are the equilibrium costs in the two-coalition game \( \Gamma(R, c, (0; T, 1 - T)) \). If player \( I \) chooses strategy 2, the costs to the two players are, respectively, the equilibrium cost to the individuals and that to the unique coalition in the composite game \( \Gamma(R, c, (T; 1 - T)) \), i.e. \( Y^0(1 - T) \) for player \( I \), \( Y^1(1 - T) \) for player \( II \).

Does strategy 1 still dominate strategy 2? The answer is negative. In the second part of Example 2, strategy 2 is a better response than strategy 1.
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