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Abstract
The parameters of temporal models, such as dynamic Bayesian networks, may be modelled in a Bayesian context as static or atemporal variables that influence transition probabilities at every time step. Particle filters fail for models that include such variables, while methods that use Gibbs sampling of parameter variables may incur a per-sample cost that grows linearly with the length of the observation sequence. Storvik (2002) devised a method for incremental computation of exact sufficient statistics that, for some cases, reduces the per-sample cost to a constant. In this paper, we demonstrate a connection between Storvik’s filter and a Kalman filter in parameter space and establish more general conditions under which Storvik’s filter works. Drawing on an analogy to the extended Kalman filter, we develop and analyze, both theoretically and experimentally, a Taylor approximation to the parameter posterior that allows Storvik’s method to be applied to a broader class of models. Our experiments on both synthetic examples and real applications show improvement over existing methods.

1. Introduction
Dynamic Bayesian networks are widely used to model the processes underlying sequential data such as speech signals, financial time series, genetic sequences, and medical or physiological signals. State estimation or filtering—computing the posterior distribution over the state of a partially observable Markov process from a sequence of observations—is one of the most widely studied problems in control theory, statistics and AI. Exact filtering is intractable except for certain special cases (linear–Gaussian models and discrete HMMs), but approximate filtering using the particle filter (a sequential Monte Carlo method) is feasible in many real-world applications (Arulampalam et al., 2002; Doucet and Johansen, 2011). In the machine learning context, model parameters may be represented by static parameter variables that define the transition and sensor model probabilities of the Markov process, but do not themselves change over time (Figure 1). The posterior parameter distribution (usually) converges to a delta function at the true value in the limit of infinitely many observations. Unfortunately, particle filters fail for such models: the algorithm samples parameter values for each particle at time \( t = 0 \), but these remain fixed; over time, the particle resampling process removes all but one set of values; and these are highly unlikely to be correct. The degeneracy problem is especially severe in high-dimensional parameter spaces, whether discrete or continuous. Hence, although learning requires inference, the most successful inference algorithm for temporal models is inapplicable.

Kantas et al. (2009) and Carvalho et al. (2010) describe several algorithms that have been proposed to
solve this degeneracy problem, but the issue remains 
open because known algorithms either suffer from bias 
or computational inefficiency. For example, the “arti-
ficial dynamics” approach (Liu and West, 2001) intro-
duces a stochastic transition model for the parameter 
variables, allowing exploration of the parameter space, 
but this may result in biased estimates. Online EM al-
gorithms (Andrieu et al., 2005) provide only point es-
timates of static parameters, may converge to local op-
tima, and are biased unless used with the full smooth-
ing distribution. The particle MCMC algorithm (An-
drieu et al., 2010) converges to the true posterior, but 
requires computation growing with $T$, the length of 
the data sequence.

The resample-move algorithm (Gilks and Berzuini, 
2001) includes Gibbs sampling of parameter vari-
bles—that is, in Figure 1, $P(\theta \mid X_1, \ldots, X_T)$. 
This method requires $O(T)$ computation per sample, 
leading Gilks and Berzuini to propose a sampling 
rate proportional to $1/T$ to preserve constant-time 
updates. Storvik (2002) and Polson et al. (2008) 
observe that a fixed-dimensional sufficient statistic 
(if one exists) for $\theta$ can be updated in constant time. 
Storvik describes an algorithm for a specific family of 
linear-in-parameters transition models.

We show that Storvik’s algorithm is a special case of 
the Kalman filter in parameter space and identify a 
more general class of separable systems to which the 
same approach can be applied. By analogy with the 
extended Kalman filter, we propose a new algorithm, 
the extended parameter filter (EPF), that computes 
a separable approximation to the parameter poste-
rior and allows a fixed-dimensional (approximate) suf-
cient statistic to be maintained. The method is quite 
general: for example, with a polynomial approxima-
tion scheme such as Taylor expansion any analytic pos-
terior can be handled.

Section 2 briefly reviews particle filters and Storvik’s 
method and introduces our notion of separable models. 
Section 3 describes the EPF algorithm, and Section 4 
discusses the details of a polynomial approximation 
scheme for arbitrary densities, which Section 4.2 then 
Applies to estimate posterior distributions of static pa-
rameters. Section 5 provides empirical results compar-
ing the EPF to other algorithms. All details of proofs 
are given in the appendix of the full version (Erol et al., 
2013).

2. Background

In this section, we review state-space dynamical mod-
els and the basic framework of approximate filtering 
algorithms.

2.1. State-space model and filtering

Let $\Theta$ be a parameter space for a partially observable 
Markov process $\{X_t\}_{t \geq 0}, \{Y_t\}_{t \geq 0}$ as shown in Figure 1 and defined as follows:

$$X_0 \sim p(x_0 \mid \theta)$$

$$X_t \mid x_{t-1} \sim p(x_t \mid x_{t-1}, \theta)$$

$$Y_t \mid x_t \sim p(y_t \mid x_t, \theta)$$

Here the state variables $X_t$ are unobserved and the ob-
servations $Y_t$ are assumed conditionally independent of 
other observations given $X_t$. We assume in this section 
that states $X_t$, observations $Y_t$, and parameters $\theta$ are 
real-valued vectors in $d$, $m$, and $p$ dimensions respec-
tively. Here both the transition and sensor models are 
parameterized by $\theta$; for simplicity, we will assume in 
the following sections that only the transition model is 
parameterized by $\theta$; however, the results in this paper 
can be generalized to cover sensor model parameters.

The filtering density $p(x_t \mid y_{0:t}, \theta)$ obeys the following 
recursion:

$$p(x_t \mid y_{0:t}, \theta) = \frac{p(y_t \mid x_t, \theta)p(x_t \mid y_{0:t-1}, \theta)}{p(y_t \mid y_{0:t-1}, \theta)}$$

$$= \frac{p(y_t \mid x_t, \theta)}{p(y_t \mid y_{0:t-1}, \theta)} \int p(x_{t-1} \mid y_{0:t-1}, \theta)p(x_t \mid x_{t-1}, \theta)dx_{t-1}$$

(4)

where the update steps for $p(x_t \mid y_{0:t-1}, \theta)$ and $p(y_t \mid y_{0:t-1}, \theta)$ involve the evaluation of integrals that are not in general tractable.

2.2. Particle filtering

With known parameters, particle filters can approxi-
mate the posterior distribution over the hidden state 
$X_t$ by a set of samples. The canonical example is the 
sequential importance sampling-resampling algorithm 
(SIR) (Algorithm 1).

The SIR filter has various appealing properties. It is 
modular, efficient, and easy to implement. The filter 
takes constant time per update, regardless of time $T$, 
and as the number of particles $N \rightarrow \infty$, the empirical 
filtering density converges to the true marginal poste-
rior density under suitable assumptions.

Particle filters can accommodate unknown param-
eters by adding parameter variables into the state vec-
tor with an “identity function” transition model. As 
noted in Section 1 this approach leads to degeneracy 
problems—especially for high-dimensional parameter
spaces. To ensure that some particle has initial parameter values with bounded error, the number of particles must grow exponentially with the dimension of the parameter space.

2.3. Storvik’s algorithm

To avoid the degeneracy problem, Storvik (2002) modifies the SIR algorithm by adding a Gibbs sampling step for θ conditioned on the state trajectory in each particle (see Algorithm 2). The algorithm is developed in the SIS framework and consequently inherits the theoretical guarantees of SIS. Storvik considers unknown parameters in the state evolution model and assumes a perfectly known sensor model. His analysis developed in the SIS framework and consequently inherits the theoretical guarantees of SIS. Storvik considers unknown parameters in the state evolution model and assumes a perfectly known sensor model. His analysis can be generalized to unknown sensor models.

Storvik’s approach becomes efficient in an on-line setting when a fixed-dimensional sufficient statistic S_t exists for the static parameter (i.e., when p(θ|x_{0:t}) = p(θ|S_t) holds). The important property of this algorithm is that the parameter value simulated at time t does not depend on the values simulated previously. This property prevents the impoverishment of the parameter values in particles.

One limitation of the algorithm is that it can only be applied to models with fixed-dimensional sufficient statistics. However, Storvik (2002) analyze the sufficient statistics for a specific family.

Storvik (2002) shows how to obtain a sufficient statistic in the context of what he calls the Gaussian system process, a transition model satisfying the equation

\[ x_t = F_t^T \theta + \epsilon_t, \epsilon_t \sim N(0, Q) \]  

(5)

where θ is the vector of unknown parameters with a prior of \( N(\theta_0, C_0) \) and \( F_t = F(x_{t-1}) \) is a matrix where elements are possibly nonlinear functions of \( x_{t-1} \). An arbitrary but known observation model is assumed. Then the standard theory states that \( \theta | x_{0:t} \sim N(m_t, C_t) \) where the recursions for the mean and the covariance matrix are as follows:

\[
\begin{align*}
D_t &= F_t^T C_{t-1} F_t + Q \\
C_t &= C_{t-1} - C_{t-1} F_t D_t^{-1} F_t^T C_{t-1} \\
m_t &= m_{t-1} + C_{t-1} F_t D_t^{-1} (x_t - F_t^T m_{t-1})
\end{align*}
\]

(6)

Thus, \( m_t \) and \( C_t \) constitute a fixed-dimensional sufficient statistic for \( \theta \).

These updates are in fact a special case of Kalman filtering applied to the parameter space. Matching terms with the standard KF update equations (Kalman, 1960), we find that the transition matrix for the KF is the identity matrix, the transition noise covariance matrix is the zero matrix, the observation matrix for the KF is \( F_t \), and the observation noise covariance matrix is \( Q \). This correspondence is of course what one would expect, since the true parameter values are fixed (i.e., an identity transition). See the supplementary material (Erol et al., 2013) for the derivation.

2.4. Separability

In this section, we define a condition under which there exist efficient updates to parameters. Again, we focus on the state-space model as described in Figure 1 and Equation (3). The model in Equation (3) can also be expressed as

\[
\begin{align*}
x_t &= f_\theta(x_{t-1}) + v_t \\
y_t &= g(x_t) + w_t
\end{align*}
\]

(7)

for some suitable \( f_\theta, g, v_t, \) and \( w_t \).

**Definition 1.** A system is separable if the transition function \( f_\theta(x_{t-1}) \) can be written as \( f_\theta(x_{t-1}) = l(x_{t-1})^T h(\theta) \) for some \( l(\cdot) \) and \( h(\cdot) \) and if the stochastic i.i.d. noise \( v_t \) has log-polynomial density.
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**Theorem 1.** For a separable system, there exist fixed-dimensional sufficient statistics for the Gibbs density, $p(\theta \mid x_{0:T})$.

The proof is straightforward by the Fisher–Neyman factorization theorem; more details are given in the supplementary material of the full version (Erol et al., 2013).

The Gaussian system process models defined in Equation (5) are separable, since the transition function $F_t^\theta = (F_t)^T \theta$, but the property—and therefore Storvik's algorithm—applies to a much broader class of systems. Moreover, as we now show, non-separable systems may in some cases be well-approximated by separable systems, constructed by polynomial density approximation steps applied to either the Gibbs distribution $p(\theta \mid x_{0:t})$ or to the transition model.

3. The extended parameter filter

Let us consider the following model.

\[ x_t = f_\theta(x_{t-1}) + v_t; \quad v_t \sim N(0, \Sigma) \tag{8} \]

where $x \in \mathbb{R}^d, \theta \in \mathbb{R}^p$ and $f_\theta(\cdot): \mathbb{R}^d \rightarrow \mathbb{R}^d$ is a vector-valued function parameterized by $\theta$. We assume that the transition function $f_\theta$ may be non-separable. Our algorithm will create a polynomial approximation to either the transition function or to the Gibbs distribution, $p(\theta \mid x_{0:t})$.

To illustrate, let us consider the transition model $f_\theta(x_{t-1}) = \sin(\theta x_{t-1})$. It is apparent that this transition model is non-separable. If we approximate the transition function with a Taylor series in $\theta$ centered around zero

\[ f_\theta(x_{t-1}) \approx \hat{f}_\theta(x_{t-1}) = x_{t-1} - \frac{1}{3!} x_{t-1}^3 \theta^3 + \ldots \tag{9} \]

and use $\hat{f}$ as an approximate transition model, the system will become separable. Then, Storvik’s filter can be applied in constant time per update. This Taylor approximation leads to a log-polynomial density of the form of Equation (12).

Our approach is analogous to that of the extended Kalman filter (EKF). EKF linearizes nonlinear transitions around the current estimates of the mean and covariance and uses Kalman filter updates for state estimation (Welch and Bishop, 1995). Our proposed algorithm, which we call the extended parameter filter (EPF), approximates a non-separable system with a separable one, using a polynomial approximation of some arbitrary order. This separable, approximate model is well-suited for Storvik’s filter and allows for constant time updates to the Gibbs density of the parameters.

Although we have described an analogy to the EKF, it is important to note that the EPF can effectively use higher-order approximations instead of just first-order linearizations as in EKF. In EKF, higher order approximations lead to intractable integrals. The prediction integral for EKF

\[ p(x_t \mid y_{0:t-1}) = \int p(x_t \mid y_{0:t-1}) p(x_t \mid x_{t-1}) dx_{t-1} \]

can be calculated for linear Gaussian transitions, in which case the mean and the covariance matrix are the tracked sufficient statistic. However, in the case of quadratic transitions (or any higher-order transitions), the above integral is no longer analytically tractable.

In the case of EPF, the transition model is the identity transition and hence the prediction step is trivial. The filtering recursion is

\[ p(\theta \mid x_{0:t}) \propto p(x_t \mid x_{t-1}, \theta) p(\theta \mid x_{0:t-1}). \tag{10} \]

We approximate the transition $p(x_t \mid x_{t-1}, \theta)$ with a log-polynomial density $\tilde{p}$ (log-polynomial in $\theta$), so that the Gibbs density, which satisfies the recursions in equation 10, has a fixed log-polynomial structure at each time step. Due to the polynomial structure, the approximate Gibbs density can be tracked in terms of its sufficient statistic (i.e., in terms of the coefficients of the polynomial). The log-polynomial structure is derived in Section 4.2. Pseudo-code for EPF is shown in Algorithm 3.

Note that the approximated Gibbs density will be a log-multivariate polynomial density of fixed order.

**Algorithm 3: Extended Parameter Filter**

**Result:** Approximate the Gibbs density $p(\theta \mid x_{0:t}, y_{0:t})$ with the log-polynomial density $\tilde{p}(\theta \mid x_{0:t}, y_{0:t})$

**Output:** $\tilde{x}_1 \ldots \tilde{x}_N$

initialize $\{x_0^i\}$ and $S_0^i \leftarrow 0$;

for $t = 1, \ldots, T$

\[
\begin{align*}
& S_t^i = \text{update}(S_{t-1}^i, x_{t-1}) : \quad // \text{update statistics for polynomial approximation} \\
& \log(\tilde{p}(\theta \mid \tilde{x}_{0:t-1}, y_{0:t-1})) \\
& \text{sample } \theta^i \sim \tilde{p}(\theta \mid \tilde{x}_{0:t-1}, y_{0:t-1}) = \tilde{p}(\theta \mid S_t^i) ; \\
& \text{sample } x_t^i \sim p(x_t \mid \tilde{x}_{t-1}^i, \theta^i) ; \\
& w^i \leftarrow p(y_t \mid x_t^i, \theta^i) ; \\
& \text{sample } \{ \frac{1}{N}, \tilde{x}_t^i, S_t^i \} \leftarrow \text{Multinomial}\{w_t^i, x_t^i, S_t^i\}; \\
& \{x_t^i, S_t^i\} \leftarrow \{\tilde{x}_t^i, S_t^i\};
\end{align*}
\]
(proportional to the order of the polynomial approximation). Sampling from such a density is not straightforward but can be done by Monte Carlo sampling. We suggest slice sampling (Neal, 2003) or the Metropolis-Hastings algorithm (Robert and Casella, 2005) for this purpose. Although some approximate sampling scheme is necessary, sampling from the approximated density remains a constant-time operation when the dimension of $\hat{p}$ remains constant.

It is also important to note that performing a polynomial approximation for a $p$-dimensional parameter space may not be an easy task. However, we can reduce the computational complexity of such approximations by exploiting locality properties. For instance, if $f_\theta(\cdot) = h_{\theta_1, \ldots, \theta_{p-1}}(\cdot) + g_{\theta_p}(\cdot)$, where $h$ is separable and $g$ is non-separable, we only need to approximate $g$.

In section 4, we discuss the validity of the approximation in terms of the KL-divergence between the true and approximate densities. In section 4.1, we analyze the distance between an arbitrary density and its approximate form with respect to the order of the polynomial. We show that the distance goes to zero super-exponentially. Section 4.2 analyzes the error introduced by the static parameter estimation problem and introduces the form of the log-polynomial approximation.

4. Approximating the conditional distribution of parameters

In this section, we construct approximate sufficient statistics for arbitrary one-dimensional state space models. We do so by exploiting log-polynomial approximations to arbitrary probability densities. We prove that such approximations can be made arbitrarily accurate. Then, we analyze the error introduced by log-polynomial approximation for the arbitrary one-dimensional model.

4.1. Taylor approximation to an arbitrary density

Let us assume a distribution $p$ (known only up to a normalization constant) expressed in the form $p(x) \propto \exp(S(x))$, where $S(x)$ is an analytic function on the support of the distribution. In general we need a Monte Carlo method to sample from this arbitrary density. In this section, we describe an alternative, simpler sampling method. We propose that with a polynomial approximation $P(x)$ (Taylor, Chebyshev etc.) of sufficient order to the function $S(x)$, we may sample from a distribution $\hat{p} \propto \exp(P(x))$ with a simpler (i.e. log-polynomial) structure. We show that the distance between the distributions $p$ and $\hat{p}$ reduces to 0 as the order of the approximation increases.

The following theorem is based on Taylor approximations; however, the theorem can be generalized to handle any polynomial approximation scheme. The proof is given in (Erol et al., 2013).

**Theorem 2.** Let $S(x)$ be a $M + 1$ times differentiable function with bounded derivatives, and let $P(x)$ be its $M$-th order Taylor approximation. Then the KL-divergence between distributions $p$ and $\hat{p}$ converges to 0, super-exponentially as the order of approximation $M \to \infty$.

We validate the Taylor approximation approach for the log-density $S(x) = -x^2 + 5\sin^2(x)$. Figure 2 shows the result for this case.

4.2. Online approximation of the Gibbs density of the parameter

In our analysis, we will assume the following model.

$$
\begin{align*}
x_t & = f_\theta(x_{t-1}) + v_t, \quad v_t \sim N(0, \sigma_v^2) \\
y_t & = g(x_t) + w_t, \quad w_t \sim N(0, \sigma_w^2)
\end{align*}
$$

The posterior distribution for the static parameter is

$$
p(\theta|x_{0:T}) \propto p(\theta) \prod_{t=1}^{T} p(x_t|x_{t-1}, \theta).
$$

The product term, which requires linear time, is the bottleneck for this computation. A polynomial approximation to the transition function $f_\theta(\cdot)$ (the Taylor approximation around $\theta = 0$) is:

$$
f_\theta(x_{t-1}) = h(x_{t-1}, \theta) = \sum_{i=0}^{M} \frac{1}{i!} h^{(i)}(x_{t-1}, \theta_i^{(0)}) \bigg|_{\theta = \theta^{(0)}} \theta_i^{(0)} + R_M(\theta)
$$

$$
= \sum_{i=0}^{M} H^{(i)}(x_{t-1}) \theta_i^{(0)} + R_M(\theta) = \hat{f}(\theta) + R_M(\theta)
$$

where $R_M$ is the error for the $M$-dimensional Taylor approximation. We define coefficients $J_{\theta_1}^{(i)}$ to satisfy

$$
\left(\sum_{i=0}^{M} H^{(i)}(x_{t-1}) \theta_i^{(0)}\right)^2 = J_{\theta_1}^{2M} \theta_2^{2M} + \cdots + J_{\theta_1}^{0} \theta_0^{0}.
$$
Let \( \hat{p}(\theta \mid x_{0:T}) \) denote the approximation to \( p(\theta \mid x_{0:T}) \) obtained by using the polynomial approximation to \( f_\theta \) introduced above.

**Theorem 3.** \( \hat{p}(\theta \mid x_{0:T}) \) is in the exponential family with the log-polynomial density

\[
\log p(\theta) + \begin{pmatrix}
\theta^1 \\
\vdots \\
\theta^M \\
\theta^{M+1} \\
\vdots \\
\theta^{2M}
\end{pmatrix}^T \begin{pmatrix}
\frac{1}{\sigma^2} \sum_{k=1}^T x_k H^1(x_{k-1}) - \frac{1}{2\sigma^2} \sum_{k=1}^T J^1_{k-1} \\
\vdots \\
\frac{1}{\sigma^2} \sum_{k=1}^T x_k H^M(x_{k-1}) - \frac{1}{2\sigma^2} \sum_{k=1}^T J^M_{k-1} \\
- \frac{1}{2\sigma^2} \sum_{k=1}^T J^2_{k-1}
\end{pmatrix}
\]

The proof is given in the supplementary material.

This form has finite dimensional sufficient statistics. Standard sampling from \( p(\theta \mid x_{0:T}) \) requires \( O(t) \) time, whereas with the polynomial approximation we can sample from this structured density of fixed dimension in constant time (given that sufficient statistics were tracked). We can furthermore prove that sampling from this exponential form approximation is asymptotically correct.

**Theorem 4.** Let \( p_T(\theta \mid x_{0:T}) \) denote the Gibbs distribution and \( \hat{p}_T(\theta \mid x_{0:T}) \) its order \( M \) exponential family approximation. Assume that parameter \( \theta \) has support \( S_\theta \) and finite variance. Then as \( M \to \infty, T \to \infty \), the KL divergence between \( p_T \) and \( \hat{p}_T \) goes to zero.

\[
\lim_{M,T \to \infty} D_{KL}(p_T || \hat{p}_T) = 0
\]

The proof is given in the supplementary material (Erol et al., 2013). Note that the analysis above can be generalized to higher dimensional parameters. The one dimensional case is discussed for ease of exposition.

In the general case, an order \( M \) Taylor expansion for a \( p \) dimensional parameter vector \( \theta \) will have \( M^p \) terms. Then each update of the sufficient statistics will cost \( O(M^p) \) per particle, per time step, yielding the total complexity \( O(NTM^p) \). However, as noted before, we can often exploit the local structure of \( f_\theta \) to speed up the update step. Notice that in either case, the update cost per time step is fixed (independent of \( T \)).

5. **Experiments**

The algorithm is implemented for three specific cases. Note that the models discussed do not satisfy the Gaussian process model assumption of Storvik (2002).

---

**Figure 3.** Sinusoidal dynamical model (SIN). Shrinkage of the Gibbs density \( \hat{p}(\theta \mid x_{0:T}) \) with respect to time duration \( T \). Note that as \( T \) grows, the Gibbs density converges to the true parameter value.

**Figure 4.** Sinusoidal dynamical model (SIN). (a) Convergence of the approximate densities to the Gibbs density \( p(\theta \mid x_{0:1024}) \) with respect to the approximation order \( M \); (b) KL-divergence \( D_{KL}(p || \hat{p}) \) with respect to duration \( T \) and approximation order \( M \).

5.1. **Single parameter nonlinear model**

Consider the following model with sinusoid transition dynamics (SIN):

\[
\begin{align*}
  x_t &= \sin(\theta x_{t-1}) + v_t, \quad v_t \sim N(0, \sigma^2) \\
  y_t &= x_t + w_t, \quad w_t \sim N(0, \sigma_{\text{obs}}^2)
\end{align*}
\]

where \( \sigma = 1, \sigma_{\text{obs}} = 0.1 \) and the Gaussian prior for parameter \( \theta \) is \( N(0, 0.2^2) \). The observation sequence is generated by sampling from SIN with true parameter value \( \theta = 0.7 \).

Figure 3 shows how the Gibbs density \( p(\theta \mid x_{0:t}) \) shrinks with respect to time, hence verifying identifiability for this model. Notice that as \( T \) grows, the densities concentrate around the true parameter value.

A Taylor approximation around \( \theta = 0 \) has been applied to the transition function \( \sin(\theta x_t) \). Figure 4(a) shows the approximate densities for different polynomial orders for \( T = 1024 \). Notice that as the polynomial order increases, the approximate densities converge to the true density \( p(\theta \mid x_{0:1024}) \).

The KL-divergence \( D_{KL}(p || \hat{p}) \) for different polynomial orders (\( N \)) and different data lengths (\( T \)) is illus-
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Figure 5. Sinusoidal dynamical model (SIN). (a): Particle filter (SIR) with \( N = 50000 \) particles. Note the failure to converge to the true value of parameter \( \theta \) (0.7, shown as the blue line). (b): Liu–West filter with \( N = 50000 \) particles. (c): EPF with \( N = 1000 \) particles and 7-th order approximation. Note both SIR and Liu–West do not converge, while the EPF converges quickly even with orders of magnitude fewer particles.

trated in Figure 4(b). The results are consistent with the theory developed in Section 4.1.

The degeneracy of a bootstrap filter with \( N = 50000 \) particles can be seen from figure 5(a). The Liu–West approach with \( N = 50000 \) particles is shown in 5(b). The perturbation is \( \theta_t = \rho \theta_{t-1} + (1 - \rho) \theta_{t-1} + \sqrt{1 - \rho^2} \text{std} (\theta_{t-1}) N(0, 1) \), where \( \rho = 0.9 \). Notice that even with \( N = 50000 \) particles and large perturbations, the Liu–West approach converges slowly compared to our method. Furthermore, for high-dimensional spaces, tuning the perturbation parameter \( \rho \) for Liu–West becomes difficult.

The EPF has been implemented on this model with \( N = 1000 \) particles with a 7-th order Taylor approximation to the posterior. The time complexity \( \mathcal{O}(NT) \). The mean and the standard deviation of the particles are shown in figure 5(c).

5.2. Cauchy dynamical system

We consider the following model.

\[
\begin{align*}
    x_t &= a x_{t-1} + \text{Cauchy}(0, \gamma) \\
    y_t &= x_t + N(0, \sigma_{\text{obs}})
\end{align*}
\]

(14) \hspace{2cm} (15)

Here Cauchy is the Cauchy distribution centered at 0 and with shape parameter \( \gamma = 1 \). We use \( a = 0.7 \), \( \sigma_{\text{obs}} = 10 \), where the prior for the AR(1) parameter is \( N(0, 0.2^2) \). This model represents autoregressive time evolution with heavy-tailed noise. Such heavy-tailed noises are observed in network traffic data and click-stream data. The standard Cauchy distribution we use is

\[
f_v(v; 0, 1) = \frac{1}{\pi (1 + v^2)} = \exp \left( -\log(\pi) - \log(1 + v^2) \right).
\]

We approximate \( \log(1 + v^2) \) by \( v^2 - v^4/2 + v^6/3 - v^8/4 + \ldots \) (the Taylor approximation at 0).

Figure 6(a) shows the simulated hidden state and the observations (\( \sigma_{\text{obs}} = 10 \)). Notice that the simulated process differs substantially from a standard AR(1) process due to the heavy-tailed noise. Storvik’s filter cannot handle this model since the necessary sufficient statistics do not exist.

Figure 6(b) displays the mean value estimated by a bootstrap filter with \( N = 50000 \) particles. As before the bootstrap filter is unable to perform meaningful inference. Figure 6(c) shows the performance of the Liu–West filter with both \( N = 100 \) and \( N = 10000 \) particles. The Liu–West filter does not converge for \( N = 100 \) particles and converges slowly for \( N = 10000 \) particles. Figure 6(d) demonstrates the rapid convergence of the EPF for only \( N = 100 \) particles with 10th order approximation. The time complexity is \( \mathcal{O}(NT) \).

Our empirical results confirm that the EPF proves useful for models with heavy-tailed stochastic perturbations.

5.3. Smooth Transition AR model

The smooth transition AR (STAR) model is a smooth generalization of the self-exciting threshold autoregressive (SETAR) model, (van Dijk et al., 2002). It is generally expressed in the following form.

\[
x_t = (a_1 x_{t-1} + a_2 x_{t-2} + \cdots + a_p x_{t-p}) \left[ 1 - G(x_{t-d}; \gamma, c) \right] + (b_1 x_{t-1} + b_2 x_{t-2} + \cdots + b_p x_{t-p}) \left[ G(x_{t-d}; \gamma, c) \right] + \epsilon_t
\]

where \( \epsilon_t \) is i.i.d. Gaussian with mean zero and variance \( \sigma^2 \) and \( G(\cdot) \) is a nonlinear function of \( x_{t-d} \), where \( d > 0 \). We will use the logistic function

\[
G(y_{t-d}; \gamma, c) = \frac{1}{1 + \exp \left( -\gamma (x_{t-d} - c) \right)}
\]

(16)

For high \( \gamma \) values, the logistic function converges to the indicator function, \( \mathbb{I}(x_{t-d} > c) \), forcing STAR to
converge to SETAR (SETAR corresponds to a switching linear-Gaussian system). We will use \( p = 1 = d \), where \( a_1 = 0.9 \) and \( b_1 = 0.1 \) and \( \sigma = 1 \) (corresponding to two different AR(1) processes with high and low memory). We attempt to estimate parameters \( \gamma, c \) of the logistic function, which have true values \( \gamma = 1 \) and \( c = 3 \). Data (of length \( T = 1000 \)) is generated from the model under fixed parameter values and with observation model \( y_t = x_t + w_t \), where \( w_t \) is additive Gaussian noise with mean zero and standard deviation \( \sigma_{obs} = 0.1 \). Figure 7(a) shows the shrinkage of the Gibbs density \( p(\gamma, c \mid x_{0:T}) \), verifying identifiability.

The non-separable logistic term is approximated as

\[
\frac{1}{1 + \exp(-\gamma(x_{t-1} - c))} \approx \frac{1}{2} - \frac{1}{4}(c - x_{t-1}) + \frac{1}{48}\gamma^3(c - x_{t-1})^3 + \ldots
\]

Figure 7(b) displays the failure of the Liu–West filter for \( N = 50000 \) particles. Figure 7(c) shows the mean values for \( \gamma, c \) from EPF for only \( N = 100 \) particles with 9th order Taylor approximation. Sampling from the log-polynomial approximate density is done through the random-walk Metropolis–Hastings algorithm. For each particle path, at each time step \( t \), the Metropolis–Hastings sampler is initialized from the parameter values at \( t - 1 \). The burn-in period is set to be 0, so only one MH step is taken per time step (i.e., if a proposed sample is more likely it is accepted, else it is rejected with a specific probability). The whole filter has time complexity \( O(NT) \).

6. Conclusion

Learning the parameters of temporal probability models remains a significant open problem for practical applications. We have proposed the extended parameter filter (EPF), a novel approximate inference algorithm that combines Gibbs sampling of parameters with computation of approximate sufficient statistics. The update time for EPF is independent of the length of the observation sequence. Moreover, the algorithm has provable error bounds and handles a wide variety of models. Our experiments confirm these properties and illustrate difficult cases on which EPF works well.

One limitation of our algorithm is the complexity of Taylor approximation for high-dimensional parameter vectors. We noted that, in some cases, the process can be decomposed into lower-dimensional subproblems. Automating this step would be beneficial.
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Appendices

A. Storvik’s filter as a Kalman filter

Let us consider the following model.

\[ x_t = A x_{t-1} + v_t, \quad v_t \sim N(0, Q) \]
\[ y_t = H x_t + w_t, \quad w_t \sim N(0, R) \]  

We will call the MMSE estimate Kalman filter returns as \( x_{t|t} = E[x_t | y_{0:t}] \) and the variance \( P_{t|t} = cov(x_t | y_{0:t}) \). Then the update for the conditional mean estimate is as follows.

\[ x_{t|t} = A x_{t-1|t-1} + P_{t|t-1} H^T (H P_{t|t-1} H^T + R)^{-1} (y_t - H A x_{t-1|t-1}) \]

where as for the estimation covariance

\[ P_{t|t-1} = A P_{t-1|t-1} A^T + Q \]
\[ P_{t|t} = (I - K_t H) P_{t|t-1} \]

(18)

Matching the terms above to the updates in equation 6, one will obtain a linear model for which the transition matrix is \( A = I \), the observation matrix is \( H = F_t \), the state noise covariance matrix is \( Q = 0 \), and the observation noise covariance matrix is \( R = Q \).

B. Proof of theorem 1

Let us assume that \( x \in \mathbb{R}^d, \theta \in \mathbb{R}^p \) and \( f_\theta(\cdot) : \mathbb{R}^d \rightarrow \mathbb{R}^d \) is a vector valued function parameterized by \( \theta \). Moreover, due to the assumption of separability \( f_\theta(x_{t-1}) = l(x_{t-1})^T h(\theta) \), where we assume that \( l(\cdot) : \mathbb{R}^d \rightarrow \mathbb{R}^{m \times d} \) and \( h(\cdot) : \mathbb{R}^p \rightarrow \mathbb{R}^m \) and \( m \) is an arbitrary constant. The stochastic perturbance will have the log-polynomial density \( p(v_t) \propto \exp(A_1 v_t + v_t^T A_2 v_t + \ldots) \)

Let us analyze the case of \( p(v_t) \propto \exp(A_1 v_t + v_t^T A_2 v_t) \), for mathematical simplicity.

\[ \log p(\theta | x_{0:T}) \propto \log p(\theta) + \sum_{t=1}^{T} \log p(x_t | x_{t-1}, \theta) \]
\[ \propto \log p(\theta) + \sum_{t=1}^{T} \Lambda_1 (x_t - l(x_{t-1})^T h(\theta)) + \]
\[ (x_t - l(x_{t-1})^T h(\theta))^T A_2 (x_t - l(x_{t-1})^T h(\theta)) \]
\[ \propto \log p(\theta) + \sum_{t=1}^{T} -(\Lambda_1 + 2x_t^T A_2 l(x_{t-1})^T) h(\theta) \]
\[ + h^T(\theta) \sum_{t=1}^{T} l(x_{t-1}) A_2^T l(x_{t-1}) h(\theta) + \text{constants} \]

Therefore, sufficient statistics \( (S_1 \in \mathbb{R}^{1 \times m} \text{ and } S_2 \in \mathbb{R}^{m \times m}) \) exist. The analysis can be generalized for higher-order terms in \( v_t \) in similar fashion.

C. Proof of theorem 2

Proposition 1. Let \( S(x) \) be a \( M + 1 \) times differentiable function and \( P(x) \) its order \( M \) Taylor approximation. Let \( I = (x - a, x + a) \) be an open interval around \( x \). Let \( R(x) \) be the remainder function, so that \( S(x) = P(x) + R(x) \). Suppose there exists constant \( U \) such that

\[ \forall y \in I, \quad |f^{(k+1)}(y)| \leq U \]

We may then bound

\[ \forall y \in I, \quad |R(y)| \leq U \frac{a^{M+1}}{(M + 1)!} \]

We define the following terms

\[ \epsilon = U \frac{a^{M+1}}{(M + 1)!} \]
\[ Z = \int_I \exp(S(x)) dx \]
\[ \tilde{Z} = \int_I \exp(P(x)) dx \]
Since \( \exp(\cdot) \) is monotone and increasing and 
\( |S(x) - P(x)| \leq \epsilon \), we can derive tight bounds relating 
\( Z \) and \( \hat{Z} \).

\[
Z = \int I \exp(S(x))dx \leq \int I \exp(P(x) + \epsilon)dx \\
= \hat{Z} \exp(\epsilon)
\]

\[
Z = \int I \exp(S(x))dx \geq \int I \exp(P(x) - \epsilon)dx \\
= \hat{Z} \exp(-\epsilon)
\]

**Proof.**

\[
D_{KL}(p||\hat{p}) = \int I \ln \left( \frac{p(x)}{\hat{p}(x)} \right) p(x)dx
\]

\[
= \int I \left( S(x) - P(x) + \ln(Z) - \ln(\hat{Z}) \right) p(x)dx
\]

\[
\leq \int I |S(x) - P(x)| p(x)dx + \int I |\ln(\hat{Z}) - \ln(Z)| p(x)dx
\]

\[
\leq 2\epsilon \propto \frac{M+1}{(M+1)!} \approx \frac{1}{\sqrt{2\pi(M+1)!}} \left( \frac{ae}{M+1} \right)^{M+1}
\]

where the last approximation follows from Stirling’s approximation. Therefore, 
\( D_{KL}(p||\hat{p}) \to 0 \) as \( M \to \infty \).

**D. Proof of theorem 3**

**Proof.**

\[
\log \hat{p}(\theta \mid x_{0:T}) = \log \left( p(\theta) \prod_{k=0}^{T} \hat{p}(x_k \mid x_{k-1}, \theta) \right)
\]

\[
= \log p(\theta) + \sum_{k=0}^{T} \log \hat{p}(x_k \mid x_{k-1}, \theta)
\]

We can calculate the form of \( \log \hat{p}(x_k \mid x_{k-1}, \theta) \) explicitly.

\[
\log \hat{p}(x_k \mid x_{k-1}, \theta) = -\log(\sqrt{2\pi}) - \frac{(x_k - \hat{f}(x_{k-1}, \theta))^2}{2\sigma^2}
\]

\[
= -\log(\sqrt{2\pi}) - \frac{x^2_k - 2x_k \hat{f}(x_{k-1}, \theta) + \hat{f}(x_{k-1}, \theta)^2}{2\sigma^2}
\]

\[
= -\log(\sqrt{2\pi}) - \frac{x^2_k}{2\sigma^2} - \frac{\sum_{i=0}^{M} H^{i}(x_{k-1})(\theta)^i}{\sigma^2}
\]

Using this expansion, we calculate

\[
\log \hat{p}(\theta \mid x_{0:T}) = \log p(\theta) + \sum_{k=0}^{T} \log \hat{p}(x_k \mid x_{k-1}, \theta)
\]

\[
= \log p(\theta) - (T + 1) \log(\sqrt{2\pi})
\]

\[
- \frac{1}{2\sigma^2} \left( \sum_{k=0}^{T} x^2_k \right) - T(\theta)^T \eta(x_0, \ldots, x_T)
\]

where we expand \( T(\theta)^T \eta(x_0, \ldots, x_T) \) as in 3. The form for \( \log \hat{p}(\theta \mid x_{0:T}) \) is in the exponential family.

**E. Proof of theorem 4**

**Proof.** Assume that function \( f \) has bounded derivatives and bounded support \( I \). Then the maximum error satisfies \( |f_\theta(x_{k-1}) - \hat{f}_\theta(x_{k-1})| \leq \epsilon_k \). It follows that \( \hat{f}_\theta(x_{k-1})^2 - f_\theta(x_{k-1})^2 = -\epsilon_k^2 - 2\hat{f}_\theta(x_{k-1})\epsilon_k \approx -2\hat{f}_\theta(x_{k-1})\epsilon_k \).

Then the KL-divergence between the real posterior and the approximated posterior satisfies the following formula.

\[
D_{KL}(p_T||\hat{p}_T) = \int \left( \frac{1}{\sigma^2} \sum_{k=1}^{T} \epsilon_k (x_k - \hat{f}_\theta(x_{k-1})) \right) p_T(\theta \mid x_{0:T})d\theta
\]

Moreover, recall that as \( T \to \infty \) the posterior shrinks to \( \delta(\theta - \theta^*) \) by the assumption of identifiability. Then we can rewrite the KL-divergence as (assuming Taylor approximation centered around \( \theta^* \))

\[
\lim_{T \to \infty} D_{KL}(p_T||\hat{p}_T) = \frac{1}{\sigma^2} \sum_{k=1}^{T} \epsilon_k (x_k - \hat{f}_\theta(x_{k-1})) p_T(\theta \mid x_{0:T})d\theta
\]

\[
\approx \frac{1}{\sigma^2} \sum_{k=1}^{T} \epsilon_k (x_k - \theta^*) (\theta - \theta^*)^T
\]

\[
= \frac{1}{\sigma^2} \sum_{k=1}^{T} \epsilon_k (x_k - \sum_{i=0}^{M} H^{i}(x_{k-1})(\theta^* - \theta_c^i))
\]

If the center of the Taylor approximation \( \theta_c \) is the true parameter value \( \theta^* \), we can show that

\[
\lim_{T \to \infty} D_{KL}(p_T||\hat{p}_T) = \frac{1}{\sigma^2} \lim_{T \to \infty} \sum_{k=1}^{T} \epsilon_k (x_k - f_\theta(x_{k-1}))
\]

\[
= \frac{1}{\sigma^2} \lim_{T \to \infty} \sum_{k=1}^{T} \epsilon_k \nu_k = 0
\]
where the final statement follows from law of large numbers. Thus, as \( T \to \infty \), the Taylor approximation of any order will converge to the true posterior given that \( \theta_c = \theta^* \). For an arbitrary center value \( \theta_c \),

\[
D_{KL}(p_T || \hat{p}_T) = \frac{1}{\sigma^2} \sum_{k=1}^{T} \epsilon_k \left( x_k - \sum_{i=0}^{M} H^i(x_{k-1})(\theta^* - \theta_c)^i \right)
\]

(23)

Notice that \( \epsilon_k \propto \frac{1}{(M+1)!} \) (by our assumptions that \( f \) has bounded derivative and is supported on interval \( I \)) and \( H^i(\cdot) \propto \frac{1}{M} \). The inner summation will be bounded since \( M! > a^M, \forall a \in \mathbb{R} \) as \( M \to \infty \). Therefore, as \( M \to \infty \), \( D_{KL}(p || \hat{p}) \to 0 \). \qed