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Abstract. We use Renormalization Group to prove local well posedness for a generalized KPZ equation introduced by H. Spohn in the context of stochastic hydrodynamics. The equation requires the addition of counter terms diverging with a cutoff \( \epsilon \) as \( \epsilon^{-1} \) and \( \log \epsilon^{-1} \).

1. Introduction

Nonlinear stochastic PDE’s driven by a space time white noise have been under intensive study in recent years [1, 2, 3, 4, 5]. These equations are of the form

\[ \partial_t u = \Delta u + V(u) + \Xi \]  

where \( u(t, x) \in \mathbb{R}^n \) is defined on \( \Lambda \subset \mathbb{R}^d \), \( V(u) \) is a function of \( u \) and possibly its derivatives which can also be non-local and \( \Xi \) is white noise on \( \mathbb{R} \times \Lambda \), formally

\[ \mathbb{E} \Xi_\alpha(t', x') \Xi_\beta(t, x) = \delta_{\alpha\beta} \delta(t' - t) \delta(x' - x). \]  

In order to be defined these equations in general require renormalization. One first regularizes the equation by e.g. replacing the noise by a mollified version \( \Xi(\epsilon) \) which is smooth on scales less than \( \epsilon \) and then replaces \( V \) by \( V(\epsilon) = V + W(\epsilon) \) where \( W(\epsilon) \) is an \( \epsilon \)-dependent ”counter term”. One attempts to choose this so that solutions converge as \( \epsilon \to 0 \).

The rationale of such counterterms is that although they diverge as \( \epsilon \to 0 \) their effect on solutions on scales much bigger than \( \epsilon \) is small. They are needed to make the equation well posed in small scales but they disturb it little in large scales.

Such a phenomenon is familiar in quantum field theory. For instance in quantum electrodynamics the ”bare” mass and charge of the electron have to be made cutoff dependent so as to have cutoff independent measurements at fixed scales. The modern way to do this is to use the Renormalization Group (RG) method which constructs a one parameter family of effective theories describing how the parameters of the theory vary with scale.

Such a RG method was applied to SPDE’s in [5] for the case \( n = 1, d = 3 \) and \( V(u) = u^3 \). In that case \( W(\epsilon) = (a\epsilon^{-1} + b \log \epsilon)u \) and path wise solutions were constructed recovering earlier results by [1] [2]. In the present paper we consider the equations of Stochastic Hydrodynamics recently introduced by Spohn [6]. They give rise to the problem [11] with \( n = 3, d = 1 \) and

\[ V(u) = (\partial_x u, M \partial_x u) \]  

where \( \langle \cdot, \cdot \rangle \) denotes the standard inner product in \( \mathbb{R}^3 \) and \( M = (M^{(1)}, M^{(2)}, M^{(3)}) \) with \( M^{(i)} \) are symmetric matrices, so that [3] can be read component-wise as \( V_i(u) = \)
(∂_x u, M^{(i)}∂_x u) for i = 1, 2, 3. We construct path wise solutions in this case by taking
\[ W^{(c)} = a\epsilon^{-1} + b \log \epsilon. \]
The case n = 1 is the KPZ equation and this was constructed before by Hairer [7]. In that case b = 0. For a generic \( M_{\alpha\beta\gamma} \) in (3) \( b \neq 0 \). This counter term is third order in the nonlinearity as will be explained below. Thus in this case the simple Wick ordering of the nonlinearity does not suffice to make the equation well posed.

The content of the paper is as follows. In section 2 we define the model and state the result. The RG formalism is set up in a heuristic fashion in Section 3. Section 4 discusses the leading perturbative solution and sets up the fixed point problem for the remainder. Section 5 states the estimates for the perturbative noise contributions and in Section 6 the functional spaces for RG are defined and the fixed point problem solved. The main result is proved in Section 7. Finally in Sections 8 estimates for the covariances of the various noise contributions are proved.

2. THE REGULARIZED EQUATION AND MAIN RESULT

We consider the equation (1) with \( u(t, x) \) defined on \((t, x) \in \mathbb{R} \times \mathbb{T}\) and nonlinearity given by (3). We study its integral form
\[ u = G \ast \left[ (V(u) + \Xi) \mathbf{1}_{t \geq 0} \right] + e^{t\Delta} u_0 \] (4)
where \( G(t, x) = e^{t\Delta}(x, 0) \) and \( u_0 \) is the initial condition. In this paper we consider a random initial condition of Brownian type. Concretely we take \( u_0 \) the stationary solution to the linear problem \( V = 0 \) which is the Gaussian random field with covariance
\[ \mathbb{E} u_0(x) u_0(y) = \sum_{n \in \mathbb{Z} \setminus \{0\}} \frac{e^{2\pi i n(x-y)}}{2(2\pi n)^2}. \]

\( \Xi \) is taken to be the white noise with vanishing spatial average i.e.
\[ \Xi(t, x) = \sum_{n \in \mathbb{Z} \setminus \{0\}} e^{2\pi i n x} b_n(t) \]
with \( b_n = \bar{b}_{-n} \) independent complex Brownian motions. Thus (4) can be written in the form
\[ u = G \ast (V(u) \mathbf{1}_{t \geq 0} + \Xi) \]
(5)
Instead of mollifying the noise we regularize the convolution by considering
\[ u = G_\epsilon \ast (V^{(c)}(u) + \Xi) \]
(6)
where
\[ G_\epsilon(t, x) = e^{t\Delta}(x, 0)(1 - \chi(\epsilon^{-2}t)) \]
(7)
with \( \chi \geq 0 \) being a smooth bump, \( \chi(t) = 1 \) for \( t \in [0, 1] \) and \( \chi(t) = 0 \) for \( t \in [2, \infty) \) and
\[ V^{(c)}(u) = [(\partial u, M \partial u) + C_\epsilon] \mathbf{1}_{t \geq 0} \]
(8)
We look for \( C_\epsilon \) such that (6) has a unique solution \( u^{(c)} \) which converges as \( \epsilon \to 0 \) to a non trivial limit. Note that \( G_\epsilon \ast \Xi \) is a.s. smooth.

Our main result is
Theorem 1. There exists $C_\epsilon$ s.t. the following holds. For almost all realizations of the white noise $\Xi$ there exists $t(\Xi) > 0$ such that the equation (6) has for all $\epsilon > 0$ a unique smooth solution $u^{(\epsilon)}(t, x)$, $t \in [0, t(\Xi)]$ and there exists $u \in D'(\{0, t(\Xi)\} \times \mathbb{T})$ such that $u^{(\epsilon)} \to u$ in $D'(\{0, t(\Xi)\} \times \mathbb{T})$. The limit $u$ is independent of the regularization function $\chi$.

Remark 2. We will find that the renormalization parameter is given by

$$C_\epsilon = m_1 \epsilon^{-1} + m_2 \log \epsilon^{-1} + m_3$$

(9)

where the constants $m_1$ and $m_3$ depend on $\chi$ whereas the $m_2$ is universal i.e. independent on $\chi$. Furthermore, $m_2 = 0$ if $M_\beta$ is totally symmetric in the three indices.

3. Renormalization group

The regularized equation (6) can be viewed as dealing with spatial scales larger than $\epsilon$. The idea of the Renormalization Group (RG) is to try to increase this small scale cutoff by deriving effective equations with larger cutoffs. This will be done inductively by going from scale $\ell$ to scale $L \ell$ with with $L$ fixed. One such step is called the RG transformation. It is useful to utilize the underlying scale invariance of the linear part of the equation and rescale at each step the small scale cutoff to unity. To do this define the space time scaling $s_\mu$ by

$$(s_\mu f)(t, x) = \mu^{-\frac{2}{3}} f(\mu^2 t, \mu x)$$

and set

$$\varphi = s_\epsilon u.$$  

(10)

Note that $\varphi$ is defined on $\mathbb{R} \times \epsilon^{-1}\mathbb{T}$. By a simple change of variables in (6) we obtain

$$\varphi = G_1 * (v^{(\epsilon)}(\varphi) + \xi)$$

(11)

where

$$v^{(\epsilon)}(\varphi) := \epsilon^{\frac{2}{3}}(\partial_x \varphi, M \partial_x \varphi) + \epsilon^{\frac{2}{3}} C_\epsilon$$

(12)

and $\xi := \epsilon^2 s_\epsilon \Xi$ is equal in law with the white noise on $\mathbb{R} \times \epsilon^{-1}\mathbb{T}$ (we keep the convention that $v^{(\epsilon)}(\varphi) = 0$ for $t < 0$).

We note that in these dimensionless variables the small scale cutoff is unity and the strength of the nonlinearity is small, $\epsilon^{\frac{2}{3}}$ i.e. the model is subcritical. However, the price we pay is that we need to consider times of order $\epsilon^{-2}$ and spatial box of size $\epsilon^{-1}$.

Let us now attempt to increase the cutoff $\epsilon$. Fix $L > 1$ and decompose

$$G_1 = G_{L^2} + (G_1 - G_{L^2})$$

and

$$\varphi = \varphi_1 + \varphi_2.$$  

Then (11) is equivalent to the pair of equations

$$\varphi_1 = G_{L^2}(v^{(\epsilon)}(\varphi_1 + \varphi_2) + \xi)$$

$$\varphi_2 = (G_1 - G_{L^2})(v^{(\epsilon)}(\varphi_1 + \varphi_2) + \xi).$$

$\varphi_1$ can be thought of living on scales $\geq L$ and $\varphi_2$ on scales $\in [1, L]$. Rescale now back to unit cutoff. Let $s := s_{L^{-1}}$ and set

$$\varphi_1 = s \varphi', \quad \varphi_2 = s \xi.$$  

Then

$$\varphi = s(\varphi' + \xi)$$

(13)
with \( \varphi' \), \( \zeta \) solutions to
\[
\varphi' = G_1 \ast (S_{v^{(\epsilon)}}(\varphi' + \zeta) + \xi) \tag{14}
\]
\[
\zeta = \Gamma \ast (S_{v^{(t)}}(\varphi' + \zeta) + \xi) \tag{15}
\]
where we defined the scaling operation
\[
(S_{v})(\varphi) = L^2s^{-1}v(s\varphi)
\]
and denoted
\[
\Gamma(t,x) := e^{t\Delta(x,0)}(\chi(t) - \chi(L^2t)). \tag{16}
\]
Note that \( \Gamma \) involves scales between \( L^{-1} \) and 1 so that the equation (15) turns out to be tractable: its solution \( \zeta \) is a function \( \zeta(\varphi') \) of \( \varphi' \). Plugging this into the large scale equation (14) yields
\[
\varphi' = G_1 \ast (R_{v^{(\epsilon)}}(\varphi') + \xi) \tag{17}
\]
where the new nonlinearity \( R_{v^{(\epsilon)}} \) is defined by
\[
R_{v^{(\epsilon)}}(\varphi') = S_{v^{(\epsilon)}}(\varphi' + \zeta(\varphi')). \tag{18}
\]
\( R \) is the Renormalization Group map: given a function \( v \) mapping a field \( \varphi(t,x) \) to a field \( v(\varphi)(t,x) \) we obtain a new function \( R_{v} \) by solving the small scale equation. Using (15) in (18) we may write the latter as an equation to determine \( R_{v} \):
\[
R_{v}(\varphi) = S_{v}(\varphi + \Gamma \ast (R_{v}(\varphi) + \xi)). \tag{19}
\]
We will set up the functional spaces where (19) is solved in Section 6. At this point let us see on a formal level how the solution of the original SPDE is reduced to the study of the map \( R \). To do this it is convenient to take the cutoff \( \epsilon \) as
\[
\epsilon = L^{-N} \tag{20}
\]
so that we are interested in the limit \( N \to \infty \). With a slight abuse of notation, denote \( v^{(\epsilon)} \) by \( v^{(N)} \) and define inductively
\[
v^{(N)}_{n-1} := R_{v^{(N)}}. \tag{21}
\]
for \( n = N, N-1, \ldots \).

We call \( v^{(N)}_n \) the effective potential at scale \( L^{-n} \) starting with cutoff \( L^{-N} \). They are related to each other by the iteration
\[
v^{(N)}_n(\varphi) = S_{v^{(N)}}(\varphi + \Gamma_n \ast (v^{(N)}_{n-1}(\varphi) + \xi_{n-1})) \tag{22}
\]
where we denote explicitly the dependence of the noise on the scale:
\[
\xi_n := L^{-2n}s^{-n}\Xi.
\]
\( \xi_n \) equals in law the white noise in \( \mathbb{R} \times L^n \mathbb{T} \). \( \Gamma_n \) is the operator (16) on \( \mathbb{R} \times L^n \mathbb{T} \).

**Remark 3.** The definition of \( R \) involves the scale \( n \) i.e. the size \( L^n \) of the spatial box where the heat kernel in (16) is defined. We suppress this dependence in the notation unless we want to emphasize it.

From (13) we infer that solutions to the equations \( v \) and \( v' = R_{v} \) are related by
\[
\varphi = s(\varphi' + \Gamma \ast (v'(\varphi') + \xi)).
\]
This leads to an iterative construction of the solution as follows. Suppose \( \varphi_n \) solves the effective equation
\[
\varphi_n = G_1 \ast (v^{(N)}_n(\varphi_n) + \xi_n). \tag{23}
\]
Then, the solution of the original equation (11) is given by
\[ \varphi = s^{-(N-n)} f_{n}^{(N)}(\varphi_n). \] (24)
where the maps \( f_n^{(N)} \) satisfy the induction
\[ f_{n-1}^{(N)}(\varphi) = L^{-2} S f_n^{(N)}(\varphi + \Gamma_n * (v_{n-1}^{(N)}(\varphi) + \xi_{n-1})) \] (25)
with the initial condition
\[ f_N^{(N)}(\varphi) = \varphi. \] (26)
Recalling (10) we conclude that the solution of the SPDE with cutoff \( \epsilon \) is given by
\[ u = s^n f_{n}^{(N)}(\varphi_n). \] (27)
Suppose now that (a) we can control the \( v_n^{(N)} \) and \( f_n^{(N)} \) for \( n \geq m \), (b) we can solve (23) for \( n = m \) on the time interval \([0,1]\) (c) the solution \( \varphi_m \) is in the domain of \( f_m^{(N)} \). Then (27) yields the solution of the SPDE on the time interval \([0,L^{-2m}]\).

What determines the smallest \( m \) so that (a)-(c) hold? This is determined by the realization of the noise \( \Xi \). Indeed, the \( v_n^{(N)} \) are random objects i.e. functions of the white noise \( \Xi \). Let \( \mathcal{E}_m \) be the event such that the above holds for all \( N,n \) with \( m \leq n \leq N \). We will show that almost surely \( \mathcal{E}_m \) holds for some \( m < \infty \). For a precise statement see Section 5.

Equations (11), (22) and (25) involve the convolution operators \( \Gamma_n \) and \( G_1 \) respectively. These operators are infinitely smoothing and their kernels have fast decay in space time. In particular the noise \( \zeta = \Gamma_n * \xi_{n-1} \) entering equations (22) and (25) has a smooth covariance which has finite range in time and it has Gaussian decay in space. Hence the fixed point problem (22) turns out to be quite easy.

4. Perturbative contributions

The RG iteration we have defined is quite general: formally it holds for “arbitrary” nonlinearity \( v \) (and in any dimension as well, with appropriate scaling \( s \)). In the case at hand \( v \) is a function of \( \partial_x \varphi \) so it pays to change variables and denote
\[ \phi := \partial_x \varphi. \]
Denote also
\[ v_n^{(N)}(\varphi) = w_n^{(N)}(\phi) \]
and redefine the scaling operation as
\[ (s\phi)(t,x) = L^{-\frac{1}{2}} \phi(L^{-2}t,L^{-1}x) \]
and
\[ (Sv)(\phi) = Ls^{-1}v(s\phi) \]
so that the RG iteration (22) becomes
\[ w_{n-1}^{(N)}(\phi) = S w_n^{(N)}(\phi + \Upsilon_n * (w_{n-1}^{(N)}(\phi) + \xi_{n-1})) \] (28)
where
\[ \Upsilon_n = \partial_x \Gamma_n. \]
Eq. (29) in turn becomes
\[ f_{n-1}^{(N)}(\phi) = L^{-1} S f_n^{(N)}(\phi + \Upsilon_n * (w_{n-1}^{(N)}(\phi) + \xi_{n-1})) \] (29)
and we have the initial conditions
\[ w_N^{(N)}(\phi) = L^{-\frac{1}{2}}(\phi, M\phi) - L^{-\frac{3}{2}}C_{L^{-N}} \]
\[ f_N^{(N)}(\phi) = \phi. \] (30) (31)

From now on to avoid too many indices we suppress in the notation the superscript \( (N) \) so that \( N \) is considered fixed and the scale \( n \) runs down from \( n = N \).

4.1. Solving the first order. It is instructive and useful to study the fixed point equation (28) to first order in \( w \). Define the map
\[ (Lw)_{\phi}(\phi) := S_{w}(\phi + \Upsilon_{n} \ast \xi_{n-1}). \] (32)

Then (28) can be written as
\[ w_{n-1}(\phi) = (Lw_{n})(\phi + \Upsilon_{n} \ast w_{n-1}(\phi)) \] (33)
so \( L \) is the linearization of the RG map \( R : L = D\mathcal{R} \). Its properties are crucial for understanding the flow of effective equations \( w_{n} \).

Let us consider the linear RG flow from scale \( N \) to scale \( n \) i.e. \( L^{N-n}w_N \). This can be computed by doing one RG step with \( L \) replaced by \( L^{N-n} \). We get
\[ L^{N-n}w_N(\phi) = S_{L^{N-n}w_N}(\phi + Y^{(N)}_{n} \ast \xi_{n}) \]
where
\[ Y^{(N)}_{n}(t, x) = \partial_{x}H_{n}(t, x)\chi_{n-n}(t). \] (34)
with
\[ H_{n}(t, x) = \frac{1}{\sqrt{4\pi t}} \sum_{i \in \mathbb{Z}} e^{-\frac{(x+iL_{n})^{2}}{4t}} \] (35)
being the heat kernel on \( \mathbb{T}_{n} \) and
\[ \chi_{m}(s) := \chi(s) - \chi(L^{2m}s) \] (36)
a smooth indicator of the interval \([L^{-2m}, 2]\). The field
\[ \vartheta_{n} := Y^{(N)}_{n} \ast \xi_{n} \]
is a stationary Gaussian vector-valued field with covariance given by
\[ \mathbb{E}\vartheta_{n,\alpha}(t, x)\vartheta_{n,\beta}(s, y) = \delta_{\alpha\beta}\mathcal{C}^{(N)}_{n}(|t - s|, x - y) \]
where
\[ \mathcal{C}^{(N)}_{n}(t, x) = -\Delta \int_{0}^{\infty} H_{n}(t + 2\tau, x)\chi_{n-n}(t + \tau)\chi_{n-n}(\tau)d\tau. \] (38)

The scaling operator has eigenfunctions
\[ S_{\phi}^{k} = L^{-\frac{3k}{2}}\phi^{k}. \] (39)

From this one obtains
\[ L^{N-n}w_N(\phi) = L^{-\frac{1}{2}}(\phi + \vartheta_{n}, M(\phi + \vartheta_{n})) - L^{-\frac{3}{2}}C_{L^{-N}}. \] (40)

We see now why the counter term \( C_{L^{-N}} \) is needed: the expectation of the random field \( (\vartheta_{n}, M\vartheta_{n}) \) blows up as \( N \to \infty \) as shown in Lemma 4 and this divergence is the source of the renormalization constant \( m_{1} \) in (9).

Furthermore, we need to study the dependence of our constructions on the choice of the cutoff function \( \chi \) in (7). To this end, let us define
\[ \chi_{m}'(s) = \chi(s) - \chi'(L^{2m}s) \] (41)
where the lower cutoff in (36) has been replaced by a different bump function \( \chi' \). In the following we will denote by \( Y_{n}^{(N)} \) the kernel \( Y_{n}^{(N)} \) where \( \chi_{N-n} \) is replaced by \( \chi'_{N-n} \). We also note that, by taking \( \chi'(s) = \chi(L^2 s) \), one gets \( Y_{n}^{(N)} = Y_{n}^{(N+1)} \), so by varying \( \chi' \) we can also study the dependence and convergence as \( N \to \infty \).

We are now ready to state the Lemma which controls the dependence of the covariance \( C_{n}^{(N)} \) on \( N \) and \( \chi \). See the Appendix for the proof.

**Lemma 4.** Define \( m_1 \in \mathbb{R}^3 \) by

\[
m_1^{(\alpha)} := \left( \sum_{\beta=1}^{3} M_{\beta\beta}^{(\alpha)} \right) \frac{1}{2^{7/2} \sqrt{\pi}} \int_{0}^{\infty} s^{-3/2} (1 - \chi(s)^2) ds \tag{42}
\]

for \( \alpha = 1, 2, 3 \). Then

\[
\mathbb{E}(\varphi_{n}^{(N)}, M\varphi_{n}^{(N)}) = L^{N-n} m_1 + \delta_{n}^{(N)}
\]

where \( \|\delta_{n}^{(N)}\| \) is uniformly bounded in \( N \) and \( n \) where \( \|\cdot\| \) is the Euclidean norm in \( \mathbb{R}^3 \). Moreover, let \( \delta_{n}^{(N)} \) be the analog of \( \delta_{n}^{(N)} \), where the lower cutoff function is replaced by \( \chi' \). Then

\[
\|\delta_{n}^{(N)} - \delta_{n}^{(N)}\| \leq C e^{-cL^{2N}} \|\chi - \chi'\|_{\infty}. \tag{43}
\]

The counter term \( C_{L-N} \) is then given in this linear approximation as

\[
C_{L-N} = L^{N} m_1 \tag{44}
\]

and we end up with

\[
L^{N-n} w_{N}(\phi) = u_{n,1}(\phi). \tag{45}
\]

where

\[
u_{n,1}(\phi) = L^{-\frac{n}{2}} ((\phi + \vartheta_n, M(\phi + \vartheta_n)) - L^{N-n} m_1). \tag{46}
\]

4.2. Higher order terms. The heuristic idea of our proof is now the following. We look for the RG flow in the form

\[
w_{n} = \sum_{i=1}^{k-1} u_{n,i}(\phi) + r_{n} \tag{47}
\]

where \( u_{n,i} \) are explicit perturbative contributions and in a suitable norm

\[
\|u_{n,i}\| = \mathcal{O}(L^{-\frac{n}{2}}), \quad \|r_{n}\| = \mathcal{O}(L^{-\frac{n}{2}}) \tag{48}
\]

and we expect

\[
r_{n-1} = L r_{n} + \mathcal{O}(L^{-\frac{k+1}{2}n}). \tag{49}
\]

Moreover, from our analysis of \( L \) we also expect that

\[
\|L r_{n}\| \leq CL^{\frac{3}{2}} \|L r_{n}\| \leq CL^{\frac{3}{2}} L^{-\frac{n}{2}} = CL^{\frac{3}{2}} L^{-\frac{1}{2}(n-1)}
\]

so that (39) should iterate provided we take \( k = 4 \). Hence, we should find the perturbative contributions to \( w_{n} \) up to order 3.

**Remark 5.** The same heuristic idea works in general for subcritical problems. The dimensionless strength of the nonlinearity is \( L^{-N_{\alpha}} \) for some \( \alpha > 0 \) and the norm of \( L \) is \( L^{\beta} \) for some \( \beta > 0 \). Then one needs to do perturbation theory up to order \( k-1 \) with \( k\alpha > \beta \).
The \( u_{n,i} \) may be computed by doing one RG step with scaling factor \( L^{N-n} \)
\[
    w_n(\phi) = L^{-\frac{N}{2}}(\phi + \vartheta_n + Y_n * w_n(\phi), M(\phi + \vartheta_n + Y_n * w_n(\phi)))
\]
where we dropped the superscript \( N \) also in \( Y_n^{(N)} \). We obtain
\[
    u_{n,2}(\phi) = 2L^{-n}(\phi + \vartheta_n, M(Y_n * u_{n,1}(\phi))
\]
and
\[
    u_{n,3}(\phi) = L^{-\frac{N}{2}}((Y_n * u_{n,1}(\phi), M(Y_n * u_{n,1}(\phi)))
    + 2(\phi + \vartheta_n, M(Y_n * u_{n,2}(\phi)) - m_2 \log L^N - m_3)
\]
where \( m_2 \) and \( m_3 \) are constants to be determined. To write the recursion \([19]\) let us denote \( w_n \) by \( w \) and \( w_{n-1} \) by \( w' \) and similarly for the other functions. Then
\[
    r'(\phi) = Lr(\phi + T * w'(\phi)) + F(r'(\phi))
\]
with
\[
    F(r'(\phi)) = u'_1(\phi + T * w') - u'_1(\phi) - Du'_1(\phi)(T * (u'_1 + u'_2)) - \frac{1}{2} D^2 u'_1(\phi)(T * u'_1, T * u'_1) + LU_2(\phi + T * w') - LU_2(\phi) - DLU_2(\phi) T * u'_1 + LU_3(\phi + T * w') - LU_3(\phi) \equiv F_1(r')(\phi) + F_2(r')(\phi) + F_3(r')(\phi)
\]
where \( D \) is the (Frehet) derivative and on the LHS \( w', u' \) are evaluated at \( \phi \).

**Remark 6.** Note that \( u_i \) are polynomials in \( \phi \) so there is no problem in defining the derivative. In Section \([7]\) we’ll see that \( w \) is actually analytic.

5. Random fields

The perturbative terms \( u_i \) are polynomials in \( \phi \) with random coefficients. For the heuristic idea of the proof presented above to work these coefficients should not be too large. For \( u_{n,1} \) these random coefficients are the random fields \( \vartheta_n(t, x) \) and
\[
    u_{n,1}(0) = L^{-\frac{N}{2}}((\vartheta_n(t, x), M\vartheta_n(t, x)) - L^{N-n} m_1)
\]
In case of \( u_{n,2} \) and \( u_{n,3} \) we don’t need to consider all the coefficients. Indeed, the discussion of previous section was based on a bound \( L^\frac{B}{2} \) for the linearized RG operator. This is indeed its eigenvalue on constants. The next eigenvalue is \( L \) on linear functions, the one after \( L^\frac{1}{2} \) etc. Thus for \( u_{n,2} \) we should be worried only about the constant and linear terms in \( \phi \) and for \( u_{n,3} \) only about constants. All the other terms should be irrelevant i.e. they should contract under the RG. We will now isolate these relevant terms. Let us expand
\[
    u_{n,2}(\phi) = u_{n,2}(0) + Du_{n,2}(0) \phi + U_{n,2}(\phi).
\]
We get
\[
    u_{n,2}(0) = 2L^{-n}(\vartheta_n, MY_n * u_{n,1}(0))
\]
and
\[
    Du_{n,2}(0) \phi = L^{-n}(\phi, MY_n * u_{n,1}(0)) + L^{-n} \int_{-\infty}^{t} ds \int_{\mathcal{T}_n} dy \sigma_n(t, x, s, y) \phi(s, y)
\]
where
\[
(\sigma_n(t, x, s, y))_{\alpha\beta} = 4Y_n(t - s, x - y) \sum_{\gamma, \delta, \lambda} \vartheta_{\gamma}(t, x) M^{(\alpha)}_{\gamma\delta} \vartheta_{\lambda}(s, y))M^{(\delta)}_{\lambda\beta} .
\] (58)

For the third order term we get
\[
u_n,3(\phi) = \nu_n,3(0) + U_n,3(\phi).
\] (59)

with
\[
u_n,3(0) = L^{-\frac{2}{3}n}[(Y_n * u_{n,1}(0), M(Y_n * u_{n,1}(0))
+ (\vartheta_n, M(Y_n * u_{n,2}(0)) - m_2 \log L^N - m_3).
\] (60)

Consider now the random fields \(\nu_{n,i}(0), Du_{n,2}(0)\) with the scaling factor divided out, i.e.
\[
\nu_{n,i} := L^{\ast n}\nu_{n,i}(0), \quad D\nu_{n,2} := L^n Du_{n,2}(0).
\] (61)

Then \(\vartheta_n,3_{n,i}, D\vartheta_{n,2}\) belong to the Wiener chaos of white noise of bounded order \((\leq 4)\) and their size and regularity are controlled by studying their covariances, as shown in the Section 8. For finite cutoff parameter \(N\) these noise fields are a.s. smooth but in the limit \(N \to \infty\) they become distribution valued. We estimate their size in suitable (negative index) Sobolev type norms which we now define.

The operator \((-\partial_t^2 + 1)^{-1}\) acts on \(L^2(\mathbb{R})\) by convolution with the function
\[
K_1(t) = \frac{1}{2} e^{-|t|}.
\] (62)

and the operator \((-\Delta + 1)^{-1}\) on \(L^2(\mathbb{T}_n)\) is convolution with the periodization of \(K_2\)
\[
K_2(x) = \sum_{i \in \mathbb{Z}} K_1(x + iL^N).
\]

Let
\[
K(t, x) = K_1(t)K_2(x).
\]

Note that convolution with \(K\) is a positive operator in \(L^2(\mathbb{R} \times \mathbb{T}_n)\). We define \(V_n\) to be be the completion of \(C_0^\infty(\mathbb{R}_+ \times \mathbb{T}_n)\) with the norm
\[
\|v\|_{V_n} = \sup_i \|K * v\|_{L^2(\mathbb{E}_i)}
\] (63)

where \(\mathbb{E}_i\) is the unit cube centered at \(i \in \mathbb{Z} \times (\mathbb{Z} \cap \mathbb{T}_n)\). To deal with the bi-local field as \(\sigma_n\) in (58) we define for \(\sigma(t, x, s, y)\) in \(C_0^\infty(\mathbb{R}_+ \times \mathbb{T}_n \times \mathbb{R}_+ \times \mathbb{T}_n)\)
\[
\|\sigma\|_{V_n} = \sup_i \sum_j \|K * K * \sigma\|_{L^2(\mathbb{E}_i \times \mathbb{E}_j)}
\] (64)

Now we can specify the admissible set of noise. Let \(\gamma > 0\) and define the sets of events \(\mathcal{E}_m, m > 0\) in the probability space of the space time white noise \(\Xi\) as follows. Let \(\varsigma_n^{(N)}\) denote any fields \(\vartheta_n,3_{n,i}, D\vartheta_{n,2}\). The first condition on \(\mathcal{E}_m\) is that for all \(N \geq n \geq m\) the following hold:
\[
\|h_n \varsigma_n^{(N)}\|_{V_n} \leq L^n .
\] (65)

where \(h_n\) is a smooth indicator of the time interval \([0, \tau_n]\), \(\tau_n = L^{2(n-m)}\) which is introduced to localize in time the flow equation, as we will see in Section 8. More precisely, \(h\) is a smooth bump on \(\mathbb{R}\) with \(h(t) = 1\) for \(t \leq -L^{-2}\) and \(h(t) = 0\) for \(t \geq -\frac{1}{2}L^{-2}\) and set \(h_k(t) = h(t - \tau_k)\) so that \(h_k(t) = 1\) for \(t \leq \tau_k - L^{-2}\) and \(h_k(t) = 0\) for \(t \geq \tau_k - \frac{4}{3}L^{-2}\).
We need also to control the $N$ and $\chi$ dependence of the noise fields $\zeta_n^{(N)}$. We can study both by varying the lower cutoff in the operator $Y_n^{(N)}$ in (54). We denote by $E_n^{(N)}$ any of the resulting noise fields. Our second condition on $E_m$ is that for all $N \geq n \geq m$ and all cutoff functions $\chi, \chi'$ with bounded $C^1$ norm
\[
\|h_n(E_n^{(N)} - E_n^{(M)})\|_{V_n} \leq L^{-\gamma(N-n)}L^{\gamma n}.
\] (66)

The final condition concerns the fields $\Upsilon_n * \zeta_{n-1}$ entering the RG iteration (28). Note that these fields are $N$ independent and smooth and we are going to impose on them a smoothness condition: for all $n > m$ we demand
\[
\|\Upsilon_n * \zeta_{n-1}\|_{E_n} \leq L^{\gamma n}.
\] (67)

where the norm is defined in next section. In Section 8 we prove

**Proposition 7.** There exists $\gamma > 0$ such that almost surely $E_m$ holds for some $m < \infty$.

In the following sections we suppose the noise is on $E_m$ and we will control the RG iteration (51) for scales $n \geq m$.

6. **Banach space setup for the RG map**

In this section we set up the RG iteration in suitable functional spaces along the same lines of (10) (11). Let us first discuss the domain and range of the effective nonlinearities $w_n$. The range of $w_n, r_n$ is dictated by the noise, so we take it to be $V_n$.

In the argument of $w_n$ in (28) $\Upsilon_n * (w_{n-1} + \zeta_{n-1})$ is smooth so we take the domain of $w_n(\phi)$ to consist of suitably smooth functions. Let $\Phi_n$ be the space of
\[
\phi : [0, \tau_n] \times T_n \rightarrow \mathbb{C}
\]
which are $C^2$ in $t$ and $C^2$ in $x$ with $\partial^i_t \phi(0, x) = 0$ for $0 \leq i \leq 2$ and all $x \in T_n$. We equip $\Phi_n$ with the sup norm
\[
\|\phi\|_{\Phi_n} := \sum_{i \leq 2, j \leq 2} ||\partial^i_t \partial^j_x \phi||_{\infty}.
\]

The following lemma collects some elementary facts on how our spaces tie up with the operators entering the RG:

**Lemma 8.** (a) $\Upsilon_n : V_{n-1} \rightarrow \Phi_{n-1}$ and $h_{n-1} \Upsilon_n : V_{n-1} \rightarrow V_{n-1}$ are bounded operator with norm $C(L)$.

(b) $s : \Phi_{n-1} \rightarrow \Phi_n$ and $s^{-1} : \Phi_n \rightarrow V_{n-1}$ are bounded with
\[
\|s\| \leq L^{-\frac{1}{2}}, \quad \|s^{-1}\| \leq CL^\frac{1}{2}.
\]

(c) Let $\phi \in C^{2,2}(\mathbb{R} \times T_n)$ and $v \in V_n$. Then $\phi v \in V_n$ and $\|\phi v\|_{V_n} \leq C\|\phi\|_{C^{2,2}}\|v\|_{V_n}$.

**Proof.** Essentially the same as Lemma 9 in [5].

Consider now our fixed point problem
\[
w_{n-1}(\phi) = S w_n(\phi + \Upsilon_n * \zeta_{n-1} + \Upsilon_n * w_{n-1}(\phi)).
\] (68)

$w_n$ takes values in the distribution space $V_n \subset D'(\mathbb{R}_+ \times T_n)$. We want to bound it on the time interval $[0, \tau_n]$ i.e. we need to localize (68) in time. Define
\[
\bar{w}_n = h_n w_n
\]
so that
\[
\bar{w}_{n-1}(\phi) = h_{n-1} S w_n(\phi + \Upsilon_n * \zeta_{n-1} + \Upsilon_n * w_{n-1}(\phi))
\] (69)
One can readily check that \( \Upsilon_n w_{n-1} = \Upsilon_n \tilde{w}_{n-1} \) on the time interval \([0, \tau_{n-1}]\) and that
\[
\hat{h}_{n-1} S w_n = \hat{h}_{n-1} S \tilde{w}_n.
\]
Thus (69) can be written as
\[
\tilde{w}_{n-1}(\phi) = h_{n-1} S \tilde{w}_n(\phi + \Upsilon_n \ast \xi_{n-1} + \Upsilon_n \ast \tilde{w}_{n-1}(\phi)).
\]
(70)

We will solve (70) in a space of analytic functions which we discuss next. Let \( \mathcal{H}, \mathcal{H}' \) be Banach spaces and \( B(r) \subset \mathcal{H} \) open ball of radius \( r \). Let \( H^\infty(B(r), \mathcal{H}') \) denotes the space of analytic functions \( f : B(r) \rightarrow \mathcal{H}' \) with sup norm which we denote by \( |||f|||_{B(r)} \).

We will use the following simple facts that are identical to those of analytic functions on finite dimensional spaces (see [8]).

(a). Let \( w \in H^\infty(B(r), \mathcal{H}') \) and \( w' \in H^\infty(B(r'), \mathcal{H}'') \). If \( |||w'||| < r' \) then \( w' \circ w \in H^\infty(B(r), \mathcal{H}'') \) and
\[
|||w' \circ w|||_{B(r)} \leq |||w'|||_{B(r')},
\]
(71)

(b). Let \( w \in H^\infty(B(r), \mathcal{H}') \) and \( \rho < r \). Then
\[
\sup_{||x|| \leq \rho} \|Dw(x)\|_{L^\infty(H, H')} \leq (r - \rho)^{-1} |||w|||_{B(r)},
\]
(72)

where \( L^\infty(\mathcal{H}, \mathcal{H}') \) denotes the space of bounded linear operators from \( \mathcal{H} \) to \( \mathcal{H}' \). Taking \( \rho = \frac{1}{2} r' \), we infer that if \( |||w|||_{B(r)} \leq \frac{1}{2} \rho \) then
\[
|||w' \circ w_1 - w' \circ w_2|||_{B(r)} \leq \frac{2}{r'} |||w'|||_{B(r')} \|w_1 - w_2\|_{B(r)}.
\]
(73)

(c). Define \( \delta_k w(x) := w(x) - \sum_{\ell=0}^{k-1} \frac{1}{\ell!} D^\ell w(0)(x). \) Then
\[
|||\delta_k w|||_{B(ar)} \leq \frac{a^k}{1-a} |||w|||_{B(r)}
\]
(74)

for \( 0 \leq a < 1 \).

Furthermore, we infer this important corollary from Lemma [8]

**Proposition 9.** \( \mathcal{S} \) maps \( H^\infty(B(R), V_n) \) into \( H^\infty(B(L^{T} R), V_{n-1}) \) with norm \( ||\mathcal{S}|| \leq C L^{\frac{3}{2}} \). Here \( B(R) \subset \Phi_n \) and \( B(L^{T} R) \subset \Phi_{n-1} \) respectively.

Let now \( \gamma > 0 \) and set \( B_n = B(L^{2\gamma n}) \subset \Phi_n \). Then we have

**Proposition 10.** There exist \( L_0 > 0, \gamma_0 > 0 \) so that for \( L > L_0, \gamma < \gamma_0 \) and \( m > m(\gamma, L) \) if \( \Xi \in A_m \) then for all \( N \geq n-1 \geq m \) the equation (70) has a unique solution \( \tilde{w}_{n-1}^{(N)} \in H^\infty(B_{n-1}, V_{n-1}) \). These solutions satisfy
\[
|||\tilde{w}_{n-1}^{(N)}|||_{B_n} \leq L^{-\frac{n}{4}}
\]
(75)

and \( \tilde{w}_{n}^{(N)} \) converge in \( H^\infty(B_n, V_n) \) to a limit \( \tilde{w}_n \) as \( N \rightarrow \infty \). Furthermore, \( \tilde{w}_n \) is independent on the small scale cutoff.

**Proof.** We will drop the tilde from now on so that \( w_n, r_n \) and \( u_{n,i} \) stand for \( \tilde{w}_n \) etc. Also, if no confusion arises we let \( w \) and \( w' \) stand for \( w_n \) and \( w_{n-1} \) respectively. We
start with the perturbative contributions \( u_i \). As a corollary of Lemma 8(c) and (65) we obtain for \( n \geq m \) and \( N \geq n \):

\[
\|u_{n,1}\|_{R_{B_n}} \leq C R^2 L^{(4\gamma - \frac{1}{2})n} \tag{76}
\]

\[
\|u_{n,2}(0) + D u_{n,2}(0)\phi\|_{R_{B_n}} \leq C R L^{(3\gamma - 1)n} \tag{77}
\]

\[
\|u_{n,3}(0)\|_{V_n} \leq C L^{(\gamma - \frac{1}{2})n} \tag{78}
\]

for all \( R \geq 1 \). We used also \( \|h_n\|_{C^{2,2}} \leq C \).

We need to bound the remainder terms \( U_2 \) and \( U_3 \) in (55) and (59). We do this inductively in \( n \). We have

\[
u_2'(\phi) = Lu_2(\phi) + Du_1'(\phi)\Upsilon_n u_1'(\phi) := Lu_2(\phi) + v_2(\phi)\]

Using Lemma 8(a), (76) and (72) we get

\[
\|v_2\|_{L^2 B_{n-1}} \leq C(L) L^{(6\gamma - 1)n}.
\]

Let us inductively assume

\[
\|u_{n,2}\|_{B_n} \leq CL^{(7\gamma - 1)n}. \tag{79}
\]

Using Proposition 3 and (67) we get the following useful result

\[
\|\mathcal{L}W\|_{L^2 B_{n-1}} \leq CL^{\frac{3}{2}} \|W\|_{B_n}. \tag{80}
\]

for all \( W \in H^{\infty}(B_n, V_n) \) since \( B(L^{2\gamma(n-1)} + L^{7n}) \subset B_n \) if \( L > L(\gamma) \). Thus

\[
\|u_2\|_{L^2 B_{n-1}} \leq CL^{\frac{3}{2}} \|u_2\|_{B_n} + C(L) L^{(6\gamma - 1)n} \leq CL^{\frac{3}{2}} L^{(7\gamma - 1)n}
\]

if \( n > n(\gamma, L) \). Then by (74)

\[
\|U_2\|_{B_{n-1}} = \|\delta_2 u_2\|_{B_{n-1}} \leq CL^{\frac{3}{2}} L^{(7\gamma - 1)n}.
\]

Using (77), the bound (79) follows for \( n - 1 \) provided we take \( \gamma \) so that \( \frac{1}{2} + (7\gamma - 1) < 0 \).

For \( u_{n,3} \) we have the recursion

\[
u_3'(\phi) = Lu_3(\phi) + v_3(\phi) \tag{81}
\]

with

\[
v_3(\phi) = \frac{1}{2} D^2 u_1'(\phi)(\Upsilon u_1', \Upsilon u_1') + Du_1'(\phi)\Upsilon u_1' + DL u_2(\phi)\Upsilon u_1'.
\]

We readily get

\[
\|v_3\|_{L^2 B_{n-1}} \leq C(L) L^{(8\gamma - \frac{3}{2})n}.
\]

The inductive bound

\[
\|u_{n,3}\|_{B_n} \leq CL^{(9\gamma - \frac{3}{2})n}. \tag{82}
\]

follows then in the same way as for \( u_2 \), using \( U_3 = \delta_1 u_3 \).

Now we are ready to solve equation (51) by Banach fixed point theorem. Thus consider the map

\[
\mathcal{G}(r') = \mathcal{L}r(\phi + \Upsilon \ast u') + \mathcal{F}(r') \tag{83}
\]

where \( \mathcal{F}(r') \) is given by (53).

We have

\[
\mathcal{F}_1(r')(\phi) = L^{-\frac{n-1}{2}} (2\phi + \theta, M(\Upsilon \ast (u_3' + r'))) + (\Upsilon \ast (u_2' + u_3' + r'), M\Upsilon \ast (u_2' + u_3' + r'))
\]

so that

\[
\|\mathcal{F}_1(r')\|_{B_{n-1}} \leq C(L) L^{(14\gamma - 2)(n-1)} + L^{(2\gamma - \frac{1}{2})(n-1)} \|r'\|_{B_{n-1}}.
\]

Next we write
\[
F_2(r') = \mathcal{L}u_2(\phi + \Upsilon * w') - \mathcal{L}u_2(\phi + \Upsilon * u'_1) \\
+ \mathcal{L}u_2(\phi + \Upsilon * u'_1) - \mathcal{L}u_2(\phi) - D\mathcal{L}u_2(\phi)\Upsilon * u'_1 \\
\equiv F_{2,1}(r') + F_{2,2}(r')
\] (84)

Using (73) we obtain
\[
||F_{2,1}(r')||_{B_{n-1}} \leq C(L)(L^{(1+\gamma-2)(n-1)} + L^{(\gamma-1)(n-1)})||r'||_{B_{n-1}}
\]
To bound \(F_{2,2}(r')\) consider the function \(f(z) = \mathcal{L}u_2(\phi + z\Upsilon * u'_1)\) for \(z \in \mathbb{C}\). Since \(\mathcal{L}u_2\) is analytic in \(L^\gamma B_{n-1}\) and
\[
||\phi + z\Upsilon * u'_1||_{B_{n-1}} \leq L^{2\gamma(n-1)} + CL^{(1+\frac{\gamma}{2})}(n-1)|z|
\]
we get that \(f\) is analytic in the ball \(|z| \leq CL^{\frac{1+\gamma}{2}}(n-1)\). Since \(F_{2,2}(r')(\phi) = f(1) - f(0) - f'(0)\) we conclude by a Cauchy estimate
\[
||F_{2,2}(r')||_{B_{n-1}} \leq C(L)L^{(1+\gamma-2)(n-1)}.
\]

For \(F_3\) we get using (80) and (73)
\[
||F_{3}(r')||_{B_{n-1}} \leq C(L)(L^{(1+\gamma-2)(n-1)} + L^{(\gamma-2)(n-1)})||r'||_{B_{n-1}}
\]
Consider finally the first term in (83). (80) implies
\[
||Lr(\cdot + \Upsilon * w')||_{B_{n-1}} \leq CL^3||r||_{B_{n}}
\]
We conclude that by taking \(\gamma\) small enough if
\[
||r||_{B_{n}} \leq L^{-\frac{\gamma}{2}n}
\] (85)
then \(\mathcal{G}\) maps the ball \(||r'||_{B_{n-1}} \leq L^{-\frac{\gamma}{2}(n-1)}\) to itself. It is now straightforward to check that \(\mathcal{G}\) is a contraction in this ball so that by induction in \(n\) \(85\) holds for all \(n \geq m\).

Let us address the convergence as \(N \to \infty\) and cutoff dependence of \(w_n = w_n^{(N)}\) which can be dealt with together by considering the difference \(w_n - w_n\) where \(w_n\) equals \(w_{n+1}^N\) or \(w_n^N\) with a different cutoff. We proceed as with \(w_n\), starting with the following bounds that follow from (66): for all \(n \geq m\) and \(N \geq n\)
\[
||u_{n,1} - u'_{n,1}||_{RB_n} \leq CR^2L^{-\gamma(N-n)}L^{(\gamma-\frac{1}{2})n}
\] (86)
\[
||u_{n,2}(0) + Du_{n,2}(0)\phi - (u'_{n,2}(0) + Du'_{n,2}(0)\phi)||_{RB_n} \leq CRL^{-\gamma(N-n)}L^{(3\gamma-1)n}
\] (87)
\[
||u_{n,3}(0) - u'_{n,3}(0)||_{V_n} \leq CL^{-\gamma(N-n)}L^{(\gamma-\frac{2}{3})n}
\] (88)
for all \(R \geq 1\). The induction then goes as for \(w_n^N\), except for the prefactor \(L^{-\gamma(N-n)}\) in all the bounds. This establishes the convergence of \(w_n^{(N)}\) to a limit that is independent on the short time cutoff.

7. Proof of Theorem 1

We can now construct the solution \(\varphi^{(c)}\) of the \(c\) cutoff equation (11) and consequently \(u^{(c)}\) in (6). Recall that formally \(u^{(c)}\) is given on time interval \([0, L^{-2m}]\) by equation (27) with \(n = m\) and \(\varphi_m\) is the solution of equation (23) on time interval \([0, 1]\). Hence we first need to study the \(f\) iteration equation (25) which is equivalent to (29). We study instead of (29) the localized iteration
\[
\tilde{f}_n^{(N)}(\phi) = h_{n-1}L^{-1}\tilde{S}f_n^{(N)}(\phi + \Upsilon_n * (\tilde{w}_{n-1}^{(N)}(\phi) + \xi_{n-1}))
\] (89)
Then \( \partial ||| \) gives easily position 10.

Note that the operator \( L \) as \( n \to \infty \) to a limit \( \psi_n \) which is independent of the cutoff function.

Proof. Let us write
\[
\tilde{f}_n^r(\phi) = h_n(\phi + \vartheta_n^r) + g_n^r(\phi).
\]

Then
\[
g_{n-1}^r(\phi) = h_{n-1}L^{-1}S\tilde{g}_n^r(\phi + Y_n * (\tilde{w}_{n-1}^r(\phi) + \xi_{n-1})) + h_{n-1}Y_n * \tilde{w}_{n-1}^r(\phi).
\]

Proposition 11. Let \( \tilde{w}_n^r \in H^\infty(B_n, \mathcal{V}_n) \), \( m \leq n \leq N \) be as in Proposition [17] and \( \phi \in B_n \). Then for \( m \leq n \leq N \) \( \tilde{f}_n^r \in H^\infty(B_n, \mathcal{V}_n) \) and \( \tilde{f}_n^r(\phi) \) converges in \( H^\infty(B_n, \mathcal{V}_n) \) as \( N \to \infty \) to a limit \( \psi_n \) which is independent of the cutoff function.

Proof. Let us write
\[
\tilde{f}_n^r(\phi) = h_n(\phi + \vartheta_n^r) + g_n^r(\phi).
\]

Then
\[
g_{n-1}^r(\phi) = h_{n-1}L^{-1}S\tilde{g}_n^r(\phi + \chi_n * (\tilde{w}_{n-1}^r(\phi) + \xi_{n-1})) + h_{n-1}\chi_n * \tilde{w}_{n-1}^r(\phi).
\]

Indeed, this holds trivially for \( n = m \) since the RHS vanishes identically on \([0, 1]\).

Suppose \( \phi_{n-1} \in B_{n-1} \) satisfies
\[
\phi_{n-1} = \partial_x G_1 * (\tilde{w}_{n-1}^r(\phi_{n-1}) + \xi_{n-1}).
\]
Then, first by Lemma 8(b) and (90)\[ \| \phi_n \| \Phi_n \leq L^{-\frac{1}{2}} \| \phi_{n-1} \| \Phi_{n-1} + C(L) L^\gamma m \leq L^{2\gamma m} \]
so that \( \phi_n \in B_n \). Second, we have by (92), (90) and Lemma 12\[
\phi_n = g((\partial_x G_1 + \pi) * (\tilde{w}_n^{(N)}(\phi_{n-1}) + \xi_{n-1}))
= \partial_x G_1 * (\tilde{w}_n^{(N)}(\phi_n) + \xi_n).
\] (93)
Since \( \phi_m = 0 \), from (89) we have\[
\tilde{f}_m^{(N)}(0) = h_m s^{-1} \tilde{f}_{m+1}^{(N)}(\phi_{m+1}) = h_m h_{m+1}(L^2) s^{-2} \tilde{f}_{m+2}^{(N)}(\phi_{m+2}) = h_m s^{-2} \tilde{f}_{m+2}^{(N)}(\phi_{m+2}),
\]
then, iterating we get\[
\tilde{f}_m^{(N)}(0) = h_m s^{-(N-m)} \tilde{f}_{N}^{(N)}(\phi_N) = h_m h_N(L^{-2(N-m)}) s^{-(N-m)} \phi_N = h_m s^{-(N-m)} \phi_N
\] (94)
since \( \tilde{f}_{N}^{(N)}(\phi_N) = \phi_N \) by (31). Now \( \phi_N \in B_N \) solves (91) with \( \tilde{w}_N^{(N)}(\phi) = h_N w_N^{(N)}(\phi) \)
with \( w_N^{(N)} \) given by (30). Since \( h_N = 1 \) on \([0, \tau_N - L^{-2}]\) we obtain\[
\phi_N = \partial_x G_1 * (\tilde{w}_N^{(N)}(\phi) + \xi_N) = \partial_x G_1 * (w_N^{(N)}(\phi_N) + \Xi).
\]
To take the limit \( N \to \infty \) we will use (34): defining \( \eta^{(N)} := s^{-N} \phi_N \), then we get\[
\eta^{(N)} = s^{-m} \tilde{f}_m^{(N)}(0)
\]
on the time interval \([0, \frac{1}{2} L^{-2m}] \subset [0, 1] \).\[\]
By Proposition 11 \( \tilde{f}_m^{(N)}(0) \) converges in \( V_m \) to a limit \( \psi_m \) which is independent of the short distance cutoff. Convergence in \( V_m \) implies convergence in \( D([0,1] \times T_m) \). The claim follows from continuity of \( s^{-m} : D([0,1] \times T_m) \to D([0, L^{-2m}] \times T_1) \) and from the fact that convergence of \( \eta = \partial_x u \) implies convergence of \( u \).\[\]

8. Proof of Proposition 7\[\]
We now need to show that for some \( \gamma > 0 \) the conditions defining the set \( E_m \) hold almost surely for some \( m < \infty \). To do this, as in [5] the strategy is to control the covariances of the various fields in (61) and establish enough regularity for them.\[\]
We will deduce Proposition 7 from a covariance bound for the fields in (61). Let \( \zeta^{(N)}_n(t, x) \) or \( \zeta^{(N)}_n(t, x, s, y) \) be any of the fields in (61). Let \( K_n^{(N)}(t, x) \) or \( K_n^{(N)}(t, x, s, y) \) be any of the fields in (61). Let\[
K_n^{(N)}(t', t, x) = e^{\frac{1}{2} \text{dist}(t', I_n)} K(t' - t, x) h_n(t)
\] (95)\[\]
where \( I_n = [0, L^{2(n-m)}] \) and define\[
\rho_n^{(N)} = K_n^{(N)} \quad \text{or} \quad \rho_n^{(N)} = K_n \otimes K_n^{(N)}.
\]
Then\[
\| K_n^{(N)} \|_{L^2(i_0)} \leq C e^{-\frac{1}{2} \text{dist}(i_0, I)} \| \rho_n^{(N)} \|_{L^2(i_0)},
\] (96)\[\]where \( i_0 \) is the time component of the center of the cube \( i_0 \). From now on in the random fields we will drop the superscript \( (N) \) referring to the ultraviolet cutoff and we recall that \( \| \cdot \| \) indicates the euclidean norm for a three-dimensional vector and the Hilbert-Schmidt norm for \( 3 \times 3 \)-matrix. The following proposition proved in Section 3.1 provides bounds for the covariance of \( \rho_n \).
Proposition 13. There exist renormalization constants $m_1, m_2, m_3 \in \mathbb{R}^3$ and $\lambda > 0$ such that for all $0 \leq n \leq N < \infty$ and for some constant $0 < c < \frac{1}{2}$

\[
\mathbb{E}\|\rho_n(t, x)\|^2 \leq C
\]

\[
\mathbb{E}\|\rho'_n(t, x) - \rho_n(t, x)\|^2 \leq CL^{-\nu(N-n)}\|x - x'\|_\infty
\]

\[
\mathbb{E}\|\rho_n(t, x, s, y)\|^2 \leq Ce^{-c(|t-s| + |x-y|)}\|x - x'\|_\infty
\]

where $\rho'_n = \tilde{\zeta}'_n$, i.e. we replace the lower cutoff function $\chi$ by $\chi'$.

Now we can prove Proposition 7. We recall that we want to show that there exist $0 \leq m < \infty$ such that the event $\mathcal{E}_m$ holds almost surely, where $\mathcal{E}_m$ is the event such that bounds (101), (102) and (104) hold for any $m \leq n \leq N$. By using the same strategy as in [5] based on the bounds in [12, 13], one can see that Proposition 13 implies the following bounds for the random fields $\zeta^{(N)}_m$ in (61) for all $p > 1$

\[
P\left(\|\zeta^{(N)}_m\|_\mathcal{V} \leq CL^{-m}L^{3-2\gamma_p}n\right) \leq C\mathbb{E}\|\chi(t, x)\|^p
\]

Furthermore, to deal with the last condition on $\mathcal{E}_m$ in (67), we note that $\zeta := \Upsilon_n * \xi_{n-1}$ is a Gaussian field with covariance

\[
\mathbb{E}\zeta(t', x')\zeta(t, x) = -\Delta_x \int_0^\infty H_n(t' - t + 2s, x' - x)\chi(t' - t + s)\chi(s)ds
\]

where $\chi$ is smooth with support in $[L^{-2}, 2]$. $\mathbb{E}\zeta(t', x')\zeta(t, x)$ is smooth, compactly supported in $t' - t$ and exponentially decaying in $x' - x$. We get then by standard Gaussian estimates [12] for $0 \leq j \leq 2$ and $0 \leq j' \leq 2$ and for some $c(L) > 0$

\[
P\left(\sup_{\alpha} \|\partial^j_t \partial^j_x (\Upsilon_n * \xi_{n-1})_{\alpha}\|_{\mathcal{V}(\mathcal{E}_m)} > R\right) \leq Ce^{-c(L)R^2}
\]

and thus

\[
P\left(\sup_{\alpha} \|\Upsilon_n * \xi_{n-1}\|_{\Phi_\alpha} > L^{2\gamma_p}\right) \leq C\mathbb{E}\|\chi(t, x)\|^p
\]

The bounds (101), (102) and (104) implies that $P(\mathcal{E}_m) \leq CL^{-2m}$, then Proposition 7 follows from Borel-Cantelli Lemma.
where \( \theta(t) = 1_{t \geq 0} \) is the Heaviside function and

\[
m_{\alpha\beta} = \sum_{\gamma, \delta} M^{(\alpha)}_{\gamma\delta} M^{(\delta)}_{\gamma\beta}
\]

\[
(M_1)_\alpha = \sum_{\beta_1, \beta_3, \beta_4} M^{(\alpha)}_{\beta_1\beta_2} M^{(\beta_2)}_{\beta_3\beta_4} M^{(\beta_4)}_{\beta_1\beta_3}
\]

\[
(M_2)_\alpha = \sum_{\beta_1, \beta_3, \beta_4} M^{(\alpha)}_{\beta_1\beta_2} M^{(\beta_2)}_{\beta_3\beta_4} M^{(\beta_4)}_{\beta_1\beta_3}
\]

Define the random field

\[
\omega_{\alpha\beta} := \vartheta_{\alpha} \vartheta_{\beta} - \mathbb{E} \vartheta_{\alpha} \vartheta_{\beta}
\]

(here and below \( \vartheta = \vartheta^{(N)}_{\alpha} \)). Then the local fields \( \zeta_n \) are linear combinations of their expectations and the following random fields

\[
\vartheta_{\alpha} \vartheta_{\beta} - \mathbb{E} \vartheta_{\alpha} \vartheta_{\beta} \quad \text{and} \quad \vartheta_{\alpha} \vartheta_{\beta} - \mathbb{E} \vartheta_{\alpha} \vartheta_{\beta},
\]

where we used \( Y_n \delta_n = 0 \), while for the bi-local fields we need to consider

\[
Y_n(z - z') \vartheta_{\alpha}(z) \vartheta_{\beta}(z') - \mathbb{E} Y_n(z - z') \vartheta_{\alpha}(z) \vartheta_{\beta}(z')
\]

To get the covariance estimates for the fields (109), (110), (111) claimed in Proposition 13 we need to introduce the mixed covariance \( C'_n(z) \) such that

\[
\delta_{\alpha\beta} C'_n(z) := \mathbb{E} \vartheta'_{\alpha}(z) \vartheta_{\beta}(0)
\]

where, as before, the primed kernels and fields have the lower cutoff \( \chi' \). Furthermore, let us define

\[
C_n(z) := \sup_{N \geq n} |C'_n(z)|
\]

\[
\delta C_n(z) := |C'_n(z) - C_n(z)|
\]

\[
Y_n(z) := \sup_{N \geq n} |Y_n(z)|
\]

\[
\delta Y_n(z) := |Y'_n(z) - Y_n(z)|
\]

The regularity of these kernels is summarized in the following Lemma proven in the Appendix.

**Lemma 14.**

(a) For \( p < 3 \) and uniformly in \( n \) one has \( C_n \in L^p(\mathbb{R} \times T_n) \) and

\[
\|\delta C_n\|_p^p \leq CL^{-\lambda_p(N-n)} \|\chi - \chi'\|_\infty
\]

for some \( \lambda_p > 0 \).

(b) For \( p < \frac{3}{2} \) and uniformly in \( n \) one has \( Y_n \in L^p(\mathbb{R} \times T_n) \) and

\[
\|\delta Y_n\|_p^p \leq CL^{-\lambda_p(N-n)} \|\chi - \chi'\|_\infty
\]

for some \( \lambda_p > 0 \).

Having these technical tools at hand, we can finally start to show the covariance estimates.
8.2. Fields (109) and (111). For $z = (t, x)$ we will use the norm $|z| = |t| + |x|$ and we will drop the subscript $n$ from the random fields and kernels. From the definition of the smoothing kernel $\hat{K}$ we note that

$$\hat{K}(z, z') \leq Ce^{-\frac{1}{2}|z-z'|}, \quad \partial_x \hat{K}(z, z') \leq Ce^{-\frac{1}{2}|z-z'|}, \quad \partial_{x'} \hat{K}(z, z') \leq Ce^{-\frac{1}{2}|z-z'|}. \quad (115)$$

Defining

$$X(z_1 - z_2) := \mathbb{E} \zeta(z_1)\zeta(z_2)$$

we then get

$$\mathbb{E}\|\rho(z)\|^2 = \int dz_1 dz_2 \hat{K}(z, z_1)\hat{K}(z, z_2)X(z_1 - z_2) \leq C\|X\|_1 \quad (116)$$

i.e. it suffices to bound the $L^1$-norm of the covariance. We will use repeatedly the Young inequality in the form

$$\|f_1 \ast f_2 \ast \cdots \ast f_m\|_p \leq \prod_{i=1}^m \|f_i\|_{p_i} \quad (117)$$

if $n - 1 + \frac{1}{p} = \sum \frac{1}{p_i}$ where $1 \leq p, p_i \leq \infty$. We consider now the fields one by one.

(i) For $\zeta = \partial_\alpha$ we have $\|X\|_1 \leq C\|C\|_1$.

(ii) For $\zeta = \omega_{\alpha\beta}$ we have $\|X\|_1 \leq C\|C\|^2_2$.

(iii) For $\zeta = Y \ast \omega_{\alpha\beta}$ let $Y^t(z) = Y(-z)$. Then $X = CY \ast C \ast Y^t$. By Young inequality

$$\|X\|_1 \leq C\|Y\ast C\ast C\|^2_1 \leq C\|Y\|^2_1\|C\|^2_2$$

(iv) For $\zeta = Y \ast \omega_{\alpha\beta} Y \ast \omega_{\gamma\delta} - \mathbb{E} Y \ast \omega_{\alpha\beta} Y \ast \omega_{\gamma\delta}$ we get

$$\int dz \mathbb{E} \zeta(z)\zeta(0) \leq C \int dz dz_1 \cdots dz_4 Y(z - z_1)Y(z - z_2)Y(-z_3)Y(-z_4) \quad (118)$$

$$\times |C(z_1 - z_3)C(z_2 - z_4)(C(z_1 - z_4)C(z_2 - z_3) + C(z_1 - z_2)C(z_3 - z_4)) + C^2(z_1 - z_3)C^2(z_2 - z_4) + C^2(z_1 - z_4)C^2(z_2 - z_3)|$$

Using the trivial inequality

$$2|ab| \leq a^2 + b^2 \quad (119)$$

with $a, b \in \mathbb{R}$ for the products of $C$, we obtain

$$\int dz \mathbb{E} \zeta(z)\zeta(0) \leq C \int dz dz_1 \cdots dz_4 Y(z - z_1)Y(z - z_2)Y(-z_3)Y(-z_4) \quad (120)$$

$$\times |C(z_1 - z_3)C(z_2 - z_4)(C(z_1 - z_4)C(z_1 - z_2) + C(z_2 - z_3)^2) + C(z_1 - z_2)C(z_3 - z_4)(C(z_1 - z_3)^2 + C(z_2 - z_4)^2) + C^2(z_1 - z_3)C^2(z_2 - z_4) + C^2(z_1 - z_4)C^2(z_2 - z_3)|$$

Note that $C_n \in LP$ with $p < \frac{3}{2}$ thanks to Lemma [14] so by Young inequality one can see that the first two terms in (120) are bounded by

$$C\|Y \ast C\|Y \ast (C^2_n(Y \ast Y \ast C))\|_1 \leq C\|Y \ast C\|_2\|Y \ast Y \ast C\|_2$$

$$\leq C\|Y\|_1\|C\|_2\|Y\|_\frac{3}{2}\|C\|^2_2\|Y \ast Y \ast C\|_{\infty} \leq C\|Y\|_1\|Y\|^2_\frac{3}{2}\|C\|^2_2\|C\|^2_{\frac{1}{2}}$$
while the third and fourth term in (120) are bounded by

$$C\|C(Y \ast Y)\|_1 \|C_2 \ast (Y \ast Y \ast C)\|_1 \leq C\|C\|_2 \|Y \ast Y\|_2 \|C^2\|_1 \|Y(Y \ast C)\|_1$$

(121)

and the last contributions are bounded by

$$C\|Y \ast Y \ast Y \ast C \ast C\|_2 \|C^2\|_2 \|Y\|_1 \|Y\|_1 \|C\|_1^2$$

Next we consider the bi-local field

$$y(z_1, z_2) = Y(z_1 - z_2)(\kappa_\alpha(z_1) \kappa_\beta(z_2) - \delta_{\alpha\beta} \kappa(z_1 - z_2)).$$

Then we have

$$\mathbb{E}y(z_1, z_2) \leq CY(z_1 - z_2)\mathbb{E}(z_3 - z_4)(C(z_1 - z_3)C(z_2 - z_4) + C(z_1 - z_4)C(z_2 - z_3))$$

so that

$$e^{c|z_1 - z_2|} \mathbb{E}\rho_n(z_1, z_2) \leq Ce^{c|z_1 - z_2|} \int dz_1' dz_2' dz_3' dz_4' \mathbb{E}K(z_1, z_1') \mathbb{E}K(z_2, z_2') \mathbb{E}K(z_3, z_3') \mathbb{E}K(z_4, z_4')$$

where $0 < c < 1$ and then

$$\mathbb{E}\|\rho_n(z_1, z_2)\|^2 \leq Ce^{-c|z_1 - z_2|} \mathbb{E}\|Y \ast Y \ast C \ast C\|_1 \leq Ce^{-c|z_1 - z_2|} \mathbb{E}\|Y\|_1 \|Y\|_1 \|C\|_1^2$$

where $Y(z) := e^{c|z|}Y(z)$ is in $L^p$ with $p < \frac{3}{2}$.

8.3. Fields (110) and (115). We observe that in the above covariance estimates, the Young inequality trick requires all the kernels to be at least in $L^1(\mathbb{R} \times \mathbb{T}_n)$. Unfortunately in the fields (110) and (115), the kernel $J_n(z) := Y_n(z)C_n(z)$ will appear and it is easy to see that $\|J_n\|_1$ diverges logarithmically as $N \to 0$, so Young inequality cannot be applied as before.

The following Lemma shows some properties of $J_n$ which are crucial to overcome this problem. Its proof can be found in the Appendix.

**Lemma 15.** (a) We have

$$J_n(z) = \partial_x W_n(z) + j_n(z)$$

where $W_n$ is in $L^1(\mathbb{R} \times \mathbb{T}_n)$ uniformly in $n, N$ and

$$|j_n(z)| \leq C e^{-c|z|} \mathbf{1}_{[0, 2]}(t).$$

(b) The function $Z_n := Y_n \ast J_n$ is in $L^1(\mathbb{R} \times \mathbb{T}_n)$ uniformly in $n, N$.

(c) $\|W_n - W_n\|_1 \leq CL^{-\lambda(N-n)}$ for some $\lambda > 0$, idem for $j_n$ and $Z_n$.

(d) Let be $\epsilon = L^{-2(N-n)}$, then

$$|W_n(z) - C_n(z)|^2 \leq C(e^{-2e^{-c|z|}}\mathbf{1}_{[\frac{1}{2}, 2]}(t) + e^{-c|z|} \mathbf{1}_{[\frac{1}{2}, 2]}(t))$$

$$\|Y_n(z) - 2\partial_x C_n(z)\| \leq C(e^{-2e^{-c|z|}}\mathbf{1}_{[\frac{1}{2}, 2]}(t) + e^{-c|z|} \mathbf{1}_{[\frac{1}{2}, 2]}(t))$$

In practice Lemma 15 guarantees that the nasty kernel $J_n$ is actually a gradient of an $L^1$-function, up to to a smooth correction. By an integration by parts this property will allow us to move the gradient and make it act on the smoothing kernels $K$, so that we can still use the Young inequality. Moreover, we point out that the kernel $Z_n$ will
appear in the last fields in (110). Finally, item (d) in Lemma 15 will be employed to study the divergence of $E_{3n,3}$ in (106).

In the following we will neglect the remainder term $j(z)$, since its contributions can be easily bounded as we have done for the fields in (109).

(vi) For $\zeta = \vartheta_\alpha Y * \omega_{\beta\gamma}$ we have

$$
\mathbb{E}\|\rho(z)\|^2 \leq C \left| \int dz_1 dz_2 \mathcal{K}(z, z_1) \mathcal{K}(z, z_2) J(z_1 - z_3) J(z_2 - z_4) C(z - z_4) \right| \quad (123)
$$

Using Lemma 15 and Young inequality we get

$$
\mathbb{E}\|\rho(z)\|^2 \leq C \left[ ||W||_1 ||C * W||_1 + ||C * \mathcal{Y}||_2 ||C^2 + \mathcal{Y}||_2 + ||C(C * \mathcal{Y}) * \mathcal{Y}||_2 ||C||_2 \right] \quad (124)
$$

For the last field in (110), i.e. $\vartheta_\alpha Y * (\vartheta_\beta Y * \omega_{\gamma\delta}) - \mathbb{E}\vartheta_\alpha Y * (\vartheta_\beta Y * \omega_{\gamma\delta})$ it is convenient to perform an expansion in terms of Wick polynomials to keep track of the several contributions involved in the covariance (see [14] for a recent review about Wick polynomials). In our case the “elementary” fields $\vartheta_n$ are Gaussian and with vanishing expectation value, so the combinatorics of the Wick expansion will be quite simple. Noting that $\omega_{\alpha\beta} = :\vartheta_\alpha \vartheta_\beta:;\,$ the random fields turns out to be a linear combination of the following terms

$$
: \vartheta_\alpha Y * (\vartheta_\beta Y * \vartheta_\gamma \vartheta_\delta):; \quad Z * \omega_{\alpha\beta}, \quad : \vartheta_\alpha Z * \vartheta_\beta:; \quad \int dz_1 dz_2 Y(z - z_1) Y(z_1 - z_2) C(z - z_2) :\vartheta_\alpha(z_1) \vartheta_\beta(z_2):. \quad (125)
$$

(vii) In $\zeta = \vartheta_\alpha Y * (\vartheta_\beta Y * \vartheta_\gamma \vartheta_\delta)$: there is no $J$ appearing, so we can just estimate the corresponding $||X||_1$ which unfortunately has many terms:

Using (110) we get

$$
||X||_1 \leq C \int dz_1 \cdots dz_4 Y(z - z_1) Y(z_1 - z_2) Y(-z_3) Y(z_3 - z_4)
$$

$$
\times [C(z)C(z_1 - z_3)C^2(z_2 - z_4) + C(z_2 - z_4)C(z_1 - z_3)C(z_1)C^2(z_2 - z_4) + C(z - z_3)C(z_1 - z_3)C(z_2 - z_4) + C(z - z_3)C(z_1 - z_3)C(z_1)C(z_2 - z_4) + C(z - z_4)C(z_1 - z_4)C(z_1)C(z_2 - z_4)].
$$

Using (110) we get

$$
||X||_1 \leq C \left[ ||\mathcal{Y}||_4 ||C * \mathcal{Y}||_4 + ||\mathcal{Y}||_4 ||C * \mathcal{Y}||_4 + ||C * \mathcal{Y}||_4 ||C * \mathcal{Y}||_4 + ||\mathcal{Y} * C||_4 ||C * \mathcal{Y}||_4 + ||\mathcal{Y} * C||_4 ||C * \mathcal{Y}||_4 + ||\mathcal{Y} * C||_4 ||C * \mathcal{Y}||_4 + ||\mathcal{Y} * C||_4 ||C * \mathcal{Y}||_4 + ||\mathcal{Y} * C||_4 ||C * \mathcal{Y}||_4 \right] \quad (126)
$$
(viii) For \( \zeta = Z \ast \omega_{\alpha\beta} \) we have by Lemma 15(b)
\[
\|X\| \leq C\|Z\|\|C^2\| \leq C\|Z\|^2\|C^2\|.
\] (126)

(ix) For \( \zeta = \theta_{\alpha}Z \ast \theta_{\beta} \): again by Lemma 15(b) we have
\[
\|X\| \leq C\|Z\|\|C\|^2 \leq C\|Z\|^2\|C\|^2.
\] (127)

(x) For \( \zeta = \int dz_1 dz_2 Y(z - z_1)Y(z_1 - z_2)C(z - z_2)\vartheta_{\alpha}(z_1)\vartheta_{\beta}(z_2) \): by (119) we have
\[
\|X\|_1 \leq C \int dz_1 \cdots dz_4 Y(z - z_1)Y(z_1 - z_2)C(z - z_2)Y(z_3 - z_4)C(z_4 - z_1)
\times [C^2(z_1 - z_3) + C^2(z_2 - z_4) + C^2(z_1 - z_4) + C^2(z_2 - z_3)]
\leq C\|Y\|\frac{4}{3}\|C\|^2.
\]

(xi) We still need to bound \( \zeta(z_1 - z_2) = E\vartheta_{\alpha}(z_1)\vartheta_{\beta}(z_2) \): by (119) we have
\[
e^{c|z_1 - z_2|}\|\rho(z_1, z_2)\|^2 \leq C\|\tilde{W}\|^2
\] (128)

where \( \tilde{W}(z) = e^{c|z|}W(z) \in L^1(\mathbb{R} \times \mathbb{T}_n) \).

We observe that the estimates (98) and (100) are obtained as the bounds (97) and (99) derived above by using Lemma 15 and an integration by parts in the second term we get

8.4. Third order renormalization. So we are left with the analysis of the expectation \( \mathbb{E}^{\zeta}_3 \) which will allow us to determine the renormalization constants \( m_2, m_3 \):
\[
\mathbb{E}^{\zeta}_3 = 2M_2 \int (Y \ast \mathcal{C}^2)(z)Y(z)dz + 8M_1 \int (Y \ast \theta J)(z)\mathcal{C}(z)dz - m_2 \log L^N - m_3
\]
\[
= 4M_2 \int (Y \ast \theta \mathcal{C}^2)(z)Y(z)dz + 8M_1 \int (Y \ast \theta J)(z)\mathcal{C}(z)dz - m_2 \log L^N - m_3
\]
where \( \theta \mathcal{C}^2(z) = \theta(t)\mathcal{C}(z) \) and similarly for \( \theta J \). Let us call \( \mathcal{A} = \partial_x \mathcal{C} - 4Y \) and \( \mathcal{B} = W - \mathcal{C}^2 \). Using Lemma 15 and an integration by parts in the second term we get
\[
\mathbb{E}^{\zeta}_3 = 8M_1 \int [(Y \ast \theta j)(z)\mathcal{C}(z) - (Y \ast \theta \mathcal{C}^2)(z)\mathcal{A}(z) - (Y \ast \theta \mathcal{B})(z)\mathcal{C}(z)]dz - m_3
\]
\[
+ 4(M_2 - M_1) \int (Y \ast \theta \mathcal{C}^2)(z)Y(z)dz - m_2 \log L^N
\] (129)

For the first term we use the bounds in Lemma 15 to get
\[
\left| \int [(Y \ast \theta j)(z)\mathcal{C}(z) - (Y \ast \theta \mathcal{C}^2)(z)\mathcal{A}(z) - (Y \ast \theta \mathcal{B})(z)\mathcal{C}(z)]dz \right| \leq C.
\] (130)
Let us now study the second term in (129) which is the divergent one. In Fourier space we have

\[
\int (Y * \partial \mathcal{C}^2)(z) Y(z) dz \tag{131}
\]

\[
= \int_0^\infty dt \int dp \tilde{Y}(t, -p) \int_0^t ds \tilde{Y}(t, s, p) d\mathcal{C}(s, q) \tag{132}
\]

\[
= \int_0^\infty dt \chi_\epsilon(t) \int dp \int_0^t ds e^{-(t-s)p^2} \int dq e^{-s(q^2 + (p+q)^2)} \times h_\epsilon(s, \sqrt{s}(p+q)) h_\epsilon(s, \sqrt{s}q)
\]

where

\[
h_\epsilon(t, p) = p^2 \int_0^\infty d\sigma e^{-2\sigma p^2} \chi_\epsilon((1 + \sigma)t) \chi_\epsilon(\sigma t)
\]

and \(0 \leq h_\epsilon \leq 1\) uniformly on \(\mathbb{R}_+ \times \mathbb{R}\). Let us define \(\mu_\epsilon\) as

\[
\mu_\epsilon := \frac{1}{4} \int_2^\infty dt \int dp \int_0^t ds e^{-(t-s)p^2} \int dq e^{-s(q^2 + (p+q)^2)}.
\]

We get that

\[
0 \leq \mu_\epsilon - \int (Y * \partial \mathcal{C}^2)(z) Y(z) dz \leq C
\]

\[
\lim_{\epsilon \to 0} (\mu_\epsilon - \mu_\epsilon) = \mathcal{O}(1).
\]

Therefore, we can identify the universal renormalization constant \(m_2\) as

\[
m_2 = 4(\mathcal{M}_2 - \mathcal{M}_1) \frac{\hat{\mu}_\epsilon}{\log \epsilon^{-1}} = \frac{\pi}{\sqrt{3}} (\mathcal{M}_2 - \mathcal{M}_1).
\]

Finally, for the \(\chi\)-dependent renormalization constant \(m_3\), let be \(\nu_\epsilon := \mathbb{E}_{\beta, n, 3} - m_2 \log \epsilon^{-1}\); from \((120), (131)\) and \((135)\) we know that \(|\nu_\epsilon| \leq C\) and by bounds similar to ones in Lemma \(15\) comparing different cutoffs one can see that \(\nu_\epsilon\) is a Cauchy sequence. Therefore, in the end we obtain

\[
m_3 = \lim_{\epsilon \to 0} (\mathbb{E}_{\beta, n, 3} - m_2 \log \epsilon^{-1}) = \mathcal{O}(1).
\]

Remark 16 (Cancellation of the third order divergence). We observe that for some special class of vectors of symmetric matrices \(M = (M^{(1)}, M^{(2)}, M^{(3)})\) the normalization constants \(m_2\) and \(m_3\) are not needed, i.e. \(m_2 = m_3 = 0\) (for example this is the case of the ordinary KPZ equation where \(u \in \mathbb{R}\)).

In fact, if \(M^{(\alpha)}\) is totally symmetric with respect to three indices, i.e. it is also invariant under the swap \(\alpha \leftrightarrow \beta\), then \(\mathcal{M}_1 = \mathcal{M}_2\) in \([106]\) and \([107]\) and the divergent term is not present.
From (37) one has
\[ \mathbb{E}(\vartheta_n^{(N)}(t, x), M^{(\alpha)}n^{(N)}(t, x)) = \left( \sum_{\beta=1}^3 M_{\beta\beta}^{(\alpha)} \right) C_n^{(N)}(0, 0) \]

Let us split \( C_n^{(N)}(0, 0) \) by isolating the term corresponding to \( i = 0 \) in (35):
\[ C_n^{(N)}(0, 0) = \frac{1}{27/2 \sqrt{\pi}} \int_0^\infty \frac{\chi(s)^2 - \chi'(L^{2(N-n)}s)^2}{s^{3/2}} ds + R. \tag{138} \]

where to stress the cutoff dependence we wrote this with the lower cutoff \( \chi' \).

The remainder is easily bounded by
\[ R \leq Ce^{-cL^2n}. \]

and its change with cutoff by
\[ |R - R'| \leq Ce^{-cL^2N} \| \chi - \chi' \|_\infty. \]

For the main term in (138) we define
\[ \rho_\chi = \int_0^\infty 1 - \chi(s)^2 ds. \]

Then
\[ \int_0^\infty \frac{\chi(s)^2 - \chi'(L^{2(N-n)}s)^2}{s^{3/2}} ds = L^{N-n} \rho_\chi - \rho_\chi \]

Setting \( \delta_n^{(N)} = \sum_{\beta=1}^3 M_{\beta\beta}^{(\alpha)} (R - \rho_\chi) \) the claim follows. \( \square \)

**Appendix B. Proof of Lemma 14**

(a) We have:
\[ C_n'(t, x) = -\Delta \int_0^\infty H_n(t + 2s, x) \chi_{N-n}(t + s) \chi_{N-n}(s) ds \tag{139} \]

where \( \chi_{N-n}'(t) = \chi(t) - \chi(L^{2(N-n)}t) \). Therefore, since \( \chi_{N-n}(t+s) \chi_{N-n}'(s) \leq 1_{[0,2]}(s) 1_{[0,2]}(t) \), one has
\[ |C_n'(t, x)| \leq C 1_{[0,2]}(t) \sum_{j \in \mathbb{Z}} \ell(t, x + jL) \tag{140} \]

where
\[ \ell(t, x + jL) \leq C \int_0^\infty ds(t + 2s)^{-\frac{3}{2}} e^{-\frac{2}{(t+2s)^{1/2}}} [1 + x^2(t + 2s)^{-1}] \]
\[ \leq Ce^{-cx^2}(x^2 + t)^{-\frac{1}{2}} \left[ 1 + x^2(x^2 + t)^{-1} \right] 1_{[0,2]}(t) + e^{-cx^2/t} \frac{2}{1 + x^2t^{-1}} 1_{[2,\infty]}(t) \tag{141} \]

Combining (140) with (141) one gets
\[ C_n(t, x) \leq Ce^{-cx^2}(x^2 + t)^{-\frac{1}{2}} \left[ 1 + x^2(x^2 + t)^{-1} \right] 1_{[0,2]}(t) \in L^p(\mathbb{R} \times \mathbb{T}_n) \tag{142} \]

for \( p < 3 \). To show (141), note that
\[ \chi_{N-n}(t + s) \chi_{s}(s) - \chi_{N-n}'(s) \leq 1_{[e^2,2e^2]}(s) 1_{[0,2]}(t) \| \chi - \chi' \|_\infty \]
where $\epsilon = L^{-(N-n)}$. Hence
\[
\delta \mathcal{C}_n(t, x) \leq C \sum_{j \in \mathbb{Z}} \ell_{N-n}(t, x + jL^n) \mathbf{1}_{[0,2]}(t) \| \chi - \chi' \|_{\infty} \tag{143}
\]

where
\[
\ell_M(t, x) := \int_0^{2L^{2M}} (t + 2s)^{-\frac{3}{2}} e^{-\frac{1}{4} (t + 2s)^2} [1 + x^2 (t + 2s)^{-1}] ds = L^M \ell_0(L^{2M} t, L^M x). \tag{144}
\]

Hence using (141) we have
\[
\| \ell_M(t, x) \mathbf{1}_{[0,2]}(t) \|_p = L^{-(3-p)M} \| \ell_0(t, x) \mathbf{1}_{[0,2L^{2M}]}(t) \|_p \leq CL^{-(3-p)M} \left( 1 + \int_2^{2L^{2M}} t^2 (1-p) dt \right) \leq CL^{-\lambda M}
\]

with $\lambda > 0$ for $p < 3$.

(b) The claim follows with the same strategy employed in item (a). \qed

**Appendix C. Proof of Lemma 15**

First of all, we note that we can replace $H_n$ (the heat kernel on $\mathbb{T}_n$) by $H$ (the heat kernel on $\mathbb{R}$) in $\mathcal{C}_n$ and $\mathcal{Y}_n$. Indeed, letting $\tilde{K}$ denote the kernels $\mathcal{C}_n$, $\mathcal{Y}_n$ and $J_n$ built out of $H$ we get
\[
|\tilde{K}(z) - K(z)| \leq Ce^{-|x|} \mathbf{1}_{[0,2]}(t).
\]

Therefore, in the following proof we will consider kernels built with $H$ and drop the tildes.

Let $\epsilon = L^{-(N-n)}$ and $\chi_\epsilon = \chi_{N-n}$. We will indicate the scale dependence of the kernels by $\epsilon$ instead of $n$, i.e. $\mathcal{C}_n = \mathcal{C}_\epsilon$ and so on. We work in Fourier space in the $x$ variable:
\[
\hat{\mathcal{C}}_\epsilon(t, p) = \rho e^{-t p^2} \int_0^\infty ds e^{-2s p^2} \chi_\epsilon(t + s) \chi_\epsilon(s) = e^{-t p^2} h_\epsilon(t, \sqrt{t} p)
\]

where $h_\epsilon$ is defined in (132) and it is uniformly bounded on $\mathbb{R}_+ \times \mathbb{R}$. For $\mathcal{Y}_\epsilon$ we have
\[
\hat{\mathcal{Y}}_\epsilon(t, p) = ip e^{-t p^2} \chi_\epsilon(t).
\]

Thus
\[
\hat{J}_\epsilon(t, p) = i \int dq (p + q) e^{-t((p+q)^2 + q^2)} h_\epsilon(t, \sqrt{t} q) \chi_\epsilon(t) = \frac{ip}{\sqrt{t}} \hat{\mathcal{W}}_\epsilon(t, \sqrt{t} p) \tag{146}
\]

where
\[
\hat{\mathcal{W}}_\epsilon(t, r) = \int_\mathbb{R} dq (1 + q/r) e^{-((r+q)^2 + q^2)} h_\epsilon(t, q) \chi_\epsilon(t).
\]

$\hat{\mathcal{W}}_\epsilon$ is an entire function in $r$ with
\[
|\hat{\mathcal{W}}_\epsilon(t, r)| \leq Ce^{-c(\text{Re} r)^2} \tag{147}
\]

if $|\text{Im} r| \leq 1$ (we used $h(t, q) = h(t, -q)$). Hence in particular the inverse Fourier transform $\mathcal{W}_\epsilon(t, x)$ is in $L^1(\mathbb{R})$ uniformly in $t$. We end up with the claim with
\[
\mathcal{W}_\epsilon(z) = \frac{1}{t} \mathcal{W}_\epsilon(t, x/\sqrt{t}).
\]

(b) It suffices to study $A_\epsilon = Y_\epsilon * \partial_x W_\epsilon$. We get
\[
\hat{A}_\epsilon(t, p) = -p^2 \int_0^t e^{-(t-s)p^2} \chi_\epsilon(t - s) \frac{1}{\sqrt{s}} \hat{\mathcal{W}}_\epsilon(s, \sqrt{sp}) ds = \frac{1}{\sqrt{t}} \hat{a}_\epsilon(t, \sqrt{t} p)
\]
with
\[ \hat{a}_\epsilon(t, p) = -p^2 \int_0^1 e^{-(1-\sigma)p^2} \chi_\epsilon((1-\sigma)t) \frac{1}{\sqrt{\sigma}} \hat{W}_\epsilon(\sigma t, \sqrt{\sigma} p) d\sigma. \]

\( \hat{a}_\epsilon \) is entire satisfying (147) and the claim follows.

(c) These claims follow from
\[ |\hat{W}_\epsilon(t, r) - \hat{W}'_\epsilon(t, r)| \leq Ce^{-c(\text{Re} r)2}/|\epsilon|^{1/2} \]

(d) Let
\[ B_\epsilon = \partial_x \mathbf{C}_\epsilon^2 = 2\mathbf{C}_\epsilon \partial_x \mathbf{C}_\epsilon. \]

Then
\[ \hat{B}_\epsilon(t, p) = 2i \int_\mathbb{R} dq (p + q)e^{-t((p+q)^2+q^2)} h_\epsilon(t, \sqrt{t} p) h_\epsilon(t, \sqrt{t} q) \]

Comparing with (146) and noting that
\[ |2h_\epsilon(t, \sqrt{t} p) - \chi_\epsilon(t)| \leq C(1_{1/2 < \epsilon^2 < 2}(t) + 1_{1/2}(t)) \]
we get
\[ |J_\epsilon(z) - \partial_x \mathbf{C}_\epsilon(z)|^2 \leq C(e^{-3|z|/\epsilon}1_{1/2 < \epsilon^2 < 2}(t) + e^{-|z|}1_{1/2}(t)). \]

In the same way we get
\[ |Y_\epsilon(z) - 2\partial_x \mathbf{C}_\epsilon(z)| \leq C(e^{-2|z|/\epsilon}1_{1/2 < \epsilon^2 < 2}(t) + e^{-|z|}1_{1/2}(t)). \]

\[ \square \]
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