Quantum reinforcement learning (QRL) is one promising algorithm proposed for near-term quantum devices. Early QRL proposals are effective at solving problems in discrete action space, but often suffer from the curse of dimensionality in the continuous domain due to discretization. To address this problem, we propose a quantum Deep Deterministic Policy Gradient algorithm that is efficient at solving both classical and quantum sequential decision problems in the continuous domain. As an application, our method can solve the quantum state-generation problem in a single shot: it only requires a one-shot optimization to generate a model that outputs the desired control sequence for arbitrary target state. In comparison, the standard quantum control method requires optimizing for each target state. Moreover, our method can also be used to physically reconstruct an unknown quantum state.

1 Introduction

Reinforcement learning (RL) [1] plays a vital role in machine learning. Unlike supervised and unsupervised learning to find data patterns, the idea of RL is to reduce the original problem into finding a good sequence of decisions leading to an optimized long-term reward, through the interaction between an agent and an environment. This feature makes RL advantageous for solving a wide range of sequential decision problems, including game-playing [2, 3], e.g., AlphaGo [4], robotic control [5, 6], quantum error correction [7, 8] and quantum control [9–15]. Typical RL algorithms include Q-learning [16, 17], Deep Q-Network (DQN) [3, 18], and Deep Deterministic Policy Gradient (DDPG) [19]. Despite its broad applications, the implementation of RL on classical computers becomes intractable as the problem size grows exponentially, such as the cases from quantum physics. Analogous to quantum computation for conventional computational problems [20], quantum machine learning has been proposed to solve machine learning problems on quantum computers to potentially gain an exponential or quadratic speedup [21–28]. In particular, implementing RL on a quantum circuit has been proposed and has been shown to obtain a quadratic speedup due to the application of the Grover’s algorithm [29–34]. One interesting open question is whether a quantum reinforcement learning (QRL) algorithm can be constructed to guarantee an exponential speedup over its classical counterpart in terms of gate complexity. Besides, another interesting question is how to design the QRL algorithm so that it can efficiently and effectively solve RL problems in continuous action space (CAS) without the curse of dimensionality due to discretization, especially the decision problems on quantum systems. In this work, inspired by the classical DDPG algorithm, we propose a quantum DDPG method to solve the quantum state generation problem in the continuous action space. Specifically, for a given target state, we design a parametrized unitary sequence \( \{ U_a(\theta_t) \} \) that will sequentially drive arbitrary initial state \( |s_0\rangle \) to the target state \( |s_d\rangle \), where the action parameters \( \theta_t \) take values from a continuous domain and \( t = 0, \cdots, T \). First, the agent’s policy and the value function for QRL are constructed from variational quantum neural networks (QNN) [35, 36]. Next, the optimal policy function is obtained by continuously optimizing the policy QNN and the value QNN. Once the training is completed, the optimal policy QNN will generate the desired sequence \( \{ U_a(\theta_t) \} \). Then, due to the reversibility of the unitary gate, the reversed sequence of
its choice of actions along the sequential interactions, the agent aims to maximize over the environment also generates rewards, which are some function of the actions, by updating its state and feeding back to the agent. In the meanwhile, the environment is calculated and fed back to the agent, together with the action parameter \( \theta \). The update of \( \theta \) is achieved by optimizing the value function \( R_t = \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} \), where \( \gamma \) is a discount factor, \( 0 \leq \gamma < 1 \). A large discount factor \( \gamma \) means that the agent cares more about future rewards. The policy can be considered as a mapping from the environment to the agent’s policy. For RL problems, popular algorithms include Q-learning [16], Sarsa [38], DQN [18], etc.; for CAS problems, popular algorithms include Policy Gradient [39], DDPG [19], etc.

2 Classical reinforcement learning

In artificial intelligence, an agent is a mathematical abstraction representing an object with learning and decision-making abilities. It interacts with its environment, which includes everything except the agent. The core idea of RL is, through the iterative interactions, the agent learns and selects actions, and the environment responds to these actions, by updating its state and feeding it back to the agent. In the meanwhile, the environment also generates rewards, which are some value-functions the agent aims to maximize over its choice of actions along the sequential interactions [1].

Most reinforcement learning problems can be described by a Markov Decision Process (MDP) [1, 37] with basic elements including a set of states \( S \), a set of actions \( A \) and the reward \( R \). The agent interacts with its environment at each of a sequence of discrete time steps, \( t = 0, 1, \ldots, T \). Each sequence like this generated in RL is called an episode. At each time step \( t \), the agent receives a representation of the environment’s state, denoted by an \( N \)-dimensional vector \( s_t \in S \), based on which it then chooses an action \( a_t \in A \), resulting the change of the environment’s state from \( s_t \) to \( s_{t+1} \). At the next step, the agent receives the reward \( r_{t+1} \) determined by the 3-tuple \( (s_t, a_t, s_{t+1}) \).

![Figure 1: The QRL model. Each iterative step can be described by the following loop: (1) at step \( t \), the agent receives \( |s_t⟩ \) and generates the action parameter \( \theta_t \) according to the current policy; (2) the agent generates \( |s_{t+1}⟩ \equiv U_a(\theta_t)|s_t⟩ \); (3) based on \( |s_t⟩ \) and \( |s_{t+1}⟩ \), a reward \( r_{t+1} \) is calculated and fed back to the agent, together with \( |s_{t+1}⟩ \); (4) based on \( |s_{t+1}⟩ \) and \( r_{t+1} \), the policy is updated and then used to generate \( \theta_{t+1} \).](image)

\{\( U^\dagger_a(\theta_t) \}\} can be used to drive the given \( |s_d⟩ \) to arbitrary \( |s_0⟩ \), and this solves the quantum state generation problem. In addition, our method can be applied to physically reconstruct arbitrary unknown state \( |s_d⟩ \). In comparison, the conventional way of achieving this is to first apply state tomography to identify the unknown target \( |s_d⟩ \), and then run optimization to find the control pulse sequence that will generate \( |s_d⟩ \). In the following, we will first have a brief introduction to the RL and then propose our own QRL algorithm.

3 The framework of quantum reinforcement learning

In order to construct a quantum framework that works for both CAS and DAS cases, we present the following QRL model, as shown in Fig. 1. The essential idea is to map the elements of classical RL into the quantum counterparts. We introduce a quantum ‘environment’ register to represent the environment in RL, and its quantum state \( |s_t⟩ \) to represent the classical state \( s_t \) at time step \( t \). Then the action \( a(\theta_t) \) can be represented as a parameterized action unitary \( U_a(\theta_t) \) on \( |s_t⟩ \), where \( \theta_t \) is the action parameter, which is continuous for CAS case, and takes values from a finite set for DAS case. In order to generate the quantum reward function, by introducing a reward register \( |r_t⟩ \), we design the reward unitary \( U_r \) and the measurement observable \( M \) such that

\[
\begin{align*}
\rho_{t+1} &\equiv f(⟨s_t|0⟩U^\dagger_a(\theta_t)U^\dagger_r MU_r U_a(\theta_t)|0⟩|s_t⟩) \\
\end{align*}
\]

will match the actual reward defined by the RL problem. Here, \( f \) is a function determined by the
The VQC circuit of our quantum DDPG algorithm is through the variational function and the value function. On a popular way to implement a QNN is to use the variational function, which can be generated by the quantum neural network, and determines the action unitary $U_a(\theta_t)$. Under the established optimal policy, we can iteratively generate the desired sequence $\{U_a(\theta_t)\}$ to drive the arbitrary initial state $|s_0\rangle$ converging to the target state $|s_d\rangle$. The entire QRL process can be divided into two stages. In stage 1, we construct the optimal policy $U_{\text{policy}}$ through the agent training, including the policy update and the value-function estimation, which can be realized through the function fitting using QNNs. In stage 2, under the established optimal policy, we can iteratively generate the desired sequence $\{U_a(\theta_t)\}$ that will drive the initial state to the target state, and complete the RL task.

In our method, in order to solve RL problems in CAS, we utilize QNNs to construct the policy function and the value function. One popular way of implementing a QNN is to use the variational quantum circuit (VQC) [35, 36, 40, 41], whose parameters can be iteratively optimized for the given objective function on classical computers. The VQC circuit of our quantum DDPG algorithm consists of a sequence of unitary $\{D^{(k)}(\alpha)\}$, and is ended by measurements of observables $\{B_j\}$ with $\text{Tr}(B_j B_j) = 0$ (Fig. 3), where $B_j = b_{j,1} \otimes b_{j,2} \otimes \cdots \otimes b_{j,n}$ and $b_{j,i} \in \{\sigma_x, \sigma_y, \sigma_z, I\}$. Each $D^{(k)}(\alpha)$ can be chosen to have an identical structure, $D^{(k)}(\alpha) = V^{(k)}(\alpha) U^{(k)}(\alpha)$, where $V^{(k)}(\alpha) = \prod_{j=1}^{n} (R_x(\alpha_{k,j-1}) R_z(\alpha_{k,j}))$, $U^{(k)}(\alpha \beta) = \prod_{j=1}^{n} \text{CNOT}_{(k,j)}$ and $\text{CNOT}_{(k,j)}$ uses the $k$-th qubit to control the $(k+1)$-th qubit. Here, $R_{x,z}$ are rotations, with $R_{x}(\alpha) \equiv \exp(-i \alpha / 2), \beta = x, z$. For the input $|\phi\rangle$, the output of the VQC can be expressed as the expected measurement outcome $C_{j} \equiv \langle \phi | D^{(k)}(\alpha) B_j D(\alpha) | \phi \rangle$, based on which the parameter $\alpha$ can then be optimized for the given optimization problem, on a classical computer.

4 Quantum DDPG algorithm

For RL problems in CAS, we aim to design QNNs to iteratively construct a sequence of unitary gates that will drive the environment register from the initial state eventually to the target state. This is the essential idea of the quantum DDPG algorithm. Analogous to the classical DDPG algorithm, we make use of the QNNs to construct the desired policy function $\pi_\eta$ and the value function $Q_\omega$. Specifically, the policy-QNN is used to approximate the policy function $\pi_{\theta,t} \equiv \langle s_t | D^t(\nu) B_j D(\nu) | s_t \rangle$ with $\theta_t = (\theta_{t,1}, \theta_{t,2}, \ldots)$, and the Q-QNN is used to approximate the value function $Q(\nu_t,\theta_t) \equiv \langle \theta_t | s_t | D^t(\omega) B_j D(\omega) | s_t \rangle \theta_t$. In order to make the training more stable, two more target networks are included with the same structure as the two main networks [3, 18, 19]. Therefore, the quantum DDPG uses four QNNs in total: (1) the policy-QNN $\pi_\eta(s_t)$, (2) the Q-QNN $Q_\omega(s_t,\theta_t)$, (3) the target-policy $\pi'_\eta(s_t)$ and (4) the target-Q $Q'_\omega(s_t,\theta_t)$.
**Algorithm 1 Quantum DDPG algorithm**

Randomly initialize $Q_\omega(|s|, \theta)$ and $\pi_\eta(|s|)$;
Initialize target $Q'$ and $\pi'$;
Initialize replay buffer $D$;

for episode=1, M do

Prepare the initial state $|0, s_0\rangle$;

for $t=1:T$ do

Select the actions: $\theta_t = \pi_\eta(|s_t|)$;
Apply $U_\theta(\theta_t)$: $|s_{t+1} = U_\theta(\theta_t)|s_t\rangle$;
Apply $U_r$ and $M$ to obtain $r_{t+1}$;
Store tuple $(|s_t\rangle, \theta_t, r_t, |s_{t+1}\rangle)$ in $D$;
Sample a batch of tuples $(|s_t\rangle, \theta_t, r_t, |s_{t+1}\rangle)$ from $D$;
Set $y_t = r_t + \gamma Q'_\omega(|s_{t+1}\rangle, \pi'_\eta(|s_{t+1}\rangle))$;
Update Q-QNN by minimizing the loss:
$L = \frac{1}{T} \sum_t (y_t - Q_\omega(|s_t\rangle, \theta_t))^2$;
Update the policy-QNN:
$\nabla_\eta J \approx \frac{1}{T} \sum_t \nabla_\eta Q_\omega(|s_t\rangle, \theta_t) \nabla_\eta \pi_\eta(|s_t\rangle)$;
Update the target QNNs:
$\omega' = \tau \omega + (1-\tau) \omega'$,
$\eta' = \tau \eta + (1-\tau) \eta'$.
end for
end for

The quantum DDPG method contains two stages. In stage 1, the agent training is divided into three parts: (1) experience replay [42], (2) updates of the Q-QNN and the policy-QNN, and (3) updates of the target networks. The aim of the experience replay is to prevent the neural network from overfitting. We store the agent’s experiences $(|s_t\rangle, \theta_t, r_t, |s_{t+1}\rangle)$ in a finite-sized replay buffer $D$ at each time step. During the training, we randomly sample a batch of experiences from the replay buffer to update the Q-QNN and the policy-QNN. First, we update the policy-QNN parameters by minimizing the expected return $J = E[Q_\omega(|s\rangle, \theta)||s=s_0, \theta=\pi(s_0)]$. Then we update the Q-QNN parameters by minimizing the mean-squared loss $L = \frac{1}{T} \sum_t (y_t - Q_\omega(|s_t\rangle, \theta_t))^2$ between the predicted Q-value and the original Q-value, where $y_t = r_t + \gamma Q'_\omega(|s_{t+1}\rangle, \pi'_\eta(|s_{t+1}\rangle))$ is the predicted Q-value and calculated by the target-Q networks, $G$ is the size of the batch. Here, we use the gradient descent algorithm AdamOptimizer [43] to minimize the loss function of these two quantum neural networks. Finally, we update the two target networks using a soft update strategy [19]: $\omega' = \tau \omega + (1-\tau) \omega'$, $\eta' = \tau \eta + (1-\tau) \eta'$, where $\tau$ is a parameter with $0 < \tau < 1$. The entire training process is summarized in Algorithm 1. In stage 2, with the optimal policy-QNN and $T$ iterations, we can construct a sequence of $\{U_\theta(\theta_t)\}$ and $|s_t\rangle$ for each given initial $|s_0\rangle$, satisfying $|s_T\rangle$ is sufficiently close to the target $|s_d\rangle$.

For DAS problems, the above QRL proposal still works if the quantum DDPG design in Fig. 2 is replaced by the quantum DQN design, analogous to the classical DQN algorithm [18]. Compared with the quantum DDPG, the quantum DQN maps states of the environment into the computational basis, rather than into the amplitudes of a quantum register. Moreover, for quantum DQN, only the value function needs to be approximated by the QNN, while the policy function can be described by the greedy algorithm [1]. Detailed proposals to solve DAS problems using QNNs are presented in [40, 44]. It is worthwhile to note that the quantum DQN cannot efficiently solve CAS problems, since the dimensionality problem is inevitable when solving the CAS problems through discretization.

## 5 Quantum DDPG in solving quantum state generation problems

The quantum state generation problem is a very important ingredient in quantum computation and quantum control. Given a target state $|s_d\rangle$, we hope to find a sequence of unitary operations $\{U_\theta(\theta_t)\}$ that can drive the quantum system from the initial state $|s_0\rangle$ to $|s_d\rangle$. In conventional quantum control algorithms, the desired control sequence $\{U_\theta(\theta_t)\}$ can be found through optimization; if a different target state $|s_d\rangle$ is chosen, a new optimization is required to find the desired control sequence for the new $|s_d\rangle$. In other words, $\{U_\theta(\theta_t)\}$ are generated through optimization case by case for different target $|s_d\rangle$. Now, we try to solve the same problem through our QRL algorithm: in the language of RL, we aim to find the optimal policy $U_{policy}$ so that arbitrary initial state $|s_0\rangle$ can be iteratively driven to the given target state $|s_d\rangle$ by applying a sequence of $\{U_\theta(\theta_t)\}$ generated by $U_{policy}$. Compared with the traditional method, the advantage of our method is that it only involves a one-shot optimization to construct the QRL model and there is no need to optimize case by case for different $|s_d\rangle$. 


The QRL circuit for arbitrary state generation is shown in Fig. 2. First, we define the environment $U_r$, and at each step $t$, we define the reward function $r_{t+1} = f(p_{t+1})$. Given the target $|s_d\rangle$, we choose an observable $M_d \equiv |s_d\rangle\langle s_d|$. Then we can obtain an estimate of $p_{t+1} \equiv \langle M_d \rangle = \langle s_{t+1}|M_d|s_{t+1}\rangle$ through the measurement statistics of $M_d$, with estimation error $\epsilon$. Notice that the number of measurements required to obtain $p_{t+1}$ and $r_{t+1} = f(p_{t+1})$ is independent of the system size $N = 2^n$ of the $n$-qubit environment register, and the proof will be shown later in the following. Let $|s_0\rangle = \sum_{k=1}^{N} a_{0,k}|v_k\rangle$ be the initial state of the environment register, where $a_{0,k} = \langle v_k|s_0\rangle$. At time step $t$, applying $U_{\text{policy}}$ and quantum measurements on $|s_t\rangle$, as shown in Fig. 2, we obtain the action parameter $\theta_t$, and generate the corresponding action unitary $U_a(\theta_t) \equiv U_{\text{ENT}} V(\theta_t)$, where $V(\theta_t)$ and $U_{\text{ENT}}$ are defined as in Fig. 3. Then we apply $U_a(\theta_t)$ and get

$$|s_{t+1}\rangle = U_a(\theta_t)|s_t\rangle = U_{\text{ENT}} V(\theta_t)|s_t\rangle$$

(1)

Next, by measuring $M_d$, we obtain an estimation of

$$p_{t+1} \equiv \langle s_{t+1}|M_d|s_{t+1}\rangle = |\langle s_{t+1}|s_d\rangle|^2$$

(2)

through $K$ number of measurements. For this state generation problem, we choose the reward $r_{t+1} = 10p_{t+1}$. If $p_{t+1} \rightarrow 1$ as $t \rightarrow \infty$, then $|s_{t+1}\rangle$ will converge to $|s_d\rangle$ to complete the RL goal. Notice that the evaluation of $r_{t+1}$ is only needed for the QRL training stage; in the application stage, since $U_{\text{policy}}$ is optimized, measurements are no longer required to estimate $r_{t+1}$. Then by implementing stage 1 and stage 2 of our method, the state generation problem will be solved with our quantum DDPG algorithm.

To verify the effectiveness of our method, we study the state generation problem for one-qubit and two-qubit cases. In stage 1, we apply the quantum DDPG algorithm to update the policy until we obtain the optimal $U_{\text{policy}}$. Since the interaction between agent and environment is influenced by noise, we randomly choose the error $\epsilon \sim \mathcal{N}(\epsilon, \epsilon^2)$ on the reward value in the simulation. In stage 2, based on $U_{\text{policy}}$ and $|s_0\rangle$, we generate a sequence of $\{U_a(\theta_t)\}$ and the corresponding $|s_{50}\rangle = U_a(\theta_{29})\cdots U_a(\theta_0)|s_0\rangle$, and record the overlap $p_t$ at each $t$.

![Figure 4: Simulation results for quantum state generation problem of the one-qubit and the two-qubit Hamiltonian by quantum DDPG. For 1000 different initial $|s_0\rangle$, we plot how the average $\bar{p}_t$ and the variance $\Delta(p_t)$ change with the iteration step $t$. For the one-qubit case, at $t = 50$, $\bar{p}_{50} \geq 0.99$ and $\Delta(p_{50}) \leq 4.47 \times 10^{-5}$. For the two-qubit case, at $t = 50$, $\bar{p}_{50} \geq 0.98$ and $\Delta(p_{50}) \leq 4.04 \times 10^{-7}$.](image-url)

Specifically, for the one-qubit case, the target state is chosen to be $|1\rangle$. In stage 1, the size of the replay buffer is set as 1000, the size of the batch is set as 16, and the other parameters are set as $\gamma = 0.9$, $\tau = 0.001$. In addition, the quantum registers for the policy-QNN and the value-QNN are both comprised of three qubits, and the depth of the QNN circuits is one. For the policy-QNN, we add two ancilla qubits initialized in $|00\rangle$ together with $|s_t\rangle$ as the input of the policy network. For the value-QNN, we encode $\theta$ into $|\theta_t\rangle$ and use it together with $|s_t\rangle$ as the inputs of the value-QNN. Then we perform the training process. After the training stage, we randomly select 1000 different initial states $|s_0\rangle$ to test the performance of the policy $U_{\text{policy}}$. In Fig. 4, we can see that almost all final states $|s_{50}\rangle$ are sufficiently close to the target $|s_d\rangle$, with $p_{50} \geq 0.99$ and $\Delta(p_{50}) \leq 4.67 \times 10^{-5}$ at $t = 50$. For the two-qubit case, the target state $|s_d\rangle$ is chosen to be the maximum entangled state $(|00\rangle + |11\rangle)/\sqrt{2}$. In order to improve the training performance, we apply the quantum neural network proposed in Ref. [45], which introduced a classical activation function and a weight matrix on the basis of VQC. Also, we set the size of the replay buffer as 10000, the size of the batch as 128, and other parameters as $\gamma = 0.9$, $\tau = 0.005$. Here, the quantum registers to implement these two QNNs both contain six qubits, and the depth of both QNN circuits is three. Simulation results in Fig. 4 show that $p_{50} \geq 0.98$ and $\Delta(p_{50}) \leq 4.04 \times 10^{-7}$ at $t = 50$. Notice that for both one-qubit and two-qubit cases, a one-shot optimization is sufficient to find the optimal policy $U_{\text{policy}}$ through QNN learning. Once the QRL model is constructed,
for each $|s_0\rangle$, it can efficiently generate the desired control sequence $\{U_a(\theta_t)\}_{t=0}^{49}$ to drive $|s_0\rangle$ to $|s_d\rangle$. If we take $|s_d\rangle$ as the initial state, then the reversed sequence $\{U_a^\dagger(\theta_t)\}_{t=49}^{0}$ will drive $|s_d\rangle$ to arbitrary $|s_0\rangle$. Thus, we have completed the task of arbitrary state generation. It is worthwhile to note that it is not necessary for $|s_0\rangle$ to be known to make our model work: even if $|s_0\rangle$ is unknown, as long as we have sufficient number of identical copies of $|s_0\rangle$, our model is still able to output the desired sequence that will drive $|s_d\rangle$ to $|s_0\rangle$. Hence, our model can also be used to physically reconstruct an unknown state.

6 Quantum DDPG in solving the eigenvalue problem

In quantum complexity theory, the Quantum Merlin Arthur (QMA) is the set of all decision problems that can be verified by quantum computers in polynomial time [46–48]. One typical QMA-complete problem is the $k$-local Hamiltonian problem, which is to find the ground energy of a $k$-local Hamiltonian $H$ with $k \geq 2$ [49]. Essentially, this problem is an eigenvalue problem for a given physical Hamiltonian, and one way of solving it on a quantum computer is to use the variational quantum eigensolver (VQE) algorithm [35]. Here, we present an alternative method, formulating the $k$-local Hamiltonian problem as a reinforcement learning problem in CAS and applying our quantum DDPG algorithm to it. Specifically, let $H$ be the Hamiltonian defined on $N$ dimensional quantum system $E$, and $H$ is a sparse matrix that can be efficiently constructed. Assuming an unknown eigenvalue $\lambda_0$ of $H$ is located in a neighborhood of $\lambda$, i.e. $\lambda_0 \in \delta(\lambda) \equiv [\lambda - \delta, \lambda + \delta]$, we aim to find out $\lambda_0$ and its corresponding eigenvector $|u_0\rangle$.

To implement the QRL circuit in Fig. 2 for the eigenvalue problem, we choose $U_r$ as the quantum phase estimation $U_{PE}$ shown in Fig. 5. The role of $U_{PE}$ together with the subsequent measurement is to map the input state $|s_{t+1}\rangle$ into the desired eigenstate with certain probability. Specifically, the reward function $r_{t+1}$ can be defined as the overlap between the $(t+1)$-th states with $|u_0\rangle$: $r_{t+1} \equiv \langle s_{t+1}|u_0\rangle^2$. Let $|0\rangle$ and $|s_0\rangle = \sum_{k=1}^N \alpha_{0,k} |u_k\rangle$ be the initial states of the reward register and the $n$-qubit environment register, where $n = \log N$ and $\alpha_{0,k} = \langle u_k|s_0\rangle$. At the time step $t$, applying $U_{\text{policy}}$ and quantum measurements to $|s_t\rangle$, we obtain the action parameter $\theta_t$, and the next state is $|s_{t+1}\rangle = U_a(\theta_t)|s_t\rangle$. Then, by applying $U_{PE}$, we obtain

$$U_{PE}|0\rangle|s_{t+1}\rangle = \sum_{k=1}^N \alpha_{t+1,k} |\lambda_k\rangle |u_k\rangle,$$  (3)

where $|u_k\rangle$ is the eigenvector corresponding to the eigenvalue $\lambda_k$. By measuring the eigenvalue phase register, we obtain the outcome $\lambda_0$ with probability

$$p_{t+1} \equiv |\langle s_{t+1}|u_0\rangle|^2 = |\alpha_{t+1,0}|^2$$  (4)

which can be estimated by the frequency of obtaining $\lambda_0$ in $K$ number of measurements. The reward can be written as $r_{t+1} = 10p_{t+1}$.

Next, as numerical demonstration, we apply this method to the Heisenberg model with $n = 1, 2$. In stage 1, the parameter settings of the quantum neural networks are the same as in the cases of $n = 1, 2$ in the state generation problem. After the training in stage 1, we randomly select 1000 different initial states $|s_0\rangle$ to test the policy $U_{\text{policy}}$. For the one-qubit case, we choose the Hamiltonian as $H \equiv \frac{1}{4}(0.13\sigma_x + 0.28\sigma_y + 0.95\sigma_z + I)$, where the three coupling constants are randomly generated. One can see from Fig. 6 that as
As $t$ increases, trajectories $\{s_t\}$ with different initial $|s_0\rangle$ all converge to the ground state $|u_0\rangle$, with $\bar{p}_{50} \geq 0.99$ and $\Delta(p_{50}) \leq 1.98 \times 10^{-7}$ at $t = 50$. Next, we consider a two-qubit Hamiltonian model $H = \frac{1}{2}(\sigma_x \otimes \sigma_x + \sigma_y \otimes \sigma_y + \sigma_z \otimes \sigma_z) + 0.25\sigma_x \otimes I$, and use the quantum DDPG algorithm to find an energy state of it. The simulation result is shown in Fig. 6 that as $t$ increases, trajectories with different initial $|s_0\rangle$ all converge to the ground state of $H$, with $\bar{p}_{50} \geq 0.98$ and $\Delta(p_{50}) \leq 3.01 \times 10^{-6}$ at $t = 50$. However, we are not satisfied with the accuracy rate of 0.98, so we can use the final state $|s_{50}\rangle$ as the input of the method of Ref. [50] to obtain an exact state.

Again, analogous to the state generation problem, our QRL method demonstrates an advantage over the conventional optimal control [51] or the VQE [35] algorithms: the optimal $U_{\text{policy}}$ generated through a one-shot optimization is useful for arbitrary initial state, while a different optimization is required for each different initial state in optimal control or VQE.

7 Complexity analysis

Analogous to the VQE algorithm, our quantum DDPG algorithm is essentially a quantum-classical hybrid optimization. Similar to other discussion, we will mainly focus on the quantum circuit complexity of our algorithm, including the circuit gate complexity and the measurement complexity. In our method, quantum measurements are required to obtain both the reward value and the action parameters.

Let $B$ be an observable with $B|u_j\rangle = \lambda_j|u_j\rangle$, for an $n$-qubit system, $N = 2^n$. Assuming the system is in the state $|\psi\rangle = \sum_{j=1}^{N} \alpha_j|u_j\rangle$, the measurement of $B$ in $|\psi\rangle$ will generate the measurement outcome $m$, with probability distribution $P(m = \lambda_j) = |\langle u_j | \psi \rangle|^2 = |\alpha_j|^2$. Notice that $m$ and $B$ have the same expectation value and the variance: $\mathbb{E}(m) = \langle B \rangle$ and $\text{Var}(m) = \langle B^2 \rangle - \langle B \rangle^2$. Then we have the following well-known result in probability theory:

Lemma 1 (Chebyshev’s inequality). Let $X$ be a random variable with expected value $\mu$ and variance $\sigma^2$. For any real number $k > 0$, $P(|X - \mu| \geq k\sigma) \leq \frac{1}{k^2}$.

Based on Lemma 1, we further derive the following relationship between the measurement precision error $\epsilon$ and the number of measurements $K$ to reach that precision.

Theorem 1. Let $B$ be an observable with $B = b_1 \otimes b_2 \otimes \cdots \otimes b_n$, where $b_i \in \{\sigma_x, \sigma_y, \sigma_z, I\}$. We implemented measurements for $K$ times to obtain the sample average $\bar{m}_K$ to estimate the expected value $\langle B \rangle$. Then, the probability of the difference between $\bar{m}_K$ and $\langle B \rangle$ larger than $\epsilon$ is given by

$$P(|\bar{m}_K - \langle B \rangle| \geq \epsilon) \leq \frac{1}{K\epsilon^2}. \tag{5}$$

Proof. After $K$ number of measurements on $B$, we obtain a sample of measurement outcomes, $m_1, m_2, \ldots, m_K$, with sample mean $\bar{m}_K \equiv \frac{1}{K} \sum_{i=1}^{K} m_i$ and $\{m_i\}$ to be independent and identically distributed. Let the expectation and the variance of $m_i$ be $\mu$ and $\sigma^2$. Due to the weak law of large numbers, we have $\bar{m}_K \to \mu$ for $n \to \infty$. Then the expectation of the sample mean is $\mathbb{E}(\bar{m}_K) = \mu = \langle B \rangle$ and the variance is $\text{Var}(\bar{m}_K) = \frac{\sigma^2}{K}$. Choosing $\epsilon = k\frac{\sigma}{\sqrt{K}}$ and using Chebyshev’s inequality result in $P(|\bar{m}_K - \langle B \rangle| \geq \epsilon) \leq \frac{\sigma^2}{K\epsilon^2}$.

For the observable $B = b_1 \otimes b_2 \otimes \cdots \otimes b_n$ and $b_i \in \{\sigma_x, \sigma_y, \sigma_z, I\}$, we have $\lambda_i = \pm 1$ and $\langle B^2 \rangle = 1$. Further, we have $0 \leq \langle B \rangle^2 \leq 1$ and $0 \leq \langle B^2 \rangle - \langle B \rangle^2 \leq 1$. Hence, $0 \leq \sigma \leq 1$, and we find $P(|\bar{m}_K - \langle B \rangle| \geq \epsilon) \leq \frac{1}{K\epsilon^2}$. \hfill \Box

Now we apply Theorem 1 to analyze the measurement complexity of our algorithm. For a given estimation error $\epsilon$, according to Theorem 1, choosing $K = O(\frac{1}{\epsilon^2})$ will make $\bar{m}_K$ converge to $\langle B \rangle$ with high probability. Next, we analyze the gate complexity of our algorithm. During a single iteration at $t$ of stage 1, denoting the gate complexities of $U_a(\theta_t)$, $U_{\text{policy}}(\text{policy-QNN})$ and $U_Q(\text{Q-QNN})$ as $C_a$, $C_p$ and $C_q$, we can see that the number of parameters $\theta_t$ in $U_a(\theta_t)$ is at most equal to $C_a$. Hence, in a single iteration at $t$ of stage 1, the gate complexity is $O(\frac{C_a C_p + C_p^2 + C_a C_q}{\epsilon^2})$. Analogously, in a single iteration at $t$ of stage 2, the gate complexity is $O(C_a t) + O(\frac{C_a^2 + C_a C_q}{\epsilon^2})$; hence, the total gate complexity of stage 2 is $O(\frac{T^2 C_a^2 + C_a C_q}{\epsilon^2})$. \hfill \Box
8 Concluding discussion

In this work, inspired by the classical DDPG algorithm, we have proposed a quantum DDPG algorithm that can solve both CAS and DAS reinforcement learning problems. For CAS tasks, our quantum DDPG algorithm encodes the environment state into the quantum state amplitude to avoid the dimensionality disaster due to discretization. As a useful application, our method can be used to solve the state generation problem. A distinguishing feature of our method is that, for each target state, it only requires a one-shot optimization to construct the QRL model that is able to efficiently output the desired control sequence driving the initial state to the target state. In comparison, in conventional quantum control methods, different optimizations are required for each different target state. Simulation results for one-qubit and two-qubit quantum systems demonstrate that, our QRL method can be used for arbitrary state generation and eigenstate preparation for a given Hamiltonian. We have also analyzed the complexity of our proposal in terms of the QNN circuit complexity and the measurement complexity.
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A Classical Reinforcement Learning

Here, we will give a detailed introduction to the basic concepts of reinforcement learning for beginners to learn. In RL, the basic elements include a set of states $S$, a set of actions $A$, the reward $R$. The model of reinforcement learning is shown in Fig. 7 [1], the agent and the environment interact continually. In a step, the agent receives an observation $s_t$, then chooses an action $a_t$. Next, the agent performs an action $a_t$, and the environment moves to the next state $s_{t+1}$ and emits a reward $r_{t+1}$. At the next step, the agent receives the reward $r_{t+1}$ determined by the 3-tuple $(s_t, a_t, s_{t+1})$. Given an initial state $s_0$, the agent-environment interactions will generate the following sequence: $s_0, a_0, r_1, s_1, a_1, r_2, \ldots$. Such a sequence is called an **episode** in RL. Next, we define the following three key elements of RL:

1. **Policy**
   
   The policy can be considered as a mapping from $S$ to $A$, which sets the rules on how to choose the action based on the environment’s state. Such policy is determined by certain optimization objective, such as maximizing the cumulative reward. A policy can be either deterministic or stochastic. A deterministic policy is characterized by a function $a = \pi(s)$, meaning that under the same policy, at time step $t$, the action $a_t$ is uniquely determined by the current environment’s state $s_t$. Given the current state $s$, we define the stochastic policy, $\pi_\theta(a|s) \equiv P[a|s, \theta]$ as the probability of choosing the random action $a$, where $\theta$ is parameter charactering the distribution of $P[a|s, \theta]$.

2. **Cumulative reward**
   
   As mentioned above, at time step $t$, the policy goal of the agent is to maximize the cumulative reward it receives in the long run. At each step $t$, if we define the accumulative reward as $R_t = \sum_{k=0}^{\infty} r_{t+k+1}$, it may not be convergent and becomes ill-defined; alternatively, we can introduce a discount factor $\gamma (0 \leq \gamma \leq 1)$ and define the cumulative reward as $R_t = \sum_{k=0}^{\infty} \gamma^k r_{t+k+1}$. The larger the discount factor, the longer time span of future rewards we will consider to determine the current-state policy. At time step $t$, the reward $r_t$ determines the immediate return, and the cumulative reward $R_t$ determines the long-term return.

3. **Value function**
   
   Notice that when $a_t$ or $s_t$ is stochastic, $r_t$ and $R_t$ are also stochastic. Hence, we further define the value function $Q$ to be the expectation of the cumulative reward, $Q(s, a) \equiv E[R_t|s, a]$, under the policy $\pi$. The goal of RL is to find the optimal policy that maximizes the value function $Q$.

RL problems can be classified into two categories: discrete-action-space (DAS) problems and continuous-action-space (CAS) problems. In a DAS problem, the agent chooses the action from a finite set $\{a_k\}$, $k = 1, \ldots, l$. For example, in the Pong game [18], the action set for moving the paddle is {up, down}. In a CAS problem, the action can be parametrized as a real-valued vector [52]. In the CartPole environment [53], the action is the thrust and can be parametrized as a continuous variable $\theta \in [-1, 1]$. For DAS problems, popular RL algorithms include Q-learning [16], Sarsa [38], Deep Q-learning Network (DQN) [18], etc.; for CAS problems, popular algorithms include Policy Gradient [39], Deep Deterministic Policy Gradient (DDPG) [19], etc.

Notice that the DQN algorithm is only efficient when solving problems with small DAS. It quickly becomes inefficient and intractable when the size of the DAS becomes large. Hence, although a CAS problem can be converted into a DAS problem through discretization, the DQN algorithm will not work in solving the converted DAS problem, if we require high discretization accuracy. For CAS problems, it is better to use a CAS algorithm, such as DDPG.
B  Discrete Action Space Algorithms

Q-learning is a milestone in reinforcement learning algorithms. The main idea of the algorithm is to construct a Q-table of state-action pairs to store the Q-values, and then the agent chooses the action that can obtain the largest cumulative reward based on the Q-values.

In the Q-learning algorithm, an immediate reward matrix $R$ can be constructed to represent the reward value from state $s_t$ to the next state $s_{t+1}$. The Q-value is calculated based on the matrix $R$, and it is updated by the following formula [1]:

$$Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha [r_t + \gamma \max_{a_{t+1}} Q(s_{t+1}, a_{t+1}) - Q(s_t, a_t)]$$

(6)

where $\gamma$ is the discount factor, $\alpha$ is the learning rate that determines how much the newly learned value of $Q$ will override the old value. By training the agent, the Q-value will gradually converge to the optimal Q-value.

The Q-learning is only suitable for storing action-state pairs which are low-dimensional and discrete. In large-space tasks, the corresponding Q-table could become extremely large, causing the RL problem intractable to solve, which is known as the curse of dimensionality. The DQN algorithm takes the advantage of deep learning technique to solve the RL problems. Specifically, it introduces a neural network defined as Q-network $Q(s_t, a_t; \omega)$, whose function is similar to the Q-table in approximating the value function. The input of the Q-network is the current state $s_t$, and the output is the Q-value. The $\epsilon$-greedy strategy is used to choose the value of $a$ according to the following probability distribution [1]:

$$a = \begin{cases} \arg \max_a Q(a), & \text{with probability } 1 - \epsilon; \\ \text{a random action}, & \text{with probability } \epsilon. \end{cases}$$

(7)

In order to stabilize the training, the DQN algorithm uses two tricks: experience replay and a target network. The method of experience replay is to use a replay buffer to store the experienced data and to sample some data from the replay buffer at each step $t$ to update the parameters in the neural network. The DQN algorithm introduces a target-Q network $Q(s_{t+1}, a_{t+1}; \omega')$ which is a copy of the Q-network. The input of $Q(s_{t+1}, a_{t+1}; \omega')$ is $s_{t+1}$ and the output is $Q(s_{t+1}, a_{t+1})$. However, the target-Q network parameters are updated using Q-network parameters at every $m$ steps, where $m$ is a constant. The DQN algorithm updates the Q-network by reducing the value of the loss function

$$L(\omega) = E[(r_t + \gamma \max_{a_{t+1}} Q' (s_{t+1}, a_{t+1}; \omega') - Q(s_t, a_t; \omega))^2].$$

C  Continuous Action Space Algorithms

For tasks in continuous action space, we usually use the DDPG algorithm. The DDPG algorithm make use of the neural network to construct the desired policy function $\pi : s_t \rightarrow a_t$ such that the value function is maximized. The quantum DDPG includes four neural networks: the policy-network, the Q-network, the target-policy-network and the target-Q-network. The Q-network is used to approximate the value function, while the policy-network is used to approximate the policy function.

The DDPG algorithm uses the same tricks as DQN to stabilize the training. The update of the policy-network is achieved by reducing the loss function $L(\eta) = -Q(s_t, a_t; \eta)$. Similar to DQN, the update of the Q-network in DDPG is achieved through reducing the value of the loss function

$$L(\omega) = E[(r_t + \gamma \max_{a_{t+1}} Q' (s_{t+1}, a_{t+1}; \omega') - Q(s_t, a_t; \omega))^2].$$

Through training, the estimated value output of the Q-network will be more accurate, and the action given by the policy-network will make the Q-value higher.
D Quantum Reinforcement Learning in Discrete Action Space

Besides DAS problems, our QRL framework can solve DAS problems as well. For DAS tasks, we can use quantum Q-learning or quantum DQN algorithm. Specifically, we consider a Frozen Lake environment model [54] in which both the action space and the state space are finite dimensional, as shown in Fig. 8. In this environment, the agent can move from a grid to its neighboring grids and the goal is to move from the starting position to the target position. Some positions of the grids are shown in Fig. 8. In this environment, the agent can move from a grid to its neighboring grids and the goal is to move from the starting position to the target position. Some positions of the grids are walkable, while the others will make the agent fall into the water, resulting in a large negative reward, and a termination of the episode.

In order to solve the Frozen Lake problem using our QRL framework, we number the N grids from 0 to N − 1, and encode them into the set of basis states $S = \{|j\rangle, j = 0, \cdots, N-1\}$. Each grid $j$ is a real vector. Specifically, we construct $U_a(\theta_i)$ on $|s_t\rangle$, where $\theta_i$ is the action parameter. Assuming that at the position $|j\rangle$, there are four actions (up, down, left, and right) the agent can choose from, corresponding to the discrete set $\{U_a(\theta_{j,k})\} = \{U_a(\theta_{j,1}), U_a(\theta_{j,2}), U_a(\theta_{j,3}), U_a(\theta_{j,4})\}$ where $\theta_{j,k} = (\theta_{j,k}^{(1)}, \cdots, \theta_{j,k}^{(n)})^T$ is a real vector. Specifically, we construct $U_a(\theta_{j,k})$ as $U_a(\theta_{j,k}) = R_y(\theta_{j,k}^{(1)}) \otimes \cdots \otimes R_y(\theta_{j,k}^{(n)})$, where $R_y(\theta_{j,k}^{(n)}) = \exp(-i \theta_{j,k}^{(n)} \sigma_y/2)$, and $\theta_{j,k}^{(n)} \in \{0, \pi\}$. For example, in Fig. 8, if the agent is at the position $|10\rangle$ and wants to move right to the position $|6\rangle$, then the required action parameter is $\theta_{5,4} = (0, 0, \pi, \pi)$, corresponding to $U(\theta_{5,4}) \equiv R_y(0) \otimes R_y(0) \otimes R_y(\pi) \otimes R_y(\pi)$, satisfying $U(\theta_{5,4})|0101\rangle = |0110\rangle$.

We generate the reward function $f$ by introducing a reward register $|r_t\rangle$ and design the reward unitary $U_r = \sum_{j \in F} |j\rangle \langle j| \otimes I \otimes I + \sum_{j \in H} |j\rangle \langle j| \otimes I \otimes \sigma_z + \sum_{j \in G} |j\rangle \langle j| \otimes \sigma_z \otimes I$ and the measurement observable $M = \sum_{j=0}^N |j\rangle \langle j|$. Then the reward $r_{t+1}$ is

$$r_{t+1} = f(p_{t+1}) = \begin{cases} -1, & p_{t+1} = 0 \\ -10, & p_{t+1} = 1 \\ 10, & p_{t+1} = 2 \end{cases}$$

where $p_{t+1} \equiv \langle s_t|U_a^\dagger(\theta_{t,k})U_a(\theta_{t,k})MU_rU_a(\theta_{t,k})|0\rangle|s_t\rangle$ and $r_{t+1} = f(p_{t+1})$. Here, $r_{t+1}$ is the reward for the action $U_a(\theta_{t,k})$ at the state $|s_t\rangle$ and $|0\rangle$ is the initial state of the reward register.

With all RL elements represented as the components of a quantum circuit, we can use the quantum DQN algorithm to solve the Frozen Lake problem. In stage 1, we train the agent to find a state-action sequence to maximize the cumulative reward. In the training, the data $\langle s_t, a(\theta), r_{t+1} \rangle$ obtained from each interaction between the agent and the environment is recorded and these data are used to update the Q-value. In stage 2, we use the optimal policy to generate $\{U_a(\theta_{0,k}), \cdots, U_a(\theta_{T,k})\}$ to complete the task. Our simulation results show that though training the agent can reach the target position by moving 6 steps.