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QoS provisioning is a complex and challenging issue in mobile ad hoc networks, especially when there are multiple QoS constraints. In this paper, we propose an adaptive QoS routing scheme supported by cross-layer cooperation in ad hoc networks. The cross-layer mechanism provides up-to-date local QoS information for the adaptive routing algorithm, by considering the impacts of node mobility and lower-layer link performance. The multiple QoS requirements are satisfied by adaptively using forward error correction and multipath routing mechanisms, based on the current network status. The complete routing mechanism includes three parts: (1) a modified dynamic source routing algorithm that handles route discovery and the collection of QoS-related parameters; (2) a local statistical computation and link monitoring function located in each node; and (3) an integrated decision-making system to calculate the number of routing paths, coding parity length, and traffic distribution rates. Simulation results are presented to illustrate the overall performance of our scheme. Our results indicate that our adaptive routing scheme provides suitable QoS performance that is less sensitive to network conditions (i.e., node mobility, transmission power, channel characteristics, and the traffic pattern) than a nonadaptive routing strategy.
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1. INTRODUCTION

A wireless ad hoc network consists of a collection of mobile nodes interconnected by multihop wireless paths with wireless transmitters and receivers. Such networks can be spontaneously created and operated in a self-organized manner, because they do not rely upon any preexisting network infrastructure.

There are numerous applications (e.g., military, rescue) for this type of network. The emergence of multimedia applications in communications has generated the need to provide quality-of-service (QoS) support in mobile ad hoc networks, and such applications require a stable path to guarantee QoS requirements. However, the topology of ad hoc networks is highly dynamic due to the unpredictable node mobility. In addition, wireless channel bandwidth is limited. So, QoS provisioning in such networks is complex and challenging.

There are many routing algorithms proposed for wireless ad hoc networks; a good survey is provided in [1]. Prior work on ad hoc network routing can be categorized based on how the state information is maintained and how the search for feasible paths is carried out. General approaches include source routing [2], distributed routing [3], and hierarchical routing [4]. There are some hybrid methods [5, 6] reported in the literature, and these schemes have been shown to enhance network performance.

QoS routing usually involves two tasks: collecting and maintaining up-to-date state information about the network and finding feasible paths for a connection based on its QoS requirements. There are currently several main approaches for QoS routing in ad hoc networks. These approaches can be classified as network level only and combined network-data-link level [7]. An example of a network-level-only approach is given in [3]. However, it may suffer from several potential problems. For example, while the path is being discovered, only the link bandwidth between neighboring nodes is considered. Because transmissions between neighboring nodes also affect other nodes in ad hoc networks, neglecting...
the physical properties of the transmission channel can lead to problems such as possible failure at high data loads. The network-data-link level approach is more promising because it combines information from both the network and data-link layer [7, 8]. However, due to dynamic changes in network topology and the difficulties in predicting link states, indirect or estimation approaches are often used (e.g., using signal strength and link lifetime as routing parameters [9]). The obvious problem with such approaches is that the impacts on QoS performance are hard to quantify, since the cross-layer behaviors of mobile networks are not considered. Therefore, most of the proposed routing schemes for mobile networks are only QoS aware, but do not guarantee QoS. To address this problem, appropriate cross-layer cooperation is required. We propose an adaptive scheme to provide QoS information by factoring the impacts of node mobility and lower-layer link parameters into QoS performance.

There are many proposals for QoS routing in the literature [7, 10, 11]. Most approaches tend to focus on only one QoS parameter (e.g., packet loss, end-to-end delay, and bandwidth). For example, while many of the QoS-related schemes are successful in reducing packet loss by adding redundancy in the packet [12, 13, 14], they do this at the expense of end-to-end delay. Because packet loss and end-to-end delay are inversely related, it may not be possible to find a path that simultaneously satisfies the delay, packet loss, and bandwidth constraints. Some proposed QoS routing algorithms [15, 16, 17] do consider multiple metrics, but without considering cross-layer cooperation. Multipath routing is another type of QoS routing that has received much attention, since it can provide load balancing, fault tolerance, and higher aggregate bandwidth [12, 18, 19]. Although this approach decreases packet loss and end-to-end delay, it is only efficient and reliable if a relationship can be found between the number of paths and QoS constraints.

In this paper, we propose a cross-layer cooperation mechanism to support adaptive multipath routing with multiple QoS constraints in an ad hoc network. The cross-layer mechanism provides information on link performance for the QoS routing. It treats traffic distribution, wireless link characteristics, and node mobility in an integrated fashion. That is, it reflects the impacts of lower-layer parameters on QoS performance in higher layers, with emphasis on translating these parameters into QoS parameters for the higher-layer connections. A multiobjective optimization algorithm is used to calculate routing parameters using the cross-layer mechanism. These parameters are adapted to the current network status, determining the number of routing paths and code parity lengths for FEC. In addition, a traffic engineering strategy is used to evenly distribute traffic over multiple paths.

The remainder of the paper is organized as follows. Section 2 provides an overview of our cross-layer routing architecture. Three functions (the routing, the local statistic computation, and the integrated decision-making functions) in the routing mechanism are introduced in Section 3. The layered network models used to support the implementation of these functions are also presented in this part. Simulation and numerical results are discussed in Section 4. Finally, the summary is presented in Section 5.

2. SCHEME OVERVIEW

We propose an adaptive routing algorithm for supporting QoS in hybrid mobile ad hoc networks. The computation of the parameters in the routing is adaptive with respect to the current network status. This distributed routing utilizes the most up-to-date local information at each node, where local states are maintained by a cross-layer mechanism. QoS requirements are satisfied by adaptively using forward error correction (FEC) at packet level and multipath routing mechanisms based on the current network status.

Due to the effects of changes in network topology and wireless link, QoS performance on a node becomes complex. Therefore, an adaptive QoS routing mechanism needs several cross-layer functions cooperating harmoniously to deal with changes in different layers. Firstly, a local QoS performance prediction mechanism is needed. It should include local information collection and local QoS performance computations. Once this prediction mechanism is built, the second step is to construct a distributed routing strategy based on the predicted QoS performance along selected paths. This includes routing discovery and routing maintenance. A hybrid asynchronous local information update mechanism is also introduced.

In order to implement our adaptive multipath routing scheme, three functions distributed in different parts of the network are needed. First, a modified dynamic source routing function is needed. It handles route discovery and collecting the local QoS-related information along the selected routes. Second, there is a local statistical computation and link monitoring function located in each node. This function is used to support the above routing function. It will manage and build the local routing information in each node, which includes a QoS-related table. The third function will be in charge of the final decision-making process. The adaptive routing parameters are derived from the decision-making algorithm based on the QoS constraints. They are the number \( N \) of selected paths, parity length \( k \) of the FEC, code and the set \( \{ R \} \) of the traffic distribution rates on each path. With these functions, adaptive multipath QoS routing is implemented.

Obviously, this adaptive routing is a hybrid approach because it includes both a local QoS status precomputation and an on-demand multipath routing algorithm. Routing parameters, such as the number of paths, the forward error correction (FEC) parity length, and the packet distribution rate on each path, are finally determined by the integrated decision-making system.

The link local status depends mostly on the lower-layer parameters such as the wireless channel characteristics and the nodes’ mobility, which are provided by our local cross-layer mechanism. Since on-demand routing finds feasible paths, given a specified request, it can operate by using either the regular method [20, 21] or an improved method [9, 12]. For example, signal strength and link lifetime constraints
will decrease the available paths, but have the advantage of facilitating the location of a more reliable link for routing [9]. We simply select an on-demand multipath routing protocol to use in our system, but modify the request packet or reply packet, which depends on where the decision making is located (source or destination). If decision making takes place in the source, the reply packet structure is modified to piggyback the local QoS information along the path. If this occurs at the destination, the request packet structure will be modified to carry the QoS requirements from the user. This packet also piggybacks local QoS information along the path. The reply packet sends the final decision back to the source. We design an iterative algorithm to calculate routing parameters for QoS guarantees. These QoS requirements can be based on either a delay or a delay and bandwidth requirement, or a packet loss requirement. FEC requirements can be based on either a delay or a delay and average delay on selected paths.

3. CROSS-LAYER COOPERATIVE FUNCTIONS

3.1. Routing function

Generally, ad hoc routing protocols can be classified into proactive and reactive protocols [1]. We propose the use of a distributed dynamic source routing. Split multipath routing (SMR) [19] is modified to fulfill the multipath routing function in our adaptive routing scheme. It is an on-demand routing protocol that builds multiple disjoint routes using request/reply cycles. For QoS considerations in our scheme, we extended the structure of a request or a reply packet to include three new fields in the packet. These fields will keep three parameters defined as follows.

Definition 1. Assume that \( D(i, j) \) is a metric for link \((i, j)\), for a path \( p = (s, i, j, \ldots, k, d) \). Let

\[
D(p) = D(s, i) + D(i, j) + \cdots + D(k, d).
\]

Definition 2. Assume that \( L(i, j) \) is a metric for link \((i, j)\), for a path \( p = (s, i, j, \ldots, k, d) \). Let

\[
L(p) = L(s, i) \cdot L(i, j) \cdots \cdot L(k, d).
\]

Definition 3. Assume that \( B(i, j) \) is a metric for link \((i, j)\), for a path \( p = (s, i, j, \ldots, k, d) \). Let

\[
B(p) = \min \{ B(s, i), B(i, j), \ldots, B(k, d) \}.
\]

Upon doing this, the receiver on the path will know the accumulated value of \( D(p) \), \( L(p) \), and \( B(p) \). If we have \( D(p) \) represent the accumulated value of the delay, then \( 1 - L(p) \) represents the accumulated value of the packet loss and \( B(p) \) represents the minimum bandwidth on the path. Whenever the request or reply packet proceeds for another link \((i, j)\), let

\[
D(p) = D(p) + D(i, j), \quad L(p) = L(p) \cdot L(i, j), \quad B(p) = \min \{ B(p), B(i, j) \}. \tag{4}
\]

These QoS parameters are brought into the function of the integrated decision making located in the destination or source node. They will also be used in the calculations of the adaptive routing parameters.

The end-to-end delay of a path is the sum of the node delay at each node plus the link delay at each link on that path. Node delay includes the protocol processing time and the queuing delay at node \( i \) for link \((i, j)\). Link delay is the propagation delay on link \((i, j)\). The delay metric is defined as

\[
delay(i, j) = \text{nodel} \cdot \text{delay}(i, j) + \text{link} \cdot \text{delay}(i, j). \tag{5}
\]

The end-to-end packet-loss rate of a path is an accumulation of the packet loss caused by buffer overflow, link failure, and packet discard caused by channel error. The packet loss rate metric is defined as

\[
pkloss(i, j) = pk\cdot lo\cdot ss(i, j) + pk\cdot llf(i, j) + pk\cdot dc(i, j). \tag{6}
\]

The residual bandwidth metric in link \((i, j)\) is

\[
\text{residual } B(i, j) = \text{capacity}(i, j) - \text{aggregate} \cdot \text{traffic}(i, j). \tag{7}
\]

Since reply/request packets travel at speeds based on the delay, a reply/request packet traveling along the path with the smallest delay will arrive first. So, the source/destination node always discovers available routes according to the arriving order of the reply/request packet.

3.2. Local statistical computation and monitoring function

The second function of our adaptive scheme is the local information statistics and monitoring. It is used to support the routing function stated above. Local QoS parameters used in routing are obtained from this function.

In order to show how to collect and use information in different layers, we divide our discussion into two parts. One part is the architecture of the mechanism for monitoring and gathering statistics; another part presents the models used to support the architecture.

3.2.1. Architecture

Each node in the network has a monitoring mechanism to collect and exchange its local information periodically. In our scheme, a node is assumed to keep up-to-date local information, including all outgoing links and neighbors. There are two tables in each node: one has the link state information, the other has the QoS-related and the link weight information. This QoS-related table is combined with the original
routing table in the routing function. Since a distributed dynamic source routing is used, an arbitrary link weight can be defined based on our objective. The state information of one outgoing link \((i, j)\) may include (1) average signal-to-noise ratio \(S(i, j)/N_0\), (2) link capacity \(C(i, j)\), (3) average aggregate traffic \(\lambda(i, j)\), (4) link stability \(\psi(i, j)\), and (5) neighbor nodes’ mobility characteristics sorted by several types \(\xi_j\).

The local information table is built from the monitoring and statistical mechanism in the node. It consists of two parts: (1) an exchange information part (i.e., \(\xi_j\)), which comes from its neighbors, and (2) a statistical information component (i.e., \(\lambda(i, j)\)), which comes from its monitoring mechanism. Such information may be located in both the lower and higher layers. For example, average signal-to-noise ratio \(S(i, j)/N_0\) is a physical layer parameter. Because the wireless device drivers normally provide signal-to-noise ratio information, the receiver can read such information from the driver periodically. At the same time, link stability \(\psi(i, j)\) can be obtained from the statistics of the beacons exchanged between wireless devices. Although each node’s mobility level has different characteristics from others, it is assumed that once end nodes of the type \(\xi_j\) are found, the local wireless channel model and the nodes’ mobility will be known. Since the aforementioned data is already available at different layers in the network, there is no need for an additional mechanism to gather it. As such, the network overhead associated with message exchanges will not increase.

The local QoS-related table will be produced from local state information. This phase could be implemented by two different approaches. We call them pure statistical methods and prediction methods.

A statistical method provides a simple approach to collect local QoS-related parameters. It is based on an assumption that all factors affecting those QoS-related parameters of a node do not change as frequently as other previously discussed statistical values. From this statistical mechanism, a QoS-related table is built. Residual bandwidth can be obtained from the information of link capacity \(C(i, j)\) and the average aggregate traffic, \(\lambda(i, j)\). Average delay and average packet loss can be obtained directly from the historical information in the node. Other information, such as \(S(i, j)/N_0\), \(\psi(i, j)\), and \(\xi_j\), can be used to calculate the link weight. Different methods about how to build link weight are proposed in literature [9, 22]. We proposed the method in [9], since its selected paths have higher QoS properties.

A prediction method is another approach to get the information in the local QoS-related table. Packet delay and packet-loss rate are estimated by predicting link states. These predictions are based on current local information. The link model discussed below will be a bridge to bring lower-layer parameters (e.g., \(S(i, j)/N_0\), \(\xi_j\), etc.) into higher layers. As such, they can be combined with the information in higher-layers (e.g., \(C(i, j)\), \(\lambda(i, j)\), etc.) to predict the local QoS performance.

The difference between the statistical method and prediction method is that the former uses historical network information. This previous information is inherently imprecise in an ad hoc network because the network state and topology may change at any time. The latter uses the forecasting information, as it collects all possible information affecting future network states to calculate the QoS-related information. So, the prediction method is more precise for predicting network states in the next transmission interval, though the former is less complex.

### 3.2.2. Models

In order to support the collection of the desired network information (especially, for the collection of the lower-layer information, i.e., node mobility and wireless channel characteristics), we consider the network with three models. First, the network model defines the properties of the network components, including node classification and channel classification. Second, the node model provides node mobility characteristics (e.g., relative speed, direction, etc.) and the capacity of the node with respect to its communication properties (e.g., transmission power, receiving sensitivity, etc.). Third, the link model characterizes the changes of the wireless channel with features of mobile ad hoc networks, which allows the effects of the lower-layer parameters to be factored into the computation of network performance at higher layers. All these models quantify values associated with the messages (e.g., node and wireless channel types, etc.) in different layers. These quantified values are further used in the statistics or prediction regarding local QoS performance. A brief description of the three models follows.

(a) **Network model**

We propose a flexible network model with either mobile or stable nodes. It is a set \(V\) of nodes that are interconnected by a set \(L\) of wireless communication links. \(V\) and \(L\) change over time since nodes join and leave the network. Nodes in the network can be classified as belonging to several groups according to node mobility level, which is represented by a set \(G\). Each group has its unique mobile characteristics that will be later defined in the node’s model, and each node, \(n\), has its unique identifier. Wireless channels are also classified according to their local communication environments, which are represented by a set \(H\). The channel characteristics (e.g., average signal-to-noise ratio \(S/N_0\), channel gain \(\eta\), etc.) are grouped according to several typical radio channels. So, a hybrid network can be represented by the following two sets:

\[
V = \{G(n)\}_{n \in G}, \quad L = \left\{H\left(S_{\frac{S}{N_0}}, \eta\right)\right\}_{S/N_0, \eta \in H}. \quad (8)
\]

(b) **Node model**

We assume that each node communicates with its neighbors, and a link is available when two nodes are in the transmission range of each other. We consider the communication range of the nodes individually in this paper, because we do not want to miss the information of individual nodes coming from the physical layer (e.g., transmission power, transmission rate, signal-to-noise ratio, mobility, etc.). Since we are discussing the link state in the mobile network, two nodes’ features are defined: one is the mobility \(\xi_i\) of the node \(i\), which
is characterized by the relative speed \( v(i, j) \) with its neighbor \( j \) on that link, and the direction \( \theta \) and the movement function \( f(\cdot) \). These characteristics can be modeled by using random functions (i.e., a mobility model proposed by [23]). This node’s mobility affects the link failure function directly. Another node’s feature is the node’s communication function \( f_j \). The adaptive routing parameters are derived from the higher layer parameters in a link model, we are able to predict the local performance in mobile networks.

(c) **Link model**

A mobile wireless channel can be modeled by a multiple-state Markov chain. For simplicity, we use a two state Markov model. State one represents a good channel state and state two is the bad channel state. States are defined by the range of signal-to-noise ratio on this mobile wireless link.

We use \( p \) to denote the transition probability from state one to state two and use \( q \) to denote the transition probability from state two to state one. Due to the nodes’ mobility, both \( p \) and \( q \) are functions of the nodes’ mobility profile and the channel parameters. So, the steady-state probabilities follow:

\[
P_1(t, \rho_{i,j}) = \frac{q}{p+q}, \quad P_2(t, \rho_{i,j}) = \frac{p}{p+q}, \quad (10)
\]

\( \rho_{i,j} \) represents the combined mobility parameter of node \( i \) and node \( j, t \) is a time variable.

### 3.3. Integrated decision-making function

This function is in charge of the final decision-making process. The adaptive routing parameters are derived from the decision-making algorithm. They are the number \( N \) of selected paths, the parity length \( k \) of FEC code, and the set \( \{R\} = \{r_1, r_2, \ldots, r_N\} \) of the traffic distribution rate on each path. With this function, adaptive multipath QoS routing will be implemented.

Usually, a QoS request can be a delay constraint, a packet-loss constraint, or a minimum-bandwidth constraint. Many routing algorithms support QoS by guaranteeing only one of those constraints [8]. We discuss a scheme supporting multiple constraints. It is assumed that a QoS request may include delay constraint, packet-loss constraint, and minimum-bandwidth constraint, all at same time or just one or two of them.

A packet-level FEC coding with lower coding rate may decrease packet loss [13, 24], but would increase packet delay in the network. In our scheme, the coding rate is determined under both end-to-end delay constraint and packet-loss constraint, which are guaranteed by using multiple paths. The increase of the delay caused by coding is also compensated by the gain from the parallel transmission mechanism in the multipath routing.

Our strategy is to build a multiobjective optimization function. We set two objective functions under the constraints in our adaptive multipath routing scheme to satisfy the QoS requirements. One objective function is to minimize the differences of the actual end-to-end delay in our scheme with its QoS requirements. Another is to minimize the difference of the actual end-to-end packet loss in our scheme with its QoS requirements. Both are constrained by the multipath transmission and traffic balance mechanisms in the scheme. Bandwidth requirement will be satisfied as a constraint of this optimization function if there is an option for it.

Following are the functions that will be used to derive the adaptive routing parameters \( N, k, \{R\} \) in our multiobjective optimization algorithm. The multiobjective functions are

\[
\min \{ D - \bar{D}(N, k, \{R\}) \}, \quad \min \{ P - \bar{P}(N, k, \{R\}) \}
\]

subject to

\[
D(N, k, \{R\}) = D_i, \quad (12)
\]

\[
P(N, k, \{R\}) = P_i, \quad (13)
\]

\[
B \leq \sum_{i=1}^{N} \min B_i, \quad (14)
\]

\[
\sum_{i=1}^{N} r_i = 1, \quad (15)
\]

\[
r_i \cdot \frac{P_i}{\min(B_i)} = r_{i+1} \cdot \frac{P_{i+1}}{\min(B_{i+1})}, \quad i = 1, 2, \ldots, N-1, \quad (16)
\]

where

\[
\bar{D}(N, k, \{R\}) = \frac{\sum_{i=1}^{N} (D_i \cdot r_i)}{N} \cdot \frac{M}{k},
\]

\[
\bar{P}(N, k, \{R\}) = \bar{P} \cdot \left(1 - \sum_{j=0}^{k} \left( \frac{M-1}{j} \right) \cdot \hat{P}^j \cdot (1 - \bar{P})^{M-j-1} \right),
\]

\[
\bar{P} = \sum_{i=1}^{N} \hat{P} \cdot P_i, \quad (17)
\]
D, B, and P are the delay, bandwidth, and packet loss, respectively, requested by the QoS requirements. M is the FEC code length, Di is the average delay on path i, Pi is the average packet-loss rate on path i, Bi is the minimum bandwidth on path i. $\bar{P}$ is the average packet loss rate on the N paths before FEC decoding and $\hat{P}(N, k, \{R\})$ represents the reconstructed packet loss probability after the FEC decoding. $\hat{D}(N, k, \{R\})$ is the actual average end-to-end delay of the data packet after N parallel transmissions with FEC coding.

The above equations include several functions we considered in the algorithm. Expressions (12) and (13) present delay and packet-loss constraints under the end-to-end QoS guarantee, respectively.

For a general BCH code, the generator polynomial is a function of the code length, M. So, the parity length k will be derived from the highest power of the generator polynomial. One example of the BCH code is the Reed-Solomon (RS) code, which is the popular one used in packet level application [14]. The direct relations between $M$ and $k$ in RS code are

$$k = 2^\gamma, \quad c(y) = \frac{M - k}{M}, \quad (18)$$

where $y$ is correctable length in an RS code, and $c(y)$ is the code rate.

The recursive equation (16) is constructed to accommodate load balancing and fair packet loss in each path. We implement such a policy by two steps: (1) ordering our pre-computed paths from the largest to the smallest ratio of the packet loss and the minimum available bandwidth; (2) distributing the data stream to those ordered paths. The distribution rate is inversely proportional to the ratio of packet loss and minimum available bandwidth. Through this method, the data stream is spread evenly along the paths. More packets are switched to the lightly loaded and the least packet loss paths than the heavily loaded and large packet loss paths. Once a path fails during a rerouting interval, the packet loss rate and the distribution rate on this path are switched to new routes. The number of the new routes is derived from the same decision algorithm using previous parameters. The existing routes do not need any changes at this time. So, routing maintenance is realized without increasing computational complexity of algorithm.

To simplify, we use an iterative algorithm (see Algorithm 1) to look for appropriate adaptive parameters $N$, $k$, and $\{R\}$. If one or two of the QoS requirements for delay, bandwidth, or packet loss are not requested, the initial values of the QoS requirement is set to infinity or zero, resulting in this requirement being skipped because it is always satisfied.

If integrated decision making is done in the source, the request and reply packets are built, respectively, as follows:

request $\{\text{source, destination, sequenceID, } D(p), L(p), B(p)\}$,
reply $\{\text{pathID, } D(p), L(p), B(p)\}$. \quad (19)

**Algorithm 1**

If integrated decision making is made in the destination, the request and reply packets are built, respectively, as follows:

request $\{\text{source, destination, sequenceID, } D(p), L(p), B(p)\}$,
reply $\{\text{pathID, } N, k, \{R\}\}$. \quad (20)

If the final decision is made in the destination, the reply message cannot be sent out until $N$ path request messages are all received, since $N$ paths are needed to guarantee the packet loss and the packet delay. If the final decision is made in the source, the integrated decision-making algorithm can be started, once the first reply message is received. But the final decision still needs to be made after $N$ path replies are received. It should be noted that the two decision-making schemes are equivalent at a decision-making node except for a slight difference in the overhead. Both cases will induce a processing delay (although this may be very small), due to different path delays.

**4. SIMULATION AND DISCUSSION**

This section presents some numerical and simulation results, showing the performance of the adaptive multipath routing. We present results in two categories. One part is for investigating the performance benefits obtained from the adaptive multipath routing. This discussion includes two aspects: improvement of the QoS performance regarding (1) the end-to-end delay and (2) packet loss, with comparing each feasible adaptive multipath routing scheme (AMPR) to dynamic source routing (DSR) and bandwidth-aware (BAR) QoS routing. Another part is for evaluating integrated performance of the scheme through defining three performance metrics (network control overhead, QoS redundancy, and QoS balance effect). The routing parameters (i.e., path number $N$, traffic distribution rate $\{R\}$, and EFC parity length $k$) are also given in the numerical and simulation results.

During the numerical computation regarding the coding, we do not consider the relationship between forward error correction (FEC) parity length and the code length. We just assume that packets with fixed lengths are sent from sources, and then we calculate the parity length under the proposed scheme. This parity length will guarantee that the packet loss
Table 1: Parameters value.

| Parameters     | Value                                                                 |
|----------------|----------------------------------------------------------------------|
| Integrated traffic rate | 0.5–3.0 Mbps (1 Mbps = 2604 packets/s)                                   |
| Bandwidth       | 2000–6000 packets/s                                                  |
| Node coverage range | 100–1000 m                                                        |
| Radio frequency | 2.4e-9                                                              |
| Channel average SNR | 1–20 dB                                                   |
| Radio-Tx power  | 10–20 dB                                                            |
| FEC code length | $13 + k$ (packets)                                                  |

Table 2: Simulation scenarios.

| Terrain dimensions | (1200 m, 1200 m) |
|--------------------|------------------|
| Simulation time    | 600 s            |
| Mobile model       | Random waypoint (speed 0–20 m/s)                                 |
| Propagation path loss | Two-ray          |
| Propagation fading model | Rayleigh, Ricean |
| Radio-Rx-type SNR | 802.11            |
| MAC protocol       | 802.11            |
| Routing protocol   | DSR               |
| Node numbers       | 100               |
| Traffic            | CBR, 512 bytes     |

requested by QoS requirements is satisfied. If certain coding techniques (e.g., Reed-Solomon code) were used at the packet level, then only selected parity length, calculated by the algorithm (i.e., those that form a valid code), can be used as the real parity length of the code. Different coding techniques have different relationships between the code lengths and their parity lengths. These relationships are determined by different generator polynomials. In practice, this coding constraint must be added to the algorithm.

We use two tables to describe our computation and simulation environments. Table 1 lists the parameter value used in computation and simulation. Table 2 illustrates the scenario used in GloMoSim2.0 simulation environment.

Figures 1, 2, 3, 4, 5, and 6 show two groups of results regarding the improvement of the QoS performance. Both compare the end-to-end QoS performance of the adaptive multipath routing scheme (AMPR) on the multiple paths to the performance of DSR and the scheme BAR in which only bandwidth constraint is considered without other protections (i.e., packet loss, delay, and traffic balance). The first group (Figures 1, 2, and 3) shows the performance changes with increasing node mobility when the different schemes are used. The second group (Figures 4, 5, and 6) shows performance changes with increasing average signal power (represented by Tx power) when the different schemes are used. To simplify the illustration, we fix the paths number, (i.e., $N = 2$) and only keep the $k$ and $\{R\}$ adjustable. Then, we observe one pair of the source and destination nodes in the network scenario. The $k$ in these figures represents the FEC parity length selected by each feasible AMPR scheme when the network is in a different state, either node speeds are changed (i.e., Figures 2 and 3) or transmission powers are changed (i.e., Figures 5 and 6).

Figures 1 and 4 highlight the variability of the traffic distribution on the selected two paths. For example, in Figure 1, when the nodes’ speed increases from 15 m/s to 20 m/s, the distribution rates on the two paths change because of the changes of QoS-related parameters in the selected paths. Obviously, the parity length and the distribution rate are adaptive to the network changes. As the communication parameters change, the adaptive nature of our scheme guarantees the end-to-end QoS performance.

Figure 2 presents the relationships between average end-to-end packet loss probability with the mobility of the nodes, where the line marked as DSR is the performance on one of the selected paths by using dynamic source routing, and that marked as BER is a case where only bandwidth constraint is involved in the routing. The end-to-end packet loss is defined as the complementary value of the packet delivery ratio.
This packet delivery ratio is obtained by dividing the number of data packets correctly received by the destination by the number of data packets originated by the source. Obviously, mobility increases the instability of the links so that mean packet loss increased with increasing of the nodes’ velocity. However, due to the FEC protection of our AMPR scheme, packet loss rate is much lower than those in DSR and BAR schemes. The induced delay was complemented by the optimization algorithm in our QoS routing algorithm.

Figure 5 shows the variations of end-to-end delay of these schemes with the changes of nodes mobility. Same as in Figure 2, we can see performance goes worse when velocity goes higher. The DSR case shows large variability of delay on the path, and BAR presents an adaptive feature with the mobility but is not as good as the AMPR performed because AMPR balances QoS requirements and link performance by adjusting its routing parameters. As it can be seen in the figures, parity length and traffic distribution rate dynamically change with the link state (including mobility, paths and power etc.) and QoS requirements.

Corresponding to the above figures, Figures 3 and 6 illustrate the relationships between average end-to-end delay or packet loss with the varying of signal power when using AMPR and DSR. It is clear that AMPR performs better than the others. Also it can see the redundancy on QoS performance (discussed in the following part) shown by the high protected packet loss. This is benefit of the knowledge about QoS requirement and the link status balanced by the distributed traffic and packet-loss protection.

The integrated performance of the AMPR scheme is studied as another aspect to show the performance benefit. We define three performance metrics to evaluate it. They are network control overhead, QoS redundancy, and QoS balance effect.
QoS Routing by Cross-Layer Cooperation in Ad Hoc Networks

Network control overhead is used to show the efficiency of the AMPR scheme. It is the ratio of the number of control messages propagated by every node and the number of the data received by the destinations. The definition is

\[
\text{Overhead} = \frac{\text{Sum(Ctrl/EachNode)}}{\text{Sum(ReceivedData/DesNode)}}.
\]  

Figure 7 shows the comparison of the adaptive multipath routing and the dynamic source routing. From this figure, we can observe that the overhead caused by DSR is less than that caused by multipath routing. This result is expected because searching for diverse multiple paths is more costly than searching for a single path using DSR. However, as mobility increases, multipath routing shows better than single path routing. The reason is that more route reconstructions are required for DSR than AMPR, due to more link failures resulting from higher node mobility.

In order to show the overhead caused by our extra QoS considerations, we redefine (21) in a way so that it is the actual ratio of the control bytes to the received bytes. This new ratio is required because the sizes of the request/ reply packets are increased to include the local QoS information. Figure 8 presents the difference between the QoS multipath routing and the multipath routing without the QoS local information. Obviously, the QoS support in our scheme slightly increases the network’s overhead.

QoS redundancy and QoS balance effect are defined to describe the integrated balance of the performance improvement. They are presented in Figures 9 and 10, respectively. Let

\[
diff \{x\} = \text{QoS requirement} \{x\} - \text{QoS performance} \{x\}.
\]  

The following is the definition of the QoS redundancy:

\[
\text{QoS redundancy} = \frac{\text{diff(Delay, packetloss, bandwidth)}}{\text{QoS requirement}}.
\]  

This equation may be described by either delay or packet loss. In Figure 9, the delay parameter is used. QoS requirements vary from user to user. Obviously, QoS redundancy increases when path number increases under the same QoS requirement, because increasing the number of routing paths means decreasing the average packet loss and end-to-end delay due to the parallel transmissions when traffic load is light. QoS balance effect is expressed as

\[
\text{QoS balance effect} = | \text{diff(Delay)} - \text{diff(Packetloss)} |.
\]  

This equation shows how adaptive multiple path routing ensures the balance between QoS performances without wasting network resources. From Figure 10, we can see that the difference of the effects between different QoS requirements is small. The QoS balance effect only increases slightly with increasing the number of selected paths. This means...
that the adaptive multipath routing scheme will keep the balance between $\text{diff} \{\text{Delay}\}$ and $\text{diff} \{\text{Packetless}\}$.

5. SUMMARY

For QoS support in mobile ad hoc networks, we proposed an adaptive multipath routing scheme supported by a cross-layer cooperation mechanism. Using this scheme, performance satisfying QoS requirements is realized. Additionally, the forward error correction coding technique, along with a multiple-path routing algorithm, is implemented to satisfy the multiple QoS requirements. The adaptive routing is completed in a distributed manner based on local QoS performance provided by cross-layer mechanism. Three functions (routing function, local statistic computation and monitoring function, and integrated decision-making function) are implemented in the different parts of the mobile network. Due to the distributed structure, the computation and implementation complexity of the routing scheme are reduced. Also, since routes are discovered based on the up-to-date local information and selected by the optimization computation, routing parameters (e.g., number of paths, FEC parity length, and traffic distribution rate) are dynamic and optimized. In addition to supporting multiple QoS requirements, traffic balancing and bandwidth resources are factored into our decision-making process. The distributed structure of the local QoS statistics used in the routing enables this QoS support mechanism to be scalable in mobile networks. Our simulation results indicate that the performance (i.e., packet loss and end-to-end delay) are much better and less susceptible to the state changes (i.e., node mobility, transmission power, channel characteristics, and the traffic pattern) of the network, compared to a nonadaptive routing strategy.
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