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Speech emotion recognition (SER) is an important research topic. Image features like spectrograms are one of the common ways of extracting information from speech. In the area of image recognition, a relatively novel type of network called capsule networks has shown good and promising results. This study aims to use capsule networks to encode spatial information from spectrograms and analyse its performance when paired with different loss functions. Experiments comparing the capsule network with models from previous works show that the capsule network performs better than them.

1. Introduction

The research field of speech emotion recognition (SER) has a wide range of applications that benefit areas such as human-computer interaction, customer service, and computer games [1]. The general motivation is to identify the emotional state to provide a more personalized and often better user experience. For example, customer service systems can use SER to determine whether a customer is angry or dissatisfied with the aid of their voice throughout the call [2].

In recent years, deep learning is a common framework that has been used in a variety of fields, including SER [3]. One main benefit of using deep learning models is their innate ability to learn new features from a given set of data. Convolutional neural networks (CNNs) are typically used as the basic framework, resulting in many improvements and variations for the CNN in SER [4, 5]. Similarly, recurrent neural networks (RNNs) take advantage of the time dimension in speech and can extract better features that consider temporal relationships between points in a speech sample. Among RNNs, variations like long short-term memory (LSTM) networks and gated recurrent units (GRUs) are also widely used as the main framework in SER research [6, 7].

Another deep learning framework that has been on the trend recently is the capsule network [8]. Its conception mainly addresses the shortcomings of CNNs, including their insensitivity to changes in orientation like rotation and translation. Capsule networks achieve this by using a structure composed of a group of neurons called a capsule. Rather than receiving scalar values from individual neurons on traditional deep neural networks (DNNs), output values are instead vectors whose length and direction describe the pose, orientation, and probability of the existence of the entity being predicted or classified. Like traditional DNNs, the capsule network can be divided into different levels or layers of capsules. The first layer usually handles primitive or roughly simple entities like lines, and further layers manage more complex objects like lines joining together to make an object. Low-level capsules would pass their vector outputs to higher-level capsules, which tend to agree or complement with their outputs. The agreement is analogous to a simple table composed of its individual parts like the legs and surface. The individual parts are situated on a lower layer (legs and surface), which look for capsules in a higher layer (whole table) that “agree” with them. This agreement is determined by applying dynamic routing or routing-by-agreement.
One important consideration in performing deep learning or machine learning in general is the choice of the loss function. Most of the capsule network implementations in other literature [9–11] use the original margin loss as described by Sabour et al. [8]. Only a few have attempted deviating from the original implementation and instead have employed other loss functions. Previous studies [12, 13] have designed custom loss functions but for a specific area or field. To the best of the authors’ knowledge, no other existing literature has reported on the effect of different loss functions used in conjunction with a capsule network. Atmaja and Akagi [14] have published research papers on the analysis of loss functions in the field of SER, but they have not covered them with capsule networks. It is sufficient to say that the impacts of various loss functions on a capsule network are not well understood. If the effects of these loss functions are better understood, then the construction and design of future capsule networks will be more well-informed and easier. In addition, when the choice of a loss function is made easier, researchers can focus on other aspects of their deep learning capsule framework, thereby speeding up their research. As such, the main contribution of this paper is to explore the impacts of different loss functions with the use of a capsule network. Furthermore, this paper also provides insights on the usefulness of these loss functions on multiple SER data sets.

This paper aims to provide an experimental analysis of applying other kinds of loss functions to a capsule network. In a sense, this extends the work done by Janocha and Czarnecki [15], using some of the loss functions experimented there and applying them to a capsule network. The data sets in this paper also differ from the original literature; all of them are taken from the field of SER. In addition, a few baseline models from other papers are tested and compared with the capsule network. Results show that the capsule network architecture performs slightly better than these baselines.

The remaining contents of this paper are organized as follows. Chapter 2 lays the foundation and theoretical bases needed to understand the model and loss functions analysed in this paper. The same chapter also mentions and explores relevant literature. Chapter 3 explains the methods used in the experiments along with the data sets used. Finally, Chapter 4 provides results and discussion of the said experiments.

2. Relevant Theoretical Bases and Literature

2.1. Recent Advancements. Different techniques in SER classification have been constantly developed and improved over the years. Some have extracted novel types of features like adaptive time-frequency features [16] based on the fractional Fourier transformation and frequency modulation features [17] based on the amplitude modulation-frequency modulation model. In contrast to designing new kinds of features, Özseven [18] instead proposes a novel feature-selection method. The new method involves using multiple statistical measures that are then filtered through a threshold calculated from standard deviations and means between emotional classes.

Aside from features, several previous studies also made improvements on common deep learning models used in SER, such as CNNs and LSTMs. For instance, an ensemble combining DNNs, CNNs, and RNNs was used by Yao et al. [19] to provide different types of features. A confidence-based fusion strategy was also proposed to combine the outputs of these networks in classification. Zhao et al. [20] used different dimensions of CNNs to extract features of

Table 1: Loss functions analysed in this paper. $y$ is the true label encoded in one-hot form, $\hat{y}$ is the true label in $+1/−1$ encoding, $\sigma(\cdot)$ denotes probability estimate.

| Name                | Formula                                                                 |
|---------------------|-------------------------------------------------------------------------|
| L1 loss             | $\|y - q\|_1$                                                           |
| L2 loss             | $\|y - q\|_2^2$                                                         |
| Chebyshev loss      | $\max_i |\sigma(q)_i - y_k| \sum_i \max(0, (1/2) \ - \hat{y}_q k) \sum_i \max(0, (1/2) \ - \hat{y}_q k)^2$ |
| Hinge loss          | $\max_i |\sigma(q)_i - y_k| \sum_i \max(0, (1/2) \ - \hat{y}_q k)^3$ |
| Squared hinge loss  | $\sum_i \hat{y}_q \sigma(q)_i / ||\hat{y}_q||_2 + ||\sigma(q)||_2^2 - \sum_i \hat{y}_q \sigma(q)_k$ |
| Cubed hinge loss    | $-\log(\sum_i \hat{y}_q \sigma(q)_i / ||\hat{y}_q||_2 ||\sigma(q)||_2)$ |
| Tanimoto loss       |                                                                         |
| Cauchy–Schwarz loss |                                                                         |

Figure 1: Capsule network architecture.
Figure 2: RAVDESS train and validation accuracy history for capsule model and different loss functions.
vaying granularity, which are then passed to an LSTM network. The role of the LSTM network is to learn global contextual information from the CNN’s resulting features. The researchers discovered that the 2D CNN LSTM network performed better.

### 2.2. Capsule Network

The basic unit for computation in a capsule network is the namesake itself—“capsule,” which is simply a group of neurons. Unlike regular neurons, capsules output vectors whose length and direction can describe an entity or an object. The length of the vector would represent the probability of the object’s existence in the scene, while the direction or instantiation parameters would provide information on the position, orientation, size, and other properties. A typical network comprises few layers of capsules, with each layer responsible for checking objects of different size or complexity. The first layer is tasked to check for simple or small objects, while the subsequent layers build upon the existence of these primitive objects to compose larger ones. Higher-level capsules do this by receiving activations from lower-level capsules, which are so-called “components” of the more complex object it is trying to predict.

The network determines these lower-to-higher-level capsule relationships using an iterative dynamic routing mechanism. In a nutshell, the dot product is calculated from the “prediction vectors” taken from the previous and the output vector of the current layer and then used to update coupling coefficients which can either strengthen or weaken the relationship between a capsule in the preceding and current layer. In mathematical terms, it can be formulated as

$$\textbf{o}_j = \sum_i c_{ij} \textbf{a}_{j|i},$$

(1)

where $c_{ij}$ are the coupling coefficients which are updated at each routing iteration, $\textbf{a}_{j|i}$ is the prediction vector of the previous layer produced by multiplying weight matrix $\textbf{W}_{ij}$ and output vector $\textbf{u}_i$ of the previous layer, and $\textbf{o}_j$ is the practivation vector for the next layer. This activation function is the squash which ensures that $\textbf{o}_j$ shrinks to a vector with a length from 0 to 1. The function also has the effect of producing vectors with length close to 0 for short vectors while producing vectors with length close to 1 for long vectors.

$$v_j = \text{squash}(\textbf{o}_j) = \frac{\|\textbf{o}_j\|^2 \cdot \textbf{o}_j}{1 + \|\textbf{o}_j\|^2}$$

(2)

Furthermore, the coupling coefficients $c_{ij}$ are calculated from initial logits $b_{ij}$ which are the log prior probabilities that capsule $i$ should be paired with capsule $j$. The calculations are designed in such a way that $c_{ij}$ from one specific capsule $i$ all sum up to unity, termed “routing softmax”:

$$c_{ij} = \frac{\exp(b_{ij})}{\sum_k \exp(b_{ik})}.$$  

(3)

Finally, $b_{ij}$ is updated (thereby updating $c_{ij}$ as well) by adding the scalar product $v_j \cdot \textbf{a}_{j|i}$, which represents the agreement measure of capsule $i$ and capsule $j$. Along with $\textbf{W}_{ij}$, this process dictates the network’s learning through every iteration. The output vectors $\textbf{v}_k$, $1 \leq k \leq K$ (where $K$ is the number of classes) from the last layer will have their magnitudes calculated, afterwards the highest length vector would correspond to the predicted class.

The loss function to be used as a baseline in this paper is from Sabour et al.’s study [8]—the margin loss function:

$$L_k = T_k \max(0, m^+ - \|\textbf{v}_k\|)^2 + \lambda (1 - T_k) \max(0, \|\textbf{v}_k\| - m^-)^2,$$

(4)

where $T_k = 1$ if the corresponding class $k$ is present, $m^+ = 0.9$, $m^- = 0.1$, and the down-weighting parameter $\lambda$ for the absent class is 0.5. In addition, $L_k$ will be added onto a reconstruction loss scaled by a factor of 0.0005.

Within the past few years, other studies in the field of speech processing have incorporated the use of capsule-inspired networks. For instance, Lee et al. [21] made use of CapsNet–only architecture for a sequence-to-sequence speech recognition task. The input sequence was sliced into windows then classified through the same dynamic routing mechanism. The margin loss was replaced by the computation of connectionist temporal classification (CTC). In another paper, Poncelet et al. [10] used capsule networks with recurrent neural networks, additionally encoding time information—an essential property present in speech. They applied this approach in the field of spoken language understanding (SLU). The main focus of this paper, speech emotion recognition, has also received some developments.

### Table 2: RAVDESS class F1 scores and accuracies.

| Loss type                  | Neutral (F1) | Calm (F1) | Happy (F1) | Sad (F1) | Angry (F1) | Fearful (F1) | Disgust (F1) | Surprised (F1) | Overall (F1) | Overall (Acc.) |
|----------------------------|--------------|-----------|------------|----------|------------|--------------|--------------|---------------|--------------|----------------|
| Margin loss               | 51.83        | 70.68     | 54.09      | 44.38    | 69.97      | 67.07        | 71.40        | 74.87         | 63.04        | 64.38          |
| L1 loss                   | 55.54        | 66.40     | 49.92      | 39.41    | 67.54      | 57.46        | 63.96        | 67.23         | 58.43        | 58.26          |
| L2 loss                   | 58.93        | 67.03     | 59.04      | 46.36    | 73.16      | 65.32        | 64.47        | 73.04         | 63.42        | 64.31          |
| Chebyshev loss            | 53.36        | 67.87     | 49.43      | 36.30    | 68.89      | 56.89        | 64.52        | 68.27         | 58.19        | 58.89          |
| Hinge loss                | 53.97        | 67.67     | 49.30      | 39.18    | 68.50      | 61.52        | 62.51        | 67.91         | 58.82        | 59.37          |
| Square hinge loss         | 51.76        | 69.78     | 55.98      | 49.58    | 75.56      | 67.70        | 69.62        | 67.91         | 63.48        | 64.51          |
| Cubed hinge loss          | 52.40        | 73.83     | 53.09      | 46.35    | 69.67      | 64.16        | 66.85        | 70.12         | 62.06        | 63.40          |
| Tanimoto loss             | 66.55        | 76.75     | 59.72      | 55.09    | 77.12      | 69.41        | 73.67        | 69.05         | 68.42        | 69.03          |
| Cauchy–Schwarz loss       | 62.25        | 77.72     | 58.19      | 57.49    | 75.80      | 67.78        | 75.24        | 71.91         | 68.30        | 68.96          |

The table above shows the F1 scores and accuracies for different loss types used in the capsule network for the RAVDESS dataset. The best performing loss type appears to be the Chebyshev loss, achieving an F1 score of 68.96 and an accuracy of 75.24.
Figure 3: EMODB train and validation accuracy history for capsule model and different loss functions.
with the use of capsule networks. These researches mainly use time-frequency spectrograms as their features. Wu et al. [22] improved the capsule network’s performance by adding recurrent connections that can provide the network better feature modelling in the temporal dimension. Wu et al. [22] instead opted for MFCC features as the input for their capsule-based architecture. The capsule network used in this paper is identical to the one proposed by Sabour et al. [8]. Wu et al. [22] and Jain [23] also chose this configuration as well; however, they have added some modifications such as LSTMs and GRUs, further bolstering the feature extraction for the capsule network. This paper instead focuses on the impact of loss functions with the use of a capsule network.

2.3. Loss Functions. The loss functions to be compared in conjunction with the capsule network are listed in Table 1. Also worth noting is that output vectors $v_k$ have to go through an extra step in order to be more suitable for these loss functions. The output $q$ is calculated from equation (5).

$$q_k = \frac{\|v_k\|}{\sum_n\|v_n\|}$$

L1 and L2 losses are primarily used in regression tasks. Both of these losses are used to complement the primary loss in other classification tasks as a form of regularization. Theoretically speaking, L1 loss is less sensitive to outliers than L2 loss.

The Chebyshev loss is characterized by taking the maximum absolute distance of one of the components between two vectors. Using Chebyshev loss this way would mean that in some cases, even if the model correctly classifies a sample, it may still be heavily penalized if even one component dramatically differs.

Also known as “maximum-margin” loss, hinge loss attempts to maximize the decision boundary between the groups being discriminated against. This type of loss has its origins in support vector machines (SVMs). The squared and cubed variants make the graph smoother and overgrow when the loss gets too big while making errors closer to zero weigh less on optimization.

Tanimoto and Cauchy–Schwarz divergence losses are relatively rarely used in deep learning tasks. The former is similar to Jaccard distance. It measures dissimilarity between two sampled sets by taking the ratio of the intersection over union among the individual values in the compared vectors. The latter also measures the distance between two random vectors and is an approximation to the Kullback–Leibler divergence [15].

### 3. Experimental Setup

Four data sets were used to perform the comparison experiments. The first data set is the Ryerson Audio-Visual Database of Emotional Speech and Song (RAVDESS) [24]. Only the 1,440 speech samples were used in this experiment, spanning across eight emotional classes: calm, happy, sad, angry, fearful, surprise, disgust, and neutral expressions. Each class is equally represented in the database except for the neutral class, which has 96 samples. The rest of the classes each have 192 samples. The database consists of 24 professional actors speaking in a neutral North American accent.

The second data set is the Berlin Emotional Database (EMODB) [25]. It has 535 utterances produced by ten actors (five female and five male) across seven different emotions: neutral, anger, fear, joy, sadness, disgust, and boredom. This data set is quite imbalanced as the difference between the number of samples of the largest and smallest classes is 81, which is alarmingly large for a small data set. The largest class is anger, while disgust was the smallest class.

The third data set is the Canadian French Emotional (CAFE) [26] speech data set with 936 utterances. The data set contains six different sentences, pronounced by 12 actors between two genders. Six basic emotions plus one neutral emotion are represented in the data set. Each class is equally represented except for the neutral emotion, half of one of the other emotions in the data set. The represented emotions are anger, disgust, happiness, fear, surprise, sadness, and a neutral state.

The last data set is the Sharif Emotional Speech Database (SHEMO) [27]. It contains 3000 Persian seminatural utterances extracted from online radio plays. Five emotions plus an extra neutral emotion are included in the data set. These emotions are anger, fear, happiness, sadness, surprise, and a neutral state. Similar to the second data set, a significant difference divides majority and minority classes of around 1000 samples. Anger and neutral emotions have over 1000 samples, while the other emotions have a few hundred samples.

| Loss type           | Anger (F1) | Boredom (F1) | Disgust (F1) | Fear (F1) | Happiness (F1) | Sadness (F1) | Neutral (F1) | Overall (F1) |
|---------------------|------------|--------------|--------------|-----------|----------------|--------------|---------------|--------------|
| Margin loss         | 83.85      | 72.49        | 61.04        | 71.28     | 58.08          | 84.32        | 67.40         | 71.21        | 73.46        |
| L1 loss             | 76.80      | 67.11        | 51.92        | 69.34     | 39.66          | 74.50        | 64.41         | 63.39        | 67.10        |
| L2 loss             | 81.58      | 69.67        | 58.68        | 71.61     | 54.58          | 81.11        | 67.07         | 69.18        | 71.59        |
| Chebyshev loss      | 74.74      | 65.47        | 45.73        | 64.80     | 34.40          | 68.74        | 60.60         | 59.21        | 64.30        |
| Hinge loss          | 81.23      | 65.45        | 52.78        | 64.31     | 55.55          | 73.64        | 64.45         | 65.35        | 68.04        |
| Square hinge loss   | 79.75      | 66.35        | 58.90        | 66.56     | 57.79          | 75.01        | 60.60         | 61.04        | 67.21        |
| Cubed hinge loss    | 78.20      | 68.00        | 55.66        | 70.64     | 57.23          | 73.90        | 64.19         | 66.83        | 68.78        |
| Tanimoto loss       | 81.09      | 64.60        | 58.19        | 67.44     | 59.22          | 79.94        | 64.35         | 67.83        | 69.91        |
| Cauchy–Schwarz loss | 82.48      | 66.51        | 57.09        | 69.00     | 57.71          | 80.98        | 69.05         | 68.97        | 71.61        |
Figure 4: CAFE train and validation accuracy history for capsule model and different loss functions.
The configuration used for the capsule network used in this paper is exactly described by Sabour et al. [8] and is shown in Figure 1. An initial convolution layer with 256 filters of size 9 and stride 1 extracts features from the image inputs. After the initial CNN layer, a PrimaryCaps layer with 256 channels from 32 8-dimensional capsules of size 9 and stride 2 follows. The last layer will differ in the number of capsules based on the number of unique classes in the data set. Each capsule in this last layer has 16 dimensions. The Adam optimizer is used with a learning rate of 0.001 and betas equal to 0.9 and 0.999, respectively. A decoder is also used to add in a reconstruction loss as a regularization term.

4. Results and Discussion

In each data set, the training and validation accuracies are logged and graphed in the course of 100 epochs. In addition, the F1 scores for each emotion class and overall accuracies are shown in the tables below.

4.1. The Analysis for Different Loss Functions. For the first data set RAVDESS, a few remarks can be observed from the data in Figure 2 and Table 2 regarding the loss functions. The original margin loss remains the fastest in learning among the loss functions reaching more than 80% train accuracy at around 40 epochs. L2 loss also seems to be a considerable choice for a faster learning speed but with a less significant difference from the following loss function. The Cauchy–Schwarz divergence loss function learns slowly but lessens overfitting as observed on the validation accuracy histories. The Cauchy–Schwarz divergence and Tanimoto losses are the top two loss functions on F1 and accuracy.

| Loss type          | Anger (F1) | Disgust (F1) | Happiness (F1) | Neutral (F1) | Fear (F1) | Surprise (F1) | Sadness (F1) | Overall (F1) |
|--------------------|------------|-------------|----------------|-------------|-----------|---------------|--------------|--------------|
| Margin loss        | 45.07      | 42.57       | **42.61**      | 14.44       | 47.72     | 51.38         | **52.20**    | 42.28        | 45.84        |
| L1 loss            | 37.88      | 41.68       | 33.92          | 16.83       | 36.82     | 50.57         | 46.28        | 37.71        | 40.78        |
| L2 loss            | 39.80      | 39.82       | 39.96          | 29.49       | 40.64     | 49.84         | 43.27        | 40.40        | 41.67        |
| Chebyshev loss     | 41.64      | 38.83       | 24.90          | 5.22        | 35.01     | 44.70         | 48.73        | 34.15        | 38.57        |
| Hinge loss         | 41.83      | 37.42       | 30.89          | 22.62       | 41.92     | 49.03         | 43.38        | 38.16        | 40.92        |
| Square hinge loss  | 46.85      | **45.35**   | 37.52          | 24.89       | 44.75     | 49.22         | 47.08        | 42.24        | 44.66        |
| Cubed hinge loss   | 45.54      | 42.32       | 34.47          | 31.82       | 40.81     | 45.09         | 47.09        | 41.02        | 42.20        |
| Tanimoto loss      | 49.57      | 43.06       | 38.06          | 31.07       | 46.89     | **54.83**     | 48.28        | 44.54        | 46.36        |
| Cauchy–Schwarz loss| **49.58**  | 43.53       | 35.72          | 42.03       | **48.79** | 52.46         | 51.82        | **46.28**    | **47.01**    |

Two loss functions performed the worst in EMODB. As shown in Figure 3 and Table 3, they are the L1 loss and Chebyshev loss. For samples that have been classified as correct, the individual elements of the target and predicted vectors might still be considerably different, which will still lead to a massive penalty during optimization. The penalty is amplified even further when using Chebyshev loss as even a correct classification may still lead to a higher loss. Out of the four data sets, only EMODB produced results where the baseline, margin loss, remained the best. One major cause for this result is the lack of sufficient samples in EMODB. Even with data augmentation, the newly generated samples may still resemble the original audio sample.

As shown in Figure 4 and Table 4, margin loss remains the fastest among the loss functions on the CAFE data set. Owing to the values of $m^+$ and $m^−$ being specifically chosen for the capsule network after rigorous experimentation by the original authors, it is not a surprise that the loss function would be highly optimized. The validation accuracy histories of the different loss functions present constant shifting, which means that model can no longer improve on the validation set. The constant shift can easily be an easy sign of overfitting and a signal for early stopping. In terms of accuracy, the two best loss functions are still Tanimoto and Cauchy–Schwarz, albeit with a less significant lead on the baseline. Among the maximum-margin based losses, only squared hinge was able to perform as well as the baseline. It also did the best on the minority class, which is disgust. Perhaps the order of this hinge loss function is just in the right spot to not amplify significant errors and minimize minor errors.
Figure 5: SHEMO train and validation accuracy history for capsule model and different loss functions.
Table 5: SHEMO class F1 scores and overall accuracies.

| Loss type         | Anger (F1) | Fear (F1) | Happiness (F1) | Neutral (F1) | Sadness (F1) | Surprise (F1) | Overall (F1) | Overall (Acc.) |
|-------------------|------------|-----------|----------------|--------------|--------------|---------------|--------------|----------------|
| Margin loss       | 79.60      | 0.00      | 14.65          | 76.69        | 50.99        | 52.03         | 45.66        | 69.70          |
| L1 loss           | 78.07      | 0.00      | 4.34           | 74.67        | 53.02        | 32.11         | 40.37        | 68.10          |
| L2 loss           | 80.37      | 0.00      | 17.69          | 77.45        | 55.39        | 50.89         | 46.97        | 70.43          |
| Chebyshev loss    | 77.43      | 0.00      | 0.95           | 74.71        | 50.28        | 45.09         | 41.41        | 67.63          |
| Hinge loss        | 78.58      | 0.00      | 3.33           | 76.25        | 52.61        | 48.13         | 43.15        | 69.27          |
| Square hinge loss | 80.58      | 4.00      | 26.82          | 76.96        | 49.04        | 51.93         | 48.22        | 70.17          |
| Cubed hinge loss  | 76.15      | 0.00      | 26.73          | 78.47        | 56.52        | 51.71         | 49.10        | 71.43          |
| Chebyshev loss    | 78.90      | 0.00      | 19.21          | 78.60        | 52.18        | 47.23         | 45.93        | 69.87          |
| Tanimoto loss     | 81.15      | 0.00      | 26.73          | 78.47        | 56.52        | 51.71         | 49.10        | 71.43          |
| Cauchy–Schwarz loss| 80.58 | 4.00 | 25.42 | 77.80 | 54.52 | 52.66 | 50.00 | 71.06 |

Table 6: Comparison with previous works (unweighted accuracies).

| Model                  | RAVDESS (%) | EMODB (%) | CAFE (%) | SHEMO (%) |
|------------------------|-------------|-----------|----------|-----------|
| Capsule                | 69.03       | 73.46     | 47.01    | 71.43     |
| CNN-BiGRU [7]          | 70.07       | 66.92     | 44.13    | 67.47     |
| Head fusion [28]       | 57.85       | 68.04     | 41.45    | 70.60     |
| LSTM [29]              | 68.19       | 71.59     | 48.18    | 69.77     |

Figure 6: Training losses in a single fold for margin, Tanimoto, and Cauchy–Schwarz loss functions.
Figure 5 and Table 5 show the results for the SHEMO data set. The first thing that is relatively clear from Table 5 is low scores under the fear class with only 38 samples. Despite that the model was able to achieve an accuracy of 71% with the Tanimoto loss. Both Tanimoto and Cauchy–Schwarz divergence losses once again performed the best. Significant improvements were observed in the minority classes, such as fear, happiness, sadness, and surprise. If measures were to be taken to address the imbalance problem, the accuracy might increase, but the effect of these two losses might be less significant instead.

Finally, three more baseline models are implemented from other works for comparison. The first model is a combination of a CNN and a bidirectional gated recurrent unit network (BiGRU) model with focal loss function proposed by Zhu et al. [7]. In this model, the spectrogram features are passed through the CNN, after their temporal properties are analysed by the BiGRU. Next, the second model is a CNN model with a custom attention mechanism called head fusion [28], which is based on multihead attention. Finally, the third model is an LSTM model with a regular attention mechanism as described by Xie et al. [29]. All the baseline models use the same set of features as the capsule network. As shown in Table 6, the best capsule network accuracy is taken and compared with the previous works. Across the data sets, the capsule network performs as well as an LSTM especially on the EMODB data set. BW his paper analyzes the use of a capsule network and several deep learning models in the field also show that the capsule network performs marginally better. Future research directions will experiment on the use of capsule networks combined with LSTMs to use both their capabilities in learning spatial and temporal information, respectively.
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