Contrasts between coarsening and relaxational dynamics of surfaces
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We discuss static and dynamic fluctuations of domain walls separating areas of constant but different slopes in steady-state configurations of crystalline surfaces both by an analytic treatment of the appropriate Langevin equation and by numerical simulations. In contrast to other situations that describe the dynamics in Ising-like systems such as models A and B, we find that the dynamic exponent \( z = 2 \) that governs the domain wall relaxation function is not equal to the inverse of the exponent \( n \approx 1/4 \) that describes the coarsening process that leads to the steady state.
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The description of a number of surface relaxation processes in which the primary relaxation mechanism is diffusion of particles along the interface begins, in a continuum picture, with a Langevin equation of the form

\[
\partial_t h(r,t) + \nabla \cdot [J(h(r,t))] = \eta(r,t)
\]

where \( r = (x_1, x_2) \) denotes the co-ordinates in a reference plane, \( h \) is the height of the surface above it, \( J \) represents a surface diffusion current, and \( \eta \) accounts for thermal noise. The conservation law in (1) reflects the assumed absence of voids, overhangs and evaporation of particles. For example, this equation was applied to the case of spinodal decomposition of an unstable crystal facet [1,2]. In that case, \( \nabla \cdot J \) is simply the functional derivative of the surface free energy with respect to the function \( h \).

Our interest here is another case: the growth of films by molecular beam epitaxy (MBE). It was realized some time ago [3,4] that in MBE the breaking of detailed balance by the deposition process and the presence of step-edge barriers could lead to a nonequilibrium diffusion current that destabilizes a singular surface and leads to the formation of mounds or pyramids [4,5]. This behavior is observed in simulations of discrete microscopic models as well as numerical integration of the following version of Eq. (1):

\[
\partial_t h(r,t) = -D\Delta h(r,t) - v\Delta h(r,t) + u \sum_\mu \partial_\nu [\partial_\nu h(r,t)]^3 + \eta(r,t),
\]

where \( \partial_\nu \equiv \partial/\partial x_\nu, \nu = 1, 2, \) and \( \Delta \equiv \partial_t^2 + \partial_\nu^2 \). The first term on the right arises from the equilibrium diffusion current [5,6], the next two represent the nonequilibrium diffusion current which with \( v, u > 0 \) destabilize the singular surface (\( \partial_t h = 0 \)) and lead to a steady state composed of facets of slope \( \partial_\nu h = \pm \sqrt{v/u} \). In particular, during the late stages, both methods reveal that these three-dimensional features coarsen as function of time with the characteristic length scale \( R \) evolving as \( t^n \) with \( 0.16 \lesssim n \lesssim 0.25 \). At present, this property is not well understood.

In this letter, we focus on another aspect of the dynamics of this model, namely, relaxation into a steady state consisting of two domains. We also investigate an intimately related subject: the fluctuations of the interface separating these domains. Here, a domain refers to an area of constant slope mentioned above. For the analytic part, we will rely on Eq. (2), setting, for simplicity, \( u = v = 2D = 1 \). To compare with these results we will present data from both simulations and numerical integration of (2). Our main conclusion is that \( z \), the exponent associated with relaxational dynamics, is 2. Specifically, we find that the relaxation time of a domain wall fluctuation of wavevector \( k \) scales as \( \tau_k \sim k^{-2} \). Thus, we have a system which violates \( z = 1/n \), a relation considered to be generic, coming from the dynamic scaling assumption with only a single time scale. Two well-studied systems obeying this relation are models A and B [10]. In the former, the Allen-Cahn equation [13] used to describe coarsening dynamics is even identical to the equation which describes the slowest relaxational mode [14], giving \( z = 1/n = 2 \). Similarly, the dynamics of model B is known to display a coarsening exponent \( n = 1/3 \) [11] and a relaxation exponent \( z = 2 \) [12]. In contrast to this simple situation, the behavior of our system is considerably richer and more intriguing. Not only do we find \( z = 2 \neq 1/n \), we also observe the steady-state structure factor to scale as \( S(k) \sim k^{-2} \). These results indicate that the coarsening process is controlled by defects that are not present in the stationary state.

It is tempting to compare our system with model B, both having similar non-linearities in the fields and conservation laws. However, there are serious differences, which are most apparent if we rewrite (2) in terms of a two-component "order parameter", \( m_\nu = \partial_\nu h \):

\[
\partial_t m_\nu(r,t) = -\frac{1}{2} \Delta \Delta m_\nu(r,t) - \Delta m_\nu(r,t) + \sum_\mu \partial_\nu \partial_\mu [m_\mu^3(r,t)] + \partial_\nu \eta(r,t),
\]
with the constraint \( \partial_x m_y = \partial_y m_x \). By contrast, for a model B with two decoupled order parameters and a simple free energy density \( F = \frac{1}{2}(\nabla m_x)^2 - \frac{1}{2} m_x^2 + \frac{1}{4} m_x^4 \), the third term would read \( \Delta m_y^2 \) and no constraint would be imposed on \( m_y \).

We begin by discussing a stationary state with two domain walls. Such a state can be imposed on a system with substrate dimensions \( L_x, L_y \) by screw boundary conditions in \( x \): \( h(x + L_x, y) = h(x, y) + L_x \) and periodic ones in \( y \): \( h(x, y + L_y) = h(x, y) \). Thus the average slope in \( x \) can be unity, which is one of the preferred ground states. In the \( y \)-direction, there is a single ridge and a single valley and, except for two regions of characteristic size \( \xi \approx \sqrt{2D/v} = 1 \), \( \partial_y h(x, y) \approx \pm 1 \). We denote the steady-state height function by \( h_c(x, y) = x + \Phi_c(y) \) and its derivative with respect to \( y \) by \( \varphi_c(y) \equiv \partial_y h_c(x, y) = \Phi_c'(y) \).

Although \( \Phi_c \) can be found exactly, its details will turn out to be unimportant. To provide the reader some familiar ground, we quote an example in the limit \( \xi/L_y \rightarrow 0 \): \( \varphi_c(y) \rightarrow \tanh((y - l)/\xi) - \tanh((y - 3l)/\xi) - 1 \), with \( l = L_y/4 \), where the valley and ridge are located at \( y = l \) and \( y = 3l \), respectively.

Assuming now that \( h(r, t) = h_c(r) + \chi(r, t) \) and linearizing (3), we find that \( \chi \) satisfies the Languevin equation

\[
\partial_t \chi(r, t) = -L \chi(r, t) + \eta(r, t)
\]

with the Hermitian operator \( L = \frac{1}{2} \Delta \Delta - \partial_x \partial_y V(\partial_x h_c \partial_y) - \partial_y [\partial_y V(\partial_y h_c) \partial_y] \) and \( V(\zeta) = 3\zeta^2 - 1 \). The fluctuations of the surface can thus be expanded

\[
\chi(r, t) = \sum_{\ell} A_{\ell}(t) v_{\ell}(r),
\]

in terms of the eigenfunctions \( v_{\ell} \) which solve the eigenvalue problem

\[
L v_{\ell}(r) = \lambda_{\ell} v_{\ell}(r) = \lambda_{\ell}(q) \psi_{\ell}(q, y) e^{-iqx}.
\]

Note that, for the last equality, we have exploited the translational invariance in \( x \).

There are several branches of the eigenvalue spectrum. Two of these, the height fluctuation modes and the ‘Goldstone’ branch, terminate at \( q = 0 \) with eigenvalue zero. The eigenfunctions of these zero-frequency modes are simply \( \psi_H(0, y) = 1 \) and \( \psi_G(0, y) = \varphi_c(y) \). The result \( \lambda_H(q = 0) = 0 \) follows from translational invariance in \( h \), while \( \lambda_G(q = 0) = 0 \) is due to Goldstone’s theorem.

The higher modes of the H-branch are simply obtained: \( \psi_H(q, y) = \exp(\imath q x) \) with \( \lambda_H(q) = 2q^2 + q^4/2 \). The non-trivial G-modes, on the other hand cannot be determined exactly. Focusing on small \( q \), we write \( L = L_0 + V(q) \) with \( V(q) = q^2(2 - \partial_x^2 + q^2) \) as a perturbation. Perturbation theory or the variational method

\[
\lambda \leq \int dy \varphi L \varphi \left/ \int dy \varphi^2 \right.
\]

with a trial function \( \varphi = \varphi_c \) both yield \( \lambda_G(q) = 2q^2 + \mathcal{O}(q^4/L_y, q^4) \).

Finally, a third set of low-lying modes can be identified — the breathing modes in which the ridge and valley move in opposite directions. An appropriate choice of the variational eigenfunction in (7) for the breathing mode is \( \psi_B(0, y) \sim \tanh((y-l)+\tanh((y-3l)-y+l) \pm 2 \) where the last two terms guarantee that the integral of this function is zero and that periodic boundary conditions are satisfied. A simple calculation using \( \psi_B'(y) \sim \psi_B'(y) - 1/l \) then produces the bound \( \lambda_B(q = 0) \leq 96/L_y^2 \). It is also easy to see that higher modes have the property \( \lambda_B(q = c/L_y^2 + 2q^2 + \mathcal{O}(q^4/L_y, q^4)) \) with some numerical constant \( c \leq 96 \). Thus, the breathing mode has a gap \( \sim 1/L_y^2 \). However, for quadratic systems \( (L_x = L_y) \) this gap is of the same order as \( q^2 \) and therefore \( \lambda_B \) is of the same order as \( \lambda_G \) for nonzero \( q \). Thus, all eigenvalues that we have found so far scale in lowest order as \( \lambda_n(q) \sim q^2 \). For an exactly solvable version of this model [13] it is found that this statement is indeed correct for all eigenvalues. Perhaps \( \lambda \sim q^2 \) should not be a surprise, considering the presence of at least two gradients on the RHS of (3) or (4). This is also the case, for a homogeneous state, in model B. The contrast with model B becomes dramatic only when we consider inhomogeneous states, which admit Goldstone modes. In model B, the fact that \( L \) is not Hermitian leads to \( \lambda \sim q^2 \) [2] while here \( \lambda \sim q^2 \).

We now can calculate two-point correlation functions such as \( S(k, \tau) \equiv \int d^2r' d^2r \chi(r', t) \chi(r' + r, t + \tau) \). Expanding the noise \( \eta \) in terms of the eigenfunctions, we write \( \eta(r, t) = L_x^{-1/2} \sum_{n, q} B_n(q, t) \psi_n(y) e^{-iqx} \). Using Eqs. (4), (5) and (7) \( \langle \eta(r, t) \eta(r', t') \rangle = 2\delta(r-r')\delta(t-t') \), we find

\[
S(k, \tau) = \sum_n \frac{e}{\lambda_n(q)} \psi_n(p) \hat{\psi}_n(-p) e^{-\lambda_n(q)\tau},
\]

where \( k \equiv (q, p) \) and \( \hat{\psi}_n(p) \) is the Fourier transform of the (normalized) \( \psi_n(y) \). This is a general result, showing that the term associated with the lowest eigenvalue will dominate the sum as \( \tau \rightarrow \infty \). However, in our case, there is no gap, i.e., all \( \lambda_n \)'s are \( \mathcal{O}(1/L^2) \), so that there is no valid reason to keep only one or two terms. Because of the dependence on the Fourier transforms of the eigenfunctions, \( S(q, p, \tau) \) will not display simple scaling, apart from the special case \( p = 0 \). However, since all eigenvalues are proportional to \( k^2 \) the time-correlation function \( \Phi(k, \tau) = S(k, \tau)/S(k, 0) \) depends only on \( k^2 \tau \) and thus the dynamic exponent that governs the fluctuations in the steady state is \( z = 2 \).

We are also interested in the interface structure factor \( S_I(q, \tau) \) as it may provide more insight into the coarsening behavior. The position of the interfaces is determined by the condition \( \partial_y h(x, y, t) = 0 \). This equation has two solutions \( y_1(x, t) \) and \( y_2(x, t) \) that correspond to the positions of the top and the valley of the height profile. The interface structure factor can be calculated using either of the two functions. \( S_I(q, t) = \langle \hat{y}_1(q, t + \tau) \hat{y}_1(-q, t) \rangle = \langle \hat{y}_2(q, t + \tau) \hat{y}_2(-q, t) \rangle \). In linear approximation we find that \( y_1(x, t) = -\partial_y \chi(r, t)/\partial_y^2 h_c(y)|_{y = l} \), and therefore
thermodynamic limit (provided \( m \) approaches the limiting value theories.  

The most important modes with this property are the Goldstone mode \( \psi_G(y) \) and the breathing mode \( \psi_B(y) \). Since \( \partial_y \psi_G|_{y=t} \sim L_y^{-1/2} \) we therefore find  

\[
S_I(q, \tau) = \frac{\epsilon}{L_y} \left[ \frac{c_G}{\lambda_G(q)} e^{-\lambda_G(q) \tau} + \frac{c_B}{\lambda_B(q)} e^{-\lambda_B(q) \tau} + \ldots \right],
\]

where \( c_G \) and \( c_B \) are numeric constants. Hence the interfaces fluctuations are governed by a dynamic exponent \( z = 2 \) as well. Furthermore, Eq. (14) shows that the interface structure factor scales as \( S_I(q) \sim 1/(q^2 L_y) \). A major consequence is that the interface width, \( w(t) = \langle L_x^2 \rangle^{1/2} \sim L_x/L_y^{1/2} \), does not diverge in the thermodynamic limit (provided \( L_x \sim L_y \)). Hence the pyramids that form in the coarsening dynamics are separated by flat interfaces in striking contrast to the interfaces in models A or B, in which the widths diverge as \( \sqrt{T} \).

The coarsening dynamics of Eqs. (1) and (2) are still not well understood. Recently, Rost and Krug [16] presented a scaling theory of coarsening for the rotationally invariant current \( J_{\text{iso}} = m_2 (m_0^2 - m^2) \); that neglects the crystalline symmetries of the growing film. It is questionable whether such scaling theories are correct. The growth law for the average domain size depends usually on two length scales: the average domain size \( R(t) \) itself and the width of the domain walls \( \xi \). This was made clear by Bray and Rutenberg [17]. For the Cahn-Hilliard equation \( \partial_t m = -\Delta |\Delta m| + m (1 - m^2) \) they find that the domains grow as \( R(t) \sim 1/[\xi R^2(t)] \) leading to a coarsening exponent \( n = 1/3 \). Scaling and mean-field-like theories [18] for the Cahn-Hilliard equation yield \( n = 1/4 \). This result is obtained, if the assumption is made that there is only one relevant length scale, the average domain size, so that \( \xi \) is replaced by \( R(t) \) in the expression above. Since the dimensionality of the operators in Eq. (3) is the same as those of the Cahn-Hilliard equation, scaling theories and dimensional analysis for equation (1) with a current \( j \neq m f(|m|) \) are not very convincing. For the case of an isotropic current as studied in Ref. [16] the situation seems to be not so bad: At least in the analogous case of the Cahn-Hilliard equation only logarithmic corrections to the growth law are found [17] if compared with scaling theories.

Rost and Krug [16] assume that the average slope approaches the limiting value \( m_0 \) in a power law manner, \( \langle m \rangle = m_0 - ct^{-\alpha} \), and they find that the exponent \( \alpha \) is linked to the coarsening exponent through \( \alpha' = 2n \). For model B the corresponding relation is different; the order parameter approaches its limiting value as \( m_0 - m(t) \sim t^{-1/3} \). Nevertheless, our calculations do lend some support for the relation \( \alpha' = 2n \) even in the case of an anisotropic surface current. A central result of our study is that all modes are gapless, \( \lambda(k) \sim k^2 \). Consequently, slope fluctuations decay like \( \langle \delta m(t)^2 \rangle \sim \int d^q p \langle \partial_x \chi(r, t) \rangle^2 \sim t^{-1/2} \) and therefore \( \alpha' = 1/2 \). Hence the relation \( \alpha' = 2n \) yields \( n = 1/4 \) in agreement with numerical solutions [18] of Eq. (4).

Therefore, the differences between model B and surface dynamics that became apparent in the calculations presented above, in particular the fact that \( n \neq z^{-1} \), may also be responsible for the difference in the growth law.

We now discuss numerical calculations that verify the properties derived above. We have integrated Eq. (2) and also carried out Monte Carlo simulations for a discrete growth model [20]. Both display the same kind of instability and coarsening behavior. In the latter, particles are randomly deposited on an initially flat substrate and the growing cluster relaxes by surface diffusion. An instability is produced by step-edge barriers in one of the two hopping directions on the square lattice. The steady state for a finite system is then a single mound with its ridge and valley perpendicular to this axis. In Fig. 1 we show the static structure factor \( S_I(q) \) for the ridge for three different substrate sizes with \( L_x = L_y = L \). The collapse of the data, when \( S_I(q) \) is multiplied by \( L \) is quite impressive. Further, the data seem to be converging to the \( q^{-2/3} \)-dependence predicted above.

In Fig. 2 we show the relaxation functions \( \Phi(q, p, t) \equiv S(q, p, t)/S(q, p, 0) \) and \( \Phi_I(q, t) \equiv S_I(q, t)/S_I(q, 0) \) obtained by integration of Eq. (2). The data collapse perfectly to single curves when plotted as a function of \( q^2 t, p^2 t \) respectively, in complete agreement with [3] and

![FIG. 1. The static structure factor for interface fluctuations in a model of MBE that is unstable toward mound formation [23] for substrate sizes \( L_x = L_y = 32, 64, 96 \) obtained from Monte Carlo simulations. Parameters are as given in [23]. Note that the data collapse only if \( S(q) \) is multiplied by the substrate size \( L \).](image-url)
The only exceptions are the modes \( S(0, p_n, t) \) with \( p_n = 2 \pi n / L_y \) and \( n \) an odd integer. For these modes, the difference of two large quantities is encountered and we have not succeeded in obtaining the necessary statistical and numerical accuracy to reach a definitive conclusion. More details of our study, including tests for the \( L_y \) dependence using rectangular lattices, will be presented elsewhere [14].

In summary, we have demonstrated both by analytic calculations and by simulations that this class of nonequilibrium processes behaves quite differently from models A and B. In particular, the exponent \( z \) that controls the relaxation of interface fluctuations in the steady state is not related to the coarsening exponent \( n \) by \( n = 1 / z \). While this is interesting in its own right, it also indicates that a theory of coarsening for these processes must be based on the interactions of more complicated defects than those allowed in the steady state. However, if the exponent relation \( \alpha' = 2n [10] \) is used, our result \( z = 2 = 1 / \alpha' \) yields a coarsening exponent \( n = 1 / 4 \).

The results derived in this letter are also relevant for the interpretation of experimental results obtained, e.g., in scattering experiments of films grown using MBE. If the surface evolution can be described by pyramid formation and coarsening, one expects that the scattering amplitude has a “ring” structure [21], i.e., a maximum at finite wavevectors \( k_{\max}(t) \sim 1 / R(t) \sim t^{-n} \). However, once \( k_{\max} \) becomes smaller than the minimum resolvable wavelength, the observed scattering is due to fluctuations of a single pyramid. In that case, the dynamic exponent \( z = 2 \) as explained above. Moreover, the measured roughness exponent \( \alpha \) then also characterizes fluctuations superimposed on the pyramid structure and has the value \( \alpha = 0 \). Experimentally, it may be very difficult to detect this logarithmic roughness.
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