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Abstract

In this paper we present a new bound obtained with the probabilistic method for the solution of the Set Covering problem with unit costs. The bound is valid for problems of fixed dimension, thus extending previous similar asymptotic results, and it depends only on the number of rows of the coefficient matrix and the row densities. We also consider the particular case of matrices that are almost block decomposable, and show how the bound may improve according to the particular decomposition adopted. Such final result may provide interesting indications for comparing different matrix decomposition strategies.

1 Introduction

Given a finite ground set of objects $G$ and a finite collection $\mathcal{G}$ of its subset, a Set Cover $C$ is a subset of $\mathcal{G}$ such that each element of $G$ is contained in at least one of the subsets in $\mathcal{G}$. The Set Covering Problem (SCP) consists in finding the set $C$ of minimum cardinality. If positive weights are attached to each element of $\mathcal{G}$, the weighted version of SCP consists in finding a set $C$ for which the sum of the weights of its element is minimum. Non weighted SCP may also be referred to as SCP with unit costs. If $m$ and $n$ denote the cardinalities of $G$ and $\mathcal{G}$ respectively, the SCP is usually reformulated as the problem of covering the rows of a $m \times n$ matrix $M$, whose rows are associated with the $m$ elements of the ground set $G$, whose columns are associated with the $n$ subsets of $\mathcal{G}$, and whose entries are 1 if the element of the ground set associated with the row is contained in the subset associated with the columns, and 0 otherwise.

SCP is listed among the NP-complete problem class [16], and is therefore considered to be a difficult problem to solve according to the fact that the solution time of any known algorithm cannot be bounded by a polynomial in the size $n$ of the problem, unless of course, $P = NP$. Given their simplicity and generality, SCPs arise naturally in modeling many real-life problems, some interesting and large-sized examples of which can be found, among others, in crew scheduling and allocation ([5, 7, 5]), data mining ([13, 4]), or ([9, 11, 36]).
Therefore, a large effort has been devoted by the research community to find efficient algorithms for its solution. Extensive discussion on algorithms to solve SCP can be found in several surveys, ranging from the 1975 Christofides [11] to the more recent work of Fischetti et al. [8]. An important stream of research on the issue is devoted to approximation results for SCP, where solution algorithms are evaluated in their ability to find a solution whose distance from the optimum is guaranteed with a given probability. Since SCP is NP-hard, numerous heuristic algorithms – mostly of the greedy type – have been developed for its solution, and the best approximation ratio available in polynomial time is \( H_d = \sum_{k=1}^{d} \frac{1}{k} \), i.e. \( \Theta(\log d) \), where \( d \) is the size of the largest subset (as from [12, 14, 20, 28]), assuming \( P \neq NP \) (recall that the approximation ratio of an algorithm is the ratio between the cost of the solution obtained by the algorithm and the cost of an optimal solution).

More recently, a result by Levin [26] provides an approximation ratio of \( H_d - \frac{496}{390} \), which improves the previous results on the approximation ratio of the greedy algorithm. For the experimental results and comparison of the performance of many different approximation algorithms of SCP, see e.g. [19, 25].

In 1984 Vercellis [35], guided by previous results [12, 28], studied SCP problems with certain properties, namely defined by a matrix \( M \) with random i.i.d. Bernoulli entries. In that paper a class of randomized algorithms which find almost surely a solution whose approximation ratio tends asymptotically to 1 was exhibited, providing the asymptotic cardinality of the optimal solution of SCP problems associated with random matrices in the above sense.

In this paper we prove, via the so-called probabilistic method in combinatorics (see [1]), that the asymptotic SCP cardinality value for random matrices with fixed density \( \delta \) found in [35] is actually an upper bound valid for any matrix with maximum row density \( \delta \) and any fixed dimension. Moreover, we show how such a-priori bound may be tailored for matrices with uneven row densities, and how the use of more refined approximations in the computations could result in a (sub-leading) improvement of its value.

In addition, we define the class of the \((\nu, \mu)\)-decomposable 0-1 matrices and we show that when the matrix of an SCP belongs to this class, an improved bound can be obtained according to the depth of the decomposition. Such fact indicates an interesting direction for applications, where SCP problems that are not perfectly decomposable may be treated with approximate decomposition algorithms guided by the evaluation of our bound.

The paper is organized as follows: in Section 2 we provide the basic notation that will be used throughout the paper. Section 3 describes the main result and its extensions; Section 4 discusses the refinement of the bound in the case of \((\nu, \mu)\)-decomposable matrices. Some conclusions are drawn in Section 5.

## 2 Notation and Previous Results

A formal definition of SCP is given below:

**Definition 2.1.** Let \( G = \{g_1, g_2, \ldots, g_m\} \) be a ground set of \( m \) elements, and let \( \mathcal{G} \subset 2^G \) be a collection of subset of \( G \), \( |\mathcal{G}| = n \), where \( \cup_{S \in \mathcal{G}} S = G \) and each \( S \) has a positive cost \( c_S \). \( S_j \in \mathcal{G} \)
covers $g_i \in G$ if $g_i \in S_j$. $C \subset G$ is said to be a cover of $G$ if $\bigcup_{S \in C} S = G$. A minimal cover of $G$ is a cover for which $\sum_{S \in C} c_S$ is minimum. Given $G$, $\mathcal{G}$, and the associated costs $c_S, S \in \mathcal{G}$, the Set Covering Problem SCP amounts to finding a minimal cover of $G$.

Without loss of generality, we assume that $G = \{1, 2, \ldots, m\}$ and $\mathcal{G} = \{S_j, j \in \{1, 2, \ldots, n\}\}$.

As said in the introduction, we can describe SCP as the problem of covering the rows of a $m \times n$ matrix $M$, whose rows are associated with the $m$ elements of the ground set, whose columns are associated with the $n$ subsets of $G$, and whose entries are 1 if the element of the ground set associated with the row is contained in the subset associated with the columns, and 0 otherwise. More formally

**Definition 2.2.** Given a $m \times n$ matrix $M = (m_{ij})$, where

$$m_{ij} = \begin{cases} 1, & \text{if column } j \text{ with associated cost } c_j \text{ covers row } i \\ 0, & \text{otherwise} \end{cases}$$

then, SCP seeks the subset of columns that covers all rows, whose sum of costs is minimal. When the cost $c_i = 1$ for all $i$, the problem is called SCP with unit costs and the solution is given by the cover of minimal cardinality.

In this paper we deal with SCP with unit costs; in the following all SCPs are assumed to be of that type.

**Remark.** Observe that if $M$ is a $0-1$ matrix describing the set covering problem of a given ground set $G$ with a given collection $\mathcal{G}$ of subsets of $G$, the any other matrix $M'$ obtained from $M$ by permutations of its rows and/or columns describes the same set-covering problem as the original matrix $M$.

Let us summarize briefly the results on SCP for random matrices. As remarked in the introduction, the first result, obtained in [35], is related to matrices in which $m_{ij}$ are i.i.d. $0-1$ Bernoulli variable with probability $\delta$. This model is known as the constant density model for SCP.

**Theorem 2.1 (Vercellis).** Let $C_m$ be the random variable that represent the optimal cost of random SCP. Suppose that the following two condition are satisfied:

$C1 : \ \lim_{m \to \infty} \frac{n}{\log m} = \infty$,

$C2 : \ \text{there exist } \alpha > 0 \text{ such that } n \leq m^\alpha$.

Then the sequence of random variables $C_m$ satisfies

$$\lim_{m \to \infty} \frac{C_m}{\log m} = \left[ \log \frac{1}{1-\delta} \right]^{-1} \ a.s.$$  \hspace{1cm} (2.1)
Note that, when \( m \) and \( n \) are asymptotically large, the optimal cost is given by

\[
C_m = \frac{\log m}{|\log(1 - \delta)|}
\]

with probability 1.

For \( i = \{1, 2, \ldots, m\} \), let \( \delta_i \) be the density of 1’ of the row \( i \) each row (simply called row density from now on), i.e.,

\[
\delta_i = \frac{1}{n} \sum_{j=1}^{n} m_{ij}
\]

A second model, introduced by Karp [22], assumes that there is an equal number of ones in each row of the matrix \( M \), that is,

\[
\delta_i = \frac{1}{n} \sum_{j=1}^{n} m_{ij} = \delta, \forall i
\]

Note that in the Karp model the random variables \( m_{ij} \) are not independent for \( j \in \{1, 2, \ldots, n\} \), but they are indeed independent for \( i \in \{1, 2, \ldots, m\} \). These models have been studied by Fontanari [15] using statistical mechanics techniques, which are useful in the study of combinatorial optimization problems, see e.g. Mezard, Parisi and Virasoro [30]. The main result of Fontanari’s work is that, for the Karp model, the lower bound for the optimal cost is the same obtained by Vercellis in the constant density model.

### 3 An a-priori Bound

Let \( M \) be a given 0–1 matrix with \( m \) rows and \( n \) columns. Solving SCP for \( M \) corresponds to find a set \( J \subset \{1, 2, \ldots, n\} \) of columns of \( M \) of minimal cardinality \( |J| \) such that for all \( i \in \{1, 2, \ldots, m\} \)

\[
\sum_{j \in J} m_{ij} > 0
\]

We are in particular interested in a possible a-priori estimate of the minimal cardinality \( k = |J| \) of \( J \) as a function of the densities \( \delta_i \). To get such upper bound we will use the so-called probabilistic method in combinatorics.

The philosophy of the probabilistic method is to prove the existence of combinatorial objects with certain desirable properties (e.g. a proper coloring of the edges of a graph) by showing that these objects have a positive probability to occur in some suitably defined probability space. In particular, the method works as follows. Suppose we are able to define a probability space in which the occurrence of the combinatorial object with the desirable property – the “good event” \( A \) – is ensured if a collection of “bad events” \( \{B_1, \ldots, B_m\} \) is such that none of them occur.
Namely we assume that we are able to define a probability space in which the good event \( A \) can be written as

\[
A = \bigcap_{i=1}^{m} \overline{B}_i
\]

where \( \overline{B}_i \) denote the probabilistic complement of \( B_i \) (i.e. \( \overline{B}_i \) is the event that \( B_i \) does not occur).

Suppose then to be able to calculate (or to give an upper bound of) the probability \( P(B_i) \) of occurrence for each of the bad events. Then, the probability of the event \( A \) is given by

\[
P(A) = P\left(\bigcap_{i=1}^{m} \overline{B}_i\right) = 1 - P\left(\bigcup_{i=1}^{m} B_i\right)
\]

Regardless the structure of dependencies of events \( B_i \) we can write

\[
P(\bigcup_{i=1}^{m} B_i) \leq \sum_{i=1}^{m} P(B_i) \quad (3.1)
\]

Thus the good event \( A \) occurs with positive probability if

\[
\sum_{i=1}^{m} P(B_i) < 1 \quad (3.2)
\]

We note that inequality (3.2) is the well-known Local Lovász Lemma condition (see, e.g., [1]) when, as it is in our case, each bad event depends on all the others.

This philosophy can be applied to SCP for the fixed matrix \( M \) in a quite straightforward way. Indeed, consider a probability space in which the elementary events are the uniformly random choices of a set \( J \) with fixed cardinality \(|J| = k\) of columns in the matrix \( M \). Define \( m \) bad events \( B_1, \ldots, B_m \) with \( B_i \) being the event that \( \sum_{j \in J} m_{ij} = 0 \). In other words, \( B_i \) is the event that the \( i \)'th row is not covered by the columns in the set \( J \). Then the good event \( A \) is the event that “every row is covered by at least a column of the set \( J \)” and \( A \) clearly occurs if none of the events \( B_i \) occur. It is immediate to see that the probability \( p_i = P(B_i) \) is such that

\[
p_i \leq (1 - \delta_i)^k
\]

Indeed,

\[
p_i = \left(\frac{n-\delta_i}{m}\right)^k = (1 - \delta_i)^k \frac{1 - \frac{1}{n(1-\delta_i)}}{1 - \frac{1}{n}} \frac{1 - \frac{2}{n(1-\delta_i)}}{1 - \frac{2}{n}} \cdots \frac{1 - \frac{k-1}{n(1-\delta_i)}}{1 - \frac{k-1}{n}} \leq (1 - \delta_i)^k
\]

Now, using the condition (3.2), we have that a covering \( J \) of cardinality \( k \) exists if

\[
\sum_{l \in \{1, 2, \ldots, m\}} (1 - \delta_l)^k < 1 \quad (3.4)
\]

Hence we have proved the following theorem:
Theorem 3.1. Given the $m \times n$ matrix $M$ as defined above with density $\delta_i$ for the $i$-th row, it always exists a covering $J$ of cardinality $k$ given by

$$k = \min\{i \in \{1, \ldots, n\} | \sum_{l \in \{1, 2, \ldots, m\}} (1 - \delta_l)^i < 1\} \quad (3.5)$$

Letting $\delta = \max_i \{\delta_i\}$ be the maximal row density of the matrix $M$, we get immediately the following corollary

Corollary 3.1. Given the $m \times n$ matrix $M$ defined above if the density $\delta_i$ for the $i$-th row does not exceed $\delta$, then there exists a covering $J$ of cardinality

$$k > \frac{\log m}{|\log(1 - \delta)|} \quad (3.6)$$

Remark. One may ask how good are the bounds obtained by Theorem 3.1 and Corollary 3.1. Recalling the result of [35], and in particular formula 2.1 in section 2, we can observe that for matrices in which the only information available is the maximum row density $\delta$, the bound (3.6) is optimal in the sense that it is possible to exhibit an example of a matrix $M$ for which the optimal solution of the SCP has the cardinality given by the r.h.s. of (3.6) asymptotically in $m, n$. Such matrix would, according to [35], belong to the class of random matrices where entry is 1 with probability $\delta$ and 0 otherwise. In other words, combining our result with that of [35], we can claim that the random matrices with constant density $\delta$ have the worst possible optimal solution for the set covering problem (in the sense of the largest cardinality); i.e., any other matrix $M$ with maximal (or even constant) row-density $\delta$ has an optimal solution with cardinality less or equal than that of the random matrix with density $\delta$.

3.1 Further refinements

The above bounds (3.5) and (3.6) can be improved when additional information on the structure of the matrix $M$, beside the row densities $\delta_i$, is available. This yields anyway into sub-leading corrections to the asymptotic bounds (3.5) and (3.6). The idea is the following. Starting from equation (3.1), we can give a better bound of the quantity $P(\cup_{i=1}^m B_i)$ using the Bonferroni inequality. Indeed, instead of the trivial inequality (3.1), we can write

$$P(\cup_{i=1}^m B_i) \leq \sum_{i=1}^m P(B_i) - \sum_{1 \leq i < j \leq m} P(B_i \cap B_j) + \sum_{1 \leq i < j < k \leq m} P(B_i \cap B_j \cap B_k) \quad (3.7)$$

The two probabilities $P(B_i \cap B_j)$ and $P(B_i \cap B_j \cap B_k)$ can be evaluated as follows. Let $\Gamma_{ij} = \{l \in \{1, \ldots, n\} | m_{il} = m_{jl} = 1\}$. In other words, the set $\Gamma_{ij}$ represents the overlap between the two rows $i$ and $j$. We now define $\gamma_{ij} = \frac{|\Gamma_{ij}|}{n}$. Moreover, let $\Gamma_{ijk} = \{l \in \{1, \ldots, n\} | m_{il} = m_{jl} = m_{kl} = 1\}$ and define $\gamma_{ijk} = \frac{|\Gamma_{ijk}|}{n}$. Then, we can write
\frac{(n(1-\delta_i-\delta_j+\gamma_{ij}))}{k} \binom{n}{k} (3.8)

\frac{(n(1-\delta_i-\delta_j-\delta_k+\gamma_{ij}+\gamma_{ik}+\gamma_{jk}-\gamma_{ijk}))}{k} \binom{n}{k} (3.9)

Then we can identify our upper bound on SCP finding the smallest $k$ such that

\sum_{i=1}^{m} \binom{n(1-\delta_i)}{k} - \sum_{1 \leq i < j \leq m} \binom{n(1-\delta_i-\delta_j+\gamma_{ij})}{k} +

\sum_{1 \leq i < j < k \leq m} \binom{n(1-\delta_i-\delta_j-\delta_k+\gamma_{ij}+\gamma_{ik}+\gamma_{jk}-\gamma_{ijk})}{k} \binom{n}{k} < (3.10)

The above condition is easy to be checked numerically. Clearly there are choices of $\gamma_{ij}$ and $\gamma_{ijk}$ for which the condition above gives an estimate for $k$ which is better than (3.6). To give a flavour, let us consider a random matrix with constant density $\delta$. We have then $\gamma_{ij} = \delta^2$ for all $1 \leq i < j \leq m$ and $\gamma_{ijk} = \delta^3$ for all $1 \leq i < j < k \leq m$. Condition (3.10) becomes, neglecting $o(m)$ terms

\sqrt{y} - \frac{y^2}{2} + \frac{y^3}{6} < 1

where $y = m(1-\delta)^k$. This gives, instead of (3.6), the condition

\frac{\log m - \log(1.56)}{\log(1-\delta)}

In the (easy) latter case of the random matrix, the constant can be further improved by considering the intersections up to 5, 7, 9... sets $B_i$. This gives, in place of 1.56, larger and larger constants, and when we arrive up to the intersections of $m$ sets, for $n$ exponentially large in $m$, we obtain $k > 0$. This is not surprising, since if the random matrix has a number of column exponentially large, then, almost surely, we have a column $j$ with $m_{ij} = 1$ \forall $i$.

4 Improvements for partially decomposable problems

The remark after Definition 2.2 suggests that it may be convenient to permute rows and columns of a 0–1 matrix $M$ and to decompose it in blocks, in order to try to improve the bound (3.6). Indeed, the decomposition of a matrix is an alternative representation that allows a particular structure to emerge. Such structures attract the interest of researchers as they may facilitate the solution of certain mathematical problem where the decomposed matrix plays a role. It is well established (see e.g. 3) that decompositions allow to confine and control particularly “difficult” substructures of the matrix, and moreover allow to parallelize solution algorithms over the substructures – typically, blocks – identified by the decomposition. A comprehensive
analysis of the different types of matrix decomposition and the related algorithms is beyond
the scope of this paper. Recently, similar problems are discussed in [21] and [2]; the relevant
interactions between the block decomposition of binary matrix and several data mining problems
are highlighted in [27, 37].

Here we define a class of decomposable 0−1 matrices with maximum row density δ, that we
assume to possess an interesting structure, and exploit the extension of the bound (3.6) for
SCP whose associated matrix M belongs to this class. The general idea of this class is that
the matrix can be decomposed into four block matrices such that the maximum row density of
the two block matrices in the main diagonal is larger that δ, while the maximum row density
of the remaining off-diagonal two matrices is smaller that δ. Such definition is indeed similar to
the bordered block diagonal form treated in [3], where its interest for optimization problems is
discussed and several decomposition algorithms are referred.

**Definition 4.1.** Let M be a 0−1 matrix of dimension m × n with maximum row density δ.
Let ν, µ ∈ (−1, 1). Then M is (ν, µ)-decomposable if, after a permutation of its rows and
columns, becomes a 0−1 matrix M′ formed by the 4 submatrices M_{11}, M_{12}, M_{21}, M_{22} such that:

\[
M' = \begin{pmatrix}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{pmatrix}
\]

and

- M_{11} has \( \frac{m}{2} (1 + \mu) \) rows, \( \frac{n}{2} (1 + \nu) \) columns, and maximum row density \( \delta_1 > \delta \),
- M_{12} has \( \frac{m}{2} (1 + \mu) \) rows, \( \frac{n}{2} (1 - \nu) \) columns, and maximum row density \( \delta_2 < \delta \),
- M_{21} has \( \frac{m}{2} (1 - \mu) \) rows, \( \frac{n}{2} (1 + \nu) \) columns, and maximum row density \( \delta_3 < \delta \),
- M_{22} has \( \frac{m}{2} (1 - \mu) \) rows, \( \frac{n}{2} (1 - \nu) \) columns, and maximum row density \( \delta_4 > \delta \).

We want to exploit the case of (ν, µ)-decomposable matrices with the following random experi-
ment. Choose uniformly at random \( k_1 \) columns of the matrix M in the first \( \frac{n}{2} (1 + \nu) \) columns,
and \( k_2 \) columns in the following \( \frac{n}{2} (1 - \nu) \) columns.

Call \( B_i \) the (bad) event to have that the \( k_1 + k_2 \) columns do not cover the row \( i \), with
\( i = 1, 2, ..., \frac{n}{2} (1 + \mu) \), and call \( \bar{B}_i \) the (bad) event to have that the \( k_1 + k_2 \) columns do not cover
the row \( i \), with \( i = \frac{n}{2} (1 + \mu) + 1, ..., m \). The probabilities of such bad events are, reasoning as
in section 3, bounded by:

\[
P(B_i) \leq (1 - \delta_1)^{k_1} (1 - \delta_2)^{k_2}
\]

\[
P(\bar{B}_i) \leq (1 - \delta_3)^{k_1} (1 - \delta_4)^{k_2}
\]

(4.1)

Calling \( B = \cup_{i=1}^{\frac{n}{2}(1+\mu)} B_i \) and \( \bar{B} = \cup_{i=\frac{n}{2}(1+\mu)+1}^{m} \bar{B}_i \), we are looking for an a-priori estimate of the
probability \( P(B \cup \bar{B}) \) of the event \( B \cup \bar{B} \) of the form

\[
P(B \cup \bar{B}) = P(B) + P(\bar{B}) - P(B \cap \bar{B}) < 1
\]

(4.2)
Let us consider the following linear system in $k_1$ and $k_2$

\[
\begin{align*}
\frac{m}{2} (1 + \mu) (1 - \delta_1) k_1 (1 - \delta_2) k_2 + \frac{m}{2} (1 - \mu) (1 - \delta_3) k_1 (1 - \delta_4) k_2 &< 1 \\
\end{align*}
\]

then the good event $A = (B \cup \tilde{B})$ to have all the rows covered by the $k_1 + k_2$ columns has a positive probability to occur. The condition \((4.3)\) can be separated in the two independent bounds:

\[
\frac{m}{2} (1 + \mu) (1 - \delta_1) k_1 (1 - \delta_2) k_2 < \alpha
\]

\[
\frac{m}{2} (1 - \mu) (1 - \delta_3) k_1 (1 - \delta_4) k_2 < 1 - \alpha
\]

with $\alpha \in (0, 1)$ to be determined in order to optimize globally our bound. The two conditions in \((4.5)\) can be rewritten as

\[
\begin{align*}
k_1 \log(1 - \delta_1) + k_2 \log(1 - \delta_2) &> c_1(\alpha) \\
k_1 \log(1 - \delta_3) + k_2 \log(1 - \delta_4) &> c_2(\alpha)
\end{align*}
\]

with

\[
\begin{align*}
c_1(\alpha) &= |\log \alpha| + \log \left[ \frac{m}{2} (1 + \mu) \right] \\
c_2(\alpha) &= |\log(1 - \alpha)| + \log \left[ \frac{m}{2} (1 - \mu) \right]
\end{align*}
\]

Let us consider the following linear system in $k_1$ and $k_2$

\[
\begin{align*}
k_1 \log(1 - \delta_1) + k_2 \log(1 - \delta_2) &= c_1(\alpha) \\
k_1 \log(1 - \delta_3) + k_2 \log(1 - \delta_4) &= c_2(\alpha)
\end{align*}
\]

The solution of such a system is

\[
\begin{align*}
k_1 &= \frac{1}{\Delta} (c_1(\alpha) \log(1 - \delta_4) - c_2(\alpha) \log(1 - \delta_2)) \\
k_2 &= \frac{1}{\Delta} (c_2(\alpha) \log(1 - \delta_1) - c_1(\alpha) \log(1 - \delta_3))
\end{align*}
\]

with $\Delta = \log(1 - \delta_1) \log(1 - \delta_4) - \log(1 - \delta_2) \log(1 - \delta_3)$.

Now let us find the $\alpha$ that minimizes the value of
\[ k_1 + k_2 = \frac{1}{\Delta} (c_1(\alpha)[|\log(1 - \delta_4)| - |\log(1 - \delta_3)|] + c_2(\alpha)[|\log(1 - \delta_1)| - |\log(1 - \delta_2)|]) \quad (4.10) \]

It is easy to see that the unique minimum of \( k_1 + k_2 \), as \( \alpha \) varies in \((0, 1)\) is attained for \( \alpha = \bar{\alpha} \), with \( \bar{\alpha} \) given by

\[ \bar{\alpha} = \frac{|\log(1 - \delta_4)| - |\log(1 - \delta_3)|}{|\log(1 - \delta_4)| - |\log(1 - \delta_3)| + |\log(1 - \delta_1)| - |\log(1 - \delta_2)|} \quad (4.11) \]

Recalling now the explicit expression of \( c_1(\alpha) \) and \( c_2(\alpha) \) given in (4.7), we can put the value of \( \alpha = \bar{\alpha} \) given by (4.11) into \( c_1(\alpha), c_2(\alpha) \) appearing in (4.10) and get an a priori upper bound for the cardinality \( k = k_1 + k_2 \) of the optimal solution in the case of the decomposable matrix.

Hence we have proved the following theorem.

**Theorem 4.1.** Let \( M \) be a \((\nu, \mu)\)-decomposable matrix as given in definition 4.1. Then there exists a covering \( J \) of cardinality \( k_1 + k_2 \) given by (4.10) with \( \alpha \) given by (4.11).

In general it is not simple to compare analytically the bound (4.10) (putting of course \( \alpha = \bar{\alpha} \) given by (4.11)) with the bound (3.6), but one can check numerically that this estimate tends to improve the previous general estimate. In any case, it is thus well established that the relations among \( \delta_1, \delta_2, \delta_3, \delta_4 \) may play a role in the design of a solution algorithm. We illustrate this fact by considering two examples in which the expression (4.10) simplifies drastically and yet are representative of possible situations. For both these examples we get an explicit improvement of the bound (3.6).

**Example 1.** Suppose that a proper permutation of the rows and the columns of \( M \) results in a perfect block decomposition, where, w.l.o.g.,

\[ \delta_2 = \delta_3 = 0, \quad \delta_1 = \frac{2\delta}{1 + \nu}, \quad \delta_4 = \frac{2\delta}{1 - \nu}, \quad |\nu| < 1 - 2\delta \]

Then the optimal solution of the SCP defined by matrix \( M \) can be obtained by the union of the solutions obtained on \( M_{11} \) and \( M_{22} \). Indeed in this case (i.e. \( \delta_2 = \delta_3 = 0 \)) the events \( B \) and \( \tilde{B} \) are clearly independent. Therefore we can write the condition (4.2) in terms of

\[ P(B \cup \tilde{B}) = P(B) + P(\tilde{B}) - P(B)P(\tilde{B}) < 1 \quad (4.12) \]

and this is equivalent to impose separately \( P(B) < 1 \) and \( P(\tilde{B}) < 1 \). It follows that in formulas (4.6)-(4.10) the factors \( c_1(\alpha) \) and \( c_2(\alpha) \) can be replaced by

\[ c_1 \doteq c_1(1) = \log \left[ \frac{m}{T}(1 + \mu) \right] \]
\[ c_2 \doteq c_2(1) = \log \left[ \frac{m}{T}(1 - \mu) \right] \quad (4.13) \]

and \( k_1 + k_2 \) is such that
\[ k_1 + k_2 = \log \left[ \frac{m^2 (1 + \mu)}{|\log(1 - \delta_1)|} \right] + \log \left[ \frac{m^2 (1 - \mu)}{|\log(1 - \delta_4)|} \right] \]  

(4.14)

I.e., the resulting bound is exactly the general bound given in the section 3 applied separately to the two factorized problems in the blocks 1 and 4.

Let us now show that

\[ \log \left[ \frac{m^2 (1 + \mu)}{|\log(1 - \delta_1)|} \right] + \log \left[ \frac{m^2 (1 - \mu)}{|\log(1 - \delta_4)|} \right] < \log m \]

which is equivalent to show that

\[ \log m \times \left[ \frac{1}{|\log(1 - \delta)|} - \frac{1}{|\log(1 - \delta_1)|} - \frac{1}{|\log(1 - \delta_4)|} \right] - \frac{\log 1 + \mu}{2} - \frac{\log 1 - \mu}{2} > 0 \]

The last two terms do not depend on \( m \) and are always non negative (recall that \(|\mu| < 1\) and thus \(\log \frac{1 + \mu}{2} < 0\)). Therefore it is enough to prove the following inequality:

\[ \left[ \frac{1}{|\log(1 - \delta)|} - \frac{1}{|\log(1 - \delta_1)|} - \frac{1}{|\log(1 - \delta_4)|} \right] > 0 \]

i.e. recalling that \( \delta_1 = \frac{2\delta}{1+\nu} \) and \( \delta_4 = \frac{2\delta}{1-\nu} \), it is enough to prove

\[ \frac{1}{|\log(1 - \delta)|} > \frac{1}{|\log(1 - \frac{2\delta}{1+\nu})|} + \frac{1}{|\log(1 - \frac{2\delta}{1-\nu})|} \]  

(4.15)

To show that the above inequality is always satisfied, first recall that we always have \(|\nu| < 1 - 2\delta\). One can now study the expression on the r.h.s. of (4.15) as a function of \( \nu \in (-1 + 2\delta, 1 - 2\delta) \).

Let

\[ f(\nu) = \frac{1}{|\log(1 - \frac{2\delta}{1+\nu})|} + \frac{1}{|\log(1 - \frac{2\delta}{1-\nu})|} \]

It can be checked that \( f(\nu) \) is concave in the interval \( \nu \in (-1 + 2\delta, 1 - 2\delta) \) and attains the maximum at \( \nu = 0 \) where reaches the value

\[ f(0) = \frac{2}{|\log(1 - 2\delta)|} \]

and since

\[ \frac{1}{|\log(1 - \delta)|} > \frac{2}{|\log(1 - 2\delta)|} \]

the inequality above is true for all \( \nu \in (-1 + 2\delta, 1 - 2\delta) \).

**Example 2.** Suppose there exists a permutation of rows and columns of the \( m \times n \) matrix \( M \) that identifies 4 block matrices of size \( \frac{m}{2} \times \frac{n}{2} \), such that the two blocks on the main diagonal
absorb a large portion of the matrix density, at the expenses of the blocks in the other diagonal. Namely suppose that after such a permutation we have

\[ \delta_1 = \delta_4 = 2\delta - \epsilon \quad \delta_2 = \delta_3 = \epsilon \quad \mu = \nu = 0 \quad \epsilon < \delta \]

In this case by (4.11) we get that \( \bar{\alpha} = \frac{1}{2} \) and thus, plugging this value in formulas (4.7) we get

\[ c_1(1/2) = c_2(1/2) = \log m \]

Therefore, considering that in the present case \( \Delta = |\log(1 - 2\delta + \epsilon)|^2 - |\log(1 - \epsilon)|^2 \) equation (4.10) becomes

\[ k_1 + k_2 = \frac{2\log m}{|\log(1 - 2\delta + \epsilon)| + |\log(1 - \epsilon)|} \]

Let us prove that, for any \( \epsilon \in [0, \delta) \) we have

\[ \frac{2\log m}{|\log(1 - 2\delta + \epsilon)| + |\log(1 - \epsilon)|} < \frac{\log m}{|\log(1 - \delta)|} \]

which is equivalent to the inequality

\[ |\log(1 - 2\delta + \epsilon)| + |\log(1 - \epsilon)| > 2|\log(1 - \delta)| \]

i.e.

\[ \log [(1 - 2\delta + \epsilon) \times (1 - \epsilon)] < \log [(1 - \delta)^2] \]

Inequality above, by the monotonicity of the logarithm, is true if and only if

\[ (1 - 2\delta + \epsilon) \times (1 - \epsilon) < (1 - \delta)^2 \]

i.e. if

\[ 2\delta\epsilon - \epsilon^2 < \delta^2 \]

which is always true for all \( \epsilon \in [0, \delta) \).

5 Conclusions

The results of this paper are related with the existence of an easy to compute \textit{a-priori} upper bound for the Set Covering problem with unit cost. The bound is obtained by the application of the probabilistic method in combinatorics and extends to a deterministic setting previous asymptotic results. We show several variants of the bound that can be computed by a simple binary search, and analyze some extensions. As a side results, we consider the specialization of this bound when the 0–1 matrix that describes the SCP can be almost decomposed into a block diagonal matrix. In the latter case we show how the bound is related with the parameters that define the decomposition and show that, under certain conditions, the decomposition always improves the bound.
Although the results presented are mainly related with theoretical properties of the solution of a specific integer programming problem, we believe that they provide an interesting insight for practical application, given the extremely general and simple nature of the bound; moreover, the results of Section 4 suggest that even non-perfect decompositions may be useful to improve solution methods for the hard combinatorial problems considered in this paper. Such considerations demand further investigations and computational tests that will be addressed in future research.
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