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The quantum approximate optimization algorithm (QAOA) has become a cornerstone of contemporary quantum applications development. In QAOA, a quantum circuit is trained—by repeatedly adjusting circuit parameters—to solve a problem. Several recent findings have reported parameter concentration effects in QAOA and their presence has become one of folklore: while empirically observed, the concentrations have not been defined and analytical approaches remain scarce, focusing on limiting system and not considering parameter scaling as system size increases. We found that optimal QAOA circuit parameters concentrate as an inverse polynomial in the problem size, providing an optimistic result for improving circuit training. Our results are analytically demonstrated for variational state preparations at $p = 1, 2$ (corresponding to 2 and 4 tunable parameters respectively). The technique is also applicable for higher depths and the concentration effect is cross verified numerically. Parameter concentrations allow for training on a fraction $w < n$ of qubits to assert that these parameters are nearly optimal on $n$ qubits. Clearly this effect has significant practical importance.

I. INTRODUCTION

Variational quantum algorithms are the centerpiece of study in the theory and application of modern quantum computing algorithms. Such algorithms are designed to alleviate certain systematic limitations of near term devices, such as variability in pulse timing and limited coherence times [1–4], by the use of a quantum to classical feedback loop. In particular, the Quantum Approximate Optimization Algorithm (QAOA) [5] was developed to find approximate solutions to combinatorial optimization problems [5–17]. Recent milestones include experimental demonstration of 3$p$-QAOA (depth-three, corresponding to six tunable parameters) using twenty three qubits [1]. Universality results [6–8], as well as several results that aid and improve on the original implementation of the algorithm [9–11]. Although QAOA exhibits provable advantages such as recovering a near optimal query complexity in Grover’s search [18] and offers a pathway towards quantum advantage [12], limitations are known for low depth QAOA [13–19, 20]. Higher depth versions may be needed to overcome such limitations. However, exact analysis is scarce and only describes QAOA on specific instances including e.g. fully connected graphs [14–16]. A general analytical approach has remained unknown.

Similar to most variational algorithms, QAOA consists of an outer loop classical optimization which assigns parameters to a quantum circuit in order to minimize an objective function. However, this step becomes challenging beyond low depth due to the simultaneous optimization of several parameters. Although layer-wise training, a learning strategy designed to reduce optimization time, has been shown to work via a re-parameterization of search parameters [17], such strategies become sub-optimal in certain scenarios (abrupt training transitions [21]). A different approach towards reducing the complexity associated with the classical optimization step in QAOA is by leveraging concentrations.

Concentrations arise in the literature as folklore: though mentioned in numerical and even analytical studies [22–24], their precise definition, scaling behavior, and analytic prediction is lacking. State of the art analytical approaches were based on the fully connected Sherrington-Kirkpatrick model. For general depth $p$, it was shown that QAOA becomes instance independent in the infinite system size limit ($n \rightarrow \infty$) [14]. Although this result applies to concentrations with respect to instances, the scaling behavior of optimal parameters were not addressed. In addition to instance concentrations, several numerical studies report distributions over optimal parameters even when QAOA on random instances are considered [17, 23, 24]. Furthermore, such distributions are empirically shown to behave non-trivially with respect to $n$ and therefore add to the folklore of concentrations.

In this work we explicitly define parameter concentrations (Section II), an effect where optimal QAOA parameters for a fixed depth ansatz circuit retain optimality independent of the problem size (increasing number of qubits $n$). We introduce an analytical approach to describe the behavior of optimal parameters for depth $p = 1, 2$ QAOA on variational state preparation (Section III). From this we recover optimal parameter scaling with respect to the number of qubits and establish parameter concentration. The same analysis is applicable for circuits of arbitrary depth $p \geq 3$ and a numerical verification of parameter concentrations was carried out. For depth $p = 5$ and up to $n = 17$, we recover scaling for optimal parameters which also demonstrate parameter concentration (Section IV).

Our definition of parameter concentrations severely restrict the behavior of optimal parameters. If parameters
concentrate, one can train $p$ levels on a fraction $w < n$ of qubits and assert these parameters are nearly optimal on $n$ qubits and $p$ levels. This has evident practical significance and is elaborated more in the Discussion IV.

II. PARAMETER CONCENTRATION DEFINITION

We represent $|\psi(\gamma, \beta)\rangle$ as the variational state generated by a $p$-depth QAOA circuit for real hyperparameters $\beta \in [0, \pi)^p$, and $\gamma \in [0, 2\pi)^p$. Let $\gamma_n, \beta_n$ = arg min $\langle \psi(\gamma, \beta)|H_z|\psi(\gamma, \beta)\rangle$, where $H_z$ describes a problem instance on $n$ qubits. Note that such a set of parameters $\beta_n = (\beta_1, \ldots, \beta_p)$ and $\gamma_n = (\gamma_1 \ldots \gamma_p)$ is not necessarily unique.

Definition 1 (Parameter Concentration). Parameters concentrate whenever

$$\exists l > 0 : \forall \beta_n, \gamma_n \exists \beta_{n+1}, \gamma_{n+1} :$$

$$|\beta_{n+1} - \beta_n|^2 + |\gamma_{n+1} - \gamma_n|^2 = O\left(\frac{1}{n^l}\right).$$

In other words, parameter concentration implies that whichever set of optimal parameters one determines for $n$ qubits, there exists at least one set of parameters, polynomially close (in $n$), which is optimal for $n+1$ qubits.

III. VARIATIONAL STATE PREPARATION

State preparation has implications on optimal control theory [26, 28], quantum chemistry [29, 30], many body physics [31, 32], and other areas [33–35]. Although adiabatic approaches can prepare an arbitrary state [36, 37], the same can be addressed with a variational approach, e.g. variational quantum eigensolver (VQE) or QAOA, by tuning short quantum circuits [15, 20, 38–43].

Variational state preparation can be stated as follows: let $|t\rangle$ be a $n$-qubit target state in the computational basis. The task is to variably prepare a candidate state with high overlap with $|t\rangle$. In QAOA the candidate state $|\psi(\gamma, \beta)\rangle$ is parametrized as:

$$|\psi(\gamma, \beta)\rangle = \prod_{k=1}^{p} e^{-i\beta_k H_x} e^{-i\gamma_k |t\rangle\langle t|} |+\rangle^\otimes n,$$  (1)

where $H_x = \sum_{i=1}^n X_i$ is the standard one-body mixer Hamiltonian with $X_i$ being the Pauli matrix, applied to the $i$-th qubit, and $\gamma_k \in [0, 2\pi], \beta_k \in [0, \pi]$.

The optimization task is to maximize the overlap between the candidate state $|\psi(\gamma, \beta)\rangle$ and the target state $|t\rangle$ given by $|\langle t|\psi(\gamma, \beta)\rangle|^2$. Note that the problem is equivalent to the minimization of the problem Hamiltonian $H_z = 1 - |t\rangle\langle t|$, i.e.

$$\min_{\gamma, \beta} \langle \psi(\gamma, \beta)|H_z|\psi(\gamma, \beta)\rangle = 1 - \max_{\gamma, \beta} |\langle t|\psi(\gamma, \beta)\rangle|^2.$$  (2)

IV. RESULTS

In order to calculate optimal parameters, i.e., parameters that achieve maximum overlap, we evaluate the conditions for zero gradients. For $p = 1$, the two equations for $\gamma \equiv \gamma_1$ and $\beta \equiv \beta_1$ can be further simplified into a single expression in terms of either $\gamma$ or $\beta$. Since no general solution has ever been obtained, approximate solutions are found at $n \gg 1$. The technique can be extended for $p \geq 2$. However, for higher depth, the sets of equation for zero gradients may not simplify as in $p = 1$. Still, solutions can be found in the limit $n \rightarrow \infty$ along with their next order corrections. In both cases, parameters are found to concentrate.

A. Parameter concentration for $p = 1$

For single depth, the ansatz state (1) becomes:

$$|\psi(\gamma, \beta)\rangle = e^{-i\beta t H_x} e^{-i\gamma |t\rangle\langle t|} |+\rangle^\otimes n.\quad (3)$$

We calculate the amplitude as:

$$g_1(\gamma, \beta) = \langle t|\psi(\gamma, \beta)\rangle$$

$$= \frac{1}{\sqrt{2^n}} (e^{-i\beta n} + \cos n \beta (e^{-i\gamma} - 1)), \quad (4)$$

then the overlap becomes:

$$F_1(\gamma, \beta) = \frac{1}{2^n} [1 + 2 \cos n \beta (\cos (\gamma - n\beta) - \cos (n\beta))]$$

$$+ 2 \cos^2 n \beta (1 - \cos \gamma)]. \quad (5)$$

We are concerned with parameters that maximize $F_1$ and therefore must satisfy $\partial_{\gamma} F_1(\gamma, \beta) = \partial_{\beta} F_1(\gamma, \beta) = 0$. From these conditions the following is established:

$$\tan \gamma = \frac{\sin n \beta}{\cos n \beta - \cos^n \beta}, \quad (6)$$

$$\frac{\gamma}{2} = \frac{\cos (n\beta + \beta)}{2 \cos^n \beta \sin \beta - \sin (n\beta + \beta)}. \quad (7)$$

Merging (6) and (7) we arrive at:

$$\cos^n \beta \sin 2\beta - \sin (n+2)\beta = 0. \quad (8)$$

Substituting (8) into (7), we finally relate optimal parameters as $\gamma = \pi - 2\beta$.

We now consider solutions for (8). For a given $n$, it can be rewritten as a polynomial equation of power $n$ which does not have solutions in radicals. However, one can see that for $n \rightarrow \infty$, $\beta = \frac{\pi}{n} + O(n^{-2})$. We find correction to the asymptotic solution as $\beta = \frac{\pi}{n} + \delta \beta$, and calculate $\delta \beta = -\frac{2\pi}{n^2}$ up to second order in $1/n$. Thus for
the optimal parameters:

\[ \beta = \frac{\pi}{n} - \frac{4\pi}{n^2} + \mathcal{O}(n^{-3}), \]  
\[ \gamma = \pi - \frac{2\pi}{n} + \frac{8\pi}{n^2} + \mathcal{O}(n^{-3}). \]  

(9)

(10)

Interestingly, solutions \( \beta = \frac{\pi}{n+4} \) and \( \gamma = \pi - 2\beta = \frac{\pi}{n+4} \) which turn into (9) and (10) for \( n \gg 1 \), approximate optimal parameters even for small \( n \) (see Figure 1).

Figure 1. Comparison of analytical and numerical results for optimal parameters \( \beta \) (orange) and \( \gamma \) (blue) with respect to the number of qubits \( n \). Dots represent numerical solution to the maximization problem (2).

Additionally, there is a symmetric solution \( \beta \to \pi - \beta \) and \( \gamma \to 2\pi - \gamma \), which delivers the same global maximum to the overlap (3). For large \( n \), (8) also admits other solutions. These however, deliver only local maxima and thus are out of interest. Therefore,

\[
|\beta_{n+1} - \beta_n|^2 + |\gamma_{n+1} - \gamma_n|^2 \approx \frac{5\pi^2}{(n+4)^2(n+5)^2} = \mathcal{O}\left(\frac{1}{n^4}\right),
\]

(11)

which establishes parameter concentration for \( p = 1 \).

B. Parameter concentration for \( p = 2 \)

For \( p = 2 \) the ansatz becomes:

\[
|\psi(\gamma_1, \beta_1, \gamma_2, \beta_2)\rangle = e^{-i\gamma_2 \mathcal{N}_s e^{-i\gamma_1 t}|\gamma_1\rangle \langle t|e^{-i\beta_1 \mathcal{N}_s} e^{-i\gamma_1 t}|\beta_1\rangle \langle t|} \otimes n. 
\]

(12)

The corresponding amplitude can be expressed in terms of the amplitude at \( p = 1 \) from (4):

\[
g_2(\gamma_1, \beta_1, \gamma_2, \beta_2) = g_1(\gamma_1, \beta_1 + \beta_2) + g_1(\gamma_1, \beta_1) \cos^n \beta_2 (e^{-i\gamma_2} - 1).
\]

(13)

To find the parameters that maximize overlap \( F_2(\gamma_1, \beta_1, \gamma_2, \beta_2) \), we set the gradients to zero and obtain a set of four equations. Even though in this case the variables do not separate, for \( n \to \infty \) solutions behave as:

\[
n\beta_i \to \pi, \gamma_i \to \pi.
\]

(14)

Assuming \( n \gg 1 \) and corrections to be of the next order in \( 1/n \), we again search for parameters as \( \beta_i = \pi/n + \delta\beta_i \) and \( \gamma = \pi + \delta\gamma_i \) and obtain

\[
\beta_2 = \frac{\pi}{n} - \frac{4\pi}{n^2} + \mathcal{O}(n^{-3}),
\]

(15)

\[
\gamma_2 = \pi - \frac{2\pi}{n} + \mathcal{O}(n^{-2}),
\]

(16)

\[
\beta_1 = \frac{\pi}{n} + \mathcal{O}(n^{-3}),
\]

(17)

\[
\gamma_1 = \pi + \mathcal{O}(n^{-2}).
\]

(18)

It is seen that parameters \( \beta_2 \) and \( \gamma_2 \) behave in the same way as for the case \( p = 1 \) in (9) and (10). Moreover, expressions \( \beta_2 = \frac{\pi}{n+4} \) and \( \gamma_2 = \frac{\pi}{n+4} \), which match our analytical solution for large \( n \), also fall within optimal approximation for \( n \sim 1 \) (see Figure 2).

The corrections to the parameters \( \beta_1 \) and \( \gamma_1 \) turn out to be of the next order in \( 1/n \) and so we do not calculate them explicitly. In comparison to optimal parameters recovered numerically, the analytical predictions (17) match optimal parameters beyond \( n \sim 10 \) (see Figure 2).

Note that for large \( n \), corrections to parameters \( \beta_1 \) and \( \gamma_1 \) are of third and second order respectively. But for any finite region in \( n \), parameters are well approximated by the functions

\[
\beta = \frac{\pi}{a_1 n + a_2}, \quad \gamma = b_1 \pi - b_2 \beta
\]

(19)

where the fitting constants \( a_{1,2} \) and \( b_{1,2} \) are region specific.

Based on our results, (15)-(18), we establish parameter concentration at \( p = 2 \):

\[
|\beta_{n+1} - \beta_n|^2 + |\gamma_{n+1} - \gamma_n|^2 = \mathcal{O}\left(\frac{1}{n^4}\right).
\]

(20)

C. Parameter concentration for \( p \geq 3 \)

We have numerical evidence (up to \( p = 5 \) and 17 qubits) that for higher depths, optimal parameters also behave as (14) for large \( n \). Therefore, one might assume it to be a general feature. In order to calculate corrections for higher depth, the procedure described in the previous subsection can be used. However, a more straightforward approach is to Taylor-expand the overlap function around low-order solutions (14) up to second order in \( 1/n \). This simplified expression is a quadratic form and thus can be maximized to obtain corrections.
Below we present our numerical results for $p = 5$. Figure 3 demonstrates numerically calculated optimal parameters for the last layer. Optimal parameters at depth 1 - 4 are fit according to [19] and the corresponding fit-constants appear in Table 1.

According to fitting curves which accurately describe the numerical data, parameter concentration is evident and is the same as in [20]. We also plot our numerical data in Figure 4 to visually illustrate the phenomena of parameter concentration.
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**Figure 2.** Comparison of analytical and numerical results for optimal parameters (a) $\beta_2$ (orange), $\gamma_2$ (blue) and (b) $\beta_1$ (orange), $\gamma_1$ (blue), with respect to the number of qubits $n$. Dots represent numerical solutions to the maximization problem [2].

![Figure 3](image2.png)

**Figure 3.** Comparison of numerical results and our fitting for optimal parameters $\beta_2$ (orange), $\gamma_2$ (blue) with respect to the number of qubits $n$. Dots represent parameters obtained numerically via maximization of $5$.

### V. DISCUSSION

In present work we provide a rigorous definition of parameter concentrations and demonstrate it for the variational state preparation. The definition is motivated by how this effect can be leveraged for efficient training. However, different approaches claiming concentrations appear in the QAOA literature, yet our results have a clear distinction. Specifically [14] analytically addresses what we call instance concentration in the case of the Sherrington-Kirkpatrick model. Here, one finds that the variance in objective function value vanishes in the infinite size limit ($n \to \infty$), and therefore, QAOA becomes instance independent. However, the result alone neither predict nor address the behavior of optimal parameters.

Numerically in [24] it is seen that the optimal parameters at each depth $p$ distribute over a small range when considering randomly generated MAX-CUT instances on 3-regular graphs. Moreover, this distribution became narrower as the system size increased. The authors in [24] explain their numerical observation via reverse causal cone i.e. the subgraphs effectively contributing to the objective function when taken over a particular edge. Since in the limit $n \to \infty$, the likely subgraphs are trees, optimal parameters for QAOA on such subgraphs become optimal for the entire graph. However, the scaling behavior (if any) for the optimal parameters towards the infinite $n$ limit still remain lacking.

Although in our work only a unique set of optimal parameters is addressed at each $n$, their scaling behavior is fully understood due to our analytical result. Furthermore, we expect our results to be applicable in more general settings which would imply that distribution of optimal parameters with respect to instances are only slightly sensitive if $n$ is large. Such an implication can be leveraged to reduce the training cost of finding optimal parameters.

In particular, our observed concentrations scale as

### Table I. Parameters $a_{1,2}$ and $b_{1,2}$ according to fitting functions [19].

|       | $a_1$ | $a_2$ | $b_1$ | $b_2$ |
|-------|-------|-------|-------|-------|
| $\beta_1, \gamma_1$ | 1.04 | 0.92 | 1.06 | 2.07 |
| $\beta_2, \gamma_2$ | 0.98 | 1.23 | 1.05 | 2.04 |
| $\beta_3, \gamma_3$ | 0.94 | 1.58 | 1.05 | 1.96 |
| $\beta_4, \gamma_4$ | 0.88 | 2.32 | 1.03 | 1.83 |
| $\beta_5, \gamma_5$ | 1.09 | 5.25 | 1.0 | 2.0 |
$O(n^{-4})$, this implies optimal parameters also have a limit as $n \to \infty$. Therefore, one can train on a finite fraction $w \ll n$ qubits and perform a polynomially restricted training over optimal parameters at $w$ qubits to recover optimal parameters for $n$ qubits. However, to fully exploit this approach further investigation is needed.

Note that if parameters concentrate as $O(n^{-l})$ with $l \leq 2$, optimal parameters may not approach any limit. In this case partial training at $w$ qubits may not guarantee optimality for $n$ qubits. However the existence of such cases remains to be observed.
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Figure 4. Parameter concentrations visualized for $p = 5$ deep QAOA and varying number of qubits $n$. Two symmetric branches of optimal parameters are well distinguished. Parameter concentration is seen within each of the branches.
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