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1. ABSTRACT
2. It is an important task to predict medical waste (MW) estimation accurately for effective Waste
3. Management System (VMS). The main aim of this study was to compare three ensemble machine learning
4. algorithms to predict medical waste for Istanbul which is the biggest city in Turkey. There exists new
5. machine learning (ML) algorithms called Ensemble Machine Learning Algorithms that have shown
6. significant success in other disciplines yet have not been examined for MW. To bridge the literature gap,
7. in this study, for the first time, a total of three ensemble machine learning algorithms: Random Forests
8. (RF), Gradient Boosting Machine (GBM) and AdaBoost are developed to predict MW generation. To
9. employ this study. 17-years real data were obtained from Istanbul Metropolitan Municipality Department
10. Open Data Portal with the input variables namely number of hospitals, number of bed available at the
11. hospital, crude birth rate and Gross Domestic Product (GDP). 80% of the total database being used for
12. developing the models, whereas the rest 20% were used to validate the models In order to compare their
13. performances, 5-fold cross-validation was applied and performance measures (MAE, RMSE and R-
14. squared) were calculated in this study. Of the ensemble models, the RF model provided better performance
15. than those of other models with RMSE, MAE, and $R^2$ of 1194.2, 898.12, 0.95, respectively, whereas the
16. second best GBM accuracy with RMSE, MAE, and $R^2$ of 1290.76, 1160.43, 0.94, respectively. Although,
17. CatBoost was interpreted as the efficient model for small datasets among the Machine Learning algorithms,
18. was poorest accuracy with RMSE, MAE, and $R^2$ of 3349.57, 2698.4, 0.61. In addition, the findings revealed
19. that GDP and number of hospitals were the most important inputs for the predicting MW generation using
20. ensemble machine learning algorithms. These results will helpful for decision makers regarding both
21. planning and designing medical waste management systems in the future facilities in the sense of
22. sustainable management.
23. Keywords: medical waste, prediction, Random Forests (RF), Gradient Boosting Machine (GBM),
24. AdaBoost, ensemble machine learning
25. INTRODUCTION
26. There is an increasing trend in population and population density because of urban growth due to industrial
27. and economic advancements. This will also lead to an increase the medical instutions like the number of
28. hospitals, clinics and other health facilities and led to large amount of medical waste (MW) production
29. (Ceylan et al., 2020; Jahandideh et al., 2009). The World Health Organization (WHO) and US
30. Environmental Protection Agency (USEPA) reported that MW is hazardous waste type since its potentially
31. dangerous existence of different pathogens, hazardous and chemical anticancer agents and radioactive
32. wastes (Jahandideh et al., 2009; Golbaz et al., 2019). Also, cutting and sharp materials can cause many
33. problems to whom they related (Golbaz et al., 2019). Shinee (2008) stated that approximately 15% - 25%
34. (by weight) of medical waste is accepted infectious. The collection and disposal of this waste in other words
35. the management of medical waste is the critical issue especially in developing countries due to its potential
36. public health risks and environmental pollution risks (Niez et al., 2014). Nowadays, the performance of waste
37. management system handling the medical waste is more critical (vital) than ever because of the
38. epidemic outbreak of the novel Coronavirus (COVID-19) (Tirkolae et al., 2021). The accurate prediction
39. of this type waste quantity (amount) will be helpful to determine the suitable disposal methods and to plan
40. the recycling, storage, transportation and disposal operation characteristics (Uysal and Tınmaz, 2004;
41. Birpinar et al., 2009; Ceylan et al., 2020; Cuong Nguyen et al., 2021).
42. To predict the amount of the MW in the future, several models have been used including data mining, time
43. series models, sample surveys, statistical models, artificial intelligence and machine learning algorithms in
44. the previous studies. Most of the researchers have been utilized Multiple Linear Regression (MLR) to
45. predict the generation rates and physical properties of MW with important factors such as occupancy rate,
46. number of hospitals, number of beds, number of total patients (Bdour et al., 2007; Sabour et al., 2007; Idowu
47. et al., 2013; Al-Khatib et al., 2016; Çetinkaya et al., 2020). They achieved high model performances
48. ($R^2>0.80$) with their models and determined the most influential factors but traditional MLR methods has
49. assumptions that are difficult to meet in real life and they can hardly predict MW amount when increasing
the number of input variables requires more complex modelling. Due to modeling the non-linear relationship between the input and output variables, some studies compare the conventional statistical techniques such as MLR with machine learning algorithms such as ANN, SVM and several Neuron and Kernel-based machine learning methods (Jahandideh et al. 2009; Karpušenkaštė et al. 2016; Thakur and Ramesh 2018; Golbaz et al. 2019). The studies showed that machine learning algorithms gave better results than statistical techniques and these results were attributed to the ability of solving the non-linear relationship between input and output variables (Karpušenkaštė et al. 2016). However, significant input variables were not addressed in these methods which emphasizing its performance in predicting medical waste production rate. Some studies utilized time series modeling as different autoregressive integrated moving average (ARIMA) models to predict the MW generation when they have time-based MW amount data (Chauhan and Singh 2017; Ceylan et al. 2020). But MW prediction is a regression problem rather than a time series problem because of limitations of time series analysis: have long time historical data to capture seasonality; data have missing value and outlier; many external factors that affect MW generation (Pavlyshenko 2019). Some studies revealed that traditional algorithms and machine learning based algorithms for time series data seem to be equally competitive for prediction problems (Papacharalampous et al. 2018; Pavlyshenko 2019). Ensemble machine-learning methods such as Random Forest and Gradient Boosting Machine will detect patterns in the time series even if having small data (Pavlyshenko 2019). These previous studies shown that ML can be utilized for predicting MW generation in sense of higher flexibility that their ability detect patterns, trends and fluctuations more accurately according to conventional regression analysis (Nguyen 2021). Also, most of the studies for predicting MW generation didn’t performed to determine most significant input variables, which will be a useful information for effective Medical Waste Management system. On the other hand, lack of historical MW database in especially developing countries may cause the difficulties with understanding the current situation and forecasting medical waste generation (Nguyen et al. 2021; Karpušenkaštė et al. 2016; Disanayaka and Vasanthapriyan 2019). Therefore, most of studies for predicting medical waste generation have been utilized surveys and questionnaire (Bdour et al. 2007; Meleko and Adane 2018; Golbaz et al. 2019) but this may yield inaccurate predictions since not using actual data. The main aim of this study is to apply and compare different models for predicting MW generation for Istanbul, the largest city in Turkey. Over the 15 million population, it has 17% of hospitals, 20% of bed capacity, and 54% of private hospitals of Turkey that means a big impact on both health and the environment (Birpinar et al. 2009; Ceylan et al. 2020). For this purpose, ensemble machine learning algorithms Random Forests (RF), Gradient Boosting Machine (GBM), and AdaBoost were utilized to predict MW generation. These ensemble methods were chosen because of their excellent performances in sense of working well small datasets and avoiding the overfitting (Liang et al. 2020). First, actual data for MW amount for 17 years was obtained from the İstanbul Metropolitan Municipality Department Open Data Portal hence more accurate estimation can be achieved rather than data obtained from surveys or questionnaires (Ceylan et al. 2020). Next, these ensemble Machine Learning algorithms are applied to predict MW generation. Finally, their comprehensive performances are analyzed and compared with the performance measures MAE, RMSE and R-squared and most significant factors are determined that affecting MW generation.

Although the proven successful machine learning algorithms have been used to predict the municipal solid waste generation (MSW) widely (Disanayaka and Vasanthapriyan 2019; Abbasi and Hanandeh 2016; Johnson et al. 2017; Kumar et al. 2018; Nguyen et al. 2021), ML algorithms have not received the necessary attention to estimate the MW generation (Golbaz et al. 2019). Also, to the best of our knowledge, Random Forests (RF), Gradient Boosting Machine (GBM), and AdaBoost algorithms have not been used to predict the MW generation. This study contributes to the use of machine learning algorithms, especially ensemble machine learning algorithms, in more studies on medical waste estimation.

The layout of the paper structured as follows: The details of Random Forests, GBM and AdaBoost were explained in Section 2. Section 3 specifies the prediction model from four ingredients: Data Acquisition, Data Pre-processing, Hyperparameter Optimization and Performance Measures. The results of applications are discussed in Section 4. Finally, Section 5 presents conclusions, limitations of the study and future
101.2. ML METHODS

ML is a subset of Artificial Intelligence (AI) that is intelligence in which machines extract knowledge from the data. ML combined statistical analysis techniques with computer science in order to generate algorithms capable of “statistical learning” (Gutierrez 2020). ML algorithms are divided into two categories: supervised and unsupervised. Supervised learning algorithms to discover relationships between potential explanatory features and a known target outcome and divided into two categories namely classification and regression. In this study Ensemble Methods Random Forests, Gradient Boosting Machine and AdaBoost algorithms performed to predict the MW generation.

109.2.1 Ensemble Methods

Ensemble methods is a machine learning algorithm build and combine several base models to solve classification problems, regression problems, feature selection with excellent performance (Li and Chen 2020). It has two types namely a parallel method represented by Bagging and sequential method represented by Boosting based on the base learner generation process (Li and Chen 2020). Multiple base learners are constructed simultaneously that means that independent of each other and this feature lead to improve the performance of final model while in the sequential ensemble type multiple learners is constructed in sequence hence the model is improved by the next learners can avoid the errors of previous learners.

118.2.1. Bagging

Several the training sets have been chosen with a bootstrap sampling method which means to take n samples from the data with replacement that can ensure the independence of different sampling training sets and then final model are determined by combining the predictions from all the models (Breiman 1996). The algorithm (Breiman 1996) is given Figure 1.

```
123. Input: Dataset S= {(x₁, y₁), (x₂, y₂) …(xₙ, yₙ)};
    i. Base learning algorithm L;
    ii. Number of base learners m.
124. Process: 
    For j=1,2,…,m:
      i. Sⱼ=bootstrap(S); %Generate a bootstrap sample from S 
      ii. hⱼ=L(Sⱼ)  %Train a base learner hⱼ from the the bootstrap sample
126. end.
127. Output: H(x) = mean( h₁(x),…,hₘ(x))   % For regression studies
```

**Fig. 1** The Bagging Algorithm (Li and Chen 2020)

129.2.1 Random Forests (RF)

Random Forest (RF) is a machine learning algorithm that mainly is used in Classification and Regression problems which combines the output of multiple decision trees to reach a single result. After building multiple decision trees on different samples with bootstrap sampling method, takes their majority vote for classification and average in case of regression (Breiman 2001; Byeon 2021). RF is a robust algorithm for missing data, unbalanced data but not sensitive to multicollinearity (Breiman 2001; Li and Chen 2020). The analysis can be divided into two stages:

136. Stage 1: The bootstrap statistic technique is used to randomly sample from the initial data set (training data) for creating a sequence of sub-data sets then using regression trees based on these sub-data sets, the forest is built. Each tree is trained by choosing a set of variables at random and two important parameters namely the number of trees (ntree) and the number of variables (mtry) can be adjusted during the training stage.

140. Stage 2: A prediction can be made after the model has been trained. Input variables are evaluated for all regression trees first, and then the final output is calculated by measuring the average value of each individual tree’s prediction (Ahmad et al. 2021).

143.2.2 Boosting

The basic idea that firstly a weak classifier is constructed on the training set, each sample assigned a weight based on classification performance. If the sample classified correctly, the weight relatively small number
otherwise it will be a large number. Boosting is an iterative process to make samples with large weights by adding weak learners to the previous weak learners and the data weights are readjusted in order to obtain final strong classifier. Boosting algorithm fits this kind of ensemble models

\[ f(x) = \sum_{m=0}^{M} f_m(x) = f_0(x) + \sum_{m=1}^{M} \theta_m \phi_m(x), \]  

where \( f_0 \) represents the initial guess, \( \phi_m(x) \) denotes the base estimator at iteration \( m \) and \( \theta_m \) is the weight for \( m \)th estimator. The product of \( \theta_m \) * \( \phi_m(x) \) is the “step” at iteration \( m \). Most of the boosting algorithms can be viewed as to solve

\[ \{\theta_m, \phi_m\} = \arg \min_{\theta_m, \phi_m} \sum_{i=1}^{n} L(y_i, f^{(m-1)}(x_i) + \theta_m \phi_m(x_i)) \]  

at each iteration, where \( f^{m-1} \) represents the current estimation.

**AdaBoost**

Adaptive Boosting (AdaBoost) is a well-known algorithm among Boosting algorithms that will when the loss function is exponential type and the weights and classifiers are derived by means of forward stage-wise additive modeling. It is proposed by Freund and Schapire (Freund and Schapire 1996) and the algorithm is given in Figure 2 (Li and Chen 2020).

**GBM**

Gradient Boosting Machine (GBM) is one of the Boosting algorithms introduced by Friedman in 2001. The algorithm also known as Multiple Additive Regression Trees (MART) and Gradient Boosted Regression Trees (GBRT) (Friedman 2001). GBDT is a kind of ensemble model of decision trees, which are trained in sequence and GBDT learns the decision trees by fitting the negative gradients (also known
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149.

\[ f(x) = \sum_{m=0}^{M} f_m(x) = f_0(x) + \sum_{m=1}^{M} \theta_m \phi_m(x), \]  

where \( f_0 \) represents the initial guess, \( \phi_m(x) \) denotes the base estimator at iteration \( m \) and \( \theta_m \) is the weight for \( m \)th estimator. The product of \( \theta_m \) * \( \phi_m(x) \) is the “step” at iteration \( m \). Most of the boosting algorithms can be viewed as to solve

\[ \{\theta_m, \phi_m\} = \arg \min_{\theta_m, \phi_m} \sum_{i=1}^{n} L(y_i, f^{(m-1)}(x_i) + \theta_m \phi_m(x_i)) \]  

at each iteration, where \( f^{m-1} \) represents the current estimation.

**AdaBoost**

Adaptive Boosting (AdaBoost) is a well-known algorithm among Boosting algorithms that will when the loss function is exponential type and the weights and classifiers are derived by means of forward stage-wise additive modeling. It is proposed by Freund and Schapire (Freund and Schapire 1996) and the algorithm is given in Figure 2 (Li and Chen 2020).

**GBM**

Gradient Boosting Machine (GBM) is one of the Boosting algorithms introduced by Friedman in 2001. The algorithm also known as Multiple Additive Regression Trees (MART) and Gradient Boosted Regression Trees (GBRT) (Friedman 2001). GBDT is a kind of ensemble model of decision trees, which are trained in sequence and GBDT learns the decision trees by fitting the negative gradients (also known
in each iteration, (Ke et al. 2017). Different from AdaBoost which use the error of previous weak learner to adjust sample weight then iterates one by one while GBM adjusted sample data in the direction of the steepest descent is given by the negative gradient of the loss function to make algorithm converge globally (Li and Chen 2020).

Given a data set as \( \{x_i, y_i\}, i=1,2,...,N \), where \( x_i \) denotes a set of features and \( y_i \) represents the label. \( \Psi(y, F(x)) \) is the loss function. The steps of GBM are shown as follows (Li and Chen 2020):

Step 1: The initial constant value \( \beta \) is obtained as:

\[
F_0(x) = \arg\min_{\beta} \sum_{i=1}^{N} \Psi(y_i, \beta). \tag{3}
\]

Step 2: the gradient of loss function is written as:

\[
y_i^* = \left[ \frac{\partial \psi(y_i, F(x))}{\partial F(x)} \right]_{F(x)=F_{k-1}(x)}, i=1,2,...,N. \tag{4}
\]

Step 3: The initial model \( h(x_i; \theta_k) \) is formed by fitting sample data, the parameter \( \theta_k \) is calculated by using the least square method:

\[
i. \quad \theta_k = \arg\min_{\theta_k} \sum_{i=1}^{N} [y_i^* - \beta h(x_i; \theta)]^2 \tag{5}
\]

Step 4: The new weight of the model is expressed as follow by minimizing the loss function

\[
i. \quad \gamma_k = \arg\min_{\gamma} \sum_{i=1}^{N} \psi(y_i, F_{k-1}(x) + \gamma h(x_i; \theta_k)) \tag{6}
\]

Step: Optimized the model as

\[
1. \quad F_k(x) = F_{k-1}(x) + \gamma_k h(x_i; \theta_k). \tag{7}
\]

This loop is implemented until a specified number of iterations or convergence conditions are met.

**193.3. Prediction Model**

In order to compare of three machine learning algorithms for the prediction medical waste, the experiment consist of five steps respectively, data acquisition, data pre-processing, utilizing ensemble methods, hyper-parameter tuning and evaluation criteria. The prediction model experiment procedure given in Figure 3. All analyses were performed using Python version 3.8.6 on PyCharm based on the scikit-learn and XGboost libraries. The Python function \( \text{random.seed()} \) is used in order to ensure the reproducibility of the dividing process.
3.1 Data acquisition

The MW data used for 17-year in this study was obtained from Istanbul Metropolitan Municipality Department Open Data Portal (https://data.ibb.gov.tr/2.2). The data set were merged medical waste from Waste Amount by District, Year and Waste Type Table (https://data.ibb.gov.tr/dataset/31d85b21-32a9-4270-95d9-a1712a6567ea/resource/50036dfd-aea5-4f06-832f-f7020fdafaf5a/download/ilce-yl-ve-atk-turu-bazinda-atk-miktar-2021.xlsx) and number of hospitals, number of bed available at the hospital, crude birth rate and Gross Domestic Product from Population Information Table (https://biruni.tuik.gov.tr/medas/) the years between 2004-2020. The dataset consists of five variables: medical waste (MW), number of hospitals (NH), number of beds (NB), crude birth rate (CBR) and Gross Domestic Product (GDP). The dataset consists of 17 rows and 5 columns. The trend of dependent variable (MW) data the years between 2004-2020 is shown in Figure X. As can be seen from the Figure X, the amount of medical waste is increasing gradually.

Fig. 3 The process of prediction model

202.3.2 Input Variables

Fig 4. Annual MW generation of İstanbul (İstanbul Metropolitan Municipality Department Open Data Portal)
The descriptive statistics for each variable are given in Table 1. The input variables were selected based on literature and data availability which may influenced to the MW generation. In the previous studies, medical waste depends on several factors such as number of beds/patients, type of specialization, number of size of departments (Award et al. 2004; Jahandideh et al. 2009). In this study, besides number of hospitals (NH) and number of beds (NB) socioeconomic factors such as crude birth rate and GDP for MSW generation were selected as input variables (Dissanayaka and Vasanthapriyan 2019).

MW is an output variable (i.e., the dependent or predictive variable or target output), while the other variables were the inputs (i.e., the independent variables). The boxplots of the variables are given Figure 5 for presenting distribution of variables and detecting outliers (Schwertman et al. 2004). Outliers are data points in a dataset that are abnormal observations between normal observations and can lead to odd accuracy scores that can skew measurements because the results don’t present true results. The presence of outliers suggests the need for pre-processing of the data to improve the accuracy of the result or the need for more advanced methods. It is appearance that all variables except for CBR don’t have any outlier observations.

Table 1 Descriptive Statistics of the input and output variables used to develop models.

| Category | Description                                                                 | Mean  | Standard Deviation | Min    | Max    |
|----------|-----------------------------------------------------------------------------|-------|--------------------|--------|--------|
| MW       | Amount of the medical waste per year                                       | 18.407,8 | 7.579,8          | 8.279,3 | 32.143,851 |
| NH       | Total hospitals per year                                                    | 221   | 15,5               | 198    | 238    |
| NB       | Total beds per year                                                         | 33.522,3 | 3.441,2          | 28.958 | 40.697 |
| CBR      | The ratio of the number of live births during the year to the average population in that year. The value is expressed per 1,000 persons. | 15,7  | 1,4                | 12,3   | 17     |
| GDP      | Total monetary value of all final goods and services produced (and sold on the market) within a country during a year. | 39.334,1 | 22.085,7          | 14.795 | 86.798 |

Medical Waste: 
NH: 
NB:
230.3.3 Data Pre-processing

Data pre-processing is a crucial step in the machine learning modelling since, real-world data is usually incomplete, inconsistent, inaccurate (contains errors or outliers), and often lacks specific attribute values/trends (Ramírez-Gallego et al. 2017). Analyzing this kind of data will lead produce misleading results so it is extremely important that data pre-processing before feeding it into model. Data preprocessing includes cleaning, instance selection, normalization, transformation, feature extraction and selection (Nguyen et al. 2021).

The challenge of data preparation is that each dataset is unique and different. Handling null values and outliers are the concepts before the modelling in this study since NP, NB, GDP and CBR have missing values. Values and CBR has one outlier.

Winsorize method that to set extreme outliers equal to a specified percentile of the data when desiring to retain the observations (Kwak and Kim 2017). All observations greater than the (Q3+1.5*IQR) percentile equal to the value at the (Q3+1.5 IQR) th percentile and all observations less than the (Q1-1.5*IQR) th percentile equal to the value at the (Q1-1.5*IQR) th percentile in this study.

There are many methods namely deleting row, replacing with mean/median/mode, assigning a unique category, replacing values previous or next value, predicting missing values like a regression method and using algorithms which support missing values like KNN or RF to handle missing values for making right decision (Kwak and Kim 2017). Due to having not enough data, the missing values have been filled with the previous values for the NP, NB, GDP variables since these variables have an increasing trend over the years while CBR’s missing values have been filled with the median value because of it has skewed distribution. Cross-validation (CV) is a resampling procedure used to create random subsets of samples for training data, the remaining data for testing data when a limited data (Nguyen et al. 2021). Five-fold CV method is utilized in this study that the original training set is divided into five equal size subsamples. A one part is chosen as the validation set, the remaining four subsamples are used as the training sub-set. This method is repeated five times until each sub-sample is used as a validation set. Next, the average accuracy of the five validation sets is to assign the optimal hyperparameter values. The procedure is shown in Figure 6. The data set is divided into two groups as training set (80% of samples) is used for training the model and testing set (20% of samples) is used for evaluating samples.

229. Fig. 5 Boxplots for input and output variables used to develop models
258.3.4 Hyperparameter Optimization
259. Instead of finding the best combination of hyperparameters manually, grid search, randomized search, Bayesian optimization and heuristic search methods are mainly utilized as hyperparameters search methods.
260. Grid search provides a list of all hyperparameter values and their possible combinations, evaluates all combinations, and selects values that provide the best results. To determine the best set of hyperparameters, Grid Search is used in this study. Hyperparameters which are tuned, hyperparameter values and optimal values in Random Forests (RF), Gradient Boosting (GBM) and AdaBoost algorithms, as shown in Table 2.

| Algorithm      | Hyperparameters          | Meanings                                         | Search Values     | Optimal Values |
|----------------|--------------------------|--------------------------------------------------|-------------------|----------------|
| Random Forests | max_depth                | Maximum depth of tree                             | [5, 8, None]      | 5              |
|                | max_features             | Maximum features of each tree                     | [3, 5, 15]        | 3              |
|                | n_estimators             | Number of trees                                   | [200, 500]        | 2              |
|                | min_samples_split        | Minimum number of samples for leaf nodes          | [2, 5, 8]         |                |
| GBM            | learning_rate max_depth  | Shrinkage coefficient of each tree                | [0.01, 0.1]       | 0.1            |
|                | n_estimators             | Maximum depth of tree                             | [3, 8]            | 8              |
|                | subsample                | Number of trees                                   | [500, 1000]       | 500            |
|                |                          | Subsample ratio of training samples               | [1, 0.5, 0.7]     | 0.5            |
| AdaBoost  | learning_rate | Shrinkage coefficient of each tree | Number of trees |
|----------|----------------|-----------------------------------|----------------|
| n_estimators | [0.01, 0.1] | 1000 | [500, 1000] |

267.3.4 Performance Measures

268. To compare the performances of the ensemble machine learning models, three metrics have been used: namely the mean absolute error (MAE), the root mean square error (RMSE) and coefficient of determination ($R^2$) as shown in Equation (1-3) (Karpušenkaitė et al. 2016; Nguyen et al. 2021)

i. \[ MAE = \frac{\sum_{i=1}^{n}|y_i-x_i|}{n} \] (8)

ii. \[ RMSE = \sqrt{\frac{\sum_{i=1}^{n}(y_i-x_i)^2}{n}} \] (9)

iii. \[ R^2 = 1 - \frac{\sum_{i=1}^{n}(y_i-x_i)^2}{\sum_{i=1}^{n}(y_i-x)^2} \] (10)

271. Where, \( n \) is the number of observations, \( x_i \) is the predicted of waste generation for \( i \)th observation, \( y_i \) is the actual value for \( i \)th observation and \( \bar{x}_i \) is the average of predicted values. The models with high \( R^2 \) values are better than the models with low \( R^2 \) values. Also the closer the value of \( R^2 \) is to 1 means better fitting, the better the effect of the model.

275.4.RESULTS

276.4.1 Overall Prediction Results

277. The prediction results of RF, GBM, AdaBoost ensemble algorithms were obtained on the test set data.

278. Performance measures namely MAE, RMSE and \( R^2 \) for each algorithm was calculated performance measures as presented in Table 3.

| Models   | MAE     | RMSE    | \( R^2 \) |
|----------|---------|---------|-----------|
| Random Forests RF | 1194.29 | 898.12  | 0.95      |
| GBM      | 1290.76 | 1160.43 | 0.94      |
| AdaBoost | 3349.57 | 2698.4  | 0.61      |

281. With regards the RMSE, RF achieves the best performance (898.12), GBM and AdaBoost second and third with the 1160.43 and 2698.4 respectively and shown in Fig 7. As seen in Figure 8 and Figure 9, the same performance order is achieved with respect to \( R^2 \) and MAE with values 0.95, 0.94, 0.61 and 1194.29, 284.1290.76, 3349.57 respectively. According to the results, RF and and GBM had good performances in the 285.predicting MW. On the whole, all performance measures considered, RF outperforms other machine learning algorithms GBM and AdaBoost with the lowest MAE and RMSE also the higher \( R^2 \) performance scores. ANN provides higher accurate results than linear regression and random forest models. These results indicated that, even with a small dataset, an adequate prediction model can be developed utilizing ensemble machine learning algorithms.
1. Fig. 7 RMSE values of different algorithms performed in this study

![Fig. 7 RMSE values of different algorithms performed in this study](image)

2. Fig. 8 MAE values of different algorithms performed in this study

![Fig. 8 MAE values of different algorithms performed in this study](image)

3. Fig. 9 R² values of different algorithms performed in this study

![Fig. 9 R² values of different algorithms performed in this study](image)

**291.4.2 Feature Importance of input variables**

The relative importance of input variables can be an important information to an effective medical waste management system. In this study, the importance of each input variable was obtained Random Forests (RF), Gradient Boosting Machine (GBM), AdaBoost algorithms which was shown in Figure 10 respectively. For the Random Forests (RF) algorithm, the rank of importance was NB>GDP>NH>CBR. Using GBM algorithm, the rank of importance degree was GDP>NH>CBR>NB. According the AdaBoost algorithm the rank of importance degree was NH>NB>GDP>CBR.
The feature importance of each ensemble machine learning algorithm was shown in Figure 11. For instance, the number of beds most significant factor in RF algorithm while the less significant variable for GBM algorithm. Number of hospitals, nearly the same importance degree for different algorithms in this study. Overall, according to total important degree.
Overall, according to total important degree for each variable as shown in Fig 12. GDP is the most influential factor that effect MW generation. Daskalopoulos et al (1998) and Dissanayaka and Vasanthapriyan (2019) concluded that the high correlation between GDP affected by the MSW and this study concluded that the high correlation is also valid between GDP and MW. There is a direct relationship between the increase GDP or wealth of a city and the increase in waste generation as well as medical waste generation. NH and NB are the second and third most important factors for this study for predicting MW generation and consistent with previous study results (Golbaz et al. 2019; Bdour et al. 2020). Obviously, NH and NB affect the production rate of infectious waste. CBR contributed least to the predictive models.

5. CONCLUSION

Accurate prediction of MW amount can be useful for both planning and designing medical waste management systems in the future facilities in the sense of sustainable management (Çetinkaya et al. 2019; Ceylan et al. 2020). Therefore, Ensemble Machine Learning Algorithms Random Forests (RF), Gradient Boosting Machine (GBM) and AdaBoost were utilized to predict MW generation. In order to compare their performances, 5-fold cross-validation was applied and performance measures (MAE, RMSE and R-squared) were calculated in this study. These experiments all have been implemented to a 17-year real-world data which was obtained Istanbul Metropolitan Municipality Department Open Data Portal with the input variables namely number of hospitals, number of bed available at the hospital, crude birth rate and Gross Domestic Product (GDP). Among the three ensemble machine learning Algorithms, RF outperforms the other algorithms while GBM and AdaBoost are ranked second and third. GDP is the most important input variables for predicting the MW amount.

There are some limitations in this study. Firstly, the data set is relatively small. Istanbul which is the biggest city in Turkey, the data on MW generation is still incomplete regarding the other factors such as social economic, health institutions type and medical waste type may affect the MW generation as well as effective waste management system. Although the ensemble machine learning algorithms work well with small data set, prediction performance will be better for a larger dataset. This is the main limitation on prediction of MW generation. In the future, the adequacy of these algorithms for prediction can be concluded with a larger database and including the other input variables such as number of doctors, type of medical institutions which may significant effect to MW generation. Second limitation of this study is utilizing only one hyperparameter tuning method called grid search. Other hyper-parameter tuning approaches like Random Search and Bayesian hyper-parameter optimization will be utilized in the future research.

The results of this study will help decision makers and practitioners for establishing an efficient medical waste management system like selecting the suitable algorithms for accurate estimation of MW as well as a further insight about the significant (most important) input variables. With this study, it is hoped that
Machine learning algorithms will increase in medical waste estimation models.
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