ABSTRACT

The transportation industry is one of the main contributors to global warming since it is responsible for a quarter of greenhouse gas emissions. Due to society’s crucial dependence on fossil fuels and the rapid increase in mobility demands, the reduction of global vehicle emissions evolved into a significant challenge. In the urban transportation areas, signalized intersections can be considered the main bottlenecks in mitigating congestion and, therefore, vehicle emission. Our research focuses on the Traffic Signal Control problem since the efficient control of these intersections can significantly impact the productive hours and, through emission, the health of the citizens along with the depressing challenge of climate change. The Traffic Signal Control problem is well-studied and solved via several different techniques. However, most recently, Single and Multi-Agent Reinforcement Learning methods have arisen thanks to their performance and real-time applicability. Although rewarding schemes, which are the most crucial aspects of this method, do not seem to evolve at the same pace as the utilized techniques. In this paper, we propose a novel rewarding concept to compare its performance with the most common rewarding strategies in the literature. The results indicate that our approach outperforms its contenders from the literature in both classic and sustainability measures.
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I. INTRODUCTION

One of the 21st century’s most significant challenges that the entire society faces is global warming. This concept means a long-term change in the Earth’s climate system as a consequence of human activities. The primary factor is the burning of fossil fuels that increases the level of greenhouse gases in the atmosphere. The distribution of the different gases having relatively high Global Warming Potential (GWP) emitted in the U.S. in 2019 is shown in Fig. 1. It shows the ratio of methane in light brown, nitrogen oxides in yellow, carbon dioxide originated from fossil fuels in blue, other carbon dioxide emitted in dark brown, and other greenhouse gases in red color. One notable fact to highlight is that about 80% of the total amount is covered by only one component: carbon dioxide, making it one of the most influential contributors to climate change.

According to a 2020 survey carried out by the International Energy Agency, about 24% of the CO2 comes directly from the transport sector, from which road transport is responsible for over three quarters [1]. Another crucial problem, although closely linked to each other, is air pollution, in which road transport contribution has a similar share. Air pollutants, which are mostly end products of internal combustion engines, have significant effects not only on the environment but also on the human body.

There are already several approaches and solutions to mitigate these problems, such as the use of alternative energy-driven vehicles (e.g. electricity, hydrogen) [2], the application
of more efficient engines [3], the use of community car-sharing services, the use of alternative means of transportation and also the use of Intelligent Transportation Systems (ITS).

As many emission metrics are most affected by acceleration and its magnitude, it is advisable to intervene in locations where this parameter has a relatively high fluctuation – at the intersections. The fixed cycle traffic lights currently in use in several cities across the globe cannot adapt to traffic dynamics. Still, progress can be achieved by using different adaptive traffic control methods that operate based on the current traffic flow. Therefore, our research endeavor is to provide a solution that mitigates emissions and, along with that, increases the number of productive hours.

A. RELATED WORK
The control of signalized intersections is well-studied in single and multi intersection cases. The researchers utilized several different control approaches for these problems. Historically the Traffic Signal Control (TSC) problem is first solved with rule-based methods. The authors in [4] proposed a technique that utilizes filtering and fusion of traffic data to find platoons in the network. Furthermore, the filtering approach is used to predict the arrival time, and through this prediction, the signalized intersection can be controlled. In [5] the authors introduced a novel approach that can handle real-time traffic conditions and transit conditions as well. Multi-Agent Systems (MAS) are also a well-explored approach for solving the TSC problem in the case of complex networks with multiple intersections. In [6] the authors developed an algorithm that constructs signal groups and represents them as individual agents that operate on the intersection level in terms of decision-making. In their decisions, the agents always consider the given traffic scenario. Game Theory-based solutions are also a common approach in this realm. The authors in [7] formulated the control problem as a noncooperative game where the individual agents’ goal is to minimize some performance indicator monitored in their own part of the network. Many researchers have recently applied Dynamic Programming (DP) for the TSC problem, making it a well-explored approach. Most of the authors utilize these approaches thanks to their flexibility in terms of the traffic conditions where they can use them. Moreover, the tremendous versatility in potential performance indicators makes these algorithms tempting for such a control task. The authors in [8] proposed a novel Approximate Dynamic Programming based method that dramatically decreased the delay of the vehicles. Simulation-based algorithms are also serious contenders for solving the TSC problem. In [9] the researchers developed an algorithm that uses communication between the traffic signals and the sensors that monitor the traffic, and this method is successfully applied for a complex real-world network in a traffic responsive manner. Most recent approaches in this field exploited the potential of V2X technologies by the cooperation between the vehicles and the infrastructure to reduce delay and CO2 emission. The authors in [10] proposed a method that optimizes the signal phases and vehicle trajectories too and reaches a significant reduction of delay and CO2 emission. [11] proposes a cooperative method that optimizes the signal phases and the vehicles’ speed and successfully improves transportation efficiency and fuel economy. The authors in [12] proposed a Mixed Integer Linear Programming (MILP) approach for the control of Connected Automated Vehicles (CAV) for an isolated urban intersection and showed that it outperforms modern actuated control techniques. The previously introduced methods provide impressive results in solving the different forms of the TSC problem. However, as the complexity and size of the control problem increase, classical approaches lack the required computational resources to provide a real-time solution. Consequently, Reinforcement Learning-based method is living its renaissance in this domain. Thanks to their tremendous performance in this field and several transportation-related domains [13], [14], and also their potential for real-time applicability and solving complex sequential decision-making problems. In [15] the authors developed a state-representation. The core of the idea is the utilization of Convolutional Neural Networks (CNN) for this problem by dividing the lanes into cells and interpreting the cells as pixel-values. The number of channels is determined by choosing the measures representing a single vehicle in the given cell. This representation profoundly enhanced the performance of the same algorithms compared to feature-based value vectors. [16] use event-based data in the state representation, and the evaluations show that it can outperform both fixed-time and actuated controllers. [17] proposes a novel logic that influences the discount factor that is used in the Bellman equation for target value calculation. The results show that it can outperform the conventional DQN algorithm and the fixed-time controller. The authors in [18] conducted a comparison for the single intersection TSC problem between Game Theory, Reinforcement Learning, and rule-based methods. The results show that both approaches can outperform the rule-based fixed-time controller. All the previously presented RL methods nearly utilize the same type of rewarding concepts, which trains the network to develop a behavior that directly minimizes or maximizes a performance indicator measured directly from the intersection. On the
contrary, our proposed reward strategy exploits the fundamental operation of the TSC problem, which enables further reduction of delay and emission metrics. This paper evaluates our novel approach’s potential and compares it with different rewarding concepts from the literature and baseline methods. For a more comprehensive study on the TSC problem, see [19], [20].

B. CONTRIBUTION

Regardless of the control technique, the objective function has a crucial role in the final performance of the method. Reinforcement Learning algorithms are even more exposed to that through the rewarding concept since this is the only guidance an agent has in understanding the environment dynamics. Moreover, one can observe that the utilized algorithms in the TSC problem are evolved along with RL, and after a short delay, every innovation has occurred in this field. Although, the same cannot be said about rewarding concepts, which are improving at a much slower pace than representations and algorithms. Due to that, the main focus of the contribution is not to demonstrate that RL can reach better performance in classic or sustainability measures which problems are already explored thoroughly by other authors [21], [22]. But to show that the proposed rewarding concept is superior to other approaches from the literature based on an exhausting evaluation in both classic and sustainability performance indicators. Consequently, the contributions of the paper are the following:

- This paper proposes a novel rewarding concept similar to our previous approach [23] with one fundamental difference. The calculation of the standard deviation-based reward is based on the queue length of the lanes instead of the occupancies. This approach exploits the TSC problem’s fundamentals. The results show that it enables further reduction of CO2 emission and average waiting time compared to other methods from the literature and our previous concept.
- The Policy Gradient algorithm is trained with four different reward strategies. One is the proposed approach, and the other three are the most popular concepts from the literature.
- The trained agents are evaluated strictly under the same circumstances to seek representativity, both in classical and sustainability measures. In which cases the results demonstrate that the proposed approach has superior performance.
- The trained agents are also compared with the simple rule-based approach where the phase lengths are fixed, and a more advanced actuated Time-delay-based method, a built-in controller of the utilized SUMO software. The results show that the proposed method outperforms these control techniques in every measure in these cases.

II. METHODOLOGY

A. REINFORCEMENT LEARNING

Reinforcement Learning has earned the attention of researchers in the recent decade, thanks to its tremendous results in several competitive domains, such as videogames [24], robotics [25], and board games [26] as well. Thanks to these results, RL has always been considered a serious contender for providing the best solution in the TSC domain. The frequent use of RL in the TSC problem is the outstanding versatility in the field of sequential decision-making problems. One of these is the real-time applicability, which is due to the negligible decision-making delay caused by the neural network. In addition, non-linear function approximation supports scalability, which is an important feature, allowing to extend the solutions for a more complex network of intersections. Finally, it has a high generalization capability, which has been well-known and deeply researched from the beginning. The ultimate advantage of Reinforcement Learning over other Machine Learning methods is that it utilizes a reward signal to reach the desired behavior. Thanks to that, the accessible performance level is not limited by design but from the researcher’s intuitions who shape the rewarding concept and the state representation since these are the two major components that influence the credit assignment process.

The RL framework is formulated as the well-known Markov Decision Process (MDP) $< S, A, R, P >$, where the decision-maker is called an agent. The learning process is a series of interactions between the agent and the environment used to generate training data. Therefore, the function of the environment is twofold: firstly, it has to provide information for the agent, from which the decision-making is feasible, namely the state representation. Secondly, it needs to evaluate the consequences of the action chosen by the agent by providing a scalar value. This is the process of state transition and rewarding. The reward value is used to qualify an action. The training loop representing the above-described method can be seen in Fig. 2. During the training process, the agent’s Artificial Neural Network’s inner parameters are tuned using a loss function and the backpropagation algorithm. Two parts determine this function: the agent’s decisions and the feedback received from the environment.

1) Policy Gradient

One of the main algorithm families of RL is the so-called policy-based methods, which is of particular interest nowadays due to its emergent results in the field of control problems. One of the first algorithms of this family is the Policy Gradient algorithm along with Actor Critic methods which has the same basis but combined with value-based approaches. One significant advantage of policy-based methods compared to value-based methods is the guaranteed convergence to at least a local optimum [27]. In the case of PG, we tune the weights of the Neural Network to estimate the choice probability of each action as accurately as possible in every given state. Consequently, the output of the Neural Network is a probability distribution over the available actions from that specific state, which is determined by the
\[ J(\pi_\theta) = \sum_{t=0}^{T} r_t \cdot \log_2(P(a_i|\pi_i)) \]  

where  
\[ a_i \in A, i \in t = \{0; 1; 2; \ldots; T\} \]  
\[ r_t \]  is the reward received at the \( t \)th timestep by applying action \( a \) from state \( s \in S \).

Furthermore, the update of the \( \theta \) parameters of the neural network in case of PG is carried out according to (2):

\[ \theta \leftarrow \theta + \alpha \nabla \log \pi_\theta(s_t, a_t) \sum_{t=0}^{T} \gamma^t r_t \]  

where \( \theta \) denotes the weight matrix of the Neural Network, \( \alpha \) is the learning rate, \( r_t \) is the reward received at the \( t \)th timestep, \( \gamma \) is the discount-factor and \( \pi_\theta(s_t, a_t) \) is the probability of choosing action \( a \) from state \( s \) at the \( t \)th timestep.

### III. Environment

The environment has an essential role in the RL framework, notably interacting with the agent to generate training data for the training process. In our case, this task is performed by an intersection created in a simulation software called Simulation of Urban MOBility (SUMO) [28]. SUMO has been a serious contender for such a role since it supports real and artificially created traffic networks. It can monitor all meaningful traffic measures, which helps shape the state representation and the reward signal. Last but not least, it is possible to randomize the traffic flow, which enables the diverse gathering of training data. As can be seen in Fig. 2, our infrastructure operates as follows: the RL agent is implemented in python, with the application of Pytorch Deep Learning library. In the case of the environment, we can differentiate two separate components: a python component using the TraCI interface for communication and the transport network itself.

The geometric design of the network is shown in Fig. 3: four road segments meet at an intersection. Each segment is 500 meters in length, bi-directional, and 3.2 meters wide. At the end of each segment is a designated spawn point for the vehicles entering the simulation, which are randomly generated at each step. The intersection is controlled by traffic lights, and the agent’s task is to provide the optimal phase sequence. For evaluation purposes, we use the built-in function of the simulator, which monitors the impact of road traffic on the environment.

In each episode, for each entry point, we set the probability of spawning a vehicle to that specific point. Thus if we set this value to 1, one vehicle is generated at the given entry point in each time step. The randomization of the traffic situations can be managed in a way, that the environment is able to provide a variety of experiences to form a robust outcome.
A. STATE REPRESENTATION

State representation is one of the most crucial components of the RL abstractions since this is the only information an agent has about the environment. For the agent to understand its control task efficiently, it has to be given all the essential information that describes the dynamics of the environment. Of course, it is not trivial which measures to use in the representation. Hence it is solely the researcher’s responsibility the choose the right ones. Consequently, the reachable performance is exposed to how well the researcher understands the particular control problem. In the TSC problem, traditionally, there are two main approaches for state representation. The first is image-like representations such as raw RGB images and Discrete Traffic State Encoding (DTSE). The second is feature-based value vectors, where each lane is represented with a number of values.

In this paper, we utilize the second approach mainly because this information can be easily gathered and does not generate additional barriers between simulation and real-world application. In our case, a single value per lane has to be assigned, which in our case is the number of vehicles halting along the given road section. A vehicle is halting when the current speed is less than 0.1 \([m/s]\). The number of halting vehicles is divided by the maximum capacity of the given lane. Consequently, the state representation is a vector filled with four information, percentages describing the number of halting vehicles in the particular lane. This approach has another advantage: it can be extended to multi-lane scenarios with the following considerations. The halting vehicles in multiple neighboring lanes controlled by the same traffic lights can be summarized and divided by the summarized capacity of the lanes. While the state representation is extended with additional information if there is a neighboring lane controlled by a traffic signal with different green phases. These values are converted to the \([0,1]\) interval to avoid exploding and vanishing gradients during backpropagation.

B. ACTION SPACE

The appropriate choice of action space is also important along with the state representation since it fundamentally determines the level of generalization that can be reached due to the training process. The core concept is that the actions must have the same effect regardless of the particular environment state. According to the literature related to the TSC problem, two main approaches of the action-space can be encountered. In the case of the first one, after each phase, the agent has the ability to change the upcoming phases in the sequence, thus constructing the most promising one at the time. In the second one, the agent changes phase lengths by using continuous action-space with predetermined time-interval. In this paper, the agent uses the first approach with two phases that can be chosen:
  - Horizontal green is the phase where the horizontal lanes have green signals, while others have red.
  - Vertical green is the opposite when the horizontal lanes have red signals.

The length of the phases is fixed; hence the agent can switch the phase after a limited time, and it is crucial to state that there is no limit in how many times a phase can be chosen repetitively. Moreover, it is important to note that phase changes are separated with yellow and yellow-green signals. As the random traffic flow generation results in different loads on each road section, the agent must find the optimal time for switching the phases to get the best performance.

C. REWARD

The rewarding method is considered one of the main parts of the RL framework because these are the only feedbacks through which the agent can realize its actions’ consequences. Thus, the proper choice of rewarding can determine the success of the training. Since the rewarding concept’s formulation is non-trivial, we arrive at the same problem as in the state representation notably, that the researcher’s intuition influences the reachable performance. The rewarding concepts in the TSC problem do not evolve greatly in recent years. The authors mostly utilized direct measures of the given traffic scenario, such as waiting time, queue length, appropriateness of green time, average speed, and cost of phase transition \([29, 30, 31]\). The common misdesign called reward shaping \([32]\) is easily noticeable in these rewards. Since they focus on how the agent should behave rather than what we want to achieve in general, all these measures are only parts of what we want to achieve, and they can not concentrate on a single objective. Consequently, agents trained with these rewards will always be lacking in performance. In this paper, we propose a novel rewarding concept that exploits the inner dynamics of the TSC problem along with the proper formulation of the entire optimization task for the agent. The basis of our novel approach is the result of our previous research \([23]\). But contrary to that research, we utilize different features in the state-representation, notably the queue length scaled to the \([0-1]\) interval. But still, we interpret it as a mini distribution, and the goal of the agent is to minimize the standard deviation of this distribution. The main difference between this new concept and the previous one is that the simple lane occupancy is changed to the queue length. Although the rewarding formula we used has shown outstanding results against baseline controllers, the concept, in fact, has some performance limitations. The inertia of the traffic can explain this: when using occupancy, we do not have information about the kinematic parameters of the vehicles. So the resulting agent’s performance will involve an error occurring due to the inertia of the traffic. For example, if the occupancies of the lanes are equal, they will receive the same reward values at that time step, regardless of whether the vehicles in the lanes are stationary or in motion. This problem can be eliminated by changing the occupancy of the lane to the queue length, which is also interpreted as a distribution. So in our case, the reward of each step is calculated from the distribution of queue lengths normalized to the \([-1; 1]\) interval. In this case, a very close relationship is established between the three applied abstractions (state
representation, action, reward), since the state representation is the distribution of queue lengths, we can manipulate the mean and standard deviation of the distribution through the actions, and the agent’s task is to minimize the standard deviation. Therefore, we present an optimization task that is easy for the RL agent to understand, which is expected to result in fast and stable convergence, and extensive generalization capability.

D. TRAINING
One of the main aspects of the training process is the generation of sufficient but on the other hand, rather diverse traffic situations. Only in this way can we achieve the best possible performance, and generalization capability. In our case, it is resolved by using a randomly defined load on the incoming lanes. Therefore, the decision-maker is able to get a diverse set of experiences that can result in an extreme level of generalization and relatively quick convergence.

Each training episode begins with a warm-up stage when vehicles begin entering the network. It lasts until the global occupancy of the network reaches 10%. During the warm-up period, all traffic lights are given a red signal. Once the warm-up phase is over, the agent starts to control the traffic lights at its discretion with the actions described above. One training episode comes to its end if all the vehicles entered the network crosses the intersection. If the agent is unable to coordinate all vehicles participating in the simulation through the network, the episode will stop at the 1800th time step.

E. BASELINE CONTROLLERS
In the literature, most of the papers dealing with the TSC problem through Reinforcement Learning only evaluate their agents’ performance by comparing it to fixed cycle controllers as baselines or actuated controllers, and sometimes with other control approaches such as Game Theory and so forth. As the overall performance of the different solutions is getting better and better, the use of a fixed cycle controller is only reasonable for simplicity and ease of comparability due to its limited relatively low performance.

Therefore in this paper, the agent using the previously introduced rewarding concept (see Section III) is being compared with both a fixed cycle controller and a time-delay based actuated controller as baselines. The applied actuated controller is a built-in algorithm of the SUMO simulation software, which continuously monitors the incoming traffic, considers each vehicle’s accumulated time delays, and changes the traffic lights according to the time delays. For more information, see [28]. Along with the baseline controllers, we compare our method to the most commonly used rewarding concept in the literature (average speed) and the most frequently used rewarding concept that has been improved (average speed of occupancy).

As explained earlier (see Section I), the transport sector is a huge contributor to many problems concerning our planet. Thus for the sake of sustainability, any infrastructure development that is able to reduce environmental footprint is worth a further investigation. For this reason, the comparison of the solutions we present is demonstrated not only through the commonly used, classic parameters, but also with great emphasis on the environmental impacts of the methods, such as fuel consumption and the emission of carbon dioxide.

During the comparison phase, the performance of each solution is being measured over 1000 consecutive test episodes by generating the same incoming traffic flows with pseudo-randomness. A test episode lasts until the last vehicle leaves the transportation network.

IV. RESULTS
A. CLASSIC PERFORMANCE METRICS
Firstly, the methods will be compared in terms of classic parameters, which are defined as follows.

Average travel time is the sum of the total time spent in the transport network divided by the number of vehicles entering the simulation. It is formally described by (3) as:

\[ \bar{t}_t = \frac{1}{N} \sum_{i=0}^{N} (t_{i,\text{start}} - t_{i,\text{end}}) \quad (3) \]

The average waiting time is calculated as the sum of each vehicle’s accumulated waiting time divided by the number of vehicles. A vehicle is in halting state when its speed is less than 0.1 \( \frac{\text{m}}{\text{s}} \). For its mathematical meaning, see (4):

\[ \bar{t}_w = \frac{1}{N} \sum_{i=0}^{N} t_{i,w} \quad (4) \]

Queue length for each lane is calculated as the number of halting vehicles in the given lane. The queue length used for statistics is the sum of queue lengths for each lane, divided by the number of lanes. This result in a single value representing the total queue length in the network and is calculated according to (5):

\[ q_l = \frac{\sum_{i=0}^{L} q_{l,i}}{L} \quad (5) \]

The results displayed in Table 1 show that with the new rewarding, the performance of the PG agent outperforms SUMO’s built-in algorithm, fixed cycle controller, and all other rewarding concepts we have tested in terms of waiting.
Table 1. Statistical comparison of classical metrics

| Agents            | Avg. travel time [s] | Avg. waiting time [s] | Queue length [num. vehicles] |
|-------------------|----------------------|-----------------------|-----------------------------|
| PG–queue length   | 125.6 ± 23           | 31.5 ± 12             | 3.95 ± 9                    |
| PG–queue length std. | 154.7 ± 23           | 213.3 ± 7             | 3.61 ± 9                    |
| PG–average speed  | 161.7 ± 36           | 38.4 ± 23             | 5.62 ± 9                    |
| PG–occupancy std. | 155.1 ± 23           | 27.8 ± 9              | 4.34 ± 6                    |
| SUMO actuated     | 160.0 ± 25           | 47.3 ± 21             | 7.51 ± 14                   |
| Fixed cycle       | 384.4 ± 69           | 104.3 ± 22            | 8.88 ± 7                    |

Table 2. Statistical comparison of sustainability measures

| Agents            | CO2 [kg] | CO [g] | NOx [g] | PM10 [g] | HC [g] | Fuel [l] |
|-------------------|----------|--------|---------|----------|--------|----------|
| PG–queue length   | 110.1    | 3.5    | 48.0    | 2.4      | 18.7   | 47.5     |
| PG–queue len. std.| 108.5    | 3.3    | 47.2    | 2.3      | 17.7   | 46.6     |
| PG–average speed  | 118.7    | 4.1    | 52.0    | 2.6      | 21.3   | 51.0     |
| PG–occupancy std. | 110.2    | 3.5    | 48.1    | 2.4      | 18.7   | 47.4     |
| SUMO actuated     | 123.3    | 4.4    | 54.1    | 2.7      | 23.0   | 53.0     |
| Fixed cycle       | 229.5    | 10.8   | 102.5   | 5.2      | 54.6   | 98.7     |

FIGURE 4. Performance of the different solutions during the 1000.episode evaluation process

B. SUSTAINABILITY MEASURES

Table 2 shows the performance of different solutions to the TSC problem by comparing multiple emission parameters. The values are calculated by the SUMO simulation software per time step, thus only the averages of the values are displayed. The mathematical model used by SUMO is the Handbook Emission Factors for Road Transport, which calculates vehicle emissions based on polynomials derived from speed and acceleration. For more information [33].

It can be seen that the agent trained with the new rewarding formula outperforms not only the fixed cycle controller and SUMO’s built-in algorithm but also the most commonly used rewarding technique in the literature. As mentioned earlier, one of the most significant emission metrics related to global warming is carbon dioxide. Thanks to our improved rewarding concept, an additional CO2-emission reduction of 1.8% could be achieved compared to the original method, 12% compared to the SUMO algorithm, and 1.2% compared to the most common concept. These figures prove that the rewarding concept we proposed can effectively control the traffic lights at the intersection in terms of sustainability. In addition, it achieves extreme, 53% lower emissions compared to fixed cycle control, which is the most widely used control technology in the world.

Another critical metric is fuel consumption during the evaluation episodes. With our solution, we managed to further reduce fuel consumption. We improved two additional percent compared to the original occupancy-based rewarding and achieved 1.5% better results than the most popular rewarding. While this amount may not seem too much, the U.S. Energy Agency estimated, that in 2020, about 14.5 billion liters of fuel per day was sold globally. From this figure, it is clearly visible, that this 1.5% can save up to millions of liters in 24 hours, which can have a significant impact on the environment in the long run.

V. CONCLUSIONS

The agent’s task in the Traffic Signal Control Problem is to find the phase sequence combination that optimizes the traffic lights in terms of sustainability while reducing waiting- and travel time and the queue lengths for each vehicle at the intersection all at the same time.

Advanced adaptive control techniques can certainly reduce emissions in urban areas. Moreover, they also mitigate the
amount of time spent in traffic jams. In addition, the infrastructure (loop detectors) required for the state representation of the agent we introduced is already available in most major cities. Still, the ease of installation and reliability contribute to this specific solution’s wide applicability.

This paper first investigates the performance of the most common reward strategies applied for the TSC problem to compare with the concept proposed in this. Furthermore, we evaluated their performance based on classic measures such as average waiting time, average travel time, and sustainability measures, e.g., CO2 emission and fuel consumption. A Policy Gradient agent has been trained to apply four different rewarding concepts to solve the presented control task.

The results showed that with the application of our novel rewarding concept, the agent could achieve the best performance in classical parameters and sustainability measures except for one relatively small deviation compared to the approaches utilized in the literature. Furthermore, the agent using the newly proposed rewarding method outperformed both SUMO’s built-in actuated controller and the fixed cycle controller in sustainability measures and classical parameters.

In our future endeavors, based on the potential of the developed rewarding concept, our goal is to extend the approach to much more complex traffic networks and real-world networks to demonstrate how the proposed approach tackles these challenges. We will reformulate the training as a Multi-Agent Reinforcement Learning (MARL) problem since it has additional features that may enable us to reach superior performance, such as communication and even negotiations between the agents, hence between the intersections.
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