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Abstract

We compute quantitative bounds for measuring the discrepancy between the distribution of two min-max statistics involving either pairs of Gaussian random matrices, or one Gaussian and one Gaussian-subordinated random matrix. In the fully Gaussian setup, our approach allows us to recover quantitative versions of well-known inequalities by Gordon (1985, 1987, 1992), thus generalising the quantitative version of the Sudakov-Fernique inequality deduced in Chatterjee (2005). On the other hand, the Gaussian-subordinated case yields generalizations of estimates by Chernozhukov et al. (2015) and Koike (2019). As an application, we establish fourth moment bounds for matrices of multiple stochastic Wiener-Itô integrals, that we illustrate with an example having a statistical flavour.
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1 Introduction

1.1 Overview of our contributions

In the theory of Gaussian processes an important role is played by inequalities of the Sudakov-Fernique type. These results consist in comparisons between extremal value statistics of two distinct Gaussian objects, for example, the maxima of two Gaussian random vectors with different variances. The classical Sudakov-Fernique inequality states that, if \((X_1, \ldots, X_n)\) and \((Y_1, \ldots, Y_n)\) are centered Gaussian random vectors such that \(E((X_i - X_j)^2) \leq E((Y_i - Y_j)^2)\) for all pairs of indices, then

\[
E\left( \max_{i \in \{1, \ldots, n\}} X_i \right) \leq E\left( \max_{i \in \{1, \ldots, n\}} Y_i \right). \tag{1}
\]

The inequality (1) first appeared in the works of Sudakov [18, 19] and Fernique [7], and a proof is also due to Alexander [2]. Vitale [20] was able to remove the zero-mean assumption with the
weaker condition that \( E((X_1, \ldots, X_n)) = E((Y_1, \ldots, Y_n)) \). Similar inequalities have been studied by Gordon [8, 9] and Kahane [11] in the more general setting of higher-dimensional tensors \((X_{i_1, i_2, \ldots, i_d})\), where the minimum of the classic Sudakov-Fernique inequality is replaced by quantities of the type \( \min_{i_1} \max_{i_2} \cdots X_{i_1, i_2, \ldots, i_d} \). In [10] Gordon also studied the comparison between the sums of the first \( k \) ordered statistics of two Gaussian random vectors. See e.g. [1, 15], and the references therein, for a sample of applications of estimates directly related to (1) — ranging from the geometry of Gaussian fields, to stochastic differential equations and statistical mechanics.

Whereas the aforementioned results are mostly qualitative, in the reference [3] one can find a quantitative counterpart to (1), using integration by parts formulas (see also [1, Section 2.3]). More precisely, in [3] it is established that, if the two Gaussian vectors \( X \) and \( Y \) have the same mean, then

\[
\left| E\left( \max_{i \in \{1, \ldots, n\}} X_i \right) - E\left( \max_{i \in \{1, \ldots, n\}} Y_i \right) \right| \leq \sqrt{\max_{i,j} \left| E((X_i - X_j)^2) - E((Y_i - Y_j)^2) \right| \log n}. \tag{2}
\]

In the first part of the present work, we extend the study of quantitative bounds of the type (2) to the setting considered by Gordon [8, 9, 10] of min-max statistics of Gaussian random matrices. To motivate the reader, we report below one of our principal contributions on the matter — see Section 2 for a full statement and for its proof.

**Theorem.** Let \((X_{i_1, i_2})\) and \((Y_{j_1, j_2})\) be two \( n \times m \) Gaussian random matrices with the same expectation. Then

\[
\left| E\left( \min_{i_1} \max_{i_2} X_{i_1, i_2} \right) - E\left( \min_{i_1} \max_{i_2} Y_{i_1, i_2} \right) \right| \leq \sqrt{\max_{i_1, i_2, j_1, j_2} \left| E((X_{i_1, i_2} - X_{j_1, j_2})^2) - E((Y_{i_1, i_2} - Y_{j_1, j_2})^2) \right|}
\times \left[ \sqrt{(1 - \frac{1}{n})(2 - \frac{1}{m}) \log n} + \sqrt{(1 - \frac{1}{n}) \log m} \right].
\]

We will see that our techniques also allow one to recover as special cases virtually all comparison statements for min-max statistics (and their generalizations, like sums of order statistics) proved in [8, 9, 10]. In particular, an interesting application of our findings is the comparison between the order statistics of two Gaussian random vectors, once they are regarded as min-max of particular Gaussian random matrices. For instance, we can show that

\[
\left| E(X_{(n-1)}) - E(Y_{(n-1)}) \right| \leq (\sqrt{2} + 1) \sqrt{\max_{i,j} \left| E((X_i - X_j)^2) - E((Y_i - Y_j)^2) \right| \log n},
\]

where the index \((n-1)\) indicates the second maximum coordinate of a \( n \)-dimensional vector. See Corollary 1 below.

It is apparent that bounds such as the ones described above, involving only first moments of extremal statistics, cannot completely describe the similarity between the distributions of the involved quantities. To overcome this shortcoming, Chernozhukov, Chetverikov, and Kato have established in references [4, 5] (which crucial installments of the so-called \textit{CCK theory}) bounds on
the Kolmogorov distance between the laws of the maxima of two Gaussian random vectors, so as to give a more precise description of their closeness. In order to achieve their results, the authors employ some novel anti-concentration inequalities for the maximum statistic of a Gaussian random process. These contributions have been recently extended by Koike in [12] — to which we refer the reader for a more comprehensive overview of the CCK theory — where bounds are established on the discrepancy between the maxima of a Gaussian random vector and a smooth Gaussian-subordinated random element.

In Section 3 (see, in particular, Theorem 2) we generalize some of the results from [4, 5, 12] to the aforementioned setting of min-max statistics of random matrices: in particular, we derive a bound for the Kolmogorov distance between the laws of the min-max statistics of two random matrices, one of which is Gaussian. In order to do so, we need to recover some new anti-concentration inequalities suitable for our purposes; see for instance Proposition 9 and Lemma 10 below.

One important by-product of our findings are estimates involving matrices of multiple Wiener-Itô integrals (see e.g. [17, Chapter 2]), to which we will devote Section 4. As an example of application of such estimates, suppose that every entry \((i_1, i_2)\) of an \(n \times m\) matrix is given by the following random quadratic form

\[
F_{i_1, i_2} = \sum_{u,v=1}^{d} A_{i_1, i_2}(u, v)\xi_u\xi_v - \mathbb{E}\left(\sum_{u,v=1}^{d} A_{i_1, i_2}(u, v)\xi_u\xi_v\right),
\]

where \(A_{i_1, i_2}(\cdot, \cdot)\) is a real-valued symmetric matrix for all \((i_1, i_2)\) and \(\xi_1, \ldots, \xi_d\) is a \(d\)-dimensional Gaussian random vector. If \((X_{i_1, i_2})\) is a \(n \times m\) centered Gaussian random matrix with the same covariance structure as \((F_{i_1, i_2})\), then one has that

\[
d_{\text{Kol}}(\min_{i_1} \max_{i_2} F_{i_1, i_2}, \min_{i_1} \max_{i_2} X_{i_1, i_2}) \leq C \max_{i_1, i_2} \left(\mathbb{E}(F_{i_1, i_2}^4) - 3\mathbb{E}(F_{i_1, i_2}^2)^2\right)^{1/6} n^{2/3}(\log m)^{1/3}(\log nm)^{2/3},
\]

where \(C > 0\) is an absolute constant and \(d_{\text{Kol}}(U, V)\) stands for the Kolmogorov distance between the distribution of the random variables \(U, V\) (see [17, Appendix C]). An illustration of these findings — inspired by the statistical theory developed in [12] — is presented in Section 4.2.

1.2 Notation

For \(m \in \mathbb{N}\), we write \([m]\) to indicate the sets of integers \(\{1, \ldots, m\}\). For \(k \in [m]\), \(p \in [k]\), \(\{a_1, \ldots, a_p\} \subseteq [m]\) and \(\{b_1, \ldots, b_q\} \subseteq [m]\ \setminus \{a_1, \ldots, a_p\}\), we define the sets

\[
\mathcal{L}_k := \{L \subseteq 2^{[m]} : |L| = k\},
\]

\[
\mathcal{L}^{a_1 \ldots a_p \ b_1 \ldots b_q}_k := \{L \subseteq 2^{[m]} : |L| = k, \{a_1, \ldots, a_p\} \subseteq L \text{ and } \{b_1, \ldots, b_q\} \subseteq 2^{[m]} \setminus L\}.
\]

Note that \(|\mathcal{L}_k| = \binom{m}{k}\) and \(|\mathcal{L}^{a_1 \ldots a_p \ b_1 \ldots b_q}_k| = \binom{m-p-q}{k-p-q}\).

For \(z = (z_1, \ldots, z_d) \in \mathbb{R}^d\), let \(z_k \in \{z_1, \ldots, z_d\}\) be the \(k\)-th ordered statistics of its components,
i.e.,
\[ \min_{i \in [d]} z_i = z(1) \leq \cdots \leq z(k) \leq \cdots z(d) = \max_{i \in [d]} z_i. \]

If \( z = (z_{i_1,i_2})_{(i_1,i_2) \in [n] \times [m]} \in \mathbb{R}^{n \times m} \), we write its \( i_1 \)-th row as \( z_{i_1,:} = (z_{i_1,1}, \ldots, z_{i_1,m}) \in \mathbb{R}^m \). In particular \( z_{i_1,(k)} \) indicates the \( k \)-th ordered statistics of the vector \( z_{i_1,:} \) and \( z_{.,(k)} \) stands for the vector \( (z_{1,(k)}, \ldots, z_{n,(k)}) \in \mathbb{R}^n \). Throughout the paper, we will refer to the quantity
\[ \min \max z := \min_{i_1 \in [n]} \min_{i_2 \in [m]} z_{i_1,i_2} \]
as the \textit{min-max statistic} of the matrix \( z \). We will always work on a fixed probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and write \( \mathbb{E} \) for the expectation with respect to \( \mathbb{P} \).

## 2 Comparison of min-max statistics for two Gaussian random matrices

### 2.1 Main estimates

The forthcoming statement is one of the main contributions of the present work, containing as special cases several results evoked in the Introduction; in particular, the inequalities (1)–(2) correspond to the case \( n = k = 1, m \geq 1 \) of our result; Theorem 1.4 in [8] corresponds to the case \( n, m \geq 1 \) and \( k = 1 \); Theorem 1.3 in [10] corresponds to the choice \( n = 1, m \geq 1 \) and \( k \leq m \) — see the subsequent discussion.

**Theorem 1.** Let \( X = (X_{i_1,i_2})_{(i_1,i_2) \in [n] \times [m]} \) and \( Y = (Y_{i_1,i_2})_{(i_1,i_2) \in [n] \times [m]} \) be two Gaussian random matrices with \( \mathbb{E}(X_{i_1,i_2}) = \mathbb{E}(Y_{i_1,i_2}) \) for every \((i_1,i_2) \in [n] \times [m]\). Define \( \gamma^X_{i_1,i_2;j_1,j_2} := \mathbb{E}((X_{i_1,i_2} - X_{j_1,j_2})^2) \), \( \gamma^Y_{i_1,i_2;j_1,j_2} := \mathbb{E}((Y_{i_1,i_2} - Y_{j_1,j_2})^2) \) and let
\[ \gamma := \max_{(i_1,i_2) \in [n] \times [m]} |\gamma^X_{i_1,i_2;j_1,j_2} - \gamma^Y_{i_1,i_2;j_1,j_2}|. \]

Then, for all \( k \in [m] \),
\[ \left| \mathbb{E}\left( \min_{i_1 \in [n]} \sum_{h=m-k+1}^{m} X_{i_1,h} \right) - \mathbb{E}\left( \min_{i_1 \in [n]} \sum_{h=m-k+1}^{m} Y_{i_1,h} \right) \right| \leq \sqrt{\gamma} \cdot \left[ \sqrt{k(1 - \frac{1}{n})(2 - \frac{1}{m}) \log n} + \sqrt{\left(1 - \frac{k}{m}\right) \log \left(\frac{m}{k}\right)} \right]. \quad (3) \]

Moreover, if, for every \((i_2,j_2) \in [n] \times [m] \),
\[ \begin{cases} \gamma^X_{i_1,i_2;j_1,j_2} \leq \gamma^Y_{i_1,i_2;j_1,j_2} & \text{if } i_1 = j_1 \\ \gamma^X_{i_1,i_2;j_1,j_2} \geq \gamma^Y_{i_1,i_2;j_1,j_2} & \text{if } i_1 \neq j_1, \end{cases} \]

then
\[ E \left( \min_{i_1 \in [n]} \sum_{h=m-k+1}^{m} X_{i_1,(h)} \right) \leq E \left( \min_{i_1 \in [n]} \sum_{h=m-k+1}^{m} Y_{i_1,(h)} \right). \]

**Remark.** In order to substantiate the claims preceding the statement of Theorem 1, we put forward the following two special cases: (i) when \( n = 1 \), then \( X \) and \( Y \) are \( m \)-dimensional Gaussian vectors, and the quantities inside the expectations on the left-hand side of (3) are the sums of the order statistics of orders \( m-k+1 \) up to \( m \) of \( X \) and \( Y \) (in particular, when \( k = 1 \) we recover the maxima); (ii) when \( k = 1 \) and no restrictions are put on \( n, m \) then the random variables on the left-hand side of (3) are the min-max statistics of \( X \) and \( Y \).

**Remark.** There is no conceptual obstacle in extending Theorem 1 to the more general case of a \( d \)-dimensional Gaussian tensor \((X_{i_1,\ldots,i_d})_{(i_1,\ldots,i_d)\in[n_1]\times\cdots\times[n_d]}\) and the investigation of the quantity (say \( d \) is even without loss of generality and \( k_i \leq n_i \) for all \( i \leq d \))
\[
\sum_{h_1=1}^{k_1} \sum_{h_2=n_2-k_2+1}^{n_2} \cdots \sum_{h_d-1}^{n_d} \sum_{h_d=n_d-k_d+1}^{n_d} (\cdots (X_{\ldots, (h_d), \ldots, (h_d-1)} \cdots)_{(h_1)}),
\]
but we decided not to perform it explicitly, in order to keep the length of the paper within bounds.

One remarkable consequence of Theorem 1 is that it yields comparison criteria for the expected values of order statistics associated with Gaussian random vectors.

**Corollary 1.** Let \( W = (W_i)_{i \in [d]} \) and \( Z = (Z_i)_{i \in [d]} \) be two Gaussian random vectors with \( E(W_i) = E(Z_i) \) for every \( i \in [d] \), and let \( \gamma = \max_{(i,j) \in [d]^2} |E((W_i - W_j)^2) - E((Z_i - Z_j)^2)| \). Then, for any \( h \in [d] \),
\[
|E(W_{(h)}) - E(Z_{(h)})| \leq \sqrt{d} \left( 2 \log \left( \frac{d}{h} \right) + \sqrt{\log h} \right) \leq \sqrt{d} \left( \sqrt{2h(1 + \log(d/h))} + \sqrt{\log h} \right).
\]

**Proof.** The key idea is that \( W_{(h)} \) (respectively, \( Z_{(h)} \)) is the min-max statistic (see Section 1.2) of a matrix \( X \) with \( \binom{d}{h} \) rows, where each row corresponds to a distinct subset of \( W \) (respectively, \( Z \)) with cardinality \( h \) (the order of the elements of the subset within a single row is immaterial). To see this, observe that the rows of the matrix \( X \) described above are such that: (i) there exists at least one row containing \( W_{(h)} \) as a maximal element, and (ii) every other row contains one element that is larger or equal to \( W_{(h)} \). Using now Theorem 1 with \( n = \binom{d}{h} \), \( m = h \) and \( k = 1 \) yields the first bound. The second bound follows easily from the first noting that \( \binom{d}{h} \leq \left( \frac{e d}{\pi} \right)^h \). \( \square \)

**Remark.** An alternate class of local comparison theorems for (vectors of) order statistics of Gaussian matrices can be found in [6] – see the discussion following Theorem 2 below for further details.

**Remark.** We now show that, when \( m \) is fixed, the bound of Theorem 1 is sharp in the order of \( n \) and \( k \). First, let \( Y \equiv 0 \) and \( X \) be a matrix with \( m \) columns which are the copy of a same \( n \)-dimensional
standard Gaussian vector $X'$. Then $\gamma = 2$ for every $n$ and
\[
\sum_{h=m-k+1}^{m} X'_{i_1(h)} = kX'_{i_1}.
\]

It is known from extreme value theory that, as $n$ diverges, the expectation of $\min_{i_1} X'_{i_1}$ is of order $\sqrt{\log n}$ (up to constants). Then, the expectation of $\sum_{h=m-k+1}^{m} X'_{i_1(h)}$ is of order $k\sqrt{\log n}$, matching the order of the bound (3) in this specific case.

Analogously, when $n$ is fixed, then the bound is sharp in the order of $m$ and $k$ in the regime where $k, m - k \ll m$. To see this, let $Y \equiv 0$ and $X$ be a matrix with $n$ rows which are the copy of a same $m$-dimensional (transposed) Gaussian vector $X'$. This time suppose without loss of generality that $m$ is a multiple of $k$, $m = \tilde{m}k$, $\tilde{m} \in \mathbb{N}$ and that $X'$ is the collection of $k$ copies of the same standard $\tilde{m}$-dimensional Gaussian vector $\tilde{X}$. Note that in this case
\[
\sum_{h=m-k+1}^{m} X_{i_1,h} = k \max_{j \in [\tilde{m}]} \tilde{X}_j
\]
for all $i_1 \in [n]$. However, when $\tilde{m}$ diverges, the expected value of $\max_{j \in [\tilde{m}]} \tilde{X}_j$ is of order $\sqrt{\log \tilde{m}} = \sqrt{\log(m/k)}$, and, accordingly, the expectation of $k \max_{j \in [\tilde{m}]} \tilde{X}_j$ is of order
\[
k \sqrt{\log(m/k)} = \sqrt{k} \sqrt{\log(m/k)}^k \approx \sqrt{k} \sqrt{\log \left(\frac{m}{k}\right)},
\]
where the last approximation holds in the aforementioned regime of $k$ with respect to $m$. Again, we recover asymptotically the bound (3).

The next section contains six technical results that are pivotal in the proof of Theorem 1.

2.2 Six ancillary lemmas

Lemma 1. For $\beta, \delta > 0$ and $k \in [m]$, define the function $f_k^{\beta, \delta} : \mathbb{R}^{n \times m} \rightarrow \mathbb{R}$ by
\[
f_k^{\beta, \delta}(x) := -\frac{1}{\beta \delta} \log \left( \sum_{\ell_1 = 1}^{n} \left( \sum_{L \in \mathcal{L}_k} \exp \left( \beta \sum_{\ell_2 \in L} x_{\ell_1, \ell_2} \right) \right)^{\delta} \right).
\]

For every $x \in \mathbb{R}^{n \times m}$, one has that
\[
f_k^{\beta, \delta}(x) - \frac{1}{\beta} \log \left( \frac{m}{k} \right) \leq \left( \sum_{h=m-k+1}^{m} x_{i_1(h)} \right)_{(1)} \leq f_k^{\beta, \delta}(x) + \frac{1}{\beta \delta} \log n.
\]

Proof. Let $d \in \mathbb{N}$ and $z \in \mathbb{R}^d$. When $\beta > 0$ the following inequality holds
\[
\frac{1}{d} \sum_{i=1}^{d} e^{\beta z_i} \leq e^{\beta z(d)} \leq \sum_{i=1}^{d} e^{\beta z_i},
\]
where $z(d) = (z_1, \ldots, z_d)$.
in particular
\[
\frac{1}{\beta} \log \sum_{i=1}^{d} e^{\beta z_i} - \frac{\log d}{\beta} \leq z(d) \leq \frac{1}{\beta} \log \sum_{i=1}^{d} e^{\beta z_i}.
\] (4)

Similarly for the minimum instead, it holds that, for every $\beta' > 0$,
\[
- \frac{1}{\beta'} \log \sum_{i=1}^{d} e^{-\beta' z_i} \leq z(1) \leq - \frac{1}{\beta'} \log \sum_{i=1}^{d} e^{-\beta' z_i} + \frac{\log d}{\beta'}.
\] (5)

For each $\ell_1 \in \{1, \ldots, n\}$, consider the vector $z = (\sum_{\ell_2 \in L} x_{\ell_1, \ell_2})_{L \in \mathcal{L}_k} \in \mathbb{R}_+^n$ and apply (4) to it. Notice that $z_{(\binom{m}{k})} = \sum_{h=m-k+1}^{m} x_{(h)}$. We get
\[
\frac{1}{\beta} \log \sum_{L \in \mathcal{L}_k} \exp\left(\beta \sum_{\ell_2 \in L} x_{\ell_1, \ell_2}\right) - \frac{1}{\beta} \log \binom{m}{k} \leq \sum_{h=m-k+1}^{m} x_{(h)} \leq \frac{1}{\beta} \log \sum_{L \in \mathcal{L}_k} \exp\left(\beta \sum_{\ell_2 \in L} x_{\ell_1, \ell_2}\right).
\]

Now we want to isolate the minimum of the vector \( \left( \sum_{h=m-k+1}^{m} x_{(h)} \right) \in \mathbb{R}^n \), and we use (5) to do so. Notice that, for $\beta' = \beta \delta$, we get
\[
- \frac{1}{\beta'} \log \sum_{i=1}^{n} \exp\left(-\beta' \cdot \frac{1}{\beta} \log \sum_{L \in \mathcal{L}_k} \exp\left(\beta \sum_{\ell_2 \in L} x_{\ell_1, \ell_2}\right)\right) = f_k^{\beta \delta}(x)
\]
and that
\[
- \frac{1}{\beta'} \log \sum_{i=1}^{n} \exp\left(-\beta' \cdot \left(\frac{1}{\beta} \log \sum_{L \in \mathcal{L}_k} \exp\left(\beta \sum_{\ell_2 \in L} x_{\ell_1, \ell_2}\right) - \frac{1}{\beta} \log \binom{m}{k}\right)\right)
\]
\[
= - \frac{1}{\beta'} \log \left[ \binom{m}{k} \delta \sum_{i=1}^{n} \exp\left(-\beta \cdot \left(\frac{1}{\beta} \log \sum_{L \in \mathcal{L}_k} \exp\left(\beta \sum_{\ell_2 \in L} x_{\ell_1, \ell_2}\right)\right)\right) \right] = f_k^{\beta \delta}(x) - \frac{1}{\beta} \log \binom{m}{k},
\]
which concludes the proof by monotonicity.

\[\square\]

For $h \in \{0, \ldots, m\}$, let $A \subseteq [m]$ with $|A| = h$. If $h > 0$ we write $A = \{a_1, \ldots, a_h\}$ with $a_1 < \ldots < a_h$. It is convenient at this point to define the functions, for any $i_1 \in [n]$, $p_{i_1}^A, q_{i_1} : \mathbb{R}^n \to [0, +\infty)$ by

\[
p_{i_1}^A(x) = p_{i_1}^{a_1, \ldots, a_h}(x) := \frac{\sum_{L \subseteq \mathcal{L}_k^{a_1, \ldots, a_h}} \exp\left(\beta \sum_{\ell \in L} x_{i_1, \ell}\right)}{\sum_{L \subseteq \mathcal{L}_k} \exp\left(\beta \sum_{\ell \in L} x_{i_1, \ell}\right)}.
\]

\[
q_{i_1}(x) := \sum_{\ell_1=1}^{n} \left( \frac{\sum_{L \subseteq \mathcal{L}_k} \exp\left(\beta \sum_{\ell_2 \in L} x_{\ell_1, \ell_2}\right)}{\sum_{L \subseteq \mathcal{L}_k} \exp\left(\beta \sum_{\ell_2 \in L} x_{\ell_1, \ell_2}\right)} \right)^{\delta}.
\]
Lemma 2. Let \( b_1 < \ldots < b_h \) and \( B = \{a_{b_1}, \ldots, a_{b_h}\} \subseteq A \). For every \( x \in \mathbb{R}^n \), one has that

\[
\sum_{a_{b_1}, \ldots, a_{b_h} = 1}^{m} p_{i_1}^{A}(x) = k^h p_{i_1}^{A \setminus B}(x).
\]

and

\[
\sum_{i_1 = 1}^{n} \frac{1}{q_{i_1}(x)} = 1.
\]

In particular, for \( A = B \) we infer that

\[
\sum_{a_1, \ldots, a_h = 1}^{m} p_{i_1}^{a_1, \ldots, a_h}(x) = k^h.
\]

Notice that since \( p_{i_1}^{a_1, a_1} = p_{i_1}^{a_1} \), this implies also that

\[
\sum_{a_2 = 1}^{m} \sum_{a_1 \neq a_2} p_{i_1}^{a_1, a_2}(x) = (k - 1)p_{i_1}^{a_1}.
\]

Proof. We only prove the first equation for \( h = 1 \), the general case is then similarly proven by iteration. One has that

\[
\sum_{a = 1}^{m} \sum_{L \in \mathcal{L}_h^a} \exp \left( \beta \sum_{\ell \in L} x_{i_1, \ell} \right) = \sum_{a = 1}^{m} \sum_{L \in \mathcal{L}_h} 1_{\{a \in L\}} \exp \left( \beta \sum_{\ell \in L} x_{i_1, \ell} \right)
\]

\[
= \sum_{L \in \mathcal{L}_h} \exp \left( \beta \sum_{\ell \in L} x_{i_1, \ell} \right) \sum_{a = 1}^{m} 1_{\{a \in L\}}
\]

\[
= k \sum_{L \in \mathcal{L}_h} \exp \left( \beta \sum_{\ell \in L} x_{i_1, \ell} \right),
\]

that gives the claim. The second equation is a straightforward consequence of the definition of \( q_{i_1} \).

Lemma 3. For all \((i_1, i_2) \in [n] \times [m]\),

\[
\sum_{(j_1, j_2) \in [n] \times [m]} \frac{\partial^2 f_{k}^{\beta, \delta}}{\partial x_{i_1, i_2} \partial x_{j_1, j_2}} \equiv 0. \tag{6}
\]

Proof. A direct computation shows that

\[
\frac{\partial f_{k}^{\beta, \delta}}{\partial x_{i_1, i_2}} = p_{i_1}^{j_2} \frac{p_{i_1}}{q_{i_1}}. \tag{7}
\]
and that
\[ \frac{\partial^2 f_k^{\beta, \delta}}{\partial x_{i_1,i_2} \partial x_{j_1,j_2}} = \beta \left[ \frac{\delta^{i_2,j_2}}{q_{i_1,j_1}} + \frac{\delta_{i_1,j_1}}{q_{i_1,j_1}} \left( - (1 + \delta) p^{i_2,j_2} + p^{i_2,j_2} \right) \right]. \]  
(8)

We will evaluate the contribution of the three summands of (8) separately and show that they balance out to 0. Notice that $\beta/q_{i_1}$ is a common multiplicative factor to all three so we can ignore it. We use both properties stated in Lemma 2 to deduce that

\[ \sum_{(j_1,j_2) \in [n] \times [m]} \delta \frac{p^{i_2,j_2}}{q_{i_1,j_1}} = \delta k p^{i_2}, \]

\[ \sum_{(j_1,j_2) \in [n] \times [m]} (1 + \delta) p^{i_2,j_2} = -(1 + \delta) k p^{i_2}, \]

\[ \sum_{(j_1,j_2) \in [n] \times [m]} p^{i_2,j_2} = k p^{i_2}, \]

which concludes the proof. \[ \square \]

**Lemma 4.** Under the above notation and assumptions, one has that

\[ \sum_{(i_1,i_2) \in [n] \times [m]} \sum_{(j_1,j_2) \in [n] \times [m]} \frac{\partial^2 f_k^{\beta, \delta}}{\partial x_{i_1,i_2} \partial x_{j_1,j_2}} \left( \sigma^X_{i_1,i_2;j_1,j_2} - \sigma^X_{i_1,i_2;j_1,j_2} \right) = -\frac{1}{2} \sum_{(i_1,i_2) \in [n] \times [m]} \sum_{(j_1,j_2) \in [n] \times [m]} \sum_{(i_1,i_2) \neq (j_1,j_2)} \frac{\partial^2 f_k^{\beta, \delta}}{\partial x_{i_1,i_2} \partial x_{j_1,j_2}} \left( \gamma^Y_{i_1,i_2;j_1,j_2} - \gamma^Y_{i_1,i_2;j_1,j_2} \right). \]

**Proof.** First, note that $\gamma^X_{i_1,i_2;j_1,j_2} = \sigma^X_{i_1,i_2;j_1,j_2} - 2 \sigma^X_{i_1,j_2;j_1,j_2} + \sigma^X_{i_1,i_2;j_1,j_2}$, analogously for $Y$. We can split the first sum of the statement as

\[ \sum_{(i_1,i_2) \in [n] \times [m]} \sum_{(j_1,j_2) \in [n] \times [m]} \frac{\partial^2 f_k^{\beta, \delta}}{\partial x_{i_1,i_2} \partial x_{j_1,j_2}} \left( \sigma^Y_{i_1,i_2;j_1,j_2} - \sigma^Y_{i_1,i_2;j_1,j_2} \right) = \frac{1}{2} \sum_{(i_1,i_2) \in [n] \times [m]} \sum_{(j_1,j_2) \in [n] \times [m]} \frac{\partial^2 f_k^{\beta, \delta}}{\partial x_{i_1,i_2} \partial x_{i_1,i_2}} \left( \sigma^Y_{i_1,i_2;i_1,i_2} - \sigma^Y_{i_1,i_2;i_1,i_2} \right) \]

\[ - \frac{1}{2} \sum_{(i_1,i_2) \in [n] \times [m]} \sum_{(j_1,j_2) \in [n] \times [m]} \sum_{(i_1,i_2) \neq (j_1,j_2)} \frac{\partial^2 f_k^{\beta, \delta}}{\partial x_{i_1,i_2} \partial x_{j_1,j_2}} \left( -2 \sigma^Y_{i_1,i_2;j_1,j_2} + 2 \sigma^Y_{i_1,i_2;j_1,j_2} \right) \]

\[ + \frac{1}{2} \sum_{(j_1,j_2) \in [n] \times [m]} \sum_{(i_1,i_2) \in [n] \times [m]} \frac{\partial^2 f_k^{\beta, \delta}}{\partial x_{j_1,j_2} \partial x_{j_1,j_2}} \left( \sigma^Y_{j_1,j_2;j_1,j_2} - \sigma^Y_{j_1,j_2;j_1,j_2} \right). \]
By Lemma 3 we know that for all \((h_1, h_2) \in [n] \times [m]\),

\[
 \frac{\partial^2 f^\beta_\delta}{\partial x_{h_1,h_2} \partial x_{h_1,h_2}} = - \sum_{(j_1,j_2) \in [n] \times [m]} \frac{\partial^2 f^\beta_\delta}{\partial x_{i_1,i_2} \partial x_{j_1,j_2}}.
\]

which allows us to conclude. \(\square\)

**Lemma 5.** For all \(x \in \mathbb{R}^{n \times m}\),

\[
 \frac{\partial^2 f^\beta_\delta}{\partial x_{i_1,i_2} \partial x_{j_1,j_2}}(x) \begin{cases} \geq 0 & \text{if } i_1 \neq j_1 \\ \leq 0 & \text{if } i_1 = j_1 \text{ and } i_2 \neq j_2. \end{cases}
\]

**Proof.** Notice that we can rewrite (8) in the following way:

\[
 \frac{\partial^2 f^\beta_\delta}{\partial x_{i_1,i_2} \partial x_{j_1,j_2}} = \frac{\beta}{q_1} \left[ \delta p_{i_1,j_1} (1 - \delta_{i_1,j_1}) + \delta_{i_1,j_1} (p_{i_1,j_2} - p_{i_2,j_2}) \right]. \tag{9}
\]

Obviously when \(i_1 \neq j_1\) then the expression is positive. When \(i_1 = j_1\), notice that \(1/q_{i_1} - 1 \leq 0\) as \(q_{i_1} \geq 1\), being a sum of non-negative summands whose at least one is exactly equal to 1 (the one corresponding to \(\ell = i_1\)). It thus remain to prove only that \(p_{i_1,j_2} - p_{i_2,j_2} \leq 0\) whenever \(i_2 \neq j_2\). Writing, \(y_\ell := e^{\beta x_{i_1,\ell}} > 0\) and multiplying in both sides by \(\sum_{L \in L_k} \exp(\beta \sum_{\ell \in L} x_{i_1,\ell})\), this is equivalent to

\[
 \sum_{L \in L_k} \prod_{\ell \in L} y_\ell \prod_{L' \in L'} y_{\ell'} \leq \sum_{L \in L_k} \prod_{\ell \in L} y_\ell \sum_{L' \in L'} \prod_{\ell' \in L'} y_{\ell'},
\]

where we also renamed \(i_2\) and \(j_2\) as \(i\) and \(j\), respectively, for simplicity of notation. Since we can decompose the first double sum as

\[
 \sum_{L \in L_k} \sum_{L' \in L'} = \sum_{L \in L_k} \sum_{L' \in L'} + \sum_{L \in L_k} \sum_{L' \in L'} + \sum_{L \in L_k} \sum_{L' \in L'} + \sum_{L \in L_k} \sum_{L' \in L'},
\]

and the second as

\[
 \sum_{L \in L_k} \sum_{L' \in L'} = \sum_{L \in L_k} \sum_{L' \in L'} + \sum_{L \in L_k} \sum_{L' \in L'} + \sum_{L \in L_k} \sum_{L' \in L'} + \sum_{L \in L_k} \sum_{L' \in L'},
\]

it appears that the only comparison that remains to be checked is

\[
 \sum_{L \in L_k} \sum_{L' \in L'} \prod_{\ell \in L} y_\ell \prod_{\ell' \in L'} y_{\ell'} \leq \sum_{L \in L_k} \sum_{L' \in L'} \prod_{\ell \in L} y_\ell \prod_{\ell' \in L'} y_{\ell'}.
\]
By simplifying a factor \(y_i y_j\) on both sides, this is equivalent to

\[
\sum_{L \in \mathcal{L}_k} \sum_{L' \in \mathcal{L}_{k-2}} \prod_{\ell \in L} y_\ell \prod_{\ell' \in L'} y_{\ell'} \leq \sum_{L \in \mathcal{L}_{k-1}} \sum_{L' \in \mathcal{L}_{k-1}} \prod_{\ell \in L} y_\ell \prod_{\ell' \in L'} y_{\ell'},
\]

with the caveat that here \(\mathcal{L}\) indicates a subset out of a total of \(m - 2\) indexes (and not \(m\)). We will show that every distinct double product of the LHS appears with a larger multiplicity in the RHS. Let \(L\) be a multiset of \(2k\) indices (i.e. a set with \(2k\) elements that can be repeated, out of a set of \(m - 2\) total indexes). Then, the quantity \(\prod_{\ell \in L} y_\ell\) appears in the LHS if and only if the two following conditions are met

- no index \(\ell\) appears in \(L\) more than twice;
- there are at most \(k - 2\) repeated indices.

Suppose that exactly \(r \leq k - 2\) indices are repeated in \(L\). These indexes have to appear both in each \(L\) and \(L'\) of the RHS. Then, in the LHS there are \(\binom{2k-2r-2}{k-r-2}\) ways to rearrange the remaining indexes among \(L\) and \(L'\), while in the RHS there are \(\binom{2k-2r-2}{k-r-1}\) of those. Notice that the latter quantity is a central binomial coefficient so it is necessarily larger than the former one.

Lemma 6. For all \(x \in \mathbb{R}^{n \times m}\), it holds that

\[
\sum_{\substack{(i_1, i_2) \in [n] \times [m] \\ (j_1, j_2) \in [n] \times [m] \\ (i_1, i_2) \neq (j_1, j_2)}} \left| \frac{\partial^2 f_k^{\beta, \delta}}{\partial x_{i_1, i_2} \partial x_{j_1, j_2}} \right| \leq \frac{k}{m} \left( m - k + a_n(2m - 1)k \delta \right),
\]

where \(a_n := 1 - \frac{1}{n} \in [0, 1)\).

Proof. Again, we evaluate the contribution of the summands of (8) separately. We make use extensively of Lemma 2. We start with the case \(i_1 \neq j_1\):

\[
\frac{1}{\beta} \sum_{\substack{(i_1, i_2) \in [n] \times [m] \\ (j_1, j_2) \in [n] \times [m] \\ i_1 \neq j_1}} \left| \frac{\partial^2 f_k^{\beta, \delta}}{\partial x_{i_1, i_2} \partial x_{j_1, j_2}} \right| = \sum_{\substack{(i_1, i_2) \in [n] \times [m] \\ (j_1, j_2) \in [n] \times [m] \\ i_1 \neq j_1}} \delta (1 - \sum_{i_1 \in [n]} \frac{1}{q_{i_1}^2}) \leq \delta k^2 \left( 1 - \frac{1}{n} \right).
\]

The last inequality is due to the fact that the terms \(1/q_{i_1}\) are positive and sum to 1, in particular by Cauchy-Schwarz inequality the sum of their squares is minimum when all of them are equal to \(1/n\).

For the case \(i_1 = j_1\) we make use of the expression (9) in which both summands are non-positive, in such a way that we can write
The first sum can be estimated as follows:

\[
\sum_{(i_1, i_2) \in [n] \times [m]} \left( \frac{1 + \delta}{q_{i_1}} - \frac{\delta}{q_{i_1}^2} \right) p_{i_1}^{i_2} p_{j_1}^{j_2} = \sum_{(i_1, i_2) \in [n] \times [m]} \left( \frac{1 + \delta}{q_{i_1}} - \frac{\delta}{q_{i_1}^2} \right) p_{i_1}^{i_2} \sum_{j_2 \in [m]} p_{j_1}^{j_2}
\]

\[
= \sum_{(i_1, i_2) \in [n] \times [m]} \left( \frac{1 + \delta}{q_{i_1}} - \frac{\delta}{q_{i_1}^2} \right) p_{i_1}^{i_2} (k - p_{i_1}^{i_2})
\]

\[
= \sum_{i_1 \in [n]} \left( \frac{1 + \delta}{q_{i_1}} - \frac{\delta}{q_{i_1}^2} \right) \left( k^2 - \sum_{i_2 \in [m]} (p_{i_1}^{i_2})^2 \right)
\]

\[
\leq k^2 \left( 1 - \frac{1}{m} \right) \left( 1 + \delta \left( 1 - \frac{1}{n} \right) \right)
\]

where we used the fact that the numbers \( \{p_{i_1}^{i_2} \}_{i_2 \in [m]} \) sum to \( k \), so that the minimum of \( \sum_{i_2 \in [m]} (p_{i_1}^{i_2})^2 \) is \( k^2/m \), again by the Cauchy-Schwarz inequality. Concerning the last summand, we obtain

\[
\sum_{(i_1, i_2) \in [n] \times [m]} \frac{p_{i_1}^{i_2, j_2}}{q_{i_1}^2} = \sum_{(i_1, i_2) \in [n] \times [m]} \frac{1}{q_{i_1}} \sum_{j_2 \in [m]} p_{i_1}^{i_2, j_2} = \sum_{(i_1, i_2) \in [n] \times [m]} (k - 1) \frac{p_{i_1}^{i_2}}{q_{i_1}} = k(k - 1).
\]

Note that the sums over indexes \((i_1 \neq j_1)\) (respectively, \(i_2 \neq j_2\)) make sense only when \(n > 1\) (respectively, \(m > 1\)) but those expressions are 0 anyway in such cases. Merging the three contributions, one deduces the desired conclusion.

We are now ready to prove Theorem 1.

2.3 Proof of Theorem 1

Once the analytical lemmas presented in the previous section are established, the proof follows from a classical interpolation technique — already exploited e.g. in [3, 15] or [17, Chapter 6]. Without loss of generality, we can assume that \(X\) and \(Y\) are independent. Let \(\mu_{i_1, i_2} = E(X_{i_1, i_2}) = E(X_{i_1, i_2}).\)
For \( t \in [0, 1] \) we consider the random interpolation matrix \( Z_t \in \mathbb{R}^{n \times m} \) whose entries are given by

\[
(Z_t)_{i_1,i_2} := \sqrt{1-t}(X_{i_1,i_2} - \mu_{i_1,i_2}) + \sqrt{t}(Y_{i_1,i_2} - \mu_{i_1,i_2}) + \mu_{i_1,i_2}.
\]

Note that \( Z_0 = X \), \( Z_1 = Y \) and \( \mathbb{E}((Z_t)_{i_1,i_2}) = \mu_{i_1,i_2} \) for all \( t \in [0,1] \) and all \( i_1, i_2 \in [n] \times [m] \). We also define \( \psi(t) := \mathbb{E}(f_k^{\beta,\delta}(Z_t)) \), in such a way that \( \psi \) is differentiable with derivative

\[
\psi'(t) = \frac{1}{2} \sum_{(j_1,j_2)\in[n]\times[m]} \mathbb{E}\left( \frac{\partial f_k^{\beta,\delta}}{\partial x_{j_1,j_2}}(Z_t) \left( Y_{j_1,j_2} - \mu_{j_1,j_2} \right) - \frac{X_{j_1,j_2} - \mu_{j_1,j_2}}{\sqrt{1-t}} \right) .
\]

Moreover, integration by parts yields

\[
\mathbb{E}\left( \frac{\partial f_k^{\beta,\delta}}{\partial x_{j_1,j_2}}(Z_t)(Y_{j_1,j_2} - \mu_{j_1,j_2}) \right) = \sum_{(i_1,i_2)\in[n]\times[m]} \sqrt{t} \mathbb{E}\left( \frac{\partial^2 f_k^{\beta,\delta}}{\partial x_{i_1,i_2} \partial x_{j_1,j_2}}(Z_t) \right) \sigma_{i_1,i_2;j_1,j_2}^Y
\]

and

\[
\mathbb{E}\left( \frac{\partial f_k^{\beta,\delta}}{\partial x_{j_1,j_2}}(Z_t)(X_{j_1,j_2} - \mu_{j_1,j_2}) \right) = \sum_{(i_1,i_2)\in[n]\times[m]} \sqrt{1-t} \mathbb{E}\left( \frac{\partial^2 f_k^{\beta,\delta}}{\partial x_{i_1,i_2} \partial x_{j_1,j_2}}(Z_t) \right) \sigma_{i_1,i_2;j_1,j_2}^X.
\]

Plugging both previous identities into the initial one, we obtain

\[
\psi'(t) = \frac{1}{2} \sum_{(i_1,i_2)\in[n]\times[m]} \mathbb{E}\left( \frac{\partial^2 f_k^{\beta,\delta}}{\partial x_{i_1,i_2} \partial x_{j_1,j_2}}(Z_t) \right) (\sigma_{i_1,i_2;j_1,j_2}^Y - \sigma_{i_1,i_2;j_1,j_2}^X).
\]

Note that, by construction,

\[
\mathbb{E}(f_k^{\beta,\delta}(Y)) - \mathbb{E}(f_k^{\beta,\delta}(X)) = \psi(1) - \psi(0) = \int_0^1 \psi'(t) \, dt.
\]

Using Lemma 4 in combination with Lemma 5 shows that under the conditions on the signs of \( \gamma_{i_1,i_2;j_1,j_2}^X - \gamma_{i_1,i_2;j_1,j_2}^Y \) as per assumption, \( \psi' \geq 0 \), hence \( \mathbb{E}(f_k^{\beta,\delta}(X)) \leq \mathbb{E}(f_k^{\beta,\delta}(Y)) \), from which the second claim of the theorem follows by letting \( \beta \to \infty \), thanks to Lemma 1. Again, Lemma 1 combined this time with Lemma 6 and

\[
|\mathbb{E}(f_k^{\beta,\delta}(X)) - \mathbb{E}(f_k^{\beta,\delta}(Y))| \leq \sup_{t\in[0,1]} |\psi'(t)| \leq \frac{\beta k}{4m} (m-k+a_n(2m-1)k\delta) \gamma,
\]

shows that

\[
\left| \mathbb{E}\left( \min_{i_1\in[n]} \sum_{h=m-k+1}^{m} X_{i_1,h} \right) - \mathbb{E}\left( \min_{i_1\in[n]} \sum_{h=m-k+1}^{m} Y_{i_1,h} \right) \right| \
\leq \frac{\beta k}{4m} (m-k+a_n(2m-1)k\delta) \gamma + \frac{1}{\beta \delta} \log n + \frac{1}{\beta} \log \left( \frac{m}{k} \right),
\]
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that is minimized by
\[
\beta = 2 \sqrt{\frac{m \log \binom{m}{k}}{(m - k) k \gamma}} \quad \text{and} \quad \delta = \sqrt{\frac{(m - k) \log n}{ka_n (2m - 1) \log \binom{m}{k}}},
\]
yielding the bounds in the statement.

3 Comparison of min-max statistics of two random matrices, one of which is Gaussian

3.1 The language of Malliavin calculus

The reader is referred e.g. to the monograph [17] for a detailed discussion of the concepts presented in this subsection.

Let \( \mathcal{H} \) be a real separable Hilbert space, and write \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \) to indicate the corresponding inner product. In what follows, we will write \( G = \{ G(h) : h \in \mathcal{H} \} \) to denote a isonormal Gaussian process over \( \mathcal{H} \), that is: \( G \) is a (real) centered Gaussian family indexed by \( \mathcal{H} \) and such that \( \mathbf{E}(G(h)G(g)) = \langle h, g \rangle_{\mathcal{H}} \), for all \( h, g \in \mathcal{H} \). Every \( F \in L^2(\sigma(G)) \) admits a Wiener-Itô chaos expansion of the form
\[
F = \mathbf{E}(F) + \sum_{q=1}^{\infty} I_q(f_q),
\]
where \( f_q \) is an element of the symmetric \( q \)-th tensor product \( \mathcal{H}^\otimes q \) (which is uniquely determined by \( F \)), and \( I_q(f_q) \) is the \( q \)-th multiple Wiener-Itô integral of \( f_q \) with respect to \( G \). One writes \( F \in D^{1,2} \) if
\[
\sum_{q \geq 1} q q! \| f_q \|^2_{\mathcal{H}^\otimes q} < \infty.
\]
For \( F \in D^{1,2} \), we denote by \( DF \) the Malliavin derivative of \( F \). Recall that \( DF \) is by definition a random element with values in \( \mathcal{H} \). The operator \( D \) satisfies a crucial chain rule: if \( \varphi \) is a mapping on \( \mathbb{R}^m \) of class \( C^1 \) with bounded derivatives and if \( F_1, \ldots, F_m \in D^{1,2} \), then \( \varphi(F_1, \ldots, F_m) \in D^{1,2} \), and also
\[
D \varphi(F_1, \ldots, F_m) = \sum_{i=1}^{m} \partial_i \varphi(F_1, \ldots, F_m) DF_i.
\]
For general \( p > 2 \), we write \( F \in D^{1,p} \) if \( F \in L^p(\sigma(G)) \cap D^{1,2} \) and \( \mathbf{E}(\| DF \|^p_{\mathcal{H}}) < \infty \). The adjoint of \( D \), customarily referred to as the divergence operator or the Skorohod integral, is denoted by \( \delta \) and satisfies the duality formula,
\[
\mathbf{E}(\delta(u)F) = \mathbf{E}(\langle u, DF \rangle_{\mathcal{H}})
\]
for all \( F \in D^{1,2} \), whenever \( u : \Omega \to \mathcal{H} \) is contained in the domain \( \text{Dom}(\delta) \) of \( \delta \).
The generator of the Ornstein-Uhlenbeck semigroup, written $L$, is defined by the relation $LF = -\sum_{q \geq 1} qI_q(f_q)$ for every $F$ as in (10) such that $\sum_{q \geq 1} q^2q!\|f_q\|^2_{\mathcal{H} \otimes \mathcal{H}} < \infty$. The pseudo-inverse of $L$, written $L^{-1}$, is the operator defined, as $L^{-1}F = -\sum_{q \geq 1} \frac{1}{q}I_q(f_q)$, for all $F \in L^2(\sigma(G))$ as in (10). The fundamental relation linking the objects introduced above is the identity

$$F = E(F) - \delta(DL^{-1}F),$$

which is valid for any $F \in L^2(\sigma(G))$ (this relation implies in particular that, for every $F \in L^2(\sigma(G))$, $DL^{-1}F \in \text{Dom}(\delta)$).

The notation and setting introduced above will prevail for the rest of the section; also, we will systematically assume that the underlying Hilbert space $\mathcal{H}$ has infinite dimension.

### 3.2 Main estimates

We now fix the following objects: $X = (X_{i_1,i_2})_{(i_1,i_2) \in [n] \times [m]}$ is a centered Gaussian random matrix with covariance matrix $(\sigma_{i_1,i_2,j_1,j_2})_{(i_1,i_2),(j_1,j_2) \in [n] \times [m]}$ (without loss of generality, we can assume that $X$ is extracted from the isonormal Gaussian process $G$); $F = (F_{i_1,i_2})_{(i_1,i_2) \in [n] \times [m]}$ is a centered random matrix with entries $F_{i_1,i_2} \in \mathbb{D}^{1,2}$. We also write $\sigma_{i_1,i_2}$ as shorthand for $\sqrt{\text{Var}(X_{i_1,i_2})}$, $\underline{\sigma}_1 := \min_{i_2 \in [m]} \sigma_{i_1,i_2}$, $\overline{\sigma} = \min_{(i_1,i_2) \in [n] \times [m]} \sigma_{i_1,i_2}$ and $\overline{\sigma} := \max_{(i_1,i_2) \in [n] \times [m]} \sigma_{i_1,i_2}$.

For simplicity, we will now work with statistics such as the ones appearing on the left-hand side of (3) only in the case $k = 1$. To this end, recall that we write $\min\max X$ to indicate $\min_{i_1 \in [n]} \max_{i_2 \in [m]} X_{i_1,i_2}$ and analogously for $F$. Our main findings are contained in the statement of the forthcoming Theorem (2), providing an upper bound on the Kolmogorov distance between the distributions of the min-max’s of $X$ and $F$.

In this section, we make the mild assumption that the covariance structure of the random matrix $X$ is such that

$$P\left(\left\{(i_1,i_2) \in [n] \times [m] : X_{i_1,i_2} = \min \max X\right\} > 1\right) = 0;$$

in other words: we require that, with probability one, there exists a unique pair $(i_*,j_*)$ such that $X_{i_*,j_*} = \min \max X$. This is, for instance, the case when $\text{corr}(X_{i_1,i_2},X_{j_1,j_2}) < 1$ for all distinct pairs $(i_1,i_2)$ and $(j_1,j_2)$, or when $X$ is the matrix associated with the order statistics of a vector $W$, whose components verify $\text{corr}(W_i,W_j) < 1$ for all $i \neq j$, built as described in the proof of Corollary 1. Indeed, by construction, the argument of the min-max of such a matrix is always unique with probability 1.

The next statement is the main achievement of the present section. In the special case $n = 1$, it generalizes both [4, Theorem 2] and [12, Theorem 2.1]. Note that reference [4] only deals with the case in which both $F$ and $X$ are Gaussian.
Theorem 2. Let the above assumptions prevail, suppose that $\varrho > 0$ and let

$$\Delta := E \left( \max_{(i_1, i_2) \in [n] \times [m]} \left| (DF_{i_1, i_2}, -DL^{-1}F_{j_1, j_2}) - \sigma_{i_1, i_2; j_1, j_2} \right| \right).$$

(a) Let $a_{m, i} := E(\max_{i_2 \in [m]} \frac{X_{i_1, i_2}}{\sigma_{i_1, i_2}}), a_{nm} := \frac{1}{n} \sum_{i=1}^{n} a_{m, i}$ and $p_{nm} := n / \log nm$. Suppose that there exist constants $\zeta, \zeta' > 0$ such that $\zeta \leq \varrho \leq \zeta'$. Then, there exists a constant $C > 0$, depending only on $\zeta, \zeta'$, such that

$$\sup_{x \in \mathbb{R}} \left| P(\min \max F \leq x) - P(\min \max X \leq x) \right| \leq C \max(1, a_{nm}^2, \log p_{nm}, \log(1/\Delta))^{1/3} n^{2/3}(\log nm)^{1/3} \Delta^{1/3}.$$

(b) Suppose that there exists a constant $\kappa > 0$ such that $\varrho \geq \kappa$. Then, there exists a constant $\tilde{C} > 0$, depending only on $\kappa$, such that

$$\sup_{x \in \mathbb{R}} \left| P(\min \max F \leq x) - P(\min \max X \leq x) \right| \leq \tilde{C} n^{2/3}(\log m)^{1/3}(\log nm)^{1/3} \Delta^{1/3}.$$

Remark. If $F$ is Gaussian, then the quantity $\Delta$ appearing in (14) is simply the maximal discrepancy – in absolute value – between the entries of the covariance matrices. In this special case, our bounds can be compared with [6, Theorem 2.1]. In particular, specialising such a result to maxima ($r = d$ in the notation of [6]) yields an estimate on the left-hand side of (15) where the mapping $(n, m) \mapsto n^{2/3}(\log m)^{1/3}(\log nm)^{1/3}$ is replaced by an application of the type $(n, m) \mapsto n^a m^b$, with $a, b > 1$, and $\Delta^{1/3}$ is replaced by an index of discrepancy between the two covariance matrices which is of the order $\Delta$, for $\Delta$ converging to zero. We also observe that — reasoning as in [12, Corollary 2.1] — the bounds in the statement of Theorem 2 continue to hold if the matrices $F$ and $X$ are replaced by those with entries $|F_{i_1, i_2}|$ and $|X_{i_1, i_2}|$, respectively (up to a change in the exact value of the absolute constants $C, \tilde{C}$).

We proceed with the proof of Theorem 2. First, we need a bound on the second derivatives the composition of a smooth function with the approximation function $f_k^{\varrho, \delta}$ defined in Lemma 1 (note that, in the statement below, we consider a generic $k \in [m]$ despite only $k = 1$ being relevant for the present section).

Lemma 7. Let $g: \mathbb{R} \to \mathbb{R}$ be twice continuously differentiable with bounded first and second derivatives. Then for all $(i_1, i_2), (j_1, j_2) \in [n] \times [m],

$$\frac{\partial^2 (g \circ f_k^{\varrho, \delta})}{\partial x_{i_1, i_2} \partial x_{j_1, j_2}} = g''(f_k^{\varrho, \delta}) \frac{p_{i_2, j_2}^2}{q_{i_1} q_{j_1}} + g'(f_k^{\varrho, \delta}) \beta \left[ \frac{p_{i_1, j_1}^2 p_{j_2}^2}{q_{i_1} q_{j_1}} + \frac{\delta_{i_1, j_1}}{q_{i_1}} \frac{\delta_{i_2, j_2}}{q_{j_1}} - (1 + \delta) p_{i_1}^2 p_{j_2}^2 + p_{i_2}^2 j_2 + p_{i_2}^2 j_2 \right].$$
In particular
\[
\sum_{(i_1,i_2)\in [n]\times [m]} \left| \frac{\partial^2 (g \circ f_k^{\beta,\delta})}{\partial x_{i_1,i_2} \partial x_{j_1,j_2}} \right| \leq k^2 \|g''\|_{\infty} + 2\beta k(1 + \delta k)\|g'\|_{\infty}.
\]

Proof. By the chain rule we have
\[
\frac{\partial^2 (g \circ f_k^{\beta,\delta})}{\partial x_{i_1,i_2} \partial x_{j_1,j_2}} = g''(f_k^{\beta,\delta}) \frac{\partial f_k^{\beta,\delta}}{\partial x_{i_1,i_2}} \frac{\partial f_k^{\beta,\delta}}{\partial x_{j_1,j_2}} + g'(f_k^{\beta,\delta}) \frac{\partial^2 f_k^{\beta,\delta}}{\partial x_{i_1,i_2} \partial x_{j_1,j_2}},
\]
which yields the statement because of the computations above. The last inequality follows from the computations of Lemma 6, where the diagonals are also taken into account.

The next statement generalises Lemma 5 in [4].

**Lemma 8.** Let \( W \) be a Gaussian random matrix in \( \mathbb{R}^{n \times m} \) with \( \text{Var}(W_{i_1,i_2}) = 1 \) for all \( (i_1,i_2) \in [n] \times [m] \) and (A) holds. Then the distribution of \( \min \max W \) admits a density with respect to the Lebesgue measure given by
\[
g_{n,m}(z) = \varphi(z) \sum_{i=1}^n H_i(z) G_i(z),
\]
where
\[
H_i(z) := \mathbf{P}\left( \max_{\ell \in [m]} W_{i,\ell} = \min \max_{\ell \in [m]} W_{i,\ell} \mid \max_{\ell \in [m]} W_{i,\ell} = z \right)
\]
and
\[
G_i(z) := \sum_{\ell=1}^m e^{\mathbb{E}(W_{i,\ell})z - \mathbb{E}(W_{i,\ell})^2} \mathbf{P}\left( W_{i,k} = \max_{\ell \in [m]} W_{i,\ell} \mid W_{i,k} = z \right).
\]
Moreover \( z \mapsto e^{\mathbb{E}(W_{i,\ell})z - \mathbb{E}(W_{i,\ell})^2} \mathbf{P}\left( W_{i,k} = \max_{\ell \in [m]} W_{i,\ell} \mid W_{i,k} = z \right) \) is non-decreasing as soon as \( \mathbb{E}(W_{i,k}) \geq 0 \).

Proof. Exploiting assumption (A), one hast that, for every real \( t \),
\[
\mathbf{P}\left( \min \max W \leq t \right) = \sum_{i=1}^n \mathbf{P}\left( \max_{\ell \in [m]} W_{i,\ell} = \min \max_{\ell \in [m]} W_{i,\ell} \leq t \right).
\]
Writing
\[
\mathbf{P}\left( \max_{\ell \in [m]} W_{i,\ell} = \min \max_{\ell \in [m]} W_{i,\ell} \leq t \right)
= \int_0^t \mathbf{P}\left( \max_{\ell \in [m]} W_{i,\ell} = \min \max_{\ell \in [m]} W_{i,\ell} = z \right) \mu_i(dz),
\]
where \( \mu_i \) stands for the law of \( \max_{\ell \in [m]} W_{i,\ell} \), we deduce the desired conclusion from Lemmas 5 and 6 in [4].
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The following is a generalization of [4, Theorem 3]. For every \( \varepsilon > 0 \) the anti-concentration function of a r.v. \( Y \) is defined as

\[
\mathcal{L}(Y, \varepsilon) := \sup_{x \in \mathbb{R}} P(|Y - x| \leq \varepsilon).
\]

If \( Y \) is absolutely continuous with essentially bounded density \( f \) then it follows from the definition that

\[
\mathcal{L}(Y, \varepsilon) \leq 2\varepsilon \|f\|_{\infty},
\]

where \( \|\cdot\|_{\infty} \) is the essential supremum.

**Lemma 9** (Anti-concentration inequality, first variant). There exists \( C > 0 \) that depends only on \( \sigma \) and \( \bar{\sigma} \) such that for all \( \varepsilon > 0 \)

\[
\mathcal{L}(\min \max X, \varepsilon) \leq C\varepsilon \left( \sum_{i=1}^{n} a_{m,i} + n \max \left( 1, \sqrt{\log(\sigma/\varepsilon)} \right) \right). \tag{16}
\]

**Proof.** We divide the proof in two steps.

(i) Reduction to unit variance. Let \( x \geq 0 \) arbitrary and let

\[
W_{i_1,i_2} := \frac{X_{i_1,i_2} - x}{\sigma_{i_1,i_2}} + \frac{x}{\bar{\sigma}}.
\]

Then \( \mu_{i_1,i_2} := E(W_{i_1,i_2}) = x\left(\frac{1}{\sigma_{i_1,i_2}} - \frac{1}{\bar{\sigma}}\right) \geq 0 \) and \( \text{Var}(W_{i_1,i_2}) = 1 \). Let \( Z := \min \max W \). Since the function \( \min \max \) is non-decreasing in each argument, we have

\[
P \left( |\min \max X - x| \leq \varepsilon \right) \leq P \left( \left| \min \max_{i_1} \frac{X_{i_1,i_2} - x}{\sigma_{i_1,i_2}} \right| \leq \frac{\varepsilon}{\bar{\sigma}} \right)
\]

\[
\leq \sup_{y \in \mathbb{R}} P \left( \left| \min \max_{i_1} \frac{X_{i_1,i_2} - x}{\sigma_{i_1,i_2}} + \frac{x}{\bar{\sigma}} - y \right| \leq \frac{\varepsilon}{\bar{\sigma}} \right)
\]

\[
= \sup_{y \in \mathbb{R}} P \left( |Z - y| \leq \frac{\varepsilon}{\bar{\sigma}} \right). \tag{17}
\]

(ii) We proceed with bounding the density of \( Z \). Since \( W_{i_1,i_2} \sim \mathcal{N}(\mu_{i_1,i_2}, 1) \), by Lemma 8, assuming (A) we have that the density of \( Z \) has the form

\[
g_{n,m}(z) = \varphi(z) \sum_{i=1}^{n} H_i(z) G_i(z) \leq \varphi(z) \sum_{i=1}^{n} G_i(z) \tag{18}
\]

We know from [4, Lemma 7] that

\[
\varphi(z) G_i(z) \leq 2 \max(z, 1) \exp\left( -\frac{\max(z - \bar{\sigma} - a_{m,i}, 0)^2}{2} \right) \leq 2(\bar{\sigma} + a_{m,i} + 1),
\]
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where \( \mathcal{Z} := x(\frac{1}{\sigma} - \frac{1}{\bar{\sigma}}) \), hence
\[
g_{n,m}(z) \leq 2 \sum_{i=1}^{n} (\mathcal{Z} + a_{m,i} + 1).
\]

In particular, for all \( y \in \mathbb{R} \) and \( t > 0 \) we have
\[
P\left(|Z - y| \leq \frac{\varepsilon}{\sigma}\right) \leq 4 \sum_{i=1}^{n} \left(\mathcal{Z} + a_{m,i} + 1\right)
\]
and using step (i) we get
\[
P\left(|\min \max X - x| \leq \varepsilon\right) \leq \sup_{y \in \mathbb{R}} P\left(|Z - y| \leq \frac{\varepsilon}{\sigma}\right) \leq 4 \sum_{i=1}^{n} \left(\mathcal{Z} + a_{m,i} + 1\right)
\]
Repeating the argument with \( x < 0 \) one gets instead, one gets
\[
P\left(|\min \max X - x| \leq \varepsilon\right) \leq 4 \varepsilon \sigma \left(n|x|\left(\frac{1}{\sigma} - \frac{1}{\bar{\sigma}}\right) + \sum_{i=1}^{n} 1 + a_{m,i}\right).
\]
If \( \sigma = \bar{\sigma} = \sigma \) then \( P\left(|\max X - x| \geq |x| - \varepsilon\right) \leq \varepsilon \sum_{i=1}^{n} 1 + a_{m,i} \). On the contrary if \( \sigma < \bar{\sigma} \), note that the claim is true trivially for \( \sigma/\varepsilon < 1 \). If \( \varepsilon \leq \sigma \) instead, for \( |x| \geq \varepsilon + \sigma\left(\frac{1}{\sigma} \sum_{i=1}^{n} a_{m,i} + \sqrt{2 \log(\sigma/\varepsilon)}\right) \), since the min-max is a Lipschitz function, we can use the Gaussian deviation inequality (see [13, Theorem 7.1])
\[
P\left(|\min \max X - x| \leq \varepsilon\right) \leq P\left(|\max X - x| \geq |x| - \varepsilon\right)
\]
\[
\leq P\left(|\min \max X \geq |x| - \varepsilon\right)
\]
\[
\leq P\left(|\min \max X \geq E(\min \max X) + \sigma\sqrt{2 \log(\sigma/\varepsilon)}\right) \leq \frac{\varepsilon}{\sigma},
\]
where we used the fact that \( \frac{\sigma}{n} \sum_{i=1}^{n} a_{m,i} \geq \frac{1}{n} \sum_{i=1}^{n} E(\max_{i_2 \in [m]} X_{i_1,i_2}) \geq E(\min \max X) \), since \( \min \max X \leq \max_{i_2 \in [m]} X_{i_1,i_2} \) for all \( i \in [n] \). When \( |x| \leq \varepsilon + \sigma\left(\frac{1}{\sigma} \sum_{i=1}^{n} a_{m,i} + \sqrt{2 \log(\sigma/\varepsilon)}\right) \), instead, we get
\[
P\left(|\min \max X - x| \leq \varepsilon\right) \leq 4 \varepsilon \left(n|x|\left(\frac{1}{\sigma} - \frac{1}{\bar{\sigma}}\right) + \sum_{i=1}^{n} 1 + a_{m,i}\right)
\]
\[
\leq 4 \varepsilon \left(n\left(1 - \frac{\sigma}{\bar{\sigma}}\right) + n\left(\frac{\bar{\sigma}}{\sigma} - 1\right) \sqrt{2 \log(\sigma/\varepsilon)} + \left(\frac{\sigma}{\bar{\sigma}} - 1\right) \sum_{i=1}^{n} a_{m,i}\right)
\]
\[
\leq C \varepsilon \left(\sum_{i=1}^{n} a_{m,i} + n \max(1, \sqrt{\log(\sigma/\varepsilon)})\right),
\]
which concludes the proof. \( \square \)
Remark. Rewriting the bound of Lemma 9 as

\[ \mathcal{L}(\min \max X, \epsilon) \leq C n \epsilon (\alpha_{nm} + \max \{1, \sqrt{\log(\sigma/\epsilon)}\}) \]

we see that the multiplicative factor \( n \) cannot be improved. In fact, suppose that the matrix \( X \) is composed by \( n \) i.i.d. rows, which are copies of a \( m \)-dimensional standard Gaussian row vector \( X' \), and let \( \alpha := E(\max X') \). Then

\[ P(\min \max X \geq z) = P(\max X' \geq z)^n, \]

and

\[ \frac{d}{dz} P(\min \max X \geq z) = n P(\max X' \geq z)^{n-1} \frac{d}{dz} P(\max X' \geq z). \]

Exploiting the sub-Gaussian deviation inequality for \( \max X' \) we get that the last expression is less or equal than

\[ n \exp\left(-\frac{(n-1)\max(z-\alpha,0)^2}{2}\right) \times 2 \max(z,1) \exp\left(-\frac{\max(z-\alpha,0)^2}{2}\right), \]

which is uniformly bounded from above by \( 2n(\alpha + 1) \), the desired order.

The following is a generalization of [5, Lemma 4.4].

Lemma 10 (Anti-concentration inequality, second variant). For all \( \epsilon > 0 \)

\[ \mathcal{L}(\min \max X, \epsilon) \leq 2\sqrt{2}\epsilon \sum_{i_1=1}^{n} \frac{1}{\sigma_{i_1}} (\sqrt{2} + \sqrt{\log m}) \leq 2\sqrt{2}\epsilon n (\sqrt{2} + \sqrt{\log m}). \]

Proof. Let \( \Sigma_{i_1} \) be the covariance matrix of the row vector \( X_{i_1} \), in particular \( X_{i_1} = \frac{1}{\sigma_{i_1}^{1/2}} Z_{i_1} + \mu_{i_1} \) for some \( Z_{i_1} \sim N(0, I_m) \). Note that the \( i_2 \)-th row of \( \Sigma_{i_1}^{1/2} \) can be written as \( \sigma_{i_1,i_2} v_{i_1,i_2} \) for some unit-norm row vector \( v_{i_1,i_2} \in \mathbb{R}^{1 \times m} \), which yields

\[ B_x := \left\{ \min_{i_1 \in [n]} \max_{i_2 \in [m]} (\Sigma_{i_1}^{1/2} Z_{i_1} + \mu_{i_1})_{i_2} \leq x \right\} \supseteq \bigcup_{i_1 \in [n]} \left\{ \forall i_2 \in [m] \; v_{i_1,i_2} Z_{i_1} \leq \frac{x - \mu_{i_1,i_2}}{\sigma_{i_1,i_2}} \right\} =: \bigcup_{i_1 \in [n]} C_{i_1,x}. \]

In particular, since \( \min \max X \) is absolutely continuous, its density \( f \) is given by

\[ f(x) = \lim_{\epsilon \to 0} \frac{1}{\epsilon} P(B_{x+\epsilon} \setminus B_x), \]

for almost all \( x \in \mathbb{R} \). For all \( i_1 \in [n] \) we have

\[ C_{i_1,x+\epsilon} = \left\{ \forall i_2 \in [m] \; v_{i_1,i_2} Z_{i_1} \leq \frac{x + \epsilon - \mu_{i_1,i_2}}{\sigma_{i_1,i_2}} \right\} \subseteq \left\{ \forall i_2 \in [m] \; v_{i_1,i_2} Z_{i_1} \leq \frac{x - \mu_{i_1,i_2}}{\sigma_{i_1,i_2}} + \frac{\epsilon}{\sigma_{i_1}} \right\} = C_{i_1,x}. \]
hence

\[ B_{x+\varepsilon} \setminus B_x = \bigcup_{i_1 \in [n]} C_{i_1, x+\varepsilon} \setminus \bigcup_{i_1 \in [n]} C_{i_1, x} \subseteq \bigcup_{i_1 \in [n]} C^{\varepsilon/\sigma_{i_1}}_{i_1, x} \setminus \bigcup_{i_1 \in [n]} C_{i_1, x} \subseteq \bigcup_{i_1 \in [n]} C^{\varepsilon/\sigma_{i_1}}_{i_1, x} \setminus C_{i_1, x}. \]

By the union bound, we deduce that

\[ f(x) \leq \lim_{\varepsilon \to 0} \sum_{i_1=1}^n \frac{1}{\varepsilon} P\left(C^{\varepsilon/\sigma_{i_1}}_{i_1, x} \setminus C_{i_1, x}\right). \]

Using Nazarov’s inequality (see [14]) on each term of the last sum gives that

\[ \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} P\left(C^{\varepsilon/\sigma_{i_1}}_{i_1, x} \setminus C_{i_1, x}\right) \leq \frac{2\sqrt{2}}{\sigma_{i_1}} \left(\sqrt{2} + \sqrt{\log m}\right), \]

which allows us to conclude. \(\Box\)

Remark. In the previous Lemma, it is not necessary for \(X\) to be centered.

In the case \(n = 1\), the next statement is a generalization of [4, Theorem 1] (case of \(F\) Gaussian) and [12, Theorem 2.1] (general case).

**Proposition 1.** Let \(g: \mathbb{R} \to \mathbb{R}\) be twice continuously differentiable with bounded first and second derivatives. Then

\[ \left| E\left(g \circ f_1(F)\right) - E\left(g \circ f_1(X)\right) \right| \leq \left(\frac{1}{2}\|g''\|_\infty + \beta(1+\delta)\|g'\|_\infty\right)\Delta \]

In particular, in view of Lemma 1, it also holds

\[ \left| E\left(g(\min \max F)\right) - E\left(g(\min \max X)\right) \right| \leq \left(\frac{1}{2}\|g''\|_\infty + \beta(1+\delta)\|g'\|_\infty\right)\Delta + \left(\frac{1}{\beta} \log m + \frac{1}{\beta\delta}\log n\right)\|g'\|_\infty. \]

**Proof.** We may assume that \(F\) and \(X\) are independent, without loss of generality. Consider their interpolation given by

\[ Z(t) := \sqrt{t}F + \sqrt{1-t}F, \]

for all \(t \in [0, 1]\). Let \(\varphi := g \circ f_1\) (note that by Lemma 7, all second partial derivatives of \(\varphi\) bounded) and consider the function \(\Psi(t) := E\left(\varphi(Z(t))\right)\). Then \(\Psi\) is differentiable in \([0, 1]\) and there its derivative is equal to

\[ \Psi'(t) = \frac{1}{2} \sum_{(j_1, j_2) \in [n] \times [m]} E\left(\frac{\partial \varphi}{\partial x_{j_1, j_2}}(Z(t)) \frac{F_{j_1, j_2}}{\sqrt{t}} - \frac{X_{j_1, j_2}}{\sqrt{1-t}}\right). \]
By independence and integration by parts we deduce that

\[
\sum_{(j_1,j_2)\in[n]\times[m]} \mathbb{E}\left( \frac{\partial \varphi}{\partial x_{j_1,j_2}}(Z(t)) \frac{X_{j_1,j_2}}{\sqrt{1-t}} \right) = \sum_{(i_1,i_2)\in[n]\times[m]} \mathbb{E}\left( \frac{\partial^2 \varphi}{\partial x_{i_1,i_2}\partial x_{j_1,j_2}}(Z(t)) \sigma_{i_1,i_2;j_1,j_2} \right).
\]

Analogously, reasoning as in the proof of [17, Theorem 6.1.1] yields that

\[
\sum_{(j_1,j_2)\in[n]\times[m]} \mathbb{E}\left( \frac{\partial \varphi}{\partial x_{j_1,j_2}}(Z(t)) \frac{F_{j_1,j_2}}{\sqrt{t}} \right) = \sum_{(i_1,i_2)\in[n]\times[m]} \mathbb{E}\left( \frac{\partial^2 \varphi}{\partial x_{i_1,i_2}\partial x_{j_1,j_2}}(Z(t)) (DF_{i_1,i_2} - DL^{-1}F_{j_1,j_2}) \right).
\]

Hence

\[
\Psi'(t) = \frac{1}{2} \sum_{(i_1,i_2)\in[n]\times[m]} \mathbb{E}\left( \frac{\partial^2 \varphi}{\partial x_{i_1,i_2}\partial x_{j_1,j_2}}(Z(t)) (DF_{i_1,i_2} - DL^{-1}F_{j_1,j_2} - \sigma_{i_1,i_2;j_1,j_2}) \right).
\]

We eventually conclude that

\[
|\mathbb{E}(\varphi(F)) - \mathbb{E}(\varphi(X))| \leq \|\varphi''\|_{\infty} \leq \left( \frac{1}{2}\|g''\|_{\infty} + \beta(1+\delta)\|g'\|_{\infty} \right) \Delta,
\]

using Lemma 7 with \( k = 1 \).

**Lemma 11.** There exists a constant \( C > 0 \) such that for all \( A \subset \mathbb{R} \) measurable we have

\[
\mathbb{P}(\min \max F \in A) \leq \mathbb{P}(\min \max X \in A^{\bar{\varepsilon}}) + C \frac{\log nm}{\varepsilon^2} \Delta,
\]

for all \( \varepsilon > 0 \).

**Proof.** Let \( \delta = 1 \) and \( \varepsilon = \frac{1}{5} \log nm \). Then by Lemma 1 we get

\[
\mathbb{P}(\min F \in A) \leq \mathbb{P}(f_{1}^{\beta,1}(F) \in A^{\varepsilon}) = \mathbb{E}(1_{A^{\varepsilon}}(f_{1}^{\beta,1}(F))).
\]

Now we use the fact that there exists a universal constant \( c > 0 \) such that for all \( \varepsilon > 0 \) there exists a smooth function \( g: \mathbb{R} \to \mathbb{R} \) such that \( \|g'\|_{\infty} \leq \frac{1}{\varepsilon}, \|g''\|_{\infty} \leq \frac{c}{\varepsilon}, \) and \( 1_{A^{\varepsilon}} \leq g \leq 1_{A^{4\varepsilon}} \). For such \( g \), by monotonicity and inequality above we get

\[
\mathbb{P}(\min F \in A) \leq \mathbb{E}(1_{A^{\varepsilon}}(f_{1}^{\beta,\delta}(F))) \leq \mathbb{E}(g(f_{1}^{\beta,\delta}(F))).
\]

Now by Proposition 1 we get

\[
|\mathbb{E}(g(f_{1}^{\beta,1}(F))) - \mathbb{E}(g(f_{1}^{\beta,1}(X))))| \leq \left( \frac{c}{2\varepsilon^2} + \frac{2c}{\varepsilon^2} \log nm \right) \Delta = \frac{5c}{2} \frac{\log nm}{\varepsilon^2} \Delta.
\]

\[22\]
Since
\[ E(g(f_1^{\beta,1}(X))) \leq E(1_A^{\epsilon}(f_1^{\beta,1}(X))) \leq E(1_{A^{\epsilon}}(f_1^{\beta,1}(X))) = P(\min \max X \in A^{\epsilon}), \]
we can conclude. \hfill \square

Finally, we need one more technical Lemma, proved in [12, Lemma A.3].

**Lemma 12.** Consider two random variables $U$ and $V$. Suppose that there exist two positive constants $\epsilon_1$ and $\epsilon_2$ such that for all measurable set $A \subseteq \mathbb{R}$
\[ P(U \in A) \leq P(V \in A^{\epsilon_1}) + \epsilon_2. \]
Then
\[ \sup_{x \in \mathbb{R}} |P(U \leq x) - P(V \leq x)| \leq \sup_{x \in \mathbb{R}} P(|V - x| \leq \epsilon_1) + \epsilon_2. \]

We are now ready to prove our main results.

**Proof of Theorem 2 (a).** Note that if $\Delta \geq 1$ the result is trivially true. So we can assume $\Delta \in (0, 1)$.

Lemma 11 allows to use Lemma 12 with $\epsilon_1 = 5\epsilon$ and $\epsilon_2 = C \frac{\log nm}{\epsilon^2} \Delta$, to get
\[ \sup_{x \in \mathbb{R}} |P(\min \max F \leq x) - P(\min \max X \leq x)| \leq \sup_{x \in \mathbb{R}} P(|\min \max X - x| \leq 5\epsilon) + C \frac{\log nm}{\epsilon^2} \Delta. \] (19)

We can now use Lemma 9 to estimate the first summand, hence
\[
\sup_{x \in \mathbb{R}} |P(\min \max F \leq x) - P(\min \max X \leq x)| \\
\leq C' \epsilon \left( \sum_{i=1}^{n} a_{m,i} + n \max(1, \sqrt{\log(\sigma/\epsilon)}) \right) + C \frac{\log nm}{\epsilon^2} \Delta \\
\leq C'' \epsilon \max(1, \alpha nm, \sqrt{\log(1/\epsilon)}) + C \frac{\log nm}{\epsilon^2} \Delta.
\]

Let $p_{nm} = n/\log nm$. We can estimate the right hand side by choosing
\[ \epsilon^3 = \frac{\Delta}{p_{nm} \max(1, \alpha nm, \sqrt{\log(1/\epsilon)})}, \]
which yields
\[
\sup_{x \in \mathbb{R}} |P(\min \max F \leq x) - P(\min \max X \leq x)| \\
\leq n^{2/3} \log(nm)^{1/3} \Delta^{1/3} \left[ C'' \max(1, \alpha nm, \sqrt{\log(1/\epsilon)}) \right]^{1/3} \\
+ C \max(1, \alpha nm, \sqrt{\log p_{nm}, \sqrt{\log(1/\Delta)^{2/3}}}).
\]
Since \( \max(1, \alpha_{nm}, \log p_{nm}, \sqrt{\log(1/\Delta)})^{2/3} = \max(1, \alpha_{nm}^2, (\log p_{nm})^2, \log(1/\Delta))^{1/3} \) we are done if we show that there exists a constant \( \tilde{C} \) such that
\[
\max(1, \alpha_{nm}^2, \log(1/\varepsilon)) \leq \tilde{C} \max(1, \alpha_{nm}^2, \log p_{nm}, \log(1/\Delta)).
\]

Let \( \xi := \max(\alpha_{nm}, \sqrt{\log p_{nm}}, \sqrt{\log(1/\Delta)}) \). Then
\[
\log\left(\frac{1}{\varepsilon}\right) = \frac{1}{3} \log \frac{p_{nm} \max(1, \log p_{nm}, \xi)}{\Delta} \leq \max\left(\log p_{nm}, \log(1/\Delta), \max(0, \log \log p_{nm}, \log \xi)\right).
\]

Hence,
\[
\log\left(\frac{1}{\varepsilon}\right) \leq \max(1, \log \alpha_{nm}, \log p_{nm}, \log(1/\Delta)),
\]
which concludes the first claim.

**Proof of Theorem 2 (b).** As in eq. (19) we have
\[
\sup_{x \in \mathbb{R}} |\mathbf{P}(\min \max F \leq x) - \mathbf{P}(\min \max X \leq x)| \leq \sup_{x \in \mathbb{R}} \mathbf{P}(|\min \max X - x| \leq 5\varepsilon) + C \frac{\log nm}{\varepsilon^2} \Delta.
\]

We can apply Lemma 10 to obtain
\[
\sup_{x \in \mathbb{R}} |\mathbf{P}(\min \max F \leq x) - \mathbf{P}(\min \max X \leq x)| \leq C' n\sqrt{\log m} + C \frac{\log nm}{\varepsilon^2} \Delta.
\]

for some \( C' > 0 \) which depends only on \( m \). The last expression is minimized by choosing
\[
\varepsilon = \left(\frac{2C'(\log nm)\Delta}{C'n\sqrt{\log m}}\right)^{1/3},
\]
which yields
\[
\sup_{x \in \mathbb{R}} |\mathbf{P}(\min \max F \leq x) - \mathbf{P}(\min \max X \leq x)| \leq \tilde{C} n^{2/3}(\log m)^{1/3}(\log nm)^{1/3} \Delta^{1/3},
\]
concluding the proof.

**4 Application to matrices of multiple stochastic integrals**

We will now apply our previous findings to matrices of multiple Wiener-Itô integrals, as introduced in Section 3.1 (whose setting will prevail throughout).
4.1 A general estimate

Let \( q, N \in \mathbb{N} \) and consider three sequences of natural numbers \( d = d(N), n = n(N) \) and \( m = m(N) \). For every \( (i_1, i_2) \in [n] \times [m] \), we consider a random variable of the type

\[
F_{i_1, i_2} = F_{i_1, i_2}^N := I_q(f_{i_1, i_2}^N),
\]

where \( I_q \) indicates a multiple stochastic integral of order \( q \geq 2 \) and \( f_{i_1, i_2}^N = f_{i_1, i_2}^N \in \mathcal{S}^{\otimes q} \) (when there is no risk of confusion, and in order to simplify the presentation, we will sometimes avoid to write the superscript \( N \)).

**Proposition 2.** Suppose that for all \( N \in \mathbb{N} \), \( X^N = (X_{i_1, i_2}^N)_{(i_1, i_2) \in [n] \times [m]} \) is a centered Gaussian random matrix with covariance matrix \((\sigma_{i_1, i_2, j_1, j_2}^N)_{(i_1, i_2) \in [n] \times [m]}\) and \( F^N = (F_{i_1, i_2}^N)_{(i_1, i_2) \in [n] \times [m]} \) is the random matrix described as above. Suppose moreover that there exists a constant \( c > 0 \) such that \( \sigma_{1, 1}^N \geq c \) for all \( N \in \mathbb{N} \) (where we used the same notation introduced at the beginning of Section 3.2).

If

\[
A := \max_{(i_1, i_2) \in [n] \times [m]} \left| \sigma_{i_1, i_2, j_1, j_2}^N - E[F_{i_1, i_2}F_{j_1, j_2}] \right| n^2(\log m)(\log nm)
\]

and

\[
B := \max_{(i_1, i_2) \in [n] \times [m]} \left( E(F_{i_1, i_2}^4) - 3E(F_{i_1, i_2}^2)^2 \right) n^4(\log m)^2(\log nm)^{2q},
\]

then there exists a constant \( C > 0 \) independent of \( N \) such that

\[
\sup_{x \in \mathbb{R}} |P(\min \max F^N \leq x) - P(\min \max X^N \leq x)| \leq C(A^{1/3} + B^{1/6}).
\]

**Remark.** The content of Proposition 2 can be regarded as further confirmation of the so-called (multidimensional) fourth moment phenomenon (see e.g. [17, Chapters 5 and 6]). According to this notion, if \( \{F_n\} \) is a sequence of random vectors whose components belong to Gaussian Wiener chaoses of fixed orders, then \( \{F_n\} \) verifies a multidimensional central limit theorem if and only if the covariance matrices of \( \{F_n\} \) converges pointwise, and the fourth cumulants of its components converge to zero. The main contribution of Proposition 2 is that of providing (in the case of min-max statistics) a bound with explicit dimensional dependences. See [16] for a constantly updated repository of papers connected to fourth moment theorems and related results.

**Remark.** Note that for \( n = 1 \) and \( q = 2 \) we recover [12, Theorem 3.1].

**Proof.** We know from [12, Lemma 2.2] that, for \( \Delta \) as defined in (14), one has that

\[
\Delta \leq \max_{(i_1, i_2) \in [n] \times [m]} \left| \sigma_{i_1, i_2, j_1, j_2}^N - E[F_{i_1, i_2}F_{j_1, j_2}] \right| + C_q \log^{q-1} \left( 2n^2m^2 - 1 + \epsilon^{q-2} \right) \max_{(i_1, i_2) \in [n] \times [m]} \sqrt{E(F_{i_1, i_2}^4) - 3E(F_{i_1, i_2}^2)^2},
\]
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for some constant $C_q$ depending only on $q$. Note that since $q$ is fixed we can bound $\log^{q-1}(2n^2m^2 - 1 + e^{q-2}) \leq \tilde{c} \log^{q-1}(nm)$ for some constant $\tilde{c} > 0$. The conclusion is reached by applying Theorem 2 (b) as follows

$$
\sup_{x \in \mathbb{R}} |P(\min \max F^N \leq x) - P(\min \max X^N \leq x)|
\leq C_1 \left( \max_{(i_1, i_2) \in [n] \times [m]} \sigma_{i_1, i_2}^N \right)^{1/3} \left( \frac{\sigma_{i_1, i_2}^N}{\sqrt{n}} \right)^{1/6}
\leq C_2 \left( \max_{(i_1, i_2) \in [n] \times [m]} \left( E(F_{i_1, i_2})^4 - 3E(F_{i_1, i_2}^2)^2 \right) n^4 (\log m)^2 (\log n)^2 \right)^{1/6},
$$

where $C_1, C_2 > 0$ are constants that do not depend on $N$, thanks to the fact that $\sigma_{i_1, i_2}^N$ is bounded from below by an absolute constant.

\[ \square \]

### 4.2 An illustration

We will now briefly illustrate our findings with an example inspired by the statistical procedures for testing the absence of lead-lag effects in time series, as put forward in [12, Section 4.1]. See the remark at the end of this section for a statistical interpretation of our findings.

We start by considering a 4-dimensional Gaussian process $Z(t) = (B_1(t), B_2(t), \tilde{B}_1(t), \tilde{B}_2(t))$ on the real line, with the following characteristics: (a) each coordinate of $Z$ is a standard Brownian motion issued from zero, (b) $B_i$ and $\tilde{B}_i$ are independent, for $i = 1, 2$, (c) the dependence among other pairs of coordinates of $Z$ is arbitrary. We also write $B := (B_1, B_2)$ and $\tilde{B} := (\tilde{B}_1, \tilde{B}_2)$, and denote by $W^\theta(\cdot) = \tilde{B}(\cdot - \theta)$ the process $\tilde{B}$ translated in the direction $\theta \in \mathbb{R}$.

For some $T, b, w > 0$, we now suppose to observe the process $B$, respectively $W^\theta$, at a finite set of points in time $T_B = \{0, \frac{T}{bN}, \frac{2T}{bN}, \ldots, \frac{bN}{bN} \}$, respectively $T_W^\theta = \{0, \frac{T}{wN}, \frac{2T}{wN}, \ldots, \frac{wN}{wN} \}$, in such a way that $|T_B| \sim bN$ and $|T_W^\theta| \sim wN$. For every $\theta \in \mathbb{R}$, we also introduce the following two (centered) statistics $U^N_1(\theta)$, $U^N_2(\theta)$, that can be seen as special cases of the general class defined in [12, Introduction and Section 4.1],

$$
U^N_1(\theta) = \sum_{i=1}^{bN} \sum_{j=1}^{wN} \left( B_1 \left( \frac{iT}{bN} \right) - B_1 \left( \frac{(i-1)T}{bN} \right) \right) \times \left( W^\theta_1 \left( \frac{jT}{wN} \right) - W^\theta_1 \left( \frac{(j-1)T}{wN} \right) \right) \mathbb{1}_{\{\frac{(i-1)T}{bN}, \frac{iT}{bN}, \frac{(j-1)T}{wN}, \frac{jT}{wN} \neq \emptyset\}}
$$
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and
\[
U^N_2(\theta) = \sum_{i=1}^{[b_N]} \sum_{j=1}^{[w_N]} \left( B_2 \left( \frac{iT}{b_N} \right) - B_2 \left( \frac{(i-1)T}{b_N} \right) \right) \times \left( W^2_\theta \left( \frac{jT}{w_N} \right) - W^2_\theta \left( \frac{(j-1)T}{w_N} \right) \right) 1_{\left\{ \left( \frac{(i-1)T}{b_N} \cdot \frac{jT}{w_N} \right) \cap \left( \frac{(j-1)T}{w_N} \cdot \frac{iT}{b_N} \right) \neq \emptyset \right\}}.
\]

We are interested in the fluctuations of the following statistic
\[
\sqrt{N} \min_{i \in \{1,2\}} \max_{\theta \in \Theta_N} |U^N_i(\theta)|,
\]
where \(\Theta_N\) is an index set such that \(|\Theta_N| = m(N) \in \mathbb{N}\). In order to study the asymptotic properties of the aforementioned object, it is appropriate to apply Proposition 2 to the matrix
\[
F^N = \left( \sqrt{N} |U^N_i(\theta)| \right)_{(i,\theta) \in [2] \times \Theta_N},
\]
setting \(q = 2\) and \(n \equiv 2\) (see the final claim in the Remark following Theorem 2).

**Proposition 3.** Suppose that for all \(N \in \mathbb{N}\), \(X^N = (X^N_{i,\theta})_{(i,\theta) \in [2] \times \Theta_N}\) is a \(2 \times m\) centered Gaussian random matrix whose columns have the same covariance matrix as the respective columns of the random matrix \(F^N\), and denote by \(|X|^N\) the matrix whose entries are given by the absolute values of the corresponding entries of \(X^N\). Then there is an absolute constant \(c > 0\)
\[
\sup_{x \in \mathbb{R}} |\mathbf{P}(\min \max |X|^N \leq x) - \mathbf{P}(\min \max F^N \leq x)| \leq c \frac{\log^6 m}{N}.
\]

**Proof.** Note that the construction of \(T_B\) and \(T_{W\theta}\) ensures that assumptions [A1] and [A2] of [12, Section 4.1] are met. Moreover, as in [12, Lemma B.7], we have that
\[
\max_{i,\theta} \mathbf{E}((\sqrt{N}U^N_i(\theta))^4) - 3\mathbf{E}((\sqrt{N}U^N_i(\theta))^2)^2 \leq \frac{c}{N}
\]
for some constant \(c > 0\) depending only on \(\rho_1\) and \(\rho_2\). Since \(n\) is fixed and \(q = 2\), we recover the claimed inequality from Proposition 2. \(\square\)

Proposition 3 implies that min-max \(F^N\) is asymptotically close to the min-max of a suitable Gaussian random matrix as long as \(\log|\Theta_N| = o(N^{1/6})\).

**Remark.** There is no conceptual difficulty in extending the previous convergence results to the case in which the correlation between \(B_i\) and \(\tilde{B}_i\) equals some non zero parameter \(\rho_i, i = 1, 2\). In this case, given a fixed nonzero \(a \in (-1,1)\), the corresponding modification of the statistics \(U^N_1(\theta), U^N_2(\theta)\) can in principle be used to solve the following statistical hypothesis testing problem:
\[ H_0 : \rho_1 = 0 \text{ or } \rho_2 = 0, \quad \text{(null hypothesis)} \]
\[ H_1 : \rho_1 = \rho_2 = a. \]

We regard this line of investigation as a separate topic, and leave it open for further investigation.
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