DYNAMIC COLORING PARAMETERS FOR GRAPHS WITH GIVEN GENUS
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ABSTRACT. A proper vertex coloring of a graph $G$ is $r$-dynamic if for each $v \in V(G)$, at least $\min\{r, d(v)\}$ colors appear in $N_G(v)$. In this paper we investigate $r$-dynamic versions of coloring, list coloring, and paintability. We prove that planar and toroidal graphs are $3$-dynamically $10$-colorable, and this bound is sharp for toroidal graphs. We also give bounds on the minimum number of colors needed for any $r$ in terms of the genus of the graph: for sufficiently large $r$, every graph with genus $g$ is $r$-dynamically $((r+1)(g+5)+3)$-colorable when $g \leq 2$ and $r$-dynamically $((r+1)(2g+2)+3)$-colorable when $g \geq 3$. Furthermore, each of these upper bounds for $r$-dynamic $k$-colorability also holds for $r$-dynamic $k$-choosability and for $r$-dynamic $k$-paintability. We develop a method to prove that certain configurations are reducible for each of the corresponding $r$-dynamic parameters.

1. Introduction

For a graph $G$ and positive integer $r$, an $r$-dynamic coloring of $G$ is a proper vertex coloring such that for each $v \in V(G)$, at least $\min\{r, d(v)\}$ distinct colors appear in $N_G(v)$. The $r$-dynamic chromatic number, denoted $\chi_r(G)$, is the minimum $k$ such that $G$ admits an $r$-dynamic $k$-coloring. Montgomery [15] introduced 2-dynamic coloring and the generalization to $r$-dynamic coloring.

List coloring was introduced independently by Vizing [19] and by Erdős, Rubin, and Taylor [5]. A list assignment $L$ for $G$ assigns to each vertex $v$ a list $L(v)$ of permissible colors. Given a list assignment $L$ for a graph $G$, if a proper coloring $\phi$ can be chosen so that $\phi(v) \in L(v)$ for all $v \in V(G)$, then $G$ is $L$-colorable. The choosability of $G$ is the least $k$ such that $G$ is $L$-colorable for any list assignment $L$ satisfying $|L(v)| \geq k$ for all $v \in V(G)$. We consider the $r$-dynamic version of this parameter. For further work, see [1, 10, 11]. A graph $G$ is $r$-dynamically $L$-colorable when an $r$-dynamic coloring can be chosen from the list assignment $L$. The $r$-dynamic choosability of $G$, denoted $\text{ch}_r(G)$, is the least $k$ such that $G$ is $r$-dynamically $L$-colorable for every list assignment $L$ satisfying $|L(v)| \geq k$ for all $v \in V(G)$.

Zhu [22] and Schauz [16] independently introduced an online version of choosability, which is modeled by the following game.

Definition 1.1. Suppose $G$ is a graph and that each vertex $v \in V(G)$ is assigned a positive number $f(v)$ of tokens. The $f$-paintability game is played by two players: Lister and Painter. On the $i$th round, Lister marks a nonempty set of uncolored vertices; each marked vertex loses one token. Painter responds by choosing a subset of the marked set that forms an independent set in the graph and assigning color $i$ to each vertex in that subset. Lister wins the game by marking a vertex with no tokens, and Painter wins by coloring all vertices.

We say $G$ is $f$-paintable when Painter has a winning strategy in the $f$-paintability game. When $G$ is $f$-paintable and $f(v) = k$ for all $v \in V(G)$, we say that $G$ is $k$-paintable. The least $k$ such that $G$ is $k$-paintable is the paint number (or online choice number) of $G$, denoted by $\text{ch}(G)$.
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In the $f$-paintability game, Painter’s goal is to generate a proper coloring of the graph. We say that a graph $G$ is "$r$-dynamically $k$-paintable" when Painter has a winning strategy that produces an $r$-dynamic coloring of $G$ when all vertices have $k$ tokens. The least $k$ such that Painter can accomplish this is the $r$-dynamic paint number, denoted by $ch_r(G)$.

The square of a graph $G$, denoted $G^2$, is the graph resulting from adding an edge between every pair of vertices of distance 2 in $G$. For any graph $G$, it is clear that

$$
\chi(G) = \chi_1(G) \leq \chi_2(G) \leq \cdots \leq \chi_{\Delta(G)}(G) = \cdots = \chi(G^2),
$$

$$
ch(G) = ch_1(G) \leq ch_2(G) \leq \cdots \leq ch_{\Delta(G)}(G) = \cdots = ch(G^2),
$$

and that $\chi_r(G) \leq ch_r(G) \leq ch_r(G)$ for all $r$. Thus we can think of $r$-dynamic coloring as bridging the gap between coloring a graph and coloring its square.

Wegner [21] conjectured bounds for the chromatic number of squares of planar graphs given their maximum degree. For a graph $G$ with $\Delta(G) \leq 3$, proper colorings of $G^2$ and 3-dynamic colorings of $G$ are equivalent. Thomassen [18] proved Wegner’s conjecture for maximum degree 3, showing that $\chi_3(G) \leq 7$ for any planar subcubic graph $G$. Cranston and Kim [4] studied the list coloring version, and proved that when $G$ is a planar subcubic graph, $\chi_3(G) \leq 7$ if the girth is at least 7 and $\chi_3(G) \leq 6$ if the girth is at least 9.

Thomassen [17] proved that planar graphs are 5-choosable, and Voigt [20] proved sharpness. Schauz [16] further proved that planar graphs are 5-paintable. Kim, Lee, and Park [12] proved that planar graphs are actually 2-dynamically 5-choosable. Their proof involves showing that every planar graph has a planar supergraph with an edge in the neighborhood of every vertex. They then invoke Thomassen’s result that planar graphs are 5-choosable to obtain their result. By using Schauz’s result that planar graphs are 5-paintable instead, Kim, Lee, and Park’s result is strengthened to the following corollary.

**Corollary 1.2.** If $G$ is a planar graph, then $\hat{ch}_2(G) \leq 5$.

Heawood [6] proved that for $g > 0$, graphs of (orientable) genus $g$ are $(h(g) - 1)$-degenerate and hence $h(g)$-colorable, where

$$
h(g) = \left\lfloor \frac{7 + \sqrt{1 + 48g}}{2} \right\rfloor.
$$

Because $(k-1)$-degenerate graphs are $k$-paintable, this also shows that graphs with genus $g$ are $h(g)$-paintable. Chen et al. [3] proved that such a graph is 2-dynamically $h(g)$-choosable. Mahoney [14] strengthened their result to prove that such a graph is 2-dynamically $h(g)$-paintable.

Our main results are on the 3-dynamic chromatic number, choosability, and paint numbers for planar and toroidal graphs. We will call a graph *toroidal* if it can be drawn on the torus without crossing edges; in particular, we consider planar graphs to also be toroidal.

**Theorem 1.3.** If $G$ is a toroidal graph, then $\chi_3(G) \leq ch_3(G) \leq ch_3(G) \leq 10$.

Theorem 1.3 is sharp: the Petersen graph $P$ has maximum degree 3 and diameter 2, so $\chi_3(P) = \chi(P^2) = \chi(K_{10}) = 10$.

Our proofs use the Discharging Method. A *configuration* in a graph is a set of vertices that satisfies some specified condition, for example, a condition on the degrees or adjacencies of the vertices in the configuration. We say that a configuration in a graph is *reducible* for a graph property if it cannot occur in a minimal graph failing that property. We say that a partial coloring of a graph $G$ *extends* if the uncolored vertices can be assigned colors so that the coloring for all of $V(G)$ is an $r$-dynamic coloring of $G$.

As an immediate corollary of Theorem 1.3 we have that:
Corollary 1.4. If $G$ is a planar graph, then $\chi_3(G) \leq \text{ch}_3(G) \leq \overline{\text{ch}}_3(G) \leq 10$.

We do not believe that Corollary 1.4 is sharp; the proof we give relies heavily on showing that the configuration consisting of two adjacent vertices both having degree 3 is reducible for 3-dynamic 10-paintability. An example of a planar graph $G$ with $\chi_3(G) = 7$ is the graph obtained from $K_4$ by subdividing the three edges incident to one vertex, shown in Figure 1. Note that $G$ has maximum degree 3 and diameter 2, so $\chi_3(G) = \chi(G^2) = \chi(K_7)$.

In Section 2, we provide a reduction procedure and a winning strategy for Painter. When any $r$-dynamic coloring of $G'$ may be extended to vertices of $V(G) - V(G')$ and form an $r$-dynamic coloring of $G$, we give additional conditions under which Painter can win the $r$-dynamic paintability game on $G$.

In Section 3, we show that several configurations are reducible for 3-dynamic 10-paintability. Our reduction procedure from Section 2 also implies that each configuration is reducible for 3-dynamic 10-choosability and 3-dynamic 10-colorability. In Section 4, we complete the proof of Theorem 1.3 by using the Discharging Method to show that the configurations listed in Section 3 form a set that is unavoidable by a toroidal graph.

Finally, in Section 5, we consider graphs with higher genus. Let $\gamma(G)$ denote the minimum genus of a surface on which $G$ embeds.

Theorem 1.5. Let $G$ be a graph, and let $g = \gamma(G)$.

1. If $g \leq 2$ and $r \geq 2g + 11$, then $\text{ch}_r(G) \leq (g + 5)(r + 1) + 3$.
2. If $g \geq 3$ and $r \geq 4g + 5$, then $\text{ch}_r(G) \leq (2g + 2)(r + 1) + 3$.

Even though Theorem 1.5 requires a lower bound on $r$, by (1), it gives an upper bound on $\text{ch}_r(G)$ for all $r$.

2. Framework for Reducibility Arguments

In Sections 3 and 5, we consider several reducibility arguments. From a high-level view, standard reducibility arguments involve extending a coloring of only part of a graph to the whole graph. Remark 2.3 provides a general method for making reducibility arguments in the paintability, choosability, and classical graph coloring contexts.

Remark 2.3 is phrased in terms of the strongest parameter, paintability. We must address the issue that in the $f$-paintability game, Painter cannot “wait until the end” to color a particular part of the graph. Given a graph $G$ and $S \subseteq V(G)$, instead of extending a coloring of $G - S$ to $S$ as in colorability or choosability, there will be rounds when Painter must color vertices in both $S$ and $G - S$. Remark 2.3 gives a strategy for Painter to color vertices in $S$ on the same round as vertices in $G - S$ when certain conditions are met.

Given a graph $G$ and a vertex $v \in V(G)$, let the closed neighborhood of $v$, denoted $N_G[v]$, be $N_G(v) \cup \{v\}$. Additionally, for a set $S \subseteq V(G)$, let $N_G[S] = \bigcup_{v \in S} N_G[v]$ and $N_G(S) = N_G[S] - S$. Let $[k] = \{1, 2, \ldots, k\}$. We say a vertex $v$ is rejected in the Lister/Painter game each time $v$ is marked by Lister, but not colored by Painter.

Let $G$ and $G'$ be graphs satisfying $V(G') \subseteq V(G)$. We say that $G'$ is $r$-extendable to $G$ if every $r$-dynamic coloring of $G'$ extends to an $r$-dynamic coloring of $G$. It is not necessary for $G'$ to be
a subgraph of $G$. In fact, Example 2.1 shows one instance where it is necessary for $G'$ to contain edges that are not in $E(G)$.

**Example 2.1.** Let $r > 1$ and let $G$ be a graph. Suppose that $x \in V(G)$ has degree 2 with $N(x) = \{y, z\}$ and that $yz \notin E(G)$. Let $G' = G – x$. Any $r$-dynamic coloring of $G'$ that gives $y$ and $z$ the same color does not extend to an $r$-dynamic coloring of $G$ since $N(x)$ will not contain at least 2 colors.

We overcome this problem by letting $G' = (G \cup \{yz\}) – x$. Any $r$-dynamic coloring of $G'$ gives $y$ and $z$ different colors, so $N(x)$ always receives two colors. However, while an $r$-dynamic coloring of $G'$ gives $N_{G'}(w)$ at least $\min \{r, d(w)\}$ colors for $w \in \{y, z\}$, it may be the case that $N_{G}(w) – v$ receives only $\min \{r, d(w)\} – 1$ colors for $w \in \{y, z\}$ since $y$ and $z$ are not neighbors of each other in $G$. By forcing $x$ to avoid $\min \{r, d(w)\} – 1$ colors used on $N_{G}(w) – v$ for $w \in \{y, z\}$, we can ensure that an $r$-dynamic coloring of $G'$ extends to an $r$-dynamic coloring of $G$.

When $G'$ is $r$-extendable to $G$, a winning strategy for Painter on $G'$ may be combined with a strategy on $G – G'$ to produce an $r$-dynamic coloring of $G$. To state this process more formally, we give the following definition.

**Definition 2.2.** Let $G'$ be a graph that is $r$-extendable to $G$. We say that Painter plays a $G'$-first strategy in the $r$-dynamic $k$-paintability game on $G$ if the following conditions are satisfied:

- $G'$ is $r$-dynamically $k$-paintable.
- For any marked set $M$ in the game on $G$, Painter’s response $D$ contains a winning response $D'$ to the marked set $M \cap V(G')$ in the $r$-dynamic $k$-paintability game on $G'$.
- At the end of each round, the colored vertices form a partial coloring of $G$ that extends to an $r$-dynamic coloring of $V(G)$.

If Painter wins the $r$-dynamic $k$-paintability game on $G'$ by playing a $G'$-first strategy $S$, then Painter is always winning in the auxiliary game being played on $G'$, regardless of what is being marked and colored in $V(G) – V(G')$. Let $T = V(G) – V(G')$. By giving an upper bound on how many times Painter rejects each vertex of $T$ by playing according to $S$, we show that Painter has a winning strategy in the game on $G$. The following remark is stated more generally in [13].

**Remark 2.3.** Given graphs $G$ and $G'$, where $G'$ is both $r$-dynamically $k$-paintable and $r$-extendable to $G$, let $T = V(G) – V(G')$. If Painter has a $G'$-first strategy on $G$ such that each $v \in T$ is rejected at most $k$ times, then $G$ is $r$-dynamically $k$-paintable.

Remark 2.3 holds because it describes the conditions for an inductive strategy to succeed for Painter. We may relax “$k$-paintable” in both the hypothesis and conclusion of Remark 2.3 to be “$k$-choosable” or “$k$-colorable” and still obtain the desired result. Thus Remark 2.3 serves as a general tool for proving upper bounds on the $r$-dynamic chromatic, choice, and paint numbers.

We now give an application of Remark 2.3. Kim and Park [13] use the Discharging Method to give results about 2-dynamic choosability of sparse graphs. Their proof omits proving that 1-vertices are reducible for 2-dynamic 4-choosability. We give a complete proof and strengthen their result by showing that 1-vertices and 2-vertices adjacent to 3-vertices are reducible for 2-dynamic 4-paintability.

The maximum average degree of a graph $G$, denoted $\text{Mad}(G)$, is $\max_{H \subseteq G} \frac{2|E(H)|}{|V(H)|}$.

**Lemma 2.4 ([13]).** The following configurations form an unavoidable set for 2-dynamic 4-paintability when $G$ is a planar graph with girth at least 7 or a graph other than $C_5$ satisfying $\text{Mad}(G) < \frac{8}{3}$:

1. a 1-vertex,
2. a 2-vertex adjacent to a 3-vertex.
Kim and Park [13] use the choosability version of Lemma 2.4 to show that graphs with maximum average degree less than $8/3$ and planar graphs of girth at least 7 are 2-dynamically 4-choosable. However, $\text{ch}_2(C_5) = 5$. We use Lemma 2.4 to correct and strengthen these results.

**Theorem 2.5.** Let $G$ be a connected graph other than $C_5$. If $\text{Mad}(G) < \frac{8}{3}$ or $G$ is a planar with girth at least 7, then $\text{ch}_2(G) \leq 4$.

**Proof.** If $\Delta(G) \leq 2$, then $\text{ch}_2(G) = \text{ch}(G^2)$, and so $\Delta(G^2) \leq 4$. By the paintability analogue of Brooks’ Theorem [8], we have that $\text{ch}(G^2) \leq \Delta(G^2) \leq 4$ unless $G^2$ is a complete graph of order at least 5. Since $G \neq C_5$, we conclude that $\text{ch}_2(G) \leq 4$.

Thus $\Delta(G) > 2$, and it suffices by Lemma 2.4 to show that a 1-vertex and a 2-vertex adjacent to a 3-vertex are reducible for 2-dynamic 4-paintability. To prove reducibility, we may assume that $G$ is a minimal graph failing to be 2-dynamically 4-paintable. In each case, we define $G'$, which is 2-dynamically 4-paintable by minimality. We then assume that Painter plays according to a $G'$-first strategy and use Remark 2.3 to show that Painter wins the game on $G$.

**Case 1:** Let $v$ be a 1-vertex.

Let $G' = G - v$. Since $K_2$ is trivially 2-dynamic 4-paintable, we may assume that $N_G(v) = \{u\}$ and $d(u) > 1$. If $v$ is marked on the round in which $u$ is colored, then Painter rejects $v$. Painter also rejects $v$ if there is a round in which all other neighbors of $u$ are being colored. Thus $v$ is rejected at most two times.

**Case 2a:** Let $d(u) = d(v) = 2$ where $uv \in E(G)$.

Since $\Delta(G) > 2$, we may select $u$ so that its other neighbor $u'$ has degree at least 3. Let $v'$ be the neighbor of $v$ other than $u$. Let $G' = G - \{u, v\}$. Painter rejects $u$ on rounds in which $v$ or $u'$ is colored. Painter also rejects $u$ in a round if $v$ is not yet 2-dynamic but $v'$ is being colored. Painter rejects $v$ on rounds in which $v'$ is colored. Painter also rejects $v$ in a round if $u$ is not yet 2-dynamic but that $u'$ is being colored. Lastly, Painter rejects $v$ in a round if $v'$ is not yet 2-dynamic but that another neighbor of $v'$ is being colored. Thus $u$ and $v$ are each rejected at most three times.

**Case 2b:** Let $d(u) = 3$ and $d(v) = 2$ where $uv \in E(G)$.

Let $T$ be the set of 2-neighbors of $u$, let $G' = G - u - T$, and let $v'$ be the neighbor of $v$ other than $u$. Note that $T$ is nonempty since $v \in T$. Case 2a implies that for $w \in T$, the neighbor of $w$ other than $u$ has degree at least 3. Painter rejects $u$ whenever the other neighbor of a vertex in $T$ is colored. For $w \in T$, let $w'$ be the neighbor of $w$ other than $u$. Painter rejects each $w \in T$ whenever $u$, $w'$, or $v'$ is colored. Thus each vertex in $T \cup u$ is rejected at most three times.

In each case, Remark 2.3 implies that the configuration is reducible for 2-dynamic 4-paintability.

\[\square\]

**3. Reducibility Arguments**

We use “reducible” in this section to mean “reducible for 3-dynamic 10-paintability”. We say that a vertex $w$ is *dull* if $w$ has fewer than $\min \{3, d_G(w)\} - 1$ different colors on $N_G(w)$ during a round in the 3-dynamic 10-paintability game.

To show that each of the following configurations is reducible, by Remark 2.3 it suffices to find a graph $G'$ that is 3-extendable to $G$ and embeds on the torus, and a $G'$-first strategy for Painter. Anytime that our construction $G'$ has edges added to $G$, we ignore multiedges. For example, in Lemma 3.2 if $y_1y_2, y_2y_3 \in E(G)$, then $G' = G - \{v_1, v_2\}$. Additionally, in all cases, the edge can be added to the induced embedding to get a toroidal embedding of $G'$.

In some cases we must avoid coloring a vertex $v \in V(G) - V(G')$ in a round if it has a dull neighbor $u$ such that $uv \in E(G') - E(G)$ and a neighbor of $u$ is being colored by Painter in that round. The coloring of $V(G')$ that results from the $G'$-first strategy may not be $r$-dynamic, but the color on $w$ doesn’t contribute towards $u$ being $r$-dynamic in $G$ since $uw \notin E(G)$. By ensuring that $v$ adds a color to $N_G(u)$ when $u$ has fewer than $\min \{3, d_G(w)\} - 1$ colors, we prevent $N_G(u)$ from
Lemma 3.1. A vertex of degree at most 2 is reducible.

Proof. Suppose $G$ has a 1-vertex $v$ with neighbor $u$ (Figure 2(i)). Let $G' = G - v$. Observe that $G'$ is 3-extendable to $G$. Painter plays a $G'$-first strategy and rejects $v$ on a round if $u$ is being colored that round according to the $G'$-first strategy. Painter also rejects $v$ on rounds in which $u$ is dull and a neighbor of $u$ is being colored. Since $v$ is rejected at most 3 times, Painter wins by Remark 2.3.

Suppose $G$ has a 2-vertex $v$ with neighbors $y$ and $z$ (Figure 2(ii)). Let $G' = (G \cup yz) - v$. Because $y$ and $z$ are on the same face, we may add the edge $yz$ to $G'$. Since $yz$ is in $E(G')$, we ensure that when Painter plays a $G'$-first strategy, the colors on $y$ and $z$ will be distinct. Thus $G'$ is 3-extendable to $G$. Painter rejects $v$ on rounds in which $z$ is colored or when $z$ is dull and a neighbor of $z$ is being colored. Symmetrically, Painter rejects $v$ in the corresponding situations with $y$. Since $v$ is rejected at most 6 times, Painter wins. □

Lemma 3.2. A pair of adjacent 3-vertices is reducible.

Proof. Lemma 3.1 implies that it suffices to consider a pair of vertices $v_1$ and $v_2$ with $d_G(v_i) = 3$ for $i \in \{1, 2\}$. Let $y_i$ and $z_i$ be the other neighbors of $v_i$ (Figure 3). Let $G' = (G \cup \{y_1z_1, y_2z_2\}) - \{v_1, v_2\}$. Observe that $G'$ is 3-extendable to $G$.

For $i \in \{1, 2\}$, Painter rejects $v_i$ when $y_1, y_2, z_1,$ or $z_2$ are colored. Painter also rejects $v_i$ when $y_i$ or $z_i$ is dull and a neighbor of that vertex is being colored. Lastly, Painter rejects $v_2$ when $v_1$ is colored. Since $v_1$ is rejected at most $4 + 2 + 2$ times and $v_2$ is rejected at most $9$ times, Painter wins. □

We say that a 3-face is expensive when it contains a 3-vertex and a 4-face is expensive when it contains two 3-vertices. Lemma 3.2 implies that the 3-vertices on an expensive 4-face must be nonadjacent.

Lemma 3.3. Let $v$ be a $d$-vertex that is contained in $e_3$ expensive 3-faces and $e_4$ expensive 4-faces. If the number of 3-neighbors of $v$ is $k$, $k \geq 2$, and $d + k - e_3 - e_4 < 10$, then $v$ is reducible.
Proof. Since $k \geq 2$, Lemmas 3.1 and 3.2 imply that $d \geq 4$. Let $x_1, \ldots, x_k$ be the 3-neighbors of $v$ in clockwise order, and let $v, y_i, z_i$ be the neighbors in clockwise order of $x_i$ for $i \in [k]$ (Figure 4). Let $S = \{v, x_1, \ldots, x_k\}$ and $E' = \{y_i z_i : i \in [k]\}$, and let $G' = (G \cup E') - S$. Observe that $G'$ is 3-extendable to $G$.

Painter rejects $x_i$ when $v, y_i, z_i$ are colored, or when $y_i$ or $z_i$ is dull and a neighbor of that vertex is being colored. Painter also rejects $x_2$ when $x_1$ is colored, and when $k \geq 3$ Painter rejects $x_3$ when $x_2$ or $x_1$ are colored. Thus each $x_i$ is rejected at most 9 times. Painter rejects $v$ whenever a vertex of $N_G(v) - \{x_1, \ldots, x_k\}$ is colored. Painter also rejects $v$ when a vertex in $\{y_i, z_i : i \in [k]\}$ is colored. Thus Painter rejects $v$ at most $|N_G(v) - \{x_1, \ldots, x_k\} \cup \{y_i, z_i : i \in [k]\}|$ times. When $x_i$ is on an expensive 3-face, then one of $y_i$ or $z_i$ is in $N_G(v) - \{x_1, \ldots, x_k\}$ and is already avoided. When $x_i$ and $x_{i+1}$ are on an expensive 4-face, we have that $z_i = y_{i+1}$. Thus $|(N_G(v) - \{x_1, \ldots, x_k\}) \cup \{y_i, z_i : i \in [k]\}| \leq d - k + 2k - e_3 - e_4$. If $d - 2k - e_3 - e_4 < 10$, then Painter wins. \qed

Lemma 3.4. A 4-vertex with a 3-neighbor is reducible.

Proof. By Lemmas 3.2 and 3.3 it suffices to consider a 4-vertex $v_1$ with exactly one 3-neighbor $v_2$. Let $y_1$ and $z_1$ be neighbors of $v_1$, and let $y_2$ and $z_2$ be the neighbors of $v_2$ other than $v_1$ (Figure 5). Because $y_1$ and $z_1$ are on the same face, we may add the edge $y_1 z_1$ to $G'$. Let $G' = (G \cup \{y_1 z_1, y_2 z_2\}) - \{v_1, v_2\}$. Observe that $G'$ is 3-extendable to $G$.

For $i \in \{1, 2\}$, Painter rejects $v_i$ when $y_1, z_1, y_2, z_2$ are colored. Painter also rejects $v_i$ when $y_i$ or $z_i$ is dull and a neighbor of that vertex is being colored. Additionally, Painter rejects $v_1$ when its neighbor other than $v_2, y_1$, or $z_1$ is colored. Lastly, Painter rejects $v_2$ when $v_1$ is colored. For $i \in \{1, 2\}$, Painter rejects $v_i$ at most 9 times. \qed

Lemma 3.5. A (possibly non-facial) 3-cycle containing at most one 5+ -vertex is reducible.

Proof. If a 3-cycle contains a 3-vertex, then Lemma 3.4 implies the result. Thus we may assume that the 3-cycle contains a 4-vertex $v_1$. Lemma 3.3 implies that the other vertices on the 3-cycle are
Lemma 3.6. Let $uv$ be the common edge of two adjacent 3-faces with $d_G(v) \leq 5$. If the neighbors of $v$ off these 3-faces are $4^+$-vertices, then $\{v\}$ is reducible.

Proof. Suppose that $v$ is a $5^-$-vertex. Let $wxy$ and $wz$ be 3-faces (Figure 7). Note that if $v$ is a $4^+$-vertex, then Lemma 3.4 implies any other neighbor of $v$ is a $4^+$-vertex and the additional condition is unnecessary. Let $G' = (G \cup \{yz\}) - \{v\}$. Observe that $G'$ is 3-extendable to $G$.

For $i \in \{1, 2\}$, Painter rejects $v_i$ when $y_1, y_2$, or $z$ is colored, and when $y_i$ is dull and one of its neighbors is being colored. Also, Painter rejects $v_2$ when $v_1$ is colored. For $i \in \{1, 2\}$, Painter rejects each $v_i$ at most 8 times.

Lemma 3.7. Let $v$ be a $7^-$-vertex with a $4^+$-neighbor $x$. If $v$ has no 3-neighbors (aside from possibly $x$) and is on more than one 3-face, then $\{v, x\}$ is reducible.

Proof. We show that there cannot be a 3-face containing $v$ but not $x$. After showing this, it follows that any 3-face containing $v$ must use the edge $xv$. Lemma 3.6 implies there is at most one such face. Let $y$ and $z$ be other neighbors of $x$ that are on a shared face with $x$ (Figure 8). Let $G' = (G \cup \{yz\}) - \{v, x\}$. Observe that $G'$ is 3-extendable to $G$.

Painter rejects $v$ when any vertex in $N_G(v) \cup \{y, z\}$ is colored. Painter rejects $x$ when any vertex in $N_G(x)$ is colored, and when $v, y$, or $z$ is dull and a neighbor of the dull vertex is being colored. Since each of $x$ and $y$ is rejected at most 9 times, Painter wins.

Lemma 3.8. Vertices $u, v, x, y, z$ forming 3-faces $vzx, vxy$, and $vyu$ (vertices given in clockwise order) with $d_G(v) \leq 6$ is reducible.

Proof. Suppose $d_G(v) < 7$ (Figure 9). Lemma 3.6 implies that $d_G(x) \geq 5$ and $d_G(y) \geq 5$. Thus $v$ has at most four 3-neighbors. Lemma 3.3 implies that $vyu$ is not an expensive 3-face; in particular $d_G(u) > 3$. Let $G' = (G \cup \{yz\}) - v$. Observe that $G'$ is 3-extendable to $G$. 
Figure 8. Configuration for Lemma 3.7: $d_G(v) \leq 7$; $d_G(x) \leq 4$; $v$ has no other 3-neighbors.

Figure 9. Configuration for Lemma 3.8: $d_G(v) \leq 6$.

Figure 10. Configuration for Lemma 3.9: $d_G(v) = d_G(u_2) = 3$.

Painter rejects $v$ when any of $N_G(v)$ is colored. If Painter blindly rejects $v$ when $y$ or $z$ is dull and a neighbor of that vertex is being colored, then $v$ may be rejected $6 + 2 + 2$ times, which is too many so we must state Painter’s strategy more carefully. Since $y$ and $z$ share a common neighbor $x$, we instead have Painter reject $v$ when any vertex in $N_G(v) \cup \{x\}$ is colored. Additionally, Painter rejects $v$ if $N_G(y) - \{v, x\}$ has no colors but has a vertex that is being colored; at the end of the game $N_G(y) - \{v, x\}$ will have at least one color distinct from those on $x$ and $v$, so $y$ will be 3-dynamic. Similarly, Painter rejects $v$ if $N_G(z) - \{v, x\}$ has no colors but has a vertex that is being colored. Under this strategy, $v$ is rejected at most 9 times, and Painter wins. \[\square\]

Lemma 3.9. An expensive 4-face sharing an edge with a 3-face is reducible.

Proof. Lemma 3.2 implies that the 3-vertices of the expensive 4-face are not adjacent, and Lemma 3.4 implies that the other vertices on the 4-face are $5^+$-vertices. Let $vu_1z$ be the 3-face sharing an edge with the 4-face $vyu_2u_1$ where $d_G(v) = d_G(u_2) = 3$ (Figure 10). Let $G' = (G \cup yz) - v$. Observe that $G'$ is 3-extendable to $G$, and that $u_2$ guarantees that $u_1$ and $y$ receive distinct colors in any 3-dynamic coloring of $G'$.

Painter rejects $v$ when any vertex in $N_G(v)$ is colored, or when $y$ or $z$ is dull and a neighbor of that vertex is being colored. Since $v$ is rejected at most 7 times, Painter wins. \[\square\]

One additional configuration is needed for the torus.

Lemma 3.10. A 4-face with no $5^+$-vertex is reducible.

Proof. Lemma 3.4 implies that it suffices to consider a face $v_1v_2v_3v_4$ in which all vertices have degree 4. For $i \in [4]$, let $y_i$ and $z_i$ be neighbors (taken clockwise) of $v_i$ not on the 4-face. Let $S = \{v_1, \ldots, v_4\}$, and let $G' = G - S$. Observe that $G'$ is 3-extendable to $G$. 
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Lemmas 3.4 and 3.5 imply that $d_G(w) \geq 4$ for each $w \in N_G(S)$ and that $z_i \neq y_{i+1}$ where indices are taken mod 4. Thus if $d_G(y_i) = 2$ or $d_G(z_i) = 2$ for some $i \in [4]$, then that vertex is adjacent to $v_{i+2}$ with indices taken mod 4.

Painter rejects $v_1$ in a round if any of the following conditions hold:
- $y_1$ or $z_1$ is colored.
- If $d_G(y_1) = 2$ and one of the neighbors in $G'$ of $y_1$ is being colored.
- If $d_G(z_1) = 2$ and one of the neighbors in $G'$ of $z_1$ is being colored.
- Both $y_2$ and $z_2$ are being colored or both $y_4$ and $z_4$ are being colored.

Painter rejects $v_2$ in a round if any of the following conditions hold:
- $v_1$, $y_2$ or $z_2$ is colored.
- If $d_G(y_2) = 2$ and one of the neighbors in $G'$ of $y_2$ is being colored.
- If $d_G(z_2) = 2$ and one of the neighbors in $G'$ of $z_2$ is being colored.
- Both $y_1$ and $z_1$ are being colored or both $y_3$ and $z_3$ are being colored.

Painter rejects $v_3$ in a round if any vertex in $\{v_1, v_2, y_2, z_2, y_3, z_3, y_4, z_4\}$ is colored. Painter rejects $v_4$ in a round if any vertex in $\{v_1, v_2, v_3, y_1, z_1, y_3, z_3, y_4, z_4\}$ is colored. For $i \in [4]$, Painter rejects $v_i$ at most 9 times.

We now verify that this strategy for Painter produces a 3-dynamic coloring of $G$. Distinct colors are given to $\{v_1, v_2, v_3, v_4\}$, and each $v_i$ avoids the colors on $y_i$ and $z_i$. Thus Painter's strategy produces a proper coloring of $V(G)$.

If any $w \in N_G(S)$ has $d_G(w) = 2$, then its neighbors provide two colors to $N_G(w)$, and either $v_1$ or $v_2$ will provide a third color. For any $w \in N_G(S)$ with $d_G(w) \geq 3$, Painter's strategy will result in at least three colors appearing in $N_G(w) - S$. Since the colors on $\{v_1, v_2, v_3, v_4\}$ are all distinct, it suffices to show that for $i \in [4]$, either $y_i$ or $z_i$ has a color distinct from both $v_{i-1}$ and $v_{i+1}$ with indices taken mod 4. The fourth conditions for Painter rejecting $v_1$ or $v_2$, together with the rules for Painter rejecting $v_3$ and $v_4$, ensures that this is the case.

\[\square\]

4. DISCHARGING FOR TOROIDAL GRAPHS

In this section, we give the discharging argument for Theorem 1.3.

**Lemma 4.1.** Every toroidal graph has one of the reducible configurations from Section 3.

**Proof.** Suppose Lemma 4.1 is false and let $G$ be a graph embedded in the torus with none of the configurations from Section 3.

For $x \in V(G) \cup F(G)$, let $c(x)$ be the initial charge on $x$, and let $c^*(x)$ be the final charge on $x$. We use face charging: for a vertex $v$ we set $c(v) = 2d(v) - 6$, and for a face $f$ we set $c(f) = \ell(f) - 6$. By Euler's formula, the sum of initial charge is

\[
\sum_{v \in V(G)} (2d(v) - 6) + \sum_{f \in F(G)} (\ell(f) - 6) = 4|E(G)| - 6|V(G)| - 2|E(G)| + 2|E(G)| - 6|F(G)| \leq 0.
\]

Using that $G$ has none of the reducible structures from Section 3, we will argue that after following the rules below the final charge on each vertex and face of $G$ is non-negative. Because charge is only moved, and neither created nor destroyed, we use this to obtain a contradiction. This contradiction shows that every toroidal graph must have a reducible configuration, and thus that every toroidal graph is 3-dynamically 10-paintable.

By Lemma 3.1, $G$ has no 2-vertices so all vertices start with non-negative charge. Thus our discharging rules consist of vertices giving charge to the faces. Recall that a 3-face is expensive if it has a 3-vertex and a 4-face is expensive if it has two 3-vertices. Say a 3-face is costly when it contains a 4-vertex. By Lemma 3.5 a 3-face has at most one 4-vertex. By Lemma 3.2 a 4-face has at most two 3-vertices. Additionally, if a 4-face has two 3-vertices, then Lemma 3.4 implies
that they are nonadjacent, and since Lemma 3.3 applied to a $5^-$-vertex $v$ implies that $v$ is not on any expensive faces, we have that the other vertices of an expensive 4-face are $6^+$-vertices. If a 4-face has exactly one 3-vertex, then Lemma 3.4 implies that its neighbors are $5^+$-vertices. Finally, Lemma 3.2 implies that a 5-face has at most two 3-vertices and that if a 5-face has two 3-vertices, then they are not adjacent. Figure 11 shows the discharging rules for all possible faces of length at most 5.

We move charge according to the following rules which are illustrated in Figure 11 for all faces receiving charge.

(R1) A 3-face with a 3-vertex takes $\frac{3}{2}$ from each of its $5^+$-vertices.
(R2) A 3-face with a 4-vertex takes $\frac{1}{2}$ from each of its 4-vertices and $\frac{5}{4}$ charge from each of its $5^+$-vertices.
(R3) A 3-face with no 4$^-$-vertices takes 1 from each of its vertices.
(R4) A 4-face with exactly two 3-vertices takes 1 from each of its $6^+$-vertices.
(R5) A 4-face with exactly one 3-vertex takes $\frac{1}{2}$ from its vertex opposite the 3-vertex and $\frac{3}{4}$ charge from its other two vertices.
(R6) A 4-face with no 3-vertices takes $\frac{1}{2}$ from each of its vertices.
(R7) A 5-face with two 3-vertices takes $\frac{1}{2}$ from their common neighbor on the face and $\frac{1}{4}$ charge from its two other vertices.
(R8) A 5-face with at most one 3-vertex takes $\frac{1}{4}$ from each of its $4^+$-vertices.
(R9) A $6^+$-face takes $\frac{1}{4}$ from each incident $4^+$-vertex.

First we argue that every face ends with non-negative charge. Let $f$ be a face. Suppose $\ell(f) = 3$, so $c(f) = -3$. Since $f$ has at most one 4$^-$-vertex, exactly one of (R1)-(R3) applies to $f$. Under any of (R1)-(R3), $f$ receives 3 so $c^*(f) = 0$.

Suppose $\ell(f) = 4$, so $c(f) = -2$. The cases that $f$ has two, one, or zero 3-vertices are covered by (R4)-(R6). Under any of (R4)-(R6), $f$ receives 2 so $c^*(f) = 0$. 

Figure 11. Discharging rules.
Suppose \( \ell(f) = 5 \), so \( c(f) = -1 \). The cases that \( f \) has two 3-vertices, or at most one 3-vertex are covered by (R7) and (R8). Under either, \( f \) receives at least 1 and \( c^*(f) \geq 0 \).

Suppose \( \ell(f) \geq 6 \), so \( c(f) \geq 0 \). Since faces never lose charge, and by Lemma 3.2 \( f \) gains charge from at least one vertex, so we have \( c^*(f) > 0 \).

It remains to show that every vertex ends with non-negative charge. We further show that 5\(^+\)-vertices end with positive charge. Let \( w \) be a vertex. By Lemma 3.1 \( d(w) \geq 3 \).

**Case 1:** \( d(w) = 3 \).
We have \( c(w) = 0 \), and \( w \) neither gives nor receives charge. Thus \( c^*(w) = 0 \).

**Case 2:** \( d(w) = 4 \).
We have \( c(w) = 2 \), and Lemma 3.4 implies that \( w \) has no 3-neighbors. Thus \( w \) only gives charge under (R2), (R5), (R6), and (R8), and \( w \) gives at most \( \frac{1}{2} \) to each of four incident faces. Thus \( c^*(w) \geq 2 - 4 \cdot \frac{1}{2} = 0 \).

**Case 3:** \( d(w) = 5 \).
We have \( c(w) = 4 \), and Lemma 3.3 implies that if \( w \) has at least two 3-neighbors, then \( w \) has exactly five 3-neighbors. Thus \( w \) can have zero, one, or five 3-neighbors. We break into cases based on the number of 3-neighbors of \( w \).

**Case 3a:** \( w \) has no 3-neighbors.
By (R2) and (R3), \( w \) gives at most \( \frac{3}{4} \) to costly 3-faces and at most 1 to other 3-faces; by (R5), (R6), and (R8) \( w \) gives at most \( \frac{1}{2} \) to each incident 4\(^+\)-face. By Lemma 3.6 \( w \) is on at most two 3-faces. If \( w \) is not on any costly 3-face, then \( c^*(w) \geq 4 - 2 \cdot 1 - 3 \cdot \frac{1}{2} > 0 \). If \( w \) is on a costly 3-face, then by Lemma 3.7 it is no other 3-face and so \( c^*(w) \geq 4 - 1 \cdot \frac{3}{4} - 4 \cdot \frac{1}{2} > 0 \).

**Case 3b:** \( w \) has exactly one 3-neighbor \( x \).
Lemma 3.7 implies that \( w \) is incident to at most one 3-face as in Figure 12. If \( w \) is not on a 3-face, then by (R5)–(R8), it gives at most \( \frac{3}{4} \) to each incident face. Thus \( c^*(w) \geq 4 - 5 \cdot \frac{3}{4} > 0 \).

If \( w \) is on a 3-face \( f \) with \( x \), then (R1) implies that \( w \) gives \( \frac{3}{2} \) to \( f \). By (R5)–(R8), \( w \) gives at most \( \frac{3}{4} \) to the other face shared with \( x \), and at most \( \frac{1}{2} \) to each other incident face. Thus \( c^*(w) \geq 4 - 1 \cdot \frac{3}{2} - 1 \cdot \frac{3}{4} - 3 \cdot \frac{1}{2} > 0 \). If \( w \) is on a 3-face \( f \) that does not contain \( x \), then (R5)–(R8) implies that \( w \) gives at most \( \frac{3}{2} \) to each face shared with \( x \), at most \( \frac{5}{2} \) to \( f \), and at most \( \frac{1}{2} \) to the remaining incident faces. Thus \( c^*(w) \geq 4 - 2 \cdot \frac{3}{4} - 1 \cdot \frac{5}{2} - 2 \cdot \frac{1}{2} > 0 \).

**Case 3c:** \( w \) has five 3-neighbors.
Lemma 3.3 implies \( w \) is not on any 4\(^-\)-faces because such a face would be expensive. So by (R7), and (R8) \( w \) gives at most \( \frac{1}{2} \) to each face, and thus \( c^*(w) \geq 4 - 5 \cdot \frac{1}{2} > 0 \).

**Case 4:** \( d(w) = 6 \).
We have \( c(w) = 6 \). Lemma 3.3 implies that \( w \) does not have exactly two or three 3-neighbors. We break into cases based on the number of 3-neighbors of \( w \).
Lemma 3.8 implies that these are 4-faces. So then by (R5), (R6), and (R8) $c$ gives at most $\frac{4}{3}$ to each other incident face. Thus $c^*(w) \geq 6 - 4 \cdot 1 - 2 \cdot \frac{1}{3} > 0$.

Case 4b: $w$ has exactly one 3-neighbor $x$.

Lemma 3.7 implies $w$ is incident to at most one 3-face as in Figure 12. If $w$ has no incident 3-faces, then by (R5)–(R8) $w$ gives at most $\frac{3}{4}$ to the faces with $x$ and at most $\frac{1}{3}$ to each other incident face. Thus $c^*(w) \geq 6 - 2 \cdot \frac{3}{4} - 4 \cdot \frac{1}{3} > 0$. If $w$ is on a 3-face $f$ containing $x$, then by (R1) $w$ gives $\frac{2}{3}$ to $f$, and by (R5), (R7), and (R8) $w$ gives at most $\frac{3}{4}$ to the other incident face containing $x$, and at most $\frac{1}{2}$ to each other incident face. So $c^*(w) \geq 6 - 1 \cdot \frac{3}{4} - 1 \cdot \frac{3}{4} - 4 \cdot \frac{1}{2} > 0$. Finally, if $w$ is on a 3-face $f$ that does not contain $x$, then by (R5)–(R8) $w$ gives at most $\frac{3}{4}$ to each incident face containing $x$. By (R2), and (R3), $w$ gives at most $\frac{5}{4}$ to $f$, and by (R5), (R6), and (R8) $w$ gives at most $\frac{1}{2}$ to the remaining incident faces. Thus $c^*(w) \geq 6 - 2 \cdot \frac{3}{4} - 1 \cdot \frac{5}{4} - 3 \cdot \frac{1}{2} > 0$.

Case 4c: $w$ has exactly four 3-neighbors.

Lemma 3.3 implies $w$ is on no expensive faces. So $w$ is on at most one 3-face, to which $w$ gives at most $\frac{4}{3}$. Furthermore, $w$ gives at most $\frac{4}{3}$ to each other incident face. Thus $c^*(w) \geq 6 - 1 \cdot \frac{4}{3} - 5 \cdot \frac{4}{3} > 0$.

Case 4d: $w$ has exactly five 3-neighbors.

Lemma 3.3 implies $w$ is on at most one expensive face $f$. So $w$ gives at most $\frac{3}{2}$ to $f$, if it exists, and at most $\frac{3}{2}$ to any other incident face. Thus $c^*(w) \geq 6 - 1 \cdot \frac{3}{2} - 5 \cdot \frac{3}{2} > 0$.

Case 4e: $w$ has six 3-neighbors.

Lemma 3.3 implies that $w$ is on at most two expensive faces $f$ and $f'$. Lemma 3.2 implies that these are 4-faces. So $w$ gives at most 1 to $f$, at most 1 to $f'$, and at most $\frac{3}{4}$ to any other incident face. Thus $c^*(w) \geq 6 - 2 \cdot 1 - 4 \cdot \frac{3}{4} > 0$.

Case 5: $d(w) = 7$.

We have $c(w) = 8$, and Lemma 3.3 implies that $w$ does not have exactly two 3-neighbors. We break into cases based on the number of 3-neighbors of $w$.

Case 5a: $w$ has no 3-neighbors.

By (R2), $w$ gives at most $\frac{4}{3}$ to a costly 3-face, and $w$ is incident to at most 4 such faces. By (R3), and (R5)–(R8), $w$ gives at most 1 to each other incident face. Additionally, if $w$ is on four costly 3-faces (Figure 13), then Lemma 3.3 implies that at least one of the other faces containing $w$ is not a 3-face and thus by (R5)–(R9) takes at most $\frac{1}{3}$ from $w$. Thus either $c^*(w) \geq 8 - 3 \cdot \frac{4}{3} - 4 \cdot 1 > 0$ or $c^*(w) \geq 8 - 4 \cdot \frac{4}{3} - 2 \cdot 1 - 1 \cdot \frac{1}{3} > 0$ based on whether or not $w$ is on four costly 3-faces.

Case 5b: $w$ has exactly one 3-neighbor $x$.

Lemma 3.7 implies that at most one 3-face contains $w$ and $x$; if such a face exists (Figure 14(i)), then $w$ gives $\frac{3}{2}$ to it by (R1). By (R5)–(R8), $w$ gives at most $\frac{4}{3}$ to any other face incident to $x$ and $w$. Lemma 3.6 implies that $w$ is incident to at most four costly 3-faces. By (R2), $w$ gives $\frac{4}{3}$ to each costly 3-face. Finally, by (R3), and (R6)–(R8) $w$ gives at most 1 to each other incident face. If $w$
is on at most three costly 3-faces, then \( c^*(w) \geq 8 - 1 \cdot \frac{3}{2} - 1 \cdot \frac{3}{4} - 2 \cdot \frac{5}{4} - 2 \cdot 1 = 0 \). Otherwise, \( w \) is on four costly 3-faces (Figure 14(ii)), then neither of the faces containing \( x \) are 3-faces. Thus \( c^*(w) \geq 8 - 2 \cdot \frac{3}{4} - 4 \cdot \frac{5}{4} - 2 \cdot 1 > 0 \).

To show that \( c^*(w) > 0 \), we must only consider the case that \( x \) and \( w \) share an expensive 3-face and a 4-face, and that \( w \) is on exactly three costly 3-faces; possible instances of this configuration are shown in Figure 15. However, Lemma 3.5 implies that if \( w \) is contained in three costly 3-faces, then \( w \) is contained in a 4-face, which takes at most \( \frac{1}{2} \) from \( w \). Thus \( c^*(w) \geq \frac{1}{2} \).

Case 5c: \( w \) has exactly three 3-neighbors (Figure 16).

Lemma 3.3 implies that \( w \) is on at most one expensive face. Additionally, \( w \) is on at most two costly 3-faces. So \( c^*(w) \geq 8 - 1 \cdot \frac{3}{2} - 2 \cdot \frac{5}{4} - 4 \cdot 1 = 0 \).

Case 5d: \( w \) has exactly four 3-neighbors.

Lemma 3.3 implies that \( w \) is on at most one expensive face. Additionally, \( w \) is on at most two costly 3-faces. So \( c^*(w) \geq 8 - 1 \cdot \frac{3}{2} - 2 \cdot \frac{5}{4} - 4 \cdot 1 = 0 \).

\[ \begin{align*}
\text{Figure 14. Case 5b: } d(w) &= 7; \ w \text{ has exactly one 3-neighbor } x. \\
\text{Figure 15. Case 5b continued: } d(w) &= 7; \ w \text{ has exactly one 3-neighbor.} \\
\text{Figure 16. Case 5c: } d(w) &= 7; \ w \text{ has exactly three 3-neighbors.}
\end{align*} \]
To show $c^*(w) > 0$, we must only consider the case that $w$ is on one expensive 3-face, no expensive 4-faces, and two costly 3-faces. However, if $w$ is contained in two costly 3-faces, then the four 3-neighbors of $w$ are consecutive in the cyclic order around $w$. Thus $w$ does not have an expensive 3-face and $c^*(w) > 0$.

**Case 5e:** $w$ has exactly five 3-neighbors.

Lemma 3.3 implies that $w$ is on at most two expensive faces. By considering the cyclic ordering of the 3-neighbors and the number of expensive faces, we have that $w$ is on at most three 3-faces and if $w$ is on three 3-faces, then at least one is neither expensive nor costly. If $w$ is on two expensive 3-faces, then $c^*(w) \geq 8 - 2 \cdot \frac{3}{2} - 1 - 4 \cdot \frac{1}{4} > 0$. If $w$ is on at most one expensive 3-face, then $c^*(w) \geq 8 - 1 \cdot \frac{3}{2} - 1 \cdot \frac{5}{4} - 5 \cdot 1 > 0$.

**Case 5f:** $w$ has exactly six 3-neighbors.

Lemma 3.3 implies that $w$ is on at most three expensive faces and at most one 3-face. Thus $c^*(w) \geq 8 - 3 \cdot \frac{3}{2} - 1 \cdot 1 - 3 \cdot \frac{3}{4} > 0$.

**Case 5g:** $w$ has seven 3-neighbors.

Lemma 3.2 implies that $w$ is on no 3-faces, so by (R4), and (R7) $c^*(w) \geq 8 - 7 \cdot 1 = 1$.

**Case 6:** $d(w) = 8$.

We have $c(w) = 10$, and we break into cases based on the configurations of 3-faces around $w$.

Consider the faces in cyclic order around $w$. A run of 3-faces around $w$ is a set of 3-faces $f_1, \ldots, f_k$ such that for $i \in [k - 1]$, faces $f_i$ and $f_{i+1}$ share an edge of the form $wu$ for some vertex $u$. We consider the maximal runs of 3-faces. If there are at least three consecutive 3-faces around $w$, then Lemma 3.6 implies that the 3-faces that have two adjacent 3-faces around $w$ have only $5^+$-vertices. By (R3), $w$ gives at most 1 to these 3-faces, and by (R1)–(R3) $w$ gives at most $\frac{3}{2}$ to other 3-faces. Lastly, by (R4)–(R8) $w$ gives at most 1 to each incident $4^+$-face.

**Case 6a:** $w$ is on at most four 3-faces.

By (R1)–(R3), $w$ gives at most $\frac{3}{2}$ to each of them, and by (R4)–(R8) $w$ gives at most 1 to each other incident face. Thus $c^*(w) \geq 10 - 4 \cdot \frac{3}{2} - 4 \cdot 1 = 0$. To show $c^*(w) > 0$, we must only consider the case that $w$ is on exactly four 3-faces, all of which are expensive; possible instances of this configuration are shown in Figure 17. Lemmas 3.6 and 3.9 imply that at least one of the $4^+$-faces containing $w$ and a 3-neighbor of $w$ takes at most $\frac{3}{2}$ from $w$. Thus $c^*(w) \geq 10 - 4 \cdot \frac{3}{2} - 1 \cdot \frac{3}{4} - 3 \cdot 1 > 0$.

**Case 6b:** $w$ has at most two maximal runs of 3-faces.

Thus $c^*(w) \geq 10 - 4 \cdot \frac{3}{2} - 4 \cdot 1 = 0$. Note that if $w$ is on at least six 3-faces, then we are in this case.

To show $c^*(w) > 0$, we must only consider the case that $w$ is on at least five 3-faces, there are two maximal runs of 3-faces, and the first and last 3-faces on the runs are expensive; possible instances of this configuration are shown in Figure 18. Lemma 3.9 implies that the runs end with $4^+$-faces that take at most $\frac{3}{2}$ from $w$ under (R5). Thus $c^*(w) \geq 10 - 4 \cdot \frac{3}{2} - 1 \cdot \frac{3}{4} - 3 \cdot 1 > 0$. 

![Figure 17](image-url)
**Case 6c:** $w$ is on exactly five 3-faces that form exactly three maximal runs.

By Lemma 3.9 none of the $4^+$-faces are expensive, so $w$ gives at most $\frac{3}{4}$ to each. Thus $c^*(w) \geq 10 - 5 \cdot \frac{3}{2} - 3 \cdot \frac{3}{4} > 0$.

**Case 7:** $w$ is a $9^+$-vertex.

By Lemma 3.6, the number of 3-faces containing $w$ and a $4^-$-vertex is at most $\lfloor \frac{2}{d(w)} \rfloor$. By (R1), and (R2), $w$ gives at most $\frac{3}{2}$ to each such 3-face, and (R3)–(R8) imply that $w$ gives at most 1 to each other incident face. If $d(w) = 9$, then Lemma 3.9 implies that $w$ cannot be on six expensive 3-faces and three expensive 4-faces so $c^*(w) > 12 - 6 \cdot \frac{3}{2} - 3 \cdot 1 = 0$. If $d(w) \geq 10$, then

$$c^*(w) \geq (2d(w) - 6) - d(w) \cdot 1 - \frac{2d(w)}{3} \cdot \frac{1}{2} = \frac{2d(w)}{3} - 6 > 0.$$

Finally, we know that

$$\sum_{x \in V(G) \cup F(G)} c^*(x) = \sum_{x \in V(G) \cup F(G)} c(x) \leq 0,$$

and we have shown that every vertex and face ends with nonnegative charge. Furthermore, we have shown that only vertices of degree 3 or 4 can end with zero charge, so we conclude that every vertex of $G$ has degree 3 or 4. Lemma 3.4 now implies that $G$ is 4-regular. Since every $6^+$-face ends with positive charge, Lemmas 3.5 and 3.10 imply that every face of $G$ is a 5-face. However, then by (R8) every face of $G$ ends with positive charge, a contradiction.

□

**Lemma 4.1** completes the proof of **Theorem 1.3** We note that if $G$ is a planar graph, (R9) and Lemma 3.10 are not needed.

5. **General bounds**

In this section we consider larger genus and larger $r$. We prove **Theorem 1.5**, giving bounds on the $r$-dynamic paintability of graphs in terms of their genus for every $r$.

Given a graph $G$ and edge $uv \in E(G)$, the weight of $uv$, denoted $w(uv)$, is $d(u) + d(v)$. Borodin [2] proved that planar graphs with minimum degree at least 3 have an edge of weight at most 13. Ivančo extended this to a sharp bound for every orientable surface.

**Lemma 5.1** (Ivančo [9]). If $G$ be is simple graph with genus $g$ such that $\delta(G) \geq 3$, then $G$ has an edge of weight at most

\[
\begin{cases} 
2g + 13 & \text{if } 0 \leq g \leq 2, \\
4g + 7 & \text{otherwise}.
\end{cases}
\]

We say that a vertex $w$ is $r$-dull if fewer than min $\{r, d(w)\} - 1$ distinct colors appear on $N(w)$.

**Theorem 1.5** Let $G$ be a graph, and let $g = \gamma(G)$.
(1) If \( g \leq 2 \) and \( r \geq 2g + 11 \), then \( \chi_r(G) \leq (g + 5)(r + 1) + 3 \)

(2) If \( g \geq 3 \) and \( r \geq 4g + 5 \), then \( \chi_r(G) \leq (2g + 2)(r + 1) + 3 \).

Proof. We use induction on \( |V(G)| \). If \( |V(G)| \leq 4 \), then \( G \) is planar and \( \chi_r(G) \leq |V(G)| < 5r + 8 \), so our base case is complete.

Let

\[
\ell = \begin{cases} 
(g + 5)(r + 1) + 3 & \text{if } g \leq 2, \\
(2g + 2)(r + 1) + 3 & \text{otherwise}, 
\end{cases}
\]

\[
\omega = \begin{cases} 
2g + 13 & \text{if } g \leq 2, \\
4g + 7 & \text{otherwise}. 
\end{cases}
\]

Let \( f \) be a token assignment to \( G \) with \( f(v) = \ell \) for all \( v \in V(G) \). Suppose \( G \) has a 2~vertex \( v \). Since \( \ell > 10 \), by Lemma \ref{lem:1}, \( v \) is reducible and applying induction to \( G - v \) completes the proof. Therefore we may assume that \( \delta(G) \geq 3 \). By Lemma \ref{lem:5} there exists an edge \( uv \in E(G) \) with weight at most \( \omega \). Suppose \( d(u) \leq d(v) \), and let \( G' \) be obtained by contracting \( uv \). Let \( v \) be the vertex that “absorbs” the edges from \( u \), deleting multiedges.

Because \( G' \) was formed through edge contraction, we have \( \gamma(G') \leq \gamma(G) \). Since the bound for \( g = 2 \) is less than the bound for \( g = 3 \), the induction hypothesis implies that \( G' \) is \( r \)-dynamically \( \ell \)-paintable. Since \( d_{G'}(v) \leq \omega - 2 \leq r \) and \( d_{G'}(u) \leq \omega - 3 < r \), \( G' \) is \( r \)-extendable to \( G \).

Painter colors \( v \) according to when \( v \) was colored in \( G' \). Painter rejects \( u \) when any vertex of \( N_G(u) \) or \( N_{G'}(v) \) is colored. Additionally, for each \( w \in N_G(u) \), Painter rejects \( u \) when \( w \) is \( r \)-dull and a neighbor of \( w \) is being colored. Thus \( u \) is rejected at most \( d(u) + d(v) - 1 + (r - 1)(d(u) - 1) \) times. We have \( d_G(u) \leq (\omega - 1)/2 \) (since \( \omega \) is odd) and \( d_G(u) + d_G(v) \leq \omega \). Simplifying, we get

\[
d(u) + d(v) - 1 + (r - 1)(d(u) - 1) = (d(u) + d(v)) + (r - 1)d(u) - r \\
\leq \omega + (r - 1)\frac{\omega - 1}{2} - r \\
= \frac{(\omega - 3)(\omega + 1)}{2} + 2 \\
= \begin{cases} 
(g + 5)(r + 1) + 2 & \text{if } g \leq 2, \\
(2g + 2)(r + 1) + 2 & \text{else} 
\end{cases} \\
= \ell - 1.
\]

Thus Painter rejects \( u \) at most \( \ell - 1 \) times, so \( G \) is \( r \)-dynamically \( \ell \)-paintable. \( \square \)

Theorem \ref{thm:1} is unlikely to be sharp even for the plane. Hell and Seyffarth \ref{ref:1} found examples of planar graphs diameter 2, maximum degree \( r \), and \( \left\lfloor \frac{3r}{2} \right\rfloor + 1 \) vertices. For such planar graphs we have \( \chi_r(G) = \left\lfloor \frac{3r}{2} \right\rfloor + 1 \).

6. Concluding Remarks

Let \( G_g \) be the family of graphs embeddable on a surface of genus \( g \). Bounds on the \( r \)-dynamic coloring parameters for graphs of given genus are well known for \( r = 1 \): for \( G \in G_0 \), \( \chi_1(G) \leq 4 \), while \( \chi_1(G) \leq 5 \) and \( \chi_1(G) \leq 5 \) with equality achievable for each bound. Our main results show that, for \( G \in G_1 \), \( \chi_3(G) \leq \chi_3(G) \leq \chi_3(G) \leq 10 \). On the torus, equality is achieved by the Petersen graph, but we ask

**Question 6.1.** Over \( G \in G_0 \), what are \( \max \chi_3(G) \), \( \max \chi_3(G) \), and \( \max \chi_3(G) \)?
Recall that $\max_{G \in G_0} \chi_3(G) \geq 7$. Thus answering the question would involve improving the bound in Corollary 1.4 or showing that equality holds there. Additionally, determining tight upper bounds for $\max_{G \in G_g} \text{ch}_r(G)$ for $r = 3$ and $g > 1$ and for all $r > 3$ is of interest.

**Question 6.2.** Except when $r = 1$ and $g = 0$, is it true that $\max_{G \in G_g} \chi_r(G) = \max_{G \in G_g} \text{ch}_r(G)$?

Note that every nonplanar graph $G$ is 2-dynamically $h(\gamma(G))$-paintable [14], which implies equality for $r = 2$ and $g > 0$.

We wish to comment that generalizing our proofs of Theorem 1.3 to $r \geq 4$ is unlikely. An important tool in our reducibility arguments was that we could add enough edges to the remaining graph to force three colors to appear in the neighborhoods of deleted vertices. For $r = 3$, we could do this and keep the degree of each vertex at most its degree in the original graph. For $r \geq 4$, we would need to force four colors to appear in the neighborhoods of deleted vertices, which requires more edges. This causes problems with planarity and with guaranteeing the vertices to which edges were added have enough colors in their neighborhoods in the original graph.
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