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We study string breaking in the three dimensional SU(2) Higgs model, using values of the gauge
coupling for which the confinement-like and Higgs-like regions of the phase diagram are separated
just by a smooth crossover. We show that even in the presence of string breaking, the confining part
of the interquark potential is well described by the Effective String Theory and that also the fine
details of the effective string, like the higher order terms of the Nambu-Goto action or the boundary
correction, can be precisely extracted from the fits and agree with the effective string predictions.
We comment on the implications of these results for QCD simulations with dynamical quarks.

I. INTRODUCTION

A powerful tool to describe the nonperturbative be-
haviour of the interquark potential in confining gauge
theories is the so called “Effective String Theory” (EST)
in which the confining flux tube joining together a static
quark-antiquark pair is modeled as a thin vibrating
string [1–5]. This approach has a long history (for a re-
view see for instance [6–8]) and has been shown to be
a highly predictive effective model, whose results can
be successfully compared with the most precise exist-
ing Montecarlo simulations in Lattice Gauge Theories
(LGTs).

There are two main reasons for the great phenomeno-
logical success of this approach. The first is that EST
is strongly constrained by the Lorentz symmetry and is
thus much more predictive that typical effective theories.
The second is that the range of validity of EST is pre-
cisely defined (see below for a detailed derivation) and is
thus possible to compare EST predictions with numerical
data in a controlled and unambiguous way.

The EST description of long flux tubes is perfectly nat-
ural to study long distance properties of pure gauge the-
ories, however a major issue in this context is to under-
stand if the EST approach can be extended also beyond
pure gauge theories. In view of a possible application to
QCD, it would be important to understand which is the
fate of the EST description in the presence of dynamical
matter fields and thus in a string breaking scenario.

A perfect laboratory to address this issue is the SU(2)
Higgs model in three dimensions, which is very similar
to real QCD for what concerns string breaking, but at
the same time can be simulated at high precision with

II. THE MODEL

To study the three dimensional non abelian Higgs
model, with gauge group SU(Nc) and Nf scalar fields
transforming, we can use the fundamental representation of the gauge group, we can use the following discretization
\[ S = -N_f\beta_h \sum_{x,\mu} \text{ReTr} \left( \varphi_x^\dagger U_{x,\mu} \varphi_{x+\mu} \right) \]
\[ -\frac{\beta}{N_c} \sum_{x,\mu>\nu} \text{ReTr} \Pi_{\mu\nu}(x) . \]  

Here \( x \) denotes a point of a three-dimensional isotropic lattice with periodic boundary conditions, \( \mu, \nu \in \{0, 1, 2\} \) label the lattice directions, and \( \text{ReTr} \Pi_{\mu\nu}(x) \) denotes the standard Wilson action, i.e. the trace of the product of the link variables around the plaquette in position \( x \) laying in the plane \( (\mu, \nu) \). In eq. (1) \( U_{x,\mu} \) is a matrix belonging to the SU(\( N_c \)) group while the \( \varphi_x \) fields are \( N_f \times N_f \) complex matrices which satisfy the constraint \( \text{Tr} \varphi_x^\dagger \varphi_x = 1 \).

String breaking is present in this model for any positive value of \( N_f \) as soon as \( \beta_h > 0 \), and in the following we consider the case \( N_f = 1 \). There are two reasons for this choice: first of all the \( N_f = 1 \) case is the simplest one from the computational point of view. Moreover in this case it can be rigorously shown that a single thermodynamic phase exists [16, 17], while for \( N_f > 1 \) a global SU(\( N_f \)) symmetry is present, which gets spontaneously broken for large enough values of \( \beta_h \) [18, 19]. The presence of the phase transition between the SU(\( N_f \)) disordered/ordered phases for \( N_f > 1 \) introduces additional features beyond string breaking, which could hinder the possibility of making contact with real world QCD.

For the sake of the simplicity we study the \( N_c = 2 \) case, which is the computationally easiest model of this class. For \( N_f = 1 \) and \( N_c = 2 \) (and on an infinite lattice) the model in eq. (1) reduces, in the limit \( \beta \to \infty \), to the standard discretization of the nonlinear O(4) \( \sigma \)-model, for which a second order phase transition is known to exist at \( \beta_h = 0.93586(8) \) [20, 21]. A priori, for large values of \( \beta \) a line of first order phase transition could be present, which however must end for some \( \beta > 0 \), like in the four-dimensional version of the model (see e.g. [22]). For this reason in the following we explicitly check the absence of phase transitions in the region of the parameter space investigated.

We are interested in the interquark potential \( V(R) \) which can be extracted from the correlator of Polyakov loops
\[ \langle P(x) P^\dagger(x+R) \rangle \equiv e^{-N_f V(R)} , \]  
\[ V(R) = -\frac{1}{N_f} \log \langle P(x) P^\dagger(x+R) \rangle . \]

where we set the lattice spacing \( a \) to 1 and it will be implied in the following, \( N_f \) denotes the lattice size in the compactified time direction and we are studying the system on a cubic lattice with the same size in the spacelike directions (which we shall denote as \( L \)) and in the time direction.

The pure gauge limit \( (\beta_h = 0) \) of the model we consider here has been the subject of several studies in the past [23–31] since it is the simplest LGT with a non-abelian continuous gauge group and is thus a perfect laboratory to test large distance, non perturbative, features of these theories.

Similarly, the model in the presence of an external bosonic field \( (\beta_h > 0) \) has been used a lot in the past to understand and model string breaking. Indeed the choice of bosonic instead of fermionic fields represents an enormous simplification from the numerical point of view, while keeping essentially unchanged the phenomenology of string breaking. Thus one may hope to use models like the one we discuss in this paper as toy models to better understand the string breaking phenomena in real QCD.

In order to make contact with previous studies in this context [32–50], let us stress that, while in those studies the external field had a self-interaction term of the type \( \lambda \phi^4 \), in our model the self-interaction term is substituted by the \( \text{Tr} \varphi_x^\dagger \varphi_x = 1 \) constraint. In this respect we may consider our model as the \( \lambda \to \infty \) limit of those studied in the past. This does not change the phenomenology of string breaking but has the advantage of eliminating the \( \lambda \) parameter from the game.

A different strategy to investigate string breaking would be to study the potential, or the flux tube, between static charges in higher representations of the gauge group [3]. A disadvantage of this kind of approach is however that there is no way of tuning the physical distance at which string breaking happens, and it could be that EST never apply in this case (the precise range of validity of EST will be reviewed in the next section). Using dynamical matter fields in the fundamental representation we can instead vary the physical string breaking length by changing the coupling between matter and gauge fields, i.e. \( \beta_h \) in eq. (1).

One of the advantages of studying the SU(2) model in (2+1) dimensions is that we can leverage on previous studies to fix the parameters of the model. In particular we can use the scale setting expression obtained in [24]
\[ a \sqrt{\sigma} = \frac{1.324(12)}{\beta} + \frac{1.20(11)}{\beta^2} + O(\beta^{-3}) , \]

which is expected to be valid for \( \beta \geq 4.5 \). Moreover we shall fix in the following \( \beta = 9.0 \) for which a high precision study of the interquark potential can be found in [27].

As a first step of our analysis we verified that for our choice of \( \beta, \beta_h \) no phase transition is encountered. To this end we performed for \( \beta = 9.0 \) a scan in \( \beta_h \), monitoring

\footnote{Note that gauge field correlators are symmetric for \( \beta_h \to -\beta_h \), as follows from the change of variable \( \varphi_x \to (-1)^{x_1+x_2+x_3} \varphi_x \). For this reason we consider just positive values of \( \beta_h \) in the following.}
the value of tilevel displayed instead some significant dependence on optimal number of updates to be performed in the multilevel scheme, with temporal slices of 6 lattice spacings. The optimal configuration for the multilevel was a single level cases the optimal number of hits was around 10 and the and multilevel [43] error reduction techniques. In all the correlators have been estimated using the multihit [42] from that the interquark potential correlators in the range 1 shown in Fig. 1, we evaluated the Polyakov loop correlators, as can be seen in Fig. 1, where the values of \( C_{3} \) and just signals the crossover from the confinement-like to the Higgs-like regions of the phase diagram.

Then, for a selection of values of \( \beta_{h} \) across the bump shown in Fig. 1 we evaluated the Polyakov loop correlators in the range \( 1 \leq R \leq 20 \) using a \( 42^{3} \) lattice, and from that the interquark potential \( V(R) \). Polyakov loop correlators have been estimated using the multihit [42] and multilevel [43] error reduction techniques. In all the cases the optimal number of hits was around 10 and the optimal configuration for the multilevel was a single level scheme, with temporal slices of 6 lattice spacings. The optimal number of updates to be performed in the multilevel displayed instead some significant dependence on the value of \( \beta_{f} \) (and obviously on \( R \)), going from 16000 for \( R > 12 \) at \( \beta_{h} = 0 \) to 1000 for \( \beta_{h} = 1.1 \) at the same \( R \). For each value of \( R \) and \( \beta_{h} \) a statistics of the order of a few thousands independent draws was accumulated.
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**Figure 1.** Dependence of \( E_{h} \) and \( C_{h} \) (defined in eq. [6]) on \( \beta_{h} \) for \( \beta = 9 \). Two different lattice sizes are shown, \( L = 32 \) and \( L = 48 \), and no signal of phase transition is present.

This preliminary test showed the absence of phase transitions, as can be seen in Fig. 1, where the values of \( E_{h} \) and \( C_{h} \) are displayed for \( L = 32 \) and \( L = 48 \). A peak in the susceptibility \( C_{h} \) is present for \( \beta_{h} \approx 1.04 \), which however does not grow/shrinks when increasing the lattice size, and just signals the crossover from the confinement-like to the Higgs-like regions of the phase diagram.
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**Figure 2.** Static potential computed on a \( 42^{3} \) lattice at \( \beta = 9.0 \), for some values of \( \beta_{h} \).

Results for \( V(R) \) are reported in Tab. 1 and are plotted in Fig. 2 from which we see that as \( \beta_{h} \) increases the string breaking phenomenon in the potential becomes more and more dramatic. In the following sections we shall study in detail this phenomenon and will try to model the rising part of the potential using the effective string approach.

### III. EFFECTIVE STRING PREDICTIONS

Even if a rigorous proof of quark confinement in Yang-Mills theories is still missing, there is little doubt that confinement is associated to the formation of a thin string-like flux tube [3, 4], which generates, for large quark separations, a linearly rising confining potential.

The simplest example of an EST leading to a linearly rising potential was proposed more than forty years ago by Lüscher and collaborators [3, 4]. They suggested to model the fluctuations of the flux tube in the transverse directions as a free massless bosonic field theory in two dimensions.

\[
S[X] = S_{cl} + S_{0}[X] + \ldots ,
\]

where the classical action \( S_{cl} \) describes the usual perimeter-area term, \( X \) denotes the two-dimensional bosonic fields \( X_{i}(\xi_{1}, \xi_{2}) \), with \( i = 1, 2, \ldots , D - 2 \), where \( D \) is the number of spacetime dimensions (in our case \( D = 3 \)), \( D - 2 \) is the number of transverse directions, \( \xi_{1}, \xi_{2} \) are the coordinates on the world-sheet, \( S_{0}[X] \) is the Gaussian action

\[
S_{0}[X] = \frac{\sigma}{2} \int d^{2}\xi (\partial_{\alpha}X \cdot \partial^{\alpha}X)
\]

and we are assuming an Euclidean signature for both the worldsheet and the target space. The fields \( X_{i} \) describe the transverse displacements of the string with respect the configuration of minimal energy.

The gaussian action can be easily integrated, leading to an explicit expression for the interquark potential, which
in the large distance limit is
\[ V(R) = \sigma R + c - \frac{\pi(D - 2)}{24R} + O(1/R^2). \]

where \( \sigma \) denotes, as usual, the string tension and \( c \) is related to the “perimeter” term mentioned above and keeps into account the classical contribution of the Polyakov loops to the potential. We see from the above equation that the effect of the string fluctuations is a correction, known as “Lüscher term”, proportional to \( 1/r \) to the linearly rising potential. This is the first example of an effective string action and, as we shall see below, it is actually nothing else than the large distance limit of the Nambu-Goto string written in the so called “physical gauge”.

### A. The Nambu Goto action

A careful inspection shows however that the free bosonic action is not invariant under Lorentz transformations and that further higher order terms must be added to grant invariance. The simplest EST which fulfills Lorentz invariance is the Nambu Goto action \([1, 2]\):

\[ S_{NG} = \sigma \int d^2 \xi \sqrt{g}, \]

where \( g \equiv \text{det} g_{\alpha \beta} \) and

\[ g_{\alpha \beta} = \partial_\alpha X_\mu \partial_\beta X^\mu \]

is the induced metric on the reference world-surface \( \Sigma \) and, as above, we denote the worldsheet coordinates as \( \xi \equiv (\xi^0, \xi^1) \). This term has a simple geometric interpretation: it measures the area of the surface spanned by the string in the target space and is thus the natural EST realization of the sum over surfaces weighted by their area in the rough phase of the LGT. This model has only one free parameter: the string tension \( \sigma \) and is thus, as we anticipated, highly predictive.

It is easy to see \([3, 8]\) that the free bosonic action of eq.(9) is the large distance limit of the Nambu-Goto string written in the so called “physical gauge”. We report here for completeness the first few terms of the expansion

\[ S = S_{\text{phys}} + \frac{\sigma}{2} \int d^2 \xi \left[ \partial_\alpha X_\mu \cdot \partial^\alpha X^\mu + \frac{1}{8} (\partial_\alpha X_\mu \cdot \partial^\alpha X^\mu)^2 - \frac{1}{4} \left( \partial_\alpha X_\mu \cdot \partial_\beta X^\mu \right)^2 + \ldots \right]. \]

Despite its apparent complexity the Nambu-Goto action can be integrated exactly in all the geometries which are relevant for LGT: the rectangle (Wilson loop) \([14]\), the cylinder (Polyakov loop correlators) \([15, 16]\) and the torus (dual interfaces) \([17]\) leading to a spectrum of states which, in the particular case in which we are interested in this paper, i.e. the correlator of two Polyakov loops is:

\[ E_n = \sigma R n \left[ 1 + \frac{2\pi}{\sigma R^2} \left( -\frac{1}{24} (D - 2) + n \right) \right]. \]

In the large distance limit the spectrum is dominated by the lowest state \( E_0 \) from which we may extract the interquark potential

\[ V(R) = c + \sigma R \left[ 1 - \frac{\pi(D - 2)}{12} \sigma R^2 \right]. \]
and we see, as anticipated, that the Lüscher term of eq. (10) is nothing else than the first order term of the large distance expansion of the Nambu-Goto potential. From eq. (11) we may also obtain the domain of validity of the EST approximation, which is given by the value \( R_c \) for which the argument of the square root vanishes:

\[
R_c = \sqrt{\frac{\pi (D - 2)}{12 \sigma}}. \tag{15}
\]

### B. Beyond Nambu-Goto: the boundary correction

The Nambu-Goto action is a useful approximation of the “true” EST which describes the nonperturbative regime of LGTs, but it cannot be the exact answer. First, it would predict exactly the same behaviour for any confining LGT, without dependence on the gauge group. Second, it would predict a mean field exponent for the deconfinement transition, in clear contradiction with LGT simulations. It is thus of great theoretical interest to study the terms in the EST action beyond the Nambu-Goto one. The requirement of Lorentz invariance strongly constrains the set of allowed terms. It turns out that the leading correction beyond Nambu-Goto is represented by the so called “boundary term”.

This term is due to the presence of the Polyakov loops at the boundary of the correlator. The classical contribution associated to this correction is the constant term \( c \) which appears in the potential. Beyond this classical term we may find quantum corrections due to the interaction of the Polyakov loop with the flux tube.

The first boundary correction compatible with Lorentz invariance is \[ b_2 \int d\xi_0 \left( \frac{\partial_0 \partial_1 X \cdot \partial_0 \partial_1 X}{1 + \partial_0 \partial_1 X} - \frac{\partial_0 \partial_1 X \cdot \partial_1 X}{1 + \partial_0 \partial_1 X} \right)^2. \tag{16} \]

with an arbitrary, non-universal coefficient \( b_2 \). The lowest order term of the expansion of eq. (16) is:

\[
S_{b_2}^{(1)} = b_2 \int d\xi_0 (\partial_0 \partial_1 X)^2. \tag{17}
\]

The contribution of this term to the interquark potential was evaluated in \[49\] using the zeta function regularization:

\[
\langle S_{b_2}^{(1)} \rangle = -b_2 \frac{\pi^3 N_t}{60 R^4} E_4(e^{-\frac{\pi}{4\sqrt{\sigma}}}). \tag{18}
\]

where \( E_4 \) denotes the fourth order Eisenstein series

\[
E_4(q) = 1 + \frac{2}{\zeta(-3)} \sum_{n=1}^{\infty} \frac{n^4 q^n}{1 - q^n} \\
\sim 1 + 240q + 2160q^2 + \cdots
\]

which in the large \( N_t \) limit (i.e. \( q \to 0 \)) in which we are interested can be approximated to 1. Thus we see that the boundary term in the EST action essentially amounts to an additional correction proportional to \( 1/R^4 \) to the interquark potential. Looking at eq. (18) we see that \( b_2 \) is a dimensional parameter, with dimensions [length] \(^3\). It is thus customary to rescale it defining a new dimensionless parameter \( \tilde{b}_2 = \sqrt{\sigma^3 b_2} \).

Recent high precision Monte Carlo simulations \[28–31, 48, 51 \] allowed to estimate \( \tilde{b}_2 \) for a few LGTs. In particular, for the \( SU(2) \) model in \((2+1)\) dimensions in which we are interested, one finds \( \tilde{b}_2 \sim -0.025 \) \[28–31\].

We end up in this way with the following asymptotic expression for the interquark potential

\[
V_{EST}(R) = c + \sigma R \left( 1 - \frac{\pi (D - 2)}{12 \sigma R^2} - \tilde{b}_2 \frac{\pi^3}{60 \sqrt{\sigma^3}} \right) \tag{20}
\]

with three free parameters: \( c, \sigma \) and \( \tilde{b}_2 \).

### IV. RESULTS

#### A. The pure gauge case: analysis of the \( \beta_h = 0 \) data

As a preliminary step test we first studied the static potential in the \( \beta_h = 0 \) case in which no string breaking is present and compared our results with those of \[25\] whose simulations were performed at the same \( \beta = 9 \) value.

We fit the data with eq. (20) keeping \( c, \sigma \) and \( \tilde{b}_2 \) as free parameters in the range \( R_{min} \leq R \leq R_{max} \). We studied different values of \( R_{min} \) in the range \( 3 \leq R_{min} \leq 12 \) and fixed \( R_{max} = 20 \). We also performed a set of fits in the same range using the Cornell form of the potential

\[
V_{Cornell}(r) = c + \sigma R - \frac{k_L \pi}{24 R} \tag{21}
\]

keeping \( c, \sigma \) and \( k_L \) as free parameters. This expression coincides with the free bosonic potential eq. (9) when \( k_L = 1 \) and allows us to test the improvement of the Nambu-Goto action with respect to the free bosonic approximation in describing the data.

Results of the fits are reported in figs. \[8\] and \[9\] and, for the EST potential, in table \[11\]. In order to give a feeling of the magnitude of the boundary term, we report in the table the coefficient \( \kappa_B \) of the \( 1/R^4 \) correction in the potential instead of \( \tilde{b}_2 \), with:

\[
\kappa_B \equiv -\tilde{b}_2 \frac{\pi^3}{60 \sqrt{\sigma^3}} \tag{22}
\]

Looking at these data we see a few interesting results:

\[2\] We also performed a set of fits varying \( R_{max} \) in order to test for the possible presence of finite size effects. We verified that (with the exception of the data at \( \beta_h = 0.95 \) which we shall discuss in detail below) there was no signature of finite size corrections and in the following we shall only report the results for \( R_{max} = 20 \).
\begin{table}[h]
\begin{tabular}{cccccc}
\hline
$R_{\text{min}}$ & $\sigma$ & $c$ & $\kappa_B$ & $\chi^2$/dof & dof \\
\hline
3 & 0.0259540(93) & 0.187083(94) & 3.1670(92) & 25.9 & 15 \\
4 & 0.025841(11) & 0.18854(10) & 2.482(30) & 0.70 & 14 \\
5 & 0.025834(14) & 0.18863(16) & 2.421(76) & 0.69 & 13 \\
6 & 0.025826(17) & 0.18873(22) & 2.28(22) & 0.70 & 12 \\
7 & 0.025829(23) & 0.18870(31) & 2.35(52) & 0.77 & 11 \\
8 & 0.025811(28) & 0.18896(40) & 1.61(90) & 0.74 & 10 \\
9 & 0.025784(38) & 0.18941(58) & -0.2(1.9) & 0.69 & 9 \\
10 & 0.025761(51) & 0.18981(82) & -2.4(3.8) & 0.72 & 8 \\
11 & 0.025749(72) & 0.1900(12) & -3.9(7.3) & 0.82 & 7 \\
12 & 0.02565(11) & 0.1919(16) & -20(14) & 0.66 & 6 \\
\hline
\end{tabular}
\caption{Results of the fit of the $\beta_h = 0$ data to the $V_{\text{EST}}$ potential for various values of $R_{\text{min}}$ and $R_{\text{max}} = 20$. $\kappa_B$ is defined in eq. (22).}
\end{table}

Figure 3. Estimates of $\sigma$ (upper panel) and of the Luscher term (lower panel) for several fitting ranges (data up to 20 lattice spacings included) for the case $\beta = 9.0$, $\beta_h = 0$, $L = 42$. As our final estimate for the string tension we take $\sigma = 0.02583(3)$, which is also indicated by the horizontal strip. The horizontal green band corresponds to the result reported in [25], obtained without taking into account the boundary contribution to the potential.

- Inserting in the expression for $R_c$ (see eq. (15)) the best fit value of $\sigma$ we find $R_c \sim 3.2$, thus the range of validity of the EST potential is for $R \geq R_{\text{min}} = 4$. Remarkably enough we find a very good $\chi^2$ using all the data within the range of validity of EST. Moreover if we try to add also $R = 3$ we have a jump in the $\chi^2$ (which is also associated with a jump in the value of $\sigma$). Notice also the remarkable stability of this result for different choices of $R_{\text{min}}$. As a final result, taking into account the systematics connected to the choice of the fit range, we report $\sigma = 0.02583(3)$ (shown also in fig. 3).

- The value of $\sigma$ that we find is compatible with the scale setting result $\sigma = 0.0262(8)$ of eq.(15). It slightly disagrees with the estimate of [25]: $\sigma = 0.02590(1)$ which however was obtained without keeping into account the boundary correction which, as we shall see below, is mandatory to correctly fit the data.

- The inclusion of the boundary correction turns out to be mandatory to fit the data down to $R_{\text{min}} = 4$. Any attempt to fit the data without it leads to unacceptable values of the reduced $\chi^2$ for $R_{\text{min}} = 4$. The relevance of the boundary term decreases as we increase $R_{\text{min}}$ and becomes negligible starting from $R_{\text{min}} = 8$, a result which could have been anticipated by a direct evaluation of the size of the correction. Moreover we see, looking at fig.4 that in the range $4 \leq R_{\text{min}} \leq 8$ our estimate of $\tilde{b}_2$ is very stable, and keeping into account the systematic uncertainties of the fit we may quote as our final result $\tilde{b}_2 \sim -0.020(3)$ which is fully compatible with the one obtained by Brandt $\tilde{b}_2 \sim -0.025(5)$ [28–31].

It is very interesting to compare these results with those obtained with the Cornell potential of eq.(21). Looking at figs.8 we see that the string tension shows a clear trend to decrease as $R_{\text{min}}$ increases and at the same time the coefficient of the Lüscher term, which for $R_{\text{min}} = 4$ is $\approx 10\%$ below the correct result, increases with $R_{\text{min}}$. The results of the fits stabilize around $R_{\text{min}} = 8$, a value for which higher order corrections beyond the gaussian term become negligible. We learn from this analysis that for small values of $R$ both the boundary...
term and the higher order corrections of the Nambu-Goto action are mandatory to fit the data, that they have a comparable size and thus must both be included in the fit.

B. String breaking: analysis of the $\beta_h \neq 0$ data

Looking at fig. 2 we see that for the first three values of $\beta_h$ the shape of the potential is very similar to the unperturbed one. This suggests trying the same fitting function $V_{EST}$ also for these cases. In the $\beta_h = 0.93$ case this works perfectly, with a reduced $\chi^2 = 0.85$ in the whole range $4 \leq R \leq 20$ and best fit values for the parameters with a statistical uncertainty similar to that of the unperturbed ones (see the second line of tab.III). However, already for the next value of $\beta_h$ the same procedure no longer works, meaning that, even if they are not visible in the plot, the effects of string breaking are already affecting the large distance behaviour of the potential. For $\beta_h = 0.95$ we can still control these deviations by cutting the fit to the value $R_{max} = 14$ and we find again values of the parameters similar to the unperturbed ones (see the third line of tab.III), but this is no longer possible for the subsequent values.

We may address the string breaking phenomenon, following [34, 36], assuming a mixture of a “string state” described by $V_{EST}(R)$ and a “broken string state” $E_{sb}(R)$ (for a different approach see e.g. [52, 53]). The simplest way to model this mixture is by diagonalizing the $2 \times 2$ matrix

$$
\begin{pmatrix}
V_{EST}(R) & M(R) \\
M(R) & E_{sb}(R)
\end{pmatrix},
$$

where $V_{EST}(R)$ is the energy of the “string state”, $M(R)$ is a mixing term (a priori dependent on $R$) and $E_{sb}(R)$ is the energy of the “broken string state”. We shall assume in the following, as a first approximation, that both $M$ and $E_{sb}$ have a negligible dependence on $R$ and shall take them as constants (we shall comment on this approximation at the end of this section).

The eigenvalues of the mixing matrix are

$$
V_{\pm}(R) = \frac{V_{EST}(R) + E_{sb} \pm \sqrt{(V_{EST}(R) - E_{sb})^2 + 4M^2}}{2},
$$

with the fundamental state, the one that we observe in our simulations, being associated to the minus sign. We thus fitted the Polyakov loop correlators with the “string breaking potential” $V_{sb}(R)$

$$
V_{sb}(R) = \frac{V_{EST}(R) + E_{sb} - \sqrt{(V_{EST}(R) - E_{sb})^2 + 4M^2}}{2},
$$

with five degrees of freedom: the three parameters contained in $V_{EST}$: $c$, $\sigma$ and $k_B$ and the two new parameters $M$ and $E_{sb}$. Despite the large number of free parameters the fits turned out to be very stable for all the values of $\beta_h$ that we studied, with good $\chi^2$ values in the whole range $4 \leq R \leq 20$ for $\beta_h = 0.97$ and in the range $5 \leq R \leq 20$ for $\beta_h = 1.00$ and 1.02. For these values of $\beta_h$, including in the fit also the point at $R = 4$ led to values of the reduced $\chi^2 \sim 2$.

By exploring the parameter space in the vicinity of the best fit values reported in tab.III, we realized that they correspond to very deep and narrow minima in the parameter space and this probably explains the stability of the fits. To better asses the reliability of the fitting procedure we also fixed one of the parameters to its 1σ-deviation value, checking the stability of the remaining parameters, whose variations are taken as estimators of the systematics. In this way we get the for the three relevant physical quantities $\sigma$, $b_2$ and $E_{sb}$ the results reported in tab.IV. For $\beta \geq 0.97$ the errors quoted in tab.IV for $\sigma$ and $E_{sb}$ are dominated by the uncertainty on the mixing parameters $M$. The error on $b_2$ is instead dominated by the value of $R_{min}$ chosen in the fit and we estimated it combining the values obtained up to $R_{min} = 6$. Following [34] we can extract from the results of the fit a rough estimate of the “string breaking threshold” $R_{sb}$ defined as the value of $R$ for which the extrapolation of $V_{EST}$ crosses $E_{sb}$. We report these values in the last column of tab.IV. For $\beta_h = 1.10$ we could not perform the analysis since we have too few values of $R$ before the string breaking threshold.

A few comments are in order on these results

- As $\beta_h$ increases the string breaking scale $R_{sb}$ decreases and will eventually become smaller than the critical radius $R_c$ of EST. When $R_{sb} < R_c$ we obviously do not expect an EST regime at short distance. Looking at our data (see fig.2) we observe that the extrapolation of $V_{EST}$ crosses $E_{sb}$ for $\beta_h = 0.97$ and in the range $5 \leq R \leq 20$ for $\beta_h = 1.00$ and 1.02. For these values of $\beta_h$, including in the fit also the point at $R = 4$ led to values of the reduced $\chi^2 \sim 2$.

- The string tension shows a smooth decreasing trend as $\beta_h$ increases. This trend is small in magnitude, but definitely larger than the uncertainties. It can be used to construct lines of “constant physics” in the ($\beta$, $\beta_h$) phase diagram. These lines almost (but not exactly) coincide with vertical lines ($\beta = \text{const}$). The value of the boundary term is almost constant within the errors along the whole line and agrees with the estimate obtained by Brandt in the $\beta_h = 0$ case.
studied is somehow pathological. It is thus reassuring that the same is true also for the case of QCD studied in Ref. [11], where however only the linearly rising part of $V_{EST}(R)$ was used to fit the data. To unambiguously identify the $R$-dependence of $M(R)$ and $E_{sb}(R)$ much higher accuracy seems to be be required, likely together with a careful investigation of the excited states.

V. CONCLUDING REMARKS

As we have seen, the formalism of the mixing matrix allows to disentangle in a clean and precise way the string breaking potential from the confining one and allows to study fine details of both potentials. Remarkably enough, the EST picture seems to describe well the data even in presence of string breaking. In particular, the boundary term and the higher order terms beyond the gaussian one in the Nambu-Goto action seem not to be affected by the string breaking and are clearly visible in the fits.

This is particularly important since, as we have seen, when string breaking occurs the confining potential can be studied only at short distance, below the string breaking threshold, and it is exactly in this regime that higher order terms of the EST like the next to gaussian terms of the Nambu-Goto action and the boundary term, become particularly important and cannot be neglected. The fits performed with the gaussian term only (see fig.8), show that neglecting these corrections would lead to a wrong estimate of the string tension (and of the Luscher term itself). We think that this is an important lesson to keep in mind when looking at the interquark potential in QCD for which the string breaking scale is of the same size of the Luscher term.

We conclude this section with a few comments on the $R$-indepence of the entries $M(R)$ and $E_{sb}(R)$ of the mixing matrix in eq. (23). While it is natural to expect the $R$-dependence of these terms to be weaker than the one in $V_{EST}(R)$, the fact that our data are perfectly reproduced by completely neglecting this dependence could seem surprising and, maybe, an indication that the model studied is somehow pathological. It is thus reassuring

| $\beta_h$ | $\sigma$ | $c$ | $\kappa_B$ | $M$ | $E_{sb}$ | $\chi^2$/dof | dof |
|-----------|---------|----|-----------|-----|---------|-------------|-----|
| 0         | 0.02584(11) | 0.18854(10) | 2.482(30) | 0.70 | 14      |
| 0.93      | 0.0294(1)  | 0.18889(50) | 2.512(80) | 0.85 | 14      |
| 0.95      | 0.0292119(81) | 0.188815(71) | 2.515(11) | 0.86 | 8       |
| 0.97      | 0.029491(15) | 0.18911(115) | 2.5828(94) | 0.0081(21) | 0.6836(91) | 1.04 | 14 |
| 1.00      | 0.023842(36) | 0.19380(19) | 2.586(59) | 0.02541(55) | 0.54 818(69) | 1.04 | 11 |
| 1.02      | 0.02172(27) | 0.2042(14) | 1.77(27) | 0.0312(14) | 0.44 064(70) | 1.34 | 11 |

Table III. Results of the fit with the $V_{sb}$ potential for various values of $\beta_h$ and the choices of $R_{min}$ and $R_{max}$ discussed in the text.

| $\beta_h$ | $\sigma$ | $\hat{b}_2$ | $E_{sb}$ | $R_{sb}$ |
|-----------|---------|------------|---------|---------|
| 0         | 0.02583(3) | 0.020(3)   | 0.97    | 0.0249(3) | 0.020(1) | 0.683$^{+0.018}_{-0.009}$ $\sim$ 20 |
| 0.93      | 0.02541(1) | 0.019(2)   | 1.00    | 0.02386(8) | 0.019(3) | 0.548(2) $\sim$ 15 |
| 0.95      | 0.02523(3) | 0.019(3)   | 1.02    | 0.0214(8)  | 0.006(15) | 0.440(2) $\sim$ 10.5 |

Table IV. Best fit estimates for $\sigma$, $\hat{b}_2$ and $E_{sb}$ for various values of $\beta_h$. The quoted uncertainties keep into account various systematic effects in the fits, as discussed in the text. Note that the error on $E_{sb}$ for $\beta_h = 0.97$ is quite asymmetric, likely due to the fact that $R_{sb}$ is just on the boundary of the fit range.

As we mentioned above for $\beta_h = 1.00$ and 1.02 including in the fit also the point at $R = 4$ led to an increase in the values of the reduced $\chi^2$. This small deviation of the $R = 4$ value with respect to the EST prediction could be the signature of a short distance dependence of $E_{sb}$ on $R$. Indeed it is conceivable to have in the broken string potential a massive excitation which would show up in a term of the type

$$E_{sb}(R) = E_{sb} + Ae^{-mR}$$

(26)

unfortunately, the range of our data does not allow to extract such a massive excitation, which however could become visible performing simulations at a larger value $\beta$, with a smaller value of the lattice spacing.

We conclude this section with a few comments on the $R$-independence of the entries $M(R)$ and $E_{sb}(R)$ of the mixing matrix in eq. [23]. While it is natural to expect the $R$-dependence of these terms to be weaker than the one in $V_{EST}(R)$, the fact that our data are perfectly reproduced by completely neglecting this dependence could seem surprising and, maybe, an indication that the model studied is somehow pathological. It is thus reassuring
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