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Abstract—Asymptotic properties of Markov processes, such as steady-state probabilities or the transition rates to absorbing states, can be efficiently calculated by means of linear algebra even for large-scale problems. This paper discusses the methods for adjusting the parameters of Markov models to account for non-constant transition rates. In particular, transitions with fixed delays are considered, along with transitions that follow Weibull and lognormal distributions. Procedures both for steady-state solutions in the absence of an absorbing state and for transition rates to an absorbing state are provided, and demonstrated in several examples.
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I. INTRODUCTION

This paper introduces a simple practical correction to Markov continuous time models to account for variable transition rates between system states. The correction is based on local balance of the outflows from a given node of the state-space model. The correction provides an accurate means of evaluating the relevant asymptotic performance measures of the system. For a detailed review of the methods for evaluating non-Markovian processes, please refer to [1]. Therein, the methods are grouped into the following three categories:

• Phase-type expansions: non-exponential transitions are replaced with sets of exponentially distributed phases (stages);
• Markov renewal theory: relies on finding points in time when the system is renewed and the memoryless (Markov) property holds. The resulting Markov discrete time process is thus “embedded” into the original continuous time process;
• Supplementary variables: the elapsed holding (sojourn) time is explicitly described by supplementary continuous variables associated with each state.

The method described in this paper is most closely related to the second category, in particular the two-phase method for finding a steady state solution. The main source of distinction is the focus of the current paper on the asymptotic intensity of local transition flows among states. As a result, there is no need to find a solution for a global embedded discrete Markov process before addressing the time continuous problem. Instead of trying to solve the problem from scratch, the current approach zooms in on the portion of the model where the asymptotic behavior deviates from that of the corresponding Markov model.

For Markov processes with \( n \) states and continuous time, the governing system of (Chapman-Kolmogorov) differential equations can be written as follows:

\[
\frac{dP(t)}{dt} = Q \cdot P(t), \quad Q_{ii} = -\sum_{j \neq i} Q_{ji} \tag{1}
\]

Here \( P_i(t), i = 1 \ldots n \) are the probabilities of being in state \( S_i \); \( P_i(t) = Pr\{X = S_i\} \); and \( Q \) is the transition rate matrix with the diagonal terms compensating for the off-diagonal terms in each column.

Let us consider a series of simple examples, starting with the simplest renewable “birth” and “death” process. The processes under consideration are relevant in multiple domains (see, for example, [2]), but for the sake of specificity, we will cast the problem in terms of system reliability, so that there is a system consisting of a single component that can fail with a (constant) failure rate \( \lambda \), and repaired with a constant rate \( \mu \). In other words, both transitions are memoryless and follow exponential distributions. The resulting process has two states, \( S_0 \) and \( S_1 \); it is Markovian, and in the steady state, the probabilities \( P_0 \) and \( P_1 \) can be obtained by balancing inflow and outflow for either state: \( \lambda P_0 = \mu P_1 \), so \( P_0 = \lambda / (\lambda + \mu) \).

Let us now consider a system where the holding (sojourn) time at each state follows general distributions \( F(t) \) and \( G(t) \) for failure and repair, respectively. To facilitate the comparison, the means of each distribution remain unchanged: \( F = 1/\lambda \) and \( G = 1/\mu \). The corresponding process is semi-Markovian, as there is no memory of the previous states, but the transition rate from a state does depend on the holding time in that state.

For each of the transitions, the hazard (conditional) transition rate can be defined:

\[
h_f(t) = f(t)/(1 - F(t)) \tag{2}
\]

Here the subscript \( f \) is used to indicate that the transition rate is evaluated for distribution \( F \) (similarly, \( h_g(t) \) can be defined for distribution \( G \)).

Let us explore the analogy between the changes in state probabilities and the flows of a fluid (the dynamics of both are represented mathematically by similar differential equations). There are two classical specifications of the flow field in continuum mechanics: the Eulerian view considers a specific location and focuses on how the flow through that location changes with time; in contrast, the Lagrangian view is focused on the dynamics of a fluid “particle” (parcel). The two views are equivalent, and complementary in terms of providing insights into fluid flow fields [3], [4].

The notion of time \( t \) in Eq. (2) can be considered Lagrangian. Indeed, the hazard rate is a function of how long a particular
component is being repaired (holding time). In other words, a “particle” trajectory is represented. This is closely related to a “local” or component-based view, which can be considered a raison d’etre for Stochastic Petri Nets (SPNs) [5], [6], [7]. In SPNs, the individual components of a system are explicitly represented, and their histories can be tracked.

The “global” Markovian representation of a state space gravitates toward the Eulerian view: the dynamics of individual “particles” are not represented—or rather they all behave in identical manner, and their individual pasts are irrelevant. Semi-Markov models tilt the view toward the Lagrangian perspective, as they effectively embed a “particle” representation for each individual state by introducing the dependence of a conditional transitional rate, Eq. 2 on the holding time in a state. However, one can revert to the Eulerian viewpoint and consider the intensities of the flows of aggregated particles as a function of global time, as well as in a steady state. This is the approach taken in this paper.

For the considered single-part example, the steady-state intensity of such aggregated transitions will remain the inverse of the means (i.e., $1/F$ and $1/G$, respectively), regardless of the type of distribution used for each transition. In other words, a Markovian approximation does not introduce any errors in estimating an aggregate measure, such as the chances that the system will be operational in a steady state; however, this is not always the case, as illustrated next.

Let us consider a two-part redundant system, with the state representation shown in Figure 1. The two parts are identical, so there are only three states. The transition rate matrix has the following form:

$$Q = \begin{pmatrix} -2\lambda & \mu & 0 \\ 2\lambda & -\lambda - \mu & 0 \\ 0 & \lambda & 0 \end{pmatrix} \quad (3)$$

The focus is on the frequency of system failures, i.e., the hazard rate of the system, as defined by Eq. 2 and interpreted at the system level (i.e., the transition from any non-failed state to a failed state is considered). See [2] for a comprehensive review of the general class of problems with quasi-stationary distributions, the phenomenon that first was explicitly identified by A. M. Yaglom [8]. This hazard (decay) rate is of significant practical value [9], and there are two main approaches to its calculation for Markovian systems.

The first method considers an artificial transition (depicted in Figure 1 by a dashed line) in order to convert the considered process with an absorbing state into a renewal process. This implies that the last column in Eq. 3 will have two non-zero entries: $\nu$ and $-\nu$ in the first and the last row, respectively.

After finding a steady-state solution, one can evaluate conditional probabilities $P_0$ and $P_i$ given that the system has not failed (i.e., $P_i = Pr\{X = S_i | X \notin F\}$, $i = 0, 1$; in this case there is only one failed state $S_2$). Using the balance equation for the $S_1$, we observe that $(\lambda + \mu)\hat{P}_1 = 2\lambda\hat{P}_0$. Let us consider $\lambda = \mu = 1$, then $\hat{P}_0 = \hat{P}_1 = 0.5$, so that the system failure hazard rate is

$$h = \hat{P}_1 = \frac{2\lambda^2}{3\lambda + \mu} = 0.5 \quad (4)$$

Note that the rate of artificial transition $\nu$ does not affect the solution. This independence is not accidental, as shown in Lemma 3 toward the end of this paper. The second method instead relies on the Perron-Frobenius theorem to determine the systems’ hazard rate.

A. Perron-Frobenius eigenvalue

The key assertion underpinning this method has been used in [10] for discrete Markov chains (see also [11] for a practical application), and here it is demonstrated directly for continuous Markov processes (originally derived in [12]). Let us consider a system where all non-absorbing states belong to the same communicative class (i.e., any state can be reached from any other) [13]. Then the following holds:

**Lemma 1.** The asymptotic rate of transition to an absorbing state is the absolute value of the smallest negative eigenvalue of the transition matrix $Q$.

**Proof.** Let us consider a general case with $n$ “up” (non-absorbing) states $U_k, k = 1 \ldots n - 1$, and a single failed (absorbing) $n$-th state $F$. Combining several absorbing states into a single absorbing state does not lead to a loss of generality, since the relevant dynamic of the system only concerns the “up” states. After this dynamic is described by evaluating the temporal history of the probability of each “up” state, the rates of transition to each of the failed states can be segregated if desired.

Let us recover the transition matrix from time $t$ to $t + \delta$: $P(t + \delta) = \Pi P(t)$ (here $\delta$ is a small time step). Using Eq. 7 it can be expressed as $\Pi = \delta Q + I$, where $I$ is an identity matrix, and $\Pi$ is a stochastic matrix with the last column representing the absorbing state. This last column has the diagonal term 1 and all zeros for the off-diagonal terms. As a result, $\Pi$ is a block diagonal matrix with the first block $\hat{\Pi}$ of size $n - 1$ corresponding to the “up” states and the last block of size 1 corresponding to the absorbing (“down”) state.

In accordance with the Perron-Frobenius theorem for $\hat{\Pi}$, there is a unique and distinct largest eigenvalue $\hat{k} < 1$. In addition, there is an eigenvalue of 1 stemming from the absorbing state. Converting these eigenvalues to the corresponding eigenvalues for matrix $Q$, we can conclude that its two largest eigenvalues are 0 for the absorbing state and the negative Perron-Frobenius eigenvalue $-k = \hat{k} - 1$ (here $k > 0$), with the rest of eigenvalues being all negative and strictly less than $-k$.

As a result, we can represent the probability of an “up” state as follows:

$$U_i(t) = A c_i + B V_i e^{-kt} + \ldots \quad (5)$$
and the “down” state
\[ F(t) = A c_n + B v_n e^{-kt} + \ldots \tag{6} \]

Here the dots represent the contributions from the rest of the eigenvalues that are all negative with absolute values larger than \( k \), and where \( c_n \) and \( v_n \) are components of the first two right eigenvectors (corresponding to the first two largest eigenvalues). These contributions, represented by dots, can be neglected for sufficiently large instances of time. Taking these expressions to the limit \( +\infty \), and given that \( F \) is an absorbing state (so that its probability tends to unity), yields
\[ \lim_{t \to +\infty} Pr\{F\}(t) = 1 - B v_n e^{-kt} \tag{7} \]

and similarly,
\[ \lim_{t \to +\infty} Pr\{U_i\}(t) = B v_i e^{-kt} \tag{8} \]

Recalling the definition of the hazard rate, Eq. 4, and differentiating Eq. 7 yields
\[ h(t) = \frac{dF/dt}{(1 - F(t))} = \frac{kB v_n e^{-kt}}{B v_n e^{-kt}} = k \tag{9} \]

There are three corollaries that follow from Eq. 8

**Corollary 1.1.** Non-absorbing states reach a quasi-steady state.

Indeed, the conditional probabilities of each “up” state \( U_i \) asymptotically do not depend on time, because they are simply the corresponding components of the Perron-Frobenius eigenvector \( \hat{P} = Pr\{X = U_i | X \notin F\} = v_i \), where the right eigenvectors are normalized, so that \( \sum_{i=1}^{n} v_i = 1 \).

**Corollary 1.2.** The probability of being in each non-absorbing states decays as \( e^{-kt} \).

Another way to represent the eigenvalue \( k \) can be also useful:

**Corollary 1.3.** The hazard rate is a weighted sum of direct transition rates to the absorbing state, with the weighting provided by the conditional probabilities \( \hat{P} \):
\[ k = \sum_{i=1}^{n-1} v_i Q_{ni} = \sum_{i=1}^{n-1} \hat{P}_i Q_{ni} \tag{10} \]

To demonstrate that this corollary is true, Eqs. 7 and 8 are summed together as probabilities that add up to unity, which yields \( \sum_{i=1}^{n} v_i = 0 \). Given the chosen normalization in the Corollary 2, \( v_n = -1 \), Eq. 10 is simply the last row of the matrix expression for the eigenvalue \(-k\): \( Qv = -kv \) (where \( v \) is the vector with components \( v_i \)).

Returning to the two-part redundant system example (with the state space depicted in Figure 1 and matrix \( Q \) provided in Eq. 3), and applying Lemma 1, one can write the characteristic equation of the block matrix for the first two states:
\[ k^2 + k(3\lambda + \mu) + 2\lambda^2 = 0 \tag{11} \]

The absolute value of smallest (negative) root for Eq. 11 is
\[ k_1 = \frac{3\lambda + \mu - \sqrt{(3\lambda + \mu)^2 - 8\lambda^2}}{2} \tag{12} \]

Evaluating Eq. 12 for specific numerical values, \( h_{pf} = k_1 = 0.58579 \) is noticeably higher than the value obtained using the renewal process earlier (see Eq. 4). The difference becomes significantly smaller when the repair rates are larger than the failure rates (i.e., the non-dimensional parameter \( \rho = \lambda/\mu \ll 1 \)); see Figure 2. The difference is explained by the influence of the transient behavior: the renewal approach effectively averages over the renewal time segment, which starts with a fully functional system, as opposed to the purely asymptotic value provided by the Perron-Frobenius eigenvalue. For Markov processes, the size of the transient effect is related to the relative difference between the Perron-Frobenius eigenvalue and the next largest eigenvalue modulus or SLEM [14].

**B. Semi-Markov effect**

In contrast to a single-component system, for a two-part redundant system the asymptotic values characterizing the system will depend on the types of distributions assigned to the repair transitions (and not only on the mean values). For example, let us consider repairs that are completed after a fixed delay. Keeping the same mean value for the repair, the hazard rate will increase compared to the exponential distribution.

Figure 3 depicts the corresponding hazard rate as calculated by two “brute force” methods: Monte Carlo simulation using 100 million replications, and a forward-marching finite difference scheme with a step of \( 6 \times 10^{-4} \) and 10,000 steps. Here the holding (sojourn) time distribution for repair is a part of the state description.

It may be observed that the Monte Carlo simulation has more noise toward the end of the simulation. This is expected given the fact that, as simulation time progresses, there are fewer sample paths that correspond to the non-failing state (cf. 8) and the accuracy of the method decreases. Nevertheless, the trend is clearly observed—the initial oscillations die out, and a steady state is reached. Both the presence of oscillations and the associated longer transient duration (as compared to
exponentially distributed repairs) are artifacts of the repairs with fixed delays. The hazard rates time averaged over \( t \in [4,6] \) for the finite difference and Monte Carlo simulations are 0.62513 and 0.6265, respectively. We expect the time-difference method to be more accurate, but it is clear that the true value is significantly higher than the one observed for the exponential repair (0.58579).

The next three sections of this paper will address the corrections for the following cases: a steady-state solution for the semi-Markovian model, a hazard rate in the presence of an absorbing state; and finally, some of the cases where abandoning the Markovian assumption leads to non-Markovian (rather than semi-Markovian) processes.

II. STEADY-STATE CORRECTION FOR SEMI-MARKOV PROCESSES

Let us consider a generic node of a state-space representation (see Figure 3. First, we note that all inputs from the states \( I_1 \ldots I_k \) can be combined into a single inflow: in fact, the magnitude of this inflow is not important (it will be normalized later). What is relevant is that this inflow has a constant rate in a steady state. If there is only a single output to node \( O_1 \), then (regardless of the particular distribution for that transition) the only relevant aspect of this transition is the overall intensity, or (equivalently), the mean value of the distribution. So, in this case the substitution of a non-exponential distribution for an exponential one is trivial: only the mean value needs to be matched.

If there are several exponential distributions, their effect can be combined by summing up their respective transition rates. For example, let us assume that for the node shown in Figure 4, transitions to the states \( O_1 \) and \( O_2 \) follow exponential distributions with the rates \( \lambda_1 \) and \( \lambda_2 \), respectively. Then the effect of the outflow can be represented by a combined exponential distribution with the intensity \( \lambda = \lambda_1 + \lambda_2 \).

Let us consider a general case and focus on a transition to a particular state that follows a general distribution, with a cumulative distribution \( G(t) \) and probability density function \( g(t) \). All other outflows are combined into an equivalent single distribution

\[
F(t) = 1 - \prod_{j=1}^{m} (1 - F_j(t))
\]  

From this perspective, there is a “race” between the outflow transitions. In that respect, there is a similarity to the competing risks problem considered in [15].

Given that inflow into the node is constant, the key consideration is the impact of the outflow from the node on the distribution of the holding time \( t \) of the outflow. Specifically, at time \( t_0 \), the probability that the holding time was \( t \) (i.e., the last state transition occurred at time \( t_0 - t \)) is decreasing as \( t \) increases: as more time elapses there are more chances for the outflow to occur. More precisely, for a given \( t \), this value is \( R(t) = A(1 - G(t))(1 - F(t)) \). Here \( A \) is a normalization constant that can be determined by integrating this expression over time:

\[
\int_0^{+\infty} (1 - G(t))(1 - F(t)) \, dt = 1/A \tag{14}
\]

Once this constant is determined, the overall transition rate can be evaluated as the weighted average (based on the age distribution):

\[
\dot{\mu} = A \int_0^{+\infty} (1 - G(t))(1 - F(t))h_g(t) \, dt = A \int_0^{+\infty} (1 - F(t))g(t) \, dt = A\gamma \tag{15}
\]

Here \( h_g(t) \) is the hazard rate for distribution \( G \), as provided by Eq. 2 and the “winning race ratio” \( \gamma \) represents the chances that \( g \) will “win the race” with the competing outflow (cf. [15] where a similar ratio was analyzed for small time scales). As discussed below, this ratio also corresponds to the appropriate term in the embedded discrete time transition matrix.

First we note that if there is only one outflow transition from the node, then \( F(t) \equiv 0 \), and from Eq. 15, we can readily observe that \( h = A \). From Eq. 14, we can use the integration by parts to obtain

\[
1/A = \int_0^{+\infty} (1 - G(t)) \, dt = -\int_0^{+\infty} t \, d(1 - G(t)) = \int_0^{+\infty} tg(t) \, dt = \bar{G} \tag{16}
\]
This confirms the assertion made in the beginning of the paper that for a system with one part, the transition rates are fully determined by the mean value of the distribution (so that the transition rate is its inverse). Furthermore, a similar assertion can be made for all the nodes without a “race” between different outflows (or if all outflows are aggregated together to measure the entire outflow).

Next, we can make some simplifications when $F$ is an exponential distribution. First, let the rewrite Eq. 15

$$\hat{\mu} = A \int_0^{+\infty} e^{-\lambda t} g(t) dt = A \gamma$$

and $\gamma$ is the only constant that is needed to evaluate the transition rate. Indeed, Eq. 14 can be written as follows:

$$1/A = \int_0^{+\infty} e^{-\lambda t} (1 - G(t)) dt = \frac{1}{A} \int_0^{+\infty} (1 - G(t)) dt e^{-\lambda t} = \frac{1}{A} \left[ 1 + \int_0^{+\infty} e^{-\lambda t} d(1 - G(t)) \right] = \frac{1 - \gamma}{\lambda}$$

Combining Eqs. 15 and 18 we obtain the expression for the transition rate competing with an exponential outflow:

$$\hat{\mu} = \frac{\lambda}{1/\gamma - 1}$$

Important special cases can be noted: first, if $G$ is an exponential distribution, then $\gamma = \mu/(\lambda + \mu)$, and from Eq. 19 we can observe that no correction is needed to the transition rate ($\hat{\mu} = \mu$). Finally, for a fixed delay $\tau$, we observe that $\gamma = e^{-\lambda \tau}$, so the corrected transition rate has the following form:

$$\hat{\mu} = \frac{\lambda}{e^{\lambda \tau} - 1}$$

Let us return to the example with two redundant components, and consider a constant failure rate $\lambda = 1$ and a fixed repair delay $\tau = 1$. The effective repair rate will be $\hat{\mu} = 0.58198$, which, substituting it into Eq. 4 translates into the hazard rate $h_f = 0.55835$. Verifying this result using Monte Carlo simulation up to time 1000 with 1 million replications provides the value of 0.55829. In summary, when comparing to scenario where the repairs follow an exponential distribution with the same mean, the effective repair rate $\mu$ drops from 1 to 0.58198, which causes an increase of the hazard rate from 0.5 to 0.55835.

For steady-state semi-Markov processes, the described procedure is equivalent to the well-known two-step evaluation using renewal processes. at the first step, steady-state probabilities $\pi_i$ for each state of the embedded discrete Markov chain are obtained; at the second step, those probabilities are weighted by the mean holding times at each state $m_i$:

$$P_i = \frac{\pi_i m_i}{\sum_{j=1}^{n} \pi_j m_j}$$

The following statement holds:

**Lemma 2.** Finding a steady-state solution for a continuous Markov process with all non-exponential transitions being corrected by using Eqs. 14 and 15 to calculate equivalent transition rates is equivalent to solving the two-step renewal process.

**Proof.** To show the equivalency, we demonstrate that both transitional probabilities of the embedded discrete Markov chain and the mean holding times are preserved by the procedure developed in this paper. Indeed, let us consider a state-space node $S_i$ (see Figure. 4), with output transitions $T_1 \ldots T_l$ following general distributions $G_1 \ldots G_l$, and focus on a single transition $T_w$ to a particular output state $O_w$. This transition corresponds to the globally numbered state $S_j$ with the rest of the transitions combined into a single distribution $F$ (Eq. 13). Then, one can observe that $\gamma$ introduced in Eq. 15 by definition represents the corresponding term of the embedded discrete transition matrix $K_{ij}$.

Further combining $G_w$ with $F$ into a single distribution $G$ for all outflows from the $S_i$ and invoking Eq. 16 yields $1/A = m_i$.\]

While the end result is the same when both methods are applied to finding the steady-state solution of a semi-Markov process, the method described in this paper directly focuses on the local deviation of the transition flow intensity from an exponential transition. As a result, only a single global problem needs to be solved, and the impact of individual transition distributions is more transparent before the global problem is solved (one can immediately observe whether the equivalent transition rate is smaller or larger as compared to the value implied by the mean). Furthermore, the flow intensity perspective provides a stepping stone for finding asymptotic rates to absorbing states for semi-Markov processes and solving non-Markovian problems, as described next.

### III. Asymptotic Hazard Rate for Semi-Markov Process

In the presence of an absorbing state, a similar local flow balancing can be applied as well. To that end, an Eulerian view of the semi-Markov process is adopted and an equivalent Markov process is considered (the convergence of the process to a quasi-stationary state can be assumed). Invoking Corollary 1.1 and the presence of a quasi-steady state implies that the relative probabilities for inputs to a generic node (as depicted in Figure 4) do not change with time, so all inflows can be effectively combined into a single inflow. In contrast to the steady-state scenario, there an additional decay term $e^{-kt}$ applied to all the input states (see Corollary 1.2). Therefore, Eq. 14 must be adjusted to provide relatively more weight to older ages (recall that $t$ represents the backward time from some instant $t_0$, so the $e^{kt}$ is added):

$$\int_0^{+\infty} e^{kt} (1 - G(t)) (1 - F(t)) dt = 1/A$$

In other words, relatively speaking, there will be more chances for greater holding time, since the inflow was stronger in the past. As a result, Eq. 15 changes to

$$\hat{\mu} = A \int_0^{+\infty} e^{kt} (1 - F(t)) g(t) dt$$
When the transition in question is competing with another transition that follows an exponential distribution with the rate $\lambda$, we can use similar formulae to those of the steady-state case, while replacing $\lambda$ with $\lambda - k$:

$$\gamma_a = \int_0^{+\infty} e^{-(\lambda-k)t}g(t)dt \quad (24)$$

$$\hat{\mu} = \frac{\lambda - k}{1/\gamma_a - 1} \quad (25)$$

One interesting implication of Eqs. (22, 23) is that even in the absence of a race among the outflows from a state, the effective outflow rate deviates from the exponential equivalent, and the only time when there is no deviation is when there is a competing exponential outflow with intensity $\lambda = k$.

The described procedure appears to be relying on a circular argument: $k$ is obtained as a Perron-Frobenius eigenvalue of the transition matrix, which requires the knowledge of all transition rates for matrix $Q$. Therefore, an iterative procedure is implemented: starting with a guess (for example, from using uncorrected exponential values), convergence is achieved in all the examples considered below, as well as for a more involved example considered in [9]. Moreover, the following observation provides the grounds for conjecture that the convergence can be achieved under fairly general conditions.

Let us consider a $j$th step of an iteration with the value of the Perron-Frobenius eigenvalue $k(j)$. This value can be substituted into Eqs. (22, 23) to solve for new values of all transition rates that require the adjustments $\hat{\mu}_i(j+1)$. After this, the new Perron-Frobenius eigenvalue $k(j+1)$ is calculated. In other words, there is a sequence of two alternating mappings:

$$k(j) \mapsto \hat{\mu}_i(j+1) \mapsto k(j+1) \ldots \quad (26)$$

To ensure that the iterations converge, it is critical that the mappings contract, so that the differences between the successive iterations shrink sufficiently fast. The first mapping (as described by Eqs. 22, 23) is “local” (i.e., related to a single transition and determined by the combination of the distributions for the involved outflow transitions), while the second is “global” (as determined by the system configuration and expressed as the Perron-Frobenius eigenvalue).

In this context, a general three-state system (depicted in Figure 5) should provide enough flexibility to explore the different scenarios of the second mapping. For example, let us design a configuration where changes in the transitions result in the largest relative change in the hazard rate. For specificity, let us consider a situation where the objective is to increase the hazard rate $(k \uparrow)$. Recalling Corollary 1.3, we can observe that this can be achieved by increasing the intensity of the “edge” transitions (i.e., directly into the absorbing state, $e_1 \uparrow$, $e_2 \uparrow$), and by increasing the conditional probability of the nodes with the largest intensity of the “edge” transitions (assuming $e_2 > e_1$ for specificity, $i_1 \uparrow$, $i_2 \downarrow$).

Intuitively, introducing more states simply dilutes the effect. Indeed, let us order the states based on the intensity of their respective edge outflows and compare the result to a three-state system that contains only the safest and the least safe states. Both actions that impact the hazard rate (i.e., the change in the intensity of the edge transitions, and shifting the conditional probabilities within the non-absorbing states; see Eq. (10) have more direct (and therefore more pronounced) effects in the three-state system. Therefore, the sensitivity of the hazard rate with respect to the changes in the transition rates will be dampened in a system with intermediate states, and the overall convergence rate will increase. In other words, testing the convergence for a particular combination of transition distributions on the three-state system provides a good indication of the convergence of the described procedure for a larger system.

The extreme scenario of the combination of changes for the transitions described above requires a deliberate choice of different types of distributions for each transition. For transitions with fixed delays, Eqs. (24, 25) simplify to

$$\hat{\mu} = \frac{\lambda - k}{e^{\tau(\lambda-k)} - 1} \quad (27)$$

This enables us to construct an approximation of the extreme scenario described above: from Eq. (27) it is clear that increasing $k$ will increase the effective rate of a fixed transition. To exploit this property, we will use fixed delays for transitions $e_2$ (to increase the edge outflow from the least safe place) and for $i_1$ to skew the balance of the non-absorbing states toward the least safe place. The two remaining transitions follow exponential distributions. Let us have fixed delays $\tau_1 = \tau_2 = 1$ and the exponential rates $\lambda_1 = \lambda_2 = 0.1$. The equivalent intensity for both fixed-delay transitions $\hat{\mu}_1 = \hat{\mu}_1 = 1.913$ with the resulting hazard rate $k = 1.5756$. Both transition rates and the system hazard rates are almost double their exponential counterpart ($k_{exp} = 0.78377$), so this is quite an extreme scenario in terms of the size of the non-Markovian effects. Expectedly, the rate of convergence is relatively slow as well (see Fig. 6, the green curve).

Next, we return to the two-part redundant system and apply Eq. (27) to find the equivalent repair rate. For the considered values of $\lambda = 1/\tau = 1$, the calculated value for $\hat{\mu} = 0.82427$ and $k = 0.62518$. This matches the finite difference value $k = 0.62513$ quite well. In Figure 6, the purple curve shows both the faster rate of convergence and the smaller non-Markovian effect as compared to the “extreme” scenario. The vertical axis in Fig. 6 is logarithmic, so that the absolute deviation from the converged solution is shown. However, it is worth noting that, in contrast to the “extreme” scenario, the deviation alternates in sign. This makes physical sense: an increase in the repair rate $(\mu \uparrow)$ decreases the hazard rate $(k \downarrow)$ and vice versa.

Next, we employ Eqs. (24, 25) to explore repairs that follow Weibull and lognormal distributions. To facilitate the comparison, mean values are kept at unity, and the shape
parameter $\beta$ is varied for Weibull distribution, while a ratio of variation to the square of a mean, called squared coefficient of variation (SCV), is used as a varying parameter for lognormal distribution.

Figure 7 shows the results for repairs that follow a Weibull distribution with a shape parameter $0.3 \leq \beta \leq 5$. For small values of $\beta$, the “winning race” ratio $\gamma_\alpha$ (Eq. 24) is very high, so that the equivalent $\dot{\mu}$ is significantly higher than 1. In fact, for $\beta < 0.3$, the values are even higher (which is the reason they are not shown on the chart). Large values of $\dot{\mu}$ make the system less likely to stay in a degraded state, so the system hazard rate is smaller. This effect is attenuated as $\beta$ increases, with $\beta = 1$ resulting in the values previously discussed for exponential repair (with $\dot{\mu} = 1$, $\gamma_\alpha = 0.70711$, and $h_{\alpha} = 0.58579$). For larger $\beta$, $\dot{\mu}$ decreases slightly, eventually leveling off, with a corresponding slight increase in the system hazard rate. The results are consistent with the trends discussed in [15].

In Figure 8 the results are shown for repair following lognormal distribution. For very small SCV the lognormal distribution mimics a fixed delay repair, so as expected, the values on the left side of the figure replicate the values obtained earlier for the fixed delay. As SCV increases, the $\gamma_\alpha$ increases slightly, which results in an increase of the effective rate of repair $\dot{\mu}$ and the reduction of the system hazard rate. When SCV=1 (i.e., the same value as for an exponential distribution) the results are close to those for the exponential distribution but are slightly off: $\gamma_\alpha = 0.70425$, $\dot{\mu} = 0.97273$, and $h_{\alpha} = 0.59150$. For larger values of SCV, the hazard rate continues to be reduced, so for SCV = 5 the values are $\gamma_\alpha = 0.73608$, $\dot{\mu} = 1.31689$, and $h_{\alpha} = 0.52784$. It is interesting to note that the trend is inverse to that observed in queues where reduction of SCV is beneficial for queue efficiency [16].

IV. NON-MARKOVIAN SCENARIOS

The examples considered above demonstrate the efficiency of the approach to a range of semi-Markovian models (see also [9] for a more involved example). However, in many practical situations, transitioning from a Markov to a semi-Markov representation requires additional efforts due to the fact that not all the states are regeneration points of the modeled process.

To demonstrate the resulting challenges, let us consider a simple variation of the two-part redundant system example by introducing a single repair server. When both components have failed, the component that has failed earlier continues to be repaired, and upon its repair the second repair commences. The performance of the system is measured in terms of the steady-state probabilities for operating states (i.e., the system availability). The corresponding Markov model is shown in Fig. 9. If repairs follow exponential distributions, then the solution is straightforward, with $\mu_1 = \mu_2 = \mu$. Instead, let us consider repairs of fixed duration $\tau$.

The resulting model is not semi-Markovian in the following sense: when the system arrives at the $S_2$ state, it implies that in the $S_1$ state the repair “lost the race” to the failure of another component. In other words, some time of the repair has already elapsed, so there is no regeneration point in the $S_2$ state: the
remaining time for repair depends not only on the holding time in \( S_2 \), but also on how much time was previously spent in \( S_1 \). Following (11), the corresponding state is depicted as a square (as opposed to a circle) to differentiate states where no regeneration of the process occurs.

In contrast, \( S_1 \) is a regeneration point for the repair: whether the system arrives to the state from \( S_0 \) or \( S_2 \), the repair will start from the beginning, so \( \mu_1 \) can be calculated using Eq. 20.

One way to calculate the equivalent rate \( \mu_2 \) is by noticing that while from the system-level perspective the \( S_1 \) and \( S_2 \) are distinct, there are no changes occurring to the repair process itself (since no preemption of the repair is considered). In other words, the overall repair rate remains \( \mu \):

\[
\dot{P}_1 \mu_1 + \dot{P}_2 \mu_2 = \mu \tag{28}
\]

Here \( \dot{P}_1 = Pr \{ X = S_1 | X \neq S_0 \} \) are conditional probabilities. We can solve this equation to find out the transition rate:

\[
\mu_2 = \frac{\mu \lambda}{\lambda + \mu_1 - \mu} \tag{29}
\]

The resulting states are \( P_1 = 0.53391 \) and \( P_2 = 0.31072 \). From simulation the values are \( P_1 = 0.53390 \) and \( P_2 = 0.31072 \) (1 million replications, with time averaging for times \( t \in [100, 1000] \)).

This method has obvious scaling limitations (that is, knowing the overall rate will not be sufficient to recover individual rates if there are more than two states), so it is useful to look for a more direct alternative that accounts for the holding time in the previous state. To that end, it is easier to deal with the mean time to repair, \( m_2 = 1/\mu_2 \), and directly integrate the remaining time to repair based on the intensity of the transition into the \( S_2 \) state:

\[
m_2 = \frac{1}{F(\tau)} \int_0^\tau \lambda e^{-\lambda t} (\tau - t) dt = \frac{\tau}{F(\tau)} - 1 \tag{30}
\]

It is easy to check that Eqs. 30 and 28 are equivalent.

Before turning to the last example, let us introduce a simple but useful Lemma:

**Lemma 3.** In a steady state, if a state \( S_i \) has only a single outflow, the intensity \( \mu_i \) of this outflow does not impact the conditional probabilities of all other states \( \dot{P}_j = Pr \{ X = S_j | X \neq S_i \} \).

**Proof.** The linear system of equations for the steady state \( QP = 0 \) contains only combined terms \( \mu_i P_i \), which implies that changing \( \mu_i \) will simply scale \( P_i \) (and therefore impact the overall normalization for all probabilities), but it will not impact the relative magnitudes of the probabilities for all other states.

This lemma explains the independence of the solution for an asymptotic hazard rate from the rate of an artificial transition \( \nu \) introduced to avoid an absorbent state for the two-part redundant system mentioned earlier.

Finally, let us consider an example from (11) of a two-part redundant system that has a common failure mode and single repair crew, and where the two parts are distinct (a similar system has been also studied in (17)).

The state diagram is shown in Figure 10. The numeration of the state space and the numerical values of parameters follow (11). State \( S_2 \) (in the center of the diagram) corresponds to the fully operational state. Single failures of the first and second part trigger transitions to the states \( S_1 \) and \( S_3 \), with the rates \( \lambda_1 = (1 - q) \delta_1 \lambda_A \) and \( \lambda_2 = (1 - q) \delta_2 \lambda_B \), respectively. Here \( q \) is the common-cause parameter; \( \delta_1 = 0.3 \) and \( \delta_2 = 0.6 \) are the sharing load parameters, while \( \lambda_A = 0.002 \) and \( \lambda_B = 0.01 \) are the failure rates for components \( A \) and \( B \), respectively. Common-cause failure (when both parts fail) can occur with the intensity \( q(\delta_1 \lambda_A + \delta_2 \lambda_B) \), and when this occurs, there are even chances that either part will be repair first. This differentiates the states \( S_4 \) and \( S_5 \) corresponding to the repair of part \( A \) and \( B \) first, respectively. As a result, \( \lambda_5 = \lambda_6 = q(\delta_1 \lambda_A + \delta_2 \lambda_B)/2 \).

After a part fails, the other part can fail as well with a regular failure rate for each part, so \( \lambda_3 = \lambda_B \) and \( \lambda_4 = \lambda_A \). Finally, the repairs of each part have a fixed delay of \( \tau = 10 \) (this last parameter is changed as compared to (11), so that difference with the simple Markov approximation can be observed). The Markov transition matrix has the following form:

\[
Q = \begin{pmatrix}
\cdot & \lambda_1 & 0 & 0 & \hat{\mu}_4 \\
\mu_1 & \mu_2 & 0 & 0 \\
0 & \lambda_1 & \cdot & \lambda_3 & 0 \\
0 & \lambda_6 & 0 & 0 \\
0 & \lambda_5 & \lambda_4 & 0 & \\
\end{pmatrix} \tag{31}
\]

Here the diagonal terms are shown with \( * \) for brevity (they are calculated as shown in the right part of Eq. (1)). The states \( S_1 \) and \( S_3 \) are the renewal states, so Eq. (20) can be directly used to evaluate the repair rates from those states:

\[
\mu_1 = \frac{\lambda_3}{\lambda_3 e^{\lambda_3 \tau} - 1}, \quad \mu_2 = \frac{\lambda_4}{\lambda_4 e^{\lambda_4 \tau} - 1} \tag{32}
\]

The repair rates for the states \( S_4 \) and \( S_5 \) are somewhat more challenging, as there are two distinct possibilities for each state: if the previous state was \( S_2 \) the repair has only started, and so the rates from Eq. (32) are appropriate. On the other hand, a part might fail when it operates alone, so the repair of another part has already started (and so Eq. (30) provides the appropriate mean time to repair). Let us consider the state...
S₄ first. If the previous state was S₃, then the corresponding failure rate (using Eq. 30) is

\[ \hat{\mu}_3 = \frac{\lambda_3 F_3(\tau)}{\tau \lambda_3 - F_3(\tau)} \]  

(33)

The total repair rate for S₃ is a weighted average of the two rates, where the rates are based on the relative intensities of the inflows to the state:

\[ \hat{\mu}_3 = \frac{P_1 \lambda_3 \mu_3 + P_2 \lambda_6 \mu_1}{P_1 \lambda_3 + P_2 \lambda_6} \]  

(34)

Similarly, for S₃ we obtain:

\[ \hat{\mu}_4 = \frac{\lambda_4 F_4(\tau)}{\tau \lambda_4 - F_4(\tau)}, \quad \hat{\mu}_4 = \frac{P_3 \lambda_4 \mu_4 + P_2 \lambda_5 \mu_2}{P_3 \lambda_4 + P_2 \lambda_5} \]  

(35)

Finally, we can apply Lemma 3, which stipulates that \( \hat{\mu}_3 \) and \( \hat{\mu}_4 \) don’t affect the relative probabilities for states S₁, S₂, and S₃. Therefore, a simple procedure allows us to find the steady-state solution: first we solve the system of equations QP = 0 (as usual for finding the steady-state solutions, one of the rows in Eq. [31] is replaced with the normalization condition for with any values of \( \hat{\mu}_3 \) and \( \hat{\mu}_4 \)), then we use the probabilities \( P_1 \), \( P_2 \), and \( P_3 \) in Eqs [34] [35] to calculate the actual values for \( \hat{\mu}_3 \) and \( \hat{\mu}_4 \), and solve the linear system again (linear solvers are so computationally efficient that partitioning the matrix, in order to solve the problem in a single step, is not worthwhile).

Figure 11 shows the chances of the down states (i.e., \( P_1 + P_3 \)) as a function of the common-cause parameter \( q \) for the full model as well as for Markov approximation.

V. CONCLUSION

A simple practical procedure for correcting Markov models for non-Markovian effects is presented. In contrast to the existing approaches, the focus is on the asymptotic analysis of the inflows and outflows of probabilities for individual states. As a result, direct impact of the choice of the distributions for particular transitions can be locally assessed by converting them into equivalent exponential transitions. For a steady-state analysis of a semi-Markovian process, the result is equivalent to the two-step procedure involving an embedded discrete Markov chain. The local nature of the analysis presented in the current paper is suitable for large-scale applications: the correction to the transition rates can be conducted only when needed as pre-processing, before assembling the global Markov model.

The inflows-outflows perspective for individual states has been further utilized to evaluate the asymptotic system transition rate to an absorbing state (hazard rate) for both Markovian and semi-Markovian properties. Several general properties for this hazard rate have been established, facilitating the scalability of the developed solutions. Finally, the same local approach has been applied to tackle two relatively simple examples that exhibit essentially non-Markovian effects (the holding times from the previous system states must be taken into account). The resulting compactness of the solutions provides hope that general procedures for tackling large-scale problems with non-Markovian effects can be developed in the future.
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