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Abstract

We study continuity of the roots of nonmonic polynomials as a function of their coefficients using only the most elementary results from an introductory course in real analysis and the theory of single variable polynomials. Our approach gives both qualitative and quantitative results in the case that the degree of the unperturbed polynomial can change under a perturbation of its coefficients, a case that naturally occurs, for instance, in stability theory of polynomials, singular perturbation theory, or in the perturbation theory for generalized eigenvalue problems. An application of our results in multivariate stability theory is provided which is important in, for example, the study of hyperbolic polynomials or realizability and synthesis problems in passive electrical network theory, and will be of general interest to mathematicians as well as physicists and engineers.

The continuity of the roots of a monic polynomial on its coefficients (belonging to the complex numbers \( \mathbb{C} \)) is usually proved in three different ways. The first is an elementary real analysis approach [22] using Bolzano-Weierstrass Theorem [20] Theorem 2.42. The second approach [18] Theorem 1.4] uses Rouché’s Theorem from complex analysis which is based on contour integration and the argument principle [18] Theorem 1.3]. The third uses a topology approach [10][14] which is based on the construction of a homeomorphism between the coefficients of the monic polynomial and its roots.

Unfortunately, the simplest and most elementary approach from [22] does not apply for nonmonic polynomials, which occurs in many important areas such as in singular perturbation theory [3], perturbation theory for generalized eigenvalue problems [21], and in the stability theory of polynomials and its applications [1 2 4 5 6 7 8 9 11 12 13 16 17 19 23]. Furthermore, the qualitative and quantitative results for nonmonic polynomials have some distinctions (essentially due to the possibility of a difference between the degree of the perturbed polynomial and the degree of unperturbed polynomial) and certain modifications are needed. Moreover, although previous
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results [18, Chap. 1, Sec. 1, Exercise 13] and [10, Theorem 3] do have statements comparable to ours (cf. Theorem 2), they are proved using either Rouché’s theorem [25, Theorem 1] or by the topology approach [10, Theorem 2] and without any comparable quantitative result like ours (see Theorem 3).

This article aims to do the following:

• Give an elementary approach to proving continuity of the roots of a nonmonic polynomial on its coefficients that an undergraduate student whose taken an introductory real analysis course could do the proof.

• Provide both qualitative and quantitative results, in an elementary and self-contained manner, which can be used to introduce the reader to modern research in stability theory of multivariate polynomials and its applications.

• Include examples and visual illustrations of the analysis so that it is even more accessible to the reader.

The rest of the article is organized as follows. In Section 1 on the qualitative results, we introduce our notation for the unperturbed and perturbed polynomials (denoted by $q$ and $p$, respectively) and provide the elementary properties of single variable polynomials that are needed. Then we state and prove the main theorem of this article, namely, Theorem 1 along with two immediate corollaries (Corollaries 1 and 2). As our polynomials can be nonmonic, there is the possibility of some of the roots of the perturbed polynomial converging to $\infty$ and the main result in this regard is Theorem 2. We prove this after introducing the notation of a reciprocal polynomial to a given polynomial (Definition 1) and proving some preliminary results using this (Proposition 1 and Corollary 3). All these results are illustrated in Figures 1 and 2 with a summary given in Remark 1 which is illustrated in Figure 3.

Next, in Section 2 on our quantitative results, we begin with the main theorem for that section, namely, Theorem 3. We immediately follow this up with an example (Example 1) to help the reader understand the theorem. At the end of that section we provide some preliminary results (Lemma 2 and Proposition 2) needed to prove this theorem.

In our final section, Section 3 we discuss the applications of our results in stability theory for multivariate polynomials that begins with notation and basic properties of multivariable polynomials and a concrete example (Example 2) to help the reader understand this notation. Next, we give our main theorem (Theorem 4) of this section from [19], its proof using only the results presented in our paper, and conclude with a special case of the proof for two-variables (see Example 3) whose details are illustrated in Figures 4 and 5.

1 Qualitative Results

Let $P_n(\mathbb{C})$ denote the set of all polynomials with coefficients in the complex numbers $\mathbb{C}$ whose degree is less than or equal to a positive integer $n$ (i.e., $n \in \mathbb{N}$) and include the zero polynomial. In particular, any two polynomials $p(z), q(z) \in P_n(\mathbb{C})$ can be
expressed in the following form:

\[ p(z) = a_n z^n + a_{n-1} z^{n-1} + \cdots + a_1 z + a_0, \]  
\[ q(z) = b_n z^n + b_{n-1} z^{n-1} + \cdots + b_1 z + b_0, \]  
for some \( a_i, b_i \in \mathbb{C} \) and \( i = 0, \ldots, n \). The degree of a nonzero polynomial \( p \), denoted by \( \deg p \), is defined in terms of its coefficients \( 1 \) by

\[ \deg p = \max \{ i : a_i \neq 0 \}. \]  

To prove our main theorem below, we will use the following basic results in analysis and the theory of polynomials in one variable:

1. If \( p(z) \) has \( \deg p \geq 1 \) then it has exactly \( \deg p \) roots \( \lambda_1, \ldots, \lambda_{\deg p} \) (counting multiplicities) and

\[ p(z) = a_{\deg p} \prod_{i=1}^{\deg p} (z - \lambda_i), \]  
\[ \frac{p'(z)}{p(z)} = \sum_{i=1}^{\deg p} \frac{1}{z - \lambda_i} = \frac{n a_n z^{n-1} + \cdots + a_1}{a_n z^n + a_{n-1} z^{n-1} + \cdots + a_1 z + a_0}. \]  

2. If \( a_i \to b_i \) for all \( i = 0, \ldots, n \) then for each fixed \( z \in \mathbb{C} \),

\[ p(z) \to q(z), \quad p'(z) \to q'(z), \]  
\[ \frac{p'(z)}{p(z)} \to \frac{q'(z)}{q(z)}, \] provided \( q(z) \neq 0 \).

3. Every bounded sequence in \( \mathbb{C}^N \) has a convergent subsequence (for any fixed \( N \in \mathbb{N} \)).

**Theorem 1 (Main Theorem)** Suppose \( \zeta \) is a root of \( q(z) \) of multiplicity \( m \) and let \( \varepsilon > 0 \) be given. Then there exists a \( \delta > 0 \) such that if \( \max_{0 \leq i \leq n} |a_i - b_i| < \delta \) then \( p(z) \) has at least \( m \) roots whose distance from \( \zeta \) is less than \( \varepsilon \).

**Proof.** Suppose not. Then, for each \( k \in \mathbb{N} \) there exists a polynomial \( p_k = a_n^{(k)} z^n + a_{n-1}^{(k)} z^{n-1} + \cdots + a_1^{(k)} z + a_0^{(k)} \) such that \( p_k \) has at most \( m - 1 \) roots whose distance from \( \zeta \) is less than \( \varepsilon \) and

\[ \lim_{k \to \infty} a_i^{(k)} = b_i \quad (0 \leq i \leq n). \]  

In particular, by hypotheses (\( q \) has at least one root, namely, \( \zeta \), with finite multiplicity \( m \)) we have \( \deg q \geq 1 \) and hence

\[ a_{\deg q}^{(k)} \to b_{\deg q} \neq 0 \text{ as } k \to \infty, \]
implying there exists a $K \in \mathbb{N}$ such that
\[
\deg p_k \geq \deg q \geq 1
\]
for all $k \geq K$. Also, since $\deg p_k \in \{\deg q, \ldots, n\}$, then there exists a $N \in \{\deg q, \ldots, n\}$ such that $\deg p_k = N$ for infinitely many $k$. Hence, by choosing a subsequence if necessary, we can assume that we also have $\deg p_k = N$ for every $k \geq K$.

Now, for each integer $k \geq K$, let $\lambda_i^{(k)}$, $i = 1, \ldots, N$ denote all the roots of $p_k$ (counting multiplicities). Then, statement 3 above implies the sequence $\{(\lambda_1^{(k)}, \ldots, \lambda_N^{(k)})\}$ has a subsequence $\{(\lambda_1^{(k_i)}, \ldots, \lambda_N^{(k_i)})\}$ converging to a point $(\mu_1, \ldots, \mu_N)$ in $(\mathbb{C} \cup \{\infty\})^N$.

In particular, it follows that the number of $i$’s such that $\mu_i = \zeta$ must be at most $m - 1$. This together with (5) and (6) implies that
\[
1 = \lim_{z \to \zeta} \lim_{j \to \infty} \frac{(z - \zeta) p_j(z)}{p_j(z)} = \frac{\# \text{ of } i \text{’s such that } \mu_i = \zeta}{m} \leq \frac{m - 1}{m},
\]
a contradiction. This proves the theorem.

**Corollary 1** Suppose $\zeta$ is a root of $q(z)$ of multiplicity $m$ and $\varepsilon > 0$, if $m = \deg q$, or
\[
0 < \varepsilon < \min_{1 \leq j \leq d, \zeta_j \neq \zeta} |\zeta_j - \zeta|,
\]
if $m \neq \deg q$, where $\zeta_j$, for $j = 1, \ldots, d$, denotes all the distinct roots of $q$. Then there exists a $\delta > 0$ such that if $\max_{0 \leq i \leq n} |a_i - b_i| < \delta$, then $p$ has exactly $m$ roots whose distance is less than $\varepsilon$ from $\zeta$.

**Proof.** Let $\zeta_1, \ldots, \zeta_d$ be all the distinct roots of $q$, $m_i$ be the multiplicity of the root $\zeta_i$ of $q$ for each $i = 1, \ldots, d$, and $\zeta$ be any root of $q$. In particular, $\zeta = \zeta_\ell$ and $m = m_\ell$ for some $\ell$ with $1 \leq \ell \leq d$. Choose any $\varepsilon > 0$ and, if $m \neq \deg q$, with $\varepsilon < \min_{1 \leq i \leq d, \zeta_i \neq \zeta} |\zeta_i - \zeta|$. Now consider the structure of the proof of Theorem 1.

Proceeding in a similar contradictory fashion as that proof with the only exception being that the $p_k$, will now have at least $m + 1$ roots (hence $N = \deg p_k \geq m + 1$) whose distance from $\zeta$ is less than $\varepsilon$ and again all its roots (counting multiplicity) are $\lambda_i^{(k_i)}$ which converge to $\mu_i$ (in $\mathbb{C} \cup \{\infty\}$) for $i = 1, \ldots, N$. Again, it follows by this along with (5) and (6) that
\[
1 = \lim_{z \to \zeta} \lim_{j \to \infty} \frac{(z - \zeta) p_j(z)}{p_j(z)} = \frac{\# \text{ of } i \text{’s such that } \mu_i = \zeta}{m}.
\]
Thus, without loss of generality, we may assume the roots $\lambda_i^{(k_i)}$ are ordered such that
\[
|\lambda_i^{(k_i)} - \zeta| < \varepsilon
\]
Figure 1: This figure illustrates the geometry of the statements for Theorem 1, Corollary 1, and Corollary 2. (a) The δ-ball $B(b_i, \delta)$ centered at $b_i$, the $i$th coefficient of the polynomial $q(z) = b_n z^n + \cdots + b_1 z + b_0$, contains the $i$th coefficient $a_i$ of the polynomial $p(z) = a_n z^n + \cdots + a_1 z + a_0$, for each $i = 0, \ldots, n$. (b) The ε-ball $B(\zeta, \varepsilon)$ with $\varepsilon > 0$ given, is centered at a given root $\zeta$ of $q(z)$ with multiplicity $m$. Theorem 1 guarantees there exists $\delta > 0$ such that if the coefficients of $p(z)$ and $q(z)$ are as in (a) then $B(\zeta, \varepsilon)$ contains $m$ roots of $p(z)$, which we denote by $\lambda_1, \ldots, \lambda_m$, but could possibly contain one or more of its remaining roots $\lambda_k$ for $m < k \leq \deg p$. (c) Corollary 1 guarantees in the case $\deg q = m$ or in the case $\deg q > m$, after constraining $\varepsilon$ so that $0 < \varepsilon < \min_{1 \leq j \leq d, \zeta_i \neq \zeta} |\zeta_j - \zeta|$, and possibly with a smaller $\delta > 0$ from Theorem 1 that there is exactly $m$ roots of $p(z)$, which we again denote by $\lambda_1, \ldots, \lambda_m$, that are in $B(\zeta, \varepsilon)$, while the remaining roots $\lambda_k$ for $m < k \leq \deg p$ of $p(z)$ lie outside this ball. (d) Corollary 2 guarantees in the case $1 < d$ that after constraining $\varepsilon$ further so that $0 < \varepsilon < \min_{1 \leq i, j \leq d, i \neq j} |\zeta_i - \zeta_j|$ and possibly with a smaller $\delta > 0$ from Corollary 1 that for each root $\zeta_j$ of $q(z)$ with multiplicity $m_j$ there is exactly $m_j$ roots of $p(z)$, which we denote by $\lambda_{j,1}, \ldots, \lambda_{j,m_j}$ in $B(\zeta_j, \varepsilon)$ and all the rest of its roots lie exterior to it. [Figure 1.(d)] illustrates the case that $\varepsilon < \frac{1}{2} \min_{1 \leq i,j \leq d, i \neq j} |\zeta_i - \zeta_j|$ and hence $B(\zeta_i, \varepsilon) \cap B(\zeta_j, \varepsilon) = \emptyset$ for all $i \neq j$.}
Figure 2: This figure illustrates the geometry of the statements for Proposition 1, Corollary 3, and Theorem 2. (a) The $B(0, \frac{1}{2})$ ball is centered at 0, with $\varepsilon > 0$ given. Proposition 1 guarantees there exists $\delta > 0$ such that if the coefficients of $p(z)$ and $q(z)$ are as in Fig. 1(a) then $B(0, \frac{1}{2})$ excludes $\deg p - \deg q$ roots of $p(z)$, which we denote by $\lambda_{q+1, \ldots, \lambda_{\deg p}}$ (if $\deg p > \deg q$), but could possibly exclude one or more of its remaining roots $\lambda_k$ for $0 < k \leq \deg q$. (b) Corollary 3 guarantees in the case $\deg q = 0$ or in the case $\deg q > 0$, after constraining $\varepsilon$ so that $0 < \varepsilon < (\max_{0 \leq j \leq d} |\zeta_j|)^{-1}$ [or equivalently $\zeta_j \in B(0, \frac{1}{2})$, for all $j$], and possibly with a smaller $\delta > 0$ from Proposition 1, that there are exactly $\deg p - \deg q$ roots of $p(z)$ outside of $B(0, \frac{1}{2})$, which we denote by $\lambda_k = \lambda_k(\infty)$ for $\deg q < k \leq \deg p$, while the remaining roots $\lambda_k$ for $0 < k \leq \deg q$ lie in the closure of this ball $B(0, \frac{1}{2})$. (c) Theorem 2 guarantees, after further constraining $\varepsilon$ [as in (31)], that there exists possibly a smaller $\delta > 0$ such that the conclusions of both Corollary 2 and Corollary 3 are simultaneously true. The figure here illustrates this by essentially superimposing Fig. 1(d) onto Fig. 2(b) [i.e., the zooming out of the red dashed circle and its interior region about the root $\zeta_j$ of $q(z)$].
\[
q(z) = b_{\deg q} \prod_{i>0} (z-\zeta_i)^{m_i} \quad (\zeta_i \neq \zeta_j, \text{ if } i \neq j)
\]

Figure 3: This figure illustrates Remark 1 on Theorem 2 (cf. Figure 2(c)) on the separation of all the roots, \(\lambda_k, 1 \leq k \leq \deg p\), of the polynomial \(p\) (counting multiplicities) into the group \(\lambda_{i,\ell}, 1 \leq \ell \leq m_i\) corresponding to the distinct roots \(\zeta_i\) of \(q\) (if any) of multiplicity \(m_i\) for \(0 < i \leq d\), and into the group \(\lambda^{(\infty)}\), \(\deg q < k \leq \deg p\) corresponding to those roots of \(p\) in \(\mathbb{C} \setminus B(0, \frac{1}{\varepsilon}) = \{z \in \mathbb{C} : |z| > \frac{1}{\varepsilon}\}\) (an open neighborhood of \(\infty\)).

for \(i = 1, \ldots, m + 1\), \(\lim_{j \to \infty} \lambda_i^{(k_j)} = \mu_i = \zeta\) for \(i = 1, \ldots, m\), \(\lim_{j \to \infty} \lambda^{(k_j)}_{m+1} = \mu_{m+1} \in \mathbb{C}\), and \(\mu_{m+1} \neq \zeta\). But we also have

\[
\lim_{z \to \mu_{m+1}} (z - \mu_{m+1}) \frac{q'(z)}{q(z)} = \left\{ \begin{array}{ll}
0, & \text{if } q(\mu_{m+1}) \neq 0, \\
m_j, & \text{if } \mu_{m+1} = \zeta_j \text{ for some } j.
\end{array} \right. \quad (14)
\]

\[
= \lim_{z \to \mu_{m+1}} \lim_{j \to \infty} (z - \mu_{m+1}) \frac{p'_{k_j}(z)}{p_{k_j}(z)} = (\# \text{ of } i's \text{ such that } \mu_i = \mu_{m+1}) \geq 1, \quad (15)
\]

implying that \(\mu_{m+1}\) is a root of \(q\) with

\[
\min_{1 \leq i \leq d, i \neq \ell} |\zeta_i - \zeta| > \varepsilon \geq \lim_{j \to \infty} |\lambda^{(k_j)}_{m+1} - \zeta_j| = |\mu_{m+1} - \zeta_j| \quad (16)
\]

from which we conclude that we must have

\[
\mu_{m+1} = \zeta, \quad (17)
\]

a contradiction that \(\mu_{m+1} \neq \zeta\). This proves the corollary. ■

Corollary 2 (Root separation without \(\infty\)) Suppose \(\zeta_1, \ldots, \zeta_d\) are all the distinct roots of \(q(z)\) with the root \(\zeta_j\) having multiplicity \(m_j\), respectively, for \(j = 1, \ldots, d\).
If \( \varepsilon > 0 \) or, in the case \( d > 1 \),

\[
0 < \varepsilon < \min_{1 \leq i, j \leq d, i \neq j} |\zeta_i - \zeta_j|,
\]

then there exists a \( \delta > 0 \) such that if \( \max_{0 \leq i \leq n} |a_i - b_i| < \delta \), then \( p \) has exactly \( m_j \) roots whose distance is less than \( \varepsilon \) from \( \zeta_j \) for each \( j = 1, \ldots, d \).

**Proof.** If \( d = 1 \) then the statement is true by the previous corollary. Hence, suppose \( d > 1 \). First, we have

\[
\min_{1 \leq i, j \leq d, i \neq j} |\zeta_i - \zeta_j| = \min_{1 \leq j \leq d} \min_{1 \leq i \leq d, i \neq j} |\zeta_i - \zeta_j|.
\]

(18)

Now choose an \( \varepsilon > 0 \) such that \( \varepsilon < \min_{1 \leq i, j \leq d, i \neq j} |\zeta_i - \zeta_j| \). Then, for each \( j = 1, \ldots, d \), it follows that

\[
0 < \varepsilon < \min_{1 \leq i \leq d, i \neq j} |\zeta_i - \zeta_j|
\]

(19)

and thus by the previous corollary, there exists a \( \delta_j > 0 \) such that if \( \max_{0 \leq i \leq n} |a_i - b_i| < \delta_j \), then \( p \) has exactly \( m_j \) roots whose distance is less than \( \varepsilon \) from \( \zeta_j \). Thus, if we take

\[
\delta = \min_{1 \leq j \leq d} \delta_j
\]

(20)

then \( 0 < \delta \leq \delta_j \) for each \( j = 1, \ldots, d \) and it follows that if \( \max_{0 \leq i \leq n} |a_i - b_i| < \delta \), then \( p \) has exactly \( m_j \) roots whose distance is less than \( \varepsilon \) from \( \zeta_j \) for all \( j = 1, \ldots, d \).

This proves the corollary.

At this point, the reader may find it helpful to look at Figure 1 which illustrates the statements in Theorem 1, Corollary 1, and Corollary 2.

Next, we will need the following definition and lemma (proof is left to the reader) in the next proposition.

**Definition 1 (Reciprocal polynomial)** For nonzero polynomials \( p(z), q(z) \) with the form (1), (2), their reciprocal polynomials (or reflected polynomials) \( \tilde{p}(z), \tilde{q}(z) \) are defined as

\[
\tilde{p}(z) = z^{\deg p} p \left( \frac{1}{z} \right) = a_0 z^{\deg p} + a_1 z^{\deg p-1} + \cdots + a_{\deg p-1} z + a_{\deg p},
\]

(21)

\[
\tilde{q}(z) = z^{\deg q} q \left( \frac{1}{z} \right) = b_0 z^{\deg q} + b_1 z^{\deg q-1} + \cdots + b_{\deg q-1} z + b_{\deg q}.
\]

(22)

**Lemma 1 (Basic properties of reciprocal polynomials)** Let \( p(z) \) be a nonzero polynomial of the form (1). Then

\[
\deg \tilde{p} = \deg p - \min \{ i : a_i \neq 0 \} \leq \max \{ i : a_i \neq 0 \} = \deg p,
\]

(23)

\[
\tilde{p}(z) = a_{\deg \tilde{p}} z^{\deg \tilde{p}} + a_{\deg \tilde{p}+1} z^{\deg \tilde{p}-1} + \cdots + a_{\deg p}, \quad a_{\deg \tilde{p}} \neq 0.
\]

(24)
and
\[ \tilde{p}(0) = a_{\deg p} \neq 0. \]  
(25)

Furthermore, \( \lambda \) is a nonzero root of \( p(z) \) if and only if \( \frac{1}{\lambda} \) is a root of \( \tilde{p}(z) \), in which case, the roots have the same multiplicities. Moreover, \( p(z) \) and \( \tilde{p}(z) \) have the factorizations
\[ p(z) = a_{\deg p} \prod_{i=1}^{\deg p} (z - \lambda_i), \quad \tilde{p}(z) = a_{\deg \tilde{p}} \prod_{i=1}^{\deg \tilde{p}} (z - \tilde{\lambda}_i), \]  
(26)

where
\[ \tilde{\lambda}_i = \frac{1}{\lambda_i}, \quad 0 < i \leq \deg \tilde{p}, \]  
(27)
\[ \lambda_i = 0, \quad \deg \tilde{p} < i \leq \deg p. \]  
(28)

**Proposition 1** Assume \( q(z) \) is a nonzero polynomial. If \( \varepsilon > 0 \) then there exists a \( \delta > 0 \) such that if \( \max_{0 \leq i \leq n} |a_i - b_i| < \delta \), then \( p(z) \) has at least \( \deg p - \deg q \) roots whose distance from 0 is greater than \( \frac{\varepsilon}{2} \).

**Proof.** Assume that \( q \neq 0 \), i.e., \( q(z) \) is not the zero polynomial. Then we know that if \( p \) is a polynomial such that \( |a_{\deg q} - b_{\deg q}| < |b_{\deg q}| \) then \( a_{\deg q} = 0 \) implying \( \deg p - \deg q \). Thus, without loss of generality we can consider such polynomial \( p \).

Now consider the polynomial
\[ z^{\deg p - \deg q} \tilde{q}(z) = b_0 z^{\deg p} + b_1 z^{\deg p - 1} + \cdots + b_{\deg q} z^{\deg p - \deg q}. \]  
(29)

It has \( \zeta = 0 \) as a root of multiplicity \( \deg p - \deg q \geq 0 \). Let \( \varepsilon > 0 \) be given. By Theorem I there exists a \( \delta > 0 \) such that if \( \max_{0 \leq i \leq n} |a_i - b_i| < \delta \) then \( \tilde{p}(z) \) has at least \( \deg p - \deg q \) roots whose distance from 0 is less than \( \varepsilon \), that is, if we denote these roots by \( \lambda_i \) for \( 0 < i \leq \deg p - \deg q \) then
\[ \prod_{0 < i \leq \deg p - \deg q} (z - \lambda_i) | \tilde{p}(z) \]  
(30)

and \( |\tilde{\lambda}_i| < \varepsilon \) for \( 0 < i \leq \deg p - \deg q \). Now since \( \tilde{p}(0) = a_{\deg p} \neq 0 \) then \( \tilde{\lambda}_i \neq 0 \) for \( 0 < i \leq \deg p - \deg q \) which implies that \( \lambda_i = \frac{1}{\tilde{\lambda}_i} \) is a root of \( p(z) \) with \( \varepsilon^{-1} < |\lambda_i| \) for \( 0 < i \leq \deg p - \deg q \) and since (30), it follows by Lemma I that
\[ \prod_{0 < i \leq \deg p - \deg q} (z - \lambda_i) | p(z). \]  
This proves the proposition. \( \blacksquare \)

**Corollary 3** Assume \( q(z) \) is a nonzero polynomial and, if \( \deg q \geq 1 \), let \( \zeta_1, \ldots, \zeta_d \) denote all its distinct roots. Let \( \varepsilon \) be given such that
\[ 0 < \varepsilon < \left\{ \begin{array}{ll} \infty & \text{if } \deg q = 0 \text{ or if } d = 1 \text{ and } \zeta_1 = 0, \\ (\max_{1 \leq j \leq d} |\zeta_j|)^{-1} & \text{otherwise.} \end{array} \right. \]  
(31)

Then there exists a \( \delta > 0 \) such that if \( \max_{0 \leq i \leq n} |a_i - b_i| < \delta \), then \( p \) has exactly \( \deg p - \deg q \) roots whose distance from 0 is greater than \( \frac{\varepsilon}{2} \).
Proof. Assume \( q(z) \) is a nonzero polynomial. If \( \deg q = 0 \) then the statement follows immediately from the previous proposition. Hence suppose that \( \deg q \geq 1 \). First, apply Corollary 1 to \( z^{\deg p - \deg q} \tilde{q}(z) \) and \( \tilde{p}(z) \) for the root 0 of \( z^{\deg p - \deg q} \tilde{q}(z) \). This will get us a \( \delta > 0 \) such that if \( 0 < \varepsilon < (\max_{1 \leq i \leq d} |\zeta_j|)^{-1} (= \infty \text{ if } d = 1 \text{ and } \zeta_1 = 0) \), then if \( \max_{0 \leq i \leq n} |a_i - b_i| < \delta \), then \( \tilde{p}(z) \) has exactly \( \deg p - \deg q \) roots whose distance from 0 is less than \( \varepsilon \) and none of these roots are zero since \( \tilde{p}(0) \neq 0 \). This means that \( p(z) \) has at least \( \deg p - \deg q \) nonzero roots whose distance from 0 is greater than \( \varepsilon^{-1} \). But it cannot have more than \( \deg p - \deg q \) roots whose distance from 0 is greater than \( \varepsilon^{-1} \) since if it did then they would all have to be nonzero and hence you would have more than \( \deg p - \deg q \) roots of \( \tilde{p}(z) \) whose distance from 0 is less than \( \varepsilon \), a contradiction. \( \blacksquare \)

**Theorem 2** (*Root separation including \( \infty \)) Suppose \( q(z) \) is a nonzero polynomial and, if \( \deg q \geq 1 \), let \( \zeta_1, \ldots, \zeta_d \) be all the distinct roots of \( q(z) \) with the root \( \zeta_j \) having multiplicity \( m_j \), respectively, for \( j = 1, \ldots, d \). Let \( \varepsilon \) be given such that

\[
0 < \varepsilon < \min \{ \omega, \psi \},
\]

where we define

\[
\omega = \min_{1 \leq i, j \leq d, i \neq j} |\zeta_i - \zeta_j|, \quad \psi = \left( \max_{1 \leq j \leq d} |\zeta_j| \right)^{-1},
\]

with \( \omega = \infty \), if \( \deg q = 0 \) or \( d = 1 \) and \( \psi = \infty \), if \( \deg q = 0 \) or \( d = 1 \) and \( \zeta_1 = 0 \). Then there exists a \( \delta > 0 \) such that if \( \max_{0 \leq i \leq n} |a_i - b_i| < \delta \), then \( p \) has exactly \( \deg p - \deg q \) roots whose distance from 0 is greater than \( \frac{\delta}{\omega} \) and, if \( \deg q \geq 1 \), then \( p \) has exactly \( m_j \) roots whose distance from \( \zeta_j \) is less than \( \varepsilon \) for all \( j = 1, \ldots, d \).

Proof. This is an immediate corollary of Corollaries 2 and 3. Indeed, let \( \varepsilon \) be chosen such that (31) is true. Then by Corollary 2, if \( \deg q \geq 1 \), we know that there exists a \( \delta_1 > 0 \) such that if \( \max_{0 \leq i \leq n} |a_i - b_i| < \delta_1 \), then \( p \) has exactly \( m_j \) roots whose distance from \( \zeta_j \) is less than \( \varepsilon \) for all \( j = 1, \ldots, d \). By Corollary 3 we know that there exists a \( \delta_2 > 0 \) such that if \( \max_{0 \leq i \leq n} |a_i - b_i| < \delta_2 \), then \( p \) has exactly \( \deg p - \deg q \) roots whose distance from 0 is greater than \( \frac{\delta}{\omega} \). Let

\[
\delta = \begin{cases} 
\delta_2 & \text{if } \deg q = 0, \\
\min \{ \delta_1, \delta_2 \} & \text{otherwise}.
\end{cases}
\]

Then it follows that \( \delta > 0 \) and if \( \max_{0 \leq i \leq n} |a_i - b_i| < \delta \), then \( p \) has exactly \( \deg p - \deg q \) roots whose distance from 0 is greater than \( \frac{\delta}{\omega} \) and, if \( \deg q \geq 1 \), \( p \) has exactly \( m_j \) roots whose distance from \( \zeta_j \) is less than \( \varepsilon \) for all \( j = 1, \ldots, d \). This proves the corollary. \( \blacksquare \)

At this point, the reader may find it helpful to look at Figure 2 which illustrates the statements in Proposition 1, Corollary 3, and Theorem 2.

**Remark 1** (*The balls partition the roots of \( q, p \) into disjoint groups*) It should be remarked that, for the \( \varepsilon \) in Theorem 2, one of the key geometric features is that for
the collection of \( \varepsilon \)-balls \( B(\zeta_j, \varepsilon) \) centered at the distinct roots \( \zeta_j \) of the polynomial \( q \) (if any) \( (0 < j \leq d) \) we have \( \zeta_j \not\in B(\zeta_i, \varepsilon) \) for \( 0 < i, j \leq d \) with \( i \neq j \). In addition, for the \( \frac{1}{\varepsilon} \)-ball \( B(0, \frac{1}{\varepsilon}) \) centered at 0 we also have \( \zeta_j \in B(0, \frac{1}{\varepsilon}) \) for each \( j \). Then, by Theorem 2 it follows that if \( p \) is a polynomial near \( q \) \( \varepsilon \) in the sense of Theorem 2, i.e., that \( \delta > 0 \) and \( \max_{\max_{i \leq n} \|a_i - b_i\| < \delta} \) in terms of the coefficients of \( q, p \) in [2], [1]), then denoting its roots (counting multiplicities) by \( \lambda_k, 1 \leq k \leq \deg p \), it follows that these roots may be grouped as \( \lambda_i \), \( 1 \leq i \leq m_i \), \( 0 < i \leq d \) and \( \lambda^k \), \( \deg q < k \leq \deg p \) as follows: for all \( i, j \) such that \( 0 < i, j \leq d \) with \( i \neq j \) and all \( \ell \) such that \( 1 \leq \ell \leq m_i \) and all \( k \) such that \( \deg q < k \leq \deg p \) we have

\[
B \left( 0, \frac{1}{\varepsilon} \right) \supset \zeta_j \not\in B(\zeta_i, \varepsilon) \supset \lambda_i, \ell \not\in C \backslash B \left( 0, \frac{1}{\varepsilon} \right) \supset \lambda^k. \tag{35}
\]

This is illustrated in Figure 2(c) and Figure 3.

**Remark 2 (The case \( q = 0 \) is the zero polynomial, i.e., \( q = 0 \))** Our results cover any polynomial \( q \in P_n(\mathbb{C}) \) except the zero polynomial, i.e., the case \( q = 0 \). In this case there is no theory comparable to the theory developed above as the following examples illustrate: The constant zero polynomial \( q(z) = 0 \in P_n(\mathbb{C}) \) has every \( \zeta \in \mathbb{C} \) as a root, but no matter how small \( |a| \), the constant polynomial \( p(z) = a \in P_n(\mathbb{C}) \) has no roots, if \( a \neq 0 \). Now let \( \lambda_i \in \mathbb{C} \), for \( i = 1, \ldots, \ell \) with \( \ell \in \mathbb{N} \) and \( \ell \leq n \). Consider the polynomial \( p(z) = a \prod_{i=1}^{\ell} (z - \lambda_i) \in P_n(\mathbb{C}) \) with \( 0 \neq a \in \mathbb{C} \). We are completely free to choose these roots \( \lambda_i \) of \( p \) in \( \mathbb{C} \), yet the leading order coefficient \( a \) of \( p \) can vary independent of those roots and hence the coefficients of \( p \) can be made as small as we like by making \( |a| \) sufficiently small.

## 2 Quantitative Results

The following theorem is the main result of this section. It can be considered a quantitative result that complements the qualitative results in Sec. 1. For instance, given such an \( \varepsilon > 0 \) in the hypotheses of Theorem 2, our theorem below can be used to find such a \( \delta > 0 \) so that the conclusion of that theorem is true (see also Remark 3). We will give a simple and elementary proof of this theorem using Proposition 2 which itself is proved with Lemma 2 below. We also provide a concrete example (Example 1) using these results.

**Theorem 3** Let \( p, q \in P_n(\mathbb{C}) \) be polynomials having the form (11) and (12), respectively. Assume \( q(0) \neq 0 \). Let \( \zeta_i, 0 < i \leq \deg q \) denote all the roots (counting multiplicities) of \( q \), respectively. Suppose

\[
|a_0 - b_0| \leq \frac{1}{2} |b_0|, \quad |a_{\deg q} - b_{\deg q}| \leq |b_{\deg q}|, \quad \max_{0 \leq i \leq n} |a_i - b_i| \leq \sum_{i=0}^{n} \frac{|b_i|}{|b_0|}, \tag{36}
\]

and, in the case \( \deg q \neq 0 \),

\[
\max_{0 \leq i \leq n} |a_i - b_i| \leq \frac{1}{C} \left( \frac{2}{\varepsilon} \max_{0 < i \leq \deg q} |\zeta_i| \right)^{-n}, \tag{37}
\]
where $C$ is given by (78). If $\lambda \in \mathbb{C}$ and

$$p(\lambda) = 0$$

then

$$|\lambda|^{-1} \leq C^{1/n} \left( \max_{0 \leq i \leq n} |a_i - b_i| \right)^{1/n}$$

or

$$\min_{0 < i \leq \deg q} |\lambda - \zeta_i| \leq 2 \left( \max_{0 < i \leq \deg q} |\zeta_i| \right)^2 C^{1/n} \left( \max_{0 \leq i \leq n} |a_i - b_i| \right)^{1/n}.$$

**Proof.** First, the hypotheses (36) imply that

$$a_0 \neq 0, \quad a_{\deg q} \neq 0$$

and hence

$$\deg p \geq \deg q.$$

Next, since $\deg p - \deg q \geq 0$ with $p(0) = a_0 \neq 0$ and $0 \neq q(0) = a_0$, we can define the degree $n$ polynomials $f, g \in P_n(\mathbb{C})$ in terms of the reciprocal polynomials of $p$ and $q$ by

$$f(z) = z^{n-\deg p} \tilde{p}(z), \quad g(z) = z^{n-\deg p} z^{\deg p - \deg q} \tilde{q}(z)$$

in which the polynomials $\tilde{p}(z)$ and $z^{\deg p - \deg q} \tilde{q}(z)$ have the form (21) and (29), respectively. Let $\zeta_i$, $0 < i \leq \deg q$ denote all the roots (counting multiplicities) of $q$. Then

$$\tilde{\zeta}_i = \zeta_i^{-1} \quad (0 < i \leq \deg q),$$

are all the nonzero roots (counting multiplicities) of $g$ and

$$\tilde{\zeta}_i = 0 \quad (\deg q < i \leq n),$$

are all the zero roots (counting multiplicities) of $g$. Suppose $p(\lambda) = 0$. Then $\lambda \neq 0$ and $f(\lambda^{-1}) = 0$ so by hypotheses (36) and Proposition 2 below it follows that

$$\min_{1 \leq i \leq n} |\lambda^{-1} - \tilde{\zeta}_i| \leq C^{1/n} \left( \max_{0 \leq i \leq n} |a_i - b_i| \right)^{1/n},$$

with $C$ given by (78). Thus either that minimum is at a $j$ with $\tilde{\zeta}_j = 0$ or with $\tilde{\zeta}_j = \zeta_j^{-1}$ in which case either

$$|\lambda|^{-1} = \min_{1 \leq i \leq n} |\lambda^{-1} - \tilde{\zeta}_i| \leq C^{1/n} \left( \max_{0 \leq i \leq n} |a_i - b_i| \right)^{1/n}.$$
or

$$|\lambda^{-1} - \zeta_j^{-1}| = \min_{1 \leq i \leq n} |\lambda^{-1} - \tilde{\zeta}_i| \leq C^{1/n} \left( \max_{0 \leq i \leq n} |a_i - b_i| \right)^{1/n}.$$ (46)

In the latter case, this implies by the reverse triangle inequality and hypothesis (37) that

$$|\lambda|^{-1} \geq |\zeta_j|^{-1} - C^{1/n} \left( \max_{0 \leq i \leq n} |a_i - b_i| \right)^{1/n}$$ (47)

$$\geq \min_{0 < i \leq \deg q} |\zeta_i|^{-1} - C^{1/n} \left( \max_{0 \leq i \leq n} |a_i - b_i| \right)^{1/n}$$ (48)

$$= \left( \max_{0 < i \leq \deg q} |\zeta_i| \right)^{-1} - C^{1/n} \left( \max_{0 \leq i \leq n} |a_i - b_i| \right)^{1/n}$$ (49)

$$\geq \frac{1}{2} \left( \max_{0 < i \leq \deg q} |\zeta_i| \right)^{-1}$$ (50)

and hence

$$|\lambda - \zeta_j| = |\lambda| |\zeta_j| |\lambda^{-1} - \zeta_j^{-1}|$$ (51)

$$\leq |\lambda| |\zeta_j| C^{1/n} \left( \max_{0 \leq i \leq n} |a_i - b_i| \right)^{1/n}$$ (52)

$$\leq 2 |\zeta_j| \max_{0 < i \leq \deg q} |\zeta_i| C^{1/n} \left( \max_{0 \leq i \leq n} |a_i - b_i| \right)^{1/n}$$ (53)

$$\leq 2 \left( \max_{0 < i \leq \deg q} |\zeta_i| \right)^2 C^{1/n} \left( \max_{0 \leq i \leq n} |a_i - b_i| \right)^{1/n}.$$ (54)

The proof of the theorem now follows. □

**Remark 3** Notice in Theorem 3 we have the hypothesis that \(q(0) \neq 0\). This hypothesis can be removed but the trade-off is a more complicated statement for Theorem 4. Indeed, if \(q(0) = 0\) then the starting point to prove such a theorem in this case is to replace the polynomials \(p(z), q(z)\) in Theorem 3 by the shifted polynomials \(p(z + z_0), q(z + z_0)\) for any fixed \(z_0\) such that \(q(z_0) \neq 0\). The reader will find it to be a good exercise to formulate and prove a version of Theorem 4 in this case.

**Example 1** We will apply Theorem 3 to the polynomials

$$p(z) = \sum_{i=0}^{4} a_i z^i, \quad q(z) = z^3 - z^2 + z - 1 = (z - 1)(z - \sqrt{-1})(z + \sqrt{-1})$$ (55)

in \(P_n(\mathbb{C})\) with \(n = 4\). Then the coefficients and roots of \(q(z)\) are

$$b_4 = 0, \quad b_{\deg q} = b_3 = 1, \quad b_2 = -1, \quad b_1 = 1, \quad b_0 = q(0) = -1 \neq 0,$$ (56)

$$\zeta_1 = 1, \quad \zeta_2 = \sqrt{-1}, \quad \zeta_3 = -\sqrt{-1}.$$ (57)
Next, we calculate
\[ \sum_{i=0}^{n} \left| \frac{b_i}{b_0} \right| = 4, \quad D = \left[ 1 + \sum_{i=0}^{n} \frac{2}{|b_0|^2} (|b_0| + |b_i|) \right] \sum_{i=0}^{n} \left| \frac{b_i}{b_0} \right| = 76, \tag{58} \]
\[ C = \sum_{i=1}^{n} \frac{2}{|b_0|^2} (|b_0| + |b_i|) D^{n-i} = 1779314. \tag{59} \]

Then the hypotheses (36) and (37) in Theorem 3 in this example become:
\[ |a_0 - b_0| \leq \frac{1}{2}, \quad \text{(i.e., } |a_0 - b_0| \leq \frac{1}{2} |b_0|) \]
\[ |a_3 - b_3| \leq 1, \quad \text{(i.e., } |a_{\deg q} - b_{\deg q}| < |b_{\deg q}|) \]
\[ \max_{0 \leq i \leq 4} |a_i - b_i| \leq 4, \quad \left( \text{i.e., } \max_{0 \leq i \leq n} |a_i - b_i| \leq \sum_{i=0}^{n} \left| \frac{b_i}{b_0} \right| \right) \]
\[ \max_{0 \leq i \leq 4} |a_i - b_i| \leq \frac{1}{28469024} \left( \max_{0 \leq i \leq n} |a_i - b_i| \leq \frac{1}{C} \left( 2 \max_{0 \leq i \leq \deg q} |\zeta_i| \right)^{-n} \right) \tag{60} \]

From this it follows that the hypotheses of Theorem 3 are satisfied in this example if and only if the last constraint on the coefficients of \( p(z) \) hold. In this case, \( p(z) \) has four roots \( \lambda_1, \lambda_2, \lambda_3, \lambda_4 \) and by Theorem 3 each root \( \lambda \) must satisfy the inequalities (39) and (40) which in this case becomes
\[ |\lambda|^{-1} \leq C^{1/4} \left( \max_{0 \leq i \leq 4} |a_i - b_i| \right)^{1/4} \tag{60} \]
or
\[ \min_{1 \leq i \leq 3} |\lambda - \zeta_i| \leq 2C^{1/4} \left( \max_{0 \leq i \leq 4} |a_i - b_i| \right)^{1/4}. \tag{61} \]

For instance, all this is true for the whole family of polynomials
\[ p(z) = \eta z^4 + (1 + \eta)z^3 + (-1 + \eta)z^2 + (1 + \eta)z + (-1 + \eta), \tag{62} \]
provided
\[ |\eta| \leq \frac{1}{28469024} \tag{63} \]
since in this case the coefficients of \( p(z) \) are just those of \( q(z) \) perturbed by \( \eta \), i.e.,
\[ a_4 = b_4 + \eta, \quad a_3 = b_3 + \eta, \quad a_2 = b_2 + \eta, \quad a_1 = b_1 + \eta, \quad a_0 = b_0 + \eta, \tag{64} \]
and hence
\[ \max_{0 \leq i \leq 4} |a_i - b_i| = |\eta| \leq \frac{1}{28469024}. \tag{65} \]
Thus, it has four roots $\lambda_1, \lambda_2, \lambda_3, \lambda_4$, and each such root $\lambda$ must satisfy
\[
|\lambda|^{-1} \leq C^{1/4}|\eta|^{1/4} \quad \text{or} \quad \min_{1 \leq i \leq 3} |\lambda - \zeta_i| \leq 2C^{1/4}|\eta|^{1/4}. \quad (66)
\]

For example, this is satisfied for the value $\eta = 10^{-8}$ so consider the polynomial
\[
p(z) = 10^{-8}z^4 + (1 + 10^{-8})z^3 + (-1 + 10^{-8})z^2 + (1 + 10^{-8})z + (-1 + 10^{-8}). \quad (67)
\]

Then a numerical calculation of its roots (using Wolfram Alpha®) yields the approximations
\[
\lambda_1 \approx 1.00000, \quad \lambda_2 \approx 2.5000 \times 10^{-9} + 1.00000\sqrt{-1}, \quad \lambda_3 \approx 2.5000 \times 10^{-9} - 1.00000\sqrt{-1}, \quad \lambda_4 \approx -1.0 \times 10^8\sqrt{-1}
\]
and, according to our theory, each such root $\lambda$ must satisfy
\[
|\lambda|^{-1} \leq 0.01779314 \approx 0.36523 \quad (68)
\]
or
\[
\min_{1 \leq i \leq 3} |\lambda - \zeta_i| \leq 2C^{1/4}|\eta|^{1/4} = 2(0.01779314)^{1/4} \approx 0.73045. \quad (69)
\]

Comparing this to our approximations of the roots, we find that they are in good agreement with our theory since
\[
|\lambda_1 - \zeta_1| = 0, \quad |\lambda_2 - \zeta_2| = |\lambda_3 - \zeta_3| = 2.5000 \times 10^{-9} \leq 0.73045, \quad |\lambda_4|^{-1} = 1.0 \times 10^{-8} \leq 0.36523.
\]

In the rest of this section we prove the remaining statements needed to complete the proof of Theorem 3. The following elementary result, which gives an upper bound on all the roots of a monic polynomial, is from [15, Theorem 1] which we will prove here for completeness.

**Lemma 2** Let $f \in P_n(\mathbb{C})$ be a monic polynomial of degree $n \geq 1$, i.e.,
\[
f(z) = a_0 z^n + a_1 z^{n-1} + \cdots + a_n = \sum_{i=0}^{n} a_i z^{n-i}, \quad a_0 = 1. \quad (70)
\]

If $\alpha \in \mathbb{C}$ and $f(\alpha) = 0$ then
\[
|\alpha| \leq \max \left\{ 1, \sum_{i=1}^{n} |a_i| \right\}. \quad (71)
\]
Proof. Suppose \( f(\alpha) = 0 \). Then either \(|\alpha| \leq 1\), in which case (71) is true, or \(|\alpha| > 1\) in which case (71) is also true since by triangle inequality

\[
|\alpha| = \left| \frac{f(\alpha) - \alpha^n}{\alpha^{n-1}} \right| \leq \sum_{i=1}^{n} |a_i||\alpha|^{1-i} \leq \sum_{i=1}^{n} |a_i|.
\]  

(72)

The following proposition can give a quantitative result for Theorem 2 that can be used when \( \deg p = \deg q \).

Proposition 2 Let \( f, g \in P_n(\mathbb{C}) \) be two polynomials with

\[
f(z) = a_0 z^n + \cdots + a_n = \sum_{i=0}^{n} a_i z^{n-i},
\]

(73)

\[
g(z) = b_0 z^n + \cdots + b_n = \sum_{i=0}^{n} b_i z^{n-i}, \quad b_0 \neq 0
\]

(74)

such that

\[
|a_0 - b_0| \leq \frac{1}{2} |b_0|, \quad \max_{0 \leq i \leq n} |a_i - b_i| \leq \sum_{i=0}^{n} \frac{|b_i|}{b_0}.
\]  

(75)

Let \( \beta_1, \ldots, \beta_n \) denote all the roots (counting multiplicities) of \( g \). If \( \alpha \in \mathbb{C} \) and

\[
f(\alpha) = 0
\]

(76)

then

\[
\min_{1 \leq i \leq n} |\alpha - \beta_i| \leq C^{1/n} \left( \max_{0 \leq i \leq n} |a_i - b_i| \right)^{1/n},
\]  

(77)

where

\[
C = \sum_{i=1}^{n} \frac{2}{|b_0|^2 (|b_0| + |b_i|) D^{n-i}}, \quad D = \left[ 1 + \sum_{i=0}^{n} \frac{2}{|b_0|^2 (|b_0| + |b_i|)} \right] \sum_{i=0}^{n} \frac{|b_i|}{b_0}.
\]  

(78)

Proof. First, by the reverse triangle inequality and the hypothesis (75) we have

\[
-|a_0| + |b_0| \leq |a_0 - b_0| \leq \frac{1}{2} |b_0|
\]

which implies

\[
|a_0| \geq \frac{1}{2} |b_0| > 0.
\]

From this and the triangle inequality it follows that

\[
\left| \frac{a_i}{a_0} - \frac{b_i}{b_0} \right| = \frac{1}{|a_0||b_0|} |(a_i - b_i)b_0 - (a_0 - b_0)b_i| \leq \frac{2}{|b_0|^2} |a_i - b_i|b_0 - (a_0 - b_0)b_i|
\]

\[
\leq \frac{2}{|b_0|^2} (|a_i - b_i||b_0| + |a_0 - b_0||b_i|) \leq \frac{2}{|b_0|^2} (|b_0| + |b_i|) \max_{0 \leq i \leq n} |a_i - b_i|
\]

\[
\leq \frac{2}{|b_0|^2} (|b_0| + |b_i|) \max_{0 \leq i \leq n} |a_i - b_i|.
\]
for each $i = 0, \ldots, n$. From this, the hypothesis (75), and the triangle inequality, we have

$$
\max \left\{ 1, \sum_{i=1}^{n} \frac{|a_i|}{a_0} \right\} \leq \sum_{i=0}^{n} \frac{|a_i|}{a_0} - \frac{|b_i|}{b_0} + \sum_{i=0}^{n} \frac{|b_i|}{b_0} \\
\leq \sum_{i=0}^{n} \frac{2(|b_0| + |b_i|) \max_{0 \leq i \leq n} |a_i - b_i| + \sum_{i=0}^{n} \frac{|b_i|}{b_0}}{b_0} \\
\leq \left[ \sum_{i=0}^{n} \frac{2(|b_0| + |b_i|)}{|b_0|^2} \right] \sum_{i=0}^{n} \frac{|b_i|}{b_0} + \sum_{i=0}^{n} \frac{|b_i|}{b_0} \\
= \left[ 1 + \sum_{i=0}^{n} \frac{2(|b_0| + |b_i|)}{|b_0|^2} \right] \sum_{i=0}^{n} \frac{|b_i|}{b_0} = D.
$$

Now suppose $f(\alpha) = 0$. Then, by these inequalities, the triangle inequality, and Lemma 2, we have

$$
\left( \min_{1 \leq i \leq n} |\alpha - \beta_i| \right)^n \leq \prod_{i=1}^{n} \left| \frac{1 - g(\alpha)}{b_0} \right| = \left| \frac{1}{a_0} f(\alpha) - \frac{1}{b_0} g(\alpha) \right| \\
\leq \sum_{i=1}^{n} \left| \frac{a_i}{a_0} - \frac{b_i}{b_0} \right| |\alpha|^{n-i} \\
\leq \sum_{i=1}^{n} \left| \frac{a_i}{a_0} - \frac{b_i}{b_0} \right| \left( \max \left\{ 1, \sum_{j=1}^{n} \frac{|a_j|}{a_0} \right\} \right)^{n-i} \\
\leq \max_{0 \leq i \leq n} |a_i - b_i| \sum_{i=1}^{n} \frac{2(|b_0| + |b_i|) \max_{0 \leq i \leq n} |a_i - b_i| + \sum_{i=0}^{n} \frac{|b_i|}{b_0}}{b_0}D^{n-i} \\
= C \max_{0 \leq i \leq n} |a_i - b_i|.
$$

The proof follows now immediately from this by taking the $n$th root.

### 3 Applications

In this section we will consider an application of our results above in stability theory of multivariate polynomials. An important result in this theory is Theorem 4 below. Our goal here is to provide an elementary proof of it using just the results above on single variable polynomials, namely, Theorem 1 and some basic properties of multivariate polynomials described below.
3.1 Multivariate polynomials

Let $\mathbb{C}[z] = \mathbb{C}[z_1, \ldots, z_m]$ denote the set of multivariate polynomials in the $m$-variables $z_1, \ldots, z_m$ [where $z = (z_1, \ldots, z_m)$] with coefficients in $\mathbb{C}$. Every $f(z) \in \mathbb{C}[z]$ can be written uniquely as a finite linear combination of monomials in these variables (equivalently, the monomials in $\mathbb{C}[z]$ form a basis for the vector space $\mathbb{C}[z]$ over the field $\mathbb{C}$). More precisely, a monomial $z^\beta$ in $\mathbb{C}[z]$ is defined as the finite product

$$z^\beta = \prod_{j=1}^m z_j^{\beta(j)}, \quad (79)$$

where $\beta \in (\mathbb{N} \cup \{0\})^m$ denotes an $m$-tuple of nonnegative integers with $j$th component $\beta(j)$, for each $j = 1, \ldots, m$. Hence, the set of all monomials in $\mathbb{C}[z]$ is

$$\{ z^\beta : \beta \in (\mathbb{N} \cup \{0\})^m \}. \quad (80)$$

Thus, if $f(z) \in \mathbb{C}[z]$ then there exists unique complex numbers $a_\beta \in \mathbb{C}$, $\beta \in (\mathbb{N} \cup \{0\})^m$ with $a_\beta = 0$ for all but a finite number of $\beta$ such that $f(z)$ is the finite sum

$$f(z) = \sum_{\beta \in (\mathbb{N} \cup \{0\})^m} a_\beta z^\beta \quad (81)$$

and, if $f$ is not the zero polynomials (i.e., there exists a $\beta$ such that $a_\beta \neq 0$), then the degree of $z_j$ in $f$ is defined in terms of the representation $(81)$ as

$$\deg_{z_j} f = \max \{ \beta(j) : a_\beta \neq 0 \}, \quad (82)$$

for each $j = 1, \ldots, m$.

In particular, notice that since monomials $z^\beta$ treated as functions $z^\beta : \mathbb{C}^m \to \mathbb{C}$ are continuous on $\mathbb{C}^m$ (because finite products of continuous functions are continuous and each $z_i : \mathbb{C}^m \to \mathbb{C}$ is continuous on $\mathbb{C}^m$) then every polynomial $f(z) \in \mathbb{C}[z]$ treated as a function $f : \mathbb{C}^m \to \mathbb{C}$ is continuous on $\mathbb{C}^m$ (since finite linear combinations of continuous functions are continuous and monomials are continuous functions). This shows that

$$f(z) \in \mathbb{C}[z] \implies f : \mathbb{C}^m \to \mathbb{C} \text{ is a continuous function.} \quad (83)$$

Now the key observations for the purposes of this paper, when $m \geq 2$, are the following: if $f(z) \in \mathbb{C}[z]$ and if we choose one variable, say, $z_j$ and fix all the values of rest of the variables, say, $z_i \in \mathbb{C}$ for all $i = 1, \ldots, m$ with $i \neq j$ then the function $p$ defined in terms of $f(z)$ by $p(z_j) = f(z)$ is a single variable polynomial in the variable $z_j$, i.e.,

$$z_i \in \mathbb{C}, \forall i \neq j \implies p(z_j) = f(z) \in \mathbb{C}[z_j], \quad (84)$$

and hence can be written as $(1)$, but in the variable $z_j$, as

$$p(z_j) = a_{n_j}(w)z_j^{n_j} + a_{n_j-1}(w)z_j^{n_j-1} + \cdots + a_1(w)z_j + a_0(w), \quad (85)$$
where
\[ w \in \mathbb{C}^{m-1}, \ w = (w_1, \ldots, w_{m-1}), \ w_i = \begin{cases} z_i, & \text{if } 1 \leq i < j, \\ z_{i+1}, & \text{if } j \leq i \leq m - 1, \end{cases} \]
(86)
and \( n_j \) is a nonnegative integer that can be taken to be independent of \( w \) and \( z_j \) [but of course depends on \( f \) and \( j \), for instance, one can take \( n_j = 0 \) if \( f \) is the zero polynomial otherwise, you can take \( n_j = \deg z_j \) as defined in terms of the representation (81) of \( f \) by (82)]. In particular, if we now allow \( w \) to vary then \( a_\ell (w) \) is a \((m-1)\)-variable polynomial in \( w \) for each \( \ell = 0, \ldots, n_j \), i.e.,
\[ a_\ell (w) \in \mathbb{C}[w], \ \forall \ell = 0, \ldots, n_j. \]
(87)
As such, since functions of the \( w \) are continuous, it follows that
\[ a_\ell : \mathbb{C}^{m-1} \to \mathbb{C} \text{ is a continuous function, } \forall \ell = 0, \ldots, n_j. \]
(88)
Below we provide an example of a couple multivariate polynomials using our notation.

**Example 2** Consider the following examples of a two variable polynomial written in our notation as
\[ f(z_1, z_2) = \sum_{\beta \in (\mathbb{N}\cup\{0\})^2} a_\beta z^\beta \in \mathbb{C}[z_1, z_2]. \]
First, using the example polynomial \( f(z_1, z_2) = 2z_2 + 4z_1 - 3 \), then
\[ 2z_2 + 4z_1 - 3 = a_{(0,0)} z^{(0,0)} + a_{(1,0)} z^{(1,0)} + a_{(0,1)} z^{(0,1)}, \]
where \( a_{(0,0)} = -3, \ a_{(1,0)} = 4, \ a_{(0,1)} = 2, \) and \( a_{(\beta(1), \beta(2))} = 0 \) for all other \( \beta \in (\mathbb{N}\cup\{0\})^2 \). Another example is \( f(z_1, z_2) = 6z_1^2 - 8z_1z_2 \) which can be written in our notation as
\[ 6z_1^2 - 8z_1z_2 = a_{(2,0)} z^{(2,0)} + a_{(1,1)} z^{(1,1)}, \]
where \( a_{(2,0)} = 6, \ a_{(1,1)} = -8, \) and \( a_{(\beta(1), \beta(2))} = 0 \) for all other \( \beta \in (\mathbb{N}\cup\{0\})^2 \).

### 3.2 Stability of multivariate polynomials

Let \( \Omega \subseteq \mathbb{C}^m \) be an open set. An \( m \)-variable polynomial \( f \in \mathbb{C}[z] \) [where \( z = (z_1, \ldots, z_m) \)] is called a \( \Omega \)-stable polynomial \([4, 5, 23]\) if \( f \) has no zeros in \( \Omega \), i.e., \( f(z) \neq 0 \) for all \( z \in \Omega \) (in [23, Sec. 9.1] the zero polynomial is considered stable, which is atypical, and is not considered stable according to our definition from [4, 5]). Typically, \( \Omega \) is a polydomain, i.e., the Cartesian product of \( m \) open connected sets in \( \mathbb{C} \). In this case, a \( \Omega \)-stable polynomial is called, more precisely, a widest-sense \( \Omega \)-Hurwitz polynomial in order to distinguish it from other more restrictive classes of \( \Omega \)-stable polynomials such as scattering \( \Omega \)-Hurwitz or strictest-sense \( \Omega \)-Hurwitz ([1], p. 619).

Consider the following important examples. If \( D = \{ z \in \mathbb{C} : |z| < 1 \} \) is the open unit disc in \( \mathbb{C} \) then \( \Omega = D^m \) is called the open polydisc and a \( \Omega \)-stable polynomial is
called Schur stable \cite{7, 23} or, more precisely, a widest-sense Schur polynomial \cite{1, 2}. If \( \mathbb{H} = \{z \in \mathbb{C} : \text{Re} \ z > 0\} \) is the open right-half plane in \( \mathbb{C} \) then \( \Omega = \mathbb{H}^m \) is called the open right polyhalfplane and a \( \Omega \)-stable polynomial is called Hurwitz stable \cite{7, 8, 23} or, more precisely, a widest-sense Hurwitz polynomial \cite{1, 11, 13}. In addition, they are referred to as weakly Hurwitz stable polynomials \cite{4, 5} or as polynomials with the half-plane property \cite{8, 9}. Other common examples for \( \Omega \)-stable polynomials come from rotation of \( \mathbb{H} \) by an angle \( \theta \in \mathbb{R} \) in the complex plane, i.e., \( \mathbb{H}_\theta = e^{i\theta} \mathbb{H} = \{e^{i\theta} z : z \in \mathbb{H}\} \), and then \( \Omega = \mathbb{H}_\theta^m \) is called an open polyhalfplane. For instance, when \( \theta = \frac{\pi}{2} \) then \( \mathbb{H}_{\frac{\pi}{2}} = \{z \in \mathbb{C} : \text{Im} \ z > 0 \} \) is the open upper-half plane in \( \mathbb{C} \) and \( \Omega = \mathbb{H}_{\frac{\pi}{2}}^m \) is called the open upper polyhalfplane and \( \Omega \)-stable polynomials are just called stable \cite{19, 23}.

We now consider the most general open set \( \Omega \subseteq \mathbb{C}^m \) which is a Cartesian product of open sets in \( \mathbb{C} \). Let \( B_j, 1 \leq j \leq m \) be open subsets of \( \mathbb{C} \). Denote their boundaries by \( \partial B_j \), their closure by \( \overline{B_j} \), and their Cartesian product \( \Omega = \prod_{j=1}^m B_j \) by

\[
\prod_{j=1}^m B_j = B_1 \times \cdots \times B_m = \{(z_1, \ldots, z_m) \in \mathbb{C}^m \mid z_j \in B_j \text{ for } j = 1, \ldots, m\}.
\]

This next theorem from \cite{19} Lemma 5.2] (see also the appendices in \cite{11, 12}) is a result in multivariate stability theory which describes an important consequence for such \( \Omega \)-stable polynomials (see, for instance, \cite{11}) that has direct applications in the study of hyperbolic polynomials (see, for instance, \cite{19}) and passive electrical network theory on realizability and synthesis problems (see, for instance, \cite{6, 12, 17, 16, 24}).

**Theorem 4 (On the boundary zeros of \( \Omega \)-stable polynomials)** Suppose a polynomial \( f \in \mathbb{C}[z] \), where \( z = (z_1, \ldots, z_m) \), such that \( f(z) \neq 0 \) for all \( z \in \prod_{j=1}^m B_j \). Then either

\[
f(z) \neq 0, \text{ for all } z \in \prod_{j=1}^m \overline{B_j} \quad (89)
\]

or

\[
f(\alpha) = 0, \text{ for some } \alpha \in \prod_{j=1}^m \overline{B_j} \quad (90)
\]

in which case one of the following two cases occur:

1. \( \alpha \in \prod_{j=1}^m \partial B_j \).

2. There exists a nonempty set \( S \subseteq \{1, \ldots, m\} \) such that

\[
\alpha_j \in B_j, \text{ for all } j \in S
\]

and
where each \( z_j \) implies for some \( i \) denote it by \( \lambda \), i.e., \( q \) is never zero in \( \delta \).

**Proof.** The proof will be by induction on \( m \). We begin by treating the base case \( m = 1 \). Suppose that \( f \in \mathbb{C}[z] \), where \( z = z_1 \) such that \( f(z) \neq 0 \) for all \( z \in B_1 \). Then obviously either \( f(z) \neq 0 \) for all \( z \in \partial B_1 \) or \( f(\alpha) = 0 \) for some \( \alpha \in B_1 \). In the latter case, since \( \partial B_1 = B_1 \cup \partial B_1 \) and by the hypothesis \( f(z) \neq 0 \) for all \( z \in B_1 \), it follows that \( \alpha \in \partial B_1 \).

Thus, the statement is true for \( m = 1 \). Suppose that the statement is true for some natural number \( m \). We will now prove the statement for \( m + 1 \). Hence, let \( f \in \mathbb{C}[z] \), where \( z = z_1, \ldots, z_{m+1} \), such that \( f(z) \neq 0 \) for all \( z \in \prod_{j=1}^{m+1} B_j \). If (89) is true we are done. Thus, suppose (90) is true. Hence, let \( \alpha \in \prod_{j=1}^{m+1} B_j \) with \( f(\alpha) = 0 \). If \( \alpha \in \prod_{j=1}^{m+1} \partial B_j \) then we are done. Hence, suppose \( \alpha \notin \prod_{j=1}^{m+1} \partial B_j \). This implies for some \( i \in \{1, \ldots, m+1\} \) that \( \alpha_i \notin \partial B_i \), but since \( \alpha_i \in \partial B_i = B_i \cup \partial B_i \), it follows that \( \alpha_i \in B_i \). Let \( S \) be the set of all \( j \in \{1, \ldots, m+1\} \) such that \( \alpha_j \in B_j \). Hence, if \( j \notin S \) then \( \alpha_j \notin \partial B_j \). In particular, it follows that \( S \subseteq \{1, \ldots, m+1\} \) and \( \emptyset \neq S \). It remains to prove that if \( z \in \mathbb{C}^{m+1} \) and \( z_j = \alpha_j \) for all \( j \notin S \) then \( f(z) = 0 \).

Choose an arbitrary \( i \in S \). Without loss of generality (by permuting the variables) we can assume that \( i = 1 \) and \( S = \{1, \ldots, k\} \). Denote \( z_2 = (z_2, \ldots, z_{m+1}) \), \( \alpha_2 = (\alpha_2, \ldots, \alpha_{m+1}) \), and \( f(z_1, z_2) = f(z_1, z_2, \ldots, z_{m+1}) \).

To apply Theorem 1 we choose the polynomials in the single variable \( z_1 \) to be

\[
q \equiv q(z_1) = f(z_1, \alpha_2), \quad p \equiv p(z_1) = f(z_1, z_2),
\]

for fixed \( z_2 \in \mathbb{C}^{m} \). More precisely, \( q \) and \( p \) can be expressed as

\[
q(z_1) = f(z_1, \alpha_2) = a_n(\alpha_2)z_1^n + a_{n-1}(\alpha_2)z_1^{n-1} + \cdots + a_1(\alpha_2)z_1 + a_0(\alpha_2),
\]

\[
p(z_1) = f(z_1, z_2) = a_n(z_2)z_1^n + a_{n-1}(z_2)z_1^{n-1} + \cdots + a_1(z_2)z_1 + a_0(z_2),
\]

where each \( z_2 \mapsto a_\ell(z_2) \) is a polynomial in \( z_2 \) for each \( \ell = 0, \ldots, n \) and as such they are all continuous at \( z_2 = \alpha_2 \). We now want to show \( q(z_1) \) is the zero polynomial, i.e., \( q(z_1) = 0 \), using \( p(z_1) \) as an approximation to it when \( z_2 \) is sufficiently near \( \alpha_2 \).

To do this we give a proof by contradiction. Assume that \( q(z_1) \) is not the zero polynomial. Our goal is to use Theorem 1 with this polynomial \( q \) and the root \( \zeta = \alpha_1 \) to derive the contradiction. First, as \( \alpha_1 \in B_1 \) and \( B_1 \) is open in \( \mathbb{C} \), then there exists an \( \varepsilon > 0 \) such that if \( |z_1 - \zeta| < \varepsilon \) then \( z_1 \in B_1 \). Second, by Theorem 1 there exists a \( \delta > 0 \) such that if \( \max_{0 \leq \ell \leq n} |a_\ell(\alpha_2) - a_\ell(z_2)| < \delta \) then \( p(z_1) \) has at least one root [denote it by \( \lambda = \lambda(z_1) \)] whose distance from \( \zeta \) is less than \( \varepsilon \), i.e., \( |\lambda - \zeta| < \varepsilon \). In particular, by continuity of the polynomials \( a_\ell(z_2) \), \( \ell = 0, \ldots, n \) at \( z_2 = \alpha_2 \), there exists a \( \delta' \) such that if \( |z_2 - \alpha_2| < \delta' \) then \( \max_{0 \leq \ell \leq n} |a_\ell(\alpha_2) - a_\ell(z_2)| < \delta \) and hence the root \( \lambda = \lambda(z_2) \) of \( p(z_1) \) satisfies \( |\lambda - \zeta| < \varepsilon \) and so \( \lambda \in B_1 \). But then, since \( \alpha_2 \in \prod_{j=2}^{m+1} B_j \), we choose a \( z_2 \in \prod_{j=2}^{m+1} B_j \) with \( |z_2 - \alpha_2| < \delta' \) such that \( 0 = p(\lambda) = f(\lambda, z_2) \), and \( (\lambda, z_2) \in \prod_{j=1}^{m+1} B_j \), a contradiction of the hypothesis that \( f \) is never zero in \( \prod_{j=1}^{m+1} B_j \). This proves \( q(z_1) = f(z_1, \alpha_2) \) is the zero polynomial, as desired. Consider the polynomial \( g(z_2) = f(z_1, z_2) \in \mathbb{C}[z] \) for a fixed \( z_1 \in B_1 \). It
depends on the \( m \)-variables \( z_2 = (z_2, \ldots, z_{m+1}) \), \( g(z_2) \neq 0 \) for all \( z_2 \in \prod_{j=2}^{m+1} B_j \), and \( q(\alpha_2) = 0 \) with \( \alpha_2 \in \prod_{j=2}^{m+1} B_j \), \( \alpha_j \in B_j \) for all \( j \in S \), i.e., for all \( j = 1, \ldots, k \), and \( \alpha_j \in \partial B_j \) for all \( j \notin S \), i.e., for all \( j = k + 1, \ldots, m + 1 \). Applying the induction hypothesis to the polynomial \( g \) and its roots \( \alpha_2 \) there are two possible cases. The first case is \( \alpha_2 \in \prod_{j=2}^{m+1} \partial B_j \). Then as we showed \( q(z_1) = f(z_1, \alpha_2) = g(\alpha_2) = 0 \) is the zero polynomial, i.e., \( f(z_1, \alpha_2) = 0 \) for all \( z_1 \in \mathbb{C} \), and hence the statement is true in this case. The second possible case is \( \alpha_2 \notin \prod_{j=2}^{m+1} \partial B_j \), in which case \( g(z_2, \ldots, z_k, \alpha_{k+1}, \ldots, \alpha_{m+1}) = 0 \) for all \( z_2, \ldots, z_k \in \mathbb{C} \) and all \( z_1 \in B_1 \). As \( p(z_1) \) is a polynomial in \( z_1 \) for each fixed \( z_2, \ldots, z_k \in \mathbb{C} \) which has an infinite number of roots (for instance, all those in \( B_1 \)) then it must be the zero polynomial so that \( f(z_1, z_2, \ldots, z_k, \alpha_{k+1}, \ldots, \alpha_{m+1}) = 0 \) for all \( z_1, z_2, \ldots, z_k \in \mathbb{C} \). This proves the statement in this case. As we have exhausted all cases, the statement is true for \( m + 1 \). Therefore, by induction the statement is true for all \( m \).

Example 3 (Illustration of Case (90).2 in Theorem 1 when \( m = 2 \)) Consider a polynomial \( f \in \mathbb{C}[z] \), where \( z = (z_1, z_2) \), such that \( f(z) \neq 0 \) for all \( z \in B_1 \times B_2 \) and \( f(\alpha) = 0 \) for some \( \alpha = (\alpha_1, \alpha_2) \in B_1 \times B_2 \). Suppose, as in Theorem 1, Case (70).2, that \( S = \{1\} \), in which case \( \alpha_1 \in B_1 \) and \( \alpha_2 \in \partial B_2 \). The goal of Theorem 1 when \( m = 2 \) is to answer the question: Does \( f(z_1, \alpha_2) = 0 \) for all \( z_1 \in \mathbb{C} \)? This question is shown in Figure 2 by the question mark to the right of the red dashed line that represents \( f(z_1, z_2) \), for all \( z_1 \in \mathbb{C} \). Following the proof of Theorem 1 for a fixed \( z_2 \), we have \( z_1 \mapsto f(z_1, z_2) \) is a single variable polynomial in the variable \( z_1 \). To apply Theorem 1 we choose the polynomials in the single variable \( z_1 \) to be

\[
q = q(z_1) = f(z_1, \alpha_2), \quad p = p(z_1) = f(z_1, z_2),
\]

for fixed \( z_2 \in \mathbb{C} \) so that it is implicitly parameterized by \( z_2 \). More precisely, \( q \) and \( p \) can be expressed in the following forms:

\[
q(z_1) = f(z_1, \alpha_2) = a_n(\alpha_2)z_1^n + a_{n-1}(\alpha_2)z_1^{n-1} + \cdots + a_1(\alpha_2)z_1 + a_0(\alpha_2),
\]

\[
p(z_1) = f(z_1, z_2) = a_n(z_2)z_1^n + a_{n-1}(z_2)z_1^{n-1} + \cdots + a_1(z_2)z_1 + a_0(z_2).
\]

Note that each \( z_2 \mapsto a_\ell(z_2) \) is a polynomial in \( z_2 \) for each \( \ell = 0, \ldots, n \) and as such they are all continuous at \( z_2 = \alpha_2 \).

We now want to show that \( q(z_1) \) is the zero polynomial, i.e., \( q(z_1) = 0 \), using \( p(z_1) \) as an approximation to it when \( z_2 \) is sufficiently near \( \alpha_2 \). To do this we give a proof by contradiction. Assume that \( q(z_1) \) is not the zero polynomial, i.e., \( q(z_1) \neq 0 \). We will now use Theorem 7 with this polynomial \( q \) and the root \( \zeta = \alpha_1 \). Next, as \( \alpha_1 \in B_1 \) and \( B_1 \) is open in \( \mathbb{C} \), then there exists an \( \varepsilon > 0 \) such that if \( |z_1 - \zeta| < \varepsilon \) then \( z_1 \in B_1 \). Now by Theorem 1, there exists a \( \delta > 0 \) such that if \( \max_{0 \leq \ell \leq n} |a_\ell(\alpha_2) - a_\ell(z_2)| < \delta \) then \( p(z_1) \) has at least one root [denote it by \( \lambda = \lambda(z_2) \)] whose distance from \( \zeta \) is less than \( \varepsilon \), i.e., \( |\lambda - \zeta| < \varepsilon \). In particular, by continuity of the polynomials \( a_\ell(z_2), \ell = 0, \ldots, n \) at \( z_2 = \alpha_2 \), there exists a \( \delta' \) such that if \( |z_2 - \alpha_2| < \delta' \) then \( \max_{0 \leq \ell \leq n} |a_\ell(\alpha_2) - a_\ell(z_2)| < \delta \) and hence the root \( \lambda = \lambda(z_2) \) of \( p(z_1) \) satisfies \( |\lambda - \zeta| < \varepsilon \) and so
Figure 4: In this figure we illustrate $\mathbb{C}^2$ as just a $z_1z_2$-plane when $S = \{1\}$. We can visualize the polynomial $f(z) \neq 0$, for any $z_1, z_2 \in B_1 \times B_2$ at the point $z$ by the green dashed lines and the zero polynomial $f(\alpha) = 0$ when $\alpha_1 \in B_1$ and $\alpha_2 \in \partial B_2$ at the point $\alpha$ where the orange dashed line intersects the red dashed line. The boundaries of $B_1, \partial B_1$, are the black dashed lines and the boundaries of $B_2, \partial B_2$, are denoted by the blue dashed lines. Finally, the polynomial $f(z_1, \alpha_2)$, for a fixed $z_2 = \alpha_2$ when $\alpha_2 \in \partial B_2$, is the single variable polynomial in $z_1$ denoted by the red dashed line.

Figure 5: In this figure we illustrate both the $\delta'$-ball $B(\alpha_2, \delta')$ (cyan) and the $\varepsilon$-ball $B(\zeta, \varepsilon)$ (red) on the $z_1z_2$-plane when $S = \{1\}$. Theorem 1 guarantees, for some $z_2 \in B_2 \cap B(\alpha_2, \delta')$, at least one $\lambda = \lambda(z_2)$ within the $\varepsilon$-ball $B(\zeta, \varepsilon) \subseteq B_1$ such that $f(\lambda, z_2) = 0$. A contradiction that $f(z) \neq 0$ for all $z \in B_1 \times B_2$.

$\lambda \in B_1$. But then, since $\alpha_2 \in \partial B_2$, we choose a $z_2 \in B_2$ with $|z_2 - \alpha_2| < \delta'$.
such that $0 = p(\lambda) = f(\lambda, z_2)$ and $(\lambda, z_2) \in B_1 \times B_2$ (this is illustrated in Figure 5 below), a contradiction of the hypothesis that $f$ is never zero in $B_1 \times B_2$. This proves $q(z_1) = f(z_1, \alpha_2)$ is the zero polynomial, as desired. This completes the example of Case (90.2) in Theorem 4 when $m = 2$.
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