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Abstract

One constructs new operations of pull-back and push-forward on valuations on manifolds with respect to submersions and immersions. A general Radon type transform on valuations is introduced using these operations and the product on valuations. It is shown that the classical Radon transform on smooth functions, and the well known Radon transform on constructible functions with respect to the Euler characteristic are special cases of this new Radon transform. An inversion formula for the Radon transform on valuations has been proven in a specific case of real projective spaces. Relations of these operations to yet another classical type of integral geometry, Crofton and kinematic formulas, are indicated.
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0 Introduction.

0.1 A general overview of the article.

The theory of valuations on manifolds was introduced in [4], [5], [10], [6]; see also the survey of these results [7]. This theory generalizes in some direction the classical theory of valuations on convex subsets of $\mathbb{R}^n$ (see e.g. the surveys McMullen-Schneider [29] and McMullen [28]).

Let us describe a basic idea behind this new notion of a valuation on a manifold in an informal way. Valuation is a finitely additive complex valued functional defined on "nice" subsets of a smooth manifold $X$ with some extra properties to be discussed. By "nice" subsets we usually mean compact submanifolds with corners, while in the classical theory of valuations one considers the class of finite unions of convex compact subsets of $X = \mathbb{R}^n$.

The class of all finitely additive measures is too large and is probably out of control. In order to have a more restricted class of measures which still covers interesting examples from geometry and analysis, one could try to look for an extra condition of analytic nature which would tell how the measures of sets behave with respect to limits. In the classical measure theory of Lebesgue this condition is the countable additivity. As everybody knows, this condition turned out to be extremely useful in numerous situations.

In the new theory of valuations on manifolds we impose a rather different analytic condition (some version of continuity or smoothness). While on a general manifold this condition is somewhat technical (see [5]), it is basically motivated by the classical theory of valuations on convex sets in combination with some ideas from geometric measure theory: in the case of $X = \mathbb{R}^n$ the main condition is the continuity of the valuation $\phi$ on the class of convex compact sets with respect to the Hausdorff metric, namely if $\{K_k\}$ is a sequence of convex compact sets converging in the Hausdorff metric to another convex set $K$ then $\phi(K_k) \to \phi(K)$. To the best of our knowledge, this condition of continuity was first introduced and systematically studied by Hadwiger, see his book [22]. Notice here also that results of geometric measure theory imply that the right generalization of this continuity condition to a more general class of non-convex sets is as follows: if $\{A_k\}$ is a sequence of "nice" compact
subsets of a manifold $X$ such that the sequence of their normal cycles $\{N(A_k)\}$ (see Section 1.5 below) converges in the flat topology on currents to the normal cycle of a set $A$, then $\phi(A_k) \to \phi(A)$. On convex sets this kind of convergence is equivalent to the convergence in the Hausdorff metric.

We would like to emphasize that valuations may not be countably additive. Nevertheless smooth countably additive measures (i.e. those which locally can be written as $f(x_1, \ldots, x_n)dx_1 \ldots dx_n$ with the function $f$ being $C^\infty$-smooth) are simplest examples of valuations in the new theory. Usually valuations cannot be defined on too broad class of sets, say on Borel sets. The most general class of sets for this theory is not very clear for the moment. Nevertheless if the manifold $X$ is real analytic then any smooth valuation can be naturally evaluated on any subanalytic relatively compact subset. It seems very likely that on a general smooth manifold $X$ valuations can naturally be evaluated also on compact subsets of positive reach (though a detailed proof have not appeared anywhere).

Another most basic example of a valuation is the Euler characteristic; definitely it is not countably additive, and it is not defined on say Borel sets. The classical theory of valuations on convex sets provides us with many more examples of valuations of geometric importance. Let us consider the Euclidean plane $\mathbb{R}^2$. The length of the boundary of a set is an example of smooth valuation. In particular, it is defined on all compact submanifolds with corners and is continuous with respect to the Hausdorff metric on convex compact subsets.

More generally let us fix in $\mathbb{R}^n$ convex compact domains $A_1, \ldots, A_k, 1 \leq k \leq n-1$, with smooth positively curved boundaries. Consider the mixed volume

$$\phi(K) := V(K, \ldots, K, A_1, \ldots, A_{n-k}).$$

Classically it is defined only for convex sets $K$ (see e.g. [35]), but in fact it can be naturally extended to all compact submanifolds with corners in $\mathbb{R}^n$, and this extension is a smooth valuation. For example if we take $A_1 = \cdots = A_k$ to be the unit Euclidean ball then the valuation defined by (0.1.1) is (up to a constant) the so called $(n-k)$-th intrinsic volume (in another terminology it is also called the Lipschitz-Killing curvature). In particular taking $n = 2, k = 1$, and $A_1$ being the Euclidean ball, we recover the length of the boundary of a subset of $\mathbb{R}^2$. There are also some other natural sources of valuations, for example coming from integral geometry.

Let us also mention that the space of translation invariant (continuous) valuations on convex subsets of $\mathbb{R}^n$ is a very classical object; this space almost coincides with the space of translation invariant valuations in the new setting of manifolds (more precisely, the former space contains the latter as a dense subspace). For $n \geq 2$ this space is infinite dimensional: it contains not only the Lebesgue measure, but also the Euler characteristic and all the mixed volumes. Nevertheless this space is not out of control, and much is known about it [22], [29], [28], [1], [8].

Let us denote by $V^\infty(X)$ the space of smooth valuations on a manifold $X$ (see Section 1.6 for a formal definition). It is naturally a Fréchet space. It has rich structures (see the survey [7]). In this article the multiplicative structure on $V^\infty(X)$ will be of a particular
importance. The space $V^\infty(X)$ has a canonical product

$$V^\infty(X) \times V^\infty(X) \rightarrow V^\infty(X)$$

which is continuous, and $V^\infty(X)$ becomes a commutative associative algebra; the Euler characteristic $\chi$ is its unit element. The product on valuations was introduced first in [2] for so-called polynomial valuations on convex subsets of $\mathbb{R}^n$, then extended to any smooth valuations on $\mathbb{R}^n$ in [4], and eventually in [10] it was shown that it is independent of the affine structure on $\mathbb{R}^n$, and hence extends to any manifold. A rather different construction of this product has been recently given in [9].

The first main goal of this article is to introduce the operations of pull-back and push-forward on valuations under smooth maps of manifolds. This is done under rather restrictive assumptions on the maps: they are assumed to be either submersions or immersions (more general cases will be discussed elsewhere). Nevertheless these cases are sufficient for some applications to integral geometry.

The second main goal of the article is to introduce a general Radon type transform on valuations. The construction of it involves the product on valuations and the operations of pull-back and push-forward mentioned above. We show that the classical Radon transform on smooth functions can be considered as a very special case of this new Radon transform (see Section 4.2). Moreover this new Radon transform generalizes (partly conjecturally) the well-known and seemingly completely different Radon transform on constructible functions with respect to the Euler characteristic (see Section 4.3).

Eventually we prove in Theorem 4.3.4 an inversion formula for this new Radon transform on smooth valuations in a very concrete situation, generalizing the Khovanskii-Pukhlikov inversion formula [26] for the Radon transform with respect to the Euler characteristic on constructible functions on the real projective space $\mathbb{R}P^n$.

In Section 4.4 we discuss the relations of the product, pull-back, and push-forward on valuations to yet another classical and quite different type of integral geometry: kinematic and Crofton type formulas.

Thus valuations on manifolds provide a general set up to unify different directions of integral geometry.

### 0.2 A more detailed overview of the main results.

Let us denote by $\mathcal{P}(X)$ the family of all compact submanifolds with corners of a manifold $X$. A smooth valuations are finitely additive functionals $\mathcal{P}(X) \rightarrow \mathbb{C}$ satisfying some additional conditions (see Section 1.6).

We have to recall few more general properties of valuations on manifolds (see e.g. the survey [7]). We denote by $V_c^\infty(X)$ the subspace of $V^\infty(X)$ of compactly supported valuations. By [6] we have the integration functional

$$\int : V_c^\infty(X) \rightarrow \mathbb{C}$$

given by $\int \phi := \phi(X)$. This is a linear functional which is continuous in appropriate topology on $V_c^\infty(X)$.  


We have a continuous bilinear map

\[ V_c^\infty(X) \times V^\infty(X) \to \mathbb{C} \]

defined by \((\phi, \psi) \mapsto \int \phi \cdot \psi\) where under the integral we have the product on valuations mentioned above. By [6] (see also [11] for a simpler proof) this bilinear map is a perfect pairing, i.e. the induced map

\[ V^\infty(X) \to (V_c^\infty(X))^\ast \]

is injective and has a dense image in the weak topology. Thus we denote by \(V^{-\infty}(X) := (V_c^\infty(X))^\ast\) and call it the space of generalized valuations. Via the map (0.2.1) we identify the space \(V^\infty(X)\) of smooth valuations with its image in the space \(V^{-\infty}(X)\) of generalized valuations:

\[ V^\infty(X) \subset V^{-\infty}(X). \]

Next we denote by \(\mathcal{F}(X)\) the space of constructible functions on \(X\). In this article we call a function \(f: X \to \mathbb{C}\) constructible if \(f\) is a finite linear combination with complex coefficients of the indicator functions of compact submanifolds with corners: \(f = \sum_i \alpha_i \mathbb{1}_{P_i}\) with \(P_i \in \mathcal{P}(X), \alpha_i \in \mathbb{C}\).

0.2.1 Remark. In [6] we have used a slightly different definition of constructible functions following [25]. That definition makes sense only on real analytic manifolds. Nevertheless all the results from [6] extend immediately to the present context.

We have the natural linear map

\[ \Xi_P : \mathcal{F}(X) \to V^{-\infty}(X) \]

given by \(\sum_i \alpha_i \mathbb{1}_{P_i} \mapsto \xi_P [\phi \mapsto \sum_i \alpha_i \phi(P_i)]\). By [6], Section 8.1, this map is an injective imbedding with dense image. Thus we get that the space \(V^{-\infty}(X)\) of generalized valuations has two different dense subspaces:

\[ V^\infty(X) \subset V^{-\infty}(X) \supset \mathcal{F}(X). \]

These imbeddings are often very useful since various structures on valuations can be restricted to constructible functions \(\mathcal{F}(X)\) where they can be interpreted in more familiar terms. For example the above mentioned product on \(V^\infty(X)\) has the following interpretation. It was shown in [9] that \(V^{-\infty}(X)\) has a partially defined product, i.e. two generalized valuations can be multiplied if they are in ”generic position” to each other (the precise technical conditions are formulated on the language of wave front sets). For two smooth valuations this condition is satisfied automatically, and the product coincides with the above mentioned product on \(V^\infty(X)\). On the other hand, the restriction of this partial product to \(\mathcal{F}(X)\) is the usual pointwise product on constructible functions (see [9]; here is another technical difficulty: the pointwise product of constructible functions is not constructible in general, unless the two functions are in ”generic position” to each other).
After this reminder let us discuss the main results of this article. Let us discuss the pull-back and push-forward of valuations. In this introduction the discussion will be not completely rigorous and partly conjectural. The precise, but more technical, results can be found in the main text of the article. We will try however to indicate what is rigorous and what is not.

Let \( f : M \to N \) be a smooth proper map of smooth manifolds. Under appropriate assumptions one should be able to define a linear map 
\[
f_* : V^\infty(M) \to V^{-\infty}(N)
\]
called push-forward. The main idea is that \( f_* \) should satisfy the usual (in comparison to the classical measure theory) property 
\[
(f_* \phi)(P) = \phi(f^{-1}(P))
\]
for any \( P \in \mathcal{P}(N) \). On the technical level this is not well defined of course since the set \( f^{-1}(P) \) may not belong to \( \mathcal{P}(M) \). Nevertheless if \( f \) is a submersion we get a well defined map \( f_* : V^\infty(M) \to V^{-\infty}(N) \) (see Section 3.2). For immersions the push-forward \( f_* : V^{-\infty}(M) \to V^{-\infty}(N) \) is defined rigorously in Section 3.4. One expects that \((f \circ g)_* = f_* \circ g_*\).

The pull-back map \( f^* : V^\infty(N) \to V^{-\infty}(M) \) should be defined as the dual of \( f_* \). Rigorously this has been done for immersions in Section 3.1 and for submersions in Section 3.3. One expects that \((f \circ g)^* = g^* \circ f^*\).

Let us discuss these operations in some examples. First recall that smooth measures form a subspace of smooth valuations. Then the restriction of \( f_* \) to smooth measures should coincide with the classical push-forward of measures; we have proven this when \( f \) is either submersion or immersion.

Under appropriate assumptions \( f_* \) and \( f^* \) should be extended by continuity to larger subspaces of generalized valuations. Then we could restrict them to constructible functions (which are, perhaps, in "generic position" to the map \( f \)). Then on constructible functions \( f^* \) should coincide with the usual pull-back of functions (this is proved rigorously for submersions in Section 3.3 and for imbeddings in Proposition 3.5.12).

The push-forward \( f_* \) should coincide with the less trivial operation of integration with respect to the Euler characteristic along the fibers. It means the following: if \( \mathbb{I}_P \) denotes the indicator function of a set \( P \in \mathcal{P}(M) \) then 
\[
(f_*(\mathbb{I}_P))(y) = \chi(P \cap f^{-1}(y))
\]
for any \( y \in N \). If \( P \) is in "generic position" with respect to \( f \) then \( f_* (\mathbb{I}_P) \) is a constructible function. This fact seems to be particularly technical to prove in full generality. We have proven it under quite restrictive assumptions (see Section 3.6 and the proof of Proposition 4.3.8). That was necessary for applications in integral geometry in Section 4.3.

Notice that pull-back of the Euler characteristic is the Euler characteristic whenever the pull-back is defined. We would like to have one more remark on \( f^* \) when \( f : M \to N \) is a submersion. In this case we have shown in Section 3.3 that \( f^* : V^{-\infty}(N) \to V^{-\infty}(M) \) is a continuous linear map. Let us restrict this map to smooth measures. The classical measure theory tells us that on measures there is no operation of pull-back. The new thing
is that we can define the pull-back of a measure to be a (generalized) valuation. With an
oversimplification, we have for a smooth measure $\mu$ on $N$:

$$(f^*\mu)(P) = \int_N \chi(P \cap f^{-1}(y))d\mu(y).$$

Let us discuss now our applications of these constructions to integral geometry. A double
fibration is a diagram

$$X \xleftarrow{q_1} Z \xrightarrow{q_2} Y$$

of smooth submersive maps of smooth manifolds such that the map $q_1 \times q_2 : Z \to X \times Y$ is
a closed imbedding. We assume in addition that $q_2$ is proper. Let us fix a smooth valuation
$\gamma \in V^\infty(Z)$. We define a map which we call the Radon transform on valuations

$$R_\gamma : V^\infty(X) \to V^{-\infty}(Y)$$

by $R_\gamma(\phi) = q_2_*(\gamma \cdot q_1^*\phi)$ where the pull-back, push-forward, and the product are understood
in the sense of valuations. Theorem 4.1.1 says that $R_\gamma$ is a well defined continuous linear
operator. Here is a technical difficulty: though $\phi$ is a smooth valuation, the pull-back $q_1^*\phi$ is
not smooth in general. Hence in order to define $R_\gamma(\phi)$ in general it was necessary to extend
(partially) the push-forward map to generalized valuations.

Moreover Corollary 4.1.7 says that under certain assumption on the double fibration, $R_\gamma$
takes values in smooth valuations $V^\infty(Y)$ for any $\gamma \in V^\infty(Z)$, and it is a continuous linear
map

$$V^\infty(X) \to V^\infty(Y).$$

Also under a similar assumption $R_\gamma$ extends (uniquely) by continuity to a linear map on
generalized valuations

$$V^{-\infty}(X) \to V^{-\infty}(Y).$$

Next we show that in the case when $\gamma$ is a smooth measure, considered as a smooth
valuation, the above Radon transform $R_\gamma$ can be considered as the classical Radon transform
on smooth functions. More precisely, $R_\gamma$ uniquely factorizes in the following way:

$$V^\infty(X) \xrightarrow{R_\gamma} V^{-\infty}(Y) \supset \mathcal{M}^\infty(Y) \xrightarrow{\text{evaluation-on-points}} C^\infty(X)$$

where the surjection $V^\infty(X) \to C^\infty(X)$ is the evaluation-on-points map, i.e.

$$\phi \mapsto [x \mapsto \phi(\{x\})],$$

and the map $C^\infty(X) \to \mathcal{M}^\infty(Y)$ is the classical Radon transform from the space $C^\infty(X)$ of
smooth functions to the space $\mathcal{M}^\infty(Y)$ of smooth measures (see Section 4.2).

Let us consider another case when $\gamma = \chi$ is the Euler characteristic. Assume that
$R_\chi$ extends by continuity to a linear map $V^{-\infty}(X) \to V^{-\infty}(Y)$ (which is the case under
appropriate assumptions; see Corollary 4.1.7. Then we conjecture that \( R_\chi(\mathcal{F}(X)) \subset \mathcal{F}(Y) \) (at least for "generic" constructible functions) and the map \( R_\chi: \mathcal{F}(X) \to \mathcal{F}(Y) \) coincides with the Radon transform with respect to the Euler characteristic. Such kind of the Radon transform was considered by several authors under various modifications of the notion of constructibility: see e.g. [26], [27], [34]; in the earlier paper [36] the constructibility was considered in the sense of complex analytic geometry. We have not proven this conjecture in full generality, but some special cases of it were proven and used in Section 4.3.

In Section 4.4 we describe relations of the product, pull-back, and push-forward on valuations to a very different type of integral geometry: kinematic and Crofton type formulas.

Finally let us describe our last main result: an inversion formula for the Radon transform on smooth valuations in a very concrete situation. Let \( \mathbb{RP}^n \) denote the real projective space, i.e. the space of lines through the origin in \( \mathbb{R}^{n+1} \). Let \( \mathbb{RP}^{n\lor} \) denote the dual projective space, i.e. the space of hyperplanes through the origin in \( \mathbb{R}^{n+1} \). Let \( Z \) be the incidence variety, namely

\[
Z := \{ (l,H) \in \mathbb{RP}^n \times \mathbb{RP}^{n\lor} \mid l \subset H \}.
\]

Let \( \mathbb{RP}^n \overset{q_1}{\rightarrow} Z \overset{q_2}{\rightarrow} \mathbb{RP}^{n\lor} \) be the double fibration where \( q_1, q_2 \) are the obvious projections. We have the Radon transform with respect to the Euler characteristic

\[
R_\chi: V^\infty(\mathbb{RP}^n) \to V^\infty(\mathbb{RP}^{n\lor})
\]

defined as above, i.e. (taking into account that \( \chi \) is the unit element) \( R_\chi = q_2 \circ q_1^* \). Then \( R_\chi \) is invertible up to multiples of the Euler characteristic. More precisely consider the dual Radon transform

\[
R_\chi^t: V^\infty(\mathbb{RP}^{n\lor}) \to V^\infty(\mathbb{RP}^n)
\]

defined similarly by \( R_\chi^t := q_1 \circ q_2^* \). Then we prove (Theorem 4.3.4) that for any \( \phi \in V^\infty(\mathbb{RP}^n) \) one has

\[
(-1)^{n-1}(R_\chi^t \circ R_\chi)\phi = \phi + \frac{1}{2}((-1)^{n-1} - 1) \left( \int_{\mathbb{RP}^n} \phi \right) \cdot \chi.
\]

This inversion formula was motivated by the inversion formula for the Radon transform with respect to the Euler characteristic on "constructible" functions due to Khovanskii and Pukhlikov [26]. Actually their notion of constructibility was more restrictive one that what we have described above. The same inversion formula, but for functions constructible in subanalytic sense, was proved by Schapira [34].

0.2.2 Remark. Our proof of the inversion formula (0.2.3) on smooth valuations uses in fact the above mentioned result by Khovanskii and Pukhlikov and generalizes it in the following sense. The Radon transform \( R_\chi \) can be extended by continuity to a linear map on generalized valuations

\[
R_\chi: V^{-\infty}(\mathbb{RP}^n) \to V^{-\infty}(\mathbb{RP}^{n\lor}).
\]

Similarly \( R_\chi^t \) extends by continuity to generalized valuations.

If we restrict \( R_\chi \) to the subspace of constructible functions in the sense of Khovanskii-Pukhlikov (i.e. finite linear combinations of indicator functions of convex compact polytopes
in \(\mathbb{RP}^n\) then we show that \(R_\chi\) coincides with the Radon transform with respect to the Euler characteristic. Since such functions are also dense in \(V^{-\infty}(\mathbb{RP}^n)\), it suffices to prove the inversion formula \((0.2.3)\) for them, and this was done by Khovanskii-Pukhlikov \[20\]. We conjecture that the restriction of \(R_\chi\) to the broader class of subanalytic constructible functions also coincides with the Radon transform with respect to the Euler characteristic on this class. This would generalize then (a special case of) the result by Schapira \[34\] in the same way as we have generalized the result of Khovanskii-Pukhlikov.
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0.3 Notation list.

- \(V^\infty(X)\) - the space of smooth valuations on a manifold \(X\).
- \(V^{-\infty}(X)\) - the space of generalized valuations on a manifold \(X\).
- \(\mathcal{F}(X)\) - the space of constructible functions on \(X\) (in the smooth sense).
- \(\mathcal{F}^\text{an}(X)\) the space of constructible functions on a real analytic manifold \(X\) (in the subanalytic sense).
- \(\mathcal{P}(X)\) - the family of compact submanifolds with corners in \(X\).
- \(R_\gamma\) - the Radon transform on valuations with the kernel \(\gamma\).
- \(\mathbb{P}_+(V)\) - the oriented projectivization of a real vector space (or a vector bundle) \(V\), i.e. \((V\setminus\{0\})/\mathbb{R}_{>0}\).
- \(\Omega^k\) - either the vector bundle or the space of smooth \(k\)-forms.
- \(|\omega_X|\) - the line bundle of densities on \(X\).
- \(C^\infty(X,\mathcal{E})\) - the space of smooth sections of a vector bundle \(\mathcal{E}\) over \(X\).
- \(C^{-\infty}(X,\mathcal{E})\) - the space of generalized sections of a vector bundle \(\mathcal{E}\).
- \(WF(u)\) - the wave front of a generalized section \(u\).
- \(C^\infty_A(X,\mathcal{E})\) - the space of generalized sections of a vector bundle \(\mathcal{E}\) with wave front contained in a subset \(\Lambda \subset T^*X\).
- \([[Z]]\) - a current associated to a submanifold \(Z\).
- \(D_k(X)\) - the space of \(k\)-currents on \(X\).
- \(D\) - the Rumin differential operator on forms on a contact manifold.
- \(\mathbb{P}_X\) - the spherical cotangent bundle of \(X\), i.e. \(\mathbb{P}_X := \mathbb{P}_+(T^*X)\).
- \(N(P)\) - the normal cycle of a subset \(P\).
- \(1_P\) - the indicator function of a subset \(P \subset X\).
- \(T^*_ZX\) - the conormal bundle of a submanifold \(Z \subset X\).

1 Background

1.1 Manifolds with corners.

1.1.1 Definition. A closed subset \(P\) of an \(n\)-dimensional smooth manifold \(X\) is called a submanifold with corners of dimension \(k\) if any point \(p \in P\) has an open neighborhood \(U \ni p\)
and a $C^\infty$-diffeomorphism $\phi: U \hookrightarrow \mathbb{R}^n$ such that for some $r \geq 0$

\[
\phi(p) = 0,
\]
\[
\phi(P \cap U) = \mathbb{R}^r \times \mathbb{R}^{k-r} \times 0_{\mathbb{R}^{n-k}}
\]

where $0_{\mathbb{R}^{n-k}}$ is the zero element of $\mathbb{R}^{n-k}$. The set of submanifolds with corners is denoted by $\mathcal{P}(X)$.

The number $r$ is defined uniquely by the point $p$, but may depend on it. This $r$ is called type of a point $p$.

1.1.2 Example. 1. Any smooth submanifold of $X$ with or without boundary is a submanifold with corners.

2. A convex compact $n$-dimensional polytope $P \subset \mathbb{R}^n$ is a submanifold with corners if and only if $P$ is simplicial, namely every vertex has exactly $n$ adjacent edges. The vertices are precisely the points of type 0.

A submanifold with corners $P \subset X$ has a natural finite stratification by locally closed smooth submanifolds as follows. For any integer $r$, $0 \leq r \leq n$ let us denote by $S_r(P)$ the union of all points of type $r$. Then the $S_r(P)$ are locally closed smooth disjoint submanifolds of $X$ and

\[
P = \bigsqcup_{r=0}^{\dim P} S_r(P).
\]

This stratification of $P$ will be called canonical stratification.

1.1.3 Definition. Let $P$ and $Q$ be two closed submanifolds with corners of $X$. We say that $P$ and $Q$ intersect transversally if each stratum of the canonical stratification of $P$ is transversal to each stratum of the canonical stratification of $Q$.

It is well known (see e.g. [5], Lemma 2.1.10) that if two closed submanifold with corners $P$ and $Q$ intersect transversally in the sense of Definition 1.1.3 then $P \cap Q$ is also a closed submanifold with corners.

1.2 Construction of oriented blow up along a submanifold.

Let $X$ be a smooth manifold and $Y \subset X$ be its closed submanifold (both $X$ and $Y$ are without corners or boundary). We remind here the so called oriented blow up of $X$ along $Y$ which is manifold with boundary $\tilde{X}$ and a smooth map $\alpha: \tilde{X} \to X$.

Let $T_Y X := TX|_Y / TY$ be the normal bundle of $Y$. Let $\mathbb{P}_+(T_Y X) := (T_Y X \setminus \{0\}) / \mathbb{R}_{>0}$ be the oriented projectivization of it. Set theoretically, one defines

\[
\tilde{X} := \mathbb{P}_+(T_Y X) \bigsqcup (X \setminus Y).
\]

The map $\alpha: \tilde{X} \to X$ is equal to $\text{Id}$ on $X \setminus Y$, and to the natural projection $\mathbb{P}_+(T_Y X) \to Y \subset X$ on $\mathbb{P}_+(T_Y X)$. 
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For the details of defining the smooth structure of $\tilde{X}$ we refer to [30], Ch. 5 (see also [9] for a special situation which suffices too for the purposes of this article). Here we give an idea how to do that for $X = \mathbb{R}^n = \mathbb{R}^k \times \mathbb{R}^{n-k}$, $Y = \mathbb{R}^k \times 0_{n-k} \subset \mathbb{R}^n$. Let us consider the imbedding $X \backslash Y \hookrightarrow X \times \mathbb{P}_+((\mathbb{R}^{n-k}) = \mathbb{R}^k \times \mathbb{R}^{n-k} \times \mathbb{P}_+((\mathbb{R}^{n-k})$

given by $(x, y) \mapsto (x, y, l)$ where $x \in \mathbb{R}^k$, $y \in \mathbb{R}^{n-k} \backslash \{0\}$, and $l$ is the only oriented line in $\mathbb{R}^{n-k}$ passing through 0 and $y$ and oriented from 0 to $y$. Then define $\tilde{X}$ to be the closure of the image of $X \backslash Y$ under this map. The map $\alpha : \tilde{X} \to X$ is the restriction to $\tilde{X}$ of the natural projection $W \to X$.

It is not hard to see that the case of a general manifold $X$ can be deduced from this one by doing this construction in each coordinate chart and then gluing. Moreover any diffeomorphism $f : X \to X$ such that $f(Y) = Y$ has a unique lifting to a diffeomorphism $\tilde{f} : \tilde{X} \to \tilde{X}$ such that the diagram

$$
\begin{array}{ccc}
\tilde{X} & \xrightarrow{\tilde{f}} & \tilde{X} \\
\alpha & \downarrow & \alpha \\
X & \xrightarrow{f} & X
\end{array}
$$

is commutative.

1.3 The Rumin differential operator.

Let $M$ be a contact manifold of dimension $2n - 1$. Recall that this means that $M$ is given a smooth distribution of codimension 1 (i.e. a smooth field of hyperplanes in the tangent bundle) which is completely non-integrable. More explicitly, locally there exists a 1-form $\alpha$ such that the field of hyperplanes is equal to $\text{Ker}\alpha$ with the property that $\alpha \wedge d\alpha^{n-1} \neq 0$.

This form $\alpha$, which is called contact form, is unique up to multiplication by a non-vanishing smooth function.

A form $\omega \in \Omega^*(M)$ is called vertical if it vanishes on the contact distribution. Given a local contact form $\alpha$, the form $\omega$ is vertical if and only if $\omega \wedge \alpha = 0$, or equivalently $\omega = \alpha \wedge \phi$ for some $\phi \in \Omega^*(M)$.

Given $\omega \in \Omega^{n-1}(M)$, there exists a unique vertical form $\omega' \in \Omega^{n-1}$ such that $d(\omega + \omega')$ is vertical (see [32]). We define the projection operator $Q : \Omega^{n-1}(M) \to \Omega^{n-1}(M)$ by setting $Q\omega := \omega + \omega'$. This operator is a first order linear differential operator containing vertical forms in its kernel. The Rumin operator is the second order linear differential operator

$$D := d \circ Q : \Omega^{n-1}(M) \to \Omega^n(M).$$

The Rumin operator is the main ingredient in some differential complex, called Rumin-de Rham complex, whose cohomology is isomorphic to the de Rham cohomology [32]. We shall not use this isomorphism in the sequel.
1.4 Generalized sections of vector bundles and wave fronts.

We recall the definition and the main properties of the wave front of a generalized functions referring for more details to [23] or [21], Ch. VI.

Let \( X \) be a smooth manifold (always countable at infinity, in particular paracompact). Let \( E \rightarrow X \) be a finite dimensional vector bundle; for definiteness we assume that \( E \) is a complex bundle though for real bundles the theory is exactly the same. We denote by \( C^\infty(X,E) \) the space of \( C^\infty \)-sections of \( E \). It is a Fréchet space with topology of uniform convergence on compact subsets of \( X \) of all partial derivatives. We denote by \( C^\infty_c(X,E) \) the space of \( C^\infty \)-sections of \( E \) with compact support. Naturally \( C^\infty_c(X,E) \) is a locally convex topological vector space with topology of (strict) countable inductive limit of Fréchet spaces. The inclusion \( C^\infty_c(X,E) \hookrightarrow C^\infty(X,E) \) is continuous and has dense image.

Let us denote by \( |\omega_X| \) the line bundle over \( X \) of complex densities; thus the fiber of \( |\omega_X| \) over a point \( x \in X \) is equal to the one dimensional space of complex valued Lebesgue measures on the tangent space \( T_x X \).

We have a separately continuous bilinear map \( C^\infty(X,E) \times C^\infty_c(X,E^* \otimes |\omega_X|) \rightarrow \mathbb{C} \) given by \( (f,g) \mapsto \int_X \langle f,g \rangle \). This map is a non-degenerate pairing. In other words the induced map \( C^\infty(X,E) \rightarrow (C^\infty_c(X,E^* \otimes |\omega_X|))^* \) is continuous, injective and has a dense image when the target space is equipped with the weak topology.

1.4.1 Definition. The space \( (C^\infty_c(X,E^* \otimes |\omega_X|))^* \) is called the space of generalized sections of \( E \). It is denoted by \( C^{-\infty}(X,E) \).

Thus \( C^\infty(X,E) \subset C^{-\infty}(X,E) \). Generalized sections of the trivial line bundle are called generalized functions. Generalized sections of \( E = |\omega_X| \) are called generalized densities.

The main technical tool in the following will be wave front sets of a generalized section of a vector bundle. Let us remind this notion following [23], Ch. VIII. For simplicity we will discuss the case of the trivial line bundle; the discussion easily extends to the general case. Moreover we assume that our manifold \( X \) is \( \mathbb{R}^n \); the considerations in the general case make use of local coordinates, and independence of the constructions of the local coordinates is proved in [23], Ch. VIII. Thus let \( u \in C^{-\infty}_c(\mathbb{R}^n) \) be a compactly supported generalized function. Then its Fourier transform \( \hat{u} \) is defined and is a continuous function on \( \mathbb{R}^n \).

Let us define the subset \( \mathcal{S}(u) \subset \mathbb{R}^n \) consisting of points \( \eta \) with the property that there exists an open \( \mathbb{R}_{>0} \)-invariant neighborhood \( V \) of \( \eta \) such that for any \( N \in \mathbb{N} \) there exists a constant \( C_N \) such that

\[
|\hat{u}(\xi)| \leq C_N (1 + |\xi|)^N \quad \text{for any } \xi \in V.
\]

Denote by \( \Sigma(u) \) the complement of \( \mathcal{S}(u) \). Clearly \( \Sigma(u) \) is a closed \( \mathbb{R}_{>0} \)-invariant subset of \( \mathbb{R}^n \).
For a point $x \in \mathbb{R}^n$ define
\[ \Sigma_x(u) := \bigcap f \Sigma(f \cdot u), \quad f \in C_c^\infty(\mathbb{R}^n), \quad f(x) \neq 0. \]

Finally one defines the wave front of $u$ by
\[ WF(u) := \{(x, \xi) \in \mathbb{R}^n \times (\mathbb{R}^n \setminus \{0\}) | \xi \in \Sigma_x(u)\}. \]

As we have mentioned, the definition of the wave front generalizes to any manifolds and to generalized sections of smooth vector bundles. Then $WF(u)$ is a subset of the cotangent bundle $T^*X$ with the zero section removed. Let us summarize the main properties of wave fronts relevant for our applications.

1.4.2 Proposition. ([23] or [21], Ch.VI §3).

Let $u \in C^-\infty(X, E)$.

(i) The wave front $WF(u)$ is a closed $\mathbb{R}_{>0}$-invariant subset of $T^*X \setminus \{0\}$, where $0$ denotes the zero-section.

(ii) $WF(u) = \emptyset$ if and only if $u$ is infinitely smooth.

(iii)
\[ WF(u \boxtimes v) \subset (WF(u) \times WF(v)) \cup (WF(u) \times \{0\}) \cup (\{0\} \times WF(v)). \]

Let us fix a closed $\mathbb{R}_{>0}$-invariant subset $\Lambda \subset T^*X \setminus \{0\}$. Let us denote by $C^-\infty_\Lambda(X, E)$ the set of generalized sections of $E$ whose wave front is contained in $\Lambda$. This is a linear subspace of $C^-\infty(X, E)$. Moreover $C^-\infty_\Lambda(X, E)$ is equipped with a locally convex linear topology. In the case of $E$ being the trivial line bundle and $X = \mathbb{R}^n$ the topology is defined below; the general case is defined by covering $X$ by a system of local charts and trivializing $E$ in each chart. Thus let us assume $X = \mathbb{R}^n$ and $E$ is trivial. For any $N \in \mathbb{N}$, $\phi \in C_c^\infty(\mathbb{R}^n)$ and any closed $\mathbb{R}_{>0}$-invariant subset $V \subset \mathbb{R}^n$ such that
\[ \Lambda \cap (\text{supp}(\phi) \times V) = \emptyset \]
define the semi-norm on $C^-\infty_\Lambda(X, E)$
\[ ||u||_{\phi, V, N} := \sup_{\xi \in V} |\xi|^N |\hat{\phi}u(\xi)|. \]

Then one equips $C^-\infty_\Lambda(X, E)$ with the weakest locally convex topology which is stronger than the weak topology on $C^-\infty(X, E)$ and such that all semi-norms \{\(||\cdot||_{\phi, V, N}\)\} are continuous. Notice that if $\Lambda = \emptyset$ then $C^-\infty_\emptyset(X, E) = C^-\infty(X, E)$ as linear topological spaces.

Let $f : Y \to X$ be a smooth map, $E \to X$ be a vector bundle. Then one has the obvious pull-back map on smooth sections
\[ f^* : C^\infty(X, E) \to C^\infty(Y, f^*E). \]
It turns out that $f^*$ can be extended in a natural way to some generalized sections of $\mathcal{E}$ satisfying appropriate assumptions. Now we are going to discuss these assumptions referring for details to [21], Ch. VI §3.

Let us fix a closed conic subset $\Lambda \subset T^*X \setminus \emptyset$. Let us consider the linear subspace $C^{-\infty}_\Lambda(X, \mathcal{E}) \subset C^{-\infty}(X, \mathcal{E})$ consisting of generalized sections of $\mathcal{E}$ with the wave front contained in $\Lambda$. The space $C^{-\infty}_\Lambda(X, \mathcal{E})$ is equipped with the locally convex linear topology defined above.

**1.4.3 Definition.** Let $\Lambda \subset T^*X \setminus \emptyset$ be a closed conic subset. A smooth map $f : Y \to X$ is **transversal to $\Lambda$** if for any $\xi \in T^*_y X \cap \Lambda$ one has $df_y(\xi) \neq 0$.

Note that a submersion is transversal to each $\Lambda \subset T^*X \setminus \emptyset$.

**1.4.4 Proposition.** If a smooth map $f : Y \to X$ is transversal to a closed conic subset $\Lambda \subset T^*X \setminus \emptyset$ then there is a unique linear continuous map, also called pull-back, $f^* : C^{-\infty}_\Lambda(X, \mathcal{E}) \to C^{-\infty}_{f^*\Lambda}(Y, f^*\mathcal{E})$ where

$$f^*(\Lambda) := \{(y, \eta) \in T^*Y \mid \eta \in df_y(\Lambda|_{f(y)})\}$$

whose restriction to smooth sections of $\mathcal{E}$ is equal to the pull-back on smooth sections discussed above.

Usually in the literature $f^*(\Lambda)$ is denoted by $df^*(\Lambda)$. We will use the shorter notation as above throughout the article.

We denote by $T^*_A M$ the conormal bundle of any smooth submanifold $A \subset M$.

**1.4.5 Remark.** Let $Y$ be a closed submanifold of $X$, and $f : Y \to X$ be the identity imbedding. Then Proposition 1.4.4 says in particular that $f^*u$ is defined provided $WF(u) \cap T^*_Y X = \emptyset$.

From Proposition 1.4.4 and Remark 1.4.5 one can easily deduce the following result on product of generalized sections (see [21], Ch. VI §3, Proposition 3.10). Below we denote by $s : \mathbb{P}X \to \mathbb{P}X$ the involution $s((x, [\xi])) = (x, [-\xi])$, and for a subset $Z \subset \mathbb{P}X$ we denote by $Z^s$ the image $s(Z)$.

**1.4.6 Proposition.** Let $\mathcal{E}_1, \mathcal{E}_2 \to X$ be two vector bundles. Let $\Lambda_1, \Lambda_2$ be closed conic subsets of $T^*X \setminus \emptyset$. Let us assume that

$$\Lambda_1 \cap \Lambda^s_2 = \emptyset. \quad (1.4.1)$$

Let us define a new subset $\Lambda \subset T^*X \setminus \emptyset$ such that for any point $x \in X$

$$\Lambda|_x \subset (\Lambda_1|_x + \Lambda_2|_x) \cup \Lambda_1|_x \cup \Lambda_2|_x. \quad (1.4.2)$$

Then $\Lambda$ is also a closed conic subset, and moreover there exists a unique bilinear separately continuous map

$$C^{-\infty}_{\Lambda_1}(X, \mathcal{E}_1) \times C^{-\infty}_{\Lambda_2}(X, \mathcal{E}_2) \to C^{-\infty}_{\Lambda}(X, \mathcal{E}_1 \otimes \mathcal{E}_2)$$

whose restriction to smooth sections is the tensor product map.
We will need two further technical propositions. We denote by $\mathcal{D}(M)$ the space of currents on a manifold $M$ (if $M$ is oriented $\mathcal{D}(M)$ coincides with with the space of generalized differential forms).

1.4.7 Proposition. Let $A$ be a smooth submanifold of $M$. Let $\tilde{M}_A$ denote the oriented blow up of $M$ along $A$ (see Section 1.2). Let $f: \tilde{M}_A \to M$ be the natural map. Let $T \in \mathcal{D}(M)$. Then $f^*T \in \mathcal{D}(\tilde{M}_A)$ is defined provided

$$T^*_AM \cap WF(T) = \emptyset.$$ 

*Proof.* Let $x \in \tilde{M}_A$. If $x \not\in f^{-1}(A)$ then clearly $f^*T$ is well defined in a neighborhood of $x$. Thus let us assume that $x \in f^{-1}(A)$. Let $\xi \in WF(T)|_{f(x)}$. We have to show that $(df)^*\xi \in T_x^*\tilde{M}_A$ does not vanish, or, equivalently, that the restriction of $\xi$ to $df(T_x\tilde{M}_A)$ does not vanish.

Since $df(T_x\tilde{M}_A)$ is a $(\dim A + 1)$-dimensional subspace of $T_{f(x)}M$ containing $T_{f(x)}A$, the assumption implies that the restriction of $\xi$ to $T_{f(x)}A$ does not vanish. Q.E.D.

1.4.8 Proposition. Let $\tilde{M}_A \xrightarrow{f} M \xrightarrow{g} R$ be smooth maps where $f$ is the oriented blow up map as in Proposition 1.4.7 and $g$ is a submersion. Then $(gf)^*T$ is well defined provided the following condition is satisfied:

for any $a \in A$ and any $\zeta \in WF(T) \cap T^*_a\tilde{M}_A$ the restriction of $\zeta$ to $dg(T_aA)$ does not vanish.

*Proof.* Since $g$ is a submersion, $g^*T$ is defined, and by Proposition 1.4.4

$$WF(g^*T)|_a \subset (dg_a)^*(WF(T)|_{g(a)}).$$

(1.4.3)

By Proposition 1.4.7 $f^*(g^*T)$ is defined provided

$$T^*_AM \cap WF(g^*T) = \emptyset.$$ 

By (1.4.3) this condition is satisfied provided that for any $a \in A$

$$(T^*_AM)|_a \cap (dg_a)^*(WF(T)|_{g(a)}) = \emptyset.$$ 

The last condition is equivalent to the assumption of the proposition. Q.E.D.

Now let us discuss the push-forward of generalized sections. Let $f: Y \to X$ be a smooth proper map. Let $\mathcal{E} \to X$ be a smooth vector bundle as above. One can define the push-forward map

$$f_*: C^{-\infty}(Y, f^*(\mathcal{E} \otimes |\omega_X|^r) \otimes |\omega_Y|) \to C^{-\infty}(X, \mathcal{E})$$

as the dual map to

$$f^*: C_c^{\infty}(X, \mathcal{E}^* \otimes |\omega_X|) \to C_c^{\infty}(Y, f^*(\mathcal{E}^* \otimes |\omega_X|)).$$

Note that $f^*$ indeed takes compactly supported sections to compactly supported ones due to the properness of $f$. 
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1.4.9 Remark. Let us take $\mathcal{E} = |\omega_X|$. Then we get the push-forward map on generalized densities:

$$f_* : C^{-\infty}(Y, |\omega_Y|) \to C^{-\infty}(X, |\omega_X|).$$

In the case when $f$ is a proper submersion, $f_*$ is integration along the fibers.

For a closed conic subset $W \subset T^*Y \setminus \emptyset$ let us define a new conic subset

$$f_* W := \{(x, \eta) \in T^*X \setminus \emptyset \mid \exists y \in f^{-1}(x) \text{ such that } (y, df_y^*(\eta)) \in W \cup \{0\}\}.$$  

The standard notation for $f_* W$ in the literature is $df_* W$, but we prefer to abbreviate it as above. Since $f$ is proper, $f_* W$ is closed. One has the following result (see [21], Ch. VI §3, Proposition 3.9).

1.4.10 Proposition. Let $W \subset T^*Y \setminus \emptyset$ be a closed conic subset. Then

$$f_* : C^{-\infty}_W(Y, f^*(\mathcal{E} \otimes |\omega_X|^*) \otimes |\omega_Y|) \to C^{-\infty}_{f_* W}(X, \mathcal{E})$$

is a continuous linear map.

In the geometric measure theory, generalized sections of the space of forms $\Omega^{n-k}(X)$, $\dim X = n$, are called $k$-currents. An oriented compact $k$-submanifold (possibly, with corners) $Z \subset X$ defines a current $[[Z]] \in C^{-\infty}(X, \Omega^{n-k})$ given by

$$\phi \mapsto \int_Z \phi.$$  

The operator on currents dual to the de Rham differential $d$ is denoted by $\partial$. The space of $k$-currents is also denoted by $\mathcal{D}_k(X)$.

By Proposition 1.4.6 we have a partial product

$$\cap : C^{-\infty}(X, \Omega^{n-k}) \times C^{-\infty}(X, \Omega^{n-l}) \to C^{-\infty}(X, \Omega^{n-k-l})$$

extending the usual wedge product on smooth differential forms. For this reason we will denote sometimes the $\cap$-product by $\wedge$. If $Z_1, Z_2 \subset X$ are oriented compact submanifolds (with corners) and $Z_1, Z_2$ intersect transversally then

$$[[Z_1]] \cap [[Z_2]] = [[Z_1 \cap Z_2]].$$

Also one has partially defined operations of pull-back and push-forward on currents as in Propositions 1.4.4 and 1.4.10.

1.5 Normal cycles.

Let us recall the definition of normal cycle of a compact submanifold with corners. This is a generalization of a unit conormal bundle of a smooth submanifold.

Let $X$ be an $n$-dimensional smooth manifold. Let $TX$ denote the tangent bundle of $X$, and $T^*X$ the cotangent bundle. Let $\mathbb{P}_+(T^*X) =: \mathbb{P}_X$ denote the oriented projectivization of the cotangent bundle $T^*X$, namely $\mathbb{P}_X \to X$ is a bundle over $X$ such that its fiber over
a point \( x \in X \) is equal to the quotient space \( (T^*_x X \setminus \{0\})/\mathbb{R}_{>0} \). Notice that if one fixes a Riemannian metric on \( X \) then \( \mathbb{P}_X \) is naturally identified with the spherical cotangent bundle of \( X \). For this reason we call \( \mathbb{P}_X \) the spherical cotangent bundle even a metric is not fixed.

Let \( P \in \mathcal{P}(X) \) be a compact submanifold with corners. For any point \( x \in P \) let \( T_x P \subset T_x X \) denote the tangent cone of \( P \) at the point \( x \). It is defined as follows:

\[
T_x P := \{ \xi \in T_x X \mid \text{there exists a } C^1 \text{–map } \gamma : [0, 1] \to P \text{ such that } \gamma(0) = x \text{ and } \gamma'(0) = \xi \}.
\]

One can easily see that \( T_x P \) is a convex polyhedral cone. If \( P \) has no corners or boundary then \( T_x P \) is the usual tangent space of \( P \) at \( x \). Let \( (T_x P)^\circ \subset T^*_x X \) denote the dual cone. Recall that the dual cone \( C^\circ \) of a convex cone \( C \) in a linear space \( W \) is defined by

\[
C^\circ := \{ y \in W^* \mid y(x) \geq 0 \text{ for any } x \in C \}.
\]

By definition the normal cycle of \( P \) is a subset \( N(P) \subset \mathbb{P}_X \) defined by

\[
N(P) := \bigcup_{x \in P} ((T_x P)^\circ \setminus \{0\})/\mathbb{R}_{>0}.
\]

It is well known (and easy to see) that \( N(P) \) is \((n–1)\)-dimensional submanifold (with singularities in general); it is a cycle, i.e. \( \partial N(P) = 0 \); and it is Legendrian with respect to the canonical contact structure on \( \mathbb{P}_X \).

1.5.1 Remark. J. Fu [17] has defined normal cycle of a subanalytic subset of a real analytic manifold. An essentially equivalent notion of characteristic cycle of such a set was introduced independently using different tools by Kashiwara (see [25]). In this article we are not going to use this more complicated situation.

1.6 Valuations on manifolds.

The general reference for valuations on manifolds is the series of articles [4], [5], [10], [6], as well as the survey [7].

For simplicity of the notation we assume that \( X \) an oriented manifold, though this assumption can be easily removed, and all results and constructions can be generalized. A choice of orientation on \( X \) induces in a standard way a choice of orientation on the normal cycle \( N(P) \) for any \( P \in \mathcal{P}(X) \) (we will not explain it here).

1.6.1 Definition. A smooth valuation is a map \( \phi : \mathcal{P}(X) \to \mathbb{C} \) such that there exist a smooth \( n \)-form \( \mu \) on \( X \) (remind \( n = \dim X \)), and a smooth \((n–1)\)-form \( \omega \) on \( \mathbb{P}_X \) such that

\[
\phi(P) = \int_P \mu + \int_{N(P)} \omega
\]

for any \( P \in \mathcal{P}(X) \).

1.6.2 Remark. 1) Any \( \phi \) of such form is a finitely additive functional on \( \mathcal{P}(X) \).

2) In its present form the definition of smooth valuation might look unmotivated. The original definition of a smooth valuation from [5] was different but equivalent to this one, and behind it stay some non-trivial characterization results from the theory of valuations on convex sets and facts from geometric measure theory (see [5], [10]).
3) Various pairs of forms \((\mu, \omega)\) may define the same valuations. The pairs \((\mu, \omega)\) defining the zero valuation have been described by an explicit system of integral and differential equations by Bernig and Bröcker \[12\] as follows: \((\mu, \omega)\) defines the zero valuation if and only if

\[
\pi_\ast \omega = 0, \quad \text{and} \quad D\omega + \pi_\ast \mu = 0
\]

where \(\pi: \mathbb{P}_X \to X\) is the natural projection, \(D\) is the Rumin operator (see Section \[1.3\]), \(\pi_\ast\) is the operator of integration of a differential form along the fibers.

1.6.3 Example. 1) Any smooth measure on \(X\) is a smooth valuation. Indeed take a pair \((\mu, 0)\).

2) The Euler characteristic \(\chi\) is a smooth valuations. This is less trivial to see. This follows for example from an old theorem of Chern \[15\] who constructed explicitly a pair \((\mu, \omega)\) defining the Euler characteristic; his construction depends on a choice of an auxiliary Riemannian metric on \(X\). A different proof was given in \[5\].

Thus the space \(V^\infty(X)\) of smooth valuations is a quotient space of \(\Omega^n(X) \oplus \Omega^{n-1}(\mathbb{P}_X)\), and hence it carries the natural linear Fréchet topology. Moreover \(V^\infty(X)\) has a canonical filtration by closed subspaces

\[V^\infty(X) = W_0 \supset W_1 \supset W_2 \supset \cdots \supset W_n\]

which can be described as follows. The last term \(W_n\) is equal to the subspace of smooth measures. Each other subspace \(W_i\), \(0 \leq i < n\), consist of smooth valuations which can be given by a pair \((\mu, \omega)\) \(\in \Omega^n(X) \oplus \Omega^{n-1}(\mathbb{P}_X)\) where \(\omega\) satisfies the following condition: for any point \(z \in \mathbb{P}_X\) and any \((n - 1)\)-dimensional subspace \(L \subset \mathbb{T}_z \mathbb{P}_X\) such that the intersection of \(L\) with the tangent space at \(z\) to the fiber \(\pi^{-1}(\pi(z))\) is at least \((n - i)\)-dimensional, the restriction of \(\omega\) to \(L\) vanishes. In particular \(W_0 = V^\infty(X)\).

Next we have the evaluation on points map \(V^\infty(X) \to C^\infty(X)\), i.e. \(\phi \mapsto [x \mapsto \phi(\{x\})]\). This linear map is onto, its kernel is equal to \(W_1\). Thus the Fréchet space of smooth functions is canonically isomorphic to the Fréchet space \(V^\infty(X)/W_1\). The following result was proved in \[10\], \[6\].

1.6.4 Theorem. There exists a canonical product \(V^\infty(X) \times V^\infty(X) \to V^\infty(X)\) which is

1) continuous;
2) commutative and associative;
3) the filtration \(W_\bullet\) is compatible with it:

\[W_i \cdot W_j \subset W_{i+j}\]

where we define \(W_j = 0\) for \(j > n\);
4) the Euler characteristic \(\chi\) is the unit in the algebra \(V^\infty(X)\);
5) this product commutes with restrictions to locally closed submanifolds; in particular the evaluation on points map \(V^\infty(X) \to C^\infty(X)\) is a homomorphism of algebras.
Let us describe a construction of the product on valuations following [9]. This is different from the construction given in [10], and it will be used in this article. First let us consider the natural map

\[ \pi_{X \times X} : \mathbb{P}_{X \times X} \to X \times X. \]

Let us denote by \( \mathbb{P} \) the preimage under this map of the diagonal in \( X \times X \). Elements of \( \mathbb{P} \) can be written in homogeneous coordinates \( (x, [\xi : \eta]) \) where \( x \in X, \xi, \eta \in T^*_x X \). Let \( \mathcal{M} \) denote the smooth submanifold of \( \mathbb{P} \)

\[ \mathcal{M} := \{(x, [\xi : 0])\} \cup \{(x, [0 : \eta])\} \cup \{(x, [\xi : -\xi])\} \]

where clearly the union is disjoint. Let \( \overline{\mathbb{P}} \) denote the oriented blow up of \( \mathbb{P} \) along \( \mathcal{M} \) (see Section 1.2). We have the maps \( \Phi : \overline{\mathbb{P}} \to \mathbb{P}_{X \times X} \) given by \( \Phi((x, [\xi : \eta])) = (x, [\xi], [\eta]) \). Also we have a smooth map \( p : \overline{\mathbb{P}} \to \mathbb{P}_X \) given by \( p(x, [\xi : \eta]) = (x, [\xi + \eta]) \). It is not hard to see that there exist and unique smooth maps

\[ \bar{\Phi} : \overline{\mathbb{P}} \to \mathbb{P}_{X \times X}, \quad (1.6.1) \]

\[ \bar{p} : \overline{\mathbb{P}} \to \mathbb{P}_X \quad (1.6.2) \]

extending \( \Phi \) and \( p \) respectively. Moreover \( \bar{\Phi} \) and \( \bar{p} \) are proper. Let

\[ q_1, q_2 : \mathbb{P}_{X \times X} \to \mathbb{P}_X \quad (1.6.3) \]

be the obvious projections onto the first and second factors respectively. Let \( s : \mathbb{P}_X \to \mathbb{P}_X \) be the involution given by \( s(x, [\xi]) = (x, [-\xi]) \).

The following result was proved in [9].

1.6.5 Theorem. Let \( X \) be an \( n \)-dimensional oriented manifold; let \( \phi_i \in V^\infty(X) \) be represented by \( (\omega_i, \mu_i) \in \Omega^{n-1}(\mathbb{P}_X) \times \Omega^n(X), i = 1, 2 \). Then the product \( \phi_1 \cdot \phi_2 \) is represented by

\[ \omega = \bar{p}_* \bar{\Phi}^* (q_1^* \omega_1 \wedge q_2^* D\omega_2) + \omega_1 \wedge \pi^* \pi_* \omega_2 \in \Omega^{n-1}(\mathbb{P}_X), \]

\[ \mu = \pi_* (\omega_1 \wedge s^* (D\omega_2 + \pi^* \mu_2)) + \mu_1 \wedge \pi_* \omega_2 \in \Omega^n(X). \]

An important property of the product on valuations is a version of the Poincaré duality. To describe it let us denote first by \( V_c^\infty(X) \) the subspace of \( V^\infty(X) \) of compactly supported valuations. Then \( V_c^\infty(X) \) admits a continuous integration functional

\[ \int : V_c^\infty(X) \to \mathbb{C} \quad (1.6.4) \]

given by \( \phi \mapsto \phi(X) \). Consider the bilinear map

\[ V^\infty(X) \times V_c^\infty(X) \to \mathbb{C} \]

defined by \( (\phi, \psi) \mapsto \int \phi \cdot \psi \). The following theorem was proved in [9], and a simpler proof was given in [11].
1.6.6 Theorem. This bilinear form is a perfect pairing. In other words, the induced map

\[ V^\infty(X) \to (V_c^\infty(X))^* \]

is injective and has a dense image (with respect to the weak topology on \((V_c^\infty(X))^*\)).

Define \( V^{-\infty}(X) := (V_c^\infty(X))^* \). Elements of this space are called generalized valuations. Thus by the last theorem \( V^\infty(X) \) is identified with a dense subspace of \( V^{-\infty}(X) \):

\[ \Xi_\infty : V^\infty(X) \hookrightarrow V^{-\infty}(X). \]

Let us denote by \( \Theta : \Omega^n_c(X) \oplus \Omega^{n-1}_c(P_X) \to V_c^\infty(X) \) (where the subscript \( c \) stays for the compact support) the map given by

\[ (\Theta(\mu, \omega))(P) = \int_P \mu + \int_{N(P)} \omega. \]

This map is onto. The dual map

\[ \Theta^* : V^{-\infty}(X) \to (\Omega^n_c(X))^* \oplus (\Omega^{n-1}_c(P_X))^* = C^{-\infty}(X) \oplus C^{-\infty}(P_X, \Omega^n) \]

induces an injective closed imbedding. The result of Bernig and Bröcker (see Remark 1.6.2 (3)) implies that if a generalized valuation \( \psi \) corresponds under this imbedding to a pair of currents \((C, T)\) then

\[ T \text{ is a cycle, i.e. } \partial T = 0; \]
\[ T \text{ is Legendrian}; \]
\[ \pi_* T = \partial C. \]

Conversely any pair of currents \((C, T)\) satisfying (1.6.5)-(1.6.7) corresponds to a unique generalized valuation. (Recall that \( T \) is called Legendrian if for a contact form \( \alpha \) one has \( T \wedge \alpha = 0 \).) The described above product on smooth valuations has been extended in [9] to a partially defined product on generalized valuations. More precisely the following result was proved in [9]. (Below for a subset \( \Lambda \) in the cotangent bundle of a manifold \( M \) we denote by \( \Lambda^s \) the image of \( \Lambda \) under the antipodal involution \( s \) acting on cotangent vectors to \( M \).)

1.6.7 Theorem. Let \( \Lambda_1, \Lambda_2 \subset T^*X \setminus 0 \), \( \Gamma_1, \Gamma_2 \subset T^*P_X \setminus 0 \) be closed conic subsets such that \( d\pi_*(\Gamma_i) \subset \Lambda_i, i = 1, 2 \). Let us assume that these subsets satisfy the following conditions:

(a) \( \Lambda_1 \cap \Lambda_2^s = \emptyset \).

(b) \( \Gamma_1 \cap (\pi^*(\Lambda_2))^s = \emptyset \).

(c) \( \Gamma_2 \cap (\pi^*(\Lambda_1))^s = \emptyset \).

(d) If \( (x, [\xi_i], u_i, 0) \in \Gamma_i \) for \( i = 1, 2 \), then \( u_1 \neq -u_2 \).
Then there is a unique separately continuous bilinear map, called a partial product,
\[(u, \eta_1) \in \Gamma_1|_{(x,[\xi])}, \quad (-u, \eta_2) \in \Gamma_2|_{(x,[-\xi])}\]

then
\[d\theta^*(0, \eta_1, \eta_2) \neq (0, l, -l) \in T^*_{(x,[\xi],[\xi])}(\mathbb{P}_X \times \mathbb{P}_X),\]
where \(\theta: \mathbb{P}_X \times \mathbb{P}_X \rightarrow \mathbb{P}_X \times \mathbb{P}_X\) is defined by \(\theta(x, \xi_1, \xi_2) = (x, [\xi_1], [-\xi_2])\).

Then there is a unique separately continuous bilinear map, called a partial product,
\[V_{A_1,1}(X) \times V_{A_2,1}(X) \rightarrow V_{-\infty}(X)\]
such that for any \(\psi_1, \psi_2 \in V_{\infty}(X)\) the product \(\Xi_\infty(\psi_1) \cdot \Xi_\infty(\psi_2)\) exists (i.e. the conditions (a)-(e) are satisfied), and
\[\Xi_\infty(\psi_1) \cdot \Xi_\infty(\psi_2) = \Xi_\infty(\psi_1 \cdot \psi_2).\] (1.6.8)

In fact this partial product of generalized valuations can be described as follows. Consider again the maps
\[
\mathbb{P}_X \xrightarrow{\tilde{p}} \mathbb{P} \xrightarrow{\Phi} \mathbb{P}_X \times \mathbb{P}_X
\]
as in (1.6.1)-(1.6.2). Assume that generalized valuations \(\psi_1 \in V_{A_1,1}, \psi_2 \in V_{A_2,1}\), are represented by pairs of currents \((C_i, T_i)\). Then the product \(\psi_1 \cdot \psi_2\) is represented by the pair \((C, T)\) where
\[T := (-1)^n \tilde{p}_* \Phi^*(q_1^*T_1 \cap q_2^*T_2) + \pi^*C_1 \cap T_2 + T_1 \cap \pi^*C_2 \in C_{-\infty}(\mathbb{P}_X, \Omega^n),\] (1.6.9)
\[C := C_1 \cap C_2 \in C_{-\infty}(X).\] (1.6.10)

The filtration \(\{W_\bullet\}\) on smooth valuations \(V_{\infty}(X)\) discussed above extends naturally to \(V_{-\infty}(X)\) as follows (see [5], Section 7.3, for the details). Let us denote by \(W_i(V_{-\infty}(X))\) the closure of \(W_i\) in the weak topology on \(V_{-\infty}(X)\). Then by [5], Corollary 7.3.3, one has
\[W_i(V_{-\infty}(X)) \cap V_{\infty}(X) = W_i.\]

By the abuse of notation we will denote \(W_i(V_{-\infty}(X))\) by \(W_i\).

Let us explain now the explicit relation of product on valuations to constructible functions. As we have explained in Section 0.2 of the introduction we have a canonical imbedding with dense image of the space of constructible functions
\[\Xi: \mathcal{F}(X) \hookrightarrow V_{-\infty}(X).\]

Let us assume that compact submanifolds with corners \(P_1, P_2\) are transversal to each other. Then it was shown in [9] the product of generalized valuations \(\Xi(\mathbb{I}_{P_1})\) and \(\Xi(\mathbb{I}_{P_2})\) is well defined, i.e. the assumptions of Theorem 1.6.7 are satisfied, and
\[\Xi(\mathbb{I}_{P_1}) \cdot \Xi(\mathbb{I}_{P_2}) = \Xi(\mathbb{I}_{P_1 \cap P_2}).\] (1.6.11)

The filtration \(\{W_\bullet(V_{-\infty}(X))\}\) induces on \(\mathcal{F}(X)\) filtration by codimension of support (see [6], Proposition 8.2.2).

The following technical lemma was proved in [9], Lemma 8.2, it will be useful later.
1.6.8 Lemma. Let $\xi \in V^{-\infty}(\mathbb{R}^n)$ be a generalized valuation given by a pair of currents $(C, T) \in D_n(\mathbb{R}^n) \times D_{n-1}(\mathbb{P}\mathbb{R}^n)$. Let
\[ \Lambda \subset T^*(\mathbb{R}^n) \setminus \emptyset, \Gamma \subset T^*(\mathbb{P}\mathbb{R}^n) \setminus \emptyset \]
be closed conic subsets such that $\pi_*(\Gamma) \subset \Lambda$ and
\[ WF(C) \subset \Lambda, WF(T) \subset \Gamma. \]
Then there exists a sequence of smooth valuations $\{\xi_j\} \subset V^{-\infty}(\mathbb{R}^n)$ corresponding to currents $(C_j, T_j)$ such that
\[ C_j \to C \text{ in } C^{-\infty}_\Lambda(\mathbb{R}^n), \]
\[ T_j \to T \text{ in } C^{-\infty}_\Gamma(\mathbb{P}\mathbb{R}^n, \Omega^n). \]
In particular $\xi_j \to \xi$ in $V^{-\infty}(X)$.

2 Exterior product of generalized valuations.

In this section we define the exterior product of two generalized valuations. The construction generalizes the construction of exterior product of two smooth valuations from [9] though we do not prove this fact here. Let $X_1, X_2$ be smooth manifolds (without boundary) of dimensions $n_1, n_2$ respectively. As usual we assume for simplicity of the notation that they are oriented. Set $X := X_1 \times X_2$. Let $\mathcal{M}_1, \mathcal{M}_2 \subset \mathbb{P}X$ be the submanifolds defined by
\[ \mathcal{M}_1 = \{(x_1, x_2; [\xi_1 : 0])\}, \]
\[ \mathcal{M}_2 = \{(x_1, x_2; [0 : \xi_2])\}. \]
Let $F: \mathbb{P} \to \mathbb{P}X$ be the oriented blow-up map along $\mathcal{M}_1 \cup \mathcal{M}_2$. Let
\[ \Phi: \mathbb{P} \to \mathbb{P}X_1 \times \mathbb{P}X_2 \]
be the only smooth map extending the map $\mathbb{P}\setminus(\mathcal{M}_1 \cup \mathcal{M}_2) \to \mathbb{P}X_1 \times \mathbb{P}X_2$ given by
\[ (x_1, x_2; [\xi_1 : \xi_2]) \mapsto ((x_1, [\xi_1]); (x_2, [\xi_2])). \]
Let us also consider the diagrams
\[
\begin{align*}
\mathbb{P}X_1 &\xrightarrow{p_1} \mathbb{P}X_1 \times X_2 \xrightarrow{i_1} \mathbb{P}X, \\
\mathbb{P}X_2 &\xrightarrow{p_2} X_1 \times \mathbb{P}X_2 \xrightarrow{i_2} \mathbb{P}X
\end{align*}
\]
where $p_1, p_2$ are the obvious projections, and $i_1$ is given by $i_1((x_1, [\xi_1]), x_2) = (x_1, x_2; [\xi_1 : 0])$, and $i_2$ is defined similarly.

Let us denote by $\tilde{p}_i: X_1 \times X_2 \to X_i, i = 1, 2$, the obvious projections. For $i = 1, 2$ let us define the spaces
\[ \mathcal{L}_i := \{(C_i, T_i) \in D_{n_i}(X_i) \oplus D_{n_i-1}(\mathbb{P}X_i) | T_i \text{ is Legendrian}, \partial T_i = 0, \pi_{X_i} T_i = \partial C_i\}. \]
Let $\psi_i \in V^{-\infty}(X_i), i = 1, 2$. Then $\psi_i$ is represented by by a unique pair $(C_i, T_i) \in \mathcal{L}_i$. Let us consider

$$(C, T) \in \mathcal{D}_{n_1+n_2}(X) \oplus \mathcal{D}_{n_1+n_2-1}(\mathbb{P}_X)$$

defined by

$$C := C_1 \boxtimes C_2, \quad (2.1.12)$$
$$T := F_\ast \Phi^\ast(T_1 \boxtimes T_2) + (\pi_X \circ \tilde{p}_1)^\ast C_1 \cdot (i_{2_\ast}p_2^\ast T_2) + (i_{1_\ast}p_1^\ast T_1) \cdot (\pi_X \circ \tilde{p}_2)^\ast C_2 \quad (2.1.13)$$

where $\pi_X : \mathbb{P}_X \to X$ is the natural map.

**2.1.9 Claim.** The currents $C, T$ are well defined. Moreover the map $((C_1, T_1), (C_2, T_2)) \mapsto (C, T)$ defined by the formulas $(2.1.12), (2.1.13)$ defines a bilinear separately continuous map

$$(\mathcal{D}_{n_1}(X_1) \oplus \mathcal{D}_{n_1-1}(\mathbb{P}_{X_1})) \times (\mathcal{D}_{n_2}(X_2) \oplus \mathcal{D}_{n_2-1}(\mathbb{P}_{X_2})) \to \mathcal{D}_{n_1+n_2}(X) \oplus \mathcal{D}_{n_1+n_2-1}(\mathbb{P}_X).$$

**Proof.** The claim is obviously satisfied for $C$. To prove both parts of the claim for $T$, observe first of all that they are satisfied for the first summand in the definition of $T$ (i.e. in the right hand side of (2.1.13)) since $\Phi$ is a submersion. The second and the third summands are symmetric, so let us consider only the third summand.

We have

$$WF(i_{1_\ast}p_1^\ast L_1) \subset i_{1_\ast}p_1^\ast(T^\ast \mathbb{P}_{X_1} \setminus \emptyset).$$

In order to describe the latter set, we will assume that $X_1, X_2$ are vector spaces. Also let us fix a point $A \in \mathbb{P}_X$ which we write in the form

$$A = (x_1, x_2; [\xi_1 : \xi_2]).$$

The fiber of $T^\ast \mathbb{P}_X$ over $A$ we can write as

$$\{(x_1^*, x_2^*; \zeta) | x_1^* \in T_{x_1}^\ast X_1, x_2^* \in T_{x_2}^\ast X_2, \zeta \in T_{[\xi_1 : \xi_2]}^\ast \mathbb{P}_+^\ast(X^\ast)\}.$$ 

The fiber of $i_{1_\ast}p_1^\ast (T^\ast \mathbb{P}_{X_1} \setminus \emptyset)$ over $A$ is non-empty if and only if $\xi_2 = 0_{X_2}$, and in this case this fiber is equal to

$$(X_1^* \oplus \{0_{X_2}\} \oplus T_{[\xi_1 : 0_{X_2}]}^\ast \mathbb{P}_+^\ast(X^\ast)) \setminus \{0\}. \quad (2.1.14)$$

On the other hand the fiber over $A$ of $WF((\pi_X \circ \tilde{p}_2)^\ast C_2)$ is contained in the fiber of $(\pi_X \circ \tilde{p}_2)^\ast WF(C_2)$ which is contained obviously in

$$\{0_{X_1} \} \oplus X_2^* \oplus \{0\} \quad (2.1.15)$$

where the last zero belongs to $T_{[\xi_1 : 0_{X_2}]}^\ast \mathbb{P}_+^\ast(X^\ast)$. But clearly the sets (2.1.14) and (2.1.15) satisfy the condition of disjointness. The claim follows. Q.E.D.

**2.1.10 Claim.** Assume that $(C_i, T_i) \in \mathcal{L}_i, i = 1, 2$. Let $C, T$ be defined by the formulas $(2.1.12), (2.1.13)$ respectively. Then

(i) $T$ is Legendrian;
(ii) $\partial T = 0$.
(iii) $\pi_\ast T = \partial C$. 
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Proof. The claim follows from the separate continuity of the map \(((C_1, T_1), (C_2, T_2)) \mapsto (C, T)\) and the fact that linear combinations of pairs of currents \(=[[P_i]], [[N(P_i)]]\) are dense in the space \(L_i\) where \(P_i \subset X_i, i = 1, 2\), are compact submanifolds with corners. But for such pairs

\[
C = [[P_1 \times P_2]], \quad T = [[N(P_1 \times P_2)]].
\]

Q.E.D.

2.1.11 Claim. The exterior product of constructible functions considered as generalized valuations coincides with the usual product of constructible functions.

Proof. This immediately follows from the construction. Q.E.D.

3 Pull-back and push-forward of valuations.

3.1 Pull-back of smooth valuations under immersions.

Let \(f: X^n \to Y^m\) be an immersion of smooth manifolds, \(n < m\). Let us define the pull-back map on smooth valuations

\[
f^*: V^\infty(Y) \to V^\infty(X)
\]

as follows. By the sheaf property of smooth valuations (see [5], Theorem 2.4.10) it is enough to define pull-back locally on \(X\). Then we may assume that \(f\) is a closed imbedding. Then define

\[
(f^*\phi)(P) := \phi(f(P)) \tag{3.1.1}
\]

for any \(P \in \mathcal{P}(X)\). The following claim is obvious.

3.1.1 Claim. If \(f: X \to Y\) is a smooth immersion then

\[
f^*: V^\infty(Y) \to V^\infty(X)
\]

is a continuous linear operator.

Actually we will need yet another description of the pull-back under immersions. Let us assume that \(X \subset Y\) is a closed submanifold. Let us consider the obvious maps

\[
X \xleftarrow{\theta} \mathbb{P}_+(T^*_X Y) \xleftarrow{\theta} \mathbb{P}_Y.
\tag{3.1.2}
\]

Observe first that \(X \times_Y \mathbb{P}_Y\) is a smooth submanifold of \(\mathbb{P}_Y\). Moreover the oriented projectivization \(\mathbb{P}_+(T^*_X Y)\) of the conormal bundle of \(X\) in \(Y\) is a closed submanifold in \(X \times_Y \mathbb{P}_Y\). Let us denote by \(X' \times_Y \mathbb{P}_Y\) the oriented blow up of \(X \times_Y \mathbb{P}_Y\) along \(\mathbb{P}_+(T^*_X Y)\). Let
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\[ \alpha: X \times_Y \mathbb{P}_Y \to \mathbb{P}_Y \] be the composition of the blow up map \( X \times_Y \mathbb{P}_Y \to X \times_Y \mathbb{P}_Y \) with the imbedding \( X \times_Y \mathbb{P}_Y \to \mathbb{P}_Y \).

Let

\[(df)^* : X \times_Y T^*Y \to T^*X\]

be the map adjoint to the differential \( df \). It is easy to see that it induces a smooth map to the oriented projectivization of \( T^*X \)

\[ \beta: X \times_Y \mathbb{P}_Y \to \mathbb{P}_X. \]

Thus consider the diagram

\[ \mathbb{P}_X \xleftarrow{\beta} X \times_Y \mathbb{P}_Y \xrightarrow{\alpha} \mathbb{P}_Y. \tag{3.1.3} \]

3.1.2 Proposition. Let \( \xi \in V^\infty(Y) \) be a smooth valuation given by \( \xi(P) = \int_P \mu + \int_{N(P)} \omega \) where \( \mu \in \Omega^m(Y) \), \( \omega \in \Omega^{m-1}(Y) \). Then \( f^*\xi \) is given by \( (f^*\xi)(P) = \int_P \mu' + \int_{N(P)} \omega' \) where

\[ \mu' = q_*\theta^*\omega, \quad \omega' = \beta_*\alpha^*\omega. \]

Proof. It follows immediately from the definition of \( f^* \). Q.E.D.

One can easily deduce from Proposition [3.1.2] the following result that pull-back preserves the filtration \( \{W_\bullet\} \) on valuations discussed in Section 1.6.

3.1.3 Proposition. If \( f: X \to Y \) is a smooth immersion then for any \( i \) one has on smooth valuations

\[ f^*(W_i) \subset W_i. \]

3.2 Push-forward of smooth valuations under submersions.

Let

\[ f: X^n \to Y^m \]

be a smooth proper submersion. We define an operator of push-forward

\[ f_*: V^\infty(X) \to V^\infty(Y) \]

by the formula

\[ (f_*\phi)(P) = \phi(f^{-1}(P)) \tag{3.2.1} \]

for any \( P \in \mathcal{P}(Y) \). The following claim follows from Proposition [3.2.3] below.

3.2.1 Claim. If \( f \) is a proper submersion then \( f_*: V^\infty(X) \to V^\infty(Y) \) is a continuous linear operator.

3.2.2 Remark. If \( f: X \to Y \) is a submersion which is not necessarily proper, then similarly the formula \( (3.2.1) \) defines a continuous linear operator

\[ f_*: V_c^\infty(X) \to V_c^\infty(Y) \]

when both spaces are equipped with topologies of inductive limits of Fréchet spaces. This also follows from Proposition [3.2.3] below.
Let us describe the operation of push-forward on the language of differential forms. Let \( \phi \in V_\infty^c(\mathbb{R}^\infty) \). By [6], Lemma 2.1.1, there exist \( (\nu, \omega) \in \Omega^c_\infty(\mathbb{R}^\infty) \times \Omega^{n-1}_c(\mathbb{R}^n) \) such that \( \phi(P) = \int_P \nu + \int_{N(P)} \omega \) for any \( P \in \mathbb{P}(\mathbb{R}^n) \). (In the case when \( f \) is proper, it is not necessary to consider valuations with compact support.)

Let us consider the following diagram

\[
\mathbb{P}_X \xleftarrow{(df)^*} X \times_Y \mathbb{P}_Y \xrightarrow{p} \mathbb{P}_Y
\]

where \( p \) is the natural projection, and \((df)^*\) is the adjoint of the differential \( df \). Clearly \((df)^*\) is a closed imbedding since \( f \) is a submersion.

3.2.3 Proposition. The valuation \( f_*\phi \) is represented by the pair \((f_*\nu, p_*(df)^*\omega)\).

Proof. It is straightforward and left to a reader. Q.E.D.

One can easily see from the definitions that \( f_*\) respects the filtration in the following way.

3.2.4 Proposition. Let \( f : X \rightarrow Y \) is a proper submersion. Then for any \( i \) one has on smooth valuations

\[
f_*(W_i) \subset W_{i-dim X + dim Y}
\]

where one defines \( W_j = W_0 \) for \( j < 0 \).

3.3 Pull-back of generalized valuations under submersions.

Let

\[
f : X^n \rightarrow Y^m
\]

be a submersion of smooth manifolds. Let us define a pull-back operator

\[
f^* : V^{-\infty}(Y) \rightarrow V^{-\infty}(X)
\]

as the adjoint operator to \( f_* : V^\infty_c(X) \rightarrow V^\infty_c(Y) \) defined in Section 3.2.

3.3.1 Remark. Under submersions, pull-back of smooth valuations may be not smooth. For example let us consider the projection \( f : \mathbb{R}^2 \rightarrow \mathbb{R} \) onto the first coordinate. Let \( \mu \) be a Lebesgue measure on \( \mathbb{R} \) (which is a smooth valuation of course). Then \( f^*\mu \) is not smooth. In fact \( f^*\mu \) can be given the following description which is not completely rigorous at this point. For any convex compact set \( K \subset \mathbb{R}^2 \) one has

\[
(f^*\mu)(K) = \mu(f(K))
\]

is the Lebesgue measure of the projection of \( K \).

3.3.2 Example. The example from the previous remark can be generalized as follows. Again, we do not make here the statements completely rigorous in order to clarify the intuition. Let \( f : \mathbb{R}^n \rightarrow \mathbb{R}^k \) be an orthogonal projection. Let \( \phi \) be a smooth valuation on \( \mathbb{R}^k \), for example volume \( vol_k \) or intrinsic volume \( V_i \). Then for any convex compact set \( K \subset \mathbb{R}^n \) one has

\[
(f^*\phi)(K) = \phi(f(K)).
\]
Moreover if \( P \in \mathcal{P}(\mathbb{R}^n) \) is a compact submanifold with corners which is "in generic position" to the projection \( f \), then

\[
(f^*\text{vol}_k)(P) = \int_{y \in \mathbb{R}^k} \chi(P \cap f^{-1}(y)) \text{vol}_k(y).
\]

Let us describe the pull-back on valuations in terms of currents. As in Section 3.2, let us consider the following diagram

\[
\mathbb{P}_X \leftarrow X \times_Y \mathbb{P}_Y \xrightarrow{p} \mathbb{P}_Y
\]

where \( p \) is the natural projection, and \( df^* \) is the adjoint of the differential \( df \). We have the following result.

**3.3.3 Proposition.** Let \( f: X^n \to Y^m \) be a smooth submersion. Let \( \xi \in V^{-\infty}(Y) \) corresponds to a pair of currents \( (C, T) \in \mathcal{D}_m(Y) \times \mathcal{D}_{m-1}(Y) \). Then \( f^*\xi \in V^{-\infty}(X) \) corresponds to the pair of currents \( (C', T') \in \mathcal{D}_n(X) \times \mathcal{D}_{n-1}(X) \) where

\[
C' = f^*C, \quad T' = (df^*)*p^*L.
\]

**Proof.** Let \( \phi \in V^\infty_c(X) \) be an arbitrary smooth valuation with compact support. By [6], Lemma 2.1.1, there exist \( (\nu, \omega) \in \Omega^n_c(X) \times \Omega^{n-1}_c(\mathbb{P}_X) \) such that

\[
\phi(P) = \int_P \nu + \int_{N(P)} \omega
\]

for any \( P \in \mathcal{P}(X) \). By Proposition 3.2.3

\[
<\xi, f_*\phi> = <C, f_*\nu> + <T, p_*(df^*)*\omega> = <f^*C, \nu> + <(df^*)_*p^*T, \omega>.
\]

The proposition is proved. Q.E.D.

**3.3.4 Proposition.** Let \( f: X \to Y \) be a submersion. Let \( P \in \mathcal{P}(Y) \). Then \( f^*(\mathbb{P}(\mathbb{P}_P)) = \mathbb{P}(\mathbb{P}(P)) \). In other words the pull-back of \( \mathbb{P}_P \) considered as a generalized valuation coincides with the usual pull-back on (constructible) functions.

**Proof.** This follows from Proposition 3.3.3. Q.E.D.

By dualizing Proposition 3.2.4 one easily sees that pull-back is compatible with filtrations, namely we have the following result.

**3.3.5 Proposition.** Let \( f: X \to Y \) be a submersion. Then on generalized valuations one has

\[
f^*(W_i(V^{-\infty}(Y))) \subset W_i(V^{-\infty}(X)).
\]

### 3.4 Push-forward of generalized valuations under immersions.

Let

\[
f: X \to Y
\]

be a smooth immersion. Let us define the push-forward operator

\[
f_*: V^{-\infty}_c(X) \to V^{-\infty}_c(Y)
\]
as the adjoint operator to pull-back $f^*: V^\infty(Y) \to V^\infty(X)$ defined in Section 3.1. Similarly for a proper immersion $f$ we define $f_*: V^{-\infty}(X) \to V^{-\infty}(Y)$ as dual to $f^*: V^\infty_c(Y) \to V^\infty_c(X)$.

3.4.1 Remark. (1) The push-forward under immersion of a smooth valuation is usually not smooth. For example consider the imbedding $f: \{0\} \hookrightarrow \mathbb{R}$. The $f_*(1)$ is the delta-measure at 0.

(2) The space of generalized densities (which is the completion of the space of smooth measures in the weak topology) is a subspace of generalized valuations by [6], Proposition 7.3.5. Then the push-forward under immersions (and, in fact, under more general maps) on this subspace coincides with the usual push-forward of generalized densities.

(3) If $f: X \to Y$ is a closed imbedding and $P \in \mathcal{P}(X)$, then $f_*(\Xi_P(1_l_P)) = \Xi_P(l_P)$. Thus push-forward under a closed imbedding of constructible functions is just extension by zero.

Let us describe now the push-forward $f_*$ using the language of currents. We will assume for simplicity that $f: X \to Y$ is a closed imbedding, and dim $X < \text{dim } Y$ (of course, if dim $X = \text{dim } Y$ the description is evident). By our definition, $f_*: V^{-\infty}(X) \to V^{-\infty}(Y)$ is dual to $f^*: V^\infty_c(Y) \to V^\infty_c(X)$.

Consider the diagram as in (3.1.3)

$$
\mathbb{P}_X \xleftarrow{\beta} X \times_Y \mathbb{P}_Y \xrightarrow{\alpha} \mathbb{P}_Y
$$

where $\alpha = \delta \circ \varepsilon$ with

$$
X \times_Y \mathbb{P}_Y \xleftarrow{\varepsilon} X \times_Y \mathbb{P}_Y \xrightarrow{\delta} \mathbb{P}_Y
$$

with $\varepsilon$ being the oriented blow up map, $\delta$ being the natural imbedding, and $\beta$ is induced by the dual of the differential $df^*: X \times_Y T^*_Y \to T^*_X$.

3.4.2 Proposition. Assume that $\phi \in V^{-\infty}(X)$ is given by a pair of currents $(C, T)$. Then $f_*\phi$ is given by the pair $(0, \alpha_*\beta^*T)$.

**Proof.** Notice first of all that the current $\alpha_*\beta^*T$ is well defined since $\beta$ is a submersion. The operator $(C, T) \mapsto \alpha_*\beta^*T$ is a continuous linear operator

$$
V^{-\infty}(X) \to \mathcal{D}_{\text{dim } Y-1}(\mathbb{P}_Y).
$$

Hence it is enough to prove the proposition for a dense subspace of generalized valuations. Thus it is sufficient to prove it for $\phi = \Xi_P(l_P)$ for any $P \in \mathcal{P}(X)$. By Remark 3.4.1(3) $f_*(\Xi_P(l_P)) = \Xi_P(l_P)$. But the normal cycle of $P$ as a subset of $Y$ is equal to $\alpha_*\beta^*$ of the normal cycle of $P$ considered as a subset of $X$. Q.E.D.

Dualizing Proposition 3.1.3 one easily obtains the following proposition.

3.4.3 Proposition. Let $f: X \to Y$ be a closed imbedding. Then for any $i$ one has on generalized valuations

$$
f_*(W_i(V^{-\infty}(X))) \subset W_{i-\text{dim } X+\text{dim } Y}(V^{-\infty}(Y)).
$$
3.5 Pull-back of generalized valuations under immersions.

This case is somewhat more involved than the previous ones. Let

\[ f: X^n \to Y^m \]

be an immersion. We want to construct a partially defined map \( f^*: V^{-\infty}(Y) \to V^{-\infty}(X) \) which coincides on smooth valuations with the map from Section 3.1. Generalized valuations form a sheaf by [6], Proposition 7.2.2. Thus it is sufficient to define \( f^* \) locally in a way compatible with restrictions to open subsets. Hence we may assume that \( f: X \to Y \) is a closed imbedding.

Consider the diagram as in (3.1.3)

\[ \begin{array}{ccc}
\mathbb{P}_X & \xleftarrow{\beta} & X \times_Y \mathbb{P}_Y \\
& \xrightarrow{\alpha} & \mathbb{P}_Y \\
\end{array} \]

(3.5.1)

where \( \alpha = \delta \circ \varepsilon \) with

\[ X \times_Y \mathbb{P}_Y \xrightarrow{\varepsilon} X \times_Y \mathbb{P}_Y \xrightarrow{\delta} \mathbb{P}_Y \]

(3.5.2)

with \( \varepsilon \) being the oriented blow up map, \( \delta \) being the natural imbedding.

Let \( \xi \in V^{-\infty}(Y) \) be a generalized valuation given by a pair of currents \((C, T) \in \mathcal{D}_m(Y) \times \mathcal{D}_{m-1}(\mathbb{P}_Y)\). Then we define \( f^*\xi \) to correspond to the pair

\[ (C', T') := (f^*C, \beta^*\alpha^*T) \]

(3.5.3)

whenever this makes sense. Now we are going to formulate the precise sufficient conditions that the above pair is defined, and to show that \( T' \) is Legendrian, \( \partial T' = 0 \), and \( \pi_{X*}T' = \partial C' \), and prove various compatibilities.

Let us introduce more notation. Let

\[ \Lambda \subset T^*Y \setminus \emptyset, \]
\[ \Gamma \subset T^*\mathbb{P}_Y \setminus \emptyset \]

be closed conic subsets. Let us denote by \( V^{-\infty}_{\Lambda, \Gamma}(Y) \) the linear subspace of generalized valuations on \( Y \) corresponding to currents \((C, T) \) with \( WF(C) \subset \Lambda, WF(T) \subset \Gamma \). Thus

\[ V^{-\infty}_{\Lambda, \Gamma}(Y) \subset C^{-\infty}_{\Lambda}(Y) \times C^{-\infty}_{\Gamma}(\mathbb{P}_Y, \Omega^{\dim Y}) \]

is a closed subspace. Let us equip \( V^{-\infty}_{\Lambda, \Gamma}(Y) \) with the induced topology from the latter space (see Section 1.4).

3.5.1 Definition. (1) We say that an imbedding \( f: X \to Y \) is transversal to \((\Lambda, \Gamma)\) if the following conditions of transversality are satisfied:

\( (TR_1) \) \( \Lambda \cap T^*_X Y = \emptyset; \)
\( (TR_2) \) \( \Gamma \cap T_{X \times \mathbb{P}_Y}(\mathbb{P}_Y) = \emptyset; \)
\( (TR_3) \) \( \Gamma \cap T_{\mathbb{P}_Y, (T^*_X Y)}(\mathbb{P}_Y) = \emptyset. \)

(2) We say that an immersion \( f: X \to Y \) is transversal to \((\Lambda, \Gamma)\) if for every point \( x \in X \) there exist an open neighborhood \( U \) of \( x \) and an open neighborhood \( V \) of \( f(x) \) such that \( f|_U: U \to V \) is a closed imbedding, and \( f|_U \) is transversal to \((\Lambda, \Gamma)\) in the sense of part (1) of the definition.
3.5.2 Definition. Let \( f : X \to Y \) be an immersion. Let \( \xi \in V^{-\infty}(Y) \) be a generalized valuation given by a pair \((C,T)\). We say that \( f \) is transversal to \( \xi \) if \( f \) is transversal to \((WF(C),WF(T))\) in the sense of Definition 3.5.1(2).

3.5.3 Remark. (1) It is easy to see that if \( f \) is a smooth imbedding then parts (1) and (2) of Definition 3.5.1 are equivalent.

(2) If \( \xi \) is a smooth valuation then any immersion \( f : X \to Y \) is transversal to \( \xi \) for trivial reasons.

3.5.4 Claim. Let \( f : X \to Y \) be an immersion transversal to a generalized valuation \( \xi \in V^{-\infty}(Y) \). Then the currents (3.5.3) are well defined, and \( f^*: V_{X,T}^{-\infty}(Y) \to V^{-\infty}(X) \) is a continuous linear map.

Proof. This easily follows from Propositions 1.4.4, 1.4.10. Q.E.D.

3.5.5 Proposition. If \( f : X \to Y \) is an immersion, and \( \xi \in V^\infty(Y) \) is a smooth valuation then the pull-back of \( \xi \) in the sense of generalized valuations and in the sense of smooth valuations (Section 3.1) coincide.

Proof. Recall that we have diagrams of maps

\[
\begin{align*}
X & \xleftarrow{g} \mathbb{P}_+ (T^*_X Y) \xleftarrow{\theta} \mathbb{P}_Y, \\
\mathbb{P}_X & \xleftarrow{\beta} X \times_Y \mathbb{P}_Y \xrightarrow{\alpha} \mathbb{P}_Y.
\end{align*}
\]

Let \( \xi \in V^\infty(Y) \) be given by

\[
\xi(P) = \int_P \mu + \int_{N(P)} \omega.
\]

Then by [11] (see also Theorem 1.6.5 of this article) \( \xi \) corresponds to a pair of currents \((C,T)\) where

\[
C = \pi_{Y*}\omega, \quad T = s^*_Y (D_Y \omega + \pi^*_Y \mu),
\]

and \( D_Y \) is the Rumin operator on \( \mathbb{P}_Y \). Then the pull-back \( f^*\xi \) in the sense of generalized valuations is given by the pair of currents \((C',T')\) where

\[
C' = f^*(\pi_{Y*}\omega), \quad T' = \beta_\alpha s^*_X (D_X \omega + \pi^*_X \mu)
\]

where \( \alpha, \beta \) are as in (3.1.3).

On the other hand let us compute \( f^*\xi \) in the smooth sense. By Proposition 3.1.2 \( f^*\xi \) is given by \((f^*\xi)(P) = \int_P \mu' + \int_{N(P)} \omega' \) where

\[
\mu' = q_* \theta^* \omega, \quad \omega' = \beta_\alpha \omega.
\]

Thus we have to show that

\[
C' = \pi_{X*}(\beta_\alpha \omega), \quad T' = s^*_X (D_X (\beta_\alpha \omega) + \pi^*_X q_* \omega).
\]
More explicitly
\[ f^*(\pi_Y^*\omega) = \pi_X^*(\beta_*\alpha^*\omega), \]
\[ \beta_*\alpha^*s_Y^*(D_Y\omega + \pi_Y^*\mu) = s_X^*(D_X(\beta_*\alpha^*\omega) + \pi_X^*q_*\theta^*\omega). \]

The first equality straightforward. To prove the second one let us observe first of all that
\[ \alpha^*s_Y^*\pi_Y^*\mu = \alpha^*\pi_Y^*\mu = 0. \]

Thus it remains to show that for any \( \omega \in \Omega^{m-1}(Y) \) one has
\[ \beta_*\alpha^*s_Y^*D_Y\omega = s_X^*(D_X(\beta_*\alpha^*\omega) + \pi_X^*q_*\theta^*\omega). \]

Since \( \alpha \) commutes with \( s_Y \), and \( \beta \) intertwines \( s_Y \) and \( s_X \), the last equality is equivalent to
\[ \beta_*\alpha^*D_Y\omega = D_X(\beta_*\alpha^*\omega) + \pi_X^*q_*\theta^*\omega. \]  

(3.5.4)

We will need the following well known lemma which follows easily from the Stokes formula.

3.5.6 Lemma. Let \( f: A \to B \) be a smooth proper fibration where \( B \) is a manifold without boundary, and \( A \) is a manifold possibly with boundary. Assume moreover that the restriction
\[ f|_{\partial A}: \partial A \to B \]
is a fibration too. Then
\[ f_*(d\eta) = d(f_*\eta) + (-1)^{\dim A + \deg \eta + 1}(f|_{\partial A})_*\eta. \]

Let us apply this lemma to the form \( \alpha^*\omega \) and the map
\[ \beta: X \times_Y \mathbb{P}_Y \to \mathbb{P}_X. \]

We get
\[ \beta_*\alpha^*d\omega = d\beta_*\alpha^*\omega + (-1)^{n+1}\left(\beta|_{\partial(X \times_Y \mathbb{P}_Y)}\right)_*\alpha^*\omega. \]  

(3.5.5)

We will need two more lemmas whose proof is postponed till the end of the proof of Proposition 3.5.5.

3.5.7 Lemma. Let \( \omega \in \Omega^*(\mathbb{P}_Y) \). If \( d\omega \) is vertical then \( d\beta_*\alpha^*\omega \) is also vertical.

3.5.8 Lemma. For any form \( \omega \in \Omega^{m-1}(\mathbb{P}_Y) \) one has
\[ (-1)^{n+1}\left(\beta|_{\partial(X \times_Y \mathbb{P}_Y)}\right)_*\alpha^*\omega = \pi_X^*q_*\theta^*\omega. \]

Let us finish the proof of Proposition 3.5.5. The equality (3.5.5) and Lemma 3.5.8 imply the equality
\[ \beta_*\alpha^*d\omega = d\beta_*\alpha^*\omega + \pi_X^*q_*\theta^*\omega. \]  

(3.5.6)
Observe first of all that if $\gamma \in \Omega^\bullet(\mathbb{P}_Y)$ is a vertical form then $\theta^*\gamma = 0$ since $\mathbb{P}_+(T^*_X Y) = N(X)$ is a Legendrian cycle in $\mathbb{P}_Y$. Hence, by the construction of the Rumin operator, one may assume in equality (3.5.6) that $d\omega$ is vertical, namely $d\omega = D_Y \omega$. But then by Lemma 3.5.7 we have $d\beta_\ast \alpha^\ast \omega = D_X \beta_\ast \alpha^\ast \omega$. Thus we eventually obtain

$$\beta_\ast \alpha^\ast D_Y \omega = D_X \beta_\ast \alpha^\ast \omega + \pi^*_X q_\ast \theta^* \omega.$$  

This is exactly (3.5.4). Proposition 3.5.5 is proved. Q.E.D.

**Proof of Lemma 3.5.7.** Let $\lambda_X$ be a contact form on $X$, and $\lambda_Y$ be a contact form on $Y$. Then we claim that

$$\beta^\ast(\lambda_X) = h \cdot \alpha^\ast(\lambda_Y) \quad (3.5.7)$$

where $h$ is a smooth non-vanishing function on $X \times_Y \mathbb{P}_Y$. Let us prove it in local coordinates. Let us assume that $X = \mathbb{R}^n$ is imbedded into $Y = \mathbb{R}^m$ using the first $n$ coordinates. Let us denote the coordinates in $Y$ by $y_1, \ldots, y_m$, and in the dual space by $z_1, \ldots, z_m$. Furthermore we will identify $\mathbb{P}_Y$ with the unit sphere bundle in $\mathbb{R}^m \times S^{m-1} \subset \mathbb{R}^m \times \mathbb{R}^m$, and $\mathbb{P}_X$ with the unit sphere bundle $\mathbb{R}^n \times S^{n-1}$. Contact form on a contact manifold is defined up to a product by a non-vanishing function. Then we may choose

$$\lambda_Y = \sum_{i=1}^m z_i dy_i, \quad \lambda_X = \sum_{i=1}^n z_i dy_i.$$  

It is clear that the restriction of $\lambda_Y$ to $X \times_Y T^*Y = \mathbb{R}^n \times \mathbb{R}^m$ is equal to $\sum_{i=1}^n z_i dy_i$. But obviously this is equal to the pull-back of $\lambda_X$ under the natural map $X \times_Y T^*Y \to T^*X$. This proves (3.5.1).

Next by the assumption of the lemma we have $d\omega \wedge \lambda_Y = 0$. We want to show that

$$d(\beta_\ast \alpha^\ast \omega) \wedge \lambda_X = 0.$$  

We have for any test form $\phi \in \Omega^\bullet(\mathbb{P}_X)$

$$\int_{\mathbb{P}_X} \phi \wedge \lambda_X \wedge d(\beta_\ast \alpha^\ast \omega) \overset{3.5.5}{=} \int_{\mathbb{P}_X} \phi \wedge \lambda_X \wedge \left( \beta_\ast \alpha^\ast d\omega + (-1)^n \left( \beta_\ast \partial(\tau_{X \times Y Y}) \right)_x \alpha^\ast \omega \right) =$$

$$\int_{X \times_Y \mathbb{P}_Y} \beta^\ast(\phi \wedge \lambda_X) \wedge \alpha^\ast(d\omega) + (-1)^n \int_{\partial(\tau_{X \times Y Y})} \left( \beta_\ast \partial(\tau_{X \times Y Y}) \right)_x (\phi \wedge \lambda_X) \wedge \alpha^\ast \omega \overset{3.5.7}{=}$$

$$\int_{X \times_Y \mathbb{P}_Y} h \cdot \beta^\ast \phi \wedge \alpha^\ast(\lambda_Y \wedge d\omega) + (-1)^n \int_{\partial(\tau_{X \times Y Y})} h \cdot \beta^\ast \phi \wedge \alpha^\ast(\lambda_Y \wedge \omega) =$$

$$(-1)^n \int_{\partial(\tau_{X \times Y Y})} h \cdot \beta^\ast \phi \wedge \alpha^\ast(\lambda_Y \wedge \omega)$$

where the last equality is due to the fact that the expression under the first integral vanishes by the assumption $\lambda_Y \wedge d\omega = 0$. But the expression under the last integral also vanishes since the restriction of $\alpha^\ast \lambda_Y$ to $\partial(\tau_{X \times Y Y})$ vanishes: indeed $\partial(\tau_{X \times Y Y})$ is the primage of
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\( \mathbb{P}(T^*_X Y) = N(X) \) under the blow up map \( \widetilde{X \times_Y \mathbb{P}_Y} \to X \times_Y \mathbb{P}_Y \), and the restriction of \( \lambda_Y \) to \( N(X) \) vanishes since \( N(X) \) is Legendrian. Hence Lemma 3.5.7 is proved. Q.E.D.

**Proof of Lemma 3.5.8.** Consider the following commutative diagram

\[
\begin{array}{ccc}
\mathbb{P}_X & \xrightarrow{\beta} & \partial(X \times_Y \mathbb{P}_Y) \\
\pi_X \downarrow & & \downarrow \alpha_1 \\
X & \xrightarrow{q} & N(X)
\end{array}
\]

where \( \alpha_1: \partial(X \times_Y \mathbb{P}_Y) \to N(X) \) is the restriction of the blow up map. It is easy to see that this is a Cartesian square. Denote \( \tau := \theta^*\omega = \omega|_{N(X)} \). Thus we have to show that

\[
(-1)^{n+1} (\beta|_{\partial(X \times_Y \mathbb{P}_Y)})_* \alpha_1^* \tau = \pi_X^* q_* \tau.
\]

Taking into account the orientations, the last formula holds always for all Cartesian squares of proper fibrations (the base change formula). Q.E.D.

**3.5.9 Proposition.** Let \( f: X \to Y \) be an immersion transversal to \( \xi \in V^{-\infty}(Y) \). Let \( \xi \) be given by a pair of currents \( (C, T) \in D_{m}(Y) \times D_{m-1}(\mathbb{P}_Y) \). Define \( (C', T') \in D_n(X) \times D_{n-1}(\mathbb{P}_X) \) by the formula (3.5.3). Then \( T' \) is Legendrian, \( \partial T' = 0 \), and \( \pi_X^*(T') = \partial C' \).

**Proof.** Let us denote

\[ \Lambda := WF(C), \Gamma := WF(T). \]

The formula (3.5.3) defines a continuous linear operator

\[ f^*: C^{-\infty}_\Lambda(Y) \oplus C^{-\infty}_\Gamma(\mathbb{P}_Y, \Omega^m) \to C^{-\infty}(X) \oplus C^{-\infty}(\mathbb{P}_X, \Omega^n) \]

which we also denote by \( f^* \). By Lemma 1.6.8 locally on \( Y \) there exists a sequence of smooth valuations \( \{\xi_j\} \subset V^\infty(Y) \) such that

\[ \xi_j \to \xi \text{ in } V^{-\infty}(Y). \]

But then from the properties of wave fronts we have

\[ f^*\xi_j \to f^*\xi \text{ in } V^{-\infty}(X). \]

Let \( \xi_j \) correspond to a pair of smooth currents \( (C_j, T_j) \). By Proposition 3.5.8 the conclusion of our proposition is satisfied for smooth currents \( f^*((C_j, T_j)) \) corresponding to \( f^*\xi_j \). Hence by continuity the proposition is satisfied also by \( (C', T') \). Q.E.D.

**3.5.10 Remark.** It is important to notice that if \( \Lambda \subset T^*Y \setminus \emptyset, \Gamma \subset T^*(\mathbb{P}_Y) \setminus \emptyset \) are closed conic subsets, and if an imbedding \( f: X \to Y \) is transversal to \( (\Lambda, \Gamma) \) then the pull-back

\[ f^*: V^{-\infty}_{\Lambda, \Gamma}(Y) \to V^{-\infty}_{f^*\Lambda, f^*\Gamma}(X) \]

is a continuous linear operator. This is obvious from the properties of wave fronts.
3.5.11 Proposition. Let \( g : X \to Y, f : Y \to Z \) be imbeddings. Let \( \xi \in V^{-\infty}_{\Lambda, \Gamma}(Z) \). Assume that \( f \) and \( f \circ g \) are transversal to \((\Lambda, \Gamma)\), and \( g \) is transversal to \((f^*\Lambda, \beta_*\alpha^*\Gamma)\). Then the maps
\[
(f \circ g)^*, g^* \circ f^* : V^{-\infty}_{\Lambda, \Gamma}(Z) \to V^{-\infty}(X)
\]
coincide.

\textbf{Proof.} The assumptions imply that the two linear operators
\[
(f \circ g)^*, g^* \circ f^* : V^{-\infty}_{\Lambda, \Gamma}(Z) \to V^{-\infty}(X)
\]
are continuous. By Lemma 1.6.8 smooth valuations are dense in the source space. Hence it is enough to show that these two operators coincide on smooth valuations. But this is obvious. Q.E.D.

3.5.12 Proposition. Let \( f : X \to Y \) be a closed imbedding. Let \( P \in \mathcal{P}(Y) \) be a compact submanifold with corners such that \( X \) is transversal to any strata of the canonical subdivision of \( P \). Then \( f \) is transversal to the generalized valuation \( \Xi_P(1_{l_P}) \) and
\[
f^*(\Xi_P(1_{l_P})) = \Xi_P(1_{l_P \cap X}).
\]

\textbf{Proof.} Let us denote \( \Lambda := WF(1_{l_P}), \Gamma := WF([N(P)]) \). First we have to check the conditions of transversality \((TR_1)-(TR_3)\) from Definition 3.5.1.

The condition \((TR_1)\) easily follows from the transversality of \( X \) to every stratum of \( P \) and the observation that \( \Lambda \) is contained in the union of conormal bundles to all strata of \( P \).

The condition \((TR_3)\) immediately follows from the observation that
\[
N(P) \cap \mathbb{P}_+(T^*_X Y) = \emptyset \quad (3.5.8)
\]
which again is a simple consequence of transversality of \( X \) to all the strata of \( P \).

Let us check \((TR_2)\). This condition is equivalent to
\[
WF([N(P)]) \cap \pi^*_Y(T^*_X Y) = \emptyset \quad (3.5.9)
\]
where \( \pi_Y : \mathbb{P}_Y \to Y \) is the natural projection. Let us denote \( P_0 := P \cap X \) which is a submanifold with corners of \( X \) (again due to the transversality of \( X \) and strata of \( P \)). Let us fix a point \( x_0 \in P_0 \). Again as a consequence of transversality of \( X \) and strata of \( P \), in a neighborhood of \( x_0 \) we can write \( Y = X \times Z, P = P_0 \times Z \) where \( X \) and \( Z \) may and will be assumed vector spaces (for the convenience of the notation), \( P_0 \subset X \). Then one has
\[
N(P) = \{(x, z; [\xi : 0_Z]) | (x, [\xi]) \in N(P_0), z \in Z\} \subset \mathbb{P}_Y. \quad (3.5.10)
\]
This description easily implies \((3.5.9)\). Thus we have shown that \( f^*(\Xi_P(1_{l_P})) \) is well defined.

In order to prove the second part of the proposition, we notice that the equality \( P = P_0 \times Z \) implies the equality
\[
f^*(1_{l_P}) = 1_{l_{P \cap X}} \quad (3.5.11)
\]
(where \( 1_{l_P} \in C^{-\infty}(Y), 1_{l_{P \cap X}} \in C^{-\infty}(X) \)). Thus it remains to show that
\[
\beta_*\alpha^*([N(P)]) = [[N(P \cap X)]]
\]
where as previously we have
\[ P_X \xleftarrow{\beta} X\times_Y P_Y \xrightarrow{\alpha} P_Y. \]
Recall that the map \(\alpha\) is equal to the composition

\[ X\times_Y P_Y \xrightarrow{\varepsilon} X\times_Y P_Y \xrightarrow{\delta} P_Y \]

where \(\delta\) is the natural imbedding, and \(\varepsilon\) is the oriented blow up map along \(P_{+}(T^*_X Y)\).

From (3.5.10) it is easy to see that

\[ \delta^*([N(P)]) = [N(P) \cap (X\times_Y P_Y)] = \{(x; [\xi : 0_Z\cdot]) | (x, [\xi]) \in N(P_0)\}. \tag{3.5.12} \]

Then (3.5.12) and (3.5.8) imply readily that

\[ \beta^* \varepsilon^* (\delta^*([N(P)])) = [N(P_0)]. \tag{3.5.13} \]

The equalities (3.5.11) and (3.5.13) imply the proposition. Q.E.D.

The following result will be needed later for integral geometric applications. It is another special case of the heuristic fact that \((f \circ g)^* = g^* \circ f^*\).

3.5.13 Proposition. Let \(X \xrightarrow{g} Y \xrightarrow{f} Z\) be smooth maps such that \(g\) is an immersion, \(f\) is a submersion, and the composition \(f \circ g: X \to Z\) is an immersion. Let \(\xi \in V^{-\infty}(Z)\) be a generalized valuation. Assume that \(f \circ g\) is transversal to \(\xi\). Then \(g\) is transversal to \(f^*\xi\) and

\[ g^*(f^*(\xi)) = (f \circ g)^* \xi. \]

Proof. The proof is a straightforward tedious computation which we are going to do. First by localization we may assume that \(g\) and \(f \circ g\) are imbeddings. Localizing further we may assume that \(X\) is a vector space, and for some vector spaces \(S\) and \(L\)

\[ Z = X \times S, Y = X \times S \times L, \]

\[ g: X \to X \times S \times L \text{ is given by } g(x) = (x, 0_S, 0_L), \]

\[ f: X \times S \times L \to X \times S \text{ is the projection.} \]

Thus \((f \circ g)(x) = (x, 0_S)\). Let \(\xi\) be given by a pair of currents \((C, T)\). Let us denote

\[ \Lambda := WF(C) \subset T^*(X \times S) \setminus \emptyset, \]

\[ \Gamma := WF(T) \subset T^*(P_X \times S) \setminus \emptyset. \]

Let us recall that we have the maps

\[ P_Y \xleftarrow{df^*} P_Z \times L \xrightarrow{p}, P_Z. \]

Recall that \(f^*\xi\) is given by the pair \((C', T') := (f^*C, (df^*)_* p^* T)\).

Step 1. Let us check that \(g\) and \(f^*\xi\) satisfy the first condition of transversality \((TR_1)\). More precisely let us check that \(g^*(f^*C)\) is well defined, namely

\[ WF(f^*C) \cap T^*_X (X \times S \times L) = \emptyset. \]
Identifying \( T^*(X \times S \times L) = (X \times S \times L) \times (X^* \times S^* \times L^*) \), let us observe that
\[
T_X^*(X \times S \times L) = \{(x, 0_S, 0_L; 0_{X^*}, s^*, l^*)\}.
\]

Next we have
\[
WF(f^*C) \subset f^*\Lambda = \{(x, s, l; x^*, s^*, 0_{L^*})\} \cap \{(x, s, l; x^*, s^*)\} \in \Lambda \}.
\]

Thus
\[
f^*\Lambda \cap T_X^*(X \times S \times L) = \{(x, 0_S, 0_{L^*}; 0_{X^*}, s^*, 0_{L^*})\} \cap \{(x, 0_S, 0_{X^*}, s^*)\} \in \Lambda \}.
\]

But
\[
\{(x, 0_S; 0_{X^*}, s^*) \in \Lambda \} = \Lambda \cap T_X^*(X \times S) = \emptyset
\]
where the last equality follows from the assumption that \( f \circ g \) is transversal to \( \xi \). Thus \((TR_3)\) is proved.

Step 2. Let us check that \( g \) and \( f^*\xi \) satisfy the third condition of transversality \((TR_3)\).
Namely let us check that \( WF(T') \) does not intersect the conormal bundle of the submanifold \( \mathbb{P}_+(T_X^*(X \times S \times L)) \subset \mathbb{P}_{X \times S \times L} \).

We have \( WF(T') = WF((df^*)_*p^*\Gamma) \subset (df^*)_*p^*\Gamma \). Let us write down the latter space more explicitly.

Let us fix an element \((z_0, [z^*_0])\) of the space \( \mathbb{P}_Z = Z \times \mathbb{P}_+(Z^*) \). The fiber of \( T^*\mathbb{P}_Z \) over this point is identified with \( Z^* \times T^*_{[z_0]}(\mathbb{P}_+(Z^*)) \). Let us fix also a point \( l_0 \in L \). The fiber of \( T^*(\mathbb{P}_Z \times L) \) over the point \((z_0, [z^*_0], l_0)\) is equal to \( Z^* \times T^*_{[z_0]}(\mathbb{P}_+(Z^*)) \times L^* \), elements of which will be denoted by \((z^*, \xi^*, l^*)\). In this notation we easily see that the fiber of \( p^*\Gamma \) over the point \((z_0, [z^*_0], l_0)\) is equal to
\[
(p^*\Gamma)|_{(z_0, [z^*_0], l_0)} = \{(z^*, \xi^*, 0_{L^*}) \in Z^* \times T^*_{[z_0]}(\mathbb{P}_+(Z^*)) \times L^* \} \cap \{(z^*, \xi^*) \in \Gamma|_{(z_0, [z^*_0])}\}. \tag{3.5.14}
\]

Let us describe the fiber of \( \tilde{\Gamma} := (df^*)_*p^*\Gamma \) over the point \((z_0, [z^*_0 : 0_{L^*}], l_0)\) (clearly the fiber of \( \tilde{\Gamma} \) may be non-empty only over points of such form). Let us denote for this purpose
\[
\nu: T^*_{[z_0, 0_{L^*}]}(\mathbb{P}_+(Z^*) \times L^*) \rightarrow T^*_{[z_0]}(\mathbb{P}_+(Z^*))
\]
the natural map, namely the dual map to the differential of the imbedding \( \mathbb{P}_+(Z^*) \hookrightarrow \mathbb{P}_+(Z^* \times L^*) \). Then using the description \((3.5.14)\) one easily see that
\[
\tilde{\Gamma}|_{(z_0, [z^*_0 : 0_{L^*}], l_0)} = \{(z^*, \eta^*, 0_{L^*}) \in Z^* \times T^*_{[z_0, 0_{L^*}]}(\mathbb{P}_+(Z^*) \times L^*) \times L^* \} \cap \{(z^*, \nu(\eta^*)) \in \{0\} \cup \Gamma|_{(z_0, [z^*_0])}\} \setminus \{0\}.
\]

We want to show that the intersection of \( \tilde{\Gamma} \) with the conormal bundle of \( \mathbb{P}_+(T_X^*(X \times S \times L)) \) is empty. Observe that
\[
\mathbb{P}_+(T_X^*(X \times S \times L)) = \{(x, 0_S, 0_L; [0_{X^*} : s^*: l^*])\}.
\]
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Thus we will consider the case
\[ z_0 = (x_0, 0_S) \in X \times S = Z, \]
\[ l_0 = 0_L \in L, \]
\[ [z_0^*] = [0_{X^*} : s_0^*] \in \mathbb{P}_+(X^* \times S^*). \]
The fiber of the conormal bundle of \( \mathbb{P}_+(T_X^*(X \times S \times L)) \subset \mathbb{P}_Y \) over the point \((z_0, 0_L; [z_0^*: 0_L^*])\) (which we identify with \((x_0, 0_S, 0_L; [0_{X^*} : s_0^*: 0_L^*])\)) is equal to
\[ \{ (0_{X^*}, s^*, l^*; \xi^*)| \mu(\xi^*) = 0 \} \quad (3.5.15) \]
where \( \mu: T^*_{(x_0, 0_S; l_0)}([0_{X^*} : s_0^*: 0_L^*]([0_S^* \times 0_L^*]) \to T^*_{[0_{X^*} : s_0^*; 0_L^*]}([0_S^* \times 0_L^*]) \) is the dual of the differential of the imbedding \( \mathbb{P}_+(S^* \times L^*) \subset \mathbb{P}_+(X^* \times S^* \times L^*) \). The intersection of the set (3.5.15) with the fiber of \( \Gamma \) is equal to
\[ \{ (0_{X^*}, s^*, 0_{L^*}; \xi^*)| (0_{X^*}, s^*, \nu(\xi^*)) \in \{0\} \cup \Gamma \text{ and } \mu(\xi^*) = 0 \} \backslash \{0\}. \quad (3.5.16) \]
It is easy to see that if \( \mu(\xi^*) = 0 \) and \( \xi^* \neq 0 \), then \( \nu(\xi^*) \neq 0 \). Hence if the set (3.5.16) is non-empty and a vector \((0_{X^*}, s^*, 0_{L^*}; \xi^*)\) belongs to it, then \((0_{X^*}, s^*, \nu(\xi^*)) \in \Gamma \). But then the latter vector belongs to the intersection of the fibers over \((x_0, 0_S; [0_{X^*} : s_0^*])\) of \( \Gamma \) and of the conormal bundle of \( \mathbb{P}_+(T_X^*(X \times S)) \subset \mathbb{P}_X \times S \) (using \( \mu(\xi^*) = 0 \)). But the last intersection is empty since the map \( f \circ g \) is assumed to be transversal to \( \xi \) and thus satisfies the third condition of transversality \( (TR_3) \), namely the intersection of \( \Gamma \) with the conormal bundle of \( \mathbb{P}_+(T_X^*(X \times S)) \subset \mathbb{P}_X \times S \) is empty. Hence Step 2 is completed.

**Step 3.** Let us check that \( g \) and \( f^* \xi \) satisfy \( (TR_2) \). Namely let us check that \( WF(T^*) \) does not intersect the conormal bundle of the submanifold \( X \times_Y \mathbb{P}_Y \subset \mathbb{P}_Y \). Recall that \( Y = X \times S \times L \).

Let us fix an arbitrary point \( B_0 := (x_0, 0_S, 0_L; [0_{X^*} : s_0^*; l_0^*]) \in X \times_Y \mathbb{P}_Y \). We identify the fiber of \( T^* \mathbb{P}_Y \) over this point with \( X^* \times S^* \times L^* \times T^*_{[0_{X^*} : s_0^*; l_0^*]}([0_S^* \times 0_L^*]) \).

The fiber of the conormal bundle of \( X \times_Y \mathbb{P}_Y \) over the point \( B_0 \) is equal to
\[ \{ (0_{X^*}, s^*, l^*; 0)| (0_{X^*}, s^*, l^*; 0) \in (X^* \times S^* \times L^*) \times T^*_{[0_{X^*} : s_0^*; l_0^*]}([0_S^* \times 0_L^*]) \} \quad (3.5.17) \]
where the last zero in the first set belongs to \( T^*_{[0_{X^*} ; s_0^* ; l_0^*]}([0_S^* \times 0_L^*]) \). As in Step 2, the fiber of \( \tilde{\Gamma} = (df^*) \circ p^* \Gamma \) over \( B_0 \) is equal to
\[ \{ (x^*, s^*, 0_{L^*}; \xi^*)| (x^*, s^*, \nu(\xi^*)) \in \{0\} \cup \Gamma \}. \quad (3.5.18) \]
Hence the intersection of the sets (3.5.17) and (3.5.18) is equal to
\[ \{ (0_{X^*}, s^*, 0_{L^*}; 0)| (0_{X^*}, s^*, 0_{L^*}; 0) \in \{0\} \cup \Gamma \} = \{ (0_{X^*}, s^*, 0_{L^*}; 0)| (0_{X^*}, s^*, 0_{L^*}; 0) \in \Gamma \}. \]

But the last set is empty since the set \( \{ (0_{X^*}, s^*; 0) \} \cap \Gamma \) is empty. Indeed by the assumption \( f \circ g \) is transversal to \( \xi \), and hence the second condition of transversality \( (TR_2) \) is satisfied: the intersection of \( \Gamma \) with the conormal bundle of \( X \times_{X \times S} \mathbb{P}_X \times S \subset \mathbb{P}_X \times S \) is empty. Step 3 is proved.
Step 4. It remains to show that \((f \circ g)^* (\xi) = g^* (f^* (\xi))\).
First let us prove it in the special case \(X = Z\), i.e. \(S = \{0\}\). In this case we have
\[
Z \xrightarrow{g} X \times L \xrightarrow{f} Z,
\]
and \(f \circ g = Id_Z\). For any closed conic subsets \(\Lambda \subset T^* Z \setminus \emptyset\), \(\Gamma \subset T^* \mathbb{P}_Z \setminus \emptyset\), we denote, as in Step 2, by \(\tilde{\Gamma} := (df^*)^* p^* \Gamma\). Then the maps
\[
f^* : V^{-\infty}_{\Lambda, \Gamma}(Z) \to V^{-\infty}_{f^* \Lambda, \tilde{\Gamma}}(X \times L),
g^* : V^{-\infty}_{\tilde{\Gamma}}(X \times L) \to V^{-\infty}(Z)
\]
are continuous operators. In particular taking \(\Lambda = T^* Z \setminus \emptyset\), \(\Gamma = T^* \mathbb{P}_Z \setminus \emptyset\) we deduce that
\[
g^* \circ f^* : V^{-\infty}(Z) \to V^{-\infty}(Z)
\]
is a continuous operator.
To show that \(g^* \circ f^* = (f \circ g)^* (= Id)\) it is enough to check that these operators coincide on characteristic functions of compact submanifolds with corners since their linear combinations are dense in \(V^{-\infty}(Z)\) in the weak topology ([\(\mathcal{M}\)], Section 8.2). Thus let \(P \subset Z\) be a compact submanifold with corners. Then by Proposition 3.3.4
\[
f^* (\Xi_P (\mathbb{1}_P)) = \Xi_{P'} (\mathbb{1}_{P \times L}).
\]
But observe that \(Z\) is transversal to \(P \times L\). Hence by Proposition 3.5.12 we have \(g^* (\Xi_P (\mathbb{1}_{P \times L})) = \Xi_{P'} (\mathbb{1}_{(P \times L) \setminus Z}) = \Xi_{P'} (\mathbb{1}_Z)\). Hence \(g^* \circ f^* = Id\).

Now let us consider the general case. Let \(\xi\) correspond to a pair of currents \((C, T)\). As in Steps 1-3 let us denote \(\Lambda := WF(C)\), \(\Gamma := WF(T)\). From the computations in Steps 1-3 and from the behavior of wave fronts under pull-back and push-forward (see Propositions 1.4.4 and 1.4.10) it follows that \((f \circ g)^* \) and \(g^* \circ f^* \) are continuous linear operators
\[
V^{-\infty}_{\Lambda, \Gamma}(Z) \to V^{-\infty}(X).
\]
By Lemma 1.6.8 it is enough to show that these operators coincide on the subspace of smooth valuations. Thus we may assume that \(\xi\) is a smooth valuation.

Let us decompose \(g\) as \(X \xrightarrow{h} Z \xrightarrow{k} Y\) where \(h(x) = (x, 0_s)\), \(k(z) = (z, 0_L)\). Both maps \(h, k\) are imbeddings.

3.5.14 Claim. These maps \(h, k\) and the valuation \(f^* \xi \in V^{-\infty}(Y)\) satisfy the assumptions of Proposition 7.5.17.

Let us postpone the proof of this claim and finish the proof of our proposition. By Proposition 3.5.11 \(g^* (f^* \xi) = h^* (k^* (f^* \xi))\). By what we have just shown \(k^* (f^* (\xi)) = \xi\). Hence \(g^* (f^* (\xi)) = h^* \xi\). On the other hand \(f \circ g = h\), hence \((f \circ g)^* \xi = h^* \xi\). Thus to finish the proof of the proposition it remains to prove Claim 3.5.14.

Proof of Claim 3.5.14. Let \(f^* \xi \in V^{-\infty}(Y)\) be given by a pair of currents \((\tilde{C}, \tilde{T})\). Since \(\xi\) is smooth, \(\tilde{C} = f^* C\) is also smooth. Thus \(WF(\tilde{C}) = \emptyset\). The wave front of \(\tilde{T}\) is contained in the conormal bundle of \(Y \times_Z \mathbb{P}_Z \subset \mathbb{P}_Y\), thus let us denote
\[
M := T^*_Y (\mathbb{P}_Y) \setminus \emptyset \subset T^* \mathbb{P}_Y \setminus \emptyset.
\]
We have
\[ Y \times \mathbb{P}_Z = \{(z, l; [z^* : 0_L^*])\} \subset \mathbb{P}_Y = \mathbb{P}_{Z \times L}. \tag{3.5.19} \]

Step 1. First we will check that \(k: \mathbb{Z} \to Y\) is transversal to \((\emptyset, M)\), i.e. we have to verify the three conditions of transversality \((TR_1)-(TR_3)\) (see Definition [3.5.1]).

The first condition \((TR_1)\) is satisfied for trivial reasons. Let us check \((TR_2)\), namely
\[ M \cap T_{Z \times Y}^* \mathbb{P}_Y = \emptyset. \tag{3.5.20} \]

We have
\[ Z \times Y \mathbb{P}_Y = Z \times \{0_L\} \times \mathbb{P}_+(Z^* \times L^*). \]

Fix points \(z_0 \in Z, [z_0^*] \in \mathbb{P}_Z\). Denote \(A_0 := (z_0, 0_L; [z_0^* : 0_L^*]) \in Y \times \mathbb{P}_Z\). The fiber of \(M \cup \emptyset\) over \(A_0\) is equal to
\[ M|_{A_0} \cup \{0\} = \{0_{Z^*}\} \times \{0_L^*\} \times T_{F_\mathbb{P}_+(Z^* \times 0_L^*)}(\mathbb{P}_+(Y^*))|_{[z_0^*:0_{L^*}]}. \tag{3.5.21} \]

The fiber of \(T_{Z \times Y}^* \mathbb{P}_Y\) over \(A_0\) is equal to
\[ T_{Z \times Y}^* \mathbb{P}_Y|_{A_0} = \{0_{Z^*}\} \times L^* \times \{0\} \tag{3.5.22} \]

where the last zero on the right hand side belongs to \(T_{[z_0^*:0_{L^*}]}^* \mathbb{P}_+(Y^*)\). Next from (3.5.21) and (3.5.22) we see that
\[ M \cap T_{Z \times Y}^* \mathbb{P}_Y = \emptyset. \]

Thus the second condition of transversality \((TR_2)\) is checked.

Let us check the third condition \((TR_3)\), namely
\[ M \cap T_{F_\mathbb{P}_+(T_Z^* Y)}^* \mathbb{P}_Y = \emptyset. \]

We have
\[ \mathbb{P}_+(T_Z^* Y) = \{(z, 0_L; [0_{Z^*} : l^*])\} \subset \mathbb{P}_Y. \]

It is clear that \(\mathbb{P}_+(T_Z^* Y) \cap (Y \times \mathbb{P}_Z) = \emptyset\). Hence trivially
\[ T_{F_\mathbb{P}_+(T_Z^* Y)}^* \mathbb{P}_Y \cap M = \emptyset, \]

thus the condition \((TR_3)\) is satisfied.

Step 2. Let us check that \(h: X \to Z\) is transversal to \(k^* (f^* \xi)\). It suffices to check that \(h: X \to Z\) is transversal to \((\emptyset, \beta_1 \alpha_1^* M)\) where
\[ \mathbb{P}_Z \xrightarrow{\beta_1} Z \times_Y \mathbb{P}_Y \xrightarrow{\alpha_1} \mathbb{P}_Y \]

is the diagram analogous to (3.5.1) but with \(Z \xrightarrow{k} Y\) instead of \(X \to Y\). We will prove a stronger statement: \(\beta_1 \alpha_1^* M = \emptyset\).
Similarly to (3.5.2), let us decompose $\alpha_1$ as

$$Z \times_Y \mathbb{P}_Y \xrightarrow{\varepsilon_1} Z \times_Y \mathbb{P}_Y \xrightarrow{\delta_1} \mathbb{P}_Y,$$

where $\varepsilon_1$ is the oriented blow up map along $\mathbb{P}_+(T_Z^*Y)$, and $\delta_1$ is the imbedding map.

Let us consider subset $J \subset \mathbb{P}_Y$ defined by

$$J := (Y \times Z \mathbb{P}_Z) \cap (Z \times_Y \mathbb{P}_Y) = \{(z, 0_L; [z^*: 0_L])\}$$

where the intersection is obviously transversal. It is clear that

$$\delta_1^*M = T^*_Z(Z \times_Y \mathbb{P}_Y) \setminus \emptyset,$$

Next the oriented blow up map

$$\varepsilon_1: Z \times_Y \mathbb{P}_Y \to Z \times_Y \mathbb{P}_Y$$

is along the submanifold $\mathbb{P}_+(T_Z^*Y)$ which obviously does not intersect $J$. It follows that

$$\varepsilon_1^*\delta_1^*M = T^*_{\varepsilon_1^{-1}(J)}(Z \times_Y \mathbb{P}_Y) \setminus \emptyset,$$

and $\varepsilon_1$ is a diffeomorphism of a neighborhood $\mathcal{O}$ of $\varepsilon_1^{-1}(J)$ onto its image. Hence while computing $\beta_1, \varepsilon_1^*\delta_1^*M$ we may consider the restriction of $\beta_1$ to this neighborhood $\mathcal{O}$. This neighborhood $\mathcal{O}$ can be taken to be

$$\mathcal{O} := \{(z, 0_L; [z^*: l^*])| z^* \neq 0\}.$$

Next $\beta_1: \mathcal{O} \to \mathbb{P}_Z$ is given by

$$\beta_1((z, 0_L; [z^*: l^*])) = (z; [z^*]).$$

Also

$$\varepsilon_1^{-1}(J) = \{(z, 0_L; [z^*: 0_L])\}.$$

Then clearly the restriction of $\beta_1$ to $\varepsilon_1^{-1}(J)$ is a diffeomorphism $\varepsilon^{-1}(J) \hookrightarrow \mathbb{P}_Z$. This and the fact that $\beta_1: \mathcal{O} \to \mathbb{P}_Z$ is a fibration imply that

$$\beta_1^*(T^*_{\varepsilon_1^{-1}(J)}\mathcal{O}\setminus \emptyset) = \emptyset.$$

Hence $\beta_1, \alpha_1^*M = \beta_1, \varepsilon_1^*\delta_1^*M = \emptyset$. Thus Step 2 is completed.

Step 3. It remains to show that $g = k \circ h$ is transversal to $(\emptyset, M)$. The condition $(TR_1)$ is satisfied trivially.

Let us check $(TR_2)$. Let us suppose in the contrary that there exists a point $A_0 \in X \times_Y \mathbb{P}_Y$ and $\xi \in M|_{A_0}$ which belongs also to the fiber over $A_0$ of the conormal bundle $T_{X \times_Y \mathbb{P}_Y}(\mathbb{P}_Y)$. The point $A_0$ has the form

$$A_0 = (x_0, 0_s, 0_L; [s_0^*: s_0^*: 0_L]).$$
Denote also

\[ Q_0 := [x_0^* : s_0^* : 0_{L^*}] \in \mathbb{P}_+(X^* \times S^* \times 0_{L^*}) \subset \mathbb{P}_+(Y^*). \]

Using (3.5.21) one sees that \( \xi \) must have the form

\[ \xi = (0_{X^*}, 0_{S^*}, 0_{L^*}; \zeta) \] with \( \zeta \in (T^*_{\xi}(X^* \times S^* \times 0_{L^*})(\mathbb{P}_+(Y^*))) |_{Q_0}. \)

But the assumption that \( \xi \in (T^*_{\xi}(X^* \times Y, \mathbb{P}_Y)(\mathbb{P}_+(Y^*))) |_{A_0} \) implies that \( \zeta = 0 \). Hence \( \xi = 0 \) which is a contradiction. Thus \( (TR_2) \) is proved.

Let us prove \( (TR_3) \). Let us suppose in the contrary that there exists a point \( B_0 \in \mathbb{P}_+(T^*_{\xi}Y) \) and \( \eta \in M |_{B_0} \) such that \( \eta \) also belongs to the fiber over \( B_0 \) of the conormal bundle \( T^*_{\eta}(T^*_{\xi}Y)(\mathbb{P}_Y) \). Notice also that

\[ \mathbb{P}_+(T^*_{\xi}Y) = \{(x, 0_{S^*}; [0_{X^*} : s^* : l^*])\}. \]

Necessarily \( B_0 \) has the form

\[ B_0 = (\tilde{x}_0, 0_{S^*}; [0_{X^*} : s_0^* : 0_{L^*}]). \]

Let us denote \( R_0 := [0_{X^*} : s_0^* : 0_{L^*}] \in \mathbb{P}_+(Y^*) \). In this notation \( \eta \) must have the form

\[ \eta = (0_{X^*}, 0_{S^*}, 0_{L^*}; \tau) \]

with \( \tau \in (T^*_{\eta}(X^* \times S^* \times 0_{L^*})(\mathbb{P}_+(Y^*))) |_{R_0} \cap (T^*_{\xi}(0_{X^*} \times S^* \times L^*)(\mathbb{P}_+(Y^*))) |_{R_0}. \) But the last intersection is equal to \( \{0\} \). This is a contradiction, thus \( (TR_3) \) is proved.

Hence Claim 3.5.14 is proved. Hence Proposition 3.5.13 is proved completely too. Q.E.D.

### 3.6 Push-forward of generalized valuations under submersions.

Let \( f: X \to Y \) be a proper submersion. In Section 3.2 we have defined a push-forward map on smooth valuations

\[ f_*: V^\infty(X) \to V^\infty(Y) \]

which is a continuous operator. In this section we extend this map to a partially defined map on generalized valuations. This extension will be important for applications to integral geometry in Section 4 below.

Ideologically, the push-forward map \( f_* \) is dual to the pull-back map \( f^* \). Proposition 3.3.3 implies that for the submersion \( f: X \to Y \) we have the continuous pull-back map

\[ f^*: V^\infty(Y) \to V^{-\infty}_{0,M}(X) \]

where \( M \subset T^*P_X \setminus 0 \) is the conormal bundle of \( X \times_Y \mathbb{P}_Y \subset \mathbb{P}_X \) with the zero section removed. If in addition \( f \) is proper then \( f^* \) maps compactly supported valuations to compactly supported:

\[ f^*: V^\infty_c(Y) \to V^{-\infty}_{0,M,c}(X). \]

Next in [9] there was defined a partial product on generalized valuations on a manifold \( X \) which will be needed now. Let \( \xi_1, \xi_2 \in V^{-\infty}(X) \) be generalized valuations. Assume that
the wave fronts \((\Lambda_i, \Gamma_i), i = 1, 2\), of the currents corresponding to \(\xi_i\) satisfy some explicitly written condition of disjointness (see Theorem 3.6.1 or (3.6.1)-(3.6.5) below in this section). Then one can define the product \(\xi_1 \cdot \xi_2 \in V^{-\infty}(X)\). Moreover this product defines a bilinear separately continuous map

\[
V_{\Lambda_1, \Gamma_1}^{-\infty}(X) \times V_{\Lambda_2, \Gamma_2}^{-\infty}(X) \to V^{-\infty}(X)
\]

which coincides with the usual product on smooth valuations.

Now in order to define the push-forward map \(f_*\) for a proper submersion \(f: X \to Y\), let us fix an arbitrary closed conic subsets

\[
\Lambda \subset T^*X \setminus \emptyset, \Gamma \subset T^*\mathbb{P}_X \setminus \emptyset
\]

such that \((\Lambda, \Gamma)\) and \((\emptyset, M)\) satisfy the above mentioned condition of disjointness. Let us define eventually

\[
f_*: V_{\Lambda, \Gamma}^{-\infty}(X) \to V^{-\infty}(Y)
\]

as follows

\[
< f_*\xi, \phi > := \int_X \xi \cdot f^*\phi
\]

for any \(\xi \in V_{\Lambda, \Gamma}^{-\infty}(X)\) and any test valuation \(\phi \in V_c^{-\infty}(Y)\). The above discussion implies that we get a continuous linear operator \(f_*\).

By the discussion in Section 3.3 it is clear that the restriction of this \(f_*\) to smooth valuations coincides with the push-forward defined in Section 3.2. Thus there is no abuse of notation.

Let us remind again the condition of disjointness of wave fronts. Assume that \(\Lambda_i \subset T^*Y \setminus \emptyset, \Gamma_i \subset T^*\mathbb{P}_Y \setminus \emptyset, i = 1, 2\), be two closed conic subsets. One can define a separately continuous bilinear map

\[
V_{\Lambda_1, \Gamma_1}^{-\infty}(Y) \times V_{\Lambda_2, \Gamma_2}^{-\infty}(Y) \to V^{-\infty}(Y)
\]

extending the product on smooth valuations, provided the following conditions are satisfied:

\[
\begin{align*}
\Lambda_1 \cap s(\Lambda_2) &= \emptyset, \quad (3.6.1) \\
\Gamma_1 \cap s(\pi_Y^*\Lambda_2) &= \emptyset, \quad (3.6.2) \\
\Gamma_2 \cap s(\pi_Y^*\Lambda_1) &= \emptyset, \quad (3.6.3) \\
\text{if } (y, [\xi], u_i, 0) &\in \Gamma_i, i = 1, 2, \text{ then } u_1 \neq -u_2, \quad (3.6.4) \\
\text{if } (y, [\xi]) &\in \mathbb{P}_Z \text{ and } (u, \eta_1) \in \Gamma_1|_{(y, [\xi])}, (-u, \eta_2) \in \Gamma_2|_{(y, [-\xi])}, \text{ then } \\
d\theta^*(0, \eta_1, \eta_2) &\neq (0, 1, -1) \in T^*_{(y, [\xi], [\xi])}(\mathbb{P}_Y \times_Y \mathbb{P}_Y) \quad (3.6.5)
\end{align*}
\]

where \(\theta: \mathbb{P}_Y \times_Y \mathbb{P}_Y \to \mathbb{P}_Y \times_Y \mathbb{P}_Y\) is defined by \(\theta(y, [\zeta_1], [\zeta_2]) = (y, [\zeta_1], [-\zeta_2]).\)

Now let us define the push-forward map

\[
f_*: V_{\Lambda, \Gamma}^{-\infty}(X) \to V^{-\infty}(Y)
\]

for a proper submersion \(f: X \to Y\) and closed conic subsets \(\Lambda \subset T^*X \setminus \emptyset, \Gamma \subset T^*\mathbb{P}_X \setminus \emptyset\) such that

the pairs \((\Lambda, \Gamma)\) and \((\emptyset, T^*_{X \times_Y \mathbb{P}_Y}(\mathbb{P}_X))\) satisfy (3.6.1)-(3.6.5), \quad (3.6.6)
as follows:

\[< f^* \phi, \psi > = \int_Y \phi \cdot f^* \psi\]

for any \( \phi \in V^{-\infty}_{\Lambda, \Gamma}(X) \), \( \psi \in V^\infty_c(Y) \). The previous discussion implies readily that this map \( f^* : V^{-\infty}_{\Lambda, \Gamma}(X) \to V^{-\infty}(Y) \) is a continuous linear operator.

Under the same assumption on \((\Lambda, \Gamma)\) one defines in the same way the push-forward on compactly supported valuations

\[f^* : V^{-\infty}_{\Lambda, \Gamma,c}(X) \to V^{-\infty}_c(Y)\]

if \( f : X \to Y \) is a submersion, but not necessarily proper.

In order to study further properties of the push-forward map, let us prove some technical results.

Assume now that \( i : X \hookrightarrow Y \) be a smooth imbedding. Recall that we have the diagram (see (3.1.3))

\[\mathbb{P}_X \leftarrow X \times Y \mathbb{P}^X \to \mathbb{P}^Y.\]

Recall that by Proposition 3.4.2 for \( \phi \in V^{-\infty}_c(X) \) given by a pair of currents \((C_\phi, T_\phi)\) the push-forward \( i^* \phi \) is given by the pair \((0, \alpha^x \beta^y T_\phi)\).

Recall also that, by the Definition of the pull-back under immersions from Section 3.5, if \( \psi \in V^{-\infty}(Y) \) is given by a pair \((C_\psi, T_\psi)\) and the imbedding \( i \) is transversal to \( \psi \) then the pull-back \( i^* \psi \) is given by the pair of currents \((i^*C_\psi, \beta^x \alpha^y T_\psi)\).

Let us denote also

\[\Lambda_\phi := WF(C_\phi), \Gamma_\phi := WF(T_\phi), \Lambda_\psi := WF(C_\psi), \Gamma_\psi := WF(T_\psi).\]

3.6.1 Lemma. Using the above notation let us assume that the imbedding \( i : X \hookrightarrow Y \) is transversal to \( \psi \in V^{-\infty}(Y) \) (in the sense of Definition 3.5.2), the pairs of subsets \((\Lambda_\phi, \Gamma_\phi)\) and \((i^*\Lambda_\psi, \beta^x \alpha^y \Gamma_\psi)\) satisfy (3.6.1)-(3.6.5), and also the pairs of sets \((\emptyset, \alpha^x \beta^y \Gamma_\phi)\) and \((\Lambda_\psi, \Gamma_\psi)\) satisfy (3.6.1)-(3.6.5).

Then \( i^* \phi \cdot \psi \) and \( \phi \cdot i^* \psi \) are well defined, and

\[\int_Y i^* \phi \cdot \psi = \int_X \phi \cdot i^* \psi. \tag{3.6.7}\]

Proof. The well-definedness of the expressions is clear. This implies that the two bilinear maps \( V^{-\infty}_{\Lambda_\phi, \Gamma_\phi,c}(X) \times V^{-\infty}_{\Lambda_\psi, \Gamma_\psi}(X) \to \mathbb{C} \) given respectively by \((\mu, \nu) \mapsto \int_Y i^* \mu \cdot \nu\) and \((\mu, \nu) \mapsto \int_X \mu \cdot i^* \nu\) are separately continuous. Thus in order to show that they coincide it is enough to assume that \( \psi \) is smooth. But for smooth \( \psi \) the equality (3.6.7) is satisfied by the definition of \( i^* \), from Section 3.4. Q.E.D.

3.6.2 Lemma. Let \( Y = X \times Z, f : X \times Z \to X \) be the natural projection. Let \( i : X \hookrightarrow X \times Z \) be a closed imbedding of the form \( i(x) = (x, z_0) \) where \( z_0 \in Z \) is a fixed point. Let
\[ \phi \in V^{-\infty}(X) \] be a generalized valuation with compact support. Let \( \xi \in V^{\infty}(X) \) be a smooth valuation.

Then \( \phi, \psi := f^*\xi, \) and \( i: X \hookrightarrow Y \) satisfy the assumptions of Lemma 3.6.1. Consequently the generalized valuations \( i_*\phi \cdot f^*\xi \) and \( \phi \cdot i^*(f^*\xi) \) are well defined, and

\[ \int_Y i_*\phi \cdot f^*\xi = \int_X \phi \cdot i^*(f^*\xi). \]

**Proof.** Let \( \psi := f^*\xi \) be given by the pair of currents \( (C_\psi, T_\psi) \). Since \( \xi \) is smooth we have

\[ \Lambda_\psi = \emptyset, \] (3.6.8)
\[ \Gamma_\psi \subset T^*_Y \times X \mathbb{P}_X(\mathbb{P}_Y). \] (3.6.9)

The condition (3.6.9) implies readily that \( \beta_\alpha \phi \Gamma_\psi = \emptyset \). Hence the first assumption of Lemma 3.6.1 follows: the pairs \( (\Lambda_\phi, \Gamma_\phi) \) and \( (i^*\Lambda_\psi, \beta_\alpha \Gamma_\psi) = (\emptyset, \emptyset) \) satisfy (3.6.4)-(3.6.6).

Let us check (3.6.4). Assume that \( (y, [\xi], u_1, 0) \in \alpha_* \beta^* \Gamma_\phi, (y, [\xi], u_2, 0) \in \Gamma_\psi \). But (3.6.9) implies that \( u_2 = 0 \) which is a contradiction. Thus (3.6.4) is proved.

Let us check (3.6.5). For simplicity of the notation we may and will assume that \( X, Z \) are vector spaces, \( z_0 = 0 \in Z \). Assume that

\[ (y, [\xi]) \in \mathbb{P}_Y, \]
\[ (u, \eta_1) \in (\alpha_* \beta^* \Gamma_\phi)|_{y, [\xi]}, \]
\[ (-u, \eta_2) \in \Gamma_\psi|_{y, [\xi]}. \]

Clearly \( y = (x, 0_Z) \). Next (3.6.9) implies that \( u = 0 \) and \( \xi = (x^*, 0_Z) \) with \( x^* \in X^* \). Denote \( (0, \eta_2') := ds^*((0, \eta_2)) \in (T^*_Y \times X \mathbb{P}_X(\mathbb{P}_Y))|_{x, [\xi]}. \) Thus we have to show that \( \eta_1 \neq -\eta_2' \).

Otherwise we would have that

\[ (0, \eta_1) \in (\alpha_* \beta^* \Gamma_\phi \cap T^*_Y \times X \mathbb{P}_X(\mathbb{P}_Y))|_{y, [\xi]}. \] (3.6.10)

Since \( [\xi] = [x^* : 0_Z] \), there exists a neighborhood \( U \subset \mathbb{P}_Y \) of \( (y, [\xi]) \) such that \( \alpha: \alpha^{-1}(U) \to U \) is a diffeomorphism. Thus we will simply identify \( \alpha^{-1}(U) \) with \( U \) via \( \alpha \) (recall that \( \alpha \) is the oriented blow up map along \( \mathbb{P}_+(T^*_X Y) \subset \mathbb{P}_Y \)). Then there exists a cotangent vector \( \lambda \in (T^*_X \mathbb{P}_X)|_{x, [x^*]} \) such that \( (0, \eta_1) = d\beta^*(\lambda) \). Let us denote by \( F \) the tangent space at \( (y, [\xi]) \) to the fiber \( \beta^{-1}((x, [x^*])) \). Then \( (0, \eta_1) \) vanishes on \( F \). Also by (3.6.10) \( (0, \eta_1) \) vanishes on the tangent space of \( Y \times X \mathbb{P}_X \). The latter space is clearly transversal to \( F \). Hence \( (0, \eta_1) \) vanishes, which is a contradiction. Q.E.D.

**3.6.3 Corollary.** As in Lemma 3.6.2, let \( Y = X \times Z, f: X \times Z \to X \) be the natural projection. Let \( i: X \hookrightarrow X \times Z \) be a closed imbedding of the form \( x \mapsto (x, z_0) \) where \( z_0 \in Z \)
is a fixed point. Let \( \phi \in V_c^{-\infty}(X) \) be a generalized valuation with compact support. Let \( \xi \in V^\infty(X) \) be a smooth valuation. Then

\[
\int_Y i_* \phi \cdot f^* \xi = \int_X \phi \cdot \xi
\]

where all the products are automatically well defined.

**Proof.** By Lemma 3.6.2 the products are well defined, and

\[
\int_Y i_* \phi \cdot f^* \xi = \int_X \phi \cdot i^*(f^* \xi).
\]

But Proposition 3.5.13 implies immediately that \( i^*(f^* \xi) = \xi \). Corollary is proved. Q.E.D.

Our next goal is to show that the pushforward under a submersion of a constructible function (considered as a generalized valuation) is equal to integration of this function with respect to the Euler characteristic along the fibers (see Ch. 9 of [25] for the detailed discussion of this notion). However we will do this explicitly only under rather restrictive assumptions. This generality will be sufficient for some integral geometric applications discussed below, but from the point of view of the general theory it does not seem to be very satisfactory.

Our first result in this direction is the following lemma.

3.6.4 Lemma. Let \( X, Z \) be smooth manifolds without boundary, let \( Y = X \times Z \). Let \( f : X \times Z \rightarrow X \) be the natural projection. Let \( P \in P(Z) \). Then the wave fronts of the generalized valuation \( \Xi(1_{X \times P}) \in V^{-\infty}(Y) \) satisfy the condition of transversality (3.6.6) (note that here the roles of \( X \) and \( Y \) are interchanged) and

\[
f_*(\Xi(1_{X \times P})) = \chi(P) \cdot \chi.
\]

**Proof.** We have \( N(X \times P) = Y \times_Z N(P) \subset Y \times_Z \mathbb{P}_Z \subset \mathbb{P}_Y \). Clearly \( N(X \times P) \) is disjoint from \( Y \times_X \mathbb{P}_X \). Hence the push-forward \( f_*(\Xi(1_{X \times P})) \) is well defined, i.e. the condition of transversality (3.6.6) is satisfied.

Triangulating \( P \) we may assume that \( Z = \mathbb{R}^l \) and \( P \) is a linear simplex. For \( \varepsilon > 0 \) let us denote \( P_\varepsilon := \varepsilon \cdot P \). Also let us denote for brevity

\[
\Lambda := T^*Y \setminus \emptyset,
\Gamma := (Y \times_Z \mathbb{P}_Z) \times_{\mathbb{P}_Y} (T^*Y \setminus \emptyset) \subset T^*\mathbb{P}_Y.
\]

It is easy to see that the pairs of sets \((\Lambda, \Gamma)\) and \((\emptyset, T^*_{Y \times_X \mathbb{P}_X} \mathbb{P}_Y \setminus \emptyset)\) satisfy the conditions (3.6.1)-(3.6.5).

Below we will show that

\[
\Xi(1_{X \times P}) \rightarrow \Xi(1_{X \times (0_Z)}) \text{ in } V^{-\infty}_Y(Y) \text{ as } \varepsilon \rightarrow +0. \tag{3.6.11}
\]

First let us finish the proof of lemma. Evidently \( f_*(\Xi(1_{X \times P})) = f_*(\Xi(1_{X \times P})) \) for \( \varepsilon > 0 \). Hence by (3.6.11) \( f_*(\Xi(1_{X \times P})) = f_*(\Xi(1_{X \times (0_Z)})) \). Let \( i : X \hookrightarrow X \times Z \) be the imbedding \( i(x) = (x, 0_Z) \). Let \( \phi := \Xi(1_X) \in V^{-\infty}(X) \). Applying Corollary 3.6.3 to \( \phi, f, \) and \( i \) we deduce the result (formally we may assume that \( X \) is compact).
Thus it remains to prove (3.6.11). It is clear that \([X \times P_\varepsilon] \to [X \times \{0_Z\}]\) in \(C_\Lambda^\infty(Y) = C_{n-\infty}(Y)\). Next \(N(X \times P_\varepsilon) = X \times N(P_\varepsilon) \subset P_Y\). By [10], Lemma 2.1.3, we have \([[N(P_\varepsilon)]] \to [[N(\{0_Z\})]]\) in \(D_{\dim Z-1}(P_Z)\). Hence \([[X \times N(P_\varepsilon)]] \to [[X \times N(\{0_Z\})]] = [[N(X \times \{0_Z\})]]\) in \(D_{\dim Y-1}(P_Y)\).

It remains to show a seemingly more precise statement that \([[N(X \times P_\varepsilon)]] \to [[N(X \times \{0_Z\})]]\) in \(C_{Y}^{-\infty}(P_Y, \Omega^{\dim Y})\), which is obvious since \(\varepsilon \geq 0\) one has an inclusion \((X \times P_\varepsilon) \subset Y \times Z \subset \mathbb{P}_Z\). Lemma is proved. Q.E.D.

3.6.5 Proposition. Let \(X = \mathbb{R}^m, Z = \mathbb{R}^{n-m}, Y = X \times Z = \mathbb{R}^n\). Let \(f: Y \to X\) be the natural projection. Let \(A \subset Y\) be a compact convex set with smooth boundary and strictly positive Gauss curvature. Then the push-forward \(f_*(\Xi(A))\) is well defined and is equal to \(\Xi_P(\mathbb{I}_A)\).

Proof. Clearly we may and will assume that \(n > m\). The Gauss map \(\partial A \to S^{n-1}\) is a diffeomorphism. This implies that \(N(A)\) is transversal to \(Y \times X \mathbb{P}_X\). Hence the wave fronts of \(\Xi_P(\mathbb{I}_A)\) satisfy the condition (3.6.6) (with \(X\) and \(Y\) interchanged). Hence \(f_*(\Xi_P(\mathbb{I}_A))\) is well defined.

For \(\varepsilon \geq 0\) let us denote by \(f_\varepsilon\) the linear map \(\mathbb{R}^n \to \mathbb{R}^n\) which is given by \(f_\varepsilon(y, z) = (y, \varepsilon z)\). For \(\varepsilon > 0\) let us denote by \(g_\varepsilon: \mathbb{P}^n \to \mathbb{P}^n\) the induced map. Denote also \(A_\varepsilon := f_\varepsilon(A)\). Notice that \(A_0 = f(A) \times \{0_Z\}\).

Let us fix a small open conic neighborhood \(U \subset T^*P_Y \setminus 0\) of the set \(T^*_{X} \times X \mathbb{P}_X \setminus 0\) (it will be clear from the discussion below how small \(U\) should be). Denote by \(\Lambda\) the complement of \(U\) in \(T^*P_Y \setminus 0\). Denote \(\Lambda := T^*\mathbb{Y} \setminus 0\). First it is easy to see that the pair of sets \((\Lambda, \Gamma)\) satisfies the condition (3.6.6). We will show that

\[
\Xi_P(\mathbb{I}_{A_\varepsilon}) \to \Xi_P(\mathbb{I}_{A_0}) \text{ in } V_{\Lambda_0}^{-\infty}(Y) \text{ as } \varepsilon \to +0. \tag{3.6.12}
\]

This and Corollary 3.6.3 will imply our lemma easily.

Thus it remains to prove (3.6.12). It is clear that \(A_\varepsilon \to A_0\) in the Hausdorff metric. Hence by [10], Lemma 2.1.3, \([[N(A_\varepsilon)]) \to [[N(A_0)]]]\) in \(D_{n-1}(P_Y)\). It is also clear that \([[A_\varepsilon)] \to [[A_0]] = 0\) in \(D_n(Y) = C_{n-\infty}(Y)\). Hence \(\Xi_P(\mathbb{I}_{A_\varepsilon}) \to \Xi_P(\mathbb{I}_{A_0})\) in \(V_{\Lambda_0}^{-\infty}(Y)\).

Thus it remains to show that \([[N(A_\varepsilon))]] \to [[N(A_0)]]]\) in \(C_{Y}^{-\infty}(P_Y, \Omega^n)\) as \(\varepsilon \to +0\). Let us fix a conic subset \(K \subset U\) such that \(K/\mathbb{R}_{>0}\) is compact, and fix also a point \(s_0 \in P_Y\). We have to show that there exists a coordinate system \(\{(t_1, \ldots, t_{2n-1})\}\) in a neighborhood \(T\) of \(s_0\) such that for any smooth \((n-1)\)-form \(\omega\) with compact support contained in \(T\), and for any \(N \in \mathbb{N}\) one has

\[
\lim_{\varepsilon \to +0} \sup_{\xi \in K} \left| \int_{N(A_\varepsilon)} e^{i \sum_{\alpha=1}^{2n-1} t_\alpha \xi_\alpha \omega(t)} dt - \int_{N(A_0)} e^{i \sum_{\alpha=1}^{2n-1} t_\alpha \xi_\alpha \omega(t)} dt \right| (1 + |\xi|^N) = 0 \tag{3.6.13}
\]

where the integrations are with respect to \(t\).

Since \(N(A_\varepsilon)\) converges to \(N(A_0)\) in the Hausdorff metric, we may and will assume that \(s_0 \in N(A_0)\). Next since we may restrict our considerations to a neighborhood of \(Y \times X \mathbb{P}_X\) in \(P_Y\), we may and will assume in addition that \(s_0 \in Y \times X \mathbb{P}_X\). Thus we assume that \(s_0 \in (Y \times X \mathbb{P}_X) \cap N(A_0)\).
Then we can write \( s_0 = (y_0, [n_0]) \) where \( y_0 \in \partial A_0, n_0 \in X^* \times \{0\} \subset Y^* \). Let \( \tilde{y} \in \partial A \) be the only point on the boundary of \( A \) such that the outer normal at \( \tilde{y} \) is equal to \( n_0 \).

Let us introduce coordinates \( \{(x_1, \ldots, x_m)\} \) on \( X \) such that \((0, \ldots, 0)\) corresponds to \( 0_X \in X \), and the axis \( x_m \) is parallel to \( n_0 \), but has opposite orientation. Let us also choose coordinates \( \{(z_1, \ldots, z_{m-n})\} \) on \( Z \) such that \((0, \ldots, 0)\) corresponds to \( 0_Z \).

Then in a small neighborhood \( V \) of \( \tilde{y} \) there exists a smooth strictly convex function \( F(x_1, \ldots, x_{m-1}; z_1, \ldots, z_{m-n}) \) such that in this neighborhood \( V \) the set \( \{x_m \geq F(x_1, \ldots, x_{m-1}; z_1, \ldots, z_{m-n})\} \). Let us denote for brevity

\[
\begin{align*}
\bar{x} & := (x_1, \ldots, x_{m-1}), \quad z = (z_1, \ldots, z_{m-n}), \\
\nabla_{\bar{x}} F & := \left( \frac{\partial F}{\partial x_1}, \ldots, \frac{\partial F}{\partial x_{m-1}} \right), \\
\nabla_z F & := \left( \frac{\partial F}{\partial z_1}, \ldots, \frac{\partial F}{\partial z_{m-n}} \right).
\end{align*}
\]

Then, in \( V \), the normal cycle \( N(A) \) is given by

\[
N(A) = \{ (\bar{x}, F(\bar{x}, z), z; [\nabla_{\bar{x}} F(\bar{x}, z) : -1 : \nabla_z F(\bar{x}, z)] \}.
\]

Then obviously

\[
N(A_\varepsilon) = \{ (\bar{x}, F(\bar{x}, z), \varepsilon z; [\nabla_{\bar{x}} F(\bar{x}, z) : -1 : \varepsilon^{-1} \nabla_z F(\bar{x}, z)] \}.
\]

Let us consider the change of coordinates \((\bar{x}, z) \mapsto (\bar{x}, \nabla_z F)\). It is locally invertible. Indeed the Jacobian is equal to \[
\begin{bmatrix}
Id_{m-1} & * \\
0 & \left( \frac{\partial^2 F}{\partial z_i \partial z_j} \right)
\end{bmatrix}
\]
and the matrix \( \left( \frac{\partial^2 F}{\partial z_i \partial z_j} \right) \) is invertible since \( F \) is strictly convex.

Let us denote \( w := \nabla_z F \), and rewrite the parametrization of \( N(A_\varepsilon) \) in coordinates \((\bar{x}, w)\). Denote

\[
\begin{align*}
G(\bar{x}, w) & := F(\bar{x}, z), \\
H(\bar{x}, w) & := \nabla_{\bar{x}} F(\bar{x}, z), \\
K(\bar{x}, w) & := z.
\end{align*}
\]

Then

\[
N(A_\varepsilon) = \{ (\bar{x}, G(\bar{x}, w), \varepsilon K(\bar{x}, w); [H(\bar{x}, w) : -1 : \varepsilon^{-1} w]) \}.
\]

In our fixed small neighborhood \( T \) of \( s_0 \in \mathbb{P}_Y \) we can reparameterize \( N(A_\varepsilon) \) by choosing \( \theta := \varepsilon^{-1} w \). Then

\[
N(A_\varepsilon) = \{ (\bar{x}, G(\bar{x}, \varepsilon \theta), \varepsilon K(\bar{x}, \varepsilon \theta); [H(\bar{x}, \varepsilon \theta) : -1 : \theta]) \}.
\]

To abbreviate the notation, now we will write points given in homogeneous coordinates as \([a : -1 : b]\), in linear coordinates as \((a, b)\). Then in appropriate coordinate chart on \( \mathbb{P}_Y \) the normal cycle \( N(A_\varepsilon) \) is locally parameterized by \((\bar{x}, \theta)\) as

\[
N(A_\varepsilon) = \{ (\bar{x}, G(\bar{x}, \varepsilon \theta), \varepsilon K(\bar{x}, \varepsilon \theta); H(\bar{x}, \varepsilon \theta), \theta) \}.
\]
In the same coordinate chart the normal cycle of the limiting set $A_0$ is parameterized by $(\bar{x}, \theta)$ as
\[
N(A_0) = \{(\bar{x}, G(\bar{x}, 0), 0; H(\bar{x}, 0), \theta)\}.
\]
Applying an appropriate diffeomorphism of the ambient space $\mathbb{P}_Y$, we may get the following parametrization of the normal cycles:
\[
N(A_\varepsilon) = \{(\bar{x}, G(\bar{x}, \theta, \varepsilon), K(\bar{x}, \theta, \varepsilon); H(\bar{x}, \theta, \varepsilon), \theta)\},
\]
where $G, K, H$ are some $C^\infty$-smooth functions of $\bar{x}, \theta,$ and $\varepsilon \in [0, 1]$, such that
\[
G(\bar{x}, \theta, \varepsilon = 0) = H(\bar{x}, \theta, \varepsilon = 0) = K(\bar{x}, \theta, \varepsilon = 0) = 0.
\]
To simplify the notation we will denote
\[
(G, H, K) =: M, \ (\bar{x}, \theta) =: v.
\]
Notice that $M$ takes values in $\mathbb{R}^n$, $v \in \mathbb{R}^{n-1}$. Clearly $M$ is $C^\infty$-smooth in $(v, \varepsilon)$, and $M(v, 0) = 0$.

In this notation we have
\[
N(A_0) = \{(v, 0_{\mathbb{R}^n})\}, \quad N(A_\varepsilon) = \{(v, M(v, \varepsilon))\}. \tag{3.6.14, 3.6.15}
\]
From this description it is clear that the conic neighborhood $U$ of $T^*_{\mathbb{Y} \times \mathbb{P}_X} \mathbb{P}_Y \setminus 0$ can be chosen so small that $T^*_{N(A_\varepsilon)} \mathbb{P}_Y \setminus 0 \subset \Gamma$ for all $\varepsilon \in [0, 1]$ (recall that $\Gamma$ is the complement of $U$).

Let us fix an arbitrary conic closed subset $T \subset (\mathbb{R}^{n-1} \times \mathbb{R}^n)^*\{0\}$ such that $T/\mathbb{R}_{>0}$ is compact and
\[
T \cap (\{0_{\mathbb{R}^{n-1}}\} \times \mathbb{R}^n) = \emptyset. \tag{3.6.16}
\]
In order to finish the proof of the proposition, i.e. of $\text{(3.6.13)}$, we have to show that for any smooth compactly supported $(n-1)$-form $\omega$ on $\mathbb{R}^{2n-1}$ and any $N \in \mathbb{N}$ one has
\[
\lim_{\varepsilon \to +0} \sup_{\xi \in T} \left( |\int_{N(A_\varepsilon)} e^{i\xi \cdot y} \omega(y) - \int_{N(A_0)} e^{i\xi \cdot y} \omega(y) \cdot (1 + |\xi|^N) | \right) = 0. \tag{3.6.17}
\]
Let us show that
\[
\lim_{\varepsilon \to +0} \sup_{\xi \in T} \left( |\int_{N(A_\varepsilon)} e^{i\xi \cdot y} \omega(y) \cdot (1 + |\xi|^N) | \right) < \infty. \tag{3.6.18}
\]
We will write $\xi = (\eta, \zeta)$ with $\eta \in (\mathbb{R}^{n-1})^*$, $\zeta \in (\mathbb{R}^n)^*$. Let us denote also by $\omega_\varepsilon$ the pull-back of $\omega$ under the map $v \mapsto (v, M(v, \varepsilon))$. Thus $\omega_\varepsilon$ is an $(n-1)$-form on $\mathbb{R}^{n-1}$. In this notation $\text{(3.6.18)}$ is rewritten
\[
\lim_{\varepsilon \to +0} \sup_{\xi \in T} \left( |\int_{\mathbb{R}^{n-1}} e^{i(\eta \cdot v + \zeta \cdot M(v, \varepsilon))} \omega_\varepsilon(v) \cdot (1 + (|\eta| + |\zeta|)^N) \right) < \infty. \tag{3.6.19}
\]
48
The assumption (3.6.16) implies that there exists a constant $C$ such that for any $\xi = (\eta, \zeta) \in T$ one has

$$|\zeta| \leq C|\eta|.$$ 

Subdividing $T$ into finitely many parts one may assume that there exists $i_0 \in \{1, \ldots, n-1\}$ such that for any $(\eta, \zeta) \in T$ with $\eta = (\eta_1, \ldots, \eta_{n-1})$ one has

$$|\eta_j| \leq |\eta_{i_0}|$$

for any $j = 1, \ldots, n-1$.

For simplicity of the notation we will assume that $i_0 = 1$, i.e. $|\eta_j| \leq |\eta_1|$.

For $\xi = (\eta, \zeta) \in T$ let us consider the smooth map

$$F_{\eta, \zeta, \varepsilon} : \mathbb{R}^{n-1} \to \mathbb{R}^{n-1}$$

given by

$$F_{\eta, \zeta, \varepsilon}(v_1, v_2, \ldots, v_{n-1}) := (v_1 + <\zeta_{\eta_1}, M(v, \varepsilon)>, v_2, \ldots, v_{n-1}).$$

Let us fix a large ball $B \subset \mathbb{R}^{n-1}$ containing the supports of all forms $\omega_{\varepsilon}, \varepsilon \in [0, 1]$. Since for any $(\eta, \zeta) \in T$ one has $|\zeta| \leq C'|\eta_1|$ for some constant $C'$, and since $M(v, 0) = 0$, it follows that there exists $\varepsilon_0 > 0$ such that for any $\varepsilon \in [0, \varepsilon_0]$ and any $(\eta, \zeta) \in T$ the map $F_{\eta, \zeta, \varepsilon}$ is a diffeomorphism of the ball $B$ onto its image. Moreover any $C^k$-norm of it and its inverse can be estimated by a constant independent of $(\eta, \zeta) \in T$, $\varepsilon \in [0, \varepsilon_0]$.

The expression in the exponent in (3.6.19) is

$$<\eta, v> + <\zeta, M(v, \varepsilon)> = \sum_{l=1}^{n-1} \eta_l v_l + <\zeta, M(v, \varepsilon)> = 

\eta_1 \cdot (v_1 + <\zeta_{\eta_1}, M(v, \varepsilon), v>) + \sum_{l=2}^{n-1} \eta_l v_l = <\eta, F_{\eta, \zeta, \varepsilon}(v) >.$$

Hence after the change of variables using $F_{\eta, \zeta, \varepsilon}$, the inequality (3.6.19) becomes equivalent to

$$\lim_{\varepsilon \to 0+} \left( \sup_{(\eta, \zeta) \in T} \left| \int_{\mathbb{R}^{n-1}} e^{i<\eta, y>} \cdot (F_{\eta, \zeta, \varepsilon}^{-1})^* \omega_{\varepsilon} \right| \cdot (1 + |\eta|^N) \right) < \infty. \quad (3.6.20)$$

But for $(\eta, \zeta) \in T, \varepsilon \in [0, \varepsilon_0]$ the forms $(F_{\eta, \zeta, \varepsilon}^{-1})^* \omega_{\varepsilon}$ have uniformly bounded supports, and all their $C^k$-norms are uniformly bounded. This readily implies (3.6.21). Thus (3.6.18) is proved.

Similarly, but simpler, one proves that there exists a constant $C_N$ such that

$$\sup_{\xi \in T} \left| \int_{N(A_0)} e^{i<\xi, y>} \omega(y) \right| \cdot (1 + |\xi|^N) < C_N. \quad (3.6.21)$$

It remains to show that (3.6.21), (3.6.18) imply (3.6.17). To prove it, let us fix $\kappa > 0$. There exist $\varepsilon_1 > 0$ and $C > 0$ such that

$$\sup_{\varepsilon \in [0, \varepsilon_1]} \sup_{\xi \in T} \left| \int_{N(A_\varepsilon)} e^{i<\xi, y>} \omega(y) \right| \cdot (1 + |\xi|^{N+1}) \leq C.$$
Then for $\xi \in T$ such that $|\xi| > \frac{2C}{\kappa}$ we have for any $\varepsilon \in (0, \varepsilon_1)$

$$
\left| \int_{N(A_{\varepsilon})} e^{i\langle \xi, y \rangle} \omega(y) - \int_{N(A_0)} e^{i\langle \xi, y \rangle} \omega(y) \right| \cdot (1 + |\xi|^N) \leq \frac{2C}{|\xi|} < \kappa.
$$

On the other hand for $|\xi| \leq \frac{2C}{\kappa}$ we have

$$
\sup_{|\xi| \leq \frac{2C}{\kappa}} \left| \int_{N(A_{\varepsilon})} e^{i\langle \xi, y \rangle} \omega(y) - \int_{N(A_0)} e^{i\langle \xi, y \rangle} \omega(y) \right| = 
\sup_{|\xi| \leq \frac{2C}{\kappa}} \left| \int_{\mathbb{R}^{n-1}} e^{i\langle \eta, v \rangle} (e^{i\langle \xi, M(v, \varepsilon) \rangle} \omega_{\varepsilon}(v) - \omega(v)) \right| \text{ as } \varepsilon \to +0
$$

which follows from the facts that the expression under the integral tends to 0 uniformly in $\xi$ when $|\xi| \leq \frac{2C}{\kappa}$. This implies (3.6.20). Hence Proposition 3.6.5 is proved. Q.E.D.

4 Valuations and integral geometry.

4.1 General Radon transform on valuations.

Let $X_1 \xleftarrow{q_1} Z \xrightarrow{q_2} X_2$ be a double fibration. Then we have the map $i_Z := q_1 \times q_2$,

$$
i_Z: Z \to X_1 \times X_2
$$

which is a closed imbedding by the definition of a double fibration. The goal of this section is to define a map

$$
\phi \mapsto q_2*(\gamma \cdot q_1^*\phi)
$$

where $\gamma$ is a fixed smooth valuations on $Z$ ( $\gamma$ is called kernel), and $\phi$ is a valuation on $X_1$, either smooth or generalized. We will define such a map under appropriate assumptions on the classes of valuations considered (Theorem 4.1.1) or also on the double fibration (Theorem 4.1.4).

We will denote $X := X_1 \times X_2$.

4.1.1 Theorem. Let $X_1 \xleftarrow{q_1} Z \xrightarrow{q_2} X_2$ be a double fibration such that $q_2$ is proper. Let $\gamma \in V^\infty(Z)$. Then the map $\phi \mapsto q_2*(\gamma \cdot q_1^*\phi)$ is a well defined linear continuous map

$$
V^\infty(X_1) \to V^{-\infty}(X_2).
$$

First we will need a general lemma.

4.1.2 Lemma. Let $X$ be a smooth manifold. Let $\Gamma \subset T^*\mathbb{P}_X \setminus \emptyset$ be closed conic subset such that $\pi_{X*}(\Gamma) = \emptyset$. Then the product

$$
V^{-\infty}_{0,\Gamma}(X) \times V^\infty(X) \to V^{-\infty}_{0,\Gamma}(X)
$$

is a bilinear separately continuous map.
Proof. In the proof we may and will assume that $X$ is a vector space in order to simplify the notation. Let $\phi \in V_{0,\Gamma}^{-\infty}(X)$, $\psi \in V^{\infty}(X)$ be represented by pairs of currents $(C_\phi, T_\phi)$, $(C_\psi, T_\psi)$ respectively. Thus

$$WF(C_\phi) = \emptyset, \ WF(T_\phi) \subset \Gamma,$$

$$WF(C_\psi) = \emptyset, \ WF(T_\psi) = \emptyset.$$

By (1.6.9)-(1.6.10) the product $\phi \cdot \psi$ is given by the pair $(C, T)$ where

$$C = C_\phi \cap C_\psi,$$

$$T = (-1)^n \bar{p}_* \bar{\Phi}^*(q_1^* T_\phi \cap q_2^* T_\psi) + \pi_X^* C_\phi \cap T_\psi + T_\phi \cap \pi_X^* C_\psi$$

where the maps

$$\mathbb{P}_X \xleftarrow{\bar{p}} \bar{\mathbb{P}} \xrightarrow{\Phi} \mathbb{P}_X \times_X \mathbb{P}_X$$

defined in (1.6.1) and (1.6.2) of Section 1.6, and $q_i : \mathbb{P}_X \times_X \mathbb{P}_X \to \mathbb{P}_X$, $i = 1, 2$, be the natural projections onto the first and second factors respectively. Recall that $\bar{\mathbb{P}}$ is the oriented blow up of the space $\mathbb{P}_X \times_X \mathbb{P}_X$ along the submanifold $M_0 \sqcup M_1 \sqcup M_2$ where

$$M_0 := \{(x, [\xi : -\xi])\},$$

$$M_1 := \{(x, [\xi : 0])\},$$

$$M_2 := \{(x, [0 : \xi])\}.$$ 

We denote by $\mathcal{N}_i$, $i = 0, 1, 2$, the preimages in $\bar{\mathbb{P}}$ of the sets $M_i$.

It is easy to see that

$$WF(q_1^* T_\phi \cap q_2^* T_\psi) \subset q_1^*(\Gamma).$$

Then in order to prove the lemma it suffices to show that for any $\phi \in V_{0,\Gamma}^{-\infty}(X)$, $\psi \in V^{\infty}(X)$ one has

$$WF(C_\phi \cap C_\psi) = \emptyset,$$  \hspace{1cm} (4.1.1)

$$WF(T_\phi \cap \pi_X^* C_\psi) \subset \Gamma,$$  \hspace{1cm} (4.1.2)

$$WF(\pi_X^* C_\phi \cap T_\psi) \subset \Gamma,$$  \hspace{1cm} (4.1.3)

$$\bar{p}_* \bar{\Phi}^*(q_1) \subset \Gamma.$$  \hspace{1cm} (4.1.4)

The inclusions (4.1.1)-(4.1.3) are obvious. It remains to check (4.1.4) which can be rewritten as

$$\bar{p}_*(q_1 \circ \bar{\Phi})^*(\Gamma) \subset \Gamma.$$  \hspace{1cm} (4.1.5)

Let us fix points

$$X_0 = (x_0, [\xi_0]) \in \mathbb{P}_X, \ X_1 = (x_1, [\xi_1]) \in \mathbb{P}_X, \ \alpha \in \bar{\mathbb{P}}$$

such that

$$\bar{p}(\alpha) = X_0, \ (q_1 \circ \bar{\Phi})(\alpha) = X_1.$$
then necessarily $x_0 = x_1$. We have to show that if $v \in T^*_{X_0} \mathbb{P} X \setminus \{0\}$ and $w \in \Gamma_{X_1}$ satisfy
\[ dp^*(v) = d(q_1 \circ \Phi)^*(w) \] (4.1.6)
then $v \in \Gamma$ (here the differentials are taken at the point $\alpha \in \mathbb{P}$).

We will consider 4 cases:

Case 1: $\alpha \notin \mathcal{N}_0 \cup \mathcal{N}_1 \cup \mathcal{N}_2$;

Case 2: $\alpha \in \mathcal{N}_0$;

Case 3: $\alpha \in \mathcal{N}_1$;

Case 4: $\alpha \in \mathcal{N}_2$.

Before we will start considering these cases let us introduce more notation. Since we
assume that $X$ is a vector space, we can write $\mathbb{P} X = X \times \mathbb{P} (X^*)$, and $\tilde{\mathbb{P}} = X \times Y$ where
$Y$ is an appropriate blow up space of $\mathbb{P} (X^* \oplus X^*)$. The maps $\tilde{p}$ and $q_1 \circ \Phi$ preserve these
decompositions, more precisely $\tilde{p} = (Id_X, \tilde{p})$ where $\tilde{p}: Y \to \mathbb{P} (X^*)$, and $q_1 \circ \Phi = (Id_X, \Phi)$
where $\Phi: Y \to \mathbb{P} (X^*)$. It is easy to see that $\tilde{p}$ and $\Phi$ are submersions as well as their
restrictions to the boundary of $Y$. Let us write the vector $v \in T^*_{X_1} \mathbb{P} X$ in the form $v = (v', v'')$
where $v' \in T^*_{X_0} X$, $v'' \in T^*_{[\xi_0]} \mathbb{P}^* (X^*)$. Let us show that if (4.1.6) is satisfied then
\[ v'' \neq 0. \] (4.1.7)
Indeed otherwise $dp^*(v) = (v', 0)$. Hence $d(q_1 \circ \Phi)^*(w) = (v', 0)$. But since $\Phi$ is a submersion
$w$ has the form $w = (v', 0)$. This implies that $v' \in \mathcal{P}_X (\Gamma) = \emptyset$. This is a contradiction.

Now let us consider Case 1. Thus $\alpha \notin \mathcal{N}_0 \cup \mathcal{N}_1 \cup \mathcal{N}_2$. We may assume that $\alpha \in (\mathbb{P} X \times_X \mathbb{P} X) \setminus (M_0 \cup M_1 \cup M_2)$. Then $\alpha$ must have the form
\[ \alpha = (x_0, [\xi_1 : \eta]) \] with $[\eta] \neq [-\xi_1]$ and $[\xi_1 + \eta] = [\xi_0]$.
Let us consider the subspace $S \subset T^*_{\alpha} \mathbb{P} X$ defined as the tangent space at $\alpha$ to the submanifold
$\{(x, [\xi_1 : \xi]) | x \in X, \xi \in X^*\}$ (here $\xi_1$ is fixed). Let us denote also by $S'$ the tangent space to
$\{[\xi_1 : \xi] | \xi \in X^*\}$ at $[\xi_1 : \eta]$. In this notation we have the following decompositions:
\[ T^*_{X_0} \mathbb{P} X = X \oplus T^*_{[\xi_0]} (\mathbb{P}^* (X^*)), \] (4.1.8)
\[ T^*_{X_1} \mathbb{P} X = X \oplus T^*_{[\xi_1]} (\mathbb{P}^* (X^*)), \] (4.1.9)
\[ S = X \oplus S'. \] (4.1.10)
It is clear that the restriction of the differential $dp|_S: S \to T^*_{X_0} \mathbb{P} X$ is an epimorphism, and
moreover $dp|_S$ maps the decomposition (4.1.10) to the decomposition (4.1.8).

Next the restriction of the differential $d(q_1 \circ \Phi)|_S: S \to T^*_{X_1} \mathbb{P} X$ maps decomposition
(4.1.10) to (4.1.9), and its kernel is equal to $S'$. Hence for $w \in \Gamma_{X_1}$ one has $d(q_1 \circ \Phi)^*(w)|_S \in X^* \times \{0_{S'}\}$. This implies that if $dp^*(v) = d(q_1 \circ \Phi)^*(w)$ then
\[ v = (v', 0) \in X^* \times \{0\} \subset T^*_{X_0} \mathbb{P} X \] (4.1.11)
(here we have used that $dp|_S: S \to T^*_{X_0} \mathbb{P} X$ is an epimorphism). This contradicts to (4.1.7),
thus Case 1 is proved.
Let us consider Case 2. Thus we assume that \( \alpha \in N_0 \). It is easy to see that there exists a subspace \( S_0 \subset T_0 P \) of the form \( S_0 = X \oplus S_0' \) with \( S_0' \subset TY \), such that \( d\tilde{p}|_{S_0'} : S_0' \to T_{x_0} P_+(X^*) \) is an isomorphism, and \( d\Phi|_{S_0'} : S_0' \to T_{x_1} (P_+(X^*)) = T_{x_0} (P_+(X^*)) \) vanishes. The second fact implies that \( d(q_1 \circ \Phi)|_{S'}(w) \) has the form \( (w', 0_{S'}) \) with \( w' \in X^* \). This and the first fact imply that \( v = (w', 0) \). This is again a contradiction to (4.1.7), and Case 2 is proved.

Let us consider Case 3. Namely assume that \( \alpha \in N_1 \). This implies that \( [\xi_0] = [\xi_1] \). Hence \( X_0 = X_1 \). It is easy to see that there exists a linear subspace \( S_1 \subset T_0 P \) of the form \( S_1 = X \oplus S_1' \) with \( S_1' \subset TY \) such that \( d\tilde{p}|_{S_1'} : S_1' \to T_{[\xi_0]} P_+(X^*) \) and \( d\Phi|_{S_1'} : S_1' \to T_{[\xi_0]} P_+(X^*) \) are isomorphisms, and

\[
d\tilde{\Phi}|_{S_1'} \circ (d\tilde{p}|_{S_1'})^{-1} : T_{[\xi_0]} P_+(X^*) \to T_{[\xi_0]} P_+(X^*)
\]

is the identity map. This immediately implies that if \( d\tilde{p}^*(v) = d(q_1 \circ \tilde{\Phi})^*(w) \) then \( v = w \). Hence \( v \in \Gamma \).

Let us consider Case 4, i.e. \( \alpha \in N_2 \). It is easy to see that there exists a subspace \( S_2 \subset T_0 P \) of the form \( S_2 = X \oplus S_2' \) with \( S_2' \subset TY \) such that \( d\tilde{p}|_{S_2'} : S_2' \to T_{x_0} (P_+(X^*)) \) vanishes, and \( d\tilde{\Phi}|_{S_2'} : S_2' \to T_{x_0} (P_+(X^*)) \) is an isomorphism. These two facts and the assumption \( d\tilde{p}^*(v) = d(q_1 \circ \tilde{\Phi})^*(w) \) imply that \( w = (w', 0) \). Hence \( w' \in \pi_{X^*}(\Gamma) = \emptyset \) which is a contradiction. Lemma is proved. Q.E.D.

**Proof of Theorem 4.1.1.** For \( i = 1, 2 \) let us denote for brevity

\[
\Gamma_i := T_{Z \times X_i} P_{X_i}(Z) \backslash \emptyset.
\]

Obviously \( \pi_{X_i}(\Gamma_i) = \emptyset \). The map of pull-back

\[
q_i^* : V^\infty(X_i) \to V_{\emptyset, \Gamma_i}^\infty(Z)
\]

is a continuous linear operator. By this and Lemma 4.1.2 the map \( [\phi \mapsto \gamma \cdot q_i^* \phi] \) is a continuous linear operator \( V^\infty(X_1) \to V_{\emptyset, \Gamma_1}^\infty(Z) \). Thus in order to finish the proof of the theorem it remains to show that the product

\[
V_{\emptyset, \Gamma_1}^{-\infty}(Z) \times V_{\emptyset, \Gamma_2}^{-\infty}(Z) \to V^{-\infty}(Z)
\]

is a separately continuous bilinear map. For this it suffices to check that the pairs of sets \((\emptyset, \Gamma_1)\) and \((\emptyset, \Gamma_2)\) satisfy the conditions (3.6.1)-(3.6.3). The conditions (3.6.1)-(3.6.4) are satisfied trivially in this case.

Let us check (3.6.5). It is easy to see that this condition is equivalent the following general claim.

**4.1.3 Claim.** If \( X_1 \overset{q_1}{\to} Z \overset{q_2}{\to} X_2 \) is a double fibration, then the sets \( Z \times_{X_1} P_{X_1} \) and \( Z \times_{X_2} P_{X_2} \) intersect transversally in \( P_Z \).
Let us prove the claim. It is equivalent that the sets \( M_1 := Z \times X_1 \setminus \{0\} \) and \( M_2 := Z \times X_2 \setminus \{0\} \) intersect transversally in \( T^*Z \).

Let us fix a point \( A \in M_1 \cap M_2 \). We have to show that \( T_A M_1 + T_A M_2 = T_A(T^*Z) \). Let us denote by \( F \) the only fiber of the natural projection \( T^*Z \to Z \) which contains \( A \). Since \( q_1, q_2 \) are submersions we have

\[
T_A F + T_A M_i = T_A(T^*Z), \quad i = 1, 2. \quad (4.1.12)
\]

On the other hand since \( q_1 \times q_2 : Z \to X_1 \times X_2 \) is an imbedding

\[
T_A F \subset T_A M_1 + T_A M_2. \quad (4.1.13)
\]

From (4.1.12) and (4.1.13) we conclude that \( T_A M_1 + T_A M_2 = T_A(T^*Z) \). Hence \( M_1, M_2 \) are transversal and Claim 4.1.3 is proved.

Hence the condition (3.6.5) is proved, and Theorem 4.1.1 as well. Q.E.D.

In order to formulate the second main result let us introduce more notation. For \( j = 1, 2 \) let

\[
p_j : Z \times X_j \to P_{X_j}, \quad i_j : Z \times X_j \to P_Z \]

be the obvious maps.

4.1.4 Theorem. Let \( X_1 \xleftarrow{q_1} Z \xrightarrow{q_2} X_2 \) be a double fibration. Assume in addition that \( T^*_Z(X_1 \times X_2) \setminus \{0\} \) and \( i_2^* p^*_2(T^*P_{X_2} \setminus \{0\}) \) are disjoint subsets of \( T^*P_Z \). Let \( \gamma \in V^\infty(Z) \).

(1) If \( q_1 \) is proper then the map \( V^\infty(X_2) \to V^{-\infty}(X_1) \) defined in Theorem 4.1.1 by \([\psi \mapsto q_1^*(\gamma \cdot q_2^* \psi)]\) extends (uniquely) to a continuous linear operator

\[
V^{-\infty}(X_2) \to V^{-\infty}(X_1)
\]

when both spaces are equipped with the weak topologies.

(2) If \( q_2 \) is proper then the map \([\phi \mapsto q_2^*(\gamma \cdot q_1^* \phi)]\) is a well defined continuous linear operator

\[
V^\infty(X_1) \to V^\infty(X_2)
\]

when both spaces are equipped with their usual Fréchet topologies.

4.1.5 Remark. Below in Proposition 4.1.6 we will show that the assumptions of Theorem 4.1.4 are satisfied provided that the natural projection \( T^*_Z(X_1 \times X_2) \setminus \{0\} \to T^*X_2 \setminus \{0\} \) is a submersion.

Proof of Theorem 4.1.4. Let us start with part (2). By Theorem 4.1.1 we have a separately continuous bilinear map \( V^\infty(X_1) \times V^{-\infty}_c(X_2) \to \mathbb{C} \) given by

\[
(\phi, \psi) \mapsto \int_Z (q_1^* \phi \cdot \gamma) \cdot q_2^* \psi.
\]

First let us show that the last map extends (uniquely, of course) to a separately continuous bilinear map

\[
V^\infty(X_1) \times V^{-\infty}_c(X_2) \to \mathbb{C}.
\]
Let us denote for brevity
\[ \Lambda := q_2^* (T^* X_2 \setminus \emptyset), \Gamma := i_2 \ast p_2^* (T^* \mathbb{P} X_2 \setminus \emptyset). \]

Also as above in this section we denote \( \Gamma_j := (T_{\mathbb{P} X_j} \times \mathbb{P} X_j) \setminus \emptyset \). In this notation for any \( \psi \in V^{-\infty}(X_2) \) we have \( q_2^* \psi \in V^{-\infty}_{A,T}(Z) \). Also it is clear that \( \pi_{Z*}(\Gamma_j) = 0 \). Hence by Lemma 4.1.2 the map \( V^\infty(X_1) \rightarrow V^{-\infty}_{0,T}(Z) \) given by \( \phi \mapsto \gamma \cdot q_1^* \phi \) is continuous.

Thus it suffices to show that the pairs of sets \((\Lambda, \Gamma) \) and \((\emptyset, \Gamma_1) \) satisfy the conditions (3.6.1)-(3.6.5). Explicitly in this case they mean:

\[
\begin{align*}
\Lambda \cap s(\emptyset) &= \emptyset, \quad \text{(4.1.14)} \\
\Gamma \cap s(\pi_2^* \emptyset) &= \emptyset, \quad \text{(4.1.15)} \\
\Gamma_1 \cap s(\pi_2^* \Lambda) &= \emptyset, \quad \text{(4.1.16)} \\
\text{if } (z, [\xi_1], u_1, 0) &\in \Gamma_1 \text{ and } (z, [\xi], u, 0) \in \Gamma \text{ then } u_1 \neq -u, \quad \text{(4.1.17)} \\
\text{if } (z, [\xi]) &\in \mathbb{P} Z, (u, \eta) \in \Gamma_1|_{(z,[\xi])}, \text{ and } (-u, \eta) \in \Gamma|_{(z,[-\xi])}, \text{ then } \\
d\theta^0(0, \eta_1, \eta) &\neq (0, l, -l) \in T_1^* \mathbb{P} Z \times \mathbb{P} Z \quad \text{(4.1.18)}
\end{align*}
\]

where \( \theta: \mathbb{P} Z \times Z \mathbb{P} Z \rightarrow \mathbb{P} Z \times Z \mathbb{P} Z \) is defined by \( \theta(z, [\xi_1], [\xi_2]) = (z, [\xi_1], [-\xi_2]). \)

The conditions (4.1.14), (4.1.15) are satisfied trivially. The conditions (4.1.16), (4.1.17) are satisfied since \( \Gamma_1 \) contains no elements of the form \((z, [\xi_1], u_1, 0) \). The condition (4.1.18) easily follows from our assumption \( \Gamma_1 \cap \Gamma = \emptyset \).

Thus we got a continuous bilinear map
\[
V^\infty(X_1) \times V^{-\infty}(X_2) \rightarrow \mathbb{C}.
\]

By duality it induces a continuous bilinear map \( V^\infty(X_1) \rightarrow V^{-\infty}(X_2) \) where the target space is equipped with the weak topology. It remains to prove the continuity of this map when the target space is equipped with the usual Fréchet topology. Let us denote temporarily this map by \( R \). Since \( V^\infty(X_1) \) and \( V^{-\infty}(X_2) \) are Fréchet spaces, by the closed graph theorem (see e.g. [31], Ch. VI, §3, Thm. 8) it suffices to show that \( R \) has a closed graph. Assume that a sequence \( \phi_N \rightarrow \phi \) in \( V^\infty(X_1) \), and \( R(\phi_N) \rightarrow \psi \) in \( V^{-\infty}(X_2) \). Since \( R \) is continuous is the weak topology, it follows that \( \psi = R(\phi) \). Hence the graph of \( R \) is closed in the Fréchet topology. Part (2) is proved.

Let us prove now part (1). By Theorem 4.1.1 we have a separately continuous bilinear map
\[
V_c^\infty(X_1) \times V^\infty(X_2) \rightarrow \mathbb{C}
\]
given by \( (\phi, \psi) \mapsto \int \gamma \cdot q_2^* \phi \cdot (\gamma \cdot q_2^* \psi) \). We have to show that this map extends (uniquely) to a separately continuous bilinear map
\[
V_c^\infty(X_1) \times V^{-\infty}(X_2) \rightarrow \mathbb{C}.
\]

First observe that if \( \phi, \psi \) are smooth then \( q_1^* \phi \in V_{0, \Gamma_1}^{-\infty}(Z) \), \( q_2^* \psi \in V_{0, \Gamma_2}^{-\infty}(Z) \), and by Lemma 4.1.2
\[
q_1^* \phi \cdot \gamma \in V_{0, \Gamma_1}^{-\infty}(Z), \gamma \cdot q_2^* \psi \in V_{0, \Gamma_2}^{-\infty}(Z).
\]
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Hence for smooth \( \phi, \psi \), the products \((q_1^* \phi \cdot \gamma) \cdot q_2^* \psi \) and \( q_1^* \phi \cdot (\gamma \cdot q_2^* \psi) \) are defined and are equal to each other by the associativity proven in [9], Theorem 8.3. In particular

\[
\int_Z q_1^* \phi \cdot (\gamma \cdot q_2^* \psi) = \int_Z (q_1^* \phi \cdot \gamma) \cdot q_2^* \psi.
\]  

(4.1.19)

Thus it suffices to show that the right hand side of (4.1.19) extends to a separately continuous bilinear map \( V^\infty_c(X_1) \times V^{-\infty}(X_2) \to \mathbb{C} \). To prove it, it suffices to show that the pairs of sets \((\Lambda, \Gamma)\) and \((\emptyset, \Gamma_2)\) satisfy the conditions (3.6.1)-(3.6.5). But this has been proven in the proof of part (2) of the theorem. Q.E.D.

Now we would like to give a sufficient condition on a double fibration implying the assumption of Theorem 4.1.4. Recall that \( Z \subset X_1 \times X_2 \) is a closed submanifold. Consider the conormal bundle \( T_Z^*(X_1 \times X_2) \subset T^*X_1 \times T^*X_2 \). Since \( q_i \)'s are submersions, the projections \( T_Z^*(X_1 \times X_2) \to T^*X_i, i = 1, 2 \), map \( T_Z^*(X_1 \times X_2) \setminus \emptyset \) to \( T^*X_i \setminus \emptyset \). We are going to prove

4.1.6 Proposition. Assume that the double fibration \( X_1 \xleftarrow{q_1} Z \xrightarrow{q_2} X_2 \) satisfies that

\[
T_Z^*(X_1 \times X_2) \setminus \emptyset \to T^*X_2 \setminus \emptyset
\]

is a submersion. Then the assumption of Theorem 4.1.4 is satisfied, namely

\[
\left( T_Z^*(X_1 \times X_2) \setminus \emptyset \right) \cap i_2^* p_2^*(T^* X_2) = \emptyset.
\]

Proof. The map \( T_Z^*(X_1 \times X_2) \setminus \emptyset \to T^*X_2 \setminus \emptyset \) is a submersion if and only if the induced map

\[
\mathbb{P}_+(T_Z^*(X_1 \times X_2)) \to \mathbb{P} X_2
\]

(4.1.20)

is a submersion.

By Claim 4.1.3 the submanifolds \( Z \times X_1 \mathbb{P} X_1 \) and \( Z \times X_2 \mathbb{P} X_2 \) intersect transversally in \( \mathbb{P} Z \). Let us denote their intersection by \( \mathcal{C} \). We claim that the restriction of the obvious projection \( p_2: Z \times X_2 \mathbb{P} X_2 \to \mathbb{P} X_2 \) to \( \mathcal{C} \) is a submersion. For consider the map

\[
J: \mathbb{P}_+(T_Z^*(X_1 \times X_2)) \to Z \times X_2 \mathbb{P} X_2
\]

given by \( J(z, [\xi_1 : \xi_2]) := (z, [\xi_2]) \). It is easy to see that the image of \( J \) is equal to \( \mathcal{C} \), and \( J \) is a diffeomorphism

\[
J: \mathbb{P}_+(T_Z^*(X_1 \times X_2)) \to \mathcal{C}.
\]

Moreover the composition

\[
\mathbb{P}_+(T_Z^*(X_1 \times X_2)) \xrightarrow{J} Z \times X_2 \mathbb{P} X_2 \xrightarrow{p_2} \mathbb{P} X_2
\]

coincides with the map (4.1.20) which, by the assumption, is a submersion. This implies that the restriction of \( p_2 \) to \( \mathcal{C} \)

\[
p_2|\mathcal{C}: \mathcal{C} \to \mathbb{P} X_2
\]

is a submersion as we wanted.
Let us fix now a point \( A \in \mathcal{C} \). Let us denote
\[
E := T_A \mathbb{P}_Z, \\
L_i := T_A(Z \times_{X_i} \mathbb{P}_{X_i}), \quad i = 1, 2.
\]
Since \( Z \times_{X_1} \mathbb{P}_{X_1} \) and \( Z \times_{X_2} \mathbb{P}_{X_2} \) are transversal, one has
\[
L_1 + L_2 = E. \tag{4.1.21}
\]
Obviously the fiber of \( T^*_Z \times_{X_i} \mathbb{P}_{X_1} \) over \( A \) is
\[
\left( T^*_Z \times_{X_i} \mathbb{P}_{X_1} \right)|_A = L_1^\perp \subset E^*.
\]
It is easy to see that the fiber of \( i_2^*p_2^*(T^*\mathbb{P}_{X_2}) \) over \( A \) is equal to
\[
(Ker(dp_2: L_2 \to T_{p_2(A)}^*\mathbb{P}_{X_2}))^\perp.
\]
Thus to prove the proposition we have to check that
\[
L_1 + Ker(dp_2: L_2 \to T_{p_2(A)}^*\mathbb{P}_{X_2}) = E. \tag{4.1.22}
\]
Since, as we have proven, \( p_2|_{\mathcal{C}}: \mathcal{C} \to \mathbb{P}_{X_2} \) is a submersion, and obviously \( T_A\mathcal{C} = L_1 \cap L_2 \), the map
\[
dp_2: L_1 \cap L_2 \to T_{p_2(A)}^*\mathbb{P}_{X_2}
\]
is onto. To prove (4.1.22) let us fix an arbitrary element \( x \in E \). By (4.1.21) there exists a presentation \( x = l_1 + l_2 \) with \( l_i \in L_i \). By the surjectivity of \( dp_2|_{L_1 \cap L_2} \), there exists \( \tau \in L_1 \cap L_2 \) such that
\[
dp_2(l_2) = dp_2(\tau).
\]
Set \( k := l_2 - \tau \in Ker(dp_2|_{L_2}) \). We have
\[
x = (l_1 + \tau) + k \in L_1 + Ker(dp_2|_{L_2}).
\]
Thus (4.1.22) is proved. Hence the proposition is proved. Q.E.D.

Theorem 4.1.4 and Proposition 4.1.6 imply immediately the following corollary which we would like to state separately since it will be used in this form in the applications.

4.1.7 Corollary. Let \( X_1 \xrightarrow{q_1} Z \xrightarrow{q_2} X_2 \) be a double fibration. Assume that the projection \( T^*_Z(\times_{X_1} \times_{X_2}) \setminus \emptyset \to T^*X_3 \setminus \emptyset \) is a submersion.

(1) If \( q_1 \) is proper then the map \( \psi \mapsto q_1^*(\gamma \cdot q_2^*\psi) \) extends (uniquely) to a continuous linear operator
\[
\psi \mapsto q_1^*(\gamma \cdot q_2^*\psi)
\]
when both spaces are equipped with the weak topologies.

(2) If \( q_2 \) is proper then the map \( \psi \mapsto q_2^*(\gamma \cdot q_1^*\psi) \) is a well defined continuous linear operator
\[
\psi \mapsto q_2^*(\gamma \cdot q_1^*\psi)
\]
when both spaces are equipped with their usual Fréchet topologies.
4.1.8 Example. Let us give some examples of double fibrations satisfying the assumptions of Corollary 4.1.7.

(1) Let \( X = \mathbb{R}^n \). Let \( Y = \mathcal{A}Gr_{k,n} \) be the Grassmannian of affine \( k \)-dimensional subspaces in \( \mathbb{R}^n \), \( 0 < k < n \). Let \( Z \) be the incidence variety, i.e.

\[
Z := \{(x, H) \in \mathbb{R}^n \times \mathcal{A}Gr_{k,n} | x \in H \}.
\]

Then \( X = \mathbb{R}^n \leftarrow Z \rightarrow Y = \mathcal{A}Gr_{k,n} \) is a double fibration, and the map

\[
T^*_Z (X \times Y) \setminus 0 \rightarrow T^* X \setminus 0
\]

is a submersion.

(2) The next example will be particularly important in Section 4.3. Let \( X = \mathbb{R}P^n \) be the real projective space, i.e. the space of real lines in \( \mathbb{R}^{n+1} \) passing through 0. Let \( Y = \mathbb{R}P^{n+1} \) be the dual projective space, i.e. the space of real hyperplanes in \( \mathbb{R}^{n+1} \) passing through 0. Let \( Z := \{(l, H) \in \mathbb{R}P^n \times \mathbb{R}P^{n+1} | l \subset H \} \) be again the incidence variety. Then \( X = \mathbb{R}P^n \leftarrow Z \rightarrow \mathbb{R}P^{n+1} = Y \) is a double fibration, and both projections

\[
T^*_Z (X \times Y) \setminus 0 \rightarrow T^* X \setminus 0, \quad T^*_Z (X \times Y) \setminus 0 \rightarrow T^* Y \setminus 0
\]

are submersions. We will prove in Appendix that this double fibration satisfies the assumptions of Corollary 4.1.7.

(3) The example (2) can be generalized as follows. Let \( \mathbb{K} \) be either \( \mathbb{R} \), \( \mathbb{C} \), or \( \mathbb{H} \) (where \( \mathbb{H} \) denotes the non-commutative field of quaternions). Fix natural numbers \( k, m, n \) such that \( 0 < k \neq m < n \). Denote by \( \mathcal{K}Gr_{k,n} \) the Grassmannian of \( \mathbb{K} \)-linear subspaces in \( \mathbb{K}^n \) of \( \mathbb{K} \)-dimension \( k \). Let \( X = \mathcal{K}Gr_{k,n}, Y = \mathcal{K}Gr_{m,n} \). Let \( Z \) be the incidence variety again. Then \( X = \mathbb{R}P^n \leftarrow Z \rightarrow \mathbb{R}P^{n+1} = Y \) is a double fibration. If \( k = 1 \) or \( n = 1 \) then the projection

\[
T^*_Z (X \times Y) \setminus 0 \rightarrow T^* X \setminus 0
\]

is a submersion. We refer to Appendix for the proof of this fact.

(4) Let \( X \) (resp. \( Y \)) be the Grassmannian of affine \( \mathbb{K} \)-subspaces in \( \mathbb{K}^n \) of \( \mathbb{K} \)-dimension \( k \) (resp. \( m \)). Assume that \( k = 1 \) or \( n = 1 \), and \( k \neq m, 1 < m < n \). Let \( Z \) be the incidence variety. In this case all the properties of the corresponding double fibration remain the same as in the previous examples.

4.2 Relations to the Gelfand style integral geometry.

In this section we describe the explicit relation between the Radon transform on valuations introduced in Section 4.1 and the classical integral geometry in the spirit of Gelfand’s school [18].

In a rather general setting, the Gelfand style integral geometry can be described as follows. For brevity we will denote by \( \mathcal{M}^\infty (X) \) the space of smooth densities (i.e. smooth measures) on a manifold \( X \). Let

\[
X_1 \leftarrow Z \rightarrow X_2
\]

be a double fibration. The Radon transform on valuations can be defined as a map

\[
\mathcal{V}(X_1) \rightarrow \mathcal{V}(X_2)
\]

where \( \mathcal{V}(X) \) denotes the space of valuations on \( X \). The Gelfand style integral geometry provides a way to understand this map in terms of the geometry of the double fibration. This connection is given by the following theorem.

Theorem 4.2.1. Let \( X \) and \( Y \) be manifolds, and let \( Z \) be a submanifold of \( X \times Y \) such that the projections \( q_1 : Z \rightarrow X \) and \( q_2 : Z \rightarrow Y \) are submersions. Assume that \( \mathcal{M}^\infty (X) \) and \( \mathcal{M}^\infty (Y) \) are vector spaces. Then the Radon transform on valuations can be expressed as

\[
\mathcal{R}(f) := \sum_{x \in X_1} f(x) \cdot \nu(x),
\]

where \( \nu(x) \) is a vector in \( \mathcal{M}^\infty (X) \) such that \( \nu(x) \cdot q_1 = q_2^* \nu(x) \cdot q_2 \) for all \( x \in X_1 \).

In particular, if \( X_1 \) and \( X_2 \) are compact Riemannian manifolds, then the Radon transform on valuations is a vector valued integral map. This provides a bridge between the two geometries, allowing for a deeper understanding of both.
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be a double fibration. Assume that $q_2$ is proper. Let us fix a smooth density $m$ on $Z$. Consider the following operator

$$R: C^\infty(X_1) \rightarrow \mathcal{M}^\infty(X_2)$$

given by

$$R(f) := q_2^*(m \cdot q_1^* f) \quad (4.2.1)$$

where $q_1^*$ is the usual pull-back of functions, and $q_2^*$ is the usual push-forward on densities. Since $q_2$ is a submersion the image of $R$ lies in smooth densities, and $R$ is a continuous linear operator.

All classically known Radon transforms on functions have such a form, e.g. the classical Radon transform over hyperplanes in $\mathbb{R}^n$ or in projective space $\mathbb{RP}^n$, and the Radon transform for a pair of Grassmann manifolds [19]. In classical situations the manifold $Z$ is often certain incidence variety acted by a Lie group in a transitive way, and $m$ is a Haar measure.

In the above high generality we know only one non-trivial result [20]. Let us state a consequence of it. Let us assume that all the manifolds $X_1, X_2, Z$ are compact. Assume moreover that the projection

$$T^*_Z(X_1 \times X_2) \setminus \emptyset \rightarrow T^*X_2 \setminus \emptyset$$

is an injective immersion. Assume finally that the density $m$ on $Z$ is strictly positive everywhere. Then the Radon transform $R$ has a finite dimensional kernel.

Now let us show that the general Radon transform on functions (4.2.1) can be considered as a special case of the general Radon transform on valuations from Section 4.1.1. First let us recall that the space of smooth densities $\mathcal{M}^\infty(Z)$ is a subspace of smooth valuations $V^\infty(Z)$. Thus we may consider the density $m$ as a valuation. Using Theorem 4.1.1 consider the operator

$$R': V^\infty(X_1) \rightarrow V^{-\infty}(X_2)$$

given by

$$R'(\phi) := q_2^*(m \cdot q_1^* \phi) \quad (4.2.2)$$

where now $q_1^*$ and $q_2^*$ denote the pull-back and push-forward on valuations.

Recall that $V^\infty(X_2)$ has a closed subspace $W_1(V^\infty(X_2))$ such that the quotient space $V^\infty(X_2)/W_1(V^\infty(X_2))$ is canonically isomorphic to $C^\infty(X_2)$. Moreover by Proposition 3.3.3

$$q_1^*(W_1(V^\infty(X_2))) \subset W_1(V^{-\infty}(Z)).$$
Next by [6], equality (7.3.1), \( \mathcal{M}^\infty(\mathbb{Z}) \cdot W_1(V^{-\infty}(\mathbb{Z})) = 0 \). Hence the operator \( R' \) admits a unique factorization

\[
V^\infty(X_1) \xrightarrow{R'} C^\infty(X_1) \xrightarrow{R''} V^{-\infty}(X_2).
\]

It is easy to see that the operator \( R'' \) takes values in smooth measures \( \mathcal{M}^\infty(\mathbb{Y}) \subset V^{-\infty}(\mathbb{Y}) \) and coincides with the classical Radon transform \( R \) on functions (1.2.1).

### 4.3 Relations to the integral geometry of constructible functions.

Let us discuss first the integral geometry of constructible functions in the general setting. The notion of constructible function may have slightly different meanings in various contexts; but the general ideas are the same, though the technical details may be different.

It is convenient to work sometimes with functions on real analytic manifolds constructible in subanalytic sense. This notion is somewhat different from constructible functions discussed in the introduction, and we will not use it in fact in any non-trivial way in this article. It is presented only in order to describe some relevant known results. We remind the definition following [25], Ch.9. Let \( X \) be a real analytic manifold. For the definition of a class of subanalytic sets see e.g. [25], §8.2.

#### 4.3.1 Definition ([25], §9.7).

An integer valued function \( f: X \to \mathbb{Z} \) is called constructible if

1) for any \( m \in \mathbb{Z} \) the set \( f^{-1}(m) \) is subanalytic;
2) the family of sets \( \{ f^{-1}(m) \}_{m \in \mathbb{Z}} \) is locally finite.

Clearly the set of constructible \( \mathbb{Z} \)-valued functions is a ring with pointwise multiplication. As in [25] we denote this ring by \( CF(X) \). Define

\[
\mathcal{F}^\text{an}(X) := CF(X) \otimes_\mathbb{Z} \mathbb{C}.
\]

Thus \( \mathcal{F}^\text{an}(X) \) is a subalgebra of the \( \mathbb{C} \)-algebra of complex valued functions on \( X \). The elements of \( \mathcal{F}^\text{an}(X) \) will be called constructible functions.

Let \( f: X \to Y \) be a real analytic map of real analytic manifolds. We have the obvious pull-back map

\[
f^* : \mathcal{F}^\text{an}(Y) \to \mathcal{F}^\text{an}(X)
\]

preserving the class of constructible functions. If the map \( f \) is proper then we have the push-forward map

\[
f_* : \mathcal{F}^\text{an}(X) \to \mathcal{F}^\text{an}(Y)
\]
which is uniquely characterized by the following property: for a subanalytic subset \( P \subset X \) one has

\[
f_*(\mathbb{1}_P)(y) = \chi(P \cap f^{-1}(y))
\]

for any \( y \in Y \). One can show that \( f_* \) maps constructible functions to constructible ones. (see [25], §9.7). This push-forward map \( f_* \) on constructible functions is also called integration with respect the Euler characteristic along the fibers of \( f \). In particular if \( Y \) is a single point \( f_* \phi \) is called the integral of \( \phi \) with respect to the Euler characteristic and is denoted by \( \int_X \phi \).

Let us return now to integral geometry. Let \( X_1 \xleftarrow{q_1} Z \xrightarrow{q_2} X_2 \) be a double fibration when \( X_1, X_2, Z \) are real analytic manifolds, and \( q_1, q_2 \) are real analytic maps. Assume that \( q_2 \) is proper. Then we have an operator on constructible functions \( R : \mathcal{F}^{an}(X_1) \rightarrow \mathcal{F}^{an}(X_2) \) given by

\[
R(\phi) := q_2 \ast q_1^* \phi
\]

which is another version of the Radon transform.

As far as we know this type of transforms (e.g. the inversion problem) in a slightly different context of complex algebraic constructible functions on the complex projective space \( \mathbb{C}P^n \) was studied by Viro [36]. For real projective space \( \mathbb{R}P^n \) and for functions constructible in a more restrictive sense the problem was studies by Khovanskii and Pukhlikov [26]. Let us discuss their inversion formula in a slightly greater generality of constructible functions in the sense of Definition 4.3.1 as it was obtained in [34]. Let \( \mathbb{R}P^n \) denote the real projective space, i.e. the space of real lines in \( \mathbb{R}^{n+1} \) passing through zero. Let \( \mathbb{R}P^n \lor \) be the dual projective space, i.e. the space of linear hyperplanes in \( \mathbb{R}^{n+1} \). Let \( Z \) be the incidence variety, i.e.

\[
Z := \{(l, H) \in \mathbb{R}P^n \times \mathbb{R}P^n \lor | l \subset H\}.
\]

We have the natural double fibration

\[
\mathbb{R}P^n \xleftarrow{q_1} Z \xrightarrow{q_2} \mathbb{R}P^n \lor.
\]

The following inversion formula was proved by Khovanskii-Pukhlikov [26] for more restrictive class of constructible functions; in the present form it was proved by Schapira [34].

4.3.2 Theorem. Let \( R := q_2 \ast q_1^* : \mathcal{F}^{an}(\mathbb{R}P^n) \rightarrow \mathcal{F}^{an}(\mathbb{R}P^n \lor) \) be the Radon transform. Consider the (dual) Radon transform

\[
R^t := q_1 \ast q_2^* : \mathcal{F}^{an}(\mathbb{R}P^n \lor) \rightarrow \mathcal{F}^{an}(\mathbb{R}P^n).
\]

Then for any constructible function \( \phi \in \mathcal{F}^{an}(\mathbb{R}P^n) \) one has

\[
(-1)^{n-1} R^t R(\phi) = \phi + \frac{1}{2} ((-1)^{n-1} - 1) \cdot \int_{\mathbb{R}P^n} \phi.
\]

4.3.3 Remark. In particular if \( n \) is odd then the Radon transform \( R \) is injective, and (4.3.3) is the inversion formula. If \( n \) is even then the kernel of \( R \) consists precisely of the constant functions.
Now we will discuss a valuation theoretic generalization of Theorem 4.3.2 which is the main result of this section. By Corollary 4.1.7(1) and Example 4.1.8 we have the continuous linear operator $\tilde{R}$ on generalized valuations

$$\tilde{R} := q_2 \ast q_1^* : V^{-\infty}(\mathbb{RP}^n) \to V^{-\infty}(\mathbb{RP}^{n\vee}).$$

(Here we just take the kernel $\gamma$ to be equal to the Euler characteristic $\chi$.) Note that by Corollary 4.1.7(2) $\tilde{R}$ maps smooth valuations to smooth ones: $\tilde{R}(V^\infty(\mathbb{RP}^n)) \subset V^\infty(\mathbb{RP}^{n\vee})$. Similarly we define

$$\tilde{R}^t := q_1 \ast q_2^* : V^{-\infty}(\mathbb{RP}^{n\vee}) \to V^{-\infty}(\mathbb{RP}^n)$$

which is also continuous and maps smooth valuations to smooth ones. We have

4.3.4 Theorem. For any generalized valuations $\phi \in V^{-\infty}(\mathbb{RP}^n)$ one has

$$(-1)^{n-1} \tilde{R}^t \tilde{R}(\phi) = \phi + \frac{1}{2}((-1)^{n-1} - 1) \left( \int_{\mathbb{RP}^n} \phi \right) \cdot \chi. \quad (4.3.4)$$

In particular if $n$ is odd then the Radon transform $R$ is injective, and (4.3.4) is the inversion formula. If $n$ is even then the kernel of $\tilde{R}$ consists precisely of the multiples of the Euler characteristic $\chi$.

In order to prove Theorem 4.3.4 we will need some preparations. Below we will denote for brevity $\mathbb{RP}^n$ by $\mathbb{P}^n$, and $\mathbb{RP}^{n\vee}$ by $\mathbb{P}^{n\vee}$. Let

$$r : \mathbb{R}^{n+1} \setminus 0 \to \mathbb{P}^n$$

be the natural map.

4.3.5 Definition. A subset $K \subset \mathbb{P}^n$ is called convex if

(i) there exists a convex cone $\tilde{K} \subset \mathbb{R}^{n+1}$ such that $r(\tilde{K} \setminus 0) = K$;

(ii) there exists a hyperplane $H \subset \mathbb{P}^n$ such that $H \cap K = \emptyset$.

4.3.6 Remark. Equivalently, a subset $K \subset \mathbb{P}^n$ is convex if and only if there exists a hyperplane $H \subset \mathbb{P}^n$ which does not intersect $K$, and $K$ is a convex subset in the usual (affine) sense of affine space $\mathbb{P}^n \setminus H \simeq \mathbb{R}^n$. This condition does not depend on a choice of $H$ due to equivalence to Definition 4.3.5.

4.3.7 Definition. A closed convex subset $K \subset \mathbb{P}^n$ with non-empty interior is called strictly convex if

(i) $\partial K$ is smooth;

(ii) $\partial K$ has a strictly positive Gauss curvature when $K$ is considered as a subset of an affine space $\mathbb{P}^n \setminus H$, where $H$ is a hyperplane not intersecting $K$.

It is easy to see that the last definition is independent of a choice of hyperplane $H$. 
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The dual projective space $\mathbb{P}^n$ can naturally be identified with the projectivization of the dual space $(\mathbb{R}^{n+1})^*$. It can be identified with the set of hyperplanes in $\mathbb{P}^n$. Denote by

$$r^\vee : (\mathbb{R}^{n+1})^* \setminus \{0\} \rightarrow \mathbb{P}^n$$

the natural map.

For a convex compact subset $K \subset \mathbb{P}^n$ let us define the dual set $K^\vee \subset \mathbb{P}^n$ as follows. Let $\tilde{K} \subset \mathbb{R}^{n+1}$ be a closed convex cone satisfying $r(\tilde{K} \setminus 0) = K$. $\tilde{K}$ is defined uniquely up to multiplication by $-1$. Consider the dual cone in $(\mathbb{R}^{n+1})^*$

$$\tilde{K}^o := \{ \xi \in (\mathbb{R}^{n+1})^* | \xi(x) \geq 0 \ \forall x \in \tilde{K} \}.$$

Define

$$K^\vee := r^\vee(\tilde{K}^o).$$

If $K$ has non-empty interior then $K^\vee$ is also convex in the sense of Definition 4.3.5. In this case $(K^\vee)^\vee = K$. It is easy to see that the dual of a strictly convex set is strictly convex.

The following another description of $K^\vee$ will be useful. Assume that $K$ has non-empty interior. Then $K^\vee$ is equal to the set of hyperplanes which do not intersect the interior of $K$.

Before the proof of Theorem 4.3.4 we will prove the following technical proposition.

**4.3.8 Proposition.** Let $K \subset \mathbb{P}^n$ be a closed convex set. Then

$$R(\Xi_P(1\mathbb{I}_K)) = \Xi_P(1\mathbb{I}_{\mathbb{P}^n \setminus \text{int}(K^\vee)}),$$

where $\text{int}(K^\vee)$ denotes the interior of $K^\vee$.

**4.3.9 Remark.** By the abuse of notation we denote by $\Xi_P$ the map defined not only on the space $\mathcal{F}(X)$ of finite linear combinations of indicator functions of compact submanifolds with corners, but on the larger space when finite linear combinations of convex compact sets are added (for them the notion of normal cycle is well defined too). The non-trivial results from the previous sections will be applied for indicator functions of convex sets with smooth strictly convex boundary. Thus this generalization of the map $\Xi_P$ is purely formal.

**Proof of Proposition 4.3.8.** Step 1. Let us show that it is enough to prove the statement for $\partial K$ being smooth strictly convex.

For a closed convex set $K$ there exists a sequence $\{K_j\}$ of strictly convex sets which converges to $K$ in the Hausdorff metric. Then it is easy to see that $K_j^\vee \rightarrow K^\vee$ in the Hausdorff metric. But then

$$\Xi_P(1\mathbb{I}_{K_j}) \rightarrow \Xi_P(1\mathbb{I}_K) \text{ in } V^{-\infty}(\mathbb{P}^n),$$

$$\Xi_P(1\mathbb{I}_{K_j^\vee}) \rightarrow \Xi_P(1\mathbb{I}_{K^\vee}) \text{ in } V^{-\infty}(\mathbb{P}^n \vee).$$

But for a compact convex set $B \subset \mathbb{P}^n \vee$ with non-empty interior, $B \in \mathcal{P}(\mathbb{P}^n \vee)$, one readily has

$$\Xi_P(1\mathbb{I}_{\mathbb{P}^n \vee \setminus \text{int}(B)}) = \chi - \sigma(\Xi_P(1\mathbb{I}_B))$$
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where the operator \( \sigma: V^{-\infty}(\mathbb{P}^n) \to V^{-\infty}(\mathbb{P}^n) \) is a continuous linear operator introduced in [6] called the Euler-Verdier involution. Hence

\[
\Xi_{\mathcal{P}}(\mathbb{P}^n \setminus \text{int}(K^\vee)) \to \Xi_{\mathcal{P}}(\mathbb{P}^n \setminus \text{int}(K^\vee)) \text{ in } V^{-\infty}(\mathbb{P}^n).
\]

Thus since \( R: V^{-\infty}(\mathbb{P}^n) \to V^{-\infty}(\mathbb{P}^n) \) is continuous in the weak topology we may assume that \( \partial K \) is smooth and strictly convex.

Step 2. \( R(\Xi_{\mathcal{P}}(\mathbb{I}_K)) \) vanishes on \( \text{int}(K^\vee) \). Indeed since \( \text{int}(K^\vee) \) consists of hyperplanes in \( \mathbb{P}^n \) not intersecting \( K \), then \( q_1^{-1}(K) \cap q_2^{-1}(\text{int}(K^\vee)) = \emptyset \).

Step 3. Let us show that the restriction of \( R(\Xi_{\mathcal{P}}(\mathbb{I}_K)) \) to the open set \( \mathbb{P}^n \setminus K^\vee \) is equal to \( \chi \).

First let us show that

\[
q_2: q_1^{-1}(\partial K) \cap q_2^{-1}(\mathbb{P}^n \setminus K^\vee) \to \mathbb{P}^n \setminus K^\vee
\]

is a submersion. Let us fix \( x_0 \in \partial K, H_0 \in \mathbb{P}^n \setminus K^\vee \) such that \( x_0 \in H_0 \). Let us denote by \( A_1 \) the tangent space of \( \mathbb{P}^n \) at \( x_0 \), \( A_2 \) the tangent space of \( \mathbb{P}^n \) at \( H_0 \), \( B \) the tangent space of \( \partial K \) at \( x_0 \), \( C \) the tangent space of \( Z \) at \( (x_0, H_0) \), and \( D \) the tangent space of \( q_1^{-1}(\partial K) \) at \( (x_0, H_0) \). Then we have

\[
B \subset A_1 \quad 
\xleftarrow{dq_1} \quad C 
\xrightarrow{dq_2} \quad A_2,
\]

\[
D \subset C.
\]

We want to show

\[
dq_2(D) = A_2. \tag{4.3.6}
\]

But clearly \( D = (dq_1)^{-1}(B) \). Denote also \( F := \text{Ker}(dq_2) \). Then (4.3.6) is equivalent to

\[
(dq_1^{-1})(B) + F = C.
\]

This is equivalent to

\[
B + (dq_1)(F) = A_1. \tag{4.3.7}
\]

But \( F \) is the tangent space at \( H_0 \) of the fiber \( q_2^{-1}(H_0) \). Hence \( (dq_1)(F) \) is the tangent space of \( q_1(q_2^{-1}H_0) \) at \( x_0 \). But obviously

\[
q_1(q_2^{-1}H_0) = \{ x \in \mathbb{P}^n | x \in H_0 \} = H_0.
\]

The condition (4.3.7) means that the hyperplane \( H_0 \) is transversal to \( \partial K \) at \( x_0 \). But it is easy to see that any hyperplane \( H_0 \in \mathbb{P}^n \setminus K^\vee \) is transversal to \( \partial K \) since \( K \) is convex. Thus we have shown that the map (4.3.5) is a submersion.
This implies that for any point \( H \in \mathbb{P}^{n_\nu} \setminus K^\nu \) there exists a neighborhood \( \mathcal{U} \) of \( H \), a neighborhood \( \mathcal{V} \) of \( q_1^{-1}(K) \cap q_2^{-1}(\mathcal{U}) \) such that \( \mathcal{V} \subset q_2^{-1}(\mathcal{U}) \), and a diffeomorphism
\[
\phi : \mathcal{V} \rightarrow \mathcal{U} \times \mathbb{R}^{n-1}
\]
such that \( \phi(q_1^{-1}(K) \cap q_2^{-1}(\mathcal{U})) = \mathcal{U} \times B \) where \( B \subset \mathbb{R}^{n-1} \) is the closed unit ball, and such that the following diagram is commutative:
\[
\begin{array}{ccc}
\mathcal{V} & \xrightarrow{\phi} & \mathcal{U} \times \mathbb{R}^{n-1} \\
\downarrow{q_2} & & \downarrow{p_\mathcal{U}} \\
\mathcal{U} & & 
\end{array}
\]
where \( p_\mathcal{U} : \mathcal{U} \times \mathbb{R}^{n-1} \rightarrow \mathcal{U} \) is the natural projection. Then Proposition [3.3.4] and Lemma [3.6.4] imply that the restriction of \( q_2 \cdot \chi(q_1^{-1}(K)) \) to \( \mathcal{U} \) is equal to \( p_\mathcal{U}_* \cdot \chi(q_1^{-1}(K)) \) to \( \mathbb{P}^{n_\nu} \setminus K^\nu \) is equal to \( \chi \).

Step 4. Now let us fix a point \( H^0 \in \partial K^\nu \), and show that the restriction of \( R(\Xi_{\mathcal{P}}(\mathbb{1}_K)) \) to a small neighborhood of \( H^0 \) is equal to \( \Xi_{\mathcal{P}}(\mathbb{1}_{\mathcal{P}^\nu \setminus \text{int}(K^\nu)}) \).

Let \( \tilde{K} \subset \mathbb{R}^{n+1} \) be a closed convex cone over \( K \). We can choose a coordinate system \( \{(x_1, \ldots, x_{n+1})\} \) in \( \mathbb{R}^{n+1} \) such that the hyperplane \( \{(x_1, \ldots, x_n, 0)\} \) intersects \( \tilde{K} \) only at 0, and such that the point \((0, \ldots, 0, 1) \in \text{int}(\tilde{K}) \).

Let \( \{y_1, \ldots, y_{n+1}\} \) be the dual coordinates in \((\mathbb{R}^{n+1})^*\). The the dual cone \( \tilde{K}^\circ \) is given by
\[
\tilde{K}^\circ = \{(y_1, \ldots, y_{n+1})| \sum_{i=1}^{n+1} x_i y_i \geq 0 \text{ for all } (x_1, \ldots, x_{n+1}) \in \tilde{K}\}.
\]

It is clear that if \( (y_1, \ldots, y_{n+1}) \in \tilde{K}^\circ \setminus \{0\} \) then \( y_{n+1} > 0 \). In particular the hyperplane \( \{(y_1, \ldots, y_n, 0)\} \) intersects \( \tilde{K}^\circ \) only at 0.

Thus we have shown that \( K \) is contained in the affine chart of \( \mathbb{P}^n \) given by \( \{[x_1 : \cdots : x_n : 1]\} \) in homogeneous coordinates, and \( K^\nu \) is contained in \( \{[y_1 : \cdots : y_n : 1]\} \). We will identify both these charts with \( \mathbb{R}^n \) using the coordinates \( (x_1, \ldots, x_n) \) and \( (y_1, \ldots, y_n) \) respectively. In these coordinates
\[
(0, \ldots, 0) \in K,
\]
\[
K^\nu = \{(y_1, \ldots, y_n)| \sum_{i=1}^n x_i y_i \geq -1 \text{ for all } (x_1, \ldots, x_n) \in K\}.
\]

Notice that \(-K^\nu = \{(y_1, \ldots, y_n)| \sum_{i=1}^n x_i y_i \leq 1 \text{ for all } (x_1, \ldots, x_n) \in K\} \) is the dual body of \( K \) in the usual linear sense.

We will reduce our statement to Proposition [3.6.5] applying certain appropriate diffeomorphism. More precisely we will show that there exist a neighborhood \( \mathcal{U} \subset \mathbb{P}^{n_\nu} \) of an arbitrary fixed point \( H^0 \in \partial K^\nu \), a neighborhood \( \mathcal{V} \) of \( q_1^{-1}(K) \cap q_2^{-1}(\mathcal{U}) \) such that \( \mathcal{V} \subset q_2^{-1}(\mathcal{U}) \), and open imbeddings
\[
\phi : \mathcal{V} \rightarrow \mathbb{R}^n \times \mathbb{R}^{n-1},
\]
\[
\psi : \mathcal{U} \rightarrow \mathbb{R}^n
\]
such that the following two conditions are satisfied:

(1) the diagram is commutative:

\[
\begin{array}{ccc}
  U & \xrightarrow{\psi} & \mathbb{R}^n \\
  \downarrow{q_2} & & \downarrow{p} \\
  \mathbb{R}^n & \xrightarrow{\phi} & \mathbb{R}^n \times \mathbb{R}^{n-1}
\end{array}
\]

where \( p: \mathbb{R}^n \times \mathbb{R}^{n-1} \to \mathbb{R}^n \) is the projection onto the first factor;

(2) \( \phi(q_1^{-1}(K) \cap q_2^{-1}(U)) =: A \) is a closed convex subset of \( \mathbb{R}^n \times \mathbb{R}^{n-1} \) with smooth strictly convex boundary, and the restriction \( p|_A \) is proper.

Clearly if we will show the above, Proposition 3.6.5 finishes the proof of our proposition.

For \( \varepsilon > 0 \) let us consider the map

\[
\phi_1: \partial K^\vee \times (-\varepsilon, \varepsilon) \to \mathbb{R}^n
\]

given by \( \phi_1(s, t) := (1 + t)^{-1}s \). Clearly \( \phi_1 \) is a diffeomorphism onto an open neighborhood of \( \partial K^\vee \) in \( \mathbb{R}^n \) for \( \varepsilon \) small enough.

For any point \( s \in \partial K^\vee \) there exists a unique point \( x \in \partial K \) such that \( <s, x> = -1 \). This defines a map

\[
\Phi: \partial K^\vee \to \partial K
\]

which is a diffeomorphism since \( \partial K \) is strictly convex. For \( y \in \mathbb{R}^n \setminus \{0\} \) let us denote the hyperplane

\[
H_y := \{(x_1, \ldots, x_n) \in \mathbb{R}^n \mid \sum_{i=1}^{n} x_i y_i = -1\}.
\]

If \( H = \phi_1(s, t), s \in \partial K^\vee, t \in (-\varepsilon, \varepsilon) \), then \( x \in H_s \) if and only if

\[
<s, x> = -(1 + t).
\]

For \( s \in \partial K^\vee \) belonging to a small neighborhood of the fixed point \( H^0 \in \partial K^\vee \) let us choose a basis \( \xi_1(s), \ldots, \xi_{n-1}(s) \) of \( s^\perp \) which depends smoothly on \( s \). Then any \( x \in H_{\phi_1(s,t)} \) has a decomposition

\[
x = \sum_{j=1}^{n-1} \lambda_j \xi_j(s) + (1 + t)\Phi(s)
\]

with \( \lambda_j \in \mathbb{R} \) (the coefficient of \( \Phi(s) \) is equal to \( 1 + t \) due to (4.3.9)). Hence on the incidence variety \( Z \) near the pair \( (\Phi(H^0), H^0) \) we have a coordinate system given by \( (s; \lambda_1, \ldots, \lambda_{n-1}; t) \).

Let us describe the set \( q_1^{-1}(K) \) in these coordinates. For any \( s \in \partial K^\vee \) there exists a unique function

\[
F_s: s^\perp \to \mathbb{R}
\]
such that near $\Phi(s)$ we have

$$K = \{ h - \tau\Phi(s) | h \in s^\perp, \tau \geq F_s(h) \}. \quad (4.3.11)$$

This function $F_s$ is $C^\infty$-smooth and strictly convex. Moreover the function

$$F(s, h) := F_s(h)$$

is $C^\infty$-smooth on the set $\{(s, h) | s \in \partial K^\vee, h \in s^\perp \}$ near $s = H^0, h = 0$. Also $0 \in s^\perp$ is a critical point of $F_s$, and $F_s(0) = -1$.

Assume we are given a pair $(x, y) \in \mathbb{P} \times \mathbb{P}^n$ corresponding to $(s; \lambda_1, \ldots, \lambda_{n-1}; t)$. Then $x \in K$ if and only if

$$-t \geq 1 + F_s(\sum_j \lambda_j \xi_j(s)).$$

Indeed by $(4.3.10)$ $x = \sum \lambda_j \xi_j(s) + (1 + t)\Phi(s)$. Then by $(4.3.11)$, $x \in K$ if and only if $-(1 + t) \geq F_s(\sum \lambda_j \xi_j(s))$.

Now let us denote for brevity

$$G_s(\lambda_1, \ldots, \lambda_{n-1}) := 1 + F_s \left( \sum_{j=1}^{n-1} \lambda_j \xi_j(s) \right).$$

Thus we have shown that in the above coordinates on $Z$ near $(0, H^0)$ the set $q_1^{-1}(K)$ is given by

$$q_1^{-1}(K) = \{ (s; \lambda_1, \ldots, \lambda_{n-1}; t) \in \partial K^\vee \times \mathbb{R}^{n-1} \times \mathbb{R} | -t \geq G_s(\lambda_1, \ldots, \lambda_{n-1}) \}.$$

It is clear that the map $(s, \lambda_1, \ldots, \lambda_{n-1}) \mapsto G_s(\lambda_1, \ldots, \lambda_{n-1})$ is $C^\infty$-smooth, and when $s$ is fixed the function $G_s$ is strictly convex. In particular for fixed $s$, $G_s$ is a Morse function. Notice also that $G_s$ has a minimum at $0 \in \mathbb{R}^{n-1}$, and $G_s(0) = 0$.

By the Morse lemma with parameters (see e.g., [4], p. 97) there exists a $C^\infty$ map

$$D: \partial K^\vee \times \mathbb{R}^{n-1} \to \partial K^\vee \times \mathbb{R}^{n-1}$$

of the form $D(s; \mu_1, \ldots, \mu_{n-1}) = (s; \lambda_1, \ldots, \lambda_{n-1})$ such that for $s$ close to $H^0$ the map $\mathbb{R}^{n-1} \to \mathbb{R}^{n-1}$ given by $(\mu_1, \ldots, \mu_{n-1}) \mapsto D(s; \mu_1, \ldots, \mu_{n-1}) =: D_s(\mu_1, \ldots, \mu_{n-1})$ is a diffeomorphism of a neighborhood of $0 \in \mathbb{R}^{n-1}$, and

$$(G_s \circ D_s)(\mu_1, \ldots, \mu_{n-1}) = \mu_1^2 + \cdots + \mu_{n-1}^2.$$

In the new coordinates defined by

$$(s; \mu_1, \ldots, \mu_{n-1}; \tau) := (s; D_s^{-1}(\lambda_1, \ldots, \lambda_{n-1}); -t)$$

the set $q_1^{-1}(K)$ is locally given by

$$q_1^{-1}(K) = \{ (s; \mu_1, \ldots, \mu_{n-1}; \tau) | s \in \partial K^\vee, \tau \geq \mu_1^2 + \cdots + \mu_{n-1}^2 \}.$$
Moreover in these coordinates the map \(q_2: Z \to \mathbb{P}^{n\vee}\) is given by
\[
q_2(s; \mu_1, \ldots, \mu_{n-1}; \tau) = \phi_1(s, -\tau).
\]

Let us fix a coordinate system \(\{(s_1, \ldots, s_{n-1})\}\) on \(\partial K^\vee\) near \(H^0\) such that \((0, \ldots, 0)\) corresponds to \(H^0\). Finally let us introduce the last our coordinate system \(\{(s_1, \ldots, s_{n-1}; \mu_1, \ldots, \mu_{n-1}; r)\}\) on \(Z\) near \((\Phi(H^0), H^0)\) when \(r\) is defined by
\[
r := \tau + \sum_{j=1}^{n-1} s_j^2.
\]
Then \(\{(s_1, \ldots, s_{n-1}; r)\}\) is a coordinate system on \(\mathbb{P}^{n\vee}\) near \(H^0\). Then \(q_1^{-1}(K)\) is given by
\[
q_1^{-1}(K) = \{(s_1, \ldots, s_{n-1}; \mu_1, \ldots, \mu_{n-1}; r) | r \geq \sum_{j=1}^{n-1} s_j^2 + \sum_{j=1}^{n-1} \mu_j^2\}.
\]
and the map \(q_2\) is given by
\[
q_2(s_1, \ldots, s_{n-1}; \mu_1, \ldots, \mu_{n-1}; r) = (s_1, \ldots, s_{n-1}; r).
\]
Thus the formula (4.3.12) defines a Euclidean ball in \(\mathbb{R}^{2n-1}\), and the map \(q_2\) given by (4.3.13) is just a projection. This coordinate system gives the maps \(\phi, \psi\) as promised in the beginning of Step 4. Hence Step 4 is completed.

Steps 1-4 imply Proposition 4.3.8. Q.E.D.

**Proof of Theorem 4.3.4.** The linear operator
\[
\tilde{\mathcal{R}}^t \tilde{\mathcal{R}}: V^{-\infty}(\mathbb{P}^n) \to V^{-\infty}(\mathbb{P}^n)
\]
is continuous in the weak topology. It is not hard to see (as in [6], Section 8.1) that linear combinations of valuations of the form \(\Xi_{\mathcal{D}}(1_K)\), with \(K \subset \mathbb{P}^n\) being a compact convex polyhedral subset, are dense in \(V^{-\infty}(\mathbb{P}^n)\). Hence it is sufficient to prove the inversion formula (4.3.4) for such valuations. By Proposition 4.3.8 the operators \(\tilde{\mathcal{R}}, \tilde{\mathcal{R}}^t\) coincide on such valuations with the Radon transform on constructible functions with respect to the Euler characteristic. Note also that again by Proposition 4.3.8 the operator \(\tilde{\mathcal{R}}\) maps valuations of this form on \(\mathbb{P}^n\) to valuations of this form on \(\mathbb{P}^{n\vee}\): indeed if \(K \subset \mathbb{P}^n\) is a compact convex polyhedral subset then the dual \(K^\vee\) is also compact convex and polyhedral. But by the Khovanskii-Pukhlikov theorem [26] the formula (4.3.4) is satisfied for the integration of constructible functions with respect to the Euler characteristic. Q.E.D.

### 4.4 Relations to the Crofton style integral geometry.

In this section we explain the relation of operations on valuations to yet another classical kind of integral geometry. However the exposition in this section is less formal and rigorous than in the rest of the article.
Let us remind the classical Crofton intersection formula and the general kinematic formulas of Chern [16]. (For the Crofton formula we refer to Schneider’s book [35], §4.5; for the kinematic formulas see also Santalo’s book [33] and references therein.)

First we will need to remind the notion of intrinsic volume. Consider the standard Euclidean space $\mathbb{R}^n$. Let $M \subset \mathbb{R}^n$ be a compact submanifold with corners. For $\varepsilon > 0$ let us denote by $M_\varepsilon$ the $\varepsilon$-neighborhood of $M$ (or $\varepsilon$-tube in some terminology). For sufficiently small $\varepsilon > 0$ the volume of $M_\varepsilon$ is a polynomial of degree $n$ with respect to $\varepsilon$:

$$\text{vol}(M_\varepsilon) = \sum_{i=0}^{n} \varepsilon^{n-i} \kappa_{n-i} V_i(M)$$

where $\kappa_j$ is the $j$-dimensional volume of the $j$-dimensional unit ball. The coefficient $V_i(M)$ is called the $i$-th intrinsic volume of $M$. It is not hard to see that $V_i$ is a smooth valuation. $V_0$ is the Euler characteristic, and $V_n$ is the $n$-dimensional volume. But the most surprising property of $V_i$ is due to H. Weyl [37]; it says that $V_i(M)$ is independent of an isometric imbedding of $M$ into $\mathbb{R}^n$. In fact $V_i$ can be written in terms of the curvature tensor of $M$ (see Weyl’s paper [37], see also [24]).

Let us denote by $O(n)$ the group of all affine isometries of $\mathbb{R}^n$. Let $m$ denote the Haar measure on $O(n)$ (we do not specify the normalization of it since we will not write down here the constants anyway). Let us denote by $AGr_{k,n}$ the Grassmannian of affine $k$-dimensional subspaces in $\mathbb{R}^n$. The group $O(n)$ acts transitively on it. Let $\mu$ denote a Haar measure of it with respect to the action of the group $O(n)$. Then the Crofton intersection formula says that

$$\int_{AGr_{k,n}} V_i(M \cap E) d\mu(E) = \alpha_{i,k,n} V_{n-i+k}$$ \hspace{1cm} (4.4.1)

where $\alpha_{i,k,n}$ depends on $i, k, n$ only.

The general kinematic formula of Chern [16] says that for two compact submanifolds with boundary $M, N$ one has

$$\int_{O(n)} V_i(M \cap g(N)) dm(g) = \sum_j c_{i,j,n} V_j(M) V_{n+j-i}(N)$$ \hspace{1cm} (4.4.2)

where the constants $c_{i,j,n}$ depend only on $i, j, n$ and can be written down explicitly.

Let us explain how to rewrite the left hand side in the formulas of Crofton and Chern using the operations of pull-back, push-forward, and the product of valuations.

Let us start with the Crofton formula. Let us denote by

$$Z := \{(x, E) \in \mathbb{R}^n \times AGr_{k,n} \mid x \in E\}$$

the incidence variety. We have the double fibration $\mathbb{R}^n \xrightarrow{q_1} Z \xrightarrow{q_2} AGr_{k,n}$. Clearly $q_1$ is proper.
One can see the following formula
\[ \int_{\text{AGr}_{k,n}} V_i(M \cap E) d\mu(E) = (V_i \cdot q_{1*} q_{2*} \mu)(M) \]  
(4.4.3)
where the pull-back \( q_{2*} \), the push-forward \( q_{1*} \), and the product are taken in the space of valuations.

Now to prove the Crofton formula (4.4.1) observe that the maps \( q_1, q_2 \) commute with the action of \( O(n) \). Hence \( V_i \cdot q_{1*} q_{2*} \mu \) is an \( O(n) \)-invariant valuation. Moreover it is homogeneous of degree \( n + i - k \) with respect to \( M \). But every such valuation is proportional to \( V_{n+i-k} \).

Let us return to the general kinematic formula (4.4.2). The left hand side of it can be rewritten as follows. Let us consider the double fibration
\[ \mathbb{R}^n \xrightarrow{p} O(n) \times \mathbb{R}^n \xrightarrow{a} \mathbb{R}^n \]
where \( p \) is the projection \( p(g, x) = x \), and \( a \) is the action map \( a(g, x) = g(x) \).

\[ \int_{O(n)} V_i(M \cap g(N)) dm(g) = (p_* (a^* [\Xi_{\mathbb{P}}(\mathbb{I}_N)] \cdot [m \boxtimes V_i]))(M) \]  
(4.4.4)
where \( \boxtimes \) in the right hand side is the exterior product on valuations introduced in Section 2. Observe that the operator \([\phi \mapsto p_* (a^* \phi \cdot (m \boxtimes V_i))] \) takes values in \( O(n) \)-invariant valuations.

Finally we would like to rewrite in this language some integral geometric expressions in complex integral geometry. They are not fully understood and still under investigation. The case of the affine complex space \( \mathbb{C}^n \) is understood better (see [3], [13]), and we consider here the less studied case of the complex projective space \( \mathbb{C}P^n \). To introduce the complex version of the Crofton formula (actually only the left hand side of it, as the right hand side is still to be understood), let us denote by \( CGr_{k+1,n+1} \) the Grassmannian of complex linear subspaces in \( \mathbb{C}^{n+1} \) of complex dimension \( k + 1 \). Every element of it can be identified with the \( k \)-dimensional complex projective subspace in \( \mathbb{C}P^n \). This Grassmannian is acted by the unitary group \( U(n+1) \) in a transitive way. We will denote by \( \mu \) a Haar measure on the Grassmannian. Let \( M \subset \mathbb{C}P^n \) be a smooth submanifold with boundary (or even with corners). In this notation, one would like to have a closed formula for
\[ \int_{E \subset CGr_{k+1,n+1}} V_i(M \cap E) d\mu(E). \]  
(4.4.5)
Let us consider the double fibration
\[ \mathbb{C}P^n \xrightarrow{q_1} Z \xrightarrow{q_2} CGr_{k+1,n+1} \]
where \( Z := \{(l, E) \in \mathbb{C}P^n \times CGr_{k+1,n+1} | l \subset E \} \) is the incidence variety again. Then the integral (4.4.5) can be rewritten as
\[ (V_i \cdot q_{1*} q_{2*} \mu)(M). \]  
(4.4.6)
This expression is an \( U(n+1) \)-invariant valuation on \( \mathbb{C}P^n \). The similarity with the expression (4.4.3) in the Euclidean case is evident.

Analogously the left hand sides of Crofton and kinematic type formulas can be written also on the complex hyperbolic space where they are also not well understood.
5 Appendix.

In this appendix we prove that some pairs of the Grassmannians satisfy the assumptions of Corollary 4.1.7 (see Proposition 5.1.3 below).

Let \( \mathbb{K} \) denote either \( \mathbb{R} \), \( \mathbb{C} \), or \( \mathbb{H} \) (where \( \mathbb{H} \) is the non-commutative field of quaternions). Let \( V \) be a \( \mathbb{K} \)-vector space of \( \mathbb{K} \)-dimension \( n \). Let \( \mathbb{K} \text{Gr}_k \) denote the Grassmannian of \( \mathbb{K} \)-linear subspaces in \( V \) of \( \mathbb{K} \)-dimension \( k \). Fix now \( k, m \) with \( 0 < k < m < n \). Let

\[
Z \subset \mathbb{K} \text{Gr}_k \times \mathbb{K} \text{Gr}_m
\]

be the incidence variety, i.e. \( Z := \{(l, H)| l \subset H\} \). It is well known that there exist canonical isomorphisms

\[
\begin{align*}
T_l(\mathbb{K} \text{Gr}_k) &= \text{Hom}_\mathbb{K}(l, V/l) = l^* \otimes_\mathbb{K} V/l, \\
T_H(\mathbb{K} \text{Gr}_m) &= \text{Hom}_\mathbb{K}(H, V/H) = H^* \otimes_\mathbb{K} V/H.
\end{align*}
\]

Notice that if \( \mathbb{K} = \mathbb{H} \), we consider \( V, l, H \) as right \( \mathbb{K} \)-vector spaces. Then

\[
l^* := \text{Hom}_\mathbb{K}(l, \mathbb{K}) \cong \text{Hom}_\mathbb{R}(l, \mathbb{R})
\]

is a left \( \mathbb{K} \)-vector space, and similarly for \( H^* \).

For a point \( (l, H) \in Z \) let us denote by

\[
i: l \hookrightarrow H, \\
p: V/l \twoheadrightarrow V/H
\]

the natural maps.

**5.1.1 Proposition.** For \( (l, H) \in Z \) the tangent space \( T_{(l, H)}Z \) is naturally isomorphic to the space of pairs

\[
(\xi, \eta) \in T_l(\mathbb{K} \text{Gr}_k) \oplus T_H(\mathbb{K} \text{Gr}_m) = \text{Hom}_\mathbb{K}(l, V/l) \oplus \text{Hom}_\mathbb{K}(H, V/H)
\]

which make the following diagram commutative

\[
\begin{array}{ccc}
l & \xrightarrow{\xi} & V/l \\
i & & \downarrow p \\
H & \xrightarrow{\eta} & V/H
\end{array}
\]

**Proof.** Let us fix splittings

\[
H = l \oplus A, \\
V = H \oplus B = l \oplus A \oplus B.
\]

Consider the open neighborhood of \( l \) (resp. \( H \)) consisting of subspaces which are graphs of \( \mathbb{K} \)-linear maps

\[
l \rightarrow A \oplus B, \ (\text{resp.} \ H \rightarrow B).
\]
Given such \( \phi: l \to A \oplus B, \psi: H \to B \), let us denote by \( \tilde{\phi} \in \mathbb{K} Gr_k, \tilde{\psi} \in \mathbb{K} Gr_m \) the corresponding subspaces. The map \( \phi \) has the form \( \phi = (\phi_A, \phi_B) \) with

\[
\phi_A: l \to A, \quad \phi_B: l \to B.
\]

Then \( \tilde{\phi} \subset \tilde{\psi} \) if and only if for any \( x \in l \) the vector \( (x, \phi_A(x), \phi_B(x)) \) belongs to the graph of \( \psi \). Namely there exists \( y = (z, a) \in H = l \oplus A \) such that

\[
(x, \phi_A(x), \phi_B(x)) = (z, a, \psi(z, a)).
\]

Equivalently \( z = x, a = \phi_A(x) \), and

\[
\phi_B(x) = \psi(x, \phi_A(x)) = \psi(x, 0_A) + \psi(0_l, \phi_A(x)).
\]

(5.1.7)

In order to describe the tangent space \( T_{(l,H)}Z \) we have to assume that \( \phi, \psi \) are infinitesimally small. Then in (5.1.7) we have to neglect the summand \( \psi(0_l, \phi_A(x)) \) which has the second order of smallness. Thus infinitesimally small \( \phi, \psi \) satisfy

\[
\phi_B(x) = \psi(x, 0_A) \text{ for any } x \in l.
\]

Equivalently

\[
p \circ \phi = \psi \circ i.
\]

This proves the proposition. Q.E.D.

By Proposition 5.1.1 we have the short exact sequence

\[
0 \to T_{(l,H)}Z \to (l^* \otimes_K V/l) \oplus (H^* \otimes_K V/H) \to l^* \otimes_K V/H \to 0
\]

(5.1.8)

where the third arrow is \((id_{l^*} \otimes p) \oplus (i^* \otimes -id_{V/H})\). Let us describe now the fiber over \((l, H)\) of the conormal bundle of \( Z \subset \mathbb{K} Gr_k \times \mathbb{K} Gr_m \). Clearly this fiber is equal to \((T_{(l,H)}Z)^\perp\). Observe also that \((V/l)^* = l^\perp, (V/H)^* = H^\perp\). Then taking the dual sequence of (5.1.8) we immediately deduce the following corollary.

5.1.2 Corollary. The fiber \((T_{(l,H)}Z)^\perp\) of the conormal bundle of \( Z \subset \mathbb{K} Gr_k \times \mathbb{K} Gr_m \) over a point \((l, H) \in Z\) is canonically isomorphic to the image of the injective map

\[
l \otimes_K H^\perp \to (l \otimes_K l^\perp) \oplus (H \otimes_K H^\perp)
\]

where the map is \((id_l \otimes p^*) \oplus (i \otimes -id_{H^\perp})\).

Now we will prove the main result of this appendix.

5.1.3 Proposition. Let \( k = 1 \) or \( n - 1 \). Let \( m \neq k \). Then the natural projection

\[
f: T^*_Z(\mathbb{K} Gr_k \times \mathbb{K} Gr_m) \setminus \emptyset \to T^*(\mathbb{K} Gr_k) \setminus \emptyset
\]

is a submersion.
Proof. By taking the orthogonal complement if necessary, we may and assume that $k = 1$. Recall that

$$T^*_{\mathbb{K}Gr_k} = \{(l, u)| l \in \mathbb{K}Gr_k, u \in l \otimes_{\mathbb{K}} l^\perp\}.$$ 

By Corollary 5.1.2 we can identify

$$T^*_Z(\mathbb{K}Gr_k \times \mathbb{K}Gr_m) \simeq \{(l, H, v)| l \subset H, v \in l \otimes_{\mathbb{K}} H^\perp\}.$$ (5.1.9)

Then the projection $f$ is given by

$$f(l, H, v) = (l, (id_l \otimes p^*)(v))$$ (5.1.10)

where, we remind, $id_l \otimes p^*: l \otimes_{\mathbb{K}} H^\perp \to l \otimes_{\mathbb{K}} l^\perp$ is the natural imbedding.

Let us denote for brevity

$$S := T^*_Z(\mathbb{K}Gr_k \times \mathbb{K}Gr_m) \setminus 0,$$

$$T := T^*_Z(\mathbb{K}Gr_k) \setminus 0.$$ 

We have the commutative diagram

\[
\begin{array}{ccc}
S & \xrightarrow{f} & T \\
\downarrow{g_1} & & \downarrow{g_2} \\
\mathbb{K}Gr_k & & \\
\end{array}
\]

where $g_1, g_2$ are the obvious maps. Moreover all maps in this diagram commute with the natural action of the group $GL(n, \mathbb{K})$. Since the last group acts transitively on $\mathbb{K}Gr_k$, it follows that $f: S \to T$ is a submersion if and only if for any (equivalently, for some) $l \in \mathbb{K}Gr_k$ the restriction of $f$

$$f\big|_{g_1^{-1}(l)}: g_1^{-1}(l) \to g_2^{-1}(l)$$

is a submersion. But for a fixed $l \in \mathbb{K}Gr_k$ we have

$$g_1^{-1}(l) = \{(H, v)| H \supset l, v \in (l \otimes_{\mathbb{K}} H^\perp) \setminus \{0\}\},$$

$$g_2^{-1}(l) = (l \otimes_{\mathbb{K}} l^\perp) \setminus \{0\}.$$ 

Then the restriction of $f$ to $g_1^{-1}(l)$ is given by

$$f(H, v) = (id_l \otimes p^*)(v).$$

Let us denote by $G \subset GL(n, \mathbb{K})$ the stabilizer of $l$. Since $k = 1$, $G$ acts transitively on $g_2^{-1}(l)$. Moreover the map $f$ commutes with this action. This readily implies that $f\big|_{g_1^{-1}(l)}: g_1^{-1}(l) \to g_2^{-1}(l)$ is a submersion. Hence $f$ is a submersion. Q.E.D.
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