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Abstract. We study a diffuse interface model describing the motion of two viscous fluids driven by surface tension in a Hele-Shaw cell. The full system consists of the Cahn–Hilliard equation coupled with the Darcy’s law. We address the physically relevant case in which the two fluids have different viscosities (unmatched viscosities case) and the free energy density is the Flory–Huggins logarithmic potential. In dimension two we prove the uniqueness of weak solutions under a regularity criterion, and the existence and uniqueness of global strong solutions. In dimension three we show the existence and uniqueness of strong solutions, which are local in time for large data or global in time for appropriate small data. These results extend the analysis obtained in the matched viscosities case by Giorgini et al. (Ann Inst Henri Poincaré Anal Non Linéaire 35:318–360, 2018). Furthermore, we prove the uniqueness of weak solutions in dimension two by taking the well-known polynomial approximation of the logarithmic potential.
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1. Introduction

In this paper we consider a diffuse interface model for binary fluid flows driven by the surface tension between two flat plates separated by a narrow gap. This is known in literature as Hele-Shaw–Cahn–Hilliard (HSCH) system [8,27,28]. In a bounded domain $\Omega \subset \mathbb{R}^d$, $d = 2, 3$, with smooth boundary $\partial \Omega$, the dynamics of the difference of the fluid concentrations $\varphi$ is governed by the Cahn–Hilliard equation that reads as

$$\partial_t \varphi + u \cdot \nabla \varphi = \Delta (\Delta \varphi + \Psi'(\varphi)), \quad (1.1)$$

where the fluid velocity $u$ and the pressure $p$ are given by the Darcy’s law

$$\nu(\varphi)u + \nabla p = -\nabla \cdot (\nabla \varphi \otimes \nabla \varphi), \quad \text{div } u = 0. \quad (1.2)$$

Here, $\nu$ is the viscosity of the mixture and $\Psi$ is the free energy density of mixing. Some physical parameters have been scaled to one for simplicity. By virtue of its definition, the state variable $\varphi$ takes values in the interval $[-1, 1]$, where 1 and $-1$ are the homogeneous states (pure concentrations). The term $\Delta (\Delta \varphi + \Psi'(\varphi))$ in (1.1) accounts for diffusion mechanisms due to mixing in the system. The Korteweg force $-\nabla \cdot (\nabla \varphi \otimes \nabla \varphi)$ in (1.2) models capillary forces due to the surface tension [29]. Introducing the chemical potential $\mu = -\Delta \varphi + \Psi'(\varphi)$, up to redefine the pressure (cf. Remark 3.4 below), the HSCH system is rewritten as

$$\begin{cases}
\nu(\varphi)u + \nabla P = \mu \nabla \varphi, \\
\text{div } u = 0, \\
\partial_t \varphi + u \cdot \nabla \varphi = \Delta \mu, \\
\mu = -\Delta \varphi + \Psi'(\varphi),
\end{cases} \quad \text{in } \Omega \times (0,T). \quad (1.3)$$
The system is associated with the impermeability condition for \( u \) and homogeneous Neumann boundary conditions for both \( \varphi \) and \( \mu \), and an initial condition. This corresponds to the conditions

\[
\begin{aligned}
\begin{cases}
\mathbf{u} \cdot \mathbf{n} = \partial_n \mu = \partial_n \varphi = 0, & \text{on } \partial \Omega \times (0, T), \\
\varphi(\cdot, 0) = \varphi_0, & \text{in } \Omega,
\end{cases}
\end{aligned}
\]  

where \( \mathbf{n} \) is the unit outward normal vector to the boundary \( \partial \Omega \).

The purpose of this contribution is to study the HSCH system (1.3)–(1.4) under physically grounded assumptions on the viscosity of the mixture \( \nu \) and the free energy density \( \Psi \). In the theory of mixtures the viscosity coefficient \( \nu \) is an expression of the concentration \( \varphi \), the viscosities \( \nu_1 \) and \( \nu_2 \) of the homogeneous fluids and other parameters, such as the temperature. Particular relations are usually validated through experiments. A typical approximation in the unmatched viscosities case (\( \nu_1 \neq \nu_2 \)) can be expressed by the linear combination

\[
\nu(s) = \nu_1 \frac{1 + s}{2} + \nu_2 \frac{1 - s}{2}, \quad s \in [-1, 1].
\]  

Throughout our analysis, we will assume that \( \nu \) is a smooth and strictly positive function (see (A1)).

From thermodynamics the Helmholtz free energy density \( \Psi \) is given by \( \Psi = \Delta U - T \Delta S \), where \( \Delta U \) and \( \Delta S \) are the variations of internal energy and entropy of the mixture after mixing, and \( T \) is the constant temperature of the system. In the case of regular or polymer solutions, the entropy of mixing is derived from the Boltzmann equation, while the internal energy depends on the configuration after mixing (see [25], and the recent review [26]). This leads to the well-known Flory-Huggins potential

\[
\Psi(s) = \frac{\theta}{2} [(1 + s) \log(1 + s) + (1 - s) \log(1 - s)] - \frac{\theta_0}{2} s^2, \quad s \in [-1, 1],
\]  

where \( \theta \) and \( \theta_0 \) are the rescaled temperature and the so-called critical temperature. We consider hereafter the interesting case in which \( 0 < \theta < \theta_0 \). The total free energy associated with system (1.3) is the Ginzburg–Landau functional

\[
E(\varphi) = \int_{\Omega} \frac{1}{2} |\nabla \varphi|^2 + \Psi(\varphi) \, dx,
\]  

which accounts for interfacial energy and mixing tendencies of the binary mixture. We observe that any sufficiently regular solution satisfies the energy balance

\[
E(\varphi(t)) + \int_0^t \int_{\Omega} |\nabla \mu|^2 + \nu(\varphi) |\mathbf{u}|^2 \, dx \, d\tau = E(\varphi_0).
\]  

### 1.1. Physical Background

One of the fundamental problems in fluid mechanics concerns the dynamics of two contiguous fluids. Complex phenomena already appear in simple experiments when the spatial regions occupied by a single flow is deformed by moving fluid structures, and the interface area decreases its characteristic length scale and even changes its topology. An important example is the motion of one or two fluids between flat plates separated by a narrow gap. This was proposed by Henry S. Hele-Shaw in the seminal experiment [23] aiming to describe fluid flows in which viscous forces prevail over inertial forces. Under this assumption, the Navier–Stokes equations reduce to a linear relation. This is the so-called Darcy’s law that reads as

\[
\mathbf{u} = \frac{k^2}{12 \nu} \nabla p.
\]  

Here \( \mathbf{u} \) is a two dimensional vector field denoting the average of the velocity over the cell gap \( h \), namely \( \mathbf{u}_i = \frac{1}{h} \int_0^h u_i \, dx_3 \), for \( i = 1, 2 \). Even though the derivation of (1.9) from the Navier–Stokes equations naturally leads to a two dimensional flow (see, e.g. [20]), the equations (1.9) have the same form of the Darcy’s law studied for saturated flow in porous media in three dimensions.
The diffuse interface theory represents nowadays a successful method to simulate fluid mixtures, being able to capture the main features of the mutual interplay in the motion of two fluids. The key concept is to represent the interface as region with finite thickness. The interfaces are described as the level-set of the difference of fluids concentrations $\varphi$, whose values are uniform in homogeneous states and have a rapid but smooth variation across the interface. The dynamics of $\varphi$ is derived from the mass balance of the mixture assuming a partial mixing at the interface. This leads to the Cahn–Hilliard equation (1.1), in which the diffusive mass flux is given in term of the derivative of the free energy (1.7). The full model consisting of additional equations for the velocity field $\mathbf{u}$ is derived through an energetic variational procedure. In contrast to the sharp interface method, in which the interface is a time-dependent surface, the main advantage of the diffuse interface formulation is the transformation from a Lagrangian to an Eulerian description of the interfaces, which allows large deformation and topological changes. For this reason, diffuse interface models have been employed in many applications, as witnessed by a vast literature mostly devoted to numerical simulations. When the interface thickness go to zero, the relating free boundary (or sharp interface) problems are formally recovered from the diffuse interface system. We refer the interested reader to the reviews [2,11] and the references therein.

In the literature, the Hele-Shaw–Cahn–Hilliard model (1.3)–(1.4) has been derived as a simplification of the Navier–Stokes–Cahn–Hilliard system (Model H) in [27,28] and, more recently, in [8] (see also [14]). In these papers, the HSCH model has been applied to investigate pinchoff and reconnection, rising bubbles and fingering instabilities in a Hele-Shaw cell. It has been generalized in [21] for flows in karstic geometric. In these last years, the HSCH model has also had a considerable impact in modeling tumor growths. This system has been coupled with reaction-diffusion equations to take chemotaxis, active transport and nutrients into account. Among the large literature devoted to this subject, we mention [4,6,15,16,30].

1.2. Summary of Previous Results

The mathematical analysis of Hele-Shaw–Cahn–Hilliard system with constant viscosity and logarithmic free energy density has been addressed in [18]. The authors proved the existence of global weak solutions in dimension two and three. The uniqueness of weak solutions, their global regularity and the instantaneous separation property (from pure concentrations) have been established in dimension two. Furthermore, the existence of global regular solutions is shown in dimension three providing that the initial condition is close to an energy minimizer. We also mention two results concerning the existence of global weak solutions proved in [7,13]. In the former the HSCH system is coupled with a transport equation and a quasi-static reaction-diffusion equation. In the latter a multi-species HSCH model is studied with a mass source $S$ depending linearly on the concentration vector $(\varphi_c,\varphi_d)$. In the recent paper [9], the authors considered the nonlocal version of the HSCH system with constant viscosity and logarithmic potential. The global existence and uniqueness of weak and strong solutions are proven in both dimensions two and three. Moreover, the instantaneous separation property is established in dimension two. It is worth noting that, in comparison with the literature for the local case, the analysis in [9] provides a first result of global well-posedness in dimension three.

The HSCH system has been widely studied by considering the Landau polynomial approximation $\Psi_0(s) = (s^2 - 1)^2$ of the logarithmic potential (up to a constant) in previous works. For periodic boundary conditions and unmatched viscosities, existence and uniqueness of strong solutions in $H^s(\Omega)$, with $s > 1 + \frac{d}{2}$, global if $d = 2$ and local if $d = 3$, have been proved in [37]. The convergence to equilibrium and the global existence for initial data close to energy minimizer if $d = 3$ were established in [36]. The existence of global weak solutions has been shown in [8]. In the matched viscosities case ($\nu(s) \equiv 1$), the existence and uniqueness of strong solutions in $H^2(\Omega)$, global if $d = 2$ and local if $d = 3$, have been established in [31]. The authors also studied Gevrey regularity and exponential stability of constant state (i.e., the average of total mass for the initial datum) under suitable smallness assumptions. In [10,32], it is shown the convergence of weak solutions to (1.3) towards varifold solutions of the associated sharp interface problem. We mention that some variants of the HSCH system has been investigated in [22,24] (see also...
for a related optimal control problem). As already pointed out in [18] (see also [33]), the uniqueness of weak solutions has not been proven yet in dimension two. Finally, we remark that the main drawback in the analysis with a polynomial-like potential $\Psi_0$ is the lack of physical solutions. More precisely, it is not possible to guarantee that $\varphi$ stays in the meaningful interval $[-1, 1]$ for any initial condition.

1.3. Main Results

The aim of this contribution is to present a mathematical theory of existence, uniqueness and regularity for the Hele-Shaw–Cahn–Hilliard system with unmatched viscosities and thermodynamically consistent logarithmic free energy density. After discussing the existence of global weak solutions, we prove the following results:

- Uniqueness criterion for weak solutions in dimension two (Theorem 4.1);
- Existence and uniqueness of global strong solutions in dimension two (Theorem 5.1);
- Existence and uniqueness of strong solutions in dimension three, local in time for large data or global in time for small data (Theorem 6.1).

We point out that the first two results implies the weak-strong uniqueness property in dimension two, which entails the propagation of global regularity for any weak solution. Furthermore, we give a positive answer to a question related to the HSCH system with regular (polynomial) potential, namely we show

- Uniqueness of weak solutions in dimension two (Theorem 4.4).

The main issue in the analysis of the HSCH system is not merely the strong coupling between the Darcy’s law and the Cahn–Hilliard equation given by the capillary forces term $-\text{div} (\nabla \varphi \otimes \nabla \varphi)$, whose regularity determines roughly the properties of $u$. Rather the crucial difficulty arises from the combination of this nonlinear term with the non-constant viscosity and the singular nature of the logarithmic potential (1.6). We note that the latter makes challenging the control of the derivatives of the convex part of the potential $F(s) = \frac{\theta}{2} [(1 + s) \log(1 + s) + (1 - s) \log(1 - s)]$. Indeed, the different growth of its derivatives when $s$ approach $\pm 1$ translates into the relations

$$F''(s) \leq e^{C |F'(s)|} \quad \text{and} \quad |F'''(s)| \leq C F''(s)^2, \quad \forall s \in (-1, 1),$$

which prevent a control $F''(\varphi)$ in terms of $L^p$-norm of $F'(\varphi)$. As a consequence, the difference of two solutions $\varphi_1 - \varphi_2$ can only be estimated in the dual space of $H^1(\Omega)$ (cf. (4.7) below). In turn, a control of the difference of velocities in $L^2(\Omega)$ is not sufficient due to the term $-\Delta \varphi \nabla \varphi$ in (1.2). Another remarkable difficulty due to (1.10) concerns the regularity of the solution. More precisely, the spatial regularity of $\varphi$ is at most in $W^{2,p}(\Omega)$, where $p$ depends on the spatial dimension. Thus, further regularity properties compared to $L^2(\Omega \times (0, T))$ for the velocity are a hard task. These issues are overcome in our analysis developing two novel strategies. First, we reformulate the convective term in (1.1) by exploiting the algebraic form of the Darcy’s law. This method was used in [18] by noting that $u = \mathbb{P} (\text{div}(\nabla \varphi \otimes \nabla \varphi))$, where $\mathbb{P}$ is the Leray projection. However, in contrast to the case with matched viscosities studied in [18], the presence of the non-constant viscosity gives rise to more complicated terms including the pressure $p$ (see (4.8) below). The key idea in order to avoid a loss of derivative is to rewrite the terms $Z_i$ in (4.8) in such a way that $\nabla \varphi$ is the highest order derivative of the solution. This is carried out by exploiting the homogeneous Neumann boundary conditions to cancel all the boundary terms arising from integration by parts. This argument allows us to prove the uniqueness of weak solutions satisfying $\varphi \in L^\infty(0, T; W^{1,r}(\Omega))$ for some $r > 2$ in dimension two and the uniqueness of strong solutions in dimension three. Second, we show new a priori estimates in order to prove the existence of regular solutions. These are based on a differential equality involving the $L^2$-norm of $\nabla \mu$ and $u$, which is combined with a bound of the vorticity $\text{curl} u$ for the Darcy’s law. In two dimensions, taking advantage of the Brézis–Gallouet–Wainger inequality, we demonstrate a logarithmic differential inequality which implies global bounds in time. In three dimensions, the order of the nonlinear terms is supercritical. Since super-quadratic terms arise on the right-hand side of the resulting differential inequality, we infer the local existence of strong solutions.
for large smooth data. Nevertheless, exploiting the dissipative mechanisms of the system, these super-quadratic terms can be controlled providing that the initial data is suitably small. This entails the existence of global strong solutions and their exponential decay in time for such small data. We point out that our argument simplifies the proof in [18] based on the Łojasiewicz-Simon inequality in dimension three.

Plan of the Paper In Sect. 2 we collect some preliminary results. In Sect. 3 we recall the main assumptions and we discuss the existence of weak solutions. Section 4 is devoted to uniqueness results of weak solutions in dimension two. In Sect. 5 we study existence and uniqueness of strong solutions, and further regularity properties in dimension two. Section 6 is devoted to the analysis of strong solutions in dimension three. In Sect. 7 we provide some remarks and future directions. In “Appendix A” we report some generalized Gronwall lemmas.

2. Mathematical Setting

2.1. Function Spaces

Let $X$ be a (real) Banach or Hilbert space, whose norm is denoted by $\| \cdot \|_X$. The space $X'$ indicates the dual space of $X$ and $\langle \cdot , \cdot \rangle$ denotes the duality product. The vectorial space $X^d$ endowed with the product structure ($d$ is the spatial dimension) is denoted by $X$ with norm $\| \cdot \|_X$. In a bounded domain $\Omega \subset \mathbb{R}^d$ with smooth boundary $\partial \Omega$, $W^{k,p}(\Omega)$, $k \in \mathbb{N}$ and $p \in [1, +\infty)$, are the Sobolev spaces of real measurable functions on $\Omega$. We denote by $H^k(\Omega)$ the Hilbert spaces $W^{k,2}(\Omega)$ and by $\| \cdot \|_{H^k(\Omega)}$ its norm. In particular, $H = L^2(\Omega)$ with inner product and norm denoted by $\langle \cdot , \cdot \rangle$ and $\| \cdot \|$, respectively. The space $V = H^1(\Omega)$ is endowed with the norm $\| f \|_V^2 = \| \nabla f \|^2 + \| f \|^2$. For every $f \in V' = (H^1(\Omega))'$, we denote by $\tilde{f}$ the total mass of $f$ defined by $\tilde{f} = \frac{1}{|\Omega|} \langle f, 1 \rangle$. We recall the following Poincaré’s inequality

$$\| f - \tilde{f} \| \leq C \| \nabla f \|, \quad \forall f \in V, \quad (2.1)$$

where the constant $C$ depends only on $d$ and $\Omega$. Next, we introduce the Hilbert space of solenoidal function $H_\sigma = \{ u \in L^2(\Omega) : \text{div\ } u = 0 \text{ in } \Omega, u \cdot n = 0 \text{ on } \partial \Omega \}$, endowed with the usual norm $\| \cdot \|$. Let $\mathbb{P}$ be the Helmholtz-Leray orthogonal projection from $H$ onto $H_\sigma$. It is well known that every vector field $u \in H$ can be uniquely represented as $u = v + \nabla p$, where $v = \mathbb{P}u \in H_\sigma$ and $p \in V$ such that $\mathbb{P}p = 0$. We recall that $\mathbb{P}$ is a bounded operator from $W^{k,p}(\Omega)$, for $1 < p < \infty$ and $k \geq 0$, into itself (cf. [17, Lemma 3.3]), namely there exists a constant $C > 0$ such that

$$\| \mathbb{P}u \|_{W^{k,p}(\Omega)} \leq C \| u \|_{W^{k,p}(\Omega)}, \quad \forall u \in W^{k,p}(\Omega). \quad (2.2)$$

In addition, there exists a constant $C > 0$ such that

$$\| u \|_{V} \leq C (\| \text{curl\ } u \| + \| u \|), \quad \forall u \in V \cap H_\sigma, \quad (2.3)$$

where $\text{curl\ } u$ is the vorticity of $u$ defined by

$$\text{curl\ } u = \frac{\partial u_2}{\partial x_1} - \frac{\partial u_1}{\partial x_2} \quad d = 2, \quad \text{curl\ } u = \left( \frac{\partial u_3}{\partial x_2} - \frac{\partial u_2}{\partial x_3}, \frac{\partial u_1}{\partial x_3} - \frac{\partial u_3}{\partial x_1}, \frac{\partial u_2}{\partial x_1} - \frac{\partial u_1}{\partial x_2} \right) \quad d = 3.$$

2.2. Interpolation and Product Inequalities

We recall here some well-known interpolation inequalities in Sobolev spaces which can be found in classical literature (see e.g. [3, 35]):

- Ladyzhenskaya’s inequalities

$$\| f \|_{L^4(\Omega)} \leq C \| f \|_V^{\frac{1}{2}} \| f \|_V^{\frac{1}{2}}, \quad \forall f \in V, \quad d = 2, \quad (2.4)$$

$$\| f \|_{L^6(\Omega)} \leq C \| f \|_V^{\frac{1}{3}} \| f \|_V^{\frac{2}{3}}, \quad \forall f \in V, \quad d = 3.$$
\[
\|f\|_{L^4(\Omega)} \leq C \|f\|_{W^{1,4}(\Omega)}^{\frac{2}{3}}, \quad \forall f \in V, \ d = 3.
\] (2.5)

- Agmon’s inequalities

\[
\|f\|_{L^\infty(\Omega)} \leq C \|f\|_{W^{1,2}(\Omega)}^\delta \|f\|_{V}^\lambda, \quad \forall f \in H^2(\Omega), \ d = 2,
\] (2.6)

\[
\|f\|_{L^\infty(\Omega)} \leq C \|f\|_{W^{1,2}(\Omega)}^\delta \|f\|_{H^1(\Omega)}^\lambda, \quad \forall f \in H^2(\Omega), \ d = 3.
\] (2.7)

- Brézis–Gallouet–Wainger inequality

\[
\|f\|_{L^\infty(\Omega)} \leq C \left(1 + \|f\|_{V} \log^\frac{1}{2}(e + \|f\|_{W^{1,4}(\Omega)})\right), \quad \forall f \in W^{1,q}(\Omega), \ q > 2, \ d = 2.
\] (2.8)

- Gagliardo–Nirenberg inequalities

\[
\|f\|_{L^p(\Omega)} \leq C \|f\|_{W^{1,2}(\Omega)}^{1-\theta} \|f\|_{V}^\theta, \quad \forall f \in V, 1 \leq q \leq p < \infty, \ \theta = 1 - \frac{q}{p}, \ d = 2,
\] (2.9)

\[
\|f\|_{L^\infty(\Omega)} \leq C \|f\|_{W^{1,2}(\Omega)}^{1-\theta} \|f\|_{W^{1,4}(\Omega)}^\theta, \quad \forall f \in W^{1,q}(\Omega), \ q > 3, \ \theta = \frac{3q}{5q - 6}, \ d = 3.
\] (2.10)

We report the following results on the differentiation of a product in Sobolev spaces (\(d = 2, 3\))

\[
\|fg\|_{V} \leq C(\|f\|_{V} \|g\|_{L^\infty(\Omega)} + \|f\|_{L^\infty(\Omega)} \|g\|_{V}), \quad \forall f, g \in V \cap L^\infty(\Omega),
\] (2.11)

\[
\|fg\|_{H^2(\Omega)} \leq C(\|f\|_{H^2(\Omega)} \|g\|_{L^\infty(\Omega)} + \|f\|_{L^\infty(\Omega)} \|g\|_{H^2(\Omega)}), \quad \forall f, g \in H^2(\Omega).
\] (2.12)

### 2.3. Neumann’s Problems for Laplace Operator

We report here some results for homogeneous Neumann problems with constant and non-constant coefficients.

**Case I: Constant coefficients** Let us introduce the linear spaces

\[V_0 = \{u \in V : \quad \frac{\partial u}{\partial n} = 0\}, \quad L^2_0 = \{u \in H : \quad \frac{\partial u}{\partial n} = 0\}, \quad V_0' = \{u \in V' : \quad \frac{\partial u}{\partial n} = 0\}.
\]

We consider the linear operator \(A \in \mathcal{L}(V_0, V_0')\) defined by \(\langle Au, v \rangle = (\nabla u, \nabla v)\), for all \(u, v \in V_0\). The operator \(A\) is positive, self-adjoint and has compact inverse denoted by \(A^{-1}\). For \(f \in V_0'\), \(u = A^{-1}f\) is the unique weak solution of the homogeneous Neumann problem

\[
\begin{cases}
-\Delta u = f, & \text{in } \Omega, \\
\frac{\partial u}{\partial n} = 0, & \text{on } \partial \Omega,
\end{cases}
\]

namely \(\langle Au, v \rangle = \langle f, v \rangle\), for all \(v \in V_0\). It follows that

\[
\langle f, A^{-1}g \rangle = \langle A^{-1}f, g \rangle = \int_{\Omega} \nabla(A^{-1}f) \cdot \nabla(A^{-1}g) \, dx, \quad \forall f, g \in V_0'.
\] (2.13)

For any \(f \in V_0'\), we define \(\|f\|_{V_0'} = \|\nabla A^{-1}f\|\), which is a norm on \(V_0'\) equivalent to the natural norm. Moreover, the operator \(A\) can be seen as an unbounded operator on \(L^2_0\) with domain \(D(A) = \{u \in V_0 \cap H^2(\Omega) : \quad \frac{\partial u}{\partial n} = 0 \text{ on } \partial \Omega\}\). Finally, we report the following Hilbert interpolation inequality and elliptic estimates for the Neumann problem:

\[
\|f\| \leq \|f\|_{V_0'}^{\frac{1}{3}} \|\nabla f\|^{\frac{2}{3}}, \quad \forall f \in V_0,
\] (2.14)

\[
\|\nabla A^{-1}f\|_{H^{k+1}(\Omega)} \leq C \|f\|_{H^{k+1}(\Omega)}, \quad \forall f \in H^{k-1}(\Omega) \cap L^2_0, \quad k \in \mathbb{N},
\] (2.15)

\[
\|A^{-1}f\|_{W^{k+2,p}(\Omega)} \leq C \|f\|_{W^{k,p}(\Omega)}, \quad \forall f \in W^{k,p}(\Omega) \cap L^2_0, \quad k \in \mathbb{N}, \quad 1 < p < \infty.
\] (2.16)

**Case II: Non-constant coefficients** We consider the homogeneous Neumann problem with a non-constant coefficient \(K\) depending on a given measurable function \(\theta\). This reads as follows
\[
\begin{aligned}
-\text{div} (K(\theta) \nabla u) = f, & \quad \text{in } \Omega, \\
\partial_n u = 0, & \quad \text{on } \partial \Omega.
\end{aligned}
\]  

(2.17)

We have the following result.

**Theorem 2.1.** Let \( d = 2, 3 \). Assume that \( K \in C^1(\mathbb{R}) \) such that \( 0 < K \leq K(s) \leq \bar{K} \) for all \( s \in \mathbb{R} \). Then, we have the following:

- Let \( f \in V_0^r \). There exists a unique \( u \in V_0 \) such that \((K(\theta) \nabla u, \nabla v) = (f, v)\), for all \( v \in V_0 \).
- Let \( \theta \in W^{1,r}(\Omega) \), with \( d < r \leq \infty \), and \( f \in L^2(\Omega) \). Then, \( u \in H^2(\Omega) \) and \( \partial_n u = 0 \) on \( \partial \Omega \). Moreover, there exists a positive increasing function \( Q \) depending on \( K, \bar{K} \) and \( r \) such that

\[
\|u\|_{H^2(\Omega)} \leq Q(R)\|f\|,
\]

where \( \|\theta\|_{W^{1,r}(\Omega)} \leq R \). In particular, there exists a constant \( C > 0 \) such that

\[
\begin{aligned}
\|u\|_{H^2(\Omega)} & \leq C(1 + \|\theta\|_{W^{1,4}(\Omega)})\|f\|, \quad d = 2, \\
\|u\|_{H^2(\Omega)} & \leq C(1 + \|\theta\|_{W^{1,\infty}(\Omega)})\|f\|, \quad d = 2, 3.
\end{aligned}
\]

**Proof.** The first part is standard. To prove the estimate in \( H^2(\Omega) \), we follow the argument in [1, Lemma 4]. We take \( v = \frac{w}{K(\theta)} - \frac{w}{K(\theta)} \) as test function, with \( w \in V \). Note that \( v \in V \) since \( \nabla \varphi \in L^r(\Omega) \) with \( r > d \).

Hence, for \( f \in L_0^2 \), we obtain

\[
(\nabla u, \nabla w) = \left( \frac{K'(\theta)}{K(\theta)} \nabla u \cdot \nabla \theta + \frac{f}{K(\theta)}, w \right), \quad \forall w \in V.
\]

Since \( \|u\|_V \leq C\|f\| \) by the first part, we observe that

\[
\left\| \frac{K'(\theta)}{K(\theta)} \nabla u \cdot \nabla \theta + \frac{f}{K(\theta)} \right\|_{L^2(\Omega)} \leq C(1 + \|\nabla \theta\|_{L^s(\Omega)})\|f\|, \quad s = \min\{s_0, 2\}, \quad \text{where } \frac{1}{s_0} = \frac{1}{2} + \frac{1}{r}.
\]

By the \( L^p \)-regularity theory of the Neumann problem with constant coefficients (2.16), we deduce that \( u \in W^{2,s}(\Omega) \). If \( s = 2 \), the proof is complete. Otherwise, this implies that \( u \in W^{1,p}(\Omega) \), where \( \frac{1}{p} = \frac{1}{s} - \frac{1}{2} \)

and \( \|u\|_{W^{1,r}(\Omega)} \leq C(1 + \|\nabla \theta\|_{L^r(\Omega)})\|f\| \). Since \( p > 2 \), we can exploit the bound in \( W^{1,p}(\Omega) \) to improve the value of \( s \). By a finite number of iterations, we eventually find \( s = 2 \), and the bound \( \|u\|_{H^2(\Omega)} \leq Q(R)\|f\| \).

The particular case \( r = \infty \) can be directly obtained by the above estimated since \( s_0 = 2 \). The case \( r = 4 \) for \( d = 2 \) requires two iterations of the above argument. First, thanks to the embedding \( W^{2, \frac{4}{3}}(\Omega) \hookrightarrow W^{1,4}(\Omega) \), we deduce that \( \|u\|_{W^{1,4}(\Omega)} \leq C(1 + \|\nabla \theta\|_{L^4(\Omega)})\|f\| \). Then, this bound is used as follows

\[
\left\| \frac{K'(\theta)}{K(\theta)} \nabla u \cdot \nabla \theta + \frac{f}{K(\theta)} \right\|_{L^2(\Omega)} \leq C\|\nabla u\|_{L^4(\Omega)}\|\nabla \theta\|_{L^4(\Omega)} + C\|f\|
\]

which implies the desired conclusion.

\[\square\]

2.4. Neumann’s Problem for Laplace Operator with Logarithmic Potential

We introduce the homogeneous Neumann problem with a logarithmic convex nonlinear term

\[
\begin{aligned}
-\Delta u + F'(u) = f, & \quad \text{in } \Omega, \\
\partial_n u = 0, & \quad \text{on } \partial \Omega.
\end{aligned}
\]  

(2.18)

We assume that \( F : [-1, 1] \rightarrow \mathbb{R} \) satisfies \( F \in C([-1, 1]) \cap C^2(-1, 1) \),

\[
\lim_{s \to -1^+} F' (s) = -\infty, \quad \lim_{s \to -1^-} F' (s) = +\infty, \quad F'' (s) \geq 0 > 0 \quad \forall s \in (-1, 1).
\]  

(2.19)

We now report existence results and elliptic estimates whose proofs can be found in [1, 5, 19].

**Theorem 2.2.** Assume that \( F \) satisfies the assumptions (2.19).
The viscosity coefficient $\nu$ belongs to $C^2(\mathbb{R})$ and satisfies

\[ 0 < \nu_\ast \leq \nu(s) \leq \nu^\ast, \quad \forall s \in \mathbb{R}. \tag{3.1} \]

(A2) The free energy density $\Psi$ can be decomposed into the form

\[ \Psi(s) = F(s) - \frac{\theta_0}{2} s^2, \quad \forall s \in [-1, 1]. \tag{3.2} \]

The function $F : [-1, 1] \mapsto \mathbb{R}$ satisfies $F \in C([-1, 1]) \cap C^4(-1, 1),$ \[ \lim_{s \to -1^+} F'(s) = -\infty, \quad \lim_{s \to -1^-} F'(s) = +\infty, \quad F''(s) \geq \theta > 0 \quad \forall s \in (-1, 1), \]

where the positive constants $\theta_0$, $\theta$ satisfy $\theta_0 - \theta := \alpha > 0$. In addition, there exists $\kappa \in (0, 1)$ such that

\[ F^{(3)}(s)s \geq 0, \quad F^{(4)}(s) > 0, \quad \forall s \in (-1, -1 + \kappa] \cup [1 - \kappa, 1). \]

Without loss of generality, we assume $F(0) = F'(0) = 0$ and we make the extension that $F(s) = +\infty$, for all $|s| > 1$.

In addition to (A2), we will possibly assume the following properties for the free energy density:
(A3) The second derivative $F''$ is convex and there exists a constant $C > 0$ such that
\[ F''(s) \leq Ce^{C|F'(s)|}, \quad \forall s \in (-1, 1). \]

(A4) The potential $\Psi$ has two symmetric minima $\pm \beta$ in $(-1, 1)$ such that $\Psi(-\beta) = \Psi(\beta) < 0$.

Remark 3.1. The assumption (A1) is satisfied by (1.5). The assumptions (A2), (A3) and (A4) are motivated by the logarithmic potential (1.6) with $F(s) = \frac{\theta}{2} [(1+s) \log(1+s) + (1-s) \log(1-s)]$, for $s \in [-1, 1]$. In particular, we observe that there exist $\pm \beta$ which are solutions of the equation $\Psi'(s) = 0$ in $[-1, 1]$, namely
\[ \frac{\theta}{2} \log \left( \frac{1 + \beta}{1 - \beta} \right) = \theta \beta. \]

The first result concerns the existence of global weak solutions in both two and three dimensions.

**Theorem 3.2.** Let $d = 2, 3$ and $T > 0$. Assume that (A1)–(A2) hold. Given $\varphi_0 \in V \cap L^\infty(\Omega)$ such that $\|\varphi_0\|_{L^\infty(\Omega)} \leq 1$ and $\varphi_0 \in (-1, 1)$, there exists a weak solution $(u, P, \varphi)$ to problem (1.3)–(1.4) on $[0, T]$ in the following sense:

- **The weak solution $(u, P, \varphi)$ fulfills the regularity**
  \[ u \in L^2(0, T; H^1), \quad P \in L^q(0, T; V_0), \quad \varphi \in C([0, T], V) \cap L^4(0, T; H^2(\Omega)) \cap L^2(0, T; W^{2,p}(\Omega)) \cap H^1(0, T; V^\prime), \]
  \[ \varphi \in L^\infty(\Omega \times (0, T)) \text{ with } |\varphi(x, t)| < 1 \quad \text{a.e.} \quad (x, t) \in \Omega \times (0, T), \]
  \[ \Psi'(\varphi) \in L^2(0, T; L^p(\Omega)), \]
  where $q = \frac{8}{5}$ if $d = 3$ or any $q \in [1, 2)$ if $d = 2$, $p = 6$ if $d = 3$ or any $2 \leq p < \infty$ if $d = 2$.

- **The weak solution $(u, P, \varphi)$ satisfies**
  \[ \nu(\varphi) u + \nabla P = \mu \nabla \varphi \quad \text{a.e.} \quad (x, t) \in \Omega \times (0, T), \]
  \[ (\partial_t \varphi, v) + (u \cdot \nabla \varphi, v) + (\nabla \mu, \nabla v) = 0, \quad \forall v \in V, \quad \text{a.e.} \quad t \in (0, T), \]
  where $\mu = -\Delta \varphi + \Psi'(\varphi) \in L^2(0, T; V)$. Moreover, $\partial_n \varphi = 0$ almost everywhere on $\partial \Omega \times (0, T)$ and $\varphi(., 0) = \varphi_0$ in $\Omega$.

- **The weak solution $(u, P, \varphi)$ fulfills the energy identity**
  \[ \frac{d}{dt} E(\varphi(t)) + \|\sqrt{\nu(\varphi)} u(t)\|^2 + \|\nabla \mu(t)\|^2 = 0, \quad \text{for a.e.} \quad t \in (0, T), \]

  and the mass conservation
  \[ \int_{\Omega} \varphi(t) \, dx = \int_{\Omega} \varphi_0 \, dx, \quad \forall t \in [0, T]. \]

The proof of Theorem 3.2 can be achieved with the same method exploited in [18, Theorem 2.1], combined with [8, Theorem 3.1] and [24, Theorem 2.1] which are valid for regular approximations $\Psi_\varepsilon$ of the potential $\Psi$ (cf. (5.2) below). The proof is rather standard and lengthy, and thus it is omitted here.

**Remark 3.3.** The assumption on the initial total mass $|\varphi_0| < 1$ indicates that the initial datum is allowed to be a mixture but not a single fluid (i.e. $\varphi \equiv 1$ or $\varphi \equiv -1$).

**Remark 3.4.** Let $(u, P, \varphi)$ be a weak solution given by Theorem 3.2. The pressure $P$ is the weak solution of the Neumann problem
\[
\begin{cases}
-\text{div} \left( \frac{1}{\nu(\varphi)} \nabla P \right) = -\text{div} \left( \frac{\nu \nabla \varphi}{\nu(\varphi)} \right), & \text{in } \Omega, \\
\partial_n P = 0, & \text{on } \partial \Omega.
\end{cases}
\]
We note that \(-\text{div}(\mu \nabla \varphi) = 0\) by virtue of the homogeneous Neumann boundary condition for \(\varphi\) and its regularity. For \(v \in V\), multiplying (3.7) by \(\nabla \varphi / \nu(\varphi)\) and integrating over \(\Omega\), we obtain

\[
\int_\Omega \frac{1}{\nu(\varphi)} \nabla P \cdot \nabla v \, dx = \int_\Omega \frac{1}{\nu(\varphi)} \mu \nabla \varphi \cdot \nabla v \, dx.
\]

On the other hand, multiplying (3.7) by \(\nabla v\), the pressure \(P\) can be read as the weak solution of the Neumann problem

\[
\begin{cases}
-\Delta P = -\text{div} \left( -\nu(\varphi) u + \mu \nabla \varphi \right), & \text{in } \Omega, \\
\partial_n P = 0, & \text{on } \partial \Omega,
\end{cases}
\]

namely \(P = A^{-1} \left( -\text{div} \left( -\nu(\varphi) u + \mu \nabla \varphi \right) \right)\), where \(A^{-1}\) is defined in Sect. 2.3. Since \(\varphi\) is bounded, using the relation \(\mu \nabla \varphi = \nabla (\mu \varphi) - \varphi \nabla \mu\) and integrating by parts, we have

\[
|(-\text{div} \left( -\nu(\varphi) u + \mu \nabla \varphi \right), v)| \leq C (\|u\| + \|\nabla \mu\| + \|\mu\|) \|\Delta \varphi\|, \quad \forall v \in D(A).
\]

Recalling that \(A^{-1} : (D(A))' \to L^2_o\) is a linear and continuous operator, and \(u \in L^2(0,T;H_\sigma)\) and \(\mu \in L^2(0,T;V)\), the above inequality entails that \(P \in L^2(0,T;L^2_0)\). The Darcy’s law (3.7) can be written only in terms of \(\varphi\) as in (1.2), which will be needed in the next section. To this purpose, exploiting the identity

\[
\mu \nabla \varphi = \nabla \left( \frac{1}{2} |\nabla \varphi|^2 + \Psi(\varphi) \right) - \text{div} (\nabla \varphi \otimes \nabla \varphi),
\]

where \((a \otimes b)_{ij} = a_i b_j\), we rewrite (3.7) as follows

\[
\nu(\varphi) u + \nabla p = -\text{div} (\nabla \varphi \otimes \nabla \varphi), \quad \text{a.e. } (x,t) \in \Omega \times (0,T),
\]

where the (original) pressure \(p = P - \frac{1}{2} |\nabla \varphi|^2 + \Psi(\varphi) + \frac{1}{2} |\nabla \varphi|^2 + \Psi(\varphi)\). It is immediate to infer from assumption (A2) and the regularities (3.4) and (3.5) that \(p \in L^2(0,T;L^p_0)\). In addition, by (3.4) and (3.5), it is possible to show (cf. [18, (3.41)]) that \(\text{div} (\nabla \varphi \otimes \nabla \varphi) \in L^q(0,T;H)\), with \(q\) as in Theorem 3.2, which in turn implies \(p \in L^q(0,T;V)\). The same argument entails that \(P \in L^q(0,T;V)\).

### 4. Uniqueness Results for Weak Solutions in Two Dimensions

In this section we prove two results of uniqueness and continuous dependence for weak solutions in dimension two. First, we prove the uniqueness of solutions to the HSCH with logarithmic potential which belong to a slightly smaller set than weak solutions. More precisely, weak solutions are unique in the class of function satisfying \(\varphi \in L^\infty(0,T;W^{1,r}(\Omega))\), for some \(r > 2\) (cf. Theorem 3.2). This result will be used in the next section to show the propagation of regularity for weak solutions. In addition, thanks to the existence of strong solutions (Theorem 5.1), this can be interpreted as a weak-strong uniqueness result. Next, we show the uniqueness of weak solutions to the HSCH system when the logarithmic potential is replaced by its well-known regular (polynomial) approximation.

#### 4.1. Uniqueness Criterion for the HSCH System with Logarithmic Potential

**Theorem 4.1.** Let \(d = 2\). Assume that (A1)–(A2) hold. Given \(\varphi_{01}, \varphi_{02}\) such that \(\varphi_{01} \in W^{1,r}(\Omega)\) for some \(r > 2\), \(\varphi_{02} \in V\), \(\|\varphi_{0i}\|_{L^\infty(\Omega)} \leq 1\), \(i = 1,2\), and \(\varphi_{01} = \varphi_{02} \in (-1,1)\), consider two weak solutions \((u_1, P_1, \varphi_1)\) and \((u_2, P_2, \varphi_2)\) to (1.3)–(1.4) on \([0,T]\) with initial data \(\varphi_{01}\) and \(\varphi_{02}\), respectively. In addition, suppose that \(\varphi_1 \in L^\infty(0,T;W^{1,r}(\Omega))\). Then, there exists a positive constant \(C = C(T)\) such that

\[
\|\varphi_1(t) - \varphi_2(t)\|_{V_0'} \leq C \|\varphi_{01} - \varphi_{02}\|_{V_0'}, \quad \forall t \in [0,T].
\]
Proof. Let us set \( u = u_1 - u_2, \) \( p = p_1 - p_2 \) and \( \varphi = \varphi_1 - \varphi_2. \) They satisfy
\[
(\partial_t \varphi, v) - (u_1 \varphi, \nabla v) - (u_2, \nabla v) + (\nabla \mu, \nabla v) = 0, \quad \forall v \in V, \tag{4.1}
\]
for almost every \( t \in (0, T), \) where \( u \) and \( p \) satisfy (see (3.12) in Remark 3.4)
\[
\nu(\varphi_1) u + \nabla p = -\text{div}(\nabla \varphi_1 \otimes \nabla \varphi) - \text{div}(\nabla \varphi \otimes \nabla \varphi_2) - (\nu(\varphi_1) - \nu(\varphi_2)) u_2, \tag{4.2}
\]
and \( \mu = \mu_1 - \mu_2 \) is given by \( \mu = -\Delta \varphi + \Psi'(\varphi_1) - \Psi'(\varphi_2). \) We recall that \( \bar{\varphi}(t) = 0, \) for all \( t \in (0, T). \) We have the uniform bounds (cf. Theorem 3.2)
\[
\|\varphi_i\|_{L^\infty(\Omega \times (0,T))} \leq 1, \quad \|\varphi_i\|_{L^\infty(0,T;V)} \leq C_0, \quad i = 1, 2, \quad \text{and} \quad \|\varphi_i\|_{L^\infty(0,T;W^{1,r}(\Omega))} \leq R, \tag{4.3}
\]
for some \( R > 0 \) due to the assumption on \( \varphi_1. \) Hereafter \( C \) will denote a generic constant depending on the parameter of the system, interpolation and embedding results and \( C_0, \) whereas \( C_R \) is a generic constant whose value depend on \( R \) in (4.3).

Taking \( v = A^{-1} \varphi \) in (4.1), we find the differential equation
\[
\frac{1}{2} \frac{d}{dt} \|\varphi\|_{V_0^p}^2 + (\mu, \varphi) = I_1 + I_2,
\]
where
\[
I_1 = (u_1 \varphi, \nabla A^{-1} \varphi), \quad I_2 = (u_2, \nabla A^{-1} \varphi). \tag{4.4}
\]
Integrating by parts, and using (2.14) and assumption (A2), we obtain
\[
(\mu, \varphi) = \|\nabla \varphi\|^2 + (\Psi'(\varphi_1) - \Psi'(\varphi_2), \varphi) \\
\geq \|\nabla \varphi\|^2 - \alpha \|\varphi\|^2 \\
\geq \frac{1}{2} \|\nabla \varphi\|^2 - C \|\varphi\|_{V_0^p}^2. \tag{4.5}
\]
By exploiting (2.4), (2.14), and (2.15), we control \( I_1 \) as follows
\[
I_1 \leq \|u_1\|_{W^1(\Omega)} \|\nabla A^{-1} \varphi\|_{L^1(\Omega)} \\
\leq C \|u_1\|_{W^1(\Omega)} \|\varphi\|_{V_0^p} \\
\leq \frac{1}{4} \|\nabla \varphi\|^2 + C \|u_1\|^2 \|\varphi\|_{V_0^p}^2. \tag{4.6}
\]
Thanks to (4.5) and (4.6), we deduce the differential inequality
\[
\frac{1}{2} \frac{d}{dt} \|\varphi\|_{V_0^p}^2 + \frac{1}{4} \|\nabla \varphi\|^2 \leq C(1 + \|u_1\|^2) \|\varphi\|_{V_0^p}^2 + I_2. \tag{4.7}
\]
The rest of the proof is devoted to estimate \( I_2. \) Since \( \nu(\varphi_1) \) is strictly positive (cf. (A1)), using the Leray projection operator and (4.2), we rewrite \( I_2 \) as follows
\[
I_2 = (u, P(\varphi_2 \nabla A^{-1} \varphi)) \\
= (\nu(\varphi_1) u, \frac{1}{\nu(\varphi_1)} P(\varphi_2 \nabla A^{-1} \varphi)) \\
= -\left( \nabla p, \frac{1}{\nu(\varphi_1)} P(\varphi_2 \nabla A^{-1} \varphi) \right) - \left( \text{div}(\nabla \varphi_1 \otimes \nabla \varphi), \frac{1}{\nu(\varphi_1)} P(\varphi_2 \nabla A^{-1} \varphi) \right) \\
- \left( \text{div}(\nabla \varphi \otimes \nabla \varphi_2), \frac{1}{\nu(\varphi_1)} P(\varphi_2 \nabla A^{-1} \varphi) \right) - \left( (\nu(\varphi_1) - \nu(\varphi_2)) u_2, \frac{1}{\nu(\varphi_1)} P(\varphi_2 \nabla A^{-1} \varphi) \right) \\
= Z_1 + Z_2 + Z_3 + Z_4. \tag{4.8}
\]
We observe that \( Z_1 \) can be rewritten as follows
\[
Z_1 = -\left( \frac{1}{\nu(\varphi_1)} \nabla p, \frac{1}{\nu(\varphi_1)} P(\varphi_2 \nabla A^{-1} \varphi) \right) \\
= -\left( \nabla \left( \frac{p}{\nu(\varphi_1)} \right), P(\varphi_2 \nabla A^{-1} \varphi) \right) - \left( p' \frac{1}{\nu^2(\varphi_1)} \nabla \varphi_1, \frac{1}{\nu(\varphi_1)} P(\varphi_2 \nabla A^{-1} \varphi) \right)
\]
Here we have used that \( P \nabla v = 0 \) for \( v \in V \). By (2.2), (2.9), (2.14), (2.15), and (4.3), we have
\[
\| P(\varphi_2 \nabla^{-1} \varphi) \|_{L^\infty(\Omega)} \leq C \| \nabla^{-1} \varphi \|_{L^\infty(\Omega)}.
\]
\[
\leq C \| \varphi \|_{H^1_0(\Omega)} \| \varphi \|_{H^2(\Omega)}.
\]
Hence, we get
\[
Z_1 \leq C \| p \|_{L^2(\Omega)} \| \nabla \varphi_1 \|_{L^\infty(\Omega)} \| \varphi \|_{H^1_0(\Omega)} \| \nabla \varphi \|_{H^2(\Omega)}.
\] (4.9)

In order to find a control of \( p \) in \( L^2(\Omega) \), we divide (4.2) by \( \nu(\varphi_1) \) and we test the resulting equation by \( \nabla q \), where \( q \in H^2(\Omega) \) with \( \partial_\alpha q = 0 \) on \( \partial \Omega \). Then, we obtain
\[
\left( \frac{1}{\nu(\varphi_1)} \nabla p, \nabla q \right) = - \left( \frac{1}{\nu(\varphi_1)} \text{div} (\nabla \varphi_1 \otimes \nabla \varphi), \nabla q \right) - \left( \frac{1}{\nu(\varphi_1)} \text{div} (\nabla \varphi \otimes \nabla \varphi_2), \nabla q \right)
\]
\[- \left( \frac{\nu(\varphi_1) - \nu(\varphi_2)}{\nu(\varphi_1)} u_2, \nabla q \right). \] (4.10)

Due to the boundary condition satisfied by \( q \), after an integration by parts, we have
\[
\left( \frac{1}{\nu(\varphi_1)} \nabla p, \nabla q \right) = - (p, \text{div} \left( \frac{\nabla q}{\nu(\varphi_1)} \right)).
\]

For a \( d \times d \) tensor \( S \) and two vector fields \( v \) and \( w \), we recall the relations \( \text{div} (S^t v) = S : \nabla v + \text{div} S \cdot v \), where \( A : B = \sum_{i,j=1}^d A_{ij} B_{ij} \), and \( (v \otimes w)^t = w \otimes v \). Accordingly, we rewrite the first two terms on the right-hand side of (4.10) as follows
\[
- \int_\Omega \text{div} (\nabla \varphi_1 \otimes \nabla \varphi) \cdot \frac{\nabla q}{\nu(\varphi_1)} \, dx - \int_\Omega \text{div} (\nabla \varphi \otimes \nabla \varphi_2) \cdot \frac{\nabla q}{\nu(\varphi_1)} \, dx
\]
\[
= \int_\Omega \text{div} \left( \left( \nabla \varphi_1 \otimes \nabla \varphi \right)^t \frac{\nabla q}{\nu(\varphi_1)} \right) \, dx + \int_\Omega \nabla \varphi_1 \otimes \nabla \varphi : \nabla \left( \frac{\nabla q}{\nu(\varphi_1)} \right) \, dx
\]
\[
= \int_{\partial \Omega} \frac{1}{\nu(\varphi_1)} \left( \nabla \varphi_1 \otimes \nabla \varphi_1 \nabla q \right) \cdot n \, d\sigma + \int_{\partial \Omega} \nabla \varphi_1 \otimes \nabla \varphi : \nabla \left( \frac{\nabla q}{\nu(\varphi_1)} \right) \, dx
\]
\[
= - \int_{\partial \Omega} \frac{1}{\nu(\varphi_1)} \left( \nabla \varphi_1 \cdot \nabla q \right) \left( \nabla \varphi_1 \cdot n \right) \, d\sigma + \left( \nabla \varphi_1 \otimes \nabla \varphi, \nabla \left( \frac{\nabla q}{\nu(\varphi_1)} \right) \right)
\]
\[
= \left( \nabla \varphi_1 \otimes \nabla \varphi, \nabla \left( \frac{\nabla q}{\nu(\varphi_1)} \right) \right) \]

Thus, combining the two expressions above with (4.10), we deduce that
\[
- \left( p, \text{div} \left( \frac{\nabla q}{\nu(\varphi_1)} \right) \right) = \left( \nabla \varphi_1 \otimes \nabla \varphi + \nabla \varphi \otimes \nabla \varphi_2, \nabla \left( \frac{\nabla q}{\nu(\varphi_1)} \right) \right)
\]
\[
- \left( \frac{\nu(\varphi_1) - \nu(\varphi_2)}{\nu(\varphi_1)} u_2, \nabla q \right). \] (4.11)
Next, we choose the test function $q$ such that

$$\begin{cases}
-\text{div} \left( \frac{1}{\nu(\varphi_1)} \nabla q \right) = p, & \text{in } \Omega, \\
\partial_n q = 0, & \text{on } \partial \Omega.
\end{cases} \tag{4.12}$$

Since $p \in L^2(0, T; L^2_0)$ and $\varphi_1 \in L^\infty(0, T; W^{1,r}(\Omega))$, Theorem 2.1 entails that there exists a unique $q \in L^2(0, T; H^2(\Omega))$ which satisfies (4.12). In particular, we have the following estimate

$$\|q\|_{H^2(\Omega)} \leq C_R \|p\|. \tag{4.13}$$

By definition of $q$, we can rewrite (4.11) as

$$\|p\|^2 = \left( \nabla \varphi_1 \otimes \nabla \varphi + \nabla \varphi \otimes \nabla \varphi_2, \nabla \left( \frac{1}{\nu(\varphi_1)} \nabla q \right) \right) - \left( \frac{\nu(\varphi_1) - \nu(\varphi_2)}{\nu(\varphi_1)} \nabla u_2, \nabla q \right)$$

$$= \left( \nabla \varphi_1 \otimes \nabla \varphi + \nabla \varphi \otimes \nabla \varphi_2, \frac{\nu'(\varphi_1)}{\nu(\varphi_1)^2} \nabla q \otimes \nabla \varphi_1 + \frac{1}{\nu(\varphi_1)} \nabla \nabla q \right)$$

$$- \left( \frac{\nu(\varphi_1) - \nu(\varphi_2)}{\nu(\varphi_1)} \nabla u_2, \nabla q \right). \tag{4.14}$$

By using assumption (A1), the embedding $V \hookrightarrow L^p(\Omega)$, for any $p \geq 1$, together with (2.9), (2.14), and (4.13), we control the terms on right-hand side as follows

$$\left( \nabla \varphi_1 \otimes \nabla \varphi + \nabla \varphi \otimes \nabla \varphi_2, \frac{\nu'(\varphi_1)}{\nu(\varphi_1)^2} \nabla q \otimes \nabla \varphi_1 + \frac{1}{\nu(\varphi_1)} \nabla \nabla q \right)$$

$$\leq C \left( \|\nabla \varphi_1\|_{L^\infty(\Omega)} + \|\nabla \varphi_2\|_{L^\infty(\Omega)} \right) \left( 1 + \|\nabla \varphi_1\|_{L^r(\Omega)} \right) \|\nabla \varphi\| \|q\|_{H^2(\Omega)}$$

$$\leq C_R \left( \|\nabla \varphi_1\|_{L^\infty(\Omega)} + \|\nabla \varphi_2\|_{L^\infty(\Omega)} \right) \|\nabla \varphi\| \|p\|,$n

and

$$- \left( \frac{\nu(\varphi_1) - \nu(\varphi_2)}{\nu(\varphi_1)} \nabla u_2, \nabla q \right) \leq C \|\nabla u_2\| \|\nabla \varphi\|_{L^r(\Omega)} \|q\|_{H^2(\Omega)}$$

$$\leq C_R \|\nabla u_2\| \|\nabla \varphi\| \|p\| \|\nabla \varphi\|_{V_0^*} \|\nabla \varphi\|_{V_0^*} \|p\|.
$$

Hence, we obtain the following estimate for the pressure

$$\|p\| \leq C_R \left( \|\nabla \varphi_1\|_{L^\infty(\Omega)} + \|\nabla \varphi_2\|_{L^\infty(\Omega)} \right) \|\nabla \varphi\| + C_R \|\nabla \varphi\| \|\nabla \varphi\|_{V_0^*} \|\nabla \varphi\|_{V_0^*} \|p\| \|\nabla \varphi\|_{V_0^*} \|\nabla \varphi\|_{V_0^*} \|p\|. \tag{4.15}$$

Combining (4.9) with (4.15), we deduce that

$$Z_1 \leq C_R \left( \|\nabla \varphi_1\|_{L^\infty(\Omega)} + \|\nabla \varphi_2\|_{L^\infty(\Omega)} \right) \|\nabla \varphi\| \|\nabla \varphi\|_{V_0^*} \|\nabla \varphi\|_{V_0^*} + C_R \|\nabla \varphi\| \|\nabla \varphi\|_{V_0^*} \|\nabla \varphi\|_{V_0^*} \|\nabla \varphi\|_{V_0^*} \|\nabla \varphi\|_{V_0^*} \|p\|.$$n

Then, by Young’s inequality

$$Z_1 \leq \frac{1}{32} \|\nabla \varphi\|^2 + C_R \left( \|\nabla \varphi_1\|_{L^\infty(\Omega)}^{\frac{2r}{r-1}} + \|\nabla \varphi_2\|_{L^\infty(\Omega)}^{\frac{2r}{r-1}} + \|\nabla \varphi\|^2 \right) \|\nabla \varphi\|^2. \tag{4.16}$$

We now proceed to estimate $Z_2$ and $Z_3$. Using integration by parts, we have

$$Z_2 = - \int_\Omega \text{div} \left( \frac{\nabla \varphi_1 \otimes \nabla \varphi}{\nu(\varphi_1)} \right) \text{P} \left( \frac{\nabla \varphi_2 \nabla A^{-1}(\varphi)}{\nu(\varphi_1)} \right) \text{d}x + \int_\Omega \nabla \varphi_1 \otimes \nabla \varphi \cdot \nabla \left( \frac{\text{P}(\nabla \varphi_2 \nabla A^{-1}(\varphi))}{\nu(\varphi_1)} \right) \text{d}x$$

$$= - \int_{\partial \Omega} \left( \nabla \varphi \otimes \nabla \varphi_1 \frac{\text{P}(\nabla \varphi_2 \nabla A^{-1}(\varphi))}{\nu(\varphi_1)} \right) \cdot \mathbf{n} \text{d}\sigma + \int_\Omega \nabla \varphi_1 \otimes \nabla \varphi \cdot \nabla \left( \frac{\text{P}(\nabla \varphi_2 \nabla A^{-1}(\varphi))}{\nu(\varphi_1)} \right) \text{d}x$$

$$= - \int_{\partial \Omega} \left( \nabla \varphi_1 \frac{\text{P}(\nabla \varphi_2 \nabla A^{-1}(\varphi))}{\nu(\varphi_1)} \right) \left( \nabla \varphi \cdot \mathbf{n} \right) \text{d}\sigma + \left( \nabla \varphi_1 \otimes \nabla \varphi \cdot \nabla \left( \frac{\text{P}(\nabla \varphi_2 \nabla A^{-1}(\varphi))}{\nu(\varphi_1)} \right) \right)$$

$$= \left( \nabla \varphi_1 \otimes \nabla \varphi, \frac{\nabla \text{P}(\nabla \varphi_2 \nabla A^{-1}(\varphi))}{\nu(\varphi_1)} \right) + \text{P}(\nabla \varphi_2 \nabla A^{-1}(\varphi)) \otimes \nabla \left( \frac{1}{\nu(\varphi_1)} \right). \tag{4.17}$$
Similarly, we find
\[ Z_3 = \left( \nabla \varphi \otimes \nabla \varphi_2, \frac{\nabla \mathbb{P}(\varphi_2 \nabla A^{-1} \varphi)}{\nu(\varphi_1)} + \mathbb{P}(\varphi_2 \nabla A^{-1} \varphi) \otimes \nabla \frac{1}{\nu(\varphi_1)} \right). \]  
(4.18)

By exploiting (A1), (2.2), (2.4), (2.6), and (4.3), we obtain
\[ Z_2 \leq C \left\| \nabla \varphi_1 \right\|_{L^4(\Omega)} \left\| \nabla \varphi \right\| \left( \left\| \left\| \frac{\nabla \mathbb{P}(\varphi_2 \nabla A^{-1} \varphi)}{\nu(\varphi_1)} \right\|_{L^4(\Omega)} + \left\| \mathbb{P}(\varphi_2 \nabla A^{-1} \varphi) \otimes \nabla \frac{1}{\nu(\varphi_1)} \right\|_{L^4(\Omega)} \right) \]
\[ \leq C \left\| \varphi_1 \right\|_{H^2(\Omega)} \left\| \varphi \right\| \times \left( \left\| \nabla \mathbb{P}(\varphi_2 \nabla A^{-1} \varphi) \right\|_{L^4(\Omega)} + \left\| \mathbb{P}(\varphi_2 \nabla A^{-1} \varphi) \otimes \nabla \frac{1}{\nu(\varphi_1)} \right\|_{L^4(\Omega)} \right) \]
\[ \leq C \left\| \varphi_1 \right\|_{H^2(\Omega)} \left\| \nabla \varphi \right\| \times \left( \left\| \nabla \mathbb{P}(\varphi_2 \nabla A^{-1} \varphi) \right\|_{L^4(\Omega)} + \left\| \mathbb{P}(\varphi_2 \nabla A^{-1} \varphi) \otimes \nabla \frac{1}{\nu(\varphi_1)} \right\|_{L^4(\Omega)} \right) \]
(4.19)

By using (2.6), (2.11), (2.12), (2.14), (2.15), and (4.3), we preliminary infer that
\[ \left\| \varphi_2 \nabla A^{-1} \varphi \right\|_V \leq C \left\| \varphi_2 \right\|_V \left\| \nabla A^{-1} \varphi \right\|_{L^\infty(\Omega)} + C \left\| \varphi_2 \right\|_{L^\infty(\Omega)} \left\| \nabla A^{-1} \varphi \right\|_V \]
\[ \leq C \left\| \varphi \right\|_{V_0} \left\| \nabla \varphi \right\|^{\frac{1}{2}}, \]  
(4.20)

and
\[ \left\| \varphi_2 \nabla A^{-1} \varphi \right\|_{H^2(\Omega)} \leq C \left\| \varphi_2 \right\|_{H^2(\Omega)} \left\| \nabla A^{-1} \varphi \right\|_{L^\infty(\Omega)} + C \left\| \varphi_2 \right\|_{L^\infty(\Omega)} \left\| \nabla A^{-1} \varphi \right\|_{H^2(\Omega)} \]
\[ \leq C \left\| \varphi_2 \right\|_{H^2(\Omega)} \left\| \varphi \right\|_{V_0} \left\| \nabla \varphi \right\|^{\frac{1}{2}} + C \left\| \nabla \varphi \right\|. \]  
(4.21)

Combining (4.19) with (4.20) and (4.21), and then using Young’s inequality, we obtain
\[ Z_2 \leq C \left( \left\| \varphi_1 \right\|_{H^2(\Omega)} \left\| \varphi_2 \right\|_{H^2(\Omega)} + \left\| \varphi_1 \right\|_{H^2(\Omega)} \right) \left\| \varphi \right\|_{V_0} \left\| \nabla \varphi \right\|^{\frac{1}{2}} + C \left\| \varphi_1 \right\|_{H^2(\Omega)} \left\| \varphi \right\|_{V_0} \left\| \nabla \varphi \right\|^{\frac{1}{2}} \]
\[ + \left\| \varphi_2 \right\|_{H^2(\Omega)} \left\| \varphi \right\|_{V_0} \left\| \nabla \varphi \right\|^{\frac{1}{2}} \]
\[ \leq \frac{1}{32} \left\| \nabla \varphi \right\|^2 + C \left( \left\| \varphi_1 \right\|_{H^2(\Omega)} + \left\| \varphi_2 \right\|_{H^2(\Omega)} \right) \left\| \varphi \right\|_{V_0}^2. \]  
(4.22)

By the same argument, we easily deduce that
\[ Z_3 \leq \frac{1}{32} \left\| \nabla \varphi \right\|^2 + C \left( \left\| \varphi_1 \right\|_{H^2(\Omega)} + \left\| \varphi_2 \right\|_{H^2(\Omega)} \right) \left\| \varphi \right\|_{V_0}^2. \]  
(4.23)

We now control $Z_4$. By (A1), (2.4), and (4.3), we have
\[ Z_4 \leq C \left\| u_2 \right\|_{L^4(\Omega)} \left\| \mathbb{P}(\varphi_2 \nabla A^{-1} \varphi) \right\|_{L^4(\Omega)} \]
\[ \leq C \left\| u_2 \right\|_{L^4(\Omega)} \left\| \varphi_2 \right\|^{\frac{1}{2}} \left\| \nabla \varphi \right\|^{\frac{1}{2}} \left\| \nabla A \varphi \right\|^{\frac{1}{2}} \]
\[ \leq C \left\| u_2 \right\|_{V_0} \left\| \nabla \varphi \right\| \]
\[ \leq \frac{1}{32} \left\| \nabla \varphi \right\|^2 + C \left\| u_2 \right\|^2 \left\| \varphi \right\|_{V_0}^2. \]  
(4.24)

Collecting (4.16), (4.22), (4.23), and (4.24), we eventually infer that
\[ I_2 \leq \frac{1}{8} \left\| \nabla \varphi \right\|^2 + C \left( \left\| u_2 \right\|^2 + \left\| \varphi_1 \right\|_{H^2(\Omega)} + \left\| \varphi_2 \right\|_{H^2(\Omega)} + \left\| \nabla \varphi_1 \right\|_{L^\infty(\Omega)} + \left\| \nabla \varphi_2 \right\|_{L^\infty(\Omega)} \right) \left\| \varphi \right\|_{V_0}^2. \]
Finally, we arrive at the differential inequality
\[
\frac{1}{2} \frac{d}{dt} \|\varphi\|^2_{L^2} + \frac{1}{8} \|\nabla \varphi\|^2 \leq \Lambda \|\varphi\|^2_{L^2},
\]
where
\[
\Lambda = C_R \left( 1 + \|u_1\|^2 + \|u_2\|^2 + \|\varphi_1\|^4_{H^2(\Omega)} + \|\varphi_2\|^4_{H^2(\Omega)} + \|\nabla \varphi_1\|_{L^\infty(\Omega)}^{2r} + \|\nabla \varphi_2\|_{L^\infty(\Omega)}^{2r} \right).
\]

In order to conclude the proof via the Gronwall lemma, we need to show that $\Lambda \in L^1(0, T)$. In light of the regularity of weak solutions (cf. Theorem 3.2), we are only left to prove that $\|\nabla \varphi_i\|_{L^\infty(\Omega)}^{2r} \leq C(1 + \|\varphi_i\|^2_{H^2(\Omega)})$ for $i = 1, 2$. Taking $\sigma = \frac{2r}{r-1}$ in this inequality, we apply the Brézis–Gallouet–Wainger inequality (2.8) for some $p > 2$, and Young’s inequality
\[
\|\nabla \varphi_1\|_{L^\infty(\Omega)}^{2r} \leq C(1 + \|\varphi_1\|^2_{H^2(\Omega)} + C \log \|\varphi_1\|^2_{H^2(\Omega)})
\]
and
\[
\|\nabla \varphi_2\|_{L^\infty(\Omega)}^{2r} \leq C(1 + \|\varphi_2\|^2_{H^2(\Omega)} + C \log \|\varphi_2\|^2_{H^2(\Omega)}).
\]

Here we have used that $\frac{2r}{r-1} < 4$ which follows from $r > 2$. Thus, $\Lambda \leq \bar{\Lambda}$, where
\[
\bar{\Lambda} \leq C_R \left( 1 + \|u_1\|^2 + \|u_2\|^2 + \|\varphi_1\|^4_{H^2(\Omega)} + \|\varphi_2\|^4_{H^2(\Omega)} + \|\nabla \varphi_2\|^2_{W^2, r(\Omega)} \right)
\]
and $\bar{\Lambda} \in L^1(0, T)$ by Theorem 3.2. An application of the Gronwall lemma to (4.25) gives us
\[
\|\varphi_1(t) - \varphi_2(t)\|^2_{L^2} \leq \|\varphi_1(0) - \varphi_2(0)\|^2_{L^2} e^{C_R \int_0^t \bar{\Lambda}(\tau) \, d\tau},
\]
which implies the desired conclusion.

Remark 4.2. The additional regularity condition $\varphi_1 \in L^\infty(0, T; W^{1, r}(\Omega))$, for some $r > 2$, has been only used to control $Z_1$. It played a crucial role to deduce the estimate (4.13). We observe that different criteria involving $L^p(0, T; H^2(\Omega))$-norm of $\varphi_1$ (with $p > 4$ possibly large) might be formulated in accordance with Theorem 2.1 to control the $H^2$-norm of $q$ in (4.12). However, it remains an open question whether an argument similar to the one employed in [19, Theorem 3.1] can be adapted to the HSCH system.

4.2. Uniqueness for the HSCH System with Regular Potentials

Let us consider the HSCH system with polynomial (regular) potential $\Psi_0(s) = (s^2 - 1)^2$ for all $s \in \mathbb{R}$. We report the following result on the existence of global weak solution, which is proved in [8, Theorem 3.1].

**Theorem 4.3.** Let $d = 2$ and $\varphi_0 \in V$. Assume that (A1) holds. For any $T > 0$, there exists at least one weak solution $(u, P, \varphi)$ to problem (1.3)-(1.4) with $\Psi_0(s) = (s^2 - 1)^2$ on $[0, T]$ such that
\[
u(\varphi) u + \nabla P = \mu \nabla \varphi, \quad \mu = -\Delta \varphi + \Psi_0'(\varphi), \quad a.e. (x, t) \in \Omega \times (0, T),
\]
\[
\langle \partial_t \varphi, v \rangle + \langle u \cdot \nabla \varphi, v \rangle + \langle \nabla \mu, \nabla v \rangle = 0, \quad \forall v \in V, \quad a.e. t \in (0, T).
\]
Moreover, $\partial_n \varphi = 0$ almost everywhere on $\partial \Omega \times (0, T)$ and $\varphi(\cdot, 0) = \varphi_0$ in $\Omega$. 

Two differences must be pointed out between the polynomial potential case and the logarithmic potential case. First, in the former case the highest regularity in space is $\varphi \in L^2(0,T;H^3(\Omega))$, whereas in the latter case we only reach $\varphi \in L^2(0,T;W^{2,p}(\Omega))$, for any $p \geq 2$ (in two dimensions). Second, and more important, we can control the second derivative $\Psi''_0(\varphi)$ in terms of $L^p$-norms of $\varphi$. Thus, it is possible to estimate the difference of two solutions in $L^2$, in contrast to the estimate in the dual space $V'$ for the logarithmic potential case.

**Theorem 4.4.** Let $d = 2$ and $\varphi_{01}, \varphi_{02}$ be such that $\varphi_{0i} \in V$, $i = 1, 2, \text{ and } \varphi_{01} = \varphi_{02}$. Assume that $(u_1, P_1, \varphi_1)$ and $(u_2, P_2, \varphi_2)$ are two solutions given by Theorem 4.3 with initial data $\varphi_{01}$ and $\varphi_{02}$, respectively. Then, there exists a positive constant $C = C(T)$ such that

$$\|\varphi_1(t) - \varphi_2(t)\| \leq C\|\varphi_{01} - \varphi_{02}\|, \quad \forall t \in [0,T].$$

In particular, the weak solution to system (1.3)–(1.4) (with polynomial potential) is unique.

**Proof.** Let us consider the difference of two solutions $u = u_1 - u_2$, $P = P_1 - P_2$, and $\varphi = \varphi_1 - \varphi_2$. We have

$$\langle \partial_t \varphi, v \rangle - \langle u_1 \varphi, \nabla v \rangle - \langle u_2 \varphi, \nabla v \rangle + \langle \nabla \mu, \nabla v \rangle = 0, \quad \forall v \in V, \quad (4.26)$$

for almost every $t \in (0,T)$, where

$$\nu(\varphi_1)u + \nabla \bar{\rho} = -\Delta \varphi_1 \nabla \varphi - \Delta \varphi \nabla \varphi_2 - (\varphi_1 - \varphi_2)u_2, \quad (4.27)$$

and

$$\mu = -\Delta \varphi + \Psi_0'(\varphi_1) - \Psi_0'(\varphi_2). \quad (4.28)$$

Here $\bar{\rho} = P + \Psi_0(\varphi)$ and $\mu = \mu_1 - \mu_2$. According to Remark 3.4, it is easily seen that $\bar{\rho}$ has the same regularity properties of $P$ and $p$. We observe that $\varphi = 0$ for all $t \in [0,T]$. Moreover, we have

$$\|\varphi_i\|_{L^\infty(0,T;V)} \leq C_0, \quad i = 1, 2. \quad (4.29)$$

Taking $v = \varphi$ in (4.26), and using the chain rule in $L^{q'}(0,T;V) \cap W^{1,q}(0,T;V)$, where $\frac{1}{q} + \frac{1}{q'} = 1$, we obtain

$$\frac{1}{2} \frac{d}{dt} \|\varphi\|^2 + (\nabla \mu, \nabla \varphi) = J_1 + J_2,$$

having set

$$J_1 = (u_1 \varphi, \nabla \varphi), \quad J_2 = (u_2 \varphi, \nabla \varphi).$$

We report the basic estimates

$$\|\nabla \varphi\| \leq \|\varphi\|^\frac{1}{2} \|\Delta \varphi\|^\frac{1}{2}, \quad \|\varphi\|_{H^2(\Omega)} \leq C\|\Delta \varphi\|. \quad (4.30)$$

By using the Sobolev embedding $V \hookrightarrow L^6(\Omega)$, the form of $\Psi_0$, the estimates (4.29) and (4.30), and Young’s inequality, we have

$$(\nabla \mu, \nabla \varphi) = \|\Delta \varphi\|^2 - (\Psi_0'\varphi_1 - \Psi_0'\varphi_2, \Delta \varphi) \geq \|\Delta \varphi\|^2 - C(\|\Psi_0'\varphi_1\|_{L^3(\Omega)} + \|\Psi_0'\varphi_2\|_{L^3(\Omega)})\|\varphi\|_{L^6(\Omega)}\|\Delta \varphi\| \geq \|\Delta \varphi\|^2 - C\|\varphi\|^\frac{1}{2} \|\Delta \varphi\|^\frac{3}{2} \geq \frac{1}{2}\|\Delta \varphi\|^2 - C\|\varphi\|^2.$$

By (2.4), (2.6), and (4.30), we deduce that

$$J_1 \leq \|u_1\|\varphi\|_{L^4(\Omega)}\|\nabla \varphi\|_{L^4(\Omega)} \leq C\|u_1\|\varphi\|\|\Delta \varphi\| \leq \frac{1}{8}\|\Delta \varphi\|^2 + C\|u_1\|^2\|\varphi\|^2,$$
and

\[ J_2 = -(u \cdot \nabla \varphi_2, \varphi) \leq C \|u\| \|\varphi\|_{L^\infty(\Omega)} \leq C \|u\| \|\varphi\|^{\frac{1}{2}} \|\Delta \varphi\|^{\frac{1}{2}}. \]

Now we multiply (4.27) by \( u \) and we integrate over \( \Omega \). Noticing that \((-\Delta \varphi_1 \nabla \varphi, u) = (\varphi \nabla \Delta \varphi_1, u)\), we obtain

\[
\nu_* \|u\|^2 \leq (\varphi \nabla \Delta \varphi_1, u) - (\Delta \varphi \varphi_2, u) - ((\nu(\varphi_1) - \nu(\varphi_2)) u_2, u) \\
\leq \|\varphi\|_{L^\infty(\Omega)} \|\nabla \Delta \varphi_1\| \|u\| + \|\Delta \varphi\| \|\nabla \varphi_2\|_{L^\infty(\Omega)} \|u\| + C \|\varphi\|_{L^\infty(\Omega)} \|u_2\| \|u\|.
\]

Hence, by (2.6) and (4.29), we eventually find

\[
\|u\| \leq C \left( \|\varphi_1\|_{H^3(\Omega)} + \|u_2\| \right) \|\varphi\|^{\frac{1}{2}} \|\Delta \varphi\|^{\frac{1}{2}} + C \|\varphi_2\|^\frac{3}{2} \|\Delta \varphi\|.
\]

Combining the above estimates and using Young’s inequality, we deduce that

\[
J_2 \leq C \left( \|\varphi_1\|_{H^3(\Omega)} + \|u_2\| \right) \|\varphi\| \|\Delta \varphi\| + C \|\varphi_2\|^\frac{3}{2} \|\Delta \varphi\| \\
\leq \frac{1}{8} \|\Delta \varphi\|^2 + C \left( \|\varphi_1\|^2_{H^3(\Omega)} + \|\varphi_2\|^2_{H^3(\Omega)} + \|u_2\|^2 \right) \|\varphi\|^2.
\]

We finally end up with the differential inequality

\[
\frac{1}{2} \frac{d}{dt} \|\varphi\|^2 + \frac{1}{4} \|\Delta \varphi\|^2 \leq C \left( 1 + \|\varphi_1\|^2_{H^3(\Omega)} + \|\varphi_2\|^2_{H^3(\Omega)} + \|u_1\|^2 + \|u_2\|^2 \right) \|\varphi\|^2.
\]

In light of the regularity \( \varphi_i \in L^2(0,T;H^3(\Omega)), u_i \in L^2(0,T;H_\sigma) \), for \( i = 1, 2 \), the claim easily follows from the Gronwall lemma. \( \square \)

5. Global Strong Solutions in Two Dimensions

This section is devoted to the existence and uniqueness of global strong solutions for the HSCH system with unmatched viscosities and logarithmic potential in dimension two.

**Theorem 5.1.** Let \( d = 2, \varphi_0 \in H^2(\Omega) \) such that \( \|\varphi_0\|_{L^\infty(\Omega)} \leq 1, \varphi_0 = m \in (-1,1), \mu_0 = -\Delta \varphi_0 + F'(\varphi_0) \in V \) and \( \partial_n \varphi_0 = 0 \) on \( \partial \Omega \). Assume that (A1)–(A3) hold. For any \( T > 0 \), there exists a unique strong solution \((u,P,\varphi)\) to (1.3)–(1.4) on \([0,T] \) such that

\[
\begin{align*}
  &u \in L^\infty(0,T;H_\sigma \cap V), \quad P \in L^\infty(0,T;H^2(\Omega)), \\
  &\varphi \in L^\infty(0,T;W^{2,p}(\Omega)) \cap H^1(0,T;V), \\
  &\varphi \in L^\infty(\Omega \times (0,T)) \text{ with } |\varphi(x,t)| < 1 \text{ a.e. } (x,t) \in \Omega \times (0,T), \\
  &\mu \in L^\infty(0,T;V) \cap L^2(0,T;H^3(\Omega)) \cap H^1(0,T;V'), \\
  &\Psi'(\varphi) \in L^\infty(0,T;L^p(\Omega)),
\end{align*}
\]

for any \( 2 \leq p < \infty \). The strong solution satisfies (1.3) for almost every \((x,t) \in \Omega \times (0,T) \) and (1.4) for almost every \((x,t) \in \partial \Omega \times (0,T) \), and \( \varphi(\cdot,0) = \varphi_0(\cdot) \) in \( \Omega \). In addition, given two strong solutions \((u_1,P_1,\varphi_1)\) and \((u_2,P_2,\varphi_2)\) on \([0,T] \) with initial data \( \varphi_{01} \) and \( \varphi_{02} \) satisfying the above assumptions, the following continuous dependence estimate holds

\[
\|\varphi_1(t) - \varphi_2(t)\| \leq C \|\varphi_{01} - \varphi_{02}\|, \quad \forall t \in [0,T],
\]

where the constant \( C > 0 \) depends on \( T \) and the norms of the initial data.
Proof. The proof is carried out in several steps.

Step 1: Family of approximating regular potentials First, we define a family of regular functions $\Psi_\varepsilon$ defined on $\mathbb{R}$. For any $\varepsilon \in (0, 1]$, we introduce

$$\Psi_\varepsilon(s) = F_\varepsilon(s) - \frac{\theta_0}{2}s^2, \quad \forall s \in \mathbb{R},$$

where

$$F_\varepsilon(s) = \begin{cases} \sum_{j=0}^{4} \frac{1}{j!} F^{(j)}(1 - \varepsilon)[s - (1 - \varepsilon)]^j, & \forall s \geq 1 - \varepsilon, \\ F(s), & \forall s \in [-1 + \varepsilon, 1 - \varepsilon], \\ \sum_{j=0}^{4} \frac{1}{j!} F^{(j)}(-1 + \varepsilon)[s - (-1 + \varepsilon)]^j, & \forall s \leq -1 + \varepsilon. \end{cases}$$

(5.2)

Under the assumption (A2), it easily follows (see, e.g., [12,18]) that there exists $\varepsilon^* \in (0, \kappa]$ such that, for any $\varepsilon \in (0, \varepsilon^*]$, the function $F_\varepsilon \in C^4(\mathbb{R})$. It fulfills the following properties

$$\alpha_1 s^4 - \gamma \leq F_\varepsilon(s), \quad \alpha_2 \leq F_\varepsilon''(s) \leq M, \quad \forall s \in \mathbb{R}$$

(5.3)

where $\alpha_1, \alpha_2$ and $\gamma$ are positive constants independent of $\varepsilon$, whereas $M$ depends on $\varepsilon$. Moreover, the regularized potential $\tilde{\Psi}_\varepsilon \in C^1(\mathbb{R})$ satisfies

$$\tilde{\Psi}_\varepsilon(s) \leq \Psi(s), \quad \forall s \in [-1, 1], \quad |\tilde{\Psi}_\varepsilon'(s)| \leq |\Psi'(s)|, \quad \forall s \in (-1, 1).$$

(5.4)

Step 2: Approximation of the initial datum We follow here the construction introduced in [19, Theorem 4.1]. For $k \in \mathbb{N}$, we consider the globally Lipschitz function $h_k : \mathbb{R} \to \mathbb{R}$ such that

$$h_k(s) = \begin{cases} -k, & s < -k, \\ s, & s \in [-k, k], \\ k, & s > k. \end{cases}$$

(5.5)

Recalling that $\tilde{\mu}_0 = -\Delta \varphi_0 + F'(\varphi_0)$, we consider $\tilde{\mu}_0^k = h_k \circ \tilde{\mu}_0$. Since $\tilde{\mu}_0 \in V$ and $h_k$ is Lipschitz, we infer that $\tilde{\mu}_0^k \in V$, for any $k > 0$, and we have

$$\nabla \tilde{\mu}_0^k = \nabla \tilde{\mu}_0 \cdot \chi_{[-k,k]}(\tilde{\mu}_0), \quad \|\tilde{\mu}_0^k\|_V \leq \|\tilde{\mu}_0\|_V,$$

where $\chi$ is the characteristic function. In particular, we have $\|\tilde{\mu}_0^k - \tilde{\mu}_0\| \to 0$ as $k \to \infty$. Next, for $k \in \mathbb{N}$, we consider the Neumann problem

$$\begin{align*}
-\Delta \varphi_0^k + F'(\varphi_0^k) &= \tilde{\mu}_0^k, & \text{in } \Omega, \\
\partial_n \varphi_0^k &= 0, & \text{on } \partial \Omega.
\end{align*}$$

(5.6)

Thanks to Theorem 2.2, there exists a unique solution $\varphi_0^k \in H^2(\Omega)$ such that $F'(\varphi_0^k) \in H$. The solution $\varphi_0^k$ satisfies (5.6) almost everywhere in $\Omega$ and $\partial_n \varphi_0^k = 0$ on $\partial \Omega$. In addition, we have

$$\|\varphi_0^k\|_{H^2(\Omega)} \leq C(1 + \|\tilde{\mu}_0\|).$$

(5.7)

According to $\tilde{\mu}_0^k \to \tilde{\mu}_0$ in $H$, we observe that $\varphi_0^k \to \varphi_0$ in $V$. This implies that there exist $\overline{m} \in (0, 1)$ (depending only on $m$) and $\overline{k}$ sufficiently large such that

$$\|\varphi_0^k\|_V \leq 1 + \|\varphi_0\|_V, \quad \|\varphi_0^k\| \leq \overline{m} < 1, \quad \forall k > \overline{k}.$$  

(5.8)

Now, applying Theorem 2.2 with $f = \tilde{\mu}_0^k$, it yields

$$\|F'(\varphi_0^k)\|_{L^\infty(\Omega)} \leq \|\tilde{\mu}_0^k\|_{L^\infty(\Omega)} \leq k,$$

which, in turn, implies that there exists a $\delta = \delta(k) > 0$ such that

$$\|\varphi_0^k\|_{L^\infty(\Omega)} \leq 1 - \delta.$$  

(5.9)
We notice at this point that \( F'(\varphi_0^k) \in V \), and so we deduce that \( \varphi_0^k \in H^3(\Omega) \). Finally, since \( F(s) = F_\varepsilon(s) \) for all \( s \in [-1 + \varepsilon, 1 - \varepsilon] \), we infer from (5.9) that, for \( \varepsilon \in (0, \sigma) \), where \( \sigma = \min \{ \frac{1}{2} \delta(k), \varepsilon^* \} \),

\[
-\Delta \varphi_0^k + F'_\varepsilon(\varphi_0^k) = \tilde{\mu}_0^k,
\]

which entails

\[
\| - \Delta \varphi_0^k + F'_\varepsilon(\varphi_0^k) \|_V \leq \| \tilde{\mu}_0^k \|_V. \tag{5.10}
\]

**Step 3: Regularized problem** For any \( k > \bar{k} \) and \( \varepsilon \in (0, \sigma) \), let us consider the HSCH system with regular potential \( \Psi_\varepsilon \) and initial condition \( \varphi_0^k \). For simplicity of notation, we will denote the solution by \((u_\varepsilon, P_\varepsilon, \varphi_\varepsilon)\) keeping in mind the dependence on both \( \varepsilon \) and \( k \). The system reads as follows

\[
\begin{aligned}
\nu(\varphi_\varepsilon)u_\varepsilon + \nabla P_\varepsilon &= \mu_\varepsilon \nabla \varphi_\varepsilon, \\
\text{div } u_\varepsilon &= 0, \\
\partial_t \varphi_\varepsilon + u_\varepsilon \cdot \nabla \varphi_\varepsilon &= \Delta \mu_\varepsilon, \\
\mu_\varepsilon &= -\Delta \varphi_\varepsilon + \Psi'_\varepsilon(\varphi_\varepsilon)
\end{aligned}
\]  

in \( \Omega \times (0,T) \), \tag{5.11}

subject to the boundary and initial conditions

\[
u(\varphi_\varepsilon)u_\varepsilon \cdot n = \partial_n \mu = \partial_n \varphi = 0 \quad \text{on } \partial \Omega \times (0,T), \quad \varphi(\cdot,0) = \varphi_0^k \quad \text{in } \Omega. \tag{5.12}
\]

We recall that \( \varphi_0^k \in H^3(\Omega) \) such that \( \partial_n \varphi_0^k = 0 \) on \( \partial \Omega \) as defined in the previous step. Thanks to [36, Theorem 1.1] and [37, Theorem 3.1], there exists a global strong solution \((u_\varepsilon, P_\varepsilon, \varphi_\varepsilon)\) to (5.11)–(5.12) such that, for any \( T > 0 \),

\[
\begin{aligned}
 u_\varepsilon &\in \mathcal{C}([0,T], H_\sigma \cap V) \cap L^2(0,T; H^3(\Omega)), \\
P_\varepsilon &\in \mathcal{C}([0,T], V_0) \cap L^2(0,T; H^4(\Omega)), \\
\varphi_\varepsilon &\in \mathcal{C}([0,T], H^3(\Omega) \cap L^2(0,T; H^5(\Omega)) \cap H^1(0,T; V), \\
\mu_\varepsilon &\in \mathcal{C}([0,T], V) \cap L^2(0,T; H^3(\Omega)).
\end{aligned}
\]  

Let us mention that [36, Theorem 1.1] and [37, Theorem 3.1] are proven for the HSCH system (5.11) with periodic boundary conditions. It is apparent that the proof can be recast with the above boundary conditions in a smooth bounded domain.

The main part of the proof is now showing global *a priori* estimates for the solution which are uniform with respect to the approximating parameters \( k \) and \( \varepsilon \). In the rest of the proof, \( C \) will denote a generic positive constant, which depends on the parameters of the system, the constants arising from embedding and interpolation results, the norm of \( \| \varphi_0^k \|_V \) and \( \overline{m} \), but it is independent of \( k, \varepsilon \), and \( \| \tilde{\mu}_0^k \|_V \).

**Step 4: Energy estimates** Integrating (5.11)\_3 over \( \Omega \), and using (5.8), we obtain

\[
|\varphi_\varepsilon(t)| = \frac{1}{|\Omega|} \int_\Omega \varphi_\varepsilon(t) \, dx = \frac{1}{|\Omega|} \int_\Omega \varphi_0^k \, dx \leq \overline{m}. \tag{5.17}
\]

We multiply (5.11)\_3 by \( \mu_\varepsilon \) and (5.11)\_4 by \( \partial_t \varphi_\varepsilon \). After integrating over \( \Omega \), we get

\[
\frac{d}{dt} E_\varepsilon(\varphi_\varepsilon) + (u_\varepsilon \cdot \nabla \varphi_\varepsilon, \mu_\varepsilon) + \| \nabla \mu_\varepsilon \|^2 = 0,
\]

having set

\[
E_\varepsilon(\varphi_\varepsilon) = \int_\Omega \frac{1}{2} |\nabla \varphi_\varepsilon|^2 + \Psi'_\varepsilon(\varphi_\varepsilon) \, dx.
\]

Multiplying (5.11)\_1 by \( u_\varepsilon \) and adding the resulting equation to (5.17), we find

\[
\frac{d}{dt} E_\varepsilon(\varphi_\varepsilon) + \int_\Omega \nu(\varphi_\varepsilon)|u_\varepsilon|^2 + |\nabla \mu_\varepsilon|^2 \, dx = 0.
\]
After integrating on the time interval \([0, t]\), we have
\[
E_\varepsilon(\varphi_\varepsilon(t)) + \int_0^t \int_\Omega \nu(\varphi_\varepsilon)|\mathbf{u}_\varepsilon|^2 + |\nabla \mu_\varepsilon|^2 \, dx \, d\tau = E_\varepsilon(\varphi_\varepsilon^0).
\] (5.18)

By using (5.4), (5.8), and (5.9), we notice that
\[
E_\varepsilon(\varphi_\varepsilon^0) \leq C(1 + \|\varphi_0\|^1_1).
\] (5.19)

According to (2.1), (3.1), (5.3), (5.17), and (5.18), we deduce the bounds
\[
\|\varphi_\varepsilon\|_{L^\infty(0,T;V)} \leq C, \quad \|\nabla \mu_\varepsilon\|_{L^2(0,T;H)} \leq C, \quad \|\mathbf{u}_\varepsilon\|_{L^2(0,T;\mathbf{H}_\sigma)} \leq C.
\] (5.20)

Step 5: Elliptic estimates We multiply (5.11) by \(-\Delta \varphi_\varepsilon\) and we integrate over \(\Omega\). After integrating by parts and using the boundary conditions, we have
\[
\|\Delta \varphi_\varepsilon\|^2 + \int_\Omega F'_\varepsilon(\varphi_\varepsilon)|\nabla \varphi_\varepsilon|^2 \, dx = (\nabla \mu_\varepsilon, \nabla \varphi_\varepsilon) + \theta_0 \|\nabla \varphi_\varepsilon\|^2.
\]

By the regularity theory of the Neumann problem, together with (5.4) and (5.20), we obtain
\[
\|\varphi_\varepsilon\|^2_{H^1(\Omega)} \leq C(1 + \|\nabla \mu_\varepsilon\|).
\] (5.21)

Due to the monotonicity of \(F'_\varepsilon\), it follows that (see, e.g., [12])
\[
\|F'_\varepsilon(\varphi_\varepsilon)\|_{L^1(\Omega)} \leq C \int_\Omega (F'_\varepsilon(\varphi_\varepsilon) - F'_\varepsilon(\varphi_\varepsilon^\ast))(\varphi_\varepsilon - \varphi_\varepsilon^\ast) \, dx + C.
\]

Then, multiplying (5.11) by \(\varphi_\varepsilon - \varphi_\varepsilon^\ast\) and integrating over \(\Omega\), we have
\[
\|\nabla \varphi_\varepsilon\|^2 + \int_\Omega (F'_\varepsilon(\varphi_\varepsilon) - F'_\varepsilon(\varphi_\varepsilon^\ast))(\varphi_\varepsilon - \varphi_\varepsilon^\ast) \, dx \leq C(1 + \|\nabla \mu_\varepsilon\|).
\]

Here we have used (2.1) and (5.20). Hence, we deduce from the above estimates that
\[
\|F'_\varepsilon(\varphi_\varepsilon)\|_{L^1(\Omega)} \leq C(1 + \|\nabla \mu_\varepsilon\|).
\]

Observing that \(\mu_\varepsilon = \theta_0 \varphi_\varepsilon + \tilde{F}'_\varepsilon(\varphi_\varepsilon^\ast)\), we have
\[
\|\mu_\varepsilon\|_V \leq C(1 + \|\nabla \mu_\varepsilon\|).
\] (5.22)

Let us now rewrite (5.11) as
\[
-\Delta \varphi_\varepsilon + F'_\varepsilon(\varphi_\varepsilon) = f,
\] (5.23)
where \(f = \mu_\varepsilon + \theta_0 \varphi_\varepsilon\). Multiplying (5.23) by \(|F'_\varepsilon(\varphi_\varepsilon)|^{p-2}F'_\varepsilon(\varphi_\varepsilon)\) and integrating by parts, we find
\[
(p - 1) \int_\Omega (|F'_\varepsilon(\varphi_\varepsilon)|^{p-2}F''_\varepsilon(\varphi_\varepsilon)|\nabla \varphi_\varepsilon|^2 \, dx + \|F'_\varepsilon(\varphi_\varepsilon)\|^p_{L^p(\Omega)} = (f, |F'_\varepsilon(\varphi_\varepsilon)|^{p-2}F'_\varepsilon(\varphi_\varepsilon)).
\]

Notice that the first term on the left-hand side is positive due to (5.4). By Hölder’s inequality, we are led to
\[
\|F'_\varepsilon(\varphi_\varepsilon)\|_{L^p(\Omega)} \leq \|f\|_{L^p(\Omega)}.
\]

By the embedding \(V \hookrightarrow L^p(\Omega), 1 \leq p < \infty\), together with (5.20) and (5.22), we arrive at
\[
\|F'_\varepsilon(\varphi_\varepsilon)\|_{L^p(\Omega)} \leq C(1 + \|\nabla \mu_\varepsilon\|),
\]
for any \(1 \leq p < \infty\), where \(C\) is a positive constant which depends on \(p\). Writing (5.23) as \(-\Delta \varphi_\varepsilon = f - F'_\varepsilon(\varphi_\varepsilon)\), we infer from the regularity theory of the Neumann problem that
\[
\|\varphi_\varepsilon\|_{W^{2,p}(\Omega)} \leq C(1 + \|\nabla \mu_\varepsilon\|),
\] (5.24)

for any \(p\) as above.

Step 6: Time derivative and vorticity estimates We proceed with a control on \(\partial_t \varphi_\varepsilon\). By using (2.8), (5.20), and (5.21), we deduce that
\[
\|\partial_t \varphi_\varepsilon\|_{V'_0} \leq \|\nabla \mu_\varepsilon\| + \|\mathbf{u}_\varepsilon\||\varphi_\varepsilon||_{L^\infty(\Omega)}
\]
\[ \leq \| \nabla \mu \| + C \| \mathbf{u}_\varepsilon \| (1 + \| \varphi \| \| \nu \| V + \log \frac{1}{\varepsilon} (e + \| \varphi \| H^2(\Omega))) \] 
\[ \leq \| \nabla \mu \| + C \| \mathbf{u}_\varepsilon \| \log \left( \frac{1}{\varepsilon} (C + C \| \nabla \mu \|) \right). \] (5.25)

Next, we study the equation for the vorticity derived from the Darcy's law. We compute the curl of (5.11) and we obtain

\[ \nu(\varphi \varepsilon) \text{curl} \mathbf{u}_\varepsilon + \nu'(\varphi \varepsilon) \nabla \varphi \varepsilon \cdot \mathbf{u}_\varepsilon = \nabla \mu \varepsilon \cdot (\nabla \varphi \varepsilon)^\perp, \] (5.26)

where \( \mathbf{v}^\perp = (v_2, -v_1) \). By using (2.8), (3.1) and (5.24), we infer that

\[ \nu \| \text{curl} \mathbf{u}_\varepsilon \| \leq C \| \nabla \varphi \varepsilon \cdot \mathbf{u}_\varepsilon \| + \| \nabla \mu \varepsilon \cdot (\nabla \varphi \varepsilon)^\perp \| \]
\[ \leq C \| \mathbf{u}_\varepsilon \| \| \nabla \varphi \varepsilon \| L^\infty(\Omega) + C \| \nabla \mu \varepsilon \| \| \nabla \varphi \varepsilon \| L^\infty(\Omega) \]
\[ \leq C (\| \mathbf{u}_\varepsilon \| + \| \nabla \mu \varepsilon \|)^2 (1 + \| \varphi \| H^2(\Omega) \log^\frac{1}{2} (e + \| \varphi \| W^{2,3}(\Omega))) \]
\[ \leq C (\| \mathbf{u}_\varepsilon \| + \| \nabla \mu \varepsilon \|)^2 \log^\frac{1}{2} (C + C \| \nabla \mu \varepsilon \|). \]

Hence, by (2.3) we are led to

\[ \| \mathbf{u}_\varepsilon \| V \leq C (\| \mathbf{u}_\varepsilon \| + \| \nabla \mu \varepsilon \|)^2 \log^\frac{1}{2} (C + C \| \nabla \mu \varepsilon \|). \] (5.27)

**Step 7: Higher order differential equality** Let us introduce the notation \( \partial_t^h \nu(\cdot) = \frac{1}{h} (\nu(\cdot + h) - \nu(\cdot)) \). We recall that \( \| \partial_t^h \nu \|_{L^2(0,T;X')} \leq \| \partial_t \nu \|_{L^2(0,T+1;X')} \). By the regularity (5.15), it is easily seen that \( \| \partial_t^h \mu \|_{L^2(0,T;V')} \leq C_e \), where \( C_e \) may depend on \( \varepsilon \), but it is independent of \( h \). For any \( \varepsilon > 0 \), this entails that \( \partial_t \mu \varepsilon \in L^2(0,T;V') \) and one can write

\[ \langle \partial_t \varphi \varepsilon, v \rangle = (\nabla \partial_t \varphi \varepsilon, \nabla v) + (\Psi'_\varepsilon(\varphi \varepsilon) \partial_t \varphi \varepsilon, v), \quad \forall v \in V, \]

for almost every \( t \in (0,T) \). Taking the duality between \( \partial_t \mu \varepsilon \) and (5.11), and using the expression above, we obtain

\[ \frac{1}{2} \frac{d}{dt} || \nabla \mu \varepsilon ||^2 + || \nabla \partial_t \varphi \varepsilon ||^2 + \int_{\Omega} F'_\varepsilon(\varphi \varepsilon) |\partial_t \varphi \varepsilon|^2 \, dx = -\langle \mathbf{u}_\varepsilon \cdot \nabla \varphi \varepsilon, \partial_t \mu \varepsilon \rangle + \Phi \| \partial_t \varphi \varepsilon \|, \] (5.28)

for almost every \( t \in [0,T] \). We now want to differentiate (5.11) with respect to time and multiplying the resulting equation by \( \mathbf{u}_\varepsilon \). However, this is only a formal procedure at this stage since it is not known the regularity of \( \partial_t \mathbf{u}_\varepsilon \) due to the non-constant viscosity. Nonetheless, we can prove the equality

\[ \frac{1}{2} \frac{d}{dt} \int_{\Omega} \nu(\varphi \varepsilon) |\mathbf{u}_\varepsilon|^2 \, dx = \langle \partial_t \mu \varepsilon, \nabla \varphi \varepsilon \cdot \mathbf{u}_\varepsilon \rangle + \int_{\Omega} \mu \varepsilon \nabla \partial_t \varphi \varepsilon \cdot \mathbf{u}_\varepsilon \, dx - \frac{1}{2} \int_{\Omega} \nu'(\varphi \varepsilon) |\partial_t \varphi \varepsilon|^2 \, dx, \] (5.29)

for almost every \( t \in [0,T] \). To show this, we consider (5.11) evaluated at \( t + h \), for \( h > 0 \), and at \( t \) and we multiply them by \( \frac{1}{h} (\mathbf{u}_\varepsilon(t) - \mathbf{u}_\varepsilon(t)) \). Adding up the two expressions and integrating over \( \Omega \), we get

\[ \frac{1}{2} \int_{\Omega} \nu(\varphi \varepsilon(t+h)) |\mathbf{u}_\varepsilon(t+h) - \mathbf{u}(t+h)|^2 \, dx - \frac{1}{2} \int_{\Omega} \nu(\varphi \varepsilon(t)) |\mathbf{u}_\varepsilon(t) - \mathbf{u}(t)|^2 \, dx \]
\[ = \frac{1}{2} \int_{\Omega} \mu(\varphi \varepsilon(t+h)) \nabla \varphi \varepsilon(t+h) \cdot (\mathbf{u}(t+h) - \mathbf{u}(t)) \, dx. \] (5.30)

Next, we multiply (5.11) evaluated at time \( t + h \) and at time \( t \) by \( \mathbf{u}_\varepsilon(t) \) and \( \mathbf{u}_\varepsilon(t+h) \), respectively. Adding up and integrating over \( \Omega \), we find

\[ \int_{\Omega} \nu(\varphi \varepsilon(t+h)) |\mathbf{u}_\varepsilon(t+h) - \mathbf{u}(t+h)|^2 \, dx \]
\[ = \int_{\Omega} \mu(\varphi \varepsilon(t+h)) \nabla \varphi \varepsilon(t+h) \cdot (\mathbf{u}(t+h) - \mathbf{u}(t)) \, dx. \] (5.31)

Adding the two expressions (5.30) and (5.31), and multiplying the resulting equality by \( \frac{1}{h} \), we eventually obtain

\[ \frac{1}{2} \int_{\Omega} \frac{\nu(\varphi \varepsilon(t+h))}{2} \, dx = \frac{1}{2} \int_{\Omega} \partial_t \mu \varepsilon \nabla \varphi \varepsilon(t+h) \cdot (\mathbf{u}(t+h) + \mathbf{u}(t)) \, dx \]
for almost every $t \in (0, T)$. Taking $\psi \in \mathcal{C}_0^\infty(0, T)$, by using the definition of weak derivative, integration by parts and (5.32), we have
\[
\int_0^T \frac{d}{dt} \int_\Omega \frac{\nu(\varphi_x)}{2} |u_x|^2 \, dx \, d\tau - \int_0^T \int_\Omega \frac{\nu(\varphi_x)}{2} |u_x|^2 \, dx \, d\tau \\
= \lim_{h \to 0} \int_0^T \int_\Omega \frac{\nu(\varphi_x)}{2} |u_x|^2 \, dx \, d\tau
\]
\[
= \lim_{h \to 0} \frac{1}{2} \int_0^T \int_\Omega (\partial_t^h \mu_x, \nabla \varphi_x (\tau + h) \cdot (u_x(\tau + h) + u_x(\tau))) \, \psi \, d\tau
\]
\[
+ \lim_{h \to 0} \frac{1}{2} \int_0^T \int_\Omega \mu_x(\tau) \partial_t^h \nabla \varphi_x \cdot (u_x(\tau + h) + u_x(\tau)) \, d\tau \, \psi \, d\tau
\]
\[
- \lim_{h \to 0} \frac{1}{2} \int_0^T \int_\Omega \partial_t^h \nu(\varphi_x) u_x(\tau + h) \cdot u_x(\tau) \, d\tau \, \psi \, d\tau.
\]

Exploiting the regularity properties (5.13)–(5.16), and recalling that $\partial_t^h u \to \partial_t u$ in $L^2(0, T; X)$ provided that $\partial_t u \in L^2(0, T; X)$, we can pass to the limit as $h \to 0$ and we finally deduce (5.29).

Now, summing up (5.28) and (5.29), we arrive at the differential equality
\[
\frac{d}{dt} \mathcal{H}_\varepsilon + \|
abla \partial_t \varphi_x\|^2 + \int_\Omega F'_\varepsilon(\varphi_x)|\partial_t \varphi_x|^2 \, dx
\]
\[
= \theta_0 \|
abla \partial_t \varphi_x\|^2 + \int_\Omega \mu_x \nabla \partial_t \varphi_x \cdot u_x \, dx - \frac{1}{2} \int_\Omega \nu(\varphi_x) \partial_t \varphi_x |u_x|^2 \, dx, \tag{5.33}
\]
for almost every $t \in (0, T)$, where
\[
\mathcal{H}(t) = \frac{1}{2} \|
abla \mu_x(t)\|^2 + \frac{1}{2} \int_\Omega \nu(\varphi_x(t)) |u_x(t)|^2 \, dx.
\]

Notice that it is essential the cancellation of the troublesome term $\langle \partial_t \mu_x, \nabla \varphi_x \cdot u_x \rangle$ on the right-hand side of (5.28) and (5.29).

Step 8: Higher order estimates First, by assumption (A1), there exists a constant $C$ such that
\[
\frac{1}{C}(\|
abla \mu_x\|^2 + \|u_x\|^2) \leq H \leq C(\|
abla \mu_x\|^2 + \|u_x\|^2). \tag{5.34}
\]

We proceed by estimating the three remaining terms on the right-hand side of (5.33). In doing so we will make use of the following estimates that follow from (5.25), (5.27), and (5.34)
\[
\|
abla \partial_t \varphi_x\|_{V_0^\prime} \leq CH^{\frac{1}{2}} \log^{\frac{1}{2}}(C + CH), \tag{5.35}
\]
and
\[
\|u_x\|_V \leq C(H^{\frac{1}{2}} + H^{\frac{1}{4}}) \log^{\frac{1}{2}}(C + CH). \tag{5.36}
\]

Since $\overline{\partial_t \varphi_x} = 0$, by using (2.14), (5.35), and Young’s inequality, the first term on right-hand side of (5.33) is simply controlled by
\[
\theta_0 \|
abla \partial_t \varphi_x\|^2 \leq C \|\partial_t \varphi_x\|_{V_0^\prime} \|
abla \partial_t \varphi_x\| \leq \frac{1}{4} \|
abla \partial_t \varphi_x\|^2 + CH \log (C + CH). \tag{5.37}
\]

Regarding the second term in (5.33), by exploiting (2.4), (2.14), the regularity of the Neumann problem, the equation (5.11)3, and the estimates (5.22) and (5.34), we obtain
\[
\int_\Omega \mu_x \nabla \partial_t \varphi_x \cdot u_x \, dx = - \int_\Omega \partial_t \varphi_x u_x \cdot \nabla \mu_x \, dx
\]
\[
\leq \|u_x\|_V \|\partial_t \varphi_x\|_{L^4(\Omega)} \|
abla \mu_x\|_{L^4(\Omega)}
\]
\[
\leq C(H^{\frac{1}{2}} + H^{\frac{1}{4}}) \log^{\frac{1}{2}}(C + CH). \tag{5.36}
\]

Since $\overline{\partial_t \varphi_x} = 0$, by using (2.14), (5.35), and Young’s inequality, the first term on right-hand side of (5.33) is simply controlled by
\[
\theta_0 \|
abla \partial_t \varphi_x\|^2 \leq C \|\partial_t \varphi_x\|_{V_0^\prime} \|
abla \partial_t \varphi_x\| \leq \frac{1}{4} \|
abla \partial_t \varphi_x\|^2 + CH \log (C + CH). \tag{5.37}
\]
By (5.34) and (5.35), we have

\[
\begin{align*}
\text{Combining (5.33) with (5.37), (5.43), and (5.44), we eventually end up with the differential inequality}
\frac{d}{dt} H + \frac{1}{2} \| \nabla \partial_t \phi_e \|^2 & \leq C + CH^2 \log(e + H).
\end{align*}
\]
We now observe that, according to (5.18) and (5.19), $H \in L^1(0, T)$ for any $T > 0$ with $\int_0^T H(\tau) \, d\tau \leq C(1 + \|\varphi_0\|_V^2)$. Thanks to the continuity in time of the solution (cf. (5.13), (5.15) and (5.16)) and using the relation $\mu \nabla \varphi = \nabla (\mu \nabla \varphi) - \mu \nabla \varphi$, we infer from equation (5.11) and estimate (5.10) that
\[
\|\sqrt{\nu(\varphi(0))} u(0)\| \leq C \|\mu(0)\|_V \|\varphi(0)\|_{L^\infty(\Omega)}
\leq C \|\nabla \varphi_0^k + \gamma'_{\varepsilon}(\varphi_0^k) - \theta_0 \varphi_0^k\|_V
\leq C(1 + \|\mu\|_V + \|\varphi_0\|_V^2).
\]
This, in turn, implies
\[
H(0) \leq C(1 + \|\mu\|_V + \|\varphi_0\|_V^2)^2. \tag{5.46}
\]
Therefore, for any $T > 0$, the generalized Gronwall lemma A.1 yields the double exponential control
\[
\|
abla \mu(0)\|^2 + \|u(0)\|^2 \leq C(e + C(1 + \|\mu\|_V + \|\varphi_0\|_V^2)^2) e^{C(1+\|\varphi_0\|_V^2)} \leq C_1, \tag{5.47}
\]
for any $t \in [0, T]$, and
\[
\int_0^T \|
abla \partial_t \varphi(\tau)\|^2 \, d\tau \leq C(\|\mu\|_V + \|\varphi_0\|_V^2)^2 + CT + CC_1^2 \log(e + C_1) = C_2. \tag{5.48}
\]
Here, $C_1$ and $C_2$ are independent of $\varepsilon$ and $k$. Consequently, we deduce from (5.24), (5.25), and (5.27) that
\[
\|u(0)\|_V + \|\varphi(0)\|_{W^{2,p}(\Omega)} + \|\partial_t \varphi(0)\|_{V^2} + \|\Psi'(\varphi(0))\|_{L^p(\Omega)} \leq C_3, \quad \forall t \in [0, T], \tag{5.49}
\]
where $C_3$ only depends on $C_1$ and $p$ (for any $2 \leq p < \infty$). Applying Theorem 2.1, together with the above estimates (5.47) and (5.49), we obtain
\[
\|P(\varepsilon(t))\|_{H^2(\Omega)} \leq C_4, \quad \forall t \in [0, T]. \tag{5.50}
\]
In addition, by using the equation (5.11) and the regularity of the Neumann problem, we infer from (5.49) that
\[
\int_0^T \|
abla \partial_t \mu(\tau)\|^2_{L^2(\Omega)} \, d\tau \leq C_5. \tag{5.51}
\]
The two constants $C_4$ and $C_5$ depends on $C_1$, $C_2$ and $C_3$, but are independent of $\varepsilon$ and $k$.

Step 9: Passage to the limit and regularity Thanks to the uniform estimates (5.47)--(5.51) with respect to $k$ and $\varepsilon$, the existence of a global strong solution to (1.3)--(1.4) is recovered by a standard procedure. The solution $(u, P, \varphi)$ is the limit of the solutions $(u_\varepsilon, p_\varepsilon, \varphi_\varepsilon)$ by letting $\varepsilon \to 0$ (with $k$ fixed) and, then, $k \to \infty$. It is easily seen that $(u, P, \varphi)$ satisfies the regularity properties stated in Theorem 5.1. In particular, $|\varphi(x, t)| \leq 1$ for almost every $(x, t) \in \Omega \times (0, T)$ (see, e.g., [18, Section 3.3]). Furthermore, since $d = 2$, by exploiting assumption (A3) and the regularity $\mu \in L^\infty(0, T; V^*)$, an application of Theorem 2.2 entails $F''(\varphi) \in L^\infty(0, T; L^p(\Omega))$, for any $p \in [2, \infty)$. Repeating the same argument used in Step 7, we infer that $\partial_t \mu \in L^2(0, T; V^*)$.

Step 10: Uniqueness and continuous dependence estimate The uniqueness of strong solutions follows from Theorem 4.1. Let us prove a continuous dependence estimate in $L^2(\Omega)$ with respect to the initial data. We consider two initial conditions $\varphi_{01}$ and $\varphi_{02}$ satisfying the assumptions of Theorem 5.1 with $\varphi_{01} = \varphi_{02} = m \in (-1, 1)$. We define $u = u_1 - u_2$, $P = P_1 - P_2$, and $\varphi = \varphi_1 - \varphi_2$. The problem for the difference of two solutions reads as
\[
\partial_t \varphi + u_1 \cdot \nabla \varphi + u_2 \cdot \nabla \varphi = \Delta \mu,
\]
where
\[
\nu(\varphi_1)u + \nabla p = -\Delta \varphi \nabla \varphi_2 - \Delta \varphi_1 \nabla \varphi - (\nu(\varphi_1) - \nu(\varphi_2))u_2, \quad \mu = -\Delta \varphi + \Psi'(\varphi_1) - \Psi'(\varphi_2),
\]
and \( \bar{p} = P + \Psi(\varphi) \). Notice that \( \varphi(t) = 0 \) for all \( t \geq 0 \). By the regularity properties of strong solutions, we have the estimates
\[
\|u\|_{L^\infty(0,T;V)} \leq C, \quad \|\varphi\|_{L^\infty(0,T;W^{2,p}(\Omega))} \leq C, \quad \|F'(\varphi_1)\|_{L^\infty(0,T;L^p(\Omega))} \leq C, \tag{5.52}
\]
for any \( 2 \leq p < \infty \). Following the proof of Theorem 4.4, it is easily seen that
\[
\frac{1}{2} \frac{d}{dt} \|\varphi\|^2 + \frac{1}{2} \|\Delta \varphi\|^2 \leq C \|\varphi\|^2 + C \|u\| \|\nabla \varphi\|.
\]
Now we multiply the Darcy’s law above by \( u \) and we integrate over \( \Omega \). By using the Sobolev embedding and (5.52), we obtain
\[
\nu \|u\|^2 \leq C \|\nabla \varphi\| \|\nabla \varphi\|_{L^\infty(\Omega)} \|u\| + C \|\Delta \varphi\|_{L^4(\Omega)} \|\nabla \varphi\|_{L^4(\Omega)} \|u\| + C \|\varphi\|_{L^6(\Omega)} \|u\|_{L^3(\Omega)} \|u\|
\leq C \|\Delta \varphi\| \|u\|.
\]
Recalling the first inequality in (4.30), we eventually deduce the differential inequality
\[
\frac{1}{2} \frac{d}{dt} \|\varphi\|^2 + \frac{1}{4} \|\Delta \varphi\|^2 \leq C \|\varphi\|^2, \tag{5.53}
\]
which implies the desired conclusion (5.1). The proof is complete. \( \Box \)

We conclude this section by showing the propagation in time of regularity for any weak solution and its instantaneous separation property.

**Theorem 5.2.** Let \( d = 2 \) and the initial datum \( \varphi_0 \) be such that \( \|\varphi_0\|_V \leq R \), for some \( R > 0 \), \( \|\varphi_0\|_{L^\infty(\Omega)} \leq 1 \) and \( \varphi_0 = m \in (-1,1) \). Assume that \((A1)–(A3)\) hold. Then, for every \( \sigma > 0 \) and \( p \geq 1 \), there exists a constant \( C = C(\sigma, p, m, R) > 0 \) such that
\[
\|u\|_{L^\infty(\sigma,\infty;V)} \leq C, \quad \|\varphi\|_{L^\infty(\sigma,\infty;W^{2,p}(\Omega))} \leq C. \tag{5.54}
\]
Moreover, for every \( \sigma > 0 \), there exist \( \delta = \delta(\sigma, m, R) \in (0,1) \) and a constant \( C = C(\sigma, m, R) > 0 \) such that
\[
\|\varphi(t)\|_{L^\infty(\Omega)} \leq 1 - \delta, \quad \forall t \geq 2\sigma, \tag{5.55}
\]
and
\[
\|u\|_{L^\infty(2\sigma,\infty;H^4(\Omega))} \leq C, \quad \|\varphi\|_{L^\infty(2\sigma,\infty;H^4(\Omega))} \leq C. \tag{5.56}
\]

**Proof.** Let \((u, P, \varphi)\) be a weak solution to system (1.3)–(1.4) with initial datum \( \varphi_0 \). In light of the energy equality (3.9), for any \( \sigma > 0 \), we have
\[
E(\varphi(t)) \leq \frac{1}{2} R^2 + C, \quad \forall t \in \left[0, \frac{\sigma}{2}\right], \quad \text{and} \quad \int_0^{\sigma/2} \|\nabla \mu(\tau)\|^2 \, d\tau \leq \frac{1}{2} R^2 + C.
\]
We deduce that there exists \( t^* \in (0, \frac{\sigma}{2}) \) such that \( \|\nabla \mu(t^*)\| \leq \sqrt{\frac{R^2 + 2C}{\sigma}} \) and \( \varphi(t^*) \in H^2(\Omega) \). By Theorem 5.1, there exists a unique global strong solution \((u^*, P^*, \varphi^*)\) on \([t^*, \infty)\) with initial datum \( \varphi(t^*) \). In addition, we infer from Theorem 4.1 that \((u, P, \varphi) \equiv (u^*, P^*, \varphi^*)\) on \([t^*, \infty)\). Now, by repeating the higher order estimates in the proof of Theorem 5.1 for the solution \((u^*, P^*, \varphi^*)\), we arrive at
\[
\frac{d}{dt} H + \frac{1}{2} \|\nabla \varphi^*\|^2 \leq C + CH^2 \log(e + H),
\]
where \( H = \frac{1}{2} \|\mu^*\|^2 + \frac{1}{2} \|r(\varphi^*)u^*\|^2 \). Because of the energy equality (3.9), \( \int_t^{t+\tau} H(\tau) \, d\tau \leq C(R^2 + 1) \), for any \( t \geq 0 \). It follows from the generalized uniform Gronwall lemma A.2 that
\[
H(t) \leq e^{(\frac{C(R^2 + 1) + C\sigma}{2})\frac{t}{\sigma}} e^{C(2 + 1)}, \quad \forall t \geq \sigma.
\]
Thanks to the inequality \( \|\mu^*\| \leq C(1 + \|\nabla \mu^*\|) \) (cf. Step 5 in the proof of Theorem 5.1), we infer that \( \|\mu^*\|_{L^\infty(\sigma,\infty;V)} \leq C \), where the constant \( C > 0 \) only depends on \( R \), \( \sigma \) and \( m \). As a consequence, combining this estimate with Theorem 2.2 and the equation for the vorticity (cf. (5.26)), we easily obtain the bounds in (5.54).
The proof of (5.55) and (5.56) relies on further higher-order estimates similar to [18, Lemma 5.4] (see also [5,19]). We first observe that, repeating the argument in Step 10 and exploiting the estimates in (5.54), we find

$$\frac{1}{2} \frac{d}{dt} \|\partial_t^h \varphi^*\|^2 + \frac{1}{4} \|\Delta \partial_t^h \varphi^*\|^2 \leq C \|\partial_t^h \varphi^*\|^2,$$

for almost everywhere $t \in (\sigma, \infty)$, where $\partial_t^h \varphi(\cdot) = \frac{1}{h} (\varphi^*(\cdot + h) - \varphi(\cdot))$, and the constant $C > 0$ depends on $\sigma, R$ and $m$, but is independent of $h$. By the uniform Gronwall lemma [34, Chapter III, Lemma 1.1], after taking the limit as $h \to 0$, we obtain that $\|\partial_t \varphi^*\|_{L^\infty(2\sigma, \infty; H^2(\Omega))} \leq C$. From the equation (1.3) and the above regularity, we deduce that $\|\mu^*\|_{L^\infty(2\sigma, \infty; H^2(\Omega))}$. Then, Theorem 2.2 immediately entails the validity of (5.55). Finally, the estimates in (5.56) can be easily inferred from the separation property and the regularity of the Neumann problem. The proof is complete. 

\begin{proof}
\end{proof}

6. Strong Solutions in Three Dimensions

The purpose of this section is to show the existence and uniqueness of strong solutions for the HSCH system with unmatched viscosities and logarithmic potential in dimension three. More precisely, we prove that the unique strong solutions are local-in-time for large initial conditions and global-in-time for appropriate small initial conditions.

Before proceeding with the main result of this section, by virtue of the assumption (A4), we introduce $\beta > 0$ such that the potential

$$\tilde{\Psi}(s) = F(s) - \frac{\theta_0}{2} s^2 + |\Psi(\beta)|, \quad s \in [-1, 1],$$

is non-negative. Then, we define the related free energy

$$\tilde{E}(\varphi) = \int_\Omega \frac{1}{2} |\nabla \varphi|^2 + \tilde{\Psi}(\varphi) \, dx.$$ 

We are now ready to state

**Theorem 6.1.** Let $d = 3$. Assume that (A1)–(A4) hold. Let $\varphi_0 \in H^2(\Omega)$ such that $\|\varphi_0\|_{L^\infty(\Omega)} \leq 1$, $\varphi_0 = m \in (-1, 1)$, $\mu_0 = -\Delta \varphi_0 + \Psi'(\varphi_0) \in V$ and $\partial_n \varphi_0 = 0$ on $\partial \Omega$. We have the following:

- For any $R_1 > 0$ and $R_2 > 0$ such that $|\varphi_0|_V \leq R_1$ and $|\tilde{\mu}_0|_V \leq R_2$, where $\tilde{\mu}_0 = -\Delta \varphi_0 + F'(\varphi_0)$, there exist $T_0 = T_0(R_1, R_2) > 0$ and a unique strong solution to (1.3)–(1.4) defined on $[0, T_0]$ such that

\begin{align*}
\mathbf{u} &\in L^\infty(0, T_0; H^1 \cap V), \quad P \in L^\infty(0, T_0; H^2(\Omega)), \\
\varphi &\in L^\infty(0, T_0; W^{2,p}(\Omega)) \cap H^1(0, T_0; V), \\
\varphi &\in L^\infty(\Omega \times (0, T_0)) \text{ with } |\varphi(x, t)| < 1 \text{ a.e. } (x, t) \in \Omega \times (0, T_0), \\
\mu &\in L^\infty(0, T_0; V) \cap L^2(0, T_0; H^3(\Omega)),
\end{align*}

where $2 \leq p \leq 6$. The solution $(\mathbf{u}, P, \varphi)$ satisfies (1.3) almost everywhere in $\Omega \times (0, T_0)$ and (1.4) almost everywhere in $\partial \Omega \times (0, T_0)$, and $\varphi(\cdot, 0) = \varphi_0(\cdot)$.

- There exist two constants $\eta_1 > 0$ and $\eta_2 > 0$ depending on the parameters of the system. If the initial condition $\varphi_0$ satisfies

\begin{equation}
\tilde{E}(\varphi_0) \leq \eta_1, \quad \|\nabla \mu_0\| \leq \eta_2, \quad \|\varphi_0\|_{L^\infty(\Omega)} < 1,
\end{equation}

then there exists a unique (global) strong solution to (1.3)–(1.4) such that

\begin{align*}
\mathbf{u} &\in L^\infty(0, \infty; H^1 \cap V), \quad P \in L^\infty(0, \infty; H^2(\Omega)), \\
\varphi &\in L^\infty(0, \infty; W^{2,p}(\Omega)) \cap H^1(0, \infty; V),
\end{align*}

(6.6) \quad (6.7)
\[ \varphi \in L^\infty(\Omega \times (0, \infty)) \text{ with } |\varphi(x,t)| < 1 \text{ a.e. } (x,t) \in \Omega \times (0, \infty), \quad (6.8) \]
\[ \mu \in L^\infty(0, \infty; V) \cap L^2(0, \infty; H^3(\Omega)), \quad (6.9) \]

where \(2 \leq p \leq 6\). The solution \((u, P, \varphi)\) satisfies (1.3) almost everywhere in \(\Omega \times (0, \infty)\) and (1.4) almost everywhere in \(\partial \Omega \times (0, \infty)\), and \(\varphi(\cdot, 0) = \varphi_0(\cdot)\). Moreover, there exists \(\gamma > 0\) and \(\delta_0 > 0\) such that
\[ \|\nabla \mu(t)\| + \|u(t)\| \leq Ce^{-\frac{\gamma}{2}t}, \quad \|\varphi(t)\|_{L^\infty(\Omega)} \leq 1 - \delta_0, \quad \forall t \geq 0, \quad (6.10) \]
for some constant \(C > 0\) depending on \(\eta_1\) and \(\eta_2\).

Remark 6.2. Examples of initial conditions satisfying the smallness conditions in (6.5) are constant functions sufficiently close to \(\beta\) or perturbations of the free energy minimizers. Note that if \(\varphi_\beta \equiv \beta\), then \(\tilde{E}(\varphi_\beta) = 0\) and \(\nabla \mu_0 = \tilde{\Psi}'(\varphi_\beta) = 0\).

Remark 6.3. Notice that the assumption \(\|\varphi_0\|_{L^\infty(\Omega)} < 1\) in (6.5) is actually a consequence of the smallness conditions \(\tilde{E}(\varphi_0) \leq \eta_1\) and \(\|\nabla \mu_0\| \leq \eta_2\). This follows from (6.31) below by replacing \(\varphi\) with \(\varphi_0\).

Remark 6.4. To the best of our knowledge, the global existence of strong solutions satisfying the separation property (6.10) for all time, provided that the initial condition is sufficiently small, is a novel result even for the Cahn–Hilliard equation with logarithmic potential in dimension three.

Proof. We divide the proof into three parts.

First part: Local existence for large data. We follow the argument employed in the proof of Theorem 5.1. Notice that Steps 1-5 can be repeated in the same manner in the three dimensional case. We point out that the solution \((u_\varepsilon, P_\varepsilon, \varphi_\varepsilon)\) to (5.11) is local in time, namely it satisfies (5.13)–(5.16) on the interval \([0,T^*]\), where \(T^*\) depends on \(k\) and \(\varepsilon\). This result is proven in [37, Theorem 3.1].

Now we proceed by showing that the solution \((u_\varepsilon, P_\varepsilon, \varphi_\varepsilon)\) is well defined on a time interval \([0,T]\), where \(T\) is positive and independent of \(\varepsilon\) and \(k\). In order to do this, we prove uniform higher order estimates. We recall the differential equality
\[ \frac{d}{dt} H + \|\nabla \partial_t \varphi_\varepsilon\|^2 + \int_\Omega F''_\varepsilon(\varphi_\varepsilon)|\partial_t \varphi_\varepsilon|^2 \, dx = \theta_0|\partial_t \varphi_\varepsilon|^2 + \int_\Omega \mu_\varepsilon \nabla \partial_t \varphi_\varepsilon \cdot u_\varepsilon \, dx - \frac{1}{2} \int_\Omega \nu'(\varphi_\varepsilon)|\partial_t \varphi_\varepsilon| |u_\varepsilon|^2 \, dx, \quad (6.11) \]
for almost every \(t \in (0,T^*)\), where
\[ H(t) = \frac{1}{2}\|\nabla \mu_\varepsilon(t)\|^2 + \frac{1}{2} \int_\Omega \nu(\varphi_\varepsilon(t)) |u_\varepsilon(t)|^2 \, dx. \]

We have
\[ \frac{1}{C}(\|\nabla \mu_\varepsilon\|^2 + \|u_\varepsilon\|^2) \leq H \leq C(\|\nabla \mu_\varepsilon\|^2 + \|u_\varepsilon\|^2). \quad (6.12) \]
Moreover, we report the bounds
\[ \|\varphi_\varepsilon\|_{L^\infty(0,T^*;V)} \leq C_0, \quad \|\nabla \mu_\varepsilon\|_{L^2(0,T^*;H)} \leq C_0, \quad \|u_\varepsilon\|_{L^2(0,T^*;H^*_x)} \leq C_0, \quad (6.13) \]
where the constant \(C_0\) only depends on \(R_1\), and the estimates
\[ \|\varphi_\varepsilon\|_{H^2(\Omega)}^2 \leq C(1 + \|\nabla \mu_\varepsilon\|), \quad \|\mu_\varepsilon\|_V \leq C(1 + \|\nabla \mu_\varepsilon\|), \quad \|\varphi_\varepsilon\|_{W^{2,6}(\Omega)} \leq C(1 + \|\nabla \mu_\varepsilon\|), \quad (6.14) \]
where the constant \(C > 0\) is independent of \(k\) and \(\varepsilon\). Note that the latter estimate in (6.14) differs from (5.24) due to the Sobolev embedding \(V \hookrightarrow L^6(\Omega)\) in dimension three (cf. Theorem 2.2).

By using (2.7), (6.12), (6.13), and (6.14), we obtain
\[ \|\partial_t \varphi_\varepsilon\|_{V_0^*} \leq \|u_\varepsilon\||\varphi_\varepsilon||_{L^\infty(\Omega)} + \|
abla \mu_\varepsilon\| \leq C \|u_\varepsilon\||\varphi_\varepsilon|^2_{H^2(\Omega)} + \|
abla \mu_\varepsilon\| \]
right-hand side of (6.11), by exploiting (2.5), (2.14), and (6.16), we find
\[ \nabla \nu(\varphi_\varepsilon) \nabla \varphi_\varepsilon \times \mathbf{u}_\varepsilon = \nabla \mu_\varepsilon \times \nabla \varphi_\varepsilon. \]

By exploiting (2.10), (6.12), and (6.14), we have
\[
\nu_\varepsilon \| \nabla \varphi_\varepsilon \| \leq C \left( \| \mathbf{u}_\varepsilon \| + \| \nabla \mu_\varepsilon \| \| \nabla \varphi_\varepsilon \|_{L^\infty(\Omega)} \right)
\leq C \left( \| \mathbf{u}_\varepsilon \| + \| \nabla \mu_\varepsilon \| \| \varphi_\varepsilon \|_{W^{2,6}(\Omega)}^{\frac{2}{3}} \right)
\leq C \left( \| \mathbf{u}_\varepsilon \| + \| \nabla \mu_\varepsilon \| \right) \left( 1 + \| \nabla \mu_\varepsilon \|^{\frac{2}{3}} \right)
\leq CH^{\frac{1}{2}} + CH^{\frac{8}{7}}.
\]

Hence, we infer from (2.3) that
\[ \| \mathbf{u}_\varepsilon \|_V \leq CH^{\frac{1}{2}} + CH^{\frac{8}{7}}. \] (6.16)

Next, we control the three terms on the right-hand side of (6.11). By (2.2) and (6.15), we find
\[ \theta_0 \| \partial_t \varphi_\varepsilon \|^{2} \leq \frac{1}{8} \| \nabla \partial_t \varphi_\varepsilon \|^{2} + CH + CH^{\frac{8}{7}}. \] (6.17)

Integrating by parts, and using (2.5), (2.14), the regularity of the Neumann problem, and (5.11), the second term on the right-hand side of (6.11) is controlled as follows
\[
\int_{\Omega} \mu_\varepsilon \nabla \partial_t \varphi_\varepsilon \cdot \mathbf{u}_\varepsilon \, dx = - \int_{\Omega} \partial_t \varphi_\varepsilon \mathbf{u}_\varepsilon \cdot \nabla \mu_\varepsilon \, dx
\leq \| \mathbf{u}_\varepsilon \| \| \partial_t \varphi_\varepsilon \|_{L^2(\Omega)} \| \nabla \mu_\varepsilon \|_{L^2(\Omega)}
\leq C \| \mathbf{u}_\varepsilon \| \| \partial_t \varphi_\varepsilon \|^{\frac{1}{2}} \| \nabla \partial_t \varphi_\varepsilon \|^{\frac{1}{2}} \left( \| \Delta \mu_\varepsilon \| + \| \mu_\varepsilon \| \right)
\leq C \| \mathbf{u}_\varepsilon \| \| \partial_t \varphi_\varepsilon \|^{\frac{1}{2}} \| \nabla \partial_t \varphi_\varepsilon \|^{\frac{1}{2}} \left( \| \partial_t \varphi_\varepsilon \| + \| \mathbf{u}_\varepsilon \cdot \nabla \varphi_\varepsilon \| + \| \mu_\varepsilon \| \right)
= R_1 + R_2 + R_3. \] (6.18)

By (2.10), (6.12), (6.14), and (6.15), we have
\[
R_2 \leq C \| \mathbf{u}_\varepsilon \|^{2} \| \partial_t \varphi_\varepsilon \|^{\frac{1}{2}} \| \nabla \partial_t \varphi_\varepsilon \|^{\frac{1}{2}} \| \nabla \varphi_\varepsilon \|_{L^\infty(\Omega)}
\leq \frac{1}{12} \| \nabla \partial_t \varphi_\varepsilon \|^{2} + C \| \mathbf{u}_\varepsilon \|^{\frac{12}{10}} \| \partial_t \varphi_\varepsilon \|^{\frac{10}{12}} \| \varphi_\varepsilon \|_{W^{2,6}(\Omega)}^{\frac{10}{12}}
\leq \frac{1}{12} \| \nabla \partial_t \varphi_\varepsilon \|^{2} + C \| \mathbf{u}_\varepsilon \|^{\frac{12}{10}} \| \partial_t \varphi_\varepsilon \|^{\frac{10}{12}} \left( 1 + \| \nabla \mu_\varepsilon \|^{\frac{8}{7}} \right)
\leq \frac{1}{12} \| \nabla \partial_t \varphi_\varepsilon \|^{2} + CH^{\frac{8}{7}} (H^{\frac{1}{2}} + H^{\frac{8}{7}}) (1 + H^{\frac{8}{7}})
\leq \frac{1}{12} \| \nabla \partial_t \varphi_\varepsilon \|^{2} + C (1 + H^{\frac{8}{7}}). \] (6.19)

The remainder terms $R_1$ and $R_3$ can be estimated in the same way. Regarding the third term on the right-hand side of (6.11), by exploiting (2.5), (2.14), and (6.16), we find
\[
\frac{1}{2} \int_{\Omega} \nu(\varphi_\varepsilon) \partial_t \varphi_\varepsilon \| \mathbf{u}_\varepsilon \|^{2} \, dx \leq C \| \partial_t \varphi_\varepsilon \| \| \mathbf{u}_\varepsilon \|^{\frac{12}{5}}_{L^4(\Omega)}
\leq C \| \partial_t \varphi_\varepsilon \|^{\frac{12}{10}}_{L^6(\Omega)} \| \nabla \partial_t \varphi_\varepsilon \|^{\frac{10}{12}} \| \mathbf{u}_\varepsilon \|^{\frac{12}{10}} \| \mathbf{u}_\varepsilon \|^{\frac{12}{10}}_{L^2(\Omega)}
\leq \frac{1}{8} \| \nabla \partial_t \varphi_\varepsilon \|^{2} + C \| \partial_t \varphi_\varepsilon \|^{\frac{12}{10}}_{L^6(\Omega)} \| \mathbf{u}_\varepsilon \|^{\frac{12}{10}} \| \mathbf{u}_\varepsilon \|^{\frac{12}{10}}_{L^2(\Omega)}.
\]
Collecting the above estimates (6.17)–(6.20) together, we deduce the differential inequality
\[
\frac{d}{dt} H + \frac{1}{2} \| \nabla \partial_t \varphi \|^2 \leq C_1 (1 + H^{\frac{3}{2}}),
\]
where \( C_1 \) is independent of \( \varepsilon \) and \( k \). Besides, in light of (5.46), we have the control on the initial condition
\[
1 + H(0) \leq C_2 (1 + R_1 + R_2)^2.
\]
Thus, integrating the above differential inequality, we infer that
\[
H(t) \leq \frac{C_2(1 + R_1 + R_2)^2}{(1 - \frac{3}{2} C_1 C_2^2 (1 + R_1 + R_2)^3 t)^{\frac{3}{2}}}, \quad \forall t \in \left[0, \frac{1}{3 C_1 C_2^2 (1 + R_1 + R_2)^3}\right).
\]
In particular, this implies
\[
\| \nabla \mu_{\varepsilon}(t) \|^2 + \| u_{\varepsilon}(t) \|^2 \leq 2 C_2 (1 + R_1 + R_2)^2, \quad \forall t \in [0, T], \quad \text{with} \quad T_0 = \frac{1}{3 C_1 C_2^2 (1 + R_1 + R_2)^3}.
\]
Besides, integrating (6.21) on \([0, T_0]\), we obtain
\[
\int_0^{T_0} \| \nabla \partial_t \varphi_{\varepsilon}(\tau) \|^2 \, d\tau \leq C_3 (1 + R_1 + R_2)^2 + C_4 (1 + R_1 + R_2)^5 T_0.
\]
for some positive constants \( C_3, C_4 \) independent of \( \varepsilon \) and \( k \). As a consequence, using (6.14), (6.15), and (6.16), we deduce that
\[
\| u_{\varepsilon}(t) \|_V + \| \varphi_{\varepsilon}(t) \|_{W^{2,q}(\Omega)} + \| \partial_t \varphi_{\varepsilon}(t) \|_{V'_0} + \| \Psi_{\varepsilon}'(\varphi_{\varepsilon}(t)) \|_{L^p(\Omega)} + \| P_{\varepsilon}(t) \|_{H^2(\Omega)} \leq C_5, \quad \forall t \in [0, T_0],
\]
where \( C_5 \) only depends on \( p, R_1, R_2 \) and \( T \). Also, by the regularity of the Neumann problem, it follows from (5.11) that
\[
\int_0^{T_0} \| \mu_{\varepsilon}(\tau) \|_{H^1(\Omega)}^2 \, d\tau \leq C_6.
\]
These uniform bounds with respect to the approximation parameter \( \varepsilon \) and \( k \) are sufficient to guarantee the existence of a limit triplet \((u, P, \varphi)\) on \([0, T_0]\) satisfying the system (1.3)–(1.4) and the regularity properties (6.1)–(6.4).

Second part: Uniqueness of strong solutions We prove the uniqueness of the strong solutions by controlling the difference of two solutions in the dual space \( V'_0 \) (cf. Theorem 4.1). Let us consider two solutions \((u_1, P_1, \varphi_1)\) and \((u_2, P_2, \varphi_2)\) defined on the same interval \([0, T_0] \) corresponding to the same initial condition \( \varphi_0 \). We have \( \varphi_1(t) = \varphi_2(t) \) for any \( t \in [0, T_0] \). The following estimates hold
\[
\| u_i \|_{L^\infty(0, T_0; V)} \leq C, \quad \| \varphi \|_{L^\infty(0, T_0; W^{2,q}(\Omega))} \leq C.
\]
We set \( u = u_1 - u_2, \ p = p_1 - p_2 \) and \( \varphi = \varphi_1 - \varphi_2 \) (cf. Remark 3.4). The triplet \((u, P, \varphi)\) satisfies (4.1)–(4.2). By taking \( v = A^{-1} \varphi \) in (4.1) and using (4.5), we find
\[
\frac{1}{2} \frac{d}{dt} \| \varphi \|^2_{V_0'} + \frac{1}{2} \| \nabla \varphi \|^2 \leq C \| \varphi \|^2_{V_0'} + I_1 + I_2,
\]
where \( I_1 \) and \( I_2 \) are defined in (4.4). For the sake of brevity, we will only address the estimates with the two dimensional case. By (2.5), (2.14) and (6.22), we have
\[
I_1 \leq \| u \|_{L^q(\Omega)} \| \varphi \|_{L^1(\Omega)} \| \varphi \|_{V_0'} \leq \frac{1}{4} \| \nabla \varphi \|^2 + C \| \varphi \|^2_{V_0'}.
\]
We recall that $I_2 = \sum_{k=1}^{4} Z_k$. By (2.2) and (6.22), we get
\[
Z_1 \leq \|p\|\|\nabla \varphi \|_{L^\infty(\Omega)}\|\mathbb{P}(\varphi_2 \nabla A^{-1}\varphi)\|
\leq C\|p\|\|\varphi\|_{V_0'}.
\]
In order to control $p$, we exploit the equality (cf. (4.14))
\[
\|p\|^2 = \left(\nabla \varphi_1 \otimes \nabla \varphi + \nabla \varphi \otimes \nabla \varphi_2, \frac{\nu'(\varphi_1)}{\nu(\varphi)} \nabla \varphi_1 \otimes \nabla q + \frac{1}{\nu(\varphi_1)} \nabla \nabla q\right) - \left(\frac{\nu'(\varphi_1) - \nu'(\varphi_2)}{\nu(\varphi_1)} \mathbf{u}_2, \nabla q\right),
\]
where $q$ is defined in (4.12) and satisfies $\|q\|_{H^2(\Omega)} \leq C\|p\|$ due to (6.22). By using once again (6.22), it is easily seen from (6.24) that $\|p\| \leq C\|\nabla \varphi\|$. This, in turn, entails
\[
Z_1 \leq \frac{1}{32}\|\nabla \varphi\|^2 + C\|\varphi\|^2_{V_0'}.
\]
We recall the formulas (4.17) and (4.18). By (2.2), (2.7), (2.14), (2.15), and (6.22), we obtain
\[
Z_2 + Z_3 \leq C\|\nabla \varphi\|\|\varphi_2 \nabla A^{-1}\varphi\|_V
\leq C\|\nabla \varphi\|\left(\|\nabla A^{-1}\varphi\|_V + \|\nabla A^{-1}\varphi\|_{L^\infty(\Omega)}\right)
\leq C\|\nabla \varphi\|\left(\|\varphi\| + \|\varphi\|_{\frac{1}{2}}\|\nabla \varphi\|\right)
\leq C\|\varphi\|_0\|\nabla \varphi\|^2 + C\|\varphi\|_{V_0'}\|\nabla \varphi\|\]
\[
\leq \frac{1}{16}\|\nabla \varphi\|^2 + C\|\varphi\|^2_{V_0'}.
\]
From (2.2), (2.5), (2.14), (3.1), and (6.22), we get
\[
Z_4 \leq C\|\varphi\|_{L^3(\Omega)}\|\mathbf{u}\|_{L^6(\Omega)}\|\varphi\|_{V_0'}
\leq \frac{1}{32}\|\nabla \varphi\|^2 + C\|\varphi\|^2_{V_0'}.
\]
Thus, combining the above controls, we are eventually led to the differential inequality
\[
\frac{d}{dt}\|\varphi\|^2_{V_0'} \leq C\|\varphi\|^2_{V_0'},
\]
which entails the uniqueness by the Gronwall lemma.

Third part: Global existence for small data The local existence of a strong solution defined on an interval $[0,T_0]$ satisfying (6.1)--(6.4) is guaranteed by the first part of the theorem. By virtue of the condition on the initial datum $\|\varphi_0\|_{L^\infty(\Omega)} = 1 - \delta$ for some $\delta > 0$, it is possible to deduce from (6.2) that $\|\varphi(t) - \varphi_0\|_{L^\infty(\Omega)} \leq C\sqrt{t}$, for $t \in [0,T_0]$, where $C$ depends on $\eta_1$ and $\eta_2$. Hence, there exists a time $T'$ (depending only on $\eta_1$, $\eta_2$ and $\delta$) such that $0 < T' \leq T_0$ and $\|\varphi(t)\|_{L^\infty(\Omega)} \leq 1 - \frac{\delta}{2}$, for all $t \in [0,T']$. By the assumption (A2), we infer that $\Psi''(\varphi) \in L^\infty(\Omega \times (0,T'))$. As a consequence, we deduce that $\partial_t \mu \in L^2(0,T'; H^2(\Omega))$, together with the regularity $\mu \in L^2(0,T'; H^3(\Omega))$, this entails that $\mu \in C([0,T'], V)$. In addition, it can be inferred from the boundedness of $\Psi''(\varphi)$ that $\varphi \in C([0,T'], H^3(\Omega)) \cap L^2(0,T'; H^5(\Omega))$ and $\mathbf{u} \in L^2(0,T'; H^3(\Omega))$. Then, by the continuity in time of $\varphi$ and $\mu$, and using the equation (1.3)_1, we deduce that $\sqrt{\nu(\varphi)} \mathbf{u} \in C([0,T'], H)$. For $t \in [0,T']$ we set
\[
H(t) = \frac{1}{2}\|\nabla \mu(t)\|^2 + \frac{1}{2} \int_\Omega \nu(\varphi(t))|\mathbf{u}(t)|^2 \, dx.
\]
It immediately follows that $H \in C([0,T'])$. As in the proof of Theorem 5.1, thanks to the above regularity properties, the strong solution satisfies for any $0 \leq s < t \leq T'$
\[ H(t) + \int_0^t \| \nabla \partial_t \varphi(\tau) \|^2 \, d\tau + \int_0^t F''(\varphi(\tau)) |\partial_t \varphi(\tau)|^2 \, d\tau \]

\[ = H(s) + \theta_0 \int_s^t \| \partial_t \varphi(\tau) \|^2 \, d\tau + \int_s^t \mu(\tau) \nabla \partial_t \varphi(\tau) \cdot u(\tau) \, dx \, d\tau \]

\[ - \frac{1}{2} \int_s^t \int_{\Omega} \nu'(\varphi(\tau)) |\partial_t \varphi(\tau)| \| u(\tau) \|^2 \, dx \, d\tau. \]

(6.25)

Let us now consider the maximal interval \([0, \tilde{T})\) of existence of the (unique) strong solution satisfying the above properties. We aim to prove that \(\tilde{T} = \infty\) provided that the initial condition is sufficiently small. To do this, we assume that \(\tilde{T} < \infty\) and proceed by refining the estimate (6.21). First, we report some preliminary estimates that are needed in the rest of the proof. By the energy identity (3.9) and the assumption on the initial condition, we have

\[ \tilde{E}(\varphi(t)) + \int_0^t \| \nabla \mu(\tau) \|^2 + \| \sqrt{\varphi(\tau)} u(\tau) \|^2 \, d\tau \leq \eta_1. \]

(6.26)

Next, by assumption (A1), there exists a positive constant \(C\) such that

\[ \frac{1}{C} (\| \nabla \mu \|^2 + \| u \|^2) \leq H \leq C (\| \nabla \mu \|^2 + \| u \|^2). \]

(6.27)

Using (6.3) and (6.27), it easily follows from the equation (1.3)\(_3\) that

\[ \| \partial_t \varphi \|_{\tilde{V}_0} \leq CH^{\frac{1}{2}}. \]

(6.28)

By (6.14) and (6.16), we recall that

\[ \| \mu \|_{V} \leq C(1 + H^\frac{1}{2}), \quad \| \varphi \|_{W^{2,6}(\Omega)} \leq C(1 + H^\frac{1}{2}), \quad \| u \|_{V} \leq CH^{\frac{1}{2}} + CH^\frac{1}{4}. \]

(6.29)

In addition, an application of Theorem 2.2 with \(f = \mu + \theta_0 \varphi\) yields

\[ \| \Delta \varphi \|^2 \leq C \| \nabla \varphi \| (\| \nabla \mu \| + \| \nabla \varphi \|). \]

(6.30)

By using (2.15) and (6.26), we deduce that

\[ \| \varphi \|_{L^\infty(\Omega)} \leq \| \varphi - \overline{\varphi} \|_{L^\infty(\Omega)} + |\overline{\varphi}| \]

\[ \leq C \| \varphi - \overline{\varphi} \|_{H^2(\Omega)} + |\overline{\varphi}| \]

\[ \leq C \| \Delta \varphi \|_{H^2(\Omega)} + |\overline{\varphi}| \]

\[ \leq \tilde{C}_0 \sqrt{2\eta_1 (\| \nabla \mu \| + \sqrt{2\eta_1})} + m, \]

(6.31)

where \(m = \overline{\varphi}_0\), for some constant \(\tilde{C}_0 > 0\) independent of \(\eta_1\) and \(\eta_2\). Now, we control the terms on the right-hand side of (6.25). By using (2.14) and (6.28), we obtain

\[ \theta_0 \int_s^t \| \partial_t \varphi(\tau) \|^2 \, d\tau \leq \frac{1}{8} \int_s^t \| \nabla \partial_t \varphi(\tau) \|^2 \, d\tau + C \int_s^t \| \partial_t \varphi(\tau) \|^2_{\tilde{V}_0} \, d\tau \]

\[ \leq \frac{1}{8} \int_s^t \| \nabla \partial_t \varphi(\tau) \|^2 \, d\tau + C \int_s^t H(\tau) \, d\tau. \]

(6.32)

By arguing as in (6.18), we infer from (2.10), (6.28), (6.29) that

\[ \int_{\Omega} \mu \nabla \partial_t \varphi \cdot u \, dx \leq C \| u \| \| \partial_t \varphi \|_{\tilde{V}_0} \| \nabla \partial_t \varphi \| \left( 1 + \| \partial_t \varphi \| + \| u \cdot \nabla \varphi \| + \| \nabla \mu \| \right) \]

\[ \leq CH^{\frac{1}{2}} \| \nabla \partial_t \varphi \| \left( 1 + H^\frac{1}{2} + \| u \| \| \nabla \varphi \|_{L^\infty} \right) \]

\[ \leq CH^{\frac{1}{2}} \| \nabla \partial_t \varphi \| \left( 1 + H^\frac{1}{2} + H^\frac{1}{2} \| \varphi \|_{W^{2,6}(\Omega)} \right) \]

\[ \leq CH^{\frac{1}{2}} \| \nabla \partial_t \varphi \| \left( 1 + H^\frac{1}{2} + H^\frac{1}{2} \right). \]
Here we have used that $\|\nabla \varphi\| \leq C$. Hence, by Young’s inequality we reach
\[
\int_s^t \int_\Omega \mu \nabla \partial_t \varphi \cdot u \, dx \leq \frac{1}{8} \int_s^t \|\nabla \partial_t \varphi(\tau)\|^2 \, d\tau + C \int_s^t H(\tau) + H^\frac{5}{2}(\tau) + H^\frac{11}{4}(\tau) \, d\tau.
\] (6.33)

The third term on the right-hand side of (6.25) can be controlled as in (6.20). By (6.28) and (6.29), we obtain
\[
\frac{1}{2} \int_s^t \int_\Omega \nu'(\varphi(\tau)) \partial_t \varphi(\tau) \nu(\tau) \|u(\tau)\|^2 \leq C \|\partial_t \varphi\|_{V_c^1} \|\nabla \partial_t \varphi\| \|u\| \|u\| \leq C \|\nabla \partial_t \varphi\| \|H\| \|H\|_2 (H^{\frac{3}{2}} + H^\frac{11}{8}).
\] (6.34)

Then, we arrive at
\[
- \frac{1}{2} \int_s^t \int_\Omega \nu'(\varphi(\tau)) \partial_t \varphi(\tau) \|u(\tau)\|^2 \leq \frac{1}{8} \int_s^t \|\nabla \partial_t \varphi(\tau)\|^2 \, d\tau + C \int_s^t H^\frac{5}{2}(\tau) + H^\frac{11}{4}(\tau) \, d\tau.
\] (6.35)

Now we multiply (1.3)_1 by $u$ and (1.3)_3 by $\mu$, we integrate over $\Omega$ and we add the two equations. Recalling that $\partial_7 \varphi = 0$, it follows from (2.1) and (3.1) that
\[
\|\nabla \mu\|^2 + \nu_0 \|u\|^2 \leq \langle \mu, \varphi_0 \rangle \leq \frac{1}{2} \|\nabla \mu\|^2 + C \|\nabla \partial_t \varphi\|^2.
\]

Thus, there exists a (small) constant $\gamma > 0$ such that
\[
\gamma \int_s^t H(\tau) \, d\tau \leq \frac{1}{8} \int_s^t \|\nabla \partial_t \varphi(\tau)\|^2 \, d\tau.
\] (6.36)

Combining (6.25) with (6.32), (6.33), (6.34), and (6.35), we are led to
\[
H(t) + \gamma \int_s^t H(\tau) \, d\tau + \frac{1}{2} \int_s^t \|\nabla \partial_t \varphi(\tau)\|^2 \, d\tau
\leq H(s) + C \int_s^t H(t) \, d\tau + C \int_s^t H^\frac{5}{2}(\tau) + H^\frac{11}{4}(\tau) + H^\frac{3}{2}(\tau) + H^\frac{11}{8}(\tau) \, d\tau,
\] (6.37)

for every $0 \leq s < t < \tilde{T}$. Let us take $s = 0$. We control the first two terms on the right-hand side by a sufficiently small constant depending on the initial datum. We note that
\[
H(0) \leq C \|\nabla \mu_0\|^2 + C \|u(0)\|^2 \leq C \|\nabla \mu_0\|^2 + C \|\nabla \mu_0\|^2 \|\varphi_0\|_L^2(\Omega).
\]

In light of (6.5), this implies that
\[
H(0) \leq \tilde{C}_1 \eta_2^n,
\] (6.38)

for some constant $\tilde{C}_1 > 0$. On the other hand, by virtue of (6.5), (6.26), and the definition of $\tilde{E}$, we get
\[
C \int_0^t H(\tau) \, d\tau \leq \tilde{C}_2 \eta_1.
\]

Summing up, we have
\[
H(t) + \gamma \int_0^t H(\tau) \, d\tau + \frac{1}{2} \int_0^t \|\nabla \partial_t \varphi(\tau)\|^2 \, d\tau
\leq \tilde{C}_3 (\eta_1 + \eta_1^2) + \tilde{C}_4 \int_0^t H^\frac{5}{2}(\tau) + H^\frac{11}{4}(\tau) + H^\frac{3}{2}(\tau) + H^\frac{11}{8}(\tau) \, d\tau.
\] (6.39)

Without loss of generality, we can take $0 < \gamma < 1$, $\tilde{C}_3 = \max\{\tilde{C}_1, \tilde{C}_2\} > 1$ and $\tilde{C}_4 > 1$. We fix
\[
\epsilon = \min\left\{\frac{1}{2}, \frac{1}{\tilde{C}_4^2} \left(\frac{\gamma}{8} \right)^\frac{1}{2}, \frac{1 - m \varphi}{C_0 \tilde{C}_3 + 1}\right\},
\] (6.40)
where $\tilde{C}_0$ is the constant in (6.31), and we require the condition
\[
\eta_1 + \eta_2^2 \leq \frac{\epsilon}{2C_3}.
\tag{6.41}
\]
Let us define
\[
T_1 = \sup\{t \in [0, \tilde{T}) : \sup_{0 \leq s < t} H(s) \leq \epsilon\}.
\]
Since $H(0) \leq \tilde{C}_3\eta_2^2 < \epsilon$, the continuity of $H$ guarantees that $T_1 > 0$. By the choice of $\epsilon$, we eventually infer that
\[
\tilde{C}_4 \int_0^t \left[ H^2(\tau) + H^{12}(\tau) + H^{3}(\tau) + H^{24}(\tau) \right] d\tau \leq \frac{\gamma}{2} \int_0^t H(\tau) d\tau,
\]
which, in turn, implies
\[
H(t) + \frac{1}{2} \int_0^t \|\nabla \partial_t \varphi(\tau)\|^2 d\tau \leq \frac{\epsilon}{2}, \quad \forall t \in [0, T_1].
\]
Here we have used (6.41). By the definition of $T_1$ and the continuity of $H$, we reach a contradiction. This implies that
\[
H(t) < \epsilon, \quad \forall t \in [0, \tilde{T}),
\tag{6.42}
\]
and, as a consequence,
\[
\int_0^t \|\nabla \partial_t \varphi(\tau)\|^2 d\tau < \epsilon, \quad \forall t \in [0, \tilde{T}).
\tag{6.43}
\]
In order extend the solution beyond $\tilde{T}$, we need to show that the solution is defined in $\tilde{T}$ and $\|\varphi(\tilde{T})\|_{L^\infty(\Omega)} < 1$. We observe that combining (6.25) with (6.32), (6.33), (6.34), we have
\[
|H(t) - H(s)| \leq \frac{3}{8} \int_s^t \|\nabla \partial_t \varphi(\tau)\|^2 d\tau + \tilde{C}_5 \int_s^t \left[ H(\tau) + H^2(\tau) + H^{12}(\tau) + H^{3}(\tau) + H^{24}(\tau) \right] d\tau,
\]
for some constant $\tilde{C}_5 > 0$. By (6.42), we obtain
\[
|H(t) - H(s)| \leq \frac{3}{8} \int_s^t \|\nabla \partial_t \varphi(\tau)\|^2 d\tau + \tilde{C}_6 (t - s),
\]
where $\tilde{C}_6$ depends on $\tilde{C}_5$ and $\epsilon$. Thanks to (6.43), this inequality implies that for any positive $\varepsilon > 0$, there exists some $\tilde{\delta}$ such that
\[
|H(t) - H(s)| \leq \varepsilon, \quad \forall t, s \in [0, \tilde{T}) : |t - s| < \tilde{\delta}.
\]
Hence, $H(t)$ is a Cauchy sequence as $t$ tends to $\tilde{T}$ and we deduce that $H(\tilde{T}) \leq \epsilon$. Besides, we infer from (6.31), (6.40) and (6.41) that
\[
\|\varphi(\tilde{T})\|_{L^\infty(\Omega)} \leq \tilde{C}_0 \sqrt{2\eta_1 (\sqrt{\epsilon} + \sqrt{2\eta_1}) + m} < 1.
\]
Thanks to the first and second parts of this proof, we can extend the strong solution on the interval $[\tilde{T}, \tilde{T} + t_0)$ for some $t_0 > 0$, which is a contradiction to the definition of $\tilde{T}$. Therefore, we conclude that the strong solution is defined globally in time. It is immediate to deduce from (6.42) that
\[
H(t) \leq \epsilon, \quad \forall t \geq 0.
\]
This control can be further refined by virtue of (6.39). Indeed, by the Gronwall lemma it follows
\[
H(t) \leq \epsilon e^{-\gamma t}, \quad \forall t \geq 0.
\]
Finally, by exploiting (6.31), (6.41) and the above inequality, we find

$$
\| \varphi(t) \|_{L^\infty(\Omega)} \leq \frac{\tilde{C}_0}{C_3} (1 + e^{-\gamma t}) + m \leq 1 - \delta_0, \quad \forall t \geq 0,
$$

for some $\delta_0 > 0$. The proof is complete. □

7. Concluding Remarks

In this work we addressed the well-posedness for Hele-Shaw–Cahn–Hilliard system with unmatched viscosities and physically relevant free energy density of logarithmic type. In dimension two we have proved the existence and uniqueness of global in time strong solutions. In dimension three we have shown the existence and uniqueness of strong solutions, which are local in time for large data or global in time for small initial data. We have provided a criterion for the uniqueness of weak solutions in dimension two. Furthermore, we have proved the uniqueness of weak solutions in dimension two when the logarithmic potential is approximated by the classical fourth order polynomial. It is worth noticing that the results here established can be generalized by adding the term $\rho(\varphi)g$ on the right-hand side of the Darcy’s law, which takes the difference of densities into account (see [27, Eqn. (2.26)] and [8, Eqn. (2.14)]). We observe in conclusion that, even though the HSCH system has been derived as an approximation of the Navier–Stokes–Cahn–Hilliard system, in light of the recent results obtained in [19] (see also [1]), the mathematical analysis of the HSCH system presents more complex issues. Some interesting problems for the HSCH system remains still unsolved and deserve future investigations, such as uniqueness of weak solutions in dimension two, weak-strong uniqueness and blow-up criteria in dimension three, the analysis of the global longtime behavior (e.g. attractors), the convergence to single equilibria, and the formulation of optimal control problems.
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Appendix A: Generalized Gronwall Lemmas

We report two Gronwall type lemmas.

Lemma A.1. Let $f$ be a positive absolutely continuous function on $[0,T]$ and $g, h$ two summable functions on $[0,T]$ which satisfy the differential inequality

$$
\frac{d}{dt} f(t) \leq g(t) f(t) \log (e + f(t)) + h(t)
$$

for almost every $t \in [0,T]$. Here $C$ is a positive constant. Then, we have

$$
f(t) \leq (e + f(0)) e^{C \int_0^t g(\tau) \, d\tau} e^{\int_0^t h(\tau) \, d\tau}, \quad \forall t \in [0,T].
$$
Proof. We rewrite the differential inequality satisfied by $f$ as follows
\[
\frac{d}{dt}(e + f(t)) \leq g(t)(e + f(t)) \log(e + f(t)) + h(t),
\]
for almost every $t \in (0, T)$. Since $f$ is positive, we divide the above inequality by $(e + f)$ and we get
\[
\frac{d}{dt}\log(e + f(t)) \leq g(t)\log(e + f(t)) + h(t),
\]
for almost every $t \in (0, T)$. Here we have used a classical result on the composition of a regular function with an absolutely continuous function. Setting $S(t) = \log(e + f(t))$, an application of the Gronwall lemma yields
\[
S(t) \leq S(0)e^{\int_0^t g(\tau)d\tau} + \int_0^t e^{\int_0^t g(s)ds}h(\tau)d\tau, \quad \forall t \in [0, T].
\]
By definition of $S(t)$, computing the exponential of both sides, we deduce the desired conclusion. \(\square\)

Lemma A.2. Let $f$ be an absolutely continuous positive function on $[0, \infty)$ and $g, h$ two positive locally summable functions on $[0, \infty)$ which satisfy the differential inequality
\[
\frac{d}{dt}f(t) \leq g(t)f(t)\log(e + f(t)) + h(t),
\]
for almost every $t \geq 0$, and the uniform bounds
\[
\int_t^{t+r}f(\tau)d\tau \leq a_1, \quad \int_t^{t+r}g(\tau)d\tau \leq a_2, \quad \int_t^{t+r}h(\tau)d\tau \leq a_3, \quad \forall t \geq 0,
\]
for some $r, a_1, a_2, a_3$ positive. Then, we have
\[
f(t) \leq e^{(\frac{a_1}{r} + a_3)}e^{a_2}, \quad \forall t \geq r.
\]
Proof. As in Lemma A.1, we rewrite the differential inequality as follows
\[
\frac{d}{dt}\log(e + f(t)) \leq g(t)\log(e + f(t)) + h(t).
\]
Observing that $\log(e + x) \leq x$, for all $x > 0$, the uniform Gronwall lemma [34, Chapter III, Lemma 1.1] entails
\[
\log(e + f(t)) \leq \left(\frac{a_1}{r} + a_3\right)e^{a_2}, \quad \forall t \geq r.
\]
The desired conclusion follows from the above inequality. \(\square\)
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