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Abstract—Facial expression recognition (FER) is a challenging problem because the expression component is always entangled with other irrelevant factors, such as identity and head pose. In this work, we propose an identity and pose disentangled facial expression recognition (IPD-FER) model to learn more discriminative feature representation. We regard the holistic facial representation as the combination of identity, pose and expression. These three components are encoded with different encoders. For identity encoder, a well pre-trained face recognition model is utilized and fixed during training, which alleviates the restriction on specific expression training data in previous works and makes the disentanglement practicable on in-the-wild datasets. At the same time, the pose and expression encoder are optimized with corresponding labels. Combining identity and pose feature, a neutral face of input individual should be generated by the decoder. When expression feature is added, the input image should be reconstructed. By comparing the difference between synthesized neutral and expressional images of the same individual, the expression component is further disentangled from identity and pose. Experimental results verify the effectiveness of our method on both lab-controlled and in-the-wild databases and we achieve state-of-the-art recognition performance.

Index Terms—Disentanglement, facial expression recognition, head pose, identity

1 INTRODUCTION

Facial expression recognition (FER) attracts much attention in computer vision since it’s significant for many applications such as human-computer interaction, social interaction analysis, and medical treatments. Despite much progress has made in FER with the development of deep learning, there are still many challenges [1]. One significant difficulty comes from the entanglement of expression and identity. The variations between different expressions of the same person is subtler than the discrepancy of different individuals. The learned expressionual representation remains identity-dominated information without sufficient training data, which makes the model fail to generalize well on unseen identities.

To alleviate the adverse effect caused by identity, researchers have tried to learn person-independent representations for FER. Considering a facial image can be regarded as the combination of identity and expression components, previous works [2], [3], [4] compare the difference between the query image and corresponding neutral one so that the expression component is reserved while the identity information is removed. However, these disentanglement algorithms rely deeply on specific databases that the neutral-expressional image pairs are available for each individual, which are hard to collect in the wild. [5] extends [3] and tries to synthesize neutral faces before the disentanglement algorithm is conducted. These approaches perform well on lab-controlled databases, but for more complex in-the-wild facial expression recognition, their strengths may be weakened due to higher diversity of query images and lack of the required image pairs. Expression transferring based methods disentangle identity and expression from a new perspective. TDGAN [6] and TERGAN [7] use two branches of encoder to extract identity and expression features, respectively. Two facial images from two individuals A and B are fed into network, then the decoder should construct a new image which keeps the same identity with person A but the same expression with person B, with features combined from the two encoders. However, they also don’t perform well on in-the-wild data. Recently, [8] aims to generate an “average” image calculated by multiple individuals for each expression and remove the identity information. But for spontaneous expressions in not-controlled environment, it may lose some diversity and complexity of data due to the average operation.

Another interference factor for FER is head pose. A wide range of approaches have been proposed to achieve pose-robust FER [9], [10], [11], [12]. But they rely on multi-view datasets and fail to generalize on in-the-wild data. [13] tries to address real-world pose-robust FER problem by capturing the most important facial regions. To cope with both identity and pose in not-controlled environment, an identity-robust and pose-robust model [14] is trained by adversarial learning. However, the identity labels are required, which is not available for existing in-the-wild databases.

Considering the limitation of previous methods, we aim to achieve more robust FER in the wild through disentangling expression from both identity and head pose. First, we...
We propose a novel model named IPD-FER to disentangle expression component from both identity and head pose. A pre-trained face recognition model is utilized to serve as extra identity or neutral information. It alleviates the requirement of identity labels or neutral-expressional image pairs in previous identity-disentangling FER works and thus makes the disentanglement practicable on in-the-wild databases.

- The GAN-based IPD-FER is able to visualize how the expression component is disentangled by comparing synthesized images. The disentanglement not only reflects in feature level but also in image level, which makes it more reliable.
- Our model achieves state-of-the-art performance not only on easy and lab-controlled databases, but also on complex and diverse in-the-wild expression data.

### 2 Related Work

Facial expression recognition is challenging due to the subtle variations between different categories and data uncertainty. A spatial-temporal recurrent neural network [17] is proposed to leverage both electroencephalogram (EEG) signals and video face signals to boost recognition. FDRL [18] models the facial expression as a combination of expression similarities and expression-specific variations and uses feature decomposition and reconstruction learning method to extract fine-grained expression features. [19] and [20] consider data uncertainty caused by annotation ambiguity and suppress it by sample reweighting and pairwise uncertainty estimation. [21] tackles with label noise by selecting potential reliable samples with a teacher-student model. Besides, expressional images are usually entangled with other facial attributes, such as identity and pose, which limit the discrimination of learned deep feature. In this section, we mainly discuss identity-invariant FER and pose-robust FER.

#### 2.1 Identity-Invariant FER

Under the assumption that a facial expression is the combination of a neutral face image and the expressive component, DeRL [2] generates the corresponding neutral face image for any input face image and utilizes the expression information retained in the GAN model for classification. Conversely, given a facial image with specific identity and expression, [22] first train conditional generative models to generate six prototypic facial expressions with the same identity. Then a pre-trained CNN is used to extract the features of both the query image and regenerated images. Decision is made by comparing the distances in the feature subspace. ADFL [4] extracts the expressive component and neutral component with two different branches and then the difference between the two groups of feature maps are
used for classification. [23] first uses StarGAN to synthesize complete basic emotional facial images for each identity for augmentation, and then metric learning is incorporated for learning more discriminative features. However, the above-mentioned methods need databases that different expressions of one individual are provided, which is hard to meet for in-the-wild data.

TDGAN [6] proposes a expression transferring framework which can generate an expression image to a given face (identity). This is achieved with two branches of encoders, one decoder and two discriminators. The decoder generates a image with the features from two encoders, the discriminators are designed for classifying identities and expressions for the synthesized image respectively. By adversarial learning, the two components are disentangled. Finally only the expression encoder is used for FER task. TER-GAN [7] also plays the expression transferring game, but it adds two discriminators for features extracted from two encoders to further ensure the disentanglement. Though these methods doesn’t require a specific database that contains different expressions of different individuals, they perform badly on in-the-wild datasets. This is mainly due to the high diversity of spontaneous expression and the effect of other irrelevant factors such as head pose.

Recently, an identity-free conditional Generative Adversarial Network [8] was designed to transfer a given facial image to an “average” identity face with the same expression. At the same time, a classifier trained with real images, average faces, and synthesized average images are used for predicting the expression. DLN [24] regards the expression representation as the deviation of overall facial feature and identity feature. A pre-trained face model is utilized to extract identity feature for identity consistency measurements, so as to further ensure the generated images belong to the same individual.

Fig. 2. The framework of IPD-FER. The basic idea is to encode the holistic facial feature as the sum of identity, pose, and expression component. (a) The generator consists of three different encoders and one shared decoder. Identity encoder $E_{id}$ is a pre-trained face recognition model with fixed weights, which encodes the input face to an identity feature unrelated to expression and head pose. Pose encoder $E_{pose}$ and expression encoder $E_{exp}$ are trained on expression datasets with corresponding label information, followed by pose classifier $C_p$ and expression classifier $C_{exp}$, respectively. Combining both identity feature $f_{id}$ and pose feature $f_{pose}$, the generator should generate an image with the same identity and head pose as input, but with neutral expression. When combining three components $f_{id}$, $f_{pose}$, and expression feature $f_{exp}$, an expressional image almost same as input should be generated. By comparing the two synthesized images, the expression component only remains in the expressional branch and is disentangled from identity and pose. (b) Training with cross-entropy loss, classifiers $C_p$ and $C_{exp}$ help encoders to learn pose and expression feature. To further ensure learned expression embedding is pose-invariant, adversarial learning is adopted that the expression encoder should confuse the pose classifier to output uniform predictions. (c) The discriminator $D$ is trained with real images $x$ to predict the expression label. Two synthesized fake images should fool $D$ to classify them into neutral and corresponding expression, respectively. $L_{recon}$ represents reconstruction loss, which facilitates synthesizing images. A pre-trained face recognition model is used to extract identity feature to identify consistency measurements, so as to further ensure the generated images belong to the same individual.

### 2.2 Pose-Robust FER

To alleviate the influence of variations in head pose, [25] trains the facial expression recognition model with multiple poses to make it more robust. It first disentangles identity from expression and pose, then automatically generates face images with different expressions under arbitrary poses. Those generated images are utilized to enrich the training set for FER. A specific database which contains images with various head pose of one person is necessary. A discriminative shared Gaussian process latent variable
model (DS-GPLVM) is proposed in [10] for multi-view and view-invariant classification of facial expressions from multiple views. DS-GPLVM learns a discriminative manifold shared by multiple views of a facial expression first and then conducts facial expression classification in the expression manifold. In [11], the scale invariant feature transform (SIFT) features are extracted corresponding to a set of landmark points of each facial image. The extracted features are then inputted to a well-designed deep neural network to learn discriminative high-level features for expression classification. A locality-constrained linear coding based bilayer (LLCBL) model is proposed in [12]. In the first layer of model, they estimate head pose and obtain corresponding features from inputting images. Then the features are delivered to a view-dependent model (the second layer) according to the estimated pose for further feature extraction. The features of two layers are combined for training the expression recognition classifier.

[14] is the first work which takes both identity and pose into account jointly. It represents the facial feature with one encoder and uses three discriminators to classify identity, pose and expression, respectively. A adversarial learning strategy is adopted that the learned feature should fool the identity and pose discriminator so that it’s only expression-related. Besides, a generator is used to reconstruct facial images and thus further favoring the feature representations. However, the identity label is not available for in-the-wild expression data, which limits the capacity of the model. We also aim to learn identity- and pose-invariant representation for FER. Differently, the identity labels are not needed. Our method takes full advantage of the pre-trained model for face recognition task to encode identity information. Expression and pose information are represented by other two independent encoders. The three branches work cooperatively to encode input faces and only the expression branch is utilized for recognition.

3 Method

We give a detailed introduction of our proposed IPD-FER in this section. We aim to disentangle expression from other adverse factors, i.e., identity and pose. The three attributions are encoded independently and finally only the expression branch is used for recognition. As illustrated in Fig. 2, the framework consists of one generator $G$, one discriminator $D$, two classifiers $C_{\text{exp}}$ and $C_p$. Given a facial expressional image $x$ with expression label $y_e$ and pose label $y_p$, we want the generator $G$ to synthesize its fake expres- sional version $x_{\text{id}}^{f_{\text{id}}}$, and corresponding neutral version $x_{\text{id}}^{f_{\text{neutral}}}$. So the difference between them is only relevant to expression component and represents more discriminative feature for FER.

3.1 Generator

Concretely, the generator owns one decoder $G_{\text{dec}}$ and three encoders, i.e., identity encoder $E_{\text{id}}$, pose encoder $E_{\text{pose}}$ and expression encoder $E_{\text{exp}}$. $E_{\text{id}}$ derives from a pre-trained face recognition network and is fixed during our training procedure. The well-trained identity encoder disentangles identity from both expression and pose information, with the help of millions of training data. Therefore, feature $f_{\text{id}}$ extracted from it is expected to be only relevant to identity, and thus we can consider $f_{\text{id}}$ as a frontal and neutral expression representation of the input. The pose encoder and expression encoder are trained with pose labels and expres- sion labels, respectively. By combining $f_{\text{id}}$ and $f_{\text{pose}}$, $f_{\text{id}}^{\text{neutral}}$ contains both identity and pose information, and should generate the corresponding neutral face $x_{\text{id}}^{f_{\text{id}}}$ by the decoder. Similarly, by adding the expression component $f_{\text{exp}}$, the decoder should reconstruct the input $x_{\text{id}}^{f_{\text{id}}}$ from $f_{\text{pose}}$.

To generate desired image pairs, we apply reconstruction loss to make sure that the synthesized images are similar to input in appearance. $L_1$ loss is used to measure the similarity of images. The reconstruction loss is defined as

$$L_{\text{recon}} = \mathbb{E}_{(x,y_e)} [x_{\text{id}}^{f_{\text{id}}} - x_1] + \mathbb{E}_{(y_e)} 1[y_e = c] [x_{\text{id}}^{f_{\text{id}}} - x_1],$$

in which $c$ represents the neutral category. $1[\cdot]$ is the indicator function. In the meanwhile, an identity loss is adopted to further ensure the synthesized images are with the same identity as input. We utilize a pre-trained CNN network $N$ for face recognition task to extract features from both real input image and synthesized fake images. The distances between extracted features are expected to be zero nearly. Therefore, the identity consistency loss can be represented as

$$L_{\text{id}} = \mathbb{E}_x \|N(x_{\text{id}}^{f_{\text{id}}}) - N(x_1)\|_1 + \mathbb{E}_x \|N(x_{\text{id}}^{f_{\text{neutral}}}) - N(x_1)\|_1.$$

To further separate the identity and expression in latent feature space, we introduce a similarity loss to make them orthogonal to each other. The similarity is measured by cosine distance and we expect the value to be as close as zero. The loss function is denoted as:

$$L_{\text{cos}} = \mathbb{E}_x \frac{|f_{\text{id}} \cdot f_{\text{exp}}|}{\|f_{\text{id}}\|_2 \cdot \|f_{\text{exp}}\|_2}.$$

For further ensuring the learned expression feature is pose-irrelevant, we introduce an adversarial loss $L_{\text{confusion}}$ that $f_{\text{exp}}$ should fool $C_p$ to predict the probability distribution as close as possible to a uniform distribution over the category. The formula is written as

$$L_{\text{confusion}} = -\mathbb{E}_x \sum_{k=1}^{K_p} \frac{1}{K_p} \log \frac{e^{C_p(E_{\text{exp}}(x))_k}}{\sum_{j=1}^{K_p} e^{C_p(E_{\text{exp}}(x))_j}}.$$

3.2 Classifier

The identity encoder is fixed during training due to the existence of pre-training, but the other two encoders require supervision to function normally. We use fully connected layer as classifier $C_{\text{exp}}$ and $C_p$. Cross entropy loss is adopted for them. Encoders and corresponding classifiers are optimized jointly

$$L_{\text{exp}} = -\mathbb{E}_{(x,y_e)} \sum_{k=1}^{K} [y_e = k] \log \frac{e^{C_{\text{exp}}(E_{\text{exp}}(x))_k}}{\sum_{j=1}^{K} e^{C_{\text{exp}}(E_{\text{exp}}(x))_j}},$$

$$L_{\text{pose}} = -\mathbb{E}_{(x,y_p)} \sum_{k=1}^{K_p} [y_p = k] \log \frac{e^{C_p(E_{\text{pose}}(x))_k}}{\sum_{j=1}^{K_p} e^{C_p(E_{\text{pose}}(x))_j}}.$$

$K$ and $K_p$ are the number of expression categories and pose categories, respectively. We define classification loss $L_c$ as the sum of above two items that
\[ \mathcal{L}_c = \mathcal{L}_{exp} + \mathcal{L}_{pose}. \]

Since our aim is recognizing facial expression, the expression encoder \( E_{exp} \) and classifier \( C_{exp} \) are finally utilized for inference.

### 3.3 Discriminator

The discriminator \( D \) is trained to evaluate whether the generated images are with desired expression. It should conduct K-expression recognition. The cross entropy loss computed by the input real images \( x \) is used to supervise its training, which is defined as

\[ \mathcal{L}'_{\text{exp}} = -\mathbb{E}_{(x,y)} \sum_{k=1}^{K} \mathbb{1}[y = k] \log (D(x)). \]

For convenience, \( D(\cdot) \) denotes the predicted class distribution after softmax operation. \( G \) should fool \( D \) to predict synthesized images as neutral and corresponding expression category. To this end, an adversarial loss is applied. For \( G \), the adversarial loss for fake neutral face is written as

\[
\mathcal{L}'_{\text{neu}} = -\mathbb{E}_{(x,c)} \sum_{k=1}^{K} \mathbb{1}[k = c] \log (D(G_{\text{dec}}(E_{id}(x)) + E_{\text{pose}}(x))))),
\]

where \( c \) denotes the neutral ground truth label. The adversarial loss for fake expressional face is written as

\[
\mathcal{L}'_{\text{exp}} = -\mathbb{E}_{(x,y)} \sum_{k=1}^{K} \mathbb{1}[y = k] \log (D(G_{\text{dec}}(E_{id}(x)) + E_{\text{pose}}(x) + E_{exp}(x))))).
\]

### 3.4 Overall Learning

So far, the expression component is disentangled from identity and pose. First, they are represented with different encoders in the feature level. Second, the expression component reflects in the discrepancy between generated neutral and expressional images. We define the generative loss for \( G \) as

\[ L'_G = \lambda_1 L'_{\text{neu}} + \lambda_2 L'_{\text{exp}} + \lambda_3 L_{id} + \lambda_4 L_{\text{recon}} \]

and the overall loss for \( G \) is

\[ L_G = L'_G + \mathcal{L}_c + \mathcal{L}_{\text{exp}} + \mathcal{L}_{\text{con fusion}}. \]

\( G \) and \( D \) are trained in an alternative manner and the learning algorithm is summarized in Algorithm 1.

### 4 Experiments

In this section, we evaluate the effectiveness of our method on one lab-controlled and four in-the-wild databases. They are CK+, RAF-DB, FERPlus, AffectNet, and SFEW 2.0, respectively.

#### 4.1 Databases

**CK+** [26]: The lab-controlled database Extended CohnKanade (CK+) contains 593 video sequences from 123 subjects. These videos are labeled to 7 classes (anger, contempt, disgust, fear, happiness, sadness, and surprise). We extract the final three frames of each sequence with peak formation, resulting in 981 images. In order to obtain identity information, 327 neutral images collected from the first frame of each sequence are also used. Then we divided the selected images into 10 folds by ID to conduct person-independent 10-fold cross-validation.

**Algorithm 1. The Learning Procedure of Our Method**

**Input:** Training set in which each image \( x \) is labeled with label \( \{y, y_b\} \); Generator \( G = \{E_{id}, E_{pose}, E_{exp}, G_{\text{dec}}\}; \) Discriminator \( D \); Classifiers \( C_{exp} \) and \( C_p \)

**Output:** optimal \( E_{pose} \circ C_{exp} \)

1: \( \text{repeat} \)
2: \( \text{Fix } D \) and \( G_{\text{dec}} \) update \( E_{pose}, C_p, E_{exp} \) and \( C_{exp} \) jointly by gradient descent:
\[ \nabla \theta_{E_{pose} \circ C_{exp}} \frac{\partial L_{\text{exp}}}{\partial \theta_D} = \frac{\partial L_{\text{exp}}}{\partial \theta_D} - \frac{\partial L_{\text{pose}}}{\partial \theta_D} \]

3: \( \text{Fix } G, C_{exp} \) and \( C_p \) update \( D \) by gradient descent:
\[ \nabla \theta_D = \frac{\partial L_{\text{pose}}}{\partial \theta_D} + \frac{\partial L_{\text{exp}}}{\partial \theta_D} \]

4: \( \text{Fix } D, C_{exp} \) and \( C_p \) update \( G \) by gradient descent:
\[ \nabla \theta_G = \frac{\partial L_{\text{pose}}}{\partial \theta_G} + \frac{\partial L_{\text{exp}}}{\partial \theta_G} \]

5: until Converge

**RAF-DB** [27]: It is a large-scale in-the-wild facial expression database which contains about 30,000 great diverse facial images from thousands of individuals downloaded from the Internet. Images in RAF-DB were labeled by 315 human coders and the final annotations were determined through the crowdsourcing techniques. And each image was assured to be labeled by about 40 independent labelers. RAF-DB contains 12,271 training samples and 3,068 test samples annotated with seven basic emotional categories (i.e., angry, disgust, fear, happy, neutral, sad and surprise). Compound expressions labeled as 11 classes are also provided, which are not used in our experiment.

**FERPlus** [28]: The FERPlus database is an extension of FER2013 [29]. The large-scale and unconstrained database FER2013 was created and labeled automatically by the Google image search API. All images in FER2013 have been registered and resized to 48×48 pixels. FER2013 contains 28,709 training images, 3,589 validation images and 3,589 test images with seven expression labels. It’s relabeled in 2016 by Microsoft with each image labeled by 10 individuals to consist 8 classes (contempt is added), thus has more reliable annotations.

**AffectNet** [30]: The large-scale AffectNet database contains more than 0.4 millions of labeled images. The images are downloaded from Internet using three search engines and expression-related keywords. It’s the largest dataset for FER currently. Similar to RAF-DB, we use the labeled images in seven basic expression categories, resulting in about 280,000 training samples. There are 500 samples per category in validation set, resulting 3500 validation images.

**SFEW 2.0** [31]: The Static Facial Expressions in the Wild (SFEW) [32] was created by selecting static frames from the AFEW database by computing key frames based on facial point clustering. The data are collected from movie clips,
with various head poses, occlusions and illuminations. SFEW 2.0 is the most commonly used version of it, which is the benchmark for the SReco sub-challenge in EmotiW 2015. It is divided into three sets: Train (958 samples), Val (436 samples) and Test (372 samples). Each image is annotated to one of seven basic expressions, as that in RAF-DB. Since the labels of test set are not available, we use the validation set for testing.

### 4.2 Implementation Details

To make full use of pre-trained face recognition network, the three encoders and discriminator $D$ derive from ResNet-18 which is pre-trained on CASIA-WebFace [33] database. The weights of identity encoder are fixed during training. The dimension of their outputting features is 512. $C_{exp}$ and $C_{p}$ are fully connected layers. $G_{dec}$ consists of 5 layers of sequence of transpose convolution, Instance Normalization, ReLU and ResNet Block. It converts the 512-dimensional feature vector to a $3 \times 112 \times 112$ image. All networks are implemented by Pytorch. For each image in all databases, the facial region is first detected by MTCNN [34] and then resized and normalized to $112 \times 112$ pixels with similarity transform. To obtain pose labels for in-the-wild databases, a trained head pose estimator is utilized.

Five pose categories are obtained for these databases, as shown in Table 1. Some examples are shown in Fig. 3. And we regard images whose yaw angle between $0^\circ$ and $10^\circ$ as frontal faces. Since images in CK+ are all frontal faces, we remove the pose encoder and corresponding discriminator and only encode the facial representation as the sum of identity and expression. We set the batch size to 32 and use Adam optimizer. The learning rate begins with 0.0001 and decreases by 0.1 every 10 epochs. Training lasts for 30 epochs in total. The hyper-parameters $\lambda_1$, $\lambda_2$, $\lambda_3$, $\lambda_4$, $\beta_1$, $\beta_2$ are set to 0.001, 0.001, 1, 10, 0.5, 1, respectively. For RAF-DB, FERPlus, AffectNet and SFEW 2.0, we repeat the experiments for 4 times with different random seeds, and report the best and the average validation performance.

### 4.3 Comparison With State-of-the-Arts

In this section, we compare our IPD-FER with other state-of-the-art (SOTA) methods. Since almost existing works study how to alleviate the effect of identity conduct experiments only on lab-controlled databases. We compare those methods with IPD-FER on CK+ in Table 2. The confusion matrices are shown in Fig. 4. Our disentangling strategy outperforms previous works. The baseline for which we fine-tune the pre-trained ResNet-18 on CK+ is also provided. Although simple fine-tuning strategy makes considerable result, our method also outperforms it because the disentanglement of identity and expression enables the expression encoder to extract more discriminative features.

For RAF-DB, methods [6], [8], [24] and [35] all take identity or pose into account, the result is reported in Table 3. Although the expression transferring strategy performs considerably on CK+, it doesn’t work well on RAF-DB due to the complexity of in-the-wild expression data. DLN regards the expression component as deviation of learned expressional feature and identity feature, but it neglects the effect of head pose. We also outperform IF-GAN which removing the identity component by transferring the query image to a category-average face. With our proposed IPD-FER, the accuracy on RAF-DB is superior than baseline by 1.41%.

For FERPlus, AffectNet and SFEW2.0, we compare our method with other SOTA approaches in Tables 4, 5 and 6, respectively. IPD-FER improves baseline by 0.67% on FER-Plus and 3.17% on AffectNet. Because SFEW 2.0 contains limited training data, we use the pre-trained model on RAF-DB and fine-tune it. The accuracy is improved from 56.12% to 58.43%. Without pre-training, the performance of IPD-FER is also superior than baseline by 5.55% on SFEW 2.0 database. Our approach also achieves better or comparable results than SOTA. We compute the confusion matrices of four in-the-wild databases and show them in Fig. 5.

We also compare the efficiency of IPD-FER with baseline (ResNet-18). Table 7 shows the consumed time of training. We use one GeForce GTX 1080 GPU for each experiment.

### Table 1

| Pose Label | Yaw Angle | RAFF-DB | FERPlus | AffectNet | SFEW 2.0 |
|------------|-----------|---------|---------|-----------|----------|
| 0          | $0^\circ$ ~ $10^\circ$ | 5836    | 13515   | 167448    | 453      |
| 1          | $10^\circ$ ~ $20^\circ$ | 2544    | 4985    | 66322     | 279      |
| 2          | $20^\circ$ ~ $30^\circ$ | 1646    | 3200    | 35732     | 157      |
| 3          | $30^\circ$ ~ $40^\circ$ | 1058    | 2486    | 12146     | 49       |
| 4          | $>40^\circ$ | 1187    | 874     | 2253      | 17       |

1. https://github.com/WIKI2020/FacePose_pytorch

### Table 2

| Methods       | Setting                  | Accuracy (%) |
|---------------|--------------------------|--------------|
| IDFERM [5]    | 6 expressions and contempt | 98.35        |
| DeRL [2]      | 6 expressions and contempt | 97.3         |
| IA-gen [22]   | 6 expressions and contempt | 96.57        |
| ADFL [4]      | 6 expressions and contempt | 98.17        |
| TDGAN [6]     | 6 expressions and neutral | 97.53        |
| TER-GAN [7]   | 6 expressions and contempt | 98.47        |
| Huang et al. [23] | 6 expressions and contempt | 98.65        |
| IF-GAN [8]    | 6 expressions            | 97.52        |
| Cross-VAE [35] | 6 expressions and contempt | 94.96        |
| F2EN [36]     | 6 expressions            | 98.6         |
| ResNet-18     | 6 expressions            | 98.22        |
| ResNet-18     | 6 expressions and contempt | 97.39        |
| IPD-FER       | 6 expressions            | 99.28        |
| IPD-FER       | 6 expressions and contempt | 98.65        |
Although our method takes longer time for training, it improves the recognition performance on all databases. Additionally, we only use the expression encoder $E_{\text{exp}}$ and classifier $C_{\text{exp}}$ for final classification. Therefore, it doesn’t bring any time cost for inference when compared with baseline. Taking the 7-class classification for example, the two methods both take about 2 ms for each image when using GPU (GeForce GTX 1080) for inference. The inference speed is 454 im/s. When only using CPU (Intel(R) Core (TM) i7-7820X CPU @ 3.60 GHz) for inference, it takes about 40 ms for each image, the inference speed is 25 im/s.

### 4.4 Ablation Study

Since in-the-wild databases don’t contain identity labels, we only evaluate the effectiveness of IPD-FER on alleviating the influence of head pose. We select faces with yaw angle larger than certain value from RAF-DB test set to construct different test subsets. Four subsets are formed in which the yaw angle of each face is larger than $10^\circ$, $20^\circ$, $30^\circ$, $40^\circ$, respectively. Then we evaluate the recognition performances of baseline, ID-FER and IPD-FER on these test subsets. The pose encoder $E_{\text{pose}}$, classifier $C_{\text{p}}$ and corresponding loss functions are not used in ID-FER, which means that the

### TABLE 3

| Methods          | Accuracy (%) |
|------------------|--------------|
| TDGAN [6]        | 81.91        |
| IF-GAN [8]       | 88.33        |
| DGNL [24]        | 86.4         |
| Cross-VAE [35]   | 84.81        |
| IPA2LT(LTNet) [37]| 86.77        |
| RAN-ResNet18 [13]| 86.90        |
| SCN [38]         | 88.14        |
| Progressive Teacher [21]| 88.69 |
| ResNet-18        | 87.48 (87.32 ± 0.16) |
| IPD-FER          | 88.89 (88.67 ± 0.15) |

### TABLE 4

| Methods          | Accuracy (%) |
|------------------|--------------|
| PLD [28]         | 85.1         |
| ResNet+VGG [39]  | 87.4         |
| CNNs and BOVW + local SVM [40] | 87.76 |
| SCN [38]         | 88.01        |
| ResNet-18        | 87.75 (87.63 ± 0.11) |
| IPD-FER          | 88.42 (88.32 ± 0.09) |

![Fig. 4. The confusion matrices on CK+ by IPD-FER.](image)

![Fig. 5. The confusion matrices on four in-the-wild databases.](image)
expression component is still entangled with head pose. The results are reported in Table 8. As the head pose gets larger, the recognition accuracy of baseline model gets lower. When head pose reaches larger than 40°, it only obtains accuracy of 81.49%. For ID-FER, its performance is near to baseline model since it doesn’t take head pose into account. With the help of pose encoder and adversarial learning, IPD-FER keeps high recognition performance on large-pose test subsets. It achieves accuracy of 87.66% on subset that head pose is larger than 40°.

To evaluate the effect of utilized loss functions or modules, we design an ablation study to investigate $L_{\text{confusion}}$, $L_{\text{cos}}$, $L_{\text{id}}$, and discriminator $D$ on RAF-DB. The experimental results are shown in Table 9. Several observations are derived. First, the recognition performance only degrades by 0.79% without $L_{\text{confusion}}$. This can be explained by that pose information is already represented with corresponding encoder and thus it remains rarely in the expression encoder. We use the confusion loss to further reduce the correlation between them. Second, the accuracy degrades by 1.67% when $L_{\text{cos}}$ is not used. This indicates that making identity and expression orthogonal in the feature space benefits their disentanglement. Third, $L_{\text{id}}$ further ensures the generated images are with the same identity since only using $L_{\text{recon}}$ for reconstruction is not reliable enough. Finally, the discriminator is necessary for synthesizing corresponding images. Even though the reconstruction of generated images can be achieved by $L_{\text{recon}}$ and $L_{\text{id}}$, the discrepancy between them reflects only in pixel level. $D$ helps compare the generated neutral and expressional images with label guidance and thus benefits disentanglement of identity and expression.

To evaluate the sensitivity of hyper-parameters in Eqs. (11) and (12), we conduct experiments by varying their values and show the results in Fig. 7.

4.5 Visualizations
In order to visualize how the facial components are disentangled, we show the synthesized images in Figs. 8 and 9. Since lab-controlled databases only contain frontal faces, we...
remove the pose encoder $E_{\text{pose}}$ and classifier $C_p$. The corresponding loss items, $L_{\text{pose}}$ and $L_{\text{confusion}}$, are also not used. We can see that the synthesized image with feature $f_{id}$ is the neutral face of the input, keeping the identity information while removing the expression component. When combining both $f_{id}$ and $f_{exp}$ for reconstruction, the original image is reproduced. Therefore, identity and expression are disentangled and the later one only remains in the $E_{\text{exp}}$ branch. For more complex in-the-wild datasets, such as RAF-DB, expression and pose are still tangled even though the identity feature is removed. The problem is solved with the help of pose encoder. From Fig. 9, we can see that the image reconstructed by only $f_{id}$ is frontal and without expression. Adding $f_{\text{pose}}$, a neutral version of original image is reproduced. The expressional image is reconstructed with the combination of three features. By comparing the last two columns, the expression component is disentangled from both identity and pose.

In order to further demonstrate the effectiveness of our method on disentangling identity and expression, we compare the learned features of IPD-FER with that of baseline. Concretely, we select the test set in one fold of CK+, resulting in 16 individuals and 147 images, and then the extracted learned expression features are embedded to 2D by t-SNE [46] and shown in Fig. 10. For baseline, different expressions of the same person tend to cluster in the feature space, which limits its discrimination. With the help of disentanglement, features of the same expression category gather more compactly and the influence of identity is alleviated.
5 Conclusion

The performance of facial expression recognition is limited due to the entanglement of expression component, identity and head pose. In this work, we propose an identity and pose disentangled FER framework, named IPD-FER, to learn more discriminative expressional feature and thus improve the recognition performance. IPD-FER encodes the facial representation as the combination of identity, pose, and expression component. Considering in-the-wild databases don’t provide neutral reference for each sample, we utilize a pre-trained face recognition model with fixed weights to represent neutral or identity information. Through comparing synthesized neutral and expressional images of the same individual, the expression component is further disentangled from identity and pose. The evaluation on five databases and visualizations indicate the effectiveness of our disentanglement strategy.
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