Nanometric Turing Patterns: Morphogenesis of a Bismuth Monolayer
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Turing’s reaction-diffusion theory of morphogenesis has been very successful in understanding macroscopic patterns within complex objects ranging from biological systems to sand dunes. However, this mechanism was never tested against patterns that emerge at the atomic scale, where the basic ingredients are subject to constraints imposed by quantum mechanics. Here we report evidence of a Turing pattern that appears in a strained atomic bismuth monolayer assembling on the surface of NbSe2 subject to interatomic interactions and respective kinetics. The narrow range of microscopic parameters reflected in numerical analysis that observe stripe patterns and domain walls with Y-shaped junctions is a direct consequence of the quantum-mechanically allowed bond-lengths and bond-angles. This is therefore the first demonstration of a dynamically formed Turing pattern at the atomic scale.

Ordered patterns can arise out of randomness during morphogenesis. An explanation for this puzzle was put forward by Turing, who explained the emergence of stationary patterns by invoking interplay between an activator and an inhibitor with different diffusion rates [1]. Turing’s theory of diffusion-reaction has proven extremely influential across many disciplines [2–4]. For example, the pigment patterns on sea shells [5], the stripes on tropical fish [6, 7], and the purely chemical system of chlorite-iodide-malonic acid [8–10] have been studied as Turing patterns. The typical length scale for biological pigment-based patterns ranges from millimeters to centimeters, and that for purely chemical systems is of the order of sub-millimeters. However, it has never been employed to describe atomic scale patterns. Because quantum mechanical considerations are expected to play a key role at the scale of interatomic distances, the relevance of Turing’s theory in such a context is yet to be demonstrated. Here, we show that atomic monolayer bismuth grown by molecular beam epitaxy (MBE) provides such an opportunity.

Strained MBE has become an important technique for its direct impact on various functional properties for potential applications in electronic devices, quantum sensors, or spintronics applications to name a few. Traditionally, epitaxial growth of two-dimensional films has been described within the framework of first-order phase transition, yielding three modes of epitaxial growth [11]: island growth [12], layer growth [13] and their combination, namely islands growing on one or two already-completed monolayers [14]. When equilibrium conditions are met, the morphology of the newly grown layer is obtained by balancing the elastic energy against the surface energy. However, under far-from-equilibrium conditions, kinetic processes must dominate, which arise from the relevant thermodynamic driving forces. This is the regime where predictability is poor, since small changes in initial and/or boundary conditions may have dramatic effects on the resulting morphology of the film. In particular, where the growth of metallic (or semi-metallic) films also involve quantum mechanics considerations associated with the itinerant electronic states, constraints on allowed states of bonding, imposing specific bond length or bond angle have to be met.

Our study was motivated by the recent work of Fang et al., who first found a mysterious pattern of atomic monolayer grown by MBE [15]. The Bi monolayer on NbSe2 was originally fabricated in the interests of research in two-dimensional topological physics, to which intensive efforts have been devoted in recent years [16–18]. The patterns in Bi monolayer exhibit stripes with a period of five atoms (= 1.7 nm) and domain walls with Y-shaped junctions (cf. Fig. 2b), which break the symmetry of the underlying lattice [15]. This mysterious pattern strikingly resembles the stripes with a Y-shaped pattern in angelfish Pomacanthus, where Turing’s mechanism has been studied [6, 7], although their length scales differ by more than six orders of magnitude.

The necessary conditions for the formation of Turing patterns are the following: (i) auto-catalysis and cross-catalysis must exist between an activator (ua) and an inhibitor (uh), and (ii) the diffusion of the inhibitor (Dh) must be much faster than that of the activator (Da), i.e., Dh ≪ Da [1–4, 7]. Turing expressed this mechanism of pattern formation in terms of a simple simultaneous differential equation of the form [1]

$$\frac{\partial u_{a,h}}{\partial t} = D_{a,h} \nabla^2 u_{a,h} + f_{a,h}(u_a, u_h), \quad (1)$$

which is called the reaction-diffusion equation. (f_{a,h}(u_a, u_h) are reaction functions.) In principle, no upper or lower limit of the length scale is imposed by the reaction-diffusion equation. In other words, Turing patterns possess an intrinsic wavelength, which depends only on the ratio of the parameters in the equation. This scaleless property of Turing patterns contrasts with
FIG. 1. Crystal structure of monolayer Bi on the top Se layer. (a) Side view and (b) Top view. \( \alpha_i \) and \( u_i \) are the positions corresponding to the adsorption potential minimum and the displacement of the Bi atom at site \( i \), respectively. (c) Schematic side view of the equilibrium state. When only the elastic potential \( V_e \) is considered, the Bi atoms form staggered patterns with the period \( 2a \). The adsorption potential \( V_a \) reduces the amplitude of the staggered patterns. When the bond angle potential \( V_b \) is included, the Bi atoms form patterns with wavelengths longer than \( 2a \).

The crystal structure of Bi monolayer on NbSe\(_2\) is depicted in Fig. 1. Bi atoms are deposited on the top Se layer of the substrate, and they form a hexagonal lattice with a lattice constant equal to that of the Se layer. Let us consider empirical two-body interatomic potentials between Bi–Bi atoms (elastic potential \( V_e \)) and Bi–Se atoms (adsorption potential \( V_a \)). Although the potentials are generally given by the Lennard-Jones or Morse potentials, it is sufficient to consider the potential around its minimum in the present case, namely, these are well approximated by the harmonic oscillator. The elastic potential is given by \( V_e = (K_e/2) \sum_{ij} |(\ell_{ij} - \ell_{ij})|^2 \), where \( K_e \) is the elastic constant, and \( \ell_{ij} > a \) is the natural lattice constant of Bi. \( \ell_{ij} = |u_i - u_j + \alpha_{ij}| \) is the distance between the \( i \)-th and \( j \)-th Bi atoms, \( \alpha_{ij} \) the vector between the \( i \)-th and \( j \)-th sites, and \( u_i \) is the displacement of Bi atoms at the \( i \)-th site. The Se atoms are tightly bound to the rest of the NbSe\(_2\) substrate; consequently, the lattice distortion of Se is negligibly small. Therefore, the adsorption potential can be expressed as a one-body potential of the form \( V_a = (K_a/2) \sum_i |u_i|^2 \).

If Bi atoms interact only through these two-body potentials, they would simply form a staggered pattern to release the elastic energy, as shown in Fig. 1c. This clearly fails to explain the observed patterns. This failure is due to the lack of consideration of covalency. In particular, the covalency is known to be crucial for understanding the crystal structure of pnictogens (Group 15), even if they are semimetals [21, 22]. To consider the covalency of the crystal, it is necessary to include the three-body potential [23], which can be expressed in
FIG. 2. (a) Time evolution of the vertical displacement $u_z$ in the $64 \times 64$ hexagonal lattice with a periodic boundary condition for $b/a = 1.3$, $K_a/K_c = 0.3$, and $K_b/K_c = 0.12$. The unit of time is given by $K_2^{-1}$. (b) Comparison of the numerical simulation at $\tau = 10000$ and the experiment by Fang et al. [12]. The wavelength obtained via the simulation is $5a$ ($= 1.7$ nm), which is in excellent agreement with the experiment.

In the following, we will demonstrate that our time evolution equation is equivalent to Turing’s reaction-diffusion equation, although they may initially seem entirely different. (See [24] for a detailed derivation.) The vertical displacement $u_z$ corresponds to the activator, and the horizontal displacement $u_x+y$ corresponds to the inhibitor. The bond angle potential can be simplified as $-K_b \nabla^2 u_i$, which entails dominant (long-range) diffusion with regard to all $u_x+y$ [4]. By contrast, the elastic potential gives $-K_b/bD a \nabla^2 u_z$, which plays a role of autocatalysis (a positive feedback) and reduces the diffusion only in the $z$-direction, resulting in $D_u \ll D_h$. Further, the elastic potential contributing to the reaction terms $f_u$ consists of $O(u_i^3)$, which generates the cross-catalysis. The adsorption term reduces the wavelength of the patterns, which is crucial for achieving quantitative agreements with the experiments. Finally, our time evolution equation can be simplified as

$$\frac{\partial u_i^\mu}{\partial \tau} = D_u \nabla^2 u_i^\mu - K_a u_i^\mu + f_u(u_i^\mu, u_z),$$

where $V_{tot} = V_a + V_z + V_b$ and $\eta > 0$ is a prefactor. (Hereinafter, we use the renormalized time $\tau = \eta t$, whose unit is $K_2^{-1}$.) This is a simultaneous differential equation with respect to $u_i^\mu$, $u_z$. The explicit form of the time evolution equation is provided in the Supplementary Information [24]. Figure 2a shows the time evolution of the vertical displacement $u_z$. The initial condition is given as a random distribution of $u_i$, with a small amplitude. Notably, the system spontaneously breaks the symmetry and a pattern with a unique wavelength is formed with time. We observed that stable stripe patterns with domains are formed, with parameters $K_a/K_c = 1.2$, $K_b/K_c = 0.3$, and $b/a = 1.3$. The period (wavelength) of the stripes is $5a$, which is in exact agreement with the experiment. The domains are oriented such that they form an angle of $120^\circ$ with each other, and the aligned Y-junctions clearly appear at the domain boundaries. All of these theoretical results are in excellent agreement with the experimental results previously obtained with monolayer Bi on NbSe$_2$ (Fig. 2b). The maximum vertical displacement is $\sim 0.5a$, which is larger than that obtained in the experiment to some extent. If different initial conditions are employed, stripe patterns with a different direction and domain structure but the same wavelength are obtained [24].

terms of the bond angle in Bi–Bi–Bi. (The bond angle term corresponding to Se–Bi–Se is renormalized to the one-body term $V_a$ because the position of the Se atoms is fixed.) The bond angle potential is given by $V_b = K_b a^2 \sum_i (1 + \cos \theta_i)$, where $K_b$ is the coefficient that has the same dimension as $K_{e,a}$. Further, $\theta_i$ is the bond angle corresponding to Bi–Bi–Bi, and $i$ denotes the center Bi atom (Fig. 1a). This bond angle potential is crucial in obtaining the Turing patterns.

We investigated the dynamics of this model. Generally, a non-conserved quantity will evolve such that the total energy decreases. In particular, we aim to analyze the dynamics of the displacement $u_i$ of Bi atoms. The time evolution equation is given as $\partial u_i/\partial t = -\eta \partial V_{tot}/\partial u_i$, where $V_{tot} = V_a + V_z + V_b$ and $\eta > 0$ is a prefactor. (Hereinafter, we use the renormalized time $\tau = \eta t$, whose unit is $K_2^{-1}$.) This is a simultaneous differential equation with respect to $u_i$ and $u_z$. The explicit form of the time evolution equation is provided in the Supplementary Information [24]. Figure 2a shows the time evolution of the vertical displacement $u_z$. The initial condition is given as a random distribution of $u_i$, with a small amplitude. Notably, the system spontaneously breaks the symmetry and a pattern with a unique wavelength is formed with time. We observed that stable stripe patterns with domains are formed, with parameters $K_a/K_c = 1.2$, $K_b/K_c = 0.3$, and $b/a = 1.3$. The period (wavelength) of the stripes is $5a$, which is in exact agreement with the experiment. The domains are oriented such that they form an angle of $120^\circ$ with each other, and the aligned Y-junctions clearly appear at the domain boundaries. All of these theoretical results are in excellent agreement with the experimental results previously obtained with monolayer Bi on NbSe$_2$ (Fig. 2b). The maximum vertical displacement is $\sim 0.5a$, which is larger than that obtained in the experiment to some extent. If different initial conditions are employed, stripe patterns with a different direction and domain structure but the same wavelength are obtained [24].

In the following, we will demonstrate that our time evolution equation is equivalent to Turing’s reaction-diffusion equation, although they may initially seem entirely different. (See [24] for a detailed derivation.) The vertical displacement $u_z$ corresponds to the activator, and the horizontal displacement $u_x+y$ corresponds to the inhibitor. The bond angle potential can be simplified as $-K_b \nabla^2 u_i$, which entails dominant (long-range) diffusion with regard to all $u_x+y$ [4]. By contrast, the elastic potential gives $-K_b/bD a \nabla^2 u_z$, which plays a role of autocatalysis (a positive feedback) and reduces the diffusion only in the $z$-direction, resulting in $D_u \ll D_h$. Further, the elastic potential contributing to the reaction terms $f_u$ consists of $O(u_i^3)$, which generates the cross-catalysis. The adsorption term reduces the wavelength of the patterns, which is crucial for achieving quantitative agreements with the experiments. Finally, our time evolution equation can be simplified as

$$\frac{\partial u_i^\mu}{\partial \tau} = D_u \nabla^2 u_i^\mu - K_a u_i^\mu + f_u(u_i^\mu, u_z),$$

where $\nabla = a \nabla$, $\mu = z, x$, $D_z = D_x = K_c/b/a$, and $D_u = -K_b \nabla^2 + 2K_b$. (Here, we omitted the $y$-components to make the argument as clear as possible. However, the essence of our model is fully accounted for this one-dimensional array.) This is essentially equivalent to the reaction-diffusion equation [1]. Therefore, the excellent agreement between the theory and the experiment strongly suggests that the unique patterns appearing in monolayer Bi are realized by the Turing mechanism. To the best of our knowledge, a wavelength of 2 nm is the shortest length scale reported for Turing patterns thus far. At the same time, this agreement is strong evidence
The Turing pattern appears in the region corresponding to the most dominant species. The brightest region corresponds to the most dominant species. The bond angle potential enhances the pattern wavelength, whereas the adsorption potential reduces it. Figure 3a and b shows plots of the Fourier component $c_k$ of the patterns obtained by our numerical simulation with the non-linear terms $f = u_i u_j$, equation (1), as a function of $K_a$ and $K_b$. The most dominant $c_k$ (the brightest region) exhibits a clear $(K_a/K_b)^{1/4}$ dependence, which agrees well with the analytic result of equation (2). The $(K_a/K_b)^{1/4}$ dependence never changes even for the different system sizes [24], indicating the intrinsic nature of the wavelength that is inherent in Turing patterns.

In addition to the wavelength, the pattern can be modified by tuning the parameters. The changes in the pattern are schematically depicted in Fig. 3c. The precise pattern diagram is given in [24].) The patterns are formed only for $K_a K_b < \beta K_e^2$, where the prefactor $\beta$ depends on $b/a$. Otherwise, Bi atoms form a perfectly flat surface with a hexagonal lattice even if the initial film is bumpy. The stripe patterns appear in the narrow region close to the boundary. From these pattern diagrams, we infer the reason for the formation of the Turing patterns in Bi monolayers as follows: First, it is well known that bulk Bi exhibits substantial structural instability owing to its specific electronic states [24][27]. In fact, Bi under pressure has 10 different solid phases [28]. (Only sulfur has more phases among the elemental solids [28].) This structural instability is further enhanced in ultrathin Bi, resulting in a rich variety in the structure [13][18][23][30]. The structure instability reduces the bond angle potential, i.e., reduces $K_b$. In typical materials, $K_b$ is substantially large, and the system corresponds to the “no pattern” region. By contrast, in the case of Bi, $K_b$ is relatively low; consequently, the system crosses the boundary and enters the pattern formation region.

Turing patterns are generated by interference between nonlinear waves. They appear static; however, they are in dynamic equilibrium. One of the significant consequences of the dynamic property of Turing patterns is wound healing [4][6][7]. Particularly, wound healing is crucial for living creatures to support their lives, and it can be explained using reaction-diffusion equations [4]. Herein, we show that inorganic solids also possess the ability of wound healing. Figure 4a shows the wound healing property of our model. We inflicted a “wound” by imposing $u_i = 0$ in a circular area at $\tau = 5000$. The wound rapidly healed before $\tau = 5100$. Surprisingly, the domain structures and Y-junctions are regenerated exactly as before at approximately $\tau = 6000$ (shown in [24]). This clearly indicates the dynamic nature of the Turing patterns generated by our model.

We show further dynamic properties of the patterns by applying uniaxial strain. We simulated uniaxial strain by changing the lattice constant along one particular direction. We applied tensional strain (increased the lattice constant along one particular direction) by imposing $\mu x$ on a circular area at $\tau = 5000$. Notably, as shown in Fig. 4b, the two separated domains combined even though the tensional strain was applied in
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**FIG. 3.** (a) & (b) Fourier component $c_k$ of the numerically obtained patterns in the model of equation (2) for 1024 sites and $b/a = 1.1$ with (a) $K_a/K_e = 0.1$ and (b) $K_a/K_e = 0.01$. The brightest region corresponds to the most dominant $c_k$ of the patterns, which clearly exhibit $(K_a/K_b)^{1/4}$ dependencies. (c) Pattern diagram as a function of $1/K_a$ and $1/K_b$. The Turing pattern appears in the region corresponding to $K_a K_b < \beta K_e^2$. The most unstable wavenumber of equation (2) is given by $k_m = a^{1/4} \sqrt{k_a k_b} = a^{1/4} (K_a/K_b)^{1/4}$, according to linear stability analysis [4][24]. This form clearly indicates that the wavelengths are determined only by intrinsic parameters. The bond angle potential enhances the pattern wavelength, whereas the adsorption potential reduces it. Figure 3a and b shows plots of the Fourier component $c_k$ of the patterns obtained by our numerical simulation with the non-linear terms $f = u_i u_j$, equation (1), as a function of $K_a$ and $K_b$. The most dominant $c_k$ (the brightest region) exhibits a clear $(K_a/K_b)^{1/4}$ dependence, which agrees well with the analytic result of equation (2). The $(K_a/K_b)^{1/4}$ dependence never changes even for the different system sizes [24], indicating the intrinsic nature of the wavelength that is inherent in Turing patterns.

In addition to the wavelength, the pattern can be modified by tuning the parameters. The changes in the pattern are schematically depicted in Fig. 3c. The precise pattern diagram is given in [24].) The patterns are formed only for $K_a K_b < \beta K_e^2$, where the prefactor $\beta$ depends on $b/a$. Otherwise, Bi atoms form a perfectly flat surface with a hexagonal lattice even if the initial film is bumpy. The stripe patterns appear in the narrow region close to the boundary. From these pattern diagrams, we infer the reason for the formation of the Turing patterns in Bi monolayers as follows: First, it is well known that bulk Bi exhibits substantial structural instability owing to its specific electronic states [24][27]. In fact, Bi under pressure has 10 different solid phases [28]. (Only sulfur has more phases among the elemental solids [28].) This structural instability is further enhanced in ultrathin Bi, resulting in a rich variety in the structure [13][18][23][30]. The structure instability reduces the bond angle potential, i.e., reduces $K_b$. In typical materials, $K_b$ is substantially large, and the system corresponds to the “no pattern” region. By contrast, in the case of Bi, $K_b$ is relatively low; consequently, the system crosses the boundary and enters the pattern formation region.

Turing patterns are generated by interference between nonlinear waves. They appear static; however, they are in dynamic equilibrium. One of the significant consequences of the dynamic property of Turing patterns is wound healing [4][6][7]. Particularly, wound healing is crucial for living creatures to support their lives, and it can be explained using reaction-diffusion equations [4]. Herein, we show that inorganic solids also possess the ability of wound healing. Figure 4a shows the wound healing property of our model. We inflicted a “wound” by imposing $u_i = 0$ in a circular area at $\tau = 5000$. The wound rapidly healed before $\tau = 5100$. Surprisingly, the domain structures and Y-junctions are regenerated exactly as before at approximately $\tau = 6000$ (shown in [24]). This clearly indicates the dynamic nature of the Turing patterns generated by our model.

We show further dynamic properties of the patterns by applying uniaxial strain. We simulated uniaxial strain by changing the lattice constant along one particular direction. We applied tensional strain (increased the lattice constant along one particular direction) by imposing $\mu x$ on a circular area at $\tau = 5000$. Notably, as shown in Fig. 4b, the two separated domains combined even though the tensional strain was applied in
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FIG. 4. (a) Simulation of wound healing. The patterns are wounded, $u_i = 0$, at $\tau = 5000$. (b) Simulation of uniaxial stress. The lattice constant along the $x$-direction is extended by 3% at $\tau = 5000$ to simulate the application of uniaxial tensional strain. In both simulations, the same parameters as in Fig. 2 are used.

the direction that would lead to their further separation. Consequently, the domain structure of the patterns can be controlled by applying strain.

Unnoticed Turing patterns can be ubiquitously detected in solid-state physics publications. For example, magnetic patterns in ferrimagnetic garnet films $(BiGdY)_{3}(FeGa)_{5}O_{12}$ may be reinterpreted as Turing patterns. The patterns exhibited by type-I superconductors in the intermediate states or those exhibited by ferromagnetic superconductors may have a close relationship to Turing patterns because the normal or ferromagnetic states inhibit the superconducting states of the activator. The common concept of spontaneous symmetry-breaking due to diffusion-driven instability hidden in these patterns will bring about a new point of view in solid-state physics.

Our reaction-diffusion equation implies more than the fact that it can explain the mysterious pattern of Bi on NbSe$_2$. It proposes that the patterns can be controlled by changing parameters, i.e., changing substrate, overlayer, or growth conditions. It can even remove undesirable patterns and make perfectly flat thin films. Obtained different patterns can be building blocks to new devices or new physics that was prior unexpected. It enables us to design structures with long-periods, which create new band structures like Moiré bands in twisted bilayer graphene. We believe that this approach, together with recent advances in machine learning protocols, may pave the way for the design of new materials that may otherwise not be predicted by equilibrium thermodynamics.
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