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\textbf{ABSTRACT}

The humanity has been facing a plethora of challenges associated with infectious diseases (e.g., Zika, MERS, Ebola, SARS, and H1N1), which killed more than 6 million people a year. Although continuous efforts have been applied to relieve the potential damages from such misfortunate events, it’s unquestionable that there are many persisting challenges yet to overcome. One related issue we particularly address here is the assessment and prediction of such epidemics. In this field of study, traditional and/or ad-hoc models frequently fail to provide proper predictive situation awareness, characterized by understanding the current situations and predicting the future situations. Comprehensive predictive situation awareness for infectious disease can support decision making and help to hinder disease spread. In this paper, we develop a computing system platform focusing on collective intelligence causal modeling, in order to support predictive situation awareness in the domain of infectious disease. Analyses of global epidemics require integration of multiple different data and models, which can be originated from multiple independent researchers. These models should be integrated to accurately assess and predict the infectious disease in terms of holistic view. The system shall provide three main functions: (1) collaborative causal modeling, (2) causal model integration, and (3) causal model reasoning. These functions are supported by subject-matter expert (SME) and artificial intelligence (AI), with uncertainty treatment. Subject-matter experts, as collective intelligence, develop causal models and integrate them as one joint causal model. Artificial intelligence is used to find causal models from texts, by using natural language processing. The integrated causal model shall be used to reason about: (1) the past, regarding how the causal factors have occurred; (2) the present, regarding how the spread is going now; and (3) the future, regarding how it will proceed. Finally, we introduce one use case of predictive situation awareness for the Ebola virus disease.

1. Introduction

The humanity has been facing a plethora of challenges associated with infectious diseases (e.g., Zika, MERS, Ebola, SARS, and H1N1), which killed more than 6 million people in 2016 only [BCM, 2018]. Infectious diseases are a kind of diseases caused by micro-sized organisms (e.g., bacteria and viruses). The diseases spread out through direct and indirect contacts between animals and humans. Historically, such diseases developed rapidly and caused a lot of fatalities. As can be easily expected, the outbreak of the diseases is ongoing worldwide currently as well as will be present in the future. Although continuous efforts have been applied to relieve

\textsuperscript{*} Corresponding author.
E-mail address: cparkf@gmu.edu
the potential damages from such misfortunate events, it’s unquestionable that there are many persisting challenges yet to overcome. One approach we particularly address in this project is the awareness and prediction of such epidemic outbreaks to prevent the wide spread of the diseases. In this field of study, traditional and/or ad-hoc models are used to focus on only one aspect of each independent domain (e.g., prediction of virus mutation, analysis between economic situation and disease occurrence, and analysis for patient disease status). However, these independent models fail to provide proper predictive situation awareness, characterized by understanding current situations and predicting future situations. Comprehensive predictive situation awareness for infectious disease can support decision making and help to hinder infectious disease spread. In this paper, we introduce a computing system platform focusing on a Collective Intelligence Multi-Model Integration Platform, called Bayes Cloud, in order to support predictive situation awareness in the domain of infectious disease.

Bayes Cloud provides three main functions: (1) collaborative causal modeling, (2) causal model integration, and (3) causal model reasoning. The three functions are supported by SME and/or AI, with uncertainty treatment for the associated sample spaces. Analyses of global epidemics require integration of multiple different data and models, which are originated from multiple independent researchers. If these models can be integrated as one model, it can be used to analyze the epidemic situation in terms of holistic view. Bayes Cloud, we introduce in this paper, aims to integrate independent models into one collective model. The current version of Bayes Cloud can deal with causal models [Pearl & Mackenzie, 2018] and Bayesian Network (BN) models [Pearl, 1988]. The future version will embody Multi-Entity Bayesian Network (MEBN) models [Laskey, 2008]. Subject-matter experts, as collective intelligence, develop causal models and integrate them as one joint causal model (a.k.a. model integration). Model integration can be viewed as a process for merging several models in order to obtain a third model. The resulting model shall embody the information from the original models, and also support joint reasoning unattainable solely by the individual models. This integration process can be performed either manually or automatically using Bayes Cloud. In this paper, we introduce automatic model integration. Natural Language Processing (NLP) can be used to find causal models from the texts concerning a specific epidemic disease domain. Although this approach does not guarantee perfect results, as a prior knowledge for the causal models, the results can be useful to SME or model developers. The integrated causal model is used to reason about the occurrence in: (1) the past, regarding how the causal factors have occurred; (2) the present, regarding how the spread is going now; and (3) the future, regarding how it will proceed. In this paper, we introduce how to apply Bayes Cloud to the epidemic disease domain to support predictive situation awareness. Particularly, we treat the case of the Ebola disease.

In Section 2, background knowledge is given first. Brief definition for BN is introduced. Next, the recent researches for the Ebola virus disease are introduced. In Section 3, the collective intelligence multi-model integration platform, Bayes Cloud, is introduced. In Section 4, the predictive situation awareness model for the Ebola virus disease using Bayes Cloud is introduced. Finally, conclusions are presented and future research directions are discussed.

2. Background

In this section, we describe the definition of BN and the current researches for the Ebola virus disease.

2.1. Bayesian Network

A Bayesian Network (BN) [Pearl, 1988] is a probabilistic graphical model that represents a joint distribution on a set of random variables in a compact form that exploits conditional independence relationships. Random variables (RVs) are represented as nodes in a directed acyclic graph (DAG) in which a directed edge represents a direct dependency between two nodes and no directed cycles are allowed. We introduce the following definition for BN.

**Definition 2.1** (Bayesian Network) A Bayesian Network (BN) for a set of RVs \( X = \{X_1, X_2, \ldots, X_n\} \) is a pair \([G,\]
$\Theta$, where $G$ is a DAG whose nodes are associated with the RVs and $\Theta = \{\theta_1, \ldots, \theta_n\}$ is a set of local distributions, where $\theta_i = P(X_i | \text{Pa}(X_i))$ is the conditional distribution of $X_i$ given its parents $\text{Pa}(X_i)$ in $G$. A Bayesian network represents the joint distribution of a set of RVs $X$ as a product of the conditional distributions of $X_i$ given its parents $\text{Pa}(X_i)$ in $G$:

$$P(X_1, X_2, \ldots, X_n) = \prod_{i=1}^{n} P(X_i | \text{Pa}(X_i)).$$

Fig. 1 shows the simple BN for the Ebola Virus Disease (EVD) that represents an illustrative example for the EVD diagnosis. This BN contains two nodes (\textit{EbolaVirusDisease} and \textit{Haemorrhage}) and an arc, and local distributions.

![Figure 1. A simple discrete BN for the Ebola Virus Disease](image)

The random variable (RV) or node Haemorrhage is used to represent some observed findings (e.g., symptoms and diagnosis results) for a patient. The node EbolaVirusDisease is used to predict the existence of a certain disease (e.g., has the Ebola virus disease) for the patient. As shown by the arc direction in the figure, EbolaVirusDisease influences Haemorrhage.

The BN can be described by a Bayesian Network Script as shown in Script 1. The Bayesian Network Script defines the nodes (EbolaVirusDisease and Haemorrhage) and their local distributions.

---

**[Script 1] Discrete Bayesian Network Script for the simple Ebola virus disease BN**

```plaintext
1  defineNode(EbolaVirusDisease, Description);
2    {
3      defineState(Discrete, has, not);
4      p(EbolaVirusDisease) =
5       {has: 0.1; not: 0.9;}
6    }
7
8  defineNode(Haemorrhage, Description);
9    {
10     defineState(Discrete, yes, no);
11     p( Haemorrhage | EbolaVirusDisease) =
12       if (EbolaVirusDisease == has)
13         {yes: 0.9; no: 0.1;}
14       else if (EbolaVirusDisease == not)
```

---

[Script continues]
In Line 1, the node EbolaVirusDisease is defined. In Line 3, the type of states in EbolaVirusDisease is defined as discrete and its two states (i.e., has (the disease) and not (have the disease)) are specified. In Line 5, probability values for the both of these states are specified. From Line 8 to Line 16, the node Haemorrhage is defined. The conditional probability distributions for this node are specified by using if-statement. For example, the symptom Haemorrhage happens (i.e., the state yes) with the probability of 90%, if a patient has the Ebola virus disease (i.e., the state has).

Figure 1 shows a discrete BN, while Figure 2 represents a hybrid BN, which contains both discrete and continuous random variables (or nodes). The continuous nodes can be conditional linear/nonlinear probability distributions (e.g., normal and beta distribution). The following equation illustrates the conditional linear Gaussian (CLG) distribution.

\[
p(N | \text{Pa}(N), CF_j) = \mathcal{N}(m + b_1 P_1 + b_2 P_2 \ldots + b_n P_n, \sigma^2),
\]

where \(\text{Pa}()\) is a set of continuous parent resident nodes of the continuous resident node, \(N\), having \(\{P_1, \ldots, P_n\}\), \(CF_j\) is a \(j\)-th configuration of the discrete parents of \(N\), \(m\) is a regression intercept, \(\sigma^2\) is a conditional variance, and \(b_i\) is regression coefficient.

Figure 2 shows the graphical version of a hybrid BN. For example, there are the parent node EbolaVirusDisease with 2 configurations (has and not) and the child node Fever, which is a continuous node represented by a mixture Gaussian distribution. If a patient does not have EVD, the temperature of the patient is about 98.6 F, while if the patient has EVD, the patient accompanies a high fever of 103 F. The same contents of Figure 2 are written as a BN Script as shown in Script 2.

![Figure 2. a simple hybrid BN](image)

[Script 2] Hybrid Bayesian Network Script

```plaintext
1  defineNode(EbolaVirusDisease, Description);
2  {
3    defineState(Discrete, has, not);
4    p(EbolaVirusDisease) =
5      {has: 0.1; not: 0.9;}
6  }
```
8 defineNode(Fever, Description);
9 {
10 defineState(Continuous);
11 p(Fever | EbolaVirusDisease) =
12 if (EbolaVirusDisease == has)
13 { NormalDist(103, 1.0) }
14 else if (EbolaVirusDisease == not)
15 { NormalDist(98.6, 1.0) }
16 }

In Line 12 and 14 at Script 2, there are If-else nested statements. By these, the normal distributions are assigned to the two states (i.e., has and not) of the parent node EbolaVirusDisease. For example, Line 12 denotes that the temperature of an EVD patient is a normally distributed with the mean temperature of 103 F and with the variance of 1.0.

BN is a powerful tool for representing uncertain knowledge and performing inference under uncertainty. BN has been applied in a wide range of medical domains, which are titled medical decision making. Cooper [1984] classified medical decision making using BN into three categories of 
\text{diagnosis}, \text{treatment}, \text{and prognosis}. Lucas et al. [2004] introduced four categories: \text{diagnostic reasoning, prognostic reasoning, treatment selection, and discovering functional interactions.}

Diagnostic reasoning is a task to find a patient’s disease using evidence or findings. Examples of such evidence include patient history, information, and diagnostic test results. In addition to existing patient data, additional testing is required. Because the performances (e.g., accuracy and precision) of the additional testing results are very different, selection for additional testing is considered another important issue in diagnosis. For these reasons, BNs for diagnosis often contain various random variables such as patient symptom, history, condition, and testing results. Prognostic reasoning is about prediction for a patient status. Disease and condition status of a patient will change over time. Understanding such change helps medical doctors to perform better medical decision making. Dynamic or temporal BNs (e.g., [Murphy, 2002][Laskey, 2008]), which represent temporal aspects, can be used for prognostic reasoning. We can also choose appropriate treatments and additional testing through prognostic reasoning. Treatment selection is a task to choose proper treatments for a patient. Treatment selection is performed by the subjective decision making of medical doctors in conjunction with a patient. BN allows such subjective decisions to be integrated into existing BN models. Discovering functional interactions is to analyze relationships among factors involved. BN can represent causality and correlation among variables. Such explicit knowledge enables us to perform better medical analysis.

Cooper [1984] researched the domain of hypercalcemic disorders to enable physicians to make decision for the diagnostic hypothesis depending on patient’s evidences. BN was used for the research regarding the diagnosis of muscle and nerve diseases using electromyography [Andreasen et al., 1987]. Velikova et al. [2014] introduced a temporal BN model for pregnancy care. Prediction for glioblastoma multiforme using BN was researched by integrating a BN from several existing statistical models [Singleton, 2016]. The diagnosis of lymph-node diseases to support surgical pathologists was researched by [Heckerman et al., 1992]. The diagnosis of heart diseases using BN was researched by [Diez et al., 1997][Zarandi et al., 2017].

Fenton & Neil [2010] introduced the advantages of BN in medical negligence case. BN has three characteristics: (1) Human-understandable model, it provides a clear idea of causal relations between factors without distortion, (2) Integrable model, it can be represented as one model for separate medical pathways (cf. other machine learning models, such as decision tree, may require several separate decision tree models to represent one complex situation), and (3) Assumption-applicable model, it can be used to represent different scenarios by changing different prior probability assumptions.

2.2. EAita Disease

The Ebola Virus Disease (EVD) outbreak seems to have emerged in December 2013 and identified March 2014
spreading around the sub-Saharan African region. The EVD outbreak had a high fatality rate of 30 to 90% depending on virus species [Baize et al., 2014] and was studied by researchers around the world. World Health Organization (WHO) estimated the EVD reproduction for three countries (Guinea, Liberia, and Sierra Leone) and predicted a rapid increase of the cases in the absence of control [WHO Ebola Response Team, 2014]. Carroll et al. [2015] assumed that the origin of the virus was a zoonotic transmission from bats to a two-year-old boy in December 2013, and then spread through human contact throughout the sub-Saharan African region. By December 2015 the number of infected individuals stood at 28640 which resulted in 11315 fatalities (39.5% fatality rate) [Ngwa & Teboh-Ewungkem, 2016]. The symptoms of EVD includes fever, fatigue, loss of appetite, vomiting, diarrhoea, headache, abdominal pain, muscle pain, joint pain, chest pain, cough, difficulty breathing, difficulty swallowing, conjunctivitis, sore throat, confusion, hiccups, jaundice, eye pain, rash, coma, and unconsciousness [WHO Ebola Response Team, 2014].

2.2.1. Epidemiological Analysis for EVD

Various types of EVD epidemiological analysis have been researched to understand the characteristics of EVD, predict dynamics, and identify optimal control strategies (e.g., vaccination and containment). Such analysis may be able to decelerate the EVD spread and prevent wide spread of future epidemics.

The basic research of EVD epidemiological analysis includes a basic reproduction number ($R_0$), which is the average number of secondary cases that occur when an initial case is observed. If $R_0$ is less than one, the EVD spread decreases (i.e., Eradication), while if $R_0$ is higher than one, the EVD spread increases (i.e., Epidemic). Such the basic reproduction number can be influenced by various control factors (e.g., environmental, social, temporal, and geospatial factors). Finding or estimating strongly related factors have been one of the active research themes. The aspects of the EVD spread appear through four stages: (1) Incubation period, (2) Prodromal period, (3) Infectious period, and (4) Recovery period. Researchers have studied the dynamics for infectious patients over these stages. Estimating serial interval, the time between the primary case and the secondary case for EVD onset, is also crucial to decrease the spreading [Fine, 2003][Wallinga & Lipsitch, 2007].

EVD spreads in many ways. The patterns for transmission between human and reservoirs also have been actively researched (e.g., [Rivers et al., 2014][Van Kerkhove et al., 2015][Carroll et al., 2015]). While the zootomic source is believed to have originated in fruit bats, there have been instances of other non-human primates and forest antelopes becoming infected and being vectors of transmission. Because of this, it is believed that most EVD outbreaks begin with an animal reservoir which then transitions into human-to-human transmission [Van Kerkhove et al., 2015]. While direct transmission assures infection, there was the indirect transmission. Berge et al. [2017] introduced how EVD spreads even without direct contact with infected individuals. Reduction for transmission was also researched. A combination of increased contact tracing and improved infection control would have a vast impact on the number of Ebola case reducing the number of people infected [Rivers et al., 2014]. While travel bans such as air travel or border control help mitigate the infection of Ebola, it does not completely prevent and only postpones it by weeks or months depending on the distance [Poletto et al., 2014]. However, these measures can be harmful to the country and/or nation in question in the long run causing reduced humanitarian efforts and economic problems as well. EVD was highly contagious spreading via bodily fluids and direct contact, and also indirect contact even spread by air as in the case of Nigeria. Browne et al. [2014] pointed out the importance of containing Ebola virus through mathematical tracing to both identify and isolate the infected individuals to contain the outbreak. Lau et al. [2017] introduced an age-specific spatiotemporal statistical framework for EBOV. In the research, the transmission dynamics and potential drivers of spreading were identified and applied to the framework. The framework was used to reason about the probability distribution of the number of the new patient cases for each infected individual.

A SEIR (susceptible, exposed, infectious, and recovered) model is used to represent an infectious patient status in epidemic dynamics. For EVD epidemic dynamics, a variety of SEIR models aimed to represent reproduction of the Ebola virus is introduced by several researches (e.g., [Althaus, 2014][Chowell & Nishiura, 2014][Scarpino et al., 2014][Brown et al., 2014]). Such models can be used for measuring the disease spread and status of current public health. Cleaton et al. [2015] identified the key factors for transmission pattern in the 2014-2015 Ebola outbreak by taking news reports. Lewnard et al. [2014] researched models for intervention strategies controlling the spread of Ebola virus. Their models were used to estimate the effects of Ebola virus disease treatment centres, case ascertainment through contact tracing, and household protective kit allocation. Other researchers have made other attempts in tracing the virus by modelling using virus age where infected
individuals acquire the disease where the virus incubates from 2-21 days. After virus incubation the individual can be removed from the population either by hospitalization or mortality, helping to mitigate the epidemic [Webb & Browne, 2016].

Grassly & Fraser [2008] classified three infectiousness types: (1) Biological infectiousness, (2) Behavioural infectiousness, and (3) Environmental infectiousness. Biological infectiousness depends on the biological characteristics between the pathogen and the host. For example, the efficiency of the host immune system can affect infectivity. Behavioural infectiousness is about the contact patterns of infected individuals. Environmental infectiousness is associated with the location and environmental factors for the infected individuals. In this view, three different models can be considered to build the epidemiological model of the EVD spread. These infectiousness types can be the subject of analysis and model development.

### 2.2.2. Mathematical Models for EVD

Various types of mathematical models have been used for EVD epidemiological analysis. The mathematical models for epidemiological analysis can be classified into deterministic models and stochastic models. The deterministic models may consist of a schematic relationship, representing a causal relationship among factors, and deterministic math formulas among these factors. The deterministic models are used to predict outputs of the factors (e.g., the number of susceptible and infectious patients) over time (i.e., dynamics). The stochastic models can deal with the dynamics as well as the uncertainty. The stochastic models may contain a causal relationship, but are based on probability theory. The main advantage of the stochastic models is high prediction accuracy, however the computation of such models is slower than the deterministic models and also building such models can be cumbersome for a complex case.

Siettos & Russo [2013] introduced three classes of models for infectious disease dynamics: (1) Statistical-Based Methods, (2) Mathematical/Mechanistic State-Space Models, and (3) Empirical/Machine Learning-Based Models. Statistical-Based Methods include regression models, time series analysis, statistical process control methods (e.g., cumulative sum chart), Hidden Markov models, and spatial models (for spatio-temporal pattern). Mathematical/Mechanistic State-Space Models is popular models in infectious disease dynamics, which includes continuum models deterministic models (e.g., various types of differential equations), stochastic models (e.g., Markov-chain), complex networked models, and agent-based simulation. Empirical/Machine Learning-Based Models uses web-based data mining to identify epidemic trends.

Underreporting which severely impact the different epidemic models is prevalent, because of inadequate management and difficult environment for supervision. Wong et al. [2017] reviewed several models in terms of underreporting (or missing data). To handle missing data in the Ebola outbreaks, Bayesian frameworks that retain uncertainty could be used for a statistical outbreak formula to analyze the severity of infections.

In this research, we have reviewed literatures from the perspectives of a variety in analysis purposes (e.g., reproduction number estimation) for EVD as shown in Table 1. Such analyses have been implemented by various approaches (e.g., Bayesian Markov Chain Monte Carlo and Ordinary Differential Equations). Table 1 shows the list of the analysis approaches and analysis purposes.

| References          | Analysis Approaches                   | Analysis Purposes                                                        |
|---------------------|---------------------------------------|--------------------------------------------------------------------------|
| [Poletto et al., 2014] | Global Epidemic and Mobility (GLEaM) Model [Balcan et al., 2009] | International spread of the epidemic                                    |
| [Alizon et al., 2014] | Bayesian Markov Chain Monte Carlo      | Reproduction number                                                      |
| [House, 2014]       | Bayesian Markov Chain Monte Carlo      | Reproduction number & case fatality                                      |
| [Liu et al., 2015]  | Bayesian Markov Chain Monte Carlo      | Reproduction number, turning point, & final size                        |
| [Pruyt et al., 2015] | Bayesian Markov Chain Monte Carlo      | Case fatality risk, hospitalization fatality risk, time-delay distributions, & prevalence of hospitalized cases |
| [Shen et al., 2015] | Statistics                             | Virus contact pattern                                                   |
| [Backer & Wallinga, 2016] | Bayesian Markov Chain Monte Carlo | Time-varying effective reproduction numbers over spatiotemporal resolution |
| Author(s)                        | Modeling Method                                                                 | Analysis Parameters                                                                 |
|---------------------------------|---------------------------------------------------------------------------------|--------------------------------------------------------------------------------------|
| Maurer et al., 2014             | Bayesian Markov Chain Monte Carlo                                                | Time-dependent district-specific effective reproduction number                      |
| Pandey et al., 2014             | Continuous-time stochastic compartment model                                    | Reproduction number                                                                  |
| Krauer et al., 2016             | Generalised linear mixed effects model                                           | Reproduction number & growth rates                                                  |
| Getz et al., 2015               | Markov transmission chain model                                                  | Reproduction number                                                                  |
| Lau et al., 2017                | Bayesian Markov Chain Monte Carlo                                                | Age-specific spatiotemporal prediction                                              |
| Area et al., 2015               | Fractional calculus                                                             | SEIR (susceptible, exposed, infected, and recovered)                                |
| Abbate et al., 2016             | Ordinary differential equations                                                | SEICR (susceptible, exposed, infectious, convalescent, and recovered)               |
| Gou et al., 2016                | Ordinary differential equations                                                | SIR (susceptible, infective, and removed)                                           |
| van den Driessche et al., 2017  | Ordinary differential equations                                                | SIR (susceptible, exposed, infected, and recovered)                                |
| Evans & Mammadov, 2014          | Linear model                                                                    | Reproduction numbers & time intervals                                               |
| Webb & Browne, 2016             | Probability model & ordinary differential equations                              | SIR (susceptible, infective, and removed) & disease age                              |
| Berge et al., 2017              | Ordinary differential equations                                                | SIR (susceptible, infective, and removed) & indirect transmissions                 |
| Agusto et al., 2015             | Deterministic time-varying model                                                | SIR (susceptible, infective, and removed)                                           |
| Nishiura & Chowell, 2015        | Probability model                                                               | Reproduction number, per-contact probability of infection, and growth rate          |
| Chowell & Nishiura, 2014        | Ordinary differential equations                                                | Case fatality rate & impact of control interventions                                |
| Barbarossa et al., 2015         | Deterministic time-varying model                                                | SIHDEBR (susceptible, infectious, hospitalized, died, latent, buried, and removed) |
| Rizzo et al., 2016              | Activity driven networks [Perra et al., 2012]                                   | SEIHFRrRd (susceptible, exposed, infected, hospitalized, dead, recovered, and buried)|
| Ngwa & Teboh-Ewungkem, 2016     | Ordinary differential equations                                                | Human population into 11 states representing disease status                          |
| Browne et al., 2014             | Ordinary differential equations                                                | SEICiR (susceptible, incubating, infectious, contaminated, isolated, and removed)  |
| Abbate et al., 2016             | Ordinary differential equations                                                | SIRD (susceptible, infected, removed, and deceased) with controls                    |
| Al Darabsah & Yuan, 2016        | Ordinary differential equations                                                | SEIRD(susceptible, exposed, infectious, recovered, and dead)                        |
| Rachah & Torres, 2016           | Ordinary differential equations                                                | SEIR (susceptible, exposed, infective, recovered) with controls                     |
| Koya & Mamo, 2015               | Ordinary differential equations                                                | SEIIhR (susceptible, exposed, infected, isolated, and removed) with controls        |
| Area et al., 2017               | Ordinary differential equations                                                | SEIHRDBC (susceptible, exposed, infected, hospitalized, asymptomatic but still infectious, dead but not buried, buried, and completely recovered) with controls |
The analysis purpose of most papers was to estimate the reproduction number and to build the compartment model (e.g., SEIRD (susceptible, exposed, infectious, recover, and die)). Most analyses in the EVD domain are related to feature selection in machine learning. Finding related features, attributes, or factors as predictors is the subject of feature selection, but it is cumbersome to perform. From a feature selection perspective, EVD researchers have studied several topics such as spatiotemporal patterns, hospital case patterns, age-specific patterns, virus contact patterns, and international spread patterns.

To perform such analyses, various types of approaches were used. Basically, many variations of Ordinary Differential Equations were applied to estimate reproduction rates in a compartment model. To improve the prediction accuracy, incorporate various factors, and address missing data, novel approaches using Bayesian Markov Chain Monte Carlo (MCMC) were applied. Some special types of models (e.g., GLobal Epidemic and Mobility (GLEaM) [Balcan et al., 2009] and Activity Driven Networks (ADN) [Perra et al., 2012]) were introduced to represent complex structures in the real world and reason about outputs from such complex structures.

3. Collective Intelligence Multi-Model Integration Platform: Bayes Cloud

Understanding situations, making decisions, and addressing problems are obviously important tasks in our real life. For these tasks, modeling can be in the initial step and can play the important role. As many quoted words, “All models are wrong but some are useful [Box, 1979]”, models can be useful to understand ideas of interest. In other words, the models are informative, although they are not exactly same as reality.

Practically, an existing model is useful to model developers on the assumption that the model does not mislead the reality. The roles of such existing model include (1) illuminating, (2) sharing, (3) summarizing, (4) evaluating, (5) comparing, (6) inferring, (7) improving, and (8) creating.

(1) **Illuminating**: The model helps us to quickly understand ideas, even if we do not have any prior knowledge.

(2) **Sharing**: The model which is explicitly described in a certain form helps us to efficiently share ideas.

(3) **Summarizing**: The model compresses information of the large and complex reality into a summary.

(4) **Evaluating**: The model, a clearly described idea, can be evaluated, but implicit idea cannot.

(5) **Comparing**: The models developed from multiple independent people can be explicitly compared.

(6) **Inferring**: The model enables us to reason about a query or question we have.

(7) **Improving**: The model helps us to improve our previous idea.

(8) **Creating**: The models can be the basis for creating new ideas.

As Einstein’s statement (“Everything should be made as simple as possible, but not simpler”), a model should be simple, but not simpler. Our research focuses on the latter view. To address the real world, a model should be comprehensive, but not isolated. However, sometimes such comprehensiveness generates controversy by researchers and practitioners. Therefore, several different models (or hypotheses) should be introduced and compared. Our platform is developed to search different models, perform model integration, and allow model comparisons. Thereby, we try to increase the possibility for building the right model.

The platform performs two main functions: (1) **Model Development** and (2) **Model Application**. In the model development, BN models are created and edited by SME and/or AI crawlers, learned by Machine Learning, and
integrated by SME and/or a model integration algorithm. In the model application, BN models are used to show
the phenomena to model users, share them among model users, and reason about the queries from model users.

3.1. Main Functions of Bayes Cloud

3.1.1. Model Editing

Model editing allows users to build a BN model or modify existing BN models using a Bayesian network script
code. The Bayesian network script [Sun et al., 2011] is an intuitive and user-friendly language to let users easily
write codes to design BN models and apply machine learning. Bayes Cloud provides a model editing module in
which the Bayesian network script can be written to define a node containing probability distribution and causal
relationships between nodes. For example, in the demo, the node A is first defined in Line 1. The type of states
in the node A is defined as discrete and its two states (a1 and a2) are specified in Line 3. Probability values for
these states are specified as 0.2 and 0.8 respectively in Line 5. Users can re-use existing nodes to create a new
node with similar structure and modify as needed. From Line 8 to Line 16, the node B is defined by copying the
node A. The difference in the node B is that the conditional probability distributions are specified by using if-
statement to create a relationship to node A. The probability of b1 given a1 as A is 0.2 while the probability of
b2 given a1 as A is 0.8. The probability of b1 given a2 as A is 0.8 while the probability of b2 given a2 as A is
0.2. Similarly, users can easily create a simple to complex BN model.

3.1.2. Model Integration

Without loss of generality, model integration can be viewed as a process for merging two BNs ("BN1" and
"BN2") in order to obtain a third model BNmerged. The resulting model shall embody the information from the
original models, and also support joint reasoning unattainable solely by the individual models.

This integration process can be performed either manually or automatically. Simply stated, in the manual
approach the SME loads and edits the two BNs in the Bayes Cloud workspace, and BNmerged is obtained by
reusing all random variables (a.k.a. nodes) and including new relationships (a.k.a. arcs), with respective edits to
correlating probability distributions. In contrast, statistic/probabilistic models and algorithms are applied in the
automatic approach in order to generate the BNmerged with small or no SME intervention. Generally, the model
resulting from the automatic approach can be seen as a statistical approximation to both BN1 and BN2.

The automatic model integration function shall assume that the pair BN1 and BN2 share common random
variables Vshared. If the BNs don’t share any common random variables (i.e., when Vshared is an empty set), then
all the variables in BNmerged will be considered as independent from the variables in BN2 and vice-versa. In such
situation, the BNmerged basically comprises two disconnected subnets, with each subnet being BN1 and BN2.
Although this case is not technically different from keeping the two original BNs separate, we’ll keep this case
(the model comprising disconnected subnets BN1 and BN2) as a valid model in the repository, as a means for
explicitly indicating that variables in BN1 are independent from variables in BN2.

Non-linear optimization methods can be applied in order to automatically find the joint probability distribution
of BNmerged from the probability distributions of BN1 and BN2, when there are common variables (i.e., when
Vshared is a non-empty set). Simply stated, this is performed by using non-linear optimiser tools under the
following criteria:

I. Represent probabilities of joint states (product space of the variables in BN1 and BN2 together) as
optimization variables to be considered in the non-linear optimization. Since these joint state variables
are probabilities, we shall also include constraints to guarantee that these joint state variables are non-

* When BN1 and BN2 were managed separately, the independence property was unknown/unstated. On the other hand, in BNmerged, the independence is made
explicit.
negative and adds up to 1.

II. In terms of the above joint state variables, model an objective function (function to be optimized by the non-linear optimizer) based on information entropy criteria, namely to minimize KL-divergence [Kullback & Leibler, 1951], in order to find a joint probability which best approximates (in terms of information entropy) with the probability distributions of $BN_1$ and $BN_2$.

III. After obtaining the results from the optimizer, use the new joint probability to build back the structure of $BN_{merged}$. The set of variables in $BN_{merged}$ is the union of the variables in $BN_1$ and $BN_2$, so this step reduces to reconstruction of the relationships (a.k.a. arcs)\(^1\).

The above non-linear optimization solution may become infeasible, as it works with joint states—a product space of the random variables. Even though such joint states can be factorized by exploiting conditional (in)dependence [Jensen et al., 1994], and thus the scope of the non-linear optimization can be reduced to such factored structure, there will be complex cases which are infeasible even with such factorization. In addition, the above method is inapplicable to continuous, uncountable, real number variables (because in such situation the number of joint states will become uncountable/infinite). Under such situation, Bayes Cloud shall use simulation-based approaches with following adaptations:

I. Randomly pick one BN (either $BN_1$ or $BN_2$) to start the sampling (a.k.a. simulation).

II. Sample (i.e., generate a plausible value) all the variables in the picked BN by using any sampling method (e.g., Gibbs sampling Bayesian inference algorithm [Gelfand et al., 1990]). Please, note that this shall also sample variables in $V_{shared}$.

III. Similarly, perform sampling of variables in the other BN (the one not picked in the first step), but conditioned to values in $V_{shared}$ which were sampled in previous step.

IV. Repeat the above steps until obtaining a reasonable amount of sample sets.

V. Build $BN_{merged}$ by applying a Bayesian learning algorithm with the above sample sets as input data.

Besides of exhibiting an overhead due to recurrence to a Bayesian learning algorithm at the end of the process, the above simulation approach will result in $BN_{merged}$ which approximates $BN_1$ and $BN_2$, with a precision proportional to the number of sample sets (a.k.a. number of simulations). Although these characteristics can potentially cause large imprecision in the resulting model, due to accumulated imprecision/ errors from simulation and re-learning, this general approach can be applied even in hybrid models (mixture of discrete and continuous random variable models) as well.

3.1.3. Causal Model Learning from Texts

The AI crawler collects information from research papers and uses that text information to extrapolate the causal information from it to create BN models.

3.1.4. Parameter Learning from Data

Given a BN structure and a set of training data, the platform performs Bayesian network parameter learning. The current version allows the continuous and discrete parameter learning.

3.1.5. Structure Learning from Data

\(^1\)A formal way of re-building the arcs of $BN_{merged}$ from its joint probability distribution is to test the conditional (in)dependence of the variables in order to decide the presence/absence of arcs and its direction. A simpler, but reasonable way is to consider that arcs in $BN_{merged}$ are also a union of the arcs in $BN_1$ and $BN_2$. 

Given a set of training data, the platform performs Bayesian network structure learning. In other words, correlations between random variables are found by fitting the training data. After this, Bayesian network parameter learning is performed automatically to find parameters of the random variables.

3.1.6. Model Reasoning

Model reasoning is an application in the modeling platform which uses various reasoning information from new evidence to change the models in real-time and as needed. Users also use a simple script to specify a node name and its state based on evidence in the bottom panel. Assuming the state of the node A is a1 based on evidence, users would write a code A = a1. Then remaining is quite simple. Users just need to click the Reasoning button and will see the instant result from the BN model. As users obtain a new evidence, they will simply change the code to update A = a2 and click the Reasoning button to update the result. In case of supervised reasoning, users should be able to measure reliability and accuracy of model in a real time basis. In case of complex BN models, users can assign states to multiple nodes in a similar manner. As states change based on evidence, users can easily modify the script and get an instant result by using model reasoning functionality in the modeling platform.

3.2. Main Functions of Cloud Service

3.2.1. Model Searching

Registered Models are subject to search by keywords in the modeling platform as well as various search engines in the market. Model searching allows the user to find existing models in the Bayesian cloud with a keyword that is located at the top. This can be used with or without other models. Searched models can be loaded into the modeling platform for editing, reasoning, integrating, and machine learning. Users will be able to find the model using other web search engines such as Google outside of the modeling platform. Even though users outside of the modeling platform might not be able to perform functions in the modeling platform, they will be able to see details about the model as a web document that the original creator produced.

3.2.2. Model Sharing

When the BN model is built and registered in the modeling platform, the model can be searched and shared by other users using various platforms such as Python and R as well as the modeling platform. Modeling sharing is the most powerful function in the modeling platform because shared models can be further developed into more complex and reliable models by editing and integrating with individual or collective efforts. While the original producer of a shared model shall be credited by those who are willing to use the model, the number of BN models will grow exponentially as more users contribute to developing BN models in the modeling platform. The Bayesian network script code used in BN model will be compiled in other platforms as well. For example, a Bayes package will be developed for various development languages such as Python and R. Python developers will be able to install the Bayes package that will allow Python programmers to execute the Bayesian network script code chunks in various IDEs such as Jupyter Notebook. Similarly, R programmers will be able to install the Bayes package and run the code chunks in R Notebook.

3.2.3. Model Information Registering & Editing

Model registering allows user to register their own BN models in Bayes Cloud. Registered models can be used later by other users as they can edit the model or integrate into other models. The registering process is quite simple. After a BN model is built, users can start registering by clicking the registration button. And then a registration panel appears and the users enter details for the model such as title, description, author, and search keywords. When the model is registered by clicking a register button in the registration panel, the model information as well as the model image will be stored in the Bayes Cloud database. The users can retrieve the model from the database for further editing and reasoning and delete their models.

4. Use Case for the Ebola Disease BN Model

In this section, we introduce one illustrative use case of Bayes Cloud for the Ebola Virus Disease (EVD). We introduce a model that integrates independent models for the EVD spread to show how to use Bayes Cloud in the infectious disease domain. To understand the Ebola epidemic, holistic situational awareness is required. To
do this, we need to integrate multiple sources of data such as research papers, medical datasets, and expert knowledge. Figure 3 shows an illustrative example of multiple sources regarding EVD.

EVD research papers may contain summary statistics, causal relationships among epidemic factors, estimated parameters for factors, structured models, and links for data sources. Using this information, a specific-purpose Bayesian network (BN) in Section 2 can be developed. The specific-purpose BN means the BN which is built to answer a specific question. The examples for the specific-purpose BN include a BN for a compartment model (e.g., SEIR (susceptible, exposed, infected, and recovered)), a BN for predicting a serial interval (i.e., the time between the primary case and the secondary case for EVD onset), a BN for a transmission model (e.g., between reservoirs and human), a BN for representing the indirect transmission, a BN for identifying the biological characteristics between the pathogen and the host, a BN for describing the detailed contact patterns, and a BN for global epidemic spread (including traveller patterns). From these specific-purpose BNs, one integrated model can be constructed. The integrated model provides the holistic situational awareness for the Ebola epidemic and would be the basis of decision making for EVD to prevent further disease spread and minimize any risk of getting infected.

In this research, the main specific-purpose BNs for EVD include (1) Geospatial Dangerousness Model, (2) Regional Virus Spread Model, (3) Virus Mutation Model, and (4) Infectious Disease Patient Model. These are derived from several literatures on the subject. We also introduce an integrated model constructed from these models.

4.1. Geospatial Dangerousness BN Model

The geospatial dangerousness BN model represents properties of sub-regions in a certain region and relationships between nearby sub-regions. Geospatial models can be used to predict the EVD spread. For the EVD spread, many geospatial models were proposed in the literature [Balcan et al., 2009][Carroll et al., 2015][Kiskowski & Chowell, 2016][Lau et al., 2017][Fiorillo et al., 2018]. In our research, we introduce a
special BN structure to form a geospatial map. It seems like a pyramid structure, in which a root node is associated with its child nodes and the child nodes are associated with their sub-child nodes, and so forth. The advantage of this model is that the relationship between the sub-regions can be flexibly expressed and the relationship between an upper-level region and lower-level regions can be seamlessly represented. By doing so, the model can be easily used to represent and reason about the spread of an epidemic disease.

The following figure is an example of the geospatial dangerousness BN which separates and categorizes the regions and sub-regions. In each node has a designated name for the specific region (e.g., New York and Virginia) and is associated with the region property. For example, the infection level can be such region property and may have a discrete value (e.g., hot or cold zone) or a continuous value (e.g., \{r as risk | r >= 0 and r is real\}). The word DZ in the node name stands for Dangerousness of Zone. The numbers following it indicate the depth, x location, and y location of the region, respectively. Some reports or findings pertaining to the infection is inputted into the model showing which then predicts those regions as hot or cold zones depending on the level of infection. For example, if the region DZ_3_1_3 has been reported as an infectious case, the region is set as hot zone and its updating influences other zones (e.g., DZ_3_1_2, DZ_3_2_2, DZ_3_2_3, and so forth).

![Figure 4. Example of Geospatial Dangerousness BN Model](image)

Lau et al. [2017] estimated the EVD transmission over regions for an infector as median value of 2.51 km. In other words, when one infector happens, the influence of the infector spreads to the median range. Such spread rate should be applied to the geospatial dangerousness BN, especially the conditional probability distribution in a node. The conditional probability distribution for each node can be simply assigned with a $k$ value, where $1 > k > 0.5$. Such $k$ value can be estimated using the spread rate. The following distribution shows an illustrative example, where the child region has the probability of hot zone = $k$, if a patient region is hot zone.

$$P(DZ_{child} = \text{hot zone}|DZ_{parent} = \text{hot zone}) = \{\text{hot zone}: k; \text{cold zone}: 1 - k;\}.$$  

Basically, the geospatial dangerousness BN is developed without any control. Therefore, the same degree of influence is applied to any node in the same depth (or level). However, obviously, regional characteristics and other control can influence the spread rate. In the following sub-section, we discuss about this.
4.2. Regional Virus Spread BN Model

The virus spread rate is affected by control (e.g., alarm broadcasting and environment characteristics). Althaus [2014] researched the spread of an infection for EVD in the absence and the presence of control interventions. Public health intervention can significantly reduce the epidemic spread. Such intervention, control, and environment characteristic can be included in a BN model. We define a simple BN model called Regional Virus Spread Model, which represents the factors affecting the spread rate. For example, a region of high GDP (Gross Domestic Product) may have an abundance of healthcare infrastructures. Such regional characterises, then, might prevent the rapid infectious disease spread.

![Figure 5. Example of Regional Virus Spread BN Model](image)

The figure above shows the regional virus spread BN model representing the spread rate of EVD in a certain region and the factors involved in influencing it. The non-highlighted node *Has Warning Systems* indicates a known report that can be provided on site and influences the highlighted node *Regional Spread Rate*. Depending on if a region has access to the equipment needed to survey an area for biological hazards, this would be a warning system that would help in the prevention of spreading a virus. The regional spread rate indicates how fast the virus will spread being either high or low. The node *Dangerousness of Zone*, which has two states hot and cold zones, indicates the degree of risk at a region that is high or low in the amount of infected individuals by the virus.

4.3. Virus Mutation BN Model

Some virus species are fatal to humans. In 2014, especially three Ebola virus species (EBOV, Sudan Ebola virus, and Bundibugyo Ebola virus) were main viruses causing the high fatality rate of 30% to 90% [Baize et al., 2014]. Ebola virus species were mutated throughout the transmission between reservoirs. Potential reservoirs of EBOV were fruit bats which existed in most parts of West Africa. This is one of the reasons EBOV had occurred in the region. The existence of EBOV reservoirs causes the outbreak as well as the number of reservoirs affects the mutation rate. For some Ebola virus species, humans were reservoirs, and for other species, wildlife was reservoirs.
Figure 6. Example of Virus Mutation BN Model

The figure above is a simplified model to represent the chance of mutation in the Ebola virus and the factors involved in influencing it. The non-highlighted nodes indicate known reports that can be provided on site, and influence the highlighted node Is Mutated Virus. The basic principle of the model is that the higher the population of either animals or humans the higher the chance for the Ebola virus to mutate from the original virus.

4.4. Infectious Disease Patient BN Model

Age is an important demographic forecasting variable for the spread of EVD [Lau et al., 2017]. For example, the age groups below 15 and older than 45 have higher instantaneous hazard. And it was shown that the higher instantaneous hazard group with a long infectious period was estimated as a key driver of the EVD spread. Also, social contact and personal conditions could be important predictors. We define an infectious disease patient BN model, which represents a compartment model (e.g., SEIR (susceptible, exposed, infected, and recovered)).

Figure 7 shows an example of the infectious disease patient BN model. This model represents the number of patients categorized into (C)onfirmed, (P)robable, (S)uspected, and (F)atality individuals infected by the Ebola
virus. Reservoir population size is referring to the number of local animal reservoir (e.g., bat) that may be the origin of Ebola virus [Morse et al., 2012]. Human population impacts the nodes C/P/S/F. The virus type impacts the nodes C/P/S/F as well, because if the virus is highly contagious, it will influence the number of probable and confirmed individuals, or if the virus has highly fatal symptoms, it will raise the number of fatalities.

### 4.5. Integrated EVD BN Model

Through sub-sections 4.1~4, four BN models for EVD were introduced. In this sub-section, we introduce the integrated BN model from these four BN models (the geospatial dangerousness BN model, regional virus spread BN model, virus mutation BN model, and infectious disease patient BN model).

Figure 8 shows the integrated EVD BN model, which involves and combines all the other models. The major impact that differentiates this integrated model from the previous models is that now we see how a single region can be associated with other regions through the geospatial dangerousness BN model. Also, the human and animal populations simultaneously impact the virus mutation and the nodes C/P/S/F. And how the regional spread rate is applied to the each region.

The main benefit of the integrated model is holistic situational awareness in which we can now view how each and every node is affecting one another and/or all at once. The integration model is available in the following operating scenarios.

**Operational scenario:**

1. Development of the integrated EVD BN model
   a. For a certain region containing several sub-regions, the integrated EVD BN model is developed.
   b. Each specific-purpose BN is learned from collecting data and developed by experts and model/parameters from literatures.
   c. Specific-purpose BNs are integrated into the integrated EVD BN model.
   d. The integrated EVD BN model is applied to a disease surveillance system.
2. Situation awareness using the integrated EVD BN model
   a. Regional information (e.g., reservoir/human population size and warning systems) is inputted to the integrated EVD BN model.
   b. The numbers of C/P/S/F reported from a certain region are inputted to the integrated EVD BN model.
   c. The integrated EVD BN model predicts the risk level of surrounding regions of the reported region.
   d. A decision maker decides a proper treatment from several options (e.g., evacuation, vaccination, and containment) using predicted results.

5. Conclusions

The main benefit of the integrated model is holistic situational awareness in which we can now view how each and every node is affecting one another and/or all at once. The integration model is available in the following operating scenarios.

Operational scenario:

1. Development of the integrated EVD BN model
   a. For a certain region containing several sub-regions, the integrated EVD BN model is developed.
   b. Each specific-purpose BN is learned from collecting data and developed by experts and model/parameters from literatures.
   c. Specific-purpose BNs are integrated into the integrated EVD BN model.
   d. The integrated EVD BN model is applied to a disease surveillance system.

2. Situation awareness using the integrated EVD BN model
   a. Regional information (e.g., reservoir/human population size and warning systems) is inputted to the integrated EVD BN model.
   b. The numbers of C/P/S/F reported from a certain region are inputted to the integrated EVD BN model.
   c. The integrated EVD BN model predicts the risk level of surrounding regions of the reported region.
   d. A decision maker decides a proper treatment from several options (e.g., evacuation, vaccination, and containment) using predicted results.
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