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Abstract

In this paper, we describe our entry in the gendered pronoun resolution competition which achieved fourth place without data augmentation. Our method is an ensemble system of BERTs which resolves co-reference in an interaction space. We report four insights from our work: BERT’s representations involve significant redundancy; modeling interaction effects similar to natural language inference models is useful for this task; there is an optimal BERT layer to extract representations for pronoun resolution; and the difference between the attention weights from the pronoun to the candidate entities was highly correlated with the correct label, with interesting implications for future work.

1 Introduction

The Gendered Ambiguous Pronouns (GAP) dataset (Webster et al., 2018) addresses gender bias by providing a dataset balanced over male and female pronouns. The task is made challenging by long paragraph lengths of multiple sentences with a variety of named entities. The text comes from the encyclopedia genre which is more formal and contains numerous technical terms. Furthermore, world knowledge is indispensable to this task. An example is given in Figure 1 where the pronoun is highlighted in green and the entities are highlighted in blue. To know that She refers to Christine rather than Elsie Tanner, a model requires knowing that “never been mentioned again” is a result of having died.

Due to the small size of the dataset (Table 1), our solution was mainly based on transfer learning. Specifically, we used representations of the pronoun and entities from an optimal frozen BERT layer (Devlin et al., 2018) as inputs to a novel encoder architecture (Figure 2), whose results were then ensembled (Maclin and Opitz, 2011) over various BERT models (base and large, cased and uncased) using shallow neural networks.

Our result achieved fourth place in the Kaggle shared-task competition. The competition is composed of two stages. In the first stage, the development set of GAP which is used for evaluation and is entirely public to help competitors search for model architectures. In the second stage, a large and unpublished dataset was used to test generalization ability as well as prevent label probing.

Our model makes the following contributions to this task. We propose a multi-head natural language inference (NLI) encoder which resolves co-reference though heuristic interaction and efficiently addresses the redundancy in BERT by applying dropout to inputs directly. With layer-by-layer exploration, we extract the task-specific features from the optimal layer of BERT for coreference resolution where we observe pronouns strongly attend to the corresponding candidate entities.
Figure 2: Our multi-head NLI encoder model. The inputs are representations of the pronoun and candidate entities from frozen BERT models.

| Dataset | Size | Label Distribution |
|---------|------|--------------------|
|         |      | A      | B      | Neither |
| Validation | 454  | 0.412  | 0.452  | 0.136   |
| Development | 2,000| 0.437  | 0.463  | 0.100   |
| Testing   | 2,000| 0.459  | 0.428  | 0.113   |

Table 1: GAP dataset sizes and label distributions.

2 Methodology

2.1 Overview

We use the GAP dataset to train and evaluate our model. For stage 1, following the evaluation settings of Kaggle, our models were trained with the test set, validation set and evaluated on the development set. For stage 2, the models were trained with the whole GAP dataset. The number of samples and distribution of labels in each dataset is shown in Table 1.

Given a query \((entity_a, entity_b, pronoun)\), we obtain deep contextual representations from the optimal layer of BERT for the pronoun and each entity. Where the entities are composed of multiple word pieces, we take the mean of those vectors.

The relations between query words were modeled by two base neural architectures. The first architecture concatenates the contextual representations and aggregates the features with a shallow MLP, which turns out to be simple yet efficient. The second architecture is based on natural language inference. It projects the contextual representations into several low-dimensional subspaces to extract task-specific features which are then passed to an interaction layer and Siamese encoders. We chose the second method as our main model because it is more structural and interpretable. Each base model is trained on frozen BERT Base and Large, and from both cased and uncased versions. The final prediction was an ensemble over all types of base models using a densely connected neural network.

2.2 Optimal BERT Layer

Unlike the common practice of taking the last hidden layer of BERT, we searched for a task-specific layer to obtain the most relevant contextualized representations, which yielded significant improvements. As pointed out by Peters et al. (2018), the hidden layers in language models encode different linguistic knowledge. We therefore conducted a layer by layer analysis to find the best features for this task. As shown in Figure 3, not all BERT layers performed equally well. A similar pattern is observed in both BERT Base and Large, where performance increases until around three quarters of the depth, before becoming worse. The optimal layers turn out to be 8 and 19 for BERT Base and Large, respectively.
2.3 Redundancy in BERT

Manual analysis of the progression of attention distributions through each layer of BERT indicated the potential for a lot of redundancy in the information attended to, and therefore encoded. We empirically tested this idea by randomly sampling a subset of features in the BERT vectors (held constant through training) and comparing log loss to the sampling rate. Performance degradation halted well before the entire BERT vector is included. This indicates information necessary for this task is present in about 70% to 80% of the BERT vectors (taken from the optimal layer).

Based on this observation, we leverage the redundancy by adding dropout (Srivastava et al., 2014) directly to BERT features, which can be considered a kind of model boosting (Breiman, 1998), similar to training several prototypes with subsets that are randomly sampled from the BERT vector, and letting the neural network figure out the best ensemble architecture through back propagation.

The idea of sampling subsets and then training several models is quite similar to random forests (Breiman, 2001). However, unlike the general situation in random forests where the performance of base models degrade when using less data, our base models can still achieve strong performance because of the redundancy in BERT.

2.4 Word Encoder

Because of the small size of the dataset and the redundancy in the BERT vectors, we chose to project the BERT representations into several lower-dimensional spaces using multiple affine layers with SELU activation (Klambauer et al., 2017), rather than using the whole BERT vector directly. For a $k$-dimensional word embedding $w$, the word encoder of the head $h$ encodes it as a $n$-dimensional vector, which is described as:

$$x_h = \text{SELU}(W_{en}w + b_{en})$$  \hspace{1cm} (1)

where $W_{en} \in \mathbb{R}^{n \times k}$ is shared for the pronoun and entities. Our word encoder was also inspired by the multi-head attention (Vaswani et al., 2017), an essential component in BERT, which projects hidden representations into multiple sub-spaces where it can infer the relations between query and key efficiently. We attempted to use more complicated architectures, such as independent transformations for pronouns and entities, or deeper highway transformations (Srivastava et al., 2015), which all resulted in overfitting.

2.5 Modeling Interactions

This task can be considered a sub-task of binary answer selection. We found success modeling interactions between the representations of each entity and the pronoun. We use an established technique from successful natural language inference models (Mou et al., 2015) to model the interaction of encoded results from every head. For the head $h$, the interaction between encoded entities $a_h, b_h$ and the pronoun $p_h$ is modeled as:

$$i_{ah} = [[a_h; p_h]; a_h - p_h; a_h * p_h] \hspace{1cm} (2)$$

$$i_{bh} = [[b_h; p_h]; b_h - p_h; b_h * p_h] \hspace{1cm} (3)$$

where $i_{ha, hb} \in \mathbb{R}^{4n}$ and $[:;]$ is the concatenation operator. The interaction vectors are then aggregated to $m$-dimensional vectors by Siamese encoders which share parameters for $(a_h, p_h)$ and $(b_h, p_h)$, but not shared to different heads:

$$e_{ah} = \text{SELU}(W_{nh}i_{ah} + b_{nh}) \hspace{1cm} (4)$$

$$e_{bh} = \text{SELU}(W_{nh}i_{bh} + b_{nh}) \hspace{1cm} (5)$$

where $W_{nh} \in \mathbb{R}^{m \times 4n}$. We then sum the results from each Siamese encoder to gather the evidence from all heads:

$$e_a = \sum_h e_{ah} \hspace{1cm} e_b = \sum_h e_{bh} \hspace{1cm} (6)$$

2.6 Handcrafted Features

We also manually create features from parse trees which were generated by spacy (Honnibal and
| Model | Stage 1 | Stage 2 |
|-------|---------|---------|
| Handcrafted features baseline | 0.60 | - |
| BERT (B) | 0.50 | - |
| BERT (B) + drop. | 0.45 | 0.38 |
| BERT (B) + drop. + inter. | 0.43 | - |
| BERT (B) + drop. + inter. + proj. | 0.39 | 0.32 |
| BERT (B) + all* | 0.38 | 0.32 |
| BERT (L) + drop. | 0.39 | 0.31 |
| BERT (L) + drop. + inter. + proj. | 0.32 | 0.24 |
| BERT (L) + all* | 0.31 | 0.24 |
| BERT (B) and BERT (L) ensemble | 0.30 | 0.18 |

Table 2: The performance gain of each component for both Bert Base and Bert Large, where all denotes using input dropout, interaction layers, projection, and handcrafted features at the same time. Performance is log loss from the stage 1 and stage 2 testing data.

2.8 Ensemble

Figure 5 shows the overview of our ensemble architecture. The ensemble was composed of models whose inputs were from different types of BERTs and handcrafted features. We then aggregated the predictions of the base models with a five-layer densely-connected feedforward network.
mation, and that dropout can be used to overcome this problem. Projecting to lower dimensions with multiple heads also allowed us to consider multiple perspectives on this information in more tractable space. Considering interactions between these perspectives also proved beneficial for this task. However, manual error analysis still revealed a large number of world knowledge cases, a major limitation of our solution.

4 Future Work

Post-competition analysis revealed that the difference between attention weights from the target pronoun to the candidate entities in the optimal layer was found to be highly predictive of the correct label. In Figure 6 we can see the overall energy of attention from the pronoun to the candidate entities’ peaks. Notice that due to imbalance in the dataset, B is more likely to be the correct answer, which explains BERT’s preference for B. Figure 7 shows the average difference in attention energy from the pronoun to the entity that is referred to, or not referred to, and the difference. There are significant gaps between the correct and incorrect candidates in layers 17 to layers 20. The pattern of attention energies is consistent as the observations in section 2.2, which indicates that instead of using the attended vectors, the energies in the attention process can also be efficient and highly-interpretable features for coreference resolution.

In future work, we intend to add features from BERT’s attention layers to see if we can improve our performance. Furthermore, this discovery could lead to a more general pronoun resolution technique based on BERT that doesn’t require candidate entity labeling. We would also like to investigate using this signal for unsupervised and semi-supervised pronoun resolution.
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