Abstract—Here, we study the ultimately bounded stability of network of mismatched systems using Lyapunov direct method. We derive an upper bound on the norm of the error of network states from its average states, which it achieves in finite time. Then, we devise a decentralized compensator to asymptotically pin the network of mismatched systems to a desired trajectory. Next, we design distributed estimators to compensate for the mismatched parameters performances of adaptive decentralized and distributed compensations are analyzed. Our analytical results are verified by several simulations in a network of globally connected Lorenz oscillators.
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I. INTRODUCTION

The study of collective behavior of connected systems has drawn significant amount of attention in variety of disciplines spanning from theoretical sciences to engineering. As the study found more applications in smart grids, biological systems, etc. more scientists put effort to understand and solve the related problems in such systems [1]–[8]. Synchronization in the networked systems as one manifestation of such collective behavior was first introduced by Wiener [1]. Pursued by Winfree in his pioneering work [2], the problem of synchronization of network of identical system was recognized as relevant in many fields of research [3]–[9]. Introduction of master stability function framework by Pecora and Carroll [3], made it possible to separate the topological impact of the network from the dynamical properties of individual nodes on synchronizability of the networked systems [3]. This type of master stability function uses Lyapunov exponents as a measure of stability which provides necessary conditions on the stability of the network [3]. However, most recently, the sufficient conditions the stability of the network has been provided by Lyapunov direct method and assuming that the nonlinear systems satisfy a very general assumption, namely, Quad—condition or its equivalents [5]–[7].

As experimental studies have shown, similar to the network of identical systems, the network of semi-similar systems also exhibits certain collective behaviors [10]–[14]. The semisimilarity in these studies implies identical structure for systems while the parameters of the systems in the network can slightly differ from one another [10]–[14]. In [10], it is reported that if in the network of semi-similar systems, if the parameters of couplings and isolated systems are slightly different, the states of all the system although cannot be absolutely synchronized, however, they can approach to a close vicinity of each other as the states evolve. The results of this work have been provided mostly on experimental merit. Following [10] and similar experimental works, a sensitivity analysis for mismatch systems and concept of ε-synchronization have been given in [11]–[13]. In [11], by assuming the parameter mismatch only in isolated systems, an approximate master stability function for the radius of the neighborhood which the trajectories in the network converges has been calculated. The results in [11] are generalized by [12] by introducing mismatches in the inner coupling as well as weights of the connections. In [13], a new master stability function is given by including higher terms in Taylor series of states around the average trajectories of the network. Additionally, coupling optimization to achieve “best synchronization properties have been given [13]. The results of previous work are generalized in [14] for weighted directed systems where it has shown that the center of the neighborhood for the trajectories is the weighted average trajectories where the weights belong to left null space of the Laplacian matrix of the network. For symmetric networks, this weighted average reduces to simple average as assumed by [10]–[13]. Also probability of ε-stability is used as a measure to study the phase transition of the network from desynchronization to ε-synchronization [14].

As the analysis of the synchronization in networks of the identical systems with no regulations seems to be advanced, the problem of pinning has emerged in various fields of researches [4] [5] [6] [9]. The objective of pinning is to have the network synchronize to a reference trajectory/state, where the reference trajectory is only available in fraction of the locations in the network, where objective of the problem is to locate the systems which would stabilizes the network by providing the reference in minimal number of pinned nodes [15]. This problem has been studied in many literature such as [4] [5] [6] [9] [16] [17] and references therein. This method also has been used in cooperative control schemes where the network is spatially distributed and providing the reference trajectory to all the systems is not desirable [17], [18].
In this paper, first, we investigate the problem of $\varepsilon-$synchronization in the symmetric network of mismatched oscillators. Using Lyapunov direct method, we find an upper bound on the error of trajectories from the average of trajectories, where the network converges in finite time. The stated conditions on achieving $\varepsilon-$synchronization in finite time are sufficient and it also applies to time varying mismatches. Note that the bounds given in [11]–[14] are asymptotic bounds and only true for constant parameter mismatches not time varying ones. Then, we devise decentralized and distributed mismatch estimators to compensate for the parameter mismatches of the oscillators. It is shown that if in decentralized control method, the reference trajectory is matched systems, without compensators, cannot be absolutely synchronized, iff

$$\sum_{i=1}^{N} (x_i^T - x_i) = 0.$$  

Please note that asymptotic absolute-synchronization is achieved if [10]–[14]

$$\lim_{t \to \infty} \|x - \bar{x}\| = 0.$$  

Here are several lemma’s, which will be used later in the analysis.

**Lemma 1.** Any $N \times N$ symmetric Laplacian, $P$, and $R_N$ commute and moreover,

$$R_N P = PR_N = NP.$$  

**Proof:** See Appendix A.

**Lemma 2.** Let $x$ and $y$ to be any arbitrary vectors and $K$ to be a positive definite matrix and $P$ a matrix of proper dimensions. Then

$$x^TPy + y^TP^Tx = 2x^TPy \leq x^TP^{-1}P^Tx + y^TKy.$$  

**Lemma 3.** [19] If $M$ and $K$ commute, i.e., $MK = KM$, then they can be jointly diagonalized by a unitary matrix, $Q$ such that

$$M = QJ_MQ^T, \quad K = QJ_KQ^T$$

where superscript $T$ denotes Hermitian transpose. The diagonal entries of $J_M$ and $J_K$ are eigenvalues of $M$ and $K$, respectively.

**Lemma 4.** [20] Theorem 4.8] Suppose that $f(x)$ is continuous and satisfies (10) and it is uniform in $t$. Let $V : \mathbb{R}^m \to \mathbb{R}$ be continuously differentiable function and continuous function $W(x)$ such that

$$k_1 \|x\| \leq V(x) \leq k_2 \|x\|^2$$

$$\dot{V}(x) = \frac{\partial V}{\partial x}f(x) \leq -W(x) \leq 0$$

where $k_1$ and $c_1$ are positive constants. Then all solutions of

$$\dot{x} = f(x), \quad x(t_0) = x^0,$$

are ultimately bounded and

$$\lim_{t \to \infty} W(x) = 0.$$  

**Lemma 5.** [20] Theorem 8.2] Suppose that $f(x)$ is continuous and satisfies (10) and it is uniform in $t$. Let $V : \mathbb{R}^m \to \mathbb{R}$ be continuously differentiable function such that

$$k_1 \|x\| \leq V(x) \leq k_2 \|x\|^2$$

$$\dot{V}(x) = \frac{\partial V}{\partial x}f(x) \leq -k_3 \|x\| \geq \|x\| \geq r$$

where $k_1$ and $c_1$ are positive constants. Then there exists $t_1 > t_0$ such that

$$\|x\| \leq k_4 \|x_0\| \exp(-c_4(t-t_0)), \quad \forall t_0 \leq t \leq t_1$$

$$\|x\| \leq \left(\frac{k_4}{c_4}\right)^{1/c_1} r^{c_2/c_1} \quad \forall t > t_1.$$  

where

$$R_N \triangleq \begin{bmatrix} N-1 & -1 & -1 & \cdots & -1 \\ -1 & N-1 & -1 & \cdots & -1 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ -1 & -1 & \cdots & -1 & N-1 \end{bmatrix}_{N \times N}.$$  

II. Preliminaries

**A. Notations and Background**

The set of real $n$-vectors is denoted by $\mathbb{R}^n$ and the set of real $m \times n$ matrices is denoted by $\mathbb{R}^{m \times n}$. We refer to the set of non-negative real numbers by $\mathbb{R}_+$. Matrices and vectors are denoted by capital and lower-case bold letters, respectively. Identity matrix is shown by $I$. The Euclidean ($L_2$) vector norm is represented by $\| \cdot \|$. Symmetric part of matrix, $A$, is denoted as $A^{(s)} = (A + A^T)/2$.

As it is known, the mismatched network (in general, mismatched systems), without compensators, cannot be absolutely synchronized; hence, the synchronization for these networks reduces to neighborhood synchronization, where the network trajectories will converge to a certain vicinity of each other and continue to stay there [11]–[14]. To analyze this type of synchronization, the objective is to find the center and the radius of that neighborhood. In [14], it has been shown that this center for undirected networks is simple average of all the trajectories. This has also been used in [11]–[13]. Consequently, the error of system $j$ from the average trajectory, $\bar{x} \triangleq \sum_{i=1}^{N} x_i/N$, yields, $e_i \triangleq \sum_{j=1}^{N} (x_i - x_j)/N$. Therefore, we can formalize the definition of $\varepsilon-$synchronization as follow.

**Definition 1 (\varepsilon-synchronization).** Let $x \triangleq [x_1^T \cdots x_N^T]^T$ denote the state of the network, where $N$ is the number of systems in the network. Then, the undirected network is $\varepsilon-$synchronized, iff

$$\frac{1}{N} \lim_{t \to \infty} \| (R_N \otimes I_n) x \| = \varepsilon,$$  

1
B. Systems Model

Let the dynamics of networked systems be given as \(\forall i\)

\[
\dot{x}_i = f(x_i) + G(x_i)\gamma_i + \sum_{j=1}^{N} a_{ij} H(x_j - x_i) + u_i
\]

\[
x_i(t_0) = x_i^0,
\]

where \(x_i \in \Omega\) is the state vector of the system \(i\), \(x_i^0\) is the initial state of the system \(i\), \(f: \Omega \rightarrow \mathbb{R}^n\) describes the dynamics of the nominal system, and \(u_i \in \mathbb{R}^n\) is the input vector. \(G(x_i)\gamma_i\) represents the uncertainty in the dynamics of system \(i\). More precisely, \(\gamma_i \in \mathcal{P}\) is the uncertainty/mismatch vector corresponding to the system \(i\) and it is limited to the set \(\mathcal{P}\) with dimension \(|\mathcal{P}| = m\), where the uncertainties affect the individual systems according to the function \(G: \mathbb{R}^n \rightarrow \mathbb{R}^{n \times m}\). The adjacency matrix of the network is denoted by \(A = [a_{ij}]\), where \(a_{ij} \in \mathbb{R}\) indicates the weight of the connection from node \(j\) to node \(i\). There is no connection if \(a_{ij} = 0\). The term \(a_{ij} H(x_i - x_j)\) indicates that the system \(i\) is coupled to the system \(j\), where \(H \in \mathbb{R}^{n \times n}\) is the inner coupling matrix.

Define the Laplacian/gradient matrix of the network, \(L = [l_{ij}]\), as

\[
l_{ij} = \begin{cases} -a_{ij} & i \neq j, \\ \sum_{j=1}^{N} a_{ij} & i = j. \end{cases}
\]

\(L\) is a zero-sum row matrix and it is positive semidefinite. From this point on, we will represent the network by \(L\). With this definition, \((7)\) can be rewritten as

\[
\dot{x}_i = f(x_i) + G(x_i)\gamma_i + \sum_{j=1}^{N} l_{ij} H(x_j - x_i) + u_i,
\]

\[
x_i(t_0) = x_i^0.
\]

In the remainder of the paper, we will assume that the follows hold.

**Assumption 1.** The plant network represented by the Laplacian matrix, \(L\), is connected and undirected.

The connectivity of the network implies that the Laplacian matrix in \((8)\), has only one zero eigenvalue \(\bar{\mu}_1\). The network being undirected implies that the Laplacian is symmetric, i.e., \(L = L^T\). Therefore, all its eigenvalues, \(\mu_i\), are non-negative real numbers. Please note that we do not require the weights of the connection to be binary, hence, we consider the general class of weighted-undirected networks.

**Assumption 2.** There exists a positive semidefinite matrix \(F\) such that following inequality holds

\[
(\bar{x} - \bar{s})^T [f(\bar{x}) - f(\bar{s})] \leq (\bar{x} - \bar{s})^T F(\bar{x} - \bar{s}),
\]

for all \((\bar{x}, \bar{s}) \in \Omega \times \Omega\).

Note that this assumption is not very restrictive: if all the elements of the Jacobian of \(f(x)\) with respect to state vector, \(x\), is bounded, there always exists a positive semidefinite matrix \(F\) such that assumption \((10)\) holds \((6)\). As discussed in \((7)\), this assumption is closely related to QUAD-condition.

**Assumption 3 (Bounded uncertainties).** If \((x, \gamma) \in \Omega \times \mathcal{P}\), there exists a symmetric positive semidefinite matrix \(\Gamma\) and vector \(\gamma_c\) such that following inequality holds

\[
\gamma^T G(x)^T G(x) \gamma \leq \gamma_c^T \Gamma \gamma_c, \quad \forall (x, \gamma) \in \Omega \times \mathcal{P}.
\]

This assumption basically states that the uncertainties, \(\gamma\)’s,

C. Problems Statements

As discussed, since there are uncertainties in the network, in general, the network does not achieve absolute synchronization. Thus, based on the described system model, there are two natural questions to be asked: 1) what are the conditions that the network in \((9)\) should satisfy to achieve \(\varepsilon\)-synchronization? And if it \(\varepsilon\)-synchronizes, what is the bound on the norm total error from the average trajectory, \(\varepsilon\)? 2) How does the network in \((9)\) can be pinned such that it asymptotically converges to a known reference trajectory?

Next, we formalize these questions as

**Problem 1.** a) If Assumptions \((7, 8)\) hold. Find conditions on \(L\) such that there exists a positive constant, \(\varepsilon > 0\), that in finite time, \(t_\varepsilon > t_0\), we have

\[
\frac{1}{N} \| (R_N \otimes I_n) x \| \leq \varepsilon \quad \forall t > t_\varepsilon > t_0;
\]

b) If \(\varepsilon\)-synchronization occurs, what is \(\varepsilon\)?

**Problem 2.** For a given reference trajectory, \(s\),

\[
\dot{s} = f(s),
\]

\[
s(t_0) = s_0,
\]

find a control law, \(u\), such that the network in \((9)\) asymptotically converges to \(s\), that is,

\[
\lim_{t \to \infty} \| x - 1_N \otimes s \| = 0.
\]

III. Analytical Results

In this section, first we derive the sufficient conditions on bounded stability networked systems with uncertainties. Then, using decentralized control and assumption of constant uncertainties, the mismatched parameters are compensated and the network is driven to the reference trajectory.

A. Boundedness of The Synchronization Error

In this section, we will show that the error of the network in \((9)\) from its average trajectory, \(\bar{x} = \sum_{i=1}^{N} x_i/N\), is ultimately bounded. Additionally, we will derive an upper bound on the norm of that error.
1) Error development: let us define the synchronization error as \(e_i = x_i - \bar{x}\). The error dynamics for \(\forall i\) can be expressed as
\[
\dot{e}_i = \frac{1}{N}(R_N \otimes I_n) \dot{x} - \sum_{j=1}^{N} [f(x_i) - f(x_j)] + (G(x_i)\gamma_i - G(x_j)\gamma_j)] - \sum_{j=1}^{N} l_{ij} H x_j
\]
Please note that from Assumption 1 the Laplacian of the network is symmetric, and henceforth zero column-sum, thus, we have \(\sum_{j=1}^{N} l_{ij} H x_j = 0\), and the last equality follows.

2) Results and Discussion:

**Theorem 1.** Let Assumptions 1-3 hold, if there exists a positive constant, \(\lambda\) such that
\[
F - \mu_i H(s) + \lambda I_n < 0, \quad \forall i = 1, \cdots, N - 1
\]
where \(\mu_i\)'s are eigenvalues of the Laplacian of the network sorted descendingly, then the error in (9) is uniformly bounded around \(\bar{x} = \sum_{i=1}^{N} x_i/N\). Furthermore, the synchronization error in (15), \(e = [e_1^T \cdots e_N^T]^T\), is bounded as
\[
\|e\| \leq \sqrt{N \gamma_c^T \gamma_c/\lambda^2},
\]
where \(\gamma_c\)'s, be constant. Let Assumptions 1-3 hold if the dynamics of the reference trajectory is given by (13), then the error dynamics from the reference, \(s\), can be expressed as \(\forall i = 1, \cdots, N\)
\[
\dot{e}_i = f(x_i) - f(s) + G(x_i)\gamma_i - \sum_{j=1}^{N} l_{ij} H x_j + u_i
\]

2) Results and discussion: In the rest of the paper, we will assume that all the nodes have stabilizers and all the uncertainties are constant. The results for asymptotic convergence of the synchronization error from the reference signal will be presented in two fold: decentralized and distributed.

**Theorem 2 (Decentralized Compensation).** Let Assumptions 1 and 2 hold and the uncertainty vectors, \(\gamma_i\)'s, be constant. Then, the network in (9) with \(\forall i = 1, \cdots, N\)
\[
u_i = -z_i H(x_i - s) - G(x_i)\hat{\gamma}_i,
\]
\[
\hat{\gamma}_i = k_i G^T(x_i)(x_i - s)
\]
asymptotically uniformly converges to the reference signal, \(s\), if there exists positive constants, \(k_i > 0\), and a diagonal matrix, \(Z = \text{diag}(z_1, \cdots, z_N)\), \(\forall z_i > 0\), such that
\[
F - \mu_i H(s) < 0, \quad i = 1, \cdots, N
\]
\[
\lim_{t \to +\infty} [x_i - f(x_i)] = \hat{s} - f(s) = 0,
\]
and
\[
\lim_{t \to +\infty} G(x_i) = G(s).
\]

As it is clear from Theorem 2, all the nodes are required to have the reference trajectory (13). However, in spatially distributed networks to provide the reference trajectory to all the systems is costly and impractical. To alleviate this issue, it is more convenient to have the systems receive and send information to their neighboring systems and provide the reference trajectory to small fraction of the network. The idea is to cooperatively estimate the mismatches. Next theorem is devised to address this drawback of Theorem 2.

**Theorem 3 (Distributed Compensation).** Let Assumptions 1 and 2 hold and the uncertainty vectors, \(\gamma_i\)'s, be constant. Let \(B = [b_{ij}]\) and \(C = [c_{ij}]\) be the Laplacian matrices corresponding of two graphs on 1, \cdots, \(N\), where \(C\) is connected
\[
f(x_i) - f(s) + G(x_i)\gamma_i - \sum_{j=1}^{N} l_{ij} H x_j + u_i
\]

In the rest of the paper, we will employ decentralized control to stabilize the network and compensate for the constant uncertainties in the network.
and undirected and \( \forall i, j : c_{ij} \leq 0 \), if the input of the system \( i \) is selected as

\[
u_i = - \sum_{j=1}^{N} b_{ij} H x_j - g_i H(x_i - s) - G(x_i) \dot{\gamma}_i \quad (23)
\]

\[
\dot{\gamma}_i = k_i G^T(x_i) \left( \sum_{j=1}^{N} c_{ij} x_j + z_i'(x_i - s) \right), \quad (24)
\]

then, the network in (9) asymptotically uniformly converges to the reference signal, if there exists positive constants, \( k_i > 0 \), and nonnegative constants \( z_i, z_i' \geq 0 \) such that at least one \( z_i' > 0 \) and \( z_i > 0 \) and

\[
F - \mu_i H(s) \prec 0, \quad i = 1, \ldots, N \quad (25)
\]

where \( \mu_i \)'s are eigenvalues of \( L + B + Z \) and \( Z \triangleq \text{diag}(z_1 \cdots z_N)^T \).

**Proof:** See Appendix [7]

**Remark 4.** It should be noted that the connectivity of the Laplacian \( B \) is not required in Theorem 3 in fact, in sufficiently connected/coupled networks the condition (25) can be satisfied with \( B = 0 \), as will be shown in the numerical example. In this case, the problem of synchronization of the network to the reference trajectory, is reduced to the well-known pinning problem. However, Theorem 3 requires the communication/feedback network of mismatch estimation, \( C \), in (24) to be connected. Although this condition is related to the validity of the chosen Lyapunov condition, intuitively, it also seems required as to estimate the mismatches, each system should have some level of information about the reference system which can collect from its neighbors on the feedback network, \( C \), and if the network is not connected this might not be satisfied. Furthermore, Theorem 3 requires \( \forall i, j : c_{ij} \leq 0 \) which implies that the feedback from the neighboring systems should be positive while there is an equivalent negative self-feedback. This is standard condition in cooperative control.

**Remark 5.** For practical purposes, if condition (25) allows, the communication network for the linear part of the controller corresponding to the Laplacian \( B \) can be assumed to be a subnetwork of the communication network of distributed mismatch estimators corresponding to \( C \). Also in application such as microgrid for distributed generators, due to availability of communication protocols such as power line communication (PLC), it is reasonable to assume that the communication network corresponding to \( C \), is a subnetwork of plant network corresponding to \( L \).

**Remark 6.** The condition of \( Z \succeq 0 \) and \( Z \neq 0 \), is a necessary condition in pinning problems and there are many literatures dealing with the design of \( Z \), please see [4] [6] [5] [9] [16] and references therein. The same applies to \( Z' \).

**Remark 7.** Similar to Remark 3 if there exists a \( T > t_0 \) such that \( G(s) \) is not singular, i. e., \( \det(G(s)) \neq 0 : \forall t \geq T \), then

\[
\lim_{t \to \infty} \dot{\gamma}_i = \gamma_i.
\]

**IV. NUMERICAL EXAMPLE**

Consider the Lorenz system

\[
\dot{x} = \begin{bmatrix}
  a(x_2 - x_1) \\
  b x_1 - x_2 - x_1 x_3 \\
  x_1 x_2 - cx_3
\end{bmatrix} + \begin{bmatrix}
  x_2 - x_1 & 0 & 0 \\
  0 & x_1 & 0 \\
  0 & 0 & -x_3
\end{bmatrix} \gamma,
\]

where \( \gamma = [\gamma_1 \gamma_2 \gamma_3]^T \), \( (a, b, c) = (10, 28, 8/3) \). We assume a network of size \( N = 50 \) which is globally connected, \( i. \ e. \), \( L = R_{50} \), where \( R_N \) is defined in (2). The inner coupling matrix is assumed to be \( H = 10 I_3 \). The mismatch parameters are assumed to be constant and satisfy \( |\gamma_1|, |\gamma_2| \leq 0.1 a, |\gamma_3| \leq 0.1 c \).

The matrices \( F \) and \( \Gamma \), in Assumptions 2 and 3 are

\[
F = \begin{bmatrix}
  21 & 10 & 0 \\
  28 & 23 & 0 \\
  0 & 0 & 40
\end{bmatrix}, \Gamma = \begin{bmatrix}
  213 & 0 & 0 \\
  0 & 400 & 0 \\
  0 & 0 & 2500
\end{bmatrix}.
\]

Fig. 1 shows the error of the networked system from its average trajectory. As it can be seen the error from the average trajectory reaches the bound in (17) in finite time as expected from Lemma 5 and Theorem 1. The solid plot corresponds to norm of total error, \( i. \ e. \), \( \|e\| \), as defined in Theorem 1 and dashed plots corresponds to several samples of system trajectory errors, \( \|e_i\| \). The bound in (17) is 0.91.

The norm of network error, \( \|e\| \) and norm of total error for estimation, \( \|\hat{\gamma} - \gamma\| \), are shown in fig.s 2 and 3 respectively, where the compensator (22) in Theorem 2 is used on all the locations in the network. The controller parameters are set as follow: \( z_i = 10, k_i = 1, \forall i \). The dashed plots provide several examples of the norm of synchronization error, \( \|e_i\| \), and estimation error, \( \|\hat{\gamma}_i - \gamma_i\| \), at each system, respectively. As it can be seen and predicted by Theorem 2 the synchronization error from the reference trajectory asymptotically vanishes. Moreover, since \( G(s) \) is nonsingular, all the estimated uncertainties converge to their actual values, this has been predicted in Remark 3 and shown in fig. 3.

Fig.s 4 and 5 show the evolution of the norm of synchronization error, \( \|e\| \) and norm of total error for estimation, \( \|\hat{\gamma} - \gamma\| \), respectively, where the compensator (25) in Theorem 3 is used.
and graph, \( H = 10 \). i. e., \( \|e_1\| = \|x_1 - s\| \) and \( \|e_2\| = \|x_2 - s\| \) using decentralized controller (22) in Theorem 2. Here, we have derived sufficient conditions on the ultimately bounded stability of network of mismatched systems. A bound on the error from the average trajectory of the networked system has been calculated, which the network achieves that the network at least should.

\[
\|x\| = \|x - 1_N \otimes s\|, \quad \|x_1\| = \|x_1 - s\| \quad \text{and} \quad \|x_2\| = \|x_2 - s\|
\]

The communication network, \( C = [c_{ij}] \), assumed to be a path graph, i. e.,
\[
c_{ij} = \begin{cases} 
-1 & j = i + 1 \& i = 1, \ldots, N - 1 \\
-1 & j = i - 1 \& i = 2, \ldots, N \\
2 & j = i, \& i = 2, \ldots, N - 1 \\
1 & j = i, \& i = 1, N \\
0 & \text{o. w.}
\end{cases}
\]

Considering the calculated \( F \) in Assumption 2 and given \( H = 10 I_n \), the condition (25) in Theorem 3 is satisfied iff \( \mu_i \geq 4.0 \forall i \). Here, we assume \( B = 0 \), hence the stability condition \( \mu_i \geq 4.0 \forall i \) implies that the network at least should be pinned on 5 locations [9, 23]. To increase the convergence of the estimator in (24), we have chosen to optimally pin the communication network, \( C \), which results in pinning the systems \( i = 5, 16, 26, 35, 46, \) i. e., \( z_i' = z_i = 1, \forall i \in \{5, 16, 26, 35, 46\} \) and otherwise \( z_i' = z_i = 0 \). The estimator gains are set to \( k_i = 10, \forall i \).

The dashed plots give several examples of the norm of synchronization errors, \( \|e_i\| \), and estimation errors, \( \|\hat{\gamma}_i - \gamma_i\| \), for each system, respectively. As it can be observed from fig. 4 and predicted by Theorem 3, the synchronization error from the reference trajectory asymptotically vanishes. Moreover, As predicted in Remark 7, since \( G(s) \) is nonsingular, all the estimation errors for mismatched parameters asymptotically go to zero, this has been shown in fig. 5.

\[
\begin{align*}
&\|e\| = \|x - 1_N \otimes s\|, \quad \|x_1\| = \|x_1 - s\| \quad \text{and} \quad \|x_2\| = \|x_2 - s\|
\end{align*}
\]

\[
\begin{align*}
&\|\hat{\gamma}_1 - \gamma_1\|, \|\hat{\gamma}_2 - \gamma_2\|, \|\hat{\gamma}_3 - \gamma_3\|, \|\hat{\gamma}_4 - \gamma_4\|, \|\hat{\gamma}_5 - \gamma_5\|
\end{align*}
\]

V. Conclusion

Here, we have derived sufficient conditions on the ultimately bounded stability of network of mismatched systems. A bound on the error from the average trajectory of the networked system has been calculated, which the network achieves that.
bound in finite time. To pin the network to a reference trajectory/state, two adaptive controllers, with decentralized and distributed structures, have been proposed. It has been shown that the compensated network will achieve absolute synchronization in presence of constant parameter uncertainties.

APPENDIX A
PROOF OF LEMMA
Let $Y = [y_{ij}] = R_N P$, then for $i \neq j$

$$y_{ij} = \sum_{k=1}^{N} r_{ik} p_{kj} = r_{ii} p_{ij} + r_{ij} p_{jj} + \sum_{k=1, k \neq i, j}^{N} r_{ik} p_{kj}$$

$$= (N-1)p_{ij} - p_{jj} - \sum_{k=1, k \neq i, j}^{N} p_{kj},$$

considering that $P$ is symmetric Laplacian, and henceforth, zero column-sum: $-\sum_{k=1, k \neq i, j}^{N} p_{kj} = p_{jj} + p_{ij}$, we have

$$y_{ij} = Np_{ij}.$$

For $i = j$

$$y_{ii} = \sum_{k=1}^{N} r_{ik} p_{ki} = r_{ii} p_{ii} + \sum_{k=1, k \neq i}^{N} r_{ik} p_{ki}$$

$$= (N-1)p_{ii} - \sum_{k=1, k \neq i}^{N} p_{ki},$$

using the fact that for symmetric Laplacian matrices, $p_{ii} = -\sum_{k=1, k \neq i, j}^{N} p_{kj}$, we have

$$y_{ii} = Np_{ii},$$

which means $R_N P = NP$. Showing that $PR_N = NP$ is very similar to the above, except that $-\sum_{k=1, k \neq i, j}^{N} p_{kj} = p_{jj} + p_{ij}$ which it is true for any Laplacian.

APPENDIX B
PROOF OF THEOREM
Proof: Let $u = 0$, $e \triangleq [e_1^T \cdots e_N^T]^T$ and the candidate Lyapunov function be $V(e) = 1/2e^T e = 1/2 \sum_{i=1}^{N} e_i^T e_i$, then

$$\dot{V} = 1/2 \sum_{i=1}^{N} e_i^T \dot{e}_i + 1/2 \sum_{i=1}^{N} e_i^T e_i$$

$$= \frac{1}{N^2} \sum_{i=1}^{N} \left( \sum_{j=1}^{N} (x_i - x_j)^T \sum_{k=1}^{N} [f(x_i) - f(x_k)] \right)$$

$$- \sum_{i,j=1}^{N} l_{ij} e_i^T H^{(s)} e_j + \sum_{i=1}^{N} e_i^T G(x_i) \gamma_i$$

$$= \frac{1}{N^2} \sum_{i,j,k=1}^{N} (x_i - x_j)^T [f(x_i) - f(x_k)]$$

$$- \sum_{i,j=1}^{N} l_{ij} e_i^T H^{(s)} e_j + \sum_{i=1}^{N} e_i^T G(x_i) \gamma_i.$$

Since the $\sum_{i,j=1}^{N} (x_i - x_j) = 0$, the first sum, referred to as $V_1$, can be rewritten as

$$V_1 = \frac{1}{N} \sum_{i,j=1}^{N} (x_i - x_j)^T f(x_i)$$

$$= \frac{1}{2N} \sum_{i,j=1}^{N} (x_i - x_j)^T f(x_i) - \frac{1}{2N} \sum_{i,j=1}^{N} (x_i - x_j)^T f(x_j)$$

$$= \frac{1}{2N} \sum_{i,j=1}^{N} (x_i - x_j)^T [f(x_i) - f(x_j)]$$

$$\leq \frac{\alpha}{2N} \sum_{i,j=1}^{N} (x_i - x_j)^T F(x_i - x_j)$$

$$\leq \frac{1}{2N} \sum_{i,j=1}^{N} (e_i - e_j)^T F(e_i - e_j) = \frac{1}{N} \sum_{i=1}^{N} e_i^T F e_i - e_i^T F e_j$$

$$\leq \frac{1}{N} e^T (R_N \otimes F) e,$$

where inequality (a) is due to Assumption Using Lemma and Assumption

$$\sum_{i=1}^{N} e_i^T G(x_i) \gamma_i \leq \frac{\beta}{2} e_i^T e_i + \frac{1}{2\beta} \gamma_i^T G(x_i)^T G(x_i) \gamma_i$$

$$\leq \frac{\beta}{2} e^T e + \frac{N}{2\beta} \gamma^T \Gamma \gamma,$$

where $\beta$ is an arbitrary positive constant. Therefore,

$$\dot{V} \leq e^T \left( \frac{1}{N} R_N \otimes F - L \otimes H^{(s)} + \frac{\beta}{2} I_{N\times N} \right) e + \frac{N}{2\beta} \gamma^T \Gamma \gamma.$$
where $\mu_i$'s are nonzero eigenvalue of the Laplacian matrix, $\mathbf{L}$ (if the network is connected, $\mathbf{L}$ has $N - 1$ positive eigenvalues which is a direct result of employing Assumption 1); Hence,

$$V(e) \leq -(\rho - \beta/2)\|e\|^2 + N\gamma_e^T \Gamma \gamma_e/(2\beta).$$

Using Lemma 5 and setting $\varepsilon^2 = N\gamma_e^T \Gamma \gamma_e/(2\beta \rho - 2\beta \varepsilon - 2\beta^2)$, we have

$$V(e) \leq -\varepsilon \|e\|^2, \quad \forall \|e\| \geq \sqrt{N\gamma_e^T \Gamma \gamma_e/(\beta \rho - \beta \varepsilon - \beta^2)}.$$

Define $\lambda^*$ as (15): If $\varepsilon > 0$ is arbitrarily small number, $\beta = \lambda^* - \varepsilon$ maximizes the denominator subject to the stability condition, $\lambda^* - \beta/2 - \varepsilon \geq 0$. Therefore,

$$V(e) \leq -\varepsilon \|e\|^2, \quad \forall \|e\| \geq \sqrt{N\gamma_e^T \Gamma \gamma_e/((\lambda^* - \varepsilon)^2)}.$$

Applying Lemma 5, the error of the network will be bounded by (17) in finite time.

**APPENDIX C**

**PROOF OF THEOREM 2**

**Proof:** Let

$$\tilde{\gamma}_i \triangleq \gamma_i - \hat{\gamma}_i,$$

$$V = \frac{1}{2} \sum_{i=1}^{N} e_i^T e_i + \sum_{i=1}^{N} \frac{1}{k_i^2} \tilde{\gamma}_i^T \tilde{\gamma}_i.$$

Then,

$$\dot{V} = \frac{1}{2} \sum_{i=1}^{N} \dot{e}_i^T e_i + e_i^T \dot{e}_i + \sum_{i=1}^{N} \frac{1}{k_i^2} \dot{\tilde{\gamma}}_i^T \tilde{\gamma}_i$$

$$= \sum_{i=1}^{N} e_i^T [f(x_i) - f(s)] + e_i^T G(x_i) \hat{\gamma}_i - c_i e_i^T H(s) e_i$$

$$- \sum_{i=1}^{N} l_{ij} e_i^T H(s) e_j - \sum_{i=1}^{N} \frac{1}{k_i} \tilde{\gamma}_i^T \tilde{\gamma}_i,$$

substituting $\dot{\hat{\gamma}}$ from (20)

$$\dot{V} = \sum_{i=1}^{N} e_i^T [f(x_i) - f(s)] + (e_i^T G(x_i) - \frac{1}{k_i} \hat{\gamma}_i^T \hat{\gamma}_i)$$

$$- \sum_{i=1}^{N} l_{ij} e_i^T H(s) e_j - \sum_{i=1}^{N} c_i e_i^T H(s) e_i$$

$$\leq e^T (I_N \otimes F - (L + C) \otimes H(s)) e.$$

If (22) holds, then using Lemma H we conclude that $\|e\|$ uniformly goes to zero, $\|e\| \to 0$, and $\|\tilde{\gamma}_i\|$'s are bounded.

**APPENDIX D**

**PROOF OF THEOREM 3**

**Proof:** Substituting (23) in (19), we have

$$\dot{e}_i = f(x_i) - f(s) - \sum_{j=1}^{N} (l_{ij} + b_{ij}) H e_j - g_i H e_i + G(x_i) \hat{\gamma}_i,$$

where $\hat{\gamma}_i \triangleq \gamma_i - \hat{\gamma}_i$. Now let $\mathbf{C} = [c_{ij}]$ be the Laplacian of connected undirected graph on $1, \cdots, N$, then $\mathbf{C} + \mathbf{Z}'$ is symmetric positive definite matrix if there exists at least one $g'_i > 0$ where $\mathbf{Z}' \triangleq \text{diag}([z'_1 \cdots z'_N]^T)$. Hence

$$V = \frac{1}{2} \sum_{i,j=1}^{N} c_{ij} e_i^T e_j + \sum_{i=1}^{N} \frac{1}{2} \sum_{i=1}^{N} \gamma_i^T \gamma_i,$$

is a candidate Lyapunov function.

$$\dot{V} = \sum_{i,j=1}^{N} c_{ij} e_i^T e_j + \sum_{i=1}^{N} \frac{1}{2} \sum_{i=1}^{N} \gamma_i^T \gamma_i,$$

(27)

By substituting (26) in the first term in (27), we have

$$V_1 = \sum_{i,j=1}^{N} c_{ij} e_i^T (f(x_j) - f(s)) - \sum_{i,j,k=1}^{N} c_{ij} (l_{jk} + b_{jk}) e_i^T H e_k$$

$$+ \sum_{i,j=1}^{N} g_j c_{ij} e_i^T H e_j + \sum_{i=1}^{N} c_i e_i G(x_j) \hat{\gamma}_j$$

$$= \sum_{i,j=1}^{N} c_{ij} e_i^T f(x_j) - e^T (C(L + B + G) \otimes H(s)) e$$

$$+ \sum_{i=1}^{N} c_i e_i^T G(x_j) \hat{\gamma}_j,$$

(28)

where last equality is due to zero row-sum property of $\mathbf{C}$. Also $\sum_{j=1}^{N} c_{ij} e_i^T f(x_i) = \sum_{i=1}^{N} e_i^T f(x_i) \sum_{j=1}^{N} c_{ij} = 0$, hence, we have

$$\sum_{i,j=1}^{N} c_{ij} e_i^T f(x_j) = \sum_{i,j=1}^{N} c_{ij} e_i^T f(x_j) - \sum_{i,j=1}^{N} c_{ij} e_i^T f(x_i)$$

$$= \sum_{i,j=1}^{N} c_{ij} e_i^T (f(x_j) - f(x_i))$$

$$= \frac{1}{2} \sum_{i,j=1}^{N} c_{ij} e_i^T (f(x_j) - f(x_i))$$

$$+ \frac{1}{2} \sum_{i,j=1}^{N} c_{ij} e_i^T (f(x_j) - f(x_i))$$

$$= \frac{1}{2} \sum_{i,j=1}^{N} c_{ij} e_i^T (f(x_i))$$

$$+ \frac{1}{2} \sum_{i,j=1}^{N} c_{ij} e_j^T (f(x_i))$$

$$= \frac{1}{2} \sum_{i,j=1}^{N} c_{ij} (e_i - e_j)^T (f(x_i) - f(x_j))$$

$$\leq \frac{1}{2} \sum_{i,j=1}^{N} |c_{ij}| (e_i - e_j)^T F (e_i - e_j)$$

$$\leq \sum_{i,j \neq i}^{N} |c_{ij}| e_i^T F e_i - \sum_{i,j \neq i}^{N} |c_{ij}| e_i^T F e_j.$$
If conditions in (25) hold, Lemma 4 implies that
\[ \sum_{i=1}^{N} e_i \mathbf{F} e_i \leq \sum_{i=1}^{N} |c_{ii}| \]
\[ - \sum_{i \neq j} |c_{ij}| e_i \mathbf{F} e_j \]
\[ \leq e^T (C \otimes \mathbf{F}) e. \]

Hence,
\[ V_1 \leq e^T (C \otimes F - C(L + B + G) \otimes H^{(s)}) e \]
\[ + \sum_{i,j=1}^{N} c_{ij} e_i^T G(x_j) \tilde{\gamma}_j. \]

Therefore,
\[ \dot{V} \leq e^T ((C + Z') \otimes F - (C + Z')(L + B + G) \otimes H^{(s)}) e \]
\[ + \sum_{i=1}^{N} z_i e_i^T G(x_j) \tilde{\gamma}_j + \sum_{i,j=1}^{N} c_{ij} e_i^T G(x_j) \tilde{\gamma}_j - \sum_{i=1}^{N} \tilde{\gamma}_i. \]

Substituting \( \tilde{\gamma}_i \) from (24), yields
\[ \dot{V} \leq e^T ([(C + Z') \otimes I_N] \otimes F - (L + B + Z) \otimes H^{(s)}) e. \]

If conditions in (25) hold, Lemma 4 implies that \( e_i \)'s are asymptotically stable and \( \tilde{\gamma}_i \)'s are bounded. It should be noted that the product of two symmetric positive definite matrices is a positive definite matrix (not necessarily symmetric). This can be shown by the Weyl’s inequalities for product of two symmetric matrices.