Analysis of training of deep neural networks with heterogeneous architecture while detecting malicious network traffic
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Abstract. The given article presents the study of the training process of a composite heterogeneous neural network with deep architecture. A brief description of the architecture of the analyzed neural network system has been given. The key nodes of computational load distribution on each of the layers of the neural network have been tracked. The monitoring results have been analyzed and the following conclusions have been made: the most resource-intensive part of the system during training is the LSTM network. The results of the study of structural features of the neural network hidden layers have been presented. Graphs have been constructed and there has been carried out the study of a statistical distribution of weights on each unique layer of the architecture: on a fully connected layer, on the first hidden layer of the subnet-encoder, on the second hidden layer of the subnet-encoder, on the first and second fully connected output layers of the neural network. Based on the research results, a qualitative assessment of the effectiveness and accuracy of the entire neural network system has been given.

1. Introduction

Machine learning is currently widely used to solve a lot of applied problems. Models built using such technologies are widely used in all fields of science and practical activities. The wider the range of tasks to be solved becomes, the more complicated these tasks get; therefore it becomes more labor-intensive to construct and train a system satisfying the requirements [1].

The given paper presents the study of the training process of a deep heterogeneous neural network model with the LSTM network module designed to solve the problem of detecting malicious network traffic [2]. One of the largest currently freely distributed abnormal traffic datasets, CSE-CIC-IDS2018 [3], has been used as a training sample. It contains data from network exchange packets and their characteristics, as well as the type of traffic that contains them.

2. Relevance

The availability of computing resources is growing rapidly and some studies estimate such growth as exponentially time-dependent [4], but often there are not enough available capacities to meet emerging needs. In such conditions, it is essential to choose the most suitable tools, as well as to evaluate and distribute the available computing potential in the optimal way.
The given study is aimed at analyzing the distribution of computational load, as well as internal neural network processes, which is especially relevant in the conditions of the current development of machine learning systems and their carriers [5].

3. Formulation the problem

Recurrent neural networks are often used to analyze data having a stream structure or temporal correlations. One of the subclasses of such networks is LSTM (long short-term memory) networks. They are one of the most efficient neural network models for processing ordered datasets (along with Gated Recurred Units networks [6, 7]).

In order to concentrate sparse data and reduce redundancy in the internal representations of the neural network, the given paper suggests using an embedding neural network. It is a multilayer perceptron with a sharply decreasing number of neurons in each subsequent layer, in relation to the input one [8].

The model obtained in the course of the study [8] has the following architecture: embedding network for non-numerical packet characteristics decomposed into binary classes [9]; a parallel fully connected layer [10] for numerical characteristics; LSTM-network [2, 11, 12], that receives concatenation of the outputs of the two previous layers as input. The Focal Loss function [13] is used as a loss function, and Adam [14] is used as a learning rule.

The given deep neural network architecture is heterogeneous [15] and has been developed in the course of the current study specifically to solve the problem of detecting malicious network traffic.

A logging and monitoring module has been developed to ensure the effective study of the learning process. Based on the results of its work, an analysis has been carried out, the results of which are presented below.

4. Theoretical

Since data for monitoring is generated for each batch (lot, fragment of the training sample), it becomes possible to analyze the processes occurring in the neural network during its training [16, 17, 18]. Figure 1 shows the change in the weights of one of the fully connected layers over time, starting with random initialization and ending with a trained model; the figure clearly shows the “specializations” of individual neurons.

![Figure 1](image1.png)

*Figure 1. Changing in the neuron weights of the Dense layer during training.*

Based on the results of the system work, it can be concluded that the maximum computational load falls on the last layers of the neural network — two resulting fully connected layers and a bidirectional LSTM layer — as well as on the neural network training module [19, 20]. According to the testing results of the proposed model, the largest memory consumption is caused by the bidirectional LSTM layer and the neural network training module. A more detailed analysis of the neural network training module shows that the maximum memory consumption is accounted for by the unit for calculating the gradient of the backpropagation of the loss function in the module of the bidirectional LSTM layer. The study of the characteristic structural features of the hidden layers of the subnet-encoder (embedding neural network) and the fully connected layer concatenating with the output of the encoder attracts the
greatest interest in the analysis of statistical data on the weights of neurons. A histogram of the statistical parameter distribution of an individual fully connected layer is presented in figure 2.

![Figure 2. Histogram of the statistical parameter distribution of an individual fully connected layer.](image)

A subnet-encoder contributes less to the detection of abnormal network traffic than a bidirectional LSTM layer. However, in contrast to the layer under consideration, data on the process of its training is much easier to interpret due to a relatively small number of parameters and a simple logical structure. A histogram of the statistical parameter distribution of the first hidden layer of the subnet-encoder is shown in figure 3.

![Figure 3. Histogram of the statistical parameter distribution of the first hidden layer of the subnet-encoder.](image)

A comparative analysis shows that the statistical distribution of the parameters of the first hidden encoder layer is much closer to the normal distribution than the same distribution for an individual fully connected layer, shown in figure 2.
This is due to the fact that the encoder processes a large but sparse array of data encoded with a unitary code. To study the compactification process of this data, it is necessary to consider the next hidden layer of the encoder, shown in figure 4.

The statistical distribution of the weights of the second hidden layer is much closer to the distribution of the second fully connected layer, which allows us to draw a conclusion about the success of the compactification process of information features. The effectiveness of heterogeneous network architecture with a subnet-encoder is also proved by the way the statistical parameter distribution of its second layer changes over time during the learning process: starting with the subnormal one, the distribution converges to values similar to those of an individual fully connected layer, shown in figure 3.

Due to the fact that the output layer of the subnet-encoder is similar in its distribution law to an individual fully connected layer, it seems relevant to compare them with the histograms of the statistical parameter distribution of the two output layers of the resulting deep neural network, shown in figures 5 and 6, respectively.

The statistical distribution of the parameters of the first output layer is somewhat similar to the parameter distribution of the second hidden layer of the subnet-encoder: at the first stage of the neural
network training, the layer parameters form a subnormal distribution, which becomes closer to a sawtooth shape as the network is being trained. Such behavior of a deep neural network indicates an even greater compaction of the processed data arrays and the emergence of the neuron “specializations”, which consist in processing a certain type of hidden informational features.

A histogram of the statistical parameters distribution of the second - and last - output layer of the resulting neural network is shown in figure 6.

The resulting histogram is not similar to any of those that correspond to other layers of the implemented neural network. This is due to the function performed by the output layer - unlike the other layers that performed the task of representation training, encoding information features into a more compact form – the given layer converts an array of hidden information features into specific classes of anomalous network traffic.

5. Conclusion
Training and analysis of the accuracy of the described deep neural network have been carried out using the CSE-CIC-IDS2018 dataset [3]. As a result, high accuracy figures have been obtained. While testing the processing speed, a deep neural network showed good results due to its highly parallel software architecture and the support for parallel computing.
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