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Abstract—Antennas for wireless body area networks (WBANs) need to be modeled with adapted methods because the coupling with the body tissue does not allow for a clear separation between antenna and channel. Especially for dynamically varying on-body channels due to changing body poses, e.g., with head-worn antennas, modeling is challenging and design goals for optimal antennas are difficult to determine. Therefore, in this article, the modeling of WBAN channels using spherical wave functions (SWFs) is utilized for antenna de-embedding and for deriving optimal antenna characteristics that maximize the transmission coefficient for the respective channel. It is evaluated how typical factors influencing WBAN channels (different body anatomies, body postures, and varying positions of the communication nodes) can be modeled statistically with SWF. An optimized antenna design is developed based on the derived optimization method, specifically adapted to the channel of on-body links with eye-wear applications. The results with the optimized antenna are compared to other standard antenna designs and validated against measurements.

Index Terms—Antenna de-embedding, implanted antennas, on-body propagation, spherical wave function (SWF), wearable antennas, wireless body area networks (WBANs).

I. INTRODUCTION

WIRELESS body area networks (WBANs) consist of computing devices in the vicinity of the body and are established in many areas. From the perspective of standard antenna modeling, the antennas in WBAN are embedded in the channel due to the coupling between the antennas and the human body. Therefore, without antenna de-embedding, WBAN systems can only be characterized as a whole including transmitter, on-body channel, and receiver.

By observing different antenna positions, and body poses, statistical path gain models and channel models can be implemented [1]–[11]. However, the characterized channels are always specific to the given antenna type, antenna position, and body pose. Thus, these models lack generality, which makes antenna optimization difficult. General design criteria for optimal antennas have been defined based on the propagation behavior for different antenna polarizations [9], [12], [13]. Especially for implanted antennas, where the losses induced by the tissue are the main influencing factor, methods have been developed to optimize WBAN antennas in terms of radiation efficiency [14]–[17]. For some WBAN applications, the on-body channel can be considered static, meaning that its overall propagation behavior is not significantly affected by body poses, etc. As an example, in Fig. 1(a), the RF link between an implanted pacemaker and a smartphone located at the pocket of the user is depicted. It can be assumed that the main propagation channel on the torso is not significantly affected by different postures of, e.g., the head or the legs.

In this case, double-directional (DD) channel modeling can be used [18], where the channel is modeled in dependency of the angular radiation properties at both transmitter and receiver. However, with WBAN, the issue of near-field interaction between antenna and body tissue must be resolved to separate the antennas from the channel. Therefore, we have recently proposed an approach of adapted on-body antenna parameters, such as an angular on-body gain pattern for quantifying an antenna’s ability of exciting surface waves or creeping waves [19]–[21]. On-body DD channel models can be found mainly for simplified geometries. For example, creeping wave theory has been utilized to develop channel models for propagation around the head or waist [22]–[28]. The on-body gain can also be measured for real-world applications by using specifically designed antenna test ranges, as we have shown recently [29]. This makes it an ideal measure for antenna optimization, where the optimization goal is to maximize the on-body gain in direction of the main propagation path.

However, with other WBAN applications, the propagation behavior of the on-body channel changes dynamically due to body posing. Thus, dominant paths of the propagation channel vary with body posture and a particular direction for optimizing the on-body gain cannot be determined. As an example, in Fig. 1(b), an application with a head-worn device is depicted. Here, the polarization of the head-mounted antenna with respect to the torso and the other antennas is affected significantly if the head is turned. Furthermore, the location
of the devices, e.g., of the smartphone as depicted in Fig. 1(b), is often not known exactly. Current solutions for these cases based on empirical statistical channel models [9]–[11] are, as already discussed above, always specific to the given antennas, since these are embedded in the channel. Therefore, they do not allow insight into the design of optimal antennas.

An inspiring approach for deriving antenna-unspecific channel models for WBAN has been proposed by Naganawa et al. [30] using spherical wave functions (SWFs). Here, the channel is characterized by the coupling between all SWF at the source and the receiver. Similarly, the antennas can be characterized by their ability to excite those SWF. Since the method can be implemented numerically, no simplification of the geometry is necessary. However, the proposed SWF antenna characterization requires a multistep calculation process to account for the near-field coupling of the antenna with the body tissue. As shown in [30], dynamic WBAN channels due to body posing as depicted in Fig. 1 can be approached by frame-wise modeling of several static snapshots. Apart from WBAN applications, Arai et al. [31] have recently utilized SWF modeling for antenna optimization to maximize MIMO channel capacities.

In this contribution, we investigate how SWF modeling can be used to determine optimal characteristics for WBAN antennas directly from the respective SWF channel models. Based thereon, optimized antenna designs adapted to the WBAN channel can be derived. In Section II, the general SWF modeling approach is summarized. The issue of the SWF antenna characterization, respectively, the antenna de-embedding, while accounting for the near-field coupling to the body tissue is approached in Section III. Compared to [30], we propose a more rigorous and straightforward approach that can be implemented with standard EM modeling software. In Section IV an optimization method is derived, that enables the calculation of SWF-coefficients for maximizing the transmission coefficient in dependency of the SWF channel model. Furthermore, it is shown how the on-body radiation pattern of the optimal antenna for a certain channel can be obtained, which can serve as a guideline for optimized antenna designs. In Section V, the developed methods are applied and evaluated for the design of antennas for eye-wear applications as an example. Finally, in Section VI, the results are validated against measurements. Additionally, a possible application of SWF modeling for statistical evaluation and optimization of WBAN antenna designs based on a key performance indicator (KPI) is evaluated.

II. SWF Channel Modeling and Antenna De-Embedding

SWFs represent a complete and orthogonal set of basis functions for solutions to Maxwell’s equations. Any electrical field can be decomposed into a linear combination of SWF at an arbitrary origin point by [32]

\[ \mathbf{E} = k \sum_{j=1}^{J} \left( b_j \mathbf{F}_j^{(4)} + a_j \mathbf{F}_j^{(3)} \right) \]  

whereby \( k \) is the wavenumber, \( \eta \) is the wave impedance in free space, and \( j \) is the mode index. \( \mathbf{F}_j^{(4)} \) represent outgoing SWF and \( b_j \in \mathbb{C} \) are the associated weighting coefficients. Accordingly, \( \mathbf{F}_j^{(3)} \) and \( a_j \in \mathbb{C} \) represent incoming SWF.\(^1\) Theoretically, an infinite number of SWF modes \( J \) is necessary for the description of arbitrary fields. However, it is well known that fields radiated by antennas can practically be characterized by a finite number of modes due to the radial cutoff property of \( \mathbf{F}_j \) [32]. An estimation for the truncation of \( J \) is usually determined by the radius of the minimum sphere enclosing the whole antenna structure [32].

As shown by Pirkl, the coupling between two antennas in arbitrary environments can be described utilizing spherical wave scattering matrices [33]. If this is applied to WBAN, the channel is partly formed by body tissue, as depicted in Fig. 2. If the link between a transmitting antenna 1 and a receiving antenna 2 is to be calculated, the transmission vector \( \mathbf{T}_1 \in \mathbb{C}^{J \times 1} \) quantifies the transitional behavior between the incident wave \( v_1 \) at the physical port 1, and the vector \( \mathbf{b}_1 \in \mathbb{C}^{J \times 1} \) consisting of all outgoing SWF coefficient \( b_j \) at antenna 1 (assuming \( a_1 = 0 \)) as

\[ \mathbf{b}_1 = \mathbf{T}_1 v_1. \]

\( \mathbf{T}_1 \) can be calculated numerically from the radiated fields of the transmitting antenna by assuming only coefficients for

\(^1\) In contrast to [32], we assume the time-dependence \( e^{j \omega t} \).
outgoing waves $b_j$ in (1). The receiving vector $R_2 \in \mathbb{C}^{1 \times J}$ of antenna 2 can be defined equivalently (assuming $b_2 = 0$) as
\[ w_2 = R_2 a_2 \] (3)
with $w_2$ the outgoing wave at the physical port 2 and $a_2 \in \mathbb{C}^{J \times 1}$ the SWF coefficient vector consisting of the coefficients $a_j$ of all incoming SWF. For reciprocal antennas, $R_2$ can be calculated from $T_2$ and vice versa [32]. Incoming waves at the antennas are also partially re-radiated/backscattered, which is quantified, e.g., for antenna 1 by the scattering matrix $S_1 \in \mathbb{C}^{J \times J}$. Finally, the free-space input reflection coefficient at the physical port of, e.g., antenna 1 is defined as $\Gamma_1$. SWF channel modeling is based on the SWF scattering matrices $M_{mn} \in \mathbb{C}^{J \times J}$, see Fig. 2. For example, the transmission from antenna 1 in form of the outgoing spherical waves $b_1$ to the incoming waves $a_2$ at antenna 2 is described by (assuming $b_2 = 0$)
\[ a_2 = M_{21} b_1, \] (4)
Based on SWF modeling, the near-field coupling of the antennas with the body tissue can be described as backscattering of the channel and can be characterized by
\[ a_1 = M_{11} b_1, \] (5)
As shown by Pirkl [33], the SWF scattering matrices of the channel can be calculated numerically. In the most simple case, with ideally matched antennas ($\Gamma = 0$) and a channel with negligible back scattering ($M_{11} = M_{22} \approx 0$), the narrow-band transmission coefficient $S_{21}$ can be calculated as [34]
\[ S_{21} = w_2 v_1^{-1} = R_2 M_{21} T_1. \] (6)
As can be seen from (6), the system is now separated into three building blocks. Once the channel is characterized with $M_{21}$, the transmission coefficient with any combination of antennas $R_2$, $T_1$ can be calculated by simply carrying out the matrix multiplication in (6). Thus, for optimizing the antenna in the scenario depicted in Fig. 1(b), the channel matrices to all possible receiver locations in all body poses to be considered can be calculated first. Then, the link to all considered receiving locations in different body poses can be calculated using (6) with every design iteration from a single simulation of the transmitting antenna by recalculating $T_1$.

III. SWF ANTENNA DE-EMBEDDING IN PRESENCE OF A BACKSCATTERER

A difficulty that arises specifically when applying SWF antenna de-embedding for WBAN is that due to the near-field coupling of the antennas with the tissue, the assumption ($M_{11} = M_{22} \approx 0$) is not valid. Therefore, the system response (6) becomes [33]
\[ S_{21} = R_2 \frac{(I - M_{22} S_2)^{-1} M_{21} (I - S_1 M_{11})^{-1} T_1}{K_1} \] (7)
where the matrices $K_1$ and $K_2$ account for multiple scattering between the antennas (antenna scattering matrices $S_1$; $S_2$) and their environment (channel scattering matrices $M_{11}$; $M_{22}$). The influence of the backscattering from the receiving antenna 2 to antenna 1 through $M_{12}$, see Fig. 2, is neglected. Compared to (6), determining all necessary parameters of channel and antennas in (7) numerically increases the computational effort significantly [33]. To make the SWF de-embedding approach for WBAN more straightforward and applicable with standard commercial simulation software, we will derive an alternative, single-step antenna de-embedding scheme in the following.

The antenna de-embedding problem as depicted in Fig. 2 can be reduced to the one shown in Fig. 3(a) if the influence of the second antenna on the input reflection coefficient of the first antenna can be neglected. The outgoing waves $b_1$ of the transmitting antenna are then determined by
\[ b_1 = T_1 v_1 + S_1 a_1. \] (8)
If the radiated fields of an antenna are characterized trough $a_1$ and $b_1$, in (8) there are two unknowns: $S_1$ and $T_1$. Thus, a direct solution as above in (2) is not possible. To circumvent this problem, the radiating antenna is virtually removed from the scenario and replaced by equivalent currents ($J_{eq}$, $M_{eq}$) on an enclosing surface $\Xi$, see Fig. 3(b), according to the Huygens Equivalence Theorem [35]. The interior of the surface $\Xi$ is now assumed to be empty space, such as the antenna’s SWF scattering matrix becomes equal to the unity matrix $S'_1 = I$, because the origin reflects every incoming SWF as the corresponding outgoing SWF (similar as an open termination with guided waves) [32]. Furthermore, the currents $J_{eq}$ and $M_{eq}$ are determined with the constraint that they excite only outgoing waves [$a'_1 = 0$, see Fig. 3(b)]. If now the outgoing waves excited by $J_{eq}$ and $M_{eq}$ are chosen as [36]
\[ b'_1 = b_1 - a_1 \] (9)
the overall SWF coefficients $\hat{b}_1$ and $\hat{a}_1$ in the equivalent setup, see Fig. 3(b), and thus the fields outside $\Xi$ remain equal to the original setup in Fig. 3(a)
\[ \hat{b}_1 = b'_1 + 1a_1 = b_1; \quad \hat{a}_1 = M_{11} \hat{b}_1 = a_1. \] (10)
\[ \hat{a}_1 = M_{11} \hat{b}_1 = a_1. \] (10)
2For a strict separation between antenna and channel in the SWF domain, the surface $\Xi$ must only enclose the actual antenna structure and should not intersect with the tissue boundary. It is interesting to note here that although the excited currents radiate only outwards, the fields inside $\Xi$ are non-zero and consist of the incoming waves $a_1 = M_{11} b$.
The computational complexity of (8) is reduced, since $T'_1$ is now readily available from

$$b'_1 = T'_1 v'_1.$$ (11)

To keep the accepted port power $P_a$ constant between the original domain, see Fig. 3(a) and the equivalent problem, see Fig. 3(b), the virtual port signal in (11) is defined as

$$v'_1 = \sqrt{2} P_a = \sqrt{|w_1|^2 - |w_0|^2}.$$ (12)

Instead of obtaining the coefficients $a_j$ and $b_j$ separately, the coefficients $b'_j$ of the vector $b'_1$ in (9) can be calculated directly from the near field of the antenna using a regular wave $F_j$

$$b'_j = b_j - a_j = \frac{2k}{j\sqrt{\eta}} \{ E_j, F_j^{(1)*} \}.$$ (13)

Here, the SWF decomposition is performed on the surface $\Sigma$ with the notation

$$\langle u, v \rangle = \oint_{\Sigma} \{ u \times (\nabla \times v) - v \times (\nabla \times u) \} \mathbf{n} \, d\Sigma.$$ (14)

Using regular SWF in the decomposition is also numerically superior compared to calculating $b$ or $a$ independently, as Santiago et al. [37] have recently shown. The receive vector $R'_2$ of the equivalent problem can be found from $T'_2$ using reciprocity [32]. Finally, for adopting the channel response $S_{21}$ in (4) to the modified coefficients $b'_1$, an alternative mode-to-mode transmission matrix $M'_{21}$ is defined as

$$a'_2 = M'_{21} (b_1 - a_1) = M'_{21} b'_1.$$ (15)

where $a'_2$ are the incoming waves at the location of the receiving antenna in the equivalent problem with removed antennas, see Fig. 3(b).

By resolving the loop between $M_{11}$ and $S$ in Fig. 3(b) according to signal flow graph theory, the relation to the original SWF channel transmission matrix is determined as

$$M'_{21} = (I - M_{22} S'_2)^{-1} M_{21} (I - S'_1 M_{11})^{-1}.$$ (16)

As can be seen from the equation, the adapted SWF channel transmission matrix $M'_{21}$ includes the influence of the backscattering of the channel for the equivalent problem with removed antennas. Thus, also the losses associated with the body tissue are modeled inside the adapted channel description. Furthermore, the altered radiation behavior of the antenna due to image currents inside the tissue are treated inside the channel model since the surface $\Sigma$ and accordingly also the SWF representation of the antenna encloses only the actual antenna structure. Finally, the channel response of the equivalent problem is calculated as

$$S_{21} = R'_2 M'_{21} T'_1.$$ (17)

Concluding, (7) has been rearranged to the simple form (17) with only three parameters to be determined as in (6).

IV. ANTENNA OPTIMIZATION USING SWF

Up to this point, the SWF antenna de-embedding for WBAN is used solely as a modeling approach for enabling an efficient assessment of the behavior of different antennas in a channel. In contrast to the concept of using DD channel models and optimizing antennas by means of their on-body gain, antenna optimization with SWF modeling still is only trial and error. However, as will be shown in the following, SWF modeling can also be used for antenna optimization.

Typically, the antennas of the transmitter and receiver of a WBAN system are designed independently of each other. In the following, therefore only the transmitter antenna is optimized. However, the theory shown can also be applied to the receiver side in an equivalent manner. To maximize the magnitude of the channel response $|S_{21}|$, the optimization goal is set to maximize the power of the incoming waves $\|a'_2\|_2$ at the receiver position. Without loss of generality, the Euclidean norm of the outgoing wave coefficient vector at the transmitter can be set to $\|b'_1\|_2 = 1$.

The optimization problem can then be formulated as

$$\max |S_{21}| \quad \text{max} \; \|a'_2\|_2 = \max \; \|M'_{21} b'_1\|_2.$$ (18)

Assuming a known SWF channel transmission matrix $M'_{21}$, the optimal excitation $b'_1^{opt}$ is sought. By using the definition of the spectral norm, the optimum can be calculated analytically as [38]

$$\max \; \|b'_1\|_2 \|M'_{21} b'_1\|_2 = \sqrt{\|M'_{21} M'_{21}^H\|_2} = \lambda_{\max}.$$ (19)

where $\lambda_{\max}$ is the largest eigenvalue of $M'_{21}^H M'_{21}$. Finally, the corresponding eigenvector is the optimal excitation $b'_1^{opt}$.

For calculating the transmission coefficient (17) with the optimal excitation, $T'_1^{opt}$ is calculated using (11) as

$$T'_1^{opt} = \frac{1}{\sqrt{2 P_a}} b'_1^{opt}.$$ (20)

If the optimal antenna is assumed to be lossless, the accepted power $P_a$ is identical to the power $P_\Sigma$ of the waves going through $\Sigma$ in Fig. 3(b) and can be calculated as [39]

$$P_a = P_\Sigma = \frac{1}{2} \Re \{ b'_1^{opt} \} + \Re \{ a'_1^{opt} b'_1^{opt} \}. $$ (21)

By combining $b'_1^{opt} = b_1 - a_1$ and $a_1 = M_{11} b_1$, the incoming waves $a_1$ can be expressed as

$$a_1 = (I - M_{11})^{-1} M_{11} b'_1.$$ (22)

Thus, (21) can be rewritten as

$$P_a = \frac{1}{2} \| b'_1^{opt} \|^2 + \Re \{ (I - M_{11})^{-1} M_{11} b'_1 \}.$$ (23)

While the vector $T'_1^{opt}$ already represents the optimal solution (in a spherical basis), antenna designers typically do

$^4$ For optimizing the receiving antenna, reciprocity is utilized which in the SWF domain transforms the receive vector $R$ into the transmit vector and visa versa, [32].

$^5$ It is important to note here, that this assumption is only meaningful if the surface $\Sigma$, see Fig. 3, does not intersect with tissue and thus only losses inside the actual antenna structure are neglected.
not think in terms of spherical wave coefficients, so $\mathbf{T}^1_{\text{opt}}$ is a quite abstract parameter. Therefore, a visualization of the calculated optimal antenna properties for a given channel will be derived. For this matter, the on-body gain as defined in [19] is calculated for the optimal antenna. Hence, for each individual spherical mode $j$ to be considered, equivalent current

$$
\mathbf{J}_j = \mathbf{n} \times \left( \frac{ik\mathbf{b}}{\eta} F^{(4)}(\mathbf{r}_\Xi) \right)
$$

(24)

$$
\mathbf{M}_j = -\mathbf{n} \times \left( k\sqrt{\eta} F^{(4)}(\mathbf{r}_\Xi) \right)
$$

(25)

with $i$ being the imaginary unit and $\mathbf{r}_\Xi$ the position vectors on the surface $\Xi$. The on-body far fields radiated by the optimal antenna can then be calculated by

$$
\mathbf{E} = \iint_{\Xi} \sum_{j=1}^{J} b''_{j,\text{opt}} (\mathbf{G}_j \cdot \mathbf{J}_j + \mathbf{G}_j' \cdot \mathbf{M}_j) d\Xi
$$

(26)

where $\mathbf{G}_j$ and $\mathbf{G}_M$ denote the dyadic Green’s functions for the on-body case approximated by a lossy tissue half-space as derived in [19], and $b''_{j,\text{opt}}$ the individual coefficients in $\mathbf{b}_{\text{opt}}$. The on-body gain is then calculated as [19]

$$
G_B = \frac{\pi \rho^2 E^2_{\perp}}{\eta_0 |F(\rho)|^2 P_n}
$$

(27)

where $\rho$ is the radial distance from the antenna parallel to the assumed tissue half-space at which the on-body far fields are calculated, $E_{\perp}$ the normal component of the $E$-field with respect to the body tissue and $F(\rho)$ the Sommerfeld attenuation factor [19] for normalizing the range dependent losses due to the tissue. As will be seen in the following, this quantity can be analyzed equivalently to the free space antenna radiation pattern in the form of a polar diagram and thus provide important information about the directional properties of the antennas for the on-body channel.

V. EXAMPLE APPLICATION

To implement and evaluate the methods as derived above, an antenna for eye-wear applications in the 2.4 GHz Industrial, Scientific and Medical (ISM)-band is designed and tested as an example in the following. The antenna is supposed to be integrated in the right glasses temple as can be seen in Fig. 4(a). Thus, the available antenna integration space has a volume of $(d_x \times d_y \times d_z) = (60 \text{ mm} \times 10 \text{ mm} \times 7.5 \text{ mm})$, respectively, $(0.5 \lambda \times 0.08 \lambda \times 0.06 \lambda)$ at $f = 2.45 \text{ GHz}$. In the following, the node with the antenna integrated into the glasses is referred to as the transmitter. The RF link from the glasses to a receiver (e.g., a smartphone), which is assumed to be carried in a trouser pocket, is optimized. Given the selected application, the antenna optimization is performed exclusively for the transmitter. As the receiver, a top-loaded monopole antenna (isotropic on-body gain $G_B = 1.7 \text{ dB}$, not shown) is utilized as a simplified placeholder, e.g., of a smartphone. Four different possible positions of the receiver are considered, see Fig. 4(b). The modeling approach should take the influence of posing and different anatomies into account. Therefore, considering different anatomies, three different body phantoms are chosen as depicted in Fig. 4(c), an average tall woman ($h = 1.6 \text{ m}$) and man ($h = 1.8 \text{ m}$) were considered, as well as a particularly tall, portly man ($h = 2 \text{ m}$). As can be seen in Fig. 4(d), with regard to posing, five different head rotation angles are considered, since this parameter is assumed to have the biggest effect on the on-body propagation in the chosen example. Thus, in total 60 different channel matrices are considered.

A. SWF Channel Modeling

For the channel modeling with regard to antenna

de-embedding as derived in Section III, the transmission matrix $M_{21}$ needs to be calculated. The numerical calculation procedure is realized as a sequential excitation of each SWF mode in place of the antenna by a near-field source, which is usually part of standard EM modeling software. Our implementation is outlined in Fig. 5. Here, the near-field source must be transparent and non-scattering so that the incoming waves can pass through unhindered. This is necessary so that the assumptions made for the equivalent problem, see Fig. 3(b), are valid. The surface $\Xi_1$, that encloses the transmitting
antenna is used for the excitation, see Fig. 5(top left). Based on (1), for each mode \( j \), the fields to excite on \( \Xi_1 \) are calculated as

\[
\mathbf{E}_j = k \sqrt{\eta} \mathbf{F}^{(4)}
\]

where compared to (1) a single entry \( j \) is set as \( b_j = 1 \) and all other entries in \( \mathbf{b} \) are zero. The radiated fields are calculated numerically for each excited mode individually. Thus, in total, \( J \) simulations need to be performed. In our implementation, this is done using the FDTD solver of EMPIRE XPU [40]. Instead of evaluating the transmission to actual receiving antennas, the fields on the enclosing surfaces \( \Xi_2 \) around each receiving location are recorded, see Fig. 5(bottom right). These fields on \( \Xi_2 \) represent the incoming waves at the receiver and thus are decomposed into vectors of incoming wave coefficients \( \mathbf{a}_i \). Because a single mode \( b'_j \) is excited in each simulation, each vector \( \mathbf{a}'_i \) directly forms a column of the channel matrix \( \mathbf{M}_{11} \). In Fig. 5(center), this is outlined by the arrows connecting a single excited outgoing spherical wave \( b'_j \) with each incoming mode \( \mathbf{a}'_i \) at the receiver. Due to the independence of the calculation of the channel matrix from any antennas it only needs to be calculated once for every scenario to be considered.

### B. Antenna Optimization

To find optimal antennas as discussed in Section IV, additionally the channel’s spherical mode reflection property in form of \( \mathbf{M}_{11} \) in (23) needs to be determined. For this purpose, the total fields on the surface \( \Xi_1 \) enclosing the antenna resulting from the simulation are also recorded when the individual modes \( b'_j \) are excited and decomposed into \( \mathbf{b}_1 \). Assembling all column vectors \( \mathbf{b}_1 \) in the matrix \( \mathbf{B}_1 \), the channel reflection matrix can be calculated as

\[
\mathbf{M}_{11} = \mathbf{I} - \mathbf{B}_1^{-1}.
\]

Due to the small antenna integration volume with the largest dimension of about \( d = 0.5\lambda \) in the example application, see Fig. 4, it can be assumed that the antenna is mainly represented by the first six spherical wave modes (corresponding to small electric dipole (ED) and magnetic dipole (MD) each in three possible orthogonal orientations).\(^6\) Hence, the channel matrices \( \mathbf{M}_{11} \) for the antenna optimization are also calculated for the first six spherical wave modes only. The utilized near-field source has an edge length of 16 mm, with its center coinciding with the center of the antenna integration space. In Fig. 6, one of the calculated channel matrices is shown as an example. For antenna optimization, the columns with the greatest norm (the greatest power at the receiver) are now searched for. At this point, it is not yet possible to define clear antenna design goals (e.g., for exciting a selected mode), as obviously multiple solutions exist and multiple modes are to be combined eventually. However, based on the channel matrices \( \mathbf{M}_{11} \), optimal properties for the transmitting antenna can be calculated using the optimization method derived in Section IV.

In general, the optimal solution \( \mathbf{b}_{\text{opt}} \) may consist of an arbitrary combination of excited spherical waves. To realize such a general antenna, both TE and TM modes would have to be excited simultaneously by that antenna. This requires so-called Huygens antennas, whose design is very challenging [41]. Therefore, we restrict the solution space and perform the optimization individually for either only TE or TM modes.

The optimal spherical wave excitation \( \mathbf{b}_{\text{opt}} \) is calculated individually for all channel matrices \( \mathbf{M}_{11} \). Since the antenna to be designed can excite only a single combination of modes, a global optimum \( \mathbf{b}_{\text{opt,g}} \) is sought to be optimized as a compromise averaged over all scenarios. Therefore, a super-position of the optimal antenna properties of each considered

\(\text{6The well-known estimation via the minimum sphere from the spherical near-field measurements results in a significantly higher number of modes to be considered [32]. However, this estimation focuses on the measurement accuracy of an unknown antenna. For the optimization, the focus is on obtaining a usable design criterion of the fundamental characteristics of the optimal antenna. Therefore, it is advisable to consider rather fewer modes in order not to obtain unreachable high antenna gains from the optimization.}\)
scenario is formed as

\[ \mathbf{b}^\prime_{\text{opt},g} = \sum_{k=1}^{60} p_k \mathbf{b}^\prime_{\text{opt},k} \]  

(30)

whereby \( k \) is the index describing the scenarios, see Fig. 4, \( p_k \) is the weighting (e.g., based on the likelihood) of the \( k \)th scenario and \( \mathbf{b}^\prime_{\text{opt},k} \) is the optimum in the individual scenario. For the presented example, it is assumed that all scenarios are equally likely and important, thus \( p_k = 1/60 \) is chosen. In the chosen example, the optimum calculated for TE-mode excitation gives a higher power of incoming waves at the receivers on average. Therefore, only this optimum is considered in the following. Fig. 7(a) depicts the global optimum for TE-mode excitation \( \mathbf{b}^\prime_{\text{opt},\text{TE}} \) which was calculated using (30). From the first six SWF as depicted in Fig. 7(a), the weighting coefficients \( g^\prime_{\text{opt},\text{TE}} \) for equivalent dipoles can also be obtained [32] as depicted in Fig. 7(b). As can be seen, for the chosen example, the solution of the optimization using TE modes only can be approximated very well by a single \( x \)-directed magnetic dipole, which can be used subsequently as an antenna design guideline. However, the design guideline for the optimal antenna cannot always be expected to be as clear as in the chosen example. In those cases, the on-body gain pattern for the optimal excitation can be calculated using (24)–(27). The optimization of the antenna design can then be carried out by reproducing the optimal antenna directional pattern as closely as possible, or by optimizing the antenna so that the main beam direction matches that of the optimal directional pattern.

C. Antenna Design

Based on the calculated optimal excitation for the example application, the antenna can be designed. For the evaluated example, see Fig. 4, the optimal SWF excitation can be realized by an \( x \)-directed magnetic dipole as calculated above. The most obvious solution to realize a magnetic dipole is a slot antenna. Unfortunately, the available space does not allow for a sufficiently large ground plane that would be needed for a slot antenna. Nevertheless, a design has been found that can realize a similar behavior [42]. As depicted in Fig. 8(a), it consists of two parallel metal plates (realized on an FR4 substrate) with a length of approximately 0.5\( \lambda \) in \( x \)-direction. Between these, the \( z \)-polarized \( E \)-field between is excited by a probe feed, as shown in Fig. 8(b). Through shorting pins at both ends, a half-wavelength resonance in \( x \)-direction is realized. Using the Field Equivalence Theorem (Huygen’s principle) the excited \( E \)-field can equivalently be represented as a magnetic current in \( x \)-direction [also depicted in Fig. 8(b)], which corresponds to the design goal gained from optimization.

The relationship to the optimal antenna is particularly evident in the on-body gain pattern as depicted in Fig. 9. For the magnetic dipole antenna structure, the on-body gain is calculated directly from the simulated antenna’s near field as described in [19]. The on-body gain for the optimal antenna is calculated by (24)–(27). As can be seen, the chosen magnetic dipole antenna has an on-body gain pattern very similar to the optimum case. However, due to losses of the antenna structure, the gain is reduced by approximately 2 dB compared to the theoretical optimum.

D. Antenna Channel Embedding

To evaluate the behavior of the chosen antenna design inside the different SWF channel models, first, the antenna’s near field is extracted from a simulation as depicted in Fig. 10. Second, the antenna’s radiated fields are decomposed into \( \mathbf{b} \). In the evaluated example, the field monitor \( \Xi \) surrounding the antenna, respectively, the near-field source in the channel simulation, has an edge length of 62 mm. To find a sufficient truncation for the number of modes \( J \) utilized for modeling the designed antenna, the convergence of the decomposition can be checked based on the norm \( \| \mathbf{b} \|_2 \) for different truncation numbers.
Fig. 9. On-body gain \([19]\) \((xy\text{ plane}) \) of the optimal TE mode excitation (see Fig. 7), compared to magnetic dipole design (see Fig. 8). The dashed lines mark the axes with maximum gain.

As depicted in Fig. 11, the power of the excitation \( \|b'_n\|_2 \) converges against a limit with increasing \( J \). Since the exact value of this limit is not known, the SWF decomposition is performed step-wise with an increasing mode truncation number \( J \). With each step \( n \) for increasing \( J \) the relative difference of \( \|b'_n\|_2 \) with the previous step \((n - 1)\) is evaluated

\[
\Delta\|b'_n\|_2 = \frac{\|b'_n\|_2 - \|b'_{n-1}\|_2}{\|b'_n\|_2} \quad \text{(31)}
\]

Thus, this quantity approaches zero when convergence is achieved. Evaluating the convergence with the designed magnetic dipole antenna in Fig. 11, it can be concluded that as expected the antenna mainly excites SWF modes up to \( J = 6 \). However, at the next higher number of \( J = 16 \) the difference is still about \( \Delta\|b'_n\|_2 \approx 20\% \). A possible reason for this is that the phase center of the antenna is not congruent with the origin of the SWF decomposition [32]. Therefore, \( J = 30 \) is used for the embedding of the antennas in the following. Finally, the antenna’s transmission vector \( T' \) is calculated from \( b' \) according to (11) by normalizing it to the accepted power \( P_a \), is readily available from the numerical simulation of the antenna conducted for calculating the near field as depicted in Fig. 10. The monopole antenna, which is used at the receiver side, was characterized equivalently to calculate \( R' \). As mentioned before, the receiving antenna (e.g., integrated inside a smartphone) cannot be adjusted concerning the chosen example application and is thus not evaluated in the analysis. Now that all parameters in (17) are known, the transmission coefficient \( S_{21} \) can be calculated with the designed antenna embedded into the different channels to evaluate the antenna’s performance with regard to posing. In Fig. 12, the results calculated for the antenna embedded into all considered channels are visualized. The results of the magnitude of the transmission coefficient to the four receiver locations (FL-BR, see Fig. 4) are depicted in separate plots. Each of the four plots in Fig. 12 depicts the transmission coefficient to one of the receivers in dependency of the body pose \((ll-rr\text{, see Fig. 4})\). With regard to varying anatomy, the average of the results with the three different sized phantoms (see Fig. 4) is considered in Fig. 12. The illustrated results reveal that the average transmission coefficient varies by up to 30 dB due to different body poses considered in the evaluation. At the receivers located in front of the torso (FL, FR), the highest magnitudes of the transmission coefficient are observed in the pose \( ll \) with the head turned all the way to the left so that the antenna integrated into the right glasses temple is facing to the front of the torso. Conversely, in the pose \( rr \),
the transmitter and receiver are on different sides of the body, hence their transmission coefficients are the lowest. With the receivers on the backside (BL, BR), this behavior is reversed.

To validate the results obtained from the SWF modeling, in Fig. 12, the transmission coefficient obtained from a conventional FDTD simulation of the whole system for each scenario is depicted as well. As can be seen, only marginal deviations can be observed between the FDTD results and the SWF modeling approach. Additionally, the results calculated for the optimal TE mode excitation, see Section V-B, are depicted. The very similar slopes of the pose-dependent transmission coefficients show the close relationship of the designed magnetic dipole antenna to the optimal TE mode excitation. Only at the receiver position BR, significant deviations of the slope with the designed antenna compared to the theoretical optimum can be observed. This can be attributed to the fact that the radiation pattern of the optimum antenna is slightly tilted compared to the straight vertical orientation of the designed magnetic dipole antenna, see Fig. 9. The influence of this tilt becomes more obvious if the optimal radiation pattern is explicitly calculated for the link with receiver BR (tilt of about 30°, not shown), rather than the overall optimum as depicted in Fig. 9.

VI. ANTENNA PERFORMANCE EVALUATION

In the following, on the one hand, the implemented approach of SWF antennas and channel modeling for the selected example is further validated in comparison to a measurement campaign. On the other hand, it is shown how the system performance with different antennas can be predicted efficiently using the SWF modeling (without measurements) by embedding an antenna candidate into many different channel scenarios. Therefore, two additional antenna designs are evaluated for the eye-wear example application as described above. In addition to the designed magnetic dipole antenna (see Fig. 8) based on the SWF antenna optimization, a standard folded half-wave dipole antenna as well as an inverted-F antenna (IFA) as depicted in Fig. 13 are utilized.

A. Measurement Setup

Physical prototypes of all three antennas were realized as depicted in Fig. 14(a) and (c) and integrated along with a battery-powered Bluetooth transmitter circuit (Espressif ESP32-PICO-D4) into the glasses temples. Likewise, the four receivers were equipped with active Bluetooth transceivers. The transmission coefficients are estimated over the air (OTA) with the Bluetooth received signal strength indicator (RSSI). This way, cable effects are avoided. Measurements were performed with five human test subjects (all male, body heights: $h \in [172; 176; 178; 189; 192]$ cm) inside an anechoic chamber as depicted in Fig. 14(b). With each test subject, multiple measurements in the five different body poses as defined in Fig. 4 were taken. To compensate for uncertainties in the measurements with regard to the transmitting power of the transceivers and possible antenna mismatching, a calibration factor is introduced for each antenna. It is calculated as the average magnitude of the transmission coefficient obtained from the numerical simulations divided by the average of all measured RSSI values. As illustrated in Fig. 15, the measured and calibrated transmission coefficients for each scenario were evaluated statistically. The average transmission coefficient (depicted as bold markers) is calculated depending on the pose at each receiver by combining the results of all five test subjects. The results in Fig. 15 also reveal that presumably due to fading, the observed transmission coefficient in individual measurements is sometimes 10–20 dB below the calculated average.

B. KPI: Connection Loss Probability

To further evaluate the antenna performance, the probability of connection losses is identified as a simplified KPI for the considered application. Assuming a common value for the maximum dynamic range of 90 dB of the RF link (receiver sensitivity of $-90$ dBm and transmit power of 0 dBm), and the measured deviation of individual values from the average of up to 20 dB, an average transmission coefficient $|S_{21}| < -70$ dB can be assumed to potentially cause
Fig. 15. Distribution of the measured transmission coefficients at receiver FL: (a) magnetic dipole and (b) folded dipole. At each body pose (ll–rr), five boxplots depict the statistical distribution of the results of the individual measurements with the different test subjects. The calculated average transmission coefficient per pose is depicted by the bold markers. The dashed line outlines the limit for the calculation of the KPI.

collection losses. Accordingly, assuming that all poses are equally likely, the KPI can be calculated as the percentage of poses with $|S_{21}| < -70$. In Fig. 15, this lower limit for the average transmission coefficient is outlined by a dashed line. If we compare the results with the two different antennas as depicted in Fig. 15 in this regard, pose rr represents such a case in which with the folded dipole antenna the average transmission coefficient drops below the $-70$ dB limit, and also individual measured values are very close to the sensitivity limit. However, with the magnetic dipole antenna, which was designed based on the optimization, the average is increased by about 10 dB, whereby the connection can be assumed to remain stable even in the critical pose rr.

C. Evaluation

Fig. 16(a) compares the measured average transmission coefficients of all three antennas considered. As can be seen, significant differences between the three antennas exist, even if the general behavior concerning the posing is similar. The resulting average transmission coefficients derived using the SWF modeling are depicted in Fig. 16(b). As can be seen, the main trends compared to those from the measurement in Fig. 16(a) are clearly the same. With the magnetic dipole antenna, the highest average transmission coefficients are found and thus the optimization goal is fulfilled. Depending on whether SWF modeling or measurement is considered, there is only one pose with a risk of connection losses.

The folded dipole antenna shows the worst performance in the calculated and measured transmission coefficients. Interestingly, this antenna also shows a drop in the transmission factor to the receiver FR when the transmitter and receiver are on the same side of the body (pose ll). This behavior equally occurs in the measurement and the SWF modeling. In both measurement and SWF modeling, there are four poses with potential signal losses with the folded dipole.

The transmission coefficients with the IFA are noticeably low for the receivers at the front (FL, FR), whereas at the back (BL, BR) it partly even outperforms the magnetic dipole antenna. Related to poses with potential signal losses, three
cases are counted in the results of the measurement and SWF modeling with the IFA, while one case is counted at different positions in SWF modeling and measurement. In Table I, the results of the calculated KPIs are summarized for all three antennas. For the calculation of the relative probability of connection losses, the total number of 20 equally likely poses and receiver locations is considered here. The comparison by means of the more complex analysis of the curves in Fig. 16(a) and (b) can thus be translated into a quantitative factor. Its calculation with SWF modeling purely based on numerical near-field data is very fast compared to time-consuming measurements or conventional scenario-specific simulations of the entire system, with the obtained results showing very good agreement.

VII. Conclusion

Without antenna de-embedding, WBAN systems can only be characterized and optimized as a whole including transmitter, on-body channel, and receiver. Therefore, in this contribution, SWF modeling is utilized for WBAN antenna de-embedding and for deriving optimal antenna characteristics. The issue of antenna de-embedding for WBAN, which is a considerable challenge due to the near-field coupling between the tissue and the antenna, is solved by a new straightforward approach. Once the channel matrices have been determined, the optimal superposition of SWF modes that maximizes the incident power at the receiver can be determined analytically. This information can be used as a basis for an optimized antenna design. Also, it is possible to calculate an optimal on-body radiation pattern, as a measure for the directional radiation properties of the antenna for an on-body channel, to further support the antenna design.

For the evaluated example application, typical factors influencing WBAN channels (different body anatomies, body postures, and varying positions of the communication nodes), are taken into account in the SWF modeling and statistically evaluated in the results. Overall 60 channels were modeled for different scenarios. The results reveal that the magnitude of transmission coefficient varies up to 30 dB depending on the body pose. As shown, using the derived methods, the performance of arbitrary antennas in all these different channels can be calculated in a single step. For this purpose, only the near field of the antenna to be embedded into the channels has to be calculated in a standard EM simulation. In comparison, with standard methods, simulations for each individual scenario would have to be carried out for each antenna to be evaluated. Similarly, corresponding measurements of the entire system are time-consuming. As has been shown, the SWF modeling can also be used to directly consider the performance of the antenna in different scenarios for antenna optimization.

The validation based on measurements clearly shows that the performance differences of various antennas are correctly predicted by the derived SWF modeling. It is also shown that, as expected, the optimized antenna performs best compared to other standard antenna designs, especially in avoiding possible connection losses. By means of an exemplary derived KPI for the probability of connection losses, the great potential of the derived methods could be shown due to the very efficient computation of arbitrary channel scenarios. SWF modeling therefore provides opportunities for very detailed analysis and evaluation of antenna performance in complex environments such as body-worn applications in WBAN.

References

[1] M. Gallo, P. S. Hall, Q. Bai, Y. I. Nechayev, C. C. Constantinou, and M. Bozzetti, “Simulation and measurement of dynamic on-body communication channels,” IEEE Trans. Antennas Propag., vol. 59, no. 2, pp. 623–630, Feb. 2011.
[2] T. Kumpuniemi, M. Hämäläinen, K. Y. Yazdandoost, and J. Iinatti, “Human body shadowing effect on dynamic UWB on-body radio channels,” IEEE Antennas Wireless Propag. Lett., vol. 16, pp. 1871–1874, 2017.
[3] J.-I. Naganawa, K. Haneda, M. Kim, T. Aoyagi, and J.-I. Takada, “Antenna de-embedding in FDTD-based radio propagation prediction by using spherical wave function,” IEEE Trans. Antennas Propag., vol. 63, no. 6, pp. 2545–2557, Jun. 2015.
[4] T. Uusitupa and T. Aoyagi, “Analysis of dynamic on-body communication channels for various movements and polarization schemes at 2.45 GHz,” IEEE Trans. Antennas Propag., vol. 61, no. 12, pp. 6168–6179, Dec. 2013.
[5] Q. Wang, T. Tayamachi, I. Kimura, and J. Wang, “An on-body channel model for UWB body area communications for various postures,” IEEE Trans. Antennas Propag., vol. 57, no. 4, pp. 991–998, Apr. 2009.
[6] K. Ali, A. Brizzi, S.-L. Lee, G.-Z. Yang, A. Alomainy, and Y. Hao, “Quantitative analysis of the subject-specific on-body propagation channel based on statistically created models,” IEEE Antennas Wireless Propag. Lett., vol. 14, pp. 398–401, 2015.
[7] S. Perez-Simbor, C. Andreu, C. Garcia-Pardo, M. Frasson, and N. Cardona, “UWB path loss models for ingestible devices,” IEEE Trans. Antennas Propag., vol. 67, no. 8, pp. 5025–5034, Aug. 2019.
[8] R. Aminzadeh, A. Thielen, M. Zhadobov, L. Martens, and W. Joseph, “WBAN channel modeling for 900 MHz and 60 GHz communications,” IEEE Trans. Antennas Propag., vol. 69, no. 7, pp. 4083–4092, Jul. 2021.
[9] L. Akhoondzadeh-Asl, P. S. Hall, Y. Nechayev, and I. Khan, “Depolarization in on-body communication channels at 2.45 GHz,” IEEE Trans. Antennas Propag., vol. 61, no. 2, pp. 882–889, Feb. 2013.
[10] Y. I. Nechayev, C. C. Constantinou, X. Wu, and P. S. Hall, “De-polarization of on-body channels and polarization diversity at 60 GHz,” IEEE Trans. Antennas Propag., vol. 62, no. 12, pp. 6519–6523, Dec. 2014.
[11] P. Yang, Y. Shao, P. Wang, and J. Zhang, “Analysis of polarization characteristics for dynamic on-body channel at 28 GHz,” in Proc. 15th Eur. Conf. Antennas Propag. (EuCAP), Mar. 2021, pp. 1–5.
[12] A. Lea, P. Hui, J. Ollikainen, and R. G. Vaughan, “Propagation between on-body antennas,” IEEE Trans. Antennas Propag., vol. 57, no. 11, pp. 3619–3627, Nov. 2009.
[13] D. U. Agu et al., “Investigation of dominant wave mechanism and optimal antenna excitation for body-centric wireless propagations,” Prog. Electromagn. Res., vol. 104, pp. 1–11, 2020.
[14] D. P. Chrissoulidis and J.-M. Laheurte, “Radiation from an encapsulated Hertz dipole implanted in a human torso model,” IEEE Trans. Antennas Propag., vol. 64, no. 12, pp. 4984–4992, Dec. 2016.
[15] D. Nikolayev, M. Zhadobov, P. Karban, and R. Sauleau, “Electromagnetic radiation efficiency of body-implanted devices,” Phys. Rev. A, Gen. Phys., vol. 9, no. 2, Feb. 2018, Art. no. 024033.
[16] A. K. Skrivervik, M. Bosiljevac, and Z. Sipus, “Fundamental limits for implanted antennas: Maximum power density reaching free space,” IEEE Trans. Antennas Propag., vol. 67, no. 8, pp. 4978–4988, Aug. 2019.
[17] D. Nikolayev, W. Joseph, M. Zhadobov, R. Sauleau, and L. Martens, “Optimal radiation of body-implanted capsules,” Phys. Rev. Lett., vol. 122, no. 10, Mar. 2019, Art. no. 108101.

| TABLE I | ANTENNA PERFORMANCE EVALUATION |
|---------|-------------------------------|
| KPI (SWF)\(^1\) | magnetic dipole | folded dipole | IFA |
| 5% (1) | 20% (4) | 15% (3) |
| KPI (meas.)\(^1\) | 0% (0) | 20% (4) | 15% (3) |

\(^1\) The KPI was calculated as the percentage of poses with potential connection losses, lower is better. The value in brackets indicates the absolute number of cases.
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