Abstract

In this paper, we propose and study a semi-random model for the Correlation Clustering problem. We give an approximation algorithm that given an instance from this model finds a solution of value $(1 + \delta) \text{opt-cost} + O(\delta n \log^3 n)$ with high probability, where opt-cost is the value of the optimal solution (for every $\delta > 0$).

1 Introduction

One of the most commonly used algorithmic tools in data analysis and machine learning is clustering — partitioning a corpus of data into groups based on similarity. Correlation clustering tackles the problem of clustering objects when we are given qualitative information about similarity between some pairs of these objects. This captures many scenarios in machine learning where we do not have the actual representations of the objects, but we instead know the relationships between them.

This qualitative information is represented in the form of a graph $G(V, E, c)$ in which edges $E$ have non-negative costs given by $c : E \to [0, 1]$ and are labeled with signs $\{+, -\}$ (we represent the ‘+’ edges by $E_+$ and the ‘−’ edges by $E_-$ respectively). An edge $(u, v) \in E_+$ denotes that vertices $u$ and $v$ are similar, while an edge $(u, v) \in E_-$ denotes that $u$ and $v$ are dissimilar. This qualitative information, however, may not be consistent; hence, we want to find a clustering in which most of the edges in $E_+$ lie within clusters and most of the edges in $E_-$ go between clusters. Specifically, our goal is to find a clustering that minimizes the cost of disagreements: the cost of edges in $E_-$ between different clusters, and the cost of edges $E_+$ within the clusters. See Section 2 for a formal definition.

One interesting feature about this clustering problem is that we do not specify the number of clusters, unlike in most other clustering problems such as the $k$-means or $k$-median [WS11]. Hence, correlation clustering is particularly useful when we do not have prior knowledge of the number of clusters that we wish to divide the data into. Correlation clustering can be also viewed as an agnostic learning problem where each edge is an example, and the target function is represented by groups of vertices given by the clustering.

Correlation clustering was introduced in [BBC04], and implicitly in [BDSY99] as Cluster editing. Bansal, Blum and Chawla [BBC04] showed that the problem is NP-hard even on complete graphs, i.e., when we are given similarity information between every pair of objects. The state-of-the-art approximation algorithm [CGW05] [DEFI06] achieves an $O(\log n)$ approximation for minimizing disagreements in the worst-case. The complementary objective of maximizing agreements is easier from the approximability standpoint and a 0.766 factor approximation is known [CGW05] [Swa04]. For
the special case of complete graphs (with unit costs on edges), small constant factor approximations are known due to a series of works \[BBC04\, ACN08\].

On the inapproximability side, the problem is known to be APX-hard even on the complete graph with unit cost edges \[CGW05\]. Furthermore, there is a gap-preserving reduction \[CGW05\, DEFI06\] from the classic minimum Multicut problem, for which the current state-of-the-art algorithm gives a \(\Theta(\log n)\) factor approximation \[GVY93\]. This also implies that assuming the Unique Games Conjecture, we cannot obtain a constant factor approximation in the worst-case \[KV05\]. To summarize, despite our best efforts we only know logarithmic factor approximation algorithms for the problem of minimizing disagreements, and assuming the Unique Games Conjecture, we cannot get a constant factor approximation for worst-case instances.

However, our primary interest in solving Correlation Clustering comes from its numerous applications, and the instances that we encounter in these applications are not worst-case instances. This motivates the study of the average-case complexity of the problem and raises the question:

Can we design algorithms with better provable approximation guarantees for realistic average-case models for Correlation Clustering?

Natural average-case models have been studied for Correlation Clustering on complete graphs (with unit costs) in the presence of random noise \[BDSY99\, MS10\, ES09\]. Ben-Dor, Shamir and Yakhini \[BDSY99\] consider a model in which there is an arbitrary partitioning (clustering) of vertices of a graph. There is an edge of unit cost between every pair of vertices. Initially, edges inside a cluster belong to \(E^+_\ast\) (labeled +) and edges between clusters belong to \(E^\ast\) (labeled −). This constitutes a correlation clustering instance with a perfect solution. Then, each of the edge labels is flipped (+ is flipped to −, and − to +) with probability \(\frac{1}{2} - \varepsilon\) independently at random.

Mathieu and Schudy \[MS10\] consider a generalization of this model where there is an adversary. In their model, for each edge, with probability \(\frac{1}{2} + \varepsilon\) we do not flip the initial edge label, and with probability \(\frac{1}{2} - \varepsilon\) the adversary decides whether to flip the edge label or not. Mathieu and Schudy give an algorithm that finds a clustering of cost at most \(1 + O(n^{-1/6})\) times the cost of the optimal clustering, as long as \(\varepsilon \geq n^{-1/3}\).

However, these average-case models and algorithms deal only with the special case of \emph{complete graphs}, with all edges having unit cost. It may be unrealistic to assume that every pair of vertices have the same amount of similarity or dissimilarity (all unit costs) or that we have similarity information between \emph{every} pair of vertices.

1.1 Our Semi-random model

In this paper, we propose and study new semi-random models for generating general instances of Correlation Clustering, which we believe capture many properties of real world instances. Our basic semi-random model generalizes the model of Mathieu and Schudy \[MS10\] to arbitrary graphs \(G(V, E, c)\) with costs. A semi-random instance \(\{G(V, E, c), (E_\ast, E^\ast)\}\) is generated as follows:

1. The adversary chooses an undirected graph \(G(V, E, c)\) and a partition \(P^\ast\) of the vertex set \(V\).

2. Every edge is \(E\) is included in set \(E_R\) independently with probability \(\varepsilon\).

3. Every edge \((u, v) \in E \setminus E_R\) with \(u\) and \(v\) in the same cluster of \(P^\ast\) is included in \(E_\ast\). Similarly, every edge \((u, v) \in E \setminus E_R\), with \(u\) and \(v\) in different clusters of \(P^\ast\) is included in \(E^\ast\).

4. The adversary adds every edge from \(E_R\) either to \(E_\ast\) or to \(E^\ast\) (but not to both sets).
This model can be further generalized to an adaptive semi-random model as we describe in Section 2.1.

As an illustration, consider a document classification system where vertices represent different documents. We have qualitative similarity information from a classifier about some pairs of documents. Documents in the same cluster are supposed to be related, and documents in different clusters are supposed to be unrelated. Hence, in the presence of a perfect classifier, we would have a Correlation Clustering instance with zero cost. However, the classifier may be noisy, and it may flip the labels of the edges with some probability \( \left( \frac{1}{2} - \varepsilon \right) \). This results in an instance from our semi-random model.

1.2 Our Results

We develop an algorithm for semi-random instances of Correlation Clustering which gives a PTAS for instances from our semi-random model.

**Theorem 1.1.** For every \( \delta > 0 \), there is a polynomial-time algorithm that given a semi-random instance \( \{G(V, E, c), (E_\pm, E_\mp)\} \) of Correlation Clustering (with noise probability \( \varepsilon < 1/4 \)), finds a clustering that has disagreement cost \( (1 + \delta) \text{opt-cost} + O((1 - 2\varepsilon)^{-1} \delta^{-3} n \log^3 n) \) w.h.p., where opt-cost is the cost of disagreements of the optimal solution for the instance.

The approximation additive term is much smaller than the cost of the planted solution if the average degree \( \Delta \gg \varepsilon^{-1} \text{polylog } n \). Note that we compare the performance of our algorithm with the cost of the optimal solution. Thus we get a true \( 1 + \delta \) approximation scheme (with an extra additive approximation term). This is in contrast to previous semi-random model results [MMV12, MMV13], which compare to the planted solution.

1.3 Related Work on Semi-random Models

Over the last two decades, there has been extensive research on average-case complexity of many important combinatorial optimization problems. In semi-random models, an instance is generated in a series of steps: some of them are random and some are adversarial. Because of that, semi-random instances may have much more structure than completely random instances.

Research on semi-random models was initiated by Blum and Spencer [BS95], who introduced and investigated semi-random models for \( k \)-coloring. Semi-random models have also been studied for graph partitioning problems [FK98, CSX12, MMV12, MMV14], Independent Set [FK98], Maximum Clique [FK00], Unique Games [KMM11], and other problems. Most related to our current work, both in the nature of the model and in the techniques used, is our recent result [MMV13] on semi-random instances of Minimum Feedback Arc Set. While the techniques used in both papers are conceptually similar, the semidefinite (SDP) relaxation for Correlation Clustering that we use in this paper is very different from the SDP relaxation for Minimum Feedback Arc Set used in [MMV13]. We use a standard SDP relaxation for Correlation Clustering that was previously used in [Swa04, MS10, ES09].

As mentioned earlier, Mathieu and Schudy [MS10] recently considered a semi-random model for Correlation Clustering on complete graphs with unit edge costs. They give a PTAS for the problem using the SDP relaxation that was introduced by Swamy [Swa04]. Later, Elsner and Schudy [ES09] conducted an empirical evaluation of this and other algorithms on instances with qualitative information for all pairs of vertices (i.e. in the complete graph setting).
1.4 Techniques

The general approach of our algorithm for semi-random instances of Correlation Clustering is influenced by [KMM11], [MMV12] and [MMV13]. At a very high level, this approach can be outlined as follows. We write an SDP relaxation for the problem and find a small family of representative SDP solutions. Now for a fixed planted solution, we show that every fixed feasible SDP solution is far from the optimal SDP solution unless it has certain structural properties. Finally, using the union bound and the fact that there are much fewer representative SDP solutions than semi-random instances, we prove that every feasible SDP solution is far from the optimal SDP solution unless it has the required structural properties. Thus the optimal solution has these structural properties with high probability.

In the SDP relaxation, there is a unit vector \( \bar{u} \) associated with each vertex, and the inner product \( \langle \bar{u}, \bar{v} \rangle \in [0,1] \) tries to capture whether \( u \) and \( v \) are in the same cluster (a large inner product implies they are likely to be in the same cluster). Our structural theorem shows that with high probability in the optimal SDP solution, \( \langle \bar{u}, \bar{v} \rangle \geq 1 - \delta \) for almost all random edges whose label was flipped from + to −, and \( \langle \bar{u}, \bar{v} \rangle \leq \delta \) for almost all the random edges whose label was flipped from − to +. So first we remove all − labeled edges \((u,v)\) with \( \langle \bar{u}, \bar{v} \rangle \geq 1 - \delta \) and all + labeled edges with \( \langle \bar{u}, \bar{v} \rangle \leq \delta \). We obtain an instance with a solution of cost \( \text{opt-cost} / (\log n \log \log n) \). Then we just run the “off-the-shelf” algorithm for minimizing disagreements [CGW05, DEFI06] and get a clustering.

2 Preliminaries

In the Correlation Clustering Problem, we are given a graph \( G(V,E,c) \) with the edge cost function \( c : E \rightarrow [0,1] \), and the edges are divided into two disjoint groups \( E = E_\approx \cup E_\neq \). Each edge \( (u,v) \) in \( E_\approx \) indicates that \( u \) and \( v \) are similar (the amount of similarity being \( c(u,v) \)); and each edge \( (u,v) \in E_\neq \) indicates that \( u \) and \( v \) are dissimilar. We want to find a partition \( \mathcal{P} \) of \( G \) that minimizes the cost of violated constraints imposed by the edges:

\[
\min_{\mathcal{P}} \sum_{(u,v) \in E_\approx : \mathcal{P}(u) \neq \mathcal{P}(v)} c(u,v) + \sum_{(u,v) \in E_\neq : \mathcal{P}(u) = \mathcal{P}(v)} c(u,v).
\]

This is the cost of cut edges in \( E_\approx \) and uncut edges in \( E_\neq \). Above, \( \mathcal{P}(u) \) denotes the cluster that contains the vertex \( u \).

Given an instance of the Correlation Clustering Problem and a partition \( \mathcal{P} \), we say that an edge \((u,v) \in E\) is consistent with \( \mathcal{P} \), if \((u,v) \in E_\approx \) and \( \mathcal{P}(u) = \mathcal{P}(v) \), or \((u,v) \in E_\neq \) and \( \mathcal{P}(u) \neq \mathcal{P}(v) \).

For any subset of edges \( F \subseteq E \), let \( c(F) \) represent the cost of the edges in \( F \) i.e. \( c(F) = \sum_{e \in F} c(e) \).

2.1 Adaptive Model

We study a more general “adaptive” semirandom model. A semirandom instance is generated as follows. We start with a graph \( G_0(V,\emptyset) \) on \( n \) vertices with no edges and a partition \( \mathcal{P}^* \) of \( V \) into disjoint sets, which we call the planted partition. The adversary adds edges one by one. We denote the edge chosen at step \( t \) by \( e_t \) and its cost \( c(e_t) \in [0,1] \). After the adversary adds an edge \( e_t \) to the set of edges, the nature flips a coin and with probability \( \varepsilon \) adds \( e \) to the set of random edges \( E_R \). The next edge \( e_{t+1} \) chosen by the adversary may depend on whether \( e_t \) belongs to

---

\(^2\)To obtain some of their results, [KMM11] and [MMV12] use C-SDP or local SDP relaxations.
The adversary stops the semirandom process at a stopping time $T$. Thus, we obtain a graph $G^*(V, \{e_1, \ldots, e_T\}, c)$ and a set of random edges $E_R$. We denote the set of all edges by $E^* = \{e_1, \ldots, e_T\}$.

Once the graph $G^*(V, E^*)$ and the set $E_R$ is generated, we define sets $E_\text{=}^*$ and $E_\text{\neq}^*$: $E_\text{=}^* = \{(u, v) : \mathcal{P}^*(u) = \mathcal{P}^*(v)\}$, and $E_\text{\neq}^* = \{(u, v) : \mathcal{P}^*(u) \neq \mathcal{P}^*(v)\}$. Note that $\mathcal{P}^*$ is the solution of cost 0 for the instance $\{G^*, (E_\text{=}^*, E_\text{\neq}^*)\}$. The adversary picks a set of edges $E \subseteq E^*$ that contains all edges in $E^* \setminus E_R$ (i.e., $E^* \setminus E_R \subseteq E \subseteq E^*$), and splits them into sets $E_\text{=}^*$, and $E_\text{\neq}^*$ such that $E_\text{=}^* \Delta E_\text{\neq}^* \subseteq E_R$. The semirandom instance of the problem is $\{G(V, E, c), (E_\text{=}^*, E_\text{\neq}^*)\}$. This is the instance the algorithm gets. Of course, the algorithm does not get the set of random edges $E_R$. Note, that the cost of the planted solution $\mathcal{P}^*$ is at most the cost of the edges $E_R \cap E$ i.e. $c(E_R \cap E)$, since all edges in $E \setminus E_R$ are consistent with $\mathcal{P}^*$.

Note that this Adaptive Model is more general than the Basic Semi-random model we introduced earlier. The basic semi-random model corresponds to the case when the whole set of edges $E^*$ is fixed in advance independent of the random choices made in $E_R$. However, in the adaptive model the edge $e_t$ can be chosen based on which of the edges $e_1, \ldots, e_{t-1}$ belong to $E_R$. For instance, the adversary can choose edge $e_t$ from the portion of the graph where many of the previously chosen edges belong to $E_R$.

\section{Algorithm}

**SDP relaxation.** We use the standard SDP relaxation for the problem\cite{Swa04, MS10, ES09}. For every vertex $u$, we have a unit vector $\bar{u}$. For two vertices $u$ and $v$, we interpret the inner product $\langle \bar{u}, \bar{v} \rangle \in [0, 1]$ as the indicator of the event: $u$ and $v$ lie in the same partition. The objective function is to minimize

$$\min_{\mathcal{P}} \sum_{(u,v) \in E_\text{=}^*} c(u,v)(1 - \langle \bar{u}, \bar{v} \rangle) + \sum_{(u,v) \in E_\text{\neq}^*} c(u,v)\langle \bar{u}, \bar{v} \rangle.$$  

The first term is the fractional number of cut edges in $E_\text{=}^*$; the second term is the fractional number of uncut edges in $E_\text{\neq}^*$. The obtained semidefinite program is as follows.

$$\min_{\mathcal{P}} \sum_{(u,v) \in E_\text{=}^*} c(u,v)(1 - \langle \bar{u}, \bar{v} \rangle) + \sum_{(u,v) \in E_\text{\neq}^*} c(u,v)\langle \bar{u}, \bar{v} \rangle.$$  

subject to: for all $u, v \in V$,

$$\langle \bar{u}, \bar{v} \rangle \in [0, 1];$$
$$\|u\|^2 = 1.$$  

Let us explain why this SDP is a relaxation. If $\mathcal{P}$ is a clustering, then the intended solution is as follows: $\bar{u}_P$ is a mapping from $\mathcal{P}$ to $\{0, 1\}$:

$$\bar{u}_P = \begin{cases} 1, & \text{if } u \in P; \\ 0, & \text{otherwise}. \end{cases}$$

Since $\bar{u}_P$ equals 1 only for one $P \in \mathcal{P}$, we have $\|\bar{u}\|^2 = 1$, and

$$\langle \bar{u}, \bar{v} \rangle = \sum_{P \in \mathcal{P}} \bar{u}_P \bar{v}_P = \begin{cases} 1, & \text{if } \mathcal{P}(u) = \mathcal{P}(v); \\ 0, & \text{otherwise.} \end{cases}$$
Hence, the SDP constraints are satisfied, and the SDP objective function exactly equals the objective function of the Correlation Clustering problem.

**Algorithm.** We now describe the algorithm. Fix a parameter $\delta = o(1) \in (0, 1/2)$. To simplify the notation, denote by $f(u, v)$ (for $(u, v) \in E$),

$$f(u, v) = \begin{cases} 1 - \langle \bar{u}, \bar{v} \rangle, & \text{if } (u, v) \in E_\varepsilon; \\ \langle \bar{u}, \bar{v} \rangle, & \text{if } (u, v) \in E_\bar{\varepsilon}. \end{cases} \tag{1}$$

Note, that the SDP objective function can be rewritten as

$$SDP = \sum_{(u, v) \in E} c(u, v)f(u, v).$$

The algorithm solves the SDP and removes all edges $(u, v)$ with $f(u, v) \geq (1-\delta)$. Then the algorithm runs the $O(\log n)$ approximation algorithm of Charikar et al. [CGW05] or Demaine et al. [DEFI06] on the remaining graph.

### 3.1 Analysis

We need to bound the number of edges removed at the first step and the number of edges cut by the $O(\log n)$ approximation algorithm at the second step. The SDP contribution of every edge $(u, v)$ removed is at least $c(u, v)(1-\delta)$. Thus the cost of edges removed is bounded by $SDP/(1-\delta) \leq (1 + 2\delta)OPT$. To bound the cost of the solution produced by the approximation algorithm at the second step, we need to bound the cost of the optimal solution for the remaining instance i.e., the instance with the set of edges $\{(u, v) \in E : f(u, v) \leq 1 - \delta\}$.

We define a function $f^*(u, v)$, which slightly differs from $f(u, v)$. For all $(u, v) \in E$,

$$f^*(u, v) = \begin{cases} 1 - \langle \bar{u}, \bar{v} \rangle, & \text{if } P^*(u) = P^*(v); \\ \langle \bar{u}, \bar{v} \rangle, & \text{if } P^*(u) \neq P^*(v). \end{cases} \tag{2}$$

Here, $P^*$ is the planted partition. Note that $P^*$ and $f^*(u, v)$ are not known to the algorithm. Observe that $f(u, v) = f^*(u, v)$ if the edge $(u, v)$ is consistent with the planted partition $P^*$, and $f(u, v) = 1 - f^*(u, v)$ otherwise. Our goal is to show that the algorithm removes all but very few edges inconsistent with $P^*$, i.e., edges $(u, v)$ with $f(u, v) = 1 - f^*(u, v)$. We prove the following theorem in Section 6. The proof relies on Theorem 4.4 presented in Section 4.

**Theorem 3.1.** Let $\{G = (V, E, c), (E_\varepsilon, E_\bar{\varepsilon})\}$ be a semirandom instance of the correlation clustering problem. Let $E_R$ be the set of random edges, and $P^*$ be the planted partition. Denote by $Q \subset E_R$ the set of random edges not consistent with $P^*$. Then, for $\lambda = C(1 - 2\varepsilon)^{-2}\gamma^{-2}\delta^{-3}n\log n$, for some universal constant $C$,

$$\Pr \left[ \sum_{(u, v) \in Q : f(u, v) \leq 1 - \delta} c(u, v) \geq \lambda + \frac{6\gamma}{1 - 2\varepsilon}c(Q) \right] = o(1).$$

where $f$ corresponds to any feasible SDP solution of cost at most $OPT$.

**Remark 3.2.** In the statement of Theorem 3.1, $c(Q)$ is the value of the solution given by the planted solution $P^*$. If $OPT = c(Q)$, then the planted solution $P^*$ is indeed an optimal clustering. The function $f(u, v)$ in the theorem that corresponds to the SDP contribution of edge $(u, v)$ could come from any (not necessarily optimal) SDP solution of cost at most $OPT$. This will be useful in Lemma 3.3.
Let $D = O(\log n)$ be the approximation algorithms of Charikar et al. [CGW05] or Demaine et al. [DEP06]. We apply Theorem 3.1 with

$$\gamma = \frac{\delta(1 - 2\varepsilon)}{6D}.$$  

The cost of edges in $\{ (u, v) \in Q : f(u, v) \leq 1 - \delta \}$ is bounded by

$$\lambda + \frac{6\gamma}{1 - 2\varepsilon} c(Q) \leq \lambda + D^{-1}\delta c(Q),$$

w.h.p., where $\lambda = O((1 - 2\varepsilon)^{-4}\delta^{-3}n \log^3 n)$. Thus, after removing edges with $f(u, v) \geq (1 - \delta)$, the cost of the optimal solution is at most $\lambda$ w.h.p. The approximation algorithm finds a solution of cost at most $D$ times of (3). Thus, the total cost of the solution returned by the algorithm is bounded by

$$(1 + 2\delta)OPT + D \times (\lambda + D^{-1}\delta \cdot c(Q)) = (1 + 3\delta)c(Q) + D\lambda = (1 + 3\delta)c(Q) + O((1 - 2\varepsilon)^{-4}\delta^{-3}n \log^3 n).$$

The above argument shows that the solution has small cost compared to the cost of the planted solution $P^*$. We can in fact use Theorem 3.1 to give a true approximation i.e., compared to the cost of the optimal solution $OPT$. This follows from the following lower bound on $OPT$ in terms of $c(Q)$ for semi-random instances.

**Lemma 3.3.** In the notation of Theorem 3.1, with probability $1 - o(1)$, $c(Q) \leq (1 + 2\delta)OPT + O((1 - 2\varepsilon)^{-4}\delta^{-3}n \log^3 n)$.

**Proof.** Let $f_{OPT}$ correspond to the “integral” SDP solution corresponding to the optimal solution $OPT$. In this solution, $f_{OPT}(u, v) = 1$ for positive edges $(u, v)$ which are across different clusters and negative edges $(u, v)$ which are in the same cluster. This SDP solution has cost $OPT$ and satisfies the conditions of Theorem 3.1. Hence, w.h.p., $c(Q \setminus (Q \cap OPT)) \leq \frac{\delta}{D} \cdot c(Q) + \lambda$. Hence,

$$c(Q) - OPT \leq \frac{\delta}{D} c(Q) + \lambda$$

and

$$OPT \geq (1 - \frac{\delta}{D}) \cdot c(Q) - \lambda.$$  

**Proof of Theorem 1.1** From Theorem 3.1, we get the total cost of the solution is bounded by

$$(1 + 2\delta)OPT + D \times (\lambda + D^{-1}\delta \cdot c(Q)) = (1 + 2\delta)OPT + D \times \lambda + \frac{\delta}{1 - \delta/D} \cdot (OPT + \lambda) \leq (1 + 4\delta)OPT + 2D\lambda = (1 + 4\delta)OPT + O((1 - 2\varepsilon)^{-4}\delta^{-3}n \log^3 n).$$

This finishes the analysis of the algorithm.  

7
4 Betting with Stakes Depending on the Outcome

We first informally describe the theorem we prove in this section. Consider the following game. Assume that we are given a set of vectors \( W \subset [0, 1]^m \). At every step \( t \), the player (adversary) picks an arbitrary not yet chosen coordinate \( e_t \in \{1, \ldots, m\} \), and the casino (nature) flips a coin such that with probability \( \varepsilon < 1/2 \), the player wins, and with probability \( 1 - \varepsilon > 1/2 \), the player looses. In the former case, we set \( X_t = 1 \); and in the latter case we set \( X_t = -1 \). At some point \( T \leq m \) the player stops the game. At that point, he picks a vector \( w \in W \) and declares that at time \( t \) his stake was \( w(e_t) \) dollars. We stress that the vector \( w \) may depend on the outcomes \( X_t \). Then, the player’s payoff equals

\[
\sum_{t=1}^{T} X_t w(e_t).
\]

If the player could pick an arbitrary \( w \) after the outcomes \( X_t \) are revealed, then clearly he could get a significant payoff by letting \( w(e_t) = 1 \), for \( X_t = 1 \), and \( w(e_t) = 0 \), otherwise. However, we assume that the set \( W \) of possible bets is relatively small. Then, we show that with high probability the payoff is negative unless the total amount of bets \( \sum_t w(e_t) \) is very small. The precise statement of the theorem (see below) is slightly more technical.

The main idea of the proof is that for any \( w \in W \) fixed in advance, the player is expected to lose with high probability, since the coin is not fair \( (\varepsilon < 1/2) \), and thus the casino has an advantage. In fact, the probability that the player wins exponentially small if the coordinates of \( w \) are sufficiently large. Now we union bound over all \( w \)’s in \( W \) and conclude that with high probability for every \( w \in W \), the player’s payoff is negative.

When we apply this theorem to a semirandom instance of Correlation Clustering (with unit costs i.e. \( c(e_t) = 1 \)), the stakes are defined by the solution of the SDP: for an edge \( e_t = (u, v) \), \( w(e_t) = f^*(u, v) \). Loosely speaking, we show that since the SDP value is at most \( \text{OPT} \), the game is profitable for the adversary. This implies that most stakes \( f^*(u, v) \) are close to 0. Now, if an edge \( (u, v) \) is consistent with the planted partition \( P^* \), then \( f(u, v) = f^*(u, v) \approx 0 \), and hence we do not remove this edge. On the other hand, if the edge is not consistent with the planted partition, then \( f(u, v) = 1 - f^*(u, v) \approx 1 \), hence we remove the edge.

**Lemma 4.1.** Let \( W \subset [0, 1]^m \) be a set of vectors. Consider a stochastic process \((e_1, X_1, c_1), \ldots, (e_T, X_T, c_T)\). Each \( e_t \in \{1, \ldots, m\} \setminus \{e_1, \ldots, e_{t-1}\} \), \( X_t \in \{\pm 1\} \), \( c_t \in [0, 1] \). Let \( F_t \) be the filtration generated by the random variables \((e_1, X_1, c_1), \ldots, (e_t, X_t, c_t)\), and \( F_t^* \) be the filtration generated by the random variables \((e_1, X_1, c_1), \ldots, (e_{t+1}, X_{t+1}, c_{t+1})\). The random variable \( T \in \{1, \ldots, m\} \) is a stopping time w.r.t. \( F_t \). Each \( X_t \) is a Bernoulli random variable independent of \( F_t^* \).

\[
X_t = \begin{cases} 
1, & \text{with probability } \varepsilon; \\
-1, & \text{with probability } 1 - \varepsilon;
\end{cases}
\]

where \( \varepsilon < 1/2 \). Then, for all \( \lambda > 3(1 - 2\varepsilon)^{-2} \),

\[
\Pr \left( \exists w \in W \text{ s.t. } \sum_{t=1}^{T} X_t w(e_t) c_t + \frac{1 - 2\varepsilon}{2} \sum_{t=1}^{T} w(e_t) c_t \geq 0 \text{ and } \sum_{t=1}^{T} w(e_t) c_t \geq \lambda \right) \leq 2|W|e^{-1/\lambda(1-2\varepsilon)^2} \lambda. \quad (4)
\]
Remark 4.3. If \( W \in \mathbb{R}^m \) is a \( \gamma \)-net for a set \( Z \subset \mathbb{R}^m \) in the \( \ell_\infty \) norm, if for every \( z \in Z \), there exists \( w \in W \) such that \( \|z - w\|_\infty \equiv \max_i \{|z(i) - w(i)|\} \leq \gamma \).

Definition 4.2. We say that a set \( W \subset \mathbb{R}^m \) is a \( \gamma \)-net for a set \( Z \subset \mathbb{R}^m \) in the \( \ell_\infty \) norm, if for every \( z \in Z \), there exists \( w \in W \) such that \( \|z - w\|_\infty \equiv \max_i \{|z(i) - w(i)|\} \leq \gamma \).

Remark 4.3. If \( W \) is a \( \gamma \)-net for \( Z \subset [0, 1]^m \), then there exists \( W' \subset [0, 1]^m \) of the same size as \( W \) (\(|W'| = |W|\)), such that for every \( z \in Z \), there exists \( w' \in W' \) satisfying \( w'(i) \leq z(i) \leq w'(i) + 2\gamma \) for all \( i \). To obtain \( W' \) we simply subtract \( \min(\gamma, w(i)) \) from each coordinate of \( w \) and then truncate each \( w'(i) \) at the threshold of 1.
Theorem 4.4. Consider a stochastic process \((e_1, X_1, c_1), \ldots, (e_T, X_T, c_T)\) such that each \(e_t \in \{1, \ldots, m\} \setminus \{e_1, \ldots, e_{t-1}\}\), \(X_t \in \{\pm 1\}\) and \(c_t \in [0, 1]\). Let \(\mathcal{F}_t\) be the filtration generated by the random variables \((e_1, X_1, c_1), \ldots, (e_t, X_t, c_t)\), and \(\mathcal{F}'_t\) be the filtration generated by the random variables \((e_1, X_1, c_1), \ldots, (e_{t+1}, X_{t+1}, c_{t+1})\). The random variable \(T \in \{1, \ldots, m\}\) is a stopping time w.r.t. \(\mathcal{F}_t\). Each \(X_t\) is a Bernoulli random variable independent of \(\mathcal{F}'_{t-1}\).

\[
X_t = \begin{cases} 1, & \text{with probability } \varepsilon; \\ -1, & \text{with probability } 1 - \varepsilon; \end{cases}
\]

where \(\varepsilon < 1/2\). Let \(Z \subset [0, 1]^m\) be a set of vectors having a \(\gamma\)-net in the \(L_\infty\) norm of size \(N\). Define two random sets depending on \(\{X_t\}\):

\[
Q_+ = \{t : X_t = 1\} \quad \text{and} \quad Q_- = \{t : X_t = -1\}.
\]

Then, for all \(\lambda > 3(1 - 2\varepsilon)^2\), we have

\[
\Pr \left( \exists z \in Z, \; Q_\oplus \subset Q_+ \text{ s.t. } \sum_{t \in Q_\oplus \cup Q_-} X_t z(e_t) c_t \geq 0 \quad \text{and} \quad \sum_{t \in Q_\oplus} z(e_t) c_t \geq \lambda + \frac{6\gamma}{1 - 2\varepsilon} \sum_{t \in Q_\oplus} c_t \right) \leq 2Ne^{-\lambda/2(1 - 2\varepsilon)^2}. \tag{5}
\]

Proof. Let \(W\) be a \(\gamma\)-net for \(Z\). For simplicity of exposition we subtract \(\min(\gamma, w(i))\) from all coordinates of vectors \(w \in W\). Thus, we assume that for all \(z \in Z\), there exists \(w \in W\) such that \(w(i) \leq z(i) \leq w(i) + 2\gamma\) and \(w(i) \geq 0\) for all \(i\) (see Remark \[43\]).

Suppose that for some \(z \in Z\) and \(Q_\oplus \subset Q_+\), the inequalities

\[
\sum_{t \in Q_\oplus \cup Q_-} X_t z(e_t) c_t \geq 0 \tag{6}
\]

and

\[
\sum_{t \in Q_\oplus} z(e_t) c_t \geq \lambda + \frac{6\gamma}{1 - 2\varepsilon} \sum_{t \in Q_\oplus} c_t \tag{7}
\]

hold. Pick a \(w \in W\), such that \(w(i) \leq z(i) \leq w(i) + 2\gamma\) for all \(i\). We replace \(z(e_t)\) with \(w(e_t)\) in \(\[7\]\

\[
\sum_{t \in Q_\oplus} w(e_t) c_t \geq \sum_{t \in Q_\oplus} (z(e_t) - 2\gamma) c_t \geq \lambda + \frac{4\gamma}{1 - 2\varepsilon} \sum_{t \in Q_\oplus} c_t \tag{8}
\]

Then,

\[
\sum_{t=1}^T X_t w(e_t) c_t + \frac{1 - 2\varepsilon}{2} \sum_{t=1}^T w(e_t) c_t \geq \sum_{t \in Q_\oplus \cup Q_-} X_t w(e_t) c_t + \frac{1 - 2\varepsilon}{2} \sum_{t \in Q_\oplus} w(e_t) c_t \geq \left[ \sum_{t \in Q_\oplus} (z(e_t) - 2\gamma) c_t - \sum_{Q_-} z(e_t) c_t \right] + 2\gamma \sum_{t \in Q_\oplus} c_t = \sum_{t \in Q_\oplus \cup Q_-} X_t z(e_t) c_t \geq 0. \tag{9}
\]

By Lemma \([4, 1]\) there exists a \(w \in W\) satisfying \(\[8\]\) and \(\[9\]\) with probability at most \(2Ne^{-\lambda/2(1 - 2\varepsilon)^2}\). This concludes the proof. \(\square\)
5 Epsilon Net for SDP Solutions

In order to use Theorem 3.1, we need to prove that the set of all SDP solutions to our problem has a small epsilon net. We use the following lemma from [MMVT].

Lemma 5.1 (ITCS, Lemma 2.7). For every graph $G = (V, E)$ on $n$ vertices ($V = \{1, \ldots, n\}$) with the average degree $\Delta = 2|E|/|V|$, real $M \geq 1$, and $\gamma \in (0, 1)$, there exists a set of matrices $W$ of size at most $|W| \leq \exp(O(n^{M \gamma^2} \log n))$ such that: for every collection of vectors $L(1), \ldots, L(n), R(1), \ldots R(n)$ with $\|L(u)\| = M$, $\|R(v)\| = M$ and $\langle L(u), R(v) \rangle \in [0, 1]$, there exists $W \in W$ satisfying for every $(u, v) \in E$:

$$w_{uv} \leq \langle L(u), R(v) \rangle \leq w_{uv} + \gamma;$$

$$w_{uv} \in [0, 1].$$

By letting $G$ be the complete graph, $M = 1$, $L(u) = R(u) = f(u)$, we get the following corollary.

Corollary 5.2. For every $\gamma \in (0, 1)$, there exists a set of matrices $W$ of size at most $|W| \leq \exp(O(n^{\gamma^2} \log n))$ such that: For every collection of vectors $\{f(u)\}$, there exists $W \in W$ satisfying for every $(u, v)$:

$$|w_{uv} - \langle f(u), f(v) \rangle| \leq \gamma.$$

6 Structural Theorem – Proof of Theorem 3.1

Define $f$ and $f^*$ as in (1) and (2). Recall, that the algorithm removes all edges $(u, v) \in E$ with $f(u, v) \geq 1 - \gamma$. We show that the number of edges inconsistent with the planted partition $P^*$ that are remain in the graph after the first step of the algorithm is small with high probability.

Proof of Theorem 3.1. For $(u, v) \in E$, let

$$X_{(u,v)} = \begin{cases} 1, & \text{if } (u, v) \in E_R; \\ -1, & \text{otherwise}. \end{cases}$$

Let $Q_+ = E_R$ and $Q_- = E^* \setminus E_R$. Then, $Q \subset Q_+$. Observe, that $f(u, v) = f^*(u, v)$ if $(u, v) \in E \setminus Q = Q_- \text{ and } f(u, v) = 1 - f^*(u, v)$ if $(u, v) \in Q \subset Q_+$. The SDP value is upper bounded by the optimal value $OPT$, which in turn is at most $c(Q)$. Write,

$$\text{SDP} = \sum_{(u, v) \in E} c(u, v) f(u, v) = \sum_{(u, v) \in E \setminus Q} c(u, v) f^*(u, v) + \sum_{(u, v) \in Q} c(u, v)(1 - f^*(u, v)) \leq c(Q).$$

Therefore,

$$\sum_{(u, v) \in E \setminus Q} c(u, v) f^*(u, v) \leq c(Q) - \sum_{(u, v) \in Q} c(u, v)(1 - f^*(u, v)) = \sum_{(u, v) \in Q} c(u, v)f^*(u, v).$$

We rewrite this expression as follows,

$$\sum_{(u, v) \in Q \cup Q_-} X_{(u,v)} c(u, v) f^*(u, v) \geq 0.$$ (10)
Suppose that
\[
\sum_{(u,v) \in Q : f(u,v) \leq 1 - \delta} c(u,v) \geq \lambda + \frac{6\gamma}{1 - 2\epsilon} c(Q).
\]
For \((u, v) \in Q\), \(f(u, v) = 1 - f^*(u, v)\). Thus, \(\{(u, v) \in Q : f(u,v) \leq 1 - \delta\} = \{(u,v) \in Q : f^*(u,v) \geq \delta\}\), and
\[
\sum_{(u,v) \in Q} c(u,v) f^*(u,v) \geq \delta \lambda + \frac{6\delta \gamma}{1 - 2\epsilon} c(Q).
\]
(11)
By Theorem 4.4 and Corollary 5.2, the probability that inequalities (10) and (11) hold is at most
\[
2 \exp\left(O(n\gamma^{-2}\delta^{-2}\log n)\right) \exp\left(-\frac{1}{5}(1 - 2\epsilon)^2 \delta \lambda\right) = o(1),
\]
for an appropriate choice of the constant \(C\) in the bound on \(\lambda\).
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