Predicting vehicles parking behaviour in shared premises for aggregated EV electricity demand response programs
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Abstract

The global electric car sales in 2020 continued to exceed the expectations climbing to over 3 millions and reaching a market share of over 4%. However, uncertainty of generation caused by higher penetration of renewable energies and the advent of Electrical Vehicles (EV) with their additional electricity demand could cause strains to the power system, both at distribution and transmission levels. Demand response aggregation and load control will enable greater grid stability and greater penetration of renewable energies into the grid. The present work fits this context in supporting charging optimization for EV in parking premises assuming a incumbent high penetration of EVs in the system. We propose a methodology to predict an estimation of the parking duration in shared parking premises with the objective of estimating the energy requirement of a specific parking lot, evaluate optimal EVs charging schedule and integrate the scheduling into a smart controller. We formalize the prediction problem as a supervised machine learning task to predict the duration of the parking event before the car leaves the slot. This predicted duration feeds the energy management system that will allocate the power over the duration reducing the overall peak electricity demand. We structure our experiments inspired by two research questions aiming to discover the accuracy of the proposed machine learning approach and the most relevant features for the prediction models. We experiment different algorithms and features combination for 4 datasets from 2 different campus facilities in Italy and Brazil. Using both contextual and time of the day features, the overall results of the models shows an higher accuracy compared to a statistical analysis based on frequency, indicating a viable route for the
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development of accurate predictors for sharing parking premises energy management systems.

1 Introduction

The advent of Electrical Vehicles (EV) are in increasing spreading in our society. According to McKinsey report\(^1\) in our society EV sales rose 65 percent from 2017 to 2018 and Europe has seen the strongest growth in EVs. According to the report "The European Union’s new emissions standard—95 grams of carbon dioxide per kilometer for passenger cars—could also boost EV sales because it stipulates that 95 percent of the fleet must meet this standard in 2020 and 100 percent in 2021". A race for larger batteries among manufacturer is leading the current EV technology, and going forward it appears that as batteries technology improve, they are going to replace motor fuel vehicles. The concerns as we move to EVs is that, firstly, there will not be enough charge points to meet consumer demand and, secondly, this additional load on the electricity grid will cause partial and total failure of specific electrical plant due to overloading. One of the foreseen solutions is the use of demand response aggregation and load control \([18, 13]\). Demand response aggregators work with businesses to build a portfolio of load (or micro-generation) of which they control as per requirements of the electricity balancing market. Aggregators take payments from the electricity market and pass these payments to their clients taking a service charge \([11]\).

Although system services are provided to the power system via conventional power stations, this same service is not available at distribution level. The growth in demand aggregators will enable greater grid stability and greater penetration of renewable energies into the grid \([21]\).

EV energy storage capacity provides an excellent non-critical portfolio of loads which could be dynamically controlled to offer system services as well as organised in a fashion to minimise the cost of charging and reducing electricity demand peaks. Given the well documented concerns of EV penetration in the distribution system, demand response aggregators could provide an excellent control topology to employ an algorithm to safeguard and optimise the distribution network \([1]\). The present work fits this context supporting optimization for EV charging and assuming a incumbent high penetration of EVs in the system. We propose a methodology to predict an estimation of the parking duration in shared parking premises. This is essential for estimating the energy requirement of a specific parking lot, evaluate optimal EVs charging schedule and integrate the scheduling into a smart controller.

The specific behaviour of parking lots of campuses refereed to EV charge is peculiar since it substantially differs from the general parking lots available in the streets. In campus-like facilities (Universities, large industries, etc) we can observe regular patterns of parking behaviour that mainly include staff working hours besides a part of other visitor \([9]\). This can be an advantage when trying to

--

\(^1\)https://www.mckinsey.com/industries/automotive-and-assembly/our-insights/mckinsey-electric-vehicle-index-europe-cushions-a-global-plunge-in-ev-sales#
predict general behavioral patterns of parking habits and thus reach an optimal recharge plan for EVs.

The current work aims to provide an overall design of a smart charging energy management system to optimally integrate the distributed energy systems and EVs into the power grid by developing a parking prediction module to estimate the vehicles’ parking time using machine learning algorithms.

Given this context, the specific objective of this work is to predict the duration of each parking event in a campus-like parking lot, where the parking event is the actual parking action of a car in a slot. The parking duration prediction is needed to combine this information with an energy optimization algorithm that balances the energy allocation to the recharge stations with the objective for the vehicles of leaving the parking slot with a minimum charge level. While the charge optimization problem is out of the scope of this work, we now focus on the parking duration prediction. However, we believe that the recharge optimization context is necessary to fully understand the motivation of tackling this specific prediction problem.

We formalize the prediction problem as a supervised machine learning task that, given a parking event at a given time, tries to predict the duration of the parking event. The reason for this event-based formulation is to be able to feed the energy management system with the duration prediction each time a car is parked. This will allow the energy management system to decide when to start the actual charge based on the prediction. For example, assuming several car arrive at 9 AM, if we start charging without a control system, the cars start charging causing a peak of electricity demand. On the contrary, if we predict that a given car stay parked e.g. 8 hours, then we can delay the charge of this car to a later moment trying to flatten the peaks. We structure our experiments inspired by two research questions: **RQ 1**: How accurately a supervised machine learning approach can predict the duration of a parking event in a campus-like parking lot? and **RQ 2**: What are the most relevant features for the prediction models? We experiment different algorithms and features combination into 5 datasets from 2 different campus facilities in Italy and Brazil. We show that using both contextual and time of the day features, the overall results of the models shows an higher accuracy compared to a statistical analysis based on frequency, indicating a viable route for the development of accurate predictors for sharing parking premises energy management systems.

Structure of the paper follows. Section 2 discusses some related works an how this approach differentiates from them while Section 3 illustrates the design of the proposed Energy Management System for optimal charging prediction in parking premises. Section 4 introduces the problem definition and clarifies the prediction problem formulation. Section 5 reports the details of the experimental evaluation and Section 6. Finally, Section 7 draws the conclusions and envisage some future works.
2 Related Works

Solutions for EV optimal routes have been drafted in the logistic sectors, \cite{27, 17} accounting for charging time \cite{15}. However, the current work addresses a different problem that is at the crossroad of two different topics: predicting parking occupancy and predicting EV battery charging. We report below the most relevant related works concerned these two aspects.

2.1 Parking availability prediction

Most of the recent works in the literature focuses on predicting which parking lot will be free at the arrival of the car. This is motivated by the challenge of finding a parking space in urban areas. It has been reported\footnote{https://www.accessmagazine.org/spring-2011/free-parking-free-markets/} that 30% of traffic congestion is caused by travelling for finding parking spaces, bringing unnecessary energy consumption and environmental pollution. Works in this area include the off-street (parking slots in private areas) and in-street variants (slots in the streets). A pioneering paper by \cite{5} proposes the real-time availability forecast algorithm to predict parking facility availability in real time using combined current (on-line) and historical information. This work uses an algorithm operating with mixed real and simulated information.

In the recent paper \cite{16} authors develop a prediction model based on Naive Bayes and machine learning methods like decision tree, random forest, and regression analysis for building the prediction model of parking occupancy and therefore predict the subsequent parking availability combining a matching-based allocation strategy to assign users to selected parking spaces.

Deep learning to predict parking occupancy is proposed by many papers in the literature. Paper \cite{22} adopts a deep learning model for predicting block-level parking occupancy 30 min in advance in paper. The model takes multi-source data as input, e.g., parking, traffic and weather.

\cite{12} proposes a Convolutional Neural Network (CNN) model for block-level parking occupancy prediction extracting spatial relations of traffic flow combined with a LSTM autoencoder to capture temporal correlations. Clustering is also considered in the Clustering Augmented Learning Method (CALM) to learn deep feature representations of spatio-temporal data obtained using the proposed embedding.

Paper \cite{25} also proposes a deep-learning approach called Du-Parking. This approach models temporal closeness, period and current general influence employing long short-term memory (LSTM) to model the temporal closeness and period. This approach learns to dynamically aggregate the output to estimate the final parking availability of given parking lot.

Compared to the above approaches the novelty of our method lies in the fact that we do not aim at predicting the next free slot neither to suggest the driver where to park. On the contrary, we predict how long the car will stay parked
computed at the specific time a car start the parking before leaving the slot, which is a different problem.

2.2 EV charging profile predictions

In [6] the authors explore the best machine learning techniques for the prediction of EV charging behaviour using ensemble approach based on the data sparsity/entropy ratio. The work illustrates how such a methodology can increase the accuracy of the prediction. However, the algorithm could be difficult to scale to shared premises because it utilises only the data from EV charging stations which represents only a small percentage of the premise.

Related works such as [26] are focusing on determining the optimal charging start time assuming fixed parking time for two different group categories, day parking and overnight parking. This approach on user behaviour has been used to simplify the optimisation, but the data of a shared premise are more dynamic and so the established categories do not reflect a real scenario.

In [14], researchers developed an optimisation algorithm for optimal EV battery charging to reduce peak load at feeder level. Such an approach could facilitate the penetration of EV charging points in shared premises. However it does not take into account parking time prediction while it could be useful for the scheduling of energy consumption.

Compared to the above approaches our proposal is novel since we plan to embed this prediction task into an optimisation algorithm of optimal charging prediction and this combination, at the best of our knowledge, this is not yet present the literature.

3 Energy management system with prediction of the electricity demand in parking area

High penetration of EVs in shared parking lots is a likely scenario on common premises. While parking is a necessary service for offices, commercial, and residential buildings, EVs on parking site could become an asset for balancing the local power distribution network, providing ancillary services and increasing the grid’s energy flexibility [24]. An Energy Management System for managing shared parking premises energy consumption will be effective only if the aggregated parking occupancy behaviour is predicted with sufficient accuracy. Specifically, the depicted energy management system controls the electricity demand evaluating local and power system variables, such as renewable energy production, demand response price signals and building consumption. Furthermore, it should assess the potential flexibility of the aggregated parked EVs to estimate and optimise the area’s energy demand accurately.

Figure 3 illustrates an overall design of a distributed energy management system. The inputs data points of the system are demand response price signals, sensors data from buildings, weather forecast and images from the parking camera. The systems produces an optimal predictive schedule that balances
The parking occupancy prediction module is embedded in the energy management system controller for the prediction of the electricity demand used by the parking area. In yellow the parking prediction modules proposed in the present paper.

The system objective function is to reduce the overall electricity cost and to minimise the Peak Average Ratio (PAR), defined as:

\[ PAR = \frac{\max_{t \in T} \sum_{i=1}^{N} l^t_i}{\frac{1}{T} \sum_{i=1}^{N} E_i} \]  

where \( l_1, \ldots, l_N \) are the load demand vectors for vehicle and \( E_i \) is the predetermined electricity demand to charge the battery to the full capacity. The classical problem assumes that the vehicles will be parked on the premises long enough to be fully charged. In reality, each vehicle’s parking time is variable, and it depends on several factors such as peak traffic, user habits, and weather conditions. Therefore, the aggregated prediction of the parking time of vehicles is necessary to properly optimize the energy demand of the site.

In this paper we focus on a part of the energy management system dedicated to the parking occupancy prediction based on historical data, indicated in light orange in Figure 1. We present a machine learning approach for forecasting the duration of the stay of cars at the parking lot. The energy management system uses this information for computing the optimal changing scheduling, minimising electricity cost and PAR. The current work focuses on predicting the parking time without making any assumption on the state of charge of the battery. In a distributed energy management system, the state of charge of each vehicle is acquired as soon as the car is plugged to the charging station.
Therefore, in the current work assumption on the state of charge was not critical. The objective function of the system is to maximise the energy supply to the car within the parking time reducing the overall peak demand.

4 The parking duration prediction problem

The objective of our approach is to exploit historical data on parking usage and additional contextual data like weather conditions and parking lot occupancy levels, to predict the duration of a parking slot occupancy. Differently from many state of the art approaches that want to predict if a giving parking lot will be free in a next period of time [5, 16], here we focus on the prediction of the temporal duration of the occupancy of a car in a slot. We recall that our approach, to be suitably integrated with an Energy Management System, focuses on specific parking context that we call of shared premises (e.g. parking lots of universities, workplaces, supermarkets, etc), not focusing on fee-based street parking.

Overall, our approach can be applied to any parking environment where there is a tendency for the car to stay parked a minimum amount of time and where the electrical charge system of the parking lots can be integrated into the controller of the Energy Management System. We also recall that our approach is driver-profile agnostic since we do not rely on driver-profile data to perform the predictions. This is because, for privacy reasons, the driver profile is generally not available. We expect that having such profile the predictions will become more accurate.

It is worth noticing that the parking behaviour in a campus-like facility reflects a different parking behaviour compared to fare-based streets parking lots. In campus-like parking, the parking duration is expected to be longer than on street parking, since these premises are used by people parking to go to work, or study or perform an activity with a minimal temporal duration, while a fare-based parking in a street is generally affected by the parking fees that tend to encourage the reduction of the parking duration. Furthermore, the premises have usually a controlled access and the energy management system can therefore optimise the electricity supply based on the parking occupancy, while is not always true in fare-based street parking.

4.1 Problem formulation

Given a parking area managed by an Energy Management System, a car parking event represents an event where a driver parks at a given timestamp in one of the available slots. The vehicle stays parked for a certain temporal duration until it leaves the slot. It is assumed that the vehicle can be charged while parked. The charging time can start as soon as the car arrives, or can start later on, or again, can start, interrupt and start again.

Having the prediction of the parking duration when a vehicle arrives at the parking is essential to properly schedule the starting of the charge avoiding
energy usage peaks.

**Definition 1** (Parking Slot). Given a parking area in shared premises, we define a parking slot \( s \) as a tuple \( s = < id, x, y > \), where \( id \) represents the parking slot identifier, and \( x \) and \( y \) represent its spatial coordinates in the parking area. A parking slot is the actual place where drivers park their cars. In our application scenario, each slot can be equipped with a charge station where the car can be recharged. The set of all the parking slots form the parking area.

**Definition 2** (Car Parking Event). We define a car parking event \( e \) as a tuple \( e = < s_{id}, t_{start}, d_{e} > \), where \( s_{id} \) represents the parking slot identifier where the car is parked, \( t_{start} \) represents the timestamp indicating when a car has started the parking and \( d_{e} \) is the temporal duration of the car park until it leaves the slot.

We want to predict the parking duration \( d_{e} \) of a car parking event \( e \), given a \( s_{id} \) and the parking event starting time \( t_{start} \). This prediction is modelled as a classification problem where the objective is to assign, for each car parking event \( e \), a class representing the predicted duration interval. More formally, we have the following definition of the problem.

**Definition 3** (Car Parking Duration Prediction Problem). Given a parking event \( e \) where it is known the slot identifier \( s_{id} \) and the start time \( t_{start} \) but not duration \( d_{e} \), we want to define a function \( f(s_{id}, t_{start}) = c \) where the class \( c \) represents a temporal interval such that \( d_{e} \in c \).

We can observe that our target variable \( c \) represents ordinal categories. An ordinal variable is a categorical variable, where there is a clear ordering of the categories. For example, our variable could assume ordinal categories like: short, medium or long duration. In the next section, we introduce the details of the Machine Learning (ML) approach to solve the Car Parking Duration Prediction Problem.

## 4.2 Predicting parking duration with Machine Learning

We propose to use supervised machine learning approaches to predict the parking duration based on an historical dataset of car parking events and contextual features.

The learning task is based on three types of features: *single event-related*, *spatial* and *contextual* features. The event-related features are detailed in Section 4.2.1 and represent the features that we can extract directly from the sets of parking events like the time of the parking event or the weather conditions. The spatial features are based on the location of the parking slots inside the car parking area, while the contextual features representing the occupancy of the different zones of the parking area. In Sections 4.2.2 and 4.3 we explain how we have extracted some spatial and contextual features that are used in our predictive models. All these features are combined to feed the proposed supervised machine learning algorithms (Section 5).
4.2.1 Extracting event-related features

Recalling Definition 2, a car parking event is defined by the tuple \( e = <s_{id}, t_{start}, d_e> \) and given \( s_{id} \) and \( t_{start} \) we want to predict the temporal duration \( d_e \). From the timestamp \( t_{start} \), we derive three features: the day of week \( dw \), hour of the day \( h \), and the minutes \( m \) rounded to 5 minutes. The motivation of these temporal features is to enable the predictive model to learn the correlation between the time when the car parks and the relative parking temporal duration. We also include in this category of features the weather condition \( wr \) at the moment of the car parking event starts, \( t_{start} \), using this as extra information to feed the predictive models.

4.2.2 Extracting spatial features from the parking slots locations

Many studies have been made toward the understating of parking behavior and the mechanism of people’s parking decisions [28, 3]. It has been observed that some spatial aspects can bias the occupancy of a parking lot. For example, usually drivers prefer to choose the parking areas close to the destination [19], because they prefer to spend less time walking. However, this is not the unique criteria. Some other branch of research with focus on sustainability have investigated the impact of the trees in parking lots [23]. Trees provide welcoming shade in the parking area, especially on hot days. Indeed, in the real world, there are drivers that may prefer to park the car close to the main entrance of the supermarket, while others may prefer to park in the shading areas avoiding the light of the sun during the summer.

Motivated by these aspects, our approach focus on the spatial distribution of the parking slots. For this reason, we split the whole parking lot into smaller areas using different clustering approaches. Then, we include these spatial features in our predictive models to learn if a parking area can correlate with the slot occupancy duration.

More formally, given a set of parking slots \((s_0, s_1, ..., s_n) \in S\), we use the spatial coordinates of each \( s_i \) to create the spatial clusters \((a_1, a_2, ..., a_k)\) of parking slots, where \( k \leq n \). We will see in section 5 that we have used two clustering algorithms for this task: DBScan ([8]) and K-Means ([20]). Thus, when training our predictive models over the the dataset of historical car parking events we add as input feature a representation of the cluster where the parking slot \( s_i \) belongs to.

In Figure 2, we illustrate the spatial features. At the top, we can see images from three different car parking lots. At the bottom, the dots represent the pixel coordinate of the parking slots. The colors of each dots is a representation of the spatial features which indicates the cluster (sub-area) of each parking slot.

4.3 Extracting contextual features

Another aspect that we investigate for the parking duration prediction is the context. In our case the context is represented by the status of occupancy of the
Figure 2: Illustration of the spatial features using the k-means algorithm to split the parking lot into four spatial clusters.

slots in the spatial clusters and relationship of this occupancy with the duration of a given parking event.

Specifically we want to discover if the occupancy status of an area (e.g 100%, means totally full, while 0% totally empty) where a driver parks has relationship with the parking duration.

The contextual features therefore represent the status of occupancy of the different areas (i.e. the spatial clusters) of the parking. In other words, to predict the duration of a given car parking event \( e \), we also consider as input feature the level of occupancy of the spatial clusters \( (a_1, a_2, \ldots, a_k) \) at the time of the event.

More formally, we define a function called \textit{occupancy} that given a \textit{slotid} and the timestamp \( t_{\text{start}} \) of a parking event \( e \), creates a vector \((o_{a_1}, o_{a_2}, \ldots, o_{a_k})\) by computing the occupancy level of all parking spatial clusters \((a_1, a_2, \ldots, a_k)\) at time \( t_{\text{start}} \). The occupancy status \( o_{a_j} \) of each spatial cluster \( a_j \) is basically the ratio between the number of occupied slots at the timestamp \( t_{\text{start}} \) and the number of slots in that cluster.

In Figure 3, we illustrate the contextual occupancy features. At the top, we can see the spatial distribution of the slots from three different parking lots. The color represents the spatial cluster of each slot. At the bottom, we have the occupancy status in percent of the spatial clusters \( a_1, a_2, a_3, \) and \( a_4 \) at a given time \( t \).

To summarize, in this section we introduced three new categories of features: event-related, spatial and contextual. The event-related features are extracted from the parking event, the spatial features are computed by using cluster techniques over the spatial distribution of the parking slots while the contextual features are obtained by computing the occupancy status of the spatial clusters.

The overall idea is to investigate how to train the predictive models using different information that might have a predictive power on the parking duration. In the next section we detail the experimental setting and results on exploiting these features in a machine learning task for predicting the parking duration of a given event.
5 Experimental evaluation

In this section we evaluated the proposed approach for predicting the parking duration by exploiting historical parking data and specifically three kinds of features (see Definition 4.1). For a proper evaluation of the method we formulate different research questions (RQs) that we test in various scenarios by exploiting four real world and publicly available parking datasets.

5.1 Research Questions

The research questions driving our experiments are the following:

RQ 1: How accurately a supervised machine learning approach can predict the duration of a parking event in a campus-like parking lot? This research question guides our first experiments. Here, we compare the performance results of our machine learning based approach against several baselines. We also investigate different machine learning approaches to tackle this problem as a supervised task: Classification, Ordinal Regression, and Regression. We use different features including the description of the occupancy of the parking lot at the time the parking event starts and the spatial distribution of the parking areas.

RQ 2. What are the most relevant features for the prediction models? We consolidate our studies investigating which are the most promising features to estimate car parking duration. We have performed a deep investigation on how the machine learning algorithms use the provided features to train the models.

5.2 Experimental Setup

Datasets. We selected two public datasets of parking occupancy in campus-like parking lots: PKlot [7] and CNRPark [2]. Both datasets contain the occupancy information detected by video cameras for each slots of parking areas of two academic institutions: the research area of the National Research Council of
Table 1: An extract of the CNR parking dataset

| Date       | Time  | Slot | Occupancy Bit | Occupancy String | Weather |
|------------|-------|------|---------------|------------------|---------|
| 12/11/2015 | 07:15 | 275  | 0             | free             | SUNNY   |
| 12/11/2015 | 07:45 | 275  | 0             | free             | SUNNY   |
| 12/11/2015 | 08:15 | 275  | 0             | free             | SUNNY   |
| 12/11/2015 | 08:45 | 275  | 0             | free             | SUNNY   |
| 12/11/2015 | 09:15 | 275  | 1             | busy             | SUNNY   |
| 12/11/2015 | 09:45 | 275  | 1             | busy             | SUNNY   |
| 12/11/2015 | 10:15 | 275  | 1             | busy             | SUNNY   |
| 12/11/2015 | 10:45 | 275  | 1             | busy             | SUNNY   |
| 12/11/2015 | 11:15 | 275  | 1             | busy             | SUNNY   |
| 12/11/2015 | 11:45 | 275  | 1             | busy             | SUNNY   |

Pisa, in Italy and the parking area of the two Brazilian universities. In both cases the whole parking lot is split in different parking areas with a variable number of parking slots. In both datasets, a car parking event occurs when a car parks in a parking slot of the area. In this case, the event starts at the timestamp of the frame that detects a car in the slot. The car parking event ends at the timestamp of the frame showing: (1) an empty parking slot, or (2) a different car parked in the same slot. The duration of the parking event is then computed as the difference of the timestamps of the two image frames, the start and the end. The CNRPark dataset contains images collected from November 2015 to February 2016 for a total of 23 monitored days. The parking lot has been monitored by 9 cameras covering the parking area of the Pisa National Research Council south parking area. The meteorological conditions at the moment of the frame capture has also been collected. This dataset contains a total of 4081 frames and 144,965 photos. In Table 1 we depict an excerpt of the CNRPark raw data.

The PKlot dataset contains the occupancy information for each slot of the parking areas of two academic institutions: (1) the Federal University of Parana (UFPR) and (2) the Pontifical Catholic University of Parana (PUCPR), both located in Curitiba, Brazil. The dataset includes a total of three different parking lots represented by PUCPR, UFPR04, and UFPR05. The occupancy information is detected by a number of cameras taking images of the parking slots and detecting the change of the car or the slot becoming empty. This dataset contains 12,417 images captured in three different parking areas with different weather conditions for a total of 168 slots in the period between 11 September 2012 and 16 April 2013. Specifically, dataset PUCPR has 100 parking slots, UFPR04 has 28 and UFPR05 has 45 slots. PKLot is larger than CNRPark and contains images spanning across months.

Data Cleaning. A detailed analysis on the image frames reveals the presence of missing data for some hour of the day (e.g. due to a broken device or during night hours due to the lack of infrared vision). Table 2 shows the total

---

3http://www.area.pi.cnr.it
| Weekday  | CNR Park | PUCPR | UFPR05 | UFPR04 |
|----------|----------|-------|--------|--------|
| Monday   | 2        | 3     | 4      | 2      |
| Tuesday  | 2        | 8     | 6      | 5      |
| Wednesday| 2        | 5     | 4      | 4      |
| Thursday | 5        | 5     | 4      | 4      |
| Friday   | 6        | 7     | 5      | 5      |
| Saturday | 4        | 5     | 5      | 4      |
| Sunday   | 2        | 4     | 2      | 1      |

Table 2: Number of monitored days in the parking lots datasets

Figure 4: Distribution of occupancy of the parking lots of CNR (left) and PKLot (right)

Figure 5: Arrivals distribution at the parking lots of CNR (left) and PKLot (right)

number of days of the weeks monitored in each dataset. We notice that the data collection is not uniform for each day of the week and there is a tendency to have lesser data in the week ends. When a parking event is starting or ending during the missing temporal interval, it has been flagged as partial and filtered out to avoid training inconsistencies. Additionally, we filter out the days when the number of detected slots is lower than 50% of the total slots. In total,
|       | Short | Mid  | Long | Entropy |       | Short | Mid  | Long | Entropy |
|-------|-------|------|------|---------|-------|-------|------|------|---------|
| CNRPark | 0.09  | 0.31 | 0.60 | 0.81    |       | 0.13  | 0.36 | 0.51 | 0.89    |
| PUCPR  | 0.41  | 0.28 | 0.31 | 0.99    |       | 0.35  | 0.32 | 0.33 | 1.00    |
| UFPR04 | 0.52  | 0.28 | 0.20 | 0.92    |       | 0.44  | 0.28 | 0.28 | 0.98    |
| UFPR05 | 0.44  | 0.26 | 0.30 | 0.98    |       | 0.54  | 0.32 | 0.14 | 0.89    |

Table 3: Normalized distribution of the car parking events for the low sensitivity scenario in the train and the test datasets. For each dataset we also report the entropy calculated according to the frequency values of the classes.

the data cleaning CNRPark counted 3552 parking events, PUCPR 4291 parking events, UFPR04 1204 parking events and UFPR04 2148 parking events.

**Target Classes.** We have considered two different scenarios of classes for the predictive variable (i.e. the car parking event duration): (a) Lower sensitivity, with longer time intervals having a total of 3 classes with discrete values in minutes: Short \( \leq 60 \), Mid \( \leq 240 \), Long \( > 240 \); and (b) Higher sensitivity having shorter time intervals with a total of 6 classes: Short1 \( \leq 30 \), Short2 \( \leq 60 \), Mid1 \( \leq 120 \), Mid2 \( \leq 240 \), Long1 \( \leq 480 \), and Long2 \( > 480 \). With these two scenarios, we want to illustrate applications requirements with different sensitivity for the predictive variable. Tables 3 and 4 show the normalized distribution of the car parking events for the low and high sensitivity scenarios respectively. Both tables also report, for each dataset, the entropy calculated according to the frequency values of the classes. We use the entropy as a measure of disorder or randomness (uncertainty) of our target variable.

**Training Approaches.** Given the ordinal characteristic of our target variable, we have explored three supervised approaches to train the predictive models over the training set. For each approach, the best model is selected taking into account the average results over the 5 folds of validation. These approaches are: (a) Classification: the training is performed without taking into account the order of the classes and the selected model is the one with highest micro-fscore; (b) Regression: the training is executed to reduce the mean square error (MAE) of the predicted values, therefore the model with lowest error is selected; (c) Ordinal Regression (Ord): the approach proposed in [10] takes into account the order of the classes. The method converts the original ordinal class problem into a series of binary classification problems that encode the ordering of the original classes. This approach also aims at reducing the error and therefore selects the model with lowest mean square error (MAE).

**Algorithms.** For the Classification and Regression tasks we used the following algorithms: Random Forest (RF), XGBoosting (XGB), AdaBoosting (AB), Logistic Regression (LR) and Support Vector Machine (SVM). For the Ordinal Regression task we selected: Random Forest (RF), XGBoosting (XGB), AdaBoosting (AB) and Logistic Regression (LR). To compute the spatial features, we have used the K-means and the DBScan clustering algorithms. For all
Table 4: Normalized distribution of the car parking events for the high sensitivity scenario for the train and the test datasets respectively. For each dataset we also report the entropy calculated according to the frequency values of the classes

|          | Short1 | Short2 | Mid1 | Mid2 | Long1 | Long2 | Entropy |
|----------|--------|--------|------|------|-------|-------|---------|
|          | Train/Test | Train/Test | Train/Test | Train/Test | Train/Test | Train/Test |         |
| CNRPark  | 0.06/0.10 | 0.04/0.03 | 0.09/0.10 | 0.22/0.26 | 0.53/0.57 | 0.07/0.04 | 0.76/0.78 |
| PUCPR    | 0.38/0.32 | 0.03/0.03 | 0.08/0.10 | 0.21/0.27 | 0.20/0.16 | 0.11/0.18 | 0.87/0.78 |
| UFPR04   | 0.46/0.38 | 0.07/0.05 | 0.10/0.12 | 0.17/0.17 | 0.15/0.17 | 0.05/0.11 | 0.84/0.90 |
| UFPR05   | 0.38/0.44 | 0.06/0.10 | 0.08/0.09 | 0.18/0.22 | 0.19/0.11 | 0.11/0.03 | 0.90/0.83 |

For both cases, we perform two further combinations: using and not using the spatial and occupancy features to feed the models.

**Features.** The following features are extracted and used to feed the ML algorithms. The event-related features, as defined in Section 4.2.1, include hour of the day $h$, time stamp minutes $m$, day of week $dw$, slot id $s$, and weather condition $wr$; the spatial features, as defined in Section 4.2.2, include the spatial cluster id $spt$; the occupancy features, as defined in Section 4.3, include the spatial cluster occupancy $ocy$. We use different feature combinations to train the models, specifically:

1. Single event-related feature. We train the model using only one event-related feature.

2. All event-related features together. We train the model using all single event-related features at once. We refer to all when we use all the event-related features to train the ML model.

For both cases, we perform two further combinations: using and not using the spatial and occupancy features to feed the models.

**Hyper parameters.** We use a grid search to tune the hyperparameters of the algorithms [4]. Specifically: For XGB, AB and RF, we vary the number of trees in the range of \{50, 100, 150\}, while maximum tree depth vary in the ranges of \{2,3, or until all leaves are pure\}, respectively; For SVM, we use the RBF kernel with $\gamma$ varying in \{0.0001, 0.001, 0.01\}. For the LR, we have used two different class weight parameter \{balanced and uniform\}, while the multi class parameter changing between \{auto, ovr (for binary classification)\}. For the K-means, the $k$ varies in the ranges of \{2, 3,4,5,6\}. While for the DBScan ranges are \{50, 75, 100, 125, 150\} and \{2,3,4\} for the $\epsilon$ and minimum sample, respectively.

**Baselines.** To be able to evaluate the performance of our approach we have used the following baselines: (a) Random: randomly choose a class; (b) Longest Class: always select the longest interval; (c) Shortest Interval: always choose the shortest interval; (d) Majority Class: always choose the class with highest frequency in the training data. Furthermore, for each training approach, we also use specific baselines. For the classification and ordinal approaches, we use (e) Gaussian Naive Bayes (GNB) and (f) Multinomial Naive Bayes (MNB) as baselines.

---

4https://scikit-learn.org/
additional baseline algorithms. While for regression, we compare with the (f) Linear Regression (LN). Naive Bayes and Linear Regression are both simple ML models with high bias. They are used here as baselines given their easy interpretation.

**ML model training process.** For each dataset, we split the car parking events into train and test with 0.8 and 0.2 ratio respectively without shuffle the data. To avoid data leakage, we ordered the car parking events using their timestamps before split. When training the models on the training data, we use a stratified cross-validation with 5 folds. After the training, for each algorithm, the best configuration of hyper-parameters is used to retrain the model using the whole training data and then assess its performance now using the test set.

**Evaluation metrics.** To evaluate the experiment results we have used the following measures: micro f1-score \((F_{\text{micro}})\), macro f1-score \((F_{\text{macro}})\) and mean absolute error (MAE). We recall that the F1 score (see equation 3) is a weighted average of the precision (see equation 4) and recall (see equation 5), where best value is 1 and worst is 0. The micro f1-score is a metric where we compute an F1 score counting the total true positives, false negatives and false positives. The macro f1-score is a metric that treats all classes equally, then it does not take label imbalance into account. Indeed, the macro-average computes the metric independently for each class and then take the average, hence treating all classes equally, whereas the micro-average will aggregate the contributions of all classes to compute the average metric. These measures give some clues about the precision and recall of the models on predicting the true positives. By using the MAE as in equation 2 we want to have a more interpretative measure of our regression models since it computes the average error of the predictions values \((\hat{y}_i)\) compared to the real values \((y_i)\). The idea is to investigate how close or how far are the predictions respect to the real values. For example, given a Short2 parking event, a model that predicts it as Mid1 is better than a model that predicts it as Long2 therefore in this case the error is lower. For all experiments, we consider the MAE obtained over the test set as comparison criteria between the models.

\[
MAE = \left(\frac{1}{n}\right) \sum_{i=1}^{n} |\hat{y}_i - y_i| \tag{2}
\]

\[
f1 = 2 \cdot \frac{precision \cdot recall}{precision + recall} \tag{3}
\]

\[
precision = \frac{TP}{TP + FP} \tag{4}
\]

\[
recall = \frac{TP}{TP + FN} \tag{5}
\]
5.3 RQ 1. Accuracy of ML in predicting parking duration

In this section we address RQ1 - studying the accuracy of our car parking event duration prediction models. At this first study, we analyse the performance of each ML approach (Ordinal, Classification, and Regression) when predicting parking events duration. Tables 5 and 6 report the MAE, micro f1-score and macro f1-score of the models for the two different setups of classes intervals: Lower sensitivity and Higher sensitivity, respectively. The MAE was used as comparison criteria to select the best models. For each dataset and ML approach pairs, the tables indicate the strongest baseline and report the results of the best ML models for two set of features: (a) using only event-related features, represented as $Alg_{\{h,m,dw,s,wr,all\}}$, having no spatial and occupancy features; and (b) using event-related features with spatial and occupancy features, represented as $Alg_{\{sp,ocy\}}$. Both tables also report the improvement in percentage achieved by the ML models over the baselines. We highlight in bold the best MAE result per dataset.

From the results, we can observe that the ML models overcome the baselines in all the datasets, for all the training approaches. Specially the ensemble trees models (RF and XGB) show the best results in most of the training approaches with XGB showing the best performance. For all datasets, when using a Regression approach, we observe that the most robust baseline is the Linear Regression (LN), whereas for the approaches Classification and Ordinal the strongest baseline is the Gaussian Naive Bayes (GNB). For the Lower sensitivity scenario reported in Table 5, when predicting over the PUCPR test set, the best MAE performance (0.316) is reached by using an Ordinal approach with the XGB algorithm trained with all the event-related, spatial and contextual features. This result represents an improvement of +46.3% respect to its strongest baseline (GNB). In turn, for the Highest sensitivity scenario, as reported in Table 6, the best MAE is 0.578 and this is the model with lowest error for the CNR dataset obtained by two ML models: Ordinal with RF using all the event-related features, and Classification with XGB fed with all features, including spatial and contextual. Moreover, we observe that the use of the spatial and occupancy features in most of the cases (16 out of 24) has improved the performance of the ML models.

When analysing the improvement of the model performance respect to the baselines, we observe that the highest gains were reported for the datasets with highest entropy (i.e. high uncertainty or randomness). This happened specially for the dataset PUCPR, where the ML models obtained an average gain higher than 43%. Furthermore, in a deeper analysis, we also computed the $R^2$ of the Linear Regression model (LN) for all the datasets. We observed that the PUCPR dataset has the lowest $R^2$ values (0.004 and 0.003 for the lower and higher sensitivity scenarios respectively, against 0.35 and 0.32 computed for the CNR dataset), demonstrating the difficulty of linear models to learn the parking event duration patterns for this parking lot. Altogether, these analysis show an consistent advantage in the use of low bias ML models such as the XGB to predict parking event duration. This is due to the implicit randomness and
Table 5: Car parking event duration prediction results for the lower sensitivity scenario comparing the top 1 results of each approach: Distribution, Classification, Ordinal Regression and Regression. All the improvement against the respective baseline present statistical significant differences on the residuals compared to the best baseline (Dependent t-test for paired samples’ test with 95% confidence interval), except those indicated with *.

non-linearity of such events.

5.4 RQ 2. Measuring Features importance

In section, addressing Research Question N. 2, we study the feature importance scores of the best models for each dataset and sensitivity scenario. Feature importance scores can provide insights of how the ML models works and what can be further improved. The relative scores can highlight which features are most relevant for the model to predict the target values, and the converse, which features are the least relevant.

Tables 7 and 8 show the relative importance score of the best predictor of each dataset in the two scenarios. These measures allows us to discover what are the most predictive features in our datasets. The higher is the feature’s importance, the more informative the feature is for the prediction of the parking event duration. In most of the datasets, the hour of the day $h$ is the most important feature, indicating a relevant relationship between the time that the parking event happens and its duration. Indeed, in the UFPR05 dataset, for both the lower and higher sensitivity scenarios, the best model was achieved by only using the hour of the day $h$ as a feature. The day of the week $dw$ has

| Dataset | Approach | Baseline | Algorithm | $MAE$ | $F_{macro}$ | $F_{micro}$ |
|---------|----------|----------|-----------|-------|------------|------------|
| CNR     | Classification | GNB       | RF_h       | 0.345 (+5.8%) | 0.414 (+7.6%) | 0.597 (+32.2%) |
|         |           |          | XGBocy,sptall | 0.342 (+6.5%) | 0.714 (+7.6%) | 0.666 (+34.2%) |
|         | Ordinal   | GNB_h    | RF_h       | 0.342 (+11.6%) | 0.703 (+9.4%) | 0.591 (+9.6%) |
|         |           |          | XGBocy,sptall | 0.356 (+13.1%) | 0.716 (+11.4%) | 0.605 (+12.2%) |
|         | Regression| LN_all   | SVM_h      | 0.397 (+13.2%) | 0.659 (+2.3%) | 0.584 (+13.0%) |

| PUCPR   | Classification | GNB       | XGB_h      | 0.341 (+42.0%) | 0.702 (+21.8%) | 0.701 (+49.8%) |
|         |           |          | XGBocy,sptall | 0.316 (+46.3%) | 0.735 (+27.5%) | 0.73 (+55.9%) |
|         | Ordinal   | GNB_h    | RF_h       | 0.336 (+11.6%) | 0.703 (+9.4%) | 0.591 (+9.6%) |
|         |           |          | XGBocy,sptall | 0.342 (+6.5%) | 0.714 (+7.6%) | 0.666 (+34.2%) |
|         | Regression| LN_all   | RF_h       | 0.39 (+43.2%) | 0.693 (+14.0%) | 0.692 (+132.1%) |

| UFPR04  | Classification | GNB       | RF_h       | 0.556 (+3.6%) | 0.568 (+3.0%) | 0.504 (+9.8%) |
|         |           |          | XGBocy,sptall | 0.316 (+46.3%) | 0.735 (+27.5%) | 0.73 (+55.9%) |
|         | Ordinal   | GNB_h    | RF_h       | 0.341 (+42.0%) | 0.702 (+21.8%) | 0.701 (+49.8%) |
|         |           |          | XGBocy,sptall | 0.316 (+46.3%) | 0.735 (+27.5%) | 0.73 (+55.9%) |
|         | Regression| LN_all   | RF_h       | 0.39 (+43.2%) | 0.693 (+14.0%) | 0.692 (+132.1%) |

| UFPR05  | Classification | GNB       | RF_h       | 0.54 (+11.5%) | 0.593 (+5.5%) | 0.54 (+19.2%) |
|         |           |          | XGBocy,sptall | 0.316 (+46.3%) | 0.735 (+27.5%) | 0.73 (+55.9%) |
|         | Ordinal   | GNB_h    | RF_h       | 0.341 (+42.0%) | 0.702 (+21.8%) | 0.701 (+49.8%) |
|         |           |          | XGBocy,sptall | 0.316 (+46.3%) | 0.735 (+27.5%) | 0.73 (+55.9%) |
|         | Regression| LN_all   | RF_h       | 0.39 (+43.2%) | 0.693 (+14.0%) | 0.692 (+132.1%) |

| Classification | GNB       | RF_h       | 0.340 (+16.6%) | 0.702 (+8.2%) | 0.645 (+13.4%) |
| Ordinal   | GNB_h    | RF_h       | 0.340 (+15.1%) | 0.702 (+7.1%) | 0.645 (+11.9%) |
| Regression| LN_all   | RF_h       | 0.346 (+12.4%) | 0.593 (+16.4%) | 0.571 (+55.4%) |
### Table 6: Car parking event duration prediction results for the higher sensitivity scenario. Comparing the top-1 results of each approach: Distribution, Classification, Ordinal Regression and Regression. All the improvements against the respective baseline present statistical significant differences on the residuals compared to the best baseline (Dependent t-test for paired samples’ test with 95% confidence interval).
Table 7: Relative importance of the variables for the lower sensitivity scenario

| Dataset    | Approach | Algorithm            | h       | tm       | dw       | s       | wr       | spt       | ocy       |
|------------|----------|----------------------|---------|----------|----------|---------|----------|-----------|-----------|
| CNRPark    | Ordinal  | XGB<sub>ocy,spt</sub> | 0.547   | 0.000    | 0.000    | 0.000   | 0.230    | 0.223     |           |
| PUCPR      | Classification | XGB<sub>ocy,spt</sub> | 0.467   | 0.045    | 0.072    | 0.041   | 0.098    | 0.077     | 0.200     |
| UFPR04     | Ordinal  | XGB<sub>ocy,spt</sub> | 0.181   | 0.059    | 0.063    | 0.055   | 0.242    | 0.110     | 0.290     |
| UFPR05     | Ordinal  | RF<sub>ocy</sub>     | 1.000   | 0.000    | 0.000    | 0.000   | 0.000    | 0.000     | 0.000     |

Table 8: Relative importance of the variables in the higher sensitivity scenario

| Dataset    | Approach | Algorithm            | h       | tm       | dw       | s       | wr       | spt       | ocy       |
|------------|----------|----------------------|---------|----------|----------|---------|----------|-----------|-----------|
| CNRPark    | Classification | XGB<sub>ocy,spt</sub> | 0.410   | 0.064    | 0.054    | 0.036   | 0.081    | 0.186     | 0.170     |
| PUCPR      | Classification | XGB<sub>ocy,spt</sub> | 0.284   | 0.031    | 0.038    | 0.027   | 0.077    | 0.132     | 0.410     |
| UFPR04     | Classification | XGB<sub>ocy,spt</sub> | 0.157   | 0.059    | 0.049    | 0.043   | 0.231    | 0.166     | 0.294     |
| UFPR05     | Classification | RF<sub>ocy</sub>     | 1.000   | 0.000    | 0.000    | 0.000   | 0.000    | 0.000     | 0.000     |

shown low relevance having importance values close to zero. This means that no relevant changes concerning how the parking events happen along the week’s days have been observed in our datasets. When analysing the features with spatial properties <i>s</i> indicating the parking slot and the spatial cluster <i>spt</i>, we can observe that the ML models cannot learn individual slot patterns in general. Indeed, the feature <i>s</i>, that discriminates the single parking slot, has shown very low relevance having most of the values close to zero. This means that the models did not find distinguishable patterns over individual slots. These results could be potentially different in the case of parking lots where the parking slots are exclusively assigned to specific drivers. Differently, for the experiments considering the spatial cluster <i>spt</i>, the ML model assigns a relevant weight to this feature. This means that the models were able to learn and use the dynamic of the parking events within the group of slots (i.e. areas of the parking lot) to predict the duration of parking events.

Overall, for all the datasets, the occupancy feature <i>ocy</i> has shown significant importance, having the highest straight for the PUCPR dataset in the higher sensitivity scenario. However, it has to be noted that the occupancy feature <i>ocy</i> is computed from the parking event starting time, therefore, a further study is needed to analyse the correlation between <i>ocy</i> and <i>h</i>. In regression analysis, we use the term <i>multicollinearity</i> to indicate a model including multiple features that are correlated, not to the target variable, but also to each other. The plot in Figure 6 helps us in this analysis. The plot shows, for each dataset, the occupancy status in percentage for four different spatial clusters defined by the algorithm K-means. We can observe that there is no strict correlation between the hour of the day and the occupancy of the parking lot areas. We see that the occupancy increases from beginning of the day, then it drops at lunchtime and then again late in the afternoon. These drops in occupancy over the day clearly show a non-redundant relationship between the <i>h</i> and <i>ocy</i>, evidencing then that their effects on the ML models are actually distinguishable.
6 Discussions

The use of EV batteries as flexible energy storage opens up several research questions on integrating charging vehicles with the electrification of buildings and users’ transport patterns. At the core of these challenges there is the development of smart energy management systems. An energy management system (EMS) monitors, controls, and optimises the distributed resources’ operation to achieve specific operational and economic objectives (e.g., minimise costs). As discussed in Section 3, the proposed energy management system facilitates EVs’ integration as movable V2G assets. Such a system requires implementing a parking occupancy prediction module based on historical data, identifying driver behaviours, and using machine learning algorithms for forecasting the parking time for each parking slot. The analysis of various machine learning algorithms across four different parking datasets to predict parking behaviours allowed us to establish a methodology to develop the energy management system’s parking prediction module. Figure 7 shows the accuracy and the mean average error of the three machine learning approaches tested against the four datasets covering the lower sensitivity categories (3 categories). For this analysis, we use the prediction values of the best models reported in Tables 5 and 6. In such a case, the identification of the best prediction algorithm is not straight-
forward. The compared results highlight each dataset’s limitation, providing an insight into the data quality and consistency of behaviour. The events of the CNR dataset result in the most difficult to predict, especially in the short term parking category. On the opposite, UPFR05 looks more predictable among the four.

Both classification and regression algorithms produce a similar performance for long term parking; however, classification is more accurate on the short term forecasting while regression has an overall lower mean average error in the medium range. The parking prediction module based on classification could provide a better user experience to drivers because accurate identification of short-term parking will force the controller to guarantee a higher energy share to short-term parking events. However, it will reduce the peak shaving capabilities of the parking area. On the other hand, a regression model could facilitate demand response measures because of forecasted parking events shifted towards long parking time.

Figure 8 shows the predictive algorithms’ results on the higher sensitivity categories (6 categories). The results confirm the challenges in forecasting short term parking events for the CNR dataset while it confirms the best prediction performance for the UPFR05 data. In this context, both classification and ordinal approaches are the most accurate for short term parking events (<30 mins), while regression is the most accurate for long term parking events (> 8hr). In the latter case, the ordinal approach is the more accurate for three datasets over four, while predicting UPFR04 shows a high percentage of errors. All the approaches result in low accuracy for categories with a smaller number of events, such as categories 2 (30-60 min) and 3 (1hr-2hr). Such a lower score depends on the limited amount of data available for training. In comparison, high-frequency events are most likely to be correctly predicted, as illustrated in the CNR dataset, category 5 (4-8 hrs) and in UPFR04, UPFR05 and PCUPR for category 1 (<30 min). Overall, the lower sensitivity models are more accurate that to be integrated in an optimisation module for energy management systems. The high sensitivity predictions result suffering from low accuracy and high mean average error that could lead to system malfunctions and uncertainty. Therefore, to integrate the parking prediction module in an energy management system, further improvement of the forecasts are necessary, especially for high sensitivity experiments. Additional data could be used to improve the prediction’s accuracy, such as higher picture resolution that could better identify users by reading the licence plates or identify unique marks (stickers, internal objects or scratches). Additionally, other data sources can be employed to forecast the number of car at an aggregated level and compare it with similar works. The current work aims to provide an overall design of a smart charging energy management system to optimally integrate the distributed energy systems and EVs into the power grid by developing a parking prediction module to estimate the vehicles’ parking time using machine learning algorithms. The proposed system can capture EVs users’ aggregated uncertain behaviour to obtain an optimised solution for both the capital expenditures (CAPEX) and operational expenditures (OPEX) at the network’s planning and operation phases. CAPEX can
be minimised by optimising and distributing distributed energy resources and charging stations for electric vehicles under economic and social constraints. At the same time, optimal power flow solutions considering technical constraints can lead to OPEX minimisation.

7 Conclusions and Future Works

The provision of energy system services plays a critical role for the power system as renewable energy sources are displacing conventional generation, and system demand is soaring due to the electrification of transport and thermal loads. The provision of energy services using demand response programs is an area of great potential for system operators; however, there remain several challenges in proving the effectiveness of such schemes integrated with the transport systems. The growing penetration of EVs with larger battery size challenges the distribution network’s capacity, and it is becoming a threat to the grid’s reliability. Nevertheless, suppose electric vehicles enable V2G operations, and parking premises provide a data harvesting infrastructure to produce accurate parking slot predictions. In that case, such a mobile storage capacity can become an asset to improve grid reliability and resiliency and used to defer capital upgrade.
For higher sensitivity (6 intervals) and for the four datasets analysed, comparison of the accuracy and MAE for the prediction costs.

Future works include the use of anonymised user profiles to reach more accurate predictions based on the single user habits, as well as having more dense and richer datasets to improve the accuracy of the models. Another direction is the proper integration of the prediction module into an Energy Management System as illustrated above in Section 3. Specifically, when a car starts its parking at a parking slot (detected by a camera or by the connection to the charging station) the prediction of the parking duration will feed, together with the energy models and other contextual data, the model predictive controller that will allocated the energy to the charge station in the slots. This will foster new research directions like for example a combined model of parking duration prediction and energy optimization models to solve the power supply-demand balancing problem by aggregating EVs, renewable energy systems, energy storage, and demand response at distribution level. Additionally, the energy management system equipped with the module for the parking prediction can trade the expected energy consumption in the electricity market reducing the overall energy cost.
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