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Abstract. For an operator generating a group on $L^p$ spaces transference results give bounds on the Phillips functional calculus also known as spectral multiplier estimates. In this paper we consider specific group generators which are abstraction of first order differential operators and prove similar spectral multiplier estimates assuming only that the group is bounded on $L^2$ rather than $L^p$. We also prove an R-bounded Hörmander calculus result by assuming an abstract Sobolev embedding property and show that the square of a perturbed Hodge-Dirac operator has such calculus.
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1. Introduction

Let $X$ be a Banach space and $iD$ generate a bounded $C_0$-group $(U(t))_{t \in \mathbb{R}}$ on $X$. For $g \in L^1(\mathbb{R})$ we define

$$\Phi_g(D)x := \int_{-\infty}^{\infty} g(t)U(t)x dt, \ x \in X.$$ 

The map $(g \mapsto \Phi_g(D)) : L^1(\mathbb{R}) \to B(X)$, where $B(X)$ is the set of all bounded operators on $X$ and $\Phi_g$ is obtained using the inverse Fourier-Stieltjes transform, is called the Phillips calculus. It is immediate that the integral exists and

$$||\Phi_g(D)||_{B(X)} \leq ||g||_{L^1(\mathbb{R})} \sup_{t \in \mathbb{R}} ||U(t)||_{B(X)}.$$ 

The idea behind getting a bound on the Phillips calculus of some operators is to achieve such estimates for function classes other than $L^1$. The transference principle introduced by Coifman and Weiss in [9] gives a great functional calculus result for such group generators. They proved that if $g \in L^1(\mathbb{R})$ and $K_g : L^p(\mathbb{R},X) \to L^p(\mathbb{R},X)$ for $p \in [1,\infty)$ is defined as

$$K_g f(t) := \int_{-\infty}^{\infty} g(s)f(t-s)ds, \ f \in L^p(\mathbb{R},X)$$

then,

$$||\Phi_g(D)||_{B(X)} \leq ||K_g||_{B(L^p(\mathbb{R},X))} \sup_{t \in \mathbb{R}} ||U(t)||_{B(X)}^2.$$ 

Inspired by them, Haase later in 2009 (see Theorem 3.2,[15]), where the technique for the proof of this theorem is explained very well in (Section 3,[16]) proved a transference principle where the group can grow exponentially. In this case the functions $g$ need to have holomorphic extensions to a strip of the complex plane. Kriegler in 2012 (Theorem 4.9,
proven a similar result for a group that grows at most polynomially on \( L^p \). In the case of both Coifman-Weiss and Kriegler's results the functions can be compactly supported. In fact, the class of functions they consider is a variation of the Hörmander class and involves functions which are differentiable sufficiently many times and whose derivatives have appropriate decay. Since the class of smooth and compactly supported functions is not contained in \( H^\infty \), therefore to obtain a calculus that works for such functions we need a result similar to Coifman-Weiss or Kriegler's result. Kriegler and Weis (Theorem 1.1, [21]) have given a very general approach in the case of semigroup generators and proved that these operators have Hörmander calculus but their result has a little weakness as their R-boundedness assumption is quite difficult to check.

This paper deals with the case when there is no available \( L^p \) information (which would be required to use transference) on the group and the only information given to us is on \( L^2 \), that is, the group generator is either self-adjoint or similar to a self-adjoint operator. The question then arises: “what extra properties do we need on the group or its generator?” Notice that some of the transference results that we have talked about before transfer to the derivative despite the fact that a general group generator does not have to be a differential operator whatsoever. Thus, it will turn out that our framework is well suited for (Hodge-Dirac) differential operators. The question is how are we going to exploit this structure, given only \( L^2 \) information? We show in this paper that if we know some \( L^p - L^2 \) mapping properties (which look like Sobolev embeddings and are likely to happen when the operator is differential) then we get something which is very reminiscent of Kriegler’s result.

Chen, Ouhabaz, Sikora and Yan in [6] considered second order differential operators acting on \( L^p \) spaces over a doubling measure metric space and exploited certain properties including the finite-speed propagation property to obtain sharp spectral multiplier results. What we have done is similar but slightly more abstract. In fact, our results are in the same spirit, but for slightly more specific operators, as the result in their recent paper [7]. For instance, the Hörmander calculus result that we have obtained in our Theorem 3.3 for the square of the Hodge-Dirac operator \( \Pi_B \) (defined in preliminaries) implies their main result (Theorem 3.1, [7]) for uniformly elliptic operators in divergence form (for example, \( \text{div} A \nabla, A \in L^\infty \)) and generalises it to all of the squares of Dirac operators defined in [5], by Axelsson, Keith and McIntosh. Our result thus complements [7] by giving a different approach and substantially simpler proof. The motivation is the same: to develop techniques that are abstract enough to be applied in a wide range of settings, yet concrete enough to give strong results for differential operators.

It is worth noticing that given a self-adjoint differential operator on \( L^2 \) it is generally difficult to decide whether or not it generates a group on \( L^p \). For instance, the first derivative in \( L^p(\mathbb{R}) \) generates the group of translation but \( i \) times the second derivative generates a group only if \( p = 2 \). See [13] by Frey and Portal for fairly specific examples of groups generated by operators with rough coefficients in \( L^p \). Exponential growth of a group can be obtained by perturbation but polynomial boundedness is quite difficult to establish as can be seen in the paper by Rozendaal and Veraar (Theorem 1.1, [25]). Coifman-Weiss and Kriegler’s transference results thus have assumptions that are difficult to establish while general transference results do not give a large functional calculus. We present an intermediate result suited to differential operators.

In addition to this, we have exploited the case where we take our operator to be a perturbed Hodge-Dirac operator as described in the paper [12] by Frey, McIntosh and Portal. For these operators, we prove a much stronger result which shows that their square has R-bounded Hörmander calculus on \( L^p \) spaces for \( p \) in some interval. This is possible by
combining the results of Frey, McIntosh, Portal [12] with that of Kriegler-Weis (see Theorem 2.3) and Kunstmann (see Theorem 2.2) where an off diagonal assumption gives us the appropriate R-bound.
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2. Preliminaries

This section consists of the notations used in this paper and some definitions and auxiliary results required to prove the main theorems.

2.1. Notations. Henceforth, we fix two positive natural numbers $d$ and $n$ and denote inequalities “up to a constant” between two positive quantities $x, y$ by $x \lesssim y$. By this we mean that there exists a constant $C > 0$, independent of all relevant quantities in the statement, such that $x \leq Cy$. We denote equivalence “up to a constant” by $x \simeq y$ which means that there exist constants $c$ and $c'$ such that $\frac{1}{c}x \leq y \leq c'x$.

The set of all bounded linear operators on $X$ is denoted by $B(X)$ and we write $\mathbb{R}^* = \mathbb{R} \setminus \{0\}$. In this paper we will be taking all our function spaces to be $\mathbb{C}^n$-valued without mentioning the explicit value of $n$ which might change from one theorem to another. In fact, all the results and definitions that we are using, for instance, Lemma 1, Theorem 2.2 and Theorem 2.3 are valid for $\mathbb{C}^n$-valued $L^p$ spaces.

For $p \in (1, \infty)$ and an unbounded operator $D$ on $L^p(\mathbb{R}^d; \mathbb{C}^n)$, we denote by $D_p(D)$, $R_p(D)$, $N_p(D)$ its domain, range and null space, respectively.

We use $p_*$ to denote Sobolev exponents below $p$. That is, for $p \in [1, \infty)$, $p_* = \frac{dp}{d+p}$. Since $2$, denotes one Sobolev exponent below 2 similarly $2_* , 2_{**}$ denotes two Sobolev exponent below 2.

We use the notation $2_{(*)m}$ to denote the $m^{th}$ Sobolev exponent below 2 where $m \in \mathbb{N}$.

2.2. Definitions and some known results. In this subsection we are focusing on some fundamental results and definitions needed in the main body of the paper.

This paper deals with self-adjoint first order differential operators which have a holomorphic functional calculus (also called $H^\infty$-calculus). On $L^p$ the main results concerning this calculus have been developed in [3, 10, 24] and for more information about them one can refer to the lecture notes [1, 23] and book [14].

**Definition 1 (Finite propagation speed).** Let $D$ be a self-adjoint operator on $L^2(\mathbb{R}^d; \mathbb{C}^n)$. Then $e^{itD}$ is said to have finite propagation speed $\kappa_D \leq \kappa$ if

$$\text{supp}(e^{itD}u) \subset K_{\kappa|t|} := \{ x \in \mathbb{R}^d ; \text{dist}(x, K) \leq \kappa|t| \} \quad \forall t \in \mathbb{R}$$
Lemma 1

Lemma 2

(Lemma 2.9,\[\text{which is of great importance in proving Theorem}\]

Meyer, and Stein in \[\text{H}\]
cubes with \[\text{supp}(u) \subseteq \text{F}\]

or other \[\text{L}^{p}(\text{R}^{d};\text{C}^{n})\]\n
with support in \[\text{F}\] we have

\[\|T_{E}(u)\|_{\text{L}^{2}(E)} \leq C_{M}|t|^{-d\left(\frac{1}{p} - \frac{1}{2}\right)}\left(1 + \frac{d(E,F)}{t}\right)^{-M}\|u\|_{\text{L}^{p}(F)}\]

where \(d(E,F) = \inf\{|x-y| : x, y \in F\}\).

Lemma 1 (Lemma 4.3, [2]). Let \(p \in [1, 2]\) and \(T\) be a linear operator which satisfies \(L^{p} - L^{2}\) off-diagonal estimates in the form \(\|T_{E}(u)\|_{\text{L}^{2}(E)} \leq g(d(E,F))\cdot \|u\|_{\text{L}^{p}(F)}\) where \(E, F\) are closed cubes with \(\text{supp}(u) \subseteq F\) and \(g\) is some function such that \(s^{d\left(\frac{1}{p} - \frac{1}{2}\right)}\sum_{k \in \mathbb{Z}^{d}} g(\text{sup}|k| - 1, 0)s\) is finite for any \(s > 0\). Then \(T\) is a bounded operator on \(\text{L}^{p}(\text{R}^{d})\).

We shall now recall the following definition and result of operators acting on tent spaces which is of great importance in proving Theorem 3.2.

Definition 3 (Tent spaces). The tent space \(T^{p,2}(\text{R}_{+}^{d+1};\text{C}^{n})\), first introduced by Coifman, Meyer, and Stein in [8], is defined as the completion of \(C^{\infty}_{c}(\text{R}_{+}^{d+1};\text{C}^{n})\) with respect to the following norm for \(p \in [1, \infty)\)

\[\|F\|_{T^{p,2}} = \left(\int_{\text{R}^{d}} \int_{0}^{\infty} \int_{B(x,t)} |F(t,y)|^{2} \frac{dydt}{t^{d+1}} dx\right)^{\frac{1}{2}},\]

where \(B(x,t)\) denote balls in \(\text{R}_{+}^{d+1}\) with center at \(x\) and radius \(t\).

Lemma 2 (Lemma 2.9, [12]). Let \(p \in (1, \infty)\) and let \(\{U_{t}\}_{t>0}\) be a family of operators on \(L^{2}(\text{R}^{d};\text{C}^{n})\) with \(L^{2} - L^{2}\) off-diagonal bounds of order \(M > \frac{d}{\min\{p, 2\}}\). Then there exists \(C > 0\) such that for all \(F \in T^{p,2}(\text{R}_{+}^{d+1};\text{C}^{n})\)

\[\|(t,x) \mapsto U_{t}F(t,.)|_{T^{p,2}} \leq C\|F\|_{T^{p,2}}.\]

Definition 4. Let \(0 \leq \theta < \mu < \frac{\pi}{2}\). Define closed and open sectors and double sectors in the complex plane by

\[
\Sigma_{\theta}^{\pm} := \{z \in \mathbb{C} : |\arg z| \leq \theta\} \cup \{0\}, \Sigma_{\theta}^{-} := -\Sigma_{\theta}^{+},
\]

\[
\Sigma_{\mu}^{0,\pm} := \{z \in \mathbb{C} : z \neq 0, |\arg z| < \mu\}, \Sigma_{\mu}^{0,0} := -\Sigma_{\mu}^{0,0},
\]

\[
\Sigma_{\theta} := \Sigma_{\theta}^{+} \cup \Sigma_{\theta}^{-}, \Sigma_{\mu}^{0} := \Sigma_{\mu}^{0,0} \cup \Sigma_{\mu}^{0,0}.
\]

Denote by \(H(\Sigma_{\mu}^{0})\) the space of all holomorphic functions on \(\Sigma_{\mu}^{0}\). Let further

\[\Psi_{a}^{b}(\Sigma_{\mu}^{0}) := \{\psi \in H(\Sigma_{\mu}^{0}) : \exists C > 0 : |\psi(z)| \leq C|z|^{a}(1 + |z|^{b-1})^{-1} \forall z \in \Sigma_{\mu}^{0}\}\]

for every \(a, b > 0\), and set \(\Psi(\Sigma_{\mu}^{0}) := \bigcup_{a,b>0} \Psi_{a}^{b}(\Sigma_{\mu}^{0})\). We say that \(\psi \in \Psi(\Sigma_{\mu}^{0})\) is non-degenerate if neither of the restrictions \(\psi|_{\Sigma_{\mu}^{0}}\) vanishes identically.

Recall now the main definition and results related to Hardy spaces associated with bisectorial operators and refer to [4, 11, 18] and the references therein for detailed description.
Definition 5 (Hardy spaces associated with bisectorial operators). Let $0 \leq \theta < \mu < \frac{\pi}{2}$ and $D$ be a $\theta$- bisectorial operator on $L^2(\mathbb{R}^d, \mathbb{C}^n)$ such that $\{(I + itD)^{-1}; t \in \mathbb{R} \setminus \{0\}\}$ has $L^2 - L^2$ off diagonal bounds of order $M > \frac{d}{2}$. Suppose that $D$ has a bounded $H^\infty$ functional calculus of angle $\omega \in (\theta, \mu)$ on $L^2$. Then for $p \in [1, \infty)$ and non-degenerate $\psi \in \Psi(\Sigma^0_\mu)$, the Hardy space $H^p_{D, \psi}(\mathbb{R}^d, \mathbb{C}^n)$ associated with $D$ and $\psi$ is defined as the completion of the space
\[ \{ u \in \mathcal{R}_2(D); Q_\psi u \in TP, 2(\mathbb{R}^{d+1}, \mathbb{C}^n) \}\]
with respect to the norm
\[ ||u||_{H^p_{D, \psi}} := ||Q_\psi u||_{TP, 2} \]
where $Q_\psi u(x, t) := \psi(tD)u(x)$, for $u \in L^2(\mathbb{R}^d, \mathbb{C}^n)$ and $t > 0$.

Theorem 2.1 (Theorem 7.10, [18]). Recall that $D$ is bisectorial here. Let $\epsilon > 0$. Let $p \in (1, 2]$ and $\phi, \psi \in \Psi^{\frac{\mu}{2} + \epsilon}(\Sigma^0_\mu)$, or $p \in [2, \infty)$ and $\phi, \psi \in \Psi^\epsilon(\Sigma^0_\mu)$, where $\mu > \theta$ and both $\phi$ and $\psi$ are non-degenerate. Then,
\begin{enumerate}
  \item $H^p_{D, \phi}(\mathbb{R}^d, \mathbb{C}^n) = H^p_{D, \psi}(\mathbb{R}^d, \mathbb{C}^n) =: H^p_D(\mathbb{R}^d, \mathbb{C}^n)$;
  \item For all $u \in \Psi(\Sigma^0_\mu)$ and all $u \in H^p_D(\mathbb{R}^d, \mathbb{C}^n)$, we have
    \[ ||(t, x) \mapsto \psi(tD)f(D)u(x)||_{TP, 2} \lesssim ||f||_{\infty} ||u||_{H^p_D}. \]
\end{enumerate}
In particular, $D$ has a bounded $H^\infty$ functional calculus on $H^p_D(\mathbb{R}^d, \mathbb{C}^n)$.

Definition 6 (R-boundedness). Let $\mathcal{T}$ be a subset of $B(X, Y)$ where $X$ and $Y$ are Banach spaces. We say that $\mathcal{T}$ is $R$-bounded if there exists a $C < \infty$ such that
\[ E \left| \sum_{k=1}^n \epsilon_k T_k x_k \right| \leq CE \left| \sum_{k=1}^n \epsilon_k x_k \right| \]
for any $n \in \mathbb{N}$, $T_1, T_2, ..., T_n \in \mathcal{T}$ and $x_1, x_2, ..., x_n \in X$. The smallest admissible constant is denoted by $\mathcal{B}(\mathcal{T})$. The Rademacher sequence $(\epsilon_k)_k$ is i.i.d., and satisfies $P(\epsilon_k = 1) = P(\epsilon_k = -1) = \frac{1}{2}$.

Definition 7 ($R_s$-boundedness). Let $s \in [1, \infty]$. A subset $\mathcal{T}$ of bounded (sub)linear operators on $L^p(\Omega)$ is called $R_s$-bounded in $L^p(\Omega)$ if there exists a constant $C > 0$ such that for all finite families $(T_k)$ in $\mathcal{T}$ and $(f_k)$ in $L^p(\Omega)$, we have
\[ \left| \left| \left( \left| \sum_k [T_k f_k]^s \right| \right|_p \right| \leq C \left| \left| \left( \left| \sum_k |f_k|^s \right| \right|_p \right|, \text{ if } 1 \leq s < \infty \right. \]
\[ \left. \left| \sup_k |T_k f_k| \right|_p \leq C \left| \sup_k |f_k| \right|_p, \text{ if } s = \infty. \right] \]
The infimum of all such $C$ is denoted by $\mathcal{R}_s(\mathcal{T}; L^p)$.

Note: For $s = 2$, $R_s$-boundedness is $R$-boundedness.

Theorem 2.2 (Theorem 2.2, [22]). Let $(\Omega, N, | \cdot |)$ be a space of homogeneous type such that $B(x, \lambda \rho) \leq c_0 \lambda^\beta |B(x, \rho)|$, $\rho > 0$, $\lambda \geq 1$, $x \in \Omega$. Let $1 \leq p \leq q \leq \infty$, and assume that $(S(t))_{t \in \tau}$ is a family of linear operators on $L^p \cap L^q$ such that
\[ \left| \left| 1_{B(x, \rho(t))} S(t) 1_{A(x, \rho(t), k)} \right|_{L^p \rightarrow L^q} \leq |B(x, \rho(t))|^{-\left(\frac{1}{2} - \frac{1}{p}\right)} h(k), \quad t \in \tau, x \in \Omega, k \in \mathbb{N}_0, \]
where $\rho: \tau \rightarrow (0, \infty)$ is a function and the sequence $(h(k))_{k \in \mathbb{N}_0}$ satisfies $h(k) \leq c_0 (k+1)^{-\delta}$ for some $\delta > \frac{d}{p} + \frac{1}{p}$. Then we have
\[ \| S(t) : t \in \tau \| \text{ is } R_s - \text{ bounded in } L^r(\Omega) \]
for all \((r, s) \in (p, q) \times [p, q] \cup \{(p, p), (q, q)\}.

We shall now briefly introduce the Hörmander functional calculus and the result on it given by Kriegler and Weis in [21].

The classical spectral multiplier theorem of Mikhlin- Hörmander shows that if \(f\) is a bounded function defined on \((0, \infty)\) and \(u(f) = f(\Delta)\) is an operator on \(L^p(\mathbb{R}^d)\) defined as
\[
\mathcal{F}[u(f)g](\xi) = f(|\xi|^2)\mathcal{F}[g](\xi),
\]
then \(u(f)\) is bounded on \(L^p(\mathbb{R}^d)\) for \(p \in (1, \infty)\) provided \(f\) satisfies
\[
\sup_{R > 0} \int_{R/2}^{2R} \left| t^k \left( \frac{d}{dt} \right)^{(k)} f(t) \right| \frac{2dt}{t} < \infty \quad (k = 0, \ldots, \alpha, \alpha = [d/2]).
\]

Let us denote by \(\mathcal{H}_\alpha\) the “Hörmander class” of all functions \(f\) satisfying (2.1). Then by the above Fourier multiplier theorem
\[
f \in \mathcal{H}_\alpha \implies f(-\Delta) \in B(L^p(\mathbb{R}^d)).
\]

Let \(\alpha > \frac{1}{2}\). We can also define the \(\mathcal{H}_\alpha^\prime\) class as
\[
\mathcal{H}_\alpha^\prime = \{ f \in L^2_{loc}(\mathbb{R}^d) : ||f||_{\mathcal{H}_\alpha^\prime} = \sup_{t > 0} ||\phi f(t)\||_{W^2_\alpha(R)} < \infty \},
\]
where \(\phi\) is a non-zero \(C^\infty_c(0, \infty)\) function (different choices resulting in equivalent norms) and \(W^2_\alpha(R)\) stands for the usual Sobolev space. We say that an operator \(D\) defined on a Banach space \(X\) has a Hörmander calculus if for some \(\theta \in (0, \pi)\) and any \(f \in H^\infty(\Sigma_\theta)\)
\[
||f(D)||_{\mathcal{H}(X)} \lesssim ||f||_{\mathcal{H}_\alpha^\prime}.
\]

**Theorem 2.3** (Theorem 1.1, [21]). Let \(A\) be a 0-sectorial operator on a space \(L^p(U), 1 < p < \infty\), where \(U\) is an open subset of \(\mathbb{R}^d\). Suppose further that \(A\) has a bounded \(H^\infty(\Sigma_\theta)\) calculus for some \(\theta \in (0, \frac{\pi}{2})\). Then \(R\)-boundedness of the set
\[
(S)_\alpha := \left\{ \left( \frac{\pi}{2} - |\theta| \right)^\alpha e^{\frac{\pi}{2} - t\theta} A : t > 0, \theta \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right) \right\}
\]
implies that \(A\) has an \(R\)-bounded \(\mathcal{H}_\alpha^\prime\) calculus for \(\gamma > \alpha + \frac{1}{2}\), that is, the set
\[
\left\{ f(A) : ||f||_{\mathcal{H}_\alpha^\prime} \leq 1 \right\}
\]
is \(R\)-bounded.

As a specific case of a first order differential operator we have considered perturbed Hodge-Dirac operators of the form \(\Pi_B = \Gamma + \Gamma_B = \Gamma + B_1\Gamma^* B_2\), where \(\Pi = \Gamma + \Gamma^*\) is a Hodge-Dirac operator. One simple example of it is given by taking a \(2 \times 2\) matrix \(\Pi = \begin{pmatrix} 0 & -\text{div} \\ \nabla & 0 \end{pmatrix}\) defined on \(L^2(\mathbb{R}^d; \mathbb{C}) \oplus L^2(\mathbb{R}^d; \mathbb{C}^n)\) where, \(\Gamma = \begin{pmatrix} 0 & -\text{div} \\ \nabla & 0 \end{pmatrix}\) and \(\Gamma^* = \begin{pmatrix} 0 & 0 \\ \nabla & 0 \end{pmatrix}\). The type of \(\Pi_B\) we need on \(L^2(\mathbb{R}^d; \mathbb{C}^n)\) is defined and explained below. We refer to the papers [5, 17, 12] for more details on this operator. See Corollary 3.2.1 and Corollary 3.3.1 for results on it.

**Definition 8 (Perturbed Hodge-Dirac operators).** A perturbed Hodge-Dirac operator defined on \(L^2(\mathbb{R}^d; \mathbb{C}^n)\) is an operator of the form
\[
\Pi_B := \Gamma + \Gamma_B^* := \Gamma + B_1\Gamma^* B_2,
\]
where \(\Pi = \Gamma + \Gamma^*\) is a Hodge-Dirac operator with constant coefficients, and \(B_1, B_2\) are multiplication operators by \(L^\infty(\mathbb{R}^d, B(\mathbb{C}^n))\) functions which satisfy
\[
\Gamma^* B_2 B_1 \Gamma^* = 0, \text{ in the sense that } \mathcal{R}_2(B_2 B_1 \Gamma^*) \subset \mathcal{N}_2(\Gamma^*);
\]
\[
\Gamma B_1 B_2 \Gamma = 0, \text{ in the sense that } \mathcal{R}_2(B_1 B_2 \Gamma) \subset \mathcal{N}_2(\Gamma);
\]
for some $\kappa_1, \kappa_2 > 0$.

Such operators satisfy the following invertibility properties, where $\frac{1}{p} + \frac{1}{p'} = 1$

$$(\Pi_B(p)) \quad ||u||_p \leq C_p ||B_1 u||_p \forall u \in \overline{R}_p(\Gamma) \quad \text{and} \quad ||v||_{p'} \leq C_{p'} ||B^*_1 v||_{p'} \forall v \in \overline{R}_{p'}(\Gamma)$$

when $p = 2$. A perturbed Hodge-Dirac operator $\Pi_B$ Hodge decomposes $L^p(\mathbb{R}^d; \mathbb{C}^n)$ for some $p \in (1, \infty)$, if $(\Pi_B(p))$ holds and there is a splitting into complemented subspaces

$$L^p(\mathbb{R}^d; \mathbb{C}^n) = N_p(\Pi_B) \oplus \overline{R}_p(\Pi_B) = N_p(\Pi_B) \oplus \overline{R}_p(\Gamma) \oplus \overline{R}_{p}(\Gamma^*)$$

It is proved in [Proposition 2.2,[5]] for $p = 2$. Here we consider the open interval $(p_H, p^H)$, where $1 \leq p_H < 2 < p^H \leq \infty$ (see Proposition 2.17,[12]) on which $\Pi_B$ Hodge decomposes $L^p$. Such $p_H < 2 < p^H$ always exist.

One of the important and very useful results that Frey, McIntosh and Portal have obtained in [12] is that the Hardy space $H^p_{\Pi_B}$ associated with the perturbed Hodge-Dirac operator $\Pi_B$ coincides with the $L^p$ closure of the $R_p(\Pi_B)$ whenever $p \in (p_H, p^H)$.

3. Main Results

The following lemma is very useful in proving our first theorem. It can be seen that the idea to have an assumption on the resolvent operator, to be bounded from $L^{p^*} - L^p$, in this lemma comes from [Lemma 7.1, [12]] for the operator $\Pi_B$.

**Lemma 3.** Let $D$ be a self-adjoint operator on $L^2(\mathbb{R}^d; \mathbb{C}^n)$ and suppose that $(1 + D^2)^{-1/2} \in B(L^{p^*}, L^p)$ for all $p \in (1, 2]$. Let $k = d\left(\frac{1}{p} - \frac{1}{2}\right)$, then $(1 + D^2)^{-k/2} \in B(L^p, L^2)$.

**Proof.** Let $T = I + D^2$. By hypothesis we have $||T^{-\frac{1}{(1+i\alpha)}}||_{B(L^2, L^2)} < \infty$ and $||T^{-\frac{1}{2q}}||_{B(L^2, L^2)} < \infty$. Thus, by applying Stein’s Interpolation Theorem (Theorem 1, [20]) we obtain that $||T^{-k/2}||_{B(L^q, L^2)} < \infty$ for $k = d\left(\frac{1}{p} - \frac{1}{2}\right)$ where $q \in [2, 2]$. Now notice that $||T^{-\frac{1}{2q}}||_{B(L^2, L^2)} < \infty$ and $||T^{-k/2}||_{B(L^2, L^2)} < \infty$ for all $s \in \mathbb{R}$. Again applying Stein’s interpolation theorem we obtain $||T^{-k/2}||_{B(L^r, L^{r'})} < \infty$ where $k' = d\left(\frac{1}{p} - \frac{1}{2}\right)$ for $r \in [2, 2]$. Replacing $k'$ by $k/2$ we obtain that $||T^{-k/2}||_{B(L^r, L^{r'})} < \infty$ for $k = d\left(\frac{1}{p} - \frac{1}{2}\right)$. By induction, we obtain that for any $p \in [2, 2]$ there exists a $q > p$ such that $q_* = p$ and there exists an $m \in \mathbb{N}$ such that $2^{(s)m+1} < q_* \leq 2^{(s)m}$. Hence, by the above argument for $k = d\left(\frac{1}{p} - \frac{1}{2}\right)$ we have $||T^{-k/2}||_{B(L^r, L^{r'})} < \infty$. □

**Theorem 3.1.** Let $D$ be a self-adjoint operator on $L^2(\mathbb{R}^d; \mathbb{C}^n)$ and let the $C_0$-group $(e^{i\xi D})_{\xi \in \mathbb{R}}$ generated by $iD$ have finite speed of propagation. Suppose also that for all $q \in (1, 2]$, $(I + D^2)^{-1/2} \in B(L^{p^*}, L^q)$, such that $q_* > 1$. Let $p \in (1, \infty)$, then for all $a \in C_c^\infty(\mathbb{R})$, $\beta = d\left(\frac{1}{p} - \frac{1}{2}\right) + 1$ and for any positive integer $M > 1 + d\left(\frac{1}{p} - \frac{1}{2}\right)$ where $\frac{1}{p} + \frac{1}{p^*} = 1$ we have,

\[
||a(D)||_{B(L^p)} \lesssim \sum_{j=0}^M \left| \mathcal{F}\left\{(1 + |\cdot|^2)^{\beta/2}\left(\frac{d}{d(\cdot)}\right)^{(j)} a(\cdot)\right\}\right|_\infty.
\]
Proof. Let \( q \in (1, 2) \). To prove the \( L^p \) boundedness (for all \( p \in (1, \infty) \)) of the operator \( a(D) \) for all \( a \in C_c^\infty(\mathbb{R}) \) we shall start with the operator \( b(D)(I + D^2)^{-\frac{k}{2}} \) for \( b \in C_c^\infty(\mathbb{R}) \), where \( k = d\left(\frac{1}{q} - \frac{1}{2}\right) \).

Now for \( u \in L^q(\mathbb{R}^d) \), consider \( \|b(D)(I + D^2)^{-\frac{k}{2}}u\|_2 \)

\[
\leq \left\| \int_{\mathbb{R}} \hat{b}(\xi) \exp(i\xi D)(I + D^2)^{-\frac{k}{2}}u d\xi \right\|_2 \quad \text{(by Phillips calculus)}
\]

\[
\leq \int_{\mathbb{R}} \|\hat{b}(\xi)\| \|\exp(i\xi D)(I + D^2)^{-\frac{k}{2}}u\|_2 d\xi.
\]

\[
\leq \int_{\mathbb{R}} \|\hat{b}(\xi)\| \|\exp(i\xi D)(I + D^2)^{-\frac{k}{2}}u\|_2 d\xi \quad \text{(by uniform boundedness of } \exp(i\xi D) \text{ on } L^2 \text{)}
\]

\[
\lesssim \|u\|_q \|\hat{b}\|_{L^1} \quad \text{(by Lemma 3)}
\]

\[
\lesssim \|u\|_q \|1 + |\cdot|^2\hat{b}\|_\infty.
\]

\[
\lesssim \|u\|_q \sum_{j=0}^{2} \left\| \mathcal{F} \left\{ \left( \frac{d}{d(|\cdot|^j)} \right)^{(j)} \hat{b} \right\} \right\|_\infty
\]

\[
\lesssim \|u\|_q \sum_{j=0}^{2} \left\| \mathcal{F} \left\{ \left( \frac{d}{d(|\cdot|^j)} \right)^{(j)} \hat{b} \right\} \right\|_\infty \quad \text{(where } \hat{b}(x) = b(x)(1 + x^2)^{1/2}).
\]

The reason behind writing in terms of \( \hat{b}(x) \) can be seen later. We shall now see that the operator \( b(D)(I + D^2)^{-\frac{k}{2}} \) is \( L^2 - L^2 \) off diagonal bounded for any \( k > 0 \), in particular for \( k \) as above.

Let \( E \) and \( F \) be two Borel subsets of \( \mathbb{R}^d \) and \( u \in L^2(\mathbb{R}^d) \). Consider

\[
\|1_E b(D)(I + D^2)^{-\frac{k}{2}}1_F u\|_2 = \|1_E b_k(D)1_F u\|_2
\]

where \( b_k(D) = b(D)(I + D^2)^{-\frac{k}{2}} \). We will now obtain the bound using the Phillips calculus. Since the group generated by \( iD \) has finite speed of propagation, therefore for arbitrary Borel set \( E, F \subseteq \mathbb{R}^d \) there exists \( c > 0 \) (independent of \( E, F \) and \( \xi \)) such that

\[
1_E \exp(i\xi D)1_F = 0, \quad \text{if } \frac{d(E, F)}{|\xi|} \geq c.
\]

For any closed cubes \( E, F \subseteq \mathbb{R}^d \), and \( u \in L^2(\mathbb{R}^d; \mathbb{C}^n) \) such that \( u \) is supported in \( F \) consider \( \|1_E b_k(D)1_F u\|_2 \)

\[
\leq \left\| \int_{\mathbb{R}} \hat{b}_k(\xi)1_E \exp(i\xi D)1_F u d\xi \right\|_2
\]

\[
\lesssim \int_{-\infty}^{c} \|\hat{b}_k(\xi)\| d\xi \|1_F u\|_2 + \int_{c}^{\infty} \|\hat{b}_k(\xi)\| d\xi \|1_F u\|_2
\]

\[
\lesssim \int_{d(E, F)}^{\infty} (1 + c|\xi|)^M \|\hat{b}_k(\xi)\| d\xi \|1_F u\|_2, \quad \text{for all } M > 1
\]

\[
\lesssim \|1 + c|\cdot|^M \hat{b}_k\|_{\infty} \int_{d(E, F)}^{\infty} (1 + c|\xi|)^M d\xi \|1_F u\|_2
\]

\[
\lesssim \|1 + c|\cdot|^M \hat{b}_k\|_{\infty} (1 + d(E, F))^{-M+1} \|1_F u\|_2
\]
\[
\lesssim \sum_{j=0}^{M} \left\| \mathcal{F} \left\{ \left( \frac{d}{d(\cdot)} \right)^{(j)} b_k(\cdot) \right\} \right\|_{\infty} (1 + d(E, F))^{-M+1} \|1_F u\|_2
\]
\[
\lesssim \sum_{j=0}^{M} \left\| \mathcal{F} \left\{ \left( \frac{d}{d(\cdot)} \right)^{(j)} \tilde{b}(\cdot) (1 + (\cdot)^2)^{-\left(\frac{k+1}{2}\right)} \right\} \right\|_{\infty} (1 + d(E, F))^{-M+1} \|1_F u\|_2,
\]
\[
\lesssim \sum_{j=0}^{M} \left\| \mathcal{F} \left\{ \left( \frac{d}{d(\cdot)} \right)^{(j)} \tilde{b}(\cdot) \left( \sum_{l=0}^{M-j} \left( \frac{d}{d(\cdot)} \right)^{(l)} (1 + (\cdot)^2)^{-\left(\frac{k+1}{2}\right)} \right) \right\} \right\|_{\infty} (1 + d(E, F))^{-M+1} \|1_F u\|_2
\]

Thus,
\[
\left\| 1_E b(D) (l + D^2)^{-\frac{1}{2}} 1_F u \right\|_2 \lesssim \sum_{j=0}^{M} \left\| \mathcal{F} \left\{ \left( \frac{d}{d(\cdot)} \right)^{(j)} \tilde{b}(\cdot) \right\} \right\|_{\infty} (1 + d(E, F))^{-M+1} \|1_F u\|_2, \forall M > 1
\]

where, by simple computation, for all \(0 \leq l \leq M\) we have
\[
\left\| \mathcal{F} \left\{ \left( \frac{d}{d(\cdot)} \right)^{(l)} g_k \right\} \right\|_{L^1} = \left\| (1 + |\cdot|)^{-1} (1 + |\cdot|) \mathcal{F} \left\{ \left( \frac{d}{d(\cdot)} \right)^{(l)} g_k \right\} \right\|_{L^1} \leq \left\| (1 + |\cdot|)^{-1} \right\|_2 \left\| (1 + |\cdot|) \mathcal{F} \left\{ \left( \frac{d}{d(\cdot)} \right)^{(l)} g_k \right\} \right\|_2 \lesssim \left\| \left( \frac{d}{d(\cdot)} \right)^{(l)} g_k \right\|_2 + \left\| \left( \frac{d}{d(\cdot)} \right)^{(l+1)} g_k \right\|_2 < \infty.
\]

By applying Riesz-Thorin Interpolation theorem (Theorem 2.1, [27]) on the operator \(b(D)(l + D^2)^{-\frac{1}{2}}\), we obtain the following off-diagonal bound from \(L^p\) to \(L^2\)
\[
\left\| 1_E b(D) (l + D^2)^{-\frac{1}{2}} 1_F u \right\|_2 \lesssim \sum_{j=0}^{M} \left\| \mathcal{F} \left\{ \left( \frac{d}{d(\cdot)} \right)^{(j)} \tilde{b}(\cdot) \right\} \right\|_{\infty} (1 + d(E, F))^{-(M-1)\alpha} \|1_F u\|_p
\]

for \(p \in [q, 2]\) and all \(M > 1 + \frac{d}{\alpha}\), where \(\alpha\) satisfies \(\frac{1}{p} = \frac{1-\alpha}{q} + \frac{\alpha}{2}\) or \(\alpha = (\frac{1}{q} - \frac{\alpha}{2})^{-1}(\frac{1}{q} - \frac{\alpha}{2})\). Since \(q \in (1, 2)\) is any arbitrary number so in the limiting case when \(q\) approaches 1, we can say that the operator \(b(D)(l + D^2)^{-\frac{1}{2}}\) has \(L^p - L^2\) off-diagonal bound of order \(> 1\) if \(M > 1 + d \cdot \frac{p'}{p}\) for \(p \in (1, 2)\) where \(\frac{1}{p'} + \frac{1}{p} = 1\).

Let \(a(x) = b(x)(1 + x^2)^{-\frac{1}{2}}\) then
\[
\left\| 1_E a(D) 1_F u \right\|_2 = \sum_{j=0}^{M} \left\| \mathcal{F} \left\{ \left( \frac{d}{d(\cdot)} \right)^{(j)} \left[ a(\cdot)(1 + (\cdot)^2)^{-\left(\frac{k+1}{2}\right)} \right] \right\} \right\|_{\infty} (1 + d(E, F))^{-(M-1)\alpha} \|1_F u\|_p
\]
\[ \lesssim \sum_{j=0}^{M} \sum_{l=0}^{M-j} \left\| \mathcal{F} \left\{ (1 + |\cdot|^2)^{(k+1)} \left( \frac{d}{d(\cdot)} \right)^{(j)} a(\cdot) \left[ \frac{P_l(\cdot)}{(1 + |\cdot|^2)^l} \right] \right\} \right\|_{\infty} \]

\((1 + d(E, F))^{-(M-1)\alpha}||_F u||_p\) (where \(P_l(x)\) is a polynomial of degree < 2l, and is obtained by taking \(l\)th derivative of \((1 + x^2)^{\frac{k+1}{2}}\)

\[ \lesssim \sum_{j=0}^{M} \sum_{l=0}^{M-j} \left\| \mathcal{F} \left\{ (1 + |\cdot|^2)^{\frac{k+1}{2}} \left( \frac{d}{d(\cdot)} \right)^{(j)} a(\cdot) \right\} \right\|_{\infty} \left\| \mathcal{F} \left\{ \frac{P_l(\cdot)}{(1 + |\cdot|^2)^l} \right\} \right\|_{L^1} \]

\((1 + d(E, F))^{-(M-1)\alpha}||_F u||_p\)

\[ \lesssim \sum_{j=0}^{M} \left\| \mathcal{F} \left\{ (1 + |\cdot|^2)^{\frac{k+1}{2}} \left( \frac{d}{d(\cdot)} \right)^{(j)} a(\cdot) \right\} \right\|_{\infty} \left(1 + d(E, F)\right)^{-(M-1)\alpha}||_F u||_p \]

where \(\beta = k + 1 = d\frac{1}{2} - \frac{1}{2}\) + 1. The \(L^1\) norm in the second last inequality is finite and can be computed in the same way as done for the functions \(g_x\). Thus, applying Lemma 1 we obtain that for all \(p \in (1, 2]\)

\[ ||a(D)||_{B(L^p)} \lesssim \sum_{j=0}^{M} \left\| \mathcal{F} \left\{ (1 + |\cdot|^2)^{\frac{k+1}{2}} \left( \frac{d}{d(\cdot)} \right)^{(j)} a(\cdot) \right\} \right\|_{\infty}. \]

The result for \(p \in [2, \infty)\) follows by duality. \(\square\)

It can be seen from the following remark that we could obtain similar functional calculus through a simple argument if we knew that the group we have is polynomially bounded.

**Remark 1.** Let \(X\) be an arbitrary Banach space and \(D\) is an operator acting on \(X\). If the group generated by \(iD\) is polynomially bounded, say by a polynomial of order \(M > 0\), then a bound on the Phillips calculus of the operator \(D\) is given by

\[ ||a(D)||_{B(X)} = \left\| \int_{\mathbb{R}} \hat{a}(\xi) \exp(i\xi D) d\xi \right\| \]

\[ = \left\| \int_{\mathbb{R}} (1 + |\xi|)^M \hat{a}(\xi) \frac{\exp(i\xi D)}{(1 + |\xi|)^M} d\xi \right\| \]

\[ \lesssim ||(1 + |\cdot|^M \hat{a}||_{L^1} \left\| \xi \mapsto \frac{\exp(i\xi D)}{(1 + |\xi|)^M} \right\|_{L^\infty(B(X))} \]

\[ \lesssim \sum_{j=0}^{M+2} \left\| \mathcal{F} \left\{ \left( \frac{d}{d(\cdot)} \right)^{(j)} a(\cdot) \right\} \right\|_{\infty} \]

On \(H^p\) instead of \(L^p\), we now obtain a better bound without Sobolev embedding assumption.
Theorem 3.2. Let \( 1 < p < \infty \) and let \( D \) be a self-adjoint operator on \( L^2(\mathbb{R}^d, \mathbb{C}^n) \). Suppose also that \((e^{tD})_{t \in \mathbb{R}}\) has finite speed of propagation. Then for all \( a \in C_c^\infty(\mathbb{R}) \) and \( M > \frac{d}{\min(p,2)} \)

\[
\|a(D)\|_{L(H^p)} \lesssim \sum_{j=0}^{M+1} \left\| \eta \mapsto |\eta|^j \left( \frac{d}{d\eta} \right)^{(j)} a(\eta) \right\|_{\infty}.
\]

Proof. Let \( u \in L^2(\mathbb{R}^d, \mathbb{C}^n) \). Fix \( M = d \) and for \( p \in (1, \infty) \) let \( \psi \in \Psi_{d+1}^d(\Sigma_\mu^0) \) where \( \mu \in (0, \pi/2) \). Consider \( \|a(D)u\|_{H^p} \)

\[
\|a(D)u\|_{H^p} = \|Q_\psi(a(D)u)\|_{T^{p,2}} \quad \text{(by definition [5])}
\]

\[
\|Q_\psi(a(D)u)\|_{T^{p,2}} = \|((x, t) \mapsto \psi(tD)a(D)u(x))\|_{T^{p,2}}
\]

\[
\lesssim \|((x, t) \mapsto a(D)\psi(tD)\psi(tD)u(x))\|_{T^{p,2}}
\]

\[
\lesssim C(a)\|((x, t) \mapsto \psi(tD)u(x))\|_{T^{p,2}}
\]

where \( C(a) \) (to be determined) is a constant that depends on \( a \) and the inequality (3.4) holds by Lemma 2. For inequality (3.3), we see by Theorem 2.1 and its proof (Theorem 7.10, [18]) that we can replace \( \psi \) by \( \psi^2 \) as they belong to the same class. To obtain the constant \( C(a) \) we shall see that the operator \((a\psi_\xi(D))\) has \( L^2 - L^2 \) off diagonal bound of order \( M > \frac{d}{\min(p,2)} \) where \( \psi_\xi(D) = \psi(tD) \). Since \((e^{tD})_{t \in \mathbb{R}}\) has finite propagation speed therefore for arbitrary Borel sets \( E, F \subseteq \mathbb{R}^d \) there exists a \( c > 0 \) such that \( 1_E \exp(i\xi D)1_F = 0 \), if \( \frac{dE,F}{\xi} \geq c \). Let \( E \) and \( F \) be two Borel subsets of \( \mathbb{R}^d \) and \( M = d \). Consider \( \|1_E(a\psi_\xi(D)1_F)u\|_2 \)

\[
= \left\| \int \hat{a\psi_\xi}(\xi)1_E \exp(i\xi D)1_F u d\xi \right\|_2 \quad \text{(by Phillips calculus)}
\]

\[
\lesssim \left\| \hat{\xi} \mapsto (c\xi)^{M+1} \hat{a\psi_\xi}(\xi) \| \int_0^\infty \frac{d\xi}{(c\xi)^{M+1}} \|1_F u\|_2.
\]

Now consider \( \|x \mapsto (c\xi)^{M+1} \hat{a\psi_\xi}(\xi)\|_\infty \)

\[
\lesssim \left\| \eta \mapsto \frac{d^{M+1}}{d\eta^{M+1}} \hat{a\psi_\xi}(\eta) \right\|_{L^1}
\]

\[
\lesssim \sum_{j=0}^{M+1} \left\| \eta \mapsto |\eta|^j \left( \frac{d}{d\eta} \right)^{(j)} a(\eta) \right\|_{\infty} \int \left| t^{M+1-j} \psi^{(M+1-j)}(t\eta) \frac{dt}{(t\eta)^j} \right|
\]

\[
\lesssim \sum_{j=0}^{M+1} \left\| \eta \mapsto |\eta|^j \left( \frac{d}{d\eta} \right)^{(j)} a(\eta) \right\|_{\infty} \int \left| \psi^{(M+1-j)}(t\eta) \frac{dt}{(t\eta)^j} \right|
\]

\[
\lesssim t^M \sum_{j=0}^{M+1} \left\| \eta \mapsto |\eta|^j \left( \frac{d}{d\eta} \right)^{(j)} a(\eta) \right\|_{\infty}, \quad \text{since } t \in \mathbb{R}^+
\]

where the integral \( \int \frac{dt}{(t\eta)^j} \) is finite since for \( \psi \in \Psi_{d+1}^d(\Sigma_\mu^0) \) the derivatives \( \psi^{(j)} \) lie in the class \( \Psi_{d+1}^{d+1-j}(\Sigma_\mu^0) \) for \( j = 0, 1, ..., M + 1 \) or we can say that \( \eta^j \psi^{(j)}(\eta) \in \Psi_{d+1}^{d+1-j}(\Sigma_\mu^0) \) and hence by simple computation we obtain that the integral is uniformly bounded.
in \( t \). Thus,
\[
\|1_E(a\psi_t)(D)1_F u\|_{L^2} \lesssim \left( \frac{d(E,F)}{t} \right)^{-M} \sum_{j=0}^{M+1} \| \eta \mapsto |\eta|^j \left( \frac{d}{d\eta} \right)^{(j)} a(\eta) \|_\infty \|1_F u\|_2.
\]

Now to get the off diagonal bound consider two cases

1. If \( \frac{d(E,F)}{t} \geq c \geq 1 \) then by some algebraic computation we can see that
\[
\left( \frac{d(E,F)}{t} \right)^{-M} \lesssim \left( 1 + \frac{d(E,F)}{t} \right)^{-M}.
\]

2. If \( 1 > \frac{d(E,F)}{t} \geq c \) then \( \|1_E(a\psi_t)(D)1_F\|_{B(L^2)} \) is uniformly bounded by \( \|a\|_\infty \).

Thus \((a\psi_t)(D)\) has \( L^2 - L^2 \) off diagonal bound and hence,
\[
\|a(D)u\|_{H^p_B} \lesssim \sum_{j=0}^{M+1} \| \eta \mapsto |\eta|^j \left( \frac{d}{d\eta} \right)^{(j)} a(\eta) \|_\infty \|u\|_{|\mathbb{R}^n| \leq p}\|
\]
\[
\lesssim \sum_{j=0}^{M+1} \| \eta \mapsto |\eta|^j \left( \frac{d}{d\eta} \right)^{(j)} a(\eta) \|_\infty \|Q_\psi u\|_{|\mathbb{R}^n| \leq p}\|
\]
\[
\simeq \sum_{j=0}^{M+1} \| \eta \mapsto |\eta|^j \left( \frac{d}{d\eta} \right)^{(j)} a(\eta) \|_\infty \|u\|_{H^p_B}
\]
where the last equivalence holds by definition.

The following Corollary is a specific case of the above Theorem for the operator \( \Pi_B \) given in Definition 8.

**Corollary 3.2.1.** Let \( p \in (p_H, p^H) \) as given in definition 8. If \( D = \Pi_B \) in the above theorem is such that it is self-adjoint then for all \( a \in C_0^\infty(\mathbb{R}) \) we have
\[
\|a(D)\|_{B(L^p)} \lesssim \sum_{j=0}^{M+1} \| \eta \mapsto |\eta|^j \left( \frac{d}{d\eta} \right)^{(j)} a(\eta) \|_\infty.
\]

**Proof.** Using Corollary 3.2, [12] we obtain that \( H^p_{\Pi_B} = R_p(\Pi_B) \) for \( p \in (p_H, p^H) \) and since \( \Pi_B \) is bisectorial in \( L^p(\mathbb{R}^d, \mathbb{C}^n) \) for \( p \in (1, \infty) \) we know that \( L^p(\mathbb{R}^d, \mathbb{C}^n) = N_p(\Pi_B) \oplus R_p(\Pi_B) \). Thus for all \( p \in (p_H, p^H) \), \( N_p(\Pi_B) \oplus H^p_{\Pi_B} = L^p(\mathbb{R}^d, \mathbb{C}^n) \).

Finally, we show that for operators that generate group with finite-speed of propagation on \( L^2 \), Kriegler-Weis result (Theorem 2.3) on Hörmander calculus can be improved to require only boundedness (rather than R-boundedness) assumption.

**Theorem 3.3.** Let \( D \) be a self-adjoint operator on \( L^2(\mathbb{R}^d, \mathbb{C}^n) \) such that the group \( e^{itD} \) has finite speed of propagation. Suppose also that the following set is \( L^q \) bounded for \( q \in (1, 2] \) and \( \alpha > \frac{1}{2} \)
\[
(I)_\alpha := \left\{ \left( \frac{\pi}{2} - |\theta| \right)^{\alpha} \sqrt{t} \exp(-te^{i\theta}D^2) : t > 0, \theta \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right) \right\}.
\]

Then the set
\[
(S)_\alpha := \left\{ \left( \frac{\pi}{2} - |\theta| \right)^{\alpha} \exp(-te^{i\theta}D^2) : t > 0, \theta \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right) \right\}
\]
is R-bounded for some \( \alpha > 0 \) (need not be same as above) and the operator \( D^2 \) has a R-bounded Hörmander calculus \( \mathcal{H}_2^\gamma \) for \( \gamma > \alpha + \frac{1}{2} \) on \( L^q(\mathbb{R}^d; \mathbb{C}^n) \), \( q \in (1, \infty) \).
Proof. We first prove this result for $q \in (1, 2]$ and then use duality to prove it for all $q \in (1, \infty)$. Now for the former case we shall start proving the boundedness of the set $(S)_\alpha$ for $q \in (2, 2]$ which requires the following steps.

**Step 1:** $L^2 - L^2$ boundedness of the set

$$(J)_\alpha := \left\{ \left( \frac{\pi}{2} - |\arg z| \right)^\alpha e^{\frac{d(E,F)^2}{4z}} \exp\left(\frac{i}{2}\right) 1_E \exp(-zD^2) 1_F : z \in \Sigma_\theta, \theta \in \left(\frac{-\pi}{2}, \frac{\pi}{2}\right) \right\}$$

where $E, F \subset \mathbb{R}^d$ are arbitrary Borel sets, $c > 0$ is a constant independent of $E$ and $F$, and $\alpha > \frac{1}{2}$.

We shall prove this boundedness by using Phillips calculus. Since $iD$ generates a bounded $C_0$-group $\exp(itD)$ on $L^2(\mathbb{R}^d)$, by Phillips calculus we have

$$\Phi_g(D)u := \int_{-\infty}^{\infty} g(t) \exp(itD)u dt, \quad g \in L^1(\mathbb{R}), u \in L^2(\mathbb{R}^d).$$

Let $\Phi_g(D) = \exp(-zD^2)$ then $g(t) = e^{-t^2/4z}$, for $Re(z) > 0$. Since the group $\exp(itD)$ is bounded and has finite speed of propagation, therefore for arbitrary Borel sets $E, F \subset \mathbb{R}^d$ there exists $c > 0$ (independent of $E, F$ and $t$) such that

$$1_E \exp(itD)(1_Fu) = 0, \quad \text{if } \frac{d(E,F)}{|t|} \geq c.$$ 

Consider $||1_E \exp(-zD^2)(1_Fu)||_2$

$$= \left\| \int_{-\infty}^{\infty} e^{-t^2/4z} 1_E \exp(itD)(1_Fu) dt \right\|_2$$

$$\leq \int_{-\infty}^{\infty} e^{-t^2/4z} |1_E \exp(itD)(1_Fu)||_2 dt$$

$$= \int_{-\infty}^{\infty} e^{-t^2/4z} |1_E \exp(itD)(1_Fu)||_2 dt + \int_{-\infty}^{\infty} e^{-t^2/4z} |1_E \exp(itD)(1_Fu)||_2 dt$$

$$\leq \int_{-\infty}^{\infty} e^{-t^2/4z} |1_E \exp(itD)(1_Fu)||_2 dt$$

$$\leq ||1_Fu||_2 e^{-\frac{d(E,F)^2}{4z}} e^{\frac{i}{2} Re(\frac{i}{2})}$$

where the last inequality is obtained by change of variables, assuming $z = re^{i\theta}$. Therefore

$$\|e^{-\frac{d(E,F)^2}{4z}} e^{\frac{i}{2} Re(\frac{i}{2})} 1_E \exp(-zD^2)(1_Fu)||_2 \leq \frac{1}{2} |\arg z|^{1/2} ||1_Fu||_2.$$ 

Also for $\alpha > 0$ we get,

$$\left\| \left( \frac{\pi}{2} - |\arg z| \right)^{\alpha+1/2} e^{\frac{d(E,F)^2}{4z}} e^{\frac{i}{2} Re(\frac{i}{2})} 1_E \exp(-zD^2)(1_Fu) \right\|_2 \leq ||1_Fu||_2.$$ 

In other words,

$$\left\| \left( \frac{\pi}{2} - |\arg z| \right)^\alpha e^{\frac{d(E,F)^2}{4z}} e^{\frac{i}{2} Re(\frac{i}{2})} 1_E \exp(-zD^2)(1_Fu) \right\|_2 \leq ||1_Fu||_2,$$ 

for $\alpha > \frac{1}{2}$.

Thus the set $(J)_\alpha$ is bounded on $L^2$ for $\alpha > \frac{1}{2}$.
Step 2: $L^2 - L^2$ boundedness of $(I)_0$ and $L^2 - L^2$ boundedness of $(J)_0$ implies $L^q - L^2$ boundedness of $(K)_0^q$ for $q \in [2, 2]$ where $(K)_0^q$ is defined as the set

$$(K)_0^q := \left\{ \frac{\pi}{2} - |\arg z| \alpha\left(Re z\right)^\beta e^{\frac{D(E,F)^2}{4\pi \cos(\theta)Re(z)}} \exp(-zD^2)1_F : Re(z) > 0 \right\}$$

where $Re(\beta) \in [0, 1]$ satisfies $\frac{1}{q} = \frac{Re(\beta)}{2} + \frac{1 - Re(\beta)}{2}$ and $\alpha > \frac{1}{2}$. To prove this we shall use Stein’s Interpolation Theorem once again. Let $s \in \mathbb{R}$ and consider the following operators (of the form $T_{\beta,z} \in (K)_0^q$)

$$T_{1+is,z} := \left(\frac{\pi}{2} - |\arg z|\right)^{\alpha}(Re z)^{(1+is)/2} e^{\frac{D(E,F)^2}{4\pi \cos(\theta)Re(z)}} 1_E \exp(-zD^2)1_F$$

$$T_{0+is,z} := \left(\frac{\pi}{2} - |\arg z|\right)^{\alpha}(Re z)^{(is)/2} e^{\frac{D(E,F)^2}{4\pi \cos(\theta)Re(z)}} 1_E \exp(-zD^2)1_F$$

By the proof in Step 1 and the assumption of the Theorem we have $T_{\beta,z} \in B(L^2, L^2)$ for $Re(\beta) = 0$ and $T_{\beta,z} \in B(L^2, L^2)$ for $Re(\beta) = 1$, respectively. Now by Stein’s Interpolation Theorem for $Re \beta \in [0, 1)$ the operator $T_{\beta,z} \in (K)_0^q$ belongs to $B(L^q, L^2)$ for $q \in (2, 2]$ and $Re \beta = \frac{q}{2} - \frac{q}{2}$. That is, for $\alpha > \frac{1}{2}$ and $z = te^{i\theta}$ where $\theta \in (\frac{-\pi}{2}, \frac{\pi}{2})$ and $t > 0$ we have,

$$\left\| \left(\frac{\pi}{2} - |\theta|\right)^{\alpha}(te^{i\theta})^\beta e^{\frac{D(E,F)^2}{4\pi \cos(\theta)Re(z)}} 1_E \exp(-te^{i\theta}D^2)1_F \right\| \leq \|1_Fu\|_q.$$  

Step 3: Assume now that $E = B(x, \sqrt{t})$ and $F = B(x, (k + 1)\sqrt{t}) \setminus B(x, k\sqrt{t})$, where $x \in \mathbb{R}^d$, $k \geq 0$ and $t > 0$. Then $d(E,F) = (k - 1)\sqrt{t}$ for $k \geq 1$. Applying Theorem 2.2 by Kunstmann and using

$$\left\| \left(\frac{\pi}{2} - |\theta|\right)^{\alpha}(te^{i\theta})^\beta e^{\frac{D(E,F)^2}{4\pi \cos(\theta)Re(z)}} 1_E \exp(-te^{i\theta}D^2)1_F \right\| \leq \|1_Fu\|_q.$$  

that is, for $\alpha > \frac{1}{2}$ and $\delta > \frac{d}{q} + \frac{1}{q'}$ we have,

$$\left\| \left(\frac{\pi}{2} - |\theta|\right)^{\alpha + \frac{d}{q} + \frac{Re(\beta)}{2}} 1_E \exp(-te^{i\theta}D^2)1_F \right\| \leq \|B(x, \sqrt{t})|^{-\left(\frac{d}{q} + \frac{1}{q'}\right) \frac{c_\delta}{(1 + k)\delta}}.$$  

Or we can write,

$$\left\| \left(\frac{\pi}{2} - |\theta|\right)^{\alpha} 1_E \exp(-te^{i\theta}D^2)1_F \right\| \leq \|B(x, \sqrt{t})|^{-\left(\frac{d}{q} + \frac{1}{q'}\right) \frac{c\delta}{(1 + k)\delta}}.$$
for $\alpha > \frac{1}{2} + \frac{q}{2} + \frac{d}{2}(\frac{1}{q} - \frac{1}{2})$. Thus, by Theorem 2.2 we obtain that the set $(S)_\alpha$ is R-bounded on $L^q$ for $q \in (2, 2]$. Hence the operator $D^2$ has R-bounded $\mathcal{H}_2$ calculus for $\gamma > \alpha + \frac{1}{2}$ on $L^q$ for $q \in (2, 2]$ by Theorem 2.3.

**Step 4:** We now prove the R-boundedness of $(S)_\alpha$ on $L^q$ for $q \in (p_*, p]$ where $p \in (2, 2]$ and then take it down to the least Sobolev exponents below 2 which remains greater than 1 so that we can prove the R-boundedness for all $p \in (1, 2]$.

For this we already have $L^{p_*} - L^p$ boundedness of $(I)_\alpha$ by hypothesis. Using this and the fact that the set $(K)_\beta$ is $L^p - L^q$ bounded for $p \in (2, 2]$ we obtain that

$$\left\{ \left( \frac{\pi}{2} - |\arg z| \right)^{2\alpha} \exp(\frac{d(E,F)^2}{\epsilon^2} \Re(\frac{1}{z}))(1-\beta)1_F \exp(-2zD^2)1_F : z \in \Sigma_\theta, |\theta| < \frac{\pi}{2} \right\}$$

is $L^{p_*} - L^q$ bounded for $\alpha > 1$. Interpolating this with the $L^2 - L^q$ bound of

$$\left\{ \left( \frac{\pi}{2} - |\arg z| \right)^{2\alpha} \exp\left(2 \frac{d(E,F)^2}{\epsilon^2} \Re(\frac{1}{z})\right) \exp(-2zD^2)1_F : z \in \Sigma_\theta, |\theta| < \frac{\pi}{2} \right\}$$

we get $L^q - L^q$ boundedness of

$$\left\{ \left( \frac{\pi}{2} - |\arg z| \right)^{2\alpha} \frac{d(E,F)^2}{\epsilon^2} \Re(\frac{1}{z})(2-\eta(1+\beta))1_F \exp(-2zD^2)1_F : z \in \Sigma_\theta, |\theta| < \frac{\pi}{2} \right\}$$

for $q \in (p_*, 2]$ and $\alpha > 1$ and where $\eta$ satisfies $\frac{1}{q} = \frac{1}{p_*} + \frac{1}{p}$. Now proceeding similarly as in Step 3 and using Theorem 2.2 we get that the set

$$\left\{ \left( \frac{\pi}{2} - |\arg z| \right)^{2\alpha} \exp(-2zD^2) \right\}$$

has $L^q - L^q$ R-bound, that is, the set $(S)_{2\alpha}$ has $L^q - L^q$ R-bound for $q \in (2, 2, 2, 2]$ and $2\alpha \geq 1 + \frac{q}{2} + (1+\beta)\Re \eta$, where $\Re \beta, \Re \eta \in (0, 1)$ or $2\alpha \geq 1 + \frac{q}{2} + \left(1 + \frac{d}{2}(\frac{1}{q} - \frac{1}{2})\right)$. This implies that the operator $D^2$ has Hörmander calculus $\mathcal{H}_2$ for $\gamma > 2\alpha + \frac{1}{2}$ on $L^q$ for $q \in (2, 2, 2, 2]$.

By induction we can go down to the Sobolev exponent $2_{s+1}$ as long as it is greater than 1 for some $m$. If $2_{s+1} \leq 1$ then for any $r = 1 + \epsilon$, ($\epsilon > 0$) there exists a $p > 2_{s+1} - 1$ such that $r = p_*$. Then by the same steps as done previously we will have $L^q - L^q$ R-bound for $(S)_{\alpha'}$ for $q \in (p_*, p)$ and some $\alpha' > 0$. Therefore we get that $(S)_\alpha$ is R-bounded on $L^q$ for $q \in (1, 2]$ and some $\alpha > 0$ such that $\alpha \geq c_1 + \frac{d}{2} + c_2(\frac{1}{q} - \frac{1}{2})$, where $c_1, c_2$ and $\delta$ depends on the choice of $q$. By Kriegler-Weis result (Theorem 2.3) we thus obtain that $D^2$ has $\mathcal{H}_2$ calculus on $L^q$ for $q \in (1, 2]$ and $\gamma > \alpha + \frac{1}{2}$ for some $\alpha > 0$.

For $q \in (2, \infty)$ we use duality of R-bounded sets (Proposition 8.4.1, [19]) and the fact that the operator $D^2$ is self-adjoint. Since $\exp(-zD^2) \in B(L^q)$, $(\exp(-zD^2)u, v) = (u, \exp(-zD^2)v)$ for all $u \in L^q \cap L^q, v \in L^q \cap L^q$. Thus, $\exp(-zD^2)^*v = \exp(-zD^2)v, \forall v \in L^q \cap L^q$. By density, $\exp(-zD^2)^* = \exp(-zD^2)$ on $B(L^q)$. Thus, by duality we get $(S)_\alpha$ is R-bounded on $L^q$ where $\frac{1}{q} + \frac{1}{q} = 1$. Hence, the operator $D^2$ has Hörmander calculus $\mathcal{H}_2$ on $L^q$ for $q \in (1, \infty)$.

One of the useful applications of this theorem is that the square of a perturbed Hodge-Dirac operator $\Pi_B$ also has a R-bounded Hörmander calculus, as can be seen in the following corollary.

**Corollary 3.3.1.** Let $D = \Pi_B$ in the above theorem be self-adjoint. Then $\Pi_B^2$ has a R-bounded Hörmander calculus on $L^p(\mathbb{R}^d, \mathbb{C}^n)$ for $p \in (p_H, p^H)$.

**Proof.** Using Lemma 7.1, [12] we can prove the $L^q - L^q$ boundedness of the set $(I)_\alpha$ for $q \in (1, 2]$ required in the above theorem for the operator $\Pi_B^2$. The result then follows from the proof of the above theorem. □
Remark 2. We can, in fact, obtain the $R$-bounded Hörmander calculus on $L^p$ for $p \in (1, \infty)$ for those perturbed Hodge-Dirac operators for which $p_H = 1$ and $p^H = \infty$ (for example, with real or smooth coefficients).
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