Byzantine-Resilient Federated Machine Learning via Over-the-Air Computation
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Abstract—Federated learning (FL) is recognized as a key enabling technology to provide intelligent services for future wireless networks and industrial systems with delay and privacy guarantees. However, the performance of wireless FL can be significantly degraded by Byzantine attack, such as data poisoning attack, model poisoning attack and free-riding attack. To design the Byzantine-resilient FL paradigm in wireless networks with limited radio resources, we propose a novel communication-efficient robust model aggregation scheme via over-the-air computation (AirComp). This is achieved by applying the Weiszfeld algorithm to obtain the smoothed geometric median aggregation rule against Byzantine attack. The additive structure of the Weiszfeld algorithm is further leveraged to match the signal superposition property of multiple-access channels via AirComp, thereby expediting the communication-efficient secure aggregation process of FL. Numerical results demonstrate the robustness against Byzantine devices and good learning performance of the proposed approach.

I. INTRODUCTION

With the explosive growth of modern science and technology, massive data which are critical for machine learning tasks can be exploited to improve user experience [1], such as next-word-prediction [2] and image recognition. Nevertheless, the locally generated data are often enormous and privacy-sensitive, which may preclude model training with the conventional cloud-centric approach [3]–[5]. Instead, an emerging decentralized approach called Federated learning (FL) [6], [7] has attracted considerable attention in recent years. FL avoids the direct raw data exchange among edge devices to alleviate the privacy concerns while collaboratively training a common model under the orchestration of a central server. However, a number of challenges arise for the practical deployment of FL, including the statistical challenges with non-IID (not independent and identically distributed) datasets across edge devices [6], [8], [9], high communication costs during the training process [6], [8], privacy and security concerns because of adversarial devices [3], [9], [10], heterogeneous devices with varying resource constraints [9], and system design issues [11], such as the unreliable device connectivity, interrupted execution and slow convergence.

Although the raw data are not required to be sent to the cloud server, privacy and security concerns may still arise when the devices and/or the server are curious and malicious. As specified in [12], [13], transmitting local model parameters during the training process can still reveal sensitive information to an adversary. In order to preserve privacy, the authors in [14] proposed a differentially privacy method, where the key idea is to introduce random perturbation to the local models before transmission. Furthermore, the authors in [15] showed that, when FL is implemented in wireless systems via uncoded transmission, the channel noise can directly act as a privacy-inducing mechanism. In practice, there may be security issues from corrupted devices in the FL system, which send arbitrary messages due to hardware/software malfunction or malicious adversary. The adversarial devices are referred to as Byzantine devices [16]. In general, the Byzantine attack is classified into three categories according to attack mode in [9], i.e., data poisoning attack [17], model poisoning attack [18], [19] and free-riding attack [20].

The state-of-the-art research progress has been made on secure FL in presence of Byzantine devices. The authors in [10] classified the current secure FL algorithms into four categories: robust aggregation rule [10], [21], preprocess method from the information-theoretical perspective [22], [23], model with regularization term [24], and adversarial detection [25], [26]. In this paper, we focus on the robust aggregation rule. Notably, it has been shown that even a single Byzantine fault can significantly alter the trained model with naive mean-value aggregation rule [27]. Therefore, multiple robust aggregating rules are explored against undesired Byzantine failures [10], [21], such as geometric median [28]–[30], coordinate-wise median [16], trimmed mean [16] and Krum [27]. In [29] and [30], it was shown that, when the number of Byzantine devices is less than the number of reliable devices, the distributed Stochastic Gradient Descent (SGD) with geometric median aggregation rule linearly converges to a neighborhood of the optimal solution.

In spite of the good convergence guarantee, the geometric median aggregation rule requires solving a convex optimization problem to obtain the aggregation result, whose computational complexity is prohibitive when the dimension of model parameters is large. To reduce the computation complexity, we adopt the improved Weiszfeld algorithm [31], which introduces a smoothed factor for numerical stabil-
ity. Furthermore, since information exchange is limited by radio resources in wireless networks, we propose a novel communication-efficient robust aggregation scheme based on over-the-air computation (AirComp) [32] to expedite the aggregation process under the wireless communication, which utilizes the signal superposition property of multiple-access channels to improve the communication efficiency and reduce the required bandwidth [32]–[37]. Numerical results demonstrate that the proposed approach enjoys the robustness against Byzantine attack and good learning performance under wireless environment.

II. SYSTEM MODEL

In this section, we first present the distributed on-device FL system to collaboratively learn a common model under the orchestration of a central server. Considering the existence of Byzantine devices, the FL system with a robust aggregation rule is extended to suppress the undesired bias of the learning process.

A. Federated Learning Model

We consider the distributed on-device FL system with one server and $K$ devices [6], which aims to collaboratively learn a common model (e.g., logistic regression and deep neural network). We denote the set of all devices as $K$, and each device $k \in K$ has its own local dataset, of which the raw data are unavailable to other devices and the server. By contrast, the server has no access to any dataset, and orchestrates the learning process via exchanging model parameters with each device. In general, we are interested in the finite-sum optimization problem [31]

$$
\min_{w \in \mathbb{R}^d} F(w) := \sum_{k \in K} \alpha_k \mathbb{E}_{\xi \sim \mathcal{D}_k} [f(w; \xi)],
$$

where $w \in \mathbb{R}^d$ represents the parameters of the common model, $\xi \in \Xi$ represents random sample variable according to a certain probability distribution, $f : \mathbb{R}^d \times \Xi \rightarrow \mathbb{R}$ represents the loss function, for each device $k \in K$, the $\mathcal{D}_k$ is a probability distribution supported on $\Xi$ and the weight factor $\alpha_k > 0$ with $\sum_{k \in K} \alpha_k = 1$. Remarkably, the term $\alpha_k$ specifies the relative weight of each device, with natural setting being $\alpha_k = n_k / n$ [38], where $n_k$ is the number of data samples in device $k$ and $n = \sum_{k \in K} n_k$ is the total number of data samples. We assume that $f(\cdot; \xi)$ is continuously differentiable for any random sample variable $\xi$, and the expectation in (1) is well-defined and finite. The goal of FL process is to obtain a common model with good performance via solving the optimization problem (1) collaboratively.

In particular, in supervised machine learning, the random variable $\xi = (x, y)$ is a data-label pair and loss function $f(w; \xi) = \ell(y, \phi(x; w))$, where function $\phi$ maps the data $x$ to a prediction made with model parameters $w$, and $\ell$ is a certain loss function such as the squared loss and cross entropy. For instance, the mapping function of linear regression can be expressed as $\phi(x, w) = w^T x$.

We now elucidate the canonical FL [6], which runs in synchronized rounds of computation and communication process between the server and devices, consisting of three steps:

1) **Global Model Dissemination**: The server broadcasts the global model parameters to all devices.

2) **Local Model Computation**: Each device receives the current global model parameters, executes some local computation to generate update message based on its own local dataset.

3) **Model Aggregation & Update**: All devices transmit their update messages. The server aggregates these update messages to obtain a new global model parameters according to a certain aggregation rule.

These steps are repeated until the whole system attains a sufficiently trained model, as shown in Fig. 1. Note that there are two prevalent paradigms about the update messages, i.e., stochastic gradients [16], [21], [22], [27], [29], [30] and model weight parameters [6], [16], [31]. In this paper, we choose the model weight parameters instead of stochastic gradients due to more efficient local computation and more reasonable distribution assumption mentioned in [31].

B. Byzantine Attack and Robust Aggregation

We suppose that there are $B$ Byzantine devices among $K$ devices in the system. The Byzantine devices [16], unknowst to the normal devices and the server, are capable of misleading the optimization process by colluding and sending elaborately malicious update messages to the server. For brevity, we define the set of all Byzantine devices as $B$.

To enhance the system robustness against the Byzantine attack, multiple robust aggregation rules have been studied so far [10], [21], such as geometric median [28]–[30], coordinate-wise median [16], trimmed mean [16] and Krum [27], which are Byzantine-resilient comparing to naive mean [6]. It was shown that when the number of Byzantine devices satisfies

![Fig. 1. One round of the distributed on-device FL system consisting of one server, normal devices and Byzantine devices.](image-url)
where \( g(z) := \sum_{k \in K} \alpha_k \|z - w_k\| \). In essence, we expect a vector in the whole normal space \( \mathbb{R}^d \) with minimal distance to all vectors in \( \{w_k, k \in K\} \). We apply the Weiszfeld algorithm [39] to solve the original problem \((2)\) iteratively,

\[
\begin{align*}
\mathbf{z}^{(t+1)} &= \sum_{k \in K} \beta_k^{(t)} w_k \\
\text{with} \quad \beta_k^{(t)} &= \frac{\alpha_k}{\|z^{(t)} - w_k\|},
\end{align*}
\]

which however is numerically instable due to division by possibly extremely close distance \( \|z^{(t)} - w_k\| \).

### C. Smoothed Geometric Median

As a consequence, we introduce smooth factor \( \nu > 0 \) to avoid the extremely small denominator [31]. As a result, the smoothed function can be expressed as

\[
g_\nu(z) := \sum_{k \in K} \alpha_k \|z - w_k\|_{(\nu)},
\]

where

\[
\|z\|_{(\nu)} = \begin{cases} 
\frac{1}{2\nu} \|z\|^2 + \frac{\nu}{2}, & \|z\| \leq \nu \\
\|z\|, & \|z\| > \nu.
\end{cases}
\]

Note that the objective function \( g_\nu \) is a \( 1/\nu \)-smooth approximation to \( g \) [40]. Obtaining the smoothed geometric median arg \( \min \) \( g_\nu(z) \) is a convex optimization problem, which can also be efficiently solved via the Weiszfeld algorithm [39], i.e.,

\[
\begin{align*}
\mathbf{z}^{(t+1)} &= \sum_{k \in K} \beta_k^{(t)} w_k \\
\text{with} \quad \beta_k^{(t)} &= \frac{\alpha_k}{\max\{\nu, \|z^{(t)} - w_k\|\}},
\end{align*}
\]

which enjoys sublinear convergence rate [31]. In practice, we choose the \( \mathbf{w}^{(t)} \) as the initial iteration point of Weiszfeld algorithm, and the Byzantine-resilient FL with the smoothed geometric median aggregation rule is listed in Algorithm 1.
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**Algorithm 1: Ideal Byzantine-Resilient FL with Smoothed Geometric Median Aggregation Rule**

**Input:** \( F \) from (1), step size \( \eta \)

**for** \( t = 0, 1, \cdots \) **do**

- **repeat**
  - Broadcast \( \mathbf{w}^{(t)} \) to each device \( k \in K \).
  - **for** each device \( k \in K \) **in parallel** do
    - \( w_k^{(t)} \leftarrow LocalComp(k, w_k^{(t)}) \)
  - **end**
  - Initialization: \( z = w^{(t)} \leftarrow \text{Aggregation} \)
  - **repeat**
    - Broadcast \( z \) to each device \( k \in K \).
    - **for** each device \( k \in K \) **in parallel** do
      - \( \beta_k = \alpha_k / \max\{\nu, \|z^{(t)} - w_k^{(t)}\|\} \)
    - \( z = \sum_{k \in K} \beta_k w_k \)
    - **until** \( z \) converges;
    - \( w_k^{(t+1)} \leftarrow z \leftarrow \text{Global model update} \)
  - **end**
- **end**

**III. COMMUNICATION-EFFICIENT MODEL AGGREGATION PROTOCOL**

In this section, we present the implement of Byzantine-resilient FL in wireless networks and investigate the impact of wireless channel and noise on the resilience and learning performance. Utilizing the additive structure of model aggregation in (5), we propose a computation and communication co-designed approach to enhance the overall system efficiency based on the principle of AirComp.

We focus on the information exchange process between the server and devices in shared wireless channels. For simplicity, we consider the multi-user single-input single-output (SISO) wireless communication system, where all the server and devices are equipped with single antenna. To account for the fact that the base station has less stringent power constraint than devices, we assume that the downlink communication from the server to devices is ideal [15] and each device can receive the current global model parameters without any distortion. Instead, we pay attention to the uplink transmission from devices to the server. To further simplify the communication model, we assume that the channel coefficient remains constant with a communication block and varies over successive blocks with potential correlation [15]. During a communication block, we expect that each device transmits entire update message with dimension \( m \) to the server. This assumption is practically well justified when on-device FL models are typically light-weight under a few tens of thousands of parameters [41], whose model weight parameters dimension is in the same order of coherence block’s magnitude [42]. Therefore, it is
We propose an AirComp-based scheme to support update message transmission, where all devices concurrently transmit uncoded local parameters to the server. The received signal at the server during the $t$-th block is expressed as

$$y(t) = \sum_{k \in K} h_k(t) x_k(t) + n(t),$$

where for device $k$ at iteration $t$, $h_k(t) \in \mathbb{C}$ is the channel coefficient, $x_k(t) \in \mathbb{C}^m$ is an uncoded message about the local update message, and channel noise $n(t) \in \mathbb{C}^m$ is an i.i.d. random variable according to $CN(0, \sigma^2 I)$. Because the transmit power of device is usually limited, we constrain the uncoded function $x_k(t)$ with

$$E \left[ \|x_k(t)\|^2 \right] \leq m \times P.$$  

(7)

As in most existing works on AirComp [8], [15], [43], [44], we assume perfect channel state information (CSI) is available at all devices, so that the phase shift of each channel can be compensated at the transmitter, ensuring the real and non-negative channel gain for each device $k$ at iteration $t$. To this end, we apply the channel inversion at device $k$ [15]

$$x_k(t) = \rho_k(t) x_k(t) \text{ with } x_k(t) = \frac{h_k(t)^* m_k(t)}{\|h_k(t)\|^2},$$  

(8)

where $m_k(t) \in \mathbb{R}^m$ is update message about variables $\beta_k$ and $w_k$ in (5), $*$ denotes complex conjugate operation, $x_k(t)$ is channel inverted message without power scaling, and $\rho_k(t) \in \mathbb{R}$ is a power scaling factor guaranteeing power constraint (7). Substituting (8) into (6), the received signal can be simplified as

$$y(t) = \sum_{k \in K} h_k(t) \rho_k(t) h_k(t)^* m_k(t) + n(t) = \sum_{k \in K} \rho_k(t) m_k(t) + n(t).$$  

(9)

We aim to expedite the aggregation process of the smoothed geometric median under wireless environment. The basic idea is utilizing the additive structure in (5) to realize the AirComp. In the following, we explain some implementation improvements in practice.

1) We directly transmit the update message $[\beta_k w_k(t), \beta_k] \in \mathbb{R}^m$ with $m = d + 1$, because the additive structure is spread over numerator and denominator of (5). However, the average power expectations $E[\|\beta_k w_k(t)\|^2]/d$ and $E[\|\beta_k\|^2]$ may be quite different, leading to extremely uneven distribution of energy. An alternative strategy is to transmit $[\beta_k w_k(t), \beta_k \sqrt{\|w_k(t)\|^2/d}]$ via introduce a scaling factor $\sqrt{\|w_k(t)\|^2/d}$. However, AirComp requires the received signal from different devices to achieve magnitude alignment [45], i.e., all scaling factors should be consistent. As a remedy, we transmit $[\beta_k w_k(t), \beta_k \sqrt{\|z\|^2/d}]$, since $z$ is the information broadcasted by the server at the begin of each iteration. The change of denominator is eliminated at the server in the end of each iteration.

2) During AirComp, the received signal from different devices should achieve magnitude alignment at the receiver [45], i.e., the power scaling factor $\rho_k(t)$ should be equal for all devices in principle. Through observation, once $\|z - w_k(t)\| < \nu$ and/or wireless channel $h_k$ is in deep fade, $x_k$ can be extremely large because of the tiny denominator $\nu$ and/or $\|h_k\|^2$, which results in other devices’ weak links to the server with low signal to noise ratio (SNR). To address this problem, we set a hard threshold $C$ to truncate the devices whose magnitude exceeds the threshold. Whereas, it will decrease the degree of devices participation, so we employ total access strategy with soft threshold $\max\{C, \|x_k^i\|^2/m\}$ instead of the truncation strategy with hard threshold $C$. For device $k$ with $\|x_k^i\|^2/m > C$, the transmitted message will become distorted, which is termed transmission distortion. Hence, the threshold $C$ should be properly adjusted to balance a trade-off between the transmission distortion and SNR.

3) At the server, we isolate the real part from received signal $y$, since the phase shift of each channel has been compensated. And we multiply $\sqrt{\|z\|^2/d}$ to eliminate denominator change from the devices.

The Weiszfeld algorithm for smoothed geometric median aggregation rule based on AirComp are elaborated in Algorithm 2. Furthermore, the whole process of Byzantine-resilient FL paradigm via AirComp is summarized in Algorithm 3.

Algorithm 2: Weiszfeld Algorithm for Smoothed Geometric Median via AirComp

| Input: Initialization $z$ |
| repeat |
| Broadcast $z$ to each device $k \in K$. |
| for each device $k \in K$ in parallel do |
| $\beta_k = \alpha_k / \max\{\nu, \|z - w_k(t)\|\}$ |
| $m_k = [\beta_k w_k(t), \beta_k \sqrt{\|z\|^2/d}]$ |
| $x_k = \rho_k x_k$ with $\rho_k = \sqrt{\max\{C, \|x_k^i\|^2/m\}}$ |
| end |
| $[a, b] = \text{Real}\{y\}$, where $y$ is obtained via (6) |
| $z \leftarrow a/b \star \sqrt{\|z\|^2/d}$ |
| until $z$ converges: return $z$ |

IV. SIMULATION RESULTS

In this section, we provide simulation results to evaluate the performance of the proposed AirComp assisted Byzantine-resilient FL framework.

A. Simulation Setup

Our simulation results are conducted using pytorch 1.1.0 under python 3.7.4 environment. We consider the handwritten-digit recognition task on MNIST dataset, whose sample has
Algorithm 3: Byzantine-resilient FL Paradigm via AirComp

Input: $F$ from (1), step size $\eta$

for $t = 0, 1, \cdots$ do
  Broadcast $w^{(t)}$ to each device $k \in K$.
  for each device $k \in K$ in parallel do
    $w_k^{(t)} \leftarrow \text{LocalComp}(k, w^{(t)})$
  end

Initialization: $z = w^{(t)}$ \hspace{1em} $\triangleright$ Aggregation
Obtain $z$ via Algorithm 2

$w^{(t+1)} \leftarrow z$ \hspace{1em} $\triangleright$ Global model update

end

28 $\times$ 28 features and belongs to 10 different classes, i.e., label from 0 to 9. We partition the 60,000 training data into $K = 50$ mutually independent subsamples with equal size at random, whose weight factor $\alpha_k$ is $\frac{1}{K}$. We adopt the multi-class logistic regression model and the LocalComp function in Algorithm 1 and Algorithm 3 is set as one-step batch-SGD optimization with batch $b = 50$ and learning rate $10^{-2}$. In the inner loop with the Weiszfeld algorithm, we set the maximal number of iterations to be 1000, the interruption tolerance to be $10^{-5}$, and the smooth factor to be $\nu = 10^{-4}$. For uplink transmission, we generate the wireless channel $h_k \sim \mathcal{CN}(0, 1)$ independently for device $k$, and wireless noise $n \sim \mathcal{CN}(0, \sigma^2 I)$. We set the maximum transmit power of all devices to be $P = 1$.

In addition, we consider two typical Byzantine attack patterns in Local Model Computation step of malicious Byzantine devices.

1) Class flip [16]: It is a kind of data poisoning attack [17]. Concretely, each of the training label $i$ on the Byzantine devices is replaced with $9 - i$. For example, the data sample of digit number 1 are maliciously modified as number 8.

2) Weight flip [31]: It is a kind of model poisoning attack [18], [19]. Concretely, the update message $w'_l$ transmitted by Byzantine device $l \in B$ is modified so that the weighted arithmetic mean of the model parameters is set to be the negative of what it would be without the Byzantine attack. Mathematically, $w'_l = -\frac{2}{K-B} \sum_{k \notin B} w_k$, for $l \in B$.

B. Performance Evaluation

We compare the wireless Byzantine-resilient FL based on AirComp with the ideal Byzantine-resilient FL without wireless communication in the simulation. The former is implemented by following Algorithm 3, and the latter is implemented by following Algorithm 1. Herein, we set the channel noise variance $\sigma^2 = 10^{-2}$ and threshold $C = 500 \times ||z||^2/m$ to balance a trade-off between the transmission distortion and SNR. Fig. 2 shows that the convergence of the AirComp-aided and the ideal Byzantine-resilient FL under different number of Byzantine devices with class flip and weight flip attack pattern. According to the numerical results, the AirComp-aided and the ideal FL with the smoothed geometric median robust aggregation rule both effectively resist the attack from Byzantine devices, and the wireless environment slightly degrade the performance of the Byzantine-resilient FL. The performance degradation is more distinct as the number of Byzantine devices increases. As a result, we can draw a conclusion that the proposed Byzantine-resilient FL paradigm via AirComp is robust against Byzantine devices, and can attain a satisfactory model with acceptable performance degradation compared with ideal Byzantine-resilient FL without regard to wireless transmission process.

V. CONCLUSION

In this paper, we proposed a novel Byzantine-resilient FL paradigm via AirComp in wireless communication system, which is communication-efficient. The smoothed geometric median aggregation rule is applied to resist the attack from Byzantine devices, and AirComp is adopted to speed up the aggregation process of wireless FL. More concretely, we employed Weiszfeld algorithm to obtain the smoothed geometric median, and further put forth computation and communication co-designed approach based on AirComp via utilizing additive structure of the Weiszfeld algorithm. The
numerical results demonstrated that the proposed Byzantine- resilient FL paradigm via AirComp is able to attain a satisfactory performance with the impact of adversarial Byzantine attack and wireless environment.
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