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Abstract: Taxation exerts pressure on the economic activities of all companies, including economic entities that operate in the energy industry. This study examined the degree to which fiscal pressure influenced the financial performance of 88 publicly listed companies from the energy industry during a time frame of 16 years (2005Q1–2020Q3). By modelling financial data from the oil, gas and electricity sectors with panel data techniques, our results showed that fiscal pressure had a significant effect on the evolution of company financial performance measured by return on assets, return on equity and return on investment. The study revealed that fiscal pressure had a more positive impact on the financial performance of energy companies than a negative impact. This conclusion is important for overall taxation in the energy industry since corporate taxes, excise duties and mandatory labor contributions are basic resources for state budgets. Our empirical results imply important research directions on the prospect of analyzing company performance.
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1. Introduction

Taxation and the structure of tax systems have always constituted engaging research topics due to the multiple implications that tax levies have for the overall economic development of societies [1–4]. On the one hand, tax levies are necessary for they finance public goods systems (e.g., air quality, education, healthcare, infrastructure, national defense, social security), which reflect the status of societal wellbeing. On the other hand, taxes are levers used by authorities to monitor the economy through incentivizing certain economic activities while dampening others. In this context, public authorities have to always find the right balance between setting tax rate levels so they can amass a sufficient amount of tax revenues and stimulating companies to enter the market, create job opportunities, cater goods and services to a wide range of individual and corporate needs and contribute to state budgets.

As fiscal levers that are organically linked to the income generated on the market, taxes exert pressure on corporate and individual taxpayers’ income for at least two reasons. First, with few exceptions, nearly all income sources are subject to taxation. Second, all taxes must be paid until certain deadlines that are set by public authorities. In the case of individual taxpayers, fiscal pressure can be perceived while taxpayers strive to generate income for securing personal wellbeing, the integrity of their wealth (house, car, financial assets) or for...
meeting consumption needs. In the case of corporate taxpayers, fiscal pressure might be perceived even stronger because they: (1) bear tax levies associated with company activity (e.g., corporate income taxes; business rates; VAT/sales taxes paid for purchasing raw materials necessary in the manufacturing process; excise taxes; carbon taxes; capacity and renewable energy levies; severance taxes for extracting non-renewable natural resources within the energy sector; other environmental taxes) [5–7]; (2) bear tax levies associated with the labor force, depending on the country (e.g., mandatory contributions for social security, healthcare, unemployment, paid leave). Considering that fiscal pressure exerts a general influence on corporate economic activity and its labor force, we believe that scientific examinations regarding the impact of fiscal pressure on company financial performance are very telling. In the absence of tax levies (that ultimately mitigate overall corporate income), we deem that companies would make different business decisions. However, taxation is omnipresent and economic entities should not do otherwise but comply with their tax obligations and aim at generating the desired level of financial performance.

In the present business environment, a company’s financial performance is a matter of interest for major stakeholders such as employees, shareholders, potential investors, banks and public authorities. Financial performance can be measured via numerous standard ratios [8] depending on the interest of the stakeholder. For the purpose of this study, we will measure financial performance with a particular focus on the profitability of company assets, equity and investments. At the end of the day, the level of financial performance may incentivize stakeholders to choose one company over the other when searching for a better job, financial gains, investment, borrowers and private partners concerning public goods.

The main aim of our study was to explore the strength of the relationship between fiscal pressure and financial performance on 88 publicly traded companies from the energy industry operating in the sectors of oil, gas and electricity. The phenomenon of fiscal pressure was measured with the variables fiscal pressure to expenses, fiscal pressure to equity, fiscal pressure to gross margin and fiscal pressure to sales. The phenomenon of financial performance was captured via benchmark indicators such as return on assets, return on equity and return on investment. Considering the targeted energy sectors, the second aim of the study was to identify similarities and differences between the oil, gas and energy companies included in our sample.

The novelty of our investigation is at least twofold. First, we used relevant financial indicators as proxies for fiscal pressure, which constitutes an original approach. Second, we explored the relationship between fiscal pressure and financial performance at the microeconomic level by including in our sample major players on the energy market from North and South America, Europe and Asia.

Our choice of the energy industry stems from the fact that its output is indispensable and supports the development of modern economies across the world. As emphasized in the literature [9], energy derived from oil, gas and electricity sources is essential for carrying out business operations (e.g., supply, manufacturing, distribution, sales) and daily human activities (e.g., household chores, mobility, ensuring of living standards) worldwide. In addition, the evolution of energy prices shapes the prices of goods and services supplied on the market, which are ultimately produced and traded using energy outputs.

We decided to investigate the relationship during the period 2005Q1–2020Q3 because the 16-year time span has witnessed numerous changes for the energy sector [10–13] and because companies may display “markedly different patterns of profitability over time” [14] (p. 1). Among the most notable shifts on the energy market would be the following: (a) upper-middle-income and high-income nations have been favoring oil as the primary source of energy, while low-income nations have been focusing on coal; (b) the large fluctuations of gas consumption patterns registered worldwide has called for the enactment of policies adapted to the specificity of each country; (c) increasing decentralization and competition among energy providers; (d) digitalization; (e) rising interest for electrification with the aim of mitigating carbon dioxide emissions; (f) growing interest for renewable energy sources and massive investments in green energy projects [15].
Our empirical results showed that fiscal pressure had a significant impact on the financial performance of energy companies. In other words, fiscal pressure indicators exerted a more positive impact on the financial performance of energy companies than a negative impact. Considering the role played by the energy industry for modern societies and markets, we deem that the contribution of our study to the existing literature is relevant because we linked fiscal pressure and financial performance in the case of a large sample of publicly traded energy companies. Moreover, the insights we offered based on the empirical results are important for overall taxation in the energy industry since corporate taxes, excise duties and mandatory labor contributions are basic resources of state budgets. Last but not least, our results imply important research directions on the prospect of analyzing company performance within the energy industry.

The article has the following structure. Section 2 covers the literature review and presents empirical results on fiscal pressure matters. Section 3 details the variables of interest and company sample. Section 4 reports the research hypothesis and empirical results, while Section 5 comprises discussions regarding the main results, study limitations and avenues for future research.

2. Literature Review

The famous American businessman and CEO of the International Telephone & Telegraph Company (currently ITT), Harold Geneen, stated that “in business, words are words, explanations are explanations, promises are promises, but only performance is reality.” Performance is indeed an important metric for all stakeholders interested in the direction a particular company is headed. For this reason, the existing literature on the factors that influence financial performance is quite comprehensive [16–19], listing from the most anticipated factors to less obvious ones. The following paragraphs will provide a snapshot into the extant literature going from general factors of influence to studies particularly focused on the impact of fiscal pressure.

Michelon, Boesso and Kumar [20] conducted a study on 188 companies for the period 2005–2007 in order to investigate the impact of seven areas of corporate social responsibility on company performance, measured via the indicators earnings before interest, taxes, depreciation and amortization (EBITDA), market value, capital expenditures and intangibles. Corporate social responsibility (CSR) actions were centered around the following: community, corporate governance, diversity, employee relations, environment, human rights, product quality. The authors applied an interesting methodological approach: they balanced company performance when CSR areas were financed strategically in accordance with stakeholders’ options against the performance obtained when no financing strategy was implemented. According to their results, except for employee relations and environment, strategic investments in all the other five areas triggered significant increases in company performance.

Using data for the period 2006–2013 from companies listed on the Hong Kong Stock Exchange, authors Bazrafshan, Kandelousi and Hooy [21] focused on an important topic. The authors investigated the impact of corporate disclosure on company performance. According to their results, the relationship between the two phenomena is rather nonlinear: financial performance augments only until disclosure reaches an optimum level; any information provided beyond the optimum level generates a decrease in company performance.

Dierker, Kim and Park [22] explored the significance of choosing a specific fiscal year-end (December or calendar year; non-December) for the profitability of companies from the Asia-Pacific region during the period 1983–2014. In this context, with data retrieved from the New York Stock Exchange, Nasdaq and Amex, authors identified significant differences between companies favoring December fiscal-year ends and companies opting for non-December fiscal-year ends. Interestingly enough, considering that stock markets are sensitive to various types of information, results showed that companies with a calendar fiscal year generated higher market returns than their competitors from the same industry. Along the same lines, the authors emphasized that homogeneity of fiscal year-ends would
benefit stock markets by increasing transparency and facilitating comparisons among listed companies.

Capece, Di Pillo and Levialdi [23] examined the financial performance of 90 Italian companies operating in the energy industry during the period 2008–2010 under the impact of market liberalization. Authors captured company performance with the help of various indicators, among which: return on equity, return on investment, return on sales. Results revealed considerable differences between southern and northern companies. Namely, southern companies registered lower performance after liberalization amid the global financial crisis.

Schabek [24] examined the performance of renewable energy companies operating in 16 emerging markets across the period 2000–2017. With a particular focus on the type of renewable source and company legal form, his results showed that solar companies reported higher return on assets levels than wind companies. Moreover, private companies reported higher returns on equity levels than public ones.

Renowned international organizations such as the Organisation for Economic Co-operation and Development (OECD) or the International Monetary Fund (IMF) have tackled the issue of taxation in relation to energy use at regional and global levels [5,25] with the purpose of capping the pollution level through carbon-pricing policies. In addition, macroeconomic approaches connecting taxation and corporate or economic performance are reported in the literature. For instance, Khan, Nallareddy and Rouen [26] investigated the link between corporate performance growth and economic growth under the impact of the US tax regime. Results showed that, in the presence of high taxation, US companies invested a small portion of their financial profit into the national economy, thus triggering mitigation in economic growth. Leibfritz, Thornton and Bibbee [27] studied how taxation affected the economic performance of open OECD countries and concluded that labor markets registered the highest fiscal pressure.

Nevertheless, in terms of the impact of fiscal pressure on company financial performance at the microeconomic level, studies in the literature are almost nonexistent, although companies are direct beneficiaries and major users of energy output. To the best of our knowledge, this is the first study considering the relationship at the company level.

In the light of the abovementioned and the scarcity of available scientific resources focused on microeconomic investigations, an examination of the link between fiscal pressure and company financial performance seemed propitious.

3. Materials and Methods

In order to examine a possible relationship between fiscal pressure and company financial performance, we chose certain indicators that captured the two phenomena. For that matter, our set of outcome variables included the following:

- **Return on Assets (ROA)** captures the effectiveness of employing company assets in the operating activity. The variable is determined as the ratio of earnings after tax to total assets;
- **Return on Equity (ROE)** highlights the efficiency of the capital invested in a company by shareholders. It is determined as the ratio of earnings after tax to shareholders’ equity. When ROE reaches high levels, it sends the signal that the company is financially stable against any fiscal pressure or market competition;
- **Return on Investment (ROI)** reveals the efficiency of investment activities within a company. The indicator is determined as a ratio of earnings after tax to the cost of investment. When ROI registers low values, it sends the signal that the company’s investments are not efficient.

The set of predicting variables included the following indicators capturing fiscal pressure:

- **Fiscal Pressure to Expenses (RPE)** is determined by dividing the total taxes of a company by its total expenses;
- **Fiscal Pressure to Equity (RPEQ)** highlights the capacity of a company’s equity to cover taxation expenses. It is determined as a ratio of total taxes to shareholders’ equity;
Fiscal Pressure to Gross Margin (RPGM) highlights how much of a company’s own resources are allocated to cover taxation expenses. As the name of the variable suggests, it is determined by dividing total taxes to company gross margin;

Fiscal Pressure to Sales (RPS) highlights the capacity of a company to cover taxation expenses based on its sales. It is determined as a ratio of total taxes to company turnover (i.e., total sales).

Our company sample included 88 economic entities operating in three sectors of the energy industry, as follows: 29 companies were from the oil sector, 29 companies from the gas sector and 30 companies from the electricity sector (see Appendix A). The same company sample was used in [9] and was compiled based on the following rationale: (1) all companies had to pertain to the energy sector and be publicly traded; (2) all companies had to register high market capitalization values (a descending order criterion was applied for company selection); (3) all companies had to feature complete financial data across the whole period. As a result, our sample comprised some of the most important energy companies operating on markets from North and South America, Europe and Asia, considering their top-tier market capitalization values.

For each company, the values of the seven fiscal pressure and financial performance indicators were retrieved from its balance sheet and income statement, which are publicly available since all companies are listed on the stock market. As previously mentioned, the analyzed time frame was 2005Q1–2020Q3.

We used the statistical software EViews version 9.0 as the workhorse for estimating econometric models via panel least squares with cross-section weights.

4. Results

The following section will present different analyses conducted for companies from each energy sector considered (i.e., oil, gas, electricity) and for the overall company sample with the variables of interest: Return on Assets (ROA), Return on Equity (ROE), Return on Investment (ROI), Fiscal Pressure to Expenses (FPE), Fiscal Pressure to Equity (FPEQ), Fiscal Pressure to Gross Margin (FPGM) and Fiscal Pressure to Sales (FPS). For the purpose of this paper, we chose to apply a battery of analyses in order to thoroughly examine the distribution of our data, whether fiscal pressure indicators were uncorrelated and whether they established a causal relationship with financial performance, as hypothesized. Hence, following other studies in the literature [9,28,29], we used descriptive statistics, correlation analysis and panel data modelling.

4.1. Descriptive Statistics

The first analyses to be detailed are the descriptive statistics (see Tables 1–4).

Table 1. Descriptive statistics for oil companies.

| Metric          | ROA     | ROE     | ROI     | FPE     | FPEQ    | FPGM    | FPS     |
|-----------------|---------|---------|---------|---------|---------|---------|---------|
| Mean            | 0.0349  | 0.0898  | 0.1303  | 0.3688  | 0.9196  | 1.2542  | 0.2943  |
| Median          | 0.0411  | 0.1052  | 0.1064  | 0.2754  | 0.2868  | 0.4376  | 0.2324  |
| Maximum         | 1.1781  | 4.9276  | 1.6635  | 7.2552  | 35.6649 | 24.1177 | 4.1195  |
| Minimum         | −0.6878 | −2.9258 | −0.9120 | −2.1492 | −1.3598 | −1.4106 | −1.3769 |
| Std. dev.       | 0.1145  | 0.4015  | 0.2457  | 0.4819  | 2.7809  | 2.5141  | 0.3393  |
| Skewness        | 0.4432  | 2.1703  | 0.9730  | 7.8821  | 7.6966  | 5.5094  | 4.6981  |
| Kurtosis        | 31.1007 | 59.6695 | 13.0057 | 107.2933| 75.8318 | 40.4130 | 56.7642 |
| Jarque–Bera test| 15,215.84***| 62,182.68***| 1991.44***| 215,094.9***| 106,903.1***| 29,408.87***| 57,591.56***|
| Observations    | 462     | 462     | 460     | 464     | 463     | 464     | 464     |

Note: *** indicates significance at the 1% level.
Table 2. Descriptive statistics for gas companies.

|          | ROA  | ROE   | ROI   | FPE   | FPEQ  | FPGM  | FPS   |
|----------|------|-------|-------|-------|-------|-------|-------|
| Mean     | 0.0360 | 0.0709 | 0.1256 | 0.0966 | 0.1291 | 0.2628 | 0.0759 |
| Median   | 0.0353 | 0.0951 | 0.1046 | 0.0829 | 0.1072 | 0.2362 | 0.0707 |
| Maximum  | 0.3256 | 0.8398 | 2.5483 | 0.5232 | 1.0408 | 2.6704 | 0.3020 |
| Minimum  | −1.0329 | −3.3793 | −1.4292 | −0.2343 | −0.1319 | −1.4322 | −0.2073 |
| Std. dev. | 0.1000 | 0.2671 | 0.2539 | 0.0891 | 0.1556 | 0.2918 | 0.0595 |
| Skewness | −2.9151 | −5.6992 | 3.0739 | 1.7508 | 3.6054 | 2.0833 | 0.5249 |
| Kurtosis | 31.4272 | 66.3128 | 33.9811 | 8.4817 | 19.3711 | 19.2487 | 7.0256 |
| Jarque–Bera test | 16,210.40 *** | 79,837.36 *** | 19,079.47 *** | 817.9810 *** | 6314.202 *** | 5440.004 *** | 334.6165 *** |
| Observations | 462 | 463 | 459 | 464 | 464 | 464 | 464 |

Note: *** indicates significance at the 1% level.

Table 3. Descriptive statistics for electricity companies.

|          | ROA  | ROE   | ROI   | FPE   | FPEQ  | FPGM  | FPS   |
|----------|------|-------|-------|-------|-------|-------|-------|
| Mean     | 0.1145 | 0.2543 | 0.4305 | 0.2682 | 0.2497 | 0.4474 | 0.1479 |
| Median   | 0.0283 | 0.0972 | 0.0891 | 0.1110 | 0.0891 | 0.1579 | 0.0865 |
| Maximum  | 17.0400 | 32.4100 | 59.1300 | 7.2488 | 11.0196 | 11.8650 | 5.0704 |
| Minimum  | −2.9091 | −3.2941 | −4.3636 | −1.0050 | −0.5079 | −0.2565 | −0.1998 |
| Std. dev. | 1.1184 | 2.1317 | 3.7100 | 0.6450 | 0.6172 | 0.8437 | 0.1389 |
| Skewness | 14.4741 | 14.4348 | 12.1932 | 7.6216 | 11.6726 | 6.9473 | 1.2118 |
| Kurtosis | 220.0705 | 217.0302 | 165.1639 | 70.0098 | 195.3905 | 78.3583 | 3.3238 |
| Jarque–Bera test | 957,153.7 *** | 932,847.4 *** | 527,752.1 *** | 94,453.34 *** | 75,1182.5 *** | 117,438.6 *** | 119,5688 *** |
| Observations | 479 | 480 | 471 | 480 | 480 | 480 | 480 |

Note: *** indicates significance at the 1% level.

Table 4. Descriptive statistics of all energy companies.

|          | ROA  | ROE   | ROI   | FPE   | FPEQ  | FPGM  | FPS   |
|----------|------|-------|-------|-------|-------|-------|-------|
| Mean     | 0.0624 | 0.1398 | 0.2305 | 0.2448 | 0.4304 | 0.6526 | 0.1724 |
| Median   | 0.0316 | 0.0976 | 0.0948 | 0.1216 | 0.1203 | 0.2655 | 0.1013 |
| Maximum  | 17.0400 | 32.4100 | 59.1300 | 7.2552 | 35.6649 | 24.1177 | 4.1195 |
| Minimum  | −2.9091 | −3.3793 | −4.3636 | −2.1492 | −1.3598 | −1.4322 | −1.3769 |
| Std. dev. | 0.6599 | 1.2781 | 2.1724 | 0.4829 | 1.6730 | 1.9519 | 0.2293 |
| Skewness | 24.2341 | 23.0859 | 20.8107 | 9.0865 | 12.3941 | 8.3908 | 5.9315 |
| Kurtosis | 625.8288 | 580.6014 | 482.3778 | 114.7421 | 205.1669 | 96.0584 | 95.3250 |
| Jarque–Bera test | 22,814,232 *** | 19,655,668 *** | 13,409,762 *** | 751,903.8 *** | 2,433,782.0 *** | 524,567.1 *** | 508,324.9 *** |
| Observations | 1403 | 1405 | 1390 | 1408 | 1407 | 1408 | 1408 |

Note: *** indicates significance at the 1% level.

Table 1 displays central tendency measures for the dependent and independent variables, which correspond to the subsample of oil companies. According to the standard deviation, the largest volatility values were registered by FPEQ and FPGM, while the smallest volatility was registered by ROA. Moreover, the skewness and kurtosis values show that all variables were right-skewed and had leptokurtic distributions. The Jarque–Bera test, which was significant for all variables at the 1% level, indicated that variables were non-normally distributed.

Table 2 comprises descriptive statistics for our seven variables of interest, computed for the subsample of gas companies. Based on the standard deviation, it can be noticed that the largest volatility values were registered by FPGM and ROE, while the smallest volatility was registered by FPS. Skewness values indicated that five variables were skewed to the right, and two variables were skewed to the left. Moreover, since all kurtosis values were above 3, it could be stated that all variables had a leptokurtic distribution. In addition, all variables were non-normally distributed, as shown by the Jarque–Bera test ($p < 0.001$).
In Table 3, one can find displayed the values of the descriptive statistics for the subsample of electricity companies. In this subsample, the variables ROI and ROE recorded the largest volatility, while FPS had the smallest volatility across the period of analysis. All variables of interest were right-skewed and displayed a leptokurtic distribution. Furthermore, the values of the Jarque–Bera test showed that variables were non-normally distributed at the 1% level.

Last but not least, Table 4 displays some descriptive statistics for the overall company sample. According to the standard deviation, the largest volatilities were registered by ROI and FPEQ, and the smallest volatility was registered by FPS. All variables were skewed to the right and had leptokurtic distributions. In addition, the Jarque–Bera test indicated that all variables were non-normally distributed at the 1% level.

Table 5 comprises the average values of the performance indicators computed based on values from Tables 1–4.

| Indicators | Oil Companies | Gas Companies | Electricity Companies | Overall Sample |
|------------|---------------|---------------|-----------------------|----------------|
| ROA        | 3.49%         | 3.59%         | 11.45%                | 6.24%          |
| ROE        | 8.98%         | 7.09%         | 25.42%                | 13.97%         |
| ROI        | 13.02%        | 12.56%        | 43.05%                | 23.04%         |

As can be seen, electricity companies registered the highest average values for all performance indicators. They were followed by oil companies, which reported the second-highest results in terms of return on equity and return on investment. The primacy of electricity companies is rather expected given the increase in worldwide electricity consumption and the relatively constant prices in this sector. The financial performance of oil companies can be explained by the ongoing fluctuation of oil prices and the policies of oil-exporting countries. Moreover, the average financial performance of gas companies was lower because of the perpetual rise in consumption levels and gas prices during the analyzed period.

4.2. Correlation Analyses

The role of correlation analyses is fundamental before running an econometric estimation. Correlations might signal potential biases in the results should the connection between two predictors exceed a certain threshold. For this reason, we conducted pairwise Pearson correlations, as indicated in the following. Similar to the previous analyses, correlations will be computed for all company subsamples and for the entire sample (see Tables 6–9).

| ROA | ROE | ROI | FPE | FPEQ | FPGM | FPS |
|-----|-----|-----|-----|------|------|-----|
| 1   | 0.640 | 0.828 | 0.279 | 0.091 | 0.065 | 0.349 |
| 0.640 | 1   | 0.509 | 0.177 | 0.128 | 0.077 | 0.248 |
| 0.828 | 0.509 | 1   | 0.237 | 0.072 | 0.053 | 0.320 |
| 0.279 | 0.177 | 0.237 | 1   | 0.465 | 0.252 | 0.847 |
| 0.091 | 0.128 | 0.072 | 0.465 | 1   | 0.829 | 0.530 |
| 0.065 | 0.077 | 0.053 | 0.252 | 0.829 | 1   | 0.339 |
| 0.349 | 0.248 | 0.320 | 0.847 | 0.530 | 0.339 | 1   |
Table 7. The correlation matrix for gas companies.

|       | ROA  | ROE  | ROI  | FPE  | FPEQ | FPGM | FPS  |
|-------|------|------|------|------|------|------|------|
| ROA   | 1    |      |      |      |      |      |      |
| ROE   | 0.804| 1    |      |      |      |      |      |
| ROI   | 0.667| 0.496| 1    |      |      |      |      |
| FPE   | 0.403| 0.303| 0.289| 1    |      |      |      |
| FPEQ  | 0.270| 0.245| 0.179| 0.244| 1    |      |      |
| FPGM  | 0.174| 0.140| 0.096| 0.235| 0.764| 1    |      |
| FPS   | 0.398| 0.299| 0.299| 0.924| 0.337| 0.353| 1    |

Table 8. The correlation matrix for electricity companies.

|       | ROA  | ROE  | ROI  | FPE  | FPEQ | FPGM | FPS  |
|-------|------|------|------|------|------|------|------|
| ROA   | 1    |      |      |      |      |      |      |
| ROE   | 0.998| 1    |      |      |      |      |      |
| ROI   | 0.538| 0.539| 1    |      |      |      |      |
| FPE   | 0.107| 0.072| 0.018| 1    |      |      |      |
| FPEQ  | 0.003| −0.015| −0.016| 0.187| 1    |      |      |
| FPGM  | −0.010| −0.019| −0.009| 0.095| 0.510| 1    |      |
| FPS   | 0.052| 0.036| −0.009| 0.430| 0.532| 0.508| 1    |

Table 9. The correlation matrix for energy companies.

|       | ROA  | ROE  | ROI  | FPE  | FPEQ | FPGM | FPS  |
|-------|------|------|------|------|------|------|------|
| ROA   | 1    |      |      |      |      |      |      |
| ROE   | 0.985| 1    |      |      |      |      |      |
| ROI   | 0.545| 0.536| 1    |      |      |      |      |
| FPE   | 0.110| 0.083| 0.027| 1    |      |      |      |
| FPEQ  | 0.006| 0.017| −0.003| 0.282| 1    |      |      |
| FPGM  | −0.001| 0.005| −0.005| 0.188| 0.809| 1    |      |
| FPS   | 0.048| 0.054| 0.012| 0.563| 0.541| 0.423| 1    |

The results showed that all pairwise correlations had values below 1 and were positive. The highest correlation was registered between FPE and FPS ($r = 0.85$) and the lowest correlation between FPE and FPGM ($r = 0.25$). Hence, correlation analysis revealed no multicollinearity biases for the estimated results.

In the case of gas companies (Table 7), with few exceptions, data showed no strong positive correlations between the independent variables. FPE and FPS yielded the highest correlation ($r = 0.92$), while FPE and FPGM yielded the lowest correlation ($r = 0.24$).

From the results displayed in Table 8, it can be concluded that the positive correlations determined for the subsample of electricity companies did not reach high values. Hence, the multicollinearity issue might not pose problems for the following empirical estimations. In this case, the highest correlation was set between FPEQ and FPS ($r = 0.53$), while the smallest correlation was set between FPE and FPGM ($r = 0.1$).

At the overall level, all correlations were positive, and they did not exceed the threshold of 1. Hence, multicollinearity was ruled out as a potential bias for the econometric estimations. The highest correlation was established between FPEQ and FPGM ($r = 0.81$), while the lowest correlation was established between FPE and FPGM ($r = 0.19$).

Table 10 offers the possibility of revealing certain similarities and differences in terms of correlations between independent and dependent variables. In the category of similarities, we noticed that the performance indicator ROA was positively linked with FPE, FPEQ and FPS for all company subsample. Second, both ROE and ROI shared positive correlations with all fiscal pressure predictors in the case of oil and gas companies.
Table 10. The synthesis of correlation analyses for subsamples and overall sample.

| Companies  | Independent Variables | ROA | ROE | ROI |
|-----------|-----------------------|-----|-----|-----|
| Oil       | FPE                   | +   | +   | +   |
|           | FPEQ                  | +   | +   | +   |
|           | FPGM                  | +   | +   | +   |
|           | FPS                   | +   | +   | +   |
| Gas       | FPE                   | +   | +   | +   |
|           | FPEQ                  | +   | +   | +   |
|           | FPGM                  | +   | +   | +   |
|           | FPS                   | +   | +   | +   |
| Electricity | FPE                  | +   | +   | +   |
|           | FPEQ                  | +   | −   | −   |
|           | FPGM                  | −   | −   | −   |
|           | FPS                   | +   | +   | −   |
| All companies | FPE        | +   | +   | +   |
|           | FPEQ                  | +   | +   | −   |
|           | FPGM                  | −   | +   | −   |
|           | FPS                   | +   | +   | +   |

In the category of differences, while FPGM was positively correlated with all performance indicators for oil and gas companies, in the case of electricity companies these correlations turned negative. Moreover, the same electricity companies displayed negative correlations between FPEQ on one side and ROE and ROI on the other side.

Next, we conducted a panel data analysis in order to test the following research hypothesis:

**Hypothesis 1 (H1). There is a significant dependence between fiscal pressure and financial performance.**

The general equation of the econometric model was the following:

\[ Y_{it} = w_0 + w_1 Z_{1it} + w_2 Z_{2it} + w_3 Z_{3it} + w_4 Z_{4it} + \delta_i + \varepsilon_{it} \]

Where:
- \( w_0 \) denotes the intercept;
- \( w_i \) denotes the coefficient of the independent variable, with values from 1 to 4;
- \( Z \) denotes the independent variables;
- \( i \) denotes the company, with values from 1 to 88;
- \( t \) denotes the time frame analyzed (2005Q1–2020Q3), with values from 1 to 16;
- \( \delta_i \) denotes the fixed effects that control for time-invariant company-specific factors; such effects are considered to offset the omission of other factors influencing financial performance;
- \( \varepsilon_{it} \) denotes the error term.

At the same time, the variance-covariance matrix of estimators was determined with the White cross-section method with the purpose of ruling out the issue of heteroscedasticity at the transversal level. In addition, we also estimated empirical results with and without time fixed effects. Hence, for each company subsample and for the overall sample, every econometric model will be discussed while accounting for the time fixed effects and without these effects.

In the case of model M11 and no time fixed effects (Table 11), our predictors explained 20.18% of the variance in ROA \( (F = 4.64, \ p < 0.001) \). The influences of the fiscal pressure indicators FPEQ, FPGM and FPS were highly significant. More exactly, when FPEQ increased by one unit, ROA would decrease by 0.02 units. Both FPGM and FPS had a positive impact: should they increase by one unit, ROA would follow the same trend with
0.01 and 0.23 units, respectively. After considering the time fixed effects, the portion of explained variance in ROA reached the level of 40.58% ($F = 7.69, p < 0.001$). In this case, only the influences of FPEQ and FPS remained significant: an increase of one unit in FPEQ would be followed by a decrease of 0.01 units in ROA, while an increase in FPS would generate a rise of 0.2 units in ROA.

For model M12 without time fixed effects, the portion of explained variance was 9.86%, $F = 2.58, p < 0.001$, and the only predictor with a significant impact was FPS. Namely, when FPS augmented by one unit, the companies’ financial performance measured via ROE rose by 0.59 units, which is a considerable change. In the presence of time fixed effects, the same FPS explained 15.51% of the variance in ROE: should FPS increase by one unit, ROE would augment by 0.53 units.

In the case of model M13 (without time fixed effects), 25.49% of the variance in ROI was explained by the three predictors FPEQ, FPGM and FPS, $F = 5.91, p < 0.001$. The influence of FPEQ was negative, while the influence of the other two factors was positive. More exactly, a one-unit rise in FPEQ would trigger a 0.04-unit drop in financial performance. In addition, should FPGM and FPS increase by one unit, ROI would follow by 0.02 units and 0.5 units, respectively. In the presence of time effects, only the impact of FPEQ and FPS remained significant and explained 46.99% of the ROI variance ($F = 9.66, p < 0.001$). Again, the influence of FPS was stronger than the one of FPEQ.

The following paragraphs will detail the empirical results corresponding to the subsample of gas companies (Table 12). For model M21 (without fixed effects), the share of explained variance in ROA was 30.16% ($F = 7.22, p < 0.001$). The fiscal pressure

Table 11. Econometric models for oil companies.

| Model 11: ROA = $w_0 + w_1FPE + w_2FPEQ + w_3FPGM + w_4FPS + \delta_i + \epsilon_i$ | Model 12: ROE = $w_0 + w_1FPE + w_2FPEQ + w_3FPGM + w_4FPS + \delta_i + \epsilon_i$ | Model 13: ROI = $w_0 + w_1FPE + w_2FPEQ + w_3FPGM + w_4FPS + \delta_i + \epsilon_i$ |
|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|
| Constant                                     | Constant                                     | Constant                                     |
| ($-0.0289$)                                  | ($-0.0048$)                                  | ($-0.0056$)                                  |
| ($-1.0904$)                                  | ($-0.3311$)                                  | ($-0.1364$)                                  |
| FPE                                           | FPE                                           | FPE                                           |
| ($-0.0018$)                                  | ($-0.0275$)                                  | ($-0.1185$)                                  |
| ($-0.0365$)                                  | ($-0.8253$)                                  | ($-1.4060$)                                  |
| FPEQ                                          | FPEQ                                          | FPEQ                                          |
| ($-0.0194$)                                  | ($-0.0194$)                                  | ($-0.0214$)                                  |
| ($-2.6878$)                                  | ($-2.7757$)                                  | ($-1.1486$)                                  |
| FPGM                                          | FPGM                                          | FPGM                                          |
| ($0.0119$)                                   | ($0.0046$)                                   | ($0.034$)                                    |
| ($2.3856$)                                   | ($1.0352$)                                   | ($1.2407$)                                   |
| FPS                                           | FPS                                           | FPS                                           |
| ($0.2334$)                                   | ($0.1985$)                                   | ($0.5289$)                                   |
| ($4.0742$)                                   | ($4.5117$)                                   | ($5.5293$)                                   |

White cross-section standard errors and covariance (d.f. corrected)

| Yes | Yes | Yes | Yes | Yes | Yes | Yes |
|-----|-----|-----|-----|-----|-----|-----|

Prob. > $F$

| 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |

Cross-section effects

| Yes | Yes | Yes | Yes | Yes | Yes | Yes |

Time fixed effects

| No | Yes | No | Yes | No | Yes |

$R^2$

| 0.2572 | 0.4664 | 0.612 | 0.2412 | 0.3069 | 0.5242 |

Adjusted $R^2$

| 0.2018 | 0.4058 | 0.0986 | 0.1551 | 0.2549 | 0.4699 |

$F$-statistic

| 4.6417 | 7.6988 | 2.5767 | 2.8006 | 5.9078 | 9.6593 |

Observations

| 462 | 462 | 462 | 462 | 462 | 462 |

Note: Robust $t$-statistics are indicated in parentheses; **, *** indicate statistical significance at the 5% and 1% levels. Prob. > $F$ is the probability of not existing fixed effects. For all estimated models, the hypothesis of multicollinearity was investigated using the variance inflation factor (VIF). In all cases, the VIF values were lower than 4, thus indicating a low risk of multicollinearity. In addition, the White test rejected the null hypothesis of heteroscedasticity.
indicator that triggered significant changes in the company’s financial performance was FPEQ: a one-unit increase in FPEQ would be matched by a 0.27-unit increase in ROA. After considering the time fixed effects, 37.59% of the variance in ROA was explained by our predictor \(F = 6.91, p < 0.001\). As in the previous case, the impact of FPEQ remained relevant, though to a lesser degree.

Table 12. Econometric models for gas companies.

| Model 21: ROA = \(a_0 + a_1FPE + a_2FPEQ + a_3FPGM + a_4FPS + \delta_i + \epsilon_t\) | Model 22: ROI = \(a_0 + a_1FPE + a_2FPEQ + a_3FPGM + a_4FPS + \delta_i + \epsilon_t\) | Model 23: ROI = \(a_0 + a_1FPE + a_2FPEQ + a_3FPGM + a_4FPS + \delta_i + \epsilon_t\) |
|---|---|---|
| Constant | \(-0.0389 ***\) | \(-0.0136\) | \(-0.0892 **\) | \(-0.0419\) | \(-0.0281\) |
| \((−2.3851)\) | \((-1.4206)\) | \((-2.1221)\) | \((-1.2983)\) | \((-0.8823)\) | \((1.7196)\) |
| FPE | \(0.2602\) | \(0.1874\) | \(0.4760\) | \(0.3126\) | \(0.5114\) | \(0.3294\) |
| \((1.4963)\) | \((1.1028)\) | \((1.2110)\) | \((0.7990)\) | \((1.2299)\) | \((0.8099)\) |
| FPEQ | \(0.2733 ***\) | \(0.1369 ***\) | \(0.6890 ***\) | \(0.3870 **\) | \(0.5304 ***\) | \(0.2424 **\) |
| \((4.7280)\) | \((2.5175)\) | \((4.7930)\) | \((2.0916)\) | \((4.7993)\) | \((2.0666)\) |
| FPGM | \(-0.0781\) | \(-0.0724\) | \(-0.1821 *\) | \(-0.1612\) | \(-0.1209 *\) | \(-0.1092 *\) |
| \((-1.5871)\) | \((-1.5104)\) | \((-1.6108)\) | \((-1.4096)\) | \((-1.7255)\) | \((-1.7696)\) |
| FPS | \(0.4620\) | \(0.4325\) | \(0.9652\) | \(0.9906\) | \(0.8880\) | \(0.8311\) |
| \((1.3826)\) | \((1.4589)\) | \((1.2468)\) | \((1.3498)\) | \((1.1793)\) | \((1.2459)\) |

White cross-section standard errors and covariance (d.f. corrected)

| Yes | Yes | Yes | Yes | Yes | Yes |
|---|---|---|---|---|---|

Prob. > F

| 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |

Cross-section effects

| Yes | Yes | Yes | Yes | Yes | Yes |

Time fixed effects

| No | Yes | No | Yes | No | Yes |

R²

| 0.3501 | 0.4395 | 0.2884 | 0.3623 | 0.2588 | 0.3367 |

Adjusted R²

| 0.3016 | 0.3759 | 0.2355 | 0.2901 | 0.2031 | 0.2608 |

F-statistic

| 7.2205 | 6.9080 | 5.4464 | 5.0165 | 4.6479 | 4.4388 |

Observations

| 462 | 462 | 463 | 463 | 459 | 459 |

Note: Robust t-statistics are indicated in parentheses; *, **, *** indicate statistical significance at the 10%, 5% and 1% levels. Prob. > F is the probability of not existing fixed effects. For all estimated models, the hypothesis of multicollinearity was investigated using the variance inflation factor (VIF). In all cases, the VIF values were lower than 7, thus indicating a low risk of multicollinearity. In addition, the White test rejected the null hypothesis of heteroscedasticity.

Model M22 indicated that two of the fiscal pressure indicators caused changes in ROE, explaining about 23.55% of its variance in the absence of time fixed effects, \(F = 5.45, p < 0.001\). That is, should FPEQ and FPGM augment by one unit, ROE would considerably increase by 0.69 units and mitigate by 0.18 units, respectively. Once time fixed effects had been added into the model, the portion of explained variance rose to 29.01% \((F = 5.02, p < 0.001)\). The only predictor that had a significant impact was FPEQ. When FPEQ augmented by one unit, ROE would follow the same direction with 0.39 units.

For model M23 (without time fixed effects), 20.31% of the variance in ROI was attributed to FPEQ and FPGM, \(F = 4.65, p < 0.001\). The influence of FPEQ was considerably stronger than the influence of FPGM. That is, a one-unit increase in FPEQ was followed by a 0.53-unit increase in ROI. In comparison, a one-unit increase in FPGM would yield a 0.12-unit decrease in ROI. In the presence of time fixed effects, the same fiscal pressure indicators remained significant and explained 26.08% of ROI variance. Again, the impact of FPEQ was stronger but to a lesser degree \((F = 4.44, p < 0.001)\).

In the case of electricity companies (Table 13), model M31 (without time fixed effects) showed that 8.66% of the variance in ROA was explained by FPE, FPGM and FPS, \(F = 2.37, p < 0.001\). Out of the three factors, FPS had a much stronger impact than the other two. That is, a one-unit increase in FPEQ would trigger a 0.12-unit increase in ROA.
Energies 2021, 14, 3769

FPGM increased by one unit, ROA would decrease by 0.04 units. At the same time, should FPS augment by one unit, ROA would decrease by 2.69 units. After the inclusion of time fixed effects, the portion of variance explained was 7.90% ($F = 1.85, p < 0.001$). As in the previous version of the model, the three fiscal pressure indicators remained significant, with FPS causing the most substantial change.

### Table 13. Econometric models for electricity companies.

|                      | Model 31:       | Model 32:       | Model 33:       |
|----------------------|-----------------|-----------------|-----------------|
|                      | ROA = $a_0 + a_1$FPE + $a_2$FPEQ + $a_3$FPGM + $a_4$FPS + $\delta_t + \epsilon_{it}$ | ROE = $a_0 + a_1$FPE + $a_2$FPEQ + $a_3$FPGM + $a_4$FPS + $\delta_t + \epsilon_{it}$ | ROA = $a_0 + a_1$FPE + $a_2$FPEQ + $a_3$FPGM + $a_4$FPS + $\delta_t + \epsilon_{it}$ |
| Constant             | 0.4831 *        | 0.5077 **       | 0.8788          | 0.9018 **       | 0.7493          | 0.8496 **       |
|                      | (1.7246)        | (2.0201)        | (1.5863)        | (1.9512)        | (1.4582)        | (1.9520)        |
| FPE                  | 0.1549 ***      | 0.1849 **       | 0.2155 ***      | 0.2797 ***      | 0.1041          | 0.2658 ***      |
|                      | (3.1560)        | (2.8330)        | (2.8099)        | (2.4923)        | (1.4866)        | (2.6332)        |
| FPEQ                 | 0.0139          | 0.0042          | -0.0516         | -0.0749 ***     | 0.1565 *        | 0.0881          |
|                      | (0.7233)        | (0.5594)        | (-1.2424)       | (-4.2971)       | (1.7235)        | (1.2355)        |
| FPGM                 | -0.0354 **      | -0.0215 ***     | -0.0894 *       | -0.0540 ***     | -0.6764         | -0.6390         |
|                      | (-1.8999)       | (-2.7837)       | (-1.6774)       | (-2.4909)       | (-1.5833)       | (-1.5205)       |
| FPS                  | -2.6882 *       | -2.9342 *       | -4.2563         | -4.5957         | -0.6075         | -1.5910         |
|                      | (-1.6129)       | (-1.6363)       | (-1.3545)       | (-1.3969)       | (-0.2129)       | (-0.5217)       |

White cross-section standard errors and covariance (d.f. corrected) Yes Yes Yes Yes Yes Yes
Prob. > F 0.0000 0.0008 0.0004 0.0009 0.0005 0.0007
Cross-section effects Yes Yes Yes Yes Yes Yes
Time fixed effects No Yes No Yes No Yes
R² 0.1497 0.1715 0.1349 0.1696 0.1371 0.1754
Adjusted R² 0.0866 0.0790 0.0709 0.0771 0.0719 0.0816
F-statistic 2.3742 1.8383 2.1082 1.8336 2.1034 1.8696
Observations 479 479 480 480 471 471

Note: Robust t-statistics are indicated in parentheses; *, **, *** indicate statistical significance at the 10%, 5% and 1% levels. Prob. > F is the probability of not existing fixed effects. For all estimated models, the hypothesis of multicollinearity was investigated using the variance inflation factor (VIF). In all cases, the VIF values were lower than 2, thus indicating a low risk of multicollinearity. In addition, the White test rejected the null hypothesis of heteroscedasticity.

According to the model M32, which had no time fixed effects, the predictors FPE and FPGM explained 7.09% of the variance in ROE ($F = 2.11, p < 0.001$). In this case, the influence of FPE was much stronger than the influence of FPGM. That is, when FPE increased by one unit, ROE would augment by 0.27 units. Should FPGM increase by one unit, ROE would decrease by 0.04 units. After considering the time fixed effects, the explained portion of the variance in ROE rose to 7.7% ($F = 1.83, p < 0.001$). This time, the fiscal pressure indicators FPE, FPEQ and FPGM triggered substantial changes. Fiscal pressure to equity had the largest impact on company financial performance. Namely, a one-unit change in FPE would yield a 0.28-unit increase in ROE.

Model M33 showed that the predictor FPEQ explained about 7.19% of the changes in the financial performance measured via ROI ($F = 2.10, p < 0.001$). The only predictor identified to be generating significant influences was FPEQ: a one-unit increase in the predictor would be followed by a 0.16-unit increase in ROI. Moreover, in the presence of time fixed effects, the explained variance augmented to 8.16%, with $F = 1.87, p < 0.001$. This time, FPE was the only predictor causing a considerable change in the company financial performance: should FPE increase by one unit, ROI would follow the same trend with 0.27 units.
Last but not least, we also considered it useful to investigate the relationship between fiscal pressure and the company’s financial performance with the overall sample (Table 14). According to model M41 and no time fixed effects, 8.75% of the variance in ROA was explained by the predictor FPE, $F = 2.48$, $p < 0.001$. For that matter, an increase of one unit in FPE would be followed by an increase of 0.07 units in ROA. After considering time fixed effects, the portion of explained variance rose to 9.22% ($F = 2.34$, $p < 0.001$). FPE remained again the only relevant predictor.

### Table 14. Econometric models for the overall sample.

| Model 41: | Model 42: | Model 43: |
| --- | --- | --- |
| $\text{ROA} = \delta_0 + \delta_1 \text{FPE} + \delta_2 \text{FPEQ} + \delta_3 \text{FPGM} + \delta_4 \text{FPS} + \delta_i + \varepsilon_{it}$ | $\text{ROE} = \delta_0 + \delta_1 \text{FPE} + \delta_2 \text{FPEQ} + \delta_3 \text{FPGM} + \delta_4 \text{FPS} + \delta_i + \varepsilon_{it}$ | $\text{ROI} = \delta_0 + \delta_1 \text{FPE} + \delta_2 \text{FPEQ} + \delta_3 \text{FPGM} + \delta_4 \text{FPS} + \delta_i + \varepsilon_{it}$ |
| **Constant** | 0.0319 (0.9638) | 0.0612 (0.8017) | 0.2355 ** (2.2703) |
| **FPE** | 0.0727 *** (3.1598) | 0.0760 ** (2.1292) | 0.0541 (0.2409) |
| **FPEQ** | $-0.0083$ ($-0.8288$) | $-0.0202$ ($-0.7523$) | $0.0641$ (0.7964) |
| **FPGM** | 0.0003 (0.0425) | $-0.0011$ ($-0.0559$) | $-0.1399$ (*) ($-1.6357$) |
| **FPS** | 0.0962 (0.2876) | 0.4090 ** (2.2272) | 0.2651 (0.4763) |

White cross-section standard errors and covariance (d.f. corrected) | Yes | Yes | Yes |

| Prob. $> F$ | 0.0000 | 0.0000 | 0.0000 |
| Cross-section effects | Yes | Yes | Yes |
| Time fixed effects | No | Yes | No |
| $R^2$ | 0.1467 | 0.1608 | 0.1343 |
| Adjusted $R^2$ | 0.0875 | 0.0922 | 0.0743 |
| $F$-statistic | 2.4773 | 2.3431 | 2.2381 |
| Observations | 1403 | 1403 | 1405 |

Note: Robust $t$-statistics are indicated in parentheses; *, **, *** indicate statistical significance at the 10%, 5% and 1% levels. Prob. $> F$ is the probability of not existing fixed effects. For all estimated models, the hypothesis of multicollinearity was investigated using the variance inflation factor (VIF). In all cases, the VIF values were lower than 2, thus indicating a low risk of multicollinearity. In addition, the White test rejected the null hypothesis of heteroscedasticity.

According to model M42, the fiscal pressure indicators FPE and FPS explained 7.43% of the variance in ROE, $F = 2.24$, $p < 0.001$. That is, when FPE and FPS augmented by one unit, financial performance measured via ROE would increase as well with 0.08 units and 0.41 units, respectively. With time fixed effects, the model showed that only FPE explained 8.56% of the ROE variance, $F = 2.24$, $p < 0.001$.

Model M43 (without time fixed effects) indicated that 7.29% of the variance in ROI was explained by FPGM, $F = 2.20$, $p < 0.001$. Namely, ROI would decrease by 0.14 units after a one-unit increase in FPGM. Once time fixed effects were taken into account, the portion of explained variance rose to 9.27%, $F = 2.17$, $p < 0.001$. The relevance of FPGM remained constant, triggering a 0.15-unit decrease with every additional unit of fiscal pressure.

### 5. Discussion and Conclusions

The present research study evaluated the effect of fiscal pressure on corporate financial performance using financial data from 88 publicly listed companies activating in different energy sectors (oil, gas, electricity). As time frame, we selected a period of 16 years from the first quarter of 2005 until the third quarter of 2020. The set of predicting variables...
included four such indicators: fiscal pressure to expenses (FPE); fiscal pressure to equity (FPEQ); fiscal pressure to gross margin (FPGM); fiscal pressure to sales (FPS). The set of outcome variables measuring financial performance comprised the following indicators: return on assets (ROA); return on equity (ROE); return on investment (ROI).

We hypothesized that fiscal pressure would significantly impact companies’ financial performance over the analyzed period. Our research hypothesis was tested with multiple econometric models built for every company subsample and for the overall sample.

Table 15 displays a coded synthesis of the relevant empirical results that we reported in the manuscript.

| Dependent Variable | Companies | FPE | FPEQ | FPGM | FPS |
|--------------------|-----------|-----|------|------|-----|
| **ROA**            | Oil       | N/S | N/S  | – ***| − ***| N/S | + ***| + ***|
|                    | Gas       | N/S | N/S  | + ***| + ***| N/S | N/S  | N/S  |
|                    | Electricity | + ***| + ** | N/S  | N/S  | − **| − ***| − *  | − *  |
|                    | All companies | + ***| + ***| N/S  | N/S  | N/S | N/S  | N/S  |
| **ROE**            | Oil       | N/S | N/S  | N/S  | N/S  | N/S | N/S  | N/S  |
|                    | Gas       | N/S | N/S  | + ***| + ** | – * | N/S  | N/S  |
|                    | Electricity | + ***| + ***| N/S  | N/S  | − ***| − *  | − ***| N/S  |
|                    | All companies | + **| + ***| N/S  | N/S  | N/S | N/S  | N/S  |
| **ROI**            | Oil       | N/S | N/S  | – ***| – ***| + **| N/S  | + ***| + ***|
|                    | Gas       | N/S | N/S  | + ***| + ** | − * | − *  | N/S  | N/S  |
|                    | Electricity | N/S | N/S  | + ***| + *  | N/S | N/S  | N/S  | N/S  |
|                    | All companies | N/S | N/S  | N/S  | N/S  | − * | − *  | N/S  | N/S  |

Note: The symbols *, **, *** indicate statistical significance at the 10%, 5% and 1% levels. "N/S" denotes non-significant results. The “+” and “−” signs indicate the positive and negative relationships between financial performance (ROA, ROE, ROI) and fiscal pressure indicators (FPE, FPEQ, FPGM, FPS). For each outcome variable, the symbols displayed on the first column correspond to the econometric models without time fixed effects, while the symbols on the second column correspond to the econometric models with time fixed effects.

As expected, econometric estimations performed with the help of the statistical software package EViews version 9.0 supported our research hypothesis.

Results showed that fiscal pressure to expenses boosted financial performance only in the case of electricity companies. From an economic standpoint, this positive effect could be explained by steadily increasing levels of electricity prices on the energy market for both industry and household end-users and by rising values of overall electricity production.

In terms of fiscal pressure to equity, the predictor exerted a small negative influence on the profitability of assets and investment for oil companies. A possible explanation for this result could be the rising levels of excise duties on both oil extraction and oil distillation, along with increasing excises for oil delivery to industrial and domestic users. In the case of electricity companies, the link between fiscal pressure to equity and ROE was negative, while the link with ROI was positive. This fiscal pressure indicator established a strong positive link with all performance metrics of gas companies, which was the most notable result. From an economic perspective, this result could be explained by the relatively constant gas prices and increasing gas production following rising demand from the chemical industry that supplied fertilizers for agricultural use.

For oil companies, fiscal pressure to gross margin elicited a small positive impact on the return on assets and return on investment variables. Negative influences were registered for the subsamples of gas and electricity companies, as follows: in the case of the former, ROE and ROI decreased as fiscal pressure mounted; in the case of the latter, ROA and ROE decreased when fiscal pressure mounted. Last but not least, fiscal pressure
to sales had a strong positive impact on all financial performance metrics of oil companies and an even stronger negative influence on return on assets for electricity companies.

As shown by the results synthesis in Table 15, our study emphasized that fiscal pressure had more positive impact on the financial performance of energy companies than a negative impact. The rationale is straightforward. The price structure in the energy industry is designed in such a way that end-user prices include, besides the net energy value, the cost of transmission and distribution plus taxes (which are added last). The higher the taxes (and hence the fiscal pressure), the higher the end-user price and company revenue and, ceteris paribus, the higher company financial performance. This conclusion is important for overall taxation in the energy industry since corporate taxes, excise duties and mandatory labor contributions are basic resources for state budgets [30,31]. Nevertheless, we deem that an increase in tax rates above an optimal threshold might create difficulties in the voluntary tax compliance process of companies activating in this industry.

As with any other empirical study, our research endeavor entails certain limitations. In the first place, the sample comprised 88 companies pertaining to the three sectors and operating mainly in North and South America, Europe and Asia. Therefore, future studies might increase the number of companies in each sector until reaching a representative sample and test the strength of the proposed connection between fiscal pressure and financial performance. In the second place, researchers might explore the connection by using other indicators that measure either fiscal pressure or financial performance (e.g., return on invested capital, return on capital employed).

With regards to financial performance, the CEO of the BlackRock investment management corporation—Laurence Fink—once stated that in order “to prosper over time, every company must not only deliver financial performance but also show it makes a positive contribution to society.” We believe that energy companies fit this description given by Fink. Because economic activities and the general wellbeing of people across the globe are strictly dependent on energy supply, securing a long-term financial performance seems to be an achievable goal for these companies. At the same time, the contribution of companies operating in the energy sector can be regarded as positive from the perspective that the energy supplied facilitates living conditions, manufacturing processes, distribution of goods and services and the overall mobility of the labor force and merchandise. Nevertheless, with the increase in public awareness regarding the scarcity of natural resources, energy companies have started to develop various projects of alternative green sources of energy [32–35]. Thus, such important advancements in the energy sector might facilitate upcoming research on whether fiscal pressure drives the financial performance of green energy promoters.
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Abbreviations

This manuscript features the following abbreviations:

- CEO: Chief executive officer
- CSR: Corporate social responsibility
- EBITDA: Earnings before interest, taxes, depreciation and amortization
- FPE: Fiscal pressure to expenses
- FPEQ: Fiscal pressure to equity
- FPGM: Fiscal pressure to gross margin
- FPS: Fiscal pressure to sales
- IMF: International Monetary Fund
- N/S: Non-significant
- OECD: Organisation for Economic Cooperation and Development
- Q1: First quarter of the fiscal year
- Q3: Third quarter of the fiscal year
- ROA: Return on assets
- ROE: Return on equity
- ROI: Return on investment
- UN: United Nations
- VIF: Variance inflation factor

Appendix A

The 88-company sample included economic entities operating in the oil, gas and electricity sectors, as follows: (1) oil sector: Braskem SA, British Petroleum, Cabot Oil & Gas, Callon Petroleum, Cheniere Energy, Chevron, Cimarex Energy, CNX Resources, ConocoPhillips, Continental Resources, Denbury Resources, Devon Energy, Endbridge, Eni SpA, EOG Resources, Exxon Mobil Corporation, Genesis Energy, Global Partners, Lukoil, Murphy Oil, PDC Energy, Petroleo Brasileiro SA, Pioneer Natural Resources, Repsol SA, Royal Dutch Shell, Southwestern Energy, Suburban Propane Partners, Total SE, YPF SA; (2) gas sector: Archrock, Baker Hughes, Atmos Energy, Canadian Natural Resources, Dawson Geophysical, Enterprise Products Partners, Flotek Industries, Gazprom, Halliburton, Helix Energy Solutions, Imperial Oil, Linde PLC, National Fuel Gas, Newpark Resources, New Jersey Resources, Northwest Natural Gas, Oceanairing International, Occidental Petroleum, ONEOK, PGS, RPC Company, Schlumberger, Southwest Gas, Spire, Suncor Energy, Tetra Technologies, Transportadora de Gas del Sur, Ultrapar Participacos SA, Williams Companies; (3) electricity sector: Ameren, American Electric Power, Consolidated Edison, Covanta Holding, CUI Global, DTE Energy, Duke Energy, Edison SpA, Enel SpA, Energias de Portugal, Engie Brasil Energia, E.ON SE, Equinor, Evergy, Eversource Energy, EVN AG, Hawaiian Electric Industries, Korea Electric Power Corporation, NextEra Energy, NorthWestern Corporation, Ormat Technologies, Pacific Gas and Electric Company, PPL Corporation, Public Service Enterprise Group, Southern Company, RWE AG, TC Energy, Texas Pacific Land, WEC Energy Group, Xcel Energy.
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