Fast computation of elastic and hydrodynamic potentials using approximate approximations
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Abstract
We propose fast cubature formulas for the elastic and hydrodynamic potentials based on the approximate approximation of the densities with Gaussian and related functions. For densities with separated representation, we derive a tensor product representation of the integral operator which admits efficient cubature procedures. We obtain high order approximations up to a small saturation error, which is negligible in computations. Results of numerical experiments which show approximation order $O(h^{2M})$, $M = 1, 2, 3, 4$, are provided.
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1 Introduction

In this paper we consider volume potentials which arise in the solution of the three-dimensional problems in elasticity and hydrodynamics.

Linear isotropic elastic problems in the space $\mathbb{R}^3$ are governed by the three-dimensional Lamé system

$$\mu \Delta u + (\lambda + \mu) \text{grad div } u + f = 0, \quad (1.1)$$
where $\mathbf{u} = (u_1, u_2, u_3)$ is the displacement vector, $\mathbf{f} = (f_1, f_2, f_3)$ is the volume force, $\lambda$ and $\mu$ are the Lamé constants.

The hydrodynamic potentials correspond to the linearized Navier–Stokes equations, the Stokes equations,

$$-\nu \Delta \mathbf{u} + \text{grad} \, P = \mathbf{f}, \quad (1.2)$$

$$\text{div} \, \mathbf{u} = 0. \quad (1.3)$$

Here $\mathbf{u} = (u_1, u_2, u_3)$ is the velocity vector, $\mathbf{f} = (f_1, f_2, f_3)$ is the volume force, $P$ denotes the pressure and $\nu$ is the constant viscosity coefficient. The Eqs. (1.2)–(1.3) are considered in the whole space $\mathbb{R}^3$.

Suppose that $f_\ell \in \mathcal{S}(\mathbb{R}^3)$, $\ell = 1, 2, 3$. By $\mathcal{S}(\mathbb{R}^3)$ we denote the Schwartz space of smooth and rapidly decaying functions. A solution of (1.1) is given by the volume potential

$$u_k(x) = \Gamma^{(k)}(x) = \sum_{\ell=1}^{3} \Gamma^{(k,\ell)}(f_\ell)(x), \quad k = 1, 2, 3, \quad (1.4)$$

with

$$\Gamma^{(k,\ell)}(g)(x) = \int_{\mathbb{R}^3} \Gamma_{k\ell}(x - y) g(y) dy, \quad k, \ell = 1, 2, 3.$$  

Here $\{\Gamma_{k\ell}\}_{k,\ell=1,2,3}$ is the Kelvin fundamental matrix ([7, p. 84])

$$\Gamma_{k\ell}(x) = \frac{\lambda'}{8\pi} \frac{\delta_{k\ell}}{|x|} + \frac{1}{8\pi \mu'} \frac{x_k x_\ell}{|x|^3} \quad (1.5)$$

with

$$\lambda' = \frac{\lambda + 3\mu}{\mu(\lambda + 2\mu)}, \quad \mu' = \frac{\lambda + \mu}{\mu(\lambda + 2\mu)}, \quad \lambda > 0, \mu > 0.$$

The system (1.2)–(1.3) is solved by the volume potential ([8, p. 51])

$$u_k(x) = \sum_{\ell=1}^{3} \Psi^{(k,\ell)}(f_\ell)(x), \quad k = 1, 2, 3, \quad (1.6)$$

where

$$\Psi^{(k,\ell)}(g)(x) = \int_{\mathbb{R}^3} \Psi_{k\ell}(x - y) g(y) dy, \quad k, \ell = 1, 2, 3,$$

with the fundamental solution ([8, p. 51])

$$\Psi_{k\ell}(x) = \frac{1}{8\pi \nu} \left( \frac{\delta_{k\ell}}{|x|} + \frac{x_k x_\ell}{|x|^3} \right), \quad (1.7)$$
and

\[ P(x) = -\sum_{\ell=1}^{3} \frac{\partial}{\partial x_{\ell}} \frac{1}{4\pi} \int_{\mathbb{R}^3} \frac{f_{\ell}(y)}{|x - y|} dy. \]  

(1.8)

The functions \( u = (u_1, u_2, u_3) \) in (1.4) and (1.6), and \( P \) in (1.8) satisfy the conditions 

\[ |u(x)| \to 0, \quad P(x) \to 0 \quad \text{and} \quad |\text{grad} \ P(x)| \to 0 \quad \text{as} \quad |x| \to \infty. \]

In this paper we propose a fast method of an arbitrary high order for approximating the potentials (1.4), (1.6) and (1.8), which combines the method of approximate approximations (cf. [17]) with the idea of tensor structured approximation (cf. e.g. [1–6]).

The concept of approximate approximations and first related results were published by Maz’ya [14,15]. Various aspects of a general theory of these approximations were systematically investigated (cf. [17] and the references therein). This approximation procedure employs linear combination of smooth and rapidly decaying functions to approximate a given function with high order within a prescribed accuracy. Although in general the method does not converge in a rigorous sense, even simple quasi-interpolants approximate functions very accurately. Additionally, this approximation process has considerable advantages due to the great flexibility in the choice of approximating functions. This flexibility makes it possible to get simple formulas for the approximation of various integral and pseudo-differential operators. Example of those cubature formulas for important integral operators of mathematical physics on \( \mathbb{R}^3 \) were studied in [16]. By combining semi-analytic cubature formulas for volume potentials based on approximate approximations with the strategy of separated representations, we derive a method for approximating volume potentials, which is accurate and fast also in the multidimensional case and provides approximation formulas of high order. This approach was introduced for the first time in [9] to obtain fast cubature of high-dimensional harmonic potentials. Fast cubature formulas of advection-diffusion potentials in the frame of approximate approximations have been obtained in [10]. In [11] the procedure has been extended to parabolic problems of second order and in [12] to the biharmonic operator.

We describe the idea for the elastic potential (1.4). The hydrodynamic potential will be considered in Sect. 4. Our approximation formulas are based on replacing the density \( f \) of the integral operator (1.4) by quasi-interpolants of the form

\[ M_h f(x) := \mathcal{D}^{-3/2} \sum_{m \in \mathbb{Z}^3} f(hm) \eta \left( \frac{x - hm}{h \sqrt{\mathcal{D}}} \right) \]  

(1.9)

with fixed positive parameters \( h \) and \( \mathcal{D} \) and with some generating function \( \eta \) sufficiently smooth and of rapid decay chosen such that the integrals

\[ I_{(k, \ell)}^{(k, \ell)}(\eta)(x) = \int_{\mathbb{R}^3} \Gamma_{k\ell}(x - y) \eta(y) dy, \quad k, \ell = 1, 2, 3 \]
can be effectively determined. Then the sum
\[
\Gamma^{(k,\ell)}(\mathcal{M}_hf_\ell)(\mathbf{x}) = \frac{h^2}{\sqrt{D}} \sum_{\mathbf{m} \in \mathbb{Z}^3} f_\ell(h\mathbf{m}) \Gamma^{(k,\ell)}(\eta) \left( \frac{\mathbf{x} - h\mathbf{m}}{h\sqrt{D}} \right)
\]
provides an approximation formula for \(\Gamma^{(k,\ell)}(f_\ell), k, \ell = 1, 2, 3\).

If the generating function \(\eta\) satisfies the moment conditions of order \(N\)
\[
\int_{\mathbb{R}^3} \eta(x) \, dx = 1, \quad \int_{\mathbb{R}^3} \eta(x) x^\alpha \, dx = 0 \quad \forall \alpha : 1 \leq |\alpha| < N, \quad (1.10)
\]
then at any point \(x\)
\[
|f_\ell(x) - \mathcal{M}_hf_\ell(x)| \leq c_{f_\ell,\eta} \left( (h\sqrt{D})^N + \varepsilon_0(\eta, D) \right)
\]
(cf. [17, p. 34]). A proper choice of the parameter \(D\) allows to make the saturation error \(\varepsilon_0(\eta, D)\) as small as necessary, e.g., less than the precision machine. The cubature error \(\Gamma^{(k,\ell)}(f_\ell) - \Gamma^{(k,\ell)}(\mathcal{M}_hf_\ell)\) can be estimated by using mapping properties of the integral operator and error estimates of the quasi-interpolant (1.9). Moreover, due to the smoothing properties of the integral operators \(\Gamma^{(k,\ell)}\) the corresponding approximations converge with the rate \((h\sqrt{D})^N + h^2\varepsilon_0(\eta, D)\) in some uniform or \(L_p\)-norm (cf. [17, p. 113]).

Analytic formulas for \(\Gamma^{(k,\ell)}(\eta_{2M})\) with the radial generating functions
\[
\eta_{2M}(x) = \pi^{-3/2} L^{(3/2)}_{M-1}(|x|^2)e^{-|x|^2}, \quad M = 1, 2, \ldots \quad (1.11)
\]
were obtained in [17, pp. 108–113]. The functions (1.11) satisfy the moment conditions (1.10) of order \(2M\) and the sum \(\Gamma^{(k,\ell)}(\mathcal{M}_hf_\ell)\) provides a semi-analytic cubature formula for \(\Gamma^{(k,\ell)}(f_\ell)\) of order \(O((h\sqrt{D})^{2M} + h^2e^{-D\pi^2})\).

The computation of \(\Gamma^{(k,\ell)}(\mathcal{M}_hf_\ell)\) at the point of a uniform grid \(\{h\mathbf{j}\}\), with \(\mathbf{j} = (j_1, j_2, j_3) \in \mathbb{Z}^3\), leads to the multi-dimensional discrete convolution
\[
\Gamma^{(k,\ell)}(\mathcal{M}_hf_\ell)(h\mathbf{j}) = \frac{h^2}{\sqrt{D}} \sum_{\mathbf{m} \in \mathbb{Z}^3} f_\ell(h\mathbf{m}) \Gamma^{(k,\ell)}(\eta_{2M}) \left( \frac{\mathbf{j} - \mathbf{m}}{\sqrt{D}} \right), \quad k, \ell = 1, 2, 3. \quad (1.12)
\]
Therefore it is very efficient to precompute and store the values \(\Gamma^{(k,\ell)}(\eta_{2M})(\mathbf{j} - \mathbf{m})/\sqrt{D}\), which can be used for any gridsize \(h\). However, due to the operation number proportional to \(h^{-3}\), the convolution (1.12) is not practical. We propose a method which reduces the computational effort. As basis functions, we choose
\[
\eta_{2M}(x) = \prod_{j=1}^3 \tilde{\eta}_{2M}(x_j); \quad \tilde{\eta}_{2M}(x) = \frac{(-1)^{M-1}}{\sqrt{\pi} 2^{2M-1}(M-1)!} \frac{H_{2M-1}(x)e^{-x^2}}{x}, \quad (1.13)
\]
where $H_k$ are the Hermite polynomials

$$H_k(x) = (-1)^k e^{x^2} \left( \frac{d}{dx} \right)^k e^{-x^2}.$$

The functions (1.13) satisfy the moment conditions (1.10) and consequently give rise to approximation formulas of order $2M$, plus the saturation error $\mathcal{O}(h^2 e^{-2\pi^2})$. Moreover, the action of three-dimensional elastic and hydrodynamic potentials onto these basis functions allows one-dimensional integral representations. For the special case of Gaussian functions, which may be even orthotropic or anisotropic, this was obtained in [17, pp. 131–136]. For example,

$$I^{(k,\ell)}(e^{-|\cdot|^2})(x) = \int_0^\infty \left( \frac{\delta_{k\ell}}{4} \left( \frac{1}{\mu} - \frac{\mu'}{2} \frac{t}{1+t} \right) + \frac{\mu'}{4} \frac{t}{(1+t)^2} x_\ell x_k \right) \frac{e^{-\frac{|x|^2}{1+t}}}{(1+t)^{3/2}} \, dt.$$

In this paper we obtain new one-dimensional integral representations for the three-dimensional integrals $\Gamma^{(k,\ell)}$ and $\Psi^{(k,\ell)}$ applied to the tensor product functions (1.13). The integrand is separated, i.e., it is a product of functions depending only on one of the variables. We show how a suitable quadrature of the one-dimensional integrals combined with the approximation of a separated representation of the density leads to a separated approximation of the integral operator. Since the separated representation of the density can be approximated with high order and only one-dimensional operations are used, the resulting method is very efficient and can provide high order approximations.

The outline of the paper is as follows. In Sect. 2 we derive one-dimensional integral representations of the three-dimensional elastic potential applied to the functions (1.13). In Sect. 3, for densities with separated representation, we derive a tensor product representation of the integral operator which admits efficient one-dimensional operations. We provide numerical tests, showing that these formulas are efficient and provide approximation of order $\mathcal{O}(h^{2M})$, $M = 1, 2, 3, 4$. In Sect. 4 we apply the procedure to the hydrodynamic potentials (1.6) and (1.8), and provide approximation up to order $\mathcal{O}(h^8)$.

## 2 Elastic potential

Rewriting (1.5) as ([7, (1.3) p. 84])

$$\Gamma_{k\ell}(x) = -\frac{\delta_{k\ell}}{4\pi \mu |x|} - \frac{\mu'}{8\pi} \frac{\partial^2}{\partial x_k \partial x_\ell} |x|$$

then

$$\int_{\mathbb{R}^3} \Gamma_{k\ell}(x-y) e^{-|y|^2} \, dy = \frac{\delta_{k\ell}}{\mu} \mathcal{L} \left( e^{-|.|^2} \right)(x) - \frac{\mu'}{2} I_{k\ell} \left( e^{-|.|^2} \right)(x)$$
where $\mathcal{L}$ denotes the harmonic potential

$$\mathcal{L}(g)(x) = \frac{1}{4\pi} \int_{\mathbb{R}^3} \frac{g(y)}{|x-y|} dy$$

(2.2)

and

$$I_{k\ell}(g)(x) = \frac{1}{4\pi} \frac{\partial^2}{\partial x_k \partial x_{\ell}} \int_{\mathbb{R}^3} |x-y|g(y) dy.$$ (2.3)

A one-dimensional integral representation with separable integrand for the harmonic potential $\mathcal{L}(e^{-|\cdot|^2})$ is known ([9, p. 893]),

$$\mathcal{L}(e^{-|\cdot|^2})(x) = \frac{1}{4} \int_{0}^{\infty} \frac{e^{-|x|^2}}{(1+t)^{3/2}} dt.$$ (2.4)

It remains to determine a one-dimensional integral representation for $I_{k\ell}(e^{-|\cdot|^2})$.

**Theorem 1** The potential $I_{k\ell}(e^{-|\cdot|^2})$ admits the following representation

$$I_{k\ell}(e^{-|\cdot|^2})(x) = \frac{\delta_{k\ell}}{4} \int_{0}^{\infty} \frac{t e^{-|x|^2}}{(1+t)^{5/2}} dt - x_k x_{\ell} \int_{0}^{\infty} t e^{-|x|^2} \frac{(1+t)^{3/2}}{(1+t)^{5/2}} dt, \quad k, \ell = 1, 2, 3.$$ (2.5)

**Proof** We use the relation ([17, (5.55) p. 109])

$$\frac{\partial}{\partial x_{\ell}} \int_{\mathbb{R}^3} |x-y|e^{-|y|^2} dy = \left(x_{\ell} + \frac{1}{2} \frac{\partial}{\partial x_{\ell}}\right) \int_{\mathbb{R}^3} \frac{e^{-|y|^2}}{|x-y|} dy.$$ (2.6)

Keeping in mind (2.4), we get

$$\frac{1}{\pi} \frac{\partial}{\partial x_{\ell}} \int_{\mathbb{R}^3} |x-y|e^{-|y|^2} dy = \left(x_{\ell} + \frac{1}{2} \frac{\partial}{\partial x_{\ell}}\right) \int_{0}^{\infty} \frac{e^{-|x|^2}}{(1+t)^{3/2}} dt = x_{\ell} \int_{0}^{\infty} \frac{t e^{-|x|^2}}{(1+t)^{5/2}} dt.$$ (2.7)

In view of (2.3), formula (2.5) follows. \qed

Thus, from the formulas (2.1), (2.4) and (2.5) we obtain

$$I^{(k,\ell)}(\eta_{\mu})(x) = \frac{1}{4\pi^{3/2}} \int_{0}^{\infty} \left(\delta_{k\ell} \left(\frac{1}{\mu} - \frac{\mu'}{2} \frac{t}{1+t}\right) + \frac{t}{(1+t)^{2}} \mu' x_{\ell} x_k\right) \frac{e^{-|x|^2}}{(1+t)^{3/2}} dt.$$ (2.8)

Let $M > 1$. We are looking for a one-dimensional integral representation with separated integrand of the potential $I^{(k,\ell)}$ with the basis functions (1.13). Keeping in mind (2.1), we write
\[ \Gamma^{(k, \ell)}(\eta_{2M})(x) = \frac{\delta_{k, \ell}}{\mu} \mathcal{L}(\eta_{2M})(x) - \frac{\mu'}{2} I_{k\ell}(\eta_{2M})(x). \] (2.6)

A one-dimensional integral representation for the harmonic potential applied to \( \eta_{2M} \) in (1.13) is known ([9, p. 894])

\[ \mathcal{L}(\eta_{2M})(x) = \frac{1}{4} \int_0^\infty \frac{e^{-\frac{|x|^2}{1+t}}}{(1+t)^{3/2}} \prod_{j=1}^3 \mathcal{Q}_M^{(0)}(x_j, t) dt, \] (2.7)

where \( \mathcal{Q}_M^{(0)}(x, t) \) is a polynomial in \( x \) whose coefficients depend on \( t \), defined by

\[ \mathcal{Q}_M^{(0)}(x, t) = \frac{1}{\sqrt{\pi}} \sum_{s=0}^{M-1} \frac{1}{(1+t)^{s}} \frac{(-1)^s}{4^s s!} H_{2s} \left( \frac{x}{\sqrt{1+t}} \right). \] (2.8)

**Theorem 2** Let \( M > 1 \). The integrals \( I_{k\ell} \) in (2.3) applied to \( \eta_{2M} \) in (1.13) admit the following one-dimensional integral representation

\[ I_{k\ell}(\eta_{2M})(x) = \frac{1}{4} \int_0^\infty \frac{t e^{-\frac{|x|^2}{1+t}}}{(1+t)^{3/2}} \prod_{j=1}^3 \mathcal{Q}_M^{(0)}(x_j, t) dt \]

\[ -\frac{1}{2} \int_0^\infty \frac{t e^{-\frac{|x|^2}{1+t}}}{(1+t)^{7/2}} \prod_{j=1, j \neq \ell}^3 \mathcal{Q}_M^{(0)}(x_j, t) dt, \] (2.9)

and, for \( k \neq \ell \),

\[ I_{k\ell}(\eta_{2M})(x) = -\frac{1}{2} \int_0^\infty \frac{t e^{-\frac{|x|^2}{1+t}}}{(1+t)^{7/2}} \mathcal{Q}_M^{(1)}(x, t) \mathcal{Q}_M^{(1)}(x_k, t) \mathcal{Q}_M^{(0)}(x_i, t) dt \] (2.10)

denoting \( i \in \{1, 2, 3\} \backslash \{k, \ell\} \). Here \( \mathcal{Q}_M^{(0)} \) are given in (2.8),

\[ \mathcal{Q}_M^{(1)}(x, t) = x \mathcal{Q}_M^{(0)}(x, t) + \mathcal{Q}_M^{(1)}(x, t), \]

\[ \mathcal{Q}_M^{(1)}(x, t) = \frac{2}{\sqrt{\pi}} \sum_{s=1}^{M-1} \frac{1}{(1+t)^{s-1/2}} \frac{(-1)^{s-1}}{(s-1)4^s} H_{2s-1} \left( \frac{x}{\sqrt{1+t}} \right); \] (2.11)

\[ \mathcal{Q}_M^{(2)}(x, t) = x \mathcal{Q}_M^{(1)}(x, t) + \mathcal{Q}_M^{(2)}(x, t), \]

\[ \mathcal{Q}_M^{(2)}(x, t) = \frac{1}{\sqrt{\pi}} \sum_{s=1}^{M-1} \frac{1}{(1+t)^{s-1}} \frac{(-1)^{s-1}}{(s-1)4^s} H_{2s} \left( \frac{x}{\sqrt{1+t}} \right). \] (2.12)
**Proof** Using the relation ([17, p. 55])

\[
\tilde{\eta}_{2M}(x) = A \left( \frac{d}{dx} \right) e^{-x^2}, \quad A \left( \frac{d}{dx} \right) = \frac{1}{\sqrt{\pi}} \sum_{s=0}^{M-1} \frac{(-1)^s}{s!^{2s}} \frac{d^{2s}}{dx^{2s}}
\]

and integrating by parts we get

\[
I_{k\ell}(\tilde{\eta}_{2M})(x) = \frac{1}{4\pi} \frac{\partial^2}{\partial x_k \partial x_\ell} \int_{\mathbb{R}^3} |x - y| \prod_{j=1}^{3} \tilde{\eta}_{2M}(y_j) dy
\]

\[
= \prod_{j=1}^{3} A \left( \frac{\partial}{\partial x_j} \right) I_{k\ell} \left( e^{-|\cdot|^2} \right)(x).
\]

Therefore, by using (2.5), we derive that

\[
I_{k\ell}(\tilde{\eta}_{2M})(x) = \frac{\delta_{k\ell}}{4} \prod_{j=1}^{3} A \left( \frac{\partial}{\partial x_j} \right) \int_{0}^{\infty} \frac{t e^{-\frac{|x_j|^2}{1+t}}}{(1+t)^{5/2}} dt
\]

\[
- \prod_{j=1}^{3} A \left( \frac{\partial}{\partial x_j} \right) \left( \frac{x_k x_\ell}{2} \int_{0}^{\infty} \frac{t e^{-\frac{|x_j|^2}{1+t}}}{(1+t)^{7/2}} dt \right).
\]

(2.13)

Note that

\[
\frac{d^\ell}{dx^\ell} e^{-\frac{x^2}{1+t}} = (-1)^\ell e^{-\frac{x^2}{1+t}} \frac{2^\ell}{(1+t)^{\ell/2}} H_\ell \left( \frac{x}{\sqrt{1+t}} \right).
\]

Then it is easy to verify that \(Q^{(0)}_M\) satisfies the equation

\[
A \left( \frac{d}{dx} \right) e^{-\frac{x^2}{1+t}} = Q^{(0)}_M(x, t) e^{-\frac{x^2}{1+t}}.
\]

Hence,

\[
\prod_{j=1}^{3} A \left( \frac{\partial}{\partial x_j} \right) \int_{0}^{\infty} \frac{t e^{-\frac{|x_j|^2}{1+t}}}{(1+t)^{5/2}} dt = \int_{0}^{\infty} \frac{t e^{-\frac{|x_j|^2}{1+t}}}{(1+t)^{5/2}} \prod_{j=1}^{3} Q^{(0)}_M(x_j, t) dt.
\]

(2.14)

Let \(Q^{(1)}_M(x, t)\) and \(Q^{(2)}_M(x, t)\) be polynomials in \(x\) such that

\[
A \left( \frac{d}{dx} \right) \left( x e^{-\frac{x^2}{1+t}} \right) = Q^{(1)}_M(x, t) e^{-\frac{x^2}{1+t}},
\]

(2.15)

\[
A \left( \frac{d}{dx} \right) \left( x^2 e^{-\frac{x^2}{1+t}} \right) = Q^{(2)}_M(x, t) e^{-\frac{x^2}{1+t}}.
\]

(2.16)
Hence, for \( \ell = 1, 2, 3 \),

\[
\prod_{j=1}^{3} A \left( \frac{\partial}{\partial x_j} \right) \left( x_i^2 \int_{0}^{\infty} t e^{-\frac{|x|^2}{1+t}} \frac{1}{(1+t)^{7/2}} dt \right)
\]

\[
= \int_{0}^{\infty} \frac{t}{(1+t)^{7/2}} A \left( \frac{\partial}{\partial x_{\ell}} \right) \left( x_i^2 e^{-x_i^2/(1+t)} \right) \prod_{j=1, j \neq \ell}^{3} A \left( \frac{\partial}{\partial x_j} \right) \left( e^{-x_j^2/(1+t)} \right) dt
\]

\[
= \int_{0}^{\infty} t e^{-\frac{|x|^2}{1+t}} Q_M^{(2)}(x_\ell, t) \prod_{j=1, j \neq \ell}^{3} Q_M^{(0)}(x_j, t) dt. \tag{2.17}
\]

For \( k \neq \ell \), with \( k, \ell = 1, 2, 3 \) we have

\[
\prod_{j=1}^{3} A \left( \frac{\partial}{\partial x_j} \right) \left( x_k x_\ell \int_{0}^{\infty} t e^{-\frac{|x|^2}{1+t}} \frac{1}{(1+t)^{7/2}} dt \right)
\]

\[
= \int_{0}^{\infty} \frac{t}{(1+t)^{7/2}} A \left( \frac{\partial}{\partial x_{k}} \right) \left( x_\ell e^{-x_\ell^2/(1+t)} \right) A \left( \frac{\partial}{\partial x_{\ell}} \right) \left( x_k e^{-x_k^2/(1+t)} \right) A \left( \frac{\partial}{\partial x_i} \right) \left( e^{-x_i^2/(1+t)} \right) dt
\]

\[
= \int_{0}^{\infty} t e^{-\frac{|x|^2}{1+t}} Q_M^{(1)}(x_k, t) Q_M^{(1)}(x_\ell, t) Q_M^{(0)}(x_i, t) dt, \quad i \in \{1, 2, 3\} \setminus \{k, \ell\}. \tag{2.18}
\]

In view of (2.13), (2.14), (2.17) and (2.18), the integrals \( I_{k\ell}(\eta_{2M}) \) and \( I_{k\ell}(\eta_{2M}), k \neq \ell \), can be written in the form (2.9) and (2.10), respectively.

Direct computation of the left hand sides in (2.15) and (2.16) leads to (2.11) and (2.12), respectively.

**Remark 1** For example, for \( M = 2 \)

\[
Q_2^{(0)}(x, t) = \frac{1}{\sqrt{\pi}} \left( \frac{x^2}{(t+1)^2} + \frac{1}{2(t+1)} + 1 \right),
\]

\[
Q_2^{(1)}(x, t) = \frac{1}{\sqrt{\pi}} \left( -\frac{x^3}{(t+1)^2} + \frac{3x}{2(t+1)} + x \right),
\]

\[
Q_2^{(2)}(x, t) = \frac{1}{\sqrt{\pi}} \left( -\frac{x^4}{(t+1)^2} + \left( \frac{5}{2(t+1)} + 1 \right) x^2 - \frac{1}{2} \right),
\]

and, for \( M = 3 \)

\[
Q_3^{(0)}(x, t) = Q_2^{(0)}(x, t) + \frac{1}{\sqrt{\pi}} \left( \frac{x^4}{2(t+1)^4} - \frac{3x^2}{2(t+1)^3} + \frac{3}{8(t+1)^2} \right),
\]
\[ \mathcal{Q}_3^{(1)}(x, t) = \mathcal{Q}_2^{(1)}(x, t) + \frac{1}{\sqrt{\pi}} \left( \frac{x^5}{2(t+1)^4} - \frac{5x^3}{2(t+1)^3} + \frac{15x}{8(t+1)^2} \right), \]
\[ \mathcal{Q}_3^{(2)}(x, t) = \mathcal{Q}_2^{(2)}(x, t) + \frac{1}{\sqrt{\pi}} \left( \frac{x^6}{2(t+1)^4} - \frac{7x^4}{2(t+1)^3} + \frac{39x^2}{8(t+1)^2} - \frac{3}{4(t+1)} \right). \]

From (2.6), (2.7) and Theorem 2, we represent the elastic potential of \( \eta_{2M} \) as

\[
\Gamma^{(\ell, \ell)}(\eta_{2M})(x) = \frac{1}{4} \int_0^\infty \left( \frac{1}{\mu} - \frac{\mu'}{2} \right) \frac{e^{-\frac{|x|^2}{\mu t}}}{(1+t)^{3/2}} \sum_{r=1}^3 \mathcal{Q}_M^{(0)}(x, t) dt + \frac{\mu'}{4} \int_0^\infty \frac{t e^{-\frac{|x|^2}{\mu t}}}{(1+t)^{7/2}} \mathcal{Q}_M^{(2)}(x, t) \prod_{r=1, r \neq \ell}^3 \mathcal{Q}_M^{(0)}(x, t) dt \quad (2.19)
\]

and, for \( k \neq \ell \)

\[
\Gamma^{(k, \ell)}(\eta_{2M})(x) = \frac{\mu'}{4} \int_0^\infty \frac{t e^{-\frac{|x|^2}{\mu t}}}{(1+t)^{7/2}} \mathcal{Q}_M^{(1)}(x, t) \mathcal{Q}_M^{(1)}(x, t) \mathcal{Q}_M^{(0)}(x, t) dt \quad (2.20)
\]

denoting \( i \in \{1, 2, 3\} \setminus \{k, \ell\} \). Formulas (2.19)–(2.20) are valid also for \( M = 1 \), by assuming

\[
\mathcal{Q}_1^{(0)}(x, t) = 1/\sqrt{\pi}, \quad \mathcal{Q}_1^{(1)}(x, t) = x/\sqrt{\pi}, \quad \mathcal{Q}_1^{(2)}(x, t) = x^2/\sqrt{\pi}.
\]

### 3 Implementation and numerical results for the elastic potential

In this section we consider fast computation of the elastic potential (1.4) based on (2.19) and (2.20). In view of (1.12), the quadrature of the integrals (2.19) and (2.20) with certain quadrature weights \( \omega_p \) and nodes \( \tau_p \) leads to the approximation formulas

\[
\Gamma^{(\ell, \ell)}(g)(h) \approx \Gamma^{(\ell, \ell)}_{M,h}(g)(h) = \frac{h^2}{4\sqrt{\mathcal{D}}} \sum_{m \in \mathbb{Z}^3} g(hm)
\times \sum_p \omega_p \left[ \left( \frac{1}{\mu} - \frac{\mu'}{2} \right) \frac{\tau_p}{(1+\tau_p)^{3/2}} \prod_{r=1}^3 \mathcal{Q}_M^{(0)} \left( \frac{j_r - m_r}{\sqrt{\mathcal{D}}}, \tau_p \right) + \mu' \frac{\tau_p e^{-\frac{|m|^2}{\mu (1+\tau_p)}}}{(1+\tau_p)^{7/2}} \mathcal{Q}_M^{(2)} \left( \frac{j_{\ell} - m_{\ell}}{\sqrt{\mathcal{D}}}, \tau_p \right) \prod_{r=1, r \neq \ell}^3 \mathcal{Q}_M^{(0)} \left( \frac{j_r - m_r}{\sqrt{\mathcal{D}}}, \tau_p \right) \right],
\]
\[ \Gamma^{(k, \ell)}(g)(hj) \approx \Gamma_{M,h}^{(k, \ell)}(g)(hj) = \frac{h^2}{4\sqrt{D}} \mu' \sum_{m \in \mathbb{Z}^3} g(hm) \]
\[ \times \sum_{p} \omega_p \tau_p e^{-\frac{m-j}{\sqrt{1+\tau}} \frac{m-k}{\sqrt{1+\tau}}} \mathcal{O}_M^{(1)} \left( j_{t'\ell}, \tau_p \right) \mathcal{O}_M^{(1)} \left( j_{k',\ell}, \tau_p \right) \]
\[ \mathcal{O}_M^{(0)} \left( j_{i',\ell}, \tau_p \right), k \neq \ell, \]

\[
\text{denoting } i \in \{1, 2, 3\} \setminus \{k, \ell\}. \text{ The approximation formulas } \Gamma_{M,h}^{(k, \ell)}(g) \text{ are very efficient if the function } g \text{ has separated representation, i.e., for a given accuracy } \varepsilon \text{ it can be represented as the sum of products of vectors in dimension 1}
\]
\[ g(x) = \sum_{s=1}^{S} \prod_{r=1}^{3} g_{r}^{(s)}(x_r) + \mathcal{O}(\varepsilon). \]

Then an approximate value of the three-dimensional convolutional sum \( \Gamma^{(k, \ell)}(g)(hj) \) can be approximated using only one-dimensional operations as follows
\[
\Gamma^{(\ell, \ell)}(g)(hj) \approx \frac{h^2}{4} \sum_{s=1}^{S} \sum_{r} \omega_r \left[ \left( \frac{1}{\mu} - \frac{\mu'}{2} \frac{\tau_p}{(1+\tau_p)} \right)^3 S_r^{(s)}(j_r, \tau_p) \right]
\]
\[ + \frac{\mu' \tau_p}{1 + \tau_p} T^{(s)}_{\ell}(j_{t',\ell}, \tau_p) \prod_{r \neq \ell} S_r^{(s)}(j_i, \tau_p), \]
\[ \Gamma^{(k, \ell)}(g)(hj) \approx \frac{h^2}{4} \mu' \sum_{s=1}^{S} \sum_{r} \omega_r \frac{\tau_p}{(1+\tau_p)} R^{(s)}_{\ell}(j_{t',\ell}, \tau_p) R^{(s)}_{k}(j_k, \tau_p) \]
\[ \times S_i^{(s)}(j_i, \tau_p), k \neq \ell, \]

with the one-dimensional convolutions
\[
S_i^{(s)}(j, \tau) = \sum_{m \in \mathbb{Z}} g_i^{(s)}(hm) e^{-\frac{(m-j)^2}{\sqrt{D}(1+\tau)}} \mathcal{O}_M^{(0)} \left( m-j, \sqrt{D}, \tau \right),
\]
\[
R_i^{(s)}(j, \tau) = \sum_{m \in \mathbb{Z}} g_i^{(s)}(hm) e^{-\frac{(m-j)^2}{\sqrt{D}(1+\tau)}} \mathcal{O}_M^{(1)} \left( m-j, \sqrt{D}, \tau \right),
\]
\[
T_i^{(s)}(j, \tau) = \sum_{m \in \mathbb{Z}} g_i^{(s)}(hm) e^{-\frac{(m-j)^2}{\sqrt{D}(1+\tau)}} \mathcal{O}_M^{(2)} \left( m-j, \sqrt{D}, \tau \right). \]
Table 1  Exact and approximated values of $\Gamma^{(1,1)}(e^{-|\cdot|})_2(x,0,0)$ and the relative error using $\hat{\Gamma}^{(1,1)}_{3,0.05}$

| x  | Exact          | Approximation | Relative error |
|----|----------------|---------------|----------------|
| 0  | 0.375000000000000 | 0.374999999668078 | 8.851E-10     |
| 1  | 0.302359936723529 | 0.30235993621434  | 3.376E-10     |
| 2  | 0.200705110667521 | 0.200705110639672 | 1.387E-10     |
| 3  | 0.141549578051259 | 0.141549578050612 | 4.567E-12     |
| 4  | 0.108181997386834 | 0.108181997386670 | 1.521E-12     |
| 5  | 0.087293352157067 | 0.087293352157035 | 3.650E-13     |

We use an efficient quadrature rule based on the classical trapezoidal rule, which is exponentially converging for rapidly decaying smooth functions on the real line. We make the substitutions

$$t = e^{\xi}, \quad \xi = \alpha(\sigma + e^{\sigma}), \quad \sigma = \beta(u - e^{-u})$$

with positive parameters $\alpha$ and $\beta$ proposed in [18]. Then, the integrals (2.19), (2.20) are transformed to integrals over $\mathbb{R}$ with integrands decaying doubly exponentially in the variable $u$. Thus the classical trapezoidal rule provides very accurate approximations of the integral for a relatively small number of nodes $\tau_p = \tau p$, with $\tau > 0$. After the substitution we have

$$\Gamma^{(\ell,\ell)}(g) \approx \hat{\Gamma}^{(\ell,\ell)}_{\ell,\ell}(g)$$

$$= \frac{h^2 \omega}{4} \sum_{s=1}^{S} \sum_{p} \left[ \left( \frac{1}{\mu} - \frac{\mu'}{2(1 + \Phi(\tau p))} \right) \Phi'(\tau p) \right. \times \left. \prod_{r=1}^{3} S^{(s)}(j_r, \Phi(\tau p)) + \mu' \frac{\Phi(\tau p)\Phi'(\tau p)}{1 + \Phi(\tau p)} \tau^{(s)}(j, \Phi(\tau p)) \prod_{r \neq \ell}^{3} S^{(s)}(j_r, \Phi(\tau p)) \right],$$

$$\Gamma^{(k,\ell)}(g) \approx \hat{\Gamma}^{(k,\ell)}_{\ell,\ell}(g)$$

$$= \frac{h^2 \omega}{4} \mu' \sum_{s=1}^{S} \sum_{p} \frac{\Phi(\tau p)\Phi'(\tau p)}{1 + \Phi(\tau p)} \times k^{(s)}(\ell, \Phi(\tau p))D^{(s)}(k, \Phi(\tau p))S^{(s)}(j, \Phi(\tau p)), k \neq \ell,$$

with $\Phi(u) = \exp(\alpha \beta (u - e^{-u})) + \alpha \exp(\beta(u - e^{-u}))$ and $i \in \{1, 2, 3\} \setminus \{k, \ell\}$.

We provide results of some experiments which show the accuracy and convergence rate of the method. We compute the elastic potential of the density $f(x) = (e^{-|x|^2}, 0, 0)$ which has the exact value $u = (\Gamma^{(1,1)}e^{-|\cdot|^2}, \Gamma^{(2,1)}e^{-|\cdot|^2}, \Gamma^{(3,1)}e^{-|\cdot|^2})$ with (cf. [17, (5.56), p.110])
Table 2: Absolute error and rate of convergence for $\Gamma^{(1,1)}(e^{-|x|^2})(1.2, 1.2, 1.2)$ using $\hat{I}_M^{(1,1)}$

| $h^{-1}$ | $M = 1$ | $M = 2$ | $M = 3$ | $M = 4$ |
|---------|---------|---------|---------|---------|
|         | Error   | Rate    | Error   | Rate    | Error   | Rate    | Error   | Rate    |
| 10      | 0.010E−03 | 0.932E−05 | 0.195E−06 | 0.264E−08 |
| 20      | 0.035E−03 | 0.060E−06 | 0.314E−08 | 0.103E−10 |
| 40      | 0.626E−05 | 0.379E−07 | 0.495E−10 | 0.402E−13 |
| 80      | 0.156E−05 | 0.237E−08 | 0.774E−12 | 0.111E−15 |
| 160     | 0.390E−06 | 0.148E−09 | 0.115E−13 | 0.611E−15 |

Table 3: Absolute error and rate of convergence for $\Gamma^{(2,1)}(e^{-|x|^2})(0.8, 0.8, 0.8)$ using $\hat{I}_M^{(2,1)}$

| $h^{-1}$ | $M = 1$ | $M = 2$ | $M = 3$ | $M = 4$ |
|---------|---------|---------|---------|---------|
|         | Error   | Rate    | Error   | Rate    | Error   | Rate    | Error   | Rate    |
| 10      | 0.574E−03 | 0.103E−04 | 0.178E−06 | 0.183E−08 |
| 20      | 0.307E−04 | 0.660E−06 | 0.277E−08 | 0.641E−11 |
| 40      | 0.306E−05 | 0.416E−07 | 0.435E−10 | 0.242E−13 |
| 80      | 0.230E−05 | 0.260E−08 | 0.680E−12 | 0.590E−16 |
| 160     | 0.232E−05 | 0.163E−09 | 0.106E−13 | 0.729E−16 |

\[
\Gamma^{(k,1)}(e^{-|x|^2})(x) = \frac{\sqrt{\pi}}{8} \frac{\text{erf}|x|}{|x|} \left( \lambda \delta_{1k} + \mu \frac{x_1 x_k}{|x|^2} \right) + \frac{\mu}{8|x|^2} \left( 3 \frac{x_1 x_k}{|x|^2} - \delta_{1k} \right) \left( e^{-|x|^2} - \frac{\sqrt{\pi} \text{erf}|x|}{2|x|} \right), \quad k = 1, 2, 3.
\]

In Table 1 we compare the exact values $\Gamma^{(1,1)}(e^{-|x|^2})$ and the approximate values $\Gamma_{4.05}^{(1,1)}(e^{-|x|^2})$ at some grid points $(x, 0, 0) \in \mathbb{R}^3$. The results show the accuracy of the method. In Tables 2 and 3 we report on the absolute errors and approximate rates for the potentials $\Gamma^{(1,1)}(e^{-|x|^2})(1.2, 1.2, 1.2)$ and $\Gamma^{(2,1)}(e^{-|x|^2})(0.8, 0.8, 0.8)$. The approximate values are computed by the formulas $\hat{I}_M^{(1,1)}$ and $\hat{I}_M^{(2,1)}$, respectively, for $M = 1, 2, 3, 4$ and uniform grids size $h = 0.1 \times 2^{-k}$, $k = 0, \ldots, 4$. For the calculations we choose the parameters $\mu = 1, \lambda = 2$, the quadrature rule with $\alpha = 5$ and $\beta = 6$ in (3.1), $\tau = 0.004$ and 250 summands in the quadrature sum. We choose $\mathcal{D} = 4$ to have the saturation error comparable with the double precision rounding errors. The numerical results confirm the $h^{2M}$ convergence of the cubature formula when $M = 1, 2, 3, 4$. For $M = 4$ and small $h$ the saturation error is reached. The approximation error consists of the sum of two terms $O((h \sqrt{\mathcal{D}})^{2M}) + O(h^2 e^{-\mathcal{D} \pi^2})$. For sufficiently large $\mathcal{D}$, the saturation error $O(h^2 e^{-\mathcal{D} \pi^2})$ is negligible and $\Gamma^{(k,1)}_{M,h}$ behaves in numerical computations as a usual $2M$-order formula. In Table 4 we report on the absolute error and the convergence rate of the elastic potential $\Gamma^{(1,1)}(e^{-|x|^2})(0, 1, 0)$ using formulas $\hat{I}_M^{(1,1)}$ and $\Gamma_{3.4}^{(1,1)}$ for different values of $h$ and $\mathcal{D}$. 

Table 4 Absolute error and rate of convergence for $\Gamma^{(1,1)}(e^{-|x|^2})(0, 1, 0)$ using $\tilde{F}_{6,h}^{(1,1)}$ and $\tilde{F}_{8,h}^{(1,1)}$ for different values of $h$ and $\mathcal{D}$

| $h^{-1}$ | $M = 3$ | $M = 4$ |
|-----------|-----------|-----------|
| $\mathcal{D} = 1$ | Rate | $\mathcal{D} = 2$ | Rate | $\mathcal{D} = 3$ | Rate |
| 5 | 0.534E−05 | 0.155E−06 | 0.287E−08 | 0.158E−07 |
| 10 | 0.131E−05 | 0.223E−08 | 6.12 | 0.195E−09 | 3.88 | 0.362E−09 | 5.44 |
| 20 | 0.325E−06 | 0.886E−10 | 4.65 | 0.767E−10 | 1.34 | 0.198E−11 | 7.51 |
| 40 | 0.810E−07 | 0.156E−10 | 2.50 | 0.192E−10 | 1.99 | 0.838E−14 | 7.88 |
| 80 | 0.203E−07 | 0.379E−11 | 2.03 | 0.479E−11 | 2.00 | 0.344E−14 | 1.28 |
| 160 | 0.506E−08 | 0.944E−12 | 2.00 | 0.120E−11 | 2.00 | 0.555E−15 | 2.63 |

Table 5 Absolute error and rate of convergence for $\sum_{\ell=1}^{3} \Gamma^{(1,\ell)} f_{\ell}(1, 0, 0)$ using $\sum_{\ell=1}^{3} \tilde{F}_{M,h}^{(1,\ell)} f_{\ell}(1, 0, 0)$

| $h^{-1}$ | $M = 1$ | $M = 2$ | $M = 3$ | $M = 4$ |
|-----------|-----------|-----------|-----------|-----------|
| Error | Rate | Error | Rate | Error | Rate | Error | Rate | Rate |
| 10 | 0.371E−02 | 0.339E−04 | 0.137E−05 | 0.237E−06 |
| 20 | 0.922E−03 | 0.225E−05 | 3.91 | 0.253E−07 | 5.75 | 0.116E−08 | 7.67 |
| 40 | 0.230E−03 | 0.143E−06 | 3.97 | 0.413E−09 | 5.93 | 0.480E−11 | 7.91 |
| 80 | 0.575E−04 | 0.897E−08 | 3.99 | 0.619E−11 | 5.99 | 0.182E−13 | 8.04 |
| 160 | 0.144E−04 | 0.561E−09 | 3.99 | 0.966E−13 | 6.00 | 0.333E−15 | 5.77 |

In the cubature formula based on $\eta_6$, if $\mathcal{D} = 1$ the results indicate approximations of order 2 caused by the relatively large saturation error $\mathcal{O}(h^2e^{-\mathcal{D}^2\pi^2})$ with respect to the term $\mathcal{O}(h^2\sqrt{\mathcal{D}^2M})$. If $\mathcal{D} = 2$ we get approximations of order 6 only for a relatively large value of $h$. The cubature formula based on $\eta_8$ gives, for $\mathcal{D} = 2$, approximations of order 4 for a large value of $h$ and of order 2 for small $h$, caused by the relatively large term $\mathcal{O}(h^2e^{-\mathcal{D}^2\pi^2})$. If $\mathcal{D} = 3$, it gives approximations of order 8 only for relatively large values of $h$ that is when the saturation error is negligible compared to the term $\mathcal{O}(h^2\sqrt{\mathcal{D}^2M})$.

As a second experiment, we compute the elastic potential of the density $f = (f_1, f_2, f_3)$ with components

$$f_1 = e^{-|x|^2} \left( \lambda + 4\mu - 2(\lambda + \mu)x_1^2 - 2\mu|x|^2 \right), \quad f_k = -2(\lambda + \mu)e^{-|x|^2}x_1x_k, \quad k = 2, 3$$

which provides the exact solution $u = (e^{-|x|^2}/2, 0, 0)$. In Table 5 we report on the absolute error and the approximation rate for $u_1 = \sum_{\ell=1}^{3} \Gamma^{(1,\ell)} f_{\ell}$. The approximation values are computed by the formula $\sum_{\ell=1}^{3} \tilde{F}_{M,h}^{(1,\ell)} f_{\ell}$ for $M = 1, 2, 3, 4, h = 0.1 \times 2^{-k}, k = 0, \ldots, 4$ and the parameter $\mathcal{D} = 4$. For the calculations we assumed $\mu = \lambda = 2, \alpha = 5$ and $\beta = 6$ in (3.1), the quadrature step $\tau = 0.004$ and 250 summands in the quadrature sum. The numerical results confirm the $h^2, h^4, h^6$ and $h^8$ convergence of the cubature formulas when $M = 1, 2, 3, 4$, respectively.
4 Hydrodynamic potential

We use representations (2.7), (2.9) and (2.10) to get one-dimensional integral representations with separated integrands for the solution of the linearized Navier–Stokes equations (1.2)–(1.3).

Let \( M \geq 1 \). We replace \( \mathbf{f} = (f_1, f_2, f_3) \) in (1.6) with the quasi-interpolant (1.9) and the generating functions (1.13). Then an approximations of \( \Psi^{(k,\ell)}(\eta_{2M})(x) \) is provided by

\[
\Psi^{(k,\ell)}_{M,h}(f_\ell)(x) := \Psi^{(k,\ell)}(\mathcal{M}_h f_\ell)(x) = \frac{h^2}{\sqrt{\mathcal{D}}} \sum_{m \in \mathbb{Z}^3} f_\ell(hm)\Psi^{(k,\ell)}(\eta_{2M}) \left( \frac{x - hm}{h \sqrt{\mathcal{D}}} \right),
\]

where rewriting (1.7) as

\[
\Psi_{k\ell}(x) = \frac{\delta_{k\ell}}{\nu} \left( \frac{1}{2\pi|x|} - \frac{\partial^2}{\partial x_k \partial x_\ell} \frac{|x|}{8\pi} \right)
\]

and combining it with (2.2) and (2.3), we have

\[
\Psi^{(k,\ell)}(\eta_{2M})(x) = \frac{\delta_{k\ell}}{\nu} \mathcal{L}(\eta_{2M})(x) - \frac{1}{2\nu} I_{k\ell}(\eta_{2M})(x).
\]

In view of (2.7), (2.9) and (2.10), we can write \( \Psi^{(k,\ell)}(\eta_{2M}) \) in the form

\[
\Psi^{(\ell,\ell)}(\eta_{2M})(x) = \frac{1}{8\nu} \int_0^\infty \frac{(t + 2) e^{-\frac{|x|^2}{2(1+t)^{5/2}}} \prod_{j=1}^3 \varphi^{(0)}_M(x_j,t) dt}{(1+t)^{3/2}} + \frac{1}{4\nu} \int_0^\infty \frac{t e^{-\frac{|x|^2}{2(1+t)^{7/2}}} \prod_{j=1}^3 \varphi^{(2)}_M(x_j,t) \prod_{j \neq \ell} \varphi^{(0)}_M(x_j,t) dt}{(1+t)^{7/2}},
\]

\[
\Psi^{(k,\ell)}(\eta_{2M})(x) = \frac{1}{4\nu} \int_0^\infty \frac{t e^{-\frac{|x|^2}{2(1+t)^{7/2}}} \varphi^{(1)}_M(x_\ell,t) \varphi^{(1)}_M(x_k,t) \varphi^{(0)}_M(x_i,t) dt}{(1+t)^{7/2}}, \quad k \neq \ell
\]

with \( i \in \{1, 2, 3\} \setminus \{k, \ell\} \). Analogously to Sects. 2 and 3, formulas (4.1), (4.2) can be used to construct high order cubature formulas for the \( \mathbf{u} = (u_1, u_2, u_3) \) in (1.6). The resulting approximation formulas are very efficient if \( f_\ell, \ell = 1, 2, 3, \) have separated representations.

Concerning the approximation of \( P \) in (1.8), for (2.2) we have

\[
P(x) = -\sum_{\ell=1}^3 \frac{\partial}{\partial x_\ell} \mathcal{L}(f_\ell)(x).
\]
An interesting feature of the cubature formulas based on the approximate approximation of the density is that the gradient of \( \mathcal{L} f_\ell \) is approximated by the gradient of \( \mathcal{L} (\mathcal{M} \hat{f}_\ell) \), that is

\[
\frac{\partial}{\partial x_\ell} \mathcal{L} (f_\ell) (x) \approx \frac{\partial}{\partial x_\ell} \mathcal{L} (\mathcal{M} \hat{f}_\ell) (x) = \frac{h}{\mathcal{D}} \sum_{m \in \mathbb{Z}^3} f_\ell(hm) \frac{\partial}{\partial x_\ell} \mathcal{L} (\eta_{2M}) \left( \frac{x - hm}{h \sqrt{\mathcal{D}}} \right).
\] (4.4)

Moreover, by the smoothing properties of the harmonic potential and its gradient, the corresponding saturation errors converge with the rate \( h^2 \) and \( h \), respectively, as \( h \) tends to 0 (cf. [17, Theorems 4.10–4.11]).

The combination of (4.3) with (4.4) gives

\[
P(x) \approx P_{M,h}(x) = -\frac{h}{\mathcal{D}} \sum_{\ell=1}^{3} \sum_{m \in \mathbb{Z}^3} f_\ell(hm) \frac{\partial}{\partial x_\ell} \mathcal{L} (\eta_{2M}) \left( \frac{x - hm}{h \sqrt{\mathcal{D}}} \right).
\]

**Theorem 3** [13, Theorem 3.2] The function \( \frac{\partial}{\partial x_\ell} \mathcal{L} (\eta_{2M}) (x) \) with \( \eta_{2M} \) in (1.13) admits the following one-dimensional integral representation

\[
\frac{\partial}{\partial x_\ell} \mathcal{L} (\eta_{2M}) (x) = \frac{1}{4} \int_{0}^{\infty} e^{-\frac{|x|^2}{1+t}} (1+t)^{3/2} \mathcal{R}_M (x_\ell, t) \frac{3}{3} \mathcal{D}_M^{(0)} (x_\ell, t) dt
\]

\[
- \frac{x_\ell}{2} \int_{0}^{\infty} e^{-\frac{|x|^2}{1+t}} (1+t)^{5/2} \prod_{r=1}^{3} \mathcal{D}_M^{(0)} (x_\ell, t) dt,
\]

with \( \mathcal{D}_M^{(0)} \) given in (2.8), \( \mathcal{R}_1 (x, t) = 0 \) and, for \( M > 1 \),

\[
\mathcal{R}_M (x, t) = \frac{1}{\sqrt{\pi}} \sum_{k=1}^{M-1} \frac{1}{(1+t)^{k+1/2}} \frac{(-1)^k}{4^{k-1}(k-1)!} H_{2k-1} \left( \frac{x}{\sqrt{1+t}} \right).
\]

Hence,

\[
P_{M,h}(x) = -\frac{h}{4\mathcal{D}} \sum_{\ell=1}^{3} \sum_{m \in \mathbb{Z}^3} f_\ell(hm) \int_{0}^{\infty} e^{-\frac{|x-hm|^2}{h^2 \sqrt{\mathcal{D}}}} (1+t)^{3/2} \mathcal{R}_M \left( \frac{x_\ell - hm_\ell}{h \sqrt{\mathcal{D}}}, t \right) \frac{3}{3} \mathcal{D}_M^{(0)} \left( \frac{x_\ell - hmr}{h \sqrt{\mathcal{D}}}, t \right) dt.
\] (4.5)

Based on the mapping properties of the integral operators \( \Psi^{(k, \ell)} \), estimates of the cubature error can be obtained similar to those of the elastic potential. Indeed, we have ([17, p. 113]) \( \Psi^{(k, \ell)} (f_\ell) - \Psi^{(k, \ell)} (\mathcal{M} \hat{f}_\ell) = \mathcal{O} (\sqrt{\mathcal{D}})^{2M} + h^2 e^{-\pi^2 \mathcal{D}} \) and, from
the estimate (cf. [17, p. 86]) \( \nabla \mathcal{L}(f_\ell) - \nabla \mathcal{L}(\mathcal{M}_h f_\ell) = O((h \sqrt{D})^{2M} + he^{-\pi^2 D}), \ell = 1, 2, 3, \) we get \( P - P_{M,h} = O((h \sqrt{D})^{2M} + he^{-\pi^2 D}). \)

We report on numerical results illustrating that the approximations of \( \Psi^{(k,\ell)} \) by \( \Psi_{M,h}^{(k,\ell)} \) are accurate and provide the predicted approximation rate \( O(h^{2M}) \), \( M = 1, 2, 3, 4 \). We compute the solution of the Stokes system (1.2)–(1.3) with

\[
\mathbf{f}(x) = \left(e^{-|x|^2}(-x_1 + 2v_1 x_2 (5 - 2|x|^2)), e^{-|x|^2}(-x_2 - 2v_1 (5 - 2|x|^2)), -e^{-|x|^2}x_3\right)
\]

which has the exact value

\[
\mathbf{u}(x) = \text{curl} \left(0, 0, -e^{-|x|^2}/2\right) = \left(x_2 e^{-|x|^2}, -x_1 e^{-|x|^2}, 0\right), \quad P(x) = e^{-|x|^2}/2.
\]

The accuracy of the method is shown in Table 6, where we compare the exact values \( \sum_{\ell=1}^{3} \Psi^{(1,\ell)}(f_\ell) \) and the approximate values \( \sum_{\ell=1}^{3} \Psi_{4,0.0125}^{(1,\ell)}(f_\ell) \) at some grid points \((0, x, 0) \in \mathbb{R}^3\).

In Table 7 we report on the absolute errors and approximation rates for the value \( \sum_{\ell=1}^{3} \Psi^{(1,\ell)}(f_\ell)(0, 0.6, 0) \). The approximate values are computed by the formulas \( \sum_{\ell=1}^{3} \Psi_{M,h}^{(1,\ell)}(f_\ell) \) for \( M = 1, 2, 3, 4 \) and uniform grids size \( h = 0.1 \times 2^{-k}, k = 0, \ldots, 4 \).

We conclude this section by showing accuracy and convergence rate of formula (4.5) for the approximation of \( P \) in (4.3) (see Table 8). We assume \( f_1 = e^{-|x|^2} (3 - 2|x|^2), \)
Table 8 Absolute error and rate of convergence for $P(x)$ in $x = (0.4, 0.4, 0)$ using $P_{M,h}$ in (4.5)

| $h$ | $M = 1$ | $M = 2$ | $M = 3$ | $M = 4$ |
|-----|---------|---------|---------|---------|
|     | Error   | Rate    | Error   | Rate    | Error   | Rate    |
| 10  | 0.239E−01 | 0.867E−03 | 0.314E−04 | 0.113E−05 |
| 20  | 0.624E−02 | 3.92    | 5.88    | 7.84    |
| 40  | 0.158E−02 | 3.98    | 5.97    | 8.00    |
| 80  | 0.395E−03 | 3.99    | 5.99    | 8.00    |
| 160 | 0.989E−04 | 4.00    | 6.00    | 8.85    |

$f_2 = f_3 = 0$, which provides, keeping in mind that $\mathcal{L}(f_1) = e^{-|x|^2}/2$, the exact solution $P(x) = x_1 e^{-|x|^2}$.

For the calculations we choose the parameter $\nu = 2$, the quadrature rule with $\alpha = 5$ and $\beta = 6$ in (3.1), $\tau = 0.003$ and 250 summands in the quadrature sum. We choose $\mathcal{D} = 4$ to have the saturation error comparable with the double precision rounding errors. The numerical results confirm the $h^{2M}$ convergence of the cubature formula when $M = 1, 2, 3, 4$.
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