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This paper reconsiders the method of adaptive measurement for qubit state preparation developed by Jacobs and shows an alternative scheme that works even under unknown unitary evolution of the state. The key idea is the use of quantum Zeno effect; i.e., the measurement is adaptively changed so that the state is dynamically frozen in one of the eigenstates of the measured observable while that eigenstate approaches to the target state. Numerical simulations demonstrate that this adaptive Zeno measurement scheme offers faster and more stable convergence of the state to the target as well as higher robustness against the uncertainty of the unitary evolution, than the case of Jacobs’ scheme.
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I. INTRODUCTION

Repeated measurement of an observable that is appropriately changed according to the pre-measurement outcomes, i.e., the adaptive measurement, has great potential for various purposes in quantum information sciences. The first demonstration has come out in the application to quantum phase estimation [1,2]. Another application of adaptive measurement is deterministic state preparation [2,3], which all consider the case of a single qubit. A striking feature of this scheme is that a desired time evolution of the state is brought only by measurement back-action, and there is no need to introduce any external force for controlling the state.

Let us especially focus on the method developed by Jacobs [5]. This employs the schematic of a continuous-time measurement scheme (right). In Jacobs’ scheme, the state is assumed to be pure (this actually holds if the initial state is pure) and the measurement strength is adaptively changed according to the pre-measurement outcomes. Actually such robustness against a specific decohering effect was evaluated in [5]. Another specific but important disturbance is an unknown unitary evolution of the qubit state, in

where $k_t$ is also adaptively changed, and $\delta_t$ is further adaptively changed according to the pre-measurement outcomes. In the above equation, $\sigma_t$ and $k_t$ represent the measured observable and the measurement strength, respectively. Adaptive measurement means that we can change $\sigma_t$ and $k_t$ continuously in time, as functions of the state $\hat{\rho}_t$, so that $\hat{\rho}_t$ will converge to a target state. In Jacobs’ scheme, the state is assumed to be pure (this actually holds if the initial state is pure) and is thus of the form

$$\hat{\rho}_t = |\psi_t\rangle\langle\psi_t|, \quad |\psi_t\rangle = \cos(\delta_t/2)|0\rangle + \sin(\delta_t/2)|1\rangle,$$

where $|0\rangle = (1, 0)^T$ and $|1\rangle = (0, 1)^T$ are the target state and the initial state, respectively. Then the observable

and the measurement strength are updated according to the following laws:

$$\hat{\sigma}_t = \hat{\sigma}_x \cos(\delta_t) - \hat{\sigma}_z \sin(\delta_t), \quad k_t^2 = k_{t-1}^2 \kappa,$$

where $\kappa$ is a positive constant. This means that the measured observable $\hat{\sigma}_t$ is changed so that its eigenstates are always perpendicular to the current state $|\psi_t\rangle$ in the Bloch sphere representation, as shown in Fig. 1. The measurement strength $k_t^2$ is also adaptively changed, and it decreases proportionally to the distance between the current and target states; hence the measurement strength becomes very weak when the state approaches to the target. In fact, with this adaptive measurement law (3), the time evolution of $\delta_t \in [0, \pi]$ is given by

$$d\delta_t = \sqrt{8k_t^2}dW_t = \sqrt{8\kappa\delta_t}dW_t,$$

and it was numerically shown in [5] that $\delta_t$ converges to zero as $t \to \infty$ almost surely.

Here we come up with the question about how much the above adaptive measurement scheme is robust against certain disturbance acting on the system. Actually such robustness against a specific decohering effect was evaluated in [5]. Another specific but important disturbance is an unknown unitary evolution of the qubit state, in

FIG. 1: (Color online) The measurement axes of Jacobs’ adaptive measurement scheme (left) and the adaptive Zeno measurement scheme (right).
which case the driving term $-i\hat{H}_0\hat{\rho}_t dt$ is added to the right hand side of Eq. (1). For example, if we take a two-level atom continuously observed using the Faraday rotation technique [10] to realize the qubit system subjected to Eq. (1), such a disturbing Hamiltonian may appear and take the form $\hat{H} = \Delta_0 \hat{\sigma}_y$ with $\Delta_0$ unknown detuning between the atomic transition frequency and the laser frequency. Note that in [3] this kind of unknown disturbance was not discussed.

In this paper, we reconsider the same control problem discussed above, yet with additional care about the influence of an unknown unitary evolution, and then propose a new adaptive measurement scheme that has clear robustness property against that disturbance. A novel feature of this scheme is in the use of quantum Zeno effect [11–13], which states that a repeated (or continuous in the present case) measurement freezes a quantum system in a particular state, under a unitary evolution. Therefore, it is fully expected that our adaptive measurement scheme having the Zeno effect can keep the system stable around an arbitrary target state even under influence of an unknown Hamiltonian added to the system. It will be actually shown by numerical simulations that, when the state approaches to the target, the quantum Zeno effect certainly emerges, suppresses the disturbance, and stabilizes the state; as a result, our adaptive measurement scheme offers faster and more stable convergence of the state to the target as well as higher robustness against the uncertainty of the unitary evolution, than the case of Jacobs’ scheme.

II. ADAPTIVE ZENO MEASUREMENT

When we measure a system observable enough frequently, then the state is frozen in one of the eigenstates of that observable even under a certain unitary evolution. This is called the Zeno effect. Hence, if this measured observable is changed adaptively so that the eigenstate dragging the current state approaches to a desired target state, it is expected that the state will finally be stabilized at that target state. Based on this idea, the following observable is taken as a measured observable in Eq. (1):

$$\hat{\sigma}_r^Z = \hat{\sigma}_x \sin(\alpha \delta_t) + \hat{\sigma}_z \cos(\alpha \delta_t),$$  

where $\alpha \in [0, 1]$ is the parameter whose meaning is explained below. The eigenstates of the observable $\hat{\sigma}_r^Z$ are

$$|+z\rangle = \left(\cos(\alpha \delta_t/2), \sin(\alpha \delta_t/2)\right), \quad |-z\rangle = \left(\sin(\alpha \delta_t/2), -\cos(\alpha \delta_t/2)\right),$$

which satisfy $\hat{\sigma}_r^Z |+z\rangle = |+z\rangle$, $\hat{\sigma}_r^Z |-z\rangle = -|-z\rangle$. In the Bloch sphere representation, $|+z\rangle$ divides the angle between the target state $|0\rangle$ and the current state $|\psi_t\rangle = (\cos(\delta_t/2), \sin(\delta_t/2))^T$ into $\alpha : (1-\alpha)$; see Fig. 1. The transition probabilities of the state jumping to these eigenstates are $p_+ = |\langle+z|\psi_t\rangle|^2 = (1 + \cos(\beta \delta_t/2))/2$ and $p_- = |\langle-z|\psi_t\rangle|^2 = (1 - \cos(\beta \delta_t/2))/2$, where $\beta := 1 - \alpha$, and they satisfy $p_+ \geq p_-$. This means that the state tends to move towards the direction of $|+z\rangle$ with probability $p_+$. At the same time, since in this case $\delta_t$ decreases, the eigenstate $|+z\rangle$ moves towards the target $|0\rangle$.

In particular, when the state reaches the target state, or equivalently $\delta_t \to +0$, the eigenstate $|+z\rangle$ also converges to the target and the transition probability $p_+$ takes the value 1; that is, the Zeno effect emerges, and the state is frozen in the target as expected. For this reason, we call this method the adaptive Zeno measurement scheme or simply the Zeno measurement scheme in what follows.

Next, the measurement strength is simply set to a constant value $k^2_t = k$, unlike the case of Jacobs’ scheme. The reason will be explained in the remark (i) given in the end of this section, but we here point out that this has a clear merit from a practical viewpoint. In fact, changing the measurement strength in addition to changing the measured observable definitely costs more expensive compared to the case where only the latter is required. In this sense, our scheme is suited to experimental implementation.

Regarding the disturbing Hamiltonian, as discussed in Introduction, we take $\hat{H} = \Delta_0 \hat{\sigma}_y$, where $\Delta_0$ is an unknown constant. Note that with this Hamiltonian the state rotates around the $y$ axis in the Bloch sphere.

Consequently, the dynamical evolution of the state under the Zeno measurement setup and the disturbing Hamiltonian introduced above is given by

$$d\hat{\rho}_t = -i[\hat{\sigma}_r^Z, \hat{\rho}_t]dt - k^2_0 [\hat{\sigma}_r^Z, [\hat{\sigma}_r^Z, \hat{\rho}_t]]dt + \sqrt{2k^2} (\hat{\sigma}_r^Z \hat{\rho}_t + \hat{\rho}_t \hat{\sigma}_r^Z - 2Tr(\hat{\sigma}_r^Z \hat{\rho}_t)) dW_t. \tag{6}$$

The initial state is now on the $x$-$z$ plane, hence we have the dynamics of $\delta_t$ as follows:

$$d\Delta_0 = 2\Delta_0 dt - 2k^2 \sin(2\beta \delta_t) dt + \sqrt{8k^2} \sin(2\delta_t) dW_t. \tag{7}$$

The linear approximated equation, which is valid when $\delta_t \approx 0$, is

$$d\Delta_0 = 2\Delta_0 dt - 4k^2 \beta_0 dt + \sqrt{8k^2} \beta_0 dW_t. \tag{8}$$

On the other hand, the dynamics of the same $\delta_t$ but with Jacobs’ scheme is given by

$$d\Delta_0 = 2\Delta_0 dt + \sqrt{8\beta_0} dW_t. \tag{9}$$

We now compare the dynamical stabilities of the above two dynamics (8) and (9), in an intuitive way. To do this let us ignore the boundary condition $\delta_t \in [0, \pi]$ and also set $\Delta = 0$; then Eqs. (8) and (9) can be both analytically solved as follows [14]:

$$(Z) \quad \delta_t = \exp \left[\left(-4k^2 \beta_0 - 4k^2 \beta_0^2\right) t + \sqrt{8k^2} \beta_0 W_t\right] \delta_0, \tag{10}$$

$$(J) \quad \delta_t = \exp \left[-4\kappa t + \sqrt{8\kappa} W_t\right] \delta_0, \tag{11}$$

where $W_t = \int_0^t dW_s$. A fair comparison of the dynamical stabilities of these equations can be performed by taking
the same values of diffusion coefficients; i.e., $\sqrt{8kZ2} = \sqrt{8k}\kappa$, which leads to $k^2\beta^2 = \kappa$. In this case, Eq. (10) becomes

$$\langle Z \rangle \delta_t = \exp \left[ -4\left(1 + \frac{1}{\beta}\right)\kappa t + \sqrt{8\kappa W_t}\right] \delta_0. \quad (12)$$

Equations (11) and (12) imply that, when the two adaptive measurement schemes introduce the back-action noise of the same magnitude, the Zeno measurement scheme offers the faster convergence of the state to the target of order $e^{-4\kappa t/\beta}$; this term indicates no more than the emergence of the quantum Zeno effect. Of course, the above discussion makes sense only when the state is around the target. Thus we need numerical simulations to actually compare the stabilities of the two schemes, which will be discussed in the next section.

Before closing this section, we provide two remarks.

(i) Jacobs’ scheme requires the adaptive tuning of the measurement strength (i.e., $k^4 = k^2\delta^2$ in Eq. (3)) for the dynamics of $\delta_t$ to have the state-dependent diffusion term. As seen from the explicit solution (11), such state-dependence is indeed necessary to generate dynamical stability of $\delta_t$. Hence, it should be maintained that, with the Zeno measurement scheme, the diffusion term of Eq. (7) depends on the state even with the fixed measurement strength (i.e., $k^2 = kZ$).

(ii) The time evolution of the fidelity between the current state $\rho_t$ and the target state $|0\rangle$ is given by

$$d(|0\rangle\langle 0|) = \left[ -\Delta \sin \delta_t + k^2 \left( \cos(2\alpha \delta_t - \delta_t) - \cos \delta_t \right) \right] dt$$
$$-\sqrt{2k^2} \left[ 3 + \cos \delta_t \cos(\alpha \delta_t - \delta_t) + \cos(\alpha \delta_t) \right] dW_t.$$ \quad (13)

Hence, the optimum value of $\alpha$ that maximizes the deterministic change per unit time of the fidelity is given by $\alpha = 1/2$. This value is actually taken in the simulations shown later.

**III. NUMERICAL SIMULATION**

In this section, we numerically compare the performance of the Zeno measurement scheme to Jacobs’ one, under the assumption that $\Delta$ is known; this is a crucial assumption because we are then able to update $\delta_t$ and as a result the adaptive measurement law (5) (or Eq. (3)) exactly by recursively solving Eq. (7) (or Eq. (9) for Jacobs’ case). The parameters are taken as $\kappa = 1$ and $k^2 = 4$. Also we set $\alpha = 1 - \beta = 1/2$, based on the fact mentioned in the remark (ii) in Sec. II. These parameters satisfy the condition for the fair comparison, $k^2\beta^2 = \kappa$, which was given above Eq. (12). The disturbance strength $\Delta$ takes several values. The initial condition is $\delta_0 = \pi$, as defined below Eq. (2).

Fig. 2 shows the time evolutions of the mean and the standard deviation of $\delta_t$, when $\Delta = 0$. The plots are obtained by averaging $10^6$ sample paths. In Fig. 2 (a) the solid blue and the dashed red lines correspond to the cases of the Zeno measurement and Jacobs’ schemes, respectively. Both lines can be fitted by a simple function $F(t) = C_1 e^{-C_2t}$; the decay rates are obtained as $C_2 = 10.03\kappa$ for the former case and $C_2 = 1.357\kappa$ for the latter case (note $\kappa = 1$ now). That is, the convergence speed in the Zeno measurement case is about 7.4 times faster in average than that in Jacobs’ case. Moreover, it can be seen in Fig. 2 (b) that the state evolves with smaller fluctuation, or in other words the time-evolution of the state is more stable, when using the Zeno measurement scheme. Note that the Zeno measurement scheme was originally expected to offer faster and more stable convergence of the state to the target when $\Delta \neq 0$, but...
it is indeed the case in the ideal case $\Delta = 0$ as well.

Next we examine several values of $\Delta$ and show in Fig. 3 the corresponding means and standard deviations of $\delta_i$. Fig. 3(a) shows that the mean $\langle \delta_i \rangle$ does not converge to zero when $\Delta \neq 0$ but rather takes a constant error in the long time limit; in particular, we numerically find that this constant error is given by $\epsilon = 0.2544\Delta\kappa$ for the Zeno measurement case (a) while in Jacobs’ case (c) there is no such a simple rule. Clearly, the Zeno measurement scheme moves $\delta_i$ towards the target $\delta = 0$ faster with smaller constant error in average than Jacobs’ case, for every values of $\Delta$. Similar plots are observed in Fig. 3(b, d); that is, the state approaches to the target with smaller fluctuation, when the system is governed by the Zeno measurement scheme.

IV. ROBUSTNESS OF THE ADAPTIVE ZENO MEASUREMENT

Here we study the case where the external force $\Delta$ is unknown. To make the situation clear, let us again consider the general SME (1) that is additionally driven by an unknown Hamiltonian $H$:

$$
d\hat{\rho}_i = -i[\hat{H}, \hat{\rho}_i]dt - k_i[\hat{\sigma}_i, [\hat{\sigma}_i, \hat{\rho}_i]]dt + \sqrt{2k_i}[\hat{\sigma}_i\hat{\rho}_i + \hat{\rho}_i\hat{\sigma}_i - 2\text{Tr}(\hat{\sigma}_i\hat{\rho}_i)\hat{\rho}_i]dW_i. \quad (14)
$$

This true state $\hat{\rho}_i$ cannot be precisely updated, due to the uncertainty of $\hat{H}$. Therefore, we need to devise an updating law of a nominal state, say $\hat{\rho}'_i$, only using the measurement result $y_i$ that is subjected to the output equation

$$
dy_i = \text{Tr}(\hat{\sigma}_i\hat{\rho}'_i)dt + dW_i. \quad (15)
$$

Note this is driven by the same $dW_i$ as that in Eq. (14); $dW_i$ is called the innovation in the framework of quantum filtering theory [13, 14]. As an updating law of $\hat{\rho}'_i$, we particularly use Eqs. (14) and (15) with $\hat{\rho}_i$ and $\hat{H}$ replaced by $\hat{\rho}'_i$ and $\hat{H}'$, respectively:

$$
d\hat{\rho}'_i = -i[\hat{H}', \hat{\rho}'_i]dt - k_i[\hat{\sigma}_i, [\hat{\sigma}_i, \hat{\rho}'_i]]dt + \sqrt{2k_i}[\hat{\sigma}_i\hat{\rho}'_i + \hat{\rho}'_i\hat{\sigma}_i - 2\text{Tr}(\hat{\sigma}_i\hat{\rho}'_i)\hat{\rho}'_i]\times [dy_i - \text{Tr}(\hat{\sigma}_i\hat{\rho}'_i)dt]. \quad (16)
$$

Note again that $y_i$ is the measurement result and is thus known. Hence we can recursively calculate the nominal state $\hat{\rho}'_i$, although it should differ from the true state $\hat{\rho}_i$. In particular, in the adaptive measurement setup, the observable $\hat{\sigma}_i$ and the strength $k_i$ are changed in time as functions of $\hat{\rho}'_i$.

For the specific problem under consideration, let $\hat{H} = \Delta\hat{\sigma}_Z$ and $\hat{H}' = \Delta'\hat{\sigma}_Z$ be the true and nominal Hamiltonians, respectively; $\Delta$ is an unknown constant while $\Delta'$ is a known nominal constant. Also we define $\delta_i$ and $\delta'_i$, corresponding to the true and the nominal states. In the

Zeno measurement scheme, these variables are driven by the following equations:

$$
d\delta_i = [2\Delta - 2k\sin(2\delta_i - 2\alpha\delta'_i)]dt + \sqrt{2k}\sin(\beta\delta_i)\cos(\delta_i - \alpha\delta'_i)dW_i, \quad (17)
$$

$$
d\delta'_i = [2\Delta' - 2k\sin(2\beta\delta'_i)]dt + \sqrt{2k}\sin(2\beta\delta'_i)dW'_i, \quad (18)
$$

where

$$
dW_i = [\cos(\beta\delta'_i) - \cos(\delta_i - \alpha\delta'_i)]dt + dW_i.
$$

Note that $\beta = 1 - \alpha$. The above two equations (17) and (18) take the same form when $\Delta = \Delta'$ and $\delta_i = \delta'_i$. Jacobs’ scheme, on the other hand, leads to the following equations to update $\delta_i$ and $\delta'_i$:

$$
d\delta_i = [2\Delta + 2k\delta_i^2 \sin(2\delta_i - 2\beta\delta'_i)]dt + \sqrt{2k}\sin(2\beta\delta'_i)\cos(\delta_i - \delta'_i)dW_i, \quad (19)
$$

$$
d\delta'_i = 2\Delta'dt + \sqrt{2k}\sin(\beta\delta'_i)dW'_i, \quad (20)
$$

where

$$
dW'_i = \sin(\delta'_i - \delta_i)dt + dW_i.
$$

Again, the above two equations (19) and (20) take the same form when $\Delta = \Delta'$ and $\delta_i = \delta'_i$.

In Fig. 3 we show sample paths of $\delta_i$ (solid blue line) and $\delta'_i$ (dashed red lines) for both of the adaptive measurement schemes, with the same parameters taken in Sec. III, fixed uncertainty $\Delta = 1/10^5$, and a typical nominal value $\Delta' = 0$. It is apparent from the figures that, with the Zeno measurement scheme, the true variable $\delta_i$ is stabilized around the target $\delta = 0$ though it still has a certain error corresponding to the constant external force, while in Jacobs’ scheme $\delta_i$ finally follows a deterministic time-evolution and goes away from zero; in every numerical simulation a similar behavior is observed.

We here address the mechanism that brings about the above drastic difference. First, since the nominal state
For all cases, the true external force is set to $\Delta = 1$ and $10^{-6}$, the Zeno measurement scheme and (b, d, f) Jacobs’ scheme. Several nominal values of $\Delta'$ are examined: (a, b) represent the case when $\Delta' = 1/10^2$, $1/10$, and (c, d) for the case $\Delta' = 1/10$. The above statement holds only for the case of $\Delta' = 0$; that is, in Jacobs’ case the true variable again goes away from zero deterministically, due to the same reason stated above. In Figs. (c, d) where $\Delta = \Delta'$, the nominal variable $\delta_t$ exactly tracks $\delta_t$, which is the property the nominal updating laws (18) and (20) should have. Lastly, if $\Delta'$ is bigger than $\Delta$ (Figs. (e, f)), or in other words if we take a conservative approach for estimating $\delta_t$, Jacobs’ scheme can stabilize the state around the target although it has a big fluctuation, while the Zeno measurement moves the state more close towards zero with much smaller estimation error. Summarizing, in the numerical simulations shown here, the Zeno measurement scheme always offers smaller estimation error between $\delta_t$ and $\delta_t'$. That is, it is fairly robust against the uncertainty of the Hamiltonian. This nice property should be particularly maintained, because without robustness the stabilization can fail as seen in Figs. 4 (b) and 5 (b).

V. CONCLUDING REMARKS

The main features of the Zeno measurement scheme are twofold; the first is that the measured observable contains an eigenstate that eventually converges to the target state, and the other is that the measurement strength does not become weakened even when the state is close to the target, which is the crucial property bringing the robustness property. As long as the above two conditions are satisfied, it is expected that the Zeno measurement scheme can be generalized to the multi-dimensional case. However, in many situations any physically available observable does not contain an eigenvector that is identical to a desired target state, and then the Zeno measurement scheme cannot be used in order to prepare that target state. Rather, as discussed in [6, 7], in such a case, a certain weak measurement may work for generating a target state. But a critical requirement for this measurement is that the measurement strength should be weakened when the state approaches to the target; then, the system can become fragile against unknown disturbance, as seen in Sec. IV. Exploring an adaptive measurement method that overcomes this issue is an interesting future work.

We thank Yuzuru Kato for his contribution in the remark (ii) in Sec. II.
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