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Abstract

The model selection problem in the pure exploration linear bandit setting is introduced and studied in both the fixed confidence and fixed budget settings. The model selection problem considers a nested sequence of hypothesis classes of increasing complexities. Our goal is to automatically adapt to the instance-dependent complexity measure of the smallest hypothesis class containing the true model, rather than suffering from the complexity measure related to the largest hypothesis class. We provide evidence showing that a standard doubling trick over dimension fails to achieve the optimal instance-dependent sample complexity. Our algorithms define a new optimization problem based on experimental design that leverages the geometry of the action set to efficiently identify a near-optimal hypothesis class. Our fixed budget algorithm uses a novel application of a selection-validation trick in bandits. This provides a new method for the understudied fixed budget setting in linear bandits (even without the added challenge of model selection). We further generalize the model selection problem to the misspecified regime, adapting our algorithms in both fixed confidence and fixed budget settings.

1 INTRODUCTION

The pure exploration linear bandit problem considers a set of arms whose expected rewards are linear in their given feature representation, and aims to identify the optimal arm through adaptive sampling. Two settings, i.e., fixed confidence and fixed budget settings, are studied in the literature. In the fixed confidence setting, the learner continues sampling arms until a desired confidence level is reached, and the goal is to minimize the total number of samples (Soare et al., 2014; Xu et al., 2018; Tao et al., 2018; Fiez et al., 2019; Degenne et al., 2020; Katz-Samuels et al., 2020). In the fixed budget setting, the learner is forced to output a recommendation within a pre-fixed sampling budget, and the goal is to minimize the error probability (Hoffman et al., 2014; Katz-Samuels et al., 2020; Alieva et al., 2021; Yang and Tan, 2021). Applications of pure exploration linear bandits include content recommendation, digital advertisement and A/B/n testing (see aforementioned papers for more discussions on applications).

All existing works, however, focus on linear models with the given feature representations and fail to adapt to cases when the problem can be explained with a much simpler model, i.e., a linear model based on a subset of the features. In this paper, we introduce the model selection problem in pure exploration linear bandits. We consider a sequence of nested linear hypothesis classes $H_1 \subseteq H_2 \subseteq \cdots \subseteq H_D$ and assume that $H_{d_*}$ is the smallest hypothesis class that contains the true model. Our goal is to automatically adapt to the complexity measure related to $H_{d_*}$, for an unknown $d_*$, rather than suffering a complexity measure related to the largest hypothesis class $H_D$.

The model selection problem appears ubiquitously in real-world applications. In fact, cross-validation (Stone, 1974, 1978), a practical method for model selection, appears in almost all successful deployments of machine learning models. The model selection problem was recently introduced to the bandit regret minimization setting by Foster et al. (2019), and further analyzed by Pacchiano et al. (2020); Zhu and Nowak (2021). Zhu and Nowak (2021) prove that only Pareto optimality can be achieved for regret minimization, which is even weaker than minimax optimality. We introduce the model selection problem in the pure exploration setting and, surprisingly, show that it is possible to design algorithms with near optimal instance-
dependent complexity for both fixed confidence and fixed budget settings. We further generalize the model selection problem to the regime with misspecified linear models, and show our algorithms are robust to model misspecification.

1.1 Contribution and Outline

We briefly summarize our contributions as follows:

- We introduce the model selection problem for pure exploration in linear bandits in Section 2, and analyze its instance-dependent complexity measure. We provide a general framework to solve the model selection problem for pure exploration linear bandits. Our framework is based on a carefully-designed two-dimensional doubling trick and a new optimization problem that leverages the geometry of the action set to efficiently identify a near-optimal hypothesis class.

- In Section 4, we provide an algorithm for the fixed confidence setting with near optimal instance-dependent unverifiable sample complexity. We additionally provide evidence on why one cannot verifiably output recommendations.

- In Section 5, we provide an algorithm for the fixed budget setting, which applies a novel selection-validation trick to bandits. Its probability of error matches (up to logarithmic factors) the probability error of an algorithm that chooses its sampling allocation based on knowledge of the true model parameter. In addition, the guarantee of our algorithm is nearly optimal even in the non-model-selection case, and our algorithm also provides a new way to analyze the understudied fixed budget setting.

- We further generalize the model selection problem to the misspecified regime in Section 6, and adapt our algorithms to both the fixed confidence and fixed budget settings. Our algorithms reach an instance-dependent sample complexity measure that is relevant to the complexity measure of a closely related perfect linear bandit problem.

2 PROBLEM SETTING

In the transductive linear bandit pure exploration problem, the learner is given an action set \( \mathcal{X} \subseteq \mathbb{R}^D \) and a target set \( \mathcal{Z} \subseteq \mathbb{R}^D \). The expected reward of any arm \( x \in \mathcal{X} \cup \mathcal{Z} \) is linearly parameterized by an unknown reward vector \( \theta_\ast \in \Theta \subseteq \mathbb{R}^D \), i.e., \( h(x) = (\theta_\ast, x) \). The parameter space \( \Theta \) is known to the learner. At each round \( t \), the learner/algorithm \( \mathcal{A} \) selects an action \( x_t \in \mathcal{X} \), and observes a noisy reward \( R_t = h(x_t) + \xi_t \), where \( \xi_t \) represents an additive 1-sub-Gaussian noise. The action \( x_t \in \mathcal{X} \) can be selected with respect to the history \( F_t = \sigma(x_1, R_1, \ldots, x_t) \) up to time \( t \). The goal is to identify the unique optimal arm \( z_\ast = \arg \max_{z \in \mathcal{Z}} h(z) \) from the target set \( \mathcal{Z} \). We assume \( \Theta \subseteq \text{span}(\mathcal{X}) \) to obtain unbiased estimators for arms in \( \mathcal{Z} \). Without loss of generality, we assume that \( \text{span}(\mathcal{X}) = \mathbb{R}^D \) (otherwise one can project actions into a lower dimensional space). We further assume that \( \text{span}(\{z_\ast - z\}_{z \in \mathcal{Z}}) = \mathbb{R}^D \) for technical reasons. We consider both fixed confidence and fixed budget settings in this paper.

Definition 1 (Fixed confidence). Fix \( \mathcal{X}, \mathcal{Z}, \Theta \subseteq \mathbb{R}^D \). An algorithm \( \mathcal{A} \) is called \( \delta \)-PAC for \((\mathcal{X}, \mathcal{Z}, \Theta)\) if (1) the algorithm has a stopping \( \tau \) with respect to \( \{F_t\}_{t \in \mathbb{N}} \) and (2) at time \( \tau \) it makes a recommendation \( \hat{z} \in \mathcal{Z} \) such that \( \mathbb{P}_{\theta_\ast}(\hat{z} = z_\ast) \geq 1 - \delta \) for all \( \theta_\ast \in \Theta \).

Definition 2 (Fixed budget). Fix \( \mathcal{X}, \mathcal{Z}, \Theta \subseteq \mathbb{R}^D \) and a budget \( T \). A fixed budget algorithm \( \mathcal{A} \) returns a recommendation \( \hat{z} \in \mathcal{Z} \) after \( T \) rounds.

The Model Selection Problem. In contrast to existing works in pure exploration linear bandits, we hereby consider the model selection setting where adapting to the correct hypothesis class is of vital importance. We define \( \Theta_d := \{\theta \in \mathbb{R}^D : \theta_i = 0, \forall i > d\} \) as the set of parameters such that for any \( \theta \in \Theta_d \), it only has non-zero entries on its first \( d \) coordinates. We assume that \( \theta_\ast \in \Theta_d \) for an unknown \( d_\ast \). We call \( d_\ast \) the intrinsic dimension of the problem and it is set as the index of the smallest parameter space containing the true reward vector. One interpretation of the intrinsic dimension is that only the first \( d_\ast \) features (of each arm) play a role in predicting the expected reward. Our goal is to automatically adapt to the sample complexity with respect to the intrinsic dimension \( d_\ast \), rather than suffering from the sample complexity related to the ambient dimension \( D \). In the following, we write \( (\mathcal{X}, \mathcal{Z}, \Theta_{d_\ast}) \) or \( \theta_\ast \in \Theta_{d_\ast} \) to indicate that the problem instance has intrinsic dimension \( d_\ast \). Besides dealing with the well-specified linear bandit problem as defined in this section, we also extend our framework into the misspecified setting in Section 6, with additional setups introduced therein.

Additional Notations. For any \( x = [x_1, x_2, \ldots, x_D]^T \in \mathbb{R}^D \) and \( d \leq D \), we use \( \psi_d(x) := [x_1, x_2, \ldots, x_d]^T \in \mathbb{R}^d \) to denote the truncated feature representation that only keeps its first \( d \) coordinates. We also write \( \psi_d(\mathcal{X}) := \{\psi_d(x) : x \in \mathcal{X}\} \) and \( \psi_d(\mathcal{Z}) := \{\psi_d(z) : z \in \mathcal{Z}\} \) to represent the truncated action set and target set, respectively. Note that we necessarily have \( \psi_d(\mathcal{Z}) \subseteq \text{span}(\psi_d(\mathcal{X})) = \mathbb{R}^d \) as long as \( \mathcal{Z} \subseteq \text{span}(\mathcal{X}) = \mathbb{R}^D \). We use
The instance dependent sample complexity lower bound for linear bandit is discovered/analyzed in previous papers (Soare et al., 2014; Fiez et al., 2019; Degeneve and Koolen, 2019). We here consider related quantities that take our model selection setting into consideration. For any $d \in [D]$, we define

$$
\rho_d^* := \inf_{\lambda \in \Lambda} \sup_{z \in \mathcal{Z} \setminus \{z\}} \frac{\| \psi_d(z) - \psi_d(z') \|^2_{A_d(\lambda)^{-1}}}{(h(z) - h(z'))^2}, \tag{1}
$$

and

$$
\iota_d^* := \inf_{\lambda \in \Lambda} \sup_{z \in \mathcal{Z} \setminus \{z\}} \frac{\| \psi_d(z) - \psi_d(z') \|^2_{A_d(\lambda)^{-1}}}{(h(z) - h(z'))^2}. \tag{2}
$$

The lower bound for the model selection problem $(\mathcal{X}, \mathcal{Z}, \Theta_d^*)$ in the fixed confidence setting is provided in Theorem 1, following the lower bound in Fiez et al. (2019).

**Theorem 1.** Suppose $\xi_t \sim N(0, 1)$ for all $t \in \mathbb{N}_+$ and $\delta \in (0, 0.15]$. Any $\delta$-PAC algorithm with respect to $(\mathcal{X}, \mathcal{Z}, \Theta_d^*)$ with stopping time $\tau$ satisfies $\mathbb{E}_{\Theta_d^*}[\tau] \geq \rho_d^* \log(1/2\delta)$. The above lower bound only works for $\delta$-PAC algorithms, but not for algorithms in the fixed budget setting or with unverifiable sample complexity (detailed in Section 4). We now introduce another lower bound for the best possible non-interactive algorithm $\mathcal{A}$ that will serve as a strong baseline for our sample complexities. Following the discussion in Katz-Samuels et al. (2020), we consider any non-interactive algorithm as follows: The algorithm $\mathcal{A}$ chooses an allocation $\{x_1, x_2, \ldots, x_N\} \subseteq \mathcal{X}$ and receive rewards $\{r_1, r_2, \ldots, r_N\} \subseteq \mathbb{R}$ where $r_i$ is sampled from $\mathcal{N}(h(x_i), 1)$. The algorithm then recommends $\hat{\Theta} = \arg\max_{\Theta \in \mathcal{Z}} \theta(h, z)$ where $\theta = \arg\min_{\Theta \in \mathcal{Z}} \sum_{i=1}^N (r_i - \Theta \psi_d(x_i))^2$ is the least squares estimator in $\mathbb{R}^d$. The learner is allowed to choose any allocations, even with the knowledge of $\theta_*$, and use any feature mapping such that linearity is preserved, i.e., $d_* \leq d \leq D$. The intuition behind the above Proposition is that the non-interactive lower bound serves as a fairly strong baseline due to the power provided to the learner. It also provides justifications for (1) the $\Theta_d(\rho_d^*)$ unverifiable sample complexity in the fixed confidence setting; and (2) the $\Omega(\exp(-T/\rho_d^*))$ error probability in fixed budget setting: Suppose the budget is $T$, one would expect an error probability of the order $\Omega(\exp(-T/\rho_d^*))$ for any non-interactive algorithm $\mathcal{A}$. The intuition behind the above Proposition is that the model class $\Theta_d(\rho_d^*)$ is a superset of $\Theta_d$ and therefore identifying $z_*$ in $\Theta_d$ requires ruling out a larger set of statistical alternatives than in $\Theta_d$.  Proposition 1 shows the monotonic relation among $\{\rho_d^*\}_{d=d_*}^D$.

**Proposition 1.** The monotonic relation $\rho_d^* \leq \rho_{d'}^*$ holds true for any $d_* \leq d_1 \leq d_2 \leq D$. The intuition behind the above Proposition is that the model class $\Theta_d$ is a superset of $\Theta_d$ and therefore identifying $z_*$ in $\Theta_d$ requires ruling out a larger set of statistical alternatives than in $\Theta_d$. While Proposition 1 is intuitive, its proof is surprisingly technical and involves showing the equivalence of a series of optimization problems.

3.1 Failure of Standard Approaches

**Proposition 2.** For any $\gamma > 0$, there exists an instance $(\mathcal{X}, \mathcal{Z}, \Theta_d)$ such that $\rho_{d+1}^* > \rho_d^* + \gamma$ and $\iota_{d+1}^* \leq 2\iota_d^*$. One may attempt to solve the model selection problem with a standard doubling trick over dimension, i.e., truncating the feature representations at dimension $d_i = 2^i$ for $i \leq \lfloor \log_2 D \rfloor$ and gradually exploring models with increasing dimension. This approach, however, is directly ruled out by Proposition 2 since such doubling trick could end up with solving a problem with a dimension $d' \leq 2d_*$ yet $\rho_d^* \gg \rho_d^*$. Although doubling trick over dimensions is
commonly used to provide worst-case guarantees in regret minimization settings (Pachchiano et al., 2020; Zhu and Nowak, 2021), we emphasize here that matching instance-dependent complexities is important in pure exploration setting (Soare et al., 2014; Fiezet et al., 2019; Katz-Samuels et al., 2020). Thus, new techniques need to be developed. Proposition 2 also implies that trying to infer the value of $\rho^*_d$ from $i^*_d$ can be quite misleading. And thus conducting a doubling trick over $i^*_d$ (or an upper bound of it) is likely to fail as well.

**Importance of Model Selection.** Proposition 2 also illustrates the importance and necessity of conducting model selection in pure exploration linear bandits. Consider the hard instance used in constructed in Proposition 2 and set $D = d_* + 1$. All existing algorithms (Soare et al., 2014; Fiezet et al., 2019; Degene and Koolen, 2019; Katz-Samuels et al., 2020) that directly work with the given feature representation in $\mathbb{R}^D$ end up with a complexity measure scales with $\rho_D^*$, which could be arbitrarily large than the true complexity measure $\rho^*_d$ and even become vacuous (by sending $\gamma \to \infty$).

**Our Approaches.** In this paper, we design a more sophisticated doubling scheme over a two-dimensional grid corresponding to the number of elimination steps and the richest hypothesis class considered at each step. We design subroutines for both fixed confidence and fixed budget settings. Our algorithms define a new optimization problem based on experimental design that leverages the geometry of the action set to efficiently identify a near-optimal hypothesis class. Our fixed budget algorithm additionally uses a novel application of a selection-validation trick in bandits. Our guarantees are with respect to the true instance-dependent complexity measure $\rho^*_d$.

## 4 FIXED CONFIDENCE SETTING

We present our main algorithm (Algorithm 2) for the fixed confidence setting in this section. Algorithm 2 invokes GEMS-c (Algorithm 1) as subroutines and starts to output the optimal arm after $\tilde{O}(\rho^*_d + d_*)$ samples. Our sample complexity matches, up to an additive $d_*$ term and logarithmic factors, the strong baseline developed in Theorem 2.

We first introduce the subroutine GEMS-c, which runs for $n$ rounds and takes (roughly) $B$ samples per-round. GEMS-c is built on RAGE (Fiezet et al., 2019), a standard linear bandit pure exploration algorithm works in the ambient space $\mathbb{R}^D$. The key innovation of GEMS-c lies in adaptive hypothesis class selection at each round (i.e., selecting $d_k$), which allows us to adapt to the intrinsic dimension $d_*$. After selecting the working dimension $d_k$ at round $k$, GEMS-c allocates samples based on optimal design (in $\mathbb{R}^{d_k}$); it then eliminate sub-optimal arms based on the estimated rewards constructed using least square. Following Fiezet et al. (2019), we use a rounding procedure $\text{ROUND}(\lambda, N, d, \zeta)$ to round a continuous experimental design $\lambda \in \Lambda_X$ into integer allocations over actions. We use $r_d(\zeta)$ to denote the number of samples needed for such rounding in $\mathbb{R}^d$ with approximation factor $\zeta$. One can choose $r_d(\zeta) = (d^2 + d + 2)/\zeta$ (Pukelsheim, 2006; Fiezet et al., 2019) or $r_d(\zeta) = 180d/\zeta^2$ (Allen-Zhu et al., 2020). We choose $\zeta$ as a constant throughout the paper, e.g., $\zeta = 1$. When $N \geq r_d(\zeta)$, there exist computationally efficient rounding procedures that output an allocation $\{x_1, x_2, \ldots, x_N\}$ satisfying

\[
\max_{y \in \mathcal{Y}(\psi_d(z))} \|y\|_2^2 \left(\sum_{i=1}^N \psi_d(x_i)\psi_d(x_i)^\top\right)^{-1} \leq (1 + \zeta) \max_{y \in \mathcal{Y}(\psi_d(z))} \|y\|_2^2 \left(\sum_{x \in X} \lambda_x\psi_d(x)\psi_d(x)^\top\right)^{-1}/N. \tag{3}
\]

**Algorithm 1 GEMS-c Gap Elimination with Model Selection (Fixed Confidence)**

**Input:** Number of iterations $n$, budget for dimension selection $B$ and confidence parameter $\delta$.

1: Set $\bar{S}_1 = \mathbb{Z}$.
2: for $k = 1, 2, \ldots, n$ do
3: Set $\delta_k = \delta/k^2$.
4: Define $g_k(d) := \max\{2^{d^2} \iota(\psi_d(\bar{S}_k)), r_d(\zeta)\}$.
5: Get $d_k = \text{OPT}(B, D, g_k(\cdot))$, where $d_k \leq D$ is largest dimension such that $g_k(d_k) \leq B$ (see Eq. (4) for the detailed optimization problem); set $\lambda_k$ be the optimal design of the optimization problem

\[
\inf_{\lambda \in \Lambda_X} \sup_{z,z' \in \bar{S}_k} \|\psi_d(z) - \psi_d(z')\|^2_{\lambda} - \|\psi_d(z)\|^2_{\lambda} - \|\psi_d(z')\|^2_{\lambda}.
\]

set $N_k = \lceil g(d_k)/2(1 + \zeta) \log(|\bar{S}_k|^{2}/\delta_k) \rceil$.
6: Get allocation $\{x_1, \ldots, x_{N_k}\} = \text{ROUND}(\lambda_k, N_k, d_k, \zeta)$. Pull arms $\{x_1, \ldots, x_{N_k}\}$ and receive rewards $\{r_1, \ldots, r_{N_k}\}$.
7: Set $\bar{S}_{k+1} = \bar{S}_k \setminus \{z \in \bar{S}_k : \exists z' \text{ s.t. } (\hat{\theta}_k, \psi_d(z') - \psi_d(z)) \geq \omega(z', z)\}$, where $\omega(z', z) := \|\psi_d(z') - \psi_d(z)\|_{\lambda_k} \sqrt{2\log(|\bar{S}_k|^2/\delta_k)}$.
8: Set $\bar{S}_{k+1} = \bar{S}_k \setminus \{z \in \bar{S}_k : \exists z' \text{ s.t. } (\hat{\theta}_k, \psi_d(z') - \psi_d(z)) \geq \omega(z', z)\}$.
9: Set $\bar{S}_{k+1} = \bar{S}_k \setminus \{z \in \bar{S}_k : \exists z' \text{ s.t. } (\hat{\theta}_k, \psi_d(z') - \psi_d(z)) \geq \omega(z', z)\}$.
10: end for

**Output:** Set of uneliminated arms $\bar{S}_{n+1}$. We now discuss the adaptive selection of hypothesis class, which is achieved through a new optimization problem: At round $k$, $d_k \in [D]$ is selected as the largest dimension such that the value of an experimental design is no larger than the fixed selection budget $B$. 
i.e.,
\begin{equation}
\max d \\
\text{s.t. } d \in [D],
\end{equation}

\[
\max \{2^k \cdot \inf_{\lambda \in \Lambda} \sup_{y \in Y\{d}\{S_\lambda\})} \|y\|_{d,\lambda}^2, r_d(\zeta) \} \leq B.
\]

The experimental design leverages the geometry of the uneliminated set of arms. Intuitively, the algorithm is selecting the richest hypothesis class that still allows the learner to improve its estimates of the gaps by a factor of 2 using (roughly) B samples. When the budget for dimension selection \(B\) is large enough, GEMS-c operates on well-specified linear bandits (i.e., using \(d_k \geq d_e\)) at all rounds, guaranteeing that the output set of arms are \((2^{1-n})\)-optimal. The next lemma provides guarantees for GEMS-c.

**Lemma 1.** Suppose \(B \geq \max \{64\rho^*_d, r_d(\zeta)\} \). With probability at least \(1 - \delta\), GEMS-c outputs a set of arms \(S_{n+1}\) such that \(\Delta_\zeta < 2^{1-n}\) for any \(\zeta \in \hat{S}_{n+1}\).

**Algorithm 2** Adaptive Strategy for Model Selection (Fixed Confidence)

**Input**: Confidence parameter \(\delta\).

1. Randomly select a \(\hat{\zeta} \in \zeta\) as the recommendation for the optimal arm.
2. for \(\ell = 1, 2, \ldots\) do
3. Set \(\gamma_\ell = 2^\ell\) and \(\delta_\ell = \delta/(2\ell^3)\).
4. for \(i = 1, 2, \ldots, \ell\) do
5. Set \(n_i = 2^i, B_i = \gamma_\ell/n_i = 2^{\ell-i}\), and get \(\hat{S}_i = \text{GEMS-c}(n_i, B_i, \delta_i)\).
6. if \(\hat{S}_i = \{\zeta\}\) is a singleton set then
7. Update the recommendation \(\hat{\zeta}_* = \hat{\zeta}\).
8. break (the inner for loop over \(i\))
9. end if
10. end for
11. end for

We present our main algorithm for model selection in Algorithm 2, which loops over an iterate \(\ell\) with roughly geometrically increasing budget \(\gamma_\ell = 2^\ell\). Within each iteration \(\ell\), Algorithm 2 invokes GEMS-c \(\ell\) times with different configurations \((n_i, B_i)_i\): \(n_i\) is viewed as a guess for the unknown quantity \(\log_2(1/\Delta_{\min})\); and \(B_i\) is viewed as a guess of \(\rho^*_d\), which is then used to determine the adaptive selection hypothesis class. The configurations \(\{(n_i, B_i)\}_i\) are chosen as the diagonal of a two dimensional gird over \(n_i\) and \(B_i\). Within each iteration \(\ell\), the recommendation \(\hat{\zeta}_*\) is updated as the arm contained in the first singleton set returned (if any). Since \(B_i\) is chosen in a decreasing order, we are recommending the arm selected from the richest hypothesis class that terminates recommending a single arm. The singleton is guaranteed to contain the optimal arm once a rich enough hypothesis class is considered. We provide the formal guarantees as follows.

**Theorem 3.** Let \(\tau_* = \log_2(4/\Delta_{\min}) \max\{\rho^*_d, r_d(\zeta)\}\). With probability at least \(1 - \delta\), Algorithm 2 starts to output the optimal arm within iteration \(\ell_* = O(\log_2(\tau_*))\), and takes at most \(N = O(\tau_* \log_2(\tau_*) \log(|Z| \log_2(\tau_*)/\delta))\) samples.

The sample complexity in Theorem 3 is analyzed in an unverifiable way: Algorithm 2 starts to output the optimal arm after \(N\) samples, but it does not stop its sampling process. Nevertheless, up to a rounding-related term and other logarithmic factors, the unverifiable sample complexity matches the non-interactive lower bound developed in Theorem 2. The non-interactive lower bound serves as a fairly strong baseline since the non-interactive learner is allowed to sample with the knowledge of \(\theta_*\). Computationally, Algorithm 2 starts to output the optimal arm after iteration \(\ell_*\), with at most \(O(\ell_*^2)\) subroutines (Algorithm 1) invoked. At each iteration \(\ell \leq \ell_*\), Algorithm 1 is invoked with configurations \(n_i, B_i\) such that \(n_i B_i = 2^\ell \leq 2^\ell\) (note that \(\ell_*\) is of logarithmic order). Up to a model selection step (i.e., selecting \(d_k\)), the per-round computational complexity of Algorithm 1 is similar to the complexity of the standard linear bandit algorithm RAGE.

**Why Not Recommend Arm Verifiably?** We provide a simple example to demonstrate why outputting the estimated best arm before examining the full vector in \(\mathbb{R}^D\) can lead to incorrect answers, indicating that verifiable sample complexity, i.e., the number of samples required to terminate the game with a recommendation, scales with the ambient dimension \(D (\rho^*_D)\). We consider the linear bandit problem with action set \(X = \{e_i\}_{i=1}^D\) and \(\theta_* := [1, 0, 0, \ldots, 0, 2] \in \mathbb{R}^D\). One can see that \(z_* = e_D\) is the optimal arm. Let \(n_x \geq 1\) denote the number of samples on arm \(x \in X\). We further assume deterministic feedback. For any \(d < D\), we can see that \(n_x = n_e = 1\) is a diagonal matrix with its entries being \(n_{e_i}\), and the least square estimator is \(\hat{\theta}_d = e_1 \in \mathbb{R}^d\). As a result, the sub-optimal arm \(e_1\) will be incorrectly selected as the best arm. Essentially, one cannot verifiably rule out the possibility \(d_* = D\) (before examining the full dimension). The

\footnote{We refer readers to Katz-Samuels and Jamieson (2020) for detailed discussion on unverifiable sample complexity. The rounding term \(r_d(\zeta) = O(d_*/\zeta^2)\) commonly appears in the linear bandit pure exploration literature (Fiez et al., 2019; Katz-Samuels et al., 2020). Although we do not focus on optimizing logarithmic terms in this paper, e.g., the \(\log(|Z|)\) term, our techniques can be extended to address this by combining techniques developed in Katz-Samuels et al. (2020).}
lower bound $\tilde{\Omega}(\rho_d^*)$ developed in Fiez et al. (2019) applies when $d_* = D$

5 FIXED BUDGET SETTING

We study the fixed budget setting with $Z \subseteq \mathcal{X}$, which includes the linear bandit problem $Z = \mathcal{X}$ as a special case. Similar to fixed confidence setting, we develop a main algorithm (Algorithm 4) that invokes a base algorithm as subroutines (GEMS-b, Algorithm 3). Algorithm 4 achieves an error probability $\tilde{O}(\exp(-T/\rho_d^*))$, which, again, matches the strong baseline developed in Theorem 2.

Algorithm 3 GEMS-b Gap Elimination with Model Selection (Fixed Budget)

Input: Total budget $T$ (allowing non-integer input), number of rounds $n$, budget for dimension selection $B$.

1: Set $T' = \lfloor T/n \rfloor$, $\tilde{S}_1 = \mathcal{Z}$. Set $\tilde{D}$ as the largest dimension that ensures rounding with $T'$ samples, i.e., $\tilde{D} = \text{OPT}(T', D, f())$, where $f(d) = r_d(\zeta)$.

2: for $k = 1, \ldots, n$ do

3: Define function $g_k(d) := 2^{2k} \psi_d(\tilde{S}_k)$.

4: Get $d_k = \text{OPT}(B, \tilde{D}, g_k(\cdot))$, where $d_k \leq \tilde{D}$ is largest dimension such that $g_k(d_k) \leq B$ (similar to the optimization problem in Eq. (4)). Set $\lambda_k$ be the optimal design of the optimization problem $\inf_{\lambda \in \mathcal{A}_k} \sup_{z, z'} \|\psi_d(z) - \psi_d(z')\|_{\Lambda_{d_k}(\lambda)}^2$

5: Get allocations \(\{x_1, \ldots, x_{T'}\} = \text{ROUND}(\lambda_k, T', d_k, \zeta)$.

6: Pull arms $\{x_1, \ldots, x_{T'}\}$ and receive rewards $\{r_1, \ldots, r_{T'}\}$.

7: Set $\theta_k = A_k^{-1} b_k \in \mathbb{R}^{d_k}$, where $A_k = \sum_{i=1}^{N_k} \psi_{d_k}(x_i)\psi_{d_k}(x_i)^\top$, and $b_k = \sum_{i=1}^{N_k} \psi_{d_k}(x_i)b_i$.

8: Set $\tilde{S}_{k+1} = \tilde{S}_k \setminus \{z \in \tilde{S}_k : \exists z' \text{ s.t. } \langle \theta_k, \psi_{d_k}(z') - \psi_{d_k}(z) \rangle \geq 2^{-k}\}$.

9: end for

Output: Any uneliminated arm $\tilde{z}_* \in \tilde{S}_{n+1}$.

The subroutine GEMS-b takes sample budget $T$, number of iterations $n$ and dimension selection budget $B$ as input, and outputs an (arbitrary) uneliminated arm after $n$ iterations. As in the fixed confidence setting, GEMS-b performs adaptive selection of the hypothesis class through an optimization problem defined similar to the one in Eq. (4). The main differences from the fixed confidence subroutine is as follows: the selection budget $B$ is only used for dimension selection, and the number of samples allocated per iteration is determined as $\lfloor T/n \rfloor$. GEMS-b is guaranteed to output the optimal arm with probability $1 - O(\exp(-T/\rho_d^*))$ when the selection budget $B$ is selected properly, as detailed in Lemma 2.

Lemma 2. Suppose $64\rho_d^* \leq B \leq 128\rho_d^*$ and $T/n \geq r_d(\zeta) + 1$. Algorithm 3 outputs an arm $\tilde{z}_*$ such that $\Delta_{\tilde{z}_*} < 2^{-n}$ with probability at least $1 - n|Z|^2 \exp(-T/640n \rho_d^*)$.

Algorithm 4 Adaptive Strategy for Model Selection (Fixed Budget)

Input: Total budget $2T$.

1: Step 1: Selection. Initialize an empty selection set $\mathcal{A} = \emptyset$.

2: Set $p = |\text{OPT}(T')|$ and $T' = T/p$.

3: for $i = 1, \ldots, p$ do

4: Set $B_i = 2^i$, $q_i = |\text{OPT}(T'/B_i)|$ and $T'' = T'/q_i$.

5: for $j = 1, \ldots, q_i$ do

6: Set $n_j = 2^j$.

7: Get $\tilde{z}_i^j = \text{GEMS-b}(T'', n_j, B_i)$ and insert $\tilde{z}_i^j$ into the pre-selection set $\mathcal{A}$.

8: end for

9: Step 2: Validation. Pull each arm in the pre-selection set $\mathcal{A}$ exactly $\lfloor T/|\mathcal{A}| \rfloor$ times.

Output: Output arm $\tilde{z}_*$, with the highest empirical reward from the validation step.

The subroutine GEMS-b takes sample budget $T$, number of iterations $n$ and dimension selection budget $B$ as input, and outputs an (arbitrary) uneliminated arm after $n$ iterations. As in the fixed confidence setting, GEMS-b performs adaptive selection of the hypothesis class through an optimization problem defined similar to the one in Eq. (4). The main differences from the fixed confidence subroutine is as follows: the selection budget $B$ is only used for dimension selection, and the number of samples allocated per iteration is determined as $\lfloor T/n \rfloor$. GEMS-b is guaranteed to output the optimal arm with probability $1 - O(\exp(-T/\rho_d^*))$ when the selection budget $B$ is selected properly, as detailed in Lemma 2.

Lemma 2. Suppose $64\rho_d^* \leq B \leq 128\rho_d^*$ and $T/n \geq r_d(\zeta) + 1$. Algorithm 3 outputs an arm $\tilde{z}_*$ such that $\Delta_{\tilde{z}_*} < 2^{-n}$ with probability at least $1 - n|Z|^2 \exp(-T/640n \rho_d^*)$.

Algorithm 4 Adaptive Strategy for Model Selection (Fixed Budget)

Input: Total budget $2T$.

1: Step 1: Selection. Initialize an empty selection set $\mathcal{A} = \emptyset$.

2: Set $p = |\text{OPT}(T')|$ and $T' = T/p$.

3: for $i = 1, \ldots, p$ do

4: Set $B_i = 2^i$, $q_i = |\text{OPT}(T'/B_i)|$ and $T'' = T'/q_i$.

5: for $j = 1, \ldots, q_i$ do

6: Set $n_j = 2^j$.

7: Get $\tilde{z}_i^j = \text{GEMS-b}(T'', n_j, B_i)$ and insert $\tilde{z}_i^j$ into the pre-selection set $\mathcal{A}$.

8: end for

9: Step 2: Validation. Pull each arm in the pre-selection set $\mathcal{A}$ exactly $\lfloor T/|\mathcal{A}| \rfloor$ times.

Output: Output arm $\tilde{z}_*$, with the highest empirical reward from the validation step.

Our main algorithm for the fixed budget setting is introduced in Algorithm 4. Algorithm 4 consists of two phases: a pre-selection phase and a validation phase. The pre-selection phase collects a set of potentially optimal arms, selected by subroutines, and the validation phase examines the optimality of the collected arms. We provide Algorithm 4 with $2T$ total sample budget, and split the budget equally for each phase. At least one good subroutine is guaranteed to be invoked in the pre-selection phase (for sufficiently large $T$). The validation step focuses on identifying the best arm among the pre-selected $O((\log_2 T)^2)$ candidates (as explained in the next paragraph). Our selection-validation trick can be viewed as a dimension-reduction technique: we convert a linear bandit problem in $\mathbb{R}^D$ (with unknown $d_*$) to another linear bandit problem in $\mathbb{R}^{O((\log_2 T)^2)}$, i.e., a problem whose dimension is only polylogarithmic in the budget $T$.

For non-negative variable $p$, we use $p = W(T)$ to represent the solution of equation $T = p \cdot 2^p$. One can see that $W(T) \leq \log_2 T$. As a result, at most $(\log_2 T)^2$ subroutines are invoked with different configurations of $\{(T'', n_j, B_i)\}$. The use of $W(\cdot)$ is to make sure

3Technically, we treat the problem as a standard multi-armed bandit problem with $O((\log_2 T)^2)$ arms, which is a special case of a linear bandit problem in $\mathbb{R}^{O((\log_2 T)^2)}$. 
that $T'' \geq n_j B_i$ for all subroutines invoked. This provides more efficient use of budget since the error probability upper bound guaranteed by GEMS-b scales as $\tilde{O}((\exp(-T''/n_j B_i)))$.

**Theorem 4.** Suppose $Z \subseteq X$. If $T = \Omega(\log(2/(\Delta_{\text{min}}) \max(\rho_d^\theta, \gamma_d(z)))$, then Algorithm 4 outputs the optimal arm with error probability at most

$$\log_2(4/\Delta_{\text{min}})|Z|^2 \exp\left(-\frac{T}{1024 \log_2(4/\Delta_{\text{min}}) \rho_d^\theta}\right) + 2(\log_2 T)^2 \exp\left(-\frac{T}{8(\log_2 T)^2/\Delta_{\text{min}}^2}\right).$$

Furthermore, if there exist universal constants such that $\max_{x \in X}\|\psi_d(x)\| \leq c_1$ and $\min_{z \in Z}\|\psi_d(z_*) - \psi_d(z)\|^2 \geq c_2$, the error probability is upper bounded by

$$O\left(\max\{\log_2(1/\Delta_{\text{min}})|Z|^2, (\log_2 T)^2\} \times \exp\left(-\frac{c_2 T}{\max\{\log_2(1/\Delta_{\text{min}}), (\log_2 T)^2\} c_1 \rho_d^\theta}\right)\right).$$

Under the mild assumption discussed above, the error probability of Algorithm 4 scales as $O(\exp(-T/\rho_d^\theta))$. Such an error probability not only matches, up to logarithmic factors, the strong baseline developed in Theorem 2, but also matches the error bound in the non-model-selection setting (with known $d_\ast$) (Katz-Samuels et al., 2020) (Algorithm 3 therein, which is also analyzed under a mild assumption). Computationally, Algorithm 4 invokes Algorithm 3 at most $(\log_2 T)^3$ times, each with budget $T'' \leq T$ and $n_j, B_i$ such that $n_j B_i \leq T$. The per-round computational complexity of Algorithm 1 is similar to the one of Algorithm 3 (with similar configurations).

Compared to the fixed confidence setting, the fixed budget setting in linear bandits is relatively less studied (Hoffman et al., 2014; Katz-Samuels et al., 2020; Alieva et al., 2021; Yang and Tan, 2021). To our knowledge, even without the added challenge of model selection, near instance optimal error probability guarantee is only achieved by Algorithm 3 in Katz-Samuels et al. (2020). Our Algorithm 4 provides an alternative way to tackle the fixed budget setting, through a novel selection-validation procedure. Our techniques might be of independent interest.

## 6 MODEL SELECTION WITH MISSPECIFICATION

We generalize the model selection problem into the misspecified regime in this section. Our goal here is to identify an $\varepsilon$-optimal arm due to misspecification. We aim to provide sample complexity/error probability guarantees with respect to a hypothesis class that is rich enough to allow us to identify an $\varepsilon$-optimal arm. Pure exploration with model misspecification are recently studied in the literature (Alieva et al., 2021; Camilleri et al., 2021; Zhu et al., 2021). The model selection criterion we consider here further complicates the problem setting and are not covered in previous work.

We consider the case where the expected reward $h(x)$ of any arm $x \in X \cup Z \subseteq \mathbb{R}^D$ cannot be perfectly represented as a linear model in terms of its feature representation $x$. We use function $\tilde{\gamma}(d)$ to capture the misspecification level with respect to truncation the level $d \in [D]$, i.e.,

$$\tilde{\gamma}(d) := \min_{\theta \in \mathbb{R}^D} \max_{x \in X \cup Z} |h(x) - \langle \psi_d(\theta), \psi_d(x) \rangle|.$$ (5)

We use $\theta_d^\ast \in \min_{\theta \in \mathbb{R}^D} \max_{x \in X \cup Z} |h(x) - \langle \psi_d(\theta), \psi_d(x) \rangle|$ to denote (any) reward parameter that best captures the worst case deviation in $\mathbb{R}^d$, and use $\eta_d(x) := h(x) - \langle \psi_d(\theta_d^\ast), \psi_d(x) \rangle$ to represent the corresponding misspecification with respect to arm $x \in X \cup Z$. We have $\max_{x \in X \cup Z} |\eta_d(x)| \leq \tilde{\gamma}(d)$ by definition. Although the value of $\eta_d(x)$ depends on the selection of the possibly non-unique $\theta_d^\ast$, only the worst-case deviation $\tilde{\gamma}(d)$ is used in our analysis. Our results in this section are mainly developed in cases when $Z \subseteq X$, which contains the linear bandit problem $Z = X$ as a special case.

**Proposition 3.** The misspecification level $\tilde{\gamma}(d)$ is non-increasing with respect to $d$.

The non-increasing property of $\tilde{\gamma}(d)$ reflect the fact that the representation power of the linear component is getting better in higher dimensions. Following Zhu et al. (2021), we use $\gamma(d)$ to quantify the sub-optimality gap of the identified arm, i.e.,

$$\gamma(d) := \min \left\{2 \cdot 2^{-n} : n \in \mathbb{N}, \forall k \leq n, \left(2 + \sqrt{(1 + \zeta)n(\mathcal{D}(S_k))}\right) \tilde{\gamma}(d) \leq 2^{-k}/2 \right\}.$$ (6)

It can be shown that, for any fixed $d \in [D]$, at least a $O(\sqrt{d} \tilde{\gamma}(d))$-optimal arm can be identified in the existence of misspecification. Such inflation from $\tilde{\gamma}(d)$ to $\sqrt{d} \tilde{\gamma}(d)$ is unavoidable in general: Lattimore et al. (2020) constructs a hard instance such that identifying a $O(\sqrt{d} \tilde{\gamma}(d))$-optimal arm requires sample complexity exponential in $d$, even with deterministic feedback. On the other hand, identifying a $\Omega(\sqrt{d} \tilde{\gamma}(d))$-optimal arm only requires sample complexity polynomial in $d$. Such a sharp tradeoff between sample complexity and achievable optimality motivates our definition of $\gamma(d)$.
We assume $\gamma(d)$ can be made arbitrarily small for large enough $d \in [D]$, which includes the perfect linear bandit model (in $\mathbb{R}^D$) as a special case.\footnote{We make this assumption in order to identify an $\varepsilon$-optimal arm for any pre-defined $\varepsilon > 0$. Otherwise, one can adjust the goal and identify arms with appropriate sub-optimality gaps.} For any $\varepsilon > 0$, we define $d_\varepsilon(\varepsilon) := \min\{d \in [D] : \forall d' \geq d, \gamma(d') \leq \varepsilon\}$. We aim at identifying an $\varepsilon$-optimal arm with sample complexity related to $\rho^*_d(\varepsilon)$, which is defined as an $\varepsilon$-relaxed version of complexity measure $\rho^*_d$, i.e.,

$$
\rho^*_d(\varepsilon) := \inf_{\lambda \in \mathcal{A}_X} \sup_{z \in \mathcal{Z} \setminus \{z\}} \left( \max\{h(z) - h(\varepsilon, \varepsilon)\} \right)^2.
$$

We consider a closely related complexity measure $\overline{\rho}^*_d(\varepsilon)$, which is defined with respect to linear component $h(x) := \langle \psi_d(\theta) \rangle$, i.e.,

$$
\overline{\rho}^*_d(\varepsilon) := \inf_{\lambda \in \mathcal{A}_X} \sup_{z \in \mathcal{Z} \setminus \{z\}} \left( \max\{\langle \psi_d(\theta) \rangle, \langle \psi_d(x) \rangle - \langle \psi_d(z) \rangle\} \right)^2.
$$

**Proposition 4** (Zhu et al. (2021)). We have $\rho^*_d(\varepsilon) \leq 9\overline{\rho}^*_d(\varepsilon)$ for any $\varepsilon \geq \gamma(d)$. Furthermore, if $\gamma(d) < \Delta_{\min}/2$, $\overline{\rho}^*_d(0)$ represents the complexity measure for best arm identification with respect to a linear bandit instance with action set $\mathcal{X}$, target set $\mathcal{Z}$ and reward function $h(x) := \langle \psi_d(\theta) \rangle$.

Assuming $\gamma(d(\varepsilon)) < \min\{\varepsilon, \Delta_{\min}/2\}$, Proposition 4 shows that $\rho^*_d(\varepsilon)$ is at most a constant factor larger than $\overline{\rho}^*_d(\varepsilon)$, which is the $\varepsilon$-relaxed complexity measure of a closely related linear bandit problem (without misspecification) in $\mathbb{R}^d(\varepsilon)$.

**Fixed Confidence Setting.** A modified algorithm (and its subroutine, both deferred to Appendix E.2.1) is used for the fixed confidence setting with model misspecification. Sample complexity of the modified algorithm is provided as follows.

**Theorem 5.** With probability at least $1 - \delta$, Algorithm 7 starts to output $2\varepsilon$-optimal arms after $N = \tilde{O}(\log_2(1/\varepsilon) \max\{\rho^*_d(\varepsilon), r_d(\varepsilon)\} + 1/\varepsilon^2)$ samples, where we hide logarithmic terms besides $\log_2(1/\varepsilon)$ in the $\tilde{O}$ notation.

**Remark 1.** The extra $1/\varepsilon^2$ term comes from a validation step in the modified algorithm. If the goal is to identify the optimal arm, then this term can be removed with a slight modification of the algorithm. See Appendix E.2.4 for detailed discussion.

**Fixed Budget Setting.** Our algorithms for the fixed budget setting are robust to model misspecification, and we provide the following guarantees.

**Theorem 6.** Suppose $\mathcal{Z} \subseteq \mathcal{X}$. If $T = \Omega(\log(1/\varepsilon) \max\{\rho^*_d(\varepsilon), r_d(\varepsilon)\})$, then Algorithm 4 outputs an $2\varepsilon$-optimal arm with error probability at most

$$
\log_2(4/\varepsilon)|\mathcal{Z}|^2 \exp\left(\frac{T}{4096 \log_2(4/\varepsilon) \rho^*_d(\varepsilon)}\right)
+ 2(\log_2 T)^2 \exp\left(\frac{T}{8(\log_2 T)^2/\varepsilon^2}\right).
$$

Furthermore, if there exist universal constants such that $\max_{x \in \mathcal{X}}\|\psi_d(x)\|^2 \leq c_1$ and $\min_{z \in \mathcal{Z}}\|\psi_d(z)\|^2 \geq c_2$, the error probability is upper bounded by

$$
O\left( \max\{\log_2(1/\varepsilon)|\mathcal{Z}|^2, (\log_2 T)^2\} \right)
\times \exp\left(\frac{-c_2T}{\max\{\log_2(1/\varepsilon), (\log_2 T)^2\} c_1 \rho^*_d(\varepsilon)}\right).
$$

7 EXPERIMENT

We empirically compare our Algorithm 2 with RAGE (Fiez et al., 2019), which shares a similar elimination structure to our subroutine (i.e., Algorithm 1) yet fails to conduct model selection in pure exploration. To our knowledge, besides algorithms developed in the present paper, there is no other algorithm that can adapt to the model selection setup for pure exploration linear bandits.\footnote{We defer additional experiment details/results to Appendix F. The purpose of this section is to empirically demonstrate the importance of conducting model selection in pure exploration linear bandits, even on simple problem instances. We leave large-scale empirical evaluations for future work.}

**Problem Instances.** We conduct experiments with respect to the problem instance used to construct Proposition 2, which we detail as follows.

We consider a problem instance with $\mathcal{X} = \mathcal{Z} = \{x_i\}_{i=1}^{d_+ + 1} \subseteq \mathbb{R}^{d_+ + 1}$ such that $x_i = e_i$, for $i = 1, 2,\ldots, d_*$ and $x_{d_* + 1} = (1 - \varepsilon) \cdot e_{d_*} + e_{d_* + 1}$, where $e_i$ is the $i$-th canonical basis in $\mathbb{R}^{d_* + 1}$. The expected reward of each arm is set as $h(x_i) = \langle e_{d_*}, x_i \rangle$, i.e., $\theta_* = e_{d_*}$. One can see that $d_*$ is the intrinsic dimension and $D = d_* + 1$ is the ambient dimension. We also notice that $x_{d_*} = x_{d_*}$ is the best arm with reward $1$, $x_{d_* + 1}$ is the second best arm with reward $1 - \varepsilon$ and all other arms have reward $0$. The smallest sub-optimality gap is $\varepsilon$. We choose $d_* = 9, D = 10$, and vary $\varepsilon$ to control the instance-dependent complexity. By setting $\varepsilon$ to be a small value, we create a problem...
instance such that $\rho^*_D \gg \rho^*_d$: we have $\rho^*_d = O(d_\star)$ yet $\rho^*_D = \Omega(1/\varepsilon^2)$ (see Appendix B.4 for proofs).

Our algorithm is affected by the computational overhead of conducting model selection (e.g., the two dimensional doubling trick). Thus, RAGE shows advantages in runtime when $\varepsilon$ is relatively large. However, our algorithm runs faster than RAGE when $\varepsilon$ gets smaller. This observation further shows that the implementation overhead can be small in comparison with the sample complexity gains achieved from model selection.

Empirical Evaluations. We evaluate the performance of each algorithm in terms of success rate, sample complexity and runtime. We conduct 100 independent trials for each algorithm. Both algorithms are force-stopped after reaching 10 million samples (denoted as the black line in Fig. 1). We consider an trial as failure if the algorithm fails to identify the best arm within 20 million samples. For each algorithm, we calculate the (unverifiable) sample complexity $\tau$ as the smallest integer such that the algorithm (1) empirically identifies the best arm; and (2) the algorithm won’t change its recommendation for any later rounds $t > \tau$ (up to 20 million samples). The (empirical) runtime of the algorithm is calculated as the total time consumed up to round $\tau$. We average sample complexities and runtimes with respect to succeeded trials.

The success rates of RAGE and our algorithm are shown in Table 1. The success rate of RAGE drops dramatically as $\varepsilon$ (the smallest sub-optimality gap) gets smaller. On the other hand, however, our algorithm is not affected by the change of $\varepsilon$ since it automatically adapts to the intrinsic dimension $d_\star$: One can immediately see that $h(x_{d_\star}) \geq h(x_{d_\star+1})$ when working in $\mathbb{R}^{d_\star}$. Due to the same reason, our algorithm significantly outperforms RAGE in sample complexity as well (see Fig. 1): Our algorithm adapts to the true sample complexity $\rho^*_d$, yet RAGE suffers from complexity $\rho^*_D \gg \rho^*_d$, especially when $\varepsilon$ is small.

The runtime of both algorithms are shown in Table 2.

![Figure 1: Comparison of Sample Complexity](image_url)

It is worth mentioning that simple variations of the problem instance studied in this section have long been considered as hard instances to examine linear bandit pure exploration algorithms (Soare et al., 2014; Xu et al., 2018; Tao et al., 2018; Fiez et al., 2019; Degenne et al., 2020). Our results show that, both theoretically and empirically, the problem instance becomes quite easy when viewed from the model selection perspective.

8 DISCUSSION

We initiate the study of model selection in pure exploration linear bandits, in both fixed confidence and fixed budget settings, and design algorithms with near instance optimal guarantees. Along the way, we develop a novel selection-validation procedure to deal with the understudied fixed budget setting in linear bandits (even without the added challenge of model selection). We also generalize our algorithms into the misspecified regime.

We conclude the paper with some directions for future work. An immediate next step is to conduct large-scale evaluations for model selection in pure exploration linear bandits. One may need to develop practical version of our algorithms to bypass the computational overheads of conducting model selection. Another interesting direction is provide guarantees to general transductive linear bandits, i.e., not restricted to cases $\mathcal{Z} \subseteq \mathcal{X}$, in fixed budget setting (and in misspecified regimes). We believe one can use a selection-validation procedure similar to the one developed in Algorithm 3, but with the current validation step replaced by another linear bandit pure exploration algorithm. Note that the number of arms to be validated is of logarithmic order.
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Supplementary Material:
Near Instance Optimal Model Selection for Pure Exploration Linear Bandits

A SUPPORTING MATERIALS

A.1 Matrix Inversion and Rounding in Optimal Design

Our treatments are similar to the ones discussed in Zhu et al. (2021). We provide the details here for completeness.

Matrix Inversion. The notation $\|y\|_2^2_{A_d(\lambda)^{-1}}$ is clear when $A_d(\lambda)$ is invertible. For possibly singular $A_d(\lambda)$, pseudo-inverse is used if $y$ belongs to the range of $A_d(\lambda)$; otherwise, we set $\|y\|_2^2_{A_d(\lambda)^{-1}} = \infty$. With this (slightly abused) definition of matrix inversion, we discuss how to do rounding next.

Rounding in Optimal Design. For any $S \subseteq Z$, the following optimal design

$$\inf_{\lambda \in \mathcal{A}_X} \sup_{y \in \mathcal{Y}(\psi_d(S))} \|y\|_2^2_{A_d(\lambda)^{-1}}$$

will select a design $\lambda^* \in \mathcal{A}_X$ such that every $y \in \mathcal{Y}(\psi_d(S))$ lies in the range of $A_d(\lambda^*)$.\footnote{If the infimum is not attained, we can simply take a design $\lambda^{**}$ with associated value $\tau^{**} \leq (1 + \zeta_0) \inf_{\lambda \in \mathcal{A}_X} \sup_{y \in \mathcal{Y}(\psi_d(S))} \|y\|_2^2_{A_d(\lambda)^{-1}}$ for a $\zeta_0 > 0$ arbitrarily small. This modification is used in our algorithms as well, and our results (bounds on sample complexity and error probability) goes through with changes only in constant terms.} If $\text{span}(\mathcal{Y}(\psi_d(S))) = \mathbb{R}^d$, then $A_d(\lambda^*)$ is positive definite (recall that $A_d(\lambda^*) = \sum_{x \in X} \lambda_x \psi_d(x)^T \psi_d(x)$ and $\text{span}(\psi_d(\mathcal{X})) = \mathbb{R}^d$ comes from the assumption that $\text{span}(\psi(\mathcal{X})) = \mathbb{R}^d$). Thus the rounding guarantees in Allen-Zhu et al. (2020) goes through (Theorem 2.1 therein, which requires a positive definite design; with additional simple modifications dealt as in Appendix B of Fiez et al. (2019)).

We now consider the case when $A_d(\lambda^*)$ is singular. Since $\text{span}(\psi_d(\mathcal{X})) = \mathbb{R}^d$, we can always find another $\lambda'$ such that $A_d(\lambda')$ is invertible. For any $\zeta_1 > 0$, let $\tilde{\lambda}^* = (1 - \zeta_1)\lambda^* + \zeta_1 \lambda'$. We know that $\tilde{\lambda}^*$ leads to a positive definite design. With respect to $\zeta_1$, we can find another $\zeta_2 > 0$ small enough (e.g., smaller than the smallest eigenvalue of $\zeta_1 A_d(\lambda')$) such that $A_d(\tilde{\lambda}^*) \succeq A_d((1 - \zeta_1)\lambda^*) + \zeta_2 I$. Since $A_d((1 - \zeta_1)\lambda^*) + \zeta_2 I$ is positive definite, for any $y \in \mathcal{Y}(\psi_d(S))$, we have

$$\|y\|_2^2_{A_d(\tilde{\lambda}^*)^{-1}} \leq \|y\|_2^2_{A_d((1 - \zeta_1)\lambda^*) + \zeta_2 I^{-1}}.$$  

Fix any $y \in \mathcal{Y}(\psi_d(S))$. Since $y$ lies in the range of $A_d(\lambda^*)$ (by definition of the objective and matrix inversion), we clearly have

$$\|y\|_2^2_{A_d((1 - \zeta_1)\lambda^*) + \zeta_2 I^{-1}} \leq \|y\|_2^2_{A_d((1 - \zeta_1)\lambda^*)} \leq \frac{1}{1 - \zeta_1} \|y\|_2^2_{A_d(\lambda^*)^{-1}}.$$  

To summarize, we have

$$\|y\|_2^2_{A_d(\tilde{\lambda}^*)^{-1}} \leq \frac{1}{1 - \zeta_1} \|y\|_2^2_{A_d(\lambda^*)^{-1}},$$  

where $\zeta_1$ can be chosen arbitrarily small. We can thus send the positive definite design $\tilde{\lambda}^*$ to the rounding procedure in Allen-Zhu et al. (2020). We can incorporate the additional $1/(1 - \zeta_1)$ overhead, for $\zeta_1 > 0$ chosen sufficiently small, into the sample complexity requirement $r_d(\zeta)$ of the rounding procedure.
A.2 Supporting Theorems and Lemmas

Lemma 3 ((Kaufmann et al., 2016)). Fixed any pure exploration algorithm $\pi$. Let $\nu$ and $\nu'$ be two bandit instances with $K$ arms such that the distribution $\nu_i$ and $\nu'_i$ are mutually absolutely continuous for all $i \in [K]$. For any almost-surely finite stopping time $\tau$ with respect to the filtration $\{\mathcal{F}_t\}_{t \geq 0}$, let $N_\tau(\tau)$ be the number of pulls on arm $i$ at time $\tau$. We then have

$$\sum_{i=1}^{K} \mathbb{E}_\nu[N_\tau(\tau)] \text{KL}(\nu_i, \nu'_i) \geq \sup_{\mathcal{E} \in \mathcal{F}_\tau} d(\mathbb{P}_\nu(\mathcal{E}), \mathbb{P}_{\nu'}(\mathcal{E})),$$

where $d(x, y) = x \log(x/y) + (1 - x) \log((1 - x)/(1 - y))$ for $x, y \in [0, 1]$ and with the convention that $d(0, 0) = d(1, 1) = 0$.

The following two lemmas largely follow the analysis in Fiez et al. (2019).

Lemma 4. Let $S_k = \{ z \in \mathcal{Z} : \Delta_z < 4 \cdot 2^{-k} \}$. We then have

$$\sup_{k \in [\lceil \log_2(4/\varepsilon) \rceil]} \{2^{2k} t(\mathcal{Y}(\psi_d(S_k)))\} \leq 64\rho_d^*(\varepsilon),$$

and

$$\sup_{k \in [\lceil \log_2(4/\varepsilon) \rceil]} \{\max\{2^{2k} t(\mathcal{Y}(\psi_d(S_k))), r_d(\zeta)\}\} \leq \max\{64\rho_d^*(\varepsilon), r_d(\zeta)\},$$

where $\zeta$ is the rounding parameter.

Proof. For $y = \psi_d(z_*) - \psi_d(z)$, we define $\Delta_y = \Delta_z = h(z_*) - h(z)$. We have that

$$\rho_d^*(\varepsilon) = \inf_{\lambda \in \Lambda} \sup_{y \in \mathcal{Y}(\psi_d(z))} \frac{\|y\|^2}{\Delta_d(\lambda)^{-1} \max\{\Delta_y, \varepsilon\}^2}$$

$$= \inf_{\lambda \in \Lambda} \sup_{y \in \mathcal{Y}(\psi_d(z))} \sup_{k \in [\lceil \log_2(4/\varepsilon) \rceil]} \frac{\|y\|^2}{\Delta_d(\lambda)^{-1} \max\{\Delta_y, \varepsilon\}^2}$$

$$\geq \sup_{k \in [\lceil \log_2(4/\varepsilon) \rceil]} \inf_{\lambda \in \Lambda} \sup_{y \in \mathcal{Y}(\psi_d(z))} \frac{\|y\|^2}{\Delta_d(\lambda)^{-1} \max\{\Delta_y, \varepsilon\}^2}$$

$$> \sup_{k \in [\lceil \log_2(4/\varepsilon) \rceil]} \inf_{\lambda \in \Lambda} \sup_{y \in \mathcal{Y}(\psi_d(z))} \frac{\|y\|^2}{\Delta_d(\lambda)^{-1} (4 \cdot 2^{-k})^2}$$

$$\geq \sup_{k \in [\lceil \log_2(4/\varepsilon) \rceil]} \inf_{\lambda \in \Lambda} \sup_{y \in \mathcal{Y}(\psi_d(z))} \frac{\|y\|^2}{\Delta_d(\lambda)^{-1} (4 \cdot 2^{-k})^2}$$

$$\geq \sup_{k \in [\lceil \log_2(4/\varepsilon) \rceil]} 2^{2k} t(\mathcal{Y}(\psi_d(S_k)))/64,$$

where Eq. (8) comes from the fact that $4 \cdot 2^{-k} \geq \varepsilon$ when $k \leq \lceil \log_2(4/\varepsilon) \rceil$; Eq. (9) comes from the fact that $\psi_d(z) - \psi_d(z') = (\psi_d(z) - \psi_d(z_*)) + (\psi_d(z_*) - \psi_d(z'))$. This implies that, for any $k \in [\lceil \log_2(4/\varepsilon) \rceil]$,

$$\max\{2^{2k} \rho(\mathcal{Y}(\psi_d(S_k))), r_d(\zeta)\} \leq \max\{64\rho_d^*(\varepsilon), r_d(\zeta)\}.$$

And the desired Eq. (7) immediately follows. \qed

Lemma 5. Let $S_k = \{ z \in \mathcal{Z} : \Delta_z < 4 \cdot 2^{-k} \}$. We then have

$$\sup_{k \in [\lceil \log_2(4/\Delta_{\min}) \rceil]} \{2^{2k} t(\mathcal{Y}(\psi_d(S_k)))\} \leq 64\rho_d^*,$$

and

$$\sup_{k \in [\lceil \log_2(4/\Delta_{\min}) \rceil]} \{\max\{2^{2k} t(\mathcal{Y}(\psi_d(S_k))), r_d(\zeta)\}\} \leq \max\{64\rho_d^*, r_d(\zeta)\},$$

where $\zeta$ is the rounding parameter.
To prove the second statement, we only need to find conditions on \( \log T \). We first recall that

\[
\rho^* = \max_{z \in \mathcal{X}} \frac{\|z^* - z\|^2}{\Delta^2_{\min}}
\]

where \( \Delta_{\min} = \min_{z \in \mathcal{Z} \setminus \{z^*\}} \{\Delta_z\} \).

Proof. Let \( \lambda^* \) be the optimal design that attains \( \rho^* \); and let \( z' \in \mathcal{Z} \) be any arm with the smallest sub-optimality gap \( \Delta_{\min} \). We then have

\[
\rho^* = \max_{z \in \mathcal{Z} \setminus \{z^*\}} \frac{\|z^* - z\|^2}{\Delta^2_{\min}} \geq \frac{\|z^* - z'\|^2}{\Delta^2_{\min}},
\]

where \( z^* - z' \) necessarily lie in the range of \( A(\lambda^*) \) according to the definition of matrix inversion in Appendix A.1.

We now lower bound \( \|z^* - z'\|^2 \Delta_{\min}^{-1} \). Note that \( A(\lambda^*) \) is positive semi-definite. We write \( A(\lambda^*) = Q \Sigma Q^\top \) where \( Q \) is an orthogonal matrix and \( \Sigma \) is a diagonal matrix storing eigenvalues. We assume that the last \( k \) eigenvalues of \( \Sigma \) are zero. Let \( \gamma_{\max} = \|A(\lambda^*)\|_2 = \|\Sigma\|_2 \) be the largest eigenvalue, we have \( \gamma_{\max} \leq \max_{x \in \mathcal{X}} \|x\|^2 \leq c_1 \) since \( A(\lambda^*) = \sum_{x \in \mathcal{X}} \lambda^*(x) xx^\top \) and \( \sum_{x \in \mathcal{X}} \lambda^*(x) = 1 \). Let \( w = Q^\top (z^* - z') \). Since \( z^* - z' \) is in the range of \( A(\lambda^*) \), we know that the last \( k \) entries of \( w \) must be zero. We then have

\[
\|z^* - z'\|^2 A(\lambda^*)^{-1} = (z^* - z)^\top A(\lambda^*)^{-1} (z^* - z) = w^\top \Sigma^{-1} w \geq \|w\|^2 / c_1 \geq c_2 / c_1,
\]

where Eq. (13) comes from fact that \( \|w\|^2 = \|z^* - z'\|^2 \) and the assumption \( \|z^* - z\|^2 \geq c_2 \) for all \( z \in \mathcal{Z} \).

Lemma 7. The following statements hold.

1. \( T \geq 4a \log 2a \implies T \geq a \log_2 T \) for \( T, a > 0 \).

2. \( T \geq 16a (\log 16a)^2 \implies T \geq a (\log_2 T)^2 \) for \( T, a > 1 \).

Proof. We first recall that \( T \geq 2a \log a \implies T \geq a \log T \) for \( T, a > 0 \) (Shalev-Shwartz and Ben-David, 2014). Since \( \log_2 T = \log T / \log 2 < 2 \log T \), the first statement immediately follows.

To prove the second statement, we only need to find conditions on \( T \) such that \( T \geq 4a (\log T)^2 \). Note that we have \( \sqrt{T} \geq 8 \sqrt{a} \log 4 \sqrt{a} = 4 \sqrt{a} \log 16a \implies \sqrt{T} \geq 4 \sqrt{a} \log \sqrt{T} = 2 \sqrt{a} \log T \). For \( T, a > 1 \), this is equivalent to \( T \geq 16a (\log 16a)^2 \implies T \geq 4a (\log T)^2 \geq a (\log_2 T)^2 \), and thus the second statement follows.

\footnote{If the infimum is not attained, one can apply the argument that follows with a limit sequence. See footnote in Appendix A.1 for more details on how to construct an approximating design.}
A.3 Supporting Algorithms

Algorithm 5 OPT

**Input:** Selection budget $B$, dimension upper bound $D$ and selection function $g(\cdot)$ (which is a function of the dimension $d \in [D]$).

1. Get $d_k$ such that

$$d_k = \max d \quad \text{s.t. } g(d) \leq B, \quad \text{and } d \in [D].$$

**Output:** The selected dimension $d_k$.

B OMITTED PROOFS FOR SECTION 3

B.1 Proof of Theorem 1

**Theorem 1.** Suppose $\xi_t \sim \mathcal{N}(0, 1)$ for all $t \in \mathbb{N}_+$ and $\delta \in (0, 0.15]$. Any $\delta$-PAC algorithm with respect to $(\mathcal{X}, \mathcal{Z}, \Theta_d)$ with stopping time $\tau$ satisfies $\mathbb{E}_{\theta, \xi}[\tau] \geq \rho_d^* \log(1/2.4\delta)$.

**Proof.** The proof of the theorem mostly follows the proof of lower bound in Fiez et al. (2019). We additionally consider the model selection problem $(\mathcal{X}, \mathcal{Z}, \Theta_d)$ and carefully deal with the matrix inversion.

Consider the instance $(\mathcal{X}, \mathcal{Z}, \theta)$, where $\mathcal{X} = \{x_1, \ldots, x_n\}$ and $\mathcal{Z} = \{z_1, \ldots, z_m\}$, and $\theta, \in \Theta_d$. Suppose that $z_1 = \max_{z \in \mathcal{Z}} \langle \theta, z \rangle$. We consider the alternative set $C_d := \{\theta \in \Theta_d : \exists i \in [m] \text{ s.t. } \langle \theta, z_i - z_i \rangle < 0\}$, where $z_1$ is the best arm for any $\theta \in C_d$. Following the “change of measure” argument in Lemma 3, we know that $\mathbb{E}_{\theta, \xi}[\tau] \geq \tau^*$, where $\tau^*$ is the solution of the following constrained optimization

$$\tau^* := \min_{t_1, \ldots, t_n \in \mathbb{R}_+} \sum_{i=1}^n t_i \quad \text{s.t. } \inf_{\theta \in C_d} \sum_{i=1}^n t_i \text{KL}(\nu_{\theta,i}, \nu_{\theta,i}) \geq \log(1/2.4\delta),$$

where we use the notation $\nu_{\theta,i} = \mathcal{N}(\langle \theta, x_i \rangle, 1) = \mathcal{N}(\langle \psi_{d, \theta}(\theta), \psi_{d, \theta}(x_i) \rangle, 1)$ (due to the fact that $\theta \in C_d$). We also have $\text{KL}(\nu_{\theta,i}, \nu_{\theta,i}) = \frac{1}{2}(\psi_{d, \theta}(\theta) - \psi_{d, \theta}(\theta))^2$.

We next show that for any $t = (t_1, \ldots, t_n)^\top \in \mathbb{R}_+^n$ satisfies the constraint of Eq. (14), we must have $\psi_{d, \theta}(z_1) - \psi_{d, \theta}(z_i) \in \text{span}(\langle \psi_{d, \theta}(x_i) : t_i > 0 \rangle), \forall 2 \leq i \leq m$. Suppose not, there must exist $\psi_{d, \theta}(u) \in \mathbb{R}^d$ such that (1) $\langle \psi_{d, \theta}(u), \psi_{d, \theta}(x_i) \rangle = 0$ for all $i \in [n]$ such that $t_i > 0$; and (2) there exists a $2 \leq j \leq m$ such that $\langle \psi_{d, \theta}(z_1) - \psi_{d, \theta}(z_j), \psi_{d, \theta}(u) \rangle > 0$ (the other direction is similar), we can choose a $\theta' \in \Theta_d$ such that the first $d_*$ coordinates of $\theta'$ equals to $\psi_{d, \theta'}(\theta_a) - \alpha \psi_{d, \theta}(u)$ for a $\alpha > 0$ large enough (so that $\theta' \in C_d$). With such $\theta'$, however, we have

$$\sum_{i=1}^n t_i \text{KL}(\nu_{\theta',i}, \nu_{\theta,i}) = \sum_{i=1}^n t_i \frac{1}{2} (\alpha \psi_{d, \theta}(u), \psi_{d, \theta}(x_i))^2 \geq 0 < \log(1/2.4\delta),$$

which leads to a contradiction. As a result, we can safely calculate $\|\psi_{d, \theta}(z_1) - \psi_{d, \theta}(z_i)\|^2_{A_{d, t}^{-1}}$ or $A_{d, t}^{-1}(\psi_{d, \theta}(z_1) - \psi_{d, \theta}(z_i))$ where $A_{d, t} := \sum_{i=1}^n t_i \psi_{d, \theta}(x_i) \psi_{d, \theta}(x_i)^\top / \bar{t}$ and $\bar{t} := \sum_{i=1}^n t_i$. The rest of the proof follows from the proof of theorem 1 in Fiez et al. (2019).

B.2 Proof of Theorem 2

**Theorem 2.** Fix $\mathcal{X}, \mathcal{Z} \subseteq \mathbb{R}^D$, $\theta_0 \in \Theta_d$, and $\delta \in (0, 0.015]$. Any non-interactive algorithm $\mathcal{A}$ using a feature mappings of dimension $d \geq d_*$ makes a mistake with probability at least $\delta$ as long as it uses no more than $\frac{1}{2}\rho_{d_*}^* \log(1/\delta)$ samples.
Proof. The proof largely follows from the proof of Theorem 3 in Katz-Samuels et al. (2020) (but ignore the \(\gamma^*\) term therein. We are effectively using a weaker lower bound, yet it suffices for our purpose. ). The non-interactive MLE uses at least \(\frac{1}{2}\rho^* \log(1/\delta)\) with respect to any feature mapping \(\psi_d(\cdot)\) for \(d_* \leq d \leq D\). The statement then follows from the monotonicity of \(\{\rho^*_d\}_{d=d_*}^D\) as shown in Proposition 1.

B.3 Proof of Proposition 1

**Proposition 1.** The monotonic relation \(\rho^*_{d_1} \leq \rho^*_{d_2}\) holds true for any \(d_1 \leq d_1 \leq d_2 \leq D\).

**Proof.** We first prove equivalence results in the general setting in Step 1, 2 and 3; and then apply the results to the model selection problem in Step 4 to prove monotonicity over \(\{\rho^*_d\}_{d=d_*}^D\).

We consider \((\mathcal{X}, \mathcal{Z}, \theta_*)\) in the general setting, where \(\mathcal{X} = \{x_1, \ldots, x_n\} \subseteq \mathbb{R}^d\), \(\mathcal{Z} = \{z_1, \ldots, z_m\}\) and \(\theta_* \in \mathbb{R}^d\). We suppose that \(z_1 = \arg \max_{z \in \mathcal{Z}} \{\mathcal{X}, z\} = (\theta_*, z)\) is the unique optimal arm and \(\operatorname{span}(\{z_1\} \cup \{z_2, \ldots, z_m\}) = \mathbb{R}^d\).

Using the “change of measure” argument from Kaufmann et al. (2016), the lower bound is given by the following optimization problem (Audibert et al., 2010; Fiez et al., 2019)

\[
\tau^* := \min_{t_1, \ldots, t_n \in \mathbb{R}^+} \sum_{i=1}^n t_i\quad \text{s.t.} \quad \inf_{\theta \in \mathcal{C}} \sum_{i=1}^n t_i \cdot \log(1 + \frac{n}{\delta^2} \rho^*_{\theta,i} / \rho^*_{\theta,i}) \geq \log(1/2.4\delta).
\]

First, we show that the value \(\tau^*\) equals to the value of another optimization problem, i.e.,

\[
\tau^* := \min_{t_1, \ldots, t_n \in \mathbb{R}^+} \sum_{i=1}^n t_i\quad \text{s.t.} \quad \min_{\theta \in \mathcal{C}} \sum_{i=1}^n t_i \cdot \log(1/2.4\delta),
\]

where \(\mathcal{C} = \{\theta \in \mathbb{R}^d : \exists i \in [m] \text{ s.t. } \theta^\top (z_1 - z_i) \leq 0\}\). Note that that we must show that the minimum in the constraint is attained, i.e., the \(\min_{\theta \in \mathcal{C}}\) part. We first show the equivalence between the original problem and the problem with respect to \(\inf_{\theta \in \mathcal{C}}\); and then show the equivalence between problems with respect to \(\inf_{\theta \in \mathcal{C}}\) and \(\min_{\theta \in \mathcal{C}}\). We fix any \(t = (t_1, \ldots, t_n) \in \mathbb{R}_n^+\).

**Step 1:** Closure of constraints. Let \(\mathcal{C}\) denote the set of parameters where \(z_1\) is no longer the best arm anymore, i.e.,

\[
\mathcal{C} := \{\theta \in \mathbb{R}^d : \exists i \in [m] \text{ s.t. } \theta^\top (z_1 - z_i) < 0\}.
\]

Using the “change of measure” argument from Kaufmann et al. (2016), the lower bound is given by the following optimization problem (Audibert et al., 2010; Fiez et al., 2019)

\[
\tau^* := \min_{t_1, \ldots, t_n \in \mathbb{R}^+} \sum_{i=1}^n t_i\quad \text{s.t.} \quad \inf_{\theta \in \mathcal{C}} \sum_{i=1}^n t_i \cdot \log(1/2.4\delta).
\]

First, we show that the value \(\tau^*\) equals to the value of another optimization problem, i.e.,

\[
\tau^* := \min_{t_1, \ldots, t_n \in \mathbb{R}^+} \sum_{i=1}^n t_i\quad \text{s.t.} \quad \min_{\theta \in \mathcal{C}} \sum_{i=1}^n t_i \cdot \log(1/2.4\delta),
\]

where \(\mathcal{C} = \{\theta \in \mathbb{R}^d : \exists i \in [m] \text{ s.t. } \theta^\top (z_1 - z_i) \leq 0\}\). Note that that we must show that the minimum in the constraint is attained, i.e., the \(\min_{\theta \in \mathcal{C}}\) part. We first show the equivalence between the original problem and the problem with respect to \(\inf_{\theta \in \mathcal{C}}\); and then show the equivalence between problems with respect to \(\inf_{\theta \in \mathcal{C}}\) and \(\min_{\theta \in \mathcal{C}}\). We fix any \(t = (t_1, \ldots, t_n) \in \mathbb{R}_n^+\).

**Step 1.1:** We claim that \(\inf_{\theta \in \mathcal{C}} \sum_{i=1}^n t_i \cdot \log(1/2.4\delta)\) and only if \(\inf_{\theta \in \mathcal{C}} \sum_{i=1}^n t_i \cdot \log(1/2.4\delta)\). Since \(\mathcal{C} \supset \mathcal{C}\), the \(\subseteq\) direction is obvious.

Now, suppose \(\inf_{\theta \in \mathcal{C}} \sum_{i=1}^n t_i \cdot \log(1/2.4\delta) < \log(1/2.4\delta)\). By definition of inf, there exists \(\theta_0 \in \mathcal{C}\) such that

\[
\sum_{i=1}^n t_i \cdot \log(1/2.4\delta) < \log(1/2.4\delta).
\]

Since \(\mathcal{C}\) is the closure of an open set \(\mathcal{C}\), there exists a sequence \(\{\theta_j\}\) in \(\mathcal{C}\) approaching \(\theta_0\). Note that

\[
\sum_{i=1}^n t_i \cdot \log(1/2.4\delta) = \frac{1}{2} \sum_{i=1}^n t_i \left(\frac{1}{2} (\theta_* - \theta)^2 \right) = \frac{1}{2} \|\theta_* - \theta\|^2_{A(t)}.
\]
Then, by the continuity of \(\frac{1}{2}\|\theta - \theta^*\|_{A(t)}^2\) in \(\theta\), there exists a \(\theta \in \mathcal{C}\) such that \(\sum_{i=1}^n t_i \text{KL}(\nu_{\theta,i},\nu_{\theta,i}) < \log(1/2\delta)\). This gives a contradiction and thus proves the \(\implies\) direction.

**Step 1.2:** Now, we must show that the infimum is attained whenever \(\inf_{\theta \in \bar{\mathcal{C}}} \sum_{i=1}^n t_i \text{KL}(\nu_{\theta,i},\nu_{\theta,i}) \geq \log(1/2\delta)\), that is, there exists \(\theta_0 \in \bar{\mathcal{C}}\) such that

\[
\sum_{i=1}^n t_i \text{KL}(\nu_{\theta_0,i},\nu_{\theta_0,i}) = \inf_{\theta \in \bar{\mathcal{C}}} \sum_{i=1}^n t_i \text{KL}(\nu_{\theta,i},\nu_{\theta,i}).
\]

**Claim:** Fix \(t = (t_1, \ldots, t_n)^\top \in \mathbb{R}_+^n\). If \(\text{span}(\{x_i : t_i > 0\}) \neq \mathbb{R}^d\), then \(\inf_{\theta \in \bar{\mathcal{C}}} \sum_{i=1}^n t_i \text{KL}(\nu_{\theta,i},\nu_{\theta,i}) < \log(1/2\delta)\).

First, we show the claim. Fix \(t = (t_1, \ldots, t_n)^\top \in \mathbb{R}_+^n\) and suppose \(\text{span}(\{x_i : t_i > 0\}) \neq \mathbb{R}^d\). Since \(\text{span}(\{x_i : t_i > 0\}) \neq \mathbb{R}^d\), there exists \(u \in \mathbb{R}^d\) such that \(u^\top x_i = 0\) for all \(i\) such that \(t_i > 0\). Since \(\{z_1 - z_i : i \in [m]\}\) spans \(\mathbb{R}^d\) by assumption, there exists \(i \in [m]\) such that \(u^\top (z_1 - z_i) \neq 0\). Suppose that \(u^\top (z_1 - z_i) < 0\) (the other case is similar). Then, there exists a sufficiently large \(\alpha > 0\) such that \((\theta + \alpha u)^\top (z_1 - z_i) < 0\), implying that \(\theta_* + \alpha u \in \bar{\mathcal{C}}\). Moreover, by construction of \(u\), we have

\[
\sum_{i=1}^n t_i \text{KL}(\nu_{\theta_0,i},\nu_{\theta_0,i}) = \sum_{i=1}^n t_i \frac{1}{2}(x_i^\top(\alpha u))^2 = \sum_{i:t_i>0} t_i \frac{1}{2}(x_i^\top(\alpha u))^2 = 0 < \log(1/2\delta),
\]

and thus leads to the claim.

Now, suppose \(\inf_{\theta \in \bar{\mathcal{C}}} \sum_{i=1}^n t_i \text{KL}(\nu_{\theta,i},\nu_{\theta,i}) \geq \log(1/2\delta)\). Then, \(\text{span}(\{x_i : t_i > 0\}) = \mathbb{R}^d\). Then, \(\|\cdot\|_{A(t)}^2\) is a norm, and the set

\[
\left\{ \theta \in \mathbb{R}^d : \frac{1}{2}\|\theta - \theta_*\|_{A(t)}^2 \leq \varepsilon \right\}
\]

is compact for every \(\varepsilon\). Then, since \(\bar{\mathcal{C}}\) is closed and \(\frac{1}{2}\|\theta - \theta_*\|_{A(t)}^2\) has compact sublevel sets, there exists a \(\theta_0 \in \bar{\mathcal{C}}\) such that

\[
\sum_{i=1}^n t_i \text{KL}(\nu_{\theta_0,i},\nu_{\theta_0,i}) = \inf_{\theta \in \bar{\mathcal{C}}} \sum_{i=1}^n t_i \text{KL}(\nu_{\theta,i},\nu_{\theta,i}).
\]

This shows the equivalence between problems with respect to \(\inf_{\theta \in \bar{\mathcal{C}}}\) and \(\min_{\theta \in \bar{\mathcal{C}}}\).

**Step 2: Rewrite the optimization problem.** Define

\[
\bar{\mathcal{C}}_i = \{\theta \in \mathbb{R}^d : \theta^\top (z_1 - z_i) \leq 0\},
\]

and note that \(\bar{\mathcal{C}} = \cup_{i=1}^m \bar{\mathcal{C}}_i\). Observe that

\[
\tau^* := \min_{t_1, \ldots, t_n \in \mathbb{R}_+} \sum_{i=1}^n t_i \quad \text{s.t.} \quad \min_{\theta \in \bar{\mathcal{C}}_i} \sum_{i=1}^n t_i \text{KL}(\nu_{\theta,i},\nu_{\theta,i}) \geq \log(1/2\delta)
\]

\[
= \min_{t_1, \ldots, t_n \in \mathbb{R}_+} \sum_{i=1}^n t_i \quad \text{s.t.} \quad \min_{\theta \in \bar{\mathcal{C}}_i} \min_{t_1, \ldots, t_n \in \mathbb{R}_+} \sum_{i=1}^n t_i \text{KL}(\nu_{\theta,i},\nu_{\theta,i}) \geq \log(1/2\delta).
\]

Consider the optimization problem:

\[
\min_{\theta \in \bar{\mathcal{C}}} \min_{\theta \in \bar{\mathcal{C}}} \frac{1}{2} \sum_{i=1}^n t_i (x_i^\top(\theta - \theta)^2 = \min_{\theta \in \bar{\mathcal{C}}} \frac{1}{2} \|\theta - \theta_*\|_{A(t)}^2
\]
Near Instance Optimal Model Selection for Pure Exploration Linear Bandits

Note that since the objective is convex and there exists \( \theta \in \mathbb{R}^d \) such that \( \theta^\top (z_1 - z_i) < 0 \), Slater’s condition holds and, therefore, strong duality holds. We form the Lagrangian with lagrange multiplier \( \gamma \in \mathbb{R}_+ \) to obtain

\[
(\theta, \gamma) = \frac{1}{2} ||\theta_* - \theta||^2_{A(t)} + \gamma \cdot y_i^\top \theta
\]

Differentiating with respect to \( \theta \) and \( \gamma \), we have that (note that \( A(t) \) is invertible from the claim in Step 1)

\[
\begin{cases}
\theta^\top = \theta_* - \gamma A(t)^{-1} y_i,

y_i^\top \theta = 0.
\end{cases}
\]

These imply that \( \theta_0 := \theta_* - \frac{y_i^\top \theta}{y_i^\top A(t)^{-1} y_i} \) and \( \gamma_0 := \frac{y_i^\top \theta}{y_i^\top A(t)^{-1} y_i} \in \mathbb{R}_+ \) satisfy the K.K.T. conditions, and \( \theta = \theta_0 \) is the minimizer (primal optimal solution) of the constrained optimization problem (note that it’s a convex program). Therefore, we have

\[
\min_{\theta \in C} \frac{1}{2} \sum_{i=1}^n t_i (x_i^\top (\theta_* - \theta))^2 = \frac{(y_i^\top \theta_0)^2}{\|y_i\|^2_{A(t)^{-1}}}
\]

In conclusion, we have

\[
\tau^* = \min_{t_1, \ldots, t_n \in \mathbb{R}_+} \sum_{i=1}^n t_i
\]

\[
\text{s.t. } \frac{(y_j^\top \theta_*)^2}{\|y_j\|^2_{A(t)^{-1}}} \geq \log(1/2.4\delta), \forall 2 \leq j \leq m.
\]

**Step 3: Re-express the optimization problem.** Furthermore, we have that

\[
\tau^* = \min_{s, t_1, \ldots, t_n \in \mathbb{R}_+} s
\]

\[
\text{s.t. } (y_j^\top \theta_*)^2 \geq \log(1/2.4\delta) \|y_j\|^2_{A(t)^{-1}}, \forall 2 \leq j \leq m
\]

\[
s \geq \sum_{i=1}^n t_i.
\]

Rearranging these constraints, we have that

\[
s \geq \sum_{i=1}^n t_i \geq \log(1/2.4\delta) \sum_{i=1}^n t_i \frac{\|y_j\|^2_{A(t)^{-1}}}{(y_j^\top \theta_*)^2} = \log(1/2.4\delta) \frac{\|y_j\|^2_{A(t)^{-1}}}{(y_j^\top \theta_*)^2}, \forall 2 \leq j \leq m.
\]

We do a change of variables \( \lambda \in \Lambda_X \) and \( \lambda_i = \frac{t_i}{\sum_{i=1}^n t_i} \), and the optimization problem is equivalent to

\[
\tau^* \in \min_{s \in \mathbb{R}_+, \lambda \in \Lambda_X} s
\]

\[
\text{s.t. } s \geq \max_{j=2, \ldots, m} \log(1/2.4\delta) \frac{\|y_j\|^2_{A(\lambda)^{-1}}}{(y_j^\top \theta_*)^2}.
\]

Thus, we have that

\[
\tau^* \geq \inf_{\lambda \in \Lambda_X} \max_{j=2, \ldots, m} \frac{\|y_j\|^2_{A(\lambda)^{-1}}}{(y_j^\top \theta_*)^2} \log(1/2.4\delta).
\]

Now let

\[
\bar{\tau}^* := \inf_{\lambda \in \Lambda_X} \max_{j=2, \ldots, m} \frac{\|y_j\|^2_{A(\lambda)^{-1}}}{(y_j^\top \theta_*)^2} \log(1/2.4\delta) = \max_{j=2, \ldots, m} \frac{\|y_j\|^2_{A(\lambda)^{-1}}}{(y_j^\top \theta_*)^2} \log(1/2.4\delta),
\]
Appendix A.1 for more details on how to construct an approximating design.

Proof.

Proposition 2. For any \( \beta \).

We now can write

\[
\sum_{i=1}^{n} \tilde{t}_i = \tilde{\tau}^* = \max_{j=2,\ldots,m} \sum_{i=1}^{n} \frac{\|y_j\|^2}{(y_j^\prime \theta^*_j)^2} \log(1/2.4\delta), \forall 2 \leq j \leq m.
\]

and such \( \{\tilde{t}_i\} \) satisfies the constraints in the original optimization problem described in Eq. (15). As a result, we have \( \tau^* \leq \tilde{\tau}^* \).

We now can write

\[
\tau^* = \inf_{\lambda \in A} \max_{j=2,\ldots,m} \frac{\|y_j\|^2}{(y_j^\prime \theta^*_j)^2} \log(1/2.4\delta) = \rho^* \log(1/2.4\delta).
\]

Step 4: Monotonicity. We now apply the established equivalence to the model selection problem and prove monotonicity over \( \{\rho^*_d\}_{d=d_*} \).

Now, define

\[
\tau^*_{d_*} = \inf_{t_1,\ldots,t_n \in \mathbb{R}_+} \sum_{i=1}^{n} t_i \quad \text{s.t.} \quad \inf_{\theta \in \mathcal{C}_{d_*}} \sum_{i=1}^{n} t_i \text{KL}(\nu_{\theta,i}, \nu_{\theta,i}) \geq \log(1/2.4\delta),
\]

where \( \mathcal{C}_{d_*} = \{\theta \in \mathbb{R}^D : \forall j > d_* : \theta_j = 0 \land \exists i \in [m] \text{ s.t. } \theta^\top(z_i - z_i) < 0\} \). Let \( d_* \leq d_1 \leq d_2 \leq D \). Then, since the optimization problem in \( \tau^*_{d_*} \) has fewer constraints than the optimization problem in \( \tau^*_{d_2} \), we have that \( \tau^*_{d_1} \leq \tau^*_{d_2} \).

The established equivalence in Eq. (16) can be applied with respect to feature mappings \( \psi_d(\cdot) \) for \( d_* \leq d \leq D \) (note that we necessarily have \( \text{span}(\{\psi_d(z) - \psi_d(z)\}_{z \in \mathcal{Z} \setminus \{z_i\}}) = \mathbb{R}^d \) as long as \( \text{span}(\{z_* - z\}_{z \in \mathcal{Z} \setminus \{z_i\}}) = \mathbb{R}^D \)). Therefore, we have

\[
\rho^*_{d_*} \log(1/2.4\delta) = \tau^*_{d_*} \leq \tau^*_{d_2} = \rho^*_{d_2} \log(1/2.4\delta),
\]

leading to the desired result.

\[\square\]

B.4 Proof of Proposition 2

Proposition 2. For any \( \gamma > 0 \), there exists an instance \( \mathcal{X}, \mathcal{Z}, \theta_{d_*} \) such that \( \rho_{d_*+1} > \rho^*_{d_*} + \gamma \) yet \( \tau_{d_*+1} \leq 2\tau^*_{d_*} \).

Proof. For any \( \lambda \in \Lambda \), we define

\[
\rho_d(\lambda) := \max_{z \in \mathcal{Z} \setminus \{z_i\}} \frac{\|\psi_d(z) - \psi_d(z)\|^2}{(h(z) - h(z))^2},
\]

and

\[
\iota_d(\lambda) := \max_{z \in \mathcal{Z} \setminus \{z_i\}} \frac{\|\psi_d(z) - \psi_d(z)\|^2}{(h(z) - h(z))^2}.
\]

We consider an instance \( \mathcal{X} = \mathcal{Z} = \{x_i\}_{i=1}^{d_*+1} \subseteq \mathbb{R}^{d_*+1} \) and expected reward function \( h(\cdot) \). The action set is constructed as follows:

\[
x_i = e_i, \text{ for } i = 1, 2, \ldots, d_*, \quad x_{d_*+1} = (1 - \varepsilon) \cdot e_{d_*} + e_{d_*+1},
\]

where \( e_i \) is the \( i \)-th canonical basis in \( \mathbb{R}^{d_*+1} \). The expected reward of each action is set as

\[
h(x_i) := \langle x_i, e_{d_*} \rangle.
\]

\[\text{Again, if the infimum is not attained, one can apply the argument that follows with a limit sequence. See footnote in Appendix A.1 for more details on how to construct an approximating design.}\]
One can easily see that $d_*$ is the intrinsic dimension of the problem (in fact, it is the smallest dimension such that linearity in rewards is preserved).

We notice that $\theta_* \in \mathbb{R}^{d_*}$; $x_* = x_{d_*}$ is the best arm with reward 1, $x_{d_*+1}$ is the second best arm with reward $1 - \varepsilon$ and all other arms have reward 0. The smallest sub-optimality gap is $\Delta_{\min} = \varepsilon$. $\varepsilon \in (0, 1/2]$ is selected such that $1/4\varepsilon^2 > 2d_* + \gamma$ for any given $\gamma > 0.9$.

We first consider truncating arms into $\mathbb{R}^{d_*}$. For any $\lambda \in \Lambda_{X}$, we notice that $A_{d_*}(\lambda) = \sum_{x \in X} \lambda_{x} \psi_{d_*}(x) \psi_{d_*}(x)^{\top}$ is a diagonal matrix with the $d_*$-th entry being $\lambda_{x_{d_*}} + (1 - \varepsilon)^2 \lambda_{x_{d_*+1}}$ and the rest entries being $\lambda_{x}$. We first show that $i_{d_*}^* \geq d_* - 1$ by contradiction as follows. Suppose $i_{d_*}^* < d_* - 1$. Since $\|\psi_{d_*}(x_*) - \psi_{d_*}(x_{d_*})\|_{A_{d_*}(\lambda)}^2 \geq \frac{1}{2d_*}$, for $i = 1, 2, \ldots, d_* - 1$, we must have $\lambda_{x_i} > 1/(d_* - 1)$ for $i = 1, 2, \ldots, d_* - 1$. Thus, $\sum_{i=1}^{d_*-1} \lambda_{x_i} > 1$, which leads to a contradiction for $\lambda \in \Lambda_{X}$. We next analyze $\rho_{d_*}^*$. Let $\lambda' \in \Lambda_{X}$ be the design such that $\lambda'_{x_i} = 1/d_*$ for $i = 1, \ldots, d_*$. With design $\lambda'$, we have $\|\psi_{d_*}(x_*) - \psi_{d_*}(x_{d_*})\|^2_{A_{d_*}(\lambda')} = 2d_*$ for $i = 1, 2, \ldots, d_*$ and $\|\psi_{d_*}(x_*) - \psi_{d_*}(x_{d_*+1})\|^2_{A_{d_*}(\lambda')^-1} = \varepsilon^2 d_*$. As a result, we have $\rho_{d_*}(\lambda') \leq 2d_*$, and thus $\rho_{d_*}^* \leq \rho_{d_*}(\lambda') \leq 2d_*$. We now consider arms in the original space, i.e., $\mathbb{R}^{d_*+1}$. We first upper bound $i_{d_*+1}^*$. With an uniform design $\lambda''$ such that $\lambda''_{x_i} = 1/(d_*+1), \forall i \in [d_*+1]$, we have $i_{d_*+1}^* \leq i_{d_*+1}(\lambda'') \leq \max\{(3-\varepsilon)/(2-\varepsilon), \varepsilon^2/(2-\varepsilon)+1\} \cdot (d_*+1) \leq 5(d_*+1)/3$ when $\varepsilon \in (0, 1/2]$. In fact, with the same design, we can also upper bound $i(\psi_{d_*+1}(x)) \leq 3(d_*+1)$.

We analyze $\rho_{d_*+1}^*$. Since $\max_{x \in X} x^\top x \leq 4$ and $\min_{x \in X} x^\top x \geq 1$, Lemma 6 leads to the fact that $\rho_{d_*+1}^* \geq 1/4\varepsilon^2$. Note that we only have $\min_{x \in X} x^\top x \geq 1$. To summarize, for any given $\gamma > 0$, we have $\rho_{d_*+1}^* \geq \rho_{d_*}^* + \gamma$ and $i_{d_*+1}^* \leq 2i_{d_*}^*$. Since $d_* \geq 7$, we have $\rho_{d_*}(\lambda') \leq 4\rho_{d_*}^*$. We now assume $\hat{S}_{n+1}$ such that $\Delta_{z} < 2^{1-n}$ for any $z \in \hat{S}_{n+1}$.

**Proof.** We consider event $\mathcal{E}_k = \{z_* \in \hat{S}_k \subseteq S_k\}$, and prove through induction that

$$\mathbb{P}(\mathcal{E}_{k+1} | \cap_{i \leq k} \mathcal{E}_i) \geq 1 - \delta_k,$$

where $\delta_0 := 0$. Recall that $S_k = \{z \in Z : \Delta_z < 4 \cdot 2^{-k}\}$ (with $S_1 = Z$).

**Step 1:** The induction. We have $\{z_* \in \hat{S}_i \subseteq S_i\}$ since $\hat{S}_i = S_i = Z$ by definition for the base case (recall that we assume $\max_{x \in Z} \Delta_z \leq 2$). We now assume that $\cap_{i \leq k} \mathcal{E}_i$ holds true and we prove for iteration $k + 1$. We only need to consider the case when $|\hat{S}_k| > 1$, which implies $|S_k| > 1$ and thus $k \leq \lfloor \log_2(4/\Delta_{\min}) \rfloor$.

**Step 1.1:** $d_k \geq d_*$ (Linearity is preserved). Since $\hat{S}_k \subseteq S_k$, we have

$$g_k(d_k) = \max\{2^{\delta_k}(\mathcal{Y}\psi_{d_k}(\hat{S}_k)), r_d(\zeta)\} \leq \max\{2^{\delta_k}(\mathcal{Y}\psi_{d_k}(S_k)), r_d(\zeta)\} \leq \max\{64\rho_{d_*}^*, r_d(\zeta)\} \leq B$$

where $\delta_k = \delta_k^*$ comes from Lemma 5 and $\delta_k^{*}$ comes from the assumption. As a result, we know that $d_k \geq d_*$ since $d_k$ is selected as the largest integer such that $g_k(d_k) \leq B$.

---

9One can also add an additional arm $x_0 = \varepsilon D/2$ so that $\text{span}\{x_* - x \in X\} = \mathbb{R}^{d_*+1}$ (the lower bound on $\rho_{d_*+1}^*$ will be changed to $1/16\varepsilon^2$).
Step 1.2: Concentration. Let \( \{x_1, \ldots, x_{N_k}\} \) be the arms pulled at iteration \( k \) and \( \{r_1, \ldots, r_{N_k}\} \) be the corresponding rewards. Let \( \hat{\theta}_k = A_k^{-1} b_k \in \mathbb{R}^{d_k} \) where \( A_k = \sum_{i=1}^{N_k} \psi_{d_k}(x_i) \psi_{d_k}(x_i)^\top \) and \( b_k = \sum_{i=1}^{N_k} \psi_{d_k}(x_i) r_i \). Since \( d_k \geq d_* \) and the model is well-specified, we can write \( r_i = \langle \theta_*, x_i \rangle + \xi_i = \langle \psi_{d_k}(\theta_*) , \psi_{d_k}(x_i) \rangle + \xi_i \), where \( \xi_i \) is i.i.d. generated 1-sub-Gaussian noise. For any \( y \in \mathcal{Y}(\psi_{d_k}(\hat{S}_k)) \), we have
\[
\langle y, \hat{\theta}_k - \psi_{d_k}(\theta_*) \rangle = y^\top A_k^{-1} \sum_{i=1}^{N_k} \psi_{d_k}(x_i) r_i - y^\top \psi_{d_k}(\theta_*) = y^\top A_k^{-1} \sum_{i=1}^{N_k} \psi_{d_k}(x_i) \left( \psi_{d_k}(x_i)^\top \psi_{d_k}(\theta_*) + \xi_i \right) - y^\top \psi_{d_k}(\theta_*) = y^\top A_k^{-1} \sum_{i=1}^{N_k} \psi_{d_k}(x_i) \xi_i.
\]
Since \( \xi_i \)s are independent 1-sub-Gaussian random variables, we know that the random variable 
\[
y^\top A_k^{-1} \sum_{i=1}^{N_k} \psi_{d_k}(x_i) \xi_i
\]
has variance proxy \( \sqrt{\sum_{i=1}^{N_k} (y^\top A_k^{-1} \sum_{i=1}^{N_k} \psi_{d_k}(x_i))^2} = \|y\|_{A_k^{-1}} \). Combining the standard Hoeffding’s inequality with a union bound leads to
\[
P \left( \forall y \in \mathcal{Y}(\psi_{d_k}(\hat{S}_k)), \left| \langle y, \hat{\theta}_k - \psi_{d_k}(\theta_*) \rangle \right| \leq \|y\|_{A_k^{-1}} \sqrt{2 \log \left( |\hat{S}_k|^2 / \delta_k \right)} \right) \geq 1 - \delta_k,
\] where we use the fact that \( |\mathcal{Y}(\psi_{d_k}(\hat{S}_k))| \leq |\hat{S}_k|^2 / 2 \) in the union bound.

Step 1.3: Correctness. We prove \( z_* \in \hat{S}_{k+1} \subseteq S_{k+1} \) under the good event analyzed in Eq. (19).

Step 1.3.1: \( z_* \in \hat{S}_{k+1} \). For any \( \hat{z} \in \hat{S}_k \) such that \( \hat{z} \neq z_* \), we have
\[
\langle \psi_{d_k}(\hat{z}) - \psi_{d_k}(z_*), \hat{\theta}_k \rangle \leq \langle \psi_{d_k}(\hat{z}) - \psi_{d_k}(z_*), \psi_{d_k}(\theta_*) \rangle + \|\psi_{d_k}(\hat{z}) - \psi_{d_k}(z_*)\|_{A_k^{-1}} \sqrt{2 \log \left( |\hat{S}_k|^2 / \delta_k \right)} \\
= h(\hat{z}) - h(z_*) + \|\psi_{d_k}(\hat{z}) - \psi_{d_k}(z_*)\|_{A_k^{-1}} \sqrt{2 \log \left( |\hat{S}_k|^2 / \delta_k \right)} \\
< \|\psi_{d_k}(\hat{z}) - \psi_{d_k}(z_*)\|_{A_k^{-1}} \sqrt{2 \log \left( |\hat{S}_k|^2 / \delta_k \right)}.
\]
As a result, \( z_* \) remains in \( \hat{S}_{k+1} \) according to the elimination criteria.

Step 1.3.2: \( \hat{S}_{k+1} \subseteq S_{k+1} \). Consider any \( z \in \hat{S}_k \cap S_{k+1} \), we know that \( \Delta_z \geq 2 \cdot 2^{-k} \) by definition. Since \( z_* \in \hat{S}_k \), we then have
\[
\langle \psi_{d_k}(z) - \psi_{d_k}(z_*), \hat{\theta}_k \rangle \geq \langle \psi_{d_k}(z) - \psi_{d_k}(z_*), \psi_{d_k}(\theta_*) \rangle - \|\psi_{d_k}(z) - \psi_{d_k}(z_*)\|_{A_k^{-1}} \sqrt{2 \log \left( |\hat{S}_k|^2 / \delta_k \right)} \\
= h(z) - h(z_*) - \|\psi_{d_k}(z) - \psi_{d_k}(z_*)\|_{A_k^{-1}} \sqrt{2 \log \left( |\hat{S}_k|^2 / \delta_k \right)} \\
\geq 2 \cdot 2^{-k} - \|\psi_{d_k}(z) - \psi_{d_k}(z_*)\|_{A_k^{-1}} \sqrt{2 \log \left( |\hat{S}_k|^2 / \delta_k \right)} \\
\geq \|\psi_{d_k}(z) - \psi_{d_k}(z_*)\|_{A_k^{-1}} \sqrt{2 \log \left( |\hat{S}_k|^2 / \delta_k \right)},
\]
where Eq. (20) comes from the fact that \( \|\psi_{d_k}(z) - \psi_{d_k}(z_*)\|_{A_k^{-1}} \sqrt{2 \log \left( |\hat{S}_k|^2 / \delta_k \right)} \leq 2^{-k} \), which is resulted from the choice of \( N_k \) and the guarantee in Eq. (3) from the rounding procedure. As a result, we have \( z \notin \hat{S}_{k+1} \) and \( \hat{S}_{k+1} \subseteq S_{k+1} \).

To summarize, we prove the induction at iteration \( k + 1 \), i.e.,
\[
P(\mathcal{E}_{k+1} \mid \cap_{i<k+1} \mathcal{E}_i) \geq 1 - \delta_k.
\]
Step 2: The error probability. Let $\mathcal{E} = \cap_{i=1}^{n+1} \mathcal{E}_i$ denote the good event, we then have

$$
\mathbb{P}(\mathcal{E}) = \prod_{k=1}^{n} \mathbb{P}(\mathcal{E}_k \mid \mathcal{E}_{k-1} \cap \cdots \cap \mathcal{E}_1) \\
= \prod_{k=1}^{n} (1 - \delta_k) \\
\geq \prod_{k=1}^{\infty} (1 - \delta/k^2) \\
= \frac{\sin(\pi \delta)}{\pi \delta} \\
\geq 1 - \delta,
$$

(21)

where we use the fact that $\sin(\pi \delta)/\pi \delta \geq 1 - \delta$ for any $\delta \in (0, 1)$ in Eq. (21).

C.2 Proof of Theorem 3

**Theorem 3.** Let $\tau_* = \log_2(4/\Delta_{\min}) \max \{\rho_{B_*}^*, r_d, (\zeta)\}$. With probability at least $1 - \delta$, Algorithm 2 starts to output the optimal arm within iteration $\ell_* = O(\log_2(\tau_*))$, and takes at most $N = O(\tau_* \log_2(\tau_*)) \log(|Z| \log_2(\tau_*)/\delta)$ samples.

**Proof.** The proof is decomposed into three steps: (1) locating good subroutines; (2) bounding error probability and (3) bounding unverifiable sample complexity.

**Step 1: Locating good subroutines.** Consider $B_* = \max\{64\rho_{B_*}^*, r_d, (\zeta)\}$ and $n_* = \lceil \log_2(2/\Delta_{\min}) \rceil$. For any subroutine invoked with $B_i \geq B_*$ and $n_i \geq n_*$, we know that, from Lemma 1, the output set of arms are those with sub-optimality gap $\Delta < \Delta_{\min}$, which is a singleton set containing the optimal arm, i.e., $\{z_*\}$. Let $i_* = \lceil \log_2(B_*) \rceil$, $j_* = \lceil \log_2(n_*) \rceil$ and $\ell_* = i_* + j_*$. We know that in outer loops $\ell \geq \ell_*$, there must exists at least one subroutine invoked with $B_i = 2^{i_*} \geq B_*$ and $n_i = 2^{j_*} \geq n_*$. Once a subroutine, invoked with $B_i \geq B_*$, outputs a singleton set, it must be the optimal arm $z_*$ according to Lemma 1 (up to small error probability, analyzed as below). Since, within each outer loop $\ell$, the value of $B_i = 2^{\ell-i}$ is chosen in a decreasing order, updating the recommendation and breaking the inner loop once a singleton set is identified will not miss the chance of recommending the optimal arm in later subroutines within outer loop $\ell$.

**Step 2: Error probability.** We consider the good event where all subroutines invoked in Algorithm 2 with $B_i \geq B_*$ and (any) $n_i$ correctly output a set of arms with sub-optimality gap $< 2^{1-n_i}$ with probability at least $1 - \delta_i$, as shown in Lemma 1. This good event clearly happens with probability at least $1 - \sum_{\ell=1}^{\infty} \sum_{i=1}^{\ell} \delta_i = 1 - \sum_{\ell=1}^{\infty} \delta/(2\ell^2) > 1 - \delta$, after applying a union bound argument. We upper bound the unverifiable sample complexity under this event in the following.

**Step 3: Unverifiable sample complexity.** For any subroutine invoked within outer loop $\ell \leq \ell_*$, we know, from Algorithm 3, that its sample complexity is upper bounded by (note that $|Z|^2 \geq 4$ trivially holds true)

$$
N_\ell \leq n_i \left( B_i \cdot \left( 2.5 \log(|Z|^2/\delta_{E_*}) \right) + 1 \right) \\
\leq \gamma_i 3.5 \log \left( 2 |Z|^2 \ell_*^4/\delta \right).
$$

Thus, the total sample complexity up to the end of outer loop $\ell_*$ is upper bounded by

$$
N \leq \sum_{\ell=1}^{\ell_*} \ell N_\ell \\
\leq 3.5 \log \left( 2 |Z|^2 \ell_*^4/\delta \right) \sum_{\ell=1}^{\ell_*} \ell 2^{\ell} \\
\leq 7 \log \left( 2 |Z|^2 \ell_*^4/\delta \right) \ell_2^{\ell_*}.
$$
Recall that \( \tau_* = \log_2(4/\Delta_{\min}) \max\{\rho^*_{d_*}, r_{d_*}(\zeta)\} \). By definition of \( \ell_* \), we have
\[
\ell_* \leq \log_2(4 \log_2(4/\Delta_{\min}) \max\{64\rho^*_{d_*}, r_{d_*}(\zeta)\}) = O(\log_2(\tau_*)),
\]
and
\[
2^{\ell_*} = 2^{(i_* + j_*)} \leq 4(\log_2(2/\Delta_{\min}) + 1) \max\{64\rho^*_{d_*}, r_{d_*}(\zeta)\}, \\
= 4\log_2(4/\Delta_{\min}) \max\{64\rho^*_{d_*}, r_{d_*}(\zeta)\}, \\
= O(\tau_*).
\]
The unverifiable sample complexity is thus upper bounded by
\[
N \leq 1792 \tau_* \cdot (\log_2(\tau_* + 8) \cdot \log(2|Z|) \log_2(\tau_*) + 8^3/\delta) \\
= O(\tau_* \log_2(\tau_*) \log(|Z|) \log_2(\tau_*)/\delta).
\]

\[\square\]

D OMMITTED PROOFS FOR SECTION 5

D.1 Proof of Lemma 2

**Lemma 2.** Suppose \( 64\rho^*_d \leq B \leq 128\rho^*_d \) and \( T/n \geq r_{d_*}(\zeta) + 1 \). Algorithm 3 outputs an arm \( \hat{z}_* \) such that \( \Delta_{\hat{z}_*} < 2^{1-n} \) with probability at least
\[
1 - n|Z|^2 \exp(-T/640n\rho^*_d).
\]

**Proof.** We consider event
\[
\mathcal{E}_k = \{z_* \in \hat{S}_k \subseteq S_k\},
\]
and prove through induction that
\[
P(\mathcal{E}_{k+1} \mid \cap_{i=1}^k \mathcal{E}_i) \geq 1 - \delta_k,
\]
where the value of \( \{\delta_k\}_{k=0}^n \) will be specified in the proof.

**Step 1: The induction.** The base case \( \{z_* \in \hat{S}_1 \subseteq S_1\} \) holds with probability 1 by construction (thus, we have \( \delta_0 = 0 \)). Conditioned on events \( \cap_{i=1}^k \mathcal{E}_i \), we next analyze the event \( \mathcal{E}_{k+1} \). We only need to consider the case when \( |\hat{S}_k| > 1 \), which implies \( |S_k| > 1 \) and thus \( k \leq \lfloor \log_2(4/\Delta_{\min}) \rfloor \).

**Step 1.1: \( d_k \geq d_* \) (Linearity is preserved).** We first notice that \( \hat{D} \) is selected as the largest integer such that \( r_{\hat{D}}(\zeta) \leq T' \), where \( r_d(\zeta) \) represents the number of samples needed for the rounding procedure in \( \mathbb{R}^d \) (with parameter \( \zeta \)). When \( T/n \geq r_{d_*}(\zeta) + 1 \), we have \( \hat{D} \geq d_* \) since \( T' \geq T/n - 1 \geq r_{d_*}(\zeta) \). Thus, for whatever \( d_k \in [\hat{D}] \) selected, we always have \( r_{d_k}(\zeta) \leq r_{\hat{D}}(\zeta) \leq T' \) and can thus safely apply the rounding procedure described in Eq. (3).

Since \( \hat{S}_k \subseteq S_k \), we also have
\[
g_k(d_*) = 2^{2k}\psi(\psi_{d_*}(\hat{S}_k))) \leq 2^{2k}\psi(\psi_{d_*}(S_k))) \leq 64\rho^*_d \leq B, \tag{22}
\]
where Eq. (22) comes from Lemma 5 and Eq. (23) comes from the assumption. As a result, we know that \( d_k \geq d_* \) since \( d_k \in [\hat{D}] \) is selected as the largest integer such that \( g_k(d_k) \leq B \).
Step 1.2: Concentration and error probability. Let \( \{x_1, \ldots, x_T\} \) be the arms pulled at iteration \( k \) and \( \{r_1, \ldots, r_T\} \) be the corresponding rewards. Let \( \hat{\theta}_k = A_k^{-1} b_k \in \mathbb{R}^{d_k} \) where \( A_k = \sum_{i=1}^{T'} \psi_{d_k}(x_i) \psi_{d_k}(x_i)^T \), and \( b_k = \sum_{i=1}^{T'} \psi_{d_k}(x_i) b_i \). Since \( d_k \geq d_* \) and the model is well-specified, we can write \( r_i = \langle \theta_*, x_i \rangle + \xi_i = \langle \psi_{d_k}(\theta_*), \psi_{d_k}(x_i) \rangle + \xi_i \), where \( \xi_i \) is i.i.d. generated zero-mean Gaussian noise with variance 1. Similarly as analyzed in Eq. (19), we have

\[
\mathbb{P}\left( \forall y \in \mathcal{Y}(\psi_{d_k}(\hat{S}_k)), \left| \langle \hat{y}, \hat{\theta}_k - \psi_{d_k}(\theta_*) \rangle \right| \leq \|y\|_{A_k^{-1}} \sqrt{2 \log\left( \frac{|\hat{S}_k|^2}{\delta_k} \right)} \geq 1 - \delta_k. \tag{24} \right)
\]

By setting \( \max_{y \in \psi_{d_k}(\hat{S}_k)} \|y\|_{A_k^{-1}} \sqrt{2 \log\left( \frac{|\hat{S}_k|^2}{\delta_k} \right)} = 2^{-k} \), we have

\[
\delta_k = \frac{1}{2 \cdot 2^{2k} \max_{y \in \psi_{d_k}(\hat{S}_k)} \|y\|_{A_k^{-1}}} \leq \frac{1}{2 \cdot 2^{2k} (1 + \zeta) \mathbb{I}(\mathcal{Y}(\psi_{d_k}(\hat{S}_k)))} \leq \frac{T}{2 \cdot 2^{2k} \mathbb{I}(\mathcal{Y}(\psi_{d_k}(\hat{S}_k)))} \leq \frac{T}{1024 n \rho_d^*}, \tag{25} \]

where Eq. (25) comes from the guarantee of the rounding procedure Eq. (3); and Eq. (26) comes from combining the following facts: (1) \( 2^{2k} \mathbb{I}(\mathcal{Y}(\psi_{d_k}(\hat{S}_k))) \leq B \leq 128 \rho_d^* \); (2) \( T' \geq T/n - 1 \geq T/2n \) (note that \( T/n \geq r_d(\zeta) + 1 \Rightarrow T/n \geq 2 \) since \( r_d(\zeta) \geq 1 \); (3) \( \hat{S}_k \subseteq \mathcal{Z} \) and (4) consider some \( \zeta \leq 1 \) (\( \zeta \) only affects constant terms).

Step 1.3: Correctness. We prove \( z_* \in \hat{S}_{k+1} \subseteq S_{k+1} \) under the good event analyzed in Eq. (24).

**Step 1.3.1**: \( z_* \in \hat{S}_{k+1} \). For any \( \hat{z} \in \hat{S}_k \) such that \( \hat{z} \neq z_* \), we have

\[
\langle \psi_{d_k}(\hat{z}) - \psi_{d_k}(z_*), \hat{\theta}_k \rangle \leq \langle \psi_{d_k}(\hat{z}) - \psi_{d_k}(z_*), \psi_{d_k}(\theta_*) \rangle + 2^{-k} + h(\hat{z}) - h(z_*) + 2^{-k} < 2^{-k}.
\]

As a result, \( z_* \) remains in \( \hat{S}_{k+1} \) according to the elimination criteria.

**Step 1.3.2**: \( \hat{S}_{k+1} \subseteq S_{k+1} \). Consider any \( z \in \hat{S}_k \cap S_{k+1}^c \), we know that \( \Delta_z \geq 2 \cdot 2^{-k} \) by definition. Since \( z_* \in \hat{S}_k \), we then have

\[
\langle \psi_{d_k}(z_*), \hat{\theta}_k \rangle \geq \langle \psi_{d_k}(z_*), \psi_{d_k}(\theta_*) \rangle - 2^{-k} = h(z_*) - h(z) - 2^{-k} \geq 2 \cdot 2^{-k} - 2^{-k} = 2^{-k}.
\]

As a result, we have \( z \not\in \hat{S}_{k+1} \) and \( \hat{S}_{k+1} \subseteq S_{k+1} \).

To summarize, we prove the induction at iteration \( k + 1 \), i.e.,

\[
\mathbb{P}(\mathcal{E}_{k+1} \mid \cap_{i<k+1} \mathcal{E}_i) \geq 1 - \delta_k.
\]
Step 2: The error probability. Let \( \mathcal{E} = \cap_{i=1}^{n+1} \mathcal{E}_i \) denote the good event, we then have

\[
P(\mathcal{E}) = \prod_{k=1}^{n+1} P(\mathcal{E}_k \mid \mathcal{E}_{k-1} \cap \cdots \cap \mathcal{E}_1)
\]

\[
= \prod_{k=1}^{n+1} (1 - \delta_k)
\]

\[
\geq 1 - \sum_{i=1}^{n+1} \delta_k
\]

\[
\geq 1 - n|Z|^2 \exp\left(-\frac{T}{640 n \rho_d^*}\right),
\]

where Eq. (28) can be proved using a simple induction. \(\square\)

D.2 Proof of Theorem 4

**Theorem 4.** Suppose \( Z \subseteq X \). If \( T = \tilde{\Omega}(\log_2(1/\Delta_{\min}) \max\{\rho_d^*, r_d(\zeta)\}) \), then Algorithm 4 outputs the optimal arm with error probability at most

\[
\log_2(4/\Delta_{\min})|Z|^2 \exp\left(-\frac{T}{1024 \log_2(4/\Delta_{\min}) \rho_d^*}\right) + 2(\log_2 T)^2 \exp\left(-\frac{T}{8(\log_2 T)^2/\Delta_{\min}^2}\right).
\]

Furthermore, if there exist universal constants such that \( \max_{x \in X} \| \psi_d(x) \|^2 \leq c_1 \) and \( \min_{z \in Z} \| \psi_d(z_\star) - \psi_d(z) \|^2 \geq c_2 \), the error probability is upper bounded by

\[
O \left( \max\{\log_2(1/\Delta_{\min})|Z|^2, (\log_2 T)^2\} \right)
\]

\[
\times \exp\left(-\frac{c_2 T}{\max\{\log_2(1/\Delta_{\min}), (\log_2 T)^2\} c_1 \rho_d^*}\right).
\]

**Proof.** The proof is decomposed into three steps: (1) locate a good subroutine in the pre-selection step; (2) bound error probability in the validation step; and (3) analyze the total error probability. Some preliminaries are analyzed as follows.

We note that both pre-selection and validation steps use budget less than \( T \); in the pre-selection phase, each outer loop indexed by \( i \) uses budget less than \( T/p \) and there are \( p \) such outer loops; it’s also clear that the validation steps uses at most \( T \) budget. We notice that \( p \leq \log_2 T \) since \( p \cdot 2^p \leq T \); and \( q_i \leq \log_2 T \) since \( q_i \cdot 2^q_i \leq T/pB_i \leq T \). As a result, at most \( (\log_2 T)^2 \) subroutines are invoked in Algorithm 4, and each subroutine is invoked with budget \( T'' \geq T/(\log_2 T)^2 \).

**Step 1: The good subroutine.** Consider

\[ i_\star := \left\lceil \log_2(64\rho_d^*) \right\rceil \quad \text{and} \quad j_\star := \left\lceil \log_2(2/\Delta_{\min}) \right\rceil. \]

One can easily see that \( 64\rho_d^* \leq B_i \leq 128\rho_d^* \) and \( n_j \geq \log_2(2/\Delta_{\min}) \). Thus, once a subroutine is invoked with \((i_\star, j_\star)\) and \( T''/n_j \geq r_d(\zeta) + 1 \), Lemma 2 guarantees to output the optimal arm with error probability at most

\[
\log_2(4/\Delta_{\min})|Z|^2 \exp\left(-\frac{T}{1024 \log_2(4/\Delta_{\min}) \rho_d^*}\right).
\]

We next show that for sufficiently large \( T \), one can invoke the subroutine with \((i_\star, j_\star)\) and \( T''/n_j \geq r_d(\zeta) + 1 \).
We clearly have \( p \geq i^* \) as long as \( T \geq \log_2(128 \rho_{d_i}^* ) \). Focusing on the outer loop with index \( i^* \), we have \( q_{i^*} \geq j \) as long as
\[
\log_2(2 \log_2 (2/\Delta_{\min})) \cdot (2 \log_2 (2/\Delta_{\min})) \leq T' / B_{i^*},
\]
Since \( T'/B_{i^*} \geq T/(128 \rho_{d_i}^* \log_2 T) \), we have \( q_{i^*} \geq j \) as long as \( T \) is such that
\[
T \geq 256 \log_2(2 \log_2 (2/\Delta_{\min})) \cdot \log_2 (2/\Delta_{\min}) \cdot \rho_{d_i}^* \cdot \log_2 T.
\]
(30)

Since \( T'' \geq T/(\log_2 T)^2 \), we have \( T''/n_j \geq r_{d,i}(\zeta) + 1 \) as long as \( T \) is such that
\[
T \geq (r_{d,i}(\zeta) + 1) \cdot \log_2 (4/\Delta_{\min}) \cdot (\log_2 T)^2.
\]
(31)

According to Lemma 7, Eq. (30) and Eq. (31) can be satisfied when
\[
T = \tilde{\Omega}(\log_2 (1/\Delta_{\min}) \max\{\rho_{d_i}^*, r_{d,i}(\zeta)\}),
\]
where lower order terms with respect to \( \log_2 (1/\Delta_{\min})\), \( \rho_{d_i}^* \) and \( r_{d,i}(\zeta) \) are hidden in the \( \tilde{\Omega} \) notation.

**Step 2: The validation step.** We have \(|A| \leq (\log_2 T)^2 \) since there are at most \( (\log_2 T)^2 \) subroutines and each subroutine outputs one arm. We view each \( x \in A \) as an individual arm and pull it \(|T/|A|| \geq T/(\log_2 T)^2 - 1 \geq T/2(\log_2 T)^2 \) (as long as \( T \geq 2(\log_2 T)^2 \)) times. We use \( \hat{h}(x) \) to denote the empirical mean of \( h(x) \). Applying Hoeffding’s inequality with a union bound leads to the following concentration result
\[
P\left( \forall x \in A : |\hat{h}(x) - h(x)| \geq \Delta_{\min}/2 \right) \leq 2(\log_2 T)^2 \exp\left(-\frac{T}{8(\log_2 T)^2/\Delta_{\min}^2}\right).
\]
Thus, as long as \( z \) is selected in \( A \) from the pre-selection step, the validation step correctly output \( z \) with error probability at most
\[
2(\log_2 T)^2 \exp\left(-\frac{T}{8(\log_2 T)^2/\Delta_{\min}^2}\right).
\]
(32)

**Step 3: Total error probability.** Combining Eq. (29) with Eq. (32), we know that
\[
P(\exists \neq z^*) \leq \log_2 (4/\Delta_{\min}) |Z|^2 \exp\left(-\frac{T}{1024 \log_2 (4/\Delta_{\min}) \rho_{d_i}^*}\right)
\]
\[+ 2(\log_2 T)^2 \exp\left(-\frac{T}{8(\log_2 T)^2/\Delta_{\min}^2}\right).
\]
Furthermore, if there exists universal constants such that \( \max_{x \in X} \|\psi_{d_i}(x)\|^2 \leq c_1 \) and \( \min_{z \in Z} \|\psi_{d_i}(z) - \psi_{d_i}(z)\|^2 \geq c_2 \), Lemma 6 implies that \( 1/\Delta_{\min}^2 \leq c_1 \rho_{d_i}^* / c_2 \). We thus have
\[
P(\exists \neq z^*) = O\left( \max\{\log_2 (1/\Delta_{\min}) |Z|^2, (\log_2 T)^2\} \cdot \exp\left(-\frac{c_2 T}{\max\{\log_2 (1/\Delta_{\min}), (\log_2 T)^2\} c_1 \rho_{d_i}^*}\right) \right).
\]
\[
E \quad \text{OMITTED PROOFS FOR SECTION 6}
\]

**E.1 Omitted Proofs for Propositions**

Some of the propositions are borrowed from Zhu et al. (2021), we present detailed proofs here for completeness.

**Proposition 3.** The misspecification level \( \tilde{\gamma}(d) \) is non-increasing with respect to \( d \).
Proof. Consider any $1 \leq d < d' \leq D$. Suppose
\[ \theta^d \in \arg \min_{\theta \in \mathbb{R}^d} \max_{x \in X \cup Z} |h(x) - \langle \psi_d(\theta), \psi_d(x) \rangle|. \]
Since $\psi_d(\theta^d)$ only keeps the first $d$ component of $\theta^d$, we can choose $\theta^d$ such that it only has non-zero values on its first $d$ entries. As a result, we have $\langle \psi_d(\theta^d), \psi_d(x) \rangle = \langle \psi_d^d(\theta^d), \psi_d(x) \rangle$, which implies that $\tilde{\gamma}(d') \leq \tilde{\gamma}(d)$. \hfill \Box

**Proposition 4** (Zhu et al. (2021)). We have $\rho^d_\gamma(\epsilon) \leq 9\tilde{\rho}^d_\gamma(\epsilon)$ for any $\epsilon \geq \tilde{\gamma}(d)$. Furthermore, if $\tilde{\gamma}(d) < \Delta_{\min}/2$, $\tilde{\rho}^d_\gamma(0)$ represents the complexity measure for best arm identification with respect to a linear bandit instance with action set $X$, target set $Z$ and reward function $h(x) := \langle \psi_d(\theta^d), \psi_d(x) \rangle$.

Proof. To relate $\rho^d_\gamma(\epsilon)$ with $\tilde{\rho}^d_\gamma(\epsilon)$, we only need to relate $\max\{h(z_*) - h(z), \epsilon\}$ with $\max\{\langle \psi_d(z_*) - \psi_d(z), \theta^d \rangle, \epsilon\}$. From Eq. (5) and the fact that $\epsilon \geq \tilde{\gamma}(d)$, we know that
\[ \langle \psi_d(z_*) - \psi_d(z), \theta^d \rangle \leq h(z_*) - h(z) + 2\tilde{\gamma}(d) \leq h(z_*) - h(z) + 2\epsilon \leq 3\max\{h(z_*) - h(z), \epsilon\}, \]
and thus
\[ \max\{\langle \psi_d(z_*) - \psi_d(z), \theta^d \rangle, \epsilon\} \leq 3\max\{h(z_*) - h(z), \epsilon\}. \]
As a result, we have $\rho^d_\gamma(\epsilon) \leq 9\tilde{\rho}^d_\gamma(\epsilon)$.

When $\tilde{\gamma}(d) < \Delta_{\min}/2$, we know that $z_*$ is still the best arm in the perfect linear bandit model (without misspecification) $h(x) = \langle \psi_d(x), \psi_d(\theta^d) \rangle$. Thus, $\tilde{\rho}^d_\gamma(0)$ represents the complexity measure, in the corresponding linear model, for best arm identification. \hfill \Box

**Proposition 5** (Zhu et al. (2021)). The following inequalities hold:
\[ \gamma(d) \leq (16 + 16\sqrt{1 + \zeta}d)\tilde{\gamma}(d) = O(\sqrt{d}\tilde{\gamma}(d)). \]

Proof. We first notice that
\begin{align*}
\ell(\mathcal{Y}(\psi_d(S_k))) &= \inf_{\lambda \in \mathcal{A}_X} \sup_{y \in \mathcal{Y}(\psi_d(S_k))} \|y\|_{A_d(\lambda)^{-1}}^2 \\
&\leq \inf_{\lambda \in \mathcal{A}_X} \sup_{y \in \mathcal{Y}(\psi_d(X))} \|y\|_{A_d(\lambda)^{-1}}^2 \\
&\leq \inf_{\lambda \in \mathcal{A}_X} \sup_{x \in X} 4\|\psi_d(x)\|_{A_d(\lambda)^{-1}}^2 \\
&= 4d,
\end{align*}
where Eq. (33) comes from Kiefer-Wolfowitz theorem (Kiefer and Wolfowitz, 1960). We then have
\[ \left(2 + \sqrt{1 + \zeta}\ell(\mathcal{Y}(\psi_d(S_k)))\right)\tilde{\gamma}(d) \leq \left(2 + \sqrt{1 + \zeta}4d\right)\tilde{\gamma}(d). \]
As a result, we can always find a $n \in \mathbb{N}$ such that
\[ 2^{-n}/2 \leq 2\left(2 + \sqrt{1 + \zeta}4d\right)\tilde{\gamma}(d), \]
and
\[ \left(2 + \sqrt{1 + \zeta}\ell(\mathcal{Y}(\psi_d(S_k)))\right)\tilde{\gamma}(d) \leq \left(2 + \sqrt{1 + \zeta}4d\right)\tilde{\gamma}(d) \leq 2^{-k}/2, \forall k \leq n. \]
This leads to the fact that
\[ \gamma(d) \leq 8\left(2 + \sqrt{1 + \zeta}4d\right)\tilde{\gamma}(d), \]
which implies the desired result. \hfill \Box

**Proposition 6.** If $\gamma(d) \leq \epsilon$, we have
\[ \left(2 + \sqrt{1 + \zeta}\ell(\mathcal{Y}(\psi_d(S_k)))\right)\tilde{\gamma}(d) \leq 2^{-k}/2, \forall k \leq \lceil \log_2(2/\epsilon) \rceil. \]

Proof. Suppose $\gamma(d) = 2 \cdot 2^{-n}$ for a $n \in \mathbb{N}$. Since $\gamma(d) \leq \epsilon$, we have $n \geq \log_2(2/\epsilon)$. Since $n \in \mathbb{N}$, we know that $n \geq \lceil \log_2(2/\epsilon) \rceil$. The desired result follows from the definition of $\gamma(d)$. \hfill \Box
E.2 Omitted Materials for the Fixed Confidence Setting with Misspecification

E.2.1 Omitted Algorithms

Algorithm 6 GEMS-m Gap Elimination with Model Selection with Misspecification (Fixed Confidence)

Input: Number of iterations $n$, budget for dimension selection $B$ and confidence parameter $\delta$.
1: Set $\widehat{S}_1 = \mathcal{Z}$.
2: for $k = 1, 2, \ldots, n$ do
3: \hspace{1em} Set $\delta_k = \delta/k^2$.
4: \hspace{1em} Define function $g_k(d) := \max\{2^{2k} \lambda_k, d, r(\epsilon)\}$, where $\lambda_k := \epsilon(\psi_d(\widehat{S}_k))$.
5: \hspace{1em} Get $d_k = \text{OPT}(B, D, g_k(\cdot))$, where $d_k \leq D$ is largest dimension such that $g_k(d_k) \leq B$ (see Eq. (4) for the detailed optimization problem). Set $\lambda_k$ be the optimal design of the optimization problem
6: \hspace{1em} Get allocation $\{x_1, \ldots, x_{N_k}\} = \text{ROUND}(\lambda_k, N_k, d_k, \epsilon)$.
7: Pull arms $\{x_1, \ldots, x_{N_k}\}$ and receive rewards $\{r_1, \ldots, r_{N_k}\}$.
8: Set $\widehat{b}_k = A_k^{-1}b_k \in \mathbb{R}^{d_k}$ where $A_k = \sum_{i=1}^{N_k} \psi_d(x_i)\psi_d(x_i)^\top$, and $b_k = \sum_{i=1}^{N_k} \psi_d(x_i)b_i$.
9: Set $\widehat{S}_{k+1} = \widehat{S}_k \setminus \{z \in \widehat{S}_k : \exists z' \text{ s.t. } (\hat{\theta}_k, \psi_d(z') - \psi_d(z)) \geq 2^{-k}\}$.
10: end for
Output: Any $\widehat{z}_* \in \widehat{S}_{n+1}$ (or the whole set $\widehat{S}_{n+1}$ when aiming at identifying the optimal arm).

Algorithm 7 Adaptive Strategy for Model Selection with misspecification (Fixed Confidence)

Input: Confidence parameter $\delta$.
1: Randomly select a $\widehat{z}_* \in \mathcal{X}$ as the recommendation for the $\epsilon$-optimal arm.
2: for $\ell = 1, 2, \ldots$ do
3: \hspace{1em} Set $\gamma_\ell = 2^\ell$ and $\delta_\ell = \delta/(4\ell^3)$. Initialize an empty pre-selection set $A_\ell = \{\}$.
4: for $i = 1, 2, \ldots, \ell$ do
5: \hspace{1em} Set $n_i = 2^i$, $B_i = 2^\ell - i$ and get $\widehat{z}_i = \text{GEMS-m}(n_i, B_i, \delta_\ell)$. Insert $\widehat{z}_i$ into $A_\ell$.
6: end for
7: Validation. Pull each arm in $A$ exactly $\lceil 8 \log(2/\delta_\ell)/\epsilon^2 \rceil$ times. Update $\widehat{z}_*$ as the arm with the highest empirical mean (break ties arbitrarily).
8: end for

E.2.2 Lemma 8 and Its Proof

We introduce function $f : \mathbb{N}_+ \rightarrow \mathbb{R}_+$ as follows, which is also used in Appendix E.3.

$$f(k) := \begin{cases} 4 \cdot 2^{-k} & \text{if } k \leq \lceil \log_2(2/\epsilon) \rceil + 1, \\ 4 \cdot \epsilon^{-\lceil \log_2(4/\epsilon) \rceil} & \text{if } k > \lceil \log_2(2/\epsilon) \rceil + 1. \end{cases}$$

$f(k)$ is used to quantify the optimality of the identified arm, and one can clearly see that $f(k)$ is non-increasing in $k$.

Lemma 8. Suppose $B \geq \max\{64\rho_{d_*(\epsilon)}(\epsilon), r_{d_*(\epsilon)}(\epsilon)\}$. With probability at least $1 - \delta$, Algorithm 6 outputs an arm $\widehat{z}_*$ such that $\Delta_{\widehat{z}_*} < f(n + 1)$. Furthermore, an $\epsilon$-optimal arm is output as long as $n \geq \log_2(2/\epsilon)$.

Proof. The logic of this proof is similar to the proof of Lemma 1. We additionally deal with misspecification in the proof. For fixed $\epsilon$, we use the notation $d_*=d_*(\epsilon)$ throughout the proof.

We consider event

$$\mathcal{E}_k = \{z_* \in \widehat{S}_k \subseteq S_k\},$$
and prove through induction that, for \( k \leq \lceil \log_2(2/\varepsilon) \rceil \),

\[
P(\xi_{k+1} \mid \cap_{i \leq k} \xi_i) \geq 1 - \delta_k,\]

where \( \delta_0 := 0 \). Recall that \( \mathcal{S}_k = \{ z \in \mathcal{Z} : \Delta_z < 4 \cdot 2^{-k} \} \) (with \( \mathcal{S}_1 = \mathcal{Z} \)). For \( n \geq k + 1 \), we have \( \mathcal{S}_n \subseteq \mathcal{S}_{k+1} \) due to the nature of the elimination-styled algorithm, which guarantees outputting an arm such that \( \Delta_z < f(n+1) \).

**Step 1: The induction.** We have \( \{ z \in \mathcal{S}_1 \subseteq \mathcal{S}_1 \} \) since \( \mathcal{S}_1 = \mathcal{Z} \) by definition for the base case (recall we assume that \( \max_{z \in \mathcal{Z}} \Delta_z \leq 2 \)). We now assume that \( \cap_{i \leq k} \xi_i \) holds true and we prove for iteration \( k + 1 \).

**Step 1.1: \( d_k \geq d_* \).** Since \( \mathcal{S}_k \subseteq \mathcal{S}_k \), we have

\[
g_k(d_\ast) = \max\{2^{2k}(\mathcal{Y}(\psi_{d_\ast}(\tilde{S}_k)), r_{d_\ast}(\zeta))\}
\leq \max\{2^{2k}(\mathcal{Y}(\psi_{d_\ast}(\tilde{S}_k)), r_{d_\ast}(\zeta))\}
\leq \max\{64\rho_{d_\ast}(\varepsilon), r_{d_\ast}(\zeta)\} \tag{34}
\leq B, \tag{35}
\]

where Eq. (34) comes from Lemma 4 and Eq. (35) comes from the assumption. As a result, we know that \( d_k \geq d_* \) since \( d_k \) is selected as the largest integer such that \( g_k(d_\ast) \leq B \).

**Step 1.2: Concentration.** Let \( \{x_1, \ldots, x_{N_k}\} \) be the arms pulled at iteration \( k \) and \( \{r_1, \ldots, r_{N_k}\} \) be the corresponding rewards. Let \( \hat{\theta}_k = A_k^{-1}b_k \in \mathbb{R}^{d_k} \) where \( A_k = \sum_{i=1}^{N_k} \psi_{d_k}(x_i)x_{d_k}(x_i) \), and \( b_k = \sum_{i=1}^{N_k} \psi_{d_k}(x_i)b_i \). Based on the definition of \( \theta_k \in \mathbb{R}^D \) and \( \eta_k(\cdot) \), we can write \( r_i = h(x_i) + \xi_i = \langle \psi_{d_k}(\theta_k), \psi_{d_k}(x_i) \rangle + \eta_{d_k}(x_i) + \xi_i \), where \( \xi \) is i.i.d. generated zero-mean Gaussian noise with variance 1; we also have \( |\eta_{d_k}(x_i)| \leq \bar{\gamma}(d_k) \) by definition of \( \bar{\gamma}(\cdot) \). For any \( \eta \in \mathcal{Y}(\psi_{d_k}(\tilde{S}_k)) \), we have

\[
\left| \left\langle y, \hat{\theta}_k - \psi_{d_k}(\theta_k^d) \right\rangle \right| = |y^T A_k^{-1} \sum_{i=1}^{N_k} \psi_{d_k}(x_i)r_i - y^T \psi_{d_k}(\theta_k^d)|
\leq |y^T A_k^{-1} \sum_{i=1}^{N_k} \psi_{d_k}(x_i)\psi_{d_k}(x_i)^\top \psi_{d_k}(\theta_k^d) + \eta_{d_k}(x_i) + \xi_i - y^T \psi_{d_k}(\theta_k^d)|
\leq |y^T A_k^{-1} \sum_{i=1}^{N_k} \psi_{d_k}(x_i)\eta_{d_k}(x_i)| + |y^T A_k^{-1} \sum_{i=1}^{N_k} \psi_{d_k}(x_i)\xi_i| \tag{36}
\]

We next bound the two terms in Eq. (36) separately. For the first term, we have

\[
|y^T A_k^{-1} \sum_{i=1}^{N_k} \psi_{d_k}(x_i)\eta_{d_k}(x_i)| \leq \bar{\gamma}(d_k) \sum_{i=1}^{N_k} |y^T A_k^{-1} \psi_{d_k}(x_i)|
\leq \bar{\gamma}(d_k) \sum_{i=1}^{N_k} \sqrt{(y^T A_k^{-1} \psi_{d_k}(x_i))^2}
\leq \bar{\gamma}(d_k) \sqrt{N_k \sum_{i=1}^{N_k} (y^T A_k^{-1} \psi_{d_k}(x_i))^2} \tag{37}
\]

\[
\leq \bar{\gamma}(d_k) \sqrt{N_k \sum_{i=1}^{N_k} y^T A_k^{-1} \psi_{d_k}(x_i) \psi_{d_k}(x_i)^\top A_k^{-1} y}
\leq \bar{\gamma}(d_k) \sqrt{(1 + \zeta_k(\mathcal{Y}(\psi_{d_k}(\tilde{S}_k))))} \tag{38}
\]

\[
\leq \bar{\gamma}(d_k) \sqrt{(1 + \zeta_k(\mathcal{Y}(\psi_{d_k}(\tilde{S}_k))))} \tag{39}
\]
where Eq. (37) comes from Jensen’s inequality; Eq. (38) comes from the guarantee of rounding in Eq. (3); and Eq. (39) comes from the fact that $\mathcal{S}_k \subseteq \hat{\mathcal{S}}_k$.

For the second term in Eq. (36), since $\xi_i$s are independent 1-sub-Gaussian random variables, we know that the random variable $y^\top A_k^{-1}\sum_{i=1}^{N_k}\psi_{d_k}(x_i)\xi_i$ has variance proxy $\sqrt{\sum_{i=1}^{N_k}(y^\top A_k^{-1}\sum_{i=1}^{N_k}\psi_{d_k}(x_i))^2} = \|y\|_{A_k^{-1}}$. Combining the standard Hoeffding’s inequality with a union bound leads to

$$
P\left(\forall y \in \mathcal{Y}(\psi_{d_k}(\hat{\mathcal{S}}_k)), y^\top A_k^{-1}\sum_{i=1}^{N_k}\psi_{d_k}(x_i)\xi_i \leq \|y\|_{A_k^{-1}}\sqrt{2 \log \left(\frac{|\hat{\mathcal{S}}_k|^2}{\delta_k}\right)}\right) \geq 1 - \delta_k,
$$

(40)

where we use the fact that $|\mathcal{Y}(\psi_{d_k}(\hat{\mathcal{S}}_k))| \leq |\hat{\mathcal{S}}_k|^2/2$ in the union bound.

Putting Eq. (38) and Eq. (40) together, we have

$$
P\left(\forall y \in \mathcal{Y}(\psi_{d_k}(\hat{\mathcal{S}}_k)), \left|y, \hat{e}_k - \psi_{d_k}(\theta^*)\right| \leq \tilde{\gamma}(d_k)\xi_k + \omega_k(y)\right) \geq 1 - \delta_k,
$$

(41)

where $\xi_k := \sqrt{(1 + \zeta)\tilde{\gamma}(\psi_{d_k}(\hat{\mathcal{S}}_k))}$ and $\omega_k(y) := \|y\|_{A_k^{-1}}\sqrt{2 \log \left(\frac{|\hat{\mathcal{S}}_k|^2}{\delta_k}\right)}$.

**Step 1.3: Correctness.** We prove $z_* \in \hat{\mathcal{S}}_{k+1} \subseteq \mathcal{S}_{k+1}$ under the good event analyzed in Eq. (41).

**Step 1.3.1:** $z_* \in \hat{\mathcal{S}}_{k+1}$. For any $\tilde{z} \in \hat{\mathcal{S}}_k$ such that $\tilde{z} \neq z_*$, we have

$$
\langle \psi_{d_k}(\tilde{z}) - \psi_{d_k}(z_*), \hat{e}_k \rangle \leq \langle \psi_{d_k}(\tilde{z}) - \psi_{d_k}(z_*), \psi_{d_k}(\theta^d_k) \rangle + \gamma(d_k)\xi_k + \omega_k(\psi_{d_k}(\tilde{z}) - \psi_{d_k}(z_*)) \\
= h(\tilde{z}) - h(z_*) + \eta_{d_k}(z_*) + \gamma(d_k)\xi_k + \omega_k(\psi_{d_k}(\tilde{z}) - \psi_{d_k}(z_*)) \\
< (2 + \xi_k)\tilde{\gamma}(d_k) + \omega_k(\psi_{d_k}(\tilde{z}) - \psi_{d_k}(z_*)) \\
\leq 2^{-k/2} + 2^{-k/2} \\
= 2^{-k},
$$

(42)

where Eq. (42) comes from Proposition 6 combined with the fact that $d_k \geq d_*$ (as shown in Step 1.1), and the selection of $N_k$ together with the guarantees in the rounding procedure Eq. (3).

**Step 1.3.2:** $\hat{\mathcal{S}}_{k+1} \subseteq \mathcal{S}_{k+1}$. Consider any $z \in \hat{\mathcal{S}}_k \cap \mathcal{S}_{k+1}$, we know that $\Delta_z \geq 2 \cdot 2^{-k}$ by definition. Since $z_* \in \hat{\mathcal{S}}_k$, we then have

$$
\langle \psi_{d_k}(z_*), \hat{e}_k \rangle \geq \langle \psi_{d_k}(\tilde{z}) - \psi_{d_k}(z_*), \psi_{d_k}(\theta^d_k) \rangle - \gamma(d_k)\xi_k - \omega_k(\psi_{d_k}(\tilde{z}) - \psi_{d_k}(z_*)) \\
= h(z_* - h(z) + \eta_{d_k}(z) - \gamma(d_k)\xi_k - \omega_k(\psi_{d_k}(\tilde{z}) - \psi_{d_k}(z_*)) \\
\geq 2 \cdot 2^{-k} - (2 + \xi_k)\tilde{\gamma}(d_k) - \omega_k(\psi_{d_k}(\tilde{z}) - \psi_{d_k}(z_*)) \\
\geq 2 \cdot 2^{-k} - 2^{-k/2} - 2^{-k/2} \\
= 2^{-k},
$$

(43)

where Eq. (43) comes from a similar reasoning as appearing in Eq. (42). As a result, we have $z \notin \hat{\mathcal{S}}_{k+1}$ and $\hat{\mathcal{S}}_{k+1} \subseteq \mathcal{S}_{k+1}$.

To summarize, we prove the induction at iteration $k+1$, i.e.,

$$
P(\mathcal{E}_{k+1} \mid \cap_{i<k+1}\mathcal{E}_i) \geq 1 - \delta_k.
$$

**Step 2: The error probability.** The analysis on the error probability is the same as in the Step 2 in the proof of Lemma 1. Let $\mathcal{E} = \cap_{i=1}^{k+1}\mathcal{E}_i$ denote the good event, we then have

$$
P(\mathcal{E}) \geq 1 - \delta.
$$
E.2.3 Proof of Theorem 5

**Theorem 5.** With probability at least $1 - \delta$, Algorithm 7 starts to output $2\varepsilon$-optimal arms after $N = \tilde{O}(\log_2(1/\varepsilon) \max\{\rho^\star_{d_\varepsilon}(\varepsilon), r_{d_\varepsilon}(\varepsilon)\} + 1/\varepsilon^2)$ samples, where we hide logarithmic terms besides $\log_2(1/\varepsilon)$ in the $\tilde{O}$ notation.

**Proof.** The proof is decomposed into four steps: (1) locating good subroutines; (2) guarantees for the validation step; (3) bounding error probability and (4) bounding unverifiable sample complexity. For fixed $\varepsilon$, we use shorthand $d_\varepsilon$ throughout the proof.

**Step 1: The good subroutines.** Consider $B_\varepsilon = \max\{64\rho^\star_{d_\varepsilon}, r_{d_\varepsilon}(\varepsilon)\}$ and $n_\varepsilon = \lceil\log_2(2/\varepsilon)\rceil$. For any subroutines invoked with $B_i \geq B_\varepsilon$ and $n_i \geq n_\varepsilon$, we know that, from Lemma 8, the output set of arms are those with sub-optimality gap $< \varepsilon$. Let $i_\varepsilon = \lceil\log_2(B_\varepsilon)\rceil$, $j_\varepsilon = \lceil\log_2(n_\varepsilon)\rceil$ and $\ell_\varepsilon = i_\varepsilon + j_\varepsilon$. We know that in outer loops $\ell \geq \ell_\varepsilon$, there must exists at least one subroutine invoked with $B_i = 2^{i_\varepsilon} \geq B_\varepsilon$ and $n_i = 2^{j_\varepsilon} \geq n_\varepsilon$. As a result, $A_\varepsilon$ contains at least one $\varepsilon$-optimal arm for $\ell \geq \ell_\varepsilon$.

**Step 2: The validation step.** For any $x \in A_\varepsilon$, we use $\hat{h}(x)$ to denote its sample mean after $[8\log(2/\delta_\ell)/\varepsilon^2]$ samples. With 1-sub-Gaussian noise, a standard Hoeffding’s inequality shows that and a union bound gives

$$\mathbb{P}\left(\forall x \in A_\varepsilon : |\hat{h}(x) - h(x)| \geq \varepsilon/2\right) \leq \ell \delta_\ell. \tag{44}$$

As a result, a $2\varepsilon$-optimal arm will be selected with probability at least $1 - \ell \delta_\ell$, as long as at least one $\varepsilon$-optimal arm is contained in $A_\varepsilon$.

**Step 3: Error probability.** We consider the good event where all subroutines invoked in Algorithm 2 with $B_i \geq B_\varepsilon$ and (any) $n_i$ correctly output a set of arms with sub-optimality gap $< f(n_i + 1)$, as shown in Lemma 8, together with the confidence bound described in Eq. (44) in the validation step. This good event clearly happens with probability at least $1 - \sum_{\ell=1}^{\infty} \sum_{i=1}^{\ell} 2\delta_\ell = 1 - \sum_{\ell=1}^{\infty} \delta/(2\ell^2) > 1 - \delta$, after applying a union bound argument. We upper bound the unverifiable sample complexity under this good event in the following.

**Step 4: Unverifiable sample complexity.** For any subroutine invoked within outer loop $\ell \leq \ell_\varepsilon$, we know, from Algorithm 6, that its sample complexity is upper bounded by (note that $|Z|^2 \geq 4$ trivially holds true)

$$N_\ell \leq n_i\left(B_i \cdot \left(10 \log(|Z|^2/\delta_\ell)\right) + 1\right) \leq \gamma_\ell \cdot 11 \log\left(4|Z|^2\ell^3_\delta/\delta\right).$$

The validation step within any outer loop $\ell \leq \ell_\varepsilon$, takes at most $\ell \cdot [8\log(2/\delta_\ell)/\varepsilon^2] \leq 9\log(8\ell^3_\delta/\delta)\ell_\varepsilon/\varepsilon^2$ samples. Thus, the total sample complexity up to the end of outer loops $\ell \leq \ell_\varepsilon$ is upper bounded by

$$N \leq \sum_{\ell=1}^{\ell_\varepsilon} (\ell N_\ell + \ell \cdot [8\log(2/\delta_\ell)/\varepsilon^2]) \leq 11 \log\left(4|Z|^2\ell^3_\delta/\delta\right) \sum_{\ell=1}^{\ell_\varepsilon} \ell^2 \ell^3 + 9\log(8\ell^3_\delta/\delta)\ell^2_\varepsilon/\varepsilon^2 \leq 22 \log\left(4|Z|^2\ell^3_\delta/\delta\right)\ell^2_\varepsilon + 9\log(8\ell^3_\delta/\delta)\ell^2_\varepsilon/\varepsilon^2.$$

By definition of $\ell_\varepsilon$, we have

$$\ell_\varepsilon \leq \log_2\left(4\log_2(4/\varepsilon) \max\{64\rho^\star_{d_\varepsilon}, r_{d_\varepsilon}(\varepsilon)\}\right),$$

and

$$2^{\ell_\varepsilon} = 2^{(i_\varepsilon + j_\varepsilon)} \leq 4(\log_2(2/\varepsilon) + 1) \max\{64\rho^\star_{d_\varepsilon}, r_{d_\varepsilon}(\varepsilon)\},$$

$$= 4\log_2(4/\varepsilon) \max\{64\rho^\star_{d_\varepsilon}, r_{d_\varepsilon}(\varepsilon)\}.$$
where we hide logarithmic terms besides $\log(1/\varepsilon)$ in the $\tilde{O}$ notation.

### E.2.4 Identifying the Optimal Arm under misspecification

When the goal is to identify the optimal arm under misspecification, i.e., by choosing $\varepsilon = \Delta_{\min}$, one can apply Algorithm 2 together with Algorithm 6 as the subroutine (thus removing the $1/\varepsilon^2$ term in sample complexity). This combination works since, with appropriate choice of $B$, Algorithm 6 is guaranteed to output a subset of arms $\hat{S}_{n+1}$ with optimality gap $< \Delta_{\min}$ when $n \geq \log_2(2/\Delta_{\min})$. This implies that $\hat{S} = \{z_*\}$ and thus the one can reuse the selection rule of Algorithm 2 by recommending arms contained in the singleton set. Note that we can work with the general transductive linear bandit setting in this case, i.e., we don’t require $\mathcal{Z} \subseteq \mathcal{X}$ anymore.

### E.3 Omitted Proofs for the Fixed Budget Setting with Misspecification

#### E.3.1 Lemma 9 and Its Proof

**Lemma 9.** Suppose $64\rho^*_n(\varepsilon) \leq B \leq 128\rho^*_n(\varepsilon)$ and $T/n \geq r_{d_*(\varepsilon)}(\zeta) + 1$. Algorithm 3 outputs an arm $\hat{z}_*$ such that $\Delta_{\hat{z}_*} < f(n + 1)$ with probability at least

$$1 - n|\mathcal{Z}| \exp\left(-\frac{T}{2560 n \rho^*_n(\varepsilon)}\right).$$

Furthermore, an $\varepsilon$-optimal arm is output as long as $n \geq \log_2(2/\varepsilon)$.

**Proof.** The proof is similar to the proof of Lemma 2, with main differences in dealing with misspecification. We provide the proof for completeness. We consider event

$$\mathcal{E}_k = \{z_* \in \hat{S}_k \subseteq \mathcal{S}_k\},$$

and prove through induction that, for $k \leq \lceil \log_2(2/\varepsilon) \rceil$,

$$\Pr(\mathcal{E}_{k+1} \mid \cap_{i \leq k} \mathcal{E}_i) \geq 1 - \delta_k,$$

where the value of $\{\delta_k\}_{k=0}^{\lceil \log_2(2/\varepsilon) \rceil}$ will be specified in the proof. For $n \geq k + 1$, we have $\hat{S}_n \subseteq \hat{S}_{k+1}$ due to the nature of the elimination-styled algorithm, which guarantees outputting an arm such that $\Delta_{\hat{z}} < f(n + 1)$. We use the notation $d_* = d_*(\varepsilon)$ throughout the rest of the proof.

**Step 1: The induction.** The base case $\{z_* \in \hat{S}_1 \subseteq \mathcal{S}_1\}$ holds with probability 1 by construction (thus, we have $\delta_0 = 0$). Conditioned on events $\cap_{i=1}^k \mathcal{E}_i$, we next analyze the event $\mathcal{E}_{k+1}$.

**Step 1.1: $d_k \geq d_*$.** We first notice that $\hat{D}$ is selected as the largest integer such that $r_{\hat{D}}(\zeta) \leq T'$. When $T/n \geq r_{d_*(\varepsilon)}(\zeta) + 1$, we have $\hat{D} \geq d_*$ since $T' \geq T/n - 1 \geq d_*(\zeta)$. We remark here that for whatever $d_k \in [\hat{D}]$ selected, we always have $r_{d_*(\varepsilon)}(\zeta) \leq r_{\hat{D}}(\zeta) \leq T'$ and can thus safely apply the rounding procedure described in Eq. (3).

Since $\hat{S}_k \subseteq \mathcal{S}_k$, we also have

$$g_k(d_*) = 2^{2k}l(Y(\psi_{d_*}(\hat{S}_k)))$$

$$\leq 2^{2k}l(Y(\psi_{d_*}(\mathcal{S}_k)))$$

$$\leq 64\rho^*_n(\varepsilon)$$

$$\leq B,$$ (45)

(46)
where Eq. (45) comes from Lemma 4 and Eq. (46) comes from the assumption. As a result, we know that \( d_k \geq d_* \) since \( d_k \in \bar{D} \) is selected as the largest integer such that \( g_k(d_k) \leq B \).

**Step 1.2: Concentration and error probability.** Let \( \{x_1, \ldots, x_{T'}\} \) be the arms pulled at iteration \( k \) and \( \{r_1, \ldots, r_{T'}\} \) be the corresponding rewards. Let \( \hat{\theta}_k = A_k^{-1} b_k \in \mathbb{R}^{d_k} \) where \( A_k = \sum_{i=1}^{T'} \psi_{d_k}(x_i) \psi_{d_k}(x_i)^\top \), and \( b_k = \sum_{i=1}^{T'} \psi_{d_k}(x_i) b_i \). Since \( d_k \geq d_* \) and the model is well-specified, we can write \( \psi = \langle \hat{\theta}_k, \psi_{d_k}(x_i) \rangle + \xi_i \), where \( \xi_i \) is i.i.d. generated zero-mean Gaussian noise with variance 1. Similarly as analyzed in Eq. (41), we have

\[
P \left( \forall y \in \mathcal{Y}(\psi_{d_k}(\hat{S}_k)), \left| \langle y, \hat{\theta}_k - \psi_{d_k}(\hat{\theta}_*) \rangle \right| \leq \gamma(d_k) \iota_k + \omega_k(y) \right) \geq 1 - \delta_k,
\]

where \( \iota_k := \sqrt{(1 + \zeta)(\mathcal{Y}(\psi_{d_k}(\hat{S}_k)))} \) and \( \omega_k(y) := \|y\|_{A_k^{-1}} \sqrt{2 \log \left( |\hat{S}_k|^2 / \delta_k \right)} \).

By setting \( \max_{y \in \psi_{d_k}(\hat{S}_k)} \|y\|_{A_k^{-1}} \sqrt{2 \log \left( |\hat{S}_k|^2 / \delta_k \right)} = 2^{-k}/2 \), we have

\[
\delta_k = |\hat{S}_k|^2 \exp \left( - \frac{1}{8 \cdot 2^{2k} \max_{y \in \psi_{d_k}(\hat{S}_k)} \|y\|_{A_k^{-1}}^2} \right) \\
\leq |\hat{S}_k|^2 \exp \left( - \frac{T'}{8 \cdot 2^{2k} (1 + \zeta) \mathcal{Y}(\psi_{d_k}(\hat{S}_k))} \right) \\
\leq |Z|^2 \exp \left( - \frac{T}{4096 n \rho_{d_k}(\zeta)} \right),
\]

where Eq. (48) comes from the guarantee of the rounding procedure Eq. (3); and Eq. (49) comes from combining the following facts: (1) \( 2^{2k} \iota(\mathcal{Y}(\psi_{d_k}(\hat{S}_k))) \leq B \leq 128 \rho_{d_k}(\zeta) \); (2) \( T' \geq T/n - 1 \geq T/2n \) (note that \( T/n \geq r_{d_k}(\zeta) + 1 \implies T/n \geq 2 \) since \( r_{d_k}(\zeta) \geq 1 \); (3) \( \hat{S}_k \subseteq Z \) and (4) consider some \( \zeta \leq 1 \) (\( \zeta \) only affects constant terms).

**Step 1.3: Correctness.** We prove \( z_* \in \hat{S}_{k+1} \subseteq S_{k+1} \) under the good event analyzed in Eq. (47).

**Step 1.3.1:** \( z_* \in \hat{S}_{k+1} \). For any \( \bar{z} \in \hat{S}_k \) such that \( \bar{z} \neq z_* \), we have

\[
\langle \psi_{d_k}(\bar{z}) - \psi_{d_k}(z_*), \hat{\theta}_k \rangle \leq \langle \psi_{d_k}(\bar{z}) - \psi_{d_k}(z_*), \psi_{d_k}(\hat{\theta}_k) \rangle + \bar{\gamma}(d_k) \iota_k + 2^{-k}/2 \\
= h(\bar{z}) - \eta_{d_k}(\bar{z}) - h(z_*) + \eta_{d_k}(z_*) + \bar{\gamma}(d_k) \iota_k + 2^{-k}/2 \\
< (2 + \iota_k) \bar{\gamma}(d_k) + 2^{-k}/2 \\
\leq 2^{-k}/2 + 2^{-k}/2 \\
= 2^{-k},
\]

where Eq. (50) comes from combining the fact that \( d_k \geq d_* \) (as shown in Step 1.1). As a result, \( z_* \) remains in \( \hat{S}_{k+1} \) according to the elimination criteria.

**Step 1.3.2:** \( \hat{S}_{k+1} \subseteq S_{k+1} \). Consider any \( z \in \hat{S}_k \cap S_{k+1} \), we know that \( \Delta_z \geq 2 \cdot 2^{-k} \) by definition. Since \( z_* \in \hat{S}_k \), we then have

\[
\langle \psi_{d_k}(z_*) - \psi_{d_k}(z), \hat{\theta}_k \rangle \geq \langle \psi_{d_k}(z_*) - \psi_{d_k}(z), \psi_{d_k}(\hat{\theta}_k) \rangle - \bar{\gamma}(d_k) \iota_k - 2^{-k}/2 \\
= h(z_*) - \eta_{d_k}(z_*) - h(z) + \eta_{d_k}(z) - \bar{\gamma}(d_k) \iota_k - 2^{-k}/2 \\
\geq 2 \cdot 2^{-k} - (2 + \iota_k) \bar{\gamma}(d_k) - 2^{-k}/2 \\
= 2 \cdot 2^{-k} - \gamma(d_k) - 2^{-k}/2 \\
\geq 2^{-k},
\]

where Eq. (51) comes from a similar reasoning as appearing in Eq. (50). As a result, we have \( z \notin \hat{S}_{k+1} \) and \( \hat{S}_{k+1} \subseteq S_{k+1} \).
To summarize, we prove the induction at iteration $k + 1$, i.e.,

$$\mathbb{P}(E_{k+1} | \cap_{i<k+1} E_i) \geq 1 - \delta_k.$$  

**Step 2: The error probability.** This step is exactly the same as the Step 2 in the proof of Lemma 2. Let $E = \cap_{i=1}^{n+1} E_i$ denote the good event, we then have

$$\mathbb{P}(E) \geq 1 - n|Z|^2 \exp\left(-\frac{T}{4096 n \rho^*_d(\varepsilon)}\right).$$

\[\Box\]

### E.3.2 Proof of Theorem 6

**Theorem 6.** Suppose $Z \subseteq X$. If $T = \tilde{O}(\log_2(1/\varepsilon) \max\{\rho^*_d(\varepsilon), r_d(\varepsilon)\})$, then Algorithm 4 outputs an $2\varepsilon$-optimal arm with error probability at most

$$\log_2(4/\varepsilon)|Z|^2 \exp\left(-\frac{T}{4096 \log_2(4/\varepsilon) \rho^*_d(\varepsilon)}\right) + 2(\log_2 T)^2 \exp\left(-\frac{T}{8(\log_2 T)^2/\varepsilon^2}\right).$$

Furthermore, if there exist universal constants such that $\max_{x \in X} \|\psi_{d,\varepsilon}(x)\|^2 \leq c_1$ and $\min_{z \in Z} \|\psi_{d,\varepsilon}(z_*) - \psi_{d,\varepsilon}(z)\|^2 \geq c_2$, the error probability is upper bounded by

$$O\left(\max\{\log_2(1/\varepsilon)|Z|^2, (\log_2 T)^2\} \times \exp\left(-\frac{c_2 T}{\max\{\log_2(1/\varepsilon), (\log_2 T)^2\} c_1 \rho^*_d(\varepsilon)}\right)\right).$$

**Proof.** The proof follows similar steps as the proof of Theorem 4. Although we are dealing with a misspecified model, guarantees derived in Lemma 9 is similar to the ones in Lemma 2. When $\varepsilon \leq \Delta_{\min}$, the proof goes almost exactly the same as the proof of Theorem 4 (with $\rho_d^*$ replaced by $\rho^*_d(\varepsilon)$), and Algorithm 4 identifies the optimal arm. When $\varepsilon > \Delta_{\min}$, we additionally replace $\Delta_{\min}$ by $\varepsilon$ and equally split the $2\varepsilon$ slackness between selection and validation steps. We also slightly modify Lemma 6 to an $\varepsilon$-relaxed version (e.g., in the derivation of Eq. (12), select a $z' \in Z$ with sub-optimality gap $\leq \varepsilon$ and then replace $\Delta_{\min}$ by $\varepsilon$). \[\Box\]

### F ADDITIONAL EXPERIMENT DETAILS AND RESULTS

We set confidence parameter $\delta = 0.05$ in our experiments, and generate rewards with Gaussian noise $\xi_t \sim \mathcal{N}(0, 1)$. We parallelize our simulations on a cluster consists of two Intel® Xeon® Gold 6254 Processors.

Similar to Fiez et al. (2019), we use a Frank-Wolfe type of algorithm (Jaggi, 2013) with constant step-size $\frac{2}{k+2}$ (we use $k$ to denote the iteration counter in the Frank-Wolfe algorithm) to approximately solve optimal designs. We terminate the Frank-Wolfe algorithm when the relative change of the design value is smaller than 0.01 or when 1000 iterations are reached. We use the rounding procedure developed in Pukelsheim (2006) to round continuous designs to discrete allocations (with $\zeta = 1$, also see Fiez et al. (2019) for a detailed discussion on the rounding procedure). In the implementation of Algorithm 2, we set $\gamma_t = 4^t$, $n_t = 4^t$ and $B_t = 4^{t-1}$, which only affect constant terms in our theoretical guarantees. We use a binary search procedure to select $d_k$ in Algorithm 1.

**Additional Experiment Results.** We consider a problem instance with $X = Z$ being 100 randomly selected arms from the $D$ dimensional unit sphere. We set reward function $h(x) = \langle \theta^*, x \rangle$ with $\theta^* = [\frac{1}{\sqrt{D}}, \frac{1}{\sqrt{D}}, \ldots, \frac{1}{\sqrt{D}}, 0, \ldots, 0]^T \in \mathbb{R}^D$. We filter out instances whose smallest sub-optimality gap is smaller than 0.08. We set $d_\star = 5$ and vary the ambient dimension $D \in \{25, 50, 75, 100\}$. As in Section 7, we evaluate each algorithm
with success rate, (unverifiable) sample complexity and runtime. We run 100 independent random trials for each algorithm. Due to computational burdens, we force-stop both algorithms after 50,000 samples; we also force-stop the Frank-Wolfe algorithm when 500 iterations are reached.

Table 3: Comparison of Success Rates

| $D$ | 25  | 50  | 75  | 100 |
|-----|-----|-----|-----|-----|
| RAGE | 100% | 100% | 98% | 95% |
| Ours  | 91%  | 98%  | 97% | 98% |

Success rates of both algorithms are shown in Table 3, and RAGE shows advantages over our algorithm when $D$ is small. Fig. 2 shows the sample complexity of both algorithms: Our algorithm adapts to the true dimension $d_\star$ yet RAGE is heavily affected by the increasing ambient dimension $D$.

Figure 2: Comparison of Sample Complexity

The runtime of both algorithms are shown in Table 4. RAGE shows clear advantage in runtime and our algorithm suffers from computational overheads of conducting model selection.

Table 4: Comparison of runtimes

| $\varepsilon$ | $10^{-2}$ | $10^{-3}$ | $10^{-4}$ | $10^{-5}$ |
|---------------|------------|------------|------------|------------|
| RAGE          | 85.99 s    | 144.78 s   | 249.79 s   | 357.98 s   |
| Ours          | 287.09 s   | 339.67 s   | 489.50 s   | 678.93 s   |

We remark that, for the current experiment setups with $d_\star$ and $D \in \{25, 50, 75, 100\}$, our algorithm does not perform well if $\theta_\star$ is chosen to be flat, e.g., $\theta_\star = [\frac{1}{\sqrt{d_\star}}, \ldots, \frac{1}{\sqrt{d_\star}}, 0, \ldots, 0]^\top \in \mathbb{R}^D$. However, we believe that one will eventually see model selection gains if $D$ is chosen to be large enough (and allowing each algorithm takes more samples before force-stopped). One may need to overcome the computational burdens, e.g., developing practical (or heuristic-based) implementations of our algorithm and RAGE, before running experiments in higher dimensional spaces. We leave large-scale evaluations for future work.