Gravitational waves from bubble collisions: analytic derivation
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We consider gravitational wave production by bubble collisions during a cosmological first-order phase transition. In the literature, such spectra have been estimated by simulating the bubble dynamics, under so-called thin-wall and envelope approximations in a flat background metric. However, we show that, within these assumptions, the gravitational wave spectrum can be estimated in an analytic way. Our estimation is based on the observation that the two-point correlator of the energy-momentum tensor \( \langle T(x)T(y) \rangle \) can be expressed analytically under these assumptions. Though the final expressions for the spectrum contain a few integrations that cannot be calculated explicitly, we can easily estimate it numerically. As a result, it is found that the most of the contributions to the spectrum come from single-bubble contribution to the correlator, and in addition the fall-off of the spectrum at high frequencies is found to be proportional to \( f^{-1} \). We also provide fitting formulae for the spectrum.

I. INTRODUCTION

Gravitational waves (GWs) are one of the promising tools to probe the early universe. They provide a unique way to search for inflationary quantum fluctuations \([1]\), preheating \([2]\), topological defects \([3, 4]\), and cosmic phase transitions (PTs) \([5, 6]\). Especially, first-order PTs in the early universe have been attracted because of their relation to high-energy physics beyond the standard model (SM), and in fact various extensions of the SM have been shown to predict first-order PTs with a large amount of GWs \([7, 21]\). On the observational side, ground-based GW experiments like KAGRA \([22]\), VIRGO \([23]\) and Advanced LIGO \([24]\) are now in operation, and space interferometers such as eLISA \([25]\), BBO \([26]\) and DECIGO \([27]\) have been proposed. Given that there is a growing possibility of their detecting GWs from cosmological sources in the near future, it would be worth reconsidering the theoretical predictions of GWs from first-order PTs.

First-order PTs proceed via the nucleation of bubbles, their expansion, collision and thermalization into light particles, and GWs are produced during this process. In the transition process, some of the released energy goes into heating up the plasma, while the rest is carried by the scalar field configuration (bubble wall) and/or the bulk motion of the surrounding fluid. Gravitational wave production by such localized structure of energy around the walls has been calculated by numerical simulations, but also enables us to specify the most effective bubble-wall configuration to the GW spectrum. At the current stage, our results are most relevant to strong phase transitions like near-vacuum ones, since the neglected effects such as the finite width of the bubble walls and/or the localized structure of the energy-momentum tensor remaining after collisions can be important when the scalar field is strongly coupled to the thermal plasma \([22, 33, 34]\). However, our method is extendable to the calculations without the envelope approximation \([42]\), and such studies would be important in understanding how the localized structure after bubble collisions sources GWs.

The organization of the paper is as follows. In Sec. II we first make clear our assumptions in estimating the GW spectrum, i.e. thin-wall and envelope approximations, and then introduce basic ingredients such as the evolution equation and power spectrum of GWs. In Sec. III we present analytic expressions for the GW spectrum. Since two integrations cannot be performed explicitly, we evaluate them numerically in Sec. IV. We generalize our
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result to finite velocity case in Sec. VI and finally summarize in Sec. VII.

II. BASIC INGREDIENTS

In this section we summarize basic ingredients for the calculation of GW spectrum. We first make clear the assumption and approximations used in the paper. We also explain the GW power spectrum around the time of sourcing from bubble collisions, and then show how to obtain the present spectrum.

A. Assumptions and approximations

1. Thin wall and envelope approximation

In this subsection, we introduce the key assumptions to characterize the energy momentum tensor around the bubble wall, namely thin-wall and envelope approximations.

First, we introduce the thin-wall approximation, where all the energy of the bubble is assumed to be concentrated on the bubble wall with an infinitesimal width. We introduce the infinitesimal wall width $l_B$ for computational simplicity. The energy momentum tensor $T^B_{ij}$ of the uncollided wall of a single bubble nucleated at $x_N \equiv (t_N, \vec{x}_N)$ can be written as

\[
T^B_{ij}(x) = \rho(x)(x - \vec{x}_N)_i(x - \vec{x}_N)_j,
\]

with

\[
\rho(x) = \begin{cases} 
\frac{4\pi}{3} r_B(t)^3 \frac{\kappa \rho_0}{4\pi r_B(t)^3 l_B} & r_B(t) < |\vec{x} - \vec{x}_N| < r_B'(t) \\
0 & \text{otherwise}
\end{cases}
\]

and

\[
r_B(t) = v(t - t_N), \quad r_B'(t) = r_B(t) + l_B.
\]

Here $x \equiv (t, \vec{x})$, the hat on the vector $\vec{e}$ indicates the unit vector in the direction of $\vec{e}$, $v$ is the bubble wall velocity, and $\rho_0$ represents the energy density released by the transition\(^c\). Also, $\kappa$ indicates the efficiency factor, which determines the fraction of the released energy density which is transformed into the energy density localized around the wall\(^d\). In addition, the Latin indices run over 1, 2, 3 throughout the paper. Second, we assume that the energy momentum tensor of the bubble walls vanishes once they collide with others. In the literature this is called envelope approximation, whose validity in bubble collisions is confirmed in e.g. Ref. [28]. See Fig. 1 for a rough sketch of this approximation. These two assumptions make the calculation of the GW spectrum rather simple, as we will see later. Also, we regard the model-dependent quantities $v$, $\rho_0$ and $\kappa$ as free parameters constant in time.

2. Transition rate

We assume that the bubble nucleation rate per unit time and volume can be written in the following form:

\[
\Gamma(t) = \Gamma_* e^{\beta(t - t_\star)}, \quad (4)
\]

where $t_\star$ indicates some fixed time typically around the transition time, $\Gamma_*$ is the nucleation rate at $t = t_\star$, and $\beta$ is assumed to be a constant. This parameter $\beta$ is often calculated with the instanton method from underlying models [45, 46], and the typical time span of the phase transition is given by $\delta t \sim \beta^{-1}$. We also assume that the phase transition completes in a short period compared to the Hubble time, i.e. $\beta/H \gg 1$, which typically holds for thermal phase transitions [31].

B. GW power spectrum around the transition time

In the following we express the GW spectrum in terms of the correlator of the energy-momentum tensor, following Ref. [37].

\[FIG. 1: \text{Rough sketch of how the phase transition looks with the envelope approximation. Collided walls are neglected as a source of GWs, and all spacial points are passed by bubble walls only once.}\]
1. Equation of motion and its solution

In this paper we consider GWs sourced by the first order phase transition completed in a short period compared to the Hubble time. In such cases the background metric is well approximated by the Minkowski one. Including tensor perturbations, we write the metric as

\[ ds^2 = -dt^2 + (\delta_{ij} + 2h_{ij})dx^i dx^j. \]  

The tensor perturbations satisfy the transverse and traceless condition \( h_{ij} = \partial_i h_{ij} = 0 \) and obey the following evolution equation

\[ \ddot{h}_{ij}(t, \vec{k}) + k^2 h_{ij}(t, \vec{k}) = 8\pi G\Pi_{ij}(t, \vec{k}), \]  

where \( G \) is the Newton constant and \( \Phi(t, \vec{k}) \) indicates a Fourier mode of the corresponding object with \( \vec{k} \) being the wave vector. We take the convention for Fourier transformation to be \( \int d^3 x \ e^{i\vec{k} \cdot \vec{x}} \) and \( \int d^3 k/(2\pi)^3 \ e^{-i\vec{k} \cdot \vec{x}} \). The source term \( \Pi_{ij} \) during the phase transition is given by the transverse and traceless projection of the energy momentum tensor

\[ \Pi_{ij}(t, \vec{k}) = K_{ij,kl}(\vec{k})T_{kl}(t, \vec{k}), \]  

with \( T_{ij} \) being the energy momentum tensor, and \( K_{ij,kl} \) being the projection

\[ K_{ij,kl}(\vec{k}) = P_{ik}(\vec{k})P_{jl}(\vec{k}) - \frac{1}{2} P_{ij}(\vec{k})P_{kl}(\vec{k}), \]  

\[ P_{ij}(\vec{k}) = \delta_{ij} - \vec{k}_i \vec{k}_j. \]

We assume that the source term is effective from \( t_{start} \) to \( t_{end} \), and we set \( t_{start/\end} \rightarrow \mp \infty \) at the end of calculation\(^a\).

The solution of Eq. (6) is formally written in terms of the Green function \( G_k(t, t')/\partial t|_{t' = t} = 1 \) as

\[ h_{ij}(t, \vec{k}) = 8\pi G \int_{t_{start}}^{t_{end}} dt' G_k(t, t')\Pi_{ij}(t', \vec{k}) \quad t < t_{end}, \]  

where \( G_k(t, t') = \sin(k(t-t'))/k \). For \( t > t_{end} \), matching condition at \( t = t_{end} \) gives

\[ h_{ij}(t, \vec{k}) = A_{ij}(\vec{k}) \sin(k(t-t_{end})) + B_{ij}(\vec{k}) \cos(k(t-t_{end})), \]  

with coefficients

\[ A_{ij}(\vec{k}) = \frac{8\pi G}{k} \int_{t_{start}}^{t_{end}} dt \cos(k(t_{end} - t))\Pi_{ij}(t, \vec{k}), \]

\[ B_{ij}(\vec{k}) = \frac{8\pi G}{k} \int_{t_{start}}^{t_{end}} dt \sin(k(t_{end} - t'))\Pi_{ij}(t, \vec{k}). \]

\(^a\) Since the transition completes in a short period \( \delta t \sim \beta^{-1} \ll H^{-1} \), and GWs are emitted only during this period, this procedure is expected not to affect the result.

2. Power spectrum

Next we express the GW spectrum using Eq. (11). We define the equal-time correlator of the GWs by

\[ \langle \hat{h}_{ij}(t, \vec{k})\hat{h}^*_{ij}(t, \vec{q}) \rangle = (2\pi)^3 \delta^{(3)}(\vec{k} - \vec{q})P_h(t, k), \]  

(14)

and also define the unequal-time correlator of the source term by

\[ \langle \Pi_{ij}(t_x, \vec{k})\Pi^*_{ij}(t_y, \vec{q}) \rangle = (2\pi)^3 \delta^{(3)}(\vec{k} - \vec{q})\Pi(t_x, t_y, k). \]  

(15)

Here the angular bracket denotes taking an ensemble average. Note that the \((2\pi)^3 \delta^{(3)}(\vec{k} - \vec{q})\) in Eq. (15) appears due to the spacial homogeneity of the system. In terms the original energy-momentum tensor, the correlator \( \Pi(t_x, t_y, k) \) is written as

\[ \Pi(t_x, t_y, k) = K_{ij,kl}(\vec{k})K_{ij,mn}(\vec{k}) \int d^3r \ e^{i\vec{k} \cdot \vec{r}} \langle T_{klT_{mn}} \rangle(t_x, t_y, \vec{r}), \]  

(16)

where

\[ \langle T_{klT_{mn}} \rangle(t_x, t_y, \vec{r}) \equiv \langle T_{kl}(t_x, x)T_{mn}(t_y, y) \rangle, \]  

(17)

with \( \vec{r} \equiv \vec{x} - \vec{y} \). The L.H.S. depends only on \( \vec{r} \) because of the spacial homogeneity. Now let us consider the time \( t > t_{end} \). Since the GWs and the source term are related with each other through Eq. (11), the power spectrum of \( P_h \) is written in terms of the source as

\[ P_h(t, k) = 32\pi^2 G^2 \int_{t_{start}}^{t_{end}} dt_x \int_{t_{start}}^{t_{end}} dt_y \cos(k(t_x - t_y))\Pi(t_x, t_y, k). \]

(18)

Though we put the argument \( t \) in the L.H.S., the R.H.S. does not depend on it because there is no source term for \( t > t_{end} \) and because we neglect the cosmic expansion. Since the total energy density of GWs is given by

\[ \rho_{GW}(t) = \frac{\langle \hat{h}_{ij}(t, \vec{x})\hat{h}^*_{ij}(t, \vec{x}) \rangle_T}{8\pi G}, \]  

(19)

with \( \langle \cdots \rangle_T \) being the oscillation and ensemble average, GW energy density per logarithmic frequency becomes

\[ \Omega_{GW}(t, k) \equiv \frac{1}{\rho_{tot}} \frac{d\rho_{GW}}{d\ln k} = \frac{2Gk^3}{\pi\rho_{tot}} \int_{t_{start}}^{t_{end}} dt_x \int_{t_{start}}^{t_{end}} dt_y \cos(k(t_x - t_y))\Pi(t_x, t_y, k). \]

(20)

with \( \rho_{tot} \) being the total energy density of the universe. Now all we have to do is to estimate \( \Pi(t_x, t_y, k) \), or
the two-point function of the energy momentum tensor $\langle T(x)T(y) \rangle$. Once the setup is defined, we can estimate this quantity analytically in principle. In fact, as shown later, this correlator $\langle T(x)T(y) \rangle$ can be expressed in an analytical way under the thin-wall and envelope approximations (see Eqs. 10 and 55).

For later convenience, we rewrite the expression for the GW spectrum as follows. We define the parameter $\alpha$ as

$$\alpha \equiv \frac{\rho_0}{\rho_{\text{rad}}}, \quad \rho_{\text{tot}} = \rho_0 + \rho_{\text{rad}}, \tag{21}$$

which characterizes the fraction of the released energy density to that of radiation. Here $\rho_{\text{tot}}$ and $\rho_{\text{rad}}$ are the total and radiation energy density, respectively. Using $\alpha$ thus defined, we have

$$\Omega_{GW}(t, k) = \kappa^2 \left(\frac{H_0}{\beta}\right)^2 \left(\frac{\alpha}{1 + \alpha}\right)^2 \Delta(k/\beta, v), \tag{22}$$

where $\Delta$ is given by

$$\Delta(k/\beta, v) = \frac{3}{8\pi G} \frac{\beta^2 \rho_{\text{tot}}}{\kappa^2 \rho_0} \Omega_{GW}(t, k)$$

$$= \frac{3}{4\pi^2 \kappa^2 \rho_0^2} \int_{t_{\text{start}}}^{t_{\text{end}}} dt_x \int_{t_{\text{start}}}^{t_{\text{end}}} dt_y \cos(k(t_x - t_y)) \Pi(t_x, t_y, k). \tag{23}$$

In deriving Eq. (22) we have used the Friedmann equation $H_0^2 = (8\pi G/\beta) \rho_{\text{tot}}$ with $H_0$ being the Hubble parameter at the transition time. Note that the function $\Delta$ depends only on the combination $k/\beta$ and the wall velocity $v$, because the definition (22) factors out $\kappa, \rho_0$ and $\rho_{\text{tot}}$ dependence, and because $\Delta$ is a dimensionless quantity.

### C. GW power spectrum at present

After produced, GWs are redshifted during propagation towards the present time. The relation between the scale factor just after the phase transition $a_*$ and at present $a_0$ is given by

$$\frac{a_0}{a_*} = 8.0 \times 10^{-16} \left(\frac{g_*}{100}\right)^{-1} \left(\frac{T_*}{100 \text{ GeV}}\right)^{-1}, \tag{24}$$

where $T_*$ denotes the temperature just after the phase transition, and $g_*$ indicates the total number of the relativistic degrees of freedom in the thermal bath at temperature $T_*$. The present frequency is obtained by redshifting as

$$f = f_* \left(\frac{a_*}{a_0}\right)$$

$$= 1.65 \times 10^{-5} \text{Hz} \left(\frac{L_*}{\beta}\right) \left(\frac{\beta}{H_*}\right) \left(\frac{T_*}{10^2 \text{GeV}}\right) \left(\frac{g_*}{100}\right)^{1/2}, \tag{25}$$

and the present GW amplitude is obtained from the fact that GWs are non-interacting radiation as

$$\Omega_{GW} h^2 = 1.67 \times 10^{-5} \left(\frac{g_*}{100}\right)^{-1/2} \Omega_{GW} h^2 \bigg|_{t=t_{\text{end}}}$$

$$= 1.67 \times 10^{-5} \kappa^2 \Delta \left(\frac{\beta}{H_*}\right)^{-2} \left(\frac{\alpha}{1 + \alpha}\right)^2 \left(\frac{g_*}{100}\right)^{-1/2}. \tag{26}$$

### III. ANALYTIC EXPRESSION

The following sections are mainly devoted to the calculation of $\Delta$ (see Eq. 23). We first focus on the case where the wall velocity is luminal, i.e., $v = c$, since the final explanations become relatively simple in this case. Generalization to $v \neq c$ is straightforward and done in Sec. V.

In the expression of the GW spectrum (24), the only nontrivial quantity is the two-point correlator $\Pi(t_x, t_y, \vec{r})$ given by Eq. (16). If we can calculate this quantity, or equivalently the average of the product of the energy-momentum tensor $\langle T_{ij}T_{kl} \rangle(t_x, t_y, \vec{r})$ with given $t_x, t_y$ and $\vec{r} = \vec{x} - \vec{y}$, then we obtain the GW spectrum. In the following we show that this is indeed possible. For the energy momentum tensor to be nonzero at $x = (t_x, \vec{x})$ and $y = (t_y, \vec{y})$ with $\vec{x} - \vec{y} = \vec{r}$, the following two conditions are necessary and sufficient:

- No bubbles are nucleated inside the past light cones of $x$ and $y$.
- Bubble(s) are nucleated on the past light cones of $x$ and $y$, so that bubble walls are passing through the spacial points $\vec{x}$ at time $t_x$ and $\vec{y}$ at time $t_y$.

In order to understand the former condition, one needs to notice that any spacial point is passed by bubble walls only once in the envelope approximation (see Fig. 1). Then, if bubble(s) nucleate inside the past light cone of $x$ or $y$, either of the spacial points $\vec{x}$ or $\vec{y}$ is already passed by bubble walls before the evaluation time $t_x$ or $t_y$. This makes it impossible for the energy-momentum tensor to be nonvanishing both at $x$ and $y$, and therefore we need the former condition. On the other hand, the latter condition is necessary for bubble walls to be just passing through $\vec{x}$ and $\vec{y}$ at the evaluation time $t_x$ and $t_y$. There are two possibilities for this condition: the bubble walls passing through $x$ and $y$ belong to one single nucleation point, or to two different nucleation points. We refer to these two as “single-bubble” and “double-bubble” contributions, respectively. Fig. 2 shows a schematic picture of these two contributions to the correlator $\langle T(x)T(y) \rangle$. Here one may wonder why we consider the single-bubble contribution, since it is well known that a spherical object do not radiate GWs. The answer is that the single-bubble contribution takes into account the breaking of...
FIG. 2: Schematic picture of single- and double-bubble contributions to the correlator \( \langle T(x)T(y) \rangle \). The red line (the one w/o dashed lines) corresponds to the wall of one single bubble, while the blue line (the one w/ dashed lines) corresponds to intersecting two bubble walls. The dashed lines are neglected in the envelope approximation. Note that, though this figure shows \( t_x = t_y \) case for simplicity, contributions from \( t_x \neq t_y \) exist in the calculation of \( \langle T(x)T(y) \rangle \).

the original spherical symmetry of a bubble by collisions with others: see Appendix B on this point.

In the following discussion, we first make our notation clear. Then, after discussing the condition for no bubble nucleation inside the past light cones, we consider single- and double-bubble contributions separately. The final expressions are Eqs. (31) and (32), and those who need only the final GW spectrum may skip to Sec. IV.

A. Notations

We first fix our notations and conventions used in the following argument. We denote the two spacetime points in the two-point correlator as (see Fig. 3 and 4)

\[
\begin{align*}
 x &= (t_x, \vec{x}), \quad y = (t_y, \vec{y}),
\end{align*}
\]

We sometimes use the time variables \( (T, t_d) \) defined as

\[
T = \frac{t_x + t_y}{2}, \quad t_d = t_x - t_y,
\]

instead of \((t_x, t_y)\). Also, we write their spacial separation as

\[
\vec{r} \equiv \vec{x} - \vec{y}, \quad r \equiv |\vec{r}|.
\]

We often consider past light cones of \( x \) and \( y \), which are denoted by \( S_x \) and \( S_y \). The regions inside \( S_x \) and \( S_y \) are called \( V_x \) and \( V_y \), respectively, and we write their union as \( V_{xy} \equiv V_x \cup V_y \). Since we consider bubbles with wall width \( l_B \), we also define the spacetime points

\[
\begin{align*}
 x + \delta &\equiv (t_x + l_B, \vec{x}), \quad y + \delta = (t_y + l_B, \vec{y}),
\end{align*}
\]

whose past light cones are denoted by \( S_{x+\delta} \) and \( S_{y+\delta} \), respectively. We also define the following regions

\[
\begin{align*}
 \delta V_x &\equiv V_{x+\delta} - V_x, \quad \delta V_y \equiv V_{y+\delta} - V_y,
\end{align*}
\]

whose intersection is denoted by

\[
\delta V_{xy} \equiv \delta V_x \cap \delta V_y.
\]

In addition, we define

\[
\delta V_x^{(y)} \equiv \delta V_x - V_{y+\delta}, \quad \delta V_y^{(x)} \equiv \delta V_y - V_{x+\delta},
\]

as shown in Fig. 3. Also, in Fig. 4, we show how Fig. 3 looks in 2 + 1 dimensions.

On a constant-time hypersurface \( \Sigma \) at time \( t \), the two past light cones \( S_x \) and \( S_y \) form spheres, as shown in Fig. 5. We call these two spheres \( C_x(t) \) and \( C_y(t) \), whose centers are labelled by \( O_x \) and \( O_y \), respectively. The radii of \( C_x(t) \) and \( C_y(t) \) are given by

\[
\begin{align*}
 r_x(t) &\equiv t_x - t, \quad r_y(t) \equiv t_y - t.
\end{align*}
\]

These spheres \( C_x(t) \) and \( C_y(t) \) have an intersection for time \( t < t_{xy} \) with

\[
\begin{align*}
 t_{xy} &\equiv \frac{t_x + t_y - r}{2},
\end{align*}
\]

Let us consider arbitrary points \( P_x(t) \) on \( C_x(t) \) and \( P_y(t) \) on \( C_y(t) \), and we denote unit vectors from \( O_x \) and \( O_y \) to \( P_x(t) \) and \( P_y(t) \) as \( n_x(t) \) and \( n_y(t) \), respectively. We parameterize these two unit vectors by the azimuthal and polar angles around \( \vec{r} \) as

\[
\begin{align*}
 n_x &\equiv (s_x \cos \phi_x, s_x \sin \phi_x, c_x), \quad n_y \equiv (s_y \cos \phi_y, s_y \sin \phi_y, c_y),
\end{align*}
\]

where the label \( t \) has been omitted for simplicity. Also, we use shorthand notations \( c_x(s_x) \equiv \cos \theta_x(s_x) \) and \( c_{\phi x}(s_{\phi x}) \equiv \cos \phi_x(s_{\phi x}) \) etc. in the following. We sometimes need to label an arbitrary point on the intersection of \( C_x(t) \) and \( C_y(t) \). We denote such point by \( P(t) \), and also denote the unit vectors from \( O_x \) and \( O_y \) to \( P(t) \) as \( n_{xX}(t) \) and \( n_{yX}(t) \), respectively. These unit vectors are parameterized by the azimuthal and polar angles \( \theta_{xX}(t) \), \( \theta_{yX}(t) \), \( \phi_{xX}(t) \) and \( \phi_{yX}(t) \) around \( \vec{r} \). Especially, the cosines of the polar angles are given by

\[
\begin{align*}
 c_{xX}(t) &\equiv \cos \theta_{xX}(t) = -\frac{r_x(t)^2 + r^2 - r_y(t)^2}{2r_x(t)r},
\end{align*}
\]

\[
\begin{align*}
 c_{yX}(t) &\equiv \cos \theta_{yX}(t) = \frac{r_y(t)^2 + r^2 - r_x(t)^2}{2r_y(t)r}.
\end{align*}
\]

B. False vacuum probability

1. Probability for one point to remain in the false vacuum

For illustrative purpose, we first consider the probability \( P(x) \) that a spacetime point \( x \) is in the false vacuum. This occurs if and only if no bubbles are nucleated in \( V_x \). Dividing \( V_x \) into infinitesimal four-dimensional regions \( dV_x^2 \) so that \( V_x = \bigcup_i dV_x^2 \), the probability that no bubbles
are nucleated in $dV^i_x$ is given by $(1 - \Gamma dV^i_x)$. Thus $P(x)$ is written as

$$P(x) = \prod_i (1 - \Gamma dV^i_x) = e^{-I(x)}, \quad (39)$$

with

$$I(x) = \int_{V_x} d^4z \, \Gamma(z). \quad (40)$$

2. Probability for two points to remain in the false vacuum

Next let us consider the probability $P(x, y)$ that given two points $x$ and $y$ both remain in the false vacuum. This probability is expressed in the same way as before

$$P(x, y) = e^{-I(x,y)}, \quad I(x, y) = \int_{V_{xy}} d^4z \, \Gamma(z). \quad (41)$$

Below we assume spacelike separation $r > |t_x - t_y|$, since only such configuration is relevant for the calculation of GW spectrum, due to the envelope approximation. Then $I(x, y)$ is written as

$$I(x, y) = I^{(y)}_x + I^{(x)}_y, \quad (42)$$

$$I^{(y)}_x = \int_{t_{xy}}^{t_{xy}} dt \, \frac{\pi}{3} r_x(t)(2 - c_{x}(t))(1 + c_{x}(t))^2$$

$$+ \int_{t_{xy}}^{t_{xy}} dt \, \frac{4\pi}{3} r_x(t)^3 \Gamma(t) \quad (43)$$

$$I^{(x)}_y = I^{(y)}_x|_{x \leftrightarrow y}. \quad (44)$$

Here we have different integrands for $t \in [-\infty, t_{xy}]$ and otherwise, because for the former the integrated volume do not form complete spheres. The time integration can be performed to give

$$I(x,y) = 8\pi \Gamma(T) I(t_d, r), \quad (45)$$

$$I(t_d, r) = e^{t_d/2} + e^{-t_d/2} + \frac{t_d^2 - (r^2 + 4r)}{4r} e^{-r/2}, \quad (46)$$

where we have changed the variables from $(t_x, t_y)$ to $(T, t_d)$, and adopted $\beta = 1$ unit without loss of generality.

$^f$ In the envelope approximation, it is impossible for two spacetime points $x = (t_x, \vec{x})$ and $y = (t_y, \vec{y})$ with timelike separation $t_x - t_y > r$ to be on bubble wall(s). This is because the spacial point $\vec{x}$ is caught up before $t = t_x$ by the bubble wall which passed through $y$. 

FIG. 3: Notations for quantities on the past light cones of $x$ and $y$.

FIG. 4: How the light cones in Fig. 3 look like in 2 + 1 dimensions. The yellow circles represent the nucleation points for single-bubble (on the red central arrows) and double-bubble (on the blue separate arrows) contributions. The red line along the intersection of the two light cones shows $\delta V_{xy}$ in Fig. 3.

FIG. 5: Notations for quantities on the constant-time hypersurface $\Sigma_t$. The red diamond-shaped region denotes the one where a bubble nucleate in single-bubble spectrum (see Sec. III C), while the outer blue regions between the dotted lines denote the ones where bubbles nucleate in double-bubble spectrum (see Sec. III D).
C. Single-bubble spectrum

We now evaluate the single-bubble contribution to the correlator \( \langle T_{ij} T_{kl} \rangle^{(s)}(t_x, t_y, \vec{r}) \). With the envelope approximation, the following two conditions are required in order for a single bubble to give nonvanishing energy-momentum tensor at both \( x \) and \( y \):

- No bubbles are nucleated in \( V_{xy} \).
- At least one bubble is nucleated in \( \delta V_{xy} \).

Note that the last condition reduces to “Only one bubble is nucleated in \( \delta V_{xy} \)” in the thin-wall limit \( \ell_B \to 0 \). Below, we briefly derive the GW spectrum via single-bubble contribution starting from these two conditions. The final expression is Eq. (54), and the details of the calculation are summarized in Appendix A.

From above considerations, single-bubble contribution to the energy-momentum tensor is factorized in the following way (“s” denotes “single”)

\[
\langle T_{ij} T_{kl} \rangle^{(s)}(t_x, t_y, \vec{r}) = P(t_x, t_y, r) \int_{-\infty}^{t_y} dt_n \Gamma(t_n) T_{ij,kl}^{(s)}(t, t_x, t_y, \vec{r}), \quad (47)
\]

where \( T_{ij,k\ell} \) is the value of \( T_{ij}(x)T_{kl}(y) \) by the wall of the bubble nucleated at time \( t_n \) (see Fig. 3 and 4). This is calculated as

\[
T_{ij,kl}^{(s)} = \left( \frac{4\pi}{3} r_x(t_n)^3 \cdot \kappa \rho_0 \cdot \frac{1}{4\pi r_x(t_n)^2\ell_B} \right) \times \left( \frac{4\pi}{3} r_y(t_n)^3 \cdot \kappa \rho_0 \cdot \frac{1}{4\pi r_y(t_n)^2\ell_B} \right) \times \int_{R_{xy}} d^3 x \,(N_x(t_n))_{ij,kl}, \quad (48)
\]

with \( (N_x)_{ijkl} \equiv (n_{xx})_i (n_{xx})_j (n_{xy})_k (n_{xy})_l \). Here \( R_{xy} \equiv \delta V_{xy} \cap \Sigma_{t_n} \) is the ring made by rotating the diamond-shape shown in Fig. 5 around the axis \( \vec{r} \). The integration by the nucleation time \( t_n \) in Eq. (17) can be performed explicitly, and after taking the projection \( K \) in Eq. (16) into account, we have

\[
K_{ij,kl}(\hat{k})K_{jm,ln}(\hat{l})\langle T_{kl} T_{mn} \rangle^{(s)}(t_x, t_y, \vec{r}) = \frac{2\pi \kappa^2 \rho_0^2 \Gamma(T)}{9} \frac{e^{-r/2}}{r^5} P(t_x, t_y, r) \times \left[ \frac{1}{2} F_0 + \frac{1}{4} (1 - (\hat{r} \cdot \hat{k})^2) F_1 + \frac{1}{16} (1 - (\hat{r} \cdot \hat{k})^2)^2 F_2 \right], \quad (49)
\]

with \( F \) functions given by

\[
F_0 = 2(r^2 - t_d^2)^2(r^2 + 6r + 12), \quad (50)
\]

\[
F_1 = 2(r^2 - t_d^2) \left[ -r^2 (r^3 + 4r^2 + 12r + 24) + t_d^2 (r^3 + 12r^2 + 60r + 120) \right], \quad (51)
\]

\[
F_2 = \frac{1}{2} \left[ r^4 (r^4 + 4r^3 + 20r^2 + 72r + 144) - 2t_d^2 r^2 (r^4 + 12r^3 + 84r^2 + 360r + 720) + t_d^4 (r^4 + 20r^3 + 180r^2 + 840r + 1680) \right]. \quad (52)
\]

Note that we have changed the time variables from \((t_x, t_y)\) to \((T, t_d)\). Also note that the correlator has now been successfully expressed analytically. Performing the integration over the angle between \( \vec{r} \) and \( \vec{k} \) in Eq. (16), we find

\[
\Pi^{(s)}(t_x, t_y, \vec{k}) = \frac{4\pi^2}{9} \kappa^2 \rho_0^2 \Gamma(T) \int_0^\infty dr e^{-r/2} \frac{P(t_x, t_y, r)}{r^5} \left[ j_0(kr) F_0 + \frac{j_1(kr)}{kr} F_1 + \frac{j_2(kr)}{k^2r^2} F_2 \right]. \quad (53)
\]

Then the integration over \( T \) in Eq. (23) is performed by using the equality \( \int_{-\infty}^\infty dY e^{-Xe^Y + nY} = (n - 1)/X^n \), and we obtain

\[
\Delta^{(s)} \equiv \frac{k^3}{12\pi} \int_0^\infty dt_d \int_{t_d}^\infty dr \frac{e^{-r/2} \cos(k \ell_d)}{r^3 \ell(T, t_d)} \times \left[ j_0(kr) F_0 + \frac{j_1(kr)}{kr} F_1 + \frac{j_2(kr)}{k^2r^2} F_2 \right], \quad (54)
\]

where \( j_{0,1,2} \) denote the spherical Bessel functions given in Appendix A.

D. Double-bubble spectrum

Next we evaluate the double-bubble contribution to the correlator \( \langle T_{ij} T_{kl} \rangle^{(s)} \). With the envelope approximation, the following two conditions are necessary and sufficient for two different bubbles to give nonvanishing energy-momentum tensor at \( x \) and \( y \):

- No bubbles are nucleated in \( V_{xy} \).
- At least one bubble is nucleated in \( \delta V_{xy} \).

Note that the last condition reduces to “Only one bubble is nucleated in each of \( \delta V_{xy}^{(x)} \) and \( \delta V_{xy}^{(y)} \)” in the thin-wall limit \( \ell_B \to 0 \). Below we derive the GW spectrum via double-bubble contribution starting from these two conditions. The final result is given by Eq. (63).

From above considerations, the two-bubble contribution to the energy-momentum tensor is decomposed as
\[ \langle T_{ij} T_{kl} \rangle (t_x, t_y, r) = P(t_x, t_y, r) \]
\[ \times \int_{-\infty}^{t_x} dt_x \mathcal{N}(t_x) \int \mathcal{D} z_x \mathcal{N}_x(t_x, z_x, t_x, r) \]
\[ \times \int_{-\infty}^{t_y} dt_y \mathcal{N}(t_y) \int \mathcal{D} z_y \mathcal{N}_y(t_y, z_y, t_y, r) , \]

where \( \mathcal{T}_{x,i} \) and \( \mathcal{T}_{y,k} \) are the energy-momentum tensor by the bubble wall nucleated in \( \delta \mathcal{N}_x \) and \( \delta \mathcal{N}_y \) evaluated at the spacetime points \( x \) and \( y \), respectively. They are given by

\[ \mathcal{T}_{x,i} (t_x, z_x, t_x, r) = \left( \frac{4 \pi}{3} r (t_x)^3 \cdot \kappa \rho_0 \cdot \frac{1}{4 \pi r (t_x)^2 \mu_B} \right) (n_x)_i (n_x)_j , \]
\[ \mathcal{T}_{y,k} (t_y, z_y, t_y, r) = \left( \frac{4 \pi}{3} r (t_y)^3 \cdot \kappa \rho_0 \cdot \frac{1}{4 \pi r (t_y)^2 \mu_B} \right) (n_y)_i (n_y)_j . \]

(56)

Here the arguments \( t_x \) and \( t_y \) in \( n_x \) and \( n_y \) are omitted for simplicity. Note that the time integration is over \([-\infty, t_x] \) in Eq. (55), because the integration region \( t_x > t_y \) or \( t_y > t_x \) gives spherically symmetric contribution and thus vanishes (see Fig. 3 and notice that the nucleation points \( P_x \) and \( P_y \) run over the whole sphere for these nucleation times). Also note that the contribution to \( x \) and that to \( y \) factorize in Eq. (55) because the two bubbles nucleate independently of each other (see Fig. 3 and 4). There are no special directions except for \( r \), and therefore \( \mathcal{T}_{x,i} (z = x, y) \) is decomposed as follows after integration over the nucleation time \( t_z \):

\[ \int_{-\infty}^{t_z} dt_z \int d^3 z_x \mathcal{T}_{x,i} (t_z, z_x, t_z, r) \]
\[ = A_{x,i} (t_x, t_y, r) \delta_{ij} + B_{x,i} (t_x, t_y, r) \delta_{ij} \]

(57)

Here \( A_{x,i} \) and \( B_{x,i} \) depend on both \( t_x \) and \( t_y \) because the integration region for \( z_x \) is affected by the other points. After the projection by \( K \), only \( B \) component survives:

\[ K_{kl, i} K_{ij,-mn} (T_{kl} T_{mn}) (t_x, t_y, r) \]
\[ = \frac{1}{2} P(t_x, t_y, r) B_{x,i} (t_x, t_y, r) B_{y,j} (t_x, t_y, r) (1 - (r \cdot k)^2)^2 , \]

(58)

Taking \( \beta = 1 \) without loss of generality, we can calculate \( B \) as

\[ B_x (t_x, t_y, r) = -\frac{\pi}{6} \kappa \rho_0 \frac{e^{-r^2/2}}{r^3} \Gamma(T) G(t_x, r), \]
\[ B_y (t_x, t_y, r) = -\frac{\pi}{6} \kappa \rho_0 \frac{e^{-r^2/2}}{r^3} \Gamma(T) G(-t_x, r), \]

with \( G \) function given by

\[ G(t_x, r) = (r^2 - t_x^2) \left[ (r^2 + t_x^2)^2 + t_x^2 (r^2 + 2r + 12) \right] . \]

(61)

Note that we have now expressed the correlator analytically. As in the single-bubble case, the angular integration is readily calculated

\[ \Pi^{(d)} (t_x, t_y, k) \]
\[ = \frac{4 \pi^3}{9} k^2 \rho_0^2 \Gamma(T)^2 \int_0^\infty dr P(t_x, t_y, r) e^{-r} \]
\[ \times \frac{j_2 (kr)}{k^2 r^2} G(t_x, r) G(-t_x, r) . \]

(62)

Substituting this into Eq. (23), and performing \( T \) integration again by using the equality \( \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dY e^{-X e^Y + nY} = (n - 1)! / X^n \), we have

\[ \Delta = \frac{k^3}{96 \pi} \int dt_x \int_{t_x}^\infty dt_y \int_{0}^{\infty} dr \int_{0}^{\infty} e^{-r} \cos(k t_x) \]
\[ \int_{0}^{\infty} \int_{0}^{\infty} e^{-r} \cos(k t_y) \]
\[ \times \frac{j_2 (kr)}{k^2 r^2} G(t_x, r) G(-t_x, r) . \]

(63)

IV. NUMERICAL ESTIMATION

Since the remaining integrations in Eqs. (59) and (60) cannot be performed explicitly, we evaluate them numerically in this section.

In Fig. 6, the single- and double-bubble spectra \( \Delta^{(s)} \) and \( \Delta^{(d)} \) as well as their sum \( \Delta = \Delta^{(s)} + \Delta^{(d)} \) are plotted. As seen from the figure, the low and high frequency behavior is

\[ \Delta^{(s)} \sim \begin{cases} k^3 & (k/\beta \lesssim 1) \\ k^{-1} & (1 \lesssim k/\beta) \end{cases} , \]

(64)

\[ \Delta^{(d)} \sim \begin{cases} k^3 & (k/\beta \lesssim 1) \\ k^{-1} & (1 \lesssim k/\beta \lesssim 10) \\ k^{-2} & (10 \lesssim k/\beta) \end{cases} . \]

(65)

Since \( \Delta^{(s)} \) always dominates \( \Delta^{(d)} \), their sum \( \Delta \) behaves as

\[ \Delta \sim \begin{cases} k^3 & (k/\beta \lesssim 1) \\ k^{-1} & (1 \lesssim k/\beta) \end{cases} , \]

(66)

and thus the high-frequency behavior in Ref. [36] is confirmed. Notice that we have restored \( \beta \) in the expressions above.

Here we provide a fitting formula for the spectrum

\[ \Delta = \frac{\Delta_{\text{peak}}}{c_1 \left( f_{\text{peak}} \right)^{-3} + (1 - c_1 - c_h) \left( f_{\text{peak}} \right)^{-1} + c_h \left( f_{\text{peak}} \right)} , \]

(67)

with \( \Delta_{\text{peak}} = 0.043, f_{\text{peak}} / \beta = 1.24/2\pi \approx 0.20 \) and \( c_1, c_h = (0.064, 0.48) \). Here "low-" and "high-" denote "low-frequency" and "high-frequency", respectively, and note
that $f/f_{\text{peak}} = k/k_{\text{peak}}$. This formula reproduces the true spectrum within 8% error. The present spectrum is obtained by substituting Eq. (67) into Eq. (26), with $f_{\text{peak}}$ given by the present value (25).

V. FINITE VELOCITY

Though we have assumed luminal bubble walls in Secs. III–IV, we can easily generalize our results to an arbitrary value of the wall velocity. Just replacing parameters as $r_* \to r_*/v$ and $k \to v k$, we can estimate GWs in almost the same way as in the luminal case. As a result, we only have to replace the correlation function of the energy-momentum tensor as

$$\Pi(t_x, t_y, k) \to v^3 \Pi(t_x, t_y, v k),$$  \hspace{1cm} (68)

which means that the correlation function for $v \neq c$ is given by $\Pi = \Pi_v(t_x, t_y, k) = v^3 \Pi_v(t_x, t_y, v k)$ with $\Pi_v$ and $\Pi_c$ being the correlation function in $v \neq c$ and $v = c$ case, respectively. Therefore we obtain

$$\Delta = \Delta^{(s)} + \Delta^{(d)},$$  \hspace{1cm} (69)

with

$$\Delta^{(s)} = \frac{v^3 k^3}{12\pi} \int_0^\infty dt_d \int_t_r^\infty dr \frac{e^{-\gamma/2} \cos(k t_d)}{r^3 I(t_d, r)} \times \left[ j_0(v k r) F_0 + \frac{j_1(v k r)}{v k r} F_1 + \frac{j_2(v k r)}{v^2 k^2 r^2} F_2 \right],$$  \hspace{1cm} (70)

$$\Delta^{(d)} = \frac{v^3 k^3}{96\pi} \int_0^\infty dt_d \int_t_r^\infty dr \frac{e^{-\gamma/2} \cos(k t_d)}{r^3 I(t_d, r)} \times \frac{j_2(v k r)}{v^2 k^2 r^2} G(t_d, r) G(-t_d, r).$$  \hspace{1cm} (71)

Note that all the quantities are normalized by $\beta$ in the expressions above.

As in the luminal case, it is difficult to proceed further in an analytical way, and hence we perform numerical calculation. Fig. 4 is the plot of the GW spectrum $\Delta$ for $v = 1, 0.1$ and $0.01$ from top to bottom. The single- and double-bubble spectra are also shown in the same figure. From these plots one sees that $\Delta^{(d)}$ behaves $k^{-2}$ only for $v = c$, and in other cases $\Delta^{(s)}$ and $\Delta^{(d)}$ both behave as $\propto k^3 \times k^{-3}$ for low and high frequencies, respectively. This behavior is understood with the following Taylor expansion of $\Delta^{(d)}/v^3$ in terms of the wall velocity:

$$\frac{\Delta^{(d)}}{v^3} = \left( \frac{\Delta^{(d)}}{v^3} \right)^{(0)} + \left( 1 - \frac{v}{c} \right) \left( \frac{\Delta^{(d)}}{v^3} \right)^{(1)} + \cdots$$  \hspace{1cm} (72)

Here note that all the terms vanish except for the first one for $v = c$. The next-leading term given by

$$\left( \frac{\Delta^{(d)}}{v^3} \right)^{(1)} = \frac{k^3}{96\pi} \int_0^\infty dt_d \int_t_r^\infty dr \frac{e^{-\gamma/2} \cos(k t_d)}{r^3 I(t_d, r)} \times \frac{j_2(v k r)}{v^2 k^2 r^2} G(t_d, r) G(-t_d, r),$$  \hspace{1cm} (73)

is plotted in Fig. 8 and it shows a clear $k^{-1}$ dependence in high frequency region. This makes $\propto k^{-1}$ behavior in the spectra in Fig. 7 except for $v = c$. Our result is consistent with Ref. 36 qualitatively, and also quantitatively within a factor of 2.

Finally we provide approximate formulae for the frequency and the spectrum at the peak, as well as the one for the present GW spectrum. The wall-velocity dependence of the peak frequency and amplitude is shown in Figs. 9–10 as blue lines, while the red lines are the following fitting formulae:

$$f_{\text{peak}} = \frac{0.35}{1 + 0.069 v + 0.69 v^4},$$  \hspace{1cm} (74)

$$\Delta_{\text{peak}} = \frac{0.48v^3}{1 + 5.3 v^2 + 5.0 v^4},$$  \hspace{1cm} (75)

which reproduce the true spectrum within 5% and 3% errors, respectively. The present peak frequency and amplitude are obtained by using Eqs. (25)–(26), which are shown here again

$$f = 1.65 \times 10^{-5}\text{Hz} \left( \frac{f_{\text{peak}}}{\beta} \right) \left( \frac{\beta}{H_*} \right) \left( \frac{T_*}{10^2\text{GeV}} \right) \left( \frac{g_*}{100} \right)^{1/2},$$  \hspace{1cm} (76)

$$\Omega_{\text{GW}} h^2 = 1.67 \times 10^{-5} \kappa^2 \left( \frac{H_*}{\beta} \right)^{-2} \left( \frac{\alpha}{1 + \alpha} \right)^2 \left( \frac{g_*}{100} \right)^{-\frac{1}{2}},$$  \hspace{1cm} (77)

where $H_*$ and $T_*$ are the Hubble parameter at the transition and the temperature of the universe just after the transition, respectively, $g_*$ is the number of relativistic degrees of freedom at temperature $T_*$, $\kappa$ is the efficiency factor defined in Eq. (2), and $\alpha$ and $\beta$ are the fraction of the released energy density and the parameter in the nucleation rate defined in Eqs. (21) and (4), respectively.
FIG. 7: Plot of the GW spectrum $\Delta$ (blue) for $v = 1, 0.1$ and 0.01 from top to bottom. Red and yellow lines correspond to single and double bubble spectrum $\Delta^{(s)}$ and $\Delta^{(d)}$, respectively.

FIG. 8: Plot of the expansion coefficient $(\Delta^{(d)}/v^3)^{(1)}$ in Eq. (2) (blue) and an auxiliary line proportional to $k^{-1}$ (black). This figure shows that $(\Delta^{(d)}/v^3)^{(1)}$ scales as $k^{-1}$ for high frequencies.

VI. DISCUSSION AND CONCLUSIONS

In this paper, we have derived analytical expressions for the gravitational wave (GW) spectrum from bubble collision during cosmological first-order phase transition, with thin-wall and envelope approximations in a flat background. (see Eqs. (63) and (64)). The point is that we have only to know the two-point correlator of the energy-momentum tensor $\langle T(x)T(y) \rangle$, which in fact can be expressed in an analytic way. As a result, it is found that the most of the contributions to the spectrum come from single-bubble contribution to the correlator, and in addition the fall-off of the spectrum at high frequencies is found to be proportional to $f^{-1}$. We have also provided some fitting formulae for the spectrum (Eq. (67) and Eqs. (74)–(77)).

The key assumption which makes the analytic formulae quite simple is the thin-wall approximation, because this assumption enables us to classify various contributions to $\langle T(x)T(y) \rangle$ just as “single-bubble” and “double-bubble” in Sec. III. Therefore, it will be possible to extend our method to more general setups as long as we adopt the thin-wall approximation. For example, it may be possible to consider more general bubble nucleation rate or to include expansion of the universe. In addition, it is possible to calculate the GW spectrum analytically without the envelope approximation [42]. We leave such studies as future work.
Here we have used $r_x s_{y x} = r_y s_{y x} \ (= r_\perp$ in Fig. 3, $-r_x c_{y x} + r_y c_{y x} = r$ and $K_{ij,kl}K_{ij,mn} = K_{kl,mn}$. Also, $\phi$ $(= \phi_{y x} = \phi_{y x}$ in Fig. 3) is the azimuthal angle around $\vec{r}$. Since there is no special direction except for $\vec{r}$, the correlator $(T_i T_k)^{(s)}$ has only the following terms
\[
(T_i T_k)^{(s)} = a_1 \delta i_j \delta k_l + a_2 \frac{1}{2} (\delta i_k \delta j_l + \delta i_l \delta j_k) + b_1 \delta i_j \delta k_l + b_2 \delta k_i \delta r_j + b_3 \frac{1}{4} (\delta i_k \delta j_r + \delta i_r \delta j_k + \delta j_r \delta i_k + \delta j_l \delta i_k) + c_1 i_j \delta k_l + d_3 \delta k_i \delta r_l,
\]
(A6)
with $a$, $b$, and $c$ denoting some coefficients. After projection, only a few terms survive:
\[
K_{ij,kl}K_{ij,mn}(\hat{k}) = 2a_2 + (1 - c_2)^2 b_3 + \frac{1}{2} (1 - c_2^2) c_1,
\]
(A7)
with $c_2 \equiv \vec{r} \cdot \hat{k}$. Coefficients $a$, $b$, $c$ can be extracted by identifying $\vec{r}$ as $z$ direction
\[
(T_{xx} T_{xx})^{(s)} = a_1 + a_2, \quad (T_{xy} T_{xy})^{(s)} = \frac{1}{2} a_2,
\]
\[
(T_{xx} T_{zz})^{(s)} = a_1 + b_1, \quad (T_{zz} T_{xx})^{(s)} = a_1 + b_2,
\]
\[
(T_{xx} T_{zz})^{(s)} = \frac{1}{2} a_2 + \frac{1}{4} b_3,
\]
\[
(T_{zz} T_{zz})^{(s)} = a_1 + a_2 + b_1 + b_2 + b_3 + c_1,
\]
(A8)
which give
\[
a_2 = 2(T_{xy} T_{xy})^{(s)}, \quad b_3 = 4((T_{xx} T_{zz})^{(s)} - (T_{xy} T_{xy})^{(s)}),
\]
\[
c_1 = (T_{xx} T_{xx})^{(s)} - ((T_{xx} T_{xx})^{(s)} + (T_{zz} T_{xx})^{(s)}) - 4(T_{xx} T_{zz})^{(s)} + (T_{zz} T_{zz})^{(s)}.
\]
(A9)
Therefore, we can write down the projected correlator as
\[
K_{ij,kl}(\hat{k})K_{ij,mn}(\hat{k})(T_{kl} T_{mn})^{(s)} = \begin{pmatrix}
\frac{4\pi}{3} r_x (t_n) \cdot \kappa \rho_0 \cdot \frac{1}{4\pi r_x (t_n)^2 I_B} \\
\frac{4\pi}{3} r_y (t_n) \cdot \kappa \rho_0 \cdot \frac{1}{4\pi r_y (t_n)^2 I_B} \\
\end{pmatrix}
\times \begin{pmatrix}
\int_{R_{xy}} a^2 z (N_x)_{ijkl} \end{pmatrix},
\]
(A4)
with $(N_x)_{ijkl} = (n_{x x}, n_{x y}, n_{y x}, n_{y y})$. Here $R_{xy} = \delta V_{xy} \cap \Sigma_{t_n}$ is the ring made by rotating the diamond-shape shown in Fig. 3 around the axis $\vec{r}$. In the following we omit the argument $t_n$ in $r_x(t_n)$ and $r_y(t_n)$. Taking the projection operator $K$ into account, and noting that the area of the diamond in Fig. 3 is $l_B^2 / \sin(\theta_x - \theta_y)$, we have
\[
K_{ij,kl}(\hat{k})K_{ij,mn}(\hat{k})(T_{kl} T_{mn})^{(s)} = \begin{pmatrix}
\frac{4\pi}{3} r_x (t_n) \cdot \kappa \rho_0 \cdot \frac{1}{4\pi r_x (t_n)^2 I_B} \\
\frac{4\pi}{3} r_y (t_n) \cdot \kappa \rho_0 \cdot \frac{1}{4\pi r_y (t_n)^2 I_B} \\
\end{pmatrix}
\times \begin{pmatrix}
\int_{R_{xy}} a^2 z (N_x)_{ijkl} \end{pmatrix},
\]
(A5)
Using \( r_x s_{y x} = r_y s_{y x} \), we may arrange the expressions in the square parenthesis so that \( s_x \) and \( s_y \) appear only in \( s_x^2 \) and \( s_y^2 \):

\[
K_{ij,kl}(\hat{k})K_{ij,mn}(\hat{k})(T_{kl}T_{mn})^{(s)}(t_x, t_y, \hat{r}) = \frac{2\pi}{\kappa} P(t_x, t_y, r) \int_{-\infty}^{r_y} dt_n \frac{\Gamma(t_n)}{r} \left[ \frac{1}{2} F_0 + \frac{1}{4} (1 - c_{rk}^2) F_1'' + \frac{1}{16} (1 - c_{rk}^2)^2 F_2'' \right],
\]

(A14)

with

\[
F_0'' = r_x r_y^2 s_x s_y x,
\]

(A15)

\[
F_1'' = r_x r_y [4c_{x y} c_{x y} (r_x^2 s_x^2 + r_y^2 s_y^2) - 2r_x r_y s_x^2 s_y^2],
\]

(A16)

\[
F_2'' = r_x r_y [r_x r_y (19c_{x y}^2 r_x^2 s_x^2 - 7(c_{x y}^2 + c_{y x}^2) + 3) - 8c_{x y} c_{y x} (r_x^2 s_x^2 + r_y^2 s_y^2)].
\]

(A17)

This allows us to express the integrand without square roots coming from \( s_{x x} = \sqrt{1 - c_{x x}^2} \). etc.

Now the integration by the nucleation time \( t_n \) can be performed explicitly by changing the integration variable from \( t \) to \( t_T \equiv t_n - T \). Here notice that \( t_T \) integration is from \(-\infty \) to \(-r/2 \) since \( t_{xy} = T - r/2 \). Also note that \( F_0'', F_1'' \) and \( F_2'' \) are polynomials in \( t_T \) and that \( \Gamma(t_n) \) can be factorized as \( \Gamma(t_n) = \Gamma(T)e^{t_T} \). As a result, we obtain

\[
K_{ij,kl}(\hat{k})K_{ij,mn}(\hat{k})(T_{kl}T_{mn})^{(s)}(t_x, t_y, \hat{r}) = \frac{2\pi}{9} P(t_x, t_y, r) \Gamma(T) \frac{e^{-r/2}}{r^2} \left[ \frac{1}{2} F_0 + \frac{1}{4} (1 - c_{rk}^2) F_1 + \frac{1}{16} (1 - c_{rk}^2)^2 F_2 \right],
\]

(A18)

with \( F \) functions given by

\[
F_0 = 2(r^2 - t_d^2)^2 (r^3 + 6r + 12),
\]

(A19)

\[
F_1 = 2(r^2 - t_d^2) \left[ -r^2 (r^3 + 4r^2 + 12r + 24) + t_d^2 (3r^2 + 12r^2 + 60r + 120) \right],
\]

(A20)

\[
F_2 = \frac{1}{2} \left[ r^4 (r^2 + 4r^3 + 20r^2 + 72r + 144) - 2t_d^2 (r^4 + 12r^3 + 84r^2 + 360r + 720) + t_d^4 (r^4 + 20r^3 + 180r^2 + 840r + 1680) \right].
\]

(A21)

In Eq. (A2) the integration by the angle between \( \hat{x} \) and \( \hat{k} \) is easily calculated, since the angular dependence appears only through \( c_{rk} \). Noting that

\[
\int_{-1}^{1} dc e^{icx} = 2j_0(x), \quad \int_{-1}^{1} dc e^{icx} (1 - c^2) = \frac{4j_1(x)}{x}, \quad \int_{-1}^{1} dc e^{icx} (1 - c^2)^2 = \frac{16j_2(x)}{x^2},
\]

(A22)

with \( j_i \) being the spherical Bessel functions

\[
\begin{align*}
    j_0(x) &= \frac{\sin x}{x}, \\
    j_1(x) &= \frac{\sin x - x \cos x}{x^2}, \\
    j_2(x) &= (3 - x^2) \sin x - 3x \cos x, \\
    j_3(x) &= \frac{(15 - 6x^2) \sin x - (15x - x^3) \cos x}{x^4},
\end{align*}
\]

(A23)

we have

\[
\Pi^{(s)}(t_x, t_y, k) = \frac{4\pi^2}{9} \kappa^2 r_0^2 \Gamma(T) \int_{0}^{\infty} dr \frac{e^{-r/2}}{r^2} P(t_x, t_y, r) \left[ j_0(kr) F_0 + \frac{j_1(kr)}{kr} F_1 + \frac{j_2(kr)}{k^2 r^2} F_2 \right].
\]

(A24)

Finally, let us consider the integration with respect to \( T \equiv (t_1 + t_2)/2 \) in Eq. (A1). Since \( P(x, y) \) is given by (see Eq. (A5))

\[
P(x, y) = e^{-8\pi \Gamma(T) I_{(x,y)}},
\]

(A25)

\( T \) dependence of \( \Pi^{(s)}(t_x, t_y, k) \) appears through the combination \( \Gamma(T)e^{-8\pi \Gamma(T) I_{(x,y)}} \).

By using the equality \( \int_{-\infty}^{\infty} dY e^{-\Delta x Y^2 + \lambda Y} = (n - 1)!/X^n \), the integration with respect to \( T \) is performed analytically. After all, we have

\[
\Delta^{(s)} = \frac{k^3}{12\pi} \int_{0}^{\infty} dt_d \int_{t_d}^{\infty} dr \frac{e^{-r/2} \cos(kt_d)}{r^2 I_{(t_d, r)}} \left[ j_0(kr) F_0 + \frac{j_1(kr)}{kr} F_1 + \frac{j_2(kr)}{k^2 r^2} F_2 \right].
\]

(A26)

**Appendix B: Comment on “spherical symmetry”**

It is well known that spherically symmetric objects do not radiate gravitational waves. In this appendix we explain why this “spherical symmetry” argument do no undermine our calculation, especially the single-bubble contribution.

As is obvious from the derivation, our formalism, especially the single-bubble contribution, does not mean that the two evaluation points \( \vec{x} \) and \( \vec{y} \) are summed over the surface of a sphere. Instead, we first fix these evaluation points, and then sum over all the bubble configurations where the two bubble wall fragments originate from a single nucleation point. The very process of fixing \( x \) and \( y \) automatically takes into account the breaking of the spherical symmetry, because the parts of the bubble wall propagating towards the evaluation points are required to be uncollided until they reach these points, while no condition is imposed on other parts of the wall.

We illustrate this point in Fig. [II] Suppose we fix \( x \) and \( y \) so that \( t_x = t_y \). Then, at this evaluation time,
bubble walls in (1) and (2) regions remain uncollided and form part of a complete sphere in some cases (first terms in the R.H.S. of the equations), while in other cases they are already collided with other walls (the other terms in the same equations). On the other hand, the bubble wall fragments propagating towards $\vec{x}$ and $\vec{y}$ must remain uncollided until the evaluation time. Therefore, our formalism has nothing to do with the “spherical symmetry” argument, and automatically takes account of the breaking of the spherical symmetry by bubble collisions.
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