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Abstract

We study the problem of reconstructing solutions of inverse problems when only noisy measurements are available. We assume that the problem can be modeled with an infinite-dimensional forward operator that is not continuously invertible. Then, we restrict this forward operator to finite-dimensional spaces so that the inverse is Lipschitz continuous. For the inverse operator, we demonstrate that there exists a neural network which is a robust-to-noise approximation of the operator. In addition, we show that these neural networks can be learned from appropriately perturbed training data. We demonstrate the admissibility of this approach to a wide range of inverse problems of practical interest. Numerical examples are given that support the theoretical findings.
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1 Introduction

In recent years, there has been an increasing interest in the field of deep learning [24, 41]. The central concept behind deep learning is that of artificial neural networks. The name is inspired by the concept of neural networks in biology [45], although the functioning of both artificial and biological neural networks possesses profound differences (see [55]). An artificial neural network can be viewed as a function with a composite structure which is typically organized in multiple layers. Neural networks have successfully formed the basis of several computational algorithms capable of performing different tasks ranging from image classification [40, 34, 32] and voice recognition [3] to natural language processing [69, 9]. Nowadays, several researchers are focusing on tailoring and implementing neural-network-based techniques for problems traditionally in the area of applied mathematics, such as partial differential equations [67, 60, 30], dynamical systems [15, 43], or inverse problems [7]. One theoretical reason for the success of deep learning is the fact that neural networks can efficiently approximate different functions belonging to various function spaces to high accuracies, see [29, 10] for surveys.

The main subject of this paper is the solution of infinite-dimensional, nonlinear, noisy inverse problems. Inverse problems are ubiquitous in natural sciences and applied mathematics [37]. In simple terms, inverse problems are concerned with identifying the causes of a given phenomenon when it is (partially) known. However, due to restrictions in time, cost, or even impossibility to measure the causes directly, these causes are often impossible to obtain in practice. Many inverse problems of practical relevance are ill-posed in the sense of Hadamard [22]. This implies that numerical reconstruction when only noisy data is available may lead to solutions differing substantially from the solution of the noiseless problem. As a remedy, various
methods to solve inverse problems from noisy data have been designed, such as the well-studied regularization methods \[37\] and, more recently, data-driven methods \[7\].

Inverse problems present themselves typically in the form of an equation \( F(x) = y \) where \( F \) is an operator between two suitable sets. The operator \( F \) is called the forward operator and is nonlinear in many cases of interest. The task of solving the inverse problem is to reconstruct \( x \) given \( F \) and a potentially inaccurate approximation of \( y \). As discussed before, a continuous inverse of \( F \) is rarely available and, therefore, noisy data can pose a significant challenge. One way to proceed is to determine when \( F^{-1} \) restricted to a suitable domain can be well approximated by robust neural networks, i.e., neural networks implementing Lipschitz functions, which dampen the noise. This is the approach taken in this work.

It is important to note that there is strong theoretical evidence for an intrinsic instability of neural-network-based reconstruction of inverse problems \[25, 19, 12\]. Indeed, even for linear inverse problems it appears to be impossible to stably compute high-accuracy solutions using deep learning. In this work, we advocate for a different point of view. While deep neural networks are often found to be incapable of producing high-accuracy solutions even if just very small noise is present, we will demonstrate that in a high-noise-regime neural networks can produce very robust solutions compared to the noise level. In fact, the noise is dampened if the trade-off between the intrinsic dimension of the problem and the dimension of the sampling space is favorable.

We describe our contribution in detail in the following subsection.

1.1 Our contribution

We are concerned with establishing the existence and practical computability of noise dampening neural networks that approximate the inverse of a forward operator associated to an infinite-dimensional inverse problem. For the sake of simplicity, all inverse problems are modeled by an injective forward operator \( F: \mathcal{X} \to \mathcal{Y} \), and therefore, each inverse problem possesses at most one solution. There is no a priori assumption on the continuity of the inverse of the forward operator \( F \), but the spaces \( \mathcal{X} \) and \( \mathcal{Y} \) will be Banach spaces. In fact, we assume that the solution \( x \) of the inverse problem \( y = F(x) \) lies in a finite-dimensional space \( W \subset \mathcal{X} \). Here we only have access to a noisy version of \( y \), which, we assume to be well approximated by a \( y_\delta \) belonging to a \( D \)-dimensional space \( Y_D \subset \mathcal{Y} \). The \( Y_D \) correspond to approximations of elements from \( \mathcal{Y} \) from \( D \) measurements. Under a set of technical conditions on \( \Gamma \subset W \), it can be derived that the restricted operator, \( F|_\Gamma \), has a Lipschitz continuous inverse \( F|_\Gamma^{-1} \) which is defined on \( \mathcal{M} := F|_\Gamma(\Gamma) \).

The main contribution of this work is given by Theorem 3.9 and shows that a robust-to-noise neural network that approximates \( F|_\Gamma^{-1} \) can be constructed. A simplified version that contains the fundamental underlying ideas of the statement is the following:

**Theorem 1.1.** Let \( q, d, D \in \mathbb{N} \) with \( d < D \). Then, for every Lipschitz continuous function \( f: \mathcal{M} \subset \mathbb{R}^D \to \mathbb{R}^q \) such that \( \mathcal{M} \) is a \( d \)-dimensional submanifold satisfying some technical conditions, and for \( \epsilon > 0 \), there exist neural network weights \( \Phi^{f,\epsilon}_{\mathcal{M}} \) with \( D \)-dimensional input and \( O(\epsilon^{-d}) \) parameters such that

\[
\left\| f - R\left( \Phi^{f,\epsilon}_{\mathcal{M}} \right) \right\|_{L^\infty(\mathcal{M}; \mathbb{R}^q)} \leq \epsilon,
\]

where \( R(\Phi^{f,\epsilon}_{\mathcal{M}}) \) denotes the so-called realization of \( \Phi^{f,\epsilon}_{\mathcal{M}} \) (see Definition 3.1), which is the function associated to the weights of the network. Furthermore, the resulting neural network is robust to normal-distributed noise, i.e., for all Gaussian random vectors \( \eta \in \mathbb{R}^D \) with small enough variance, the following estimate holds

\[
E_\eta \left( \sup_{x \in \mathcal{M}} \left| R\left( \Phi^{f,\epsilon}_{\mathcal{M}} \right)(x + \eta) - R\left( \Phi^{f,\epsilon}_{\mathcal{M}} \right)(x) \right|^2 \right) = O\left( E(\eta^2) \frac{d}{D} \right).
\]

The implicit constant in the estimate depends on the Lipschitz constant of \( f \) (Theorem 3.9 gives a more precise discussion of the implicit constants).

Equation 3.3 illustrates what we mean by the noise-dampening effect of the neural network. For a typical 1-Lipschitz regular function \( f: \mathbb{R}^D \to \mathbb{R} \), we would expect that for a \( D \)-dimensional Gaussian
random vector $\eta$ it holds for an $x \in \mathbb{R}^D$ that $\mathbb{E} \left( |f(x + \eta) - f(x)|^2 \right) \leq \mathbb{E} \left( |\eta|^2 \right)$. Equation (3.3) on the other hand, includes the additional dampening factor $d/D$.

Notice that at first glance, it is not evident how Theorem 3.9 can be applied to solve inverse problems. Indeed, for most interesting inverse problems (as the ones discussed in this paper), the inverse of the forward operator is discontinuous and therefore not Lipschitz. Besides, the domain and codomain of the forward operator can be infinite-dimensional Banach spaces. To apply Theorem 3.9, we will approximate $F^{-1}$ by a Lipschitz continuous operator on finite-dimensional spaces. The existence of such an approximation, which corresponds to reconstruction from finitely many measurements, was established in [1, Corollary 1] and the details of that result will be briefly discussed in Subsection 1.2. Moreover, Theorem 3.9 establishes the existence of a robust-to-noise neural network. Thus, after taking sufficiently many measurements and thereby transforming an infinite-dimensional problem into a stable finite-dimensional problem, Theorem 3.9 can be applied to obtain robust neural network approximations.

The second main insight of the manuscript is that a robust-to-noise neural network of which we know its existence can be found with an appropriate training strategy. We will demonstrate in Theorem 4.3 that by training on randomly perturbed data, which can easily be generated in large quantities if only the forward operator of the associated inverse problem is known, we can find a robust neural network which has the same stability properties as the one of Theorem 1.1/Theorem 3.9.

The third contribution of this work is that we identify a comprehensive list of non-linear infinite-dimensional inverse problems to which the framework described above is applicable. The admissible problems are the transmissivity coefficient identification problem, the coefficient identification problem of the Euler-Bernoulli equation, an inverse problem associated to the Volterra-Hammerstein integral equation, and the linear gravimetric problem. We will describe these problems in detail in Section 2.

Finally, it is certainly not clear if the robust neural networks which are theoretically guaranteed to exist can be found in practice using gradient-based training. Thus, we add a comprehensive numerical study that clearly demonstrates that in many problems neural networks with the same stability properties as the theoretically established are found. This study is presented in Section 5.

We end this subsection by briefly discussing the ideas behind the proof of Theorem 1.1/Theorem 3.9. This result can be divided into two parts. The first one guarantees the existence of a relatively small neural network that approximates every Lipschitz continuous function defined on a low-dimensional manifold of a Euclidean space with arbitrary precision $\epsilon > 0$. Although similar results are already well-known in the literature, the way in which the neural network is constructed differs from other approaches and our construction paves the way for the second statement of Theorem 1.1/Theorem 3.9. We construct the neural network not on the manifold $\mathcal{M}$ but on $\mathcal{M} + B_\delta(0)$, where for a $\delta > 0$, $B_\delta(0)$ denotes the Euclidean ball of radius $\delta$ centered at the origin. Here $\delta$ depends on the manifold and will later determine the maximum noise level up to which the neural network is robust. By making use of a suitable partition of unity $\{\phi_i\}_{i=1}^M$, for $M \in \mathbb{N}$, constructed from linear finite element functions, we can express $f$ as the following sum:

$$f(x) = \sum_{i=1}^M \phi_i(x)f_i(P_{y_i,M}(x)),$$

for $x \in \mathcal{M}$ (1.2)

where $f_i$, $i = 1, \ldots, M$ with $\text{supp}(f_i) \subset B_\delta(y_i)$ for $y_i \in \mathcal{M}$ are Lipschitz continuous functions and $P_{y_i,M}$ is the projection to the tangent space of $\mathcal{M}$ at $y_i$. To approximate (1.2) by a neural network, we notice, that a) we can exactly represent the partition of unity made from finite elements, thanks to a result of [31], b) multiplication of functions is efficiently emulated due to a result of [58], c) low-dimensional Lipschitz functions are again efficiently representable due to [31], and d) the projection operators are linear and hence correspond to neural networks without hidden layers. The construction of the overall neural network from the smaller building blocks as well as an estimate of the required number of neurons and layers thereof can be derived using a formal ReLU calculus, that will be recalled in Section 3.1. To derive the robustness statement (1.1), we first prove that, if $h_\epsilon$ denotes the neural network approximating $f$ up to an error of $\epsilon$ on $\mathcal{M} + B_\delta(0)$ and $\eta \in \mathbb{R}^D$ is a Gaussian random variable, then, if $|\eta| \leq \delta$, for $x \in \mathcal{M}$

$$|h_\epsilon(x + \eta) - h_\epsilon(x)|^2 \leq 2|f(x + \eta) - f(x)|^2 + 8\epsilon^2 \leq \max_{\eta \in [M]} |P_{y_i,M}(\eta)|^2 + \epsilon^2.$$
since the \((f_i)_{i=1}^M\) are Lipschitz continuous. One can show, for all \(i = 1, \ldots, M\), that \(|P_{y_i, A}(\eta)|^2/\sigma^2\) where \(\sigma^2 = \mathbb{E}(|\eta|_2^2)\) is a \(\chi^2\)-distributed random variable and, therefore, by the maximal inequality for \(\chi^2\) random variables [13] the anticipated estimate follows. The result is completed by demonstrating that \(|\eta| > \delta\) is an event with very low probability.

1.2 Related work

1.2.1 Transformation of infinite dimensional inverse problems to finite dimensions

In [1], a strategy was introduced to transform infinite-dimensional discontinuous inverse problems into Lipschitz regular finite-dimensional problems. This approach forms the basis of our results and will be briefly discussed below. Assuming again an inverse problem in the form of \(F : \mathcal{X} \rightarrow \mathcal{Y}\), we choose a finite-dimensional space \(W_0 \subset \mathcal{X}\) and restrict the forward operator to this space. However, restricting the domain only, does not guarantee that the image of the operator lies in a finite-dimensional linear space. To overcome this problem, a family of finite-rank bounded operators \(Q_N : \mathcal{Y} \rightarrow \mathcal{Y}, N \in \mathbb{N}\), approximating the identity \(I_{\mathcal{Y}}\) is introduced in [1] so that the function between finite-dimensional spaces \(Q_N \circ F|_{W_0} : W_0 \rightarrow \text{Im}(Q_N)\) can be interpreted as a continuous approximation of \(F\). This approach fits into what can be expected in real-life problems. In practice, \(Q_N\) corresponds to a sampling procedure. The following theorem was proved in [1].

**Theorem 1.2** ([1, Corollary 1]). Let \(\mathcal{X}, \mathcal{Y}\) be Banach spaces, \(A \subset \mathcal{X}\) be an open subset, \(W_0 \subset \mathcal{X}\) be a finite-dimensional subspace and \(K \subset W_0 \cap A\) be a compact and convex subset. If \(F \in C^1(A, \mathcal{Y})\) is such that \(F|_{W_0 \cap A}\) is injective and \(F'(x)|_{W_0}\) is injective for all \(x \in W_0 \cap A\), then there is a constant \(C > 0\) and \(D \in \mathbb{N}\) such that

\[
\|x_1 - x_2\|_{\mathcal{X}} \leq C\|Q_D(F(x_1)) - Q_D(F(x_2))\|_{\mathcal{Y}},
\]

for all \(x_1, x_2 \in K\).

Theorem 1.2 states that the inverse of the function \(Q_D \circ F|_K : K \rightarrow \text{Im}(Q_D)\) is Lipschitz continuous. This observation will be significant for the solution of inverse problems by neural-network-based methods that will be proposed in this work. The constant \(C > 0\) can be estimated in terms of a lower bound of the Fréchet derivative and the moduli of continuity of \((F|_K)^{-1}\) and \(F'\). In [8] and [62] some ad-hoc techniques have been tailored to estimate such a constant \(C\) for specific problems.

We would like to add that the method of [1], was already used in the context of stabilizing deep-neural-network-based solutions of inverse problems in [2].

1.2.2 Approximation of functions on manifolds by neural networks

It has been noticed in several works that for many reconstruction problems the data often lies in a low-dimensional manifold of a higher-dimensional space [63]. In that articles, all manifolds are subsets of a Euclidean space. Such a manifold is typically called the intrinsic space and the higher-dimensional space is the ambient space. Their dimensions are called intrinsic dimension and ambient dimension, respectively. Given data belonging to a manifold \(\mathcal{M}\), the problem of reconstructing its coordinate maps \(\phi : U \subset \mathcal{M} \rightarrow \mathbb{R}^d\), for \(d \in \mathbb{N}\) by neural networks has been extensively studied (see [11, 33, 66]). Besides, methods for the reconstruction of functions between two given manifolds by neural networks have been discussed [17, 17], where smooth activation functions were considered. For the ReLU activation function, approximation of \(C^k\)-functions, \(k \in \mathbb{N}\), on a manifold is analyzed in [65, 18]. Results for \(\alpha\)-Hölder continuous functions, \(\alpha > 0\), can be found in [63, 38, 16, 50]. Approximation of high-dimensional piecewise \(\alpha\)-Hölder continuous functions which include smooth dimension reducing feature maps was studied in [58, Chapter 5]. These works do not study the stability of the trained neural networks to noise in its input.

1.2.3 Non-neural-networks-based approaches for ill-posed inverse problems

Ill-posed inverse problems are typically approached by so-called regularization techniques. There are at least four main categories in which regularization techniques can be classified. These categories were discussed in
and will be briefly reviewed below. The simplest of these approaches are the analytic inversion methods which consist of determining a closed expression for $F^{-1}$ and attempt to stabilize it (see [52, 53]). Those methods provide well-posed solutions of linear inverse problems where the forward operator is compact and there is a spectral decomposition allowing a closed form of $F^{-1}$. The second category is the family of iterative methods based on gradient-descent algorithms to minimize a functional $x \mapsto \|F(x) - y\|$ in a stable way (see [22, 37]). The third category is that of the discretization methods such as the Galerkin methods where the solution is discretized to a finite-dimensional space. It is based on the idea that appropriate discretization stabilizes the inversion, e.g., [51, 59]. Finally, the last category is composed of variational methods that reconstruct the solution by minimizing a functional of the form

$$J_\alpha(x) = \|F(x) - y\| + S_\alpha(x)$$

where $S_\alpha : \mathcal{X} \rightarrow \mathbb{R}$ is chosen to enforce a priori known properties of the solution and $x \in \mathcal{X}$ (see [36]).

1.2.4 Deep-learning-based approaches to inverse problems

Various deep-learning-based approaches have recently been applied to solve inverse problems. In [55], an extensive survey on data-driven solutions for inverse problems in imaging reviews some of the most prominent approaches. Although the main focus of the survey is on linear operators, the discussed methods can be implemented for non-linear operators as well. Data-driven techniques tackling the solution of an inverse problem are divided into four categories according to the knowledge about the forward operator $F$: in case it is known from the beginning [27, 68], during training [20, 14, 70], partially known [6, 74], or never known [73]. As illustration of the applicability of these techniques, [55] implements such neural-network-based techniques for the solution of problems in imaging, stressing how this novel approach has proved to be successful in several applications ranging from deblurring, super-resolution, and image inpainting, to tomographic imaging, magnetic resonance imaging, X-ray computed tomography, and radar imaging. In addition, [7] presents an extensive survey of data-driven methods used to regularize ill-posed inverse problems.

It has been shown that neural-network-based methods for the solution of inverse problems can be unstable (see [5, 35]). In [25], a comprehensive analysis explaining why these methods are intrinsically unstable is presented and the difficulties in finding remedies for these instabilities are also discussed. According to the authors, instabilities are not rare events and can easily destabilize trained neural networks. This analysis is performed for linear inverse problems, particularly for inverse problems in imaging. Our paper takes a different approach since we show that in an appropriate noise regime, robust neural networks exist and can be found by appropriate training. This phenomenon has also been observed in practice previously in [23], which is one of the main motivations for this work.

1.3 Outline

In Section 2, we will introduce a list of inverse problems to which the general theory of [1] is applicable and which gives rise to inverse operators defined on smooth relatively compact manifolds. In Section 3, we show how the resulting functions representing the inverse operators can be approximated by neural networks in a way that is robust to noise. Section 4 discusses the design of an appropriate training set to learn robust neural networks. In Section 5, we collect some numerical examples to show under which conditions the noise-robust approximations are found by practical algorithms.

2 Admissible inverse problems

Below, we will present a list of inverse problems that can be discretized in the way necessary for our theory to work. All these inverse problems are modeled by an operator $F$ between two Banach spaces $\mathcal{X}$ and $\mathcal{Y}$. We solve the inverse problem if the solution belongs to a manifold $\Gamma$ which is a subset of a compact and convex subset $K$ of a finite-dimensional subspace $W_0 \subset \mathcal{X}$. The first step is to choose a sequence of finite-rank operators $Q_N : \mathcal{Y} \rightarrow Y_N$ where $Y_N \subset \mathcal{Y}$ is an $N$-dimensional subspace for all $N \in \mathbb{N}$ such that $(Q_N)_{N \in \mathbb{N}}$ is
implies that conditions (ii) and (iii) hold. We will see in all cases below, that the discretized operator are negligible compared to its length or if its energy varies only with respect to one of its dimensions. In per unit weight: $V$

Mathematically speaking, an aquifer is a three dimensional set $V \subset \mathbb{R}^3$ capable of storing and transmitting underground water. In this section, we introduce a problem arising from the study of aquifers (see [54]) in groundwater hydraulics.

2.1 Identification of the transmissivity coefficient

To show the conditions (i), (ii), and (iii) for the inverse problems introduced below, we derive closed expressions for the forward operators on certain domains $\mathcal{X}$ and $\mathcal{Y}$ such that $F(x) = y$ where $x' = P^{-1}(x)$ and $y' = T_N(y)$.

For each inverse problem that will be introduced below, we show that there is a $D \in \mathbb{N}$ such that the following discretized version of $F$,

\[
\tilde{F} : P^{-1}(\Gamma) \subset \mathbb{R}^d \to \mathbb{R}^D,
\]

where $F|_K$ is the restriction of $F$ to $K$, satisfies

(i) $\text{ran } \tilde{F}$ is an $(M, \delta)$-covered submanifold $\mathcal{M}$. The notion of $(M, \delta)$-covered submanifold will be introduced in Definition 3.8.

(ii) $\tilde{F}$ is invertible on $\mathcal{M}$,

(iii) $\tilde{F}^{-1} : \mathcal{M} \to P^{-1}(\Gamma)$ is Lipschitz continuous.

In the sequel, for the sake of clarity, we will always use $\Gamma$ to denote a manifold contained in the domain of a forward operator and $\mathcal{M}$ to denote a submanifold of the image. Since Theorems 3.9 will be applied to approximate the inverse of a forward operator, the function there is assumed to be defined on a manifold denoted by $\mathcal{M}$.

To show the conditions (i), (ii), and (iii) for the inverse problems introduced below, we derive closed expressions for the forward operators on certain domains $H \subset \mathcal{X}$. Then, we demonstrate that the respective forward operator $F$ is injective on $H$ and Fréchet differentiable at each $a \in H$. Next, we use Theorem 1.2 to show that for every compact and convex set $K \subset \mathcal{W}_0 \cap H$ where $\mathcal{W}_0$ is a $d$-dimensional subspace of $\mathcal{X}$, there is a $D \in \mathbb{N}$ such that $(\widetilde{Q}_D \circ F|_K)^{-1}$ is Lipschitz continuous.

Thereafter, we identify the finite-dimensional spaces $\mathcal{W}_0$ and $\mathcal{Y}_D$ with the finite-dimensional spaces $\mathbb{R}^d$ and $\mathbb{R}^D$ through isomorphisms $P : \mathbb{R}^d \to \mathcal{W}_0$ and $T_D : \mathcal{Y}_D \to \mathbb{R}^D$. For the inverse problems presented in this paper, $P$ is usually an affine isomorphism and $T_D \circ Q_D$ is a point sampling operator. Hence, due to the composition of invertible functions we see that $\tilde{F}$ defined as above is invertible and bi-Lipschitz, which implies that conditions (ii) and (iii) hold. We will see in all cases below, that the discretized operator $\tilde{F}$ is $C^\infty$ and bi-Lipschitz. Hence it follows that $\tilde{F}$ is a diffeomorphism which implies that $\mathcal{M}$ is an $(M, \delta)$-covered submanifold.

We discuss the transmissivity coefficient identification in Subsection 2.1 as well as the coefficient identification problem of the Euler-Bernoulli equation in Section 2.2. Thereafter, we discuss inverse problems associated to the Volterra-Hammerstein integral equation and the gravimetric problem in Sections 2.3 and 2.4 respectively.

2.1 Identification of the transmissivity coefficient

In this section, we introduce a problem arising from the study of aquifers (see [54]) in groundwater hydraulics. An aquifer is a natural underground formation capable of storing and transmitting underground water. Mathematically speaking, an aquifer is a three dimensional set $V \subset \mathbb{R}^3$ with an associated potential energy per unit weight: $u \in C^2(V)$. We can consider an aquifer as a one-dimensional object if its width and depth are negligible compared to its length or if its energy varies only with respect to one of its dimensions. In
Solving the direct problem is to find \( u \) given \( f \). Nevertheless, this formula may be useless if noise is in the data or only point samples of the functions \( f \) are known. If \( a \in C([0,1]) \), then we assume the product of \( a \) and \( u' \) to be continuously differentiable. Solving the direct problem is to find \( u \) given \( f \) and \( a \) under certain boundary or initial conditions. The inverse problem is then to find the coefficient \( a \) when \( u \) and \( f \) are known. Note that if \( u' > 0 \) and the value \( c_0 = a(0)u'(0) \) with \( c_0 \in \mathbb{R} \) is also known, the coefficient \( a(x) \) at the point \( x \in [0,1] \) can be directly reconstructed by the formula

\[
a(x) = \frac{\int_0^x f(t)dt + c_0}{u'(x)}.
\]

Nevertheless, this formula may be useless if noise is in the data or only point samples of the functions \( f, u \) are known. In addition to the condition \( c_0 = a(0)u'(0) \in \mathbb{R} \) mentioned above, a second condition \( c_1 = u(0) \in \mathbb{R} \) is given, we express \( u \) as a function of \( a \) through the forward operator \( F : H_\lambda \subset C([0,1]) \to C([0,1]) \)

\[
u = F(a) := \left( x \mapsto \int_0^x \frac{\int_0^z f(s)ds + c_0}{a(z)}dz + c_1 \right), \quad (2.1)
\]

where \( H_\lambda := \{ a \in C([0,1]) : a(x) > \lambda > 0 \text{ for all } x \in [0,1] \} \) for fixed \( \lambda > 0 \). Notice that \( H_\lambda \) is an open set and if \( f > 0 \) and \( c_0 = c_1 = 0 \), then \( F \) is an injective operator on \( H_\lambda \). Moreover, we prove that this is a Fréchet-differentiable operator where its Fréchet derivative at every \( a \in H_\lambda \) is computed below, via the Gateaux derivative at \( a \) evaluated at \( x \in [0,1] \) along the direction \( \delta a \in C([0,1]) \) denoted by \( D_{\delta a}F(a) \).

**Proposition 2.1.** Let \( \lambda > 0, H_\lambda := \{ a \in C([0,1]) : a(x) > \lambda > 0 \text{ for all } x \in [0,1] \} \) and \( F : H_\lambda \to C([0,1]) \) be the operator defined by

\[
F(a) := \left( x \mapsto \int_0^x \frac{\int_0^z f(s)ds}{a(z)}dz \right), \quad (2.2)
\]

for all \( a \in H_\lambda \) and \( x \in [0,1] \). Then, \( F \) is Gateaux-differentiable.

**Proof.** Due to the definition of the Gateaux derivative at \( a \in H_\lambda \) in the direction \( \delta a \in C([0,1]) \), we have for \( x \in [0,1] \) that

\[
D_{\delta a}F(a)(x) = \lim_{t \to 0} \frac{F(a + t\delta a)(x) - F(a)(x)}{t}
\]

\[
= \lim_{t \to 0} t^{-1} \cdot \left( \int_0^x \frac{\int_0^z f(s)ds}{a(z) + t\delta a(z)}dz - \frac{\int_0^z f(s)ds}{a(z)}dz \right)
\]

\[
= \lim_{t \to 0} t^{-1} \cdot \left( \int_0^x \frac{\int_0^z f(s)ds}{a(z)}dz \left( \frac{1}{a(z) + t\delta a(z)} - \frac{1}{a(z)} \right)dz \right)
\]

\[
= \lim_{t \to 0} t^{-1} \cdot \left( \int_0^x \frac{\int_0^z f(s)ds}{a(z)}dz \left( -\delta a(z) \frac{a(z)}{a(z)(a(z) + t\delta a(z))} \right)dz \right)
\]

\[
= \lim_{t \to 0} t^{-1} \cdot \left( \int_0^x \frac{-\delta a(z) f_0^z f(s)ds}{a(z)(a(z) + t\delta a(z))}dz \right)
\]

\[
= - \int_0^x \frac{\delta a(z) f_0^z f(s)dz}{a(z)^2}
\]
where the last equality is an application of the dominated convergence theorem.

\[ \delta a \]

**Proposition 2.2.** Under the assumptions of Proposition 2.1, the operator \( F \) defined by (2.1) is Fréchet-differentiable.

**Proof.** Now, we prove that the Gateaux derivative at \( a \) is indeed the Fréchet derivative of the operator at \( a \in H_\lambda \). By the properties of the absolute value

\[
\begin{aligned}
\left| \int_0^x \frac{\int_0^z f(s)ds}{a(z) + \delta a(z)} - \left( \int_0^x \frac{f(s)ds}{a(z)} \right) - \left( \int_0^x \frac{\delta a(z) f(s)ds}{a(z)^2} \right) \right|
&= \left| \int_0^x \int_0^z f(s)ds \left( \frac{-\delta a(z)}{a(z)(a(z) + \delta a(z))} \right) dz + \int_0^x \delta a(z) \int_0^z f(s)ds \frac{dz}{a(z)^2} \right|
&= \left| \int_0^x \left( \int_0^z f(s)ds \right) \left( \frac{\delta a(z)^2}{a(z)^2(a(z) + \delta a(z))} \right) dz \right|
&\leq \|\delta a\|_\infty^2 \sup_{x \in [0,1]} \left| \int_0^x \left( \int_0^z f(s)ds \right) \left( \frac{dz}{a(z)^2(a(z) + \delta a(z))} \right) \right|
\end{aligned}
\]

and therefore

\[
\lim_{\delta a \to 0} \frac{\|F(a + \delta a) - F(a) - D\delta a F(a)\|_\infty}{\|\delta a\|_\infty} \leq \lim_{\delta a \to 0} \|\delta a\|_\infty^2 \sup_{x \in [0,1]} \left| \int_0^x \left( \int_0^z f(s)ds \right) \left( \frac{dz}{a(z)^2(a(z) + \delta a(z))} \right) \right| / \|\delta a\|_\infty = 0,
\]

since for \( \|\delta a\|_\infty \) small enough, we have that

\[
\sup_{x \in [0,1]} \left| \int_0^x \left( \int_0^z f(s)ds \right) \left( \frac{dz}{a(z)^2(a(z) + \delta a(z))} \right) \right|
\]

is bounded. Therefore, the Fréchet derivative for the operator \( F \) at \( a \) denoted by \( F'_a : C([0,1]) \to C([0,1]) \) is given by

\[
F'_a(\delta a) = \left( x \mapsto -\int_0^x \frac{\delta a(z) f(s)ds}{a(z)^2} \right) \quad \text{for} \quad \delta a \in C([0,1]).
\]

\[ \square \]

**Proposition 2.3.** Under the assumptions of Proposition 2.1, let us consider the operator \( F \) defined by (2.1). Let \( F'_a \) denote the Fréchet derivative of \( F \) at \( a \in H_\lambda \). Then, \( F'_a \) is injective for all \( a \in H_\lambda \).

**Proof.** As \( F'_a \) is a linear operator, it is enough to prove that if \( F'_a(\delta a) = 0 \) for \( \delta a \in C([0,1]) \), then \( \delta a = 0 \). If for all \( x \in [0,1] \)

\[
F'_a(\delta a)(x) = -\int_0^x \frac{\delta a(z) f(s)ds}{a(z)^2} dz = 0,
\]

then, due to the continuity of the integrand and by the fundamental theorem of calculus, we have that

\[
\frac{\delta a(z) \int_0^z f(s)ds}{a(z)^2} = 0
\]

which shows that \( \delta a(z) = 0 \) for all \( z \in [0,1] \).

\[ \square \]
We have observed above that the operator $F$ is injective and Fréchet differentiable and $F_\alpha'$ is injective for all $\alpha \in H_\lambda$.

Next, we introduce the operator $P_{W,\lambda} : [a, b]^d \subset \mathbb{R}^d \to W + \lambda$ given by $P_{W,\lambda}(\alpha) = \lambda + \sum_{k=1}^d \alpha_k \phi_k$, where $(\phi_k)_{k=1}^d$ is a basis for a finite dimensional space $W$ where $\phi_i > 0$ for all $i \in [d]$ and $\alpha \in [a, b]^d$ for $0 < a < b$ is an isomorphism onto its range. Let $(Q_N)_{N \in \mathbb{N}}$ be a sequence of operators converging strongly to the identity operator as in the beginning of Section 2.

Let $W_0 := W + \lambda$, then, according to Theorem 1.2 there is a $D \in \mathbb{N}$ and $C > 0$ such that

$$
\|a_1 - a_2\|_\infty \leq C \|Q_D(F(a_1)) - Q_D(F(a_2))\|_\infty,
$$

for all $a_1, a_2$ in an arbitrary compact and convex $K \subset W_0 \cap H_\lambda$. Notice that this result implies that, for an isomorphism $T_D$ such that $T_D \circ Q_D$ is a point sampling operator, we have that $T_D \circ Q_D \circ F$ has a Lipschitz continuous inverse.

We conclude that the operator $\tilde{F} = T_D \circ Q_D \circ F \circ P_{W,\lambda}$ is an invertible and bi-Lipschitz function. Additionally, it is clear by construction that for every $x \in [0, 1]$,

$$
\mathbb{R}^d \ni \alpha \mapsto \int_0^x \int_0^{f(s)} \frac{f(s)ds}{(\lambda + \sum_{k=1}^d \alpha_k \phi_k(z))} dz
$$

is smooth. This implies that $\tilde{F}$ is smooth as well. Notice that $\tilde{F}$ returns a $D$-dimensional vector which corresponds to the values of the functions at the sampling points. The details behind this approach can be found on [Page 7]. We conclude with the inverse function theorem that $\mathcal{M} = \tilde{F}((a, b)^d)$ is a relatively compact manifold.

### 2.2 Identification of the coefficient in the Euler-Bernoulli equation

A beam is a long rigid element of a complex structure which is subject to a usually perpendicular external force causing the beam to bend. For simplicity, we think of a beam as the set of points $B = [0, 1] \times \{0\}$. The deflection of the point $(x, 0)$ is the measure of how much it is moved to a new position $(x', y') \in \mathbb{R}^2$. The model where deflections occur only in the $y$-coordinate under the action of a perpendicular force acting on $(x, 0)$ is called the *Euler-Bernoulli* model. Such deflections also depend on a material property called flexural rigidity denoted by $a$. By simplicity, we identify the point $(x, 0)$ with $x \in [0, 1]$, the $y$-coordinate of the deflection acting on $x$ as $u(x) = u(x, 0)$, and the $y$-coordinate of the force acting on $x$ as $f(x)$. We call $u : [0, 1] \to \mathbb{R}$ the deflection function and $f : [0, 1] \to \mathbb{R}$ the force. If $u \in C^4([0, 1])$, $a \in C([0, 1])$ and $f \in C([0, 1])$, then, under some additional conditions that are described in [44], the deflection $u(x)$ of the beam at the point $x$ is modeled by the differential equation

$$
\frac{d^2}{dx^2} (a(x)u''(x)) = f(x) \quad \text{for } x \in [0, 1],
$$

which is called the *Euler-Bernoulli* equation. There is a direct problem associated to this phenomenon consisting of identifying the deflection $u(x)$ at every point $x \in [0, 1]$ when $f$ and $a$ are given and the following boundary conditions hold

$$
(a u'')'(0) = c_3,
$$

$$
a(0) u''(0) = c_2,
$$

$$
u'(0) = c_1,
$$

$$
u(0) = c_0,
$$

where $c_0, c_1, c_2, c_3 \in \mathbb{R}$. There are two inverse problems associated to this forward problem. First, the problem of reconstructing the coefficient $a$ leading to the so-called coefficient identification problem. This problem is particularly relevant when studying structures eroded by the action of natural agents such as...
storms and earthquakes and if it is impossible to dismantle the whole structure. Second, we have the (inverse) problem of reconstruction of the source \( f \). In this work, we focus only on the first of the two inverse problems.

We remark that for the coefficient identification problem as described above the solution can be exactly reconstructed by integrating the differential equation. Concretely, if \( u''(x) \neq 0 \) for all \( x \in [0, 1] \) an explicit formula for the reconstruction of the coefficient \( a \) at the point \( x \in [0, 1] \) is given by

\[
a(x) = \frac{\int_0^t \int_0^s f(s)dsdt + c_3x + c_2}{u''(x)}. \tag{2.3}
\]

However, when dealing with real-life problems, the exact value of \( u \) is unknown and instead, all that is provided is an approximation with noise. For our method to be applicable, we assume that \( a \) belongs to a finite-dimensional space. Straightforward calculations lead to the forward operator \( F : H_\lambda \subset C([0,1]) \rightarrow C([0,1]) \)

\[
F(a) := \left( x \mapsto \int_0^x \int_0^y \left( \int_0^s \int_0^w f(z)dzdw + c_3s + c_2 \right) a(s) \frac{dsdy + c_1x + c_0}{a(s)^2} \right), \tag{2.4}
\]

where \( H_\lambda := \{ a \in C([0,1]) : a > \lambda > 0 \} \) for a fixed \( \lambda \) is an open set. The uniqueness of \( a \) for \( u \in \text{Im}(F) \) such that \( u'' > 0 \) and for initial conditions \( c_0 = c_1 = c_2 = c_3 = 0 \) is guaranteed by the explicit formula (2.3), i.e., \( F \) is injective. Similar calculations to the example of Subsection 2.1 can be carried out to obtain the derivative of \( F \) as

\[
F'(a)(\delta a) = -\int_0^x \int_0^y \delta a(s) \left( \int_0^s \int_0^w f(z)dzdw \right) a(s)^2 dsdy, \text{ for } \delta a \in C([0,1]).
\]

Moreover, by similar arguments as in the previous subsection, it can be shown that \( F'(a) \) is injective for a fixed \( a \) and continuous if \( f > 0 \).

We define again \( P_{W,\lambda} : \mathbb{R}^d \rightarrow W \) given by \( P_{W,\lambda}(a) = \lambda + \sum_{k=1}^d \alpha_k \phi_k \), where \( (\phi_k)_{k=1}^d \) is a basis for a subspace \( W \), \( \phi_i > 0 \) for all \( i \in [d] \), and \( a \in [a,b]^d \) for \( 0 < a < b \). Let \( (Q_N)_{N \in \mathbb{N}} \) be a sequence of operators converging strongly to the identity operator as in the beginning of Section 2. Let \( W_0 := W \oplus \lambda \). Then, Theorem 1.2 can be applied again. This shows that there exists a \( D \in \mathbb{N} \) and \( C > 0 \) such that

\[
\|a_1 - a_2\|_\infty \leq C\|Q_D(F(a_1)) - Q_D(F(a_2))\|_\infty,
\]

for all \( a_1, a_2 \) in an arbitrary compact and convex \( K \subset W_0 \cap H_\lambda \). We conclude that \( Q_D \circ F|_K \) is bi-Lipschitz and injective. In addition, for an isomorphism \( T_D \) such that \( T_D \circ Q_D \) is a point sampling operator, we have that \( T_D \circ Q_D \circ F \) has a Lipschitz continuous inverse.

Hence, the operator \( \tilde{F} = T_D \circ Q_D \circ F \circ P_{W,\lambda} \) is an invertible, bi-Lipschitz, and smooth function. As previously discussed, \( \mathcal{M} = \tilde{F}((a,b)^d) \) is a relatively compact manifold.

### 2.3 Solution of a non-linear Volterra-Hammerstein integral equation

Volterra-Hammerstein equations have been widely studied in the literature \[48, 61, 64\]. Let \( F : L^2([0,1]) \rightarrow L^2([0,1]) \) be the following (forward) operator

\[
u \mapsto F(u) := \left( t \mapsto \int_0^t (u(s))^2ds \right), \tag{2.5}
\]

for \( u \in L^2([0,1]) \) and \( t \in [0,1] \). The direct problem is to determine the function \( F(u) \in L^\infty([0,1]) \subset L^2([0,1]) \) for a given \( u \in L^2([0,1]) \). Let us notice that \( F(u) \) always exists for \( u \in L^2([0,1]) \). Let us consider the set \( H_\lambda = \{ u \in L^2([0,1]) : u > \lambda > 0 \} \) for fixed \( \lambda \). Notice that \( F(H_\lambda) \subset C^1([0,1]) \cap \{ v \in C^1([0,1]) : v' > 0 \} \subset L^2([0,1]) \). A solution to the inverse problem is found via the fundamental theorem of calculus. For
every \( v \in C^1([0,1]) \), such that \( v' > 0 \) the equation \( F(v) = v \) has two continuous solutions \( u_+ = \sqrt{v} \) and \( u_- = -\sqrt{v} \). As \( u_- \notin H_\lambda \), we conclude that the operator \( F|_{H_\lambda} \) is injective and this inverse problem has a unique solution. It is a well-known result that integral linear operators on infinite-dimensional spaces are compact operators and therefore, their inverses are not bounded. Hence, the inverse operator of (2.5) is not continuous. To overcome the instability of the inverse problem, we use Corollary 1 in [1]. By similar calculations to the previous examples, the first Fréchet derivative at \( u \) of the forward operator denoted by \( F'_u : L^2([0,1]) \to L^2([0,1]) \) is the linear operator

\[
\delta u \mapsto F'_u(\delta u) = \left( t \mapsto 2 \int_0^t u(s)\delta u(s)ds \right),
\]

for all \( \delta u \in L^2([0,1]) \). Notice that under the assumption \( u(s) > 0 \), we have that \( F'_u(\delta u) = 0 \) if and only if \( \delta u = 0 \). Indeed, we have that if \( F'_u(\delta u) = F'_u(\delta u') \) for \( \delta u, \delta u' \in L^2([0,1]) \), then

\[
\int_0^T u(s)(\delta u(s) - \delta u'(s))ds = 0,
\]

by the Lebesgue differentiation theorem we have that for almost every \( t \in [0,1] \)

\[
u(t)(\delta u(t) - \delta u'(t)) = \lim_{h \to 0} h^{-1} \int_{t-h}^{t+h} u(s)(\delta u(s) - \delta u'(s))ds
= \lim_{h \to 0} h^{-1} \cdot \left( \int_0^{t+h} u(s)(\delta u(s) - \delta u'(s))ds - \int_0^{t-h} u(s)(\delta u(s) - \delta u'(s))ds \right)
= 0,
\]

which implies \( \delta u = \delta u' \) and therefore \( F'_u \) is injective.

Since the operator \( F \) is Fréchet differentiable, injective, and \( F'_u \) is injective for all \( u \in C([0,1]) \), Theorem 1.2 can be applied as in the previous examples. The discussion now follows that of Subsection 2.1.

We define again \( W_\lambda : \mathbb{R}^d \to \mathbb{R}^d \) given by \( W_\lambda(x) = \sum_{k=1}^{d} \alpha_k \phi_k + \lambda \), such that \( \lambda > 0 \) and \( (\phi_k)_{k=1}^d \) is a basis of a subspace \( W \) where \( \phi_k \geq 0 \) for \( k \in [d] \), \( \alpha \in [a,b]^d \) for \( 0 < a < b \). Let \( W_0 = W + \lambda \), then Theorem 1.2 yields that for any sequence \( (Q_N)_{N \in \mathbb{N}} \) converging strongly to the identity operator as \( N \to \infty \), there is \( D \in \mathbb{N} \) and \( C > 0 \) such that

\[
\|u_1 - u_2\|_2 \leq C\|Q_D(F(u_1)) - Q_D(F(u_2))\|_2,
\]

for all \( u_1, u_2 \) in a compact and convex \( K \subset \mathbb{R} \). Following a similar discussion as in Section 2.1 it follows that the operator \( \hat{F} = T_D \circ Q_D \circ F|_K \circ F_W \) is an invertible, bi-Lipschitz, and smooth function between Euclidean spaces and \( \mathcal{M} = \hat{F}((a,b)^d) \) is a relatively compact manifold.

### 2.4 Inverse gravimetric problem

An object with shape \( \mathcal{E} \subset \mathbb{R}^2 \) and mass density \( \rho : \mathcal{E} \to \mathbb{R} \) admits a gravitational potential \( U_{\mathcal{E},\rho} : \mathbb{R}^2 \setminus \mathcal{E} \to \mathbb{R} \) at the position \( y \in \mathbb{R}^2 \) given by

\[
U_{\mathcal{E},\rho}(y) := C \int_{\mathcal{E}} \rho(x) \ln(|x - y|)dx,
\]

where \( C \) is called the gravitational constant which is set to be 1 for simplicity (see [39]). The direct problem associated to this operator consists of determining the gravitational potential \( U_{\mathcal{E},\rho} \) when \( \rho \) and \( \mathcal{E} \) are known. Two inverse problems are linked to this equation. The first problem is called the linear inverse gravimetric problem. Since it is physically impossible to measure the gravitational potential at every point, measurements are only taken at points on a surface \( S \) away from \( \mathcal{E} \). We assume that the distance between an element \( y \in S \) and \( \mathcal{E} \) is \( d(y, \mathcal{E}) > \delta \) for a fixed \( \delta > 0 \). For simplicity, we assume that \( S \subset \mathbb{R}^2 \) is a closed piecewise smooth
The surface which is the boundary of a solid body $B \subset \mathbb{R}^2$. The linear inverse gravimetric problem consist of finding only the mass density $\rho$ such that
\[ U_{\mathcal{E}, \rho}|_{\mathcal{S}} = g, \]
when $U_{\mathcal{E}, \rho}|_{\mathcal{S}}$, $\mathcal{E}$ and $g \in L^2(\mathcal{S})$ are known. The second inverse gravimetric problem is also known as the nonlinear inverse gravimetric problem and is to find a shape $\mathcal{E}$ such that $\mathcal{E} \subset \text{int}(B)$ and
\[ U_{\mathcal{E}, \rho}|_{\mathcal{S}} = g. \]
This work focuses on the linear inverse problem. We consider the operator
\[ F: L^2(\mathcal{E}) \to L^2(\mathcal{S}), \quad \rho \mapsto F(\rho) \colonequals (y \mapsto U_{\mathcal{E}, \rho}(y)) . \]
To demonstrate the smoothness of $F$ showing the continuity will suffice since $F$ is linear (in $\rho$). To prove the continuity of $F$, it will be shown that the operator is compact, which means that for every bounded family $\mathcal{F}$ of functions in $L^2(\mathcal{E})$, the family of functions $F(\mathcal{F})$ is relatively compact in $L^2(\mathcal{S})$. This will be established by invoking the theorem of Arzela-Ascoli (see [49]): every non-empty family of functions $\mathcal{G}$ where the elements are pointwise bounded and $\mathcal{G}$ is equicontinuous is relatively compact. First, the equicontinuity condition for $F(\mathcal{F})$ will be analyzed. Given $y, z \in \mathcal{S}$ and $\rho \in \mathcal{F}$ it follows
\[ |F(\rho)(y) - F(\rho)(z)| \leq C \int_{\mathcal{E}} |\rho(x)| |\ln|y - x| - \ln|z - x|| \, dx \]
Since $f(t) = \ln(t)$ is Lipschitz continuous in every interval $[\delta, \infty)$ with constant $C' \leq 1/\delta$, for $t < s$ it holds that
\[ |\ln t - \ln s| \leq C'|t - s|. \]
Choosing $\delta > 0$ such that $d(y, \mathcal{E}) > \delta$ for all $y \in \mathcal{S}$, and setting $t = |y - x|$ and $s = |z - x|$, we have by the inverse triangle inequality that
\[ |\ln|y - x| - \ln|z - x|| \leq C'||y - x| - |z - x|| \leq C'|y - z|, \]
and therefore
\[ |F(\rho)(y) - F(\rho)(z)| \leq C \int_{\mathcal{E}} |\rho(x)| |\ln|y - x| - \ln|z - x|| \, dx \]
\[ \leq C' C |z - y| \int_{\mathcal{E}} |\rho(x)| \, dx \]
\[ \leq \tilde{C} \|\rho\|_{L^1(\mathcal{E})} |z - y| \]
\[ \leq \tilde{C} C'^* \|\rho\|_{L^2(\mathcal{E})} |z - y| \]
\[ \leq \tilde{C} \|\rho\|_{L^2(\mathcal{E})} |z - y|, \]
where $\tilde{C} := C'^* C$, we used that $\|\rho\|_{L^1(\mathcal{E})} \leq C^* \|\rho\|_{L^2(\mathcal{E})}$ for a universal constant $C^* > 0$ since $\mathcal{E}$ is bounded, and $\tilde{C} := \tilde{C} C'^*$. Since $\mathcal{F}$ was a bounded subset of $L^2(\mathcal{E})$, we conclude that $F(\mathcal{F})$ is equicontinuous.

Now, the pointwise boundedness of $F(\mathcal{F})$ will be derived. For $y \in \mathcal{E}$, the function $f_y(x) = |\ln|x - y||$ is continuous on the compact set $\mathcal{S}$. Then, for $y \in \mathcal{E}$, the function $f_y(x) = |\ln(|y - x|)|$ is bounded with $f_y(x) \leq M_y$ where $M_y > 0$ is a constant that depends on $y$. Hence,
\[ |F(\rho)(y)| \leq C \int_{\mathcal{E}} |\rho(x)| |\ln|y - x|| \, dx \]
\[ \leq C M_y \int_{\mathcal{E}} |\rho(x)| \, dx \]
\[ = C C^* M_y \|\rho\|_{L^1(\mathcal{E})} \]
\[ \leq C M_y C^* \|\rho\|_{L^2(\mathcal{E})} \]
\[ \leq \tilde{C} M_y, \]
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where $\tilde{C} = C^*C$. Hence, $F(\mathcal{F})$ is pointwise bounded and therefore relatively compact. We conclude that the inverse problem associated to this operator is ill-posed.

Next, we introduce the operator $P_{W,\lambda} : (a, b)^d \subset \mathbb{R}^d \to W$ given by $P_{W,\lambda}(\alpha) = \sum_{k=1}^d \alpha_k \phi_k$, where $(\phi_k)_k=1$ is a basis for a finite-dimensional space $W$ where $\phi_i > 0$ for all $i \in [d]$ and $\alpha \in [a, b]^d$ for $0 < a < b$ is an isomorphism onto its range. It follows that the conditions of Theorem 1.2 are satisfied. For any sequence $(Q_N)_{N \in \mathbb{N}}$ of finite-rank operators, where $Q_N : L^2(S) \to L^2(S)$ and $Q_N \to I$ strongly as $N \to \infty$, there is $D \in \mathbb{N}$ and $C > 0$ such that

$$\|\rho_1 - \rho_2\|_2 \leq C\|Q_D(F(\rho_1)) - Q_D(F(\rho_2))\|_2,$$

for all $\rho_1, \rho_2$ in an arbitrary compact and convex $K$ subset of $W$. We can see that the operator $\tilde{F} = T_D \circ Q_D \circ F|_K \circ P_W$ is an invertible, bi-Lipschitz, and smooth function between Euclidean spaces and $M = \tilde{F}((a, b)^d)$ is a relatively compact manifold.

3 Approximation of Lipschitz continuous functions on smooth manifolds by neural networks

Given $d, D \in \mathbb{N}$, we are aiming to approximate regular functions defined on smooth, $d$-dimensional submanifolds $M \subset \mathbb{R}^D$ by neural networks. Our focus here is to understand the extent to which the resulting neural networks are robust to noisy perturbations of the input. The main result is Theorem 3.9.

To be able to state and prove this result, we first need to introduce some notions associated to neural networks.

**Definition 3.1** ([58][59]). Let $d, L \in \mathbb{N}$. A neural network (NN) with input dimension $d$ and $L$ layers is a sequence of matrix-vector tuples

$$\Phi = ((A_1, b_1), (A_2, b_2), \ldots, (A_L, b_L)),$$

where $N_0 := d$ and $N_1, \ldots, N_L \in \mathbb{N}$, and where $A_\ell \in \mathbb{R}^{N_{\ell-1} \times N_{\ell-1}}$ and $b_\ell \in \mathbb{R}^{N_{\ell}}$ for $\ell = 1, \ldots, L$.

For a NN $\Phi$ and an activation function $\varphi : \mathbb{R} \to \mathbb{R}$, we define the associated realization of $\Phi$ as

$$R(\Phi) : \mathbb{R}^d \to \mathbb{R}^{N_L} : x \mapsto x_L := R(\Phi)(x),$$

where the output $x_L \in \mathbb{R}^{N_L}$ results from

$$x_0 := x,$n
$$x_\ell := \varphi(A_\ell x_{\ell-1} + b_\ell) \quad \text{for } \ell = 1, \ldots, L - 1,$n
$$x_L := A_L x_{L-1} + b_L. \quad \text{(3.1)}$$

Here $\varphi$ is understood to act component-wise on vector-valued inputs, i.e., for $y = (y_1, \ldots, y_m) \in \mathbb{R}^m$, $\varphi(y) := (\varphi(y^1), \ldots, \varphi(y^m))$. We call $N(\Phi) := d + \sum_{j=1}^L N_j$ the number of neurons of $\Phi$, $L(\Phi) := L$ the number of layers or depth, $W_j(\Phi) := \|A_j\|_0 + \|b_j\|_0$ the number of weights in the $j$-th layer, and $W(\Phi) := \sum_{j=1}^L W_j(\Phi)$ the number of weights of $\Phi$, also referred to as the size of $\Phi$. The number of weights in the first layer is also denoted by $W_0(\Phi)$, the number of weights in the last layer by $W_{L}(\Phi)$. We refer to $N_L$ as the dimension of the output layer of $\Phi$. Lastly, we refer to $(d, N_1, \ldots, N_L)$ as the architecture of $\Phi$.

From now on, we will restrict ourselves to the most commonly used activation function $\varphi : \mathbb{R} \to \mathbb{R}$ given by $\varphi(x) = \max\{0, x\}$ which is called Rectified Linear Unit (ReLU). We proceed by fixing a formal framework for the manipulation of NNs.
3.1 ReLU calculus

Our goal is to formally describe certain operations with NNs that mirror standard operations on functions such as composition or addition. In this regard, we recall three results of [58] and one of [21] below. These results can also be understood as the definitions of the associated procedures. We start with concatenation of NNs. For a better understanding of these operations, we refer to [57, Section 2], where several useful illustrations can be found for intuition.

**Proposition 3.2** (NN concatenation [58]). Let \( L_1, L_2 \in \mathbb{N} \), and let \( \Phi^1, \Phi^2 \) be two NNs of respective depths \( L_1 \) and \( L_2 \) such that \( N_0^1 = N_0^2 = d \), i.e., the input layer of \( \Phi^1 \) has the same dimension as the output layer of \( \Phi^2 \).

Then, there exists a NN \( \Phi^1 \odot \Phi^2 \), called the sparse concatenation of \( \Phi^1 \) and \( \Phi^2 \), such that \( \Phi^1 \odot \Phi^2 \) has \( L_1 + L_2 \) layers, \( R(\Phi^1 \odot \Phi^2) = R(\Phi^1) \circ R(\Phi^2) \),

\[
W_{\text{in}}(\Phi^1 \odot \Phi^2) \leq \begin{cases} 2W_{\text{in}}(\Phi^1) & \text{if } L_1 = 1, \\ W_{\text{in}}(\Phi^2) & \text{else}, \end{cases}
\]

and

\[
W(\Phi^1 \odot \Phi^2) \leq W(\Phi^1) + W_{\text{in}}(\Phi^1) + W_{\text{in}}(\Phi^2) + W(\Phi^2) \leq 2W(\Phi^1) + 2W(\Phi^2).
\]

We introduce the parallelization of NNs next.

**Proposition 3.3** (NN parallelization [58]). Let \( L, d \in \mathbb{N} \) and let \( \Phi^1, \Phi^2 \) be two NNs with \( L \) layers and with \( d \)-dimensional input each. Then there exists a NN \( P(\Phi^1, \Phi^2) \) with \( d \)-dimensional input and \( L \) layers, which we call the parallelization of \( \Phi^1 \) and \( \Phi^2 \), such that

\[
R \left( P \left( \Phi^1, \Phi^2 \right) \right) (x) = (R \left( \Phi^1 \right) (x), R \left( \Phi^2 \right) (x)), \quad \text{for all } x \in \mathbb{R}^d,
\]

\[
W(\Phi^1, \Phi^2)) = W(\Phi^1) + W(\Phi^2), \quad W_{\text{in}}(P(\Phi^1, \Phi^2)) = W_{\text{in}}(\Phi^1) + W_{\text{in}}(\Phi^2) \quad \text{and} \quad W_{\text{in}}(P(\Phi^1, \Phi^2)) = W_{\text{in}}(\Phi^1) + W_{\text{in}}(\Phi^2).
\]

**Proposition 3.4** (DNN emulation of \( \text{Id} \) [58]). For every \( d, L \in \mathbb{N} \) there exists a NN \( P_{d,L}^d \) with \( L(\Phi_{d,L}^d) = L \), \( W(\Phi_{d,L}^d) \leq 2dL \), \( W_{\text{in}}(\Phi_{d,L}^d) \leq 2 \) and \( W_{\text{in}}(\Phi_{d,L}^d) \leq 2 \) such that \( R(\Phi_{d,L}^d) = \text{Id}_{\mathbb{R}^d} \).

Occasionally, it will be necessary to parallelize NNs without shared inputs. We call the associated operation the full parallelization.

**Proposition 3.5** (Full parallelization of NNs with distinct inputs [21]). Let \( L \in \mathbb{N} \) and let

\[
\Phi^1 = ((A_1^1,b_1^1), \ldots, (A_L^1,b_L^1)), \quad \Phi^2 = ((A_1^2,b_1^2), \ldots, (A_L^2,b_L^2))
\]

be two NNs with \( L \) layers each and with input dimensions \( N_0^1 = d_1 \) and \( N_0^2 = d_2 \), respectively.

Then there exists a NN, denoted by \( FP(\Phi^1, \Phi^2) \), with \((d_1 + d_2)\)-dimensional input and \( L \) layers, which we call the full parallelization of \( \Phi^1 \) and \( \Phi^2 \), such that

\[
R \left( FP \left( \Phi^1, \Phi^2 \right) \right) (x_1, x_2) = (R \left( \Phi^1 \right) (x_1), R \left( \Phi^2 \right) (x_2)),
\]

\[
W(FP(\Phi^1, \Phi^2)) = W(\Phi^1) + W(\Phi^2), \quad W_{\text{in}}(FP(\Phi^1, \Phi^2)) = W_{\text{in}}(\Phi^1) + W_{\text{in}}(\Phi^2), \quad \text{and} \quad W_{\text{in}}(FP(\Phi^1, \Phi^2)) = W_{\text{in}}(\Phi^1) + W_{\text{in}}(\Phi^2).
\]
Finally, we mention the construction of a special NN the realization of which emulates a scalar multiplication. Such a NN was constructed first in [71]. However, the construction of [71] required increasing numbers of layers for decreasing approximation accuracy. In [58] the following construction with a fixed number of layers was introduced.

**Lemma 3.6** ([58] Lemma A.3]). Let \( \theta > 0 \) be arbitrary. Then, for every \( L \in \mathbb{N} \) with \( L > \theta^{-1} \) and each \( K \geq 1 \), there are constants \( c = c(L, K, \theta) \in \mathbb{N} \), \( s = s(K) \in \mathbb{N} \), and an absolute constant \( c' \in \mathbb{N} \) with the following property: For each \( \epsilon \in (0, 1/2) \), there is a NN \( \bar{\mathcal{N}} \) with \( L(\bar{\mathcal{N}}) \leq c'L \), \( W(\bar{\mathcal{N}}) \leq c\epsilon^{-\theta} \), and such that \( \bar{\mathcal{N}} \) satisfies, for all \( x, y \in [-K, K] \),

- \( |xy - R(\bar{\mathcal{N}})(x, y)| \leq \epsilon \),
- \( R_{\bar{\mathcal{N}}}(\bar{\mathcal{N}})(x, y) = 0 \) if \( xy = 0 \).

### 3.2 Robust approximation of Lipschitz functions on manifolds by ReLU networks

Let \( D, q, d \in \mathbb{N} \), and \( \mathcal{M} \subset \mathbb{R}^D \) be a smooth \( d \)--dimensional submanifold of \( \mathbb{R}^D \) and let \( f \in L^\infty(\mathcal{M}; \mathbb{R}^q) \) be Lipschitz continuous. Then, for given \( \epsilon > 0 \), we want to find a NN \( \Phi^f \) such that

\[
\| f - R(\Phi^f) \|_{L^\infty(\mathcal{M}; \mathbb{R}^q)} \leq \epsilon.
\]

Moreover, we would like to have control over the number of weights \( W(\Phi^f) \) and the number of layers \( L(\Phi^f) \). In this context, we hope to find that the size of \( \Phi^f \) depends on \( \epsilon \) and \( d \) but not or only weakly on \( D \).

One main ingredient in our approximation result for \( f \) is the following result for approximation of Lipschitz regular functions on cubes. It is an immediate consequence of [31, Corollary 5.1].

**Theorem 3.7.** Let \( d, q, K > 0 \) and let \( \Omega = [-K, K]^d \). Let \( g : \Omega \to \mathbb{R}^q \) be Lipschitz continuous with Lipschitz constant \( C > 0 \). Then, for every \( \epsilon \in (0, 1) \), there exists a NN \( \Phi^{g, \epsilon} \) such that

- \( \| g - R(\Phi^{g, \epsilon}) \|_{L^\infty(\Omega; \mathbb{R}^q)} \leq \epsilon \),
- \( W(\Phi^{g, \epsilon}) = O(q\epsilon^{-d}) \) for \( \epsilon \to 0 \),
- \( L(\Phi^{g, \epsilon}) = \lceil \log_2 (d + 1) \rceil + 1 \).

In the estimate above, the implicit constant depends on \( C, K \), and \( d \).

Before we prove the main result of this paper, we introduce the property of \((\mathcal{M}, \delta)\)-coveredness below. First, we fix some notation: For a given \( y \in \mathcal{M} \) and \( \delta' > 0 \), we denote by \( B_{\delta'}(y) \) the ball with radius \( \delta' \) and center at \( y \), and by \( P_{y, \mathcal{M}} \) the orthogonal projection onto the tangent space \( T_y \mathcal{M} \) of \( \mathcal{M} \) at \( y \) defined by \( P_{y, \mathcal{M}} : B_{\delta'}(y) \cap \mathcal{M} \to V_y \subset T_y \mathcal{M} \).

**Definition 3.8.** Let \( n \in \mathbb{N} \) and \( \mathcal{M} \subset \mathbb{R}^n \) be a relatively compact manifold. We say that \( \mathcal{M} \) is \((\mathcal{M}, \delta)\)-covered, where \( \mathcal{M} \subset \mathbb{N} \) and \( \delta > 0 \) if there exist a set of points \( \{y_i\}_{i=1}^M \subset \mathcal{M} \) such that

\[
\bigcup_{i=1}^M B_{\delta}(y_i) \supset \mathcal{M},
\]

where the inverse of \( P_{y_i, \mathcal{M}} \) is Lipschitz continuous with Lipschitz constant bounded by 2 for all \( i \in \{1, \ldots, M\} \).

As previously stated, Definition 3.8 is crucial for the proof of Theorem 3.9. In order to reconstruct a stable approximation for the inverse operator of every inverse problem presented in Section 2, we need to prove that all the corresponding manifolds \( \mathcal{M} \) are \((\mathcal{M}, \delta)\)-covered for some values of \( M \) and \( \delta \). To this end, notice that if \( F \) is a bi-Lipschitz diffeomorphism, then for \((a, b)^d \subset \mathbb{R}^d \) with \( a, b \in \mathbb{R} \), it follows that

\[
\bar{F}((a, b)^d) \subset \bar{F}((a, b)^d) \subset \bar{F}((a - \epsilon, b + \epsilon)^d),
\]
Theorem 3.9. Let $\mathcal{M} = \tilde{F}((a, b)^d)$ be a relatively compact subset of a smooth submanifold. The fact that $\mathcal{M}$ and $\tilde{F}((a - \epsilon, b + \epsilon)^d)$ are submanifolds follows from Proposition 5.2. The $(M, \delta)$-coveredness then follows from a standard compactness argument.

Using Theorem 3.7, we will demonstrate in Theorem 3.9 below, that realizations of relatively small NNs can well approximate every Lipschitz continuous function $f \in L^\infty(\mathcal{M}; \mathbb{R}^q)$. In addition, we describe how robust the realizations of the approximating NNs are to noise in the ambient space. By robustness, we mean that the realizations are Lipschitz regular functions that dampen the noise. We will see that, in this regard, a large ambient dimension $D$ compared to the intrinsic dimension $d$ of the manifold will make the realization of the NN more robust to ambient noise. We state the result below. In this theorem, the distance on the manifold $\mathcal{M}$ is the restriction of the Euclidean distance from the ambient space.

Theorem 3.9. Let $M, D, d, q \in \mathbb{N}$, $\delta > 0$ and let $\mathcal{M} \subset [0, 1]^D$ be an $(M, \delta)$-covered $d$-dimensional submanifold.

Then, for every Lipschitz continuous function $f : \mathcal{M} \rightarrow [0, 1]^q$ with Lipschitz constant $C > 0$ and every $\epsilon \in (0, 1)$ there is a NN $\Phi^f,\epsilon$ with $D$-dimensional input such that the following holds

1. $\left\| f - R(\Phi^f,\epsilon) \right\|_{L^\infty(\mathcal{M}; \mathbb{R}^q)} \leq \epsilon$,
2. $W(\Phi^f,\epsilon) = O(qM^{d+1}e^{-d})$ for $\epsilon \rightarrow 0$,
3. $L(\Phi^f,\epsilon) = \lceil \log_2(d) \rceil + \lceil \log_2(D) \rceil + c$,

where in the implicit constant in the estimates of the weights above there is an additive constant that depends on $\mathcal{M}$ (hence on $D$) and $C$, and $c > 0$ is a universal constant. Moreover, $R(\Phi^f,\epsilon)([0, 1]^D) \subset [0, 1]^q$.

Additionally, there exists $r_0 > 0$ such that for Gaussian random variables $\eta = (\eta_i)_{i=1}^D$ where all components are independent, zero-mean, and satisfy $\mathbb{E}(\eta_i^2) = \sigma^2 \leq r_0^2$, it holds that

$$\mathbb{E}\left(\sup_{x \in \mathcal{M}} \left| R(\Phi^f,\epsilon) (x + \eta) - R(\Phi^f,\epsilon) (x) \right|^2 \right) \leq \frac{C}{D} \mathbb{E}(\|\eta\|^2) \cdot \left(2d \log(M) + 2\log(M) + d\right)$$

$$+ 8c^2 + 2De^{-\frac{\sigma^2}{2\pi}} = \hat{C}\sigma^2 \cdot \left(\sqrt{2d \log(M)} + 2\log(M) + d\right) + 8c^2 + 2De^{-\frac{\sigma^2}{2\pi}}$$

where the implicit constant $\hat{C} > 0$ depends on $C$ only.

Remark 3.10. 1. Theorem 3.9 demonstrates that the inverse problem can be approximately solved using a NN of moderate size. Notably, the size of the NN increases asymptotically for $\epsilon \rightarrow 0$ and the size and depth depend weakly on $D$ (through additive constants) and strongly on $d$ (in the form of the approximation rate).

2. The realization of an approximating NN acting on $\mathbb{R}^D$ is robust to small perturbations. Concretely, in (3.3), the variance of the noise $\eta$ is multiplied with a dampening factor which is inversely propositional to the dimension $D$. More concretely, the noise in the data is multiplied with a dampening factor that decreases when the ratio between the ambient dimension and the manifold dimension increases.

   Note that, in this model, the variance of the noise is $D\sigma^2$. Hence, for $\sigma$ constant, the variance of the noise in the data scales linearly with $D$, while the variance of the noise in the output of the neural network is essentially independent of $D$ as we can see in (3.4).

3. We will demonstrate in the proof of Theorem 3.9 that $\hat{C} \leq 8C^2$. In practice, one can expect that increasing the number of measurements, i.e. $D$ implies that the Lipschitz constant of the inverse
operator will decrease. This suggests that the stability of the realizations of the NNs will increase with increasing dimension $D$ even beyond the dampening factor $d/D$. We will observe this phenomenon in the numerical experiments in Section 5.

Remark 3.11. The proof of Theorem 3.9, which is given below, is based on a concrete construction of a NN. This construction is based on first applying a partition of unity on $[0,1]^D$ to localize the function $f$ and then locally writing $f$ as smooth functions composed with projections onto low dimensional sets. This idea has been used repeatedly, such as, for example, in [10, 63, 65, 50]. However, a stability statement, such as the one of (3.3), is not included in any of the references above.

Since this is our focus, our construction differs from the constructions in [10, 63, 65, 50]. In particular, we require an exact and very localized partition of unity for which we use results of [31], which has not been used in the results above. Moreover, we attempt to produce approximation results where the depth is independent of the accuracy, which is not done in [10, 63]. The approximation of the localized functions in [65], is based on wavelet-type approximation and [10, 63, 50] on Taylor polynomials. Instead, our result uses finite element-based approximation.

Proof. Since $\mathcal{M}$ is $(M, \delta)$-covered, there exists a set $Y^\mathcal{M} := (y_i)_{i=1}^M \subset \mathcal{M}$ such that

$$
\bigcup_{i=1}^M B_{\delta/4}(y_i) \supset \mathcal{M}.
$$

Moreover, for every $y_i \in Y^\mathcal{M}$, the orthogonal projection onto the tangent space $T_{y_i}\mathcal{M}$ of $\mathcal{M}$ at $y_i$ is a diffeomorphism and its inverse, denoted by $P_{y_i}$, is Lipschitz continuous with Lipschitz constant bounded by 2. By the triangle inequality, it follows that

$$
\bigcup_{i=1}^M B_{\delta/4}(y_i) \supset \mathcal{M} + B_{\delta/4}(0).
$$

Let $G_\delta := (\delta/(8\sqrt{D}))\mathbb{Z}^D$ be a uniform grid in $\mathbb{R}^D$ with grid size $\delta/(8\sqrt{D})$. For $z \in G_\delta$, we define $\phi^\delta_z$ as the linear finite element function that equals 1 on $z$ and vanishes on all other elements of $G_\delta$. It is well-known and not hard to see that $(\phi^\delta_z)_{z \in G_\delta}$ forms a partition of unity, $\text{supp } \phi^\delta_z \subset B_{\delta/4}(z)$, and by the boundedness of $\mathcal{M}$ there exists $Z^\mathcal{M} = (z_i)_{i=1}^M \subset G_\delta$ such that

$$
\sum_{i=1}^M \phi^\delta_{z_i}(x) = 1 \text{ for all } x \in \mathcal{M} + B_{\delta/4}(0) \quad (3.5)
$$

and $\text{supp } \phi^\delta_{z_i} \subset \bigcup_{i=1}^M B_{\delta/4}(y_i)$.

By these considerations, it is clear that for each $z \in Z^\mathcal{M}$ there exists $y(z) \in Y^\mathcal{M}$ such that $\text{supp } \phi^\delta_z \subset B_{\delta}(y(z))$. Therefore, we can write $f$ in the following localized form: for all $x \in \mathcal{M}$,

$$
f(x) = \sum_{i=1}^M \phi^\delta_{z_i}(x)f(x) = \sum_{i=1}^M \phi^\delta_{z_i}(x)f \left( P_{y(z_i)} (P_{y(z_i)} \mathcal{M}(x)) \right) \\
= \sum_{i=1}^M \left( \sum_{z \in Z^\mathcal{M}} \phi^\delta_z(x) \right) f \left( P_{y_i} (P_{y_i} \mathcal{M}(x)) \right) \\
= \sum_{i=1}^M \phi_i(x)f \left( P_{y_i} (P_{y_i} \mathcal{M}(x)) \right). \quad (3.6)
$$
We define, for \( i \in \{1, \ldots, M\} \), \( \tilde{f}_i := f \circ \tilde{P}_{y_i} \). It is not hard to see that \( \tilde{f}_i \) is Lipschitz continuous with Lipschitz constant \( 2C \). Additionally, we define for \( i \in \{1, \ldots, M\} \)
\[
 b_{\tilde{f}_i} := f \circ e_{P_y i}.
\]
We have that \( f(x) = \sum_{i=1}^{M} \tilde{f}_i(\phi_i(x), P_{y_i, M}(x)) \), for all \( x \in M \).

(3.7)

Without loss of generality, we can think of \( V_{y_i} \) as a compact interval \([-K, K]^D\), since every Lipschitz function can be extended without increasing its Lipschitz constant according to [46]. By Theorem 3.7 there exists for every \( \epsilon > 0 \) and every \( i \in \{1, \ldots, M\} \) a NN \( \Phi_{\epsilon}^i \) with \( d \)-dimensional input such that

- \( R(\Phi_{\epsilon}^i) = \phi_i \),
- \( W(\Phi_{\epsilon}^i) = O(D) \),
- \( L(\Phi_{\epsilon}^i) = \lceil \log_2(d + 1) \rceil + 1. \)

Applying Lemma 3.6 with \( \theta = d \) yields a NN that can be concatenated with \( \Phi_{\epsilon}^i \) through Proposition 3.2. This yields that, for every \( \epsilon > 0 \), there exists a NN \( \Phi_{\epsilon}^i \) with \( (d + 1) \)-dimensional input such that

- \( R(\Phi_{\epsilon}^i) = \phi_i \),
- \( W(\Phi_{\epsilon}^i) = O(D) \),
- \( L(\Phi_{\epsilon}^i) = \lceil \log_2(d + 1) \rceil + 1. \)

Therefore, we conclude that for every \( i \in \{1, \ldots, M\} \) there exists a NN \( \Phi_i \) with \( D \)-dimensional input such that

- \( R(\Phi_i) = \phi_i \),
- \( W(\Phi_i) = O(M_\delta D) \),
- \( L(\Phi_i) = \lceil \log_2(D + 1) \rceil + 1. \)

The estimate on the weights will later only contribute to the overall bound on the weights as an additive constant.

Finally, as \( P_{y_i, M} \) is affine linear it can be represented as a one-layer NN \( \Phi_{P_{i, M}} \) with \( D \)-dimensional input and \( d \)-dimensional output. It follows directly from Propositions 3.2 and 3.4 that \( \Phi_{P_{i, M}} \) can be extended to have depth \( L(\Phi_i) \), i.e., there exists a NN \( \Phi_{P_{i, M}} \) such that
We define for every $i \in \{1, \ldots, M\}$
\[
\tilde{\Phi}^{i, \epsilon} := \Phi^{i, \epsilon / M} \odot P(\Phi, \Phi_{P,i,M}),
\]
and
\[
\Phi_{M}^{f, \epsilon} := \Phi^{1} \odot F_{\Phi_{M}} \left( \tilde{\Phi}^{1, \epsilon}, \tilde{\Phi}^{2, \epsilon}, \ldots, \tilde{\Phi}^{M, \epsilon} \right),
\]
where $\Phi^{1} := ((1_{R^{1,M}}, 0))$ and $1_{R^{1,M}}$ is a row vector of length $M$ with all entries equal to 1. It is clear from the construction of $\Phi_{M}^{f, \epsilon}$ and (3.7) that
\[
\left\| f - R \left( \Phi_{M}^{f, \epsilon} \right) \right\|_{L^{\infty}(\mathcal{M} ; \mathbb{R}^{q})} = \left\| \sum_{i=1}^{M} \tilde{f}_i(\cdot, P_{y_i,M^2}) - R \left( \Phi^{f, \epsilon} \right) \right\|_{L^{\infty}(\mathcal{M} ; \mathbb{R}^{q})} \leq \epsilon,
\]
where we applied the triangle inequality to obtain the final estimate. Moreover, by construction, $W(\Phi_{M}^{f, \epsilon}) = O(qM^{d+1}\epsilon^{-d}) + O(M \cdot (M_{d}D + dD))$ and $L(\Phi_{M}^{f, \epsilon}) = [\log_{2}(d)] + [\log_{2}(D)] + c + 3$.

We assume without loss of generality that $\Phi_{M}^{f, \epsilon}$ already satisfies that $R(\Phi_{M}^{f, \epsilon})$ maps into $[0, 1]^{q}$. If this is not the case, then concatenating $\Phi_{M}^{f, \epsilon}$ with a simple NN the realization of which implements the function $(x_i)_{i=1}^{q} \mapsto (\min\{\max\{0, x_i\}, 1\})_{i=1}^{q}$ would enforce the desired property for the concatenated NN. This concatenation does not increase the number of weights or the layers by a significant amount.

Finally, we demonstrate statement (3.3). First of all, set $r_0 := \min\{\delta / (2\sqrt{D}), 1\}$. Then, for any random vector $\eta = (\eta_j)_{j=1}^{q}$, where each component $\eta_j$ with $j \in [D]$ is a normally distributed random variable with mean zero and $\sigma^2 = \mathbb{E}(|\eta_j|^2) \leq r_0^2$ the following upper bound holds
\[
P(|\eta_1| > r_0 \lor |\eta_2| > r_0 \lor \ldots \lor |\eta_D| > r_0) \leq \sum_{i=1}^{D} P(|\eta_i| > r_0) < 2De^{-r_0^2/(2\sigma^2)} = p.
\]
Therefore, with probability $1 - p$, it holds that for all $x \in \mathcal{M}$
\[
R \left( \Phi_{M}^{f, \epsilon} \right)(x) - R \left( \Phi_{M}^{f, \epsilon} \right)(x + \eta) \leq R \left( \Phi_{M}^{f, \epsilon} \right)(x) - \sum_{i=1}^{M} \phi_i(x)\tilde{f}_i(P_{y_i,M}(x)) + \sum_{i=1}^{M} \phi_i(x + \eta)\tilde{f}_i(P_{y_i,M}(x + \eta)) \left| + \sum_{i=1}^{M} \phi_i(x)\tilde{f}_i(P_{y_i,M}(x + \eta)) \right|
\]
\[
\leq \sum_{i=1}^{M} \phi_i(x)\tilde{f}_i(P_{y_i,M}(x)) - \sum_{i=1}^{M} \phi_i(x + \eta)\tilde{f}_i(P_{y_i,M}(x + \eta)) \right| + 2\epsilon \leq \sum_{i=1}^{M} \phi_i(x + \eta)\tilde{f}_i(P_{y_i,M}(x)) \right| + 2\epsilon
\]
\[
\leq \sum_{i=1}^{M} \phi_i(x + \eta)\tilde{f}_i(P_{y_i,M}(x)) \right|
\]
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where we applied the triangle inequality in the first, (3.10) in the second, and the definition of $\hat{f}_i$ in the third step. From (3.5), we conclude that

$$z = 2C \sum_{i=1}^{M} \phi_i(x + \eta) \left( f_i(P_{y_i,\mathcal{M}}(x)) - f_i(P_{y_i,\mathcal{M}}(x + \eta)) \right) + 2\epsilon$$

$$+ \sum_{i=1}^{M} \phi_i(x + \eta) \left( \hat{f}_i(P_{y_i,\mathcal{M}}(x)) - \hat{f}_i(P_{y_i,\mathcal{M}}(x + \eta)) \right) + 2\epsilon$$

$$\leq \left| \sum_{i=1}^{M} (\phi_i(x) - \phi_i(x + \eta)) f_i(x) \right|$$

$$+ \left| \sum_{i=1}^{M} \phi_i(x + \eta) \left( \hat{f}_i(P_{y_i,\mathcal{M}}(x)) - \hat{f}_i(P_{y_i,\mathcal{M}}(x + \eta)) \right) \right| + 2\epsilon$$

$$=: I + II + 2\epsilon,$$

and therefore, $I = 0$. Also, due to the linearity of projections and the Lipschitz continuity of $\hat{f}_i$ we have for $C = 2C$ that

$$II \leq C \sum_{i=1}^{M} \phi_i(x + \eta) |P_{y_i,\mathcal{M}}(\eta)|$$

$$\leq C \sum_{i=1}^{M} \phi_i(x + \eta) \cdot \left( \max_{j \in [M]} |P_{y_j,\mathcal{M}}(\eta)| \right)$$

$$= C \max_{j \in [M]} |P_{y_j,\mathcal{M}}(\eta)|.$$

Thus,

$$\sup_{x \in \mathcal{M}} |R \left( \Phi_{\mathcal{M}}^{f,e} \right)(x + \eta) - R \left( \Phi_{\mathcal{M}}^{f,e} \right)(x) |^2 = (II + \epsilon)^2 \leq \left( C \max_{j \in [M]} |P_{y_j,\mathcal{M}}(\eta)| + 2\epsilon \right)^2.$$

After the estimate $(z + 2\epsilon)^2 \leq 2z^2 + 8\epsilon^2$ is applied, we obtain

$$\sup_{x \in \mathcal{M}} |R \left( \Phi_{\mathcal{M}}^{f,e} \right)(x + \eta) - R \left( \Phi_{\mathcal{M}}^{f,e} \right)(x) |^2 \leq 2 \left( C \max_{j \in [M]} |P_{y_j,\mathcal{M}}(\eta)| \right)^2 + 8\epsilon^2. \tag{3.11}$$

We observe due to the boundedness of $R(\Phi_{\mathcal{M}}^{f,e})$ that

$$\mathbb{E} \left( \sup_{x \in \mathcal{M}} |R \left( \Phi_{\mathcal{M}}^{f,e} \right)(x + \eta) - R \left( \Phi_{\mathcal{M}}^{f,e} \right)(x) |^2 \right) \leq \mathbb{E} \left( 2 \left( C \max_{j \in [M]} |P_{y_j,\mathcal{M}}(\eta)| \right)^2 + 8\epsilon^2 \right) + p. \tag{3.12}$$

Next, we will find a bound for the first term on the right-hand side of the inequality (3.12). As $\eta = (\eta_i)_{i=1}^{D}$ is normally distributed with zero mean and covariance matrix $\sigma^2 I$, where $I$ denotes the identity matrix, it follows that $y = (y_i/\sigma)_{i=1}^{D}$ is normally distributed with zero mean and covariance matrix $I$. It is well-known that every orthogonal projection operator $P$ on a linear subspace $V$ is self-adjoint and idempotent. Let $P$ be an orthogonal projection operator mapping to a $d$-dimensional subspace, then by [20, Theorem 3.1], it holds that

$$\|Py\|^2 = y^T P^T Py = y^T P^2 y = y^T Py$$

is $\chi_d^2$ distributed. Therefore, it can be concluded that $|P_{y_j,\mathcal{M}}(\eta)|^2/\sigma^2$ is a $\chi_d^2$ distributed random variable for $j \in [M]$. Moreover, according to the maximal inequality for $\chi_d^2$ random variables (see [13, Example 2.7]), it holds that

$$\mathbb{E} \left( \max_{j \in [M]} \frac{|P_{y_j,\mathcal{M}}(\eta)|^2}{\sigma^2} - d \right) \leq \sqrt{2d \log(M)} + 2 \log(M).$$
Hence, we observe that
\[
\mathbb{E}\left(\left(\max_{j \in [M]} |P_{y_j, \mathcal{M}}(\eta)|\right)^2\right) = \mathbb{E}\left(\max_{j \in [M]} |P_{y_j, \mathcal{M}}(\eta)|^2\right) \\
\leq \left(\sqrt{2d \log(M)} + 2 \log(M) + d\right) \cdot \sigma^2 \\
\leq \left(\sqrt{2d \log(M)} + 2 \log(M) + d\right) \cdot \frac{1}{D} \mathbb{E}(|\eta|^2),
\] (3.13)
and therefore
\[
\mathbb{E}\left(\sup_{x \in \mathcal{M}} |R\left(\Phi^{f,e}_{\mathcal{M}}(x + \eta) - R\left(\Phi^{f,e}_{\mathcal{M}}(x)\right|)^2\right) \leq \mathbb{E}(2\sigma^2 + 8\epsilon^2) + p \\
\leq 2\hat{C}^2 \cdot \left(\sqrt{2d \log(M)} + 2 \log(M) + d\right) \cdot \frac{1}{D} \mathbb{E}(|\eta|^2) + 8\epsilon^2 + p \\
\leq \frac{\hat{C}}{D} \mathbb{E}(|\eta|^2) \cdot \left(\sqrt{2d \log(M)} + 2 \log(M) + d\right) + 8\epsilon^2 + p,
\]
where \(\hat{C} = 2\hat{C}^2 = 8C^2\).

\[\square\]

**Remark 3.12.** The weights in the NNs used in the construction of Theorem 3.9 are all polynomially bounded in \(\epsilon\). This can be seen by observing that the weights are polynomially bounded for all NNs used as building blocks. For the multiplication NN of Lemma 3.6, this is explicitly stated in [58, Lemma A.3]. For the NNs of Theorem 3.7, this bound is not explicitly stated in the original reference, but is clear since linear FEM approximation is emulated, where the weights need to grow only like the inverse of the mesh-size. The same holds for the construction of the partition of unity in the proof. All additional operations require universally bounded weights only. In the sequel, we assume that the weights of the NNs of Theorem 3.9 are bounded by \(\epsilon^{-r}\) for an \(r \in \mathbb{N}\).

### 4 Statistical learning of a robust-to-noise neural network

Theorem 3.9 guarantees the existence of a NN the realization of which is robust with respect to noisy inputs. In practice, we also need to find this NN or one with similar properties by performing some form of empirical risk minimization over a set of NNs for an appropriately chosen training set.

If we attempt to create a NN with robustness to noise that implements the inverse to a forward operator \(F: [0,1]^q \rightarrow \mathcal{M} \subset [0,1]^p\), for \(q, d \in \mathbb{N}\), then it appears to be natural to train on noisy data, \((F(x_i) + \eta_i, x_i)_{i=1}^m\), where \(m \in \mathbb{N}\) and \(\eta_i\) are additive noise vectors. Note that, if \(F\) is known, then such data can be readily generated.

However, the theoretically-established robust-to-noise NN of Theorem 3.9 is one that instead of approximating \(F^{-1}\) approximates, for an \(r_0 > 0\), the function
\[
f(x) = \sum_{i=1}^{M} \phi_i(x) \hat{f}_i\left(P_{y_i, \mathcal{M}}(x)\right), \text{ for } x \in \mathcal{M} + B_{r_0}(0),
\]
where \(\hat{f}_i\) are the Lipschitz continuous functions defined under Equation (3.6). Note that \(f\) only necessarily agrees with \(F^{-1}\) on \(\mathcal{M}\). To learn \(f\), it appears more appropriate to train on samples of the form \((y + \eta, f(y + \eta))\) for \(y\) following some distribution on \(\mathcal{M}\) and \(\eta\) Gaussian. However, while one could in principle compute \(f\) for many practical problems, it would be preferable to only access the forward operator \(F\).

We will show below, that training on values \((F(x_i) + \eta_i, x_i)_{i=1}^m\) with \(x_i\) drawn according to some distribution on \([0,1]^q\) and \(\eta_i\) Gaussian yields a robust NN as well. To formulate the result, we first need a generalization result for empirical risk minimization over sets of NNs with multi-dimensional output.
Definition 4.1. Let $q, D, L, W \in \mathbb{N}$, and $B > 0$. We denote by $\mathcal{NN}(D, q, L, W, B)$ the set of NNs with $L$ hidden layers, $D$-dimensional input and $q$-dimensional output, with at most $W$ non-zero weights, which are bounded in absolute value by $B$. Moreover, we set

$$\mathcal{NN}_*(D, q, L, W, B) := \{ \Phi \in \mathcal{NN}(D, q, L, W, B) : 0 \leq R(\Phi)(x) \leq 1 \ \forall \ x \in [0, 1]^q, i = 1, \ldots, q \}.$$  

We denote the associated sets of realizations by $\mathcal{RNN}(D, q, L, W, B)$ and $\mathcal{RNN}_*(D, q, L, W, B)$, respectively.

Next, we state a bound for the generalization error of empirical risk minimization when multi-dimensional output is used. Similar results may exist in the literature, see e.g. [4, Theorem 10.1] for the univariate case. To keep the manuscript self-contained, we add a proof of the result.

Proposition 4.2. Let $m, q, D, L, W \in \mathbb{N}$. Let $g : [0, 1]^D \rightarrow [0, 1]^q$ and let $D$ be a distribution on $[0, 1]^D$.

Then, for every $\Phi \in \mathcal{NN}_*(D, q, L, W, B)$ and every $\epsilon > 0$

$$\mathbb{P}_{(x_i)_{i = 1}^m} \sim D^m \left( \mathbb{E}_{x \sim D} |R(\Phi)(x) - g(x)|^2 - \frac{1}{m} \sum_{i=1}^m |R(\Phi)(x_i) - g(x_i)|^2 > \epsilon \right) \leq 2 \left( \frac{44q}{\epsilon L^4([B] \max\{q, W\})^{L+1}} \right)^W q e^{-mc^2/8}. \quad (4.1)$$

In particular, for $p \in (0, 1)$ it holds with probability $1 - p$ over the choice of $(x_i)_{i = 1}^m \sim D^m$ that

$$\mathbb{E}_{x \sim D} |R(\Phi)(x) - g(x)|^2 \leq \frac{1}{m} \sum_{i=1}^m |R(\Phi)(x_i) - g(x_i)|^2 \quad (4.2)$$

$$+ \sqrt{8 + 8Wq(5 + \ln(q) + 4 \ln(L) + \ln(1/\epsilon) + (L + 1)(\ln[B] + \ln \max\{q, W\})) \over m} + {8 \ln(1/p) \over m}. \quad (4.3)$$

Proof. We first observe that $\mathcal{RNN}_*(D, q, L, W, B) \subset \bigotimes_{i=1}^q \mathcal{RNN}_*(D, 1, L, W, B)$ and hence, by [28, Lemma 6.1], that $\mathcal{RNN}_*(D, q, L, W, B)$ can be covered by

$$\left( \frac{44q}{\epsilon L^4([B] \max\{q, W\})^{L+1}} \right)^W q$$

balls in $L^\infty([0, 1]^D, [0, 1]^q)$ of radius $\epsilon > 0$, where the $L^\infty$ norm of a function $f : [0, 1]^D \rightarrow [0, 1]^q$ is defined as

$$\|f\|_\infty := \sup_{k=1,\ldots,q} \|f_k\|_\infty.$$  

For $g : [0, 1]^D \rightarrow [0, 1]^q$, it follows that the function class

$$\mathcal{H}_{q,g} := \left\{ x \mapsto \sum_{i=1}^q |(h(x))_i - (g(x))_i|^2 : h \in \mathcal{RNN}_*(D, q, L, W, B) \right\}$$

can be covered by $((44/\epsilon)L^4([B] \max\{q, W\})^{L+1})^W q$ balls in $L^\infty([0, 1]^D)$ of radius $2\epsilon q$ since the map

$$K_q : L^\infty([0, 1]^D, [0, 1]^q) \rightarrow L^\infty([0, 1]^D)$$

$$h \mapsto K_q(h) = \sum_{i=1}^q |h_i - g_i|^2$$

is Lipschitz with Lipschitz constant $2q$. The proof follows the same lines as in [28] and is omitted for brevity.
satisfies for all \( h^{(1)}, h^{(2)} \in L^\infty([0, 1]^D, [0, 1]^q) \) that
\[
\left\| K_q(h^{(1)}) - K_q(h^{(2)}) \right\|_{\infty} = \left\| \sum_{i=1}^{q} \left( h_i^{(1)} - g_i \right)^2 - \sum_{i=1}^{q} \left( h_i^{(2)} - g_i \right)^2 \right\|_{\infty}
\leq \sum_{i=1}^{q} \left\| h_i^{(1)} - g_i \right\|^2 - \left\| h_i^{(2)} - g_i \right\|^2 \leq 2q \left\| h^{(1)} - h^{(2)} \right\|_{\infty}.
\]
(4.4)

Here (4.4) holds since for \( x > y \) and \( x, y, b \in [0, 1] \)
\[
(x-b)^2 - (y-b)^2 = \int_y^x 2(z-b)dz \leq 2(x-y).
\]

Applying [4] Theorem 10.1 to \( \mathcal{H}_{q,g} \) yields (4.3). Finally, to demonstrate (4.3), observe that \( \ln(2 \cdot 44) \leq 5 \), set
\[
\epsilon = \sqrt{\frac{8 + 8Wq(5 + \ln(q) + 4 \ln(L) + \ln(1/\epsilon) + (L + 1)(\ln[B] + \ln \max\{q, W\}))}{m} + 8\ln(1/p)},
\]
and apply (4.1).

Next we show that training a NN of a specific size on data of the form \((F(x_i) + \eta_i, x_i)_{i=1}^m\) with \( x_i \) drawn according to some distribution on \( \mathcal{M} \) and \( \eta_i \), Gaussian generates a NN that has robustness properties similar to the NN of Theorem 3.9. In particular, the robustness to noise is independent from \( D \) and a small value of \( d \) dampens the noise.

**Theorem 4.3.** Let \( r, q, m, D \in \mathbb{N}, D \) be a distribution on \( K \subset [0, 1]^q \), let \( F : K \rightarrow \mathcal{M} \subset [0, 1]^D \), be such that \( \mathcal{M}, F^{-1} \) satisfy the assumptions of Theorem 3.9, let \( c, C, d, M \) be as in Theorem 3.9, and let \( r > 0 \) be as in Remark 3.12. Let \( \eta \in \mathbb{R}^D \) be a Gaussian random variable where all components are independent, zero-mean with variance \( \sigma^2 \). Let \( S = (s_i^{(1)}, s_i^{(2)})_{i=1}^m = (F(x_i) + \eta_i, x_i)_{i=1}^m \) be a sample where \( x_i \sim D \) and \( \eta_i \sim \eta \) are independent random variables for \( i = 1, \ldots, m \). For \( \kappa \geq C \cdot \sqrt{2d\log(M) + 2\log(M) + d} \cdot \sigma^2 \), we choose
\[
W \sim qM^{d+1}\kappa^{-d/2}, \quad L \sim [\log_2(d)] + [\log_2(D)] + c, \quad B \sim \kappa^{1/2},
\]
to be the values corresponding to \( \epsilon = \sqrt{\kappa} \) in Theorem 3.9 and we let
\[
\Phi_S \in \arg \min_{\Phi \in \mathcal{NN}((D, q, L, W, B))} \left\{ \frac{1}{m} \sum_{i=1}^{m} R(\Phi) \left( s_i^{(1)} \right) - s_i^{(2)} \right\}^2.
\]
(4.5)

Then, with probability \( 1 - 2p \) over the choice of \( S \)
\[
\mathbb{E}_{x \sim D, \eta} | R(\Phi_S)(F(x) + \eta) - x|^2 \leq C_K + c' \sqrt{\frac{q\kappa^{-d/2} \ln(1/\kappa)}{m}} + 4D \epsilon^{-\frac{r^2}{\sigma^2}} + \sqrt{\frac{46\ln(2/p)}{m},
\]
(4.6)
where \( c' > 0 \) depends on \( \mathcal{M} \) and \( C \) > 0 depends only on \( C \) (it is in particular independent from \( D, d, q, \) and \( M \)).

**Proof.** First, we note that for \( m \in \mathbb{N} \) and \( p \in (0, 1/2) \) by Proposition 4.2 with probability at least \( 1 - p \) over the draw of \( S = (F(x_i) + \eta_i, x_i)_{i=1}^m \) it holds that
\[
\mathbb{E}_{x \sim D, \eta} | R(\Phi_S)(F(x) + \eta) - x|^2
\leq \frac{1}{m} \sum_{i=1}^{m} |R(\Phi_S)(F(x_i) + \eta_i) - x_i|^2
\leq \sqrt{\frac{8 + 8Wq(5 + \ln(q) + 4 \ln(L) + \ln(1/\epsilon) + (L + 1)(\ln[B] + \ln \max\{q, W\}))}{m} + \ln(1/p)}. \quad (4.7)
\]
Next, we note that per definition of $\Phi_S$

$$\frac{1}{m} \sum_{i=1}^{m} |R(\Phi_S)(F(x_i) + \eta_i) - x_i|^2 = \inf_{\Phi \in \mathcal{NN}^*(D,q,L,W,B)} \frac{1}{m} \sum_{i=1}^{m} |R(\Phi)(F(x_i) + \eta_i) - x_i|^2$$

$$\leq \inf_{\Phi \in \mathcal{NN}^*(D,q,L,W,B)} \left( \frac{2}{m} \sum_{i=1}^{m} |R(\Phi)(F(x_i) + \eta_i) - R(\Phi)(F(x_i))|^2 \right)$$

$$+ \frac{2}{m} \sum_{i=1}^{m} |R(\Phi)(F(x_i)) - x_i|^2. \quad (4.8)$$

By Theorem 3.9 it holds that $\Phi_{f,\sqrt{\kappa}}^M \in \mathcal{NN}^*(D,q,L,W,B)$ and hence

$$\frac{2}{m} \sum_{i=1}^{m} \left| R \left( \Phi_{f,\sqrt{\kappa}}^M \right)(F(x_i)) - x_i \right|^2 \leq 2\kappa. \quad (4.9)$$

Next, we denote for $\Phi \in \mathcal{NN}^*(D,q,L,W,B)$

$$e_S(\Phi) := \frac{1}{m} \sum_{i=1}^{m} |R(\Phi)(F(x_i) + \eta_i) - R(\Phi)(F(x_i))|^2,$$

$$e_{\infty}(\Phi) := \mathbb{E}_{x \sim D,\eta} |R(\Phi)(F(x) + \eta) - R(\Phi)(F(x))|^2.$$

By Hoeffding’s inequality, we have that

$$\mathbb{P}(e_S(\Phi) - e_{\infty}(\Phi) > \sqrt{\ln(2/p)/m}) \leq p. \quad (4.10)$$

We conclude that with probability at least $1 - p$ by (4.8)

$$\frac{1}{m} \sum_{i=1}^{m} |R(\Phi_S)(F(x_i) + \eta_i) - x_i|^2 \leq 2e_{\infty} \left( \Phi_{f,\sqrt{\kappa}}^M \right) + 2\kappa + 2\sqrt{\ln(2/p)/m}. \quad (4.11)$$

By Theorem 3.9 we can estimate

$$e_{\infty} \left( \Phi_{f,\sqrt{\kappa}}^M \right) \leq \frac{\hat{C}}{D} \mathbb{E}(\eta)^2 \cdot \left( \sqrt{2d\log(M) + 2\log(M) + d} \right) + 8\kappa + 2D e^{-\frac{\eta^2}{2d}}$$

$$\leq C'\kappa + 2D e^{-\frac{\eta^2}{2d}}, \quad (4.12)$$

for a constant $C' = \hat{C} + 8 > 0$.

Applying (4.12) to (4.11) yields that with probability at least $1 - p$

$$\frac{1}{m} \sum_{i=1}^{m} |R(\Phi_S)(F(x_i) + \eta_i) - x_i|^2 \leq C''\kappa + 4D e^{-\frac{\eta^2}{2d}} + 2\sqrt{\ln(2/p)/m}. \quad (4.13)$$

Combining (4.13) with (4.7) and noting that since both estimates hold with probability at least $1 - p$ the overall estimate holds with probability at least $1 - 2p$ completes the proof.

5 Numerical experiments

For all inverse problems described in Section 2 we present numerical examples illustrating how robust approximations to the inverse operators can be learned by neural networks. We will proceed similarly for
all cases: First, given the forward operator \( F : \mathcal{X} \to \mathcal{Y} \) between Banach spaces, a basis \( B \) that defines a finite-dimensional space \( W \) is chosen and the domain of \( F \) will be restricted to this subspace. Second, as it was shown in Section 2 for the list of admissible inverse problems, given a compact and convex subset \( K \) of \( W \) and a sequence of finite-rank operators \( (\bar{Q}_N)_{N \in \mathbb{N}} \) where \( \bar{Q}_N : \mathcal{Y} \to Y_N \) and \( Y_N \) are linear subspaces of \( \mathcal{Y} \), there is a \( D \in \mathbb{N} \) such that

\[
\bar{F} := \bar{Q}_D \circ F|_K
\]

has a Lipschitz continuous inverse. Third, we identify the space \( Y \) and denote it as an isomorphism \( T \). For the training of the NN, and for fixed ambient dimension \( D \), intrinsic dimension \( d \), and noise level \( \delta \), a data set of 40,000 noisy data points \( (y_i, x_i)_{i=1}^{40,000} \) is generated. To analyze the practical visibility of the bounds identified in Theorems 3.9 and 4.3, every component is perturbed with normally-distributed random noise \( \eta = (\eta_i)_{i=1}^{40,000} \). Then \( (y_i, x_i)_{i=1}^{40,000} = (\bar{F}(x_i) + \eta_i, x_i)_{i=1}^{40,000} \). This training set was identified in Theorem 4.3 as being the right one to generate robust-to-noise NNs. When the training stage is completed, each NN is evaluated on a test set of 8,000 randomly generated data points \( (y_i, x_i)_{i=1}^{8,000} \) with the same distribution as the training data.

The predictions \( \bar{x}_i \) returned by the NN for each \( y_i \) will be compared with the elements \( x_i \). For each inverse problem and fixed \( D, d, \) and \( \delta \), the training and testing process are performed 10 times and the mean squared test errors are presented. We recall that the mean squared test error is

\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x}_i)^2.
\]

Notice that the expected squared norm of the added noise, scales linearly in \( D \) and linear in \( \mathbb{E}(|\eta|^2) \). We observe that the parameter \( D \) does not negatively affect the test error, even though the norm of the noise grows. This mirrors the prediction of Theorem 3.9, especially Equation 3.13. Moreover, the behavior of the error in all examples also reflects the observation in Remark 3.10.

5.1 Identification of the transmissivity coefficient

In this subsection, two examples will be presented. They differ only in the ambient dimension \( D \). Given the forward operator \( \bar{F} : C([0, 1]) \supset H_{\lambda} \to C([0, 1]) \) of (2.1), we set \( f = 1, c_0, c_1 = 0 \). The domain of \( F \) will be restricted to the subspace \( W_0 \) of \( C([0, 1]) \) given as the span of the four inner Lagrangian finite elements \( \phi_1, \ldots, \phi_4 \) on the grid \( \{0, 1/6, 2/6, 3/6, 4/6, 5/6, 1\} \) and the constant 1. For \( W := \text{span} \{\phi_1, \ldots, \phi_4\}, \lambda := 0.1 \), let \( P_{W, \lambda} \) be defined as in Subsection 2.1. Additionally, \( (a, b) = (0, 1) \) is chosen. Finally, let \( Q_D \) be the sampling operator that samples continuous functions on \( D \) equidistant points in \([0, 1]\). The inverse of the function

\[
\bar{F} := Q_D \circ F \circ P_{W, \lambda} : (0, 1)^d \to \mathbb{R}^D
\]

will be approximated by the realization of a four-layer NN with 100 neurons per layer on 40,000 perturbed data points \( (y_i, x_i)_{i=1}^{40,000} \). Notice that \( \mathcal{M} = \bar{F}((0, 1)^d) \) is a \( \mathcal{M}, \delta \)-covered submanifold and Theorem 3.9 can be applied. The mean squared error for different values of \( D \) and noise level \( \delta \) is displayed in Figure 1 and the values are collected in Table 1.

Next, a second example is discussed where the intrinsic dimension will be altered while the ambient dimension will remain unchanged. Under the same initial condition \( c_0 = c_1 = 0, f = 1 \), the operators \( P_{W, \lambda} \) and \( Q_D \) as previously stated with fixed \( D = 100 \) and the forward operator (2.1), the discretized operator

\[
\bar{F} := Q_{100} \circ F \circ P_{W, \lambda} : (0, 1)^d \to \mathbb{R}^{100},
\]
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Figure 1: Mean squared errors of the approximation of the solution operator for the transmissivity identification problem on the test set for five different noise levels: 0.00, 0.005, 0.01, 0.02, 0.03. The x-axis shows the ambient dimension which corresponds to the number of measurements \( D \), the y-axis records the mean squared error of the reconstruction over the test set. The intrinsic dimension is \( d = 4 \).

| Run id | \( D=20 \) | \( D=40 \) | \( D=60 \) | \( D=80 \) | \( D=100 \) | \( D=120 \) | \( D=140 \) | \( D=160 \) |
|--------|------------|------------|------------|------------|------------|------------|------------|------------|
| \( \delta = 0.0 \) | \( 3.02 \cdot 10^{-5} \) | \( 1.08 \cdot 10^{-6} \) | \( 7.86 \cdot 10^{-7} \) | \( 4.27 \cdot 10^{-6} \) | \( 5.49 \cdot 10^{-6} \) | \( 4.14 \cdot 10^{-6} \) | \( 3.59 \cdot 10^{-6} \) | \( 5.27 \cdot 10^{-6} \) |
| \( \delta = 0.005 \) | \( 1.79 \cdot 10^{-4} \) | \( 9.53 \cdot 10^{-5} \) | \( 6.70 \cdot 10^{-5} \) | \( 5.88 \cdot 10^{-5} \) | \( 5.48 \cdot 10^{-5} \) | \( 4.07 \cdot 10^{-5} \) | \( 3.25 \cdot 10^{-5} \) | \( 3.52 \cdot 10^{-5} \) |
| \( \delta = 0.01 \) | \( 3.73 \cdot 10^{-4} \) | \( 2.03 \cdot 10^{-4} \) | \( 1.49 \cdot 10^{-4} \) | \( 1.30 \cdot 10^{-4} \) | \( 9.98 \cdot 10^{-5} \) | \( 8.87 \cdot 10^{-5} \) | \( 6.59 \cdot 10^{-5} \) | \( 6.60 \cdot 10^{-5} \) |
| \( \delta = 0.02 \) | \( 7.20 \cdot 10^{-4} \) | \( 2.90 \cdot 10^{-4} \) | \( 2.18 \cdot 10^{-4} \) | \( 1.68 \cdot 10^{-4} \) | \( 1.51 \cdot 10^{-4} \) | \( 1.23 \cdot 10^{-4} \) | \( 1.00 \cdot 10^{-4} \) | \( 1.03 \cdot 10^{-4} \) |
| \( \delta = 0.03 \) | \( 1.48 \cdot 10^{-3} \) | \( 8.77 \cdot 10^{-4} \) | \( 6.55 \cdot 10^{-4} \) | \( 5.17 \cdot 10^{-4} \) | \( 4.54 \cdot 10^{-4} \) | \( 3.80 \cdot 10^{-4} \) | \( 2.99 \cdot 10^{-4} \) | \( 3.00 \cdot 10^{-4} \) |

Table 1: Mean squared error of the approximation of the solution operator for the transmissivity identification problem. The ambient dimension is \( D = 100 \) and the intrinsic dimension varies.

5.2 Identification of the coefficient in the Euler-Bernoulli equation

In this subsection, an example of approximation of the inverse operator to the forward operator \( F \) of (2.4) with \( c_0, c_1, c_2, c_3 = 0 \) and \( f = 1 \) will be discussed. We assume that the coefficient \( a \) belongs to the finite-
Figure 2: Mean squared errors of the approximation of the solution operator for the transmissivity identification problem on the test set for five different noise levels: $0.00, 0.005, 0.008, 0.01, 0.02$. The $x$-axis shows the intrinsic dimension $d$, the $y$-axis records the mean squared errors of the reconstruction over the test set.

dimensional space $W$ defined as the span of the functions $(a_k)_{k=1}^4$, where

$$a_k(x) = \frac{\cos (2\pi k x)}{10} + 0.11$$

for $x \in [0, 1]$.

Now, we define $P_W$ as in Subsection 2.1 $(a, b) = (0, 1)$ and the sampling operator $Q_D$ that samples continuous functions on $D$ equidistant points in $[0, 1]$. Then, the inverse of the function

$$\tilde{F} := Q_D \circ F \circ P_W : (0, 1)^4 \to \mathbb{R}^D$$

is approximated by the realization of a NN. Notice that $\mathcal{M} = \tilde{F}((0, 1)^4)$ is a $(M, \delta)$--covered submanifold and Theorem 3.9 can be applied. Again, a four-layer NN with 100 neurons per layer is trained on a set of 40,000 perturbed data points $(y_i, x_i)_{i=1}^{40,000}$. In Figure 3 we present the mean squared error for various values of $D$ and noise levels $\delta$. In Table 3 the values of the errors are collected.

Figure 3: Mean squared errors of the approximation to the inverse problem of the Euler-Bernoulli equation on the test set for five different noise levels: $0.00, 0.005, 0.008, 0.01, 0.02$. The $x$-axis shows the ambient dimension which corresponds to the number of measurements $D$, the $y$-axis records the mean squared error of the reconstruction over the test set.
belong to the finite-dimensional vector space $W$.

### Figure 4: Mean squared error of the approximation to the inverse problem of the Volterra-Hammerstein equidistant points in $[0, L]$. For the approximation of the inverse of the non-linear operator (2.5), the unknown function $u$ is assumed to belong to the four-dimensional subspace of $\mathcal{D}$.

#### 5.3 Solution of a non-linear Volterra-Hammerstein integral equation

For the approximation of the inverse of the non-linear operator (2.5), the unknown function $u$ is assumed to belong to the finite-dimensional vector space $W$ generated by the basis functions $(u_k)^d_{k=1}$ such that

$$u_k(x) = \frac{1}{4} \cos \left( 2\pi k \cdot \left( x + \frac{1}{4} \right) \right) + 1, \text{ for } x \in [0, 1].$$

Once again, we set $(a, b) = (0, 1)$, $P_{W,\lambda}$ as in Section 2.3 along with $Q_D$ the sampling operator on $D$ equidistant points in $[0, 1]$. Then, the inverse of the operator

$$\tilde{F} := Q_D \circ F \circ P_{W,\lambda} : (0, 1)^d \to \mathbb{R}^D$$

will be approximated by the realization of a four-layer NN with 100 neurons per layer. Notice that $\mathcal{M} = \tilde{F}((0, 1)^d)$ is a $(M, \delta)-$covered submanifold and Theorem 3.9 can be applied. For different values of $\delta$ and $D$ and for $d = 4$, the mean squared errors are visualized in Figure 4. In addition, in Figure 5 the mean squared errors for $d = 8$ are depicted. As previously stated, the increase in the intrinsic dimension $d$ yields a substantial increment in the error.
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#### Table 3: Mean squared errors for the inverse problem of the Euler-Bernoulli equation. Here, $d = 4$.

| Run id | $D=20$   | $D=40$   | $D=60$, | $D=80$   | $D=100$  | $D=120$  | $D=140$  | $D=160$  |
|--------|-----------|-----------|---------|-----------|-----------|-----------|-----------|-----------|
| $\delta = 0.00$ | $5.90 \cdot 10^{-3}$ | $6.28 \cdot 10^{-3}$ | $8.31 \cdot 10^{-3}$ | $8.69 \cdot 10^{-3}$ | $7.50 \cdot 10^{-3}$ | $1.02 \cdot 10^{-3}$ | $1.57 \cdot 10^{-3}$ | $9.52 \cdot 10^{-3}$ |
| $\delta = 0.005$ | $3.96 \cdot 10^{-3}$ | $3.25 \cdot 10^{-3}$ | $2.74 \cdot 10^{-3}$ | $2.22 \cdot 10^{-3}$ | $2.11 \cdot 10^{-3}$ | $2.51 \cdot 10^{-3}$ | $1.69 \cdot 10^{-3}$ | $1.70 \cdot 10^{-3}$ |
| $\delta = 0.008$ | $6.24 \cdot 10^{-4}$ | $4.75 \cdot 10^{-4}$ | $3.48 \cdot 10^{-4}$ | $3.45 \cdot 10^{-4}$ | $3.27 \cdot 10^{-4}$ | $3.67 \cdot 10^{-4}$ | $3.84 \cdot 10^{-4}$ | $2.98 \cdot 10^{-4}$ |
| $\delta = 0.01$ | $1.17 \cdot 10^{-3}$ | $5.66 \cdot 10^{-4}$ | $5.14 \cdot 10^{-4}$ | $5.48 \cdot 10^{-4}$ | $5.56 \cdot 10^{-4}$ | $3.88 \cdot 10^{-4}$ | $3.50 \cdot 10^{-4}$ | $3.85 \cdot 10^{-4}$ |
| $\delta = 0.02$ | $2.11 \cdot 10^{-3}$ | $1.71 \cdot 10^{-4}$ | $1.15 \cdot 10^{-4}$ | $1.39 \cdot 10^{-4}$ | $1.02 \cdot 10^{-4}$ | $8.63 \cdot 10^{-5}$ | $9.25 \cdot 10^{-5}$ | $1.03 \cdot 10^{-5}$ |

Figure 4: Mean squared error of the approximation to the inverse problem of the Volterra-Hammerstein integral equation on the test set for five different noise levels: 0.00, 0.005, 0.008, 0.01, 0.02 and intrinsic dimension $d = 4$. The $x$-axis shows the ambient dimension which corresponds to the number of measurements $D$, the $y$-axis records the mean squared error of the reconstruction over the test set.

### 5.4 Solution of the linear inverse gravimetric problem

For the solution of the linear inverse gravimetric problem with forward operator $F$ given by (2.6), the density $\rho$ is assumed to belong to the four-dimensional subspace of $L^2([-1, 1]^2)$ generated by the indicator functions:

$$\phi_1(x) = \mathbb{1}_{[-0.5,0] \times [0,0.5]}(x)$$
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where \( x \) is the integral equation on the test set for five different noise levels: 0, 0.005, 0.008, 0.01, 0.02 and intrinsic dimension \( d = 8 \). The x-axis shows the ambient dimension which corresponds to the number of measurements \( D \), the y-axis records the mean squared error of the reconstruction over the test set.

Figure 5: Mean squared errors of the approximation to the inverse problem of the Volterra-Hammerstein integral equation on the test set for five different noise levels: 0, 0.005, 0.008, 0.01, 0.02 and intrinsic dimension \( d = 8 \). The x-axis shows the ambient dimension which corresponds to the number of measurements \( D \), the y-axis records the mean squared error of the reconstruction over the test set.

| Run id | D=20 | D=40 | D=60 | D=80 | D=100 | D=120 | D=140 | D=160 |
|--------|------|------|------|------|-------|-------|-------|-------|
| \( \delta = 0.00 \) | 5.46 \times 10^{-6} | 4.39 \times 10^{-6} | 4.72 \times 10^{-6} | 5.85 \times 10^{-6} | 5.80 \times 10^{-6} | 4.69 \times 10^{-6} | 5.72 \times 10^{-6} | 5.73 \times 10^{-6} |
| \( \delta = 0.005 \) | 2.23 \times 10^{-4} | 1.03 \times 10^{-3} | 7.88 \times 10^{-3} | 7.52 \times 10^{-3} | 5.90 \times 10^{-3} | 4.50 \times 10^{-3} | 3.04 \times 10^{-3} | 3.65 \times 10^{-3} |
| \( \delta = 0.008 \) | 6.16 \times 10^{-4} | 3.35 \times 10^{-3} | 2.51 \times 10^{-3} | 1.93 \times 10^{-3} | 1.98 \times 10^{-3} | 1.87 \times 10^{-3} | 1.11 \times 10^{-3} | 1.10 \times 10^{-3} |
| \( \delta = 0.01 \) | 1.19 \times 10^{-3} | 6.63 \times 10^{-4} | 4.85 \times 10^{-4} | 3.77 \times 10^{-4} | 3.30 \times 10^{-4} | 2.74 \times 10^{-4} | 2.20 \times 10^{-4} | 2.13 \times 10^{-4} |
| \( \delta = 0.02 \) | 1.86 \times 10^{-3} | 1.06 \times 10^{-4} | 7.74 \times 10^{-5} | 6.23 \times 10^{-5} | 5.13 \times 10^{-5} | 4.35 \times 10^{-5} | 3.50 \times 10^{-5} | 3.38 \times 10^{-5} |

Table 4: Mean squared error for the inverse problem of the Volterra-Hammerstein equation for \( d = 4 \).

\[
\phi_2(x) = \mathbb{1}_{[0,0.5] \times [0,0.5]}(x)
\]
\[
\phi_3(x) = \mathbb{1}_{[-0.5,0] \times [-0.5,0]}(x)
\]
\[
\phi_4(x) = \mathbb{1}_{[0,0.5] \times [-0.5,0]}(x)
\]

where \( x \in [-1,1]^2 \). Again, let \( P_W : (0,1)^4 \to L^2([-1,1]^2) \) be the operator given by \( P_W(\alpha) = \sum_{k=1}^4 \alpha_k \phi_k \) with \( \alpha = (\alpha_k)_{k=1}^4 \in \mathbb{R}^4 \). To determine \( y_1 \), we measure the values of \( F(\rho) \) at the following points on the boundary of \([-1,1]^2\): the first sample is taken at the point \((-1,1) \in [-1,1]^2\) and the successive samples are taken counterclockwise at points with distance \( 1/D \). We can see that the number of samples is \( 4D \). Again, a NN is trained to approximate the inverse of the operator

\[
\bar{F} := Q_{4D} \circ F \circ P_W : (0,1)^4 \to \mathbb{R}^{4D}.
\]

Figure 6 depicts the mean squared errors for the solution of the problem. The errors are also collected in Table 4.
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| Run id | D=20   | D=40   | D=60   | D=80   | D=100  | D=120  | D=140  | D=160  |
|-------|--------|--------|--------|--------|--------|--------|--------|--------|
| $\delta = 0.00$ | $5.62 \cdot 10^{-3}$ | $7.07 \cdot 10^{-3}$ | $5.58 \cdot 10^{-3}$ | $1.11 \cdot 10^{-3}$ | $9.60 \cdot 10^{-4}$ | $8.32 \cdot 10^{-4}$ | $7.90 \cdot 10^{-4}$ | $6.93 \cdot 10^{-4}$ |
| $\delta = 0.005$ | $2.48 \cdot 10^{-4}$ | $1.98 \cdot 10^{-4}$ | $1.49 \cdot 10^{-4}$ | $1.66 \cdot 10^{-4}$ | $1.49 \cdot 10^{-4}$ | $1.45 \cdot 10^{-4}$ | $1.23 \cdot 10^{-4}$ | $1.36 \cdot 10^{-4}$ |
| $\delta = 0.008$ | $5.28 \cdot 10^{-5}$ | $3.29 \cdot 10^{-5}$ | $2.85 \cdot 10^{-5}$ | $2.63 \cdot 10^{-5}$ | $2.05 \cdot 10^{-5}$ | $1.96 \cdot 10^{-5}$ | $1.47 \cdot 10^{-5}$ | $1.92 \cdot 10^{-5}$ |
| $\delta = 0.01$ | $7.01 \cdot 10^{-5}$ | $4.60 \cdot 10^{-5}$ | $3.69 \cdot 10^{-5}$ | $3.15 \cdot 10^{-5}$ | $3.07 \cdot 10^{-5}$ | $2.56 \cdot 10^{-5}$ | $2.06 \cdot 10^{-5}$ | $2.09 \cdot 10^{-5}$ |
| $\delta = 0.02$ | $2.05 \cdot 10^{-5}$ | $1.25 \cdot 10^{-5}$ | $9.10 \cdot 10^{-6}$ | $7.72 \cdot 10^{-6}$ | $7.25 \cdot 10^{-6}$ | $6.37 \cdot 10^{-6}$ | $4.95 \cdot 10^{-6}$ | $4.77 \cdot 10^{-6}$ |

Table 5: Mean squared errors for the inverse problem of the Volterra-Hammerstein equation for $d = 8$.

Figure 6: Mean squared errors of the approximation to the inverse problem of the gravimetric problem on the test set for four different noise levels: 0.00, 0.00001, 0.0001, 0.001 and intrinsic dimension $d = 4$. The $x$-axis the value $D$ such that the ambient dimension is $4D$, the $y$-axis records the mean squared errors of the reconstruction over the test set.
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