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Abstract
To cope with the COVID-19 pandemic, many jurisdictions have introduced new or altered existing legislation. Even though these new rules are often communicated to the public in news articles, it remains challenging for laypersons to learn about what is currently allowed or forbidden since news articles typically do not reference underlying laws. We investigate an automated approach to extract legal claims from news articles and to match the claims with their corresponding applicable laws. We examine the feasibility of the two tasks concerning claims about COVID-19-related laws from Berlin, Germany. For both tasks, we create and make publicly available the data sets and report the results of initial experiments. We obtain promising results with Transformer-based models that achieve 46.7 F1 for claim extraction and 91.4 F1 for law matching, albeit with some conceptual limitations. Furthermore, we discuss challenges of current machine learning approaches for legal language processing and their ability for complex legal reasoning tasks.
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1. Introduction
The COVID-19 pandemic has led to a flurry of activity by law-making bodies in many jurisdictions around the world, for instance in Germany (Siewert et al., 2020). The rapid spread of the contagious coronavirus since December 2019 demanded both the necessity to pass laws that deeply intervene into our constitutional rights and to do so in a timely manner. However, the unpredictable nature of the pandemic lead to a situation where those laws were altered again and again, often on short notice, based on new insights produced by the scientific process. While new rules were often communicated to the public via newspapers or public statements, these often did not provide a reference to the actual law itself. Finding the corresponding law is a non-trivial task in itself, also due to the technical language used in laws – also called “legalese” (Marín, 2017). In addition, understanding the applicability of laws requires specific reasoning skills that legal professionals like lawyers are trained in, but laypersons usually are not. Having an automated system that finds the referenced laws would be a valuable contribution to counter disinformation and enable citizens to look up legal rules themselves.

In this paper, we discuss the challenges of legal reasoning in the context of machine learning and examine the feasibility of two tasks. First, the claim extraction task, where claims about COVID-19-related legislation are extracted from newspaper articles. Second, the law matching task, where such claims are matched with relevant subsections from the corresponding laws. For both tasks, we annotate and make available data sets based on German news articles and German legislation. Moreover, we report and discuss the results of initial experiments based on Transformer language models and a strong TF-IDF baseline.

2. Background and Related Work
In this section, we introduce basic legal terminology and relevant related work about fact-checking, claim retrieval, and legal reasoning.

2.1. Legal Terminology
In this article, we will call the collections of legal articles an act (also called bill, or statute, in German: “Gesetz”, “Verordnung”). An act consists of sections, which start with a “§” (also called “article”, or “clause”, in German called “Paragraph”). A section might be subdivided into several subsections, each start with an enclosed number.

2.2. Fact-Checking
Hanselowski et al. (2019) provide an overview of many popular fact checking data sets. Most of the work is domain-specific, e.g., about politics (Vlachos and Riedel, 2014; Wang, 2017; Atanasova et al., 2018), news (Ferreira and Vlachos, 2016), science (Wadden et al., 2020), or the web (Thorne et al., 2018; Gorrell et al., 2019).

2.3. Claim Retrieval
There is a rich body of research on claim detection. Pankovska et al. (2022) and Levy et al. (2014) investigate claim detection in context of COVID-19 and other specific topics. Beltran and Larraz (2021) present an automated claim detection tool for Twitter, that produces an 80% F1 score in real-life scenarios. Daxenberger et al. (2017) investigate claims across several data sets. Chakrabarty et al. (2019) train a claim detection model on a data set of 5.5 million claims from

1https://github.com/DFKI-NLP/covid19-law-matching

2The different wording for the same structure arise from differences between law systems, e.g., from the U.S. and U.K. In addition, there is no “official” translation for the German legal terms.
2.4. Natural Legal Language Processing

NLP in the legal domain is an emergent field. Chalkidis et al. (2021) present a benchmark and a collection of data sets to test language model performance across various legal tasks. Chalkidis et al. (2020) pre-train a BERT model on legal documents and report improved performance on legal related tasks. Ostendorff et al. (2021) evaluate document representations for legal literature recommendations. Schneider et al. (2021) develop a knowledge graph for the legal domain. Zhong et al. (2020b) present a multiple-choice question data set from the National Judicial Examination in China that requires advanced reasoning skills to solve. The Competition on Legal Information Extraction/Entailment workshop consists of five tasks concerning retrieval and inference over cases and statutes (Rabelo et al., 2021). Holzenberger and Van Durme (2021) model the task of determining whether a legal statute applies to a set of facts as four subtasks. Bommasani et al. (2021) and Zhong et al. (2020a) provide a current overview about machine learning in the law domain.

3. Legal Reasoning and Machine Learning

Most tasks in the legal domain – such as law matching – require some form of legal reasoning. In this section, we highlight some unsolved issues when using current machine learning models for such tasks. Legal reasoning is the process of interpreting legal rules and applying them to facts (MacCormick, 1978). A legal rule is a hypothetical imperative (Engisch, 2005), which describes a conditional consequence. Given some facts and a law, legal reasoning is the process a human applies to understand whether the conditions of the law are met so that the consequence holds. This process requires a human to look up references and definitions, interpret terms, subsume facts under definitions, and conduct appreciation of conflicting values. As of yet it is unclear if and to what extent statistical models can approximate this process. Bommasani et al. (2021) describe how the large language model GPT-3 fails with a simple task of inferring that a person is not entitled to a one million dollars compensation for a car when provided with the rule that damages are not enforceable if they are exorbitant. Holzenberger et al. (2020) conclude that a BERT model performs poorly in a inference task based on tax code rules. Zhong et al. (2020b) present a huge question answering data set from the National Judicial Examination in China, that requires advanced reasoning skills such as word matching, concept understanding, and multi-hop reading. They report only about 28% accuracy and low performance for many of these skills. These findings are in line with research about the limited capability of BERT models to reason (Rogers et al., 2020), e.g., about the physical world (Forbes et al., 2019), in reading comprehension (Jia and Liang, 2017), in logical tasks (Helwet et al., 2021), or over several inference steps (Richardson and Sabharwal, 2020; Zhou et al., 2020).

Many tasks in the legal domain that require such reasoning are modeled as entailment (Holzenberger et al., 2020; Zhong et al., 2020b; Rabelo et al., 2021). Entailment, also called “recognising textual entailment” or “natural language inference” (Poliak, 2020) is the task of inferring whether a text entails a hypothesis (Dagan et al., 2006). For our case, such a task could be: Given a law and a claim, does the law entail that the claim is true? We have identified several challenges with this approach. We will present them in the following subsections. We give examples which are based on real-world claims and laws in German. However, for easier comprehension we have translated and edited them.

3.1. References

Often legislative text contains references to other parts of the bill, or even to different bills. Consider Example 1:

Example 1

§ 9a SARS-CoV-2-Infektionsschutzverordnung
(13.11.20)
(1) The isolation pursuant to § 8 (1) shall end at the earliest on the fifth day after entry if a person has a negative test result with regard to infection with the SARS-CoV-2 coronavirus.

Claim
Anyone entering from a risk area is in isolation for at least five days.

The claim is only true if the referenced isolation in § 8 (1) is imposed on people coming from an area of risk. § 8 (1) includes the following text:

Example 2

§ 8 SARS-CoV-2-Infektionsschutzverordnung
(13.11.20)
(1) Persons who enter the Land of Berlin by land, sea or air from abroad and who have stayed in a risk area, as defined in paragraph 4 at any time within 14 days prior to entry are obliged to go directly to their own home or other suitable accommodation immediately after entry and to seclude themselves there permanently for a period of 14 days after entry.

Since the article in Example 2 imposes the isolation for people from areas of risk, the claim is true. That means § 9a (1) entails the claim, if the content of § 8 (1) is known. If not, the hypothesis would be cast in doubt: § 8 (1) could order this specific kind of isolation for other reasons than return from an area of risk.

For the entailment task that means we have to provide both law sections and the claim as input during inference time. That is a problem, however, since a section can have several references, and the referenced sections can be far longer. Many Transformer-based models
have a restricted input size of 512 tokens\(^3\). For example, the section § 4 SARS-CoV-2-EindmaßnV alone is 1122 token long in its encoded form\(^4\). So for any non-trivial reasoning task, it is impossible to encode all relevant articles as input. A lawyer would resolve these references step-by-step. If we accept that it is in many cases impossible to encode all relevant information for one inference step, it would make sense to model the problem as a multi-step process. This has been done by Holzenberger and Van Durme (2021) who describe the process of resolving references and their logical connections, as well as mapping entities between the sections as structure extraction. Wolfson et al. (2020) break down (non-domain-specific) questions into atomic questions, which are then solved step-by-step.

### 3.2. Legal Terms and Definitions

Legal terms and definitions are similar to explicit references in legislation. Consider Example 3:

**Example 3**

\[ § 1 \text{Zweite Krankenhaus-Covid-19-Verordnung} (28.02.21) \]

This act shall apply to all hospitals licensed in the State of Berlin.

\[ § 3 \text{Zweite Krankenhaus-Covid-19-Verordnung} (28.02.21) \]

(1) Patients are allowed to receive once a day by one person for one hour visit.

**Claim**

Patients in psychiatric clinics are allowed to receive visitors only once a day.

Is the claim entailed by the laws? It depends on whether a psychiatric clinic is a licensed hospital. It is. A lawyer would find this out by either looking up a definition in another act, or in a commentary, or by interpreting the law (e.g., by arguing that other subsections in this act explicitly mention psychiatric clinics). However, it is not always necessary to do this process by yourself, since there are many commentary and journal articles by law professors and practitioners, as well as court decisions, that provide a definition and interpretation for such terms. In these cases legal terms are closely related to references in the sense that the definition of the term can be found somewhere else. So they can be understood as an implicit reference. However, their contents are more difficult to find than explicit references, since explicit references make it clear where and that the referenced information can be found.

Here, basically the same thoughts apply as with explicit references – a language model should have access to the respective information in order to make correct inferences.

### 3.3. Applicability

**Applicability**

Applicability is a central concept in law: While some laws are universally applicable, most are limited in their scope, meaning that they only apply for certain conditions. Consider Example 4:

**Example 4**

\[ § 6 \text{Zweite Krankenhaus-Covid-19-Verordnung} (28.02.21) \]

(1) Accredited hospitals may perform scheduled admissions, provided that reservation and hold-free requirements are met and necessary staff resources and protective equipment are available.

**Claim**

Psychiatric clinics may only admit new patients if they comply with hold-free requirements and have sufficient staff and protective equipment.

Does the subsection entail the claim? Given that psychiatry is a hospital, it does seem so. However, let’s also consider § 6 (3):

**Example 5**

\[ § 6 \text{Zweite Krankenhaus-Covid-19-Verordnung} (28.02.21) \]

(3) Subsections 1 and 2 do not apply to psychiatric clinics.

§ 6 (3) explicitly states that § 6 (1) does not apply to psychiatric clinics. However, since this norm is not part of the text of the original example, a person would still infer from Example 4 that the claim is true. So if the goal is to infer the correct legal conclusion, we must include all norms that are relevant for the applicability of a rule. A limitation in scope could theoretically be anywhere: In a different section of the act, e.g., at the beginning, or even in a completely different act. It could also derive from a legislative competence, for example when the act is from a different state. The entailment task only considers information that is contained in the text, and common knowledge. The scope of a legal norm is not common knowledge. Thus, if not explicitly in the text, all sections in the text are assumed to be in scope. That is a limitation of the entailment task. It does severely limit the correctness of a inference over the presented examples here.

### 3.4. Changing Rules and Amendments

**Law changes.** This does pose specific challenges for entailment. Consider Example 6:

**Example 6**

\[ \text{Claim} \]

Also new: The ban on drinking alcohol outdoors now only applies in green areas as well as in parking lots.

The ban for the public space as a whole is deleted.

Example 6 claims that a rule has been abolished. How can the veracity of such claim be determined? The relevant act here completely replaces the old act so one

\[^3\]This restriction comes from the self-attention mechanism, whose computational and memory resources grow quadratically with sequence length (Vaswani et al., 2017). Beltagy et al. (2020) try to address this issue with the Longformer architecture.

\[^4\]Encoded with the gbert-large tokenizer and in the version of the act from 22.03.20.
must check that 1) the rule was part of the former version of the act and 2) the rule is not present in the current act (also not in a different section or with a different wording). This requires access to the full text of both acts, and advanced reasoning skills.

3.5. Conclusion
We have seen that in order to do legal reasoning, access to a lot of information is needed. It is easy to find examples where encoding all relevant information in the input of a model is impossible due to restricted input size. And even if all information is present, a series of reasoning steps have to be conducted to arrive at the correct solution. As long as (BERT-based) language models are not able to handle negation (Helwe et al., 2021) or infer several reasoning steps (Zhou et al., 2020), there is little hope in expecting language models to do proper legal tasks. For the problem of changing rules (Section 3.4) it is even harder to conclude whether a claim such as in Example 6 is true.

We believe that these issues have to be addressed in order for language models to take on complex legal reasoning tasks. In that sense we agree with Holzenberger and Van Durme (2021) that the classical entailment task is an under-complex model for reasoning tasks about statutory applicability. Current research about multi-text modeling could be a basis for a more sophisticated model to do proper legal tasks. For the problem of changing rules it is even harder to conclude whether a claim such as in Example 6 is true.

We believe that these issues have to be addressed in order for language models to take on complex legal reasoning tasks. In that sense we agree with Holzenberger and Van Durme (2021) that the classical entailment task is an under-complex model for reasoning tasks about statutory applicability. Current research about multi-text modeling could be a basis for a more sophisticated model to do proper legal tasks. For the problem of changing rules (Section 3.4) it is even harder to conclude whether a claim such as in Example 6 is true.

4. Claim Extraction

In this section we present the claim extraction task, which labels claims about COVID-19 rules in German news articles.

4.1. Task Definition

The claim extraction task is concerned with detecting claims about legal rules in a document. A claim is “a statement that something is true or is a fact, although other people might not believe it”. A claim as used in our data set is any statement whose veracity can be determined with help of COVID-19-related legislation. This means the statement must include a legal consequence, meaning an imperative or a prohibition that is imposed by the law. It excludes questions, suggestions, or plans. Its nature of being a claim comes from the fact that uttering a statement about a legal imperative does contain the implicit assertion that corresponding legislation exists, as in Example 7.

Alongside the legal consequence a claim also contains relevant context, that is any part of the document that includes a condition of the referred consequence. However, the task considered in this paper has an important limitation: Only local context is part of the claim. We discuss this in the next section.

4.2. Claim Context

In order to make the task more tractable for this work, we made an important limitation: We only considered relevant context that is located directly next to the legal consequence. Thus, any claim is a continuous span of words. This is a significant limitation, since in many articles, the relevant context is distributed over the entire text.

For illustration, consider the case of an newspaper article where the introduction or the headline makes it clear that the following text only applies to restaurants. Then follows a list of legal rules, where the restaurant context is not explicitly stated again. The claim in Example 8 is about restaurants, but could also be about operas or theaters.

Example 8

Claim with missing context
“Employees and guests who are not at their seats must wear a medical face mask.”

An optimal model would be able to extract the relevant context for a legal consequence from anywhere in the text. However, this is a genuine hard problem, since the question of whether a fact is actually a relevant condition requires knowledge of the law. The only way it can obtain this information is via inference from the training data, but this would mean it is impossible for the model to generalize well for more diverse problems. This is what makes this problem so difficult.

On the other hand, in cases where condition and consequence are located directly next to each other, this relevance can be determined fare more easily. In these cases there are often also syntactic hints that imply relevance (“If you visit the zoo, then you need to wear a mask”). We concentrate on local context in this work.

4.3. Technical Implementation

For the technical implementation, we conceptualize claim extraction as a sequence labeling task, more precisely as a token classification task using the BIO labeling scheme.

We use two model architectures for the claim extraction task: BERT (Devlin et al., 2019) and ELECTRA (Clark et al., 2020). For both models we use the Huggingface transformers library (Wolf et al., 2020). We use model weights pre-trained on German corpora (Chan et al., 2020).
Notably, the models are pre-trained on the Open Legal Data corpus (Ostendorff et al., 2020), which consists of German laws and court decision. Thus, we can consider the models as domain-specific.

4.4. Data Set

We annotate claims in newspaper articles and press releases. Thus, our claims and the articles are natural samples, that all occurred in the real world, and not synthetic. All annotations are done by one student with a law and a computer science background, so the choice of the articles might be biased towards personal preferences of the annotator.6

The claim extraction data set consists of articles with spans that represents claims. During pre-processing, the annotated articles are chunked into smaller pieces, due to the restricted input size of our models of 512 tokens. This results in our sample size being about 65% larger than the count of annotated articles.

We annotate 48 articles, which result in 79 samples. Every sample is a piece of text with spans that label claims. In total, the 79 samples contain 451 claims. Figure 1 presents the distribution of claims per sample. Approximately 59% of samples have a length of around 2500 chars, the remaining ones are shorter. The 48 articles are from 19 different websites. For example, 7 articles were from berlin.de and rbb24.de, and 6 articles from morgenpost.de. There 16 remaining websites account for 1-4 annotated articles each.

---

**Figure 1: Claims per sample.** Most samples contain less than 10 claims. Over 90% of the claims were shorter that 300 characters

4.5. Evaluation

We report claim extraction scores, conduct a manual analysis of the results, and discuss them.

Due to the small data set, we choose a 5-fold validation to account for variance between random training/test splits. We report the standard deviation between the five folds. All models were trained with batch size 30, learning rate $2^{-5}$, and weight decay of 0.01.

Table 1 shows that gelectra-large yields with 0.467 the best F1 score for claim extraction.

4.6. Manual Analysis

We analyze the test set predictions of gbert-large and gelectra-large by hand. For that we evaluate both models by visualizing the results with color codes. The files can be found at our Github repository.

For analysis, both models obtain similar F1 score (0.468 for gelectra-large and 0.446 for gbert-large). In general, we find most true positives useful for the downstream law matching task, especially those from gelectra-large. Next, we highlight the most interesting results of this analysis.

4.6.1. Continuous Labeling of Spans

We observe that gelectra-large is better in labelling continuous spans of tokens as a claim, while gbert-large often inferred seemingly random different labels during a sentence, a pattern that is not present in the training data. This is the main contributor in why we perceive the results from gelectra-large as higher quality, despite similar F1 score.

After a sampling a subset of the test data, we estimate that gbert-large infers about 45% more often such “mixed label” sentences (13 vs. 29 occurrences). We do not know why this is the case. It could be that the different pre-training task for ELECTRA enables it to learn inter-label relationships more efficiently.

4.6.2. Claim Boundaries

Our articles often contain several claims next to each other. However, the ground truth and the model often disagree where a claim started, and where it ends. Already during the annotation process we found it difficult to split up the sentences into different claims. Our guideline was: Make claims as small as possible, but make them bigger if this would result in lost context (see Section 4.2 for more details on the challenges of claim context).

We notice that the models have a tendency to infer shorter claims. About 60% more often do both models infer a new claim where the ground truth does not than the other way around. We notice that gelectra-large is substantially better than gbert-large in starting a sequences of I tokens with a B token, while gbert-large has a far more occurrences of OI tokens, a pattern not present in the ground truth.

4.6.3. False Positives

False positives are spans that the models infers as claims, but they are not labeled as a claim in the ground truth. We observe the following: Both models are particularly bad in inferring that plans of politicians to pass new laws are not claims. A large amount of the total false positives fall into this category. Example: “Relaxations of the rules are also planned in the sports sector.”

---

6Annotation guideline: https://raw.githubusercontent.com/DFKI-NLP/covid19-law-matching/master/annotation_guideline.pdf
While such a statement constitutes a claim in the classical sense (as defined by the Cambridge Dictionary), for this work we only consider such claims whose veracity can be determined with help of COVID-19-related legislation (see Section 4.1), which is not the case here. We also notice that the models often correctly infer claims that are erroneous not labeled as such in the ground truth. This is the case in 33% of all false positives for both models (34 inferred claims for gelectra-large, 32 for gbert-large). Since the data set contains a total of 451 claims, these missing claims constitute at least 7% of all claims.

4.6.4. False Negatives
False negatives (model does not infer a claim that is labeled as such in the ground truth) are far more rare than false positives. About 50% of all samples do not contain a false negative (40 for gelectra-large and 37 for gbert-large), while the rest does contain mostly around 1-2 instances. We also find that the annotation quality is much higher in this regard, since we do not identify a false negative that should not have been labeled as a claim in the ground truth.

4.6.5. Headings
In the original articles, often a heading precedes a claim. The models are inconsistent in including them in a claim. However, this inconsistency is also present in the ground truth. Our annotation guideline does not contain clear rules whether to include the headings or not in a claims. Another issue is that when text is converted from HTML to plaintext, the semantic information of headings is lost: The heading becomes just a piece of text, often a grammatically incorrect sentence without punctuation.

4.7. Discussion
We find it conceptually and technically challenging to extract the full context of a claim (Section 4.2). In addition, when many claims are contained in one document, it is difficult to exactly determine the boundaries of a claim. This is also reflected in our results, where there is a high disagreement between models and ground truth on claim boundaries (Section 4.6). One potential solution for this issue could be to only annotate the legal consequence, and supply the full article as context. Then the model could learn what is relevant, and claim boundaries would be less challenging.

However, this is also not a silver bullet. First, conceptually it is often difficult to determine what is part of the legal consequence, and what is part of the conditions (Engisch, 2005). Second, providing the full article next to the legal consequence is a problem where the input size of the model is restricted, as it is with the state-of-the-art Transformer architectures. Third, since the articles mostly contain multiple claims (see Figure 1), and the relevant conditions are not annotated, the full article as context will be noisy. Hence, the data set probably would need to be far bigger to account for that.

We find that gelectra-large is the most suited for the task. Even when compared to a gbert-large with very similar F1 score, it performed better in some important aspects. gelectra-large labels continuous spans better and respects claim boundaries better (i.e., starting a claim with a B token). In one of our experimental setups, gelectra-large shows substantial better F1 score than the other models.

While we found that some claims in the ground truth were not labeled as such, this affected only about 7% of all claims (Section 4.6). In addition, the labeled claims in the ground truth appear to be of high quality: During review we did not found any labeled claim that was misclassified as such.

In general, manual analysis of the results are promising. We believe the results indicate that a model with sufficient good real-life performance can be devised.

5. Law Matching
In this section, we present the law matching task, which infers whether a given subsection applies to a claim. The goal of the law matching task is to match any subsection of a law that helps a human to determine whether the claim is correct or not.

5.1. Task Definition
The law matching task is concerned with matching a subsection of a law with a claim. Given a set of subsections $S$ that apply to a claim $c$, any subsection $s \in S$ matches $c$. Importantly, opposed to entailment, we do not require the subsection to entail the claim.

---

Table 1: Results for the claim extraction task measured as F1 score, precision, and recall including standard deviation over five folds. gelectra-large yields overall the best results.

| Model         | F1  | Precision | Recall |
|---------------|-----|-----------|--------|
| gbert-base    | 0.398 (± 0.051) | 0.333 (± 0.048) | 0.496 (± 0.069) |
| gbert-large   | 0.429 (± 0.057) | 0.354 (± 0.052) | 0.547 (± 0.067) |
| gelectra-base | 0.418 (± 0.036) | 0.357 (± 0.034) | 0.507 (± 0.059) |
| gelectra-large| 0.467 (± 0.064) | 0.417 (± 0.073) | 0.535 (± 0.052) |

We match on subsections. In principal, this also works with whole sections or even single sentences. However, while single sentences would lack important context, whole sections are often too long for the restricted input size of the models we use.
on its own (see Section 3 for the underlying problem). However, the entire set of matching subsections do entail the claim. To illustrate, the Example 9 constitutes a valid match.

**Example 9**

**Claim**
Sport in covered sports facilities is allowed if it is essential. This includes equestrian sports within the scope of animal welfare considerations.

**Subsection**
The practice of sports in covered sports facilities, fitness and dance studios and similar facilities is only permitted insofar as it is necessary:
1. for the sport of the group of persons mentioned in paragraph 1,
2. for equestrian sports to the extent that is absolutely necessary from the point of view of animal welfare,
3. for therapeutic treatments as well as uses in accordance with paragraph 1.
Otherwise, it is prohibited.

### 5.2. Scope

We define the scope of the law matching task in order to make it more tractable:

- We leave out claims about changing rules (see Section 3.4). This is a serious limitation, since those claims became more prevalent when rules are eased during the second part of 2021.
- We leave out claims that can only be verified with the fact of the nonexistence of a law. The problematic here is similar to the one with changing laws.
- We consider only laws from the Berlin state (Germany), and claims about laws from Berlin.
- We leave out claims which are missing relevant context (see Section 4.2).

### 5.3. Technical Implementation

We use the same models as in the claim extraction task (Section 4.3), except that the models use a sequence classification head. As baseline we use a classification based on cosine similarity between TF-IDF vectors. Since matching subsections and claims often use similar words, it can be expected that they have a higher degree of cosine similarity than non-matching ones. Both claims and subsections are transformed to TF-IDF vectors using the Scikit-learn library\(^8\). Then the cosine similarity for every claim-subsection pair is calculated, which, together with the corresponding label, was used as data.

### 5.4. Data Set

For the law matching task we provide a data set with a total of 858 samples. To create that, we annotate 328 claims with subsection that together justify the claim. The claim paired with every subsection separately becomes a positive sample, and for every positive sample a random subsection is chosen as a negative sample. Thus, the data set is balanced with 50% positive and 50% negative samples. The claims are from March 2020 to July 2021. They are not equally distributed over this time, as 57% of the claims reference a time between March to June 2021.

The text for the subsections originates from an additional data set for the COVID-19-related legislation in Berlin. We collected 13 COVID-19-related acts from the official website http://gesetze.berlin.de, with a total of 975 sections\(^9\), for which the applicability period is provided.

### 5.5. Evaluation

We report scores for this task (Table 2) and discuss them (Section 5.6). Due to the small data set, we choose a 5-fold validation to account for variance between random training/test splits. In parentheses we report the standard deviation over the five folds. All models are trained with batch size \(b = 3\), learning rate \(\lambda = 1^{-3}\), and weight decay of \(d = 0.01\). As shown in Table 2, gelectra-large outperforms all other models. gbert-large has a lower F1 than gbert-base, and a far higher standard deviation.

### 5.6. Discussion

The large German BERT model gbert-large shows a worse performance than the other Transformer-based models, on par with the TF-IDF baseline. Our analysis shows that gbert-large does not learn the 50%-50% distribution of the original data set (it only infers a match in 38% of the samples). However, this could be due to a random error. For small data sets, the randomly initialized weight of the classification head can result in high variance in classification performance (Risch and Krestel, 2020).

Manual analysis of the results of the baseline model shows that TF-IDF performs poorly in matching claims with subsections that contained long lists (i.e., having lots of words), and with subsections that contained vastly different wording. This can be explained by TF-IDF vectors being cosine similar if they contain similar words which are similar frequent over the corpus of documents. Since this is not necessarily the case, Transformer-based models are more suited for this task, which is also shown through their better results.

In general, the results are promising, with gelectra-large achieving up to 0.91 F1 score. However, the data set is relatively small, and skewed to a period between March and June 2021 (Section 4.4), and we limit the scope of our task (Section 5.2). Thus, the results do not indicate how well the models generalize to different time spans, or similar tasks.

---

\(^8\)https://scikit-learn.org/stable/

\(^9\)A section may consist of several subsections.
We have discussed, in Section 3, the difficulties of legal reasoning. The fact that our models perform well anyway can be explained with the scope of the task: The COVID-19-related legislation does contain a lot of concrete, self-contained rules and restrictions, in differentiation to more abstract and modular rules. This is visible in the fact that around 75% of claims are annotated with a single subsection, which means that the referenced rule is contained in one single place. Also the simple baseline achieves a F1 score of 0.741, which indicates that simple word similarity is enough to achieve a good performance on this dataset. Also, we limit the scope as explained in Section 5.2, and the negative samples are constructed randomly also makes the task easier.

It is also important to note that our task definition (Section 5.1) is different from the classic entailment task, in which many tasks are mostly modeled. Notably, in the entailment all relevant information (except “common knowledge”) must be contained in the input. In contrast, our task allows for matching subsections that do apply, but where the applicability criteria is missing in the sample (e.g., because they are located in a different section of the law). We show that – at least for the restricted domain of COVID-19-related legislation in Berlin – this can work. However, it is questionable whether models can generalize well in such a setup for a more diverse and broader task.

6. Conclusion

Legal reasoning is difficult to model for current NLP architectures. We show by example (Section 3) that several crucial steps in the reasoning process are underspecified (e.g., because of restricted input size and access to information) or that models show generally bad performance in those (e.g., multi-hop reasoning, negation) and that entailment is not a sufficient model in the reasoning task. Thus we conclude that inference over legal conclusions is only possible in simple cases with a limited scope.

For claim extraction (Section 4), we find that gelectra-large is suited best for the task, with a F1 score of 0.467. Even when compared to gbert-large with similar F1 performance, gelectra-large learns better to extract sentences as a whole, and to start claims with a B token according to our labeling scheme. We find the manually inspected results promising, especially given the small data set size.

However, we find it difficult to extract the full relevant context from the article. Thus, we only extract “local” context (Section 4.2), which result in some claims with missing context. Solving this is a conceptual and technical challenge. In addition, the data set is currently relative small and about a specific period during the pandemic. Extending the data set will be subject of future work.

For law matching, gelectra-large obtains a F1 score of 0.91, indicating that for this particular domain, matching the relevant laws is possible with sufficient accuracy. This comes with the limitation that there are several classes of claims for which it is very difficult to obtain evidence, and we have excluded those from the law matching task. These include claims about changes in legislation (Section 3.4) and claims where the evidence is the absence of a law. Since such claims are part of our claim extraction data set, this means the performance of claim extraction and law matching task will affect each other. Moreover, the fact that the negative samples are constructed randomly also makes the task less challenging, which is shown by the simple, but strong baseline.

The experimental results we obtained are promising and we believe our work can serve as a first step towards a full claim checking pipeline for COVID-19-related legislation, or similar applications. Especially the data set that we publish along with this paper can be the basis for future research. For that, a valuable future contribution would be solutions for the difficult cases of claims which we have excluded in this work (see Section 5.2). In addition, we believe the challenges outlined in Section 3 are a limitation for more solving more complex legal tasks with machine learning. A more complex model than entailment for legal tasks would hence be a valuable contribution.
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