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Abstract

This paper introduces a new way to compact a continuous probability distribution $F$ into a set of representative points called support points. These points are obtained by minimizing the energy distance, a statistical potential measure initially proposed by Székely and Rizzo (2004) for testing goodness-of-fit. The energy distance has two appealing features. First, its distance-based structure allows us to exploit the duality between powers of the Euclidean distance and its Fourier transform for theoretical analysis. Using this duality, we show that support points converge in distribution to $F$, and enjoy an improved error rate to Monte Carlo for integrating a large class of functions. Second, the minimization of the energy distance can be formulated as a difference-of-convex program, which we manipulate using two algorithms to efficiently generate representative point sets. In simulation studies, support points provide improved integration performance to both Monte Carlo and a specific Quasi-Monte Carlo method. Two important applications of support points are then highlighted: (a) as a way to quantify the propagation of uncertainty in expensive simulations, and (b) as a method to optimally compact Markov chain Monte Carlo (MCMC) samples in Bayesian computation.
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1 Introduction

This paper explores a new method for compacting a continuous probability distribution $F$ into a set of representative points (rep-points) for $F$, which we call support points. Support points have many important applications in a wide array of fields, because these point sets provide an improved representation of $F$ compared to a random sample. One such application is to the “small-data” problem of uncertainty propagation, where the use of support points as simulation inputs can allow engineers to quantify the propagation of input uncertainty onto system output at minimum cost. Another important application is to “big-data” problems encountered in Bayesian computation, specifically as a tool for compacting large posterior sample chains from Markov chain Monte Carlo (MCMC) methods [22]. In this paper, we demonstrate the theoretical and practical effectiveness of support points for the general problem of integration, and illustrate its usefulness for the two applications above.

We first outline two classes of existing methods for rep-points. The first class consists of the so-called mse-rep-points (see, e.g., Chapter 4 of [17]), which minimize the expected distance from a random point drawn from $F$ to its closest rep-point. Also known as principal points [19], mse-rep-points have been employed in a variety of statistical and engineering applications, including quantizer design [25, 53] and optimal stratified sampling [8, 7]. In practice, these rep-points can be generated by first performing k-means clustering [39] on a large batch sample from $F$, then taking the converged cluster centers as rep-points. One weakness of mse-rep-points, however, is that they do not necessarily converge to $F$ (see, e.g., [76, 65]). The second class of rep-points, called energy rep-points, aims to find a point set which minimizes some measure of statistical potential. Included here are the minimum-energy designs in [30] and the minimum Riesz energy points in [8]. While the above point
sets converge in distribution to $F$, its convergence rate is quite slow, both theoretically and in practice [3]. Moreover, the construction of such point sets can be computationally expensive in high dimensions.

The key idea behind support points is that it optimizes a specific potential measure called the energy distance, which makes such point sets a type of energy rep-point. First introduced in [67], the energy distance was proposed as a computationally efficient way to evaluate goodness-of-fit (GOF), compared to the classical Kolmogorov-Smirnov (K-S) statistic [33], which is difficult to evaluate in high-dimensions. Similar to the existing energy rep-points above, we show in this paper that support points indeed converge in distribution to $F$. In addition, we demonstrate the improved error rate of support points over Monte Carlo for integrating a large class of functions. The minimization of this distance can also be formulated as a difference-of-convex (d.c.) program, which allows for efficient generation of support points.

Indeed, the reverse-engineering of a GOF test forms the basis for state-of-the-art integration techniques called Quasi-Monte Carlo (QMC) methods (see [12] and [11] for a modern overview). To see this, first let $g$ be a differentiable integrand, and let $\{x_i\}_{i=1}^n$ be the point set (with empirical distribution, or e.d.f., $F_n$) used to approximate the desired integral $\int g(x) \, dF(x)$ with the sample average $\int g(x) \, dF_n(x)$. For simplicity, assume for now that $F = U[0,1]^p$ is the uniform distribution on the $p$-dimensional hypercube $[0,1]^p$, the typical setting for QMC. The Koksma-Hlawka inequality (see, e.g., [48]) provides the following upper bound on the integration error $I$:

$$I(g; F, F_n) \equiv \left| \int g(x) \, d[F - F_n](x) \right| \leq V_q(g)D_r(F, F_n), \quad 1/q + 1/r = 1,$$

(1)

where $V_q(g) = \|\partial^p g/\partial x\|_{L_q}$, and $D_r(F, F_n)$ is the $L_r$-discrepancy:

$$D_r(F, F_n) = \left( \int |F_n(x) - F(x)|^r \, dx \right)^{1/r}.$$

(2)
The discrepancy $D_r(F, F_n)$ measures how close the e.d.f. $F_n$ is to $F$, with a smaller value suggesting a better fit. Setting $r = \infty$, the $L_\infty$-discrepancy (or simply discrepancy) becomes the classical K-S statistic for testing GOF. In other words, a point set with good fit to $F$ also provides reduced integration errors for a large class of integrands. A more general discussion of this connection in terms of kernel discrepancies can be found in [27].

For a general distribution $F$, the optimization of $D_r(F, F_n)$ can be a difficult problem. In the uniform setting $F = U[0, 1]^p$, there has been some work on directly minimizing the discrepancy $D_\infty(F, F_n)$, including the cdf-rep-points in [17] and the uniform designs in [15]. Such methods, however, are quite computationally expensive, and are applicable only for small point sets on $U[0, 1]^p$ (see [16]). Because of this computational burden, modern QMC methods typically use number-theoretic techniques to generate point sets which achieve an asymptotically quick decay rate for discrepancy. These include the randomly-shifted lattice rules [63] using the component-by-component implementation of [49] (see also [47]), and the randomly scrambled Sobol’ sequences due to [64] and [51]. While most QMC methods consider integration on the uniform hypercube $U[0, 1]^p$, there are several ways to map point sets on $U[0, 1]^p$ to non-uniform $F$. One such map is the inverse Rosenblatt transformation [58]; however, it can be computed in closed-form only for a small class of distributions. When the density of $F$ is known up to a proportional constant, the Markov chain Quasi-Monte Carlo (MCQMC) approach [52] can also be used to generate QMC points on $F$.

Viewed in this light, the energy distance can be seen as a kernel discrepancy [26] for non-uniform distributions, with the specific kernel choice being the negative Euclidean norm. However, in contrast with the typical number-theoretic construction of QMC point sets, support points are instead generated by optimizing the underlying d.c. formulation for the energy distance. This explicit optimization can have both advantages and disadvantages. On one hand, support points can be viewed as optimal sampling points of $F$ (in the sense
of minimum energy) for any desired sample size $n$. This optimality is evident in the three examples of support points plotted in Figure 1 – the points are concentrated in regions with high densities, but is sufficiently spread out to maximize the representativeness of each point. Such a “space-filling” property can allow for improved integration performance over existing QMC techniques, which we demonstrate in Section 4. On the other hand, the computational work for optimization can grow quickly when the desired sample size or dimension increases. To this end, we propose two algorithms which exploit the appealing d.c. formulation to efficiently generate point sets as large as 10,000 points in dimensions as large as 500.

This paper is organized as follows. Section 2 proves several important theoretical properties of support points. Section 3 proposes two algorithms for efficiently generating support points. Section 4 outlines several simulations comparing the integration performance of support points with MC and an existing QMC method. Section 5 gives two important applications of support points in uncertainty propagation and Bayesian computation. Section 6 concludes with directions for future research.


2 Support points

2.1 Definition

Let us first define the energy distance between two distributions $F$ and $G$:

**Definition 1** (Energy distance; Def. 1 of [68]). Let $F$ and $G$ be two distribution functions (d.f.s) on $\emptyset \neq X \subseteq \mathbb{R}^p$ with finite means, and let $X, X^{\prime \text{i.i.d.}} \sim G$ and $Y, Y^{\prime \text{i.i.d.}} \sim F$. The energy distance between $F$ and $G$ is defined as:

$$E(F, G) \equiv 2 \mathbb{E} \| X - Y \|_2 - \mathbb{E} \| X - X^{\prime} \|_2 - \mathbb{E} \| Y - Y^{\prime} \|_2.$$  \hfill (3)

When $G = F_n$ is the e.d.f. for $\{x_i\}_{i=1}^n \subseteq X$, this energy distance becomes:

$$E(F, F_n) = \frac{2}{n} \sum_{i=1}^{n} \mathbb{E} \| x_i - Y \|_2 - \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \| x_i - x_j \|_2 - \mathbb{E} \| Y - Y^{\prime} \|_2.$$  \hfill (4)

For brevity, $F$ is assumed to be a continuous d.f. on $\emptyset \neq X \subseteq \mathbb{R}^p$ with finite mean for the remainder of the paper.

The energy distance $E(F, F_n)$ was originally proposed in [67] as an efficient GOF test for high-dimensional data. In this light, support points are defined as the point set with best GOF under $E(F, F_n)$:

**Definition 2** (Support points). Let $Y \sim F$. For a fixed point set size $n \in \mathbb{N}$, the support points of $F$ are defined as:

$$\{\xi_i\}_{i=1}^n \in \text{Argmin}_{x_1, \ldots, x_n} E(F, F_n) = \text{Argmin}_{x_1, \ldots, x_n} \left\{ \frac{2}{n} \sum_{i=1}^{n} \mathbb{E} \| x_i - Y \|_2 - \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \| x_i - x_j \|_2 \right\}. \hfill (O)$$

The minimization of $E(F, F_n)$ is justified by the following metric property:
Theorem 1 (Energy distance, Prop. 2 of [68]). \( E(F, G) \geq 0 \), with equality holding if and only if \( F=G \).

This theorem shows that the energy between two distributions is always non-negative, and equals zero if and only if these distributions are the same. In this sense, \( E(F, G) \) can be viewed as a metric on the space of distribution functions. Support points, being the point set which minimizes such a metric, can then be interpreted as optimal sampling points which best represent \( F \).

The choice of the energy distance \( E(F, F_n) \) as an optimization objective is similar to its appeal in GOF testing. As mentioned in the Introduction, \( E(F, F_n) \) was originally proposed as an efficient alternative to classical K-S statistic. However, not only is \( E(F, F_n) \) easy-to-evaluate, it also has a desirable formulation as a d.c. program. We present in Section 3 two algorithms which exploits this structure to efficiently generate support points.

In the univariate setting of \( p = 1 \), an interesting equivalence can be established between support points and optimal \( L_2 \)-discrepancy points:

**Proposition 1** (Optimal \( L_2 \)-discrepancy). For a univariate d.f. \( F \), the support points of \( F \) are equal to the point set with minimal \( L_2 \)-discrepancy.

**Proof.** It can be shown [66] that \( E(F, F_n) = 2D_2^2(F, F_n) \), where \( F_n \) is the e.d.f. of \( \{x_i\}_{i=1}^n \subseteq \mathcal{X} \subseteq \mathbb{R} \) and \( D_2(F, F_n) \) is the one-dimensional \( L_2 \)-discrepancy in (2). This proves the assertion. \( \square \)

Unfortunately, such an equivalence fails to hold for \( p > 1 \), since the \( L_2 \)-discrepancy is not rotation-invariant. Support points and optimal \( L_2 \)-discrepancy points can therefore behave quite differently in the multivariate setting.
2.2 Theoretical properties

While the notion of reverse engineering the energy distance is intuitively appealing, some theory is needed to demonstrate why the resulting points are appropriate for (a) representing the desired distribution $F$, and (b) integrating under $F$. To this end, we provide three theorems: the first proves the distributional convergence of support points to $F$, the second establishes a Koksma-Hlawka-like bound connecting integration error with $E(F, F_n)$, and the last provides an existence result for the resulting error convergence rate. The proofs of these results rely on the important property that, for generalized functions, the Fourier transform of the Euclidean norm $\| \cdot \|_2$ is proportional to the same norm raised to some power (see pg. 173-174 in [20]). We refer to various forms of this duality property throughout the proofs.

2.2.1 Convergence in distribution

We first address the distributional convergence of support points to the desired distribution $F$:

**Theorem 2** (Distributional convergence). Let $X \sim F$ and $X_n \sim F_n$, where $F_n$ is the e.d.f. of the support points in $[O]$. Then $X_n \xrightarrow{d} X$.

This relies on the following lemma, which slightly extends the Lévy continuity theorem to the almost-everywhere (a.e.) pointwise convergence setting.

**Lemma 1.** Let $(F_n)_{n=1}^\infty$ be a sequence of d.f.s with characteristic functions (c.f.s) $(\phi_n(t))_{n=1}^\infty$, and let $F$ be a d.f. with c.f. $\phi(t)$. If $X_n \sim F_n$ and $X \sim F$, with $\lim_{n \to \infty} \phi_n(t) = \phi(t)$ a.e. (in the Lebesgue sense), then $X_n \xrightarrow{d} X$.

**Proof.** (Lemma 1) See Appendix A.1 of the supplemental article [43].
Proof. (Theorem 2) Define the sequence of random variables \((Y_i)_{i=1}^{\infty} \sim i.i.d. F\), and let \(\tilde{F}_n\) denote the e.d.f. of \(\{Y_i\}_{i=1}^{n}\). By the Glivenko-Cantelli lemma, \(\lim_{n \to \infty} \sup_{x \in \mathbb{R}^p} |\tilde{F}_n(x) - F(x)| = 0\) a.s., so \(\tilde{F}_n(x) \to F(x)\) a.s. for all \(x\). Let \(\phi(t)\) and \(\tilde{\phi}_n(t)\) denote the c.f.s of \(F\) and \(\tilde{F}_n\), respectively. Since \(|\exp(i\langle t, x \rangle)| \leq 1\), applying the Portmanteau theorem (Theorem 8.4.1 in [57]) and the dominated convergence theorem gives:

\[
\lim_{n \to \infty} E[|\phi(t) - \tilde{\phi}_n(t)|^2] = 0.
\] (5)

Using Prop. 1 of [68] (this is a duality result connecting the energy distance with c.f.s), the expected energy between \(\tilde{F}_n\) and \(F\) becomes:

\[
E[E(F, \tilde{F}_n)] = \frac{1}{a_p} E \left[ \int \frac{|\phi(t) - \tilde{\phi}_n(t)|^2}{\|t\|_2^{p+1}} \, dt \right] = \frac{1}{a_p} \int \frac{E[|\phi(t) - \tilde{\phi}_n(t)|^2]}{\|t\|_2^{p+1}} \, dt,
\] (6)

where \(a_p\) is some constant depending on \(p\), with the last step following from Fubini’s theorem. Note that \(E[|\phi(t) - \tilde{\phi}_n(t)|^2] = \frac{1}{n} \text{Var} [\exp(i\langle t, Y_i \rangle)]\), so \(E[|\phi(t) - \tilde{\phi}_n(t)|^2]\) is monotonically decreasing in \(n\). By the monotone convergence theorem and (5), we have:

\[
\lim_{n \to \infty} E[E(F, \tilde{F}_n)] = \frac{1}{a_p} \int \lim_{n \to \infty} \frac{E[|\phi(t) - \tilde{\phi}_n(t)|^2]}{\|t\|_2^{p+1}} \, dt = 0.
\] (7)

Consider now the e.d.f.s \((F_n)_{n=1}^{\infty}\) and c.f.s \((\phi_n)_{n=1}^{\infty}\) for support points. By Definition 2, \(E(F, F_n) \leq E[E(F, \tilde{F}_n)]\), so \(\lim_{n \to \infty} E(F, F_n) = 0\) by (7) and the squeeze theorem. Take any subsequence \((n_k)_{k=1}^{\infty} \subseteq \mathbb{N}_+\), and note that:

\[
\lim_{k \to \infty} E(F, F_{n_k}) = \lim_{k \to \infty} \int \frac{|\phi(t) - \phi_{n_k}(t)|^2}{\|t\|_2^{p+1}} \, dt = 0.
\]

We know by the Riesz-Fischer Theorem (pg. 148 in [59]) that a sequence of functions \((f_n)\) which converge to \(f\) in \(L_2\) has a subsequence which converges pointwise a.e. to \(f\). Applied here, this suggests the existence of a further subsequence \((n'_k)_{k=1}^{\infty} \subseteq (n_k)_{k=1}^{\infty}\) satisfying...
φ_n(t) \rightarrow k \rightarrow \infty \phi(t) \quad \text{a.e., so by Lemma 1} \quad X_{n_k}' \xrightarrow{d} X. \quad \text{Since } (n_k)_{k=1}^{\infty} \text{ was arbitrarily chosen, it follows by the proof of Corollary 1 in Chapter 9 of [62] that } X_n \xrightarrow{d} X, \quad \text{which is as desired.}

In words, this theorem shows that support points are indeed representative of the desired distribution F when the number of points n grows large. From this, the consistency of support points can be established:

**Corollary 1** (Consistency). Let \( X \sim F \) and \( X_n \sim F_n \), with \( F_n \) as in Theorem 2. (a) If \( g : \mathcal{X} \rightarrow \mathbb{R} \) is continuous, then \( g(X_n) \xrightarrow{d} g(X) \). (b) If \( g \) is continuous and bounded, then
\[
\lim_{n \rightarrow \infty} \mathbb{E}[g(X_n)] = \lim_{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} g(\xi_i) = \mathbb{E}[g(X)].
\]

*Proof.* Part (a) follows from the continuous mapping theorem and Theorem 2. Part (b) follows by the Portmanteau theorem.

The purpose of this corollary is two-fold: it demonstrates the consistency of support points for integration, and justifies the use of these point sets for a variety of other applications. Specifically, part (a) shows that support points are appropriate for performing uncertainty propagation in stochastic simulations, an application further explored in Section 4.2. Part (b) shows that any continuous and bounded integrand \( g \) can be consistently estimated using support points, i.e., its sample average converges to the desired integral.

### 2.2.2 A Koksma-Hlawka-like bound

Next, we present a theorem which upper bounds the squared integration error \( I^2(g; F, F_n) \) by a term proportional to \( E(F, F_n) \) for a large class of integrands. Such a result provides some justification on why the energy distance may be a good criterion for integration. Here, we first provide a brief review of conditionally positive definite (c.p.d.) kernels, its native
spaces, and their corresponding reproducing kernels, three ingredients which will be used for proving the desired theorem.

Consider the following definition of a conditionally positive definite kernel:

**Definition 3** (c.p.d. kernel; Def. 8.1 of [72]). A continuous function $\Phi : \mathbb{R}^p \to \mathbb{R}$ is a c.p.d. kernel of order $m$ if, for all pairwise distinct $x_1, \cdots, x_N \in \mathbb{R}^p$ and all $\zeta \in \mathbb{R}^N \setminus \{0\}$ satisfying $\sum_{j=1}^N \zeta_j p(x_j) = 0$ for all polynomials of degree less than $m$, the quadratic form $\sum_{j=1}^N \sum_{k=1}^N \zeta_j \zeta_k \Phi(x_j - x_k)$ is positive.

Similar to the theory of positive definite kernels (see, e.g., Section 10.1 and 10.2 of [72]), one can use a c.p.d. kernel $\Phi$ to construct a reproducing kernel Hilbert space (RKHS) along with its reproducing kernel. This is achieved using the so-called native space of $\Phi$:

**Definition 4** (Native space; Def. 10.16 of [72]). Let $\Phi : \mathbb{R}^p \to \mathbb{R}$ be a c.p.d. kernel of order $m \geq 1$, and let $P = \pi_{m-1}(\mathbb{R}^p)$ be the space of polynomials with degree less than $m$. Define the linear space:

$$
\mathcal{F}_\Phi(\mathbb{R}^p) = \left\{ f(\cdot) = \sum_{j=1}^N \zeta_j \Phi(x_j - \cdot) : N \in \mathbb{N}; \; \zeta \in \mathbb{R}^N; \; x_1, \cdots, x_N \in \mathbb{R}^p; \sum_{j=1}^N \zeta_j p(x_j) = 0 \text{ for all } p \in P \right\},
$$

endowed with the inner product:

$$
\left\langle \sum_{j=1}^N \zeta_j \Phi(x_j - \cdot), \sum_{k=1}^M \zeta_k' \Phi(y_k - \cdot) \right\rangle_\Phi = \sum_{j=1}^N \sum_{k=1}^M \zeta_j \zeta_k' \Phi(x_j - y_k).
$$

Let $\{\psi_1, \cdots, \psi_m\} \subseteq \mathbb{R}^p, m = \dim(P)$ be a $P$-unisolvent subset\(^1\) and let $\{p_1, \cdots, p_m\} \subseteq P$ be a Lagrange basis of $P$ for such a subset. Furthermore, define the projective map

\(^1\)See Definition 2.6 of [72].
\[ \Pi_P : C(\mathbb{R}^p) \rightarrow \mathcal{P} \text{ as } \Pi_P(f) = \sum_{k=1}^{m} f(\psi_k)p_k, \text{ and the map } \mathcal{R} : \mathcal{F}_{\Phi}(\mathbb{R}^p) \rightarrow C(\mathbb{R}^p) \text{ as } \mathcal{R}f(x) = f(x) - \Pi_P f(x). \] The native space for $\Phi$ is then defined as:

\[ \mathcal{N}_\Phi(\mathbb{R}^p) = \mathcal{R}(\mathcal{F}_{\Phi}(\mathbb{R}^p)) + \mathcal{P}, \]

and is equipped with the semi-inner product:

\[ \langle f, g \rangle_{\mathcal{N}_\Phi(\mathbb{R}^p)} = \langle \mathcal{R}^{-1}(f - \Pi_P f), \mathcal{R}^{-1}(g - \Pi_P g) \rangle_{\Phi}. \]

After obtaining the native space $\mathcal{N}_\Phi(\mathbb{R}^p)$, one can then define an appropriate inner product on $\mathcal{N}_\Phi(\mathbb{R}^p)$ to transform it into a RKHS:

**Theorem 3** (Native space to RKHS; Thm. 10.20 of [72]). The native space $\mathcal{N}_\Phi(\mathbb{R}^p)$ for a c.p.d. kernel $\Phi$ carries the inner product $\langle f, g \rangle = \langle f, g \rangle_{\mathcal{N}_\Phi(\mathbb{R}^p)} + \sum_{k=1}^{m} f(\psi_k)g(\psi_k)$. With this inner product, $\mathcal{N}_\Phi(\mathbb{R}^p)$ becomes a reproducing kernel Hilbert space with reproducing kernel:

\[
k(x, y) = \Phi(x - y) - \sum_{k=1}^{m} p_k(x)\Phi(\psi_k - y) - \sum_{l=1}^{m} p_l(y)\Phi(x - \psi_l) + \sum_{k=1}^{m} \sum_{l=1}^{m} p_k(x)p_l(y)\Phi(\psi_k - \psi_l) + \sum_{k=1}^{m} p_k(x)p_k(y).
\]

The following generalized Fourier transform (GFT) will also be useful:

**Definition 5** (GFT; Defs. 8.8, 8.9 of [72]). Suppose $f : \mathbb{R}^p \rightarrow \mathbb{C}$ is continuous and slowly increasing. A measurable function $\hat{f} \in \mathcal{F}_{2L^2_{\text{loc}}}(\mathbb{R}^p \setminus \{0\})$ is called the generalized Fourier transform of $f$ if $\exists m \in \mathbb{N}_0/2$ such that $\int_{\mathbb{R}^p} f(x)\hat{\gamma}(x) \, dx = \int_{\mathbb{R}^p} \hat{f}(\omega)\gamma(\omega) \, d\omega$ is

\[ \mathcal{C}(\mathbb{R}^p) \text{ is the space of continuous functions on } \mathbb{R}^p. \]

\[ \mathcal{F}_{2L^2_{\text{loc}}} \text{ denotes the space of locally } L^2 \text{-integrable functions.} \]
satisfied for all $\gamma \in S_{2m}$, where $\hat{\gamma}$ denotes the standard Fourier transform of $\gamma$. Here, $S_{2m} = \{ \gamma \in S : \gamma(\omega) = O(\|\omega\|_2^{2m}) \text{ for } \|\omega\|_2 \to 0 \}$, where $S$ is the Schwartz space.

Specific definitions for slowly increasing functions and Schwartz spaces can be found in Definitions 5.19 and 5.17 of [72]. Here, the order of the GFT $\hat{f}$ refers to the value $m$ in Definition 5, which can reside on the half-integers $\mathbb{N}_0/2$ since the index of the underlying space $S_{2m}$ will still be an integer.

With these concepts in hand, we now present the Koksma-Hlawka-like bound. As demonstrated below, the choice of the negative distance kernel $\Phi = -\| \cdot \|_2$ is important for connecting integration error with the distance-based energy distance $E(F,F_n)$.

**Theorem 4 (Koksma-Hlawka).** Let $\{x_i\}_{i=1}^n \subseteq X \subseteq \mathbb{R}^p$ be a point set with e.d.f. $F_n$, and let $\Phi(x) = -\|x\|_2$. Then $\Phi$ is a c.p.d. kernel of order 1. Moreover:

(a) The native space of $\Phi$, $N_\Phi(\mathbb{R}^p)$, can be explicitly written as:

$$N_\Phi(\mathbb{R}^p) = \left\{ f \in C(\mathbb{R}^p) : \begin{array}{l} (G1) \exists m \in \mathbb{N}_0 \text{ s.t. } f(x) = O(\|x\|_2^m) \text{ for } \|x\|_2 \to \infty \\ (G2) f \text{ has a GFT } \hat{f} \text{ of order } 1/2 \\ (G3) \int \|\omega\|_2^{p+1} |\hat{f}(\omega)|^2 d\omega < \infty \end{array} \right\}, \quad (8)$$

with semi-inner product given by:

$$\langle f, g \rangle_{N_\Phi(\mathbb{R}^p)} = \frac{\Gamma((p+1)/2)2^p \pi^{(p-1)/2}}{2^{p+1}} \int \hat{f}(\omega)\overline{\hat{g}(\omega)}\|\omega\|_2^{p+1} d\omega, \quad (9)$$

(b) Consider the function space $G_p = N_\Phi(\mathbb{R}^p)$, equipped with inner product $\langle f, g \rangle_{G_p} = \langle f, g \rangle_{N_\Phi(\mathbb{R}^p)} + f(\psi)g(\psi)$ for a fixed choice of $\psi \in X$. Then $(G_p, \langle \cdot, \cdot \rangle_{G_p})$ is a RKHS,
and for any integrand \( g \in \mathcal{G}_p \), the integration error in (1) is bounded by:

\[
I(g; F, F_n) \leq \|g\|_{\mathcal{G}_p} \sqrt{E(F, F_n)} \quad \|g\|_{\mathcal{G}_p}^2 \equiv \langle g, g \rangle_{\mathcal{G}_p}.
\]

(10)

**Proof.** (Theorem 4) Consider first part (a). Let \( \Phi(\cdot) = -\|\cdot\|_2 \), and let \( \hat{\Phi} \) be its GFT of order 1. From Theorem 8.16 of [72], we have the following duality representation:

\[
\hat{\Phi}(\omega) = \frac{2^{p/2} \Gamma((p + 1)/2)}{\sqrt{\pi}} \|\omega\|_2^{-p-1}, \quad \omega \in \mathbb{R}^p \setminus \{0\}.
\]

By Corollary 8.18 of [72], \( \Phi(\cdot) \) is also c.p.d. of order 1. Using the fact that \( \Phi(\cdot) \) is even along with the continuity of \( \hat{\Phi}(\omega) \) on \( \mathbb{R}^p \setminus \{0\} \), an application of Theorem 10.21 in [72] completes the proof for part (a).

Consider now part (b). By Prop. 3 of [68], the kernel \( \Phi(\cdot) \) is c.p.d. with respect to the space of constant functions \( \mathcal{P} = \{f(x) \equiv C \text{ for some } C \in \mathbb{R}\} \), with \( \dim \mathcal{P} = 1 \). Note that any choice of \( \psi \in \mathcal{X} \) provides a \( \mathcal{P} \)-unisolvent subset, with the Lagrange basis for the single point \( \psi \) being the unit function \( p(\cdot) \equiv 1 \). Hence, by Theorem 3 the native space \( \mathcal{N}_\Phi(\mathbb{R}^p) \) can be transformed into a RKHS \( \mathcal{G}_p \) by equipping it with a new inner product \( \langle f, g \rangle_{\mathcal{G}_p} = \langle f, g \rangle_{\mathcal{N}(\mathbb{R}^p)} + f(\psi)g(\psi) \). From the same theorem, the corresponding reproducing kernel for the RKHS \( (\mathcal{G}_p, \langle \cdot, \cdot \rangle_{\mathcal{G}_p}) \) becomes \( \tilde{k}(x, y) = \Phi(x - y) - \Phi(\psi - y) - \Phi(\psi - x) + 1 \).

Next, let \( \tilde{k}_x(z) = \tilde{k}(x, z) \). We claim the function \( \int \tilde{k}_x(\cdot) \, d[F - F_n](x) \) belongs in \( \mathcal{G}_p \). To see this, define the linear operator \( \mathcal{L} : \mathcal{G}_p \to \mathbb{R} \) as \( \mathcal{L}f = \int f(x) \, dF(x) \). Note that \( \mathcal{L} \) is a bounded operator, because for all \( f \in \mathcal{G}_p \):

\[
|\mathcal{L}f| = \left| \int f(x) \, dF(x) \right| \leq \int |f(x)| \, dF(x).
\]
\[ \int |\langle f(\cdot), \tilde{k}_x(\cdot) \rangle_{\mathcal{G}_p}| \, dF(x) \quad \text{(RKHS reproducing property)} \]
\[ \leq \int \|f\|_{\mathcal{G}_p} \|\tilde{k}_x(\cdot)\|_{\mathcal{G}_p} \, dF(x) \quad \text{(Cauchy-Schwarz)} \]
\[ = \|f\|_{\mathcal{G}_p} \int \tilde{k}^{1/2}_x(x, x) \, dF(x), \quad \text{(RKHS kernel trick)} \]

and the last expression must be bounded because \( \int \tilde{k}^{1/2}_x(x, x) \, dF(x) \leq [\int \tilde{k}(x, x) \, dF(x)]^{1/2} \), the latter of which is finite due to the earlier finite mean assumption on \( F \). By the Riesz Representation Theorem (Theorem 8.12, [28]), there exists a unique \( \tilde{f} \in \mathcal{G}_p \) satisfying 
\[ \mathcal{L}f = \int f(x) \, dF(x) = \langle f, \tilde{f} \rangle_{\mathcal{G}_p} \text{ for all } f \in \mathcal{G}_p. \]
Setting \( f(x) = \tilde{k}_x(x) \) in this expression, we get \( \int \tilde{k}_x(x) \, dF(x) = \langle \tilde{k}_x(\cdot), \tilde{f} \rangle_{\mathcal{G}_p} = \tilde{f}(z) \) by the RKHS reproducing property, so \( \tilde{f} = \int \tilde{k}_x(\cdot) \, dF(x) \in \mathcal{G}_p \). Finally, note that \( \int \tilde{k}_x(\cdot) \, dF_n(x) \in \mathcal{G}_p \) because a RKHS is closed under addition, so \( \int \tilde{k}_x(\cdot) \, d[F-F_n](x) \in \mathcal{G}_p \), as desired.

With this in hand, the integration error can be bounded as follows:

\[ I(g; F, F_n) = \left| \int g(x) \, d[F-F_n](x) \right| \]
\[ = \left| \int \left\langle g(\cdot), \tilde{k}_x(\cdot) \right\rangle_{\mathcal{G}_p} \, d[F-F_n](x) \right| \quad \text{(Reproducing property)} \]
\[ = \left| \left\langle g(\cdot), \int \tilde{k}_x(\cdot) \, d[F-F_n](x) \right\rangle_{\mathcal{G}_p} \right| \]
\[ \leq \|g\|_{\mathcal{G}_p} \left\| \int \tilde{k}_x(\cdot) \, d[F-F_n](x) \right\|_{\mathcal{G}_p}. \quad \text{(Cauchy-Schwarz)} \]

The last term can be rewritten as:

\[ \sqrt{\left\| \int \tilde{k}_x(\cdot) \, d[F-F_n](x) \right\|_{\mathcal{G}_p}^2} = \sqrt{\left\langle \int \tilde{k}_x(\cdot) \, d[F-F_n](x), \int \tilde{k}_x(\cdot) \, d[F-F_n](y) \right\rangle_{\mathcal{G}_p}} \]
\[ = \sqrt{\int \int \langle \tilde{k}_x(\cdot), \tilde{k}_y(\cdot) \rangle_{\mathcal{G}_p} d[F - F_n](x) \ d[F - F_n](y) } \]

\[ = \sqrt{\int \int \tilde{k}(x, y) \ d[F - F_n](x) \ d[F - F_n](y) } \]

(Kernel trick)

\[ = \sqrt{\int \int \Phi(x - y) \ d[F - F_n](x) \ d[F - F_n](y) } \]

(Equation (4))

where the second-last step follows because \( \int \Phi(\psi - y) \ d[F - F_n](x) = \int \Phi(\psi - x) \ d[F - F_n](y) = \int d[F - F_n](x) = 0 \). This completes the proof.

The appeal of Theorem 4 is that it connects the integration error \( I(g; F, F_n) \) with the energy distance \( E(F, F_n) \) for all integrands \( g \) in the function space \( \mathcal{G}_p \). Similar to the usual Koksma-Hlawka inequality, such a theorem justifies the use of support points for integration, because the integration error for all functions in \( \mathcal{G}_p \) can be sufficiently bounded by minimizing \( E(F, F_n) \).

A natural question to ask is how large \( \mathcal{G}_p \) is compared with the commonly-used Sobolev space \( W_{s,2} \), i.e., the set of functions whose \( s \)-th order differentials have finite \( L_2 \) norm. Such a comparison is particularly important in light of the fact that an anchored variant of the Sobolev space is typically employed in QMC analysis (see, e.g., [11]). Recall that \( s \) can be extended to the non-negative real numbers using fractional calculus, in which case \( W_{s,2} \) becomes the fractional Sobolev space. By comparing the definition of the fractional Sobolev space in the Fourier domain (see (3.7) in [10]), one can show that \( W_{(p+1)/2,2} \) is contained within \( \mathcal{G}_p \). Moreover, using the fact that \( W_{s,2} \) is a decreasing family as \( s > 0 \) increases (see paragraph prior to Prop. 1.52 in [2]), it follows that \( W_{[(p+1)/2],2} \subseteq W_{(p+1)/2,2} \subseteq \mathcal{G}_p \). In fact, for odd dimensions \( p \), Theorem 10.43 of [72] shows that \( \mathcal{G}_p \) is indeed equal to the Sobolev...
space $W_{[(p+1)/2],2} = W_{(p+1)/2,2}$, so the embedding result becomes an equality.

Viewing this embedding now in terms of Theorem 4, it follows that all integrands $g$ with square-integrable $[(p + 1)/2]$-th order differentials enjoy the upper bound in (10). Hence, as dimension $p$ grows, an increasing order of smoothness is required for integration using support points, which appears to be a necessary trade-off for the appealing d.c. formulation in (Q). This is similar to the anchored Sobolev spaces employed in QMC, which requires integrands to have square-integrable mixed first derivatives.

### 2.2.3 Error convergence rate

Next, we investigate the convergence rate of $I(g; F, F_n)$ under support points. Under eigenvalue decay conditions, the following theorem establishes an existence result, which demonstrates the existence of a point set sequence achieving a particular error rate. An additional theorem then clarifies when such decay conditions are satisfied in practice. The main purpose of these results is to demonstrate the quicker theoretical convergence of support points over Monte Carlo. From the simulations in Section 4, the rate below does not appear to be tight, and a quicker convergence rate is conjectured in Appendix A.3 of the supplemental article [43].

**Theorem 5 (Error rate).** Let $F_n$ be the e.d.f. for support points $\{\xi_i\}_{i=1}^n$, and let $g \in G_p$. Define the kernel $k(x, y) = \mathbb{E}\|x - Y\|_2 + \mathbb{E}\|y - Y\|_2 - \mathbb{E}\|Y - Y'\|_2 - \|x - y\|_2$, $Y, Y' \text{i.i.d.} \sim F$. If (a) $\mathbb{E}[\|Y\|_2^2] < \infty$, and (b) the weighted eigenvalues of $k$ under $F$ satisfy $\sum_{k=1}^{\infty} \lambda_k^{1/\alpha} < \infty$ for some $\alpha > 1$, then:

$$I(g; F, F_n) = \mathcal{O}\{\|g\|_{G_p} n^{-1/2} (\log n)^{-(\alpha-1)/2}\}, \quad (11)$$

with constant terms depending on $\alpha$ and $p$. 
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Here, the weighted eigenvalue sequence of $k$ under $F$ is the decreasing sequence $(\lambda_k)_{k=1}^\infty$ satisfying $\lambda_k \phi_k(x) = \mathbb{E}[k(x, Y) \phi_k(Y)], \mathbb{E}[\phi_k^2(Y)] = 1$.

The proof of this theorem exploits the fact that $E(F, F_n)$ is a goodness-of-fit statistic. Specifically, writing $E(F, F_n)$ as a degenerate V-statistic $V_n$, we appeal to its limiting distribution and a uniform Barry-Esseen-like rate to derive an upper bound for the minimum of $V_n$. The full proof is outlined below, and relies on the following lemmas.

**Lemma 2.** ([61]) Let $(Y_i)_{i=1}^\infty \overset{i.i.d.}{\sim} F$, and let $k$ be a symmetric, positive definite (p.d.) kernel with $\mathbb{E}[k(x, Y_1)] = 0$, $\mathbb{E}[k^2(Y_1, Y_2)] < \infty$ and $\mathbb{E}|k(Y_1, Y_1)| < \infty$. Define the V-statistic $V_n \equiv n^{-2} \sum_{i=1}^n \sum_{j=1}^n k(Y_i, Y_j)$. Then $W_n \equiv nV_n \overset{d}{\rightarrow} \sum_{k=1}^\infty \lambda_k \chi^2_k \equiv W_\infty$, where $(\chi^2_k)_{k=1}^\infty \overset{i.i.d.}{\sim} \chi^2(1)$, and $(\lambda_k)_{k=1}^\infty$ are the weighted eigenvalues of $k$ under $F$.

**Lemma 3.** ([34]) Adopt the same notation as in Lemma 2, and let $F_{W_n}$ and $F_{W_\infty}$ denote the d.f.s for $W_n$ and $W_\infty$. If $\mathbb{E}[k(x, Y_1)] = 0$, $\mathbb{E}|k(Y_1, Y_2)|^3 < \infty$ and $\mathbb{E}|k(Y_1, Y_1)|^{3/2} < \infty$, then:

$$\sup_x |F_{W_n}(x) - F_{W_\infty}(x)| = o(n^{-1/2}),$$

with constants depending on dimension $p$.

**Lemma 4** (Paley-Zygmund inequality; [54]). Let $X \geq 0$, with constants $a_1 > 1$ and $a_2 > 0$ satisfying $\mathbb{E}(X^2) \leq a_1 \mathbb{E}(X)$ and $\mathbb{E}(X) \geq a_2$. Then, for any $\theta \in (0, 1)$, $\mathbb{P}(X \geq a_2 \theta) \geq (1 - \theta)^2/a_1$.

The proof of Theorem 5 then follows:

**Proof.** (Theorem 5) Following Section 7.4 of [68], the energy distance $E(F, F_n)$ can be written as the order-2 V-statistic:

$$E(F, F_n) = \frac{1}{n^2} \sum_{i=1}^n \sum_{j=1}^n k(\xi_i, \xi_j) \leq \frac{1}{n^2} \sum_{i=1}^n \sum_{j=1}^n k(Y_i, Y_j) \equiv V_n,$$  \hspace{1cm} (13)
where $k(x, y)$ is defined in Theorem 5 and $(Y_i)_{i=1}^n \overset{i.i.d.}{\sim} F$. The last inequality follows by the definition of support points.

By [74], the kernel $k$ is symmetric and p.d., and the conditions for Lemma 2 can easily be shown to be satisfied. Invoking this lemma, we have:

$$ \inf \{x : F_{W_n}(x) > 0\} = nE(F, F_n), \quad (14) $$

The strategy is to lower bound the left-tail probability of $W_\infty$, then use this to derive an upper bound for $\inf \{x : F_{W_n}(x) > 0\}$ using Lemma 3.

We first investigate the left-tail behavior of $W_\infty$. Define $Z_t = \exp \{-tW_\infty\}$ for some $t > 0$ to be determined later. Since $Z_t$ is bounded a.s., $E(Z_t) = \prod_{k=1}^\infty (1 + 2\lambda_k t)^{-1/2}$ and $E(Z_t^2) = \prod_{k=1}^\infty (1 + 4\lambda_k t)^{-1/2}$. From Lemma 4 it follows that, for fixed $x > 0$, if our choice of $t$ satisfies:

$$ [A1]: E(Z_t) \geq 2 \exp\{-tx\} > \exp\{-tx\}, \quad [A2]: E(Z_t^2) \leq a_1E^2(Z_t), \quad (15) $$

then, setting $\theta = 1/2$ and $a_2 = 2 \exp\{-tx\}$, we have:

$$ F_{W_\infty}(x) = \mathbb{P}(Z_t \geq \exp\{-tx\}) \geq \mathbb{P}(Z_t \geq E(Z_t)/2) \geq (4a_1)^{-1}. \quad (16) $$

Consider $[A1]$, or equivalently: $tx \geq \log 2 + (1/2) \sum_{k=1}^\infty \log(1 + 2\lambda_k t)$. Since $\log(1 + x) \leq x^q/q$ for $x > 0$ and $0 < q < 1$, and $\sum_{k=1}^\infty \lambda_k^{1/\alpha} < \infty$ by assumption, a sufficient condition for $[A1]$ is:

$$ tx \geq \log 2 + (\alpha/2) \sum_{k=1}^\infty (2\lambda_k t)^{1/\alpha} \Leftrightarrow P_\alpha(s) \equiv s^\alpha - b_p sx^{-1} - (\log 2) x^{-1} \geq 0, $$

where $s = t^{1/\alpha}$ and $b_p = \alpha 2^{1/\alpha - 1} \sum_{k=1}^\infty \lambda_k^{1/\alpha} > 0$.

Since $\log 2 > 0$ and $b_p sx^{-1} > 0$, there exists exactly one (real) positive root for $P_\alpha(s)$.
Call this root \( r \), so the above inequality is satisfied for \( s > r \). Define \( \bar{P}_\alpha(s) \) as the linearization of \( P_\alpha(s) \) for \( s > \bar{s} = (b_p x^{-1})^{1/(\alpha - 1)} \), i.e.:

\[
\bar{P}_\alpha(s) = \begin{cases} 
P_\alpha(s), & 0 \leq s \leq \bar{s} \\
-x^{-1} \log 2 + P_\alpha'(\bar{s}) \cdot (s - \bar{s}), & s > \bar{s}.
\end{cases}
\]

From this, the unique root of \( \bar{P}_\alpha(s) \) can be shown to be \( \bar{r} = \bar{s} + x^{-1}(\log 2)[P_\alpha'(\bar{s})]^{-1} \).

Since \( P_\alpha(s) \geq \bar{P}_\alpha(s) \) for all \( s \geq 0 \), \( \bar{r} \geq r \), the following upper bound for \( \bar{r} \) can be obtained for sufficiently small \( x \):

\[
\bar{r} = (b_p x^{-1})^{1/(\alpha - 1)} + (\log 2)(\alpha - 1)^{-1}b_p^{-1} \leq 2(b_p x^{-1})^{1/(\alpha - 1)}.
\]

Hence:

\[
t = s^\alpha \geq 2^\alpha(b_p x^{-1})^\alpha(\alpha - 1)^{-1}b_p^{-1} s - \log 2 x^{-1} \geq \bar{r} \geq r \Rightarrow s^\alpha - b_p x^{-1}s - (\log 2) x^{-1} \geq 0,
\]

so setting \( t = 2^\alpha(b_p x^{-1})^\alpha \equiv c_p x^{-\alpha/(\alpha - 1)} \) satisfies \([A1]\) in \((15)\).

The next step is to determine the smallest \( a_1 \) satisfying \([A2]\) in \((15)\), or equivalently,

\[
\frac{1}{2} \sum_{k=1}^\infty \log(1 + 4 \lambda_k t) \geq \sum_{k=1}^\infty \log(1 + 2 \lambda_k t) - \log a_1.
\]

Again, since \( \log(1 + x) \leq x^q/q \) for \( x > 0 \) and \( 0 < q < 1 \), a sufficient condition for \([A2]\) is:

\[
\log a_1 \geq \sum_{k=1}^\infty \log(1 + 2 \lambda_k t) \iff \log a_1 \geq \alpha \sum_{k=1}^\infty (2 \lambda_k t)^{1/\alpha}
\]

Plugging in \( t = c_p x^{-\alpha/(\alpha - 1)} \) from \((17)\) and letting \( d_p \equiv \alpha(2c_p)^{1/\alpha} \left( \sum_{k=1}^\infty \lambda_k^{1/\alpha} \right) \), we get

\[
\log a_1 \geq d_p x^{-1/(\alpha - 1)} \iff a_1 \geq \exp \left\{ d_p x^{-1/(\alpha - 1)} \right\}.
\]

The choice of \( t = c_p x^{-\alpha/(\alpha - 1)} \) and \( a_1 = \exp \left\{ d_p x^{-1/(\alpha - 1)} \right\} \) therefore \([A1]\) and \([A2]\) in
It follows from (16) that:

\[ F_{W_\infty}(x) \geq (4a_1)^{-1} = \exp\{-d_p x^{-1/(\alpha-1)}\}/4, \] (18)

so \( F_{W_\infty}(x) \) converges to 0 at a rate of \( O(\exp\{-d_p x^{-1/(\alpha-1)}\}) \) as \( x \to 0^+ \).

Consider now the behavior of \( \inf\{x : F_{W_n}(x) > 0\} \) as \( n \to \infty \). From the uniform bound in Lemma 3, there exists a sequence \( (c_{n,p})_{n=1}^\infty \), \( \lim_{n \to \infty} c_{n,p} = 0 \) such that \( |F_{W_n}(x) - F_{W_\infty}(x)| \leq c_{n,p} n^{-1/2} \) for all \( x \geq 0 \). Setting the right side of (18) equal to \( 2c_{n,p} n^{-1/2} \) and solving for \( x \), we get:

\[ x^* = \frac{d_p^{\alpha-1}}{[1/2] \log n - \log(8c_{n,p})]^{\alpha-1}} \Rightarrow F_{W_\infty}(x^*) \geq \exp\{-d_p (x^*)^{-1/(\alpha-1)}\} = 2c_{n,p} n^{-1/2}. \] (19)

so Lemma 3 ensures the above choice of \( x^* \) satisfies \( F_{W_n}(x^*) \geq c_{n,p} n^{-1/2} > 0 \).

Using this with (14), it follows that:

\[ E(F, F_n) = O\{n^{-1}(\log n)^{-(\alpha-1)}\}, \]

with constants depending on \( p \). Finally, by Theorem 4 we have:

\[ I(g; F, F_n) = O\{\|g\|_{\mathcal{G}_p} n^{-1/2}(\log n)^{-(\alpha-1)/2}\} \]

which is as desired.

The following theorem provides some insight on when the eigenvalue decay condition
\( \sum_{k=1}^\infty \lambda_k^{1/\alpha} < \infty \) in Theorem 5 is satisfied.

**Theorem 6 (Eigenvalue conditions).** Let \( F_n \) and \( F \) be as in Theorem 5 and let \( g \in \mathcal{G}_p \).

(a) If \( \mathcal{X} \subseteq \mathbb{R}^p \) is a bounded Borel set with non-empty interior, then \( I(g; F, F_n) = O\{\|g\|_{\mathcal{G}_p} n^{-1/2}(\log n)^{-(\alpha-1)/2}\} \) for any \( \nu \in (0, 1) \),
(b) If $\mathcal{X} \subseteq \mathbb{R}^p$ is measurable with positive Lebesgue measure, and there exists some $\beta > 0$ and $C \geq 0$ such that:

$$\limsup_{r \to \infty} r^\beta \int_{\mathcal{X} \setminus B_r(y)} \mathbb{E} \|x - Y\|_2^2 \, dF(x) \leq C \quad \text{for all } y \in \mathcal{X}, \quad (20)$$

then $I(g; F, F_n) = O\{\|g\|_{C_p} n^{-1/2} (\log n)^{-\gamma/(2p)}\}$ for any $\nu \in (0, \gamma)$, where $\gamma = \beta/((\beta + 1))$ and $B_r(y)$ denotes an $r$-ball around $y$.

Here, constant terms may depend on $\nu$, $p$ or $\beta$.

Proof. See Appendix A.2 of the supplemental article [43]. \qed

In words, Theorem 6 demonstrates the improvement of support points over MC under certain conditions on the sample space $\mathcal{X}$ or the desired distribution $F$. Specifically, part (a) requires the sample space $\mathcal{X}$ to be bounded with non-empty interior, whereas part (b) relaxes this boundedness restriction on $\mathcal{X}$ at the cost of the mild moment condition (20) on $F$. This condition holds for a large class of distributions which are not too heavy-tailed.

For illustration, consider the standard normal distribution for $F$, with sample space $\mathcal{X} = \mathbb{R}^p$. Note that, when $\|x\|_2$ becomes large, $\mathbb{E} \|x - Y\|_2 \approx \|x\|_2$. Hence, the condition in (20) becomes:

$$\limsup_{r \to \infty} r^\beta P(r), \quad P(r) \equiv (2\pi)^{-p/2} \int_{\mathbb{R}^p \setminus B_r(0)} \|x\|_2 \exp\{-\|x\|_2^2/2\} \, dx.$$

Since $P'(r) \propto -r^p \exp\{-r^2/2\}$, it follows that $P(r) = O(r^{p-1} \exp\{-r^2/2\})$, so $\limsup_{r \to \infty} r^\beta P(r) = 0$ for all $\beta > 0$. Applying part (b) of Theorem 6 support points enjoy a convergence rate of $O\{n^{-1/2} (\log n)^{-(1-\nu)/(2p)}\}$ for any $\nu \in (0, 1)$ in this case. An analogous argument shows a similar rate holds for any spherically symmetric distribution (see, e.g., [17]) with an exponentially decaying density in its radius.
2.3 Comparison with MC and existing QMC methods

We first discuss the implications of Theorems 5 and 6 in comparison to Monte Carlo. Using the law of iterated logarithms \cite{32}, one can show that the error convergence rate for MC is bounded a.s. by $O(n^{-1/2} \sqrt{\log \log n})$ for any distribution $F$. Comparing this with (11), the error rate of support points is asymptotically quicker than MC by at least some log-factor when dimension $p$ is fixed. This improvement is reflected in the simulations in Section 4, where support points enjoy a considerable improvement over MC for all point set sizes $n$.

When dimension $p$ is allowed to vary (and assuming $\|g\|_p$ and $\text{Var}\{g(X)\}$, $X \sim F$, do not depend on $p$), note that the MC rate is independent of $p$, while the rate in (11) can have constants which depend on $p$. From a theoretical perspective, this suggests support points may be inferior to MC for high-dimensional integration problems. Such a *curse-of-dimensionality*, however, is not observed in our numerical experiments, where support points enjoy a sizable error reduction over MC for $p$ as large as 500.

Compared to existing QMC techniques, the existence rate in Theorem 5 falls short in the uniform setting of $F = U[0, 1]^p$. For fixed dimension $p$, \cite{17} showed that for any integrand $g$ with bounded variation (in the sense of Hardy and Krause), the error rate for classical QMC point sets is $O\{n^{-1}(\log n)^p\}$, which is faster than (11). Moreover, when $p$ is allowed to vary, it can be shown (see \cite{35, 11}) that certain randomized QMC (RQMC) methods, such as the randomly-shifted lattice rules in \cite{63}, enjoy a root-mean-squared error rate of $O(n^{-1+\delta})$ with $\delta \in (0, 1/2)$, where constant terms do not depend on dimension $p$. On the other hand, support points provide *optimal* integration points (in the sense of minimum energy) for non-uniform distributions at fixed sample size $n$. Because of this optimality, support points can enjoy reduced errors to existing QMC methods in practice, which we demonstrate later for a specific RQMC method called randomly-scrambled Sobol’ sequences \cite{64, 51}. This suggests the rate in Theorem 5 may not be tight, and further theoretical work...
is needed (we outline one possible proof approach in Appendix A.3 of the supplemental article [43]).

3 Generating support points

The primary appeal of support points is the efficiency by which these point sets can be optimized, made possible by exploiting the d.c. structure of the energy distance. Here, we present two algorithms, \texttt{sp.ccp} and \texttt{sp.sccp}, which employ a combination of the convex-concave procedure (CCP) with resampling to quickly optimize support points. \texttt{sp.ccp} should be used when sample batches are computationally expensive to obtain from $F$, whereas \texttt{sp.sccp} should be used when samples can be easily obtained. We prove the convergence of both algorithms to a stationary point set, and briefly discuss their running times.

3.1 Algorithm statements

We first present the steps for \texttt{sp.ccp}, then introduce \texttt{sp.sccp} as an improvement on \texttt{sp.ccp} when multiple sample batches from $F$ can be efficiently obtained. Suppose a single sample batch $\{y_m\}_{m=1}^N$ is obtained from $F$. Using this, \texttt{sp.ccp} optimizes the following Monte Carlo approximation of the support points formulation (O):

\[
\argmin_{x_1, \ldots, x_n} \hat{E}(\{x_i\}; \{y_m\}) \equiv \frac{2}{nN} \sum_{i=1}^n \sum_{m=1}^N \|y_m - x_i\|^2 - \frac{1}{n^2} \sum_{i=1}^n \sum_{j=1}^n \|x_i - x_j\|^2. \tag{MC}
\]

The approximated objective $\hat{E}$ was originally proposed by [67] as a two-sample GOF statistic for testing whether $\{y_m\}_{m=1}^N$ and $\{x_i\}_{i=1}^n$ are generated from the same distribution. Posed as an optimization problem, however, the goal in (MC) is to recover the point set
which best represents the random sample \( \{y_m\}_{m=1}^N \) from \( F \) in terms of goodness-of-fit.

The key observation here is that the objective function \( \hat{E} \) can be written as a difference of convex functions in \( x = (x_1, \cdots, x_n) \), namely, the two terms in (MC). This structure allows for efficient optimization using d.c. programming methods, which enjoy a well-established theoretical and numerical framework [71, 69]. While global optimization algorithms have been proposed for d.c. programs (e.g., [70]), such methods are typically quite slow in practice [38], and may not be appropriate for the large-scale problem at hand. Instead, we employ a d.c. algorithm called the convex-concave procedure (CCP, see [75]) which, in conjunction with the distance-based property of the energy distance, allows for efficient optimization of (MC).

The main idea in CCP is to first replace the concave term in the d.c. objective with a convex upper bound, then solve the resulting “surrogate” formulation (which is convex) using convex programming techniques. This procedure is then repeated until the solution iterates converge. CCP can be seen as a specific case of majorization-minimization (MM, see [36]), a popular optimization technique in statistics. The key to computational efficiency lies in finding a convex surrogate formulation which can be minimized in closed-form. Here, such a formulation can be obtained by exploiting the distance-based structure of (MC), with its closed-form minimizer given by the iterative map \( x_i^{[l+1]} \leftarrow M_i(\{x_j^{[l]}\}_{j=1}^n; \{y_m\}_{m=1}^N) \), \( i = 1, \cdots, n \), where \( M_i \) is given in (22). The appeal of CCP here is two-fold. First, the evaluation of the iterative maps \( M_i, i = 1, \cdots, n \) requires \( O(n^2p) \) work, thereby allowing for the efficient generation of moderately-sized point sets in moderately-high dimensions. Second, the computation of these maps can be greatly sped up using parallel computing, a point further discussed in Section 3.3.

Algorithm 1 outlines the detailed steps for sp ccp following the above discussion. One caveat for sp ccp is that it uses only one sample batch from \( F \), even when multiple sample
Algorithm 1 sp.ccp: Support points using one sample batch

- Sample $D^{[0]} = \{x_i^{[0]}\}_{i=1}^n$ i.i.d. from $\{y_m\}_{m=1}^N$.
- Set $l = 0$, and repeat until convergence of $D^{[l]}$:
  - For $i = 1, \cdots, n$ do parallel:
    - Set $x_i^{[l+1]} \leftarrow M_i(D^{[l]}; \{y_m\}_{m=1}^N)$, with $M_i$ defined in (22).
  - Update $D^{[l+1]} \leftarrow \{x_i^{[l+1]}\}_{i=1}^n$, and set $l \leftarrow l + 1$.
- Return the converged point set $D^{[\infty]}$.

Algorithm 2 sp.sccp: Support points using multiple sample batches

- Sample $D^{[0]} = \{x_i^{[0]}\}_{i=1}^n \sim F$.
- Set $l = 0$, and repeat until convergence of $D^{[l]}$:
  - Resample $\{y_m^{[l]}\}_{m=1}^N \sim F$.
  - For $i = 1, \cdots, n$ do parallel:
    - Set $x_i^{[l+1]} \leftarrow M_i(D^{[l]}; \{y_m^{[l]}\}_{m=1}^N)$, with $M_i$ defined in (22).
  - Update $D^{[l+1]} \leftarrow \{x_i^{[l+1]}\}_{i=1}^n$, and set $l \leftarrow l + 1$.
- Return the converged point set $D^{[\infty]}$.

batches can be generated efficiently. This motivates the second algorithm, sp.sccp, whose steps are outlined in Algorithm 2. The main difference for sp.sccp is that $\{y_m\}_{m=1}^N$ is resampled within each CCP iteration (a procedure known as stochastic MM). This resampling scheme allows sp.sccp to converge to a stationary point set for the desired problem (O), which we demonstrate next.

3.2 Algorithmic convergence

For completeness, a brief overview of MM is provided, following [36].

Definition 6 (Majorization function). Let $f : \mathbb{R}^s \to \mathbb{R}$ be the objective function to be
minimized. A function \( h(z|z') \) majorizes \( f(z) \) at a point \( z' \in \mathbb{R}^s \) if \( h(z|z') \geq f(z) \), with equality holding when \( z = z' \).

Starting at an initial point \( z^{[0]} \), the goal in MM is to minimize the majorizing function \( h \) as a surrogate for the true objective \( f \), and iterate the updates \( z^{[l+1]} \leftarrow \arg\min_z h(z|z^{[l]}) \) until convergence. This iterative procedure has the so-called descent property \( f(x^{[l+1]}) \leq f(x^{[l]}) \), which ensures solution iterates are always decreasing in \( f \). The key for efficiency is to find a majorizing function \( g \) with a closed-form minimizer which is easy to compute.

Consider now the Monte Carlo approximation in \( \text{(MC)} \), which has a d.c. formulation in \( \{x_i\}_{i=1}^n \), with concave term \(-n^{-2} \sum_{i=1}^n \sum_{j=1}^n \|x_i - x_j\|_2 \). Following CCP, we first majorize this term using a first-order Taylor expansion at the current iterate \( \{x'_j\}_{j=1}^n \), yielding the surrogate convex program:

\[
\arg\min_{x_1, \ldots, x_n} h(\{x_i\}_{i=1}^n; \{x'_j\}_{j=1}^n) \\
\equiv \frac{2}{nN} \sum_{i=1}^n \sum_{m=1}^N \|y_m - x_i\|_2 - \frac{1}{n^2} \left[ \sum_{i=1}^n \sum_{j=1}^n \left( \|x'_i - x'_j\|_2 + \frac{2(x_i - x'_i)^T(x'_i - x'_j)}{\|x'_i - x'_j\|_2} \right) \right]. \tag{21}
\]

Implicit here is the assumption that the current point set is pairwise distinct, i.e., \( x'_i \neq x'_j \) for all \( i, j = 1, \ldots, n \). From simulations, this appears to be always satisfied by initializing the algorithm with a pairwise distinct point set, because the random sampling of \( \{y_m\} \) and the “almost-random” round-off errors [1] in the evaluation of \( M_i \) force subsequent point sets to be pairwise distinct. Such an assumption can also be easily checked after each iteration.

While (21) can be solved using gradient-based convex programming techniques, this can be computationally burdensome when \( n \) or \( p \) becomes large, because such methods may require many evaluations of \( h \) and its subgradient. Instead, the following lemma allows us to perform a slight “convexification” of the convex term in (21), which then yields a efficient closed-form minimizer.
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Lemma 5 (Convexification). $Q(x|x') = \frac{\|x\|^2}{2\|x\|^2} + \frac{\|x'\|^2}{2}$ majorizes $\|x\|_2$ at $x'$ for any $x' \in \mathbb{R}^p$.

Proof. See Appendix A.4 of the supplemental article [43].

Lemma 5 has an appealing geometric interpretation. Viewing $\|x\|_2$ as a second-order cone centered at $0$, $Q(x|x')$ can be interpreted as the tightest convex paraboloid intersecting this cone at $x'$. Note that the quadratic nature of the majorizer $Q$, which is crucial for deriving a closed-form minimizer, is made possible by the distance-based structure of the energy distance.

From this, the following lemma provides a quadratic majorizer for (21), along with its corresponding closed-form minimizer:

Lemma 6 (Closed-form iterations). Define the function $h^Q$ as:

$$h^Q((x_i)_{i=1}^n; (x'_j)_{j=1}^n) \equiv \frac{2}{nN} \sum_{i=1}^n \sum_{m=1}^N \left\{ \frac{\|y_m - x_i\|^2}{2\|y_m - x'_i\|^2} + \frac{\|y_m - x_i\|^2}{2} \right\}$$

$$- \frac{1}{n^2} \left[ \sum_{i=1}^n \sum_{j=1, j \neq i}^n \left( \|x'_i - x'_j\|^2 + \frac{2(x_i - x'_i)^T(x'_i - x'_j)}{\|x'_i - x'_j\|^2} \right) \right],$$

Then $h^Q(\cdot; (x'_j)_{j=1}^n)$ majorizes $\hat{E}$ at $(x'_j)_{j=1}^n$. Moreover, the global minimizer of $h^Q(\cdot; (x'_j)_{j=1}^n)$ is given by:

$$x_i = M_i((x'_j)_{j=1}^n; (y_m)_{m=1}^N)$$

$$\equiv \left( \sum_{m=1}^N \|x'_i - y_m\|_2^{-1} \right)^{-1} \left( \frac{N}{n} \sum_{j=1}^n \frac{x'_i - x'_j}{\|x'_i - x'_j\|_2} + \sum_{m=1}^N \frac{y_m}{\|x'_i - y_m\|_2} \right), \ i = 1, \ldots, n. \quad (22)$$

Proof. See Appendix A.5 of the supplemental article [43].
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One can now prove the convergence of \textbf{sp.ccp} and \textbf{sp.sccp}.

**Theorem 7.** (Convergence - \textbf{sp.ccp}) Assume $\mathcal{X}$ is closed and convex. For any pairwise distinct $\mathcal{D}^{[0]} \subseteq \mathcal{X}$ and fixed sample batch $\{y_m\}_{m=1}^N \subseteq \mathcal{X}$, the sequence $(\mathcal{D}^{[i]})_{i=1}^\infty$ in Algorithm 1 converges to a limiting point set $\mathcal{D}^{[\infty]}$ which is stationary for $\hat{E}$.

**Proof.** See Appendix A.6 of the supplemental article [43].

**Theorem 8.** (Convergence - \textbf{sp.sccp}) Assume $\mathcal{X}$ is compact and convex. For any pairwise distinct $\mathcal{D}^{[0]} \subseteq \mathcal{X}$, the sequence $(\mathcal{D}^{[i]})_{i=1}^\infty$ in Algorithm 2 converges a.s. to a limiting point set $\mathcal{D}^{[\infty]}$ which is stationary for $E$.

**Proof.** See Appendix A.7 of the supplemental article [43].

(Recall that $z \in D$ is a stationary solution for a function $f : D \subseteq \mathbb{R}^s \rightarrow \mathbb{R}$ if:

$$f'(z, d) \geq 0 \quad \text{for all } d \in \mathbb{R}^s \text{ s.t. } z + d \in D,$$

where $f'(z, d)$ is the directional derivative of $f$ at $z$ in direction $d$.)

Note that the compactness condition on $\mathcal{X}$ in Theorem 8 is needed to prove the convergence of stochastic MM algorithms, since it allows for an application of the law of large numbers (see [40] for details).

### 3.3 Running time and parallelization

Regarding the running time of \textbf{sp.ccp}, it is well known that MM algorithms enjoy a linear error convergence rate [50]. This means $L = \mathcal{O}(\log \delta^{-1})$ iterations of [22] are sufficient for achieving an objective gap of $\delta > 0$ from the stationary solution. Since the maps in [22] require $\mathcal{O}\{n(n+N)p\}$ work to compute, the running time of \textbf{sp.ccp} is $\mathcal{O}\{n(n+N)p \log \delta^{-1}\}$. Assuming the batch sample size $N$ does not increase with $n$ or $p$, this time reduces to
$O(n^2p \log \delta^{-1})$, which suggests the proposed algorithm can efficiently generate moderately-sized point sets in moderately-high dimensions, but may be computationally burdensome for large point sets. While a similar linear error convergence is difficult to establish for sp.sccp due to its stochastic nature (see [4, 23]), its running time is quite similar to sp.ccp from simulations.

The separable form of (22) also allows for further computational speed ups using parallel processing. As outlined in Algorithms 1 and 2, the iterative map for each point $x_i$ can be computed in parallel using separate processing cores. Letting $P$ be the total number of computation cores available, such a parallelization scheme reduces the running time of sp.ccp and sp.sccp to $O([n/P]np \log \delta^{-1})$, thereby allowing for quicker optimization of large point sets. This feature is particularly valuable given the increasing availability of multi-core processors in personal laptops and computing clusters.

4 Simulations

Several simulations are presented here which demonstrate the effectiveness of support points in practice. We first discuss the space-filling property of support points, then comment on its computation time using sp.sccp. Finally, we compare the integration performance of support points with MC and a RQMC method called IT-RSS (defined later).

4.1 Visualization and timing

For visualization, Figure 2 shows the $n = 128$-point point sets for the i.i.d. $N(0, 1)$ and $Exp(1)$ distributions in $p = 2$ dimensions, with lines outlining density contours (additional visualizations provided in Appendix B of the supplemental article [43]). Support points are plotted on the left, Monte Carlo samples in the middle and inverse Sobol’ points on the
Figure 2: \( n = 128 \) support points, MC points and inverse Sobol’ points for i.i.d. \( N(0, 1) \) and \( \text{Exp}(1) \) in \( p = 2 \) dimensions. Lines represent density contours.

right. The latter is generated by choosing the Sobol’ points on \( U[0, 1]^2 \) which maximize the minimum interpoint distance over 10,000 random scramblings (see next section for details), then performing an inverse-transform of \( F \) on such a point set. From this figure, support points appear to be slightly more visually representative of the underlying distribution \( F \) than the inverse Sobol’ points, and much more representative than MC. Specifically, the proposed point set is concentrated in regions with high density, but each point is sufficiently spaced out from one another to maximize their representative power. Borrowing a term from design-of-experiments literature [60], we call point sets with these two properties to be \textit{space-filling} on \( F \). A key reason for this space-fillingness is the distance-based property
of the energy distance: the two terms for $E(F, F_n)$ in (4) force support points to not only mimic the desired distribution $F$, but also ensure no two points are too close together. This allows for a more appealing visual representation of $F$, and can provide more robust integration performance.

Regarding computation time, Figure 3 shows the times (in seconds) needed for \texttt{sp.sccp} to generate support points for the i.i.d. Beta(2,4) distribution, first as a function of point set size $n$ with fixed dimension $p$, then as a function of $p$ with fixed $n$. The resampling size is fixed at $N = 10,000$ for all choices of $n$ and $p$. Similar times are reported for other distributions, and are not reported for brevity. All computations are performed on a 12-core Intel Xeon 3.50 Ghz processor. From this figure, two interesting observations can be made. First, for fixed $n$, these plots show that the empirical running times grow quite linearly in $p$, whereas for fixed $p$, these running times exhibit a slow quadratic (but almost
linear) growth in $n$. This provides evidence for the $O(n^2 p)$ running time asserted in Section 3.3. Second, as a result of this running time, support points can be generated efficiently for moderate-sized point sets in moderately-high dimensions. For $p = 2$, the required times for generating $n = 50 - 10,000$ points range from 3 seconds to 2 minutes; for $p = 50$, 27 seconds to 20 minutes; and for $p = 500$, 4 minutes to 2.5 hours. While these times are quite fast from an optimization perspective, they are still slower than number-theoretic QMC methods, which can generate, say, $n = 10^6$ points in $p = 10^3$ dimensions in a matter of seconds. The appeal for support points is that, by exploiting the d.c. structure of the energy distance in [67], one obtains for any distribution (locally) minimum energy sampling points which can outperform number-theoretic QMC methods.

### 4.2 Numerical integration

We now investigate the integration performance of support points in comparison with Monte Carlo and an RQMC method called the inverse-transformed randomized Sobol’ sequences (IT-RSS). The former is implemented using the Mersenne twister [46], the default pseudo-random number generator in the software R [55]. The latter is obtained by (a) generating a randomized Sobol’ sequence using the R package randtoolbox [14] (which employs Owen-style scrambling [51] with Sobol’ sequences generated in the implementation of [29]), and (b) performing the inverse-transform of $F$ on the resulting point set. As mentioned in Section 2, IT-RSS performs well in the uniform setting $F = U[0, 1]^p$, and provides a good benchmark for comparing support points with existing QMC methods.

The simulation set-up is as follows. Support points are generated using sp.sccp, with point set sizes ranging from $n = 50$ to 10,000 and resampling size $N$ fixed at 10,000. Since MC and IT-RSS are randomized methods, we replicate both for 100 trials to provide an estimate of error variability, with replications seeded for reproducibility. Three distributions are
Figure 4: Log-absolute errors for GAPK under the i.i.d. Exp(1) distribution (top) and for OSC under the i.i.d. N(0,1) distribution (bottom). Lines denote log average-errors, and shaded bands mark the 25-th and 75-th quantiles.

considered for $F$: the i.i.d. $N(0, 1)$, the i.i.d. $Exp(1)$ and the i.i.d. $Beta(2, 4)$ distributions, with $p$ ranging from 5 to 500. For the integrand $g$, two (modified) test functions are taken from [21]: the Gaussian peak function (GAPK): $g(x) = \exp\{-\sum_{l=1}^{p} \alpha_l^2 (x_l - u_l)^2\}$ and the (modified) oscillatory function (OSC): $g(x) = \exp\{-\sum_{l=1}^{p} \beta_l x_l^2\} \cos(2\pi u_1 + \sum_{l=1}^{p} \beta_l x_l)$.

Here, $x = (x_l)_{l=1}^{p}$, $u_l$ is the marginal mean for the $l$-th dimension of $F$, and the scale parameters $\alpha_l$ and $\beta_l$ are set as $20/p$ and $5/p$, respectively.
Figure 4 shows the resulting log-absolute errors in $p = 5, 50$ and $200$ dimensions for GAPK under the i.i.d. $Exp(1)$ distribution, and for OSC under the i.i.d. $N(0, 1)$ distribution (results are similar for other settings, and are omitted for brevity). For MC and IT-RSS, the dotted lines indicate average error decay, and the shaded bands mark the area between the 25-th and 75-th error quantiles. Two observations can be made here. First, for all choices of $n$, support points enjoy considerably reduced errors compared to the averages of both MC and IT-RSS, with the proposed method providing an improvement to the 25-th quantiles of IT-RSS for most settings. Second, this advantage over MC and IT-RSS persists in both low and moderate dimensions. In view of the relief from dimensionality enjoyed by IT-RSS, this gives some evidence that support points may enjoy a similar property as well, a stronger assertion than is provided in Theorem 5 or 6. Exploring the theoretical performance of support points in high dimensions will be an interesting direction for future work.

In summary, for point set sizes as large as 10,000 points in dimensions as large as 500, simulations show that support points can be efficiently generated and enjoy improved performance over MC and IT-RSS. This opens up a wide range of important applications for support points in both small-data and big-data problems, two of which we describe next.

5 Applications of support points

5.1 Uncertainty propagation in expensive simulations

We first highlight an important small-data application of support points in simulation. With the development of powerful computational tools, computer simulations are becom-
ing the de-facto method for conducting engineering experiments. For such simulations, a key point of interest is uncertainty propagation, or how uncertainty in input variables (resulting from, say, manufacturing tolerances) propagate and affect output variability. Mathematically, let \( g(x) \) be the observed output at input setting \( x \), and let \( X \sim F \) denote input uncertainties. The distribution \( g(X) \) can then be seen as the resulting uncertainty on system output. For engineers, the estimation of \( g(X) \) using as few simulation runs as possible is of great importance, because each run can be computationally and monetarily expensive.

To demonstrate the effectiveness of support points for this problem, we use the borehole physical model [73], which simulates water flow rate through a borehole. The 8 input variables for this model, along with their corresponding uncertainty distributions (assumed to be mutually independent), are summarized in Appendix C of the supplemental article [43]. To reflect the expensive cost of simulations, we test only small point set sizes ranging from \( n = 20 \) to \( n = 100 \) runs. Support points are generated using \texttt{sp.sccp} with the same settings as before, with the randomized MC and IT-RSS methods replicated for 100 trials.

**Figure 5:** True and estimated density functions for \( g(X) \) using \( n = 60 \) points.
Consider now the estimation of the output distribution $g(X)$, which quantifies the uncertainty in water flow rate. Figure 5 compares the estimated density function of $g(X)$ using $n = 60$ points with its true density, where the latter estimated using a large Monte Carlo sample. Visually, support points provide the best density approximation for $g(X)$, capturing well both the peak and tails of the desired output distribution. This suggests support points are not only asymptotically consistent for density estimation, but may also be optimal in some sense. A similar conclusion holds in the estimation of the expected flow rate $E[g(X)]$ (see Appendix C of the supplemental article [43]).

### 5.2 Optimal MCMC reduction

The second application of support points is as an improved alternative to MCMC thinning for Bayesian computation. Thinning here refers to the discarding of all but every $k$-th
sample for an MCMC sample chain obtained from the posterior distribution. This is performed for several reasons (see [37]): it reduces high autocorrelations in the MCMC chain, saves computer storage space, and reduces processing time for computing derived posterior quantities. However, by carelessly throwing away samples, a glaring fault of thinning is that samples from thinned chains are inherently less accurate than that from the full chain. To this end, the proposed algorithm \texttt{sp.ccp} can provide considerable improvements to thinning by optimizing for a point set which best captures the distribution of the full MCMC chain.

We illustrate this improvement using the orange tree growth model in [13]. The data here consists of trunk circumference measurements \( \{Y_i(t_j)\}_{i=1, j=1}^{5, 7} \), where \( Y_i(t_j) \) denotes the measurement taken on day \( t_j \) from tree \( i \). To model these measurements, the growth model \( Y_i(t_j) \overset{\text{indep.}}{\sim} N(\eta_i(t_j), \sigma^2) \), \( \eta_i(t_j) = \phi_{i1} / (1 + \phi_{i2} \exp\{\phi_{i3} t_j\}) \) was assumed in [13], where \( \phi_{i1}, \phi_{i2} \) and \( \phi_{i3} \) control the growth behavior of tree \( i \). There are 16 parameters in total, which we denote by the set \( \Theta = (\phi_{11}, \phi_{12}, \cdots, \phi_{53}, \sigma^2) \). Since no prior information is available on \( \Theta \), vague priors are assigned, with the full specification provided in the left part of Table 1. MCMC sampling is then performed for the posterior distribution using the R package \texttt{STAN}[5], with the chain run for 150,000 iterations and the first 75,000 of these discarded as burn-in. The remaining \( N = 75,000 \) samples are then thinned at a rate of 200 and 100, giving \( n = 375 \) and \( n = 750 \) thinned samples, respectively. Support points are generated using \texttt{sp.ccp} for the same choices of \( n \), using the full MCMC chain as the approximating sample \( \{y_m\}_{m=1}^N \). Since posterior variances vary greatly between parameters, we first rescale each parameter in the MCMC chain to unit variance before performing \texttt{sp.ccp}, then scale back the resulting support points after.

These two methods are then compared on how well they estimate two quantities: (a) marginal posterior means and standard deviations of each parameter, and (b) the averaged
instantaneous growth rate \( r(t) \) (see Table 1) at three future times. True posterior quantities are estimated by running a longer MCMC chain with 600,000 iterations. This comparison is summarized in the right part of Table 1 which reports the ratios of thinning over support point error for each parameter. Keeping in mind that a ratio exceeding 1 indicates lower errors for support points, one can see that \(\text{sp.ccp} \) provides a sizable improvement over thinning for nearly all posterior quantities. Such a result should not be surprising, because \(\text{sp.ccp} \) compacts the full MCMC chain into a set of optimal representative points, whereas thinning wastes valuable information by discarding a majority of this chain.

6 Conclusion and future work

In this paper, a new method is proposed for compacting a continuous distribution \( F \) into a set of representative points called support points, which are defined as the minimizer of the energy distance in [68]. Three theorems are proven here which justify the use of these point sets for integration. First, we showed that support points are indeed representative of the desired distribution, in that these point sets converge in distribution to \( F \). Second, we provided a Koksma-Hlawka-like bound which connects integration error with the energy distance for a large class of integrands. Lastly, using an existence result, we demonstrated the theoretical error improvement of support points over Monte Carlo. A key appeal of support points is its formulation as a difference-of-convex optimization problem. The two proposed algorithms, \(\text{sp.ccp} \) and \(\text{sp.sccp} \), exploit this structure to efficiently generate moderate-sized point sets \((n \leq 10,000)\) in moderately-high dimensions \((p \leq 500)\). Simulations confirm the improved performance of support points to MC and a specific QMC method, and the practical applicability of the proposed point set is illustrated using two real-world applications, one for small-data and the other for big-data. An efficient C++
implementation of \texttt{sp.ccp} and \texttt{sp.sccp} is made available in the R package \texttt{support} \cite{support}. While the current paper establishes some interesting results for support points, there are still many exciting avenues for future research. First, we are interested in exploring a tighter convergence rate for support points which reflects its empirical performance from simulations, particularly for high-dimensional problems. Next, the d.c. formulation of the energy distance can potentially be further exploited for the global optimization of support points. Moreover, by minimizing the \textit{distance-based} energy distance, support points also have an inherent link to the \textit{distance-based} designs used in computer experiments \cite{60, 31, 42}, and exploring this connection may reveal interesting insights between the two fields, and open up new approaches for uncertainty quantification in engineering \cite{41} and machine-learning \cite{45} problems. Lastly, motivated by \cite{26} and \cite{31}, rep-points in high-dimensions should not only provide a good representation of the full distribution $F$, but also for \textit{marginal} distributions of $F$. Such a projective property is enjoyed by most QMC point sets in the literature \cite{11}, and new methodology is needed to incorporate this within the support points framework.
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Appendices

A Additional proofs of technical results

A.1 Proof of Lemma 1

Proof. This proof is a straight-forward extension of Theorem 9.5.2 in [57], but we provide the full argument for clarity. Assume for brevity the univariate setting of $p = 1$, since the proof extends analogously for $p > 1$. Let $\Omega \subseteq \mathbb{C}$ be the set on which $\lim_{n \to \infty} \phi_n(t) = \phi(t)$. By the a.e. assumption, it follows that $\mu\{\Omega^c\} = 0$, where $\mu$ is the Lebesgue measure. We will first show that $\{F_n\}_{n=1}^\infty$ is tight, i.e., for all $\epsilon > 0$, $\exists$ a finite interval $I \subset \mathbb{R}$ satisfying:

$$G(I^c) \leq \epsilon, \quad \forall F \in \{F_n\}. \quad (23)$$

To prove (23), fix $M > 0$, $\epsilon > 0$, and let $I = [-M, M]$. By Lemma 9.6.3 in [57], $\exists \alpha \in (0, \infty)$ satisfying:

$$\limsup_{n \to \infty} F_n(I^c) \leq \limsup_{n \to \infty} \alpha M \int_{[0,M-1]} \{1 - \Re \phi_n(t)\} \, dt$$

$$= \limsup_{n \to \infty} \alpha M \left[ \int_{[0,M-1] \cap \Omega} \{1 - \Re \phi_n(t)\} \, dt + \int_{[0,M-1] \cap \Omega^c} \{1 - \Re \phi_n(t)\} \, dt \right]$$

$$= \limsup_{n \to \infty} \alpha M \int_{[0,M-1] \cap \Omega} \{1 - \Re \phi_n(t)\} \, dt$$

since $\mu\{[0,M-1] \cap \Omega^c\} = 0,$

$$= \alpha M \int_{[0,M-1] \cap \Omega} \limsup_{n \to \infty} \{1 - \Re \phi(t)\} \, dt$$

by dominated convergence, since $1 - \phi_n(t)$ is bounded,

$$= \alpha M \int_{[0,M-1] \cap \Omega} \{1 - \Re \phi(t)\} \, dt.$$
Since \( \phi \) is a characteristic function, it follows that \( \lim_{t \to 0} \phi(t) = 1 \), so \( \lim_{t \to 0} \{1 - \text{Re} \phi(t)\} = 0 \). Hence, for \( M \) sufficiently large, the above becomes:

\[
\alpha M \int_{[0,M^{-1}] \cap \Omega} \{1 - \text{Re} \phi(t)\} \, dt \leq \alpha M \int_{[0,M^{-1}] \cap \Omega} \epsilon \, dt = \alpha \epsilon,
\]

which proves the tightness of \( \{F_n\} \).

The remainder of the proof follows exactly as in Theorem 9.5.2 of \[57\]: one can show that any two convergent subsequences of \( \{F_n\} \) must converge to the same limit, thereby proving the convergence of \( F_n \) to \( F \). Readers can consult the aforementioned reference for details.

\[\Box\]

### A.2 Proof of Theorem 6

**Proof.** We first show that \( k(x, y) \) is Lipschitz, i.e., \( \exists L < \infty \) such that \( \sup_{z \in X} |k(x, z) - k(y, z)| \leq L\|x - y\|_2 \). Note that:

\[
|k(x, z) - k(y, z)| = |E\|x - Y\|_2 - \|x - z\|_2 - E\|y - Y\|_2 + \|y - z\|_2| \\
\leq \int \left| \|x - z\|_2 - \|y - z\|_2 \right| dF(z) + \|x - z\|_2 - \|y - z\|_2 \\
\leq \int \|x - y\|_2 \, dF(z) + \|x - y\|_2 = 2\|x - y\|_2,
\]

where the last step holds by the triangle inequality, because \( \|x - y\|_2 \geq \|x - z\|_2 - \|y - z\|_2 \).

Hence, \( k \) is Lipschitz with \( L = 2 \).

Consider first part (a) of the theorem. Having satisfied this Lipschitz condition, it follows from Theorem 4 of \[6\] that \( \lambda_k = \mathcal{O}\{k^{-(1+1/p)}\} \), so \( \sum_{k=1}^{\infty} \lambda_k^{1/\alpha} < \infty \) for \( \alpha \in (0, 1+1/p) \). Applying Theorem 5 proves part (a).
Consider next part (b). From the first example in Section 5 of [18], $\mathcal{X}$ is $(p, 1)$-compact. Moreover, because $F(\cdot)$ is bounded and $k$ is Lipschitz, $k$ must be in $\text{Lip}^{1,0}(\mathcal{X}, F)$ (see [18] for specific definitions). Applying Theorem 5.4 of [18] and noting that $k(x, x) = 2\mathbb{E}\|x - Y\|_2 - \mathbb{E}\|Y - Y'\|_2$, it follows that $\lambda_k = O\{k^{-(1+\gamma/p)}\}$, where $\gamma = \beta/(\beta + 1)$. Hence, $\sum_{k=1}^{\infty} \lambda_k^{1/\alpha} < \infty$ for $\alpha \in (0, 1 + \gamma/p)$, and part (b) is proven using Theorem 5.

\section*{A.3 Remark on Theorem 5}

One likely culprit for the looseness in the rate of Theorem 5 is the use of a uniform Barry-Esseen-like rate for degenerate V-statistics in Lemma 3. As the left plot of Figure 6 shows,
such a uniform rate provides the same error bound for $F_{W_n}(x)$ over all values of $x$, whereas the non-uniform rate in the right plot gives a larger bound for values of $x$ near the median, and a smaller bound near the tails. Since the proof of Theorem 5 relies on only the left tail of $F_{W_n}(x)$ (i.e., as $x \to 0^+$), a non-uniform bound can provide considerable improvements to the rate in Theorem 5. Although we have found no existing work on such a rate for degenerate $V$-statistics, there has been recent work in a similar vein for non-degenerate $V$-statistics. Indeed, assuming the non-uniform, non-degenerate rate on pg. 84 of [9] also holds in the degenerate setting, an application of the same proof technique in Theorem 5 shows that an integration rate of $O\{n^{-(1+\nu)/2}\}$ may be attainable for some $\nu > 0$. Such a rate is still a conjecture, however, and we look forward to exploring this in a future work.

A.4 Proof of Lemma 5

Proof. Clearly, $Q(x'|x) = \|x'\|_2$. When $x \neq x'$, note that:

$$(\|x\|_2 - \|x'\|_2)^2 = \|x\|_2^2 + \|x'\|_2^2 - 2\|x\|_2\|x'\|_2 \geq 0 \Rightarrow \|x\|_2^2 + \|x'\|_2^2 \geq 2\|x\|_2\|x'\|_2,$$

so $Q(x|x') = \frac{\|x\|_2^2}{2\|x'\|_2} + \frac{\|x'\|_2^2}{2\|x\|_2} \geq \frac{2\|x'\|_2\|x\|_2}{2\|x\|_2} = \|x\|_2$. \hfill \square

A.5 Proof of Lemma 6

Proof. The majorization claim follows directly from Lemma 5, and the minimizer in (22) can be obtained by first setting $\nabla \hat{h}^Q$ to zero and solving for $x_i$, $i = 1, \ldots, n$. \hfill \square

A.6 Proof of Theorem 7

Proof. This follows by Theorem 1 of [56] under certain regularity conditions, which we verify below. Under the earlier assumption of pairwise distinctness for $\{x'_j\}_{j=1}^n$, $\hat{h}^Q(\cdot|\{x'_j\}_{j=1}^n)$
majorizes $\hat{E}(\cdot)$ at $\{x'_j\}_{j=1}^n$ by Lemma 6, which satisfies assumptions (A1) and (A2) in [56]. Moreover, $h^Q$ is continuous, with its directional derivative $h^Q'({\{x'_j\}}_{j=1}^n; {\{x'_j\}}_{j=1}^n)$ equal to the directional derivative $\hat{E}'({\{x'_j\}}_{j=1}^n, d)$ for all feasible directions $d \in \mathbb{R}^{np}$, which satisfies assumptions (A3) and (A4) in [56]. This proves the stationary convergence of sp.ccp.

A.7 Proof of Theorem 8

Proof. Under certain regularity conditions, Prop. 3.4 of [40] shows that a stationary solution can be obtained for $E$ by repeatedly applying MM iterations on the Monte Carlo approximation of $E$ (namely, $\hat{E}$), with each iteration employing a new batch sample $\{y_{m[l]}\}$ independently generated from $F$. Such regularity conditions are satisfied by the compactness of $\mathcal{X}$ and the existence of directional derivatives for $\hat{E}$ and $E$, so the claim holds.
Figure 7: Support points, MC points and inverse Sobol’ points for the i.i.d. $\text{Exp}(1)$ distribution in $p = 2$ dimensions, for various point set sizes $n$. Lines represent density contours.
Figure 8: Support points, MC points and inverse Sobol' points for the i.i.d. Beta(2, 4) distribution in $p = 2$ dimensions, for various point set sizes $n$. Lines represent density contours.
C Additional results for Section 5.1

| Input variable          | Uncertainty distribution       |
|------------------------|--------------------------------|
| Borehole radius        | $\mathcal{N}(0.1, 0.01618)$    |
| Radius of influence    | Lognormal(7.71, 1.0056)        |
| Upper transmissivity   | $\mathcal{U}[63070, 115600]$  |
| Upper head             | $\mathcal{U}[990, 1110]$       |
| Lower transmissivity   | $\mathcal{U}[63.1, 116]$       |
| Lower head             | $\mathcal{U}[700, 820]$        |
| Borehole length        | $\mathcal{U}[1120, 1680]$      |
| Borehole conductivity  | $\mathcal{U}[9855, 12045]$     |

**Table 2:** *Input variables and corresponding uncertainty distributions for the borehole physical model in [73].*

**Figure 9:** *Log-absolute errors for estimating the expected water flow rate $\mathbb{E}[g(X)]$ in the borehole model. Lines denote log-average errors, and shaded bands mark the 25-th and 75-th quantiles.*
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