Tuning of Bayesian optimization for materials synthesis: simulation of the one-dimensional case
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ABSTRACT

Materials exploration requires the optimization of a multidimensional space including the chemical composition and synthesis parameters such as temperature and pressure. Bayesian optimization has attracted attention as a method for efficient multidimensional optimization. Appropriate choices of the acquisition function and initial values of the hyperparameters of the kernel functions are essential for the Bayesian optimization of synthesis conditions in a small number of experiments. However, to date, there has been little discussion on how to tune Bayesian optimization for materials exploration, and no guidelines have been provided for materials scientists. In this study, we investigated the optimum initial values of the hyperparameters in Bayesian optimization using one-dimensional model functions that mimic actual materials syntheses. The optimal lengthscale and variance for different process windows of materials synthesis were investigated. It was shown that the use of an appropriate acquisition function and suitable initial values of the hyperparameters of the kernel functions enable the optimization of synthesis conditions in a small number of trials. These results provide insight for enabling fully automated and autonomous materials synthesis using Bayesian optimization and robotics for materials exploration.
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1. Introduction

Recent developments in science and technology have rapidly expanded the range of possible multicomponent materials [1,2] that can be explored to meet the increasing demands of industrial and economic development [3,4]. For example, the total number of small organic molecules has been estimated to be more than 10^60, forming a vast ‘chemical space’ [1]. In addition, the number of controllable synthesis parameters has increased due to the use of sophisticated experimental procedures and equipment. Accordingly, material scientists need to optimize the composition and synthesis parameters to obtain the desired material in a large search space. As it is difficult and, in some
cases, impossible to find the best chemical compositions and synthesis conditions in a multidimensional search space using an unguided trial-and-error approach, a more efficient and streamlined method is required to facilitate the exploration of multi-component complex materials.

To obtain the desired materials in a small number of experiments, we focus on Bayesian optimization [2,5–13]. This technique finds the global optimum of a black-box function and is used in many fields, such as computational model tuning in machine learning [14,15] and cognitive science [16]. Compared to grid searching, Bayesian optimization can find the global optimum in fewer trials [14]. Accordingly, the experimental conditions in material synthesis are expected to be optimized in a small number of trials using Bayesian optimization. The combination of Bayesian optimization and robotics has paved the way for fully automatic and autonomous material syntheses [10,17]. In a previous study, we reported an autonomous thin-film synthesis system for inorganic materials and minimized the electrical resistance of Nb-doped TiO₂ thin films by varying the oxygen partial pressure during deposition [2]. To further increase the efficiency of this powerful approach for obtaining novel functional materials from the large material search space, reducing the number of experiments for optimization (trials) is highly desirable.

When applying Bayesian optimization to minimize the number of trials, appropriately selecting the acquisition and kernel functions and their hyperparameters is crucial. Especially in autonomous material synthesis combining Bayesian optimization and robotics without human scientists, adjusting the hyperparameters in the middle of the loop is not desirable; therefore, it is important to choose appropriate hyperparameters at the beginning of the experiment. However, there has been inadequate discussion of guidelines to set suitable hyperparameters for material scientists, which hinders the actual use of Bayesian optimization in materials synthesis [11–13,18]. Furthermore, only a few researchers have considered issues that are important in actual materials synthesis, such as the half-width of the process window and multiple local minima and maxima. Moreover, the number of trials required to find the best synthesis conditions under the post-hyperparameter optimized condition has not been sufficiently explored.

In this study, we investigated the optimal initial values of the hyperparameters suitable for material synthesis. We applied Bayesian optimization to a one-dimensional (1D) model function that mimics an actual material synthesis. To simulate actual syntheses, we assumed a synthesis temperature range of 200–1200°C and determined the temperature at which optimal physical properties can be obtained. We emphasize the importance of process windows in the synthesis of functional materials and compare the number of syntheses required for the optimization of various process windows. Our findings enable global optimization with minimum number of trial syntheses by choosing appropriate hyperparameters, thereby accelerating materials exploration.

2. Methods

Bayesian optimization predicts the relationship between explanatory variables (synthetic conditions, e.g., temperature and pressure) and objective variables (e.g., transmittance and electrical resistance) from the acquired data and sequentially searches for the global optimum based on the prediction curve and confidence interval. Bayesian optimization is performed as follows. 1) Obtain the initial data points. 2) Calculate the prediction curve and confidence interval (standard deviation) for the objective variable from the obtained data. 3) From the prediction model, rank the synthetic conditions based on an index called the acquisition function to obtain a candidate global optimum. 4) Acquire the data again based on the candidate explanatory variables suggested in step 3, for which the global optimum can be obtained, and return to step 2. In the search for the best synthesis conditions, steps 2–4 are repeated. In Bayesian optimization, the prediction model for an objective variable (property value) is created using Gaussian process regression or other method [7,19]. The property value under a certain experimental condition x is expressed in the form of a probability distribution (usually a normal distribution), p(y|x). The prediction curve is obtained from the mean of the probability distribution, and the standard deviation (variance) of the probability distribution represents the uncertainty of the prediction.

In this study, we generated one-dimensional model functions that mimic the synthesis of LiCoO₂ [20] and the Nb-doped TiO₂ transparent conductor [21] (Figure 1). Considering the width of the process window, Pₜₘ, is essential when generating model functions that mimic material synthesis. Pₜₘ is the range of synthesis conditions in which the desired property values can be obtained. For example, a Pₜₘ of 100°C means that the properties do not change even if the temperature deviates above or below the optimum temperature by approximately 50°C. In many cases, Pₜₘ is bounded by 80–90% of the maximum (and minimum) of the physical property value. The smaller the Pₜₘ, the greater the number of experiments required to optimize the synthesis conditions. For instance, the Pₜₘ in the synthesis of LiCoO₂ and Nb-doped TiO₂ is around 100°C and this value is often observed in material synthesis. Furthermore, in actual material synthesis, physical properties often have local solutions [2,22]. In this study, we added a local solution to the model.
function in order to mimic a more complex material synthesis than in the case of LiCoO$_2$ and Nb-doped TiO$_2$.

To observe clearly the effects of the process window ($P_w$) and local solutions on the number of trials required to find the global maximum, we generated simple 1D model functions by summing the three Gaussian peaks corresponding to the global maximum, local maximum, and background. Gaussian peaks can be expressed as follows:

$$f(x) = H \exp \left( -\frac{(x - \mu)^2}{2\sigma_{\text{Gauss}}^2} \right)$$

where $H$ is the peak height, $\mu$ is the peak position, and $\sigma_{\text{Gauss}}$ corresponds to the standard deviation of the peak. The values of $H$ for the three Gaussian peaks corresponding to the maximum, local maximum, and background peaks were set to 1.2, 0.7, and 0.3, respectively. Note that we assumed that the physical property measurements were sufficiently accurate and that the noise in the experimental data was negligibly small. In this study, $P_w$ was defined as the full width at 90% of the peak maximum. In this case, $P_w = \sigma_{\text{Gauss}}$, and $P_w$ is related to the full width at half maximum (FWHM) by $\text{FWHM} = 2P_w\sqrt{2\ln2}$. Three types of 1D model functions with different $P_w$ values of 100, 60, and 40°C were generated. For the local maximum and background peaks, $P_w$ was set to 120°C and 400°C respectively. Five hundred model functions were generated, where the positions $\mu$ of the global maximum, local maximum, and background were randomly determined. To prevent the overlapping of global and local maximum peaks, the peaks were separated by at least twice the $P_w$ of the local maximum peak (240°C).

The most commonly used radial basis function (RBF) kernel was adopted in Gaussian process regression [23] to build the prediction model, and the initial values of the hyperparameter of kernel functions (lengthscale, and variance) were optimized. The setting of the kernel function plays an important role when developing a prediction model, because the shapes of the prediction curves and confidence intervals depend on the kernel function. For example, small and large values of the lengthscale lead to larger and smaller variations, respectively, for a given interval of an explanatory variable, such as temperature. On the other hand, small and large values of the variance lead to smaller and larger scale changes, respectively, in the objective variables (physical parameters) in the predicted curve.

This study also investigated the difference in the number of trials required for optimization between two acquisition functions, namely, the upper confidence bound (UCB) and expected improvement (EI) [24,25]. The acquisition function determines the next searching point in Bayesian optimization, which depends on the type of acquisition function and its hyperparameters. The UCB is a typical acquisition function and is defined as follows:

$$A_{\text{UCB}}(x) = \mu(x) + \kappa \sigma(x)$$

where $\kappa$ is the hyperparameter of the UCB. In this study, the effect of $\kappa$ was investigated. Adjusting $\kappa$ changes the strategy in finding the global maximum; hence, we can control the balance between ‘exploitation’ (searching for areas with high expected values) and ‘exploration’ (searching for areas with large standard deviations between the probability distribution and a few data points). On the other hand, EI is another acquisition function and is defined as follows:

$$A_{\text{EI}} = E[\left(f - \tau\right)I(f > \tau)] = (\mu - \tau)\Phi(t) + \sigma\varphi(t)$$

where $\tau$ is the largest $y$ among $N$ observations $y_N = f(x_N)$, $\mu$ is the mean value of the probability distribution, and $\sigma$ is the standard deviation [7].

![Figure 1](image1.png)
Here, \( t = (\mu - \tau)/\sigma \) is the difference between \( \mu \) and \( \tau \) normalized by the standard deviation \( \sigma \) at each \( x \). Moreover, \( I(\delta > \tau) \) is an indicator function that takes the value of 1 when \( \delta > \tau \) is true and 0 otherwise. Lastly, \( \Phi(t) \) and \( \phi(t) \) are the cumulative distribution function and density function of the standard normal distribution, respectively. For both EI and UCB, the prediction curve is updated by sequentially experimenting with the function value \( f(x) \) at \( x \), where the acquisition function is maximized.

The GP [26] Python package for Gaussian process regression was used. The initial values of the lengthscales and variance were set to 0.1–10 and 1–5, respectively. In this study, the grid for the 1D simulation was evenly divided into 51 points in the range of 200–1200°C where one grid spacing corresponds to 20°C. Thus, lengthscales = 1 (grid) corresponded to 20°C. Note that the lengthscales and variance were optimized using the truncated Newton method, which is one of the gradient methods that maximizes the marginal likelihood in each iteration. However, the hyperparameters obtained by the gradient method are generally local solutions rather than true global optimal solutions. Therefore, it is important to provide appropriate initial values for the hyperparameters of the kernel function to obtain an appropriate prediction model suitable for explaining the relationship between the experimental data. The objective variables were not standardized before the Gaussian process fitting. The hyperparameter \( \tau \) was set to 1–20 when UCB was used as the acquisition function. For the first five trials, the conditions were selected randomly or at equal intervals. As the grid was spaced at 20°C five points at 200, 440, 700, 940, and 1200°C were selected for the equal interval selection. The sixth and subsequent synthesis conditions were predicted by Bayesian optimization until the 50th trial, and previously used trials were not selected again. In this study, we judged that the maximum value was successfully explored when a value with a magnitude of 90% of the maximum value of the model function was found in the calculation.

To compare the number of trials for optimization quantitatively, the \( N_{90\%} \) index was introduced. This index is the number of trials required to find the global maximum value in 90 out of 100 model functions with the same value of \( P_w \) but different peak positions. Thus, \( N_{90\%} \) corresponds to the number of synthesis in which the global maximum can be reached with 90% probability. In this study, one set of calculations included 100 model functions, and the mean and standard deviation of \( N_{90\%} \) were evaluated for five sets (= 100 \times 5 model functions). The computational cost of the individual iterations of Bayesian optimization is low, and the calculation can be easily performed on any laptop. However, the supercomputer TSUBAME3.0 at the Tokyo Institute of Technology was employed to perform the parallel calculations and speed up the simulations.

3. Results and discussion

3.1. Case of EI

Figure 2 shows a typical example of the synthesis optimization process with \( P_w = 100, 60, \) and 40°C. Here, the acquisition function is EI. An animation of the entire search process is provided in the Supplemental Material. We explain the flow of optimization using the model function with \( P_w = 100°C \) as an example. The upper panels in Figure 2(a–c) show the prediction curve (blue line) and confidence interval (green region) based on the obtained data (white and red circles) that correspond to the measured data in actual experiments. The Bayesian optimization algorithm selects the next search point according to the temperature with the largest acquisition function (lower panels in Figure 2(a–c)). For example, the prediction curve, confidence interval, and acquisition function shown in Figure 2(a) were obtained based on trials up to the seventh trial. The acquisition function (Figure 2(a), bottom) has two peaks at \( 250°C \) near the global maximum and at \( -1000°C \) near the local maximum. The eighth trial was chosen from the maximum in the acquisition function, specifically, the temperature near 1000°C (light blue circle in Figure 2(a), bottom). The result of the eighth trial is represented by the red circle in Figure 2(b). The updated prediction curve, confidence interval, and acquisition function, according to the eighth trial, are depicted in Figure 2(b). The maximum of the acquisition function was \( 250°C \) and was chosen as the ninth trial condition. By repeating this process, the temperature that gives the maximum value of the physical property (best synthesis condition) was successfully found in the ninth search for this model function (Figure 2(c)). Similarly, in the cases of \( P_w = 60 \) and 40°C, the prediction curve and confidence interval were obtained based on the acquired data, and finally the best synthesis conditions were determined (Figure 2(d–i)). With decreasing value of \( P_w \), the number of experiments required to find the maximum value increases as the search around the local solution increases (Figure 2(d–i)).

3.2. \( P_w \) dependence of EI

To investigate the effect of \( P_w \) in more detail, we show histograms of the number of trials required to find the global maximum for 100 model functions with \( P_w = 100, 60, \) and 40°C (Figure 3). At \( P_w = 100°C \) 90% of the global maxima were found in 10 trials. With a smaller \( P_w \) value, the center of the histogram shifts to the right, indicating that the number of required trials tends to increase. When \( P_w \) decreases, the width of the histogram increases, because even when the value of \( P_w \) is small, if the initial point is near the peak of the global maximum value, the number of syntheses required to find the global maximum decreases. Notably, all model functions reach the global maximum within 50 searches.
Table 1 summarizes the obtained \( N_{90\%} \) values for five equally spaced and five randomly selected initial points. At \( P_w = 100, 60, \) and 40°C the \( N_{90\%} \) values calculated using 500 model functions are 9.6 ± 0.5, 13.4 ± 0.5, and 17.6 ± 0.9, respectively. We also compared the \( N_{90\%} \) values of the five randomly chosen initial points and five equally spaced initial points that include both ends (Table 1). No significant variation in the obtained \( N_{90\%} \) values with the initial value selection method was observed. Therefore, equally spaced initial points, including both ends, were used for the subsequent simulations.
Figure 3. Histogram of the number of syntheses required to find the maximum value of the model function with (a) $P_w = 100$, (b) 60, and (c) 40°C when the expected improvement (EI) is used as the acquisition function, lengthscale = 3, and variance = 1. Five initial points equally spaced between 200 and 1200°C including both edges, were used. Each histogram was obtained from 100 model functions with the same value of $P_w$ but different peak positions.

Table 1. Process window ($P_w$) dependence of $N_{90\%}$, the acquisition function was the expected improvement (EI). Lengthscale = 3, variance = 1. $N_{90\%}$ was calculated from five sets ($= 500$) of model functions with the same value of $P_w$ but different peak positions. The five initial points were chosen in two ways: either equally spaced, including both edges, or randomly.

| Initial points         | $P_w$/$^\circ$C | $N_{90\%}$     |
|------------------------|-----------------|----------------|
| Equally spaced         | 100             | 9.6 ± 5        |
|                        | 60              | 13.4 ± 5       |
|                        | 40              | 17.6 ± 9       |
| Randomly selected      | 100             | 9.2 ± 1.0      |
|                        | 60              | 13.2 ± 8       |
|                        | 40              | 19.2 ± 1.0     |

3.3. Case of UCB

Next, we examined the number of trials required to find the maximum using the UCB acquisition function. Table 2 shows the obtained $N_{90\%}$ values when $\kappa$ of the UCB was varied from 1 to 20. For $P_w = 100^\circ$C $N_{90\%}$ shows a small dependence on $\kappa$. In contrast, for small $P_w$, $N_{90\%}$ strongly depends on $\kappa$. In Bayesian optimization, it is important to use an acquisition function that provides an appropriate balance between ‘exploitation’ to search peaks with highly expected values and ‘exploration’ to search points with large variances. For small $\kappa$, only the areas around a local maximum are searched, resulting in an increase in the number of trials necessary to find the best conditions in the model function with $P_w = 60$ and 40°C. Considering the overall $N_{90\%}$ for the three $P_w$ values, $\kappa = 10$ is considered the best hyperparameter. Typical search processes for model functions using the UCB are shown in Figure S1, and the histograms are depicted in Figure S2.

Here, we compare the number of trials required to find the maximum when using the EI and UCB as the acquisition functions. For model functions with small $P_w$ values, the EI is superior to the UCB. For example, for $P_w = 40^\circ$C the $N_{90\%}$ value of the UCB is 24.6 ± 2.1, whereas the $N_{90\%}$ value of the EI is 17.6 ± 9, indicating that the number of trials required for the EI is approximately 70% of that for the UCB. Compared to the EI, the width of the histogram is wider for the UCB, indicating a tendency of the UCB to fall into a local maximum when the initial point is not near the global maximum value (Figures 3, S1 and S2).

3.4. Lengthscale and variance dependence

Furthermore, we investigated the effects of the lengthscale and variance on $N_{90\%}$ (Table 3, the acquisition function is the EI). For all three cases of $P_w$, the smallest $N_{90\%}$ value was obtained for lengthscale = 1 and variance = 1. We note that even after optimizing the lengthscale and variance, $N_{90\%}$ is smaller in the EI than in the UCB (Table S1). With increasing lengthscale and/or variance, $N_{90\%}$ increased, particularly for $P_w = 60$ and 40°C. For $P_w = 40^\circ$C when using lengthscale = 5 and variance = 10, $N_{90\%}$ increased by a factor of 2.4 relative to the value obtained using the best conditions (lengthscale = 1, variance = 1). This result highlights the importance of tuning the hyperparameters.

A typical example of the search process for the best conditions (lengthscale = 1, variance = 1) and the worst conditions (lengthscale = 5, variance = 10) for
Table 3. Dependence of $N_{\text{search}}$ on the initial values of the lengthscale and variance, where the expected improvement is the acquisition function. The calculation for $N_{\text{search}}$ was similar to those used for the data in Tables 1 and 2. Five initial points equally spaced between 200 and 1200°C and including both edges were selected.

| Lengthscale | Variance | 1 (± 20°C) | 3 (± 60°C) | 5 (± 100°C) |
|-------------|----------|------------|------------|------------|
| 100         | 0.1      | 8.0 ± 0.0  | 8.6 ± 0.5  | 10.4 ± 0.8 |
|             | 1        | 8.0 ± 0.0  | 9.6 ± 0.5  | 13.4 ± 0.9 |
|             | 10       | 8.8 ± 0.4  | 11.4 ± 0.8 | 13.2 ± 1.3 |
| 60          | 0.1      | 10.2 ± 0.4 | 11.2 ± 0.4 | 14.2 ± 0.4 |
|             | 10       | 10.0 ± 0.0 | 13.4 ± 0.5 | 19.6 ± 1.6 |
| 40          | 0.1      | 12.0 ± 0.6 | 14.4 ± 0.8 | 18.6 ± 1.9 |
|             | 10       | 12.6 ± 0.8 | 17.6 ± 0.9 | 24.0 ± 0.9 |

$P_w = 40°C$ is shown in Figure 4. Animation of the entire search process is provided in the Supplemental Material. For lengthscale = 1 and variance = 1, the maximum value was found in the 13th search, and the shape of the obtained prediction curve was close to that of the true model function (Figure 4(a-c)). In contrast, for lengthscale = 5 and variance = 10, the shape of the prediction curve after the 13th search is quite different from that of the model function, and the global maximum is not predicted well (Figure 4(d-g)).

These results indicate the importance of setting a smaller initial lengthscale than $P_w$, which is expected from the experimental experience of material scientists. For example, if the initial value of the lengthscale is set to 5 (= 100°C), then the influence of a certain data point will affect the prediction of the data within a range of ±100°C. The resulting loose prediction curve is not suitable for predicting steeply rising peaks, such as the global maximum peak at $P_w = 40°C$. It should be noted that the lengthscale also depends on the size of the grid. In this study, the temperature range of 200–1200°C was divided by 51 points; thus, 1 grid spacing = 20°C and therefore, lengthscale = 1 corresponds to 20°C. In contrast, if the range of 200–1200°C is divided by 101 points, lengthscale = 1 corresponds to 10°C. If the search space of the explanatory variables is divided by an extremely fine grid, the search space expands unnecessarily. Therefore, it is necessary to set the grid size and lengthscale properly according to the materials and $P_w$.

For the synthesis parameter treatment, explanatory variables that vary exponentially, such as pressure, should not be used directly in Bayesian optimization. Rather, these variables should be logarithmically transformed, and then the parameter range is divided into a grid because a linearly changing lengthscale cannot follow the exponential changes in parameters such as pressure. Thus, after Bayesian optimization, the parameters are exponentially transformed back to the original values. The logarithmic transformation is an important preprocessing step in the application of Bayesian optimization to material synthesis, as we successfully demonstrated in our previous work on TiO$_2$ thin-film synthesis [2].

We now comment on the effect of the variance. When the lengthscale and variance are set to 5 and 10, respectively, the maximum value is found in the 25th search. However, the prediction curve is not appropriate and tends to ignore each data point (Figure 4(g–i), blue curves) because the initial value of the variance is extremely large compared to the changes in the physical properties. For example, if the scale of the vertical axis of the model function is increased by a factor of 10, the minimum $N_{\text{search}}$ value is obtained when the initial variance is 10 (Table S2). Therefore, it is important to pre-process the measured data by adjusting the initial variance according to the expected range of the changes in the physical properties (for example, 0–1 for transmittance, ~10 digits for electrical conductivity by taking the logarithm), or by normalizing and logarithmically transforming the values of the physical properties.

4. Comparison of human search and Bayesian optimization

We discuss the relationship between our model function and the properties-temperature data obtained from actual experiments. In this study, model functions with $P_w$ of 100, 60, and 40°C were created to simulate actual material synthesis. The electrical conductivity [27–29], phosphorescence [30], catalytic property [31], coercivity (of a ferromagnetic material) [32], and so on were reported in actual experiments can be regarded as the physical properties of this model function. Although the maximum value of the physical properties was set to about 1, the current results can be viewed as a simulation of a wide range of material synthesis, considering that the present model function is concerned with normalizing the objective variable.

Next, we discuss the number of trials required to find the best synthesis condition when using Bayesian and human optimization. If a human researcher performs an experiment represented by the model function (the optimization of 1D synthesis conditions in the range of 200–1200°C), the optimization flow would be as follows, based on our experience: First, a candidate for the best synthesis temperature is estimated based on 11 experiments performed in 100°C increments. Next, the global optimization is completed by searching for two or three additional points in 50°C increments. Thus, the number of syntheses required to search for the global maximum is supposed to be 13–14 for human researchers. Despite the severe conditions of $P_w = 40°C$, Bayesian optimization can
complete the optimization in a comparable number of trials (13 trials) as a human. Furthermore, Bayesian optimization enables the global maximum to be found in fewer trials (~10 trials) than in human experiments in the cases of $P_w = 100$ and $60^\circ\text{C}$. This result indicates that rapid material exploration and data accumulation can be performed using a fully automated and autonomous material synthesis system by combining robotics and Bayesian optimization with appropriate acquisition functions and hyperparameters. It is necessary to find the optimal initial values of the hyperparameters for the global maximum in a 2D, 3D, or higher-dimensional search space. When hyperparameters are appropriately selected, the best synthesis conditions can be obtained in fewer syntheses than in human-guided experiments.

To apply actual experiments, Bayesian optimization may need to be performed on noisy data. In such cases, the following kernel function $\kappa(x, x')$, which is the sum of the RBF kernel and a white noise kernel, can be used:
\[ \kappa(x, x') = \sigma_{RBF}^2 \exp \left( -\frac{(x-x')^2}{2l^2} \right) + \sigma_{wh}^2 \delta(x, x') \] 

(4)

where \( \sigma_{RBF}^2 \) is the variance of noise-free signal, \( l \) is the lengthscale, \( \sigma_{wh}^2 \) is the variance of the noise, and \( \delta(x, x') \) is the Kronecker delta function \([7,33]\). The first term corresponds to the RBF kernel, and the second term is the white noise kernel to capture the noise in data. If the data is heavily noisy, tuning of \( \sigma_{wh}^2 \) will also be necessary. It should be noted that achieving autonomous experiments requires both the adjustment of hyperparameters in Bayesian optimization as well as the development of high-precision automated measurement methods without human researchers \([34–37]\). In addition, for Bayesian optimization in search spaces of higher dimensions, it is necessary to consider whether condition optimization can be completed in a practical number of experiments. The higher dimensional case will be thoroughly discussed in a subsequent paper. The results obtained from the 1D simulation are essential for future discussions and will greatly contribute to the exploration of materials using fully automated and autonomous experiments.

5. Conclusion

In this study, we optimized the hyperparameters in Bayesian optimization for material synthesis using 1D model functions with different process windows \( (P_w = 100, 60, \text{ and } 40\% \text{C}) \) and investigated the number of syntheses required to determine the optimal synthesis conditions. For small \( P_w \), the number of trials required to search for the global maximum using the EI was smaller than that for the UCB. In Bayesian optimization with the optimized hyperparameters (acquisition function EI, lengthscale \( = 1 \text{ (i.e., } 20\text{C}) \), variance \( = 1 \text{), the material showing the maximum physical properties is expected to be obtained with 90% probability after 13 syntheses. These results contribute to the application of Bayesian optimization for material exploration and pave the way for fully automated and autonomous material synthesis using a combination of Bayesian optimization and robots.
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