Abstract—This paper proposes a category-level 6D object pose and shape estimation approach iCaps, which allows tracking 6D poses of unseen objects in a category and estimating their 3D shapes. We develop a category-level auto-encoder network using depth images as input, where feature embeddings from the auto-encoder encode poses of objects in a category. The auto-encoder can be used in a particle filter framework to estimate and track 6D poses of objects in a category. By exploiting an implicit shape representation based on signed distance functions, we build a LatentNet to estimate a latent representation of the 3D shape given the estimated pose of an object. Then the estimated pose and shape can be used to update each other in an iterative way. Our category-level 6D object pose and shape estimation pipeline only requires 2D detection and segmentation for initialization. We evaluate our approach on a publicly available dataset and demonstrate its effectiveness. In particular, our method achieves comparably high accuracy on shape estimation.

I. INTRODUCTION

Estimating 6D object poses, i.e., 3D translations and 3D orientations of objects with respect to cameras, is crucial for a variety of real-world applications ranging from robotic navigation and manipulation to augmented reality and virtual reality. The majority of existing works have so far mainly dealt with the instance-level 6D pose estimation [1]–[7], where a set of 3D CAD models of known instances are given as priors. The problem is thereby reduced to finding the sparse or dense correspondence between a target object and a prior 3D model. Although 3D CAD models are available in some industrial applications such as assembling different parts, the requirement still significantly limits many practical robotic applications since it can be expensive or even impossible to acquire 3D CAD models of all the objects in an environment.

In category-level 6D object pose estimation, a target object may be unseen during training and its 3D CAD model is not available. While even in the same category, objects can exhibit significant differences in color, texture, shape and size. Without 3D CAD models, the correspondence matching approaches would run into a significant challenge under the considerable shape variations among objects. Therefore, the major challenge of category-level pose estimation is how to handle the intra-class variability [8]. Some recent progress has been made to address this challenge [9], [10]. Wang et al. [11] propose to transform every object pixel to a canonical 3D space as keypoints for pose estimation. Although showing significant progress, this method still requires handling symmetric objects separately and is susceptible to noises from clutter and occlusion. Due to the difficulty in learning dense correspondences between pixels and 3D coordinates, in [12], the authors propose to learn a canonical shape shape with RGB-D fusion features. More recently, FS-net [13] was proposed to directly predict object poses and sizes where an orientation-aware autoencoder with 3D graph convolution is used for latent feature extraction. However, these methods focus on providing pose estimation for a single image and cannot take advantage of the temporal consistency among video frames, which is commonly observed in robotic tasks. Very recently, significantly process has been made in category-level pose tracking [14]–[16]. While these methods successfully exploit the temporal consistency and improve pose accuracy compared to single-frame methods, they usually require ground truth 6D object pose for initialization.

While more attention has been made in improving 6D pose estimation, object shape estimation, however, has been less explored. Good shape estimation can intuitively assist object pose estimation especially for category-level pose estimation where the intra-class variability is the major challenge [17]. Existing works for shape estimation either represent object shape with a canonical shape and size [12] or use reconstructed point clouds from an auto-encoder network [13], [18]. However, in these works, only the decoder is retained for inference which makes the framework less efficient since the trained encoder is unused at test time. In such situations, learning implicit representations of object shapes opens another possibility for shape estimation. In [19], the authors propose continuous Signed Distance Function (SDF) for shape representation. The decision boundary of the learned shape-conditioned classifier is the surface of the shape itself. The developed probabilistic auto-decoder only model can produce high quality continuous surfaces with
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complex topology for canonical input point clouds.

In this work, we propose a category-level 6D object pose and shape estimation framework based on a Rao-Blackwellized particle filter with an implicit shape representation (Fig. 1). Built upon our previous instance-level pose estimation work PoseRBPF [7], we develop a category-level auto-encoder network using depth measurements as input. Feature embeddings from the auto-encoder encode object poses while being independent of specific object instances. In addition, we combine the continuous SDF based shape representation with our category-level pose estimation so that object pose and shape can be jointly estimated. In particular, we build a LatentNet to estimate the object shape based on the current pose estimation. Then we can refine the pose using the estimated shape. In this way, both the pose and the shape of an object can improved in an iterative refinement fashion. Different from previous methods [14]–[16], our category-level 6D object pose and shape estimation pipeline only requires 2D detection and segmentation for initialization, which can be provided by any object detector such as [20], [21].

Through evaluating our framework on a category-level pose estimation benchmark [11], we show the effectiveness of our approach. In particular, our method achieves comparably high accuracy on shape estimation. To summarize, the main contributions of this paper are as follows:

• We propose a category-level 6D object pose estimation approach based on a Rao-Blackwellized particle filter. The devised category-level auto-encoder network uses depth measurements as input so that it can better handle the intra-class variability.

• We propose LatentNet, a deep neural network which directly predicts the implicit SDF-based shape representation of the object.

• We combine the SDF-based shape representation with the category-level pose estimation so that pose estimation and shape estimation can benefit and improve each other in an iterative way.

II. RELATED WORK

Instance-level pose estimation. The majority of object pose estimation work mainly deal with instance-level pose estimation [1]–[7]. Traditionally, template matching [22] and local feature matching [23], [24] are used to tackle the problem. In recent years, learning-based methods have received more attention due to their ability to generalize to different backgrounds, lighting, and occlusions [25], [26]. For instance, Kehl et al. [27] extend the SSD detection network [28] to 6D pose estimation by adding viewpoint classification to the network. Tekin et al. [29] utilize the YOLO architecture [30] to detect 3D bounding box corners of objects in images, and then the 6D pose is recovered by solving the PnP problem. PoseCNN [1] designs an end-to-end network for 6D object pose estimation based on the VGG architecture [31]. Sundermeyer et al. [3] introduce an implicit way of representing 3D rotations by training an auto-encoder for image reconstruction, which does not need to pre-define the symmetry axes for symmetric objects. Significant progress has also been made to track the 6D pose of known objects. In [7], a Rao-Blackwellized particle filter is combined with a learned auto-encoder network for tracking the probability distribution of 6D poses. In [32], the authors propose to represent the incremental motion with Lie Algebra and predict it by comparing the rendered object and the RGB-D image in the feature space. The main limitation of instance-level pose estimation is that 3D models of exactly the same object instances are required. In many applications, it is difficult to obtain these 3D models.

Category-level pose estimation. The limitation on the CAD model requirement motivates development of category-level pose estimation methods. There are efforts on category-level 3D detection [33]–[35], where the task is to predict 3D bounding boxes of objects. However, 3D bounding boxes are not sufficient for applications such as robotic manipulation. Some recent progress has been made to address the problem of category-level 6D pose estimation [11]–[16]. Besides the mentioned work on category-level pose estimation for single frames such as NOCS [11], CASS [12], FS-Net [13] and the category-level tracking work 6-PACK [14], recently, Weng et al. [15] propose a unified framework that can handle 9DoF category-level pose tracking for rigid object instances. More recently, Wen et al. propose BundleTrack [16] which uses deep neural networks to extract and match keypoints, then pose graph optimization is used for pose tracking. In contrast to the mentioned tracking systems which require ground truth 6D pose of objects to initialize the tracking process, our system is able to initialize pose tracking with only 2D detection and segmentation of objects which are easier to obtain using state-of-the-art object detection and segmentation methods such as [21].

Object shape estimation. Object shape estimation aims to infer 3D shape of objects given partial or sparse observations. Traditionally, surface reconstruction methods are usually adopted such as completing point clouds into dense surfaces [36], [37]. However, only single object shape can be modeled at one time by these methods rather than a dataset as a batch. Various recent works use data-driven approaches for the 3D shape estimation task. Most of these works pursue the auto-encoder architectures to encode the inputs of RGB images [38], depth maps [39], point clouds [18], occupancy voxels [40] or discrete SDF voxels [41] into a latent vector and subsequently reconstruct the full shape prediction. In these works, however, only the decoder is retained for inference which makes the framework less efficient since the trained encoder is unused at test time. Recently, learning implicit representations of object shapes attracts more attention [19], [42]. For instance, Park et al. [19] propose continuous SDF for shape representation. The decision boundary of the learned shape-conditioned classifier is the surface of the shape itself. Although the methods can produce high quality continuous surfaces with complex topology, they are usually view dependent and assume ground truth 6D pose to convert the input point cloud to a canonical view before performing shape estimation. In this paper, we estimate the
object 6D pose and the shape jointly because they are tightly correlated: good shape estimation improves pose estimation while accurate pose simplifies the shape estimation.

III. CATEGORY-LEVEL POSE AND SHAPE ESTIMATION

The architecture of our category-level pose and shape estimation framework iCaps is shown in Fig. 2. In this section, we first formulate the problem. Then, we describe in details how to generalize PoseRBPF [7] from instance-level to category-level for 6D pose and size estimation. Subsequently, we illustrate how to use a deep neural network (LatentNet) to predict an implicit representation of the object shape (shape latent). Finally, we show that the predicted shape latent can be used together with an auto-decoder network proposed in [19] to further refine the 6D pose.

A. Problem Formulation

The goal of category-level 6D object pose and shape estimation is to estimate the 3D rotation $R$, 3D translation $T$, together with the object size $s$ and shape $S$ of an object given depth measurements $Z$ and instance segmentation mask $\hat{\Omega}$. The size $s$ represents the metric length of the longest distance of the object 3D bounding box. The segmentation mask $\hat{\Omega}$ can be estimated with methods such as Mask R-CNN [21].

B. A Rao-Blackwellized Particle Filter for Category-level 6D Pose Estimation

1) Particle Filtering Formulation: At time step $k$, our first task is to estimate the posterior distribution $P(R_k, T_k, s_k|Z_{1:k})$ of 3D rotation $R_k$, 3D translation $T_k$ and object size $s_k$ given observations $Z_{1:k}$. Similar to [7], we factorize the 6D pose and size estimation problem into 3D rotation estimation and 3D translation and size estimation since the translation and object size determine the center and scale of the object in the image, and the 3D rotation can be estimated based on the measurements in the Region of Interest (RoI) of the object. Therefore, the posterior is decomposed as:

$$P(R_k, T_k, s_k|Z_{1:k}) = P(T_k, s_k|Z_{1:k})P(R_k|T_k, s_k, Z_{1:k})$$

where $P(T_k, s_k|Z_{1:k})$ encodes the RoI of the object, and $P(R_k|T_k, s_k, Z_{1:k})$ models the rotation distribution conditioned on the RoI and the observations.

According to the above factorization, the particles in the Rao-Blackwellized particle filter can be represented as $X_k = \{T_k^i, s_k^i, P(R_k|T_k^i, s_k^i, Z_{1:k}), w_k^i\}$ with $N$ the number of the particles. Here, $T_k^i$ and $s_k^i$ denote the translation and size of the $i$th particle. $P(R_k|T_k^i, s_k^i, Z_{1:k})$ denotes the discrete distribution of the particle over the object rotation conditioned on the translation, the size and the images, and $w_k^i$ is the importance weight of the particle. The 3D rotation is discretized on azimuth, elevation and in-plane rotation with bins of size 5 degrees, resulting in 191,808 bins for each particle. According to the particle filtering formulation, the importance weight $w_k^i$ for sampling translation and size can be computed as:

$$w_k^i \propto P(Z_k|T_k^i, s_k^i) \approx \sum_j P(Z_k|T_k^i, s_k^i, R^{i,j}_k)P(R^{i,j}_k),$$

where $R^{i,j}_k$ represents the $j$th discretized rotation.

2) Category-level Auto-encoder: In [7], a learned auto-encoder network is used to map the input image inside the RoI to a synthetic image of the object with the same pose. Since the lighting is constant and there is no background and occlusion in the synthetic image, the embedding from the encoder only depends on the object’s appearance in different orientations. The rotation distribution can thus be inferred by comparing the embedding with a pre-computed codebook.

To deal with the challenge of “intra-class variation” [8], we propose to train the auto-encoder to take in the rendered depth of an arbitrary object in the category and reconstruct the rendered depth of a canonical object so that the embed-
damping is invariant to differences between object instances in the category (Fig. 3).

We take advantage of ShapeNet [43], which is a large scale database of 3D CAD models. For each category, we manually select a representative object among the models as the canonical object. The dimensions of ShapeNet models are normalized with the object size, which is defined as the diagonal length of the 3D bounding box. We render an arbitrary object in the category with a canonical translation \( T_0 = (0, 0, z_0)^T \) and rotation \( R \) which is uniformly sampled in the rotation space. Denoting the rendered depth map as \( \hat{D}_k \), the normalized depth map \( \bar{D}_k \) is computed as \( \bar{D}_k = f_c((\hat{D}_k - z_0)/s + 0.5) \), where \( f_c(x) \) is a clamping function defined as \( f_c = \max(0, \min(1, x)) \) so that the values are between 0 and 1, and \( s = 1 \). We also render the canonical object with the same pose and result in normalized depth map \( \bar{D}_c \). The auto-encoder is trained to take in \( \bar{D}_c \) and reconstruct \( \bar{D}_c \) so that the embeddings are instance-agnostic, i.e., every instance is mapped to the canonical object. After training the auto-encoder, we can compute the codebook by encoding the normalized depth map of the canonical object with 6D pose \((T_0, R^j)\), where \( R^j \) is a discrete orientation in \( \text{SO}(3) \).

3) Observation Likelihoods Computation: As shown in Fig. 4, when the translation and the size are incorrectly sampled, the auto-encoder cannot reconstruct meaningful normalized depth maps from the inputs. Therefore the similarities between the embedding and codes in the codebook will be low. We exploit this property to compute observation likelihoods. The process of computing observation likelihoods is shown in Fig. 2. We first compute the RoI based on the 3D translation and size hypothesis \((T_k, s_k)\). The center of the RoI \((u_k, v_k)\) is computed by projecting the 3D translation \( T_k = (x_k, y_k, z_k)^T \) according to the camera intrinsic parameters. The size of the RoI is determined by \( \frac{z_k}{2s_k} \), where \( z_0 \) is the z coordinate of the canonical translation used in training the auto-encoder. Denoting the input depth image as \( Z_k^D \) and the corresponding part inside the RoI as \( D_k \), the normalized depth map \( \bar{D}_k \) can be computed as \( \bar{D}_k = f_c((D_k - z_0)/s_k + 0.5) \) to regularize the depth value between 0 and 1. The normalized depth map \( \bar{D}_k \) is fed into the auto-encoder to compute the feature embedding \( c = f(\bar{D}_k) \). The observation likelihood \( P(Z_k|T_k, s_k, R^j) \) can be computed

\[
P(Z_k|T_k, s_k, R^j) = \phi \left( \frac{c \cdot f(\bar{D}_k)}{|c| \cdot ||f(\bar{D}_k)|} \right),
\]

where \( f(\bar{D}_k) \) is the code of the rotation in the codebook and \( \phi(\cdot) \) is a Gaussian probability density function centered at the maximum cosine distance among all the codes in the codebook for all the particles. The probabilistic distribution of all the rotations in the codebook given a translation and a size can be computed according to Bayes’ rule:

\[
P(R^j|T_k, Z_k, s_k) \propto P(Z_k|T_k, s_k, R^j).
\]

4) Category-level 6D Object Pose Tracking: Our category-level 6D object pose tracking pipeline can be initialized with any 2D object detector such as [20], [30]. The 2D center of an object \((u_k, v_k)\) and the depth of a particle \( z_k \) are sampled in the same way as [7]. The object size \( s_k \) is sampled as \( s_k \sim U(s_0 - \Delta s/2, s_0 + \Delta s/2) \), where \( s_0 \) is a constant denoting a prior of the object size for objects in the category, and \( \Delta s \) denotes the range of the uniform distribution \( U \).

In the following frames, the translation \( T_k \), size \( s_k \), and rotation \( R_k \) are propagated based on a motion prior:

\[
P(T_{k|k-1}, T_{k-2}) = N(T_{k-1} + \alpha(T_{k-1} - T_{k-2}), \Sigma_T), \quad P(s_{k|k-1}) = N(s_{k-1}, \sigma_s),
\]

\[
P(R_{k|k-1}) = N(R_{k-1}, \Sigma_R),
\]

where \( N(\cdot) \) represents a Gaussian distribution, \( \Sigma_T, \sigma_s \), and \( \Sigma_R \) represents the covariances of the corresponding Gaussian distributions, and \( \alpha \) is a constant for the linear velocity model. Then the rotation is updated according to Eq. (4). The weight of each particle is computed according to Eq. (2) and used to sample particles. The pose and size estimation can be obtained for every frame by computing the mean of the sampled particles.

C. Category-level Object Shape Estimation

We design a point cloud based deep neural network named LatentNet to predict the objects’ 3D shape (see Fig. 2). The network takes as input the normalized 3D points from the depth image with respect to the object. In this way, we
using 3D points from the depth image in each particle, we perform a continuous optimization to shape as well as used as the regression target for LatentNet. Therefore, the individual shape code and the network parameters. Hence, decoder learning method, DeepSDF [19] maximizes the joint shape associated with latent vector \( z \) where \( \gamma \) encodes the 3D object shape: 

\[
\gamma \approx \text{LS-Net}(\text{input})
\]

ized point cloud as input and regresses a latent vector that in intrinsic matrix of the camera.

projecting the pixels in point cloud of the object \( \hat{P} \) to \( \text{object} \) estimate the segmentation mask of the object \( \Omega_{obj} \) by performing the morphological operations erosion on the predicted segmentation mask \( \Omega \). Then, the point cloud of the object \( \hat{P}_{obj} \) can be computed by back-projecting the pixels in \( \Omega_{obj} \): 

\[
\hat{P}_{obj} = g(\hat{P}_{obj}, T_k, R_k, s_k) = R_k^{-1}(P_{obj} - T_k)/s_k.
\] (6)

In order to remove noise points near the predict mask bound-
yary of the object, we estimate the segmentation mask of the shape associated with latent vector \( z \).

\[
\hat{P} = \hat{P}_{obj} \hat{P}_{depth}
\]

where \( D \) denotes the depth image, and \( K \) represents the intrinsic matrix of the camera. 

Built upon PointNet++ [44], LatentNet takes the normalized point cloud as input and regresses a latent vector that encodes the 3D object shape: 

\[
h_{\gamma}(\hat{P}_{obj}) = z,
\] (8)

where \( \gamma \) denotes the parameters of the LatentNet \( h \). This latent vector \( z \) can be decoded to a 3D shape represented by a continuous SDF as in [19]: 

\[
f_\theta(z, x) \approx \text{SDF}(x),
\] (9)

where the decoder \( f_\theta \) with parameters \( \theta \) takes in the latent code \( z \), a query 3D point \( x \) and outputs the SDF value of the shape at location \( x \). Given the decoding model \( f_\theta \), the shape associated with latent vector \( z \) can be represented with the zero iso-surface of \( f_\theta(z, x) \). Thanks to the auto-decoder learning method, DeepSDF [19] maximizes the joint log posterior over all training shapes with respect to the individual shape code and the network parameters. Therefore, the DeepSDF network is trained, the optimized latent code can be used to approximate the ground truth for each object shape as well as used as the regression target for LatentNet.

**D. Category-level Object Pose Refinement**

Due to the limited number of particles in the particle filter for the time budget and the discretization of 3D rotation in each particle, we perform a continuous optimization using 3D points from the depth image \( P_{obj} \) to refine the estimated pose. We optimize the pose by matching these points against the SDF estimated from Eq. (9) of the object. The optimization problem we solve is

\[
(T, R) = \arg \min_{T, R} \sum_{p_i \in \hat{P}_{obj}} |f_\theta(z, g(p_i, T, R, s))|,
\] (10)

where \( p_i \) is a 3D point in the point cloud \( \hat{P}_{obj} \) in the camera frame, the function \( g \) is defined in Eq. (6) which transforms points in camera frame to object frame according to pose and size, and \( f_\theta(z, g(p_i, T, R, s)) \) represents the signed distance value estimated from Eq. (9) based on the shape latent \( z \).

Eq. (10) indicates that improving the shape estimate \( z \) could improve SDF estimates and thus improving the refined poses. At the same time, a shape estimate relies directly on pose estimate, see Eq. (6)-(8). Therefore, we perform shape estimation using Eq. (8) given the estimated pose and perform pose refinement using Eq. (10) given the estimated shape. For each image frame, we perform this “shape estimation” and “pose refinement” pair multiple times in an iterative way to further boost the estimation performance. At the same time, the shape estimation is also improved.

**IV. EXPERIMENTS**

**A. Experimental Settings**

**Training Data Generation.** The training data for both the auto-encoder and LatentNet is generated by rendering a ShapeNet object at random rotations. For the auto-encoder, the rendered images are superimposed at random crops of the MS-COCO dataset [45]. For LatentNet, the partial objects point clouds are obtained through back-projection from rendered depth images. We perturb the ground truth rotations by adding random Gaussian noises with 5° standard deviation. We then down-sample the point clouds to \( N = 4873 \) points using Furthest Point Sampling (FPS). The ground truth shape latent vector are generated by training DeepSDF [19] using the default setting on ShapeNet objects.

**Training Details.** Both the auto-encoders and the LatentNets are trained for each object category separately for 225,000 iterations with batch size of 64 using the Adam optimizer with a learning rate 0.0002. They are optimized with the L2 loss with largest reconstruction errors.

**Evaluation Datasets.** We evaluate our system on the NOCS-REAL275 dataset [11]. The object categories in the dataset are: bottle, bowl, camera, can, laptop and mug. Three of them are categories with axes symmetry. There are in total six video sequences with 3,200 frames in the testing set, and for each category there are three unseen object instances.

**Evaluation Metrics.** We follow the evaluation metrics in NOCS [11] and report the following metrics: 1) \( 5° 5 \text{cm} \): the percentage of tracking results with the orientation error \( < 5° \) and translation error \( < 5 \text{cm} \); 2) \( \text{IoU25} \): percentage of frames when the overlap between the ground truth 3D bounding box and the estimated 3D bounding box is greater than 25%; 3) \( R_{err} \): mean rotation error in degrees, and 4) \( T_{err} \): mean translation error in centimeters. Additionally, we employ the Chamfer Distance (CD) to evaluate shape reconstruction.

**B. Results**

**Single Frame Category-level 6D Pose Estimation.** We first evaluate our system without exploiting temporal information. For every step, after initialization with 2D detection centers, we perform 10 filtering steps in the particle filtering. Then, shape estimation and pose refinement are performed. We compare our results with NOCS [11], CASS [12], and FS-Net [13] in Table I. For IoU25, our system is comparable to FS-Net and is significantly better than CASS and NOCS. The estimated translation is also significantly more accurate than CASS and NOCS. The rotation error is because for
Table I: Category-level 6D object pose estimation results on NOCS-REAL275 dataset.

| Method      | NOCS [11] | CASS [12] | FS-Net [13] | Ours       | ICP [46] | 6-Pack [14] | CAPTRA [15] | BundleTrack [16] | Ours       |
|-------------|-----------|-----------|-------------|------------|----------|-------------|--------------|------------------|------------|
| Setting     | RGBD      | RGBD      | RGBD        | RGBD       | RGBD     | RGBD        | RGBD         | RGBD             | RGBD       |
| Initial 2D det. & seg | -         | -         | -            | -          | -        | -            | -             | -                | -          |
| Overall     | 5.3%      | 8.56%     | **42.19%**   | 16.19%     | 101.4%   | 24.5%       | **79.46%**   | 86.5%            | 16.35%     |
| bottle      | 48.7%     | 84.94%    | -            | **99.05%** | 29.9%    | 91.1%       | -             | 100%             | 100%       |
| Rot. (deg)  | 25.6%     | 14.6%     | -            | 51.41%     | 48%      | 15.6%       | 3.29%        | 1.6%             | 9.72%      |
| Trans. (cm) | 14.4%     | 18.39%    | -            | 2.25%      | 15.7%    | 4%          | 2.6%         | 2.3%             | 2.2%       |
| bowl        | 62.2%     | 44.46%    | 39.16%       | 26.56%     | 40.8%    | 35%         | 79.46%       | 99.46%           | 87.85%     |
| Rot. (deg)  | 99.6%     | 95.98%    | -            | 99.36%     | 79.7%    | 100%        | -             | 99.9%            | 99.94%     |
| Trans. (cm) | 1.2%      | 3.46%     | -            | 1.7%       | 1.7%     | 1.43%       | 2.1%         | 1.49%            | 1.49%      |
| camera      | 0.0%      | 0.84%     | 1.76%        | **9.2%**   | 12.6%    | 10.1%       | 0.44%        | **85.8%**        | 9.32%      |
| Rot. (deg)  | 90.6%     | 88.93%    | -            | 98.9%      | 53.1%    | 87.6%       | -             | 99.9%            | 100%       |
| Trans. (cm) | 3.1%      | 6.09%     | -            | 3.12%      | 12.2%    | 5.6%        | 35.53%       | 2.1%             | 2.72%      |
| can         | 7.1%      | 32.98%    | **40.55%**   | 19.87%     | 17.2%    | 22.6%       | 64.7%        | **99.2%**        | 45%        |
| Rot. (deg)  | 77%       | 89.94%    | -            | **95.1%**  | 40.5%    | 92.6%       | 100%         | 98.25%           | 98.25%     |
| Trans. (cm) | 16.9%     | **8.85%** | -            | 53.23%     | 47.1%    | 13.9%       | 3.43%        | 1.5%             | 1.5%       |
| laptop      | 4%        | 5.5%      | -            | 3.89%      | 9.4%     | 4.8%        | 5.69%        | 2.1%             | 2.64%      |
| Rot. (deg)  | 94.7%     | 99.93%    | -            | 75.30%     | 50.9%    | 98.1%       | -             | 99.9%            | 99.5%      |
| Trans. (cm) | 8.6%      | 8.25%     | -            | 3.18%      | 9.2%     | 2.5%        | **1.48%**    | 2.2%             | 3.19%      |
| mug         | 1.9%      | 1.45%     | 8.74%        | **22.56%** | 6.2%     | 24.1%       | **55.17%**   | 53.6%            | 21.82%     |
| Rot. (deg)  | 82.8%     | 82.19%    | -            | **99.06%** | 27.7%    | 95.2%       | -             | 99.9%            | 100%       |
| Trans. (cm) | 31.5%     | **29.49%**| -            | 38.24%     | 56.3%    | 21.3%       | 5.36%        | **5.2%**         | 10.69%     |
| overall     | 17%       | 2.5%      | **28.2%**    | **32.51%** | 16.9%    | **33.3%**   | **62.55%**   | **87.4%**        | 33.50%     |
| Rot. (deg)  | 82.2%     | 84.2%     | **95.1%**    | 94.63%     | 47%      | 94.2%       | -             | **99.9%**        | 99.63%     |
| Trans. (cm) | 20.2%     | **15.64%**| -            | 36.11%     | 48.1%    | 16%         | 5.94%        | 2.4%             | 9.48%      |
| Overall     | 5.3%      | 8.56%     | **42.19%**   | 16.19%     | 101.4%   | 24.5%       | **79.46%**   | 86.5%            | 16.35%     |
| Rot. (deg)  | 48.7%     | 84.94%    | -            | **99.05%** | 29.9%    | 91.1%       | -             | 100%             | 100%       |
| Trans. (cm) | 25.6%     | 14.6%     | -            | 51.41%     | 48%      | 15.6%       | 3.29%        | 1.6%             | 9.72%      |
| Overall     | 14.4%     | 18.39%    | -            | 2.25%      | 15.7%    | 4%          | 2.6%         | 2.3%             | 2.2%       |

For tracking, BundleTrack, 6-PACK, ICP require ground truth (GT) 6D pose for initialization. CAPTRA perturbed (Pert) the GT 6D pose for initialization. Our method only requires 2D detection and segmentation for particle sampling, indicating its effectiveness when the initial 6D pose is not available.

1The notation "-" means that the corresponding metric was not reported.

2We are competitive under translation error. In particular, which perturbs the ground truth 6D pose as initialization.

Overall, our system achieves better performance compared to [46], 6-PACK [14], CAPTRA [15], and BundleTrack [16].

Our framework can also perform 6D pose tracking. The benefit of exploiting temporal consistency is obvious by comparing the single frame and tracking performance in Table I. We compare our category-level 6D object pose tracking system with ICP [46], 6-PACK [14], CAPTRA [15], and BundleTrack [16]. Overall, our system achieves better performance compared to 6-PACK and ICP in terms of overall IoU25, mean rotation error, and mean translation error. Comparing to CAPTRA which perturbs the ground truth 6D pose as initialization, we are competitive under translation error. In particular, we achieve much better performance on the challenging NOCS objects such as camera thanks to the SDF-based pose refinement. Although [16] shows attractive performance at first glance, the requirement of using the ground truth 6D pose for initialization limits its application in the real world since it is not always easy to obtain the ground truth pose. Our system can be initialized with only 2D detection and segmentation, which makes it an useful alternative when the initial 6D pose is not available. The visualization of our pose estimation results is shown in Fig. 6.

Shape and Size Estimation. Table II reports a quantitative evaluation of 3D point cloud reconstruction from the estimated shape latent vector and the size. We compare our method with CASS [12], Shape-Prior [18] and FS-Net [13].
Our method significantly outperforms those state-of-the-art methods thanks to the accurate shape reconstruction with the implicit representation. We achieve an order of magnitude lower Chamfer distance comparing to CASS and Shape-Prior. Fig. 7 shows some qualitative visualization of the shape reconstruction. Our method is able to reconstruct full 3D shapes from the estimated shape latent vector, contrasting them with the point clouds back-projected from depth maps and the ground truth shape.

C. Ablation Study

An ablation study investigates the effectiveness of refinement module and the LatentNet is presented in Table III. We notice that without pose refinement, the estimation performance significantly deteriorates. However, the pipeline can achieve 12 fps running speed. Performing refinement at some keyframe (every 10 frames) does slow down the pipeline but can boost the estimation performance. If performing refinement at every frame, the pipeline gets the best estimation performance with running speed is about 2 fps. Depending on the user’s application, there is a trade-off between the performance and the speed.

We also investigate the design choice for LatentNet by randomly initializing the shape latent for pose refinement. Without shape prediction, the estimation performance decreases significantly, indicating the effectiveness of LatentNet in assisting pose refinement. In addition, we compare the inference time of the LatentNet with the reconstruction time DeepSDF needs for shape estimation. Results show that LatentNet achieves higher efficiency: for example, in the bottle class, the inference time of LatentNet is 0.017s, while the DeepSDF requires 5.20s for shape reconstruction.

We also conduct the following ablation studies to our model to justify the various design choices for several key parameters of the developed method:

- **Particle number.** We initialize the particles by uniformly sampling the size and sampling the translations according to the 2D detection and depth values. We use 300 particles for initialization and then use \( P \) particles for pose tracking. We evaluate the system performance under different particle numbers \( P \) in the particle filter.

  - **Keyframe refinement.** We evaluate the system performance by performing the shape estimation and pose refinement every \( K \) frames.

  - **Iterative shape estimation and pose refinement.** We evaluate the system performance by performing the shape estimation and pose refinement in an iterative way \( R \) times for one frame.

  - **Pose refinement steps.** We evaluate the system performance by performing \( F \) steps iterative optimization in one refinement.

We reported the 5°5cm performance of our approach under the rest of proposed ablations. From Fig. 8, we can see that as the particle number increases, the system performance improves. Pose refinement improves the estimation accuracy. Performing refinement more frequently contributes the high-precision estimation. Combining shape estimation and pose refinement in an iterative ways boosts the system performance since good shape leads to good pose estimation. At the same time, good shape estimates benefits from good pose estimation. In the pose refinement process, refinement step is a key parameter. However, too many particles or refinement steps requires heavy computation consumption and thus slow down the processing speed. Properly selecting all factors together contributes the high-precision pose estimation.

V. CONCLUSION

This paper proposes a category-level 6D object pose and shape estimation approach. We design an auto-encoder network for depth measurements so that the feature embeddings are independent of the object instances. We combine the continuous SDF based shape representation with the category-level pose estimation, where object pose and shape can be estimated and refined iteratively to improve each other. Our pose tracking only requires 2D detection for initialization. We evaluate our method on a publicly available dataset and demonstrate its effectiveness. In particular, our method achieves comparably high accuracy on shape estimation. Future work includes using the reconstructed shape to update the codebook and aggregating the point clouds from different view points to further improve the performance.
