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Abstract

High precision, synchronized clocks are essential to a growing number of Internet applications. Standard protocols and their associated server infrastructure have been shown to typically enable client clocks to synchronize on the order of tens of milliseconds [10]. We address one of the key challenges to high precision Internet timekeeping - the intrinsic contribution to clock error of path asymmetry between client and time server, a fundamental barrier to microsecond level accuracy. We first exploit results of a measurement study to quantify asymmetry and its effect on timing. We then describe three approaches to addressing the path asymmetry problem: LBBE, SBBE and K-SBBE, each based on timestamp exchange with multiple servers, with the goal of tightening bounds on asymmetry for each client. We explore their capabilities and limitations through simulation and argument. We show that substantial improvements are possible, and discuss whether, and how, the goal of microsecond accuracy might be attained.

1 INTRODUCTION

Accurate, high precision time synchronization between Internet-connected hosts is essential to a growing number of applications. Examples include on-line multi-player gaming where event synchronization is critical to quality of experience; financial applications where timing on execution of transactions can have huge implications; network measurement where one-way path measurements of issues like congestion require synchronized hosts; and in distributed databases to enforce consistency. While Internet time keeping—or iHorology—has been widely studied, there remain significant challenges in fine-grained clock synchronization at scale.

The standard framework for synchronizing clocks between distributed hosts has three components. The first is a set of servers with high quality, high precision clocks that act as the authoritative source of time. The second is the protocol mechanism that specifies the information exchange between the remote server(s) and client(s), and the third is a client synchronization algorithm that adjusts the local clock based on that information, with the objective of achieving tight synchronization between client and server. Standard protocols such as the Network Time Protocol (NTP) and its implementations [4, 21], that realize this framework have been shown to enable synchronization on the order of a few milliseconds.

In this paper, we address the problem of client clock offset in the Internet, by which we mean the systematic error that a client clock exhibits. There are two key challenges, (i) the fact that clients and reference servers communicate over Internet paths that are dynamic in terms of packet latencies and routes that packets traverse, and (ii) asymmetry in the minimum latencies in the two directions along the path. The first of these is addressed with robust synchronization algorithms, resulting in some residual, hopefully small, average offset error. The second is inherent and cannot be tackled by
any algorithm working alone. In practice these combine to produce an overall offset error, but we posit that the most important of these, which we focus on, is that due to path asymmetry. The broad goal of our work is to enable reliable client clock synchronization on the order of microseconds. Without tackling the path asymmetry issue, this goal cannot be approached, much less achieved.

To justify our claim of the importance of path asymmetry, we provide a basic model for network clock synchronization that shows that even under idealized conditions, asymmetry translates directly to offset estimation errors. We then use a unique reference dataset [2] with high-precision One Way Delay (OWD) measurements to deepen insight into the issue, by identifying and characterizing path asymmetry in the Internet. We find that path asymmetries are common, significant and variable, and that their expected impact on offset estimation is typically greater than 1 ms and can be as much as 100’s of ms. Our empirical analysis serves as the foundation for an asymmetry model that can be used in simulations, and, in a unique approach, to gain insights into asymmetry impacts. In particular we explain how asymmetry jitter, which is caused by a client changing its reference server, can degrade clock offsets to a significant degree, an effect that increases with the number of servers used.

Next, we describe a general approach for reducing the impact of path asymmetry, by utilizing information from multiple servers simultaneously to establish tighter bounds on asymmetry. We utilize both a model and measurement data to show that estimation bounds tighten as the number of contacted servers grows, however the extent of tightening is modest, and depends strongly on which servers are included.

We address what would appear to be a fundamental limitation to further reduction of offset errors by utilizing independent, a priori information about the network. Our first approach, SBBE, is deterministic. It takes advantage of a speed-of-light (SoL) delay approximation between a client and multiple servers to establish strict lower bounds on OWDs. The second approach, LBBE, inspired by [24], is statistical. It combines SoL delay with measured OWDs between landmark servers to learn delay bound estimates in the network, leading to tighter, but less certain bounds for clients. Our third approach, K-SBBE, improves SBBE by incorporating weak routing information.

We use simulation to evaluate our methods, based on models reflecting fundamental principles of asymmetry and its impact on timing. Simulation is required because of the near impossibility of controlling a non-trivial population of geographically distributed clocks (let alone the 1050 we use), each with the reference timing required for validation. The nature of our goal, the evaluation of fundamental limits and impacts, and pathways to their mitigation, is well suited to the simulation setting, as detailed network and traffic models are not needed to achieve robust insights. Our results show that each method has the potential to achieve significant improvements in offset estimates compared to a protocol that does not consider path asymmetry. We show that this can be done with only a modest number of measurements, and by clients contacting only a modest number of servers, and show that the results are robust in the face of congestion induced variability.

Throughout, we describe why and to what extent our methods fall short of the goal of microsecond level timing. We conclude by assessing how close to the goal we have come, and how the remaining gap might be bridged. This work does not raise any ethical issues.

2 INTERNET TIMING BACKGROUND

We focus the discussion on the Network Time Protocol (NTP), since it is by far the most widely used timing protocol in the Internet. The original version of NTP [16] enabled clock synchronization on the order of 10’s to 100’s of milliseconds. The current standard for NTP is described in RFC 5905 [17].

NTP uses a hierarchy of clocks to provide timing information to end-host clients. At the top are the stratum-0 references: stable, high-precision clocks based on GPS-based receivers or atomic sources.
These are not networked servers, rather they act as reference sources of Universal Coordinated Time (UTC) to stratum-1 servers through direct, local connections. For $s = 1, 2, \ldots, 15$, stratum-$(s+1)$ servers synchronize over the network to stratum-$s$ servers. Clients typically connect to stratum-2 or 3 servers, and often connect to multiple servers in an attempt to improve synchronization, or for redundancy. The independent, but widely used NTP pool server infrastructure [8] is designed so that a convenient DNS request for pool.ntp.org results in multiple server IP addresses that are geographically ‘close’ to the client.

NTP client software, ntpd, is included in most operating system distributions. It maintains a periodic request-response packet exchange ‘polling’ reference servers, each resulting in four timestamps, recording when (i) the client request is sent, (ii) is received by the server, (iii) is sent back from the server, and (iv) is received at the client. These values are used by ntpd heuristics to attempt to drive clock error to zero. Polling frequency is determined by the measured round-trip delay, jitter and local oscillator frequency.

Client clock errors can be introduced by a variety of factors that fall into four categories: quality of client oscillators, variability of network path latencies, dynamics of the clock synchronization algorithm, and underlying path asymmetry, which is the focus of our study.

3 RELATED WORK

Internet Clock synchronization has been studied for many years (as a small sample, see [13–15]), yet despite its importance as a major source of error, many works do not even mention path asymmetry, few address it, and very few address it in any meaningful way with reliable measurements or analysis. None that we are aware of combine theoretical understanding with practical approaches to tackle asymmetry issues in Internet timing practice.

Internet measurement literature: Internet routing asymmetry at the IP level has been studied, for example [5, 9, 11, 20, 23, 25]. One of the first was Paxson [19], who used IP addresses returned by TTL-limited probing to identify asymmetries between a set of deployed measurement nodes. Pathak et al. [18] study Internet path asymmetry using OWD measurements in addition to IP level routing. However their study is inherently limited by the accuracy of the NTP-based time synchronization on their measurement nodes. Lin et al. examined data from 63 (resp. 361) stratum-1 servers with a polling period of 90s (resp. 90min.) over 24hrs (resp. 115hrs) [10]. They found that NTP enables synchronization with a median error of 2–5 ms but that error can often be much greater. They also showed that inaccuracies were due primarily to server inaccuracy, path asymmetries and queuing delays, however this was not based on any methodology enabling congestion, routing and server effects to be disambiguated. In contrast, our study uses a much larger and more authoritative dataset of synchronized nodes [2], at 1 second granularity, to study asymmetry in detail. This dataset has previously been used to study the quality of stratum-1 servers [1, 3]. We are the first to exploit it to survey path asymmetry. More generally, we are the first to measure asymmetry while accounting in a principled way for the strongly distorting effect of routing changes, and the first to propose a model for empirical Internet asymmetries.

Synchronization analysis literature: Marzullo and Owicki [13] were the first to suggest that that intersecting clock error intervals derived from neighboring clock comparisons could be used to improve local estimates. This was refined by Freris et al. [6] who derived fundamental limits to joint synchronization of a network of affine clocks, and related results were obtained by Huygens [7] in the context of Data Center synchronization. In contrast, our work develops a model that is fully consistent with the general work of [6], but is focused on the individual client viewpoint, using assumptions and solution approaches that are Internet-aware and capable of addressing the practical problem of asymmetry mitigation for Internet timekeeping. They could be incorporated into existing synchronization algorithms such as Huygens, NTP, RADClock [21] and even potentially SPoT [12].
4 ASYMMETRY AND TIMING

In this section we describe the underlying model of network clock synchronization, explain why path asymmetry is so important, and why is it a difficult problem. We exploit a unique dataset to make reliable measurements of asymmetry found in the Internet, and then exploit these measurements in three ways: (i) to propose a model that describes observed asymmetry and informs our simulations, (ii) to illustrate the reality and dangers of asymmetry jitter, and (iii) to demonstrate the principles of how asymmetry diversity can be exploited as a resource to reduce impacts on timekeeping, and to evaluate its potential.

4.1 Fundamentals

Consider a client clock $C(t)$, with error $E(t) = C(t) - t$, and a server clock $S(t)$, where $t$ is the true time. The fundamental idea in remote synchronization using a round-trip c→s→c timestamp exchange, illustrated in Figure 1, is to adjust $C$ so that the server timestamp lies inbetween those of the client, that is: $C(t_a) < S(t_s) < C(t_f)$ (for simplicity, we neglect the delay at the server). The question is, where exactly should it be put? The correct answer, which would reduce $E(t)$ to zero, is such that after correction $S(t_s) - C(t_a) = d^\uparrow$, and $C(t_f) - S(t_s) = d^\downarrow$, where $d^\uparrow$ and $d^\downarrow$ are the forward (c→s) and backward (s→c) delays respectively. However the client cannot do this as it cannot measure these delays. It can only observe the measured delays $D_f = d^\uparrow - E(t)$, and $D_b = d^\downarrow + E(t)$. A measured forward delay of $D_f$ is fully consistent with a family, parameterized by $\tau$, of possible clock errors $E(t) - \tau$ and matching measured delays $d^\uparrow - \tau$, all equally consistent from $c$’s viewpoint since $D_f = d^\uparrow - E(t) = (d^\uparrow - \tau) - (E(t) - \tau)$ (the backward case is similar).

To reduce the problem to its essence we make three simplifying assumptions: zero path variability, a perfect server clock, that is $S(t) = t$, and a client clock which is perfect up to a constant offset. This corresponds to an ideal situation of no routing changes, and a synchronization algorithm which has perfectly filtered path variability. The forward and backward delays then reduce to their minimum values: $d^\uparrow$, $d^\downarrow$ respectively, as does the RTT: $r = d^\uparrow + d^\downarrow$. The underlying constant path asymmetry is just $a = d^\uparrow - d^\downarrow$, and takes values in $[-r, r]$.

The client clock model and its error now reduce to

$$C_a(t) = t + (a - a)/2, \quad E_a = C_a(t) - t = (a - a)/2,$$

where $a$ is a clock configuration parameter specifying where, relative to the midpoint of $[C(t_a), C(t_f)]$, the server timestamp is deemed to lie. To ensure (apparent) causality is respected, i.e. $C(t_a) \leq S(t_s) \leq C(t_f)$, we must select $a \in [-r, r]$. If an estimate of $a$ were available, then $a$ could be set to it, but typically nothing specific is known, and $a = 0$ is used, inducing an error $E_0 = a/2$ that is unknown to the client.

Fig. 1. The route model with positive asymmetry. In practice the server event splits into arrival and departure.
The importance of asymmetry to clock accuracy is now clear. Even for a perfect client algorithm, with the default $a = 0$ the clock error is $a/2$, and since $a \in [-r, r]$ and $r$ can be 10’s or even 100’s of milliseconds, asymmetry has the potential to hold clock error forcibly beyond the reach of the goal of 1 $\mu$s, by orders of magnitude. For the imperfect algorithm the situation is of course worse. The clock now includes not only the inherent error due to asymmetry, but an additional systematic offset error $\theta$, idealizing algorithmic limitations. Although the client cannot distinguish these, the oracle can write the total error as

$$E_a = \theta + (a - a)/2 .$$

In real networks path delays are not constants, but the underlying values $d^\uparrow, d^\downarrow, r$ and $a$ continue to be central, with the only new element compared to the model above being that $r = d^\uparrow + d^\downarrow + d^\rightarrow$, where $d^\rightarrow$ is the minimum of the delays $\{d^\rightarrow\}$ within the server separating its incoming $s_i$ and outgoing $s_o$ timestamps (this is usually a few 10’s of $\mu$s).

### 4.2 Asymmetry in the Wild

To evaluate the impact of asymmetry induced error, we must know the extent of client→server path asymmetries in practice. This is difficult to determine universally, as it depends on their round-trip paths. It is very difficult practically, as it requires absolutely synchronized clocks at each end to measure. To gain insight into this question, we make use of the timeserver dataset available at [2], and described in [1]. The dataset contains round-trip timestamp data collected over a period of two months between a single client (load balanced over two hosts) in a Sydney based testbed with reference timestamping (GPS+atomic+hardware capture card), to some 479 NTP servers spread globally, of which 462 are Stratum-1. The NTP packet exchange between each (client, server) pair runs independently in parallel, generating $\{C(t_a), S(t_s), S(t_s), C(t_f)\}$ timestamp 4-tuples once per second (in most cases).

To exploit this rare opportunity to measure asymmetry, the challenge posed by routing must first be overcome. Each path change results in a different value of $(d^\uparrow, d^\downarrow)$, and hence of $(r, a)$. Over two months 10’s to 100’s of such changes occur in a typical server, with $\Delta r$ varying from a few ms, to 10’s of ms, to even over 100 ms. To measure $(r, a)$ reliably, we must identify Clear Zones (CZ) free of such changes.

#### Measurement Methodology

Our approach is built around LSD, a Level Shift Detector which detects changes in level in a timeseries obeying a model $x(i) = b(i) + q(i)$, where $b(i)$ is a piecewise constant baseline, and $q(i)$ is a positive congestion term. Each of $d^\uparrow, d^\downarrow$, and the RTT $r$ can be represented by this model under routing changes. LSD implements a sliding window search to locate shifts above an input threshold $\lambda$. The window size is determined adaptively through a false-positive probability parameter $a$, using an independent, identically distributed model for $x(i)$ between shifts, calibrated using the observed threshold probability $p(\lambda) = Pr\{x(i) < b(i) + \lambda\}$.

Based on LSD, we define a Clear Zone Detector (CZD) over a block that, for $d^\uparrow$ and $d^\downarrow$ separately, applies LSD (at fixed $a$) for three different values of $\lambda$ corresponding to $p(\lambda) = \{0.02, 0.05, 0.2\}$. The block is marked as a CZ candidate only if no shifts are found across $d^\uparrow$ and $d^\downarrow$, for each $p$. Multiple $p(\lambda)$ values ensure the detector is sensitive despite the conservative (very small $a$) false positive control, as it generates a diversity of window sizes, increasing robustness w.r.t. distributional variation and congestion timescales.

Our approach is as follows. In a first phase the data is split into 200 blocks, to each of which CZD is applied with $a = 10^{-6}$, and successful blocks labelled as CZ candidates. Although this harvests very wide CZs efficiently, unsuccessful blocks may nonetheless contain many more. To harvest these, in a second phase we use LSD (with $(a, \lambda) = (10^{-6}, 10^{-4})$) in a new way: using its detections to directly partition each failed block into subblocks. Each such subblock is then tested with CZD...
as before, with successful ones added to the candidate pool. In a final phase, data samples where the server’s stratum was not 1 are removed. The final CZ set consists of those candidates with at least 100 samples remaining.

The method was tested and tuned on 5 servers, generating CZs which collectively covered over 50% of the trace durations on average, and were found to be correctly classified upon manual inspection. The actual proportion of clear zones is without doubt higher, but the current harvest, conservative by design, is adequate for a useful assessment of asymmetry variation.

As pointed out forcefully in [22], [1], even stratum-1 servers may have faulty timestamps. We believe that our CZ detector, in addition to excluding most routing events and zones of high congestion where estimation would be unreliable, will be effective in screening out most such server errors if present. All zones intersecting the server errors exhaustively catalogued in ‘tag files’ at [2] have also been removed. Finally, the end-2016 leap second occurred within the data. Periods of related erroneous behaviour exhibited by some servers, as defined in [22], have been excluded.

For each CZ, we estimate \((\hat{r}, \hat{a})\) as

\[
\hat{r} = \min \left\{ \min_{CZ} \left( d^{\uparrow} + \min_{CZ} d^{\downarrow} \right), \min_{CZ} r \right\}
\]

\[
\hat{a} = \min_{CZ} \left( d^{\uparrow} - \min_{CZ} d^{\downarrow} \right).
\]

**Results**

We measured a total of 153,737 CZs over the 462 stratum-1 servers, with the number of zones per server ranging from 0 (some servers have continuous errors and/or a high density of path changes), to 1305.

To see the implications for clock error, Figure 2 gives the CDF of the associated absolute errors \(|E| = |a|/2\) in log scale. Only 0.50% of the asymmetries imply errors below 1 µs, only 4.1% below 10 µs, and only 40.0% below 1 ms.

To gain insight into asymmetry independently from \(r\), it is natural, since \(a \in [-r, r]\), to work with the normalized relative asymmetry \(T = a/r \in [-1, 1]\), which we estimate via

\[
\hat{T} = \hat{a} / \hat{r}.
\]

A scatterplot of \(\hat{T}\) versus \(\hat{r}\) over all CZs is given in Figure 3, where CZs from the same server share a common color. The spatial specificity of the data is immediately apparent: the gap centred on \(r = 100\) ms reflects the separation of Oceania from the rest of the world, and \(r = 280\) ms essentially delineates the servers in the Americas from those in Europe. Apart from this variation in data availability however, the spread of \(T\) is remarkably independent of RTT. We observe in particular an overall symmetry about \(T = 0\) regardless of \(r\), reflected in a median of just \(-2.2 \times 10^{-4}\). This is expected due to the roughly symmetric nature of layer 2 and 3 networks, and to a lesser extent

![Fig. 2. CDF of absolute clock error |E| = |a|/2 (with a = 0).](image-url)
IP routing. More generally however, since the roles of client and server can always be reversed, a symmetric distribution of $T$ over $[-1, 1]$ is expected in principle.

There is marked variation in the CZs both across servers, and within them. Within servers a variety of patterns are seen, including clusters, and vertical and 'linear' structures corresponding to multiple routing changes which affect both, or just one direction to the server. The scatterplot hides many overlapping points, overemphasizing outliers. To summarize the plot, the CDF of all $\hat{T}$ values, given in Figure 4 (dashed black curve), reveals a close to symmetric distribution featuring a remarkably sharp peak about $T = 0$. The peak is also a consistent feature of subsets based on stratifying with respect to $r$. For interest, two zooms of the scatterplot are made available in the Appendix where the intra-server and inter-server structures are visible in greater detail.

### 4.3 A Simple Model for Real Asymmetries

We describe a model for the distributions of $a$ and $T$, based on three abstractions which should be robust to the spatial bias of the data. Nonetheless, we point out that, as the dataset is oriented towards paths incorporating long, symmetric inter-continental links, the relative asymmetries may be considerably smaller than when paths are all within a single region. Conversely, the absolute values of asymmetry may be more representative than the large RTTs may suggest. We restrict to a study of asymmetry distribution because, as the data is all from a single client viewpoint, it cannot, unfortunately, be meaningfully used to study asymmetry dependencies across the network topology. Despite these limitations, it is worth bearing in mind that the data displayed in Figure 3 constitutes by far the most authoritative collection of precision path asymmetry information yet collected for the Internet, and the model below is the first we are aware of based on reliable data.

The first abstraction is that of symmetry. As argued above, there are structural reasons why $a$ and $T$ should be symmetrically distributed about zero. We therefore fit symmetric distribution families to the symmetrized form of the data, also plotted in Figure 4. That is, if $\{y_i\}$ is the set of $\hat{T}$ values, we fit to the CDF of $\{y_i\} \cup \{-y_i\}$.

The second abstraction is the approximate independence of relative asymmetry on RTT, leading to a model where $a = rT$, where $T$ is a symmetric random variable on $[-1, 1]$, independent of $r$. This implies that samples of asymmetry can be generated simply by scaling up a random variable $T$ by a deterministic RTT, an appealing feature.

The third abstraction is building in the peak. Inspection of the symmetrized data indicates its support has width of the order of only $w = 0.001$, despite containing over 20% of the probability. This is too pronounced even for distribution families such as the Generalized Gaussian distribution which have a shape parameter regulating peakedness.
Based on the above, we propose a mixture model combining a centred uniform distribution $U$ of support width $w$ to account for the peak, and a centred Laplace variate $L$ renormalized over $[-1, 1]$. A Laplace distribution is itself peaked, fits the tails adequately, and is simple. The mixture variable selects $U$ with probability $p$, else $L$. We use $w = 0.00136$, select $L$’s scale parameter $b$ based on the Maximum Likelihood estimator $\hat{b} = \sum_{j=1}^{m} |\bar{T}_j|/m = 0.0450$ for the Laplace component, and numerically solve for the $p$ which minimizes the $L1$ distance to the symmetrized data over the quartile range $[q_{0.2}, q_{0.8}]$, yielding $p = 0.274$. The CDF of the model compares well with the symmetrized data in Figure 4 over the central region covering 98% of the probability.

From Figure 4, $\bar{T}$ lies within $[-0.02, 0.02]$ in the symmetrized data 60% of the time, corresponding to $|E/\bar{r}| < 0.01$. This suggests, soberingly, that to achieve errors below $(1 \mu s, 10 \mu s, 1 ms)$ for 60% of paths, $r$ values not exceeding $(100 \mu s, 1 ms, 100 ms)$ will be required. Using the model, we can infer errors in a similar way for RTT values not well represented in the data.

### 4.4 The Danger: Asymmetry Jitter

Client clocks, in particular the ntpd daemon, often consider a selection of servers in parallel, and may switch between them as conditions change. In addition, services like ntppool [8] use DNS to change the server accessed by the client via a constant url. Consider now the impact from an asymmetry perspective: each change in server implies a change in path, and hence a change $\Delta(a)$ in asymmetry, and $\Delta(E) = \Delta(a)/2$ in the clock error. Moreover, even if a change is favorable in the sense of a server with a lower underlying asymmetry $a$, the sudden change itself is not, causing for example jumps in OWDs which may confuse software, and even disrupt the clock synchronisation algorithm. We refer to this unwelcome movement as asymmetry jitter. We now use the data and model to gain insight into the magnitude of this problem.

Consider a scenario where a client may move among a set of $N_s$ servers, selected from some pool. The range of variation in $\Delta(a)$ over all pairs of servers from the pool is simply given by the range (i.e. max – min) of the $a$ values themselves. In Figure 5 we plot the corresponding clock error for pools defined by $r$ ‘annuli’, given by $r \in [0.8r^*, 1.2r^*]$, where the central $r^*$ values are shown in the figure. Results are shown for server sets of size $N_s = \{2, 4, 8, 16\}$. We also compare against the model, where $a$ values are randomly drawn corresponding to $r$ values chosen uniformly in the same range as for the data. Both for the data and the model, 100,000 replications were used for each point to accurately estimate the average over all possible selections from the pool/ensemble. The data shows a rough agreement with the model where data is sufficient, and the increase with $r$ is another validation of the latter’s $T$-based structure. When the pool has weak diversity, in particular at $r^* = \{10, 100, 400\}$ ms, the model and data disagree substantially. This should not be seen as

![Fig. 4. CDF of the measured relative asymmetry $\bar{T}$, its symmetrized version, and fitted mixture model.](image-url)
weakness in the former. On the contrary, it illustrates the usefulness of the model in interpolating over gaps in the data.

The main observations on jitter errors are that (i) the problem gets worse with more servers: there is no averaging effect here, more servers represent more opportunity for jitter, (ii) the increase with RTT highlights the importance of limiting the damage through selecting lower \( r \), (iii) jitter can reach damaging values, despite the high concentration of relative asymmetry about zero.

4.5 The Opportunity: Bound Tightening

We have just seen that synchronizing to alternative servers risks a penalty due to asymmetry jitter. However, it turns out that multiple servers can be used in another way to gain a benefit instead: tighter bounds on asymmetry.

To describe this concisely, we adopt an 'interval calculus' notation, where \( b + [c, d] \) denotes the interval \([b + c, b + d]\), \([-c, d] = [-d, -c]\), and an overbar denotes an interval variable. For example we can write the default asymmetry interval, by which we mean the smallest interval within which \( a \) must lie, as \( \bar{a} = [-\bar{r}, \bar{r}] \). Recall that \( E_a = (\bar{a} - a) / 2 \). Using \( \bar{a} \), it is easy to derive the error interval, within which \( E_a \) must lie, as \( \bar{E}_a = (\bar{a} - a) / 2 \), which has width \( \bar{r} \) and is centered at \(-a / 2\) (this is equivalent to the more cumbersome \(-\bar{r} / 2 - a / 2 \leq E_a \leq \bar{r} / 2 - a / 2 \)).

Now consider the clock interval, by which we mean the smallest interval, computable by the clock itself, within which the true time \( t \) is known to lie. Since \( t = C_a(t) - E_a \), the clock interval (which is independent of \( a \)) is

\[
\bar{t} = C_a(t) - \bar{E}_a = C_0(t) - \bar{E}_0 = (t + \bar{a} / 2) - \bar{a} / 2.
\]  

(6)

To distinguish between servers we now add a superscript \( j \in \{1, 2, 3 \ldots \} \). Hence \( r \) is the RTT from the client to server 2, \( \bar{a}^j \in [-\bar{r}^j, \bar{r}^j] \) is the true asymmetry from the client to server 1 and its initial bound, etc. Thus at the client there is a separate instance of the clock model for each server \( j \), complete with its own asymmetry interval \( \bar{a}^j \) and parameter \( a^j \).

To show that sharing information across multiple servers can help, consider a trivial case with two servers where we assume \( a^1 \) is known. Clock 1 then sets \( a^1 = a^1 \) and achieves zero error. Clock 1 can then be used to measure the true OWDs and hence the asymmetry \( a^2 \) to server 2. This information is passed to clock 2, who sets \( a^2 = a^2 \) and becomes itself perfect. A second example: assume \( r = r^1 = r^2 \) and \( a^1 = r = -a^2 \), with \( a^1 = a^2 = 0 \). Imagine each clock timestamps some event which occurs at time \( t^* \), which we can take to be \( t^* = 0 \). Clock 1 reads \( C_0^1(0) = r / 2 \) and knows that the true time must have occurred inside its clock interval \([0, r]\). Similarly clock 2 reads \( C_0^2(0) = -r / 2 \) and knows that the true time must lie in \([-r, 0]\). The clock intervals intersect at a
single point, namely 0, which must therefore be the true time. Using this fact, each clock can infer its asymmetry exactly, and reset its asymmetry configuration parameter \( a_j \) to it.

We now extend the above to \( N \) servers, and consider the general case where the client knows a valid initial asymmetry interval \( \overline{a}_j = [a^l_j, a^r_j] \) to each server \( j \), which must lie within the default interval \([-r^l, r^r]\). Our goal is to show how the set \( \{\overline{a}_j, j = 1 \ldots N\} \) of initial bounds can be combined to produce tighter updated bounds for each server. As before, without loss of generality we will compare clock readings at \( t^* = 0 \).

It is convenient to denote the clock interval of \( C^j(0) \) as \( t^j = [c^l_j, c^r_j] = (a^l_j - \overline{a}_j)/2 \). The key observation is that, since the true time \( t = 0 \) must lie in each of the time intervals, it must lie in their intersection, the reconciled time interval, which can be written simply as

\[
\overline{t}^* = [c^l_j, c^r_j] = \left[ \max_j c^l_j, \min_j c^r_j \right],
\]

and which becomes the updated time interval for all clocks (see Figure 6). For each \( j \) the updated \( t^j = t^* \) may be unchanged, or truncated at either or both sides compared to the original. The original intervals with small \( r^j \) will tend to control the intersection, however those with larger \( r^j \) can also be of influence if their asymmetry \( a^j \) is also large. Although the asymmetry intervals and hence the reconciled interval are known to the client, the position of \( t^* \) within them, though shown in Figure 6, is not.

With \( t^* \) known, each clock can update its bound as

\[
\overline{a}_j = 2C^j(0) + a^l_j - 2[c^l_j, c^r_j] = 2C^j(0) - 2[c^l_j, c^r_j],
\]

and then benefit from it by updating \( a^j \) to lie within it, the natural choice being its midpoint.

![Fig. 6. Intersecting 4 clock intervals to form a tighter \( t^* \). The true time, \( t^* \in \overline{t}^* \), is unknowable to clients.](image)

Following an analogous procedure to that of Section 4.4, we can use the data, and model from Section 4.3, to evaluate the degree of expected tightening based on server sets of size \( N_s \), and initial default asymmetry intervals \([-r^l, r^r]\). This will be expressed through the ratio \( \rho = |\overline{t}^*|/\max_j (t^j) \), of the reconciled width to the loosest initial width across the set. Figure 7 displays the expected value of \( \rho \) based on 100,000 server set selections, using the same \( r \) annuli as above, for each of \( N_s = \{2, 4, 8, 32, 128, 512\} \).

The results for the model are independent of \( r \) by construction, and the data shows a similar pattern except where the pool of \( r \) in an annulus is insufficient, as noted above.

The main observations for the tightening are that (i) the situation improves with more servers: each new server represents a possible further tightening, (ii) the degree of tightening is modest, large numbers of servers are needed to reach a significant reduction, indicating insufficient diversity of relative asymmetry for large gains in typical cases, (iii) the approximate independence w.r.t. the minimum RTT \( r \) implies that tightening of asymmetry \( a \) itself will be proportional to \( 1/r \), and so it will become significant, if \( r \) is low enough. Thus, \( \rho \) being modest again highlights the importance of asymmetry error mitigation through the selection of servers with low \( r \).

5 CHANGING THE RULES

The previous section described how the limits to clock error set by asymmetry are fundamental. How then can they be circumvented? The answer can only be by exploiting independent, a priori information about the network. We now describe two incarnations of this idea.
5.1 A Deterministic Latency Path Model

The default bound $a \in [-r, r]$ arises from the simple causality bounds for OWDs, namely $d^\uparrow \geq 0$, $d^\downarrow \geq 0$. However, we know from the physics of networks that, for any given round-trip path, $d^\uparrow \geq d^\uparrow_L$ and $d^\downarrow \geq d^\downarrow_L$ for some suitable lower bounds $d^\uparrow_L, d^\downarrow_L$. The asymmetry interval then tightens to $[2d^\uparrow_L - r, r - 2d^\downarrow_L]$, and the corresponding error interval $E_a = [d^\uparrow_L - r/2, r/2 - d^\downarrow_L] + a/2$ has width reduced to $r - (d^\uparrow_L + d^\downarrow_L)$. Tighter bounds on individual paths translate directly to tighter bounds when exploiting multiple servers using (8), exactly as before.

A simple but reliable way to obtain such path bounds is to use a Speed of Light (SoL) approximation coupled to a lower bound on path distance. Specifically, we use values based on the SoL of $2c/3$ (based on the refractive index of common fibre of $1.5 = (2/3)^{-1}$), over the great circle distance between client and server, assuming locations known by geolocation or otherwise, resulting in $d^\uparrow_L = d^\downarrow_L > 0$.

Algorithm: SoL Based Bound Estimation (SBBE)

In practice a client clock must work with a finite number of exchanges with the server, and the minimal path characteristics are unavailable. Instead the measured OWDs follow $d^\uparrow = d^\uparrow + q^\uparrow$, $d^\downarrow = d^\downarrow + q^\downarrow$, and $R = d^\uparrow + d^\downarrow = r + q$, where $q^\uparrow \geq 0$, $q^\downarrow \geq 0$, and $q = q^\uparrow + q^\downarrow \geq 0$ represent congestion variability. To attempt to approximate the zero variability limit the algorithm proceeds as follows. The $i$-th exchange gives rise to an error interval of width $R_i - (d^\uparrow_L + d^\downarrow_L)$, where the position of the interval can be calculated from available timestamps as $[e^L_i, e^R_i] = [C(t_a) - t_s + d^\uparrow_L, C(f_f) - t_s - d^\downarrow_L]$. The refined error interval that satisfies all these constraints is then

$$E^* = [e^L_i, e^R_i] = [\max_i e^L_i, \min_i e^R_i].$$

Now, the refined intervals using other servers, using the same client clock but each with their own $d^\uparrow_L, d^\downarrow_L$, can be combined in the same way to produce a final bound (this single clock view is equivalent to the multiple clock view of equation (8). Think of $C^i_a$ as the nominal client clock, with the other clocks aligned to it via implicit $a^j$ choices), and we define the associated offset error to be its central value. We term this approach SoL Based Bound Estimation (SBBE).

To summarize, SBBE is based on a client collecting round-trip data to a set of servers. Each exchange gives rise to an error interval (within which the true error must lie) which benefits from a simple SoL-based bound for each OWD. Intervals are combined ‘within’ servers to combat path variability, and across servers to exploit asymmetry and $r$ diversity (as well as more data). The end result is a much tighter interval, and a more accurate estimate of offset error.
Note on Interpretation: The offset error above should be thought of as an assessment of the systematic error component of the client clock, which is not itself changed/corrected. Accordingly, the offset measurement proposed here should not be confused with a dynamic clock synchronization algorithm, which would run the risk of the asymmetry jitter described in Section 4.4 if choosing to move between servers. (Notwithstanding the fact that this error, although primarily about asymmetry, may also include the correction of a systematic constant error, the $\theta$ from (2), due to the algorithm itself.) Here multiple servers are involved only for the purpose of asymmetry bound reduction. We do not enter into the subject of how the client clock is dynamically synchronized, as this is a distinct problem requiring a paper to itself. For concreteness however, it is best to imagine that only a single nearby server, nominally server $j = 1$, using $a^1 = 0$, is used for this purpose. The same comment holds for the method we describe next, and throughout the remainder of the paper.

5.2 A Statistical Latency Network Model

Bounds on OWDs and asymmetry could also be obtained through knowledge of the ‘latency topology’ of the network, for example through establishing a mapping between latency and network ‘position’, linked to geographic position. Such bounds will be statistical in nature, estimates rather than the true bounds of the SBBE approach above, resulting in a tradeoff of tightness against accuracy.

We consider a scheme where a set of $L$ landmark servers with synchronized clocks (nominally, participating stratum-1 servers), and known locations, exchange error-free OWD measurements with each other, in order to establish a mapping function linking geographic location to OWD network bounds. This mapping is ‘universal’ in that it is not a function of explicit network structure. Instead it is learnt based on sample OWDs, and is taken to be representative of the inter-landmark network and its environs. It will not apply strictly to any client, as the inter-landmark and landmark↔client paths differ. On the other hand by exploiting the network diversity as sampled by landmarks, multiple approximate bounds for a client may be tightened and ‘cross checked’. As with SBBE, the geographic model will be great circle distances, calculated assuming geolocation information is available, and like SBBE, the corresponding SoL bounds will be incorporated.

When a client exchanges timestamps with a landmark, bounds are calculated by the landmark based on a location provided by the client, and communicated back to it with the returning timestamp. Thus each timestamp exchange is also a query for bound estimates for each direction.

Algorithm: Landmark Based Bound Estimation (LBBE)

Each landmark establishes two independent mapping functions, one for each OWD direction, based on its own round-trip exchanges to other landmarks. Inspired by the approach of [24], each mapping function is generated as follows. A scatterplot of the OWDs against the (great circle) distances is first plotted, and a convex hull calculated around it. The lower facet of this hull (green curve in Figure 8), is a convex function $M$ mapping any distance $x$ within the observed range to an estimated lower bound $M(x)$ on delay. When queried by a client, for each map the landmark returns an estimated bound of $\max\{M(x), d_L\}$, where $d_L$ is the client-specific SoL bound for that direction. So that the landmark estimate is never based on insufficient data, it defaults to $d_L$ if $x$ falls outside the $[0.2, 0.8]$ quantile interval of available $x$ values.

The remainder of the algorithm is now as for SBBE: multiple error intervals arising from multiple queries of each of some subset of landmarks are combined following equation (9), simply the bounds $(d_L^+, d_L^-)$ are replaced with those from the landmarks, for which generally $d_L^+ \neq d_L^-$. The caveats are (i): bounds can now vary in time as the mappings update; (ii) as the bounds are statistical, they may be inconsistent, with a null intersection. In that case, we process the error intervals according to a heuristic that, essentially, moves from tighter to looser bounds until the
first consistent choice. Finally, to ensure the correctness of the error constraints provided to clients, it is important to ensure the statistical validity of the mapping functions. To this end, in practice each landmark server must re-calibrate itself periodically.

To summarize, LBBE uses OWD bounds provided from a geographic distance to OWD bound predictor, established empirically from OWD measurements between a set of landmark servers. It is a statistical approach which may learn more about the network latency topology, resulting in tighter bounds, at the cost of inevitable errors in the mapping as applied to client locations.

6 EVALUATION

The goal of this section is to gain insight into the comparative performance of SBBE and LBBE, and how each method behaves as a function of key parameters. As a full evaluation, for LBBE in particular, would require access and control over a large set of geographically distributed stratum-1 servers, we turn to simulation instead. We use unstructured network topologies with no asymmetry dependencies. This represents the hardest environment for LBBE to operate in, where the bound information it passes to clients is effectively reduced to that of the asymmetry marginal distribution only.

6.1 Simulation framework

In keeping with the approach of the paper, we target our evaluation at the level of fundamentals, rather than fully realistic network assumptions. The simulation therefore follows the clock and path models established in Section 4.1. The details are as follows.

Servers All server clocks are perfect, and there is zero delay between the reception of a message from a client on the forward path and its retransmission backward (i.e. \( t_s = t_i = t_o \) from Section 4).

Client clocks Client clocks are taken to be perfect except for a constant offset error \( E \), which is chosen uniformly at random over \([-10, 10]\) ms. These ground truth errors are generated once only then held fixed. The methods will estimate these errors, but not correct them.

Server and client placement We place 50 servers, and 1000 clients, randomly over a region, defined by latitude and longitude, approximating the geographic extent of the mainland US. Locations are generated once only then held fixed. All servers are used as landmarks.

Underlying path parameters We first use our geographic based network model to generate the minimum RTT between all (server, client) or (server, server) pairs, randomly from their locations. Specifically, for each pair, \( r \) is selected as \( r = F \cdot 2D_{Sol} \), where the inflation factor \( F \) is uniformly distributed over \([1.2, 1.8]\), and \( D_{Sol} \) is the SoL in fibre delay over the great circle distance between the pair. Here \( F \) accounts for the error between the great circle model and the underlying network. The CDF of all generated \( r \) values in the simulation is given in Figure 9. The asymmetry between
the pair (in a random direction for each pair) is then generated as \( a = \mathbf{r} \cdot T \) using the model of Section 4.3 (renormalized to an interval \([-T_L, T_L] \subset [-1, 1]\), see below, to respect the SoL bounds \( d^{\uparrow}_L, d^{\downarrow}_L \)). This is negated in the other direction in the case of two landmarks when they probe each other. Each \( \mathbf{r} \) and \( a \) are generated once only then held fixed. They then define the minimum OWDs: \( d^{\uparrow} = (\mathbf{r} + a)/2 \), and \( d^{\downarrow} = (\mathbf{r} - a)/2 \).

**Congestion model** Over any OWD, the variable components \( q^{\uparrow} \) or \( q^{\downarrow} \) of \( d^{\uparrow} \) and \( d^{\downarrow} \) respectively, as described under SBBE in Section 5, are simply taken to be independently and identically distributed according to an Exponential distribution with default mean \( \mu = 1 \text{ ms} \). Richer models incorporating temporal correlations, and path-dependent congestion levels, would result in more complex behavior and in general worse performance. A simple model is sufficient for our purposes here, being focused on asymmetry fundamentals. In fact, in the results below we often restrict to the limiting case of zero congestion to isolate the core insights, and the best case potential of the methods.

### 6.2 Sensitivity analysis

With the client and server positions, and \( \mathbf{r} \) values, set as described above, we now examine performance as a function of three main variables: server choice, path congestion, and asymmetry diversity. Throughout, results are given averaged over the 1000 clients, and where applicable, over the 100 independent replications of the congestion random variables.

**Time server choice / Role of \( \mathbf{r} \).** We first consider the crucial role of the number, and placement, of the servers used by clients. For this purpose we select a modest level of congestion of \( \mu = 1 \text{ ms} \), and use \( M = 16 \) measurements to each server. This value is sufficient for this \( \mu \), as justified below.

Figure 10 gives the resulting bound widths as a function of the number of servers used by each client. In all cases, bounds tighten as information from more servers is included, as expected. In
The naive case (solid lines) servers are selected randomly: errors start high and many servers are needed in order to capture those allowing bound tightening. In the Ordered cases (dashed lines), each client uses the closest servers to it: the bounds start low and move even lower, saturating after only a few servers, 10 being sufficient for SBBE, and 20 for LBBE. These results confirm the important role of the closest servers, and are consistent with the information on the ‘supply’ of \( r \) available to clients from Figure 9, linked to the predictions at the end of Section 4.3.

The saturated bound width from the left plot in Figure 10 of LBBE is almost half that of SBBE, however when we look at the RMSE (over clients) of the point estimates of \( E \) in the right plot, namely the bound midpoints, we find SBBE is the better choice. In fact LBBE errors actually increase with the number of servers! We explain the reason for this presently.

To complete this section on server selection and the role of \( r \), we increase server density by a factor of 100 by scaling geographic distances down by a factor of 10. In this shrunken world, servers are 10 times closer to clients, with the median \( r \) to the closest server dropping from 6.7 ms to 0.9 ms. Using the 20 closest servers only, the RMSE errors for (SBBE, LBBE) become (26,38) \( \mu s \), almost a tenth of those previously.

**Path congestion / Number of measurements.** The number \( M \) of timestamp exchanges performed with each synchronizing server influences accuracy through combating congestion variability. Again using the 20 closest servers only, and \( \mu = 1 \) ms, Figure 11 shows bound width and estimation error both decreasing rapidly as \( M \) increases, but with little change after \( M = 16 \).

Table 1 (still with \( M = 16 \)) gives an idea of how errors in \( E \) estimation vary as a function of congestion. It includes the special case of no congestion, \( \mu = 0 \), which reveals the underlying limitations of the available bound diversity.

The difference in underlying nature between the SBBE and LBBE methods is on display in Figure 12. Consider the left hand plot. Since SBBE is deterministic with provably correct bounds, the number of clients that receive an inconsistent final bound, that is, the true value of \( E \) lies outside of it, is zero, whereas for LBBE around 20% of clients receive an inconsistent bound. The right plot in Figure 12 measures how far away the closest edge of these incorrect bounding intervals are from \( E \), on average. Although, unlike the client percentage, this distance decreases somewhat with \( M \), it remains significant, around 250 \( \mu s \) at \( M = 16 \) compared to a total error of 360 \( \mu s \) (Figure 10). We can now explain the apparent contradiction between the plots in Figure 10. The LBBE bounds continue to decrease with more servers, but some become inconsistent in so doing, which then actually increases the RMSE.

| Congestion (\( \mu \)) | 0 ms | 0.5 ms | 1 ms | 5 ms | 10 ms | 50 ms |
|------------------------|------|--------|------|------|-------|-------|
| SBBE                   | 190  | 190    | **193** | 232  | 286   | 522   |
| LBBE                   | 311  | 316    | **363** | 350  | 411   | 655   |

Table 1. RMSE (\( \mu s \)) at different congestion levels, using \( M = 16 \) measurements.
values, the degree of bound tightening is critically dependent on the asymmetry diversity on the paths to the servers a client uses. The diversity we have used so far comes from the model established in Section 4.3. We now explore the impact of stronger diversity to gain a more complete understanding of the benefits in a more general setting where the model may not hold, and also so we can explore up to very high levels of (relative) asymmetry so as to gain a complete picture. For other parameters the default values are used: $M = 16$, the 20 closest servers, and $r$ values generated as usual. We work in the special case of zero congestion in order to examine of role of asymmetry diversity in isolation.

We use the following parametric family of symmetric distributions for $\mathbf{\alpha}$, which continues to obey the structure $\mathbf{\alpha} = r \mathbf{T}$. The $(c,s)$ great circle SoL bounds result in $|T|$ taking values in $[0, T_0]$, where $T_0 = 1 - 2D_{\text{SoL}} / F \leq 1$. As this is different for each $(c,s)$ pair it is convenient to normalise to $[0, 1]$ via $Z = |T| / T_0$. We can now control achievable asymmetry diversity by selecting $Z$ values uniformly over a range $I$ contained within $[0, 1]$. The resulting model for $T$ is then $T = \text{sign} \cdot Z \cdot T_0$, where $\text{sign}$ is selected randomly from $\{-1, 1\}$ with equal probability.

We define five asymmetry levels according to the values of $I$ given in Table 2, in addition to the original empirical model-based values. Regarding the latter, since in our simulation $r$ is generated via $F = F \cdot 2D_{\text{SoL}}$ with $F \in [1.2, 1.8]$, we have $T_0 = 1 - 1/F \in [1/6, 4/9] = [0.16, 0.44]$, with an average value of $0.305$.

The RMSE results in the table confirm the expectation that error can be driven down provided sufficient asymmetry diversity is present. However, to drop below a benchmark of $10 \mu s$, we need to proceed to the asymmetry Level 5, a highly unrealistic level which would not be encountered in operational networks. Similarly zero asymmetry ($T = Z = 0$), which also implies zero error, is, as we know, not realistic.

| Model | Level 1 | Level 2 | Level 3 | Level 4 | Level 5 |
|-------|---------|---------|---------|---------|---------|
| I     | N/A     | [0.6, 0.7] | [0.7, 0.8] | [0.8, 0.9] | [0.9, 1] | [0.99, 1] |
| SBEE  | 190     | 163     | 119     | 71      | 20      | 2        |
| LBEE  | 311     | 178     | 128     | 78      | 25      | 3        |

Table 2. RMSE ($\mu s$) as a function of asymmetry level.

**Asymmetry diversity.** For fixed $r$ values, the degree of bound tightening is critically dependent on the asymmetry diversity on the paths to the servers a client uses. The diversity we have used so far comes from the model established in Section 4.3. We now explore the impact of stronger diversity to gain a more complete understanding of the benefits in a more general setting where the model may not hold, and also so we can explore up to very high levels of (relative) asymmetry so as to gain a complete picture. For other parameters the default values are used: $M = 16$, the 20 closest servers, and $r$ values generated as usual. We work in the special case of zero congestion in order to examine of role of asymmetry diversity in isolation.

We use the following parametric family of symmetric distributions for $\mathbf{\alpha}$, which continues to obey the structure $\mathbf{\alpha} = r \mathbf{T}$. The $(c,s)$ great circle SoL bounds result in $|T|$ taking values in $[0, T_0]$, where $T_0 = 1 - 2D_{\text{SoL}} / F \leq 1$. As this is different for each $(c,s)$ pair it is convenient to normalise to $[0, 1]$ via $Z = |T| / T_0$. We can now control achievable asymmetry diversity by selecting $Z$ values uniformly over a range $I$ contained within $[0, 1]$. The resulting model for $T$ is then $T = \text{sign} \cdot Z \cdot T_0$, where $\text{sign}$ is selected randomly from $\{-1, 1\}$ with equal probability.

We define five asymmetry levels according to the values of $I$ given in Table 2, in addition to the original empirical model-based values. Regarding the latter, since in our simulation $r$ is generated via $F = F \cdot 2D_{\text{SoL}}$ with $F \in [1.2, 1.8]$, we have $T_0 = 1 - 1/F \in [1/6, 4/9] = [0.16, 0.44]$, with an average value of $0.305$.

The RMSE results in the table confirm the expectation that error can be driven down provided sufficient asymmetry diversity is present. However, to drop below a benchmark of $10 \mu s$, we need to proceed to the asymmetry Level 5, a highly unrealistic level which would not be encountered in operational networks. Similarly zero asymmetry ($T = Z = 0$), which also implies zero error, is, as we know, not realistic.

**Client geolocation errors.** For both methods clients and servers make available their geolocation as an input. While stratum-1 servers can be expected to know their location accurately, clients will in general have some error. We expect however results to be insensitive to this, as an error of $1\text{km}$ corresponds, at $2c/3$, to only $5.0 \mu s$ in the worst case. Repeating our experiments with geolocation errors added to all clients, we found that the changes in average offset errors were bounded by $1 \mu s$ for location errors below $1\text{km}$. Hence clients could simply obtain their geolocation from their street address.

![Fig. 12. Tracking inconsistent bounds. Left: percentage of clients with an inconsistent bound, Right: average error of those bounds that are incorrect.](image-url)
7 GENERALIZING SBBE TO K-SBBE

The SBBE method can be readily generalized to incorporate partial routing information. The basic idea is simple: if it were known that the $c \rightarrow s$ path passed through a localizable node $a$, then $c \rightarrow a \rightarrow s$ could be approximated by two great circles, each with a SoL bound, resulting in a larger, tighter lower bound on the OWD.

We establish our route ground truth as follows. Consider a $(c, s)$ pair, set up as in Section 6.1, with global path parameters $(r, z, d^1, d^\perp)$. For the forward $c \rightarrow s$ path we can define a consistent underlying route with $N$ intermediate nodes as follows. For simplicity we express ‘distances’ on the Earth’s surface as latencies by scaling by the SoL in fibre:
(i) Place $N$ nodes equidistantly on the $c \rightarrow s$ great circle,
(ii) select a random relative displacement $d_i$ for each node $i$ such that $\sum_i d_i = 1$, and a random orientation $o_i \in \{N, S\}$,
(iii) given a perturbation amplitude $P$, perturb node $i$ by a distance $P \cdot D_{SoL} \cdot d_i$ in the direction $o_i$ at right angles to the great circle, and record the resulting perturbed delay $D(P)$ as the sum of the $N + 1$ per-hop great circle distances,
(iv) finalize the route by finding (numerically), the unique amplitude $P = P^*$ such that $D(P^*) = d^\perp$.

The above procedure is repeated for the $s \rightarrow c$ direction to determine a reverse path with OWD matching $d^\perp$. For simplicity, we use the same value of $N$, as well as the same $\{d_i\}$ and $\{o_i\}$, ensuring that the paths in each direction roughly follow each other.

We will assume the client is given the locations and order of $K \geq 0$ of the $N$ intermediate nodes on each path, and that these are the ‘same’ in each direction (same node indices). The client can then form SoL lower bounds $d^1_L$ and $d^1_R$ obeying $D_{SoL} \leq d^1_L \leq d^1_R$, $D_{SoL} \leq d^1_L \leq d^1_R \leq d^\perp$ based on summing, in each direction separately, the $K + 1$ great circle ‘hop’ distances between the known nodes. When $K = 0$ the above reduces to the SBBE case where $d^1_L = d^1_R = D_{SoL}$, however $d^1_L \neq d^1_R$ when $K > 0$. If $K = N$, then the round-trip route is fully known, and so the asymmetry bound width is zero since $d^1_L = d^1_R = d^\perp$.

![Fig. 13. Offset bound width (left plot) and RMSE (middle) as a function of K, for different route parameters (legend applies to both plots). Asymmetry levels $Z = \{0, 0.6, 0.9\}$ are distinguished via plotting symbol \{none, circle, diamond\}. Right plot: $Z$ dependence of error with $F = 1.4$. The dependence is roughly unimodal and symmetric for each $K$.](image-url)
In the results to follow, we assume that each client connects to its 20 closest servers, using the same value of $K = 10$ for each. As before, results are averaged over all clients, and zero congestion assumed. We explore the $(r, a)$ space by selecting $r = F \cdot 2D_{SoL}$ using inflation factors $F = \{1.2, 1.4, 1.6, 1.8, 2.0\}$, and for each of these, asymmetries corresponding to $Z = \{0, 0.6, 0.9\}$ using the $SoL$-bound respecting parameterization of the previous section. In addition, the result using the parameters from Section 6.2 ($F \in [1.2, 1.8]$, model based $a$), is included for comparison. Note that large $Z$ does not necessarily mean high asymmetry in an absolute sense, but rather extreme asymmetry relative to what is possible, given the value of $r$ and the $SoL$ bounds.

Figure 13 (left plot) shows how the bound width drops with $K$, each curve being for a different $(r, a)$ parameterized by $(F, Z)$. Each curve is monotonic decreasing in $K$ because of the following: for each $(c, s)$ pair, when $K = 1$ the node is chosen randomly. When increasing to $K = 2$, the first node is retained, and a second randomly chosen from the remainder, and so on. The monotonic result reflects the expected strict tightening of bounds as routing knowledge increases. We also see the expected monotonic behaviour w.r.t. the other parameters: for $F$ fixed (same color) the curves are nested w.r.t. $Z$, and for $Z$ fixed (same symbol) the curves are nested w.r.t. $F$, with tighter bounds in the direction of greater asymmetry and shorter routes respectively. We observe that bounds are roughly halved when half the route is known.

The middle plot in Figure 13 gives the corresponding results for average offset error. The error dependence w.r.t. $K$ and $F$ is analogous to that of the bound width, as expected. The dependence w.r.t. asymmetry however is quite different: errors are zero, for all $K$ and $F$, in the zero asymmetry case ($Z = 0$), where our estimator, defined as the centre of the bound, is exactly correct. On the other hand full asymmetry ($Z = 1$, not shown), would also result in zero error as a byproduct of zero bound width. There is a trade off as higher asymmetry tightens bounds, but also pushes the true values toward the bound edges, initially increasing error.

To explore this non-linear behaviour in $Z$ more fully, the right hand plot provides, for $F = 1.4$, plots of error as a function of $Z$, on a much finer grid. For each value of $K$ we find a curve with a similar overall unimodal shape, with error vanishing at $Z = \{0, 1\}$ as expected, and a peak at $Z = Z^*(K)$ which varies only slightly with $K$, from $\approx 0.5$ for $K = 0$, up to $\approx 0.6$ for $K = N$. The shapes of these curves for other $F$ values are very similar. The irregularities observed in each curve, which are more prominent around the peak and which reduce as $K$ increases, were unexpected. We suspect they reflect the spatial heterogeneity of the (client, server) pairs averaged here.

Finally, we note that to achieve errors in the tens of ms range with this worst case achievable relative asymmetry ($Z^* = 0.6$), low values of $F$ are required. Based on the location of the empirical curve in the middle plot in Figure 13, it seems that the average value in the network is not far from this unfortunate value. Errors reduce to zero when $K = N$, but just as for the bound width, significant reductions (on average) are not achieved by only knowing one or two nodes.

8 DEPLOYMENT

Broad deployment of our methods would require client time synchronization software updates, and server updates in the case of LBBE landmark servers. We envision the client-side implementation as an extension to NTP rather than a replacement since we only focus on one (critical) aspect of client synchronization. Similarly, we envision a server-side implementation as an extension of current server software. Since there are a relatively small number of stratum 1 NTP servers in the Internet, incremental deployment should be straight-forward. We plan to develop reference implementations for both clients and servers that can be tested in a live deployment in future work.

Client time synchronization software that implements our method would either need to include a preconfigured set of reference servers (this is common in NTP) or a service similar to NTP Pool [8]...
that redirects client request to available reference servers, or the landmark network. While it would add some complexity to do so, we argue that the latter is preferable since the redirection service could be designed to match clients to servers that are nearby (similar in spirit to redirection used in CDNs).

While our method does not require any change to time server infrastructure (i.e., the stratum hierarchy), it does require additional configuration to establish measurements between landmark servers, and access to routing databases and IP path tracing to determine and track the nodes needed by K-SBBE. Although it is beyond the scope of this paper to describe in detail how it would be done, there is no impediment to reliably identifying (and geo-locating) a number of the more prominent and stable landmarks along a route (e.g., in IXPs or co-location centers). We envision configurations to be relatively stable.

Our method only adds a small amount of traffic to the existing timing infrastructure. NTP clients can and already do probe multiple servers on an on-going basis. Thus, the only additional traffic would be the inter-landmark measurements, which we argue is trivial.

9 SUMMARY: TOWARD 1 µs SYNCHRONIZATION

Our study addresses the problem of client offset estimation in Internet time synchronization, focusing on its least tractable component: path asymmetry. Assuming reasonable quality client clock algorithms, reducing asymmetry induced error is the essential requirement to bring Internet client clock synchronization from milliseconds (the current standard) to microseconds, which is our goal.

We provide a theoretical framework that describes the direct relationship between offset error and the underlying path characteristics of the minimal RTT, and path asymmetry. We quantify the extent of asymmetry in the Internet by exploiting a unique empirical study based on high-precision OWD measurements. Although it has limitations, the result is the most detailed and accurate view of Internet asymmetry we are aware of. These results are basis for an empirical model that we use to explore the likely impact of asymmetry jitter and bound tightening. We show how the former can inflate offset and how latter can decrease errors considerably, but not enough to reach our goal. These findings are generic. They are informed by, but not fundamentally dependent upon, the details of the empirical model. Since this barrier is intrinsic, we turned to two models of extrinsic information to proceed further.

In SBBE, we exploit physical SoL limits to provide rigorous bounds that can tighten asymmetry intervals from individual client server pairs, magnifying the benefits of bound tightening. In LBBE, landmark servers provide clients with approximate delay bound information derived from reliable measurement of the inter-landmark network, plus SoL bounds. For each method bound reductions were significant, but still insufficient. We show that server density, which controls the r of the closest server to clients, is the key controlling factor.

To proceed further without the implied cost of increasing server density, we extended SBBE to K-SBBE, where a client has access to the location of K nodes along the route (in each direction) to servers. This offers an in-principle pathway to zero offset error, for sufficiently large K. We also discovered and explained the non-linear relationship of asymmetry induced error as a function of asymmetry, and characterized the worst case. However we found that low perturbations from SoL, and/or route information well beyond just one or two nodes, are needed to enter the sub-10 µs regime for average clients, who cannot be assumed to be only 1ms or less away from stratum-1 servers, or to enjoy either extreme, or zero, path asymmetry.

To summarise, to move toward a practical 10 µs benchmark requires, in addition to bound tightening techniques and SoL bounds, more detailed knowledge of (calibrated) network routing by clients or landmarks, together with close servers, with server diversity being, finally, less important.
To move to 1µs would require, in addition, calibration within client operating systems themselves, and remains very challenging in the Internet context, though not impossible.
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10 APPENDIX

For interest, we provide some additional zoomed views of the scatterplot of measured relative asymmetry $T$ against $r$ displayed in full in Figure 3. Each point corresponding to a $(r, a)$ measurement made across a single Clear Zone. Points from the same server share the same color.

Fig. 14. Central zoom showing the loose transition gap around 280 ms corresponding, roughly, to US versus European servers.

Fig. 15. Closer zoom showing the central body of values, mainly from the US.