Abstract—Federated Learning is a collaborative machine learning framework to train a deep learning model without accessing clients’ private data. Previous works assume one central parameter server either at the cloud or at the edge. The cloud server can access more data but with excessive communication overhead and long latency, while the edge server enjoys more efficient communications with the clients. To combine their advantages, we propose a client-edge-cloud hierarchical Federated Learning system, supported with a HierFAVG algorithm that allows multiple edge servers to perform partial model aggregation. In this way, the model can be trained faster and better communication-computation trade-offs can be achieved. Convergence analysis is provided for HierFAVG and the effects of key parameters are also investigated, which lead to qualitative design guidelines. Empirical experiments verify the analysis and demonstrate the benefits of this hierarchical architecture in different data distribution scenarios. Particularly, it is shown that by introducing the intermediate edge servers, the model training time and the energy consumption of the end devices can be simultaneously reduced compared to cloud-based Federated Learning.

Index Terms—Mobile Edge Computing, Federated Learning, Edge Learning

I. INTRODUCTION

The recent development in deep learning has revolutionized many application domains, such as image processing, natural language processing, and video analytics [1]. So far, deep learning models are mainly trained at some powerful computing platforms, e.g., a cloud datacenter, with centralized collected massive datasets. Nonetheless, in many applications, data are generated and distributed at end devices, such as smartphones and sensors, and moving them to a central server for model training will violate the increasing privacy concern. Thus, privacy-preserving distributed training has started to receive much attention. In 2017, Google proposed Federated Learning (FL) and a Federated Averaging (FAVG) algorithm [2] to train a deep learning model without centralizing the data at the data center. With this algorithm, local devices download a global model from the cloud server, perform several epochs of local training, and then upload the model weights to the server for model aggregation. The process is repeated until the model reaches a desired accuracy, as illustrated in Fig. 1.

FL enables fully distributed training by decomposing the process into two steps, i.e., parallel model update based on local data at clients and global model aggregation at the server. Its feasibility has been verified in real-world implementation.
From the above comparison, we see a necessity in leveraging a cloud server to access the massive training samples, while each edge server enjoys quick model updates with its local clients. This motivates us to propose a client-edge-cloud hierarchical FL system as shown on the right side of Fig. 1 to get the best of both systems. Compared with cloud-based FL, hierarchical FL will significantly reduce the costly communication with the cloud, supplemented by efficient client-edge updates, thereby, resulting a significant reduction in both the runtime and number of local iterations. On the other hand, as more data can be accessed by the cloud server, hierarchical FL will outperform edge-based FL in model training. These two aspects are clearly observed from Fig. 2 which gives a preview of the results to be presented in this paper. While the advantages can be intuitively explained, the design of a hierarchical FL system is nontrivial. First, by extending the FAVG algorithm to the hierarchical setting, will the new algorithm still converge? Given the two levels of model aggregation (one at the edge, one at the cloud), how often should the models be aggregated at each level? Moreover, by allowing frequent local updates, can a better latency-energy tradeoff be achieved? In this paper, we address these key questions. First, a rigorous proof is provided to show the convergence of the training algorithm. Through convergence analysis, some qualitative guidelines on picking the aggregation frequencies at two levels are also given. Experimental results on MNIST [11] and CIFAR-10 [12] datasets support our findings and demonstrate the advantage of achieving better communication-computation tradeoff compared to cloud-based systems.

II. FEDERATED LEARNING SYSTEMS

In this section, we first introduce the general learning problem in FL. The cloud-based and edge-based FL systems differ only in the communication and the number of participated clients, and they are identical to each other in terms of architecture. Thus, we treat them as the same traditional two-layer FL system in this section and introduce the widely adopted FAVG [2] algorithm. For the client-edge-cloud hierarchical FL system, we present the proposed three-layer FL system, and its optimization algorithm, namely, HierFAVG.

A. Learning Problem

We focus on supervised Federated Learning. Denote \( D = \{x_j, y_j\}_{j=1}^{|D|}\) as the training dataset, and \(|D|\) as the total number of training samples, where \(x_j\) is the \(j\)-th input sample, \(y_j\) is the corresponding label. \(\mathbf{w}\) is a real vector that fully parametrizes the ML model. \(f(x_j, y_j, \mathbf{w})\), also denoted as \(f_j(\mathbf{w})\) for convenience, is the loss function of the \(j\)-th data sample, which captures the prediction error of the model for the \(j\)-th data sample. The training process is to minimize the empirical loss \(F(\mathbf{w})\) based on the training dataset [13]:

\[
F(\mathbf{w}) = \frac{1}{|D|} \sum_{j=1}^{|D|} f(x_j, y_j, \mathbf{w}) = \frac{1}{|D|} \sum_{j=1}^{|D|} f_j(\mathbf{w}).
\]  

(1)

The loss function \(F(\mathbf{w})\) depends on the ML model and can be convex, e.g. logistic regression, or non-convex, e.g. neural networks. The complex learning problem is usually solved by gradient descent. Denote \(k\) as the index for the update step, and \(\eta\) as the gradient descent step size, then the model parameters are updated as:

\[
\mathbf{w}(k) = \mathbf{w}(k-1) - \eta \nabla F(\mathbf{w}(k-1)).
\]

In FL, the dataset is distributed on \(N\) clients as \(\{D_i\}_{i=1}^N\), with \(\bigcup_{i=1}^N D_i = D\) and these distributed datasets cannot be directly accessed by the parameter server. Thus, \(F(\mathbf{w})\) in Eq. (1), also called the global loss, cannot be directly computed, but can only be computed in the form of a weighted average of the local loss functions \(F_i(\mathbf{w})\), on local datasets \(D_i\). Specifically, \(F(\mathbf{w})\) and \(F_i(\mathbf{w})\) are given by:

\[
F(\mathbf{w}) = \sum_{i=1}^N |D_i| F_i(\mathbf{w}), \quad F_i(\mathbf{w}) = \sum_{j \in D_i} f_j(\mathbf{w}).
\]

B. Traditional Two-Layer FL

In the traditional two-layer FL system, there are one central parameter server and \(N\) clients. To reduce the communication overhead, the FAVG algorithm [2] communicates and aggregates after every \(\kappa\) steps of gradient descent on each client. The process repeats until the model reaches a desired accuracy or the limited resources, e.g., the communication or time budget, run out.

Denote \(\mathbf{w}_i(k)\) as the parameters of the local model on the \(i\)-th client, then \(\mathbf{w}_i(k)\) in FAVG evolves in the following way:

\[
\mathbf{w}_i(k) = \begin{cases} 
\mathbf{w}_i(k-1) - \eta \kappa \nabla F_i(\mathbf{w}_i(k-1)) & k \mid \kappa \neq 0 \\
\sum_{i=1}^N |D_i| \left[ \mathbf{w}_i(k-1) - \eta \kappa \nabla F_i(\mathbf{w}_i(k-1)) \right] & k \mid \kappa = 0
\end{cases}
\]

C. Client-Edge-Cloud Hierarchical FL

In FAVG, the model aggregation step can be interpreted as a way to exchange information among the clients. Thus, aggregation at the cloud parameter server can incorporate many clients, but the communication cost is high. On the other hand, aggregation at the edge parameter server only incorporates a small number of clients with much cheaper communication cost. To combine their advantages, we consider a hierarchical FL system, which has one cloud server, \(L\) edge servers indexed by \(\ell\), with disjoint client sets \(\{C^\ell\}_{\ell=1}^L\).
Algorithm 1: Hierarchical Federated Averaging (HierFAVG)  

1: procedure HIERARCHICAL_FEDERATED_AVERAGING  
2: \(\text{for} \ k = 1, 2, \ldots, K \) do  
3: \(\text{foreach} \ i = 1, 2, \ldots, N \) in parallel do  
4: \(w_i^k(k) \leftarrow w_i^k(k - 1) - \eta \nabla F_i(w_i^k(k - 1))\)  
5: \(\text{end for}\)  
6: \(\text{end function}\)  
7: \(\text{function} \ \)EDGE_AGGREGATION(\(\ell, \{w_i^\ell(k)\}_{i \in C^\ell}\) \()\) \{Aggregate locally\}  
8: \(w_i^\ell(k) \leftarrow \sum_{\ell' \in \ell'} |D_i^{\ell'}| w_i^\ell(k)\)  
9: \(\text{return} \ w_i^\ell(k)\)  
10: \(\text{end function}\)  
11: \(\text{function} \ \)CLOUD_AGGREGATION(\(\{w_i^\ell(k)\}_{i \in C^\ell}\) \()\) \{Aggregate globally\}  
12: \(w_i^\ell(k) \leftarrow \frac{1}{|D_i^\ell|} \sum_{\ell' \in \ell'} |D_i^{\ell'}| w_i^\ell(k)\)  
13: \(\text{return} \ w_i^\ell(k)\)  
14: \(\text{end function}\)  

and \(N\) clients indexed by \(i\) and \(\ell\), with distributed datasets \(\{D_i^\ell\}_{i=1}^N\). Denote \(D_i\) as the aggregated dataset under edge \(\ell\). Each edge server aggregates models from its clients.

With this new architecture, we extend the FAVG to a HierFAVG algorithm. The key steps of the HierFAVG algorithm proceed as follows. After every \(\kappa_1\) local updates on each client, each edge server aggregates its clients’ models. Then after every \(\kappa_2\) edge model aggregations, the cloud server aggregates all the edge servers’ models, which means that the communication with the cloud happens every \(\kappa_1\kappa_2\) local updates. The comparison between FAVG and HierFAVG is illustrated in Fig. \(3\). Denote \(w_i^\ell(k)\) as the local model parameters after the \(k\)-th local update, and \(K\) as the total amount of local updates performed, which is assumed to be an integer multiple of \(\kappa_1\kappa_2\). Then the details of the HierFAVG algorithm are presented in Algorithm \(1\). And the evolution of local model parameters \(w_i^\ell(k)\) is as follows:

\[
\begin{align*}
w_i^\ell(k) &= \begin{cases} \\
\frac{w_i^\ell(k-1) - \eta \nabla F_i^\ell(w_i^\ell(k-1))}{1 - \eta} & k \mid \kappa_1 \neq 0 \\
\sum_{\ell' \in \ell'} |D_i^{\ell'}| w_i^\ell(k-1) - \eta \nabla F_i^\ell(w_i^\ell(k-1)) & k \mid \kappa_1 \kappa_2 = 0 \\
\sum_{\ell' \in \ell'} |D_i^{\ell'}| w_i^\ell(k-1) - \eta \nabla F_i^\ell(w_i^\ell(k-1)) & k \mid \kappa_1 \neq 0 \\
\sum_{\ell' \in \ell'} |D_i^{\ell'}| w_i^\ell(k-1) - \eta \nabla F_i^\ell(w_i^\ell(k-1)) & k \mid \kappa_1 \kappa_2 = 0 \\
\end{cases}
\end{align*}

III. CONVERGENCE ANALYSIS OF HIERFAVG

In this section, we prove the convergence of HierFAVG for both convex and non-convex loss functions. The analysis also reveals some key properties of the algorithm, as well as the effects of key parameters.

A. Definitions

Some essential definitions need to be explained before the analysis. The overall \(K\) local training iterations are divided into \(B\) cloud intervals, each with a length of \(\kappa_1\kappa_2\), or \(B\kappa_2\) edge intervals, each with a length of \(\kappa_1\). The local (edge) aggregation happens at the end of each edge interval, and the global (cloud) aggregations happens at the end of each cloud interval. We use \([p]\) to represent the edge interval starting from \((p - 1)\kappa_1\) to \(p\kappa_1\), and \([q]\) to represent the cloud interval from \((q - 1)\kappa_1\kappa_2\) to \(q\kappa_1\kappa_2\), so we have \([q] = \cup_p[p], p = (q-1)\kappa_2 + 1, (q-1)\kappa_2 + 2, \ldots, q\kappa_2\).

\(F^\ell(w)\): The edge loss function at edge server \(\ell\), is expressed as:

\[
F^\ell(w) = \frac{1}{|D_i^\ell|} \sum_{i \in C^\ell} |D_i^\ell| F_i(w_i^\ell(k)).
\]

\(w(k)\): The weighted average of \(w_i^\ell(k)\), is expressed as:

\[
w(k) = \frac{1}{|D_i|} \sum_{i=1}^N |D_i^\ell| w_i^\ell(k).
\]

\(u_{(q)}(k)\): The virtually centralized gradient descent sequence, defined in cloud interval \([q]\), and synchronized immediately with \(w(k)\) after every cloud aggregation as:

\[
u_{(q)}((q-1)\kappa_1\kappa_2) = \nu\left((q-1)\kappa_1\kappa_2\right) = \nu_{(q-1)}(k + 1) = u_{(q)}(k) - \eta \nabla F_i u_{(q)}(k).
\]

The key idea of the proof is to show that the true weights \(w(k)\) do not deviate much from the virtually centralized sequence \(u_{(q)}(k)\). Using the same method, the convergence of two-layered FL was analyzed in \(7\).

Lemma 1 (Convergence of FAVG \(7\)). For any \(i\), assuming \(f_i(w)\) is \(\rho\)-continuous, \(\beta\)-smooth, and convex. Als., let \(F_{in,f} = F(w^*)\). If the deviation of distributed weights has an upper bound denoted as \(M\), then for FAVG with a fixed step size \(\eta\) and an aggregation interval \(\kappa\), after \(K = B\kappa\) local updates, we have the following convergence upper bound:

\[
\begin{align*}
F(w(K)) - F(w^*) &\leq \frac{1}{B(\eta \varphi - \rho M / \kappa \varphi^2)}
\end{align*}
\]

when the following conditions are satisfied: 1) \(\eta \leq \frac{\varphi}{2}\), 2) \(\eta \varphi - \frac{\rho M}{\kappa \varphi^2} > 0\), 3) \(F(v_k(bk)) - F(w^*) \geq \varepsilon\) for \(b = 1, \ldots, K\), 4) \(F(w(K)) - F(w^*) \geq \varepsilon\) for some \(\varepsilon > 0\), \(\omega = \min_b \left[|F(v_k(b(1)\kappa)) - F(w^*)|\right], \varphi = \omega(1 - \frac{3\beta}{2})\).

The unique non-Independent and Identically Distributed (non-IID) data distribution in FL is the key property that
distinguishes FL from distributed learning in datacenter. Since the data are generated separately by each client, the local data distribution may be unbalanced and the model performance will be heavily influenced by the non-IID data distribution \[4\]. In this paper, we adopt the same measurement as in \[2\] to measure the two-level non-IIDness in our hierarchical system, i.e., the client level and the edge level.

**Definition 1 (Gradient Divergence).** For any weight parameter \(w\), the gradient divergence between the local loss function of the \(i\)-th client, and the edge loss function of the \(\ell\)-th edge server is defined as an upper bound of \(\|\nabla F_{\ell}(w) - \nabla F(w)\|\), denoted as \(\delta_{\ell}^i\): the gradient divergence between the edge loss function of the \(\ell\)-th edge server and the global loss function is defined as an upperbound of \(\|\nabla F_{\ell}(w) - \nabla F(w)\|\), denoted as \(\Delta^\ell\). Specifically,

\[
\|\nabla F_{\ell}(w) - \nabla F(w)\| \leq \delta_{\ell}^i,
\]

\[
\|\nabla F_{\ell}(w) - \nabla F(w)\| \leq \Delta^\ell.
\]

Define \(\delta = \sum_{i=1}^{N_i} |D_i|^\delta_{\ell}^i\), \(\Delta = \sum_{\ell=1}^{L} |D|\Delta^\ell = \sum_{i=1}^{N_i} |D_i|^\Delta^\ell\), and we call \(\delta\) as the Client-Edge divergence, and \(\Delta\) as the Edge-Cloud divergence.

A larger gradient divergence means the dataset distribution is more non-IID. \(\delta\) reflects the non-IIDness at the client level, while \(\Delta\) reflects the non-IIDness at the edge level.

**B. Convergence**

In this section, we prove that HierFAVG converges. The basic idea is to study how the real weights \(w(k)\) deviate from the virtually centralized sequence \(u_{q}(k)\) when the parameters in HierFAVG algorithm vary. In the following two lemmas, we prove an upper bound for the distributed weights deviation for both convex and non-convex loss functions.

**Lemma 2 (Convex).** For any \(i\), assuming \(f_i(w)\) is \(\beta\)-smooth and convex, then for any cloud interval \(\{q\}\) with a fixed step size \(\eta_q\) and \(k \in \{q\}\), we have

\[
\|w(k) - u_{q}(k)\| \leq G_c(k, \eta_q),
\]

where

\[
G_c(k, \eta_q) = h(k - (q - 1)\kappa_1\kappa_2, \Delta, \eta_q)
+ h(k - ((q - 1)\kappa_2 + p(k) - 1)\kappa_1, \delta, \eta_q)
+ \frac{\kappa_1}{2}(p^2(k) + p(k) - 2)h(\kappa_1, \kappa_2, \delta, \eta_q),
\]

\[
h(x, \delta, \eta) = \frac{\delta}{\beta}((\eta\beta + 1)^x - 1) - \eta\beta x,
\]

\[
p(x) = \left[\frac{x}{\kappa_1} - (q - 1)\kappa_2\right].
\]

**Remark 1.** Note that when \(\kappa_2 = 1\), HierFAVG retrogrades to the FAVG algorithm. In this case, \(p\) is the same as \(\{q\}\), \(p(k) = 1, \kappa_1\kappa_2 = \kappa_1\), and \(G_c(k) = h(k - (q - 1)\kappa_1, \Delta, \delta, \eta_q)\).

This is consistent with the result in \[7\]. When \(\kappa_1 = \kappa_2 = 1\), HierFAVG retrogrades to the traditional gradient descent. In this case, \(G_c(\kappa_1\kappa_2) = 0\), implying the distributed weights iteration is the same as the centralized weights iteration.

**Remark 2.** The following upperbound of the weights deviation, \(G_c(k)\), increases as we increase either of the two aggregation intervals, \(\kappa_1\) and \(\kappa_2\):

\[
G_c(k, \eta_q) \leq G_c(\kappa_1\kappa_2, \eta_q)
= h(\kappa_1\kappa_2, \Delta, \eta_q) + \frac{1}{2}(\kappa_2^2 + \kappa_2 - 1)(\kappa_1 + 1)h(\kappa_1, \delta, \eta_q)
\]

(2)

It is obvious that when \(\delta = \Delta = 0\) (i.e., which means the client data distribution is IID), we have \(G_c(k) = 0\), where the distributed weights iteration is the same as the centralized weights iteration.

When the client data are non-IID, there are two parts in the expression of the weights deviation upper bound, \(G(\kappa_1\kappa_2, \eta_q)\). The first one is caused by Edge-Cloud divergence, and is exponential with both \(\kappa_1\) and \(\kappa_2\). The second one is caused by the Client-Edge Divergence, which is only exponential with \(\kappa_1\), but quadratic with \(\kappa_2\). From lemma \[1\] we can see that a smaller model weight deviation leads to faster convergence. This gives us some qualitative guidelines in selecting the parameters in HierFAVG:

1) When the product of \(\kappa_1\) and \(\kappa_2\) is fixed, which means the number of local updates between two cloud aggregations is fixed, a smaller \(\kappa_1\) with a larger \(\kappa_2\) will result in a smaller deviation \(G_c(\kappa_1\kappa_2)\). This is consistent with our intuition, namely, frequent local model averaging can reduce the number of local iterations needed.

2) When the edge dataset is IID, meaning \(\Delta = 0\), the first part in Eq. (2) becomes 0. The second part is dominated by \(\kappa_1\), which suggests that when the distribution of edge dataset approaches IID, increasing \(\kappa_2\) will not push up the deviation upper bound much. This suggests one way to further reduce the communication with the cloud is to make the edge dataset IID distributed.

The result for the non-convex loss function is stated in the following lemma.

**Lemma 3 (Non-convex).** For any \(i\), assuming \(f_i(w)\) is \(\beta\)-smooth, for any cloud interval \(\{q\}\) with step size \(\eta_q\), we have

\[
\|w(k) - u_{q}(k)\| \leq G_nc(\kappa_1\kappa_2, \eta_q)
\]

where

\[
G_nc(\kappa_1\kappa_2, \eta_q) = h(\kappa_1\kappa_2, \Delta, \eta_q)
+ \kappa_1\kappa_2\frac{(1 + \eta_q\beta)^x - 1}{(1 + \eta_q\beta)^x - 1}h(\kappa_1, \kappa_2, \delta, \eta_q)
+ h(\kappa_1, \kappa_2, \delta, \eta_q),
\]

\[
h(x, \delta, \eta) = \frac{\delta}{\beta}((\eta\beta + 1)^x - 1) - \eta\beta x.
\]

With the help of the weight deviation upperbound, we are now ready to prove the convergence of HierFAVG for both convex and non-convex loss functions.

**Theorem 1 (Convex).** For any \(i\), assuming \(f_i(w)\) is \(\rho\)-continuous, \(\beta\)-smooth and convex, and denoting \(F_{inj} = F(w*)\), then after \(K\) local updates, we have the following convergence upper bound of \(w(k)\) in HierFAVG with a fixed step size:

\[
F(w(K)) - F(w^*) \leq \frac{1}{T(\eta\phi - \rho(\kappa_1\kappa_2, \eta_q))}
\]
Proof. By directly substituting $M$ in Lemma 1 with $G(\kappa_1, \kappa_2)$ in Lemma 2 we prove Theorem 1.

Remark 3. Notice in the condition $\varepsilon > pG(\kappa_1, \kappa_2)$ of Lemma 1 $\varepsilon$ does not decrease when $K$ increases. We cannot have $F(w(K)) - F(w^*) \to 0$ as $K \to \infty$. This is because the variance in the gradients introduced by non-IIDness cannot be eliminated by fixed-stepsize gradient descent.

Remark 4. With diminishing step sizes $\{\eta_q\}$ that satisfy $\sum_{q=1}^{\infty} \eta_q = \infty$, and $\sum_{q=1}^{\infty} \eta_q^2 < \infty$, the convergence upper bound for HieRFAGG after $K = B\kappa_1\kappa_2$ local updates is:

$$F(w(K)) - F(w^*) \leq \frac{1}{\sum_{q=1}^{B}(\eta_q \varphi_q - \frac{pG(\kappa_1, \kappa_2, \eta_q)}{\kappa_1\kappa_2\eta_q^2})} \xrightarrow{B \to \infty} 0.$$ 

Now we consider non-convex loss functions, which appear in ML models such as neural networks.

Theorem 2 (Non-convex). For any $i$, assume that $f_i(w)$ is $\rho$-continuous, and $\beta$-smooth. Also assume that HieRFAGG is initialized from $w_0$, $F_{w_0} = F(w^*)$, $\eta_q$ in one cloud interval $\{q\}$ is a constant, then after $K = B\kappa_1\kappa_2$ local updates, the expected average-squared gradients of $F(w)$ is upper bounded as:

$$\sum_{k=1}^{K} \eta_q \|
abla F(w_k)\|^2 \leq \frac{4[F(w_0) - F(w^*)]}{\sum_{k=1}^{K} \eta_q} + \frac{4pB}{\sum_{q=1}^{B} G_{cc}(\kappa_1, \kappa_2, \eta_q)} + \frac{2\beta^2}{\sum_{q=1}^{B} \eta_q} \sum_{k=1}^{K} \eta_q \|
abla F(w_k)\|^2.$$ 

Remark 5. When the stepsize $\{\eta_q\}$ is fixed, the weighted average norm of the gradients converges to some non-zero number. When the stepsize $\{\eta_q\}$ satisfies $\sum_{q=1}^{\infty} \eta_q = \infty$, $\sum_{q=1}^{\infty} \eta_q^2 < \infty$, (3) converges to zero as $K \to \infty$.

IV. EXPERIMENTS

In this section, we present simulation results for HierFAVG to verify the observations from the convergence analysis and illustrate the advantages of the hierarchical FL system. As shown in Fig. 3 the advantage over the edge-based FL system in terms of the model accuracy is obvious. Hence, we shall focus on the comparison with the cloud-based FL system.

A. Settings

We consider a hierarchical FL system with 50 clients, 5 edge servers and a cloud server, assuming each edge server authorizes the same number of clients with the same amount of training data. For the ML tasks, image classification tasks are considered and standard datasets MNIST and CIFAR-10 are used. For the 10-class hand-written digit classification dataset MNIST, we use the Convolutional Neural Network (CNN) with 21840 trainable parameters as in [3]. For the local computation of the training with MNIST on each client, we employ mini-batch Stochastic Gradient Descent (SGD) with batch size 20, and an initial learning rate 0.01 which decays exponentially at a rate of 0.995 with every epoch. For the CIFAR-10 dataset, we use a CNN with 3 convolutional blocks, which has 582170 parameters and achieves 90% testing accuracy in centralized training. For the local computation of the training with CIFAR-10, mini-batch SGD is also employed with a batch size of 20, an initial learning rate of 0.1 and an exponential learning rate decay of 0.992 every epoch. In the experiments, we also notice that using SGD with momentum can speed up training and improve the final accuracy evidently. But the benefits of the hierarchical FL system always continue to exist with or without the momentum. To be consistent with the analysis, we do not use momentum in the experiments.

Non-IID distribution in the client data is a key influential factor in FL. In our proposed hierarchical FL system, there are two levels of non-IIDness. In addition to the most commonly used non-IID data partition [2], referred to as simple NIID where each client owns samples of two classes and the clients are randomly assigned to each edge server, we will also consider the following two non-IID cases for MNIST:

1) Edge-IID: Assign each client samples of one class, and assign each edge 10 clients with different classes. The datasets among edges are IID.

2) Edge-NIID: Assign each client samples of one class, and assign each edge 10 clients with a total of 5 classes of labels. The datasets among edges are non-IID.

In the following, we provide the models for wireless communications and local computations [8]. We ignore the possible heterogeneous communication conditions and computing resources for different clients. For the communication channel between the client and edge server, clients upload the model through a wireless channel of 1 MHz bandwidth with a channel gain $g$ equals to $10^{-8}$. The transmitter power $p$ is fixed at 0.5W, and the noise power $\sigma$ is $10^{-10}W$. For the local computation model, the number of CPU cycles to execute one sample $c$ is assumed to be 20 cycles/bit, CPU cycle frequency $f$ is 1 GHz and the effective capacitance is $2 \times 10^{-28}$. For the communication latency to the cloud, we assume it is 10 times larger than that to the edge. Assume the uploaded model size is $M$ bits, and one local iteration involves $D$ bits of data. In this case, the latency and energy consumption for one model upload and one local iteration can be calculated with the following equations (Specific parameters are shown in table 1):

$$T_{\text{comp}} = \frac{cD}{f}, \quad E_{\text{comp}} = \frac{\alpha}{2} cDF^2.$$ 

$$T_{\text{comm}} = \frac{M}{B \log_2(1 + \frac{pG}{\sigma})}, \quad E_{\text{comm}} = \rho T_{\text{comm}}.$$ 

To investigate the local energy consumption and training time in an FL system, we define the following two metrics:

1) $T_\alpha$: The training time to reach a test accuracy level $\alpha$; 
2) $E_\alpha$: The local energy consumption to reach a test accuracy level $\alpha$.

B. Results

We first verify the two qualitative guidelines on the key parameters in HierFAVG from the convergence analysis, i.e., $\kappa_1, \kappa_2$. The experiments are done with the MNIST dataset under two non-IID scenarios, edge-IID and edge-NIID.
Table I: The latency and energy consumption parameters for the communication and computation of MNIST and CIFAR-10.

| Dataset  | $T_{comm}$ | $T_{f\_comm}$ | $E_{comp}$ | $E_{comm}$ |
|----------|------------|----------------|------------|------------|
| MNIST    | 0.024s     | 0.1233s        | 0.0024J    | 0.0616J    |
| CIFAR-10 | 4          | 33s            | 0.4J       | 16.5J      |

(b) Edge-NIID.

(a) Edge-IID.

Figure 4: Test accuracy of MNIST dataset w.r.t training epoch.

The first conclusion to verify is that more frequent communication with the edge (i.e., fewer local updates $\kappa_1$) can speed up the training process when the communication frequency with the cloud is fixed (i.e., $\kappa_1\kappa_2$ is fixed). In Fig. 4a and Fig. 4b, we fix the communication frequency with the cloud server at 60 local iterations, i.e., $\kappa_1\kappa_2$=60 and change the value of $\kappa_1$. For both kinds of non-IID data distribution, as we decrease $\kappa_1$, the desired accuracy can be reached with fewer training epochs, which means fewer local computations are needed on the devices.

The second conclusion to verify is that when the datasets among edges are IID and the communication frequency with the edge server is fixed, decreasing the communication frequency with the cloud server will not slow down the training process. In Fig. 4a, the test accuracy curves with the same $\kappa_1 = 60$ and different $\kappa_2$ almost coincide with each other. But for edge-NIID in Fig. 4b, when $\kappa_1 = 60$, increasing $\kappa_2$ will slow down the training process, which strongly supports our analysis. This property indicates that we may be able to further reduce the high-cost communication with the cloud under the edge-IID scenario, with little performance loss.

Next, we investigate two critical quantities in collaborative training systems, namely, the training time and energy consumption of mobile devices. We compare cloud-based FL ($\kappa_2=1$) and hierarchical FL in Table II assuming fixed $\kappa_1\kappa_2$. A close observation of the table shows that the training time to reach a certain test accuracy decreases monotonically as we increase the communication frequency (i.e., $\kappa_2$) with the edge server for both the MNIST and CIFAR-10 datasets. This demonstrates the great advantage in training time of the hierarchical FL over cloud-based FL in training an FL model. For the local energy consumption, it decreases first and then increases as $\kappa_2$ increases. Because increasing client-edge communication frequency moderately can reduce the consumed energy as fewer local computations are needed. But too frequent edge-client communication also consumes extra energy for data transmission. If the target is to minimize the device energy consumption, we should carefully balance the computation and communication energy by adjusting $\kappa_1$, $\kappa_2$.

Table II: Training time and local energy consumption.

| $\kappa_1$, $\kappa_2$ | MNIST | $T_{0.85}$ | $T_{0.70}$ | $T_{0.85}$ | $T_{0.70}$ |
|------------------------|-------|------------|------------|------------|------------|
| $60$, $1$              | 29.4  | 385.9      | 30.8       | 405.5      |            |
| $30$, $2$              | 21.9  | 251.1      | 28.6       | 312.4      |            |
| $15$, $4$              | 10.1  | 177.3      | 26.9       | 218.5      |            |
| $6$, $10$              | 19    | 97.7       | 28.9       | 148.4      |            |

(a) MNIST with edge-IID and edge-NIID distribution.

(b) CIFAR-10 with simple IID distribution.

V. Conclusions

In this paper, we proposed a client-edge-cloud hierarchical Federated Learning architecture, supported by a collaborative training algorithm, HierFAVG. The convergence analysis of HierFAVG was provided, leading to some qualitative design guidelines. In experiments, it was also shown that it can simultaneously reduce the model training time and the energy consumption of the end devices compared to traditional cloud-based FL. While our study revealed trade-offs in selecting the values of key parameters in the HierFAVG algorithm, future investigation will be needed to fully characterize and optimize these critical parameters.
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