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Abstract. This paper is concerned with the uniqueness on two inverse moving source problems in electrodynamics with partial boundary data. We show that (1) if the temporal source function is compactly supported, then the spatial source profile function or the orbit function can be uniquely determined by the tangential trace of the electric field measured on part of a sphere; (2) if the temporal function is given by a Dirac distribution, then the impulsive time point and the source location can be uniquely determined at four receivers on a sphere.

1. Introduction

Consider the time-dependent Maxwell equation for the electric field $E$ in a homogeneous medium

$$\partial_t^2 E(x,t) + \nabla \times (\nabla \times E(x,t)) = F(x,t), \quad x \in \mathbb{R}^3, \ t > 0,$$

which is supplemented by the homogeneous initial conditions

$$E(x,0) = \partial_t E(x,0) = 0, \quad x \in \mathbb{R}^3. \quad (1.2)$$

We assume that the electrodynamic field is excited by a moving point source radiating over a finite time period. Specifically, the source function $F$ is assumed to be given in the following form

$$F(x,t) = J(x - a(t)) g(t),$$

where $J : \mathbb{R}^3 \to \mathbb{R}^3$ is the source profile function, $g : \mathbb{R}_+ \to \mathbb{R}$ the temporal function, and $a : \mathbb{R}_+ \to \mathbb{R}^3$ is the orbit function of the moving source. Hence the source term is assumed to be a product of the spatially moving source function $J(x-a(t))$ and the temporal function $g(t)$. Physically, the spatially moving source function can be thought of as an approximation of a pulsed signal which is transmitted by a moving antenna, whereas the temporal function is usually used to model the evolution of source magnitude in time. Throughout, we make the following assumptions:

1. The profile function $J(x)$ is compactly supported in $B_{\hat{R}} := \{x : |x| < \hat{R}\}$ for some $\hat{R} > 0$;
2. The source radiates only over a finite time period $[0,T_0]$ for some $T_0 > 0$, i.e., $g(t) = 0$ for $t \geq T_0$ and $t \leq 0$;
3. The source moves in a bounded domain, i.e., $|a(t)| < R_1$ for all $t \in \mathbb{R}_+$ and some $R_1 > 0$.

These assumptions imply that the source term $F$ is supported in $B_R := B_{\hat{R}} \times (0,T_0)$ for $R > \hat{R} + R_1$. Unless otherwise stated, we always take $T := T_0 + \hat{R} + R_1 + R$ and set $\Gamma_R := \{x \in \mathbb{R}^3 : |x| = R\}$. Denote by $\nu$ the unit normal vector on $\Gamma_R$ and let $\Gamma \subset \Gamma_R$ be an open subset with a positive Lebesgue measure.

We study the inverse moving source problems of determining the profile function $J(x)$ and the orbit function $a(t)$ from boundary measurements of the tangential trace of the electric field over a finite time interval, $E(x,t) \times \nu|_{\Gamma \times [0,T]}$. Specifically, we consider the following two inverse problems:

(i) IP1. Assume that $a(t)$ is known, the inverse problem is to determine $J$ from the measurement $E(x,t) \times \nu, x \in \Gamma, t \in (0,T)$.

(ii) IP2. Assume that $J$ is a known vector function, the inverse problem is to determine $a(t), t \in (0,T_0)$ from the measurement $E(x,t) \times \nu, x \in \Gamma, t \in (0,T)$.

The IP1 is a linear inverse problem, whereas the IP2 is a nonlinear inverse problem. The time-dependent inverse source problems have attracted considerable attention \cite{[10][13][14][17][18][22]}. However, the inverse moving source problems are rarely studied for the wave propagation. We refer to \cite{[7]} on the inverse moving...
source problems by using the time-reversal method and to [19, 20] for the inverse problems of moving obstacles. Numerical methods can be found in [15, 21] to identify the orbit of a moving acoustic point source. To the best of our knowledge, the uniqueness result is not available for the inverse moving source problem, which is the focus of this paper.

Recently, a Fourier method was proposed for solving inverse source problems for the time-dependent Lamé system [3] and the Maxwell system [8], where the source term is assumed to be the product of a spatial function and a temporal function. These work were motivated by the studies on the uniqueness and increasing stability in recovering compactly supported source terms with multiple frequency data [4, 6, 11, 12, 23, 23]. It is known that there is no uniqueness for the inverse source problems with a single frequency data due to the existence of non-radiating sources [1]. In [3, 8], the idea was to use the Fourier transform and combine with Huygens’ principle to reduce the time-dependent inverse problem into an inverse problem in the Fourier domain with multi-frequency data. The idea was further extended in [9] to handle the time-dependent inverse source problems in elastodynamics where the uniqueness and stability were studied.

In this paper, we use partial boundary measurements of dynamical Dirichlet data over a finite time interval to recover either the source profile function or the orbit function. In Sections 3 and 4.2, we show that the ideas of [3, 8] and [9] can be used to recover the source profile function as well as the moving trajectory which lies on a flat surface. For general moving orbit functions, we apply the moment theory to deduce the uniqueness under a priori assumptions on the path of the moving source, see Section 4.1. When the compactly supported temporal function shrinks to a Dirac distribution, we show in Section 5 that the data measured at four discrete receivers on a sphere is sufficient to uniquely determine the impulsive time point and to the source location. This work is a nontrivial extension of the Fourier approach from recovering the spatial sources to recovering the orbit functions. The latter is nonlinear and more difficult to handle.

The rest of the paper is organized as follows. In Section 2, we present some preliminary results concerning the regularity and well-posedness of the direct problem. Sections 3 and 4 are devoted to the uniqueness of IP1 and IP2, respectively. In Section 5, we show the uniqueness to recover a Dirac distribution of the source function by using a finite number of receivers.

2. THE DIRECT PROBLEM

In addition to those assumptions given in the previous section, we give some additional conditions on the source functions:

\[ J \in H^2(\mathbb{R}^3), \quad \text{div} \ J = 0 \quad \text{in} \quad \mathbb{R}^3, \quad g \in C^1(\mathbb{R}_+), \quad \alpha \in C^1(\mathbb{R}_+). \]

It follows from [1] that any source function can be decomposed into a sum of radiating and non-radiating parts. The non-radiating part cannot be determined and gives rise to the non-uniqueness issue. By the divergence-free condition of \( J \), we eliminate non-radiating sources in order to ensure the uniqueness of the inverse problem. Since the source term \( J \) has a compact support in \( B_R \times (0, T) \), we may show the following result by Huygens’ principle.

**Lemma 2.1.** It holds that \( E(x, t) = 0 \) for all \( x \in B_R, t > T \).

The proof of Lemma 2.1 is similar to that of Lemma 2.1 in [8]. It states that the electric field \( E \) over \( B_R \) must vanish after time \( T \). This property of the electric field plays an important role in the mathematical justification of the Fourier approach.

Noting \( \nabla \cdot J = 0 \), taking the divergence on both sides of (1.1), and using the initial conditions (1.2), we have

\[ \partial_t^2 (\nabla \cdot E(x, t)) = 0, \quad x \in \mathbb{R}^3, \quad t > 0 \]

and

\[ \nabla \cdot E(x, 0) = \partial_t (\nabla \cdot E(x, 0)) = 0. \]
Therefore, $\nabla \cdot E(x,t) = 0$ for all $x \in \mathbb{R}^3$ and $t > 0$. In view of the identify $\nabla \times \nabla \times = -\Delta + \nabla \nabla$, we obtain from (1.1)—(1.2) that

$$
\begin{cases}
\partial_t^2 E(x,t) - \Delta E(x,t) = J(x - a(t))g(t), & x \in \mathbb{R}^3, \ t > 0, \\
E(x,0) = \partial_t E(x,0) = 0, & x \in \mathbb{R}^3.
\end{cases}
$$

We briefly introduce some notation on functional spaces with the time variable. Given the Banach space $X$ with norm $\|\cdot\|_X$, the space $C([0,T]; X)$ consists of all continuous functions $f : [0,T] \rightarrow X$ with the norm

$$
\|f\|_{C([0,T];X)} := \max_{t \in [0,T]} \|f(t,\cdot)\|_X.
$$

The Sobolev space $W^{m,p}(0,T; X)$, where both $m$ and $p$ are positive integers such that $1 \leq m < \infty$, $1 \leq p < \infty$, comprises all functions $f \in L^2(0,T; X)$ such that $\partial_t^k f, k = 0, 1, 2, \cdots, m$ exist in the weak sense and belong to $L^p(0,T; X)$. The norm of $W^{m,p}(0,T; X)$ is given by

$$
\|f\|_{W^{m,p}(0,T; X)} := \left( \int_0^T \sum_{k=0}^m \|\partial_t^k f(t,\cdot)\|_X^p \right)^{1/p}.
$$

Denote $H^m = W^{m,2}$.

Now we state the regularity of the solution for the initial value problem (2.1). The proof follows similar arguments to the proof of Lemma 2.3 in [8] by taking $p = 2$.

**Lemma 2.2.** The initial value problem (2.1) admits a unique solution $E \in C(0, T; H^3(\mathbb{R}^3))^3 \cap H^r(0, T; H^{2-\alpha+1}(\mathbb{R}^3))^3$, $\alpha = 1, 2, 3$, which satisfies

$$
\|E\|_{C(0, T; H^3(\mathbb{R}^3))^3} + \|E\|_{H^r(0, T; H^{2-\alpha+1}(\mathbb{R}^3))^3} \leq C\|g\|_{L^2(0,T)}\|J\|_{H^2(\mathbb{R}^3)}^2,
$$

where $C$ is a positive constant depending on $R$.

Applying the Sobolev imbedding theorem, it follows from Lemma 2.2 that $E \in C([0, T]; H^3(\mathbb{R}^3))^3 \cap C^2([0, T]; L^2(\mathbb{R}^3))^3$.

Denote by $I$ the 3-by-3 identity matrix and by $H$ the Heaviside step function. Recall the Green tensor $G(x,t)$ to the Maxwell system (see e.g., [8])

$$
G(x,t) = \frac{1}{4\pi |x|} \delta'(||x|-t||) I - \nabla \nabla^\top \left( \frac{1}{4\pi |x|} H(||x|-t||) \right),
$$

which satisfies

$$
\partial_t^2 G(x,t) + \nabla \times (\nabla \times G(x,t)) = -\delta(t) \delta(x) I
$$

with the homogeneous initial conditions:

$$
G(x,0) = \partial_t G(x,0) = 0, \ |x| \neq 0.
$$

Taking the Fourier transform of $G(x,t)$ with respect to the time variable yields

$$
\hat{G}(x,\kappa) = \left( g(x,\kappa) I + \frac{1}{\kappa^2} \nabla \nabla^\top g(x,\kappa) \right), \quad (2.2)
$$

which is known as the Green tensor to the reduced time-harmonic Maxwell system with the wavenumber $\kappa$. Here $g$ is the fundamental solution of the three-dimensional Helmholtz equation and is given by

$$
g(x,\kappa) = \frac{1}{4\pi} e^{i\kappa|x|}.
$$

It is clearly to verify that $\hat{G}(x,\kappa)$ satisfies

$$
\nabla \times (\nabla \times \hat{G}) - \kappa^2 \hat{G} = \delta(x) I, \quad x \in \mathbb{R}^3, \ |x| \neq 0.
$$
3. Determination of the source profile function

In this section we consider IP1. Below we state the uniqueness result. The idea of the proof is to adopt the Fourier approach of [8] to the case of a moving point source.

**Theorem 3.1.** Suppose that the orbit function \( \alpha \) is given and that \( \int_0^T g(t)dt \neq 0 \). Then the source profile function \( J(x) \) can be uniquely determined by the partial data set \( \{E(x, t) \times \nu : x \in \Gamma, t \in (0, T)\} \).

**Proof.** Assume that there are two functions \( J_1 \) and \( J_2 \) which satisfy

\[
\begin{align*}
\frac{\partial^2}{\partial t^2} E_1(x, t) + \nabla \times (\nabla \times E_1(x, t)) &= J_1(x - \alpha(t)) g(t), \quad x \in \mathbb{R}^3, \; t > 0, \\
E_1(x, 0) &= 0, \quad x \in \mathbb{R}^3,
\end{align*}
\]

and

\[
\begin{align*}
\frac{\partial^2}{\partial t^2} E_2(x, t) + \nabla \times (\nabla \times E_2(x, t)) &= J_2(x - \alpha(t)) g(t), \quad x \in \mathbb{R}^3, \; t > 0, \\
E_2(x, 0) &= 0, \quad x \in \mathbb{R}^3.
\end{align*}
\]

It suffices to show \( J_1(x) = J_2(x) \) in \( B_R \) if \( E_1(x, t) \times \nu = E_2(x, t) \times \nu \) for all \( x \in \Gamma, t \in (0, T) \).

Let \( E = E_1 - E_2 \) and

\[
f(x, t) = J_1(x - \alpha(t)) g(t) - J_2(x - \alpha(t)) g(t).
\]

Then we have

\[
\begin{align*}
\frac{\partial^2}{\partial t^2} E(x, t) + \nabla \times (\nabla \times E(x, t)) &= f(x, t), \quad x \in \mathbb{R}^3, \; t > 0, \\
E(x, 0) &= 0, \quad x \in \mathbb{R}^3, \\
E(x, t) \times \nu &= 0, \quad x \in \Gamma, \; t > 0.
\end{align*}
\]

Denote by \( \hat{E}(x, \kappa) \) the Fourier transform of \( E(x, t) \) with respect to the time \( t \), i.e.,

\[
\hat{E}(x, \kappa) = \int_{\mathbb{R}^3} E(x, t)e^{-i\kappa t}dt, \quad x \in B_R, \; \kappa \in \mathbb{R}^+.
\]

By Lemma [2.1] the improper integral on the right hand side of (3.1) makes sense and it holds that

\[
\hat{E}(x, \kappa) = \int_0^T E(x, t)e^{-i\kappa t}dt < \infty, \quad x \in B_R, \; \kappa > 0.
\]

Hence

\[
\hat{E}(x, \kappa) \times \nu = 0, \quad \forall x \in \Gamma, \; \kappa \in \mathbb{R}^+.
\]

Taking the Fourier transform of (1.1) with respect to the time \( t \), we obtain

\[
\nabla \times (\nabla \times \hat{E}) - \kappa^2 \hat{E} = \int_0^T f(x, t)e^{-i\kappa t}dt, \quad x \in \mathbb{R}^3.
\]

Since \( \text{supp}(J) \subseteq B_{R_1} \) and \( |\alpha(t)| < R_1 \), it is clear to note that \( \hat{E} \) is analytic with respect to \( \kappa \) in a neighbourhood of \( \Gamma_R \supseteq \Gamma \) and \( \hat{E} \) satisfies the Silver–Müller radiation condition:

\[
\lim_{r \to \infty} ((\nabla \times \hat{E}) \times x - i\kappa r \hat{E}) = 0, \quad r = |x|,
\]

for any fixed frequency \( \kappa > 0 \). In fact, the radiation condition of \( \hat{E} \) can be straightforwardly derived from the expression of \( E \) in terms of the Green tensor \( G(x, t) \) together with the radiation condition of \( \hat{G}(x; \kappa) \). The details may be found in [8]. Hence, we have \( \hat{E}(x, \kappa) \times \nu = 0 \) on the whole boundary \( \Gamma_R \). It follows from (2.2) that

\[
\hat{E}(x, \kappa) = \int_{\mathbb{R}^3} \hat{G}(x - y, \kappa) \int_0^T f(y, t)e^{-i\kappa t}dt \, dy.
\]
Let $\vec{E} \times \nu$ and $\vec{H} \times \nu$ be the tangential trace of the electric and the magnetic fields in the frequency domain, respectively. In the Fourier domain, there exists a capacity operator $T : H^{-1/2}(\text{div}, \Gamma_R) \rightarrow H^{-1/2}(\text{div}, \Gamma_R)$ such that the following transparent boundary condition can be imposed on $\Gamma_R$ (see e.g., [16]):

$$\hat{\vec{H}} \times \nu = T(\hat{\vec{E}} \times \nu) \quad \text{on} \quad \Gamma_R.$$  \hfill (3.3)

This implies that $\hat{\vec{H}} \times \nu$ is uniquely determined by $\hat{\vec{E}} \times \nu$ on $\Gamma_R$, provided $\hat{\vec{H}}$ and $\hat{\vec{E}}$ are radiating solutions. The transparent boundary condition (3.3) can be equivalently written as

$$(\nabla \times \hat{\vec{E}}) \times \nu = i\kappa T(\hat{\vec{E}} \times \nu) \quad \text{on} \quad \Gamma_R.$$  \hfill (3.4)

Next we introduce the functions $\hat{\vec{E}}^{\text{inc}}$ and $\hat{\vec{H}}^{\text{inc}}$ by

$$\hat{\vec{E}}^{\text{inc}}(x) = p e^{i\kappa x \cdot d} \quad \text{and} \quad \hat{\vec{H}}^{\text{inc}}(x) = q e^{i\kappa x \cdot d},$$  \hfill (3.5)

where $d \in \mathbb{S}^2$ is a unit vector and $p, q$ are two unit polarization vectors satisfying $p \cdot d = 0, q = p \times d$. It is easy to verify that $\hat{\vec{E}}^{\text{inc}}$ and $\hat{\vec{H}}^{\text{inc}}$ satisfy the homogeneous time-harmonic Maxwell equations in $\mathbb{R}^3$:

$$\nabla \times (\nabla \times \hat{\vec{E}}^{\text{inc}}) - \kappa^2 \hat{\vec{E}}^{\text{inc}} = 0$$  \hfill (3.6)

and

$$\nabla \times (\nabla \times \hat{\vec{H}}^{\text{inc}}) - \kappa^2 \hat{\vec{H}}^{\text{inc}} = 0.$$  \hfill (3.7)

Let $\xi = -\kappa d$ with $|\xi| = \kappa \in (0, \infty)$. We have from (3.5) that $\hat{\vec{E}}^{\text{inc}} = p e^{-i\xi x}$ and $\hat{\vec{H}}^{\text{inc}} = q e^{-i\xi x}$. Multiplying both sides of (3.2) by $\hat{\vec{E}}^{\text{inc}}$ and using the integration by parts over $B_R$ and (3.6), we have from $\hat{\vec{E}}(x, \kappa) \times \nu = 0$ on $\Gamma_R$ and the transparent boundary condition (3.4) that

$$\int_{B_R} \int_0^T f(x, t) e^{-i\kappa t} \cdot \hat{\vec{E}}^{\text{inc}} \, dt \, dx$$

$$= \int_{B_R} \nu \times (\nabla \times \hat{\vec{E}}) \cdot \hat{\vec{E}}^{\text{inc}} \, dx$$

$$= \int_{\Gamma_R} \nu \times (\nabla \times \hat{\vec{E}}) \cdot \hat{\vec{E}}^{\text{inc}} - \nu \times (\nabla \times \hat{\vec{E}}^{\text{inc}}) \cdot \hat{\vec{E}} \, ds$$

$$= - \int_{\Gamma_R} \left( i\kappa T(\hat{\vec{E}} \times \nu) \cdot \hat{\vec{E}}^{\text{inc}} + (\hat{\vec{E}} \times \nu) \cdot (\nabla \times \hat{\vec{E}}^{\text{inc}}) \right) \, ds$$

$$= 0.$$  \hfill (3.8)

Hence from (3.8) we obtain

$$\int_{B_R} \int_0^T p e^{-i\kappa t} \cdot g(t) J_1(x - a(t)) e^{-i\kappa t} \, dt \, dx = \int_{B_R} \int_0^T p e^{-i\kappa t} \cdot g(t) J_2(x - a(t)) e^{-i\kappa t} \, dt \, dx.$$  \hfill (3.9)

By Fubini’s theorem, it is easy to obtain

$$p \cdot \hat{\vec{J}}(\kappa d) \int_0^T g(t) e^{-i\kappa t} a(t) e^{-i\kappa t} \, dt = p \cdot \hat{\vec{J}}(\kappa d) \int_0^T g(t) e^{-i\kappa t} a(t) e^{-i\kappa t} \, dt.$$  \hfill (3.9)

Taking the limit $\kappa \to 0^+$ yields

$$\lim_{\kappa \to 0^+} \int_0^T g(t) e^{-i\kappa t} a(t) e^{-i\kappa t} \, dt = \int_0^T g(t) \, dt > 0.$$  \hfill (3.9)

Hence, there exist a small positive constant $\delta$ such that for all $\kappa \in (0, \delta)$,

$$\int_0^T g(t) e^{-i\kappa t} a(t) e^{-i\kappa t} \, dt \neq 0,$$
which together with (3.9) implies that
\[ \mathbf{p} \cdot \mathbf{\hat{J}}_1(\kappa \mathbf{d}) = \mathbf{p} \cdot \mathbf{\hat{J}}_2(\kappa \mathbf{d}). \]
Similarly, we may deduce from (3.7) and the integration by parts that
\[ \mathbf{q} \cdot \mathbf{\hat{J}}_1(\kappa \mathbf{d}) = \mathbf{q} \cdot \mathbf{\hat{J}}_2(\kappa \mathbf{d}) \quad \text{for all } \mathbf{d} \in \mathbb{S}^2, \kappa \in (0, \delta). \]
On the other hand, since \( \mathbf{J}_i, \ i = 1, 2 \) is compactly supported in \( B_{\hat{R}} \) and \( \nabla_x \cdot \mathbf{J}_i = 0 \) in \( B_{\hat{R}} \), we have
\[
\int_{\mathbb{R}^3} d e^{-i\kappa \mathbf{x} \cdot \mathbf{d}} \cdot \mathbf{J}_i(x) dx = -\frac{1}{i\kappa} \int_{B_{\hat{R}}} \nabla e^{-i\kappa \mathbf{x} \cdot \mathbf{d}} \cdot \mathbf{J}_i(x) dx \\
= \frac{1}{i\kappa} \int_{B_{\hat{R}}} e^{-i\kappa \mathbf{x} \cdot \mathbf{d}} \nabla \cdot \mathbf{J}_i(x) dx = 0.
\]
This implies that \( \mathbf{d} \cdot \mathbf{\hat{J}}_i(\kappa \mathbf{d}) = 0 \). Since \( \mathbf{p}, \mathbf{q}, \mathbf{d} \) are orthonormal vectors, they form an orthonormal basis in \( \mathbb{R}^3 \). It follows from the previous identities that
\[
\mathbf{\hat{J}}_1(\kappa \mathbf{d}) = \mathbf{p} \cdot \mathbf{\hat{J}}_1(\kappa \mathbf{d}) \mathbf{p} + \mathbf{q} \cdot \mathbf{\hat{J}}_1(\kappa \mathbf{d}) \mathbf{q} + \mathbf{d} \cdot \mathbf{\hat{J}}_1(\kappa \mathbf{d}) \mathbf{d} \\
= \mathbf{p} \cdot \mathbf{\hat{J}}_2(\kappa \mathbf{d}) \mathbf{p} + \mathbf{q} \cdot \mathbf{\hat{J}}_2(\kappa \mathbf{d}) \mathbf{q} + \mathbf{d} \cdot \mathbf{\hat{J}}_2(\kappa \mathbf{d}) \mathbf{d} \\
= \mathbf{\hat{J}}_2(\kappa \mathbf{d})
\]
for all \( \mathbf{d} \in \mathbb{S}^2 \) and \( \kappa \in (0, \delta) \). Noting that \( \mathbf{\hat{J}}_i, \ i = 1, 2 \), are analytical functions in \( \mathbb{R}^3 \), we obtain \( \mathbf{\hat{J}}_1(\xi) = \mathbf{\hat{J}}_2(\xi) \) for all \( \xi \in \mathbb{R}^3 \), which completes the proof by taking the inverse Fourier transform. \( \square \)

4. Determination of Moving Orbit Function

In this section, we assume that the source profile function \( \mathbf{J} \) is given. To prove the uniqueness for IP2, we consider two cases:

Case (i): The orbit \( \{ \mathbf{a}(t) : t \in [0, T_0] \} \subset B_{R_1} \cap \mathbb{R}^3 \) is a curve lying in three dimensions;
Case (ii): \( \{ \mathbf{a}(t) : t \in [0, T_0] \} \subset B_{R_1} \cap \Pi \), where \( \Pi \) is a plane in three dimensions.

The second case means that the path of the moving source lies on a bounded flat surface in three dimensions. Cases (i) and (ii) will be discussed separately in the subsequent two subsections.

4.1. Uniqueness to IP2 in case (i). Before stating the uniqueness result, we need an auxiliary lemma.

**Lemma 4.1.** Let \( f_1, f_2, g \in C^1([0, L]) \) be functions such that
\[
f_1' > 0, f_2' > 0, g > 0 \text{ on } [0, L]; \quad f_1(0) = f_2(0).
\]
In addition, suppose that
\[
\int_0^L f_1^n(s) g(s) ds = \int_0^L f_2^n(s) g(s) ds \tag{4.1}
\]
for all integers \( n = 0, 1, 2, \ldots \). Then it holds that \( f_1 = f_2 \) on \([0, L]\).

**Proof.** Without loss of generality we assume that \( f_1(0) = f_2(0) = 0 \). Otherwise, we may consider the functions \( s \rightarrow f_j(s) - f_j(0) \) in place of \( f_j \). To prove Lemma 4.1, we first show \( f_1(L) = f_2(L) \) and then apply the moment theory to get \( f_1 \equiv f_2 \).

Assume without loss of generality that \( f_1(L) > f_2(L) \). Write \( f_1(L) = c \) and \( \sup_{x \in (0, L]} g(x) = M \). Since \( f_1'(s) > 0 \) and \( f_1(0) = 0 \), we have \( c > 0 \). Therefore, there exists sufficiently small positive numbers \( \epsilon > 0 \) and \( \delta_1, \delta_2 > 0 \) such that
\[
f_1(s) \geq c - \delta_1, \quad f_2(s) \leq c - 2\delta_1, \quad g(s) \geq \delta_2 \quad \text{for all } s \in [L - 2\epsilon, L - \epsilon],
\]
\[
f_1(s) > f_2(s) \quad \text{for all } s \in [L - 2\epsilon, L].
\]
Using the above relations, we deduce from (4.1) that

\[
0 = \int_0^L f_1^n(s)g(s) - f_1^n(s)g(s)ds = \int_{L-\epsilon}^L f_1^n(s)g(s) - f_2^n(s)g(s)ds + \int_{L-2\epsilon}^{L-\epsilon} f_1^n(s)g(s) - f_2^n(s)g(s)ds + \int_{L-2\epsilon}^{L-2\epsilon} f_1^n(s)g(s) - f_2^n(s)g(s)ds
\]

\[
\geq \int_{L-2\epsilon}^{L-\epsilon} f_1^n(s)g(s) - f_2^n(s)g(s)ds - \int_0^{L-2\epsilon} f_2^n(s)g(s)ds
\]

\[
\geq \epsilon\delta_2\left[ (c - \delta_1)^n - (c - 2\delta_1)^n \right] - (L - 2\epsilon)M(c - 2\delta_1)^n
\]

\[
\geq (c - \delta_1)^n \left[ \epsilon\delta_2 - (\epsilon\delta_2 + (L - 2\epsilon)M)\left( \frac{c - 2\delta_1}{c - \delta_1} \right)^n \right]
\]

which means that

\[
(c - \delta_1)^n \left[ \epsilon\delta_2 - (\epsilon\delta_2 + (L - 2\epsilon)M)\left( \frac{c - 2\delta_1}{c - \delta_1} \right)^n \right] \leq 0
\]

for all integers \( n = 0, 1, 2 \cdots \). However, since \( \frac{c - 2\delta_1}{c - \delta_1} < 1 \), there exists a sufficiently large integer \( N \) > 0 such that

\[
\epsilon\delta_2 - (\epsilon\delta_2 + (L - 2\epsilon)M)\left( \frac{c - 2\delta_1}{c - \delta_1} \right)^N > 0.
\]

Then we obtain

\[
(c - \delta_1)^N \left[ \epsilon\delta_2 - (\epsilon\delta_2 + (L - 2\epsilon)M)\left( \frac{c - 2\delta_1}{c - \delta_1} \right)^N \right] > 0,
\]

which is a contradiction. Therefore, we obtain \( f_1(L) = f_2(L) \).

Denote \( c = f_1(0) = f_2(0) \) and \( d = f_1(L) = f_2(L) \). Since \( f_j \) is monotonically increasing, the relation \( \tau = f_j(s) \) implies that \( s = f_j^{-1}(\tau) \) for all \( s \in [0, L] \) and \( \tau \in [c, d] \). Using the change of variables, we get

\[
\int_0^L f_j^n(s)g(s)ds = \int_c^d \tau^n g \circ (f_j^{-1}(\tau))(f_j^{-1})'(\tau)d\tau, \quad j = 1, 2.
\]

Hence, it follows from (4.1) that

\[
\int_c^d \tau^n d\mu = \int_c^d \tau^n d\nu,
\]

where \( \mu \) and \( \nu \) are two Lebesgue measures such that

\[
d\mu = g \circ (f_1^{-1}(\tau))(f_1^{-1})'(\tau)d\tau,
\]

\[
d\nu = g \circ (f_2^{-1}(\tau))(f_2^{-1})'(\tau)d\tau.
\]

By the Stone–Weierstrass theorem, it is easy to note from (4.2) that \( d\mu = d\nu \), which means

\[
g \circ (f_1^{-1}(\tau))(f_1^{-1})'(\tau) = g \circ (f_2^{-1}(\tau))(f_2^{-1})'(\tau) \quad \text{for all} \ \tau \in [c, d].
\]

Introduce two functions

\[
F_1(\tau) = \int_0^{f_1^{-1}(\tau)} g(s)ds, \quad F_2(\tau) = \int_0^{f_2^{-1}(\tau)} g(s)ds.
\]

Hence, from (4.3) we deduce \( F'_1(\tau) = F'_2(\tau) \) for \( \tau \in [c, d] \). Moreover, since \( f_1^{-1}(c) = f_2^{-1}(c) = 0 \), we have \( F_1(c) = F_2(c) = 0 \) and then \( F_1(\tau) = F_2(\tau) \) for \( \tau \in [c, d] \), i.e.,

\[
\int_0^{f_1^{-1}(\tau)} g(s)ds = \int_0^{f_2^{-1}(\tau)} g(s)ds.
\]
From (4.4), it is easy to know that \( f_1^{-1}(\tau) = f_2^{-1}(\tau) \) for all \( \tau \in [c, d] \). Otherwise, suppose \( f_1^{-1}(\tau_0) \neq f_2^{-1}(\tau_0) \) at some point \( \tau_0 \in [c, d] \). Since \( g(s) > 0 \) for all \( s \in (0, L) \), we obtain that

\[
\int_0^{f_1^{-1}(\tau_0)} g(s) \, ds \neq \int_0^{f_2^{-1}(\tau_0)} g(s) \, ds,
\]

which is a contradiction. Consequently, we obtain \( f_1^{-1} = f_2^{-1} \) and thus \( f_1(s) = f_2(s) \) for all \( s \in [0, L] \). The proof is complete.

Our uniqueness result for the determination of \( a \) is stated as follows.

**Theorem 4.2.** Assume that \( a(0) = O \in \mathbb{R}^3 \) is located at the origin and that each component \( a_j, j = 1, 2, 3 \) of \( a \) satisfies \( |a'_j(t)| < 1 \) for \( t \in [0, T_0] \). Then the function \( a(t), t \in [0, T_0] \) can be uniquely determined by the data set \( \{ E(x, t) \times \nu : x \in \Gamma, t \in (0, T) \} \).

**Proof.** Assume that there are two orbit functions \( a \) and \( b \) such that

\[
\begin{align*}
\partial_t^2 E_1(x, t) + \nabla \times (\nabla \times E_1(x, t)) &= J(x - a(t))g(t), \quad x \in \mathbb{R}^3, t > 0, \\
E_1(x, 0) &= \partial_t E_1(x, 0) = 0, \quad x \in \mathbb{R}^3,
\end{align*}
\]

and

\[
\begin{align*}
\partial_t^2 E_2(x, t) + \nabla \times (\nabla \times E_2(x, t)) &= J(x - b(t))g(t), \quad x \in \mathbb{R}^3, t > 0, \\
E_2(x, 0) &= \partial_t E_2(x, 0) = 0, \quad x \in \mathbb{R}^3.
\end{align*}
\]

Here we assume that \( b(0) = O \) and \( |b'_j(t)| < 1 \) for \( t \in [0, t_0] \) and \( j = 1, 2, 3 \). We need to show \( a(t) = b(t) \) in \( (0, T_0) \) if \( E_1(x, t) \times \nu(x) = E_2(x, t) \times \nu \) for \( x \in \Gamma, t \in (0, T) \).

For each unit vector \( d \), we can choose two unit polarization vectors \( p, q \) such that \( p \cdot d = 0, q = p \times d \). Letting \( E = E_1 - E_2 \) and following similar arguments as those of Theorem 3.1, we obtain

\[
\begin{align*}
\int_0^T g(t)e^{-i\kappa d \cdot \mathbf{a}(t)}e^{-i\mathbf{a} \cdot \mathbf{b}(t)} \, dt &= p \cdot \hat{J}(\kappa d) \int_0^T g(t)e^{-i\kappa d \cdot \mathbf{b}(t)}e^{-i\mathbf{b} \cdot \mathbf{b}(t)} \, dt, \quad (4.5) \\
\int_0^T g(t)e^{-i\kappa d \cdot \mathbf{a}(t)}e^{-i\mathbf{a} \cdot \mathbf{b}(t)} \, dt &= q \cdot \hat{J}(\kappa d) \int_0^T g(t)e^{-i\kappa d \cdot \mathbf{b}(t)}e^{-i\mathbf{b} \cdot \mathbf{b}(t)} \, dt, \quad (4.6)
\end{align*}
\]

and

\[
d \cdot \hat{J}(\kappa d) = 0,
\]

which means

\[
\hat{J}(\kappa d) = p \cdot \hat{J}(\kappa d)p + q \cdot \hat{J}(\kappa d)q.
\]

Therefore, since \( J \neq 0 \), for each unit vector \( d \) there exists a sequence \( \{\kappa_j\}_{j=1}^{\infty} \) such that \( \lim_{j \to 0} \kappa_j = 0 \) and for each \( \kappa_j \), either \( p \cdot \hat{J}(\kappa_j d) \neq 0 \) or \( q \cdot \hat{J}(\kappa_j d) \neq 0 \). Hence from (4.5)–(4.6) we have

\[
\int_0^T e^{-i\kappa_j d \cdot a(t)}g(t) \, dt = \int_0^T e^{-i\kappa_j d \cdot b(t)}g(t) \, dt, \quad j = 1, 2, \cdots.
\]

(4.7)

Expanding \( e^{-i\kappa_j d \cdot a(t)}e^{-i\kappa_j t} \) and \( e^{-i\kappa_j d \cdot a(t)}e^{-i\kappa_j t} \) into power series with respect to \( \kappa_j \), we write (4.7) as

\[
\sum_{n=0}^{\infty} \frac{\alpha_n}{n!} \kappa_j^n = \sum_{n=0}^{\infty} \frac{\beta_n}{n!} \kappa_j^n,
\]

(4.8)

where

\[
\alpha_n := \int_0^T (d \cdot a(t) + t)^n g(t) \, dt, \quad \beta_n := \int_0^T (d \cdot b(t) + t)^n g(t) \, dt, \quad n = 1, 2, \cdots.
\]
Moreover, we assume that still have support for all $\kappa_j$ and \(\lim_{j \to \infty} \kappa_j = 0\), it is easy to conclude that $\alpha_n = \beta_n$ for $n = 0, 1, 2 \cdots$. Choosing $d = (1, 0, 0)$, we have

\[
(a_1(t) + t)' = 1 + a_1'(t) > 0, \quad (b_1(t) + t)' = 1 + b_1'(t) > 0, \quad a_1(0) = b_1(0).
\]

It follows from $\alpha_n = \beta_n$ and Lemma 4.1 that $a_1(t) = b_1(t)$ for $t \in [0, T_0]$. Similarly letting $d = (0, 1, 0)$ and $d = (0, 0, 1)$ we have $a_2(t) = b_2(t)$ and $a_3(t) = b_3(t)$ for $t \in [0, T_0]$, respectively, which proves that $a(t) = b(t)$ for $t \in [0, T_0]$.

Remark 4.3. In Theorem 4.2, it states that we can only recover the function $\alpha(t)$ over the finite time period $[0, T_0]$ because the moving source radiates in this time period, i.e., supp($g$) = $[0, T_0]$. The information of $\alpha(t)$ for $t > T_0$ cannot be retrieved. The monotonicity assumption $\alpha'_j \geq 0$ for $j = 1, 2, 3$ can be replaced by the following condition: there exist three linearly independent unit directions $d_j, j = 1, 2, 3$ such that

\[
|d_j \cdot \alpha'(t)| < 1, \quad t \in [0, T_0], \quad j = 1, 2, 3.
\]

Note that this condition can always be fulfilled if the source moves along a straight line with the speed less than one.

4.2. Uniqueness to IP2 in case (ii). For simplicity of notation, let $\tilde{x} = (x_1, x_2, 0)$ for $x = (x_1, x_2, x_3)$ and $\mathbb{R}^2 = \{x \in \mathbb{R}^3 : x_3 = 0\}$. Let $\tilde{\alpha}(t) \in \mathbb{R}^2$ for all $t \in [0, T_0]$. In this subsection, we assume that $F(x, t) = J(\tilde{x} - \tilde{\alpha}(t)) h(x_3) g(t)$, \(x \in \mathbb{R}^3, t \in \mathbb{R}_+\), where $J(x) = (J_1(\tilde{x}), J_2(\tilde{x}), 0) \in H^2(\mathbb{R}^2)^3$ depends only on $\tilde{x}$ and $h \in H^2(\mathbb{R})$, supp($h$) $\subset (-\tilde{R}, \tilde{R})\sqrt{2}/2$.

Moreover, we assume that $h$ does not vanish identically and

\[
\text{supp}(J) \subset \{\tilde{x} \in \mathbb{R}^2 : |\tilde{x}| < \tilde{R}\sqrt{2}/2\}, \quad \nabla\tilde{x} J(\tilde{x}) = 0.
\]

The temporal function $g$ is defined the same as in the previous sections. The above assumptions imply that we still have supp($F$) $\subset B_{\tilde{R}} \times [0, T_0]$ and div $F = 0$ in $\mathbb{R}^3$. We consider the inhomogeneous Maxwell system

\[
\begin{cases}
\partial_t^2 E(x, t) + \nabla \times (\nabla \times E(x, t)) = J(\tilde{x} - \tilde{\alpha}(t)) h(x_3) g(t), & x \in \mathbb{R}^3, t > 0, \\
E(x, 0) = \partial_t E(x, 0) = 0, & x \in \mathbb{R}^3.
\end{cases} \tag{4.9}
\]

Since the equation (4.9) is a special case of (1.1), the results of Lemmas 2.1 and 2.2 also apply to this case.

For our inverse problem, it is assumed that $J \in \mathcal{A}$ is a given source function, where the admissible set

\[
\mathcal{A} = \{J = (J_1, J_2, 0) : J_i(0) > J_i(\tilde{x}) \text{ for } i = 1 \text{ or } i = 2 \text{ and all } \tilde{x} \neq 0\}.
\]

The $x_3$-dependent function $h$ is also assumed to be given. We point out that these a priori information of $J$ and $h$ are physically reasonable, while $J$ and $h$ can be regarded as approximation of the Dirac functions (for example, Gaussian functions) with respect to $x$ and $x_3$, respectively. Our aim is to recover the unknown orbit function $\tilde{\alpha}(t) \in C^1([0, T_0]^2)$ which has a upper bound $|\tilde{\alpha}(t)| \leq R_1$ for some $R_1 > 0$ and for all $t \in [0, T_0]$.

Let $R > \tilde{R} + R_1$ and $T = T_0 + R + \tilde{R} + R_1$.

Below we prove that the tangential trace of the dynamical magnetic field on $\Gamma_R \times (0, T)$ can be uniquely determined by that of the electric field. It will be used in the subsequent uniqueness proof with the data measured on the whole surface $\Gamma_R$.

Lemma 4.4. Assume that the electric field $E \in C([0, T]; H^2(\mathbb{R}^3))^3 \cap C^2([0, T]; L^2(\mathbb{R}^3))^3$ satisfies

\[
\begin{cases}
\partial_t^2 E(x, t) + \nabla \times (\nabla \times E(x, t)) = 0, & |x| > R, \ t \in (0, T), \\
E(x, 0) = \partial_t E(x, 0) = 0, & x \in \mathbb{R}^3.
\end{cases}
\]

If $E \times \nu = 0$ on $\Gamma_R \times (0, T)$, then $(\nabla \times E) \times \nu = 0$ on $\Gamma_R \times (0, T)$. 


Proof. Let us assume that \( E \times \nu = 0 \) on \( \Gamma_R \times (0, T) \) and consider \( V \) defined by
\[
V(x, t) = \int_0^t E(x, s)ds, \quad (x, t) \in \mathbb{R}^3 \times (0, T).
\]
In view of (4.4) and the fact that \( E(x, t) \times \nu = 0 \) on \( \Gamma_R \times (0, T) \), we find
\[
\begin{align*}
\partial_t^2 V(x, t) + \nabla \times (\nabla \times V(x, t)) = 0, & \quad |x| > R, \ t \in (0, T), \\
V(x, 0) = \partial_t V(x, 0) = 0, & \quad \forall x \in \mathbb{R}^3, \\
\partial_t V(x, t) \times \nu(x) = 0, & \quad (x, t) \in \Gamma_R \times (0, T).
\end{align*}
\]
We define the energy \( E \) associated to \( V \) on \( \Omega := \{ x \in \mathbb{R}^3 : |x| > R \} \)
\[
E(t) := \int_\Omega (|\partial_t V(x, t)|^2 + |\nabla \times V(x, t)|^2)dx, \quad t \in [0, T].
\]
Since \( E \in C([0, T]; H^2(\mathbb{R}^3))^3 \cap C^2([0, T]; L^2(\mathbb{R}^3))^3 \), we have
\[
V \in C([0, T]; H^2(\mathbb{R}^3))^3 \cap C^1([0, T]; H^2(\mathbb{R}^3))^3 \cap C(\mathbb{R}^3)^3.
\]
It follows that \( E \in C^1([0, T]) \). Moreover, we get
\[
E'(t) = 2 \int_\Omega [\partial_t^2 V(x, t) \cdot \partial_t V(x, t) + (\nabla \times V(x, t)) \cdot (\nabla \times \partial_t V(x, t))] dx.
\]
Integrating by parts in \( x \in \Omega \) and applying (4.10), we obtain
\[
\begin{align*}
E'(t) &= 2 \int_\Omega [\partial_t^2 V + \nabla \times (\nabla \times V)] \cdot \partial_t V \ dx \\
&\quad + 2 \int_{\Gamma_R} (\nabla \times V) \cdot (\nu \times \partial_t V) ds \\
&= 0.
\end{align*}
\]
This proves that \( E \) is a constant function. Since
\[
E(0) = \int_\Omega (|\partial_t V(x, 0)|^2 + |\nabla \times V(x, 0)|^2)dx = 0,
\]
we deduce \( E(t) = 0 \) for all \( t \in [0, T] \). In particular, we have
\[
\int_\Omega |E(x, t)|^2 dx = \int_\Omega |\partial_t V(x, t)|^2 dx \leq E(t) = 0, \quad t \in [0, T].
\]
This proves that
\[
E(x, t) = 0, \quad |x| > R, \ t \in (0, T),
\]
which implies that \( (\nabla \times E) \times \nu = 0 \) on \( \Gamma_R \times (0, T) \) and completes the proof. \( \square \)

In the following lemma, we present a uniqueness result for recovering \( \tilde{a} \) from the tangential trace of the electric field measured on \( \Gamma_R \). Our arguments are inspired by a recent uniqueness result \( [9] \) to inverse source problems in elastodynamics. Compared to the uniqueness result of Theorem 4.2, the slow moving assumption of the source is not required in the following Theorem 4.5.

**Theorem 4.5.** Assume that \( J \in A \) and the non-vanishing function \( h \) are both known. Then the function \( \tilde{a}(t), t \in [0, T_0] \) can be uniquely determined by the data set \( \{ E(x, t) \times \nu : x \in \Gamma_R, t \in (0, T) \} \).

**Proof.** Assume that there are two functions \( \tilde{a} \) and \( \tilde{b} \) such that
\[
\begin{align*}
\partial_t^2 E_1(x, t) + \nabla \times (\nabla \times E_1(x, t)) &= J(\tilde{a} - \tilde{a}(t))h(x_3)g(t), \quad x \in \mathbb{R}^3, \ t > 0, \\
E_1(x, 0) = \partial_t E_1(x, 0) &= 0, \quad x \in \mathbb{R}^3.
\end{align*}
\]
and
\[
\begin{align*}
\frac{\partial^2}{\partial t^2} E_2(x,t) + \nabla \times (\nabla \times E_2(x,t)) &= J(\bar{x} - \bar{b}(t)) h(x_3) g(t), & x \in \mathbb{R}^3, \ t > 0, \\
E_2(x,0) &= \partial_t E_2(x,0) = 0, & x \in \mathbb{R}^3.
\end{align*}
\] (4.12)

It suffices to show that \( \bar{a}(t) = \bar{b}(t) \) in \((0, T_0)\) if \( E_1(x,t) \times \nu = E_2(x,t) \times \nu \) for \( x \in \Gamma_R, t \in (0, T) \). Denote \( E = E_1 - E_2 \) and
\[
f(\bar{x}, t) = J(\bar{x} - \bar{a}(t)) g(t) - J(\bar{x} - \bar{b}(t)) g(t).
\]

Subtracting (4.11) from (4.12) yields
\[
\begin{align*}
\frac{\partial^2}{\partial t^2} E(x,t) + \nabla \times (\nabla \times E(x,t)) &= f(\bar{x}, t) h(x_3) g(t), & x \in \mathbb{R}^3, \ t > 0, \\
E(x,0) &= \partial_t E(x,0) = 0, & x \in \mathbb{R}^3.
\end{align*}
\] (4.13)

Since \( h \) does not vanish identically, we can always find an interval \( \Lambda = (a_-, a_+) \subset \mathbb{R}_+ \) such that
\[
\int_{-R \sqrt{2}/2}^{R \sqrt{2}/2} e^{\lambda x_3} h(x_3) dx_3 \neq 0, \quad \forall \lambda \in \Lambda.
\] (4.14)

Set \( H := \{(x_1, x_2) : a_-^2 < x_2^2 - x_1^2 < a_+^2, \ x_1 > 0, \ x_2 > 0\} \), which is an open set in \( \mathbb{R}^2 \). We choose a test function \( F(x,t) \) of the form
\[
F(x,t) = \bar{p} e^{-i \kappa_1 t} e^{-i \kappa_2 \bar{d} \cdot \hat{x}} e^{\sqrt{\kappa_2^2 - \kappa_1^2} x_3},
\]

where \( \bar{d} = (d_1, d_2, 0) \) is a unit vector, \( \bar{p} = (p_1, p_2, 0) \) is a unit vector orthogonal to \( \bar{d} \), and \( \kappa_1, \kappa_2 \) are positive constants such that \((\kappa_1, \kappa_2) \in H \). It is easy to verify that
\[
\partial^2_{tt} F(x,t) + \nabla \times (\nabla \times F(x,t)) = 0.
\] (4.15)

Since \( E(x,t) \times \nu = 0 \) on \( \Gamma_R \), from Lemma 4.4, we also have \((\nabla \times E(x,t)) \times \nu = 0 \) on \( \Gamma_R \). Consequently, multiplying both sides of the Maxwell system by \( F \) and using integration by parts over \([0, T] \times B_R \), we can obtain from (4.15) that
\[
\begin{align*}
\int_0^T \int_{B_R} f(\bar{x}, t) h(x_3) \cdot F(x,t) dx dt &= \int_0^T \int_{B_R} \left( \partial^2_{tt} E(x,t) + \nabla \times (\nabla \times E(x,t)) \right) \cdot F(x,t) dx dt \\
&= \int_0^T \int_{\Gamma_R} \nu \times (\nabla \times E(x,t)) \cdot F(x,t) - \nu \times (\nabla \times F(x,t)) \cdot E(x,t) ds dt \\
&= \int_0^T \int_{\Gamma_R} \nu \times (\nabla \times E(x,t)) \cdot F(x,t) - (E(x,t) \times \nu) \cdot (\nabla \times F(x,t)) ds dt \\
&= 0.
\end{align*}
\]

Note that in the last step we have used Lemma 4.4. Recalling the definition of \( F \) and \( f \), we obtain from the previous identity that
\[
\left( \int_{-R \sqrt{2}/2}^{R \sqrt{2}/2} e^{\sqrt{\kappa_2^2 - \kappa_1^2} x_3} h(x_3) dx_3 \right) \bar{p} \cdot \int_0^T \int_{B_R} f(\bar{x}, t) e^{-i \kappa_1 t} e^{-i \kappa_2 \bar{d} \cdot \hat{x}} d\bar{x} dt = 0.
\]

In view of (4.14) and the choice of \( \kappa_1, \kappa_2 \), we get
\[
\bar{p} \cdot \int_0^T \int_{B_R} f(\bar{x}, t) e^{-i \kappa_1 t} e^{-i \kappa_2 \bar{d} \cdot \hat{x}} d\bar{x} dt = 0.
\]
For a vector \(v(\mathbf{x}, t) \in \mathbb{R}^3\), denote by \(\hat{v}(\xi), \xi \in \mathbb{R}^3\) the Fourier transform of \(v\) with respect to the variable \((\mathbf{x}, t)\), i.e.,

\[
\hat{v}(\xi) = \int_{\mathbb{R}^3} v(\mathbf{x}, t) e^{-i\xi \cdot (\mathbf{x}, t)} d\mathbf{x} dt.
\]

Consequently, it holds that

\[
\check{p} \cdot \hat{f}(\kappa_2 \mathbf{d}, \kappa_1) = 0
\]

for all \(\kappa_2 > \kappa_1 > 0\) and \(|\mathbf{d}| = 1\).

On the other hand, since \(\nabla_{\mathbf{x}} \cdot J = 0\), we have \(\nabla_{\mathbf{x}} \cdot f = 0\). Hence,

\[
\begin{aligned}
\check{d} \cdot \int_0^T \int_{B_R} f(\mathbf{x}, t) e^{-i\kappa_1 t} e^{-i\kappa_2 |\mathbf{d}| \mathbf{x}} d\mathbf{x} dt \\
= -\frac{1}{i\kappa_2} \int_0^T \int_{B_R} f(\mathbf{x}, t) \cdot \nabla_{\mathbf{x}} e^{-i\kappa_2 |\mathbf{d}| \mathbf{x}} d\mathbf{x} dt \\
= \frac{1}{i\kappa_2} \int_0^T \int_{B_R} \nabla_{\mathbf{x}} \cdot f(\mathbf{x}, t) e^{-i\kappa_2 |\mathbf{d}| \mathbf{x}} d\mathbf{x} dt \\
= 0,
\end{aligned}
\]

which means \(\check{d} \cdot \hat{f}(\kappa_2 \mathbf{d}, \kappa_1) = 0\) for all \((\kappa_1, \kappa_2) \in H\) and \(|\mathbf{d}| = 1\). Since both \(\mathbf{d}\) and \(\check{p}\) are orthonormal vectors in \(\mathbb{R}^2\), they form an orthonormal basis in \(\mathbb{R}^2\). Therefore we have

\[
\hat{f}(\kappa_2 \mathbf{d}, \kappa_1) = \check{d} \cdot \hat{f}(\kappa_2 \mathbf{d}, \kappa_1) \check{d} + \check{p} \cdot \hat{f}(\kappa_2 \mathbf{d}, \kappa_1) \check{p} = 0
\]

for all \((\kappa_1, \kappa_2) \in H\) and \(|\mathbf{d}| = 1\). Since \(\check{f}\) is analytic in \(\mathbb{R}^3\) and \((\kappa_1, \kappa_2) \in H\), \(|\mathbf{d}| = 1\) is an open set in \(\mathbb{R}^3\), we have \(\hat{f}(\xi) = 0\) for all \(\xi \in \mathbb{R}^3\), which means \(\check{f}(\mathbf{x}, t) \equiv 0\) and then

\[
J(\mathbf{x} - \check{a}(t)) g(t) = J(\mathbf{x} - \check{b}(t)) g(t)
\]

for all \(\mathbf{x} \in \mathbb{R}^2\) and \(t > 0\). This particularity gives

\[
J(\mathbf{x} - \check{a}(t)) = J(\mathbf{x} - \check{b}(t)) \quad \text{for all} \quad t \in (0, T_0), \quad \mathbf{x} = (x_1, x_2, 0).
\]

(4.16)

Assume that there exists one time point \(t_0 \in (0, T_0)\) such that \(\check{a}(t_0) \neq \check{b}(t_0)\). By choosing \(\mathbf{x} = \check{a}(t_0)\) we deduce from (4.16) that

\[
J(0) = J(\check{a}(t_0) - \check{b}(t_0)),
\]

which is a contradiction to our assumption that \(J \notin \mathcal{A}\). This finishes the proof of \(\check{a}(t) = \check{b}(t)\) for \(t \in [0, T_0]\).

\[\square\]

**Remark 4.6.** The proof of Theorem 4.5 does not depend on the Fourier transform of the electromagnetic field in time, but it requires the data measured on the whole surface \(\Gamma_R\). However, the Fourier approach presented in the proof of Theorems 4.4 and 4.2 straightforwardly carries over to the proof of Theorem 4.5 without any additional difficulties. Particular, the result of Theorem 4.5 remain valid with the partial data \(\{E(x, t) \times \nu : x \in \Gamma \subset \Gamma_R, t \in (0, T)\}\).

**Remark 4.7.** In the case of the scalar wave equation,

\[
\begin{cases}
\frac{\partial^2}{\partial t^2} u(\mathbf{x}, t) + \nabla \times (\nabla \times u(\mathbf{x}, t)) = J(\mathbf{x} - \check{a}(t)) h(x_3) g(t), & \mathbf{x} \in \mathbb{R}^3, \ t > 0, \\
u(\mathbf{x}, 0) = \partial_t u(\mathbf{x}, 0) = 0, & \mathbf{x} \in \mathbb{R}^3,
\end{cases}
\]

where \(J : \mathbb{R}^2 \to \mathbb{R}_+\) is a scalar function compactly supported on \(\{(x_1, x_2) \in \mathbb{R}^2 : x_1^2 + x_2^2 < R^2\}\). Then, following the same arguments as in the proof of Theorem 4.5 one can prove that \(\check{a}(t), t \in [0, T_0]\) can be uniquely determined by the data set \(\{E(x, t) \times \nu : x \in \Gamma \subset \Gamma_R, t \in (0, T)\}\).
5. INVERSE MOVING SOURCE PROBLEM FOR A DELTA DISTRIBUTION

As seen in the previous sections, when the temporal function $g$ is supported on $[0, T_0]$, it is possible to recover the moving orbit function $a(t)$ for $t \in [0, T_0]$. In this section we consider the case where the temporal function shrinks to the Dirac distribution $g(t) = \delta(t - t_0)$ with some unknown time point $t_0 > 0$. Our aim is to determine $t_0$ and $a(t_0)$ from the electric data at a finite number of measurement points.

Consider the following initial value problem of the time-dependent Maxwell equation

\[
\begin{aligned}
\partial_t^2 E(x, t) + \nabla \times (\nabla \times E(x, t)) &= -J(x - a(t))\delta(t - t_0), & \quad x \in \mathbb{R}^3, \ t > 0, \\
E(x, 0) &= \partial_t E(x, 0) = 0, & \quad x \in \mathbb{R}^3.
\end{aligned}
\] (5.1)

Since $\nabla \cdot J = 0$, the electric field $E(x)$ in this case can be expressed as

\[
E(x, t) = \int_0^\infty \int_{\mathbb{R}^3} G(x - y, t - s)J(y - a(s))\delta(s - t_0)dyds
= \int_0^\infty \int_{\mathbb{R}^3} \frac{1}{4\pi|x - y|}\delta(|x - y| - (t - s))J(y - a(s))\delta(s - t_0)dyds
- \int_0^\infty \int_{\mathbb{R}^3} \nabla_x \nabla_x^\top \left( H(|x - y| + s - t) \right) J(y - a(s))\delta(s - t_0)dyds
= \int_0^\infty \int_{\mathbb{R}^3} \frac{1}{4\pi|x - y|}\delta(|x - y| - (t - s))J(y - a(s))\delta(s - t_0)dyds
- \int_0^\infty \int_{\mathbb{R}^3} \nabla_y \nabla_y^\top \left( H(|x - y| + s - t) \right) J(y - a(s))\delta(s - t_0)dyds
= \int_{\mathbb{R}^3} \frac{1}{4\pi|x - y|}\delta(|x - y| - (t - t_0))J(y - a(t_0))dy.
\] (5.2)

Before stating the main theorem of this section, we describe the strategy for the choice of four measurement points (or receivers) on the sphere $\Gamma_R$. The geometry is shown in Figure 1. First, we choose arbitrarily three different points $x_1, x_2, x_3 \in \Gamma_R$. Denote by $P$ the uniquely determined plane passing through $x_1, x_2$ and $x_3$, and by $L$ the line passing through the origin and perpendicular to $P$. Obviously the straight line $L$ has two intersection points with $\Gamma_R$. Choose one of the intersection points with the longer distance to plane $P$ as the fourth point $x_4$. If the two intersection points have the same distance to $P$, we can choose either one of them as $x_4$. By our choice of $x_j, j = 1, 2, 3, 4$, they cannot lie on one side of any plane passing through the origin, if the plane $P$ determined by $x_j, j = 1, 2, 3$ does not pass through the origin.

**Theorem 5.1.** Let the measurement positions $x_j \in \Gamma_R, j = 1, \cdots, 4$ be given as above and let $J$ be specified as in the introduction part. We assume additionally that $\text{supp}(J) = B_R$ and there exists a small constant...
\[ \delta > 0 \text{ such that } |J_i(x)| > 0 \text{ for all } \hat{R} - \delta \leq |x| \leq \hat{R} \text{ and } i = 1, 2, 3. \] Then both \( t_0 \) and \( a(t_0) \) can be uniquely determined by the data set \( \{ E(x_j, t) : j = 1, \ldots, 4, t \in (0, T) \} \), where \( T = t_0 + \hat{R} + R_1 + R \).

**Proof.** Analogously to Lemma 2.1, one can prove that \( E(x, t) = 0 \) for all \( x \in B_R \text{ and } t > T \). Taking the Fourier transform of \( E(x, t) \) in (3.1) with respect to \( t \) and making use of the representation of \( E \) in (5.2), we obtain

\[
\hat{E}(x, \kappa) = \int_{\mathbb{R}^3} e^{i \kappa (t_0 + |x - y|)} J(y - a(t_0)) dy = e^{i \kappa t_0} \int_{\mathbb{R}^3} e^{i \kappa \rho} \int_{\Gamma_\rho(x)} J(y - a(t_0)) dy d\rho,
\]

(5.3)

where \( \Gamma_\rho(x) := \{ y \in \mathbb{R}^3 : |y - x| = \rho \} \). Assume that there are two orbit functions \( a \) and \( b \) and two time points \( t_0 \) and \( \tilde{t}_0 \) such that

\[
\begin{cases}
\partial_t^2 E_1(x, t) + \nabla \times (\nabla \times E_1(x, t)) = -J(x - a(t)) \delta(t - t_0), & x \in \mathbb{R}^3, \ t > 0, \\
E_1(x, 0) = \partial_t E_1(x, 0) = 0, & x \in \mathbb{R}^3,
\end{cases}
\]

and

\[
\begin{cases}
\partial_t^2 E_2(x, t) + \nabla \times (\nabla \times E_2(x, t)) = -J(x - b(t)) \delta(t - \tilde{t}_0), & x \in \mathbb{R}^3, \ t > 0, \\
E_2(x, 0) = \partial_t E_2(x, 0) = 0, & x \in \mathbb{R}^3.
\end{cases}
\]

We need to prove \( t_0 = \tilde{t}_0 \) and \( a(t_0) = b(\tilde{t}_0) \) under the condition \( E_1(x_j, t) = E_2(x_j, t) \) for \( t \in [0, T] \) and \( j = 1, 2, 3, 4 \). Below we denote by \( x \in \Gamma_\hat{R} \) one of the measurement points \( x_j (j = 1, \ldots, 4) \). Introduce the functions \( F, F_a, F_b : \mathbb{R}_+ \to \mathbb{R} \) as follows:

\[
F(\rho) = \frac{1}{\rho} \int_{\Gamma_\rho(x)} J(y) dy,
\]

\[
F_a(\rho) = \frac{1}{\rho} \int_{\Gamma_\rho(x)} J(y - a(t_0)) dy,
\]

\[
F_b(\rho) = \frac{1}{\rho} \int_{\Gamma_\rho(x)} J(y - b(\tilde{t}_0)) dy.
\]

Since \( \text{supp}(J) = B_\hat{R} \) and by our assumption, each component \( J_j(x) (j = 1, 2, 3) \) is either positive or negative in a small neighborhood of \( \Gamma_\hat{R} \), we can obtain that

\[
\begin{align*}
\inf \{ \rho \in \text{supp}(F) \} &= |x| - \hat{R}, \\
\sup \{ \rho \in \text{supp}(F) \} &= |x| + \hat{R}, \\
\inf \{ \rho \in \text{supp}(F_a) \} &= |x - a(t_0)| - \hat{R}, \\
\sup \{ \rho \in \text{supp}(F_a) \} &= |x - a(t_0)| + \hat{R}, \\
\inf \{ \rho \in \text{supp}(F_b) \} &= |x - b(\tilde{t}_0)| - \hat{R}, \\
\sup \{ \rho \in \text{supp}(F_b) \} &= |x - b(\tilde{t}_0)| + \hat{R}.
\end{align*}
\]

Since \( E_1(x, t) = E_2(x, t), \ t \in [0, T] \) for some point \( x \in \partial B_\hat{R}, \) from (5.3) we have

\[
e^{i \kappa t_0} \hat{F}_a(\kappa) = e^{i \kappa \tilde{t}_0} \hat{F}_b(\kappa)
\]

for all \( \kappa > 0 \), which means

\[
\hat{F}_a(\kappa) = e^{-i \kappa (t_0 - \tilde{t}_0)} \hat{F}_b(\kappa).
\]

(5.5)

Recalling the property of the Fourier transform,

\[
F_b(\rho - (t_0 - \tilde{t}_0))(\kappa) = e^{-i \kappa (t_0 - \tilde{t}_0)} \hat{F}_b(\kappa),
\]

we deduce from (5.5) that

\[
F_b(\rho - (t_0 - \tilde{t}_0)) = F_a(\rho), \quad \rho \in \mathbb{R}^+.
\]
Particularly,
\[
\inf\{\text{supp}(\mathcal{F}_b(\cdot - (t_0 - \tilde{t}_0)))\} = \inf\{\text{supp}(\mathcal{F}_a(\cdot))\},
\]
\[
\sup\{\text{supp}(\mathcal{F}_b(\cdot - (t_0 - \tilde{t}_0)))\} = \sup\{\text{supp}(\mathcal{F}_a(\cdot))\}.
\]
Therefore, we derive from (5.4) that
\[
|x - b(\tilde{t}_0)| - \hat{R} + (t_0 - \tilde{t}_0) = |x - a(t_0)| - \hat{R},
\]
\[
|x - b(\tilde{t}_0)| + \hat{R} + (t_0 - \tilde{t}_0) = |x - a(t_0)| + \hat{R},
\]
which means
\[
|x - b(\tilde{t}_0)| - |x - a(t_0)| = \tilde{t}_0 - t_0. \tag{5.6}
\]
Physically, the right and left hand sides of the above identity represent the difference of the flight time between \(x\) and \(a(t_0), b(\tilde{t}_0)\). Note that the wave speed has been normalized to one for simplicity.

Finally, we prove that the identity (5.6) cannot hold simultaneously for our choice of measurement points \(x_j \in \Gamma_R (j = 1, \cdots, 4)\). Obviously, the set \(\{x \in \mathbb{R}^3 : |x - b(\tilde{t}_0)| - |x - a(t_0)| = t_0 - \tilde{t}_0\}\) represents one sheet of a hyperboloid. This implies that \(x_j (j = 1, 2, 3, 4)\) should be located on one half sphere of radius \(R\) excluding the corresponding equator, which is a contradiction to our choice of \(x_j\). Then we have \(t_0 = \tilde{t}_0\) and (5.6) then becomes
\[
|x - b(t_0)| - |x - a(t_0)| = 0.
\]
This implies that \(x_1, x_2, x_3, x_4\) should be on the same plane. This is also a contradiction to our choice of \(x_i, i = 1, \cdots, 4\). Then we have \(a(t_0) = b(t_0)\). \(\square\)

**Remark 5.2.** If the source term on the right hand side of (5.1) takes the form
\[
\mathcal{F}(x, t) = -J(x - a(t)) \sum_{j=1}^{m} \delta(t - t_j),
\]
with the impulsive time points
\[
t_1 < t_2 < \cdots < t_m, \quad |t_{j+1} - t_j| > R.
\]
One can prove that the set \(\{(t_j, a(t_j)) : j = 1, 2, \cdots, m\}\) can be uniquely determined by \(\{E(x_j, t) : j = 1, \cdots, 4, t \in (0, T)\}\), where \(T = t_m + \hat{R} + R_1 + R\). In fact, for \(2 \leq j \leq m\), one can prove that \((t_j, a(t_j))\) can be uniquely determined by \(\{E(x_j, t) : j = 1, \cdots, 4, t \in (T_{j-1}, T_j)\}\), where \(T_j = T_{j-1} + t_j\) and \(T_1 := t_1 + \hat{R} + R_1 + R\).
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