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Abstract—Deep neural networks have achieved state-of-art performance in many domains including computer vision, natural language processing and self-driving cars. However, they are very computationally expensive and memory intensive which raises significant challenges when it comes to deploy or train them on strict latency applications or resource-limited environments. As a result, many attempts have been introduced to accelerate and compress deep learning models, however the majority were not able to maintain the same accuracy of the baseline models. In this paper, we describe EnSyth, a deep learning ensemble approach to enhance the predictability of compact neural network’s models. First, we generate a set of diverse compressed deep learning models using different hyperparameters for a pruning method, after that we utilise ensemble learning to synthesise the outputs of the compressed models to compose a new pool of classifiers. Finally, we apply backward elimination on the generated pool to explore the best performing combinations of models. On CIFAR-10, CIFAR-5 data-sets with LeNet-5, EnSyth outperforms the predictability of the baseline model.

Index Terms—deep learning, neural networks, acceleration, compression, ensemble learning, lightweight models

I. INTRODUCTION

Deep learning has gained considerable attention over the past decade because it has achieved remarkable success in various domains [1] [2] [3]. It has become a dominant tool to learn and solve complex problems. The secret behind its success is mostly related to employing many hidden layers that learn different features hierarchically, with classification at the output layer typically performed by the soft-max function. Due to this large number of layers, deep neural networks are generally complex and computationally expensive. For instance, VGG-16 model [4] has around 138 millions of parameters and requires approximately 550 MB of memory space – such a model could neither be trained nor deployed on low-memory devices. To overcome the complexity of deep neural networks, many compression and acceleration strategies have been introduced by the research community including (1) simple regularisers (L1 and L2) that could be used in the training process to control the complexity of a neural network [5] [6]; (2) DropConnect methods which produce pruned networks by randomly dropping a subset of weights [7]. (3) neuron pruning methods that increase the sparsity of neural networks by removing irrelevant connections [8] [9] [10] [11]; (4) weight pruning that removes the weights that have less contribution to the network’s output [12] [13]; (5) channel pruning which is another type of weight pruning but instead of removing a single neuron’s output, it removes complete channels [14]; (6) knowledge distillation that reduces the number of required bits to represent the network’s weights, but it may require special hardware for acceleration [15] [16] [17]; (7) network quantisation that reduces the number of required bits to represent the network’s weights, but it may require special hardware for acceleration [18] [19]; (8) Fine tuned network design, which falls into the acceleration category, that works toward reducing the complexity and improving the accuracy of the whole neural network. This is achieved by the use of optimisation of the network’s architecture and storage [20] [21] [22]; and (9) Genetic algorithms that have been applied widely in accelerating deep neural networks [23] [24] [25]. Only a few of the previous methods were able to produce compressed models with almost zero effect on the model’s performance.

In this paper, we propose EnSyth an approach to synthesise deep learning ensembles from a baseline model, leading to boosting up its performance, in terms of accuracy and inference time. EnSyth works by applying multiple sets of pruning methods by varying the corresponding hyperparameters. This, in turn, leads to a pool of diverse pruned deep learning models. Using such a pool to form deep learning ensembles, will have a powerful potential of boosting up the accuracy because of the awarded diversity from varying different values for pruning method’s hyperparameters. The number of possible ensembles that can be formed is $2^m - 1$, where $m$ is the number of pruned models. Exploring such a large solution space for a large $m$ can be performed using a meth-heuristic optimisation method such as Genetic Algorithm [26]. In this paper, and to provide a proof of concept, we use a simple backward elimination method, where models of sizes $\{m, m−1, \ldots, 1\}$
are formed by eliminating the worst performing pruning model sequentially. Accelerating inference is achieved through parallel processing, where all models can be used to infer the class label independently, and a computationally cheap fusion for majority voting is finally performed. These resultant ensembles can be particularly applicable in collaborative machine learning environments that operate on resource-constrained devices [27]. The main contributions of this paper are as follows:

- synthesis of an ensemble of pruned deep learning models from a baseline model from a diverse space of synthesised models. The diversity of the ensemble makes it possible to outperform a baseline model; and
- elimination of the impact of compression on deep learning models, by producing compressed models with better predictability measures. Through parallel processing, the approach achieved fast inference of the pruned models while boosting up the accuracy through ensembling.

The rest of this work is organised as follows; in section, [II] we introduce related work in the field of accelerating and compressing neural nets; in section, [III] we move to illustrate in details the proposed technique EnSynth. After that, we summarise the experiment on CIFAR-10, CIFAR-5, and MNIST-FASHION in section [V] finally, we conclude this paper and present future works in section [V].

II. RELATED WORK

Recently, researchers have shown an increased interest in accelerating and compressing neural networks because of the emerging need for deploying those powerful models in resource-limited environments. A considerable amount of literature has been published and could be mainly divided into:

A. Parameters pruning and sharing

This kind of techniques are widely used not only to reduce the complexity of a network but also to handle the over-fitting problems. [28] [9] have introduced one of the early promising results on pruning neural networks where Hessian matrices had been applied to remove the redundant connections. [29] proposed a method which aims to prune a network with nearly zero effect on the compressed model’s performance. First, a training process is achieved to learn the important neurons that contribute much to the network; then the less important connections are removed. Finally, the network is retrained to fine-tune the weights of the network. The simulation on AlexNet [1] shows up to 9x compression ratio (from 61 million parameters to 6.7 million). However, most of those pruning techniques depend on the famous L1 and L2 regularisation [3] [6] which take a very long time to cover, besides, it needs a lot of efforts to calculate the sensitivity of the parameters.

B. Quantization

The main purpose of a quantisation process is to reduce the number of bits that are required to represent the weights of the neurons. [18] and [19] have used k-means scalar quantisation on neural network parameters (weights and bias) to reduce the complexity of the network. [30] has applied 8-bits linear quantisation to speed up the training process without compromising on the accuracy. Deep compression [13] has achieved the state of the art performance and reduced AlexNet model [1] by factor of 35 [240MB to 6.9MB]. Deep compression depends on [29] to prune the less important connections then retrain the network. After that, it uses 8-bits quantisation to shorten the number of bits that are used to represent the weights. Finally, it applies Huffman coding to the quantised weights to gain more compression ratios.

C. Knowledge distillation

[31] has proved that it’s possible to transfer a compressed knowledge from an ensemble into a single model. [32] has extended the previous work to develop a new compression framework for neural nets. The proposed framework compresses a teacher model (ensemble of deep neural nets) into a student model by training the student to predict the output of the teacher. The proposed knowledge distillation work in [15] aims to train shallow networks called FitNets from deep neural networks. FitNets allows to train deeper but thinner student model using the target outputs from the teacher, it distils the teacher models knowledge by minimising its’ features map and pass it to the student. The experiments show the student has outperformed the teacher’s performance. Although KD approaches could scientifically reduce the computation cost for deep neural nets, and may achieve a promising result in image classification tasks, it has limited use because it could be only applied on classification problems with SoftMax function.

D. Fine-tuned network design

This category involves optimisation for the network’s architecture and the convolutional layers’ design (if applicable). [21] uses depth-wise convolutions to generate compressed models that could easily fit on mobile devices. Depth-wise convolutions were firstly introduced by [33], then it was adopted by [34] to present the Inception model. Inception model primarily based on co-variate shifts which is a useful technique in minimising the number of activation and reduce the training time. Similarly, [20] has introduced Xception. The theory behind this model could be illustrated as: First, the model tries to discover correlations between channels connections by a group of (1*1) convolution fitters. Later, it maps the input neurons to smaller input spaces (3 or 4). After that it maps any possible correlation in the smaller spaces by using (3 × 3)/(5 × 5) convolutional filters.

E. Evolutionary methods

In [35], the authors have utilised the genetic algorithms in pruning neural networks. Here, multiple versions of the pruned model are generated using reproduction, mutation and crossover. Similarly, Zhang [36] has developed an approach to simplify the architecture of a feed-forward neural network by applying genetic algorithms. The problem of finding the optimal architecture for a network is considered as a multi-objective optimisation, and the solution space ideally contains...
all possible combination of hidden nodes then GA is used to search for the perfect architecture. [25] has presented a novel approach to prune CNN’s using genetic algorithms, the method could be summarised as 1- a layer by layer pruning is proposed for a CNN model according to the sensitivity of each layer;2- tuning the pruned model using knowledge distillation framework;3- the channel selection process is formulated as a search problem which could be solved efficiently using genetics algorithms;4- two-step approximation fitness function is used to add extra efficiency to the genetic process. Generally, GA based pruning approaches are outperforming because they are improving the generalisation of the pruned network and for using fewer parameters.

III. EnSynth: Synthesis of Deep Learning Ensembles

In this section, we first introduce the topology of the feed-forward neural network models, then explain the pruning method [37] that has been used to generate the compressed deep learning models. After that, we illustrate our approach to synthesis the compressed models, and the selection mechanism used to filter the best ones.

A. Feed-forward neural networks

Let’s assume the training of a network is done using \( x_p \) training example where:

1) \( p = 1, \ldots, P; \)
2) \( x_p \in \mathbb{R}^N: \mathbb{R}^N \) is the network’s input;

Suppose \( X \in \mathbb{R}^{N \times P} \) is a one dimensional matrix represents the training samples as \( X = [x_1, \ldots, x_P] \), \( L \) is a layer in the network; the network’s output at the last layer is represented by \( X^{(L)} \in \mathbb{R}^{N \times P} \) where each column in \( X^{(L)} \) is a response to the corresponding training column in \( X \). In ReLU neural network, the output of \( \ell^{th} \) layer is defined as:

\[
X^{(\ell)} = ReLU \left( W^{T}X^{(\ell-1)} + b^{(\ell)} \right)^T
\]

(1)

where \( \ell = 1, \ldots, L \).

If we add an additional row to both of \( X^{(\ell-1)} \) and \( W_{\ell} \) the previous formula could be written as:

\[
X^{(\ell)} = ReLU \left( W^{T}_{\ell}X^{(\ell-1)} \right)
\]

(2)

where \( \ell = 1, \ldots, L \).

A neural network which follows on of the two previous formulas(1,2) will be an ideal candidate for the pruning method which will be described next.

B. Net-Trim- The Pruning method

Net-Trim is a post-processing pruning framework, this means it prunes a network after a training process. It reduces the complexity of a given network by introducing more simple operations between the input/output of each layer while preserving the input data to be similar to the initial state (before pruning). The pruning process for each layer is considered as a convex optimisation problem that tries to convert large parts of the network’s block to sparse matrices (most of the elements are zero). In simple words, to simplify the architecture of a neural network, Net-Trim removes the redundant connections and redirect the processing to a small group of important connections.

As seen before, in ReLU neural networks, the output of each layer could be defined as:

\[
X_{out} = ReLU \left( WX_{in} \right)
\]

(3)

where:

- \( X_{out} \) is the output matrix;
- \( W \) is the network weight matrix;
- \( X_{in} \) is the input matrix, each column in this matrix corresponds to a training sample;

Net-Trim simply replace \( W \) with a spare matrix \( U \) using convex variant of the following :

\[
\min_{U} \|U\|_1 \quad \text{subject to:} \quad X_{out} \approx ReLU \left( U^T X_{in} \right) \quad (4)
\]

Net-Trim has different types of hyperparameters that have a direct effect on the generated models’ accuracy and size. By choosing different values for those parameters, a diverse set of compressed models could be obtained. Each model in this set will have different characteristics from the others including accuracy, size and inference time. Our approach mainly depends on generating such a set that represents an optimal candidate for combining and synthesising the ensembles of deep learning models.

C. Synthesis of deep learning ensembles

Synthesising sets of divers compressed models into ensemble predictions is a critical element in our approach because ensemble learning will not only allow to create better classifiers but also overcome potential overfitting issues and provide more generalisation to the final solution. Let \( m \) a pruned model generated by Net-Trim and the decision of the model \( m_i \) about a class \( w_j \) is defined as: \( y_{i,j} \in \{0,1\} \) where:

- \( i = 1, 2, \ldots, N : N \) is the number of the classifiers.
- \( j = 1, 2, \ldots, C : C \) is the number of classes.

If \( m_i \) predicted correctly a class \( w_j \) then \( y_{i,j} = 1 \) otherwise \( y_{i,j} = 0 \).

We use plurality voting [38] as a simple ensemble learning technique to synthesise the classifiers. The prediction of each compressed model is considered as a vote, then the predictions which get the majority of votes will be found in the final ensemble’s prediction.

Let \( P = m_1, \ldots, m_N \) an ensemble of pruned models \( m_i \), the final ensemble decision about a test class in plurality voting is a class \( w_j \) that receives the maximum support \( \eta_{final}(P) \) from all the classifiers which form the ensemble, thus the output of the ensemble could be defined as:

\[
\eta_{final}(P) = \arg \max_{j \in \{1, \ldots, C\}} \sum_{i=1}^{N} y_{i,j}
\]

However, the ensemble will contain some models with low predictability levels which may have an adverse effect on the overall performance, so we suggest backward elimination
scheme to remove the models with reduced predictability levels and find the optimal combinations that achieve better results.

D. Backward elimination

Our goal is to have accurate ensembles that have the lowest possible number of models without compromising the predictability of the ensembles. Preserving the number of models to the minimum in each ensemble will be a critical factor when it comes to deploying on resource-constrained devices. Backward elimination is an approximation process that begins with all variables included, then eliminates one variable at a time until a stopping condition is reached. In our case, the backward elimination process will start with a full set of pruned models, and in each round we compute the performance of overall ensemble then remove the model that has the lowest accuracy. The loop will stop when the ensemble size is equal to one. Algorithm 1 describes backwards elimination procedure on a pool of deep learning models.

Algorithm 1: Backward Elimination

\[
N = \text{Size(Ensemble)}; \\
\text{while } N > 0 \text{ do} \\
\quad \text{predict } \leftarrow \eta_{\text{final}}(P) ; \\
\quad \text{Remove } m \text{ that has lowest accuracy from the ensemble; } N = N - 1 ; \\
\text{end}
\]

At the end of this process, we have a list of ensembles with the best possible combination of the models that achieved the highest accuracy. Fig. 1 illustrates EnSynth, it could be summarised as:

- train a baseline model;
- prune the baseline model with different values of the hyperparameters to formulate the solution’s space;
- synthesis deep learning ensembles that belong to the existing space;
- apply backward elimination on the composed ensembles to select the best performing ensembles.

IV. EXPERIMENT

In this section, the performance of our method is evaluated with LeNet-5 model on CIFAR10 and MNIST-FASHION datasets.

A. LeNet-5

LeNet-5 [39] is a popular convolutional neural network (CNN) model, it consists of two convolutional layers with \(32 \times 5 \times 5\) filter size for the first one and \(64 \times 5 \times 5\) filter size for the second one, both of them are followed by average pooling layers with \(2 \times 2\) filter size and stride of two, and two fully connected layers. The architecture could be represented as: \(\text{INPUT} \Rightarrow \text{CONV} \Rightarrow \text{POOL} \Rightarrow \text{CONV} \Rightarrow \text{POOL} \Rightarrow \text{FC} \Rightarrow \text{FC}\) where conv:Convolutional Layer, FC:Fully Connected layer, POOL:Average Pooling Layer

B. Datasets

1) CIFAR-10: CIFAR-10 [40] is a benchmarking dataset with 70,000 images \((28 \times 28\) colour) spanning over 10 categories of objects with 6,000 image per each category. CIFAR-10 has 50,000 images as a training set and 10,000 as a testing set. Each training and testing example is assigned to one of the following labels: [0: airplane, 1: automobile, 2: bird, 3: cat, 4: deer, 5: dog, 6: frog, 7: house, 8: ship, 9: truck]

2) CIFAR-5: We divided CIFAR-10 into a smaller subset for simulation purposes. CIFAR-5 consists of images spanning over five animal categories, which is 5 categories less than the original set. There are 6,000 images per each category, thus 25000 images were used for training and 5000 for testing. Each training and testing example is assigned one of the following labels: [2: bird, 3: cat, 4: deer, 5: dog, 6: frog]

3) MNIST-FASHION: MNIST-FASHION [41] is a new benchmarking dataset for machine learning problems and has 70,000 fashion products images spanning over ten categories with 7,000 images per each category. The training set has 60,000 images while the testing set has 10,000 images. All images are grayscale with a size of 28x28. Each training and testing example is assigned to one of the following labels: [0: T-shirt/top, 1: Trouser, 2: Pullover, 3: Dress, 4: Coat, 5: Sandal, 6: Shirt, 7: Sneaker, 8: Bag, 9: Ankle boot]

C. Experimental setup

Our experiment has been conducted on: OS: Ubuntu Desktop 18.04.1 LTS, CPU: Intel KVM 64bit 2,400 GHz, CASH: 16384 KB, RAM:32 GB, Python:3.6.7, TensorFlow:1.10.0, Keras:2.2.4.

D. Network training and pruning

We train LeNet-5 model on the proposed data sets to establish baseline models. The accuracy of LeNet-5 baseline model on CIFAR-10 is 78.4%, CIFAR-5 is 73.3% and 90.3% on MNIST-FASHION. After that, we prune and fine tune the baseline models with Net-Trim [37]. Net-trim’s has four hyperparameters: L1: apply L1 regularisation on model’s weight; L2: apply L2 regularisation on model’s weight; dropout: a factor used to ignore neurons during a training process randomly; Epsilon_gain: has a direct effect on the accuracy as well the sparsity of the pruned model. We generate 36 compressed models providing different values for the previous parameters. Table 1 shows in details the combinations of values that had been used to create a pool of compressed models.

The above table represents the solution space for our method, but the real solution space may contain up to \(2^{36} - 1\) models where different combinations and permutations could be obtained. The following is a summary statistics about the size of the 36 pruned models where only the weights and biases are saved as compressed numpy arrays [42]:

1) CIFAR-10: Max:4.2 MB, Min:1.6 MB, Avg: 2.94 MB (baseline: 4.8 MB);
2) CIFAR-5: Max: 4.2 MB, Min: 1.3 MB, Avg: 2.89 MB (baseline: 4.8 MB);
Fig. 1. EnSyth, an approach to synthesis of deep learning ensembles

### TABLE I

| Solution Space | Hyperparameters |
|----------------|-----------------|
|                | $\epsilon$ | $L_1$ | $L_2$ | dropout |
| Set1           | 0.01        | 0     | 1     | 1       |
|                | 0.02        | 0.01  |       |         |
|                | 0.04        | 0.02  |       |         |
|                | 0.06        | 0.04  |       |         |
|                | 0.08        | 0.06  |       |         |
|                | 0.1         | 0.08  |       |         |
|                | 0.2         | 0.1   |       |         |
|                | 0.3         | 0.2   |       |         |
|                | 0.4         | 0.3   |       |         |
|                | 0.5         | 0.4   |       |         |
|                | 0.6         | 0.5   |       |         |
|                | 0.7         | 0.6   |       |         |

3) MNIST-FASHION: Max: 7.7 MB, Min: 0.88 MB, Avg: 2.56 MB (baseline: 7.7MB);

### E. Synthesis of compressed deep learning ensembles

The weights of models in the current solution space are combined to form new classifiers using majority voting. Next, the classifier’s predictability is evaluated against the testing set. Then a simple backward elimination is applied to exclude the weakest model (i.e. the model with the lowest accuracy on the testing set). Ideally, the elimination process should be performed on a validation set, rather than the testing set. However, as the aim of this work is to prove the existence of pruned ensembles that are synthesised from the same baseline model, the testing set was used in the backward elimination process. The use of effective multi-objective optimisation methods over validation sets to find even more accurate and smaller ensembles is the next stage in this work, having our hypothesis about the existence of synthesised pruned ensembles proven true, as will be shown later in this section.

### F. Results of CIFAR-10

Fig. 2 summarises the results on CIFAR-10 testing set. As expected, our proposed method shows better predictability for the ensembles over the baseline model. Additionally, there is a clear trend of increased predictability where the number of models in a prediction ensemble is between [6–30]. A closer inspection to this figure reveals that 23 out of 36 models are outperforming the baseline model, and the highest accuracy achieved from an ensemble with 8 models is 78.86%.

### G. Results of CIFAR-5

From the data shown in Fig. 3, it is apparent that EnSyth achieved a slightly better accuracy than the baseline model by synthesising deep learning ensembles. There are 12 outperforming ensembles found in the explored solution space (i.e.
36 solutions out of the possible $2^{36} - 1$ solutions), and the highest accuracy obtained was 73.82% as a result of combining 3 models.

H. Results of MNIST-FASHION

Fig. 4 provides the results obtained on MNISH-FASHION testing set. Unlike the results from CIFAR-10 shown in Fig. 2, none of the composed ensembles were able to outperform the baseline model. These results are likely due to the fact that the baseline model is already performing very well (90.3% accuracy on the testing set); thus none of the proposed combinations of models were able to achieve better performance. However, some of the ensembles with even a small number of models [1–5] have scored similar accuracy to the baseline model (90.21%). This clearly shows that the real solution’s $2^{36} - 1$ is likely to have a set of ensembles that can produce promising results.

I. Computational cost

Further analysis for EnSyth shows that the ensembles require less mathematical operations to make a prediction based on the trainable parameters count (assuming the number of parameters for an ensemble is equal to the model that has the maximum number parameters in that ensemble) and CPU execution time. Table. II displays the number of trainable parameters and the average CPU execution time for the solution’s space. CPU execution time was calculated as follows. Each model generated from a set of multiple solution spaces was fed with 50 randomly selected images from CIFAR10, and the same for MNIST-FASHION, and 25 images from CIFAR5. The experiment is repeated nine times, and then the average is calculated.

As shown in Table. II, all of the solution space models have a smaller number of trainable parameters than the baseline model in the three data sets. Besides, CPU execution time for most of the outperforming ensembles is less than the original model, where CPU execution time for an ensemble is the average CPU execution time in microseconds ($\mu$s) for the models that made up that ensemble. As a result, in a parallel execution environment, the generated ensembles will be faster in classifying an image and outperform the baseline model in terms of inference time and accuracy. However, the number of parameters and the average CPU execution time are indirect performance indicators for EnSyth, deeper investigation in a parallel execution environment is required in the future.

J. Discussion

Besides our aim to generate better-compressed classifiers, we are particularly interested in exploring the space of the existing solutions in depth to identify the optimal combination of candidates that could be synthesised to produce better results. With only 36 models and a simple selection technique like backward elimination, EnSyth was able to search a small subset of the space (only 36 out of $2^{36} - 1$ possible solutions)
to find one or more ensembles that outperform the baseline model. As such, there is a very promising potential for further investigation including: (1) expanding the space of the pruned models by applying different pruning methods with different hyperparameters; and (2) dealing with the selection of the optimal ensemble as a multi-objective optimisation problem to find the minimum number of models (a small ensemble) while achieving the highest possible accuracy. Furthermore, the results from CIFAR10, CIFAR-5, and MNIST-FASHION indicate that with a small number of models in an ensemble, the classifier can achieve high predictability levels. This is particularly interesting when it comes to deploying those ensembles on smartphones and Internet of Things (IoT) devices, because the ensemble size is small compared to the baseline model and the performance in terms of inference time and accuracy is even better.

V. CONCLUSION AND FUTURE WORK

In this paper, we describe EnSynth, a method to synthesise deep learning ensembles, resulting in improved classifiers in terms of inference time and accuracy; first, we train a baseline model then prune it using different values for hyperparameters to form a pool of compressed models. After that, we employ ensemble learning to compose new predictors and search the solution space for outperforming models. The simulation results on CIFAR-10, CIFAR-5 datasets reflect the effectiveness of the proposed method to enhance the performance of compressed models. At present, we depend on majority voting to create ensemble predictions with a relatively small number of models. In future, we will rely on more complex ensemble learning techniques such as stacking and boosting, also try to test the potential of this approach on a broad set of deep learning models and datasets to validate it on a larger space of solutions. Moreover, multi-objective optimisation using evolutionary algorithms can be considered to find the smallest ensemble with the best accuracy in the solution space.

In addition, we aim to deploy the outperforming classifiers on real-time latency applications like a self-driving car where multiple models could be used for direct observation of driving. Another interesting application could employ a set of those models on resource-limited devices to collaboratively learn a shared prediction model that allows better accuracy, real-time inference and less power consumption levels.
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