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Many problems require to approximate an expected value by some kind of Monte Carlo (MC) sampling, e.g. molecular dynamics (MD) or simulation of stochastic reaction models (also termed kinetic Monte Carlo (kMC)). Often, we are furthermore interested in some integral of the MC model’s output over the input parameters. We present a Multilevel Adaptive Sparse Grid strategy for the numerical integration of such problems where the integrand is implicitly defined by a Monte Carlo model. In this approach, we exploit different levels of sampling accuracy in the Monte Carlo model to reduce the overall computational costs compared to a single level approach. Unlike existing approaches for Multilevel Numerical Quadrature, our approach is not based on a telescoping sum, but we rather utilize the intrinsic multilevel structure of the sparse grids and the employed locally supported, piecewise linear basis functions. Besides illustrative toy models, we demonstrate the methodology on a realistic kMC model for CO oxidation. We find significant savings compared to the single level approach - often orders of magnitude.
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I. INTRODUCTION

The need for the integration of high-dimensional functions arises in many scientific, engineering or socio-economic applications, e.g. in uncertainty quantification\[1\], finance\[2\] or molecular simulations\[3\]. In most cases, the arising integrals can not analytically be solved and therefore need to be approximated by numerical quadrature. In many problem settings, the integrands are only implicitly given by a simulation algorithm and the evaluation of the integrand is the major source of computational costs. Additionally, simulations come usually with a finite (but tunable) error. In this study, we want to concentrate on integrands, which are defined by a Monte Carlo simulation and where the deviations of function value estimates results from the sampling error. The need to parametrically integrate over the output of such Monte Carlo models arises, for instance, in the uncertainty quantification of stochastic reactivity models\[4, 5\]. Another example is molecular dynamics simulations, where the problem has multiple metastable sets, from which the MD can not escape, and an explicit quadrature over some degrees of freedom is used to overcome this problem\[6\].

For numerical quadrature in high dimensions, a key prerequisite is that the numerical method does not suffer from the curse of dimensionality \[7\]; i.e. the exponential increase of the computational costs with the dimensionality for a prescribed accuracy \(\varepsilon\). Monte Carlo integration methods have a dimension independent but generally slow convergence, i.e. the error decreases \(O(N^{1/2})\) when \(N\) is the number function evaluations\[8\]. For medium high dimensionality, deterministic schemes like Quasi Monte Carlo (QMC) and Sparse Grids (SG) can instead achieve higher convergence rates, which only mildly depend on dimensionality\[8, 9\]. For SG, a convergence of \(O((\log N)^r)\) can be achieved, where \(r\) depends on the integrand and the employed basis functions. The foundations of SG were developed in the early nineties\[10-12\], albeit similar ideas date back to the sixties\[13\]. As classical full tensor grids, Sparse Grids are based on products of one-dimensional interpolation and/or integration rules, but they omit certain higher order cross terms, which do not contribute much to the accuracy. This largely removes the curse of dimensionality, by which full tensor grids are affected. In this article, we concentrate on SG based on piecewise linear, locally supported basis functions, but the SG approach can be formulated using other basis functions such as polynomials\[14\], wavelets\[15\] or prewavelets\[7\].

A key feature of SG is the possibility of adaptive refinement, i.e. choosing grid points according to the function to be integrated and, thereby, further reducing the amount of necessary points for numerical quadrature. The basis for adaptivity was already established in the earliest papers on SG\[10-12\]. Adaptivity for high-dimensional interpolation and integration was first developed as the so-called generalized sparse grid (GSG) method\[16, 17\], which, loosely speaking, adjusts the resolution for the different axes and has initiated a number of such dimension adaptive SG approaches\[17-19\]. Later, local adaptivity for higher dimensional problems was introduced\[15, 20-22\], which refines the grid close to rapid variations of the integrand. Different versions of combined local and dimension adaptivity have been proposed in recent years\[20, 23-26\].

SG and especially adaptive Sparse Grids (ASG) can lower the number of possible expensive function evaluations. But, they do not provide a measure how accurately we have to estimate the function values by our simulations. The question arises which computational effort we have to spend and whether we should spend the same for every grid point. Multilevel approaches tackle this problem by balancing the simulation with the quadrature error\[27\]. The main idea behind multilevel methods is to utilize a hierarchy of numerical approximations of the underlying model. It turns out that often the most simulations can be performed with a low accuracy and the number of needed simulations decreases with increasing accuracy and computational cost. The most widespread family of multilevel methods for quadrature is Multilevel Monte Carlo (MLMC) with first appearance in the late nineties/early 2000s\[28-30\]. MLMC can be applied to various problems, see ref.\[27\] for an overview. Particularly, MLMC and its extension with QMC has attracted interest in the field of uncertainty quantification, e.g. for the treatment of partial differential equations with random input\[31, 32\]. In this context, the multilevel idea was also adapted for stochastic collocation with SG (MLSG) methods\[33, 34\].

In this study, we present an Multilevel Adaptive Sparse Grid (MLASG) approach for the parametric quadrature of Monte Carlo models, i.e. where the simulation error results from random sampling. In this case, the error of the model is not deterministic but stochastic. The telescoping sum approach of existing multilevel quadrature will then be of no benefit as the stochastic noise will simply produce random refinements. Therefore, we exploit the intrinsic multilevel structure of the Sparse Grid to guide the sampling of the Monte Carlo model. Using locally supported piecewise linear basis functions and local adaptivity, our findings show that the sampling effort can be halved with every refinement step without affecting the accuracy of the numerical discretization, which can save orders of magnitude in computational time.

The manuscript is organized as follows: We outline the problem formulation in section II where we introduce the general model and the relation between cost and error for function evaluations. We continue with a description of the employed SG method and local adaptive refinement strategy in section III. In section IV, we discuss the ideas,
how this methodology can be exploited with multiple levels of sampling accuracy, and the final MLASG approach. In section V we present some illustrative examples to demonstrate the benefits of the MLASG approach. Besides some analytical test models, these examples also include a realistic stochastic model for catalytic CO oxidation.

II. PARAMETRIC MONTE CARLO MODELS

For the rest of this manuscript, we will consider a function $f : \Omega \rightarrow \mathbb{R}$ with $\Omega \in \mathbb{R}^D$, and we are interested in the integral

$$I = \int_{\Omega} f(x) dx^D. \quad (1)$$

We restrict to those cases, where the problem can be formulated such that the domain $\Omega$ is a unit hypercube $\Omega = [0, 1]^D$. We assume that the function $f$ is only implicitly given by some simulation code, which takes $x$ as input parameters and returns an approximation of $f(x)$. That is, we perform the integration over the input parameters and in a parametric Monte Carlo model the approximation of $f(x)$ is done by some random sampling and the approximation errors are due to the finite number of samples. For a fixed $x$, our model produces samples from a probability distribution that is parametrically dependent on $x$, i.e. the output is a random variable $Y_x$. We assume that $f(x)$ is the expected value $E(Y_x)$ of $Y_x$ and is approximated by drawing $M_x$ samples and performing the statistical average, i.e.

$$f(x) = E(Y_x) \approx M_x^{-1} \sum_{i=1}^{M_x} y_{x,i} =: \overline{Y}_{x,M} \quad (2)$$

where $y_{x,i}$ are the different samples according to the parameter $x$. Assuming that the simulation code provides independent samples and the variances of the estimates obey

$$\text{Var}(\overline{Y}_{x,M}) = C_x M_x^{-1} \quad (3)$$

with $C_x = \text{Var}(Y_x)$ for which we assume that there exist an upper bound $C^*$ such that $C_x < C^*, \forall x \in \Omega$. The variance of the approximation thus reduces with increasing sample size $M_x$, i.e. with increasing computational costs. In general, approximating the integral 1 numerically with some kind of numerical quadrature,

$$I_N = \sum_{i=1}^{N} w_i f(x_i) \quad (4)$$

gives a sum of weighted $w_i$ function evaluations $f(x_i)$ over $N$ samples. In the case of the Monte Carlo model the function evaluation have to be replaced by $\overline{Y}_{x,i}$ to solve the integral

$$I_N \approx \overline{I}_N = \sum_{i=1}^{N} w_i \overline{Y}_{x,i,M}. \quad (5)$$

Since, the samples are drawn independently, the variance due to the noise in the function evaluations is given by

$$\text{Var}(\overline{I}_N) = \sum_{i=1}^{N} w_i^2 \text{Var}(\overline{Y}_{x,i,M}) \leq C^* \sum_{i=1}^{N} w_i^2 \quad (6)$$

and tends to zero for $N \rightarrow \infty$ since $\sum_{i=1}^{N} w_i^2 \rightarrow 0$ in that limit. In other words, we expect that $\overline{I}_N$ converges to the true integral for increasing numbers of grids, irrespective of the values of the numbers of samples $M_x$, per grid point. This has consequences for the multilevel strategy, which we will discuss in section IV.

III. SPARSE GRIDS

To approximate the function $f$ the sparse grid method decomposes the space, in which the function $f$ lives, into contributions of hierarchical difference spaces[7]. These spaces are constructed from a product basis and depending on the characteristics of $f$, different kind of basis functions (BF) can be more or less efficient[21]. Here we concentrate on BF's which are products of hierarchical basis functions for piecewise linear approximation in one dimension[20, 22].
For a multivariate function $f : [0, 1]^D \to \mathbb{R}$, the starting point is a space $V$ of univariate functions over one variable $x \in [0, 1]$. We decompose $V$ into hierarchical difference spaces $W_l$, i.e.

$$V = W_0 \oplus W_1 \oplus ... \oplus W_\infty = \bigoplus_{l=0}^{\infty} W_l,$$

where $l$ is called the refinement level [16, 35]. Each of the finite dimensional spaces $W_l$

$$W_l = \text{span} \{ \varphi_{l,i} | i = 0, ..., m_l \}$$

is spanned by $m_l$ basis functions $\varphi_{l,i}$. We choose the BFs[22]

$$\varphi_{l,i}(x) = \begin{cases} 1 & \text{for } l = 0 \\ \max(1 - 2^{l-1}|x - x_{l,i}|, 0) & \text{for } l > 0, \end{cases}$$

where $x_{0,0} = 0.5, x_{1,0/1} = 0.5 \pm 0.5, x_{2,0/1} = 0.5 \pm 0.25$ and $x_{l,i} = x_{l-1,[i/2]} - (-1)^i/2^l$ with $i \in [0,2^{l-1} - 1]$. Thus $m_l = 2^l - 1$ for $l = 0/1$ and $m_l = 2^l - 1 - 1$ else.

These univariate BFs are depicted in the left panel of the figure 1, from level $l = 0$ to level $l = 3$. The middle panel shows an example function and its piecewise linear interpolation $u(x) = \sum_{l \leq L,i} \nu_{l,i} \varphi_{l,i}(x)$ using all BFs up to this level $l$. This illustrates why $l$ is called the refinement level. For $l = 0$, we only have the constant basis function, level $l = 1$ adds those BFs which are needed for a piecewise linear approximation using the midpoint and the two ends of the interval. Every further level does the same; it adds simply those BFs needed for a piecewise linear interpolation if we increase the resolution by placing additional nodes between the existing nodes [16, 21]. The right panel of
figure 1 shows the contributions $\nu_{l,i} \varphi_{l,i}(x)$ from the BFs of each level to the interpolant $u(x)$. If the function is well approximated between two nodes, additional BFs, with supports there, will have an only minor contribution and this can be exploited for an adaptive refinement as we will detail below.

In the following, we will call those BFs from $l + 1$ with the same support as a particular BF $\varphi_{l,i}$ its children and those from $l - 1$ with the same support its parent(s) [23, 24]. Correspondingly, all BFs from lower levels with the same support are its ancestors and all BFs with the same support from higher levels are its descendants.

For a sparse grid approximation of a function $f : [0, 1]^D \to \mathbb{R}$ in $D$ dimensions, we consider the spaces [24]

$$ V_L = \bigoplus_{|\mathbf{l}| \leq L} W_{\mathbf{l}} $$

where $\mathbf{l} = (l_0, \ldots, l_D - 1)$ is a multi-index denoting the level of refinement in each dimension $D$ and

$$ W_{\mathbf{l}} = \bigotimes_{i=0}^{D-1} W_{l_i} = \text{span}\{ \varphi_{l,i}(x) : \text{with } i_j \in \{0, m_{l_j}\}\} $$

The difference to a full grid approximation is, that we use only those spaces $W_{\mathbf{l}}$ with $|\mathbf{l}| < L$ instead of $|\mathbf{l}|_{\infty} < L$. Analogously to the one dimensional case, we will phrase two product BFs $\varphi_{l,i}$ and $\varphi_{m,j}$ parent and child if their absolute levels $|l|_1$ and $|m|_1$ differ by at most one and they have overlapping supports [23, 24]. If the absolute levels differ by more than one but the supports overlap, we will call them ancestor and descendant as in the one-dimensional case.

Using the Sparse Grid space $V_L$, we can approximate the function $f(x)$ by

$$ f(x) \approx u_L(x) = \sum_{|\mathbf{l}| \leq L,i} \nu_{l,i} \varphi_{l,i}(x) $$

where the expansion coefficients $\nu_{l,i}$ are also called hierarchical surplus. For numerical quadrature, we obtain the surplus by interpolating the $f$ at the nodes $x_{l,i} = (x_{l_0,i_0}, \ldots, x_{l_D,i_D})$, where $x_{l,i}$ are as for the definition of the univariate BF 9. The surpluses can be calculated according to the recursive formula [7]

$$ \nu_{l,i} = f(x_{l,i}) - u_{|\mathbf{l}|-1}(x_{l,i}). $$

The hierarchical surplus denote the hierarchical increments between two successive levels and corrects the coarser interpolation to the actual function value of $f$ at $x_{l,i}$. For sufficiently smooth functions, there is a bound for the hierarchical surplus, which tends to go to zero for $|\mathbf{l}|_1 \to \infty$ [7].

On the basis of the equation 12 it is straightforward to define the quadrature. To approximate the integral of the function $f(x)$, we use the sparse grid interpolant 12

$$ \int_{\Omega} u_L(x) dx^D = \sum_{|\mathbf{l}| \leq L,i} \nu_{l,i} w_{1,i} $$

with $w_{1,i} = \int_{\Omega} \varphi_{l,i} dx^D$

A. Adaptivity

While a non-adaptive sparse grids approach can tremendously reduce the number of necessary grid points, compared to a full grid with similar accuracy, it can still be that it adds grid points during refinement which do not improve much the accuracy of the interpolation or quadrature. This might for instance be because the function varies less in one or more directions than in the remaining ones or because strongly non-linear behavior appears only locally. Additional grid points in subdomains, which are already well approximated, then add only minor improvements to the interpolation. Only adding grid points where needed would be desirable and the hierarchical children-parent relation enables such selective refinement.

In most cases, the important subdomains, where additional points are needed, are not a priori known, but have to be identified during the computational procedure. For this, locally adaptive refinement strategies have been developed, that attempt to reduce the number of grid points by refining only into those directions and in those subdomains, which
can be associated with a high interpolation error. Practically, the exact local interpolation error is unknown, which implies an approximation of the local error. Adaptive strategies exploit here that for BFs with a small contribution \( \nu_{l,i} \varphi_{l,i}(x) \) usually also the descendants have a small contribution. For the adaptive refinement, some appropriate norm of the contribution \( \nu_{l,i} \varphi_{l,i}(x) \) is employed as an indicator for the local error.

Which norm to employ depends on the application. With our focus on numerical quadrature the 1-norm is the canonical choice and we therefore employ the indicator\([20, 23]\)

\[
\gamma_{l,i} := |\nu_{l,i} \cdot w_{l,i}|,
\]

where \( w_{l,i} \) is the integration weight of \( \varphi_{l,i} \) which agrees with its 1-norm for the employed BFs. Often, the max-norm, i.e. the surplus \( \nu_{l,i} \), is used as indicator\([7, 21]\), but for locally rapid changes it decreases rather slowly and even using a weighted surplus might still result in a sufficient accuracy, even when targeting at interpolation\([20, 23]\).

For the selective refinement we now calculate the indicator \( \gamma_{l,i} \) for all existing BFs with \(|l| = L\), where \( L \) is the highest level we currently have in the sparse grid. For all BFs, for which the indicator is above the predefined tolerance \( tol \), we add the children and the corresponding grid points to the grid. So with every increase of the level from \( L \) to \( L + 1 \), those grid points and BFs which correspond to the set

\[
\mathcal{A} = \{(l,i)|l| = L + 1 \wedge \max_{j,m \in \mathcal{P}(l,i)} (|\nu_{j,m} \cdot w_{j,m}|) > tol\},
\]

are included, where \( p(l,i) \) denotes the set of parents of the BF \( \varphi_{l,i} \). Additionally to the classical local refinement\([16, 20]\), we include also all ancestors of the BFs defined by \( \mathcal{A} \). Only for these two set of points, we evaluate the function and calculate the surpluses. Once we have updated the sparse grid with this information, we repeat the procedure - now with a by one increased total level. We stop refining when the procedure finds no points for which \( \gamma_{l,i} \geq tol \).

By equation 13, this refinement strategy ensures that the surpluses of our adaptive strategy always agree with those from a full sparse grid, except for points which are not in the adaptive grid. We will exploit this property in the multilevel extension of the Adaptive Sparse Grids (ASG) approach.

### IV. MULTILEVEL ADAPTIVE QUADRATURE

Besides the reduction of grid points by adaptive Sparse Grids (ASG), the adjustment of the accuracy of the approximate function evaluations is an additional way to improve the computational efficiency of the numerical quadrature. Reducing the overall computational effort for function evaluations is the goal of multilevel quadrature (MLQ) approaches, with Multilevel Monte Carlo (MLMC)\([36]\) as the most prominent example, but also adaptive and non-adaptive Sparse Grids have been employed in this context.

The idea is to employ a hierarchy of approximation levels \( r \in [0, R] \subseteq \mathbb{N} \), where the accuracy, but also the computational costs, increase with \( r \) and \( R \) is the most accurate approximation which is still feasible. The different levels \( r \) correspond to particular values for a numerical parameter, e.g. a step size or a mesh spacing, if the function values of \( f \) results from the solution of a (partial) differential equation. For MLQ, the integral of the most accurate approximation \( I_R \) is rewritten using a telescoping sum

\[
I_R = I_0 + \sum_{r=0}^{R} I_r - I_{r-1} = I_0 \sum_{r=0}^{R} \Delta I_r,
\]

where \( f_r \) is the approximation to \( f \) in level \( r \). The integrals \( I_0 \) and \( \Delta I_r \) are then numerically solved by independent quadrature rules. Under certain preliminaries\([27, 32]\), it turns out that the expensive integrals for high \( r \) can be approximated with significantly less nodes than for small \( r \) and the computational effort is significantly decreased compared to the direct numerical quadrature of \( I_R \).

In our case, the accuracy is determined by sampling effort \( M \) spend for an approximate function evaluation and a straightforward choice would be that \( M \) should grow exponentially with \( r \). However, since the errors for different grid points should be statistically independent, the discussion in section II shows that \( \Delta I_r \) should be zero. Thus MLQ with non-adaptive quadratures reduces to a single numerical quadrature where the function values at the nodes can be approximated by a single sample from the Monte Carlo model. A straightforward application of ASG to this problem would not work very well - if at all - because the large random noise for a single sample prohibits a reasonably accurate estimation of the surplus. In consequence, we would simply get random refinements and the adaptivity would not pay off.

We therefore do not follow the above outlined MLQ. Rather we will exploit the intrinsic ML structure of the sparse grids, where higher level BFs lead to a finer resolution. On the other hand, the contribution \( \nu_{l,i} \varphi_{l,i} \) of such BF also
has potentially less impact on the value of the integral, because the weights decay exponentially with the level and surpluses should asymptotically decay, at least, for functions with bounded mixed derivatives[7]. We would expect that we can spend less effort for estimation of those function values.

The idea for a Multilevel Adaptive Sparse Grid (MLASG) approach is therefore to control the sampling effort for the estimates \( Y_{l,i} \) of \( f(x_{1,i}) \) such that the refinement strategy is not (much) affected. We achieve this by controlling the variance of the (estimated) error indicator \( \tau_{l,i} \) as

\[
\text{Var}(\tau_{l,i}) \leq c \text{tol}^2 \\
\iff \text{Var}(\tau_{l,i}) \leq c \text{tol}^2 w_{l,i}^{-2},
\]

(19)

with a user defined constant \( c \). Since \( w_{l,i} \leq 2^{|l|_1} \), we can increase the variance of the surplus by a factor four in each refinement step. Unfortunately, this does not directly translate to the estimates \( Y_{l,i} \), whose accuracy we want to control. However, by eq. 13, the surpluses are linear combinations of the estimates \( Y_{l,i} \). As the later are statistically independent, we can then write eq. 19 as

\[
c w_{l,i}^{-2} \text{tol}^2 \geq \sum_{m,j} A_{l,i,m,j}^2 \text{Var}(Y_{m,j})
\]

(20)

where the matrix \( A \) results from eq. 13 and maps the function values to the surplus.

If we now add new points in a refinement step, a general procedure would work as follows: Let \( M_{l,i} \) be the sampling effort spend for the estimates \( Y_{l,i} \) and \( \Delta M_{l,i} \) the extra amount of sampling, which needs to be determined such that the inequality 20 is fulfilled. We would then minimize \( \sum_{l,i} \Delta M_{l,i} \) (the total sampling effort in this refinement step) subject to the constraint 20 utilizing eq. 3, or the corresponding inequality using the upper bound \( C^* \). We would spend another \( \Delta M_{l,i} \) for estimating \( Y_{l,i} \), add the obtained estimates to the sparse grid and then proceed with the next refinement step.

Instead of solving the involved integer programming problem, we follow a different route and assume that we can find a constant \( B \) such that choosing

\[
\text{Var}(Y_{l,i}) = c \text{tol}^2 B^{|l|_1}
\]

(21)

fulfills the ineq. 20. Under this assumption, the inequality 20 is fulfilled in every refinement step if

\[
\sum_{m,j} A_{l,i,m,j}^2 B^{-|m|_1} \leq 4^{|l|_1}
\]

(22)

where we used that \( w_{l,i} \leq 2^{|l|_1} \). We can further exploit that \( A_{l,i,m,j}^2 = 0 \) for \( |m|_1 > |l|_1 \) by equation 13 and that for fixed \((l, i)\) we have the same coefficients \( A_{l,i,m,j}^1 \) in our adaptive strategy as if we would employ no adaptive refinement.

We can now test different values of \( B \) for different dimensionalities and up to a certain level using the \( A_{l,i,m,j}^2 \) from non-adaptive SG. For the range of dimensions and maximum levels in this study, we found that the inequality 22 is fulfilled for choosing \( B = 2 \).

What is left is a good choice for the constant \( c \). In our experiments, we found that \( c = 1 \) is fully sufficient to achieve a well working adaptive refinement. Values below do not improve much the final accuracy and significantly larger values lead to the afore mentioned random refinements. We explain this rather large value by our choice for the level to variance ratio 21, which is likely rather conservative. Therefore, the surpluses might actually have a significant lower variance than \( tol^2 \). Further, as long as the surplus is much larger than \( tol \) a corresponding variance is sufficient to make false refinement or non-refinement very unlikely. If the surplus is in the order of \( tol \), false refinement or non-refinement become likely. However, the surplus is only a rough error indicator. Possible errors due to this indicator have likely a similar impact as if we erroneously refine or not some BF due to the noise of order \( tol \).

The discussion on the general MLQ and the consequences, when it is applied to parametric Monte Carlo models, indicate that MLASG is not always superior for quadrature compared to the simple non-adaptive case. In the non-adaptive case, we can simply run all simulations at the lowest accuracy and would rather spend many grid points. For MLASG, the first point must be run at rather high accuracy and high computational costs. So the benefit of MLASG for quadrature only appears, when the adaptive refinements can sort out large numbers of grid points. In other words, we need to achieve a higher refinement level with MLASG than with the brute-force approach for the same computational costs. On the other hand, the error on the interpolation due to random noise in the samples seems to be always below the actual interpolation error of the ASG for a choice of \( c \leq 1 \). So MLASG seems to be able to also accelerate the construction of surrogates for Monte Carlo models, i.e. a similar setting as it has originally been treated by Heinrich in his pioneering work on MLMC[28, 29, 37]. This property shall be investigated in future studies as such surrogates have a wide range of applications.
FIG. 2. A representation of the test function \( 24 \) in a 2-dimensional space with a kink defined on the radial coordinate \( r = 0.6 \).

V. RESULTS

A. Test-model

As a first test case, we consider the hypercube of \([-0.5, 0.5]^D\) and the function

\[
f(x) = g\left(\sqrt{\sum_{i} (x_i + 0.5)^2}\right),
\]

with

\[
g(r) = \begin{cases} 
  g_1(r) = 10(\exp\left(\frac{-r + 0.35}{0.086}\right) + 1)^{-1}, & \text{for } r < 0.6 \\
  g_2(r) = 0.005^r g_1(0.6) \frac{1}{(0.005r)} , & \text{for } r \geq 0.6
\end{cases}
\]

(24)

By construction the function \( f \) has a kink for \( \sqrt{\sum_{i} (x_i + 0.5)^2} = 0.6 \) and it is shown in figure 2 for \( D = 2 \). We mimic the output of a Monte Carlo model by adding normally distributed, zero mean noise to the function evaluations, i.e.

\[
Y_{l,i} = f(x_{l,i}) + s_{l,i}, \text{ with } \text{Var}(s_{l,i}) = \text{ctol}^2 2^{|l|}
\]

(25)

where \( s_{l,i} \) is the noise and \( Y_{l,i} \) are the values used for the sparse grid construction. In real MC models, the computational cost for obtaining \( Y_{l,i} \) is related to the variance by eq. 3. We therefore assign a cost ratio of \( 2^{-|l|} \) to the sample \( Y_{l,i} \) and, in this way, mimic a real parametric Monte Carlo model.
FIG. 3. Adaptive grids for ASG (left) and MLASG (right) for the test problem 24 in the 2-dimensional case employing the tolerance $tol = 10^{-4}$ and $c = 1$ (compare eq. 19)

1. 2D-case

In order to visualize the effect of the MLASG on the adaptive refinement, we first consider a dimensionality of $D = 2$ with a threshold $tol = 10^{-4}$. We employ $c = 1$ for the constant in eq. 19, i.e. the standard deviation $\sigma_0$ for the first point (level $L = 0$) equals the threshold $tol$. The adaptive grids for the standard single level Adaptive Sparse Grids (ASG) and the Multilevel Adaptive Sparse Grid (MLASG) approach are shown in fig. 3 on the left and on the right, respectively. The MLASG produces almost the same adaptive grid as the standard procedure refining the grid close to kink of $f$. This good agreement of the MLASG with the reference ASG translates to the accuracy of the numerical quadrature. Both approaches show the essentially same convergence behavior during the refinement process. This can be seen from the top panel in figure 4, where we plot the quadrature error during the refinement against the number of grid points (NoP). Both curves essentially lay on top of each other and deviations are only visible, when the accuracy is already very low. Even then the differences are such, that it is not possible to judge whether ASG or MLASG is better. This supports the discussion from the previous section IV on why the choice $c = 1$ is good enough.

The advantage of the MLASG over the standard ASG can be seen from the lower panel in figure 4. Again, we show the quadrature error during refinement, but now in dependence of the expected computational cost, which would be spend if our toy model would be a real Monte Carlo model. While initially, at the level $L = 1$, the evaluation costs are very similar, the MLASG converges much more rapidly with respect to the costs. After termination, we have spend two orders of magnitude less resources in MLASG than in ASG.

We now turn to a more detailed investigation of the choice of the constant $c$ controlling the ratio between the sampling variance on the refinement tolerance $tol$. The upper panel in figure 5, shows the adaptive grids for the ASG using the exact function values and MLASG with an initial standard deviation $\sigma_0 = 10^{-2}$. For both, we employed $tol = 10^{-4}$, i.e. the only difference to the previous example is that we now have chosen $c = 100$ instead of $c = 1$ for the MLASG. The effect is quite large. While for $c = 1$ both grids essentially agreed, the MLASG grid does not follow the characteristics of the function and grid points have essentially been placed everywhere in the domain. The reason for that is obviously the fact that the noise in the refinement criterion is a factor hundred larger than the threshold.
FIG. 4. Comparison the quadrature error $|I - I_N|$ during the refinement process of ASG and MLASG for the test model 24 in the 2-dimensional case. For this a tolerance $tol = 10^{-4}$ and $c = 1$ (compare eq. 19) are employed. Upper panel: Quadrature error as function of the number of grid points. Lower panel: Quadrature error as function of the expected computational cost (in multiples of the cost for the first point).
Therefore, false decision in the adaptive selection are quite likely also for points, which would have a comparably large surplus.

In order to analyze effect we have performed MLASG for varying values of the threshold $\text{tol} \in [10^{-4}, 2]$ and for three values of the initial standard deviation $\sigma_0 \in \{10^{-2}, 10^{-3}, 10^{-4}\}$. The lower panel in fig. 5 shows the error of these three cases as a function of the threshold $\text{tol}$. For comparison we added the ideal ASG case. Albeit we focus on quadrature, we display the I-norm of the difference between the true function $f$ and the respective interpolant $u(x)$, because the effect of the choice of $c$ is better visible in this measure. Starting at the largest values for $\text{tol}$, all three curves follow the ideal ASG curve until $\text{tol}$ becomes close to the respective value of $\sigma_0$, i.e. when $c \approx 1$. For values below, the curves start to flatten and from a certain point on the error does actually increase again. Thus, choosing $c$ (much) larger than one does not significantly improve the accuracy. For much lower values, we loose the benefits of adaptive refinement and, at least, the interpolation accuracy.

2. 7D-case

As a higher dimensional example, we consider the test function 24, but now the 7-dimensional case. Figure 6 shows the equivalent to fig. 4 for this case, i.e. the quadrature error during refinement as function of the NoP (upper panel) and the cost ratio (lower panel). As before, we employed a refinement tolerance of $\text{tol} = 10^{-4}$ and $c = 1$. Both, ASG and MLASG, show very similar behavior with the number of grid points and we would conclude that, as in the previous example, the adaptive refinement is not much affected by the increasing variance during refinement in MLASG. As in the 2D example, this increase with the refinement level has the effect that MLASG can save orders of magnitude in computational effort as it is visible from the lower panel in fig. 6. In the 7-dimensional case, the savings are even larger, almost three orders of magnitude.

### B. CO oxidation model

As a realistic model, we turn to a stochastic model for the CO oxidation on RuO$_2$(110) heterogeneous catalyst\cite{38,39}, which is a reduced version of the original quantum chemistry based model \cite{40} and exploits that the chemistry is mainly controlled by the so-called cus adsorption sites \cite{5,41,42}. It describes the chemical kinetics of the CO oxidation as Markov jump process on a chain of these sites on the catalytic surface and every jump corresponds to one of the allowed elementary reactions. The elementary reactions are the adsorption and desorption of CO and oxygen, diffusion from on site to a neighboring site of adsorbed CO and oxygen and the formation gaseous CO$_2$. Albeit it is a reduced version, it is still too high-dimensional for a treatment with classical numerical methods. Therefore, we obtain the targeted stationary expected values by simulating the process using the lattice kinetic Monte Carlo (kMC) code kmos\cite{43}.

The input parameters of the model have been obtained from Density Functional Theory (DFT). These seven parameters are I) the equilibrium constant of adsorption of CO ($K_{\text{CO}}$) and oxygen ($K_{\text{O}_2}$), II) the rates $k_{\text{diff}}^{\text{CO}}$ and $k_{\text{diff}}^{\text{O}_2}$ for these two reactions, III) the rates $k_{\text{ads}}^{\text{CO}}$ and $k_{\text{ads}}^{\text{O}_2}$ for diffusion of adsorbed species and IV) the rate $k_{\text{racc}}$ for the formation of CO$_2$. As the true density functional is only approximately known, the parameters carry some finite error. An uncertainty analysis requires to integrate over these parameters using a probability weight, which reflects the uncertainty in the parameters. For the present model case, we assume that the logarithms of the input parameters are independently and uniformly distributed in a certain range of values. This reflects that the uncertainties are dominated by the errors in binding energies and barriers, which enter the input exponentially. The employed ranges as well the default values are provided in the table I.

| Name       | Default value [1/s] | Range [1/s]              |
|------------|---------------------|--------------------------|
| $K_{\text{CO}}$ | $2.0 \times 10^2$ | $[2.0 \times 10^{-2}, 2.0 \times 10^2] - [2.0 \times 10^{-2}, 2.0 \times 10^2]$ |
| $K_{\text{O}_2}$ | $7.2 \times 10^6$ | $[7.2 \times 10^2 - 2.0 \times 10^2] - [7.2 \times 10^10 - 2.0 \times 10^10]$ |
| $k_{\text{ads}}^{\text{CO}}$ | $2.0 \times 10^8$ | $1.0 \times 10^8 - 4.0 \times 10^8$ |
| $k_{\text{ads}}^{\text{O}_2}$ | $9.7 \times 10^7$ | $4.85 \times 10^7 - 1.94 \times 10^8$ |
| $k_{\text{diff}}^{\text{CO}}$ | $1.7 \times 10^5$ | $1.7 \times 10^7 - 1.7 \times 10^8$ |
| $k_{\text{diff}}^{\text{O}_2}$ | $5.0 \times 10^{-1}$ | $5.0 \times 10^{-5} - 5.0 \times 10^3$ |
| $k_{\text{racc}}$ | $6.6 \times 10^{-2}$ | $6.6 \times 10^{-6} - 6.6 \times 10^2$ |
FIG. 5. *Upper panel:* Comparison of the adaptive grids for $tol = 10^{-4}$ for ASG without noise and MLASG with an initial standard deviation $\sigma_0 = 10^{-2}$, i.e. $c = 100$. *Lower panel:* 1-norm of the interpolation error for different initial noise values $\sigma_0 = [10^{-2}, 10^{-4}]$ compared to the ASG method without noise.
FIG. 6. Comparison the quadrature error $|I - I_N|$ during the refinement process of ASG and MLASG for the test model 24 in the 7-dimensional case. For this a tolerance $tol = 10^{-4}$ and $c = 1$ (compare eq. 19) are employed. Upper panel: Quadrature error as function of the number of grid points. Lower panel: Quadrature error as function of the expected computational cost (in multiples of the cost for the first point).
FIG. 7. Comparison of the quadrature errors of ASG and MLASG for the average CO coverage in the CO oxidation model. Shown is the relaxation during the refinement process with $tol = 10^{-3}$ and $\sigma_0 = tol$.

For the kMC simulation, we employ chains of 20 sites with periodic boundary conditions. We want to address stationary operation and therefore perform $10^7$ initial kMC steps for relaxation[5]. Afterwards, we perform additional $10^7$ kMC steps and obtain an estimate of the stationary expected value by time averaging over these. We run multiple of these $2 \times 10^7$ long trajectories with different random seeds to achieve the targeted variance.

As an example for the uncertainty analysis, we consider the parameter averaged CO coverage, where the coverage is the concentration of a certain type of adsorbate in units of number of molecules per site. The coverage is therefore always between 0 and 1. The employed parameter ranges are now such that the coverage is close to one of these two values in the very most of the integration domain and its average is $\sim 0.363$.

The required integral involving the outlined parameter distribution and the parameter dependent CO coverage (as the output of the kMC simulation) can easily be brought into the form 1 by a coordinate transformation. For the MLASG, we employ a tolerance $tol = 10^{-3}$ and choose the same initial standard deviation $\sigma_0$. The single level ASG uses the same $\sigma_0$, but, as before, calculates all points with that accuracy. Figure 7 shows the quadrature error vs. the cpu-time spend for kMC simulations. As in the test examples, MLASG follows the reference ASG simulations and produces almost the same adaptive grid. As we expected, it converges faster than ASG with respect to the cpu-time for the kMC simulations. The final gain of a factor 3 - 4 in the costs is not that tremendous as for the analytic test problems, where it was two orders of magnitude. The reason is simply that the refinement already stops at level $L = 3$ and we get away with only $\sim 100$ grid points in total. For level 3, the gain per grid point is at maximum 8, and since the adaptivity sorts out most of the grid points at higher levels, the computational costs in MLASG are dominated by the lower levels, where the gain is not so large.

VI. CONCLUSION

We have presented a Multilevel Adaptive Sparse Grid (MLASG) approach for the parametric numerical quadrature of Monte Carlo models. Unlike the common multilevel quadrature approaches this is not based on a rewriting of the integral as a telescoping sum. Rather, we employ the intrinsic multilevel structure of the sparse grids and control the
sampling accuracy for every grid point such that the adaptive refinement strategy is not much affected by the noise in the approximate function values. For the employed basis and refinement strategy, we found that the sampling variance can be doubled with every refinement level. We have tested the approach on a number of examples and have found that the MLASG can achieve the same accuracy as single level Adaptive Sparse Grids (ASG) but at up to orders of magnitude lower computational costs.

In this study, we focused on quadrature, but also found hints that the higher noise level in MLASG has only a small impact on the interpolation error compared to an ASG without noise. Future research will elaborate on this finding. Also, we plan to incorporate integer programming approaches for determining the optimal distribution of computational resources for sampling. This will allow us to test different refinement strategies but also different basis functions.

From the application point of view, we plan to test the approach on real life problems from the field of molecular simulations.
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