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Abstract—Optical wireless (OW) communications, besides being of great interest for indoor and outdoor applications, have been recently proposed as a powerful alternative to the existing wired and wireless radio frequency (RF) interconnects in a network-on-chip (NoC). Design and analysis of networks with OW links require a careful investigation of cross-link interference, which impacts considerably the efficiency of systems that reuse the same channel for multiple transmissions. Yet, there is no comprehensive analysis of interference for OW NoCs, and the analyses of crosstalk in optical waveguide communications usually rely on synchronous data transmissions. A novel framework for the analysis of on-chip OW communications in the presence of cross-link ccochannel interference and noise is proposed, where asynchronous data transmissions are considered. Self-beating of interfering signals is also considered, which was often neglected in previous literature. The bit error probability (BEP) for arbitrary number of interfering sources is derived as a function of signal-to-noise ratio (SNR), interference powers, detection threshold and pulse shaping, using both exact and approximation methods. The proposed analysis can be applied to both noise- and interference-limited cases, and enables a system designer to evaluate reuse distance between links that share the same optical carrier for simultaneous communication in NoCs.

Index Terms—Multiprocessor interconnection networks, optical wireless (OW) communication, interference, error probability.

I. INTRODUCTION

Optical wireless (OW) communications are among the promising solutions to growing bandwidth demand in macro-scale networks for a vast range of indoor and outdoor applications [1]–[3]. In micro-scale networks, optical wireless (OW) links have been recently proposed as an interconnect technology [4]–[6] to provide efficient communication in a network-on-chip (NoC) [7]. The continuous increase in the density of processing cores cannot rely only on the traditional metal interconnections, since they have intrinsic limitations in communication bandwidth and power consumption [8]–[10]. These limitations have inspired many researchers to look for alternative technologies, like optical wired interconnects using silicon photonics [11]–[13] and wireless interconnects using radio frequency (RF) [14]–[20].

Optical NoCs exploit the optical domain to provide high bandwidth, low power consumption, low latency and fast signal propagation [21]. However, there are several issues for the design of network-on-chips (NoCs) using optical wired interconnects [13], [22]. The electrical-optical conversions at cores increase signal propagation delay and power consumption [13]. In such networks, as the number of cores scales up, the complexity of switching and routing increases occupying chip area, and the power losses due to multiple waveguide crossings become significant. Wireless interconnects can replace long distance connections in a hybrid architecture, thus simplifying network topology and routing issues [16]–[19], [23], [24]. In [25], multi-hop wired paths are replaced with single-hop wireless links to overcome high power consumption and routing problems. Wireless interconnects also improve broadcast efficiency in large-scale chip multiprocessors [26]–[28]. However, on-chip RF communication is outperformed by optical technology in terms of available bandwidth and integrability [4], whereas wireless NoCs have been investigated only in millimeter-wave and sub-terahertz bands [29], [30]. Moreover, the utilization of RF interconnects in NoCs may cause near-field coupling, thus degrading the communication performance [31]. These limitations motivate research into higher frequency bands for on-chip wireless communications.

OW technologies have been recently proposed to take advantage of both wireless and optical technologies, where wireless interconnects are improved with high bandwidth, far-field propagation and easier antenna integration compared to RF links [4]. The same wavelength propagating on optical waveguides can be used by wireless links without electrical-optical conversion [5]. The design of on-chip antennas at optical frequencies and suitably coupled with silicon waveguides is recently underway [5] after an earlier work in [26]. The first contributions on channel modeling by using electromagnetic simulation and ray-tracing have been presented in [4], [6]. However, the performance and feasible design of on-chip OW links have not yet been addressed, and their application needs further investigation. Design and analysis of networks with wireless links require a careful study of cross-link interference, which occurs between links that reuse the same frequency channel. The frequency (wavelength) reuse in
communications increases the network capacity, but, on the other hand, causes cochannel interference degrading system performance. Hence, for the design of wireless NoCs, there is a trade-off between the spectrum usage efficiency and communication performance.

In optical communications with narrow-linewidth laser sources, the beating between desired and interfering signals creates crosstalk at the photodetector (PD) [32]. In [33]–[38], the crosstalk in networks with synchronous data transmissions was analyzed for noise-limited systems, but in OW networks subject to heavy interference, the link performance is limited by both noise and interference. Yet, the impact of interference on OW communications in NoCs has not been explored. Moreover, data sources in NoCs may be asynchronous, which is in contrast with much published works. In [39], the bit error probability (BEP) was provided for indoor infrared wireless communications, where an asynchronous interference-limited system is considered. In such networks with large linewidth optical sources (e.g., light-emitting diode (LED)), the beating contributions become negligible, thus simplifying interference analysis, which cannot be applied to OW NoCs with narrow linewidth laser sources. Recall that the reliability is an essential requirement for communication systems, which is often measured in terms of BEP. In the literature on OW NoCs, there is no analysis for the BEP or other communication performance metrics. By establishing an interference-aware framework, a network designer can find the optimal configuration that meets the required reliability for on-chip communication. For example, one can investigate how many links using the same wavelength can operate in the NoC and which distance should separate them, such that the required level of reliability is satisfied.

This paper analyzes cochannel interference in NoCs with OW links operating at the same wavelength. Unlike previous published works, asynchronous data transmissions with intensity modulation and direct detection are considered. By extending the analytical methods in [37], [40], the BEP is derived based on both exact and approximation approaches, and the accuracy of tight approximations is verified for different network settings. The proposed analysis considers narrow-linewidth lasers, but it can also be applied to the cases of large-linewidth optical sources in micro- and macro-scale OW scenarios [41]. The self-beating of interfering signals is also considered in the analysis, and a comparison between the cases with and without self-beating contributions is provided. In a case of study, we investigate how to design the distances among all transmit and receive antennas to preserve a required BEP, while sharing the same frequency channel by multiple OW links. The novel contributions of the paper to the existing literature are summarized as follows:

- investigation of OW link performance for the NoC scenarios in the presence of cochannel interference due to the optical carrier sharing;
- analytical evaluation of the BEP as a function of signal-to-noise ratio (SNR), interfering powers, number of interfering sources, detection threshold and pulse shaping, considering asynchronous data transmission and self-beating of interfering signals;
- application of the analysis to both noise- and interference-limited systems and evaluation of the reuse distance among simultaneously transmitting links.

The rest of the paper is organized as follows. Section II describes the NoC scenario and Section III presents the link model. Section IV provides exact and approximate expressions for the BEP based on two types of decision thresholds, namely, average optical power (AOP) and middle of the eye (MoE). Numerical results are illustrated in Section V showing the accuracy of the derived expressions for the BEP, and system sensitivity to the network parameters; it is also shown how to apply the proposed tools for evaluating the reuse distance of OW links in NoCs. Finally, conclusions follow in Section VI.

**Notations:** Throughout the paper, \( E \{ \cdot \} \) denotes statistical expectation; vectors are indicated with bold symbols, and \( \sim \) denotes distribution.

## II. NOC Scenario With OW Interconnects

Consider a NoC, which utilizes both wired and wireless interconnects to provide communication among cores. The architectures of hybrid NoCs can be generally classified as mesh topology based and small-world networks based [25]. In mesh topology based NoCs, a two-tier design is considered, where the first tier is a base network with 2D regular mesh topology that provides short wired links between nodes, and the second tier provides long-range connections through wireless links [17], [23]. In small-world networks based NoCs, wired links connect neighboring nodes, and wireless links connect some distant or high traffic nodes according to the placement schemes [14], [29]. In this work, we consider a hybrid NoC architecture, where a locally connected wired network is overlaid by OW links as shown in Fig. 1. In such NoC, each network node is a router/hub serving a cluster of cores, which are connected through wired links.

The physical structure of on-chip interconnects can be represented by a layered model [6]. The first layer is the silicon substrate, which includes all electronic components. The second layer made of several metals and dielectric tiers provides the interconnections for circuits and devices inside the cores, as well as wired interconnections for cores, routers and other NoC elements. The optical layer is located at the top of these two layers, where a suitable interface between the optical and electrical layers is applied [13]. The optical
layer incorporates the photonic components, like PDs, optical waveguide links and optical nanoantennas. In this layer, optical signals are transmitted through silicon waveguides and wireless links. The optical nanoantennas [6] are coupled with silicon waveguides and radiate the optical signals in a wireless transmission medium, made of silicon dioxide or other similar dielectric materials. The gain of the antenna is denoted by $G$, which is closely related to the antenna directivity. Recall that increasing the antennas directivity reduces link power losses, while decreasing the antenna directivity provides the wide beamwidth required for broadcast communication [5].

A laser source (off-chip) provides the optical power wide beamwidth required for broadcast communication [5].
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III. COMMUNICATION LINK MODEL

The desired signal received at the time instant $t$ is $E_0(t) = \sqrt{P_0} m_0(t) e^{j\omega t + j\phi_0(t)}$, and the $i$-th interfering signal is $E_i(t) = \sqrt{P_i} x_i m_i(t) e^{j\omega t + j\phi_i(t)}$, where $\omega$ is the carrier frequency. The phase fluctuations in the $i$-th transmitter are denoted by $\phi_i(t)$, and $m_i(t)$ represents the modulating data signal. We assume that all links use intensity modulation on-off keying (OOK), with binary modulating signals given by

$$m_0(t) = \sum_{n=-\infty}^{+\infty} b_{0,n} g(t - nT)$$

$$m_i(t) = \sum_{n=-\infty}^{+\infty} b_{i,n} g(t - nT - \tau_i)$$

where $b_{0,n}$ and $b_{i,n}$ are the $n$-th bits transmitted by the desired and $i$-th interfering sources, respectively, $g(t)$ is the rectangular shape of the optical pulse, $T$ is the time interval for each bit, and $\tau_i$ is the time offset of the $i$-th asynchronous interfering link.

$1$For the sake of simplicity in the presentation, we consider a two-dimensional network, but the analysis can be applied to three-dimensional scenarios as well.

$2$Here, optical power refers to the power of the unmodulated optical carrier.
The detected photocurrent at the receiver is \( y(t) = \eta |E_0(t) + \sum_{i=1}^{l} E_{i}(t)|^2 \), which is given by
\[
y(t) = \eta P_i \left[ m_0(t) + 2 \sum_{i=1}^{l} \sqrt{x_i} m_0(t) m_i(t) \cos \phi_i(t) + \sum_{i=1}^{l} \sum_{q=1}^{l} \sqrt{x_i} x_q m_i(t) m_q(t) e^{j(\phi_i - \phi_q)} \right]
\]
where \( \eta \) is the responsivity of the PD. In (4), the first sum accounts for the beating between desired and interference signals, and the second sum represents the self-beating of interfering signals. Note that in the literature on crosstalk accounts for the beating between desired and interference signals, and the second sum is negligible, since these terms are very small for \( x_i < 1 \). Neglecting the crossed terms is equivalent to approximating the second sum of (4) with its average over \( \phi_i \)'s, thus obtaining
\[
y(t) \approx \eta P_i \left[ m_0(t) + 2 \sum_{i=1}^{l} \sqrt{x_i} m_0(t) m_i(t) \cos \phi_i(t) \right.
\]
\[
+ \sum_{i=1}^{l} x_i m_i(t) \right].
\]

We assume that the spectrum of the unmodulated carrier is narrow with respect to \( 1/T \), meaning that the phase fluctuations are slow and remain approximately constant during the bit interval \( T \). Therefore, the received photocurrent, after electrical filtering and sampling, is given by
\[
I^{(n)} = A_0 b_{0,n} + \sum_{i=1}^{l} A_i \cos(\phi_i) b_{0,n} h(\tau_i, b_{i,n}, b_{i,n-1})
\]
\[
+ \sum_{i=1}^{l} B_i h(\tau_i, b_{i,n}, b_{i,n-1})
\]
where \( A_0 = \eta P_s, \ A_i = 2\sqrt{x_i} \eta P_s, \ B_i = x_i \eta P_s \). The function \( h(\tau_i, b_{i,n}, b_{i,n-1}) \) for the integrate-and-dump filter (IDF) is defined as
\[
h(\tau_i, b_{i,n}, b_{i,n-1}) = \frac{1}{T_g} \int_{T-T_g}^{T} m_i(t) \ dt
\]
where \( T_g \) is the rectangular pulse duration (see Fig. 4). Here, for non-return-to-zero (NRZ) transmission \( T_g = T \), whereas for return-to-zero (RZ) transmission \( T_g < T \) [42]. In particular, \( h(\tau_i, b_{i}, \tilde{b}_{i}) \) is given by
\[
h(\tau_i, b_{i}, \tilde{b}_{i}) = \begin{cases} \frac{\tau_i - T + T_g}{T_g} & \text{if } T - T_g \leq \tau_i \leq T \\ b_i & \text{otherwise} \end{cases}
\]
\[
+ \begin{cases} \frac{\tau_i - \tau_i}{T_g} & \text{if } 0 \leq \tau_i \leq T_g \\ 0 & \text{otherwise} \end{cases}
\]
which for the NRZ modulation scheme becomes
\[
h(\tau_i, b_{i}, \tilde{b}_{i}) = \frac{\tau_i}{T} + b_i \frac{T - \tau_i}{T}.
\]

The detected photocurrent is given by \( I_i = \sum_{i=1}^{l} B_i h(\tau_i, b_{i}, \tilde{b}_{i}) \) for \( b_0 = 1 \).

\[
I_0 = \sum_{i=1}^{l} B_i h(\tau_i, b_{i}, \tilde{b}_{i})
\]

\[
I_1 = A_0 + \sum_{i=1}^{l} A_i \cos(\phi_i) h(\tau_i, b_{i}, \tilde{b}_{i}) + \sum_{i=1}^{l} B_i h(\tau_i, b_{i}, \tilde{b}_{i}).
\]

The bits \( b_{i,n} \) are independent random variables (RVs) with one-half probability to be one or zero, and \( \phi_i \) and \( \tau_i \) are independent RVs uniformly distributed on \([0, 2\pi]\) and \([0, T]\), respectively. The vectors \( \tau = \{\tau_i\}, \ \phi = \{\phi_i\}, \ b_i = \{b_i\}, \) and \( \tilde{b}_i = \{\tilde{b}_i\} \) have \( I \) elements, \( i = 1, 2, \cdots, I \). We also consider additive Gaussian noise at the receiver denoted by \( N \sim N(0, \sigma^2_N) \) with variance \( \sigma^2_N \). In most cases of interest for \( p-i-n \) receivers, the dominant noise contribution is thermal noise [43], hence the noise has the same variance \( \sigma^2_N \) independently of the photocurrent value \( I_0 \) and \( I_1 \). Table I at the top of the next page summarizes the main parameters of the system model.

**Remarks:** When phase fluctuations are very fast, the spectrum of the unmodulated carrier is much larger than \( 1/T \) and the second term in (6) is averaged out by the receiver filter, which gives \( A_i = 0 \). Note that in the case of synchronous interference \( (\tau_i = 0) \), we have \( h(\tau_i, b_{i}, b_{i}) = b_i \) in both the equations (8) and (9).

**IV. ERROR PROBABILITY EVALUATION**

The BEP is the probability that the received photocurrent is detected above a decision threshold \( \zeta \) while transmitting zero, or is detected below \( \zeta \) while transmitting one, which is written by
\[
P_b = \frac{1}{2} \left( P_{b|b_0=0} + P_{b|b_0=1} \right)
\]
\[
= \frac{1}{2} \left( \mathbb{P}\{I_0 + N \geq \zeta\} + \mathbb{P}\{I_1 + N < \zeta\} \right).
\]
First, we consider the conditional BEP, $P_{b|\gamma}^{(\tau, b, b_i)}$, for given vectors $\tau$, $b_i$ and $\tilde{b}_i$. Then, the conditional BEP is averaged with respect to $b_i$ and $\tilde{b}_i$ as

$$P_{b|\gamma} = \mathbb{E}_{b_i, \tilde{b}_i}\{P_{b|\gamma}^{(\tau, b, b_i)}\} = \frac{1}{2^{2I}} \sum_{(b_i, \tilde{b}_i) \in B} P_{b|\gamma}^{(\tau, b, b_i)}$$  \hspace{1cm} (12)

where all the $2^I$ combinations of $(b_i, \tilde{b}_i) \in B$ are considered, and $B = \{(b_i, \tilde{b}_i) : b_i = \{0, 1\}, \tilde{b}_i = \{0, 1\}\}$.

Therefore, by substituting (10) in (11), the conditional BEP is given by

$$P_{b|\gamma}^{(\tau, b, b_i)} = \frac{1}{2}(P_{b|b_i=0, \gamma} + P_{b|b_i=1, \gamma})$$  \hspace{1cm} (13)

where

$$P_{b|b_i=0, \gamma} = \mathbb{P}\{\sum_{i=1}^{I} B_i h(\tau_i, b_i, \tilde{b}_i) + N > \zeta\} = \mathbb{P}\left\{n > \left(\zeta - \sum_{i=1}^{I} B_i h(\tau_i, b_i, \tilde{b}_i)/\sigma_{th}\right)\right\}$$  \hspace{1cm} (14a)

$$P_{b|b_i=1, \gamma} = \mathbb{P}\{A_0 + \sum_{i=1}^{I} A_i \cos(\phi_i) h(\tau_i, b_i, \tilde{b}_i) + \sum_{i=1}^{I} B_i h(\tau_i, b_i, \tilde{b}_i) + N < \zeta\} = \mathbb{P}\left\{\sum_{i=1}^{I} A_i \cos(\phi_i) h(\tau_i, b_i, \tilde{b}_i)/\sigma_{th} + n < \left(\zeta - A_0 - \sum_{i=1}^{I} B_i h(\tau_i, b_i, \tilde{b}_i)/\sigma_{th}\right)\right\}$$  \hspace{1cm} (14b)

and $n = N/\sigma_{th}$ is a Gaussian RV with unitary variance. The conditional probabilities in (13), $P_{b|b_i=0, \gamma}$ and $P_{b|b_i=1, \gamma}$, can be obtained through a general parametric expression as given by

$$P_{b|b_i=0, \gamma} = F(\mathbf{u}_{b_i}^{(b_0)}; v^{(b_0)}) = \mathbb{P}\left\{\sum_{i=1}^{I} u_i^{(b_0)} \cos(\phi_i) + n > v^{(b_0)}\right\}$$  \hspace{1cm} (16a)

$$P_{b|b_i=1, \gamma} = F(\mathbf{u}_{b_i}^{(b_0)}; v^{(b_0)}) = \mathbb{P}\left\{\sum_{i=1}^{I} u_i^{(b_0)} \cos(\phi_i) + n < -v^{(b_0)}\right\} = \frac{1}{2^{2I}} \int_{0}^{2\pi} \cdots \int_{0}^{2\pi} \text{erfc} \left[\frac{v^{(b_0)} + \sum_{i=1}^{I} u_i^{(b_0)} \cos(\phi_i)}{\sqrt{2}}\right]$$  \hspace{1cm} (16b)

where $v^{(b_0)}$ and the elements of vector $\mathbf{u}_{b_i}^{(b_0)} = \{u_i^{(b_0)}, i = 1, 2, \ldots, I\}$ are defined as

$$v^{(b_0)} = \begin{cases} (\zeta - \sum_{i=1}^{I} B_i h(\tau_i, b_i, \tilde{b}_i)/\sigma_{th})/\sigma_{th} & \text{if } b_0 = 0 \\ (\zeta + A_0 + \sum_{i=1}^{I} B_i h(\tau_i, b_i, \tilde{b}_i)/\sigma_{th})/\sigma_{th} & \text{if } b_0 = 1 \end{cases}$$

and

$$u_i^{(b_0)} = \begin{cases} 0 & \text{if } b_0 = 0 \\ A_i h(\tau_i, b_i, \tilde{b}_i)/\sigma_{th} & \text{if } b_0 = 1 \end{cases}$$

respectively. Note that in (14a), the beating between desired and interference signals has no impact on the desired signal when $b_0 = 0$, therefore, $u_i^{(b_0)} = 0$, $\forall i$.

In the presence of single interferer ($I = 1$), by using [40, eq. (5)], an exact closed-form expression for (15) can be derived as

$$F(\mathbf{u}_1^{(b_0)}, v^{(b_0)}) = \frac{1}{2} \text{erfc}\left(\frac{v^{(b_0)}}{\sqrt{2}}\right) + \frac{1}{\sqrt{2\pi}} \sum_{k=1}^{\infty} \left\{\left(\frac{2k}{2}\right) \left(\frac{v^{(b_0)}}{\sqrt{2}}\right)^{2k}\right\}$$

$$\times \frac{1}{(k!)^2} H_{2k-1}(v^{(b_0)}) \exp(-v^{(b_0)2}/2)$$  \hspace{1cm} (17)

where $H_k(x) = (-1)^k e^{-x^2/2} / (d^k e^{-x^2/2} / dx^k)$ is a Hermitean polynomial of order $k$. Although the equation (17) provides an exact BEP, due to convergence issues of the sum with index $k$, its numerical evaluation is extremely difficult for large values of desired and interfering signals powers ($P_i$ and $x_i$) in interference-limited conditions.

The expression in (15) can be approximated for $I \geq 1$ by extending the approach in [37], where the probability density function (PDF) of the noise photocurrent was derived based on a truncated Taylor series with respect to $\phi_i$'s. By applying [37, eq. (5)] to the considered system model, (15) can be approximated by

$$F(\mathbf{u}_1^{(b_0)}, v^{(b_0)}) \approx \frac{1}{2} \text{erfc}\left(\frac{v^{(b_0)} - \sum_{m=1}^{I} u_m^{(b_0)}}{\sqrt{2}}\right) \times \prod_{i=1}^{I} G(\mathbf{u}_i^{(b_0)}; v^{(b_0)} - \sum_{m=1}^{I} u_m^{(b_0)})$$  \hspace{1cm} (18)

where

$$G(z) = \begin{cases} 1 & \text{if } z = 0 \\ \frac{1}{\sqrt{2\pi z}} \text{erfc}(\pi\sqrt{z/2}) & \text{if } z > 0 \end{cases}$$  \hspace{1cm} (19)

### TABLE I

| Parameter | Description |
|-----------|-------------|
| $G$       | antenna Gain |
| $P$       | bit interval |
| $T_k$     | rectangular pulse duration |
| $I$       | number of interferers |
| $P_i$     | i-th signal power |
| $\tau$    | phase fluctuations of TX |
| $\eta$    | responsivity of PD |
| $\sigma_{th}$ | noise standard deviation |
| $d_i$     | distance between TX and RX$_i$ antennas |
| $\gamma$  | $A_0/(2\sigma_{th})$ with $A_0 = \eta P_0$ |
which is valid for $u^{(b_0)} - \sum_{m=1}^I u^{(b_m)} \geq 0$. In the case of $I = 1$, (18) can be evaluated for a larger domain of $P_s$ and $x_i$ values with respect to the domain for which (17) can be calculated exactly. The accuracy of the approximate BEP with respect to its exact evaluation is verified by results in Section V. Therefore, for a given threshold $\zeta$, the exact $P_{b|\tau}$ with $i = 1$ and approximate $P_{b|\tau}$ with $i \geq 1$ are evaluated by substituting (17) and (18) in the equation (13), respectively. The exact BEP for $i \geq 1$ is evaluated numerically by the proposed method in Appendix C.

We now apply two methods, namely AOP and MoE, to set the decision thresholds. The AOP threshold is determined from the average value of the received photocurrent, which is given by

$$
\zeta_{\text{avg}} = \frac{\mathbb{E}\{I_0\} + \mathbb{E}\{I_1\}}{2} = A_0/2 + \sum_{i=1}^I B_i T
$$

with

$$
T_i = \mathbb{E}_{\tau_i,b_i}\{h(\tau_i,b_i,\tilde{b}_i)\} = \frac{1}{4T} \sum_{b_i=0}^1 \sum_{\tilde{b}_i=0}^1 \int_0^T h(\tau_i,b_i,\tilde{b}_i) d\tau_i
$$

$$
= \frac{1}{4T} \sum_{b_i=0}^1 \sum_{\tilde{b}_i=0}^1 \frac{T_g}{2} (b_i + \tilde{b}_i) = \frac{T_g}{2T}.
$$

The MoE threshold is set at the middle of the eye diagram in the worst case of maximum eye closure, i.e., when the impact of interference on the desired signal is the maximum. In such case, the threshold is defined as

$$
\zeta_{\text{moe}} = \frac{\max\{I_0\} + \min\{I_1\}}{2} = A_0/2 + \sum_{i=1}^I (B_i - A_0 \sqrt{x_i}).
$$

By applying AOP and MoE thresholds, the conditional BEP, $P_{b|\tau}(\gamma, x)$, is provided in Appendix A and Appendix B, respectively, as a function of the electrical SNR, with SNR = $4\gamma^2$ and $\gamma = A_0/(2\sigma_{\text{th}})$, and the vector $x$.

### A. BEP for Asynchronous and Quasi-Synchronous Systems

In this work, the system is considered asynchronous, when the transmission interval (TI), i.e., time slot or protocol time unit, is large with respect to the variations of time offsets (\(\tau\)). Therefore, the beating between desired and interfering signals is subject to the variations of \(\tau_i\)’s, and the BEP is averaged with respect to \(\tau\). We consider the system quasi-synchronous, when the time scale of \(\tau\) variations is larger than TI. In this case, \(\tau\) can be assumed constant over each TI, and the system experiences a BEP conditioned to \(\tau\), which changes randomly for different TIs in a range of \([P_{b,\text{min}}, P_{b,\text{max}}]\). The system is synchronous, when \(\tau_i = 0\), \(\forall i\), which has been mostly considered in the literature on optical crosstalk. Therefore, in the asynchronous system with $I = 1$, the BEP is given by

$$
P_b(\gamma, x_1) = \frac{1}{T} \int_0^T P_{b|\tau_1}(\gamma, x_1) d\tau_1
$$

and for $I > 1$ is given by averaging $P_{b|\tau}(\gamma, x)$ with respect to the vector $\tau$ as

$$
P_b(\gamma, x) = \frac{1}{T^I} \int_0^T \cdots \int_0^T P_{b|\tau}(\gamma, x) d\tau_1 \cdots d\tau_I
$$

where $P_{b|\tau}(\gamma, x)$ for the AOP and MoE thresholds is given by (36) and (40), respectively.

In the quasi-synchronous system, the behavior of $P_{b|\tau}(\gamma, x)$ as a function of time offsets (\(\tau\)) is examined for the two cases of NRZ and RZ pulse shaping. An illustrative example of the system with $I = 2$ is shown in Fig. 5 for NRZ modulation, and in Fig. 6 for RZ modulation, where the conditional BEP as a function of $\tau_1$ and $\tau_2$ is provided. The AOP threshold and $\gamma = 15$ are considered with $x_1 = x_2 = -19$ dB for NRZ modulation, and for $I > 1$ is given by averaging $P_{b|\tau}(\gamma, x)$ with respect to the vector $\tau$ as

$$
P_b(\gamma, x) = \frac{1}{T^I} \int_0^T \cdots \int_0^T P_{b|\tau}(\gamma, x) d\tau_1 \cdots d\tau_I
$$

where $P_{b|\tau}(\gamma, x)$ for the AOP and MoE thresholds is given by (36) and (40), respectively.
In Section IV-B, we propose a simple closed-form formula to approximate (23) and (24) by considering the particular shape of $P_{b|\tau}(\gamma, x)$ as the function of $\tau_i$’s values.

B. BEP Approximation for Asynchronous Systems

Consider the behavior of $P_{b|\tau}$ as a function of $\tau_i$’s in Section IV-A with $P_{b|\tau} = p(\tau_1, \tau_2, \ldots, \tau_I)$. Therefore, $P_{b,\text{min}} = p(\tau_1, \ldots, \tau_I)$ with $\tau_i = T/2$, $\forall i$, and $P_{b,\text{max}} = p(\tau_1, \ldots, \tau_I)$ with $\tau_i = 0$, $\forall i$. We assume that the function $p(\cdot)$ is concave and symmetric for given $\tau_i$’s, i.e., $p(\ldots, \tau_i, \ldots) = p(\ldots, T - \tau_i, \ldots)$, $\forall i$. In such case, the BEP in (24) can be written as

$$P_b(\gamma, x) = \frac{2^I}{T^I} \int_0^{T/2} \cdots \int_0^{T/2} p(\tau_1, \ldots, \tau_I) d\tau_1 \cdots d\tau_I. \quad (25)$$

In order to evaluate the integrals in (25), the function $p(\cdot)$ can be approximated with the composition of two $I$-dimensional hyperplanes. The first plane is horizontal and is given by $P_{b,\text{min}} = p(\tau_1, \ldots, \tau_I)$ with $\tau_i = T/2$, $\forall i$. We assume that the function $p(\cdot)$ is concave and symmetric for given $\tau_i$’s, i.e., $p(\ldots, \tau_i, \ldots) = p(\ldots, T - \tau_i, \ldots)$, $\forall i$. In such case, the BEP in (24) can be written as

$$P_b(\gamma, x) \approx \frac{2^I}{T^I} \int_0^{T/2} \cdots \int_0^{T/2} p(\tau_1, \ldots, \tau_I) d\tau_1 \cdots d\tau_I. \quad (25)$$

Finally, an approximation to the BEP can be provided by using (25) and (26), which for $I = 1$ is given by

$$P_b(\gamma, x_1) \approx P_{b,\text{min}} + \frac{\Delta \mu_1}{T^I} \quad (27)$$

and for arbitrary value of $I$ is given by

$$P_b(\gamma, x) \approx P_{b,\text{min}} + \frac{2^I \Delta \mu_{I+1}}{T^I (I + 1)! \prod_{i=1}^{I} \mu_i}. \quad (28)$$

V. NUMERICAL RESULTS

This section provides numerical results in terms of BEP for NoCs using OW links in the presence of cochannel interference and noise. Synchronous and asynchronous networks are considered, where all optical links use OOK modulation with NRZ and RZ formats. The exact BEP for $I = 1$ is evaluated by (23), where conditional BEP ($P_{b|\tau_i}$) with AOP and MoE thresholds is given by (34) and (39), respectively. The approximate BEP for $I \geq 1$ is evaluated by (24), where conditional BEP ($P_{b|\tau_i}$) with AOP and MoE threshold is given by (36) and (40), respectively. The total normalized interference power is $X_{\text{tot}} = \sum_i x_i$, and for the RZ modulation, $T_g = 0.5 \times T$ is considered.

A. BEP of OW Links

We now present results for different system settings by using the formulas derived in Section IV.

4This evaluation can be performed numerically.
$I = 1$, $x_1 = -16$ dB, for $I = 2$, $x = [-17, -23]$ dB, and for $I = 3$, $x = [-18, -22, -26]$ dB. Solid lines show RZ case and dashed lines show NRZ case. It is shown that for a given number of interferers and $\gamma$, RZ outperforms NRZ. For example, the BEP with $I = 3$ and NRZ shows an asymptotic floor that approaches $10^{-3}$, whereas by exploiting RZ the floor decreases drastically achieving $2 \times 10^{-8}$ at $\gamma = 20$.

It can be also observed that for a given modulation scheme and $\gamma$, the BEP increases as interferers number ($I$) increases independently of the amount of total interference power. Note that the higher is the number of interferers, the higher is the gap between RZ and NRZ curves. Therefore, for a given $X_{\text{tot}}$, by increasing $I$, the sensitivity of the system to the modulation scheme increases.

**B. BEP as a Function of Interference Power**

In the following, we set the value of $\gamma$ to 15 for an interference-limited network, and examine the BEP as the function of total normalized interference power ($X_{\text{tot}}$), varying thresholds and other system parameters. The results allow the system designer to determine the amount of interference the desired link can tolerate without exceeding a target BEP.

Fig. 9 shows the BEP vs. $X_{\text{tot}}$ for synchronous and asynchronous systems with RZ modulation, $I = 1$ and 2 applying MoE threshold. For $I = 2$, the two cases of equal power interference with $x_1 = x_2$, and unequal power distribution between interferers with $x_2 = 0.25 \times x_1$ and $x_2 = 0.05 \times x_1$ are examined. It can be observed that increasing the difference between $x_1$ and $x_2$ ameliorates the BEP, which gets closer to the case of single dominant interferer i.e., $I = 1$. Therefore, for a given $X_{\text{tot}}$, an upper bound and a lower bound for the BEP can be obtained with equal power interference and single dominant interferer cases, respectively. It is also shown that for each setting, synchronous case results in a higher BEP with respect to the asynchronous one (RZ).

Fig. 10 shows the BEP vs. $X_{\text{tot}}$ for RZ and NRZ modulation schemes with different numbers of interferers using AOP and MoE thresholds. The cases $I = 2$ and 3 are examined, where $x_2 = 0.5 \times x_1$ and $x_3 = 0.75 \times x_1$. This figure provides a comparison between two types of thresholds; it is shown that the MoE curves outperform the AOP ones for all settings. For example, the system using MoE with $I = 2$ and NRZ can reach $P_b = 10^{-3}$ for $x = -13$ dB, while the system with the same setting but using AOP satisfies such $P_b$ for $x = -18$ dB. It can be also observed that for the same value of interference ($X_{\text{tot}}$), the lower $I$ provides smaller BEP in both cases of AOP and MoE thresholds. The implementation of the MoE threshold requires more effort than AOP one, since the AOP threshold can be simply determined by the average of the received photocurrent. Therefore, it is suitable to use the MoE threshold, when the performance is improved significantly.

In Fig. 11, the BEP is plotted as a function of $x_1$ for asynchronous systems with RZ and NRZ modulations, $I = 1$ and AOP threshold, with and without contribution of $B_1$ in (6).
literature like [37], [40] have neglected this contribution. It can be also observed that, for a given modulation scheme and \( \gamma \), the gap between curves “with \( B_1 \)” and “no \( B_1 \)” increases as the value of \( \gamma \) increases.

Fig. 12 shows the BEP vs. \( X_{\text{tot}} \) with \( I = 2 \) and \( 3 \), where \( x_2 = 0.5 \times x_1 \) and \( x_3 = 0.75 \times x_1 \), using MoE threshold. For each \( I \), four settings are examined (dashed lines) with and without contribution of self-beating interference (\( B_i \)’s) in the synchronous and asynchronous (RZ) systems. It can be observed that by neglecting the contribution of \( B_i \)’s, the synchronous and RZ cases are almost overlapped, and the BEP is not improved with asynchronous transmission (RZ). But, considering \( B_i \)’s provides a lower BEP for RZ case with respect to the synchronous one, and improves the BEP in both the synchronous and RZ cases. In order to verify the approximation in (5), where the beating of two different interfering signals (crossed-terms with \( i \neq q \)) is neglected, an exact evaluation of the BEP is also provided for synchronous and RZ cases with \( I = 2 \) (solid red lines). The exact BEP is calculated numerically through the method in Appendix C. It is shown that the exact \( P_b \) is lower than its approximation for the asynchronous RZ case, and is higher than its approximation for the synchronous case. As seen for the RZ case, the approximation results in a worst case evaluation of the BEP. Therefore, for the asynchronous case with RZ, a system designer can rely on the slightly greater value of the approximate BEP to guarantee the target BEP.

Fig. 13 compares different evaluation methods of the BEP vs. \( X_{\text{tot}} \) for asynchronous systems with \( I = 3 \), \( x_2 = 0.5 \times x_1 \) and \( x_3 = 0.75 \times x_1 \), using AOP and MoE thresholds. The results for \( P_{b, \text{max}} = \max \{ P_b \} \) and \( P_{b, \text{min}} = \min \{ P_b \} \) are given by \( P_{b|\tau_1=\tau_2=\ldots=\tau_l=0}(\gamma, x) \) and \( P_{b|\tau_1=\tau_2=\ldots=\tau_l=T/2}(\gamma, x) \), respectively, where \( P_{b|\tau} \) with AOP is evaluated by (36), and with MoE by (40). \( P_b \) is evaluated by averaging \( P_{b|\tau} \) in (24), whose approximation, \( \hat{P}_b \), is provided through (28). It can be observed that for the MoE threshold, \( \hat{P}_b \) and \( P_b \) are almost overlapping, and are very close to \( P_{b, \text{min}} \) and \( P_{b, \text{max}} \). For the AOP threshold, the estimated \( \hat{P}_b \) approximately overlaps \( P_{b, \text{min}} \) and \( P_{b, \text{max}} \), while there is an observable gap between \( P_{b, \text{max}} \) and the other curves. However, in asynchronous systems, the proposed method in (28) can provide a good estimation of \( P_b \) with high accuracy for both types of thresholds.

C. Reuse Distance for Multiple OW Links

Here, we apply the analytical framework in Section IV to analyze a particular scenario with parallel OW links as illustrated in Fig. 14. The OW links operating at the same frequency are arranged such that adjacent links have equal distance from each other. We aim to determine how much reuse distance must be considered between the OW links satisfying a given BEP. Studying such scenario allows a simple evaluation of the reuse distance as a parametric function of the link length and SNR, which can be useful for regular grid-based designs. Other examples that apply the performance evaluation proposed in this work have been provided in [44], where real scenarios are investigated by using realistic parameters for antennas, receivers and transmitters, and a ray tracing modeling in the wireless channels.
The effects of cochannel interference on optical wireless communications (OW) in network-on-chip (NoC) scenarios have been investigated. The BEP for synchronous, quasi-synchronous and asynchronous systems with return-to-zero (RZ) and non-return-to-zero (NRZ) modulation schemes has been derived by applying exact and tight approximation methods. Unlike most published works, the beating between interfering signals is also considered to provide an accurate performance evaluation. The proposed analysis can be applied to both noise- and interference-limited systems. In the numerical results, it is shown that the system robustness against interference increases with asynchronous transmission, RZ pulse shaping and suitable design of detection threshold. A case study with multiple on-chip OW links is also investigated, which shows how the proposed analysis can be exploited to evaluate the reuse distance between links operating on the same wireless channel. The framework helps a system designer to find an optimal layout for OW interconnects in NoCs that satisfies the BEP requirement. Future research directions may include the investigation of on-chip OW links performance using realistic channel modeling and antenna design, and the experimental verification of numerical findings. Moreover, further work is required to realize the full design of NoC architectures with OW links by considering the real characteristics of optical components and on-chip wireless channels, and BEP performance.
APPENDIX A
AVERAGED OPTICAL POWER (AOP) THRESHOLD

By applying $\zeta_{\text{avg}}$ to (16a), $v^{(b_0)}$ becomes

$$v^{(b_0)} = \begin{cases} A_0 & \text{if } b_0 = 0 \\ \frac{A_0}{2\sigma_{\text{th}}} \lambda(\tau, \mathbf{b}_1, \tilde{b}_1) & \text{if } b_0 = 1 \end{cases}$$

where

$$\lambda(\tau, \mathbf{b}_1, \tilde{b}_1) = 1 - 2 \sum_{i=1}^{I} x_i (h(\tau_i, b_i, \tilde{b}_i) - \bar{h})$$

and

$$\lambda(\tau, \mathbf{b}_1, \tilde{b}_1) = 1 + 2 \sum_{i=1}^{I} x_i (h(\tau_i, b_i, \tilde{b}_i) - \bar{h}).$$

For $I = 1$, by substituting $u_i^{(b)}$ from (16b) and $v^{(b)}$ from (30) in (17), the conditional BEP for $b_0 = 0$ and 1 is derived as

$$P_{b|b_0=0, \tau, \mathbf{b}_1, \tilde{b}_1} = \frac{1}{2} \text{erfc} \left( \frac{\lambda(\tau_1, b_1, \tilde{b}_1)}{\sqrt{2}} \right)$$

and (33) at the bottom of this page, respectively. Thus, the exact BEP conditioned to $\tau_1$ is derived as

$$P_{b|\tau_1}(\gamma, x_1) = \frac{1}{8} \sum_{(b_1, \tilde{b}_1) \in B} \left\{ \frac{1}{2} \text{erfc} \left( \frac{\gamma \lambda(\tau_1, b_1, \tilde{b}_1)}{\sqrt{2}} \right) + \frac{1}{\sqrt{2\pi}} \sum_{k=1}^{\infty} \left( 4\gamma^2 x_1 h(\tau_1, b_1, \tilde{b}_1)^2 \right) \right\}$$

$$\times \frac{1}{(k!)^2} H_{2k-1}(\gamma \lambda(\tau_1, b_1, \tilde{b}_1)) \exp \left( - \frac{\gamma \lambda(\tau_1, b_1, \tilde{b}_1)^2}{2} \right).$$

In the approximation method, by applying $u_i^{(b)}$ from (16b) and $v^{(b)}$ from (30) to $F(u^{(b)}_i, v^{(b)}_i)$ in equation (18), the conditional BEP for $b_0 = 0$ is given by (32), and for $b_0 = 1$ is given by (35) at the bottom of this page.

By averaging (32) and (35) with respect to $(\mathbf{b}_1, \tilde{b}_1)$, the approximate BEP conditioned to the vector $\tau$ for $I \geq 1$ can be written as

$$P_{b|\tau}(\gamma, x) \simeq \frac{1}{2^{2I+1}} \sum_{(b_i, \tilde{b}_i) \in B} \frac{1}{2} \text{erfc} \left( \frac{\gamma \lambda(\tau, b_i, \tilde{b}_i)}{\sqrt{2}} \right)$$

$$+ \frac{1}{2} \text{erfc} \left( \frac{\gamma \lambda(\tau, b_1, \tilde{b}_1) - 4 \sum_{m=1}^{I} \sqrt{x_m} h(\tau_m, b_m, \tilde{b}_m)}{\sqrt{2}} \right)$$

$$\times \prod_{k=1}^{I} G_k(\frac{A_0}{2\sigma_{\text{th}}} h(\tau_k, b_k, \tilde{b}_k))$$

$$= \frac{1}{2} \text{erfc} \left( \frac{\gamma \lambda(\tau, b_1, \tilde{b}_1)}{\sqrt{2}} \right)$$

and

$$v^{(b_0)} = \begin{cases} A_0 \nu(\tau, \mathbf{b}_1, \tilde{b}_1) & \text{if } b_0 = 0 \\ \frac{A_0}{2\sigma_{\text{th}}} \nu(\tau, \mathbf{b}_1, \tilde{b}_1) & \text{if } b_0 = 1 \end{cases}$$

where

$$\nu(\tau, \mathbf{b}_1, \tilde{b}_1) = 1 - 2 \sum_{i=1}^{I} x_i (h(\tau_i, b_i, \tilde{b}_i) - 1 + \frac{1}{\sqrt{x_i}}).$$

Consider (17), where $u_i^{(b)}$ and $v^{(b)}$ are given by (16b) and (37), respectively. By following the same approach for deriving (34), the exact BEP conditioned to $\tau_1$ ($P_{b|\tau_1}(\gamma, x_1)$) for $I = 1$ is found to be as

$$P_{b|\tau_1}(\gamma, x_1) = \frac{1}{8} \sum_{(b_1, \tilde{b}_1) \in B} \left\{ \frac{1}{2} \text{erfc} \left( \frac{\gamma \nu(\tau_1, b_1, \tilde{b}_1)}{\sqrt{2}} \right) + \frac{1}{\sqrt{2\pi}} \sum_{k=1}^{\infty} \left( 4\gamma^2 x_1 h(\tau_1, b_1, \tilde{b}_1)^2 \right) \right\}$$

$$\times \frac{1}{(k!)^2} H_{2k-1}(\gamma \nu(\tau_1, b_1, \tilde{b}_1)) \exp \left( - \frac{\gamma \nu(\tau_1, b_1, \tilde{b}_1)^2}{2} \right).$$

For the case with $I \geq 1$, the approximate BEP is obtained following the same steps for deriving (36). Starting from (18),
\( u^{(b)} \) and \( v^{(b)} \) are replaced by (16b) and (37), respectively, and finally \( P_{b|\tau}(\gamma, x) \) is derived as

\[
P_{b|\tau}(\gamma, x) \approx \frac{1}{2^T+1} \sum_{(b, \tilde{b}) \in \mathcal{B}} \frac{1}{2} \text{erfc} \left( \frac{\gamma v'(\tau, b_1, \tilde{b}_1)}{\sqrt{2}} \right) \]

\[
+ \frac{1}{2} \text{erfc} \left( \frac{\gamma}{\sqrt{2}} \left[ v(\tau, b_1, \tilde{b}_1) - 4 \sum_{m=1}^{I} B_1 h(\tau_m, b_m, \tilde{b}_m) \right] \right) \]

\[
\times \prod_{k=1}^{\gamma} G(4 \gamma^2 \sqrt{2} k h(\tau_k, b_k, \tilde{b}_k) [v(\tau, b_1, \tilde{b}_1) - 4 \sum_{m=1}^{I} B_1 h(\tau_m, b_m, \tilde{b}_m)])
\]

\[
\times h(\tau_m, b_m, \tilde{b}_m)] \right) \]

(40)

where \( G(\cdot) \) is defined in (19).

**APPENDIX C**

**EXACT BEP EVALUATION FOR \( I > 1 \)**

The exact BEP can be evaluated numerically considering the crossed terms in the second sum of equation (4) with \( i \neq q \), which is in contrast to the assumption made for deriving (5) and subsequent expressions. Starting from equation (4), the received photocurrent after electrical filtering and sampling becomes

\[
I^{(n)} = A_0 b_{0,n} + \sum_{i=1}^{I} A_i \cos(\phi_i) b_{0,n} h(\tau_i, b_{i,n}, b_{i,n-1})
\]

\[
+ \sum_{i=1}^{I} B_i h(\tau_i, b_{i,n}, b_{i,n-1}) + \sum_{i=1}^{I} \sum_{q=1, q \neq i}^{I} \sqrt{B_i B_q} \cos(\phi_i - \phi_q) \hat{h}(\tau_i, \tau_q, b_{i,n}, b_{i,n-1}, b_{q,n}, b_{q,n-1})
\]

(41)

where

\[
\hat{h}(\tau_1, \tau_q, b_1, \tilde{b}_1, \tilde{b}_q) = \frac{1}{T_T} \int_{nT}^{nT+T_T} m_i(t) m_q(t) dt
\]

\[
= b_1 b_q \left[ \frac{T_g - \max(\tau_1, \tau_q)}{T_g} \right] + b_1 b_q \left[ \frac{T_g - T + \tau_1 + \tau_q}{T_g} \right]
\]

\[
+ b_1 b_q \left[ \frac{T_g - T + \min(\tau_1, \tau_q)}{T_g} \right] + b_1 b_q \left[ \frac{T_g - T + \tau_1 - \tau_q}{T_g} \right]
\]

(42)

with \( [x] = \max(x, 0) \). The expression in (15) for \( P_{b|\tau}(\gamma, x) \) still holds with \( u^{(b)} \) as given by (16b), and

\[
p_{b|\tau}(\gamma, x) = \begin{cases} 
\left[ \zeta - \sum_{i=1}^{I} B_i h(\tau_i, b_i, \tilde{b}_i) \right] & \text{if } b_0 = 0 \\
- \sum_{i=1}^{I} \sum_{q \neq i} \sqrt{B_i B_q} \cos(\phi_i - \phi_q) \hat{h}(\tau_i, \tau_q, b_i, \tilde{b}_i, \tilde{b}_q) \right] / \sigma_{b_0} \\
+ \sum_{i=1}^{I} \sum_{q \neq i} \sqrt{B_i B_q} \cos(\phi_i - \phi_q) \hat{h}(\tau_i, \tau_q, b_i, \tilde{b}_i, \tilde{b}_q) / \sigma_{b_0}.
\end{cases}
\]

(43)

Then, \( P_{b|\tau}(\gamma, x) \) is given by substituting \( P_{b|\tau}(\gamma, x) \) in (12) and (13), and finally is averaged by (24). The decision threshold for the AOEP case does not change in (20), but for the MoE threshold, the expression in (22) slightly changes. However, the results for the exact BEP in Section V are provided with the same thresholds as defined in Section IV, in order to compare the exact BEP with the approximate one.
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