Detectable anthropogenic influence on summer compound hot events over China from 1965 to 2014
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Abstract

Compared with independent hot days or nights, compound hot extremes have more adverse effects on society. In this study, hot extremes are categorized into three types: independent hot days, independent hot nights and compound hot events combining daytime and nighttime hot extremes based on daily maximum and minimum temperatures. Using observations from the gridded dataset CN05.1 and experiments undertaken with 22 Coupled Model Intercomparison Project Phase 6 (CMIP6) models, we analyze the observed changes in summer hot extremes and compare them with model simulations over China between 1961 and 2014 and then conduct detection and attribution analyses of changes in compound hot events between 1965 and 2014 utilizing an optimal fingerprinting method. The results show that clear upward trends in the frequency and intensity of the three types of hot extremes are observed over China, with the largest trend occurring in hot nights for frequency and in compound hot events for intensity. The CMIP6 multimodel mean responses to all forcings agree well with the observed changes in the frequency and intensity of the three types of hot extremes. Anthropogenic (ANT) forcing can be robustly detected and separated from the response to natural (NAT) forcing in the frequency and intensity trends of compound hot events over China, and the attributable contribution of ANT forcing is estimated to be much larger than that of NAT forcing. Further analyses on the model responses to NAT, greenhouse gas (GHG) and ANT aerosol (AER) forcings indicate that GHG forcing is detectable in the observed increased frequency of compound hot events. By contrast, NAT and AER forcings cannot be detected, and their effects on the observed changes in compound hot events over China are generally negligible.

1. Introduction

In recent years, hot extremes have occurred more frequently and with increased intensity as the global mean surface air temperature has risen (IPCC 2012, Luca et al 2020). Changes in hot extremes have exerted profound impacts on natural ecosystems, human health and the economy (Aström et al 2013, Mora et al 2017). Considerable efforts have been made to investigate the historical and future changes in hot extremes (Sillmann et al 2013, Zhou et al 2015, Sui et al 2018, Luca et al 2020, Liao et al 2021). Increases in warm extremes and decreases in cold extremes have been observed and are projected to generally continue during the 21st century at global and regional scales (Donat et al 2013, Xia et al 2017, Christidis et al 2020). Due to the presence of complex terrains, high population densities and its relatively inadequate infrastructure for disaster prevention, China is particularly vulnerable to climate extremes (Wang et al 2012). For example, the extremely hot summer and the accompanying drought in northeast China in 2016 caused damage of 15.6 billion RMB (Li et al 2018). Observations have shown significant increases in warm temperature extremes over recent decades across China (Lu et al 2016, Dong et al 2018), and several extremely hot summers have occurred in the last two decades (Sun et al 2014).
It is important to understand the observed changes in hot extremes and investigate the roles of external and natural forcings. Detection and attribution analyses are widely utilized to quantify anthropogenic (ANT) and natural (NAT) influences on observed long-term climate changes. The Fifth Assessment Report (AR5) by the Intergovernmental Panel on Climate Change (IPCC) concluded that the observed global-scale changes in the frequency and intensity of daily temperature extremes since the mid-20th century have very likely been due to human influence, and it is likely that human influence has doubled the probability of the occurrence of heat waves in certain locations (IPCC 2013). Christidis et al (2005) first used the optimal fingerprinting method to detect ANT influences on changes in temperature extremes at the global scale. Subsequent studies have indicated that the observed changes in temperature extremes are significantly affected by human activities at global and continental scales (Min et al 2013, Morak et al 2013, Christidis and Stott 2016, Kim et al 2016). In contrast, it is more difficult to distinguish external influences on climate change at the regional scale (Hegerl 2007, Stott et al 2010). Such attempts have been made to address regional temperature extremes, and the influence of human activities has been clearly detected (Zwiers et al 2011, Wen et al 2013, Dong et al 2018). Furthermore, the occurrence of certain extreme weather and climate events has been suggested to be closely related to human influences, such as the 2014 heat wave in Europe, the 2016 record-breaking high temperatures in Asia and the 2018 persistent nighttime heat wave over north-east China (Uhe et al 2016, Imada et al 2018, Ren et al 2020).

Based on extreme climate indices defined by the Expert Team on Climate Change Detection and Indices (ETCCDI; http://etccdi.pacificclimate.org/list_27_indices.shtml), an increasing number of studies have been conducted on the detection and attribution of temperature extremes over China. These studies have suggested that the changes in the intensity and frequency of temperature extremes (e.g. TXx, TNN, TX90p and TN90p) during recent decades can be largely attributed to ANT influences (Ren and Zhou 2014, Lu et al 2016, Yin et al 2017, Hu et al 2020). Detectable ANT influences on the changes in summer days, tropical nights, icy days and frosty nights on the Tibetan Plateau and over China during recent decades have also been found (Yin and Sun 2018, Wang et al 2018a, Yin et al 2019). In addition, Sun et al (2019) showed that in eastern China, ANT-induced global warming and urbanization can be simultaneously detected in the changes in nighttime temperature extremes (TN90 and TN10p), while the changes in daytime temperature extremes (TX90 and TX10p) are predominantly due to ANT-induced global warming. Furthermore, detection and attribution analyses for individual extreme events have also been conducted, and they have indicated that human activities significantly increase the probability of occurrence of extreme high-temperature events, such as the 2013 and 2017 summer heat waves in eastern China (Sun et al 2014, Chen et al 2019), the 2013 summer heat wave in western China (Ma et al 2017) and the 2014 hot spring in northern China (Song et al 2015).

The aforementioned detection and attribution analyses generally focus on the single variable-based temperature extremes from the ETCCDI indices. These indices are defined by the daily maximum or minimum temperature, and thus temperature extremes only occur during daytime or nighttime, and simultaneous extremely hot days and nights are not accounted for. For example, the adverse effects of extremely hot days can be mitigated by subsequent cool nights, and extremely hot nights can trigger trouble with human thermoregulation even with relatively cool days (Gosling et al 2009, García-Herrera et al 2010). Compared with independent hot days or nights, combined daytime and nighttime hot events, namely compound hot events, can amplify the adverse effects on human society and ecosystems (Karl and Knight 1997). However, there are limited studies on the changes in compound hot events and the associated detection and attribution analyses. Chen and Zhai (2017) investigated the changes in hot extremes between 1961 and 2015 over China, based on station data. Ma and Yuan (2021) stated that global urbanization caused more summer compound hot extremes from 1971 to 2014 using station data, ERA-Interim reanalysis data and global artificial impervious area data. Increases in the frequency and intensity of compound hot events were found in the Northern Hemisphere from 1960 to 2012 utilizing HadGHCND observations, and greenhouse gas (GHG) forcing can be detected in the observed changes based on Coupled Model Intercomparison Project Phase 5 (CMIP5) climate models (Wang et al 2020). We would like to stress that whether human influence, especially from GHG forcing, can be detected at a smaller scale, such as over China, is not clear. Comparatively, CMIP6 models (Eyring et al 2016) provide more simulations, and the parameterization scheme and horizontal resolution have been improved, increasing the capability of models to a certain extent (Stouffer et al 2017). The Detection and Attribution Model Intercomparison Project is designed under the CMIP6 framework, and it can better estimate the contributions of ANT and NAT forcings to the observed climate changes at global and regional scales (Gillett et al 2016). Altogether, detection and attribution analyses of changes in compound hot events over China based on the CMIP6 models remain an open question.

According to these premises, this paper presents detection and attribution analyses on the changes in compound hot events over China from 1965 to 2014 utilizing the latest available CMIP6 models. We aim
to investigate the following: (a) What are the changes in hot extremes over China from gridded dataset CN05.1, and what are the comparisons between them with CMIP6 model simulations? (b) What is the human influence on the changes in compound hot events over China? This paper is organized as follows. Section 2 describes the data and methods. Section 3 provides the main results. The conclusions and discussion are given in section 4.

2. Data and methods

2.1. Data

The observed data are the daily maximum and minimum temperatures \( T_{\text{max}} \) and \( T_{\text{min}} \) from gridded dataset CN05.1 (Wu and Gao 2013). This dataset is produced by an interpolation method of the ‘anomaly approach’ based on 2416 stations in China, and it has a high horizontal resolution of 0.25° × 0.25°. We use daily maximum and minimum temperature data from CMIP6 simulations (Eyring et al. 2016) to estimate the responses of extreme temperature to the external forcings and the natural internal variability of the climate system. Given that some models have multiple ensemble members for some experiments, we apply all available ensembles for analysis. In this study, we utilize 44 simulations from 19 models under combined natural and anthropogenic (ALL) forcings, 27 simulations from eight models under NAT forcing, 15 simulations from eight models under ANT aerosol (AER) forcing and 28 simulations from ten models under GHG forcing. Our detection and attribution analyses are conducted over the period 1965–2014. Preindustrial control (CTL) simulations, in which the external forcing remains constant at the preindustrial level, are used to estimate the internal variability. The CTL simulations are divided into segments of 50 years, and a total of 92 segments from nine models are used. Table 1 lists the basic information about the simulations under individual models. As shown in Zhang et al. (2013), the responses to ALL and NAT forcings are assumed to be linearly additive, and the ANT response represents the difference between the responses to ALL and NAT forcings, that is ANT = ALL − NAT. Given the various horizontal resolutions of individual models, we interpolate all the model data into the same horizontal resolution as the observations.

2.2. Definition of hot extremes

An extremely hot day/night is considered to be when the \( T_{\text{max}}/T_{\text{min}} \) exceeds the 90th percentile (\( T_{\text{max}90}/T_{\text{min}90} \)) of its long-term counterparts. The 90th percentile of a specific calendar day is determined to be the 90th percentile of 15 d samples centered on this day (7 d before and after this specific day) from 1961 to 1990 (i.e. a total sample of 450 d), as defined in Chen and Zhai (2017). In this study, we focus on summertime (June–August) hot extremes. Specifically, we define three types of summertime hot events: an independent hot day—an extremely hot day without a following extremely hot night \( (T_{\text{max}} > T_{\text{max}90} \text{ and } T_{\text{min}} < T_{\text{min}90}) \); an independent hot night—an extremely hot night without a preceding extremely hot day \( (T_{\text{max}} < T_{\text{max}90} \text{ and } T_{\text{min}} > T_{\text{min}90}) \); and a compound hot event—an extremely hot day with a sequential extremely hot night \( (T_{\text{max}} > T_{\text{max}90} \text{ and } T_{\text{min}} > T_{\text{min}90}) \). Accordingly, the frequency for each type is measured by the number of days when \( T_{\text{max}}/T_{\text{min}} \) satisfies the corresponding constraints. The intensity is calculated as the exceedance of \( T_{\text{max}}/T_{\text{min}} \) above the respective threshold for an independent hot day/night; for a compound hot event, the intensity is considered to be the accumulated \( T_{\text{max}} \) and \( T_{\text{min}} \) exceeding their respective thresholds (Kuglitsch et al. 2010). Specifically, we first calculate separately the intensity of individual days on which the particular type of hot extremes occur, and then the annually averaged value is considered as the correspondingly annual intensity.

2.3. Detection and attribution method

Here, the optimal fingerprint method (Allen and Stott 2003) is utilized to regress the observations onto the multimodel mean signals, which is expressed as in the following regression equation (Ribes et al. 2013):

\[
y = \sum_{i=1}^{n} \beta_i x_i + \varepsilon
\]

where \( y \) indicates the observed values, \( x_i \) denotes the response to the \( i \)th individual forcing (including ALL, NAT, ANT, GHG and AER), \( \beta_i \) is the scaling factor corresponding to the \( i \)th forced signal as estimated by the total least squares method (Ribes et al. 2013), \( n \) represents the number of individual forcings and \( \varepsilon \) is the residual term, indicating the internal climate variability. Here, we use half of the segments of the CTL data to estimate the scaling factors, with the other half being used to estimate the 90% confidence intervals and test the residual consistency.

One-, two- and three-signal analyses are used in the detection and attribution analyses. We first conduct a one-signal analysis by regressing the observations onto multimodel mean responses to ALL forcing over China, which provides a simple overview to determine if the ALL signal can be detected in the observations. In the two-signal analysis, the observed results are simultaneously regressed onto the model-simulated responses to ANT and NAT forcings, determining whether these two signals can be detected in the observations and separated from each other. Here, the response to ANT forcing is referred to as the difference between multimodel mean responses to ALL and NAT forcings. Note that the difference between ALL and NAT responses relates to different models used for the estimation, whose effect is small overall (Dong et al. 2020). In the three-signal analysis,
the observations are simultaneously regressed onto NAT, GHG and AER signals. If the best estimate of the scaling factor and its 90% confidence interval are above zero, the corresponding signal is considered as to be detected in the observations. In those cases, if the 90% confidence interval for the scaling factor includes 1, it implies that the observed changes can be attributed to this forcing (Ribes et al 2013). When the best estimate of the scaling factor is <1, the simulated response needs to be diminished to match the observed values, and thus the model response overestimates the observed change.

In the detection and attribution analyses, conducting optimal fingerprinting typically requires the reduction of the spatial and temporal dimensions. To reduce the spatial dimension, we calculate regional averages over China onto one dimension for the detection analyses. In addition, we apply non-overlapping 5 year mean values to shorten the temporal dimension because the detection results are almost identical when using 3 or 5 year mean values (Yin et al 2017, Wang et al 2018b).

3. Results

3.1. Observed and modeled changes in hot extremes

Figure 1 shows the time series of annual anomalies in frequency and intensity for independent hot days, independent hot nights and compound hot events from observations and simulations (ALL, GHG, NAT and AER) over China from 1961 to 2014. For independent hot days, slight increases are seen in the observations and simulations for both frequency and intensity (figures 1(a) and (b)). In general, the observed changes in the frequency and intensity fall within the 90% ranges of the individual model-simulated responses to ALL and GHG forcings, and the multimodel mean responses to ALL and GHG forcings overestimate the observed changes. Specifically, the observed frequency and intensity exhibit slight upward trends of 0.4 d dec$^{-1}$ (where ‘dec’ is decade) and 0.03 °C dec$^{-1}$, respectively, which are lower than those of 0.5 d dec$^{-1}$ and 0.04 °C dec$^{-1}$ under ALL forcing and 0.7 d dec$^{-1}$ and 0.06 °C dec$^{-1}$ under GHG forcing (figure 2). In contrast, NAT forcing contributes little to the increases in both frequency and intensity, with trends of 0.03 d dec$^{-1}$ and 0.01 °C dec$^{-1}$; AER forcing leads to a decrease at a trend of −0.2 d dec$^{-1}$ for frequency and a negligible change for intensity. For independent hot nights, the observed intensity of compound hot events has the largest upward trend, with a magnitude of 0.1 °C dec$^{-1}$, and the frequency also increases obviously at a magnitude of 1.1 d dec$^{-1}$. The simulated responses to ALL and

| Model name         | Country or union | ALL | NAT | GHG | AER | CTL |
|--------------------|------------------|-----|-----|-----|-----|-----|
| AWI-CM-1-1-MR      | Germany          | 1   |     |     |     |     |
| ACCESS-ESM1-5      | Australia        |     | 1   | 1   | 1   |     |
| ACCESS-CM2         | Australia        |     |     |     |     |     |
| BCC-CSM2-MR        | China            | 1   | 3   | 3   | 3   |     |
| BCC-ESM1           | China            | 1   |     |     |     |     |
| CanESM5            | Canada           | 6   | 7   | 7   | 3   | 20  |
| CESM2              | USA              |     |     |     |     |     |
| CNRM-CM6-1h        | France           | 1   |     |     |     |     |
| CNRM-CM6-1         | France           | 4   | 3   | 2   |     |     |
| CNRM-ESM2-1        | France           | 5   |     |     |     |     |
| GFDL-CM4           | USA              | 1   |     |     |     |     |
| GFDL-ESM4          | USA              |     | 1   |     |     |     |
| GISS-E2-1G         | USA              | 1   |     |     |     |     |
| INM-CM4-8          | Russia           | 1   |     |     |     |     |
| INM-CM5-0          | Russia           | 2   |     |     |     |     |
| IPSL-CM6A-1-LR     | France           | 6   | 6   | 6   | 1   |     |
| MIROC6             | Japan            | 3   | 1   | 1   |     | 10  |
| MPI-ESM1-1-2-HAM   | Germany          | 1   |     |     |     |     |
| MPI-ESM1-2-LR      | Germany          | 2   |     |     |     |     |
| MRI-ESM2-0         | Japan            | 3   | 3   | 3   | 2   | 4   |
| NorESM2-LM         | Norway           | 3   | 3   | 3   |     | 10  |
| NorESM2-MM         | Norway           | 1   |     |     |     |     |
| Total (models)     | 22               | 44 (19) | 27 (8) | 28 (10) | 15 (8) | 92 (9) |
GHG forcings display greater upward trends than observational values, especially for GHG forcing. Specifically, the trends under ALL and GHG forcings are 1.3 d dec$^{-1}$ and 1.6 d dec$^{-1}$ for frequency and 0.1 °C dec$^{-1}$ and 0.2 °C dec$^{-1}$ for intensity, respectively. In contrast, NAT and AER forcings are not the major causes of the increased frequency and intensity of independent hot nights and compound hot events, and NAT and AER signals generally deviate from the ALL and GHG signals and observations after the mid-1990s.

For frequency, figure 3(a) shows a mixture of upward and downward trends of the observed independent hot days across China. Negative trends appear in part of northwestern China and most of eastern China, and positive trends occur in most of central China. The overall trend is positive. For independent hot nights, upward trends appear everywhere over China, and large values of more than 2.0 d dec$^{-1}$ are found in most of western and northeastern China (figure 3(b)). For compound hot events, upward trends are also seen almost everywhere, and the magnitudes are smaller than those for independent hot nights (figure 3(c)). Comparatively, the frequency trends are the strongest for independent hot nights, followed by compound hot events; those for independent hot days are the weakest.

The multimodel mean responses to ALL and GHG forcings have spatial patterns of frequency trends similar to the observations for independent hot nights and compound hot events, and those for independent hot days display somewhat different characteristics from the observations (figures 3(d)–(i)). The observed mixture of positive and negative trends of independent hot days are not reproduced in the ALL and GHG simulations, with upward trends appearing almost everywhere across China. For independent hot nights, stronger trends exist in the ALL and GHG simulations in southern China, and weaker trends are seen in northern China. For compound hot events, trend maps under ALL and GHG simulations agree with the observations, exhibiting larger magnitudes in western and southern China. Generally, GHG simulations exhibit stronger trends than ALL simulations for the three types of hot extremes. The NAT forcing simulations show a mixture of weakly positive and negative trends across China for the three types of hot extremes, and their spatial patterns exhibit inconsistency with the ALL and GHG simulations (figures 3(j)–(l)). The AER simulations show generally negative trends except for part of northern China.
Figure 2. Area-averaged observed and simulated trends of the (a) frequency (d dec$^{-1}$) and (b) intensity ($^\circ$C dec$^{-1}$) for independent hot days, independent hot nights and compound hot events over China from 1961 to 2014.

China but with smaller magnitudes than those under ALL and GHG forcings (figures 3(m)–(o)), indicating cooling effects of AERs on the three types of hot extremes.

Maps of the observed and simulated intensity trends of the three types of hot extremes are shown in figure 4. In the observations, both upward and downward trends of independent hot days are seen across China, with the strongest positive trends on the northeastern Tibetan Plateau (figure 4(a)). Negative trends are observed in the northern region of northwestern China and a small part of eastern China. For independent hot nights, positive trends are observed almost everywhere across China, with larger values in northern China (figure 4(b)). A similar spatial pattern holds for compound hot events, in which scattered negative trends occur in parts of eastern and northwestern China (figure 4(c)). The trends are the strongest for compound hot events.

The simulated intensity trends of the three types of hot extremes by the multimodel mean responses to ALL forcing share similar spatial patterns to those under GHG forcing (figures 4(d)–(i)). For independent hot days, both ALL and GHG simulations fail to reproduce the observed mixture of positive and negative trends across China, and stronger trends are simulated on the Tibetan Plateau. For independent hot nights, ALL and GHG simulations capture the overall positive trends across China, featuring larger magnitudes on the Tibetan Plateau. Comparatively, the simulated trends under ALL and GHG forcings are smaller than observational values, especially for northern China. Obvious intensifications of compound hot events across China are seen under ALL and GHG simulations, showing a general consistency with the observations, while the scattered negative trends are not reproduced. Similar to the frequency, GHG simulations exhibit stronger positive trends than those under ALL simulations, which may be relevant to the negative effect of other external forcings in the ALL experiment. For the three types of hot extremes, weakly positive trends under NAT simulations and a mixture of slightly upward and downward trends under AER simulations are obtained over China, and these two forcings contribute little to the increases in intensity.

3.2. Detection results for the changes in compound hot events
Figure 5 shows the best estimates of scaling factors and their 90% confidence intervals for the frequency and intensity of compound hot events using ALL simulations in one-signal detection analysis and ANT and NAT simulations in two-signal detection analysis. For one-signal detection, the best estimate of the scaling factor is 1.0 for both the frequency (90% confidence interval 0.7–1.4) and intensity (90% confidence interval 0.2–1.8) over China. In other words, the ALL
forcing is robustly detected in the observed changes in the frequency and intensity of compound hot events over China, as the 90% confidence intervals are above zero. As the best estimate of scaling factors for frequency and intensity is 1.0, there is a good agreement between ALL simulations and observations. Next, we investigate the changes in the frequency and intensity of compound hot events attributable to ALL forcing (figure 6). The attributable changes are calculated as the simulated linear trends multiplied by the corresponding best estimates of scaling factors and their 90% confidence intervals in the one-signal analysis. It is estimated that the ALL forcing has increased compound hot events by 7.5 d (90% range 4.9–10.1 d) for frequency and 0.7 °C (90% range 0.1–1.2 °C) for intensity over China from 1965 to 2014. These results are comparable to the observed changes of 7.0 d and 0.5 °C, respectively.

In the two-signal detection analysis, the best estimate of the scaling factor for ANT forcing is 1.0 (90% confidence interval 0.6–1.4) for frequency and 1.1 (90% confidence interval 0.2–2.0) for intensity. It is clear that the ANT signal can be detected over China, suggesting perceivable human influence on the increased frequency and intensity of compound hot events. Note that the best estimate of the scaling factor for ANT forcing is 1, implying that ANT simulations agree well with the observed changes in frequency; the value for intensity is slightly larger than 1, indicating that the simulated responses to ANT forcing need to be slightly amplified to match the observations. In contrast, the NAT signal cannot be detected for either the frequency or the intensity, as the 90% confidence intervals contain zero. Taken together, the observed changes in the frequency and intensity of compound hot events over China are largely due to human influence. The simulated responses to ANT forcing explain most of the observed changes in the frequency and intensity of compound hot events over China, and the estimated increases are 6.7 d (90% range 3.9–9.4 d) and 0.6 °C (90% range 0.1–1.1 °C), respectively. In contrast,
Figure 4. As in figure 3, but for the intensity.

Figure 5. Best estimates of the scaling factors and their 90% confidence intervals for (a) the frequency and (b) the intensity of compound hot events using the optimal fingerprint method from a one-signal (ALL) analysis and a two-signal analysis (ANT and NAT) over China from 1965 to 2014. In the one-signal analysis, the observations are regressed onto the model-simulated responses to ALL forcing. In the two-signal analysis, the observations are simultaneously regressed onto the model-simulated responses to ANT and NAT forcings. Linear least squares regression is used to estimate the trends for observations and simulations.
Figure 6. The attributable changes and their 90% confidence intervals for (a) the frequency and (b) the intensity of compound hot events. Attributable changes for ALL forcing are estimated by one-signal analysis, and those for ANT and NAT forcings are derived from two-signal analysis. The attributable changes are estimated by multiplying the linear least squares trends by the corresponding scaling factors.

Figure 7. Same as figure 5, but for GHG, AER and NAT forcings in three-signal analysis. Contributions of NAT forcing are relatively small, and the attributable changes are not estimated because the corresponding scaling factors are negative, which is not meaningful. Thus, we conclude that ANT forcing plays a dominant role in the observed changes in the frequency and intensity of compound hot events over China for the period 1965–2014.

Furthermore, we conduct three-signal detection analysis utilizing GHG, AER and NAT simulations (figure 7). It is indicated that a GHG signal can be detected for the observed increased frequency of compound hot events, with the best estimate of the scaling factor <1. Specifically, the best estimate of the scaling factor and its 90% confidence interval are 0.8 and 0.4–1.1. The AER and NAT signals cannot be detected, as the best estimate of the scaling factor is 0.9 (90% confidence interval −1.1 to 2.9) and 2.8 (90% confidence interval −0.3 to 5.9), respectively. For the intensity, the GHG signal cannot be detected as the 90% confidence interval contains zero. Note that when the GHG, ANTnoGHG (other ANT, including land-use change and AER emissions, as well as other factors) and NAT forcings are used in the three-signal detection analysis, the GHG signal can be detected. This may be related to the large model uncertainty in the AER response and the high colinearity between GHG and AER signals (Schurer et al 2018, DeSole et al 2019). The difference in the chosen time periods may also play a role, since the detectability may be higher for a slightly longer period for certain extreme temperature indices at regional scales (Hu et al 2020). Similarly, the NAT and AER signals cannot be detected. Quantitatively, it is estimated that GHG forcing has increased the frequency of compound hot events by 6.6 d (90% range 3.4–9.9 d) over China (figure 8). Overall, increases in the frequency and intensity induced by GHG forcing are larger than observational levels. As the NAT and AER forcings
cannot be detected, the attributable changes are not meaningful to compute.

4. Conclusions and discussion

Based on the latest experiments of CMIP6 models and the gridded dataset CN05.1, we first compared the observed changes in frequency and intensity of summer independent hot days, independent hot nights and compound hot events with simulations over China, and then used the optimal fingerprinting method to evaluate human influence on the frequency and intensity of compound hot events. Our primary conclusions are as follows.

(a) Remarkable increases are observed in the frequency and intensity of independent hot nights and compound hot events over China from 1961 to 2014, and slight increases are found in independent hot days. The simulated responses to ALL and GHG forcings generally match the observed spatial patterns of the frequency and intensity of independent hot nights and compound hot events but not of independent hot days. Overall, the magnitudes of increases in the frequency and intensity of the three types of hot extremes under GHG simulations are larger than those under ALL simulations. NAT and AER simulations exhibit weaker trends than their ALL and GHG counterparts.

(b) The combined ANT and NAT signal can be clearly detected in the observed changes in the frequency and intensity of compound hot events over China between 1965 and 2014. The two-signal analysis shows that ANT forcing can be detected, and the observed increases in the frequency and intensity of compound hot events over China could be mainly due to human influence. The three-signal analysis suggests the detectability of GHG forcing for the observed changes in the frequency of compound hot events, and the attributable changes are partially offset by the negative effects of ANT AER forcing. NAT and AER forcings cannot be detected.

We also applied the same method to the observed changes in independent hot days or nights. The ALL signal can be detected in the observed changes in their frequency and intensity. The best estimates of the scaling factors are 0.9 for both the frequency (90% confidence interval 0.1–1.8) and intensity (90% confidence interval 0.4–1.5) of independent hot days and 1.3 (90% confidence interval 1.1–1.4) and 1.1 (90% confidence interval 0.7–1.6) for those of independent hot nights. As such, there exists a detectable influence of ANT forcing on independent hot days and nights, particularly for the latter.

In this study, we realize that there are larger magnitudes of increases in nighttime extremes than in daytime extremes for both frequency and intensity. Taking independent hot days and nights into consideration together, slight increases in independent hot days can amplify the magnitude of extreme compound changes. With this expectation, we can identify the regions that are vulnerable to compound hot events and then develop more targeted strategies to adapt to and mitigate hot extremes. In addition, the specific ANT influences on climate extremes at global and regional scales, such as the urbanization effect and land-use change, need to be investigated in future work, which could help to provide a more comprehensive understanding of the causes of the changes in climate extremes.
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