Exploration of Optimized Semantic Segmentation Architectures for edge-Deployment on Drones
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Abstract—In this paper, we present an analysis on the impact of network parameters for semantic segmentation architectures in context of UAV data processing. We present the analysis on the DroneDeploy Segmentation benchmark. Based on the comparative analysis we identify the optimal network architecture to be FPN-EfficientNetB3 with pretrained encoder backbones based on Imagenet Dataset. The network achieves IoU score of 0.65 and F1-score of 0.71 over the validation dataset. We also compare the various architectures in terms of their memory footprint and inference latency with further exploration of the impact of TensorRT based optimizations. We achieve memory savings of ∼4.1x and latency improvement of 10% compared to Model: FPN and Backbone: InceptionResNetV2.

Index Terms—Remote Sensing; Semantic Segmentation; UAV; TensorRT.

I. INTRODUCTION

Remote sensing applications have gained immense traction in recent years owing to the advent of high quality acquisition systems, sophisticated processing algorithms and increasingly accurate detection and classification methods enabled by deep learning. Owing to it’s rich features, some of the most popular remote sensing tasks rely on semantic segmentation to assign class-wise labels to each pixel in the frame. Semantic segmentation algorithms are used for a plethora of applications such as anomaly detection, event detection, land use cover change, etc [1]. Unmanned Aerial Vehicles (UAVs) have enabled capture of ultra-high resolution data [1] due to characteristics like low-cost, flexibility and low-flying altitude thus leading to increasing interest in the field.

In the context of UAV-centric deep learning applications, there has been some work around autonomous navigation [2], object tracking [3], change detection [4], semantic segmentation [5]. In recent times, deep learning implementations have been employed for real-time recognition and tracking on drones [6] with cloud-based processing. With resource-hungry Deep Convolutional Neural Networks (DCNNs) breaking accuracy ceilings, a significant aspect of the viability relies on reduction of costs in terms of network communication and computational energy. Hence UAV systems warrant use of new-age edge AI (artificial intelligence) hardware accelerators such as edge-GPU (Graphics Processing Units) [7], edge-TPU (Tensor Processing Units) [8], specialized ASIC (Application specific Integrated Circuits) [9], [10], which help achieve faster inference time, lightweight deployment and low-power localized processing. Studies proposing embedded deployment in the remote sensing domain have been limited to object detection [11], [12], scene classification [13], or semantic segmentation for satellite deployment [14].

To this purpose, we present a first-of-its-kind intensive algorithmic-hardware exploration for performing segmentation using UAV images based multi-class dataset in a resource-efficient manner for future-ready edge-AI deployments. Key contributions of the paper are listed below: (i) Detailed performance benchmarking of standard segmentation models on a new multi-class UAV segmentation dataset (DroneDeploy [15]). (ii) First demonstration of EfficientNet based Semantic Segmentation in context of UAV images on edge-AI accelerators. (iii) First hardware-software co-optimization study for semantic segmentation in context of UAV images.

II. MATERIALS AND METHODS

Dataset Description: For the purpose of this study, we have used DroneDeploy Dataset [15], comprising of 55 RGB images, along with single-channel elevation maps and label maps. The label maps are annotated with 7 classes - namely Building, Clutter, Vegetation, Water, Ground, Car and ‘Ignore’ - the last class referring to missing pixels/ boundaries. The ground resolution is 10 cm/pixel. For this study, we have only used raw RGB TIFFs, in order to demonstrate generalized capability without the need of additional channels such as elevation (as in the case of this dataset) or hyper-spectral bands (as in the case of other UAV datasets) due to relatively high costs of lightweight multispectral cameras [1].

Semantic Segmentation Architectures: In this work, we experiment with a variety of models, backbones, hyper-parameters and training variations before arriving at an accurate model and further try to optimize the architecture for embedded implementation. Segmentation models and encoder-backbones investigated for this study are listed in Table I.

Five encoder-backbones have been considered for this study: (i) EfficientNetB3 (ENB3) [16], (ii) InceptionResNetV2 (IRNv2) [17], (iii) MobileNetV2 [18] (MNv2) (iv) MobileNetV3 (MNv3) [19] (v) ShuffleNetv2 (SNv2) [20]. The prime motivation for the choice of backbones was to ensure an exhaustive exploration. For analyzing trade-off between

| Models          | UNet, FPN, LinkNet, PSPNet, UNet++ |
|-----------------|-----------------------------------|
| Encoder Backbone| MNv2, MNv3, ENB3, IRNv2, SNv2      |

TABLE I NETWORK ARCHITECTURES USED IN THIS STUDY
memory and accuracy over the complete design space, we have
selected the five backbones as representative workloads.

III. RESULTS

A. Memory Profiling

Real world edge-deployment on any UAV platform will
require DNN to have low memory footprint, low latency and
low power. To achieve lightweight implementation in terms of
memory footprint, there are two strategies: (i) Network archi-
tecture selection to reduce model weights, (ii) Quantization of
model weights and computation graph. Both these strategies
are discussed further.

Model Weights: Here, we compare the memory consumption
of different models’ weights as shown in Table II in order to
select the architecture with the best trade-off between model
weight size and validation accuracy.

Quantization based Memory Optimization: In order to
reduce memory footprint and inference latency, we analyze the
impact of quantizing floating-point-32 (FP32) precision net-
work to a more efficient data-type i.e. floating-point-16 (FP16).
FP16 quantization is performed based on NVIDIA TensorRT
(TRT) [21]. Fig. 1 demonstrates the prediction performance for
the baseline as well as TRT optimized models. We observe
that TRT FP16 model performance matches closely with
baseline FP32 model, and thus making it a valid candidate for
further latency analysis. Fig. 2 shows prediction performance
comparison of FP16-architectures with FPN model using all 3
encoder-backbones. As per expectations, MNv2 shows noisy
predictions whereas ENB3 and IRNv2 are at par with each
other.

B. Latency Profiling

For estimating edge-performance, using size of a complete
image from the dataset might not be accurate. We present
inference latency for image size corresponding to a typical
drone sensor (960×480) [22] in Table III. Out of the edge-
devices referred to in the study, the best performance is
obtained for NVIDIA Jetson Nano-Tensorflow framework.

IV. DISCUSSION

FPN model with encoder-backbone as ENB3 has the highest
validation IoU score when compared to all other architectures,
thus being the preferred choice. The choice of ENB3 over
IRNv2 stems from the marginally higher IoU score, along
with memory footprint considerations as shown in Table II.
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Following are some important observations based on trends shown in Section III-A: (i) All models with MNv2 as backbone are lightweight, however, highly underperform when compared to other backbones’ Validation IoU. (ii) All IRNv2 models are very memory intensive, however perform better or at par when compared to other backbones for the same model. (iii) Out of all models, PSPNet has least memory consumption, however, it’s performance is also considerably lower than all other models. (iv) If models with best validation IoU are compared in terms of memory, IRNv2 is 4× heavier than ENB3 making it a suboptimal choice for lightweight on-the-edge deployment.

The above trends further explain motivation behind choosing the investigated architectures, since they provide a more complete picture of the trade-off between accuracy and memory footprint. MNv2 is highly resource efficient for deployment, whereas IRNv2 performs consistently and accurately, however ENB3 depicts the tradeoff between accuracy and memory consumption. Fig. 1 shows performance of FP 16 optimized models to be at par with FP32 models in terms of accuracy. This observation, compounded with memory footprint savings, motivates the need for investigating the latency performance for the TF-TRT models. Section III-B shows lower inference times for TF-TRT optimized models (improvements in the range of ~ 1.05 × to ~ 1.4 × except in the case of ENB3 performed on NVIDIA RTX 2080 Ti, possibly owing to a memory bottleneck issue. NVIDIA Jetson Nano emerges as the preferable choice as based on edge device estimates described in Table III.

## V. CONCLUSIONS

In this paper, we present a detailed benchmarking study of semantic segmentation models in context of UAV applications on the DroneDeploy dataset. We also present the first demonstration of semantic segmentation based on EfficientNet architectures for remote sensing applications. Based on extensive exploration, the best configuration is found to be: Model: FPN, Backbone: ENB3, Pretraining: ImageNet weights, Optimizer: AdamW with Learning rate scheduler and complete training which achieves IoU score of 0.65 and F1-score of 0.71 over the validation dataset. We also profile memory usage and latency for each model and optimize them for inference based on TensorRT with FP16 precision. Based on this we achieve memory savings of ~ 4.1× and latency improvement of ~ 10% compared to Model: FPN and Backbone: IRNv2.
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