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Abstract

GABAergic interneurons are notorious for their heterogeneity, despite constituting a small fraction of the neuronal population in the neocortex. Classification of interneurons is crucial for understanding their widespread cortical functions as they provide a complex and dynamic network, balancing excitation and inhibition. Here, we investigated different types of non-fast-spiking (nFS) interneurons in Layer 4 (L4) of rat barrel cortex using whole-cell patch-clamp recordings with biocytin-filling. Based on a quantitative analysis on a combination of morphological and electrophysiological parameters, we identified 5 distinct types of L4 nFS interneurons: 1) trans-columnar projecting interneurons, 2) locally projecting non-Martinotti-like interneurons, 3) supra-granular projecting Martinotti-like interneurons, 4) intra-columnar projecting VIP-like interneurons, and 5) locally projecting neurogliaform-like interneurons. Trans-columnar projecting interneurons are one of the most striking interneuron types, which have not been described so far in Layer 4. They feature extensive axonal collateralization not only in their home barrel but also in adjacent barrels. Furthermore, we identified that most of the L4 nFS interneurons express somatostatin, while few are positive for the transcription factor Prox1. The morphological and electrophysiological characterization of different L4 nFS interneuron types presented here provides insights into their synaptic connectivity and functional role in cortical information processing.
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Introduction

GABAergic inhibitory interneurons play an important role in providing balanced cortical excitation, synchronized activity, suppressing run-away excitation, and maintaining neuronal oscillatory networks (McBain and Fisahn 2001; Markram et al. 2004; Burkhalter 2008; Klausberger and Somogyi 2008). Alterations in these functional characteristics have been related to several neurological and psychiatric disorders such as autism, epilepsy, schizophrenia, Tourette syndrome and chronic neuropathic pain (Kalaniathy et al. 2005; Tabuchi et al. 2007; Gonzalez-Burgos et al. 2015; Jiang et al. 2016; Cichon et al. 2017).

Inhibitory interneurons are highly diverse with respect to their molecular, morphological, electrophysiological and synaptic properties. Such diversity suggests that different groups of interneurons fulfill distinct functional roles in the neuronal network and that the mechanism of synaptic inhibition is neuron-specific (Burkhalter 2008). Therefore, it is of paramount importance to identify the different interneuron types in the neuronal microcircuitry. Ideally, that would take all interneuron characteristics such as their genetic make-up, structural and electrical properties, action potential (AP) firing behavior, synaptic connectivity and developmental profile into account. Such approaches have been undertaken to some extent and have become increasingly more refined in recent years (Gupta et al. 2000; Ascoli et al. 2008; Burkhalter 2008; DeFelice et al. 2013; Kepecs and Fishell 2014; Lerner et al. 2016; Paul et al. 2017; Zeng and Sanes 2017). Nevertheless, interneuron classification is still challenging and suffers from a lack of consensus about classification parameters and often substantial differences in terminology (Hamilton et al. 2017).

In this study, we attempted to work on a small subset of neocortical interneurons in order to assess and quantitatively analyze their morphological and electrophysiological diversity. Layer 4 (L4) of sensory cortices shows the highest density of thalamocortical afferents and thus serves as the major intracortical target structure for sensory input-related synaptic signals. From there, L4 excitatory neurons serve in the distribution of these signals within and beyond the sensory cortex. In these processes L4 inhibitory interneurons are likely to play important roles in regulating intracortical excitatory signal flow as well as shaping its “temporal” characteristics.

In the barrel cortex, a single barrel in cortical Layer 4 is known to process the information of one defined whisker (Woolsey and van der Loos 1970). In the rat, a single barrel contains about 4000 neurons, of which only 8.1% are interneurons, the lowest fraction in any layer of the somatosensory cortex (Meyer et al. 2011).

It has been proposed that 3 major groups of neocortical GABAergic interneurons exist, i.e., those expressing either parvalbumin (PV; and show high-frequency action potential firing) or the neuropeptide somatostatin (SOM) or the ionotropic serotonin receptor (5-HT3aR). Of the latter, 40% have been shown to co-express the vasoactive-intestinal peptide (VIP) (Lee et al. 2010; Rudy et al. 2011; Tremblay et al. 2016) but recent studies using large-scale RNA-seqencing suggest that the diversity is much larger (Chmielowska et al. 1989). However, no in-depth morphological characterization of these L4 nFS interneurons with respect to their morphological, electrophysiological, and molecular properties could serve different functional roles in the intra- and inter-columnar processing of sensory signals.

Materials and Methods

Slice Preparation

All experiments were performed in accordance with the guidelines of the Federation of European Laboratory Animal Science Association (FELASA), with the EU Directive 2010/63/EU, and with the German animal welfare act, and were approved by the Northrhine-Westphalian Landesamt für Natur-, Natur- und Verbraucherschutz (LANUV). The animals used for this study were Wistar rats (Charles River, either sex) aged 17–21 postnatal days (P17–21). The experimental procedures were adopted from Agmon and Connors with minor modifications (Agmon and Connors 1991). Rats were deeply anaesthetized with isoflurane and decapitated. The brain was removed and transferred to an ice-cold (−4 °C) preparation solution with a high magnesium and low calcium concentration (i.e., 4 mM MgCl2 and 1 mM CaCl2) to minimize spontaneous synaptic activity. The solution was bubbled continuously with carbogen gas (95% O2 and 5% CO2) to maintain adequate oxygenation and a physiological pH level. About 350 μm thick oblique coronal slices of the somatosensory cortex were cut at an angle of 45° to the midline at a high vibration frequency and at a slow speed (Chmielowska et al. 1989; Feldmeyer et al. 1999; 1). The slices were incubated for 1–2 h at room temperature (21–24 °C) in the slicing solution and subsequently placed in the recording chamber. Neurons were visualized under an upright microscope, fitted with 4×/0.13 numerical aperture (NA) and 40× water immersion/0.80 NA objectives (Olympus Deutschland GmbH, Hamburg, Germany). Under bright-field illumination at low magnification, barrels in Layer 4 can be...
seen as light hollow barrel-like structures with narrow dark stripes in between (Feldmeyer et al. 1999). Even though barrel structures were present in 6-8 slices, a continuous band of barrels was visible only in the last 2-3 slices (located 3.5-3.6 mm caudal to bregma). Under infrared differential interference contrast (IR-DIC) microscopy, individual L4 neurons were visualized at 40x magnification (Dodd and Ziegglänsberger 1990, Stuart et al. 1993).

During whole-cell voltage recordings, slices were continuously perfused (perfusion speed ~5 ml/min) with an artificial cerebrospinal fluid (ACSF) containing (in mM): 125 NaCl, 25 D-glucose, 25 NaHCO₃, 2.5 KCl, 2 CaCl₂, 1.25 NaH₂PO₄, and 1 MgCl₂, bubbled with carbogen gas, and maintained at a temperature of 31–33 °C. Patch pipettes were pulled from thick-wall borosilicate glass capillaries (outer diameter 2.0 mm; inner diameter 1.0 mm) and filled with an internal solution containing (in mM): 135 K-gluconate, 4 KCl, 10 HEPES, 10 phosphocreatine, 4 Mg-ATP, and 0.3 GTP (pH 7.4, 290 mosm) supplemented with 5 mg/ml biocytin (13.4 mM) to obtain permanent staining to allow morphological analyses after the electrophysiological recordings.

Electrophysiological Recordings

Whole-cell patch-clamp recordings were performed using patch pipettes of 5–7 MΩ resistance. Neurons in Layer 4 of the barrel cortex that were located at least 50 μm below the slice surface were selected randomly and independent of their location in the barrel. The cell bodies of L4 nFS interneurons resembled those of other L4 neurons; some were large and ovoid-shaped and thus similar to those of L4 FS interneurons, while others resembled the round to polygonal cell bodies of L4 spiny neurons (Feldmeyer et al., 1999; Koelbl et al., 2015). We used the intrinsic firing patterns recorded in the current clamp mode to reliably differentiate nFS interneurons from other neuron types.

The resting membrane potential (V resting) was measured immediately after establishing the whole-cell configuration. Bridge balance and capacitance neutralization were adjusted. A series of 1-s-long current steps, ranging from −100 pA to +500 pA in 10–25 pA stepped depolarizations was injected at 1 s intervals. Membrane potentials were not corrected for a junction potential, which was calculated to be −15.8 mV (Barry and Lynch 1991; Barry 1994). The recordings were made using an EPC10 amplifier (HEKA, Lambrecht, Germany). Data were filtered at 2.9 kHz and sampled at 10 kHz using Patch master software (HEKA), and later analyzed off-line using Igor Pro software (Wavemetrics).

Histological Procedures

After the electrophysiological recordings, slices containing biocytin-filled neurons were processed using a protocol described previously (Marx et al. 2012; Radiklow et al. 2012). The slices were fixed in 4% PFA (12.9 mM) in 100 mM phosphate buffer solution (PBS) for at least 24 h at 4 °C. To block any endogenous peroxidase activity, the slices were treated with 3% H₂O₂ (29.4 mM) solution in PBS for about 20 min. The slices were rinsed repeatedly using 100 mM PBS and subsequently incubated at room temperature in 1% avidin-biotinylated horseradish peroxidase (Vector ABC staining kit, Vector Lab. Inc.) containing 0.1% Triton X-100 for 1 h. This was followed by chromogenic reaction by adding 0.5 mg/ml (13.4 mM) 3,3-diaminobenzidine (DAB, Sigma-Aldrich, USA) until the biocytin-filled neurons with distinct axonal and dendritic branches were clearly visible. The slices were rinsed again with 100 mM PBS, then dehydrated slowly for 2–4 h with increasing ethanol concentrations and finally in xylene (see Marx et al. 2012 for details). The slices were then mounted on gelatinized slides and embedded using Eukitt medium (Otto Kindler GmbH).

Immunohistochemical Staining

For the identification of molecular markers expressed by GABAergic interneurons, we prepared 100 μm thin brain slices using a vibratome. The brain slices were immediately fixed with 4% PFA in 100 mM PBS for at least 24 h at 4 °C. For some antibodies (anti-VIP), we followed a shorter fixation time of 2 h. The slices were then permeabilized in 0.5% Triton X-100 in 100 mM PBS with 1% milk powder for 1 h at room temperature. Primary and secondary antibodies for PV, SOM, 5-HT₃aR, Prox1 and VIP (listed in Supplementary Table 1) were diluted in a permeabilization solution containing 0.5% Triton X-100 and 100 mM PBS. Subsequently, the slices were incubated overnight in a solution containing the respective primary antibody at 4 °C and then rinsed thoroughly with 100 mM PBS. The slices were then treated with the secondary antibodies for 2–3 h at room temperature in the dark. Controls were also performed in the absence of primary and secondary antibodies. After being rinsed in 100 mM PBS for several times, the slices were embedded in Moviol and visualized by transmitted light fluorescence microscopy using an upright microscope equipped with fluorescence optics. The fluorescence images were taken using the Olympus CellSens platform.

In a subset of experiments, we tried to identify the expression of molecular markers in single L4 nFS interneurons in brain slices to investigate a possible correlation with the electrophysiological and morphological properties. To this end, we added Alexa Fluor® 594 biocytin salt (1:500, Invitrogen, Darmstadt, Germany) to the internal solution (composition as described above) to identify the patched neurons in the post hoc antibody labeling methods. After recording, the slices were fixed in 4% PFA in 100 mM PBS for 2 to 24 h at 4 °C; for antibody labeling, we followed the procedure as described above. The position of the biocytin-stained neuron was visualized by the conjugated Alexa dye, so that the expression of a specific molecular marker could be tested in identified individual neurons. After acquiring fluorescent images, the slices were incubated in 100 mM PBS overnight and subsequently processed for morphological analyses (see above).

Morphological 3D Reconstructions

Biocytin-labeled neurons in Layer 4 were morphologically reconstructed using Neurolucida® software (MicroBrightField, Williston, VT, USA) on an upright microscope equipped with a motorized stage. An oil-immersion objective at a magnification of 100x was used. Along with the neuronal reconstructions, cytoarchitectonic features such as the barrels and layers were also labeled under the low magnification objective. Eukitt embedding reduced fading of cytoarchitectonic features and enhanced the contrast between layers (Marx et al. 2012). To provide further enhancement, the condenser aperture diaphragm was closed, which facilitated displaying the density and the size of soma across different layers. The borders between Layers 2/3, Layer 4, and Layer 5a were differentiated based on the appearance of cortical barrels, whereas Layers 5 and 6 were distinguished by the size of the pyramidal cell soma. Furthermore, the position of soma, barrels and layers were confirmed by correlating with the DIC images during the recording. After the reconstruction, the images were rotated such that the pial surface was in the horizontal plane. The tissue shrinkage was corrected for using shrinkage correction factors of...
for descriptions of all electrophysiological parameters.

Morphological Properties

For a reliable quantitative analysis, neurons were either not reconstructed at all or excluded from the data analysis based on the following criteria:

1. If the neurons showed a weak dye labeling or high background staining (Supplementary Fig. 1A).
2. If the primary branch of an axon was truncated before it started to bifurcate (Supplementary Fig. 1B).
3. Another important factor for determining the completeness of the neuronal morphology is the angle at which the brain slice is cut. For this, we identified dendritic and axonal endings that showed clear signs of truncation, such as a bleb at its ending (so-called incomplete endings) or a truncation at the slice surface (so-called high endings). The percentage of truncations was calculated as the ratio of the combined number of high and incomplete endings to the number of total endings. Only those L4 nFS interneurons were included in the analysis for which the incomplete/high axonal endings were \( \leq 15\% \) of the total number of endings (Supplementary Fig. 1C).

Analysis of 3D reconstructed interneurons was performed using the Neuroexplorer software. Morphological properties of interneurons such as the length and the distribution of axons and dendrites across different layers and adjacent barrels were analyzed (Helmstaedter et al. 2009b). The description of all the morphological parameters is listed in Table 1.

Principal Component Analysis

The dataset of L4 nFS interneurons was represented in the form of a matrix in which rows correspond to individual interneurons and columns to variables. Since the parameters often had different units, especially the electrophysiological parameters, they were standardized using z-score in order to make the distributions numerically comparable. Principal component analysis (PCA) was then used to analyze the interdependence between variables and to reduce the dimensionality of the dataset while preserving maximum variability. PCA reduces the redundancy of the dataset by eliminating correlated variables and produces linear combinations of the original variables to generate new axes; the latter are also known as principal components (PCs) that are orthogonal and, therefore, uncorrelated.

To determine the number of PCs to retain for cluster analysis, we used Kaiser’s rule, which is one of the most widely used criteria (Fabrigar et al. 1999). Kaiser’s rule is an objective way to determine the number of clusters by leaving all components with eigenvalues less than 1. Since the dataset is standardized, the variables have an eigenvalue of 1, and hence, PCs with an eigenvalue greater than 1 describe more of the data’s variance than the original variable.

Unsupervised Hierarchical Cluster Analysis

Quantitative classification was performed using unsupervised hierarchical cluster analysis (CA) that determines how different, or how similar, two neurons are. CA was performed on the dataset in PC space where the linkage distance was calculated using Euclidean distances. Ward’s minimum variance method was used for combining clusters at each stage, which minimizes the total within-cluster variance (Ward 1963). To
Maximum K-means is an alternative clustering method, where the number of clusters is user-specified; it is therefore a supervised clustering approach (Forgy 1965; MacQueen 1967). In this study, K-means clustering was performed with K equal to the number of clusters with the highest average silhouette width. The K-means method first randomly identifies initial centroid positions, also known as seeds, for each cluster. Each dataset is grouped to the nearest centroid to form a set of temporary clusters. The mean point of the temporary cluster is then assigned as the new centroid; the data points are rearranged, and the process continues until there is no change in the clusters. K-means was repeated 100 times with random initial centroid positions to ensure convergence to the global optimum.

### Table 1 List of morphological and electrophysiological parameters used for data analysis

| Morphological parameter                                      | Description                                                                 |
|--------------------------------------------------------------|-----------------------------------------------------------------------------|
| Percentage of axon and dendrites in home barrel (%)          | Fraction of axonal and dendritic path length within the home barrel in Layer 4 to the total axonal and dendritic length |
| Percentage of axon and dendrites in adjacent barrel (%)      | Fraction of axonal and dendritic path length in the adjacent barrels to the total axonal and dendritic length |
| Percentage of axon and dendrites in Layer 4 (%)              | Fraction of axonal and dendritic path length within the home layer to the total axonal and dendritic length |
| Percentage of axon and dendrites in supra-granular layers (%) | Fraction of axonal and dendritic path length in Layer 1 and Layer 2/3 to the total axonal and dendritic length |
| Percentage of axon and dendrites in infra-granular layers (%) | Fraction of axonal and dendritic path length in Layer 5 and Layer 6 to the total axonal and dendritic length |
| Percentage of axon and dendrites in intra-column (%)         | Fraction of axonal and dendritic path length within the home column extending to all layers and including half of the adjacent septa on both sides to the total axonal and dendritic length |

| Electrophysiological parameters                             | Description                                                                 |
|--------------------------------------------------------------|-----------------------------------------------------------------------------|
| Resting membrane potential, $V_{rest}$ (mV)                  | Stable membrane potential with no current injection, soon after the seal was broken |
| Input resistance, $R_m$ (MΩ)                                 | Slope of the linear fit between −60 to −70 mV of the current–voltage (I–V) response curve |
| Voltage sag (%)                                               | Difference between the most hyperpolarized voltage and the steady-state voltage deflection, divided by the steady-state deflection |
| Membrane time constant, $\tau_m$ (ms)                       | Mono-exponential fit of the hyperpolarising voltage response after a current step of −50 pA |
| Rheobase (pA)                                                | Minimal current that elicited the first spike |
| AP amplitude (mV)                                            | The point of start of acceleration of the membrane potential using the second derivative of the membrane potential (d2V/dt2) |
| AP half-width (ms)                                           | Time difference between rising phase and decaying phase of the AP at half-maximum amplitude |
| AP latency (ms)                                              | Time required for the onset of first AP in rheobase current stimulus |
| AHP amplitude (mV)                                           | Difference in voltage from AP threshold to maximum deflection of the repolarization |
| Average of inter-spike interval, ISI (ms)                    | Difference between the average of the first 3 APs and the last 3 APs |
| CV of ISI (ms)                                               | Average time taken between individual spikes |
| Frequency adaptation ISI1/ISI5                              | Coefficient of variance of ISIs |
| Frequency adaptation ISImin/ISImax                          | Ratio of the first ISI to the last ISI |
| Frequency-current slope (Hz/pA)                              | Ratio of the minimum ISI to the maximum ISI |
| Maximum firing frequency (Hz)                                | Slope of the linear fit of the frequency-current response curve between 0 and 300 pA |
|                                                              | Highest firing frequency neurons could attain during 1 s of current injection |

Determine the Optimal Number of Clusters

Silhouette analysis measures the quality of clustering by calculating the separation between the resulting clusters (Rousseeuw 1987). The silhouette plot shows a measure of proximity of neighboring clusters within a dataset. This measure ranges from −1 to 1. A silhouette width close to 1 means that the dataset in one cluster is highly separated from the neighboring clusters. A width of −1 indicates that the dataset might be wrongly assigned. The average silhouette width represents the overall strength of all clusters. The larger the average silhouette width, the better the clustering. In order to determine the final number of clusters in the dendrogram, the average silhouette width for all possible clusters was plotted. The number of clusters yielding the maximum average silhouette width was chosen as it indicates the optimal separation of clusters.

K-means Clustering

Axonal and Dendritic Density Maps

The 3D density maps of axonal and dendritic length were obtained using computerized 3D reconstructions, where the length of the axonal and dendritic tree per unit volume of $50 \times 50 \times 50 \mu m^3$ was calculated (Lubke et al. 2003; Narayanan et al. 2015). The soma center of each neuron was given the co-ordinates of $X, Y, Z = (0, 0, 0)$, and the relative coordinate of the beginning and endpoint of each segment in the tracing were obtained using the segment point analysis in Neuroexplorer®. Further steps were carried out in Matlab (MathWorks) using a custom-written algorithm. The 3D axonal and dendritic density maps were calculated for each reconstructed interneuron from a single cluster. These were then averaged to obtain the 3D density map for this cluster.
Individual density maps were aligned with respect to the soma center. The averaged density map for each cluster was smoothed using the 3D smooth function in Matlab with a Gaussian kernel (σ = 50 μm). Isosurfaces at the 80-percentile were calculated for the smoothed density maps. Finally, axonal and dendritic density maps were visualized in blue and red, respectively.

Statistical Analysis

Data are represented as mean ± standard deviation (SD). In order to determine the contribution of different variables for distinguishing the different clusters, one-way ANOVA was used followed by a post hoc Tukey’s HSD test where clusters were compared for significant differences. Statistically significant differences among the clusters (see Supplementary Tables 3 and 4 and Figs 2E and 3E) are reflected in a high contribution of parameters in the PC space (Supplementary Tables 3 and 4).

Results

In order to characterize the different L4 nFS interneurons, we recorded 105 nFS interneurons using whole-cell patch-clamp recordings and simultaneous biocytin-filling for post hoc morphological reconstruction of the recorded neurons using Neurolucida software (Fig. 1). To this end, we distinguished nFS interneurons from the FS interneurons using 3 electrophysiological parameters, such as the AP half-width, the AHP amplitude and the maximum firing frequency (Fig. 3A, inset). In a subset of experiments, we performed antibody labeling of the recorded nFS interneurons to identify the marker expression of the patched neurons. Most of the nFS interneurons were found to be SOM-positive. We employed quantitative classification methods based on morphological and electrophysiological properties that yielded reliable identification of different subtypes in the L4 microcircuitry of rat barrel cortex.

Morphological Classification of nFS Interneurons

After processing for biocytin, 59 nFS interneurons with low background staining were reconstructed using Neurolucida® software. Following the criteria as outlined in the Materials and Methods section, we included 48 high-quality complete 3D morphological reconstructions for the final data analysis. For the quantitative classification of nFS interneurons, an unsupervised hierarchical CA was performed based on their axonal and dendritic projection patterns (see Table 1, Supplementary Tables 2 and 3). The first 3 PCs with eigenvalues greater than 1 were retained for CA; they showed a cumulative variance of about 80%. The percentage of contribution of the parameters is listed in Supplementary Table 3. CA revealed 4 distinct morphological clusters (MCs) of L4 nFS interneurons, as shown in the dendrogram in Fig. 2A (labeled magenta, cyan, green, and orange).

The 4 clusters were distinct in both their axonal and dendritic projection patterns (Fig. 2C,D). Morphological cluster 1 (MC1) interneurons showed prominent axonal and dendritic projections to neighboring barrels and were therefore designated as trans-columnar or lateral projection neurons. The axon and dendrites of cluster 2 (MC2) interneurons were largely confined to the home barrel and were therefore named local projection neurons. Cluster 3 (MC3) interneurons displayed a distinct axonal projection pattern, with extensive branching in supra-granular layers, and only few collaterals in the home layer. Cluster 4 (MC4) showed a bipolar dendritic domain and sparse axonal projections to the supra- and infra-granular layers, which were almost exclusively confined to the home column; these features were similar to those of VIP+ interneurons (Porter et al. 1998; Pronke et al. 2015). Of the 48 L4 nFS interneurons that were classified into 4 main clusters, 8 interneurons belonged to MC1 (17%), 28 interneurons to MC2 (58%), 7 interneurons to MC3 (15%), and 5 interneurons to MC4 (10%) (Fig. 2B). Representative interneuron morphologies and density plots for each cluster are shown in Fig. 2C,D; individual reconstructions of all 48 interneurons are given in Supplementary Fig. 2.

In order to assess the reliability of the cluster assignment obtained by Ward’s method, we performed K-means clustering with the predefined number of clusters obtained from the average silhouette width showing the largest value. We found that the dataset in each cluster was generally the same for both the K-means and the hierarchical CA with few misalignments (Supplementary Table 3).

Morphological Cluster 1: Trans-columnar Projecting Neurons

The first group of interneurons, i.e., MC1 interneurons, consisted of 8 interneurons and thus constituted 17% of the nFS interneuron population. The main property of MC1 interneurons was the significant projection to adjacent barrels. This is a novel feature that has not yet been described for L4 interneurons (Fig 2D,E, Supplementary Video 1); MC1 interneurons also showed a dense and complex axonal arborization; the average total axonal length was 45 ± 12 mm. One of the trans-columnar projecting neurons displayed an exceptionally long axon of around 60 mm. Dendrites had an average total length of 5.8 ± 2.0 mm.

Of all axonal projections, 69.1 ± 10.6% were within the home barrel column, indicating that a significant fraction was outside the column (P < 0.001 between all clusters, Table 2). Almost half of the trans-columnar projections (16.4 ± 5.0%) innervated adjacent barrels. In 63% of cases, axons ascended and sent several collaterals to Layer 2/3, and in 37% of cases, the axons terminated in Layer 1 with horizontally projecting collaterals. Only few axon collaterals were found in Layer 5 (8.7 ± 5.0%) and none in Layer 6.

Notably, dendrites followed the projection patterns of the axons (Fig. 2D), with a significant proportion (6.1 ± 8.2%) innervating adjacent barrels (P < 0.01 between all clusters, Table 2). However, dendrites of MC1 interneurons rarely showed projections to the supra- or infra-granular layers. The dendritic arbor was typically multipolar, with 4–7 primary dendrites. In most cases (7 out of 8), the soma was positioned in the lower third of the barrel (data not shown).

Morphological Cluster 2: Local Projection Neurons

The second cluster, MC2, comprised 28 interneurons and constituted 58% of our L4 nFS interneuron population. A large fraction of the axon collaterals was confined to the home barrel (58.2 ± 14.6%) and rarely projected outside the home barrel column (93.2 ± 7.3%; see Fig. 2D,E, Supplementary Video 2). MC2 could be subdivided into 2 sub-categories (MC2a and MC2b) that exhibited differences in the axonal projection patterns in the home barrel column.

The first subgroup, MC2a, comprised 20 nFS interneurons. The average total axonal length of these interneurons was 35 ± 10 mm, and the average total dendritic length was 4.2 ±
Figure 2. Quantitative morphological classification of L4 nFS interneurons in rat barrel cortex. (A) Ward’s method of unsupervised hierarchical cluster analysis was used to identify different clusters from 48 nFS interneurons based on morphological parameters listed in Table 1. The x-axis of dendrogram shows individual neurons, and the y-axis corresponds to the linkage distance measured by Euclidean distance. Cluster 1 (MC1) is shown in magenta, cluster 2 (MC2) in light blue, cluster 3 (MC3) in green, and cluster 4 (MC4) in orange. All the figures here follow the same color code. (B) The pie chart shows the percentage contribution of each cluster. (C) Representative examples for the 4 morphological clusters revealed by unsupervised cluster analysis. Axons are labeled in blue, and the somatodendritic domain in red. (D) The 80-percentile of integrated axonal (blue) and dendritic (red) length density. The axons and dendrites were aligned with respect to the soma position, (E) Scatter box plot describing significant differences between 3 clusters. Significance is represented as "P < 0.05, **P < 0.01."
1.0 mm. The characteristic feature of this cluster was their dense local axonal plexus that was largely confined to the home barrel (64.2 ± 11.1%), with some projections to supra-, and only a few to infra-granular layers (19.2 ± 11.9% and 6.9 ± 5.8%, respectively). Dendrites displayed a multipolar projection pattern; extensive branching within the home barrel (93.2 ± 5.6%), and little to no collaterals in supra- and infra-granular layers (Fig. 2D, Supplementary Fig. 3B).

Figure 3. Quantitative electrophysiological classification of L4 nFS interneurons in rat barrel cortex. (A) Ward’s method of hierarchical cluster analysis was used to identify different clusters from 71 nFS interneurons based on passive membrane properties, AP and firing properties. The x-axis of dendrogram shows individual neurons, and the y-axis corresponds to the linkage distance measured by Euclidean distance. FS interneurons were used as controls and were clearly separated as 1 cluster (black). Cluster 1 (EC1) is shown in teal, Cluster 2 (EC2) in red, and Cluster 3 (EC3) in purple. (inset) 3D scatter plot showing the clear separation of FS and nFS interneurons. (B) The pie chart shows the percentage contribution of each cluster. (C) Representative firing patterns for each cluster, showing 10-spike trains. The first AP(s) at rheobase current injection is shown in gray. (D) Phase plots of representative EC1, EC2, and EC3 interneuron firing patterns. The first, second, and third spikes are labeled in red, blue and green, respectively. (E) Scatter box plot describing various passive membrane properties, AP, and firing properties of 71 nFS interneurons in Layer 4 of rat barrel cortex that shows significant difference between 3 clusters. Significance is represented as *P < 0.05, **P < 0.01.
The second subgroup, MC2b, consisted of 8 nFS interneurons with an average axonal length of $37.3 \pm 6.0$ mm and an average dendritic length of $4.3 \pm 0.6$ mm. Although the axons of MC2b interneurons were largely confined to the home column, only $49.9 \pm 12.3\%$ of the axonal branches were located in Layer 4. A significant fraction of axonal collaterals ($43.6 \pm 14.5\%$) ascended to Layers 2/3 and 1, and few descended to Layer 5 ($5.1 \pm 2.8\%$). Unlike MC2a, a significant percentage ($21.1 \pm 9.0\%$) of MC2b interneuron dendrites projected to supra-granular layers. The cell bodies of all MC2b interneurons were mainly found in the upper half of the barrel (Fig. 2D, Supplementary Fig. 3C).

**Morphological Cluster 3: Supra-granular Projection Neurons**

Cluster 3 (MC3) comprised 7 interneurons and constituted 15% of the total nFS interneurons analyzed in our study. A characteristic feature of this cluster was that axons projected mainly outside the home barrel and innervated Layer 2/3 extensively (Fig. 2D–F, Supplementary Video 3). MC3 interneurons had a high average total axonal length of about $40 \pm 12$ mm, most of which was confined to the supra-granular layers ($81.2 \pm 10.5\%$). Only $10.4 \pm 8\%$ of the total axon branches were found in the home barrel, which was markedly different from interneurons of the other 3 clusters. MC3 axons projected horizontally in Layer 2/3, with ~30% outside the home column (Fig. 2D,E). MC3 interneuron dendrites showed a bipolar or multipolar appearance.

**Morphological Cluster 4: Intra-columnar Projection Neurons**

The last cluster, MC4, comprised 5 interneurons and constituted 10% of the total nFS interneurons analyzed. They showed morphological features similar to those of classical VIP+ interneurons (Fig. 2D,E, Supplementary Video 4) (Porter et al. 1998; Pronneke et al. 2015). MC4 interneurons had a low number of axonal collaterals, with an average total axonal length of only $25.4 \pm 15$ mm, the lowest in our L4 nFS interneuron population. A roughly equal fraction of axonal collaterals of the MC4 interneurons was found in supra- and infra-granular layers ($35.2 \pm 14.8\%$ and $34.5 \pm 13.2\%$, respectively); ~20% of the axons were located in the home barrel. Dendrites of MC4 interneurons were bipolar, and showed an extra-granular projection pattern similar to that of their axons.

**Electrophysiological Classification of nFS Interneurons**

For the electrophysiological analysis, 71 L4 nFS interneurons were examined. The electrophysiological classification of nFS interneurons was based on their passive electrophysiological properties, single AP features, and repetitive firing characteristics. As a control group, 6 FS interneurons were also included in the classification. Overall, L4 nFS interneurons showed very heterogeneous firing patterns (Supplementary Fig. 4).

Based on the parameters listed in Table 1, we performed a CA on the dataset of 77 (71 nFS and 6 FS interneurons) single-cell recordings in the PC space to classify L4 nFS interneurons. The first 4 PCs with eigenvalues greater than 1 were retained for cluster analysis. The percentage of variance explained by 4 PCs was about 74%. The relative contribution of the parameters is listed in Supplementary Table 4. Unsupervised hierarchical CA revealed 3 distinct electrophysiological clusters of nFS interneurons, with FS interneurons as a clear fourth cluster (Fig. 3A, Supplementary Fig. 4). Using 3 electrophysiological parameters, i.e., the AP half-width, the maximum firing frequency and the AHP amplitude, FS interneurons were reliably distinguished from nFS interneurons without any overlap between the 2 interneuron classes (Fig. 3A, inset). Cluster 1 (EC1) comprised 50 nFS interneurons, was highly heterogenous, and included many distinct subgroups. EC1
interneurons constituted 70% of the total population and showed strong adaptation; Cluster 2 (EC2) comprised 10% of the total population and displayed a characteristic initial burst followed by an irregular spiking behavior; Cluster 3 (EC3) amounted to 20% of the total population and showed regular spiking non-adapting firing pattern (Fig. 3B,D). The validation of hierarchical clustering was made using K-means clustering with K equal to the number of clusters obtained from the average silhouette width showing the largest value. The clusters obtained by hierarchical clustering and K-means were almost identical with the exception of 1 misalignment (Supplementary Table 1).

Electrophysiological Cluster 1: Adapting Neurons

EC1 constituted the largest group of nFS interneurons, comprising of 50 interneurons, i.e., 70% of the total nFS interneurons. A characteristic feature of this cluster was their high-frequency adaptation (Fig. 3C; Table 3). The frequency adaptation of 0.12 ± 0.09 (calculated as the ratio of the first ISI and the last ISI in a 10-spike train) reflected extremely strong adaptation (Fig. 3C,E). Although EC1 interneurons were characterized by a more depolarized $V_{\text{rest}}$ (−61.7 ± 4.2 mV) and AP threshold (−39.0 ± 3.5 mV), they displayed a significantly lower $R_{\text{in}}$ (70.5 ± 19.7 MΩ) suggesting the existence of a large number of open leak channels which may also contribute to the depolarized $V_{\text{rest}}$. The half-width of APs was much longer compared to the FS interneurons (0.44 ± 0.08 vs. 0.20 ± 0.03 ms). To better examine the AP properties, we used phase plots in which the rate of change of the membrane potential with respect to time (dV/dt) was plotted as a function of the membrane potential (Vrest) (Fig. 3D). For EC1 interneurons, the phase plot revealed a rapid spike onset and exhibited a biphasic component during the rising phase of the AP. The first AP displayed the largest amplitude accommodation (6.9 ± 3 mV), which was calculated as the difference between the average of the first and last 3 AP peak amplitudes. The average AHP amplitude of EC1 interneurons was 10.6 ± 2.2 mV.

Electrophysiological Cluster 2: Irregular Spiking Neurons

EC2 was the smallest cluster, consisting of only 7 interneurons. One of the characteristic features of EC2 interneurons was an initial burst of 2 or 3 APs followed by a relatively long ISI (Fig. 3C).

EC2 neurons displayed extremely high $R_{\text{in}}$ (226.1 ± 63.3 MΩ), with a $V_{\text{rest}}$ of −71.4 ± 3.1 mV and an AP threshold of −43.6 ± 2.9 mV. Therefore, the rheobase current was small (77.1 ± 23.6 pA) and $\tau_m$ relatively slow (13.5 ± 2.2 ms). The small sag index was indicative of a low HCN channel expression in EC2 interneurons (sag index: 3.0 ± 1.8).

EC2 interneurons displayed the highest AP amplitude (104.1 ± 10.4 mV) probably because of their negative $V_{\text{rest}}$, which facilitates the recovery of Na⁺ channels from inactivation, compared to the other clusters, whereas their AHP amplitude was relatively small (10 ± 3.2 mV) (Table 3). For every current injection, the initial spike in an AP train always had the fastest rate of rise while the second spike displayed without exception the smallest AP amplitude and slowest rate of rise, as can be seen in the phase plot displaying the 10-spike train (first and second traces in red and blue colors, respectively) (Fig. 3D). The phase plot revealed a monophasic component during the rising phase of the AP.

Electrophysiological Cluster 3: Non-adapting Neurons

EC3 represented a regular spiking, non-adapting group of nFS interneurons, which constituted around 20% of the total population. Some interneurons of this cluster displayed late-spiking behavior, which has been described to be characteristic for NGFCS (Chittajallu et al. 2013). An adaptation ratio of 0.7 ± 0.1 indicates a weak adapting firing pattern of the EC3 interneurons (Fig. 3E; Table 3).

The $V_{\text{rest}}$ of EC3 interneurons was −67.6 ± 4.5 mV, and the AP threshold was −33.9 ± 5.4 mV. EC3 interneurons had a high $R_{\text{in}}$ (151.3 ± 49.3 MΩ), a slow membrane time constant ($\tau_m$: 12.5 ± 2.9 ms), and activated inward rectification at negative potentials (Fig. 3E).

### Table 3 Statistical analysis for the electrophysiological parameters of L4 nFS interneurons

| Parameters                           | EC1     | EC2     | EC3     | EC1 vs. EC2 | EC1 vs. EC3 | EC2 vs. EC3 |
|--------------------------------------|---------|---------|---------|-------------|-------------|-------------|
| Resting membrane potential, $V_{\text{rest}}$ (mV) | $-61.76 \pm 4.18$ | $-71.43 \pm 3.15$ | $-67.64 \pm 4.53$ | $<0.01$     | $<0.01$     | ns          |
| Input resistance, $R_{\text{in}}$ (MΩ)    | $70.48 \pm 19.75$  | $226.15 \pm 36.31$ | $151.28 \pm 49.26$ | $<0.01$     | $<0.01$     | $<0.01$     |
| Voltage sag (%)                       | $12.31 \pm 5.91$  | $3.03 \pm 1.76$  | $6.26 \pm 5.66$    | $<0.01$     | $<0.01$     | $<0.01$     |
| Membrane time constant, $\tau_m$ (ms)  | $8.10 \pm 2.25$   | $13.51 \pm 2.22$ | $12.55 \pm 6.11$  | $<0.01$     | $<0.01$     | $<0.01$     |
| Rheobase (pA)                         | $226.90 \pm 92.35$ | $77.14 \pm 23.60$ | $166.43 \pm 65.00$ | $<0.01$     | $<0.01$     | $<0.01$     |
| AP threshold (mV)                      | $-39.00 \pm 3.50$ | $-43.65 \pm 2.90$ | $-33.93 \pm 5.37$  | $<0.01$     | $<0.01$     | $<0.01$     |
| AP amplitude (mV)                      | $95.56 \pm 7.51$  | $104.10 \pm 10.44$ | $88.78 \pm 10.50$  | $<0.05$     | ns          | $<0.01$     |
| AP half-width (ms)                     | $0.44 \pm 0.08$  | $0.50 \pm 0.12$  | $0.55 \pm 0.15$    | ns          | $<0.05$     | ns          |
| AP latency (ms)                        | $102.40 \pm 26.34$ | $119.92 \pm 45.47$ | $319.24 \pm 245.17$ | ns          | $<0.01$     | $<0.01$     |
| AHP amplitude (mV)                     | $10.58 \pm 2.19$  | $10.00 \pm 3.25$  | $20.92 \pm 2.79$   | $<0.01$     | $<0.01$     | $<0.01$     |
| AP amplitude accommodation (mV)        | $6.86 \pm 3.01$  | $0.52 \pm 3.04$  | $2.74 \pm 2.16$    | $<0.01$     | $<0.01$     | $<0.01$     |
| Average of inter-spike interval, ISI (ms) | $80.94 \pm 12.42$ | $76.64 \pm 17.29$ | $77.95 \pm 14.66$  | ns          | ns          | ns          |
| CV of ISI (ms)                         | $0.78 \pm 0.34$  | $0.45 \pm 0.14$  | $0.12 \pm 0.07$    | $<0.05$     | $<0.01$     | $<0.05$     |
| Frequency adaptation ISI$_{1}$/ISI$_{0}$ | $0.12 \pm 0.09$  | $0.07 \pm 0.06$  | $0.73 \pm 0.15$    | ns          | $<0.01$     | $<0.01$     |
| Frequency adaptation ISI$_{\text{max}}$/ISI$_{\text{min}}$ | $0.09 \pm 0.06$  | $0.05 \pm 0.05$  | $0.65 \pm 0.14$    | ns          | $<0.01$     | $<0.01$     |
| Frequency-current slope (Hz/pA)        | $16.32 \pm 5.37$ | $18.02 \pm 6.64$ | $11.74 \pm 4.81$   | ns          | ns          | $<0.05$     |
| Maximum firing frequency (Hz)           | $52.66 \pm 14.78$ | $52.86 \pm 20.51$ | $44.86 \pm 15.73$  | ns          | ns          | ns          |

All data are represented as mean ± standard deviation. Statistical significance between all the clusters were performed using one-way ANOVA test, and Tukey test was performed for the significant difference between individual clusters.
6.1 ms), and a small sag index value (6.3 ± 5.7). The rheobase current was 166.4 ± 65 pA.

The phase plot of EC3 interneurons revealed a delayed onset of the AP and a biphasic component at the rising phase of the AP (Fig. 5D). EC3 interneurons displayed a low firing frequency per 100 pA current injection (11.7 ± 4.8 Hz). Characteristic features of EC3 interneurons were a broad AP width (0.55 ± 0.1 ms) and a large AHP amplitude (20.9 ± 2.8 mV). While the AHP amplitude in EC3 interneurons was very similar to that of FS interneurons (24.0 ± 3.1 mV) and differed significantly from that of EC1 and EC2, the AP half-width was much longer compared to FS interneurons. EC3 interneurons exhibited APs with a small amplitude of 88.8 ± 10.5 mV.

Correlation Between Morphological and Electrophysiological Clusters

About 4 morphological and 3 electrophysiological clusters of nFS interneurons in Layer 4 of rat barrel cortex were identified quantitatively using unsupervised hierarchical CA. We tried to determine if the morphological and electrophysiological properties were correlated.

To this end, we used those cells for which we had obtained both high-quality electrophysiological recording and 3D reconstructions. However, the number of nFS interneurons in this dataset was only 28 because a dataset with a high-quality electrophysiological recording may not have a complete biocytin-filling resulting in a poor or no morphological reconstruction. Similarly, a recording may not be included in the dataset because of poor access or instability despite showing an excellent biocytin staining. Therefore, not all the morphological reconstructions had their corresponding electrophysiological data, and vice versa.

We performed an unsupervised hierarchical CA on these 28 nFS interneurons including both morphological and electrophysiological parameters. The combined morphological-electrophysiological clusters (MECs) revealed 5 different L4 nFS interneuron types (Fig. 4A, B, Supplementary Fig. 5).

MEC1 interneurons are morphologically identical to MC1 interneurons that show a trans-columnar axonal projection; their electrophysiological properties are similar to those of EC1 interneurons with an adapting firing behavior (Fig. 4C). MEC2 was the largest group, corresponding to the MC2 interneurons showing local projection and EC1 interneurons with adapting firing behavior. MEC3 was one of the smallest clusters with only 2 neurons,
displaying supra-granular projection (MC3) and adapting firing pattern (EC1). The fourth cluster, MEC4, corresponded to the intra-columnar projection interneurons showing VIP-like morphologies (MC4). Electrophysiologically, they were correlated with EC2 interneurons displaying irregular spiking behavior. The last cluster, MEC5, corresponded to the subgroup of MC2 interneurons with a morphology similar to that of NGFCs (Chittajallu et al. 2013) and displayed regular spiking non-adapting firing behavior (EC3). Most of the neurons in MECs were assigned similarly to the MCs, with an addition of 1 new cluster.

### Neurochemical Expression of nFS Interneurons in Layer 4

To identify the expression of molecular markers of single L4 nFS interneurons in brain slices and to correlate them with the electrophysiological and morphological properties, we combined patch-clamp recording with simultaneous filling of biocytin and the fluorescent Alexa dye (n = 20). After successful recording and PFA fixation, brain slices were processed for PV, SOM, Prox1 (a surrogate marker that labels caudal ganglionic eminence (CGE)-derived 5-HT₃aR expressing interneurons, see Miyoshi et al., 2010 for details) and VIP (Supplementary Fig. 6). Finally, the morphology of the labeled neurons was revealed using the biocytin-DAB histochemistry.

Out of the 20 L4 nFS interneurons, 14 nFS interneurons were SOM-positive but Prox1-negative, and 3 nFS interneurons were Prox1-positive and SOM-negative (Fig. 5A). Three nFS interneurons showed no immunoreactivity for either SOM or Prox1. Some control experiments were performed on FS interneurons, all of which were PV-positive (data not shown). Neurons with clear background labeling and only few truncations were reconstructed to identify their morphology. Eight SOM-positive interneurons were morphologically reconstructed; they belonged to either MEC2 or MEC3 and displayed either a mainly local projection pattern (non-Martinotti cells) or a largely supra-granular projection (Martinotti-like interneurons) with adaptive firing behavior (Fig. 5A, B, Supplementary Fig. 7). One Prox1-positive neuron belonged to MEC4 displaying VIP-like morphology with irregular firing behavior. Two of the three Prox1-positive neurons belonged to MEC5 (NGFCs showing regular spiking non-adapting firing behavior). Except MEC1, all the clusters were identified with a molecular marker expression.

### Discussion

In this study, we have investigated the different nFS interneuron types and their electrophysiological properties in the L4 neuronal microcircuitry of rat barrel cortex. We found that L4 nFS interneuron types show a large degree of morphological
and electrophysiological diversity. Using unsupervised hierarchical CA on a combination of morphological and electrophysiological parameters, we identified 5 distinct types of nFS interneurons in Layer 4: 1) trans-columnar projecting interneurons, 2) locally projecting non-Martiniotti-like interneurons, 3) supra-granular projecting Martinotti-like interneurons, 4) intra-columnar projecting VIP-like interneurons, and 5) locally projecting NGF-like interneurons.

We identified a novel type of interneuron that has not been described previously, which showed extensive axonal arborizations not only in their home barrel but also in the adjacent barrels. Furthermore, an analysis of the molecular marker expression indicated that most of the L4 nFS interneurons (70%) were SOM-positive and few (15%) were positive for Prox1, a surrogate marker for 5-HT3R expressing interneuron group.

Classification of Interneurons Based on Quantifiable Morphological and Electrophysiological Parameters

Given the diversity of interneuron types, it is important to translate the diversity into functional specificity (Gupta et al. 2000; Ascoli et al. 2008; DeFelipe et al. 2013; Kepecs and Fishell 2014; Zeng and Sanes 2017). In order to better characterize the heterogenous population of neocortical interneurons, several parameters describing axonal and dendritic geometry, intrinsic properties, and protein expression have been used in interneuron classification studies. Given the ample number of possible parameters for a classification of interneurons, it is important to consider those that are functionally relevant and sufficiently stable over time.

Recent studies on neuronal classification were performed using morphological parameters such as fractal analysis, Sholl analysis, fan-in analysis and so on (McGarry et al. 2010; Muraildhar et al. 2013; Santana et al. 2013). To investigate how these analysis methods can help to identify interneuron subtypes, we performed an unsupervised hierarchical CA on the 48 nFS interneurons used in this study. This CA was based on 64 morphological parameters extracted from the Neuroexplorer, including features of the soma, dendrites, and axon (for a full list, see Supplementary Table 5). It resulted in a scrambled distribution of interneuron morphologies, i.e., interneurons with widely different axonal projection patterns were grouped into a single cluster so that no meaningful information with respect to their morphological properties and potential synaptic connectivity could be extracted (Supplementary Fig. 8). Therefore, it is important to consider those parameters that allow a prediction of the potential synaptic connectivity, i.e., those that define innervation domains. Innervation domains are defined by the axo-dendritic overlap extracted from the 3D neurite path length density maps. They provide information about the innervation density (Lubke et al. 2003; Helmstaedter and Feldmeyer 2010) and hence the potential of synapse formation with surrounding excitatory and inhibitory neurons (but see Rees et al., 2017 for a discussion of innervation and axo-dendritic overlap). Because neuronal cell types can generally not be identified by single features, ideally electrophysiological parameters and molecular marker expression should also be used as criteria for the classification of different interneuron types.

The basic question of how distinct interneuron classes are (Parra et al. 1998), or how to approach the continuum of phenotypes (Battaglia et al. 2013) remains open. One of the most commonly used unsupervised CA methods in interneuron classification is Ward’s hierarchical CA. This method uses an approach, which merges nearest clusters at each step. We validated the quality of this clustering using the silhouette method. To test the robustness of the classification, we also compared the results of unsupervised clustering algorithm with an alternate supervised clustering method such as K-means clustering which is a top-down cluster analysis method. Using these different methods, we were able to ascertain the reliability of our cluster assignments.

Different Types of L4 nFS Interneurons and their Possible Functional Roles

Unsupervised hierarchical CA of L4 nFS interneurons based on the morphological parameters alone yielded 4 independent clusters (MCI–MC4), whereas the electrophysiological parameters generated 3 independent clusters (EC1–EC3). Combining morphological and electrophysiological parameters produced clusters similar to the morphological clusters, except for a MC sub-cluster that separated out as an individual cluster, thus altogether resulting in 5 independent clusters (MEC1–MEC5). The morphological parameters gave a meaningful description of the L4 nFS interneuron types but the electrophysiological properties helped to identify subgroups when combined with the morphological parameters. CA based on electrophysiological properties and AP firing patterns alone did not yield a useful classification, because 3 morphologically distinct nFS interneuron types showed similar firing patterns (Fig. 4C). However, partial correlation between the morphological and electrophysiological clusters appeared to exist.

Such a partial correlation between morphology and electrophysiological subtypes was found for MEC5 NGF-like interneurons, which are a sub-cluster of MC2 local projecting interneurons with a EC3 regular spiking non-adapting firing pattern (Fig. 4A,C). In addition, MC4 interneurons with VIP-like morphology were correlated with EC2 interneurons with initial bursting followed by irregular spiking. This AP firing behavior has been associated with a bipolar somatodendritic geometry (Helmstaedter et al. 2009a,c) and has been described for a bipolar L2/3 trans-laminar interneuron type resembling a VIP-expressing interneuron.

The problem of finding a well-defined correlation between morphology and AP firing pattern has been noted previously (Markram et al. 2004) and may be due to several reasons. It is conceivable that subtle differences in the ion channel complement of neurons within defined clusters exist which cannot be resolved here. Furthermore, the firing pattern is highly dynamic. It depends to a certain degree on external conditions such as preceding or on-going neuronal activity and/or the activity of neuromodulators which are often present at low background concentrations even in brain slice preparations thereby exerting a tonic influence, see e.g., (Kolomiets et al. 2009; Bartlett et al. 2011; Qi et al. 2017) and may alter single APs and AP firing patterns by affecting e.g., K+ and Ca2+ channels. This may result in recording variable firing patterns in the same neuron type.

L4 MEC1 Trans-columnar Projecting Interneurons

Trans-columnar projecting MEC1 interneurons are a novel interneuron type and have not been described in previous studies. Their most characteristic feature is their extensive axonal collateralization in directly adjacent, primary surround barrels and to some extent even in secondary surround barrels. The functional role of this interneuron type is likely to be the inhibition of excitatory neurons in the neighboring barrels. In several publications, barrels in Layer 4 have been described as functionally independent structures that receive little or no direct excitatory nor inhibitory synaptic inputs from adjacent barrels (Petersen and Sakmann 2001; Laaris and Keller 2002).
contrast, our findings indicate that the lateral axonal collaterals of L4 MEC1 interneurons may serve to directly inhibit neurons in neighboring barrels in a feed-forward fashion. Thus, these interneurons may be an anatomical correlate for lateral or “surround” inhibition in Layer 4 of the somatosensory barrel cortex (Sachdev et al. 2012).

In the visual cortex, lateral inhibition is known to provide surround suppression of neuronal activity, thereby enhancing sensitivity to contrast edges and eliminating redundant information in the visual environment (Jones et al. 2001; Smith 2006). It has been proposed that SOM-positive interneurons in Layer 2/3 mediate surround inhibition in this sensory area (A desnik et al. 2012). Recently, lateral inhibition mediated by Layer 2/3 SOM-positive interneurons was also demonstrated in the auditory cortex (Li et al. 2014; Kato et al. 2017).

In the somatosensory barrel cortex, suppression of the neuronal activity in surround barrels may be involved in contrast enhancement of principal whisker signaling (Brumberg et al. 1996; Derdikman et al. 2003; Sachdev et al. 2012). Several studies show that surround whisker responses are suppressed by the co-stimulation or stimulation of one whisker followed by the other (Garabedian et al. 2003; Drew and Feldman 2007; Boloori et al. 2010). However, the underlying mechanisms of lateral (surround) inhibition and its cellular basis are not well understood. Previous studies have demonstrated the existence of laterally projecting interneurons in Layer 2/3 (Helmstaedter et al. 2009b) but such interneurons have not been found in Layer 4. The data presented here suggest that lateral inhibition in the barrel cortex takes place not only in Layer 2/3 but already at the level of Layer 4, the major thalamocortical layer. Thus, L4 MEC1 interneurons may act by enhancing the contrast between sensory signals arriving from the principal vs. surround whisker.

A small subset of MEC1 interneurons possesses ascending branches to Layer 2/3 that terminate in Layer 1. Only few MEC1 interneurons have axonal projections to the L5/6 border. This suggests some minor trans-laminar feed-forward signaling of the L4 MEC1 interneurons; however, the low density of these collaterals suggests that this is of low functional relevance. Electrophysiologically, these interneurons were characterized by a high-frequency adaptation, similar to the firing pattern shown for non-Martinotti SOM interneurons in Layer 4 (Ma et al. 2006a; Xu et al. 2013).

L4 MEC2 Locally Projecting Non-Martinotti-like Interneurons

L4 MEC2 interneurons with local axonal projections are the most common type of L4 nFS interneurons. Although MEC2 interneurons show some degree of heterogeneity in their axonal projection pattern, more than 90% of the axonal axon is confined within the home column, with sparse ascending and descending branches to the superficial and infra-granular layers, respectively. The main feature of MEC2 interneurons is an extremely dense local axon plexus with an average total length of more than 35 ± 10 mm. Such a dense plexus suggests a high connectivity rate to other neurons within the home barrel. This group may correspond to SOM-expressing X94 and non-X94 neurons in Layer 4, the axon of which was also confined to the home barrel (Ma et al. 2006b; Xu et al. 2013). MEC2 interneurons may directly inhibit spiny stellate neurons in L4 or provide disinhibition of spiny stellate neurons by targeting L4 FS interneurons, particularly L4 basket cells which show similarly dense axonal projections within the home barrel (Xu et al. 2013; Koelbl et al. 2015). In preliminary experiments, we found that both L4 nFS and FS interneurons displaying a dense axonal plexus within the home barrel were often reciprocally connected (manuscript in preparation). Because L4 FS basket cells also showed a high degree of connectivity with L4 excitatory neurons (~70%), this suggests the existence of a powerful disinhibitory loop in Layer 4 (Koelbl et al. 2015). These locally projecting interneurons were also characterized by a high-frequency adaptation, similar to MEC1 interneurons.

L4 MEC3 Supra-granular Projecting Martinotti-like Interneurons

The axon of MEC3 interneurons resided primarily in Layer 2/3 of the home and surround barrel columns (~84% of the total axonal length of 42 ± 3.5 mm). Only few collaterals are present in Layer 4, thus indicating that only little if any inhibitory connections are established within their home barrel. MEC3 interneurons may provide feed-forward inhibition of the distal dendritic tuft, preferentially of L5B pyramidal cells. The initial bifurcation of the dendritic tuft is the so-called Ca2+ spike initiation zone. When a distal, sub-threshold synaptic input occurs coincidentally with Na+ AP that back-propagates, this may result in the activation of a Ca2+ spike and burst firing of the pyramidal cell. This interaction of the distal Ca2+ spike initiation zone with the Na+ AP has been proposed to serve as a coincidence detection mechanism that serves to enhance the cortical response to incoming sensory stimuli (Larkum et al. 1999; Larkum and Zuo 2002; Larkum 2013; Major et al. 2013). The axonal projection patterns of MEC3 interneurons are in a suitable position to regulate the association of Na+ APs and Ca2+ spikes. In addition, MEC3 interneurons may also target the basal dendrites of L2/3 pyramidal neurons. L4 interneurons with a similar axonal projection pattern have been described previously but without specifying whether they were FS or nFS interneurons (Porter et al. 2001). Like MEC1 and MEC2 interneurons, MEC3 interneurons exhibit a strong frequency adaptation.

L4 MEC4 Intra-columnar Projecting VIP-like Interneurons

MEC4 interneurons show morphological features similar to those of VIP-expressing interneurons, with a bitufted dendritic arborization and sparse axonal projections, spanning all layers (Porter et al. 1998; Pronneke et al. 2015; Zhou et al. 2017). Because of their low prevalence, the morphology of VIP interneurons in Layer 4 has not been characterized in detail (but see Pronneke et al., 2015). With an axonal domain that resides mostly outside Layer 4, MEC4 interneurons may inhibit the L2/3 SOM+ interneurons, as reported for L2/3 VIP+ interneurons, thereby disinhibiting the dendritic tufts of L5B pyramidal cells and leading to burst firing of pyramidal cells (Gentet et al. 2012; Karmani et al. 2016; Walker et al. 2016; Muñoz et al. 2017). L4 VIP-like interneurons may also directly inhibit the pyramidal cells arising from supra- and infra-granular layers as suggested by recent findings (Garcia-Junco-Clemente et al. 2017; Zhou et al. 2017). It has been suggested that VIP+ interneurons are also involved in the regulation of cerebral blood flow. Upon stimulation, VIP interneurons together with nitric oxide synthase (NOS)-expressing interneurons release VIP and nitric oxide, which in turn dilates cortical blood vessels, thereby increasing the efficacy of glutamatergic synapses (Pellegrti et al. 1998; Cauli et al. 2004).

A subset of MEC4 interneurons displayed an initial burst of APs followed by an accelerated firing upon depolarization. The accelerated firing and decrease in ISI could be due to a slow inactivation of a K+ current. It may be involved in the enhancement of synaptic gain and the synchronization of neurons.
L4 MECS Locally Projecting Neurogliaform-like Interneurons

MECS interneurons show morphological features similar to those of NGFCs that show radially projecting dense axonal plexus and multipolar dendritic arborizations. They display a non-adapting, regular spiking behavior with a broad AP and a large AHP; sometimes they also exhibit a late-spiking behavior (Chu et al. 2003; Oláh et al. 2007; Chittajallu et al. 2013; Jiang et al. 2015). Several studies suggest that a late-spiking firing pattern is indicative of NGFCs (Chu et al. 2003; Zhu and Zhu 2004; Uematsu et al. 2008; Kubota et al. 2011) but we could not confirm this unequivocally. This could be due to the effects of neuromodulation described above.

It has been suggested that NGFCs target excitatory neurons via volume transmission, i.e., not at specialized synaptic contacts (Tamás et al. 2003; Wozny and Williams 2011; Chittajallu et al. 2013). However, they may also elicit slow IPSPs due to their activation of postsynaptic G-protein coupled GABA B receptors in addition to the GABA A-mediated slow synaptic inhibition (Tamás et al. 2003; Oláh et al. 2007; Capogna and Pearce 2011; Wozny and Williams 2011; Overstreet-Wadiche and McBain 2015).

Relative Percentage of L4 nFS Interneurons and their Molecular Expression

GABAergic interneurons constitute only a small fraction (~12%) of the total number of neocortical neurons. The lowest overall interneuron density (8%) has been reported for Layer 4, which in the rat amounts to 360 interneurons out of a total of approximately 4500 neurons (Meyer et al. 2011). It has been proposed that neocortical interneurons fall into 3 distinct groups, i.e., those expressing PV, SOM, and 5-HT3aR as molecular markers (Rudy et al. 2011). Tremblay and colleagues reported that the majority of L4 interneurons express PV (65%), followed by SOM (16%), and 5-HT3aR (19%) (Tremblay et al. 2016). Since PV is known to be a marker of FS interneurons, the remaining L4 interneurons amount to approximately 3%, or 125 out of a total of 4500 neurons.

In this study, we recorded 105 nFS interneurons, of which a subset of experiments included the identification of molecular markers using immunohistochemistry (n = 20). The 5-HT3aR protein, which is selectively expressed in CGE-derived interneurons, shows low expression levels (Lee et al. 2010; Vucicvovic et al. 2010; Zeisel et al. 2015; Tasic et al. 2016) that may not be detected by the antibody labeling used here. Therefore, we used a surrogate marker for 5-HT3aR expressing interneuron group—the transcription factor Prox1, which is expressed in reelin-, VIP-, calretinin-, and neuropeptide Y-positive interneurons (Rubin and Kessaris 2013). Prox1 is specifically required for the maturation and maintenance of CGE-derived interneurons (Miyoshi et al. 2015). In our study, we found that 63% of the L4 nFS interneurons expressed SOM and 15% expressed Prox1. Since Prox1 labels a wide variety of markers, we used a combination of morphological identity and firing pattern to refer to a specific marker. Two of the three Prox1-positive neurons displayed NGFC-like morphology and showed non-adapting firing pattern, which suggests that they express reelin (Miyoshi et al. 2010) (Fig. 5A, Supplementary Fig. 7). One Prox1-positive neuron displayed bipolar dendritic arborization with sparse axon collaterals and irregular firing properties typical for VIP interneurons (Fig. 5A).

The SOM-positive L4 interneurons had a non-Martinotti cell morphology with a local axonal domain (MEC2 interneurons) or were Martinotti-like interneurons with a dominant supra-granular projection (MEC3 interneurons; see also Supplementary Fig. 7). In the so-called X94 transgenic mouse line (Ma et al. 2006a; Xu et al. 2013), only SOM-expressing interneurons in Layers 4 and 5B are fluorescence-labeled all of which have been reported to display a non-Martinotti interneuron morphology resembling that of MEC2 interneurons described here. However, in contrast to our findings, no L4 SOM-positive nFS interneurons with a supra-granular axonal projection were found in this transgenic mouse line. This discrepancy could be due to species difference (mouse vs. rat) but is more likely to reflect different SOM expression levels in non-Martinotti and Martinotti L4 nFS interneurons. Thus, in Layer 4 of the barrel cortex, SOM-positive interneurons are more heterogeneous than suggested previously (Xu et al. 2013).

In contrast to interneurons belonging to the MEC2-MECS groups, MEC1 interneurons with a largely intra-laminar, transcolumnar axonal projection pattern were not labeled by either Prox1 or SOM antibodies; this may be due to a low expression level of these markers or their complete absence in this particular interneuron type.

It is far from clear how the molecular expression is correlated with the interneuron type. Two large-scale, next-generation RNA-sequencing studies that investigated the expression pattern of multiple molecular markers in neocortical interneurons arrived at conflicting results with respect to the number of identified interneuron types (Zeisel et al. 2015; Tasic et al. 2016). For example, Zeisel and colleagues identified 15 neocortical interneurons of which PV was expressed by only 1, whereas Tasic and colleagues identified 7 PV expressing interneuron types from a total of 23. The most heterogeneous group with respect to marker expression was the 5-HT3aR-positive interneuron group; here, the expression level of the 5-HT3aR differed markedly and was particularly high only in VIP- and reelin-positive interneurons. Thus, it is important to determine to which degree molecular markers can identify functionally distinct interneuron types and how the co-expression of other yet to be determined molecular markers such as transcription factors will contribute to a more specific categorization. A promising approach may be the analysis of gene families that are involved in synapse formation and input-output signaling properties of GABAergic interneurons (such as voltage- and ligand-gated ion-channels, neuromodulator receptors, synapse scaffold proteins, and others). In a recent study (Paul et al. 2017) this has recently been done and led to the identification of different GABAergic cell types, however axonal and dendritic properties of interneurons have not been correlated with the “transcriptome” of these neuron types.

Conclusion

Many studies concerning the classification of neocortical GABAergic interneurons have been published in recent years, using several different methodological approaches. As there are several possible analytical methods to classify interneurons, it is important to use functionally relevant parameters as classifiers. In this study, we identified different interneuron motifs based on the axonal projection patterns as the primary classifier, which allowed us to infer their potential synaptic connectivity, thereby providing insights about their possible functional role in intra- and inter-columnar processing of sensory signals. Finally, our methodological approach allowed us to identify a novel interneuron type that has not been described so far and
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