The extraction of maize lodging regions in UAV images using deep fully convolutional neural network
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Abstract. This paper presents a method for automatic extraction of maize lodging regions in unmanned aerial vehicle (UAV) visible images. A deep fully convolutional neural network is used to achieve the purpose. Firstly, images are collected by using UAV remote sensing, and then the network is trained and validated on a total of more than 20000 labelled images, and finally, the network is able to accurately extract lodging regions. Experimental results demonstrate the effectiveness of the method and F1 score reaches 89.5% on test dataset. This study makes a major contribution to the assessment of maize lodging disaster.

1. Introduction

Maize lodging is a common and frequent natural disaster. Meanwhile, agricultural insurance is an effective means to resist risks and reduce the economic losses of farmers. After the maize lodging disaster, insurance companies need to send employees to investigate the disaster. However, manual investigation is laborious. UAV remote sensing meets this demand, which is a convenient way to shoot images of the maize field. The main disadvantage of current methods is that the identification of maize lodging regions in the UAV images still needs manual visual interpretation.

Since 2012, deep convolutional neural network has achieved great success in many fields such as image classification\cite{1}, object detection\cite{2}, and image semantic segmentation\cite{3}. However, little work has been devoted to agricultural UAV remote sensing by using methods of deep convolutional neural network. The extraction of maize lodging regions in UAV images can be regarded as an image semantic segmentation problem. Thus, this paper presents an image segmentation model for extracting maize lodging regions in UAV images, which is a fully convolutional neural network and is trained on a total of more than 20000 labelled images. Experimental results show that the proposed method can be served as a valuable tool of investigation and assessment of maize lodging disaster.

2. Material and methodology

In order to train the image segmentation model to be able to identify maize lodging regions, a large number of training images are required. The study site is located in the Sansheng Village, Mishazi Town, Dehui County, Changchun City, Jilin Province, China. On September 14, 2016, about 2000 images with size of 5456×3632 pixels were acquired by using a quad-rotor UAV at a flight relative height of 170 m and 4 air routes. The ground sampling distance is no more than 5 cm/pixel. 316 images from the first air route are selected for construction of training and validation dataset, and the maize
lodging regions have been annotated manually. The original resolution images are cropped with 50% overlapping into images with size of 512×512 pixels, and images without maize lodging are discarded. Totally, 20662 images are obtained, and 20% of them are randomly split into validation dataset. At last, the training dataset consists of 16530 images, and the validation dataset consists of 4132 images. The test dataset consists of 100 images from the fourth air route with size of 5456×3632 pixels. Image samples from the test dataset are shown in figure 1.

Figure 1. Two samples from the test dataset. Notice the maize lodging regions in the images

2.1 Network architecture

The proposed fully convolutional neural network consists of three parts: an encoder, a decoder and an attention block, as illustrated in figure 2. The encoder is based on pre-trained EfficientNet-B5, a member of Efficient Nets family by Google, which are designed by neural architecture search and achieve much better accuracy and efficiency than previous convolutional neural networks [4]. To construct the encoder, the final pooling layer and fully connected layer have been removed. Previous studies have reported the effectiveness of transfer learning for neural networks training [5]. Using a pre-trained encoder is beneficial for the network to converge faster and get better weights. The decoder is the same as the decoder module proposed in Link Net [6], which doubles the size of the feature maps to output an image whose size coincides with the input image and where each pixel corresponds to a probability of lodging. The larger the pixel values in the output image are, the more likely they are lodging regions. Afterward, the lodging regions can be easily extracted by
thresholding the probability map. Recent evidence suggests that self-attention mechanism can be flexibly embedded in convolutional neural networks to improve the accuracy with little extra computational cost. In this paper, in addition to the channel attention module proposed in [7], the spatial attention module is used to construct our attention block. Furthermore, unlike previous work that embeds attention modules in encoder or decoder [8], our attention modules are embedded in skip connection between encoder and decoder to make full use of multi-scale semantic information from encoder to refine the segmentation results.

2.2 Network losses

The sum of two loss functions is used for optimizing the network weights during the training phase. These losses are a classification loss and a shape-constraints loss. Since image segmentation task can be considered as a pixel binary classification problem, we can use the common loss function for binary classification tasks - binary cross entropy that is defined as:

$$\text{Loss}_{\text{BCE}} = -\frac{1}{n} \sum_{i=1}^{n} (y_i \log \hat{y}_i + (1 - y_i) \log (1 - \hat{y}_i))$$  \hspace{1cm} (1)

where \( y_i \) is a binary label of the corresponding pixel \( i \) in the labelled image and \( \hat{y}_i \) is the predicted probability for the pixel in the output image of neural network.

The shape-constraints loss is the Jaccard loss that is defined as:

$$\text{Loss}_{\text{Jaccard}} = -\log \left( \frac{1}{n} \sum_{i=1}^{n} \left( \frac{y_i \hat{y}_i}{y_i + \hat{y}_i - y_i \hat{y}_i} \right) \right)$$  \hspace{1cm} (2)

The Jaccard loss can be interpreted as maximization of the intersection between masks and corresponding predictions. The final loss function is obtained by combing equation (1) and equation (2) as following:

$$\text{Loss} = \alpha \cdot \text{Loss}_{\text{BCE}} + (1 - \alpha) \cdot \text{Loss}_{\text{Jaccard}}$$  \hspace{1cm} (3)

where \( \alpha = 0.7 \) in order to balance the values of two loss functions just like the work in [9].

2.3 Evaluation

To test the efficacy of the network, we choose precision, recall and \( F_1 \) score as evaluation metrics. In this study, the foreground pixels are pixels in maize lodging regions. The precision indicates the proportion of true positives relative to all predicted foreground pixels. The recall indicates the proportion of true positives relative to all annotated foreground pixels. The \( F_1 \) score, as shown in equation (4), is a harmonic mean of precision and recall. The higher values of these metrics indicate the better performance of the neural network model.

$$F_1 = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}$$  \hspace{1cm} (4)

3. Results

Since the original test images are too large to be fed into the neural network at one time, an overlap-tile strategy is employed for seamless segmentation of arbitrary large images. Small areas in the binary segmentation images are filtered out by morphological post-processing. Finally, the performance of extraction of maize lodging regions was tested on 100 test images. This yielded a precision of 91.5\% and a recall of 87.5\%. The average \( F_1 \) score on test dataset is 89.5\%. Figure 3 shows the extraction results of lodging regions for two samples in figure 1. We can see that the proposed method is capable of extracting both strip-like and surface-like regions of maize lodging.
4. Conclusion
In this paper, we present a method for extracting regions of maize lodging in UAV images using deep fully convolutional neural network. The network has been trained by an end-to-end manner with thousands of annotated images. Experimental results show that the proposed algorithm is able to reliably extract maize lodging regions in UAV images. This study makes an attempt on combination of agricultural UAV remote sensing and deep neural network, and has potential application in investigation and assessment of maize lodging disaster. Due to the lack of lodging images of maize indifferent growth stages, although prediction ability of neural network model is available, the generalization ability needs further study in future.
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