Automatic seizure detection with different time delays using SDFT and time-domain feature extraction

Amal S. Abdulhussien1,2, Ahmad T. AbdulSaddaa1, Kamran Iqbal2

1Communication Technical Engineering College, Al-Furat Al-Awsat Technical University, Al-Najaf 54001, Iraq; 2Department of System Engineering, University of Arkansas at Little Rock, Little Rock, AR 72204, USA.

Abstract

Automatic seizure detection is important for fast detection of the seizure because the way that the expert denotes and searches for seizure in the long signal takes time. The most common way to detect seizures automatically is to use an electroencephalogram (EEG). Many studies have used feature extraction that needs time for calculation. In this study, sliding discrete Fourier transform (SDFT) was applied for conversion to a frequency domain without using a window, which was compared with using window for feature selection. SDFT was calculated for each time series sample directly without any delay by using a simple infinite impulse response (IIR) structure. The EEG database of Bonn University was used to test the proposed method, and two cases were defined to examine a two-classifier feedforward neural network and an adaptive network-based fuzzy inference system. Results revealed that the maximum accuracies were 93% without delay and 99.8% with a one-second delay. This delay accrued because the average was taken for the results with a one-second window.
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Introduction

Epilepsy is a dangerous disease that may affect humans of all ages. Approximately two million people are diagnosed with epilepsy every year worldwide[1]. Several automatic approaches have been proposed for the diagnosis of epileptic disorder[2–3]. Most automatic seizure detection methods involve feature extraction from electroencephalogram (EEG) signals[4–5] and intracranial electroencephalography (iEEG)[6–7]. Many types of features are used; for instance, statistical values are extracted from the time domain of EEG signals[8]. Other studies have performed Fourier spectral analysis to derive EEG signals[9]. A typical short-time Fourier transform (STFT) method has been developed; in STFT, a window can change in time to measure the spectral density of EEG signals[10–11]. For EEG signal processing, wavelet transform approaches for time-frequency estimation is typically desirable. For example, the discrete wavelet transform (DWT) technique is a classical method of time-frequency analysis similar to short-time Fourier transform, and it has been used to derive features from EEG signals[12–13]. Faust et al.[14] applied the DWT-based EEG de-noising method and feature extraction to identify seizures and diagnose epilepsy. They revealed
that the wavelet approach is an efficient method for automatic diagnosis of epilepsy by using EEG signals. Recent studies have focused on developing real-time automated seizure detection[15–20]. Many studies have used features that need time delay for feature extraction. In this study, sliding discrete Fourier transform (SDFT) is used to convert signals to a frequency domain without any delay because this method does not need a window for conversion; it can be implemented by infinite impulse response (IIR), which is a simple component, two adders and one multiplication[21]. The output rate of SDFT is equal to the input rate, where SDFT is calculated for each input sample with simple components. Feed-forward neural network (FFNN) and adaptive network-based fuzzy inference system (ANFIS) are used as classifiers. The result shows that this method has good accuracy without delay for classiﬁcation, and the accuracy is higher with a one-second delay. This study is important for an application that needs fast seizure detection.

In the present report, the new approach fast and simple component method (SDFT) used to convert the iEEG time-domain signals to frequency domain as a feature used with the time-domain features extraction for seizure detection and compare the accuracy achieved for different time delays.

Materials and methods

The automatic seizure detection system has two main steps for feature extraction to enable faster and effective seizure detection and ﬂows by the classiﬁers. The data sets used in this study are described in the following section.

Data sets

Five data sets (A, B, C, D, and E) were used in this study. They were downloaded from the website of the School of Information and Computer Sciences University of California, Irvine, and the original signals were taken from the University Hospital of Bonn and had been used by many researchers[22–23]. Each data set consisted of 100 signals; each signal was divided into 23 chunks, so the total number of chunks was 11 500. Each chunk contained 179 values, and 178 was the value of EEG signal, so the data sets had 2 047 000 values; the last one (179) was devoted to the chunk type. Data sets A and B were measured from the surface of the scalp when the healthy persons had their eyes open (A) or closed (B). C, D, and E were measured through an inter-racial electrode for actual and interracial elliptic activities: C was recorded based on the EEG activity from a healthy brain area, D was obtained from the area where the tumor was located, and E was determined based on seizure activities[24]. The details about the data are presented in Table 1.

Feature extraction

In this study, SDFT was used for feature extraction to convert signals to a frequency domain (Fig. 1A) via a two-time resolution. No window for the classiﬁer output was set, so this case had no delay, and postprocessing was not required. In the second resolution, a one-second window was set as the duration to calculate the average of one second of the classiﬁer output as postprocessing. Another scheme involved SDFT and six time-domain extracted features (variance, number of local maxima and local minimum, and ﬁrst and second derivatives with zero crossing), which were used as the input to the classiﬁer (Fig. 1B). Two classiﬁers were used in this study. The FFNN with Levenberg-Marquardt optimization was utilized as the ﬁrst and second classiﬁers by using ANFIS.

The training data set for the neural network included the ﬁrst 5750 chunks from the data set, and the remaining data set comprised the last 5750 chunks used to test the system and each chunk contained 178 values. Two cases were investigated to classify A, which was a normal signal with patients who had their eyes opened, and E, which was a seizure signal. The second case was classiﬁed between seizure signal E and the other signals (A, B, C, and D, Table 2).

| Table 1 Details of the datasets |
|-------------------------------|
| Five healthy subjects         | Five epileptic subjects     |
| Set A                         | Set B                       | Set C                   | Set D                   | Set E                  |
| Person state                  | Eyes open                   | Eyes closed             | Seizure free            | Seizure free           | Seizure activity        |
| Node type                     | Scalp                       | Intracranial            |                         |                       |                       |
| Node position                 | International 10-20         | Healthy area            | Tumor area              | Epileptic-genic zone   |
Sliding discrete Fourier transform

SDFT, introduced by Jacobsen and Lyons, is a DSP method that requires fewer computations for real-time spectral analysis; the results are presented in a sample-by-sample way, that is, the spectral bin output rate is equal to the input data rate. In the SDFT scenario, the transform is computed on a fixed-length window of the signal. For example, in a complex input signal \( x(n) \), \( n=0, 1, 2..., \) which is divided into the overlapping windows of size \( M \). Let \( k \) be the frequency-domain index in the range of \( 0 \leq k < M \). Then, at the time index \( n \), the \( k \)th bin of an \( M \)-point DFT is computed as follows:

\[
X_n(k) = \sum_{m=1}^{M-1} x(\hat{n} + m) W^{-km}_M, \tag{1}
\]

where \( \hat{n} = n - M + 1 \) and \( W^{-km}_M = e^{-j2\pi km/M} \).

Equation 1 can be rewritten according to the circular shift property as follows:

\[
X_n(k) = W^{-km}_M X_{n-1}(k) + x(n) - x(n-M), \tag{2}
\]

where \( W^{k+M}_M = W^k_M \).

In equation 2, SDFT are calculated depending on the input sample and the previous value of the output from the SDFT and the previous value of time series. This technique can be built by using a IIR filter with \( M \) sample delay for the forward output and one sample delay for the output, as shown in Fig. 2.

**Time-domain feature extraction**

In this study, some features were extracted from the time domain (Fig. 3). The extracted features were as follows: variance, first and second derivatives for the signal, zero-crossing for first and second derivatives and the number of local minimum and local maximum. This feature was calculated with a one-second window (178 samples per window).
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**Fig. 1** Two systems implemented in this study. A: SDFT used for feature extraction. B: Six time-domain features extracted from the time series of electroencephalogram signal used with SDFT as feature extraction. SDFT: sliding discrete Fourier transform; FFNN: feed-forward neural network; ANFIS: adaptive network-based fuzzy inference system.
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**Fig. 2** The structure of the infinite impulse response filter used for calculating SDFT from the EEG signals. SDFT: sliding discrete Fourier transform; EEG: electroencephalogram.
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**Fig. 3** Time-domain feature extraction from the time-series signal with a one-second window.

**Table 2** Two cases used in this study

| Case   | Description                        | No. of values |
|--------|------------------------------------|---------------|
| A-E    | Detecting seizure from seizure     | 818 800       |
|        | signals and normal signals with    |               |
|        | open eyes                          |               |
| ABCD-E | Detecting seizure from signals     | 2 047 000     |

From the table, it can be observed that case A-E has a smaller number of values compared to case ABCD-E, which indicates that it requires fewer computations for real-time spectral analysis.
Classifiers

Two classifiers were used in this study. The neural network (feedforward net) with Levenberg-Marquardt optimization was used as a first classifier and the second classifier was adaptive network-based fuzzy inference system ANFIS.

Neural network

The neural network (feedforward net) was used as a classifier with 20 nodes as a hidden layer (Fig. 4). In feedforward, each output from node \( j \) in the hidden layer was a function of sums by multiplying its input signals with weight \( w_{ij} \).

\[
y_i = s(\sum_{j} w_{ij} x_j)
\]

where \( s \) was a sigmoid activation function.

\[
s(y) = \frac{1}{1 + e^{-y}}
\]

Levenberg-Marquardt optimization method was used when it required minimization of non-linear function in the training schemes. The result from the system was presented in two values: zero for normal state and one for seizure state. The methods were built by using MATLAB R2012b.

Adaptive network-based fuzzy inference system

ANFIS is a network with five layers of a feedforward neural network possessing a supervised learning capability (Fig. 5). ANFIS depended on fuzzy if-then rules to generate the stipulated input-output pairs. This study used FIS generated by training 100 epochs. In this study, one input was employed to ANFIS when the first method was used (Fig. 1A), and seven inputs were employed when the second method was used (Fig. 1B).

Prediction of performance indices

Three statistical parameters, namely, classification accuracy, sensitivity, and specificity, were calculated to measure the performance of the methods. These parameters are defined as follows:

\[
\text{Accuracy} = \frac{\text{Correct classification patterns}}{\text{Total patterns}} \times 100\% \quad (5)
\]

\[
\text{Sensitivity} = \frac{\text{True positives}}{\text{True positives} + \text{false negatives}} \times 100\% \quad (6)
\]

and

\[
\text{Specificity} = \frac{\text{True negatives}}{\text{True negatives} + \text{false positives}} \times 100\% \quad (7)
\]

Results

One of the most experimental applications of the proposed systems is shown in Fig. 6. The schematic diagram showed the main step to connect the simulation model with the Internet of Things (IoT) hardware design. The integrity of both the simulation and the hardware would create a computer monitoring health system giving the initial indication of the patient's abnormal state.

The flowchart to program the simulation program is shown in Fig. 7, which illustrates the main steps to do the programming. First, the training and testing of the target output should be prepared and the SDFT window parameters should be calculated. Then the test phase would be carried out to figure out the results.

Recognition of cases A-E

In this case, 2141 seconds (381 098 samples) and 2459 seconds (437 702 samples) were selected for the training and testing stages. The training and testing samples were selected randomly from the data set. When FFNN was used as a classifier, the training signal was converted to the frequency domain through SDFT.
the SDFT method. Fig. 8 shows the time series value and the SDFT of this signal. The results from the SDFT were applied as an input to the neural network to train FFNN. In the testing phase, the test signals were also converted to the frequency domain via SDFT. The neural network was used for classification (Fig. 1A).

The training and testing phases repeated ten times for different training and testing samples which were randomly selected. The results from each training and testing data set are shown in Table 3. In this case, the average accuracy was about 92.5% with a variance of 0.0578 when without a window, and the accuracy was about 99.6747% when windows with one-second duration were used for the output to calculate the average.

The values of $M$, the delay for the sample input to the IIR, were chosen for the SDFT computation step and the accuracy was calculated for each $M$ value. In Fig. 9, when $M$ is 35, the largest accuracy is obtained.

In the last method, an additional feature was extracted from EEG time-domain signals as additional information about seizure that was used as input to FFNN (Fig. 1B). The results from all the methods that were applied to A-E case are explained in Table 4. This result had a one-second time delay for seizure detection because the average one second of the classifier output was compared with the threshold value. For zero-delay seizure detection, the first method was used (Fig. 1A). The last method involved a one-second delay because it involved feature extraction with a one-second window (Fig. 1B). The comparison showed that the first method with one-second delay was more accurate than the method without a window. When the other six-time series feature extraction was used with SDFT, the accuracy slightly changed. Another classifier, ANFIS, was also
Extract SDFT and six features from each window group
Use these features and the target for train classifier
Read data types and generate case and its target training
Signal and target windowing and calculate final target for each window
Extract SDFT and six features from each window group
Use these features and the target for train classifier
Read data types and generate case and its target training
Signal and target windowing and calculate final target for each window
Calculate the classification output by using testing data and the trained classifier
Calculate the accuracy, sensitivity, and specificity by comparing the classifier output and testing target

**Fig. 7** The flow chart of seizure detection from Bonn data set when using delay feature extraction. SDFT: sliding discrete Fourier transform.

**Fig. 8** Output through SDFT for the first 10 000 samples used in the test case, and the square region means seizure case. A: Time domain. B: Frequency domain. SDFT: sliding discrete Fourier transform.

**Table 3** A-E cases when feed-forward neural network with different 50% training and 50% testing samples selected randomly from data set

| Experiment | Accuracy (%) | Sensitivity (%) | Specificity (%) |
|------------|--------------|----------------|-----------------|
| 1          | 92.1891      | 87.3152        | 97.2004         |
| 2          | 92.7482      | 88.6248        | 97.2621         |
| 3          | 92.5217      | 87.7978        | 97.4214         |
| 4          | 92.8691      | 88.3834        | 97.4335         |
| 5          | 92.3212      | 87.2170        | 97.3113         |
| 6          | 92.3657      | 87.7067        | 97.1229         |
| 7          | 92.5513      | 87.8301        | 97.3137         |
| 8          | 92.2963      | 87.3441        | 97.2398         |
| 9          | 92.3229      | 87.5305        | 97.1994         |
| 10         | 92.8151      | 88.5891        | 97.3064         |
| Mean       | 92.5000      | 87.8339        | 97.2811         |
| Variance   | 0.0578       | 0.2774         | 0.0095          |
applied, using the same methods (Fig. 1). The results of using ANFIS are explained in Table 4, and the rules used in ANFIS are shown in Table 5. When SDFT was used, the accuracy with one-second delay was 99.634%. When feature extraction from the time domain with SDFT was used, the accuracy was increased to 99.797%. SDFT improved the accuracy by using FFNN or ANFIS as a classifier with a one-second delay and could detect the seizure immediately.

**Recognition of cases ABCD-E**

In this case, 5750 seconds (1 023 500 samples for the training) and 5750 seconds (1 023 500 samples for the testing) were selected randomly for each experiment. When SDFT was used (Fig. 1A) and $M$ (the forward delay in the IIR filter value) had been changed many times (Fig. 10). The maximum accuracy was 96.9833% when $M$ was equal to 29. The same strategies were used in cases A-E and used with cases ABCD-E, where two methods were used. In this case, the EEG was converted to the frequency domain by using SDFT. Then, FFNN was used as a classifier. The results from ten experiments are shown in Table 6.

Another method was used to extract six features from time-series signals (Fig. 1B). The results from all the methods are explained in Table 7. The results showed that the accuracies were 96.9833% and 96.9667% when they were used SDFT with FFNN and ANFIS respectively with one-second resolution. The accuracy was increased to 98.45% when the features extracted from the time domain were used

---

**Table 4** A-E cases when FFNN and ANFIS used with one and zero second delay for feature calculation

| Feature                              | Classifier | Time delay (second) | Accuracy (%) | Sensitivity (%) | Specificity (%) |
|--------------------------------------|------------|---------------------|--------------|-----------------|-----------------|
| SDFT                                 | FFNN       | 0                   | 92.5         | 88.01           | 97.29           |
| SDFT                                 | FFNN       | 1                   | 99.67        | 99.51           | 99.84           |
| SDFT method with six-feature extraction | FFNN     | 1                   | 99.84        | 99.71           | 100             |
| SDFT                                 | ANFIS      | 0                   | 92.66        | 87.79           | 97.50           |
| SDFT                                 | ANFIS      | 1                   | 99.63        | 99.59           | 99.68           |
| SDFT method with six-feature extraction | ANFIS     | 1                   | 99.8         | 99.67           | 99.92           |

FFNN: feed-forward neural network; ANFIS: adaptive network-based fuzzy inference system; SDFT: sliding discrete Fourier transform.

**Table 5** Rules applied to cases in which ANFIS was used as a classifier

| Methods                              | Rules                                                                                           |
|--------------------------------------|-------------------------------------------------------------------------------------------------|
| SDFT                                 | 1. If (in1 is in1cluster1) then (out1 is out1cluster1) (1)                                        |
| SDFT                                 | 2. If (in1 is in1cluster2) then (out1 is out1cluster2) (1)                                        |
| SDFT with 6-time series features     | 1. If (in1 is in1cluster1) and (in2 is in2cluster1) and (in3 is in3cluster1) and (in4 is in4cluster1) and (in5 is in5cluster1) and (in6 is in6cluster1) and (in7 is in7cluster1) then (out1 is out1cluster1) (1) |
| SDFT with 6-time series features     | 2. If (in1 is in1cluster2) and (in2 is in2cluster2) and (in3 is in3cluster2) and (in4 is in4cluster2) and (in5 is in5cluster2) and (in6 is in6cluster2) and (in7 is in7cluster2) then (out1 is out1cluster2) (1) |

ANFIS: adaptive network-based fuzzy inference system; SDFT: sliding discrete Fourier transform.
with SDFT as input to FFNN. When ANFIS was used, the SDFT result was 96.9667%, which was increased to 98.37% when SDFT and the six time-series features were used. For the instantaneous seizure detection in E from other states (ABCD), the accuracy was higher than 93% for both classifiers. In Table 7, the one-second delay accrued because the length of the window had a one-second duration of the outputs of the classifiers and compared it with the threshold. The variance, zero crossings and number of local max and local min of features used in the third method were also calculated with the one-second duration.

Discussion

In this study, a new method for real-time epileptic seizure detection through EEG signals was proposed via SDFT, a procedure of feature extraction with two types used as machine learning as a classifier neural network (feedforward net) with Levenberg-Marquardt optimization and ANFIS. The accuracies of the proposed algorithm were 99.67% and 99.63% for the data set for cases A-E. When FFNN and SDFT were used with a one-second delay, the delay for post-processing, the accuracies were 92.6628% and 92.6569% with nearly zero seconds for classification by the two classifiers. These results indicate that the accuracy increases by about 7% when this method used a one-second delay for seizure detection. For the ABCD-E case, when FFNN was used, the accuracy was about 96.98%. When ANFIS was used with a one-second delay, the accuracy was 96.9667%. For FFNN and ANFIS with a zero-second delay, the accuracy was 93.12%, which was increased by about 4% when the method had a one-second delay. In general, SDFT has a good accuracy of more than 90% with a zero-second delay. This work also shows that

Table 6 ABCD-E cases when feed-forward neural network with different 50% training and 50% testing samples selected randomly from data set

| Experiment | Accuracy (%) | Sensitivity (%) | Specificity (%) |
|------------|--------------|----------------|-----------------|
| 1          | 93.1671      | 74.4311        | 97.8562         |
| 2          | 93.3467      | 75.1533        | 97.8703         |
| 3          | 93.2328      | 74.8322        | 97.8680         |
| 4          | 93.1152      | 73.9595        | 97.8315         |
| 5          | 93.5271      | 74.9759        | 98.0147         |
| 6          | 93.4476      | 75.3582        | 97.9945         |
| 7          | 93.0602      | 74.6925        | 97.7021         |
| 8          | 93.1818      | 73.6130        | 97.9471         |
| 9          | 93.4007      | 75.6314        | 97.8478         |
| 10         | 93.2678      | 74.4878        | 97.9577         |
| Mean       | 93.2747      | 74.7135        | 97.8890         |
| Variance   | 0.0231       | 0.3828         | 0.0085          |

Table 7 Results calculated for ABCD-E cases when FFNN and neural fuzzy were used with one and zero second delay for feature calculation

| Feature                          | Classifier | Time delay (second) | Accuracy (%) | Sensitivity (%) | Specificity (%) |
|----------------------------------|------------|---------------------|--------------|-----------------|-----------------|
| SDFT                             | FFNN       | 0                   | 93.27        | 74.93           | 97.79           |
| SDFT                             |            | 1                   | 96.98        | 91.84           | 98.3            |
| SDFT method with six-feature     | FFNN       | 1                   | 98.45        | 96.17           | 99.04           |
| extraction                       |            | 0                   | 93.12        | 74.98           | 97.78           |
| SDFT                             | ANFIS      | 1                   | 96.97        | 92.09           | 98.22           |
| SDFT method with six-feature     |            | 1                   | 98.37        | 96.09           | 99.02           |

FFNN: feed-forward neural network; SDFT: sliding discrete Fourier transform.
the accuracy was increased to 99.8373% with FFNN when the proposed method was compared with that of other features extracted from the time domain with a one-second delay.

Our results were compared with previous findings by using the same data set as shown in Table 8. The accuracy obtained in our work was higher with a one-second delay.

Future studies should increase the accuracy with a zero-second delay by using another feature extraction with a simple component, other classification methods, or optimized methods with FFNN classifiers to obtain an accuracy of more than 99% with a delay of about 0.5 seconds or less.
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