Excited $J^{--}$ meson resonances at the SU(3) flavor point from lattice QCD
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We present the first calculation within lattice QCD of excited light meson resonances with $J^{PC} = 1^{--}$, $2^{--}$ and $3^{--}$. Working with an exact SU(3) flavor symmetry, for the singlet representation of pseudoscalar-vector scattering, we find two $1^{--}$ resonances, a lighter broad state and a heavier narrow state, a broad $2^{--}$ resonance decaying in both $P$- and $F$-waves, and a narrow $3^{--}$ state. We present connections to experimental $\omega_j$, $\phi_j$ resonances decaying into $\pi\rho$, $K\bar{K}^{*}$, $\eta\omega$ and other final states.

I. INTRODUCTION

The lightest vector meson resonances, the $\rho$, $\omega$ and $\phi$, are benchmark states in our understanding of the quark substructure of hadrons [1]. The near degeneracy of the $\rho$ and the $\omega$, and the preference for $\phi$ to decay to $K\bar{K}$ even when $\pi\pi\pi$ has a much larger phase-space, leads to the OZI rule and the $ud, u\bar{u} + d\bar{d}, s\bar{s}$ assignment for the three states. That such clear conclusions can be drawn comes in part from the fact that these resonances are rather narrow (particularly the $\omega$ and the $\phi$) and that they can be produced in the definitively $J^{PC} = 1^{--}$ process of $e^+e^-$ annihilation, where they appear with essentially no background in simple final states like $\pi\pi\pi$ and $K\bar{K}$.

In comparison, the spectrum of heavier excited vector mesons is far less clear, with proposed experimental candidate states being rather poorly understood [2, 3]. Such states lie at or above about 1400 MeV, which is well into the region of coupled-channels, where resonances have multiple possible decay modes. The PDG consensus is for a $\rho(1450)$ with a large total decay width, and a somewhat narrower $\rho(1700)$. The isoscalar states are even less well determined, with preference for an $\omega(1420)$ with a large uncertainty on the width, and an $\omega(1650)$ that is likely to be broad. A relatively narrow $\phi(1680)$ does not appear to have an obvious partner at higher energy [4]. These assignments of isoscalar resonances to the names $\omega$, $\phi$ (implying dominantly hidden-light versus hidden-strange $q\bar{q}$ structure) follow from assumptions based upon the OZI rule applied to the decay channels in which the resonances are seen (mostly $\pi\pi\pi$ versus $K\bar{K}^{(*)}$).

Within quark models assuming a minimal $q\bar{q}$ structure for mesons, the presence of two $1^{--}$ states in each flavor channel is quite natural, with there being a first radial excitation of the lightest vector states having a quark-antiquark pair in a relative $S$-wave, $q\bar{q}[2^3S_1]$, and in addition a $D$-wave excitation, $q\bar{q}[1^3D_1]$. The physical eigenstates can be admixtures of these basis states, although typically the simple model dynamics does not generate a large mixing [4]. Within these models, one of the $1^{--}$ states would come with spin-orbit partners, $q\bar{q}[1^3D_{1,2,3}]$, leading to an expectation of approximately degenerate states with $J^{PC} = 1^{--}$, $2^{--}$, $3^{--}$. There are experimental candidates for $3^{--}$ states in the form of the narrow resonances $\rho_3(1690), \omega_3(1670)$, and $\phi_3(1850)$, but to date there are no clear signals for the corresponding $2^{--}$ states [3].

Recent support for these longstanding quark model expectations comes from lattice QCD calculations of the excited meson spectrum [5–8]. Lattice QCD is a first-principles numerical approach to QCD in which the quark and gluon fields are discretized on a periodic grid of finite size. By sampling gluon field configurations according to a probability distribution fixed by the QCD action, correlation functions can be computed, and from these physical observables extracted. The simplest calculations of the meson spectrum make use of a large basis of fermion bilinear operators in the construction of matrices of correlation functions, and diagonalisation of these provides a guide to the excited state spectrum of isovector and isoscalar mesons. Figure 1, taken from Ref. [8], shows the relevant part of the spectrum from two such calculations, one with a heavier than physical light quark mass such that the pion has a mass $\sim 391$ MeV (left) and another where the light and strange quark masses are degenerate leading to an exact SU(3)$_F$ symmetry and a lightest pseudoscalar of mass $\sim 700$ MeV. The observed spectra support the quark model picture described above, provided it is augmented with $1^{--}$ hybrid mesons (highlighted with orange borders) in which a $q\bar{q}$ construction in a color octet is coupled to an excitation of the gluonic field [9]. The lack of significant hidden-light–hidden-strange mixing at the lighter quark mass, and the near degeneracy of the isovector and hidden-light isoscalar states supports the OZI “rule” in which $q\bar{q}$ annihilation within a meson, leading to a “disconnected” diagram, is a suppressed process.

While relatively simple lattice QCD calculations like those presented in Figure 1 provide guidance as to what excited states we expect to find in QCD, they are clearly
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$^*$ The next relevant state listed in the PDG is the $\phi(2170)$ observed through its decay to $\phi f_0(980)$ which is too heavy to partner the $\phi(1680)$. 
such a model an estimate for the OZI-allowed decays of an excited meson \( M \) to a pair of lighter mesons, \( AB \), follows from evaluation of the matrix element \( \langle AB | O_{q\bar{q}} | M \rangle \), where \( A \) and \( B \) do not interact with each other, the calculation of which amounts to computing overlap integrals featuring \( q\bar{q} \) bound-state wavefunctions. The most successful approach, in the sense of approximately duplicating several measured hadron decay rates, is to assume the \( q\bar{q} \) pair is produced with the quantum numbers of the vacuum, the \( ^3P_0 \)-model \cite{10, 11}.

Going beyond this to compute directly within QCD, an approach is available which allows us to access the energy dependence of scattering amplitudes, like \( AB \rightarrow AB \) in which \( M \) appears as a resonance. This method makes use of the discrete spectrum of QCD in the finite volume defined by the periodic lattice used in lattice QCD. Consideration of field theories in a cubic volume \cite{12–26} provides a relationship between the \( S \)-matrix in multiple partial waves and the finite-volume spectrum such that through lattice QCD spectrum computations we can obtain scattering information. By using parameterizations of scattering amplitudes, resonance information follows in a rigorous way from isolating pole singularities at complex values of the scattering energy. Computation of the \( \rho \) resonance in elastic \( \pi\pi \) scattering is now common \cite{27–43}, and the extension into the more complicated coupled-channel sector has been pioneered by the \textit{hadspec} collaboration, with calculations of scattering systems containing resonances resembling the \( a_0(980), f_0(980), b_1(1235), f_2(1270) \) and \( f_2(1525) \), amongst others \cite{44–50}.

Given the likely complexity of the coupled-channel scattering systems housing the physical \( J^{--} \) resonances \(^3\), we choose in this first calculation of their properties to work in a simplified version of QCD in which three quark flavors are degenerate, \( m_u = m_d = m_s \), and where this single quark mass is tuned to approximately match the value of the physical strange quark mass. The exact \( SU(3)_F \) symmetry present in this version of QCD simplifies the scattering systems in which the \( J^{--} \) resonances appear, and the relatively large value of the mass of the lightest pseudoscalar \( \sim 700 \) MeV makes decays to three-meson and higher multiplicity final states kinematically inaccessible. The spectrum of states obtained at this \( SU(3)_F \) point when only fermion bilinear operators are used to form correlation functions is shown in the right panel of Figure 1, where we observe \textit{octet} \( (8) \) and \textit{singlet} \( (1) \) excitations in good agreement with the \( q\bar{q} \) picture described above. The \textit{ideal flavor mixing} (states as \( uu + dd, ss \)) observed away from the \( SU(3)_F \) point of course cannot be present here as \( 8 \sim uu + dd - 2ss \) and \( 1 \sim uu + dd + ss \), but the near degeneracy of the octet and singlet states allows for a strong mixing to ideal flavor upon even a small breaking of the \( SU(3)_F \) symmetry.

\(^2\) OZI does not forbid \( \omega^* \) decays to pairs of strange hadrons which can proceed by production of an \( ss \) pair.

\(^3\) In particular the possibility of three-meson decays, the formalism for which has only recently been developed and initially tested \cite{51}.
In the first calculation of $J^{-}$ resonances in lattice QCD presented in this paper, we will focus on the SU(3)$_F$ singlet (1) states, and seek to determine if there are indeed two resonances in $1^{-}$, one in $2^{-}$ and one in $3^{-}$. We will determine the decay widths of these resonances, and explore how two overlapping resonances might manifest in $1^{-}$ scattering amplitudes. We will initially work in a restricted energy region below the expected location of the $1^{-}$ hybrid meson, to avoid the possibility of three-meson decays becoming relevant. We will find that resonances are present which appear in the $\eta^* \omega^*$ scattering channel with negligible coupling to other kinematically accessible channels - this active scattering channel will be related to $\omega^*$ and $\phi^*$ decays to for example $\pi \rho$ and $K \bar{K}^*$ in the SU(3)$_F$-broken case.

II. FINITE-VOLUME SPECTRUM

As indicated in the introduction, resonances can be determined from the energy dependence of scattering amplitudes, which are constrained by finite-volume spectra computed using lattice QCD. The spectra follow from diagonalization of matrices of correlation functions which were computed on five anisotropic lattices with volumes $L^3/a_s$, and where the spatial and temporal lattice spacings are respectively $a_s \sim 0.12$ fm and $a_t = a_s/\xi \sim (4.7 \text{ GeV})^{-1}$, with anisotropy $\xi \sim 3.5$. Details of the generation of these dynamical three-flavor lattices where $m_u = m_d = m_s$ and where the lightest pseudoscalar has mass $\sim 700 \text{ MeV}$ can be found in Refs. [52, 53].

Distillation [54] was used to compute correlation functions, allowing all relevant Wick contractions to be computed including those featuring $qq$ annihilation, which are common when SU(3)$_F$ singlets are being considered. The rank of the distillation space, the number of time sources and the number of gauge configurations used are provided in Table I.

The spectrum of mesons stable against strong decay in this version of QCD was presented in Ref. [55] and is reproduced in Table II. The dispersion relations (the energy when at momentum $p = 2\pi L/\tilde{N}$) for the low-lying mesons which feature in scattering were also computed and found to conform to the relativistic expression,

$$ (a_t E_{\tilde{N}})^2 = (a_t m)^2 + \frac{1}{\xi^2} \left( \frac{2\pi}{L/a_s} \right)^2 |\tilde{N}|^2, $$

with an estimate for the anisotropy that accounts for small variations observed for different mesons being $\xi = 3.486(43)$ – see Ref. [49] for further details.

The cubic symmetry of the spatial lattice and its boundary is such that $J^{PC}$ are not in general good quantum numbers, rather we should use the irreducible representations (irreps) of the cubic symmetry and of its little group for systems with nonzero momentum. The irreps we will consider are presented in Table III where we observe the subduction of many $J^{PC}$ values into each irrep (we show only $J < 4$). It is possible for a single $J^{PC}$ to subdue more than once into an irrep, an example being $3^{-}$ which subduces twice into $[110]$ $A_2$ – one way to understand this is in terms of helicity [56] where two linear combinations of the seven possible helicities of $J = 3$ end up in this irrep. The (undesired) presence of positive parities like $0^{+-}, 2^{+-}$ in the in-flight irreps is unlikely to pose a problem for our calculation as these $J^{PC}$ quantum numbers are exotic (inaccessible to $q \bar{q}$), and there is good evidence that the lightest such resonances appear at much higher energies than we will consider [8]. The possible in-flight irreps not listed in Table III are excluded because they include subductions of $1^{+-}$ which is expected to feature axial meson resonances – we choose to avoid the complication of simultaneously describing such resonances in this first study.

The scattering channels that can contribute to $J^{--}$ in the energy region where we expect to find resonances are $\eta^* \omega^*$ with threshold 0.363(2), $\omega^* f_1^*$ with threshold 0.4181(19), and $\eta^* \omega^*$ with threshold 0.4191(12). As shown in Table IV, the first and last of these feature in $P$- and $F$-waves, while the $\omega^* f_1^*$ channel can contribute in $S$-wave.

|  | $\eta^* 0.1478(1)$ | $\eta^* 0.2017(11)$ | $\omega^* 0.2154(2)$ | $\omega^* 0.2174(3)$ | $f_1^* 0.2007(18)$ | $f_1^* 0.3364(14)$ | $h_1^* 0.3272(6)$ | $h_1^* 0.3288(17)$ |
|---|---|---|---|---|---|---|---|---|
| $J^{PC}$ | $1^{--}$ | $3^{--}$ | $2^{--}$ | $3^{--}$ | $3^{--}$ | $3^{--}$ | $3^{--}$ | $2^{++}$ |
| $T$ | $T_1$ | $T_1$ | $T_2$ | $T_2$ | $A_2$ | $A_2$ | $A_2$ | $A_2$ |
| $E$ | $E$ | $E$ | $E$ | $E$ | $E$ | $E$ | $E$ | $E$ |
| $F$ | $F$ | $F$ | $F$ | $F$ | $F$ | $F$ | $F$ | $F$ |
| $A$ | $A$ | $A$ | $A$ | $A$ | $A$ | $A$ | $A$ | $A$ |
| $B$ | $B$ | $B$ | $B$ | $B$ | $B$ | $B$ | $B$ | $B$ |
| $0$ | $0$ | $0$ | $0$ | $0$ | $0$ | $0$ | $0$ | $0$ |
| $1$ | $1$ | $1$ | $1$ | $1$ | $1$ | $1$ | $1$ | $1$ |
| $2$ | $2$ | $2$ | $2$ | $2$ | $2$ | $2$ | $2$ | $2$ |
| $3$ | $3$ | $3$ | $3$ | $3$ | $3$ | $3$ | $3$ | $3$ |
| $4$ | $4$ | $4$ | $4$ | $4$ | $4$ | $4$ | $4$ | $4$ |
| $5$ | $5$ | $5$ | $5$ | $5$ | $5$ | $5$ | $5$ | $5$ |
| $6$ | $6$ | $6$ | $6$ | $6$ | $6$ | $6$ | $6$ | $6$ |
| $7$ | $7$ | $7$ | $7$ | $7$ | $7$ | $7$ | $7$ | $7$ |
| $8$ | $8$ | $8$ | $8$ | $8$ | $8$ | $8$ | $8$ | $8$ |
| $9$ | $9$ | $9$ | $9$ | $9$ | $9$ | $9$ | $9$ | $9$ |
| $10$ | $10$ | $10$ | $10$ | $10$ | $10$ | $10$ | $10$ | $10$ |
| $11$ | $11$ | $11$ | $11$ | $11$ | $11$ | $11$ | $11$ | $11$ |
| $12$ | $12$ | $12$ | $12$ | $12$ | $12$ | $12$ | $12$ | $12$ |
| $13$ | $13$ | $13$ | $13$ | $13$ | $13$ | $13$ | $13$ | $13$ |
| $14$ | $14$ | $14$ | $14$ | $14$ | $14$ | $14$ | $14$ | $14$ |
| $15$ | $15$ | $15$ | $15$ | $15$ | $15$ | $15$ | $15$ | $15$ |
| $16$ | $16$ | $16$ | $16$ | $16$ | $16$ | $16$ | $16$ | $16$ |
| $17$ | $17$ | $17$ | $17$ | $17$ | $17$ | $17$ | $17$ | $17$ |
| $18$ | $18$ | $18$ | $18$ | $18$ | $18$ | $18$ | $18$ | $18$ |
| $19$ | $19$ | $19$ | $19$ | $19$ | $19$ | $19$ | $19$ | $19$ |
| $20$ | $20$ | $20$ | $20$ | $20$ | $20$ | $20$ | $20$ | $20$ |
| $21$ | $21$ | $21$ | $21$ | $21$ | $21$ | $21$ | $21$ | $21$ |
| $22$ | $22$ | $22$ | $22$ | $22$ | $22$ | $22$ | $22$ | $22$ |
| $23$ | $23$ | $23$ | $23$ | $23$ | $23$ | $23$ | $23$ | $23$ |
| $24$ | $24$ | $24$ | $24$ | $24$ | $24$ | $24$ | $24$ | $24$ |

TABLE II. Relevant stable hadron masses, $a m$.  

TABLE III. Subductions of $J^{PC}$ into cubic irreps, superscripts indicate multiple embeddings. Only $J < 4$ shown.
TABLE IV. Meson-meson scattering partial-waves for each $J^{PC}$ only ways with $\ell \leq 3$ shown.

| $J^{PC}$ | $a$ | $b$ | $c$ |
|----------|-----|-----|-----|
| $1^{--}$ | $\eta^*\omega^*\{3P_1\}$ | $\omega_1^0\{3S_1, 3D_1\}$ | $\eta^1\omega^1\{3P_1\}$ |
| $2^{--}$ | $\eta^*\omega^*\{3P_2, 3F_2\}$ | $\omega_1^0\{3D_2\}$ | $\eta^1\omega^1\{3P_2, 3F_2\}$ |
| $3^{--}$ | $\eta^*\omega^*\{3F_3\}$ | $\omega_1^0\{3D_3\}$ | $\eta^1\omega^1\{3F_3\}$ |

We will compute correlation functions using operators which resemble all three of these meson-meson configurations, although in practice we will find that $\omega_1^0$ and $\eta^1\omega^1$ appear to be decoupled from each other, from $\eta^*\omega^*$, and from resonances. The lowest three-meson channel, $\eta^*\eta^*\eta^*$, has its threshold at 0.4434(2), but in order to contribute to $J^{--}$ scattering at least two $P$--waves are required, which will render the channel irrelevant in the energy region we consider.

The construction of meson-meson-like operators which transform irreducibly under the relevant symmetries of the lattice has been discussed in detail previously (see for example Refs. [49,50,57]), but in short they are built as sums of products of definite-momentum operators optimized for their overlap onto the relevant scattering meson. The summation runs over possible allowed rotations of the momentum of each meson, keeping the total momentum fixed. For example, an operator labelled $\eta^*_{100}\omega^*_{110}$ will contribute in the $[100]$ $A_1$ irrep, and in the limit in which the $\eta^*$ and $\omega^*$ have no meson-meson interactions, this operator would interpolate an eigenstate with a non-interacting energy of $\sqrt{m_{\eta^*}^2 + (\frac{2\pi}{L})^2 + \sqrt{m_{\omega^*}^2 + 2(\frac{2\pi}{L})^2}}$. Interactions will move the actual finite-volume energy away from this value, and it is ultimately these volume-dependent shifts which allow us to determine the scattering amplitudes.

Our approach is to include all meson-meson operators which have a non-interacting energy, as measured in the center-of-momentum frame, below roughly $a_t E_{cm} \sim 0.46$. These are supplemented with a large basis of fermion bilinear operators (“single-meson operators”) expected to have good overlap onto basis states resembling $q\bar{q}$ and hybrid meson configurations. With this basis we expect to obtain a set of energy eigenstates which constitute the complete finite-volume spectrum below $a_t E_{cm} \sim 0.46$. The basis for each irrep is provided in Appendix A.

In each irrep, a spectrum is determined by solving a generalized eigenvalue problem featuring the matrix of correlation functions [6,58–61]. The resulting eigenvalues each have a time-dependence controlled dominantly by the energy of one finite-volume eigenstate, and the corresponding eigenvectors can be related to the overlap of that state with each operator in the basis. In order to verify that our finite-volume spectra are not overly sensitive to the specific choice of operator basis, we perform several diagonalizations, varying which single-meson operators we include, and also check that excluding those meson-meson operators with the highest non-interacting energies does not lead to a significantly different low-lying spectrum. Any such sensitivity (which is rare) is included as a systematic error on the finite-volume energy.

An example set of spectra on the five lattice volumes considered is shown in Figure 2 for the case of the $[000]$ $T_1^-$ irrep. The lightest state, present at approximately the same energy on each volume, can be identified as the stable $\omega^- –$ that it shows essentially no volume dependence supports the idea that the lattices used are large enough to avoid significant ‘polarization’ effects, in which a single meson can have an effect on itself around the periodic world. The higher spectra show some large departures from the non-interacting energies (colored curves), and indeed the counting of levels is larger than the number of non-interacting levels, indicating strong meson-meson interactions and likely resonances. The spectra are observed to become dense above the $\omega_1^0$ threshold, and it is worth examining the overlaps of these finite-volume states onto the set of operators used.

Figure 3 shows the same spectra as Figure 2 with the addition of histograms that illustrate the size of overlaps onto a subset of the operator basis used$^4$. The five orange

$^4$ The normalization is such that for a given operator, the largest overlap within the complete spectrum of states extracted is given the value 1, and all others are expressed relative to this.
bars show overlap onto five single-meson operators with $J = 1$ (to be discussed below), the cyan bar shows a single-meson operator with $J = 3$, the red bars represent the $\eta^*\omega^8$ operators (ordered top-bottom as lowest-highest non-interacting energy), the green bars the $\omega^1 f^3_0$ operators, and the blue bar the $\eta^1\omega^1$ operator. The spectrum has been separated into three panels because it is clear from the overlaps that some states have overlap onto only the $\omega^1 f^3_0$ operators, or onto only the $\eta^*\omega^8$ operators, and we notice that these states are statistically compatible with lying on the non-interacting energy curves. This likely indicates that the $\omega^1 f^3_0$ and $\eta^*\omega^8$ scattering channels are decoupled from each other, from $\eta^*\omega^8$, and from any resonances.

Examining the upper panel of Figure 3 we have a rather well determined spectrum in which states typically have overlap onto both the single-meson operators (orange, cyan) and the $\eta^*\omega^8$ operators, which may be taken as an indication that there are “$q\bar{q}$-like” resonances present which can decay into $\eta^*\omega^8$. The subset of single-meson operators shown are selected for the property that, as discussed in Ref. [9], certain operators can be characterized by which $q\bar{q}$ constructions they overlap with in the non-relativistic limit. The first two orange bars shown represent $(\rho \times D^{[0]}_{j=0})^{J=1}$ and $(\rho \times D^{[1]}_{j=0})^{J=1}$, which have unsuppressed overlap with $q\bar{q}$ in a $^3S_1$ configuration (including radial excitations). The third operator, $(\pi \times D^{[2]}_{j=1})^{J=1}$, which features the commutator of two gauge-covariant derivatives, is expected to overlap with hybrid mesons. The fourth operator, $(a_0 \times D^{[1]}_{j=1})^{J=1}$, has overlap with both $q\bar{q}[^1S_1]$ and $q\bar{q}[^3D_1]$, while the fifth operator, $(\rho \times D^{[2]}_{j=2})^{J=1}$, only overlaps with $q\bar{q}[^3D_1]$. We notice that the first excited state, located between $a_1 E_{cm} = 0.38$ and 0.40 always has large overlap with the first two orange operators, likely signaling a significant $q\bar{q}[^2S_1]$ component. On each volume there is a state near $a_1 E_{cm} = 0.42$ having large overlap onto the fourth and fifth orange operator corresponding to $q\bar{q}[^3D_1]$. There are no states having large overlap with the third orange operator, which matches with our expectation, discussed earlier, that the $1^{--}$ hybrid meson lies at a higher energy than we are considering here. At least one state near to $a_1 E_{cm} = 0.44$ at each volume has overlap with the cyan operator, suggesting the presence of a $3^{--}$ resonance.

This same procedure of examination of the overlap histograms has been performed for all computed irreps on all volumes, and in every case it appears that $\omega^1 f^3_0$ and $\eta^*\omega^8$ are decoupled, and we propose to proceed under the assumption that $\eta^*\omega^8$ can be considered as an elastic scattering system. We will seek to describe all finite-volume energy levels that remain when those levels having overlap onto $\omega^1 f^3_0$ or $\eta^*\omega^8$ are excluded, as shown in

---

5 There are finite-volume states at energies larger than we have plotted with overlap onto the third operator.
FIG. 4. Energy levels with negligible $\eta_1^* \omega_1$, $\omega_1^* f_{01}$ overlap, assumed to form part of the $\eta_8^* \omega_8^*$ scattering system. These levels will be analysed in terms of elastic $\eta_8^* \omega_8^*$ scattering, with gray points not used.
III. SCATTERING AMPLITUDES

The relationship between the t-matrix describing scattering and the finite-volume spectrum in a periodic $L \times L \times L$ box is encoded in the Lüscher quantization condition,

$$\det \left[ 1 + i \rho t \left( 1 + i M \right) \right] = 0,$$

and an extensive discussion of how the relationship can be implemented is presented in Ref. [62]. Our approach is to make use of parameterizations of the energy dependence of $t(E_{cm})$ and to attempt to describe as much of an obtained finite-volume lattice QCD spectrum as possible by varying the parameters in the parameterization, solving Eqn. 2 for the finite-volume spectrum for each choice of parameter values, and comparing to the lattice spectrum. An efficient method to solve the above equation, particularly applicable in cases of coupled-channels or coupled partial waves is presented in Ref. [63].

An important feature of the above quantization condition is that it only has solutions for $t$-matrices which satisfy the unitarity condition that implements the conservation of probability. A straightforward way to ensure this is to make use of $K$-matrices by writing,

$$t^{-1} = K^{-1} + I,$$

where $K(s = E_{cm}^2)$ is a symmetric real matrix in the space of coupled-channels and/or coupled partial waves, and where $I(s)$ is a diagonal matrix with imaginary parts of value $\text{Im} I_i(s) = -\rho_i(s)$, where the phase-space, $\rho = \frac{2s}{\sqrt{s}}$. The real part of $I_i(s)$ can simply be chosen to be zero, in which case we speak of using the “naive phase-space”, or we can make the choice to use the result of placing $\rho(s)$ in a dispersive integral, leading to what is often called the “Chew-Mandelstam phase-space”. The dispersive integral is once-subtracted, and the location of the subtraction can be chosen for our convenience – our implementation is described in Appendix B of Ref. [45].

We have significant freedom to choose parameterization forms for $K(s)$, and a good approach is to try a range of parameterizations, finding as many as possible that can describe the finite-volume spectrum. If the resulting amplitude has features that are robust under changes of parameterization, we can be confident that they are true features of the actual QCD amplitude. This approach has been used extensively in previous calculations of elastic and coupled-channel scattering by the hadspec collaboration [34, 44–46, 49, 50].

In practice, for scattering in partial waves with non-zero orbital angular momentum, $\ell$, we extract from the $K$-matrix the momentum factors needed to get the correct threshold behavior, writing

$$\left[ t^{-1} \right]_{\ell \ell'} = \frac{1}{(2k)^{\ell}} \left[ K^{-1} \right]_{\ell \ell'} \frac{1}{(2k)^{\ell'}} + I,$$

for the case of two coupled partial waves ($\ell, \ell'$). Details of how dynamically coupled partial waves are handled in the $\ell S$ basis can be found in Refs. [49, 50, 55].

The growth in the uncertainty on energy levels plotted as $a_i E_{cm}$ as the frame-momentum increases can be traced back to the uncertainty we place on the anisotropy, $\xi$, which is accounted for when we ‘boost’ the calculated energy levels in Figure 4. We will find that elastic $\eta^I \omega^I$ amplitudes are all the energy levels in Figure 4. We will find that elastic $\eta^I \omega^I$ amplitudes are capable of describing the spectrum rather well, and we will not find any significant evidence to support channel coupling in this system.
Resonances in a scattering system are associated with pole singularities at complex values of \( s \) located on unphysical Riemann sheets (those where the scattering momentum has a negative imaginary part). The real and imaginary parts of the pole position are commonly given meanings in terms of the mass and total width of the resonance, \( \sqrt{s_0} = m \pm i \Gamma \), where the two signs reflect the fact that these poles always come in complex-conjugate pairs. Couplings to decay channels in each partial wave, \( c_i \), can be obtained by factorizing the residue at the pole position,

\[
t_{ij}(s) \sim \frac{c_i c_j}{s_0 - s}.
\]

Poles can also lie on the real energy axis below the lowest kinematic threshold if they appear on the physical sheet they are associated with stable bound states that can appear as asymptotic particles, while if they appear on unphysical sheets they are termed virtual bound states which do not have an associated asymptotic particle.

The \( t \)-matrix can have other singularities, notably cuts associated with the dynamics of scattering in crossed-channels. These are known as left-hand cuts, and typically their effect on physical scattering is much milder than the effects of narrow resonances, and their net effect above threshold can be modelled by including slowly varying polynomial behavior in the \( K \)-matrix. They are discussed further in the current context in Appendix B.

We now proceed to present descriptions of the finite-volume spectra introduced in the previous section, beginning with the assumed elastic \( \eta^* \omega^* \) spectra of Figure 4, using parameterizations of elastic scattering in \( J^{PC} = 1^{--}, 2^{--} \) and \( 3^{--} \). We will consider several strategies to isolate the amplitudes, firstly considering those irreps which only depend upon scattering with \( J^{PC} = 2^{--} \) and/or \( 3^{--} \), then those irreps which depend only upon \( 1^{--} \) and \( 3^{--} \), before finally attempting a global description of all the energy levels.

### A. \( J^{PC} = 3^{--} \) from the [000] \( A_2^- \) irrep

The only partial wave expected to contribute in the [000] \( A_2^- \) irrep at the energies we are considering is \( \eta^* \omega^* \{3F_3\} \), and the volume dependence of energy levels in the top right panel of Figure 4 appears to be a canonical “avoided level crossing” indicating a narrow resonance near \( a_t E_{cm} \approx 0.43 \).

An elastic \( K \)-matrix featuring a single pole, \( K(s) = \frac{g^2}{m^2 - s} \), and either a Chew-Mandelstam or naive phase-space is capable of describing this spectrum with a \( \chi^2/N_{dof} = 5.2/3 = 1.73 \). The resulting amplitude has a narrow peak and no other features, and the \( t \)-matrix has a pole at \( a_t \sqrt{s_0} = 0.4296(16) \pm 0.0027(18) \) with a pole coupling of magnitude \( a_t |c_i_{\eta^* \omega^*}^*| = 0.047(7) \). Allowing additional freedom in the amplitude by adding a constant to the \( K \)-matrix leads to a negligible change in the quality of fit, and a consistent resonance pole.

From this analysis of a single irrep, it is clear that there is a narrow \( 3^{--} \) resonance – we will delay providing further discussion until we report a more precise determination of its pole parameters using a description of more energy levels.

### B. \( J^{PC} = 2^{--} \) from the [000] \( E^- \) irrep

Assuming negligible \( J = 4 \) scattering, the [000] \( E^- \) irrep spectrum is controlled by the coupled partial waves, \( \eta^* \omega^* \{3P_2, 3F_2\} \), requiring a two-dimensional \( t \)-matrix,

\[
t = \begin{bmatrix} t_{PP} & t_{PF} \\ t_{FP} & t_{FF} \end{bmatrix}.
\]

Examining the volume dependence of energy levels in the second panel of Figure 4, we potentially observe an avoided level crossing with the lowest non-interacting \( \eta^* \omega^* \) curve, but spread out over a large energy range, which might signal a broad resonance somewhere around \( a_t E_{cm} \approx 0.42 \). A simple amplitude that proves capable of describing this spectrum is given by the \( K \)-matrix,

\[
K(s) = \frac{1}{m^2 - s} \begin{bmatrix} g_P^2 & g_P g_F \\ g_P g_F & g_F^2 \end{bmatrix} + \begin{bmatrix} \gamma_{PP} & \gamma_{PF} \\ \gamma_{FP} & \gamma_{FF} \end{bmatrix},
\]

where when the Chew-Mandelstam phase-space is used (subtracted at \( s = m^2 \)) in Eqn. 4, the 13 energy levels can be described with a \( \chi^2/N_{dof} = 5.6/3 = 1.83 \). The \( t \)-matrix in this case has a pole singularity at \( a_t \sqrt{s_0} = 0.4181(30) \pm 0.0325(77) \), and pole couplings to the two partial waves with magnitudes \( a_t |c_i_{\eta^* \omega^*}^*| \{P_2\} = 0.145(20) \) and \( a_t |c_i_{\eta^* \omega^*}^*| \{F_2\} = 0.030(13) \). As anticipated this single resonance has a significantly larger width than the one seen in \( 3^{--} \) and, as we’d expect for a resonance lying only slightly above the relevant decay threshold, the angular momentum barrier ensures an \( F \)-wave decay coupling that is significantly smaller than the leading \( P \)-wave.

A more precise determination of this \( 2^{--} \) amplitude, and of the \( 3^{--} \) amplitude discussed previously, can be obtained by simultaneously describing both in a description of the 91 finite-volume energy levels in the irreps [000] \( A_2^- \), \( T_2^- \), \( E^- \) and [100] \( B_1, B_2 \).

### C. \( J^{PC} = 2^{--}, 3^{--} \) from the [000] \( A_2^-, T_2^-, E^- \), [100] \( B_1, B_2 \) irreps

Five irreps, \( [000] A_2^-, T_2^-, E^- \), and \( [100] B_1, B_2 \), are each sensitive to one or both of the \( 2^{--} \) and \( 3^{--} \) scattering amplitudes, and together feature 91 energy levels.

\[\text{But see Refs. [64, 65] for cases where resonances may appear that are very broad and where the physics of the left-hand cut may become relevant.}\]
that we can use to constrain the energy dependence. As an example, using a single $K$-matrix pole for the $3^{-}$ amplitude, $K(s) = \frac{g^2}{m^2-s}$, and the $K$-matrix presented in Eqn. 5 for the $2^{-}$ amplitude, with Chew-Mandelstam

$$J = 2 \begin{cases} 
\gamma_{PP} = 0.1(33) \cdot a_i^2 \\
\gamma_{PF} = -110(17) \cdot a_i^4 \\
\gamma_{FF} = 143(322) \cdot a_i^6 \\
\end{cases} \quad \begin{pmatrix}
1 & 0.31 & 0.29 & 0.13 & -0.37 & 0.31 & 0.19 & 0.07 \\
1 & -0.08 & -0.70 & 0.04 & 0.48 & 0.07 & -0.23 \\
1 & 0.21 & -0.15 & -0.18 & -0.01 & -0.12 \\
1 & -0.34 & -0.34 & -0.16 & 0.23 \\
1 & -0.23 & -0.03 & -0.05 \\
1 & 0.02 & 0.05 \\
1 & 
\end{pmatrix}$$

$$\chi^2/N_{dof} = \frac{120.3}{91-8} = 1.45.$$ (6)

The fit quality is quite reasonable, and the parameters show no particularly large correlations. We observe that the constants $\gamma_{PP}, \gamma_{FF}$ are probably redundant, and later we will explore fixing them to zero. The resulting amplitudes are shown in Figure 6 where the bumps suggest the presence of a narrow resonance in $3^{-}$, and a broader resonance in $2^{-}$. The dominance of $3P_2$ over $3F_2$ is obvious, and while the resonance bump is still visible in the off-diagonal element $t_{PF}$, albeit peaking at a slightly lower energy than in the $t_{PP}$ element, there is no clear peak in the weak $t_{FF}$ element.

These best-fit amplitudes feature $2^{-}$ and $3^{-}$ $t$-matrix poles that are compatible with those reported in previous sections in fits to $[000] E^-$, $[000] A_2$ alone, but which now have improved statistical uncertainty:

$$2^{-} : \quad a_t\sqrt{s_0} = 0.4235(18) \pm \frac{i}{2} 0.0375(34)$$

$$a_t C_{\eta s w}(3P_2) = 0.164(12) e^{i \pi 0.13(2)}$$

$$a_t C_{\eta s w}(3F_2) = 0.057(6) e^{i \pi 0.88(2)}$$

$$3^{-} : \quad a_t\sqrt{s_0} = 0.4338(9) \pm \frac{i}{2} 0.0049(6)$$

$$a_t C_{\eta s w}(3P_3) = 0.062(4) e^{i \pi 0.038(5)}.$$ (7)

We note that the $F$-wave couplings for the $2^{-}$ and $3^{-}$ resonances are of a very similar size. The $2^{-}$ resonance pole (in the lower half plane) has a ratio of $F$-wave to $P$-wave couplings of $0.35(3) e^{i \pi 1.01(2)} \approx -0.35(3)$, which is close to being real and negative.

In order to establish that these results are not overly sensitive to details of the particular amplitude parameterization selected, we also explore descriptions of the finite-volume spectra using other choices, which include: replacing the Chew-Mandelstam phase-space with the naive phase space, setting some of the constants added to the $K$-matrix pole in Eqn. 5 to zero, replacing some of the constants with terms of form $\gamma-s$, using a second pole in place of the constants, or by writing $K^{-1}$ as a matrix of polynomials. The forms used are listed in Table IX in Appendix C. The resulting $2^{-}$ amplitudes are shown in Figure 7, and it is quite clear that the amplitude previously presented in Figure 6 is representative, and in fact it has among the largest statistical uncertainties.

The $3^{-}$ amplitudes show completely negligible variation.

![FIG. 6. Scattering amplitudes for $J^{PC} = 2^{-}$ (Eqn. 5) and $3^{-}$ ($K$-matrix pole), for the best-fit parameters of Eqn. 6. Points below the abscissa show the positions of the finite-volume energy-levels constraining the amplitudes.](image-url)
of those amplitudes considered. While the bulk of the amplitudes tried have a $\chi^2/N_{\text{dof}}$ very close to the value 1.45 obtained using Eqn. 5, there are three choices that have somewhat larger values: Eqn. 5 with $\gamma_{PF}$ fixed to zero ($\chi^2/N_{\text{dof}} = 1.85$), a $K$-matrix built as the sum of two poles ($\chi^2/N_{\text{dof}} = 1.80$), and a form where $K^{-1}$ is parameterized as independent linear polynomials $(a + bs)$ in each element ($\chi^2/N_{\text{dof}} = 1.67$). These outliers are shown by the dashed lines in Figure 7, where we note that they have a slight difference in $t_{PF}$ peak position, but otherwise only start to show significant deviation from the solid curves above the energy region where constraint is provided by the finite-volume spectra.

Figure 8 shows the $t$-matrix pole positions and the corresponding pole couplings for the parameterization variations, indicating a clear consensus that agrees with the reference amplitude described previously. The amplitudes considered do have other pole singularities in addition to the one presented in Figure 8, but they are typically distant from physical scattering and vary with parameterization choice. A typical example, present in the reference amplitude, is a pole on the real axis on the unphysical sheet near $a_1\sqrt{s} \sim 0.23$ -- such a pole is present for many of our amplitudes, although its precise position varies, always remaining far from physical scattering, and as such it remains largely irrelevant to physical scattering. As one might expect given its inferior analytic properties, using the naive phase-space in place of the Chew-Mandelstam function leads to additional singularities, in particular a physical sheet pole on the real energy axis at $a_1\sqrt{s} \sim 0.24$ which is found to have real-valued couplings. In odd-$\ell$ scattering, a true bound-state must have imaginary couplings, so the presence of this pole signifies a ghost state having negative probability. Such a singularity suggests a flaw in the parameterization, but in practice the ghost pole is so far from physical scattering that it has a negligible impact – we will further discuss such poles, and their relation to neglected left-hand cuts later, in the context of $1^{-+}$ scattering\(^8\).

The case of an amplitude in which $K^{-1}$ is parameterized with linear functions features a different pathology: there are poles off the real axis on the physical sheet, albeit fairly deep into the complex plane. Such poles signal a breakdown in causality which comes about because we do not place analyticity constraints upon our amplitudes.

We will later return to further discussion of the $2^{-+}$ and $3^{-+}$ amplitudes in the context of a global analysis of all of our finite-volume energies levels, while now we move to an initial determination of the $J^{PC} = 1^{-+}$ amplitude.

\(^8\) A ghost pole in S-wave is the pathology that causes an amplitude to fail the ‘sanity check’ of Iritani et al. [66].
D. \( J^{PC} = 1^{--}, 3^{--} \) from the 
[000] \( T_1^- \), [100] \( A_1 \), [111] \( A_1 \) irreps

Irreps [000] \( T_1^- \), [100] \( A_1 \), and [111] \( A_1 \) all depend upon both the \( 1^{--} \) and the \( 3^{--} \)-amplitude, but not the \( 2^{--} \)-amplitude. Since we have a well-constrained \( 3^{--} \)-amplitude from the previous subsection, we choose to initially fix this amplitude, and only vary the \( 1^{--} \)-amplitude. We will relax this later when we attempt descriptions of our entire set of finite-volume energy levels.

We will not try to include the very deeply-bound stable \( \omega^+ \) as an explicit pole in our scattering amplitudes, and hence we exclude the lowest energy level in each irrep on each volume. There are 72 suitable energy levels below \( a_t E_{cm} = 0.46 \) shown in Figure 4, and as discussed in Section II and shown in Figure 3, the spectra and operator overlaps hint at there being two \( 1^{--} \) resonances present.

Narrow resonances are most conveniently parameterized by including explicit poles in the \( K \)-matrix, and as such a good choice of amplitude to illustrate this case features two poles and a constant, where the constant allows for some flexibility away from a pure superposition of resonances. The Chew-Mandelstam phase-space, subtracted at the lower mass pole \( (s = m_a^2) \) is used, and the best fit parameters are found to be,

\[
\begin{align*}
m_a &= 0.3881(14) \cdot a_t^{-1} \\
g_a &= 1.46(10) \\
m_b &= 0.4242(17) \cdot a_t^{-1} \\
g_b &= -0.36(13) \\
\gamma &= 20.9(86) \cdot a_t^2
\end{align*}
\]

\[
\chi^2/N_{dof} = \frac{91.3}{92 - 9} = 1.36.
\]  
(7)

The description is reasonable, and we note that the parameter correlations are modest, with the constant \( \gamma \) being statistically significant. The resulting amplitude is shown in Figure 9 where we observe a prominent dip with a zero located at \( a_t E_{cm} = 0.4216(9) \). The points shown beneath the abscissa show the positions of the energy levels used to constrain the amplitude, which cover the entire energy region of interest. When the \( t \)-matrix is examined in the complex \( s \)-plane, two pole singularities are found close to the real axis on the unphysical sheet:

\[
a_t \sqrt{s_0} = 0.3787(16) \pm \frac{1}{2} 0.0187(13)
\]

\[
a_t c_{a^+} \omega^+ (^{3}P_1) = 0.144(4) e^{\pm i \pi 0.202(17)},
\]

and

\[
a_t \sqrt{s_0} = 0.4224(8) \pm \frac{1}{2} 0.0030(20)
\]

\[
a_t c_{a^-} \omega^+ (^{3}P_1) = 0.051(17) e^{\pm i \pi 0.352(27)}.
\]

\[\text{FIG. 9. Illustrative two-pole plus constant } \eta^{a^+} \omega^+ (^{3}P_1) (1^{--}) \text{ elastic scattering amplitude (Eqn. 7). Points below the abscissa show the positions of the finite-volume energy-levels constraining the amplitudes.}\]

We interpret these two \( t \)-matrix poles as being the signal for two \( 1^{--} \) resonances, a lighter broader state, and a heavier narrow state. The zero on the real energy axis is located close to the second resonance pole.\(^9\)

Elastic unitarity is a strong constraint that significantly restricts the possible behavior of an amplitude like this, and as seen in Figure 9, there is clearly a non-trivial energy dependence, one that does not for example simply consist of two separated bumps as one might anticipate given the resonance content. This is one reason why the use of complex \( s \)-plane pole positions is advocated as a rigorous identification of resonances – one could not describe this amplitude as a sum of two Breit-Wigners.

We now move to explore whether the same finite-volume spectrum can be described by other choices of amplitude parameterization, and whether the resulting amplitudes have the same features as just observed. Variations considered include varying the choice for \( I(s) \), by changing the subtraction point or by simply using the naive phase-space, and varying what kind of polynomial is added to the two \( K \)-matrix poles. Table VIII in Appendix C lists the variations, and in Figure 10 we show the amplitudes obtained using these parameterization variations, all of which prove capable of describing the finite-volume spectra with \( \chi^2/N_{dof} < 1.44 \).

\(^9\) There is guaranteed to be a zero located between \( s = m_a^2 \) and \( s = m_b^2 \) whenever a two-pole plus polynomial form is used for an elastic \( K \)-matrix. Since \( t = \frac{K^{-1}}{s} \) and \( K(s) = \frac{g_2^2}{m_a^2 - s} + \frac{g_2^2}{m_b^2 - s} + \gamma(s) \), defining \( P(s) = (m_a^2 - s)(m_b^2 - s)K(s) \) we have \( t(s) = \frac{P(s)}{(m_a^2 - s)(m_b^2 - s) + I(s)P(s)} \) and a zero of \( t(s) \) will appear when \( P(s) = 0 \). Since \( P(m_a^2) = g_2^2 (m_b^2 - m_a^2) > 0 \) and \( P(m_b^2) = -g_2^2 (m_b^2 - m_a^2) < 0 \), \( P(s) \) must cross zero at least once between \( s = m_a^2 \) and \( s = m_b^2 \). If \( g_2 \) is small, it is clear that \( P(m_a^2) \) will have a value close to zero and hence the zero of \( t(s) \) will be close to \( s = m_b^2 \).
FIG. 10. Variation of $1^{--}$ amplitude over parameterization choice. Dashed curves show cases with just two poles in the $K$-matrix and no further freedom.

FIG. 11. Elastic scattering phase-shift for $1^{--}$, variation over parameterization choice. Dashed curves show cases with just two poles in the $K$-matrix and no further freedom.

We note that there is very little observed change in the amplitude except at the highest energies, and in particular the location of the zero in the amplitude appears to be very stable. We display two examples of allowing too little freedom in the amplitude – the dashed curves show parameterizations featuring only two $K$-matrix poles and no further freedom with either the Chew-Mandelstam phase-space subtracted at the lower pole, or the naive phase-space. We see that they are compatible with the other parameterizations in the region of the resonances, but deviate at high energy. Our conclusion is that some freedom beyond two poles in the $K$-matrix is needed to have the amplitude fall-off at higher energy – adding a constant seems to be sufficient.

Because this process is elastic, we can alternatively display the scattering in terms of an elastic phase shift, $\delta(E_{cm})$, defined by $t = \frac{i}{2} e^{i\delta} \sin \delta$. The classic signal for an isolated narrow resonance is a rapid rise of $\delta$ passing through $90^\circ$, with the steepness of the rise correlated with the smallness of the resonance width. As observed in Figure 11, the phase shift undergoes two such increases, the first with a low slope and the second being much more rapid. The phase shift passing through $180^\circ$ represents the zero in the amplitude, and the relatively slow approach to $360^\circ$ reflects the slow fall off of the amplitude at high energy.

Figure 12 shows the location of the two $t$-matrix pole singularities and their pole couplings for all the parameterization variations considered. It is clear that there is very little scatter, and that robust conclusions can be drawn about these two resonances appearing in $1^{--}$. Additional pole singularities which lie further from physical scattering are found for some of amplitude variations, in particular several parameterizations feature an extra unphysical sheet pole, lying slightly above the energy region that we have constrained and far into the complex plane. As shown in Figure 13, its position is not well determined, and indeed it is not present in all parameterizations, and as such it appears to be an irrelevant artifact.

Another additional pole singularity is present for several parameterizations, lying on the real energy axis below threshold on the physical sheet. Whenever it appears it is found to have a real-valued coupling, indicating that is is

---

10 The anticipated $1^{--}$ hybrid meson resonance pole is expected to lie at a somewhat larger energy, and is unlikely to be well constrained without higher-lying energy levels being included in the analysis.
as we might guess from the relatively small $\chi^2$ ways agrees with our expectations of the number of levels that will confirm the results seen so far, and lead to reduced statistical uncertainties on some resonance parameters.

E. ‘Global fit’ to all $\eta^8\omega^8$ energy levels

In this section we attempt a description of the full set of 192 energy levels shown in black in Figure 4 using parameterizations of $1^{--}, 2^{--}, 3^{--}$ scattering amplitudes. To illustrate the approach we select amplitudes where $3^{--}$ is described by a single $K$-matrix pole with Chew-Mandelstam phase-space subtracted at the pole, the $2^{--}$ $J^{PC}_{1_2^-, 3^{2+}}$ coupled system is described by a $K$-matrix pole plus constants in the $PP$ and $PF$ positions with Chew-Mandelstam phase-space subtracted at the pole, and $1^{--}$ is described by two $K$-matrix poles plus a constant with Chew-Mandelstam phase-space subtracted at the lower pole. A description of the complete set of energy levels is found with $\chi^2/N_{\text{dof}} = 258.3/(192-12) = 1.43$, and the finite-volume spectrum following from the best-fit amplitude is shown by the orange curves in Figure 15. As we might guess from the relatively small $\chi^2$, the orange curves are in good agreement with the black points. While the spectrum of ‘predicted’ levels can be dense, it always agrees with our expectations of the number of levels arising from non-interacting levels plus resonances, once multiple subductions are accounted for – as an example, consider small volumes in the $[110]$ $A_1$ irrep where the six orange curves agree with an expectation based upon one low-lying $\eta^8\omega^8$ non-interacting level and five resonance contributions ($1^{--}_a, 1^{--}_b, 2^{--}, 3^{--}$ subduced twice). We note that in cases where resonances in different $J^{PC}$ overlap, the “avoided level crossing” structure can be somewhat non-trivial.

The amplitudes are shown in Figure 14 where they are seen to be compatible with our previous determinations using subsets of the spectrum. The $t$-matrices are found to feature poles on the unphysical sheet at the following locations (with pole couplings):

$$1^{--}(a) : \quad a_t\sqrt{s_0} = 0.3806(12) \pm \frac{1}{2} 0.0181(12)$$
$$a_t c_{\eta^8\omega^8}^{(3P_1)} = 0.141(5) e^{\pm i\pi} 0.18(1)$$

$$1^{--}(b) : \quad a_t\sqrt{s_0} = 0.4230(7) \pm \frac{1}{2} 0.0032(16)$$
$$a_t c_{\eta^8\omega^8}^{(3P_1)} = 0.052(13) e^{\pm i\pi} 0.34(2)$$

$$2^{--} : \quad a_t\sqrt{s_0} = 0.4242(10) \pm \frac{1}{2} 0.0391(24)$$
$$a_t c_{\eta^8\omega^8}^{(3P_2)} = 0.175(5) e^{\pm i\pi} 0.11(1)$$
$$a_t c_{\eta^8\omega^8}^{(3F_2)} = 0.059(4) e^{\pm i\pi} 0.88(2)$$

$$3^{--} : \quad a_t\sqrt{s_0} = 0.4342(6) \pm \frac{1}{2} 0.0052(5)$$
$$a_t c_{\eta^8\omega^8}^{(3F_3)} = 0.064(3) e^{\pm i\pi} 0.04(4).$$

These are compatible with those found previously.

Thus far we have not accounted for the effect of the (relatively small) uncertainties on the scattering hadron ($\eta^8, \omega^8$) masses on the scattering amplitudes, but when considered by varying them by $\pm 1\sigma$, there is negligible change. The somewhat larger conservative estimate of the uncertainty on the anisotropy, $\xi = 3.486(43)$, has only been accounted for partly, in the boost of moving frame conditions.
FIG. 15. Spectra from Figure 4 used to constrain $\eta^8\omega^8$ elastic scattering amplitudes. Orange curves show the finite-volume spectrum corresponding to the best-fit amplitudes. For guidance, the purple ($1^-$), green ($2^-$) and cyan ($3^-$) bands show the resonance masses and widths, allowing avoided level crossings to be observed with the non-interacting $\eta^8\omega^8$ levels (red dashed).
energies back to $a_tE_{cm}$. It can also be considered in the computation of $\mathcal{M}$ in Eqn. 2, where varying by $\pm 1\sigma$ leads to small adjustments in the pole positions given above. The largest effects are observed in the real part of the pole positions which can move by amounts comparable with the statistical error, and in the imaginary part of the $2^-$ pole position. In the next section, when we present our best estimates for the resonance pole properties we will include this source of uncertainty in our error estimates.

F. Decoupled $\eta^*\omega^*$ and $\omega^*f_0^0$ scattering

As discussed in Section II, the finite-volume spectrum appears to separate into a spectrum due to the resonating $\eta^*\omega^*$ system that we have just considered, and two spectra due to non-resonant systems $\eta N\omega^*$ and $\omega^*f_0^0$. We will consider these latter sets of energy levels in isolation.

For $J^{PC} = 1^{--}$ $\eta^*\omega^*\{3P_1\}$ elastic scattering, we use five energy levels as constraint, three levels in [000] $T^-$ (as shown in the bottom panel of Figure 3) and two in [001] $A_1$, all of which are compatible with lying on the lowest non-interacting $\eta^*\omega^*$ curve.

An effective range expansion $k^2\cot \delta = \frac{1}{\sigma} + \frac{1}{2}r k^2 + \ldots$ can be used to describe the elastic amplitude. Using only a scattering length $a \neq 0, r = 0$ and no higher terms in the polynomial, the five energy levels can be described with $a = 4.4(40) \times 10^2 a_0^0$ with a $\chi^2/N_{dof} = 6.2/(5-1) = 1.5$. Such a $P$-wave scattering length approximation gives a $t$-matrix pole distribution that is not easily interpreted (three poles evenly spaced around a circle of radius $k = a^{-1/3}$), but allowing also a non-zero effective range, which can generate a realistic pole distribution in this case leads to a fit with 100% correlation between the parameters $(a, r)$.

Alternatively, using a constant $K$-matrix and the Chew-Mandelstam phase-space subtracted at threshold, the energy levels can be described with a $\chi^2/N_{dof} = 6.1/(5-1) = 1.5$ where the resulting $t$-matrix has a ghost pole on the physical sheet at $a_t\sqrt{s} = 0.315(78)$ – given that the left-hand cut for this process begins at 0.378 (see Appendix B), we can associate this ghost with our lack of control over the crossed-channel physics.

For $J^{PC} = 2^{--}$, assumed to be only in the $\eta^*\omega^*\{3P_2\}$ partial wave, we use 8 levels from [000] $E^-$, [000] $T_2^-$, and [001] $B_1$. The $F$-wave $3^{--}$ amplitude is assumed to be negligible. A scattering length description finds $a = 4.1(28) \times 10^2 a_0^0$ with a $\chi^2/N_{dof} = 12.7/(8-1) = 1.8$, while a constant $K$-matrix with Chew-Mandelstam subtracted at threshold has a similar $\chi^2$ and a ghost pole at $a_t\sqrt{s} = 0.305(73)$.

It is clear that the partial waves $\eta^*\omega^*\{3P_1, 3P_2\}$ are non-resonant – the elastic phase-shift reaches only ~20° at the largest energies we consider ($a_tE_{cm} \sim 0.46$) – and they appear to have very similar behavior suggesting weak spin-orbit forces in this channel. The large uncertainties on the scattering parameters are only slightly increased if we include the effect of the uncertainty on the $\eta^i$ mass.

For $J^{PC} = 1^{--}$ $\omega^*f_0^0$, we in principle may have a more significant amplitude, owing to the scattering being possible in an $S$-wave ([$3S_1$]). In fact a coupled system of partial waves ([$3S_1, 3D_1$]) is required in order to describe the multiplicity of non-interacting energies shown in the middle panel of Figure 3. We make use of 16 energy levels taken from [000] $T^-$ and [001] $A_1$ irreps, noting that they all have rather large statistical uncertainties and are all compatible with non-interacting $\omega^*f_0^0$ energies.

An example parameterization uses a diagonal constant $K$-matrix and a Chew-Mandelstam phase-space subtracted at threshold. The resulting constants are statistically compatible with zero in a description of the energy levels with $\chi^2/N_{dof} = 21.5/(16-2) = 1.54$. Even larger errors are obtained once the uncertainty on the $f_0^0$ mass is accounted for, and considering this and variation over parameterizations, the $S$-wave phase-shift remains compatible with zero but with an uncertainty that spreads over at least $\pm 50°$ at $a_tE_{cm} = 0.46$.

G. Estimating coupled-channel effects

The previous sections indicate that the finite-volume spectra can be well described assuming that the $\eta^*\omega^*$, $\eta N\omega^*$, and $\omega^*f_0^0$ channels are decoupled, with resonances only appearing in $\eta^*\omega^*$. Nevertheless we can attempt a limited study of possible channel coupling.

Using a set of 52 energy levels in irreps sensitive to $J^{PC} = 1^{--}$ and $3^{--}$, which includes 4 levels having large $\eta^*\omega^*$ overlap, we can try to constrain coupled ($\eta^*\omega^*, \eta^*\omega^*$) $J^{PC} = 1^{--}$ amplitudes parameterized with

$$K(s) = \frac{1}{m_b^2 - s} \left( g_{\eta^*\omega^*}^a g_{\eta^*\omega^*}^a g_{\eta^*\omega^*}^b g_{\eta^*\omega^*}^b \right)$$

$$+ \frac{1}{m_b^2 - s} \left( g_{\eta^*\omega^*}^b g_{\eta^*\omega^*}^b g_{\eta^*\omega^*}^a g_{\eta^*\omega^*}^a \right)$$

$$+ \gamma_{\eta^*\omega^*, \eta^*\omega^*} \gamma_{\eta^*\omega^*, \eta^*\omega^*}$$

$$+ \gamma_{\eta^*\omega^*, \eta^*\omega^*} \gamma_{\eta^*\omega^*, \eta^*\omega^*}$$

and Chew-Mandelstam phase-space subtracted at $s = m_b^2$. The $J^{PC} = 3^{--}$ amplitude is a single $K$-matrix pole, elastic in $\eta^*\omega^*$ with parameters fixed from previous fits.

In practice the $\omega^*$ pole being far below $\eta^*\omega^*$ threshold means that the parameter $g_{\eta^*\omega^*}^a$ is basically unconstrained so we set it equal to zero. $\gamma_{\eta^*\omega^*, \eta^*\omega^*}$ is always left free, and we consider three fits:

$$g_{\eta^*\omega^*}^b \neq 0, \gamma_{\eta^*\omega^*, \eta^*\omega^*} = 0,$$

$$g_{\eta^*\omega^*}^b \neq 0, \gamma_{\eta^*\omega^*, \eta^*\omega^*} \neq 0,$$

$$g_{\eta^*\omega^*}^b \neq 0, \gamma_{\eta^*\omega^*, \eta^*\omega^*} \neq 0,$$

all three of which provide descriptions of the energy levels with $\chi^2/N_{dof} = 1.84$. The resulting amplitudes are shown in Figure 16 where we see that only the $t_{\eta^*\omega^*, \eta^*\omega^*}$ element is significantly non-zero in each case, and that it broadly
FIG. 16. Coupled ($\eta^8\omega^8, \eta^1\omega^1$) $1^{--}$ amplitudes as in Eqns. 9, 10. $t_{\eta^8\omega^8,\eta^8\omega^8}$ (purple), $t_{\eta^8\omega^8,\eta^1\omega^1}$ (blue), $t_{\eta^1\omega^1,\eta^1\omega^1}$ (cyan). For comparison the assumed elastic amplitude from Figure 9 is shown in grey. The energy levels used to constrain the amplitude are shown below the abscissa, with those having larger overlap onto $\eta^1\omega^1$ operators shown in cyan.

FIG. 17. $J^{PC} = 2^{--}$ $t$-matrix, as in Figure 6 (grey), with the addition of the $\eta^1\omega^1\{^3P_2\}$ channel.

albeit with larger statistical uncertainties. While it is not well determined, it is possible that the b–pole may have a modest $\eta^1\omega^1$ coupling, $a_t|c_{\eta^1\omega^1}| \lesssim 0.04$, that does not change the total width of the heavier resonance because there is so little phase-space for the decay.

Scattering of $\eta^1\omega^1$ in $P$–wave can also impact $J^{PC} = 2^{--}$, with the $F$–wave being unlikely to contribute significantly so close to threshold. We augment the pole plus constant $K$-matrix of Eqn. 5 with an extra $\eta^1\omega^1\{^3P_2\}$ channel, letting the pole coupling to this new channel and the extra diagonal constant float freely in a description of 96 energy levels, 7 of which have large $\eta^1\omega^1$ overlap. The quality of fit, $\chi^2/N_{\text{dof}} = 125.7/96 = 1.45$, is reasonable, and the resulting $t$-matrix elements are shown in Figure 17. Clearly the additional channel has only a weak effect. The $t$-matrix has a pole (on sheets III and II) that is in a location compatible with previous estimates. Similarly the $\eta^8\omega^8$ couplings in $P$– and $F$–waves are not significantly changed. There is a pole coupling to $\eta^1\omega^1$ that while small, $a_t|c_{\eta^1\omega^1}| \sim 0.07(2)$, is of a comparable size to the $\eta^8\omega^8$ $F$–wave coupling.

It proves to be the case that the large statistical uncertainties on the $\omega^1f_0^3$ energy levels prevent any meaningful attempt at coupled-channel ($\eta^1\omega^8, \omega^1f_0^3$) analysis. As such while we cannot rule out non-zero couplings to $\omega^1f_0^3$ for our resonances, such an outcome seems unlikely given our ability to describe the a huge number of finite-volume energy levels using a set of decoupled amplitudes.
IV. RESONANCE INTERPRETATION

In the previous section we presented descriptions of $\eta^*\omega^*$ scattering with $J^{PC} = 1^{--}, 2^{--}$ and $3^{--}$ finding several resonances appearing as poles in the $t$-matrix. We choose to set the lattice scale using the decuplet $\Omega$–baryon mass computed on these lattices, finding $a_t = 4.655$ MeV. Our best estimates of the resonance pole properties, with uncertainties which reflect the variations seen in the previous section are,

\[ 1^{--}, \omega_2^1 : \quad \sqrt{s_0} = 1772(7) \pm 0.54(9) \text{ MeV} \]
\[ |c_{p,s,s}| = 656(37) \text{ MeV} \]
\[ 1^{--}, \omega_2^1 : \quad \sqrt{s_0} = 1969^{+5}_{-14} \pm 0.51(10) \text{ MeV} \]
\[ |c_{p,s,s}| = 242(93) \text{ MeV} \]
\[ 2^{--}, \omega_2^2 : \quad \sqrt{s_0} = 1975(10) \pm 0.5182(19) \text{ MeV} \]
\[ |c_{p,s,s}(3P_2)| = 815(30) \text{ MeV} \]
\[ |c_{p,s,s}(2P_2)| = 275(37) \text{ MeV} \]
\[ |c_{p,s,s}(3P_2)| = -0.35(5) \]
\[ 3^{--}, \omega_3^1 : \quad \sqrt{s_0} = 2021(8) \pm 0.5260(9) \text{ MeV} \]
\[ |c_{p,s,s}| = 298^{+23}_{-51} \text{ MeV} . \quad (11) \]

The $1^{--}$ amplitude features two resonances: a lighter state with a larger width, and a heavier narrow state which has a tight dip and a zero of the amplitude associated with it. A common parameterization approach in elastic scattering is the effective range expansion, in which $k^2 + 1 \cot \delta$ is expanded as a polynomial in $k^2$, truncated at some finite order, with the polynomial coefficients being free parameters, the first two of which are known as the scattering length and the effective range. The justification for the use of such a series is that it is expected to converge for energies inside a circle centered at threshold which just touches the left-hand cut, the nearest unconsidered singularity. Even with only two terms such a parameterization is capable of describing a single resonance. It is simple to see that our extracted amplitude as shown in e.g. Figure 9 cannot be described by an effective range expansion, owing to the presence of a zero in the amplitude, which would require $k^2 \cot \delta$ to diverge at some positive value of $k^2$, which cannot happen for any finite order polynomial. This appears to present something of a paradox if one takes the view that the left-hand cut represents the "potential" due to particle exchanges in the crossed channels that act to bind the scattering hadrons into a resonance – such a potential cannot generate the observed zero. Indeed our finding of a lighter broad resonance and a heavier narrow resonance looks quite unnatural in a potential picture where for realistic potential shapes with a centrifugal barrier, one expects the lighter state to have to tunnel through a larger distance than the heavier state in order to decay.

The way out of this is to recognize that relativistic scattering systems have more freedom than those driven by non-relativistic potentials. This can be illustrated by expressing $t(s)$ as a ratio of functions, $t(s) = N(s)/D(s)$, where the numerator houses the left-hand cut, and the denominator has the unitarity cut. In the case of potential scattering, $N(s)$ serves as the potential, and then $D(s)$ is uniquely determined from $N(s)$ by evaluating a dispersive integral. Relativistic scattering differs from this in that there is the freedom to add an arbitrary number of poles to $D(s)$, known as “CDD poles” [67]. In elastic scattering, these poles will generate zeros in $t(s)$ at real values of $s$, and nearby $t$-matrix poles at complex values of $s$. Although not a unique interpretation, they are often associated with the idea that the underlying theory (QCD in our case) features particles that would be stable were it not for the presence of pairs of lighter hadrons into which they can decay. This of course matches quite closely with the quark-model picture of $q\bar{q}$ mesons that become stable as the quark mass increases.

Considering the set of resonances as a whole supports an interpretation, bolstered by the overlaps discussed in Section II, of the lighter $1^{--}$ state as being dominantly $q\bar{q}[2^3S_1]$, and the remaining three states as being $q\bar{q}[1^3D_1]$ with only small spin-orbit splittings. Which $\eta^*\omega^*$ partial waves are accessible appears to play a role in setting the state decays widths: the $3^{--}$ resonance decays only in $F$-wave and is narrow, while $2^{--}$ also has a $P$-wave decay, and is significantly broader. There is not any obvious explanation for why the lighter $1^{--}$ has a much larger width than the rather narrow heavier $1^{--}$ state.

The leading method for predicting meson decays prior to this calculation was the $3^P_0$–model. When its assumed form for the $q\bar{q}$ creation vertex is used with harmonic oscillator wavefunctions for the bound $q\bar{q}$ mesons, simple expressions follow for ratios of decay amplitudes of $q\bar{q}[1^3D_1]$ mesons to pseudoscalar-vector pairs [10] (where we are neglecting the effect of the small mass differences between the decaying mesons). For the $F$–wave decays of the $3^{--}$ and $2^{--}$ states, we have $\frac{g_F(3^{--})}{g_F(2^{--})} = \sqrt{10/7} \approx 1.20$, and if for comparison we use the ratio of pole couplings presented in Eqn. 11, we obtain $\sim 1.1(2)$ in reasonable agreement with the model. For the $P$–wave decays of the $1^{--}[1^3D_1]$ and $2^{--}$, the model predicts $\frac{g_P(1^{--})}{g_P(2^{--})} = \frac{\sqrt{5}}{3} \approx 0.75$, while, assuming the $b$–pole is the $q\bar{q}[1^3D_1]$ state, Eqn. 11 suggests $\sim 0.3(1)$ which appears to be in rather poor agreement. The $3^P_0$–model provides an expression for the $2^{--} F/P$ amplitude ratio, one that depends only on the ratio of the decay momentum, $k$, to the harmonic oscillator parameter, $\beta$:

\[ \frac{g_F(2^{--})}{g_F(2^{--})} = -\frac{2}{15} \sqrt{\frac{5}{3}} \left( \frac{k}{\beta} \right)^2 \left( 1 - \frac{2}{15} \left( \frac{k}{\beta} \right)^2 \right)^{-1} . \]

To describe physical light and strange-quark mesons, it
is usual to choose $\beta = 400$ MeV, but since the quarks in our study are somewhat heavier than physical quarks, we might expect the wavefunctions of the mesons to be smaller, and $\beta$ to be larger. When the $^3P_0$-model is applied to charmonium, with still heavier quarks, $\beta = 500$ MeV is typical [68]. For our $2^-$ resonance, $k \approx 504$ MeV, such that taking $400 < \beta < 500$ MeV, the equation above predicts an $F/P$ ratio between $-0.13$ and $-0.22$, which while the sign agrees, is somewhat smaller in magnitude than our lattice QCD result of $-0.35(5)$.

A. Estimating $J^{--}$ meson properties at the physical $u, d$ quark mass

While we have only computed for a single unphysically heavy quark mass, we can attempt to extrapolate consequences at the physical quark mass. This will necessarily be a crude estimate in which we will need to impose additional phenomenological constraints not following directly from our calculation. We begin by expressing the SU(3)$_F$ representations in terms of more familiar meson states – the SU(3)$_F$ singlet can be decomposed [55, 69] into states labeled by isospin and strangeness as

$$1 = \frac{1}{\sqrt{2}} \left( K^+K^- - K^-K^+ - K^0 \bar{K}^{*0} - \bar{K}^0K^{*0} \right) + \pi^+\rho^- + \pi^-\rho^+ - \pi^0\rho^0 - \eta\omega\phi,$$

where we use the PDG naming scheme, except for $\eta_8, \omega_8$ by which we mean the neutral flavorless element of the pseudoscalar or vector octet. It is generally accepted that with physical mass quarks, the $\eta$ meson is very close to being $\eta_8$ with only a small admixture of $\eta_1$, while the $\omega$ and $\phi$ are nearly ideally flavor mixed,

$$\omega = \sqrt{\frac{2}{3}} \omega_1 + \frac{1}{\sqrt{3}} \omega_8,$$

$$\phi = \frac{1}{\sqrt{3}} \omega_1 - \sqrt{\frac{2}{3}} \omega_8.$$

Similar mixing appears in lattice QCD calculations at larger than physical light quark masses, as can be seen in Figure 1, and indeed the ideal flavor mixing appears to be present for excited $\omega_1, \phi_1$ states also. This mixing poses a challenge for us if we wish to estimate decays of these states, as we have only computed the SU(3)$_F$ singlet component and not the octet. The octet, which for $C = -$ decays to pseudoscalar-vector in the $8_1$ representation (see Ref. [55]), has decomposition,

$$8 = \frac{1}{\sqrt{20}} \left( K^+K^- - K^-K^+ - K^0\bar{K}^{*0} - \bar{K}^0K^{*0} \right) - \frac{1}{\sqrt{5}} \left( \pi^+\rho^- + \pi^-\rho^+ - \pi^0\rho^0 - \eta\omega\phi \right),$$

and since we would like to have decays to $\eta\omega$ and $\eta\phi$, we also require the process $8 \rightarrow 8 \otimes 1$, which has a trivial decomposition $8 = \eta_8\omega_1$. We will assume that we can neglect the small admixture of $\eta_1$ in the $\eta$ as a first approximation.

While we have only computed the singlet decays, we can relate the octet decays to these if we implement the OZI rule in a way consistent with the assumed ideal flavor mixing. We define a notation where $g^1$ represents the $1 \rightarrow 8 \otimes 8$ decay coupling, $g^s$ represents the $8 \rightarrow 8 \otimes 8$ decay coupling and $h^*$ represents the $8 \rightarrow 8 \otimes 1$ decay coupling. A first condition follows from imposing that the decay $\phi^* \rightarrow \pi\rho$ must be zero for exact OZI – the amplitude for this process is proportional to

$$\frac{1}{\sqrt{3}} \frac{1}{\sqrt{2}} g^1 + \left( -\sqrt{\frac{2}{3}} \right) \left( -\frac{1}{\sqrt{3}} \right) g^s,$$

where the factors $\frac{1}{\sqrt{3}}, -\sqrt{\frac{2}{3}}$ are the combination of singlet and octet required to produce the ideally flavor mixed $s\bar{s}$ $\phi^*$. It follows that exact OZI implies

$$g^s = -\frac{\sqrt{3}}{4} g^1.$$

We can establish the accuracy of this relation by computing scattering in the SU(3)$_F$ octet representation, which will be done in the near future.

A second condition following from OZI can be obtained by insisting that there is zero amplitude for the decay $\phi^* \rightarrow \eta\omega$, which follows since every possible diagram for this process is disconnected. The amplitude is proportional to

$$\frac{1}{\sqrt{3}} \left( -\frac{1}{\sqrt{2}} \right) \frac{1}{\sqrt{2}} g^1 + \left( -\sqrt{\frac{2}{3}} \right) \left( -\frac{1}{\sqrt{3}} \right) g^* + \left( -\sqrt{\frac{2}{3}} \right) \sqrt{\frac{2}{3}} h^*,$$

where the rightmost factors of $\frac{1}{\sqrt{3}}, -\sqrt{\frac{2}{3}}$ are the combinations of singlet and octet required to produce the ideally flavor mixed $\frac{1}{\sqrt{2}} (u\bar{d} + d\bar{u}) \omega$ in the decay. Using Eqn. 12, this amplitude is only zero if

$$h^* = -\frac{1}{2\sqrt{5}} g^1,$$

and again the accuracy of this expression will be tested in future calculations.

Making use of the two OZI conditions, we can write expressions for decays of $\omega_1^*, \phi_1^*$ mesons into pseudoscalar-vector final states solely in terms of the computed singlet coupling $g^1$:

$$g(\phi^* \rightarrow K\bar{K}^*) = \frac{\sqrt{3}}{4\sqrt{2}} g^1,$$

$$g(\phi^* \rightarrow \eta\phi) = \frac{1}{2} g^1,$$

$$g(\omega^* \rightarrow \pi\rho) = \frac{\sqrt{3}}{4} g^1,$$

$$g(\omega^* \rightarrow K\bar{K}^*) = \frac{\sqrt{3}}{8} g^1,$$

$$g(\omega^* \rightarrow \eta\omega) = -\frac{1}{4} g^1,$$

where these couplings represent a single charge state. In fact, if we take the OZI relations seriously, they also allow us to use the singlet coupling to predict some decays of the isoscalar members of the octet, the $\rho^*_J$ mesons, where for
these we can use the decomposition of the $I = 1, I_z = +1$ member of the octet,

$$-\sqrt{\frac{3}{10}} (K^+ K^{*-0} + K^0 K^{*+}) + \frac{1}{\sqrt{8}} \pi^+ \omega + \frac{1}{\sqrt{8}} \eta_8 \rho^+,$$

so that

$$g(\rho^* \to \pi \omega) = -\frac{\sqrt{3}}{4} g^3$$

$$g(\rho^* \to K \overline{K}^*) = \frac{\sqrt{3}}{\sqrt{2}} g^3.$$

Using $\Gamma = 4 g^2 M^P$ for the partial width of a meson of mass $M$ into a final state with coupling $g$, we can obtain

$$\Gamma(\omega^* \to \pi \rho) = 3 \frac{g^2}{M} \frac{3}{16} (g^3)^2$$

$$\Gamma(\omega^* \to K \overline{K}^*) = 4 \frac{g^2}{M} \frac{3}{16} (g^3)^2$$

$$\Gamma(\omega^* \to \eta \omega) = 1 \frac{g^2}{M} \frac{1}{10} (g^3)^2$$

$$\Gamma(\phi^* \to K \overline{K}^*) = 4 \frac{g^2}{M} \frac{3}{16} (g^3)^2$$

$$\Gamma(\phi^* \to \eta \phi) = 1 \frac{g^2}{M} \frac{1}{5} (g^3)^2$$

$$\Gamma(\rho^* \to \pi \omega) = 1 \frac{g^2}{M} \frac{3}{16} (g^3)^2$$

$$\Gamma(\rho^* \to K \overline{K}^*) = 2 \frac{g^2}{M} \frac{3}{16} (g^3)^2,$$

where the leftmost integers count the final charge states, and where $K \overline{K}^*$ is a shorthand for a sum over all the possible pseudoscalar-vector kaonic final states.

Clearly this combination of SU(3)$_F$ symmetry and imposition of exact OZI implies there are many relationships that should hold for the experimental states, but unfortunately the lack of a clear experimental picture makes the relationships rather hard to test. Perhaps the simplest is the prediction that, to the extent that an $\omega^*$ is degenerate with the corresponding $\rho^*$, the decay width of the former into $\rho \pi$ should be three times larger than the decay width of the latter into $\pi \omega$. For the experimental $\rho_3(1690)$, according to the PDG, the partial width into $\pi \omega$ is $\sim 30(10)$ MeV, and while the branching fraction of $\omega_3(1670)$ into $\pi \rho$ is not known, the total width of this state, $168(10)$ MeV, provides an upper limit, so the relation might hold provided that decays other than $\pi \rho$ are significant. For the vector states, the analysis of Donnachie and Clegg [2] suggests

$$\omega^*(1440) \quad \Gamma_{\pi \rho} \sim 240 \text{ MeV}$$

$$\rho^*(1463) \quad \Gamma_{\pi \omega} \sim 52 - 78 \text{ MeV},$$

which is in reasonable agreement with a factor of three, while

$$\omega^*(1606) \quad \Gamma_{\pi \rho} \sim 84 \text{ MeV}$$

$$\rho^*(1730) \quad \Gamma_{\pi \omega} \sim 0,$$

is less obviously compatible.

We will follow the approach laid out in Ref. [55] to extrapolate our couplings to the physical light quark mass.

We interpret the magnitude of the pole couplings $|c_{\eta \omega^*}|$ as being suitable for use as $g^1$, and make the simple-minded assumption that there is no dependence on the light-quark mass apart from the scaling of the angular-momentum barrier in a decay with orbital angular momentum $\ell$,

$$g^1 = \frac{k^{\text{phys}}(M^{\text{phys}})}{k(M)} |c_{\eta \omega^*}|.$$  

This approach breaks SU(3)$_F$ symmetry only through the masses of the decay hadrons, and requires us to know the relevant resonance masses for physical light quark masses, $M^{\text{phys}}$, which we will take from the PDG when known, or will estimate when not known.

For $J^{PC} = 3^{-+}$, using the experimental masses of $\rho_3(1690)$, $\omega_3(1667)$ and $\phi_3(1854)$ we predict

$$\Gamma(\rho_3 \to \pi \omega, K \overline{K}^*) = 22, 2 \text{ MeV}$$

$$\Gamma(\omega_3 \to \pi \rho, K \overline{K}^*, \eta \omega) = 62, 2, 1 \text{ MeV}$$

$$\Gamma(\phi_3 \to K \overline{K}^*, \eta \phi) = 20, 3 \text{ MeV},$$

and we will not quote errors for fear of implying a level of certainty that surely is not present in such a crude extrapolation. There is limited scope for comparison to experiment owing to there being few measured branching ratios. The summed $\omega_3$ estimated partial widths are at least below the measured total width $\sim 168(10)$ MeV, as are the summed $\phi_3$ partial widths compared to $87(25)$ MeV, and in that case there may be a significant contribution from $\rho_3 \to K \overline{K}$. The $\rho_3$ does have some measured partial widths: $\Gamma_{\pi \omega} \sim 30(10)$ MeV, that might be in agreement with our estimate, and $\Gamma_{K \overline{K} \pi} \sim 7$ MeV which will include $K \overline{K}^*$ as a sub-process.

The $\phi_0$-model has been used to predict decays of these states [10, 11]. It has $\phi_3$ decays to $K \overline{K}^*, \eta \phi$ that are in good agreement with our estimates, and in addition predicts larger rates to $K \overline{K}$ and $K^* \overline{K}^*$. The model predictions for $\omega_3$ and $\rho_3$ are also in reasonable agreement with our estimates, with the $\rho_3$ also having significant rates to $\pi \pi$ and $\rho \rho$. To get access to these additional decay modes in the current framework we need to calculate SU(3)$_F$ octet scattering.

For $J^{PC} = 2^{--}$ there are no experimental candidate states, and as such we will proceed assuming masses that are approximately equal to the corresponding $\rho_1$, $\omega_3$ and $\phi_3$ states. In this case there are both $P$-wave and $F$-wave decays and the total partial width for each channel is an incoherent sum of the two. We predict

$$\Gamma(\rho_2 \to \pi \omega, K \overline{K}^*) = 125, 36 \text{ MeV}$$

$$\Gamma(\omega_2 \to \pi \rho, K \overline{K}^*, \eta \omega) = 365, 36, 17 \text{ MeV}$$

$$\Gamma(\phi_2 \to K \overline{K}^*, \eta \phi) = 148, 44 \text{ MeV},$$

which suggests that the $\omega_2$ is likely to have quite a large total width, particularly once decays to final states other than pseudoscalar-vector are added in. The $\rho_2$ and $\omega_2$ might be narrower, particularly given that the largest
phase-space modes $\pi\pi$ and $K\bar{K}$ are not accessible to a $2^-$ resonance.

The $^3P_0$-model has $\phi_2$ partial widths that are in good agreement with our estimates, while the $\omega_2$ and $\rho_2$ come out lower in the model. The model predicts a very large $\rho_2 \to \rho_2\pi$ rate that leads to a rather large total width for this state.

For $J^{PC} = 1^{--}$ we have the problem of associating our two resonances, the lighter broad state $a$, and the heavier narrow state $b$, with the physical states. The simplest assumption is that in each flavor channel, the lighter state is purely $a$ and the heavier state purely $b$, with no evolution in a possible basis-state mixing angle with change in light-quark mass. With this assignment we predict

$$
\Gamma(\rho \to \pi\omega, K\bar{K}^*) = 133, 9 \text{ MeV}
$$
$$
\Gamma(\omega \to \pi\rho, K\bar{K}^*, \eta\omega) = 384, 4, 5 \text{ MeV}
$$
$$
\Gamma(\phi \to K\bar{K}^*, \eta\phi) = 154, 25 \text{ MeV},
$$

and we can say little more than that these summed partial widths do not over saturate the experimental total widths of the $\rho(1450)$, $\omega(1420)$ and $\phi(1680)$. For the heavier state we predict

$$
\Gamma(\rho_b \to \pi\omega, K\bar{K}^*) = 9, 3 \text{ MeV}
$$
$$
\Gamma(\omega_b \to \pi\rho, K\bar{K}^*, \eta\omega) = 25, 3, 1 \text{ MeV}
$$
$$
\Gamma(\phi_b \to K\bar{K}^*, \eta\phi) = 13, 5 \text{ MeV},
$$

which appears to suggest that unless the other allowed decays of the $\rho(1700)$, $\omega(1650)$ and a hypothetical $\phi(1900)$ provide large partial widths, these states should be much narrower than they seem to be in experiment. We do not have a good explanation of this observation, although some degree of basis-state mixing of $a, b$ into the physical states might share the decays more evenly and give rise to two moderately broad states.

The $^3P_0$-model, assuming the lighter state is pure $qq[2^3S_1]$ has somewhat larger decay rates for the $\phi$ state, and rates for the $\omega$ and $\rho$ states that are in reasonable agreement with our estimates. Assuming the heavier state is pure $qq[1^3D_1]$, the model predicts decays for the hypothetical $\phi^*$ that are much larger than our estimates, and also has a huge $\sim 500 \text{ MeV}$ branch into $K\bar{K}$. A similar pattern is observed for the $\omega^*$ and $\rho^*$ states, indicating quite poor agreement with our estimates.

V. SUMMARY

In this paper we have reported on a first lattice QCD study of excited mesons with $J^{--}$ quantum numbers, computing in a version of QCD having exact SU(3)$_F$ symmetry, and focusing on the singlet representation. We found that the $1^{--}$, $2^{--}$ and $3^{--}$ partial waves at low energies have only a single strongly-interacting channel of pseudoscalar-vector scattering, $\eta^*\omega^*$, with other kinematically open channels being decoupled and weakly interacting. Constraining scattering amplitudes using nearly 200 energy levels across five lattice volumes, we found a unique picture featuring four resonances.

A single, isolated narrow resonance with $3^{--}$ appears to match with the well-known experimental states $(\rho_3, \omega_3, \phi_3)$. A first computation within lattice QCD of $2^{--}$ amplitudes, which appear as dynamically coupled $\{^3P_2, ^3F_2\}$ partial waves yields a much broader resonance for which there is no experimental evidence to date. The rather novel $1^{--}$ partial wave amplitude features a lighter broad resonance and a heavier narrow resonance. A tight dip and a zero in the amplitude appears on the real energy axis, very close to the heavier resonance pole. We summarize our amplitudes and our best estimates of the resonance poles in Figure 18.

In a natural extension of the work reported on in this paper, our next calculation will consider the SU(3)$_F$ octet system on the same lattices. This will require a first
consideration in lattice QCD of coupled pseudoscalar-pseudoscalar and pseudoscalar-vector scattering, but we see no reason why we cannot obtain a comparable number of finite-volume energy levels as in the current study with which to constrain the relevant scattering amplitudes.

Considering higher energy scattering in $1^{--}$ is of particular interest given the suggestion that the next resonance above those we have extracted is expected to be a hybrid meson. The challenge here is the need to implement a so far underdeveloped extension of finite-volume three-body formalism in which two- and three-meson sectors are coupled, but we expect to see progress in this direction in the near future.

Another interesting expansion of scope of the current study would consider the process in which a vector current (describing the virtual photon in $e^+ e^-\bar{e} e^-$ annihilation) produces the $\eta^0 \omega^0$ system with $J^{PC} = 1^{--}$. If the quark model picture of the two vector resonances is correct, we’d expect the $q\bar{q}[1^3D_1]$ state to contribute very little (it has zero wavefunction at the origin, and only appears through the suppressed second derivative), while the $q\bar{q}[2^3S_1]$ state could be significant. Such a calculation would be a first step towards a first-principles QCD based phenomenology to be used to describe resonance production in $e^+ e^-$, a process of primary importance at experiments like BES III.

Developing an understanding of the excited $J^{--}$ resonances in QCD is timely, as we expect a huge new experimental data set in photoproduction from the GlueX experiment using which we can obtain better constraint on the properties of these states. It remains to be seen whether an extension of the method presented in Ref. [70, 71] for production of the $\rho$ resonance can be practically applied to the current case in order to describe the pion-exchange contribution to photoproduction of excited $J^{--}$ mesons.

The calculation presented in this paper is the first step towards a QCD-based theoretical understanding of the mysterious excited $J^{--}$ resonances.
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Appendix A: Operator basis

Details of the fermion-bilinear operators, the method for obtaining optimized “single-meson” operators, and the construction of meson-meson operators can be found in Refs. [6, 34, 45, 49, 50, 56, 57]. The operator basis used in the current calculation is presented in Tables V, VI, VII where the meson-meson operators are listed in order of increasing non-interacting energy. Those cases in which more than one construction appears with the same non-interacting energy are indicated by the multiplicity, \( \{N\} \).

Appendix B: Left-hand cut singularities

The complete scattering amplitude for \( \eta^*\omega^* \rightarrow \eta^*\omega^* \), \( T(s,t) \), has properties which follow from crossing symmetry, the simplest of which is that unitarity should apply not just in the s-channel (\( \eta^*\omega^* \rightarrow \eta^*\omega^* \)) but also in the (symmetric) u-channel, and in the t-channel (\( \eta^*\eta^* \rightarrow \omega^*\omega^* \)). The impact of the required discontinuities across the unitarity branch cut in Mandelstam \( t \) and \( u \) when the amplitude is projected into s-channel partial waves is to generate left-hand cuts, i.e. branch cuts which typically lie on the real axis to the left of the s-channel threshold in the complex s-plane.

While the discontinuity across these cuts requires knowledge of the scattering dynamics, the position of these cuts is simply a function of the masses of the scattering hadrons. Unitarity in the u-channel implies a cut running along the real \( s \) axis from \( -\infty \) to \( (m(\omega^*) - m(\eta^*))^2 \), while unitarity in the t-channel provides a cut along the entire negative real \( s \) axis, and a circular cut of radius \( s = m(\omega^*)^2 - m(\eta^*)^2 \).

In the current case there are additional cuts due to the fact that stable mesons appear as bound-state poles in the crossed channels. \( \omega^* \) appears in the u-channel, and generates an extra “short-cut” from \( s = (m(\omega^*))^2 - m(\eta^*)^2 \) to \( s = 2(m(\omega^*))^2 - m(\omega^*)^2 \). \( f_0^1 \) appears in the t-channel and generates a cut running from \( -\infty \) to \( s = \left( \sqrt{m(\eta^*)^2 - \frac{1}{4}m(f_0^1)^2} + \sqrt{m(\omega^*)^2 - \frac{1}{4}m(f_0^1)^2} \right) \). Using the hadron masses in Table II, we find that the rightmost extent of the left-hand cut lies at \( a_\sqrt{s} = 0.299 \) and is due to either of the stable exchanges, \( \omega^* \), \( f_0^1 \).

For the process \( \eta^*\omega^* \rightarrow \eta^*\omega^* \), the nearest left-hand cut is at \( a_\sqrt{s} = 0.368 \), due to \( f_0^1 \) exchange in the t-channel, and for \( \omega^* f_0^1 \rightarrow \omega^* f_0^1 \) at \( a_\sqrt{s} = 0.367 \) due to \( f_0^1 \) exchange in the t-channel.

Appendix C: Amplitude parameterizations

Tables VIII, IX list the amplitude parameterization variations discussed in Section III.
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