Extensions of the Mandelstam-Tamm quantum speed limit to systems in mixed states
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The Mandelstam-Tamm quantum speed limit puts a bound on how fast a closed system in a pure state can evolve. In this paper, we derive several extensions of this quantum speed limit to closed systems in mixed states. We also compare the strengths of these extensions and examine their tightness. The most widely used extension of the Mandelstam-Tamm quantum speed limit originates in Uhlmann’s energy dispersion estimate. We carefully analyze the underlying geometry of this estimate, an analysis that makes apparent that the Bures metric, or equivalently the quantum Fisher information, will rarely give rise to tight extensions. This observation leads us to address whether there is a tightest general extension of the Mandelstam-Tamm quantum speed limit. Using a geometric construction similar to that developed by Uhlmann, we prove that this is indeed the case. In addition, we show that tight evolutions of mixed states are typically generated by time-varying Hamiltonians, which contrasts with the case for systems in pure states.

I. INTRODUCTION

A quantum speed limit is a relatively new concept in quantum mechanics that has its origins in Mandelstam and Tamm’s time-energy uncertainty relation [1]. According to this relation, an isolated system cannot evolve between two fully distinguishable states in a time shorter than \( \pi \hbar /2 \) divided by the energy uncertainty,

\[
\Delta t \geq \frac{\pi \hbar}{2\Delta E}. \tag{1}
\]

The bound on the right thus limits how fast an isolated quantum system can develop. Since Mandelstam and Tamm’s relation can be derived from fundamental quantum mechanical principles alone, the bound is a universal inherent constraint of isolated quantum systems. Such a time-bound is called a quantum speed limit (QSL).

Half a century after the publication of [1], Anandan and Aharonov [3] showed that

\[
\Delta t \geq \frac{\hbar \arccos |\langle \psi_0 | \psi_1 \rangle|}{\Delta E}. \tag{2}
\]

The inverse trigonometric factor in the numerator is the Fubini-Study geodesic distance between the system’s initial and final state. This distance is \( \pi/2 \) if these states are fully distinguishable; hence (2) implies (1). The estimate (2) is more general than (1) because it also applies to not fully distinguishable states. Furthermore, (2) is valid for closed systems as well, provided that the energy uncertainty is replaced by its time average.

The lower bound in Anandan and Aharonov’s estimate is called the Mandelstam-Tamm QSL, although neither Mandelstam and Tamm nor Anandan and Aharonov used this term. Since the publication of [3], many QSLs have been derived for both open and closed systems, in pure or mixed states; see, e.g., the review articles [4, 5] and the references therein. Common to all of these is that they bound the evolution time in terms of different statistical quantities such as average energy, purity, and entropy.

The most well-known and widely applied extension of the Mandelstam-Tamm QSL to systems in mixed states is due to Uhlmann [6]. In a series of papers [7–10], Uhlmann generalized the geometric construction of Anandan and Aharonov to apply to systems in mixed states. Uhlmann then showed that the time it takes for a closed system to evolve between two mixed states is bounded from below by the fraction of \( \hbar \) times the Bures angle between the states and the time average of the energy uncertainty,

\[
\Delta t \geq \frac{\hbar \arccos \frac{|\sqrt{\rho_0} \sqrt{\rho_1}|}{\Delta E}}{\Delta E}. \tag{3}
\]

Since mixed states are geometrically more complex than pure states, more can be said about (3) than (2). We will examine Uhlmann’s QSL in some detail in this paper.

As an estimate of the evolution time, a QSL can be more or less tight. Many papers have been published in which QSLs are derived for different types of systems with different types of constraints. However, few of them contain a more in-depth analysis of how tight these QSLs are ([11–14] are notable exceptions). To perform such an analysis is important given the potential practical significance of QSLs [15–19]. Mandelstam and Tamm’s QSL is tight in a relatively strong sense: For every pair of pure states, there is a Hamiltonian that transforms one state to the other in a time equal to the Mandelstam-Tamm QSL. We show that this is almost never true for the Uhlmann QSL. More precisely, we show that the Uhlmann QSL is not tight under any circumstances if the rank of the initial state exceeds half the dimension of the system and that it is tight only in exceptional cases if the rank is between 2 and half of the dimension of the system.
An extension of Mandelstam and Tamm’s QSL to systems in mixed states is not unique; there are many non-equivalent extensions that all reduce to the Mandelstam-Tamm QSL for pure states. Here we derive several such extensions. We also compare the strengths of these and examine their tightness. Due to its widespread use, a special section is devoted to the Uhlmann QSL. In the last section of the paper, we address whether there is a tightest general extension of the Mandelstam-Tamm QSL. The question is answered affirmatively, but some work remains to make the answer useful in practice.

The paper is organized as follows. In Section II we introduce terminology, review Anandan and Aharonov’s derivation of the Mandelstam-Tamm QSL, and specify the type of extensions of this QSL that we will consider in this paper. In Section III we derive two extensions of the Mandelstam-Tamm QSL using Grassmannian geometry. Section IV reviews and examines the tightness of Uhlmann’s QSL. Section V discusses a QSL that is modeled on a Hilbert space and we make precise what type of extensions of this QSL that we will consider in the following sections. First, however, we will introduce some terminology and notation that we will use throughout the paper.

II. THE MANDELSTAM-TAMM QSL

In this introductory section, we review Anandan and Aharonov’s derivation of the Mandelstam-Tamm QSL, and we make precise what type of extensions of this QSL we will consider in the following sections. First, however, we will introduce terminology and notation that we will use throughout the paper.

A. Terminology and notation

All quantum systems considered in this paper will be modeled on a Hilbert space $\mathcal{H}$ with a finite but otherwise unspecified dimension $N$. The states of these systems will be represented by density operators on $\mathcal{H}$, that is, positive operators on $\mathcal{H}$ with unit trace. We say that a state is pure if its density operator has rank 1; otherwise we say that the state is mixed.

The spectral decomposition of a state is the unique representation of its density operator $\rho$ as a sum $\sum_{j=1}^{m} p_j P_j$ where $p_1, p_2, \ldots, p_m$ are the different eigenvalues of $\rho$, tacitly assumed to be organized in descending order of magnitude, and $P_j$ is the orthogonal projection operator onto the eigenspace of $\rho$ corresponding to $p_j$. Since the phrase “orthogonal projection operator” is far too long to be repeated as many times as needed, we use the term “projector” when referring to such an operator.

An evolving quantum state will be represented by a curve of density operators, $\rho_t$. Unless otherwise stated, we assume that $t$ ranges from an initial $t_0$ to a final $t_f$. The difference $\Delta t = t_f - t_0$ is the evolution time. For simplicity, we will often write $\rho_0$ for the initial state $\rho_{t_0}$ and $\rho_1$ for the final state $\rho_{t_f}$. Furthermore, we will write $\sum_{j=1}^{m} p_j P_j(t)$ for the spectral decomposition of $\rho_t$. Here, the eigenvalues will not depend on $t$ since we will only consider closed systems, that is, systems such that $\rho_t$ satisfies a von Neumann equation with a Hamiltonian that may depend on time. For such a system, only the eigenspace projectors change.

Time averages of functions defined on the evolution time interval are common in this paper. For this reason, we introduce a special notation for the time average: If $f_t$ is defined on the evolution time interval, then

$$\langle f_t \rangle = \frac{1}{\Delta t} \int_{t_0}^{t_f} dt f_t. \tag{4}$$

An example of such a function is the energy uncertainty along an evolution curve:

$$\Delta(H_t, \rho_t) = \sqrt{\text{tr}(H_t^2 \rho_t) - \text{tr}(H_t \rho_t)^2}. \tag{5}$$

For the time average of this function, we introduce the special notation

$$\Delta E = \langle \Delta(H_t, \rho_t) \rangle. \tag{6}$$

We will introduce several smooth manifolds of quantum states. A tangent vector at a state $\rho$ in such a manifold will typically be denoted by $\dot{\rho}$, and when we need to distinguish between different tangent vectors at $\rho$ we will index them with Latin letters. The manifolds will be equipped with Riemannian metrics. Following tradition, a Riemannian metric will be denoted by $g$ and the inner product of two tangent vectors $\dot{\rho}_a$ and $\dot{\rho}_b$ by $g(\dot{\rho}_a, \dot{\rho}_b)$. We write $\|\dot{\rho}\|_g$ for the size of $\dot{\rho}$, that is, $\|\dot{\rho}\|_g = \sqrt{g(\dot{\rho}, \dot{\rho})}$. By definition, the length of a curve of states $\rho_t$ is the integral of its speed $\|\dot{\rho}_t\|_g$, or equivalently the evolution time multiplied with the average speed,

$$\text{length}_g[\rho_t] = \int_{t_0}^{t_f} dt \|\dot{\rho}_t\|_g = \Delta t \|\dot{\rho}_t\|_g. \tag{7}$$

The geodesic distance between two states is the infimum of all the lengths of smooth curves that connect them,

$$\text{dist}_g(\rho_0, \rho_1) = \inf\{\text{length}_g[\rho_t] : \rho_{t_0} = \rho_0, \rho_{t_f} = \rho_1\}. \tag{8}$$

Finally, we will use the convention that the absolute value of an operator is defined as $|A| = \sqrt{A^* A}$. Moreover, all quantities are expressed in units such that $\hbar$ assumes the value 1.

B. The Mandelstam-Tamm QSL in a nutshell

Pure quantum states are represented by projectors with 1-dimensional support. The projective Hilbert space $P(\mathcal{H})$
We say that a QSL is tight if there is a Hamiltonian that

\[ g_{\text{FS}}(\rho_a, \rho_b) = \frac{1}{2} \text{tr}(\dot{\rho}_a \dot{\rho}_b) \]  

(9)
called the Fubini-Study metric.

Consider a closed system modeled on \( \mathcal{H} \) with Hamilto-
nian \( H_t \), and assume that the system’s state is pure. When
the system evolves, the state’s density operator traces a curve
\( \rho_t \) in \( P(\mathcal{H}) \). The square of the Fubini-Study speed of
\( \rho_t \) equals the energy variance:

\[ \|\dot{\rho}_t\|^2_{g_{\text{FS}}} = \frac{1}{2} \text{tr}((-i[H_t, \rho_t])^2) = \Delta^2(H_t, \rho_t). \]  

(10)

Hence, the length of \( \rho_t \) equals the evolution time multi-
plied by the average energy uncertainty,

\[ \text{length}_{\text{FS}}[\rho_t] = \Delta t \Delta E. \]  

(11)
The length of \( \rho_t \) is greater than or equal to the geodesic
distance between the initial state \( \rho_0 = \rho_{t_0} \) and the final
state \( \rho_1 = \rho_{t_1} \). This distance is

\[ \text{dist}_{\text{FS}}(\rho_0, \rho_1) = \arccos \sqrt{\text{tr}(\rho_0 \rho_1)}; \]  

(12)
see Section IV A. Thus, the evolution time is bounded from below by the geodesic distance divided by the average energy uncertainty,

\[ \Delta t \geq \frac{\arccos \sqrt{\text{tr}(\rho_0 \rho_1)}}{\Delta E}. \]  

(13)
The bound is the Mandelstam-Tamm QSL, which we hereafter denote by \( r_{\text{M-T}} \).

C. Extensions of the Mandelstam-Tamm QSL

In this paper we derive and compare extensions of the
Mandelstam-Tamm QSL to closed systems in mixed states. The extensions will all be of the form

\[ r_{\text{QSL}} = \frac{d(\rho_0, \rho_1)}{\Delta E}, \]  

(14)
where \( \rho_0 \) and \( \rho_1 \) represent the initial and the final state of
the system, respectively, and \( \Delta E \) is the average energy uncertainty along the evolution curve. The function \( d \) does not have to be a distance function. However, we require that \( d \) only takes pairs of density operators as an argument and that \( d(\rho_0, \rho_1) \) is the Fubini-Study geodesic distance between \( \rho_0 \) and \( \rho_1 \) if these represent pure states.

We will also discuss the tightness of the QSLs we derive. We say that a QSL is tight if there is a Hamiltonian that transforms the initial state to the final state in a time that coincides with the QSL. That the Mandelstam-Tamm QSL is tight follows from (11) and that every geodesic of the Fubini-Study metric is generated by a Hamiltonian.

III. EXTENSIONS OF THE MANDELSTAM-TAMM QSL FROM GEOMETRIES ON GRASSMANNIANS

When a quantum state evolves unitarily, its eigenvalue spectrum is kept intact, and its eigenspace projectors rotate without changing their rank. Each rotating project-
or traces a curve in a Grassmann manifold. Grassmann manifolds are the equivalents of the projective Hilbert space for higher-dimensional projectors. In this section we discuss some geometric properties of dynamical systems in Grassmann manifolds. We then use these properties to derive two extensions of the Mandelstam-Tamm QSL.

A. Speed and distance in Grassmannians

The Grassmann manifold \( G(n, \mathcal{H}) \) is the manifold of
projectors on \( \mathcal{H} \) having rank \( n \). We equip \( G(n, \mathcal{H}) \) with
the Riemannian metric

\[ g_{\text{G}}(P_a, P_b) = \frac{1}{2} \text{tr}(\dot{P}_a \dot{P}_b), \]  

(15)
henceforth referred to as the Grassmann metric. The square of the speed of a curve \( P_t \) in \( G(n, \mathcal{H}) \) generated by a Hamiltonian \( H_t \) is

\[ \|\dot{P}_t\|^2_{g_{\text{G}}} = \frac{1}{2} \text{tr}((-i[H_t, P_t])^2) \]  

(16)
\[ = \text{tr}(H_t^2 P_t) - \text{tr}(H_t P_t H_t P_t). \]

For reasons that will be explained in the next section, we write \( I(H_t, P_t) \) for the speed of \( P_t \) squared.

Assume that \( t \) ranges from \( t_0 \) to \( t_1 \), and let \( P_0 = P_{t_0} \)
and \( P_1 = P_{t_1} \). The length of \( P_t \) is equal to the duration of the evolution, \( \Delta t = t_1 - t_0 \), times the average value of the square root of \( I(H_t, P_t) \),

\[ \text{length}_{\text{G}}[P_t] = \Delta t (\sqrt{I(H_t, P_t)}). \]  

(17)
The length is greater than or equal to the geodesic distance
between the initial and final projector. In Appendix A
we show that this distance is

\[ \text{dist}_{\text{G}}(P_0, P_1) = \sqrt{\text{tr} \arccos^2 |P_0 P_1| - \frac{\pi^2}{4}(N - n)}. \]  

(18)
Edelman et al. [20] derived an equivalent formula for the
d geodesic distance using Stiefel frame bundles; see equation
(58) and Remark 1 in Section IV A.

B. Skew information

Wigner and Yanase [21] proposed the skew information

\[ I(A, \rho) = \text{tr}(A^2 \rho) - \text{tr}(A \sqrt{\rho} A \sqrt{\rho}) \]  

(19)
as a measure of the amount of information that a state \( \rho \) contains with respect to an observable \( A \). Interestingly,
These inequalities follow from the convexity of the squaring function, the triple sum in the third line equals \( \sum_{j=1}^{m} p_j \langle j; k | A | j; k \rangle^2 \), and the quadruple sum in the last line equals \( \text{tr}(A \sqrt{pA} \sqrt{p}) \).

The first inequality follows from the convexity of the squaring function, the triple sum in the third line equals \( \sum_{j=1}^{m} p_j \text{tr}(AP_jAP_j) \), and the quadruple sum in the last line equals \( \text{tr}(A \sqrt{pA} \sqrt{p}) \).

C. A quantum speed limit

Let \( \rho_t \) be the state of an evolving closed system with Hamiltonian \( H_t \). Write \( \sum_{j=1}^{m} p_j \hat{P}_{j;t} \) for the spectral decomposition of \( \rho_t \), and let \( \bar{m} = m \) if \( p_m \neq 0 \). The eigenspace projectors corresponding to the nonzero eigenvalues collectively form a curve

\[
P_t = (P_{1;t}, P_{2;t}, \ldots, P_{\bar{m};t})
\]

If the observable is the Hamiltonian of a closed system in a faithful state, the square root of twice the skew information equals the speed with which the state evolves according to a particular metric [22]. In Section V we show that under certain assumptions on the spectral width, this observation leads to a QSL similar to that of Mandelstam and Tamm.

Luo [23] pointed out that the skew information of a state relative to an observable never exceeds the variance of the observable, \( I(A, \rho) \leq \Delta^2(A, \rho) \). The two quantities agree for pure states, but for mixed states the skew information is strictly smaller than the variance. Here we refine this observation somewhat.

Define the skew information of a projector \( P \) relative to an observable \( A \) as

\[
I(A, P) = \text{tr}(A^2 P) - \text{tr}(APAP).
\]

Furthermore, for a density operator \( \rho \) with spectral decomposition \( \sum_{j=1}^{\infty} p_j P_j \) define \( J(A, \rho) \) as

\[
J(A, \rho) = \sum_{j=1}^{\infty} p_j I(A, P_j).
\]

This quantity is greater than the skew information of \( \rho \) but less than the variance of \( A \),

\[
I(A, \rho) \leq J(A, \rho) \leq \Delta^2(A, \rho).
\]

By equation (18) and the right estimate in (22),

\[
\| \hat{P}_t \|_{g_{X;0}}^2 = \sum_{j=1}^{\bar{m}} p_j \| \hat{P}_{j;t} \|_{g_{X;j}}^2 \leq J(H_t, \rho_t) \leq \Delta^2(H_t, \rho_t).
\]

Let \( g_{X;0} \) be the geodesic distance function associated with \( g_{X;j} \). Equation (28) implies that

\[
\text{dist}_{X;0}(P_{t_0}, P_{t_1}) \leq \Delta t \Delta E.
\]

Write \( P_{j;0} \) and \( P_{j;1} \) for \( P_{j;t_0} \) and \( P_{j;t_1} \), respectively, and let \( \text{dist}_{X;j}(P_{j;0}, P_{j;1}) \) be the geodesic distance between \( P_{j;0} \) and \( P_{j;1} \) relative to the metric \( g_{X;j} \). Since the Grassmann manifolds are complete, being compact, the geodesic distance in \( \prod_{j=1}^{\bar{m}} G(n_j, \H) \) satisfies the Pythagorean identity

\[
\text{dist}_{X;0}^2(P_{t_0}, P_{t_1}) = \sum_{j=1}^{\bar{m}} p_j \text{dist}_{X;j}^2(P_{j;0}, P_{j;1});
\]

see [24]. Equations (18), (29), and (30) yield

\[
\Delta t \geq \frac{1}{\Delta E} \sqrt{\sum_{j=1}^{\bar{m}} p_j \left( \text{arccos}^2 |P_{j;0}P_{j;1}| - \frac{\pi^2}{4} (N - n_j) \right)}.
\]

The expression on the right is our first QSL, which we call the Grassmann QSL and denote by \( \tau_G \). For systems in pure states, \( \tau_G = \tau_{\text{MT}} \). Thus, \( \tau_G \) extends the Mandelstam-Tamm QSL. Notice that we can let the upper limit of the sum be \( \bar{m} \) also in those cases where \( \bar{m} = m - 1 \).

\[2\] Recall that the \( p_j \)s denote the different eigenvalues of \( \rho_t \) and that these are organized in descending order of magnitude.
Example 1. Two mixed states are fully distinguishable if and only if they have orthogonal supports. According to (31), the time it takes to unitarily transform a mixed state into a fully distinguishable state is bounded from below by $\pi/2\Delta E$. This bound is tight.

Example 2. Assume that $\rho_0$ and $\rho_1$ are isospectral and nondegenerate. Let
\begin{align}
\rho_0 &= \sum_{j=1}^{N} p_j |u_j\rangle \langle u_j|, \quad (32) \\
\rho_1 &= \sum_{j=1}^{N} p_j |v_j\rangle \langle v_j|, \quad (33)
\end{align}
be their spectral decompositions. Then
\begin{align}
\tau_\sigma = \frac{1}{\Delta E} \sqrt{\sum_{j=1}^{N} p_j \arccos^2 \langle u_j | v_j \rangle}. \quad (34)
\end{align}

Example 3. Suppose that $\rho_0$ and $\rho_1$ in Example 2 commute. Then there is a permutation $\sigma$ of $\{1, 2, \ldots, N\}$ such that $|v_j\rangle \langle v_j| = |u_{\sigma(j)}\rangle \langle u_{\sigma(j)}|$. Consequently,
\begin{align}
|\langle u_j | v_j \rangle| = \begin{cases} 
1 & \text{if } \sigma(j) = j, \\
0 & \text{if } \sigma(j) \neq j. 
\end{cases} \quad (35)
\end{align}

In this case, the Grassmann QSL reduces to
\begin{align}
\tau_\sigma = \frac{\pi}{2 \Delta E} \sqrt{\sum_{j \neq \sigma(j)} p_j}. \quad (36)
\end{align}

The following example shows that the QSL in equation (36) is tight if $\sigma$ is an involution, that is, a permutation whose square is the trivial permutation.

Example 4. Every permutation of a finite set decomposes uniquely into a product of disjoint cycles; see [25]. A permutation is an involution if and only if the permutation has cycles of length at most 2.

Let $\rho_0$, $\rho_1$, and $\sigma$ be as in Example 3, and assume that $\sigma$ is an involution. Then there is a Hamiltonian which transforms $\rho_0$ into $\rho_1$ in the time $\Delta t = \tau_\sigma$ and, hence, $\tau_\sigma$ in equation (36) is tight. For example, the Hamiltonian
\begin{align}
H = i \sum_{j \neq \sigma(j)} \left( |u_{\sigma(j)}\rangle \langle u_j| - |u_j\rangle \langle u_{\sigma(j)}| \right) \quad (37)
\end{align}
transforms $\rho_0$ into $\rho_1$ in the time $\Delta t = \pi/2$. The uncertainty of $H$ is conserved, the expectation value of $H$ vanishes, and the second moment of $H$ is
\begin{align}
\text{tr}(H^2 \rho_0) = \sum_{j=1}^{N} p_j \langle u_j| H^2 |u_j\rangle = \sum_{j \neq \sigma(j)} p_j. \quad (38)
\end{align}
Thus, $\Delta t$ equals $\tau_\sigma$ given by (36).

The Grassmann distance between two projectors is the same as the Grassmann distance between their complementary projectors,
\begin{align}
\text{dist}_C(P_0, P_1) = \text{dist}_C(1 - P_0, 1 - P_1). \quad (39)
\end{align}

This follows immediately from the fact that if $P_i$ is a curve of projectors of rank $n$, then $1 - P_i$ is a curve of projectors of rank $N - n$ having the same speed, and hence the same length, as $P_i$. The next example is a consequence of (39).

Example 5. If the spectrum of the initial state consists of only two different eigenvalues, the Grassmann QSL is tight. To see this let
\begin{align}
\rho_0 &= p_1 P_{1;0} + p_2 P_{2;0}, \\
\rho_1 &= p_1 P_{1;1} + p_2 P_{2;1},
\end{align}
be the spectral decompositions of the initial and the final state, and let $H$ be a time-independent Hamiltonian which is parallel at $P_{1;0}$ and which transforms $P_{1;0}$ to $P_{1;1}$ along a shortest geodesic in the time $\Delta t = t_1 - t_0 = 1$; see Appendix A. Then, by equations (30), (39), and (A8),
\begin{align}
\text{dist}^2_\times(P_{1;0}, P_{t_1}) = (p_1 + p_2) \text{dist}^2_\times(P_{1;0}, P_{1;1}) \quad (40)
\end{align}
be a second application of equation (A8) yields
\begin{align}
\Delta^2 E = p_1 \text{tr}(H^2 P_{1;0}) + p_2 \text{tr}(H^2 P_{2;0})
\end{align}
\begin{align}
= (p_1 - p_2) \text{tr}(H^2 P_{1;0}) + p_2 \text{tr}(H^2) \quad (43)
\end{align}
\begin{align}
= (p_1 + p_2) \text{tr}(H^2 P_{1;0}).
\end{align}

This shows that the Grassmann QSL is tight.

The last example in this section shows that if the spectrum of the initial state consists of three or more eigenvalues, the Grassmann QSL need not be tight.

Example 6. Assume that $N = 3$ and let $\rho_0$, $\rho_1$, and $\sigma$ be as in Example 3, with $\sigma$ being the permutation $(1, 2, 3)$:
\begin{align}
\rho_0 &= p_1 |u_1\rangle \langle u_1| + p_2 |u_2\rangle \langle u_2| + p_3 |u_3\rangle \langle u_3|, \\
\rho_1 &= p_1 |u_2\rangle \langle u_2| + p_2 |u_3\rangle \langle u_3| + p_3 |u_1\rangle \langle u_1|.
\end{align}
Contrary to what we are going to show, assume that the Grassmann QSL is tight, and let $H_t$ be a Hamiltonian that transforms $\rho_0$ into $\rho_1$ in the time $\Delta t = t_1 - t_0 = \tau_\sigma$. Let $\rho_t$ represent the evolving state, write $\sum_{j=1}^{3} \tau_{\sigma,j} P_{t,j}$ for the spectral decomposition of $\rho_t$, and without loss of generality assume that $H_t$ is such that $P_{\sigma,j} H_t P_{\sigma,j} = 0$ for every $j$, that is, assume that $H_t$ is parallel transporting in the sense of Section VI C. Since the Grassmann QSL is saturated, the curve of eigenspace projectors $P_t$ is a shortest curve between $P_{t_0}$ and $P_{t_1}$ in $\prod_{j=1}^{3} P(H)$. Consequently, each $P_{t,j}$ is a shortest curve between $|u_j\rangle \langle u_j|$ and $|u_{\sigma(j)}\rangle \langle u_{\sigma(j)}|$ in $P(H)$; see [24].

Write $P_{t,j} = |u_{j,t}\rangle \langle u_{j,t}|$, where $|u_{j,t}\rangle = -iH_t |u_{j,t}\rangle$ and $|u_{j,t_0}\rangle = |u_j\rangle$. As is shown in [13], each $|u_{j,t}\rangle$ traces a curve in the linear span of $|u_j\rangle$ and $|u_{\sigma(j)}\rangle$,
\begin{align}
|u_{j,t}\rangle = \alpha_{j,t} |u_j\rangle + \beta_{j,t} |u_{\sigma(j)}\rangle. \quad (46)
\end{align}
We thus have that

$$\langle u_{\sigma \tau}(j)|H_t|u_{\sigma \tau}(j)\rangle = i\langle u_{\sigma \tau}(j)|\dot{u}_{\sigma \tau}(t)\rangle = 0. \quad (47)$$

We thus have that

\begin{align*}
\alpha_{1,t}(u_3|H_t|u_1) + \beta_{1,t}(u_3|H_t|u_2) &= 0, \\
\alpha_{2,t}(u_1|H_t|u_2) + \beta_{2,t}(u_1|H_t|u_3) &= 0, \\
\alpha_{3,t}(u_2|H_t|u_3) + \beta_{3,t}(u_2|H_t|u_1) &= 0.
\end{align*}

(48)-(50)

(51)-(53)

But these inequalities are contradictory. Consequently, \(\langle u_{\sigma \tau}(j)|H_t|u_j\rangle = 0\) for some \(j\). Then \(\langle u_{\sigma \tau}(j)|H_t|u_j\rangle = 0\) for all \(j\) according to (48)-(50). Furthermore, since \(H_t\) is parallel transporting,

$$|\alpha_{j,t}|^2(u_j|H_t|u_j) + |\beta_{j,t}|^2(u_{\sigma \tau}(j)|H_t|u_{\sigma \tau}(j)) = 0. \quad (54)$$

From this and \(H_t\) being nonzero for \(t\) near \(t_0\) follow that

$$|\langle u_1|H_t|u_1\rangle| < |\langle u_2|H_t|u_2\rangle|, \quad (55)$$

$$|\langle u_2|H_t|u_2\rangle| < |\langle u_3|H_t|u_3\rangle|, \quad (56)$$

$$|\langle u_3|H_t|u_3\rangle| < |\langle u_1|H_t|u_1\rangle|. \quad (57)$$

These inequalities are contradictory. We conclude that the Grassmann QSL is not tight.

**D. Another quantum speed limit**

Another extension of the Mandelstam-Tamm QSL can be derived using the Plücker embedding. This QSL is weaker than the Grassmann QSL but has the advantage of often being easier to calculate.

A frame for a projector of rank \(n\) is a row matrix of \(n\) pairwise orthogonal unit vectors spanning the projector's support. If \(F\) is a frame for \(P\), then \(P = FF^\dagger\). And if \(F_0\) and \(F_1\) are frames for \(P_0\) and \(P_1\), the Grassmann geodesic distance between \(P_0\) and \(P_1\) can be written as

$$\text{dist}_G(P_0, P_1) = \sqrt{\text{tr} \arccos^2 |F_0^\dagger F_1|}. \quad (58)$$

The Plücker embedding is an embedding of the Grassmannian \(G(n, H)\) in the projective space over the \(n\)-fold alternating product \(\wedge^n H\); see [26]. The Plücker embedding identifies a projector \(P\) with \(|F\rangle\langle F|\), where \(F\) is any frame for \(P\) and \(|F\rangle\langle F|\) is the alternating product of the vectors in \(F\). The alternating product \(\wedge^n H\) is a Hilbert space with the Hermitian inner product specified by the requirement that for any two frames, \(\langle F_0|F_1\rangle = \det F_0^\dagger F_1\). We equip the projective space \(P(\wedge^n H)\) with the Fubini-Study metric. In Appendix B we show that the Plücker embedding is an isometry. From this follows that the Grassmann distance between any two projectors is greater than the corresponding Fubini-Study distance,

$$\text{dist}_G(P_0, P_1) \geq \text{dist}_{FS}(P_0, P_1). \quad (59)$$

According to equation (12), the Fubini-Study distance between \(P_0\) and \(P_1\) is

$$\text{dist}_{FS}(P_0, P_1) = \arccos |\det F_0^\dagger F_1|. \quad (60)$$

Consider the curve in (25) formed by the eigenspace projectors of \(\rho_t\) corresponding to the nonzero eigenvalues. Let \(F_{j,0}\) and \(F_{j,1}\) be any frames for \(P_{j,0} = P_{j,0}\) and \(P_{j,1} = P_{j,1}\), respectively. By (29), (30), (59), and (60),

$$\Delta t \geq \frac{1}{\Delta E} \sqrt{\sum_{j=1}^{m} p_j \arccos^2 |\det F_{j,0}^\dagger F_{j,1}|}. \quad (61)$$

The expression on the right is our second QSL, denoted by \(\tau_{FS}\). For pure states it coincides with the Mandelstam-Tamm QSL. Since the Grassmann distance is greater than the Fubini-Study distance, \(\tau_{FS}\) is weaker than \(\tau_G\). In general, however, \(\tau_{FS}\) is easier to calculate.

**Example 7.** For systems in nondegenerate states, \(\tau_G\) and \(\tau_{FS}\) agree; cf. Example 2. However, this is not the case in general. To see this let \(\rho_0\) and \(\rho_1\) be isospectral states with spectral decompositions

$$\rho_0 = \sum_{j=1}^{m} p_j |P_{j,0}\rangle \langle P_{j,0}|, \quad (62)$$

$$\rho_1 = \sum_{j=1}^{m} p_j |P_{j,1}\rangle \langle P_{j,1}|. \quad (63)$$

For each \(j\) let \(F_{j,0}\) and \(F_{j,1}\) be frames for \(P_{j,0}\) and \(P_{j,1}\), respectively, and let \(s_{j,1}, s_{j,2}, \ldots, s_{j,n_j}\) be the singular values of \(F_{j,0}^\dagger F_{j,1}\). Then

$$\tau_G = \frac{1}{\Delta E} \sqrt{\sum_{j=1}^{m} \sum_{k=1}^{n} p_j \arccos^2 s_{jk}}, \quad (64)$$

$$\tau_{FS} = \frac{1}{\Delta E} \sqrt{\sum_{j=1}^{m} p_j \arccos^2(s_{j,1}s_{j,2} \cdots s_{j,n_j})}. \quad (65)$$

Since \(\arccos^2 x + \arccos^2 y \geq \arccos^2(xy)\) for \(0 \leq x, y \leq 1\), with strict inequality unless \(x = 1\) or \(y = 1\), we have that

$$\sum_{k=1}^{n_j} \arccos^2 s_{jk} \geq \arccos^2(s_{j,1}s_{j,2} \cdots s_{j,n_j}) \quad (66)$$
with strict inequality unless all but possibly one singular value equals 1. The singular values that equal 1 correspond to orthogonal directions in the intersection of the supports of \( P_{j;0} \) and \( P_{j;1} \). Thus, if for some nonzero \( p_j \) the intersection of the supports of \( P_{j;0} \) and \( P_{j;1} \) has a dimension less than \( n_j - 1 \), then \( \tau_c > \tau_{gs} \).

**IV. THE UHLemann QSL**

When we derived the formula (18) for the Grassmann geodesic distance, see Appendix A, we embedded the Grassmannian in the manifold of Hermitian operators and used techniques available in subRiemannian geometry. Anandan and Aharonov [3], on the other hand, did not consider the projective Hilbert space to be a submanifold of the Hermitian operators when deriving the Mandelstam-Tamm QSL. Instead they defined the Uhlmann-Study metric as a projection of a spherical metric via the Hopf bundle and employed techniques from the geometry of principal fiber bundles. Inspired by [3], Uhlmann [7–10] generalized the Hopf bundle to a fiber bundle over the manifold of faithful states. Uhlmann [6] then derived one of the most widely used extensions of the Mandelstam-Tamm QSL.

In this section we first repeat the definition of the generalized Hopf bundle. We then take a closer look at Uhlmann’s generalization of the Hopf bundle, and we derive Uhlmann’s QSL in a slightly different way than Uhlmann did. Unlike Uhlmann’s, our derivation does not rely on the initial state being faithful.3,4 We finish with a discussion on the tightness of the Uhlmann QSL.

**A. The Hopf bundle**

Let \( W(1, \mathcal{H}) \) be the sphere of unit vectors in \( \mathcal{H} \) equipped with the metric induced from the real part of the Hermitian product on \( \mathcal{H} \). The projection \( \varphi_1(\psi) = |\psi\rangle\langle \psi| \) from \( W(1, \mathcal{H}) \) onto the projective Hilbert space \( P(\mathcal{H}) \) is a principal fiber bundle called the Hopf bundle. The symmetry group is \( U(1) \), whose action on the fibers of \( \varphi_1 \) is \( e^{i\theta} \cdot |\psi\rangle = |\psi\rangle e^{i\theta} \).

The vertical bundle of \( \varphi_1 \) is the kernel bundle of the differential of \( \varphi_1 \). We take the horizontal bundle to be the orthogonal complement of the vertical bundle. The horizontal bundle is the kernel bundle of the \( u(1) \)-valued Berry connection \( A_\theta |\psi\rangle = \langle \psi| e^{i\theta} \).

Since the symmetry group of \( \varphi_1 \) acts by isometries, we can project the metric on \( W(1, \mathcal{H}) \) to a metric \( g \) on \( P(\mathcal{H}) \).

This metric is the Fubini-Study metric (9). To see this, let \( \hat{\rho} \) be any tangent vector at \( \rho \) in \( P(\mathcal{H}) \), let \( |\psi\rangle \) be any vector in the fiber over \( \rho \), and let \( |\hat{\psi}\rangle \) be a lift of \( \hat{\rho} \) to \( |\psi\rangle \).

\[
g(\hat{\rho}, \hat{\rho}) = \langle \hat{\psi} | \hat{\rho} | \hat{\psi} \rangle = \langle \hat{\psi} | \hat{\rho} | \hat{\psi} \rangle - \langle \hat{\psi} | \hat{\psi} \rangle = (67)
\]

Using that \( \hat{\rho} = |\hat{\psi}\rangle\langle \hat{\psi}| + |\psi\rangle\langle \psi| \) and that \( \langle \hat{\psi}| \hat{\psi} \rangle \) is imaginary, the right-hand side of equation (67) is easily identified as \( \text{tr}(\hat{\rho}^2)/2 \); thus, \( g = g_{gs} \). If \( \hat{\rho} = -i[H, \rho] \), and we choose \( |\psi\rangle = -iH|\psi\rangle \), we recover the key observation (10).

The projection \( \varphi_1 \) preserves the length of horizontal curves, and a curve in \( P(\mathcal{H}) \) is a geodesic if and only if its horizontal lifts are geodesics in \( W(1, \mathcal{H}) \); see [27]. By definition, the Fubini-Study geodesic distance between two pure states equals the length of a shortest curve connecting the two states. This distance equals the length of a shortest curve in \( W(1, \mathcal{H}) \) connecting the fibers over the two states. Such a curve is a horizontal geodesic, possibly after a reparameterization [27]. Spherical geometry tells us that geodesics in \( W(1, \mathcal{H}) \) are great arcs and that the length of the great arc in \( W(1, \mathcal{H}) \) connecting \( \langle \psi_0| \psi_1 \rangle \) is arccos \( \frac{\langle \psi_0| \psi_1 \rangle}{\sqrt{\langle \psi_0| \psi_0 \rangle \langle \psi_1| \psi_1 \rangle}} \).

This is the Fubini-Study distance (12).

**Remark 1.** The Hopf bundle can be generalized to a bundle over \( G(n, \mathcal{H}) \) for a general \( n \). The generalization is called the Stiefel bundle of \( n \)-frames. Edelman et al. [20] used Stiefel bundles to derive the formula (58) for the Grassmann distance.

**B. Preparation for the Uhlmann bundle**

Before we define the Uhlmann bundle we need to introduce some more notation. Let \( n \) be a positive integer not greater than the dimension of \( \mathcal{H} \). Fix an \( n \)-dimensional subpace \( \mathcal{H}^n \) of \( \mathcal{H} \), and let \( B(n, \mathcal{H}) \) be the space of linear operators from \( \mathcal{H}^n \) to \( \mathcal{H} \) equipped with the Hilbert-Schmidt Hermitian product, \( \langle B_0| B_1 \rangle = \text{tr}(B_0^* B_1) \).5 The space \( B(n, \mathcal{H}) \) is a parallelizable manifold whose tangent spaces can be canonically identified with \( B(n, \mathcal{H}) \) regarded as a real vector space. We equip \( B(n, \mathcal{H}) \) with the translation-invariant metric \( g_{hs} \) that agrees with the real part of the Hilbert-Schmidt product at the origin,

\[
g_{hs}(\hat{B}_a, \hat{B}_b) = \frac{1}{2} \text{tr}(\hat{B}_a^* \hat{B}_b + \hat{B}_b^* \hat{B}_a).
\]

\[\text{5} \quad \text{No result will depend on the choice of subspace } \mathcal{H}^n.\]
The Uhlmann bundle is a principal fiber bundle over the space of density operators on $\mathcal{H}$ of rank $n$. We denote this space by $S(n, \mathcal{H})$. The space $S(n, \mathcal{H})$ is a non-compact manifold if $n > 1$, and equals $P(\mathcal{H})$ if $n = 1$. The total space of the Uhlmann bundle is $W(n, \mathcal{H})$, consisting of all operators $W$ in $B(n, \mathcal{H})$ such that $W^\dagger W$ has rank $n$ and unit trace. The symmetry group is the Lie group $U(n)$ of unitary operators on $\mathcal{H}^n$. The symmetry group acts on $W(n, \mathcal{H})$ from the right by operator composition. The Lie algebra of $U(n)$ is the Lie algebra $\mathfrak{u}(n)$ of skew-Hermitian operators on $\mathcal{H}^n$.

**C. The Uhlmann bundle**

The Uhlmann bundle is the $U(n)$-principal bundle $\varphi_n$ from $W(n, \mathcal{H})$ onto $S(n, \mathcal{H})$ defined as $\varphi_n(W) = WW^\dagger$. The Uhlmann bundle is a generalization of the Hopf bundle, which we recover for $n = 1$. Following Uhlmann we call the elements of $W(n, \mathcal{H})$ amplitudes for the density operators in $S(n, \mathcal{H})$.

The vertical bundle is the bundle of kernels of the differential of $\varphi_n$. That a tangent vector $\dot{W}$ at $W$ is vertical is equivalent to $\dot{W}W^\dagger + WW^\dagger = 0$. We equip $W(n, \mathcal{H})$ with the restriction $g_\varphi$ of the metric $g_\rho$, and we define the horizontal bundle as the orthogonal complement of the vertical bundle with respect to $g_\varphi$. The vertical space at $W$ consists of all operators of the form $WX$ where $X$ belongs to $\mathfrak{u}(n)$, and the Uhlmann connection form is the $\mathfrak{u}(n)$-valued 1-form $\mathcal{A}_\rho$ defined by the assumption that for every tangent vector $\dot{W}$ at $W$, the vector $W\mathcal{A}_\rho(W)$ is the vertical projection of $\dot{W}$. Hübner [28] derived an explicit formula for Uhlmann’s connection form. We will not need this formula here.

By definition, a tangent vector $\dot{W}$ at $W$ is horizontal if $g_\varphi(\dot{W}, WX) = 0$ for every skew-Hermitian operator $X$ on $\mathcal{H}^n$. This condition is equivalent to

$$W^\dagger W = W^\dagger \dot{W}. \quad (70)$$

Since the symmetry group acts by isometries on $W(n, \mathcal{H})$, we can project $\rho_\omega$ to a metric $g_\rho$ on $S(n, \mathcal{H})$. The metric $g_\rho$ is defined as follows. Suppose that $\dot{\rho}_0$ and $\dot{\rho}_1$ are tangent vectors at $\rho$. Pick any amplitude $W$ of $\rho$ and let $W_0$ and $W_1$ be the horizontal lifts of $\dot{\rho}_0$ and $\dot{\rho}_1$ at $W$. Then

$$g_\rho(\dot{\rho}_0, \dot{\rho}_1) = g_\rho(W_0, W_1).$$

The metric $g_\rho$ is known as the Bures metric [29]. See also [30, 31]. The Bures metric is proportional to the quantum Fisher information; see Remark 2 below. The geodesic distance function associated with the Bures metric is called the Bures angle. \(^6\)

**D. Uhlmann’s energy dispersion estimate**

Consider a curve of density operators $\rho_t$ in $S(n, \mathcal{H})$. Let $W_t$ be a lift of $\rho_t$, and let $X_t = \mathcal{A}_\rho(W_t)$. Then

$$\|\dot{\rho}_t\|_{g_\rho}^2 = \|W_t\|_{g_\rho}^2 - \|W_tX_t\|_{g_\rho}^2. \quad (71)$$

If $\rho_t$ is generated by $H_t$, then $W_t$ can be chosen such that $W_t = -iH_tW_t$. The expectation value of $H_t$ at $\rho_t$ equals the magnitude of the orthogonal projection of $W_tX_t$ on the vertical unit field $-iW_t$:

$$\text{tr}(H_t\rho_t) = g_\rho(-iW_t, -iH_tW_t) = g_\rho(-iW_t, W_tX_t). \quad (72)$$

Write $W_tY_t$ for the orthogonal projection of $W_tX_t$ on the hyperplane perpendicular to $-iW_t$ in the vertical space at $W_t$. By (72), the magnitude of $W_tY_t$ squared is

$$\|W_tY_t\|_{g_\rho}^2 = \|W_tX_t\|_{g_\rho}^2 - \text{tr}(H_t^2\rho_t)^2. \quad (73)$$

From this observation follows that

$$\|\dot{\rho}_t\|_{g_\rho}^2 = \|W_t\|_{g_\rho}^2 - \|W_tX_t\|_{g_\rho}^2 = \|W_tX_t\|_{g_\rho}^2 - \text{tr}(H_t^2\rho_t) = \|W_tY_t\|_{g_\rho}^2. \quad (74)$$

The size of $W_tY_t$ thus determines how much the speed of $\rho_t$ deviates from the energy uncertainty. For $n = 1$, the vertical bundle is 1-dimensional and, hence, $W_tY_t = 0$. This observation explains equation (10) geometrically. At the same time, (74) indicates that equation (10) seldom holds for the Bures metric if the state is mixed. We will return to this issue in Section IVF.

According to equation (74), the square of the Bures speed is less than or equal to the energy variance. Consequently, $\Delta t \Delta E$ is greater than or equal to the Bures angle between $\rho_0$ and $\rho_1$. The inequality

$$\Delta t \Delta E \geq \angle_b(\rho_0, \rho_1) \quad (75)$$

is the Uhlmann energy dispersion estimate [6]. Unlike Uhlmann’s, the derivation above does not rely on the assumption that the initial state is faithful. See also [32, 33] for alternative derivations of the estimate (75).

**E. The Bures angle**

The amplitude space $W(n, \mathcal{H})$ is an open and dense subset of the unit sphere in $B(n, \mathcal{H})$. Hence, geodesics in $W(n, \mathcal{H})$ are great spherical arcs. Bures geodesics lift to horizontal great arcs, and a shortest geodesic between $\rho_0$ and $\rho_1$ lifts to a shortest great arc connecting the fibers over $\rho_0$ and $\rho_1$. The spherical distance between any two amplitudes $W_0$ and $W_1$ in the fibers over $\rho_0$ and $\rho_1$ is $\text{arccos} \Re \text{tr}(W_0^\dagger W_1)$. Consequently,

$$\angle_b(\rho_0, \rho_1) = \min_{U \in U(n)} \text{arccos} \Re \text{tr}(W_0^\dagger W_1) \quad (76)$$

$$= \text{arccos} \left( \max_{U \in U(n)} \Re \text{tr}(W_0^\dagger W_1) \right)$$

$$= \text{arccos} \left| W_0^\dagger W_1 \right|. \quad (76)$$

\(^6\) The Bures angle should not be confused with the Bures distance which is the geodesic distance associated with $g_\rho$’s extension to the space of positive operators on $\mathcal{H}$. 

This calculation generalizes that in equation (68). The last identity is well known [34], but for convenience we have included a proof in Appendix C. There we also show that \( \text{tr} |W_t^h W_t| = \text{tr} |\sqrt{\rho_0} \sqrt{\rho_1}| \). The quantity \( \text{tr} |\sqrt{\rho_0} \sqrt{\rho_1}| \) is the square root of the fidelity between \( \rho_0 \) and \( \rho_1 \); see [35].

We can rewrite Uhlmann’s dispersion estimate as

\[
\Delta t \geq \frac{\text{arccos} |\sqrt{\rho_0} \sqrt{\rho_1}|}{\Delta E}. \tag{77}
\]

The expression on the right is the Uhlmann QSL, which we denote by \( \tau_e \). The Uhlmann QSL is one of the most widely used extensions of the Mandelstam-Tamm QSL. In the next section we investigate its tightness.

**Example 8.** Assume, as in Example 3, that \( \rho_0 \) and \( \rho_1 \) are isospectral, commuting, and nondegenerate mixed states with spectral decompositions

\[
\rho_0 = \sum_{j=1}^{N} p_j |u_j\rangle\langle u_j|, \tag{78}
\]

\[
\rho_1 = \sum_{j=1}^{N} p_{\sigma(j)} |u_j\rangle\langle u_j|. \tag{79}
\]

Then

\[
\tau_e = \frac{1}{\Delta E} \text{arccos} \left( \sum_{j=1}^{N} \sqrt{p_j p_{\sigma(j)}} \right), \tag{80}
\]

\[
\tau_\sigma = \frac{\pi}{2\Delta E} \sqrt{\sum_{j \neq \sigma(j)} p_j}. \tag{81}
\]

Using that \( \text{arccos}^2 x \leq \pi^2 (1 - x)/4 \) for \( 0 \leq x \leq 1 \), with strict inequality for \( 0 < x < 1 \), we get that

\[
\text{arccos}^2 \left( \sum_{j=1}^{N} \sqrt{p_j p_{\sigma(j)}} \right) \leq \frac{\pi^2}{4} \left( 1 - \sum_{j=1}^{N} \sqrt{p_j p_{\sigma(j)}} \right)
\]

\[
= \frac{\pi^2}{4} \sum_{j \neq \sigma(j)} (p_j - \sqrt{p_j p_{\sigma(j)}}) \tag{82}
\]

\[
\leq \frac{\pi^2}{4} \sum_{j \neq \sigma(j)} p_j.
\]

Since the states are assumed to be mixed, that is, have a rank greater than two and, nondegenerate, the first or the last inequality is strict. Consequently, \( \tau_\sigma > \tau_e \).

In the next section we will prove that \( \tau_e \) is never tight for systems in faithful states. As we saw in Example 4, this is not the case for \( \tau_\sigma \); there are faithful states that can be transformed one into the other in such a way that \( \tau_\sigma \) equals the evolution time.

**F. On the tightness of the Uhlmann QSL**

Let \( \rho_t \), \( W_t \), and \( X_t \) be as in Section IV D. The curve \( W_t \) can be adjusted fiberwise to a horizontal lift of \( \rho_t \):

\[
W_t^h = W_t \text{Exp} \left( -\int_{t_0}^{t_1} dt \right). \tag{83}
\]

The “T” preceding the exponential is the positive time-ordering operator. That \( W_t^h \) satisfies the horizontality condition (70) is equivalent to

\[
W_t^h W_t - W_t^h W_t = \{ X_t, W_t^h W_t \}, \tag{84}
\]

where \( \{ \cdot, \cdot \} \) is the anti-commutator. Moreover, the Bures speed of \( \rho_t \) is \( \| \dot{\rho}_t \|_{\text{Bures}} = \| W_t^h \|_{\text{Bures}} \).

Equation (74) shows that a necessary condition for the estimate (75) to be an identity is that \( W_t X_t \) is proportional to \( -iW_t \). That is, \( X_t = -i\alpha_t \mathbb{I} \) for some real-valued \( \alpha_t \). If such is the case, equation (84) reduces to

\[
W_t^h H_t W_t = \alpha_t W_t^h W_t. \tag{85}
\]

Since \( W_t \) defines a bijection between \( \mathcal{H}^n \) and the support of \( \rho_t \), equation (85) implies that if \( \Pi_t \) is the projector onto the support of \( \rho_t \), then

\[
\Pi_t H_t \Pi_t = \alpha_t \Pi_t. \tag{86}
\]

This shows that for systems in a faithful state, in which case \( \Pi_t \) is the identity operator, the Uhlmann QSL is not tight. Below we will derive a more general result covering systems in faithful states as a special case.

Next we consider systems for which the state’s rank is at most half of the dimension of the Hilbert space. For such systems there are Hamiltonians generating Bures geodesics. To see this, let \( \Pi_0 \) be the orthogonal projection onto the support of \( \rho_0 \), and take any time-independent Hamiltonian \( H \) satisfying the two conditions

\[
\Pi_0 H \Pi_0 + (\mathbb{I} - \Pi_0) H (\mathbb{I} - \Pi_0) = 0, \tag{87}
\]

\[
\Pi_0 H (\mathbb{I} - \Pi_0) H \Pi_0 = \beta \Pi_0, \tag{88}
\]

where \( \beta \) is some positive real number. Consider \( \rho_t \) generated by \( H \) and extending from \( \rho_0 \), and let \( W_t \) be a lift of \( \rho_t \) such that \( \dot{W}_t = -iH W_t \). Since the support of \( W_0 \) is the same as that of \( \rho_0 \), condition (87) ensures that \( W_t \) is horizontal:

\[
\dot{W}_t^h W_t - W_t^h \dot{W}_t = 2iW_t^h H W_t
\]

\[
= 2iW_t^h H W_0
\]

\[
= 2iW_0^h \Pi_0 H \Pi_0 W_0 \tag{89}
\]

\[
= -2iW_0^h (\mathbb{I} - \Pi_0) H (\mathbb{I} - \Pi_0) W_0
\]

\[
= 0.
\]

By (74), the Bures speed of \( \rho_t \) equals the energy uncertainty. Furthermore, conditions (87) and (88) together
ensure that $W_t$ is a great arc and, hence, that $\rho_t$ is a geodesic. To see this, first note that
\begin{equation}
H^2 = (\Pi_0 H (\mathbb{1} - \Pi_0) + (\mathbb{1} - \Pi_0) H \Pi_0)^2
= \beta \Pi_0 + (\mathbb{1} - \Pi_0) H \Pi_0 H (\mathbb{1} - \Pi_0).
\end{equation}
Then, if $U_t$ is the time-evolution operator of $H$, we have
\begin{align*}
\dot{W}_t &= -H^2 W_t \\
&= -U_t H^2 W_0 \\
&= -U_t (\beta \Pi_0 + (\mathbb{1} - \Pi_0) H \Pi_0 H (\mathbb{1} - \Pi_0)) W_0 \\
&= -U_t \beta \Pi_0 W_0 \\
&= -\beta W_t.
\end{align*}
Since geodesics are local length minimizers, the Uhlmann dispersion estimate (75) is saturated for small evolution time intervals. Note, however, that this does not mean that Uhlmann’s QSL is tight if only the geodesic distance between initial and final state is small enough; we have only shown that $\tau_t$ is tight for some nearby states.

If $\rho_0$’s rank is strictly greater than half of the dimension of $\mathcal{H}$, condition (88) cannot be fulfilled; there are no Hermitian operators and positive $\beta$ for which (88) holds. Next we show that if by assumption $H_t$ generates a locally shortest curve in $S(n, \mathcal{H})$ having a speed equal to the energy uncertainty, then $H_t$ has to satisfy the impossible condition in (88), possibly after some legitimate modification. This contradiction lets us conclude that the Uhlmann QSL is not tight even for short time intervals.

Assume that $H_t$ generates a locally shortest curve $\rho_t$ having a Bures speed equal to the energy uncertainty. In Appendix D we show how to modify $H_t$ so that $\rho_t$ becomes reparameterized to a geodesic and $W_t$ becomes reparameterized and fiberwise adjusted to a horizontal geodesic. Assuming this, the extrinsic acceleration $\dot{W}_t$, that is, $W_t$’s covariant derivative as a curve in $B(n, \mathcal{H})$, is parallel to $W_t$. This is equivalent to
\begin{equation}
\dot{H}_t W_t + H_t^2 W_t = \beta_t W_t
\end{equation}
for some real-valued $\beta_t$. Let $\Pi_t$ be the projection onto the support of $\rho_t$. According to the second paragraph in the current section, $\Pi_t H \Pi_t = 0$. But then also $\Pi_t H_t \Pi_t = 0$. The amplitude $W_t$ has the same support as $\rho_t$. Hence $W_t = \Pi_t W_t$. From (92) follows that
\begin{equation}
\beta_t \Pi_t W_t = \dot{H}_t \Pi_t W_t + H_t^2 \Pi_t W_t
= \Pi_t H_t^2 \Pi_t W_t,
\end{equation}
which implies that
\begin{equation}
\beta_t \Pi_t = \Pi_t H_t^2 \Pi_t \\
= \Pi_t H_t (\mathbb{1} - \Pi_t) H_t \Pi_t.
\end{equation}
This equation can be satisfied only if $\beta_t = 0$. But then $H_t$ commutes with $\rho_t$, implying that $\rho_t$ is stationary.

The discussion above raises the question of whether there is a metric such that the speed of a curve generated by a Hamiltonian is equal to the energy uncertainty, regardless of the state’s rank. We will prove in Section VI that the answer is “No.” However, we will also construct a metric that provides the tightest general extension of the Mandelstam-Tamm QSL.

Remark 2. Fröewis [36] suggested replacing the energy uncertainty with the quantum Fisher information
\begin{equation}
\mathcal{F}(H, \rho) = 2 \sum_{j,k=1}^n \frac{(p_j - p_k)^2}{p_j + p_k} \text{tr}(H P_j H P_k)
\end{equation}
in the Uhlmann QSL when studying the effect of entanglement on the evolution time. Quantum Fisher information is proportional to the Bures’ speed squared,
\begin{equation}
\mathcal{F}(H, \rho) = 4 \| - i [H, \rho] \|_{\mathcal{B}}^2.
\end{equation}
Hence, by (74),
\begin{equation}
\Delta t \geq \frac{2 \arccos \text{tr} [\sqrt{\rho_0} \sqrt{\rho_t}]}{\sqrt{\mathcal{F}(H_t, \rho_t)}}.
\end{equation}
The bound on the right is the Fröewis QSL.

The Fröewis QSL is always greater than the Uhlmann QSL. Whether the Fröewis QSL is tight or not for systems in mixed states was formulated as an open question in the review article [4]. A careful examination of the arguments underlying the discussion in Section IVF shows that if the rank of the state exceeds half of the Hilbert space dimension, the Fröewis QSL is not tight; if the rank is less than or equal to that of the Hilbert space dimension, there are states for which the Fröewis QSL is tight. However, the authors believe that the latter is a non-generic situation if the rank is greater than one.

Remark 3. In Section IVF we showed that if the rank $n$ of the state is high enough, the Uhlmann QSL is not tight. This is because geodesics of the Bures metric on the manifold of states having rank $n$ are not generated by Hamiltonians. One way to improve Uhlmann QSL is to restrict the Bures metric to the manifold of states having the same spectrum as the initial state, and then replace the Bures angle with the distance function of the restricted metric. This would lead to a tighter extension of the Mandelstam-Tamm QSL than Uhlmann’s QSL.

In Section VID we will show how to pull back the product metric in (27) to the manifold of states isospectral to the initial state. That this will lead to an extension of the Mandelstam-Tamm QSL that is even stronger than the one obtained from the restriction of the Bures metric follows from the quantity $J(H, \rho)$, defined in (21), being greater than a quarter of the Fisher information:
\begin{equation}
J(H, \rho) \geq \frac{1}{4} \mathcal{F}(H, \rho).
\end{equation}
Notice that this inequality does not follow immediately from (22) since a quarter of the Fisher information is greater than the Wigner-Yanase skew information; see
Two times the skew information is also the square of the smallest of the velocity field of \( \delta \) and \( \rho \)
the size of the horizontal projection of \( \zeta \)
assigns the size of \( \rho \)
the geodesic distance always is greater than the evolving state’s speed with respect to a metric whose information is upper bounded by the energy variance.

Three times the lowest eigenvalue, then two times the skew spectrum of the faithful state has a width not exceeding dispersion estimate (75) is never saturated if the state is evolving state’s speed with respect to a metric whose information is upper bounded by the energy variance.

To prove the inequality (98), we first observe that
\[ \langle \sqrt{2I(H_t, \rho_t)} \rangle \geq \Delta t \frac{\text{dist}_{\text{wy}}(\rho_0, \rho_1)}{\Delta E}. \]

Let \( P_{j:t} \) be the projector onto the \( j \)th eigenspace of \( \rho_t \)
and define the horizontal part of \( H_t \) as

\[ H_t^h = \sum_{j \neq k} P_{j:t} H_t P_{k:t}. \]

The horizontal part also generates \( \rho_t \). Furthermore,
\[ I(H_t^h, \rho_t) = I(H_t, \rho_t), \]
\[ \Delta^2(H_t^h, \rho_t) \leq \Delta^2(H_t, \rho_t). \]

It is thus sufficient to show that two times the Wigner-Yanase skew information of \( \rho_t \) relative \( H_t^h \) is less than the variance of \( H_t^h \) at \( \rho_t \). The expectation value of \( H_t^h \) at \( \rho_t \) vanishes and, hence,
\[ \Delta^2(H_t^h, \rho_t) - 2I(H_t^h, \rho_t) \]
\[ = 2 \text{tr}(H_t^h \sqrt{\rho_t H_t^h \sqrt{\rho_t}}) - \text{tr}((H_t^h)^2 \rho_t) \]
\[ = \sum_{j, k=1}^m (2\sqrt{\rho_j \rho_k} - \rho_j) \text{tr}(P_{j:t} H_t P_{k:t}). \]

Consequently, \( 2I(H_t, \rho_t) \leq \Delta^2(H_t, \rho_t) \) if \( p_j \leq 2\sqrt{\rho_j \rho_k} \) for all \( j \) and \( k \). This is the case if and only if the width of the spectrum of \( \rho_0 \) is smaller or equal to three times its smallest eigenvalue.

**Remark 4.** From equations (22) and (104) it follows that
\[ \Delta t \geq \frac{\text{dist}_{\text{wy}}(\rho_0, \rho_1)}{\sqrt{2I(H_t, \rho_t)}} \geq \frac{\text{dist}_{\text{wy}}(\rho_0, \rho_1)}{\sqrt{\Delta E}}. \]

See also [38]. The calculation in (109) sharpens the second estimate under the given spectral condition.

---

[37]. To prove the inequality (98), we first observe that for any pair of eigenvalues,
\[ (p_j + p_k)(1 - \delta_{jk}) \geq \frac{(p_j - p_k)^2}{p_j + p_k}, \]
where \( \delta_{jk} \) is the Kronecker delta. A simple rewriting of \( J(H, \rho) \) then yields the inequality (98):
\[ J(H, \rho) = \sum_{j=1}^m p_j (\text{tr}(H^2 P_j) - \text{tr}(HP_j HP_j)) \]
\[ = \frac{1}{2} \sum_{j=1}^m \sum_{k=1}^m (p_j + p_k)(1 - \delta_{jk}) \text{tr}(HP_j HP_k) \]
\[ \geq \frac{1}{2} \sum_{j=1}^m \sum_{k=1}^m \frac{(p_j - p_k)^2}{p_j + p_k} \text{tr}(HP_j HP_k) \]
\[ = \frac{1}{4} \mathcal{F}(H, \rho). \]

**V. A WIGNER-YANASE QSL**

We saw in the previous section that Uhlmann’s energy dispersion estimate (75) is never saturated if the state is faithful. In this section we show that if the eigenvalue spectrum of the faithful state has a width not exceeding three times the lowest eigenvalue, then two times the skew information is upper bounded by the energy variance. Two times the skew information is also the square of the evolving state’s speed with respect to a metric whose associated geodesic distance always is greater than the Bures distance. This observation results in a tighter and easier to compute QSL than that of Uhlmann.

**A. The square root section**

Consider the Uhlmann bundle for faithful states. Let \( \zeta \) be the section assigning the square root to each state, \( \zeta(\rho) = \sqrt{\rho} \), and let \( g_{\text{wy}} \) be the pull-back of \( g_\eta \) by \( \zeta \),
\[ g_{\text{wy}}(\dot{\rho}_0, \dot{\rho}_1) = g_\eta(d\zeta(\dot{\rho}_0), d\zeta(\dot{\rho}_1)). \]

The metric \( g_{\text{wy}} \) dominates the Bures metric since \( g_{\text{wy}} \) assigns the size of \( d\zeta(\dot{\rho}) \) to the size of \( \dot{\rho} \) while \( g_\eta \) assigns the size of the horizontal projection of \( d\zeta(\dot{\rho}) \) to the size of \( \dot{\rho} \). The geodesic distance associated with \( g_{\text{wy}} \) is therefore always greater than the Bures angle,
\[ \text{dist}_{\text{wy}}(\rho_0, \rho_1) \geq \text{angle}_B(\rho_0, \rho_1). \]

Consider a \( \rho_t \) generated by a Hamiltonian \( H_t \). Write \( \rho_0 \) and \( \rho_1 \) for the initial and the final state. The push-forward of the velocity field of \( \rho_t \) by \( \zeta \) is \( d\zeta(\dot{\rho_t}) = -i[H_t, \sqrt{\rho_t}] \) and, consequently, the speed of \( \rho_t \) is the square root of twice the Wigner-Yanase skew information:
\[ \|\dot{\rho}_t\|^2_{g_{\text{wy}}} = \text{tr}((-i[H_t, \sqrt{\rho_t}])^2) = 2I(H_t, \rho_t). \]

It follows that
\[ \Delta t \langle \sqrt{2I(H_t, \rho_t)} \rangle \geq \text{dist}_{\text{wy}}(\rho_0, \rho_1). \]

---

\[ ^7 \] This is the reason why the metric has the subscript “WY”.

\[ ^8 \] The terminology will be explained in Section VI.A.
B. The Wigner-Yanase distance

By construction, the square root section $\zeta$ is an isometric embedding of $S(n, \mathcal{H})$ with metric $g_{WY}$ in $W(n, \mathcal{H})$. Furthermore, as was first observed by Gibilisco and Isola [22], every great arc in $W(n, \mathcal{H})$ which connects two elements in the image of $\zeta$ is completely contained in the image of $\zeta$. To see this, take any two faithful density operators $\rho_0$ and $\rho_1$. The great arc that connects $\sqrt{\rho_0}$ and $\sqrt{\rho_1}$ is, up to reparameterization,

$$W_t = \frac{(1-t)\sqrt{\rho_0} + t\sqrt{\rho_1}}{\| (1-t)\sqrt{\rho_0} + t\sqrt{\rho_1} \|_{HS}}, \quad (111)$$

where $0 \leq t \leq 1$ and $\| \cdot \|_{HS}$ is the norm associated with the Hilbert-Schmidt product. Every $W_t$ is a positive operator, and $\rho_t = W_t W_t^\dagger$ is faithful. Hence, $W_t = \sqrt{\rho_t}$.

From the observation by Gibilisco and Isola follows that the Wigner-Yanase distance between $\rho_0$ and $\rho_1$ equals the spherical distance between $\sqrt{\rho_0}$ and $\sqrt{\rho_1}$,

$$\text{dist}_{WY}(\rho_0, \rho_1) = \arccos \text{tr} \left( \sqrt{\rho_0} \sqrt{\rho_1} \right). \quad (112)$$

The quantity $\text{tr} \left( \sqrt{\rho_0} \sqrt{\rho_1} \right)$ is called the affinity of $\rho_0$ and $\rho_1$; see [39]. The affinity is always less than the square root of the fidelity,

$$\text{tr} \left( \sqrt{\rho_0} \sqrt{\rho_1} \right) \leq \left| \text{tr} \left( \sqrt{\rho_0} \sqrt{\rho_1} \right) \right|. \quad (113)$$

Since $\arccos$ is decreasing, this observation corroborates that the Wigner-Yanase distance is greater than the Bures angle, as does the main result in [37]. We write $\tau_{WY}$ for the lower bound in (105),

$$\tau_{WY} = \frac{\arccos \text{tr} \left( \sqrt{\rho_0} \sqrt{\rho_1} \right)}{\Delta E}. \quad (114)$$

Although $\tau_{WY}$ is well defined for states of all ranks, $\tau_{WY}$ need not be a QSL. It certainly is not for pure states unless the initial and final states are perpendicular, and need not be so for faithful states either as Example 10 shows. As was proven above, the condition

$$\text{width}(\text{spec } \rho_0) \leq 3 \text{ min}(\text{spec } \rho_0) \quad (115)$$

guarantees that $\tau_{WY}$ is a QSL.

Example 9. Consider the isospectral qubit states

$$\rho_0 = p|0\rangle \langle 0| + (1 - p)|1\rangle \langle 1|, \quad (116)$$

$$\rho_1 = p|+\rangle \langle +| + (1 - p)|-\rangle \langle -|, \quad (117)$$

where $\frac{1}{2} < p \leq \frac{2}{5}$ and $|\pm\rangle = \frac{1}{\sqrt{2}}(|0\rangle \pm |1\rangle)$. We have that

$$\text{width}(\text{spec } \rho_0) = 2p - 1, \quad (118)$$

$$\text{min}(\text{spec } \rho_0) = 1 - p. \quad (119)$$

Since $2p - 1 \leq 3(1 - p)$, the condition in (115) is fulfilled. The Wigner-Yanase and Bures geodesic distances are

$$\text{dist}_{WY}(\rho_0, \rho_1) = \arccos \frac{1}{2} + \sqrt{p(1 - p)}, \quad (120)$$

$$\text{angle}_{B}(\rho_0, \rho_1) = \arccos \sqrt{\frac{1}{2} + 2p(1 - p)}. \quad (121)$$

Since $\arccos$ is strictly decreasing and

$$\frac{1}{2} + \sqrt{p(1 - p)} < \sqrt{\frac{1}{2} + 2p(1 - p),} \quad (122)$$

$\tau_{WY}$ is strictly greater than $\tau_B$.

The following example shows that if the condition in (115) is violated, then $\tau_{WY}$ need not be a QSL.

Example 10. Suppose that $p$ in the previous example exceeds $\frac{1}{2} \left(1 + (2\sqrt{2} - 2)^{1/2}\right) = 0.96$. Then the condition in (115) is not satisfied, and we have that

$$\tau_{WY} = \frac{1}{\Delta E} \arccos \left( \frac{1}{2} + \sqrt{p(1 - p)} \right) > \frac{\pi}{4\Delta E}. \quad (123)$$

The Hamiltonian $H = i(|1\rangle \langle 0| - |0\rangle \langle 1|)$ transforms $\rho_0$ into $\rho_1$ in the time $\Delta t = \pi/4$, and $\Delta E = 1$. Hence, in this case $\tau_{WY}$ is not a QSL.

Remark 5. According to Example 5, the Grassmann QSL is tight for any pair of qubits. For the qubits in Examples 9 and 10, equation (34) yields $\tau_G = \pi/4\Delta E$.

VI. EXTENSIONS OF THE MANDELSTAM-TAMM QSL FROM GEOMETRIES ON SPACES OF ISOSPECTRAL STATES

In this section we address the question of whether there is a ‘best’ metric producing the tightest extension of the Mandelstam-Tamm QSL. Since the von Neumann equation is eigenvalue spectrum preserving, such a metric only needs to be defined on the space of states isospectral to the initial state, that is, on the unitary orbit of the initial state. The Bures and the Wigner-Yanase metric considered in Sections IV and V are defined on the much larger manifold consisting of all the states having the same rank as the initial state. The spectrum of the initial state is typically not preserved along the geodesics of these metrics. Hence the non-tightness of the Uhlmann and Wigner-Yanase QSLs.

Since the geodesic distance associated with a metric depends not only on the metric but also on the manifold,⁹ one can derive stronger QSLs from the restrictions of the Bures and Wigner-Yanase metrics to the unitary orbit of the initial state; cf. the discussion in Remark 3. However, as we will see, the tightest extension of the Mandelstam-Tamm QSL does not result from either of these restrictions.

A. Horizontal and vertical Hermitian operators

Each solution to a von Neumann equation remains in the space of states isospectral to the initial state. Conversely, any two isospectral states can be connected by a

⁹ Geodesics of a metric restricted to a submanifold need not be geodesics in the ambient manifold.
solution to a von Neumann equation. Let \( p \) be an eigenvalue spectrum, and let \( S(p, H) \) be the space of density operators on \( H \) with spectrum \( p \). The group of unitary operators on \( H \) acts transitively on \( S(p, H) \) by left conjugation, \( U \cdot \rho = U \rho U^\dagger \). Thus, \( S(p, H) \) is the unitary orbit of each of its members.\(^\text{10}\) Since the unitary group acts transitively on \( S(p, H) \), each tangent vector of \( S(p, H) \) at a \( \rho \) can be written as \(-i[A, \rho]\) for some Hermitian operator \( A \). Notice that two Hermitian operators can represent the same tangent vector: \([A_1, \rho] = [A_2, \rho]\) if and only if \( P_j A_1 P_k = P_j A_2 P_k \) for every pair of different eigenspace projectors \( P_j \) and \( P_k \) of \( \rho \). This observation proposes a division of \( A \) into a vertical and a horizontal component (the terminology is explained in Section VIE):

\[
A^v = \sum_{j=1}^m P_j A P_j, \quad (124)
\]

\[
A^h = A - A^v. \quad (125)
\]

Two Hermitian operators then represent the same tangent vector at \( \rho \) if and only if they have the same horizontal component at \( \rho \). Note that the division depends on the state and that the divisions of a Hermitian operator at two different states do not have to be the same. We say that \( A \) is horizontal at \( \rho \) if \( A^h = 0 \), and we say that \( A \) is almost horizontal at \( \rho \) if \( A^v \) acts as a multiple of the identity on the support of \( \rho \).

The variance of \( A \) satisfies the Pythagorean identity

\[
\Delta^2(A, \rho) = \Delta^2(A^h, \rho) + \Delta^2(A^v, \rho). \quad (126)
\]

Furthermore, \( \Delta(A, \rho) = \Delta(A^h, \rho) \) if and only if \( A \) is almost horizontal at \( \rho \). To show this we use that \( A^v \) and \( \rho \) are simultaneously diagonalizable. Let \( n_j \) be the multiplicity of the \( j \)th nonzero eigenvalue \( p_j \) of \( \rho \) and choose a spanning set of orthonormal vectors \( |j; 1\rangle, |j; 2\rangle, \ldots, |j; n_j\rangle \) in the eigenspace corresponding to \( p_j \) that are also eigenvectors of \( A^v \), say \( A^v |j; k\rangle = a_{jk} |j; k\rangle \). Now \( \Delta(A, \rho) = \Delta(A^h, \rho) \) if and only if the variance of \( A^v \) vanishes at \( \rho \), or equivalently if

\[
\sum_{j=1}^m \sum_{k=1}^{n_j} p_j a_{jk}^2 = \left( \sum_{j=1}^m \sum_{k=1}^{n_j} p_j a_{jk} \right)^2. \quad (127)
\]

Since the squaring function is strictly convex, this identity is satisfied if and only if all the \( a_{jk} \)'s are identical.

### B. The metric

Is there a metric on \( S(p, H) \) such that the speed always equals the energy uncertainty? By “always” we mean that for every Hamiltonian \( H_t \), if \( H_t \) generates \( \rho_t \), then

The speed at any time \( t \) is \( \Delta(H_t, \rho_t) \). Such a metric would give rise to the tightest possible quantum speed limit of the form in (14), with the numerator being the geodesic distance. We have seen that such a metric exists if \( p \) describes the spectrum of a pure state. In that case, \( S(p, H) \) is the projective Hilbert space, and the Fubini-Study metric is such that the speed is always equal to the energy uncertainty. However, if \( p \) describes the spectrum of a mixed state, there is no such metric. The reason is that two Hermitian operators with the same horizontal component at \( \rho \) do not have to have the same uncertainty at \( \rho \). Since a Hermitian operator and its horizontal component represent the same tangent vector, we have that if a metric \( g \) is such that \( \| -i[A, \rho] \|_g \leq \Delta(A, \rho) \) for every \( \rho \), the metric must also meet the stricter condition \( \| -i[A, \rho] \|_g \leq \Delta(A^h, \rho) \). Interestingly, there is a metric that does and which saturates this latter condition, namely

\[
g_p \left( -i[A_1, \rho], -i[A_2, \rho] \right) = \frac{1}{2} \text{tr} \left( \{ A_1^h, A_2^h \} \rho \right). \quad (128)
\]

In Section VIE we relate \( g_p \) to the Bures metric.

### C. The tightest general extension of the Mandelstam-Tamm QSL

Consider a Hamiltonian \( H_t \) that generates a curve \( \rho_t \) in \( S(p, H) \) with spectral decomposition \( \sum_{j=1}^m p_j |j; t\rangle \langle j; t| \). The vertical and horizontal components of \( H_t \) at \( \rho_t \) are

\[
H^v_t = \sum_{j=1}^m P_j H_t P_j, \quad (129)
\]

\[
H^h_t = H_t - H^v_t. \quad (130)
\]

The horizontal component is a Hamiltonian that also generates \( \rho_t \), that is, \( \dot{\rho}_t = -i[H^h_t, \rho_t] \), and

\[
\| \dot{\rho}_t \|_{g_p} = \Delta(H^h_t, \rho_t). \quad (131)
\]

We call \( H_t \) parallel transporting if \( H_t = H^h_t \) for every \( t \), and we call \( H_t \) almost parallel transporting if \( H_t \) is almost horizontal at \( \rho_t \) for every \( t \), that is, if \( H^h_t \) acts as a scalar on the support of \( \rho_t \). By equation (131), \( \| \dot{\rho}_t \|_{g_p} = \Delta(H_t, \rho_t) \) if and only if \( H_t \) is almost parallel transporting. If \( p \) is the spectrum of pure states, all Hamiltonians are almost parallel transporting, and \( g_p \) is the Fubini-Study metric. Let \( \rho_0 \) and \( \rho_1 \) be the initial and the final state of \( \rho_t \). The estimate \( \Delta E \geq \text{dist}_{g_p}(\rho_0, \rho_1) \) follows immediately from (131), with the right-hand side being the geodesic distance between \( \rho_0 \) and \( \rho_1 \). We define the QSL \( \tau_p \) as

\[
\tau_p = \frac{\text{dist}_{g_p}(\rho_0, \rho_1)}{\Delta E}. \quad (132)
\]

For pure states, \( \tau_p = \tau_{\text{ent}} \). Thus, \( \tau_p \) is an extension of the Mandelstam-Tamm QSL.

Assume that \( d \) is a real-valued function that takes pairs of states, say \( \rho_0 \) and \( \rho_1 \), from \( S(p, H) \) as an

\(^{10}\) In particular, \( S(p, H) \) is a compact manifold.
argument and which is such that \( \Delta t \Delta E \geq d(\rho_0, \rho_1) \) for every Hamiltonian that connects \( \rho_0 \) and \( \rho_1 \). Then \( \Delta t(\Delta(H_t, \rho_1)) \geq d(\rho_0, \rho_1) \) holds for every parallel transporting Hamiltonian \( H_t \) connecting \( \rho_0 \) and \( \rho_1 \). Now, if \( H_t \) is chosen such that \( \rho_1 \) is a shortest curve, \[ \Delta t(\Delta(H_t, \rho_1)) \] is the geodesic distance from \( \rho_0 \) to \( \rho_1 \). From this follows that \( d(\rho_0, \rho_1) \leq \text{dist}_{\rho_0}(\rho_0, \rho_1) \). Thus, in a sense, \( \tau_0 \) is the tightest general extension of the Mandelstam-Tamm QSL. This QSL appeared for the first time in [40].

Remark 6. If the initial and the final state, as well as the evolutionary curves between them, are required to lie in a given submanifold of \( S(\mathbf{p}, \mathcal{H}) \), the distance function in \( \tau_\mathbf{p} \) should be replaced by the geodesic distance associated with the restriction of \( \rho_\mathbf{p} \) to the submanifold. Then \( \tau_\mathbf{p} \) will remain the tightest ‘general’ extension of the Mandelstam-Tamm QSL.

Remark 7. If the permitted Hamiltonians must meet certain conditions that exclude their horizontal components, then \( \tau_\mathbf{p} \) no longer needs to be the tightest extension of the Mandelstam-Tamm QSL, cf. [41].

D. Relation to the Grassmann QSL

The quantity \( J(A, \rho) \) defined in (21) equals the variance of the horizontal component of \( A \) at \( \rho \). To see this, first note that \( I(A, P) = I(A^h, P) \), which is a consequence of \( \{ A^v, P \} = 0 \) and \( P^2 - P A^h P = 0 \). Then, since the expectation value of \( A^h \) at \( \rho \) is zero,

\[
J(A, \rho) = J(A^h, \rho) = \text{tr}((A^h)^2 \rho) = \Delta^2(A^h, \rho). \tag{133}
\]

Consider the embedding \( \iota \) of \( S(\mathbf{p}, \mathcal{H}) \) in \( \prod_{j=1}^{n} G(n, \mathcal{H}) \) which sends a state to its \( n \)-tuple of eigenspace projectors corresponding to the nonzero eigenvalues,

\[
\iota(\rho) = (P_1, P_2, \ldots, P_m). \tag{134}
\]

This embedding is isometric; if \( A \) is horizontal at \( \rho \), then

\[
\|d\iota(-i[A, \rho])\|_{\text{g}_\mathbf{p}}^2 = J(A, \rho) = \Delta^2(A, \rho), \tag{135}
\]

As a consequence, \( \text{dist}_{\rho_\mathbf{p}}(\rho_0, \rho_1) \geq \text{dist}_{\mathbf{c}}(\iota(\rho_0), \iota(\rho_1)) \), which in turn implies that \( \tau_\mathbf{p} \geq \tau_\mathbf{c} \). This observation corroborates that \( \tau_\mathbf{p} \) is the tightest possible general extension of the Mandelstam-Tamm QSL. Example 6 shows that there are cases where \( \tau_\mathbf{p} \) is strictly greater than \( \tau_\mathbf{c} \).

E. The bundle approach

The metric \( g_\mathbf{p} \) is the projection of the restriction of \( g_\mathbf{c} \) defined in Section IV C to the total space of a reduction of the Uhlmann bundle. We will here give a brief description of this fact. For a detailed account consult [42].

Let \( n \) be the rank of the states with spectrum \( \mathbf{p} \). Then \( S(\mathbf{p}, \mathcal{H}) \) is contained in \( S(n, \mathcal{H}) \). Let \( \Lambda \) be a faithful density operator on \( \mathcal{H}^n \) having spectrum \( \mathbf{p} \) with all the zero eigenvalues removed, if any, and let \( W(\mathbf{p}, \mathcal{H}) \) be the subspace of \( S(n, \mathcal{H}) \) consisting of all amplitudes \( W \) such that \( W^\dagger W = \Lambda \). The restriction \( \varphi_\mathbf{p} \) of the Uhlmann projection \( \varphi_\mathbf{c} \) to \( S(\mathbf{p}, \mathcal{H}) \) is a principal fiber bundle over \( S(\mathbf{p}, \mathcal{H}) \). The symmetry group of \( \varphi_\mathbf{p} \) is the subgroup of \( U(n) \) consisting of all the unitaries on \( \mathcal{H}^n \) that commutes with \( \Lambda \). We equip \( W(\mathbf{p}, \mathcal{H}) \) with the restriction \( \bar{g}_\mathbf{p} \) of \( g_\mathbf{c} \). The vertical bundle of \( \varphi_\mathbf{p} \) is the kernel bundle of the differential of \( \varphi_\mathbf{p} \), and we define the horizontal bundle as the \( g_\mathbf{c} \)-orthogonal complement of the vertical bundle.

The group of unitary operators on \( \mathcal{H} \) acts from the left on \( W(n, \mathcal{H}) \) by operator composition, \( U \cdot W = U W \). This action is invariant and transitive on \( W(\mathbf{p}, \mathcal{H}) \). Consequently, each tangent vector at a \( W \) in \( W(\mathbf{p}, \mathcal{H}) \) has the form \(-iAW\) for some Hermitian operator \( A \). The differential of \( \varphi_\mathbf{p} \) sends \(-iAW\) to \(-i[A, \rho] \) where \( \rho = WW^\dagger \). Let \( A = A^h + A^v \) be the splitting of \( A \) into a horizontal and a vertical component at \( \rho \). Then \(-iA^hW\) is the horizontal component and \(-iA^vW\) is the vertical component of \(-iAW\):

\[
d\varphi_\mathbf{p}(-iA^hW) = -i[A^v, \rho] = 0, \tag{136}
\]

\[
\bar{g}_\mathbf{c}(-iA^hW, -iA^vW) = \frac{1}{2} \text{tr}(\{A^h, A^v\}\rho) = 0. \tag{137}
\]

Since the symmetry group of \( \varphi_\mathbf{p} \) acts through isometries on \( W(\mathbf{p}, \mathcal{H}) \), we can project \( \bar{g}_\mathbf{c} \) to a metric \( g \) on \( S(\mathbf{p}, \mathcal{H}) \); see [27]. The projection is \( g_\mathbf{p} \):

\[
g(-i[A_1, \rho], -i[A_2, \rho]) = \bar{g}_\mathbf{c}(-iA_1^hW, -iA_2^hW)
= \frac{1}{2} \text{tr}(\{A_1^v, A_2^v\}\rho) \tag{138}
= g_\mathbf{p}(-i[A_1, \rho], -i[A_2, \rho]).
\]

F. Hamiltonians generating geodesics

The geodesic distance function associated with \( g_\mathbf{p} \) appears in the numerator of the QSL in (132), and, naturally, one would like to have an explicit formula for the geodesic distance function. Unfortunately, such a formula seems difficult to derive. One reason for this is that the geodesics

\[\text{Such a Hamiltonian exists because any two states in } S(\mathbf{p}, \mathcal{H}) \text{ can be connected by a shortest geodesic, } S(\mathbf{p}, \mathcal{H}) \text{ being compact, and any such geodesic is generated by a Hamiltonian as } S(\mathbf{p}, \mathcal{H}) \text{ is the unitary orbit of each of its states. The Hamiltonian can be made parallel transporting by removing its vertical component.}\]

\[\text{Reference [42] also discusses the connection between the metric } g_\mathbf{p} \text{ and the geometric phase introduced by Sjöqvist et al. [43].}\]

\[\text{No result will depend on the choice of } \Lambda; \text{ different choices give rise to isometric bundles [42].}\]
of $g_p$ are generally generated by time-dependent Hamiltonians. This will be apparent from the geodesic equation that we derive in this section.

A related question is how to determine whether a given Hamiltonian generates a geodesic when it acts on a given state. To answer this question assume that $H_t$ generates a geodesic $\rho_t$ extending from the state $\rho_0$ with spectrum $p$. According to a standard result from the theory of principal fiber bundles [27], $\rho_t$ is a geodesic if and only if all the horizontal lifts of $\rho_t$ are geodesics. As described in the third paragraph in Section VII, any horizontal lift $W_t$ is a solution to the Schrödinger equation $\dot{W}_t = -iH_t^h W_t$. Furthermore, $W_t$ is a geodesic if and only if its extrinsic acceleration $\ddot{W}_t$ is orthogonal to the tangent space of $W(p, H)$ at $W_t$; see [24]. Each vector in this tangent space can be written as $-iAW_t$ for a Hermitian operator $A$, and $\dot{W}_t$ is orthogonal to $-iAW_t$ if

$$g_{\text{hs}}(\dot{W}_t, -iAW_t) = \frac{1}{2} \text{tr} \left( \left( (\dot{H}_t^h - i(H_t^h)^2)W_t, W_t^\dagger \right) + W_tW_t^\dagger \left( \dot{H}_t^h + i(H_t^h)^2 \right) A \right) = 0.$$  \hspace{1cm} (139)

We conclude that $W_t$ is a geodesic if and only if

$$\left( \dot{H}_t^h - i(H_t^h)^2 \right)W_tW_t^\dagger + W_tW_t^\dagger \left( \dot{H}_t^h + i(H_t^h)^2 \right) = 0. \hspace{1cm} (140)$$

Note that this equation is an equation for $\rho_t$. In summary, the Hamiltonian $H_t$ generates a geodesic $\rho_t$ if and only if the horizontal component $H_t^h$ of $H_t$ satisfies the equation

$$\left( \dot{H}_t^h - i(H_t^h)^2 \right)\rho_t + \rho_t \left( \dot{H}_t^h + i(H_t^h)^2 \right) = 0. \hspace{1cm} (141)$$

At first glance it may seem that one needs to know the entire evolutionary curve $\rho_t$ to determine if $H_t$ generates a geodesic. However, this is not the case, which becomes evident if we go over to the Heisenberg picture. Let $H_t$ be the Hamiltonian in the Heisenberg picture and $P_{j;0}$ be the $j$th eigenspace projector of the initial state $\rho_0$. Then,

$$H_t^h = \sum_{j,k} P_{j;0} H_t P_{k;0}, \hspace{1cm} (142)$$

is the horizontal component of $H_t$ in the Heisenberg picture. Furthermore, the geodesic equation (141) reads

$$\left( \dot{H}_t^h - i(H_t^h)^2 \right)\rho_0 + \rho_0 \left( \dot{H}_t^h + i(H_t^h)^2 \right) = 0 \hspace{1cm} (143)$$

in the Heisenberg picture. This equation involves only the Hamiltonian and the initial state.

Equation (143) suggests how to find a Hamiltonian (in the Schrödinger picture) which generates the geodesic that extends from a state $\rho$ with a given velocity $\dot{\rho}$: First solve (143) with initial condition $-i[H_t^h, \rho_0] = \dot{\rho}_0$. Then solve $\dot{U}_t = -iU_t H_t^h$ with initial condition $U_0 = 1$. The parallel transporting Hamiltonian that generates the geodesic which extends from $\rho_0$ with velocity $\dot{\rho}_0$ is $H_t = i\dot{U}_t U_t^\dagger$.

Remark 8. If a time-independent Hamiltonian $H$ is horizontal at $\rho_0$, then $H$ is parallel transporting. That is, $H$ is equal to its horizontal component along the entire curve $\rho_t$ generated by $H$ from $\rho_0$. By equation (141), $\rho_t$ is then a geodesic if and only if $H^2$ commutes with $\rho_0$. Of course, this is a non-generic case. One can also show that if $H_t$ generates a geodesic and if $H_t$ is horizontal for some $t$, then $H_t$ is parallel transporting [40].

Example 11. Consider the three nondegenerate qutrits

$$\rho_0 = p_1|1\rangle\langle 1| + p_2|2\rangle\langle 2| + p_3|3\rangle\langle 3|, \hspace{1cm} \rho_1 = p_3|1\rangle\langle 1| + p_2|2\rangle\langle 2| + p_1|3\rangle\langle 3|, \hspace{1cm} \rho_2 = p_2|1\rangle\langle 1| + p_3|2\rangle\langle 2| + p_1|3\rangle\langle 3|, \hspace{1cm} (144)$$

where $p_1 > p_2 > p_3$. There is a time-independent parallel transporting Hamiltonian which transforms $\rho_0$ to $\rho_1$ in the time $\tau_\rho$, namely $H = i(|3\rangle\langle 1| - |1\rangle\langle 3|)$. However, there is no time-independent parallel transporting Hamiltonian that transforms $\rho_0$ to $\rho_2$ in the time $\tau_\rho$. For such a Hamiltonian would need to generate a geodesic from $\rho_0$ to $\rho_2$. But no time-independent Hamiltonian whose square commutes with $\rho_0$ can transform $\rho_0$ into $\rho_2$.

The Grassmann QSL is generally weaker than $\tau_\rho$. However, the Grassmann QSL has the advantage of being explicitly calculable. In cases where the Grassmann QSL is tight it can be used to calculate the geodesic distance with respect to the metric $g_p$.

Example 12. The geodesic distance between two fully distinguishable states is $\pi/2$; cf. Example 1.

Example 13. If $\rho_0$ and $\rho_1$ are isospectral and have only two different eigenvalues $p_1$ and $p_2$, then

$$\text{dist}_{g_p}(\rho_0, \rho_1) = \sqrt{(p_1 + p_2) \text{dist}_c((P_{1,0}, P_{1,1})}, \hspace{1cm} (147)$$

where $\text{dist}_c((P_{1,0}, P_{1,1})$ is the Grassmann distance between the projectors onto the eigenspaces of $\rho_0$ and $\rho_1$, respectively, corresponding to eigenvalue $p_1$; cf. Example 5.

Example 14. Let $\rho_0$ and $\rho_1$ be the isospectral, commuting, and nondegenerate mixed states in Example 8, and assume that the permutation $\sigma$ is an involution. Then

$$\text{dist}_{g_p}(\rho_0, \rho_1) = \frac{\pi}{2} \sqrt{\sum_{j \neq \sigma(i)} |p_j|}. \hspace{1cm} (148)$$

VII. SUMMARY AND OUTLOOK

The Mandelstam-Tamm QSL can be extended in various ways to closed systems in mixed states. In this paper we have derived, analyzed, and compared four such extensions: $\tau_G$, $\tau_{\text{fs}}$, $\tau_{\text{fs}}$, and $\tau_p$.

Explicit formulas were derived for the first two, making them reasonably easy to apply. By construction, $\tau_{\text{fs}}$ is weaker than $\tau_{\text{fs}}$, but is often easier to calculate. For nondegenerate states, they are the same.

The QSL $\tau_\rho$, originating from Uhlmann’s energy dispersion estimate, is well-known and is also explicitly calculable. We analyzed the underlying geometry of Uhlmann’s
estimate and proved that $\tau_0$ is never tight for mixed states of rank greater than half of the system dimension. We also compared $\tau_0$ and $\tau_0$ in several different cases, and in all of these, $\tau_0$ was greater than or equal to $\tau_0$. Whether this is the case in general is an open question.

For the fourth QSL, which in a sense is the strongest possible extension of the Mandelstam-Tamm QSL, no explicit formula is known. The fact that Hamiltonians that generate tight evolutions are generally time-varying complicates the derivation of such a formula. If no requirements are imposed on the Hamiltonian, $\tau_0$ is tight for every pair of isospectral states; if requirements restrict the set of available Hamiltonians, $\tau_0$ no longer needs to be tight. In a forthcoming paper, we will discuss strategies for deriving tight extensions of the Mandelstam-Tamm QSL in such cases.
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Appendix A: The geodesic distance in Grassmannians

In this appendix we derive the formula (18) for the geodesic distance between two projectors \( P_0 \) and \( P_1 \) in \( G(n, \mathcal{H}) \) equipped with the metric \( g_c \) defined in (15).

Let \( \mathfrak{h}(\mathcal{H}) \) be the space of Hermitian operators on \( \mathcal{H} \). The space \( \mathfrak{h}(\mathcal{H}) \) is a parallelizable manifold, and all its tangent spaces can be canonically identified with \( \mathfrak{h}(\mathcal{H}) \) itself. We equip \( \mathfrak{h}(\mathcal{H}) \) with the translation-invariant metric \( g_b \) that agrees with half of the Hilbert-Schmidt inner product at the origin, \( g_b(H_1, H_2) = \frac{1}{2} \text{tr}(H_1 H_2) \).

The Grassmannian \( G(n, \mathcal{H}) \) with the metric \( g_c \) is a compact Riemannian submanifold of \( \mathfrak{h}(\mathcal{H}) \). Since the unitary group of \( \mathcal{H} \) acts transitively on \( G(n, \mathcal{H}) \) by left conjugation, every vector in the tangent space of \( G(n, \mathcal{H}) \) at a projector \( P \) is of the form \(-i[H, P]\) where \( H \) is some Hermitian operator on \( \mathcal{H} \). Different \( H \)s may represent the same tangent vector. We get unique representations if we restrict the set of Hermitian operators to the vector space \( \mathfrak{h}(P, \mathcal{H}) \) consisting of the Hermitian operators on \( \mathcal{H} \) that are represented by block off-diagonal matrices relative to every eigenbasis of \( P \):

\[
\mathfrak{h}(P, \mathcal{H}) = \{ H \in \mathfrak{h}(\mathcal{H}) : PHP + (1 - P)H(1 - P) = 0 \} = \{ H \in \mathfrak{h}(\mathcal{H}) : H = HP + PH \}. \tag{A1}
\]

Furthermore, the linear bijection \( H \rightarrow -i[H, P] \) from \( \mathfrak{h}(P, \mathcal{H}) \) onto the tangent space at \( P \) is an isometry:

\[
g_c(-i[H_1, P], -i[H_2, P]) = \frac{1}{2} \text{tr}((-i[H_1, P])(-i[H_2, P])) = \frac{1}{2} \text{tr}(H_1 H_2) = g_b(H_1, H_2). \tag{A2}
\]

Notice that this identity holds for \( H_1 \) and \( H_2 \) in \( \mathfrak{h}(P, \mathcal{H}) \), but it need not hold for arbitrary Hermitian operators. We say that the Hermitian operators in \( \mathfrak{h}(P, \mathcal{H}) \) are horizontal at \( P \).

To determine the geodesic distance between two projectors we first determine what the geodesics in \( G(n, \mathcal{H}) \) look like. A geodesic is a curve whose covariant derivative vanishes identically. The covariant derivative of a curve \( P_t \) in \( G(n, \mathcal{H}) \) is the orthogonal projection of the second-order time-derivative \( \dot{P}_t \), which is the covariant derivative of \( P_t \) in \( \mathfrak{h}(\mathcal{H}) \), on the tangent bundle of \( G(n, \mathcal{H}) \). Decompose \( \dot{P}_t \) as \( \dot{P}_t = ([\dot{P}_t, P_t], P_t) + (\dot{P}_t - ([\dot{P}_t, P_t], P_t)) \). The first component is tangential to \( G(n, \mathcal{H}) \) at \( P_t \) since \( [\dot{P}_t, P_t] \) is skew-Hermitian, and a direct computation shows that the two components are orthogonal as tangent vectors of \( \mathfrak{h}(\mathcal{H}) \). Thus, \( [\dot{P}_t, P_t], P_t \) is the orthogonal projection of \( \dot{P}_t \) on the tangent space of \( G(n, \mathcal{H}) \) at \( P_t \), and hence, \( [\dot{P}_t, P_t], P_t \) is the covariant derivative of \( P_t \). We conclude that \( P_t \) is a geodesic if and only if \( [\dot{P}_t, P_t], P_t \) = 0. The unique solution to this equation that extends from \( P \) with velocity \(-i[H, P] \), with \( H \) being horizontal at \( P \), is \( P_t = e^{-iHt} P_0 e^{iHt} \). In other words, the geodesics that extend from \( P \) are the unitary evolutions of \( P \) generated by the Hermitian operators in \( \mathfrak{h}(P, \mathcal{H}) \).

To find an expression for the geodesic distance between \( P_0 \) and \( P_1 \) in \( G(n, \mathcal{H}) \) let \( P_t \) be a shortest curve from \( P_0 \) to \( P_1 \). (Such a curve exists since \( G(n, \mathcal{H}) \) is compact.) Reparametrize \( P_t \) if necessary to have a constant speed and to arrive at \( P_1 \) at \( t = 1 \). Then \( P_t \) is a geodesic and, consequently, \( P_t = e^{-iHt} P_0 e^{iHt} \) for some \( H \) in \( \mathfrak{h}(P_0, \mathcal{H}) \). Since \( P_t \) is a shortest curve from \( P_0 \) to \( P_1 \), the geodesic distance between \( P_0 \) and \( P_1 \) is

\[
\text{dist}_c(P_0, P_1) = \text{length}_{c}[P_t] = \sqrt{\frac{1}{2} \text{tr}(H^2)}. \tag{A3}
\]

From the equations characterizing horizontal Hermitian operators at \( P_0 \) follow that \( H^{2k} \) is block diagonal and that \( H^{2k+1} \) is block off-diagonal at \( P_0 \) for every non-negative integer \( k \),

\[
H^{2k} = P_0 H^{2k} P_0 + (1 - P_0) H^{2k} (1 - P_0), \tag{A4}
\]

\[
H^{2k+1} = P_0 H^{2k+1} (1 - P_0) + (1 - P_0) H^{2k+1} P_0. \tag{A5}
\]

Furthermore,

\[
P_0 H^{2k} P_0 = (P_0 H^{k} (1 - P_0)) (P_0 H^{k} (1 - P_0))^\dagger, \tag{A6}
\]

\[
(1 - P_0) H^{2k} (1 - P_0) = (P_0 H^{k} (1 - P_0))^\dagger (P_0 H^{k} (1 - P_0)). \tag{A7}
\]
The two terms on the right-hand side of (A4) thus have the same nonzero eigenvalues. We conclude that

$$\text{dist}_c^2(P_0, P_1) = \frac{1}{2} \text{tr}(H^2) = \text{tr}(P_0 H^2 P_0). \quad (A8)$$

According to (A4) and (A5), $\cos H$ is block diagonal, and $\sin H$ is block off-diagonal. Consequently,

$$P_0 P_1 P_0 = P_0 e^{-iH} P_0 e^{iH} P_0 = (P_0 \cos HP_0)^2. \quad (A9)$$

Below we will show that the eigenvalues of $H$ lie between $-\pi/2$ and $\pi/2$. From this follows that $P_0 \cos HP_0$ is positive and hence that

$$\arccos |P_0 P_1| = \arccos (P_0 \cos HP_0) = P_0 |H| P_0 + \frac{\pi}{2} (1 - P_0). \quad (A10)$$

Squaring both sides and then taking the trace yields

$$\text{tr} \arccos^2 |P_0 P_1| = \text{tr} (P_0 H^2 P_0) + \frac{\pi^2}{4} (N - n). \quad (A11)$$

The formula (18) follows from (A8) and (A11):

$$\text{dist}_c^2(P_0, P_1) = \text{tr} \arccos^2 |P_0 P_1| - \frac{\pi^2}{4} (N - n). \quad (A12)$$

It remains to prove that the spectrum of $H$ is contained in the interval $[-\pi/2, \pi/2]$. We will assume that $2n \leq N$. How to treat the case $2n > N$ will be explained afterward. Let $|1\rangle, |2\rangle, \ldots, |N\rangle$ be an orthonormal basis for $\mathcal{H}$. Write $P_0$ and $\text{supp}(\mathbb{I} - P_0)$ for the support of $P_0$ and $(\mathbb{I} - P_0)$, respectively, and let $F_0$ and $\tilde{F}_0$ be the inclusions of $\text{supp} P_0$ and $\text{supp}(\mathbb{I} - P_0)$ in $\mathcal{H}$. Define $F_1$ from $\text{supp} P_0$ to $\mathcal{H}$ and $\tilde{F}_1$ from $\text{supp}(\mathbb{I} - P_0)$ to $\mathcal{H}$ such that

$$F_1 F_1^\dagger = P_1, \quad \tilde{F}_1 \tilde{F}_1^\dagger = (\mathbb{I} - P_1), \quad (A13)$$

$$F_1^\dagger F_1 = \mathbb{1}_{\text{supp} P_0}, \quad \tilde{F}_1^\dagger \tilde{F}_1 = \mathbb{1}_{\text{supp}(\mathbb{I} - P_0)}, \quad (A14)$$

where $\mathbb{1}_{\text{supp} P_0}$ and $\mathbb{1}_{\text{supp}(\mathbb{I} - P_0)}$ are the identity operators on $\text{supp} P_0$ and $\text{supp}(\mathbb{I} - P_0)$. Equation (A9) implies that

$$F_0^\dagger F_1 F_1^\dagger F_0 = F_0^\dagger F_0 P_1 P_0 F_0 = (P_0 \cos HF_0)^2. \quad (A15)$$

This is the identity obtained from interpreting (A9) as an identity between operators on the support of $P_0$. Equation (A15) tells us that the singular values of $F_0^\dagger F_1$ are $|\cos \epsilon_1|, |\cos \epsilon_2|, \ldots, |\cos \epsilon_n|$ where $\epsilon_1^2, \epsilon_2^2, \ldots, \epsilon_n^2$ are the eigenvalues of $H^2$ corresponding to the eigenvectors in $\text{supp} P_0$. Let $\xi_j = \arccos |\cos \epsilon_j|$. Then $0 \leq \xi_j \leq |\epsilon_j|$, and $\xi_j = |\epsilon_j|$ only if $|\epsilon_j| \leq \pi/2$. Next we will show that the distance from $P_0$ to $P_1$ does not exceed $(\epsilon_1^2 + \epsilon_2^2 + \cdots + \epsilon_n^2)^{1/2}$ by constructing a curve $R_0$ connecting $P_0$ and $P_1$ that has exactly this length. It then follows from the assumption that $P_1$ has a minimum length that the spectrum of $H$ is contained in $[-\pi/2, \pi/2]$.

Let $|1\rangle, |2\rangle, \ldots, |n\rangle$ and $|n+1\rangle, |n+2\rangle, \ldots, |N\rangle$ be orthonormal bases in $\text{supp} P_0$ and $\text{supp}(\mathbb{I} - P_0)$, respectively. Define $W$ on $\mathcal{H}$ by the assumptions that $W = F_1$ on $\text{supp} P_0$ and $W = \tilde{F}_1$ on $\text{supp}(\mathbb{I} - P_0)$. Then $W$ is unitary and $F_0^\dagger W F_0 = F_0^\dagger F_1$. According to the CS-decomposition theorem, see [44], there exist unitary operators $U$ and $V$ on $\text{supp} P_0$, and $\tilde{U}$ and $\tilde{V}$ on $\text{supp}(\mathbb{I} - P_0)$, such that $Q = (U \oplus \tilde{U})^\dagger W (V \oplus \tilde{V})$ satisfies

$$\langle k|Q|l \rangle = \delta_{kl} \cos(\xi_k) \quad \text{if} \quad 1 \leq k, l \leq n, \quad (A16)$$

$$\langle k|Q|n + l \rangle = -\delta_{kl} \sin(\xi_k) \quad \text{if} \quad 1 \leq k, l \leq n, \quad (A17)$$

$$\langle n + k|Q|l \rangle = \delta_{kl} \sin(\xi_k) \quad \text{if} \quad 1 \leq k, l \leq n, \quad (A18)$$

$$\langle n + k|Q|n + l \rangle = \delta_{kl} \cos(\xi_k) \quad \text{if} \quad 1 \leq k, l \leq n, \quad (A19)$$

$$\langle n + k|Q|n + 1 \rangle = \delta_{kl} \quad \text{if} \quad k > n \text{ or } l > n. \quad (A20)$$

Define $Q_1$ by

$$\langle k|Q_1|l \rangle = \delta_{kl} \cos(t\xi_k) \quad \text{if} \quad 1 \leq k, l \leq n, \quad (A21)$$

$$\langle k|Q_1|n + l \rangle = -\delta_{kl} \sin(t\xi_k) \quad \text{if} \quad 1 \leq k, l \leq n, \quad (A22)$$

$$\langle n + k|Q_1|l \rangle = \delta_{kl} \sin(t\xi_k) \quad \text{if} \quad 1 \leq k, l \leq n, \quad (A23)$$

$$\langle n + k|Q_1|n + l \rangle = \delta_{kl} \cos(t\xi_k) \quad \text{if} \quad 1 \leq k, l \leq n, \quad (A24)$$

$$\langle n + k|Q_1|n + 1 \rangle = \delta_{kl} \quad \text{if} \quad k > n \text{ or } l > n. \quad (A25)$$
and define \( W_t = (U \oplus \hat{U})Q_t(V \oplus \hat{V})^\dagger \). Also, for \( 0 \leq t \leq 1 \), define \( R_t = W_tP_0W_t^\dagger \). The operator \( W_t \) is unitary and, hence, \( R_t \) is a curve in \( G(n, H) \). The curve starts at \( R_0 = (U \bar{V})^\dagger(VU^\dagger + \bar{V})^\dagger = P_0 \) and finishes at \( R_1 = W_1F_0^\dagger W_t = F_1F_1^\dagger = P_1 \). Furthermore, the speed of \( R_t \) squared is \( \| \dot{R}_t \|^2_{g_0} = \text{tr}(Q_t^\dagger Q_t P_0) = \xi_1^2 + \xi_2^2 + \cdots + \xi_d^2 \). We conclude that the length of \( R_t \) is \( \sqrt{\xi_1^2 + \xi_2^2 + \cdots + \xi_d^2} \). Observe that \( R_t \) is shorter than \( P_t \) unless \( \xi_j = |\epsilon_j| \). This proves that the spectrum of \( H \) is contained in \([−\pi/2, \pi/2] \).

The application of the CS-decomposition theorem required that \( 2n \leq N \). If \( 2n > N \), the projectors \( P_0 \) and \( P_1 \) have a common invariant subspace \( H_0 \) of dimension at least \( 2n - N \). Decompose \( H \) as \( H_0 \oplus H_1 \), where \( H_0^\perp \) is the orthogonal complement of \( H_0 \). Then, if we restrict \( P_0 \) and \( P_1 \) to \( H_0^\perp \) and regard the restrictions as operators on \( H_0^\perp \), the CS-decomposition argument can be applied to produce a curve of projectors \( R_t \) on \( H_0^\perp \) which can be extended to all of \( H \) by assuming that it acts trivially on \( H_0 \). The curve \( R_t \) is strictly shorter than \( P_t \) if the spectrum of \( H \) is not contained in \([−\pi/2, \pi/2] \).

**Appendix B: The Plücker embedding is an isometry**

In this appendix, we show that the Plücker embedding is an isometry. Specifically, we show that if \( F_t \) is a curve in \( G(n, H) \) and \( F_t \) is a curve of frames for the \( P_t \)s, then \( \| \dot{F}_t \|^2_{g_0} = \langle \dot{F}_t | F_t \rangle - \langle F_t | \dot{F}_t \rangle^2 \); compare with the formula (67). The notation \( \dot{F}_t \) for the velocity of \( F_t \) is somewhat ambiguous. To make precise what we mean write \( F_t = (|1_t \rangle |2_t \rangle \cdots |n_t \rangle \). Then \( \dot{F}_t = \sum_{k=1}^n |1_t \rangle ∧ \cdots ∧ (|k_t \rangle ∧ \cdots ∧ |n_t \rangle) \).

Let \( H_t \) be a Hamiltonian generating \( F_t \), and without loss of generality assume that \( H_t \) is horizontal at \( F_t \) for every \( t \); see Appendix A. (Otherwise, replace \( H_t \) with \( H_tP_1 + P_1H_t \).) Take \( F_t \) to be such that \( \dot{F}_t = -iH_tF_t \). The benefit of choosing the Hamiltonian horizontal is that each \( |k_t \rangle \) is then perpendicular to all the vectors in the frame \( F_t \). Denote the row matrix obtained by removing the \( k \)th vector from \( F_t \) by \( F_{tk}^k \) and the row matrix obtained by removing both the \( k \)th and the \( l \)th vector from \( F_t \) by \( F_{tk}^{kl} \). Since \( |k_t \rangle \) is perpendicular to all the vectors in \( F_t \) we have that \( \langle \dot{k}_t | \langle k_t \rangle \rangle = 0 \). Also, if \( k \neq l \), then \( \langle \dot{k}_t | \langle k_t \rangle \rangle = 0 \). This is so because, for example, the second row of the matrix of which we take the determinant when calculating this inner product contains only zeroes. It follows that

\[
\langle \dot{F}_t | F_t \rangle = \sum_{k=1}^n (-1)^{k-1} \langle \dot{k}_t | F_{tk}^k | F_t \rangle = 0 \tag{B1}
\]

and that

\[
\langle \dot{F}_t | F_t \rangle = \sum_{k=1}^n (-1)^{2(k-1)} \langle \dot{k}_t | F_{tk}^k | \dot{k}_t \rangle + \sum_{k=1}^n (-1)^{k+1} \langle \dot{k}_t | \dot{k}_t \rangle \langle F_{tk}^k | F_t \rangle \tag{B2}
\]

Two times the square of the Grassmann speed of \( F_t \) is \( \text{tr}(H_t^2) \), and arguments identical to those that led to equation (A8) show that \( \text{tr}(H_t^2) = 2 \text{tr}(P_tH_t^2P_t) \). We conclude that

\[
\langle \dot{F}_t | F_t \rangle - \langle F_t | \dot{F}_t \rangle^2 = \sum_{k=1}^n \langle \dot{k}_t | k_t \rangle = \text{tr}(P_tH_t^2P_t) = \frac{1}{2} \text{tr}(H_t^2) = \| \dot{F}_t \|^2_{g_0}. \tag{B3}
\]

**Appendix C: The Bures angle**

Here we show that the distance between the fibers over \( \rho_0 \) and \( \rho_1 \) in the Uhlmann bundle is \( \arccos \sqrt{\rho_0 \rho_1} \). According to equation (76), this follows from the observation that for any two amplitudes \( W_0 \) and \( W_1 \) for \( \rho_0 \) and \( \rho_1 \),

\[
\max_{U \in U(n)} \Re \text{tr}(W_0^\dagger W_1 U) = \text{tr} |W_0^\dagger W_1| = \text{tr} |\sqrt{\rho_0} \sqrt{\rho_1}|. \tag{C1}
\]

Notice that \( \sqrt{\rho_0} \) and \( \sqrt{\rho_1} \) are not amplitudes for \( \rho_0 \) and \( \rho_1 \) unless \( \rho_0 \) and \( \rho_1 \) are faithful.
The first identity follows from a well-known calculation involving the polar representation and the Cauchy-Schwarz inequality; see [34]. Write \( W_0^\dagger W_1 = |W_0^\dagger W_1|V \) where \( V \) belongs to \( U(n) \). Then, for every \( U \) in \( U(n) \),

\[
\Re \operatorname{tr}(W_0^\dagger W_1 U) \leq |\operatorname{tr}(W_0^\dagger W_1)| \\
\leq |\operatorname{tr}(W_0^\dagger W_1 |\frac{1}{2} |W_0^\dagger W_1| \frac{1}{2} V U)| \\
\leq \sqrt{\operatorname{tr}(W_0^\dagger W_1)} \sqrt{\operatorname{tr}(U^\dagger V^\dagger |W_0^\dagger W_1| |V U)} \\
= \operatorname{tr}|W_0^\dagger W_1|.
\]

Equality is obtained if we choose \( U = V \).

The next step is to prove that \( |W_0^\dagger W_1| \) and \( |\sqrt{\rho_0} \sqrt{\rho_1}| \) have the same nonzero eigenvalues, or equivalently that \( W_0^\dagger \rho_1 W_0 \) and \( \sqrt{\rho_0} \rho_1 \sqrt{\rho_0} \) have the same nonzero eigenvalues. For this, let \( |u_1\rangle, |u_2\rangle, \ldots, |u_n\rangle \) be pairwise orthogonal and normalized eigenvectors of \( \rho_0 \) with nonzero eigenvalues, and let \( |k\rangle = (u_k|\rho_0|u_k)^{-1/2} W_0^\dagger |u_k\rangle \). Then \( |1\rangle, |2\rangle, \ldots, |n\rangle \) is an orthonormal basis in \( \mathcal{H}^n \). Extend \( W_0^\dagger \rho_1 W_0 \) to an operator on \( \mathcal{H} \) by assuming that \( W_0^\dagger \rho_1 W_0 \) acts as the zero operator on the orthogonal complement of \( \mathcal{H}^n \). Also, let \( U \) be a unitary operator on \( \mathcal{H} \) such that \( U|u_k\rangle = |k\rangle \). Then \( U^\dagger W_0^\dagger \rho_1 W_0 U \) and \( \sqrt{\rho_0} \rho_1 \sqrt{\rho_0} \) act trivially on the orthogonal complement of the support of \( \rho_0 \). Furthermore, on the support of \( \rho_0 \), which is spanned by the \( |u_k\rangle \)'s,

\[
\langle u_k|U^\dagger W_0^\dagger \rho_1 W_0 U|u_l\rangle = \langle k|W_0^\dagger \rho_1 W_0|l\rangle = \frac{\langle u_k|\rho_0 \rho_1 |u_l\rangle}{\sqrt{\langle u_k|\rho_0 |u_k\rangle \langle u_l|\rho_0 |u_l\rangle}} = \langle u_k|\sqrt{\rho_0} \rho_1 \sqrt{\rho_0}|u_l\rangle.
\]

This proves that the extension of \( W_0^\dagger \rho_1 W_0 \) is isospectral to \( \sqrt{\rho_0} \rho_1 \sqrt{\rho_0} \) and hence that \( |W_0^\dagger W_1| \) and \( |\sqrt{\rho_0} \sqrt{\rho_1}| \) have the same nonzero eigenvalues.

**Appendix D: A legitimate modification of the Hamiltonian**

Assume that \( \rho_t \), generated by \( H_t \), is locally length minimizing with respect to the Bures metric and has a speed that equals the energy uncertainty. Also, assume that \( \rho_t \) is mixed, that is, has a rank which is greater than 1. Then \( H_t \) can be reparameterized so that it generates a reparameterized version of \( \rho_t \) with a constant speed that equals the uncertainty of the reparameterized Hamiltonian. Furthermore, the reparameterized Hamiltonian can be modified to generate a horizontal lift of the reparameterization of \( \rho_t \) in the Uhlmann amplitude bundle: Since \( \rho_t \) is mixed and has a speed equal to the energy uncertainty, \( \rho_t \) is never stationary. From this follows that \( \rho_t \) can be reparameterized according to arclength; see [24]. Let \( t = t(s) \) be the arclength parameterization and define \( \varrho_s = \rho_{t(s)} \) and \( h_s = t'(s) H_{t(s)}. \) Here \( t'(s) \) means differentiation with respect to \( s \). Then \( g_s' = -i[h_s, \varrho_s] \) and \( \|g_s'\|_{g_s} = 1 \). Since \( \rho_t \) is locally length minimizing, so is \( \varrho_s \). But then, as \( \varrho_s \) has a constant speed, \( \varrho_s \) is a geodesic. Furthermore,

\[
\|g_s'\|_{g_s}^2 = t'(s)^2 \|\rho_{t(s)}\|_{g_s}^2 = t'(s)^2 \Delta(H_{t(s)}, \rho_{t(s)}) = \Delta^2(t'(s)^2 H_{t(s)}, \rho_{t(s)}) = \Delta^2(h_s, \varrho_s).
\]

Finally, according to equation (74), a lift \( W_s \) of \( \varrho_s \) satisfying \( W_s' = -i h_s W_s \) must be such that \( A_s(W_s') = -i \alpha_s \mathbb{1} \) for some real-valued function \( \alpha_s \). Replace \( h_s \) with \( h_s - \alpha_s \mathbb{1} \). Then \( W_s \), satisfying \( W_s' = -i(h_s - \alpha_s \mathbb{1}) W_s \), is a horizontal lift of \( \varrho_s \). Since \( \varrho_s \) is a geodesic, \( W_s \) is also a geodesic.