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Abstract

A well-known first-order method for sampling from log-concave probability distributions is the Unadjusted Langevin Algorithm (ULA). This work proposes a new annealing step-size schedule for ULA, which allows to prove new convergence guarantees for sampling from a smooth log-concave distribution, which are not covered by existing state-of-the-art convergence guarantees. To establish this result, we derive a new theoretical bound that relates the Wasserstein distance to total variation distance between any two log-concave distributions that complements the reach of Talagrand $T_2$ inequality. Moreover, applying this new step size schedule to an existing constrained sampling algorithm, we show state-of-the-art convergence rates for sampling from a constrained log-concave distribution, as well as improved dimension dependence.

1. Introduction

Let $d\mu^*(x) \propto e^{-f(x)} \, dx$ be a probability measure over $\mathbb{R}^d$, where $f: \mathbb{R}^d \rightarrow \mathbb{R}$ is a convex function with Lipschitz continuous gradient. In order to sample from such distributions, first-order sampling schemes based on the discretization of Langevin dynamics and, in particular the Unadjusted Langevin Algorithm (ULA), have found widespread success in various applications (Welling & Teh, 2011; Li et al., 2016b; Patterson & Teh, 2013; Li et al., 2016a).

An ever-growing body of literature has been devoted solely to the study of ULA and its variations (Ahn et al., 2012; Chen et al., 2015; Cheng & Bartlett, 2017; Cheng et al., 2017; Dalalyan & Karagulyan, 2017; Durmus et al., 2017; 2018a; Dwivedi et al., 2018; Luu et al., 2017; Welling & Teh, 2011; Ma et al., 2015). The ULA iterates are given as

$$x_{k+1} = x_k - \gamma_{k+1} \nabla f(x_k) + \sqrt{2\gamma_{k+1}} g_k,$$

(1)

where $\nabla f$ is the gradient of $f$, $\{\gamma_k\}_{k \geq 0}$ is a non-decreasing sequence of positive step-sizes, and the entries of $g_k \in \mathbb{R}^d$ are zero-mean and unit-variance Gaussian random variables, independent from each other and everything else. In its standard form (1), ULA can provably sample from any log-concave and smooth probability measure (Durmus et al., 2017; 2018a).

The recent analysis of (Durmus et al., 2018a) studies ULA through the lens of convex optimization. Their analysis shows strong resemblance with the convergence analysis of stochastic gradient descent (SGD) algorithm for minimizing a convex continuously differentiable function $f: \mathbb{R}^d \rightarrow \mathbb{R}$. Starting from $x_0 \in \mathbb{R}^d$, SGD iterates similarly as (1):

$$x_{k+1} = x_k - \gamma_{k+1} \nabla f(x_k) + \gamma_{k+1} \Theta(x_k),$$

where $\{\gamma_k\}_{k \geq 0}$ is a non-increasing sequence of positive step-sizes, and $\Theta: \mathbb{R}^d \rightarrow \mathbb{R}^d$ is a stochastic perturbation to $\nabla f$. One way of proving convergence guarantees for this method is to show the following inequality:

$$2\gamma_{k+1} (\mathbb{E}[f(x_{k+1})] - f(x^*)) \leq \mathbb{E}[\|x_{k+1} - x^*\|^2_2] - \mathbb{E}[\|x_k - x^*\|^2_2] + C\gamma_{k+1}^2$$

(2)

for some constant $C \geq 0, \forall k \geq 0$ and $x^* \in \arg\min_{x \in \mathbb{R}^d} f(x)$. From this inequality, and using step size $\gamma_k \propto \frac{1}{\sqrt{k}}$, it is then possible to show convergence, in expectation, of the average iterate $\bar{x}_T = \frac{1}{T} \sum_{t=0}^{T-1} x_t$ to the optimal value, i.e., $\mathbb{E}[f(\bar{x}_T)] - f(x^*) = O\left(\frac{1}{\sqrt{T}}\right)$.

In their paper, (Durmus et al., 2018a) showed a similar descent lemma as (2) for the sequence of generated measures $\mu_k \in \mathcal{P}(\mathbb{R}^d)$ denoting the distributions of the iterates $\{x_k\}_{k \geq 0}$ in (1), in which the objective gap $\mathbb{E}[f(x_k)] - f(x^*)$ is replaced with the Kullback-Leibler divergence $\text{KL}(\mu_k; \mu^*)$, and the Euclidean distance $\|x_k - x^*\|_2$ is replaced with the 2-Wasserstein distance $W_2^2(\mu_k, \mu^*)$:

$$2\gamma_{k+1} \text{KL}(\mu_k; \mu^*) \leq W_2^2(\mu_k, \mu^*) - W_2^2(\mu_{k+1}, \mu^*) + 2Ld\gamma_{k+1}^2,$$

(3)
where $L$ is the Lipschitz constant of the gradient of $f$. Then again, using $\gamma_k \propto \frac{1}{\sqrt{k}}$, it is possible to show convergence of the average sample distribution $\bar{\mu}_T = \frac{1}{T} \sum_{t=0}^{T} \mu_t$ to $\mu^*$ in KL divergence, with rate $O \left( \frac{d^3}{\sqrt{T}} \right)$.

In this work, we improve this convergence rate to $O \left( \frac{d^3}{T^{\frac{3}{4}}} \right)$. To this end, we first establish a new bound that relates the $W_2$ distance and the KL divergence between any two log-concave distributions. When applied to inequality (3), this new bound can be exploited to design a new step-size sequence $\{\gamma_k\}_{k \geq 0}$ that allows to derive new convergence rates for ULA.

We introduce a new multistage decaying step size schedule, which proceeds in a double loop fashion by geometrically decreasing the step-size after a certain number of iterations, and that we call Double-loop ULA (DL-ULA). To the best of our knowledge, all existing convergence proof for ULA use either constant, or polynomially decaying step sizes, i.e. of the form $\gamma_k = k^{-\alpha}$ for some $\alpha \geq 0$, and this is the first work introducing a multistage decaying step size for a sampling algorithm. Interestingly, there is precedence to support our approach in that such step decay schedule can improve convergence of optimization algorithms (Hazar & Kale, 2014; Ge et al., 2019; Aybat et al., 2019; Yousefian et al., 2012).

Our new inequality relating KL divergence and $W_2$ distance serves as an alternative to the powerful $T_2$ inequality (Gozlan & Léonard, 2010), the latter requiring stronger assumptions on the distributions. The literature on Langevin dynamics commonly proves the convergence of an algorithm in KL divergence and then extends it to the total variation (TV) distance using the famous Pinsker’s inequality (Pinsker, 1960; Cheng & Bartlett, 2017; Durmus et al., 2018a). Our new inequality enables to do the same for extending convergence results to $W_2$ distance in the case of general log-concave distributions, and hence, might be of independent interest. Note, however, that this inequality applied alone to extend the result of (Durmus et al., 2018a) to $W_2$ distance provides a suboptimal convergence rate, and modifying the step-size schedule and the analysis appears to be crucial for improving the rate.

Finally, we apply this multistage strategy to the constrained sampling algorithm MYULA (Brosse et al., 2017), which allows us to obtain improved convergence guarantees, both in terms of rate and dimension dependence. This approach provides state-of-the-art convergence guarantees for sampling from a log-concave distribution over a general convex set.

We summarize our contributions as follows:

- We introduce a variant of the Unadjusted Langevin Algorithm, using a new multistage decaying step-size schedule as well as a clipping step. Our new approach, called DL-ULA, yields new convergence guarantees, that are not covered by existing convergence result (i.e., either better convergence rate or better dimension dependence compared to state-of-the-art results).
- We apply our new step-size schedule to an existing Langevin-based constrained sampling algorithm, called MYULA (Brosse et al., 2017), and improve its convergence both in terms of iteration and dimension dependences.
- We introduce a new bound relating the 2-Wasserstein and the TV distance between any two log-concave distributions.

A summary of our convergence rates can be found in Tables 1 and 2.

**Road map** In section 3, we define several metrics on probability measures that we will use, recall some properties of log-concave distributions that we will exploit, as well as some results on convergence of ULA. In section 4, we present our new extension of ULA for unconstrained sampling, by introducing a new multistage step size schedule. We then prove convergence guarantees by making use of a new bound relating the KL divergence and the $W_2$ distance. Finally, in section 5, we apply this procedure to the existing algorithm MYULA for constrained sampling, and show that it yields improved convergence guarantees, both in terms of convergence rate and dimension dependence.

## 2. Related work

**Unconstrained sampling** Sampling algorithms based on Langevin dynamics have been widely studied (Ahn et al., 2012; Chen et al., 2015; Cheng & Bartlett, 2017; Cheng et al., 2017; Dalalyan & Karagulyan, 2017; Durmus et al., 2018a; Dwivedi et al., 2018; Durmus et al., 2017; Luu et al., 2017; Welling & Teh, 2011). Although most convergence rates have been established in the strongly log-concave setting, rates have also been shown for general log-concave distributions, and in particular exhibit larger dimension dependences (see Table 1).

Convergence guarantees for ULA applied to a general unconstrained log-concave distribution have been successively improved over the years. To the best of our knowledge, the best existing convergence results are the one obtained by (Durmus et al., 2018a) and (Durmus et al., 2017), that respectively show $O(d^3 \epsilon^{-3})$ and $O(d^3 \epsilon^{-2})$ convergence guarantees in TV distance. In this paper, we improve upon the former one, by showing a $O(d^3 \epsilon^{-3})$ convergence rate. This result is not absolutely better than the one of (Durmus et al., 2017), but enjoys better dimension dependence.
Until recently, convergence rate in Wasserstein distance had not been proven in the general log-concave setting. Only recently, (Zou et al., 2018) presented a method based on underdamped Langevin dynamics that provably converges in $W_2$-distance for a general log-concave distribution. In (Zou et al., 2018), the authors show a $O(d^{5.5}\epsilon^{-6})$ convergence rate in $W_2$ distance for general log-concave distributions. However, they make the assumption that $\mathbb{E}_{X \sim \mu} ||X||_2^2 \leq U d^2$ for some scalar $U$. However, let $d\mu(x) \propto e^{-\frac{\|x\|^2}{2}} \, dx$, which is a log-concave distribution. Then, $\mathbb{E}_{X \sim \mu} ||X||_2^2 = \Omega(d^4)$ and their assumption does not hold. For comparison purpose, if we replace it with our weaker Assumption 4, their rate becomes $O(d^{10.5}\epsilon^{-6})$.

### 3. Preliminaries

#### 3.1. Various measures between distributions

Let us recall the distances/divergences between probability measures which are used frequently throughout the paper. The Kullback–Leibler (KL) divergence between two probability measures $\mu, \nu$ on $\mathbb{R}^d$ is defined as

$$\text{KL}(\mu; \nu) = \mathbb{E}_\mu \log(d\mu/d\nu),$$

assuming that $\mu$ is dominated by $\nu$. Their Total Variation (TV) distance is defined as

$$\|\mu - \nu\|_{TV} = \sup_S |\mu(S) - \nu(S)|,$$

where the supremum is over all measurable sets $S$ of $\mathbb{R}^d$. Finally, the 2-Wasserstein (or $W_2$ for short) distance between $\mu$ and $\nu$ is defined as

$$W_2^2(\mu, \nu) = \inf_{\phi \in \Phi(\mu, \nu)} \int_{\mathbb{R}^d \times \mathbb{R}^d} \|x - y\|^2 d\gamma(x, y),$$

where $\Phi(\mu, \nu)$ denotes the set of all joint probability measures $\phi$ on $\mathbb{R}^{2d}$ that marginalize to $\mu$ and $\nu$, namely, for all measurable sets $A, B \subseteq \mathbb{R}^d$, $\phi(A \times \mathbb{R}^d) = \mu(A)$ and $\phi(\mathbb{R}^d \times B) = \nu(B)$.

The main difference between $W_2$ and TV distances is that $W_2$ associates a higher cost when the difference between the distributions occurs at points that are further apart (in terms of Euclidean distance). Due to this property, errors occurring at the tail of the distributions (i.e., when $\|x\|_2 \to \infty$) can have a small impact in terms of TV distance, but a major impact in terms of $W_2$ distance.

#### 3.2. Log-concave distributions and tail properties

We start by recalling the basic property that we will assume on the probability measure. We will then present some known results about this class of measures which will be exploited in the convergence analysis of our algorithm.

**Definition 1.** We say that a function $f : \mathbb{R}^d \to \mathbb{R}$ has $L$-Lipschitz continuous gradient for $L \geq 0$ if $\forall x, y \in \mathbb{R}^d$,

$$\|\nabla f(x) - \nabla f(y)\|_2 \leq L\|x - y\|_2.$$

**Definition 2.** We say a function $f : \mathbb{R}^d \to \mathbb{R}$ in convex if $\forall 0 \leq t \leq 1$ and $\forall x, y \in \mathbb{R}^d$,

$$f(tx + (1-t)y) \leq tf(x) + (1-t)f(y).$$

**Definition 3.** We say that probability measure $\mu \propto e^{-f(x)} \, dx$ is log-concave if $f$ is convex. Moreover, we say that $\mu$ is $L$-smooth if $f$ has a $L$-Lipschitz continuous gradient.
As mentioned previously, bounding the Wasserstein distance between two probability measures requires controlling the error at the tail of the distributions. In order to deal with such a distance without injecting large dependence in the dimension, we make the following assumption on the tail of the target distribution, which is quite standard when working with unconstrained non-strongly log-concave distributions (Durmus et al., 2018a; 2017):

**Assumption 4.** There exists $\eta > 0, M_\eta > 0$ such that for all $x \in \mathbb{R}^d$ such that $\|x\|_2 \geq M_\eta$, 

$$f(x) - f(x^*) \geq \eta \|x - x^*\|_2$$

where $x^* = \arg \min_{x \in \mathbb{R}^d} f(x)$. Without loss of generality, we will also assume $x^* = 0$ and $f(x^*) = 0$.

Note that in the case of a distribution constrained to a set $\Omega \subset \mathbb{R}^d$, this assumption is naturally satisfied with $\eta$ arbitrary, and $M_\eta = \text{diam}(\Omega)$ where $\text{diam}(\Omega)$ is the diameter of $\Omega$.

In order to see how this assumption transfers into a constraint on the tail of the distribution, we recall two following results shown in (Durmus et al., 2018a) and (Lovász & Vempala, 2007) respectively.

**Lemma 5.** Let $X \in \mathbb{R}^d$ be a random vector from a log-concave distribution $\mu$ satisfying assumption 4. Then 

$$\mathbb{E}_{X \sim \mu} \left[ \|X\|_2^2 \right] \leq \frac{2d(d + 1)}{\eta^2} + M_\eta^2$$

**Lemma 6.** Let $X \in \mathbb{R}^d$ be a random vector from a log-concave distribution $\mu$ such that $\mathbb{E} \left[ \|X\|_2^2 \right] \leq C^2$. Then, for any $R > 1$, we have 

$$\Pr \left( \|X\|_2 > RC \right) < e^{-R + 1}$$

It is thus possible to combine both lemmas to show that any distribution satisfying assumption 4 necessarily has a sub-exponential tail. This property will allow us to control the Wasserstein distance in terms of the total variation distance.

**Lemma 7.** Let $X$ be a random vector from a log-concave distribution $\mu$ satisfying assumption 4. Then, $\forall R > 1$, 

$$\Pr \left( \|X\|_2 > R \sqrt{\frac{2d(d + 1)}{\eta^2} + M_\eta} \right) < e^{-R + 1}$$

### 3.3. Unadjusted Langevin Algorithm

Finally, we recall the standard Unadjusted Langevin Algorithm as well as a very useful inequality bounding the KL divergence between the target distribution and the $k$-th sample distribution.

Consider the probability space $(\mathbb{R}^d, \mathcal{B}, \mu^*)$, where $\mathcal{B}$ is the Borel sigma algebra and $\mu^*$ is the target distribution. Suppose that $\mu^*$ is log-concave and dominated by the Lebesgue measure on $\mathbb{R}^d$, namely,

$$d\mu^*(x) = Ce^{-f(x)} \, dx, \quad \forall x \in \mathcal{S},$$

where $C$ is an unknown normalizing constant and the function $f : \mathbb{R}^d \to \mathbb{R}$ is convex and $\nabla f$ is $L$-Lipschitz continuous. We wish to sample from $\mu^*$ without calculating the normalizing constant $C$.

A well-known scheme for sampling for such a distribution is called ULA. Initialized at $x_0 \in \mathbb{R}^d$, the iterates of ULA are

$$x_{k+1} = x_k - \gamma \nabla f(x_k) + \sqrt{2}\gamma g_k$$

for all $k \geq 0$, where $\gamma > 0$ is the step-size and the entries of $g_k \in \mathbb{R}^d$ are zero-mean and unit-variance Gaussian random variables, independent from each another and everything else. Let $\mu_k$ be the probability measure associated to iterate $x_k, \forall k \geq 0$. It is well-known that ULA converges to the target measure in KL divergence.

More specifically, for $n \geq n_\epsilon = O(d^3 L\epsilon^{-2})$ iterations, we reach $\text{KL}(\bar{\mu}_n; \mu^*) \leq \epsilon$, where $\bar{\mu}_n = \frac{1}{n} \sum_{k=1}^n \mu_k$ is the average of the probability measures associated to the iterates $\{x_k\}_{k=0}^n$ (Durmus et al., 2018a). The averaging sum $\frac{1}{n} \sum_{k=1}^n \mu_k$ is to be understood in the sense of measures, i.e., sampling from the $\bar{\mu}_n$ is equivalent to choosing an index $x$ uniformly at random among $\{1, \ldots, n\}$, and then sampling from $\mu_k$.

To prove this result, the authors showed the following useful inequality that we will exploit in our analysis:

**Lemma 8.** Suppose that we apply the ULA iterations (8) for sampling from a smooth log-concave probability measure $\mu^* \propto e^{-f(x)} \, dx$ with constant step-size $\gamma > 0$, starting from $x_0 \sim \mu_0$. Then, $\forall n > 0$, 

$$\text{KL}(\bar{\mu}_n; \mu^*) \leq \frac{W_2^2(\mu_0, \mu^*)}{2\gamma n} + Ld\gamma.$$ 

### 4. DL-ULA for unconstrained sampling

In this section, we present a modified version of the standard ULA for sampling from an unconstrained distribution and provide convergence guarantees. This modified version of ULA involves a new step size schedule as well as a projection step. We will show that it allows to obtain improved convergence rate, as well as the first convergence rate in $W_2$-distance for overdamped Langevin dynamics.
We consider the problem of sampling from a smooth and light tail property of log-concave distributions, it is easy to obtain a bound between $W_2(\mu_{k-1}, \mu^*)$ and $W_2(\mu_{k-1}, \mu^*)$. However, it is not clear how to bound $W_2^2(\tilde{\mu}_{k-1}, \mu^*)$ by $KL(\tilde{\mu}_{k-1}, \mu^*)$.

As an intermediate step in the convergence analysis, we derive in the next section a bound between the $W_2$-distance and the TV-distance between two general log-concave probability measures, which can then be extended to a $W_2$-KL bound using Pinsker’s inequality.

### 4.2. Relation Between $W_2$- and TV-Distances

When $\mu$ and $\nu$ are both compactly supported on an Euclidean ball of diameter $D$, then it is well-known that $W_2(\mu, \nu) \leq D\sqrt{\|\mu - \nu\|_{TV}}$ (Gibbs & Su, 2002). Otherwise, if $\mu$ and $\nu$ are not compactly supported, their fast-decaying tail (Lemma 7) allows us to derive a similar bound, as summarized next and proved in Appendix A.

**Lemma 9. (W_2-TV distances inequality)** Let $\mu, \nu$ be log-concave probability measures on $\mathbb{R}^d$ both satisfying Assumption 4 with $(\eta, M_\eta)$. Then, for some scalar $c \in \mathbb{R}$,

$$W_2(\mu, \nu) \leq c d \max \left( \frac{1}{\|\mu - \nu\|_{TV}}, 1 \right) \sqrt{\|\mu - \nu\|_{TV}}. \quad (11)$$

In a sense, (11) is an alternative to the powerful $T_2$ inequality which does not apply generally in our setting (Gozlan & Léonard, 2010). Indeed, for $C_\mu > 0$, recall that a probability measure $\mu$ satisfies Talagrand’s $T_2(C_\mu)$ transportation inequality if

$$W_2(\mu, \nu) \leq C_\mu \sqrt{KL(\mu; \nu)}, \quad (12)$$

for any probability measure $\nu$. Above, $C_\mu$ depends only on $\mu$ and, in particular, if $\mu$ is $\kappa$ strongly log-concave, then (12) holds with $C_\mu = \mathcal{O}(1/\sqrt{\kappa})$ (Gozlan & Léonard, 2010). In this work, the target measures that we consider are not necessarily strongly log-concave measures, leaving us in need for a replacement to (12). In our analysis, (11) serves as a replacement for (12). Indeed, using the Pinsker’s inequality (Pinsker, 1960), an immediate consequence of (11) is that

$$W_2(\mu, \nu) = \mathcal{O}(KL(\mu; \nu)^{\frac{1}{4}}). \quad (13)$$

In fact, (11) might also be of interest in its own right, especially when working with non-strongly log-concave measures. For example, it is easy to use (13) to extend the well-known $\mathcal{O}(e^{-2})$ convergence rate of ULA in KL divergence to a $\mathcal{O}(e^{-8})$ convergence rate in $W_2$ distance in the non-strongly log-concave setting. To the best of our knowledge, such a result does not exist in the literature.

### 4.1. DL-ULA algorithm

We consider the problem of sampling from a smooth and unconstrained probability measure $\mu^* \propto e^{-f(x)} dx$, where $f : \mathbb{R}^d \to \mathbb{R}$ is differentiable. To this end, we apply the standard ULA in a double-loop fashion, and decrease the step size only between each inner loop. Moreover, each inner loop is followed by a projection step onto some Euclidean ball. The procedure is summarized in Algorithm 1.

The projection step appears to be crucial in our analysis in order to control the tail of the sample distribution, which is necessary for bounding its Wasserstein distance to the target distribution.

In the following sections, we derive the convergence rate for Algorithms 1. The global idea for showing the convergence of this algorithm is to use the inequality (9) recursively between each successive outer loop. We denote as $\tilde{\nu}_k$ the average distribution associated to the iterates of outer iteration $k$ just before the projection step. Similarly, we denote as $\tilde{\mu}_k$ the same distribution after the projection step.

Each outer iteration $k$ uses as a starting point a sample from the previous outer iteration $x_{k,0} \sim \tilde{\mu}_{k-1}$. Therefore, we can apply the inequality (9) to the outer iteration $k$ to obtain

$$KL(\tilde{\mu}_k; \mu^*) \leq \frac{W_2^2(\tilde{\mu}_{k-1}, \mu^*)}{2\gamma_k n_k} + Ld\gamma_k. \quad (10)$$

In order to unfold the recursion, we must have a bound on $W_2^2(\tilde{\mu}_{k-1}, \mu^*)$ in terms of $KL(\tilde{\mu}_{k-1}, \mu^*)$. Using the light tail property of log-concave distributions, it is easy to obtain a bound between $W_2^2(\tilde{\mu}_{k-1}, \mu^*)$ and $W_2^2(\tilde{\mu}_{k-1}, \mu^*)$.

**Algorithm 1** Double-loop Unadjusted Langevin Algorithm (DL-ULA)

**Input:** Smooth unconstrained probability measure $\mu^*$, step sizes $\{\tau_k\}_{k \geq 1}$, number of (inner) iterations $\{n_k\}_{k \geq 1}$, initial probability measure $\mu_0$ on $\mathbb{R}^d$, and thresholds $\{\rho_k\}_{k \geq 1}$.

**Initialization:** Draw a sample $x_0$ from the probability measure $\mu_0$.

for $k = 1, \ldots$ do
  $x_{k,0} \leftarrow x_{k-1}$
  for $n = 1, \ldots, n_k$ do
    $x_{k,n+1} \leftarrow x_{k,n} - \gamma_k \nabla f(x_{k,n}) + \sqrt{2\gamma_k} g_{k,n}$, where $g_{k,n} \sim \mathcal{N}(0, I_d)$.
  end for
  $x_k \leftarrow x_{k,i}$, where $i$ is drawn from the uniform distribution on $\{1, \ldots, n_k\}$.
  if $\|x_k\|_2 > \rho_k$ then
    $x_k \leftarrow \rho_k x_k/\|x_k\|_2$.
  end if
end for
Table 1. Complexity of sampling from a smooth and log-concave probability distribution. For each metric, the entry corresponds to the total number of iterations to use in order to reach an $\epsilon$ accuracy in the specified metric. (*) For comparison purpose, we extended the proof in (Zou et al., 2018) in the case where the distribution satisfies the weaker assumption 4. The dimension dependence is thus different from (Zou et al., 2018)).

4.3. Convergence Analysis of DL-ULA

Having covered the necessary technical tools above, we now turn our attention to the convergence rate of Algorithm 1. The final step to take care of is to choose the sequences $\{\gamma_k\}_{k \geq 1}$ and $\{n_k\}_{k \geq 1}$ so as to obtain the best possible convergence guarantees. We summarize our result in Theorem 10.

Theorem 10. (Iteration complexity of DL-ULA) Let $\mu^*$ be a $L$-smooth log-concave distribution satisfying assumption 4. Suppose that $\mu_0$ also satisfies assumption 4. For every $k \geq 1$, let

$$n_k = LM^2d_k^2e^{3k}$$

$$\gamma_k = \frac{1}{Ld} e^{-2k}$$

$$\tau_k = Mk.$$  

where $M = \sqrt{\frac{2d(d+1)}{\eta}} + M^2 = O(d)$.

Let $\tilde{\mu}_k$, $\check{\mu}_k$ be the average distributions associated with the iterates of outer iteration $k$ of DL-ULA using the parameters above, just before and after the projection step respectively. Then, $\forall \epsilon > 0$, we have:

- After $N^{KL} = \tilde{O}(Ld^3\epsilon^{-\frac{3}{2}})$ total iterations, we obtain $\text{KL}(\check{\mu}_k; \mu^*) \leq \epsilon$.
- After $N^{TV} = \tilde{O}(Ld^3\epsilon^{-3})$ total iterations, we obtain $\|\check{\mu}_k - \mu^*\|_{TV} \leq \epsilon$.
- After $N^{W_2} = \tilde{O}(Ld^3\epsilon^{-6})$ total iterations, we obtain $W_2(\check{\mu}_k, \mu^*) \leq \epsilon$.

A few remarks about Theorem 10 are in order.

Geometric sequences. Theorem 10 prescribes a geometric sequence for the choice of $\{\gamma_k\}_k$ and $\{n_k\}_k$. As outer iteration counter $k$ increases, more and more ULA (inner) iterations are performed with the constant step-size $\gamma_k$. Asymptotically, we observe that the step size decreases at a rate $n^{-\frac{3}{2}}$ where $n$ is the total number of ULA iterations. This decaying rate is faster than the standard decaying rate of $n^{-\frac{1}{2}}$ for ULA (Durmus et al., 2018a).

In constrast to convex optimization where a global optimum can provably be reached with constant step-size, ULA cannot converge to the target distribution $\mu^*$ when using constant step-size, since the stationary distribution of ULA iterates (8) when using a constant step size is different from the target distribution. Asymptotically, it is thus desirable to use as small a step-size as possible.

Projection step. Although the initial and target distributions are both log-concave, and thus have a sub-exponential tail, the sample distributions $\check{\mu}_k$ are not generally log-concave, and it is not clear whether they also share the sub-exponential tail property. The projection step at the end of each outer iteration provides a way to enforce the light tail property, so that we can still apply a bound similar to (11). This procedure is made clearer in the proof of the theorem.

This procedure also provides more stability in the early outer iterations where the step-size is the largest. Moreover, since $\lim_{k \rightarrow \infty} \tau_k = \infty$, the projection step asymptotically never applies in practice.

Convergence rate comparison. Table 1 summarizes various convergence rates of Langevin dynamics based methods applied to general log-concave distributions. We observe that DL-ULA achieves improved convergence guarantees either in terms of rate or dimension dependence. Compared to (Durmus et al., 2017), the convergence rate in $TV$ distance is worse in terms of accuracy $\epsilon$ but enjoys much better dimension dependence, and is also better in terms of Lipschitz constant dependence.

5. DL-MYULA for constrained sampling

We now apply the same multistage idea to an existing constrained sampling algorithm, and show that it allows both to obtain an asymptotic convergence and improved convergence guarantees.
5.1. DL-MYULA algorithm

Consider sampling from a log-concave distribution over a convex set $\Omega \subset \mathbb{R}^d$, i.e.,

$$
\mu^*(x) = \begin{cases}
\frac{e^{-f(x)}}{\int_\Omega e^{-f(x')}dx'}, & x \in \Omega \\
0, & x \notin \Omega.
\end{cases}
$$

(17)

In (Durmus et al., 2018b; Brosse et al., 2017), the authors propose to reduce this problem to an unconstrained sampling problem by penalizing the domain outside $\Omega$ directly inside the probability measure using its Moreau-Yoshida envelope. More precisely, they propose to sample from the following unconstrained probability measure $d\mu_k(x) \propto e^{-f_k(x)}$ where $f_k : \mathbb{R}^d \to \mathbb{R}$ is defined as:

$$
f_k(x) = f(x) + \frac{1}{2\lambda} \|x - \text{proj}_\Omega(x)\|^2_2, \quad \forall x \in \mathbb{R}^d,
$$

(18)

where $\text{proj}_\Omega : \mathbb{R}^d \to \Omega$ is the standard projection operator onto $\Omega$ defined as $\text{proj}_\Omega(x) = \arg\min_{y \in \Omega} \|x - y\|_2$. Note that this penalty is easily differentiable as soon as the projection onto $\Omega$ can be computed since $\nabla f_k(x) = \nabla f(x) + \frac{1}{\lambda}(x - \text{proj}_\Omega(x))$.

By bounding the TV distance between $\mu_\lambda$ and $\mu^*$, they showed that, by sampling from $\mu_\lambda$ with $\lambda$ small enough, it is possible to sample from $\mu^*$ with arbitrary precision. This algorithm is called Moreau-Yoshida ULA (MYULA).

Building on this approach, we can apply our double loop algorithm, by modifying both the step size as well as the penalty parameter $\lambda$ between each inner loop (Algorithm 2).

In addition to providing improved rate, as we will show later, our algorithm also has the advantage to use a decreasing penalty parameter $\lambda$ so as to guarantee asymptotic convergence of the algorithm to the target distribution. On the other hand, MYULA uses constant penalty $\lambda$, and thus saturates after a certain number of iterations. Although this looks like a trivial extension, using varying penalty parameter makes the algorithm more challenging since the target distribution of the algorithm is regularly changing.

5.2. Convergence analysis of DL-MYULA

We now analyze the convergence of DL-MYULA. In Algorithm 2, both the step-size $\gamma$ and the penalty parameter $\lambda$ are decreased after each outer iteration. Therefore, at each outer iteration $k$, we aim to sample from the unconstrained penalized distribution $d\mu_k \propto e^{-f_k(x)}$ where $f_k$ is defined in equation (18).

Similarly as for DL-ULA, we will use Lemma 9 after each outer iteration. However, since the target distribution of outer iteration is $\mu_k$ instead of $\mu^*$, the inequality reads as

$$
\text{Algorithm 2 DL-MYULA}
$$

**Input:** Smooth constrained probability measure $\mu^*$, step sizes $\{\gamma_k\}_{k \geq 1}$, penalty parameters $\{\lambda_k\}_{k \geq 1}$, number of (inner) iterations $\{n_k\}_{k \geq 1}$, initial probability measure $\mu_0$ on $\mathbb{R}^d$, and thresholds $\{\tau_k\}_{k \geq 1}$.

**Initialization:** Draw a sample $x_0$ from the probability measure $\mu_{\text{init}}$.

**for** $k = 1, \ldots$ **do**

1. **for** $n = 1, \ldots, n_k$ **do**

   a. $x_{k,n} \leftarrow x_{k,n-1} - \gamma_k(\nabla f(x_{k,n}) + \frac{1}{\lambda_k}(x_{k,n} - \text{proj}_\Omega(x_{k,n}))) + \sqrt{2\gamma_k}g_k, n, \text{ where } g_k, n \sim N(0, I_d).

   b. end for

2. $x_k \leftarrow x_{k,n}, \text{ where } n \text{ is drawn from the uniform distribution on } \{1, \ldots, n_k\}.$

3. if $\|x_k\|_2 > \tau_k$ then

   a. $x_k \leftarrow \frac{x_k}{\|x_k\|_2}.$

4. end if

end for

In order to use a similar recursion argument as previously, we must thus bound $W_2(\tilde{\mu}_{k-1}, \mu_{\lambda_k})$ by $W_2(\mu_{k-1}, \mu_{\lambda_{k-1}})$. Using the triangle inequality for $W_2$, we have

$$
W_2(\tilde{\mu}_{k-1}, \mu_{\lambda_k}) \leq W_2(\tilde{\mu}_{k-1}, \mu_{\lambda_{k-1}}) + W_2(\mu_{\lambda_{k-1}}, \mu^*) + W_2(\mu_{\lambda_k}, \mu^*).
$$

In (Brosse et al., 2017), the authors showed a bound for $\|\mu_\lambda - \mu^*\|_{\text{TV}}$ in terms of $\lambda > 0$, and it is easy to extend their proof to obtain a bound for $W_2(\mu_\lambda, \mu^*)$ (see Lemma 12 and its proof in Appendix C).

In order to prove our result, we make the same assumptions on the constraint set $\Omega$ as in (Brosse et al., 2017):

**Assumption 11.** There exist $r, R, \Delta_1 > 0$ such that

1. $B(0, r) \subset \Omega \subset B(0, D)$ where $B(0, r_0) = \{y \in \mathbb{R}^d : \|x - y\|_2 \leq r_0\} \forall r_0 > 0$.

2. $\epsilon_{\text{inf}}(f) - \text{max}(f) \geq \Delta_1$, where $\Omega^c = \mathbb{R}^d \setminus \Omega$.

**Lemma 12.** Let $\Omega \subset \mathbb{R}^d$ satisfy Assumption 11. Then $\forall \lambda < \frac{r}{\sqrt{d/\Delta_1}}$

$$
W_2^2(\mu_\lambda, \mu^*) \leq C_\Omega d\sqrt{\Delta_1}
$$

(19)

for some scalar $C_\Omega > 0$ depending on $D, r$ and $\Delta_1$. 


The proof of the previous Lemma is given in Appendix C. Using these results, the convergence proof is then very similar as for DL-ULA, and is summarized in Theorem 13, whose proof can be found in Appendix D.

**Theorem 13. (Iteration complexity of DL-MYULA)** Let \( \mathcal{O} \subset \mathbb{R}^d \) be a convex set satisfying Assumption 11 and \( \mu^* \) be a log-concave distribution given by (17) where \( f \) has \( L \)-Lipschitz continuous gradient. For every \( k \geq 1 \), let

\[
\lambda_k = \frac{1}{\frac{4d^3}{\lambda} + de^{2k}} \quad (20)
\]

\[
n_k = LDk^2e^{5k} \quad (21)
\]

\[
\gamma_k = \frac{1}{Ld}e^{-4k} \quad (22)
\]

\[
\tau_k = Dk \quad (23)
\]

for every \( k \geq 1 \). Then, \( \forall \epsilon > 0 \), we have:

- After \( N^{TV} = O \left( d^{3.5} \epsilon^{-5} \right) \) total iterations, we obtain
  \[ \|\hat{\mu}_K - \mu^*\|_{TV} \leq \epsilon. \]
- After \( N^{W_2} = \tilde{O} \left( d^{3.5} \epsilon^{-10} \right) \) total iterations, we obtain
  \[ W_2(\hat{\mu}_K, \mu^*) \lesssim \epsilon. \]

We make a few comments about this convergence result.

**Smoothness of \( \mu_{\lambda_k} \)** One can notice that outer iterations in DL-MYULA are longer than in DL-ULA. In order to explain this choice, first observe that the Lipschitz constant associated with the penalized distribution \( \mu_{\lambda} \) grows as \( O \left( \frac{1}{\lambda} \right) \) as \( \lambda \) goes to 0. As \( k \) increases and \( \lambda_k \) decreases, \( \mu_{\lambda_k} \) becomes less and less smooth. Thus, for ULA to succeed in approximating \( \mu_{\lambda_k} \), the step size \( \gamma_k \) of ULA iterations reduces accordingly, and the number of iterations increases.

The choice for \( \lambda_k \) ensures that \( \lambda_k < \frac{r^2}{8d^2} \) as required for Lemma 12 to be applicable.

**Convergence rate comparison** Table 2 summarizes convergence rates in TV distance for various first-order constrained sampling algorithms. We can see that DL-MYULA outperforms existing approaches, both in terms of rate and dimension dependence.

| Algorithm     | TV        | Literature               |
|--------------|-----------|--------------------------|
| PLMC         | \( d^{2.9}O(\epsilon^{-12}) \) | (Bubeck et al., 2018)    |
| MYULA        | \( d^{3.7}O(\epsilon^{-6}) \)  | (Brosse et al., 2017)    |
| DL-MYULA     | \( d^{4.8}O(\epsilon^{-6}) \)  | Our work                 |

Table 2. Upper bounds on the number of iterations required in order to guarantee an error smaller than \( \epsilon \) in TV distance for various constrained sampling algorithms.

it after a certain number of iterations. Exploiting a new result on the relation between the 2-Wasserstein distance and the TV distance of two log-concave distributions, we were able to prove new convergence guarantees for this procedure. We also applied our approach to an existing first-order constrained sampling, and showed improved convergence guarantees, both in terms of rate and dimension dependence.
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