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ABSTRACT

Prompted by indications from QSO lensing that there may be more mass associated with galaxy groups than expected from virial analyses, we have made new dynamical infall estimates of the masses associated with 2PIGG groups and clusters. We have analysed the redshift distortions in the cluster-galaxy cross-correlation function as a function of cluster membership, cross-correlating $z < 0.12$ 2PIGG clusters and groups with the full 2dF galaxy catalogue. We have made estimates of the dynamical infall parameter $\beta \propto \frac{1}{b}$ where $b$ is the bias parameter and new estimates of the group velocity dispersions for group membership classes out to $z < 0.12$. We first find that, out to 30-40$h^{-1}$Mpc, the amplitude of the full 3-D redshift space cross-correlation function, $\xi_{cg}$, rises monotonically with group membership. We use a simple linear-theory infall model together with a Gaussian velocity dispersion to fit $\xi(\sigma, \pi)$ in the range $5 < \sigma < 40h^{-1}$Mpc. We find that the $\beta$ versus membership relation for the data shows a minimum at intermediate group membership $n \approx 20$ or $L \approx 2 \times 10^{11}h^{-2}L_\odot$, implying that the bias and hence $M/L$ ratios rise by a significant factor (\approx 5\times) both for small groups and rich clusters. The minimum for the mocks is at a 2-3\times lower luminosity than for the data. However, the mocks also show a systematic shift between the location of the $\beta$ minimum and the $M/L$ minimum at $L \approx 10^{11}h^{-2}L_\odot$ given by direct calculation using the known DM distribution. We consider physical reasons for this difference. Our overall conclusion is that bias estimates from dynamical infall appear to support the minimum in star-formation efficiency at intermediate halo masses. Nevertheless, there may still be significant systematic problems arising from measuring $\beta \propto \frac{1}{b} = \delta \rho_{mass}/\delta \rho_{galaxies}$ using large-scale infall rather than $M/L$ using small-scale velocity dispersions.
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1 INTRODUCTION

Previous QSO lensing results (Myers et al. 2003, 2005, Mountrichas & Shanks 2007) have indicated that galaxies are anti-biased on small scales at a higher level than predicted by the standard cosmological model. In continuation of this investigation, we now make dynamical infall estimates of the masses associated with 2PIGG groups and clusters to compare our results with QSO lensing estimates and also the velocity dispersion mass estimates of Eke et al. 2006. Here we obtain those dynamical infall estimates of group masses using redshift distortion analysis. The analytical background is based on the fact that the observed redshifts of objects at cosmological distances do not reflect their true distances as they are affected by the expansion rate of the universe (Hubble flow) and their peculiar velocities (velocity dispersion) with respect to their local rest frame. These two effects distort the clustering pattern of the objects in two ways: at small scales the large velocity dispersion causes an elongation in the redshift direction, along the line-of-sight (Fingers of god) and on large scales the infall of matter into higher density regions causes a flattening of the clustering pattern across the line-of-sight. Geometrical distortions are also introduced if a wrong cosmological model is assumed.

These redshift-space distortions can be investigated using either the spatial two-point correlation function (e.g. Ratcliffe et al 1997) or its Fourier transform, the power spectrum (e.g. Outram, Hoyle and Shanks 2000). The objects for which the clustering pattern is studied can be Lyman Break Galaxies (LBGs, da Angela et al. 2005), QSOs (da Angela et al. 2006), Luminous Red Galaxies (LRGs, Ross et al. 2006), QSO-LRG (Mountrichas & Shanks 2007, in prep) and other galaxies or galaxy groups. In recent years many galaxy catalogues have been used for this purpose, the Durham/UKST Galaxy Redshift Survey (Ratcliffe et al. 1996), the IRAS Point Source Redshift Survey (PSCz, Taylor et al. 2000), the Nearby Optical Galaxy (NOG) sample (Giuricin et al. 2001), the Zwicky catalogue (Padilla et al. 2001) and others. The parameters we can measure in these analyses are
the velocity dispersion of the galaxies (or galaxy groups), the infall parameter $\beta$, the amplitude of galaxy clustering $r_0$, the density parameter, $\Omega_m$, and the bias factor, $b$.

Recently, large group catalogues have been used to study the variation of their halo mass-to-light ratio ($M/L$) with luminosity. These calculations show us what in halo sizes mass is most efficiently converted into stars. Most recently, the 2PIGG team analysed 2PIGG group velocity dispersion on the 2PIGG group catalogue (Eke et al. 2004a) and found a variation of the halo mass-to-light ratio with group luminosity. More precisely, they found an increase by a factor of 5 in the $b_j$ and 3 in the $r_0$ band, of the halo $M/L$ with a 100 times increased group luminosity (Eke et al. 2004b) as well as a minimum at a total group luminosity of $L \approx 5 \times 10^9 L_\odot$ (Eke et al. 2006). Padilla et al. 2004 measured the clustering amplitude of 2PIGG galaxy groups. They found that the most luminous groups are 10 times more clustered than the full 2PIGG catalogue.

In the work presented here, we try to estimate group masses using dynamical infall rather than just the velocity dispersion. We believe that estimating masses by infall may be more accurate because no stability or virial assumptions are needed. We do this by estimating the 3-D redshift space cross-correlation function, $\xi_\phi(r)$, between the 2PIGG groups and clusters with the 2dFGRS galaxies (Section 3) as well as the semi-projected cross-correlation function, $w_p(\sigma)/\sigma$ and the real-space cross-correlation function, $\xi_\phi(\sigma)(r)$ (Sections 4, 5). In Section 6 we present our $\xi_\phi(\sigma, \pi)$ results and constrain the cluster-galaxy infall parameter, $\beta$, by modelling the redshift-space distortions. In Section 7 we find the group luminosities and we repeat our previous measurements, as a function of luminosity. Finally, our conclusions are presented in Section 8.

## 2 DATA AND CLUSTERING ANALYSIS

### 2.1 Data

The 2dFGRS galaxies (Lewis et al. 2002) are here used both as the source of the group and cluster catalogue and as dynamical tracers. The 2dFGRS sample contains 191,440 galaxies (NGP+SGP) once cuts have been applied for field and sector completeness. The magnitude limit of the survey is $b_J = 19.45$.

The galaxy groups we use are taken from the 2dFGRS Percolation-Inferred Galaxy Group (2PIGG) catalogue (Eke et al. 2004a). The groups are derived using a friends-of-friends (FOF) algorithm. This algorithm has been calibrated and tested using mock 2dFGRS catalogues and then applied to the real 2dFGRS in order to construct the 2PIGG catalogue. The algorithm as well as its calibration is described in detail by Eke et al. 2004a. The catalogue consists of 28,877 groups with at least two members (in the whole redshift range). Following Eke et al. we shall only use groups with $z < 0.12$ because at higher redshifts the fraction of the total group luminosity observed falls below 50% and also the contamination rate increases. We also follow the group membership classes used in Fig. 5 of Eke et al. 2004a but we split the 18 $n_{gal}$ into 45 each into 2 subsamples to get group samples with intermediate and high memberships. Moreover we use two more ‘group’ samples at small memberships, those with 2 $n_{gal}$ and $n = 1$. The numbers of each group sample used are shown in Table [1].

In our measurements we also use mock catalogues constructed by the 2PIGG team (Eke et al. 2004a) and which are available on the World Wide Web. High-resolution N-body simulations of cosmological volumes (Jenkins et al. 1998) and a semi-analytical model of galaxy formation (Cole et al. 2000) were used for the construction of the mock catalogues. A full description of the catalogues and the methods used for their construction is given by Eke et al. 2004a. The mock catalogue consists of 25,201 groups in both the NGP and the SGP (in the whole redshift range). This number is slightly lower than the corresponding one from the real data. We divide the mock groups in the same classes as for the data and apply the redshift cut of $z < 0.12$. The numbers are again shown in Table [1]. We note that the mock catalogue contains more large membership groups than the data catalogue.

For our random catalogues, field and sector completeness have been taken into account. The catalogues consist of $\approx 11 \times$ the number of our galaxies, i.e. 2,105,840 random points in the NGP+SGP.

### 2.2 Cross-correlation and errors estimators

The correlation function estimator that we use for our analysis is

$$w(\theta) = \frac{DD(\theta)}{DR(\theta)} \frac{N_{rd}}{N_{gal}} - 1$$

(1)

where $N_{rd}$ is the number of the random points in our catalogue, $N_{gal}$ is the number of galaxies we use, $DD(\theta)$ is the data-data pairs, i.e. group-galaxy pairs and $DR(\theta)$ is the group-random point pairs counted at angular separation $\theta$.

The errors we use throughout our analysis are Field-to-Field errors. For that purpose we have divided NGC and the SGC each into 3 equal areas and then measure the correlation functions for each one of these 6 areas. The Field-to-Field error is then given by the following expression

$$\sigma^2_x(\theta) = \frac{1}{N - 1} \sum_{L=1}^{N} \frac{DR_L(\theta)}{DR(\theta)} [\omega_L(\theta) - \omega(\theta)]^2$$

(2)
Figure 1. The galaxy group-galaxy redshift-space cross-correlation function \( \xi_{cg}(s) \) for different group memberships. The solid line is the best fit to our \( \xi_{cg}(s) \) measurements for our group sample with \( n_{gal} = 4 \). The slope is \( \gamma = 1.6 \) and the correlation length is \( s_0 = 4.5h^{-1}\text{Mpc} \). The dashed line is the fit to our groups with the largest membership, i.e. \( n_{gal} \geq 70 \), with \( \gamma = 1.5 \) and \( s_0 = 11.5h^{-1}\text{Mpc} \).

Figure 2. The galaxy group-galaxy redshift-space cross-correlation function \( \xi_{cg}(s) \) for different group membership using the mock catalogues. The solid line is the best fit to our \( \xi_{cg}(s) \) measurements for our group sample with \( n_{gal} = 4 \). The slope is \( \gamma = 1.6 \) and the correlation length is \( s_0 = 4.8h^{-1}\text{Mpc} \). The dashed line is the fit to our groups with the largest membership, i.e. \( n_{gal} \geq 70 \), with \( \gamma = 1.9 \) and \( s_0 = 9.0h^{-1}\text{Mpc} \).
where \( N = 6 \), \( DR_L(\theta) \) is the data-random pairs in the subarea, \( DR(\theta) \) is the overall number of data-random pairs, \( \omega_L(\theta) \) is the correlation function measured in the subarea and \( \omega(\theta) \) is the overall correlation function. In the next Section we shall see how the Field-to-Field errors compared with Poisson errors \( (\sigma(\theta) = \sqrt{\frac{DR(\theta)}{DR_L(\theta)}}) \) for our \( \xi(s) \) measurements.

3 REDSHIFT–SPACE CROSS-CORRELATION FUNCTION

In this Section we present our measurements for the group-galaxy redshift-space cross-correlation function \( \xi_{cg}(s) \) for different group memberships, as they were described in Section 2. The purpose of these measurements is to study how the clustering amplitude changes for different groups and clusters and to obtain the values for the correlation amplitude \( s_0 \) and the slope \( \gamma \) from single power law fits, in order to use them later on when we shall model our \( \xi(\sigma, \pi) \) measurements (even though, as shall be explained, we will ultimately let \( s_0 \) float as a free parameter in the redshift distortion fits). We first measure \( \xi_{cg}(s) \) in each Galactic Cap separately, i.e. NGC and SGC and then by adding the DDs together and the normalised DRs and using the expression [1] we combine these measurements to get the overall result. We should note that the SGC tends to give a slightly bigger correlation length, which is in accordance with the fact that larger membership clusters are found in the SGC. The combined results (North+South) are shown in Fig. 1.

As expected the groups with larger memberships have higher correlation lengths \( s_0 \) and the ungrouped galaxies have by far the smallest correlation length. This is reflected in the fits \( (2 \leq s \leq 20h^{-1}\text{Mpc}) \) to these cross-correlation functions. All the fits assume the same power law form, i.e. \( \xi_{cg}(s) = (s/s_0)^{-\gamma} \) with both \( s_0 \) and \( \gamma \) allowed to vary. The error estimates come from the 1σ deviation from the minimized \( \chi^2 \) on these fits. The solid line in Figure 1 is the best fit to our \( \xi_{cg}(s) \) measurements for our group sample with \( n_{gal} = 4 \). The slope is \( \gamma = 1.6 \pm 0.1 \) and the correlation length is \( s_0 = 4.5 \pm 0.4h^{-1}\text{Mpc} \). The dashed line is the fit to our groups with the largest membership, i.e. \( n_{gal} \geq 70 \), with \( \gamma = 1.5 \pm 0.3 \) and \( s_0 = 11.5 \pm 1.1h^{-1}\text{Mpc} \). The fits for all the other group samples have also been estimated and appear in Table 2. As we see our fits give \( \gamma \sim 1.5 - 1.8 \) and \( s_0 \sim 2.0 - 11.5h^{-1}\text{Mpc} \).

We next repeat our measurements using the mock catalogues for galaxies and groups. The \( \xi_{cg}(s) \) results are shown in Fig. 2. The \( s_0 \) and \( \gamma \) values from the fits on the results appear in Table 2. From the comparison between the \( \xi_{cg}(s) \) measurements from the data and the mock catalogues we see that the results are very similar on all scales. The agreement is confirmed from the fits shown in Tables 2 and 3.

As already mentioned in the previous Section, for our measurements we have used Field-to-Field errors. Fig. 3 shows how the ratio of these errors to Poisson errors, depends on the separation, \( s \). We note that the ratio increases as we move to larger scales. The reason is that on larger scales the group-galaxy pairs become less independent causing an underestimation by Poisson errors. On our scales of interest \( (i.e. 2 - 20h^{-1}\text{Mpc}) \), the results follow a power law, i.e. \( (s/0.5h^{-1}\text{Mpc})^{1.1} \).

4 THE SEMI-PROJECTED CROSS-CORRELATION FUNCTION

If \( s_1 \) and \( s_2 \) are the distances of two objects 1, 2, measured in redshift-space, and \( \theta \) the angular separation between them, then \( \sigma \) and \( \pi \) are defined as

\[
\pi = (s_2 - s_1), \quad \text{along the line-of-sight}
\]

\[
\sigma = \frac{(s_2 + s_1)}{2}, \quad \text{across the line-of-sight}
\]

The effects of redshift distortion now appear only in the radial component, \( \pi \), so by integrating along the \( \pi \) direction we calculate what is called the semi-projected correlation function, \( \omega_p(\sigma) \)

\[
\omega_p(\sigma) = 2 \int_0^\infty \xi_{og}(\sigma, \pi) d\pi
\]

In our case we take the upper limit of the integration to be equal to \( \pi_{max} = 70h^{-1}\text{Mpc} \). At this limit, the effect of small-scale peculiar velocities and redshift distortions should be negligible. If we include very large scales, the signal will become dominated by noise and, on the other hand, if we restrict our measurements to very small scales then the amplitude will be underestimated. Now, since \( \omega_p(\sigma) \) describes the real-space clustering, the last equation can be written in terms of the real-space correlation function, \( \xi_{og}(r) \), (Davis & Peebles, 1983), i.e.

\[
w_p(\sigma) = 2 \int_0^{\pi_{max}} \frac{r \xi_{og}(r)}{\sqrt{(r^2 - \sigma^2)}} dr
\]

Fig. 4 shows the \( w_p(\sigma)/\sigma \) results for the different galaxy-group samples. Since the measurements are noisier than those for \( \xi(s) \), we make fits on scales of \( 2 \leq r \leq 10h^{-1}\text{Mpc} \). The solid line (Fig. 4) shows the fit for the
Figure 4. The galaxy group-galaxy semi-projected cross-correlation function $\omega_p(\sigma)$ for different group membership, using the data catalogues. The solid line shows the fit for the galaxy sample with $n_{gal} = 4$ which gives a correlation length of $r_0 = 4.5h^{-1}Mpc$ with slope of $\gamma = 2.6$. The dashed line is our fit for the galaxy groups with $n_{gal} \geq 70$ which gives $r_0 = 11.5h^{-1}Mpc$ and $\gamma = 2.4$.

Figure 5. The galaxy group-galaxy semi-projected cross-correlation function $\omega_p(\sigma)$ for different group membership using the mock catalogues. The solid line shows the fit for the galaxy sample with $n_{gal} = 4$ which gives a correlation length of $r_0 = 6.5h^{-1}Mpc$ with slope of $\gamma = 1.9$. The dashed line is our fit for the galaxy groups with $n_{gal} \geq 70$ which gives $r_0 = 6.5h^{-1}Mpc$ and $\gamma = 2.9$. 
galaxy sample with \( n_{\text{gal}} = 4 \) which gives a correlation length of \( r_0 = 5.5h^{-1}\text{Mpc} \) with slope of \( \gamma = 1.8 \). The dashed line is our fit for the galaxy groups with \( n_{\text{gal}} \geq 70 \) which gives \( r_0 = 11.5h^{-1}\text{Mpc} \) and \( \gamma = 2.4 \). The fits for all the other group samples appear in Table 2. With the exception of very small groups and very rich clusters, the slope remains roughly the same, whereas the amplitude, as expected, increases with increased group membership. Fig. 5 shows the \( w_p(\sigma)/\sigma \) results for the different galaxy-group samples using the mock catalogues and Table 3 shows the fits (\( 2 \leq r \leq 10h^{-1}\text{Mpc} \)). From the comparison between the data and the mock catalogues, we see that the results are very similar on all scales.

5 THE REAL-SPACE CROSS-CORRELATION FUNCTION

Using the results from the semi-projected cross-correlation function, \( \omega_p(\sigma)/\sigma \) and following Saunders et al. 1992, we can calculate the real-space cross-correlation function, \( \xi_{cg}(r) \), as follows:

\[
\xi_{cg}(r) = -\frac{1}{\pi} \int_r^\infty \frac{d\omega(\sigma)/d\sigma}{\sqrt{\sigma^2 - r^2}} d\sigma
\]

and assuming a step function for \( w_p(\sigma) = w \), we finally get,
Table 2. $r_0$ (or $s_0$) and $\gamma$ values for the three cross-correlation functions, i.e. $\xi_{cg}(s)$, $w_p(\sigma)/\sigma$ and $\xi_{cg}(r)$, using the data catalogues.

| $n_{gal}$ | $\xi(s)$ | $w_p(\sigma)/\sigma$ | $\xi(r)$ |
|-----------|----------|---------------------|---------|
|           | $s_0$    | $\gamma$ | $r_0$ | $\gamma$ | $r_0$ | $\gamma$ |
| =1        | 1.8 ± 0.2  | 1.6 ± 0.2 | 3.0 ± 0.2 | 2.7 ± 0.2 | 3.5 ± 0.5 | 1.3 ± 0.2 |
| 2-3       | 4.0 ± 0.4  | 1.5 ± 0.1 | 4.0 ± 0.5 | 2.2 ± 0.2 | 3.5 ± 0.5 | 1.2 ± 0.3 |
| =4        | 4.5 ± 0.4  | 1.6 ± 0.1 | 5.5 ± 0.5 | 1.8 ± 0.3 | 3.5 ± 0.4 | 1.1 ± 0.3 |
| 5-8       | 5.5 ± 0.4  | 1.6 ± 0.2 | 8.0 ± 0.8 | 1.8 ± 0.2 | 5.5 ± 1.0 | 1.5 ± 0.2 |
| 9-17      | 7.0 ± 0.5  | 1.5 ± 0.2 | 10.5 ± 0.9 | 1.7 ± 0.2 | 6.5 ± 1.0 | 1.5 ± 0.2 |
| 18-29     | 7.5 ± 0.6  | 1.7 ± 0.2 | 14.0 ± 1.4 | 1.6 ± 0.2 | 9.0 ± 1.0 | 1.3 ± 0.2 |
| 30-44     | 7.5 ± 0.8  | 1.8 ± 0.2 | 16.0 ± 1.5 | 1.5 ± 0.2 | 8.5 ± 0.8 | 1.3 ± 0.2 |
| 45-69     | 11.0 ± 0.9 | 1.5 ± 0.3 | 15.5 ± 2.0 | 1.9 ± 0.2 | 5.0 ± 1.0 | 2.3 ± 0.4 |
| $\geq$ 70 | 11.5 ± 1.1 | 1.5 ± 0.3 | 11.5 ± 1.5 | 2.4 ± 0.2 | 6.5 ± 0.6 | 2.3 ± 0.4 |

Table 3. $r_0$ (or $s_0$) and $\gamma$ values for the three cross-correlation functions, i.e. $\xi_{cg}(s)$, $w_p(\sigma)/\sigma$ and $\xi_{cg}(r)$, using the mock catalogues.

| $n_{gal}$ | $\xi(s)$ | $w_p(\sigma)/\sigma$ | $\xi(r)$ |
|-----------|----------|---------------------|---------|
|           | $s_0$    | $\gamma$ | $r_0$ | $\gamma$ | $r_0$ | $\gamma$ |
| =1        | 1.8 ± 0.2  | 1.8 ± 0.1 | 8.0 ± 0.5 | 1.4 ± 0.1 | 2.0 ± 0.2 | 1.2 ± 0.2 |
| 2-3       | 4.0 ± 0.3  | 1.5 ± 0.1 | 5.5 ± 0.4 | 1.9 ± 0.1 | 3.0 ± 0.2 | 1.5 ± 0.2 |
| =4        | 4.8 ± 0.4  | 1.6 ± 0.2 | 7.0 ± 0.5 | 1.7 ± 0.1 | 3.0 ± 0.2 | 1.5 ± 0.2 |
| 5-8       | 5.0 ± 0.4  | 1.6 ± 0.2 | 9.0 ± 0.9 | 1.6 ± 0.2 | 3.5 ± 0.4 | 1.5 ± 0.2 |
| 9-17      | 6.0 ± 0.4  | 1.6 ± 0.2 | 10.5 ± 1.0 | 1.6 ± 0.1 | 5.5 ± 1.0 | 1.3 ± 0.2 |
| 18-29     | 6.0 ± 0.5  | 1.9 ± 0.2 | 7.5 ± 0.8 | 1.9 ± 0.2 | 4.5 ± 0.5 | 1.7 ± 0.2 |
| 30-44     | 7.0 ± 0.6  | 1.8 ± 0.2 | 10.5 ± 1.0 | 1.7 ± 0.2 | 3.0 ± 0.3 | 2.2 ± 0.3 |
| 45-69     | 7.5 ± 0.7  | 2.0 ± 0.3 | 5.0 ± 0.8 | 2.0 ± 0.3 | 4.5 ± 0.6 | 2.4 ± 0.4 |
| $\geq$ 70 | 9.0 ± 1.0  | 1.9 ± 0.2 | 6.5 ± 0.5 | 2.9 ± 0.2 | 5.0 ± 0.5 | 2.6 ± 0.4 |

\[
\xi_{cg}(s) = -\frac{1}{\pi} \sum_{j \neq i} \frac{\omega_{j+1} - \omega_j}{\sigma_{j+1} - \sigma_j} \ln \left( \frac{\sigma_{j+1} + \sqrt{\sigma_{j+1}^2 - \sigma_j^2}}{\sigma_j + \sqrt{\sigma_j^2 - \sigma_i^2}} \right) \tag{8}
\]

for $r = \sigma_i$.

The real-space cross-correlation function results are shown in Fig. 8. As in the previous Sections, Table 2 shows the $r_0$ and $\gamma$ values from the fits (2 $\leq r \leq 10h^{-1}$ Mpc). Once again, we notice that the real space cross-correlation function has a higher correlation length for groups with larger membership. The results seem to be in agreement with the $\xi_{cg}(s)$ and the $w_p(\sigma)/\sigma$ measurements, although they are much noisier.

Then we repeat the $\xi_{cg}(r)$ measurements using the mock catalogues. The results are shown in Fig. 9. The results from the fits appear in Table 3. From the comparison between the data and the mock catalogues, we see that the results are very similar on all scales.

6 CONSTRAINING $\beta$ FROM REDSHIFT-SPACE DISTORTIONS

6.1 The $\xi_{cg}(\sigma, \pi)$ cross-correlation function

Now we shall present our $\xi_{cg}(\sigma, \pi)$ results from the group-galaxy data samples as well as the mock catalogues. These results will be used later in order to model the redshift-space distortions. More precisely, the shape of the $\xi_{cg}(\sigma, \pi)$ measurements will be used.

Figures 8-10 show our results for galaxy groups with $n_{gal} = 4$, $9 \leq n_{gal} \leq 17$ and $45 \leq n_{gal} \leq 69$ (solid lines). Comparing the results from different samples we see that, moving to bigger galaxy groups, differentiations from the nearly symmetric clustering pattern of $n_{gal} = 4$ group-galaxies start to increase. Elongations in the redshift direction along the line-of-sight ($\pi$-direction) are most evident for the larger membership galaxy-group samples of $45 \leq n_{gal} \leq 69$. 
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Figure 8. $\xi_{cg}(\sigma, \pi)$ results for group-galaxy sample with $n_{gal} = 4$. Solid lines present the results using the data and dashed lines using the model. We see that, there is a good agreement between the two, although the data gives slightly flatter results than the model.

Figure 9. $\xi_{cg}(\sigma, \pi)$ results for group-galaxy sample with $9 \leq n_{gal} \leq 17$. Solid lines present the results using the data and dashed lines using the model. The results agree very well, although there are some indications that at small scales the model gives slightly smaller velocity dispersions for this group-galaxy sample.

Figure 10. $\xi_{cg}(\sigma, \pi)$ results for group-galaxy sample with $45 \leq n_{gal} \leq 69$. Solid lines present the results using the real data and dashed lines using the model. The two are in very good agreement.

6.2 Model description

We assume that the effects of redshift-space distortions can be modelled by adjusting $\xi(r)$ for the effects of velocity dispersion and a simple infall model. The model we assume for the bias is,

$$\xi_{cm} = \frac{\xi_{cg}}{b}$$

(9)

Next we introduce the infall velocity of the galaxies, $v(r_z)$, as a function of the real-space separation along the $\pi$ direction, adapting eqn 77.24 of Peebles (1980) and assuming a power law of slope $-\gamma$ for $\xi_{cg}(r)$ we get,

$$v(r_z) = -\frac{1}{3-\gamma}\beta H(z) r_z \xi_{cg}(r),$$

(10)

where we have substituted $\beta = \Omega_0^{0.6}$. Equation 10 applies in the linear regime ($\xi_{cm} \lesssim 1$) for infall into rich clusters. We accept it is an approximation to apply equation 10 to groups, where group-group interactions may be non-negligible.

The magnitude of the elongation along the $\pi$-direction of the $\xi_{cg}(\sigma, \pi)$ plot caused by the galaxy velocity dispersion is denoted by $<\omega_z^2>_1/2$, which can be expressed by a Gaussian (Ratcliffe et al. 1996), as

$$f(\omega_z) = \frac{1}{\sqrt{2\pi} <\omega_z^2>^{1/2}} exp\left(-\frac{1}{2} \frac{|\omega_z|^2}{<\omega_z^2>^{1/2}}\right)$$

(11)

In order to include the small scale redshift-space effects due to the random motions of galaxies, we convolve the $\xi_{cg}(\sigma, \pi)$ model with the velocity dispersion distribution, given by the equation 11. Then $\xi_{cg}(\sigma, \pi)$ is given by (Peebles 1980, Hoyle 2000)

$$1 + \xi(\sigma, \pi) = \int_{-\infty}^{+\infty} (1 + \xi(r)) f(\omega_z) d\omega_z$$

(12)

and modifying this to include the effects of the bulk motions we finally get

$$1 + \xi_{cg}(\sigma, \pi) = \int_{-\infty}^{+\infty} (1 + \xi_{cg}(r)) f(\omega_z - v(r_z)) d\omega_z$$

(13)

This is the $\xi_{cg}(\sigma, \pi)$ we get from our model and following Hoyle et al. 2002 fitting procedure we put constraints on $\beta_{cg}$ for each one of our group-galaxy samples.

6.3 Results from modelling redshift-space distortions

In our analysis we have used three methods, which differ in their treatment of the galaxy velocity dispersion. For our
Figure 11. Likelihood contours of $\Omega_0^m - \beta(z = 0.11)$ for the $n_{\text{gal}} = 4$ data group-galaxy sample. A $\Lambda$CDM cosmology is assumed along with a model where $r_0 = 4.5h^{-1}\text{Mpc}$ and $\gamma = 1.6$ and velocity dispersion $< w_z^2 >^{1/2} = 250 \text{kmsec}^{-1}$. The best fit value for $\beta$ is $\beta = 1.80^{+0.50}_{-0.41}$.

Figure 12. Likelihood contours of $< w_z^2 >^{1/2} - \beta(z = 0.11)$ for the $n_{\text{gal}} = 4$ data group-galaxy sample. A $\Lambda$CDM cosmology is assumed along with a model where $r_0 = 4.5h^{-1}\text{Mpc}$ and $\gamma = 1.6$ and $\Omega_0^m = 0.3$. The best fit values are $\beta = 1.80^{+0.50}_{-0.30}$ and $< w_z^2 >^{1/2} = 200^{+30}_{-10}$.

Figure 13. Likelihood contours of $\Omega_0^m - \beta(z = 0.11)$ using model for the $18 \leq n_{\text{gal}} \leq 29$ data group-galaxy sample. A $\Lambda$CDM cosmology is assumed along with a model where $r_0 = 7.5$, $\gamma = 1.7$ with $< w_z^2 >^{1/2} = 280 \text{kmsec}^{-1}$. The best fit value for $\beta$ is $\beta = 0.30^{+0.12}_{-0.07}$.

Figure 14. Likelihood contours of $< w_z^2 >^{1/2} - \beta(z = 0.11)$ for the $18 \leq n_{\text{gal}} \leq 29$ data group-galaxy sample. A $\Lambda$CDM cosmology is assumed along with a model where $r_0 = 7.5$, $\gamma = 1.7$ and $\Omega_0^m = 0.3$. The best fit values are $\beta = 0.30^{+0.08}_{-0.10}$ and $< w_z^2 >^{1/2} = 200^{+20}_{-15}$.

Figure 15. Likelihood contours of $\Omega_0^m - \beta(z = 0.11)$ using model for the $45 \leq n_{\text{gal}} \leq 69$ group sample. A $\Lambda$CDM cosmology is assumed along with a model where $r_0 = 11.0$, $\gamma = 1.5$ with $< w_z^2 >^{1/2} = 430 \text{kmsec}^{-1}$. The best fit value for $\beta$ is $\beta = 1.30^{+0.45}_{-0.50}$.

Figure 16. Likelihood contours of $< w_z^2 >^{1/2} - \beta(z = 0.11)$ for the $45 \leq n_{\text{gal}} \leq 69$ group sample. A $\Lambda$CDM cosmology is assumed along with a model where $r_0 = 11.0$, $\gamma = 1.5$ and $\Omega_0^m = 0.3$. The best fit values are $\beta = 1.20_{-0.35}$ and $< w_z^2 >^{1/2} = 400^{+110}_{-130}$. 
Figure 17. $w_n^2 > 1/2$ vs membership for the data. Filled circles show the results when using $\chi^2$ minimisation to estimate $w_n^2 > 1/2$, open circles show the fixed values for $w_n^2 > 1/2$ and triangles when we set $\Omega_m^0 = 0.3$ and let $w_n^2 > 1/2$ vary.

Figure 18. $w_n^2 > 1/2$ vs membership for the mock. Filled circles show the results when using $\chi^2$ minimisation to estimate $w_n^2 > 1/2$, open circles show the fixed values for $w_n^2 > 1/2$ and triangles when we set $\Omega_m^0 = 0.3$ and let $w_n^2 > 1/2$ vary.

Figure 19. $w_n^2 > 1/2$ vs membership, a comparison between the data (filled circles) and the mocks (open circles) using $\chi^2$ minimisation to estimate $w_n^2 > 1/2$. We notice the jump of the velocity dispersion for the group samples with the two largest memberships.
Figure 20. $\beta$ vs membership for the data. Filled circles show the results when using $\chi^2$ minimisation to estimate $<w_z^2>^{1/2}$, open circles when we use the fixed values for $<w_z^2>^{1/2}$ and triangles when we set $\Omega_0^m = 0.3$ and let $<w_z^2>^{1/2}$ vary.

Figure 21. $\beta$ vs membership for the mock. Filled circles show the results when using $\chi^2$ minimisation to estimate $<w_z^2>^{1/2}$, open circles when we use the fixed values for $<w_z^2>^{1/2}$ and triangles when we set $\Omega_0^m = 0.3$ and let $<w_z^2>^{1/2}$ vary.

Figure 22. $\beta$ vs membership, a comparison between the data (filled circles) and the mocks (open circles) using $\chi^2$ minimisation to estimate $<w_z^2>^{1/2}$. 
first method, we use the average velocity dispersions of our group samples, as assigned by the 2PIGG team. We shall call these fixed group velocity dispersions. It should be noted, that in the measurement of these \( w_z^2 \) our \( \Omega_m = const \) and \( \gamma/\Omega_m = const \) the 2PIGG team has included the redshift measurement error which will contribute \( \sigma_{\Delta v} \approx 85\text{ km/s} \) (Eke et al. 2004a) to their velocity dispersion measurements.

The second method is to fit the group velocity dispersion, i.e. choose that which gives the smallest \( \chi^2 \) value to our \( \Omega_m - \beta \) estimates from the mock catalogues. We do not expect the two group velocity dispersions (fixed and \( \chi_2 \)) to be the same because our fits to the mocks take into account both the finger-of-god effect and the dynamical flattening in the \( \pi \) direction. On the other hand, the 2PIGG velocity dispersion estimation ignores dynamical infall, at least before any calibration is applied from the mock catalogues.

Table 4. Estimation of \( < w_z^2 >^{1/2} \) for different galaxy group memberships.

| \( n_{gal} \) | \( \beta(\text{fixed}) \) | \( \beta(\chi^2) \) | \( \Omega_m^0 = \text{const} \) | \( \beta(\text{fixed}) \) | \( \beta(\chi^2) \) | \( \Omega_m^0 = \text{const} \) |
|-------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| \( \leq 1 \) | 4.00^{+1.69}_{-2.13} | 1.50^{+1.70}_{-1.00} | 6.50^{+1.50}_{-1.00} | 4.25^{+0.65}_{-2.55} |
| 2-3         | 4.80^{+0.40}_{-0.60} | 2.60^{+0.35}_{-0.40} | 2.75^{+0.25}_{-0.25} | 3.80^{+1.60}_{-1.00} | 4.25^{+1.55}_{-1.00} |
| \( \leq 4 \) | 2.55^{+0.50}_{-0.40} | 1.80^{+0.50}_{-0.30} | 2.75^{+0.50}_{-0.62} | 2.50^{+1.50}_{-0.90} | 2.20^{+1.55}_{-0.40} |
| 5-8         | 1.65^{+0.17}_{-0.25} | 1.35^{+0.28}_{-0.35} | 1.50^{+0.29}_{-0.20} | 1.25^{+0.35}_{-0.20} | 1.20^{+0.35}_{-0.15} |
| 9-17        | 0.75^{+0.21}_{-0.24} | 0.75^{+0.20}_{-0.17} | 0.60^{+0.21}_{-0.12} | 0.60^{+0.23}_{-0.17} | 0.80^{+0.20}_{-0.15} |
| 18-29       | 0.40^{+0.07}_{-0.14} | 0.30^{+0.12}_{-0.07} | 0.30^{+0.08}_{-0.10} | 0.30^{+0.05}_{-0.03} | 0.30^{+0.03}_{-0.03} |
| 30-44       | 0.30^{+0.07}_{-0.14} | 0.30^{+0.20}_{-0.07} | 0.30^{+0.08}_{-0.10} | 0.40^{+0.25}_{-0.28} | 0.50^{+1.35}_{-0.20} | 0.80^{+0.50}_{-0.30} |
| 45-69       | 1.20^{+0.55}_{-0.48} | 1.30^{+0.45}_{-0.50} | 1.20^{+0.25}_{-0.35} | 1.20^{+0.29}_{-0.20} | 1.50^{+0.35}_{-0.20} | 1.20^{+0.35}_{-0.45} |
| \( \geq 70 \) | 1.50^{+0.52}_{-0.35} | 2.50^{+1.71}_{-1.10} | 2.50^{+0.30}_{-0.80} | 1.80^{+0.21}_{-0.45} | 1.90^{+0.11}_{-0.43} | 2.50^{+1.00}_{-0.90} |

The third and final method is to keep \( \Omega_m^0 = 0.3 \) constant, and instead fit for the group velocity dispersion. Thus, instead of fitting \( \Omega_m^0 - \beta \) we fit for \( w_z^2 >^{1/2} - \beta \) at fixed \( \Omega_m^0 \).

For all three methods, the assumed cosmology has \( \Omega_m = 0.3 \) and \( \Omega_\Lambda = 0.7 \). We also use the \( s_0 \) and \( \gamma \) values from the fits on the \( \xi_{cg}(s) \) measurements, shown in Tables 2 and 3 for the data and the mocks, respectively. Nevertheless, as already noted, we let \( s_0 \) vary as a free parameter. As has been pointed out, the fits on the \( \xi_{cg}(s) \) measurements have been made on scales of \( 2 - 20h^{-1}\text{Mpc} \). However, in our fitting procedure we use scales of \( 5 - 40h^{-1}\text{Mpc} \). Since the errors increase at larger scales we have simply extrapolated our smaller scale fits into this region. The reason for moving further away from the group centres is that the infall model in equation (10) only applies on large linear scales. Our results, both for the group-galaxy velocity dispersions, \( w_z^2 >^{1/2} \),
and the infall parameters, \( \beta \), are shown in Tables 4 and 6. In Figures 11, 13, and 19 we show the \( \Omega_m^0 - \beta(z = 0.11) \) and \( < w^2 > ^{1/2} - \beta(z = 0.11) \) contours (method 2 and 3) for data group-galaxy samples with \( n_{gal} = 4, 18 \leq n_{gal} < 29 \) and \( 45 \leq n_{gal} \leq 69 \), respectively.

Figures 5, 10 show our model results for galaxy groups with \( n_{gal} = 4, 9 \leq n_{gal} \leq 17 \) and \( 45 \leq n_{gal} \leq 69 \) (dashed lines). The results from the fitted models (dashed lines) are consistent with those from the data (solid lines) in all cases.

### 6.4 Discussion of the results

Fig. 17 shows a comparison of the \(< w^2 > ^{1/2} \) values using the three different methods, for the data. We see, that the fixed values (open circles) increase with increased group membership whereas the \( \chi^2 \) velocity dispersions (filled circles) stay roughly constant for small and intermediate group-galaxy samples and rise for clusters. The reason for this discrepancy may be due to the different methods, as explained above. Our third method (keep \( \Omega_m^0 \) constant, triangles) follows (roughly) the same pattern as the \( \chi^2 \) fits. The same pattern is repeated for the mocks in Fig. 18. Finally, Fig. 19 shows a data-mock comparison using the \( \chi^2 \) group velocity dispersions. The two results are in very good agreement and in both cases we notice the big jump that the velocity dispersion makes for the group samples with the two largest memberships.

Fig. 20 shows a comparison of the \( \beta \) values using the three different methods, for the data. We see that all three give consistent results. Small group-galaxies have a large infall parameter which decreases as we move to larger membership group-galaxy samples. Then, it rises up again for cluster-galaxies. This means that the implied bias rises by the same factor (\( \approx 8 \times \)). The same pattern is followed using the mock catalogues, as we see in Fig. 21. The only difference is that the factor is now slightly higher than in the data case. Of course, in the case of mocks, the minimum in \( \beta \) is expected, as the efficiency of galaxy formation is modelled to be lower at high and low halo masses. Finally, Fig. 22 shows a comparison between the data and the mocks using the \( \chi^2 < w^2 > ^{1/2} \). Once again, the agreement is very good.

As already mentioned the infall parameter, \( \beta \), estimated in this Section is a bias indicator. Therefore, we would like to compare our Figures 20 and 21 with the M/L results of Eke et al. 2004b and 2006. Both results show a similar behaviour, i.e. the existence of a minimum value for \( \beta \) (or M/L) which rises for small groups and rich clusters. What we would like to check is the agreement concerning the position of this minimum. This is the subject of the next Section.

### 7 GALAXY GROUP LUMINOSITIES

#### 7.1 Calculation of group luminosities

In this Section we shall convert our average group memberships to the corresponding luminosities in order to compare our results with Eke et al. 2004b and 2006. First we calculate the observed luminosity for each galaxy, using the apparent magnitude, \( m (= b_j) \), given by the SDSS team, i.e.

\[
M_{gal/lim} = b_j^{gal/lim} - 25 - 5 \log d_L = \frac{z + 6 z^2}{1 + 5 z^2} \quad (14)
\]

where \( M_{gal} \) and \( M_{lim} \) is the absolute magnitude of the galaxy and limited by \( b_j \) absolute magnitude of the survey at the position of this galaxy, respectively. \( d_L \) is the luminosity distance, calculated by \( d_L = \frac{z}{h} \), which is a good approximation for our low redshift galaxies (\( h_0 = 100 \text{km s}^{-1} \text{Mpc}^{-1} \)). The last term is the k-correction (Norberg et al. 2002). Then the corresponding luminosities are:

\[
\frac{L_{gal/lim}}{L_\odot} = 10^{-0.4(M_{gal/lim}/\mu M \odot) - M_\odot}
\]

where \( L_\odot \), \( M_\odot \) are the solar luminosity and absolute magnitude and \( M_\odot \) (\( = -19.725 \)) and \( L_\odot \) are the characteristic galaxy absolute magnitude and luminosity, respectively. Then the observed luminosity of a group is just the sum of the group galaxy luminosities, i.e.

\[
\frac{L_{group}}{L_\odot} = \sum_{i} \frac{L_{gal(i)}}{L_\odot}
\]

where \( L_{group}/L_\odot \) is the average luminosity per group membership.

Using now the average luminosity for each group sample, as shown in Figures 25 and 26 we replace the membership, \( n \), with its corresponding observed luminosity. The results are shown in Fig. 27 for the data and the mocks. The \( \beta \) values shown in these Figures are those taken from the \( \chi^2 \) velocity dispersions method described in the previous Section. The position of the minimum, which is what interests us, appears to be at lower luminosity for the mocks than for the data, although it may be claimed that the minimum is just flatter for the data. This difference is due to the fact that the mock catalogues contain less luminous intermediate groups and rich clusters than the data catalogues, as can be seen in Figures 25 and 26. Nevertheless, we can say that the minimum appears at \( \approx 10^{14} h^{-2} L_\odot \), i.e. about an order of magnitude higher than in Eke et al. results from M/L.

There are various reasons that may cause the difference between our results and those of Eke et al. Thus, in the next Section, in an attempt to better match the Eke et al. analysis, we shall re-sample our groups as a function of luminosity and estimate their M/L from velocity dispersions, in order to see if we can reproduce their results.
Figure 23. Luminosities, from the data catalogues, for all the groups as well as for the galaxies that do not belong to groups (n=1).

Figure 24. Luminosities, from the mock catalogues, for all the groups as well as for the galaxies that do not belong to groups (n=1).

Figure 25. Average luminosities of our group samples (data).

Figure 26. Average luminosities of our group samples (mock).
7.3 Sampling groups as a function of their luminosity

According to Eke et al., group luminosity is the best way to rank groups in order of size especially for small groups where their luminosity can be better determined than their mass (Eke et al. 2004b, Figs 3 and 4). Therefore, we rank our group samples, not by membership as we did in Section 2, but by luminosity. We use 6 luminosity bins as shown in Table 6. Then for these new group samples we measure the redshift-space cross-correlation function using the methods described in Section 3 ($\xi_{cg}(\sigma, \pi)$) and follow the fitting procedure described in Section 6 and follow the fitting procedure described in Section 7 (χ² method), both for the data and the mock samples. We then obtain the values for the group-

galaxy velocity dispersion, $<w_x^2>^{1/2}$, and infall parameter, $\beta$, shown in Tables 8 and 9 respectively.

Fig. 28 shows our new $\beta$ measurements. The agreement between the data and the mocks is still excellent and, as expected, we still find a minimum value for $\beta$. Nevertheless, the position of this minimum ($\approx 10^{11} h^{-2} L_\odot$) continues to be significantly higher than that found by Eke et al. In order to check the consistency of our results, in the next Section we shall calculate the M/L ratio of our group samples.
Table 8. Values of $< w^2 >^{1/2}$ when we divide our group samples according to their luminosity ($\chi^2$ method).

| group luminosity (h$^{-2}$L$_{\odot}$) | data fixed $\chi^2$ | mock fixed $\chi^2$ |
|-------------------------------------|---------------------|---------------------|
| $L \leq 2 \times 10^9$              | 102                 | 140                 | 130                 | 235                 |
| $2 \times 10^9 < L \leq 10^{10}$    | 135                 | 120                 | 144                 | 210                 |
| $10^{10} < L \leq 3 \times 10^{10}$ | 166                 | 200                 | 169                 | 235                 |
| $3 \times 10^{10} < L \leq 10^{11}$ | 206                 | 210                 | 209                 | 235                 |
| $10^{11} < L \leq 6 \times 10^{11}$ | 345                 | 235                 | 383                 | 285                 |
| $L > 6 \times 10^{11}$             | 601                 | 510                 | 652                 | 285                 |

Table 9. Values of $\beta$ when we divide our group samples according to their luminosity ($\chi^2$ method).

| group luminosity (h$^{-2}$L$_{\odot}$) | data $\beta(\chi^2)$ | mock $\beta(\chi^2)$ |
|-------------------------------------|----------------------|----------------------|
| $L \leq 2 \times 10^9$              | $3.40^{+1.00}_{-0.50}$ | $3.30^{+2.00}_{-0.82}$ |
| $2 \times 10^9 < L \leq 10^{10}$    | $2.60^{+0.80}_{-0.40}$ | $2.80^{+1.00}_{-0.80}$ |
| $10^{10} < L \leq 3 \times 10^{10}$ | $1.80^{+0.00}_{-0.05}$ | $2.20^{+0.52}_{-0.58}$ |
| $3 \times 10^{10} < L \leq 10^{11}$ | $1.40^{+0.72}_{-0.38}$ | $1.40^{+0.30}_{-0.18}$ |
| $10^{11} < L \leq 6 \times 10^{11}$ | $0.60^{+0.02}_{-0.13}$ | $0.40^{+0.02}_{-0.02}$ |
| $L > 6 \times 10^{11}$             | $1.60^{+0.04}_{-0.41}$ | $1.20^{+0.12}_{-0.20}$ |

7.4 Mass-to-Light ratios

We now want to see how the halo mass-to-light ratios vary as a function of group luminosity. Thus, we calculate the masses of the groups, using the expression (Eke et al. 2004a)

$$M = A \frac{\sigma^2 r}{G}$$  \hspace{1cm} (17)

where $\sigma$ is the group velocity dispersion (removing 85kms$^{-1}$ in quadrature for redshift errors, see previous Section), $r$ is the rms projected galaxy separation of each group (Mpc/h), $A = 5.0$, as used by Eke et al. 2004a and G is the gravitation constant.

We first use for $\sigma$, the average fixed velocity dispersions for each group luminosity sample from Eke et al. (2004a), as shown in Table 5 and the average $r$ for each group sample from the rms projected galaxy separation values (Mpc/h) given by the 2PIGG team. Then we repeat the estimates, replacing $r$ by $s_0$ (Table 7) and the fixed velocity dispersion by the $\chi^2$ fit, for $\sigma$ (Table 5). The two estimates are shown in Figures 29 and 30 for the data and the mock catalogues, respectively. As we see, data and mocks are in excellent agreement. The difference in the M/L ratios (open and filled circles) is because the $s_0$ values are higher than the $r$ values. The most important feature of these Figures is the behaviour of the position of the minimum. Using the results from our analysis ($s_0$ and $< w^2 >^{1/2}$, open circles), in agreement with our previous results for $\beta$, the minimum appears at $L \approx 2 \times 10^{11}$h$^{-2}$L$_{\odot}$ whereas using the fixed $< w^2 >^{1/2}$ and the $r$ values from the 2PIGG team (filled circles) it appears at lower luminosities, i.e. $L \approx 5 \times 10^{10}$h$^{-2}$L$_{\odot}$. This difference at the position of the minimum of the M/L ratio, is because the fixed values for $< w^2 >^{1/2}$ show a jump for the two most luminous group samples, resulting in larger masses for those whereas the values for $< w^2 >^{1/2}$ using the $\chi^2$ minimisation remains roughly the same for all the group samples, as shown in Table 5. Therefore, the minimum using these fixed $< w^2 >^{1/2}$ values appears at our third most luminous group rather the second.

Although using the Eke et al. velocity dispersion and group sizes has reduced the discrepancy in the position of the M/L minimum by a factor of $\approx 3$ a difference of a factor of 8 between the M/L and $\beta$ minima still persists. Investigating this further we now use, instead of average mass and luminosity values for each group, their median values. The results are shown in Figures 51 and 52 for the data and the mock, respectively. We notice that there are differences between the two methods. The average values have slightly higher M/L values but most importantly the minimum in the M/L ratio, when we use the median values, appears at smaller luminosities. Actually now, comparing those two Figures with Fig. 15 in Eke et al. 2006 for the data, and Fig. 16 in Eke et al. 2004b for the mocks we see that we reproduce all the features of the plots of the 2PIGG team. More specifically, M/L ratio increases by a factor of 5 when spanning luminosities from $10^{10} - 10^{12}$h$^{-2}$L$_{\odot}$ and shows a minimum at $\approx 5 \times 10^{10}$h$^{-2}$L$_{\odot}$ in excellent agreement with the position of the minimum as found by the 2PIGG team.

7.5 Reasons for the difference in $\frac{M}{L}$ and $\beta$ minima

Summarising the reasons for the difference in the position of the minima between $\beta(L)$ and $\frac{M}{L}(L)$, we note that there are already different minima shown by $\frac{M}{L}(L)$ depending on whether median or average $\frac{M}{L}$ values are used. When the median $\frac{M}{L}(L)$ is used, the position of the minimum decreases by a factor of $\approx 8$ in L. These conclusions also apply when assuming the velocity dispersions of Eke et al. instead of our $\chi^2$ fitted values (3× lower). Thus, if the $\chi^2$ fitted velocity dispersion and average M/L are used the position of the minimum of the $\frac{M}{L}$ moves up in L and appears at the same luminosities as in $\beta$. Eke et al. claim that the simulations suggest the use of the median in the velocity dispersion fits. If the simulations are correct then this would imply that the position of the $\beta$ minimum in L is either due to other physical effects or that we shouldn’t be using average values for $\beta$. The other physical effects include the suggestion that the $\frac{M}{L}$ and $\beta$ results may apply to different scales around the cluster. There also remain questions as to whether it is fair to compare $\frac{M}{L}$ estimates with with $\beta \sim \frac{1}{8} \sim \delta \rho_{\text{mass}} / \delta \rho_{\text{galaxies}}$.

8 DISCUSSION + CONCLUSIONS

Using the 2PIGG galaxy group catalogue we have investigated the behaviour of the infall parameter $\beta$ for group-galaxies of different membership, as well as their rms velocity dispersions via the redshift distortion of the group-galaxy cross-correlation functions.
Figure 29. Average M/L ratio for each one of our data group luminosity samples. Filled circles show the results when we use the fixed values for the velocity dispersion and the values for the rms projected galaxy separation, as given by the 2PIGG team. Open circles show the average M/L ratio using our $\chi^2$ measurements for the velocity dispersion of each group and the $s_0$ values estimated from fits to the redshift-space cross-correlation function.

Figure 30. Average M/L ratio for each one of our mock group luminosity samples. Filled circles show the results when we use the fixed values for the velocity dispersion and the values for the rms projected galaxy separation, as given by the 2PIGG team. Open circles show the average M/L ratio using our $\chi^2$ measurements for the velocity dispersion of each group and the $s_0$ values estimated from fits to the redshift-space cross-correlation function.
Figure 31. A comparison between the average (open circles) and the median (filled circles) values of the M/L ratio for each one of our data group luminosity samples. The median values move the minimum of the ratio to 10× lower group luminosities.

Figure 32. A comparison between the average (open circles) and the median (filled circles) values of the M/L ratio for each one of our mock group luminosity samples. The median values move the minimum of the ratio to 3× lower group luminosities.
We first separated our galaxy group set into subsamples, following approximately the Eke et al. 2004a membership classes. We also used mock catalogues, created by the 2PIGG team, and we applied the same membership classification to them, in order to compare our results from the data sets with those from the mock catalogues.

We cross-correlated these group samples with 2dFGRS galaxies, in order to measure the redshift-space, $\xi_{cs}(s)$, the semi-projected, $w_p(\sigma)/\sigma$ and the real-space, $\xi_{sg}(r)$, cross-correlation functions. For each of them, we fitted a power law, e.g., $\xi_{sg}(r) = (r/r_0)^{-\gamma}$. In agreement with previous studies, we noticed that the correlation amplitude increased, both for the data and the mocks, as we moved to richer groups. Also, the redshift-space cross-correlation amplitudes and slope are statistically in agreement with those from the real-space cross-correlation function. Comparing the data and the mock for each of the cross-correlation functions, we noticed that, they are all in agreement, especially the results from the redshift-space function, which is the least noisy.

Next, we measured the $\xi_{cg}(\sigma, \pi)$ cross-correlation function and used its shape and the $s_0$ and $\gamma$ from the $\xi_{sg}(s)$ fits to model the redshift-space distortions and measured the $\chi^2$ group-galaxy rms velocity dispersion, $<w^M_p>^{1/2}$, and the infall parameter, $\beta$. Our measurements showed that $<w^M_p>^{1/2}$ remains roughly constant for small and intermediate group-galaxies and rises for clusters whereas the values of $<w^M_p>^{1/2}$, estimated by the 2PIGG team increase with increased group membership. The $\beta$ results for the data and the mocks are in very good agreement and show a minimum for the dynamical infall at intermediate group memberships.

Prompted by previous studies of group M/L ratios as a function of their luminosities, in the last Section we calculated the average luminosities for each of our group samples and replaced the group memberships with their corresponding luminosities. This revealed a discrepancy of more than an order of magnitude in the position of the minimum between $\beta$ and $M/L$. In order to examine this discrepancy we re-sampled our groups using as a criterion their luminosity instead of their membership and calculated their M/L ratios. This analysis revealed that the reasons for the difference in the position of this minimum is due to the different velocity dispersion measurements between us and Eke et al. and most importantly due to the use of median instead of average values.

Our overall conclusion is that bias estimates from dynamical infall broadly appear to support the minimum in star-formation efficiency at intermediate halo masses and also that there may be slight differences with mock catalogues. However, there is a systematic shift between the $M/L$ and $\beta(\propto \frac{\delta}{\delta \rho})$ minima. Judged by the mock results, the use of the median values than the average seems to give more accurate $M/L$ results. Unfortunately, there is no option to use a median rather than an average $\beta$ for the z-distortion results. There is also the possibility that the mock $M/L$ with L has been misestimated by Eke et al. 2004b, since this involves friends-of-friends routines applied to define halo masses and then independently to find group luminosities and the process of matching the two is not without its complications. More work is therefore needed on the DM mocks to check further the reasons for this difference in interpretation. However, it may be more likely that our larger scale estimates of $\beta$ measure a different aspect of the galaxy mass-luminosity relation than the small scale $\sigma$ measurements. Also there may remain issues about the validity of comparing the dynamical infall parameter $\beta(\propto \frac{1}{\delta \rho_{mass}}/\delta \rho_{galaxies})$ with the $\frac{\delta L}{\delta \rho}$ ratio from the velocity dispersions.

Finally, the results presented here seem to be in agreement with our previous QSO-galaxy group lensing results (Myers et al. 2003, Mountrichas & Shanks 2007). There we found that $n > 7$ groups showed large effective masses and galaxies also showed an effective anti-bias of $b \approx 0.2$ or $\beta \approx 2.5$. These $n > 7$ groups have luminosities which places them at $\sim 5 \times 10^{10} L_\odot$. In Fig. 28, they, thus, would appear to have a higher $\beta$ than those at minimum, in agreement with the lensing conclusions. Moreover individual galaxies appear to have $\beta \sim 3$ or $b \sim 0.15$ again in agreement with the conclusion for the galaxy lensing results of Myers et al. 2005. The only surprise is that the mock catalogues show similar behaviour. This suggests that such large $\beta$ variations might be expected even in standard galaxy formation models.
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