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Abstract

We generalize the classical calculus rules satisfied by functions of bounded variation to the framework of RCD spaces. In the infinite dimensional setting, we are able to define an analogue of the distributional differential and, on finite dimensional spaces, we prove fine properties and suitable calculus rules, such as the Vol’pert chain rule for vector valued functions.

Keywords RCD space · Bounded variation · Calculus rule · Fine property

Mathematics Subject Classification 53C23 · 26A45 · 28A15

1 Introduction

The structure of functions of bounded variation is well understood on Euclidean spaces (e.g. [10, 31]) and, starting from the seminal papers [4, 5, 48] (see e.g. [29] and references therein), it is now clear that a reasonable theory can be developed for real valued BV functions defined on arbitrary metric measure spaces. In this more abstract framework, the effectiveness of the theory depends, as reasonable to expect, on the kind of assumptions imposed on the underlying space: typical ones made when studying Sobolev/BV functions are a doubling property of the measure and a (weak, local) Poincaré inequality (spaces satisfying these are called PI spaces).

For what concerns the studies done here, we emphasize a key difference between Sobolev and BV calculus: in the latter case the distributional differential (whatever it is) can be concentrated on negligible sets and as such a clear understanding of it seems...
unavoidably connected to the study of fine properties of BV functions. As a concrete example of the difficulties this might create, notice that for Sobolev functions over arbitrary spaces the Leibniz rule
\[
|D(fg)| \leq |f||Dg| + |g||Df|
\quad \text{a.e. for every } f \in L^\infty (m) \cap W^{1,p} (X)
\]
always holds, while its analogue for BV functions might fail, even on PI spaces (see [46, Example 4.13]).

Here we are interested in BV calculus on RCD spaces ([15, 34] after [47, 54, 55]—see also the survey [6]), which are metric measure spaces satisfying, in a synthetic sense, a bound from below for the Ricci curvature. The starting point of our analysis are the recent papers [18, 23, 25], where the theory of sets of finite perimeter has been generalized to the setting of finite dimensional RCD spaces obtaining in particular a version of De Giorgi’s Theorem and a Gauss–Green integration by parts formula. Since characteristic functions of sets of finite perimeter are ‘the most irregular BV functions’, in some sense, such results are a strong indication that BV calculus resembling the Euclidean one is possible in this setting.

With this said, we also try to obtain suitable calculus even in possibly infinite dimensional RCD spaces and in this direction a first result we obtain, valid on arbitrary metric measure spaces, is that
\[
|D F| \ll \text{Cap}
\quad \text{for every } F \in \BV (X), \quad (1.1)
\]
where $|D F|$ is the total variation of $F$ and Cap the 2-capacity. This was previously known only on PI spaces (see [25, Sect. 1.1.3] and the references therein). Using (1.1) in conjunction with the techniques in [25] we obtain the general integration by parts formula
\[
\sum_{i=1}^n \int_X F_i \div v_i \, \text{d}m = - \int_X v \cdot \nu_F |D F| \quad (1.2)
\]
on any RCD($K, \infty$) space and any $F : X \to \mathbb{R}^n$ vector valued BV function. Here $\nu_F$ is a suitable vector field of norm 1 (uniquely) defined $|D F|$-a.e. playing the role of $\frac{\text{D} F}{|D F|}$ and $v$ is an arbitrary vector field ‘sufficiently smooth’ (these concepts can be made rigorous via the notions proposed in [28, 33]). We notice that in the scalar case $n = 1$ the proof of (1.2) follows verbatim that of the integration by parts proved in [25] taking (1.1) into account. In the vector valued case some care is needed to define the correct notion of BV function, and in particular of ‘norm of the differential’, for the above to work: see Definition 3.6 and notice that it mimics the relaxation of the (integral of the) Hilbert-Schmidt norm of the differential.

Formula (1.2) and the uniqueness of $\nu_F$ suggest to define the distributional differential of $F$ as the product $\nu_F |D F|$ (see Definition 4.16 for the rigorous meaning of this) and it is then natural to try to understand how does this object behave and whether it satisfies the well-known properties as in Euclidean spaces. It turns out that on finite dimensional RCD spaces this is the case and we are able to reproduce some key classical results. They include the Vol’pert chain rule for vector valued BV functions under post-composition with $C^1$ functions (Proposition 4.38) and the Leibniz rule

\[
\text{Springer}
\]
\[ \text{D}(fg) = \bar{f}\text{D}g + \bar{g}\text{D}f, \quad \text{for every } f, g \in L^\infty(m) \cap \text{BV}(X), \]

that in particular implies the previously unknown bound \(|\text{D}(fg)| \leq |\bar{f}||\text{D}g| + |\bar{g}||\text{D}f|\) (Proposition 4.35). Here \(\bar{f}, \bar{g}\) are the precise representatives of \(f, g\), see (2.17). For what concerns the Vol’pert chain rule, we notice that the usual proof via blow-up procedure does not seem to work, so we have to argue via a series of intermediate results: we first prove, via an integration by Cavalieri’s formula, a chain rule for scalar valued BV functions, then use it to obtain the Leibniz rule, this in turn gives the chain rule for post-composition with polynomials and finally we argue by approximation.

We emphasize that the necessity of requiring finite dimensionality of the space is mostly related to the seemingly unavoidable need of representing the total variation of \(F\) on the jump part via the codimension one spherical Hausdorff measure and use the results in [18, 23, 25].

There are several open questions left open by our discussion, including: the validity of the general chain rule as in [7], of Alberti’s rank one property as in [1] and that of better understanding weak objects like the distributional differential of BV functions and their relation with, e.g., distributional differentials of Sobolev functions. During the revision process of this manuscript, these topics have been addressed in [19–21].

2 Preliminaries

2.1 Metric Measure Spaces

In this note, we consider only complete and separable metric spaces. A metric measure space is a triplet \((X, d, m)\) where \(X\) is a set, \(d\) is a (complete and separable) distance on \(X\) and \(m\) is a non negative Borel measure that is finite on balls. We adopt the convention that metric measure spaces have full topological support, that is to say that for any \(x \in X\) and \(r > 0\), we have \(m(B_r(x)) > 0\). Also, to avoid pathological situations, we assume that metric measure spaces are not single points.

We denote the Borel \(\sigma\)-algebra of \(X\) by \(B(X)\). For \(B\) subset of \(X\) and \(A\) open subset of \(X\), we write \(B \subseteq A\) if \(B\) is a bounded subset of \(A\) with \(d(B, X \setminus A) > 0\). Clearly, if the space is proper (i.e. bounded sets are relatively compact), \(B \subseteq A\) if and only if \(\bar{B}\) is a compact subset of \(A\).

Given \(A \subseteq X\) open, we denote with \(\text{LIP}_{\text{loc}}(A)\) the space of Borel functions that are Lipschitz in a neighborhood of \(x\), for any \(x \in A\). If the space is locally compact, \(\text{LIP}_{\text{loc}}(A)\) coincides with the space of functions that are Lipschitz on compact subsets of \(A\). We adopt the usual notation for the various Lebesgue spaces. The subscript bs (e.g. \(\text{LIP}_{\text{bs}}(X)\)) is used to denote the subspace of functions with bounded support.

A pointed metric measure space is a quadruplet \((X, d, m, x)\) where \((X, d, m)\) is a metric measure space and \(x \in X\). We consider two pointed metric measure spaces \((X', d', m', x')\) and \((X'', d'', m'', x'')\) to be isomorphic if there exists an isometry \(\Psi : X' \to X''\) such that \(\Psi(x') = x''\) and \(\Psi_*m' = m''\), where the notation \(f_*\nu\) denotes the push-forward of the measure \(\nu\) through the measurable map \(f\).

The Cheeger energy (see [13, 14, 27, 51]) associated to a metric measure space \((X, d, m)\) is the convex and lower semicontinuous functional defined on \(L^2(m)\) as
\[ \text{Ch}(f) := \frac{1}{2} \inf \left\{ \lim \inf_k \int_X \text{lip}(f_k)^2 \, dm : \{f_k\}_k \subseteq \text{LIP}_b(X) \cap L^2(m), \, f_k \to f \text{ in } L^2(m) \right\} \]

where \( \text{lip}(f) \) is the so called local Lipschitz constant

\[
\text{lip}(f)(x) := \lim \sup_{y \to x} \frac{|f(y) - f(x)|}{d(y, x)},
\]

which has to be understood to be 0 if \( x \) is an isolated point. The finiteness domain of the Cheeger energy is denoted by \( H^{1,2}(X) \) and is endowed with the complete norm \( \| f \|_{H^{1,2}(X)} := \| f \|_{L^2(m)} + 2 \text{Ch}(f) \). It is possible to identify a canonical object \( |\nabla f| \in L^2(m) \), called minimal relaxed slope, providing the integral representation

\[ \text{Ch}(f) = \frac{1}{2} \int_X |\nabla f|^2 \, dm \quad \text{for every } f \in H^{1,2}(X). \]

Any metric measure space on which \( \text{Ch} \) is a quadratic form is said to be infinitesimally Hilbertian ([34]). Under this assumption, (see [15, 34]) it is possible to define a symmetric bilinear form

\[ H^{1,2}(X) \times H^{1,2}(X) \ni (g, f) \to \nabla f \cdot \nabla g \in L^1(m) \]

such that

\[ \nabla f \cdot \nabla f = |\nabla f|^2 \quad \text{m-a.e. for every } f \in H^{1,2}(X). \]

We denote with \( H^{1,2}_{\text{loc}}(X) \) the space of functions \( f : X \to \mathbb{R} \) such that for every bounded Borel set \( B \), there exists a function \( f_B \in H^{1,2}(X) \) such that \( f = f_B \) m-a.e. on \( B \), and we define \( |\nabla f| \) exploiting locality. We define \( S^2(X) \) as the space of functions \( f \) such that for every \( n \) \( (f \wedge n) \vee -n \in H^{1,2}_{\text{loc}}(X) \) and \( |\nabla f| \in L^2(m) \), where \( |\nabla f| \) is (well) defined by \( |\nabla((f \wedge n) \vee -n)| \) m-a.e. on \( \{ f \in (-n, n) \} \).

On infinitesimally Hilbertian metric measure spaces it is possible to define a linear Laplacian operator \( \Delta : D(\Delta) \subseteq H^{1,2}(X) \to L^2(m) \) in the following way: we let \( D(\Delta) \) to be the set of those \( f \in H^{1,2}(X) \) such that, for some \( h \in L^2(m) \), one has

\[ \int_X \nabla f \cdot \nabla g \, dm = - \int_X hg \, dm \quad \text{for every } g \in H^{1,2}(X), \]

and, if this is the case, we put \( \Delta f = h \), which is uniquely determined by the equation above.

We can define the heat flow \( h_t \) as the \( L^2 \) gradient flow of \( \text{Ch} \), whose existence and uniqueness follow from the Komura-Brezis theory. On infinitesimally Hilbertian spaces we can characterize the heat flow by saying that for any \( u \in L^2(m) \), the curve
\[(0, \infty) \ni t \mapsto h_t u \in L^2(m)\] is continuous in \([0, \infty)\), locally absolutely continuous in \((0, \infty)\) and satisfies
\[
\begin{cases}
\frac{d}{dt} h_t u = -\Delta h_t u & \text{for every } t \in (0, \infty), \\

h_0 u = u,
\end{cases}
\]
where we implicitly state that if \(t > 0\), \(h_t u \in D(\Delta)\). It is possible to prove that on infinitesimally Hilbertian spaces, the heat flow provides a linear, continuous and self-adjoint contraction semigroup in \(L^2(m)\), which extends to a linear and continuous contraction semigroup, that we still denote with \(h_t\), in all spaces \(L^p(m)\), for \(p \in [1, \infty)\). We define \(h_t\) on \(L^\infty(m)\) in duality with \(L^1(m)\), i.e. if \(f \in L^\infty(m)\),
\[
\int_X g h_t f \, dm = \int_X f h_t g \, dm \quad \text{for every } g \in L^1(m),
\]
and, with this extension, \(h_t\) turns out to be a linear and continuous contraction semigroup in all spaces \(L^p(m)\) with \(p \in [1, \infty]\).

### 2.2 RCD Spaces

The main setting for our investigation is the one of RCD\((K, N)\) metric measure spaces (for \(K \in \mathbb{R}\) and \(N \in [1, \infty)\)), which are infinitesimally Hilbertian spaces ([34]) satisfying a lower Ricci curvature bound and an upper dimension bound (meaningful if \(N < \infty\)) in synthetic sense according to [47, 54, 55]. General references on this topic are [12, 14, 15, 17, 33, 35, 37] and we assume the reader to be familiar with this material.

In the last part of this note the focus be only on finite dimensional RCD spaces, so that in the sequel when we write RCD\((K, N)\) we will assume \(1 \leq N < \infty\). Recall that RCD\((K, N)\) spaces are locally uniformly doubling, i.e. for every \(R > 0\) there exists \(C_D = C_D(R) > 0\) such that
\[
m(B_{2r}(x)) \leq C_D m(B_r(x)) \quad \text{for every } x \in X \text{ and } 0 < r < R
\]
and support a weak local \((1, 1)\)-Poincaré inequality, i.e. there exists \(\lambda \geq 1\) and for every \(R > 0\), there exists \(C_p = C_p(R) > 0\) such that, for every \(f \in \text{LIP}(X)\),
\[
\int_{B_r(x)} |f - (f)_{x,r}| \, dm \leq C_p r \int_{B_{2r}(x)} \text{lip}(f) \, dm \quad \text{for every } x \in X \text{ and } 0 < r < R. \quad (2.2)
\]
Hajlasz and Koskela proved in [42, Theorem 5.1] that the Poincaré inequality improves to the following form (see also [27] for what concerns this formulation): there exists \(\lambda \geq 1\) and for every \(R > 0\), there exist \(C'_p = C'_p(R) > 0\) and \(Q = Q(R) > 1\) such that, for every \(f \in \text{LIP}(X)\),
\[
\left( \int_{B_r(x)} |f - (f)_{x,r}|^{q-1} \right)^{\frac{q-1}{q}} \leq C_{pR} \int_{B_{2r}(x)} \text{lip}(f) \, dm \quad \text{for every } x \in X \text{ and } 0 < r < R. \quad (2.3)
\]

Recall that locally uniformly doubling spaces are proper. We call locally uniformly doubling spaces supporting a weak local \((1,1)\)-Poincaré inequality PI spaces. We can, and will, assume that \(R \mapsto C_D(R), R \mapsto C_P(R), R \mapsto C_P'(R) \) and \(R \mapsto Q(R) \) are non decreasing functions. Following [33, 50] (with the additional request of a \(L^\infty \) bound on the Laplacian), we define the vector space of test functions on an \(RCD(K, \infty) \) space as

\[
\text{TestF}(X) := \{ f \in \text{LIP}(\mathbb{R}) \cap L^\infty(m) \cap D(\Delta) : \Delta f \in H^{1,2}(X) \cap L^\infty(m) \},
\]

and the vector space of test vector fields as

\[
\text{TestV}(X) := \left\{ \sum_{i=1}^n f_i \nabla g_i : f_i \in S^2(X) \cap L^\infty(m), g_i \in \text{TestF}(X) \right\}. \quad (2.4)
\]

To be precise, the original definition of \(\text{TestV}(X) \) given by the second author was slightly different. However, when using test vector fields to define regular subsets of vector fields such as \(H^{1,2}_H(TX) \) and \(H^{1,2}_{C}(TX) \), the two definitions produce the same subspaces, as one may readily check inspecting the proofs of Lemma 4.3 and Lemma 4.4 below.

It is possible to see that \(\text{TestF}(X) \subseteq H^{1,2}(X) \) is dense. Also, if \(f \in H^{1,2}(X) \cap L^\infty(m) \), we can find a sequence \(\{f_n\}_n \subseteq \text{TestF}(X) \) with \(f_n \to f \) in \(H^{1,2}(X) \) and \(\|f_n\|_{L^\infty(m)} \leq \|f\|_{L^\infty(m)} \). Using [37, Theorem 6.1.11] (extracted from [50]), one proves that \(\text{TestF}(X) \) is an algebra. Clearly, if \(f \in S^2(X) \cap L^\infty(m) \supseteq \text{TestF}(X) \) and \(v \in \text{TestV}(X) \), then \(fv \in \text{TestV}(X) \).

On \(RCD(K, \infty) \) spaces, ([12, 14, 15, 32]), we can define the heat flow on Borel probability measures with finite second moment (we still denote it, with a slight abuse, by \(h_t \)) as the EVI\(_K\) gradient flow of the entropy, and it turns out that the existence of this gradient flow for any initial datum can be used to characterize \(RCD(K, \infty) \) spaces among length spaces with a growth condition on the reference measure. It is possible to show that, given \(\mu \in \mathcal{P}_2(X) \) and \(t > 0 \), \(h_t \mu \) is the unique measure in \(\mathcal{P}_2(X) \) that satisfies

\[
\int_X g \, dh_t \mu = \int_X h_t g \, d\mu \quad \text{for every } g \in \text{LIP}_{bs}(X), \quad (2.5)
\]

where we took the Lipschitz representative for \(h_t g \) in the integral above thanks to the \(L^\infty\)-LIP regularization property of the heat flow on \(RCD(K, \infty) \) spaces. The heat flow of measures is \(K\)-contractive with respect to the Wasserstein \(W_2\) distance and, for \(t > 0 \), maps probability measures into probability measures which are absolutely continuous with respect to \(m \) (the latter assertion is an immediate consequence of the
fact that \( t \mapsto h_t \mu \) is the gradient flow of the entropy). Then, for any \( t > 0 \), it is possible to define the heat kernel \( p_t : X \times X \to [0, \infty) \) by

\[
p_t(x, \cdot) := \frac{dh_t \delta_x}{dm}.
\]

As RCD\((K, N)\) spaces are PI spaces, the theory developed in [52, 53] implies the existence of a locally Hölder continuous representative for the heat kernel

\[
(0, \infty) \times X \times X \ni (t, x, y) \mapsto p_t(x, y) \in \mathbb{R}.
\]

In [43] it has been proved that, for any \( \epsilon > 0 \), there exist positive constants \( C_1 = C_1(\epsilon, K, N) > 0 \) and \( C_2 = C_2(\epsilon, K, N) > 0 \) such that for every \( t > 0 \), \( x, y \in X \), the following estimate holds

\[
\frac{1}{C_1 m(B_{\sqrt{t}}(y))} \exp \left\{ -\frac{d(x, y)^2}{(4 - \epsilon)t} - C_2 t \right\} \leq p_t(x, y) \leq \frac{C_1}{m(B_{\sqrt{t}}(y))} \exp \left\{ -\frac{d(x, y)^2}{(4 + \epsilon)t} + C_2 t \right\}.
\]

(2.6)

Then, if \( \mu \) is a finite (non negative) Borel measure on \( X \), we can define

\[
h_t \mu := \left( \int_X p_t(\cdot, y)d\mu(y) \right)m
\]

and Fubini’s Theorem implies that (2.5) still holds, so that this definition is coherent with the previous one. Notice that still \( h_t \mu \ll m \) for every finite (non negative) Borel measure \( \mu \).

On an RCD\((K, \infty)\) space \((X, d, m)\), following [33], one can consider \( h_{H, t} \), the gradient flow relative to the augmented Hodge energy functional in \( L^2(TX) \). This means that for every \( v \in L^2(TX) \) the curve \( t \mapsto h_{H, t} v \in L^2(TX) \) is the unique curve that is continuous in \([0, \infty)\), locally absolutely continuous in \((0, \infty)\) and satisfies

\[
\begin{cases}
\frac{d}{dt} h_{H, t} v = -\Delta_H h_{H, t}(v) & \text{for every } t \in (0, \infty),

h_{H, 0} v = v,
\end{cases}
\]

where we implicitly state that if \( t > 0 \), \( h_{H, t} v \in D(\Delta_H) \subseteq H^1_C(TX) \).

In [33] and [25, Sect. 1.4] are proved several properties of the heat flow \( h_{H, t} \), we recall here some of them. The first is the pointwise estimate for \( v \in L^2(TX) \)

\[
|h_{H, t} v|^2 \leq e^{-2K't} h_t(|v|^2) \quad \text{m-a.e. for every } t \geq 0.
\]

Then we recall that \( h_{H, t} \) is self-adjoint, meaning that for every \( v, w \in L^2(TX) \),

\[
\int_X h_{H, t} v \cdot w dm = \int_X v \cdot h_{H, t} w dm \quad \text{for every } t \geq 0.
\]
Also, we recall the commutation, for $v \in D(\text{div})$,
\[
\text{div}(h_{H,t}v) = h_t(\text{div} v) \quad \text{m-a.e. for every } t \geq 0,
\]
where we recall $h_{H,t}v \in D(\Delta_H) \subseteq D(\text{div})$. Finally we state that if $f \in H^{1,2}(X)$, then
\[
h_{H,t}(\nabla f) = \nabla h_t f \quad \text{for every } t \geq 0.
\]

We recall now the definition of tangent cone to an $\text{RCD}(K,N)$ space, using the notion of pointed measured Gromov-Hausdorff convergence, defined first in [41] (see also [40, 54]). First, given a pointed metric measure space $(X, d, m, x)$ and $r \in (0, 1)$ we define the rescaled space $(X, r^{-1}d, m^x_r, x)$ where
\[
m^x_r := \left( \int_{B_r(x)} \left( 1 - r^{-1}d(x, z) \right) dm(z) \right)^{-1} m.
\]
The transformation from $m$ to $m^x_r$ is performed in order to have the space normalized, i.e.
\[
\int_{B_r^{-1}d(x)} \left( 1 - r^{-1}d(x, z) \right) dm^x_r(z) = 1.
\]

As a notation, we set
\[
\tilde{\mathcal{L}}^k := (\mathcal{L}^k)^0 = \mathcal{L}^k \frac{k + 1}{\omega_k},
\]
where $\mathcal{L}^k$ denotes the $k$ dimensional Lebesgue measure and
\[
\omega_k := \mathcal{L}^k(B_1^{\mathbb{R}^k}(0)). \tag{2.7}
\]

**Definition 2.1** Let $(X, d, m)$ be an $\text{RCD}(K,N)$ space and $x \in X$. We say that a pointed metric measure space $(X', d', m', x')$ is tangent to $(X, d, m)$ at $x$ if there exists a sequence of radii $\{r_j\}_j$, $r_j \searrow 0$ such that $(X, r_j^{-1}d, m^x_{r_j}, x) \to (X', d', m', x')$ in the pointed measured Gromov-Hausdorff topology. We denote the collection of all tangent spaces to $(X, d, m)$ at $x$ as $\text{Tan}_x(X, d, m)$.

If $(X, d, m)$ is an $\text{RCD}(K,N)$ space, Gromov compactness theorem shows that for every $x \in X$, $\text{Tan}_x(X, d, m)$ is non empty. Moreover, by the stability and rescaling property of the $\text{RCD}(K,N)$ condition, we see that elements of $\text{Tan}_x(X, d, m)$ are $\text{RCD}(0,N)$ spaces.

The known results of structure theory for $\text{RCD}(K,N)$ spaces can be summed up in the following theorem, which, in particular, states that $\text{RCD}(K,N)$ spaces are rectifiable as metric measure spaces (see [22, 24, 38, 39, 44, 49]):

**Theorem 2.2** Let $(X, d, m)$ be an $\text{RCD}(K,N)$ space. Then there exists a unique $n \in \mathbb{N}$, called the essential dimension of $X$, with $1 \leq n \leq N$, such that:
(i) for m.a.e. \( x \in X \),

\[
\Tan_x(X, d, m) = \left\{ (\mathbb{R}^n, d_e, \tilde{L}^n, 0) \right\},
\]

and we call the collection of points \( x \in X \) satisfying (2.8) above \( \mathcal{R}_n \).

(ii) \((X, d, m)\) is countably n-rectifiable. More precisely, given any \( \epsilon > 0 \), we can cover \((X, d, m)\) up to negligible subset by a countable union of subsets that are \((1 + \epsilon)\)-bilipschitz equivalent to measurable subsets of \( \mathbb{R}^n \).

(iii) There exists a non negative density \( \theta \in L^1_{\text{loc}}(X, \mathcal{H}^n \subset \mathcal{R}_n) \) such that

\[
m = \theta \mathcal{H}^n \subset \mathcal{R}_n.
\]

If \((X, d, m)\) is an RCD\((K, N)\) space of essential dimension \( n \), it holds that for every \( x \in X \),

\[
(\mathbb{R}^k, d_e, \tilde{L}^k, 0) \notin \Tan_x(X, d, m) \quad \text{if } k > n.
\]

### 2.3 Normed Modules

We assume that the reader is familiar with the notion of normed module, introduced in [33], inspired by the theory developed in [58]. Also, we assume familiarity with the definition of capacitary modules, quasi-continuous functions and vector fields and related material in [28]. A summary of the material we use can be found in [25, Sect. 1.3]. For the reader’s convenience, we write the results that we will use most frequently.

It is possible to prove that there exists a unique couple \((L^2(T^*X), d)\) where \( L^2(T^*X) \) is a \( L^2 \)-normed \( L^\infty \)-module and \( d : H^{1,2}(X) \to L^2(T^*X) \) is linear and such that

(i) \(|d f| = |\nabla f| \text{ m.a.e. for every } f \in H^{1,2}(X)\),

(ii) \( L^2(T^*X) \) is generated (in the sense of modules) by \( \{ d f : f \in H^{1,2}(X) \} \).

We define the tangent module \( L^2(TX) \) as the dual (in the sense of modules) of \( L^2(T^*X) \).

We define \( L^0(T^*X) \) as the \( L^0 \)-completion of the cotangent module \( L^2(T^*X) \) and also (this definition coincides with the previous one if \( p = 2 \))

\[
L^p(T^*X) := \left\{ v \in L^0(T^*X) : |v| \in L^p(m) \right\} \quad \text{for } p \in [1, \infty].
\]

Similarly, we define \( L^0(TX) \) as the \( L^0 \)-completion of \( L^2(TX) \) and

\[
L^p(TX) := \left\{ v \in L^0(TX) : |v| \in L^p(m) \right\} \quad \text{for } p \in [1, \infty].
\]

We also remark that our definition of the tangent and cotangent modules is, in general, different from the one given in [26] for \( p \neq 2 \). If the space is infinitesimally Hilbertian, it turns out that \( L^2(T^*X) \) is a Hilbert module so that we can, and will, identify \( L^2(T^*X) \) with its dual \( L^2(TX) \), via a map that sends \( d f \) to \( \nabla f \) (the latter vector field being given by Riesz Theorem).
Definition 2.3 Let $p \in \{2, \infty\}$. For $v \in L^p(TX)$ we say that $v \in D(\text{div}^p)$ if there exists a function $g \in L^p(m)$ such that

$$\int_X df(v)dm = -\int_X fgdm \quad \text{for every } f \in H^{1,2}(X) \text{ with bounded support},$$

(2.9)

and such $g$, which is uniquely determined, is denoted by $\text{div } v$.

Notice that if $v \in D(\text{div}^2) \cap D(\text{div}^\infty)$, then the two objects $\text{div } v$ as above coincide, in particular, $\text{div } v \in L^2(m) \cap L^\infty(m)$. From (2.9) it follows that $\text{supp } (\text{div } v) \subseteq \text{supp } v$ and also notice that, if the space is infinitesimally Hilbertian and $p = 2$ (then $\text{LIP}_{bs}(X) \subseteq H^{1,2}(X)$ is dense, as a consequence of the result in [13, Sect. 8.3] or [16]), (2.9) reads

$$\int_X \nabla f \cdot v dm = \int_X fgdm \quad \text{for every } f \in \text{LIP}_{bs}(X).$$

Also, the classical calculus rule holds: if $v \in D(\text{div}^\infty)$ and $f \in \text{LIP}_b(X)$, then $fv \in D(\text{div}^\infty)$ and

$$\text{div}(fv) = df(v) + f \text{div } v.$$  

(2.10)

This follows from (2.9) and the fact that if $g \in H^{1,2}(X)$ has bounded support and $f \in \text{LIP}_b(X)$, then $fg \in H^{1,2}(X)$ has bounded support and satisfies $d(fg) = fdg + gd f$. In the case $p = 2$, again from the algebra properties of bounded Sobolev functions together with an easy approximation argument, we have that if $v \in D(\text{div}^2) \cap L^\infty(TX)$ and $f \in S^2(X) \cap L^\infty(m)$, then $fv \in D(\text{div}^2)$ and the calculus rule above holds. In the case $p = 2$, we often omit to write the superscript 2 for what concerns the divergence. For future reference we recall that, in the particular case of an infinitesimally Hilbertian space and $p = 2$, we can write the calculus rule above as follows.

Lemma 2.4 Let $(X, d, m)$ be an infinitesimally Hilbertian space, $v \in D(\text{div}) \cap L^\infty(TX)$ and $f \in S^2(X) \cap L^\infty(m)$. Then $fv \in D(\text{div})$ and

$$\text{div}(fv) = \nabla f \cdot v + f \text{div } v.$$ 

2.4 Functions of Bounded Variation

We assume that the reader is familiar with the theory of functions of bounded variation and sets of (locally) finite perimeter in metric measure spaces developed in [4, 5, 48] and in the more recent [18, 25] for what concerns the RCD($K$, $N$) setting. We recall now the main notions.
Fix a metric measure space \((X, \mathcal{d}, m)\). Given \(f \in L^1_{\text{loc}}(m)\), we define, for any \(A \subseteq X\) open,

\[
|Df|(A) := \inf \left\{ \liminf_k \int_A \text{lip}(f_k) \text{d}m : \{f_k\}_k \subseteq \text{LIP}_{\text{loc}}(A), f_k \to f \text{ in } L^1_{\text{loc}}(A, m) \right\}
\]

(2.11) \(f_k \to f\) in \(L^1_{\text{loc}}(A, m)\) if for every \(x \in A\) there exists a neighborhood \(U = U_x\) such that \(f_k \to f\) in \(L^1(U, m)\). We say that \(f\) is a function of bounded variation, i.e. \(f \in \text{BV}(X)\), if \(f \in L^1(m)\) and \(|Df|(X) < \infty\). In this case it is easy to show that in (2.11) \(L^1\) convergence can be equivalently taken instead of \(L^1\) convergence. We also remark that if \(f \in \text{BV}(X)\) and \(\{f_k\}_k \subseteq \text{LIP}_{\text{loc}}(X) \cap L^1(m)\) is an optimal sequence for the computation of \(|Df|(X)\) as in (2.11), i.e. \(f_k \to f\) in \(L^1(m)\) and \((\text{lip}(f_k)m)(X) \to |Df|(X)\) (by the results in [29], this happens for a sequence \(\{f_k\}_k \subseteq \text{LIP}_{\text{bs}}(X)\)), it holds that \(\text{lip}(f_k)m \rightharpoonup |Df|\) in duality with \(C_b(X)\).

If \(f = \chi_E\), we say that \(E\) is a set of locally finite perimeter if \(|D\chi_E|(A) < \infty\) for every \(A\) bounded open subset of \(X\) and we say that \(E\) is a set of finite perimeter if \(|D\chi_E|(X) < \infty\).

If \(f \in \text{BV}(X)\) or \(f = \chi_E\), with \(E\) set of locally finite perimeter, \(|Df|(\cdot)\) turns out to be the restriction to open sets of a Borel measure (finite or locally finite) that we denote with the same symbol and we call total variation. If \(f = \chi_E\), we denote \(|Df|(\cdot)\) also with \(\text{Per}(E, \cdot)\).

Notice that, by its very definition, the total variation is lower semicontinuous with respect to \(L^1_{\text{loc}}\) convergence, is subadditive and \(|D(\phi \circ f)| \leq L|Df|\) whenever \(f \in \text{BV}(X)\) and \(\phi\) is \(L\)-Lipschitz. Finally, (2.3) and, in particular, (2.2) extend immediately to the case \(f \in \text{BV}(X)\), with \(\frac{1}{m(B_{cr}(x))}|Df|(B_{cr}(x))\) in place of \(\int_{B_{cr}(x)} \text{lip}(f) \text{d}m\).

Several classical results have been generalized to the abstract framework of metric measure spaces. Among them, the Fleming-Rishel coarea formula, which states that given \(f \in \text{BV}(X)\), the set \(\{f > r\}\) has finite perimeter for \(L^1\)-a.e. \(r \in \mathbb{R}\) and

\[
\int_X h|Df| = \int_{\mathbb{R}} dr \int_X h\text{Per}(\{f > r\}, \cdot) \quad \text{for any Borel function } h : X \to [0, \infty].
\]

(2.12)

In particular,

\[
|Df|(A) = \int_{\mathbb{R}} dr \text{Per}(\{f > r\}, A) \quad \text{for any } A \subseteq X \text{ Borel.}
\]

(2.13)

A standard consequence of the coarea formula is that given \(x \in X\), then for \(L^1\)-a.e \(r \in (0, \infty)\) the ball \(B_r(x)\) has finite perimeter. In the framework of \(\text{RCD}(K, N)\) spaces this conclusion holds for every \(r \in (0, \infty)\) and the Bishop-Gromov inequality provides sharp upper bounds for perimeters of balls. We also recall that sets of finite perimeter are an algebra, more precisely, if \(E\) and \(F\) are sets of finite perimeter, then
Per(\(E, \cdot\)) = Per(\(X \setminus E, \cdot\)) and
Per(\(E \cap F, \cdot\)) + Per(\(E \cup F, \cdot\)) \leq Per(\(E, \cdot\)) + Per(\(F, \cdot\)).

Given a measurable set \(E\), we define its essential boundary as
\[
\partial^* E := \left\{ x \in X : \limsup_{r \downarrow 0} \frac{m(B_r(x) \cap E)}{m(B_r(x))} > 0 \quad \text{and} \quad \limsup_{r \downarrow 0} \frac{m(B_r(x) \setminus E)}{m(B_r(x))} > 0 \right\},
\]
and given a measurable function \(f : X \to \mathbb{R}\), we define the approximate lower and upper limits as
\[
f^\wedge(x) := \text{ap lim inf}_{y \to x} f(y) \quad := \sup \left\{ t \in \mathbb{R} : \lim_{r \downarrow 0} \frac{m(B_r(x) \cap \{ f < t \})}{m(B_r(x))} = 0 \right\},
\]
\[
f^\vee(x) := \text{ap lim sup}_{y \to x} f(y) \quad := \inf \left\{ t \in \mathbb{R} : \lim_{r \downarrow 0} \frac{m(B_r(x) \cap \{ f > t \})}{m(B_r(x))} = 0 \right\}.
\]
Notice that if \(E\) is a measurable subset of \(X\), then
\[
\partial^* E = \{ x : (\chi_E^\wedge(x), \chi_E^\vee(x)) = (0, 1) \}.
\]
We set
\[
S_f := \{ x : f^\wedge(x) < f^\vee(x) \}.
\]
If \(x \in X \setminus S_f\), then \(f^\wedge(x) = f^\vee(x)\) and we denote their common value by \(\bar{f}(x)\). If \(x \in S_f\) we define
\[
\bar{f}(x) := \frac{f^\wedge(x) + f^\vee(x)}{2},
\]
adopting the convention \(+\infty - \infty = 0\). We call \(\bar{f}\) the precise representative of \(f\).

It is possible to prove (see [45, Lemma 3.2]) that if \((X, d, m)\) is a PI space and \(f \in \text{BV}(X)\),
\[
-\infty < f^\vee(x) \leq f^\wedge(x) < \infty \quad \text{for } \mathcal{H}^h\text{-a.e. } x \in X,
\]
see (2.19) for the definition of \(\mathcal{H}^h\). It is well known that \(S_f\) can be written as a countable union of reduced boundaries of sets of finite perimeter. It is worth noticing that then Theorem 2.8 below implies the rectifiability of \(S_f\) in the RCD(\(K, N\)) setting.

We recall that [5, Lemma 5.2] and [25, Theorem 1.12] show that, in the framework of PI spaces (in particular, in the framework of RCD(\(K, N\)) spaces),
\[
\text{Per}(E, \cdot) \ll \mathcal{H}^h \ll \text{Cap},
\]
where $H^h$ is the codimension one spherical Hausdorff measure, defined as

$$H^h(A) := \lim_{\delta \searrow 0} \frac{m(B_{r_i}(x_i))}{r_i},$$

where (allowing some radius $r_i$ to be 0)

$$H^h_\delta(A) := \inf \left\{ \sum_{i \in \mathbb{N}} \frac{m(B_{r_i}(x_i))}{r_i} : A \subseteq \bigcup_{i \in \mathbb{N}} B_{r_i}(x_i), r_i \leq \delta \right\}.$$

Recalling the coarea formula (2.13),

$$|Df| \ll H^h \ll \text{Cap}$$

whenever $f \in \text{BV}(X)$. However, we will prove in Theorem 3.5 that

$$|Df| \ll \text{Cap}$$

holds for any m.m.s. $(X, d, m)$ and $f \in \text{BV}(X)$.

In [18], the authors defined a notion of fine tangent bundle tailored for subsets of locally finite perimeter. More precisely (the notions of convergence can be found e.g. in [9, 40]),

**Definition 2.5** Let $(X, d, m)$ be an RCD($K, N$) space, $x \in X$ and $E$ a measurable subset of $X$. We say that the quintuple $(X', d', m', x', E')$ is tangent to $(X, d, m, E)$ at $x$ if there exists a sequence of radii $\{r_j\}_j, r_j \searrow 0$, such that

(i) $(X, r_j^{-1}d, m^x_{r_j}, x) \to (X', d', m', x')$ in the pointed measured Gromov-Hausdorff topology,

(ii) $E'$ is measurable subset of $X'$ such that $\{E_j := E\}_j$ converges in $L^1_{\text{loc}}$ to $E'$ along the sequence of rescaled spaces as in (i).

We denote the collection of all tangent spaces to $(X, d, m, E)$ at $x$ as $\text{Tan}_x(X, d, m, E)$.

We consider two elements $(X', d', m', x', E'), (X'', d'', m'', x'', E'') \in \text{Tan}_x(X, d, m, E)$ to be isomorphic if there exists an isometry $\Psi : X' \to X''$ such that $\Psi(x') = x''$, $\Psi_*m' = m''$ (i.e. $(X', d', m', x')$ and $(X'', d'', m'', x'')$ are isomorphic as pointed metric measure spaces) and $m''(\Psi(E') \Delta E'') = 0$.

**Theorem 2.6** ([25, Theorem 3.2] and [23, Theorem 3.1]) Let $(X, d, m)$ be an RCD($K, N$) space of essential dimension $n$ and let $E \subseteq X$ be a subset of locally finite perimeter. Then, for $|D\chi_E|$-a.e. $x \in X$ it holds

$$\text{Tan}_x(X, d, m, E) := \left\{ (\mathbb{R}^n, d_e, \mathcal{L}^n, 0, \{x_n > 0\}) \right\}.$$
To prove [18, Theorem 4.2] (which is an intermediate step in the proof of the theorem above), the authors used the following fact, which follows from the compactness result in [18, Corollary 3.4] (to this end, one uses [5, (5.2)]).

**Lemma 2.7** Let $(X, d, m)$ be an $RCD(K, N)$ space and $E$ a subset of locally finite perimeter of $X$. For $|D\chi_E|-a.e. \ x \in X$ the following conclusion holds. If $\{r_j\}_j$, with $r_j \downarrow 0$, is a sequence of radii, then there exists a subsequence $\{r_{jm}\}_m$ and a quintuple $(X', d', m', x', E')$ that is tangent to $(X, d, m, E)$ at $x$ according to the subsequence $\{r_{jm}\}_m$.

**Theorem 2.8** ([25, Theorem 4.1]) Let $(X, d, m)$ be an $RCD(K, N)$ space of essential dimension $n$ and let $E$ be a subset of locally finite perimeter of $X$. Then $\mathcal{F}_nE$ is $(n-1)$-rectifiable. More precisely, for any $\epsilon > 0$, we can cover $\mathcal{F}_nE$, up to a $|D\chi_E|$-negligible subset, by a countable union of subsets that are $(1+\epsilon)$-bilipschitz equivalent to measurable subsets of $\mathbb{R}^{n-1}$.

Given a set of locally finite perimeter $E$ in an $RCD(K, N)$ space $(X, d, m)$, [25, Corollary 3.15] (see also [23, Corollary 3.2]) proves that

$$|D\chi_E| = \frac{\omega_{n-1}}{\omega_n} \mathcal{H}^h \mathcal{F}_n E.$$  \hspace{1cm} (2.23)

In [5, Theorem 5.3] (see also [11, Theorem 4.6]), the following representation formula was given:

$$|D\chi_E| = \theta_E \mathcal{H}^h \partial^* E.$$  \hspace{1cm} (2.24)

for some Borel function $\theta_E : X \to [\alpha, \beta]$ where $0 < \alpha < \beta < \infty$. Comparing the two representations above, it follows that

$$|D\chi_E| = \frac{\omega_{n-1}}{\omega_n} \mathcal{H}^h \partial^* E.$$  \hspace{1cm} (2.25)

Using the compactness result in Lemma 2.7 together with the rigidity property in Theorem 2.6, it is easy to prove that

$|D\chi_E|$-a.e. $x$ is a point of density 1/2 of $E$.

Also, taking into account (2.25), we obtain that

$\mathcal{H}^h$-a.e. $x \in \partial^* E$ is a point of density 1/2 of $E$.  \hspace{1cm} (2.26)

### 3 The Theory for General Metric Measure Spaces

#### 3.1 Basic Knowledge

The following representation formula for the total variation is based on a result proved in [30] and then modified in [26] (see [26, Remark 3.18]). In the particular setting
of RCD($K, \infty$) spaces, it is possible to use an approximation argument to provide a direct proof (cf. Proposition 4.5).

**Proposition 3.1** (Representation formula) Let $(X, d, m)$ be a metric measure space and $f \in BV(X)$. Then, for every $A$ open subset of $X$, it holds that

$$|Df|(A) = \sup \left\{ \int_A f \text{div} v \, dm \right\},$$

where the supremum is taken among all $v \in W_A$, where

$$W_A := \{ v \in D(\text{div}^\infty) : |v| \leq 1 \text{ m-a.e. supp } v \subseteq A \}.$$

Finally, the supremum can be equivalently taken among all $v \in \tilde{W}_A$, where

$$\tilde{W}_A := \{ v \in D(\text{div}^\infty) : |v| \leq 1 \text{ m-a.e. supp } v \subseteq A \}.$$

**Proof** Fix $A \subseteq X$ open. If $v \in W_A$, as supp $v \subseteq A$, we can find $B$ open with $v \in W_B$ and $\bar{B} \subseteq A$. Take now a sequence $\{f_n\}_n \subseteq \text{LIP}_{bs}(X)$ with $f_n \to f$ in $L^1(m)$ and $(\text{lip}(f_n)m)(X) \to |Df|(X)$ (hence $\text{lip}(f_n)m \rightharpoonup |Df|$ in duality with $C_b(X)$). Then

$$\int_X f \text{div} v \, dm = \lim_n \int_X f_n \text{div} v \, dm = -\lim_n \int_X d f_n(v) \, dm.$$

We have that for every $n$ (recall the bound $|d f_n| \leq \text{lip}(f_n)$ m-a.e.),

$$\left| \int_X d f_n(v) \, dm \right| \leq \int_B \text{lip}(f_n) \, dm.$$

Exploiting the weak convergence $\text{lip}(f_n)m \rightharpoonup |Df|$ we have

$$\limsup_n \int_B \text{lip}(f_n) \, dm \leq |Df|(|\bar{B}|) \leq |Df|(A)$$

and this proves that the quantity defined by the supremum in (3.1) is bounded by $|Df|(A)$.

Now, (with the notation of [26, 30]), let $\delta \in \text{Der}^{\infty,\infty}(X)$ be with $|\delta| \leq 1$ m-a.e. and supp $\delta \subseteq A$. Then $\delta \in \text{Der}^{2,2}(X)$ so that, using [26, Lemma 3.12], we can find a vector field $v_\delta \in D(\text{div})$ such that $|v_\delta| \leq |\delta|$ m-a.e. and $\text{div} v_\delta = \text{div} \delta$ m-a.e. and then also the opposite inequality in (3.1) is proved, in virtue of [30, Theorem 3.4].

In order to conclude, we just have to show that if $A \subseteq X$ is open and $v \in \tilde{W}_A$, then

$$\int_X f \text{div} v \, dm \leq |Df|(A).$$

By an immediate approximation argument, there is no loss of generality in assuming that $v$ has bounded support. Let $\epsilon > 0$. By regularity, let $K \subseteq X$ be a compact set with $K \subseteq X \setminus A$ and $|Df|((X \setminus A) \setminus K) < \epsilon$. It is clear that supp $v \subseteq X \setminus K$, so that
\[ \int_X f \text{div} \, v \, dm \leq |Df|(X \setminus K) \leq |Df|(A) + \epsilon, \]

so that the proof is concluded being \( \epsilon > 0 \) arbitrary.

**Remark 3.2** If \( f \in BV(X), v \in D(\text{div}) \cap L^\infty(m) \) and \( \{n_k\}_k \subseteq (0, \infty), \{m_k\}_k \subseteq (0, \infty) \) are two sequences with \( \lim_k n_k = \lim_k m_k = +\infty \), then the limit

\[
\lim_k \int_X (f \vee -m_k) \wedge n_k \text{div} \, v \, dm
\]

exists finite and does not depend on the particular choice of the sequences \( \{n_k\}_k \) and \( \{m_k\}_k \). Indeed, a cut-off argument and an approximation argument as the one in the proof of Proposition 3.1 yield that, if \( g \in BV(X) \cap L^\infty(m) \) and \( v \) is as above, then

\[
\left| \int_X g \text{div} \, v \, dm \right| \leq |Dg|(X) \|v\|_{L^\infty(TX)},
\]

so that, using also (2.13), we get the claim.

Therefore, if \( f \in BV(X) \) and \( v \in D(\text{div}) \cap L^\infty(m) \), we can write

\[
\int_X f \text{div} \, v \, dm,
\]

with the convention that it has to be interpreted as the limit in (3.2).

\[ \square \]

### 3.2 Total Variation and Capacity

We recall the definition of the 2-capacity on a metric measure space \((X, d, m)\) (to which we shall simply refer as capacity): for any set \( A \subseteq X \) we set

\[ \text{Cap}(A) := \inf \left\{ \|f\|_{H^{1,2}(X)}^2 : f \in H^{1,2}(X), f \geq 1 \text{ m-a.e. on some neighborhood of } A \right\}. \]

**Lemma 3.3** Let \((X, d, m)\) be a metric measure space and let \( K \subseteq X \) be a compact set. Then

\[ \text{Cap}(K) = \inf \|f\|_{H^{1,2}(X)}^2 = \inf \int_X f^2 + \text{lip}(f)^2 \, dm \] (3.3)

where both the infima are taken among all functions \( f \in \text{LIP}_{bs}(X) \) such that \( f \geq 1 \) on a neighborhood of \( K \).

**Proof** Recall that, by its very definition, \( \text{Cap}(K) = \inf \|f\|_{H^{1,2}(X)}^2 \), where the infimum is taken among all functions \( f \in H^{1,2}(X) \) such that \( f \geq 1 \) m-a.e. on a neighborhood of \( K \).
Recalling that if $f \in \text{LIP}_{bs}(X)$, then $f \in H^{1,2}(X)$ and
\[
\|f\|^2_{H^{1,2}(X)} \leq \int_X f^2 + \text{lip}(f)^2 \, dm,
\]
we immediately obtain the two inequalities ($\leq$) in (3.3).

To conclude, we can assume with no loss of generality that $\text{Cap}(K) < \infty$. If $\epsilon > 0$, fix $g \in H^{1,2}(X)$ with $g \geq 1$ m.a.e. on a neighborhood of $K$ such that $\|g\|^2_{H^{1,2}(X)} \leq \text{Cap}(K) + \epsilon$. Up to replacing $g$ with $0 \vee g \wedge 1$, there is no loss of generality in assuming that $g$ takes values in $[0, 1]$ and that $g = 1$ m.a.e. on a neighborhood of $K$, call this neighborhood $A$. Let also $\{g_n\} \subseteq \text{LIP}_{bs}(X)$ be such that $g_n \rightarrow g$ in $L^2(m)$ and $\int_X \text{lip}(g_n)^2 \, dm \rightarrow 2\text{Ch}(g)$ (using an immediate cut-off argument we can replace $\text{LIP}_b(X) \cap L^2(m)$ with $\text{LIP}_{bs}(X)$ in (2.1)). Take $\eta \in \text{LIP}_{bs}(X)$ such that $\eta = 1$ on a neighborhood of $K$, $\eta(x) \in [0, 1]$ for every $x \in X$ and $\text{supp} \, \eta \subseteq A$ (here we use the compactness of $K$). Set now $f_n := (1 - \eta)g_n + \eta \in \text{LIP}_{bs}(X)$ and notice that $f_n \geq 1$ on a neighborhood of $K$. Exploiting the fact that $g_n \rightarrow g$ in $L^2(m)$ and $g = 1$ m.a.e. on $A$,
\[
\limsup_n \int_X f_n^2 \, dm = \int_X g^2 \, dm.
\]
Using the convexity inequality for the slope (e.g. [29, Lemma 1.3.2]) and arguing as above, we have that
\[
\text{lip}(f_n) \leq (1 - \eta)\text{lip}(g_n) + \text{lip}(\eta)|g_n - 1|
\]
so that
\[
\limsup_n \int_X \text{lip}(f_n)^2 \, dm \leq \limsup_n \int_X \text{lip}(g_n)^2 \, dm.
\]
All in all, we conclude as $\epsilon > 0$ was arbitrary and
\[
\limsup_n \int_X f_n^2 \, dm + \text{lip}(f_n)^2 \, dm \leq \|g\|^2_{H^{1,2}(X)} \leq \text{Cap}(K) + \epsilon.
\]

\[\square\]

**Remark 3.4** It is worth pointing out that Lemma 3.3 holds also replacing $\text{lip}$ with the bigger $\text{lip}_a$ in (3.3), which is defined by
\[
\text{lip}_a(f)(x) := \limsup_{y,z \rightarrow x} \frac{|f(y) - f(z)|}{d(y, z)},
\]
which has to be understood to be 0 if $x$ is an isolated point, for any $f$ locally Lipschitz. The proof is exactly the same, if one takes into account the main result of [13]. \[\square\]
In the framework of PI spaces, the fact that the total variation of a function of bounded variation is absolutely continuous with respect to the capacity is a consequence of (2.20). We prove here that this result holds even without any assumption on the m.m.s.

**Theorem 3.5** Let \((X, d, m)\) be a metric measure space and \(f \in BV(X)\). Then

\[ |Df| \ll \text{Cap}. \]

**Proof** First notice that thanks to (2.13) and the regularity of \(|Df|\), we can reduce ourselves to prove that \(|Df|(K) = 0\) whenever \(K \subseteq X\) is a compact set with \(\text{Cap}(K) = 0\) and assuming also \(f \in BV(X) \cap L^\infty(m)\). Thanks to Lemma 3.3, we can take a sequence \(\{\varphi_n\}_n \subseteq \text{LIP}_{bs}(X)\) such that \(\varphi_n(x) \in [0, 1]\) for every \(x \in X\), \(\varphi_n(x) = 1\) on a neighborhood of \(K\) (this neighborhood depends on \(n\)) and \(\|\varphi_n\|_{H^{1,2}(X)} \to 0\).

Take \(v \in D(\text{div}^\infty)\) with \(|v| \leq 1\) m.a.e. and \(\text{supp } v\) bounded. Consider now

\[
\int_X f \text{div } v \, dm = \int_X f \text{div}(\varphi_n v) \, dm + \int_X f \text{div}((1 - \varphi_n) v) \, dm
\]

and notice that, by the calculus rules for the divergence in (2.10) (recall that we are assuming \(f \in L^2(m)\)),

\[
\int_X f \text{div}(\varphi_n v) \, dm \to 0 \quad \text{as } n \to \infty
\]

and also that, by Proposition 3.1,

\[
\left| \int_X f \text{div}((1 - \varphi_n) v) \, dm \right| \leq |Df|(X \setminus K)
\]

as \(\text{supp } ((1 - \varphi_n) v) \subseteq X \setminus K\). If we let \(n \to \infty\) and then take the supremum among all \(v\) as above, we have, by Proposition 3.1,

\[
|Df|(X) \leq |Df|(X \setminus K),
\]

which proves our claim. \(\square\)

### 3.3 Vector Valued Functions of Bounded Variation

In what follows we fix \(n \in \mathbb{N}, \ n \geq 1\). We treat now the case of vector valued BV functions, i.e. functions of bounded variation taking values in \(\mathbb{R}^n\), or equivalently, collections of \(n\) real valued functions of bounded variation. As the case \(n = 1\) has already been treated, we focus on \(n \in \mathbb{N}, n \geq 2\). In (3.4) and below, \(\| \cdot \|_e\) denotes the Euclidean norm.
**Definition 3.6** Let \((X, d, m)\) be a metric measure space and \(F \in L^1(m)^n\). We define, for any \(A\) open subset of \(X\),

\[
|DF|(A) := \inf \left\{ \liminf_k \int_A \| \text{lip}(F_{i,k}) \|_{C^0} \, dm \right\}
\]

(3.4)

where the infimum is taken among all sequences \(\{F_{i,k}\}_k \subseteq \text{LIP}_{loc}(A)\) such that \(F_{i,k} \rightharpoonup F_i\) in \(L^1(A, m)\) for every \(i = 1, \ldots, n\). If \(|DF|(X) < \infty\), we say that \(F \in BV(X)^n\).

**Remark 3.7** Notice that we are relaxing the integral of the Euclidean norm of the vector whose components are the local Lipschitz constants of the various coordinates, not the local Lipschitz constant of a vector valued function. The former approach follows [10], while the latter (a slight variant of the one in) [48]. For open subsets of \(\mathbb{R}^d\) the former approach corresponds to the relaxation of the integral of the Hilbert-Schmidt norm of the Jacobian matrix of a sequence of approximating functions, while the latter employs the operator norm instead, and is seen to be equivalent to the one proposed in [2]. Also, it is straightforward to show that \(F \in BV(X)^n\) if and only if the quantity defined in (3.4) for \(|DF|(X)\) is finite.

**Proposition 3.8** Let \((X, d, m)\) be a metric measure space and \(F \in BV(X)^n\). Then \(|DF|(\cdot)\) as defined in (3.4) is the restriction to open sets of a finite non negative Borel measure that we call total variation of \(F\) and still denote with the same symbol.

**Proof** The proof of [8, Lemma 5.2] can be easily adapted with no substantial changes. Indeed, one has only to notice that the convexity inequality for the slope used in [8, Lemma 5.4] and the properties of the Euclidean norm imply a suitable version of the convexity inequality for the slope of our situation. \(\square\)

### 4 The Theory for RCD Spaces

#### 4.1 Some Useful Results

The proof of the following result can be found in [36, Remark 3.5], we briefly sketch it here for the sake of completeness.

**Proposition 4.1** (Bakry-Émery estimate in BV) Let \((X, d, m)\) be an RCD\((K, \infty)\) space and \(f \in BV(X)\). Then, if \(t > 0\), \(h_t f \in BV(X)\) and it holds

\[
|h_t f| \leq e^{-Kt} |Df|.
\]

If moreover \(f \in BV(X) \cap L^\infty(m)\), then \(h_t f \in BV(X) \cap H^{1.2}(X)\) and

\[
|\nabla h_t f| \leq e^{-Kt} |Df| \quad m\text{-a.e.}
\]

**Proof** First notice that by the general theory of Sobolev spaces, we easily obtain that \(|Dh_t f| \leq |\nabla h_t f| m\) if \(f \in BV(X) \cap L^\infty(m)\). Then, thanks to the lower semicontinuity
of the total variation and a truncation argument, the first statement follows from the second.

In order to conclude, take a sequence \( \{ f_k \}_k \subseteq \text{LIP}_{bs}(X) \) with \( f_k \to f \) in \( L^1(m) \) and \( (\text{lip}(f_k)m)(X) \to |Df|_m(X) \) (hence \( \text{lip}(f_k)m \to |Df| \) in duality with \( C_b(X) \)). Clearly, we can assume that \( \| f_k \|_{L^\infty(m)} \leq \| f \|_{L^\infty(m)} \), so that \( h_t f_k \in H^{1,2}(X) \cap \text{LIP}_b(X) \) for every \( k \), with equibounded Lipschitz constants, by the \( L^\infty \)-LIP regularization property. Also, by \([50, \text{Corollary 4.3}]\), we have that for every \( k \),

\[
|\nabla h_t f_k| \leq e^{-K't} h_t|\nabla f_k| \leq e^{-K't} h_t \text{lip}(f_k) \quad \text{m-a.e.}
\]

Then, \( ||\nabla h_t f_k||_k \subseteq L^2(m) \) is bounded and, as \( |\nabla h_t f| \) is bounded from above by any \( L^2 \) weak limit of \( ||\nabla h_t f_k||_k \), we can conclude easily, recalling that the heat flow on finite measures preserves the weak convergence in duality with \( C_b(X) \). \( \square \)

For the rest of this subsection, we fix \( n \in \mathbb{N}, \, n \geq 1 \). The following proposition provides us with a generalization of Proposition 3.1 to the multi-dimensional case in the context of \( \text{RCD}(K, \infty) \) spaces. First, we need an approximation lemma. Recall also our definition of \( \text{TestV}(X) \) in (2.4).

**Lemma 4.2** Let \((X, d, m)\) be an \( \text{RCD}(K, \infty) \) space and let \( v = (v_1, \ldots, v_n) \in H^{1,2}_H(TX)^n \) with \( |v| \leq 1 \) \( m \)-a.e. Then there exists a sequence \( \{ v^k = (v_1^k, \ldots, v_n^k) \}_k \subseteq \text{TestV}(X)^n \) such that \( |v^k| \leq 1 \) \( m \)-a.e. for every \( k \) and \( v_i^k \to v_i \) in \( H^{1,2}_H(TX) \) for every \( i = 1, \ldots, n \).

**Proof** By the very definition of \( H^{1,2}_H(TX) \), for every \( i = 1, \ldots, n \), we have a sequence \( \{ w_i^k \} \subseteq \text{TestV}(X)^n \) with \( w_i^k \to v_i \) in \( H^{1,2}_H(TX) \). Set then, for \( \epsilon > 0 \),

\[
v_i^{k,\epsilon} := \frac{1}{(1 + \epsilon) \sqrt{\sum_j |w_j^k|^2}} w_i^k.
\]

and finally \( v^{k,\epsilon} := (v_1^{k,\epsilon}, \ldots, v_n^{k,\epsilon}) \). It is clear that \( |v^{k,\epsilon}| \leq 1 \) \( m \)-a.e. so that, using also a diagonal argument, it suffices to show that for every \( i = 1, \ldots, n \),

\[
v_i^{k,\epsilon} \to \frac{1}{1 + \epsilon} v_i \quad \text{in } H^{1,2}_H(TX) \text{ as } k \to \infty.
\]

Fix then \( i = 1, \ldots, n \) and \( \epsilon > 0 \). It is clear that

\[
v_i^{k,\epsilon} \to \frac{1}{1 + \epsilon} v_i \quad \text{in } L^2(TX) \text{ as } k \to \infty.
\]

By the calculus rules in Lemma 4.3 below, we just have to show that

\[
|\nabla \frac{1}{(1 + \epsilon) \sqrt{\sum_j |w_j^k|^2}} w_i^k| \to 0 \quad \text{in } L^2(m) \text{ as } k \to \infty.
\]
Set now $A^{k,\varepsilon} := \left\{ \sum_j |w_j^k|^2 > 1 + \varepsilon \right\}$ and notice that $A^{k,\varepsilon} \to \emptyset$ in $L^0(\mu)$ as $k \to \infty$. Using the calculus rules, we can estimate

$$\left| \nabla \frac{1}{(1 + \varepsilon) \sqrt{\sum_j |w_j^k|^2}} \right| w_i^k \leq \frac{1}{2} \chi_{A^{k,\varepsilon}} \left( \frac{1}{\sum_j |w_j^k|^2} \right)^{3/2} \left| \nabla \sum_j |w_j^k|^2 \right| w_i^k \leq \chi_{A^{k,\varepsilon}} \left( \frac{1}{\sum_j |w_j^k|^2} \right)^{3/2} \left( \sum_j |w_j^k|^2 \right)^{1/2} \left( \sum_j |\nabla w_j^k|^2 \right)^{1/2} |w_i^k| \leq \chi_{A^{k,\varepsilon}} \left( \frac{1}{1 + \varepsilon} \right)^{2} \sum_j |\nabla w_j^k| |w_i^k|,$$

where in the second inequality we used the Cauchy–Schwarz inequality, and then we see that the last term converges to 0 in $L^2(\mu)$ as $k \to \infty$. \hfill \square

In the previous proof we used the following calculus rules, which are an immediate consequence of the already known ones proved in [33]. We add also another lemma, again based on [33], which is not explicitly used in this work but whose proof grants coincidence between the definitions of $H^{1,2}_C(TX)$ via the usual definition of test vector fields and our definition of test vector field.

**Lemma 4.3** Let $(X, d, \mu)$ be an RCD$(K, \infty)$ space, $X \in W^{1,2}_H(TX) \cap L^\infty(TX)$ and $f \in S^2(X) \cap L^\infty(\mu)$. Then $f X \in W^{1,2}_H(TX)$ and

$$\text{div}(fX) = \nabla f \cdot X + f \text{div} X,$$

$$d(fX) = \nabla f \wedge X + f dX.$$

If moreover $X \in H^{1,2}_H(TX)$, then $f X \in H^{1,2}_H(TX)$.

**Proof** Recall that $W^{1,2}_H(TX)$ and $H^{1,2}_H(TX)$ are Hilbert spaces. We prove the claim with an approximation argument. Also, as in the discussion after [33, Definition 3.5.11], if $\omega \in L^2(TX)$, then $\omega \in D(\delta)$ if and only if $\omega \in D(\text{div})$ and, if this is the case, $\delta \omega = -\text{div}(\omega)$.

If $f \in \text{TestV}(X)$, the claim is a consequence of [33, Proposition 3.5.4] (which is stated with a slightly different definition of TestV$(X)$) and the calculus rules for the divergence and the following approximation argument. If $\{X_n\} \subseteq \text{TestV}(X)$ with $X_n \to X$ in $W^{1,2}_H(TX)$, then $f X_n \in \text{TestV}(X)$ and $f X_n \to f X$ in $W^{1,2}_H(TX)$ (see the next paragraph for more details).

If $f \in H^{1,2}(X) \cap L^\infty(\mu)$, take $\{f_n\} \subseteq \text{TestV}(X)$ with $\|f_n\|_{L^\infty(\mu)}$ uniformly bounded and $f_n \to f$ in $H^{1,2}(X)$. Now we can use the calculus rules for $f_n \in \text{TestV}(X)$ and easily prove, using also dominated convergence,
\[ \text{div}(f_n X) = \nabla f_n \cdot X + f_n \text{div} X \rightarrow \nabla f \cdot X + f \text{div} X \quad \text{in } L^2(m) \]

\[ d(f_n X) = \nabla f_n \wedge X + f_n dX \rightarrow \nabla f \wedge X + f dX \quad \text{in } L^2(\Lambda^2 TX). \]

This shows that for \( X \in W^{1,2}_H(TX) \), that the calculus rules hold and finally that \( f_n X \rightarrow f X \) in \( W^{1,2}_H(TX) \), so that if \( X \in H^{1,2}_H(TX) \), then \( f X \in H^{1,2}_H(TX) \).

If \( f \in S^2(\mathcal{X}) \cap L^\infty(m) \) we fix \( \vec{x} \in \mathcal{X} \) and we take \( \{\phi_n\}_n \subseteq \text{LIP}_{bs}(\mathcal{X}) \) with \( \phi_n(x) := ((n - d(x, \vec{x})) \wedge 1)^+ \). Similar computations to the ones of the previous paragraph with \( f \phi_n \) in place of \( f_n \) show that \( f X \in W^{1,2}_H(TX) \), that the calculus rules hold and finally that \( (f \phi_n) X \rightarrow f X \) in \( W^{1,2}_H(TX) \), so that if \( X \in H^{1,2}_H(TX) \), then \( f X \in H^{1,2}_H(TX) \). \( \square \)

**Lemma 4.4** Let \( (\mathcal{X}, d, m) \) be an RCD\((K, \infty)\) space, \( X \in W^{1,2}_C(TX) \cap L^\infty(TX) \) and \( f \in S^2(\mathcal{X}) \cap L^\infty(m) \). Then \( f X \in W^{1,2}_C(TX) \) and

\[ \nabla(f X) = \nabla f \otimes X + f \nabla X. \]

If moreover \( X \in H^{1,2}_C(TX) \), then \( f X \in H^{1,2}_C(TX) \).

**Proof** Recall that \( W^{1,2}_C(TX) \) and \( H^{1,2}_C(TX) \) are Hilbert spaces. We prove the claim with an approximation argument.

Assume first \( f \in H^{1,2}(\mathcal{X}) \cap L^\infty(m) \). Then the first part of the statement has been proved in [33, Proposition 3.4.5]. The second part follows approximating \( X \) with a sequence of test vector fields.

If \( f \in S^2(\mathcal{X}) \cap L^\infty(m) \) we fix \( \vec{x} \in \mathcal{X} \) and we take \( \{\phi_n\}_n \subseteq \text{LIP}_{bs}(\mathcal{X}) \) with \( \phi_n(x) := ((n - d(x, \vec{x})) \wedge 1)^+ \) and we set \( f_n := f \phi_n \). We can use the calculus rule for \( f_n \in H^{1,2}(\mathcal{X}) \cap L^\infty(m) \) and easily prove, using also dominated convergence,

\[ \nabla(f_n X) = \nabla f_n \otimes X + f_n \nabla X \rightarrow \nabla f \otimes X + f \nabla X \quad \text{in } L^2(T^{\otimes 2} X). \]

This shows that \( f X \in W^{1,2}_C(TX) \), that the calculus rule holds and finally that \( f_n X \rightarrow f X \) in \( W^{1,2}_C(TX) \), so that if \( X \in H^{1,2}_C(TX) \), then \( f X \in H^{1,2}_C(TX) \). \( \square \)

In view of the following proposition, recall that the interpretation of the integral in (4.1) is given by Remark 3.2.

**Proposition 4.5** Let \( (\mathcal{X}, d, m) \) be an RCD\((K, \infty)\) space and \( F \in \text{BV}(\mathcal{X})^n \). Then, for every \( A \) open subset of \( \mathcal{X} \), it holds that

\[ |DF|(A) = \sup \left\{ \sum_{i=1}^n \int_A F_i \text{div} v_i \, dm \right\}, \quad (4.1) \]

where the supremum is taken among all \( v = (v_1, \ldots, v_n) \in \mathcal{W}^n_A \), where

\[ \mathcal{W}^n_A := \left\{ v = (v_1, \ldots, v_n) \in \text{TestV}(\mathcal{X})^n : |v| \leq 1 \text{ m-a.e. supp } |v| \subseteq A \right\}. \quad (4.2) \]

\( \square \) Springer
Finally, the supremum can be equivalently taken among all $\mathcal{V}_{A}^{\nu}$

\[ \mathcal{V}_{A}^{\nu} := \left\{ v = (v_1, \ldots, v_n) \in \text{TestV}(X)^n : |v| \leq 1 \ m\text{-a.e. } \text{supp } |v| \subseteq A \right\} . \]

**Proof** Call $|DF|^{*}$ the quantity defined by the right hand side of (4.1), we show now that $|DF|^{*}$ is the restriction to open sets of a finite Borel measure, that we still denote with $|DF|^{*}$ and that $|DF|^{*} = |DF|$ as measures.

**STEP 1.** We show that $|DF|^{*}(A) \leq |DF|(A)$ for every open set $A$. Fix then $A \subseteq X$ open. Assume for the moment that also $F_i \in L^{\infty}(A, m) \cap \text{LIP}_{\text{loc}}(A)$ is such that $\int_A \text{lip}(F_i)dm < \infty$ for every $i = 1, \ldots, n$ and take any $v = (v_1, \ldots, v_n) \in \mathcal{V}_{A}^{\nu}$. Set now

\[ C := \text{supp } |v| \]

Notice $C \subseteq A$ and take a cut-off function $\psi \in \text{LIP}_{\text{bc}}(X)$ with $\psi(x) \in [0, 1]$ for every $x \in X$, $\psi = 1$ on a neighborhood of $C$ and supp $\psi \subseteq A$. Therefore, for every $i = 1, \ldots, n$, $\psi F_i \in L^{\infty}(m) \cap \text{LIP}_{\text{loc}}(X)$ is such that $\int_X \text{lip}(\psi F_i)dm < \infty$. We can now estimate, for $t > 0$, using the Cauchy–Schwarz inequality and Proposition 4.1,

\[ - \sum_{i=1}^{n} \int h_t(\psi F_i) \text{div } v_i dm = \sum_{i=1}^{n} \int \nabla h_t(\psi F_i) \cdot v_i dm \leq \int_C \| (\nabla h_t(\psi F_i) )_i \| \epsilon dm \]

\[ \leq e^{-Kt} \int_C \| (h_t |D(\psi F_i) )_i \| \epsilon dm \]

\[ \leq e^{-Kt} \int_C \| (h_t \text{lip}(\psi F_i))_i \| \epsilon dm \]

so that, letting $t \searrow 0$,

\[ - \sum_{i=1}^{n} \int F_i \text{div } v_i dm \leq \int_C \| (\text{lip}(\psi F_i) )_i \| \epsilon \leq \int_A \| \text{lip}(F_i) \| \epsilon . \]

Back to the general case $F \in \text{BV}(X)^n$, we notice that we have to show the claim in the case $F_i \in L^{\infty}(A, m)$ for every $i = 1, \ldots, n$. Then, we can conclude by the very definition of $|DF|$ and what said above, noticing that approximating sequences can be taken made of functions equibounded in $L^{\infty}(m)$ with no loss of generality.

**STEP 2.** We show that $|DF|^{*}$ is the restriction to open sets of a finite Borel measure (that we still call $|DF|^{*}$). To this aim, we can use Carathéodory criterion ([10], cf. [8, Proof of Lemma 5.2]) and is then enough to verify (all the sets in consideration are assumed to be open):

1. $|DF|^{*}(A) \leq |DF|^{*}(B)$ if $A \subseteq B$,
2. $|DF|^{*}(A \cup B) \geq |DF|^{*}(A) + |DF|^{*}(B)$ if $d(A, B) > 0$,
3. $|DF|^{*}(A) = \lim_k |DF|^{*}(A_k)$ if $A_k \nearrow A$,
4. $|DF|^{*}(A \cup B) \leq |DF|^{*}(A) + |DF|^{*}(B)$.
We notice that (1) and (2) follow trivially from the definition of $|DF|^*$ and that (2) does not even need the sets to be well separated. We prove now property (3). Fix $\epsilon > 0$ and take a compact subset $K$ with $K \subseteq A$ and $|DF|(A \setminus K) \leq \epsilon$. Then there exists $\tilde{k}$ such that $K \subseteq A_{\tilde{k}}$, in particular we can find $\psi \in \text{LIP}_{bs}(X)$ with $\psi(x) \in [0, 1]$ for every $x \in X$, $\psi = 1$ on a neighborhood of $K$ and $\text{supp} \psi \subseteq A_{\tilde{k}}$. We can write the right hand side of (4.3) as $|DF|^*(A \setminus K) + \epsilon$, so that (3) follows as $v \in \mathcal{W}^n_A$ and $\epsilon > 0$ are arbitrary. We prove now (4). Take a sequence of bounded open sets $\{A_k\}_k$ with $A_k \setminus A$ and $A_k \subseteq \{x \in A : d(x, X \setminus A) > k^{-1}\}$; take similarly $\{B_k\}_k$. Fix $k$ and take $\tilde{\psi}_A \in \text{LIP}_{bs}(X)$ with $\tilde{\psi}_A(x) \in [0, 1]$ for every $x \in X$, $\tilde{\psi}_A = 1$ on a neighborhood of $A_k$ and $\text{supp} \tilde{\psi}_A \subseteq A$; define similarly $\tilde{\psi}_B$. Define also $\psi_A := \tilde{\psi}_A$ and $\psi_B := \tilde{\psi}_B(1 - \tilde{\psi}_A)$. Take then $v = (v_1, \ldots, v_n) \in \mathcal{W}^n_{A_k \cup B_k}$. Writing $u_i = \psi_A v_i + \psi_B v_i$ for $i = 1, \ldots, n$ we can argue similarly as above to verify that

$$|DF|^*(A_k \cup B_k) \leq |DF|^*(A) + |DF|^*(B)$$

so that (4) follows letting $k \to \infty$, taking into account (3).

**STEP 3.** We conclude that $|DF|^* = |DF|$. By the previous steps, it is enough to show $|DF|^*(X) \geq |DF|(A)$ if $A \subseteq X$ is open and bounded. Assume for the moment that also $F \in L^\infty(m)^n$. Let $(t_k)_k, t_k \searrow 0$ and consider $F_{i,k} := h_{t_k} F_i$. By lower semicontinuity of the total variation,

$$|DF|(A) \leq \liminf_k |D(F_{1,k}, \ldots, F_{n,k})|(A)$$

and then, taking into account that $m(A) < \infty$ and the general theory of Sobolev spaces,

$$|DF|(A) \leq \liminf_k \int_A \|\nabla F_{i,k}\|_e \, dm \leq \liminf_k \int_X \|\nabla F_{i,k}\|_e \, dm. \quad (4.3)$$

By density, we take $F_{i,k,l} \in \text{TestF}(X)$ such that $F_{i,k,l} \to F_{i,k}$ in $H^{1,2}(X)$ as $l \to \infty$ for every $i$. We can write the right hand side of (4.3) as

$$\liminf_k \liminf_{\epsilon \searrow 0} \limsup_{\delta \searrow 0} \sum_i \int_X \nabla F_{i,k} \cdot \frac{\nabla h_{\delta} F_{i,k,l}}{\sqrt{\sum_j h_{\delta}(|\nabla F_{j,k,l}|^2) + \epsilon}} \, dm, \quad \delta \searrow 0 \setminus 0$$
that is,
\[
\liminf_k \lim_{\epsilon \searrow 0} \lim_{\delta \searrow 0} \sum_i \int_X F_i \div \left( \frac{\nabla h_\delta F_{i,k,l}}{\sqrt{\sum_j h_\delta (|\nabla F_{j,k,l}|^2 + \epsilon)}} \right) \, \mathrm{d}m. \tag{4.4}
\]

Recalling the properties of the heat flow $h_{H,t}$, we can rewrite the quantity in (4.4) as
\[
\liminf_k \lim_{\epsilon \searrow 0} \lim_{\delta \searrow 0} \sum_i \int_X F_i \div \left( h_{H,t} \left( \frac{\nabla h_\delta F_{i,k,l}}{\sqrt{\sum_j h_\delta (|\nabla F_{j,k,l}|^2 + \epsilon)}} \right) \right) \, \mathrm{d}m
\]
and see that it is bounded by $|D F|^*(X)$, by an approximation argument that relies on Lemma 4.2; here we used that an immediate approximation argument yields that if $A = X$ the request that $\text{supp} \nu_t$ is compact in (4.2) is irrelevant. We have therefore proved $|D F|^*(X) = |D F|(X)$ in the case $F$ bounded.

We treat the general case. We write
\[
F^m := ((F_1 \lor -m) \land m, \ldots, (F_n \lor -m) \land m). \tag{4.5}
\]

Now we can conclude easily, as, by lower semicontinuity, what we just proved and (2.13)
\[
|D F|(X) \leq \liminf_m |D(F^m)|(X) = |D(F^m)|^*(X) \leq |D F|^*(X) + |D(F^m - F)|^*(X)
\]
\[
\leq |D F|^*(X) + \sum_i |D(F^m_i - F_i)|(X) \to |D F|^*(X).
\]

The last claim can be proved as for Proposition 3.1. \hfill \Box

**Remark 4.6** One may wonder whether Proposition 4.5 holds also in the more general setting of (infinitesimally Hilbertian) metric measure spaces, with the obvious modifications (i.e. whether we can extend Proposition 3.1 to functions taking values in $\mathbb{R}^n$ instead of $\mathbb{R}$). It seems anything but straightforward to adapt the argument used in [29] (extracted from [8, 30]) as here we face a difficulty generalizing the approach via test plans. For this reason we had to provide a completely different proof, obtained via approximation arguments, at the price of working in more regular spaces. We give here an example of this issue, using the notation of the articles just cited. We point out that the difference $|D f| \neq |D f|_w$ that we are going to see is what we expect, given the choice of the relaxation made to define the total variation, cf. Remark 3.7.

Consider $X := [0,1]^2 \subseteq \mathbb{R}^2$ endowed with the Euclidean distance and the Lebesgue measure. Let $f : X \to \mathbb{R}^2$ be the identity. It is clear that $f \in \text{BV}(X)^2$ and $|D f|(X) = \sqrt{2}$. However, computing the total variation defined via test plans, $|D f|_w = 1$. Indeed, if $B \subseteq X$ is a Borel set and $\pi$ is a test plan, we obtain, using Fubini’s theorem,
\[
\int \gamma_{\#}|D(f \circ \gamma)||B|d\pi(\gamma) \leq \int \mathcal{L}^1(\{t : \gamma_t \in B\})\text{Lip}(\gamma)d\pi(\gamma) \\
\leq \|\text{Lip}(\gamma)\|_{L^\infty(\pi)}(\mathcal{L}^1 \otimes \pi)((\{t, \gamma \} : \gamma_t \in B)) \\
\leq \|\text{Lip}(\gamma)\|_{L^\infty(\pi)}C(\pi)\mathcal{L}^2(B),
\]
so that \(|Df|_w \leq \mathcal{L}^2\).

4.2 Fine Modules

In this subsection, we mostly recall the results of [28], which will be of great importance in what follows.

**Theorem 4.7** ([28, Theorem 2.6]) Let \((X, d, m)\) be an \(\text{RCD}(K, \infty)\) space. Then there exists a unique couple \((L^0_{\text{Cap}}(TX), \tilde{\nabla})\), where \(L^0_{\text{Cap}}(TX)\) is a \(L^0(\text{Cap})\)-normed \(L^0(\text{Cap})\)-module and \(\tilde{\nabla} : \text{TestF}(X) \to L^0_{\text{Cap}}(TX)\) is a linear operator such that:

(i) \(|\tilde{\nabla} f| = \text{QC}(|\nabla f|)\) \(\text{Cap}\)-a.e. for every \(f \in \text{TestF}(X)\),
(ii) the set \(\{\sum_n \chi_{E_n} \tilde{\nabla} f_n\}\), where \(\{f_n\}_n \subseteq \text{TestF}(X)\) and \(\{E_n\}_n\) is a Borel partition of \(X\) is dense in \(L^0_{\text{Cap}}(TX)\).

Uniqueness is intended up to unique isomorphism, this is to say that if another couple \((L^0_{\text{Cap}}(TX)', \tilde{\nabla}')\) satisfies the same properties, then there exists a unique module isomorphism \(\Phi : L^0_{\text{Cap}}(TX) \to L^0_{\text{Cap}}(TX)\)' such that \(\Phi \circ \tilde{\nabla} = \tilde{\nabla}'\). Moreover, \(L^0_{\text{Cap}}(TX)\) is a Hilbert module that we call capacitary tangent module.

It is worth spending a few words on \(L^0(\text{Cap})\)-normed \(L^0(\text{Cap})\)-modules and, in particular, on \(L^0_{\text{Cap}}(TX)\), as the \(L^0(\text{Cap})\) and \(L^0(m)\) topologies may behave quite differently. First, \(L^0(\text{Cap})\)-normed \(L^0(\text{Cap})\)-modules enjoy the following important properties (cf. [33, Definition 1.2.1]):

(i) **LOCALITY**: for every \(f \in L^0_{\text{Cap}}(TX)\) and \(\{A_i\}_i\) sequence of Borel subsets of \(X\) such that \(\chi_{A_i}v = 0\) for every \(i \in \mathbb{N}\), then \(\chi_{\bigcup_i A_i}v = 0\),
(ii) **GLUING**: if \(\{v_i\}_i \subseteq L^0_{\text{Cap}}(TX)\) and \(\{A_i\}_i\) is a sequence of pairwise disjoint Borel subsets of \(X\), there exists \(v \in L^0_{\text{Cap}}(TX)\) such that \(\chi_{A_i}v = \chi_{A_i}v_i\) for every \(i \in \mathbb{N}\).

Indeed, the first property follows trivially from the existence of the pointwise norm. For what concerns the second property, notice first that, partitioning the sets \(A_i\) and using locality, we can with no loss of generality assume that \(|v_i| \leq L^\infty(\text{Cap})\) for every \(i\). We can then set \(a_i := 2^{-i}|1 + |v_i||_{L^\infty(\text{Cap})}\) and consider the Cauchy sequence \(n \mapsto \sum_{i=1}^n a_i^{-1}\chi_{A_i}v_i\) and then multiply its limit by \(f := \sum_{i=1}^\infty a_i\chi_{A_i}\) so that we can conclude by locality. However, the gluing property for \(L^0_{\text{Cap}}(TX)\) follows directly from its construction, starting from the set of infinite linear combinations as in item (ii) of Theorem 4.7. Notice that one needs the gluing property for \(L^0_{\text{Cap}}(TX)\) to define the multiplication by functions in \(L^0(\text{Cap})\) so that we can not use the argument above to prove the gluing property for \(L^0_{\text{Cap}}(TX)\). This discussion is relevant because the map

\[
L^0(\text{Cap}) \times L^0_{\text{Cap}}(TX) \ni (f, v) \mapsto fv \in L^0_{\text{Cap}}(TX)
\]
is not continuous in general. For example, set $(X, d, m) = ([0, 1], d_e, L^1)$, recall [28, Example 2.17] and notice that $L^\infty(Cap)$ is a closed (non trivial) subspace of $L^0(Cap)$.

Take $v_n := (1 + n^{-1})\chi_{(0,1)}$ and $f(x) := 1/x$. Clearly $v_n \rightarrow v := \chi_{(0,1)} \in L^0_{Cap}(TX)$, however $\{f v_n\} \in L^0_{Cap}(TX)$ is not even a Cauchy sequence.

Notice that we can, and will, extend the map $QCR$ from $H^{1,2}(X)$ to $S^2(X) \cap L^\infty(m)$ by a locality argument. We define

$$\text{Test}(X) := \left\{ \sum_{i=1}^n QCR(f_i) \bar{v}_i g_i : f_i \in S^2(X) \cap L^\infty(m), g_i \in \text{TestF}(X) \right\}.$$ 

We define also the vector subspace of quasi-continuous vector fields, $QC(TX)$, as the closure of $\text{Test}(X)$ in $L^0_{Cap}(TX)$ and finally,

$$QC^\infty(TX) := \{ v \in QC(TX) : |v| \text{ is Cap-essentially bounded} \}.$$ \hspace{1cm} (4.6)

Recall now that as $m \ll Cap$, we have a natural projection map

$$Pr : L^0(Cap) \rightarrow L^0(m) \text{ defined as } [f]_{L^0(Cap)} \mapsto [f]_{L^0(m)}$$

where $[f]_{L^0(Cap)}$ (resp. $[f]_{L^0(m)}$) denotes the Cap (resp. m) equivalence class of $f$. It turns out that $Pr$, restricted to the set of quasi-continuous functions, is injective ([28, Proposition 1.18]). We have the following projection map $\bar{Pr}$, given by [28, Proposition 2.9 and Proposition 2.13], which plays the role of $Pr$ on vector fields.

**Proposition 4.8** Let $(X, d, m)$ be an RCD$(K, \infty)$ space. There exists a unique linear continuous map

$$\bar{Pr} : L^0_{Cap}(TX) \rightarrow L^0(TX)$$

that satisfies

(i) $\bar{Pr}(\nabla f) = \nabla f$ for every $f \in \text{TestF}(X)$,
(ii) $\bar{Pr}(gv) = Pr(g)\bar{Pr}(v)$ for every $g \in L^0(Cap)$ and $v \in L^0_{Cap}(TX)$.

Moreover, for every $v \in L^0_{Cap}(TX)$,

$$|\bar{Pr}(v)| = Pr(|v|) \text{ m-a.e.}$$

and $\bar{Pr}$, when restricted to the set of quasi-continuous vector fields, is injective.

We point out that if $v \in QC(TX)$, [28, Proposition 2.12] shows that $|v| \in L^0(Cap)$ is quasi-continuous, in particular, $v \in QC^\infty(TX)$ if and only if $\bar{Pr}(v) \in L^\infty(TX)$.

In what follows, with a little abuse, we often write, for $v \in L^0_{Cap}(TX)$, $v \in D(\text{div})$ if and only if $\bar{Pr}(v) \in D(\text{div})$ and, if this is the case, $\text{div} v = \text{div}(\bar{Pr}(v))$. Similar notation will be used for other operators acting on subspaces of $L^0(TX)$.
Theorem 4.9 ([28, Theorem 2.14 and Proposition 2.13]) Let \((X, d, m)\) be an RCD\((K, \infty)\) space. Then there exists a unique map \(Q\tilde{\text{CR}} : H^{1,2}_C(TX) \to L^0_{\text{Cap}}(TX)\) such that

(i) \(Q\tilde{\text{CR}}(v) \in QC(TX)\) for every \(v \in H^{1,2}_C(TX)\),

(ii) \(\tilde{\text{Pr}} \circ Q\tilde{\text{CR}}(v) = v\) for every \(v \in H^{1,2}_C(TX)\).

Moreover, \(Q\tilde{\text{CR}}\) is linear and satisfies

\[|Q\tilde{\text{CR}}(v)| = Q_{\text{CR}}(|v|)\text{ Cap-a.e. for every } v \in H^{1,2}_C(TX),\]

so that \(Q\tilde{\text{CR}}\) is continuous.

We often omit to write the \(Q\tilde{\text{CR}}\) operator for simplicity of notation. This should cause no ambiguity thanks to the fact that

\[Q\tilde{\text{CR}}(gv) = Q_{\text{CR}}(g)Q\tilde{\text{CR}}(v) \text{ for every } g \in H^{1,2}(X) \cap L^\infty(m) \text{ and } v \in H^{1,2}_C(TX) \cap L^\infty(TX).\]  

(4.7)

This can be proved easily as the continuity of the map \(Q_{\text{CR}}\) implies that \(Q_{\text{CR}}(g)Q\tilde{\text{CR}}(v)\) as above is quasi-continuous and the injectivity of the map \(\tilde{\text{Pr}}\) restricted to the set of quasi-continuous vector fields yields the conclusion. Again by locality, we have that (4.7) holds even for \(g \in S^2(X) \cap L^\infty(m)\).

The following theorem, which is [25, Sect. 1.3], is crucial in the construction of modules tailored to particular measures.

Theorem 4.10 Let \((X, d, m)\) be a metric measure space and let \(\mu\) be a Borel measure finite on balls such that \(\mu \ll \text{Cap}\). Let also \(\mathcal{M}\) be a \(L^0(\text{Cap})\)-normed \(L^0(\text{Cap})\)-module.

Define the natural (continuous) projection

\[\pi_\mu : L^0(\text{Cap}) \to L^0(\mu).\]

We define an equivalence relation \(\sim_\mu\) on \(\mathcal{M}\) as

\[v \sim_\mu w \text{ if and only if } |v - w| = 0 \text{ } \mu\text{-a.e.}\]

Define the quotient module \(\mathcal{M}_\mu^0 := \mathcal{M}/\sim_\mu\) with the natural (continuous) projection

\[\bar{\pi}_\mu : \mathcal{M} \to \mathcal{M}_\mu^0.\]

Then \(\mathcal{M}_\mu^0\) is a \(L^0(\mu)\)-normed \(L^0(\mu)\)-module, with the pointwise norm and product induced by the ones of \(\mathcal{M}\): more precisely, for every \(v \in \mathcal{M}\) and \(g \in L^0(\text{Cap})\),

\[
\begin{cases}
|\bar{\pi}_\mu(v)| := \pi_\mu(|v|), \\
\pi_\mu(g)\bar{\pi}_\mu(v) := \bar{\pi}_\mu(gv).
\end{cases}
\]

(4.8)
If $p \in [1, \infty]$, we set
\[
\mathcal{M}_\mu^p := \left\{ v \in \mathcal{M}_\mu^0 : |v| \in L^p(\mu) \right\},
\]
which is a $L^p(\mu)$-normed $L^\infty(\mu)$-module. Moreover, if $\mathcal{M}$ is a Hilbert module, also $\mathcal{M}_\mu^0$ and $\mathcal{M}_\mu^2$ are Hilbert modules.

The simple proof of this theorem was not given explicitly in the original article. For this reason we decided to include it here, as this result will play a central role in our note.

**Proof of Theorem 4.10** The fact that $\mathcal{M}_\mu^0$ and, if $p \in [1, \infty]$, $\mathcal{M}_\mu^p$ have a well defined structure of normed modules is a trivial verification. Also the statement concerning the Hilbertianity is trivial, as the pointwise parallelogram identity passes to the quotient. The continuity of the projection maps can be readily checked using the characterization of the topologies involved. We still have to verify that the modules $\mathcal{M}_\mu^p$ are complete for $p \in \{0\} \cup [1, \infty]$. We start by showing that $\mathcal{M}_\mu^0$ is complete.

Recall that the distance on $\mathcal{M}_\mu^0$ is defined as
\[
d_0(v, w) := \int_X |v - w| \wedge 1d\mu',
\]
where $\mu' \in \mathcal{P}(X)$ is such that $\mu \ll \mu' \ll \mu$. We can therefore assume that $\mu$ is finite and use $\mu$ in place of $\mu'$ in the definition of the distance $d_0$. Take now a Cauchy sequence $\{v_n\}_n \subseteq \mathcal{M}_\mu^0$, we have to show that it has a convergent subsequence. Notice that we can use Chebyshev’s inequality for $\epsilon \in (0, 1)$
\[
\mu(\{|v - w| > \epsilon\}) \leq \frac{d_0(v, w)}{\epsilon}
\]
for every $v, w \in \mathcal{M}_\mu^0$, to extract a (non relabelled) subsequence such that for every $n \in \mathbb{N}, n \geq 1$, it holds
\[
\mu(\{|v_n - v_{n+1}| > 2^{-n}\}) < 2^{-n}.
\]
Take $w_n \in \mathcal{M}$ such that $v_n = \bar{\pi}(w_n)$ for every $n$. We set then $A_n := \{|w_n - w_{n+1}| > 2^{-n}\}$ (using the Cap pointwise norm) and $A^k := \bigcup_{n \geq k} A_n$. Notice that $\mu(A^k) \rightarrow 0$ and that, if $n \geq k$, $|w_n - w_{n+1}| \leq 2^{-n}$ Cap-a.e. on $X \setminus A^k$. We can therefore verify that $\{\chi_X \setminus A_k w_n\}_n \subseteq \mathcal{M}$ is a Cauchy sequence, so that it has a limit $w^k$. Then it holds that $\chi_X \setminus A_k v_n = \bar{\pi}(w_n \chi_X \setminus A_k) \rightarrow \bar{\pi}(w^k)$ in $\mathcal{M}_\mu^0$. We can then use the gluing property to define $w \in \mathcal{M}$ on $X \setminus \bigcap_k A^k$ setting $w = w^k$ on $X \setminus A^k$. We set $v := \bar{\pi}(w)$ and we have that $v_n \rightarrow v$ in $\mathcal{M}_\mu^0$.

As Chebyshev’s inequality implies that Cauchy sequences with respect to the $\mathcal{M}_\mu^p$ norm are Cauchy sequences with respect to the $\mathcal{M}_\mu^0$ distance, we obtain the completeness also of $\mathcal{M}_\mu^p$ for $p \in [1, \infty]$ with standard arguments. \qed
In the particular case in which \( \mathcal{M} = L_{\text{Cap}}^0(TX) \) and \( \mu \) is a Borel measure finite on balls such that \( \mu \ll \text{Cap} \), we set
\[
L_p^\mu(TX) := (L_{\text{Cap}}^0(TX))_\mu^p \quad \text{for } p \in [0] \cup [1, \infty].
\]
In the case \( \mu = m \) notice that considering the map
\[
\dot{\nabla} : \text{TestF}(X) \xrightarrow{\dot{\nabla}} L_{\text{Cap}}^0(TX) \xrightarrow{\bar{\pi}_m} (L_{\text{Cap}}^0(TX))^0_m
\]
we can show that \((L_{\text{Cap}}^0(TX))^0_m\) is isomorphic to the usual \(L^0\) tangent module via a map that sends \( \nabla f \) to \( \dot{\nabla} f \) so that we have no ambiguity of notation and, by construction, the map \( \bar{\pi}_m \) coincides with \( \bar{\pi}_\text{Pr} \) defined in Proposition 4.8. We define the traces
\[
\text{tr}_\mu : H_{\text{loc}}^1(X) \to L^0(\mu) \quad \text{as } \text{tr}_\mu := \pi_\mu \circ Q\text{CR},
\]
\[
\bar{\text{tr}}_\mu : H^1_c(TX) \to L^0_\mu(TX) \quad \text{as } \bar{\text{tr}}_\mu := \bar{\pi}_\mu \circ \bar{Q}\text{CR}.
\]
To simplify the notation, we often omit to write the trace operators. This should cause no ambiguity because from (4.7) and (4.8) it follows that
\[
\bar{\text{tr}}_\mu(gv) = \text{tr}_\mu(g)\bar{\text{tr}}_\mu(v) \quad \text{for every } g \in H_{\text{loc}}^{1,2}(X) \cap L^\infty(m)
\]
and \( v \in H^1_c(TX) \cap L^\infty(TX) \). (4.9)

We define
\[
\text{TestV}_\mu(X) := \bar{\text{tr}}_\mu(\text{TestV}(X)) \subseteq L^\infty_\mu(TX)
\]
and the proof of [25, Lemma 2.7] gives the following result.

**Lemma 4.11** Let \((X, d, m)\) be an \(\text{RCD}(K, \infty)\) space and let \(\mu\) be a finite Borel measure such that \(\mu \ll \text{Cap}\). Then \(\text{TestV}_\mu(X)\) is dense in \(L^p_\mu(TX)\) for every \(p \in [1, \infty)\).

It is natural to denote
\[
\text{TestV}_F(X) := \bar{\text{tr}}_F(\text{TestV}(X))
\]
and Lemma 4.11 reads as follows.

**Lemma 4.12** Let \((X, d, m)\) be an \(\text{RCD}(K, \infty)\) space and \(F \in \text{BV}(X)^n\). Then \(\text{TestV}_F(X)\) is dense in \(L^2_F(TX)\).

We also need Cartesian products of normed modules. Fix \(n \in \mathbb{N}, n \geq 1\) and denote by \(\| \cdot \|_e\) the Euclidean norm of \(\mathbb{R}^n\). Given a \(L^0(m)\)-normed \(L^0(m)\)-module \(\mathcal{N}\), we can consider its Cartesian product \(\mathcal{N}^n\) and endow it with the natural module structure and with the pointwise norm
\[
|(v_1, \ldots, v_n)| := \|(v_1|, \ldots, |v_n)\|_e
\]
which is induced by a scalar product if and only if the one of $\mathcal{N}$ is, and if this is the case, we still denote the pointwise scalar product on $\mathcal{N}^n$ by $\cdot$. We endow $\mathcal{N}^n$ with the norm induced by the Lebesgue norm of the relevant exponent of the pointwise norm with respect to $m$. Also, $\mathcal{N}^n$ is a $L^2(m)$-normed $L^\infty(m)$-module if and only if $\mathcal{N}$ is, and, if this is the case, a subspace $\mathcal{N}_1$ of $\mathcal{N}$ is dense if and only if $(\mathcal{N}_1)^n$ is dense in $\mathcal{N}^n$. Similar considerations hold if $m$ is replaced by a Borel measure, finite on balls and (with the suitable interpretation) in the case of $L^0(Cap)$-normed $L^0(Cap)$-modules or if we alter the integrability exponent. It is clear that if $\mathcal{M}$ is a $L^0(Cap)$-normed $L^0(Cap)$-module and $\mu$ is a Borel measure finite on balls such that $\mu \ll Cap$, then also $(\mathcal{M}^p_\mu) = (\mathcal{M}^n_\mu)^p$ for $p \in \{0\} \cup [1, \infty]$.  

We adopt the natural notation 

$$L^p_\mu(T^nX) := L^p_\mu(TX)^n$$

and, when possible, we endow $L^p_\mu(T^nX)$ with the norm induced by the $L^p(\mu)$ norm of the (Euclidean) pointwise norm $|\cdot|$. 

The following remark will be used in the sequel without further notice: if $v = (v_1, \ldots, v_n) \in \mathcal{N}^n$ is such that for every $i = 1, \ldots, n$, $v_i \in H^{1,2}(X)$, then $|v| \in H^{1,2}(X)$. This follows from the fact that if $f_1, \ldots, f_n \in H^{1,2}(X)$ and $\varphi \in LIP(\mathbb{R}^n; \mathbb{R})$ is such that $\varphi(0) = 0$, then $\varphi(f_1, \ldots, f_n) \in H^{1,2}(X)$.

### 4.3 The Distributional Differential

Let $(X, d, m)$ be an RCD($K, \infty$) space and let $F \in BV(X)^n$, where $n \in \mathbb{N}$, $n \geq 1$ is fixed. Recall that (2.21) states that $|DF| \ll Cap$. Therefore we can repeat the construction performed in [25, Sect. 2] (see also [25, Subsection 1.3]): we employ Theorem 4.10 to obtain the couple of modules $L^0_F(TX) := L^0_{|DF|}(TX)$ and $L^2_F(TX) := L^2_{|DF|}(TX)$ as well as the couple of traces $\text{tr}_F := \text{tr}_{|DF|}$ and $\bar{\text{tr}}_F := \bar{\text{tr}}_{|DF|}$, which we will often omit to write. 

In view of the following theorem, recall that the interpretation of the integral in (4.10) is given by Remark 3.2. Recall also (4.6).

**Theorem 4.13** Let $(X, d, m)$ be an RCD($K, \infty$) space and $F \in BV(X)^n$. Then there exists a unique vector field $v_F \in L^2_F(T^nX)$ such that it holds

$$\sum_{i=1}^n \int_X F_i \text{div} v_i = -\int_X v \cdot v_F \, d|DF| \quad \text{for every } v$$

$$= (v_1, \ldots, v_n) \in (QC^\infty(TX) \cap D(\text{div}))^n.$$  

Moreover, $|v_F| = 1 |DF|\text{-a.e.}$

**Proof** We divide the proof in several steps.
STEP 1. We show that if \( f \in BV(X) \cap L^\infty(m) \), then there exists a unique \( v_f \in L^2_f(TX) \) such that
\[
\int_X f \, \text{div} \, v = -\int_X v \cdot \nu_f \, |D\nu| \quad \text{for every} \quad v \in H^{1,2}_C(TX) \cap D(\text{div}) \cap L^\infty(TX),
\]
and moreover \(|v_f| = 1 \mid |D\nu|-\text{a.e.} \). This can be proved following \textit{verbatim} the proof of [25, Theorem 2.2]. Notice that in [25] the assumption that the dimension was finite could have been dropped taking into account Theorem 3.5 and Proposition 4.1.

STEP 2. We show that for \( f \in BV(X) \cap L^\infty(m) \), (4.11) holds for every \( v \in QC^\infty(TX) \cap D(\text{div}) \). Fix then \( v \in QC^\infty(TX) \cap D(\text{div}) \). By an easy cut-off argument, there is no loss of generality in assuming that \( v \) has bounded support. We take a sequence \( \{t_k\}_k \subseteq (0, 1) \) with \( t_k \downarrow 0 \), then, we define \( \{v_k\}_k \) as \( v_k := \psi e^{K_H} h_{H,t_k} v \), where \( \psi \in \text{LIP}_{bs}(X) \) (say supp \( \psi \subseteq B \) for some ball \( B \)) is a cut-off function that is identically 1 on a neighborhood of supp \( v \). Now notice that the equality in (4.11) holds for \( v_k \) and that, as \( \text{div} \, v_k \to \text{div} \, v \) in \( L^2(m) \), it suffices to check that \( v_k \to v \) in \( L^0_{\text{Cap}}(TX) \), then dominated convergence together with the theory developed in [28] implies the conclusion.

We thus have to show that \( v_k \to v \) in \( L^0_{\text{Cap}}(TX) \). We can assume with no loss of generality that \(|v| \leq 1 \mid m\)-a.e. so that also \(|v_k| \leq 1 \mid m\)-a.e. for every \( k \). As \( v \in QC(TX) \), we can take a sequence \( \{w_l\}_l \subseteq \text{TestV}(X) \) such that \( w_l \to v \) in \( L^0_{\text{Cap}}(TX) \), supp \( w_l \subseteq B \) and \(|w_l| \leq 1 \mid m\)-a.e. We claim that
\[
w_{l,k} := \psi e^{K_H} h_{H,t_k} w_l \to \psi e^{K_H} h_{H,t_k} v
\]
uniformly in \( k \) in \( L^0_{\text{Cap}}(TX) \) as \( l \to \infty \). (4.12)

Fix for the moment \( \epsilon > 0 \). As \( w_l \to v \) in \( L^0_{\text{Cap}}(TX) \) and the fact that all these vector fields have uniformly bounded support, we can take functions \( \{g_l\}_l \subseteq H^{1,2}(X) \) such that \( \|g_l\|_{H^{1,2}(X)} \to 0 \), \( g_l(x) \in [0, 1] \) for \( m\)-a.e. \( x \) and
\[
\{|w_l - v| > \epsilon \} \subseteq \{g_l \geq 1\}.
\]
Therefore, taking into account that
\[
|w_{l,k} - v_k| \leq \chi_B \left( e^{K_H} \|h_{H,t_k} \mid (w_l - v) \chi(|w_l - v| > \epsilon)} \right)
+ e^{K_H} \|h_{H,t_k} \mid (w_l - v) \chi(|w_l - v| \leq \epsilon)} \right)
\]
\[
\leq \chi_B \left( h_{t_k} \mid (w_l - v) \chi(|w_l - v| > \epsilon)} \right)
+ h_{t_k} \mid (w_l - v) \chi(|w_l - v| \leq \epsilon)} \right) \leq 2\chi_B h_{t_k} g_l + 2 \epsilon
\]
and that
\[
\|h_{t_k} g_l\|_{H^{1,2}(X)} \leq \|g_l\|_{H^{1,2}(X)} \to 0 \quad \text{uniformly in} \quad k \quad \text{as} \quad l \to \infty,
\]
 Springer
it follows that, uniformly in $k$,

$$\limsup_l \text{Cap} \left\{ |u_{l,k} - v^k| > 4\epsilon \right\} \leq \limsup_l \text{Cap} \left( B \cap \{ |h_{l,k}| > \epsilon \} \right) = 0$$

and hence (4.12) follows. Now we can conclude easily, noticing that

$$d_{L^0_{\text{Cap}}(TX)}(v_k, v) \leq d_{L^0_{\text{Cap}}(TX)}(v_k, w_{l,k}) + d_{L^0_{\text{Cap}}(TX)}(w_{l,k}, w_l) + d_{L^0_{\text{Cap}}(TX)}(w_l, v)$$

as we can first take $l$ large enough to estimate the first and last summand (uniformly in $k$) and then let $k \to \infty$, recalling that as $w_{l,k} \to w_l$ in $H^{1,2}(TX)$, $w_{l,k} \to w_l$ in $L^0_{\text{Cap}}(TX)$.

**Step 3.** We drop the $L^\infty(m)$ bound assumption on $f$ made in Step 1. For $k \in \mathbb{Z}$, define

$$f_k := (f \vee k) \wedge (k + 1) - (k + \chi_{\{k<0\}}(k)).$$

Notice that for every $k \in \mathbb{Z}$, $|Df_k| \leq |Df|$ and, as $f_k \in \text{BV}(X) \cap L^\infty(m)$, there exists $v_{f_k} \in L^2_{f_k}(TX)$ such that $|v_{f_k}| = 1 |Df_k|$-a.e. and

$$\int_X f_k \text{div} v \, dm = -\int_X v \cdot v_{f_k} \, d|Df_k|$$

for every $v \in Q\mathcal{C}^\infty(TX) \cap D(\text{div})$.

Notice that, if we consider $v_{f_k}$ as an element of $L^0_{\text{Cap}}(TX)$, we have that

$$\tilde{\pi}_f(v_{f_k}) \frac{d|Df_k|}{d|Df|}$$

is well defined. Now notice that by (2.13) it holds $|Df| = \sum_{k \in \mathbb{Z}} |Df_k|$. Then, as

$$\left\| \tilde{\pi}_f(v_{f_k}) \frac{d|Df_k|}{d|Df|} \right\|_{L^2_f(TX)} \leq |Df_k|(X),$$

and the completeness of $L^2_f(TX)$, we see that

$$v_f := \sum_{k \in \mathbb{Z}} \tilde{\pi}_f(v_{f_k}) \frac{d|Df_k|}{d|Df|}$$

is a well defined element of $L^2_f(TX)$ and satisfies $|v_f| \leq 1 |Df|$-a.e.
Fix now \( v \in QC^\infty (TX) \cap D(\text{div}) \). We prove the integration by parts formula (4.11) for \( f \) and \( v \). Using (4.13) we have,

\[
\int_X f \text{div} v \, dm = \lim_{m \to \infty} \int_X \sum_{k=-m}^{m-1} f_k \text{div} v \, dm
\]

\[
= - \lim_{m \to \infty} \int_X v \cdot \sum_{k=-m}^{m-1} \bar{\Pi}_f (v f_k) \frac{d|D f_k|}{d|D f|} \, d|D f| = - \int_X v \cdot \nu_f d|D f|,
\]

where the above computation also shows the existence of the limit

\[
\lim_{m \to \infty} \int_X (f \vee -m) \wedge m \, \text{div} v \, dm = \lim_{m \to \infty} \sum_{k=-m}^{m-1} f_k \text{div} v \, dm.
\]

Now we can show that \( |\nu_f| \geq 1 |D f| \)-a.e. arguing as in the proof of [25, Theorem 2.2]. Finally, uniqueness of \( \nu_f \) follows from Lemma 4.12. All in all, we have proved the theorem in the case \( n = 1 \).

**Step 4.** We prove the theorem for \( n > 1 \). Notice that \( |D F| \) is a finite measure such that

\[
|D F| \leq |D F_1| + \cdots + |D F_n| \ll \text{Cap}.
\]

We can therefore define \( L_0^0 (TX) := L_0^0 |D F| (TX) \) and \( L_2^2 (TX) := L_2^2 |D F| (TX) \) as well as the traces \( \text{tr}_F := \text{tr}_|D F| \) and \( \bar{\text{tr}}_F := \bar{\text{tr}}_|D F| \) (that, as usual, will not be written). Also, taking into account that \( |D F_i| \leq |D F| \), we can write, thanks to the Radon-Nikodym Theorem,

\[
|D F_i| = g_i |D F| \quad \text{for every } i = 1, \ldots, n
\]

where \( g_i \in L^\infty (X, |D F|) \). This discussion and the construction done exploiting Theorem 4.10 imply that for every \( i = 1, \ldots, n \) we can set

\[
v_i := g_i \bar{\Pi}_F (v F_i) \in L_2^2 (TX),
\]

where we are considering \( v F_i \) as an element of \( L_0^0 |D F| (TX) \). Notice that as \( v F_i \) is well defined \( |D F_i| \)-a.e. \( v_i \) is well defined and that \( |v_i| = |g_i| |D F| \)-a.e.

We set \( v_F := (v_1, \ldots, v_n) \in L_2^2 (T^n X) \) and therefore (4.10) holds. As uniqueness of such \( v_F \) follows from the same fact in the unidimensional case, to conclude it remains only to show that

\[
|v_F| = 1 \quad |D F| \text{-a.e.}
\]
By density, take a sequence \( \{ w^k = (w^k_1, \ldots, w^k_n) \} \subseteq \text{TestV}(X)^n \) such that \( w_k \to \chi_{\{|\nu_F| > 0\}} \) in \( L^2_F(T^nX) \). Then define \( \{ v^k \}_k \subseteq \text{TestV}(X)^n \) as

\[
v^k := \frac{1}{1 \vee |w^k|} w^k.
\]

Notice that still \( v^k \to \chi_{\{|\nu_F| > 0\}} \) and moreover \( |v^k| \leq 1 \) m-a.e. Let \( A \subseteq X \) open and take a sequence \( \{ \psi^k \}_k \subseteq \text{LIP}_{bs}(X) \) such that \( \psi^k(x) \in [0, 1] \) for every \( x \in X \), \( \text{supp} \psi^k \subseteq A \) and \( \psi^k(x) \uparrow 1 \) for every \( x \in A \). By Proposition 4.5 and (4.10) we can compute

\[
|D F|(A) \geq - \sum_{i=1}^n \int_X F_i \text{div} (\psi^k v^k_i) \, dm = \int_X \psi^k v^k \cdot v_F \, d|DF| \to \int_A |v_F| \, d|DF|,
\]

and this shows that \( |v_F| \leq 1 \) |DF|-a.e. Now notice that Proposition 4.5 and (4.10) again imply that

\[
\int_X |v_F| \, d|DF| \geq 1
\]

so that we conclude. \( \square \)

**Remark 4.14** Let \( F = (F_1, \ldots, F_n) \in \text{BV}(X)^n \). Then,

\[
(v_F)_i = \frac{d|DF|}{d|DF|} F_i \quad \text{for every } i = 1, \ldots, n,
\]

which is an immediate consequence of (4.10). \( \square \)

**Remark 4.15** We show that if \( F \in \text{BV}(X)^n \), then there exists a sequence

\[
\{ v^k = (v^k_1, \ldots, v^k_n) \}_k \subseteq \mathcal{W}^n
\]

where

\[
\mathcal{W}^n := \left\{ v = (v_1, \ldots v_n) \in H^{1,2}_H(TX)^n : |v| \leq 1 \text{ m-a.e.} \div v_i \in L^\infty(m) \right\}
\]

for every \( i = 1, \ldots, n \)

such that \( v^k \to v_F \) in \( L^2_F(T^nX) \).

Indeed, we can modify the proof of Proposition 4.5 (see in particular its Step 3), replacing \( \text{TestV}(X)^n \) with \( \mathcal{W}^n \) in (4.2) and then it is enough to take a sequence \( \{ v^k = (v^k_1, \ldots, v^k_n) \}_k \subseteq \mathcal{W}^n \) such that (with the usual interpretation for the integral)

\[
\sum_{i=1}^n \int_X F_i \text{div} v^k_i \, dm \to -|DF|(X)
\]
and compute
\[
\int_X |v^k - v_F|^2 d|DF| = \int_X |v^k|^2 d|DF| + \int_X |v_F|^2 d|DF| - 2 \int_X v^k \cdot v_F d|DF| \\
\leq 2|DF|(X) + 2 \sum_{i=1}^n \int_X F_i \text{div} v_i^k dm \to 0,
\]
where in the last inequality we used (4.10). Notice that this argument works only to approximate \( v_F \), and the difficulty in approximating other elements of \( L^2_F(T^n X) \) lies in the request of essentially bounded divergence. 

We introduce now a formal framework to denote the distributional differential of functions of bounded variation and to be able to perform algebraic manipulations on this object. In a forthcoming work ( [20]), we will introduce the concept of module valued measure, which is a suitable notion to describe the distributional differential and its properties.

**Definition 4.16** Let \((X, d, m)\) be an \(\text{RCD}(K, \infty)\) space. Let \(\nu \in L^\infty_{\text{Cap}}(T^n X)\) and let \(\mu\) be a finite measure with \(\mu \ll \text{Cap}\). We write \(\nu \mu\) to denote the object that acts on \(L^\infty_{\text{Cap}}(T^n X)\) as follows:

\[
\nu \mu(X)(v) := \int_X v \cdot \nu \, d\mu \quad \text{for every } v \in L^\infty_{\text{Cap}}(T^n X).
\]

Given \(\nu_1 \mu_1\) and \(\nu_2 \mu_2\), we write \(\nu_1 \mu_1 = \nu_2 \mu_2\) if and only if

\[
\nu_1 \mu_1(X)(v) = \nu_2 \mu_2(X)(v) \quad \text{for every } v \in L^\infty_{\text{Cap}}(T^n X). \tag{4.15}
\]

**Remark 4.17** Given \(\mu\) and \(\nu\) as above, we can of course define

\[
\nu \mu(A)(v) := \int_A v \cdot \nu \, d\mu \quad \text{for every } v \in L^\infty_{\text{Cap}}(T^n X) \text{ and every } A \subseteq X \text{ Borel}. \tag{4.16}
\]

More generally, objects taking as entries subsets of \(X\) and vector fields and that satisfy additional properties (these properties are, for example, satisfied by \(\nu \mu\) defined according to (4.16)) will be called module valued measures and will be the subject of a forthcoming work of the authors. 

**Remark 4.18** Notice that the expression \(\nu \mu\) makes sense even if we only know that the vector field \(\nu\) is defined \(\mu\)-a.e. We will exploit this fact throughout.

Also, we have that (4.15) holds if and only if

\[
\nu_1 \mu_1(X)(v) = \nu_2 \mu_2(X)(v) \quad \text{for every } v \in \text{TestV}(X)^n.
\]

Indeed, we can take \(\mu := \mu_1 + \mu_2\) and notice that \(\nu_i \mu_i = \left(\nu_i \frac{d\mu_i}{d\mu}\right) \mu\) for \(i = 1, 2\), then the claim follows by density. 

We define now some formal algebraic operations for objects of the kind $\nu \mu$.

**Definition 4.19** Let $(X, d, m)$ be an RCD($K, \infty$) space.

(i) Let $\nu \in L^\infty_{\text{Cap}}(T^n X)$ and let $\mu$ be a finite measure with $\mu \ll \text{Cap}$. Let moreover $\phi : X \to \mathbb{R}^{m \times n}$ be a $\mu$-measurable function. We define $\phi(\nu \mu) := (\phi \nu)_\mu$, where $$(\phi \nu)_j := \sum_{i=1}^n \phi_{j,i} v_i \quad j = 1, \ldots, m.$$ 

(ii) Let $\nu_1, \nu_2 \in L^\infty_{\text{Cap}}(T^n X)$ and let $\mu_1, \mu_2$ be two finite measures with $\mu_1 \ll \text{Cap}, \mu_2 \ll \text{Cap}$. We define $\nu_1 \mu_1 + \nu_2 \mu_2$ as follows. First, define $\mu := \mu_1 + \mu_2$, then set $$\nu_1 \mu_1 + \nu_2 \mu_2 = \left(v_1 \frac{d\mu_1}{d\mu} + v_2 \frac{d\mu_2}{d\mu}\right) \mu.$$ 

**Remark 4.20** We keep the same notation as in the definition above.

(a) For what concerns item (i), $$\phi(\nu \mu)(X)(v) = \int_X \sum_{j=1}^m \sum_{i=1}^n v_j \cdot \phi_{j,i} v_i d\mu$$ for every $v \in L^\infty_{\text{Cap}}(T^m X)$.

(b) For what concerns item (ii), $$(\nu_1 \mu_1 + \nu_2 \mu_2)(X)(v) = \int_X v \cdot v_1 d\mu_1 + \int_X v \cdot v_2 d\mu_2$$ for every $v \in L^\infty_{\text{Cap}}(T^n X)$.

**Definition 4.21** Let $(X, d, m)$ be an RCD($K, \infty$) space and $F \in \text{BV}(X)^n$. We define $DF := v_F |DF|$, according to Definition 4.16.

**Remark 4.22** Let $F \in \text{BV}(X)^n$. Then (4.10) reads $$\sum_{i=1}^n \int_X F_i \text{div} v_i = -DF(X)(v) \quad \text{for every } v = (v_1, \ldots, v_n) \in (\mathcal{QC}^\infty_{\infty}(TX) \cap D(\text{div}))^n.$$ 

Also, if $\mu v$ is as in Definition 4.16 and satisfies $$\sum_{i=1}^n \int_X F_i \text{div} v_i = -\mu v(X)(v) \quad \text{for every } v = (v_1, \ldots, v_n) \in \text{TestV}(X)^n,$$ then $DF = v \mu$.

Finally, it is clear that the map $\text{BV}(X)^n \ni F \mapsto DF$ is linear.
4.4 Fine Properties

Before proving the calculus rules satisfied by the distributional differential of functions of bounded variation, we need some preliminary results regarding the fine properties of functions of bounded variation on $\text{RCD}(K,N)$ spaces.

**Lemma 4.23** Let $(X, d,m)$ be an $\text{RCD}(K,N)$ space and $f \in \text{BV}(X) \cap L^\infty(m)$. Then

$$\lim_{s \searrow 0} h_s f(x) = \bar{f}(x) \quad \mathcal{H}^h\text{-a.e.}$$

**Proof** In the sequel, let $C$ denote a numerical constant depending only on the parameters entering into play (it may vary during the proof).

**Step 1. Case** $x \in X \setminus S_f$. We can compute

$$\limsup_{s \searrow 0} |h_s f(x) - \bar{f}(x)| \leq \limsup_{s \searrow 0} \int_X p_{s^2}(x,y) |f(y) - \bar{f}(x)| dm(y).$$

Fix now $a > 1$. Using the estimates for the heat kernel in (2.6)

$$\int_{B_{as}(x)} p_{s^2}(x,y) |f(y) - \bar{f}(x)| dm(y) \leq C \int_{B_{as}(x)} |f(y) - \bar{f}(x)| dm(y)$$

that converges to 0, because of the doubling inequality and the fact that points in $X \setminus S_f$ are Lebesgue points for $f$. Also, as $f \in L^\infty(m)$,

$$\int_{X \setminus B_{as}(x)} p_{s^2}(x,y) |f(y) - \bar{f}(x)| dm(y) \leq C \int_{X \setminus B_{as}(x)} p_{s^2}(x,y) dm(y).$$

Using again the estimates for the heat kernel in (2.6),

$$p_{s^2}(x,y) \leq \frac{C}{m(B_{s^2}(x))} \exp - \frac{d(x,y)^2}{6s^2} \leq C H(x,y) \frac{1}{m(B_{2s}(x))} \exp - \frac{d(x,y)^2}{8s^2} \leq C H(x,y) p_{4s^2}(x,y),$$

where, using the doubling inequality,

$$H(x,y) := \frac{m(B_{2s}(x))}{m(B_{s}(x))} \exp - \frac{d(x,y)^2}{6s^2} + \frac{d(x,y)^2}{8s^2} \leq Ce^{-a^2/24} \quad \text{if } d(x,y) \geq as.$$ 

Therefore

$$\int_{X \setminus B_{as}(x)} p_{s^2}(x,y) dm(y) \leq Ce^{-a^2/24} \int_X p_{4s^2}(x,y) dm(y) \leq Ce^{-a^2/24}. \quad (4.17)$$
Being \( a \) arbitrary, we conclude \( \lim_{s \searrow 0} h_s^2 f(x) = \tilde{f}(x) \) if \( x \notin S_f \).

**STEP 2.** Case \( x \in S_f \). Let \( D \subseteq \mathbb{R} \) a countable dense set such that if \( t \in D \), then \( E_t := \{ f > t \} \) is a set of finite perimeter. This is possible thanks to the coarea formula (2.13). Set, for every \( t \in D \), \( N_t \) as the set of points of \( \partial^* E_t \) where the conclusions of Theorem 2.6 or Lemma 2.7 fail. We know that \( |D\mathcal{X}_{E_t}|(N_t) = 0 \), hence \( \mathcal{H}^h(N_t) = 0 \), (2.25). We set

\[
N := \bigcup_{t \in D} N_t,
\]

notice \( \mathcal{H}^h(N) = 0 \). We show now \( \lim_{s \searrow 0} h_s^2 f(x) = \tilde{f}(x) \) for every \( x \in S_f \setminus N \). Fix \( x \in S_f \setminus N \) and \( t \in (f^\wedge(x), f^\vee(x)) \cap D \). By the very definition, \( x \in \partial^* E_t \), therefore at \( x \) the conclusions of Theorem 2.6 and Lemma 2.7 hold. As a consequence, using also \[18, (4.13)\], we infer (if we let \( n \) denote the essential dimension of the space)

\[
\lim_{s \searrow 0} h_s^2 (\chi_{E_t})(x) = h_1^{\mathbb{R}^n} (\chi_{\{x_n > 0\}})(0) = 1/2,
\]

so that also

\[
\lim_{s \searrow 0} h_s^2 (\chi_{X \setminus E_t})(x) = 1/2.
\]

We can then write

\[
\limsup_{s \searrow 0} |h_s^2 f(x) - \tilde{f}(x)|
\leq \limsup_{s \searrow 0} |h_s^2 (\chi_{X \setminus E_t}(f - f^\wedge(x)))(x)| + \limsup_{s \searrow 0} |h_s^2 (\chi_{E_t}(f - f^\vee(x)))(x)|.
\]

It is enough then to show \( \limsup_{s \searrow 0} |h_s^2 (\chi_{E_t}(f - f^\vee(x)))(x)| = 0 \) (the other term can be dealt similarly). We fix \( \alpha > 1 \). We can compute

\[
|h_s^2 (\chi_{E_t}(f - f^\vee(x)))(x)| \leq \int_{E_t} p_s^2(x, y) |f(y) - f^\vee(x)| \mathrm{d}m(y)
= \int_{E_t \cap B_{\alpha s}(x)} p_s^2(x, y) |f(y) - f^\vee(x)| \mathrm{d}m(y)
+ \int_{X \setminus B_{\alpha s}(x)} p_s^2(x, y) |f(y) - f^\vee(x)| \mathrm{d}m(y).
\]

The second term on the right hand side is bounded by \( C e^{-a^2/24} \), thanks to \( f \in L^\infty(m) \) and (4.17). As \( a \) is arbitrary, we conclude if we show that the first term converges to 0 as \( s \searrow 0 \). Using the estimates for the heat kernel in (2.6) and the doubling inequality we estimate the first term by
\[
\limsup_{s \searrow 0} \int_{E_t \cap B_{as}(x)} p_s \alpha(x, y)|f(y) - f^\vee(x)|dm(y) \\
\leq \limsup_{s \searrow 0} \frac{C}{m(B_{as}(x))} \int_{E_t \cap B_{as}(x)} |f(y) - f^\vee(x)|dm(y).
\]

Take now any \( t_1 \in (t, f^\vee(x)) \cap D \) and \( t_2 \in (f^\vee(x), \infty) \cap D \). We can split

\[B_{as}(x) \cap E_t = \left( B_{as}(x) \cap (E_t \setminus E_{t_1}) \right) \cup \left( B_{as}(x) \cap (E_{t_1} \setminus E_{t_2}) \right) \cup \left( B_{as}(x) \cap E_{t_2} \right).\]

Now by the very definition of \( f^\vee(x) \), \( E_{t_2} \) has density 0 at \( x \). Also, \( E_t \setminus E_{t_1} \) has density 0 at \( x \), as \( E_{t_1} \subseteq E_t \) and both \( E_t \) and \( E_{t_1} \) have density \( 1/2 \) at \( x \), as a consequence of \( x \in \partial^* E_{t_1} \cap \partial^* E_t \) and \( x \notin N \). Therefore, taking into account \( f \in L^\infty(m) \), we are left with

\[
\limsup_{s \searrow 0} \frac{C}{m(B_{as}(x))} \int_{E_t \cap B_{as}(x)} |f(y) - f^\vee(x)|dm(y) \\
= \limsup_{s \searrow 0} \frac{C}{m(B_{as}(x))} \int_{(E_{t_1} \setminus E_{t_2}) \cap B_{as}(x)} |f(y) - f^\vee(x)|dm(y) \leq C(t_2 - t_1).
\]

We conclude as we can take \( t_2, t_1 \rightarrow t \) by density of \( D \) in \( \mathbb{R} \). \qedhere

**Lemma 4.24** Let \((X, d, m)\) be an RCD \((K, N)\) space and \( f, f_1, f_2 \in BV(X) \) such that \( f = f_1 + f_2 \) and \(|Df| = |Df_1| + |Df_2|\). Then

\[
v_f = v_{f_1} \quad |Df_i|-a.e. \text{ for } i = 1, 2,
\]

\[
v_{f_1} = v_{f_2} \quad |Df_1| \land |Df_2|-a.e.
\]

**Proof** By Lemma 4.12, we have a sequence \( \{v_k\}_k \subseteq TestV(X) \) such that \( v_k \rightharpoonup v_f \) in \( L^2_f(TX) \). In particular,

\[|Df|(X) = \lim_k \int_X v_k \cdot v_f d|Df|.
\]

Thanks to the hypothesis \(|Df| = |Df_1| + |Df_2|\),

\[
\|v_k - v_{f_1}\|_{L^2_f(TX)}^2 + \|v_k - v_{f_2}\|_{L^2_f(TX)}^2 \\
= \|v_{f_1}\|_{L^2_f(TX)}^2 + \|v_{f_2}\|_{L^2_f(TX)}^2 + \|v_k\|_{L^2_f(TX)}^2 \\
- 2 \int_X v_k \cdot v_{f_1} d|Df_1| - 2 \int_X v_k \cdot v_{f_2} d|Df_2| \\
= |Df|(X) + \|v_k\|_{L^2_f(TX)}^2 - 2 \int_X v_k \cdot v_f d|Df|
\]
where in the last equality we used also the linearity of the map $f \mapsto Df$. It follows

$$\lim_k \left( \|v_k - v_{f_1}\|_{L^2_f(TX)}^2 + \|v_k - v_{f_2}\|_{L^2_f(TX)}^2 \right) = 0.$$  

We conclude as we have proved $v_k \to v_f$ in $L^2_f(TX)$ and $v_k \to v_{f_i}$ in $L^2_{f_i}(TX)$ for $i = 1, 2$.  

**Lemma 4.25** Let $(X, d, m)$ be an RCD$(K,N)$ space and $E, F$ two subsets of finite perimeter and finite mass of $X$. Then

$$v_E = \pm v_F \text{ $\mathcal{H}^h$-a.e. in } \partial^* E \cap \partial^* F.$$  

More precisely, there exist two sets $N^+, N^- \subset \partial^* E \cap \partial^* F$ with $\mathcal{H}^h((\partial^* E \cap \partial^* F) \setminus (N^+ \cup N^-)) = 0$ such that the following holds: for every $x \in N^+$ (resp. $N^-$) the set $E \Delta F$ has density $0$ (resp. $1$) at $x$ and (4.18) holds $\mathcal{H}^h$-a.e. in $N^+$ (resp. $N^-$) with the $+$ (resp. $-$) sign.

Notice that (2.25) implies that (4.18) is well defined.

**Proof** First assume $E \subset F$. In this case (2.13) shows that we can use Lemma 4.24 with $f_1 = \chi_E$ and $f_2 = \chi_F$, so that, recalling also (2.25),

$$v_E = v_F \text{ $\mathcal{H}^h$-a.e. in } \partial^* E \cap \partial^* F.$$  

Assume now $E \cap F = \emptyset$. Using the same arguments as above (with $f_1 = \chi_E$ and $f_2 = -\chi_F$),

$$v_E = -v_F \text{ $\mathcal{H}^h$-a.e. in } \partial^* E \cap \partial^* F,$$

where we also used $v_{-\chi_F} = -v_F$.

Thanks to (2.26), we may consider only the set of points at which the sets $E$ and $F$ have density $1/2$ and the sets $E \setminus F, F \setminus E$ and $E \Delta F$ have density in $\{0, 1/2, 1\}$. We easily show that $E \Delta F$ cannot have density $1/2$ at such points. If $E \Delta F$ has density $0$ at $x$, then $E \cap F$ has density $1/2$ at $x$. We can use the first case treated above to compare first $v_E$ with $v_{E \cap F}$ and then $v_F$ with $v_{E \Delta F}$. If instead $E \Delta F$ has density $1$ at $x$, both $E \setminus F$ and $F \setminus E$ have density $1/2$ at $x$. We can use the first case treated above to compare first $v_E$ with $v_{E \setminus F}$, then $v_F$ with $v_{F \setminus E}$ and conclude comparing $v_{E \setminus F}$ with $v_{F \setminus E}$, using the second case treated above.  

**Remark 4.26** It is worth noticing that one can easily derive from Lemma 4.25 the calculus rules for the distributional derivatives of intersection, union and difference of sets of finite perimeter and finite mass, cf. [23, Theorem 4.11].

**Lemma 4.27** Let $(X, d, m)$ be an RCD$(K,N)$ space and $f \in BV(X)$. Define

$$v'_f := \begin{cases} \overline{\pi}_{X_{[t>0]}}(v_f) \in L^2_{\{f>0\}}(TX) & \text{for } L^1\text{-a.e. } t > 0, \\ \overline{\pi}_{X_{[t<0]}}(v_f) \in L^2_{\{f<0\}}(TX) & \text{for } L^1\text{-a.e. } t < 0, \end{cases}$$

\[\square\] Springer
where we considered \( \nu_f \) as an element of \( L_{\text{Cap}}^0(TX) \). Then \( \nu_{\{f > t\}} = \nu_f^t \) for \( \mathcal{L}^1 \)-a.e. \( t > 0 \) and \( \nu_{\{f < t\}} = -\nu_f^t \) for \( \mathcal{L}^1 \)-a.e. \( t < 0 \).

**Proof** Notice first that (2.13) implies that \( \nu_f^t \) is well defined for \( \mathcal{L}^1 \)-a.e. \( t \in \mathbb{R} \) and that \( |\nu_f^t| = 1 \) for \( \mathcal{L}^1 \)-a.e. \( t > 0 \) and \( |\nu_f^t| = 1 \) for \( \mathcal{L}^1 \)-a.e. \( t < 0 \). By Cavalieri’s integration formula and (4.10),

\[
\int_X v \cdot \nu_f d|Df| = \int_{-\infty}^{0} \int_X v \cdot \nu_{\{f > t\}} d|D\chi_{\{f > t\}}| dt
- \int_{-\infty}^{0} \int_X v \cdot \nu_{\{f < t\}} d|D\chi_{\{f < t\}}| dt
\]

(4.19)

for every \( v \in \text{TestV}(X) \).

By Lemma 4.12, we have a sequence \( \{v_k\} \subseteq \text{TestV}(X) \) such that \( v_k \to v_f \) in \( L^2_f(TX) \), so that, using (2.12),

\[
\left| \int_{-\infty}^{\infty} \int_X v_{\{f > t\}} \cdot \nu_f^t d|D\chi_{\{f > t\}}| dt - \int_{-\infty}^{0} \int_X v_{\{f < t\}} \cdot \nu_f^t d|D\chi_{\{f < t\}}| dt \right|
- \int_{-\infty}^{0} \int_X v_{\{f > t\}} \cdot v_k d|D\chi_{\{f > t\}}| dt + \int_{-\infty}^{0} \int_X v_{\{f < t\}} \cdot v_k d|D\chi_{\{f < t\}}| dt
\]

\[
\leq \int_{-\infty}^{\infty} \int_X |\nu_f^t - v_k| d|D\chi_{\{f > t\}}| dt = \int_X |v_f - v_k| d|Df| \to 0.
\]

We can compute, using (2.13) and (4.19),

\[
\int_{0}^{\infty} \int_X |v_{\{f > t\}} - \nu_f^t|^2 d|D\chi_{\{f > t\}}| dt + \int_{-\infty}^{0} \int_X |v_{\{f < t\}} + \nu_f^t|^2 d|D\chi_{\{f < t\}}| dt
\]

\[
= 2|Df|(X) - 2\int_{0}^{\infty} \int_X v_{\{f > t\}} \cdot \nu_f^t d|D\chi_{\{f > t\}}| dt + 2\int_{-\infty}^{0} \int_X v_{\{f < t\}} \cdot \nu_f^t d|D\chi_{\{f < t\}}| dt
\]

\[
= 2|Df|(X) - 2 \lim_{k} \left( \int_{0}^{\infty} \int_X v_{\{f > t\}} \cdot v_k d|D\chi_{\{f > t\}}| dt - \int_{-\infty}^{0} \int_X v_{\{f < t\}} \cdot v_k d|D\chi_{\{f < t\}}| dt \right)
\]

\[
= 2|Df|(X) - 2 \lim_{k} \int_X v_f \cdot v_k d|Df| = 0.
\]

which yields the conclusion. \( \square \)

**Definition 4.28** Let \((X, d, m)\) be a metric measure space and \( F = (F_1, \ldots, F_n) \in \text{BV}(X)^n \). We define the Borel set

\[
S_F := \bigcup_{i=1}^{n} S_{F_i}.
\]
The following result is taken from [11, Theorem 5.3] and is needed in the proof of Proposition 4.30. We remark that in Proposition 4.34 we will prove that under the RCD\((K, N)\) assumption, a more precise version holds.

**Theorem 4.29** Let \((X, d, m)\) be a PI space and \(f \in \text{BV}(X)\). Then

\[
|D f| = |D f| \ll (X \setminus S_f) + \theta_f \mathcal{H}^h \ll S_f
\]

for some Borel map \(\theta_f : S_f \to \mathbb{R}\) that is \(\mathcal{H}^h\)-a.e. strictly positive.

As a consequence of the decomposition above, recalling also (2.20), if \(F \in \text{BV}(X)^n\) it holds

\[
|D F| \ll \mathcal{H}^h \ll S_F \ll |D F| \ll S_F,
\]

which implies that the statement in (4.20) below is well posed.

**Proposition 4.30** Let \((X, d, m)\) be an RCD\((K, N)\) space and let \(F \in \text{BV}(X)^n\). Then there exists a pair of \(|D F|\)-measurable functions \(F^l, F^r : X \to \mathbb{R}^n\) and \(v_F^S \in L^2_F(TX)\) such that

(i) for \(|D F|\)-a.e. \(x \in S_F\), \(|v_F^S|)(x) = 1\) and \(F^r(x) \neq F^l(x)\),

(ii) for \(|D F|\)-a.e. \(x \in S_F\), for every \(i = 1, \ldots, n\),

\[
(F^l_i(x) - F^r_i(x))v_F^S(x) = (F^\vee_i(x) - F^\wedge_i(x))v_F^S(x),
\]

(4.20)

where we considered \(v_F^S\) and \(v_F^S\) as elements of \(L^0_{\text{Cap}}(TX)\),

(iii) for \(|D F|\)-a.e. \(x \in S_F\) there exists a set \(E \subseteq X\) of finite perimeter such that \(x \in \partial^* E\) and

\[
\lim_{r \searrow 0} \int_{B_r(x) \cap E} |F - F^r(x)|dm = \lim_{r \searrow 0} \int_{B_r(x) \cap (X \setminus E)} |F - F^l(x)|dm = 0.
\]

(4.21)

(iv) for \(|D F|\)-a.e. \(x \in X \setminus S_F\), \(F^l(x) = F^r(x)\) and

\[
\lim_{r \searrow 0} \int_{B_r(x)} |F - F^r(x)|dm = 0.
\]

Finally, if \(\tilde{F}^l, \tilde{F}^r, \tilde{v}_F^S\) is another triplet as above, then for \(|D F|\)-a.e. \(x \in S_F\) either it holds

\[
(\tilde{F}^l(x), \tilde{F}^r(x)) = (F^l(x), F^r(x)) \quad \text{and} \quad \tilde{v}_F^S(x) = v_F^S(x)
\]

or it holds

\[
(\tilde{F}^l(x), \tilde{F}^r(x)) = (F^r(x), F^l(x)) \quad \text{and} \quad \tilde{v}_F^S(x) = -v_F^S(x),
\]
and, for $|DF|$-a.e. $x \in X \setminus S_f$, 

$$\tilde{F}^l(x) = \tilde{F}^r(x) = F^l(x) = F^r(x).$$

**Proof** Using Lemma 4.27 and standard considerations, we can find a countable dense subset of $\mathbb{R}$, $\{t_j\}_{j \in \mathbb{N}}$, $0 \neq \{t_j\}_{j}$ such that for every $i = 1, \ldots, n$, we have

(i) for 

$$E_{i,j} = \begin{cases} \{F_i > t_j\} & \text{if } t_j > 0, \\ \{F_i < t_j\} & \text{if } t_j < 0, \end{cases}$$

$E_{i,j}$ is a set of finite perimeter and finite mass,

(ii) $S_{F_i} = \bigcup_{j \in \mathbb{N}} 0^*E_{i,j}$,

(iii) for every $i = 1, \ldots, n$,

$$\nu_{E_{i,j}} = \begin{cases} \pi_{E_{i,j}}(\nu_{F_i}) & \text{if } t_j > 0, \\ -\pi_{E_{i,j}}(\nu_{F_i}) & \text{if } t_j < 0. \end{cases}$$

We recall that thanks to (2.18), $F_i^\vee$, $F_i^\wedge$, $\overline{F}_i \in \mathbb{R}$ for $\mathcal{H}^h$-a.e. $x \in X$ and for every $i = 1, \ldots, n$. We set $F^l_i = F^r_i := \overline{F}_i$ if $x \notin S_{F_i}$. We define $\nu_F^S$ as an element of $L_0^0(\mathcal{C}_p(TX))$, then it is enough to take the projection $\pi_F$ to obtain a vector field of $L^2_F(TX)$ as in the statement. We define $F^l_i, F^r_i$ and $\nu_F^S$ iteratively. More precisely, we define $(F^l_i, F^l_i) = (F^\vee_i, F^\wedge_i)$ on $S_{F_i}$ and $\nu_F^S = \nu_{F_i}\chi_{S_{F_i}}$. At step $k$, let $G_k := \bigcup_{i=1}^{k-1} S_{F_i}$. We define $(F^l_k, F^l_k) = (F^\vee_k, F^\wedge_k)$ on $S_{F_k} \setminus G_k$ and we add to $\nu_F^S$ the Cap vector field $\nu_{F_k}\chi_{S_{F_k} \setminus G_k}$. Now, Lemma 4.25 and the construction above imply that at $\mathcal{H}^h$-a.e. $x \in S_{F_k} \cap G_k$ it holds $\nu_{F_k} = \pm \nu_F^S$, whence $(F^l_k, F^r_k)$ is uniquely defined on $S_{F_k} \cap G_k$ by the request (ii).

We prove now (4.21). First, arguing as in the proof of [45, Theorem 3.5] and taking into account (2.18), we can assume with no loss of generality that $F_i \in L^\infty(m)$ for every $i = 1, \ldots, n$. Up to discarding an $\mathcal{H}^h$-negligible set, we may restrict ourselves to the set of points of $S_F$ at which the density of every set $E_{i,j}$ is in $\{0, 1/2, 1\}$, by (2.26). Notice that if $n = 1$ and $x \in \partial^*E_{i,j}$, then (4.21) holds with either $E_{i,j}$ or $X \setminus E_{i,j}$ in place of $E$. This follows from a standard argument as the one used at the end of Step 2 of the proof of Lemma 4.23. But then the same conclusion holds also if $n \geq 1$, up to $\mathcal{H}^h$-negligible subsets, by Lemma 4.25 (thanks to our choice of $F^l$ and $F^r$). Also, [45, Theorem 3.5] proves the last item.

We prove now uniqueness, in the sense explained at the end of the statement. In $X \setminus S_f$, it is clear, so let us focus on $S_f$. We just have to prove that at $|DF|$-a.e. $x \in S_f$, $(\tilde{F}^l(x), \tilde{F}^r(x))$ coincides, up to the order, with $(F^l(x), F^r(x))$, then we can use (4.20) to conclude. We can assume that at $x$ there exist two sets of finite perimeter $E, \tilde{E}$ with $x \in \partial^*E \cap \partial^*\tilde{E}$ and such that (4.21) holds and also the variant of (4.21) for $\tilde{F}^l(x), \tilde{F}^r(x), \tilde{E}$ holds. Now, notice that it holds that

$\square$ Springer
\[ 0 < \limsup_{r \searrow 0} \frac{m(E \cap B_r(x))}{m(B_r(x))} \leq \limsup_{r \searrow 0} \frac{m(E \cap \tilde{E} \cap B_r(x))}{m(B_r(x))} \]
\[ + \limsup_{r \searrow 0} \frac{m(E \setminus \tilde{E} \cap B_r(x))}{m(B_r(x))}. \]

Therefore, either \(0 < \limsup_{r \searrow 0} \frac{m(E \cap \tilde{E} \cap B_r(x))}{m(B_r(x))}\) or \(0 < \limsup_{r \searrow 0} \frac{m(E \setminus \tilde{E} \cap B_r(x))}{m(B_r(x))}\). In the first case, we infer that \(\tilde{F}^r(x) = F^r(x)\), in the second case that \(\tilde{F}^l(x) = F^r(x)\).

**Remark 4.31** A careful inspection of the proof of Proposition 4.30 shows that in item (iii) we can replace the integral
\[ -\int_{B_r(x) \cap E} |F - F^r(x)| \, dm \]
with
\[ -\int_{B_r(x) \cap E} |F - F^r(x)|^{Q/(Q-1)} \, dm \]
for any \(Q = Q(R)\) given as in (2.3) and similarly for the integral involving \(F^l\). A similar consideration holds for item (iv). \(\square\)

**Definition 4.32** Let \((X, d, m)\) be an RCD \((K, N)\) space and \(F \in BV(X)^n\). Define the functions \(F^l, F^r : X \to \mathbb{R}^n\) and the vector field \(\nu^S_F\) as a suitable triplet given by Proposition 4.30 above. Define \(\bar{F} : X \to \mathbb{R}^n\) as
\[ \bar{F} := \frac{F^l + F^r}{2}. \]

There may be more than one possible choice for the triplet \((F^l, F^r, \nu^S_F)\), however, the quantity \((F^l - F^r)\nu^S_F\) is well defined \(|D F|\text{-a.e. on } S_F\). As usual, we often consider \(\nu^S_F\) as an element of \(L^0_{\text{Cap}}(TX)\) (defined \(|D F|\text{-a.e. on } S_F\))

### 4.5 Calculus Rules

In this subsection, we prove that the usual calculus rules (Leibniz rule and chain rule) are satisfied by functions of bounded variation on RCD \((K, N)\) spaces. Namely, we study the behavior of \(D(\phi \circ F)\) and \(D(fg)\) for suitable functions. Recall the definition of distributional differential given in Subsection 4.3 and the algebraic rules in Definition 4.19.

We start by proving the chain rule for scalar functions of bounded variation. We first show the chain rule for the total variation, which relies on the coarea formula and a change of variables, following [3]. The full chain rule is then obtained via an integration by Cavalieri’s formula.

**Proposition 4.33** (Chain rule) Let \((X, d, m)\) be an RCD \((K, N)\) space, \(f \in BV(X)\) and \(\phi \in L\text{IP}(\mathbb{R})\) such that \(\phi(0) = 0\). Then \(\phi \circ f \in BV(X)\) and
\[ D(\phi \circ f) = \left( \int_0^1 \phi'(tf^r) + (1 - t)f^\wedge \right) df. \]
We comment briefly on the well-posedness of \((4.22)\). Recalling \((2.18)\), we see that it suffices then to check that

\[
|Df|(A) = 0,
\]

where

\[ A := \left\{ x \in X \setminus S_f : \phi \text{ is not differentiable at } \bar{f}(x) \right\}. \]

We can then use \((2.13)\), the relations in \((4.24)\), \((2.25)\) and finally Rademacher’s Theorem to compute

\[
|Df|(A) = \int_{\mathbb{R}} |D\chi_{\{f > t\}}|(A)dt = \frac{\omega_{n-1}}{\omega_n} \int_{\mathbb{R}} \mathcal{H}^n(A \cap \partial^\ast\{f > t\})dt
\]

\[
= \frac{\omega_{n-1}}{\omega_n} \int_{\mathbb{R}} \mathcal{H}^n(\{x \in X \setminus S_f : \phi \text{ is not differentiable at } t \text{ and } \bar{f}(x) = t\})dt = 0.
\]

**Proof** We just have to show

\[
\int_X \phi \circ f \text{div} \, v \, dm = -\int_X v \cdot \nu_f \phi'(\bar{f})d|Df| \subseteq (X \setminus S_f)
\]

\[
-\int_X v \cdot \nu_f \frac{\phi(f^\vee) - \phi(f^\wedge)}{f^\vee - f^\wedge}d|Df| \subseteq S_f
\]

for every \(v \in \text{TestV}(X)\). Using linearity, we can assume that \(\phi\) is also bilipschitz and strictly increasing with no loss of generality.

For the first part of the proof we follow the arguments contained in [3, 11]. Clearly, \(\phi \circ f \in \text{BV}(X)\). Notice also that \(|D(\phi \circ f)| \ll |Df| \ll |D(\phi \circ f)|\) and \(S_{\phi \circ f} = S_f\).

We show now

\[
|D(\phi \circ f)| = \phi'(\bar{f})|Df| \subseteq (X \setminus S_f) + \frac{\phi(f^\vee) - \phi(f^\wedge)}{f^\vee - f^\wedge}|Df| \subseteq S_f. \tag{4.23}
\]

The following relations can be easily proved with standard measure theoretic arguments (see e.g. [11, Proposition 5.2]):

\[
\begin{align*}
\text{if } x &\in S_f \text{ and } t \in (f^\wedge(x), f^\vee(x)) \quad \text{then } x \in \partial^\ast\{f > t\}, \\
\text{if } x &\in \partial^\ast\{f > t\} \quad \text{then } t \in [f^\wedge(x), f^\vee(x)], \\
\text{in particular} &
\end{align*}
\]

\[
\begin{align*}
\text{if } x &\notin S_f \text{ and } x \in \partial^\ast\{f > t\} \quad \text{then } \bar{f}(x) = t.
\end{align*} \tag{4.24}
\]
Take $B \subseteq X \setminus S_f$ Borel. Using the coarea formula (2.13) together with a change of variables, we obtain

$$|D(\phi \circ f)|(B) = \int_{\mathbb{R}} \text{Per}((\phi \circ f > t), B) dt = \int_{\mathbb{R}} \int_B \phi'(t) d\text{Per}([f > t], \cdot) dt$$

(4.25)

where in the next to last equality we used (4.24), thanks to (2.25), and the last equality is a consequence of the coarea formula (2.12) as in [11, Proposition 5.4]. Take now $B \subseteq S_f$ Borel. Using (2.13) together with a change of variables we obtain

$$|D(\phi \circ f)|(B) = \int_{\mathbb{R}} \text{Per}((\phi \circ f > t), B) dt = \int_{\mathbb{R}} \int_B \phi'(t) d\text{Per}([f > t], \cdot) dt = \int_B \phi'(\bar{f}(x)) d|Df|$$

(4.26)

Taking into account (4.25) and (4.26), also with $\phi(s) = s$, we conclude the proof of (4.23).
Using Cavalieri’s integration formula together with a change of variables, taking into account Lemma 4.27, we have:

\[- \int_X \phi \circ f \, \text{div} \, v \, d\mu = - \int_0^\infty \int_{\{\phi \circ f > t\}} \text{div} \, v \, d\mu \, dt + \int_{-\infty}^0 \int_{\{\phi \circ f < t\}} \text{div} \, v \, d\mu \, dt\]

\[= \int_0^\infty \phi'(t) \int_X v \cdot v_{[f > t]} d|\mathcal{X}_{\{f > t\}}| \, dt - \int_{-\infty}^0 \phi'(t) \int_X v \cdot v_{[f < t]} d|\mathcal{X}_{\{f < t\}}| \, dt\]

\[= \int_0^\infty \phi'(t) \int_X v \cdot v_{[f > t]} d|\mathcal{X}_{\{f > t\}}| \, dt + \int_{-\infty}^0 \phi'(t) \int_X v \cdot v_{[f > t]} d|\mathcal{X}_{\{f < t\}}| \, dt\]

\[= \int_{\mathbb{R}} \int_X v \cdot v_{\phi'(t)} d|\mathcal{X}_{\{\phi \circ f > t\}}| \, dt = \int_{\mathbb{R}} \int_X v \cdot v_{\phi} d|\mathcal{X}_{\{\phi \circ f > t\}}| \, dt\]

for every \(v \in \text{TestV}(X)\), where the last equality above is due to (2.12).

The following proposition follows as intermediate step in the computation of \(|D(\phi \circ f)|\) in (4.26) (taking \(\phi(s) = s\)).

**Proposition 4.34** Let \((X, d, m)\) be an RCD\((K, N)\) space of essential dimension \(n\) and let \(f \in \text{BV}(X)\). Then

\[|Df| \subseteq S_f = (f^\vee - f^\wedge) \frac{\omega_{n-1}}{\omega_n} \mathcal{H}^h \subseteq S_f. \tag{4.27}\]

In the following proposition, we restrict ourselves to the case \(f, g\) bounded functions of bounded variation although the boundedness hypothesis can be slightly weakened using approximation arguments as done in the proof of Proposition 4.38 below.

**Proposition 4.35** (Leibniz rule) Let \((X, d, m)\) be an RCD\((K, N)\) space and \(f, g \in \text{BV}(X) \cap L^\infty(m)\). Then \(fg \in \text{BV}(X)\) and

\[D(fg) = \tilde{f}Dg + \tilde{g}Df. \tag{4.28}\]

In particular, \(|D(fg)| \leq |\tilde{f}||Dg| + |\tilde{g}||Df|\).

**Proof** Using the chain rule of Proposition 4.33 with \(\phi \in \text{LIP}(\mathbb{R})\) that coincides with \(t \mapsto t^2\) on a sufficiently large neighborhood of 0, we see that

\[D(f + g)^2 = 2(\tilde{f} + \tilde{g})D(f + g) = 2(\tilde{f} + \tilde{g})D(f + g), \tag{4.29}\]

\[Df^2 = 2\tilde{f}Df, \tag{4.30}\]

\[Dg^2 = 2\tilde{g}Dg. \tag{4.31}\]

Here we used that \(\tilde{f} + \tilde{g} = \tilde{f} + \tilde{g} \mathcal{H}^h\)-a.e. which follows e.g. from Lemma 4.23. Using the linearity of the map \(f \mapsto Df\), subtracting (4.30) and (4.31) from (4.29), we obtain (4.28). 

\(\square\)
Proposition 4.36 Let $(X,d,m)$ be an RCD$(K,N)$ space and $f, g \in \text{BV}(X) \cap L^\infty(m)$. Then

$$\lim_{t \downarrow 0} \int_X gv \cdot \nabla_h f \, dm = \int_X \bar{g} v \cdot v_f d|DF|$$

for every $v \in QC^\infty(TX) \cap D(\text{div})$.

Proof We can write, thanks to the calculus rules,

$$\int_X h_t f h_s g \text{div} v \, dm = -\int_X h_s g \nabla_h f \cdot v \, dm - \int_X h_t f \nabla_h g \cdot v \, dm.$$

We let now first $s \downarrow 0$ then $t \downarrow 0$, use Lemma 4.23 and compare the outcome with the result given by (4.28).

\hfill \Box

Lemma 4.37 Let $(X,d,m)$ be an RCD$(K,N)$ space of essential dimension $\mu$ and let $F \in \text{BV}(X)^n$. Then

$$DF \subseteq S_F = (F^r - F^l)_{\omega_{\mu}^{-1}} \mathcal{H}^h \subseteq S_F.$$

Proof By Proposition 4.30, (4.27) and (4.14) it is enough to show that

$$|DF| \subseteq S_F = |F^r - F^l|_{\omega_{\mu}^{-1}} \mathcal{H}^h \subseteq S_F.$$

First notice that as $|DF| \leq \sum_{i=1}^n |DF_i|$ and by (4.27) we know that $|DF| \subseteq S_F = \rho_{\omega_{\mu}^{-1}} \mathcal{H}^h \subseteq S_F$ for some $\rho \in L^1(\mathcal{H}^h \subseteq S_F)$. Also, by (4.14),

$$\sum_{i=1}^n \left( \frac{d|DF_i|}{d|DF|} \right)^2 = 1 \quad |DF|-\text{a.e.}$$

which reads, recalling (4.27)

$$\sum_{i=1}^n \left( \frac{(F^r_i - F^l_i)}{\rho} \right)^2 = 1 \quad |DF|-\text{a.e.}$$

and then yields the claim.

\hfill \Box

We state now the main result of this section, namely the Vol’pert chain rule formula, proved in the smooth setting in [56] (see also [57]). Here we adopt a completely different proof, to avoid the original blow-up argument. We state the formula (4.32) in the form of the so called Vol’pert averaged superposition.
\textbf{Theorem 4.38} \textit{(Chain rule for vector valued functions)}\textit{ Let }$(X, d, m)\textit{ be an }\text{RCD}(K, N)\textit{ space and }F \in \text{BV}(X)^n.\textit{ Let }\phi \in C^1(\mathbb{R}^n; \mathbb{R}^m) \cap \text{LIP}(\mathbb{R}^n; \mathbb{R}^m)\textit{ for some }m \in \mathbb{N}, m \geq 1\textit{ such that }\phi(0) = 0.\textit{ Then }\phi \circ F \in \text{BV}(X)^n\textit{ and}

\begin{equation}
D(\phi \circ F) = \left( \int_0^1 \nabla \phi(tF^r + (1-t)F^l) dt \right) DF. \tag{4.32}
\end{equation}

\textbf{Proof} \textit{First of all, recall (e.g. [11, Theorem 5.3]) that for every }i = 1, \ldots, n, |DF_i| \subseteq (X \setminus S_{F_i}) \textit{ vanishes on sets that are }\sigma\text{-finite with respect to }\mathcal{H}^h, \textit{ in particular on }S_F.\textit{ By Remark 4.14, we see that we can assume }m = 1\textit{ with no loss of generality.}

\textit{Recalling the very definition of }DF\textit{ and (4.14), it suffices to prove}

\begin{equation}
\int_X \phi \circ F \text{div } v \, dm = -\sum_{i=1}^n \int_X v \cdot v_{F_i} \left( \int_0^1 \partial_i \phi(tF^r + (1-t)F^l) dt \right) \, d|DF_i| \tag{4.33}
\end{equation}

\textit{for every }v \in \text{TestV}(X).\textit{ Let }\mu\textit{ denote the essential dimension of the space.}

\textit{Assume for the moment }F \in (\text{BV}(X) \cap \text{L}^\infty(m))^n,\textit{ say }|F_i| \leq L \textit{ m-a.e. for every }i = 1, \ldots, n, \textit{ for some }L > 0.\textit{ We start by showing that}

\begin{equation}
\int_X \phi \circ F \text{div } v \, dm = -\sum_{i=1}^n \int_X v \cdot v_{F_i} \partial_i \phi(\bar{F}) \, d|DF_i| \subseteq (X \setminus S_F)
- \int_X v \cdot v_{F_i} ^S (\phi(F^r) - \phi(\bar{F})) \frac{\omega_{\mu-1}}{\omega_{\mu}} \, d\mathcal{H}^h \subseteq S_F \tag{4.34}
\end{equation}

\textit{for every }v \in \text{TestV}(X).\textit{ Then (4.33) follows in the case }F \in (\text{BV}(X) \cap \text{L}^\infty(m))^n,\textit{ using Lemma 4.37 and the construction of }v_{F_i} ^S\textit{ (Proposition 4.30).}

\textit{Notice that if (4.34) holds for a sequence }\{\phi_k\}_k \subseteq C^1(\mathbb{R}^n) \cap \text{LIP}(\mathbb{R}^n)\textit{ with }\phi_k(0) = 0\textit{ and }\phi_k, \nabla \phi_k \to (\phi, \nabla \phi)\textit{ uniformly on }[-L, L]^n,\textit{ then (4.34) holds also for }\phi.\textit{ Let }\epsilon > 0.\textit{ By a mollification and cut-off argument, we find }\bar{\phi} \in C^\infty(\mathbb{R}^n)\textit{ such that}

\begin{equation}
sup_{x \in [-L, L]^n} \left| \phi(x) - \bar{\phi}(x) \right| < \epsilon \textit{ and } \sup_{x \in [-L, L]^n} |\nabla \phi(x) - \nabla \bar{\phi}(x)| < \epsilon. \tag{4.35}
\end{equation}

\textit{Now, by the Stone–Weierstrass Theorem, we find a polynomial }g : \mathbb{R}^n \to \mathbb{R}\textit{ such that}

\begin{equation}
sup_{x \in [-L, L]^n} \left| \partial_1 \cdots \partial_n \bar{\phi}(x) - g(x) \right| < \epsilon. \tag{4.36}
\end{equation}

\textit{Set now}

\hat{\phi}(x_1, \ldots, x_n) := \int_{-2L}^{x_1} ds_1 \cdots \int_{-2L}^{x_n} ds_n g((s_1, \ldots, s_n)),

\begin{equation}
\Box \text{ Springer}
\end{equation}
it is not hard to verify that

\[ \sup_{x \in [-L, L]^n} |\tilde{\phi}(x) - \hat{\phi}(x)| < C \epsilon \quad \text{and} \quad \sup_{x \in [-L, L]^n} |\nabla \tilde{\phi}(x) - \nabla \hat{\phi}(x)| < C \epsilon, \]

where \( C \) depends only on \( L \) and \( n \). Eventually adding to \( \hat{\phi} \) a constant, we can assume that \( \hat{\phi}(0) = 0 \).

As \( \hat{\phi} \) is a polynomial, we see that we can prove (4.34) for a polynomial \( \phi \) (to be more precise, with a function that coincides with a polynomial on a sufficiently large neighborhood of 0). Therefore, using also linearity, we see that we can assume with no loss of generality that \( \phi \) is a monomial (to be more precise, \( \phi \) coincides with a monomial on a sufficiently large neighborhood of 0). Also, up to changing \( n \) and repeating some function \( F_i \), we can assume that

\[ \phi(x_1, \ldots, x_n) = x_1 \cdots x_n. \]

We proceed by induction on \( n \). If \( n = 1 \) the conclusion follows from item (ii) of Proposition 4.30, (4.27) and Theorem 4.13.

We check now the inductive step. By (4.28)

\[ -\int_X F_1 \cdots F_n \div v \, dm = \int_X F_n v \cdot v F_1 \cdots F_{n-1} |D(F_1 \cdots F_{n-1})| + \int_X F_1 \cdots F_{n-1} v \cdot v F_n |D F_n|. \]

We set \( G := (F_1, \ldots, F_{n-1}) \). Using Lemma 4.23 to approximate \( F_n \) and the inductive hypothesis, we can rewrite the first addend on the right hand side of (4.35) as

\[ \sum_{i=1}^{n-1} \int_X F_n v \cdot v F_i F_1 \cdots \hat{F}_{i-1} \overline{F}_{i+1} \cdots \overline{F}_{n-1} d |D F_i| \mathbb{L}_i (X \setminus S G) \]

\[ + \frac{\omega_{\mu-1}}{\omega_{\mu}} \int_X F_n v \cdot v G (F_1^v \cdots F_{n-1}^v - F_1^l \cdots F_{n-1}^l) d \mathcal{H}^h \mathbb{L}_i S G. \]

Using also Proposition 4.30, we can rewrite the second addend on the right hand side of (4.35) as

\[ \int_X F_1 \cdots \overline{F}_{n-1} v \cdot v F_n |D F_n| \mathbb{L}_n (X \setminus S F_n) \]

\[ + \frac{\omega_{\mu-1}}{\omega_{\mu}} \int_X F_1 \cdots F_{n-1} v \cdot v F_n (F_n^v - F_n^l) d \mathcal{H}^h \mathbb{L}_n S F_n. \]
Now, by the very construction of $\nu_S$ (see the proof of Proposition 4.30),

$$\int_X F_n v \cdot \nu_S^G(F_1^r \cdots F_{n-1}^r - F_1^l \cdots F_{n-1}^l) d\mathcal{H}^h \subseteq S_G$$

$$= \frac{1}{2} \int_X v \cdot \nu_S^G(F_n^r + F_n^l)(F_1^r \cdots F_{n-1}^r - F_1^l \cdots F_{n-1}^l) d\mathcal{H}^h \subseteq S_F$$

and also

$$\int_X F_1 \cdots F_{n-1} v \cdot \nu_S(F_n^\vee - F_n^\wedge) d\mathcal{H}^h \subseteq S_{F_n}$$

$$= \frac{1}{2} \int_X v \cdot \nu_S^S(F_n^r - F_n^l)(F_1^r \cdots F_{n-1}^r + F_1^l \cdots F_{n-1}^l) d\mathcal{H}^h \subseteq S_F,$$

where we used

$$(F_1 \cdots F_{n-1})^\vee + (F_1 \cdots F_{n-1})^\wedge = F_1^r \cdots F_{n-1}^r + F_1^l \cdots F_{n-1}^l \mathcal{H}^h\text{-a.e. on } S_F$$

as a consequence of Proposition 4.30 applied to $(F_1, \ldots, F_{n-1}, F_1 \cdots F_{n-1})$. Putting all this together, we conclude the proof of the inductive step.

Now we get rid of the assumption $F \in L^\infty(m)^n$ using an approximation argument. In this procedure, we consider the approximating sequence $\{F_m\}$ as in (4.5). Now we can let $m \to \infty$ in (4.33) for $F^m$, recalling Lemma 4.24, (2.18) and (2.13).
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