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Abstract
We study supplier–buyer relationships in smallholder agri-food supply chains with equity concerns and under stakeholder engagement. We develop a game theoretic model to study the impact of these socially responsible practices in investment and pricing decisions. We model this as a Stackelberg game and study the impacts of the power structure in the outcomes. Our work was motivated by the business model of socially responsible Mexican company Fractal Café. We provide closed form expressions for the optimal wholesale and retail prices, and numerically study the effect of the model parameters. We show that equity concerns drive a redistribution of the profit towards an equitable outcome, but they do not have the same effect on the investment decisions. Additionally, we show that equity concerns may reverse the advantage of the game leader and transfer utility to the follower. We identify the settings under which the introduction of socially responsible practices increases the total supply chain profit by reducing the double marginalization effect. We find that capacity constraints result in a higher retail price, achieved by increasing the leader’s margin. Finally, we show that a two-part tariff contract with equity concerns is only convenient for the game follower when the leader has a high concern for advantageous inequity.
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1 Introduction

Smallholder farmers constitute about two thirds of the developing world’s rural population (Rapsomanikis 2015). Due to the limited access to markets and services, many of these farmers do not obtain sufficient earnings for a decent standard of living (Willoughby and Gore 2018). These findings are consistent with The World Bank (2018) data, which suggest that 65% of the poor working adults in 2016 depended on agriculture. In general, farmers’ average earnings are significantly lower than the returns earned downstream in the supply chain (Willoughby and Gore 2018). Therefore, downstream firms’ role is undeniable in improving the living conditions of smallholder farmers. This can be achieved through corporate social responsibility (CSR) practices. The United Nations Industrial Development Organization (UNIDO) views CSR practices as a way “through which a company achieves a balance of economic, environmental and social imperatives” (UNIDO 2018). In other words, CSR can help firms to incorporate social and environmental concerns in their operations without compromising their economic viability. In this paper, we focus on the integration of economic and social concerns for an agri-food firm. In particular, we study stakeholder engagement and social equity. These two key practices can be aimed at the social development of smallholder farmers, but they can also bring economic benefits to firms (through, for example, increased sales, operational cost savings, and improved productivity and quality) (UNIDO 2018). The objective of this paper is to study the impact of these two practices (i.e., achieving equity and stakeholder engagement in decision-making) on the economic and social objectives of a (supplier) farmer and a (buyer) agri-food firm in a dyadic supply chain setting.

Murphy (2012) defines equity as “distribution of welfare goods and life chances on the basis of fairness”. He argues that an equitable distribution means that everyone should have an equal opportunity to survive and fulfill their development potentials. This is often not the case for smallholder farmers as a result of their low earnings. Many socially responsible firms consider equity in their decisions regarding pricing and investment. This is due to its social importance and its causal ties to long-term change through efficiency growth, poverty reduction, and social cohesion (Jones 2009). In addition, the United Nations Development Programme (UNDP) assures that effective stakeholder engagement is fundamental in combating inequality and ensuring equity (UNDP 2017). Stakeholder engagement is based on the idea that stakeholders should be given the opportunity to comment and input into the development of decisions that affect them (Jeffery 2009). Thus, one form in which agri-food firms can implement stakeholder engagement is by involving the farmers in the aforementioned pricing and investment decisions.

In practice, some agri-food firms have implemented practices that incorporate equity and stakeholder engagement in their objectives. For example, global firms such as Nestlé and Starbucks are investing in funds to improve the productivity of their supplier farmers. They consider a more equitable profit sharing scheme when it comes to pricing decisions. This approach not only benefits the farmers,
but it also leads to improved availability of supplies for the global firms promoting it (Tang et al. 2016). Furthermore, firms do not need to have a global presence to implement CSR practices. A clear example is Fractal Café—a small, local coffee retailer in Mexico City—which obtains similar benefits by engaging its suppliers in the pricing decisions. Typically, smallholder coffee farmers in Mexico have very little negotiation power with large agri-food firms. Fractal Café reaches out to the farmers and allows them to set the wholesale price on the basis of what the farmers consider equitable. By agreeing on the farmer’s proposed wholesale price, Fractal Café provides the farmer with a retail channel that generates sufficient funds. This enables the farmer to invest her funds in improving her production processes and, hence, her living conditions. This kind of stakeholder engagement mechanism also allows Fractal Café to access a continued supply of coffee.

Motivated by these practices, we consider a game-theoretical, dyadic setting, which involves a (supplier) farmer and a (buyer) agri-food firm. (In what follows, we refer to the supplier as “she” and to the buyer as “he”). Our base model represents the setting in which players are not concerned with social responsibility. Specifically, we consider a two-stage Stackelberg game where the agri-food firm has the upper hand (i.e., the leadership) in decision-making with respect to pricing and investment decisions, with the sole objective of maximizing profit. In the first stage, the players decide on how much to invest in improving the farmer’s production process. By decreasing the production cost, such an investment leads to further changes in the wholesale and retail prices, which are studied in the second stage. In order to account for the players’ social objectives (i.e., achieving an equitable profit distribution and stakeholder engagement), we then extend our base model. Our first extended model includes players’ equity concerns in decision-making through a utility-maximizing objective, where a player’s utility equals his or her profit less the disutility of deviating from what he or she considers equitable (Fehr and Schmidt 2001). In our second extended model, we incorporate stakeholder engagement in decision-making. Specifically, we consider a setting in which the agri-food firm engages the farmer in decision-making by granting her the leadership in setting the optimal investment and pricing decisions. This setting is representative of the aforementioned stakeholder engagement practices of Fractal Café. These stakeholder engagement settings become more common now as also smallholder farmers obtain access through more and better information because of (mobile) internet connectivity. In our study, we assume that supply and demand are deterministic, and there are no capacity restrictions. Later, we look at a case with capacity restrictions and the implications on the results. Finally, we look at the effects of introducing equity concerns in a two-part tariff contract. By analyzing these three models, we aim to address the following research questions:

- How does incorporating social objectives in decision-making affect the players’ optimal pricing and investment decisions?
- Do equity concerns have the power to reduce the advantage of the first mover in the decision-making process?
• Under what conditions can socially responsible practices, such as equity concerns and stakeholder engagement, be economically beneficial for the supply chain as well as for the individual players?
• What is the social cost of ignoring equity in decision-making?

Our main objective is to study how the dynamics of the selected decision-making processes are affected by the inclusion of socially responsible practices, namely equity and stakeholder engagement. Through the analysis of the base model, we find that it is optimal for the buyer to let the supplier make all the investment to lower the unit production cost. This investment results in a lower wholesale price and a higher demand, which enables both players to benefit from higher profits. The introduction of equity concerns shows that the only case in which both players can achieve equity is when the profit amount that the players want to distribute aligns with the actual supply chain profit. Regarding the investment decisions, the buyer still finds it optimal not to invest an amount in the supplier’s production processes. However, equity concerns may lead to a setting where the no-investment strategy is optimal for both parties. Together with the equity concerns, we introduce stakeholder engagement practices and find that the buyer settles for a lower profit margin than when he has a profit maximizing objective whenever the wholesale price is sufficiently low. In this case, as game leader, the supplier now finds it optimal not to invest in her own production processes, leaving the buyer to make all the investment, if any. In addition, we find that the effects of these socially responsible practices on the pricing and investment decisions can be overpowered by a restriction in the supplier’s production quantity, which is a common scenario for smallholder farmers. Finally, we find that a two-part tariff contract results in some cases with higher inequity. Only when the leader’s concern for advantageous inequity is high, both players receive an equitable outcome.

Our contribution to the operations management literature on socially responsible operations is fourfold: First, we model a dyad of supplier and buyer incorporating stakeholder engagement in combination with equity concerns. Based on the real-life cases described, we study the impact that this combination of supply chain structure and socially responsible practices has on the players’ investment and pricing decisions as well as on the profits, both per player and for the entire supply chain. Second, we extend previous models that study equity in pricing decisions by incorporating the levels of investment as decision variables for both players. Third, we relax a prior assumption on the equity parameters to capture the concept of social responsibility. With this, we allow a player to have a higher concern for receiving more than his equitable share of the profit (rather than only being concerned with receiving less). Fourth, we study the effects of equity concerns in a two-part tariff contract.

The remainder of this paper is organized as follows. In Sect. 2, we provide an overview of the related literature. Next, we present our base model in Sect. 3, followed by the impact of equity concerns in Sect. 4 and the impact of stakeholder engagement in Sect. 5. Then we extend our proposed models in Sect. 6 to include capacity constraints. In Sect. 7 we present a model based on a two-part tariff contract with equity concerns. We complement our analytical findings with a numerical study in Sect. 8. Finally, in Sect. 9, we present our conclusions and limitations.
2 Literature review

The relevant literature includes research related to quantitative measures of equity, supplier–buyer relationships with equity concerns, investment in suppliers’ production processes, stakeholder engagement in socially responsible firms, and power structures in pricing games. In what follows, we present a brief overview of the most related works and present our contributions to each research stream.

Adams (1965) provides one of the earliest definitions of equity, which dictates that a person experiences equity when his outputs are equal to his inputs. Based on this definition, it is a common approach to measure the degree of equity in a given relationship via a numerical scale in the marketing domain (see Jambulingam et al. 2011; Kim et al. 2017). In the field of operations management, equity is modeled both as an exogenous parameter and as an endogenous outcome. For example, similar to the aforementioned studies, McCoy and Lee (2014) define equity on a numerical scale using an exogenous parameter, where a higher value indicates a more equitable outcome allocation. On the other hand, Ye et al. (2017) introduce the objective of max-min fairness, which maximizes the minimum utility over all stakeholders in the system. Similar measures have been utilized in problems that are pertinent to facility location, transportation, health delivery and distribution of public services (Maimon 1986; Marsh and Schilling 1994; McCoy and Lee 2014; Demirbilek et al. 2019; Savas 1978). In our work, we adopt the economic model of Fehr and Schmidt (2001) to model inequity aversion in the decision-making process of a supplier and a buyer within a dyadic game-theoretical setup. They introduce inequity aversion through a disutility in the decision-makers’ utility functions when the outcome deviates from what they consider equitable (see Rabin 1993; Cooper and Stockman 2002; Falk et al. 2008). We contribute to this literature by relaxing the assumption by Fehr and Schmidt (2001) that a player’s concern for disadvantageous inequity must be higher than that for advantageous inequity. This allows us to consider a more general setting, where the assumption presented by Fehr and Schmidt (2001) holds for a subset of the parameter combinations. For example, our findings show that if the follower’s concern for advantageous equity is higher than his or her concern for disadvantageous equity, then the leader benefits from this by receiving a higher utility.

The second relevant stream is the body of research that investigates the impact of equity concerns on the interactions between a supplier and a buyer. For example, a number of empirical works in the marketing discipline shows that high levels of equity perceived by both parties promote successful supplier–buyer relationships. They do this by inducing mutual knowledge sharing, continuous commitment, and investment in the relationship (see Duffy et al. 2013; Gu and Wang 2011; Liu et al. 2012). Similarly, Katok and Pavlov (2013) experimentally show that inequality aversion is one of the most important factors that explain why supply chain contracts designed according to standard theory often fail to be accepted in practice. On the theoretical side, Cui et al. (2007) demonstrate that equity concerns alleviate the double-marginalization problem in a vertical
supply chain that consists of a manufacturer and a retailer, and a simple wholesale price (that is higher than the marginal cost) coordinates the channel when the players exercise inequity aversion in their decision-making. In a follow-up work, Cui and Mallucci (2016) extend their earlier research to a two-stage setting where in the first stage the players determine the investment level to increase demand, and in the second stage they determine the optimal wholesale and retail prices. The authors derive analytically the optimal pricing and investment decisions for the standard economic model with no equity concerns, and the optimal pricing decisions for the model where the players exercise inequity aversion. Du et al. (2014) consider a similar setting and include the players’ preferences for reciprocity. They find that the buyer, as game follower, uses the retail price to reward or punish the supplier based on the retailer’s perception of the supplier’s intention. Caliskan-Demirag et al. (2010) extend the work by Cui et al. (2007) by introducing nonlinear demand functions and find that an exponential demand function facilitates the supply chain coordination when only the buyer exhibits fairness concerns. Ingene et al. (2019) study different linear and nonlinear pricing schemes where the buyer has inequity aversion, including wholesale price, quantity discount, and two-part tariff contracts. They show under which conditions each contract can coordinate the supply chain for the scenario where the supplier is the game leader. Ho et al. (2014) and Nie and Du (2017) study the interaction between distributional and peer-induced fairness in wholesale price and quantity discount contracts in supply chains with one supplier and two competing retailers. However, they provide contradictory results regarding which type of fairness is more dominant and the resulting profit for the retailers. Our model builds on to Cui et al. (2007). In addition to providing the analysis for the case where the supplier is the leader (similar to Cui et al. 2007; Cui and Mallucci 2016; Ingene et al. 2019), we also analyze the setting in which the buyer is the leader. The latter is a more realistic representation of the context presented in this paper, i.e., the case where smallholder farmer supplies to a big agri-food firm. By comparing both leadership scenarios, we provide insights into the social and economic impacts of stakeholder engagement in decision-making, where the big agri-food firm grants the farmer the leadership in decision making. Our results show that the interaction between investment decisions and equity concerns may diminish the leadership advantage in the game, and in some settings, it may reverse it.

We also consider the stream of research about investments in supplier development, specifically in the suppliers’ production processes. Several works study contracts that include capacity investments by the suppliers, motivated by different incentives from buyers (Van Mieghem 1999; Taylor and Plambeck 2007a, b). Bai and Sarkis (2016) study a series of cooperative and non-cooperative game theoretic models and find the optimal investment quantities for each setting. They conclude that a cooperative scheme can result in higher profits for all players and identify some conditions in which it is more profitable not to make an investment. Cui and Mallucci (2016) study a pricing game with equity concerns where they include the investment as a parameter to calculate each player’s equitable profit share. In contrast, our model introduces each player’s investment as a decision variable, which reduces the supplier’s unit production cost. We also provide the analytical solutions.
to the investment as well as the pricing decisions when both parties have equity concerns in their decision-making.

According to Greenwood (2007), stakeholder engagement encompasses “practices the organisation undertakes to involve stakeholders in a positive manner in organisational activities.” Prado-Lorenzo et al. (2009) emphasize that the economic objectives of firms must be reached under the consideration of other stakeholder’s needs and demands along social dimensions. Similarly, Eccles et al. (2014) identify stakeholder engagement as one of the four pillars that characterize sustainable organizations. They find empirical evidence that companies with a high level of sustainability focus on understanding the needs of their stakeholders take actions in managing their relationships, and they report on their quality. Liu et al. (2018) study the initiative of creating consortia of retailers to address the social challenge of improving the working conditions of supplier factories in developing countries. They highlight that including all stakeholders in the value chain in the process of decision-making makes the improvement efforts “more effective, efficient, sustainable or just.” We contribute to this stream of literature by studying how big (buyer) agri-food firms can help (supplier) smallholder farmers by granting them the leadership in decision-making. Motivated by the practices of Fractal Café, we examine the impact of this direct stakeholder engagement in pricing and investment decisions on improving equity in the supply chain. However, we find that granting the leadership in decision-making to farmers may have reverse effects than intended, leading to even lower (higher) profits and utilities for the farmer (agri-food firm).

In our model, we incorporate stakeholder engagement through different power structures, where we change which player acts as game leader. Choi (1991) studied Stackelberg leadership in pricing games and found that the game leader gets a higher share of the total supply chain profit. Cai et al. (2009) identified some conditions where the use of inconsistent pricing and price discounts allows the game follower to earn a higher profit than the leader. Similarly, Zhang et al. (2012) studied a pricing game with product substitutability. They found that the game leader does not always get the highest profit, although all players have an incentive to lead. In our paper, we study the effects of the interaction between power structure and equity concerns in both the investment and pricing decisions. We analyze two different contracts and identify the conditions under which the game leader does not enjoy an advantage.

3 Base model

We start by introducing the base model, where the buyer agri-food firm (indexed by $B$) has the upper hand in decision-making in his interactions with a supplier smallholder farmer (indexed by $S$) in a dyadic supply chain with no equity concerns. In other words, we have a Stackelberg game setting where the buyer leads and the supplier follows. The objective of each player is to maximize his or her own profit. We use a two-stage framework to model the problem. Specifically, in Stage 1, the optimal investment decisions are determined to lower the supplier’s production cost. These decisions then influence the optimal pricing decisions in Stage 2. The order of events is as follows. First, the buyer decides on his investment $I_B$ and then the
supplier decides her investment $I_S$. Given these investments, the buyer now sets the retail price $p$ and then the supplier sets the wholesale price $w$.

Let $D(p) = a - bp$ represent the buyer’s demand as a function of the retail price $p$, where $a > 0$ denotes the potential market demand, and $b > 0$ denotes the price sensitivity of demand. The supplier’s unit production cost $c_0$ can be reduced by an amount $f(I_T)$ via a total investment of $I_T$ in her production processes. Both the supplier and the buyer can contribute to the total investment via amounts $I_S$ and $I_B$, respectively. The total investment $I_T = I_S + I_B$ leads to a reduced production cost of $c = c_0 - f(I_T)$, where $f(I_T) = \sqrt{s \cdot I_T}$ with $s$ representing the sensitivity of production cost reduction to total investment. This simple functional form is in line with Etro (2007), which states that investment is subject to diminishing marginal returns. (Trivially, we impose the condition $I_T \leq I_{\text{max}} \equiv c_0^2/s$ to avoid a negative production cost.) In the absence of capacity constraints, the supplier’s and buyer’s profits, $\Pi_i$, $i \in \{S, B\}$, are given by:

$$\Pi_S = \pi_S - I_S, \quad \text{and} \quad \Pi_B = \pi_B - I_B,$$

where, $\pi_S = (w - c)(a - bp)$, and $\pi_B = (p - w)(a - bp)$, and $w$ represents the supplier’s wholesale price, and $m$ denotes the buyer’s sales margin (i.e., $m = p - w$). Following the approach presented in Choi (1991), we set the buyer’s margin $m$ as the buyer’s decision variable in order to be able to analyze the Stackelberg setting in which the buyer is the leader.

Then, we use backward induction to first consider the Stage 2 problem in order to derive the expressions for the optimal pricing decisions for a given set of investment levels, i.e $w^*(I_S, I_B)$ and $m^*(I_S, I_B)$. Next, we determine the optimal investment decisions, $I_S^*$ and $I_B^*$, in Stage 1. The following lemma characterizes the optimal solution to the base model. (We denote the optimal solution to the profit-maximizing base model with the superindex $PR$ in the remaining of the paper.) To improve the exposition of the paper, all proofs are relegated to the “Appendix”.

**Lemma 1** The optimal solution for the base model is given by:

$$w^{*\text{PR}} = \frac{1}{4} \left( \frac{a}{b} + 3 \left[ c_0 - s \cdot \min \left\{ \frac{s(a - bc_0)^2}{(bs - 16)^2}, \frac{c_0^2}{s} \right\} \right] \right),$$

$$m^{*\text{PR}} = \frac{1}{2} \left( \frac{a}{b} - c_0 + s \cdot \min \left\{ \frac{(a - bc_0)^2}{(bs - 16)^2}, \frac{c_0^2}{s} \right\} \right),$$

$$I_S^{*\text{PR}} = \min \left\{ \frac{s(a - bc_0)^2}{(bs - 16)^2}, \frac{c_0^2}{s} \right\}, \text{ and } I_B^{*\text{PR}} = 0.$$

Lemma 1 shows that a reduction in the unit production cost is beneficial for both players. Not surprisingly, as the game leader, the buyer finds it optimal that the supplier makes all the investment to lower the unit production cost. Although an investment in the production processes results in additional costs for the
supplier, it leads to a lower wholesale price. This enables the supplier to obtain higher profits due to higher demand by the buyer. This is also beneficial for the buyer, as he enjoys higher sales with a higher sales margin. Next, we extend our base model to study the impact of equity concerns on the optimal solution.

4 The impact of equity concerns

We now consider a setting where the (buyer) agri-food firm is concerned not only about the economic outcomes, but also about the social outcomes of his decisions in terms of equity. In order to demonstrate this, we use the inequity aversion model proposed by Fehr and Schmidt (2001). They assume that the objective of each player is to maximize their own utility, which equals their monetary payoff less the disutility of obtaining a profit amount that deviates from the amount they perceive as equitable. In this setting, the utility functions for the supplier ($U_S$) and the buyer ($U_B$), are given by:

$$U_S = \Pi_S - \alpha_S \cdot \max\{\gamma_S (\pi_S + \pi_B) - \pi_S, 0\} - \beta_S \cdot \max\{\pi_S - \gamma_S (\pi_S + \pi_B), 0\}, \quad (2)$$

$$U_B = \Pi_B - \alpha_B \cdot \max\{\gamma_B (\pi_S + \pi_B) - \pi_B, 0\} - \beta_B \cdot \max\{\pi_B - \gamma_B (\pi_S + \pi_B), 0\}. \quad (3)$$

Equations (2) and (3) show that given the exogenous parameter $\gamma_i$, which denotes the proportion of the total supply chain profit that is considered equitable by player $i \in \{S, B\}$, an equitable profit allocation occurs if $\gamma_i \cdot (\pi_S + \pi_B) = \pi_i$. Otherwise, disadvantageous inequity occurs if player $i \in \{S, B\}$ receives a lower profit than his equitable share of the total supply chain profit, i.e., $\pi_i < \gamma_i \cdot (\pi_S + \pi_B)$. Advantageous inequity occurs if player $i \in \{S, B\}$ receives a higher profit than his equitable share of the total supply chain profit, i.e., $\pi_i > \gamma_i \cdot (\pi_S + \pi_B)$. The impact of disadvantageous and advantageous inequity on the players’ utility functions is captured via exogenous parameters $\alpha_i$ and $\beta_i$, respectively, where $0 \leq \alpha_i < 1$, $0 \leq \beta_i < 1$ for $i \in \{S, B\}$. This formulation extends the model presented by Fehr and Schmidt (2001). While they define a player’s equitable profit share in relation to the other player’s profit outcome, we assume that the equitable profit is defined in relation to the total supply chain profit (similar to Khan 2018). We also relax the assumption that $\alpha_i \geq \beta_i, i \in \{S, B\}$, as we consider that a player with high level of social responsibility could have a higher concern for advantageous inequity than for disadvantageous inequity. This allows us to consider a more general setting where the assumptions presented by Fehr and Schmidt (2001) hold for a subset of the parameter combinations.

We use backward induction in our analysis (similar to our solution approach for the base model presented in Sect. 3). In what follows, we first present the optimal pricing decisions as a function of the players’ investments under equity concerns (Stage 2).
4.1 Optimal pricing decisions (Stage 2)

4.1.1 Supplier’s problem

We start our analysis with the supplier’s (follower’s) problem, which is to maximize her utility $U_S$ by optimizing the wholesale price $w$ for any given retail margin $m$. Equation (2) shows that the supplier’s utility function $U_S$ exhibits a piece-wise structure in the supplier’s wholesale price $w$. Hence, based on the retailer’s sales margin, the optimal wholesale price follows a different functional form. Theorem 1 fully characterizes the structure of the optimal wholesale price for any given retail margin ($w^{SI}(m)$). This constitutes the optimal solution at the subgame equilibrium, given that this solution does not yet consider the results from the investment decisions (Stage 1).

Theorem 1  The supplier’s utility $U_S$ is concave in the wholesale price $w$, and for any given retail margin $m$, the optimal wholesale price $w^{SI}(m)$ has the following structure:

$$w^{SI}(m) = \begin{cases} 
  w_2(m) \equiv \frac{1}{2} \left( \frac{a}{b} + c + \frac{m(\beta_S(1-2\gamma_S)-1)}{1+\beta_S(\gamma_S-1)} \right), & \text{if } m \leq \bar{m}_2 \\
  \bar{w}(m) \equiv \frac{\gamma_S-1}{\gamma_S}, & \text{if } \bar{m}_2 < m \leq \bar{m}_1 \\
  w_1(m) \equiv \frac{1}{2} \left( \frac{a}{b} + c + \frac{m(1+\alpha_S(1-2\gamma_S))}{\alpha_S(\gamma_S-1)-1} \right), & \text{if } m > \bar{m}_1,
\end{cases} \quad (4)$$

where $\bar{m}_1 \equiv \frac{(-a+bc)(-1+\alpha_S(\gamma_S-1))(\gamma_S-1)}{b(\gamma_S(\alpha_S-1)-(1+\alpha_S))}$, and $\bar{m}_2 \equiv \frac{(-a+bc)(1+\beta_S(\gamma_S-1))(\gamma_S-1)}{b(1+\beta_S(\gamma_S-1)+\gamma_S)} \leq \bar{m}_1$.

Theorem 1 shows that when the buyer’s sales margin is sufficiently small (i.e., $m \leq \bar{m}_2$), the supplier will set her wholesale price to a value that is lower than the profit-maximizing wholesale price presented in the base case model; see Sect. 3. By sacrificing a portion of her profits, the supplier maximizes her utility and obtains advantageous inequity in this setting [i.e., $w^{SI}(m) = w_2(m)$]. However, as the retail margin grows, the supplier’s optimal wholesale price gradually decreases to a value that results in an equitable profit share for the supplier [i.e., $w^{SI}(m) = \bar{w}(m)$]. While an equitable profit share holds for intermediate retail margin (i.e., $\bar{m}_2 < m \leq \bar{m}_1$), further growth in the retail margin raises the optimal wholesale price beyond the profit-maximizing wholesale price presented in the base case model. Consequently, a large retail margin (i.e., $m > \bar{m}_1$) forces the supplier to set her wholesale price such that she experiences disadvantageous inequity [i.e., $w^{SI}(m) = w_1(m)$]. Figure 1 depicts the behavior of $w^{SI}(m)$ for a problem instance.

Theorem 1 also shows that as the supplier’s concern for advantageous inequity ($\beta_S$) increases, her optimal wholesale price ($w_2(m)$) decreases. On the other hand, a greater concern for disadvantageous inequity ($\alpha_S$) forces the supplier to raise her wholesale price ($w_1(m)$). These findings are not surprising, as greater equity concerns would put more weight on the disutility terms in the utility-maximizing objective function. Therefore, a higher deviation between the profit-maximizing wholesale...
price and the utility-maximizing wholesale price becomes inevitable. These findings can be extended to the impact of \( \gamma_S \) (i.e., the proportion of the total supply chain profit that is considered equitable by the supplier) on the optimal wholesale price, as the impact of \( \gamma_S \) on the utility-maximizing objective function is similar to that of \( \alpha_S \) and \( \beta_S \).

### 4.1.2 Buyer’s problem

The supplier’s wholesale price response function, \( w^{*\text{EQ}}(m) \), takes a different form for different ranges of the buyer’s retail margin, \( m \). Therefore, the buyer’s utility function \( U_B \) follows a piece-wise functional form in \( m \) when \( w^{*\text{EQ}}(m) \) is substituted into the buyer’s utility function, see Fig. 2.

As depicted in Fig. 2, \( U_B \) is not concave in \( m \), and it may have multiple local optima. The set of candidate solutions can be characterized based on the parameter \( \gamma_T = \gamma_S + \gamma_B \), which can be interpreted as the proportion of the total supply chain profit, \( \pi_S + \pi_B \), that leads to an equitable profit distribution among players. In other words, if \( \gamma_T = 1 \), the sum of the individual profit amounts that players consider equitable, \( \gamma_T(\pi_S + \pi_B) \), is equal to the actual supply chain profit. On the other hand, if \( \gamma_T < 1 \) (\( \gamma_T > 1 \)), the sum of the individual profit amounts that players consider equitable is less (greater) than the actual supply chain profit. The following theorem characterizes the structure of the buyer’s optimal retail margin.

**Theorem 2** The buyer’s utility function \( U_B \) is not concave in the retail margin \( m \), and for any given \( \gamma_T \), the optimal retail margin \( m^{*\text{EQ}} \) has the following structure:
For ease of exposition, the expressions for \( \{d_i\}_{1 \leq i \leq 9} \) are given in the “Appendix”. Theorem 2 has implications for the players’ equity outcomes for different values of \( \gamma_T \). The following corollary summarizes the equity outcome of different candidate solutions of \( m^{*EQ} \) for the buyer and supplier.

**Corollary 1** For any given \( \gamma_T \), the set of possible optimal solutions \( (m^{*EQ}, w^{*EQ}(m^{*EQ})) \) and the resulting equity outcomes can be characterized as in Table 1.
Interestingly, Table 1 shows that when the sum of the individual profit amounts that players consider equitable is less than the actual supply chain profit, i.e., $\gamma_T < 1$, then the supplier always experiences inequity. While any equity outcome is possible for the buyer in this setting, the supplier never experiences equity. Another extreme setting occurs when the sum of the equitable profit amounts is greater than the actual supply chain profit, i.e., $\gamma_T > 1$. In this setting, the supplier suffers both in terms of profit and in terms of equity, as the only possible outcome for the supplier is disadvantageous inequity. In contrast, the buyer can experience any of the three possible equity outcomes. Table 1 shows that the only case in which both players can achieve equity is when $\gamma_T = 1$, as this represents the setting where the sum of the equitable profit amounts equals to the actual supply chain profit (i.e., the profit amount that the players want to distribute aligns with the actual supply chain profit). The intuition for these findings is as follows. Since the setting with $\gamma_T < 1$ allows for an excess profit amount (i.e., the actual profit amount minus the sum of profit amounts that are considered equitable by the players) to be distributed across players, at least one player obtains a profit amount that is greater than what he considers equitable, which leads to advantageous equity. The opposite holds when $\gamma_T > 1$. Although an equitable outcome is possible for the buyer (since he is the leader of the game), the follower always obtains a disadvantageous equity when players try to distribute a profit amount that deviates from the actual supply chain profit.

In the next section, we consider the Stage 1 problem.

### 4.2 Optimal investment decisions (Stage 1)

In Stage 1, we consider the optimal investment decisions using backward induction. Since the buyer is the leader of the game, we first analyze the supplier’s problem, which is to find the optimal investment amount for any given investment level by the buyer, $I_S^{*EQ}(I_B^*)$. Then we move to the buyer’s problem, which is to find the optimal investment, $I_B^{*EQ}$. The following theorem characterizes the structure of the optimal investment decisions.

| $\gamma_T$ | Optimal solution $(m^{*EQ}, w^{*EQ}(m^{*EQ}))$ | Buyer’s equity outcome | Supplier’s equity outcome |
|------------|---------------------------------------------|------------------------|---------------------------|
| $\gamma_T < 1$ | $m_1, w_2(m_1)$ | D | A |
| $m_2, w_2(m_2)$ | A | A |
| $m_4, w_1(m_4)$ | A | D |
| $\gamma_T = 1$ | $\tilde{m}_2, \tilde{w}(\tilde{m}_2)$ | E | E |
| $m_4, w_1(m_4)$ | A | D |
| $\gamma_T > 1$ | $m_3, w_1(m_3)$ | D | D |
| $m_4, w_1(m_4)$ | A | D |

$D$ disadvantageous inequity, $E$ equity, $A$ advantageous inequity
Theorem 3 The supplier’s utility function $U_S$ is either concave or convex decreasing in $I_S$, depending on problem parameters. Hence, there exists a unique optimal solution $I^*_S(EQ)(I_B)$ that maximizes the supplier’s utility. The buyer finds it optimal not to invest an amount, i.e., $I^*_B(EQ) = 0$.

Theorem 3 shows that despite the equity concerns, the buyer still finds it optimal not to invest an amount in the supplier’s production processes (similar to the findings of the base model, see Sect. 4). This finding can be attributed to the leadership structure of the game. However, an interesting finding follows from Theorem 3: equity concerns may lead to a setting in which the supplier’s optimal investment amount is also zero. Consequently, in contrast to the base case scenario where the supplier (farmer) always finds it optimal to invest in her production processes, equity concerns may lead to a setting where the no investment strategy is optimal for both parties. In Sect. 6, we numerically quantify the impact of equity concerns on the optimal solution and the profit for both players compared to the base model, where the sole objective of the players is to maximize profits.

5 The impact of supplier engagement

In addition to bringing equity concerns into the decision-making, the agri-food firm can also try to empower the smallholder farmer through stakeholder engagement, similar to Fractal Café. In this section, we analyze the setting in which the agri-food firm engages the smallholder farmer in decision-making. This is, the smallholder farmer is granted the leadership in setting the wholesale price as well as the investment for improving the production processes. For this case, we follow the same approach as in Sect. 4. That is, we use backward induction to first study the optimal pricing decisions and then find the optimal investment levels in a setting where the supplier is the leader. We show that the results for this setting have a similar structure to the case where the buyer is the leader, see Sect. 4. The results can be summarized as follows (We use the superindex $ST$ to denote the optimal solution of this model).

Theorem 4 The buyer’s utility $U_B$ is concave in the retail margin $m$, and for any given wholesale price $w$, the optimal retail margin $m^{ST}(w)$ has the following structure:

$$m^{ST}(w) = \begin{cases} 
  m_2(w) = \frac{1}{2} \left( \frac{a}{b} - w - \frac{\beta_2 \gamma_2 (w-c)}{1+\gamma_2 (\gamma_2-1)} \right), & \text{if } w \leq \tilde{w}_2 \\
  \tilde{m}(w) = \frac{\gamma_2 (w-c)}{1-\gamma_2}, & \text{if } \tilde{w}_2 < w \leq \tilde{w}_1 \\
  m_1(w) = \frac{1}{2} \left( \frac{a}{b} - w - \frac{\alpha_2 \gamma_2 (w-c)}{\alpha_2 (\gamma_2-1)-1} \right), & \text{if } w > \tilde{w}_1,
\end{cases}$$

(6)
where

\[ \hat{w}_2 \equiv \frac{a(1-\gamma_B)(1-\beta_B(\gamma_B-1)) + bc\gamma_B(2-\beta_B(1-\gamma_B))}{b(1-\beta_B(1-\gamma_B)+\gamma_B)} \leq \hat{w}_1. \]

Thus, if the wholesale price is sufficiently low (i.e., \( w \leq \hat{w}_2 \)), then the buyer will experience advantageous inequity. The opposite holds when the wholesale price is sufficiently high (i.e., \( w > \hat{w}_1 \)). The buyer experiences equity only when the wholesale price is neither too high nor too low (i.e., \( \hat{w}_2 < w \leq \hat{w}_1 \)). We find that when the agri-food firm grants the leadership in decision-making to the farmer, he will settle for a lower profit margin than when he has a profit maximizing objective [i.e., \( m^{*ST}(w) < m^{*PR}(w) \)] whenever the wholesale price is also sufficiently low (i.e., \( w \leq \hat{w}_2 \)), as this still leaves the buyer at an advantage. Below, we present the structure of the optimal wholesale price.

**Theorem 5** The supplier’s utility \( U_S \) is not concave in the wholesale price \( w \), and for any given \( \gamma_T \), the optimal wholesale price \( w \) has the following structure:

\[
w^{*ST} = \begin{cases} 
  w_1, & \text{if } \gamma_T < 1, d_{10} > d_{11} & & & & & & & & \text{& } d_{12} > d_{13}, \\
  w_2, & \text{if } \gamma_T < 1, d_{13} > d_{12}, d_{14} > 0 & & & & & & & & \text{& } d_{16} > d_{15}, \\
  w_3, & \text{if } \gamma_T > 1, d_{10} > d_{13}, d_{11} > d_{12} & & & & & & & \text{& } d_{14} > 0, \\
  w_4, & \text{if } \gamma_T > 1, d_{16} > d_{15}, d_{18} > d_{17}, \\
  \end{cases}
\]

where

\[
w_1 = \frac{(1+\alpha_S)(1+\beta_B(\gamma_B-1))((1+\beta_B(1+\gamma_B)-1)) + \alpha_S\gamma_Sbc(\beta_B-1)^2}{b(\beta_B-1)(2(1+\alpha_S)(1+\beta_B(\gamma_B-1)) + \alpha_S(\beta_B-1)\gamma_S)},
\]

\[
w_2 = \frac{-a(1+\alpha_S)(1+\beta_B(\gamma_B-1))(1+\beta_B(1+\gamma_B)-1)) + \beta_B(\gamma_B-1)bc(\beta_B-1)}{b(\beta_B-1)(2(\beta_B-1)(\beta_B(\gamma_B-1)) + (\beta_B-1)\beta_B\gamma_S)},
\]

\[
w_3 = \frac{-a(1+\alpha_S)(-1+\alpha_B(\gamma_B-1))((-1+\alpha_B)(a+bc) + \alpha_B\gamma_B(a-bc)) + \alpha_S\gamma_Sbc(1+a_B)^2}{b(1+\alpha_B)(2(1+\alpha_S)(-1+\alpha_B(\gamma_B-1)) + (1+\alpha_B)\alpha_S\gamma_S)},
\]

\[
w_4 = \frac{-a(1+\alpha_S)(-1+\alpha_B(\gamma_B-1))((-1+\alpha_B)(a+bc) + \alpha_B\gamma_B(a-bc)) + \alpha_S\gamma_Sbc(1+a_B)^2}{b(1+\alpha_B)(2(\beta_B-1)(-1+\alpha_B(\gamma_B-1)) + (1+\alpha_B)\beta_B\gamma_S)}.
\]

For ease of exposition, the expressions for \( \{d_i\}_{10 \leq i \leq 18} \) are given in the “Appendix”. The possible solution pairs depend on the value of \( \gamma_T \) as we show in Corollary 2. The results show that the candidate optimal solutions and the corresponding equity outcomes follow a similar structure to that of the equity model.

**Corollary 2** For any given \( \gamma_T \), the set of possible optimal solutions \( w^{*ST} \) and \( m^{*ST}(w^{*ST}) \) and the resulting equity outcomes can be characterized as in Table 2.
Table 3 summarizes the outcomes in terms of equity that the supplier experiences as a result of stakeholder engagement. These results show that, when $\gamma_T > 1$, she has the possibility to have an advantageous outcome. This is an improvement from the model without stakeholder engagement, where the supplier is always at a disadvantage. Similarly, when $\gamma_T = 1$, the supplier no longer has the possibility to end at a disadvantage. Although some of these results protect the supplier from a disadvantageous outcome, having an advantage over the buyer is also undesirable. A more detailed comparison of the outcomes from both models is presented in our numerical study in Sect. 8.

Table 3  Possible equity outcomes for the supplier for any given $\gamma_T$ with the two proposed models

| $\gamma_T$ | Optimal solution $(m^{*ST}, w^{*ST}(m^{*ST}))$ | Supplier’s equity outcome | Buyer’s equity outcome |
|------------|-----------------------------------------------|---------------------------|------------------------|
| $< 1$      | $w_1, m_2(w_1)$                              | D                         | A                      |
|            | $w_2, m_2(w_2)$                              | A                         | A                      |
|            | $w_4, m_1(w_4)$                              | A                         | D                      |
| $= 1$      | $\bar{w}_2, \bar{m}(\bar{w}_2)$             | E                         | E                      |
|            | $w_4, m_1(w_4)$                              | A                         | D                      |
| $> 1$      | $w_3, m_1(w_3)$                              | D                         | D                      |
|            | $w_4, m_1(w_4)$                              | A                         | D                      |

$D$ disadvantageous inequity, $E$ equity, $A$ advantageous inequity

Finally, we analyze the optimal investment decisions. We identify the same behavior of the utility functions as in the case where the buyer leads the game. Theorem 6 characterizes the optimal solutions.

**Theorem 6** The buyer’s utility function $U_B$ is either concave or convex decreasing in $I_B$, depending on problem parameters. Hence, there exists a unique optimal solution $I^{*ST}_B(I_S)$ that maximizes the buyer’s utility. The supplier finds it optimal not to invest an amount, i.e., $I^{*ST}_S = 0$. 
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The supplier’s utility function decreases in her investment $I_S$, so as game leader she finds it optimal not to make an investment. Similar to the result in Sect. 4.2, the buyer as game follower finds it optimal to make an investment only when needed, depending on the problem parameters.

### 6 The impact of production quantity constraints

Smallholder farmers are often faced with capacity restrictions that can result in their inability to satisfy the buyer’s demand in its totality. To understand the effects of such restrictions in the pricing and investment decisions, in this section we consider the case where the farmers have a restricted capacity. The farmer is only capable of producing a maximum quantity of $\bar{q}$, which restricts the buyer’s purchased quantity, such that $a - bp \leq \bar{q}$. Given that our focus is on pricing decisions, we rewrite this restriction as $p \geq \frac{a-q}{b}$ or equivalently $m \geq \frac{a-q}{b} - w$. The implications of this restriction in each model are as follows.

_Equity model._ In this model, the optimal retail margin is found during the second step of the backward induction process, which means that it does not depend on the value of the wholesale price. Based on the properties of the behavior of $U_B(m)$ found in the previous section for each of the intervals defined in $m$, the optimal retail price has the following form when the constraint in $\bar{q}$ is tight:

$$m^{*EQ} = \begin{cases} \arg\max_{m \in \{m^d, m_3\}} U_B(m), & \text{if } \gamma_T < 1 \\ \arg\max_{m \in \{m^d, m_4\}} U_B(m), & \text{if } \gamma_T = 1 \\ \arg\max_{m \in \{m^d, m_3, \hat{m}_3, m_4\}} U_B(m), & \text{if } \gamma_T > 1, \end{cases}$$

_Equity model._ In this model, the optimal retail margin is found during the first step of the backward induction process. Hence, the solution is a function of the wholesale price selected by the supplier ($m^*(w)$). Furthermore, we observe that $m^*$ is increasing in $w$. Then, we can conclude that, if the constraint in $\bar{q}$ is tight, then the retail margin that yields this quantity, $m^d$, constitutes the new optimal solution.

In both models, when the supplier’s capacity is not enough to fulfill the buyer’s demand, the retail price is increased to compensate for the lower production quantity. This can be seen from the restriction $p \geq \frac{a-q}{b}$, where the quantity constraint imposes a lower threshold on the value of the retail price (and the retail margin, accordingly). Recall Fig. 2, which shows the different intervals in the value of the retail margin that correspond to each equity outcome for the buyer. From this plot we can see that the size of the quantity constraint will determine its effect on the model outcomes. If the gap in the production quantity is small, then the retail price increases as the only effect of the capacity restriction. However, a larger gap in the production quantity will result in a larger price increase, which can cause the optimal solution to move to a different interval of the function. This would translate into a change in the equitable outcome (equity, disadvantageous...
or advantageous inequity) for the players. Then, the effects of the socially responsible practices can be overpowered by a restriction in the production quantity. In the next section, we present our analysis of a two-part tariff contract with equity concerns.

7 Two-part tariff contract

In this section, we consider an alternative to the contracts proposed in the previous sections. We study a two-part tariff contract (Lewis 1941) in our original problem setting, where the buyer acts as Stackelberg leader and both players have equity concerns. To distinguish from the other models, we use the superindex TP. In this contract, the buyer proposes a retail margin \( m \) and a fixed payment \( F \) to be paid by the supplier. This setting is very common in a retail environment where the supplier pays a slotting fee \( F \) to have her product listed. The slotting fee is expected to cover part of the fixed costs such as the space needed on the shelf and promotional expenses (Hamilton 2003; Aydin and Hausman 2009; Pfeiffer 2016). If the supplier accepts the contract, then she will set her wholesale price \( w \). In this setting, the player’s profits are given by:

\[
\pi_{TP}^B = m(a - b(w + m)) + F, \quad \text{and} \quad \pi_{TP}^S = (w - c)(a - b(w + m)) - F
\]

Each player has the objective to maximize his or her own utility function:

\[
U_B^{TP} = \pi_B^{TP} - \alpha_B \cdot \max\{\gamma_B(\pi_B^{TP} + \pi_{TP}^S - \pi_B^{TP}) - \pi_B^{TP}, 0\} - \beta_B \cdot \max\{\pi_B^{TP} - \gamma_B(\pi_B^{TP} + \pi_{TP}^S), 0\},
\]

\[
U_S^{TP} = \pi_S^{TP} - \alpha_S \cdot \max\{\gamma_S(\pi_S^{TP} + \pi_{TP}^S - \pi_S^{TP}), 0\} - \beta_S \cdot \max\{\pi_S^{TP} - \gamma_S(\pi_S^{TP} + \pi_{TP}^S), 0\}.
\]

As with the previous models, we solve this game using backward induction. We first find the solution to the supplier’s optimization problem.

**Theorem 7** The supplier’s utility \( U_S^{TP} \) is concave in the wholesale price \( w \), and for any given retail margin \( m \), the optimal wholesale price \( w^{TP}(m) \) has the following structure:

\[
w^{TP}(m, F) =
\begin{cases}
w_1^{TP}(m, F) \equiv \frac{1}{2} \left( z + c + \frac{a_1 a_2 (1 - \gamma_3)}{a_2 (\gamma_3 - 1)} \right), & \text{if } m \leq \tilde{m}_1^{TP} \\
\tilde{m}_2^{TP}(m, F) \equiv \frac{1}{2} \left( z + c + \frac{a_1 a_2 (1 - \gamma_3)}{a_2 (\gamma_3 - 1)} \right), & \text{if } \tilde{m}_2^{TP} < m \leq \tilde{m}_1^{TP} \\
\tilde{m}_1^{TP}(m, F) \equiv \frac{1}{2} \left( z + c + \frac{a_1 a_2 (1 - \gamma_3)}{a_2 (\gamma_3 - 1)} \right), & \text{if } m > \tilde{m}_1^{TP},
\end{cases}
\]

where

\[
\tilde{m}_1^{TP} \equiv -\frac{(a - bc)(1 + a_2 (1 - \gamma_3))^2 + \sqrt{1 + \beta_3 (1 - \gamma_3)^2 (b(1 + a_3)^2 bF - 4(\alpha_2^2 - 1) bF_5 + (a - bc)^2 \gamma_3^2)} b(1 + a_2)(-1 + a_3 (\gamma_3 - 1) - \gamma_5)}{b(1 + a_2)(-1 + a_3 (\gamma_3 - 1) - \gamma_5)}
\]

\[
\tilde{m}_2^{TP} \equiv -\frac{(a - bc)(1 + \beta_3 (\gamma_3 - 1))^2 + \sqrt{1 + \beta_3 (\gamma_3 - 1)^2 (b(1 + a_3)^2 bF - 4(\alpha_2^2 - 1) bF_5 + (a - bc)^2 \gamma_3^2)} b(\beta_3 - 1)(1 + \beta_3 (\gamma_3 - 1) + \gamma_3)}{b(\beta_3 - 1)(1 + \beta_3 (\gamma_3 - 1) + \gamma_3)} \leq \tilde{m}_1^{TP}
\]
Theorem 7 shows that the expressions for \( w^{*\text{TP}}(m, F) \) are the same as those for \( w^{*\text{EQ}}(m) \) (Theorem 1) in the intervals \( m \leq \bar{m}^*_{1\text{TP}} \) and \( m > \bar{m}^*_{1\text{TP}} \). Then, the wholesale price only depends on the value of the fixed fee \( F \) in the interval \( \bar{m}^*_{1\text{TP}} < m \leq \bar{m}^*_{1\text{TP}} \). Now, we solve the buyer’s optimization problem.

**Theorem 8** The buyer’s utility function \( U^\text{TP}_B \) is not concave in the retail margin \( m \) and the fixed fee \( F \), and for any given \( \gamma_T \), the optimal strategy \( (m^{*\text{TP}}, F^{*\text{TP}}) \) has the following structure:

\[
(m^{*\text{TP}}, F^{*\text{TP}}) = \begin{cases} 
(m^1_{\text{TP}}, F^\text{max}), & \text{if } \gamma_T < 1, d_{19} > d_{20}, d_{21} > d_{22} & d_{23} > 0, \\
(m^2_{\text{TP}}, F^\text{max}), & \text{if } \gamma_T < 1, d_{20} > d_{19}, 0 > d_{24} & d_{25} > 0, \\
(m^4_{\text{TP}}, F^\text{max}), & \text{if } \gamma_T < 1, d_{22} > d_{21}, d_{23} > 0, d_{24} > 0 & d_{26} > 0, \\
(m^5_{\text{TP}}, F^\text{max}), & \text{if } \gamma_T < 1, 0 > d_{23}, 0 > d_{25} & 0 > d_{26}, \\
(m^6_{\text{TP}}, F^\text{max}), & \text{if } \gamma_T = 1 & d_{26} > 0, \\
(m^7_{\text{TP}}, F^\text{max}), & \text{if } \gamma_T = 1 & 0 > d_{26}, \\
(m^8_{\text{TP}}, F^\text{max}), & \text{if } \gamma_T > 1, d_{27} > 0 & d_{29} > d_{28}, \\
(m^9_{\text{TP}}, F^\text{max}), & \text{if } \gamma_T > 1, 0 > d_{23} & 0 > d_{27}, \\
(m_{\text{TP}}^*_m, F^\text{max}), & \text{if } \gamma_T > 1, d_{23} > 0 & d_{28} > d_{29}, \\
\end{cases}
\]

where

\[
m^1_{\text{TP}} = \frac{(1 + \alpha_b)(-a + bc)(1 + \beta_S(\gamma_S - 1))^2}{b(\beta_S - 1)((\beta_S - 1)(-2 + \alpha_B(\gamma_B - 2)) + 2\beta_S(1 + \alpha_B))} \\
m^2_{\text{TP}} = \frac{(1 - \beta_B)(-a + bc)(1 + \beta_S(\gamma_S - 1))^2}{b(\beta_S - 1)((\beta_S - 1)(2 + \beta_B(\gamma_B - 2)) + 2\beta_S(\beta_B - 1))} \\
m^3_{\text{TP}} = -\frac{(1 + \alpha_b)(a - bc)(1 + \alpha_S(1 - \gamma_S))^2}{b(1 + \alpha_S)((1 + \alpha_S)(-2 + \alpha_B(\gamma_B - 2)) + 2\alpha_S(\gamma_S(\alpha_B + 1)))} \\
m^4_{\text{TP}} = -\frac{(\beta_B - 1)(a - bc)(1 + \alpha_S(1 - \gamma_S))^2}{b(1 + \alpha_S)((1 + \alpha_S)(2 + \beta_B(\gamma_B - 2)) + 2\alpha_S(\beta_B - 1))} \\
m^9_{\text{TP}} = \frac{(-a + bc)(1 + \alpha_S(\gamma_S - 1))}{b(1 + \alpha_S)} \\
F_{\text{max}} = (w - c)(a - b(w + m)) \\
F^*_5 = -\frac{(a - bc)^2(\gamma_S - 1) - m(a - bc)}{2}
\]

For ease of exposition, the expressions for \( \{d_i\}_{10 \leq i \leq 18} \) are given in the “Appendix”. Our analysis shows that, in the intervals \( m \leq \bar{m}^*_{1\text{TP}} \) and \( m > \bar{m}^*_{1\text{TP}} \), the buyer’s utility function increases in \( F \), which means that the buyer will find optimal to set the fixed fee as high as possible. The fixed fee must be set in a way such that the supplier will accept to participate in the contract. This means that she should at least earn her reservation profit, which would then be equal to the profit that the supplier would earn if she chooses not to participate in the contract (Feng...
and Lu 2013). In our problem setting, both players’ profits would be zero if the parties do not reach a contract agreement, so the game leader can set $F$ equal to the follower’s total revenue (Ingene et al. 2019). Hence, in these intervals, $F^* = F_{\text{max}} = (w - c)(a - b(w + m))$. In contrast, in the interval $\tilde{m}_{2}^{TP} < m \leq \tilde{m}_{1}^{TP}$, multiple solutions can maximize the buyer’s utility depending on the parameter values. This solution corresponds to a line where all points, for any $m_{5}^{TP} > 0$, represent optimal solutions to our maximization problem. From the expression of $F_{5}^{TP}(m_{5}^{TP})$, we can see that $F_{5}^{TP}$ decreases in $m_{5}^{TP}$, the retail margin. This can be interpreted as a way to balance both quantities, as charging a high fixed fee corresponds to a low retail margin, and vice versa. We now show under which conditions the candidate solutions from this interval are the optimal solutions to the problem. Table 4 summarizes the outcomes for each player in terms of equity for each set of candidate solutions.

These results show that a two-part tariff contract with equity concerns can be used by the game leader to regain his or her advantage (compared to our proposed base model with equity concerns). A two-part tariff contract results in a higher utility and profit for the game leader through the fixed fee. This occurs because in most cases the leader finds it optimal to charge a fixed fee as high as the total profit of the follower. As a result, this contract also increases inequity, as the follower will receive zero profit in most cases.

The game leader only chooses not to charge a fixed fee when certain conditions on the parameter values are met. This is when $d_{8} < 0$, which occurs when the buyer’s concern for advantageous inequity $\beta_B$ takes a high value. This result is intuitive, since the buyer as game leader restrains from charging a fixed fee that takes the entire supplier’s profit when the buyer is largely concerned with experiencing advantageous inequity. This solution corresponds to the only solution where the game follower experiences equity and the leader can either experience equity, or disadvantageous inequity. When this solution is optimal, different pairs of the retail margin and fixed fee can achieve the same utility for the buyer. In

\begin{table}
\centering
\begin{tabular}{|c|c|c|}
\hline
Optimal solution & Buyer’s equity outcome & Supplier’s equity outcome \\
\hline
$\gamma_T < 1$ & $m_{1}^{TP}, F_{\text{max}}, w_{2}^{TP}(m_{1}^{TP}, F_{\text{max}})$ & D & A \\
& $m_{2}^{TP}, F_{\text{max}}, w_{2}^{TP}(m_{2}^{TP}, F_{\text{max}})$ & A & A \\
& $m_{4}^{TP}, F_{\text{max}}, w_{1}^{TP}(m_{4}^{TP}, F_{\text{max}})$ & A & D \\
& $m_{5}^{TP}, F_{5}^{TP}, \tilde{w}_{5}^{TP}(m_{5}^{TP}, F_{5}^{TP})$ & A & E \\
$\gamma_T = 1$ & $m_{4}^{TP}, F_{\text{max}}, w_{1}^{TP}(m_{4}^{TP}, F_{\text{max}})$ & A & D \\
& $m_{5}^{TP}, F_{5}^{TP}, \tilde{w}_{5}^{TP}(m_{5}^{TP}, F_{5}^{TP})$ & E & E \\
$\gamma_T > 1$ & $m_{5}^{TP}, F_{\text{max}}, w_{1}^{TP}(m_{5}^{TP}, F_{\text{max}})$ & D & D \\
& $\tilde{m}_{4}^{TP}, F_{\text{max}}, w_{1}^{TP}(m_{4}^{TP}, F_{\text{max}})$ & E & D \\
& $m_{4}^{TP}, F_{\text{max}}, w_{1}^{TP}(m_{4}^{TP}, F_{\text{max}})$ & A & D \\
\hline
\end{tabular}
\caption{Set of candidate solutions for each equity outcome for any given $\gamma_T$ in the two-part tariff contract}
\end{table}

$D$ disadvantageous inequity, $E$ equity, $A$ advantageous inequity
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these cases, it might be useful for the buyer to have a second objective, such as maximizing profit, to choose among the possible pairs of values.

Based on these results, we can conclude that a two-part tariff contract is not convenient when the players are concerned with equity. This type of contract increases inequity and only increases the utility of the game leader.

8 Numerical study

In order to quantify the impact of equity considerations and stakeholder engagement on the players, we performed an extensive numerical study. Our results show that while the demand and production parameters \((a, b, c_0, s)\) have an impact on the optimal solution, the behavior of the solutions stay the same as equity parameters \((\alpha_i, \beta_i, \gamma_i, i \in \{S, B\})\) are varied. The parameters used for this study were based on Fractal Café’s demand and cost data. However, the price elasticity could not be approximated with the data available. We performed a sensitivity analysis to consider a wide range of scenarios for the missing parameters. In order to keep our study brief and focused, in the remainder of this section we only present our findings for the case where \(a = 500, b = 1, c_0 = 45, s = 0.05\), if otherwise is not noted.

8.1 Comparison of models

In order to get a general overview of the optimal utilities and profits generated by the three different models, we first calculated the optimal profit generated by the base model with the aforementioned demand and production parameters. Then, for the same demand and production parameters, we evaluated the optimal utilities obtained by the players when they include (1) equity concerns, and (2) stakeholder engagement in their decision-making. For this analysis, we varied \(\alpha_i, \beta_i, \gamma_i, i \in \{S, B\}\), using three levels \{0.1, 0.5, 0.9\} for each. That is, six parameters at three levels each, yielding \(3^6 = 729\) problem instances. Table 5 shows the optimal investment, optimal utilities and profits at the utility maximizing solutions for the equity and stakeholder engagement models. We show the mean across the 729 instances, as well as the minimum and the maximum values (in parenthesis), and the profit maximizing solution of the base model.

The first relevant observation from the results shown in Table 5 is that the investment made by the supplier is higher after introducing equity concerns in the profit maximizing model. This suggests that the equity concerns effectively constitute an incentive for investment. We can see that even the minimum value of the supplier’s profit is higher than that obtained with the base model, due to the fact that in every instance \(w_{EQ}^* > w_{PR}^*\), while \(w_{PR}^* + m_{PR}^* > w_{EQ}^* + m_{EQ}^*\). This means that the introduction of equity concerns results in a lower retail price, which also means a higher demand. As a consequence, the supplier is inclined to make a higher investment given that the equity concerns will allow her to set a higher wholesale price and, as a result, get a higher share of the benefits obtained from the investment. However, when the players also introduce stakeholder
Table 5  Statistics with various equity parameters when $a = 500$, $b = 1$, $c_0 = 45$, $s = 0.05$ (mean (min;max))

| Model               | $\pi_S$   | $\pi_B$   | $\pi_T$   | $U^*_S$     | $U^*_B$     | $I^*_T$   |
|---------------------|-----------|-----------|-----------|-------------|-------------|-----------|
| Base                | 12,858    | 26,041    | 38,898    | 12,858      | 26,041      | 41        |
| Equity              | 38,816 (14,281; 48,084) | 11,376 (3538; 26,129) | 50,192 (40,122; 51,756) | 38,409 (14,228; 47,436) | 4639 (−35,092; 26,099) | 407 (53; 648) |
| Stakeholder engagement | 10,827 (2397; 25,664) | 39,477 (14,466; 49,223) | 50,304 (40,048; 51,755) | 3839 (−37,258; 25,648) | 39,242 (14,464; 48,666) | 235 (2; 557) |
engagement practices, the investment is lower in average than when they only introduce equity concerns in their decision making. In most of the instances (97%), the buyer sets a lower margin with the stakeholder engagement model than with the equity model. Contrary to what occurred for the supplier using the equity model, the lower margin using the stakeholder engagement model means that the buyer will not get such a high benefit from the investment, thus he finds it optimal to invest a lower amount than the supplier invests when she acts as follower.

Also from Table 5, we observe that the supplier’s utility and profit are higher when using the equity model (where she acts as follower) than with the stakeholder engagement model (where she acts as leader). This can be observed for each one of the instances that we studied. If we replicate our experiment by only optimizing Stage 2 for each model (i.e., finding $p^*$ and $m^*$ with $I_S$ and $I_B$ as constant parameters), we observe the opposite behavior: a player obtains a higher utility and profit from the model with equity concerns where he acts as leader than when he acts as follower. Thus, we infer that the behavior observed in Table 5 can be attributed to the investment, as this modifies the initial problem conditions (i.e., different production cost) and this in turn modifies the maximum achievable profits and utilities for each player. As we mentioned before, the total investment tends to be higher when using the equity model, which means a higher profit and utility for the supplier (follower).

We identify that for some instances in which $\gamma_T = 1$, the results follow the behavior of the standard Stackelberg game, where the leader exercises his or her advantage and receives a higher profit and utility. Table 6 shows some instances that exemplify these results.

Another relevant observation from Table 5 is that the total supply chain profit is higher when introducing equity concerns and stakeholder engagement than when only maximizing profit. This can be due to two different effects. The first effect is that the introduction of equity concerns effectively encourages the players to make an investment as we explained before. Then, this investment reduces the production cost and this can result in a higher total supply chain profit. The second effect is that the transfer of profit to the follower can result in a decrease of the game leader’s advantage.

Additionally, after introducing equity concerns and stakeholder engagement practices, we observe that the leader’s utility (and in some cases the profit) attains its maximum value from all the instances studied when the follower has a high sense of social responsibility (i.e., $\beta > \alpha$). This result again reflects the impact of the equity concerns on the outcome for each player. While they can reverse the game leader’s advantage, they can also benefit him or her when the follower
Table 6  Sample instances showing different behaviors for the optimal utilities and profits when $\gamma_T = 1$

| $\alpha_S$ | $\beta_S$ | $\gamma_S$ | $\alpha_B$ | $\beta_B$ | $\gamma_B$ | Base model | Equity model | Stakeholder engagement model |
|------------|-----------|------------|------------|-----------|------------|------------|--------------|-------------------------------|
|            |           |            |            |           |            | $U^*_S = \rho^*_S$ | $U^*_B = \rho^*_B$ | $T^*_T$ | $U^*_S$ | $U^*_B$ | $\pi_S$ | $\pi_B$ | $\pi_T$ | $U^*_S$ | $U^*_B$ | $\pi_S$ | $\pi_B$ | $\pi_T$ |
| 0.9        | 0.9       | 0.5        | 0.1        | 0.1       | 0.5        | 12,858     | 26,041      | 38,898 | 25,311 | 26,018 | 25,538 | 26,043 | 51,581 | 76     | 37,112 | 11,980 | 38,435 | 50,416 |
| 0.1        | 0.1       | 0.5        | 0.5        | 0.1       | 0.5        | 12,858     | 26,041      | 38,898 | 23,105 | 23,614 | 23,130 | 23,639 | 46,769 | 23,266 | 23,500 | 23,277 | 23,511 | 46,789 |
| 0.5        | 0.9       | 0.1        | 0.9        | 0.5       | 0.9        | 12,858     | 26,041      | 38,898 | 6385  | 6474  | 22,776 | 22,864 | 45,640 | 3827  | 46,632 | 4262  | 47,068 | 51,330 |
| 0.1        | 0.1       | 0.9        | 0.1        | 0.9       | 0.1        | 12,858     | 26,041      | 38,898 | 45,882 | 5124  | 45,893 | 5228  | 51,122 | 24,536 | 5051  | 25,582 | 14,464 | 40,046 |
Table 7  Statistics for equity model distinguishing $\beta_S > \alpha_S$ and $\beta_S \leq \alpha_S$ (mean(min;max))

| Case          | $\pi_S$         | $\pi_B$         | $\pi_T$         | $U_S^*$          | $U_B^*$          |
|---------------|------------------|------------------|------------------|------------------|------------------|
| $\beta_S > \alpha_S$ | 40,681 (12,789; 50,585) | 9262 (527; 26,145) | 49,944 (13,316; 76,729) | 29,228 (1629; 50,577) | 1553 (−49,533; 26,145) |
| $\beta_S \leq \alpha_S$ | 35,869 (12,817; 50,586) | 12,437 (531; 26,041) | 48,306 (13,347; 76,627) | 31,430 (1642; 50,573) | −1490 (−49,538; 26,041) |
Table 8 Statistics for stakeholder engagement model distinguishing $\beta_B > \alpha_B$ and $\beta_B \leq \alpha_B$ (mean(min;max))

| Case     | $\pi_S$     | $\pi_B$     | $\pi_T$     | $U^*_S$      | $U^*_B$      |
|----------|-------------|-------------|-------------|--------------|--------------|
| $\beta_B > \alpha_B$ | 16,303 (28; 25,878) | 30,685 (12,944; 51,634) | 46,988 (38,823; 51,753) | 9189 (− 44,081; 25,878) | 18,656 (1644; 46,473) |
| $\beta_B \leq \alpha_B$ | 14,523 (228; 25,878) | 30,285 (12,980; 51,634) | 44,808 (38,857; 51,662) | 5180 (− 47,721; 25,878) | 23,176 (12,980; 48,744) |
is more concerned with getting an advantage than a disadvantage. In Table 7, we can observe for the equity model that the buyer’s utility is higher in average when \( \beta_S > \alpha_S \). This condition also yields the highest possible value of profit for the buyer, as well as for the supply chain profit. For the stakeholder engagement model, Table 8 shows that the supplier’s utility and profit are higher in average when \( \beta_B > \alpha_B \). Again, this condition yields the highest possible value for the total supply chain profit, as well as a higher average value than when \( \beta_B \leq \alpha_B \).

### 8.2 Cost of ignoring equity

Now we look at cost of ignoring equity. We define the solution vectors \( x^{xy} = (w^{xy}, m^{xy}, I_S^{xy}, I_B^{xy}) \), where \( y = \{PR, EQ\} \). To assess the cost of ignoring equity, we implement both solution vectors in the model with equity concerns, where the buyer acts as game leader, and compare the outcomes. This comparison is shown through the changes in utility as \( \Delta U_S\% = \frac{U_S(x^{PR}) - U_S(x^{EQ})}{U_S(x^{EQ})} \) and \( \Delta U_B\% = \frac{U_B(x^{PR}) - U_B(x^{EQ})}{U_B(x^{EQ})} \). This measure captures the change in utility that results from using a profit-maximizing solution in a setting where the players are concerned with equity. Table 9 exhibits some selected results exemplifying the relevant results discussed in what follows.

Table 9 shows that the buyer, as game leader, always receives a higher utility by including equity concerns in his decision making process \( U_B(x^{EQ}) \). From the instances that we studied, we identify that this increase in utility can go as high as 70%. It is also important to acknowledge that this increase in the buyer’s utility can come at a cost to the supplier’s utility. The highest values of \( \Delta U_B\% \) also correspond to the lowest values of \( \Delta U_S\% \). However, it is interesting how in some cases both players can experience an increase in their utility when introducing equity concerns. In these cases, the increase is smaller than when only the buyer experiences an increase.

| \( \alpha_S \) | \( \beta_S \) | \( \tau_S \) | \( \alpha_B \) | \( \beta_B \) | \( \tau_B \) | \( U_S(x^{PR}) \) | \( U_S(x^{EQ}) \) | \( \Delta U_S\% \) | \( U_B(x^{PR}) \) | \( U_B(x^{EQ}) \) | \( \Delta U_B\% \) |
|---|---|---|---|---|---|---|---|---|---|---|---|
| 1 | 0.9 | 0.01 | 0.5 | 0.45 | 0.99 | 46,501 | 45,344 | 2.6 | 12,858 | 21,503 | −40.2 |
| 1 | 0.9 | 0.01 | 0.5 | 0.9 | 0.99 | 60,529 | 51,410 | 17.7 | 12,858 | 42,687 | −69.9 |
| 0.5 | 0.45 | 0.5 | 0.5 | 0.45 | 0.5 | 39,605 | 39,748 | −0.36 | 18,443 | 20,554 | −10.3 |
| 1 | 0.45 | 0.5 | 1 | 0.45 | 0.5 | 7249 | 7281 | −0.44 | 3465 | 3971 | −12.7 |
Considering that our main premise is to promote social equity by increasing smallholder farmers’ (suppliers’) profits, the results from this and the previous section lead us to conclude that the suppliers are better off by acting as followers and including equity concerns in their decision making process.

### 8.3 Capacity constraints

To study the effects of introducing a constraint in the supplier’s production capacity, we consider again the base case studied in Sect. 8.1 (where \(a = 500, b = 1, c_0 = 45, s = 0.05\) and we varied \(\alpha_i, \beta_i, \gamma_i, i \in \{S, B\}\) using three levels \(\{0.1, 0.5, 0.9\}\) for each). From the previous results, we observed that these instances yield a total demand \(D = a - bp\) within the range \([119.3, 228.8]\). Hence we imposed a capacity constraint of \(\bar{q} = 160\), which would be binding for a fraction of the instances studied. According to the analytical results in Sect. 6, this results in the constraint \(p \geq 340\). Table 10 shows a summary of the results obtained after introducing the capacity constraint.

If we compare the results to those in Table 5, where the capacity is not constrained, we can see that the constraint causes the profits and utilities of the follower in each model to decrease in average, whereas those of the leader increase. In general, if we look at each individual instance, the optimal solution is to produce the maximum possible amount \(\bar{q}\) when the constraint is binding. This means that the retail price is higher than that corresponding to the unconstrained optimal solution. This is achieved by increasing the wholesale price when the supplier is the leader, or by increasing the retail margin otherwise. Hence, we can see that the capacity constraint serves as a mechanism through which the game leader exercises his power by increasing his price. However, the introduction of constraints means that the total demand cannot be satisfied, and thus the resulting total supply chain profit will be lower.

### 9 Conclusions

In this paper we include equity concerns in the investment and pricing decision-making processes in agri-food supply chains to increase their levels of social responsibility. Using Stackelberg games, we model a supplier and buyer dyad with inequity aversion and show that equity concerns have an impact on the wholesale and retail prices,
| Model          | $x_T$ | $x_B$ | $t_B$ | $U_S^*$ | $U_B^*$ |
|----------------|-------|-------|-------|---------|---------|
| Stakeholder    | 17,026 ($-1840; 26,640$) | 29,788 ($14,466; 49,040$) | 46,814 ($40,048; 47,200$) | 9783 ($-41,728; 26,336$) | 29,553 ($14,464; 48,483$) |
| Engagement     | 17,026 ($-1840; 26,640$) | 29,788 ($14,466; 49,040$) | 46,814 ($40,048; 47,200$) | 9783 ($-41,728; 26,336$) | 29,553 ($14,464; 48,483$) |

Statistics varying equity parameters when $a = 500, b = 1, c_0 = 45, s = 0.05, \bar{q} = 160$ (mean (min;max)).

Table 10
as well as on the investment levels. Our model is based on the works by Cui et al. (2007) and Cui and Mallucci (2016). We based our study on the business model of the socially responsible company Fractal Café and made several modelling changes to the referred models to capture the characteristics of the relationship the company has with their coffee supplier. We model the equitable profit as a share of the total profit and not as a fraction of the other player’s payoff. Also, we include the investment levels as decision variables in the model with equity concerns and relax the assumption in earlier work that $a_i \geq \beta_i$, $i \in \{S, B\}$ to capture the concept of social responsibility. Finally, we consider a variation of our model where the supplier acts as game leader.

One of the purposes of this study is to understand if equity concerns and stakeholder engagement impact the pricing and investment decisions in supplier–buyer relationships. For the investment decisions, we find that the structure of the game is stronger than the equity concerns, so the leader of the game will always find it optimal not to make an investment. Since some social responsibility policies rely on buyers making an investment at the supplier, our results suggest that such a policy may require a different strategic relationship between both players. Despite this, the follower will still find it optimal to invest in some cases. Overall, compared to the base model, the investment is higher when using the equity model and lower when using the stakeholder engagement model. Regarding the pricing decisions, we find that the game follower uses his or her price as a mechanism to move towards an equitable distribution. Given that he or she is restricted by the leader’s decision, he or she can only use his price decision to minimize his deviation from an equitable distribution. Thus, he or she will increase the price when facing a situation of disadvantage, and decrease it when experiencing an advantage.

The second objective of our study concerns the effects of socially responsible practices on the game leader’s advantage. We find that being the leader of the game gives a player the power to be at an advantage, but this will not always be the outcome due to the equity concerns. In other words, the game leader will not always choose to be at an advantage and get a higher utility than the follower. Both player’s equity concerns will impact the pricing decisions, and in some situations the follower can receive a higher utility than the leader. In contrast, we find that the leader retains his or her advantage when equity concerns are introduced in a two-part tariff contract. This results in some cases with higher inequity, given that the game leader charges a fixed fee that is as high as the follower’s profit. Only when the leader’s concern for advantageous inequity is high, both players receive an equitable outcome.

Our numerical study helped us fulfill the third objective of our work, which consisted of identifying under which conditions the players and the supply chain as a whole can derive an economic benefit from implementing socially responsible practices. The results suggest that, when $\gamma_T \neq 1$, each player will obtain the highest profit when he or she has equity concerns but does not lead the Stackelberg game. Also, we identify that introducing equity concerns increases the total supply profit by increasing the investment and reducing the double marginalization. The results from the numerical study also provide us some insights regarding our final objective: the social cost of ignoring equity. We found that ignoring equity can result in a significant cost in the leader’s utility, but this also represents a gain in the follower’s utility. However, we also find that ignoring equity in some cases comes at a cost for both
players, but this costs are not as high as in the aforementioned case, where there is a trade-off between both players’ utilities.

Finally, the introduction of production capacity constraints in the Equity and Stakeholder engagement models allowed us to show that the main findings still hold even when the smallholder farmer has capacity restrictions. In the cases where the constraint is binding, it is still optimal for the buyer to purchase the entire production and to compensate for the quantity gap with an increase in the retail price. However, in the Stakeholder engagement model where the supplier acts as the leader, this increase in retail price is a result of an increase in the wholesale price. The buyer only benefits from this retail price increase in the Equity model, where he acts as leader. Thus, when there are capacity constraints, the discussed effects of introducing equity concerns in decision making are reversed and the game leader again exercises his advantage.

Overall, it is interesting to see how the prices are used by both players to attempt to reach an equitable allocation, but the investment decisions are not affected by equity concerns. We could argue that, despite having equity concerns, the players’ are conservative in the sacrifices they are willing to make for the other player. In other words, a player can be willing to reduce his price and, in turn, reduce his advantage over the other player, but still he will not be willing to make an investment if he is in a position of power. Thus, considering our setting where a smallholder farmer does not obtain sufficient earnings for a decent standard of living from her interactions with an agri-food firm, we conclude that this situation can be reversed if both stakeholders engage in socially responsible practices in their decision-making in the form of equity concerns. Contrary to our initial belief based on Fractal Café’s case, the farmer will actually not benefit from stakeholder engagement practices.
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## Appendix A: Complementary expressions for the results in Sects. 4, 5 and 7

\[ d_1 = ((\beta_S - 1)(-2 + \alpha_B(\gamma_B - 2)) + 2(1 + \alpha_B)\beta_S\gamma_S)((\beta_S - 1)(1 + \beta_B(\gamma_B - 1)) + (\beta_B - 1)\beta_S\gamma_S)^2 \]

\[ d_2 = -((\beta_S - 1)(-1 + \alpha_B(\gamma_B - 1)) + (1 + \alpha_B)\beta_S\gamma_S)^2((\beta_S - 1)(2 + \beta_B(\gamma_B - 2)) + 2(\beta_B - 1)\beta_S\gamma_S) \]

\[ d_3 = -(\beta_S - 1)((1 + \alpha_S)(1 + \beta_B(\gamma_B - 1)) + (\beta_B - 1)\alpha_S\gamma_S) \]

\[ d_4 = (1 + \alpha_S)((1 + \alpha_S)(2 + \beta_B(\gamma_B - 2)) + 2(\beta_B - 1)\alpha_S\gamma_S)(\beta_S - 1)(-1 + \alpha_B(\gamma_B - 1)) + (1 + \alpha_B)\beta_S\gamma_S)^2 \]

\[ d_5 = (\beta_S + \alpha_S(2\beta_S - 1))(2 + \beta_B(\gamma_B - 2))\gamma_S + 2\alpha_S\beta_S\gamma_S^2(\beta_B - 1) - 2(1 + \alpha_S)(\beta_S - 1)(1 + \beta_B(\gamma_B - 21) \]

\[ d_6 = (1 + \beta_S(\gamma_S - 1) \]

\[ + \gamma_S^2((1 + \alpha_S)(1 + \beta_B(\gamma_B - 1)) + (\beta_B - 1)\alpha_S\gamma_S)^2 \]

\[ d_7 = 4(1 + \alpha_S)(1 + \beta_S(\gamma_S - 1))\gamma_S((1 + \alpha_S)(2 + \beta_B(\gamma_B - 2)) + 2(\beta_B - 1)\alpha_S\gamma_S) \]

\[ d_8 = -((1 + \alpha_S)(-2 + \alpha_B(\gamma_B - 2)) + 2(1 + \alpha_B)\alpha_S\gamma_S)((1 + \alpha_S)(1 + \beta_B(\gamma_B - 1)) + (\beta_B - 1)\alpha_S\gamma_S)^2 \]

\[ d_9 = ((1 + \alpha_S)(-1 + \alpha_B(\gamma_B - 1)) + (1 + \alpha_B)\alpha_S\gamma_S)^2(1 + \alpha_S)(2 + \beta_B(\gamma_B - 2)) + 2(\beta_B - 1)\alpha_S\gamma_S) \]

\[ d_{10} = -2(2 + \alpha_S)(1 + \beta_B(\gamma_B - 1)) + (\beta_B - 1)\alpha_S\gamma_S)((\beta_S - 1)(1 + \beta_B(\gamma_B - 1)) + (\beta_B - 1)\beta_S\gamma_S)^2 \]

\[ d_{11} = (1 + \alpha_S)(1 + \beta_B(\gamma_B - 1)) \]

\[ + (\beta_B - 1)\alpha_S\gamma_S)^2(2(\beta_S - 1)(2 + \beta_B(\gamma_B - 1)) + (\beta_B - 1)\beta_S\gamma_S) \]

\[ d_{12} = (\beta_B - 1)(2(1 + \alpha_S)(1 + \beta_B(\gamma_B - 1)) + (\beta_B - 1)\beta_S\gamma_S) \]

\[ + (\beta_B - 1)\alpha_S\gamma_S)((\beta_S - 1)(1 + \beta_B(\gamma_B - 1)) + (1 + \alpha_B)\beta_S\gamma_S)^2 \]

\[ d_{13} = -((1 + \alpha_S)(1 + \beta_B(\gamma_B - 1)) + (1 + \alpha_B)\beta_S\gamma_S)^2(1 + \alpha_S)(2(\beta_S - 1)(-1 + \alpha_B(\gamma_B - 1)) + (1 + \alpha_B)\beta_S\gamma_S) \]

\[ d_{14} = (\alpha_B + \beta_B)\beta_B(\beta_S - 1)^2\gamma_B(2(\beta_S - 1)(-1 + \alpha_B(\gamma_B - 1)))(1 + \beta_B(\gamma_B - 1)) + \beta_S(2 + \alpha_B)\beta_B(1 + \beta_B(\gamma_B - 1)) - \gamma_B) + \beta_B(\gamma_B - 2))\gamma_S) \]

\[ d_{15} = (1 + \beta_B(\gamma_B - 1) + \gamma_B)^2((\beta_S - 1)(-1 + \alpha_B(\gamma_B - 1)) + (1 + \alpha_B)\beta_S\gamma_S)^2 \]
\[ d_{16} = 4(1 + \alpha_B)(1 + \beta_B(\gamma_B - 1))\gamma_B(2(\beta_S - 1) + 1 + \alpha_B(\gamma_B - 1)) \\
+ (1 + \alpha_B)\beta_S \gamma_S(1 - \gamma_B + \beta_S(\gamma_B + \gamma_S - 1)) \]
\[ d_{17} = ((1 + \alpha_S)(-1 + \alpha_B(\gamma_B - 2)) + (1 + \alpha_B)\alpha_S \gamma_S)^2(-2(-1 + \beta_S)(-1 + \alpha_B(\gamma_B - 1)) \\
+ (\alpha_B + 1)\beta_S \gamma_S) \]
\[ d_{18} = (2(1 + \alpha_S)(-1 + \alpha_B(\gamma_B - 1)) \\
+ (1 + \alpha_B)\alpha_S \gamma_S)((\beta_S - 1)(-1 + \alpha_B(\gamma_B - 1)) + (\alpha_B + 1)\beta_S \gamma_S)^2 \]
\[ y_1 = (\alpha_B(\gamma_B - 1) - 1) \]
\[ y_2 = (1 + \beta_B(\gamma_B - 1)) \]
\[ d_{19} = (1 + \alpha_B(1 - \gamma_B))((\beta_S - 1)(-1 + \alpha_B(\gamma_B - 1)) \\
+ (1 + \alpha_B)\beta_S \gamma_S)((\beta_S - 1)(-3 + \alpha_B(\gamma_B - 3)) \\
+ 3(1 + \alpha_B)\beta_S \gamma_S)((\beta_S - 1)(2 + \beta_B(\gamma_B - 2)) + 2(\beta_B - 1)\beta_S \gamma_S)^2 \]
\[ d_{20} = (1 + \beta_B(\gamma_B - 1))((\beta_S - 1)(-1 + \alpha_B(\gamma_B - 2)) \\
+ 2(1 + \alpha_B)\beta_S \gamma_S)((\beta_S - 1)(1 + \beta_B(\gamma_B - 1)) \\
+ (\beta_B - 1)\beta_S \gamma_S)((\beta_S - 1)(3 + \beta_B(\gamma_B - 3)) + 3(\beta_S \gamma_S(\beta_B - 1)) \]
\[ d_{21} = (-1 + \beta_B(1 - \gamma_B))((1 + \alpha_S)(1 + \beta_B(\gamma_B - 1)) \\
+ (\beta_B - 1)\alpha_S \gamma_S)((1 + \alpha_S)(3 + \beta_B(\gamma_B - 3)) \\
+ 3(\beta_B - 1)\beta_S \gamma_S)((\beta_S - 1)(2 + \alpha_B(\gamma_B - 2)) + 2(1 + \alpha_B)\beta_S \gamma_S)^2 \]
\[ d_{22} = (-1 + \alpha_B(\gamma_B - 1))((1 + \alpha_S)(2 + \beta_B(\gamma_B - 2)) \\
+ 2(\beta_B - 1)\alpha_S \gamma_S)((\beta_S - 1)(-1 + \alpha_B(\gamma_B - 1)) \\
+ (1 + \alpha_B)\beta_S \gamma_S)((\beta_S - 1)(-3 + \alpha_B(\gamma_B - 3)) + 3\beta_S \gamma_S(1 + \alpha_B)) \]
\[ d_{23} = ((\beta_S - 1)(\alpha_S(\gamma_B - 2) - 2) + 2(\beta_S \gamma_S(1 + \alpha_B))^2(\gamma_S - 1 - \beta_B(\gamma_T - 1)) - y_1((\beta_S - 1)y_1 \\
+ (1 + \alpha_B)\beta_S \gamma_S)((\beta_S - 1)(\alpha_B(\gamma_B - 3) - 3) + 3(1 + \alpha_B)\beta_S \gamma_S) \]
\[ d_{24} = (\beta_S + \alpha_S(2(\beta_S - 1))(4 + \beta_B(\gamma_B - 4))\gamma_S \\
+ 4\alpha_S \gamma_S(\beta_B - 1) - 2(1 + \alpha_S)((\beta_S - 1)(2 + \beta_B(\gamma_B - 2)) \]
\[ d_{25} = ((\beta_S - 1)\beta_B(\gamma_B - 2) + 2) + 2(\beta_S \gamma_S(\beta_B - 1))^2(\gamma_S - 1 - \beta_B(\gamma_T - 1)) + y_2((\beta_S - 1)y_2 \\
+ (\beta_B - 1)\beta_S \gamma_S)((\beta_S - 1)(\beta_B(\gamma_B - 3) + 3) + 3(\beta_B - 1)\beta_S \gamma_S) \]
\[ d_{26} = ((1 + \alpha_S)\beta_B(\gamma_B - 2) + 2) + 2(\beta_S \gamma_S(\beta_B - 1))^2(\gamma_S - 1 - \beta_B(\gamma_T - 1)) + y_2((1 + \alpha_S)y_2 \\
+ (\beta_B - 1)\alpha_S \gamma_S)((1 + \alpha_S)\beta_B(\gamma_B - 3) + 3(\beta_B - 1)\alpha_S \gamma_S) \]
\[ d_{27} = ((1 + \alpha_S)(-1 + \alpha_B(\gamma_B - 1)) \\
+ (1 + \alpha_B)\alpha_S \gamma_S)((1 + \alpha_S)(-3 + \alpha_B(\gamma_B - 3) + 3\alpha_S \gamma_S(1 + \alpha_B)) \]
\[ d_{28} = (-1 + \alpha_B(\gamma_B - 1))((1 + \alpha_S)(-1 + \alpha_B(\gamma_B - 1)) \\
+ (1 + \alpha_B)\alpha_S \gamma_S)((1 + \alpha_S)(-3 + \alpha_B(\gamma_B - 3)) + 3(\beta_S \gamma_S(\beta_B - 1)) \]
\[ d_{29} = (-1 + \beta_B(1 - \gamma_B))((1 + \alpha_S)(-2 + \alpha_B(\gamma_B - 2)) + 2\alpha_S \gamma_S(1 + \alpha_B))^2(1 + \alpha_S)(1 + \beta_B(\gamma_B - 1)) \\
+ \alpha_S \gamma_S(\beta_B - 1)((1 + \alpha_S)(3 + \beta_B(\gamma_B - 3)) + 3\alpha_S \gamma_S(\beta_B - 1)) \]
Appendix B: Proofs

Proof of Lemma 1

By backward induction, we begin solving the supplier’s problem. From the second order condition \( \frac{\delta^2 \Pi_S}{\delta w^2} = -2b \) we see that the supplier’s profit is concave in \( w \) and has a unique maximum, which we obtain from the first order condition \( \frac{\delta \Pi_S}{\delta w} = a - b(2w + m - c) = 0 \):

\[
w^* = \frac{a + b(c - m)}{2b}
\]

We substitute this expression in \( \Pi_B \) and verify the second order condition \( \frac{\delta^2 \Pi_B}{\delta m^2} = -b \). This shows that the buyer’s profit is concave in \( m \) and has a unique maximum. After obtaining the first order condition \( \frac{1}{2}(a - bc) - bm = 0 \), we find:

\[
m^* = \frac{a - bc}{2b} \quad \text{and} \quad w^* = \frac{1}{4} \left( \frac{a}{b} + 3c \right)
\]

Then we substitute these solutions back into the profit functions to solve the investment stage. Again, we start with the supplier’s problem by verifying that the second derivative with respect to \( I_S \) is negative \( \frac{\delta^2 U_S}{\delta I_S^2} = -\frac{(a-bc)^2}{32(aI_S + I_B)^2} \). Then we find the expression for the optimal investment using the first derivative \( \frac{\delta U_S}{\delta I_S} \):

\[
I^*_S = \frac{s(a - bc)^2 - I_B(b^2 - 16)^2}{(bs - 16)^2}
\]

For the buyer’s problem, we substitute \( I^*_S \) into \( \Pi_B \) and find \( \frac{\delta U_B}{\delta I_B} = -1 \). This means that the buyer’s profit function is decreasing in his investment, hence \( I^*_B = 0 \). \( \Box \)

Proof of Theorem 1

For the analysis of the supplier’s utility function, we rewrite it in piecewise form:

\[
U_S(w) = \begin{cases} 
(w - c)(a - b(w + m)) - I_S - \alpha_S(a - b(w + m))(\gamma_S(w + m) - w + (1 - \gamma_S)c), & w \leq \tilde{w} \\
(w - c)(a - b(w + m)) - I_S - \beta_S(a - b(w + m))(w - \gamma_S(w + m) - (1 - \gamma_S)c), & w > \tilde{w}
\end{cases}
\]

where \( \tilde{w} = \frac{c(\gamma_S - 1 - \gamma_S m)}{\gamma_S - 1} \).

We divide this proof in four parts:

1. Concavity of each piece of the function in \( w \).

   We look at the second order condition of optimality \( \frac{\delta^2 U_S}{\delta w^2} < 0 \).
\[ w \leq \bar{w} : \quad \frac{\delta^2 U_S}{\delta w^2} = 2b(-1 + \alpha_S(\gamma_S - 1)) \]

\[ w > \bar{w} : \quad \frac{\delta^2 U_S}{\delta w^2} = -2b(1 + \beta_S(\gamma_S - 1)) \]

Given the intervals in which \( \alpha_S, \beta_S, \) and \( \gamma_S \) are defined, we can see that \( \frac{\delta^2 U_S}{\delta w^2} < 0 \) in every case and we can conclude that the two pieces of \( U_S \) are concave in \( w \).

2. Continuity and differentiability of the function at \( \bar{w} \).

By definition, \( U_S(w) \) is continuous at \( \bar{w} \) if \( \lim_{w \to \bar{w}} U_S(w) = U_S(\bar{w}) \). We have that

\[
\lim_{w \to \bar{w}^-} U_S(w) = (w - c)(a - b(\bar{w} + m)) - I_S - \alpha_S(a - b(\bar{w} + m))(\gamma_S(\bar{w} + m) - \bar{w} + (1 - \gamma_S)c)
\]

\[
\lim_{w \to \bar{w}^+} U_S(w) = (w - c)(a - b(\bar{w} + m)) - I_S - \beta_S(a - b(\bar{w} + m))(\bar{w} - \gamma_S(\bar{w} + m) - (1 - \gamma_S)c)
\]

\[
\lim_{w \to \bar{w}^-} U_S(w) = \frac{-\gamma_S m}{\gamma_S - 1} \left( a - b \left( c - \frac{m}{\gamma_S - 1} \right) \right) - I_S
\]

\[
U_S(\bar{w}) = \frac{-\gamma_S m}{\gamma_S - 1} \left( a - b \left( c - \frac{m}{\gamma_S - 1} \right) \right) - I_S
\]

Since \( \lim_{w \to \bar{w}} U_S(w) = U_S(\bar{w}) \), we conclude that \( U_S(w) \) is continuous at \( w = \bar{w} \).

By definition, \( U_S(w) \) is differentiable at \( w = \bar{w} \) if

\[
\lim_{w \to \bar{w}^-} \frac{U_S(w) - U_S(\bar{w})}{w - \bar{w}} = \lim_{w \to \bar{w}^+} \frac{U_S(w) - U_S(\bar{w})}{w - \bar{w}}
\]

We have

\[
\lim_{w \to \bar{w}^-} \frac{U_S(w) - U_S(\bar{w})}{w - \bar{w}} = \frac{(w - c)(a - b(\bar{w} + m)) - \alpha_S(a - b(\bar{w} + m))(\gamma_S(w + m) - w + (1 - \gamma_S)c) - (w - c)(a - b(\bar{w} + m))}{w - \bar{w}}
\]

\[
\lim_{w \to \bar{w}^+} \frac{U_S(w) - U_S(\bar{w})}{w - \bar{w}} = \frac{(w - c)(a - b(\bar{w} + m)) + \beta_S(a - b(\bar{w} + m))(\gamma_S(w + m) - w + (1 - \gamma_S)c) - (w - c)(a - b(\bar{w} + m))}{w - \bar{w}}
\]

We can see that \( \lim_{w \to \bar{w}^-} \frac{U_S(w) - U_S(\bar{w})}{w - \bar{w}} \neq \lim_{w \to \bar{w}^+} \frac{U_S(w) - U_S(\bar{w})}{w - \bar{w}} \), so we conclude that \( U_S(w) \) is not differentiable at \( w = \bar{w} \).

3. Concavity of the entire function in \( w \).

We need to evaluate if \( \lim_{w \to \bar{w}^-} \frac{\delta U_S}{\delta w} - \lim_{w \to \bar{w}^+} \frac{\delta U_S}{\delta w} > 0 \). We have

\[
\lim_{w \to \bar{w}^-} \frac{\delta U_S}{\delta w} = a(1 - \alpha_S(\gamma_S - 1)) - b\left( (2\bar{w} + m - c) - \alpha_S((\gamma_S - 1)(\bar{w} + m - c) - \bar{w} + \gamma_S(m + \bar{w})) \right)
\]

\[
\lim_{w \to \bar{w}^+} \frac{\delta U_S}{\delta w} = a(1 + \beta_S(\gamma_S - 1)) - b\left( (2\bar{w} + m - c) + \beta_S((\gamma_S - 1)(\bar{w} + m - c) - \bar{w} + \gamma_S(m + \bar{w})) \right)
\]

We substitute these expressions and \( \bar{w} \) to evaluate if the condition for concavity holds, which reduces to: \( c - \frac{m}{\gamma_S - 1} < \frac{a}{b} \). From the condition that we imposed on the value of \( p \) so that demand is always positive, we know that \( m + w < \frac{a}{b} \) and for \( \bar{w} \) this becomes \( c - \frac{m}{\gamma_S - 1} < \frac{a}{b} \). Hence, we confirm that the condition holds so that \( U_S \) is concave in \( w \) in the interval \( \left[ 0, \frac{a}{b} \right] \) and it has a unique global optimum.

4. Optimal solutions.

Given that \( U_S \) is not differentiable at \( \bar{w} \), we have to solve the optimization problem for each of the pieces of the function separately.
– Optimization problem 1:

$$\max_w (w - c)(a - b(w + m)) - I_S - a_S(a - b(w + m))(\gamma_S(w + m) - w + (1 - \gamma_S)c)$$

s.t. \( w \leq \tilde{w} \)

We use the first order condition \( \frac{\delta U_S}{\delta w} = 0 \) to find the expression for the optimal wholesale price \( w^{*EQ} \):

$$\frac{\delta U_S}{\delta w} = a(1 - a_S(\gamma_S - 1)) - b((2w + m - c) - a_S((\gamma_S - 1)(w + m - c) - w + \gamma_S(m + w))) = 0$$

$$w_1 = \frac{1}{2}\left(\frac{a}{b} + c + \frac{m(1 + a_S(1 - 2\gamma_S))}{a_S(\gamma_S - 1) - 1}\right)$$

We find the values of \( m \) for which \( w \leq \tilde{w} \) holds, so we substitute \( w = w_1 \) in this inequality and find \( m \geq \frac{a_S(\gamma_S - 1)(\gamma_S - 1)}{b(\gamma_S - 1) - (1 + a_S)} = \tilde{m}_1 \).

We follow the same steps to find the optimal solution to the second optimization problem.

– Optimization problem 2:

$$\max_w (w - c)(a - b(w + m)) - I_S - a_S(a - b(w + m))(w - \gamma_S(w + m) - (1 - \gamma_S)c)$$

s.t. \( w > \tilde{w} \)

Using the first order condition of optimality:

$$\frac{\delta U_S}{\delta w} = a(1 + \beta_S(\gamma_S - 1)) - b((2w + m - c) + \beta_S((\gamma_S - 1)(w + m - c) - w + \gamma_S(m + w))) = 0$$

$$w_2 = \frac{1}{2}\left(\frac{a}{b} + c + \frac{m(-1 + \beta_S(1 - 2\gamma_S))}{1 + \beta_S(\gamma_S - 1)}\right)$$

The values of \( m \) for which \( w > \tilde{w} \) holds are given by

$$m < \frac{(-a + bc)(1 + \beta_S(\gamma_S - 1))}{b(1 + \beta_S(\gamma_S - 1) + \gamma_S)} = \tilde{m}_2$$

Finally we verify that \( \tilde{m}_1 \geq \tilde{m}_2 \) is true in every case, so that we can define three intervals in \( m \) for which each of the optimal solutions for \( w^{*EQ} \) apply, as stated in Theorem 1.

$$\gamma_S(\alpha_B + \beta_B)(\gamma_S - 1)^2(a - bc) \geq 0$$

We can see that all the terms in this condition are larger than or equal to zero, so the condition is true for every case and we can conclude that \( \tilde{m}_1 \geq \tilde{m}_2 \).

\( \square \)

**Proof of Theorem 2**

We identify three expressions for \( w^{*EQ}(m) \) based on the interval that contains \( m^{*EQ} \). We now follow the same four steps as in the previous stage to analyze the buyer’s utility function in each interval.
This page contains a mathematical analysis on the concavity and optimality conditions of a utility function in the context of supplier-buyer relationships in smallholder farmers. The author rewrites the buyer's utility function in its piecewise form and examines the second-order condition of optimality. The analysis includes conditions for concavity and differentiability of the utility function at a particular point, $\hat{m}_1$. The calculations involve limits and piecewise functions, indicating the behavior of the utility function across different intervals of $m$. The page also references social equity in supplier-buyer relationships in smallholder farming.
Since \( \lim_{m \to \hat{m}_1} U_B(m) = U_B(\hat{m}_1) \), we conclude that \( U_B(m) \) is continuous at \( m = \hat{m}_1 \).

By definition, \( U_B(m) \) is differentiable at \( m = \hat{m}_1 \) if \( \lim_{m \to \hat{m}_1} \frac{U_B(m) - U_B(\hat{m}_1)}{m - \hat{m}_1} \).

\[
\lim_{m \to \hat{m}_1^-} \frac{U_B(m) - U_B(\hat{m}_1)}{m - \hat{m}_1} = \frac{m(a - b(w_2^* + m)) - \alpha_B(a - b(w_2^* + m))(\gamma_B(w_2^* + m - c) - m) - \hat{m}_1(a - b(w_2^* + \hat{m}_1))}{m - \hat{m}_1}
\]

\[
\lim_{m \to \hat{m}_1^+} \frac{U_B(m) - U_B(\hat{m}_1)}{m - \hat{m}_1} = \frac{m(a - b(w_2^* + m)) - \beta_B(a - b(w_2^* + m))(m - \gamma_B(w_2^* + m - c) - \hat{m}_1(a - b(w_2^* + \hat{m}_1))}{m - \hat{m}_1}
\]

We can see that \( \lim_{m \to \hat{m}_1^-} \frac{U_B(m) - U_B(\hat{m}_1)}{m - \hat{m}_1} \neq \lim_{m \to \hat{m}_1^+} \frac{U_B(m) - U_B(\hat{m}_1)}{m - \hat{m}_1} \), so we conclude that \( U_B(m) \) is not differentiable at \( m = \hat{m}_1 \).

3. Concavity of entire function.

We need to evaluate if \( \lim_{m \to \hat{m}_1^-} \frac{\delta U_B}{\delta m} - \lim_{m \to \hat{m}_1^+} \frac{\delta U_B}{\delta m} > 0 \). We have

\[
\lim_{m \to \hat{m}_1^-} \frac{\delta U_B}{\delta m} = \frac{1}{2}(a - bc)(1 + \alpha_B) + \frac{b(\beta_3 - 1)(\beta_3 - 1)(-2 + \alpha_B(\gamma_B - 2)) + 2(1 + \alpha_B)\beta_3\gamma_S}{(1 + \beta_3(\gamma_S - 1))^2}
\]

\[
\lim_{m \to \hat{m}_1^+} \frac{\delta U_B}{\delta m} = \frac{1}{2}(a - bc)(1 - \beta_B) - \frac{b(\beta_3 - 1)(\beta_3 - 1)(2 + \beta_B(\gamma_B - 2)) + 2(\beta_B - 1)\beta_3\gamma_S}{(1 + \beta_3(\gamma_S - 1))^2}
\]

We substitute these expressions and \( \hat{m} \) in the condition for concavity to evaluate if it holds:

\[
\frac{(\alpha_B + \beta_B)(a - bc)(1 - \gamma_B + \beta_S(\gamma_B + \gamma_S - 1))}{2(1 + \beta_S(\gamma_S - 1))} > 0
\]

Considering the intervals on which \( \gamma_S, \gamma_B, \) and \( \beta_S \) are defined, we can see that all the terms on the left hand side of the inequality are always positive, so we confirm that the condition holds and conclude that, for \( m \leq \hat{m}_2 \), \( U_B \) is concave in \( m \) and it has a unique global optimum.

4. Optimal solutions.

Given that \( U_B \) is not differentiable at \( \hat{m}_1 \), we again have to solve the optimization problem for each of the pieces of the function separately.

- **Optimization problem 1:**

\[
\max_m m(a - b(w_2 + m)) - IB - \alpha_B(a - b(w_2 + m))(\gamma_B(w_2 + m - c) - m)
\]

\[
s.t. \quad m \leq \hat{m}_2 \quad \quad m \leq \hat{m}_1
\]

We use the first order condition \( \frac{\delta U_B}{\delta m} = 0 \) to find an expression for the optimal retail margin \( m^{*EQ} \).
\[ m_1 = \frac{(1 + \alpha_B)(-a + bc)(1 + \beta_S(y_S - 1))^2}{b(\beta_S - 1)((\beta_S - 1)(-2 + \alpha_B(y_B - 2)) + 2\beta_S y_S(1 + \alpha_B))} \]

We follow the same procedure to find the optimal solution to the second optimization problem.

- Optimization problem 2:

\[
\max_m m(a - b(w_2^* + m)) - I_B - \beta_B(a - b(w_2^* + m))(m - y_B(w_2^* + m - c))
\]

s.t. \( m \leq \hat{m}_2 \)

\( m > m_1 \)

Using the first order condition of optimality:

\[
m_2 = \frac{(\beta_B - 1)(-a + bc)(1 + \beta_S(y_S - 1))^2}{b(\beta_S - 1)((\beta_S - 1)(2 + \beta_B(y_B - 2)) + 2\beta_S y_S(\beta_B - 1))}
\]

We observe that, depending on the value of \( y_T \), it can occur that \( m_1 \geq \hat{m}_2 \). This means that the threshold dividing the pieces of \( U_B \) is equal or larger than the upper bound of the interval, \( \hat{m}_2 \), so that only the first piece of the utility function needs to be considered to find the optimal solution. To identify these cases, we look at the value of \( \hat{m}_2 - m_1 \):

\[
\hat{m}_1 - \hat{m}_2 = \frac{2(a - bc)(1 + \beta_S(y_S - 1))^2(y_B + y_S - 1)}{b(1 + \beta_S(y_S - 1) + y_S)((\beta_S - 1)(y_B - 2) + 2\beta_S y_S)}
\]

We can see that all the terms are positive for all cases except for \((y_S + y_B - 1)\), whose sign depends on the value of \( y_T \):

- If \( y_T < 1 \), then \( y_S + y_B - 1 < 0 \) and \( \hat{m}_2 > m_1 \)
- If \( y_T = 1 \), then \( y_S + y_B - 1 = 0 \) and \( \hat{m}_2 = m_1 \)
- If \( y_T > 1 \), then \( y_S + y_B - 1 > 0 \) and \( \hat{m}_2 < m_1 \)

Furthermore, we show that \( U_B \) is increasing in \( m \) for the cases when \( y_T \geq 1 \), such that \( m^*EO = \hat{m}_2 \). For this, we get the first derivative of \( U_B(m) \) when \( m < \hat{m}_1 \) and obtain a condition on \( m \) for the function to be increasing \((\frac{\delta U_B}{\delta m} \geq 0)\):

\[
\frac{\delta U_B}{\delta m} = \frac{1}{2}\left((a - bc)(1 + \alpha_B) + \frac{b(\beta_S - 1)((\beta_S - 1)(-2 + \alpha_B(y_B - 2)) + 2(1 + \alpha_B)\beta_S y_S)m_1}{(1 + \beta_S(y_S - 1))^2}\right) \geq 0
\]

\[
m \leq \frac{(-a + bc)(1 + \alpha_B)(1 + \beta_S(y_S - 1))^2}{b(\beta_S - 1)((\beta_S - 1)(-2 + \alpha_B(y_B - 2)) + 2(1 + \alpha_B)\beta_S y_S)}
\]

We verify if this is true in our interval of interest by checking if the lower bound \( \hat{m}_2 \) is always smaller or equal to this value. For this we check if \( m - \hat{m}_2 \geq 0 \):
We rewrite the utility function in its piecewise form:

\[
\frac{(a-bc)(1 + \beta_S(y_S - 1))((\beta_S - 1)(3 - 2\beta_S + a_B(3 + \beta_S(y_B - 2) - y_B))y_S + (1 + a_B)(\beta_S - 3)\beta_S^2 y_S^2)}{b(\beta_S - 1)(1 + \beta_S(y_S - 1) + y_S)((\beta_S - 1)(-2 + a_B(y_B - 2)) + 2(1 + a_B)\beta_S y_S)} + \frac{(a-bc)(1 + \beta_S(y_S - 1))(-(\beta_S - 1)^2(-1 + a_B(y_B - 1)))}{b(\beta_S - 1)(1 + \beta_S(y_S - 1) + y_S)((\beta_S - 1)(-2 + a_B(y_B - 2)) + 2(1 + a_B)\beta_S y_S)} \geq 0
\]

From the intervals in which \(a_B, \beta_S, y_S, \text{ and } y_B\) are defined, we can see that the terms \((\beta_S - 1)\) and the third term in the numerator are always smaller or equal to zero, whereas the rest are always positive. Hence, the entire expression is always larger than or equal to zero and we can conclude that \(U_B\) is increasing in \((0, \tilde{m}_2)\) when \(\gamma_T \geq 1\). Then, its maximum value is attained at \(m^{*EQ} = \tilde{m}_2\).

- **Interval 2** \(\tilde{m}_2 < m \leq \tilde{m}_1\), \(w^{*EQ}(m) = \tilde{w}\) We rewrite \(U_B\) in its piecewise form:

\[
U_B(m) = \begin{cases} 
  m(a-b(\tilde{w} + m)) - I_B - a_B(a-b(\tilde{w} + m))(y_B(\tilde{w} + m - c) - m), & m \leq \tilde{m}_2 \\
  m(a-b(\tilde{w} + m)) - I_B - \beta_B(a-b(\tilde{w} + m))(m - y_B(\tilde{w} + m - c)), & m > \tilde{m}_2
\end{cases}
\]

where \(\tilde{m}_2 = 0\).

We observe that the first piece of the function is outside the feasible interval for \(m\), so we only have to look at the second piece of \(U_B\) for the optimization in this interval. Also, \(U_B(m)\) is decreasing in the interval \(\tilde{m}_2 < m < \tilde{m}_1\), so the optimal solution is always equal to \(\tilde{m}_2\), the lower bound of the interval. To show this, we get the first derivative of \(U_B(m)\) when \(m > \tilde{m}_2\) and obtain a condition on \(m\) for the function to be decreasing (\(\frac{dU_B}{dm} \leq 0\)):

\[
\frac{\delta U_B}{\delta m} = -\frac{(1 - y_S + \beta_S(-1 + y_B + y_S))((a-bc)(y_S - 1) + 2bm)}{(y_S - 1)^2} \\
m \geq -\frac{(a-bc)(y_S - 1)}{2b}
\]

We verify if this is true in our interval of interest by checking if the lower bound \(\tilde{m}_2\) is always larger or equal to this value. For this we check if \(m - \tilde{m}_2 \leq 0\):

\[
\frac{(\beta_S - 1)(y_S - 1)^2(a-bc)}{2b(1 + \beta_S(y_S - 1) + y_S)} \geq 0
\]

The only negative term is \((\beta_S - 1)\), so we verify that this condition is always true and conclude that \(U_B\) is decreasing in \((\tilde{m}_2, \tilde{m}_1)\), hence its maximum value is attained at \(\tilde{m}_2\).

- **Interval 3** \(m > \tilde{m}_1\), \(w^{*EQ}(m) = w_1\)

We rewrite the utility function in its piecewise form:

\[
U_B(m) = \begin{cases} 
  m(a-b(w_1 + m)) - I_B - a_B(a-b(w_1 + m))(y_B(w_1 + m - c) - m), & m \leq \tilde{m}_3 \\
  m(a-b(w_1 + m)) - I_B - \beta_B(a-b(w_1 + m))(m - y_B(w_1 + m - c)), & m > \tilde{m}_3
\end{cases}
\]

where \(\tilde{m}_3 = \frac{I_B(a-bc)(-1 + \alpha_S(y_S - 1))}{b(1 + \alpha_S(y_B - 2) + 2b\alpha_S y_S)}\)

1. Concavity of the pieces of \(U_B(m)\).

We look at the second order condition of optimality \(\frac{\delta^2 U_B}{\delta m^2} < 0\).
For $m < \hat{m}_3$

$$\frac{\delta^2 U_B}{\delta m^2} = \frac{(1 + \alpha_S)b((1 + \alpha_S)(-2 + \alpha_B(\gamma_B - 2)) + 2(1 + \alpha_B)\alpha_S\gamma_S)}{2(1 + \alpha_S(1 - \gamma_S))^2} < 0$$

Considering the intervals on which $\alpha_B, \alpha_S, \gamma_S$, and $\gamma_B$ are defined, we can see that the third term on the numerator is always negative and the rest are always positive, so this condition always holds. We conclude that $U_B$ is concave in $m$ in this interval.

For $m > \hat{m}_3$:

$$\frac{\delta^2 U_B}{\delta m^2} = -\frac{(1 + \alpha_S)b((1 + \alpha_S)(2 + \beta_B(\gamma_B - 2)) + 2(\beta_B - 1)\alpha_S\gamma_S)}{2(1 + \alpha_S(1 - \gamma_S))^2} < 0$$

All the terms in the equation are always positive, thus resulting in a negative quantity with the minus sign. We conclude that $U_B$ is concave in $m$ in this interval.

2. Continuity and differentiability of $U_B(m)$ at $\hat{m}_3$.

By definition, $U_B(m)$ is continuous at $\hat{m}_3$ if $\lim_{m \to \hat{m}_3} U_B(m) = U_B(\hat{m}_3)$. We have that

$$\lim_{m \to \hat{m}_3} U_B(m) = \hat{m}_3 (a - b(w^*_1 + \hat{m}_3)) - I_B - \alpha_B(a - b(w^*_1 + \hat{m}_3)) (\gamma_B(w^*_1 + \hat{m}_3 - c) - \hat{m}_3)$$

$$= \frac{1}{2} \hat{m}_3 \left( a - b + \frac{b\hat{m}_3(1 + \alpha_S)}{-11 + \alpha_S(\gamma_S - 1)} \right) - I_B$$

$$\lim_{m \to \hat{m}_3} U_B(m) = \hat{m}_3 (a - b(w^*_1 + \hat{m}_3)) - I_B - \beta_B(a - b(w^*_1 + \hat{m}_3)) (\hat{m}_3 - \gamma_B(w^*_1 + \hat{m}_3 - c))$$

$$= \frac{1}{2} \hat{m}_3 \left( a - b + \frac{b\hat{m}_3(1 + \alpha_S)}{-11 + \alpha_S(\gamma_S - 1)} \right) - I_B$$

$$U_B(\hat{m}_3) = \frac{1}{2} \hat{m}_3 \left( a - b + \frac{b\hat{m}_3(1 + \alpha_S)}{-11 + \alpha_S(\gamma_S - 1)} \right) - I_B$$

Since $\lim_{m \to \hat{m}_3} U_B(m) = U_S(\hat{m}_3)$, we conclude that $U_B(m)$ is continuous at $m = \hat{m}_3$.

By definition, $U_B(m)$ is differentiable at $m = \hat{m}_3$ if $\lim_{m \to \hat{m}_3} \frac{U_B(m) - U_B(\hat{m}_3)}{m - \hat{m}_3}$ exists. We have

$$\lim_{m \to \hat{m}_3} \frac{U_B(m) - U_B(\hat{m}_3)}{m - \hat{m}_3} = \frac{m(a - b(w^*_1 + \hat{m}_3)) - \alpha_B(a - b(w^*_1 + \hat{m}_3)) (\gamma_B(w^*_1 + m - c) - \hat{m}_3 (a - b(w^*_1 + \hat{m}_3)))}{m - \hat{m}_3}$$

$$\lim_{m \to \hat{m}_3} \frac{U_B(m) - U_B(\hat{m}_3)}{m - \hat{m}_3} = \frac{m(a - b(w^*_1 + \hat{m}_3)) - \beta_B(a - b(w^*_1 + \hat{m}_3)) (m - \gamma_B(w^*_1 + m - c) - \hat{m}_3 (a - b(w^*_1 + \hat{m}_3)))}{m - \hat{m}_3}$$
We can see that \( \lim_{m \to \hat{m}_3} \frac{U_B(m) - U_B(\hat{m}_3)}{m - \hat{m}_3} \neq \lim_{m \to \hat{m}_3} \frac{U_B(m) - U_B(\hat{m}_3)}{m - \hat{m}_3} \), so we conclude that \( U_B(m) \) is not differentiable at \( m = \hat{m}_3 \).

3. Concavity of entire function.

We need to evaluate if

\[
\lim_{m \to \hat{m}_3} \frac{\delta U_B}{\delta m} = \lim_{m \to \hat{m}_3} \frac{\delta U_B}{\delta m} > 0. \quad \text{We have}
\]

\[
\lim_{m \to \hat{m}_3} \frac{\delta U_B}{\delta m} = \frac{1}{2} \left( (a - bc)(1 + a_B) + \frac{b(1 + a_B)((1 + a_S)(-2 + a_B(\gamma_B - 2)) + 2(1 + a_B)a_S(\gamma_S)\hat{m}_3)}{(1 + a_S(\gamma_S - 1))^2} \right)
\]

\[
\lim_{m \to \hat{m}_3} \frac{\delta U_B}{\delta m} = -\frac{1}{2} \left( (a - bc)(1 + a_B) + \frac{b(1 + a_B)((1 + a_S)(2 + \beta_B(\gamma_B - 2)) + 2(\beta_B - 1)a_S(\gamma_S)\hat{m}_3)}{(1 + a_S(1 - \gamma_S))^2} \right)
\]

We substitute these expressions and \( \hat{m}_3 \) to evaluate if the condition holds.

\[
\frac{(a_B + \beta_B)(a - bc)(-1 + \gamma_B + a_S(\gamma_B + \gamma_S - 1))}{2(-1 + a_S(\gamma_S - 1))} > 0
\]

Considering the intervals on which \( \gamma_S, \gamma_B, \) and \( a_S \) are defined, we can see that the first two terms in the numerator are always positive and the denominator is always negative. However, \( (-1 + \gamma_B + a_S(\gamma_B + \gamma_S - 1)) \) can be either positive or negative, depending on the values of the parameters. We conclude that, for \( m \geq \hat{m}_1 \), \( U_B \) is concave in \( m \) when \( (-1 + \gamma_B + a_S(\gamma_B + \gamma_S - 1)) < 0 \) and it has a unique global optimum.

For the cases when \( (-1 + \gamma_B + a_S(\gamma_B + \gamma_S - 1)) > 0 \), we now show that \( U_B \) is decreasing to the right of \( \hat{m}_1 \), such that \( m^\text{EQ} = \hat{m}_1 \). To prove this, we get the first derivative of \( U_B(m) \) when \( m > \hat{m}_3 \) and obtain a condition on \( m \) for the function to be decreasing (\( \frac{\delta U_B}{\delta m} \leq 0 \)):

\[
m \geq \frac{-(\beta_S - 1)\chi_1(-1 + a_B)(a + bc) + a_B(\gamma_B - 2) + \beta_S(\gamma_S)(1 + a_B)^2}{b(1 + a_B)(2(\beta_S - 1)\chi_1 + \beta_S(1 + a_B))}
\]

We verify if this is true in our interval of interest by checking if the lower bound \( \hat{m}_3 \) is always larger than or equal to this value. For this we check if \( \hat{m}_3 - m \geq 0 \):

\[
-1 + \gamma_B + a_S(\gamma_B + \gamma_S - 1) \geq \frac{-\beta_B\gamma_S(1 + a_S)^2 + \gamma_B(\gamma_S - 1)(1 + a_B)(1 + a_S(\gamma_S - 1))}{2(1 + a_B)(1 + a_S(\gamma_S - 1))}
\]

On the right hand side of the inequality, all the terms in the numerator are always negative, and the denominator is always positive. So we verify that, when the expression on the left of the inequality is positive, this condition is always true and conclude that \( U_B \) is decreasing in this interval, hence its maximum value is attained at \( \hat{m}_1 \).

4. Optimal solutions.

Given that \( U_B \) is not differentiable at \( \hat{m}_3 \), we have to solve the optimization problem for each of the pieces of the function separately.

- Optimization problem 1:
We use the first order condition $\frac{\partial U_B}{\partial m} = 0$ to find the expression for $m^{\ast}_{EQ}$:

$$m^{\ast}_{EQ} = - \frac{1 + \alpha_B(a - bc)(1 + \alpha_S(1 - \gamma_S))^2}{b(1 + \alpha_S)(1 + \alpha_S)(-2 + \alpha_B(\gamma_B - 2)) + 2\alpha_S\gamma_S(\alpha_B + 1)}$$

We follow the same steps to find the optimal solution to the second optimization problem.

- Optimization problem 2:

$$\max_m \quad m(a - b(\bar{\omega} + m)) - I_B - \beta_B(a - b(\bar{\omega} + m))(m - \gamma_B(\bar{\omega} + m - c))$$

s.t. \quad m > \bar{m}_3

m > \hat{m}_3

Using the first order condition of optimality:

$$m_4 = - \frac{(\beta_B - 1)(a - bc)(1 + \alpha_S(1 - \gamma_S))^2}{b(1 + \alpha_S)((1 + \alpha_S)(2 + \beta_B(\gamma_B - 2)) + 2\alpha_S\gamma_S(\beta_B - 1))}$$

As occurred for Interval 1, depending on the value of $\gamma_I$ it is possible that $\hat{m}_3 \leq \bar{m}_1$. This means that the threshold dividing the pieces of $U_B$ is equal to or smaller than the lower bound of the interval, $\bar{m}_1$, so that only
the second piece of the utility function needs to be considered to find the optimal solution. To identify these cases, we look at the value of \( \bar{m}_1 - \hat{m}_3 \):

\[
\hat{m}_3 - \bar{m}_1 = \frac{2(a - bc)(1 + \alpha_S(1 - \gamma_S))^2(\gamma_B + \gamma_S - 1)}{b(-1 + \alpha_S(\gamma_S - 1) - \gamma_S)(-2 + \gamma_B + \alpha_S(\gamma_B + 2(\gamma_S - 1)))}
\]

We can see that all the terms in the denominator are always negative, and all the terms in the numerator are positive for all cases except for \((\gamma_S + \gamma_B - 1)\), whose sign depends on the value of \( \gamma_T \):

- If \( \gamma_T < 1 \), then \( \gamma_S + \gamma_B - 1 < 0 \) and \( \bar{m}_1 > \hat{m}_3 \)
- If \( \gamma_T = 1 \), then \( \gamma_S + \gamma_B - 1 = 0 \) and \( \bar{m}_1 = \hat{m}_3 \)
- If \( \gamma_T > 1 \), then \( \gamma_S + \gamma_B - 1 > 0 \) and \( \bar{m}_1 < \hat{m}_3 \)

Hence, for the cases when \( \gamma_T \leq 1 \) we only look at the second piece of \( U_B \) in this interval, and \( m^{*EQ} = m_4 \).

**Proof of Theorem 3**

We have that \( \frac{\partial^2 U_B}{\partial \rho^2} = -1 \), so the buyer’s utility function decreases directly with the investment and, as game leader, the buyer finds it optimal not to invest \((I_B^{*EQ} = 0)\).

Regarding the supplier’s investment, the results from the pricing stage yield seven possible combinations for the optimal solutions, as shown in Table 11. We substitute the optimal expressions for the seven possible pricing solutions in the supplier’s utility function to find the optimal investment, which we can now represent as \( I_S = I_T - I_B \), where \( I_B = 0 \). Hence, \( I_S = I_T \). Considering that each utility function is defined by two pieces, this procedure results in 14 different utility functions for the supplier. These utility functions have different properties with respect to \( I_T \), as summarized in Table 12. These properties allow us to conclude that it is possible to find a closed form expression for the optimal total investment \( I_T^{*EQ} \) for the concave functions. For the utility functions listed as special cases:

- \( U_{S1D} \) is concave in \( I_T \) when

\[
-(1 + \alpha_S)(\beta_S - 1)^2(-1 + \alpha_B(\gamma_B - 1)) + (1 + \alpha_B)(\alpha_S(\beta_S - 3) - 2\beta_S)\beta_S\gamma_S^2
\]

\[
+ (\beta_S - 1)(\beta_S(1 + \alpha_B) - \alpha_S(1 + \alpha_B)(-3 + 2\beta_S) + \alpha_S\alpha_B\gamma_B(\beta_S - 1))\gamma_S > 0
\]

- \( U_{S2D} \) is concave in \( I_T \) when

\[
-(1 + \alpha_S)(\beta_S - 1)^2(1 + \beta_B(\gamma_B - 1)) + (\beta_B - 1)(\alpha_S(\beta_S - 3) - 2\beta_S)\beta_S\gamma_S^2
\]

\[
+ (\beta_S - 1)(\beta_S(\beta_B - 1) - \alpha_S(\beta_B - 1)(-3 + 2\beta_S) + \alpha_S\beta_B\gamma_B(\beta_S - 1))\gamma_S < 0
\]

If these conditions do not hold, the corresponding utility functions are convex decreasing in \( I_T \), which means that the optimal investment is \( I_T^{*EQ} = I_S^{*EQ} = 0 \).  

\( \square \)
**Proof of Theorem 4**

For the analysis of the buyer’s utility function, we rewrite it in piecewise form:

\[ U_B(m) = \begin{cases} m(a - b(w + m)) - I_B - \alpha_B(a - b(w + m))( \gamma_B(w + m - c) - m), & m \leq \bar{m} \\ m(a - b(w + m)) - I_B - \beta_B(a - b(w + m))(m - \gamma_B(w + m - c)), & m > \bar{m} \end{cases} \]

where \( \bar{m} = \frac{\gamma_B(w - c)}{1 - \gamma_B} \).

We divide this proof in four parts:

1. **Concavity of each piece of the function in** \( m \).

   We look at the second order condition of optimality \( \frac{\delta^2 U_B}{\delta m^2} < 0 \).

   \[
   m \leq \bar{m} : \quad \frac{\delta^2 U_B}{\delta m^2} = 2b(-1 + \alpha_B(\gamma_B - 1))
   \]

   \[
   m > \bar{m} : \quad \frac{\delta^2 U_B}{\delta m^2} = -2b(1 + \beta_B(\gamma_B - 1))
   \]

   Given the intervals in which \( \alpha_B, \beta_B, \) and \( \gamma_B \) are defined, we can see that \( \frac{\delta^2 U_B}{\delta m^2} < 0 \) in every case and we can conclude that the two pieces of \( U_B \) are concave in \( m \).

2. **Continuity and differentiability of the function at** \( \bar{m} \).

   By definition, \( U_B(m) \) is continuous at \( \bar{m} \) if \( \lim_{m \to \bar{m}} U_B(m) = U_B(\bar{m}) \). We have that

   \[
   \lim_{m \to \bar{m}} U_B(m) = \bar{m}(a - b(w + \bar{m})) - I_B - \alpha_B(a - b(w + \bar{m}))(\gamma_B(w + \bar{m} - c) - \bar{m})
   \]

   \[
   \lim_{m \to \bar{m}^+} U_B(m) = \bar{m}(a - b(w + \bar{m})) - I_B - \beta_B(a - b(w + \bar{m}))(\bar{m} - \gamma_B(w + \bar{m} - c))
   \]

   \[
   \lim_{m \to \bar{m}} U_B(m) = \frac{\gamma_B(w - c)}{1 - \gamma_B} \left( a - b \left( w + \frac{\gamma_B(w - c)}{1 - \gamma_B} \right) \right) - I_B
   \]

   \[
   U_B(\bar{m}) = \frac{\gamma_B(w - c)}{1 - \gamma_B} \left( a - b \left( w + \frac{\gamma_B(w - c)}{1 - \gamma_B} \right) \right) - I_B
   \]

   Since \( \lim_{m \to \bar{m}} U_B(m) = U_B(\bar{m}) \), we conclude that \( U_B(m) \) is continuous at \( m = \bar{m} \).

   By definition, \( U_B(m) \) is differentiable at \( m = \bar{m} \) if

   \[
   \lim_{m \to \bar{m}^-} \frac{U_B(m) - U_B(\bar{m})}{m - \bar{m}} = \lim_{m \to \bar{m}^+} \frac{U_B(m) - U_B(\bar{m})}{m - \bar{m}}.
   \]

   We have

   \[
   \lim_{m \to \bar{m}^-} \frac{U_B(m) - U_B(\bar{m})}{m - \bar{m}} = \frac{m(a - b(w + m)) - I_B - \alpha_B(a - b(w + m))(\gamma_B(w + m - c) - m) - \bar{m}(a - b(w + \bar{m})) + I_B}{m - \bar{m}}
   \]

   \[
   \lim_{m \to \bar{m}^+} \frac{U_B(m) - U_B(\bar{m})}{m - \bar{m}} = \frac{m(a - b(w + m)) - I_B + \beta_B(a - b(w + m))(\bar{m} - \gamma_B(w + m - c)) - \bar{m}(a - b(w + \bar{m})) + I_B}{m - \bar{m}}
   \]

   We can see that \( \lim_{m \to \bar{m}^-} \frac{U_B(m) - U_B(\bar{m})}{m - \bar{m}} \neq \lim_{m \to \bar{m}^+} \frac{U_B(m) - U_B(\bar{m})}{m - \bar{m}}, \) so we conclude that \( U_B(m) \) is not differentiable at \( m = \bar{m} \).
3. Concavity of the entire function in $m$.

We need to evaluate if \( \lim_{m \to \tilde{m}^-} \frac{\delta U_B}{\delta m} \) \( > \) \( \lim_{m \to \tilde{m}^+} \frac{\delta U_B}{\delta m} \). We have

\[
\begin{align*}
\frac{\delta U_B}{\delta m} &= (a - b(w + \tilde{m}))(1 + \alpha_B(1 - \gamma_B)) - b(m(1 + \alpha_B) - a_B \gamma_B(\tilde{m} + w - c)) \\
\frac{\delta U_B}{\delta m} &= (a - b(w + \tilde{m}))(1 - \beta_B(1 - \gamma_B)) - b(m(1 - \beta_B) + \beta_B \gamma_B(\tilde{m} + w - c))
\end{align*}
\]

We substitute these expressions and $\tilde{m}$ to evaluate if the condition for concavity holds, which reduces to: \( \frac{w - \gamma_B c}{1 - \gamma_B} < \frac{a}{b} \). From the condition that we imposed on the value of $p$ so that demand is always positive, we know that $m + w < \frac{a}{b}$ and for $\tilde{m}$ this becomes \( \frac{w - \gamma_B c}{1 - \gamma_B} < \frac{a}{b} \). Hence, we confirm that the condition holds so that $U_B$ is concave in $m$ in the interval $[0, \frac{a}{b}]$ and it has a unique global optimum.

4. Optimal solutions.

Given that $U_B$ is not differentiable at $\tilde{m}$, we have to solve the optimization problem for each of the pieces of the function separately.

- Optimization problem 1:

\[
\begin{align*}
\max_m & \quad m(a - b(w + m)) - I_B - \alpha_B(a - b(w + m))(\gamma_B(w + m - c) - m) \\
\text{s.t.} & \quad m \leq \tilde{m}
\end{align*}
\]

We use the first order condition \( \frac{\partial U_B}{\partial m} = 0 \) to find the expression for the optimal retail margin $m^{\ast \text{ST}}$:

\[
\begin{align*}
\frac{\delta U_B}{\delta m} &= (a - b(w + m))(1 + \alpha_B(1 - \gamma_B)) - b(m(1 + \alpha_B) - a_B \gamma_B(m + w - c)) = 0 \\
m_1 &= \frac{1}{2} \left( \frac{a}{b} - w - \frac{a_B \gamma_B(w - c)}{a_B(\gamma_B - 1) - 1} \right)
\end{align*}
\]

We find the values of $w$ for which $m < \tilde{m}$ holds, so we substitute $m = m_1$ in this inequality and find $w \geq \frac{a_B(\gamma_B - 1) - 1 - b(c)}{a_B(\gamma_B - 1) - 1 - b(c)} = \bar{w}_1$.

We follow the same steps to find the optimal solution to the second optimization problem.

- Optimization problem 2:

\[
\begin{align*}
\max_m & \quad m(a - b(w + m)) - I_B - \beta_B(a - b(w + m))(m - \gamma_B(w + m - c)) \\
\text{s.t.} & \quad m > \tilde{m}
\end{align*}
\]

Using the first order condition of optimality:

\[
\begin{align*}
\frac{\delta U_B}{\delta m} &= (a - b(w + m))(1 - \beta_B(1 - \gamma_B)) - b(m(1 - \beta_B) + \beta_B \gamma_B(m + w - c)) = 0 \\
m_2 &= \frac{1}{2} \left( \frac{a}{b} - w - \frac{\beta_B \gamma_B(w - c)}{1 + \beta_B(\gamma_B - 1)} \right)
\end{align*}
\]
The values of $w$ for which $m > \bar{m}$ holds are given by \[ w < \frac{a(1-\gamma_b)(1+\beta_B(\gamma_b-1))+b\gamma_b(2+\beta_B(\gamma_b-1))}{b(1+\beta_B(\gamma_b-1)+\gamma_b)} = \tilde{w}_2 \]

Finally we verify that $\tilde{w}_1 \geq \tilde{w}_2$ is true in every case, so that we can define three intervals in $w$ for which each of the optimal solutions for $m^{*ST}$ apply, as stated in Theorem 4.

\[ \gamma_B(\alpha_B + \beta_B)(\gamma_B - 1)^2(a - bc) \geq 0 \]

We can see that all the terms in this condition are larger than or equal to zero, so the condition is true for every case and we can conclude that $\tilde{w}_1 \geq \tilde{w}_2$.

\( \square \)

**Proof of Theorem 5**

We identify three expressions for $m^{*ST}(w)$ based on the interval that contains $w^{*ST}$. We now follow the same four steps as in the previous stage to analyze the supplier’s utility function in each interval.

- **Interval 1** $w \leq \tilde{w}_2$, $m^{*ST}(w) = m_2$

We rewrite the buyer’s utility function in its piecewise form:

\[ U_s(w) = \begin{cases} 
(w - c)(a - b(w + m_2)) - I_5 - a_5(a - b(w + m_2))(\gamma_S(w + m_2) - w + (1 - \gamma_S)c), & w \leq \tilde{w}_1 \\
(w - c)(a - b(w + m_2^2)) - I_5 - \beta_5(a - b(w + m_2^2))(w - \gamma_S(w + m_2^2) - (1 - \gamma_S)c), & w > \tilde{w}_1 
\end{cases} \]

where \( \tilde{w}_1 = \frac{\gamma_S(1+\beta_B(\gamma_b-1)-bc(2+2\gamma_b(\gamma_b-2)-2\gamma_b+2(\gamma_b-1)))}{b(2-\gamma_b+\beta_B(-2+2\gamma_b+\gamma_b))} \).

1. Concavity of the pieces of $U_S(w)$.

We look at the second order condition of optimality \( \frac{\delta^2 U_S}{\delta w^2} < 0 \).

- For $w \leq \tilde{w}_1$:

\[
\frac{\delta^2 U_S}{\delta w^2} = \frac{b(\beta_B - 1)(2(\alpha_S + 1)(1 + \beta_B(\gamma_b - 1)) + (\beta_B - 1)\alpha_S\gamma_S)}{2(1 + \beta_B(\gamma_b - 1))^2} < 0
\]

\[
2 \left(1 - \frac{\beta_B \gamma_B}{\beta_B - 1}\right) > \frac{\alpha_S \gamma_S}{1 + \alpha_S}
\]

We know that $\beta_B - 1 < 0$, so the left hand side of the inequality results in an amount larger than two. The right hand side results in a very small number, so we conclude that this condition is always true and $U_S$ is concave in $w$ in this interval.

- For $w > \tilde{w}_1$:

\[
\frac{\delta^2 U_S}{\delta w^2} = \frac{b(\beta_B - 1)(-2(\beta_S - 1)(1 + \beta_B(\gamma_b - 1)) - (\beta_B - 1)\beta_S\gamma_S)}{2(1 + \beta_B(\gamma_b - 1))^2} < 0
\]

\[
- 2(\beta_S - 1)(1 + \beta_B(\gamma_b - 1)) - \beta_S\gamma_S(\beta_B - 1) > 0
\]
Considering again that $\beta_B - 1 < 0$ and that $(1 + \beta_B(\gamma_B - 1))$ always has a positive value, we can see that we have a sum of two positive values so that this condition always holds and $U_S$ is concave in $w$ in this interval.

2. Continuity and differentiability of $U_S(w)$ at $\hat{w}_1$.

By definition, $U_S(w)$ is continuous at $\hat{w}_1$ if $\lim_{w \to \hat{w}_1} U_S(w) = U_S(\hat{w}_1)$. We have that

$$\lim_{w \to \hat{w}_1} U_S(w) = (\hat{w}_1 - c) (a - b(\hat{w}_1 + m_2)) - I_S - a_S(a - b(\hat{w}_1 + m_2)) (\gamma_S(\hat{w}_1 + m_2) - \hat{w}_1 + (1 - \gamma_S)c)$$

$$= (\hat{w}_1 - c) \left( \frac{a(1 + a_B(\gamma_B - 1)) - b(\hat{w}_1 - \beta_B(\gamma_B - 1))}{2(1 + \beta_B(\gamma_B - 1))} \right) - I_S$$

$$\lim_{w \to \hat{w}_1} U_S(w) = (\hat{w}_1 - c) (a - b(\hat{w}_1 + m_2)) - I_S - \beta_S(a - b(\hat{w}_1 + m_2)) (\hat{w}_1 - \gamma_S(\hat{w}_1 + m_2) - (1 - \gamma_S)c)$$

$$= (\hat{w}_1 - c) \left( \frac{a(1 + a_B(\gamma_B - 1)) - b(\hat{w}_1 - \beta_B(\gamma_B - 1))}{2(1 + \beta_B(\gamma_B - 1))} \right) - I_S$$

$$U_S(\hat{w}_1) = (\hat{w}_1 - c) \left( \frac{a(1 + a_B(\gamma_B - 1)) - b(\hat{w}_1 - \beta_B(\gamma_B - 1))}{2(1 + \beta_B(\gamma_B - 1))} \right) - I_S$$

Since $\lim_{w \to \hat{w}_1} U_S(w) = U_S(\hat{w}_1)$, we conclude that $U_S(w)$ is continuous at $w = \hat{w}_1$.

By definition, $U_S(w)$ is differentiable at $w = \hat{w}_1$ if $\lim_{w \to \hat{w}_1} \frac{U_S(w) - U_S(\hat{w}_1)}{w - \hat{w}_1}$. We have

$$\lim_{w \to \hat{w}_1} U_S(w) - U_S(\hat{w}_1)$$

$$(w - c)(a - b(w + m_2)) - a_S(a - b(w + m_2)) (\gamma_S(w + m_2) - w + (1 - \gamma_S)c) - (\hat{w}_1 - c)(a - b(\hat{w}_1 + m_2))$$

$$\lim_{w \to \hat{w}_1} U_S(w) - U_S(\hat{w}_1) = (w - c)(a - b(w + m_2)) - \beta_S(a - b(w + m_2)) (w - \gamma_S(w + m_2) - (1 - \gamma_S)c) - (\hat{w}_1 - c)(a - b(\hat{w}_1 + m_2))$$

We can see that $\lim_{w \to \hat{w}_1} \frac{U_S(w) - U_S(\hat{w}_1)}{w - \hat{w}_1} \neq \lim_{w \to \hat{w}_1} \frac{U_S(w) - U_S(\hat{w}_1)}{x - \hat{w}_1}$, so we conclude that $U_S(w)$ is not differentiable at $w = \hat{w}_1$.

3. Concavity of entire function.
We need to evaluate if \( \lim_{w \to \hat{w}_1^-} \frac{\delta U_S}{\delta w} - \lim_{w \to \hat{w}_1^+} \frac{\delta U_S}{\delta w} > 0 \). We have

\[
\lim_{w \to \hat{w}_1^-} \frac{\delta U_S}{\delta w} = \frac{a - bc}{2} \left( 3 + \alpha_S + \frac{\alpha_S \gamma_S (\beta_B - 1)}{1 + \beta_B (\gamma_B - 1)} + \frac{-4(1 + \beta_B (\gamma_B - 1))}{2 - \gamma_S + \beta_B (2(\gamma_B - 1) + \gamma_S)} \right)
\]

\[
\lim_{w \to \hat{w}_1^+} \frac{\delta U_S}{\delta w} = \frac{a - bc}{2} \left( 3 - \beta_S - \frac{\beta_S \gamma_S (\beta_B - 1)}{1 + \beta_B (\gamma_B - 1)} + \frac{-4(1 + \beta_B (\gamma_B - 1))}{2 - \gamma_S + \beta_B (2(\gamma_B - 1) + \gamma_S)} \right)
\]

We substitute these expressions and \( \hat{w} \) in the condition for concavity to evaluate if it holds:

\[
\frac{(\alpha_S + \beta_S)(a - bc)(1 - \gamma_S + \beta_B (\gamma_B + \gamma_S - 1))}{2x_2} > 0
\]

Considering the intervals on which \( \gamma_S, \gamma_B, \) and \( \beta_B \) are defined, we can see that all the terms on the left hand side of the inequality are always positive, so we confirm that the condition holds and conclude that, for \( w \leq \hat{w}_2 \), \( U_S \) is concave in \( w \) and it has a unique global optimum.

4. Optimal solutions.

Given that \( U_S \) is not differentiable at \( \hat{w}_1 \), we again have to solve the optimization problem for each of the pieces of the function separately.

- Optimization problem 1:

\[
\max_w (w - c)(a - b(w + m_z)) - I_S - \alpha_S(a - b(w + m_z))(\gamma_S(w + m_z) - w + (1 - \gamma_S)c)
\]

\[\text{s.t. } w \leq \hat{w}_2\]

\[w \leq \hat{w}_1\]

We use the first order condition \( \frac{\delta U_S}{\delta w} = 0 \) to find an expression for the optimal retail margin \( w^{*ST} \):

\[
w_1 = \frac{-(1 + \alpha_S)(1 + \beta_B (\gamma_B - 1))(a(1 + \beta_B (\gamma_B - 1)) - bc(\beta_B (1 + \gamma_B - 1))) + \alpha_S \gamma_S bc (\beta_B - 1)^2}{b(\beta_B - 1)(2 + \alpha_S)(1 + \beta_B (\gamma_B - 1)) + \alpha_S (\beta_B - 1) \gamma_S}
\]

We follow the same procedure to find the optimal solution to the second optimization problem.

- Optimization problem 2:
\[
\max_w \quad (w - c)(a - b(w + m_z)) - I_s - \beta_s(a - b(w + m_z))(w - \gamma_s(w + m_z) - (1 - \gamma_s)c)
\]
\[
s.t. \quad w \leq \hat{w}_2 \\
\quad \quad \quad w > \hat{w}_1
\]

Using the first order condition of optimality:

\[
w_2 = \frac{-(\beta_s - 1)(1 + \beta_B(\gamma_B - 1))(a(1 + \beta_B(\gamma_B - 1)) - \beta_s(1 + \gamma_B) - 1)) + \beta_s\gamma_s bc(\beta_B - 1)^2}{b(\beta_B - 1)(2(\beta_s - 1)(1 + \beta_B(\gamma_B - 1)) + (\beta_B - 1)\beta_s\gamma_s)}
\]

We observe that, depending on the value of \(\gamma_T\), it can occur that \(\hat{w}_1 \geq \hat{w}_2\). This means that the threshold dividing the pieces of \(U_s\) is equal to or larger than the upper bound of the interval, \(\hat{w}_2\), so that only the first piece of the utility function needs to be considered to find the optimal solution. To identify these cases, we look at the value of \(\hat{w}_2 - \hat{w}_1\):

\[
\hat{w}_2 - \hat{w}_1 = \frac{-2(1 + \beta_B(\gamma_B - 1))^2(a - bc)(\gamma_S + \gamma_B - 1)}{b(1 + \beta_B(\gamma_B - 1) + \gamma_B)(2 - \gamma_S + \beta_B(-2(1 - \gamma_B) + \gamma_S))}
\]

We can see that all the terms are positive for all cases except for \((\gamma_S + \gamma_B - 1)\), whose sign depends on the value of \(\gamma_T\):

- If \(\gamma_T < 1\), then \(\gamma_S + \gamma_B - 1 < 0\) and \(\hat{w}_2 > \hat{w}_1\)
- If \(\gamma_T = 1\), then \(\gamma_S + \gamma_B - 1 = 0\) and \(\hat{w}_2 = \hat{w}_1\)
- If \(\gamma_T > 1\), then \(\gamma_S + \gamma_B - 1 > 0\) and \(\hat{w}_2 < \hat{w}_1\)

Furthermore, we show that \(U_s\) is increasing in \(w\) for the cases when \(\gamma_T \geq 1\), such that \(w^{\ast ST} = \hat{w}_2\). For this, we get the first derivative of \(U_s(w)\) when \(w < \hat{w}_1\) and obtain a condition on \(w\) for the function to be increasing (\(\frac{\partial U_s}{\partial w} \geq 0\)):

\[
\frac{\partial U_s}{\partial w} = \alpha(1 + a_s)x^2 + bc((-1 + a_s)(1 + \beta_B(\gamma_B - 1))(-1 + \beta_B(1 + \gamma_B)) - a_s\gamma_s(\beta_B - 1)^2) + bw(\beta_B - 1)(2(1 + a_s)x + a_s\gamma_s(\beta_B - 1))
\]

\[
x = (1 + \beta_B(\gamma_B - 1))
\]

\[
w \leq \frac{-(1 + a_s)(1 + \beta_B(\gamma_B - 1))(a(1 + \beta_B(\gamma_B - 1)) - \beta_s(1 + \gamma_B) - 1)) + \beta_s\gamma_s bc(\beta_B - 1)^2}{b(\beta_B - 1)(2(1 + a_s)(1 + \beta_B(\gamma_B - 1)) + a_s\gamma_s(\beta_B - 1))}
\]
We verify if this is true in our interval of interest by checking if the lower bound \( \tilde{w}_2 \) is always smaller or equal to this value. For this we check if \( \tilde{w}_2 - w \leq 0 \):

\[
- (1 + \beta_B(\gamma_B - 1))(a - bc)((1 + \beta_B(\gamma_B - 1))(1 + \alpha_S(1 + \beta_B(\gamma_B - 1) - 3\gamma_B) + \alpha_S(\gamma_B - 1)(\beta_B - 1)^2) \\
\leq 0
\]

From the intervals in which \( \alpha_S, \beta_B, \gamma_S, \gamma_B \) are defined, we can see that the terms \( \beta_B - 1 \) and the third term in the numerator are always smaller than or equal to zero, whereas the rest are always positive. Hence, the entire expression is always smaller than or equal to zero and we can conclude that \( U_S \) is increasing in \((0, \tilde{w}_2)\) when \( \gamma_T \geq 1 \). Then, its maximum value is attained at \( w^{*ST} = \tilde{w}_2 \).

- **Interval 2** \( \tilde{w}_2 < w \leq \tilde{w}_1 \), \( w^{*ST}(m) = \bar{m} \)

We rewrite \( U_S \) in its piecewise form:

\[
U_S(w) = \begin{cases} 
(w - c)(a - b(w + \bar{m})) - I_S - \alpha_S(a - b(w + \bar{m}))(\gamma_S(w + \bar{m}) - w + (1 - \gamma_S)c), & \text{w} \leq \tilde{w}_2 \\
(w - c)(a - b(w + \bar{m})) - I_S - \beta_S(a - b(w + \bar{m}))(w - \gamma_S(w + \bar{m}) - (1 - \gamma_S)c), & \text{w} > \tilde{w}_2 
\end{cases}
\]

where \( \tilde{w}_2 = c \)

We observe that \( \tilde{w}_2 < \tilde{w}_1 \) in every case, so we only have to look at the second piece of \( U_S \) for the optimization in this interval. For this, we evaluate if \( \tilde{w}_2 - \tilde{w}_2 < 0 \):

\[
\frac{(a - bc)\gamma_B x_2}{b(x_2 + \gamma_B)} < 0
\]

Considering the conditions \( a - bp > 0 \) and \( p > c \), we can conclude that \( \tilde{w}_2 < \tilde{w}_2 \) is true.

Also, we observe that \( U_s(w) \) is decreasing in the interval \( \tilde{w}_2 < w < \tilde{w}_1 \), so the optimal solution is always equal to \( \tilde{w}_2 \), the lower bound of the interval. To show this, we get the first derivative of \( U_s(w) \) when \( w > \tilde{w}_2 \) and obtain a condition on \( w \) for the function to be decreasing (\( \frac{\delta U_s}{\delta w} \leq 0 \)):

\[
\frac{\delta U_s}{\delta w} = - \frac{(1 - \gamma_B + \beta_B(-1 + \gamma_B + \gamma_S)) (a(\gamma_B - 1) + b(2w - c(1 + \gamma_B)))}{(\gamma_B - 1)^2} \leq 0
\]

\[
w \geq \frac{1}{2} \left( \frac{a(1 - \gamma_B)}{b} + (1 + \gamma_B)c \right)
\]

We verify if this is true in our interval of interest by checking if the lower bound \( \tilde{w}_2 \) is always larger or equal to this value. For this we check if \( \tilde{w}_2 - w \geq 0 \):

\[
- \frac{(\beta_B - 1)(\gamma_B - 1)^2(a - bc)}{2b(x_2 + \gamma_B)} \geq 0
\]

\[
(1 - \beta_B)(\gamma_B - 1)^2(a - bc) \geq 0
\]
All the terms always take a positive value, so we verify that this condition is always true and conclude that \( U_S \) is decreasing in \((\hat{w}_2, \hat{w}_1)\), hence its maximum value is attained at \( \hat{w}_2 \).

- **Interval 3** \( w > \hat{w}_1 \), \( m^{*ST}(w) = m_1 \)

  We rewrite the utility function in its piecewise form:

  \[
  U_S(w) = \begin{cases} 
  (w-c)(a-b(w+m_1)) - I_S - a_S(a-b(w+m_1))(\gamma_S(w+m_1) - w + 1 - \gamma_S), & \text{if } \leq \hat{w}_3 \\
  (w-c)(a-b(w+m_1)) - I_S - b_S(a-b(w+m_1))(w - \gamma_S(w+m_1) - (1 - \gamma_S)), & \text{if } \geq \hat{w}_3 
  \end{cases}
  \]

  where \( \hat{w}_3 = \frac{\alpha_S(a_B(\gamma_B-1)-1)+bc(2\gamma_B-1)+a_B(-2(1-\gamma_B-\gamma_B\gamma_S))}{b(-2+\gamma_S+a_B(-2(1-\gamma_B)+\gamma_S))} \)

  1. Concavity of the pieces of \( U_S(w) \).

    We look at the second order condition of optimality \( \frac{\delta^2 U_S}{\delta w^2} < 0 \).

    - For \( w < \hat{w}_3 \):
      \[
      \frac{\delta^2 U_S}{\delta w^2} = \frac{(1 + \alpha_B)b(2(\alpha_S + 1)(\alpha_B(\gamma_B - 1) - 1) + (1 + \alpha_B)\alpha_S\gamma_S)}{2(1 + \alpha_B(1 - \gamma_B))^2} < 0
      \]

      Considering the intervals on which \( \alpha_B, \alpha_S, \gamma_S \), and \( \gamma_B \) are defined, we can see that the result on the left hand side of the inequality is a number close to two, whereas the result on the right hand side is a very small number, which will always be smaller. We conclude that \( U_S \) is concave in \( w \) in this interval.

    - For \( w > \hat{w}_3 \):
      \[
      \frac{\delta^2 U_S}{\delta w^2} = \frac{(1 + \alpha_B)b(-2(\beta_S - 1)x_1 - (1 + \alpha_B)\beta_S\gamma_S)}{2(1 + \alpha_B(1 - \gamma_B))^2} < 0
      \]

      \(- 2(\beta_S - 1)x_1 < \beta_S\gamma_S(\alpha_B + 1)\)

      All the terms to the left of the inequality are negative, thus resulting in a negative quantity. On the contrary, the expression to the right of the inequality is always positive, so this condition always holds and \( U_S \) is concave in \( w \) in this interval.

  2. Continuity and differentiability of \( U_S(w) \) at \( \hat{w}_3 \).

    By definition, \( U_S(w) \) is continuous at \( \hat{w}_3 \) if \( \lim_{w \to \hat{w}_3} U_S(w) = U_S(\hat{w}_3) \). We have that
We need to evaluate if the condition holds.

\[
(a_S + \beta_S)(a - bc)(-1 + \gamma_S + \alpha_B(\gamma_B + \gamma_S - 1)) \geq 0
\]
Considering the intervals on which \( \gamma_S, \gamma_B, \) and \( \beta_B \) are defined, we can see that the first two terms in the numerator are always positive and the denominator is always negative. However, \((-1 + \gamma_S + \alpha_B(\gamma_B + \gamma_S - 1))\) can be either positive or negative, depending on the values of the parameters. We conclude that, for \( w \geq \hat{w}_1 \), \( U_S \) is concave in \( w \) when \((-1 + \gamma_S + \alpha_B(\gamma_B + \gamma_S - 1)) < 0\) and it has a unique global optimum.

For the cases when \((-1 + \gamma_S + \alpha_B(\gamma_B + \gamma_S - 1)) > 0\), we prove that \( U_S \) is decreasing to the right of \( \hat{w}_1 \), such that \( w^{*ST} = \hat{w}_1 \). To prove this, we get the first derivative of \( U_S(w) \) when \( w > \hat{w}_3 \) and obtain a condition on \( w \) for the function to be decreasing \((\frac{dU_S}{dw} \leq 0)\):

\[
w \geq \frac{-(\beta_S - 1)(a_B(\gamma_B - 1) - 1)(-1 + a_B)(a + bc) + a_B\gamma_B(a - bc)) + \beta_S\gamma_Sbc(1 + a_B)^2}{b(1 + a_B)(2(\beta_S - 1)(a_B(\gamma_B - 1) - 1) + \beta_S\gamma_S(1 + a_B))}
\]

We verify if this is true in our interval of interest by checking if the lower bound \( \hat{w}_3 \) is always larger than or equal to this value. For this we check if \( \hat{w}_3 - w \geq 0 \):

\[ -1 + \gamma_S + \alpha_B(\gamma_B + \gamma_S - 1) \geq \frac{\beta_S\gamma_S^2(1 + a_B)^2 - \gamma_S(a_B - 1)(\beta_S - 1)(a_B(\gamma_B - 1) - 1)}{-2(\beta_S - 1)(a_B(\gamma_B - 1) - 1)} \]

On the right hand side of the inequality, all the terms in the numerator are always negative, and the denominator is always negative. So we verify that, when the expression on the left of the inequality is positive, this condition is always true and conclude that \( U_S \) is decreasing in this interval, hence its maximum value is attained at \( \hat{w}_1 \).

4. Optimal solutions.

Given that \( U_S \) is not differentiable at \( \hat{w}_3 \), we have to solve the optimization problem for each of the pieces of the function separately.

- **Optimization problem 1:**

\[
\max_w (w - c)(a - b(w + m_1)) - I_S - a_S(a - b(w + m_1))(\gamma_S(w + m_1) - w + (1 - \gamma_S)c) \\
\text{s.t.} \quad w > \hat{w}_3 \\
\quad \quad \quad \quad \quad \quad w < \hat{w}_3
\]

| Solution | \( w^{*ST} \) | \( m^{*ST} \) |
|----------|----------------|----------------|
| 1        | \( w_1 \)      | \( m_2 \)      |
| 2        | \( \hat{w}_1 \) | \( m_2 \)      |
| 3        | \( w_2 \)      | \( m_2 \)      |
| 4        | \( \hat{w}_2 \) | \( m \)        |
| 5        | \( w_3 \)      | \( m_1 \)      |
| 6        | \( \hat{w}_3 \) | \( m_1 \)      |
| 7        | \( w_4 \)      | \( m_1 \)      |

Table 13 Possible pricing solutions when the supplier is leader
Table 14  Behavior of the buyer’s utility functions $U_{Bjk}$ with respect to $I_T$, where $j$ indicates the number of the solution (see Table 13) and $k$ indicates if the utility function corresponds to a case of disadvantageous (D) or advantageous (A) inequity

| Concave functions | Convex decreasing functions | Special cases |
|-------------------|-----------------------------|---------------|
| $U_{B1A}, U_{B2A}, U_{B3A}, U_{B4A}, U_{B5A}, U_{B6A}$ | $U_{B1D}, U_{B3D}$ | $U_{B2D}, U_{B6A}$ |

We use the first order condition $\frac{\delta U_s}{\delta w} = 0$ to find the expression for $w_*^{ST}$:

$$w_3 = \frac{-(1 + a_S)(a_B(y_B - 1) - 1)\left((-1 + a_B)(a + bc) + a_By_B(a - bc)\right) + a_Sy_Sbc(1 + a_B)^2}{b(1 + a_B)(2(1 + a_S)(a_B(y_B - 1) - 1) + (1 + a_B)a_Sy_S)}$$

We follow the same steps to find the optimal solution to the second optimization problem.

- Optimization problem 2:

$$\max_w \quad (w-c)(a-b(w+m_1^*)) - I_s - \beta_3(a-b(w+m_1^*))\left(w-y_S(w+m_1^*) - (1-y_S)c\right)$$

s.t. $\quad w > \hat{w}_3$

$\quad w > \hat{w}_3$

Using the first order condition of optimality:

$$w_4 = \frac{-(\beta_3 - 1)(a_B(y_B - 1) - 1)\left((-1 + a_B)(a + bc) + a_By_B(a - bc)\right) + \beta_3y_Sbc(1 + a_B)^2}{b(1 + a_B)(2(\beta_3 - 1)(a_B(y_B - 1) - 1) + (1 + a_B)\beta_3y_S)}$$

As occurred for Interval 1, depending on the value of $y_T$ it is possible that $\hat{w}_3 \leq \hat{w}_1$. This means that the threshold dividing the pieces of $U_S$ is equal to or smaller than the lower bound of the interval, $\hat{w}_1$, so that only the second piece of the utility function needs to be considered to find the optimal solution. To identify these cases, we look at the value of $\hat{w}_1 - \hat{w}_3$:

$$\hat{w}_3 - \hat{w}_1 = \frac{2(-a_B(y_B - 1) + 1)^2(a - bc)(y_S + y_B - 1)}{b(a_B(y_B - 1) - 1 - y_B)(-2 + y_S + a_B(-2(1-y_B) + y_S))}$$

We can see that all the terms in the denominator are always negative, and all the terms in the numerator are positive for all cases except for $(y_S + y_B - 1)$, whose sign depends on the value of $y_T$:

- If $y_T < 1$, then $y_S + y_B - 1 < 0$ and $\hat{w}_1 > \hat{w}_3$
- If $y_T = 1$, then $y_S + y_B - 1 = 0$ and $\hat{w}_1 = \hat{w}_3$
- If $y_T > 1$, then $y_S + y_B - 1 > 0$ and $\hat{w}_1 < \hat{w}_3$

Hence, for the cases when $y_T \leq 1$ we only look at the second piece of $U_S$ in this interval, and $w_*^{ST} = w_4$. □
Proof of Theorem 6

We have that \( \frac{\delta^2 U_S}{\delta I_S^2} = -1 \), so the supplier’s utility function decreases directly with the investment and, as game leader, the supplier finds it optimal not to invest \((I^*_{ST} = 0)\).

Regarding the buyer’s investment, the results from the pricing stage yield seven possible combinations for the optimal solutions, as shown in Table 13.

We substitute the optimal expressions for the seven possible pricing solutions in the buyer’s utility function to find the optimal investment, which we can now represent as \( I_B = I_T - I_S \), where \( I_S = 0 \). Hence, \( I_B = I_T \). Considering that each utility function is defined by two pieces, this procedure results in 14 different utility functions for the buyer. These utility functions have different properties with respect to \( I_T \), as summarized in Table 14.

These properties allow us to conclude that it is possible to find a closed form expression for the optimal total investment \( I^*_{ST} \) for the concave functions. The utility functions listed as special cases are concave in \( I_T \) when the condition \(-1 + \gamma_S + \alpha_B(\gamma_T - 1) < 0 \) holds, and convex when \(-1 + \gamma_S + \alpha_B(\gamma_T - 1) > 0 \) holds.

\[ \square \]

Capacity constraints

Equity model

First, we show that the properties we previously found for \( U_B(m) \) also hold for \( U_B(p) \).

- \( U_B \) is increasing in \( p \) in the interval \( 0 < p \leq \bar{p}_2 \) when \( \gamma_T \geq 1 \).

Proof For this, we verify the condition \( U_B'(p_1) \geq 0 \), where \( p_1 = \frac{(\beta_S - 1)(-1 + a_B)(3 + \beta_a + \beta_B) + \alpha_B(\gamma_T - 1) - \gamma_S(1 - \gamma_T)}{2b(\beta_S - 1)(a_B + \beta_a + \beta_B) + \gamma_S(1 - \gamma_T)} \). This condition translates into

\[ \bar{p}_2 \leq p_1 \]

\[ (\beta_S - 1)(-1 + a_B)(\gamma_T - 1) + \alpha_B(3 - 2\beta_a + \gamma_T - 1) \gamma_S + (1 + a_B)(\beta_S - 3) \beta_a \gamma_S^2 \leq 0 \]

From the intervals in which \( \alpha_B, \beta_S, \gamma_B \) and \( \gamma_S \) are defined, we can verify that the condition holds and \( U_B \) is increasing in \( p \) in the interval \( 0 < p \leq \bar{p}_2 < p < \bar{p}_1 \).

- \( U_B \) is decreasing in \( p \) in the interval \( \bar{p}_2 < p < \bar{p}_1 \).

Proof For this, we verify the condition \( U_B'(\bar{p}_2) \leq 0 \), which translates into
From the intervals in which $S$ and $F$ are defined, we can verify that the condition holds and $U_B$ is decreasing in $p$ in the interval $\bar{p}_2 < p \leq \bar{p}_1$. □

With these properties, we can observe that, depending on the interval in which the optimal retail price falls, the fact that a binding capacity constraint requires a higher retail price means that the new optimal solution must be found within the price associated to the capacity constraint, $\bar{p}^q$, and the possible solutions that correspond to the interval $p > \bar{p}_1$.

**Stakeholder engagement model**

The optimal solutions for the buyer in this model, in terms of $p$, are as follows:

$$p^{\ast \text{ST}}(w) = \begin{cases} 
p_2(w) & \equiv \frac{1}{2} \left( \frac{a}{b} + \frac{c \beta_B \gamma_B + w(1 - \beta_B)}{1 + \beta_B (\gamma_B - 1)} \right), & \text{if } w \leq \tilde{w}_2 \\
\bar{p}(w) & \equiv \frac{w - \gamma_B c}{1 - \gamma_B}, & \text{if } \tilde{w}_2 < w \leq \tilde{w}_1 \\
p_1(w) & \equiv \frac{1}{2} \left( \frac{a}{b} + \frac{c \alpha_B \gamma_B - w(1 + \alpha_B)}{\alpha_B (\gamma_B - 1) - 1} \right), & \text{if } w > \tilde{w}_1, \end{cases}$$

where

$$\tilde{w}_1 \equiv \frac{-a(\gamma_B - 1)(\alpha_B \gamma_B - 1) + bc \gamma_B (-2 + \alpha_B (\gamma_B - 1))}{b \gamma_B (\gamma_B - 1) + \gamma_B}, \quad \text{and} \quad \tilde{w}_2 \equiv \frac{-a(\gamma_B - 1)(1 + \beta_B (\gamma_B - 1)) + bc \gamma_B (2 + \beta_B (\gamma_B - 1))}{b (1 + \beta_B (\gamma_B - 1) + \gamma_B)} \leq \tilde{w}_1.$$

If we take the first derivatives of the expressions for the possible optimal solutions, we can see that they are all increasing in $w$.

$$\frac{dp_2}{dw} = \frac{1 - \beta_B}{2(1 + \beta_B (\gamma_B - 1))}, \quad \frac{d\bar{p}}{dw} = 1, \quad \text{and} \quad \frac{dp_1}{dw} = \frac{-1 - \alpha_B}{2(-1 + \alpha_B (\gamma_B - 1))}.$$

Thus, if the capacity constraint is binding and the buyer needs to set a higher retail price, his optimal solution will be to set the price that corresponds to the capacity constraint: $p^\tilde{q} = \frac{a - q}{b}$.

**Two-part tariff contract**

**Proof of Theorem 7**

Following backward induction, we first find the supplier’s reaction function $w^{\ast \text{TP}}(m, F)$ to the buyer’s decisions $(m, F)$. The supplier’s utility function becomes:
$$U^{TP}_{S}(w) = \begin{cases} (w-c)(a-b(w+m)) - F - \alpha_S (m + w - c)(a-b(w+m)) - (w-c)(a-b(w+m)) + F, & w \leq \tilde{w}^{TP} \\ (w-c)(a-b(w+m)) - F - \beta_S [(w-c)(a-b(w+m)) - F - \gamma_S (m + w - c)(a-b(w+m))], & w > \tilde{w}^{TP} \end{cases}$$

where

$$\tilde{w}^{TP} = \frac{(a + bc)(\gamma_S - 1) + bm(1 - 2\gamma_S)\sqrt{a^2 - 2abc}(\gamma_S - 1)^2 - 2abm(\gamma_S - 1) + b(4F(\gamma_S - 1) + b(1-\gamma_S) + m)^2)}{2b(\gamma_S - 1)}$$

We use the first order condition $\frac{dU_S}{dw} = 0$ to find the expression for the optimal wholesale price $w^*$:

- **Optimization problem 1** ($w \leq \tilde{w}^{TP}$):

  $$\frac{dU_S}{dw} = a \left(1 - \alpha_S(\gamma_S - 1)\right) - b \left((2w + m - c) - \alpha_S(\gamma_S - 1)(w + m - c) - w + \gamma_S (m + w)\right) = 0$$

  $$w_1^{*TP} = \frac{1}{2} \left(\frac{a + \alpha_S(1 - 2\gamma_S)}{\alpha_S(\gamma_S - 1) - 1}\right)$$

  We find the values of $m$ for which $w \leq \tilde{w}^{TP}$ holds, so we substitute $w = w_1^{*TP}$ in this inequality and find $m \geq -\frac{(a - bc)(1 + \alpha_S(1 - \gamma_S))^2 + \sqrt{(1 + \alpha_S(1 - \gamma_S))^2(4(1 + \alpha_S)^2bF - 4(\gamma_S - 1)bF\gamma_F + (a - bc)^2)^2} + \sqrt{(1 + \alpha_S(1 - \gamma_S))^2(4(1 + \alpha_S)^2bF - 4(\gamma_S - 1)bF\gamma_F + (a - bc)^2)^2}}{b(1 + \alpha_S(1 - \gamma_S)) - \gamma_S} = \tilde{m}_1^{TP}$.

- **Optimization problem 2** ($w > \tilde{w}^{TP}$):

  $$\frac{dU_S}{dw} = a \left(1 + \beta_S(\gamma_S - 1)\right) - b \left((2w + m - c) + \beta_S(\gamma_S - 1)(w + m - c) - w + \gamma_S (m + w)\right) = 0$$

  $$w_2^{*TP} = \frac{1}{2} \left(\frac{a + b + \frac{m(1 + \beta_S(1 - 2\gamma_S))}{\beta_S(\gamma_S - 1)}}{1 + \beta_S(\gamma_S - 1)}\right)$$

  The values of $m$ for which $w > \tilde{w}^{TP}$ holds are given by

  $$m < -\frac{(a - bc)(1 + \beta_S(\gamma_S - 1))^2 + \sqrt{(1 + \beta_S(\gamma_S - 1))^2(4(\beta_S - 1)^2bF - 4(\beta_S - 1)bF\gamma_F + (a - bc)^2)^2} + \sqrt{(1 + \beta_S(\gamma_S - 1))^2(4(\beta_S - 1)^2bF - 4(\beta_S - 1)bF\gamma_F + (a - bc)^2)^2}}{b(\beta_S - 1)(1 + \beta_S(\gamma_S - 1) + \gamma_S)} = \tilde{m}_2^{TP}$$

  The last possible solution to the supplier’s problem is $w^* = \tilde{w}^{TP}$. At this point, $U^{TP}_{S} = \pi^{TP}_{S}$, and this constitutes the supplier’s optimal response when $m$ is set in the interval ($\tilde{m}_1^{TP} < m \leq \tilde{m}_2^{TP}$).

**Proof of Theorem 8**

In the next step, we find the retail margin $m$ and fixed fee $F$ that maximize the buyer’s utility. We first look into the analysis of the retail margin. We previously identified three expressions for $w^{*TP}(m, F)$ based on the interval that contains $m^{*TP}$. Figure 2 shows an example of how the buyer’s utility function is divided into three different intervals.

We now follow the same steps as in the previous stage to analyze the buyer’s utility function in each interval, which now becomes:
The first two intervals, which correspond to the solutions that result in inequity, again match those for our model with equity concerns:

- Interval 1 \( m \leq \tilde{m}_2^{TP} \), \( w^*(m) = w_2^{TP} \)
  
  First we find the threshold that divides the utility function in two pieces (where \( U_B^{TP} = \pi_B^{TP} \)):
  \[
  \tilde{m}_1^{TP} = \frac{(-a + bc)(1 + \beta_S(y_S - 1))}{b(\beta_S - 1)}
  \]

  For the first piece of the function:
  \[
  \frac{\partial U_B}{\partial m} = \frac{1}{2} \left( (a - bc)(1 + \alpha_b) + \frac{b(\beta_S - 1)((\beta_S - 1)(-2 + \alpha_b(y_B - 2)) + 2\beta_S y_S(1 + \alpha_b)m)}{(1 + \beta_S(y_S - 1))^2} \right) = 0
  \]
  \[
  m_1^{TP} = \frac{(1 + \alpha_b)(-a + bc)(1 + \beta_S(y_S - 1))}{b(\beta_S - 1)((\beta_S - 1)(-2 + \alpha_b(y_B - 2)) + 2\beta_S y_S(1 + \alpha_b))}
  \]

  For the second piece of the function:
  \[
  \frac{\partial U_B}{\partial m} = \frac{1}{2} \left( (a - bc)(\beta_B - 1) - \frac{b(\beta_S - 1)((\beta_S - 1)(2 + \beta_B(y_B - 2)) + 2\beta_S y_S(\beta_B - 1)m)}{(1 + \beta_S(y_S - 1))^2} \right) = 0
  \]
  \[
  m_2^{TP} = \frac{(1 - \beta_B)(-a + bc)(1 + \beta_S(y_S - 1))}{b(\beta_S - 1)((\beta_S - 1)(2 + \beta_B(y_B - 2)) + 2\beta_S y_S(\beta_B - 1))}
  \]

- Interval 2 \( m > \tilde{m}_1^{TP} \), \( w^*(m) = w_1^{TP} \)

  The threshold that divides the utility function in two pieces (where \( U_B^{TP} = \pi_B^{TP} \)) is given by:
  \[
  \tilde{m}_3^{TP} = \frac{(-a + bc)(-1 + \alpha_S(y_S - 1))}{b(1 + \alpha_S)}
  \]

  For the first piece of the function:
  \[
  \frac{\partial U_B}{\partial m} = \frac{1}{2} \left( (a - bc)(1 + \alpha_B) + \frac{b(1 + \alpha_S)((1 + \alpha_S)(-2 + \alpha_B(y_B - 2)) + 2\alpha_S y_S(1 + \alpha_B)m)}{(-1 + \alpha_S(y_S - 1))^2} \right) = 0
  \]
  \[
  m_3^{TP} = -\frac{1}{b(1 + \alpha_S)((1 + \alpha_S)(-2 + \alpha_B(y_B - 2)) + 2\alpha_S y_S(\alpha_B + 1))}
  \]
For the second piece of the function:

\[
\frac{\partial U_B}{\partial m} = \frac{1}{2} (a - bc)(1 - \beta_B) + \frac{b(1 + \alpha_S)(1 + \alpha_S)(2 + \beta_B(\gamma_B - 2)) + 2\alpha_S\gamma_S(\beta_B - 1))m}{(1 + \alpha_S(1 - \gamma_S))^2} = 0
\]

\[
m^*_4 = - \frac{(\beta_B - 1)(a - bc)(1 + \alpha_S)(1 - \gamma_S)^2}{b(1 + \alpha_S)(1 + \alpha_S)(2 + \beta_B(\gamma_B - 2)) + 2\alpha_S\gamma_S(\beta_B - 1))}
\]

- Interval \(3 (\tilde{m}^{TP}_3 < m \leq \tilde{m}^{TP}_1), \quad w^*(m) = \tilde{w}^{TP}\)

  When \(w^*(m) = \tilde{w}^{TP}\), the threshold that divides the utility function takes the value \(\tilde{m}^{TP} = \frac{F}{a - bc}\). We can see that this expression takes a negative value, so \(\tilde{m}^{TP} < 0\) is outside of our interval of interest and the analysis can be focused on the second piece of \(U_B (\forall m > \tilde{m}^{TP})\):

\[
u_B = m(a - b(\tilde{w}^{TP} + m)) + F - \beta_B[m(a - b(\tilde{w}^{TP} + m)) + F - \gamma_B(\tilde{m}^{TP} + \tilde{w}^{TP} - c)(a - b(\tilde{w}^{TP} + m))] = - \frac{2(1 - \gamma_S^- + \beta_B(\gamma_B + \gamma_S))((a - bc)(1 - \gamma_S^-) - bm + \sqrt{K_1})}{2(\gamma_S^- - 1)^2\sqrt{K_1}} = 0
\]

Then, we use the first derivatives of the buyer’s utility function with respect to \(m\) and \(F\) to find the critical points of \(U_B\):

\[
\frac{\partial U_B}{\partial m} = (1 - \gamma_S^- + \beta_B(1 + \gamma_B + \gamma_S))\left(\frac{bm + \sqrt{K_1}}{2(\gamma_S^- - 1)^2\sqrt{K_1}}\right) = 0
\]

\[
\frac{\partial U_B}{\partial F} = -\frac{(1 - \gamma_S^- + \beta_B(1 + \gamma_B + \gamma_S))(bm + \sqrt{K_1})}{(\gamma_S^- - 1)\sqrt{K_1}} = 0
\]

where \(K_1 = ((a - bc)(\gamma_S^- - 1) + bm)^2 + 4bF(\gamma_S^- - 1)\).

Given the form of these partial derivatives, we identify two possible cases to solve this system of equations:

- Case 1: when \((1 - \gamma_S^- + \beta_B(1 + \gamma_B + \gamma_S)) = 0\), both partial derivatives equal zero. Then, any pair \((m, F)\) satisfies the first order condition. However, this condition cannot be met in our range of values for parameters \(\gamma_S^-\), \(\gamma_B\) and \(\beta_B\). If we rewrite the condition as \(\beta_B = \frac{\gamma_S^- - 1}{\gamma_S^- + \gamma_B - 1}\), to stay within the defined range of \(0 < \beta_B < 1\) we would require that \(\gamma_S^- > \gamma_S + \gamma_B\), which is not possible. Hence, this solution is not valid for our problem.

- Case 2: when \((-bm + \sqrt{K_1}) = 0\), both partial derivatives equal zero. Then any pair \((m, F)\) that satisfies this equality satisfies both first order conditions. We can solve this equation for either of our decision variables. We solve for \(F\) and find:

\[
F^{TP}_3 = -\frac{(a - bc)^2(\gamma_S^- - 1)}{4b} - \frac{m^{TP}_2(a - bc)}{2}
\]

The next step is to look at the Hessian matrix of \(U_B\) to verify if the function is jointly concave in \(m\) and \(F\) and if the critical points represent (local) maxima.
\[
\mathbf{H}_{UB}(m, F) = \begin{bmatrix}
\frac{\partial^2 U_B}{\partial m^2} & \frac{\partial^2 U_B}{\partial m \partial F} \\
\frac{\partial^2 U_B}{\partial F \partial m} & \frac{\partial^2 U_B}{\partial F^2}
\end{bmatrix}
\]

where

\[
\frac{\partial^2 U_B}{\partial m^2} = -\frac{b(1 - \gamma_S + \beta_B(\gamma_S + \gamma_B - 1))(c(\gamma_S - 1) - \sqrt{F_1} + b(c(1 - \gamma_S) + m))(-2b_1) + bm(\sqrt{F_1} + (a - bc)(\gamma_S - 1) + bm)}{2(\gamma_S - 1)^2K_1^2},
\]

\[
\frac{\partial^2 U_B}{\partial m \partial F} = \frac{\partial^2 U_B}{\partial F \partial m} = \frac{b(1 - \gamma_S + \beta_B(\gamma_S + \gamma_B - 1))(c(\gamma_S - 1) + b(4F + bc(c(\gamma_S - 1) - m)) + ab(2c(\gamma_S - 1) + m))}{(a^2(\gamma_S - 1)^2 - 2ab(\gamma_S - 1)(c(\gamma_S - 1) - m) + b(4F(\gamma_S - 1) + b(c(1 - \gamma_S) + m)^2)}^2,
\]

\[
\frac{\partial^2 U_B}{\partial F^2} = \frac{-a(\gamma_S - 1)^2 - 2ab(\gamma_S - 1)(c(\gamma_S - 1) - m) + b(4F(\gamma_S - 1) + b(c(1 - \gamma_S) + m)^2))}{2b^2m(1 - \gamma_S + \beta_B(\gamma_S + \gamma_B - 1))}^2.
\]

Now we compute the determinant of the Hessian matrix:

\[
det(\mathbf{H}_{UB}(m, F)) = \frac{\partial^2 U_B}{\partial m^2} \cdot \frac{\partial^2 U_B}{\partial F^2} - \frac{\partial^2 U_B}{\partial F \partial m} \cdot \frac{\partial^2 U_B}{\partial m \partial F}.
\]

\[
det(\mathbf{H}_{UB}(m_{5TP}^F, F_{5TP}^F)) = \frac{2(1 - \gamma_S + \beta_B(\gamma_S + \gamma_B - 1))^2(-bm + \sqrt{b^2m^2})}{bm^3(\gamma_S - 1)^2} = 0.
\]

The determinant is equal to zero so it is semidefinite. Since this information is not enough to understand what is happening at the critical points, we now look at the eigenvalues, which are the roots \(\lambda_1\) and \(\lambda_2\) of the equation \(\det(\mathbf{H} - \lambda\mathbf{I}) = 0\):

\[
\det\left(\begin{bmatrix}
\frac{\partial^2 U_B}{\partial m^2} & \frac{\partial^2 U_B}{\partial m \partial F} \\
\frac{\partial^2 U_B}{\partial F \partial m} & \frac{\partial^2 U_B}{\partial F^2}
\end{bmatrix} - \lambda \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}\right) = \det\left(\begin{bmatrix}
\frac{\partial^2 U_B}{\partial m^2} - \lambda & \frac{\partial^2 U_B}{\partial m \partial F} \\
\frac{\partial^2 U_B}{\partial F \partial m} & \frac{\partial^2 U_B}{\partial F^2} - \lambda
\end{bmatrix}\right) = \left(\frac{\partial^2 U_B}{\partial m^2} - \lambda\right) \cdot \left(\frac{\partial^2 U_B}{\partial F^2} - \lambda\right) - \frac{\partial^2 U_B}{\partial F \partial m} \cdot \frac{\partial^2 U_B}{\partial m \partial F}.
\]

At \((m_{5TP}^F, F_{5TP}^F)\), we have \(\lambda_1 = 0\) and \(\lambda_2 = -\frac{(4(a + bc)^2)(1 - \gamma_S + \beta_B(\gamma_S + \gamma_B - 1))}{2bm^3}\). This is a degenerate case, where one of the eigenvalues is equal to zero and the other is negative. This means that the critical points represent maxima (Lakshmanan and Rajaseekar 2003).

**References**

Adams JS (1965) Inequity in social exchange. In: Advances in experimental social psychology, vol 2. Elsevier, pp 267–299

Aydin G, Hausman WH (2009) The role of slotting fees in the coordination of assortment decisions. Prod Oper Manage 18(6):635–652

Bai C, Sarkis J (2016) Supplier development investment strategies: a game theoretic evaluation. Ann Oper Res 240(2):583–615

Cai GG, Zhang ZG, Zhang M (2009) Game theoretical perspectives on dual-channel supply chain competition with price discounts and pricing schemes. Int J Prod Econ 117(1):80–96

Caliskan-Demirag O, Chen YF, Li J (2010) Channel coordination under fairness concerns and nonlinear demand. Eur J Oper Res 207(3):1321–1326

Choi SC (1991) Price competition in a channel structure with a common retailer. Mark Sci 10(4):271–296

\(\odot\) Springer
Cooper DJ, Stockman CK (2002) Fairness and learning: an experimental examination. Games Econ Behav 41(1):26–45
Cui TH, Mallucci P (2016) Fairness ideals in distribution channels. J Mark Res 53(6):969–987
Cui TH, Raju JS, Zhang ZJ (2007) Fairness and channel coordination. Manage Sci 53(8):1303–1314
Demirbilek M, Branke J, Strauss AK (2019) Home healthcare routing and scheduling of multiple nurses in a dynamic environment. Flex Serv Manuf J 1–28
Du S, Nie T, Chu C, Yu Y (2014) Reciprocal supply chain with intention. Eur J Oper Res 239(2):389–402
Duffy R, Fearne A, Hornbrook S, Hutchinson K, Reid A (2013) Engaging suppliers in CRM: the role of justice in buyer–supplier relationships. Int J Inf Manage 33(1):20–27
Eccles RG, Ioannou I, Serafeim G (2014) The impact of corporate sustainability on organizational processes and performance. Manage Sci 60(11):2835–2857
Etro F (2007) Strategic commitments and endogenous entry. In: Competition, innovation, and antitrust: a theory of market leaders and its policy implications. Springer, pp 41–89
Falk A, Fehr E, Fischbacher U (2008) Testing theories of fairness—intentions matter. Games Econ Behav 62(1):287–303
Fehr E, Schmidt KM (2001) Theories of fairness and reciprocity-evidence and economic applications. In: Dewatripont M, Hansen L, Turnovsky SJ (eds) Advances in economics and econometrics. Cambridge University Press, Cambridge, pp 208–257
Feng Q, Lu LX (2013) Supply chain contracting under competition: bilateral bargaining versus stackelberg. Prod Oper Manage 22(3):661–675
Greenwood M (2007) Stakeholder engagement: beyond the myth of corporate responsibility. J Bus Ethics 74(4):315–327
Gu FF, Wang DT (2011) The role of program fairness in asymmetrical channel relationships. Ind Mark Manage 40(8):1368–1376
Hamilton SF (2003) Slotting allowances as a facilitating practice by food processors in wholesale grocery markets: profitability and welfare effects. Am J Agric Econ 85(4):797–813
Ho TH, Su X, Wu Y (2014) Distributional and peer-induced fairness in supply chain contract design. Prod Oper Manage 23(2):161–175
Ingene CA, Brown JR et al (2019) Handbook of research on distribution channels. Edward Elgar Publishing, Cheltenham
Jambulingam T, Kathuria R, Nevin JR (2011) Fairness-trust-loyalty relationship under varying conditions of supplier–buyer interdependence. J Mark Theory Pract 19(1):39–56
Jeffery N (2009) Stakeholder engagement: A road map to meaningful engagement. Doughty Centre, Cranfield School of Management, Cranfield
Jones H (2009) Equity in development: Why it is important and how to achieve it. Overseas Development Institute (ODI)
Katok E, Pavlov V (2013) Fairness in supply chain contracts: a laboratory study. J Oper Manage 31(3):129–137
Khan H (2018) Islamic economics and a third fundamental theorem of welfare economics. World Econ 41(3):723–737
Kim KT, Lee JS, Lee SY (2017) The effects of supply chain fairness and the buyer’s power sources on the innovation performance of the supplier: A mediating role of social capital accumulation. J Bus Ind Mark 32(7):987–997
Lakshmanan M, Rajaseekar S (2003) Nonlinear dynamics. Integrability, chaos and patterns. Springer.
Liu X, Mishra A, Goldstein S, Sinha KK (2018) Toward improving factory working conditions in developing countries: an empirical analysis of Bangladesh ready-made garment factories. Manuf Serv Oper Manage
Liu Y, Huang Y, Luo Y, Zhao Y (2012) How does justice matter in achieving buyer–supplier relationship performance? J Oper Manage 30(5):355–367
Maimon O (1986) The variance equity measure in locational decision theory. Ann Oper Res 6(5):147–160
McCoY JH, Lee HL (2014) Using fairness models to improve equity in health delivery fleet management. Prod Oper Manage 23(6):965–977
Murphy K (2012) The social pillar of sustainable development: a literature review and framework for policy analysis. Sustain Sci Pract Policy 8(1)
Nie T, Du S (2017) Dual-fairness supply chain with quantity discount contracts. Eur J Oper Res 258(2):491–500
Pfeiffer T (2016) A comparison of simple two-part supply chain contracts. Int J Prod Econ 180:114–124
Prado-Lorenzo JM, Gallego-Alvarez I, Garcia-Sanchez IM (2009) Stakeholder engagement and corporate social responsibility reporting: the ownership structure effect. Corp Soc Responsib Environ Manage 16(2):94–107
Rabin M (1993) Incorporating fairness into game theory and economics. Am Econ Rev 1281–1302
Rapsomanikis G (2015) The economic lives of smallholder farmers: an analysis based on household data from nine countries. Food and Agriculture Organization of the United Nations, Rome
Savas ES (1978) On equity in providing public services. Manage Sci 24(8):800–808
Tang CS, Sedhi MS, Formentini M (2016) An analysis of partially-guaranteed-price contracts between farmers and agri-food companies. Eur J Oper Res 254(3):1063–1073
Taylor TA, Plambeck EL (2007a) Simple relational contracts to motivate capacity investment: price only versus price and quantity. Manuf Serv Oper Manage 9(1):94–113
Taylor TA, Plambeck EL (2007b) Supply chain relationships and contracts: the impact of repeated interaction on capacity investment and procurement. Manage Sci 53(10):1577–1593
The World Bank (2018) Agriculture and food. http://www.worldbank.org/
UNDP (2017) Guidance note. Stakeholder engagement, UNDP Social and Environmental Standards (SES). https://www.unido.org/our-focus/advancing-economic-competitiveness/competitive-trade-capacities-and-corporate-responsibility/corporate-social-responsibility-market-integration/what-csr
UNIDO (2018) What is CSR? https://www.unido.org/our-focus/advancing-economic-competitiveness/competitive-trade-capacities-and-corporate-responsibility/corporate-social-responsibility-market-integration/what-csr
Van Mieghem JA (1999) Coordinating investment, production, and subcontracting. Manage Sci 45(7):954–971
Willoughby R, Gore T (2018) Ripe for change: ending human suffering in supermarket supply chains [PDF document]. Oxfam. https://policy-practice.oxfam.org.uk/publications/ripe-for-change-ending-human-suffering-in-supermarket-supply-chains-620418
Ye QC, Zhang Y, Dekker R (2012) Pricing decisions in a dual channels system with different power structures. Econ Model 29(2):523–533

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Nayeli Hernandez-Martinez is a Ph.D. candidate at the School of Industrial Engineering at Eindhoven University of Technology. She holds an M.Sc. in Operations Management and Logistics from Eindhoven University of Technology. Her research is focused on socially responsible supply chain operations.

Nevin Mutlu is an assistant professor in the School of Industrial Engineering at Eindhoven University of Technology, the Netherlands. Her research interests include retail operations, revenue management, and logistics. She is the recipient of the prestigious EU Horizon 2020 Marie Sklodowska-Curie Individual Fellowship.

Jan C. Fransoo is a Professor of Operations and Logistics Management at Tilburg University, School of Economics and Management. Prior to joining Tilburg, he was on the faculty at Kuehne Logistics University and at Eindhoven University of Technology. Fransoo has published extensively across a wide range of journals on topics ranging from inventory and supply chain planning to production management. His current research addresses retail operations in developing markets, omnichannel retail supply chains, urban logistics, intermodal transport supply chains and socially responsible operations. He holds an M.Sc. in Industrial Engineering and a Ph.D. in Operations Management and Logistics from Eindhoven University of Technology, and currently holds visiting affiliations with Eindhoven University of Technology and Massachusetts Institute of Technology.