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Abstract—Artificial intelligence has smoothly penetrated several economic activities, especially monitoring and control applications, including the agriculture sector. However, research efforts toward low-power sensing devices with fully functional machine learning (ML) on-board are still fragmented and limited in smart farming. Biotic stress is one of the primary causes of crop yield reduction. With the development of deep learning in computer vision technology, autonomous detection of pest infestation through images has become an important research direction for timely crop disease diagnosis. This paper presents an embedded system enhanced with ML functionalities, ensuring continuous detection of pest infestation inside fruit orchards. The embedded solution is based on a low-power embedded sensing system along with a Neural Accelerator able to capture and process images inside common pheromone-based traps. Three different ML algorithms have been trained and deployed, highlighting the capabilities of the platform. Moreover, the proposed approach guarantees an extended battery life thanks to the integration of energy harvesting functionalities. Results show how it is possible to automate the task of pest infestation for unlimited time without the farmer’s intervention.

Index Terms—Smart Agriculture, Smart Cameras, Artificial intelligence, Machine learning, Autonomous systems, Energy harvesting.

I. INTRODUCTION

Due to the constant growth of food production demand, in Europe, agriculture is responsible for more than 10% of greenhouse gas emissions and 44% of water consumption nowadays. Chemical treatments (e.g., pesticides) are being intensively used to improve the market penetration of fruit crops, leading to a remarkable impact on pollinators and the planet’s ecosystem. Thus, there is an increasing interest in new techniques to lower the water demand [?] and optimize pesticide treatments to preserve natural resources1.

Farmers and researchers have been teaming up to develop smart systems for precision agriculture. Networks of smart sensors are mounted directly inside fruit and vegetable orchards, and advanced machine learning algorithms optimize the agriculture resources usage, enabling crops monitoring by gathering real-time data about the orchard’s health.

Usually, pheromone-based traps are equipped with a passive camera that captures pictures of the trapped insects and sends them through internet nodes to the cloud. Afterward, an expert, or a farmer, is required to review the captured images to check the effective presence of dangerous parasites and eventually plan a local counteraction (i.e., a pesticide treatment). However, this process requires a high amount of data to be sent over long-range communication, making the application inefficient and time-expensive due to regular human intervention in the detection process.

Recently, researchers have started investigating smart-trap usage for pest detection as a solution to increase the wealth of orchards while lowering pesticide demand [?]. These traps – installed directly inside orchards – can autonomously detect dangerous parasites and alert the farmer to apply targeted pesticide treatments. Thanks to the implementation of sophisticated at-the-edge machine learning algorithms, the smart trap can detect dangerous parasites without remote cloud infrastructure as generally required for machine learning applications.

This solution opens many new possibilities for monitoring application in precision agriculture: i) The optimized usage of the limited energy available inside orchards; ii) The balanced distribution of the whole implemented application by exploiting the computation capabilities at different levels (edge-concentrators-cloud) for achieving better scalability; iii) The capability of using the recent low-power long-range and low-data-rate radio protocols [?], as we do not need to send the acquired massive image data but only the result of its analysis; iv) Finally, thanks to a low energy budget, the capabilities of exploiting energy harvesting extending to unlimited lifetime the smart traps.

This paper presents a smart trap for pest detection running a Deep Neural Network on edge. The smart trap enables fast detection of pests in apple orchards by using ML algorithms that improve the overall system efficiency [?], [?]. All the computation is done on-the-node, thus slimming down the amount of data transmission and limiting it to a simple notification of few bytes if threats are detected. The smart trap features an energy harvesting system composed of a real-time clock (RTC) to trigger the pest detection task – implemented using a low-power STM32L02 MCU –, a small Li-Ion battery, and a solar panel to power its operations indefinitely. The hardware solution is developed on top of a RaspberryPi microcomputer.
as a mainboard equipped with a camera as an image sensor and an Intel Neural Compute Stick (NCS) as a neural-accelerator to optimize the inference execution and, accordingly, the energy consumption [7], [2], [2]. The overall system has been characterized by considering its power consumption over a full application cycle to find out the power-hungry tasks that require dedicated power optimization to meet the system energy balance. Furthermore, three different CNN models for image classification have been compared: a modified LeNet-5 [7] which, thanks to its straightforward architecture, can speed the execution up, a VGG16 [2], [7] model which features a more deep CNN architecture capable of achieving better recognition accuracy when classifying class of objects, and finally a MobileNetV2 [2] network perfectly suitable to be evaluated on the edge by resource constrained platforms.

This paper makes three main contributions:

- The development and characterisation of an IoT smart traps that can be deployed and left working unattended for prolonged times without the need for any human intervention;
- The study, training, optimization and validation of three different ML models suitable for the resource-constrained embedded platform. Results and performance comparison are presented and determine the model used for the final deployment.
- The platform sustainability assessment when powered using the solar energy harvester.

The rest of the paper is organized as follows. In Section II related works are discussed. Section II present a review of the three machine learning algorithms investigated. The overall system architecture is presented in Section II, and the main design choices are discussed. Section II presents the system’s performance and discusses the achieved results. Finally, Section II presents the final remarks.

II. RELATED WORK

The recent advances in smart agriculture are mainly powered by the progress in wireless sensor networks (WSNs), unmanned autonomous vehicles (UAVs) [2], machine learning, low-power imaging systems [2], and cloud computing. Tiny sensors are deployed in difficult-to-access areas for the periodic acquisition of in-field data [2]. Although research and comparable prototypes are still limited, we provide a discussion on successful automating pest detection tasks.

Monitoring is a crucial component in pheromone-based pest control systems [2], [7]. In widely used trap-based pest monitoring, captured digital images are analyzed by human experts for recognizing and counting pests. Manual counting is labor-intensive, slow, expensive, and error-prone, which precludes real-time performance and cost targets.

Deep learning techniques are recently used to overcome these limitations and achieve a completely automated, real-time pest monitoring system by removing the human from the loop [2]. [2] is one of the recent works that exploit ML techniques to classify insects. These works can be grouped based on the applied method. In terms of image sources, many articles have investigated insect specimens [2], [2], [7], [7].

Unfortunately, even if specimens are usually well preserved and managed in a laboratory environment, this approach is not suitable for creating a model for image classification when data is collected in the wild. Researchers have thus proposed to extend the datasets with images captured from real traps [2], [2], [7].

From an algorithmic perspective, various types of features have been used for insect classification, including wing structures [2], [2], [2], morphometric measurement [2] and global image features [2], [2], [2], [2].

Different classifiers were also developed starting from the various feature extraction methods, including but not limited to support vector machines (SVM) [2], [2], [2], artificial neural networks (ANN) [2], [2], [2], [2], and k-nearest neighbors (KNN) [2], [2]. In general, however, these proposed methods were not tested under real application scenarios, for example, to classify real-time images acquired from real traps deployed inside orchards.

To solve some of these early methods’ problems, more recently, Deep Learning has been proposed in the literature [2], [2], [2]. Their variants have emerged as the most effective method for object recognition and detection by achieving state-of-the-art performance on many well-recognized datasets also in the domain of precision agriculture. A particular class of DL algorithms – well known as Convolutional Neural Network (CNN) – has made a clear breakthrough on computer vision techniques for pest detection. Many sorts of algorithms based on CNN have emerged, significantly improving current systems’ performance for classification as well as object localization [2], [2], [2], [2], [2].

Inspired by this research line, we adopt a Region-based detection pipeline with convolutional neural networks as the image classifier to classify in-situ images captured inside pheromone-based traps deployed inside apple orchards. The raw images are firstly preprocessed with color correction.

Then, trained ConvNets are applied to densely sampled image patches to extract single regions of interest (ROIs). ROIs are then filtered by non-maximum suppression, after which

Fig. 1: An example of the assembled prototype used during indoor testing.
only those with probabilities higher than their neighbors are preserved. Finally, the remaining ROIs are thresholded. ROIs that meet the threshold are considered as proposed detections.

Even if the approach presented in this paper is not a novelty, the proposed solution can provide state-of-the-art detection results directly from apple orchards. Our system shows a suitable accuracy for the implemented task without first uploading acquired data to the cloud. All the computation is carried out autonomously on the edge, with the capability to exploit energy harvesting to avoid the energy overhead of the metering infrastructure and extend the lifetime of the installation.

III. SYSTEM ARCHITECTURE

The system has been designed to bring IoT technologies into a domain that requires data collection over vast areas. In this scenario, long-range communication, and high scalability from multiple devices. Thanks to the onboard recognition algorithm, the smart trap’s data transmission is limited to a few bytes, thus exploitable in any rural area. Only the result of the inference will be transmitted, making it suitable even for low bitrate communication. If the farmer needs a visual confirmation from the sensor acquisition, processing the captured pictures, and the transmission. After several tests with different releases on the top left corner, the solar panel is connected directly to the energy harvester BQ24160, used to recharge a 1820mAh Li-Po battery. Two voltage converters are connected to it: the first, a MCP1812 LDO, is in charge to generate 3.3V to the external microcontroller. The second, a FAN48623 Boost converter, provides a stabilized 5V to the Raspberry. This converter is controlled by an STM32L0 MCU and enabled according to the implemented power policy (e.g., SW programmed intervals). A battery fuel gauge LC709203 is used by the MCU for battery status monitoring. The external low-power STM32L0 MCU is in charge of the energy management of the platform. It enables the power-up and shutdown of the Raspberry and manages the harvesting functionalities, guaranteeing the optimal battery life without the farmer’s intervention.

A. Hardware Implementation

Each smart trap is built on a custom hardware platform that includes: a small, low-power image sensor to collect images; a compact single board computer from Raspberry Pi; an Intel Neural Compute module for optimizing the execution of the ML task; a long-range radio chip for communication; and a solar energy-harvesting power system for collecting and storing energy from the environment. Figure ?? presents the schematic block overview of the proposed IoT device. Its main functionalities are designed as follows.

1) Sensing: The smart trap uses a Sony IMX219 image sensor. The IMX219 is a low-power Back-illuminated CMOS image sensor. The sensor utilizes 1.12 µm pixel technology that offers high sensitivity and only needs a few external passive components to work. It integrates black-levels calibration circuit, automatic exposure, and gain control loop to reduce host computation and commands to the sensor to optimize the system power consumption.

2) Processing: The processing layer is mainly composed of two parts. The first is a Raspberry minicomputer to manage the sensor acquisition, processing the captured pictures, and the transmission. After several tests with different releases on the market, we select the Pi3 version as the best trade-off between computing capability, energy demand, and cost. The second part consists of a neural accelerator, namely an Intel Neural Compute Stick, that is activated only during the ML task and reduces the inference time.

3) Transmission: The smart trap is equipped with a LoRa module [?]. The connectivity is provided by a RFM95W transceiver featuring a LoRa low-power modem and a +20 dBm power amplifier that can achieve a sensitivity of over -148 dBm. The LoRa IC is then connected to an external antenna with a maximum gain of 2 dBi.

4) Power unit: The smart trap integrates a complete power supply with energy harvesting functionalities to efficiently use the LiPo battery’s limited energy. Figure ?? presents the schematic block of the power supply module. Starting from the top left corner, the solar panel is connected directly to the energy harvester BQ24160, used to recharge a 1820mAh Li-Po battery. Two voltage converters are connected to it: the first, a MCP1812 LDO, is in charge to generate 3.3V to the external microcontroller. The second, a FAN48623 Boost converter, provides a stabilized 5V to the Raspberry. This converter is controlled by an STM32L0 MCU and enabled according to the implemented power policy (e.g., SW programmed intervals). A battery fuel gauge LC709203 is used by the MCU for battery status monitoring. The external low-power STM32L0 MCU is in charge of the energy management of the platform. It enables the power-up and shutdown of the Raspberry and manages the harvesting functionalities, guaranteeing the optimal battery life without the farmer’s intervention.

B. Detection pipeline

A pipeline is a set of processing elements that describes the data flow and defines how the information is processed along the way. In our case, the smart trap implements a multi-stage pipeline that processes an image after its capture to extract dangerous insects, called Codling Moth. The automatic detection pipeline is shown in Figure ??.

We use sliding windows and a trained image classifier. The classifier is applied to local windows at different locations of the entire image to extract and classify the regions of interest (ROIs). ROIs are a portion of the captured image encompassing just a single insect. An example of this operation is depicted in Figure ??.

The classifier’s output is a single scalar, representing the probability that a particular ROI contains a codling moth. These ROIs are regularly and densely arranged over the image and thus largely overlapping. Therefore, we perform
Performance. The execution time of the model inference is a key metric for sensory systems. Among the 3 platforms compared, the Nvidia Jetson presents the higher computational capabilities, followed by the Google TPU [7]. The Intel NCS 2 is the less powerful platform, but still perfectly suitable for the proposed implementation that does not require hard-real-time execution of the ML task. In our case, we are more focused on energy reduction; thus we selected the Intel NCS2 as a neural accelerator for the proposed application.

Compatibility. Although Edge TPU appears the most competitive in terms of performance and size, it is also the most limiting in software as only TensorFlow frameworks are supported. Moreover, it does not support the full TensorFlow Lite but only the models that are quantized to 8-bits integer (INT8). This contrasts with NCS2 that also supports FP16/32 (16/32-bit floating point) in addition to INT8. In addition, the Intel NCS2 is widely supported by the community, thanks to the OpenVINO\(^7\) toolkit that allows the conversion of different Machine learning frameworks. Nvidia’s software is the most versatile as its TensorRT supports most ML frameworks including MATLAB. Google TPU and NCS2 are designed to support some subset of computational layers (primarily for computer vision tasks), but Jetson Nano is essentially a GPU, and it can do the similar computations as its big brother desktop GPUs.

Availability. Hardware availability was also a factor limiting the platforms and configuration tested. At the time of our project kickoff, only the Intel NCS2 and the Google TPU were available and adequately documented. The exploration of the design space, done by evaluating the three neural accelerators, suggested continuing our development on the Intel NCS2, because it represents the best trade-off in terms of performance, energy consumption and learning model’s compatibility.

IV. DEEP NEURAL NETWORKS

Deep Learning is a class of machine learning algorithms based on the so-called ANNs trained through feature learning techniques. DL algorithms can improve the recognition capability of many systems by simulating the biological neural networks (i.e., the human brain behaviour). They can automatically learn features at multiple levels of abstraction and compose them to learn complex ones. For this application purpose, three state-of-the-art DNN architectures represented in Figures ??, ?? and ?? have been chosen:

- A modified LeNet-5 [7], presented in Figure ??, which features a simple and straightforward structure. It has been designed for hand-written character recognition, but we extended for classification problems with few modifications. As revealed in Figure ??, it is composed of seven layers: 3 convolutional, 2 subsampling and one fully connected layer followed by a softmax classifier. Moreover, the second convolutional block does not use all the features produced by the average pooling layer. This permits the convolutional kernels to learn different

---

\(6\)https://docs.nvidia.com/jetson/l4t/index.html#page/Tegra%20Linux%20Driver%20Package%20Development%20Guide/power_management_nano.html

\(7\)https://software.intel.com/content/www/us/en/develop/tools/openvino-toolkit.html
We tested these three learning model architectures to select the best trade-off between complexity, accuracy, and power consumption.

### A. Training session

The dataset for the training phase has been constructed in a semi-automatic way thanks to a specific image processing algorithm. It starts from raw pictures, extracts relevant features such as contours and blobs, and generates tiles with codling moth or general insects for the dataset. Initially, the overall dataset consists of 1100 images where 30\% are used for validation.

The number of dataset images has been increased by combining augmentation techniques such as dataset generation (before training) and in-place augmentation (during training). These techniques artificially expand the dimension of a training dataset and improve the dataset sparsity to prone the network to generalization capability. These techniques’ purpose is to create an expanded version of the original dataset by applying various image processing operators (e.g., shift, flips, zooms). Finally, the overall dataset consists in 4400 images divided into two classes: 3200 for codling moth and 1200 for general insect. It has been further split into 3500 images for train (2500 for codling moth and 1000 for general insect) and 900 for test (625 for codling moth and 275 for general insect).

An example of the images is shown in Figure ??, depicting a raw picture used for the dataset construction (Figure ??), a tile with Codling Moth (Figure ??), and a tile with a general insect (Figure ??) used for the network training.

The training is done over 100 epochs with input image size equal to $52 \times 52$ for LeNet-5, VGG16 and MobileNetV2. An early stopping by accuracy approach has been further used to stop the training if the validation accuracy reaches at least the 99.5\%. In this case, only VGG16 has stopped earlier than others (i.e., 8 epochs have been enough) as showed in Figure ??.

Figure ?? shows the accuracy and validation for LeNet, VGG16 and MobileNetV2 over the epochs. Notice that all architectures accuracy increase together with the validation

---

*patterns and improve the classification accuracy. It also makes the network less computing demanding, which turns suitable for embedded platforms. By changing the original activation function (i.e., tanh) to a rectified linear unit one, it is possible to extend this network for classification tasks where specific patterns have to be recognized (especially for our case of pest detection).

- **VGG16** [1]. [2]. represented in Figure ??, is characterized by a complex architecture and, when compared with LeNet performance, reveals the higher potential in classification accuracy. It uses convolutional kernels $3 \times 3$ with stride 1 and the same padding and max-pool layers of $2 \times 2$ filter and stride 2. In this way, convolutional kernels can learn different patterns and geometrical shapes. Fully connected layers enable the classification of objects depending on the position of shapes in the image. Thus, it makes this network perfect for recognition problems as for this application purpose.

- **MobileNetV2** [3]. [4]. presented in Figure ??, is based on an inverted residual structure where the shortcut connections are between the thin bottleneck layers. In MobileNetV2, there are two types of inverted residual blocks. One is with stride of 1 and one with stride of 2 for downsizing. The network is composed by 3 layers for both types of blocks. The first layer is $1 \times 1$ convolution with ReLU6. The second layer is the depthwise convolution. The third layer is another $1 \times 1$ convolution but without any non-linearity. The intuition is that the bottlenecks encode the model’s intermediate inputs and outputs while the inner layer encapsulates the model’s ability to transform from lower-level concepts such as pixels to higher-level descriptors such as image categories. Thanks to this architecture, the network is perfectly suitable to build highly efficient mobile models. Finally, as with traditional residual connections, shortcuts enable faster training and better accuracy.
Fig. 7: Image (a) presents a photo taken inside a pheromone based trap by the proposed smart camera while (b) and (c) present an example of extracted ROIs with a single insect during the pre-processing phase.

TABLE I: LeNet, VGG16 and MobileNetV2 test results.

| Architecture | Accuracy | Recall | Precision | F-score |
|--------------|----------|--------|-----------|---------|
| LeNet-5      | 96.1     | 94.9   | 99.6      | 97.2    |
| VGG16        | 97.9     | 97.4   | 99.6      | 98.5    |
| MobileNetV2  | 95.1     | 94.5   | 98.5      | 96.4    |

accuracy and converge in almost 0.99. This confirms that the training sessions have been successful without overfitting. Moreover, VGG16 has reached the desired validation accuracy quite earlier than others thanks to its high number of parameters and its deep structure. Precisely, LeNet finishes its training with a test precision of 99%, while VGG16 completes the test precision with 99.5%, and MobileNet have reached a test precision of 98.5%.

B. Validation

The obtained DNN has been tested over images that have been retrieved from the dataset before the training phase. In this way, it is possible to test the network capability even with new images, thus assess its generalization capability. As stated before, 900 images have been used for the tests. The results for all three solutions are shown in Table ??

Notice that VGG16 features a high precision but a lower recall, which means that it misses some pests, but the predicted ones are accurate, and, consequently, the F-measure is good. To evaluate if the metrics satisfies the application requirements, we asked both apple farmers and looked into the literature. Commonly, farmers detect Codling Moth infestation exploiting pheromone-based traps. The traps are then checked once every week, and the pesticide treatment executed when 2 moths/week [?] are trapped/detected. Considering the average number of Moth caught seasonally, as reported in several articles [?], [?], the accuracy of the system is perfectly suitable for automating the Codling Moth detection task. Moreover, the smart trap is programmed to check for Codling Moth twice per day, allowing a prompter reaction compared to today’s human-inspection approach.

All architectures confirm their generalization capability if new images are given as input. Thus, it implies that the models have been trained without overfitting. On the other hand, both LeNet and MobileNetV2 present good results in all parameters. Thus, it is possible to state that all three architectures can be used in this application scenario. However, considering the deep architecture and its high number of parameters, VGG16 and MobileNet could outperform LeNet if the training dataset is even more consistent. For reference, an example of moth detection in a real scenario is showed in Figure ?? where codling moth are highlighted with red bounding boxes.

C. Network Optimization and Data augmentation

Much of the success of deep learning has come from building larger and larger neural networks. This allows these models to perform better on various tasks, but also makes them more expensive to use. Larger models take more storage space which makes them harder to distribute. Larger models also take more time to run and can require more expensive hardware. The optimization phase aims to reduce the size of models while minimizing loss in accuracy or performance. This allows the speedup of the evaluation with minimizing the accuracy loss. The proposed implementation applies optimization both during the training phase and before the evaluation of the training model.

Data Augmentation Training machine learning models, usually requires larger dataset to achieve better performance generalization. In our case, the amount of training data, which is represented by the number of training patches, is much smaller than standard small-scale image classification datasets [?], [?], which have on the order of 50,000 training examples. Therefore, we performed data augmentation to increase the number of images for training and incorporate invariance to basic geometric transformations into the classifier. Based on the “top-view” nature of the trap images, a certain patch will not change its class label when it is slightly translated, flipped, or rotated. Therefore, we apply these simple geometric transformations to the original patches to increase the number of training examples.

Pruning. Neural network pruning is a method of compression that involves removing unnecessary neurons or weights from a trained model. There are different ways to prune a neural network. 1) You can prune weights, by setting individual parameters to zero and making the network sparse; 2) You can remove entire nodes from the network, making the network architecture itself smaller, while aiming to keep the accuracy of the initial larger network. To not impact the accuracy performance too much, in our case, we prune weights. Network
pruning is executed iteratively during the training phase, to achieve the desired accuracy during the validation phase.

**Model Optimization.** After the training phase, the model is further optimized to reduce the network complexity and to increment the evaluation speed. To facilitate faster inference of the deep learning models, we do Node Merging \[?\], Constant and Horizontal Fusion \[?\], Batch Normalization \[?\], and we drop unused layers (Dropout layer used during the training phase).

V. RESULTS AND EVALUATION

For this application purpose, it is enough to check the presence of codling moth twice per day. In one application cycle, the smart trap has:

- **[Boot]** - Power ON
- **[Task 1]** - Take a picture of the trapped insects
- **[Task 2]** - Pre-process the capture images
- **[Task 3]** - Execute the classification algorithm
- **[Task 4]** - Send the computation results using the radio
- **[Shutdown]** - Power OFF

These steps have been used to characterize the smart trap performance both in terms of power consumption and requiring energy. Moreover, since the system has preferably to work unattended indefinitely, few remarks and considerations about its energy balance have been taken into account.

![Annotation of the smart trap](image)

Fig. 9: An example of an annotated photo after its evaluation. Red boxes highlights the detected codling moth (positive class) while the blue box general insects (negative class).

A. Power consumption

Thanks to the external low-power microcontroller, the system can be waked up only when planned to perform its tasks. To characterize the system consumption, the current required by each task has been considered by comparing through twelve different configurations:

- Raspberry Pi3 evaluating MobileNet V2;
- Raspberry Pi3 evaluating LeNet;
- Raspberry Pi3 evaluating VGG16;
- Raspberry Pi3 supported by NCS evaluating MobileNet;
- Raspberry Pi3 supported by NCS evaluating LeNet;
- Raspberry Pi3 supported by NCS evaluating VGG16;
- Raspberry Pi4 evaluating MobileNet V2;
- Raspberry Pi4 evaluating LeNet;
- Raspberry Pi4 evaluating VGG16;
- Raspberry Pi4 supported by NCS evaluating MobileNet;
- Raspberry Pi4 supported by NCS evaluating LeNet;
- Raspberry Pi4 supported by NCS evaluating VGG16;

These configurations permit finding the software bottlenecks and selecting the best trade-off for the overall system performance. As can be noted in Table ??, Task3 is the one that requires more energy because of the neural inference computation together with the use of NCS. Even if it boosts the neural inference step, its VPU requires a high power to perform accelerated edge inference. Here, the best arrangement that absorbs less power on average than others is the Raspberry Pi3 running LeNet-5. Figure ?? shows the energy consumption of each task. In this case, Task3 is confirmed as the most power-hungry activity and requires more energy than others. Moreover, configurations that involve Raspberry Pi4 are characterized by higher energy consumption than others. This is due to the Pi4, which features oversized CPU performance. Even if it should execute the application faster than Pi3, it requires more energy to complete one application cycle. Thus, the configuration consisting of the Raspberry Pi3 running LeNet demonstrates to provide the best trade-off.

B. Expected Battery Lifetime

The platform is powered by a single cell LiPo battery with 1820 mAh capacity. Considering the most energy-demanding configuration (i.e., Raspberry Pi4 evaluating MobileNetV2 consuming 200.1 J for one application cycle), the battery could supply the system for about 120 complete cycles, which last...
TABLE II: Energy tasks breakdown of the tested platforms. The best trade-off is provided by Raspberry Pi3 evaluating LeNet network.

| Task       | Boot [J] | Task1 [J] | Task2 [J] | Task3 [J] | Task4 [J] | Shutdown [J] |
|------------|----------|-----------|-----------|-----------|-----------|--------------|
| RPi3       | 40.7     | 2171.1    | 6.125     | 119.1     | 2.147     | 15.85        |
| MobileNet  | 40.7     | 2177.1    | 6.923     | 70.34     | 2.273     | 21.97        |
| LeNet      | 40.7     | 2177.1    | 7.041     | 59.04     | 2.273     | 21.97        |
| VGG16      | 40.7     | 2177.1    | 7.041     | 73.53     | 2.273     | 21.97        |
| with NCS   | 56       | 1327.1    | 5.099     | 111       | 1.822     | 24.84        |
| RPi3       | 56       | 2179.1    | 5.139     | 49.39     | 1.822     | 24.84        |
| MobileNet  | 56       | 1907.1    | 6.257     | 75.22     | 1.822     | 24.84        |
| with NCS   | 56       | 3385.1    | 6.37      | 90.2      | 1.822     | 24.84        |
| RPi3       | 56       | 1934.1    | 6.423     | 68.28     | 1.822     | 24.84        |
| LeNet      | 56       | 2190.1    | 6.423     | 66.33     | 1.822     | 24.84        |
| VGG16      | 56       | 3385.1    | 6.423     | 66.33     | 1.822     | 24.84        |
| with NCS   |          |           |           |           |           |              |

Table III: Battery recharge time for both a single application cycle and for fully charge the battery [20-100%] while harvesting solar energy at three different illuminance level.

| Illuminance | Full Battery | Single Cycle |
|-------------|--------------|--------------|
| 2000 lx     | 60 h         | 23 min       |
| 10000 lx    | 13 h         | 5 min        |
| 25000 lx    | 7 h          | 3 min        |

Fig. 10: Tasks Energy consumption breakdown comparison for a single cycle of the implemented application. Single-task energy is presented in Table ?? for each implementation.

## C. Energy Harvesting and Platform Sustainability

In apple orchards, energy resources are limited. Thus a self-sustainable system leads to a more robust and durable application to foster farmers to “deploy and forget” the sensors. For this purpose, an energy harvesting system has been designed and characterized. It is composed of a MCU to trigger the power-on and shut down and a 140mm×100mm solar panel used for recharging the battery. The solar panel used has been characterized using several different light levels. Figure ?? present the I-V curves of the solar panel in three different environmental situations: 2000 lx (i.e., cloudy, Figure ??), 10000 lx (i.e., fair, Figure ??) and 25000 lx (i.e., sunny, Figure ??).

By considering the measured power output from the solar harvester, we measured the time duration of a whole charge process of the battery in different conditions. We have measured both the time needed for charging a depleted battery, and the time to harvest the energy necessary for a single application cycle. The results are presented in Table ?? as can be noted, already starting with the lower illuminance level, the recharging time is lower than the application duty cycle (i.e., 2 cycle per day), validating the sustainability of the platform. This feature is also confirmed by the graphs presented in Figure ?? that show the battery energy trend while harvesting with an illuminance equal to 7000 lx. It can be argued that even by emulating 3 days of cycles, the battery level does not drop, validating the hypothesis that the platform can self-sustain its operation thanks to the integrated solar harvester.

## VI. Conclusions

Computer vision systems are already widely employed in different segments of precision agricultural and industrial food production. Running deep learning features on the edge can optimize the management of fruit orchards.

This paper presents a computer vision solution for automating pest detection inside orchards. The platform exploits ML functionalities on edge to evaluate images captured inside common pheromone traps to get early detection of dangerous parasites. Furthermore, on board inference avoids the transmission of the whole images, reducing the wireless communication bandwidth and energy costs. We analyzed the best hardware configuration using different neural networks, trained to get the best pest detection accuracy. Moreover, we combined a designed energy harvester to demonstrates the perpetual operation of the device unattended.
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