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ABSTRACT
The outbreak of COVID-19 Disease due to the novel coronavirus has caused a shortage of medical resources. To aid and accelerate the diagnosis process, automatic diagnosis of COVID-19 via deep learning models has recently been explored by researchers across the world. While different data-driven deep learning models have been developed to mitigate the diagnosis of COVID-19, the data itself is still scarce due to patient privacy concerns. Federated Learning (FL) is a natural solution because it allows different organizations to cooperatively learn an effective deep learning model without sharing raw data. However, recent studies show that FL still lacks privacy protection and may cause data leakage. We investigate this challenging problem by proposing a simple yet effective algorithm, named Federated Learning on Medical Datasets using Partial Networks (FLOP), that shares only a partial model between the server and clients. Extensive experiments on benchmark data and real-world healthcare tasks show that our approach achieves comparable or better performance while reducing the privacy and security risks. Of particular interest, we conduct experiments on the COVID-19 dataset and find that our FLOP algorithm can allow different hospitals to collaboratively and effectively train a partially shared model without sharing local patients’ data.

CCS CONCEPTS
• Computing methodologies → Supervised learning by classification.
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1 INTRODUCTION
Automatic disease diagnosis using machine learning methods holds immense promise, and innovations in this field may refine health care systems and improve medical practice worldwide. For example, human digestive system cancers — including esophageal, stomach and colorectal cancers — account for about 2.8 million new cases and 1.8 million deaths per year. Automatic detection, recognition, and assessment of pathological findings based on images from inside the gastrointestinal (GI) tract will assist doctors in identifying areas of concern and optimize use of scarce medical resources. Of great concern in 2020 and into 2021, the global COVID-19 (“the coronavirus”) pandemic has caused over 1.32 million deaths, with infections and deaths still increasing [1]. As communities and organizations across the world continue making efforts to control the pandemic, researchers seek to quicken COVID-19 early detection by automatically classifying computed tomography (CT) scan slices (images) of patients’ chests [7, 20, 29, 30, 40].

However, there are two major challenges towards utilizing these medical images. One challenge is that, collectively, this data is distributed across a large number of devices or clients located in different hospitals. When relying on data-driven deep learning models to diagnose disease [11, 32], using only the local data isolated on a single device will not be sufficient to train an effective model. A second challenge is the necessity of using the data without compromising patients’ privacy and security. The leaking of private data is not only a concern in public media, but also for the hospitals which must protect patients’ privacy. To train deep learning models on such data while not compromising patients’ privacy, federated learning [22] has become a promising solution by sharing a model between clients and a server, instead of sharing the data itself.

Recent improvements in federated learning include overcoming the statistical challenge in training machine learning models over distributed networks of devices [28, 39], improving security [4, 10], and personalization [6, 28]. The conventional federated learning framework is proved to prevent data leakage against a semi-honest server, if gradients aggregation is operated with SMC [4] or Homomorphic Encryption [3]. However, recent empirical results in [41] show that sharing a model may not fully protect privacy, and gradients exchange will cause Deep Leakage [9, 38, 41]. In [41], the authors showed that it is possible to obtain private training data from the publicly shared gradients, including pixel-wise images and token-wise sentences. One strategy to avoid deep leakage is by compressing the gradients. Furthermore, the authors in [9] empirically show that federated averaging is also susceptible to attacks, by successfully reconstructing training images from a convolutional neural network. To overcome these vulnerabilities of federated...
More formally, we define a set of $S$ data owners $\{C_1, \ldots, C_S\}$, with the $i$-th owner holding a data matrix $D_i$. Each row of the matrix $D_i$ denotes a data sample, and each column represents a particular feature. The data are partitioned by sample identifiers, such as user or device IDs. We denote the feature, label, and sample ID spaces as $X$, $Y$, and $Z$, respectively. These constitute the complete training dataset $(Z, X, Y)$. Federated learning is a process whereby clients collaboratively train a model $M$, while each $D_i$ is held locally by each data owner $C_i$.

Federated Learning can be classified into horizontal federated learning, vertical federated learning, and federated transfer learning. If the clients in federated learning share overlapping data features but differ in data samples, we denote it as horizontal federated learning [36]. The scenario in which clients share overlapping data samples but differ in data features is known as vertical federated learning. Federated transfer learning is the case in which there is no overlap in both data samples or features. For example, when two hospitals serve two different regions, the data samples associated with a specific disease are likely different but with similar feature spaces, as the disease is the same. Therefore, the two hospitals can collaborate in designing better machine learning models through horizontal federated learning, without loss of privacy.

The Federated Learning framework has been applied to many healthcare tasks, such as predicting heart-related hospitalizations [5] and understanding the genetic underpinnings of brain diseases [27]. Recent works [19, 21] focusing on federated learning for COVID-19 typically rely on sharing the full model between clients. Moreover, they do not differentiate between IID and Non-IID data distributions. However, [41] indicates that sharing a full model will cause Deep Leakage [9, 38, 41]. To address these shortcomings, this paper investigates a new model framework and presents the attempt to share a partial model for federated learning on medical datasets. We also analyze both IID and Non-IID data distribution cases in our experiments.

The model architectures in this paper are based on Convolutional Neural Networks (CNNs), which have achieved great empirical success in computer vision [12, 18], natural language processing [15, 37] and speech recognition [2, 23]. Although there are many variations of the CNN architecture, a CNN for image classification tasks is typically composed of two basic components: a feature extractor and classifier. The feature extractor includes several convolutional layers followed by max-pooling and an activation function, while the classifier usually consists of fully connected layers. Motivated by this observation, we note a natural way to incorporate a split CNN model into a federated learning architecture: a shared feature extractor with general feature domain information and private classifier with private label and task information.

**Algorithm 1.** Let $M$ denote the full model, which is partitioned into

**Figure 1:** Overview of FLOP, allowing for collaboration among hospitals with small, local datasets to train better machine learning models without loss of privacy.

In this paper, we propose a simple yet effective algorithm called Federated Learning on Medical Datasets using Partial Networks (FLOP). Specifically, instead of sharing an entire model between a server and clients in each round of training, clients share only a part of the model for federated averaging and keep the last several layers private. An overview of FLOP is shown in Figure 1, and our contributions are as follows:

- studying the effects of sharing a partial model in a federated learning framework on medical datasets;
- applying the FLOP algorithm to different model architectures (3-layer CNN, VGG11, CovidNet, ResNet50, MobileNet-v2, ResNetXt), and the presentation of extensive experiments on both benchmark data (Fashion-MNIST, CIFAR-10) and real-world medical data (COVIDx, Kvasir);
- showing empirically that FLOP allows for collaboration among clients (such as hospitals) with small, local datasets to train better machine learning models than the baseline algorithm FedAvg [22] without loss of privacy.

## 2 RELATED WORK AND PRELIMINARIES

With the emergence of tighter privacy regulations in Europe and around the world, researchers have started seeking solutions to train machine learning models from user data without compromising user privacy. Federated learning decentralizes conventional machine learning by removing the need to aggregate data into a single location or server, and has become the most popular solution to meet new data protection regulations [14, 22, 36]. Intuitively, the mechanism of federated learning is as follows: clients download the current model, train it on local data from the client, and then send model updates to the server. The server aggregates and averages the model updates from a set of clients to improve the shared model. All the training data remains on the client devices throughout the learning process.

Federated learning addresses data collection/aggregation concerns by communicating model updates only. In this paper, we strengthen the data protection by splitting a model into two parts, choosing a natural split for CNN architectures: a shared part with general feature domain information, and an unshared part with user-specific task information. We summarize the proposed FLOP method in Algorithm 1. Let $M$ denote the full model, which is partitioned into
Algorithm 1 FLOP Algorithm

Model Training($M$): // Run on user $u$

procedure
  Receive $M_s$ from the server and let $M'_s = M_s$
  Train the model $M^u = [M'^u_s, M'^u_p]$ on local training set
  Return $\Delta M'^u_s$ to the server
end procedure

Model Update

procedure
  Initialize $M_s$
  for each episode $t = 1, 2, \ldots$ do
    Sample $m$ users $U_t$
    for each user $u \in U_t$ in parallel do
      Send $M'_s$ to user $u$
    end for
    Receive $\Delta M'^u_s$ from user $u$;
    Update $M_s = M_s - \beta \frac{1}{|U_t|} \sum_{u \in U_t} \Delta M'^u_s$
  end for
end procedure

4 EXPERIMENTS

In this section, we report the results of our FLOP algorithm for different models. We build upon an open source federated learning framework\(^1\) to implement our FLOP\(^2\) in the PyTorch deep learning API. Our experiments are conducted on both real-world medical datasets (COVIDx and Kvasir) and benchmark datasets (FashionMNIST \([33]\) and CIFAR-10 \([17]\)). Specifically, each client has a sub-dataset derived from the original full dataset. We describe the details on generation of these sub-datasets for each client in Subsection 4.1, using the CIFAR-10 dataset as an example. On the two real-world medical datasets in Subsection 4.2, we use the CovidNet, ResNet50, MobileNet-v2, and ResNetXt model architectures. For the two benchmark datasets in Subsection 4.3, we verify the effectiveness of FLOP using the VGG-11 model architecture and a 3-layer CNN. The task in this paper is image classification, and the datasets across clients follow a non-IID distribution in this section. We discuss the non-IID results in Subsection 4.4 and also analyze the results when datasets are IID in Subsection 4.5.

4.1 Construction of the Non-IID Datasets

In the federated learning setting, the training data on a given client depend on the manner of device use by a particular user. For example, different hospitals may experience different COVID-19 caseloads, resulting in a varying proportion of COVID-19 cases. Any particular client’s local dataset will not be representative of the population distribution. Hence, the data distribution on each client is likely to be Non-IID. We describe the construction of non-IID datasets across client devices, using the CIFAR-10 dataset as an illustrative example. CIFAR-10 consists of 60,000 color images in 10 classes, with 6,000 images per class. The dataset is split into 50,000 training images and 10,000 test images. Supposing the number of clients for Federated Learning is 50, we distribute to each client 1,000 training images as its local dataset. The assignment of the 50,000 CIFAR-10 training images to each client under the non-IID setting is as follows:

- Step 1: The images are sorted such that all examples with the same category label are together. We note that CIFAR-10 has a uniform class distribution of 5,000 images for each of its 10 classes. Thus, after this step, the sorting yields 5,000 examples of the first class, 5,000 of the second class and so on for the remaining classes.
- Step 2: Set a number of “chunks”, and use these chunks to subdivide each class. For example, if we set the number of chunks for each class to be 25, then each chunk will have $5000/25 = 200$ images. Then the entire training dataset will have 250 chunks, and each client receives 5 chunks.
- Step 3: Randomly distribute the chunks uniformly to each client. In our running example, each client selects 5 chunks from the 250 chunks. The distribution scheme is as follows:
  (i) The first client chooses the chunks from the first class with the probability of $\lambda$ and from the rest classes with the probability of $1 - \lambda$. If we set $\lambda = 0.6$, the first client will select chunks randomly from the remaining classes with probability 0.4.

\(^1\)https://github.com/AshwinRJ/Federated-Learning-PyTorch
\(^2\)https://github.com/jianyizhang123/FLOP

a shared part $M_s$ and private part $M_p$. Altogether $M = [M_s, M_p]$. For a particular local client $u$, we denote $\Delta M'^u_s$ as the update of $M'^u_s$. Again considering the horizontal federated learning paradigm for illustration: $U$ clients with the same data structure collaboratively learn a machine learning model. The training process of our algorithm is as follows.

- Step 1: Clients receive $M_s$ from the server, train their own model $M^u = [M'^u_s, M'^u_p]$ locally, and send the gradients of $M'^u_s$ back to server;
- Step 2: The server performs secure aggregation on the received updates from the participating clients;
- Step 3: The server sends the aggregated results of $M_s$ back to clients;
- Step 4: Clients update their $M'^u_s$ model with the results from the server.

The above steps are iterated until the loss function converges, concluding the training. The process and the algorithm are agnostic to any specific models, and all the clients will obtain the final shared model parameters.

Privacy is one of the key properties that federated learning aims to ensure. There are different types of privacy attacks in federated learning. Recent empirical results in \([41]\) show that sharing a model may not fully protect the privacy and gradients exchange will cause Deep Leakage \([9, 38, 41]\). However, our FLOP framework addresses this vulnerability because it only shares a partial model. Furthermore, we can achieve guaranteed privacy by masking a selection of gradients with encryption \([3]\), differential privacy \([26]\), or secret sharing \([4]\) techniques in step 1, which is out of the scope of this paper.
Similarly, the second client chooses the chunks from the second class with 0.6 probability, and the tenth client chooses the chunks from the last class with 0.6 probability.

(iii) After that, the eleventh client chooses chunks from the first class again with 0.6 probability and from the other classes with 0.4 probability.

(iv) The distribution follows this scheme for clients until each has 5 chunks.

(v) Once a particular class runs out of images, the current client will choose chunks from the remaining classes with a normalized probability (normalized from the original probability). For example, if there are no images in the first class, and the original probability is 0.6 from the first class and (1 − 0.6)/9 from the other nine classes, the current client will choose the chunks from each of the remaining nine classes with 1/9.

Following the steps above, the clients will receive images with an uneven distribution of classes. Hence, across the clients, the data distribution in each client becomes Non-IID. We use this non-IID dataset distribution scheme for all datasets mentioned in the paper.

4.2 Experiments on Medical Datasets

4.2.1 Dataset.

COVIDx: The task of Covid-19 diagnosis is image classification with three classes: (i) Normal (No infection), (ii) Pneumonia (Non-COVID-19 infection, e.g., viral, bacterial, etc.), and (iii) COVID-19 (COVID-19 viral infection). COVIDx [31] is the open-access benchmark dataset with the largest number of COVID-19 positive patient cases, and is the combination of five publicly available COVID-19 data repositories: (1) COVID-19 Image Data Collection [8], (2) COVID-19 Chest X-ray Dataset Initiative[3], (3) Actualmed COVID-19 Chest X-ray Dataset[4], (4) COVID-19 radiography dataset[5], and (5) RSNA Pneumonia Detection Challenges dataset[6]. We use COVIDx as our training and test dataset. As these datasets are ever-updated during the ongoing pandemic, we specify that for our experiments, the dataset consists of 13,954 images for training and 1,579 for testing. The training dataset contains 7,966 Normal, 5,471 Pneumonia and 517 COVID-19 images. The test dataset contains 885 Normal, 594 Pneumonia, and 100 COVID-19 images.

Kvasir: The Kvasir dataset [24] concerns image classification for Gastrointestinal disease with eight classes. It includes images showing anatomical landmarks, pathological findings, or endoscopic procedures in the GI tract, which are collected using endoscopic equipment at Vestre Viken Health Trust (VV) in Norway. It consists of 8,000 images in 8 classes and 1,000 images for each class (6,000 for training and 2,000 for testing). The 8 classes show Anatomical Landmarks (Z-line, pylorus, cecum), Pathological Findings (esophagitis, polyps, ulcerative colitis), and Polyp Removal (“dyed and lifted polyp” and “dyed resection margins”) in the GI tract.

4.2.2 Model. For both medical datasets above, we apply our FLOP framework on models below to verify the framework’s efficacy.

COVID-Net [31] is a recently proposed deep convolutional neural network designed for the detection of COVID-19 cases from chest X-ray (CXR) images. To compress the network structure, it utilizes projection-expansion-projection-extension (PEPX) while preserving the performance to a large extent.

MobileNet-v2 [25] is a new mobile model which improves the state-of-the-art performance on several tasks, of which the architecture is based on an inverted residual structure. MobileNet-v2 uses lightweight convolutions to process features in the intermediate expansion layer.

ResNet50 [12] is a variant of the ResNet model, which utilizes the residual Block to improve the performance of very deep neural networks. It has been widely adopted in many computer vision tasks.

ResNeXt’s [34] topology is as the same as ResNet50. The difference is it uses a “split-transform-merge” strategy (branched paths within a single module) to improve the performance.

4.2.3 Implementations.

Local Testing. The classical federated learning framework uses FedAvg [22] to update the model \( \tilde{M} \) shared between server and clients. The recent work in [21] further utilizes FedAvg to detect COVID-19. By contrast, FLOP avoids Deep Leakage [9, 38, 41] and protects patients’ privacy by only allowing the server access to a partial model \( M_u^\alpha \) from each client. The server in [21] derives a full model after each training round and tests it on the test dataset, denoted as global testing. However, since the server in FLOP does not maintain a globally shared full model, we instead test FLOP with different \( M^\alpha = [M^\alpha_u, M^\alpha_p] \) on each local client \( u \), which is denoted as local testing.

With a sub-dataset distributed to each client, we further randomly split the client-local dataset into local training and test. In our experiments, we consider 5 clients in total. At each round, we randomly select 2 clients \( (u_1, u_2) \) from the 5 clients. The selected client \( u_i \) trains its model \( M^\alpha_i = [M^\alpha_i^u, M^\alpha_i^p] \) on its own training dataset for 3 epochs, and then sends \( M^\alpha_i^p \) to the server. After the server aggregates and updates \( \tilde{M}_i \), all the clients derive a new model \( M^\alpha = [M^\alpha_u, \tilde{M}^\alpha_p] \), where \( M^\alpha_u = \tilde{M}_i \). Then they test \( M^\alpha_p \) on their own local test datasets. We average the accuracy and loss over all the clients for the comparison.

We follow the previous work [21] to conduct our experiments in a pseudo-distributed setting on 1×Nvidia RTX 2080 Ti GPU. Clients use the Adam [16] optimizer with a learning rate \( r = 2e − 5 \) and weight decay \( w = 1e − 7 \). All other hyperparameters are as the same as found in [21].

4.2.4 Results on COVIDx.

Analysis. While we initially expect that there may be a tradeoff between model performance and privacy protection, we actually find that our FLOP framework outperforms classical FedAvg on four models (COVID-Net, MobileNet-v2, ResNet50, ResNeXt) by 0.5% ~ 2%. We partition each client local dataset into a local training.
Table 1: Local testing accuracy on COVIDx. We expect a possible tradeoff between protecting privacy and model performance; however, we find FLOP improves local testing accuracy over FedAvg for four models by 0.5% ~ 2%.

| Framework | COVID-Net | MobileNet-v2 | ResNet50 | ResNeXt |
|-----------|-----------|--------------|----------|---------|
| FedAvg    | 90.08±0.40| 90.07±1.99   | 93.64±0.23| 93.26±0.08|
| FLOP      | 92.10±0.36| 91.16±1.76   | 94.54±0.21| 93.72±0.32|

Figure 2: Local testing loss on the COVIDx dataset, with testing as described in Section 4.2.3. Note that local testing loss for FLOP decreases more rapidly than that of the FedAvg framework. X-axis: epoch; y-axis: averaged local testing loss.

Figure 3: (a) Local testing loss for the four models altogether under FedAvg; (b) Local testing loss for the four models altogether under FLOP. X-axis: epoch; y-axis: averaged local testing loss.
Figure 4: Confusion matrices on the COVIDx dataset. “n” denotes “normal”; “p” – “Pneumonia”; and “c” – “COVID-19”.

Table 2: Global testing accuracy on the COVIDx dataset

| Framework | COVID-Net | MobileNet-v2 | ResNet50 | ResNeXt |
|-----------|-----------|--------------|----------|---------|
| FedAvg    | 87.61±0.38| 86.98±3.15   | 90.86±0.23| 90.26±0.12|
| FLOP      | 88.14±0.17| 87.01±2.93   | 90.84±0.39| 90.31±0.13|

Figure 5: Local testing loss on the Kvasir dataset. Our FLOP framework outperforms compared to the classical FedAvg framework. X-axis: epoch; Y-axis: averaged local testing loss.

We repeat the experiments with different random seeds and record the best local testing accuracy. Their average and Standard Deviation are reported in Table 1. We find that across all models investigated, FLOP achieves higher local testing accuracy than FedAvg. In particular, FLOP on the CovidNet model improves the classical FedAvg by over 2%. Among the four models, ResNet50 achieves the best results for both the classical FedAvg framework and our FLOP framework. This is also evident in Figure 3, in which...
we compare the local testing loss for the four models altogether under either FedAvg or FLOP. The performance of COVID-Net is similar to MobileNet-V2 under both frameworks. The local testing losses of ResNet50 and ResNetXt decrease faster than the lighter MobileNet-V2 and COVID-Net models. It is worth noting that ResNet50 achieves the best performance with respect to both metrics of local testing accuracy and local testing loss.

We additionally note from Figure 2 that the local test loss for FLOP decreases more stably than that of FedAvg as the models train. The curve for classical FedAvg, shown in blue, fluctuates dramatically while the curve for FLOP, shown in red, becomes stable. This improvement can be observed clearer in Figure 3. All curves in Figure 3b are more stable than the curves in 3a. We will further analyze the reason that our FLOP method achieves better results in Section 4.4.

To make the experimental results more comprehensive, we also explore the sensitivity of the models to each label. By presenting the confusion matrices for the models shown in Figure 4, we further demonstrate that the accuracy for each label in our FLOP is comparable to or even better than the accuracy in FedAvg. Specifically, the accuracy of Covid-19 label turns to be higher than the one in FedAvg, and our FLOP does not sacrifice the privacy.

Ablation Study. As mentioned earlier in Section 4.2.3, FLOP only shares the model \( M^\mu \) between clients and the server. In the ablation study, we simulate FedAvg \([22]\) by averaging the sum of \( M^\mu \) over all the clients and test it on the full test dataset, in order to obtain a similar and comparable global testing accuracy as tested by FedAvg. Table 2 shows the global testing accuracy on the COVIDx dataset. For all four models, the results of FLOP are comparable with those of classical FedAvg, outperforming FedAvg for three of the four models examined. With this performance and the increased privacy/security afforded by sharing only a partial model, we advocate for FLOP as a superior federated learning framework over FedAvg.

4.2.5 Results on Kvasir. As for the Kvasir dataset, we also split into local training sets (80\%) and local test sets (20\%) for each client. We train two models (ResNet50 and MobileNet-V2) to verify the effectiveness of the FLOP.

### Table 3: Local testing accuracy for Kvasir

| Framework  | ResNet50 | MobileNet-v2 |
|------------|----------|--------------|
| FedAvg     | 88.85±2.39 | 91.08±1.37   |
| FLOP       | 95.05±1.26  | 97.44±0.30   |

### Table 4: Global testing accuracy for Kvasir

| Framework   | ResNet50 | MobileNet-v2 |
|-------------|----------|--------------|
| FedAvg      | 82.46±2.13 | 84.15±1.04   |
| FLOP        | 82.83±2.73  | 84.01±1.37   |

Local testing loss is shown in Figure 5. Again, we observe that the local testing loss of FLOP converges faster than the classical FedAvg. Furthermore, we also see FLOP outperform FedAvg with respect to local testing accuracy, shown in Table 3. Our FLOP increases the accuracy by \( \sim 6\% \) for both models.

An interesting result is that in this case, MobileNet-V2 achieves better results than ResNet50, despite MobileNet-V2 being lighter neural network than ResNet50. In the case of the Kvasir dataset, our experiments suggest using MobileNet-V2 over ResNet50 to achieve the best results for Federated learning.

Ablation Study. Similar to the experiments on COVIDx, we also conduct an ablation study on Kvasir. Shown in Table 4, we present the global test accuracy for these two models. Our framework is still comparable to FedAvg while not sacrificing client privacy.

### 4.3 Experiments on Benchmark Datasets

To further verify the effectiveness of FLOP, we conduct experiments on two benchmark datasets that are also publicly available: Fashion-MNIST and CIFAR-10.

**Fashion-MNIST.** Fashion-MNIST consists of a training set of 60,000 images and a test set of 10,000 images. Each example is a 28×28 grayscale image, associated with a label from 10 classes. We use a 3-layer CNN model: two convolutional layers followed by one linear layer.

Following the similar settings of the experiments on COVIDx and Kvasir, the simulation on Fashion-MNIST is for 100 clients and terminates after 50 rounds. For every round, we randomly select 15 clients from the 100 clients and perform 10 local epochs for training on each client. We optimize using stochastic gradient descent (SGD) with batch size 60. After each round, we record the local testing accuracy and the local testing loss on each client. Then we average them over all the clients and show the results in Figure 6.

**CIFAR-10.** CIFAR-10 consists of 60,000 32×32 colour images in 10 classes, with 50,000 training images and 10,000 test images. The simulation on CIFAR-10 is for 50 clients in total and terminates after 100 rounds. For every round, we randomly select 20 clients from the 50 clients and perform 5 local epochs on each client. The model is VGG-11, and the last linear layer is not shared. The optimizer is stochastic gradient descent (SGD) with batch size 100. After each round, we record the local testing accuracy and the local testing loss on each client. Then we average them over all the clients and show the results in Figure 7.
Table 5: Local testing accuracy on COVIDx when the datasets of the clients are IID. We expect a possible tradeoff between protecting privacy and model performance; however, we find FLOP improves local testing accuracy over FedAvg for all four models tested.

| Framework | COVID-Net | MobileNet-v2 | ResNet50 | ResNeXt |
|-----------|-----------|--------------|----------|---------|
| FedAvg    | 91.33±0.10| 91.87±2.98   | 94.01±0.19| 94.03±0.71 |
| FLOP      | 91.52±0.13| 91.90±0.63   | 94.51±0.27| 94.15±1.06 |

Table 6: Global testing accuracy on COVIDx when the datasets of the clients are IID.

| Framework | COVID-Net | MobileNet-v2 | ResNet50 | ResNeXt |
|-----------|-----------|--------------|----------|---------|
| FedAvg    | 88.84±0.34| 89.11±3.95   | 91.49±0.29| 90.98±0.59 |
| FLOP      | 88.51±0.26| 89.65±3.63   | 91.45±0.25| 91.20±0.81 |

Figure 7: Local testing loss for CIFAR-10. X-axis: epoch; Y-axis: averaged local testing loss.

Table 7: Local testing accuracy for Kvasir when the datasets of the clients are IID.

| Framework | ResNet50 | MobileNet-v2 |
|-----------|----------|--------------|
| FedAvg    | 97.82±0.87| 98.38±0.31   |
| FLOP      | 98±0.46   | 98.45±0.17   |

Table 8: Global testing accuracy for Kvasir when the datasets of the clients are IID. Note that while FedAvg slightly outperforms FLOP in this case, it is likely at the expense of model privacy

| Framework | ResNet50 | MobileNet-v2 |
|-----------|----------|--------------|
| FedAvg    | 97.24±1.07| 98.28±0.19   |
| FLOP      | 96.45±2.64| 98.04±0.29   |

4.4 Discussion
In this subsection, we discuss why our FLOP algorithm leads to the improved results when compared with FedAvg.

The component of the networks we do not share is $M_C$, which in our experiments is the classifier. It is typically composed of several linear layers. The classifier whose output is the predicted labels, is the most related component to the data distribution of the ground-truth labels. Hence, we believe this component carries much more information of clients’ datasets. This motivates keeping the classifier separate from server in the FLOP algorithm.

Figure 7: Local testing loss for CIFAR-10. X-axis: epoch; Y-axis: averaged local testing loss.

4.5 Results of the IID cases
In this subsection, we report the training accuracy for the IID cases on medical datasets. The hyperparameters and other experimental settings of the IID cases are the same as the Non-IID cases.

COVIDx: While we initially expect that there may be a tradeoff between model performance and privacy protection, we actually find that our FLOP framework outperforms classical FedAvg on four models (COVID-Net, MobileNet-v2, ResNet50, ResNeXt), though the improvement is less for the IID case than for the non-IID case. The local testing accuracy on the COVIDx dataset for the IID case are shown in Table 5. We believe that the less dramatic improvement than for the non-IID case is in line with our discussion in Section 4.4. Specifically, in the IID case, the non-shared classifier for each client is slightly less personalized, since the data distributions on the clients are more similar than in the non-IID case. Again, we see that the performance of the ResNet50 model is the best among the four models tested.

As for the global testing accuracy in Table 6, the accuracy of our FLOP method is again comparable to the accuracy of FedAvg, again strengthening our argument that FLOP is a strong method of preserving privacy and training effective models in a federated setting.

Kvasir: With respect to local testing accuracy, shown in Table 7, FLOP again outperforms FedAvg on the Kvasir dataset in the IID case, and again MobileNet-v2 outperforms the ResNet50, which is consistent across the results for non-IID and IID cases.

With respect to global testing accuracy, shown in Table 8, our FLOP method performs competitively, but does not outperform, the FedAvg scheme. We expect that this slight underperformance is in tradeoff to the additional privacy afforded to FLOP by sharing only a partial model between server and clients.
5 CONCLUSION

We have proposed a Federated Learning method in which only a partial model is shared between clients and server – FLOP – and demonstrated its use particularly for applications with medical data. Our proposed algorithm reduces privacy and security risks by sequestering client data on their local devices. Experimental results on both real-world medical datasets and benchmark datasets demonstrate the advantages of our algorithm. In future work, we intend to accelerate the training of the models following the techniques in [13, 35] and apply our algorithm to other tasks. Overall, we believe that our research makes an important step for improving the performance of deep learning models on data-scarce healthcare tasks, as our algorithm allows different hospitals to collaboratively train models without sharing local patients’ data.
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