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Abstract

This paper considers an extension of the linear non-Gaussian acyclic model (LiNGAM) that determines the causal order among variables from a dataset when the variables are expressed by a set of linear equations, including noise. In particular, we assume that the variables are binary. The existing LiNGAM assumes that no confounding is present, which is restrictive in practice. Based on the concept of independent component analysis (ICA), this paper proposes an extended framework in which the mutual information among the noises is minimized. Another significant contribution is to reduce the realization to the shortest path problem, in which the distance between each pair of nodes expresses an associated mutual information value, and the path with the minimum sum (KL divergence) is sought. Although $p$ mutual information values should be compared, this paper dramatically reduces the computation when no confounding is present. The proposed algorithm finds the globally optimal solution, while the existing approaches locally greedily seek the order based on hypothesis testing. We use the best estimator in the sense of Bayes/MDL that correctly detects independence for mutual information estimation. Experiments using artificial and actual data show that the proposed version of LiNGAM achieves significantly better performance, particularly when confounding is present.

1 Introduction

Suppose that we have data $x^n$ and $y^n$ of size $n$ for variables $X$ and $Y$, respectively. If we write $X \rightarrow Y$ to denote that $X$ and $Y$ are the cause and effect, respectively, one might think to choose one of the $X \rightarrow Y$ and $Y \rightarrow X$ by comparing the likelihood. However, this reasoning fails to identify the direction of causality because the likelihoods are identical (Markov equivalence). We may construct a skeleton from structure learning procedures such as the PC algorithm [17] and greedy equivalence search [2]. However, in general, we cannot finalize the causal order among the variables. In this paper, we are interested in seeking the causal order rather than the skeleton.

In 2006, Shimizu [13] proposed a novel criterion: if $X \rightarrow Y$, there should be a function $f$ and a variable $\epsilon$ such that $Y = f(X, \epsilon)$ and $X$ and $\epsilon$ are independent. For example, we can determine the causal direction by identifying which of $X \perp \perp \epsilon$ and $Y \perp \perp \epsilon'$ is correct in

$$Y = aX + \epsilon$$

$$X = a'Y + \epsilon'$$

for some $a, a' \in \mathbb{R}$. However, both independences may hold for some $a, a'$, and we cannot distinguish between $X \rightarrow Y$ and $Y \rightarrow X$ in this case. Shimizu [13] proved that such an inconvenience does not occur if and only if either $X$ or $\epsilon$ is non-Gaussian when the true model is (1).

The theory that we refer to as LiNGAM (linear non-Gaussian acyclic model [14, 8]) in this paper was inspired by independent component analysis (ICA). ICA finds independent component variables such as $X$ and $\epsilon$ from data $x^n$ and $y^n$ of $X$ and $Y$. There are two versions of LiNGAM—ICA-LiNGAM [13] and direct-LiNGAM [14]—and both are based on ICA.

The main problem with LiNGAM is that it assumes that no confounding is present. The reasoning in LiNGAM follows because it assumes that exactly one of $X \perp \epsilon$ in (1) and $Y \perp \epsilon'$ in
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1We write $X \perp Y$ when $X$ and $Y$ are independent.
is true. However, this constraint makes LiNGAM restrictive in practice. In fact, as the number
of variables increases, the assumption will not be satisfied. For example, if $X = \epsilon_1$, $Y = aX + \epsilon_2$, and $Z = bX + cZ + \epsilon_3$, with $a, b, c \in \mathbb{R}$, are true, then, we must require the noises $\epsilon_1, \epsilon_2, \epsilon_3$ to be independent, which is rather unrealistic.

In this paper, we propose an extension of LiNGAM that can address the case in which
confounding is present among discrete variables [9, 12]. In particular, we relax the constraint in
LiNGAM and only assume that the true structure minimizes the noises’ mutual information. The
idea of minimizing the mutual information among the independent components was proposed in
ICA, so the extension seems reasonable. Some authors have proposed ways to avoid the effects
of confounders without extending LiNGAM. However, these methods require the knowledge that
confounding is present a priori and take an exponential time of the number $\ p \ $ of variables [11][19].
Besides, Shimizu et al. [15] considered individual-specific effects that are sometimes the source of
confounding, and proposed an empirical Bayesian approach for estimating possible causal direction.

One contribution of this paper is to propose an efficient procedure to achieve this goal. Although
LiNGAM searches the variable order using hypothesis testing in a greedy manner, we search for
the globally optimal order based on the shortest path problem, assuming direct-LiNGAM [14]. For
the three-variable case, we minimize the (total) mutual information

$$ I(e_1, e_2, e_3) = I(e_1, \{e_2, e_3\}) + I(e_2, e_3). $$

There are six paths for $p = 3$, and each has mutual information; the corresponding mutual
information value is assigned as a distance for each pair of connected nodes. We choose the path with
the minimum mutual information. In particular, we prove that the computation almost surely
completes as fast as the original LiNGAM if no confounding is present.

Another issue is the estimation of mutual information. In this paper, we assume that the
variables are binary. Then, one might think that the estimator can be constructed as a function of
the relative frequencies. However, the maximum likelihood estimator tends to show larger estimates
than the true mutual information value due to overfitting. We apply an optimal estimator based
on the Bayes/MDL criteria [18].

We admit that the binary LiNGAM [9] and [12] is rarer than the continuous one. However, the
binary LiNGAM can be used in any binary dataset, such as the Asia dataset by S. Lauritzen [11].
Our goal in the future is to propose LiNGAM for categorical data rather than binary data, and
we regard the current work as its first step.

In general, it is possible that two variables cannot be not ordered. For example, suppose that
both of $X_1 \rightarrow X_2 \rightarrow X_3 \rightarrow X_4$ and $X_1 \rightarrow X_3 \rightarrow X_2 \rightarrow X_4$ are consistent with the true order
when $\{X_2, X_3\}$ is after $X_1$ and before $X_4$ and the order between $X_2$ and $X_3$ does not matter. The
proposed algorithm outputs one of the possible orders based on the data.

Our contributions include the following:

1. formulate LiNGAM based on minimizing the mutual information value and make LiNGAM
   available even when confounding is present;
2. reduce finding the optimal causal order to the shortest path problem in the ordered graph
   such that the distances are the mutual information values between the nodes;
3. apply mutual information estimation based on the Bayes/MDL criteria; and
4. find that the proposed LiNGAM achieves significantly better performance than the original
   LiNGAM for any case (with and without confounding).

This paper is organized as follows: Section 2 explains the background for understanding the
results and discusses existing works. Section 3 states the results of this paper, in particular the
principle and procedure. Section 4 shows an example and experiments and examines the effective-
ness of our approach. Section 5 concludes this paper with a summary of the results and future
work.

2 Preliminaries

In this section, we provide essential background knowledge for understanding the results in later
sections.
2.1 LiNGAM for two continuous variables

Given actually occurring sequences \( x^n := (x_1, \ldots, x_n), y^n := (y_1, \ldots, y_n) \in \mathbb{R}^n \) of length \( n \geq 1 \), we wish to estimate which of the variables \( X \) and \( Y \) are the cause and effect. If we write \( X \rightarrow Y \) to denote that \( X \) and \( Y \) are the cause and effect, respectively, LiNGAM is a criterion for determining the direction of “\( \rightarrow \)”.

For simplicity, we assume that the expectations of \( X \) and \( Y \) are both zero. If one of them is expressed by a linear regression of the other, then the problem reduces to identifying either of the two regressions:

\[
\begin{cases}
X = e_1 \\
y = aX + e_2
\end{cases}
\]  

(3)

or \( \{ Y = e'_1, X = a'Y + e'_2 \} \) for some \( a, a' \in \mathbb{R} \) such that the variables \( \{e_1, e_2\} \) and \( \{e'_1, e'_2\} \) are independent, and the expectations of the four variables are zero. If the true regression is expressed by one of the two, the problem further reduces to which of \( e_1 \perp \perp e_2 \) and \( e'_1 \perp \perp e'_2 \) is more likely.

However, we may not be able to distinguish between \( e_1 \perp \perp e_2 \) and \( e'_1 \perp \perp e'_2 \). We know that for Gaussian variables, independence and zero correlation are equivalent. It is known \cite{Shimizu2006} that given \( a \in \mathbb{R} \) and \( e_1 \perp \perp e_2 \), there exists \( a' \in \mathbb{R} \) such that \( e'_1 \perp \perp e'_2 \) if and only if both \( e_1 \) and \( e_2 \) are Gaussian. Hereafter, LiNGAM assumes that at least one of \( e_1 \) and \( e_2 \) does not follow a Gaussian distribution.

**Proposition 1** (Shimizu et al. \cite{Shimizu2006}) Suppose that \( X \) and \( Y \) are not independent. The following two conditions are equivalent:

1. both \( X \) and \( Y \) are Gaussian.
2. there exist \( a, a' \in \mathbb{R} \) such that both \( X \perp \perp (Y - aX) \) and \( Y \perp \perp (X - a'Y) \).

2.2 LiNGAM for multiple continuous variables

Given occurring sequences \( x^n := (x_1, \ldots, x_n), y^n := (y_1, \ldots, y_n), z^n := (z_1, \ldots, z_n) \in \mathbb{R}^n \) of length \( n \), we wish to estimate the order of the variables \( X, Y, Z \) such that one is the cause of the other two, and of these two, one is the cause of the other. LiNGAM even determines the direction “\( \rightarrow \)” for more than two variables.

We assume that the expectations of \( X, Y, \) and \( Z \) are zero for simplicity. There are \( 3! = 6 \) orders for \( X, Y, Z \). For example, if \( X \rightarrow Y \rightarrow Z \) is true, then we assume that they are generated by

\[
\begin{cases}
X = e_1 \\
y = aX + e_2 \\
z = bX + cY + e_3
\end{cases}
\]  

(4)

for some \( a, b, c \in \mathbb{R} \) such that the variables \( e_1, e_2, e_3 \) have expectation zero and are independent.

We first compute the six quantities

\[
\begin{align*}
x^n_y &:= x^n - \frac{c(y^n, x^n)}{v(y^n)}y^n, \\
y^n_x &:= y^n - \frac{c(x^n, y^n)}{v(x^n)}x^n, \\
z^n_x &:= z^n - \frac{c(x^n, z^n)}{v(x^n)}x^n, \\
z^n_y &:= z^n - \frac{c(y^n, z^n)}{v(y^n)}y^n, \\
x^n_z &:= x^n - \frac{c(x^n, z^n)}{v(z^n)}z^n, \quad \text{and} \quad y^n_z &:= y^n - \frac{c(z^n, y^n)}{v(z^n)}z^n,
\end{align*}
\]

and compare the independence of \( \{x^n, (y^n, z^n)\}, \{y^n, (z^n, x^n)\} \), and \( \{z^n, (x^n, y^n)\} \).

If \( X \) is chosen as the cause in the first stage, we compare the two pairs \( \{y^n_x, z^n_{xy}\} \) and \( \{z^n_x, y^n_{zx}\} \) and choose the pair that is more independent, where

\[
\begin{align*}
z^n_{xy} &:= z^n_x - \frac{c(y^n_x, z^n_x)}{v(y^n_z)}y^n_x, \\
y^n_{zx} &:= y^n_x - \frac{c(z^n_x, y^n_x)}{v(z^n_y)}z^n_x.
\end{align*}
\]

When we have \( n \) samples for \( p \) variables, we can similarly determine the order. If one source is Gaussian among the noises \( e_1, \ldots, e_p \), the reasoning above follows.
2.3 Confounding

We say that confounding exists if the noises \(e_1, e_2, \ldots, e_p\) are not independent. More precisely, confounding exists if for the noises \(e_1, e_2, \ldots, e_p\),

\[
P_{1,\ldots,p}(e_1 = e_1, \ldots, e_p = e_p) \neq P_1(e_1 = e_1) \cdots P_p(e_p = e_p)
\]

with non-zero probability w.r.t. noise values \(e_1, \ldots, e_p \in \mathbb{R}\) for any order of the \(p\) variables \(e_1, e_2, \ldots, e_p\). Although the definition might be different from the other literature, we consider such cases in this paper. For example, it assumes that \(\{e_1, e_2\}\) and \(\{e_1, e_2, e_3\}\) are true in [3] and [4], respectively, if they are the true models.

2.4 ICA

In general, the mutual information \(I(U, V)\) between \(U\) and \(V\) is often used to measure how mutually dependent \(U\) and \(V\) are. For example, for the noises \(e_1, e_2\), we have \(I(e_1, e_2) = 0 \iff e_1 \perp \! \! \! \perp e_2\).

By independent component analysis, ICA [7, 3], we mean to minimize the mutual information \(I(s_1, s_2)\) between variables \(s_1, s_2\) such that

\[
\begin{bmatrix} X \\ Y \end{bmatrix} = A \begin{bmatrix} s_1 \\ s_2 \end{bmatrix}
\]

for a matrix \(A = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix}\), given variables \(X, Y\), where the row and column vectors are nonzero. One can check that the problem reduces to finding \(A\) in the form

\[
A = \begin{bmatrix} 1 & a' \\ a & 1 \end{bmatrix}
\]

for some \(a, a'\). On the other hand, LiNGAM chooses either \(A = \begin{bmatrix} 1 & 0 \\ a & 1 \end{bmatrix}\) or \(A = \begin{bmatrix} 1 & a' \\ 0 & 1 \end{bmatrix}\) for some \(a, a' \neq 0\). In this sense, LiNGAM solves a restricted case of ICA, as the authors of LiNGAM remarked in their initial version [13].

2.5 LiNGAM for binary variables

In this paper, we consider LiNGAM for discrete variables. Binary LiNGAM was independently considered by Peters et al. [12] and Inazumi et al. [9].

Suppose that \(X, Y\) take binary values (in \(\{0, 1\}\)) and that they are stochastically related by

\[
\begin{cases} 
X = e_1 \\
Y = f(X) + e_2
\end{cases}
\]

(5)

with \(f : \{0, 1\} \to \{0, 1\}\), where \(e_1, e_2\) randomly takes binary values, and "+" denotes the exclusive-or operation. Note that \(f(\cdot)\) is either of 0,1,\ldots,+1. If \(f(X)\) is either 0 or 1, then \(X \perp \! \! \! \perp Y\), which means that both \(e_1 \perp \! \! \! \perp e_2\) and \(e'_1 \perp \! \! \! \perp e'_2\) occur. The problem is to identify the order (whether (5) or (2), or (6)) and the function \(f, f' : \{0, 1\} \to \{0, 1\}\) for binary random variables \(e_1, e_2, e'_1, e'_2\), given data \(x^n, y^n \in \{0, 1\}^n\). They found the order and function by identifying which is more likely between \(e_1 \perp \! \! \! \perp e_2\) and \(e'_1 \perp \! \! \! \perp e'_2\), assuming that there exist no confounders, i.e., either \(e_1 \perp \! \! \! \perp e_2\) or \(e'_1 \perp \! \! \! \perp e'_2\) is true.

The arithmetic is exclusive-or and all the variables and coefficients are either zero or one. Note that \(2x = 0, x^2 = x,\) and \(x + y = x - y,\) for \(x, y = 0, 1\) (all the arithmetic is modulo two). The residues are computed as \(y.x = y - x \) and \(y.x = y \) for \(Y = X + e \) and \(Y = e\), respectively. The coefficient \(a(y, x) = 0, 1\) such that \(a(y, x)\) is determined by which of \((x, y - x)\) and \((x, y)\) is closer to independence. In general, if we define \(f(u, v) := u - a(u, v)u \) and \(x.yz := f(x.y, z.y)\), then we recursively obtain \(x.y = f(x, y) = x - a(x, y)y, \) \(z.y = f(z, y) = z - a(z, y)y,\) and

\[
x.yz = (x - a(x, y)y)z.y - a(x, y)y(z - a(z, y)y)
\]

They proved a similar identifiability as Proposition 1.

Proposition 2 (Inazumi et al. [9]) Suppose that \(X\) and \(Y\) are not independent. If both \(X\) and \(Y\) take zeros and ones equiprobably, then there exist \(f, f' : \{0, 1\} \to \{0, 1\}\) such that both \(X \perp \! \! \! \perp (Y - f(X))\) and \(Y \perp \! \! \! \perp (X - f'(Y))\).
We are not concerned about whether \( f(X) = X \) or \( f(X) = X+1 \) in deciding whether \( X \to Y \) or \( Y \to X \) because \( e_1 \perp e_2 \iff (e_1+1) \perp (e_2+1) \), where "+" expresses the exclusive-or operation. Thus, as long as \( X \) and \( Y \) are not independent, we may assume that \( f(X) = X \).

For continuous variables, the HSIC (Hilbert Schmidt independence criterion) \([6]\) is often used to test the independence of two variables. For the discrete variables, the authors \([9,12]\) used the G-test or its variant based on mutual information. Note that the previous LiNGAM approach assumes that no confounding exists, which is unrealistic in reality, and that the order identification process is done greedily.

3 An Extended Criterion for Addressing Confounding

3.1 Minimizing the Mutual Information for Identifying the Order

We have seen that LiNGAM prevents us from addressing confounding and imposes a restrictive condition: the noises \( e_1,\ldots,e_p \) among the \( p \) variables should be independent. For this reason, we may say that LiNGAM does not provide any reliable results for actual data.

We propose a relaxed criterion based on ICA: the true model should minimize the mutual information \( I(e_1,\ldots,e_p) \) defined by

\[
I(e_1,\ldots,e_p) := \sum_{e_1} \cdots \sum_{e_p} P_{1\ldots p}(e_1,\ldots,e_p) \log \frac{P_{1\ldots p}(e_1,\ldots,e_p)}{P_1(e_1) \cdots P_p(e_p)},
\]

where \( P_{i\ldots p} \) and \( P_i \), \( i = 1,\ldots,p \), are the associated probabilities of the noises \( e_1,\ldots,e_p \) and the values \( e_1,\ldots,e_p \) range over the values that the noises take. For example, for the noises \( e_1, e_2, e_3 \) in the previous section, we have

\[ I(e_1, e_2, e_3) = 0 \iff e_1 \perp \{e_2, e_3\}, e_2 \perp e_3 \]

because \( I(e_1, e_2, e_3) = I(e_1, \{e_2, e_3\}) + I(e_2, e_3) \).

Note that \( e_1,\ldots,e_p \) being independent implies \( I(e_1,\ldots,e_p) = 0 \), although the converse does not hold. In this sense, the criterion is consistent with LiNGAM: if the variables satisfy the assumption of LiNGAM and the order is optimal, it is also optimal for the novel criterion. However, even if the assumption does not hold, order identification works under the novel criterion.

We say that \( X_1,\ldots,X_p \) follows an additive noise model \([10]\)

\[ X_i = f_i(X_1,\ldots,X_{i-1}) + e_i \]

with the function \( f_i \) being known, \( i = 1,\ldots,p \), such that \( e_1,\ldots,e_p \) are independent. Suppose that we are given \( p \) variables whose noises \( e_1,\ldots,e_p \) may not be independent. If we wish to know which among the \( p! \) additive noise models fits, we change the order of the given \( p \) variables and evaluate the Kullback-Leibler (KL) divergence \([6]\) for \( P(e_i = 1) = \sum P(e_1,\ldots,e_{i-1},1,e_{i+1},\ldots,e_p) \) and \( P(e_i = 0) = 1 - P(e_i = 1) \), where the sum ranges over \( (e_1,\ldots,e_{i-1},e_{i+1},\ldots,e_p) \in \{0,1\}^{p-1}, i = 1,\ldots,p \). We choose the additive noise model such that the KL divergence is minimized and evaluate how significant the confounding is using the KL divergence value.

The criterion is easy to accept because the idea is based on the ICA from which LiNGAM was derived. In this section, we mention several merits of applying the novel criterion for discrete variables.

3.2 Finding the Optimal Variable Order

In this paper, we define the following quantity with respect to \( X,Y,Z \) given \( x^n, y^n, z^n \):

\[
I_n(x^n, y^n, z^n) := I_n(x^n, \{y^n, z^n\}) + I_n(y^n, z^n),
\]

where \( I_n() \) is an estimate of \( I() \) given \( n \) samples. We have observed that \( e^n_1 := x^n, e^n_2 := y^n, \) and \( e^n_3 := z^n \) are generated by \( e_1, e_2, e_3 \) in \([4]\); therefore, we regard \([4]\) as the estimate of \( I(e_1, e_2, e_3) \). Moreover, we compare \([4]\) with the other five quantities to determine which order is more likely. If the noise set \( \{e_1, e_2, e_3\} \) is independent, then \( I(e_1, e_2, e_3) = 0 \), and \( I_n(x^n, y^n, z^n) \) converges to zero.
Figure 1: The ordered graph consists of the subsets of $V$, where the blue rectangles and red paths are the opened nodes and solutions.

as $n$ grows. On the other hand, if the noise set $\{e_1', e_2', e_3'\}$ for $Y \rightarrow Z \rightarrow X$ is not independent, then $I(e_1', e_2', e_3') > 0$, and $I_n(y^n, z^n, x^n_{xy})$ converges to a positive value.

In this paper, we propose a procedure to find the shortest path for the problem. For ease of understanding, we consider the simplest case ($p = 3$) with eight nodes,

$$\{X, Y, Z\}, \{Y, Z\}, \{Z, X\}, \{X, Y\}, \{X\}, \{Y\}, \{Z\}, \{\}\,$$

and twelve edges, as in Figure 1. Suppose that we have DATA=$\{x^n, y^n, z^n\}$ as input. Then, we can compute the residues and a mutual information estimate value for each of the twelve edges (we assume that $I_n(x^n, z^n, x^n_{xy})$ grows. On the other hand, if the noise set $Y, Z$ is the smallest of the three nodes. Then, we compute $I_n(x^n_{xy}, z^n_{xy}, z^n_{xy}) = I_n(x^n_{xy}, z^n_{xy}, z^n_{xy})$ converges to a positive value.

We regard the mutual information estimation values as the distances. Then, for each node $v$, we can compute the length $d(v)$ of the path from the top $\{X, Y, Z\}$ to $v$ and the sum of the distances of the edges along the path. If more than one path exists to a node, we choose the shortest path and store it in the node. For example, for the path $\{X, Y, Z\} \rightarrow \{Y, Z\} \rightarrow \{Z\} \rightarrow \{\}$, the sum of the distances is

$$d(\{Y, Z\}) := I_n(x^n, \{y^n_{xy}, z^n_{xy}\}) + I_n(y^n_{xy}, z^n_{xy}) + 0$$

$$d(\{Z, X\}) := I_n(y^n, \{z^n_{xy}, x^n_{xy}\}) + I_n(y^n_{xy}, z^n_{xy}) + 0$$

$$d(\{X, Y\}) := I_n(z^n, \{x^n, y^n\}) + 0$$

which is the estimated mutual information value of the noises $e_1, e_2, e_3$ such that $X = e_1, Y = aX + e_2, Z = bX + cY + e_3$ for some constants $a, b, c$. Our goal is to find the shortest path from the top $\{X, Y, Z\}$ to the bottom $\{\}$.

First, we compute the lengths of the edges from the top $\{X, Y, Z\}$ to $\{Y, Z\}, \{Z, X\}, \{X, Y\}$:

$$d(\{Y, Z\}) := I_n(x^n, \{y^n_{xy}, z^n_{xy}\})$$

$$d(\{Z, X\}) := I_n(y^n, \{z^n_{xy}, x^n_{xy}\})$$

$$d(\{X, Y\}) := I_n(z^n, \{x^n, y^n\})$$

We close the top node $\{X, Y, Z\}$ and open $\{Y, Z\}, \{Z, X\}, \{X, Y\}$ (Figure 1 (a)). Suppose that $d(\{Y, Z\})$ is the smallest of the three nodes. Then, we compute $I_n(y^n_{xy}, z^n_{xy})$ and $I_n(z^n_{xy}, y^n_{xy})$ and obtain

$$d(\{Z\}) := d(\{Y, Z\}) + I_n(y^n_{xy}, z^n_{xy}) \quad (9)$$

and $d(\{X\}) := d(\{Y, Z\}) + I_n(z^n_{xy}, y^n_{xy})$, respectively. We close $\{Y, Z\}$ and open $\{Z\}$ and $\{Y\}$ (Figure 1 (b)).

If $d(\{Z\})$ is the smallest in Figure 1 (b), then $X \rightarrow Y \rightarrow Z$ is the shortest path (Figure 1 (c)); if $d(\{Y\})$ is the smallest in Figure 1 (b), then $X \rightarrow Z \rightarrow Y$ is the shortest path (Figure 1...
(d)). On the other hand, if \( d(\{Z, X\}) \) is the smallest in Figure 1(b), we compute \( I_n(z^n_y, x^n_{xy}) \) and \( I_n(x^n_y, z^n_{xy}) \), and we obtain \( d(\{X\}) := d(\{Z, X\}) + I_n(z^n_y, x^n_{xy}) \) and
\[
d(\{Z\}) := d(\{Z, X\}) + I_n(x^n_y, z^n_{xy}) .
\]

We close \( \{Z, X\} \) and open \( \{X\} \) and \( \{Z\} \). However, the values of \( 9 \) and \( 10 \) conflict; thus, we replace \( 9 \) with \( 10 \) if \( 10 \) is smaller (Figure 1(e)). Finally, if \( d(\{X, Y\}) \) is the smallest in Figure 1(b), we obtain the state depicted in Figure 1(f), in which the values of \( d(\{Y\}) \) conflict, and the shorter path is chosen from \( \{X, Y, Z\} \) to \( \{Y\} \).

We continue this procedure to obtain the distance \( d(\{\}) \) and the shortest path from the top \( \{X, Y, Z\} \) to the bottom \( \{\} \).

We have the following procedure (Algorithm 1) with input DATA and output SHORTEST PATH. Let TOP and BOTTOM be the top and bottom nodes, and we define \( append((u_1, \ldots, u_s), u_{s+1}) := (u_1, \ldots, u_s, u_{s+1}) \) for the nodes \( u_1, u_2, \ldots, u_{s+1} \).

Algorithm 1 Let \( OPEN := \{TOP\} \), \( CLOSE := \{\} \), \( path(TOP) := () \), \( r(TOP) := DATA \), and repeat the following:

1. Move node \( v \in OPEN \) to \( CLOSE \) such that \( d(v) \) is the smallest among the nodes in \( OPEN \), and suppose that the nodes \( v_1, \ldots, v_m \) are connected to \( v \);
2. If \( BOTTOM \in OPEN \), \( SHORTEST \_PATH = append(path(v), \{\}) \) and terminate;
3. For each \( i = 1, \ldots, m \):
   (a) If \( v_i \not\in OPEN \), compute the residue \( r(v_i) \) of \( v_i \) from \( r(v) \);
   (b) Compute the mutual information estimation \( mi \) via \( r(v) \) and \( r(v_i) \).
   (c) If either \( v_i \not\in OPEN \) or \( \{v_i \in OPEN \), and \( d(v) + mi < d(v_i) \}, \) then \( d(v_i) = d(v) + mi \)
   and \( path(v_i) = append(path(v), v_i) \).
   (d) Join \( v_i \) to \( OPEN \) if \( v_i \not\in OPEN \) for \( j = 1, \ldots, m \).

Note that Algorithm 1 does not compute the residues and mutual information estimations initially; instead, it calculates each step by step whenever necessary to reduce computational complexity. In addition, \( SHORTEST \_PATH \) is expressed by a sequence of nodes such as \( \{\{X, Y, Z\}, \{Y, Z\}, \{Z\}, \{\}\} \) rather than variables separated by arrows, as in \( X \rightarrow Y \rightarrow Z \).

Theorem 1 Algorithm 1 computes the order of the variables that minimize an estimate of the KL divergence defined by \( 6 \).

3.3 Independence Testing and Mutual Information

In LiNAGAM for binary variables, independence testing based on hypothesis testing may be the best choice. However, if confounding exists, hypothesis testing does not work for our purpose because our goal is to order the \( p \) variables that minimize \( 8 \). Even when no confounding exists, we anticipate that the existing search performs worse because the decision is made in a greedy manner. If we globally minimize \( 8 \) rather than locally minimizing test statistics such as \( G \)-statistics at each stage, we can postpone the decision of the whole order to the end of the search: even if we make an error in the earlier stages, if it detects that the intermediate result is not consistent with the decisions in the later stage, the shortest path search finds the local error and can make a globally correct decision.

For estimating mutual information \( I(U, V) \) values given data \( u^n \in L^n \) and \( v^n \in M^n \), the most common approach is
\[
I_n := \sum_{u \in L} \sum_{v \in M} \frac{c_{UV}(u, v)}{n} \log \frac{c_{UV}(u, v)/n}{c_U(u)/n \cdot c_V(v)/n} ,
\]
where \( c_{UV}(\cdot, \cdot), c_U(\cdot), c_V(\cdot) \) are the associated counters. However, \( 11 \) overestimates the true value \( I(U, V) \). In fact, the quantity
\[
n \{I(U, V) - I_n(u^n, v^n)\} - \frac{(\alpha - 1)(\beta - 1)}{2} \log n
\]
The Number of Variables $p$

Correct Rate

$\begin{array}{c}
\text{No Confounding (Complete)} \\
\text{No Confounding (Pairwise)}
\end{array}$

Figure 2: For any combination of $(n, p)$, in the complete matching criterion, the proposed method significantly outperforms the conventional method that seeks the order greedily. However, for the pairwise criterion, the performances are not as significant, which is due to the nature of the global and local searches.

$\begin{array}{c}
\text{Local Confounding (Complete)} \\
\text{Local Confounding (Pairwise)}
\end{array}$

Figure 3: Even when confounding exists, the proposed method still performs better, particularly for the complete matching criterion.

is almost surely bounded. Hence, we may use a consistent estimator \[ J_n := \max\{0, I_n - \frac{(\alpha - 1)(\beta - 1)}{2n} \log n\} \] (12)

that almost surely satisfies $J_n = 0 \iff U \perp \perp V$ as $n \to \infty$. For one and $1 \leq q \leq p - 1$ variables, we have $\alpha = 2^q$ and $\beta = 2^q$.

The estimate $I_n$ in (11) overestimates the mutual information and is positive with nonzero probability even when $U, V$ are independent. Although both $I_n$ and $J_n$ converges to zero, $I_n$ keeps positive while $J_n$ becomes exactly zero except finite $n$. In this sense, $J_n$ can detect whether the true mutual information is zero or not while $I_n$ cannot.

Although the second term in (11) almost surely converges to the true value, the value is always a (small negligible) positive due to overfitting. When no confounder exists, if we use (12) instead, then the values along the true path are almost surely always chosen because those values are almost surely estimated as zero. Thus, the total number of opened nodes (the number of mutual information computations) is $p + (p - 1) + \cdots + 1 = p(p - 1)/2$. On the other hand, if (11) is used, even if the true value is estimated to be positive, we may require more computation.

**Theorem 2** If no confounder exists, at most $p(p-1)/2$ mutual information values out of $p(2^{p-1}-1)$
Figure 4: The proposed method performs better not only in the no- and local-confounding cases but also in the global-confounding case.

Table 1: How many times the mutual information values were estimated during the order identification process on average. From the table, we find that even if confounding exists, the number of mutual information computations was not substantially increased.

|                  | No Confounder | With Confounder |
|------------------|---------------|-----------------|
|                  | $p = 2$       | $p = 2$         |
| $n = 100$        | 2 9.35 20.15 35.18 54.39 77.33 2 9.76 20.39 35.17 54.13 | 2 9.12 20.14 35.29 54 77 |
| 500              | 2 9.12 20.14 35.29 54 77                        | 2 11.25 24.37 38.95 56.35 |
| 1000             | 2 9 20 35 54 77                                   | 2 11.33 30.98 42.48 63.44 |

are computed with probability one as $n \to \infty$.

(The worst-case requires exponential order computation of $p$, which seems to be very rare.)

ParceLiNGAM [19] and LvLiNGAM [5] are major existing approaches to LiNGAM when confounding is present. For the details on them, see the references. We cannot simply compare the proposed (extended) LiNGAM to the two existing LiNGAM approaches for addressing confounding because the former and latter proceed with discrete and continuous variables.

From Figure 5, LvLiNGAM and ParceLiNGAM work under limited conditions and require us to know a priori that confounding exists. Moreover, if there is no confounding, they require much more computation than the existing LiNGAM. The proposed method can be used for cases with and without confounding, which is of significant merit.

4 Experiments

We examined the performance of the proposed method via artificial and actual data. To analyze its performance in detail, we define two criteria for the correctness of the order identifications: the complete and pairwise matching rates. Suppose that the estimated and true orders are $a_1, \ldots, a_p$ and $b_1, \ldots, b_p$ for the $p$ variables. The complete matching evaluates whether $a_i = b_i$ for all $i = 1, \ldots, p$ while the pairwise counterpart evaluates the cardinality of $\{(i, j) | a_i < a_j, b_i < b_j\}$ divided by $p(p-1)/2$. (The computer was a Laptop-R1DBLO67 Intel(R) Core(TM) i5-8265U CPU @1.60 GHz 8 GB RAM).

For the binary variables, the previous method [9] that searches the order uses the G-test that is asymptotically equivalent to testing by mutual information. We assume that the conventional procedure uses mutual information estimates for the independence test when comparing it with the proposed procedure.
4.1 When no confounding exists

When no confounding exists, we generated $n$ examples such that $X_i = \sum_{j=1}^{i-1} X_j + e_i$ for $i = 1, \ldots, p$, where $e_i$ takes value one with a probability that is chosen randomly (uniformly) over $\{0.1, 0.2, \ldots, 0.9\}$, and the variable size $p$ ranges over $2, 4, 6, 8, 10, 12$. We repeated the order identifications one hundred times for each pair of sample and variable sizes $(n, p)$.

From Figure 2, we observe that the proposed method exhibits considerably better performance than the conventional method. On the other hand, measured by the pairwise criterion, the performance difference is not significant because the proposed and conventional methods identify the orders globally and locally, respectively (Figure 2).

4.2 When confounding exists

Next, we added local and global confounders to the sequences generated by the model without confounding. Specifically, we added correlated noise to two and to more than two variables. For the local confounders, in the experiments, we independently flipped each of $X_{2i-1}$ and $X_{2i}$ with probability 0.2 for $i = 1, 2, \ldots, p/2$, where $p$ ranges over $2, 4, 6, 8, 10$.

From Figure 3, we observe that even when confounding exists, the proposed method still performs better, particularly on the complete matching criterion.

In section 4, we proved that the number of mutual information values computed is at most $p(p−1)/2$ out of $p(2^{p−1} − 1)$ if no confounding exists. However, even if confounding exists, we see that the computational load is not significantly large (at most 50% more) compared with the no confounding case (Table 1).

For the global confounders, in the experiments, we independently flipped each of $X_j$ with $j \in S = \{1, 2, 3\}$ with probability 0.2 for $p = 4$. We replaced $S$ with $\{1, 3, 5, 6\}, \{1, 3, 5, 6, 8\}$ for $p = 6, 8$ and continued the experiments.

In Figures 4 and 5, similar phenomena are observed: regardless of local and global confounding, the proposed procedure outperforms the conventional procedure, and the computation does not increase even when confounding exists. Note that relatively little computation is required in general, even when confounding exists.

4.3 Estimation of Mutual Information

We have seen that estimates $I_n$ and $J_n$ take larger and exact values, respectively, although they converge to the true as $n$ grows.
Figure 6: $J_n$ requires much less computation than $I_n$, although the estimates are close, particularly for large $n$. 
Figure 7: The binary LiNGAM orders the eight variables (the seven red arrows). The order seems to be consistent with the BN except for the V structure at Dyspnoac, while the criteria of BN structure learning and LiNGAM are different.

For simplicity, suppose that no confounding exists. Then, for $I_n$, the nodes closer to the start tend to be chosen among the open nodes in Algorithm 1 because the sum of the mutual information of the variables in the true order is estimated to be positive. However, $J_n$ does not overfit, and the variable in the true order tends to be chosen from the open variables.

As we have seen in Figure 6, $J_n$ requires much less computation than $I_n$, although both of them estimate correctly for large $n$.

4.4 The Asia Dataset

Asia is a well-known dataset. Lauritzen and Spiegelhalter (1988) stated the following: "Shortness-of-breath (dyspnoea) may be due to tuberculosis, lung cancer or bronchitis, or none of them, or more than one of them. A recent visit to Asia increases the chances of tuberculosis, while smoking is known to be a risk factor for both lung cancer and bronchitis. The results of a single chest X-ray do not discriminate between lung cancer and tuberculosis, as neither does the presence or absence of dyspnoea.” The data set consists of $n = 5000$ observations and $p = 8$ variables.

From the dataset and proposed algorithm, we obtain the following order: visit to Asia → tuberculosis → chest X-ray → lung cancer → tuberculosis or lung cancer → dyspnoea → bronchitis → smoking.

Bayesian network structure learning (BNSL) procedures construct different structures, each of which suggests the causal order because the criteria are different. Although the order for the Asia model is consistent with the original one except for the V structure at Dyspnoac (Figure 7), we may consider choosing the best of the Markov equivalent BN structures using the LiNGAM. However, the BNSL cannot identify the causal order when more than one Markov-equivalent structure exists. The proposed method is helpful because we are not concerned with whether confounding exists when inferring causality.

5 Concluding Remarks

We proposed how to quantitatively evaluate confounding via mutual information as well as how to obtain the causal order among the variables that minimizes the mutual information. Thus far, LiNGAM dealt with only the case in which variables are free from confounding, which was very restrictive. This paper formalizes so that minimizing the mutual information is choosing the causal order with the least confounding. The original LiNGAM seeks the causal order only for the particular case in which the true model has zero mutual information.

In particular, we formulated LiNGAM based on minimizing the mutual information value and making LiNGAM available even when confounding is present, reduced finding the optimal causal order to the shortest path problem, applied mutual information estimation based on the Bayes/MDL
criteria, and finally showed that the proposed LiNGAM achieves significantly better performance.

Forthcoming work will include the case in which the variables are continuous. Also, the scalability, for how large \( p \) the LiNGAM works, may be of interest. This paper focuses on the correctness and does not claim that it works for large \( p \). In fact, the size \( p \) is not too large when examining the variable order using the LiNGAM. When we extend the framework to the continuous variables, we would examine the scalability.
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