Dense and sparse vertex connectivity in networks
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The different approaches developed to analyze the structure of complex networks have generated a large number of studies. In the field of social networks at least, studies mainly address the detection and analysis of communities. In this paper, we challenge these approaches and focus on nodes that have meaningful local interactions able to identify the internal organization of communities or the way communities are assembled. We propose an algorithm, ItRich, to identify this type of nodes, based on the decomposition of a graph into successive, less and less dense, layers. Our method is tested on synthetic and real data sets and meshes well with other methods such as community detection or k-core decomposition.
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1. Introduction

The work initiated in the 2000s, which led to the creation of a network science, has shown that many large real-world networks share similar structural properties. The major two are the “small world” phenomenon [71] and the power-law distributions of a number of key measures [2, 18, 26, 31, 57]. Many other shared patterns have been highlighted and for more in-depth reviewing the readers can refer to [3, 16, 45, 46]. The first generic network models, produced mainly before the 2000s (for example, Erdős-Rényi networks or regular grids to name just two extreme examples) are not really adjusted to these large networks because they are largely homogeneous, whereas real world networks are highly heterogeneous. A lot of research has thus been carried out to upgrade them or to design new ones. In that context, precursor works on the configuration model [7, 43], allowing for random choices of a network with a prescribed distribution of degrees, are back in the forefront [20]. Another model proposed by Watts and Strogatz [72] is based on a random rewiring of a regular network. Many other models have been published, and some of them are based on the concept of evolving network [5, 55].
Nowadays, however, it is widely agreed that these shared topological properties are not sufficient to explain the diverse and complex architectures of real world networks. In various fields of application, the existence of a modular functional organization is observed or reasonably assumed [30, 32, 39, 65, 76], and assumptions are made about the existence of links between the topological structure of a network and the function of the system. Concerning complex networks as a whole, a new idea has emerged, that of a natural division of networks into modules, each of which presenting a relative structural-functional homogeneity and whose integration is carried out at the level of the entire network with a relative complexity [22, 64, 66]. To support these views, theoretical results have shown that structural parameters of the modules may account for some network properties [44]. In addition, the dynamic interconnection of the modules can sometimes largely explain the global dynamics of the system and is therefore an important aid in understanding and modelling complex networks [17]. Hence, the concept of community has gradually gained momentum due to the widespread acceptance that a community is a subset of nodes dense in connections with respect to the remaining part of the network, even if some other definitions have been suggested [54, 70]. Automatic methods for searching communities in networks have been a very active field of research in the last few years and are often based on the optimization of combinatorial or statistical criteria ([19, 27, 37, 54] to name a few). Depending on the calculation methods, communities may overlap or not and the capacity to evaluate the quality of a community organization generated by an algorithm is a real challenge. The current evaluation processes can be classified into two categories: those relying on artificial networks and those relying on well-known real world networks. Artificial networks contain ad hoc built structural modules [23, 33, 35] and algorithms are tested on their ability to identify these modules. Concerning real world networks, the situation is more complex because the observed modularity is often both functional and structural. Recent works focus on the bias that may result from the confusion between metadata and ground truth for community detection algorithms [25]. There is neither universal ground truth nor universal community detection algorithm [59] so that the validation of communities detection algorithms thanks to metadata must ensure that the information conveyed by the metadata is well represented by structural configurations [52].

The recurring observations showing that nodes with similar functions have a higher chance to be linked to one another than random pairs of nodes, have given rise to a number of valuable studies whose basic principle, inspired from statistical methods, is to consider as relevant those configurations that deviate most from a random null model to be defined. The modularity measure [48, 49], that has received a considerable amount of attention, is based on the above-stated comparison which considers the configuration model as a null model. Other examples can be found in [6, 36]. The choice of the null model is both very flexible and crucial. Such flexibility made it clear that very different configurations could be valid and reinforced the existence of a complexity that remains to be explored. The way networks are built impacts the type of null model to be considered, e.g. technological and social networks will have to be treated differently [13, 50]. Besides, one should revisit the fact that a network can simply be partitioned into homogeneous communities and specific methodologies should be developed in order to bring heterogeneity into and between structural communities, by taking into account, for instance, sparser parts of the network or the multi-scale aspects of complex networks. These points have been already addressed in several recent papers. Some works suggest to differentiate the types of nodes in a given community according to their position on the community: either “centered” or “relay” with other communities [29, 61, 69]. The sets of nodes overlapping several communities have been studied more detainedly, leading to changes in the definition of a community [54]. Whereas one could intuitively expect that these sets are less dense in connections, [75] shows the opposite. With more and more data available at different scales, the measures we have on the networks should help to integrate these different levels from local to global. In [28], the authors modify the betweenness
centrality measure so as to have two different terms, one depending on the entire network (standard part of the betweenness) and the other one only depending on the immediate neighborhood of the node. Along the same lines, [11, 74] modify the expression of Newman’s modularity in order to take onboard the neighborhood configurations and thus solve the limit resolution issue. The concept of modularity is also adapted to hierarchical patterns which play a crucial part in the organization of large systems [34, 41, 42, 55, 56, 64].

A network without a clear modular organization (for example because many nodes are artificially attached to communities), may present a “core/periphery” structure [8, 14, 24, 58]. That type of meso-scale configuration has been less studied than community structures but is complementary [73] and somehow more general if one takes into account several core models. A core was originally defined in [8] as a set of nodes that are both largely connected to each other and to peripheral nodes, the latter being poorly connected with one another. Several cores may exist, a core may not be in a central position but may occupy a central position for one part of the network. Let us note that a rich club [12, 78] is slightly different from a core and refers to the fact that nodes of higher degree (hubs) are more densely connected than smaller degree nodes. A rich club may exist even if the remaining network does not have the properties inherent to a periphery.

Our approach is part of the current trend which explores the new facets of topological network structures. Starting from some studies which have shown that between a core and a periphery [67], between a rich club and the rest of the network [9], there may well be meaningful configurations of nodes and links worth exploring, we have chosen to focus on nodes with relatively few connections in their neighborhoods. Our considerations are inspired by Burt’s work [10], an expert in network sociology who, starting from the notion of “structural hole”, establishes bridges between personal networks on the one hand and complete networks on the other hand. So, we define a local weight measurement that takes into account both the degree of a node, and the properties of the edges attached to it. A multi-scale approach is obtained by successive deletions of sets of highly weighted nodes. These sets are kind of rich-clubs [78] with respect to this weight measurement. The existence or not of such a rich-club is decided in comparison to a null model to be defined. The nodes subsequent to all the successive deletions of rich clubs are neither in the cores of communities nor in their overlaps. Such nodes are hardly highlighted by betweenness centrality analyses, although they can be regarded as a kind of backbone supporting the architecture of the network. The method implemented in this study is to be assessed on artificial networks and some well-known real networks. The paper is organized as follows. Section 2 provides a quick overview of the different topological measures that can be attached to an edge and to a node and introduces the measure that will be used. The distributions of on some standard networks will be presented. Then, in Section 3, the rich-club idea of [78] will be adapted to a weighted network with topological weights, and the null model relative to will be defined. Section 4 will describe the iterative rich-club extraction algorithm that can be used to assign to each node a measure of the quality of its belonging to the sparse part. Section 5 will summarize the results of the method on synthetic and standard real network models. Concluding remarks in Section 6 will address some general perspectives.

2. Topological edge weights, and the measure

2.1 Some notations

The networks are finite, undirected and without any loop or multiple edges. We designate by $G = (V(G), E(G))$ a network with a node set $V(G)$ and an edge set $E(G)$. By default, $N$ will stand for the number $|V(G)|$ of nodes of $G$. We write $i \sim j$ when $i$ is adjacent to $j$, i.e $(i, j) \in E(G)$. Please note that as
$G$ is not looped, we always have $i \not\sim i$. The (open) neighborhood of $i$ in $G$ is $N_G(i) = \{ j \in V(G), i \sim j \}$. For any node $i \in V(G)$, we denote by $d_G(i) = |N_G(i)|$. If confusion can be discarded, we note the previous quantities by $d(i)$ for the degree and $N(i)$ for the neighborhood.

Let us remind that the adjacency matrix $A = (a_{ij})_{1 \leq i,j \leq N}$ of $G$ is defined by $a_{ij} = 1$ if $i \sim j$ and 0 otherwise. A clique of a network $G$ is a maximal complete subnetwork of $G$, in which all the possible edges do exist.

### 2.2 Definition of $\delta$

In line with the latest methods of network analysis, the method explored in this paper is a multiscale method aimed at representing the network as an arrangement of different local configurations. In order to obtain a finer description of the network than its mere division into communities (in the standard sense of densely connected subsets of nodes), we first consider nodes that are in the “core” of the communities. This means that most of the edges incident to such a node remain within the community. We consider that an edge is within a community if both the degrees and the relative number of common neighbors of its extremities are relatively high. Hence, we define the weight $w(i, j)$ of a couple of nodes $i$ and $j$ by:

$$w(i, j) = k \cdot d(i) \cdot d(j) \cdot S_{DCS}(N(i), N(j)) \cdot a_{ij}$$

where $k = \frac{1}{(N-1)\cdot(N-2)}$ is a normalization factor, $a_{ij}$ is 1 if $i \sim j$ and 0 otherwise, and

$$S_{DCS}(N(i), N(j)) = 2 \frac{|N(i) \cap N(j)|}{d(i) + d(j)}$$

is the Dice-Czekanowski-Sørensen [15] similarity index. The measure $w$ is then equal to the product of the degrees weighted by a topological overlap measurement.

Local configurations are densely connected clusters whose possible internal heterogeneity will not be touched upon in this paper since several methods are already available. We will however focus on understanding the structure of the overall arrangement of these configurations. To that end, each node will be weighted by an indicator of its local topology called “topological strength” and the arrangement will be identified on a weighted network (cf. Section 4).

We define the strength $\delta(i)$ of a node $i$ by the sum of the weights of its adjacent edges:

$$\delta(i) = \sum_{j \in N(i)} w(i, j) \quad (2.1)$$

By convention, $\delta(i) = 0$ if $i$ is an isolated node that is $N(i) = \emptyset$. It is easy to show that

$$w(i, j) = k \cdot |N(i) \cap N(j)| \cdot H(d(i), d(j)) \cdot a_{ij} \quad (2.2)$$

where $H(d(i), d(j))$ is the harmonic mean of $d(i)$ and $d(j)$. Let us note that, within the Equation (2.1), the harmonic mean makes the contribution of an edge between a node of low degree and a node of high degree low. Moreover, the weight $w(i, j)$ of an edge is in $[0; \frac{1}{N-1}]$ and is equal to 0 when nodes $i$ and $j$ have no common neighbors and $w(i, j) = \frac{1}{N-1}$ if, and only if, $i$ and $j$ are neighbors with all other nodes of the graph, ie. $N(i) \setminus \{j\} = N(j) \setminus \{i\} = V \setminus \{i, j\}$.

Hence, $\delta(i) = 1$ if, and only if, every edge incident to $i$ has a weight equal to $\frac{1}{N-1}$ which is equivalent to the case where the graph is a clique. In the general case $0 \leq \delta(i) \leq 1$. If we consider the mean edge weight $\overline{w} = \frac{1}{m} \sum_{(i,j) \in E(G)} w(i, j)$, the mean degree

$$\overline{d} = \frac{1}{N} \sum_{i \in V(G)} d(i)$$

and the mean node weight $\overline{\delta} = \frac{1}{N} \sum_{i \in V(G)} \delta(i)$, we have $\overline{\delta} = \overline{w} \cdot \overline{d}$. 
2.3 Distribution of the $\delta$ values for some selected networks

Graph metrology has produced many measurement indices that apply to nodes and some indices applying to edges [47, 53]. The degree centrality and the clustering coefficient measures are particularly essential in network analysis and closely related to the definition of $\delta$. With a view to illustrate the difference between these two measures and $\delta$, we compare their distributions for two different types of networks: a network produced by a Watts and Strogatz random model [72] and a network produced by a stochastic bloc-model (i.e. SBM model) [23].

The SBM model (or planted partition model) used in this study consists in 15 blocks connected by a tree-like architecture. Each block contains 100 nodes with an internal probability $p = 0.85$, whereas the nodes of the “neighboring” blocks are connected with a probability $q = 0.65$ (Figure 1d). The model is constructed so that the architecture connecting the blocks together is of rooted tree type, all its leaves being at a distance of 3 from the root. The root is of degree 2 and all other internal nodes have a degree 3, with parameters $p = 0.85$ and $q = 0.65$, as can be seen in Figure 1d. Each block is characterized by given average values of $\delta$, degree and clustering coefficient. It is thus possible to use these average values to differentiate the various types of blocks. For example, in Figure 1b, each distribution of the degree and of the clustering coefficient has 3 modes, which corresponds to 3 types of blocks: the root block, the internal blocks and the leaves blocks. Yet, 4 modes for the $\delta$ distribution can be observed: two corresponding to the root block and to the leaves blocks and two corresponding to the internal blocks, one type of block being linked to the root (two blocks) and one type being linked to the leaves (four blocks). This distinction shows that the nodes inside the internal blocks have on average the same degree and clustering coefficient, but a different $\delta$, depending on their neighboring blocks. This is due to the fact that the $\delta$ measure takes into account the degree of each block (hereby, we mean by degree of a block $C_i$ the number of other blocks $C_j$ in which the probability that a node in the block $C_i$ is linked to a node in the block $C_j$ is not equal to 0) as well as the degree of its neighboring blocks, while the average clustering coefficient within a given block is just expressed as a function of its degree. The formal expressions of the $\delta$ measure, and the clustering coefficient are stated in Appendix.

The Watts-Strogatz model is made of 500 nodes designed from a regular ring lattice on which each node is linked to the 10 nearest neighbors and with a rewiring probability $p = 0.75$ of the edges (Figure 1c). Contrary to the stochastic block model, the Watts-Strogatz model makes it more difficult to identify the different types of nodes although the $\delta$ distribution evidences two prevailing modes as well as several other modes of lesser magnitude, that cannot be traced when observing the distribution of the clustering coefficient. As for the degree distribution, it does not contain enough information, because all the nodes have a degree that is distributed around the initial value, namely $d = 10$, with a slight variance due to randomization.

For both random models, Figure 1 shows that the distribution of $\delta$ is different from the other two distributions and may contain more or different information.

3. Weight $\delta$ in the context of the rich club phenomenon

3.1 Rich club phenomenon and existing null models

The rich club phenomenon refers to a topological effect in complex networks, which can be defined as the tendency of high degree nodes (rich nodes) to be interconnected, thus forming a rich club subset which was first formalized in a quantitative form in [78]. An algorithm for automatic detection was then proposed in [12].
(a) Heat scale for the Watts and Strogatz model.
(b) Heat scale for the block stochastic model.
(c) Adjacency matrix for the Watts and Strogatz model.
(d) Adjacency matrix for the block stochastic model.

Figure 1: Adjacency matrices and heat scales representing the distributions of $\delta$, degree and clustering coefficients for: Watts-Strogatz model (a,c) and Stochastic Block-Model (b,d).
The rich club effect is quantified by the following parameter $\phi(k)$:

$$\phi(k) = \frac{2 \cdot E_{>k}}{N_{>k} \cdot (N_{>k} - 1)}$$  

(3.1)

where $E_{>k}$ is the number of edges among the $N_{>k}$ nodes having degree higher than $k$. Thus, $\phi(k)$ is the edge density of the subnetwork induced by nodes with degrees greater than $k$. For a network with the above-mentioned rich club properties the $\phi$ curve may have a peak around a given value of $k$. In order to avoid the bias due to the fact that high degrees are more likely to be linked together, [12] proposed a normalized version of $\phi$:

$$\rho(k) = \frac{\phi(k)}{\phi_{null}(k)}$$  

(3.2)

where $\phi_{null}(k)$ is the rich club coefficient of a null model. The rich club is then obtained for the value of $k$ such that $\phi(k)$ is significantly higher than $\phi_{null}(k)$, i.e. when $\rho(k)$ is maximum. For unweighted networks, the null model preserves the degree distribution and breaks the degree-degree correlations between neighboring nodes. The algorithm presented in [12] is widely used in the case of undirected unweighted networks, and consists in choosing the configuration model as a null model, by preserving the degree sequence of the original network, while randomly rewiring the endpoints of each edge. In the case of weighted networks, however, there is no consensus on the rich club coefficient nor on the choice of a null model, even if [4] proposes a unified framework. Indeed, the degree distribution is no longer the only quantity that should be kept in the null model. Ideally one should preserve the distribution of weights, and the distribution of strengths, which is the sum of the weights of all the edges attached to a node. Finding an algorithm that provides a null model meeting all these requirements is not an easy task.

In [79], the authors construct a null model with a given strength distribution, but change both the weight and the degree sequences. In [63], the rich club coefficient is calculated by replacing the degree of a node with the sum of the weights of its incident edges and by normalizing the result using one of the functions listed in [4]. The authors of [51] propose a randomized directed network as a null model by replacing each non-directed edge with two directed edges, one in each direction, and by reshuffling the endpoints of the outgoing edges of each node among its neighbors. Although this null model preserves the degree, weight and strength sequences, its main limitation is that it does not break the degree-degree correlations. This becomes a major issue when the strength is correlated with the degree because, in such a case, the null model will also have a strength-strength correlation. Another null model for weighted networks is proposed in [62]. It generates a network with degree and strength distributions that converge towards some given distributions when the network is large enough. We have made empirical observations on real world networks suggesting that this size limitation has a greater impact when the studied networks are characterized by heavy tailed degree and/or strength distributions.

### 3.2 An adapted “null model” for weighted networks

Given a network $G$, we consider the weighted network $W_G$ with adjacency matrix $W = (w(i,j))_{1 \leq i,j \leq N}$. So, $W_G$ is an auxiliary network with weights equal to $w(i,j)$, in such a way that the sum of the weights of the edges attached to a node $i$ is equal to $\delta(i)$.

It is a priority for our study to choose a null model that does not contain any $\delta$-$\delta$ or degree-degree correlations between neighboring nodes, in order to ensure that the rich nodes (i.e. high $\delta$ nodes) are linked together only by chance. But this model must also preserve the degree and the weight distribu-
tions. The null model applied in this study has been extensively studied in [38], and is provided by the following algorithm:

1. Starting from $G$, we first modify the topology by randomly rewiring its links, in order to break the degree-degree correlations, and thus obtain a configurational model of $G$ that we call $G_{\text{null}}$, which no longer contains degree-degree correlations.

2. Then, the weights of the network $W_G$ are randomly redistributed on the edges of $G_{\text{null}}$ which yields a null model, noted $W_{G,\text{null}}$, that has neither degree-degree nor $\delta$-$\delta$ correlations.

By construction, this null model preserves the degree and the weight distributions, and therefore the average value of $\delta$, but does not preserve the distribution of $\delta$. This involves a modification in the computation of the rich club coefficient, that is detailed in the next section.

4. An iterative extraction algorithm

4.1 A new approach for weighted rich clubs

In this section we present an algorithm for the extraction of the high weighted subsets of nodes, using a weighted rich club approach.

Since the null model does not preserve the $\delta$ sequence computed on the original network, we need to filter out the nodes following a new strategy, different from the one that consists in selecting the nodes whose strength is larger than a certain value $\delta$.

So, given a network $G$, let us denote by $V_n$ the set consisting of $n$ nodes \(^1\) of highest $\delta$

$$V_n = \{u_1, u_2, ..., u_n \mid \delta(u_i) > \delta(u_{i+1})\}$$

and define the weighted rich club coefficient $\phi_G(n)$ in the following way:

$$\phi_G(n) = \frac{\sum_{(i,j) \in E \cap (V_n \times V_n)} w(i,j)}{\sum_{(i,j) \in E} w(i,j)}.$$  \hspace{1cm} (4.1)

Comparing this weighted rich club coefficient to that obtained from the null model (by analogy with the case of unweighted networks) this definition of $\phi_G(n)$ ensures that the two quantities are calculated from networks with the same number of nodes $n$, as it is the case in Equation (3.1).

Now we define our weighted rich club parameter $\rho_G(n)$ as

$$\rho_G(n) = \phi_G(n) - \phi_G^{\text{null}}(n)$$  \hspace{1cm} (4.2)

where $\phi_G^{\text{null}}(n)$ is the weighted rich club coefficient computed from the null model. We then define a high weighted subset of nodes in $G$, with respect to the definition $\delta$ of density, as the set of nodes that maximizes the weighted rich club parameter:

$$V_M : M = \arg \max_n \{\rho_G(n)\}$$  \hspace{1cm} (4.3)

\(^1\)If several nodes have the same $\delta$, we randomly choose the order in which they are added. In practice, this situation is very unlikely and the choice order has a negligible impact in large real networks.
Compared to the classical method for unweighted networks, note that we consider the difference $\phi_G - \phi_G^{null}$ instead of the ratio $\phi_G/\phi_G^{null}$. This choice is justified when we have $\phi_G(n) \ll 1$ and $\phi_G^{null}(n) \ll 1$, and at the same time a high value for the ratio $\phi_G(n)/\phi_G^{null}(n)$. This case occurs for small values of $n$ and is encountered for networks whose auxiliary model $W_G$ contains a strong $\delta$-$\delta$ correlation among neighboring nodes, while having a heavy tailed $\delta$ distribution. This is due to the presence of a small number of nodes that have values of $\delta$ much higher than the average, and that are also linked to one another, as emphasized by the $\delta$-$\delta$ correlations. The consequence of such a configuration is both a rapid growth of $\phi_G(n)$ when $n$ is small and a slow growth of $\phi_G^{null}(n)$ due to the randomization process. As a consequence, the ratio $\phi_G(n)/\phi_G^{null}(n)$ reaches its maximum for small values of $n$, which results in a small weighted rich club, sometimes containing only two nodes and one edge, which is not very relevant to us.\(^2\)

### 4.2 The shortcomings of a single execution step

Let us highlight the fact that a single execution of the above algorithm is not sufficient to provide a full information about the overall structure of a network. So, we introduce a toy model of network made of several blocks of the same size, each block being an Erdős-Rényi network with different parameters. Then we connect the nodes of the tree to the blocks with a certain probability.

The parameters of this model are:

- $N_b$: the number of blocks $C_i$ in the network
- $N_i$: the number of nodes inside each block $C_i$, $i \in \{1, 2, \ldots, N_b\}$
- $P_i$: the probability to create a link between any two nodes inside the same block $C_i$
- $N_r$: the number of nodes inside each block
- $p_i'$ the probability to connect any node of the tree to any node of the block $C_i$

This generates a network with $\sum_{i=1}^{N_b} N_i + N_r$ nodes. We first generate a random tree as the spanning tree of an Erdős-Rényi random network whose number of nodes is $N_r$. Then, we generate the $N_b$ blocks independently and connect each node of the tree to each node of the block $C_i$ with the probability $p_i'$.

To ensure that the toy network generated in this way is connected, it is sufficient to choose $p_i'$ so that the average number $M$ of links connecting the tree to the blocks is very large compared to 1. It is easy to verify that $M = \sum_{i=1}^{N_b} N_i \cdot N_i \cdot p_i'$ and then $M \gg 1$ if $p_i' \gg \frac{1}{N_r \cdot N_i}$.

In the following, we give an example and a graphical representation (using a spring force positioning algorithm) of the described toy network, with $N_r = 4$ blocks of $N_b = 50$ nodes in each block, a tree of $N_t = 100$ nodes, and internal probabilities: $P_1 = 0.8$, $P_2 = 0.6$, $P_3 = 0.4$, $P_4 = 0.2$. Here we take $p_i' = \frac{N_i}{N_r \cdot \sum_{j} N_j}$, which fulfills the connectivity prerequisite.

Once the toy network has been generated, the procedure described in the previous section is applied; the results are presented in Figure 2. The maximum of $\rho(n)$ is reached for $n = 50$ and the corresponding nodes are those of the cluster with the probability $P_1 = 0.8$. This example shows that it is necessary to iterate the algorithm more than once otherwise nodes that are in other clusters may be counted in the sparse part.

\(^2\)Another justification for this choice is practical in regard to the iterative algorithm we use, which takes significantly less calculation time when we evaluate the difference than the ratio
4.3 Iterative algorithm and quality measure

We repeat the above-described process iteratively, while deleting at each iteration $i$, the weighted rich club calculated using Equation (4.3) at iteration $i - 1$, and keeping the same weights on the remaining links after deletion. This makes it possible to extract the high weighted subsets of nodes one by one, and this process is repeated until the stopping criterion of the algorithm is reached or there is no more weight in the remaining network. Once these iterations are completed, we obtain a series of weighted rich clubs and the $i^{th}$ element can be evaluated using the difference between the weighted rich club coefficient on the studied network and its null model, normalized so that it is always lower than 1:

$$Q_i = \frac{1}{N_i} \cdot \sum_{n=1}^{N_i} \rho_{G_i}(n)$$

(4.4)

where $G_i$ is the weighted network obtained after deleting the $i - 1$ first weighted rich clubs from $G$ and $N_i$ is the number of nodes of $G_i$. Let us remind that the weights of $G_i$ are not recalculated but inherited from $G$.

This measure represents the average value of $\rho_{G_i}$ over all possible series of nodes of $G_i$ selected in decreasing order of $\delta$. The measure $Q_i$ generally goes as follows: decreasing from its maximum value, which is the quality of the first extracted weighted rich club, to lower values referring to the qualities of weighted rich clubs with lower ranks. This decrease is valid for networks having high weighted subsets of nodes, the measure $Q_i$ however, may otherwise exhibit unpredictable behavior. In the example of the toy model described in Section 4.2, the quality measure falls to (almost) zero once all its clusters have been extracted, because not only will the weight of the links that remain in the network (after cluster extraction) be low, but there will also be no more clusters left in the network. This entails the decrease of $\rho(n)$ values and of the $Q$ quality measure.

---

3 For example, if the network does not have a particular structure as in the case of an Erdős-Rényi network.
The measure $Q_i$ is used in order to accept or reject the $i^{th}$ weighted rich club to be part of the dense part: it is accepted if, and only if, $Q_i > Q_{\text{threshold}}$. So, $Q_{\text{threshold}}$ is a resolution parameter of the dense/sparse parts that has to be chosen. The higher the threshold, the smaller the dense part and the larger the sparse part. It can be constant during the whole process or recalculated at each step of the algorithm. The best choice of $Q_{\text{threshold}}$ varies according to the type of data being studied but, in practice, a value proportional to $Q_1$ is often a good choice. In the following, for the real networks we study, we set $Q_{\text{threshold}} = Q_1 / 10$ as a default value. If we have any a priori information on the structure of the dense (or sparse) part, we can choose a more appropriate threshold to make the method more efficient. For example, for the artificial networks we consider below, the dense part has a modular organization that we can more efficiently retrieve using a variable threshold based on an Erdős-Rényi model.

The whole process is summarized in an algorithm named ItRich for iterative weighted rich clubs (Figure 3).

**Algorithm 1: ItRich**

**Data:** $G = (V, E)$

**Result:** The dense part $D$ as a set of rich clubs, along with a set $S_p$ containing the nodes of the sparse part.

 initialization;

 $V = \{i \mid i \in G\}$ ;

 $E = \{(i, j) \mid i \in V, j \in V, i \sim j\}$;

 $\Omega = \{\omega_{i,j} \mid (i, j) \in E\}$ ;

 $W = (V, E, \Omega)$;

 Collection = $\emptyset$;

 $S = 1$ ;

 while $S > 0$ do

 Compute $W^{\text{null}}$ from $W$;

 Compute $\mu_G(n)$, $n \in \{1, 2, ..., |V|\}$ (eq. (4.2));

 Compute $V_M$ (eq. (4.3));

 Compute $Q$ (eq. (4.4));

 Add $(V_M, Q)$ to Collection;

 $V = V \setminus V_M$;

 $E = \{(i, j) \mid i \in V, j \in V, i \sim j\}$;

 $\Omega = \{\omega_{i,j} \mid (i, j) \in E\}$ ;

 $W = (V, E, \Omega)$;

 $S = \sum_{(i,j)\in E} \omega_{i,j}$;

 Set $Q_{\text{threshold}}$ (default $Q_1 / 10$);

 $D=\{V_M \mid (V_M, Q) \in \text{Collection If } Q > Q_{\text{threshold}}\}$;

 $S_p = G \setminus D$;

 return $D, S_p$

---

**Figure 3: ItRich algorithm**

The complexity of ItRich is proportional to the number of times the main loop is executed. It is not necessary to repeat the computation of the loop until the remaining network has a null weight, if the value of $Q_{\text{threshold}}$ is set beforehand (ex: $Q_1 / 10$). Note that the higher the threshold, the shorter the computation time. The main loop contains 4 computations whose first two can easily be made in parallel. These are the most expensive. The first one consists in calculating a null model. This is bounded by
the calculation of the configuration model, which can be obtained in $O(m \cdot \log(m))$ with $m$ the number of links in the network. In practice, it is better to calculate a number of null models and estimate the results based on their averages (as it is made in Section 5.1 and Section 5.2). The second one consists in sorting the list of nodes in decreasing order of $\delta$ (it takes $O(N \cdot \log(N))$), then, in parallel, constructing the $N$ sub-networks induced by $V_n \times V_n$ for $n \in \{1, \cdots, N\}$ and evaluating their weights ($O(m)$ for each sub-network). If the decomposition stops after the finding of $N_{rc}$ rich clubs and $m \gg N$, then ItRich has order of $O(N_{rc} \cdot m \cdot \log(m))$ time complexity. Let us note that the computing of the null model is the expensive part of the algorithm.

5. Results and discussion

5.1 Artificial networks

We first apply our algorithm to a set of synthetic networks partly used in [36]. We measure the output of our algorithm ItRich by calculating the values of Recall and Specificity (also called True Positive rate and True Negative rate respectively). Finally, we compare these performances with those obtained by OSLOM [36], an algorithm widely used in this field.

For these data, we choose a variable threshold $Q_{ER}$ equal to the quality measure obtained on an Erdős-Rényi random network with the same number of vertices as in the remaining network at step $i$ of the algorithm ItRich (i.e. the initial graph where the $i-1$ first rich clubs have been removed) and a probability parameter $p_i = \delta_i^{\frac{1}{4}}$. This value of $p_i$ ensures that the Erdős-Rényi network and the network evaluated at the iteration $i$ have the same value of $\delta_i$ (see Appendix). As previously noted, the advantage of using an Erdős-Rényi network is, on the one hand, its lack of modular structure, which ensures that it does not contain any subsets whose density of links is significantly higher compared to the rest of the network. On the other hand it is related to the synthetic data studied in this paper. As seen below, the construction of the data is such that the subnetwork induced by the sparse part is close to an Erdős-Rényi network.

Experimental data

Our synthetic model is based on a Lancichinetti-Fortunato-Radicchi (LFR) benchmark [35] to which nodes have been added as detailed below. Let us remind that in a LFR benchmark network each node is assigned to a community with a control on some characteristics, such as the exponent $\gamma$ of the power-law distribution of the degrees, the exponent $\beta$ for the power-law distribution of the community size, and $\mu$ the proportion of links a node shares with nodes outside its own community.

Given a LFR, we add nodes so as to create two classes: a first one, called the “dense part”, composed of nodes from the original LFR model, and a second one, the “sparse part”, containing the nodes that have been added. These added nodes will be connected so that their weights $\delta$ are lower than those of the LFR network. This a priori classification is then used as a ground truth to evaluate the efficiency of our algorithm in separating the “dense part” from the “sparse part”.

In order to connect the added nodes (the noise) to the original LFR network, we use the method of [36]: the degree of a new added vertex is drawn from a distribution that is the same as that of the LFR network and the vertex is connected to the network by preferential attachment. Figure 4a shows the ordered values of the logarithm of $\delta$, obtained from an LFR model of 1000 nodes ($\gamma = 3$, $\beta = 2$, $\mu = 0.1$) to which 1000 other nodes have been added.

We can observe that the average value of $\delta$ restricted to the nodes of the sparse part (under the red dashed line) is much lower than that restricted to the dense part (above the black dashed line), making
Figure 4: The logarithm of $\delta$ of each node vs. its rank. The red dashed lines represent the maximum value of $\delta$ in the noise nodes, whereas the black dashed lines represent the minimum value of $\delta$ in the original LFR ($\gamma = 3, \beta = 2$). (a) When $r = 0$, there is a gap in the values of $\delta$ separating the nodes of the initial LFR from the noise nodes. (b) When $r = 1$, this gap is bridged by adding links between added nodes, so that the minimum value of $\delta$ in the initial LFR network is also equal to the maximum value of $\delta$ in the sparse part.

the classification quite simple. Indeed Figure 4a shows that there is a gap $g_0 = \min(\delta_{LFR}) - \max(\delta_{\text{noise}})$ between the minimum value of $\delta$ in the LFR network and the maximum value of $\delta$ in the set of the added nodes. To make the classification more challenging, we randomly add links between the added nodes, which has the effect of reducing the value of the gap. The new gap $g(r) = g_0 \cdot (1 - r)$ is given as a function of the initial gap $g_0$ and a parameter $r \in [0; 1]$. When $r = 0$ no links are added, and when $r = 1$ the initial gap $g_0$ is entirely filled. Figure 4b gives the example of a total gap reduction.

In Figure 4, we can observe that the part of the curve above the red dashed line is the same before and after filling the gap, whereas this is not the case for the noise nodes (lower part of the curve), meaning that the added links change the shape of the $\delta$ distribution of the nodes in the sparse part, rather than only shifting it. This effect is due to the fact that links are added between randomly selected pairs of nodes, and not by especially targeting those with high $\delta$ values, which produces a data set for which the separation between the dense and the sparse part is less obvious to determine. One can point out that the larger the value of $g_0$, the more severely the distribution is impacted when $r$ increases.

Experimental protocol

Three experiments are performed, each with a different value of the mixing parameter $\mu$. For each experiment, we perform $N + 1 = 11$ sets of calculations, each set for a different value of $r$, from $r = 0$ to $r = 1$. For each of the $N + 1$ values of $r$, the initial LFR networks have $N_{LFR} = 1000$ nodes, $\gamma = 3$ and $\beta = 2$. We execute our algorithm for $N_{\text{noise}}$ ranging from $N_{\text{noise}} = 0$ to $N_{\text{noise}} = 1000$, in 10 knot increments. The algorithm is thus applied 100 times for each $N + 1$ value of $r$. Each calculation is moreover based on an average of 50 different null models.

Let $D$ be the set of nodes from the initial LFR model, $ND$ the set of added nodes, $D_r$ (resp. $ND_r$) the set of nodes detected as the dense (resp. sparse) part by the algorithm, we use the standard following metrics to evaluate the performance of the results:
(a) ItRich \( r = 0 \)  
(b) OSLOM \( r = 0 \)  
(c) ItRich \( r = 1 \)  
(d) OSLOM \( r = 1 \)

Figure 5: Values of ItRich and OSLOM performance measurements against the number of added nodes. For all cases \( \mu = 0.1, \beta = 2, \gamma = 3 \). When \( r = 0 \) (resp. \( r = 1 \)) the gap between the values of \( \delta \) for the nodes of the LFR network and the added nodes is the highest (resp. null).

- **Recall** (or True positive rate): 
  \[ Sn = \frac{|D \cap D_r|}{|D_r|} \]

- **Specificity** (or True negative rate): 
  \[ Sp = \frac{|ND \cap ND_r|}{|ND_r|} \]

The average values of \( Sp \) and \( Sn \) over the 100 networks generated for the different values of \( r \) are calculated for the three experiments. The results are then compared with those of the OSLOM algorithm [36]. OSLOM is one of the few algorithms that rely on the statistical properties of clusters, while bringing an added value to standard community detection algorithms, i.e. the possibility to have a set of “homeless” nodes assigned to no community whatsoever. We will consider these nodes as noise, and compare them to the nodes of the sparse part obtained by ItRich.

**Results**

Only the results for \( \mu = 0.1 \) and \( r = 0 \) and \( 1 \) are plotted (Figure 5) and discussed here and more complete graphics can be found in Appendix 2. We confirm the results of [36] that OSLOM correctly separates the clusters and the noise as long as the noise is not too significant. ItRich is much more efficient to separate the LFR from the noise, even when the noise has a high density of links \( (r = 1) \).

When \( r = 0 \), ItRich provides a Specificity equal to 1 and that remains constant as we increase the number of added nodes. This means that all these nodes have been correctly classified in the sparse part, regardless of their number which ranges from 0 to 1000. Except for a few outliers, this is also the case when \( r = 1 \) and the number of added nodes is less than half the number of the LFR nodes. On the contrary, in the OSLOM algorithm, the value of Specificity drops significantly and continuously after about 200 nodes have been added, no matter whether \( r = 0 \) or \( r = 1 \). This suggests that the larger the number of added nodes, the more often some of them are assigned to a community by OSLOM, resulting in a lower ratio of added nodes correctly assigned to the sparse part.

As for the Recall \( Sn \), its values calculated by ItRich are high but less than 100% from the beginning to the end of the calculation, even when there are no added nodes at all and whatever \( r = 0 \) or \( r = 1 \). This is due to the fact that there are some nodes within the LFR network that are initially classified as sparse, and that remains so when noise is added. In comparison, OSLOM also keeps a constant value of \( Sn \) with an average of 99%, and a standard deviation of 1%. This shows that this algorithm assigns a community to almost all nodes of the LFR network, even when \( r = 1 \).

Finally, two phenomena may be noted. The first is for OSLOM when \( r = 1 \) and around 200 nodes have been added. There is a threshold effect that causes a jump in the values of the Specificity, from
Figure 6: The values of $Q$ for the three studied networks. The red dotted line represents the value of $Q_{\text{threshold}} = Q_1/10$. For each network, the null model is computed 100 times and the error bars represent the standard deviations of the quality measure.

Concerning the experiments for $\mu = 0.2$ and $\mu = 0.5$ and $\mu = 0.1$ and $\mu = 0.5$, and $\mu = 0.8$, and $\mu = 0.9$ and 9 other values of $r$ between 0 and 1 (see Appendix 2), the best results of ItRich (for these three values of $\mu$) are obtained for $\mu = 0.5$, and this can be accounted for by the fact that they correspond to the case in which the perturbations are the lowest. Indeed, by increasing the mixing parameter $\mu$, we decrease the average value of $\delta$ in the initial LFR network, which decreases the value of the gap $g_0$ and allows it to be filled without adding too many random links (i.e. the variance between the networks generated from $r = 0$ to $r = 1$ decreases with $\mu$). We generally observe better results on average for ItRich than for OSLOM, especially regarding the Specificity measure, which has a minimum average value of 0.63 for ItRich when $\mu = 0.1$, $r = 0.6$. It means that, in the worst case, our algorithm manages to identify on average at least 63% of the “noise” nodes. On the other hand, the Recall is better for OSLOM, but it often means misclassifying the added nodes in the dense part with the nodes of the initial LFR.

5.2 Real world networks

We apply ItRich to three data sets that are widely studied in the field of network science: Lusseau’s bottlenose dolphins [39, 40], American political blogs [1] and American College football [21]. The first one has only 62 nodes and can thus be analyzed finely. The second one is a bigger network with 1490 nodes. Finally, the third one has all of its 115 nodes in a 8-shell except one 4. For all these networks, we choose the default value $Q_{\text{threshold}} = Q_1/10$.

5.2.1 Lusseau’s bottlenose dolphins. The dolphin network is constructed from observations of a community of 62 bottlenose dolphins over a period of 7 years. Nodes in the network represent the dolphins, and ties between nodes represent associations between dolphin pairs occurring more often than expected by chance.

4 All the datasets have been downloaded from https://www.cc.gatech.edu/dimacs10/archive/clustering.shtml
In Figure 7b, green, blue and purple nodes correspond respectively to the first, second and third weighted rich clubs identified by our algorithm. These results, compared to the community structure proposed in [39] (Figures 7a and 7b), illustrate the difference between ItRich and a community detection algorithm. Please note that ItRich may put the nodes of different communities in the same weighted rich club.

We observe that the first weighted rich club is composed of highly connected nodes. The second and third weighted rich clubs are composed of several linked vertices mostly belonging to the neighbourhood of the first weighted rich club. These observations invite us to compare the distribution of the vertices within the weighted rich clubs and the distribution of the vertices within the \( k \)-shells [60]. There are 4 different shells in the dolphin network Figure 7a). The sparse part contains the periphery which is equal to the 2-core. Symmetrically, the dense part is included in the union of the 3-shell and the 4-shell.

Among the 62 vertices of the network, 25 are in the sparse part. These 25 vertices are of two different types: those that have a null value of \( \delta \) and those whose value of \( \delta \) sharply decreases at each iteration of ItRich so that it remains lower than the minimal value required to be in a weighted rich club. These second-type vertices are Ripplefluke, MN60, SN100, TSN103, DN16, Shmuddel, Haecksel, Thumper, Bumper (Figure 7a). The first 6 among them get a null value of \( \delta \) as soon as the first weighted rich club is removed. Vertices TSN103, SN100 and Haecksel are in the 4-shell. Vertex TSN103 has 4 neighbors, each of them of high degree but weakly linked together. In fact, TSN103 is at the intersection of two sets of vertices of two different communities, and so, has a very particular intermediary position. Vertex SN100 is the vertex with the highest betweenness in the network and the smallest non-zero clustering. It is also in a central position between distinct groups of vertices and has a relatively high degree. Lastly, Haecksel has a \( \delta \) value that gradually decreases after removing the first and the second weighted rich clubs. It is largely linked to vertices of the first weighted rich club, which, when removed after the first iteration of ItRich, leads to a configuration in which Haecksel has a null clustering. So, within the 4-shell, the position of Haecksel is somewhat special.

This first real world network study suggests that, when several k-cores exist, there may be a high overlap between the sparse (resp. dense) part and the k-cores for low (resp. high) values of \( k \). The differences between both decompositions are worth looking at closely. Moreover, the vertices of the sparse part of a network can be divided into two categories: those with a low \( \delta \) value that are, from the beginning, at the periphery of the network and the others. The latter show medium values of \( \delta \) but are linked to high-\( \delta \) vertices. These vertices seem to occupy a rather specific position in the organisation of the core of the network. Such an information is new compared to the one obtained from the analyses conducted so far, and it could lead to more in-depth interpretations by biologists.

5.2.2 **American political blogs.** This dataset is composed of a set of 1490 nodes representing American blogs discussing political issues. Each blog has been labeled by Lada Adamic [1] as either liberal (758) or conservative (732) and two blogs are linked if at least one refers to the other. The authors concluded that most links are within the two separate communities, with far fewer cross-links between them. Another interesting pattern was that conservative bloggers were more likely to link to other blogs (other conservative blogs but also liberal ones).

For \( Q_{\text{threshold}} = Q_1/10 \), the dense part has three rich clubs which account 37% of the nodes and 79% of the links of the total graph. The distribution of nodes and links in the various rich clubs and the sparse part is given in Table 1. The three Rich clubs have comparable numbers of nodes and, within each rich club, the density of links between the liberal nodes on the one hand and between the conservative nodes on the other are almost equal. However, the 1st Rich club has a higher proportion of liberals, while the
Figure 7: Lusseau’s bottlenose dolphins (a) The $k$–shell decomposition of the network. (b) The decomposition obtained from ItRich, the width of each edge is proportional to its weight $w$. The layouts are obtained with a force-based algorithm.

reverse is true for the other two rich clubs and for the sparse part.

As in the previous data set, we observe a correlation between the $k$-core and the values of $\delta$, with an overlap of the values for the dense and the sparse parts (Figure 8a). However, the large number of $k$-cores (from the 15-core to the 34-core) that contains nodes of both the dense part and the sparse part does not make the $k$-core decomposition efficient to allow for the differentiation of the weighted rich clubs from the sparse part of the network.

If we pay particular attention to the nodes whose $\delta$ is in the overlap of the $\delta$-values covered by both the dense and the sparse parts, Figure 8b confirms that the $\delta$-values of the neighbors of a node ($\delta_N$) is of particular importance to differentiate the two types of nodes of the overlap: for a same $k$-shell, the nodes of the sparse part have neighbors with average $\delta$ values higher than those of nodes of the dense part.

|                | liberal    | conservative | total       |
|----------------|------------|--------------|-------------|
| Rich club 1    | 113/3052 (48.2) | 84/1682 (48.2) | 197/5260 (27.2) |
| Rich club 2    | 80/283 (9.0)   | 134/710 (8.0)   | 214/1083 (4.8) |
| Rich club 3    | 50/42 (3.4)    | 96/116 (2.5)    | 146/165 (1.6) |
| Sparse part    | 515/84 (0.06)  | 418/50 (0.05)   | 933/152 (0.03) |
| Total          | 758/7302 (2.5) | 732/7841 (2.9)  | 1490/16718/ (1.5) |

Table 1: Distribution of nodes and links within the American political blogs network: $A/B$ ($C$) is for $A$ nodes, $B$ links and $C$ the density of links of the induced subgraph (ie. $C = \frac{B}{A(A-1)} \times 100$). The links are not directed, that is, one link corresponds to an arc from a node $i$ to a node $j$, or from $j$ to $i$, or to a pair of arcs with opposite directions between $i$ and $j$. 
As many of these neighbours belong to one weighted rich club, the $\delta$ values of these vertices partially or totally collapse after removing some rich-clubs and this explains why, in fine, they are categorised in the sparse part of the network.

However, let us note that the knowledge of $\delta$ and $\overline{\delta}_N$, without using ItRich, is not sufficient to provide any information to characterize the weighted rich clubs or the sparse part, or even to find their overlap (Figure 8c).

![Figure 8](image)

Figure 8: American political blogs (a) Plot of $k$-core vs. $\delta$ with nodes of the dense (resp. sparse) part in blue (resp. red). (b,c) The average $\overline{\delta}_N$ of $\delta$ calculated on the neighbourhood of the nodes vs. their $\delta$ value on a logarithmic scale. For a given $\delta$, only the mean (bold curve) and standard deviation are given. In (b), the nodes of the dense and sparse parts are distinguished, which is not the case in (c). The overlapping area between dense and sparse parts is shown by vertical lines.

5.2.3 American College Football. We will now examine a network representing the confrontations between different American college football teams during the 2000 season [21]. The nodes represent the participating teams and a link connects two teams which played against each other during the season. Each team is labeled by a conference that contains from 8 to 12 teams. For most conferences, internal matches are more frequent than external matches, giving the network a modular structure. We identify, however, two properties that make this data set particularly suitable for testing our algorithm. The first is that all the nodes are part of the $8-\text{shell}$, except one which is in the $7-\text{shell}$. This implies that the results cannot be found by a $k$-core decomposition. The second property is that there are 5 teams that are not part of any conference, which have been given the label “independent”. In [21] it is also stated that the seven teams in the Sunbelt conference played almost as many games against teams in the Western Athletic conference as against teams in their own conference. They also played a large portion...
of their inter-conference games against teams from the Mid-American conference.

Figure 9 shows the rich club of each team and the conference it belongs to. ItRich reveals four rich clubs, the first two being composed of respectively 58 and 42 nodes, and the last two being smaller with respectively 6 and 4 nodes. Five nodes remain in the sparse part.

It can be noted that out of the 4 rich clubs, the first two mainly contain teams that play the majority of their games against teams from their own conference, while the last two contain teams which tend to diversify their opponents’ conferences (e.g., the Sun Belt conference). All but one of the teams of the first rich club are those correctly classified in [21] in the sense that the composition of the community it belongs to is exactly the composition of the conference it belongs to (Texas Christian is in the first rich club but misclassified in [21]). The last rich clubs contain teams that play a large number of inter-conference games, including teams from the Sun Belt conference, and some teams from the Western Athletic conference, which are, according to [21], teams whose conference does not really form a community, in the sense that there are few intra-conference confrontations. We also notice that the third and the fourth rich clubs are equal to some communities found by Girvan and Newman’s algorithm. This is explained by the fact that they both induce small cliques in the network (with 6 and 4 nodes respectively).

To quantify the information carried by the links between teams and conferences, we use an empirical measure based on the Shannon’s entropy. Let \( d(i) \) be the degree of the node \( i \in V \), and \( C = \{c_l\}_{l=1, \ldots, 12} \) the set of the 11 conferences in which the teams play, plus the set of independent teams. For each node \( i \) we call \( p_l(i) = \frac{|N(i) \cap c_l|}{d(i)} \) the ratio between the number of neighbours of the node \( i \) playing in the conference \( l \) and the total number of neighbours of \( i \). We have

\[
H(i) = -\sum_l p_l(i) \cdot \log(p_l(i))
\]

(5.1)

This measure is zero if all the neighbours of \( i \) play in the same conference, and has a maximum value of \( \log 12 \) reached for a node when all its neighbours are equally distributed across the conferences. Figure 10 plots \( H \) versus \( \delta \).

The first two rich clubs are characterized by teams with low values of \( H \) and high values of \( \delta \). It reflects the fact that these teams mainly play intra-conference matches. On the contrary, teams of the last two rich clubs and those in the sparse part mainly play matches against teams of varied profiles. The sparse part is composed of 5 nodes, 4 of them (Navy, Central Florida, Notre Dame and Connecticut) are independent teams, and have not been classified among any community in [21]. The sparse part covers all the independent teams, except the Utah State team which is classified in the 3rd rich club, as it belongs to a clique.

The only node in the sparse part that does not share these properties is the Miami Florida team (from the Big East conference), whose \( \delta \) is high and \( H \) is low. This node is in the situation described above, namely that, despite its high weight, it does not reach that of its neighbors, who are almost all in the first rich club. Remember that it is in the 8-core.

6. Conclusion

This paper proposes a new viewpoint on the network structure analysis in order to provide both an alternative and an additional approach to standard methods, such as the \( k \)-core decomposition, or the community detection methods. We defined a new density measure for each vertex, called \( \delta \), taking into account both the degree of the vertex and of its neighbors and the ratio of common neighbors between
Figure 9: American college football. In the decomposition obtained from ItRich, each node is represented by a different marker representing its conference, along with a different color according to its classification by Itrich. The width of each edge is proportional to its weight $w$. The layout is obtained with a force-based algorithm.
the vertex and its neighbors. We used this measure in the particular context of weighted rich clubs to develop an algorithm capable of providing several hierarchical layers of nodes, which altogether constitute what we call the “dense part”. The set of vertices that are not in any of the layers is called the “sparse part”. Experiments on both synthetic and real networks show that the dense part largely intersects with the $k$-core for a high enough $k$. The sparse part, on the other hand, contains peripheral nodes but also nodes of the core that have a special position in the core configuration and that are not screened by other methods. These vertices have properties different from those of their neighbors while not being on the periphery and often remaining within the core of the network. So, they constitute a kind of backbone of the network that meshes well with the partition into communities or into $k$-cores which helps to better understand the topological organization of the network. How to connect these nodes with vertices representatives of their community and with specific peripheral nodes is one of the themes of our future studies. The time complexity of our algorithm ItRich can be reduced to $O(m \log m)$ using parallel computations.

7. Appendix

7.1 Appendix 1

The purpose of this appendix is to give formal expressions of $\delta$ and clustering coefficient for the planted partition model (PPM) with a tree-like architecture used in Section 2.3. The PPM we consider is a random network $G = (V,E)$ defined by:

- a set of vertices $V = \{1, \ldots, N\}$ partitioned into $r$ disjoint subsets $C_1, \ldots, C_r$ of $n$ vertices each;
- a matrix $P = p I_{r \times r} + q B$ where $B$ is the adjacency matrix of a tree with $r$ nodes, and $(p,q) \in [0;1]$.

In such a model, the $C_i$s are called communities or blocks. Matrix $B = (B_{ij})_{(i,j) \in \mathbb{I} \times \mathbb{I}}$ is the adjacency matrix of the tree linking the $r$ blocks and we say that two blocks $C_i$ and $C_j$ are adjacent if $B_{ij} = 1$. 

Figure 10: The quantities of information of each node versus its $\delta$ value. The nodes are distinguished by their colours according to the weighted rich club they belong to.
Two nodes within the same block have a probability $p$ to share one edge, whereas this probability is $q$ between nodes of different but adjacent blocks and 0 otherwise. Since nodes of the same block share the same properties on average, in the following we refer to average values. For example we note $k_i$ the average degree of a node in the bloc $C_i$, and $K_i$ the number of blocks adjacent to the block $C_i$. We have:

$$k_i = n(p + qK_i)$$

The local clustering coefficient $\text{Clust}(i)$ of a node $i \in C_i$ is the ratio between the number of edges in its neighborhood and the number of pairs of vertices in its neighborhood. It is easy to see that the number of pairs is $\frac{k_i(k_i-1)}{2} \approx \frac{k_i^2}{2}$ for $np >> 1$. In order to evaluate the number of edges $(j,k)$ in the neighborhood $N(i)$ of $i$, we consider 3 disjoint cases:

- $j \in C_i$ and $k \in C_i$: their number is $\frac{(n-1)(n-2)}{2} \approx \frac{n^2}{2}p^3$
- $j \in C_i$ and $k \not\in C_i$: their number is $n(n-1)pqK_i \approx n^2pq^2K_i$
- $j \in C_j \neq C_i$ and $k \in C_j$: their number is $\frac{2(n-1)}{2}pq^2K_i \approx n^2pq^2K_i$

Since $B$ is the adjacency matrix of a tree, the three vertices cannot be located in three distinct blocks. It follows:

$$\text{Clust}(i) \approx p \cdot \frac{p^2 + 3q^2K_i}{(p + qK_i)^2} \quad (7.1)$$

To calculate $\delta(i)$, observe that

$$\delta(i) = \sum_{j \in N(i)} w(i,j) = \sum_{j \in N(i) \cap C_i} w(i,j) + \sum_{j \in N(i) \setminus C_i} w(i,j).$$

Remember that $w(i,j) = \frac{1}{(N-1)^2(N-2)^2} \cdot |N(i) \cap N(j)| \cdot H(k_i, k_j)$, where $H(k_i, k_j)$ is the harmonic mean of the degrees $k_i$ and $k_j$. It is easy to verify that $H(k_i, k_j) = n(p + qK_i)(p + qK_j)/(p + q(\frac{k_i + k_j}{2}))$.

Let $j \in N(i) \cap C_i$, we have:

$$\sum_{j \in N(i) \cap C_i} w(i,j) = |N(i) \cap C_i| \cdot w(i,j_0) \approx \frac{1}{p^3} \cdot p(p^2 + q^2K_i)(p + qK_i)$$

by noticing that $N = nr$.

- if $j \in C_i$: there are $(n-2)p^2 \approx np^2$ common neighbors of $i$ and $j$ in $C_i$ and $nq^2K_i$ common neighbors of $i$ and $j$ not in $C_i$. Moreover, as $k_i = k_j$, we have $H(k_i, k_j) = n(p + qK_i)$. So, given $j_0 \in N(i) \cap C_i$, we have:

$$\sum_{j \in N(i) \cap C_i} w(i,j) = |N(i) \cap C_i| \cdot w(i,j_0) \approx \frac{1}{p^3} \cdot p(p^2 + q^2K_i)(p + qK_i)$$

To summarize,

$$\delta(i) \approx \frac{p(p + qK_i)}{p^3} \cdot \left( p^2 + q^2K_i + 2q^2 \sum_j B_{ij} \frac{p + qK_j}{p + q(\frac{k_i + k_j}{2})} \right). \quad (7.2)$$
7.2 Appendix 2

The following plots show the results of ItRich and OSLOM for different values of the mixing parameter $\mu$ and of the gap parameter $r$. See Section 5.1 for details on the experimental protocol.

Each of the 11 points of the curves is an average over 100 iterations of the algorithm (ItRich or OSLOM) with a varying number of added nodes. The experiment is carried for $\beta = 2$ and $\gamma = 3$.
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