Exact instantaneous optimals in the non-geostrophic Eady problem and the detrimental effects of discretization
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Abstract We derive exact analytical expressions for flow configurations that optimize the instantaneous growth rate of energy in the linear Eady problem, along with the associated growth rates. These optimal perturbations are relevant linear stability analysis, but, more importantly, they are relevant for understanding the energetics of fully nonlinear baroclinic turbulence. The optimal perturbations and their growth rates are independent of the Richardson number. The growth rates of the optimal perturbations grow linearly as the horizontal wavelength of the perturbation decreases. Perturbation energy growth at large scales is driven by extraction of potential energy from the mean flow, while at small scales it is driven by extraction of kinetic energy from the mean shear. We also analyze the effect of spatial discretization on the optimal perturbations and their growth rates. A second order energy-conserving discretization on the Arakawa B grid generally has too-weak growth rates at small scales and is less accurate than two second order discretizations on the Arakawa C grid. The two C grid discretizations, one that conserves energy and another that conserves both energy and enstrophy, yield very similar optimal perturbation growth rates that are significantly more accurate than the B grid discretization at small scales.
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1 Introduction

The Eady problem is one of the canonical hydrodynamic stability problems in geophysical fluid dynamics [12,36]. The equilibrium solution whose stability is examined consists of a Boussinesq fluid in a horizontal plane layer with vertical rotation.
and gravity, with a horizontally-uniform velocity with constant vertical shear. The Coriolis acceleration induced by this velocity is exactly balanced by a horizontal pressure gradient where the pressure is in hydrostatic balance with a density profile that varies linearly in both the horizontal and vertical directions. The linear stability problem is analytically solvable in the quasigeostrophic approximation, and the classical result is that the equilibrium is unstable to infinitesimal perturbations whose exponential growth rate scales with the amplitude of the background flow, i.e. the equilibrium is unstable unless the fluid is at rest. This instability that appears in the quasigeostrophic Eady problem is an example of baroclinic instability. Stone [32,33] relaxed the quasigeostrophic approximation and found modifications of the baroclinic instability at low Richardson number (i.e. strong shear in comparison with the stratification) and a ‘symmetric’ instability that is completely absent in the quasigeostrophic approximation and that only occurs at low Richardson numbers.

As frequently occurs in hydrodynamic linear stability problems, the linear evolution operator in the Eady problem is non-normal, i.e. it does not commute with its adjoint with respect to the \( L^2 \) inner product. The solutions to linear initial value problems with non-normal operators can exhibit growth even when the operator has no eigenvalues with positive real part [34], and non-normal growth has been invoked in some scenarios to explain subcritical transition to turbulence [7,29]. Schmid [28] reviews linear hydrodynamic stability in the presence of non-normality. Non-normality seems at first glance to be irrelevant to the Eady problem since the latter is always unstable to exponentially-growing, i.e. normal-mode, perturbations. Nevertheless, Farrell [13,14] demonstrated that non-normality in the (damped) Eady problem is more important than exponential behavior in the short-term growth of perturbations in the linear problem.

The most energetic eddies in the ocean are thought to obtain most of their energy by extracting potential energy from the large-scale flow in a manner similar to the extraction of potential energy from the equilibrium state by unstable perturbations in linear baroclinic instability [17]. Many studies (e.g. [30,35]) catalogue the properties of linear quasigeostrophic baroclinic instability across the world oceans in hopes of learning something about the properties of the strongly nonlinear ocean eddies. But there is no immediately obvious mathematical connection between fully nonlinear turbulence and exponential or non-normal growth of infinitesimal perturbations about an equilibrium solution. A direct mathematical connection between the linear problem and fully nonlinear statistically stationary turbulence was nevertheless provided by DelSole [10], which we here recall.

Consider an autonomous, unforced fluid system written schematically as

\[
\partial_t \mathbf{u} = \mathcal{L} \mathbf{u} + \mathcal{B}(\mathbf{u}, \mathbf{u})
\]

(1)

where \( \mathcal{L} \) includes the linear terms like viscous dissipation and \( \mathcal{B}(\mathbf{u}, \mathbf{u}) \) is a bilinear operator that conserves energy. The energy is assumed to be in the form

\[
E = \frac{1}{2} \langle \mathbf{u}, \mathbf{u} \rangle
\]

(2)
for some inner product $\langle \cdot , \cdot \rangle$. Now let $\mathbf{u}$ be a steady exact solution of the governing equations and consider the linear evolution of infinitesimal perturbations $\mathbf{u}'$. The perturbations $\mathbf{u}'$ evolve according to

$$
\partial_t \mathbf{u}' = \mathcal{L} \mathbf{u}' + \mathcal{B}(\mathbf{u}, \mathbf{u}') + \mathcal{B}(\mathbf{u}', \mathbf{u}) = \mathcal{F} \mathbf{u}'.
$$

(3)

The energy in the perturbations evolves according to

$$
\frac{d}{dt} E = \frac{1}{2} \langle \mathbf{u}', \partial_t \mathbf{u}' \rangle + \frac{1}{2} \langle \partial_t \mathbf{u}', \mathbf{u}' \rangle = \frac{1}{2} \langle \mathbf{u}', \mathcal{F} \mathbf{u}' \rangle + \frac{1}{2} \langle \mathcal{F} \mathbf{u}', \mathbf{u}' \rangle
$$

(4)

\[
= \left\langle \mathbf{u}', \frac{\mathcal{F}^\dagger + \mathcal{F}}{2} \mathbf{u}' \right\rangle
\]

where the symbol $\mathcal{F}^\dagger$ denotes the adjoint of $\mathcal{F}$ with respect to the energy inner product. The operator $(\mathcal{F}^\dagger + \mathcal{F})/2$ is clearly self-adjoint even when $\mathcal{F}$ is non-normal, so all of its eigenvalues must be real and the eigenfunctions associated with distinct eigenvalues must be orthogonal. The eigenfunction corresponding to the most-positive eigenvalue of $(\mathcal{F}^\dagger + \mathcal{F})/2$ is called the ‘instantaneous optimal’ and maximizes the instantaneous growth rate of energy over all perturbations with the same amplitude.

Now suppose that we repeat the above analysis but instead interpret $\mathbf{u}$ as the time-average in statistically stationary but fully nonlinear turbulence, and $\mathbf{u}' = \mathbf{u} - \mathbf{u}$ as the perturbations about the time average. These perturbations evolve according to

$$
\partial_t \mathbf{u}' = \mathcal{L} \mathbf{u}' + \mathcal{B}(\bar{\mathbf{u}}, \mathbf{u}') + \mathcal{B}(\mathbf{u}', \bar{\mathbf{u}}) + \mathcal{B}(\mathbf{u}', \mathbf{u}') = \mathcal{F} \mathbf{u}' + \mathcal{B}(\mathbf{u}', \mathbf{u}')'.
$$

(5)

The eddy-eddy nonlinearity $\mathcal{B}(\mathbf{u}', \mathbf{u}')'$ conserves energy, so the energy equation for the perturbations is exactly the same as before, i.e. equation (4). If the operator $(\mathcal{F}^\dagger + \mathcal{F})/2$ is negative definite, then the energy must decay and cannot remain statistically steady; one expects statistically-steady turbulence to correspond to a setting where the operator has at least one positive eigenvalue. This connection between the linear theory of instantaneous optimals and statistically stationary fully nonlinear turbulence was first made by DelSole [10]. It enables research into the energetics of fully-developed turbulence using analysis of linear, self-adjoint operators.

It bears noting that it is not always trivial to compute the operator $\mathcal{F}^\dagger$. The point spectrum (i.e. eigenvalues and eigenfunctions) of the operator $\mathcal{F}^\dagger + \mathcal{F}$ is related to the following constrained optimization problem: Optimize the instantaneous energy growth rate $\langle \mathbf{u}', (\mathcal{F}^\dagger + \mathcal{F}) \mathbf{u}' \rangle$ subject to the constraint $\langle \mathbf{u}', \mathbf{u}' \rangle = 1$. The Euler-Lagrange equations for this optimization problem are

$$
(\mathcal{F}^\dagger + \mathcal{F}) \mathbf{u}' = \lambda \mathbf{u}'
$$

(6)

which makes clear the connection to the point spectrum of $\mathcal{F}^\dagger + \mathcal{F}$, but the Euler-Lagrange equations can sometimes be derived without explicitly finding an expression for $\mathcal{F}^\dagger$. This approach is used in section [2].
In this paper we begin with a derivation of exact analytical expressions for the instantaneous optimals of the non-geostrophic Eady problem. Instantaneous optimals for the quasigeostrophic Eady problem have been computed by Farrell and Ioannou \[15,16\] by first discretizing the quasigeostrophic linear problem and then computing instantaneous optimals of the discretized system. The quasigeostrophic Eady problem was recently analyzed directly by Kalashnik and Chkhetiani [22]. Our results are similar to some extent, but we uncover a new class of instantaneous optimals that is absent from the quasigeostrophic problem.

We continue the study by computing instantaneous optimals for the spatially-discrete problem using three discretizations commonly used in global ocean models. The analysis extends the authors’ previous work on the discrete linear stability problem [4], which studied only exponentially-growing solutions. The impact of spatial discretization on exponentially-growing linear instability has also been explored in geophysical scenarios in [3,5,6,11,21].

The exact analytical expressions for instantaneous optimals in the non-geostrophic Eady problem are derived in section 2. Instantaneous optimals in a discrete version of the problem are then analyzed in section 3. The results are discussed and conclusions are offered in section 4.

2 Analytical Instantaneous Optimals

The nondimensional hydrostatic non-geostrophic linear perturbation equations in the Eady problem are [19]

\[
\begin{align*}
(\partial_t + z \partial_x) \mathbf{u}' + \varepsilon w' \hat{z} + \varepsilon^{-1} (\hat{z} \times \mathbf{u}')_h &= -\varepsilon^{-1} \nabla_h p' \\
\partial_z p' &= b' \\
(\partial_t + z \partial_x) b' - v' + w' &= 0 \\
\nabla \cdot \mathbf{u}' + \varepsilon \partial_z w' &= 0
\end{align*}
\]

(7) (8) (9) (10)

where the Brunt-Väisälä frequency is \(N\), the dimensional background velocity is \(\bar{u} = \Lambda z\), the Richardson number is \(\varepsilon = \Lambda/N\). Time is nondimensionalized via the time scale \(N/(f\Lambda)\) where \(f\) is the Coriolis parameter, and horizontal directions are nondimensionalized via the deformation radius \(NH/f\) where \(H\) is the depth of the fluid. The vertical velocity \(w'\) has been scaled to be a factor of \(f\Lambda/N^2\) smaller than the horizontal velocity \(\mathbf{u}'\). The subscript \(h\) denotes the horizontal component of a vector, e.g. \(\nabla_h = (\partial_x, \partial_y)\).

The perturbation energy equation is obtained by taking the dot product of (7) with \(\mathbf{u}' = (u', v')\), multiplying (8) by \(b'\), adding, and integrating over the domain \(\Omega\)

\[
\frac{1}{2} \frac{d}{dt} \int_\Omega (u')^2 + (v')^2 + (b')^2 = \int_\Omega v'b' - \varepsilon w'u'
\]

(11)

where \(\int_\Omega\) denotes an integral over the physical domain \(\Omega\). The goal is to obtain a configuration of \((u', v', b')\) that maximizes the growth rate of the energy over all configurations with unit energy. We therefore define the Lagrangian

\[
I[u', v', b'] = B + S - \lambda E
\]

(12)
where $\lambda$ is the Lagrange multiplier and the growth rate has been split into two components

$$B = \int_\Omega \nabla' b', \quad S = -\varepsilon \int_\Omega \nabla' u'$$

where $B$ is the baroclinic conversion and $S$ is shear production. As usual, the Euler-Lagrange equations are derived by finding stationary points of the Lagrangian.

The Euler-Lagrange equations for this constrained optimization problem are obtained as follows. We first consider the Frechet derivatives of the energy, $E$, and of the baroclinic conversion $B$, which are simply

$$dE = \int_\Omega \nabla' \frac{\partial}{\partial \delta u} + \frac{\partial}{\partial \delta v} + b' \frac{\partial}{\partial \delta b}$$

and

$$dB = \int_\Omega \nabla' \frac{\partial}{\partial \delta b} + b' \frac{\partial}{\partial \delta v}.$$  \hspace{1cm} (14)

The derivative of the shear production, $S$, is less straightforward, since the vertical velocity $w'$ is not independent of the horizontal velocity but is instead derived from

$$w' = -\varepsilon^{-1} \int_0^z \partial_x u' + \partial_y v' \, ds.$$  \hspace{1cm} (15)

To derive the Frechet derivative of the shear production, we need the following simple integration by parts identity

$$\int_0^1 g(z) \int_0^z h(s) \, ds \, dz = \int_0^1 g(z) \int_0^z h(s) \, ds \, dz - \int_0^1 h(z) \int_0^1 g(z) \, dz \, ds$$ \hspace{1cm} (16)

which is valid for integrable functions $g$ and $h$. The $s$ variable is a stand-in for the vertical coordinate. With this expression in hand, note that

$$\varepsilon \int_0^1 u' \delta w dz = - \int_0^1 \int_0^z (\partial_x \delta u + \partial_y \delta v) \, ds \, dz$$

$$= - \left( \int_0^1 u' \, dz \right) \left( \int_0^1 (\partial_x \delta u + \partial_y \delta v) \, dz \right) + \int_0^1 (\partial_x \delta u + \partial_y \delta v) \int_0^z u' \, ds \, dz.$$ \hspace{1cm} (17)

The fact that $\delta w = 0$ at both the upper and lower boundaries sets the boundary term to zero. The Frechet derivative of the shear production is therefore

$$dS = - \int_\Omega \left( \int_0^z 2 \partial_x u' + \partial_y v' \, ds \right) \delta u + (\partial_x u') \delta v.$$  \hspace{1cm} (19)

Configurations of $(u', v', b')$ that are stationary with respect to the energy growth rate subject to the condition of unit energy satisfy

$$dI = dB + dS - \lambda dE = 0$$ \hspace{1cm} (20)

for all $(\delta u, \delta v, \delta b)$. The Euler-Lagrange equations are therefore

$$\int_0^z (2 \partial_x u' + \partial_y v') = \lambda u'$$ \hspace{1cm} (21)

and

$$b' + \int_0^z \partial_x u' = \lambda v'$$ \hspace{1cm} (22)

$$v' = \lambda b'.$$  \hspace{1cm} (23)
Perturbation fields \((u', v', b')\) that satisfy these equations are associated with energy growth rates \(\lambda\). In the following we make use of the following equations, obtained by taking a single derivative with respect to \(z\)

\[
\begin{align*}
2 \partial_x u' + \partial_y v' &= \lambda \partial_z u' \\
\partial_x b' + \partial_y u' &= \lambda \partial_z v' \\
v' &= \lambda b'.
\end{align*}
\]

### 2.1 Perturbations on the baroclinic axis

This section considers perturbations with no dependence on the \(y\) coordinate. Perturbations of this type satisfy \(v' = \lambda b'\) and \(b' = \lambda v'\) which requires either \(\lambda = 1\) and \(v' = b'\) or \(v' = b' = 0\).

Perturbations with \(v' = b' = 0\) must satisfy

\[
2 \partial_x u' - \lambda \partial_z u' = 0.
\]

The general solution for these perturbations has the form

\[
u' = \cos \left( k_x x + \frac{2 k_x z + \phi}{\lambda} \right)
\]

where \(k_x\) is any real wavenumber and \(\phi\) is any real phase shift. The vertical velocity associated with perturbations of this form must have the form

\[
w' = \frac{\lambda}{2 \pi} \left[ \cos (k_x x + \phi) - \cos \left( k_x x + \frac{2 k_x}{\lambda} z + \phi \right) \right].
\]

The condition that \(w' = 0\) at \(z = 1\) requires

\[
\lambda = \frac{|k_x|}{\pi m}
\]

for any nonzero integer \(m\). The maximal growth rate is obtained for \(m = \text{sign}(k_x)\).

In summary, optimal perturbations with no \(y\)-dependence come in two forms. One form has \(v' = b'\) and \(u' = w' = 0\), with growth rate \(\lambda = 1\) regardless of the horizontal scale or vertical structure of the perturbations; it derives its energy solely from baroclinic energy conversion. The other form has \(v' = b' = 0\) and derives its energy solely from shear production; its optimal growth rate increases as the horizontal scale decreases. Overall, the fastest-growing perturbation is the baroclinic form for \(|k_x| \leq \pi\) and has growth rate \(\lambda = 1\); for \(|k_x| > \pi\) the ageostrophic mode dominates with a growth rate \(\lambda = |k_x|/\pi\).

### 2.2 Perturbations on the symmetric axis

This section considers perturbations with no dependence on the \(x\) coordinate. Perturbations of this form must satisfy

\[
\partial_x^2 u' + (1 - \lambda^2) \partial_z^2 u' = 0.
\]
The general solution now takes the form
\[ u' = \alpha \cos \left( k_y y + \frac{k_y}{\sqrt{\lambda^2 - 1}} z + \phi_1 \right) + \beta \cos \left( k_y y - \frac{k_y}{\sqrt{\lambda^2 - 1}} z + \phi_2 \right) \] (31)
for arbitrary \( \alpha \) and \( \beta \) and phase shifts \( \phi_1 \) and \( \phi_2 \). The other components of the solution are obtained from the Euler-Lagrange equations and take the form
\[ v' = \frac{\alpha \lambda}{\sqrt{\lambda^2 - 1}} \cos \left( k_y y + \frac{k_y}{\sqrt{\lambda^2 - 1}} z + \phi_1 \right) - \frac{\beta \lambda}{\sqrt{\lambda^2 - 1}} \cos \left( k_y y - \frac{k_y}{\sqrt{\lambda^2 - 1}} z + \phi_2 \right) \] (32)
\[ b' = \frac{v'}{\lambda} \] (33)
\[ w' = \frac{\alpha \lambda}{\epsilon} \left[ \cos(k_y y + \phi_1) - \cos \left( k_y y + \frac{k_y}{\sqrt{\lambda^2 - 1}} z + \phi_1 \right) \right] + \frac{\beta \lambda}{\epsilon} \left[ \cos(k_y y + \phi_2) - \cos \left( k_y y - \frac{k_y}{\sqrt{\lambda^2 - 1}} z + \phi_2 \right) \right]. \] (34)

There are now two ways to impose \( w' = 0 \) at \( z = 1 \). The simplest method is require \( k_y / \sqrt{\lambda^2 - 1} = 2\pi m \) for any integer \( m \); this sets both components of the solution to 0 at the boundary. The other method requires coordination between the two components of the solution; specifically, the condition can be achieved by taking \( \phi_1 = \phi_2, \beta = -\alpha \), and requiring the arguments of the cosines to differ by \( 2\pi m \) for any integer \( m \). This condition yields
\[ \lambda = \pm \left( \frac{k_y^2}{\pi^2 m^2} + 1 \right)^{1/2}. \] (35)

The simpler method of imposing \( w' = 0 \) at \( z = 1 \) mentioned above merely yields a subset of the growth rates associated with the more general solution. The growth rate is clearly maximized at \( m = \pm 1 \) and by taking the positive sign of \( \lambda \).

The baroclinic and shear-production components of the energy growth rate associated with these perturbations are
\[ B = \alpha^2 \left( \frac{\pi(k_y^2 + \pi^2)^{1/2}}{k_y^2} \right), \quad S = \alpha^2 \left( \frac{(k_y^2 + \pi^2)^{1/2}}{\pi} \right). \] (36)

The ratio of the different components of the energy growth rate is
\[ \frac{B}{S} = \frac{\pi^2}{k_y^2}. \] (37)

The baroclinic production is larger than the shear production for \( |k_y| < \pi \), and vice versa for \( |k_y| > \pi \).
In summary, for optimal perturbations with no $x$-dependence, the growth rate is always larger than 1 and behaves as $|k_y|\pi$ in the limit $k_y \to \infty$. Both baroclinic and shear production contribute to the energy growth at all scales, but baroclinic production dominates for optimal perturbations with $k_y < \pi$ while shear production dominates for optimal perturbations with $k_y > \pi$. The optimal perturbations have sinusoidal vertical structure with a half of a wavelength fitting into the total fluid depth.

2.3 General perturbations

Perturbations with both $x$ and $y$ dependence must satisfy

$$\left[\lambda \partial_x^2 + 2(\lambda^2 - 1)\partial_x \partial_z + \lambda(1 - \lambda^2)\partial_z^2\right] b' = 0. \quad (38)$$

A general solution can be written as the sum of the following two linearly-independent basic solutions

$$b_1 = \cos\left(k_x x + k_y y + \left(\frac{k_x^2}{\lambda^2} + \frac{k_y^2}{\lambda^2 - 1}\right)^{1/2} z + \phi_1\right). \quad (39)$$

$$b_2 = \cos\left(k_x x + k_y y + \left(\frac{k_x^2}{\lambda^2} - \frac{k_y^2}{\lambda^2 - 1}\right)^{1/2} z + \phi_2\right). \quad (40)$$

The remaining components of the solution can be derived from $b'$ using the Euler-Lagrange equations (24)-(26). Analytical formulas are easily available, but are sufficiently cumbersome that they are here omitted, with the exception of the vertical velocity at $z = 1$

$$w_1 = -\frac{k_x^2\lambda + k_x \gamma_+ (\lambda^2 - 1)}{k_y e \gamma_+} \left[\cos(k_x x + k_y y + \phi_1) - \cos(k_x x + k_y y + \phi_1 + \gamma_+ z)\right] \quad (41)$$

$$w_2 = -\frac{k_x^2\lambda + k_x \gamma_- (\lambda^2 - 1)}{k_y e \gamma_-} \left[\cos(k_x x + k_y y + \phi_2) - \cos(k_x x + k_y y + \phi_2 + \gamma_- z)\right] \quad (42)$$

where

$$\gamma_\pm = \frac{k_x}{\lambda} \pm \left(\frac{k_x^2}{\lambda^2} + \frac{k_y^2}{\lambda^2 - 1}\right)^{1/2}. \quad (43)$$

As in the previous subsection, there are two ways of imposing the condition that $w = 0$ at $z = 1$. The simplest method is to require $\gamma_+ = 2\pi m$, which sets $w_1 = 0$ at $z = 1$, and to require the solution to include only $b_1'$, $u_1'$, and $v_1'$; a similar solution is available by setting $\gamma_- = 2\pi m$. As in the previous section there is another way to set $w' = 0$ at $z = 1$ that requires coordination among the two components of the solution. Specifically, the condition can be achieved by taking $\phi_1 = \phi_2$ and then choosing a linear combination of $w_1$ and $w_2$ such that the terms $\cos(k_x x + k_y y + \phi_1)$ and $\cos(k_x x +
In the limit has the form following cubic setting γ perturbation same sign, and we have the following lower bound on the growth rate of the optimal m. This leads to the condition
\[
\left( \frac{k_2^2}{\lambda^2} + \frac{k_3^2}{\lambda^2 - 1} \right)^{1/2} = \pi m. \tag{44}
\]

The solutions have the form
\[
\lambda^2 = k_1^2 + k_2^2 + m^2 \pi^2 \pm \left( (k_1^2 + k_2^2 + m^2 \pi^2)^2 - 4k_3^2 m^2 \pi^2 \right)^{1/2} \frac{2m^2 \pi^2}{2m^2 \pi^2}. \tag{45}
\]
Solutions are decreasing functions of m so the maximal growth rate is at m = ±1, and has the form
\[
\lambda = \left( \frac{k_1^2 + k_2^2 + \pi^2 + ((k_1^2 + k_2^2 + \pi^2)^2 - 4k_3^2 \pi^2)^{1/2}}{2\pi^2} \right)^{1/2}. \tag{46}
\]
In the limit \( k_s \sim k_v \gg 1 \), the behavior is \( \lambda \sim (k_1^2 + k_2^2)^{1/2}/\pi \).

We now analyze the other way of imposing the condition \( w'/0 \) at \( z = 1 \), i.e. by setting \( \gamma_+ = 2\pi m \) or \( \gamma_- = 2\pi m \). In both cases the eigenvalue \( \lambda \) must be a root of the following cubic
\[
4m^2 \pi^2 \lambda^3 - 4k_s m \pi \lambda^2 - (4m^2 \pi^2 + k_1^2) \lambda + 4k_s m \pi = 0. \tag{47}
\]

The number and locations of the real roots of this cubic are not immediately apparent, so the condition is rephrased as the value of \( \lambda \) at the intersection of two curves
\[
4\pi k_s m \left( \frac{\lambda^2 - 1}{\lambda} \right) = 4\pi^2 m^2 (\lambda^2 - 1) - k_1^2. \tag{48}
\]
The curve corresponding to the right hand side of this expression is simply a parabola opening upwards while the curve corresponding to the expression on the left is a hyperbola whose primary axes are tilted. An example of these curves with \( k_s = 2\pi, k_v = 1 \), and \( m = ±1 \) is shown in the figure. The function \( 4\pi k_s m (\lambda^2 - 1) \lambda^{-1} \) has roots at \( \lambda = ±1 \), while the function \( 4\pi^2 m^2 (\lambda^2 - 1) - k_1^2 \) has roots at \( \lambda = ±\sqrt{1 + k_1^2/(4\pi^2 m^2)} \).
The curves always intersect at three values of \( \lambda \), which implies that the cubic always has three real roots. If \( k_s m > 0 \), there are two positive intersections and one negative intersection; if \( k_s m < 0 \), the signs are reversed. If \( k_s m > 0 \), the negative intersection occurs to the right of the root of the parabola at \( \lambda = -\sqrt{1 + k_1^2/(4\pi^2 m^2)} \); the smaller positive intersection occurs to the left of the root of the hyperbola at \( \lambda = 1 \); and the larger positive intersection occurs to the right of the root of the parabola at \( \lambda = \sqrt{1 + k_1^2/(4\pi^2 m^2)} \). The largest root, therefore, occurs when \( k_s \) and \( m \) have the same sign, and we have the following lower bound on the growth rate of the optimal perturbation
\[
\lambda_{\text{max}} \geq \sqrt{1 + k_1^2/(4\pi^2 m^2)}. \tag{49}
\]
Clearly the lower bound is decreasing in $m$ so that the lower bound is optimized for $m = 1$. To obtain a firmer understanding of how the actual growth rate depends on $m$, the cubic equation for $\lambda$ is re-written as follows

\[
\frac{k_y^2}{4\pi^2m^2} + \frac{k_x}{\pi m}\left(\frac{\lambda^2 - 1}{\lambda}\right) = \lambda^2 - 1.
\]  

(50)

The function on the right is simply an upwards-opening parabola. The function on the left is a hyperbola whose axes are tilted and that is shifted downwards. Increasing $m$ causes every point on the hyperbola to move downwards, which makes every point of intersection between the hyperbola and the parabola move towards $\lambda = 0$. The actual optimal growth rate is therefore a decreasing function of $m$, and the optimal growth rate at any value of $k_x$ and $k_y$ is obtained by setting $m = \text{sign}(k_x)$.

We have analyzed two ways of obtaining optimal perturbations and their associated growth rates. The first class of solutions analyzed leads to growth rates $\lambda$ scaling as $\lambda \sim (k_x^2 + k_y^2)^{1/2}/\pi$ in the limit $k_x \sim k_y \gg 1$. For the second class of solutions, the dominant balance in (47) leads to an optimal growth rate of the form $\lambda \sim (|k_x| + \sqrt{k_x^2 + k_y^2})/(2\pi)$, which is smaller than the first method. Similarly, taking the limit $k_x \to 0$ in the second method yields a lower growth rate than the optimal rate computed in section 2.2. We conclude that the first method yields the optimal solution with growth rates given by (46).

3 Discrete Instantaneous Optimals

This section follows the authors’ previous work [4] in studying the impact of spatial discretization on the linear non-geostrophic Eady problem. The previous work studied only exponentially-growing modes; as discussed in the introduction, instantaneous optimals are more relevant to the dynamics of fully nonlinear turbulence. In the next subsection we recall the linear perturbation equations associated with the three discretizations from [4]. The following subsection then proceeds to compute instantaneous optimals using the three discretizations at various resolutions.
3.1 Spatial Discretizations

In [4] the authors considered several spatial discretizations that are commonly used in $z$-coordinate global ocean models. All the discretizations considered here and in [4] use the same discretization of the vertical coordinate $z$; it is the standard second-order discretization \[8,20\] of the $z$ direction used in $z$-coordinate ocean models (e.g. the Modular Ocean Model [18], the Parallel Ocean Program [31], and the Nucleus for European Modeling of the Ocean [24]). The variables $u', v', b'$, and $p'$ are all discretized on an equispaced grid in $z$ with $N_z$ points, where the values on the grid are contained in the vectors $UUU$, $VVV$, $bbb$, and $ppp$, respectively (the grid is equispaced here for simplicity; global ocean models typically use uneven spacing). The values $UUU_k$ for $k = 1, \ldots, N_z$ correspond to the values of $u'$ at the levels $z_k = \left(\frac{k-1}{2}\right)/N_z$.

The depth-averaged component of pressure is treated separately from the baroclinic component of pressure, so the total discrete pressure at level $z_k$ is denoted $ppp_k + \phi$.

The baroclinic part of the pressure $p'$ is determined from the hydrostatic balance $\partial_z p' = b'$. The hydrostatic balance is discretized by making a centered finite-difference approximation to $\partial_z p'$ at the levels $z'_k = k/N_z$ equal to the value of $b'$ linearly interpolated to the levels $z'_k$, i.e.

$$N_z (ppp_{k+1} - p_k) = \frac{b_{k+1} + b_k}{2}, \quad k = 1, \ldots, N_z - 1. \quad (51)$$

There are only $N_z - 1$ equations here, which are insufficient to determine the pressure at each of the $N_z$ levels; the remaining condition is that the baroclinic pressure should integrate to zero across the depth, which is enforced via a simple midpoint-rule quadrature, i.e.

$$\sum_{k=1}^{N_z} p_k = 0. \quad (52)$$

The complete set of equations for baroclinic pressure thus takes the form

$$N_z \begin{bmatrix} -1 & 1 & 0 & \cdots & 0 \\ 0 & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & -1 & 1 \\ 1 & \cdots & \cdots & \cdots & 1 \end{bmatrix} p = \frac{1}{2} \begin{bmatrix} 1 & 1 & 0 & \cdots & 0 \\ 0 & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & 1 & 1 \\ 0 & \cdots & \cdots & \cdots & 0 \end{bmatrix} b. \quad (53)$$

It is convenient to write this system as $p = P b$, where

$$P = \frac{1}{2N_z} \begin{bmatrix} -1 & 1 & 0 & \cdots & 0 \\ 0 & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & -1 & 1 \\ 1 & \cdots & \cdots & \cdots & 1 \end{bmatrix}^{-1} \begin{bmatrix} 1 & 1 & 0 & \cdots & 0 \\ 0 & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & 1 & 1 \\ 0 & \cdots & \cdots & \cdots & 0 \end{bmatrix}. \quad (54)$$

The value of vertical velocity $w'$ is tracked in the models at levels $z'_k = k/N_z$ that are staggered with respect to the levels $z_k$ where the other variables are tracked.
However, the values of $w'$ that appear in the linear perturbation equations are the values at $z'_k$ linearly interpolated to $z_k$ (for a complete discussion see [4]). The values of $w'$ that appear in the linear perturbation equations are obtained by applying the following second-order quadrature to $w'(z) = -\epsilon^{-1} \int_z^0 \partial_x u' + \partial_y v'$

$$w'(z_k) \approx -\frac{1}{Nz} \sum_{j=1}^k [\partial_x U_j + \partial_y V_j] - \frac{1}{2Nz} (\partial_x U_k + \partial_y V_k). \quad (55)$$

Defining $W$ to be the vector containing these approximate values of $w'(z_k)$, we may write the above expression as a matrix-vector multiplication

$$W = -\frac{1}{2\epsilon Nz} \begin{bmatrix} 1 & 0 & \cdots & \cdots & 0 \\ 2 & 1 & 0 & \cdots & \cdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 2 & \cdots & 2 & 1 & 0 \\ 2 & \cdots & \cdots & 2 & 1 \end{bmatrix} \begin{bmatrix} \partial_x U + \partial_y V \end{bmatrix} = -\frac{1}{\epsilon} W (\partial_x U + \partial_y V). \quad (56)$$

The vertically-discretized linear perturbation equations for can now be written as

$$\partial_t U = -Z \partial_x U + W (\partial_x U + \partial_y V) + \epsilon^{-1} V - \epsilon^{-1} P \partial_x b - \epsilon^{-1} 1 \partial_x \phi \quad (57)$$
$$\partial_t V = -Z \partial_x V - \epsilon^{-1} U - \epsilon^{-1} P \partial_y b - \epsilon^{-1} 1 \partial_y \phi \quad (58)$$
$$\partial_t b = -Z \partial_x b + V + \epsilon^{-1} W (\partial_x U + \partial_y V) \quad (59)$$

where $Z$ is a diagonal matrix with entries $z_k$. The discrete barotropic pressure is $\phi 1$ where $1$ is a vector with every entry equal to one. The discrete barotropic pressure is set by the condition that the divergent component of the depth-integrated horizontal velocity should not evolve, i.e.

$$\nabla^2 \phi = \frac{1}{Nz} \mathbf{1} \cdot [\epsilon (W - Z) \partial_x (\partial_x U + \partial_y V) + \partial_x V - \partial_x U]. \quad (60)$$

This equation is derived by taking the dot product of $\mathbf{1}/Nz$ with (57) and (58) and relies on the facts that taking the dot product of a vector with $\mathbf{1}/Nz$ is equivalent to a midpoint-rule approximation to the integral across depth, that $\mathbf{1} \cdot \mathbf{1} = Nz$, and that $\mathbf{1} \cdot \mathbf{P} b = 0$ because $\mathbf{P} b$ is the baroclinic pressure.

It should be noted that the barotropic pressure does not prevent us from specifying an initial condition for the discrete dynamics that has a divergent depth-integrated component; it simply guarantees that that component will not evolve. In an ocean model this can be dealt with by the simple expedient of specifying an initial condition that is fully incompressible; similarly, in our setting, it will be required that initial perturbations with divergent barotropic component be precluded. This issue was avoided in [4] because that paper only studied exponentially-growing solutions, and the barotropic pressure already prevents a divergent barotropic component from evolving. More care is required here since an initial perturbation with a divergent barotropic component can impact the initial energy growth rate even if the divergent barotropic component does not evolve itself.
To complete the analysis, the linear perturbation equations (57)–(60) are further discretized in the horizontal directions. We consider the same three horizontal discretizations used in [4]. The first uses the Arakawa B grid [1], where the horizontal velocity is discretized at locations half of a grid length north and east of the buoyancy. The B grid discretization is second-order and energy-conserving and is due to Bryan [8]. The remaining two discretizations use the Arakawa C grid, where \( u' \) is discretized half of a grid length east of the buoyancy and \( v' \) is discretized half a grid point north of the buoyancy. The second method is the C grid equivalent of the B grid method from [8]; it is second-order and conserves energy. The third method is a second-order energy and enstrophy conserving discretization based on the vector-invariant formulation of the momentum equations [2,23]; it will be referred to as the EEN scheme (Energy and ENstrophy) following [4,23].

In a domain of width \( L \) with an equispaced square grid of size \( \Delta x \), the discrete wavenumbers from \( 2\pi/L \) to \( \pi/\Delta x \) are represented. Taking the domain to be of infinite extent allows all wavenumbers \( k_x, k_y \in [0, \pi/\Delta x] \). Denote the Fourier coefficients of \( U, V, \) and \( b \) by \( \hat{U}, \hat{V}, \) and \( \hat{b} \) respectively. The Fourier coefficients in the discrete system will evolve according to a linear system of the form

\[
\frac{d}{dt} \begin{pmatrix} \hat{U} \\ \hat{V} \\ \hat{b} \end{pmatrix} = L \begin{pmatrix} \hat{U} \\ \hat{V} \\ \hat{b} \end{pmatrix} \tag{61}
\]

where the entries of the matrix \( L \) depend on the wavenumbers \( k_x \) and \( k_y \) and on the particular discretization, either B grid, C grid, or EEN. Complete details of \( L \) for each of the three discretizations along with a Matlab code to generate the matrix \( L \) are given in [4].

3.2 Discrete Optimals

As noted above, the linear perturbation equations allow specification of an initial condition with a divergent barotropic component, although the barotropic pressure will prevent that component from evolving. To fully decouple the divergent barotropic component from the dynamics of the system we introduce a matrix \( Q \) that projects the divergent barotropic component out of the solution. It is constructed via the auxiliary vector \( \hat{\mathbf{q}} \) which is defined by

\[
\hat{\mathbf{q}} = \begin{pmatrix} 1 & \partial_x & 1 & \partial_y \\ 0 & 0 & 0 & 0 \end{pmatrix} \tag{62}
\]

The notation \( \hat{\mathbf{\partial}} \) refers to the impact of spatial discretization on the horizontal derivatives; a perfect discretization would have \( \hat{\mathbf{\partial}} = ik_x \). The matrix

\[
\mathbf{Q} = \mathbf{I} - \frac{\hat{\mathbf{q}}\hat{\mathbf{q}}^*}{\|\mathbf{q}\|^2} \tag{63}
\]
is an orthogonal projection matrix that removes the divergent barotropic component
of the state. We completely remove the divergent barotropic component from the
dynamics by projecting it out as follows
\[
\frac{d}{dt} \begin{pmatrix} \hat{U} \\ \hat{V} \\ \hat{b} \end{pmatrix} = LQ \begin{pmatrix} \hat{U} \\ \hat{V} \\ \hat{b} \end{pmatrix}.
\] (64)

The discrete energy evolution is easily obtained from (64)
\[
\frac{d}{dt} E_{\text{discrete}} = \begin{pmatrix} \hat{U} \\ \hat{V} \\ \hat{b} \end{pmatrix}^\ast \left( \frac{QL^\ast + LQ}{2} \right) \begin{pmatrix} \hat{U} \\ \hat{V} \\ \hat{b} \end{pmatrix}.
\] (65)

where
\[
E_{\text{discrete}} = \frac{1}{2} \begin{pmatrix} \hat{U} \\ \hat{V} \\ \hat{b} \end{pmatrix}^\ast \begin{pmatrix} \hat{U} \\ \hat{V} \\ \hat{b} \end{pmatrix}.
\] (66)

The superscript \(^\ast\) denotes the complex conjugate transpose, and the matrix \(Q\) is Her-
mitian. Optimal perturbations are obtained by taking the derivative of the energy with
respect to the state variables and setting it proportional to the derivative of the energy
tendency with respect to the state variables. The result is that optimal perturbations
are with unit energy are unit eigenvectors of \(QL^\ast + LQ\), and the associated instantan-
eous energy growth rates are the eigenvalues.

We next compute the growth rates of the optimal perturbations for the three spatial
discretization methods and compare the results to the analytical results from section
2. In all cases the results were converged with respect to vertical resolution using
\(N_z = 100\). Also, as in the continuous problem, we observed no dependence on the
Richardson number in any of the experiments, so results are presented for \(\varepsilon = 1\).

We compute results at three resolutions: \(\Delta_x = 1/2\), \(\Delta_x = 1/5\), and \(\Delta_x = 1/10\).
The nondimensional unit of length is \(NH/f\); but the quasigeostrophic deformation
radius for this configuration is \(NH/(\pi f)\) \((\Delta_x)\); the three resolutions correspond to
\(2/\pi \approx 0.64\), \(5/\pi \approx 1.59\), and \(10/\pi \approx 3.18\) grid points per deformation radius. The
grid scale at the lowest resolution is too coarse to represent eddies on the scale of
the deformation radius, the middle resolution is ‘eddy-permitting,’ and the highest
resolution is ‘eddy-resolving’ in the sense of being able to accurately represent
the largest eddies.

We first present results of the three discretizations for perturbations with no \(y\)
dependence. As noted in [4], the linear perturbation equations for the vector-invariant
EEN discretization are the same as for the flux-form C grid discretization for pertur-
bations with no \(y\) dependence, so the only difference is between B grid and C grid.
The optimal growth rates for the two grids at three resolutions are shown in figure[2]
In every case the growth rate of the optimal perturbation in the discrete system is too
low, and the results are all accurate at large scales (small \(k_x\)).

At the lowest resolution, the B grid produces poor results. The C grid methods
have quite accurate growth rates \(\lambda \approx 1\) but fail to resolve the transition from
Fig. 2 Growth rates of instantaneous optimals with no \( y \) dependence as a function of wavenumber \( k_x \) for the two discretizations – B grid (blue) and C grid (red) – at three resolutions: \( \Delta_x = 1/2 \) (solid), \( \Delta_x = 1/5 \) (dashed), \( \Delta_x = 1/10 \) (dotted). (Recall that the two C grid discretizations are identical for perturbations with no \( y \) dependence.) The analytical solution is shown as a thin black line.

Fig. 3 Growth rates of instantaneous optimals with no \( x \) dependence as a function of wavenumber \( k_y \) for the three discretizations: B grid (blue), energy-conserving C grid (red), and energy and enstrophy conserving (EEN) C grid (yellow). Line style indicates grid size: \( \Delta_x = 1/2 \) (solid), \( \Delta_x = 1/5 \) (dashed), \( \Delta_x = 1/10 \) (dotted). The thin black line is the analytical solution.

geostrophic baroclinic perturbations to ageostrophic shear-driven perturbations at \( k_x = \pi \).

At the two higher resolutions, the B and C grid methods are remarkably similar except at the smallest scales, where the C grid methods revert to the geostrophic baroclinic growth rate of \( \lambda = 1 \), while the B grid methods have growth rates going to 0. At intermediate scales, the methods both begin to track the ageostrophic shear-driven perturbations that have \( \lambda = k_x / \pi \), but the growth rates become significantly worse (too small) as \( k_x \) increases.

We next present results of the three discretizations for perturbations with no \( x \) dependence. The optimal growth rates for the two grids at three resolutions are shown in figure 3. At every resolution, the B grid method tracks the correct optimal growth rate for a range of large scales (small \( k_y \)); the growth rate becomes too weak at larger \( k_y \) and finally drops to 0 at the Nyquist wavenumber \( \pi / \Delta_x \).

The C grid methods are quite similar to each other, and they are significantly more accurate for perturbations with no \( x \) dependence than for perturbations with no \( y \) dependence. They are also both significantly more accurate than the B grid method at all resolutions. A key difference compared to the B grid is that the growth rate at the Nyquist scale is nonzero in the C grid methods, which allows the growth rates to remain accurate over a wider range of scales. For example, at the middle, eddy-permitting resolution the C grid methods are approximately as accurate as the highest resolution B grid method. The EEN method has slightly better (higher) growth rates.
than the energy conserving C grid method at the smallest scales and slightly worse (lower) growth rates at intermediate scales.

4 Discussion & Conclusions

The first result of this paper is analytical expressions for instantaneous optimals in the non-geostrophic Eady problem. The most basic property of these solutions is that neither their spatial structure nor their growth rates depend in any way on the Richardson number, which is significantly different from the behavior of normal-mode (i.e. exponential) instability for this problem [32,33,19,36].

For perturbations with no y dependence, the exponentially-unstable modes are confined to a regime of wavenumbers $k_x$ between 0 and some high-wavenumber cutoff. In contrast, the instantaneous optimals with no y dependence are unstable at all scales. Optimal perturbations whose growth is based on baroclinic conversion have a fixed growth rate at all scales, while perturbations that grow based on shear production have growth rates linearly increasing with wavenumber. Kalashnik and Chkhetiani [22] computed optimal perturbations with no y dependence and with special restrictions on the potential vorticity in the perturbations for the quasigeostrophic Eady problem. Their results are broadly similar to our results for perturbations with purely baroclinic growth, except that their growth rates decay as the wavenumber increases. Farrell and Ioannou [16] computed instantaneous optimal perturbations in the discretized quasigeostrophic Eady problem, allowing arbitrary potential vorticity and no y dependence. Their growth rates appeared flat at high wavenumbers, similar to the results here, but went to zero at small wavenumbers.

For perturbations with no x dependence, exponentially-unstable modes only exist for small-enough Richardson numbers and exist for all wavenumbers above some low-wavenumber cutoff. In contrast, the instantaneous optimals with no x dependence are unstable at all scales; the growth rate is nonzero at large scales and increases linearly in the small-scale limit. At large scales, the growth is dominated by baroclinic production, while at small scales the growth is dominated by shear production. Growing optimal perturbations with both x and y dependence exist for every wavenumber, and the growth rates increase linearly in the limit of small scales.

Our goal in studying instantaneous optimals is to learn something about fully nonlinear baroclinic turbulence. A naive interpretation of our results might suggest that eddy energy in baroclinic turbulence is sustained primarily by shear production at small scales, since growth rates are highest at small scales and the associated optimal perturbations are driven by shear production of perturbation energy. However, the existence of an instantaneous optimal does not guarantee that it will be strongly excited by turbulent fluctuations, as found by DelSole in a different setting [10]. The small-scale optimals associated with shear production may or may not have a strong impact on baroclinic turbulence; it remains to be seen whether they are strongly excited in fully nonlinear baroclinic turbulence.

What seems more relevant to baroclinic turbulence is the behavior of the purely-baroclinic geostrophic optimals that have no y dependence, viz. that the growth of
optimal perturbations is independent of horizontal scale. Baroclinic turbulence driven by Eady-type background shear excites small-scale features more strongly than baroclinic turbulence driven by other shear profiles [35,27,9], but the explanation for this cannot be found in linear exponential instability, where small-scale modes are all stable. Part of the explanation may instead be found in the fact that the geostrophic optimals with no y dependence have growth rates that are independent of wavenumber, implying that small-scale modes can, in principle, extract energy from the mean flow via baroclinic conversion as efficiently as large-scale modes.

The second result of this paper is the behavior of instantaneous optimals in spatially-discretized systems using discretization methods that are common to many ocean models [8,18,20,24,21]. The three spatial discretizations considered are the energy conserving Arakawa B grid scheme used by the Parallel Ocean Program [31], the energy conserving Arakawa C grid scheme used by the sixth version of the Modular Ocean Model [18] and in the MITgcm [25], and an energy and enstrophy conserving Arakawa C grid scheme (EEN) available in the Nucleus for European Modelling of the Ocean [24]. The B grid scheme is the worst among the three, producing growth rates that are too weak and are often significantly worse than the C grid schemes. The two C grid schemes are extremely similar, with the EEN scheme having slightly better results at the smallest scales and the energy-conserving scheme having slightly better results at intermediate scales. Both C grid schemes produce growth rates that are too weak at small scales, but, unlike the B grid scheme, the growth rates never go to zero.

These results are markedly different from the results on exponentially-growing unstable modes for the spatially-discrete linear system obtained in [4]. The authors found in [4] that the C grid methods have rapidly-growing spurious instabilities at small scales. The results here, being more relevant to fully nonlinear baroclinic turbulence as explained in the introduction, suggest that the spurious exponential instabilities on the C grid are of limited importance for the nonlinear dynamics. The conclusion here is opposed to that of [4]: we expect the C grid methods to both be more accurate than the B grid for nonlinear baroclinic turbulence, at least insofar as energetic interaction with the mean flow is concerned. Naturally, nonlinear interactions among turbulent fluctuations are also impacted by the spatial discretization scheme, but our investigation sheds no light on these nonlinear interactions.

The ocean mesoscale eddy field is widely held to be energized primarily by geostrophic extraction of large-scale potential energy [17]. Since the ocean mesoscale is strongly nonlinear, the relevance of linear baroclinic stability analysis is limited. As argued in the introduction, following [10], instantaneous optimals are relevant both to linear stability analysis and to analysis of eddy-mean energy exchange in fully-nonlinear turbulence. The instantaneous optimals that are connected to the baroclinic source of ocean mesoscale eddy energy are presumably the geostrophic, baroclinic optimals at scales near the deformation radius and larger. These optimals are not as well represented on the B grid as they are on the C grid; in particular, the growth rates are too weak. We conclude that the B grid is less-well adapted to modeling the baroclinic production of ocean mesoscale eddy energy when the grid scale is near the
eddy scale (both B and C grids are accurate for high-resolution grids). More specifically, our analysis suggests that the ocean mesoscale eddy field generated by a model with a B grid discretization at intermediate resolution will be less energetic than it should be, not only because of the effects of turbulent viscosity parameterizations but also because of an incorrect representation of baroclinic eddy energy production.
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