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Generation Z is a data-driven generation. Everyone has the entirety of humanity's knowledge in their hands. The technological possibilities are endless. However, we use and misuse this blessing to face swap using deepfake. Deepfake is an emerging subdomain of artificial intelligence technology in which one person’s face is overlaid over another person’s face, which is very prominent across social media. Machine learning is the main element of deepfakes, and it has allowed deepfake images and videos to be generated considerably faster and at a lower cost. Despite the negative connotations associated with the phrase “deepfakes,” the technology is being more widely employed commercially and individually. Although it is relatively new, the latest technological advances make it more and more challenging to detect deepfakes and synthesized images from real ones. An increasing sense of unease has developed around the emergence of deepfake technologies. Our main objective is to detect deepfake images from real ones accurately. In this research, we implemented several methods to detect deepfake images and make a comparative analysis. Our model was trained by datasets from Kaggle, which had 70,000 images from the Flickr dataset and 70,000 images produced by styleGAN. For this comparative study of the use of convolutional neural networks (CNN) to identify genuine and deepfake pictures, we trained eight different CNN models. Three of these models were trained using the DenseNet architecture (DenseNet121, DenseNet169, and DenseNet201); two were trained using the VGGNet architecture (VGG16, VGG19); one was with the ResNet50 architecture, one with the VGGFace, and one with a bespoke CNN architecture. We have also implemented a custom model that incorporates methods like dropout and padding that aid in determining whether or not the other models reflect their objectives. The results were categorized by five evaluation metrics: accuracy, precision, recall, F1-score, and area under the ROC (receiver operating characteristic) curve. Amongst all the models, VGGFace performed the best, with 99% accuracy. Besides, we obtained 97% from the ResNet50, 96% from the DenseNet201, 95% from the DenseNet169, 94% from the VGG19, 92% from the VGG16, 97% from the DenseNet121 model, and 90% from the custom model.

1. Introduction

The face is the most distinctive feature of human beings. With the tremendous growth of face synthesis technology, the security risk posed by face manipulation is becoming increasingly significant. Individuals’ faces may often be swapped with someone else’s faces that appear authentic because of the myriads of algorithms based on deep learning technology. Deepfake is an emerging subdomain of artificial intelligence technology in which one person’s face is overlaid over another person’s face. More specifically, multiple methods based on generative adversarial networks (GANs) produce high-resolution deepfake images [1]. Unfortunately, due to the widespread usage of cellphones and the
development of numerous social networking sites, deepfake content is spreading faster than ever before in the twenty-first century, which has turned into a global danger [2]. Initially, deepfake images were discernible with the human eye due to the pixel collapse phenomena that tend to create artificial visual inconsistencies in the skin tone or facial shape of pictures. Not only images or videos, but also audio can be turned into deepfakes. Deepfakes have grown to be barely distinguishable from natural pictures as technology has progressed over the years [3]. Consequently, people all across the world are experiencing inescapable complications.

Because of deepfake technology, people may choose their fashion more quickly, which benefits the fashion and e-commerce industries. Furthermore, this technology aids the entertainment business by providing artificial voices for artists who cannot dub on time. Additionally, filmmakers can now recreate many classic sequences or utilize special effects in their films because of deepfake technology. Deepfake technology can potentially let Alzheimer’s patients communicate with a younger version of themselves, which might help them retain their memories. GANs are also being investigated for their application in detecting anomalies in X-ray images [4]. The deepfake approaches often require a massive quantity of image, video, or audio data to generate natural photos so that the witnesses are persuaded to believe them. Besides all the prominence, there are some significant drawbacks as well. Public figures, for instance, celebrities, athletes, and politicians, are the worst sufferers of deepfakes as they have a substantial number of videos and pictures available online. Though deep fake technologies are occasionally used to ridicule others, they are primarily employed to create adulterous content. The faces of many celebrities and other well-known individuals have been grafted onto the bodies of pornographic models, and these images are widely available on the Internet [2]. Deepfake technology may create satirical, pornographic, or political content about familiar people by utilizing their pictures and voices without their consent. Due to the ease of various applications, anyone can fabricate any artificial content imperceptible to the actual content [2]. Many young people are becoming victims of cyberbullying. In the worst-case scenario, countless sufferers commit suicide.

A deep fake video of the former American president Barack Obama is being circulated on the Internet these days where he is uttering things that he has never expressed. Furthermore, deepfakes have already been used to alter Joe Biden’s footage showing his tongue out during the US 2020 election. Besides, Taylor Swift, Gal Gadot, Emma Watson, Meghan Markle, and many other celebrities have been victims of deepfake technology [5]. In the United States and Asian societies, many women are also victimized by deepfake technologies. The harmful use of deep fakes can significantly impact our culture and increase misleading information, especially on social media [6]. However, because of the negative impacts on different individuals and organizations, deepfakes have been a significant threat to our current generation. Therefore, to eradicate defamation, scams, deception, and insecurities from society, researchers have been relentlessly trying to detect deepfakes. The identification of deepfakes would reduce the number of crimes that are currently occurring around the world. Therefore, researchers have paid attention to the mechanism for validating the integrity of deepfakes [2]. In reaction to this trend, some multinational companies have started to take initiatives. For instance, Google has made a fake video database accessible for academicians to build new algorithms to detect deepfake, while Facebook and Microsoft have organized the Deepfake Detection Challenge [7].

There are several methods to detect GAN-generated deepfake images, including the traditional machine learning classifiers (Support Vector Machine Algorithm, or naive algorithms), deep neural networks, convolutional neural networks (CNN), recurrent neural networks (RNN), long short-term memory (LSTM), and many more. The main contribution of the work is to identify the deepfake images and distinguish them from the normal images using CNN architecture. In this research, eight different architectures using convolutional neural networks have been employed to detect deepfake images, including DenseNet169, DenseNet121, DenseNet201, VGG16, VGG19, VGGFace, and ResNet50. A custom model has also been introduced to do comparative analysis.

The dataset for this work was obtained from Kaggle. At its commencement, the dataset was gathered. Hence, the features have been extracted, and various CNN architectures have been implemented to obtain the best result. Finally, each model was evaluated using four different metrics: accuracy, precision, recall, and F1-score. Lastly, the area under the ROC curve was also considered another metric for assessing the performance of the models.

### 2. Related Works

While deepfake is a relatively new technology, there has been research done on the topic. Nguyen et al. and his colleagues performed a study [2] that examined the use of deep learning to create and detect deepfakes. The number of deepfake articles has grown significantly in recent years, according to data gathered by https://app.dimensions.ai towards the end of 2020. Although the number of deepfake articles acquired is likely to be lower than the exact amount, the research trend on this issue is rising. The capacity of deep learning to represent complex and high-dimensional data is well-known. Deep autoencoders, a type of deep network having short-term memory (LSTM), and many more. The dataset for this work was obtained from Kaggle. At its commencement, the dataset was gathered. Hence, the features have been extracted, and various CNN architectures have been implemented to obtain the best result. Finally, each model was evaluated using four different metrics: accuracy, precision, recall, and F1-score. Lastly, the area under the ROC curve was also considered another metric for assessing the performance of the models.

The FakeApp, developed by a Reddit user utilizing an autoencoder-decoder pairing structure, was the first effort at deepfake generation [11, 12]. The autoencoder collects latent characteristics from facial pictures, and the decoder reconstructs the images in that way. Two encoder-decoder pairs are required to switch faces between source and target pictures; the encoder’s parameters are shared between two network pairs, and each pair is used to train on an image collection. The encoder networks of these two pairs are identical [2]. This method using the encoder-decoder architecture is used in several recent types of research, including DeepFakeTF (TensorFlow-based deepfakes) [13],
Deepfakes have considerably lower blink rates than regular videos. To distinguish between actual and fake videos, Li et al. [46] deconstructed them into frames, extracting face regions and eye areas based on six eye landmarks. These cropped eye landmark sequences are distributed into long-term recurrent convolutional networks (LRCN) [47] for dynamic state prediction after a few pre-processing stages, such as aligning faces, extracting and scaling the bounding boxes of eye landmark points to produce new sequences of frames. To identify fake photos and videos, Nguyen et al. [48] recommended using capsule networks. The capsule network was created to overcome the constraints of CNNs when employed for inverse graphics tasks [49], which attempt to discover physical processes that form pictures of the environment. The ability of a capsule network based on a dynamic routing algorithm [50] to express hierarchical pose connections between object components has recently been observed. They include the Idiap Research Institute replay-attack dataset [51], Afchar et al. deepfake’s face-swapping dataset [52], the facial re-enactment FaceForensics dataset [44], developed by the Face2Face technique [53], and Rahmouni et al. entirely computer-generated picture dataset [54].

Researchers in [55] advocated using photo response nonuniformity (PRNU) analysis to distinguish genuine deepfakes from fakes. PRNU is sometimes regarded as the digital camera’s fingerprint left in the photos [56]. Because the swapped face is intended to affect the local PRNU pattern in the facial area, the analysis is frequently utilized in picture forensics [57–60] and is proposed for use in [57]. The goal of digital media forensics is to create tools that allow for the automated analysis of a photo or video’s integrity. In this research, both feature-based [61, 62] and CNN-based [63, 64] integrity analysis techniques have been investigated. Raghavendra et al., in their paper [65], suggested using two pretrained deep CNNs to identify altered faces, while Zhou [66] recommended using a two-stream network to detect two distinct face-swapping operations. A recent dataset by Rössler [67], which contains half a million altered pictures created with feature-based face editing, will be of particular interest to practitioners.

Then the paper is organized as follows: Section 2 discussed the influential works on detecting deepfake images. Then, the techniques employed in our research are described in Section 3. In Section 4, the results are presented, and comparative analysis is carried out. Finally, Section 5 draws the paper to a conclusion.

The main objective of this paper is to efficiently distinguish deepfake images from normal images. There have been a lot of studies done on the delicate issue of “deepfake.” Many researchers used a CNN-based strategy to identify deepfake images, while others used feature-based techniques. To detect the deepfake images, few of them used machine learning classifiers. But the novelty of this work is that it is able to detect deepfake images from normal images with 99% accuracy using the VGGFace model. We
implemented more CNN architectures in our study than many other researchers, which has distinguished our work. A comprehensive analysis has been demonstrated in our work, and the outcome outperformed previous work.

3. Methodology

Figure 1 presents the fundamental diagram of several deep learning architectures. At the outset, the dataset was collected, and the features were extracted. Hence, eight deep learning architectures have been employed that were evaluated against five different evaluation metrics, including accuracy, precision, F1-score, recall, and the area under the ROC curve.

In Figure 1, the input is first obtained from a dataset collected from Kaggle and then sent through the convolution layer. This layer extracts numerous characteristics from the input photos. Convolution is a mathematical process that is conducted between the input picture and a filter of specified size \((P \times P)\). The dot product between the filter and the input image portion is calculated by sliding the filter across the image \((P \times P)\). The resulting feature map provides information about the image’s corners and edges. This feature map is later used by additional layers to learn more about the input picture.

Afterward, it passes through the pooling layer. The main goal of this layer is to minimize the size of the convolved feature map. This is accomplished by reducing the connections between layers and operating independently on each feature map. Diverse methods of pooling provide distinct results. Max-pooling selects the biggest element from the feature map. Average pooling determines the average of the items included within a set image section size.

It then passes through the fully connected layer. The fully connected (FC) layer connects two layers of neurons. It has the weights, biases, and neurons. Input from the previous levels is flattened and sent to the FC layer. Further FC layers are utilized to conduct mathematical functional operations on the flattened vector. This stage initiates the categorization process.

3.1. Data. The dataset was acquired from Kaggle, which included 70,000 real faces from the Flickr dataset collected by Nvidia Corporation. Besides, there were 70,000 fake faces out of the one million fake faces that were produced by styleGAN. Later, both of the datasets were combined, and the images were resized to 256 pixels. Lastly, the dataset was divided into three parts, including the train, validation, and test set. There were 100000 images in the training set, with 50000 images being real and the rest being fake. In the validation set, there were 20,000 images, of which 10,000 were real, and the rest were fake. Finally, the other 20000 images were equally divided into real and fake in the test set.

Deepfake image detection is a complicated method that takes several aspects into account. The fundamental procedures for imaging classification will include the identification of an appropriate classification scheme, training sample collection, image preprocessing, extraction of features, selection, and accuracy evaluation of appropriate grade methods. The core deepfake framework includes the use of generative adversarial networks [2], generative models that learn how to distribute their data without any supervision. The Kaggle dataset utilized in this research, “140k Real and Fake Faces,” consists of 70000 fake faces prepared by styleGAN [68]. We have trained 8 CNN models for this comparative research of the usage of CNN networks to classify real and deepfake images. Three of the models that were trained are of the DenseNet architecture (DenseNet121, DenseNet169, and DenseNet201), two are of the VGGNet architecture (VGG16, VGG19), one is using the ResNet50 architecture, one is using the VGGFace, and one is with a custom CNN architecture. Each model is discussed at length in the following sections.

3.2. Proposed Network. Convolutional neural networks are constructed by using numerous smaller units of neurons that take place in a layered fashion. The neurons are then connected with each other, and the edges that connect them have weight. The weights of the training model are updated every epoch using techniques like backpropagation. A convolutional neural network consists of two portions. The first one is the feature extraction portion, and the second one is the classification portion. We used pretrained networks such as DenseNet, which exists in the Keras API. Figure 2 shows the architecture of DenseNet. We have used different versions of the DenseNet (e.g., DenseNet201, DenseNet169, and DenseNet121) pretrained model to improve the prediction results. It is a convolutional network that is connected layer in a feedforward fashion. Each layer gets new inputs from all preceding levels and passes them on to all following layers to maintain the feedforward nature [42].

3.3. Dense Blocks. A convolutional layer is a fundamental building block of a neural network. A fixed size is used to extract the complex features of the given data. The DenseNet convolution network is divided into multiple dense blocks. For example, in the DenseNet169 architecture, there are 169 layers in 4 dense blocks. Apart from that, there are 3 transition layers, 1 classification layer, and 1 convolutional layer. The dense blocks consist of 6, 12, 32, and 32 convolutional layers. The initial convolution of the architecture is \(112 \times 112\), followed by a max-pooling of \(56 \times 56\). The model input is a blob that takes each image input of \(1 \times 3 \times 224 \times 224\) in BGR order.

3.4. DenseNet121. Dense convolutional network (DenseNet) is a widespread expansion of the Residual CNN (ResNet) architecture. DenseNet differentiates by providing an immediate connection between each layer and all subsequent network layers instead of its ResNet and other convolution neural networks [42]. We wanted to keep in mind that the DenseNet121 model in Keras is accurate, with a bit of tweaking using a dense layer as the final layer. The model consisted of four dense blocks of closely related layers, such as Batch Standardization (BN) and \(3 \times 3\) turnaround.
Moreover, the pattern also featured a transition layer between every dense block with an average pooling layer of $2 \times 2$ and a concentration of $1 \times 1$. We inserted the customized dense layer with the sigmoid activation after the last dense block.

3.5. DenseNet201. Due to the ability to feature reuse by successive layers, the DenseNet201 uses a condensed network, enabling easy-to-train and parametrically efficient models. This increases the variety of the succeeding layer input and enhances performance [42].

3.6. DenseNet169. DenseNet169 contains 169 layers of depth, a minimal number of parameters compared to other models, and has better handling of the vanishing gradient problem.

Besides, ResNet50 is implemented in this work to observe the evaluation metrics. Figure 3 shows the architecture of ResNet50. ResNet, short for Residual Network, is a neural network developed to tackle a complicated issue by stacking more layers in deep neural networks, resulting in increased accuracy and performance. Adding more layers is based on the idea that these layers will learn increasingly complicated characteristics.
3.7. ResNet50. ResNet50 is a familiar ResNet variation of 48 convolution layers, 1 max-pool layer, and 1 average pool layer. There are 3.8 × 109 floating-point operations in it.

3.8. VGG16. The most distinctive feature of VGG16 is that, rather than having a massive number of hyperparameters, they concentrated on having 3 × 3 filter convolution layers with a stride of 1 and always utilized the same padding and max-pool layer as the 2 × 2 filter stride 2. Figure 4 shows the architecture of VGG16. Throughout the design, the convolution and max-pool layers are arranged in the same way. It features two fully connected layers at the end, followed by a softmax for output. The 16 in VGG16 alludes to the fact that it contains 16 layers with different weights [71].

3.9. VGG19. VGG19 is a convolutional neural network model with several convolutional layers and nonlinear activation layers that outperforms a single convolutional layer. Figure 5 shows the architecture of VGG19. The layer structure allows for improved image feature extraction, downsampling using max-pooling, and modification of the rectified linear unit (ReLU) as the activation function, which selects the greatest value in the image region as the pooled value of the area. The downsampling layer is primarily used to increase the network’s antidistortion capabilities of the picture while preserving the sample’s primary characteristics and lowering the number of parameters.

3.10. VGGFace. VGGFace is an image recognition model that produces the most advanced outputs from Oxford’s Visual Geometry Group researchers’ standard datasets for face recognition [74]. This technique allows us to build a large data set for training while utilizing only a modest amount of annotation power. Figure 6 shows the architecture of VGGFace. We used the VGGFace architecture proposed by Tai Do Nhu and Kim [73] to build the model. This model included five blocks of the layer, with convolutional and max-pooling layers in each block. Two 3 × 3 convolution layers followed by a pooling layer were each in the first and second block. Three 3 × 3 convolution layers, each composed of the third, fourth, and fifth blocks, are followed by a max-pooling layer. The ReLU activation function was employed in all convolutional layers. Since VGGFace uses pretrained weights, we had to adapt to our needs. After the five-layer blocks that gave us the facial characteristics, we fine-tuned them by adding dense layers. Finally, the output layer with sigmoid activation was also included as a dense layer.

3.11. Custom CNN. This model helps to determine whether the other models are as good as they promise. Figure 7 shows the architecture of the custom model. This model also includes techniques such as dropout and padding, which are not included in the other models. We can study whether such strategies improve CNN’s performance. We have employed six convolutional layers for the custom design, each paired with batch normalization and max-pooling layers. For all convolutional layers, the activation function was the rectified linear unit (ReLU). We also used dropout to decrease the fit for every convolutional layer. We employed padding to allow the kernel to have more room to check the image, thus increasing the precision of the image as well as dropouts. As this was a binary classification task, we added a dense layer at the end with sigmoid activation on top of the convolutional base.

4. Results and Analysis

This comparative study showed that convolutional neural networks are highly effective in the detection and classification of GAN-generated images. The performance of the models has been assessed with five different metrics: accuracy, precision, recall, F1-score, and area under the ROC curve.

4.1. Confusion Matrix. A confusion matrix of size $n \times n$ (where $n$ is the number of rows and columns) associated with a classifier shows the predicted and actual classification, where $n$ is the number of different classes. For $n \times n$ matrices, True Positive (TP), True Negative (TN), False Negative (FN), and False Positive (FP) are calculated using the following equations [75]:

$$
\begin{align*}
TP_i &= a_{ii}, \\
FP_i &= \sum_{j=1, j \neq i}^{n} a_{ji}, \\
FN_i &= \sum_{j=1, j \neq i}^{n} a_{ji}, \\
TN_i &= \sum_{j=1, j \neq i}^{n} \sum_{k=1, k \neq i}^{n} a_{jk}.
\end{align*}
$$
Here, predictions can be correct or wrong. The confusion matrix for DenseNet121 is illustrated in Figure 8. From the confusion matrix, 9480 fake images and 9926 real images were correctly classified by the network. However, 520 fake images were classified as real and 74 real images were classified as fake images.

The confusion matrix for DenseNet201 has been shown in Figure 9. Unlike the aforementioned DenseNet121 model, DenseNet201 has performed better in terms of identifying fake images, which is 9503. Even though there is no significant difference, the model has not been able to identify real images as it has
misclassified 138 real images as fake and 497 fake images as real.

The confusion matrix for DenseNet169 has been shown in Figure 10. The confusion matrix for DenseNet169 has been shown in Figure 10. It has identified 9758 images as fakes out of the 10000 fake images. On the other hand, 249 real images were identified as real correctly, whereas it misclassified 249 real images as fake and 242 fake images as real.

Figure 11 represents the confusion matrix for ResNet50. The model misclassified a total of 494 images. 9824 fake images and 9682 real images were correctly classified.

Figure 12 depicts the confusion matrix for VGG16. The VGG16 model identified 9619 fake images correctly. On the other hand, it failed to classify 1693 real images as real. 8307 real images were correctly identified, and 381 fake images were misclassified.

The confusion matrix for VGG19 is shown in Figure 13. 9426 fake images were successfully classified as fake images, and 9435 real images were classified as real images. On the contrary, the model classified 574 fake images as real and 565 real images as fake.

Figure 14 illustrates the confusion matrix for VGGFace. The model correctly classified 9916 real images and 9835 fake images. On the contrary, only fake images and 165 real images were misclassified.

Finally, the confusion matrix for the custom model is shown in Figure 15. 168 fake images were misclassified. Also,
1522 real images were classified as fake. 9832 fake images and 8478 real images were classified correctly.

4.2. Accuracy. The number of times correct estimates are made is referred to as accuracy. Accuracy is calculated using the following equation:

\[
\text{accuracy} = \frac{\text{number of correct predictions}}{\text{total number of predictions made}}
\]  

(2)

It only works best if each class has an equal number of samples.

4.3. Precision. Precision, also known as positive predictive value, refers to how well the model predicts positive values out of all the positive values predicted by the model. The term “precision” refers to the following:

\[
\text{precision} = \frac{\text{True Positive}}{\text{True Positive + False Positive}}
\]  

(3)

4.4. Recall. Recall can be used to measure how well the model detects true positives. A high recall is an indicator that the model has done well at identifying true positives. On the contrary, if the recall value is low, the model encounters many false negatives. The term “recall” refers to the following:

\[
\text{recall} = \frac{\text{True Positive}}{\text{True Positive + False Negative}}
\]  

(4)

4.5. F1-Score. It is the harmonic mean of precision and recall. The F1-score provides a better estimate than the accuracy metric of the wrongly categorized cases.

\[
F1 - \text{score} = 2\left(\frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}\right)
\]  

(5)

The F1-score is required to balance precision and recall. We saw before that True Negatives contribute a great deal to accuracy. The F1-score may be a better measure if we need to balance precision and recall and there is an uneven class distribution (a large number of Actual Negatives) [76].

4.6. Receiver Operating Characteristic Curve (ROC) and Area under the ROC Curve (AUC). For classification tasks, the AUC-ROC curve is used to assess the algorithm’s performance. ROC is the probability curve, and AUC indicates the degree or level of separability. It shows how well the model can differentiate between classes. In general, the AUC indicates how well the model predicts 0 and 1 classes correctly. For example, the greater the AUC is, the more accurate the model discriminates between patients with and without illness. Let us first define some terms.

The receiver operating characteristic (ROC) curve illustrates the relationship between True Positive Rate and
False Positive Rate at various categorization levels. Reduce the categorization threshold, and more items are classified as positive, increasing both False Positives and True Positives [77].

An AUC of around 1 indicates that a model is excellent, suggesting a high degree of separability. An inadequate model has an AUC value close to zero, meaning that it has the lowest measure of separability. Indeed, it implies that the outcome is reciprocated. It is mistaking 0s for 1 s and 1 s for 0 s. And an AUC of 0.5 indicates that the model has no capability for class differentiation at all.

4.7. Model Accuracy and Loss. The training accuracy, validation accuracy, training loss, and validation loss graphs for all the models are illustrated in Figures 16(a) and 16(b).

4.7.1. DenseNet121. Training accuracy, validation accuracy, training loss, and validation loss graphs for DenseNet121 are shown.

In Figure 16, the given graph on the left side shows us training accuracy and validation accuracy over the course of 10 epochs for the model DenseNet121. We can observe that training accuracy steadily improved and reached nearly 100%, whereas validation accuracy rose and subsequently fluctuated and reached a point where the gap between training and validation accuracy was minimal. Similarly, training loss dropped progressively over time, whereas validation loss decreased first and then fluctuated. The overfitting problem was observed after the training crossed the 10 epoch mark. On the contrary, training loss dropped progressively over time, whereas validation loss decreased first till the 2nd epoch and then fluctuated during the 3rd, 6th, and 9th epochs with an increasing loss score of more than 0.1 at least.

4.7.2. DenseNet169. Training accuracy, validation accuracy, training loss, and validation loss graphs for DenseNet169 are illustrated underneath in Figures 17(a) and 17(b).

In Figure 17, the graph on the left side illustrates the training and validation accuracy of the model DenseNet169 over the course of 10 epochs. We can observe that training accuracy grew steadily, but validation accuracy increased but fluctuated after the eighth period, before increasing again. Training accuracy almost touched the 100% mark, whereas validation accuracy touched the 95% mark. The model started at a training and testing accuracy of 70% and crossed the 90% mark. Training loss dropped progressively, but validation loss reduced gradually but varied after the eighth epoch, reaching above 0.6 before decreasing again to just above 0.1 on the 10th epoch.

4.7.3. DenseNet201. Training accuracy, validation accuracy, training loss, and validation loss graphs for DenseNet201 are given in Figures 18(a) and 18(b).

As displayed in Figure 18, the graph on the left side illustrates the training and validation accuracy of the model DenseNet201 over the course of 10 epochs. The training accuracy seems to improve as the epochs increase. However, the validation accuracy has some fluctuations over the time period. At the third epoch, the validation accuracy dropped below 50%. However, by the 10th epoch, the results were touching the 96% score. The training loss was quite constant over epochs, while the validation loss rose, then fell, and remained rather steady, touching 0, across the remaining epochs.

4.7.4. VGG16. Training accuracy, validation accuracy, training loss, and validation loss graphs for VGG16 are shown in Figures 19(a) and 19(b).

As shown in Figure 19, the graph on the left side depicts the training and validation accuracy of the model VGG16 over the course of 10 epochs. The training accuracy and validation accuracy seem to have a steady rise as the epochs increase. The graph on the right side depicts the training and validation loss of the model over the period of 10 epochs, reaching below 0.2.

4.7.5. VGG19. Training accuracy, validation accuracy, training loss, and validation loss graphs for VGG19 are illustrated in Figures 20(a) and 20(b).

In Figure 20, the graph on the left side illustrates the training and validation accuracy of the model VGG19 over the course of 10 epochs. Both the training accuracy and the validation accuracy seems to have a steady rise as the epochs increase, achieving more than 90%. The graph on the right side depicts the training and validation loss of the model over the period of 10 epochs and reaching the 0.1 loss mark.

4.7.6. VGGFace. The graphs for VGGFace’s training accuracy, validation accuracy, training loss, and validation loss are shown in Figures 21(a) and 21(b).

Figure 21 displays the plot for training and validation accuracy and training and validation loss for our best-resulting model compared to other models in our experiment. The validation accuracy of the model trains the data with more than 95% accuracy on every epoch, eventually reaching an impressive 99% validation accuracy. Additionally, the training and validation loss decrease to close to the 0 mark.

4.7.7. ResNet50. Training accuracy, validation accuracy, training loss, and validation loss graphs are given in Figures 22(a) and 22(b).

As shown in Figure 22, the pretrained architecture of ResNet50 shows that it has more training and validation accuracy than most other pretrained models in 2 or 3 epochs. The training accuracy of ResNet50 reaches over 95%. However, the validation accuracy reached 97%. While training loss dropped steadily, validation loss decreased smoothly until the third epoch and then varied.

4.7.8. Custom CNN. Training accuracy, validation accuracy, training loss, and validation loss graphs for custom CNN are shown in Figures 23(a) and 23(b).
Figure 16: DenseNet121 training and validation accuracy and loss.

Figure 17: DenseNet169 training and validation accuracy and loss.

Figure 18: DenseNet201 training and validation accuracy and loss.
Finally, in Figure 23, the accuracy and loss of our proposed custom model are plotted. Even though the training accuracy of the model has a steady rise, the validation accuracy has some fluctuations over the course of the 10 epochs. While training loss dropped steadily, validation loss decreased smoothly until the second epoch and then varied. The model does not show promising results as far as validation accuracy is concerned. However, it still reaches the 90% mark.

4.8. Model Evaluation. Table 1 illustrates the findings received from all the CNN architectures.

Finally, Figure 24 shows the comparison amongst all the models that have been implemented in this work. Amongst all the pretrained convolutional architectures, VGGFace achieved an impressive 99% accuracy on our training set. On the other hand, the least performed architecture, VGG16, achieved 92% accuracy. DenseNet121 and ResNet50 achieved the same accuracy of 97%, which is the second best performing model. DenseNet201 and DenseNet169 achieved an accuracy of 96% and 95%, respectively. The highest precision score of 99% was achieved by four models. The models are VGGFace, DenseNet169, DenseNet121, and ResNet50. However, only VGGFace could achieve the best result in recall, which is 98%. The second best models, achieving close to the score of VGGFace, were the DenseNet201 and the VGG19 models, which achieved 97% recall. The F1-score of the VGGFace architecture was the highest, reaching an impressive 99%. The lowest F1-score was achieved by DenseNet21, as the F1-score was only 82%. The second best model, according to the F1-score, was ResNet50, as it achieved a 97% F1-score. The highest AUC score was 99.8%, achieved by the VGGFace architecture, and the lowest was achieved by the DenseNet121 architecture. The custom model proposed by the authors achieved 90% accuracy on the dataset. The custom architecture achieved 84%
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precision and the highest score in terms of recall. The F1-score fell down to 91% even though the recall score was 99%. A decent AUC score of 98.9% was achieved as well.

A bar graph was generated using Table 1. The graphical representation of the table shows us the exact scores as a whole. Evidently, VGGFace performed best in every category, achieving the best score amongst all the pretrained networks. However, the custom model achieved a 99% recall score, which is the highest score amongst all the recall scores of other pretrained architectures. ResNet50 was the second best architecture, obtaining a 97% F1-score. Overall, the least performing architecture was DenseNet121, which achieved only 82% F1-score as it scored only 70% on recall.

4.9. Model Comparison. Table 2 shows a comparison graph of several works that have been examined by deepfake. Table 2 contrasts this paper with several other studies completed by other researchers using the same models that we utilized in our research. Studies [78, 79] used VGG19 and VGG16, respectively, and the corresponding accuracies were 80.22% and 81.6%, respectively. The authors of the study [42] used several DenseNet models to conduct their research, and the accuracies for DenseNet169, DenseNet201, and DenseNet121 were 93.15%, 93.66%, and 92.29%, respectively. The authors of the research also used ResNet50, where the accuracy was 81.6%.
Figure 23: Custom CNN training and validation accuracy and loss.

Table 1: Obtained results after implementing the models.

| CNN architecture's name | Accuracy | Precision | Recall | F1-score | AUC  |
|--------------------------|----------|-----------|--------|----------|------|
| VGG19                    | 0.94     | 0.91      | 0.97   | 0.94     | 0.987|
| VGG16                    | 0.92     | 0.93      | 0.92   | 0.92     | 0.977|
| VGGFace                  | 0.99     | 0.99      | 0.98   | 0.99     | 0.998|
| DenseNet169              | 0.95     | 0.99      | 0.92   | 0.95     | 0.996|
| DenseNet201              | 0.96     | 0.96      | 0.97   | 0.96     | 0.994|
| DenseNet121              | 0.97     | 0.99      | 0.70   | 0.82     | 0.971|
| ResNet50                 | 0.97     | 0.99      | 0.95   | 0.97     | 0.997|
| Custom model             | 0.90     | 0.84      | 0.99   | 0.91     | 0.989|

Figure 24: Comparison graph amongst the model.
4.10. Model Test. The precision of our study was further clarified by some more experiments. The experiment was done by providing fake and real images of each of the models. Almost all of the pictures were correctly identified or classified as "real" or "fake" as shown in Figure 25. From the validation directory, as many as ten pictures were randomly selected from each of the original and deepfake images.

5. Conclusion and Future Work

Deepfake is an emerging technology that is being used to deceive a large number of people. Though not all deepfake contents are malicious, they need to be detected since some of the deepfake contents are indeed threatening to the world. The primary purpose of this study was to find a reliable and accurate way to detect deepfake images. Many other researchers have been working relentlessly to detect deepfake content using a variety of methodologies. The significance of this work, however, is that it achieves excellent results using CNN architecture. This study uses eight CNN architectures to detect deepfake images from a large dataset. The results have been reliable and accurate. VGGFace performed the best in several metrics, including accuracy, precision, F1-score, and area under the ROC curve. However, in terms of recall, the custom model implemented in the study performed slightly better than the VGGFace. The results of the custom models, DenseNet169, DenseNet201, VGG19, VGG16, ResNet50, and DenseNet121, were impressive as well. Finally, collected deepfake images have been analyzed to detect whether they are deepfakes or not, where the result is satisfactory.

This breakthrough work will have a tremendous impact on our society. Using this technology, deepfake victims can quickly determine whether the pictures are real or fake. People will remain vigilant since they will have the capability to identify the deepfake image through our work. In the future, we may apply the CNN algorithms to a video deepfake dataset for the convenience of many sufferers.

Many other experiments and tests have been left for future work. We aim to collect real data from our local community and classify deepfake images from normal images using a convolutional neural network. We may apply more efficient models to identify the deepfake images to reduce crime in our society and, moreover, in our world. We believe our contribution will eventually aid in the reduction of unwanted suicide cases and blackmail in our society.
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