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Abstract—Digital twin is a virtual replica of a real-world object that lives simultaneously with its physical counterpart. Since its first introduction in 2003 by Grieves, digital twin has gained momentum in a wide range of applications such as industrial manufacturing, automotive and artificial intelligence. However, many digital-twin-related approaches, found in industries as well as literature, mainly focus on modelling individual physical things with high-fidelity methods with limited scalability. In this paper, we introduce a digital-twin architecture called TiLA (Twin-in-the-Loop Architecture). TiLA employs heterogeneous models and online data to create a digital twin, which follows a Globally Asynchronous Locally Synchronous (GALS) model of computation. It facilitates the creation of a scalable digital twin with different levels of modelling abstraction as well as giving GALS formalism for execution strategy. Furthermore, TiLA provides facilities to develop applications around the twin as well as an interface to synchronise the twin with the physical system through an industrial communication protocol. A digital twin for a manufacturing line has been developed as a case study using TiLA. It demonstrates the use of digital twin models together with online data for monitoring and analysing failures in the physical system.

Index Terms—Digital twin, Cyber-physical system, Globally Asynchronous Locally Synchronous

I. INTRODUCTION

The era of Industry 4.0 brings increased connectivity among devices, predictability through a large volume of data, and an ability to accurately capture states of the manufacturing shop-floor. Since the introduction of a digital twin concept by Grieves [1], it has been considered as one of the key enabling technologies that pushes boundaries of factory digitalisation. Digital twin is a realistic virtual representation of machines or any form of living or non-living physical things that can accurately monitor, predict and optimise their operations. An advancement of today’s information and communication technologies (ICT), low-powered sensor and actuator devices together with intelligent software and hardware platforms, make it possible to create a digital twin that tightly interconnects cyber and physical spaces.

Nevertheless, many works found in today’s literature on digital twin lack support for integration of heterogeneous models with online data for creating a scalable digital twin. In our view, a key to success in implementing a digital twin is to identify the requirements of the target application and provide appropriate models that can accurately capture the characteristics of the physical system. To achieve this, a digital twin architecture should support the utilisation of different modelling strategies for creating the twin, where each model specialises in certain application domains. Furthermore, it is essential to support a method to combine such heterogeneous models in a consistent manner and utilise gathered online data from a physical system to provide a holistic understanding of the physical systems state.

One of the common mistakes in the digital twin implementation is the attempts to provide every detail about its physical twin through a model, while not every information is useful nor utilised in the application. In addition, it is not always feasible to model every part of the physical phenomena using detailed modelling mechanisms, especially for large scale systems. Building and deploying a digital twin in the real world scenario requires not only its ability to faithfully capture dynamics of physical systems using high-fidelity techniques, but also to combine different levels of model abstractions in a deterministic way for efficiency and scalability.

Recently digital twin has received considerable attention in the fields of manufacturing, process plants, cloud computing, etc [2], [3]. Authors in [4] presented a digital twin architecture that consists of a service system, containing data and algorithms, and a virtual layer that provides high fidelity models of the physical system. Nevertheless, methods for interconnecting different model abstractions and modelling formalisms are missing in their work. A digital twin is used in a software-defined control (SDC) framework in [5]. Their architecture, however, assumes the existence of an MES where the twin does not directly interact with the physical system and an online use-case of the twin is missing. A cloud-based digital twin architecture reference model is introduced in [6]. On the high-level, the model of cyber things are composed as a set of finite state machines. However, unlike our twin model, their model composition strategy does not support asynchrony which is desirable for scalability. Tools such as Ptolemy II [7], and INTO-CPS [8] are more focused on the simulation of cyber-physical systems (CPS) using different levels of formal models of computation (MoC). Yet, their focus have been on the offline simulation of cyber-physical systems, whereas the digital twin evolves with the system in real-time.

To address the aforementioned issues and challenges, this
paper introduces a digital twin architecture TiLA (Twin-in-the-Loop Architecture) that merges benefits of the traditional model-based design and data-based modelling approaches for creating and deploying digital twins for Cyber-Physical Production Systems (CPPS). Here, all physical operations of the production system are captured and accessed via digital twin in the cyber space. In particular, our architecture enables building of a digital twin through the composition of different levels of modelling abstractions by using the formal Globally Asynchronous Locally Synchronous (GALS) model of computation (MoC) [9]–[11]. The contributions of this paper are:

1) A digital twin architecture that employs heterogeneous modelling techniques to capture the digital twin’s behaviour. Models with different abstractions execute and communicate with each other based on GALS MoC.
2) Support for a cyber-physical infrastructure that facilitates a single source of truth for the applications that depend on the online status of the physical system consisting of various assets and provides an accurate view of the physical system through the digital twin.
3) A digital twin case-study which demonstrates the use of heterogeneous models and online data for finding the root-causes of failure in a manufacturing line. The result also showed that the use of heterogeneous models is favourable for maintaining a performance of a digital twin that has to match with a speed of the physical system.

The rest of this paper is organised as follows: Section II introduces the three-layered software architecture of the TiLA. The semantics of GALS MoC for the digital twin used in the architecture is given in Section III. Section IV presents a digital twin case study called fault monitoring and analysis for a factory assembly consisting of a two-link planar robot, conveyor belts, and inspection station for analysis. Finally, conclusions and potential future works are presented in Section V.

II. ARCHITECTURE

This section presents the three-layer architecture of TiLA. An overview of the architecture is depicted in Fig. 1. Each layer has a number of facilities that help the higher-level layers to perform more concrete tasks.

A. Factory Layer

The Factory Layer controls the manufacturing process and forwards data to one level above called the Twin Layer. The data are either sensor values collected from the physical plant, such as temperature, battery levels, object positions, etc., or control related data such as outputs of the controllers and their internal state information. The Factory Layer can also receive control commands from the Twin Layer that override the local control actions or tune the parameters of the control logic. Controllers need not know how digital twins are maintained nor how gathered data are utilised.

As shown in Fig. 1, designers model control-logic using synchronous reactive (SR) languages such as Esterel [12] or their variants, which are well suited for capturing the concurrent and preemptive nature of control-dominated behaviours in a deterministic way. The SR model is based on a formal mathematical foundation which makes the program amenable to efficient execution and verification.

B. Twin Layer

1) Digital Twin: A digital twin in TiLA is composed of plant and controller models, which are interconnected through uni-directional signals, and a collection of data models for organising sensor as well as control data gathered from the physical assets.

Definition 1 (Digital twin). A digital twin DT in TiLA is a tuple \((C, T, S, E_q, E_s, D)\), where

- A finite set of clock-domains \(C\) such that \(\forall C_i \in C, C_i = \text{a set of models} \ \{m_1, \ldots, m_n\}\) and \(\forall C_i, C_j \in C, i \neq j, C_i \cap C_j = \emptyset\).
- A set of sequences of ticks \(T\) such that \(\forall T_i \in T, T_i = \{(n, r) | n \in \mathbb{N}, r \in \mathbb{R}, n \geq 0 \land r \geq 0\}\) for a clock-domain \(C_n\), and \(n\) and \(r\) indicate a logical time instant and its corresponding value in the continuous time domain, respectively.
- A finite set of set of signals \(S\) such that \(S_i \in S\) is a set of signals for a clock-domain \(C_i\). Each signal \(s \in S_i\) consists of a status and a value pair \((s_{\text{st}}, s_v)\) where \(s_{\text{st}} \in \{0, 1, \perp\}\), \(s_v \in \mathbb{R}\).
- A finite set of connections between two models in different clock-domains \(E_{q} \subseteq C_i \times S_i \times S_j \times C_j\).
- A finite set of connections \(E_s \subseteq C_i \times S_i \times C_i\) between models within the same clock-domain.
- A collection of data models \(D \subseteq \sum^* \times \mathbb{R}^k\) where \(\sum^*\) is a set of finite-length words over alphabets.

Intuitively, plants and controllers in our digital twin are heterogeneous models following GALS MoC [9]–[11] on a top level. For example, Fig. 2 shows a graphical overview of
a GALS system consisting of two clock-domains \( C_1 \) and \( C_2 \). \( C_1 \) has a single model \( m_1 \), whereas \( C_2 \) has two models \( m_2 \) and \( m_3 \). All models in the same clock-domain run concurrently in lock-step fashion and synchronise with each other at a sequence of logical instants called *ticks*. As shown in Fig. 2, each clock-domain has its own sequence of ticks, for example \( T_1 = \{ t_1, t_2, t_3, \ldots \} \) and \( T_2 = \{ t_1, t_2, t_3, \ldots \} \) fed to \( C_1 \) and \( C_2 \), respectively. The arrows with the vertical bar indicate the tick instants. Execution of a tick consists of three main steps: (1) at the beginning of a tick (BOT) \( t \in T \), inputs to a clock-domain are captured from the external environment and transformed into a logical entity called *signals*. Each signal consists of a ternary status 1, 0, or \( \perp \) (unknown) and possibly a value. For each clock-domain tick, all signal statuses are resolved from unknowns to 0 or 1. In Fig. 2b, there is one instant of tick for \( C_2 \), depicted by a dotted blue box, where the clock-domain captures input signal \( s_3 = a \) at BOT. (2) \( C_2 \) then makes internal computations and emits \( s_4 = b \). (3) As a result, \( b \) is transmitted to the external environment at the end of a tick (EOT). These steps take place at the same tick instant and are assumed to be *instantaneous* with respect to the speed of the environment [12].

Signal is associated with a particular clock-domain’s tick. Since ticks for different clock-domains are unrelated (not synchronised), a signal event generated by one clock-domain cannot be captured by another clock-domain in a reliable way. Therefore in TiLA, a point-to-point First-in-First-Out (FIFO) buffer is used for exchanging data between models in different clock-domains; see connections between models via buffers in Fig. 2a. Finally, TiLA contains a set of data models for storing and analysing online data gathered from the physical twin. Each digital twin model \( m \in C \) has an associated data model \( D_m \subseteq D \) that can be utilised by the applications using the digital twin for monitoring and analysing the status of the physical system. It is structured in a similar fashion as the relational database model where the signal values are stored as elements in the rows of a table with additional information attached as string literals. For example, when the twin model needs to be synchronised with the online data with a specific timeline, the data model can provide such information.

2) *Twin Description File (TDF) and Models*: This configuration file for a digital twin is one of the inputs to our architecture which contains the following components: 1) *Model import* describes a list of models used to create a digital twin. 2) *Interconnection* describes input and output interconnections between the models. 3) *Data mapping* describes relations between the data model and the digital twin. A TDF together with models exported from third-party tools are used to build a digital twin by the Twin Generator. White-box models such as SR programs, Petri-Nets [13] and finite state machines can be imported together with black-box models encapsulated in Functional Mock-up Unit (FMU). FMU is one of the Functional Mock-up Interface (FMI) standards [14] that provides a set of APIs for external tools to interact with the FMUs. Once models are imported for creating a twin, TiLA's runtime environment implements the master algorithm based on the GALS MoC, which is not part of the FMI standard and needs to be implemented by a tool that uses the FMUs. To include non-FMU based models exported by third-party tools, the architecture provides a minimal set of wrappers to access these models. As a result, TiLA integrates both FMU and non-FMU based models to create a digital twin based on the GALS MoC.

C. *OPC-UA Interface*

The Twin Layer collects measurable sensor and control data from the Factory Layer through a cyber-physical interface. Currently, this interface is implemented using the OPC-UA architecture [15], which includes a machine-to-machine communication protocol for industrial automation. In the Twin Layer, the OPC-UA server provides a list of objects that can be accessed by the clients (physical plant and controllers). A notion of object is similar to objects in object-oriented programming. OPC-UA clients operate on a set of variables and methods created by the server which are based on the information provided in the TDF by a designer. A typical OPC-UA object tree created from the TDF is shown in Fig. 3 which bridges between digital twin models and their physical counterpart. Physical plants and SR controllers can write or read I/O signals of a model via the OPC-UA objects under the input and the output folders. These objects are kept updated with the latest signal values of the models at the end of respective clock-domain ticks. When applications request an override operation and writes a value to input signal of a model, such value is written to the associated variable in
the OPC-UA tree and also forwarded to the physical plant as a control signal via an OPC-UA client. Sensor data that is not directly associated to any model inputs can be stored into database via an OPC-UA method `storeData()`.

1) Services: Services in the Twin Layer are used by applications for retrieving and delivering information from/to the digital twin as well as for enhancing the twin’s functionality with additional features. They allow applications to utilise different modes of operations of the digital twin as mentioned in Section III-B. For example, an application can request a TDF for visualising the current system layout via the model simulation service. For example, an application can request a different modes of operations of the digital twin model as mentioned with additional features. They allow applications to utilise the digital twin as well as for enhancing the twin’s functionality.

Table I

| Method       | Resource          | Data      | Returns          | Description                                      |
|--------------|-------------------|-----------|------------------|-------------------------------------------------|
| GET          | /twins            |           | TDF               | Returns description of the digital twin in TDF   |
| POST         | /simulate         | TDF       | JSON              | Requests digital twin simulation                 |
| GET          | /map              |           | AML               | Returns engineering data of a digital twin in AutomationML |
| GET          | /map/collada/fn   |           | .dae              | Returns geometric data in COLLADA format         |
| POST         | /create/observer  | LTL       | JSON              | Creates an observer for monitoring events       |
| GET          | /data/query       | SQL       | JSON              | Retrieves data from database                     |
| POST/GET     | /model/name/port  | JSON      | JSON              | Writes or reads signals of the digital twin model |

A use-case of the digital twin for a monitoring application is illustrated in a sequential diagram as shown in Fig. 4. In this scenario, the application first requests an information, such as sensor data exceeding a threshold value and certain events detected from a physical plant are anomalous or expected, or mechanical or electrical components. The monitoring service then generates an observer according to the returned file, an HTTP POST /create/observer is sent with a monitoring specification encoded in Linear Temporal Logic (LTL). The monitoring service then generates an observer according to the received LTL formula and creates a topic that can be published by the application. When the observer detects the monitoring event, the service publish a message to the topic that can be used by the application in a registered callback function.

A list of currently available APIs to access digital twin is shown in Table I. In addition to the APIs used in the previous example, `/map` returns an engineering data encoded in AutomationML, such as geometry (e.g. 3D information) and topology of the physical system. Using this data, the application can retrieve more detailed information of the physical system that might not be found in the TDF file. In addition, applications can request offline simulation of the digital twin model via `/simulate` where different model configurations are passed as a TDF file. The result of simulation is populated in a JSON format and returned to the application upon the completion. Lastly, latest values of input and output signals of individual model can be accessed via POST/GET calls to `/model/name/port`.

III. GALS SEMANTICS FOR THE DIGITAL TWIN

GALS is a superset of the SR model where multiple synchronous islands are grouped into clock-domains, and each clock-domain is triggered with its own sequence of ticks. In the following, a notation $(x, S_i)$ is used to describe the states of $x$ and corresponding clock-domain signals $S_i$, respectively, where $x$ is $C_i$ for a clock-domain and $m$ for a single model. A clock-domain is a single model or collection of models composed with the synchronous parallel operator $||$. We adopt a common notation used in [18] to describe a state transition of $x$ where $(x, S_i) \rightarrow (x', S'_i)$ and $(x, S_i) \rightarrow x'$ denote a micro-step and a macro-step state transition of $x$, respectively.
A clock-domain makes a micro-step state transition without progressing its time, therefore this is considered as an intermediate state transition. A macro-step transition occurs when the clock-domain progresses time, i.e. $t_{i+1} > t_i \iff t_i^n > t_{i+1}^n \land t_{i+1}^r > t_i^r$ where $t_i^n$ and $t_i^r$ are the logical and the physical time components of $t$. Synchronous composition and execution of models within the same clock-domain $C_i$ are then defined as:

$$\langle m_1, S_i \rangle \rightarrow m'_1, \langle m_2, S_i \rangle \rightarrow m'_2, \langle m_1||m_2, S_i \rangle \rightarrow m'_1||m'_2, \ t_{m_1} = t_{m_2}$$

(1)

where $||$ indicates the synchronous parallel operator that ensures model synchronisation at every discrete instant of $t \in T_i$ within the same clock-domain.

As a superset of the SR MoC, local synchronous threads in GALS react to external events in zero time with respect to their clock-domain’s tick. This implies input and output relationships between models can create cyclic dependencies that need to be resolved before committing the model’s state to the next tick [7], [12]. Therefore, execution of model(s) in a clock-domain $C_i$ at any arbitrary instance of a tick $t \in T_i$ involves resolving statuses of signals $S_i$ within $C_i$ from unknowns $\perp$:

$$\zeta(S_i) > 0 \quad \langle C_i, S_i \rangle \rightarrow \langle C'_i, S'_i \rangle, \ \zeta(S_i) > \zeta(S'_i), \ t_{c_i} = t_{c'_i}$$

(2)

$$\zeta(S_i) = 0 \quad \langle C_i, S_i \rangle \rightarrow \langle C'_i, S'_i \rangle, \ t_{c_i} < t_{c'_i}$$

(3)

$\zeta : 2^S \rightarrow \mathbb{N}$ is a function that returns the number of unresolved signals whose status is $\perp$. Intuitively speaking, Eq. (2) states that when a clock-domain makes a transition and could not resolve all signal statuses due to a cyclic relationship between them, i.e. $\zeta(S_i) > \zeta(S'_i)$, the time for the clock-domain does not advance ($t_{c_i} = t_{c'_i}$). On the other hand, when the statuses of all signals are resolved, i.e. $\zeta(S_i) = 0$ and the clock-domain makes a macro-step transition, time progresses ($t_{c_i} < t_{c'_i}$) and the number of unresolved signals in $t_{c'_i}$ again becomes greater or equals to zero.

Micro-step transitions shown in Eq. (2) occur within the same tick and they are totally ordered as in super-dense time [7], which further assigns individual micro-step transitions with an index $n_{\mu} \in \mathbb{N}$. This is needed to find constructiveness of model compositions (called fixed-point). We do not discuss on this matter in this paper and interested readers are referred to [7] for more details.

Synchronisation points of different clock-domains are unrelated to each other where each clock-domain has its own notion of tick. This means clock-domains are asynchronous with each other in the sense that their logical ticks $n$ are not required to be aligned in the physical timeline $r$:

$$\langle C_1, S_1 \rangle \rightarrow C'_1$$

(4)

$$\langle C_1, S_1 \rangle \rightarrow C'_1 < C_2, t_{c_1} < t_{c'_1}$$

(5)

$$\langle C_2, S_2 \rangle \rightarrow C'_2$$

$$\langle C_1, S_1 \rangle \rightarrow C'_1 < C_2, t_{c_2} < t_{c'_2}$$

$$\langle C_2, S_2 \rangle \rightarrow C'_2$$

$$\langle C_1, S_1 \rangle \rightarrow C'_1, \langle C_2, S_2 \rangle \rightarrow C'_2$$

(6)

where $><$ indicates the asynchronous composition operator. Intuitively, the models at the top level of the GALS system can make state transitions in any arbitrary order given that the system is clock-domain starvation-free.

IV. CASE STUDY: FAULT MONITORING AND ANALYSIS

In this section, a fault monitoring and analysis (FMA) application is presented as a case study for demonstrating digital twin creation and its use. The system consists of a two-axis planar robot for assembling parts of electronic products and a station for inspecting potential defects through digital image processing. A graphical illustration of the system consisting of an assembly station and a defect inspection station is shown in Fig.5. The work process of this system starts with an arrival of a workpiece pallet carrying a partially finished product at (1), which triggers the two-axis robot to pick and place the item on the assembly area at (2). The robot then starts assembling the product using the parts from (3). After the job is done, the robot transfers the product on the following conveyor belt so that the item can be examined by the inspection station at (4). The inspection takes a finite amount of time to complete. Upon completion of the inspection process, the product continues to travel along the conveyor belt to the next workstation for further processing. The three-layer digital twin architecture of this system is shown in Fig.6. The Factory Layer contains two pairs of physical plants and controllers. The first pair consists of a two-axis robot integrated with a proportional-derivative (PD) controller, and an SR controller that controls a reference point fed to the PD controller. The other pair consists of a camera module and an SR controller that triggers capturing an image upon the arrival of a product at the inspection station.

A. Digital Twin Models

Two Layer shown in Fig.6 utilises heterogeneous models of four different types – (1) the mathematical model of the two-link planar robot, the PD controller, and the dynamics...
of the conveyor belts captured using Modelica language [19] exported as FMUs, (2) states of the camera station captured in a Petri-Net, (3) reactive control-logic in Esterel, and (4) finite automata as state observers.

1) Two-Link Planar Robot: The dynamics of the two-link planar robot is derived using Lagrange $L$, which is the difference between the kinetic and potential energy [20].

$$L(q, \dot{q}) = T(q, \dot{q}) - V(q)$$

(7)

where $q$ is a vector of generalised co-ordinates of the system which in this case are joint angles of the rigid bodies. Then the Lagrange equation describing the dynamics of the robot is:

$$\frac{d}{dt} \frac{\partial L}{\partial \dot{q}} - \frac{\partial L}{\partial q} = F$$

(8)

where $F$ is an external force (i.e. torque $\tau$) acting on the joints. Assuming the movement of the robot is restricted to an $xy$ plane, the motion of the robot can be derived as follows.

$$B(\theta) \begin{bmatrix} \dot{\theta}_1 \\ \dot{\theta}_2 \end{bmatrix} + C(\theta, \dot{\theta}) = F$$

(9)

where the first term represents the inertial forces, and the second term represents the Coriolis and centrifugal forces. $\theta_1$ and $\theta_2$ are the joint angles for the first and the second link, respectively. Matrices $B$ and $C$ are defined as

$$B = \begin{bmatrix} I_1 + I_2 + m_1 r_1^2 + m_2 (l_1^2 + r_2^2) + 2m_1 l_1 r_1 \cos \theta_2 & I_2 + m_2 r_2^2 + m_1 l_2 r_2 \cos \theta_2 \\ I_2 + m_2 r_2^2 + m_1 l_2 r_2 \cos \theta_2 & I_2 + m_2 r_2^2 \end{bmatrix}$$

$$C = \begin{bmatrix} -m_2 l_2 r_2 \sin \theta_2 \dot{\theta}_2 & -m_2 l_2 r_2 \sin \theta_2 (\dot{\theta}_1 + \dot{\theta}_2) \\ -m_2 l_2 r_2 \sin \theta_2 (\dot{\theta}_1 + \dot{\theta}_2) & 0 \end{bmatrix}$$

where $m_i$, $l_i$, and $r_i$ are mass, length, and distance to the centre of mass for the $i$’th link, respectively. $I_i$ is the moment of inertia perpendicular to the $xy$ plane and relative to the $i$’th frame at the centre of mass of the link. The structure of PD control is

$$\begin{bmatrix} u_1 \\ u_2 \end{bmatrix} = \begin{bmatrix} K_{p1}(\theta_{1f} - \theta_1) - K_{D1}\dot{\theta}_1 \\ K_{p2}(\theta_{2f} - \theta_1) - K_{D2}\dot{\theta}_2 \end{bmatrix}$$

(10)

where $\theta_{1f}$ and $\theta_{2f}$ are desired joint angles for each link. Then combining Eq. (10) and (9) after rearrangement we get

$$\begin{bmatrix} \dot{\theta}_1 \\ \dot{\theta}_2 \end{bmatrix} = B(q)^{-1}[C(q, \dot{q})] + \begin{bmatrix} K_{p1}(\theta_{1f} - \theta_1) - K_{D1}\dot{\theta}_1 \\ K_{p2}(\theta_{2f} - \theta_2) - K_{D2}\dot{\theta}_2 \end{bmatrix}$$

(11)

A Modelica model has been developed for this model whose reference angle $[\theta_{1f}, \theta_{2f}]^T$ is controlled by an SR program developed in Esterel.

2) The Camera Station: The camera station is implemented using a Petri-Net as shown in Fig. [7] which consists of transitions (red coloured boxes), places (blue coloured circles), and arcs (arrows). In a Petri-net, the transitions fire when all of their input places, which have an outgoing arc into the transitions, contain at least one token (shown as a black dot). When transitions fire, they consume tokens from their input places and produce tokens in output places. Arcs that no parent are mapped as input signals $(s_{st}, s_v)$ (Definition 1) as shown in Fig. [6] which are connected to the neighbouring models within the same clock-domain. State of the Petri-Net is captured based on the number of tokens in each place. The algorithm of the inspection process is not directly captured in this model and only the event $\text{done}$ is to be received from the physical plant upon its completion. Therefore, the model of this digital twin is coarser than the model of the two-link planar robot. Such a choice can be made when the application does not require a detailed view of the inspection process through the twin, which is desirable for achieving scalability.

The camera station Petri-Net has an initial marking with a single token in the place $\text{next}$. When a status of a signal $\text{incoming}$ changes from 0 to 1 in any of the ticks, i.e. $s_{st} = 1$ in $t_i$ and $s_{st} = 0$ in $t_{i-1}$, the transition fires and the number of tokens in the queue increases by one. $\text{ready}$ indicates a detection of the workpiece at the inspection station via an infra-red sensor on the conveyor belt (CB2 in Fig. [6]), which fires the connected transition and creates one token each in the places $\text{inprocess}$ and $\text{precapture}$ simultaneously. Start of the inspection process is initiated by the SR controller via signal $\text{capture}$ and its completion by the physical plant via $\text{done}$. This process repeats until no tokens (workpieces) remain in the queue. Outputs of this model full and processing are set to 1 when the number of workpieces in the queue is $\leq 3$ and the inspection is in-process, i.e., there is a token in $\text{inprocess}$. Firing transitions are done at each clock-domain tick following the SR MoC. The model is developed and compiled into executable code using the IOPT-Tools [21], which is freely available to use online at http://gres.uninova.pt/IOPT-Tools/login.php.

3) Conveyor Belt: Movement of the workpiece pallets on the conveyor belts is modelled using velocity that varies
The twin models grouped into the same clock-domain, are interconnected and executed based on the SR MoC where inputs and outputs of the models are synchronised and resolved at tick boundaries, i.e. BOT and EOT. In this scenario, we use the delayed signal communication model, where all the signal events generated from the models are delayed by one tick, to avoid the causality problem [7] in the SR MoC. From a digital system designer’s perspective, this is equivalent to having a register on a component’s input port such that the input is delayed by a single clock tick. Communication between models in two different clock-domains is done via point-to-point FIFO buffers whose sizes are predefined to prevent buffer overflows.

Online data of the physical plant are generated via a set of simulations in Modelica [19]. A digital twin is executed in parallel with the physical plant, which is emulated by feeding the online data to the twin models. The role of the FMA application is to find the root cause of abnormal activities in the physical system via the digital twin by utilising both the online data and the models of the twin. In this section, detection of two different types of faults is illustrated based on the workpiece inspection time.

1) A fault in the conveyor belt’s actuator. In this scenario, a fault is indicated by intermittent spikes in the instantaneous power spectrum of the induction motor due to the induced motor stator current from the unbalanced rotor [22].

2) A fault in the actuator of the two-link planar robot. A control algorithm for the workpiece placement on the conveyor belt CB2 is disturbed by actuator fault in the robot manipulator. This results in the misalignment of workpieces that causes increase in delays in the inspection process. We assume ramp actuator fault in this scenario where the manipulator’s joints gradually drift from the actual torque reference set by the controller [23].

The start and the end time of the inspection process are monitored by the FMA application. The monitoring properties (specifications) requested by the application during runtime, are transformed into a set of observers (see the monitoring service in Fig. 6). In this work, we use the fragment of Linear Temporal Logic (LTL) called co-safe LTL [24], which can be translated into finite automata for monitoring certain events generated from the digital twin model.

1) Using the Model and Data Online: Online usage of model and data in this case-study are twofold. First, the digital twin models are synchronised with the physical system by incorporating sensor data in the executions of the models. For example, the completion of the inspection process, indicated by a generation of an event done from the physical machine, triggers the transition in the Petri-Net model of the inspection station to fire. On the other hand, feedback from the two-link planar robot is used in a closed-loop setting for tracking the manipulator’s trajectory. Second, the model is executed in parallel with the physical system, and the online data and the model simulation data are combined to generate a residual value for detecting discrepancies.

The fault classification process from the inspection delay is described as follows. The FMA application first detects an abnormal increase in the inspection process via observers which is measured by the time between the occurrences of binary signals capture and inprocess, which are shown in Fig. 7 In this example, the twin with the online data is executed to collect a total of 235 instances of inspection times. Fig. 8a shows inspection times under a normal operating condition where all instances fall in between [990, 1530] with an average of 1,200 milliseconds. In the case of the actuator faults from the conveyor belt CB2 or the two-link planar robot, we assume intermittent increases in the inspection time indicate a need for further inspection of the physical system is required via the digital twin models. In such a case, possible sources of the fault are first located via causal correlations between the failure node (inspection station) and the causal node (the conveyor belt or the two-link planar robot) based on their input and output signals and queue interconnections.

Figure 7. State transitions of the inspection station captured in a Petri-Net.
To confirm the fault, the causal nodes are examined by the FMA application via a residual value generated from the online digital twin simulation and the sensory data gathered from the physical plant. In the case of conveyor belt motor fault, the fault characteristic components that appear in the instantaneous power spectrum at frequencies 30, 60, and 90 Hz are compared with the normal component frequency of 120 Hz as shown in Fig. 8b. This is obtained by computing the fast Fourier transform of the instantaneous power (Eq. 12). On the other hand, a gradual drift of the robot manipulator’s joint from the reference torque generated from its digital twin model is examined in the case of the ramp actuator fault as shown in Fig. 8c.

The anomaly detection algorithm for comparing the online data with the data generated from the digital twin model can be as simple as checking a threshold crossing using the model as reference points or other approaches such as $\chi^2$ test, k-nearest neighbour and Bayesian methods. Once the residual value is analysed by the FMA application, it performs recovery or preventive control actions accordingly through the control services in the Twin Layer as shown in Fig. 1.

To confirm the fault, the causal nodes are examined by the FMA application via a residual value generated from the online digital twin simulation and the sensory data gathered from the physical plant. In the case of conveyor belt motor fault, the fault characteristic components that appear in the instantaneous power spectrum at frequencies 30, 60, and 90 Hz are compared with the normal component frequency of 120 Hz as shown in Fig. 8b. This is obtained by computing the fast Fourier transform of the instantaneous power (Eq. 12). On the other hand, a gradual drift of the robot manipulator’s joint from the reference torque generated from its digital twin model is examined in the case of the ramp actuator fault as shown in Fig. 8c.

The anomaly detection algorithm for comparing the online data with the data generated from the digital twin model can be as simple as checking a threshold crossing using the model as reference points or other approaches such as $\chi^2$ test, k-nearest neighbour and Bayesian methods. Once the residual value is analysed by the FMA application, it performs recovery or preventive control actions accordingly through the control services in the Twin Layer as shown in Fig. 1.

C. Model Fidelity

An effect of low and high fidelity models is investigated by utilising heterogeneous models for the FMA case study. In this experiment, the FMA application shown in Fig. 6 is duplicated for five times and an execution time of the digital twin models is measured with varying number of low and high fidelity models. More specifically, two-link planar robot models are replaced with a state machine-based low fidelity model as shown in Fig. 9. This model captures the movements of the robot’s manipulator between between the assembly station and the second conveyor belt as depicted as (2) and CB2 in Fig. 6. Two states labelled as `asm` and `conv` indicate the movement of the manipulator’s end effector from the conveyor belt to the assembly station and vice-versa. In this model, joint angles for the manipulator’s links are pre-computed and stored in tables. Functions $f_x$ in `asm` and `conv` computes linear interpolation between the pre-computed values based on the current time $t$. In this experiment, the twin models are all grouped into a single clock-domain whose average tick time is measured. The results are shown in Fig. 10 where the notation h-l is used to indicate the ratio of the high and low fidelity models. The graph shows improvements in the average tick time of the digital twin model up to 1.98 times as the robot models are reduced to the finite state machine model. The result indicates the heterogeneous models with varying fidelities are desired features for building a digital twin that requires real-time simulation capability unlike traditional offline simulation tools.

V. CONCLUSIONS AND FUTURE WORK

We presented a digital twin architecture TiLA for building a digital twin based on Globally Asynchronous Locally Synchronous (GALS) model of computation (MoC). Digital twin in TiLA can be created from heterogeneous models with minimal support for a predefined interface that enables model composition and execution in GALS. In addition, TiLA sup-
ports a co-simulation capability through FMU and implements the GALS-based master scheduling algorithm.

The current FMI standard lacks support for some of the mixed discrete event-based phenomena, which are present in the synchronous reactive subset of GALS MoC. For future work, the inclusion of the upcoming FMI 3.0 standard that enhances hybrid co-simulation capability in the current GALS semantics would be advantageous. Support for more expressive temporal logics such as Signal Temporal Logic and its variants could also be used for both the monitoring specification and model synthesis.
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