Updated predictions for gravitational waves produced in a strongly supercooled phase transition
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Abstract. We update predictions for the gravitational wave (GW) signal from a strongly supercooled phase transition in an illustrative classically conformal U(1)_{B−L} model. We implement $\propto \gamma^2$ scaling of the friction on the bubble wall and update the estimates for the efficiency factors for GW production from bubble collisions and plasma-related sources. We take into account the fact that a small decay rate of the symmetry-breaking field may lead to brief matter-dominated era after the transition, as the field oscillates around its minimum before decaying. We find that a strong bubble collision signal occurs in a significant part of the parameter space, and that the modified redshift of the modes that re-enter the horizon during the matter-dominated period generates a characteristic tilted ‘plateau’ in the spectrum. The GW spectrum in this model would be detectable in the low-frequency range, e.g., by LISA, and in the mid-frequency range, e.g., by AION/MAGIS and AEDGE, and in the high-frequency range by LIGO and ET. The peak frequency of the signal is limited from below by collider constraints on the mass of the U(1)_{B−L} gauge boson, while at high frequencies the slow decay of the scalar field and the resulting matter-dominated era diminishes the GW signal.
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1 Introduction

The electroweak phase transition is not predicted to be first order within the Standard Model (SM). However, a first-order phase transition is a common feature in many extensions of the SM, including models with higher-dimensional multi-Higgs interactions, additional scalar fields and extended gauge groups. Historically, the possibility of a first-order phase transition attracted interest because it facilitated electroweak baryogenesis [1–4]. However, the direct detection of gravitational waves (GWs) by the LIGO and Virgo Collaborations [5] has recently stimulated widespread interest in the potential observability of GWs [6] produced in such a transition [7–47]. Another interesting possibility is that a first-order phase transition may have played a role in the generation of an intergalactic magnetic field [48–51].

A primary ingredient in the calculation of the GW spectrum arising from a first-order phase transition is the calculation of the velocities of walls of bubbles of the true vacuum. Over the years many groups have contributed to the progress in this notoriously difficult calculation [52–59]. In particular, there has recently been a significant advance in the estimation of the scaling of the friction, \( P \), encountered by the wall with its Lorentz factor, with the result that \( P \propto \gamma^2 \) [59], to be contrasted with the previous estimate [56] that \( P \propto \gamma \).

This change in the scaling law has a crucial impact on the amount of energy that is transferred into the plasma instead of the scalar field gradients, which tends to reduce the importance of bubble wall collisions as a source of GWs [60]. However, we show here that this modification does not necessarily change qualitatively the GW predictions found previously in models featuring a very strong first-order phase transition. To illustrate this point, we revisit the classically conformal \( U(1)_{B-L} \) extension of the SM [12, 23, 35, 60], and show that there is no dramatic change in the regions of the parameter space where a strong GW signal from bubble collisions is predicted.

Also, we highlight a feature in the GW spectrum that can appear in many models predicting such a strong transition. As the strength of the transition increases, the decay width of the field involved decreases and, as a result, the reheating after the transition is not necessarily instantaneous. It can instead be preceded by a period during which the field
oscillates around its minimum, effectively as during a matter-dominated epoch [61]. This period is reflected in the GW spectrum, because it modifies the redshifting history [62]. This effect produces a characteristic tilted plateau-like feature in the part of the spectrum due to super-horizon modes, which could in principle be used by GW detectors to probe the field decay rate directly.

The structure of this paper is as follows. In section 2 we review the classically conformal \( U(1)_{B-L} \) model that we study, and in section 3 we discuss the phase transition in this model, delineating in figure 1 the region where this transition is strongly first-order. Then, in section 4 we consider the Lorentz factor of the bubble wall, commenting that the bubbles collide before they reach terminal velocity in much of the region where the transition is strong, and updating the estimate for the efficiency factor for GW production from bubble collisions. In section 5 we present the calculation of the GW signal and in section 6 we consider the impact on the signal of a matter-dominated period, displaying the plateau feature that is a signal of the slow decay of the \( U(1)_{B-L} \)-breaking scalar field. Finally, in section 7 we discuss the observability of the GW signal from the phase transition by LIGO [63–65] and the future GW detectors LISA [66, 67], AION [68], MAGIS [69, 70], AEDGE [71] and the Einstein Telescope (ET) [72, 73], as summarised in figure 7. Finally section 8 summarises our results and discusses their implications.

## 2 Classically conformal \( U(1)_{B-L} \) model

Following ref. [35], we describe briefly the scalar potential and the symmetry-breaking pattern in a classically conformal \( U(1)_{B-L} \) extension of the SM [74]. In addition to the SM particle content, this model includes the \( U(1)_{B-L} \) gauge boson \( Z' \), three right-handed neutrinos that cancel the \( U(1)_{B-L} \) anomaly, and a complex scalar \( \phi = (\phi + iG)/\sqrt{2} \) with \( B-L \) charge +2, responsible for the breaking of the \( U(1)_{B-L} \) symmetry in vacuum. At tree level, the scalar potential of this model is

\[
V = \lambda_H (H^1 H)^2 + \lambda_\phi (\phi^\dagger \phi)^2 - \lambda_p (H^1 H)(\phi^\dagger \phi),
\]

where \( H \) is the Higgs doublet and \( \lambda_H, \lambda_\phi, \lambda_p > 0 \).

For values of the \( B-L \) gauge coupling \( g_{B-L} \sim 0.1 \), collider searches give a lower bound for the \( B-L \) gauge boson mass: \( m_{Z'} \gtrsim 4 \) TeV [75, 76]. This can be converted into a lower bound on the \( \phi \) vacuum expectation value \( \langle \phi \rangle = w \) through \( m_{Z'} = 2g_{B-L}w \), giving \( w > \mathcal{O}(1 \) TeV \( ) \gg v \approx 246 \) GeV. In this case the symmetry breaking occurs first along the \( \phi \) direction. The one-loop effective potential\(^1\) along this direction is given by

\[
V_{\text{eff}} = \frac{\lambda_\phi(t)}{4} \phi^4 + \frac{T^4}{2\pi^2} \sum_j k_j J_T (m_j(\phi)^2 + \Pi_j(T)).
\]

The first term in eq. (2.2) is the \( T = 0 \) one-loop renormalisation-group (RG)-improved scalar potential with the RG scale chosen to \( t = \log(\phi/\mu_0) \), where \( \mu_0 \) is a reference scale for which we take the top quark mass \( \mu_0 = 173 \) GeV. The second term accounts for one-loop finite-temperature effects. The sum over \( j \) includes the \( B-L \) gauge boson, the right-handed neutrinos, the scalar boson \( \phi \) and the Goldstone boson \( G \), and the factors \( k_j \) are their numbers of intrinsic degrees of freedom. The field-dependent masses for the \( U(1)_{B-L} \) gauge boson \( Z' \),

\(^1\)We take this opportunity to point out that the potential, and hence our results, are subject to some modification in a fully gauge-invariant formalism [77, 78].
the right-handed neutrinos \((i = 1, 2, 3)\), the scalar boson \(\varphi\) and the Goldstone boson \(G\) are given by

\[
m_Z(t)^2 = 4g_{B-L}(t)^2\varphi^2, \quad M_i(t)^2 = Y_i(t)^2\varphi^2/2, \quad m_\varphi(t)^2 = 3\lambda_\varphi(t)\varphi^2, \quad m_G(t)^2 = \lambda_\varphi(t)\varphi^2,
\]

and their Debye masses are

\[
\Pi_Z(T) = 4g_{B-L}(t)^2T^2, \\
\Pi_\varphi(T) = \frac{T^2}{24} 24g_{B-L}(t)^2 + 8\lambda_\varphi(t) + \sum_i Y_i(t)^2, \\
\Pi_G(T) = \Pi_\varphi(T).
\]

The Yukawa couplings of the right-handed neutrinos to \(\phi\) are denoted by \(Y_i\). The thermal integral \(J_T\) is defined as

\[
J_T(x) = \int_0^\infty dy y^2 \ln \left[ 1 + e^{-\sqrt{x+y^2}} \right],
\]

with the negative sign for bosons and the positive sign for fermions.

The vacuum expectation value of \(\varphi\) induces a negative mass term for the Higgs field, and the electroweak symmetry breaks in the same way as in the SM. However, if the \(B - L\) breaking is delayed to temperatures below the QCD scale, the QCD phase transition happens first, inducing a linear term for the Higgs field, \(\sum_j y_j \langle \bar{\psi}_j \psi_j \rangle h/\sqrt{2}\). The Higgs field then acquires a small non-zero expectation value. Therefore, for \(T < T_{\text{QCD}}\) the effective potential along the \(\varphi\) direction becomes

\[
V_{\text{eff}}(T < T_{\text{QCD}}) = -\frac{\lambda_\varphi(t)v_{\text{QCD}}^2}{4}\varphi^2 + V_{\text{eff}}(T > T_{\text{QCD}}),
\]

where \(v_{\text{QCD}} \simeq 0.1\text{GeV}\). After the transition the QCD and electroweak symmetries are restored as the decay of the vacuum energy reheats the plasma, and, again, the evolution proceeds as in the SM. In the following we focus on the \(U(1)_{B-L}\)-breaking phase transition.

The model also includes kinetic mixing between the \(U(1)_{B-L}\) and hypercharge \(U(1)_Y\) gauge symmetries. The kinetic mixing term can be removed by a rotation and a rescaling of the gauge fields. After this the \(U(1)_{B-L} \times U(1)_Y\) part of the covariant derivative is given by

\[
D_\mu \supset i g_Y q_Y B_\mu^Y + i (\bar{g} q_Y + g_{B-L} q_{B-L}) B_\mu^G_{B-L},
\]

where the coupling \(\bar{g}\) parametrizes the kinetic mixing, \(q_j\) denotes the charges, \(g_j\) the gauge couplings and \(B_\mu^G\) the gauge fields. For \(w \gg v\) and \(g_{B-L} \sim 0.1\) the effect of the kinetic mixing on the \(Z'\) mass can be neglected and also the mixing angle between \(Z\) and \(Z'\) gauge bosons is tiny (see e.g. ref. [79]). The kinetic mixing affects the running of the Higgs quartic coupling and can stabilize the electroweak vacuum. In the following we fix \(\bar{g} = -0.5\) at \(t = \log(w/\mu_0)\), which was shown in ref. [35] to keep \(\lambda_h\) positive while retaining the perturbativity of the couplings up to the Planck scale for \(g_{B-L} \lesssim 0.42\). The phase transition dynamics, however, is not very sensitive to the value of \(\bar{g}\), which enters the one-loop effective potential only through the running of \(g_{B-L}\).

We assume that the Majorana Yukawa couplings of the right-handed neutrinos can be neglected, \(Y_i \ll g_{B-L}\). We fix the couplings \(\lambda_\varphi\) and \(\lambda_p\) and at \(t = \log(w/\mu_0)\) so that \(dV/d\varphi = \)
0 at $\varphi = w$ and $\lambda_p = v^2/w^2$. The remaining free parameters are then the gauge coupling $g_{B-L}$ and the vacuum expectation value $w$, which we trade for the $Z'$ mass, $m_{Z'} = 2g_{B-L}w$. In the following we show the results as a function of these two parameters, with the chosen value of $g_{B-L}$ corresponding to the scale $t = \log(w/\mu_0)$.

3 Phase transition

We compute the details of the phase transition in a standard way, starting from the decay rate of the false vacuum due to thermal fluctuations [80]:

$$\Gamma(T) \simeq T^4 \left( \frac{S_3}{2\pi T} \right)^{\frac{3}{2}} e^{-S_3/T}, \quad (3.1)$$

where the action of the $O(3)$ symmetric field configuration is

$$S_3 = 4\pi \int r^2 dr \left[ \frac{1}{2} \left( \frac{d\varphi}{dr} \right)^2 + V_{\text{eff}}(\varphi, T) \right]. \quad (3.2)$$

The decay is dominated by the classical path that is the solution of the equation of motion obtained from the above action,

$$\frac{d^2 \varphi}{dr^2} + \frac{2}{r} \frac{d\varphi}{dr} = \frac{dV_{\text{eff}}}{d\varphi}, \quad (3.3)$$

with boundary conditions $d\varphi/dr = 0$ at $r = 0$ for the solution to be regular at the bubble centre, and $\varphi \to 0$ at $r \to \infty$ to describe the initial false vacuum background far from the bubble.

As shown in ref. [81], taking particular care of the subsequent evolution of bubbles is crucial for very strong transitions. The probability that a given point remains in the unstable vacuum is given by

$$P = e^{-I(T)}, \quad (3.4)$$

To find the percolation temperature, $T_*$, we solve for the condition $I(T_*) = 0.34$ [81], while ensuring that the volume of the false vacuum is decreasing:

$$\frac{1}{V_{\text{false}}} \frac{dV_{\text{false}}}{dt} = H(T) \left( 3 - T \frac{dI(T)}{dT} \right) < 0, \quad (3.5)$$

so as to verify that percolation is possible despite the exponential expansion of the false vacuum.

The parameters relevant for the GW signal are then evaluated at $T = T_*$. These are the strength of the transition [84, 85],

$$\alpha \equiv \frac{1}{\rho_R} \left( \Delta V - \frac{T}{4} \frac{dV}{dT} \right) \bigg|_{T=T_*} \simeq \frac{\Delta V}{\rho_R(T_*)}, \quad (3.6)$$

and the characteristic length scale for the transition given by the average bubble radius [86, 87],

$$R_* = \left[ T_* \int_{T_*}^{T_c} \frac{dT'}{T'^2} e^{-I(T')} \right]^{-\frac{1}{3}}, \quad (3.7)$$
which can be translated into the more commonly used time scale using $\beta = (8\pi)^{\frac{1}{3}}/R_*$ for strong transitions.\(^2\)

After the phase transition the scalar field oscillates around the true vacuum and decays heating the plasma. The decay of $\varphi$ is dominated by decays to two Higgs bosons, $\varphi \rightarrow hh$, and the decay width can be approximated as

$$\Gamma_{\varphi} \approx \frac{\lambda_{\varphi}^2 v_{\varphi}^2}{32\pi m_{\varphi}} \approx 2.5 \times 10^7 g_{B-L} \left( \frac{m_{Z'}}{\text{GeV}} \right)^{-3}$$

where we have used $m_{\varphi} \approx 0.4 g_{B-L} m_{Z'}$ \([35]\). We discuss the possible matter-dominated period caused by slow decay of $\varphi$ and a suitably accurate prescription for the calculation of redshifting of the GW spectrum in this scenario in section 6.

We display the phase transition parameters obtained in the classically conformal U$(l)_{B-L}$ model in figure 1, focusing on the region of parameter space where $\alpha > 1$. We see that, in general, the percolation temperature $T_*$ (left panel) decreases and the strength of the transition $\alpha$ (middle panel) increases for smaller values of the gauge coupling $g_{B-L}$. However, the trend in $\alpha$ changes when $T_* < T_{\text{QCD}}$, at which point the transition is catalysed by quark condensation and the transition cannot become any stronger. For $T_* < T_{\text{QCD}}$ the strength of the transition is determined by $m_{Z'}$. The average size of the bubbles at collision $R_*$ (right panel) is maximised compared to the horizon size when $g_{B-L} \simeq 0.25$, becoming slightly smaller for larger $g_{B-L}$ and significantly smaller for smaller $g_{B-L}$. We have cut off the lower right corners of the planes as there our assumption that $R_*$ is much bigger than the initial bubble radius does not hold (see figure 2).

The main modification due to the increase in $m_{Z'}$ is an increase in the vacuum energy difference, which we find to be related to the $Z'$ mass by

$$\Delta V \approx 0.003 m_{Z'}^2$$

\(^2\)In the case of a weak transition with the wall velocity dictated by strong interaction with the plasma, this expression needs a slight modification \([85]\).

---

**Figure 1.** A selection of $(m_{Z'}, g_{B-L})$ planes, colour-coded according to the percolation temperature, $T_*$ (left), the strength of the transition, $\alpha$ (middle) and the average bubble radius at collisions, $R_*$ (right). Below the dotted curve $\alpha > 1$, below the dashed curve $T_* < T_{\text{QCD}}$, to the right of the dot-dashed curve $\Gamma_{\varphi} < H_*$ and below the solid curve the bubbles collide before they reach terminal velocity (see figure 2). The region to the left of the gray line is excluded by collider searches.
This causes a translation of the beginning of the vacuum-energy-dominated period, which happens at temperature
\[ T_v = \frac{30\Delta V}{\pi^2 g_*(T_v)} \approx 0.1m_{Z'}. \]  
(3.10)

Using eqs. (3.8) and (3.9), we find the following approximate expression for \( \alpha \gg 1 \)
\[ \frac{\Gamma_\phi}{H_*} \approx 6g_{B-L} \left( \frac{m_{Z'}}{2 \times 10^5 \text{GeV}} \right)^{-5}, \]  
(3.11)

which shows that for high \( Z' \) masses the \( \phi \) decay rate is smaller than the Hubble rate at the end of the transition. We indicate this by the dot-dashed curve in figure 1 to the right of which \( \Gamma_\phi < H_* \).

4 Bubble wall Lorentz factor and energy

We next estimate the bubble wall Lorentz factor and whether the bubble wall reaches a terminal velocity before collisions. The pressure difference across the bubble wall is
\[ \Delta P = \Delta V - P_{1 \to 1} - P_{1 \to N}, \]  
(4.1)

where
\[ P_{1 \to 1} \approx 0.04\Delta m^2 T_*^2, \quad P_{1 \to N} \approx 0.005g^2 \gamma^2 T_*^4, \]  
(4.2)

are the contributions from \( 1 \to 1 \) transitions [54] and \( 1 \to N \) splittings at the bubble wall [59] for \( \gamma \gg 1^3 \). Here \( \Delta m^2 = \sum_j c_j k_j \Delta m_j^2 \) includes all particles whose mass changes in the transition, \( g^2 = \sum_j k_j g_j^2 \) includes all gauge bosons to which the scalar field couples, and \( \gamma \) denotes the Lorentz factor of the bubble wall. In equilibrium \( \Delta P = 0 \) and the corresponding bubble wall Lorentz factor is
\[ \gamma_{eq} = \sqrt{\frac{\Delta V - P_{1 \to 1}}{P_{1 \to N} / \gamma^2}} \approx \sqrt{\frac{\Delta V - 0.04\Delta m^2 T_*^2}{0.005g^2 T_*^4}} \]  
(4.3)

in the classically conformal U(1)\(_{B-L}\) model, where \( \Delta m^2 \approx \Delta 3m_{Z'}^2 \) and \( g^2 = 3g_{B-L}^2 \). We show \( \gamma_{eq} \) in the middle panel of figure 2.

Neglecting the plasma effects, the bubble wall Lorentz factor increases as a function of the bubble radius as \( \gamma \approx 2R/(3R_0) \) [60], where \( R_0 \) is the initial bubble radius. We calculate \( R_0 \) as described in ref. [60]. The left panel of figure 2 shows how much the radius increases before the collisions. We have cut off the part of the parameter space where our calculation would give \( R_* < 10R_0 \), as our calculation of \( R_* \) is done assuming that \( R_* \gg R_0 \). At the time of collisions the bubble wall Lorentz factor is
\[ \gamma_* \approx \min [\tilde{\gamma}_*, \gamma_{eq}], \quad \text{where} \quad \tilde{\gamma}_* = \frac{2R_*}{3R_0}. \]  
(4.4)

As can be seen from the right panel of figure 2, the Lorentz factor can be very large, reaching \( \gamma_* \approx 10^9 \) in the region where the collision time is similar to the time when the equilibrium is reached. Below the solid black line the bubbles collide before the terminal velocity is reached.

\(^3\)The \( 1 \to 2 \) contribution discussed in [56] is in principle included in the \( 1 \to N \) contribution that is obtained by re-summing multiple scattering across the wall, as discussed in ref. [59].
As discussed in ref. [60], an important quantity for the GW calculation is the fraction of the total released energy that is in the scalar field gradients at the bubble wall. Here we improve the calculation of the bubble wall energy presented in ref. [60]. The bubble wall energy before collisions is

$$E_{\text{wall}} = 4\pi R^2 \int_0^R \frac{dR'}{3} \left[ \Delta V - P_{1 \rightarrow 1} - P_{1 \rightarrow N}(R') \right] ,$$

where the integral gives the surface energy density of the bubble and the prefactor is the area of the bubble surface. The second friction term arising from $1 \rightarrow N$ splittings depends on the bubble radius through $P_{1 \rightarrow N} \propto \gamma^2 = 4R^2/(9R_0^2)$. For $R > R(\gamma_{\text{eq}})$ the integrand is zero and therefore the surface energy density remains constant after the terminal velocity is reached. By defining

$$\alpha_\infty = \frac{P_{1 \rightarrow 1}}{\rho R} ,$$

we can write the ratio of the bubble wall energy and the total released energy, $E_V = 4\pi R^3 \Delta V/3$, which gives the so-called bubble collisions efficiency factor $\kappa_{\text{col}}$, as

$$\kappa_{\text{col}} = \frac{E_{\text{wall}}}{E_V} = \begin{cases} 1 - \frac{1}{3} \left( \frac{\tilde{\gamma}_*}{\gamma_{\text{eq}}} \right)^2 \left( 1 - \frac{\alpha_\infty}{\alpha} \right) , & \tilde{\gamma}_* < \gamma_{\text{eq}} , \\ \frac{2}{3} \frac{\gamma_{\text{eq}}}{\gamma_*} \left( 1 - \frac{\alpha_\infty}{\alpha} \right) , & \tilde{\gamma}_* > \gamma_{\text{eq}} , \end{cases}$$

where $\tilde{\gamma}_*$, defined in eq. (4.4), is the Lorentz factor that the wall would reach if the friction terms were neglected. Compared to ref. [60], where the last term in the integrand (4.5) was not accounted for, the main difference is the first factor in the case $\gamma_* < \gamma_{\text{eq}}$, the absence of which caused a slight overestimation of the bubble wall energy in ref. [60].

5 Gravitational wave signal

Next we discuss different GW sources in the phase transition. We will start with the GW signal produced by colliding bubbles. While the spectrum from this source can in principle be
calculated in a 3D lattice simulation [88–90], practical realisations are made difficult by the hierarchy between the size of the growing bubble and its very thin wall in strong transitions. As a result it is practically impossible to simulate the strong transitions that would be necessary to produce this signal in realistic scenarios. Because of this, we use results from a simplified approach based on treating walls as infinitely thin shells [91]. Initially these walls were assumed simply to disappear upon collision as the energy dissipates [92–94]. However, it was recently realised that a more realistic slower dissipation of the source will modify the signal [94, 95]. This leads us to the most recent result [96], which uses the thin-shell approach to compute the GW spectrum while basing the dissipation of the sources on lattice simulations of two-bubble collisions. Following ref. [96] we calculate the abundance of GWs sourced by the scalar field gradients as

\[ \Omega_{\text{col},*} = 2.30 \times 10^{-3} (R_s H_*)^2 \left( \frac{\kappa_{\text{col}} \alpha}{1 + \alpha} \right)^2 \left[ 1 + \left( \frac{f_{\text{col}}}{f_d} \right)^{-1.61} \right] \left( \frac{f_{\text{col}}}{f_d} \right)^{2.54} \left[ 1 + 1.13 \left( \frac{f_{\text{col}}}{f_d} \right)^{2.08} \right]^{-2.30}, \]

(5.1)

where the peak frequency is proportional to the inverse of the mean bubble separation,

\[ f_{\text{col}} = 0.28 R_0^{-1}, \]

(5.2)

the frequency \( f_d \) where the low-frequency slope changes is given by

\[ f_d = 0.044 R_0^{-1}, \]

(5.3)

and the efficiency factor \( \kappa_{\text{col}} \) is given in eq. (4.7).

We turn next to GW sources related to motions in the primordial plasma, which are typically separated into two distinct periods. First there is the sound wave period observed in numerical lattice simulations involving the relativistic fluid and field bubbles [84, 97, 98]. This behaviour lasts until [84]

\[ \tau_{\text{sw}} = \frac{R_s}{U_f}, \]

(5.4)

when the fluid motion becomes turbulent and the sound wave period ends.\(^4\) The root-mean-square fluid velocity \( U_f \) can be approximated as [98]

\[ U_f \simeq \sqrt{\frac{3}{4}} \frac{\alpha_{\text{eff}}}{1 + \alpha_{\text{eff}}} \kappa_{\text{sw}}, \]

(5.5)

where \( \kappa_{\text{sw}} \) is the efficiency coefficient for GW production from sound waves:

\[ \kappa_{\text{sw}} = \frac{\alpha_{\text{eff}}}{\alpha} \frac{\alpha_{\text{eff}}}{0.73 + 0.083 \sqrt{\alpha_{\text{eff}} + \alpha_{\text{eff}}}}, \quad \text{with} \quad \alpha_{\text{eff}} = \alpha(1 - \kappa_{\text{col}}). \]

(5.6)

GWs are subsequently produced by the ensuing turbulence [100]. Following [60], we assume that at \( \tau_{\text{sw}} \) all the energy of the fluid motion is simply converted into turbulence, which implies a significant enhancement from this source compared to earlier estimates [101], as the sound

\(^4\)This behaviour was recently also discussed in an expanding background [99]. However, the modification is negligible for a sound wave period lasting much less than a Hubble time, which is what we find in the model studied here when the sound wave source is relevant.
wave period generically lasts much less than a Hubble time \[81\]. The final abundances of the plasma-related sources can be expressed as \[60, 101\]

\[
\Omega_{\text{sw},*} = 0.384 \left( \tau_{\text{sw}} H_* \right) (R_* H_*) \left( \frac{\kappa_{\text{sw}}}{1 + \alpha} \right)^2 \left( \frac{f}{f_{\text{sw}}} \right)^3 \left[ 1 + \frac{3}{4} \left( \frac{f}{f_{\text{sw}}} \right)^2 \right]^{-\frac{7}{2}},
\]

\[
\Omega_{\text{turb},*} = 6.85 (R_* H_*) (1 - \tau_{\text{sw}} H_*) \left( \frac{\kappa_{\text{sw}}}{1 + \alpha} \right)^{3/2} \left( \frac{f}{f_{\text{turb}}} \right)^{3} \left[ 1 + \left( \frac{f}{f_{\text{turb}}} \right) \right]^{-\frac{11}{3}},
\]

with the peak frequencies given by

\[
f_{\text{sw}} \simeq 3.4 R_*^{-1},
\]

\[
f_{\text{turb}} \simeq 5.1 R_*^{-1}.
\]

In order to compute the final spectra as observed today we also need the appropriate redshift factors, which we discuss at some length in the next section.

We note that estimates of the plasma-related sources continuously undergo improvements, for instance through analytical description of plasma sound waves \[45, 102\]. In particular, the modelling of turbulence is far from settled, although much work has been invested in recent years \[103–110\]. Pending further developments in modelling these sources, we use the expressions in (5.7) above as representative of the current state of the art most widely used in the community.

We show in figure 3 the efficiency factors \(\kappa_{\text{col}}\) (left panel) and \(\kappa_{\text{sw}}\) (middle panel), and the duration of the sound wave period \(\tau_{\text{sw}}\) (right panel) in the classically conformal \(U(1)_{B-L}\) model. We see that \(\kappa_{\text{col}} \sim 1\) below the solid black line where the bubble walls collide before reaching a terminal velocity. This indicates that the GW signal from the phase transition is dominantly sourced by the scalar field gradients. Above that line \(\kappa_{\text{col}}\) quickly drops and \(\kappa_{\text{sw}} \sim 1\). In this region the plasma-related sources dominate the GW production. As the duration of the sound wave period in this case is \(\tau_{\text{sw}} \sim 0.1 H_*^{-1}\), sound waves and turbulence in the plasma give comparable contributions to the GW signal.

![Figure 3](image-url)
We illustrate the rapid transition from GW signals sourced by plasma motion to scalar field gradients in figure 4. To this end we set the U(1)$_{B-L}$ boson mass to $m_{Z'} = 3.2 \times 10^5$ GeV, and show results for several values of the gauge coupling in the range $0.262 \leq g_{B-L} \leq 0.269$. This narrow range is enough to switch from signals dominated by plasma sources to a signal produced predominantly by bubble collisions. We also show the sensitivity of LIGO [63–65], as well as the projections for the future laser interferometers LISA [66, 67] and Einstein Telescope (ET) [72, 73] and the terrestrial atom interferometer experiment AION [68], its twin project MAGIS [69, 70], and their proposed satellite version AEDGE [71].

6 Impact of matter domination on the GW signal

We turn now to a discussion of the redshift of the GW signal. We pay special attention to the case in which the very strong transition with $\alpha \gg 1$ is accompanied by very small field decay rate. This causes the field to oscillate around its minimum after the transition, before the Hubble rate drops below the field decay rate to finally allow reheating. If plasma effects can be neglected, these oscillations will dominate the energy density at the end of the transition. If instead the bubble walls reach a terminal velocity before collisions, the energy density after the transition is dominated by the plasma and scales as radiation. However, also in this case the field oscillations can become the dominant energy density component prior to their decay, causing a matter-dominated period.

Accounting for a fraction $1 - \kappa_{\text{coll}}$ of the total released vacuum energy to go into the plasma during the expansion of the bubbles, the energy densities of the scalar field $\varphi$ and radiation at the time of the transition, $t = t_*$, are

$$\rho_{\varphi*} = 3M_p^2 H_*^2 \frac{\kappa_{\text{coll}} \alpha}{1 + \alpha}, \quad \rho_{R*} = 3M_p^2 H_*^2 \frac{(1 - \kappa_{\text{coll}}) \alpha}{1 + \alpha}. \quad (6.1)$$

The subsequent decay of the scalar field oscillations into radiation is governed by the $\varphi$ decay
rate, $\Gamma_\varphi$, and the evolution of the energy densities is governed by the equations

\[
\dot{\rho}_R + 4H\rho_R = \Gamma_\varphi \rho_\varphi, \quad \dot{\rho}_\varphi + 3H\rho_\varphi = -\Gamma_\varphi \rho_\varphi, \quad H^2 = \frac{\rho_R + \rho_\varphi}{3M_p^2}. \tag{6.2}
\]

It is often convenient to rewrite these equations as functions of the scale factor $a$ rather than time, using $d/dt = aH d/da$. We solve this set of equations numerically, finishing at the scale factor value $a = a_\times$ when the contribution of the field becomes negligible: $\rho_\varphi(a_\times)/\rho_R(a_\times) < 10^{-3}\kappa_{\text{col}}$. To stitch this result together with the subsequent standard radiation-dominated evolution, we simply convert the energy back to temperature via $\rho_R(a_\times) = \pi^2 g_*(T_\times)T^{4}_\times/30$, assuming $g_*(T_\times) \approx 100$ for simplicity.

Whether the field fluctuations decay quickly into radiation or not, the total energy during the transition is the same, and the initial abundance of GWs is not modified significantly [61]. However, after production the GWs redshift in the same way as radiation, and a period of matter domination modifies the GW abundance observed today. The GW spectrum redshifts as

\[
\Omega_{\text{GW},0}(f) = \begin{cases} 
\left( \frac{a_0}{a_\times} \right)^4 \left( \frac{H}{H_\times} \right)^2 \Omega_{\text{GW},*} \left( \frac{a_0}{a_\times} f \right) & \text{for } f > f_*, \\
\left( \frac{a_\times}{a_0} \right)^4 \left( \frac{H_\times}{H} \right)^2 \Omega_{\text{GW},*} \left( \frac{a_\times}{a_0} f_\times \right) \left( \frac{f}{f_\times} \right)^3 & \text{for } f < f_* ,
\end{cases}
\tag{6.3}
\]

where $a_f$ corresponds to the scale factor when the scale $2\pi f$ re-enters the horizon, $2\pi f = a_f H_f$, and $2\pi f_\times = a_\times H_\times$ corresponds to the horizon-size wavelength at the time of the phase transition. We can write the redshift factor for the total abundance as

\[
\left( \frac{a}{a_0} \right)^4 \left( \frac{H}{H_0} \right)^2 = 1.67 \times 10^{-5} h^{-2} \left( \frac{100}{g_{\text{eff}}(T_\times)} \right)^{\frac{1}{2}} \left( \frac{a}{a_\times} \right)^4 \left( \frac{H}{H_\times} \right)^2 , \tag{6.4}
\]

and for the frequency as

\[
a_0/a_\times = 2.70 \times 10^{15} \left( \frac{T_\times}{100 \text{ GeV}} \right) \left( \frac{g_{\text{eff}}(T_\times)}{100} \right)^{\frac{1}{2}} a_\times/a_*. \tag{6.5}
\]

In addition to redshifting the peak of the spectrum, another important effect is that a matter-dominated period can produce features in the spectrum, as superhorizon modes re-entering the horizon at different times get different redshift factors [62]. Beyond the horizon size at the time of production, the spectrum from a short-lasting source, such as a phase transition, is $\propto f^3$ in standard radiation-dominated expansion [111, 112], but the behaviour changes to $\propto f^1$ for scales re-entering the horizon during matter domination [113]. Therefore, during a matter-dominated period we observe a tilted ‘plateau’ with slope $f^1$ developing below the frequency corresponding to the horizon size. The length of this plateau is dictated by the length of the matter-dominated period, which is given in our model by $\Gamma_\varphi/H_*$. We illustrate this effect in figure 5 by showing the GW spectra for a few chosen points in the parameter space with different values of $\Gamma_\varphi/H_*$. As we see, for smaller decay rates the overall abundance of the spectrum is diminished across much of the spectrum by the modified redshifting, whereas the flatter ‘plateau’ at small frequencies becomes longer. In this example, the ‘plateau’ may be measurable by LISA, whereas the peak might be detectable by AEDGE as well as LISA.

This effect can be also described with a simple analytical approximation in the case that at $a = a_\times$ the scalar field oscillations dominate the energy density, $\rho_\varphi \gg \rho_{R*}$. We start
Figure 5. GW spectra generated by bubble collisions for $g_{B-L} = 0.26$ and selected values of $m_{Z'} = 3 \times 10^5$ GeV (solid) $m_{Z'} = 8 \times 10^5$ GeV (dashed) $m_{Z'} = 2 \times 10^6$ GeV (dot-dashed) in the U(1)$_{B-L}$ model. The corresponding values of $\Gamma_\phi/H_*$ are also indicated above the signals. The period of matter-dominated expansion elongates the inclined ‘plateau’ below the peak in the frequency spectrum, and also suppresses the peak as $m_{Z'}$ increases.

by approximating to the solution of the system (6.2) to describe the brief period of matter domination as [62]

$$H(a) = H_* \left( \frac{a_*}{a_{\text{reh}}} \right)^{\frac{3}{2}} \left( \frac{a_{\text{reh}}}{a} \right)^{2} \left[ 1 + \left( \frac{a_{\text{reh}}}{a} \right)^{2} \right]^{-\frac{1}{4}}.$$  \hspace{1cm} (6.6)

For this approximation to work properly it is crucial to find the value of the scale factor $a_{\text{reh}}$ at which radiation domination resumes. Assuming that the expansion is dominated by field oscillations from $H_*$ we get

$$t - t_* = \int_{a_*}^{a_{\text{reh}}} \frac{da}{aH} = \frac{2}{3} H_* \left[ \left( \frac{a_{\text{reh}}}{a_*} \right)^{\frac{3}{2}} - 1 \right],$$  \hspace{1cm} (6.7)

which, combined with the lifetime of the oscillations given by $\tau_\phi = 1/\Gamma_\phi$, and assuming that $\Gamma_\phi \ll H_*$, gives

$$a_{\text{reh}} = a_* \left( \frac{3 H_*}{2 \Gamma_\phi} \right)^{\frac{3}{2}}.$$  \hspace{1cm} (6.8)

In order to implement modifications to the GW signal we find the frequency corresponding to the horizon size at reheating, $f_{H\text{reh}} = a_{\text{reh}} H(a_{\text{reh}})/2\pi$, and the frequency corresponding to the horizon size at transition, $f_* = a_* H(a_*)/2\pi$. We can then use eq. (6.6) to solve for the evolution of the scale factor

$$\frac{a}{a_{\text{reh}}} = \sqrt{\frac{\chi(f)}{2} - \frac{1}{2}}, \quad \chi(f) = \sqrt{8 \left( \frac{f_{H\text{reh}}}{f} \right)^{4}} + 1.$$  \hspace{1cm} (6.9)
The final step is to use this while taking care of the terms in eq. (6.3) corresponding to redshifting up to $a_{\text{reh}}$, obtaining

$$
\left( \frac{a}{a_{\text{reh}}} \right)^4 \left( \frac{H}{H_{\text{reh}}} \right)^2 \approx \begin{cases} 
1 & \text{for } f < f_{\text{reh}}, \\
\sqrt{\frac{2(x(f)-1)}{x(f)+1}} & \text{for } f_{\text{reh}} < f < f_*, \\
\sqrt{\frac{2(x(f_*)-1)}{x(f_*)+1}} & \text{for } f > f_*,
\end{cases}
$$

(6.10)

where the frequency dependence and various cases take into account the redshifting of modes only after they re-enter the horizon.

We have checked this approximation against our numerical results, finding that it is quite accurate provided that $\Gamma_\varphi/H_* \ll 1$ and $\kappa_{\text{col}} \approx 1$, in which case it can easily be used to reproduce the $f^1$ plateau developing in the GW spectrum at low frequencies. However, we still use the full numerical result of eq. (6.2) in the results we show in the next section, partly due to one additional caveat, namely that, even if $\kappa_{\text{col}}$ in eq. (6.1) is small and significant reheating occurs at the transition, the small amount of energy stored in field oscillations can still dominate the expansion for some time after the transition if the dominant radiation redshifts away before the field decay overtakes the expansion rate. In that case the additional plateau loses significance, as it is far detached from the peak, though the additional redshift can still make the spectra more difficult to observe.\(^5\)

7 Prospects for observing the GW signals

We display in figure 6 the spectra of GWs for $g_{B-L} = 0.22$ (left panel) and $g_{B-L} = 0.3$ (right panel) and selected values of $m_{Z'}$ indicated by colour coding. Plasma sources of GWs such as sound waves and turbulence dominate the signal for $g_{B-L} = 0.3$, whereas for $g_{B-L} = 0.22$ the spectra are predominantly produced through bubble collisions. In both panels, the leftmost spectrum is that for the lightest $Z'$ boson consistent with LHC data, with a mass, $m_{Z'} \approx 4$ TeV. The damping of the signal visible at high masses is due to the modified redshifting of the signal caused by very slow decay of the field, which leads to a period of matter domination. This effect is more severe if initially most of the energy

\(^5\)We could with effort find an analytical approximation for the Hubble rate also in that case, but the solution for the GW spectrum would be much more complicated, and would involve some numerics.
is stored in the scalar field profiles, as in the left panel, and we see that the signals are diminished before they reach ET frequencies. The same effect is visible in the right panel, although the matter-domination period there is postponed due to significant reheating during the transition and, as a result, higher peak frequencies are populated. The visible effect of this matter-domination period is the lengthening of the $\propto f^1$ ‘plateau’ forming at frequencies below the peak in the lower spectra in the left panel. The same feature appears also in the right panel. However, because the matter-domination period begins significantly after the transition for this larger value of $g_{B-L}$, the feature appears much further from the peak and is not apparent in the figure. We see that when $g_{B-L} = 0.22$ in this model the LHC lower limit on $m_{Z'}$ reduces the chances for detection of a GW signal by LISA [66, 67], and that the suppression by matter domination of the peak for large $m_{Z'}$ appears to preclude measurement of this GW signal by ET [72, 73]. On the other hand, AEDGE [71] appears to offer good prospects for GW detection for $m_{Z'} \lesssim 10^6$ GeV and AION 1km [68] also has some prospects for $m_{Z'} \sim 10^6$ TeV. On the other hand, when $g_{B-L} = 0.3$ each of LISA, AEDGE and ET has a good prospect for GW detection over some range of $m_{Z'}$, as does AION 1km, and even AION 100m has some prospects for $m_{Z'} \sim 10^6$ TeV, though detection by LIGO [63–65] appears difficult.

Our next step is to probe systematically the parameter space for GW detection prospects in the various experiments. To this end, we make a standard signal-to-noise ratio (SNR) analysis. For each experiment we use its noise curve to calculate the SNR for the spectrum predicted at each point in the parameter space using

$$\text{SNR} \equiv \sqrt{\mathcal{T} \int df \left[ \frac{\Omega_{GW}(f)}{\Omega_{\text{noise}}(f)} \right]^2}, \quad (7.1)$$

where we assume operation for a period $\mathcal{T} = 4$ yr for each experiment. We display the results in figure 7 for six experiments: LISA, AION 100m, AION 1km, AEDGE, LIGO and ET. In the case of LIGO we show its design sensitivity. The current sensitivity does not reach SNR = 10, but the O2 sensitivity of LIGO reaches SNR > 1 within the region enclosed by the gray dashed contour shown in the upper right panel.

From figure 7 we see that LISA (top left panel) has a good reach in the model parameter space, though the spectra in our model are typically pushed to frequencies above the peak sensitivity of LISA, due to collider constraints on the mass $m_{Z'}$ of the gauge boson. This means that the mid-frequency band is better suited to this model, and AEDGE and AION 1km (middle panels) can indeed probe a larger part of the allowed model parameter space. Below the solid black line the spectra are mostly produced by bubble collisions, whereas above it plasma-related sources dominate. We see that the effect of matter domination limiting the allowed frequencies from above is especially severe for bubble collision signals and, indeed, prevents ET (bottom right panel) from observing a bubble collision signal with significant SNR. This effect also diminishes the signal at high mass values, but other experiments, especially AEDGE, still have access to a significant part of the parameter space where this signal dominates. The situation is more standard for plasma-related sources where, as usual, larger mass scales are associated with higher frequencies, so LISA probes a lower mass range and ET a higher range, with AION and AEDGE covering the fullest range of frequencies.
Figure 7. The expected signal-to-noise ratio (SNR) for observing the stochastic GW background from the $U(1)_{B-L}$ breaking phase transition for different future experiments: LISA (top left), AION 100m (top right), AION 1km (middle left), AEDGE (middle right), LIGO (bottom left), and ET (bottom right). In the red regions $\text{SNR} > 1000$ and in the blue regions $\text{SNR} < 0.001$. The solid gray contours correspond to $\text{SNR} = 10$, and the dashed gray contour in the bottom left panel indicates $\text{SNR} = 1$ for the current LIGO sensitivity. Below the black solid curves the bubbles collide before they reach terminal velocity and the signal is dominated by the contribution from scalar field gradients, while above that line plasma-related sources dominate.
8 Conclusions

We have revisited gravitational wave (GW) signals in the U(1)$_{B-L}$ extension of the Standard Model. We have probed the whole relevant parameter space, paying particular attention to regions with very strong transitions. We find that the GW signals are typically strong and should be detectable in upcoming experiments including LISA, AION/MAGIS, AEDGE, LIGO and ET. The frequency of the signal generically grows with the energy scale of the transition, which is in turn connected to the mass of the new U(1)$_{B-L}$ $Z'$ boson in the model. However, the optimal frequency range is limited from below by constraints on the mass of the $Z'$ boson placed by LHC experiments, and from above by the very slow decay of the U(1)$_{B-L}$-breaking field at high masses. This leads to a short matter-domination period that diminishes the signal.

We have refined the calculation of the energy budget for GW sources taking into account the scaling of the friction encountered by bubble walls as $\propto \gamma^2$. This means that the walls reach a terminal velocity faster than previously thought and, as a consequence, a smaller fraction of the total energy goes into accelerating the walls. Whilst this does modify the part of the parameter space predicting a strong bubble collision signal, we still find that a large part of the parameter space predicts a strong and potentially observable GW signal sourced predominantly by bubble collisions.

We have scanned the parameter space of the model to identify where the GW signals produced would be within reach of upcoming experiments. We find that LISA as well as AION/MAGIS and AEDGE will be able to observe signals sourced mostly by bubble collision. Observation of such signals at higher frequencies is difficult as the large mass of the field prohibits its decay and triggers a matter-dominated epoch after the transition. This diminishes the signal, and we find that LIGO and ET will not be able to observe bubble collision spectra in our model with a large signal-to-noise ratio. For signals dominated by plasma sources this problem is mitigated, as significant reheating occurs already during the transition. However, even a small fraction of energy initially stored in field oscillations can eventually come to dominate due to its slower redshifting if the field decay is suppressed enough. Nevertheless, signals produced by plasma-related sources extend to much higher frequencies for appropriately large $Z'$ boson masses, and they would be observable by LIGO and ET as well as by LISA, AION/MAGIS and AEDGE.
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