An Improved Level Set Method on the Multiscale Edges
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Abstract: The level set method can segment symmetrical or asymmetrical objects in real images according to image features. However, the segmentation performance varies with feature scale. In order to improve the segmentation effect, we propose an improved level set method on the multiscale edges, which combines the level set method with image multi-scale decomposition to form a unified model. In this model, the segmentation relies on multiscale edges, and the multiscale edges depend on multiscale decomposition. A novel total variation regularization is proposed in multiscale decomposition to preserve edges. The multiscale edges obtained by the multiscale decomposition are integrated into the segmentation process, and the object can be easily extracted from a proper scale. Experimental results indicate that this method has superior performance in precision, recall and F-measure, compared with relative edge-based segmentation methods, and is insensitive to noise and inhomogeneous sub-regions.
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1. Introduction

Image segmentation is a technique of partitioning an image into disjoint regions [1]. It is one of the most critical steps toward image understanding. Many image segmentation techniques are widely applied in various fields of computer vision such as moving object detection [2,3], object recognition [4,5] and vehicle tracking [6]. These segmentation techniques use low-/mid-level features, such as the intensity/color information [2], edges [4], or shape [5]. However, it is still difficult to segment real images since the symmetrical or asymmetrical objects of real images are diverse and the background is complex, and random.

According to features for segmentation, image segmentation methods can be divided into two categories, which are based on the learned features and based on the artificial features. The learned features are generally obtained by the deep learning method from the training, and the artificial features generally are low-level features of an image. The segmentation methods based on learned features can extract the objects by using the features obtained from deep learning [7] on the training set. These segmentation methods usually require a large amounts of training data consisting of objects that may appear in an image. In practice, the training data are limited in many specific tasks. In this case, they cannot replace the methods based on the artificial features. Fully convolutional networks (FCNs) can auto-implement the image segmentation with multi-level information [8], which is obtained through deep learning. Compared with the traditional segmentation algorithms, FCNs can achieve out-performance for the objects with massive samples, but not for the objects with small training
sample sets [9]. In addition, segmentation methods based on learned features exhibit poor performance in segmenting new objects which are not in the training set.

Compared with learned feature-based image segmentation methods, artificial feature-based image segmentation methods can use different artificial features to extract objects without training sets. The artificial features used for segmentation are usually the low-level features of the image, such as regions [10–15], edges [16,17] and hybrid features [18,19]. The active contour model based on the level set method [20] is an efficient segmentation method using artificial features. According to the implicit representation of the object contour, the active contour model based on the level set method segments an image into the object and the background by the curve evolution under the constraints. According to constraints, these models are mainly categorized into edge-based and region-based models. The region-based CV model [10], in which sub-regions are represented by the mean values, outperforms for piece-wise constant images. While the region inhomogeneity and noise lead to the reduction of regional mean disparity, and lead to poor segmentation results. In order to eliminate the negative effects of non-uniformity, a local binary fitting energy function [12] and its improved function [13] are incorporated into the active contour models. However, those models are not designed for noisy images. Ali [15] proposed a variational global and selective segmentation model suitable for segmenting a range of images that have intensity inhomogeneity, noise and a combination of both. However, due to a large amount of calculation, it is not convenient to apply.

Compared with the region-based methods, the edge-based methods can effectively obtain accurate results particularly in segmenting images with sharp gradients. The edge-based level set method proposed by Li [16], which does not require re-initialization, can effectively segment images with a large gradient. Furthermore, the model evolves faster by constructing a symbolic distance-holding term in the energy function as a penalty term without reinitializing. However, in the case of uneven noise and intensity, this model cannot effectively segment the weak edges. In addition, the edges are blurred by Gaussian filter in this model. To improve the edge information for segmentation, many other level set models have been presented. For example, Akram et al. [21] proposed an edge-based level set method driven by the difference of Gaussians (DoG). The DoG is used as an edge indicator parameter, which acts as a feature enhancement tool to enhance the edges of an image. Khadidos et al. [22] proposed a weighted level set model based on local edge features in which the energy terms are weighted according to their relative importance in boundary detection. However, these models still have two major limitations: (1) segmentation results are sensitive to the initial curve; (2) it is difficult to adaptively choose a smoothing scale (the standard deviation of the Gaussian kernel). In terms of the first limitation, Yeo and Xie incorporated the prior shape information into the initial curve and improved the segmentation effects for the specific object to resolve this problem [17], but the shapes of objects in real images are usually unknown. To solve (2), it is necessary to construct a novel smoothing model to improve the edge information for segmentation. In addition, the model can generate multi-scale edge, which makes the objects be easily extracted from a proper scale.

In order to improve the segmentation effect for real images, we propose an improved level set method for segmentation on the multiscale edges. In the proposed model, the segmentation relies on multiscale edges, and the multiscale edges depend on multiscale decomposition. We first propose a novel variation regularized multiscale decomposition to preserve edges and then the multiscale edges obtained by the multiscale decomposition are merged into the segmentation process. Finally, we construct an iterative termination condition based on a significant level of the segmentation region to extract the objects at a proper scale. The experimental results indicate that this algorithm using multiscale edges of an image exhibits superior performance in precision, recall rate and F-measure to relative edge-based segmentation methods. Moreover, the proposed algorithm is insensitive to noise and inhomogeneous regions.

The rest of the paper is organized as follows. In Section 2, the proposed segmentation model based on multiscale edges is introduced. The experimental results are given in Section 3. Finally, the conclusions are made in Section 4.
2. Proposed Method

The image segmentation performance based on the level set method depends not only on the algorithm itself, but also on edges. The image edges are sensitive to scale. For example, the fine information of the image edges is lost at large scales, which causes the edges to deviate from the actual edges; at small scales, the image edges are sensitive to noise, leading to false edge detection. Therefore, it is necessary to select the proper scale in image segmentation. In this paper, we propose an improved level set method which combines the segmentation and the multiscale decomposition to extract the object from a proper scale. The overall structure of the proposed method is shown in Figure 1. The proposed model can be described as the following formula:

\[ E(u_0, \phi) = D(u_0, u) + S(\nabla u, \phi) \]  

where \( u_0 : \Omega \rightarrow [0,1] \) is an image with \( N \) pixels, \( \phi \) is the level set function, a set \( \{ (x, y) | \phi(x, y) = 0 \} \) denotes the segmentation curve, \( \{ (x, y) | \phi(x, y) > 0 \} \) denotes the background, and \( \{ (x, y) | \phi(x, y) < 0 \} \) denotes the object. The first term \( D(u_0, u) \) is a multiscale decomposition term, where \( u \) is a smoothed image. The second term \( S(\nabla u, \phi) \) is a segmentation term, where \( \nabla u \) is the gradient of the smoothed image.

![Figure 1. Processing flow of the proposed image segmentation.](image)

2.1. The Multiscale Edges

The segmentation result, that is an optimal solution of (1), depends on the edges which vary with the scale of \( u \). For an image with the homogeneous regions, since the color distributions within each region contrast highly among regions, the object extraction could achieve a good performance even in a fine scale, as with the image \( u_0 \). In practice, the smoothed image in a fine scale often contains inhomogeneity within a region and leads to pseudo edges. To improve the smoothing effect to preserve strong edges and enhance weak edges, a novel edge-preserved smoothing model is used to analyze the image, which is formulated as based on the following minimization problem:

\[ D(u_0, u) = \frac{\tau}{2} \int_{\Omega} (u_0 - u)^2 + \int_{\Omega} \frac{||\nabla u||^2}{1 + ||\nabla u||^2} dxdy \]  

(2)
Suppose that $D(u_0, u)$ has a minimum point. Then, it formally satisfies the Euler–Lagrange equation:

$$\tau(u - u_0) = \text{div}\left(\nabla u \frac{1 + |\nabla u|^2}{2}\right)$$

(3)

The simple finite difference scheme and lagged diffusivity fixed-point iteration method are exploited to linearize the above equation at each iteration $u^{(n-1)} \rightarrow u^{(n)}$. If $p$ is a member of the four adjacent pixel set $\Lambda$ on the target pixel $p_0$ (Figure 2), $u^{(n-1)}(p_0)$ can be updated by:

$$u^{(n)}(p_0) = \frac{\tau^{(n)}u_0(p_0) + \sum_{p \in \Lambda} \omega^{(n)}(p)u^{(n-1)}(p)}{\tau^{(n)} + \sum_{p \in \Lambda} \omega^{(n)}(p)}$$

(4)

where $\omega^{(n)}(p)$ is the weight coefficient of the pixel $p$:

$$\omega^{(n)}(p) = \left(1 + |\nabla u^{(n-1)}(p)|^2\right)^{-2}$$

(5)

when $|\nabla u^{(n)}(p)| \to 0$, $\omega^{(n)}(p) \to 1$, the inhomogeneous sub-region of an image is smoothed. When $|\nabla u^{(n)}(p)| \to \infty$, $\omega^{(n)}(p) \to 0$ and $u^{(n)}(p_0) \approx u^{(0)}(p_0)$, the edges are preserved.

Figure 2. The 2-clustering of the target pixel and its neighbors, the red circle denotes the target pixel, the white and black filled circles denote foreground and background, respectively. (a) All pixels are located in the foreground, (b) a pixel is located in the background and others in the foreground, (c) two pixels are located in the background and others in the foreground.

The parameter $\tau^{(n)}$ in Equation (4) trades off edge preservation and region-smoothing. If $\tau^{(n)} >> \omega^{(n)}(p)$, then $u^{(n)}(p_0) \approx u_0(p_0)$ which cannot optimize the edges. If $\tau^{(n)} << \omega^{(n)}(p)$, the $u^{(n)}(p_0)$ approximates the weighted-mean of adjacent pixels, the edges are blurred and these blurred edges will cause the segmentation curve to converge excessively.

The fixed $\tau^{(n)}$ cannot adaptively harmonize edge-preserving and sub-region smoothing according to the local information of the image [23,24]. In order to solve this problem, the 2-clustering of the target pixel and its adjacent pixels are analyzed based on their spatial relationship.

- If the target pixel is inside or outside the object, the adjacent pixels should be the object or not due to region connectivity (Figure 2a).
- Suppose the target pixel is located at the object boundary, the adjacent pixels would belong to one of the following cases.
If one of the four adjacent pixels is located in the background, there are four kinds of situations (Figure 2b).

If two of the four adjacent pixels are located in the background, there are six kinds of situations (Figure 2c).

As shown in Figure 2, the target pixel should belong to the sub-class that contains more pixels, and the parameter $\tau^{(n)}$ should be set as:

$$\tau^{(n)} = \text{median} \left\{ \left( 1 + |\nabla u^{(n-1)}(p_0)|^2 \right)^{-2}, \omega^{(n)}(p) \right\}, \quad p \in \Lambda.$$  \hspace{1cm} (6)

The multiscale edges of an image can be described as:

$$u_0 = u^{(0)} \Longrightarrow \ldots \Longrightarrow u^{(k-1)} \Longrightarrow u^{(k)} \Longrightarrow \ldots$$

$$(\nabla u_0) \Longrightarrow |\nabla u^{(k-1)}| \Longrightarrow |\nabla u^{(k)}|$$

The presence of $u_0$ at each step constantly ensures that the raw image is not forgotten during the smoothing, which contains the crucial edges of an image. At step $k$, the smoothed image $u^{(k)}$ depends on $u^{(k-1)}$. This causes the small-scale edges $|\nabla u^{(k-1)}|$ to be smeared step by step. As the number of iterations increases, the strong edges are preserved, and the weak edges are enhanced.

2.2. The Level Set Method

In this paper, the object is extracted using the edges in the smoothed image. Assuming that each region in the smoothed image is a constant or an approximate constant, the edge-based level set methods can get accurate results effectively. The main idea is to represent the contour as the zero level set of a high-dimensional level set function, and make it evolve to the object edges driven by the energy function. The segmentation model using the level set method for an image $u$ is formulated through the following minimization problem [16]:

$$S(\nabla u, \phi) = \lambda \int_{\Omega} g(|\nabla u|)\delta(\phi)|\nabla \phi| dxdy + \nu \int_{\Omega} g(|\nabla u|)H(-\phi) dxdy + \frac{\mu}{2} \int_{\Omega} (|\nabla \phi| - 1)^2 dxdy. \hspace{1cm} (7)$$

In Equation (7), the first two terms are the external energy which drive the zero level set toward the object boundaries, while the last term is the internal energy which controls the penalization effect. $\mu > 0$ is a parameter controlling the penalization effect. $\lambda > 0$ and $\nu$ are the weight of the circumference and area of the segmentation curve, respectively. $H(\phi)$ is the Heaviside function, and $\delta(\phi)$ is the Dirac measure. $H(\phi)$ and $\delta(\phi)$ are defined as follows:

$$H(\phi) = \begin{cases} 
1 & \phi \geq 0 \\
0 & \phi < 0
\end{cases}, \quad \delta(\phi) = \frac{dH(\phi)}{d\phi}. \hspace{1cm} (8)$$

g($\nabla u$) is the edge indicator function. In our proposed model, the edge indicator function of the gradient $|\nabla u|$ is defined as:

$$g(|\nabla u|) = (1 + |\nabla u|)^{-1}. \hspace{1cm} (9)$$

Suppose that $S(|\nabla u|, \phi)$ has a minimum point, by introducing an artificial temporal variable $t$, the steepest descent process could be used to obtain the minimization of the function $S(|\nabla u|, \phi)$. Its gradient flow is:

$$\eta(\phi) = \frac{\partial H(\phi)}{\partial t} = - \frac{\partial t(\nabla u, \phi)}{\partial \phi}$$
$$= \lambda \delta(\phi) \text{div}(g(|\nabla u|) \frac{\nabla \phi}{|\nabla \phi|}) + \nu g(|\nabla u|) \delta(\phi) + \mu \left[ \Delta \phi - \text{div}(\frac{\nabla \phi}{|\nabla \phi|}) \right], \hspace{1cm} (10)$$
where $\Delta(\bullet)$ is the Laplacian operator.

The central difference is used to approximate $\nabla \phi$ and introduce an artificial temporal variable $\Delta t$, while $\phi^{(n-1)}$ can be updated by:

$$\phi^{(n)} = \phi^{(n-1)} + \Delta t \eta(\phi^{(n-1)}).$$  \hspace{1cm} (11)

### 2.3. Segmentation on the Multi Scale Edges

The proposed image segmentation method consists of the multiscale decomposition and segmentation. In the process of the discrete computation on (1), this model can be simplified as follows:

$$\phi^* = \arg_{\phi} \min \left\{ E(u_0, \phi) \right\}$$
$$= \arg_{\phi} \min \left\{ D(u_0, u^k) + S(\nabla u^k, \phi^k) \right\}, k = 0, 1, \ldots$$  \hspace{1cm} (12)

A series of smoothed images with different scale edges are obtained using the multiscale decomposition model to decompose an image. Then the level set method is used to extract the object from the smoothed image with different scales one by one. At step $k$, the segmentation curve $\phi^k$ is obtained from the evolution of smoothed image $u^k$ by level set algorithm with initial curve $\phi^{k-1}$. The steps of multiscale edge segmentation are shown in Figure 1.

In the segmentation process, since the level set algorithm uses smoothed images with different scale edges each time, the results of each segmentation are inconsistent. In order to evaluate the performance of the segmentation using the adjacent scale-edges, a significance level of segmentation region is established, which is defined as follows:

$$Sl(k) = 1 - \frac{\text{card}(A_k \cap A_{k-1})}{\text{max}\{\text{card}(A_k), \text{card}(A_{k-1})\}}.$$  \hspace{1cm} (13)

where $A_k$ and $A_{k-1}$ represent the objects using the smoothed images with different scale edges at number of iterations $k$ and $k-1$, in which $A = \{i | \phi(i) \leq 0, i = 1, 2, \ldots, N\}$.

In (13), with the number of iterations $k$ gradually increasing, the strong edges are preserved, and the weak edges are enhanced. The segmentation curve gradually evolves to the contour of the object and $Sl(k)$ gradually decreases. When the segmentation curve reaches the contour of the object, $A_k$ and $A_{k-1}$ are the closest and $Sl(k)^{\prime} = 0$, that is, $Sl(k)$ is the minimum. When the number of iterations $k$ continues to increase, the edges of the image become blurred, the segmentation curve continue to shrink, and $Sl(k)$ gradually increase until the segmentation curve disappears. In summary, the automatic iteration termination condition for segmentation should be constructed as $Sl(k)^{\prime} = 0$.

### 3. Experimental Results and Analysis

The experiments were conducted using VC 6.0 on a PC with Intel-Core i5 CPU @ 3.40 GHz and 4GB of RAM without any particular code optimization. During the implementation of the proposed model, the parameter $\lambda = 5.0$, $\mu = 0.04$, $\nu = 3.0$, $\Delta t = 5.0$ were used for all experiments. In addition, the proposed model is implemented to monochannel images.

In order to test the segmentation performance using the proposed method on real images with strong or weak edges, experiments were carried out to compare this with relative level set models and other edge-based segmentation models, such as Li’s model [16], SDREL model [19], DCLSM model [25] and IMST model [26]. In these models, Li’s model is an edge-based level set model that uses the Gaussian filter to smooth images. SDREL model is an improved level set model that considers the saliency map into account and combines region information with edge information into the level set model. Recently, many level set methods combined with deep learning have been proposed [25,27,28]. These existing methods mainly use deep learning to perform coarse segmentation first to obtain the initial mask for level set evolution. Then, the level set function uses this mask as a prior shape to evolve to get the contours of the objects. However, these methods would not get good segmentation
results when the initial mask is not accurate enough or covers the object. To prove the performance of the proposed model, DCLSM model which is based on deep learning was considered for comparison.

The different sizes of images that were obtained from the International web and the Berkeley segmentation database were segmented. These partial results are shown in Figure 3. The effects of these three algorithms on the image with strong edges are almost the same (Figure 3a). For images with weak edges (Figure 3b,c), the segmentation result using this method outperformed the other two methods. Compared with other methods, this method has the following three characteristics: (1) integrating smoothing, image segmentation, and the number of smoothing iterations depends on the significant level of segmentation; (2) the weight of the target pixel is set according to local information, and adaptively harmonizes edge-preservation and region-smoothing; (3) the weak edges are enhanced. In Li’s model, the segmentation accuracy declines since the edges are blurred by Gaussian smoothing (Figure 3c). The segmentation effects are poor when using the IMST method for images with weak edges.

In order to evaluate the segmentation performance using this method on real images with inhomogeneous regions, the different sizes of images were segmented, and the partial results are presented in Figure 4. In Li’s model, the segmentation curve was far away from the ground truth due to the edge blurred by Gaussian smoothing. The effect of this method was better than the other two models. However, there were non-semantic sub-regions when using this model in Figure 4c. The reason is that the weak edges were over-enhanced. More experimental results are shown in Figure 5 to prove the segmentation performance.

![Figure 3. Cont.](image-url)
Figure 3. Comparison of the proposed method with the Li’s model, IMST model, DCLSM model and SDREL model on real images. Row 1: original images and initial curves, Row 2: the ground truth, Row 3: the proposed model, Row 4: Li’s model, Row 5: IMST model. Row 6: DCLSM model, Row 7: SDREL model.

Figure 4. Cont.
Figure 4. Comparison of the proposed method with the Li’s model, IMST model, DCLSM model and SDREL model on real images with serious inhomogeneity. Row 1: original images and initial curves, Row 2: the ground truth, Row 3: the proposed model, Row 4: Li’s model, Row 5: IMST model, Row 6: DCLSM model, Row 7: SDREL model.

Figure 5. Cont.
Figure 5. Comparison of the proposed method with the Li’s model, IMST model, DCLSM model and SDREL model on real images with other real images. Row 1: original images and initial curves, Row 2: the ground truth, Row 3: the proposed model, Row 4: Li’s model, Row 5: IMST model, Row 6: DCLSM model, Row 7: SDREL model.

As obtained from Figures 3–5, the CPU time and scores of segmentations are illustrated in Table 1. This method tolerates a higher computational cost to obtain better segmentation results. The computational cost using this model mainly depends on the degree of region inhomogeneity, such as those presented in Figures 3a and 4b, and the CPU times were 3.715 and 7.098 s, respectively.

Compared with the Li’s model, the computational cost using this model was higher. The reason is that this method uses iteration smoothing while Li’s model uses Gaussian smoothing just once.

Noise is a negative effect on segmentation. In order to test for robustness against noise, 480 × 345 degraded images with additive Gaussian noise were segmented and compared with the IMST model [26] and Li’s model [16] using the same initial curve. Partial results are shown in the Figure 6. For the original images, the effect of the proposed method was similar as those of the IMST model, and this performed better than that of Li’s model. With the degrading image quality, the segmentation accuracy of this method was higher than that of other models. The segmentation scores are shown in Table 2. The variance of F-measure using this method, IMST model [26] and Li’s model [16] were respectively 0.9%, 4% and 2.3%. The variance of F-measure was smaller to those of the other two models. The mean of the F-measure was 0.970, 0.933 and 0.906, respectively. The mean of F-measure using the proposed method was higher than those of the other two models. From the statistical mean and variance, this proposed method was not sensitive to noise.

The CPU time of segmentation on the noisy image is shown in Table 3. Li’s model uses Gaussian smoothing only once, while the proposed method uses iteration smoothing to deal with the inhomogeneous sub-region. Thus, the computational cost is higher than that of Li’s model.
Table 1. The comparison of CPU time and scores of segmentations on Figures 3–5 (where Pre., Rec., F-M and CPU-t. denote precision, recall, F-Measure, and CPU time(s), respectively).

| Method                  | Figure 3a | Figure 3b | Figure 3c | Figure 4a | Figure 4b | Figure 4c | Figure 5a | Figure 5b | Figure 5c |
|-------------------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
|                         | 320×240   | 480×320   | 512×365   | 220×213   | 300×221   | 400×384   | 220×213   | 480×320   | 500×333   |
| This method             |           |           |           |           |           |           |           |           |           |
| Pre.                    | 1.0       | 0.984     | 0.999     | 1.0       | 0.992     | 0.983     | 0.967     | 0.992     | 0.964     |
| Rec.                    | 0.965     | 0.972     | 0.993     | 0.938     | 0.940     | 0.998     | 0.988     | 0.834     | 0.979     |
| F-M                     | 0.982     | 0.978     | 0.996     | 0.968     | 0.965     | 0.990     | 0.987     | 0.906     | 0.970     |
| CPU-t                   | 3.715     | 8.673     | 26.901    | 3.637     | 7.098     | 20.201    | 4.335     | 7.746     | 6.474     |
| Li’s (Gaussian smoothing + Level Set) |           |           |           |           |           |           |           |           |           |
| Pre.                    | 0.985     | 0.976     | 0.959     | 0.839     | 0.930     | 0.925     | 0.812     | 0.948     | 0.789     |
| Rec.                    | 0.953     | 0.915     | 0.927     | 0.758     | 0.873     | 0.989     | 0.997     | 0.853     | 0.975     |
| F-M                     | 0.968     | 0.945     | 0.943     | 0.796     | 0.900     | 0.956     | 0.895     | 0.898     | 0.872     |
| CPU-t                   | 2.666     | 6.894     | 13.973    | 1.834     | 5.288     | 18.471    | 2.597     | 5.523     | 4.872     |
| IMST                    |           |           |           |           |           |           |           |           |           |
| Pre.                    | 0.998     | 0.967     | 0.947     | 0.856     | 0.929     | 0.981     | 0.873     | 0.943     | 0.956     |
| Rec.                    | 0.952     | 0.993     | 0.994     | 0.994     | 0.982     | 0.980     | 0.989     | 0.917     | 0.975     |
| F-M                     | 0.975     | 0.980     | 0.970     | 0.920     | 0.955     | 0.981     | 0.927     | 0.930     | 0.965     |
| CPU-t                   | 2.947     | 6.209     | 9.895     | 2.464     | 3.115     | 11.423    | 2.604     | 3.871     | 3.467     |
| DCLSM (CNN + Level Set) |           |           |           |           |           |           |           |           |           |
| Pre.                    | 0.982     | 0.952     | 0.963     | 0.873     | 0.931     | 0.934     | 0.890     | 0.949     | 0.938     |
| Rec.                    | 0.952     | 0.984     | 0.993     | 0.984     | 0.887     | 0.979     | 0.972     | 0.884     | 0.983     |
| F-M                     | 0.966     | 0.969     | 0.978     | 0.925     | 0.908     | 0.959     | 0.929     | 0.915     | 0.960     |
| CPU-t                   | 2.766     | 6.577     | 11.835    | 1.576     | 5.012     | 15.347    | 2.483     | 4.973     | 4.279     |
| SDREL (Saliency Map + Level Set) |           |           |           |           |           |           |           |           |           |
| Pre.                    | 0.872     | 0.959     | 0.737     | 0.846     | 0.786     | 0.849     | 0.825     | 0.853     | 0.991     |
| Rec.                    | 0.961     | 0.976     | 0.984     | 0.976     | 0.943     | 0.917     | 0.970     | 0.749     | 0.989     |
| F-M                     | 0.914     | 0.967     | 0.843     | 0.906     | 0.857     | 0.882     | 0.891     | 0.798     | 0.990     |
| CPU-t                   | 3.423     | 7.823     | 20.715    | 2.597     | 4.337     | 18.542    | 4.011     | 3.824     | 5.348     |

Compared with the Li’s model, the computational cost using this model was higher. The reason is that this method uses iteration smoothing while Li’s model uses Gaussian smoothing just once. Noise is a negative effect on segmentation. In order to test for robustness against noise, 480 × 320 degraded images with additive Gaussian noise were segmented and compared with the IMST model [26] and Li’s model [16] using the same initial curve. Partial results are shown in the Figure 6. For the original images, the effect of the proposed method was similar as those of the IMST model, and this performed better than that of Li’s model. With the degrading image quality, the segmentation accuracy of this method was higher than that of other models. The segmentation scores are shown in Table 2. The variance of F-measure using this method, IMST model [26] and Li’s model [16] were respectively 0.9%, 4% and 2.3%. The variance of F-measure was smaller to those of the other two models. The mean of the F-measure was 0.970, 0.933 and 0.906, respectively. The mean of F-measure using the proposed method was higher than those of the other two models. From the statistical mean and variance, this proposed method was not sensitive to noise.
Figure 6. Comparison of the proposed method with the Li's model and IMST model on real images with noise. Row 1: noisy images and initial curves, Row 2: the ground truth, Row 3: the proposed model, Row 4: Li's model, Row 5: IMST model.

Table 2. The score of different algorithms on noisy images (where Pre., Rec., and F-M. denotes precision, recall and F-Measure, respectively).

| PSNR (dB) | The Proposed Model | IMST Model | Li Model |
|----------|--------------------|------------|----------|
|          | Pre.   | Rec.   | F-M.  | Pre.   | Rec.   | F-M.  | Pre.   | Rec.   | F-M.  |
| 23.53    | 0.999  | 0.962  | 0.980 | 0.914  | 1.000  | 0.955 | 0.959  | 0.943  | 0.951 |
| 21.94    | 0.998  | 0.962  | 0.980 | 0.915  | 0.984  | 0.948 | 0.951  | 0.943  | 0.947 |
| 20.84    | 0.997  | 0.964  | 0.980 | 0.930  | 0.998  | 0.962 | 0.955  | 0.943  | 0.949 |
| 19.99    | 0.996  | 0.965  | 0.980 | 0.884  | 1.000  | 0.938 | 0.944  | 0.942  | 0.943 |
| 19.39    | 0.992  | 0.963  | 0.977 | 0.920  | 0.996  | 0.957 | 0.945  | 0.941  | 0.943 |
| 18.77    | 0.991  | 0.965  | 0.978 | 0.870  | 1.000  | 0.930 | 0.942  | 0.939  | 0.940 |
| 18.27    | 0.983  | 0.966  | 0.974 | 0.876  | 1.000  | 0.934 | 0.939  | 0.938  | 0.938 |
| 17.84    | 0.980  | 0.967  | 0.973 | 0.934  | 0.981  | 0.957 | 0.929  | 0.940  | 0.934 |
| 16.79    | 0.973  | 0.968  | 0.970 | 0.887  | 0.991  | 0.936 | 0.881  | 0.938  | 0.909 |
| 16.23    | 0.973  | 0.968  | 0.970 | 0.915  | 0.996  | 0.954 | 0.866  | 0.936  | 0.900 |
| 15.77    | 0.972  | 0.970  | 0.971 | 0.866  | 1.000  | 0.928 | 0.854  | 0.935  | 0.893 |
| 15.36    | 0.966  | 0.970  | 0.968 | 0.848  | 0.999  | 0.917 | 0.845  | 0.937  | 0.889 |
| 14.99    | 0.965  | 0.972  | 0.968 | 0.876  | 0.985  | 0.928 | 0.838  | 0.935  | 0.884 |
| 14.40    | 0.960  | 0.972  | 0.966 | 0.856  | 1.000  | 0.922 | 0.826  | 0.933  | 0.876 |
| 13.71    | 0.957  | 0.974  | 0.965 | 0.880  | 0.977  | 0.926 | 0.912  | 0.932  | 0.922 |
| 13.33    | 0.953  | 0.974  | 0.963 | 0.798  | 0.992  | 0.884 | 0.806  | 0.933  | 0.865 |
| 12.87    | 0.953  | 0.976  | 0.964 | 0.828  | 0.989  | 0.902 | 0.790  | 0.930  | 0.854 |
| 11.77    | 0.942  | 0.978  | 0.960 | 0.869  | 1.000  | 0.930 | 0.785  | 0.934  | 0.853 |
| 11.34    | 0.925  | 0.981  | 0.952 | 0.869  | 0.999  | 0.930 | 0.763  | 0.947  | 0.845 |
| 10.92    | 0.907  | 0.984  | 0.944 | 0.805  | 0.988  | 0.877 | 0.730  | 0.954  | 0.827 |
| Original Image | 0.999  | 0.962  | 0.980 | 0.941  | 0.996  | 0.968 | 0.964  | 0.943  | 0.953 |
| Mean     | 0.971  | 0.970  | 0.970 | 0.880  | 0.994  | 0.933 | 0.877  | 0.939  | 0.906 |
| Variance | 0.025  | 0.006  | 0.009 | 0.039  | 0.007  | 0.023 | 0.072  | 0.006  | 0.040 |
| 23.53    | 0.999  | 0.962  | 0.980 | 0.914  | 1.000  | 0.955 | 0.959  | 0.943  | 0.951 |

The CPU time of segmentation on the noisy image is shown in Table 3. Li's model uses Gaussian smoothing only once, while the proposed method uses iteration smoothing to deal with the inhomogeneous sub-region. Thus, the computational cost is higher than that of Li's model.

Table 3. The comparison of CPU time (in sec) with noisy images.

| PSNR (dB) | 9~10 | 10~11 | 11~13 | 13~15 | 15~17 | 17~20 | 20~30 | Original Image |
|-----------|------|-------|-------|-------|-------|-------|-------|----------------|
| The proposed model | 27.5~24.0 | 23.6~20.8 | 20.2~17.8 | 17.6~14.2 | 13.72~10.8 | 10.53~9.0 | 8.96~7.41 | 7.41 |
| The IMST model | 9.66~11.8 | 11.6~10.8 | 10.7~10.4 | 10.4~9.55 | 9.69~9.12 | 9.20~7.74 | 7.52~6.33 | 6.27 |
| The Li's model | 23.4~20.8 | 20.5~18.5 | 18.3~16.1 | 15.8~12.1 | 11.2~8.5 | 8.43~6.53 | 6.13~5.3 | 5.26 |
4. Conclusions

In this work, we propose an improved level set method for segmentation on the multiscale edges. Compared with relative edge-based segmentation methods, this model improves the segmentation performance in terms of the following aspects: (1) the multiscale edges of an image are incorporated into the segmentation model; (2) the strong edges for segmentation are preserved and the weak edges are enhanced; (3) the optimal scale edge for segmentation is selected. However, the proposed method needs to set the initial curve artificially. Furthermore, the computational cost is high. In the future, our work will be focused on designing an algorithm to adaptively label the initial curve adjacent to the object boundaries.
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