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Abstract—Unmanned aerial vehicle (UAV) millimeter wave (mmWave) technologies can provide flexible link and high data rate for future communication networks. By considering the new features of three-dimensional (3D) scattering space, 3D velocity, 3D antenna array, and especially 3D rotations, a machine learning (ML) integrated UAV-to-Vehicle (U2V) mmWave channel model is proposed. Meanwhile, a ML-based network for channel parameter calculation and generation is developed. The deterministic parameters are calculated based on the simplified geometry information, while the random ones are generated by the back propagation based neural network (BPNN) and generative adversarial network (GAN), where the training data set is obtained from massive ray-tracing (RT) simulations. Moreover, theoretical expressions of channel statistical properties, i.e., power delay profile (PDP), autocorrelation function (ACF), Doppler power spectrum density (DPSD), and cross-correlation function (CCF) are derived and analyzed. Finally, the U2V mmWave channel is generated under a typical urban scenario at 28 GHz. The generated PDP and DPSPD show good agreement with RT-based results, which validates the effectiveness of proposed method. Moreover, the impact of 3D rotations, which has rarely been reported in previous works, can be observed in the generated CCF and ACF, which are also consistent with the theoretical and measurement results.
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I. INTRODUCTION

UNMANNED aerial vehicle (UAV) are expected to play an important role in the sixth generation (6G) wireless communication networks, and the millimeter wave (mmWave) technology is promising for UAVs to further improve the system capacity and transmission rate [1]–[5]. However, different from terrestrial mmWave communication scenarios, the UAV-to-vehicle (U2V) mmWave scenario has some unique features, i.e., three-dimensional (3D) scattering space, 3D velocity, 3D rotations, and 3D antenna array, which would significantly affect the channel characteristics [6]–[8]. Therefore, it is of vital importance to design accurate channel models for the design, optimization, and evaluation of U2V mmWave communication systems.

UAV related propagation channel models at sub-6GHz band have been reported in [9]–[14]. However, these models did not consider the mmWave propagation properties. For the mmWave band, the channel models under terrestrial scenarios have been well studied [15]–[17]. For example, the authors in [15], [16] carried out a lot of field measurements in indoor scenarios for mmWave and sub-Terahertz frequencies, i.e., 28, 73, and 140 GHz. A large-scale path loss model and unified indoor statistical channel model were provided based on the measurement data. The authors in [17] performed several field measurements to examine the impact of body shadowing and movement upon the communication channel at 60 GHz. The channel characteristics, i.e., path loss, shadowing, and small-scale fading were also extracted and analyzed. Recently, the UAV mmWave channel modeling has attracted more and more interests, which mainly includes the field-measurement based model [18]–[20], the ray-tracing (RT) based model [21]–[24] and the geometry-based stochastic model (GBSM) [25]–[27]. For example, air-to-ground channel sounding systems were implemented based on the Octocopter, hexacopter and DJI UAV in [18]–[20], and measurement campaigns were performed at 16 GHz, 60Hz, and 28 GHz, respectively. Field-measurement based channel modeling is an accurate method to guarantee realistic channel characteristics for the specific scenario, but the hardware implementation is not only expensive but also extremely complicated due to the limitation of volume and payload weight for UAVs. Moreover, field measurement can only cover limited scenarios and the generality of channel model is restricted. On the other hand, RT is an efficient method for mmWave channel modeling since the mmWave signal has quasi-optical characteristic. For example, the authors in [21]–[24] proposed several UAV mmWave channel models and analyzed the channel characteristics based on RT method. Note that the accuracy of RT-based models highly depends on the geometric and electromagnetic details of digital map, i.e., shapes, materials, etc. Moreover, it is also time-consuming to run the real-time RT-based model especially for the dynamic U2V scenarios.

GBSMs have been widely applied in both sub-6GHz and mmWave channel modeling due to its good balance between complexity and accuracy [10], [25]–[28]. However, some UAV mmWave GBSMs were built based on the unrealistic mmWave channel characteristics such as the path number, path power and power-angular spectrum (PAS) following poisson [25], exponential [25], [26], and VonMises [25].
distributions, respectively. To overcome this shortcoming, UAV mmWave channel data from RT simulations or field measurements were used to optimize the mmWave channel parameters [29]–[31]. The authors in [29] proposed a line-of-sight (LoS) probability model and the closed-form expressions are derived based on certain characteristic distributions for UAV mmWave communications. The authors in [30] analyzed the delay spread, Doppler frequency spread, and K-factor based on the measurement data. The authors in [31] studied the statistical distributions of path power, intra-path delay and angle by RT method. For these research works, based on a given empirical expression, the regression method was adopted to determine parameters by fitting the simulated or measured data. An accurate empirical expression is the key step, but it needs knowledge and expertise of radio propagation. Moreover, it is hard to find a general empirical expression for diverse propagation environments.

The aforementioned prior works predict the model parameters from signal processing perspective. Recently, machine learning (ML) has become a new valuable tool by recasting parameter prediction as a learning-based optimization problem [32]–[43]. For example, the authors in [39] applied the neural network to predicted the angle-of-departure (AoD) based on the obtained angle-of-arrival (AoA), while a fast AoA prediction method was proposed in [40] by using the support vector machine. The authors in [41] modeled the path loss and channel coefficient by using an artificial neural network and integrated it into a GBSM-based channel simulation framework. These research works mainly focused on the conventional terrestrial communications. To our best knowledge, very few ML-based channel parameter estimation or modeling involves UAV mmWave communication scenario [42], [43]. The authors in [42] predicted the path loss and delay spread of UAV mmWave channels via a supervised regression algorithm. The generative neural network was utilized in [43] to model the UAV mmWave channel with respect to the line-of-sight (LoS) probability, path loss, and angular distribution, etc. Note that it is hard to observe the effect of unique 3D characteristics on the UAV communication channels since the model was completely driven by data. Moreover, both [42] and [43] did not consider the factor of 3D rotation for the UAV communication scenario. This paper aims to fill this gap. The contributions and novelties of the work are summarized as follows:

1) A ML-based U2V mmWave channel model is proposed, which considers new features of 3D scattering space, 3D velocity, 3D antenna array as well as 3D rotation under realistic U2V communication scenarios. Moreover, the ML networks, i.e., back propagation based neural network (BPNN) and generative adversarial network (GAN), are introduced to model path power and angle to improve the efficiency and accuracy of proposed model, respectively.

2) A hybrid framework of U2V channel generation based on ML method is developed, which consists of deterministic part and random part. The deterministic channel parameters, i.e., path numbers, path delays, and path angles, are calculated by the geometry relationships of user-defined scenario. The random ones, i.e., path powers and ray angle offsets, are predicted by BPNN and GAN, respectively, which are trained by massive RT simulation data. To obtain the training sets of angle offsets, a K-means-based clustering algorithm is developed as well.

3) The statistical properties of proposed U2V mmWave channel model, i.e., power delay profile (PDP), autocorrelation function (ACF), Doppler power spectrum density (DPSD) and cross-correlation function (CCF) are derived and analyzed. Then, the U2V mmWave channel is generated based on the proposed model under a typical urban scenario at 28 GHz. To validate the effectiveness of proposed method, the generated PDP and DPSD are compared with the RT-based ones, and the generated CCF and ACF are compared with the theoretical and measurement ones. The results show that the characteristics of generated UAV mmWave channel are highly consistent with the RT simulated or measured ones. Moreover, the effect of 3D rotation on the CCF is demonstrated and analyzed.

The rest paper is organized as follows. In Section II, a ML-based 3D channel model for U2V mmWave communications is proposed. Section III gives the ML-based channel generation scheme and the details of channel parameter generation. Section IV derives the statistical properties of proposed channel model. The simulation and validation of proposed model are given in Section V. Finally, conclusions are drawn in Section VI.

II. U2V CHANNEL MODEL WITH VELOCITY AND ATTITUDE VARIATIONS

A. Analytical channel model

Let us consider a typical U2V communication system as shown in Fig. 1, where the UAV is the transmitter denoted by Tx and the vehicle is the receiver denoted by Rx. The UAV is equipped with a p-element antenna array and moving with velocity and attitude variations denoted by \( \mathbf{v}_{\text{UAV}}(t) \). The vehicle is equipped with a q-element antenna array and moving with velocity variations and constant attitude denoted by \( \mathbf{v}_{\text{Rx}}(t) \). For simplicity of derivation, the Tx and Rx have their own coordinate system with the origins at the central of UAV and vehicle, respectively. It should be mentioned that both the UAV and vehicle are moving in 3D arbitrary trajectories, while the UAV has a time-variant attitude due to the rotation movement. The rotations, i.e., yaw, pitch, and roll, are supported by most of UAVs, but not considered in most of literatures on channel modeling [25]–[27].

Based on the theory of radio propagation, the U2V channel impulse response (CIR) between the \( p \)th Tx antenna and the \( q \)th Rx antenna can be modelled by the summation of several paths as

\[
h_{qp}(t, \tau) = \sum_{n=1}^{N(t)} \sqrt{P_n(t)} h_n(t) \delta(\tau - \tau_n(t))
\]

where \( N(t) \) is the number of valid path, \( P_n(t) \) and \( \tau_n(t) \) are the power gain and delay of each path (simplified as path power and path delay later), respectively. Moreover, we ignore the antenna index \( q \), \( p \) of the other parameters for simplicity. In the realistic environment, the valid propagation path could be line-of-sight (LoS) or non-line-of-sight (NLoS), i.e., single-, double- and multiple-bounce. However, mmWave channels have been found to be sparse and specular [44]–[46], and this phenomenon is more pronounced in UAV mmWave channels.
channels to the complexity and high cost associated with channel sounding campaigns. Thus, it is quite difficult to describe the stochastic channel parameters in an accurate way.

To improve the accuracy and efficiency of U2V channel modeling and generation, a ML-based framework is introduced to upgrade the above analytical channel model. Our basic idea is to build a new ML-based channel model, where the channel parameters are described and obtained in real-time by several ML-based networks. For example, the BPNN and GAN are applied to generate the path power and ray angle, respectively. All networks can be trained in advance by RT simulation data or field measurements. The proposed ML-based U2V mmWave channel model can be expressed as

\[
h_{qp}(t; \tau; \mathbf{w}, \mathbf{b}, \sigma; \theta_g) = \sum_{n=0}^{N(t)} \{ \sqrt{P_n(t; \tau_n, \mathbf{w}, \mathbf{b}, \sigma)} \cdot \tilde{h}_n(t; \theta_g) \delta(\tau - \tau_n(t)) \}
\]

where \( \mathbf{w}, \mathbf{b} \) and \( \sigma \) are the weight matrix, bias matrix, and activation matrix of BPNN, respectively, and \( \theta_g \) is the equivalent parameter matrix of generator network in GAN. Similarly, the channel coefficient can be rewritten as

\[
\tilde{h}_n(t; \theta_g) = \sqrt{\frac{1}{M} \sum_{m=1}^{M} e^{j\psi_{n,m}(t_0) + \psi_{n,m}^D(t; \theta_g) + \psi_{n,m}^R(t; \theta_g)}}
\]

where the initial phase at time instant \( t_0 \) and phase caused by Doppler frequency can be calculated respectively as

\[
\psi_{n,m}^I(t_0) = \int_{0}^{t_0} 2\pi f_{n,m}(t') dt' + \psi_{n,m}^I
\]

\[
\psi_{n,m}^D(t; \theta_g) = \int_{t_0}^{t} 2\pi f_{n,m}(t'; \theta_g) dt'
\]

where \( \psi_{n,m}^I \) represents the random initial phase distributed uniformly over \([0, 2\pi]\), \( f_{n,m}(t) \) is the Doppler frequency and can be further calculated as

\[
f_{n,m}(t; \theta_g) = \frac{f_0}{c} v_{nx}^x(t; \theta_g) \left(v_{nx}^x(t)\right)^T + \frac{f_0}{c} v_{nx}^y(t; \theta_g) \left(v_{nx}^y(t)\right)^T
\]

where \( f_0 \) is the carrier frequency, \( c \) is the light speed, and \( v_{nx}^x(t) \) and \( v_{nx}^y(t) \) are the velocity vector of Tx and Rx, respectively. In (7), \( v_{nx}^{x,y}(t) \) is the spherical unit vectors and can be written as

\[
v_{nx}^{x,y}(t; \theta_g) = \begin{bmatrix} \cos \beta_{nx}^x(t; \theta_g) \cos \alpha_{nx}^y(t; \theta_g) \\ \cos \beta_{nx}^y(t; \theta_g) \sin \alpha_{nx}^y(t; \theta_g) \\ \sin \beta_{nx}^x(t; \theta_g) \end{bmatrix}
\]

where \( \alpha_{nx}^x(t; \theta_g), \beta_{nx}^x(t; \theta_g) \) and \( \alpha_{nx}^y(t; \theta_g), \beta_{nx}^y(t; \theta_g) \) are the AAoD and EAoD of propagation ray, respectively, and \( \alpha_{nx}^x(t; \theta_g), \beta_{nx}^x(t; \theta_g) \) are AAoA and EAoA of propagation ray, respectively. Moreover, the phase caused by rotation can be calculated by

\[
\psi_{n,m}^R(t; \theta_g) = \frac{2\pi f_0}{c} (r_{nx}^x(t; \theta_g) \cdot R_{nx}^x(t) \cdot d\Omega(t)) + \frac{2\pi f_0}{c} (r_{nx}^y(t; \theta_g) \cdot R_{nx}^y(t) \cdot d\Omega(t))
\]
where the variation that the UAV may experience. These two rotation according to the geometry information of user-defined scenario, the framework of channel generation is shown in Fig. 2. Firstly, channel. Based on the geometry relationship and ML theory, the channel coefficient, i.e., small-scale fading according to the phase of multipath, which is an important part of the normalized attitude variation due to rotation movement has an impact on the $\phi$ EAoA) of movement direction, respectively, the matrixes can be expressed respectively as (10) and (11), where it should be noted that the matrix $R^{\beta}_{\phi} (t)$ is used to describe the effect of attitude movement, such as walls, cars, etc. Moreover, RT method consumes too much time if all scattering rays are tracked and calculated. Therefore, the scattering rays and intra-path parameters are generated by ML methods in a stochastic way in this paper.

On the other hand, ML networks inside the generation framework need to be preprocessed and trained in advance. The training data set can be obtained from either RT simulations or field measurements. For the path delay and power, BPNN is applied to find the inner relationship between them and generate corresponding power according to the input delay in real-time. For the random ray angle offsets, GAN is applied as a generative network with an underlying distribution and generate the variable with the same characteristics as the training data. Since the angle offsets cannot be obtained from the training data set directly, we use the K-means algorithm to cluster the channel data and then get the training data of AoAs and AoDs. It should be mentioned that path power is dependent on the locations of transceivers and specific communication scenario. Therefore, the trained BPNN ensures both scenario-consistency and efficiency to generate the path power according to the geometry-based path delay. Meanwhile, the ray angle offsets are random due to the diffuse reflection on rough surface. Therefore, it is more practical and efficient to use the GAN to find the underlying statistical distribution and then generate random offsets.
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III. ML-BASED NETWORK OF CHANNEL PARAMETERS AND GENERATION

A. ML-based channel generation framework

The channel parameters, i.e., path number, path delay, path power, and ray angle, are essential to generate the U2V channel. Based on the geometry relationship and ML theory, the framework of channel generation is shown in Fig. 2. Firstly, according to the geometry information of user-defined scenario, e.g., initial location, velocity, UAV attitude, etc., the path delay and angle can be calculated. Here, we use the intersection algorithm [51] to calculate the reflection and refraction points according to the geometry relationship between transceivers and scatterers, which can be used to determine the valid path number, delays and angles. Secondly, path delays are used to drive a trained BPNN to get the corresponding path powers. The random angle offsets are produced by a trained GAN. By summing up path angles and angle offsets, the channel coefficients can be further obtained. Finally, the U2V mmWave channel can be generated. Note that the proposed generation method can get good trade-off between accuracy and efficiency. For the inter-path parameters, they are mainly determined by the locations of transceivers and scattering points. Since the locations can be obtained from the given digital map, the geometric information can be applied to calculate the inter-path parameters accurately. For the intra-path parameters, they are mainly related with the diffuse reflection due to the rough surface. It is hard to reconstruct the realistic rough surfaces such as walls, cars, etc. Moreover, RT method consumes too much time if all scattering rays are tracked and calculated. Therefore, the scattering rays and intra-path parameters are generated by ML methods in a stochastic way in this paper.

| Parameters | Definition |
|------------|------------|
| $N, M$     | path and ray numbers, respectively |
| $\tau_n (t)$ | path delay |
| $P_n (t; \tau_n, w, b, \sigma)$ | BPNN for path power |
| $w, b, \sigma$ | weight, bias, and activation matrix in BPNN, respectively |
| $\tilde{h}_n (t; \theta_g)$ | GAN for normalized channel coefficient |
| $\theta_g$ | equivalent parameter matrix of generator network in GAN |
| $\psi^l_{n,m} (t_0)$ | initial random phase |
| $\psi^D_{n,m} (t; \theta_g)$ | time-variant phase caused by movement |
| $\psi^R_{n,m} (t; \theta_g)$ | time-variant phase caused by rotation |
| $R^\alpha_{\tau} (t)$ | matrix caused by velocity variation |
| $R^\beta_{\phi} (t)$ | matrix caused by attitude variation |

TABLE I

PARAMETER DEFINITIONS IN THE PROPOSED MODEL
to obtain massive channel data using RT method in highly dynamic scenario. To address this issue, ML algorithm can be utilized to effectively generate massive channel data by finding the inner relationship of limited RT simulation data. Moreover, some empirical expression for power prediction with respect to delay were studied based on the measurement results and used to calculate the path power \[48, 49\], but they were only suitable for the land mobile communication under several scenarios. In this paper, we combine this idea and ML algorithm by building a BPNN-based neural network to generate path power with input delay and training it based on the RT simulation data.

The BPNN-based generation framework of path power is shown in Fig. 3. Firstly, the original data sets \{\mathbf{P}, \tau\} from RT simulations or field measurements are divided into two parts by the proportion of 7:3 randomly, i.e., training set \{\mathbf{P}_{\text{tr}}, \tau_{\text{tr}}\} and validation set \{\mathbf{P}_{\text{val}}, \tau_{\text{val}}\}. The training set is used to train the parameters of the network neurons and the validation set is used to validate whether the trained network is overfitting or underfitting. It should be noted that there is no overlapping between the training data and validation data, i.e., \{\mathbf{P}_{\text{tr}}, \tau_{\text{tr}}\} \cap \{\mathbf{P}_{\text{val}}, \tau_{\text{val}}\} = \emptyset. As a main part of BPNN, the neural network normally consists of input layer, hidden layer, and output layer. Take the neural network with one input layer, one hidden layer with \(J\) neurons and one output layer as an example, the generated power can be expressed as

\[
P_{\text{dic},l}(\tau; \mathbf{w}, \mathbf{b}, \sigma) = \sigma_{1}^{(2)} \left( \sum_{j=1}^{J} w_{ij}^{(2)} \sigma_{j}^{(1)} (w_{ij}^{(1)} \tau_{l} + b_{j}^{(1)}) + b_{i}^{(2)} \right) + \mathbf{b}_{l}
\]

where \(w_{ij}^{(q)} \in \mathbf{w}\) is the connection weight between the \(j\)th neuron in the \(q\)th layer and the \(i\)th neuron in former layer, and \(b_{j}^{(q)} \in \mathbf{b}\) is the bias of \(j\)th neuron in the \(q\)th layer, \(\sigma_{j}^{(q)}(\cdot) \in \sigma\) is the activation function of \(j\)th neuron in the \(q\)th layer. Note that the activation functions are introduced into our proposed network for solving arbitrary nonlinear problems. The sigmoid function and leaky rectified linear unit (LeakyReLU) are two normal activation functions and they can be expressed respectively as

\[
\sigma_{\text{sig}}(x) = \frac{1}{1 + e^{-x}}
\]

\[
\sigma_{\text{Leak}}(x) = \max(0, x) + \alpha \text{Leak} \min(0, x)
\]

where \(\alpha_{\text{Leak}}\) is a nonzero slope.

For the proposed BPNN network, the cost function is essential. Since the fundamental target is to adjust the network parameters to minimize the value of cost function, the mean-square error (MSE) based cost function considering L2 regularization is designed and it can be expressed as

\[
C(\mathbf{w}, \mathbf{b}, \sigma) = \frac{1}{L} \sum_{l=1}^{L} (P_{\text{dic},l}(\tau_{\text{tr},l}) - P_{\text{tr},l})^2 + \frac{1}{2} \lambda \sum_{k=1}^{K} \|\mathbf{w}(k)\|^2
\]

with \(\tau_{\text{tr},l} \in \tau_{\text{tr}}, P_{\text{tr},l} \in \mathbf{P}_{\text{tr}}, \) and \(\lambda\) is the regularization factor.
At the beginning of BPNN training, the weight matrix and bias matrix are set as the initial values. Then, the back propagation algorithm is used to update the network. After being trained, the BPNN is likely to suffer from being under overfitting or underfitting problems. Therefore, the validation function is used to evaluate the performance of network based on the validation data set and can be expressed as

$$R_{val} = \sqrt{\frac{1}{L} \sum_{l=1}^{L} (P_{dic,l}(\tau_{val,l}) - P_{val,l})^2}$$  \hspace{1cm} (21)

with $\tau_{val,l} \in \tau_{val}$, $P_{val,l} \in P_{val}$.

### C. GAN-based angle generation

In the proposed U2V channel model, each path consists of finite propagation rays due to limited angular resolution in the application. In practice, angle information for each ray is also not possible in measurement due to limited spatial angle resolution offered by antenna system [53], [54]. In RT simulation, this information, though available, might be not accurate as well, due to lack of exact geometric and electromagnetic description of the environment. In this paper, we only use the given information to deterministically calculate the path angles that can be viewed as the mean angle of clustered rays. By using the signal travel vectors, the mean AAoD, AAoA, EAoD, and EAoA of path angles can be calculated respectively as (22) and

$$\beta_{n/\tau}(t) = \arcsin\left(\frac{D_{\text{LoS}/\text{NLoS}}(\tau_{n/\tau}(t))}{D_{\text{LoS}/\text{NLoS}}(t)}\right)$$  \hspace{1cm} (23)

where $(\cdot)^\tau$, $(\cdot)^y$, and $(\cdot)^z$ represent the $x$, $y$, and $z$ component of the distance vectors, respectively.

Then, each ray angle can be generated in a stochastic way by adding random offsets on the path angle. We have conducted quantities of RT simulations for U2V mmWave channel at 28 GHz under urban, suburban, hilly, and sea scenarios. There are 25000 channels under each studied scenario and each channel contains a large number of propagation rays. In order to obtain the statistical properties of angle offsets, it is necessary to cluster the rays into different paths and remove the mean angle. The K-means method is widely used for clustering purposes, due to its effectiveness and robustness. However, the Euclidean distance normally applied in the traditional K-means algorithm is not suitable for channel clustering. Recently, the authors in [55], [56] used ray delay and angle as the Euclidean distance. However, the clustering performance is found to be significantly affected by the delay and angle weight settings in the simulation. Therefore, a modified Euclidean distance is applied in this paper as

$$D(c_i, c_j) = \sqrt{D_{c_i,c_j}(\tau) + D_{c_i,c_j}(\alpha) + D_{c_i,c_j}(\beta)}$$  \hspace{1cm} (24)

where $D_{c_i,c_j}(\tau)$, $D_{c_i,c_j}(\alpha)$ and $D_{c_i,c_j}(\beta)$ are the distances with respect to delay space, azimuth angle space, and elevation angle space between two different rays respectively. They can be further expressed as

$$D_{c_i,c_j}(x) = (\xi_x (x_i - x_j))^2$$  \hspace{1cm} (25)

where $x \in \{\tau, \alpha, \beta\}$ and $\xi_x$ is the weight coefficient of each parameter.

According to the modified distance, the procedure of proposed K-means clustering algorithm is shown in Algorithm 1, where $C_m = \{c_m = (\tau_m, \alpha_m, \beta_m) | m = 1, 2, ..., M_k\}$ denotes the input ray with $\tau_m, \alpha_m, \beta_m$ representing the delay, AAoA, and EAoA of $m$th ray, $N_k$ is the cluster number and $C_n$ is the output cluster aggregate. It should be mentioned that the input cluster number is difficult to manually choose from the massive random channel data. In this paper, an elbow method is developed to predict the optimal $N_k$. Firstly, the sum of squared errors (SSE) with respect to different $N_k$ is defined as

$$S(N_k) = \sum_{i=1}^{N_k} \sum_{c_n \in C_n} D(c_n, u_i)$$  \hspace{1cm} (26)

where $u_i$ is the centroid of each cluster. Then, we can obtain an elbow curve by sampling the lower values of SSE. The first point on the elbow curve that lower than the SSE threshold and decreasing slope threshold could be found. In this paper, the elbow point is chosen as the optimal cluster number $N_k$. **Fig. 3.** BPNN-based framework of power generation.
\[ \alpha_{n}^{tx/rx}(t) = \begin{cases} \arccos\left( \frac{\|D_{\text{LoS}/\text{NLoS},x}(t)\|}{\sqrt{\|D_{\text{LoS}/\text{NLoS},x}(t)\|^2 + \|D_{\text{LoS}/\text{NLoS},y}(t)\|^2}} \right), & D_{\text{LoS}/\text{NLoS},x}^{tx/rx}(t) \geq 0 \\ \pi - \arccos\left( \frac{\|D_{\text{LoS}/\text{NLoS},x}(t)\|}{\sqrt{\|D_{\text{LoS}/\text{NLoS},x}(t)\|^2 + \|D_{\text{LoS}/\text{NLoS},y}(t)\|^2}} \right), & D_{\text{LoS}/\text{NLoS},x}^{tx/rx}(t) < 0 \end{cases} \] (22)

Algorithm 1: K-means based clustering method

Input: Aggregate \( C_n, N_k \)
Output: Aggregate \( C_n \)
1: Initial \( k = 1 \)
2: Choose \( N_k \) initial centroids \( u_1^{(1)}, u_2^{(1)}, \ldots, u_N^{(1)} \)
define \( u_i^{(1)} \neq u_i^{(0)}, i \in [1, N_k] \)
3: while \( u_i^{(k)} \neq u_i^{(k-1)} \) do
4: \( C_i = \emptyset, i \in [1, N_k] \)
5: \( m = 1 : M_k \) do
6: \( d_{i,m} = D\left(u_i^{(k)}, c_m\right), i \in [1, N_k] \)
7: \( \lambda_m = \arg \min_{i \in [1, N_k]} (d_{i,m}), \lambda_m \in [1, N_k] \)
8: \( C_{\lambda_m} = C_{\lambda_m} \cup \{c_m\} \)
9: end for
10: \( k = k + 1 \)
11: for \( i = 1 : N_k \) do
12: \( u_i^{(k)} = \frac{1}{|C_i|} \sum c_i \)
13: end for
14: end while
15: \( C_n = \{C_{\lambda_m} | \lambda_m \in [1, N_k]\} \)

Based on the clustering results, we can acquire massive angle offsets by removing the mean angle from each clustered rays. Most of previous methods including some standardized models, e.g., 3GPP and Winner, usually adopt the specific probability density function (PDF), i.e., Gaussian [47], [49], Laplace [49], Von mise [10], [12], [14], and Von mise Fisher [57] to fit the angle offset distribution. Then, the angle following these PDFs can be generated randomly. This method is easy to apply but it fails when there is no suitable distribution to fit the measured results.

As an alternative generative network, GAN is recently applied to generate samples with the same distribution as the training data [58]–[60]. Since it does not need the information of underlying distribution, the shortcoming of traditional methods can be overcome. Our GAN-based generation framework of angle offsets is shown in Fig. 4. It mainly includes three parts, i.e., generator network (GN), discriminator network (DN), and cost function. In the GN, the neural network can be equivalent to any arbitrary distribution function \( g(z; \theta_g) \) with respect to \( \theta_g \). The neural network in DN can be equivalent to a quadratic classifier \( d(x; \theta_d) \) with respect to \( \theta_d \).

To train the equivalent parameters \( \theta_g \) and \( \theta_d \) efficiently, a cost function of binary cross entropy (BCE) is designed and it can be expressed as

\[
B(\theta_g, \theta_d) = E_{x \in x_r} \left[ \log d(x; \theta_d) \right] + E_{x \in g(x; \theta_g)} \left[ \log (1 - d(x; \theta_d)) \right]
\] (27)

where \( E[\cdot] \) is the expectation function. During the training procedure, both the GN and DN are pursuing the highest benefit and the benefit functions of GN and DN can be defined respectively as

\[
d^*(\theta_d) = \arg \max_{d} B(\theta_g, \theta_d)
\] (28)

\[
g^*(\theta_g) = \arg \min_{g} \max_{d} B(\theta_g, \theta_d)
\] (29)
Finally, the trained GNs can be used to generate the angle offsets.

IV. THEORETICAL RESULTS OF STATISTICAL PROPERTIES

Due to the randomness of generated channels, it is impossible to verify the correctness of channel model by comparing the generated data with measured ones directly. Instead, the statistical properties of channels can be used to validate the effectiveness and correctness of the proposed modeling approach. The channel statistical properties are also important for the channel coding, channel estimation, interleave scheme, and so on in the communication system. In this following, the statistical properties, i.e., PDP, ACF, CCF, and DPSD of proposed U2V channel model are derived for theoretical comparison and validation purposes.

For the proposed U2V mmWave channel model, the channel transfer function can be obtained by using Fourier transform of (3) as

$$H_{qp}(f, t, d) = \int_{-\infty}^{\infty} h_{qp}(t, \tau; w, b, \sigma; \theta_y) e^{-j2\pi f \tau} d\tau$$

$$= \sum_{n=-\infty}^{N(t)} \sqrt{P_n(t; \tau_n, w, b, \sigma)} h_n(t; \theta_y) e^{-j2\pi f \tau_n(t)}$$

(30)

where \(d = \{d_{tx}^{rx}, d_{rx}^{tx}\}\) is the location vector of Tx and Rx antenna with \(d_{tx}^{rx}(t) = R_{tx}^{rx}(t) \cdot R^T(t) \cdot d_{tx}^{rx}(t)\) and \(d_{rx}^{tx}(t) = R_{rx}^{tx}(t) \cdot R^T(t)\). Note that \(d_{tx}^{rx}(t)\) is time-variant due to the movement and attitude variations of UAV. The \(d_{rx}^{tx}(t)\) is time-variant due to the movement of vehicle. By setting \(\Delta f = 0\), the spatial-temporal correlation function (STCF) of proposed model can be defined as (31), where \((\cdot)^*\) denotes the complex conjugation operation, \(\Delta d = \{\Delta d_{tx}^{rx}, \Delta d_{rx}^{tx}\}\) is the space lag (or antenna distance) at the Tx and Rx with \(\Delta d_{tx}^{rx} = d_{q_2}^{tx} - d_{q_1}^{tx}\) and \(\Delta d_{rx}^{tx} = d_{p_2}^{rx} - d_{p_1}^{rx}\).

A. Time-variant PDP

The PDP is an important characteristic to describe the channel in delay domain. It demonstrates the path power distribution of received signal with respect to different delays. The PDP of proposed model can be defined as (32), where the time-variant phase \(\psi(t; \theta_y)\) is rewritten by \(\psi(t, d; \theta_y)\) for the convenience of describing STCF. Considering that the mean power of propagation rays within nth path is approximately equals to path power \(P_n\), we can obtain \(\frac{\sum_{m=1}^{M} e^{j\psi(t,d;\theta_y)}}{M} \approx \sqrt{M}\). Since the PDP only concerns the power and the channel phases do not affect the power a lot, we can simplify (32) as

$$P_{h_{qp}}(t, \tau; w, b, \sigma) = \sum_{n=1}^{N(t)} P_n(t; \tau_n, w, b, \sigma) \delta(\tau - \tau_n(t))$$

(33)

B. Time-variant ACF and CCF

Due to the insufficient time interval or antenna interval, the received signal have certain correlation. For example, ACF is not affect the power a lot, we can simplify (32) as

$$\rho_{q_1p_1\cdot q_2p_2}^\Delta(t, \Delta d) = E \left\{ \frac{H_{q_1p_1}^*(t,d) H_{q_2p_2}^*(t+\Delta d, d+\Delta d)}{|H_{q_1p_1}^*(t,d)||H_{q_2p_2}^*(t+\Delta d, d+\Delta d)|} \right\}$$

(31)

$$P_{h_{qp}}(t, \tau; w, b, \sigma; \theta_y) = |h_{qp}(t, \tau; w, b, \sigma; \theta_y)|^2$$

$$= \sum_{n=1}^{N(t)} P_n(t; \tau_n, w, b, \sigma) \sum_{m=1}^{M} e^{j\psi(t,d;\theta_y)} \sum_{m=1}^{M} e^{-j\psi(t,d;\theta_y)} \delta(\tau - \tau_n(t))$$

(32)

$$\bar{\rho}_{qp}^\Delta(t, \Delta d; \theta_y) = \left\{ \frac{\sum_{m=1}^{M} e^{-j\psi(t,d;\theta_y)}}{\sum_{m=1}^{M} e^{-j\psi(t,d;\theta_y)}}\frac{\sum_{m=1}^{M} e^{j\psi(t+\Delta d,d;\theta_y)}}{\sum_{m=1}^{M} e^{j\psi(t+\Delta d,d;\theta_y)}} \right\}$$

(34)

$$\bar{\rho}_{q_1p_1\cdot q_2p_2}^\Delta(t, \Delta d; \theta_y) = \left\{ \frac{\sum_{m=1}^{M} e^{-j\psi(t,d;\theta_y)}}{\sum_{m=1}^{M} e^{-j\psi(t,d;\theta_y)}}\frac{\sum_{m=1}^{M} e^{j\psi(t+\Delta d,d;\theta_y)}}{\sum_{m=1}^{M} e^{j\psi(t+\Delta d,d;\theta_y)}} \right\}$$

(35)
C. Time-variant DPSD

The DPSD is an important characteristic of mobile channels, which reflects the power distribution of received signal in Doppler frequency domain. Since the U2V channel is non-stationary, the short-time Fourier transform should be used to calculate the DPSD of proposed model as (36), where \( w(t - \Delta t) \) is the time window function in which the channel can be approximated stationary. It should be mentioned that the original ACF is used here instead of the normalized ACF.

V. Simulation results and validation

A. Validation of parameter generation method

To verify the effectiveness of proposed parameter generation method, we use the RT-based channel data to train and validate the ML-based parameter generation network. The acquisition of RT-based data set under four different scenarios, i.e., urban, suburban, hilly, and sea, are shown in Fig. 5. The urban, suburban, and hilly scenarios are located at Nanjing city, China and the sea scenario is located at Qingdao city, China. In each scenario, we set up 50 Rxs at the height of 2 m and 500 Txs at the height of 150 m. By applying the RT method, the U2V channel data between 25000 different pairs of transceivers are obtained in different scenarios at 28 GHz, where each channel contains massive sets of ray delay, power, and angle.

For the BPNN-based power generation network, taking the urban scenario as an example, the neuron number of hidden layer is set as 4 and the trained parameters of neurons are listed in Table II. It should be mentioned that in this simulation the relationship between path power and delay is not very complicated, so a small size BPNN is applied and the L2 regularization in the cost function is ignored as well. The sigmoid function is applied in hidden layers, since the layer number is small and the output layer does not use the activation function. In the neural network, the optimizer of ADAM is adopted and the learning rate is set as 0.001. Based on the trained network, the comparison of generated and original values is shown in Fig. 6. Note that LoS path and NLoS path are studied separately since the LoS path is not affected by the scattering propagation like NLoS paths. In Fig. 6, it can be found that the neural network is well trained and the prediction values are well consistent with the original ones in both the training set and validation set, which proves the prediction framework does not occur overfitting or underfitting problem.

\[
S_{qp}(f; t; w, b, \sigma, \theta_g) = \left| \sum_{n=1}^{N(t)} \int_{-\infty}^{\infty} \rho_{qp}^n(t; \tau_n, w, b, \sigma) e^{-j2\pi f \Delta t} w(t - \Delta t) d\Delta t \right| \\
= \sum_{n=1}^{N(t)} P_n(t; \tau_n, w, b, \sigma) \int_{-\infty}^{\infty} \left\{ \sum_{m=1}^{M} e^{-j\psi(t; d; \theta_g)} \cdot \sum_{m=1}^{M} e^{j\psi(t + \Delta t; d; \theta_g)} \cdot e^{-j2\pi f (\tau_n(t) - \tau_n(t + \Delta t) - \Delta t)} w(t - \Delta t) \right\} d\Delta t
\] (36)

Fig. 5. The acquisition of RT-based data set under (a) urban, (b) suburban, (c) hilly, and (d) sea scenarios.
TABLE II
THE TRAINED PARAMETERS OF THE NEURONS

| Layer | hidden layer | output layer |
|-------|--------------|--------------|
|       | $w^{(1)}_{11}$ | $w^{(2)}_{11}$ | $b^{(2)}_{11}$ |
| LoS   | -2.033       | -0.343       |               |
|       | $w^{(1)}_{12}$ | $w^{(2)}_{12}$ |               |
|       | 0.615        | -21.993      |               |
|       | $w^{(1)}_{13}$ | $w^{(2)}_{13}$ |               |
|       | 1.951        | -29.861      |               |
|       | $w^{(1)}_{14}$ | $w^{(2)}_{14}$ |               |
|       | 1.044        | -29.012      |               |
| NLoS  | $w^{(1)}_{11}$ | $w^{(2)}_{11}$ |               |
|       | 0.430        | -18.140      |               |
|       | $w^{(1)}_{12}$ | $w^{(2)}_{12}$ |               |
|       | 0.746        | -32.827      |               |
|       | $w^{(1)}_{13}$ | $w^{(2)}_{13}$ |               |
|       | 0.772        | -32.964      |               |
|       | $w^{(1)}_{14}$ | $w^{(2)}_{14}$ |               |
|       | 1.213        | -32.980      |               |
| LoS   | $b^{(1)}_{1}$ |               | $b^{(2)}_{1}$ |
|       | 0.050        |               | -30.082       |
|       | $b^{(1)}_{2}$ |               |               |
|       | 1.323        |               |               |
|       | $b^{(1)}_{3}$ |               |               |
|       | 0.818        |               |               |
|       | $b^{(1)}_{4}$ |               |               |
|       | 0.950        |               |               |
| NLoS  | $b^{(1)}_{1}$ |               | $b^{(2)}_{1}$ |
|       | 1.729        |               | -33.212       |
|       | $b^{(1)}_{2}$ |               |               |
|       | 0.922        |               |               |
|       | $b^{(1)}_{3}$ |               |               |
|       | 1.033        |               |               |
|       | $b^{(1)}_{4}$ |               |               |
|       | 1.345        |               |               |

and can describe the relationship between power and delay well. For comparison purpose, the exponential model for NLoS case in 3GPP is also referred to fit the training data as shown in Fig. 6. Note that the exponential function comes to linear with the power unit in dB and it cannot fit the generated values reliably as our proposed method.

Similarly, based on the U2V channel data of urban scenario, the clustering results of AAoAs and EAoAs are shown in Fig. 7, respectively. As we can see in Fig. 7(a) that the elbow curve decreases with increasing cluster number. In this paper, we set the SSE threshold as 0.15 to ensure appropriate clustering precision and set the decreasing slope threshold as 0.005 to avoid over-clustering. Fig. 7(a) shows that the value of SSE is 0.11 and the decreasing slope of elbow curve is 0.0038 when $N_k = 17$. Both of them are lower than their thresholds, respectively. Therefore, $N_k = 17$ is the optimal cluster number for this case. Meanwhile, Fig. 7(b) gives the clustered results of AAoAs and EAoAs, where marks with the same color belong to the same cluster. In the figure, the rays for this channel are well clustered into 17 valid paths and the value of normalized SSE is only 0.11, which validates the effectiveness of proposed clustering algorithm. Since only LoS and single-bounce paths are considered in this paper, the clustered results of AoD can be theoretically calculated from the knowledge of AoA and the environment geometry. Then we can acquire massive angle offsets by removing the mean angle from each clustered rays.

According to the real data of angle offsets, the GANs for azimuth angle and elevation angle are trained, respectively. Take the U2V channel data under urban scenario as an example, the generated PDF is compared with the real one as well as the Gaussian distribution (GD) and Laplacian distribution (LD) studied in [47] as shown in Fig. 8. Note that the conventional GD and LD for angles are obtained by using empirical
expressions to approximately fit the channel data. However, it is difficult to manually find an accurate expression from massive channel data with limited knowledge and expertise of radio propagation. Therefore, there would be some deviations between the empirical expressions and real inner relationship of channel data. It can be seen from Fig. 8 that the generated one by GAN is well consistent with the real one and outperforms the conventional methods.

B. Validation of proposed channel model

In this section, we use the RT and measured data to validate the proposed channel model. The U2V mmWave channel is studied under a typical urban scenario at 28 GHz. The scenario and trajectories with velocity and attitude variations are shown in Fig. 9. The UAV flies along a 3D trajectory with the velocity of 30 m/s at the height from 50 m to 200 m, and the vehicle moves along a straight road with the velocity of 5 m/s. It should be mentioned that the 3D attitude of UAV is also considered in the validation.

Based on the proposed generation method, the PDP of generated U2V channel is calculated by (33) and shown in Fig. 10(a). In the figure, the power and delay of LoS path in dark red is changing with the distance varying between the transceivers. Note that some NLoS paths in light red or green exists in the proximity of the LoS path which is likely to be the ground reflection path. For comparison purpose, the PDP under the same scenario is analyzed by RT method and given in Fig. 10(b). For the LoS path, the path delay of both proposed channel model and RT method varies between 0.5 ~ 2.7 us along with the time-variant distance of transceivers. Moreover, the LoS path almost disappears at 40 ~ 55 s due to the obstacle of scatterers. For the NLoS path, the path delay mainly distributes between 0.55 ~ 10 us. It can be found that the RT-based PDP provides more details for the hundreds of rays. The main reason is that it is a deterministic method and calculates all rays of each scatterer independently. However, for reducing the complexity, our proposed model only keeps the main information of scatterers such as the distribution and the adjacent rays are modeling as one cluster. Anyway, the PDPs of proposed method and RT method are showing good agreement in tendency and pattern. Moreover, both of them show the birth-death phenomenon of propagation paths, which has been observed in the field measurements [61].

In order to validate the channel characteristic in the frequency domain, the time-variant DPSDs of proposed channel model and RT method are given in Fig. 11. In Fig. 11, we can see that the DPSD trend of proposed model is well consistent with the RT-based one under the urban scenario. At the beginning of LoS path, the UAV flies toward the vehicle and the relative angle between LoS path and velocity is about 30 degrees. We can calculate the theoretical value of Doppler frequency is about 2829 Hz. With the increasement of UAV height, the elevation angle increases and the Doppler frequency decreases. After \( t = 28 \) s, the UAV flies away from the vehicle, and the Doppler frequency turns into negative. For the NLoS paths, the deterministic part (or the main trend) of proposed model is similar with the RT-based one. The Doppler frequencies distribute between -2800 Hz ~ 2800 Hz, since each NLoS path has different relative angles between propagation path and velocity. For the previous stochastic UAV channel models [62], [63], they were able to get the similar Doppler frequency of LoS path. However, in these models the scatterers were generated randomly and the birth-death phenomenon was ignored or the birth-death parameter was set as the recommended values, which is not well accorded with the specific propagation scenario.

Note that our proposed method consumes much less time than the RT method by generating the intra-path rays in a stochastic way. To verify the generation efficiency, the computational speed is compared under the scenario of Fig. 9 on the computer with Intel Xeon CPU E5 and 16 GB RAM. Firstly, both of them consume 39.6 s to deal with the digital map. Taking a 10-cluster channel with 120 rays as an example, the RT method consumes 9.4 s to track and calculate all the parameters of 120 rays. However, the new method only takes 1.4 s to obtain the inter-path parameters for 10 paths (or clusters) and takes tens of milliseconds to generate the ray parameters.
If the channel state is updated per 100 ms, the RT method and our proposed method consume 979.6 s and 180.6 s for a 10-second simulation, respectively.

The attitude variation is a new feature of UAVs compared with traditional mobile terminals, which is included in the proposed model on the channel characteristic. In Section IV, we have derived the expression of CCF incorporating the factor of attitude variation. By substituting the simulation parameters into (35), the CCFs with/without attitude variation at three different time instants, i.e., $t = 0$ s, $t = 25$ s, and $t = 50$ s are shown in Fig. 12. Noted that the antenna elements are assumed to be distributed on the y-axis, so the pitch angle would affect the antenna distance vector. For three time instants, the UAV is swerving with pitch attitude and the pitch angles are 0, 45, and 90 degrees, respectively. The rotation matrices caused by the attitude variation can be calculated as

$$R_P | t = 0 \text{s} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

$$R_P | t = 25 \text{s} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0.7071 & 0.7071 \end{bmatrix}$$

$$R_P | t = 50 \text{s} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 1 & 0 \end{bmatrix}.$$ (37)

In Fig. 12, the simulated results without attitude variation equals to the one with $R_P$ being identity matrix. Moreover, the results with attitude variation are obtained by substituting the generated channel data into the definition of CCF. It can be seen that the simulated results with and without attitude variation at $t = 0$ s (LoS case) are the same since the pitch angle is 0° at that time. The normalized spacing lag is around 0.13 at 70% of the maximum CCF. When the UAV experiences the attitude variation at $t = 25$ s (LoS case) and $t = 50$ s (NLoS case), the simulated result with attitude variation decreases a little faster.
than the one without attitude variation in the pitch angle of 45 degrees, and this trend increases in the pitch angle of 90 degrees. At $t = 50$ s, we can find that the normalized spacing lags with and without attitude variation are 0.09 and 0.11 at 50% of the maximum CCF, respectively. For the proposed model, the simulated results are well consistent with the theoretical ones which validates the correctness of both theoretical derivation and generation method. Moreover, the CCF decreases to a low value when the normalized spacing lag is around 0.2, which could be a reference value for the antenna design of UAV mmWave communication system at 28 GHz.

To further verify the consistency of proposed model and generation method, it is necessary to compare the generated result with field-measurement data. To the best of our knowledge, so far only the authors in [64] analyzed the ACF based on the measurement data for UAV mmWave communications. For the measurement scenario, the RX is placed on a building roof with the height of 25 m and the UAV performs five round-trip flights with the height of $0 \sim 24$ m at the constant velocity of 1 m/s. The propagation link is the NLoS case when the UAV is below 11 m, and becomes the LoS case when it is over 11 m. The measurement campaigns are carried out at 1 GHz, 4 GHz, 12 GHz, and 24 GHz, respectively. In this paper, we mainly use the measured data at 24 GHz for validation. Moreover, the investigated ACF mainly focused on the relationship with UAV heights, thus (34) can be simplified to a distance-relative form. By setting $f_0 = 24$ GHz, $\|v^{tx}\| = 1$ m/s, $\|v^{rx}\| = 0$ m/s, and $R^p$ as identity matrix, the UAV-to-ground channel under the similar scenario [64] can be generated based on the proposed model. The simulated ACF is compared with the measured one in Fig. 13, which achieves a good agreement with each other.

VI. CONCLUSIONS

This paper has proposed a ML-based 3D non-stationary U2V mmWave channel model which takes into account of the velocity variation of transceivers and attitude variation of UAV. Meanwhile, several ML-based networks, i.e., BPNN, K-means, and GAN are developed to train and generate the channel parameters, which can guarantee the consistence with geometric environment and obtain a good balance between accuracy and efficiency. The expressions of statistical properties for the proposed model, i.e., PDP, ACF, DPSD, and CCF have also been derived. Finally, the proposed method has been applied to generate the U2V mmWave channel under a typical urban scenario at 28 GHz. The generated PDP and DPSD have shown a good agreement with the RT-based result and the generated CCF and ACF have been compared with the theoretical and measurement results, which validates the effect of proposed method. Moreover, the results have demonstrated that the 3D rotation of UAV has an impact on CCF. In the future, we will carry out more field measurements for U2V mmWave communications and evaluate the communication system performance with controllable attitude variation of UAV.
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