A Post-processing Fusion Framework for Deep Learning Models for Crop Disease Detection

Subodh Bansal¹, Anuj Kumar²

¹Department of Computer Science and Engineering, University Institute of Engineering and Technology, Panjab University, Sector 25, Chandigarh
²Department of Computer Science and Applications, Panjab University, Sector 14, Chandigarh
Subodhbansal991@gmail.com

Abstract. The paper proposes a Post-processing Fusion Framework (PFF) for crop disease detection. The framework combines the prediction matrices produced by the multiple deep learning models and increases the overall classification accuracy of the system. The model is tested on the Plant Village dataset covering 14 plants and 26 diseases in 54,305 images, divided into 38 classes. Five deep learning models are used in the classification stage. Further, the PFF is applied to the results of the classification stage. Post-processing enhanced the efficiency of the system and achieved an accuracy of 99.33%. It secures 99.99%, 99.61% and 99.42% scores for top-5 accuracy, Mean Reciprocal Rank and Mean Average Precision values, respectively. Additionally, the classification rate of the approach is less than one second per test image. The high speed and accuracy make the technique highly suitable for real cultivation early warning systems.
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1. Introduction

Crop loss due to diseases is a significant cause for the reduction in crop yield. Every year, over 20% of the agriculture output is lessened due to pathogenic infections caused to crops [1]. It results in a reduction in the availability of food, thus making it a significant challenge in achieving the Goal-2: ‘Zero Hunger’ set by the United Nations Organisation [2]. Therefore, a mechanism for mitigating the same is the need of the hour.

Crop loss due to diseases can be prevented or reduced by its prompt detection and correct identification and early treatment. So, a crop disease detection and classification system (CDDS) is required. The field of computer vision and artificial intelligence can be used for the development of the system.

Many researchers have made efforts to develop effective CDDSs. Several approaches ranging from the traditional pattern matching to the modern-day state-of-the-art deep learning (DL) models have been applied for its development. The steps involved in conventional and modern approaches are listed in figure 1(a) and 1(b), respectively.
In the traditional approaches, the main focus of the researchers was to handpick the best features (symptoms) for detection of the disease. Whereas in the modern approaches, testing every possible orientation of the black box DL models to maximise the classification accuracy is the focus. Still, in majority of the researches, regardless of the approach, work is done on the stages starting from pre-processing to classification. The post-processing stage is often neglected.

In the present investigation, a Post-processing Fusion Framework (PFF) is proposed to increase the accuracy of the DL models after the classification stage. It is implemented on the Plant Village [3] dataset. For validation of the framework, five DL models are used. The paper contains an in-depth literature review of the existing CDDS approaches, in section 2. Section 3 presents the proposed PFF. The experimentation of the investigation is detailed in section 4. The obtained results are discussed in section 5. Finally, the conclusions drawn, and the possible future directions of the research field are discussed in section 6.

2. Related work

The efforts made in the field of computer vision and machine learning for the development of CDDS are summarised in this section. First, the traditional methods are discussed followed by the modern methods.

2.1. Traditional methods

S. Kai et al. [4] proposed an approach for crop disease detection using Grey Level Co-occurrence Matrix (GLCM) [5] for feature extraction and Back Propagation Neural Networks (BPNN) [6]. The researcher applied the technique on a self-collected dataset of maize leaf images and achieved an accuracy of 98.00%. Z. Zhang et al. [7] experimented with variety of combinations of Genetic Algorithms (GA) [8] and Support Vector Machines (SVM) [9]. Experimentations on a self collected dataset concluded in an accuracy of 90.25%.

B. Jiang et al. [10] experimented on water stress for Maize using Super-Pixel (SP) and GLCM for feature extraction and SVM for classification. Application of the methodology on a Self constructed dataset of 1297 leaf mages (in black background), was able to achieve an accuracy of 98.97%. X. E. Pantazi et al. [11] implemented Local Binary Patterns (LBPs) for feature extraction and One-Class Classification (OCC) technique for classification. The researcher identified downy mildew, Powdery mildew and black rot diseases from crop leaf images.
2.2. Modern methods

The parallel computation power of computers have increased a lot in the recent years, especially with the introduction of computationally powerful Graphical Processing Units (GPU) having hundreds of computing cores. This has helped the field of Artificial Intelligence to achieve seen exponential advancement. Execution of the computationally expensive deep learning models (DL) (once thought to be just theoretical concepts) is now possible [12]. Following are some of the advancements in the same area of crop disease detection.

G. Wang et al. [13] used (Video Geometry Group) VGG-16, VGG-19 [14], Inception-v3 [15], and Resnet [16] DL models for detection of Black Rot disease in Apple leaves, in the Plant Village dataset achieving an accuracy of 93.1%. M. Brahim et al. [17] used AlexNet [18] and GoogLeNet [19] models for multiple diseases of tomato leaves achieving accuracy, precision, recall and F1 score of 99.18%, 99.53%, 98.53% and 98.52%, respectively. K. Yamamoto et al. [20] applied structurally constrained Recurrent Neural Networks [21] on the same dataset achieving the accuracy of 95%.

J. Gwan et al. [22] used VGG-A DL model on radish leaf images captured using Unmanned Aerial Vehicle (UAV) for the detection of Fusarium wilt and scored an accuracy of 97.40%. J. Lu et al. [23] used VGG-FCN for disease detection for Wheat leaves on Wheat Disease Database 2017 (WDD2017) achieving accuracy of 97.95%. C. Dechant [24] developed a CNN model for the detection of Northern Corn Leaf Blight in Maize leaves and correctly identified the same, 96.70% of times.

A. Fuentes et al. [25] applied various (AlexNet, ZFNet, VGG-16, GoogLeNet, ResNet-50, ResNet-101, ResNetXt-101 [26], Faster RCNN [27], R-FCN [28] and SSD) DL models on a self extracted dataset of 5000 images covering 9 diseases of tomato plant leaves from Korea, achieving an average precision of 83.06%. A. C. Cruz et al. [29] developed a modified DL X-FIDO Detector for O. europea L. model for olive quick decline syndrome disease of Olive plant, achieving an accuracy value of 98.60%.

A. Ramcharan et al. [30] worked on cassava plant leaf disease detection using transfer learning with Inception v3 and ImageNet DL models on a self extracted dataset of 11,670 images achieving an accuracy of 93%. B. Liu et al. [31] worked with self captured dataset of 1053 images of Apple crop using AlexNet, GoogLeNet, VGG-16 and ResNet-20 DL models achieving classification accuracy of 97.62%. J. Amara et al. [32] worked with Banana crop’s self captured dataset containing 147 images of healthy and infected leaves. Further experimentation with LeNet model resulted in achievement of accuracy, precision, recall and F1-score of 98.61%, 98.67%, 98.60% and 98.64% respectively.

S. Ghoosal et al. [33] worked on Soybean using self-captured dataset of 25,000 images with AlexNet DL model, achieving classification accuracy of 94.31%. M. Sibiya et al. [34] conducted experiments with CNN using an aggregation approach for Maize leaves for detection of fungal diseases from Plant Village Dataset [3] and achieved the success rate of 92.85%. J. C. A. Barbedo [35] used DL approaches on individual lesions and spots of diseased leaf instead of whole leaf which increased the accuracy by 12%.

R. V. D. Vijver et al. [36] worked on high-resolution canopy reflectance images of 32 potato plants. The researcher used spectral classifiers like partial test squares discriminant analysis (PLS-DA) and SVM to detect the presence of the early blight disease caused by Alternaria solani. The experiment achieved an accuracy of 92%. W. Kim et al. created a disease monitoring system for onion farms for the detection of downy mildew disease. The images were used to train a DL model developed by B. Zhou et al. [37] and achieved an accuracy of 87.20%.

3. Post-processing fusion framework

From the modern techniques discussed in the previous section, it is seen that majority of the researches end the experimentation on the classification stage, and the post-processing stage is often neglected. Therefore a post-processing technique is proposed. The working and architecture of the technique are discussed further.

The classification stage consists of one or more DL models. A DL model is a neural network having multiple hidden layers. Its last layer is called the output layer. The output layer consists of nodes equal
to the number of classes present in the test dataset. For each test image, the output layer produces a percentage score at every node in the output layer. This percentage score depicts the confidence of the DL model in the test image belonging to the corresponding class. The node having the maximum prediction score is considered as the final prediction of the model.

The percentage scores list obtained at the output layer of a DL model can be written as a list of key-value pair (class name/node, percentage score). The list of key-value pair is known as the prediction matrix.

After running many simulations of the existing DL models on the standard annotated crop disease datasets such as the Plant Village dataset and analyzing the prediction matrices produced, some useful findings are noticed:

i. Many a times, a test image misclassified by one DL model is accurately classified by another.

ii. A DL model achieving higher classification accuracy also shows misclassifications that are correctly classified by the inferior models.

iii. In majority of the cases, when the prediction value is compared, the model showing the correct classification of the test image often score better than the best prediction score of model, misclassifying the image.

All the above findings are analyzed, and a general equation (1) is formulated. The formula fuses the outputs of the existing DL models to achieve better accuracy that is not possible using DL models in isolation. The technique is named Post-processing Fusion Framework or PFF in short.

\[
P_{fm} = \max \text{Prob}(DP_1, DP_2, DP_3, \ldots, DP_n)
\]  

(1)

In equation 1, \(P_{fm}\) signifies the prediction score of the experimentation after using PFF on the test image and \(DP_n\) depicts the highest prediction score of the participating DL models.

4. Experiment
The steps of the experimentation are illustrated as a flowchart in figure 2 and listed ahead.

Figure 2: Methodology
Step 1: Input: the dataset is obtained and prepared for the experimentation.
Step 2: Normalization: the images of the dataset are resized and cropped for the experimentation.
Step 3: Split: the dataset is split into training and testing sub-sets.
Step 4: Augmentation: the training subset is augmented to reduce the risk of over-fitting.
Step 5: Classification: DL models are trained and tested on the training and testing subsets, respectively and the prediction matrices are prepared.
Step 6: Post-processing: the prediction matrices obtained from the classification step are post-processed using PFF.

4.1. Dataset
An open access dataset containing 54,305 annotated images provided by D. P. Hughes et al. [3] is used. It covers 14 plant species and 26 diseases. Overall, the dataset is classified in 38 classes.

4.2. Dataset normalization
The dataset is normalized, i.e. resized and cropped to 256x256 pixels. Table 1, shows that the DL models considered for the experiment use images of size 256x256 or a little less, hence it is the most optimal size. Further, the images can be reduced to this size without much loss of necessary information. The steps used for normalization are:

- Step 1: Detection of the smaller dimension, length or width
- Step 2: Reduction of the smaller dimension to 256 pixels while maintaining on aspect ratio
- Step 3: Centring of the image to 256x256 pixels canvas, chopping the remaining area.

4.3. Training and testing datasets
The image dataset is then split into two subsets using the 80:20 approach. 80% images per class are used for neural network training and the remaining 20% for the testing purpose. The pictures are selected at random for the subsets. The numbers of images in the training and testing subsets are 43,456 and 10,849, respectively.

4.4. Dataset augmentation
After normalization, the training subset images are subjected to augmentation. Augmentation is performed to obtain better results, on a relatively small dataset. Additionally, it reduces the risk of over-fitting of the model on the training set. In the present experiment, each image is augmented into 29 images, increasing the total number of training images from 43,456 to 12,60,224. The augmentation strategy has four main elements:

- Image rotation – it is helpful to mimic alternate angles from which an image can be captured.
- Scaling – it is helpful in mimicking different distances from which an image can be captured.
- Brightness – it is helpful in mimicking varying lighting conditions in which an image can be captured, like over and underexposure especially during noon and dusk, respectively.
- Clipping – it is helpful in mimicking the event when the area of interest is only a small part of the actual image.

Additional pre-processing does not improve the classification performance in case of DL models [38]. Hence, it is not considered. Further, as the DL models using Convolutional Neural Networks automatically identifies the significant and insignificant features in images, so the complicated step of segmentation is also avoided.

4.5. Model training
After augmentation, the next step is neural network training. Five prominent deep neural networks are selected for the purpose: (i) AlexNet [18], (ii) NIN [39], (iii) ZFNet [40], (iv) LeafNet [41], and (v) SqueezeNet [42]. These models are trained, tested and implemented using Caffe DL framework using
python programming language on a machine with NVIDIA GTX1080Ti GPU card, using CUDA parallel programming platform on Linux machine (Ubuntu 16.04 operating system).

The input size of the images required for each neural network is shown in table 1. So the images of the training subset are cropped accordingly.

### Table 1: Neural network input image size

| Neural Network | Input Image Size |
|----------------|------------------|
| AlexNet [18]   | 227x227x3        |
| NIN [39]       | 224x224x3        |
| ZFNet [40]     | 225x225x3        |
| LeafNet [41]   | 256x256x3        |
| SqueezeNet [42]| 227x227x3        |

The hyper-parameters of the DL models are optimized using the random search approach. The hyper-parameters used in the final experimentation are listed in table 2. The learning rate starts from $1.5625 \times 10^{-2}$ and is annealed by a factor of one half after every one-tenth of the total number of mini-batches, i.e. 7,876 images, and rested at $3.0518 \times 10^{-5}$.

### Table 2: CNN parameters and solver training hyper-parameters

| Parameter             | Value          | Parameter             | Value          |
|-----------------------|----------------|-----------------------|----------------|
| Epoch Size            | 1260224        | Gamma ($\gamma$)      | 0.5            |
| Epochs                | 2              | Weight Decay          | 0.0002         |
| Batch Size            | 32             | Base Learning Rate ($\alpha$) | $1.5625 \times 10^{-2}$ |
| Batches / Epoch       | 78764          | Learning Rate Decrease Policy | Step          |
| Momentum ($\mu$)      | 0.5            | Step Size             | 7876           |

Training of all the five DL models is performed on the augmented training dataset and the models weight biases are recorded and cached.

### 4.6. Post-processing fusion framework

The test images are passed one by one from the trained DL models and the probability matrices are recorded. Further, the fusion framework is applied and the final result i.e. the final prediction is obtained and recorded. The results are discussed in the following section.

### 5. Experimentation Results

The results of the experiment are recorded at two levels: (a) after classification, and (b) after PFF. The performance of the methodology is evaluated using four performance metrics: top-1 accuracy ($O_1$), top-5 accuracy ($O_5$), Mean Reciprocal Rank (MRR) [43] and Mean Average Precision (MAP) [44]. The results obtained are discussed further.

#### 5.1. Obtained results

At level $a$, i.e. after classification, the individual trained models are validated on the test sub-dataset. At level $b$, the trained model’s outputs are fused using PFF. The results obtained from the both levels are recorded and tabulated in table 3 and plotted in figure 3.

### Table 3: Performance of CNN model architectures for classification on test dataset

| Level | Model     | $O_1$ (Value %, no. of Iterations) | $O_5$ (Value %, no. of Iterations) | MRR (Value %, no. of Iterations) | MAP (Value %, no. of Iterations) | Misclassifications |
|-------|-----------|-----------------------------------|-----------------------------------|----------------------------------|----------------------------------|-------------------|
| $a$   | AlexNet   | 96.00 (63008)                     | 99.95 (78760)                     | 97.85 (63008)                    | 96.87 (55132)                   | 434               |
| $a$   | LeafNet   | 96.24 (78762)                     | 99.86 (70884)                     | 97.92 (78762)                    | 97.03 (78762)                   | 408               |
| $a$   | NIN       | 94.14 (78760)                     | 99.90 (78760)                     | 96.80 (70884)                    | 95.40 (78760)                   | 636               |
| $a$   | SqueezeNet| 89.66 (78760)                     | 99.44 (78760)                     | 93.98 (78760)                    | 91.61 (78760)                   | 1121              |
| $a$   | ZFNet     | 96.01 (78760)                     | 99.94 (55132)                     | 97.88 (55132)                    | 96.92 (55132)                   | 433               |
| $b$   | PFF       | 99.33 (78760)                     | 99.99 (55132)                     | 99.61 (78760)                    | 99.46 (78760)                   | 70                |

It can be clear from the table 3 that the LeafNet DL model scores the highest average top-1 accuracy ($O_1$) of 96.24% at 78762 iterations. The best score in average top-5 accuracy ($O_5$) is achieved by AlexNet, with a score of 99.95% at 78760 iterations. The best Mean Reciprocal Rank (MRR) and
Mean Average Precision (MAP) are again achieved by LeafNet at 97.92% and 97.03%, respectively at 78762 iterations. After implementation of PFF, the scores at all the performance metrics increases. The value of $O_1$ increases from 96.24% (LeafNet) to 99.33%; $O_5$ increases from 99.95% (AlexNet) to 99.99%; MRR increases from 97.92% (LeafNet) to 99.61%; and finally, the value of MAP increased from 97.03% (LeafNet) to 99.46%. Additionally, the fusion framework results in decreasing the number of misclassifications from 3.76% (408 images) to 0.67% (70 images).

Further, after investigating the misclassified images, the following reasons may be stated for these misclassifications:

i. Similar background noise in multiple images, like the hand of the image capturer.
ii. The picture has small Region of Interest (ROI).
iii. Various diseases have similar symptoms, even confusing the human eye.

Figure 3: Performance Measurement over Number of Iterations: (a) Average Top 5 accuracy, (b) Average Top 5 accuracy, (c) Mean Reciprocal Rank, (d) Mean Average Precision and (e) Number of misclassifications
5.2. Importance of number of iterations

The number of iterations is an important metric to keep the space and time complexity in check. Using an excessive number of iteration may waste time in model training, this time can be utilised for optimisation of the model or its use in the field. Therefore, keeping the number of iterations in check is an important parameter.

In this experiment, the number of training images are 43,456, and are augmented to 12,60,224. The batch size is kept at 32 (optimised using the random search algorithm). The maximum number of iterations possible are 78,762 (epoch size * number of epochs/batch size, 12,60,224 * 2/32) per epoch. For comparison of iterations, the trained models are screenshot at every one-tenth of the total number of iterations, i.e. at every 7876 iterations. The results are plotted in various graphs, shown in figure 3. The results show a consistent trend in all the five graphs (3(a) to 3(e)), i.e. for all four performance metrics (O1, O5, MRR and MAP). The performance initially enhances with an increase in the number of iterations. But, after reaching a threshold (47,256 for AlexNet, 55,132 for NIN, 39,380 for LeafNet, 63,008 for SqueezeNet, and 55,132 for PFF), the increase in the number of iterations became insignificant and the performance stagnates.

5.3. Comparison with existing approaches

The results of the existing methods and the present experimentation are shown in table 4. From the results, it is evident that the proposed approach outperformed the existing methods by a fair margin.

| Year | Diseases covered                                                                 | Accuracy | Reference |
|------|----------------------------------------------------------------------------------|----------|-----------|
| 2020 | Apple scab, Bacterial spot, Black rot, Cedar apple rust, Cercospora leaf spot, Common rust, Early blight, Esca (Black Measles), Gray leaf spot, Haunglongbing (Citrus greening), Late blight, Leaf blight (Isaropsis Leaf Spot), Leaf Mold, Leaf scorch, Northern Leaf Blight, Powdery mildew, Septoria leaf spot, Spider mites, Target Spot, Tomato mosaic virus, Tomato Yellow Leaf Curl Virus | 99.33%   | This study |
| 2020 | Early Blight                                                                    | 92%      | [36]      |
| 2020 | Downy mildew                                                                   | 87.20%   | [37]      |
| 2019 | Common rust, Northern leaf blight                                               | 88%      | [45]      |
| 2019 | Nitrogen deficiency, phosphorous deficiency, potassium deficiency                | 90%      | [46]      |
| 2019 | Northern Corn Leaf Blight, Common Rust, Grey Leaf Spot                           | 92.85%   | [34]      |
| 2018 | Drought stress                                                                  | 98.97%   | [10]      |
| 2017 | Northern Leaf Blight                                                            | 96.7%    | [24]      |
| 2015 | Exserohilum Turcicum, Brown spot, Grey spot, Curvarularia Lunata, Round spot and Corn rust | 92.82%   | [7]       |
| 2015 | Leaf blight, brown spot, grey leaf spot, rust spot, Curvarularia leaf spot, small spot | 94.46%   | [47]      |

6. Conclusion and future scope

In this work, various DL models are investigated, hyper-parameters are optimized, and a novel Post-processing Fusion Framework (PFF) is proposed. The PFF achieved the classification accuracy of 99.33% on the Plant-Village dataset, using the 'training from scratch' approach. The previous best accuracy in the same category on the same dataset was achieved by Mohanty et al. [38] in 2016 at 98.37%. Thus an increase of 0.96% accuracy is achieved. Therefore, the proposed approach appears to be very promising to be used in real-cultivation conditions. Hence, it can be concluded from the results that the post-processing stage of the experimentation for crop disease detection plays a vital role in the efficient and effective classification. It should not be excluded while carrying similar works.

Further, the proposed post-processing technique is simple to use and is computationally less expensive. The approach helps to overcome the limitations of individual DL models by selecting the correct classifications from the outputs of each participating model. It enhances the overall accuracy and robustness of the system. Hence, such frameworks are quite useful in the field.

6.1. Future suggestions

Future research may focus on the experimentation of the proposed framework using techniques like transfer learning. Moreover, the initial learning of transfer learning approach may be executed on the
augmented Plant-Village [3] dataset produced as a by-product of the present investigation. Plant disease dataset should be used instead of popular image-net [48] for pre-training for crop disease detection. It may prove to be more successful for this specified task as the pre-trained model will be quite proficient in the domain and will require very less fine-tuning. Thus, it may result in the realization of enhanced results on a relatively small dataset, like digipathos [49]. Further, the final model may be combined with a pesticide suggestive system and implemented as a smartphone app. The resulting system may assist the farmers with real-time remedial measures for crop security against diseases. Thus, it will help farmers in maximizing crop yield and minimizing crop loss due to diseases. Consequently, improving the overall crop-yield and resulting as a positive step towards a very healthy agrarian future.
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