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Abstract—This study presents a Bayesian learning perspective towards model predictive control algorithms. High-level frameworks have been developed separately in the earlier studies on Bayesian learning and sampling-based model predictive control. On one hand, the Bayesian learning rule provides a general framework capable of generating various machine learning algorithms as special instances. On the other hand, the dynamic mirror descent model predictive control framework is capable of diversifying sample-rollout-based control algorithms. However, connections between the two frameworks have still not been fully appreciated in the context of stochastic optimal control. This study combines the Bayesian learning rule point of view into the model predictive control setting by taking inspirations from the view of understanding model predictive controller as an online learner. The selection of posterior class and natural gradient approximation for the variational formulation governs diversification of model predictive control algorithms in the Bayesian learning approach to model predictive control. This alternative viewpoint complements the dynamic mirror descent framework through streamlining the explanation of design choices.
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I. INTRODUCTION

A Bayesian perspective towards machine learning is to regard Bayesian methods as the solution to an optimisation problem associated with the information geometry of the posterior. A general way of understanding the Bayesian principle through the reformulated sequential optimisation-oriented view was originally populated in [1], [2] as the principle of maximum-entropy. Noticing from such fundamental principle, the work in [3] showed that many machine learning methods being used have a Bayesian nature. This gives rise to the known benefits in robustness and flexibility of the learning algorithms in the real world where the information is presented not all at once while the world keeps changing. The Bayesian learning rule (BLR) is then presented as an unifying framework that can be applied ubiquitously to the optimisation problems with a recurring pattern so that it defines a family of machine learning algorithms. In this framework, the algorithms derived in non-Bayesian settings are understood as the special cases where the temperature parameter is set to zero so that the entropy term in the cost function vanishes. What is more important to the context of this study is that [3] noted about the connection of the BLR to online learning.

Meanwhile, the work of [4] showed that model predictive control (MPC) can be viewed from an online learning perspective where the agent makes an action in response to the loss returned from the environment as a cumulative result of previous actions. With this view, many existing MPC algorithms are interpreted as special instances of applying dynamic mirror descent (DMD) method to the associated optimisation problem. The DMD-MPC framework is thus capable of generating a wide range of MPC algorithms, most notably, including the model predictive path integral (MPPI) control algorithm [5]–[7], the information-theoretic MPC algorithms [8], [9], and the cross-entropy method. The DMD-MPC algorithm itself is incorporated as the inner-loop policy with a model-free reinforcement learning outer-loop policy in [10]. More broadly, MPC is related to online rollout on top of offline training [11]. Other recent studies have also investigated MPC in the perspective of online learning where the learner updates itself in response to the loss signal given by the environment and analysed the regret bounds [12]–[15].

With this background, it has now been clear that both learning and control are centred around some key principles in common: i) formulation of a stochastic optimisation problem, and ii) employment of a Bayesian inference method to solve the posed problem. This work aims to strengthen this unified view by combining the insights gained from the BLR and the DMD-MPC to establish a Bayesian learning approach to control problems in MPC setup with continuous-time formulation. This study presents the Bayesian learning MPC (BL-MPC) as a generic theoretical framework for generating sample-rollout-based MPC algorithms. Notably, design diversification in the BL-MPC arises quite naturally from the choice of posterior and natural gradient approximation for variational inference, whereas the DMD-MPC separates the choice of control sampling distribution class and the Bregman divergence term in the objective function. The BL-MPC approach is thus a complementary culmination of the connections between Bayesian learning, online learning, and MPC.

The rest of the paper is organised as follows: Section II briefly presents the problem formulation, and Sec. III presents the Bayesian learning model predictive control framework. The Bayesian approach is discussed in relation to the BLR and the DMD-MPC. To demonstrate how the BL-MPC approach can generate different algorithms, Sec. IV provides a concrete example considering Gaussian distribution for posterior approximation. Section V concludes the paper.

II. PROBLEM FORMULATION

For the development of the BL-MPC framework, let us first consider the following optimal control problem

\[
\begin{align*}
\text{minimise} \quad & J(\theta) = \mathbb{E}_p \left[ C_{t:t_f}(\theta) + R(\theta) \right] \\
\text{subject to} \quad & \dot{x}(\tau) = f(\tau, x(\tau), u(\tau)) \\
& x(t) = x_t \\
& u(\tau) \sim p_u(\theta | t, t_f)
\end{align*}
\]
where \( \tau \) denotes the time variable that evolves as the independent variable, \( t \) denotes the current time at which the planning operation and the control execution takes place, \( t_f = t + T \) denotes the final time in the planning horizon of length \( T \), \( x(t) \in \mathbb{R}^{n \times 1} \) represents the state value at \( t \), \( u(t) \in \mathbb{R}^{m \times 1} \) denotes the state at \( t \), \( u \) represents the vector-valued control input function or its value at \( t \), and \( \theta \) represents the vector-valued control input function or its value at \( t \), and \( \theta \) represents the vector-valued control input function or its value at \( t \).

The above formulation considers a deterministic system dynamics \( f \) with a stochastic policy function \( p_u(\theta | [t, t_f]) \) which is described as a parametric probabilistic distribution over functions \( u(\tau) \) (rather than pointwise evaluations of function) in the closed interval \( \tau \in [t, t_f] \). The current time instance \( t \) in Eq. (1) is the initial time of the planning window, and \( x_t \) is considered the given initial state under the assumption that the full state vector is measurable in real-time.

**Remark 1.** For the purpose of developing a framework with conceptual clarity, this study considers deterministic dynamics with stochastic policy at this stage. Nevertheless, the case of the system dynamics being a stochastic transition function can be addressed in a similar manner by including uncertainties \( w(t) \) entering into the state transition dynamics as

\[
\dot{x}(\tau) = f(\tau, x(\tau), u(\tau), w(\tau))
\]

\[
w(\tau) \sim p_w([t, t_f])
\]

and then by taking expectation operation in the definition of cost not only with respect to the control distribution but also with respect to the distribution of uncertain disturbances.

The MPC setup for the optimal control problem is to rapidly update a simple policy at each time instead of finding a fixed state-dependent policy that performs well over a wide range of operating conditions. An algorithm for updating the policy parameter is needed if the policy \( p_u \) is defined to be a parametric distribution. Let us use the hat notation \( \hat{\cdot} \) to denote a predicted or an estimated object. Given a control function \( \hat{u}(\tau) \) that follows \( p_u(\theta | [t, t_f]) \), the corresponding state trajectory can be predicted by simulating the estimated model for the system dynamics \( \hat{f} \) forward in time from the initial state \( x_t \), and it can be expressed as the solution to the following integral equation.

\[
\hat{x}(\tau) = x_t + \int_t^\tau \hat{f}(\xi, \hat{x}(\xi), \hat{u}(\xi)) d\xi
\]
Since the last term $\log p(D)$ is a constant, the posterior distribution can be stated as the optimiser to the following minimisation problem

$$J_B(\theta) := -\mathbb{E}_{q(\theta)}[\log p(D|\theta)] + \mathbb{D}_{KL}[q(\theta) \parallel p(\theta)]$$

$$= -\mathbb{E}_{q(\theta)}[\log p(D|\theta)] + \log p(\theta) - \mathcal{H}[q(\theta)]$$\quad (9)

$$p(\theta|D) = \arg\min_{q(\theta) \in P} J_B(\theta)$$\quad (10)

where $\mathcal{H}[p] := -\mathbb{E}_p[\log p]$ denotes the entropy. Therefore, the posterior distribution computation is equivalent to the minimisation of the Bayesian objective $J_B$ defined by Eq. (9) when the domain of the minimisation problem is the entire set $\mathcal{P}$ of probability distributions. According to Eq. (9), the Bayesian objective $J_B$ naturally includes the negative entropy term which encodes the maximum-entropy principle [1], [2].

The exact Bayesian approach requires marginalisation over all possible candidate posterior distributions which is essentially a computationally demanding procedure of evaluating high-dimensional integrals and hence impossible in practice. In this regard, one can take an approximate solution approach to the posterior computation problem by restricting the set of candidate probability distributions $q(\theta)$ to a specific subclass $Q$. This is equivalent to the variational inference approach [16] which aims to find a probability distribution out of an assumed set of candidates that maximises the evidence lower bound. Thus, the solution to the posterior distribution computation problem can be approximated as

$$q^*(\theta) = \arg\min_{q(\theta) \in Q} J_B(\theta) = p(\theta|D)$$\quad (11)

2) Control as Bayesian Learning: Now, the Bayesian learning approach can be bridged to the control problem of our interest. This can be done by relating the mathematical representation as well as the physical meaning of the control problem defined in Eq. (1) with each element comprising the approximate Bayesian posterior computation problem defined by Eq. (11).

In the context of this study, $\theta$ stands for the random variable of the policy as described with the same notation in Sec. II and the dataset is defined to be the tuple of state-control trajectories predicted at the current $t$ for $N$ sampled control functions, i.e.,

$$D := \{ x^{(i)}(\tau), u^{(i)}(\tau) \}_{i \in [1:N]}^{t \in [t,t_f]}$$\quad (12)

The physical meaning of each distribution is different from those in the pure machine learning problems such as regression or classification. In optimal control problems, the cost function $C_{t:t_f}$ is related with the likelihood function $p(\theta|D)$ in the Bayesian learning objective. Hence, it is natural to state that the objective function $J$ needs to be evaluated for the trajectories in $D$. The regulariser term $R$ in the optimal control objective $J$ can be related with the parameter prior distribution in the reformulated Bayesian learning objective. Note that, in terms of online learning where each decision incurs a loss value, the objective function becomes the loss function associated with the decision made. Lastly, the policy, i.e., the control distribution, $p_u(\theta|t,t_f)$ that should be optimised in the optimal control problem can be viewed as the candidate posterior distribution $q(\theta)$.

More specifically, the bridging relations can be expressed as follows:

$$p(D|\theta) \propto \exp\left(-C_{t:t_f}(\theta)\right)$$\quad (13)

$$p(\theta) \propto \exp(-R(\theta))$$\quad (14)

$$q(\theta) \propto p_u(\theta|t,t_f)$$\quad (15)

The apparent difference between the non-Bayesian optimal control problem and the associated Bayesian-interpreted problem descriptions is the negative entropy term. The entropy-maximising term can indeed be introduced in the non-Bayesian setting as the entropic regularisation term to promote exploration of search space and to alleviate collapsing into a low-quality local minimum. However, such entropy-maximisation effect is shown to be a natural consequence of the Bayesian approach itself.

Although the last expression in Eq. (11) with the presence of a separate entropy maximisation gives deep insights about the Bayesian learning perspective towards control problems, the intermediate relation written in terms of the KL divergence of the candidate posterior distribution from the prior distribution is more useful in the MPC setup. The KL divergence does not truly qualify as a distance function unlike the Wasserstein metric, but nonetheless, it has the meaning as a statistical quantification of the discrepancy between two probability distributions. In this sense, $\mathbb{D}_{KL}[q(\theta) \parallel p(\theta)]$ represents how much the posterior distribution differs from the given prior distribution.

In the MPC problems, the physical meaning of the probability distributions suggests that minimisation of the KL divergence encodes the tendency to keep the updated policy $p_u(\theta|t,t_f) \in Q$ in a close neighbourhood of the prior policy $p(\theta) \in Q$. Here, the prior policy can represent a given fixed nominal policy or the posterior policy updated in the previous round when the Bayesian learning is performed in the sequential online learning manner. The latter is more practically meaningful in the MPC problem, since maintaining a close distance to the previous policy before optimisation can prevent abrupt change of the control input at each time. Alternatively, the sequential update structure can be understood as a warm-starting scheme, provided that the initial policy provides at least a marginal degree of performance.

The sequential online learning representation of the reformulated Bayesian learning problem is given as follows:

$$J_B^{j+1}(\theta) := \mathbb{E}_{p_u}[C_{t:t_f}(\theta)] + \mathbb{D}_{KL}[p_u(\theta) \parallel p_{u^j}(\theta)]$$\quad (16)

$$p_{u^{j+1}}(\theta) = \arg\min_{p_u(\theta) \in Q} J_B^{j+1}(\theta)$$\quad (17)

where the optimal posterior distribution for the $j$-th round is defined as the policy planned over the time window $[t_j,t_f]$ with a fixed $t_f$ or a receding $t_f = t_j + T$ as

$$p_{u^j}(\theta) := p_u(\theta|t_j,t_f)$$\quad (18)

With this background, the physical interpretation of the regulariser is clear from the relation in Eq. (14) and the role of prior distribution being the policy updated in the previous
round. The regulariser is associated with the quantification of the distance between successive optimal solutions at the level of parameter while the KL divergence term measures at the level of probability distribution in the same class \( \mathcal{Q} \).

3) Exact Optimal Solution for Control Problems:

a) Non-sequential Bayesian Learning: Before proceeding further with the variational approximate Bayesian formulation, let us recapitulate the optimal solution to the control problem in view of the exact Bayesian formulation. The optimal policy minimising the Bayesian objective is in principle the posterior distribution as discussed in the previous section. By substituting Eqs. (13)-(15) into Eq. (6), the optimal policy obtained as the posterior distribution can be written as

\[
p_{u}^{\star}(\theta|[t,t_f]) = p(\theta|\mathcal{D}) = \frac{p(\mathcal{D}|\theta)p(\theta)}{\int p(\mathcal{D}|\theta)p(\theta)d\theta} = \frac{1}{Z} \exp[-C_{t:t_f}(\theta) - R(\theta)]
\]

where

\[
Z := \int \exp[-C_{t:t_f}(\theta) - R(\theta)] d\theta
\]

The optimal Bayesian objective can be obtained by evaluating the function \( J_B \) defined in Eq. (9), with Eqs. (19) and (20) as

\[
J_B^{\star} = \mathbb{E}_{p_{u}^{\star}}[C_{t:t_f}(\theta) + R(\theta)] = \mathbb{E}_{p_{u}^{\star}}[C_{t:t_f}(\theta)] + \mathbb{E}_{p_{u}^{\star}}[R(\theta)]
\]

by substituting Eqs. (13)-(15) into Eq. (6), the sequential update structure the turns the expressions in Eqs. (19)-(21) into the following recursive form:

\[
Z^{j+1} = \mathbb{E}_{p_{u}^{j}}[\exp[-C_{t:t_f}(\theta)]]
\]

\[
p_{u}^{j+1}(\theta) = \frac{\mathbb{E}_{p_{u}^{j}}[\exp[-C_{t:t_f}(\theta)]]}{\mathbb{E}_{p_{u}^{j}}[\exp[-C_{t:t_f}(\theta)]]}p_{u}^{j}(\theta)
\]

\[
(J^{j+1})^{\star} = -\log \mathbb{E}_{p_{u}^{j}}[\exp[-C_{t:t_f}(\theta)]]
\]

In summary, the optimal policy in Eq. (19) turns out to involve the softmax-type operation, and the optimal Bayesian objective in Eq. (21) has the form of log-sum-exp function.

b) Sequential Bayesian Learning: In the sequential online learning setup, the exact Bayesian optimal solution is recursively updated by treating the result of the previous round as the prior distribution in the current round. By relating the regulariser \( R(\theta) \) with the previous optimal solution through Eq. (14), the sequential update structure the turns the expressions in Eqs. (19)-(21) into the following recursive form:

The exact optimal solution method is computationally intractable due the necessity of evaluating the integral defined over the entire space of \( \theta \) for marginalisation. Monte-Carlo sampling-based integral approximation can be introduced even at this stage in principle before carrying out variational inference. However, recursive update of a non-parametric policy is not practical because of the excessive memory requirement. In the MPC-type control problems, the Monte-Carlo integration requires evaluation of the cost function \( C_{t:t_f} \) for multiple trajectories predicted with different control functions \( \bar{u}(\tau) \) sampled from the policy with the fixed initial condition \( x_t \).

B. Optimisation Algorithm

1) Posterior Approximation with Exponential Family [17]:

The function class \( \mathcal{Q} \) should be selected to solve the optimisation problem of the sequential online learning form given in Eq. (17). In the following developments, the BL-MPC framework will assume \( \mathcal{Q} \) to be the minimal exponential family of probability distributions for the random variable \( \theta \) that can be expressed as

\[
q(\theta) = p(\theta) \exp[\langle \eta, T(\theta) \rangle - A(\eta)]
\]

where \( \eta \) is the natural parameter, \( \langle \cdot , \cdot \rangle \) indicates the inner product, \( p(\theta) \) is the base/costant measure which is also known as a scaling constant, \( T(\theta) \) is the vector of sufficient statistics which are linearly independent, and \( A(\eta) := \log \int p(\theta) \exp[\langle \eta, T(\theta) \rangle] d\theta \) is the finite, strictly convex, and differentiable log-partition function. The exponential family can be described with another parametrisation with respect to the expectation parameter defined by \( \mu := \mathbb{E}_q[T(\theta)] \) which is in a bijective relationship with the natural parameter \( \eta \).

Consider the Legendre transformation of \( A \) given by

\[
A^{\star}(\mu) = \sup_{\eta \in \mathcal{H}} [\langle \eta, \mu \rangle - A(\eta)]
\]

where \( \mathcal{H} = \{\eta | A(\eta) < \infty \} \). Note that the reverse mapping has the similar form

\[
A(\eta) = \sup_{\mu \in \mathcal{M}} [\langle \eta, \mu \rangle - A^{\star}(\mu)]
\]

where \( \mathcal{M} = \{\mu | A^{\star}(\mu) < \infty \} \). The duality that exists between two parametrisations can be written as

\[
\mu = \nabla_{\eta} A(\eta), \quad \eta = \nabla_{\mu} A^{\star}(\mu)
\]

\[
\nabla_{\eta} A = (\nabla_{\mu} A^{\star})^{-1}
\]

The Bregman divergence associated with a strictly convex potential function \( \psi \) is defined as

\[
D_{\psi}[\xi_1\|\xi_2] := \psi(\xi_1) - \psi(\xi_2) - \langle \xi_1 - \xi_2, \nabla \psi(\xi_2) \rangle
\]

Following from the duality in Eq. (28) and the definition of Bregman divergence in Eq. (29), it is well-known that the KL divergence between the probability distributions \( q_1 \) and \( q_2 \) in the same exponential family \( \mathcal{Q} \) and the Bregman divergences between parameters are related to each other [17] as

\[
D_{KL}[q_1(\theta)||q_2(\theta)] = D_{A^{\star}}[\mu_1\|\mu_2] = D_{A}[\eta_2\|\eta_1]
\]

Therefore, the alternative way of specifying the exponential family is given as

\[
q(\theta) = p(\theta) \exp[-D_{A^{\star}}[T(\theta)||\mu] + A^{\star}(T(\theta))]
\]

The gradients of an objective function with respect to the dual parametrisations can be related to each other through Eq. (28). Let \( I(\eta) = I_*(\mu) \) be two different representations in...
terms of each parametrisation for an identical function. By using the first line of Eq. (28), we have
\[
\nabla_{\eta} J_{B}^{j+1}(\eta) = \nabla_{\eta} p_{\mu}^{j} \nabla_{\mu} I_{s}(\mu) = \nabla_{\eta} \nabla_{\mu} A(\eta) \nabla_{\mu} I_{s}(\mu) = \nabla_{\eta} A(\eta) \nabla_{\mu} I_{s}(\mu) = F(\eta) \nabla_{\mu} I_{s}(\mu)
\]
where \( F(\eta) = E_{\eta}[\nabla_{\eta} \log q(\theta) \nabla_{\eta} \log q(\theta)^{T}] \) denotes the Fisher information matrix. Therefore, natural gradients are the standard gradients scaled by Fisher information matrix
\[
\nabla_{\mu} = F(\eta)^{-1} \nabla_{\eta}
\]
\[\tag{33}\]

2) Optimality Condition: By incorporating Eq. (33), the Bayesian objective given by Eq. (19) can be re-written in terms of the gradient of the Bayesian divergence as
\[
J_{B}^{j+1}(\theta) = E_{p_{\mu}} \left[ C_{t:t_{j}}(\theta) \right] + \mathbb{D}_{A_{\eta}} \left[ \mu || \mu^{j} \right]
\]
where \( \mu \) and \( \mu^{j} \) represent the expectation parameters for \( p_{\mu}(\theta) \) and \( p_{\mu}^{j}(\theta) \) in \( Q \), respectively.

The gradient of the Bayesian objective \( J_{B}^{j+1} \) defined in Eq. (19) for sequential online learning problem in the distribution space vanishes when evaluated at the optimal approximate posterior distribution. If the exponential family is selected as the class of approximate posteriors, the form of \( J_{B}^{j+1} \) further specialises to the one in Eq. (24). Using Eqs. (28), (30), and (32), the optimality condition for sequential learning can be expressed in terms of the gradient taken with respect to natural parameter as
\[
\nabla_{\eta} J_{B}^{j+1}(\eta) \mid_{\eta=\eta^{j}} = \nabla_{\eta} E_{p_{\mu}} \left[ C_{t:t_{j}}(\theta) \right] + \mathbb{D}_{A_{\eta}} \left[ \mu || \mu^{j} \right] \mid_{\eta=\eta^{j}} = F(\eta^{j}) \nabla_{\mu} E_{p_{\mu}} \left[ C_{t:t_{j}}(\theta) \right] + \mathbb{D}_{A_{\eta}} \left[ \mu || \mu^{j} \right] \mid_{\eta=\eta^{j}} = F(\eta^{j}) \nabla_{\mu} E_{p_{\mu}} \left[ C_{t:t_{j}}(\theta) \right] + \eta^{j} - \eta^{j} = 0
\]
where \( \mu^{j} = \nabla_{\eta} A(\eta^{j}) \). In turn, the optimal posterior approximation has its natural parameter equal to the prior natural parameter minus the gradient of the expected cost taken with respect to the expectation parameter
\[
\eta^{j} = \eta^{j} - \nabla_{\mu} E_{p_{\mu}} \left[ C_{t:t_{j}}(\theta) \right] \mid_{\mu=\mu^{j}}
\]
where \( \eta^{j} \) is the natural parameter of the policy \( p_{\mu}^{j+1} \) for the \( (j+1) \)-th round updated in the \( k \)-th iteration of optimisation process, and \( \eta^{j} \) is the natural parameter optimised in the \( j \)-th round. Equation (37) turns out to be the BLR of (19) applied to the MPC problem and it does not require evaluation of the inverse of the Fisher information matrix for implementation.

**Remark 2.** The log objective \( J_{B}^{j+1} := \log J_{B}^{j+1} \) can be considered instead of \( J_{B}^{j+1} \) in the recursive update following Eq. (37). The update step in this case will be normalised.

4) BL-MPC Framework with Warm-Starting Initialisation: The BL-MPC approach provides a control profile \( \tilde{u}^{j+1}(\tau) \) spanning the future time horizon \( [t_{j+1}, t_{j}] \) at each planning round by computing the expectation of policy. To warm-start the optimisation process, the initial guess \( \eta^{0} \) for the current round can be generated by forward shifting of the parameter \( \eta^{0} \) obtained in the previous round. Algorithm 1 summarises the BL-MPC algorithm for posterior approximation with exponential family including such warm-starting initialisation \( \Phi \).

**Algorithm 1 Bayesian Learning Model Predictive Control - Exponential Family (BL-MPC-Exp)**

**Input:** \( t_{j+1}, t_{f}, x_{i}, f, C, p_{\mu}^{j+1}, \eta^{j}, \gamma_{k} \)

**Output:** \( \eta^{j+1}, \tilde{u}^{j+1}(\tau) \) for \( \tau \in [t_{j+1}, t_{f}] \)

\( k \leftarrow 0 \) and \( \eta^{0} \leftarrow F(\eta^{0}) \)

while \( \eta^{k+1} \) is not converged do

\* SAMPLE \( \hat{u}^{(i)}(\tau) \sim p_{\mu}^{j+1}(\theta|\mu^{k+1}) \) for \( i = 1, \ldots, N \)

\* SIMULATE \( \hat{x}^{(i)}(\tau) = x_{i} + \int_{t_{j+1}}^{\tau} f(\xi, \hat{x}^{(i)}(\xi), \hat{u}^{(i)}(\xi)) \, d\xi \)

\* EVALUATE \( g_{k}^{j+1} \leftarrow \nabla_{\mu} E_{p_{\mu}} \left[ C_{t:t_{j}}(\theta) \right] \mid_{\mu^{j+1}} \)

\( \eta_{k+1}^{j+1} \leftarrow (1 - \gamma_{k}) \eta_{k}^{j+1} - \gamma_{k} \left( g_{k}^{j+1} - \eta^{j} \right) \)

\( k \leftarrow k + 1 \)

end while

return \( \eta^{j+1} \leftarrow \eta_{k}^{j+1} \) and \( \tilde{u}^{j+1}(\tau) \leftarrow \tilde{E}_{p_{\mu}^{j+1}}(\theta) \)

**Remark 3.** A mirror descent step in the space of expectation parameter \( \mu \) is equivalent to a natural gradient descent step in the space of natural parameter \( \eta \). In this way, the BL-MPC employing natural gradient descent as the optimisation rule is certainly connected to the DMD-MPC framework. Nevertheless, the philosophy of the BL-MPC differs from that of the DMD-MPC. The variational approximate Bayesian approach interprets the Bregman divergence term in Eq. (32) as the object governed by the chosen posterior approximation rather than as an independent element allowed for user definition. This is a notable difference from the DMD-MPC perspective where the choice of the Bregman divergence term is discussed as a tuning knob for generating different MPC algorithms but without fully appreciating the connection to variational Bayesian formulation. Furthermore, the BL-MPC framework considers trajectory prediction by solving ODE dynamics with sampling control functions from a distribution over function, whereas the DMD-MPC considers discrete-time state transition with control sequences being pointwise-independent are sampled from distribution over parameter. Lastly, assuming that the computation can be performed very
Theorems of Bonnet and Price \([20]\) give \(p_\theta(\theta) = N(\theta; \mathbf{m}, \Sigma)\). The natural and expectation parameters of a Gaussian distribution has two components.

\[
\begin{align*}
\eta^{(1)} &= \Sigma^{-1}\mathbf{m} \\
\mu^{(1)} &= \mathbb{E}_{p_\theta}[\theta] = \mathbf{m} \\
\eta^{(2)} &= -\frac{1}{2}\Sigma^{-1} \\
\mu^{(2)} &= \mathbb{E}_{p_\theta}[\theta^T] = \Sigma + \mathbf{m}\mathbf{m}^T.
\end{align*}
\] (38)

The gradients of the expected cost with respect to the expectation parameters are required to implement the update rule of Eq. (37). Applying the chain rule yields

\[
\begin{align*}
\nabla \mu^{(1)} \mathcal{E}_k &= \nabla \mathbf{m} \mathcal{E}_k - 2 \left( \nabla \Sigma \mathcal{E}_k \right) \mathbf{m} \\
\nabla \mu^{(2)} \mathcal{E}_k &= \nabla \Sigma \mathcal{E}_k
\end{align*}
\] (39)

where \(\mathcal{E}_k := \mathbb{E}_{p_\theta}\left[\mathcal{C}_{\text{tmp}}(\theta)\right]|_{\theta^{k+1}}\). Let the prior be \(p_\theta(\theta) = N(\theta; \mathbf{m}, \Sigma')\). Then, by substituting Eqs. (38)-(39) into Eq. (37), we have

\[
\begin{align*}
\left(\Sigma_{i+1}\right)^{-1} &= (1 - \gamma_k) \left(\Sigma_k^{i+1}\right)^{-1} + \gamma_k \left[\nabla \Sigma \mathcal{E}_k + (\Sigma')^{-1}\right] \\
m_{i+1} &= m_{i+1} - \gamma_k \left[\nabla \Sigma \mathcal{E}_k + (\Sigma')^{-1}(m_{i+1} - m_i)\right]
\end{align*}
\] (40)

Theorems of Bonnet and Price \([20]\) give

\[
\begin{align*}
\nabla \mathbf{m} \mathcal{E}_k &= \mathbb{E}_{p_\theta}\left[\nabla \theta \mathcal{C}_{\text{tmp}}(\theta)\right]|_{\theta^{k+1}} \\
\nabla \Sigma \mathcal{E}_k &= \frac{1}{2} \mathbb{E}_{p_\theta}\left[\nabla \theta^2 \mathcal{C}_{\text{tmp}}(\theta)\right]|_{\theta^{k+1}}
\end{align*}
\] (41)

Monte-Carlo sampling can be used in practice for estimation of the gradient and the Hessian along with Gauss-Newton approximation. Suppose that \(N\) samples \(\theta^{(i)} \sim p_{\theta}^{k+1}(\theta) = N(\theta; \mathbf{m}^{k+1}, \Sigma^{k+1})\) form the dataset \(D\) consisting of trajectory predictions \((\hat{x}^{(i)}, \hat{u}^{(i)})\). Then, the quantities in Eq. (41) can be estimated empirically as

\[
\begin{align*}
\mathbb{E}_{p_\theta}\left[\nabla \theta \mathcal{C}_{\text{tmp}}(\theta)\right]|_{\theta^{k+1}} &\approx \frac{1}{N} \sum_{i=1}^{N} g_k^{i+1, (i)} \\
\mathbb{E}_{p_\theta}\left[\nabla \theta^2 \mathcal{C}_{\text{tmp}}(\theta)\right]|_{\theta^{k+1}} &\approx \frac{1}{N} \sum_{i=1}^{N} g_k^{i+1, (i)} \left(g_k^{i+1, (i)}\right)^T
\end{align*}
\] (42)

where \(g_k^{i+1, (i)} := \nabla \theta \mathcal{C}_{\text{tmp}}(\theta^{(i)})\) is the per-sample gradient.

V. CONCLUSION

This study developed a Bayesian learning perspective towards model predictive control (MPC) based on sampling of control functions. The optimal control problem description was connected to the formulation of a variational approximate Bayesian learning problem, based on the notion of sequential online learning in particular. The Bayesian learning MPC approach was established as a general solution framework governed by the choice of the class of posterior approximation. The special case of exponential family recovered and complemented the existing knowledge on Bayesian learning rule and dynamic mirror descent MPC. Regarding practical applications, the Bayesian learning MPC framework has its strengths as an online correction algorithm that performs sequential update of an initial baseline policy provided by non-Bayesian offline training of neural networks or optimisation of nominal trajectories. Contrary to the traditional near-optimal control methods, the proposed algorithm can solve for optimal online action considering general nonlinear dynamics and non-smooth non-quadratic objective functions.

REFERENCES

[1] E. T. Jaynes, “On the Rationale of Maximum-Entropy Methods,” Proceedings of the IEEE, vol. 70, no. 9, pp. 939–952, 1982.
[2] ——, The Relation of Bayesian and Maximum Entropy Methods. Dordrecht: Springer Netherlands, 1988, ch. 2, pp. 25–29.
[3] M. E. Khan and H. Rue, “The Bayesian Learning Rule,” 2021, arXiv:2107.04562. [Online]. Available: https://arxiv.org/abs/2107.04562
[4] N. Wagener, C.-a. Cheng, J. Sacks, and B. Boots, “An Online Learning Approach to Model Predictive Control,” in Proceedings of Robotics: Science and Systems, Freiburg im Breisgau, Germany, June 2019.
[5] G. Williams, P. Drews, B. Goldfain, J. M. Rehg, and E. A. Theodorou, “Aggressive Driving with Model Predictive Path Integral Control,” in IEEE International Conference on Robotics and Automation, Stockholm, Sweden, May 2016.
[6] G. Williams, A. Aldrich, and E. A. Theodorou, “Model Predictive Path Integral Control: From Theory to Parallel Computation,” Journal of Guidance, Control, and Dynamics, vol. 40, no. 2, pp. 344–357, 2017.
[7] M. S. Gandhi, B. Vlahov, J. Gibson, G. Williams, and E. A. Theodorou, “Robust Model Predictive Path Integral Control: Analysis and Performance Guarantees,” IEEE Robotics and Automation Letters, vol. 6, no. 2, pp. 1423–1430, 2021.
[8] G. Williams, N. Wagener, B. Goldfain, P. Drews, J. M. Rehg, B. Boots, and E. A. Theodorou, “Information-Theoretic MPC for Model-Based Reinforcement Learning,” in IEEE International Conference on Robotics and Automation, Singapore, May-June 2017.
[9] G. Williams, P. Drews, B. Goldfain, J. M. Rehg, and E. A. Theodorou, “Information-Theoretic Model Predictive Control: Theory and Applications to Autonomous Driving,” IEEE Transactions on Robotics, vol. 34, no. 6, pp. 1603–1622, 2018.
[10] U. A. Mishra, S. R. Samineni, P. Goel, C. Kunjeti, H. Lodha, A. Singh, A. Sagi, S. Bhatnagar, and S. Kohlata, “Dynamic Mirror Descent based Model Predictive Control for Accelerating Robot Learning,” in 2nd Online Reinforcement Learning Workshop, 35th Conference on Neural Information Processing Systems, Virtual, December 2021. [Online]. Available: https://arxiv.org/abs/2112.05990
[11] D. P. Bertsekas, “Lessons from AlphaZero for Optimal, Model Predictive, and Adaptive Control,” 2021, arXiv:2108.10315. [Online]. Available: https://arxiv.org/abs/2108.10315
[12] C. Yu, G. Shi, S.-J. Chung, Y. Yue, and A. Wierman, “The Power of Predictions in Online Control,” in 34th Conference on Neural Information Processing Systems, Virtual, December 2020.
[13] G. Shi, Y. Lin, S.-J. Chung, Y. Yue, and A. Wierman, “Online Optimization with Memory and Competitive Control,” in 34th Conference on Neural Information Processing Systems, Virtual, December 2020.
[14] Y. Lin, Y. Hu, G. Shi, H. Sun, G. Qu, and A. Wierman, “Perturbation-based Regret Analysis of Predictive Control in Linear Time Varying Systems,” in 35th Conference on Neural Information Processing Systems, Virtual, December 2021.
[15] G. Shi, “Competitive Control via Online Optimization with Memory, Delayed Feedback, and Inexact Predictions,” in 55th Annual Conference on Information Sciences and Systems, Baltimore, MD, USA, March 2021.
[16] A. Zellner, “Optimal Information Processing and Bayes’s Theorem,” The American Statistician, vol. 42, no. 4, pp. 278–280, 1988.
[17] F. Nielsen, “The Many Faces of Information Geometry,” Notices of the American Mathematical Society, vol. 69, no. 1, pp. 36–45, 2022.
[18] S.-i. Amari, “Natural Gradient Works Efficiently in Learning,” Neural Computation, vol. 10, no. 2, pp. 251–276, 1998.
[19] J. Matthey, “New Insights and Perspectives on the Natural Gradient Method,” Journal of Machine Learning Research, vol. 21, no. 146, pp. 1–76, 2020. [Online]. Available: http://jmlr.org/papers/v21/17-678.html
[20] M. Opper and C. Archambeau, “The Variational Gaussian Approximation Revisited,” Neural Computation, vol. 21, no. 3, pp. 786–792, 2009.