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Abstract
Thanks to an expansion with respect to densities of energy, mass and entropy, we
discuss the concept of thermocapillary fluid for inhomogeneous fluids. The non-convex
state law valid for homogeneous fluids is modified by adding terms taking into account the
gradients of these densities. This seems more realistic than Cahn and Hilliard’s model
which uses a density expansion in mass-density gradient only. Indeed, through liquid-
vapor interfaces, realistic potentials in molecular theories show that entropy density and
temperature do not vary with the mass density as it would do in bulk phases.

In this paper we prove, using a rescaling process near the critical point, that liquid-
vapor interfaces behave essentially in the same way as in Cahn and Hilliard’s model.
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1 Introduction
Phase separation between liquid and vapor is due to the fact that density of internal
energy (i.e. internal energy per unit volume) \( \varepsilon_0(\rho, \eta) \) of homogeneous fluids is a non-
convex function of mass density \( \rho \) and entropy density \( \eta \). At a given temperature \( T_0 \), this
non-convexity property is related with the non-monotony of thermodynamical pressure
\( P(\rho, T_0) \).

The reader may be accustomed to use specific quantities \( \alpha = \varepsilon / \rho, s = \eta / \rho \) and \( v = 1 / \rho \)
instead of volume densities. Indeed the non-convexity of \( \varepsilon_0 \) is equivalent to the
non-convexity of \( \alpha \) as a function of \( s \) and \( v \). In this paper, in accordance with Cahn-
Hilliard standard presentation, we privilege volume densities.

In continuum mechanics the simplest model for describing inhomogeneous fluids inside
interfacial layers considers an internal-energy density \( \varepsilon \) as the sum of two terms: the first
one previously defined as \( \varepsilon_0(\rho, \eta) \), corresponds to the fluid with an uniform composition
equal to its local one, and the second one associated with the non-uniformity of the fluid
is approximated by a gradient expansion,

\[
\varepsilon := \varepsilon_0(\rho, \eta) + \frac{1}{2} m |\text{grad} \rho|^2 ,
\]

where \( m \) is a coefficient assumed to be independent of \( \rho, \eta \) and \( \text{grad} \rho \). This form of internal
energy density can be deduced from molecular mean-field theory where the molecules are
modeled as hard spheres submitted to Lennard-Jones potentials [1, 2].
This energy has been introduced by van der Waals \cite{4} and is widely used in the literature \cite{5, 6, 7, 8}. This model, nowadays known as Cahn-Hilliard fluid model, describes interfaces as diffuse layers. The mass density profile connecting liquid to vapor becomes a smooth function.

The model has been widely used for describing micro-droplets \cite{9, 10}, contact-lines \cite{11, 12, 13, 14}, nanofluids \cite{15, 16, 17}, thin films \cite{18}, vegetal biology \cite{19, 20}. It has been extended to more complex situations e.g. in fluid mixtures, porous materials..., thanks to the so-called second-gradient theory \cite{21, 22} which models the behavior of strongly inhomogeneous media \cite{23, 24, 25, 26, 27, 28}.

It has been noticed that, at equilibrium, expression (1) for the energy density yields an uniform temperature $T_0$ everywhere in inhomogeneous fluids,

$$T := \frac{\partial \omega_0}{\partial \eta} (\rho, \eta) = T_0. \quad (2)$$

Let us note that it is not the same for chemical potential

$$\mu_0 := \frac{\partial \omega_0}{\partial \rho} (\rho, \eta),$$

which takes the same values in the different bulks but is not uniform inside interfacial layers. From Eq. (2) one can deduce that the entropy density varies with the mass density in the same way as in the bulks and it is a peculiarity of the Cahn-Hilliard model that the configurational $\eta$ and $\varepsilon$ can be written in term of $\rho$, only. The points $(\rho, \eta, \varepsilon)$ representing phase states lie on curve $T = T_0$ and such a model inevitably lead to monotonic variations of all densities \cite{1}. Original assumption \cite{1} of van der Waals which uses long-ranged but weak attractive forces is not exact for more realistic intermolecular potentials \cite{29, 30, 31}. Aside from the question of accuracy, there are qualitative features like non-monotonic behaviors in transition layers, especially in systems of more than one component, that require two or more independently varying densities - entropy included - (see chapter 3 of \cite{32}). For these reasons, model \cite{1} has been extended in \cite{32, 33} by taking into account not only the strong mass density variations through interfacial layers but also the strong variations of entropy associated with latent-heat of phase changes. Rowlinson and Widom in \cite{32} (chapter 3 and chapter 9) noticed that $T = T_0$ is not exact through liquid-vapor interfaces and they introduced an energy arising from the mean-field theory and depending on densities $\rho$ and $\eta$ and also on the gradients of these densities; furthermore, they said that near the critical point, a gradient expansion typically truncated in second order, is most likely to be successful and perhaps even quantitatively accurate. This extension has been called thermocapillary fluid model in \cite{33} and used in different physical situations when the temperature varies in strongly inhomogeneous parts of complex media \cite{34, 35, 36, 37, 38}. Near a single-fluid critical point, the mean-field molecular theory yields an approximate but realistic behavior \cite{32, 38}. In mean-field theory, the differences of thermodynamical quantities between liquid and vapor phases are expressed in power laws of the difference between temperature and critical temperature. Transformations from liquid to vapor are associated with second-order phase transitions and the mass density difference between the two phases goes to zero as the temperature is converging to the critical one. The same phenomenon holds true for the latent-heat of phase transition and for the difference of entropy densities between liquid and vapor phases.
In this paper we neglect gravity and we use a slightly more general model. We consider state laws which link densities $\varepsilon, \rho, \eta$ and their gradients. We derive the liquid-vapor equilibrium equations of non-homogeneous fluids. As, at equilibrium, a given total mass of the fluid in a fixed domain maximizes its total entropy while its total energy remains constant, the problem can be studied in a variational framework.

We make explicit a polynomial expansion of the homogeneous state law near the critical point. In convenient units, we obtain a generic expression depending only on a unique parameter $\chi$.

We introduce a small parameter $\kappa$ which measures the distance of the considered equilibrium state to the critical point. Using a rescaling process near the critical point we obtain mass and temperature profiles through the liquid-vapor interface. The magnitude orders with respect to $\kappa$ of mass, entropy, temperature are analyzed. The variations of temperature and entropy density inside the interfacial layer appear to be of an order less than the variation of mass density. Consequently, neglecting these variations is well-founded and justifies the utilization of Cahn-Hilliard’s model near the critical point and indeed we prove that the mass density profile converges towards the classical profile obtained by using the Cahn-Hilliard model which does not take account of variations of entropy density. A conclusion highlights these facts.

2 Equations of equilibrium

2.1 Preliminaries

When homogeneous simple fluids are considered, a state law

$$L_0(\varepsilon, \eta, \rho) = 0$$

links internal energy density $\varepsilon$, entropy density $\eta$ and mass density $\rho$. This local law is generally made explicit under the form

$$\varepsilon - \varepsilon_0(\eta, \rho) = 0.$$ 

In other words, it is assumed without loss of generality that $\partial L_0 / \partial \varepsilon = 1$. Then, as usual, one introduces the Kelvin temperature $T := -\partial L_0 / \partial \eta$, the chemical potential $\mu := -\partial L_0 / \partial \rho$ and the thermodynamical pressure

$$P := \rho \mu - \varepsilon + \eta T.$$ 

These notations can be resumed as

$$d\varepsilon - \mu d\rho - T d\eta = 0, \quad dP - \eta dT - \rho d\mu = 0.$$ 

However, when the state of the material endows strong spatial variations of the thermodynamical variables - as it is the case near a liquid vapor interface - the locality of the state law has to be questioned. This is what we do in this paper by considering a general law of the type

$$L(\varepsilon, \eta, \rho, \nabla \varepsilon, \nabla \eta, \nabla \rho) = 0,$$  

(3)
where \( \nabla \) denotes the spatial gradient. For the sake of simplicity, we study in this paper the particular form \( (1) \):

\[
\mathcal{L}(\varepsilon, \eta, \rho, \nabla \varepsilon, \nabla \eta, \nabla \rho) = \mathcal{L}_0(\varepsilon, \eta, \rho) - \frac{1}{2} \left( C_0 |\nabla \rho|^2 + E_0 |\nabla \eta|^2 + H_0 |\nabla \varepsilon|^2 + 2 D_0 \nabla \rho \cdot \nabla \eta + 2 F_0 \nabla \rho \cdot \nabla \varepsilon + 2 G_0 \nabla \eta \cdot \nabla \varepsilon \right),
\]

(4)

where

\[
\begin{bmatrix}
C_0 & D_0 & F_0 \\
D_0 & E_0 & G_0 \\
F_0 & G_0 & H_0
\end{bmatrix}
\]

is a constant positive symmetric matrix. This is the simplest extension of the classical model when one wants to take account of the spatial variations of \( \eta, \varepsilon \) and \( \rho \). Generalization \( (3) \) is widely studied \( [3, 6] \) in the particular case \( \mathcal{L}(\varepsilon, \eta, \rho, \nabla \rho) = 0 \); that is when one sets \( D_0 = E_0 = F_0 = G_0 = H_0 = 0 \) in \( (4) \). This special case coincides with the well-known model of Cahn-Hilliard’s fluids \( [6] \).

In our framework, we still call temperature, chemical potential, thermodynamical pressure the quantities

\[
T := -\partial \mathcal{L}_0 / \partial \eta, \quad \mu := -\partial \mathcal{L}_0 / \partial \rho \quad \text{and} \quad P := \rho \mu - \varepsilon + \eta T.
\]

Thus, the state law reads in differential form:

\[
d\varepsilon - \mu \, d\rho - T \, d\eta - \Phi \cdot d(\nabla \rho) - \Psi \cdot d(\nabla \eta) - \Xi \cdot d(\nabla \varepsilon) = 0
\]

(5)

with

\[
\Phi = C_0 \nabla \rho + D_0 \nabla \eta + F_0 \nabla \varepsilon,
\]

\[
\Psi = D_0 \nabla \rho + E_0 \nabla \eta + G_0 \nabla \varepsilon,
\]

\[
\Xi = F_0 \nabla \rho + G_0 \nabla \eta + H_0 \nabla \varepsilon.
\]

### 2.2 The variational method

The total mass and the total energy of an isolated and fixed domain \( \mathcal{D} \) are

\[
M = \int_{\mathcal{D}} \rho \, dx, \quad E = \int_{\mathcal{D}} \varepsilon \, dx,
\]

where \( dx \) is the volume element. They remain constant during the evolution of the system towards equilibrium. The equilibrium is reached when the total entropy

\[
S = \int_{\mathcal{D}} \eta \, dx = \int_{\mathcal{D}} \rho \, s \, dx
\]

of the system is maximal. With classical notations, at equilibrium we get the variational equation

\[
\delta S - T_0^{-1}(\delta E - \mu_0 \delta M) = 0
\]

\footnote{Let us note that the case \( \varepsilon - \varepsilon_0(\eta, \rho) - \frac{1}{2} \left( C_0 |\nabla \rho|^2 + 2 D_0 \nabla \rho \cdot \nabla \eta + E_0 |\nabla \eta|^2 \right) = 0 \) has been considered in \([52]\), chapter 3.}
where $T_0^{-1}$ and $\mu_0$ are constant Lagrange multipliers ($T_0$ has the physical dimension of a temperature while $\mu_0$ has the physical dimension of a chemical potential). This equation is valid for all variations $(\delta \varepsilon, \delta \eta, \delta \rho)$ compatible with the state law i.e. $\delta \mathcal{L} = 0$. We can take this constraint into account by introducing a Lagrange multiplier field $\Lambda$ (with no physical dimension) and write that

$$T_0 \delta S - \delta E + \mu_0 \delta M + \int_D \Lambda \delta \mathcal{L} \, dx = 0$$

for all triple field $(\delta \varepsilon, \delta \eta, \delta \rho)$. This equation reads

$$\int_D \left( (T_0 - \Lambda T) \delta \eta + (\Lambda - 1) \delta \varepsilon + (\mu_0 - \Lambda \mu) \delta \rho - \Lambda \left( \Phi \cdot (\nabla \delta \rho) + \Psi \cdot (\nabla \delta \eta) + \Xi \cdot (\nabla \delta \varepsilon) \right) \right) \, dx = 0$$

Using the divergence theorem and considering only variations with compact support in $D$, we have

$$\int_D \left( (T_0 - \Lambda T + \text{div}(\Lambda \Psi)) \delta \eta + (\Lambda - 1 + \text{div}(\Lambda \Xi)) \delta \varepsilon + (\mu_0 - \Lambda \mu + \text{div}(\Lambda \Phi)) \delta \rho \right) \, dx = 0,$$

and we deduce the local equations in $D$:

$$\text{div}(\Lambda \Phi) = \Lambda \mu - \mu_0,$$
$$\text{div}(\Lambda \Psi) = \Lambda T - T_0,$$
$$\text{div}(\Lambda \Xi) = 1 - \Lambda.$$ 

In the special case of an energy density of form (4), the system reads

$$\begin{cases} C_0 \text{div}(\Lambda \nabla \rho) + D_0 \text{div}(\Lambda \nabla \eta) + F_0 \text{div}(\Lambda \nabla \varepsilon) = \Lambda \mu - \mu_0, \\
D_0 \text{div}(\Lambda \nabla \rho) + E_0 \text{div}(\Lambda \nabla \eta) + G_0 \text{div}(\Lambda \nabla \varepsilon) = \Lambda T - T_0, \\
F_0 \text{div}(\Lambda \nabla \rho) + G_0 \text{div}(\Lambda \nabla \eta) + H_0 \text{div}(\Lambda \nabla \varepsilon) = 1 - \Lambda, \end{cases} \quad (6)$$

3 Thermodynamical potentials near a critical point

Let $(\varepsilon_c, \eta_c, \rho_c)$ be an admissible homogeneous state indexed by $c$. Then,

$$\mathcal{L}_0(\varepsilon_c, \eta_c, \rho_c) = 0.$$ 

Let $P_c, T_c, \mu_c$ be the associated thermodynamical quantities. At point $(\varepsilon_c, \eta_c, \rho_c)$, we assume that $\partial^2 \mathcal{L}_0 / \partial \eta^2 \neq 0$ and we introduce the quantity

$$a_c := \frac{\partial^2 \mathcal{L}_0 / \partial \eta \partial \rho}{\partial^2 \mathcal{L}_0 / \partial \eta^2}(\varepsilon_c, \eta_c, \rho_c).$$

If the studied fields remain close to point $(\varepsilon_c, \eta_c, \rho_c)$, it is natural to make a change of variables in order to work in the vicinity of zero; we set

$$\tilde{\rho} := \rho - \rho_c, \quad \tilde{\eta} := \eta - \eta_c + a_c \tilde{\rho}, \quad \tilde{\varepsilon} := \varepsilon - \varepsilon_c - (\mu_c - T_c a_c) \tilde{\rho} - T_c \tilde{\eta},$$
$$\tilde{\mathcal{L}}_0(\tilde{\varepsilon}, \tilde{\eta}, \tilde{\rho}) := \mathcal{L}_0(\varepsilon_c + \tilde{\varepsilon} + T_c \tilde{\eta} + (\mu_c - T_c a_c) \tilde{\rho}, \eta_c + \tilde{\eta} - a_c \tilde{\rho}, \rho_c + \tilde{\rho}). \quad (8)$$
The change of variables (7)-(8) may seem unnecessarily complicated: its aim is, like in classical nondimensionalization process, to reduce the number of parameters of the problem to the minimal set of parameters which actually affect the qualitative features of the solution. We show below that a unique dimensionless parameter $\chi$ is enough for describing the shape of the energy function in the vicinity of the critical point.

It is clear that maximizing $\int_D \eta \, dx$ under the constraints $\int_D \rho \, dx = M$ and $\int_D \varepsilon \, dx = E$ is equivalent to maximizing $\int_D \tilde{\eta} \, dx$ under the constraints $\int_D \tilde{\rho} \, dx = M - \rho_c |D|$ and $\int_D \tilde{\varepsilon} \, dx = E - \mu_c M - (\varepsilon_c + \mu_c \rho_c) |D|$. Therefore the variational analysis performed in the previous section remains unchanged if we replace all quantities by their $\tilde{\ }$ equivalent.

Of course this property is only true if we replace the derivative quantities $\xi$ with respect to $\tilde{\eta}$ and $\tilde{\rho}$: their derivatives of $\tilde{\eta}$ and $\tilde{\rho}$ have also to be modified but it is not worth writing the previous equation these conditions do not vanish, we get $\bar{\tau} \leq (1 + |a_c|) \max(\eta_c, \rho_c)$ in the space $(\eta, \rho)$. Accordingly, we obtain:

$$\bar{\tau} = 2a_{20} \tilde{\eta} + o(\tilde{\tau}).$$

Recalling that we have assumed that $a_{20} = \partial^2 \tilde{L}_0 / \partial \tilde{\eta}^2 \neq 0$, we have $\bar{\tau} \sim \max(\tilde{T}, \tilde{\rho})$ and $\tilde{\eta} = \tilde{T} / (2a_{20}) + o(\tau)$. Hence

$$\mu = 2a_{20} \tilde{\rho} + 2a_{21} \tilde{\eta} \tilde{\rho} + 3a_{03} \tilde{\rho}^3 + o(\tilde{\tau}^2).$$

Now, we assume that $(\varepsilon_c, \eta_c, \rho_c)$ corresponds to the critical point of $\tilde{L}_0$. Equivalently, $(0, 0, 0)$ is the critical point of $\tilde{L}_0$.

The critical conditions state that, at fixed critical temperature $\tilde{T} = 0$, the first and second derivatives of $\tilde{\mu}$ with respect to $\tilde{\rho}$ vanish. In view of the previous equation these conditions state that $a_{20} = a_{03} = 0$. Let us now go a bit further in the expansions of $\tilde{L}$, $\tilde{T}$ and $\tilde{\mu}$. In the generic case, when the coefficients $a_{12}$ and $a_{04}$ like $a_{20}$ do not vanish, we get

$$\tilde{L}_0 = \tilde{\varepsilon} - a_{20} \tilde{\eta}^2 - a_{12} \tilde{\eta} \tilde{\rho}^2 - a_{04} \tilde{\rho}^4 + o(\tilde{\tau}^2),$$

$$\tilde{T} = 2a_{20} \tilde{\eta} + a_{12} \tilde{\rho}^2 + o(\tilde{\xi}),$$

$$\tilde{\mu} = 2a_{12} \tilde{\eta} \tilde{\rho} + 4a_{04} \tilde{\rho}^3 + o(\tilde{\xi}).$$
where $\tilde{\xi}$ stands for $\max(\tilde{\eta}, \tilde{\rho}^2)$. Furthermore, we can use a mass unit such that $a_{04} = 1$ and an entropy unit such that $a_{12} = 1$. We denote $\tilde{\chi}$ the value of $a_{20}$ in such an unit system. We finally get

\[
\begin{align*}
\tilde{L}_0 &= \tilde{\varepsilon} - \tilde{\chi}\tilde{\eta}^2 - \tilde{\eta}\tilde{\rho}^2 - \tilde{\rho}^4 + o(\tilde{\xi}^2) \\
\tilde{T} &= 2\tilde{\chi}\tilde{\eta} + \tilde{\rho}^2 + o(\tilde{\xi}) \\
\tilde{\mu} &= 2\tilde{\eta}\tilde{\rho} + 4\tilde{\rho}^3 + o(\tilde{\xi})
\end{align*}
\]

These equations are the generic asymptotic form of the thermodynamic potentials near a critical point in an adapted system of coordinates. Note that $\tilde{\chi}$ has to satisfy $4\tilde{\chi} - 1 > 0$ in order to ensure the positivity of $\tilde{\chi}\tilde{\eta}^2 + \tilde{\eta}\tilde{\rho}^2 + \tilde{\rho}^4$. Otherwise no homogeneous phase could be stable in the studied zone.

From now on, we study the equilibrium of two phases by assuming that

\[
\tilde{L}_0 = \tilde{\varepsilon} - \tilde{\chi}\tilde{\eta}^2 - \tilde{\eta}\tilde{\rho}^2 - \tilde{\rho}^4
\]

and consequently

\[
\begin{align*}
\tilde{T} &= 2\tilde{\chi}\tilde{\eta} + \tilde{\rho}^2, \\
\tilde{\mu} &= 2\tilde{\eta}\tilde{\rho} + 4\tilde{\rho}^3.
\end{align*}
\]

Relations (12) and (13) are the associated temperature and chemical potential. Function

\[
\tilde{\varepsilon}_0(\tilde{\eta}, \tilde{\rho}) = \tilde{\chi}\tilde{\eta}^2 + \tilde{\eta}\tilde{\rho}^2 + \tilde{\rho}^4
\]

is represented in Fig. 1 where one can check that the critical point lies on the boundary of the domain where $\tilde{\varepsilon}$ does not coincide with its lower convex envelope.

\section{Integration of equations in planar interfaces}

We consider a planar interface and assume that all fields depend only on transverse space-variable $z$. We denote $\varphi'$ the derivative of any field $\varphi$ with respect to $z$.

\subsection{System of equilibrium equations}

System of equilibrium equations (10) completed by the state law reads in term of new equivalent quantities,

\[
\begin{align*}
\tilde{C}_0 (\tilde{\Lambda}\tilde{\rho}')' + \tilde{E}_0 (\tilde{\Lambda}\tilde{\eta}')' + \tilde{F}_0 (\tilde{\Lambda}\tilde{\varepsilon}')' &= \tilde{\Lambda}\tilde{\mu} - \tilde{\mu}_0, \\
\tilde{D}_0 (\tilde{\Lambda}\tilde{\rho}')' + \tilde{E}_0 (\tilde{\Lambda}\tilde{\eta}')' + \tilde{G}_0 (\tilde{\Lambda}\tilde{\varepsilon}')' &= \tilde{\Lambda}\tilde{T} - \tilde{T}_0, \\
\tilde{E}_0 (\tilde{\Lambda}\tilde{\rho}')' + \tilde{G}_0 (\tilde{\Lambda}\tilde{\eta}')' + \tilde{H}_0 (\tilde{\Lambda}\tilde{\varepsilon}')' &= 1 - \tilde{\Lambda}, \\
\tilde{L}_0 (\tilde{\varepsilon}, \tilde{\eta}, \tilde{\rho}) - \tilde{Q}(\tilde{\varphi}', \tilde{\eta}', \tilde{\varepsilon}') &= 0.
\end{align*}
\]

where $\tilde{Q}(\tilde{\varphi}', \tilde{\eta}', \tilde{\varepsilon}') := \frac{1}{2} (\tilde{C}_0 \tilde{\rho}'\tilde{\rho} + \tilde{E}_0 \tilde{\eta}'\tilde{\eta} + \tilde{H}_0 \tilde{\varepsilon}'\tilde{\varepsilon} + 2\tilde{D}_0 \tilde{\eta}'\tilde{\rho}' + 2\tilde{F}_0 \tilde{\rho}'\tilde{\varepsilon}' + 2\tilde{G}_0 \tilde{\varepsilon}'\tilde{\eta}')$.

Multiplying the three first equations respectively by $\tilde{\rho}'$, $\tilde{\eta}'$, $\tilde{\varepsilon}'$, summing and using the fourth equation derived with respect to $z$, leads to

\[
2(\tilde{\Lambda}\tilde{Q}(\tilde{\varphi}', \tilde{\eta}', \tilde{\varepsilon}'))' = \tilde{\varepsilon}' - \tilde{\mu}_0 \tilde{\rho}' - \tilde{T}_0 \tilde{\eta}'.
\]
which gives the first energy integral
\[ 2\tilde{\Lambda} \tilde{\Phi}(\tilde{\rho}', \tilde{\eta}', \tilde{\varepsilon}') = \tilde{\varepsilon} - \tilde{\mu}_0 \tilde{\rho} - \tilde{T}_0 \tilde{\eta} + \tilde{P}_0, \tag{16} \]
or equivalently, by using (4),
\[ (2\tilde{\Lambda} - 1) \tilde{\varepsilon} = 2\tilde{\Lambda} \tilde{\varepsilon}_0 - \tilde{\mu}_0 \tilde{\rho} - \tilde{T}_0 \tilde{\eta} + \tilde{P}_0, \tag{17} \]
where the constant \( \tilde{P}_0 \) has the dimension of a pressure.

In the bulk the fields become constant and the equilibrium equations lead to
\[ \tilde{\Lambda} \tilde{\mu} - \tilde{\mu}_0 = 0, \quad \tilde{\Lambda} \tilde{T} - \tilde{T}_0 = 0, \quad 1 - \tilde{\Lambda} = 0, \quad \tilde{\varepsilon} - \tilde{\mu}_0 \tilde{\rho} - \tilde{T}_0 \tilde{\eta} + \tilde{P}_0 = 0. \]
Hence \( \tilde{\Lambda} = 1 \) and \( \tilde{\mu}_0, \tilde{T}_0, \tilde{P}_0 \) are respectively the common values of the chemical potential, temperature and pressure in both bulk phases and we recover the usual global equilibrium conditions for planar interfaces.

We denote by superscripts \( + \) and \( - \) the values of the fields in the two bulk phases. From (11), (12), (13) we deduce the equalities of thermodynamical quantities \( \tilde{\mu}_0, \tilde{T}_0, \tilde{P}_0 \) in the two bulks phases
\[ 2\tilde{\eta}^+ \tilde{\rho}^+ + 4(\tilde{\rho}^+)^3 = 2\tilde{\eta}^- \tilde{\rho}^- + 4(\tilde{\rho}^-)^3 = \tilde{\mu}_0 \tag{18} \]
\[ 2\tilde{\chi} \tilde{\eta}^+ (\tilde{\rho}^+)^2 = 2\tilde{\chi} \tilde{\eta}^- (\tilde{\rho}^-)^2 = \tilde{T}_0 \tag{19} \]
\[ \tilde{\chi}(\tilde{\eta}^+)^2 + 2\tilde{\eta}^+ (\tilde{\rho}^+)^2 + 3(\tilde{\rho}^+)^4 = \tilde{\chi}(\tilde{\eta}^-)^2 + 2\tilde{\eta}^- (\tilde{\rho}^-)^2 + 3(\tilde{\rho}^-)^4 = \tilde{P}_0. \tag{20} \]
Using (19), equations (18) and (20) can be written
\[ \hat{T}_0 \hat{\rho}^4 + (4\hat{\chi} - 1)(\hat{\rho}^4)^3 = \hat{T}_0 \hat{\rho}^- + (4\hat{\chi} - 1)(\hat{\rho}^-)^3 = \hat{\chi}\hat{\mu}_0, \]
\[ 2\hat{T}_0 (\hat{\rho}^+)^2 + 3(4\hat{\chi} - 1)(\hat{\rho}^+)^4 = 2\hat{T}_0 (\hat{\rho}^-)^2 + 3(4\hat{\chi} - 1)(\hat{\rho}^-)^4 = 4\hat{\chi}\hat{P}_0 - \hat{T}_0^2, \]
which implies
\[ (\hat{T}_0 + (4\hat{\chi} - 1)((\hat{\rho}^+)^2 + \hat{\rho}^+ \hat{\rho}^- + (\hat{\rho}^-)^2))(\hat{\rho}^+ - \hat{\rho}^-) = 0, \]
\[ (2\hat{T}_0 + 3(4\hat{\chi} - 1)((\hat{\rho}^+)^2 + (\hat{\rho}^-)^2))((\hat{\rho}^+)^2 - (\hat{\rho}^-)^2) = 0. \]

Considering an interface between two distinct phases, we have \( \hat{\rho}^+ \neq \hat{\rho}^- \), thus
\[ \hat{T}_0 + (4\hat{\chi} - 1)((\hat{\rho}^+)^2 + \hat{\rho}^+ \hat{\rho}^- + (\hat{\rho}^-)^2) = 0, \]
\[ (2\hat{T}_0 + 3(4\hat{\chi} - 1)((\hat{\rho}^+)^2 + (\hat{\rho}^-)^2))((\hat{\rho}^+)^2 - (\hat{\rho}^-)^2) = 0. \]

Subtracting to the second equation the product of the first one by 2(\( \hat{\rho}^+ + \hat{\rho}^- \)) the system becomes
\[ (4\hat{\chi} - 1)((\hat{\rho}^+ - \hat{\rho}^-)^2((\hat{\rho}^+)^2 + \hat{\rho}^+ \hat{\rho}^- + (\hat{\rho}^-)^2) = 0, \]
\[ \hat{T}_0 + (4\hat{\chi} - 1)((\hat{\rho}^+)^2 + \hat{\rho}^+ \hat{\rho}^- + (\hat{\rho}^-)^2) = 0. \]

As expected this system admits no solution when \( \hat{T}_0 > 0 \), or equivalently when the temperature in the phases is greater than the critical one. Let us set \( \hat{T}_0 := -(4\hat{\chi} - 1)\kappa^2 \), i.e.
\[ \kappa := \sqrt{-\hat{T}_0 / 4\hat{\chi} - 1}. \quad (21) \]

The small quantity \( \kappa \) measures the distance from the critical point. Using again \( \hat{\rho}^+ \neq \hat{\rho}^- \) we find
\[ \hat{\rho}^+ = \kappa \quad \text{and} \quad \hat{\rho}^- = -\kappa, \quad (22) \]
from which we directly deduce,
\[ \hat{\eta}^+ = \hat{\eta}^- = -2\kappa^2, \quad \hat{\mu}_0 = 0, \quad \hat{\varepsilon}^+ = \hat{\varepsilon}^- = \hat{\tilde{P}}_0 = (4\hat{\chi} - 1)\kappa^4. \quad (23) \]

### 4.2 The rescaling process
In view of Eqs. (21), (22), (23) the values of \( \hat{\rho} \) and \( \hat{\eta} \) in the phases lead to the natural rescaling
\[ \hat{\rho} := \kappa^{-1}\tilde{\rho}, \quad \hat{\eta} := \kappa^{-2}\tilde{\eta}, \quad \hat{\varepsilon} := \kappa^{-4}\tilde{\varepsilon}, \quad \hat{z} := \kappa z \quad (24) \]
and system (15) becomes
\[
\begin{align*}
\bar{C}_0 (\bar{\Lambda} \bar{\rho}')' + \bar{D}_0 \kappa (\bar{\Lambda} \bar{\eta}')' + \bar{F}_0 \kappa^3 (\bar{\Lambda} \bar{\varepsilon}')' &= \bar{\Lambda}(2\bar{\eta}\bar{\rho} + 4\bar{\rho}^3), \\
\bar{D}_0 \kappa (\bar{\Lambda} \bar{\rho}')' + \bar{E}_0 \kappa^2 (\bar{\Lambda} \bar{\eta}')' + \bar{G}_0 \kappa^4 (\bar{\Lambda} \bar{\varepsilon}')' &= \bar{\Lambda}(2\bar{\eta}\bar{\varepsilon} + 2\bar{\varepsilon}^2) + (4\bar{\chi} - 1), \\
\bar{F}_0 \kappa^3 (\bar{\Lambda} \bar{\rho}')' + \bar{G}_0 \kappa^4 (\bar{\Lambda} \bar{\eta}')' + \bar{H}_0 \kappa^6 (\bar{\Lambda} \bar{\varepsilon}')' &= 1 - \bar{\Lambda},
\end{align*}
\]
where the space derivatives are now relative to \( \tilde{z} \). Hence \( \tilde{\Lambda} = 1 + O(\kappa^3) \) and at the first order with respect to the small parameter \( \kappa \),

\[
\begin{align*}
\tilde{C}_0 \tilde{\rho}'' &= 2\tilde{\eta}\tilde{\rho} + 4\tilde{\rho}^3, \\
0 &= 2\tilde{\chi}\tilde{\eta} + \tilde{\rho}^2 + (4\tilde{\chi} - 1),
\end{align*}
\]
which gives by elimination of \( \tilde{\eta} \),

\[
\frac{\tilde{\chi}\tilde{C}_0}{(4\tilde{\chi} - 1)} \tilde{\rho}'' = \tilde{\rho}^3 - \tilde{\rho}.
\]

Multiplying by \( \tilde{\rho}' \), integrating and taking into account (22), we get

\[
\frac{\tilde{\chi}\tilde{C}_0}{(4\tilde{\chi} - 1)} \frac{\tilde{\rho}'^2}{2} = \frac{1}{4} (\tilde{\rho}^2 - 1)^2.
\]

Hence the mass density profile \( \tilde{\rho}_{eq} \) at equilibrium across an interface has the classical representation (cf. [32] p. 251)

\[
\tilde{\rho}_{eq}(\tilde{z}) = \tanh\left( \frac{\tilde{z}}{\ell} \right)
\]
where

\[
\ell = \sqrt{\frac{2\tilde{\chi}\tilde{C}_0}{(4\tilde{\chi} - 1)}}.
\]

Note that this well known profile is an exact solution of (27) but results from several approximations. It is valid only for a planar interface lying far from the boundaries of the domain. Moreover considering the polynomial form (11) for the energy is clearly an approximation as well as neglecting the terms of lower order in (18), (19) and (20).

Using (12) and (26) we obtain that the temperature through the interface is constant at the first order:

\[
\tilde{T}_{eq} = 2\tilde{\chi}\tilde{\eta}_{eq} + (\tilde{\rho}_{eq})^2 = -(4\tilde{\chi} - 1).
\]

However the second equation of system (25) gives a more accurate information about the temperature profile through the interface; indeed, at order \( \kappa \),

\[
\tilde{D}_0 \kappa \tilde{\rho}'' = 2\tilde{\chi}\tilde{\eta} + \tilde{\rho}^2 + (4\tilde{\chi} - 1) + O(\kappa^3).
\]
That is

\[
\tilde{T}_{eq} = -(4\tilde{\chi} - 1) + \kappa \tilde{D}_0 \tilde{\rho}_{eq}'' + O(\kappa^2)
= -(4\tilde{\chi} - 1) + \kappa \frac{(4\tilde{\chi} - 1)}{\tilde{\chi}} \frac{\tilde{D}_0}{\tilde{C}_0} [\tilde{\rho}_{eq} - \tilde{\rho}_{eq}] + O(\kappa^2).
\]

Consequently,

\[
\tilde{T}_{eq} = (4\tilde{\chi} - 1) \left( -1 + \kappa \frac{\tilde{D}_0}{\tilde{C}_0} \left( \tanh^3 \left( \frac{\tilde{z}}{\ell} \right) - \tanh \left( \frac{\tilde{z}}{\ell} \right) \right) \right) + O(\kappa^2).
\]

Note that in Eq. (32) the variation of the temperature across the interface is no more monotonic (see Fig. 3). Moreover, the variation of temperature \( \tilde{T}_{eq} \) is multiplied by the small parameter \( \kappa \) and is negligible with respect to the variation of \( \tilde{\rho}_{eq} \).
5 Surface tension

Surface tension $\sigma$ of a plane liquid-vapor interface corresponds to the excess of free energy $\tilde{e} := \tilde{\varepsilon} - \tilde{T}\tilde{\eta}$ inside the interface. Using (12) and (14), we have

$$\tilde{e} = \frac{4\tilde{\chi} - 1}{4\tilde{\chi}} (\tilde{\rho}^4 - 2\kappa^2 \tilde{\rho}^2 - \kappa^4 (4\tilde{\chi} - 1)) + \tilde{Q}(\tilde{\rho}', \tilde{\eta}', \tilde{\varepsilon}')$$

As, in the bulk, we have

$$\tilde{e}^+ = \tilde{e}^- = -(4\tilde{\chi} - 1)\kappa^4,$$

surface tension is

$$\bar{\sigma} := \int_{-\infty}^{+\infty} (\tilde{e} + (4\tilde{\chi} - 1)\kappa^4) \, dz = \int_{-\infty}^{+\infty} \left( \frac{4\tilde{\chi} - 1}{4\tilde{\chi}} (\tilde{\rho}^2 - \kappa^2)^2 + \tilde{Q}(\tilde{\rho}', \tilde{\eta}', \tilde{\varepsilon}') \right) \, dz$$

$$= \kappa^3 \int_{-\infty}^{+\infty} \left( \frac{4\tilde{\chi} - 1}{4\tilde{\chi}} (\tilde{\rho}^2 - 1)^2 + \tilde{Q}(\tilde{\rho}', \kappa\tilde{\eta}', \kappa^3\tilde{\varepsilon}') \right) \, d\tilde{\rho}.$$ (33)

At the first order with respect to $\kappa$, we obtain

$$\bar{\sigma} = \kappa^3 \int_{-\infty}^{+\infty} \left( \frac{4\tilde{\chi} - 1}{4\tilde{\chi}} (\tilde{\rho}^2 - 1)^2 + \frac{1}{2} \tilde{C}_0 \tilde{\rho}^2 \right) \, d\tilde{\rho} + O(\kappa^4)$$ (34)

$$= \kappa^3 \int_{-1}^{+1} \left( \sqrt{\frac{(4\tilde{\chi} - 1)\tilde{C}_0}{2\tilde{\chi}}} (1 - \tilde{\rho}^2) \right) \, d\tilde{\rho} + O(\kappa^4)$$

$$= \kappa^3 \frac{4}{3} \sqrt{\frac{(4\tilde{\chi} - 1)\tilde{C}_0}{2\tilde{\chi}}} + O(\kappa^4)$$ (35)

Thus, at the leading order, equilibrium values and surface tension are those given by the Cahn-Hilliard theory: the effect of the gradients of entropy and energy densities are negligible. A more accurate description could be obtained: terms of order $\kappa^4$ would come...
from (i) the perturbation of system (26) by taking into account the coupling term $\tilde{D}_0$ and (ii) the introduction of the same coupling term in (34).

6 Conclusion

We have obtained the mass density and temperature profiles through an interface near the critical point. Our results present some similarities with the ones obtained in [24] for fluid mixtures where two mass densities have the role played here by mass and entropy densities. The differences lie in the fact that we are not here impelled to deal with combinations of densities and also in the fact that the notion of critical point is more complex in the case of a mixture where non-monotonic profiles can be obtained at the leading order.

We have introduced a state law in which all gradients are considered with respect to mass, entropy and energy densities. At our knowledge, it is the first time that this though natural assumption is used. In this framework, we confirm the conjecture made by Rowlinson and Widom [32] that, near the critical point, the variations of temperature inside the interfacial layer are negligible. This result is mainly due to the fact that the variations of entropy density are negligible with respect to the variations of mass density.
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