Beam splitter geometry for Iron-Pnictide materials
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We consider a Cooper pair beam splitter for Iron-Pnictide $S_{+-}$ superconductor and calculate the entangled electron-hole current. We investigate the interplay of various physical parameters such as doping at electron and hole pockets as well as non-zero nesting between the electron and hole pocket. In general we find that the presence of magnetic ordering decreases the beam splitter current by a factor of one hundred in comparison to pure BCS superconductor in two dimensions. For equal size electron-hole pocket and zero nesting we find that the beam-splitter current in general depends non-monotonically on the chemical potentials at electron and hole pockets. For non-zero nesting at a fixed chemical potential the current also varies non-monotonically with nesting vector $|q|$. This non-monotonous or oscillatory behavior is attributed to inter-dependency of density of states at hole and electron pocket due to coupling between the electron and hole pockets. Our finding can be useful in experimental determinations or verification of co-existence phase in Iron-Pnictide superconductors and has potential applications in realizing quantum gates or switches.

I. INTRODUCTION

One of the fundamental aspect of quantum mechanics is the superposition principle which dictates that a quantum mechanical system can be described by a linear superposition of many orthogonal wave function [1]. This superposition principle yields an entanglement or correlations between different parts of the system. In recent times this fundamental aspect has been investigated in detail to construct entangled states having specific properties with application in teleportation, cryptology etc [2]. To realize such entangled states many protocols have been proposed involving various mesoscopic system such as quantum dots, superconducting qubits etc [3–5]. However after preparing such entangled state one needs to confirm that the state is robust against decoherence [7, 8]. It is an well known fact that various condensed matter system act as a resource of such entangled many body states naturally. The existence of such entangled states is ubiquitous in various condensed matter systems such as the Cooper pairs in superconductivity [9], ground state wave-function for quantum spin liquid [10, 11], resonating valence bond states [12] for certain magnetic systems etc.

Starting from the celebrated EPR paradox [13] and culminating in Bell’s inequality [14, 15], entanglement is now an experimentally established reality [16–18]. In view of identifying such entangled states in the context of superconductivity, a Cooper pair beam splitter arrangement has been proposed for the first time in Ref [19] and later on other system [20, 21]. In these study it is proposed that the participating electrons and holes can be collected at two different leads after passing through two quantum dots kept at spatially suitable distance. The collected electron and hole maintain their state of initial correlation or entanglement. Recently such studies has been extended to graphene [22] where an proximity induced superconductivity has been considered. There the authors have shown that the beam splitter current is increased in magnitude in comparison to an ideal BCS superconductor in two dimensions. However the superconductivity in single layer graphene is not realized till now and the superconductivity in conventional BCS superconductor is realized at very low temperature limiting its practical application. Thus it motivates us to look for other system where such entangled beam splitter can be realized with naturally occurring superconductivity at high temperatures enabling us for practical applications.

In this study we have investigated the consequences of beam splitter arrangement for Iron-pnictide superconductors. We are motivated by the fact that this system is realized at quite high temperature for example at $\sim$50K for 1111- and 122- type systems [23] thus providing relatively easier practical realisation. Apart from this fact, the Iron-pnictide system is well known for the co-existence of superconducting order as well as magnetic order [23–26]. This aspect is quite remarkable in the sense that unlike conventional BCS superconductor, in Iron-pnictide superconductivity does not get destroyed by the application of moderate magnetic field easily. In fact we have found that the copper pair beam splitter current depends on the relative magnitude of chemical potential, superconducting gap and the magnetic order parameter to a large extent. We have also seen that unlike before, the beam current can be monotonically decreasing or an oscillating one depending on the relative shapes of the electron and hole pocket respectively. This may give an added advantage towards practical application [23] of Iron-pnictide beam splitters. Our plan of presentation is the following. In section II we review the basics of Iron-pnictide superconductors, its model hamiltonian and spectrum. After this, in section III we present...
our model scheme of realising beam splitter current in detail by calculating the entangled beam splitter current in its full form for the Iron-pnictide system. We also enumerate all the assumption and approximation needed for such calculation. In section IV, we present graphically the beam splitter current vs the distance between the two leads for various parameter values of the system such as chemical potential at electron and hole pocket, perfect and non-zero nesting etc. Finally we conclude in section V by summarising our results with a discussion.

\[ H = H_0 + H_\Delta + H_m. \]

In the above \( H_0 \) denotes the non-interacting part of electron and hole pockets. \( H_\Delta \) denotes superconducting pairing interaction and \( H_m \) signifies the magnetic pairing interaction. The details of these three terms are given below [28],

\[ H_0 = \sum_k \epsilon_c(k)c_{k\alpha}^+c_{k\alpha} + \sum_{k'} \epsilon_f(k')f_{k'\alpha}^+f_{k'\alpha} \]

\[ \epsilon_c(k) = \mu_c - \frac{k^2}{2m_c}, \quad \epsilon_f(k) = \frac{k_x^2}{2m_f} + \frac{k_y^2}{2m_f} - \mu_f. \]

In the above ‘\( k \)’ appearing in ‘\( c \)’ is measured from the center of Brillouine zone and for ‘\( f \)’ fermion \( k' \) is measured from \( (\pi, \pi) \). Note that we have taken an Isotropic mass at electron pocket and anisotropic mass at hole pocket for general model. For simplicity we would be assuming an isotropic mass for electron pocket as well i.e \( m_{fx} = m_{fy} = m_f \). The superconducting pairing terms and the magnetic interactions are given by,

\[ H_\Delta = \frac{1}{2} \sum_{k,p} V_{c_\alpha\beta'\alpha'}^c(k,p)(c_{k\alpha}^+c_{-k\beta}^+f_{-p\beta'}^+f_{pa'}^+) \]

\[ + f_{k\alpha}c_{-k\beta}^+c_{-p\beta'}c_{pa'}^+, \]  

\[ \text{Eq. 4} \]

\[ H_m = -\frac{1}{4} \sum_{p'p'-k'k} V_{SDW}^{\alpha\beta\alpha'}^\alpha (p'p : kk')(f_{p'\alpha}^+c_{p\beta}^+c_{k\beta'}^+f_{ka}) \]

\[ + f_{-p\alpha}c_{-p\beta}^+c_{-k\beta'}f_{-ka}. \]  

\[ \text{Eq. 5} \]

In the above, Eq. 4 describes the effective pairing interactions in the Iron-pnictide system which arises due to the inter-band hopping between electron and hole band [27]. The magnetic interactions as denoted in Eq. 5 comes from the inter-band density-density interactions. The pairing interaction \( V_{SDW}^{\alpha\beta\alpha'}^\alpha (p'p : kk') \) and the magnetic interaction \( V_{SDW}^{\alpha\beta\alpha'}^\alpha (p'p : kk') \) have the representation,

\[ V_{SDW}^{\alpha\beta\alpha'}^\alpha (k,p) = V_{SDW}^{\alpha\beta\alpha'}^\alpha (p'p : kk') = V_{SDW}^{\alpha\beta\alpha'}^\alpha (p'p : kk'). \]  

\[ \text{Eq. 6} \]

Following convenient way, we define the superconducting pairing order parameters and magnetic order parameter as follows,

\[ \Delta_c(k)_{\alpha\beta} = (i\sigma^y)_{\alpha\beta} \sum_p V_{kp}^{SDW}(i\sigma^y)_{p\alpha'}^{\dagger} < f_{-p\beta'}f_{pa'}^+ > \]  

\[ \Delta_f(k)_{\alpha\beta} = \sum_p V_{kp}^{SDW}(i\sigma^y)_{p\alpha'}^{\dagger} < c_{-p\beta'}c_{pa'}^+ > \]  

\[ (m_q)_{\alpha\beta} = -\frac{V_{SDW}}{2} \sum_p \sigma_{\alpha\beta}^\sigma_{\alpha}\sigma_{\beta}^{\dagger} < c_{p\beta}^+f_{p+q\alpha} > \]

\[ \text{Eq. 7} \]

We use the above definitions to perform a meanfield decomposition of the four fermion interactions as given in Eq. 4 and Eq. 5. The resulting Hamiltonian obtained is written in the following matrix form,

\[ H = \sum_{k\alpha\beta} \Psi_{k\alpha} \hat{H}_{\alpha\beta} \Psi_{k\beta} - \frac{2\Delta_c\Delta_f}{V_{SD}} + \frac{m_{\alpha\beta}m_{\alpha\beta}}{V_{SD}} \]

\[ \text{Eq. 8} \]

where the four component Nambu spinor is, \( \Psi_{k\alpha} = (c_{k\alpha}^+,c_{-k\alpha}^-;f_{k\alpha}^+,f_{-k\alpha}) \) and the Hamiltonian matrix \( \hat{H}_{\alpha\beta} \) has the form,

\[ \hat{H}_{\alpha\beta} = \begin{pmatrix}
\epsilon_c(k)_{\alpha\beta} & \Delta_c(k)_{\alpha\beta} & m_{q\alpha\beta}^* & 0 \\
\Delta_c(k)_{\alpha\beta} & -\epsilon_c(k)_{\alpha\beta} & 0 & -m_{q\alpha\beta}^* \\
m_{q\alpha\beta} & 0 & \epsilon_f(q)_{\alpha\beta} & \Delta_f(q)_{\alpha\beta} \\
0 & -m_{q\alpha\beta} & -\Delta_f(-q)_{\alpha\beta} & -\epsilon_f(-q)_{\alpha\beta}
\end{pmatrix}. \]

\[ \text{Eq. 9} \]
Notice that in the above equation, we have accounted for two different kind of magnetic order parameter with the following definitions,

\[ \alpha = \beta \implies m_{\alpha \beta} = m_1 \land \alpha \neq \beta \implies m_{\alpha \beta} = m_2. \]  

(13)

Following earlier study [27, 28] we choose \( m_1 = m, m_2 = 0 \) in our study without loss of generality. One can easily obtain the spectrum after diagonalizing the \( 8 \times 8 \) matrix in Eq. 12, the detail expressions for the eigenvalues are given in Appendix B. We obtain the ground state energy by filling the negative energy eigenstates which correspond the vacuum of new Bogoliubov quasi particles. Along with the constant terms the ground state energy can be written as,

\[ E_{\text{min}} = -\frac{1}{\sqrt{2}} \left[ \sqrt{(A_k + \sqrt{B_k})} + \sqrt{(A_k - \sqrt{B_k})} \right] \\
-2\frac{\Delta_p \Delta_f}{V_{\text{SC}}} + 2\frac{m^2}{V_{\text{SD}}}. \]  

(14)

In the above \( A_k \) and \( B_k \) are functional of \( \epsilon_c(k), \epsilon_f(p), \Delta_c, \Delta_f, m \) and their detail expressions are given in Appendix B. We calculate the meanfield order parameter by minimizing the above ground state energy and solving the resulting self-consistent equation. Once the meanfield order parameter values are obtained we use them to calculate the beam splitter current.

III. MODEL FOR BEAM SPLITTER GEOMETRY

Having described the basic model of superconductivity in Iron-Pnictides we now elaborate on our beam splitter arrangement. Our idea of entangled cooper pair splitter is similar to the seminal work of [19] where for the first time an outline of cooper pair entangled beam splitter is introduced. In Fig. 2, we presented a schematic diagram of entangled beam-splitter arrangement. It is expected that electrons in a superconducting pair in an iron-pnictide material will be tunneling through two spatially separated quantum dots where each quantum dot allows one electron (among the two participating electron in an superconducting pair). This is expected to happen once the quantum dots are kept in the coulomb blocked regime such that it is energetically unfavorable to accommodate two electron at the same quantum dot. Finally once two spatially separated electrons enter into two separate quantum dots, they are collected by two fermi liquid leads (represented by \( L_1 \) and \( L_2 \) in Fig. 2). However to realize such entangled electrons to be separated the chemical potentials of the superconducting materials (\( \mu_c \)), quantum dots(\( \epsilon_1 \) and \( \epsilon_2 \)) and also the leads(\( \mu_1 \) and \( \mu_2 \)) has to be kept in certain condition. While the chemical potentials at the two fermi liquid leads can be kept equal generally, the chemical potentials of the two quantum dots should be such that \( \epsilon_1 + \epsilon_2 = 2\mu_s \) corresponding a two particle Breit-Wigner resonance [29]. The transport of two entangled pair from the quantum dots to the leads can be achieved by applying a bias voltage \( \Delta \mu = \mu_s - \mu_l \).

It is natural to expect that once the electrons tunnels from the superconductor to quantum dots, they interact with the already existing electrons at the quantum dots and this might lead to loss of decoherence between the two separated electrons. One way to avoid this is to work in the co-tunneling regime where the number of electrons in the quantum dots are fixed and also the resonant level \( \epsilon_1, \epsilon_2 \) are not occupied. The probability of interaction can also be reduced if the entered electrons spend less time in the quantum dots and this can be achieved by having \( |T_{\text{SD}}| < |T_{\text{DL}}| \). Also the temperature of the superconductor and the quantum dots should be such that \( \Delta \mu > K_{\text{BT}} \) as this will ensure that the stationary occupation due to the coupling to leads is exponentially small. The complete Hamiltonian for the proposed beam splitter devices thus involves the intrinsic Hamiltonian of the Iron-pnictide materials, two quantum dots and two fermi liquid quantum leads. In addition to the intrinsic Hamiltonian, it also involves the tunneling Hamiltonians between the superconductor and the quantum dots and between the quantum dots and the leads. The complete Hamiltonian represented by \( H_C \) for the beam splitter set up thus becomes,

\[ H_C = H_S + \sum_l H_{D,l} + \sum_l H_{L,l} + H_{\text{SD}} + H_{\text{DL}}. \]  

(15)

In the above the first three terms indicate the intrinsic Hamiltonian of superconducting material, quantum dots and lead respectively. Henceforth the subscript \( S, D, L \) will be used for the superconductor, quantum dots and the leads respectively. \( T \) denotes the number of leads and quantum dots which can take values 1 and 2. The term \( H_{\text{SD}} \) and \( H_{\text{DL}} \) denotes the tunneling Hamiltonian from
superconductor to quantum dots and quantum dots to leads respectively. Below we give in detail the complete expressions of each terms in Eq. 15.

\[
H_S = \sum_{k\sigma} [E_{bk\sigma} - \gamma_{k\sigma}^1 + \gamma_{k\sigma}^2 + E_{bk\sigma} + \gamma_{k\sigma}^1] + \mathcal{E}_0
\]  
(16)

\[
H_{DL} = \sum_{\sigma,i} \epsilon_i d_i^\dagger d_i + U n_{i\sigma} n_{i\sigma}
\]  
(17)

\[
H_{DL} = \sum_{k\sigma} \epsilon_k a_{ik\sigma}^\dagger a_{ik\sigma}
\]  
(18)

\[
H_{SD} = \sum_{l\sigma,i} g_i T_{SD}^l a_{il\sigma}^\dagger \Psi_l^i (r_l) + h.c
\]  
(19)

\[
H_{DL} = \sum_{l\sigma} T_{DL} a_{l\sigma}^\dagger d_{l\sigma} + h.c
\]  
(20)

In the above \( E_{bk\sigma} \) denotes the energy of Bogoliubov quasi-particle excitations which are represented by \( \gamma_{k\sigma}^1 \) and \( \gamma_{k\sigma}^2 \) respectively. \( \mathcal{E}_0 \) denotes the condensation energy and does not effect the beam-splitter arrangements. \( \epsilon_i \) denotes the energy levels of quantum dots and \( U \) signify the interaction energy if a given energy level of the quantum dot is occupied with two electrons of opposite spins. \( \epsilon_k \) describes the energy of the Bloch states of fermi liquid leads. \( T_{SD} \) is the tunneling amplitude between superconductor and \( i \)th quantum dots and \( \Psi_l^i \) represents a state of an electron/hole arriving at \( i \)th quantum dot. \( g_1 \) and \( g_2 \) can take value 0 or 1 depending on which kind of quasi-particle is taking part in the Andreev process. We note that \( g_1 \neq g_2 \) signifying that two types of quasi particles can not be present simultaneously in a pair of dots. Lastly \( T_{DL} \) denotes the tunneling amplitude between quantum dots and fermi liquid leads.

**A. Current: via different dots**

Having provided a brief introduction on Iron-pnictide system in Sec. II and the beam-splitter setup in detail in Sec. III, we now outline the important steps in evaluating beam-splitter current which are finally measured in Sec. III, we now outline the important steps in evaluating beam-splitter current which are finally measured in detail. In the on-shell transmission matrix and is given by [30].

\[
T(\epsilon_i) = H_T \frac{1}{(\epsilon_i + i\eta - H_0)}(\epsilon_i - H_0).
\]  
(22)

In the above \( H_0 \) denotes the Hamiltonian for superconductor (\( H_0 = H_S \)) and \( H_T \) denotes the successive tunneling from superconductor to quantum dots and subsequently from quantum dots to leads. \( H = H_C \), is the total Hamiltonian. As \( H_T \ll H_0 \), we can expand the denominator in appropriate power series and we obtain in \( \eta \to 0 \) limit,

\[
T(\epsilon_i) = H_T + H_T \frac{1}{(\epsilon_i + i\eta - H_0)}(\epsilon_i - H_0).
\]  
(23)

We note that \( < f[T(\epsilon_i)]i > \) denotes two step processes such that \( < f[T]i > = < f[T']f' > < f[T''i] > \) where \( T'' \) denotes the tunneling from superconductor to quantum dots and \( T' \) denotes the tunneling from quantum dots to leads. The expressions for \( T' \) and \( T'' \) are obtained as,

\[
T'' = \frac{1}{i\eta - H_0} H_{DS} \frac{1}{i\eta - H_0} H_{SD}
\]  
(24)

\[
T' = H_{DL} \sum_{n=0}^{\infty} \frac{(H_{DL})^{2n+1}}{(i\eta - H_0)}
\]  
(25)

We note that \( |i > = |0_S > \otimes |0_D > \otimes |\mu_1 > \) where the subscript \( S, D \) are used to denote the initial states of superconductor, quantum dots and leads respectively. The states \( |f > = |LL >, |f' > = |DD > \) denotes the final states of leads and quantum dots respectively which are due to arrival of electrons from superconductor and hence represents a state with higher number of electrons and can be written as,

\[
|f > = \frac{1}{\sqrt{2}}(a_{1\uparrow}^+ a_{2\downarrow}^+ - a_{1\downarrow}^+ a_{2\uparrow}^+)i >,
\]  
(26)

\[
|f' > = \frac{1}{\sqrt{2}}(d_{1\uparrow}^+ d_{2\downarrow}^+ - d_{1\downarrow}^+ d_{2\uparrow}^+)i >.
\]  
(27)

Taking into account the orthogonality of states of different occupation numbers and momentum conservation, we obtain,

\[
< f|T'|f' > = < i|a_{2\downarrow}^+ a_{1\uparrow}^+ T'd_{1\uparrow}^+ d_{2\downarrow}^+ i >.
\]  
(28)

We now turn to simplify \( < f'|T''|i > = \frac{1}{\sqrt{2}} < i|(d_{2\downarrow}^+ d_{1\uparrow}^+ - d_{2\uparrow}^+ d_{1\downarrow}^+)T''|i > \), which denotes Andreev process. It may happen that in the process of transport one electron with a particular spin(say up) arrives at the quantum dot from the superconductor but an electron with opposite spin(say down) may travel forward from the same dot to the lead but we forbid that process. We want processes such as \( SS \to DS \to DD \) and \( SS \to DD \) that such that entangled pair of electrons from the superconductor(SS) get transported to dot(DD) and move forward to the lead, because we avoid spin flipping. Where, \( |SD > = \gamma_{k\sigma}^{+\dagger} d_{-\sigma}^+ i > \). We ensure that \( H_{S,D} \) selects one electron of the entangled pair to dot 1 & \( H_{S2D2} \) selects the other electron of the entangled pair to dot 2. A little algebra gives us the following expression,

\[
< f'|T''|i > = \frac{1}{\sqrt{2}} \frac{2(T_{SD})^2}{\epsilon_1 + \epsilon_2 - i\eta} \sum_{kl} U_{kl}^2 E_{kq}^\dagger.
\]  
(29)
where \( l \) can be 1 and 2 number of available quasiparticles in the system. The final expression for the current is given below,

\[
I = \frac{2e\gamma(T_{SD})^4}{(\epsilon_1 + \epsilon_2)^2 + \gamma^2} \times \left| \sum_{isp} (u^p_{iz}u^p_{iz+1} - u^p_{iz-1}u^p_{iz+1}) \cos(kf\delta r) / E^2 \right|^2 . \tag{30}
\]

In the above \( \gamma = \sum \gamma_{\text{lead}; \text{lead}} = 1, 2 \) and \( \gamma_{\text{lead}} = 2\pi T_{DL}^2 \). Also \( i = 1, 3; p = c, f; z = k, k' \) are the possible values for summation. The detailed expressions for \( u \) values are given in the appendix. The above expression for current is evaluated numerically and plotted against \( k_f\delta r \) for different values of system parameters such as doping at electron and hole pocket, nesting vectors etc in the next section.

**IV. NUMERICAL RESULTS**

![Phase diagram](image)

**FIG. 3.** The phase diagram in \( q-\mu \) plane. The region filled with green filled circle denotes magnetic phase. The pink colored region denotes superconducting phase and grey colored region is the co-existence phase where superconducting and magnetic order co-exist.

We numerically solve the self consistent equations for order parameters to get the corresponding values and used them to compute the current as given in Eq. 30. Before presenting our results for the beam-splitter current we briefly discuss the phase diagram in \( q \) vs \( \mu \) plane where \( q \) is the nesting vector and \( \mu \) denotes the amount of doping in the hole or electron pocket. In Fig. 3 we have plotted the phase diagram obtained after numerically solving the self-consistent equations as described in Sec.II. The salient feature of the phase diagram is that the co-existence phase which is the most interesting aspect of Iron-pnictide superconducting system exists for specific values of \( q \) and \( \mu \). For example, to get the co-existence phase a finite nesting is needed. Now we proceed to discuss the beam splitter current evaluated in different parameter regime.

**A. Comparison of beam splitter current for electron doped vs hole doped**

![Beam splitter current](image)

**FIG. 4.** Beam splitter current is plotted for identical shapes of electron and hole pocket for different chemical potential. Here the chemical potential \( \mu \) refers both the electron and hole doping. In the upper panel we plotted current for perfect nesting \( q=0 \) and in the lower panel we have plotted current for finite nesting.

Here we discuss how the current varies with distance between the leads when the chemical potential at hole and electron pocket are varied independent of each other. First we discuss what happens when there is perfect nesting such that \( q = 0 \). In this case we note that there is no co-existence phase and magnetic order parameter does not exist. As a result there is no such entanglement between the hole and electron pocket though the superconducting gap in hole pocket is determined by the electrons at electron pocket and vice-versa according to Eq. 8 and Eq. 9. Throughout this investigation we have taken identical shape of the hole and electron pocket which is circular in our case, for simplicity. In the upper panel of Fig. 4 we plotted the current when the nesting vector \( |q| \) is zero and in the lower panel we have plotted for a finite nesting vector \( q \). Due to symmetry the beam current does not depend on the nature of doping whether it is electron doped or hole doped. The chemical potential \( \mu \) in Fig. 4 represents either \( \mu_c \) or \( \mu_f \) when \( \mu_f \) and \( \mu_c \) is zero respectively. This is consistent with the symmetry of the system. In both the cases, however, the current is non-linear for a given value of \( k_f\delta r \). For example when
μ is increased from 0.2 to 0.25 in the upper panel of Fig. 4, we find an increase in current but further increase in μ to 0.4 causes a decrease in current for perfect nesting. Similar observation holds for finite nesting as well. The main difference between the upper and lower panel of the Fig. 4 is that the magnitude of current is decreased by two decimal magnitude for finite q. Noting that a finite q represents a co-existence phase having magnetic and superconducting order parameter both, it can be concluded that existence of magnetic order parameter is the main reason behind this decrease of current. However the property which is common in both the cases is that current is oscillatory at a given \( k_f \delta r \) with respect to varying μ. The reason of oscillation is that though they behave like two independent copies of BCS system, the superconducting pairing amplitude at hole pocket is determined by the electron pocket and vice versa. This interdependence causes the oscillations of density of states [28] and hence the beam current behaves in a non-linear way with respect to doping and nesting vector q.

B. Variations of beam splitter current with respect to nesting vector q

Having discussed the effect of doping at electron and hole pocket on beam current, we move on to discuss how the current behaves for non-zero nesting vector for different sizes of the hole and electron pocket. A non-zero nesting vector imply that if the electron pocket is situated at \( (0,0) \), the hole pocket is situated at \( Q + q \) where \( Q = (\pi, \pi) \) and q is called nesting vector. We also note that for non-zero q, magnetic ordering is present along with superconducting ordering. In Fig. 5 upper panel we have taken electron and hole pocket to be of identical size i.e no doping and plotted current for representative value of q. As can be seen, in this case also, the current varies in a non-linear fashion with respect to q at given values of \( k_f \delta r \). In the lower panel we have plotted the current for hole doped system ( or electron doped system, the results is same) for various values of q. This implies that in this case one pocket is bigger than the other. In this case also the beam splitter current is non-linear with respect to q. In both the cases though we observe that as the magnitude of nesting vector increases, the beam current decreases, there is an oscillation for intermediate values of nesting vector. This oscillation arises due to same reason explained in previous section.

C. Oscillations of beam splitter current

![Graphs showing oscillations of beam splitter current](image)

FIG. 5. Here we demonstrate two cases; pockets are of equal sizes(no doping in either pocket) in the upper panel whereas they are of different sizes for the bottom panel (here we have taken electron doped case but currents are same for hole doping and plots are for a given μ). For both the cases, different colors represent different amount of finite nesting for which currents have been plotted.

![Graphs showing oscillations of beam splitter current](image)

FIG. 6. In the upper panel Beam splitter current is plotted for different doping for q=0 at a given \( k_f \delta r \). In the lower panel beam splitter current is plotted for a fixed value of μ and \( k_f \delta r \). In both the cases oscillations are observed. For discussions see text.
In the previous two sections we have explained that there are oscillations of beam splitter current. For a given $K_f \delta r$ the current depends in a non-linear way on the chemical potential or doping. To show this oscillations in a more transparent way, in Fig. 6, we plot the beam splitter current for different doping as well as for different nesting vector at some values of $k_f \delta r$. In the upper panel we plot the current for a given value of $k_f \delta r$ for $q = 0$. As we see the current decreases with respect to $\mu$ as expected but for intermediate ranges of $\mu$ current increases. This is the result of interdependence of ordering parameter on electron and hole pocket as discussed before. In the lower panel we plotted the beam splitter current for various values of $q$ for a given values of $\mu$ and $k_f \delta r$. We see that depending on the values of $q$, current increases or decreases. We note that a finite $q$ represents a co-existence phase with simultaneous presence of magnetic and superconducting order parameter. The nature of oscillation is different than the previous case. Here we find a Gaussian-like distribution pointing out that there is optimal values of the nesting vector for which one obtains maximum beam splitter current.

V. DISCUSSION

To summarize we have proposed a Cooper pair beam splitter arrangement for Iron-pnictide superconductor which is known for hosting Cooper pairs responsible for superconducting property as well as inherent magnetic ordering. The co-existence of these two seemingly non-inclusive order parameters in a given material provides an interesting platform to investigate the consequences in a Cooper pair beam splitter current. We have considered various realistic situations found in actual materials such as zero nesting and finite nesting [27], equal and unequal size of hole and electron pockets etc. Most notably our finding indicates that in general the beam splitter current depends non-monotonically on electron $\mu_e$ and hole doping $\mu_f$ as well as on the magnitude of nesting vector $|q|$. In all these cases there are a critical values for which the current is maximum. We believe that this fact might be useful in practical application such as switching and quantum gate applications. In all cases we find that the increase of magnetic ordering results in decrease of Cooper pair beam current as expected. This fact may be used to include the effect of external magnetic field on the beam current and find to the extent the current can be manipulated. The effect of external pressure may be useful to control the nesting vectors as found before [31]. Another useful way toward further investigation could be to study ferromagnetic proximity effect for quantum dots which could be useful to study the spin-spin correlations in Iron-pnictides and its effect on beam-splitter current[32]. The effect of magnetic and non-magnetic impurity can be another aspect to look at and will be presented elsewhere.
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Appendix A: Appendixes-A

After diagonalisation and filling the negative energy states we obtain the following ground state energy, Corresponding minimum energy will be,

$$E_{\text{min}} = \frac{1}{\sqrt{2}} \left| \sqrt{(A + s\sqrt{B}) - 2\frac{\Delta_s}{\sqrt{V_{\text{SC}}}}} + 2\frac{m^2}{V_{\text{SD}}} \right| \text{ (A1)}$$

Where $s$ can be +1 or -1; The function $A, B$ are given below,

$$A = \Delta_s^2 + \Delta_f^2 + \epsilon_e^2 + \epsilon_f^2 + 2m^2,$$

$$B = (\Delta_s^2 - \Delta_f^2 + \epsilon_e^2 - \epsilon_f^2)^2 + 4m^2(\Delta_e - \Delta_f)^2$$

$\text{(A2)}$

$$\text{Appendix B: Eigenvector elements expression for current calculation}$$

$$c_{k\sigma} = u_{1k}^{c} \gamma_{kq\sigma} + u_{1-k}^{c} \gamma_{-kq\sigma}^\dagger$$

$$+ u_{1-k}^{f} \gamma_{kq\sigma}^\dagger + u_{1-k}^{f} \gamma_{-k^\prime q\sigma}^\dagger \text{ (B1)}$$

$$c_{-k^\prime q\sigma}^\dagger = u_{2k}^{c} \gamma_{kq\sigma} + u_{2-k}^{c} \gamma_{-kq\sigma}^\dagger$$

$$+ u_{2-k}^{f} \gamma_{kq\sigma}^\dagger + u_{2-k}^{f} \gamma_{-k^\prime q\sigma}^\dagger \text{ (B2)}$$

$$f_k \sigma = u_{3k}^{c} \gamma_{kq\sigma} + u_{3-k}^{c} \gamma_{-kq\sigma}^\dagger$$

$$+ u_{3-k}^{f} \gamma_{kq\sigma}^\dagger + u_{3-k}^{f} \gamma_{-k^\prime q\sigma}^\dagger \text{ (B3)}$$

$$f_{-k^\prime q\sigma} = u_{4k}^{c} \gamma_{kq\sigma} + u_{4-k}^{c} \gamma_{-kq\sigma}^\dagger$$

$$+ u_{4-k}^{f} \gamma_{kq\sigma}^\dagger + u_{4-k}^{f} \gamma_{-k^\prime q\sigma}^\dagger \text{ (B4)}$$

Where $k^\prime = k + q$; $q$ is the ordering momentum and $u$ are the elements of the eigen vectors of the Hamiltonian Eq. 12. The expressions for all the $u$ can be written like following,

$$u_{iz}^p = \frac{a_{iz}^p}{\sqrt{\sum_{zp} (a_{iz}^p)^2}} \text{ (B5)}$$
We found a pattern in eigenvectors which compactly can be written as:

\[
\begin{align*}
  d_{s_i} &= \Delta_+ \delta + \Delta_- (\zeta + s_1 E_i) \\
  a &= \sqrt{(\Delta_+ \Delta_- - \delta \zeta)^2 + m^2 (\Delta_+^2 + \delta^2)} \\
  a_{s_{i+1}+1}^x &= (m^2 \delta + (\delta + \zeta + s_1 E_i)(-\Delta_+ \Delta_- + \delta \zeta + s_2 \alpha)) / m d_{s_i} \\
  a_{s_{i+1}+1}^r &= (\Delta_+ (\Delta_-^2 + \delta \zeta + s_2 \alpha) - \Delta_- (\Delta_+^2 + \delta \zeta + s_2 \alpha + m^2)) / m d_{s_i} \\
  a_{s_{i+1}+1}^l &= (\Delta_+^2 + \delta^2 + s_2 \alpha + s_1 \delta E_i) / d_{s_i} \\
  a_{s_{i+1}+1}^r &= 1
\end{align*}
\]

provided, \( s_2 = -1 \) for \( i = 1, 2 \) \( s_2 = +1 \) for \( i = 3, 4 \) for all. \( s_1 = +1 \) for \( i = 1, 3 \) and \( s_1 = -1 \) for \( i = 2, 4 \); Note that here \( E_{1,2} = \sqrt{A + \sqrt{B}} \), \( E_{3,4} = \sqrt{A - \sqrt{B}} \)
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