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1. Introduction

Artificial neural network (ANN) [1] is an effective method to deal with nonlinear problems. Because of the powerful fitting ability, the ANN can nearly simulate any complex nonlinear functional relationship without knowing the correlation between the input and the output. At present, the ANN has been widely used in practical applications [2–5]. In fact, fuzzy neural network (FNN) [6] can handle complex engineering problem as well [7–9]. It combines the advantages of fuzzy mathematics and ANN. Due to the introduction of the fuzzy logic concept, it is very suitable for the classification of nonlinear or highly uncertain information. However, the FNN also inherits the disadvantages of the ANN, such as long computation time and slow convergence rate. Therefore, how to solve these shortcomings becomes a problem to be solved urgently [10–12].

It is an effective way to improve the FNN performance by replacing the traditional learning algorithm by metaheuristic algorithms such as the particle swarm optimization (PSO) algorithm [13–15]. However, when the considered problem is a complex high-dimensional problem, PSO algorithm has the disadvantage of premature convergence [16–19]. After studying the results of particle convergence behavior, Sun et al. [20] proposed a novel metaheuristic algorithm called quantum-behaved particle swarm optimization (QPSO) algorithm. It combines PSO algorithm with the quantum mechanic and has better global searching ability than that of the PSO algorithm [21, 22]. Since the QPSO algorithm was proposed, many researchers devoted to apply it for practical applications [23–26] or improve the algorithm itself [27–31]. For example, Mariani et al. [29] proposed a novel chaotic QPSO algorithm for the image matching, but this algorithm only introduces chaos variables into the particle position initialization. In fact, the effectiveness should be better if the chaos variables are introduced both at the beginning and the end of the algorithm search stage. Mariani et al. [29] proposed a QPSO algorithm combined with the Zaslavskii chaotic map and applied it to the optimization of shell and tube heat exchangers. Then, Turgut et al. [30] proposed another chaotic QPSO algorithm for solving nonlinear system of equations, and the benchmark function
experiments are proved that the algorithm using Logistic chaotic map has the best performance. On the basis of Ref. [30], Turgut [31] proposed a hybrid chaotic QPSO algorithm for thermal design of plate fin heat exchangers. However, this algorithm is a little complicated for setting up three different populations to search simultaneously, and the convergence rate is not fast enough.

Therefore, to accelerate the convergence rate and improve the optimization precision further, an algorithm called improved chaotic quantum-behaved particle swarm optimization (ICQPSO) algorithm is proposed. Compared with the other chaotic PSO algorithms [17, 29–31], it is simple and easy to implement. The ICQPSO algorithm is introduced as the learning algorithm in the Takagi–Sugeno fuzzy neural network (TSFNN) [32], which can get accurate output value by inputting most forms of information, to form the improved neural network called ICQPSO-TSFNN. Finally, to demonstrate the effectiveness of the proposed method, we focus on the topic of the FNN for the water quality evaluation. The ICQPSO-TSFNN is applied to evaluate the water quality of the Dongjiang Lake in the Hunan Province from 2002 to 2013.

The rest of this paper is organized as follows. Section 2 mainly introduces the proposed ICQPSO algorithm. The performance test of ICQPSO algorithm are shown in Section 3. The application of ICQPSO-TSFNN for water quality evaluation is presented in Section 4. Finally, we summarize the results and indicate future directions.

2. ICQPSO Algorithm

The proposed ICQPSO algorithm aims at improving the performance of dealing with high-dimensional complex problems by introducing a new chaotic search method, and it also lays the foundation for the application of TSFNN in Section 4.

2.1. QPSO Algorithm. For the QPSO algorithm [20], the particle movement is completely different from that of the PSO algorithm [33]. Newtonian principles are invalid in quantum world as the velocity and position update cannot be determined simultaneously. Hence, there is no velocity vector in the particle of QPSO algorithm. The new state of each particle is determined by the wave function \( \psi (\vec{x}, t) \), and there also exists \( |\psi(t)|^2 \) which is the probability density function of the position of each particle. Considering a one-dimensional optimization problem, the Monte Carlo stochastic simulation is employed to obtain the position equation of the particle \( i \):

\[
X_i(t + 1) = p_i(t) + \frac{L_i(t)}{2} \ln \left( \frac{1}{\mu} \right),
\]

where \( p_i(t) \) is the local attractor of the particle \( i \) \((i = 1, 2, \ldots, N, N \) is the total number of particle swarm), and it is defined by

\[
p_i(t) = \varphi P_{bi}(t) + (1 - \varphi) P_{gi}(t),
\]

\[
\varphi = \frac{c_1 r_1}{c_1 r_1 + c_2 r_2},
\]

where \( P_{bi}(t) \) represents the optimal position of the particle \( i \) at the \( t \)th iteration and \( P_{gi}(t) \) represents the global optimal position in the particle swarm at the \( t \)th iteration. \( c_1 \) and \( c_2 \) are the learning factors, which provide the optimal selection function. \( r_1 \) and \( r_2 \) are the random numbers between (0, 1).

\[
L_i(t) \text{ is defined as } L_i(t + 1) = 2\beta(t)\vert m_{best} - X_i(t) \vert.
\]

\[
m_{best} = \sum_{i=1}^{N} \frac{P_{bi}}{N},
\]

where \( \beta(t) \) is the contraction expansion coefficient that determines the convergence rate of the algorithm [22], and it is calculated by

\[
\beta(t) = \beta_{min} + \frac{(T - t)(\beta_{max} - \beta_{min})}{T},
\]

where \( t \) and \( T \) are current and maximum iteration number, respectively. According to Ref. [22], \( \beta_{max} = 1.0 \) and \( \beta_{min} = 0.5 \). The position equation of the particle \( i \) is updated by

\[
X_i(t + 1) = p_i(t) + \beta(t) \vert m_{best} - X_i(t) \vert \ln \left( \frac{L_i}{\mu} \right), \quad r_3 \geq 0.5,
\]

\[
X_i(t + 1) = p_i(t) - \beta(t) \vert m_{best} - X_i(t) \vert \ln \left( \frac{L_i}{\mu} \right), \quad r_3 < 0.5,
\]

where \( \mu \) and \( r_3 \) are generated according to a uniform probability distribution at the range (0, 1).

Assuming that the considered problem is a minimum optimization problem, the implementation of the QPSO algorithm is summarized as follows:

(a) Initialize particles in the population with random position vectors.
(b) Evaluate the fitness values of each particle.
(c) Calculate the local attractor point as defined in equation (2).
(d) Calculate \( m_{best} \) vector according to equation (5).
(e) Compare the fitness of the \( P_{bi}(t) \) with the fitness of the \( P_{bi} \). If the fitness value of \( P_{bi}(t) \) is smaller than that of the \( P_{bi} \), then replace the \( P_{bi} \) by the \( P_{bi}(t) \).
(f) Compare the fitness of the \( P_{bi} \) with the fitness of the \( P_{gi} \). If the fitness value of the \( P_{bi} \) is smaller than that of the \( P_{gi} \), then replace the \( P_{gi} \) by the \( P_{bi} \).
(g) Update the position of the particles according to equation (7) or equation (8).
(h) Repeat Step (b) to Step (f) until the termination criteria are satisfied.

Since there is no velocity limit, the QPSO algorithm can jump out of the local optimum more easily. So, it has stronger global convergence ability than that of the PSO algorithm.
2.2. Chaotic Search. Chaos has inherent randomness and ergodicity [34, 35]. It allows the chaotic search to be programmed and traverses every state in a certain search region, while every state is visited only once. Therefore, introducing chaos sequence generated by the chaotic system into the QPSO algorithm can improve the algorithm performance [28–31]. Here, the logistic map is considered, and it is defined by

\[ x(n + 1) = \mu x(n) [1 - x(n)], \quad (9) \]

where \( \mu \) is the control parameter. \( x(n) \) is the system variable, and \( x(n) \in (0, 1) \). A different \( \mu \) value leads to different dynamical behavior. If \( \mu = 4 \), the logistic map is chaotic, and the system variable trajectory is dense over the whole search space.

Based on the logistic map, the new chaotic search method is designed. First, the chaotic initialization is presented, and it can make the distribution of all the particles more uniform with respect to the random distribution of the QPSO algorithm. The particle position is initialized as

\[ X(n + 1) = X_{\text{min}} + (X_{\text{max}} - X_{\text{min}}) x(n), \quad n = 1, 2, \ldots, \quad (10) \]

where \( x(n) \) is the system variable of the logistic map. \( X_{\text{min}} \) and \( X_{\text{max}} \) are the minimum and maximum boundary of particle position, respectively.

When the search stage of the QPSO algorithm is over, the chaotic search starts to apply and makes the particles jump out of the local optimal state quickly. The search range is determined by the current global optimal position, and the position of particle \( i \) in the chaotic search is updated by

\[ X_i(n) = \left[ P_g(t) - aP_g(t) \right] + \left[ P_g(t) + aP_g(t) \right] - \left[ P_g(t) - aP_g(t) \right] x(n), \quad (11) \]

where \( P_g(t) \) is the global optimal position at the \( t \)th iteration, \( T \) is the maximum iteration number of QPSO algorithm, \( x(n) \) is the chaotic variable at the \( n \)th iteration (\( n = 1, 2, \ldots, n_{\text{max}} \) iteration), and \( n_{\text{max}} \) is the maximum iteration number of chaotic search. Chaotic search and QPSO algorithm are two independent processes. \( a (0 < a < 1) \) is a fixed value which is set according to the requirement, and a small value \( a \) is helpful for the fast convergence of the algorithm. When the algorithm falls into the local optimal value, it is necessary to set a larger \( a \) to expand the range of chaotic search for jumping out of the local optimum. In this paper, chaotic search is defined as Algorithm 1.

2.3. Implementation of the ICQPSO Algorithm. The ICQPSO flowchart is presented, as shown in Figure 1, and the implementation steps are listed as follows:

(a) Chaotic initialize particle positions, and set the QPSO algorithm parameters.
(b) Evaluate the fitness value of each particle.
(c) Calculate local attractor point as defined by equation (2).
(d) Calculate the mbest vector according to equation (5).
(e) Compare the fitness of the \( P_i(t) \) with the fitness of the \( P_{bi} \). If the fitness of the \( P_i(t) \) is smaller than that of the \( P_{bi} \), then replace it.
(f) Compare the fitness of the \( P_{bi} \) with the fitness of the \( P_{g} \). If the fitness of the \( P_{bi} \) is smaller than that of the \( P_{g} \) then replace it.
(g) Update particle positions according to equation (7) or (8).
(h) Execute the chaotic search.
(i) Repeat Step (b) to Step (h) until the termination criteria are met.

3. Performance Tests of ICQPSO Algorithm

To assess the performance of the proposed ICQPSO algorithm, six benchmark functions are examined, and statistical results are compared with PSO [13], SINPSO [17], APSO [18], QPSO [21], and HCQPSO [31, 32]. QPSO and PSO are the basic traditional algorithms. SINPSO is a hybrid algorithm which combines PSO algorithm with chaotic ant colony algorithm. APSO is a variant PSO algorithm which has the adaptive inertia weight. HCQPSO is an improved QPSO algorithm which is introduced the chaotic sequence.

Here, Ackley, Rastrigin, and Griewank functions are high-dimensional multimodal functions, while Sphere, Rosenbrock, and Schwefel’s 1.2 functions are high-dimensional unimodal functions. Formulations and properties of these unimodal and multimodal benchmark functions are listed in Table 1. The dimension of all data is set as 30, and the parameter settings for each algorithm are given in Table 2. Algorithms are developed in Matlab 2014b and run on Intel@Core TM with 2.80 GHz CPU and 4.0 GB RAM. Over 50 consecutive algorithm runs are performed due to the stochastic nature, and 1000 fitness values are calculated for each algorithm.

The statistical results of all function tests are shown in Table 3 and Figure 2. The results reveal that the ICQPSO algorithm is superior over other algorithms in terms of finding the minimum object. In Ackley, Sphere, and Schwefel’s 1.2 function tests, only the ICQPSO finds the optimal value 0. In Rastrigin and Griewank function tests, both of the ICQPSO algorithm and HCQPSO algorithm find the optimal value 0, but the ICQPSO converges much faster than that of the HCQPSO. The Rosenbrock function is the most difficult to optimize that all algorithms cannot have the high precision solution; the ICQPSO is the second most efficient algorithm amongst others, just slightly worse than the HCQPSO algorithm. Although the precision of ICQPSO algorithm is lower than that of the HCQPSO algorithm in the Rosenbrock function, its convergence rate is always higher than that of the HCQPSO algorithm. Therefore, it can be concluded that the ICQPSO algorithm is the most efficient among the six algorithms. It lays the foundation for the following water quality evaluation experiment.
4. The Application of ICQPSO-TSFNN for Water Quality Evaluation

4.1. ICQPSO-TSFNN. To obtain better evaluation precision, the ICQPSO algorithm is used to replace the error correction learning (ECL) algorithm for TSFNN weights correction. In this paper, there is only one node in the output layer, which is the evaluation value of water quality. PX_he node number of the input layer and hidden layer are \( n \) and \( m \), respectively, so the architecture of the TSFNN is \( n - m - 1 \).

The process of the proposed ICQPSO-TSFNN is described as follows:

(a) Set the initial parameters of the TSFNN and ICQPSO algorithm.

(b) Divide data into training sets and testing sets, all the data are normalized to ensure the quality of evaluation results.

(c) The ICQPSO algorithm is applied for the correction of TSFNN weights. Initialize particle positions in the ICQPSO algorithm, and the positions represent the center value, width value, and fuzzy system parameters, respectively.

(d) Input the training data and use TSFNN to calculate the fitness of each particle. Here, the fitness value is the mean square error (MSE) between the output values and the target ones.

(e) Calculate the fitness value and adjust the weights of TSFNN until the termination criteria are met.

(f) Use the trained TSFNN for the testing stage.

(g) If the testing results are satisfactory, output this TSFNN.

The training and testing flowchart of the ICQPSO-TSFNN are shown in Figure 3.

4.2. The Evaluation Criteria of Water Quality. The purpose of water quality evaluation is to determine the water quality rank, which is based on the collected water samples by a certain mathematical model. After considering the water...
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### Table 1: The six benchmark functions.

| Function name    | Definition formula                                                                 | Range          | Optimal value |
|------------------|-----------------------------------------------------------------------------------|----------------|---------------|
| Ackley           | $f(x) = -20 \exp(-0.2 \sqrt{(1/n)\sum_{i=1}^{n}x_i^2}) - \exp((1/n)\sum_{i=1}^{n}\cos(2\pi x_i)) + 20 + e$ | $[-32, 32]$    | 0             |
| Rastrigin        | $f(x) = \sum_{i=1}^{n} \left[x_i^2 - 10 \cos(2\pi x_i) + 10\right]$              | $[-5.12, 5.12]$| 0             |
| Griewank         | $f(x) = \frac{\sum_{i=1}^{n}x_i^2}{4000} - \prod_{i=1}^{n}\cos(\sqrt{x_i}) + 1$   | $[-600, 600]$  | 0             |
| Sphere           | $f(x) = \sum_{i=1}^{n}x_i^2$                                                     | $[-100, 100]$  | 0             |
| Rosenbrock       | $f(x) = \sum_{i=1}^{n} \left[100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2\right]$         | $[-30, 30]$    | 0             |
| Schwefel's 1.2   | $f(x) = \sum_{i=1}^{n} (x_i - 1)^2$                                              | $[-100, 100]$  | 0             |

### Table 2: Algorithm parameter settings.

| Algorithm  | Parameter settings                                                                 |
|------------|-----------------------------------------------------------------------------------|
| PSO        | $N = 25$, $c_1 = c_2 = 1.4962$, $V_{\max} = 1$, $V_{\min} = -1$, $\omega = 0.7298$ |
| APSO       | $N = 25$, $c_1 = c_2 = 2$, $\alpha = 0.1$                                        |
| SINPSO     | $N = 25$, $c_1 = c_2 = 1.4962$, $V_{\max} = 1$, $V_{\min} = -1$, $\omega = 0.7298$ |
| QPSO       | $r(i, d) = 0.5 + (0.005)\text{rand}$, $C_1(0) = 0.999$, $\psi_d = 10.42$, $M_1 = 0.5$ |
| HCQPSO     | $N = 25$, $c_1 = c_2 = 2$, $P_{\max} = 10$, $P_{\min} = 0.5$                   |
| ICQPSO     | $N = 25$, $c_1 = c_2 = 2$, $P_{\max} = 1.0$, $P_{\min} = 0.5$, $n_{\max} = 100$ |

### Table 3: Statistical results of different test function.

| Function name    |   |   |   |
|------------------|--|--|--|
|                  | Best | Mean | Worst |
| Ackley           | 2.0861e+00 | 3.5337e+00 | 5.0738e+00 |
| Rastrigin        | 4.4773e+01 | 5.2945e+01 | 6.3585e+01 |
| Griewank         | 3.7384e-01 | 1.6870e+01 | 2.2759e+01 |
|Sphere            | 3.3364e-04 | 4.1799e-04 | 4.5238e-03 |
| Rosenbrock       | 1.5946e+00 | 2.5262e+00 | 3.4837e+00 |
| Schwefel's 1.2   | 0     | 3.3159e-15 | 3.5527e-15 |

Note: The tables are derived from the provided text and formatted for clarity.
Table 3: Continued.

|                  | Best             | Mean             | Worst            |
|------------------|------------------|------------------|------------------|
| Schwefel’s 1.2   |                  |                  |                  |
| PSO              | 5.3828e + 01     | 1.4982 ce + 02   | 3.2404e + 02     |
| APSO             | 2.1917e + 00     | 9.0975e + 00     | 2.1640e + 01     |
| SINPSO           | 3.5402e + 00     | 8.1004e + 00     | 2.1203e + 01     |
| QPSO             | 1.2287e + 00     | 5.5542e + 00     | 7.7122e + 00     |
| HCQPSO           | 1.6231e – 14     | 1.0412e + 00     | 3.2824e + 00     |
| ICQPSO           | 1.3000e – 24     | 1.0612e – 01     | 8.0364e + 00     |

Figure 2: Continued.
quality monitoring data analysis, we mainly choose the following six indicators as evaluation parameters: ammonia nitrogen, dissolved oxygen, chemical oxygen demand, permanganate index, total phosphorus, and total nitrogen. The water environmental quality index is listed in Table 4. We judged the water quality rank by the TSFNN output values. The classification criteria of water quality rank are shown in Table 5.

4.3 Training and Testing Samples. The experimental data are derived from the environmental hydrological data of the Dongjiang Lake watershed in Zixing, Hunan Province, from 2002 to 2013. 400 datasets from 2002 to 2007 are selected for the training and testing stages. 350 datasets are chosen as the training samples, and the other 50 datasets are taken as the testing samples. Finally, we also select 72 datasets from the Chukou, Dongping, and Bailang hydrological stations from 2008 to 2013. These data are evaluated by the well-trained TSFNN to demonstrate its practicality. The 10 datasets in one of the stations are shown in Table 6.

The water quality evaluation is carried out by the PSO-BP neural network [36] and three TSFNNs which are based on the ECL algorithm, QPSO algorithm, and ICQPSO algorithm, respectively. To verify the effectiveness of the proposed method, the same training and testing samples are used for these neural networks. All the TSFNN architecture is 6-12-1, and BP’s architecture is 6-5-1. Set the algorithm population size $N = 25$. Through experiments, we noticed that when the training error is less than $1e^{-04}$, there is almost no error in the water quality rank of the neural network prediction and the actual water quality rank. Therefore, we set the termination criteria as when the training error is less than $1e^{-04}$, or the maximum number of iterations $T = 100$.

4.4 Result Analysis. The results of training stage are shown in Figure 4. Obviously, the convergence rate of the ICQPSO-TSFNN is quicker than that of the other three neural networks. The testing results are given in Table 7. As it is shown, the ICQPSO-TSFNN only needs 19 iterations to reach the termination criteria, but the other three networks still cannot reach it until the maximum iteration is arrived. So, the ICQPSO-TSFNN has much less training runtime than that of the PSO-BP and QPSO-TSFNN, except the ECL-TSFNN. However, the precision of the ICQPSO-TSFNN is much higher than that of the ECL-TSFNN. Finally, from Figure 5, it is shown that the ICQPSO-TSFNN still has the lowest MSE at the testing stage. Therefore, it can be concluded that the ICQPSO-TSFNN is the most efficient among the four neural networks.
Table 4: Chinese surface water environmental quality index (unit: mg/L).

| Items                      | Rank I | Rank II | Rank III | Rank IV | Rank V |
|----------------------------|--------|---------|----------|---------|--------|
| Ammonia nitrogen           | 0.150  | 0.500   | 1.000    | 1.500   | 2.000  |
| Dissolved oxygen           | 7.500  | 6.000   | 5.000    | 3.000   | 2.000  |
| Chemical oxygen demand     | 15.000 | 15.000  | 20.000   | 30.000  | 40.000 |
| Permanganate index         | 2.000  | 4.000   | 6.000    | 10.000  | 15.000 |
| Total phosphorus           | 0.200  | 0.100   | 0.200    | 0.300   | 0.400  |
| Total nitrogen             | 0.200  | 0.500   | 1.000    | 1.000   | 2.000  |

Applicable places
- Source of water, national nature reserve
- Life drinking water, surface water source protection area, rare aquatic habitat, fish and shrimp production field, etc
- Life drinking water, surface water secondary protected areas, fish and shrimp wintering areas, etc
- General industrial water and nondirect contact with the human body recreational water
- Agricultural water areas and general landscape water

Table 5: Classification criteria of the water quality rank.

| Items                     | Rank I | Rank II | Rank III | Rank IV | Rank V |
|---------------------------|--------|---------|----------|---------|--------|
| Output value              | (0, 1.5) | [1.5, 2.5) | [2.5, 3.5) | [3.5, 4.5) | ≤4.5 |

Table 6: Data samples (unit: mg/L).

| Items                      | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  |
|----------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Ammonia nitrogen           | 0.104 | 0.082 | 0.182 | 0.097 | 0.186 | 0.186 | 0.185 | 1.990 | 0.502 | 0.335 |
| Dissolved oxygen           | 7.190 | 8.260 | 8.130 | 7.860 | 7.230 | 7.230 | 7.350 | 7.020 | 6.000 | 6.700 |
| Chemical oxygen demand     | 6.600 | 8.320 | 10.000 | 11.26 | 9.210 | 9.210 | 15.000 | 10.810 | 9.570 | 9.150 |
| Permanganate index         | 3.180 | 2.550 | 2.130 | 1.980 | 3.260 | 3.260 | 2.200 | 1.900 | 1.120 | 1.060 |
| Total phosphorus           | 0.038 | 0.014 | 0.010 | 0.024 | 0.046 | 0.046 | 0.012 | 0.044 | 0.031 | 0.010 |
| Total nitrogen             | 0.242 | 0.132 | 0.254 | 0.342 | 0.156 | 0.175 | 0.185 | 0.196 | 0.161 | 0.165 |

Figure 4: Fitness value at the training stage.
After the training and testing, the four networks are used to evaluate the water quality rank of Chukou, Dongping and Bailang hydrological stations form 2008 to 2013. The results are given in Table 8, and it shows that the ICQPSO-TSFNN only has 1 error, while the other three networks have 31, 21, and 16 errors, respectively. Therefore, the proposed ICQPSO-TSFNN has remarkable improvement for water quality evaluation, and it is more suitable for processing the daily hydrological information.
5. Conclusion
In this paper, we focus on the improvement of FNN learning algorithm and its application performance. An improved algorithm called ICQPSO is proposed. It is a hybrid algorithm which combined the QPSO algorithm with a new chaotic search. Six benchmark function experiments are performed in six existing metaheuristic algorithms. The results show that the ICQPSO algorithm has the best performance. Finally, the new algorithm is introduced in TSFNN to form a new neural network called ICQPSO-TSFNN, and it is used to evaluate the water quality of the Dongjiang Lake. The results demonstrate that the new neural network is more efficient than that of three other neural networks. Therefore, it is concluded that the ICQPSO-TSFNN is feasible and effective. The future work is to apply the proposed algorithm to solve other complex nonlinear engineering problems.
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