Control of a fly-mimicking flyer in complex flow using deep reinforcement learning
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Abstract

An integrated framework of computational fluid-structural dynamics (CFD-CSD) and deep reinforcement learning (deep-RL) is developed for control of a fly-scale flexible-winged flyer in complex flow. Dynamics of the flyer in complex flow is highly unsteady and nonlinear, which makes modeling the dynamics challenging. Thus, conventional control methodologies, where the dynamics is modeled, are insufficient for regulating such complicated dynamics. Therefore, in the present study, the integrated framework, in which the whole governing equations for fluid and structure are solved, is proposed to generate a control policy for the flyer. For the deep-RL to successfully learn the control policy, accurate and ample data of the dynamics are required. However, satisfying both the quality and quantity of the data on the intricate dynamics is extremely difficult since, in general, more accurate data are more costly. In the present study, two strategies are proposed to deal with the dilemma. To obtain accurate data, the CFD-CSD is adopted for precisely predicting the dynamics. To gain ample data, a novel data reproduction method is devised, where the obtained data are replicated for various
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situations while conserving the dynamics. With those data, the framework learns the control policy in various flow conditions and the learned policy is shown to have remarkable performance in controlling the flyer in complex flow fields.
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1. Introduction

From birds to insects, humans have been inspired by their marvelous flight performances and developing flapping-wing air vehicles (FWAVs) with such aerobatic feats \[1\]. Researchers initially started to control FWAVs in a quiescent fluid and have shown successful aviation in various flight modes \[2-4\]. Recently, for outdoor applications, trials on controlling FWAVs to hover in wind tunnels were made although the positioning accuracy was degraded with increasing wind velocity \[5-7\]. On the other hand, increasingly smaller FWAVs have emerged \[8\] and the miniaturization trend is expected to continue even down to a fly scale \[9\]. Interest in precisely controlling small-scale FWAVs in complex flow is increasing.

In order to elaborately control FWAVs, accurate prediction of the aerodynamic force exerted on vehicles should be preceded. When calculating the aerodynamic force on a flapping wing, existing control methodologies mostly adopt quasi-steady models \[10\] \[11\]. Quasi-steady models literally assume a steady motion of the wing and calculate the force on it. This modeling approach has been widely used because it provides a closed-form solution enabling fast calculation. However, it has a few limitations on accurately
calculating the aerodynamic force exerted on small-scale FWAVs aviating in complex flow. In fact, flow around a flapping wing is highly unsteady and nonlinear. In particular, it gets more complicated in complex flow, degrading the accuracy of the models [12]. Furthermore, as FWAVs get smaller, the limitation becomes severe. It is well known that intrinsic instability is magnified for diminutive FWAVs [13–16] and they are more sensitive to external flow due to their lighter weight, requiring more accurate prediction of the dynamics. However, the high-frequency flapping and the rapid rotational motion of the wing observed in small-scale FWAVs are the representative cases the models become inaccurate [17, 18]. In addition, most of the wings have flexibility, but, it is often neglected in the models although it has a substantial influence on the aerodynamic force [19]. Taking these aspects into account, accurately modeling the complicated dynamics occurred in the listed situations is impractical. Therefore, in this study, we propose another control approach that does not model the dynamics.

In recent years, as a representative data-driven controller which does not need a model for the dynamics, deep reinforcement learning (deep-RL) emerged with great prospects showing its superiority [20]. For the deep-RL to successfully learn an optimal control policy, accurate and ample data of the dynamics should be provided. The accurate data can be obtained using computational fluid-structural dynamics (CFD-CSD) where the aerodynamic force on FWAVs and their motions including the deformation of the wing are calculated. The coupling framework of CFD and deep-RL was firstly used to control self-propelled swimmers [21] and, later, the framework successfully revealed the mechanism of harnessing vortices in fish schooling [22]. Deep-RL
was also adopted for controlling a FWAV in a quiescent fluid, but a quasi-steady model was still used to identify the dynamics [3]. The main reason why CFD-CSD is rarely combined with deep-RL is its huge computational cost, hindering deep-RL from getting enough data. In order to deal with the cost problem, we newly devise a data reproduction method, thus, enabling the coupling framework.

In the present study, an integrated framework of CFD-CSD and deep-RL is developed to construct an optimal control policy for a fly-mimicking flyer in complex flow. In addition, to resolve the cost problem of the CFD-CSD and gain ample data for the deep-RL, a novel data reproduction method is devised, where the obtained data from the CFD-CSD are replicated while conserving the dynamics. In this study, the flyer is embodied by introducing a two-dimensional flexible flapping wing [Appendix A.2]. Although the two-dimensional approximation has a few discrepancies with a three-dimensional flyer, since the major interactions of vortices exist in two dimensions [23, 24], it is sufficient to see the superiority of the suggested framework. The developed framework learns the control policy by using multi-agent learning where several flyers aviate in different flow conditions and share their data with a single deep-RL. After the learning, the control policy is validated by controlling the flyer in complex flow with sudden disturbances. Lastly, the recovery behaviors of the flyer against the disturbances are analyzed.
2. Methods

2.1. Coupling framework of CFD-CSD and deep-RL

Fig. 1 shows the coupling framework of CFD-CSD and deep-RL. The aim of the framework is to generate a control policy for the wing kinematics of a fly-mimicking flyer. In order to learn the control policy, repetitive exchange of data (state and action) between CFD-CSD and deep-RL is conducted in every stroke. First, simulations of interaction among a fluid, a flexible wing, and a rigid body are conducted during a stroke. At the end of the stroke, a state such as the flyer’s position and velocity is provided to the deep-RL. Then, the deep-RL determines an action which is the kinematics of the wing for the next stroke. During the CFD-CSD calculation for the next stroke, the deep-RL learns the control policy for a specific purpose set as a reward. Details of the CFD-CSD simulation and the deep-RL algorithm are provided in Appendix A.

2.2. Data reproduction method

In order to overcome the data shortage problem and accelerate the learning procedure, a novel data reproduction method is developed. The main idea of the method is to augment real data experienced by the flyer to data different in terms of learning while conserving the dynamics of the flyer. As shown in Fig. 2A, the reproduction methods are divided into three types: translation, mirroring, and rotation.

Translation, as shown in Fig. 2B, relocates the starting point \((x_{\text{start}}, y_{\text{start}})\) to different points \((x'_{\text{start}}, y'_{\text{start}})\) so that the distance between the flyer and the goal changes. Mirroring, as shown in Fig. 2C, reflects data symmetrically
with respect to the line \( x = x_{\text{start}} \) so that the components like the flyer’s velocity \( \mathbf{U} \) are modified by shifting their sign in the \( x \)-direction. Since gravity is directed toward the negative \( y \)-direction, only mirroring in the \( x \)-direction is valid to conserve the dynamics. The last method is rotation reproduction. However, due to gravity, merely rotating the flyer is not dynamically the same. In order to conserve the dynamics, gravity needs to rotate together as shown in Fig. 2D. In addition, gravity has to be included in the state of deep-RL because it is no longer constant.

Note that the present study employs an inertial frame while, in general, a body frame is prevalently adopted to represent the dynamics. This is because, by adopting the inertial frame, ample and diverse reproduced data can be obtained. In the case of the body frame, the mirroring and rotation reproductions merely alter the relative position of the flyer from the goal and all the other variables are unchanged; thus, only the number of data becomes larger without diversity. In addition, the use of a body frame while controlling the flyer after learning does not matter because coordinate transformation can be easily done.

At this point, one might think that the real data and the reproduced data are the same in terms of learning since situations are dynamically identical. However, the deep-RL network does not recognize the dynamics itself, but, it only figures out the relationship among the numbers in the data. Thus, the reproduced data are considered as disparate data and, indeed, accelerate the learning process. The details of the data reproduction methods are described in Appendix A.4 and the advantage will be discussed in the following sections.
3. Results and discussion

3.1. Learning in a quiescent fluid

Note that all the upcoming variables are non-dimensionalized as described in Appendix A.1. As the first step, control of a flyer in a quiescent fluid is attempted. The flyer tries to learn how to stably aviate from the starting point \((-500, 500)\) to the goal \((0, 0)\) and hover. If the flyer falls out of the computational domain \([-1000, 1000] \times [-1000, 1000]\), one episode is over. In a new episode, the flyer restarts from the starting point and the number of episodes given to the flyer is limited to three. Near the goal, a one-cent coin is overlapped to show hovering performance and to give a sense of the scale. The hovering-success condition is to keep the distance from the goal less than 5 for more than \(t = 400\) (1 second). If the condition is satisfied, the calculation is terminated.

Fig. 3 shows the learning procedure with different combinations of data reproduction. As shown in the figure, the flyer which learns without the data reproduction falls down rapidly during all the episodes and cannot even stabilize its body. This clearly shows the difficulty of the present control where both stabilization and maneuver to the destination have to be handled simultaneously. The next case is the flyer learning with the translation and mirroring reproduction methods. It shows some improvements in that its angular velocity is gradually stabilized and the flyer withstands longer in the domain, but finally, it also fails. It seems that the data obtained from the three episodes are insufficient to learn the control policy. On the other hand, the flyer learning with all the reproduction methods succeeds in a single episode. It stabilizes its angular velocity quickly, aviates directly to
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the destination, and stably hovers.

This result shows the apparent effect of the data reproduction method. In particular, the rotation reproduction is shown to have a significant role in accelerating the learning process. Note that, it can be realized by rotating gravity and including it in the state, even though gravity is fixed in the real world.

3.2. Multi-agent learning in uniform flow with various speeds

The aim of the present study is to make the controller that works in complex flow. In order to achieve it, the deep-RL should learn diversified flow composed of various directions and speeds. The interesting thing is that learning flow with various directions can be omitted by virtue of the rotation reproduction. To be specific, like gravity, external flow can be also rotated and reproduced in various directions. Therefore, although the flyer actually experiences unidirectional flow while learning, a myriad number of data with various flow directions are reproduced.

The remaining part to learn is various flow speeds. In the present study, multi-agent learning is utilized in which multiple flyers aviating in flow with different speeds share their experiences with a single deep-RL. In other words, the single deep-RL learns all the data obtained by the flyers and determines actions for them. Specifically, four flyers are concurrently released in uniform flow with the different flow speeds in the positive $x$-direction ranging from 0 to 1.76 ($3 m/s$) with a constant interval. The range of the speed is selected to include dynamically harsh conditions with reference to the maximum flight speed of a fruit fly ($2 m/s$) [25].

While learning, one problem arises when it comes to sensing external
flow. In the present study, the velocity of external flow is postulated to be sensed by an antenna [26] on the head of the flyer and included in the state of the deep-RL. However, during the early stage of learning, since the flyer is not capable of stabilizing its body and continuously rotates, the vortices shed from previous strokes distract the antenna from clearly detecting the external flow velocity. Therefore, only during learning, the uniform flow velocity is used instead of the detected velocity for efficient and stable learning. After learning, with stabilized flight, the antenna-sensed velocity can represent the velocity of external flow. The unsuccessful result of the learning process using the antenna-sensed velocity is depicted in Appendix B.1.1.

Fig. 4 shows the result of the multi-agent learning, in which four CFD-CSD calculations are performed for each flyer. If one of the flyers succeeds in hovering, the CFD-CSD calculation for that flyer is terminated, and the learning continues until all the flyers succeed. The hovering-success condition is the same as described in the previous section. As shown in the figure, all the flyers successfully reach the goal and hover. One can also see from the hovering flyers that, as the flow speed becomes faster, the flyers direct their heads more toward the upwind direction.

Here, two queries can arise. One is whether the resultant control policy from the learning can accurately control the flyer in external flow of untrained direction and magnitude. The other is whether the difference in using the boundary-imposed velocity during learning and the antenna-sensed velocity during control does not result in degraded performance of control. However, unlike these worries, the obtained control policy shows satisfying performance and the results can be seen in Appendix B.1.2.
3.3. Control in complex flow with disturbances

In order to testify the performance of the learned control policy, a computational configuration for complex flow is set (Appendix A.6). The control is performed without additional learning and, unlike the learning procedure, antenna-sensed velocity is used in the state. In complex flow, various missions are set. Firstly, the flyer is controlled to navigate from $(250, -250)$ to $(-250, -250)$. Then, when the distance from the goal is less than 5, the position of the goal is suddenly changed from $(-250, -250)$ to $(-250, 250)$. Again, when the flyer reaches the goal, the flyer is directed to move toward $(250, 250)$. But, when the flyer goes through the line $x = 125$, the goal is changed back to $(-250, 250)$, which is intended to see the capability of changing its direction dramatically to the opposite. In the same way, the goal is changed to $(0, 0)$ when the flyer passes through the line $x = 0$ to see the performance of a sudden $90^\circ$ turn. After all, the flyer is controlled to hover at $(0, 0)$.

In addition, abrupt disturbances are added to show robustness of the control. At the middle of the aviation from $(250, -250)$ to $(-250, -250)$ and from $(-250, -250)$ to $(-250, 250)$, intensive counter-clockwise body moment and negative $y$-directional body force are applied to the flyer, respectively. The disturbances are intended to represent the situations in which the flyer excessively loses its stability or it collides with something like a raindrop. In the case of the moment disturbance, 62.5 times larger moment is applied than the moment used for the stability test of a fruit fly in Ristroph et al. \cite{13} during the same duration of $t = 2$. In the case of the force disturbance, the force 300 times larger than the flyer’s weight is exerted on the flyer during
$t = 0.4$, referring to the experiment about the impact of a raindrop on a mosquito [27].

Fig. 5 shows the result of the controlled flight in complex flow with disturbances. As seen in the figure, the flyer shows off stable and agile maneuver in complex flow, quickly adapting to the confronted situations. Moreover, it also rapidly recovers its own pace after disturbances, showing robustness of the control. To sum up, the learned policy enables the flyer to aviate as intended in complex flow.

3.4. Recovery behaviors of the flyer against disturbances

In Fig. 5, four notable situations are briefly observed. Among them, the first two situations including recovery behaviors against disturbances are analyzed in detail.

The first situation is to stabilize after the counter-clockwise body moment. In the stabilization process, two behaviors are observed. The first one is to utilize the drag on the wing arising from the high relative velocity composed of high-velocity external flow and rapid rotation of the body. As shown in the first row of Fig. 6A and Fig. 6B, the flyer erects its wing vertically to the external flow direction while slowly stroking up so that the clockwise moment consecutively exerts on the flyer. The second one is to use the aggressive rotational motion of the wing. As can be seen from the second row of Fig. 6A and Fig. 6B, the flyer maximizes the rotational motion and frequency of the wing for the downstroke. In addition to the active kinematics, due to the passive deformation of the wing, the wing is further aligned in the direction where strong moments can be generated. As a result, strong clockwise moments arise during the stroke, rapidly stabilizing the angular ve-
locity of the flyer. In the two behaviors mentioned above, the flyer is shown to utilize high-velocity external flow for its stabilization as opposed to the common sense that external flow might distract the stabilization. Moreover, the flexibility of the wing is also shown to have a significant role in stabilization. Surprisingly, within only two strokes, the flyer could almost stabilize its angular velocity.

The second situation is to recover the velocity of the flyer after the negative $y$-directional body force. Time histories of the forces in the $x$- and $y$-directions in Fig. 6D shows that the downstroke and the upstroke take different roles in the recovery process. It shows that the downstroke (part I) and the upstroke (part II) alternately generate forces in the $y$- and $x$-directions, respectively. During the downstroke, as shown in the first row of Fig. 6C, the flyer lays its wing horizontally to generate the positive $y$-directional force, utilizing the high relative velocity in the positive $y$-direction. On the other hand, as shown in the second row of Fig. 6C, the flyer stands the wing vertically to generate the negative $x$-directional force, compensating the positive $x$-directional external flow. Thus, the flyer can deal with both gravity and external flow well by dividing the role of each stroke, showing the systematic control of the learned policy.

Throughout this section, an analysis is made on how the flyer behaves in the recovery process with existence of external flow. In addition, in order to rule out the effect of external flow, the same mission described in the previous section is performed in a quiescent fluid and the discrepancies are discussed in Appendix B.2. Enabling the analysis of the flyer’s behavior considering the ambient flow field is an exclusive advantage of the proposed CFD-based
framework, which makes deep understanding on the control mechanisms viable.

4. Concluding remarks

In the present study, an integrated framework of CFD-CSD and deep-RL is developed to extract a control policy for determining wing kinematics of a fly-mimicking flyer. In order to overcome the high computational cost of CFD-CSD that makes the coupling with deep-RL challenging, a novel data reproduction method is devised and the superiority of the method is demonstrated by comparing learning procedures with and without the reproduction method. Furthermore, to learn the control policy valid in complex flow, multi-agent learning is utilized. In the learning, four flyers aviate in uniform flow with different speeds while sharing their data with a single deep-RL. Again, thanks to the data reproduction method, data of various directions can be obtained and, thus, the number of cases to learn is drastically reduced. After the learning, the learned policy is validated by showing its outstanding control performance in complex flow with abrupt disturbances. In addition, recovery behaviors of the flyer against the disturbances are investigated including the effect of the ambient flow field.

In conclusion, the present study shows an excellent capability of a coupling framework of CFD-CSD and deep-RL as a means to generate a control policy for regulating highly intricate dynamics. Since the control policy is derived solely based on data from physical simulations, precise control is ensured. In addition, by virtue of CFD-CSD simulations, wing-wake interactions and behaviors of the flyer can be observed in detail, enhancing the
understanding of the underlying physics and control mechanisms of the flyer. The next research topic could be an extension to three-dimensional flyer control to move a step forward to practical applications. In fact, the present framework can be easily extended to three dimensions as discussed in Appendix C, although further improvement in accelerating three-dimensional CFD-CSD is still required for immediate applications. In the same vein, the factors such as sensor delay or signal noise that can occur in real control processes should be considered.
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Figure 1: Schematic of CFD-CSD and deep-RL coupling framework for generating a control policy of a fly-mimicking flyer.
Figure 2: Data reproduction methods. (A) Schematic of data reproduction methods. (B) Translation method. (C) Mirroring method. (D) Rotation method. $R$ is a rotation matrix. Note that the direction of gravity rotates along with the flyer.
Figure 3: Learning in a quiescent fluid. Without data reproduction: ——, episode 1; ——, episode 2; ——, episode 3. With the translation and mirroring reproduction: ——, episode 1; ——, episode 2; ——, episode 3. With the translation, mirroring, and rotation reproduction: ——, episode 1. (A) Trajectories of flyers. (B) Distances between flyers and the goal in terms of the cumulative number of strokes (data). (C) Angular velocities of flyers. The objective of the flyers is to aviate from the yellow box to the yellow star and hover. For the episode 1 of all the cases, the flyers on the trajectories are depicted in 10 times magnification with the time interval of 50. Near the coin, the flyer is depicted in the real scale with the time interval of 100. Note that the trajectory near the coin becomes clearer as the flight proceeds.
Figure 4: Multi-agent learning in positive $x$-directional uniform flow with four different flow speeds: ——–, 0; ——–, 0.59; ——–, 1.18; ——–, 1.76. The flyers are depicted in 10 times magnification with the time interval of 50. Near the coins, the flyers are depicted in the real scale with the time interval of 100. Note that the trajectories near the coins become clearer as the flights proceed.
Figure 5: Controlled flight of the flyer in complex flow with disturbances. The trajectory of the flyer during the flight: (A) from (250,-250) to (-250,-250) with the counter-clockwise body moment exerted at the line $x = 0$; (B) from (-250,-250) to (-250,250) with the negative $y$-directional body force exerted at the line $y = 0$; (C) from (-250,250) to (250,250) with a sudden change of the goal back to (-250,250) when the flyer passes the line $x = 125$; (D) while flying to (-250,250) with a sudden change of the goal to (0,0) when the flyer passes the line $x = 0$. The upper four figures show the entire computational domain and the background flow fields colored with the flow speed correspond to the moments at the end of the trajectories. The yellow stars are the goals at those moments and the white stars in (C) and (D) are the previous goals before the goal changes. The lower four figures are the enlarged parts marked as the black dashed circles in the upper figures. In the upper figures, the flyer is depicted in 10 times magnification with the time interval of 50. In the lower figures, the flyer is depicted in the real scale (A) or 2 times magnification (B,C,D) with the time interval of 5 (A,B,C,D). The black lines in the lower figures represent the traces of the wing’s leading edge. Note that the trajectories in the lower figures become clearer as the flight proceeds.
Figure 6: Analysis of recovery behaviors of the flyer against disturbances. (A) Motions of the flyer and ambient flow fields corresponding to the part I and II in (B), respectively. (B) Time histories of the wing kinematics, total moment exerted on the flyer, and angular velocity of the flyer. (C) Motions of the flyer and ambient flow fields corresponding to the part I and II in (D), respectively. (D) Time histories of the wing kinematics, total $x$- and $y$-directional forces exerted on the flyer, and $x$- and $y$-directional velocities of the flyer. The flow fields in (A) and (C) are depicted using vorticity where red and blue color refer to counter-clockwise and clockwise vortex, respectively. All the vectors are expressed in proportion to their magnitudes. $T_I$ and $T_{II}$ refer to the period of time to take for the stroke I and II. The gray-colored parts in (B) and (D) refer to the duration of exerting the disturbances on the flyer: positive (counter-clockwise) body moment (B) and negative $y$-directional body force (D). $\bar{x}_l$ and $\bar{\alpha}_l$ represent the position and the angle of the wing at the leading edge.
Appendix A. Methods

Appendix A.1. Non-dimensionalization of variables

In the present study, all variables are non-dimensionalized by reference scales. Dimensional and non-dimensional variables are differentiated depending on whether a mathematical font is used or not. The reference scales are determined based on the scales of a fruit fly [28]. The reference length is the chord length of the wing $c = 0.75\text{mm}$. The reference time is $1/2f_r$ where $f_r = 200\text{Hz}$ is the reference flapping frequency of the wing. The reference velocity and the reference angular velocity are $\pi f_r A_r$ and $\pi f_r/3$, respectively, where $A_r = 3.6c$ is the reference flapping amplitude of the wing. The reference force and the reference moment are $4\rho_f c^4 f_r^2$ and $4\rho_f c^5 f_r^2$, respectively, where $\rho_f = 1.2 \times 10^{-6} \text{g/mm}^3$ is the density of the fluid.

Appendix A.2. Simulation for solving the dynamics of a fly-mimicking flyer

Fig. A.7 shows the embodiment of a fly-mimicking flyer. To embody the flyer, a two-dimensional flexible wing is utilized and it flaps in a two-dimensional computational domain. The kinematics of the wing is described in Appendix A.2.1. In the computational domain, a computational fluid dynamics (CFD) simulation is performed for fluid flow and the aerodynamic force exerted on the wing is calculated, which is further described in Appendix A.2.2. Then, two assumptions are made to determine the total aerodynamic force on the flyer. The first assumption is that the aerodynamic force on the wing in the two-dimensional domain is the span-averaged value [28]. The second assumption is that the aerodynamic force on the body of the flyer is neglected [29]. Thus, the total aerodynamic force on the flyer
is calculated by multiplying the aspect ratio of the wing to the aerodynamic force on the two-dimensional wing. The aspect ratio of the wing is postulated as $A_R = b/c = 6$ based on Shyy et al. [28] where $b$ is the span length of the wing. With the calculated total aerodynamic force, the dynamic equations of the flyer are solved by assuming that the body of the flyer has the shape of a cylinder with the length of $L_s = 3c$, the radius of $r_s = c$, and the mass of $m_b = 0.6mg$ [30]. The mass of the wing is postulated to be negligible compared to the mass of the body. The dynamic equations of the flyer are described in Appendix A.2.3. In addition, to reflect the passive deformation of the wing, a computational structural dynamics (CSD) simulation is performed with the aerodynamic force on the wing, which is described in Appendix A.2.4 in detail. All the procedures are coupled to form an integrated computational fluid-structural dynamics (CFD-CSD) simulation, which is described in Appendix A.2.5.

Appendix A.2.1. Kinematics of the wing

Kinematics of the wing in the two-dimensional computational domain is described in this section. Fig. A.8 shows the schematic of the wing kinematics. The wing clamped at the leading edge moves under translational and rotational prescribed motions. The leading-edge motion at a certain stroke is described as follows:

$$\ddot{x}_l(t) = \ddot{x}_l(t_s) - k(A_{\ddot{x}_l}/2)(cos(2\pi f(t - t_s)) - 1), \quad (A.1)$$

$$\ddot{\alpha}_l(t) = -\pi/2 - kA_{\ddot{\alpha}_l}sin(2\pi f(t - t_s)), \quad (A.2)$$
where \( \bar{x}_i(t) \) and \( \bar{\alpha}_i(t) \) represent the position and the pitch angle of the wing at the leading edge, respectively. The overbars indicate that the variables are represented with respect to the body-fixed frame. \( k \) defines the binary state of a stroke where an upstroke corresponds to \( k = 1 \) and a downstroke corresponds to \( k = -1 \). \( A_{\bar{x}_i} \) refers the flapping amplitude which is the distance traveled by the leading edge during a stroke \( |\bar{x}_i(t_e) - \bar{x}_i(t_s)| \), where \( t_s \) and \( t_e \) are the times at the beginning and the end of a stroke, respectively. Since the range of \( \bar{x}_i(t) \) is set to \([-2.7, 2.7]\) according to Shyy et al. [28], the range of \( A_{\bar{x}_i} \) is \([0, 5.4] \). \( A_{\bar{\alpha}_i} \) refers the pitch amplitude of the leading edge, which has the range of \([0, \pi/4]\) in accordance with Yin and Luo [31]. Lastly, \( f \) is the flapping frequency normalized by the reference flapping frequency \( f_r = 200Hz \), ranging from 0.5 to 1.5. These parameters completely define the position and angle of the wing at the leading edge. The position and angle at the rest part of the wing are obtained by solving the dynamic equation for the wing which is described in Appendix A.2.4.

Appendix A.2.2. Navier-Stokes equations for fluid flow

Flow fields in the computational domain are obtained by solving the non-dimensionalized incompressible Navier-Stokes equations given as follows:

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p + \frac{1}{Re} \nabla^2 \mathbf{u}, \tag{A.3}
\]

\[
\nabla \cdot \mathbf{u} - q = 0, \tag{A.4}
\]

where \( \mathbf{u} \) and \( p \) represent the velocity and the pressure of the fluid, respectively. The pressure is normalized by \( \rho_f \bar{u}_r^2 \). The Reynolds number is defined as \( Re = \bar{u}_r c/\nu = 84.8 \) where \( \bar{u}_r = \pi f_r A_r \) is the reference velocity and \( \nu \)
is the kinematic viscosity of the fluid. \( q \) in (A.4) is the mass source/sink term introduced to better conserve the mass of the fluid in the vicinity of the wing [32]. The Crank-Nicolson scheme is used for both convective and diffusion terms and a second-order central difference scheme is used for spatial discretization. In particular, the present study solves flow fields in the vicinity of the infinitesimally thin wing where special attentions should be paid. The detailed procedures of solving the above equations can be found in Hong et al. [33].

Once a flow field is obtained, the total aerodynamic force and moment acting on the flyer are calculated. The pressure force \( \mathbf{F}_p \) and the viscous force \( \mathbf{F}_v \) acting on an infinitesimal surface of the wing \( dS \) can be represented as follows:

\[
d\mathbf{F}_p = -\rho_f pn dS, \tag{A.5}
\]
\[
d\mathbf{F}_v = 2\mu \mathbf{D} \cdot \mathbf{n} dS, \tag{A.6}
\]

where \( \mu \) is the dynamic viscosity of the fluid. \( \mathbf{D} \) is the strain-rate tensor defined as \( (\nabla \mathbf{u} + (\nabla \mathbf{u})^T)/2 \) and \( \mathbf{n} \) is the outward normal vector of the surface. The total aerodynamic force \( \mathbf{F}_a \) and moment \( \mathbf{M}_a \) acting on the flyer are computed as follows:

\[
\mathbf{F}_a = \mathbf{F}_p + \mathbf{F}_v = b \int d\mathbf{F}_p + b \int d\mathbf{F}_v, \tag{A.7}
\]
\[
\mathbf{M}_a = \mathbf{M}_p + \mathbf{M}_v = b \int \mathbf{r} \times d\mathbf{F}_p + b \int \mathbf{r} \times d\mathbf{F}_v, \tag{A.8}
\]

where \( \mathbf{r} \) is the distance between the mass center of the flyer projected on
the CFD plane and the infinitesimal surface of the wing. The obtained total aerodynamic force and moment on the flyer are used for solving the dynamics of the flyer in Appendix A.2.3.

Appendix A.2.3. Dynamic equations for the flyer

The position and angle of the flyer are obtained by solving non-dimensionalized governing equations for the motion of the flyer as follows:

$$m_{bw} \frac{\partial^2 X_b}{\partial t^2} = \frac{F_a}{A_R h \rho_{wf}} + m_{bw} \mathbf{i}_g Fr,$$

(A.9)

$$I_{bw} \frac{\partial^2 \theta_b}{\partial t^2} = \frac{M_a}{A_R h \rho_{wf}},$$

(A.10)

where $m_{bw} = m_b / m_w$ is the body to wing mass ratio. $m_w$ can be calculated as $\rho_w b c h$ where $\rho_w = 1.2 \times 10^{-3} g/mm^3$ is the density of the wing and $h = 7.5 \times 10^{-4} mm$ is the thickness of the wing. $X_b$ is the position of the flyer, $F_a$ is the total aerodynamic force on the flyer, $\rho_{wf} = \rho_w / \rho_f$ is the wing to fluid density ratio, $\mathbf{i}_g = \mathbf{g} / |\mathbf{g}|$ is the unit vector in the direction of gravity, and $Fr = |\mathbf{g}| / 4cf^2$ is the Froude number. In (A.10), $I_{bw} = I_b / m_w c^2$ is the moment of inertia of the body where $I_b = m_b L_b^2 / 12 + m_b r_b^2 / 4$. $\theta_b$ is the pitch angle of the flyer, and $M_a$ is the total aerodynamic moment on the flyer. The equations are integrated in time using a second-order central difference scheme.
Appendix A.2.4. Dynamic equation for the wing

The passive deformation of the wing is obtained by solving the non-dimensionalized governing equation for the motion of the wing as follows:

$$\rho_w \frac{\partial^2 X_w}{\partial t^2} = \frac{\partial}{\partial s} \left( K_T \left( \left| \frac{\partial X_w}{\partial s} \right|^2 - 1 \right) \frac{\partial X_w}{\partial s} \right) - K_B \frac{\partial^4 X_w}{\partial s^4} + \frac{F_a^*}{V} + \rho_w f_i \tilde{K}_T F_r,$$

(A.11)

where $X_w$ is the position of the wing, $s$ is the Lagrangian coordinate along the two-dimensional wing, $K_T = \kappa_T/4\rho c^2 h f^2$ is the tension coefficient of the wing, $K_B = \kappa_B/4\rho c^4 h f^2$ is the bending coefficient of the wing, $F_a^*$ is the aerodynamic force on the infinitesimal surface $\Delta s \cdot 1$ of the wing, and $V = h \Delta s \cdot 1/c^3$ is the volume of each element with unit span length. $K_T = 7.4 \times 10^6$ and $K_B = 2 \times 10^4$ are set similar to Kang and Shyy [34]. A second-order central difference scheme is used for both temporal integration and spatial discretization.

Appendix A.2.5. Coupling of computational fluid dynamics and computational structural dynamics

CFD and CSD are strongly coupled to ensure numerical stability and the coupling process is summarized as follows supposing that the time step advances from $n$ to $n + 1$:

1. At the time step $n + 1$, for the first iteration $i = 1$, $X_b^{n+1,i} = X_b^n$, $X_w^{n+1,i} = X_w^n$, and $F_a^{n+1,i} = F_a^n$.

2. The dynamic equations for the flyer (A.9) and (A.10)) and the wing (A.11) are integrated in time to obtain $X_b^{n+1,i+1}$, $\theta_b^{n+1,i+1}$, and $X_w^{n+1,i+1}$.
3. After moving the position of the flyer and the wing, $X_{w}^{n+1,i+1}$, $\dot{X}_{w}^{n+1,i+1}$, and $\ddot{X}_{w}^{n+1,i+1}$ are provided as boundary conditions for CFD and $u^{n+1,i+1}$ and $p^{n+1,i+1}$ are obtained.

4. $F_{a}^{n+1,i+1}$ is obtained from the updated flow field and the procedure is repeated over from step 2 until the convergence criteria ($|X_{w}^{n+1,i+1} - X_{w}^{n+1,i}| < 10^{-8}$) is satisfied.

While updating the position of the wing $X_{w}^{n+1}$ from $i^{th}$ to $(i+1)^{th}$ iteration, the Aitken relaxation factor $\omega^{i}$ [35] is used in order to ensure numerical stability of the staggered iteration as follows:

$$X_{w}^{n+1,i+1} = X_{w}^{n+1,i} + \omega^{i} r_{w}^{n+1,i}, \quad (A.12)$$

where

$$r_{w}^{n+1,i} = \ddot{X}_{w}^{n+1,i+1} - X_{w}^{n+1,i},$$

$$\omega^{i} = -\omega^{i-1} \frac{(r_{w}^{n+1,i-1})^T(r_{w}^{n+1,i} - r_{w}^{n+1,i-1})}{(r_{w}^{n+1,i} - r_{w}^{n+1,i-1})^T(r_{w}^{n+1,i} - r_{w}^{n+1,i-1})}.$$ 

$\dddot{X}_{w}^{n+1,i+1}$ is the predicted position of the wing by solving the dynamic equation ([A.11]) for the wing at step 2.

Appendix A.3. Deep reinforcement learning

Appendix A.3.1. Concept

Reinforcement learning is a process of learning a policy to determine an optimal action for an agent interacting with its environment [36]. At each discrete step $n$, with a given state $s_{n}$, the agent selects an action $a_{n}$ according
to its current policy; \( a_n = \pi(s_n) \). Then, the agent executes the action and, after interacting with the environment, gets a reward \( r_n \) and the next state \( s_{n+1} \). The objective of learning is to find the optimal policy which maximizes the value function \( Q^\pi(s_n, a_n) \) [37], defined as the expected sum of discounted future rewards as follows:

\[
Q^\pi(s_n, a_n) = \mathbb{E}(r_n + \gamma r_{n+1} + \gamma^2 r_{n+2} + \ldots),
\]

where \( \gamma \) is a discount factor that determines the weight between short-term and long-term rewards.

If reinforcement learning is combined with deep learning, it is called deep reinforcement learning (Deep-RL). By incorporating deep neural networks in learning a control policy, deep-RL can handle complex and high-dimensional problems [38]. Deep-RL also has been successfully applied to various control problems by virtue of its generality [20]. Since deep-RL learns a control policy through the correlations between states, actions, and rewards, it does not require any equations to represent the dynamics of an agent. Therefore, deep-RL can be easily applied to control problems that are too complex to formulate the dynamics of an agent. In the case of the present study, the dynamics of a fly-mimicking flyer is highly nonlinear due to the convoluted interaction with the ambient fluid. Therefore, as a method to derive an optimal control policy for a flyer, deep-RL is used.

Appendix A.3.2. State, action and reward

In the present section, the state, action, and reward of deep-RL are described. At the start of every wing stroke, the flyer receives a state and
selects an action to be taken during the stroke. The state at the $n^{th}$ stroke is defined as follows:

$$s_n = [X_r, \Theta_b, U, \omega, U_a, \bar{x}_l, k, F_b], \quad (A.14)$$

where $X_r = (x_r, y_r) = (x_b - x_{goal}, y_b - y_{goal})$ and $\Theta_b = (\sin\theta_b, \cos\theta_b)$ refer to the flyer’s position with respect to the goal and the pitch angle of the flyer, respectively. $\sin\theta_b$ and $\cos\theta_b$ are used to ensure the continuity of data [39]. $U = (u, v)$ and $\omega$ represent the velocity and the angular velocity of the flyer, respectively. In addition, in order to control the flyer in the presence of external flow, the flyer has to sense the flow velocity. Many insects including a fruit fly are known to perceive the external flow velocity through the antennae on their head [20]. Likewise, in the present study, an antenna is assumed to be positioned on the head of the flyer and it measures the flow velocity. $U_a = (u_a, v_a)$ is the probed flow velocity at the head of the flyer where $a$ in the subscript refers to the antenna. $\bar{x}_l(t)$ and $k$ represent the position of the wing at the leading edge and the binary state of the stroke, respectively. Lastly, $F_b = (F_{bx}, F_{by})$ refers to the body force (gravity) exerted on the flyer. The reason for including $F_b$ is explained in detail in the main text.

The action determines the kinematics of the leading edge of the wing during the $n^{th}$ stroke, defined as follows:

$$a_n = [A_{\bar{x}_l}, A_{\bar{\alpha}_l}, f], \quad (A.15)$$

where $A_{\bar{x}_l}$, $A_{\bar{\alpha}_l}$ and $f$ are the flapping amplitude, the pitch amplitude, and the flapping frequency, respectively.
Lastly, the reward is the objective of control, defined as follows:

\[ r_n = -\sqrt{L/L_0} - \omega^2, \]  

(A.16)

where \( L = \sqrt{(x_b - x_{\text{goal}})^2 + (y_b - y_{\text{goal}})^2} \) is the distance from the goal and \( L_0 \) is used for scaling, which is set to 1000 in the present study. The aim of control is for the flyer to stably navigate to the specified goal and hover at that point. The use of \( L \) makes the flyer to navigate to the goal and the square root is used to enhance the sensitivity of the distance near the goal. \( \omega \) takes charge of stable flight of the flyer and the square is used to allow low angular velocities for changing its direction and simultaneously penalize unstable high angular velocities. All the variables included in the state, action, and reward are normalized by absolute magnitude around 1 for better performance of learning.

Appendix A.4. Data reproduction method

The basic concept and the advantage of the data reproduction method are introduced in the main text. In this section, details on how the method is implemented in the present study are described. The original data to be reproduced have the form of \((s_n, a_n, r_n, s_{n+1})\). There are three types of data reproduction methods: translation, mirroring, and rotation. For the translation, the reproduced \(x_{\text{start}}\) and \(y_{\text{start}}\) range from \(-900\) to \(900\) with the interval of \(200\) where the computational domain size is \([-1000, 1000] \times [-1000, 1000]\). Therefore, the number of the reproduced starting points is 100. At each reproduced starting point, the mirroring and rotation reproduction methods are conducted. Since the mirroring reproduction can be performed only in
the \(x\)-direction, the number of data becomes twice. For the rotation reproduction, the flyer is rotated with the interval of \(\pi/5\), generating 10 times more data. As a result, through the data reproduction method, the number of data become 2000 times larger than that without the method.

Table A.1 shows how the components of a state change by the data reproduction method. \(x_t\) and \(y_t\) refer the translation distances and \(\theta_r\) is the rotation angle. In the case of an action, its components do not change because the kinematics of the wing does not change by the reproduction method. A reward is re-evaluated based on the reproduced state.

**Appendix A.5. Learning procedure**

The learning procedure of the present study is summarized in Algorithm 1. For the deep-RL algorithm, the Twin Delayed Deep Deterministic policy gradient algorithm (TD3) \[40\] is used, which is one of the state-of-the-art deep-RL algorithms. In TD3, two types of networks are introduced; actor and critic. The actor network is a policy itself which determines an action in continuous space for a given state. The critic network predicts the value function.

All of the neural networks are fully connected with four hidden layers of 400, 400, 400, and 300 neurons. The learning rates for the critic networks and the actor network are equally set to \(10^{-4}\) and the Adam optimizer \[41\] is used for updating the network parameters. The actor network and target networks are updated every 2 iterations \((d = 2)\) and the target update rate is set to \(5 \times 10^{-4}\). The mini-batch size \(N\) is set to 100 and the discount factor \(\gamma\) is set to 0.99. The standard deviation of the exploration noise \(\sigma\) is set to 1 in the initial 100 warm-up steps and 0.1 afterward. If the flyer gets
closer within the distance of 10 from the goal, the noise is eliminated. The
standard deviation of the target regularization noise $\tilde{\sigma}$ is set to 0.2 and the
clip criteria $c_0$ is set to 0.5.

Appendix A.6. Computational configurations

Two computational domains are used in the present study. Except for the
controlled flights in complex flow, the domain of $[-1000, 1000] \times [-1000, 1000]$ is used. The computational grids are clustered near the wing and the total
total number of grids is $500 \times 500$. The Neumann boundary condition is used at all the boundaries except for the multi-agent learning where uniform flow in the positive $x$-direction is imposed at the left boundary.

On the other hand, while demonstrating the controlled flights in complex
flow, the domain of $[-500, 500] \times [-500, 500]$ is set with the same grid numbers. For complex flow, pulsatile flow is imposed at the left, bottom, and top boundaries. The spatiotemporal variation of the flow is defined as follows:

$$u_l = u_{lm}[1 - 0.5\sin(2\pi f_l(t - t_i))(\cos(2\pi(y + 500)/L_y) - 1)], \quad (A.17)$$
$$v_b = v_{bm}[1 - 0.5\sin(2\pi f_b(t - t_i))(\cos(2\pi(x + 500)/L_x) - 1)], \quad (A.18)$$
$$v_t = -v_b, \quad (A.19)$$

where $l$, $b$, and $t$ represent left, bottom, and top, respectively. $u_{lm}$ is set to 0.59 and $v_{bm}$ is set to 0.29, where the subscript $m$ refers to maximum amplitude. $f_l = 0.01$ and $f_b = 0.015$ refer to the frequencies of oscillations. $L_x = 1000$ and $L_y = 1000$ are the lengths of the domain. The flow speed at each boundary linearly increases from 0 to its maximum amplitude within $t_i = 40$ and starts to fluctuate as defined in the above equations. The sub-
script $i$ refers to the initial time that the flow starts to fluctuate. At the right boundary, the Neumann boundary condition is used.
Figure A.7: Embodiment of a fly-mimicking flyer and its dynamics. The yellow line indicates a two-dimensional flexible wing in the domain where a CFD simulation is conducted. The red dot at the center of the flyer refers to the center of mass. The flyer moves parallel to the CFD plane with two translational and one rotational degrees of freedom.
Figure A.8: Kinematics of a flyer’s wing. At each stroke, the flyer determines the flapping amplitude $A_{\bar{x}_l}$, the pitch amplitude $A_{\bar{\alpha}_l}$, and the flapping frequency $f$ at the leading edge of the wing. As an example, the graph shows the time history of the wing kinematics where $t_s$ and $t_e$ refer to the times at the beginning and the end of a certain stroke, respectively.
Table A.1: Changes in the components of a state by data reproduction methods

| Variables | Translation | Mirroring | Rotation |
|-----------|-------------|-----------|----------|
| $x_r$     | $x_r + x_t$ | $2x_{\text{start}} - x_r$ | $x_{\text{start}} + (x_r - x_{\text{start}})\cos\theta_r - (y_r - y_{\text{start}})\sin\theta_r$ |
| $y_r$     | $y_r + y_t$ |           | $y_{\text{start}} + (x_r - x_{\text{start}})\sin\theta_r + (y_r - y_{\text{start}})\cos\theta_r$ |
| $\sin\theta_b$ | $\sin(-\theta_b)$ | $\sin(\theta_b + \theta_r)$ |                      |
| $\cos\theta_b$ | $\cos(-\theta_b)$ | $\cos(\theta_b + \theta_r)$ |                      |
| $u$       | $-u$        |           | $ucos\theta_r - v\sin\theta_r$ |
| $v$       |             |           | $usin\theta_r + vcos\theta_r$ |
| $\omega$  | $-\omega$   |           |                      |
| $u_a$     | $-u_a$      |           | $u_a\cos\theta_r - v_a\sin\theta_r$ |
| $v_a$     |             |           | $u_a\sin\theta_r + v_a\cos\theta_r$ |
| $\bar{x}_t$ | $-\bar{x}_t$ |           |                      |
| $k$       | $-k$        |           |                      |
| $F_{bx}$  | $-F_{bx}$   |           | $F_{bx}\cos\theta_r - F_{by}\sin\theta_r$ |
| $F_{by}$  |             |           | $F_{bx}\sin\theta_r + F_{by}\cos\theta_r$ |
Algorithm 1 TD3 for learning a control policy of a flyer

initialize critic networks $Q_{\theta_1}$, $Q_{\theta_2}$, and actor network $\pi_\phi$ with random parameters $\theta_1$, $\theta_2$, $\phi$;
initialize target networks $\theta'_1 \leftarrow \theta_1$, $\theta'_2 \leftarrow \theta_2$, $\phi' \leftarrow \phi$;
initialize replay buffer $B$;
$n \leftarrow 1$;
repeat
receive state $s_n$ from CFD-CSD simulation;
select action with exploration noise: $a_n \leftarrow \text{clip}(\pi_\phi(s_n) + \epsilon, -1, 1)$, $\epsilon \sim \mathcal{N}(0, \sigma^2)$;
send the action to CFD-CSD simulation;
$m \leftarrow 0$;
repeat
sample mini-batch of $N$ transitions $(s_i, a_i, r_i, s_{i+1})$ from $B$;
$\tilde{a} \leftarrow \text{clip}(\pi_\phi(s_{i+1}) + \epsilon, -1, 1)$, $\epsilon \sim \text{clip}(\mathcal{N}(0, \tilde{\sigma}^2), -c_0, c_0)$;
$y \leftarrow r_i + \gamma \min_{j=1,2} Q_{\theta_j}(s_{i+1}, \tilde{a})$;
update $\theta_j$ with the loss function $L_{\theta_j} \leftarrow N^{-1} \sum (y - Q_{\theta_j}(s_i, a_i))^2$, $j = 1, 2$;
if $m \mod d$ then
update $\phi$ by the deterministic policy gradient
$N^{-1} \sum \nabla_{a_i} Q_{\theta_j}(s_i, a_i)|_{a_i = \pi_\phi(s_i)} \nabla_\phi \pi_\phi(s_i)$;
update target networks:
$\theta'_1 \leftarrow \tau \theta_1 + (1 - \tau) \theta'_1$, $\theta'_2 \leftarrow \tau \theta_2 + (1 - \tau) \theta'_2$, $\phi' \leftarrow \tau \phi + (1 - \tau) \phi'$;
end if
$m \leftarrow m + 1$;
until next state $s_{n+1}$ and reward $r_n$ are provided;
reproduce data based on real data $(s_n, a_n, r_n, s_{n+1})$;
store the reproduced data in $B$;
$n \leftarrow n + 1$;
until hovering succeeds;
Appendix B. Supplementary results

Appendix B.1. Supporting results of multi-agent learning

This section includes two supporting results regarding the multi-agent learning in the main text. The first result shows unsuccessful learning using the antenna-sensed velocity. The second result demonstrates controlled flights in untrained flow conditions.

Appendix B.1.1. Learning with the antenna-sensed velocity

Fig. B.9 shows the result of the multi-agent learning where the only difference with Fig. 4 in the main text is using the antenna-sensed velocity as the state instead of the uniform flow velocity. All the flyers fail to stabilize and go out of the domain helplessly. This is because the antenna-sensed velocity for each flyer shows very irregular patterns although the actual flow velocity is constant. This makes it challenging for the flyers to learn the environments.

Appendix B.1.2. Control in untrained flow conditions

Fig. B.10 concurrently supports the two arguments mentioned in the main text. One is if the learned flyer can deal with untrained flow conditions with different speeds and directions. The other is whether the difference in using the boundary-imposed velocity during learning and the antenna-sensed velocity during control arises any problem in control. For testing the control performance, the five learned flyers are released in five untrained flow conditions. During the test, the antenna-sensed velocity is used for control and there is no additional learning. As shown in the figure, the flyers successfully aviate to the goal and hover for all the flow conditions. From the results, we
can conclude that the learned policy can be applied to untrained flow conditions. In addition, after learning, since the flyers become dynamically stable, the antenna-sensed velocities give clear information to the policy. Therefore, the use of the boundary-imposed velocity while learning can be an adequate strategy.

Appendix B.2. Comparison on flyer’s behaviors with and without external flow

In the main text, a behavior analysis is conducted on the flyer controlled in complex flow. In order to exclude the effect of external flow and to investigate the behavioral differences, the same mission described in the main text is performed in a quiescent fluid and the discrepancies are dealt with in the present section. Fig. B.11A shows the overall flight trajectories of the flyers with and without external flow and both flyers successfully complete the mission. The figures from Fig. B.11B to Fig. B.11H represent the comparisons of the trajectories in the seven situations denoted in Fig. B.11A. There are some noticeable discrepancies when the flyers perform 180° and 90° turns which correspond to Figs. B.11F and B.11G, respectively. When the 180° turn is performed, the flyer in external flow is distracted by the positive x-directional flow, resulting in the wider trajectory than the flyer in a quiescent fluid. On the other hand, when the 90° turn is performed, the external flow assists the flyer to turn quickly toward the designated direction while the flyer in a quiescent fluid has to overcome its inertia by itself. As can be seen in Figs. B.11C and B.11E, the flyer in external flow continuously heads toward the upstream direction, indicating that it is always conscious of the flow, while the flyer in a fluid quiescent fluid merely heads toward the
goal. Figs. B.11B and B.11D show the situations with disturbances, which is further described in detail in Fig. B.12.

The recovery behaviors of the flyer in a quiescent fluid after the moment disturbance are shown in Figs. B.12A and B.12B. It shows similar behavioral patterns with the case of external flow described in the main text. As shown in Fig. B.12A, although the velocity of the flyer is larger than that of the flyer in external flow, the relative velocity of the fluid experienced by the flyer is smaller due to the absence of external flow. This small relative velocity results in the smaller value of negative moment. Therefore, as one can compare the time histories of the angular velocities of the flyers in Fig. B.12B and Fig. 6B in the main text, the flyer in a quiescent fluid needs more strokes to stabilize its body whereas the flyer in external flow stabilizes only within two strokes.

The recovery behaviors of the flyer in a quiescent fluid after the force disturbance are shown in Figs. B.12C and B.12D. As shown in Fig. B.12C, the motions of the wing for the upstroke and the downstroke are almost symmetric. This is different from what is observed for the flyer in external flow, where the upstroke and the downstroke show different behaviors taking separate roles. Since the flyer in a quiescent fluid only has to deal with the descending velocity, both strokes are used to recover the velocity generated from the disturbance. From the analysis, we can observe that the flyers appropriately behave depending on the confronted situations.
Figure B.9: Multi-agent learning with the antenna-sensed velocity in the positive $x$-directional uniform flow with four different speeds: ——–, 0; ——–, 0.59; ——–, 1.18; ——–, 1.76. (A) Trajectories of flyers. The flyers are depicted in 20 times magnification with the time interval of 100. (B) Antenna-sensed velocities of flyers. The solid and the dashed lines refer to the antenna-sensed velocities and the uniform flow velocities, respectively.
Figure B.10: Controlled flights of the flyers in untrained flow conditions. The flow speeds are the same as 1.47 and various flow directions are tested: \(-45^\circ\) direction; \((+x, -y)\), \((+x, -y)\), \((-x)\), \((+y)\). (A) Trajectories of the flyers. For the overall view on the left, the flyers are depicted in 10 times magnification. Near the coin, the flyers are depicted in the real scale. All the flyers are depicted with the time interval of 50. (B) Antenna-sensed velocities of the flyers. The solid and the dashed lines refer to the antenna-sensed velocities and the uniform flow velocities, respectively.
Figure B.11: Comparison of the controlled flights of the flyers in complex flow (red) and a quiescent fluid (green). Trajectories of the flyers: (A) Overall trajectories of the flyers. (B) Recovery against the moment disturbance. (C) Direction change toward the updated goal. (D) Recovery against the force disturbance. (E) Direction change toward the updated goal. (F) $180^\circ$ turn. (G) $90^\circ$ turn. (H) Hovering. The flyers are depicted with different magnification factors and time intervals. For (A), the magnification factor is 10 and the time interval is 100. From (B) to (H), the magnification factor is 2. For (B), (D), (F), and (G), the time interval is 5. For (C), (E), and (H), the time interval is 15. Note that, from (B) to (H), the grid spacing is 10 and the trajectories become clearer as the flights proceed.
Figure B.12: Analysis of recovery behaviors of the flyer in a quiescent fluid against disturbances. (A) Motions of the flyer and ambient flow fields corresponding to the part I and II in (B), respectively. (B) Time histories of the wing kinematics, total moment exerted on the flyer, and angular velocity of the flyer. (C) Motions of the flyer and ambient flow fields corresponding to the part I and II in (D), respectively. (D) Time histories of the wing kinematics, total $x$- and $y$-directional forces exerted on the flyer, and $x$- and $y$-directional velocities of the flyer. The flow fields in (A) and (C) are depicted using vorticity where the red and blue colors refer to counter-clockwise and clockwise vortices, respectively. All the vectors are expressed in proportion to their magnitudes. $T_1$ and $T_2$ refer to the periods of time to take for the strokes I and II. The gray-colored parts in (B) and (D) refer to the durations of exerting the disturbances on the flyer: positive (counter-clockwise) body moment (B) and negative $y$-directional body force (D). $\bar{x}$ and $\bar{\alpha}$ represent the position and the pitch angle of the wing at the leading edge, respectively.
Appendix C. Extension to a three-dimensional flyer

The present study shows the superiority of an integrated framework of CFD-CSD and deep-RL for controlling a flyer in two dimensions. In order to move a step forward to real applications, it should be extended to three dimensions. In this section, a possible method for controlling a three-dimensional flyer is suggested, which is depicted in Fig. C.13. As shown in the figure, for a three-dimensional flyer, two wings have to be controlled individually. The state of deep-RL can be set as follows:

\[ s_n = [X^{3D}_r, \Theta^{3D}_b, U^{3D}, \omega^{3D}, U^{3D}_a, \bar{X}^{3D}_l, k, F^{3D}_b]. \tag{C.1} \]

where \( X^{3D}_r = (x_r, y_r, z_r) \) refers to the flyer's position relative to the goal. \( \Theta^{3D}_b = (\sin \theta_b, \cos \theta_b, \sin \phi_b, \cos \phi_b, \sin \psi_b, \cos \psi_b) \) is the angle of the flyer where \( \theta_b, \phi, \) and \( \psi \) refer to the pitch, roll, and yaw angles, respectively. \( U^{3D} = (u, v, w) \) and \( \omega^{3D} = (\omega_1, \omega_2, \omega_3) \) refer to the velocity and the angular velocity of the flyer, respectively. \( U^{3D}_a = (u_a, v_a, w_a) \) is the probed flow velocity at the antenna of the flyer. \( \bar{X}^{3D}_l(t) = (\bar{x}_ll, \bar{x}_lr) \) represents the position of the wing at the leading edge where \( l \) and \( r \) in the second subscript refer to the left and the right wings, respectively. \( k \) defines the binary state of a stroke. Note that only single \( k \) is defined assuming the states of a stroke of both wings are the same for simplicity. \( F^{3D}_b = (F_{bx}, F_{by}, F_{bz}) \) is the body force exerted on the flyer. An action determines the kinematics of the wings at the leading edges during a stroke, defined as follows:

\[ a_n = [A_{\bar{x}ll}, A_{\bar{x}lr}, A_{\bar{\alpha}ll}, A_{\bar{\alpha}lr}, f]. \tag{C.2} \]
where $A_{\tilde{x}_{ll}}$, $A_{\tilde{x}_{lr}}$, $A_{\tilde{\alpha}_{ll}}$, $A_{\tilde{\alpha}_{lr}}$, and $f$ are the flapping amplitudes, pitch amplitudes for the left and right wings, and flapping frequency. Note that only one frequency is used to synchronize the communication period between CFD-CSD and deep-RL. Lastly, a reward is defined as follows:

$$r_n = -\sqrt{\frac{L}{L_0} - |\omega^{3D}|^2}, \quad (C.3)$$

where $L = \sqrt{(x_b - x_{goal})^2 + (y_b - y_{goal})^2 + (z_b - z_{goal})^2}$ is the distance from the goal and $L_0$ is a scaling factor.

As shown in the present study, the data reproduction method can be used in the same manner in three dimensions. Although the number of variables and the corresponding relations to learn increase, more diverse data can be reproduced with the increased degree of freedom.
Figure C.13: Schematic of a three-dimensional flyer. The red dot denotes the center of mass of the flyer. Note that different active motions can be performed for each wing. As a demonstration, the flow field is calculated using the present CFD method. The vortical structure is depicted with $\lambda_2$-isosurface.
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