THE HOROCYCLE FLOW AT PRIME TIMES
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Abstract. We prove that the orbit of a generic point at prime values of the horocycle flow in the modular surface is dense in a set of positive measure. For some special orbits we also prove that they are dense in the whole space—assuming the Ramanujan/Selberg conjectures for $GL_2/\mathbb{Q}$. In the process, we derive an effective version of Dani’s Theorem for the (discrete) horocycle flow.

1. Introduction

If $(X, T)$ is a dynamical system, for any $x \in X$ one can ask about the distribution of points $P_x = \{T^p x : p \text{ prime}\}$ in the orbit $\theta_x = \{T^n x : n \geq 1\}$. For example if $X$ is finite then this is equivalent to Dirichlet’s Theorem on primes in an arithmetic progression. If $(X, T)$ is ergodic, Bourgain [5] shows that for almost all $x$, $T^p x$ with $p$ prime, satisfies the Birkhoff ergodic Theorem and hence is equidistributed. If $(X, T)$ is ‘chaotic’, for example if it has a positive entropy then there may be many $x$’s for which $T^p x$ is poorly distributed in $\theta_x$. For example if $T : [0, 1] \to [0, 1]$ is the doubling map $x \mapsto 2x$ then one can construct an explicit (in terms of its binary expansion) $\xi$ such that $\theta_\xi = [0, 1]$ but $T^p \xi \to 0$ as $p \to \infty$.

The setting in which one can hope for a regular behaviour on restricting to primes is that of unipotent orbits in a homogeneous space. Let $G$ be a connected Lie group, $\Gamma$ a lattice in $G$ and $u \in G$ an $Ad_G$ unipotent element, then Ratner’s Theorem [31] says that if $X = \Gamma \backslash G$ and $T : X \to X$ is given by

\begin{equation}
T(\Gamma g) = \Gamma gu,
\end{equation}

then $\theta_x$, with $x = \Gamma g$, is homogeneous and the orbit $xu^n$, $n = 1, 2, \ldots$ is equidistributed in $\theta_x$ w.r.t. an algebraic measure $d\mu_x$. In the case that $\mu_x$ is the normalized volume measure $d\mu_G$ on $X$ it is conjectured in [12] that $P_x = X$ and in fact that $xu^p$, $p = 2, 3, 5, 7, 11, \ldots$ is equidistributed w.r.t. $d\mu_G$. Care should be taken in formulating this conjecture in the intermediate cases where $\theta_x$ is not connected as there may be local
congruence obstructions, but with the 'obvious' modifications this conjecture seems quite plausible. In intermediate cases where $\theta_x$ is one of

(i) finite  
(ii) a connected circle or more generally a torus  
(iii) a connected nilmanifold $\Gamma\backslash N$, 

$D_{\theta}$ and the behaviour of $xu^p$, $p = 2, 3, 5, \ldots$ is understood. Case (i) requires no further comment while for (ii) it follows from Vinogradov’s work that the points are equidistributed w.r.t $dt$, the volume measure on the torus. The same is true for (iii) as was shown recently by Green and Tao [13, 14]; in order to prove this, apart from using Vinogradov’s methods they had to control sums of the type $\sum_n e(\alpha n [\beta n])$, which are similar to Weyl sums but behave in a more complex way.

Our purpose in this paper is to examine this problem in the basic case of $X = \text{SL}(2, \mathbb{Z}) \backslash \text{SL}(2, \mathbb{R})$. According to Hedlund [16], $\theta_x$ is either finite, a closed horocycle of length $l$, $0 < l < \infty$, or is all $X$. The first two cases correspond to (i) and (ii). In the last case we say that $x$ is generic. By a theorem of Dani [8] the orbit $xu^n$, $n = 1, 2, 3, \ldots$ is equidistributed in its closure w.r.t. one of the corresponding three types of algebraic measures. For $N \geq 1$ and $x \in X$ define the probability measure $\pi_{x,N}$ on $X$ by

\begin{equation}
\pi_{x,N} := \frac{1}{\pi(N)} \sum_{p < N} \delta_{xu^p}
\end{equation}

where for $\xi \in X$, $\delta_{\xi}$ is the delta mass at $\xi$ and $\pi(N)$ is the number of primes less than $N$. We are interested in the weak limits $\nu_x$ of the $\pi_{x,N}$ as $N \to \infty$ (in the sense of integrating against continuous functions on the one-point compactification of $X$). If $x$ is generic then the conjecture is equivalent to saying that any such $\nu_x$ is $d\mu_G$. One can also allow $x$, the initial point of the orbit, to vary with $N$ in this analysis and in the measures in (1.2). Of special interest is the case $x = \Gamma g$

\begin{equation}
g = H_N := \begin{bmatrix} N^{-\frac{1}{2}} & 0 \\ 0 & N^{\frac{1}{2}} \end{bmatrix} \quad \text{and} \quad u = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix},
\end{equation}

when $H_N u^j$, $0 \leq j \leq N - 1$ is a periodic orbit for $T$ of period $N$. These points are spread evenly on the unique closed horocycle in $X$ whose length is $N$. They also comprise a large piece of the Hecke points in $X$ corresponding to the Hecke correspondence of degree $N$

\begin{equation}
C_N = \{ \frac{1}{\sqrt{N}} \begin{bmatrix} a & b \\ c & d \end{bmatrix} : ad = N, a, d > 0, b \mod d \}.
\end{equation}
We can now state our main results. The first asserts that \( \nu_x \) does not charge small sets with too much mass, that is \( \nu_x \) is uniformly absolutely continuous with respect to \( d\mu_G \).

**Theorem 1.1** (Non-concentration at primes). Let \( x \) be generic and \( \nu_x \) a weak limit of \( \pi_{x,N} \), then

\[
d\nu_x \leq 10 \ d\mu_G.
\]

Remark: As we said before, probably what truly happens is that \( d\nu_x = d\mu_G \). If on the other hand we allow \( n \) to vary not over primes but over almost primes, then the quantitative equidistribution that we develop to prove Theorem 1.1 can be used together with a lower bound sieve (see [11], Chapter 12) to prove the density of the orbit. More precisely let \( x \) be generic, then the points \( T^n x \), as \( n \) varies over numbers with at most 10 prime factors, are dense in \( X \).

As a consequence of Theorem 1.1 we deduce that \( P_x \) has to be big.

**Corollary 1.2** (Large closure for primes). Let \( x \) be generic, then

\[
\text{Vol}(P_x) \geq \frac{1}{10},
\]

and if \( U \subset X \) is an open set with \( \text{Vol}(U) > 1 - 1/10 \) then \( x w^p \in U \), for a positive density of primes \( p \).

In the case of ‘Hecke orbits’ \( P_{H,N} \), we can prove more;

**Theorem 1.3** (Prime Hecke orbits are dense). Let \( \nu \) be a weak limit of the measures \( \pi_{H,N} \). Assuming the Ramanujan/Selberg Conjectures concerning the automorphic spectrum of \( GL_2/\mathbb{Q} \) (see for example the Appendix in [35]) we have

\[
\frac{1}{5} \ d\mu_G \leq d\nu \leq \frac{9}{5} \ d\mu_G.
\]

Theorem 1.3 has an application to a variant of Linnik’s problem on projections of integral points on the level 1 surface for quadratic forms in 4-variables. Let \( N \geq 1 \) and denote by \( M_N \) the set of \( 2 \times 2 \) matrices whose determinant equals \( N \). Denote by \( \pi \) the projection \( A \mapsto \frac{1}{\sqrt{N}} A \) of \( M_N(\mathbb{R}) \) onto \( M_1(\mathbb{R}) \). Using their ergodic methods Linnik and Skubenko [27] show that the projection of the integer points \( M_N(\mathbb{Z}) \) into \( M_1(\mathbb{R}) \) become dense as \( N \to \infty \). In quantitative form they show that for \( U \) a (nice) compact subset of \( M_1(\mathbb{R}) \)

\[
|\{A \in M_N(\mathbb{Z}) : \pi(A) \in U\}| \sim \sigma_1(N) \mu(U)
\]

as \( N \to \infty \), where \( \mu(u) \) is the ‘Hardy-Littlewood’ normalized Haar measure for \( SL_2(\mathbb{R}) \) on \( M_1(\mathbb{R}) \) and \( \sigma_1(N) = \sum_{d|N} d \). (1.3) can also be...
proved using Kloosterman’s techniques in the circle method [25] as well as using Hecke Correspondences in $GL_2$ as explained in [33]. Using the last connection we establish the following Corollary. For

$$A = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in M_N(\mathbb{Z})$$

let $a_1 = (a, N)$ and $d_1 = N/a_1$. Let $b_1 = b_1(A)$ be the unique integer $0 \leq b_1 < d_1$ satisfying $b_1 \equiv ab \mod d_1$ where $a \equiv 1 \mod d_1$.

**Corollary 1.4.** Assume The Ramanujan/Selberg Conjectures for $GL_2$. Let $U$ be a (nice) compact subset of $M_1(\mathbb{R})$ and $\epsilon > 0$. Then for $N$ sufficiently large

$$\frac{1/5 - \epsilon}{\log N} \leq \frac{|\{A \in M_N(\mathbb{Z}) : \pi(A) \in U, b_1(A) \text{ is prime}\}|}{|\{A \in M_N(\mathbb{Z}) : \pi(A) \in U\}|} \leq \frac{9/5 + \epsilon}{\log N}.$$ 

In particular the projections of the points $A \in M_N(\mathbb{Z})$ with $b_1(A)$ prime, become dense in $M_1(\mathbb{R})$.

We end the introduction with an outline of the contents of the sections and of the techniques that we use. The proofs of Theorems 1.1 and 1.3 use of sieve methods. These reduce sums over primes $\sum_{p \leq N} f(xu^p)$, to the study of linear sums over progressions $\sum_{n \leq N/d} f(xu^{nd})$, and bilinear sums $\sum_{n \leq \min(N/d_1,N/d_2)} f_1(xu^{nd_1})f_2(xu^{nd_2})$. A critical point in the analysis is to allow $d$ to be as large as possible, this is measured by the level of distribution $\alpha; d \leq N^\alpha$ (respectively $\max(d_1,d_2) \leq N^\alpha$). The first type of sums are connected with equidistribution in $(X,T)$ and the second type with joinings of $(X,T^{d_1})$ with $(X,T^{d_2})$.

The effective rate of equidistribution of long pieces of unipotent orbits has been studied in the case of general compact quotients $\Gamma \backslash SL(2,\mathbb{R})$. For continuous such orbits this is due to Burger [7] while for discrete ones to Venkatesh [39]. Both make use of the spectral gap in the decomposition of $SL(2,\mathbb{R})$ acting by translations on $L^2(\Gamma \backslash SL(2,\mathbb{R}))$. One can quantify Venkatesh’s method to obtain a positive level of distribution for the linear sums and then follow the analysis in the proof of Theorem 1.1 to obtain the analogues of Theorem 1.3 and Corollary 1.2 for such $\Gamma$’s (the constant 10 is replaced by a number depending on the spectral gap).

For $\Gamma \backslash SL(2,\mathbb{R})$ noncompact but of finite volume, due to the existence of periodic orbits of the horocycle flow one cannot formulate a simple uniform rate of equidistribution in Dani’s Theorem. In a preprint [38] A. Strömbergsson gives an effective version of Dani’s Theorem for continuous orbits in terms of the excursion rate of rate of geodesics; he uses Burger’s approach.
We only learned of [38] after completing our formulation and treatment of an effective Dani theorem for the continuous flows, see Theorems 4.5 and 4.6 in section 4. One of the main results of this paper is an effective Dani Theorem for discrete unipotent orbits of \((X, T^s)\), see Theorems 4.11 and 5.2. These give a quantitative equidistribution w.r.t. algebraic measures of long pieces of such orbits and allowing \(s\) to be large. This discrete case is quite a bit more complex both in its formulation and its proof. It requires a series of basic Lemmas (see section 2) which use the action of \(SL_2(\mathbb{Z})\) to give quantitative approximations of pieces of horocycle orbits by periodic horocycles, much like the approximation of reals by rationals in the theory of diophantine approximation. Critical to this analysis are various parameters associated with a given piece of horocycle orbit. The resulting approximations allow us to approach the level of distribution sums by taking \(f, f_1, f_2\) to be automorphic forms and expanding them in Fourier series in the cusp. The burden of the analysis is in this way thrown onto the Fourier coefficients of these forms. This leads us to Theorem 4.11 which gives a suitable level of distribution in the linear sums and with which we can apply an upper bound sieve (Brun, Selberg) and deduce Theorem 1.1 and Corollary 1.2.

Theorem 1.3 involves a lower bound sieve and in particular a level of distribution for bilinear sums. This is naturally connected with effective equidistribution of 1-parameter unipotent orbits in \((SL(2, \mathbb{Z}) \backslash SL(2, \mathbb{R})) \times (SL(2, \mathbb{Z}) \backslash SL(2, \mathbb{R}))\) which is a well known open problem since Ratner’s paper [30]. For the special Hecke points that are taken in Theorem 1.3 our Fourier expansion approach converts the bilinear sums into sums of products of shifted coefficients of these automorphic forms (“Shifted convolution”). In Section 3 we review the spectral approach to this well studied problem; in particular we use the recent treatments in [3, 4] which are both convenient for our application and also allow for a critical improvement over [35] in the level aspect. Proposition 3.1 gives a slight improvement over [4] and also [29], in this \(q\) aspect, an it is optimal under The Ramanujan/Selberg Conjectures. Concerning the linear sums for these Hecke orbits we establish a level of \(1/2\) (see the discussion at the end of section 7). This is the optimal level that can be proved by automorphic form/spectral methods. To analyze the sum over primes we use the sieve developed by Duke-Friedlander-Iwaniec [10]. For an asymptotics for the sum over primes (i.e. a “prime number theorem”) they require a level of distribution of \(1/3\) for the bilinear sums, given the level of \(1/2\) that we have for the linear sums. Using the best bounds towards Ramanujan/Selberg Conjecture for \(GL_2/\mathbb{Q}\) we establish a level of \(\alpha = 3/19\) for these bilinear sums. This falls
short of the 1/3 mark as well as the 1/5 mark which is needed to get a lower bound in the sum over primes. However assuming The Ramanujan/Selberg Conjecture this does give a strong enough level of distribution to deduce Theorem 1.3.

2. Horocycle Approximation

The group $G = SL(2, \mathbb{R})$ can be parametrized through its Lie algebra. The Lie algebra $\mathfrak{g}$ are the $2 \times 2$ real matrices of zero trace. In this way, the so-called Iwasawa parametrization $g = h(x)a(y)k(\theta)$ with $x, y, \theta \in \mathbb{R}$ and

$$h(x) = \begin{bmatrix} 1 & x \\ 0 & 1 \end{bmatrix}, \quad a(y) = \begin{bmatrix} y^{\frac{1}{2}} & 0 \\ 0 & y^{-\frac{1}{2}} \end{bmatrix}, \quad k(\theta) = \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix}.$$ 

corresponds to the Lie algebra basis $R = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}$, $H = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}$, $V = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}$.

in the sense that $h(x) = \exp(xR)$, $a(e^{2u}) = \exp(uH)$ and $k(\theta) = \exp(\theta V)$. Moreover it is unique when restricting $\theta$ to $[-\pi, \pi)$.

We can explicitly define a left $G$-invariant metric on $G$ as

$$d_G(g, h) = \inf \left\{ \sum_{i=0}^{n-1} \psi(x_i, x_{i+1}) : x_0, \ldots, x_n \in G; x_0 = g; x_n = h \right\}$$

with $\psi(x, y) = \min(||x^{-1}y - I||, ||y^{-1}x - I||)$ and $|| \cdot ||$ any norm. Let us fix the norm

$$\left\| \begin{bmatrix} a & b \\ c & d \end{bmatrix} \right\| = \sqrt{2a^2 + (b + c)^2 + 4c^2 + 2d^2}.$$ 

for concreteness. Then, we can describe the metric in terms of the Iwasawa parametrization as

$$d_Gs^2 = \frac{dx^2 + dy^2}{y^2} + d\theta^2$$

We can also write any Haar measure in $G$ as a multiple of

$$d\mu_G = \frac{dx \ dy \ d\theta}{y \ \pi}.$$ 

Since $G$ is unimodular, this measure is both left and right $G$-invariant.

By sending $(x+iy, \theta)$ to $h(x)a(y)k(\theta/2)$ we see that $\{\pm I\} \backslash G$ endowed with this metric is isometric to the unit tangent bundle $T_1\mathbb{H}$ of the Poincaré upper half-plane $\mathbb{H}$ with the metric $ds^2 = y^{-2}(dx^2 + dy^2)$. We shall use both notations to refer to an element of $\{\pm I\} \backslash G$, and we
shall even use \( x + iy \) as a shorthand for \((x + iy, 0)\). In this way, we can express multiplication in \( \{\pm I\}\setminus G \) as
\[
\begin{bmatrix} a & b \\ c & d \end{bmatrix} (z, \theta) = \left( \frac{az + b}{cz + d}, \theta - 2 \arg(cz + d) \right).
\]
Now, we define the discrete horocycle flow at distance \( s \) as the transformation \( g \mapsto gh(s) \). The name comes from the fact that an horocycle is a circle in \( \mathbb{H} \) tangent to \( \partial \mathbb{H} \), and the horocycle flow sends a point with tangent vector pointing towards the center of the horocycle \( S \) to the unique point at distance \( s \) “to the right” whose tangent vector also points to the center of \( S \). In terms of our parametrization, we can write
\[
gh(t + \cot \theta) = h(\alpha - \frac{Rt}{t^2 + 1})a(\frac{R}{t^2 + 1})\kappa(-\text{arccot} \, t)
\]
where
\[
R = y(\sin \theta)^{-2}
\]
is the diameter of the horocycle and
\[
\alpha = x - yW
\]
its point of tangency with \( \partial \mathbb{H} \), where \( W = \cot \theta \) (see Figure 1).

Now, we consider the homogeneous space \( X = \Gamma \setminus G \), with the metric induced from the one in \( G \). Then, we have that \( X \) is isometric to \( T_1(\Gamma \setminus \mathbb{H}) \). So, considering the identification \( g = (z, \theta) \), we can set
\[
D_X = \{(z, \theta) : |z| \geq 1, -1/2 \leq \Re z \leq 1/2, -\pi \leq \theta \leq \pi\}
\]
as a fundamental domain for \( X \).

We also have that the horocycle flow in \( G \) descends to \( X \), and when doing so its behaviour becomes more complex. As we noted in the
introduction, Dani proved that for any $\xi \in X$ the orbit generated by the horocycle flow, $\{\xi h(s)^n : n = 0, 1, 2, \ldots\}$, is dense in either

(i) a discrete periodic subset of a closed horocycle
(ii) a closed horocycle
(iii) the whole space,

and we can explicitly state which possibility happens in terms of $\xi = \Gamma g$: (i) for $\alpha$ and $sR^{-1}$ rational numbers, (ii) for $\alpha$ rational and $sR^{-1}$ irrational and (iii) for $\alpha$ irrational. Moreover, in each case the orbit becomes equidistributed in its closure w.r.t. the algebraic probability measure supported there.

If one considers the continuous version of the horocycle flow, $\{\xi h(t) : t \in \mathbb{R}_{\geq 0}\}$, only the possibilities (ii) and (iii) can occur, depending just on the rationality of $\alpha$.

Our purpose in sections 4 and 5 is to analyze which of the possibilities is the “nearest” for a finite orbit $\{\xi h(s)^n : 0 \leq sn \leq T\}$; or $\{\xi h(t) : t \in [0, T]\}$ in the continuous case, in terms of the parameters $\alpha$, $sR^{-1}$ and $T$. In preparation for that, we define some quantities associated to the piece of horocycle $\{\xi h(t) : t \in [0, T]\}$, which will be useful for applying spectral theory, and moreover allow us to decide between (i), (ii) and (iii) for $\xi$. Let $Y_T(g)$ the “Euclidean distance” from the piece of horocycle $P_{g,T} = \{gh(t) : t \in [0, T]\}$ to the border $\partial \mathbb{H}$, namely

$$Y_T(g) = \inf \{y : h(x)a(y)k(\theta) \in P_{g,T}\},$$

which coincides with the $y$ associated two one of the extremes of the piece. Due to (2.3) we have

$$Y_T(h(x)a(y)k(\theta)) \asymp \min(y, \frac{R}{T^2}),$$

where the symbol $\asymp$ is defined as follows.

**Definition 2.1** (Notation for bounds). Let $g \geq 0$. We shall use the standard notation $f = O(g)$ or $f \ll g$ meaning $|f| \leq Cg$ for some constant $C > 0$; we shall also write $f \asymp g$ as a substitute for $f \ll g \ll f$. Finally, we shall use the notation $f < g^{O(1)}$ and $f < g^{-O(1)}$ meaning $|f| < g^C$ and $|f| < (g^{-1})^C$ respectively, for some constant $C > 0$. The implicit constant $C$ will not depend on any other variable unless in a statement that contains an implication of the kind “if $f_1 = O(g_1)$ then $f_2 = O(g_2)$”; in that case the constant implicit in $O(g_2)$ depends on the one in $O(g_1)$.

Now, the key concept is the following.
\textbf{Definition 2.2} (Fundamental period). Let \( g \in G \) and \( T \geq 1 \). We define the fundamental period of \( \xi = \Gamma g \) at distance \( T \) as \( y_T^{-1} \), where \( y_T = y_T(\Gamma g) = \sup\{ Y_T(\gamma g) : \gamma \in \Gamma \} \).

The point of this definition is that we want to approximate our piece of horocycle by a closed one. Now, a closed horocycle has the shape \( \Gamma a(y)H \) with \( H \) the closed subgroup \( H = \{ h(t) : t \in \mathbb{R} \} \); the period of this closed horocycle is \( y^{-1} \) —in the sense that \( \Gamma a(y)h(\cdot) \) is a periodic function of period \( y^{-1} \). We shall see the closed horocycle of period \( y_T^{-1} \) is near to our original piece of horocycle \( \{ \Gamma gh(t) : t \in [0, T] \} \).

From the discontinuity of the \( \Gamma \) action one can deduce that the supremum in the definition of \( y_T \) is actually reached. Moreover, for \( g \in U \) an open dense subset of \( G \) one can assure that this happens for a unique point \( g_T = h(x)a(\ast)k(\ast) \) with \(-1/2 < x \leq 1/2\), of the shape either \( \gamma g \) or \( \gamma gh(T) \) for some \( \gamma \in \Gamma \). This defines the key parameters \( \theta_T, \alpha_T, y_T \) and \( W_T \) associated to \( g_T \) (see Figure 2).

Let us define the following equivalence relation in the space of pieces of horocycles of length \( T \): \( P \sim P' \) if there exists \( \gamma \in \Gamma \) such that \( P' = \gamma P \) as sets. We can identify a piece \( P \) with its point \( g \) which is nearest to \( \partial \mathbb{H} \) —in case that both extremes are at the same distance from the border, we choose the left one. In this way, we can see the space of pieces of horocycles of length \( T \) as a subset of \( PSL_2(\mathbb{R}) \). Then, we have just showed that

\[ D_{X,T} = \{ g_T : g \in U \cap D_X \} ; \]

is a fundamental domain for this equivalence relation. We give an explicit description of this fundamental domain beginning by realizing \( y_T \) arithmetically; for that purpose we make the following definitions.

\textbf{Definition 2.3} (Torus distance). Let \( \alpha \in \mathbb{R} \). We define the integral part of \( \alpha \), and write \( [\alpha] \), as the nearest integer to \( \alpha \). We also define its
fractional part as \( \{\alpha\} = \alpha - [\alpha] \). Finally, we define \( \|\alpha\| \) as the absolute value of \( \{\alpha\} \).

**Definition 2.4** (Rational approximation). Let \( \alpha \in \mathbb{R} \) and \( U > 1 \). We define 

\[
\kappa_U(\alpha) = \min\{m \in \mathbb{N} : \|m\alpha\| \leq U^{-1}\}.
\]

From (2.4) we know that \( y_T(\Gamma g) \) is always larger than \((2T)^{-2}\). It is natural that we can improve on that by translating \( g \) by different elements \( \gamma \in \Gamma \). The following result reflects as far as we can go

**Lemma 2.5** (Period realization). Let \( T \geq 5 \). For any \( g \in D_X \) we have 

\[
y_T(\Gamma g) \asymp \min(y, RT^{-2}) + T^{-1} \min \left( \frac{U}{\kappa_U(\alpha)}, \frac{U^{-1}}{\|\kappa_U(\alpha)\alpha\|} \right)^2.
\]

with \( U = (T/R)^{1/2} \). Therefore, for any \( g \in G \) we have 

\[
y_T(\Gamma g) \gg T^{-1}.
\]

**Proof.** We can rewrite the \( \Gamma \) action (2.2) as

\[
y_\gamma = \frac{1}{R_{c^2}} \frac{1}{2c\epsilon \cos \theta + c^2}, \quad R_\gamma = \frac{R}{(c\alpha + d)^2},
\]

where \( \gamma \) is the matrix there with \( R_\gamma \) and \( y_\gamma \) the corresponding parameters associated to \( \gamma g \) and \( \epsilon = \pm (y R_\gamma)^{-1/2} \), the sign given by the one of \((c\alpha + d)\sin \theta \). Let us first treat the case \( R \geq T \). We want to show that \( y_T \asymp \min(y, RT^{-2}) \). If \( y \leq RT^{-2} \), since \( g \in D_X \) it is clear that \( g = g_T \). If \( y > RT^{-2} \), let us suppose that \( y_T > CRT^{-2} \) for a large constant \( C \). If \( g_T \) equals either \( g \) or \( \gamma gh(T) \), we deduce from (2.4) that \( R_\gamma \gg CR \), so that writing \( g_T = \gamma g \) we have \( d = -[c\alpha] \). Therefore

\[
|y_\gamma - \frac{1}{c^2 R_\gamma}| \ll \frac{1}{c^2 R_\gamma} (R_\gamma y)^{-1/2},
\]

and since \( R, y \gg CRy \gg CTy \gg CT \gg C \) we get that \( y_\gamma \ll c^{-2} R^{-1} \ll RT^{-2} \) which is in contradiction with our assumption.

Now let us treat the case \( T \geq R \). Choosing \( c = \kappa_U(\alpha) \) and \( d = -[\kappa_U(\alpha)\alpha] \) in the previous formulas, we have \( R_\gamma = R(\kappa_U(\alpha)\alpha)^{-2} \geq T \) and then \( y_\gamma \asymp \kappa_U(\alpha)^{-2} R^{-1} \). Considering (2.4) this clearly implies

\[
Y_T(\gamma g) \asymp \min \left( \frac{1}{\kappa_U(\alpha)^2 R_\gamma}, \frac{R}{T^2 \|\kappa_U(\alpha)\alpha\|^2} \right),
\]

which equals the second term in the sum of the Lemma’s statement. Since \( y_T(\Gamma g) \geq Y_T(\gamma g) \), it only remains to prove that \( y_T(\Gamma g) \leq CY_T(\gamma g) \) for some constant \( C > 1 \). Let us suppose this is not the case; then there exists \( \gamma_* \in \Gamma \) such that \( Y_T(\gamma_* g) > CY_T(\gamma g) \) and since \( Y_T(\gamma g) \gg T^{-1} \)
by \([2.4]\) it follows that \(\|c_\alpha\| < U^{-1}\) which by definition of \(c_T\) implies \(c_* \geq c_T\). Also we could repeat the previous reasoning to show that

\[
Y_T(\gamma_* g) \asymp \min\left(\frac{1}{c_*^2 R}, \frac{R}{T^2 \|c_\alpha\|^2}\right).
\]

Finally, one can see that either \(\kappa_U(\alpha)\) divides \(c_*\) or \(c_* \asymp U\), but then \(Y_T(\gamma_* g) = O(Y_T(\gamma g))\) which is a contradiction. \(\square\)

Can we get something better than the bound \(O(T)\) for the fundamental period? Not in general, think for instance of the case \(g = a(T^{-1})\): then the piece of horocycle is just the closed horocycle of length \(T\) and \(y_T = T^{-1}\) in this case. This is not a coincidence, as the following result shows.

**Lemma 2.6** (Domain description). For any \(T \geq 2\) and \(c > 0\), we define the set

\[
B_c(T) = \{h(x)a(y)k(\theta) : -1/2 \leq x \leq 1/2, y^{-1} < Tc^{-1}, |\theta| < T^{-1}c^{-1}\}.
\]

We have that \(B_{c_1}(T) \subset D_{X,T} \subset B_{c_2}(T)\) for some positive constants \(c_1, c_2\) and any \(T \geq 2\).

**Proof.** The inclusion \(D_{X,T} \subset B_{c_2}(T)\) comes just from Lemma 2.5 and the fact that by \([2.3]\) the lowest point in any piece of horocycle of length \(T\) has \(\theta = O(T^{-1})\).

Let \(g = h(x)a(y)k(\theta) \in B_{c_1}(T)\) for some large \(c_1\). Suppose that \(g \notin D_{X,T}\), then there exists \(\gamma \in \Gamma\) with \(c = c_\gamma \neq 0\) such that \(\gamma g \in D_{X,T}\). So, since \(g\) and \(g' = h(x')a(y')k(\theta') := gh(T)\) are in \(P_{g,T}\), by Lemma 2.5 we have

\[
\min(a(\gamma g), a(\gamma g')) = y_T(g) \geq \frac{\epsilon}{T}
\]

for some \(\epsilon > 0\). On the other hand, one can check that \(|x' - x| \gg y_T\) and \(y' \asymp y\). Therefore, by \([2.2]\) we have

\[
\min(a(\gamma g), a(\gamma g')) \ll \frac{y}{\max(|cx + d|, |cx' + d|)^2} \ll \frac{y}{|c|^2|x - x'|^2} \ll \frac{1}{yT^2}
\]

which is \(O(\frac{1}{c_1T})\), giving a contradiction for \(c_1\) large enough. \(\square\)

**Remark:** This lemma implies that in any case, a large part of the piece of horocycle lies at height \(O(y_T)\), thus showing that it is near to the closed horocycle of period \(y_T^{-1}\). Moreover, it says that the fundamental domain is essentially

\[
|x| \leq 1/2, \quad y^{-1} \ll T \ll |W|
\]
with $y^{-1}$ describing the period of the associated closed horocycle and $W = \cot \theta$ measuring the distance to it; $\theta = 0$ being the extreme case in which the piece is actually a closed horocycle.

From (2.3) we can write

$$gh(t + \cot \theta) = h(\alpha - Rt^{-1})a(Rt^{-2}) + O(t^{-1})$$

meaning that both points are at distance $O(t^{-1})$ in $G$. Since $gT$ can be either $\gamma g$ or $\gamma gh(T)$, we can always parametrize any piece of horocycle of length $T$ as

$$h\left(\alpha_T + \frac{y_TW_T}{1 \pm t/W_T}\right) a\left(\frac{y_T}{(1 \pm t/W_T)^2}\right) + O\left(\frac{W_T^{-1}}{1 \pm t/W_T}\right) \quad t \in [0, T].$$

As we said before, we shall understand the piece of horocycle in terms of the parameters $\alpha_T, y_T$ and $W_T$ (and $s$ in the discrete case). But we are mainly interested in a fixed $\Gamma g$ and letting $s$ change, and in that situation we will be able to express the results just in terms of $\alpha$ and $sRt^{-1}$. To do that, we need to relate both kind of conditions. First we write the necessary result for the continuous orbit.

**Lemma 2.7 (Fundamental period and continuous Dani).** Let $0 < \delta < 1/2$ and $g_0 \in G$ with coefficients bounded by $\delta^{-1}$. Then, $y_T < \delta^{-O(1)}$ if and only if there exists an integer $q < \delta^{-O(1)}$ such that $\|qa\| < \delta^{-O(1)}T^{-1}$.

**Remark.** For our application to orbits at prime values we will always have $\delta^{-1} = (\log T)^A$ for some constant $A > 0$ in this lemma as well as in later statements. Moreover, throughout the whole paper we can assume that $(\delta^{-1})^c < T$ for some large constant $c > 1$, because otherwise the results are trivial.

**Proof.** Considering the conditions in the statement, the result is just a consequence of Lemma 2.5. □

Now we write the analogous result for a discrete orbit. Probably it is better to skip it on first reading, at least until one arrives at Theorem 4.11. Before, let us fix our notation for inverses modulo a number

**Definition 2.8 (Modular inverses).** Let $q$ be an integer different from zero. For any $a \in \mathbb{Z}$ coprime to $q$, we define $\overline{a}$ as the integer between 1 and $q$ such that $\overline{a}a \equiv 1 \mod q$.

**Lemma 2.9 (Fundamental period and discrete Dani).** Let $N \geq 1$, $0 < \delta < 1/2$ and $s > \delta^{-1}N^{-1}$. Let $g_0 \in G$ with coefficients bounded by $\delta^{-1}$. Then the following statements are equivalent:
bounded by \((1 + s)\gamma\) conditions in (i) assure that the coefficients of \(\gamma\) and \(q\) in (ii) are always bounded by \((1 + s)^{O(1)}\delta^{-O(1)}\). One can see in the proof that from (i) we actually get a \(y\) in (ii) satisfying \(y \gg (1 + s)^{-2 - O(1)}\).

Proof. Let us begin by demonstrating that (ii) implies (i). Let us write

\[
\gamma(2.7) \quad g = \frac{q'}{q} \quad \text{with} \quad \alpha = \frac{\gamma(q') \delta^{-1} \gamma_g}{\gamma(2.7)} \frac{(s)N}{(s)N^2} - 1.
\]

where \(q_2\) and \(q_2\) are the denominators in the expressions as a reduced fraction of \(\frac{\gamma(q') \delta^{-1} \gamma_g}{\gamma(2.7)}\) and \(\frac{\gamma(q') \delta^{-1} \gamma_g}{\gamma(2.7)}\) respectively.

(ii) There exists \(y < 1\) and an integer \(q'\) with \(y^{-\frac{1}{2}}(\tau(q') \delta^{-1} \gamma_g)^{O(1)} < q' < y^{-\frac{1}{2}}(\tau(q') \delta^{-1} \gamma_g)^{O(1)}\) such that \(\Gamma_0 = \Gamma(x + iy, \theta)\) with

\[
\|q'x\| + N\|q'sy\| + (s)N^2 q' \theta y \leq y^{\frac{1}{2}}(\delta^{-1} \tau(q'))^{O(1)},
\]

where \(q_2\) is the denominator in the expression as a reduced fraction of \(\frac{\gamma(q') \delta^{-1} \gamma_g}{\gamma(2.7)}\).

Remarks. The proof actually gives \(q_2 = q_2\). One can check that conditions in (i) assure that the coefficients of \(\gamma\) and \(q\) are always bounded by \((1 + s)^{O(1)}\delta^{-O(1)}\). One can see in the proof that from (i) we actually get a \(y\) in (ii) satisfying \(y \gg (1 + s)^{-2 - O(1)}\).

Proof. Let us begin by demonstrating that (ii) implies (i). Let us write explicitly the Iwasawa decomposition

\[
(2.6) \quad g = h(x)a(y)k(\theta) = \begin{bmatrix} -xy^{-\frac{1}{2}} \sin \theta + y^\frac{1}{2} \cos \theta & xy^{-\frac{1}{2}} \cos \theta + y^\frac{1}{2} \sin \theta \\ -y^{-\frac{1}{2}} \sin \theta & y^{-\frac{1}{2}} \cos \theta \end{bmatrix},
\]

or equivalently, with \(W = \cot \theta\),

\[
(2.7) \quad g = \begin{bmatrix} -R^{-\frac{1}{2}} \alpha & R^{-\frac{1}{2}} \alpha W + R^\frac{1}{2} \\ -R^{-\frac{1}{2}} & R^{-\frac{1}{2}} W \end{bmatrix}.
\]

From (ii) we have that

\[
x = \frac{a_1}{q_1} + yO(M) \quad q_1' | q', (a_1', q_1') = 1, M = (\tau(q_2') \delta^{-1})^{O(1)}.
\]

On the other hand, conditions in (ii) always imply \(y^{-1} < \delta^{-O(1)} s^2\). Then considering the matrix

\[
\gamma a_1'/q_1' \quad \text{in } \Gamma,
\]

we have

\[
g^* = \gamma a_1'/q_1' g_s N = \begin{bmatrix} -a_1' y^\frac{1}{2} (1 + (yq_1' a_1')^{-1} \theta O(M)) & * \\ q_1' y^\frac{1}{2} (1 + \theta O(M)) & q_1' y^\frac{1}{2} O(M) \end{bmatrix}.
\]
Since $|\theta| < M(sN)^{-2}$, this gives
\[ R^{-1} = q_1'^2y(1 + \frac{O(M)}{s^2N^2}), \quad \alpha = -\frac{a_1'}{q_1'} + \frac{1}{q_1'^2y} \frac{O(M)}{s^2N^2}, \]
with $\alpha = \alpha(g^*)$, $R = R(g^*)$ — the corresponding parameters associated to $g$. Also gives $y(g^*)^{-1} \ll Mq_1'^2y \ll M$, so if $q_1'^2y < M^{-1}$ then $g^*$ is in the fundamental domain, but then since $g_0$ is bounded this implies $q_1'^2y \gg M^{-1}$. Now,
\[ \frac{q'}{q_1'} \cdot \frac{S}{R} = \frac{q'}{q_1'}(q'sy) + \frac{O(M)}{sN^2} \]
so that $q = q'/q_1' < M$ satisfies
\[ \|q \frac{S}{R} \| < \frac{M}{N}, \quad [q \frac{S}{R}] = q_1'[q'sy] \]
and also, using the expression for $\alpha$, we have
\[ [q \frac{S}{R}]\alpha = -a_1'[q'sy], \quad \| [q \frac{S}{R}]\alpha \| < \frac{M}{sN^2}. \]

On the other hand
\[ \frac{[q \frac{S}{R}]\alpha}{[q \frac{S}{R}]} = -\frac{a_1'}{q_1'}, \quad \frac{[q \frac{S}{R}]}{qq_1'^2} = \frac{[q'sy]}{q'} \]
so $\tilde{q}_2 = q_1'$ and $q_2 = q_2'$. Finally, we have that the coefficients of the matrix $g^*$ are bounded by $M$, so since $\Gamma g^* = \Gamma g_0$ we have $g^* = \gamma g_0$, $\gamma$ with coefficients bounded by $M$ and (i) follows.

Now let us prove that (i) implies (ii). Let $s = s(g), R = R(g)$ and $W = W(g)$. We have
\[ q \frac{S}{R} = \frac{M \alpha}{q_1'}, \quad \alpha = \frac{a_1}{q_1} + \frac{M}{s^2N^2} \]
with $M = (\tau(q_2)\delta^{-1})O(1)$ for some coprime integers $a_1, q_1$, with $q_1 \mid [q \frac{S}{R}]$.

We also have $|W|R^{-\frac{1}{2}} = y(g)^{-\frac{1}{2}} < M$. Let us consider $g_* = \gamma_{a_1/q_1}g = (x + iy, 0)k(\theta)$. Via (2.7)
\[ g_* = \begin{bmatrix} \ast & -R^\frac{1}{2}\pi_1(1 + \frac{M}{q_1}) \\ \frac{a_1M}{s^2N^2} & R^\frac{1}{2}q_1(1 + \frac{M}{s^2N^2}) \end{bmatrix}, \]
so considering the components in the lower row we have (by (2.6))
\[ |\tan \theta| < \frac{M}{s^2N^2}, \quad y = \frac{1}{Rq_1^2}(1 + \frac{M}{s^2N^2}) \]
so taking \( q' = qq_1 \) we have
\[
q'sy = \frac{1}{q_1} q s \left( 1 + \frac{M}{s^2 N^2} \right) = \frac{[q \frac{s}{R}]}{q_1} \left( 1 + \frac{M}{sN} \right) = \frac{[q \frac{s}{R}]}{q_1} + \frac{M}{q_1 N}
\]
so \( ||q'sy|| < My^{\frac{1}{2}}N^{-1} \). We also have \( M^{-1}y^{\frac{1}{2}} < q' < My^{\frac{1}{2}} \) and 
\((sN)^2q'y|\theta| < y^{\frac{3}{2}}M\). Now, by the second column in (2.9) and by (2.6)
we have
\[
x + y \tan \theta = -R^{-\frac{1}{2}}a_1(1 + \frac{M}{a_1q_1}) - \frac{a_1}{q_1} + \frac{M}{q_1^2}
\]
so \( q'x = -qa_1 + y^{\frac{1}{2}}M \) and then \( ||q'x|| < My^{\frac{1}{2}} \). Finally
\[
a_1 \frac{q_1}{q_1} = \frac{[q \frac{s}{R}][\alpha]}{[q \frac{s}{R}]} , \quad [q'sy] \frac{q'}{qq_1^2} = \frac{[q \frac{s}{R}]}{qq_1^2}
\]
so \( q_1 = \tilde{q}_2 \) and \( q'_2 = q_2 \).

3. Automorphic forms

A key to our analysis of the averages of functions along pieces of long periodic horocycles is the use of automorphic forms. We will need the sharpest known estimates for periods of the type

\[
(3.1) \quad \int_0^1 f \left( \begin{bmatrix} 1 & x \\ 0 & 1 \end{bmatrix} g \right) e(-hx) \, dx
\]

where \( h \in \mathbb{Z} \), \( g \in G \) and \( f \) is a mildly varying function on \( L^2_0(\Gamma_0(q) \backslash G) \) and \( q \geq 1 \) is an integer. Here the subzero indicates that \( \int_{\Gamma_0(q) \backslash G} f(g) \, dg = 0 \) and \( \Gamma_0(q) \) denotes the standard Hecke congruence subgroup of \( SL_2(\mathbb{Z}) \).

If \( h = 0 \) and \( g = a(y) \) then (3.1) measures the equidistribution of the closed horocycle of period \( 1/y \) in \( \Gamma_0(q) \backslash G \). This can be studied using Eisenstein series and the precise rate of equidistribution is tied up with the Riemann Hypothesis (see [32] for the case \( q = 1 \), the rate is \( O_{\epsilon}(y^{\frac{1}{2}+\epsilon}) \) if and only if RH is true). For \( h \neq 0 \) the size of (3.1) is controlled by the full spectral theory of \( L^2_0(\Gamma_0(q) \backslash G) \) and in particular the Ramanujan/Selberg conjectures for \( GL_2/\mathbb{Q} \) (see the appendix to [35]). In this case (3.1) is closely related to the much studied shifted convolution problem. In order to benchmark the upper bound that we are aiming for, consider the case that \( f \in L^2_0(\Gamma_0(q) \backslash G) \) is \( K \) invariant, that is \( f(gk(\theta)) = f(g) \). Thus \( f = f(z) \) with \( z = x + iy \in \mathbb{H} \) and (3.1) is the period

\[
(3.2) \quad \int_0^1 f(x + iy) e(-hx) \, dx.
\]
We are assuming that \( f \) is smooth and in \( L^2_0(\Gamma_0(q)\backslash \mathbb{H}) \). We use the Sobolev norms

\[
\|f\|_{W^{2d}}^2 = \int_{\Gamma_0(q)\backslash \mathbb{H}} |f(z)|^2 \, dA(z) + \int_{\Gamma_0(q)\backslash \mathbb{H}} \Delta^d f(z)|^2 \, dA(z)
\]

where \( d \geq 0 \) is an integer, \( dA = dx \, dy \) is the area form and \( \Delta \) the Laplacian for the hyperbolic metric.

Expanding \( f \) in the Laplacian spectrum of \( \Gamma_0(q)\backslash \mathbb{H} \) (see [19]) with \( \phi_j \) an orthonormal basis of cusp forms and \( E_j(z,s) \) the corresponding Eisenstein series, \( j = 1, 2, \ldots, \nu(q) \), yields

\[
f(z) = \sum_{j \neq 0} \langle f, \phi_j \rangle \phi_j(z) + \sum_{j=1}^{\nu} \frac{1}{2\pi} \int_{-\infty}^{\infty} \langle f, E_j(\cdot, \frac{1}{2} + it) \rangle E_j(z, \frac{1}{2} + it) \, dt.
\]

Note that \( \phi_0(z) = 1/\sqrt{\text{Vol}(\Gamma_0(q)\backslash \mathbb{H})} \) does not appear since we are assuming that

\[
\int_{\Gamma_0(q)\backslash \mathbb{H}} f(z) \, dA(z) = 0.
\]

Let \( \lambda_j \) denote the Laplacian eigenvalue of \( \phi_j \) and write \( \lambda_j = \frac{1}{4} + t_j^2 \). \( \phi_j \) may be expanded in a Fourier series (see [19])

\[
\phi_j(z) = \sum_{n \neq 0} \rho_j(n) y^{\frac{j}{2}} K_{it_j}(2\pi |n| y) e(nx).
\]

Using the Atkin-Lehner level raising operators one can choose the orthonormal basis \( \phi_j \) to consist of new forms and old forms and then normalizing the coefficients in [34] amounts to bounding the residues of \( L(s, \phi_j \times \phi_j) \) at \( s = 1 \). These are known to be bounded above and below by \( (\lambda_j q)^{\pm \epsilon} \) respectively (see [17, 20]). In this way one has the bound (see [22] for details when \( q \) is square free which essentially is the case of interest to us, and [3, 4] for the general \( q \))

\[
\rho_j(h) \ll_{\epsilon} (\lambda_j q h)^{\epsilon} q^{-\frac{1}{2}} \cosh(\frac{\pi t_j}{2}) h^\theta
\]

for any \( \epsilon > 0 \), and where \( \theta \) is an acceptable exponent for the Ramanujan/Selberg Conjecture. \( \theta = 7/64 \) is known to be acceptable [24] while \( \theta = 0 \) is what is conjectured to be true.

It follows from [3.7], [3.4] and (3.6) that

\[
\int_0^1 f(x+iy)e(-hx) \, dx \ll_{\epsilon} \frac{y^{\frac{j}{2}} (qh)^{\frac{1}{2}} h^\theta}{\sqrt{q}} \sum_{j \neq 0} |\langle f, \phi_j \rangle| |K_{it_j}(2\pi |h| y)\lambda_j| \cosh(\frac{\pi t_j}{2}) + cts
\]
where the term “cts” is a similar contribution from the continuous spectrum and for which \( \theta = 0 \) is known since the coefficients of Eisenstein series are unitary divisor sums.

The Bessel function \( K \) satisfies the inequalities, say for \( v \ll 1 \) (see [I])

\[
K_{\nu}(v) \ll e^{-\nu - \epsilon} \quad 0 \leq \nu \leq 1/2,
\]

\[
K_{it}(v) \ll e^{-\epsilon} \quad 0 \leq t \leq 1,
\]

\[
e^{\frac{\pi}{2}t} K_{it}(v) \ll e^{-\epsilon} \quad 1 \leq t < \infty.
\]

Hence from (3.7) we have that for \( 0 < |hy| \ll 1 \)

\[
\int_0^1 f(x + it)e(-hx) \, dx \ll \epsilon \frac{y^{1/2 - \theta - \epsilon}(qh)^{\epsilon}}{\sqrt{q}} \sum_{j \neq 0} |\langle f, \phi_j \rangle| \lambda_j^\epsilon
\]

\[
\ll \epsilon \frac{y^{1/2 - \theta - \epsilon}(qh)^{\epsilon}}{\sqrt{q}} \left( \sum_{j \neq 0} |\langle f, \phi_j \rangle|^2 \lambda_j^2 \right)^{\frac{1}{2}} \left( \sum_{j \neq 0} \lambda_j^{-2+2\epsilon} \right)^{\frac{1}{2}}.
\]

Weyl’s law for \( \Gamma_0(q) \H \) gives the uniform bound

\[
\sum_{\lambda_j \leq \lambda} 1 \ll \text{Vol}(\Gamma_0(q) \H) \lambda
\]

for \( \lambda \geq 1 \) and \( q \geq 1 \). Hence

\[
\sum_{j \neq 0} \lambda_j^{-2+2\epsilon} \ll \text{Vol}(\Gamma_0(q) \H) = q \prod_{p|q} (1 + \frac{1}{p}) \text{Vol}(\Gamma_0(1) \H) \ll q^{1+\epsilon}.
\]

We conclude that for \( |h|y \ll 1 \) and \( \epsilon > 0 \)

\[
\int_0^1 f(x + iy)e(-hx) \, dx \ll \epsilon y^{1/2 - \theta - \epsilon} q^{\epsilon} \|f\|_{W^2}.
\]

For \( \theta = 0 \) (3.14) is sharp, that is it cannot be improved. To see this take for example \( h = 1 \) in

\[
\int_0^1 f(x + iy)e(-hx) \, dx = y^{1/2} \sum_{j \neq 0} \langle f, \phi_j \rangle \rho_j(h) K_{it_j}(2\pi |h|y) + cts.
\]

Choosing

\[
f(z) = \sum_{0 \leq t_j \leq 1} \rho_j(1) K_{it_j}(2\pi y) \phi_j(z)
\]

yields

\[
\|f\|_{W^2}^2 \simeq \sum_{0 \leq t_j \leq 1} |\rho_j(1)|^2 |K_{it_j}(2\pi y)|^2
\]
while
(3.16)
\[ \int_0^1 f(x + iy) e(-hx) \, dx = y^{\frac{1}{2}} \sum_{0 \leq t_j \leq 1} |\rho_j(1)|^2 |K_{it_j}(2\pi y)|^2 \asymp y^{\frac{1}{2}} \|f\|_{W^2}^2. \]

Recall that Iwaniec [20] shows that
(3.17)
\[ |\rho_j(1)| \gg \epsilon (\lambda_j q)^{-\epsilon} \cosh(\frac{\pi t_j}{2})/\sqrt{q}, \]

hence changing \( y \) a little if need be to make sure that \( |K_{it_j}(2\pi y)| \gg 1 \) for most \( t_j \leq 1 \), we see that for this \( f \)
(3.18)
\[ \|f\|_{W^2} \gg \epsilon (q\lambda_j)^{-\epsilon}. \]

It follows from (3.18) and (3.16) that (3.14) is sharp when \( \theta = 0 \).

On the other hand if \( \theta > 0 \) then (3.14) can be improved for \( q \) in the range \( y^{-\frac{1}{2}+2\theta} \leq q \leq y^{-\frac{1}{2}} \). To do so we estimate the \( j \)-sum in (3.16) using the Kuznetsov formula for \( \Gamma_0(q)\backslash \mathbb{H} \), rather than invoking the sharpest bound (3.7) for the individual coefficients. One applies Kuznetsov with suitably chosen positive (on the spectral side) test functions and then using only Weil’s upper bound for the Kloosterman sums that appear on the geometric side of the formula, we get (see [20]); for \( X \geq 1, \ h \neq 0 \)
(3.19)
\[ \sum_{0 < \lambda_j < \frac{1}{4}} |\rho_j(h)|^2 X^{4|t_j|} \ll 1 + \frac{|h|^{\frac{1}{2}} X}{q} \]

and for \( \lambda \geq 1 \)
(3.20)
\[ \sum_{\frac{1}{4} \leq \lambda_j \leq \lambda} |\rho_j(h)|^2 \cosh(\pi t_j) \leq \lambda (1 + \frac{|h|^{\frac{1}{2}}}{q}). \]

Now for \( 0 < |hy| \ll 1 \), using (3.9) and (3.15) we have
(3.21)
\[ \int_0^1 f(x + iy) e(hx) \, dx \ll y^{\frac{1}{2}} \left( \sum_{0 < \lambda_j < \frac{1}{4}} |\rho_j(h)|^2 |hy|^{-2|t_j|} \right)^{\frac{1}{2}} \left( \sum_{\lambda_j < \frac{1}{4}} |\langle f, \phi_j \rangle|^2 \right)^{\frac{1}{2}} \]
\[ + y^{\frac{1}{2}} \left( \sum_{\lambda_j \geq \frac{1}{4}} |\rho_j(h)|^2 |\lambda_j|^{-2} \right)^{\frac{1}{2}} \left( \sum_{\lambda_j \geq \frac{1}{4}} |\langle f, \phi_j \rangle|^2 \lambda_j^2 \right)^{\frac{1}{2}}. \]

Taking \( X = |hy|^{-\frac{1}{2}} \) in (3.19) and applying it to the first term on the right hand side of (3.21) and applying (3.20) for the second term we
arrive at
\[ \int_0^1 f(x+iy)e(-hx) \, dx \ll y^{\frac{1}{2}} \| f \|_{W^2}(1 + \frac{y^{-\frac{1}{4}}}{\sqrt{q}}) \ll y^{\frac{1}{2}} \| f \|_{W^2}(1 + \frac{y^{-\frac{1}{4}}}{\sqrt{q}}) \]
since \(|h| \ll y^{-1}\).

We combine (3.14) with (3.22) to arrive at our strongest unconditional estimate; for \(0 < |hy| \ll 1\) and \(\epsilon > 0\),
\[ \int_0^1 f(x+iy)e(-hx) \, dx \ll \epsilon (y^{-1} q) \epsilon y^{\frac{1}{2}} \min(y^{-\theta}, 1 + \frac{y^{-\frac{1}{4}}}{\sqrt{q}}). \]

For the application to the level of equidistribution in type I and II sums connected to sieving as we do in section 7, (3.23) can be improved slightly when summing over \(h\) in certain ranges; we leave that discussion for section 7.

In generalizing (3.14) and (3.23) to functions on \(\Gamma_0(q) \setminus G\) it is natural to use the spectral decomposition of \(L^2(\Gamma_0(q) \setminus G)\) into irreducibles under the action of \(G\) by right translation on this space. This is the path chosen in [3] and [4] and we will follow these treatments closely modifying it as needed for our purposes.

The Lie algebra \(\mathfrak{g}\) of \(G\) consists of the two by two matrices of trace zero. An element \(X\) of \(\mathfrak{g}\) gives rise to a left invariant differential operator on \(C^\infty(G)\);
\[ D_X f(g) = \frac{d}{dt} f(g \exp(tX)) \big|_{t=0}. \]

The operators \(D_H, D_R, D_L\) with \(H, R, L = R - V\) in (2.1) generate the algebra of left invariant differential operators on \(C^\infty(G)\). For \(k \geq 0\) define the Sobolev \(k\)-norms on functions on \(\Gamma_0(q) \setminus G\) by
\[ \| f \|_{W^k} := \sum_{\text{ord}(D) \leq k} \| Df \|_{L^2(\Gamma_0(q) \setminus G)}, \]
where \(D\) ranges over all monomials in \(D_H, D_R\) and \(D_L\) of degree at most \(k\). For a unitary representation \(\pi\) of \(G\), \(\mathfrak{g}\) acts on the associated Hilbert space \(V_{\pi}\) and one can define Sobolev norms of smooth vectors in the same way. The center of the algebra of differential operators is generated by the Casimir operator \(\omega\) which in our basis is given by
\[ \omega = -\frac{1}{4} (D_H D_H + 2D_R D_H + 2D_H D_R). \]

In Iwasawa coordinates it is given by
\[ \omega = -y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + y \frac{\partial^2}{\partial x \partial \theta}. \]
We decompose $L^2_0(\Gamma_0(q) \backslash G)$ under right translation by $g \in G$ into irreducible subrepresentations $\pi$ of $G$. This extends the decomposition in (3.4) to

$$L^2_0(\Gamma_0(q) \backslash G) = \int_{\hat{G}} V_\pi \, d\mu(\pi),$$

where $\pi$ ranges over $\hat{G}$ the unitary dual of $G$ and $\mu$ is a measure on $\hat{G}$ (it depends on $q$ of course) which corresponds to this spectral decomposition. It consists of a cuspidal part on which the spectrum is discrete ($\text{cuspidal} \iff \int_0^1 f(\begin{bmatrix} 1 & x \\ 0 & 1 \end{bmatrix} g) \, dx = 0, \forall g$) and a continuous part corresponding to an integral over unitary Eisenstein series. According to (3.28) for $f \in L^2_0(\Gamma_0(q) \backslash G)$

$$f = \int_{\hat{G}} f_\pi \, d\mu(\pi)$$

and

$$\|f\|_{L^2_0(\Gamma_0(q) \backslash G)}^2 = \int_{\hat{G}} \|f_\pi\|_{V_\pi}^2 \, d\mu(\pi).$$

Since $\pi$ is irreducible and $\omega$ commutes with the $G$-action it follows that $\omega$ acts on smooth vectors in $V_\pi$ by a scalar which we denote by $\lambda_\pi$. Weyl’s law for the principal and complementary series representations of $\hat{G}$ together with the dimensions of the discrete series representation in $L^2_0(\Gamma_0(q) \backslash G)$ imply that for $T \geq 1$,

$$\mu\{\pi : |\lambda_\pi| \leq T\} \ll \text{Vol}(\Gamma_0(q) \backslash G)(1 + T).$$

Note that for $a, b$ non-negative integers and $f \in V_\pi$ smooth we have from $\omega f = \lambda_\pi f$ that

$$\|f\|_{W^a} \leq (1 + \lambda_\pi)^{-b} \|f\|_{W^{a+b}}.$$

Using the Hecke operators, Atkin-Lehner theory and choosing suitable bases to embed the space of new forms of a given level $t | q$ to level $q$ (see [22, 4]) we can further decompose $L^2_0(\Gamma_0(q) \backslash G)$ into an orthogonal direct sum/integral of irreducibles on which the Fourier coefficients satisfy the analogue of (3.7). In more detail if $\pi$ is an irreducible constituent in the above decomposition and $\pi$ is of level $q$ (by which we mean that $V_\pi$ has a vector which is a classical modular new form of level $q$) then the Whittaker functional

$$W_f(y) := \int_0^1 f(h(t) a(y)) e(-t) \, dt$$
is non-zero as a function of \( f \) a smooth vector in \( V_\pi \). Moreover as is shown in [4]

\[
\langle f, f \rangle \frac{1}{\text{Vol}(\Gamma_0(q) \setminus G)} = c_\pi \langle W_f, W_f \rangle
\]

where the second inner product is the standard inner product on \( L^2(\mathbb{R}^*, \frac{dy}{y}) \) and in the Kirillov model for \( \pi \) and \( c_\pi \) satisfies

\[
(\lambda_\pi q)^{-\epsilon} \ll \epsilon c_\pi \ll \epsilon (\lambda_\pi q)^\epsilon.
\]

Moreover the \( m \)-th coefficient \( (m \neq 0) \) for our period integral satisfies the relation: for \( f \in V_\pi \)

\[
\int_0^1 f(h(t)a(y))e(-mt) \, dt = \frac{\lambda_\pi(|m|)}{\sqrt{|m|}} W_f(|m|y).
\]

Here \( \lambda_\pi(m) \) is the eigenvalue of the \( m \)-th Hecke operator on \( V_\pi \). Recall that we are assuming that these satisfy

\[
\lambda_\pi(m) \ll \tau(|m|)|m|^\theta
\]

and similarly that the Laplace eigenvalue \( \lambda_\pi = \frac{1}{4} + t_\pi^2 \) (in the case that \( \pi \) is spherical), if \( it_\pi > 0 \) then

\[
|t_\pi| \leq \theta.
\]

The invariant differential operators on \( V_\pi \) induce an action on \( W_f \), namely

\[
D_X W_f = W_{D_X f}
\]

and using \( D_H = 2y \frac{d}{dy} \), \( D_R = 2\pi i y \) and \( D_L = \frac{1}{2\pi i} (\frac{x\lambda_\pi}{y} + y \frac{d^2}{dy^2}) \) we get using the various normalizations and (3.34), (3.35), (3.36), (3.37) and (3.38) (see [4]) that for \( b \geq 0 \) fixed, \( m \neq 0 \) and \( f \in V_\pi \)

\[
\int_0^1 f(h(t)a(y))e(-mt) \, dt \ll_{\epsilon, b} \frac{\lambda_\pi q}{my} \left( \frac{1}{\sqrt{q}} \frac{\tau(|m|)y^{\frac{3}{2} - \theta}}{1 + |my|^b} \right) \| f \|_{W^{4+b}}.
\]

As mentioned above, in [4] it is shown how this analysis may be extended to any \( \pi \) not just the ones of level \( q \). The same bounds (3.39) may be established for the Eisenstein spectrum and in that case one can take \( \theta = 0 \). Hence if \( f \in L^2_0(\Gamma_0(q) \setminus G) \) is smooth we may apply

\footnote{note our normalization of the Sobolev norms on \( C^\infty(\Gamma_0(q) \setminus G) \) and that of [4] differ by a factor of \( \text{Vol}(\Gamma_0(q) \setminus G) \)}
(3.29), (3.30) and (3.31) to arrive at
\[
\int_0^1 f(h(t)a(y))e(-mt)dt = \int_G \int_0^1 f_x(h(t)a(y))e(-mt)dt\,d\mu(\pi)
\]
\[
\ll \epsilon,b \frac{\tau(|m|)y^{\frac{1}{2}-\theta}}{1 + |m|y^b} \int_G \|f\|_{W^{6+b}}d\mu(\pi)
\]
(3.40)
\[\ll \epsilon,b \frac{\tau(|m|)y^{\frac{1}{2}-\theta}}{1 + |m|y^b} \|f\|_{W^{6+b}}.\]

For \(m = 0\) only the Eisenstein series enter and a similar analysis of the constant term yields that for smooth \(f\)’s in \(L_2(\Gamma_0(q)\setminus G)\)
\[
\int_0^1 f(h(t)a(y))dt \ll q^\frac{1}{2}y^{-\epsilon}\|f\|_{W^6}.
\]
(3.41) and (3.41) are the generalizations of (3.4) to \(\Gamma_0(q)\setminus G\) and as we have noted these bounds are essentially contained in [4]. The slight improvement (3.23) can also be incorporated into this \(\Gamma_0(q)\setminus G\) analysis and this gives our main estimate for the period integral:

**Proposition 3.1.** For \(\epsilon > 0, \ b \geq 0\) fixed and \(\theta\) admissible for the Ramanujan/Selberg conjecture for \(GL_2/\mathbb{Q}\), if \(f \in C^\infty(\Gamma_0(q)\setminus G)\) and \(m \in \mathbb{Z}\), then for \(m > 0\)
\[
\int_0^1 f(h(t)a(y))e(-mt)dt \ll \epsilon,b \left(\frac{q^\frac{1}{2}}{my} \right)^{\theta} \|f\|_{W^{6+b}} \min(y^{-\theta}, \frac{1}{y^{\epsilon}} + \frac{y^{-\frac{1}{4}}}{y^{\epsilon}q^{\frac{1}{2}}})
\]
while for \(m = 0\), assuming \(\int_X f\,d\mu_G = 0\),
\[
\int_0^1 f(h(t)a(y))dt \ll \epsilon, (qy^{-1})^\frac{1}{2}\|f\|_{W^6}.
\]

**Remark.** For \(\Gamma = \Gamma_0(1)\) the inequality (3.38) is satisfied for \(\theta = 0\), and then in the bound for \(m > 0\) in Proposition 3.1 we can substitute \(y^{-\theta}\) by \(m^\theta\) (see [3]). For \(\pi\) continuous we can substitute \(y^{-\theta}\) by \(\min(1, |t_\pi|)\) (see [3] [6]).

We can improve slightly Proposition 3.1 in average as follows. First, by Parseval we get
\[
\sum_m |\tilde{f}(m,y)|^2 = \int_0^1 |f(h(t)a(y)|^2\,dt \leq ||f||^2_{L^\infty}
\]
where \(\tilde{f}(m,y) = \int_0^1 f(h(t)a(y))e(-mt)dt\). Moreover, integrating by parts \(b\) times and using the identity \(h(\epsilon)a(y) = a(y)h(\epsilon/y)\) we get the
bound $|\tilde{f}(m, y)| \ll_b (|m|y)^{-b}|\tilde{D}_R f(m, y)|$, so by Cauchy’s inequality and Parseval we have

$$\sum_{|m|>M} |\tilde{f}(m, y)|^2 \ll_b (My)^{-b}\|D_R f\|_{L^\infty}^2. \tag{3.43}$$

To end this section we record some bounds for sums over Hecke eigenvalues $\lambda_\pi(n)$, that will be needed later. We restrict to $\Gamma = \Gamma_0(1)$ the full modular group as this is what will be used. For such a $\pi$ is either a fixed holomorphic form or a fixed Maass form it is known that (for the holomorphic case it is classical while for the Maass case see [15]): for $T \geq 1$ and $x \in \mathbb{R}$

$$\sum_{m \leq T} \lambda_\pi(m)e(mx) \ll_{\pi, \epsilon} T^{\frac{3}{4}+\epsilon}. \tag{3.44}$$

We need control on the dependence in (3.44) of the implied constant. This can be done in terms of the eigenvalue $\lambda_\pi$ of $\pi$. It is also convenient for us here and elsewhere to work with the smooth normalized sums;

$$\sum_{m} \lambda(m)\sqrt{m}e(mx)\psi(mu) \tag{3.45}$$

for $u > 0$ and small.

We can use the set up above with Whittaker functions to bound the sums in (3.45). For $f \in V_\pi$ one can control the $L^\infty$-norm of $f$ by its Sobolev norms (see [3]):

$$\|f\|_{L^\infty} \ll \tilde{\lambda}_\pi^{3+o(1)}\|f\|_{W^3} \tag{3.46}$$

for $\pi$ discrete, with $\tilde{\lambda}_\pi = \max(1, |\lambda_\pi|)$, and

$$\sup_{g=h(a(y)k(\theta)) \in G} \frac{|f(g)|}{y^{1/2} + y^{-1/2}} \ll \tilde{\lambda}_\pi^{3+o(1)}\|f\|_{W^3} \tag{3.47}$$

for $\pi$ continuous.

Let $\pi$ be discrete. Suppose that $W_f$ has support in $(1, 2)$ for some $f \in V_\pi$. From (3.31) and the action of the differential operators on $W_f$ we deduce

$$\|f\|_{W^b} \ll_b \tilde{\lambda}_\pi^{b+o(1)}\|W_f\|_{W^{2b}}, \tag{3.48}$$

with the norms for $W_f$ being the usual Sobolev norms for real functions. On the other hand, for any $\psi \in C_0^\infty((1, 2))$, there exists $f \in V_\pi$ with $W_f = \psi$. This comes from the fact that if $f \in V_\pi$ then $f_g(x) = f(xg) \in V_\pi$ for any $g \in G$, and $W_{f_{a(y)}}(u) = W_f(yu)$, $W_{f_{h(x)}}(u) = e(x)W_f(u)$. 

Then, due to (3.46) and (3.48), for any $0 < u < 1$ we have

$$\sum_m \lambda_\pi(m) \sqrt{m} e(mx) \psi(mu) = f(h(x)a(u)) \ll \tilde{\lambda}_\pi^{6+o(1)} \|\psi\|_{W^6}.$$  

In the same way we have

$$\left( \sum_m |\lambda_\pi(m)| \sqrt{m} |\psi(mu)|^2 \right)^{\frac{1}{2}} = \left( \int_0^1 |f(h(t)a(u))|^2 dt \right)^{\frac{1}{2}} \ll \tilde{\lambda}_\pi^{3+o(1)} \|\psi\|_{W^6}.$$  

For $\pi$ continuous, the suitable norm for the Hilbert space $V_\pi$ satisfies

$$\min(1, |t_\pi|) \|f\|_{V_\pi} \simeq \|W_f\|_{L^2}$$

and again from the action of the differential operators on $W_f$ we have

$$\min(1, |t_\pi|) \|f\|_{W^6} \ll_b \tilde{\lambda}_\pi^{b+o(1)} \|W_f\|_{W^{2b}}.$$  

Proceeding as in the discrete case, from (3.47) and (3.51) and sending $h(x)a(u)$ to the fundamental domain gives

$$\min(1, |t_\pi|) \sum_m \lambda_\pi(m) \sqrt{m} e(mx) \psi(mu) \ll \min \left( \frac{u^{-1/2}}{q}, \frac{u^{1/2}}{\|qx\|} \right) \tilde{\lambda}_\pi^{6+o(1)} \|\psi\|_{W^6},$$

where $q$ is the natural number smaller than $u^{-1/2}$ for which the quantity in the formula is the largest. This last formula can be improved (by using Poisson Summation in $\mathbb{R}^2$, or by Voronoi formula) whenever $1/\|qx\| > 1/uq$, in the sense of adding the decay factor

$$\left( \frac{1/\|qx\|}{1/uq} \right)^{-b}$$

for any fixed $b > 0$ to the right of the inequality —but paying with a factor $O_b(\tilde{\lambda}_\pi^{O(b)} \|\psi\|_{W^{O(b)}})$.

4. Effective equidistribution: non-discrete algebraic measures

In this section we prove effective versions of Dani Theorem. We begin with some useful notation. Since we are going to talk about probability measures, it is a good idea to normalize sums.

Definition 4.1 (Expectation). Let $J \subset \mathbb{R}$ be a finite set. Let $f : \mathbb{R} \to \mathbb{C}$. We define the expectation of $f$ in $J$, and we write it as

$$\mathbb{E}_{x \in J} f(x),$$

2Note that in terms of the dependence in $\lambda_\pi$ this is much weaker that Iwaniec’s [20], $\sum_{m \leq T} |\lambda_\pi(m)|^2 \ll T \tilde{\lambda}_\pi^6$ and its extensions (7.8) and (7.10).
as $\sum_{x \in J} f(x)/\sum_{x \in J} 1$. If $J$ is a bounded subinterval of $\mathbb{R}$, we define the expectation in the same way but using integrals.

To deal with bounded functions that vary slowly we use Lipschitz norms.

**Definition 4.2** (Lipschitz norm). Let $f : X \to \mathbb{C}$. We define the Lipschitz norm of $f$ as

$$
\|f\|_{\text{Lip}} = \|f\|_{L^\infty} + \sup_{x \neq y \in X} \frac{|f(x) - f(y)|}{d_X(x, y)}.
$$

Finally, we define the quantitative concept of equidistribution that we shall use to describe our main results

**Definition 4.3** (Effective equidistribution). Let $0 < \delta < 1/2$. Let $g : J \to X$, with $J$ either a subinterval of $\mathbb{Z}$ or of $\mathbb{R}$. We say that $g(x), x \in J$ is $\delta$-equidistributed w.r.t. a Borel probability measure $\mu$ on $X$ if

$$
|\mathbb{E}_{x \in J} f(g(x)) - \int f \, d\mu| < \delta \|f\|_{\text{Lip}}
$$

for any $f : X \to \mathbb{C}$.

**Remark.** This concept of quantitative equidistribution is similar but weaker to the one used by Green and Tao in [13].

The Lipschitz norm controls the Sobolev norms in the following sense: let $\delta > 0$; for any $f \in C(X)$ with $\|f\|_{\text{Lip}} = 1$ there exists another function $f_\delta \in C(X)$ such that

$$
(4.1) \quad \|f - f_\delta\|_{L^\infty} < \delta
$$

and $\|D f_\delta\|_{L^\infty} \ll_{\text{ord}D} \delta^{-\text{ord}D}$ for any left-invariant differential operator. This will allow us from now on to substitute a function with bounded Lipschitz norm by one with “bounded” Sobolev norms.\(^3\) We can build $f_\delta$ as follows: for two functions $f, w \in L^2(SL_2(\mathbb{R}))$ define its convolution as $f * w(g) = \int_{SL_2(\mathbb{R})} f(gt)w(t^{-1}) \, d\mu(t)$; if $f$ is $\Gamma$-invariant then so is $f * w$. Moreover we can also write $f * w(g) = \int_{SL_2(\mathbb{R})} f(t)w(t^{-1}g) \, d\mu(t)$ by the left invariance of $d\mu$. Pick $\psi \in C_0^\infty((0, 1))$ a non-negative function and define $\psi_\delta(g) = c_\delta \psi(\delta^{-1}d_{SL_2(\mathbb{R})}(g, I))$ with $c_\delta$ the constant that gives $\int_{SL_2(\mathbb{R})} \psi_\delta(g^{-1}) \, d\mu(g) = 1$. Finally, defining $f_\delta = f * \psi_\delta$ one can check that satisfies the desired properties.

Before beginning with our quantitative results, let us recall the following lemma on cancellation in oscillatory integrals.

\(^3\)Note that in Sections 2, 5 and 6 the entire discussion takes place on $X$; that is $\Gamma = SL_2(\mathbb{Z})$. It is only in Section 7 that the level $q$ of congruence subgroups is relevant.
Lemma 4.4 (Integration by parts). Let \( A > 1 \). Let \( \eta, F \in C_0^\infty(1, 2) \), \( \eta \) with bounded derivatives and \( |F'| \asymp A \), \( F^{(j)} \ll_j A \) for any \( j \in \mathbb{N} \). Then

\[
\int \eta(t)e(F(t)) \, dt \ll A^{-\frac{1}{|\eta|}}.
\]

Proof. Write \( F(t) = Af(t) \) and integrate by parts several times. Since the derivatives of \( f \) are bounded, the result follows.

We are ready to give our first quantitative version of Dani’s Theorem for a continuous orbit.

Theorem 4.5. Let \( 0 < \delta < 1/2 \), \( T > 1 \). For any \( \xi \in X \) there exists a positive integer \( j < \delta^{-\Theta(1)} \) such \( \xi h(t), t \) in any subinterval of \([0, T]\) of length \( T/j \), is \( \delta \)-equidistributed w.r.t. a non-discrete algebraic measure in \( X \). Moreover, it is the volume measure unless \( y_T^{-1} < \delta^{-\Theta(1)} \).

Proof. Let us suppose the statement is false. We can assume that \( \delta^{-1} \) is not larger than a small power of \( T \) —otherwise the result is void—, that the Lipschitz norm of \( f \) is 1 and that it has \( \delta^{-\Theta(1)} \)-bounded Sobolev norms. Because of (2.3), there exists \( y^* > y_T/\delta^2 \) and \( \eta \in C_0^\infty(\mathbb{R}) \) with \( \|\eta\|_{W_j} < \delta^{-\Theta(j)} \) and support outside of \([1 \pm tW_T^{-1}] < \delta \) such that

\[
|\mathbb{E}_t \eta(t) f_0(h(\alpha_T + \frac{y_T W_T}{1 \pm t/W_T}) a(y^*))| \gg \delta.
\]

where \( f_0 \) equals \( f - \int_X f(t) \, d\mu_G \) otherwise. Notice that this implies, by Proposition 3.1 in the second case, that \( f_0(h(t)a(y^*)) \ll \delta^2 \). But then, expanding in Fourier series \( f_0(h(x)a(y)) = \sum_m \hat{f}_0(m, y)e(mx) \) we get

\[
\sum_{m \neq 0} |\hat{f}_0(m, y^*)| \int \eta(t)e(\frac{my_T W_T}{1 \pm t/W_T})| \gg \delta.
\]

The derivative of the phase in the exponential is of size \( |m|y_T T \gg |m| \), and then integrating by parts (Lemma 4.4) and using Proposition 3.1 we have for any large \( b > 0 \) that

\[
\sum_{m = 1}^{\infty} y_T^{1/2} \tau(m) m^b (my_T^{-1})^{-b} \gg_b \delta.
\]

This implies that \( \delta^{-\Theta(1)} T^{-1/2} \gg \delta^{-\Theta(1)} y_T^{1/2}(y_T T)^{-b} \gg_b \delta \), which is a contradiction.

Remark: With the same method we could actually show that the integral \( \int_0^T f(\Gamma h(t)) \, dt \) equals \( \int_X f \, d\mu_G + O(y_T^{1/2+\Theta(1)} \|f\|_{W^{\Theta(1)}}) \), which is comparable to Theorem 1 in [38] for the particular case \( \Gamma = SL(2, \mathbb{Z}) \).
This result could also be proven by using quantitative mixing, as done in [39] for $\Gamma \backslash G$ compact but taking care of the position of the orbit.

When we consider $\Gamma g$ fixed, we can make the result more explicit.

**Theorem 4.6** (Effective Dani, continuous orbit). Let $\xi \in X$ fixed. The non-discrete algebraic measure appearing in Theorem 4.6 is the volume measure unless there exists an integer $q < \delta^{-O(1)}$ such that

$$\|qa\| < \delta^{-O(1)}T^{-1}.$$  

**Proof.** This follows from Theorem 4.5 and Lemma 2.7. 

**Remark.** Here and hereafter whenever we speak of “algebraic measure” it will mean one of the three algebraic measures appearing in Dani’s Theorem (described in section 2).

As a corollary of this result we obtain Dani’s Theorem for the continuous flow: if $\alpha$ is irrational, for any $0 < \delta < \frac{1}{2}$ we can find $T = T_\delta$ large enough so that no $q$ exists as in the statement, and then $\Gamma gh(t)$, $t \in [0, T]$ is $\delta$-equidistributed w.r.t. the volume measure.

Next we begin our study of the discrete orbit $\xi h(s)n$, $n = 0, 1, \ldots N$. Our aim in the rest of this section is to understand, in terms of $\xi$ when any large piece of this orbit is $\delta$-equidistributed w.r.t. a non-discrete algebraic measure. We will be able to do it for not very large $s$; essentially in the range $s < (sN)^{1/5}$.

In the proofs we shall use the following version of the Stationary Phase principle (a more precise one can be found in [18]):

**Lemma 4.7** (Stationary Phase). Let $\eta \in C_0^\infty((1, 2))$. Let $A > 1$, $F \in C^\infty$ with $F'' \asymp A$ and $F^{(j)} \ll_j A$ for $j \geq 3$ in the interval $(1/2, 4)$. Then, we have

$$\int \eta(t)e(F(t)) \, dt = \eta^*(t_F)e(F(t_F))A^{-1/2} + O(A^{-\Theta(\log A)})$$

where $t_F$ is the only point where $F'$ vanishes, and $\eta^* \in C_0^\infty((1/2, 4))$ depends just on $A$ and $F''$, and $\eta^*$ and its derivatives are bounded (in terms of $\eta$ only).

**Proof.** First, let us write

$$\int \eta(t)e(F(t)) \, dt = e(F(t_F)) \int \eta(t_F + s)e(J(t_F, s)) \, ds$$

where

$$J(t, s) = F(t + s) - F(t) - F'(t)s = \int_0^s \int_0^u F''(t + v) \, dv \, du.$$
Let us choose $C_1 = A^{1/8}$. For some $\psi \in C_0^\infty((-2, -1) \cup (1, 2))$ we can write

$$1(s) = \sum_{j=-\infty}^{\infty} \psi(\frac{s}{2^j A^{-1/2}}) = \psi_0(\frac{s}{A^{-1/2}}) + \psi_1(\frac{s}{C_1 A^{-1/2}}) + \sum_{1 < 2^j < C_1} \psi(\frac{s}{2^j A^{-1/2}}),$$

with $\psi_0$ and $\psi_1$ coming from the sum over $2^j \leq 1$ and $2^j \geq C_1$ respectively. Decomposing the integral accordingly, one can easily show that the part corresponding to $\psi_1$ is bounded by $C_1^{-1/\|\alpha\|} < A^{-1/\|\alpha\|}$, and the rest can be expressed as

$$A^{-1/2} e(F(t_F)) \eta^*(t_F)$$

with

$$\eta^*(t) = \eta_0^*(t) + \sum_{1 < 2^j < C_1} \eta_{2^j}(t),$$

where

$$\eta_C(t) = C \int \psi_C(t, s) e(C^2 J_C(t, s)) \, ds,$$

with $\psi_C(t, s) = \psi(s) \eta(t + CA^{-1/2}s)$ and $J_C(t, s) = C^{-2} J(t, CA^{-1/2}s)$, and $\eta_0^*$ is defined as $\eta_0$ but changing $\psi$ by $\psi_0$. The first thing to note is that the support of $\eta^*$ is contained in $(1/2, 4)$ and the second is that $\eta^*$ just depends on $F''$, $A$ and $\eta$. It easy to show that $\eta^*$ and its derivatives are bounded. For the rest, we have that the support of $\psi_C(t, \cdot)$ is contained in $(1, 2)$; moreover $\frac{\partial}{\partial s} J_C \asymp 1$, and the partial derivatives of both $\psi_C$ and $J_C$ in $t$ and $s$ are uniformly bounded. Then, by integrating by parts several times, one shows that $(\frac{\partial}{\partial t})^j \eta_C(t) \ll_j C^{-1}$ and then $(\frac{\partial}{\partial t})^j \eta^*(t) \ll_j 1$

In order to prove a quantitative version of Dani’s Theorem for the discrete orbit $\Gamma gh(s)^n$, $n = 0, 1, \ldots N$, we split the analysis in three cases: when the piece of orbit is near to a closed horocycle ($\theta_T$ and $y_T^{-1}$ small, $T = sN$), when it is far from any closed horocycle ($\theta_T$ and $y_T^{-1}$ large), and the intermediate case.

We begin by the “near” case. Here, one can parametrize the orbit essentially as $\Gamma h(p(n)) a(y_T)$ with $p(n)$ a quadratic polynomial. The following allows us to handle the distribution for such a sequence.

**Proposition 4.8** (Near to a closed horocycle). Let $0 < \delta < 1/2$. The sequence $s_n = \alpha + \beta n + \omega n^2 + iy$, $n \leq N$ is $\delta$-equidistributed with respect to the algebraic measure on the closed horocycle of period $y^{-1}$ unless either $\min(y^2/N, Ny) < \delta^{-O(1)}$ or there exists a natural number $q$ smaller than $(\delta/\tau(q_2))^{-O(1)}(1 + y^{-1/2})$ such that

$$||q\alpha|| + N||q\beta|| + N^2 q \omega < y^{2}(\delta/\tau(q_2))^{-O(1)},$$

(4.2)
where $q_2$ is the denominator in the expression as reduced fraction of $[q\beta]/q$.

**Proof.** Let us suppose that $s_n, n \leq N$ does not satisfy the condition in the statement and that both $y^2/N\omega$ and $Ny$ are larger than $\delta^{-c}$ for $c > 1$ a large constant. Then

$$|E_n| \leq Nf(\alpha + \beta n + \omega n^2 + iy)\eta(n/N) > \delta,$$

for some $f \in C(X)$ with $\|f\|_{W^j} \ll_j \delta^{-j}$ and $\eta \in C_0^\infty((0, 1))$ with $\|\eta^{(j)}\|_{L^\infty} \ll_j \delta^{-j}$. Take $M = y^{-1}\delta^{-\sqrt{c}}$; there exists $q_2 \leq M$ and $a_2$ coprime to $q_2$ such that

$$\beta = \frac{a_2}{q_2} + \epsilon \quad |\epsilon| \leq \frac{1}{q_2M}.$$

By splitting into arithmetic progressions modulo $q_2$ we have

$$\delta^{-O(1)}|E_{b \leq q_2} E_{j \leq N/q_2} f(\alpha + \frac{a_2 b}{q_2} + \epsilon q_2 j + \omega q_2^j + iy)\eta(\frac{j}{N/q_2})| > 1.$$

Since $\|F^{(j)}\|_{L^\infty} \ll_j \delta^j$, with $F(t) = f(\alpha + a_2 b/q_2 + \epsilon q_2 t + \omega q_2^j t^2 + iy)\eta(\frac{j}{N/q_2})$, we can see (for instance applying Poisson Summation and integrating by parts) that it is possible to substitute the inner sum by the integral

$$\delta^{-O(1)}|E_{b \leq q_2} \int f(\alpha + \frac{a_2 b}{q_2} + \epsilon Nt + \omega N^2 t^2 + iy)\eta(t) dt| > 1.$$

At this point, let us remark that from the beginning we could assume the support of $\eta$ to be at distance $\delta$ from the point $-\epsilon(2\omega N)^{-1}$. By the spectral decomposition (3.29) and the Fourier series expansion (taking into account that the zero coefficient vanishes) we have

$$\delta^{-O(1)}|\sum_{m \neq 0} \lambda_\pi(m) e(m\alpha)W_f(my)E_{b \leq q_2} e(\frac{ma_2 b}{q_2})I(m)| > 1$$

for some $\pi$ with $\lambda_\pi \ll \delta^{-O(1)}$ and $f \in V_\pi$ with $\|f\|_{W^j} \ll_j \delta^{-O(1)}$ and $I(m) = \int \eta(t)e(mN(\epsilon t + \omega N t^2)) dt$. Then

$$\delta^{-O(1)}|\sum_{k \neq 0} \lambda_\pi(|q_2 k|) e(kq_2 \alpha)W_f(kq_2 y)I(kq_2) dt| > 1.$$

By the multiplicativity of the Hecke eigenvalues

$$\lambda_\pi(ab) = \sum_{d|(a,b)} \mu(d)\lambda_\pi(a/d)\lambda_\pi(b/d)$$
Proof.
Let us assume for simplicity that \( \delta \) splitting the orbit (2.5) and using (4.1) we have that
\[
\delta^{-O(1)} \frac{|\lambda_\pi(q_2/d)|}{\sqrt{d_2}} \sum_{m \not\equiv 0} \frac{\lambda_\pi(m)}{\sqrt{m}} e(mdq_2\alpha) W_f(mdq_2y) I(mdq_2) dt > \frac{1}{\tau(q_2)}
\]
for some \( d \mid q_2 \). By our previous remark on the support of \( \eta \) we have
\[
\delta^{-O(1)} \frac{|\lambda_\pi(q_2/d)|}{\sqrt{d_2}} \sum_{m \not\equiv 0} \frac{\lambda_\pi(m)}{\sqrt{m}} e(mdq_2\alpha) W_f(mdq_2y) \psi(mdq_2u) > \frac{1}{\tau(q_2)}
\]
with \( u = \max(|\epsilon N|, \omega N^2) \) and \( \psi \) a smooth function with rapidly decaying derivatives
\[
\psi^{(j)}(x) \ll_{j,k} \delta^{-j}(1 + |x|)^{-k} \quad k, j \geq 0.
\]
Thus, if \( \pi \) is discrete, splitting into dyadic intervals and using (3.49), Proposition 3.1 (with its remark) and (3.37) we have
\[
\delta^{-O(1)} (q_2/d)^\theta (dq_2)^{-1/2} \min(1, yu^{-1})^{1/2} > \tau(q_2)^{-1}
\]
so that \( q_2 < \delta^{-O(1)} \) and \( u < y\delta^{-O(1)} \), which implies the conditions in (4.2). If \( \pi \) is continuous, again by Proposition 3.1 and (3.52) —with the remarks after them— we have
\[
\delta^{-O(1)} (dq_2)^{-1/2} \sqrt{dq_2y} \min\left(\frac{1}{q^*dq_2(y + u)}, \frac{1}{\|q^*dq_2\alpha\|}\right) > \tau(q_2)^{-2}
\]
for some \( q^* \ll (dq_2(y + u))^{-1/2} \). Therefore for some \( d^* \mid q_2 \)
\[
q^*d^*q_2 < (\delta/\tau(q_2))^{-O(1)} y^{-\frac{1}{2}} (1 + uy^{-1})^{-1}
\]
and \( \|q^*d^*q_2\alpha\| < (\delta/\tau(q_2))^{-O(1)} y^{1/2} \). These conditions imply (4.2). \( \square \)

We now deal with the intermediate case. In the proof we simply use bounds for the Fourier coefficients.

**Proposition 4.9 (Intermediate case).** Let \( 0 < \delta < 1/2, N \geq 1, T = sN \) and \( g \in G \). Let \( s \delta^{-O(1)} < T^{1/4} \). The sequence \( \Gamma gh(s)^n, n \leq N \) is \( \delta \)-equidistributed w.r.t. the probability measure carried by \( \Gamma gh(t), t \in [0, T] \) unless either both \( y_T < \delta^{-O(1)} s/T \) and \( |W_T| y_T < \delta^{-O(1)} s^2T^{2\theta + o(1)} \) or both \( y_T \delta^{-O(1)} > s^{-2}T^{-2\theta - o(1)} \) and \( |W_T| y_T \delta^{-O(1)} > (T/s)^{2-o(1)}y_T^{2\theta} \).

**Proof.** Let us assume for simplicity that \( W_T > 0 \). If \( \Gamma gh(s)^n, n \leq N \) is not \( \delta \)-equidistributed w.r.t. the measure carried by \( \Gamma gh(t), t \in [0, T] \), splitting the orbit (2.3) and using (4.1) we have that
\[
|\mathbb{E}_{n/N \in \mathbb{Z}} f(h(x_{sn})a(y_s)) \eta(n/N)| \gg \delta,
\]
for some \( y_T < y_T < y_T \delta^{-O(1)} \), \( f \) bounded with \( \int_0^1 f(t + iy_s) dt = 0 \) and derivatives bounded by \( \delta^{-O(1)} \), \( \eta \in C_0^\infty \) with derivatives bounded.
by $\delta^{-O(1)}$ and supported on an interval $I$ of length larger than $\delta^2$, at distance at least $\delta^2$ from zero and such that $\delta^{-O(1)}|1 \pm sn/W| > 1$, with

$$x_t = \alpha + yW(1 \pm t/W)^{-1},$$

$W = W_T$, $y = y_T$. Now, using the Fourier expansion of $f(t + iy_s)$, (3.43) and Proposition 3.1 we have

$$\delta^{-O(1)} \sum_{\delta^{-O(1)} y^{-1} < |m| < \delta^{-O(1)} y^{-1}} |\tilde{f}(m, y_s)||E_n \eta(n)e(mx_{sn})| > 1.$$

Then, we have (4.6) with the restriction that $|m|$ is either smaller or larger than $\delta^{-O(1)} T^2 W/T$. In the former possibility, by Poisson summation in the inner sum, Lemmas 4.4 and 4.7 and Proposition 3.1 we deduce that

$$y \delta^{-O(1)} > s^{-2} T^{-2\theta - o(1)}$$

and

$$Wy \delta^{-O(1)} > (T/s)^{2 - o(1)} y^{2\theta}.$$ 

In the latter, repeating the same steps we get that $Wy$ is at most $\delta^{-O(1)} s^2 T^{2\theta + o(1)}$, and using Cauchy’s inequality and (3.42) instead of Proposition 3.1 we have

$$\delta^{-O(1)} \sum_{W/T < |m| < \delta^{-O(1)} y^{-1}} |\sum_{j \neq 0} b_j \eta^*_j \left(1 - \frac{\sqrt{mj}}{T/W}\right) e(2W \sqrt{myj/s})| > 1$$

with $b_j = e(-Wj/s)$. Now, introducing an smooth function in the outer sum, expanding the square and changing the order of summation gives that either (from the diagonal terms) $\delta^{-O(1)} sT/yW > T^{2W-1}$ or

$$\delta^{-O(1)} \left|\sum_m \rho \left(\frac{mj/c - 1}{a}\right) \psi(m/c)e(\epsilon T \sqrt{my/c})\right| > Ts^{-2}(\epsilon c)^{-1+o(1)}$$

for some $\psi, \rho \in C^\infty_0$ with support and derivatives bounded by $\delta^{-O(1)}$ and at distance $\delta^2$ from zero, $a < \delta^{-O(1)}$ and $\epsilon, c < \delta^{-O(1)}$, $\epsilon c \gg 1/s$.

The first possibility implies that $y < \delta^{-O(1)} sT$. The second possibility implies, writing $\rho(x) = \int \hat{\rho} (\theta) e(x\theta) d\theta$, that for some $\theta$ we have

$$\delta^{-O(1)} \left|\sum_m \psi(m/c)e(m\theta)e(\epsilon T \sqrt{my/c})\right| > Ts^{-2}(\epsilon c)^{-1+o(1)}$$

which applying Poisson summation and Lemmas 4.4 and 4.7 gives that $\delta^{-O(1)} s > T^{1/4}$, a contradiction.

Now we treat the case in which the piece of horocycle is far from a closed one. The previous result worked for $y_T > s/T$, that is almost for the whole range. To handle the remaining range, we are going to split the piece of horocycle of length $T$ in pieces of length $\epsilon T$, $\epsilon < 1$. Then we shall put those pieces in the fundamental domain $D_{x_T}$, and then use the Fourier expansion (as in Proposition 4.9). The advantage is that now we can get an extra cancellation from the fact that different
pieces are essentially uncorrelated, and we can control this independence arithmetically. The ideas of the method come from the theory of exponential sums; it is essentially a modification of the one in [23].

**Proposition 4.10** (Far from a closed horocycle). Let $0 < \delta < 1/2$, $N \geq 1$ and $T = sN$. Let $y_T < \delta^{-O(1)} s/T$ and $W_T y_T < \delta^{-O(1)} s^2 T^{o(1)}$. The sequence $\Gamma h(s)^n$, $n \leq N$ is $\delta$-equidistributed w.r.t. the volume measure on $X$ unless $T^{1/5} s^{-1}$ is smaller than $\delta^{-O(1)}$.

**Proof.** Let us assume for simplicity that $W > 0$, and write $y = y_T$, $W = W_T$. If $\Gamma h(s)^n$, $n \leq N$ is not $\delta$-equidistributed w.r.t. the volume measure on $X$, then by (2.5) and (4.1) there exists $f \in L^2_0(X)$ bounded and with derivatives bounded by $\delta^{-O(1)}$ and an interval $I$ of length satisfying $N|I|^{-1} < \delta^{-O(1)}$ such that

$$|E_{n \in I} f(h(x_{sn})a(y_*))| \gg \delta$$

where $y \ll y_* < \delta^{-O(1)} y$, $\delta^{-O(1)}|1 \pm sn/W| > 1$ for any $n \in I$ and

$$x_t = \alpha + yW(1 \pm t/W)^{-1}.$$ We can take $\alpha$ such that $|\alpha + yW| \leq 1/2$. Now we divide the sum into sums such that the argument in $h(\cdot)$ is near to a Farey fraction $a/q$ up to $q \leq K$. Precisely, we are going to take the interval around $a/q$

$$\left(\frac{a}{q} - \frac{1}{q(q + q')} , \frac{a}{q} + \frac{1}{q(q + q'')}\right)$$

where $q'$ and $q''$ are the denominators of the Farey fractions (up to $K$) to the left and right of $a/q$ respectively. The point is that both $q + q'$ and $q + q''$ are comparable to $K$. In this way, we can write

$$1(x) = \sum_{a/q} \tilde{\eta}_{a,q}(\frac{x - a/q}{1/qK})$$

where $a/q$ ranges over coprime integers $a$, $q$ with $q \leq K$, and $\tilde{\eta}_{a,q}$ are $C_0^\infty$ functions with $||\tilde{\eta}_{a,q}||_{L^\infty} \ll \delta^{-O(j)}$ with uniformly bounded support. In this way, we have

$$|\sum_{a/q} E_{n \in I} f(h(x_{sn})a(y_*)) \tilde{\eta}_{a,q}(\frac{x_{sn} - a/q}{1/qK})| \gg \delta$$

where $q \leq K$, $a$ moves in $a \ll yTq$. From here, splitting the support of $\tilde{\eta}_{a,q}$ and taking into account that the fractions with $q < \delta^2 K$ are negligible we deduce that

$$|\sum_{a,q} E_{n \in I} f(h(x_{sn})a(y_*)) \eta_{a,q}(\frac{x_{sn} - a/q}{1/q^2})| \gg \delta$$
where \(|a - a_0| < \delta^c yTK, |q - q_0| < \delta^c K\) for some fixed \(a_0 \ll yTK, q_0 > \delta^2 K\), and \(c > 0\) large enough, \(\eta_{a/q}\) satisfying the same conditions as \(\tilde{\eta}_{a/q}\) but with support an interval of length \(\delta^4\) at distance larger than \(\delta^2\) from zero. From now on we choose \(K\) such that \(K^2 y = (sT)^{-2/3}\). Since \(y > \delta^{-O(1)} s/T\), we have \(K > \delta^{-O(1)}\) in the range \(\delta^{-O(1)} s < T^{1/5}\).

We can rewrite the last displayed inequality as

\[
\left| \sum_{a,q} \mathbb{E}_{n \in I} f(h(a/q + v snq^{-2})a(y_\ast))\eta_{a,q}(v sn) \right| \gg \delta
\]

with \(v_t = q^2(x_t - a/q)\). But multiplying by \(\gamma_{a/q} \in \Gamma\) as in the proof of Lemma 2.9 we have that \(\gamma_{a/q} h(a/q + v/q^2)\) is bounded by

\[
h(-\frac{\alpha}{q} - \frac{v}{v^2 + (q^2 y_\ast)^2})a(\frac{q^2 y_\ast}{v^2 + (q^2 y_\ast)^2})k(-\arccot \frac{v}{q^2 y_\ast})
\]

which, due to the restrictions on the ranges of \(a, q, \eta_{a,q}\), is at distance \(O(\delta^2)\) from \(h(-\alpha/q - 1/v + r_0) a(K^2 y_0)\) for some \(y_0\) with \(y < y_0 < \delta^{-O(1)} y\) and \(r_0\), both independent of \(a, q\). Then

\[
\delta^{-O(1)}|\mathbb{E}_{a,q}\mathbb{E}_{n} f(h(-\frac{\alpha}{q} - \frac{1}{v sn} + r_0) a(K^2 y_0))\eta_{a,q}(v sn)| > 1
\]

and \(n\) moving in an interval of size \(\delta^{-O(1)}(syK^2)^{-1}\) that contains the \(n's\) with \(v sn\) in the support of \(\eta_{a,q}\). The Fourier expansion of \(f\) gives that

\[
\delta^{-O(1)} \left| \sum_{m} \tilde{f}(m, K^2 y_0)e(m r_0)\mathbb{E}_{a,q} e\left(-\frac{\alpha m}{q}\right)\mathbb{E}_{n} e\left(-\frac{m}{v sn}\right)\eta_{a,q}(v sn) \right| > 1
\]

with \(f(h(t)a(y)) = \sum_{m} \tilde{f}(m, y)e(mt)\). By Proposition 3.1 we can assume that \(m\) is in the range \(|m| > \delta^{-O(1)} T^\epsilon\) for some \(\epsilon > 0\). Thus, by Cauchy’s inequality and (3.43) we have

\[
\delta^{-O(1)} |\mathbb{E}_{a,q} e\left(-\frac{\alpha m}{q}\right)|^2 e\left(-\frac{m}{v sn}\right)\eta_{a,q}(v sn)|^2 > K^2 y,
\]

where \(m\) moves in the range \(\delta^{-O(1)} T^\epsilon < m < \delta^{-O(1)}(K^2 y)^{-1}\). By Poisson Summation in the \(n\)-sum, Lemmas 4.4 and 4.7 and splitting of the obtained sum into intervals of the shape \([J, (1 + \delta)J]\) we have

\[
\delta^{-O(1)} |\mathbb{E}_{m} |\mathbb{E}_{x} b_x e\left(A m F + B \sqrt{\frac{m}{F}}\right)\eta_{x}(m F)|^2 > c^{-1-O(1)}s^{-2}
\]

with \(x = (a, q, j), b_x\) independent of \(m\) and bounded, \(j\) in the range \(cs < j < (1 + \delta)cs\) for some \(c < \delta^{-O(1)}, cs \geq 1,\) and

\[
F = \frac{c}{K^2 y}, \quad A = (-\frac{\alpha}{q} + \frac{q^2}{a/q - \alpha})F, \quad B = \frac{2Wy}{a/q - \alpha} \frac{K}{q} \sqrt{\frac{j}{cs}} F.
\]
We also can assume that we are summing just in the $a$'s for which $\pi/q$ is contained in an interval of length $1/2$. Introduction of a smooth factor in the $m$-sum and expansion of the square followed by Poisson Summation in $m$ and Lemmas 4.4 and 4.7 gives that

$$
\delta^{-O(1)} E(x,x') (1_{x=x'} + \frac{1_{\pi/q \neq \pi'/q'}}{\sqrt{|A - A'|}} + \frac{1_{V}}{\sqrt{1 + |A - A'|}}) > c^{-o(1)} (cs)^2,
$$

where $A' = A(x')$, $B' = B(x')$ and $V$ is the subset of $(x, x')$ with $x \neq x'$ for which $\pi/q = \pi'/q'$ and either $|A - A'|$ and $|B - B'|$ are of comparable size or both of them are bounded by $\delta^{-O(1)} T^\epsilon$. This is so due to the restrictions in the ranges of $a, q, j$ and the fact that $a/q - \alpha \asymp W y$.

The first summand in (4.7) gives a contribution of $\delta^{-O(1)} (K y T K cs)^{-1}$ to the expectation, which equals $\delta^{-O(1)} c^{-1}(sT)^{-1/3}$. This is smaller than the right hand of (4.7) in the range $\delta^{-O(1)} s < T^{1/5}$. In the second summand, again due to the restriction in the ranges of $a, q, j$, we have

$$
|A - A'| \asymp |\pi/q - \pi'/q'| F.
$$

Then, by counting we see that the contribution of the terms with $|\pi/q - \pi'/q'| \asymp U$ is $\delta^{-O(1)} U(UF)^{-1/2}$, so the full contribution of the second summand is $\delta^{-O(1)} F^{-1/2}$ which equals the one of the first summand —this is what motivated the election of $K$— and then is smaller than the right hand of (4.7).

Finally, we are going to show that the contribution of the third summand in (4.7) is even smaller than the other two. For the terms in $V$ we have $q' = q$ and $a' = a + \lambda q$, with $0 \neq \lambda \ll y T$, and then

$$
|A - A'| \asymp \frac{|\lambda|}{q^2 (y W)^2} F, \quad |B - B'| \asymp \frac{K}{q} \frac{\lambda}{a/q - \alpha} + 1 - \sqrt{j'/j} |F.
$$

Suppose first that $|1 - \sqrt{j'/j}| \neq |\lambda/(a/q - \alpha)|$. Then $|B - B'|$ is larger than $|\lambda/(a/q - \alpha)|$, so at least $\delta^{-O(1)} |A - A'|$. Moreover if $j' \neq j$ then $|B - B'|$ is at least $F/j$ which is larger than $\delta^{-O(1)} T^\epsilon$ in the range $s \delta^{-O(1)} < T^{1/2 - \epsilon}$, so $(x, x') \notin V$. Thus, we can assume $j' = j$, and then from (4.7) we deduce that for $\lambda$ in some dyadic interval $\delta^{-O(1)} K^{-2}(|\lambda|/y T)(1/cs)$ is larger than $T^{-o(1)} (cs)^{-2}$, so $\delta^{-O(1)} |\lambda| F > T^{-o(1)}/s$; using this bound we have

$$
\delta^{-O(1)} |B - B'| \asymp \delta^{-O(1)} (W y)^{-1} |\lambda| F \gg (W y)^{-1} T^{1-o(1)} / s
$$

which by $W y < \delta^{-O(1)} s^2 T^{2\theta + o(1)}$ is larger than $\delta^{-O(1)} T^\epsilon$ in the range $\delta^{-O(1)} s < T^{1/5}$, since $\theta < 1/5$. Therefore $(x, x') \notin V$, a contradiction.

Assume now that $|1 - \sqrt{j'/j}| \simeq |\lambda/(a/q - \alpha)|$. Then

$$
1 \leq |j' - j| \asymp j|\lambda| (y W)^{-1}
$$

(4.8)
so the proportion of \( j' \) is \( O(|\lambda|/Wy) \). We can write \( a = a_1 + \mu q \) with \( 1 \leq a_1 \leq q \) and \( \mu \ll yT \). For fixed \( \lambda, a_1, q, j', j \), it is easy to see that \(| A - A' |\) can be comparable to \(| B - B' |\) for at most one \( \mu \); in the same conditions, the number of \( \mu \) for which both \(| A - A' |\) and \(| B - B' |\) can be at most \( \delta^{-O(1)}T^4 \) is \( 1 + \delta^{-O(1)}T^4 (Wy)^2/(|\lambda| F) \). Applying the bound on \( Wy \) from \ref{4.8} we have

\[
(Wy)^2(|\lambda| F)^{-1} \ll |\lambda| j^2 c^{-1}(sT)^{-2/3} \ll yT s^2(sT)^{-2/3},
\]

which, due to the bound \( y \ll \delta^{-O(1)}s/T \), is smaller than 1 in the range \( s \delta^{-O(1)} < T^{2/7} \). Then, the proportion of \( \mu \) in \( V \) is \( \delta^{-O(1)}T^4/yT \); so the contribution from the third summand is the supremum in \( \lambda \ll yT \) of

\[
\delta^{-O(1)}T^4 K^{-2} |\lambda| \frac{1}{Wy yT} \left( \frac{|\lambda|}{K^2(yW)^2} F \right)^{-1/2}
\]

which is at most \( \delta^{-O(1)}T^4 c^{-1/2}T^{-1/2} \) and then smaller than then right hand of \ref{4.7} in the range \( \delta^{-O(1)}s < T^{1/4-\epsilon} \).

\[ \square \]

**Remarks.**  (a) It would be possible to improve the range for \( s \) a little by treating non-trivially the exponential sums appearing in the proof in the last application of Stationary Phase. This would improve the range also in Theorem \ref{4.11}

(b) We could prove this result also (with a smaller range for \( s \)) by proceeding as in the proof of Theorem \ref{4.9}, but treating the sums \( \sum_n \lambda_\pi(n)e(F(n)) \) with van der Corput’s Lemma and shifted convolution. One could also prove it in a quicker way (again with \( s \) smaller) by relating the discrete orbit to the continuous one as in Lemma 3.1 of \ref{39}, and then using Theorem \ref{4.5}

Now we join the previous cases to prove an effective version of Dani’s result for sums

**Theorem 4.11** (Effective Dani, discrete orbit). Let \( \xi \in X \) fixed. Let \( 0 < \delta < 1/2, N \geq 1 \) and \( s > 0 \). There exists a positive integer \( j < \delta^{-O(1)} \) such that the sequence \( \xi h(s)^n \), with \( n \) is any subinterval of \( n \leq N \) of length \( N/j \), is \( \delta^{-1} \)-equidistributed w.r.t. a non-discrete algebraic measure on \( X \) unless either \( (sN)^{1/5}s^{-1} < \delta^{-O(1)} \) or the conditions in Lemma \ref{2.4} are satisfied. Moreover both \( j \) and the measure are the ones in Theorem \ref{4.0} —the continuous case.

**Proof.** Let \( \xi = \Gamma g \). By Propositions \ref{4.10} and \ref{4.9} and by Theorem \ref{4.6} we get the result unless both \( y_T > s^{-2}T^{-2\theta - o(1)} \) and \( |W_T y_T| > \delta^{-O(1)}(T/s)^{2-o(1)} y_T^{2\theta} \), with \( T = sN \). In this case, we have that

\[
y_T > \delta^{-O(1)}/N, \quad |W_T y_T| > \delta^{-O(1)}(y_T T^{3/2} + sT),
\]
in the range $\delta^{-O(1)} s < T^{1/5}$, since $\theta < 1/5$, so
\[
\Gamma gh(s)^n = h(x + y_T s n + y_T s^2 n^2/W_T) a(y_T) + O(\delta^2)
\]
and we can apply Proposition 4.8 which gives that $\xi h(s)^n, n \leq N$ is $\delta$-equidistributed w.r.t. the algebraic measure on the closed horocycle of period $y_T^{-1}$ unless there exists an integer $q < (\delta/\tau(q_2))^{-O(1)} y_T^{-1/2}$ such that
\[
\|qx\| + N\|qsy_T\| + (sN)^2 q y_T / \|W_T\| < y_T^2 (\delta/\tau(q_2))^{-O(1)}.
\]
Actually we must have $q > (\delta/\tau(q_2))^{O(1)} y_T^{-1/2}$ because $\xi$ is fixed. But these are the conditions in Lemma 2.9. □

Remark. The proof actually shows that $\xi h(s)^n, n \leq N$ is $\delta$-equidistributed w.r.t the measure carried by $\xi h(t), t \in [0, sN]$ unless either $(sN)^{1/5} s^{-1} < \delta^{-O(1)}$ or the conditions in Lemma 2.9 are satisfied.

As a corollary of this result we obtain Dani’s Theorem for discrete orbits.

Corollary 4.12 (Dani Theorem). Let $\xi \in X$ with $\alpha$ irrational. Then $\xi h(s)^n, n \leq N$ becomes equidistributed w.r.t the volume measure on $X$ as $N$ goes to infinity.

5. Effective equidistribution: discrete algebraic measures

In the previous section we gave necessary conditions on $\xi$ for the probability measure carried by any large piece of the orbit $\xi h(s)^n, n \leq N$ to be near to some non-discrete algebraic measure. This is all we need in order to prove our results for primes. However, it remains to answer the following questions: is it possible for that measure to be always near to an—either discrete or non-discrete—algebraic measure? Are the conditions on $\xi$ really sharp for the measure to be near to a non-discrete algebraic measure? In this section we will show that the answer to both questions is essentially “yes”, as long as $(sN)^{1/5} s^{-1} > \delta^{-O(1)}$.

Theorem 4.11 says that, for $(sN)^{1/5} s^{-1} > \delta^{-O(1)}$, if the sequence $\xi h(s)^n, n \leq N$ is not equidistributed w.r.t. a non-discrete algebraic measure, then is near to a sequence
\[
(5.1) \quad s_n = A + B n q + \epsilon_1 + \epsilon_2 n + \epsilon_3 (n/N)^2 + i\epsilon_4
\]
for some integers $A, B, q$ with $(A, B, q) = 1$ and $\epsilon_j \ll (\tau(q_2)\delta^{-1})^{O(1)}$, with $B/q = a_2/q_2$, $(a_2, q_2) = 1$. We also have $\epsilon_4/q^2 \gg (1 + s)^{-2-o(1)}$ from the
remarks after Lemma 2.9. A key ingredient to understand $s_n$ is going to be to understand its restriction to an interval $L < n \leq L + q$; there it is very near to a sequence

$$\frac{A + Bn}{q} + M_2\left(\frac{M_1}{q^2} + i\frac{M_2}{q^2}\right) \quad \text{with } n \mod q_2,$$

where $M_1, M_2 \ll \tau(q_2)^O(1)$. We can describe the points

$$\frac{A + Bn}{q} \quad n \mod q_2$$

mod 1 in a more convenient way. First, we can write

$$\frac{A + q_1a_2n}{q_1q_2} \quad n \mod q_2$$

with $q_1 = q/q_2$ and then $(A, q_1) = 1$. Since $a_2$ is coprime to $q_2$ we can write

$$\frac{A + q_1n}{q_1q_2} \quad n \mod q_2.$$

Next, we can write $q_2 = q'_2 q''_2$ with $q'_2$ coprime to $q_1$ and $q_1$ a multiple of every prime dividing $q''_2$. Since $(q_1, q'_2) = 1$, the equation

$$A + q_1x \equiv 0 \mod q'_2$$

has solution in $x$, and then we can write

$$\frac{q'_2h + q_1n}{q_1q_2} \quad \text{with } n \mod q_2$$

with $(h, q_1) = 1$ and then $(h, q_1q''_2) = 1$. Finally, writing $m = vq'_2 + uq''_2$ with $u, v$ integers the points in (5.2) can be described as

$$\frac{u}{q_2} + \frac{v}{q''_2} + \frac{h}{q_1q'_2} + M_2\left(\frac{M_1}{q^2} + i\frac{M_2}{q^2}\right) \quad u \mod q'_2, \ v \mod q''_2.$$

To further study the behaviour of these points in $X$ it is natural to split them into classes $C_l$ for any $l$ a divisor of $q'_2$, each $C_l$ corresponding to the points such that $(u, q'_2) = l$.

For any point $g$ of $SL(2, \mathbb{R})$ of the form;

$$g = \left(\frac{b}{q} + M_2\frac{M_1 + iM_2}{q^2}, 0\right)$$

with $(b, q) = 1$, we can multiply to the left by $\gamma_{b/q} \in SL(2, \mathbb{Z})$, with

$$\gamma_{b/q} = \begin{bmatrix} -b & * \\ q & -b \end{bmatrix}$$
obtaining

\[(5.3) \quad g^* = \gamma b/q g = (-b/q - M_1/M_2 + i/M_1 + M_2^2, -2 \arccot (M_1/M_2)).\]

So in our setting it is easy to see that \(g \mapsto g^*\) sends the points in \(C_1\) to

\[(\frac{u}{q_2^2} + \frac{q_2^2 v + h}{q_1 q_2''} - \frac{M_1/M_2}{M_1^2 + M_2^2} + i/M_1 + M_2^2, -2 \arccot (M_1/M_2)),\]

where \(\pi\) is the inverse modulo \(q_1 q_2''\). One can rewrite these points as

\[(\frac{u}{q_2} + \frac{q_2^2 (q_1 v + \tilde{h})}{q_1 q_2''} - \frac{M_1/M_2}{M_1^2 + M_2^2} + i/M_1 + M_2^2, -2 \arccot (M_1/M_2)),\]

with \(\tilde{h}\) an inverse of \(h\) modulo \(q_1\). But then this is the same as

\[(\frac{n}{q_2/l} + l^2 z, -2 \arccot \frac{M_1}{M_2}),\]

with \(n \mod q_2, (n, q_2') = 1\). In general, for any \(l \mid q_2\), everything works the same way but dividing \(q_2', M_1\) and \(M_2\) by \(l\), and then the points of \(C_i\) can be seen as

\[(5.4) \quad \left(\frac{n}{q_2/l} + l^2 z, -2 \arccot \frac{M_1}{M_2}\right),\]

with \(n \mod q_2/l, (n, q_2'/l) = 1\) and

\[z = \frac{q_2^2 \tilde{h}}{q_1 q_2''} - \frac{M_1/M_2}{M_1^2 + M_2^2} + i/M_1 + M_2^2.\]

We are finally prepared to state the main result concerning the near to a closed horocycle case

**Proposition 5.1.** Let \(0 < \delta < 1/2\). There exists \(j < \delta^{-O(1)}\) such that when \(n\) is restricted to any subinterval of \(n \leq N\) of length \(N/j\) the sequence \(s_n\) is \(\delta\)-equidistributed w.r.t. some algebraic measure in \(X\).

**Proof.** If \(|\epsilon_2| + |\epsilon_3| < \delta^{-O(1)} \epsilon_4\) then \(s_n\) and \(s_m\) are at distance \(O(\delta^{-O(1)} |n - m|/N)\), hence the result follows —each algebraic measure is supported on a point. Thus, from now on we assume \(|\epsilon_2| + |\epsilon_3| \gg \delta^{-O(1)} \epsilon_4\).

Let us treat first the case \(q_2 \ll \delta^{-O(1)}\); if \(n\) is in an interval \(J\) of length \(\delta^c N\) containing the point \(N'\) (we should choose \(N'\) such that \(t = N'/N\) makes \(|\epsilon_1 + \epsilon_2 t + \epsilon_3 t^2| \gg |\epsilon_1| + |\epsilon_2| + |\epsilon_3|\)), we select the sequence

\[r_n = \frac{A + B n}{pq} + \frac{\epsilon_1 + \epsilon_2 t + \epsilon_3 (N'/N)^2 + i \epsilon_4}{(pq)^2} \quad n \mod pq\]
for any prime $p > \delta^{-O(1)}$, which carries an algebraic measure $\mu$. Let us see that $s_n$ in the interval $J$ is $\delta$-equidistributed w.r.t. $\mu$. For that, let us split $J$ into arithmetic progressions $n \equiv n_0 \mod q_2$; for each one we have (due to (5.3))

$$\Gamma s_n = \Gamma(x_0 - \frac{b_n}{\epsilon_4} \frac{q_0^2}{b_n^2 + \epsilon_4^2} + \frac{iq_0^2}{b_n^2 + \epsilon_4^2} - 2 \arccot \frac{b_n}{\epsilon_4})$$

for $b_n = \epsilon_1 + \epsilon_2 \frac{n}{N} + \epsilon_3 \left(\frac{n}{N}\right)^2$ and $x_0$ and $q_0 \mid q$ depending on $n_0$. Then

$$\Gamma s_n = x_0 - \frac{\epsilon_1^{-1} q_0^2}{b_n^2} + \frac{i q_0^2}{b_n^2} + O(\delta)$$

for most $n$'s in the arithmetic progression contained in $J$. Since $\delta^{-O(1)} < |\epsilon_1^{-1}| < \delta^{-O(1)} \epsilon_2^{2+o(1)} < N^{O(1)}$ by classical methods in exponential sums one can prove (see for instance [21])

$$\mathbb{E}_{n \in J, n \equiv n_0 \mod q_2} e(k \frac{\epsilon_1^{-1} q_0^2}{b_n^2}) \ll \delta^{c'}$$

for large $c'$ and any $k < \delta^{-O(1)}$. Then, we have that $s_n, n \in J, n \equiv n_0 \mod q_2$ is $\delta$-equidistributed w.r.t. the measure carried by

$$t + i \frac{q_0^2}{b_n^2}, \quad t \in [0,1].$$

On the other hand we have, again by (5.3), that $r_n$ with $n \in J, n \equiv n_0 \mod q_2$ is $\delta$-equidistributed w.r.t. the measure carried by

$$(x'_0 + \frac{m}{p} - \frac{b_n^N}{\epsilon_4} \frac{q_0^2}{b_n^2 + \epsilon_4^2} + \frac{i q_0^2}{b_n^2 + \epsilon_4^2} - 2 \arccot \frac{b_n^N}{\epsilon_4}) \mod p$$

for some $x'_0$ depending on $n_0$. Since any two consecutive points of this sequence are at distance $p^{-1} \delta^{-O(1)} < \delta^2$, we have that $r_n, n \in J, n \equiv n_0 \mod q_2$ is $\delta$-equidistributed w.r.t. the measure carried by

$$t + i \frac{q_0^2}{b_n^2}, \quad t \in [0,1],$$

so $s_n, n \in J$ is $\delta$-equidistributed w.r.t. $\mu$.

It remains the case $|\epsilon_2| + |\epsilon_3| > \delta^{-O(1)} \epsilon_4$ and $q_2 > \delta^{-O(1)}$. In this case we can take the algebraic measure $\mu$ carried by

$$r_n = \frac{A + Bn}{q} + \epsilon_4 \frac{\epsilon_1 + \epsilon_2 \frac{N}{N} + \epsilon_3 \left(\frac{N}{N}\right)^2 + i \epsilon_4}{q^2} \mod q_2,$$

to approximate $s_n, n \in J$. To see that $s_n, n \in J$ is $\delta$-equidistributed w.r.t. $\mu$, we shall show the same restricting $n$ to any subinterval of $J$
of length \( q_2 \); since \( q < \delta^{-O(1)} y^{-\frac{1}{2}} \) and \( y^{-1} \ll sN \) we have that \( q < \delta N \);
then \( s_n \) restricted to a subinterval of \( J \) of length \( q_2 \) satisfies

\[
s_n = \frac{A + Bn}{q} + \frac{\epsilon_1 + \epsilon_2 N'' + \epsilon_3 (N'')^2 + \epsilon_4}{q^2} + O(\delta) \quad \text{n mod } q_2,
\]

with \( N'' \in J \). Now we restrict \( n \) further to the set \( C_1 \), for some \( l | q_2 \),
of \( n \)'s satisfying \((n, q_2') = l \); it is necessary to look just to the \( l \)'s with
\( l < \tau(q_2') \delta^{-O(1)} \), because the others give a negligible contribution. Due
to \([5.4]\) the restriction of \( r_n \) to \( C_1 \) is

\[
(5.5) \quad \left( \frac{n}{q_2/l} + \frac{l^2 x_1}{\epsilon_4} - \frac{b_{N'}}{b_{N''}^2 + \epsilon_4^2} \right) + \frac{l^2}{b_{N''}^2 + \epsilon_4^2} - \frac{2 \arccot \left( \frac{b_{N'}}{\epsilon_4} \right)}{2 arccot \left( \frac{b_{N'}}{\epsilon_4} \right)}.
\]

with \( n \) mod \( q_2/l \), \((n, q_2'/l) = 1 \), and \( x_1 = \frac{2 arccot}{q_2} \). Now, it is easy to show
that for any \( x, \epsilon > 0 \) and \( j, d \in \mathbb{N} \) we have

\[
\sum_{x<n \leq x + \epsilon jd, (n, d) = 1} 1 = \epsilon \sum_{n \leq jd, (n, d) = 1} 1 + O(\tau(d)).
\]

Applying it for \( d = q_2'/l \), \( j = q_2/q_2' \) and \( \epsilon = \delta l^2 / (b_{N''}^2 + \epsilon_4^2) \), since
\( \epsilon j \phi(d) \gg \delta^{-O(1)} \tau(d) \), we have that the sequence in \((5.5)\) is \( \delta \)-equidistributed
w.r.t. the measure carried by

\[
(t + i \frac{l^2}{b_{N''}^2 + \epsilon_4^2} - \frac{2 \arccot \left( \frac{b_{N'}}{\epsilon_4} \right)}{2 arccot \left( \frac{b_{N'}}{\epsilon_4} \right)} \quad t \in [0, 1].
\]

One can proceed in the same way for the restriction of \( s_n \), obtaining
that it is \( \delta \)-equidistributed w.r.t. the measure carried by

\[
(t + i \frac{l^2}{b_{N''}^2 + \epsilon_4^2} - \frac{2 \arccot \left( \frac{b_{N''}}{\epsilon_4} \right)}{2 arccot \left( \frac{b_{N''}}{\epsilon_4} \right)} \quad t \in [0, 1].
\]

But, since both \( N' \) and \( N'' \) are in \( J \) we have that both measures are
similar, and then \( s_n, n \in J \) is \( \delta \)-equidistributed w.r.t. \( \mu \).

As a corollary of Theorem \([4.11]\) and Proposition \([5.1]\) we obtain

**Theorem 5.2** (Effective equidistribution). Let \( \xi \in X \) fixed. Let \( 0 < \delta < 1/2, N > 1 \) and \( s > 0 \). There exists a positive integer \( j < \delta^{-O(1)} \)
such that the sequence \( \xi h(s)^n \), with \( n \) is any subinterval of \( n \leq N \)
of length \( N/j \), is \( \delta \)-equidistributed w.r.t. an algebraic measure on \( X \),
unless \((sN)^{1/5} s^{-1} < \delta^{-O(1)} \).

**Remarks.** (a) As shown in the proofs of this section, in the quanti-
tative setting the discrete algebraic measures are much more com-
plex than non-discrete algebraic ones. Therefore, to be near to a non-
discrete algebraic measure is a condition that is much stronger than to
be near to a general algebraic measure.
(b) This result gives control over pieces of orbits of the discrete horocycle flow for \( s \) not very large. It is possible to show that this control fails for \( s > N^{3+\epsilon} \); in fact, taking \( x = 0, y = q^{-2}, s = Aq^{-2} \) and \( W^{-1} = A^{-2}q^{-3} \) for \( A,q \) natural numbers, \( q < N^\epsilon, A > N^{3+\epsilon} \) we have that \( gh(s)^n \) is very near to the periodic sequence

\[
n^2 / q^2 + i \equiv n \mod q.
\]

One can show that for certain \( q \)'s the measure carried by this sequence is not near to any algebraic measure. The same happens for Theorem 4.11. Perhaps both results remain true for \( s < N^{O(1)} \) by substituting algebraic measures by "polynomial algebraic measures" —and changing the conditions in the statement of Theorem 4.11—, meaning any measure carried by a periodic sequence \( \Gamma h(p(n)) a(y) \) with \( p \) a polynomial of degree \( O(1) \).

6. LARGE CLOSURE OF PRIME ORBITS

In this section we are going to deduce Theorem 1.1 from an upper bound for the sum

\[
\sum_{p < T} f(xu^p).
\]

In order to get such a bound we make use of sieve theory, in particular the following special case of a Selberg’s result (see [21, Theorem 6.4])

**Lemma 6.1** (Upper bound Sieve). Let \((a_n)_{n \leq T} \) a sequence of non-negative numbers. For any \( d \in \mathbb{N} \) write

\[
\sum_{n \leq T \atop n \equiv 0 \mod d} a_n = \frac{1}{d} A + r_d.
\]

Then, for any \( 1 < D < T \) we have

\[
\sum_{\sqrt{T} < p \leq T} a_p \leq \frac{A}{\log \sqrt{D}} + \sum_{d < D} \tau_3(d) |r_d|,
\]

with \( \tau_3(d) = \sum_{d_1, d_2, d_3 = d} 1 \).

So the task now is reduced to have tight control over the sums

\[
\sum_{m \leq T/d} f(x(u^d)^m)
\]

for most of the \( d \)'s in a range \( 1 \leq d \leq D \) with \( D \) as big as possible. This can be handled by the Theorem 4.11 whenever \( D < T^{1/5} \). The precise result that follows is
Theorem 6.2. Let $\xi \in X$ with $\alpha$ irrational, $f \geq 0$ and $s > 0$. Then
\begin{equation}
\mathbb{E}_{p<T} f(\xi h(s)^p) \leq 10 \int_X f \, d\mu_G + o_T(1) \|f\|_{Lip}.
\end{equation}

Proof. Let $\|f\|_{Lip} = 1$. Let us begin by dealing with the case in which the conditions in Lemma 2.9 (i) are satisfied for $\xi$, $s$, $N = T$ and $\delta = (\log T)^{-A}$, $A$ a large constant. Take $q < \delta^{-O(1)}$ the smallest integer satisfying the conditions in the lemma. It is easy to check that $q$ has to go to infinity with $T$; moreover by Lemma 2.9 (ii) and the remarks after the lemma one sees that $\xi h(s)$ is at distance $\delta$ from a $q$-periodic sequence, with $q^2 | q [qT]_2^2 \ll q^3 < \delta^{-O(1)}$, when $n$ is restricted to any subinterval $J$ such that $|J| = \delta c T$ for some constant $c$. In this situation we can apply the Siegel-Walfisz theorem [9, page 133] for primes in arithmetic progressions to deduce that
\begin{equation}
\mathbb{E}_{p<T} f(\xi h(s)^p) = \mathbb{E}_{n<T, (n,q)=1} f(\xi h(s)^n) + O((\log T)^{-1}).
\end{equation}

Finally, the condition in Lemma 2.9 (i) cannot be satisfied changing $s$ by $sd$, $N$ by $N/d$ if we put $\delta^* = q^{-\epsilon}$ and $d < q^\epsilon$ for some small $\epsilon > 0$; then we can apply Theorem 4.11 to deduce that
\begin{equation}
\mathbb{E}_{n<T, n \equiv 0 \mod d} f(\xi h(s)^n) = \int f \, d\mu + O(q^{-\epsilon}),
\end{equation}

for any $d < q^\epsilon$, where $d\mu$ is the average of the algebraic measures appearing in the statement and then it is independent of $d$. Therefore, using the identity $1_{m=1} = \sum_{d|m} \mu(d)$ and (6.2) for $d < q^\epsilon$ we have
\begin{equation*}
\mathbb{E}_{n<T, (n,q)=1} f(\xi h(s)^n) = \mathbb{E}_{n<T} f(\xi h(s)^n) + O(\tau(q) q^{-\epsilon})
\end{equation*}

and then the result follows from Corollary 4.12.

Now let us suppose that the conditions in Lemma 2.9 are not satisfied. Then, applying Theorem 4.11 we have
\begin{equation*}
\mathbb{E}_{n<T} f(\xi h(s)^n) = \int f \, d\mu + O((\log T)^{-A}).
\end{equation*}

with $\mu$ the average of the algebraic measures there. Let us suppose that for any $D \leq D_0 = T^{1/5}$ and for any $d$ in $D < d < 2D$ but at most $O(\delta D)$ exceptions, the conditions in Lemma 2.9 are not satisfied changing $s$ by $sd$ and $N$ by $N/d$. For any of the non-exceptional $d$ we have (again by Theorem 4.11)
\begin{equation*}
\mathbb{E}_{n<T, n \equiv 0 \mod d} f(\xi h(s)^n) = \int f \, d\mu + O((\log T)^{-A}).
\end{equation*}

Therefore, applying Lemma 6.1 we get
\begin{equation*}
\mathbb{E}_{p<T} f(\xi h(s)^p) \leq 10 \mathbb{E}_{n<T} f(\xi h(s)^n) + O((\log T)^{O(1)-A})
\end{equation*}
and we are done by Corollary 4.12. So, we have finished unless
\[ \|dq_d^s \| = D\tau_d^{O(1)}d^{O(1)}T^{-1}, \quad \| dq_d^s R_d \| = D\tau_d^{O(1)}d^{O(1)}(sT^2)^{-1} \]
for more than \( \delta D \) \( d \)'s in \( D < d < 2D \) for some \( D \), where \( R_d = R(\gamma_d g_0) \), \( \alpha_d = \alpha(\gamma_d g_0) \), \( \Gamma g_0 = \xi \), \( q_d \ll \tau_d^{O(1)}d^{O(1)} \), and \( \tau_d = \tau(\widetilde{(q_d)}_2) \). Let us see that this cannot be true for any \( D < T^{1-\epsilon} \), \( \epsilon > 0 \).

Let us assume it is true. We know that \( \tau_d < L \leq Do^{(1)} \). Then we can split \( [1, L] \) into at most \( O(\log \log L) \) intervals of the shape \( [t, 2t^2] \), and there will be at least \( \delta D (\log \log L)^{-1} \gg \delta^2 D \) \( d \)'s with \( \tau_d \) in one of them; let us consider just those \( d \)'s; for any of them we have \( \tau_* \leq \tau_d \leq \tau_*^2 \) for some fixed \( \tau_* < L \).

This implies that \( \gamma_d = \gamma \) and \( q_d = q \) for a set \( A \) of more than \( D/M \) \( d \)'s, with \( M = \tau_*^{O(1)}d^{-O(1)} \). So for them
\[ \| dq_d^s \| = DMT^{-1} \quad \| dq_d^s R_d \| = DM(sT^2)^{-1}, \]
and then effective equidistribution in the torus (see Lemma 3.2 in [13]) implies that
\[ (6.3) \quad \| hq_d^s R_d \| < MT^{-1} \]
for some \( h < M \). We can assume \( h \) is coprime to \( [hq_d^s/R] \). Now, since \( M^{-2} < DMT^{-1} \) it is easy to check that \( h \mid d \) for any \( d \in A \). But then \( d = \lambda h \), we have \( [dq_d^s/R] = \lambda[hq_d^s/R] \) and
\[ \| \lambda[hq_d^s/R] \alpha \| < DM(sT^2)^{-1} \]
for more than \( D/M \) \( \lambda \)'s with \( \lambda \ll D \), which again by effective equidistribution in the torus gives
\[ \| j[hq_d^s/R] \alpha \| < M(sT^2)^{-1} \]
for some \( j < M \). Now \( j[hq_d^s/R] = [jhq_d^s/R] \) by (6.3), so choosing \( q_* = jq < M \) we have
\[ (6.4) \quad \| q_*^s R_d \| = MT^{-1} \quad \| q_*^s R_d \alpha \| = M(sT^2)^{-1}. \]
Now, it is easy to check that for any \( d \in A \) we have
\[ \frac{[dq_d^s R_d] \alpha}{[dq_d^s R_d]} = \frac{[q_*^s R_d] \alpha}{[q_*^s R_d]}, \]
which implies that \( \widetilde{(q_d)}_2 = k \leq [q_*^s R_d] \ll q_* \). Since \( \tau_* < \tau(k) < \tau_*^2 \) we arrive at
\[ k \ll q_* < \tau_*^{O(1)}d^{-O(1)} < \tau(k)^{O(1)}d^{-O(1)} \]
so \( k < \delta^{-O(1)} \) and then \( \tau_* < \delta^{-O(1)} \). But then (6.4) means that the conditions in Lemma 2.9 are satisfied for the original sequence, which is a contradiction. \( \square \)

Remark: Theorem 4.11 was not strictly necessary to prove this result (and then Theorem 1.1); one could proceed in a more direct way, taking advantage of the extra average in \( d \) in Lemma 6.1. Anyway, it seems difficult to get a much better level in Lemma 6.1 that way. We did not do it that way because we think Theorem 4.11 is interesting by itself.

Finally, let us see that Theorem 1.1 follows from Theorem 6.2. Let \( x \in X \) generic, and \( \nu_x \) an accumulation point for the sequence \( (\pi_{x,N})_N \) in \( C^*(X^*) \), where \( X^* \) is the one-point compactification of \( X \). Take \( f \in C^*(X^*) \), \( f \geq 0 \). By approximation, we can assume that \( f \) has finite Lipschitz norm in \( X \), so that Theorem 6.2 gives

\[
\int_X f \, d\nu_x \leq 10 \int_X f \, d\mu_G,
\]

and we are done.

7. Density of the Hecke orbit

In this section we are going to prove a stronger result (Theorem 1.3) for the special orbit \( H_N h(p), p \leq N \), from which we can deduce in particular that it becomes dense in \( X \) when \( N \to \infty \). This will be possible because we can get a good level of distribution for linear sums, and above all because we can handle bilinear sums up to a considerable level. We input those bounds into the following special case of a sieve result from [10].

Lemma 7.1 (Asymptotic sieve). Let \( \{a_n\}_{n \in \mathbb{N}} \) be a sequence of non-negative numbers such that \( a_n \ll \tau(n) \) and \( a_n = A + c_n \) for some constant \( A \geq 0 \) and a sequence \( c_n \) satisfying the “Type I condition of level \( \alpha \)”

\[
E_{D < d < 2D} |E_{n \leq x/d} c_{dn}| \ll (\log x)^{-3}
\]

for any \( D < x^{\alpha - \epsilon} \) and also the “Type II condition of level \( \gamma \)”

\[
E_{D < d_1, d_2 < 2D} |E_{n \leq \min(x/d_1, x/d_2)} c_{d_1 n} c_{d_2 n}| \ll (\log x)^{-22},
\]

for any \( D \) with \( x^{(\log \log x)^{-3}} \leq D \leq x^{\gamma - \epsilon} \), for any fixed \( \epsilon > 0 \). Then we have

\[
|E_{p < x} a_p - A| \leq c(\alpha, \gamma) A + O(\epsilon),
\]

with \( c(\alpha, \gamma) \) an explicit decreasing function, such that \( c(1/2, 1/3) = 0 \), \( c(1/2, 1/5) < 4/5 \) and \( c(1/2, \gamma) = 1 \) for some \( \gamma \in (1/6, 1/5) \).
Moreover, in the summations we can assume that \( d \) is square free and \( d_1, d_2 \) are primes.

Now, we are going to check the Type I condition.

**Proposition 7.2** (Bound for Type I sums). Let \( f \) with \( \int_X f = 0 \). We have that

\[
\mathbb{E}_{D<d<2D} \mathbb{E}_n f(H_N h(dn)) \ll (\log N)^{-3} \| f \|_{\text{Lip}}
\]

for any \( D < N^{1/2-\theta-\epsilon} \), for any \( \epsilon > 0 \).

**Proof.** Let us assume \( \| f \|_{\text{Lip}} = 1 \), and suppose the result is false. Then, we have

\[
\mathbb{E}_{D<d<2D} \mathbb{E}_n f(\Gamma H_N h(dn)) \eta(Dn/N) \gg \delta
\]

for \( \delta = (\log N)^{-A} \), \( A \) a large constant, with \( \eta \in C_0^\infty(-2,2) \) with \( \| \eta^{(j)} \|_{L^\infty} \ll j^{-\delta^{-3}} \). We have the Iwasawa parametrization

\[
H_N h(dn) = h(dnN^{-1})a(N^{-1}),
\]

and then by the Fourier expansion \( f(h(x)a(y)) = \sum_m \tilde{f}(m,y)e(mx) \) and Poisson Summation we have

\[
\mathbb{E}_{D<d<2D} \sum_m |\tilde{f}(m,N^{-1})||\hat{\eta}(N/D \{ dm/N \})| \gg \delta
\]

so that from Proposition 3.1 we have

\[
\delta^{-O(1)} D^{-1} N^{-1/2+\theta_2} \sum_{j < \delta^{-1}DN} \tau(j)^2 |\tilde{\eta}(N/D \{ j/N \})| \gg 1
\]

which taking into account the decay of \( \tilde{\eta} \) gives a contradiction. \( \square \)

Let us go with the Type II condition

**Proposition 7.3** (Bound for Type II sums). Let \( f_1, f_2 \) be continuous functions in \( \Gamma \backslash G \) with \( \| f_1 \|_{\text{Lip}} = \| f_2 \|_{\text{Lip}} = 1 \) and \( \int_X f_1 = 0 \). Let \( N^{(\log \log N)^{-3}} < D < N^{(1-2\theta)/(5+2\theta)^{-\epsilon}} \) and \( D < d_1 < d_2 < 2D \), with \( d_1, d_2 \) primes. Then we have

\[
\mathbb{E}_{n \leq \min(N/d_1,N/d_2)} f_1(H_N h(d_1n)) f_2(H_N h(d_2n)) \ll (\log N)^{-2\theta}.
\]

**Proof.** As in (4.1) we can replace the Lipschitz norm by Sobolev norms and hence if the result is false, we have

\[
|\mathbb{E}_{n \leq N/D} f_1(H_N h(d_1n)) f_2(H_N h(d_2n)) \eta(Dn/N)| \gg \delta
\]

for \( \delta = (\log N)^{-A} \), \( A \) a large constant, with \( \eta \in C_0^\infty(0,1) \) with \( \| \eta^{(j)} \|_{L^\infty} \ll \delta^{-j} \) and \( \| Df_i \|_{L^\infty} \ll_{\text{ord}D} \delta^{-\text{ord}D} \). By the Fourier expansion of \( f_i \),
\[ f_i(h(x)a(y)) = \sum_m \tilde{f}_i(m, y)e(mx), \]

the bounds in Proposition 3.1. Poisson summation in \( n \) and integration by parts we have that either

\[
| \sum_{d_1 m_1 + d_2 m_2 = 0} \tilde{f}_1(m_1, N^{-1}) \tilde{f}_2(m_2, N^{-1}) | \gg \delta
\]

or

\[
| \sum_{d_1 m_1 + d_2 m_2 = k} \tilde{f}_1(m_1, N^{-1}) \tilde{f}_2(m_2, N^{-1}) | \gg \delta D^{-2}
\]

for some \( k \neq 0 \), \( k \ll \delta^{-O(1)}DN \). If the first possibility is true, we get

\[
| \sum_j \tilde{f}_1(d_1 j, N^{-1}) \tilde{f}_2(d_2 j, N^{-1}) | \gg \delta.
\]

But from Proposition 3.1 we have \( \tilde{f}_i(0, N^{-1}) \ll \delta^{-O(1)}N^{-1/2} \), and from the spectral expansion (3.29) of \( f_i \), the multiplicativity of Hecke eigenvalues (4.5) and Parseval (3.50) we have

\[
(7.5) \quad \sum_{j \neq 0} \tilde{f}_1(d_1 j, N^{-1}) \tilde{f}_2(d_2 j, N^{-1}) \ll (d_1 d_2)^{\theta - 1/2},
\]

which gives a contradiction.

Let us now assume that (7.4) is true. This is a shifted convolution sum, and we can proceed as in [3, 4]. We can translate it as

\[
| \int_0^1 f_1(h(d_1 x)a(\frac{1}{N}))f_2(h(d_2 x)a(\frac{1}{N}))e(-kx) \, dx | \gg \delta D^{-2},
\]

and further as

\[
| \int f_*(h(x)a(\frac{1}{DN}))e(-kx) \, dx | \gg \delta D^{-2},
\]

with \( f_* = f_{d_1}f_{d_2} \) and

\[
f_d(g) = f(a(d) g(a(D/d))).
\]

\( f_d \) is a \( \Gamma_0(d) \)–invariant function and since \( D/d \asymp 1 \) we have \( \|Df_d\|_{L^\infty} \ll \|Df\|_{L^\infty} \); thus, \( f_* \) can be seen as a function in \( \Gamma_0(d_1 d_2) \backslash G \) with Sobolev norms \( \|f_*\|_{W^j} \ll j (d_1 d_2)^{\frac{1}{2} + \epsilon} \delta^{-j} \). Therefore, from Proposition 3.1 we get the bound

\[
\tilde{f}_*(k, (DN)^{-1}) \ll \delta^{-O(1)}(DN)^{-\frac{1}{2} + \theta}(d_1 d_2)^{\frac{1}{2} + \epsilon}
\]

which gives a contradiction in our range for \( D \). \( \square \)

Now, assuming that \( \theta = 0 \), due to Propositions 7.2 and 7.3 we can apply Lemma 7.1 with \( \alpha = 1/2 \) and \( \gamma = 1/5 \) for \( a_n = f(\Gamma H_N h(n)) \), and then
**Theorem 7.4.** Assuming $\theta = 0$, for any non-negative $f$ we have

$$|\mathbb{E}_{p<N} f(H_N h(p)) - \int_X f \, d\mu_G| \leq \frac{4}{5} \int_X f \, d\mu_G + o(1)\|f\|_{\text{Lip}}$$

From this result we can deduce Theorem 1.3 as we did in the previous section with Theorem 1.1.

We end by discussing some improvements on the levels of distribution in Propositions 7.2 and 7.3. For the type I sums we will establish a level of $\frac{1}{2}$ matching what Proposition 7.2 gives with $\theta = 0$. For the type II sums, Proposition 7.3 with $\theta = \frac{7}{64}$ yields a level of $\frac{25}{167} = 0.1457...$. We establish a level of $\frac{3}{19} = 0.1578...$ which is a small improvement but still falls short of the magic number $c (\frac{1}{6} < c < \frac{1}{5})$ which would render Theorem 7.4 to be unconditional.

In what follows we assume that $f$ is orthogonal to the Eisenstein series, because for them we have $\theta = 0$; moreover, for simplicity let us consider $f$ $K$-invariant. The sums in Proposition 7.2 are (assuming we have a smooth sum, as we can)

$$I = \frac{1}{N} \sum_{d \leq D} | \sum_n \eta(Dn) f(H_N h(dn)) |.$$

We can also assume that $f$ is orthogonal to the space of Eisenstein series (because for them we know that $\theta = 0$), and the we can write the Fourier expansion

$$f(h(x)a(\frac{1}{N})) = \sum_k \tilde{f}(k, \frac{1}{N}) e(kx) = O(\delta) + \sum_k \tilde{f}(k, \frac{1}{N}) e(kx)$$

where the sum in $k$ is restricted to $|k| < \delta^{-O(1)}N$ and $(k, N) < \delta^{-O(1)}$. This is done by using the spectral expansion, the multiplicativity of $\lambda_\pi(k)$ and bounds for sums $\sum_k \lambda_\pi(k) \psi(k)$. Thus it is enough to bound

$$I_* = \frac{1}{N} \sum_{d \leq D} | \sum_k \tilde{f}(k, \frac{1}{N}) \sum_n \eta(Dn) e(\frac{dkn}{N}) |.$$

Applying Poisson Summation in $n$ yields

$$I_* \ll \frac{1}{D} \sum_{d \leq D} \sum_k \tilde{f}(k, N^{-1}) | | \eta(\frac{dk - \nu N}{D}) | | \ll \frac{1}{D} \sum_k c_k | \tilde{f}(k, \frac{1}{N}) |,$$

with $c_k$ the number of $d, t \ll D$ such that $dk \equiv t \text{ mod } N$. For $D \leq N^{\frac{1}{2} - \epsilon}$ which we assume is in force, one can check that for each $k$ as above $c_k \ll N^\epsilon$ as follows: if $t = 0$ there are no solutions for the congruence since $(k, N) < \delta^{-O(1)}$; otherwise, for any pair of solutions $(d_1, t_1)$ and $(d_2, t_2)$ we have that $d_1t_2 \equiv d_2t_1 \text{ mod } N$, so that $d_1t_2 = d_2t_1$. This
means that any solution is of the form \((d, t) = \lambda (d_*, t_*)\), for some \((d_*, t_*)\) fixed; moreover, \(\lambda\) must divide \(N\) and we are done. On the other hand, we have \(\sum_k c_k \ll \epsilon D^2 N^\epsilon\), so that \(\sum_k c_k^m \ll \epsilon, m D^2 N^\epsilon\).

From (3.15) and noting that \(q = 1\) we have
\[
|\tilde{f}(k, N^{-1})| \ll \epsilon \delta + N^{-\frac{1}{2} + \epsilon} \sum_{|t_j| \leq \delta^{-O(1)}} |\lambda_j(k)|
\]
and hence
\[
(7.7) \quad I_* \ll \epsilon + N^{-\frac{1}{2} + \epsilon} \frac{D}{\epsilon} \sum_j \sum_k c_k |\lambda_j(k)| \ll \epsilon \delta + \epsilon (\sum_j |\lambda_j(k)|^4)^{\frac{1}{4}}.
\]

It is known (see [24] and [26]) that for \(x \geq 1\),
\[
(7.8) \quad \sum |\lambda_j(k)|^4 \ll \epsilon \lambda_j^\epsilon x,
\]
hence
\[
(7.9) \quad I_* \ll \epsilon + \epsilon^{-O(1)} \frac{N^{-\frac{1}{2} + \epsilon}}{D} N^\frac{1}{4} D^\frac{3}{2} = \epsilon \delta^{-O(1)} N^{-\frac{1}{2} + \epsilon} D^\frac{3}{2}.
\]

This gives a level of distribution of \(1/2\) for these type I sums.

For the type II sums \(y^{-1} = ND\), \(q = D^2\) and we could try to use the improvement in Proposition 3.1 in the range \(\sqrt{q} y^{-\theta} > y^{-\frac{3}{4}}\), i.e. \(D(ND)^\theta > (ND)^{\frac{3}{4}}\) or \(D > N^{\frac{1-4\theta}{3+4\theta}}\). For \(\theta = 7/64\) this is \(D > N^{9/55}\). However \(9/55 > 29/167\) so that the improvement in this range does not give an improvement of the level \(29/167\). Instead we again exploit the average over \(k\) and again we use [26], for \(x \geq 1\)
\[
(7.10) \quad \sum_{|m| \leq x} |\lambda_j(m)|^8 \ll \epsilon (\lambda_j q)^\epsilon x.
\]

For \(d_1, d_2 \gg D\)
\[
(7.11) \quad II = \frac{D}{N} \sum_n \eta(N^{-1}) f_1(H_N h(d_1 n)) f_2(H_N h(d_2 n)) \quad = \frac{D}{N} \sum_n \eta(N^{-1}) f_*(n, \frac{1}{ND})
\]
\[
\ll D^{-\epsilon} + \sum_{|k| \leq ND^{1+O(\epsilon)}} \tilde{f}_*(k, (ND)^{-1}) \sum_{|\nu| \leq D^{1+\epsilon}} \tilde{\eta}(\frac{k - \nu N}{D})
\]
\[
\ll D^{-\epsilon} + \sum_{|t|, |\nu| \leq D^{1+O(\epsilon)}} |\tilde{f}_*(t + \nu N, (ND)^{-1})|.
\]
From (3.15) with $|k| \ll ND^{1+\epsilon}$ and for $k = 0$ due to (7.5) we have that

$$|\tilde{f}_\ast(k, (ND)^{-1})| \ll D^{-\epsilon} + \frac{(ND)^{-\frac{1}{2}}}{\sqrt{q}} \sum_{|t_j| \ll D^{O(\epsilon)}} |\lambda_j(k)||\langle f_\ast, \phi_j \rangle|.$$ 

Hence

(7.12)

$$\sum_{|t, \nu| \leq D^{1+\epsilon}} |\tilde{f}_\ast(t+\nu N, (ND)^{-1})| \leq \frac{(ND)^{-\frac{1}{2}}}{\sqrt{q}} \sum_{|t_j| \ll D^\epsilon} \sum_{|t, \nu| \leq D^{1+\epsilon}} |\langle f_\ast, \phi_j \rangle| \sum_{|t_j| \ll D^\epsilon} \lambda_j(t+\nu N)|.$$ 

The inner sum may be estimated by Holder,

$$\sum_{|t, \nu| \leq D^{1+\epsilon}} |\lambda_j(t+\nu N)| \leq \left( \sum_{|m| \leq ND^{1+\epsilon}} |\lambda_j(m)|^8 \right)^{\frac{1}{8}} (D^{2+2\epsilon})^{\frac{7}{8}} \sum_{|t, \nu| \leq D^{1+\epsilon}} |\lambda_j(t+\nu N)|.$$ 

which by (7.10) is

(7.13)

$$\ll \lambda_j^\epsilon(ND)^{\frac{1}{2}} D^\frac{7}{8} D^{O(\epsilon)}.$$ 

Substituting this into (7.12) gives (recall that $q = D^2$)

(7.14)

$$II \ll D^{-\epsilon} + \frac{(ND)^{-\frac{1}{2}+\epsilon}}{\sqrt{q}} (ND)^\frac{1}{2} D^\frac{7}{8} \left( \sum_{|t_j| \ll D^\epsilon} |\langle f_\ast, \phi_j \rangle|^2 \right)^{\frac{1}{2}} q^{\frac{1}{2}}$$

$$\ll D^{-\epsilon} + (ND)^{-\frac{1}{2}} (ND)^{\frac{1}{2}} D^\frac{7}{8} (D^2)^{\frac{1}{2}} N^{O(\epsilon)} = D^{-\epsilon} + N^{-\frac{3}{8}} D^{19} N^{O(\epsilon)}.$$ 

This gives a level of distribution of $3/19$ for the type II sums.
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