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Feynman periods are Feynman integrals that do not depend on external kinematics. Their computation, which is necessary for many applications of quantum field theory, is greatly facilitated by graphical functions or the equivalent conformal four-point integrals. We describe a set of transformation rules that act on such functions and allow their recursive computation in arbitrary even dimensions. As a concrete example we compute all subdivergence-free Feynman periods in $\phi^3$ theory up to six loops and 561 of 607 Feynman periods at seven loops analytically. Our results support the conjectured existence of a coaction structure in quantum field theory and suggest that $\phi^3$ and $\phi^4$ theory share the same number content.
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1. Introduction

1.1. Feynman periods

Feynman graphs and the associated integrals are both fascinating mathematical objects and necessary ingredients for many computations in quantum field theory (QFT).

The primary subject of this article are special Feynman integrals that only depend trivially on external kinematics: Feynman periods. Feynman periods are equivalent to Feynman integrals of massless two-point functions also called single-scale or $p$-integrals. We will give explicit definitions of Feynman periods in Sections 2.1, 2.2 and 2.4 in momentum, parametric and in position-space.
Many types of computations in perturbative QFT can be performed by evaluating Feynman periods. Among them is the computation of renormalization group functions [1], the expansion by region method to evaluate Feynman integrals in kinematic limits [2] and many instances of the general operator product expansion [3]. Many further applications rely on Feynman period computations as an ingredient. For instance, the differential equation method [4, 5] requires the computation of a boundary value that can be chosen to be a Feynman period.

A new and surprising application of Feynman periods in pure mathematics is the detection of non-vanishing homology classes in the commutative graph complex [6] which itself allows the identification of classes in the highest non-zero weight-graded piece of the cohomology of $\mathcal{M}_g$, the moduli space of curves of genus $g$ [7]. We will comment on this new application in Section 3.9.

1.2. Graphical functions and conformal four-point integrals

The secondary subject of this article are graphical functions or, equivalently, conformal four-point integrals (see Section 3.10 for an explanation of this equivalence). We will introduce these functions as a tool to perform Feynman period computations in arbitrary even dimensions $\geq 4$. The necessary mathematical background has been developed by the authors in [8] and previously by the second author in [9, 10]. Our methods also apply in the more general realm of dimensionally regularized Feynman integrals where also divergent Feynman periods can be computed (see [10, 11] for details). In this article, however, we will focus on the finite and even dimensional case.

Graphical functions constitute a natural generalization of Feynman periods by allowing a minimal dependence on external kinematics. These functions are massless three-point Feynman integrals up to a scale factor, which are parameterized to be functions on the complex plane. We describe this parameterization together with the basic theory of graphical functions in Section 2.3. The theory of graphical functions combines the rich structure of Feynman integrals with tools from complex analysis. The structure of Feynman periods strongly constrains the space of graphical functions. The efficacy of the graphical function method comes from these constraints.

At the heart of the graphical function method is a set of transformation rules. These rules modify the underlying graph while performing a corresponding analytic operation on the associated graphical function while keeping the correspondence between graph and function intact. These transformation rules allow one to increase the complexity of the original graph quite drastically and analytic expressions for a large number of graphs can be computed in this recursive manner, in the spirit of [12]. We will describe the most important transformation rules in Sections 3 where we also provide many examples of their applications.

The transformation rules have been proved in [8] by exploiting the constraints that the graphical functions must fulfill. These constraints also suggest a relation to the bootstrap
and integrability approach where Feynman integrals are computed using constraints from hidden symmetries (see, e.g. [13, 14, 15, 16, 17, 18]). Our methods, however, just rely on inherent structures of Feynman integrals with their properties as functions on $\mathbb{C}$ and do not exploit any hidden symmetries. Still, graphical functions complement and leverage results that have been obtained by integrability and other methods. For instance, fishnet graphs, which all come with explicit analytic expressions thanks to an impressive achievement of the integrability approach [16, 18], can serve as nontrivial starting points for the transformation rules (see Section 3.17). Each fishnet graph gives rise to an infinite family of conformal four-point integrals and, equivalently, graphical functions all of which can be computed explicitly. The transformation rules also generalize known properties of conformal four-point integrals. For instance, they incorporate the magic identities from [19] and they directly generate known families of Feynman integrals such as the ladder graphs [20].

In the context of Feynman periods, these functions have been instrumental for the proof of the zig-zag conjecture [21, 22], for which recently an alternative, integrability based proof was found [23].

All this indicates that there is huge potential in further synthesis of the integrability and our complex analysis and single-valuedness based methods which still remains to be exploited for Feynman integral computations.

1.3. Number-theoretical content of QFT

The application of Feynman period computations that shall serve as the guiding motivation in this article is the study of the number-theoretical content of QFT.

Feynman periods are periods in the sense of Kontsevich and Zagier [24]. They are a family of real numbers that include all rational and algebraic numbers, but only certain transcendental numbers. For instance, $\pi$, $\log 2$ and integer values of the Riemann-$\zeta$ function are periods. Periods play a critical role in many parts of mathematics and from this perspective, it is natural to ask which subset of periods appears in QFTs.

By the number theoretical content of a QFT, we mean the set of numbers to which the renormalization group independent part of the Feynman graphs in the theory evaluate. Equivalently, we take this set to be the numbers that appear as the $\frac{1}{\epsilon}$ residue of all logarithmically divergent subdivergence-free Feynman integrals in the respective dimensionally regularized theory.

Questions on the number theoretical content of QFT have been raised already quite some time ago (see e.g. [21]). Since then many theoretical developments on Feynman integrals went hand in hand with better understanding of the underlying number theory. A recent example for this interaction is the conjectured coaction principle which implies that Feynman integrals are heavily constrained by a rather mysterious number theoretical symmetry [25, 10]. A hypothetical coaction defined on Feynman integrals should reduce to a coaction which is related to the Goncharov–Brown coaction [26, 27, 28, 29] when restricted to polylogarithmically valued Feynman integrals [28, 25]. Even more recently
this coaction has also been conjectured to be realizable diagrammatically on the level of Feynman graphs [30].

In this article we gather further data which support the Feynman period version of the coaction conjecture. To do so, we tap a new and highly resourceful data-source: scalar $\phi^3$ theory in six dimensions. Preceding studies on the transcendental number content of quantum field theories at higher loop order have been conducted in scalar $\phi^4$ theory [21, 31, 32, 27] and to a limited extend in QED [33, 34]. Looking at the number content of $\phi^3$ theory is a natural extension of these studies. An advantage of $\phi^3$ theory is that it contains comparatively many Feynman graphs and therefore many more examples to test a coaction principle: The number of subdivergence-free 1PI $4$-point diagrams in $\phi^4$ theory is $e^{-15/4} (2/3)^{n+2} (n+2)!/\sqrt{2\pi}$ for large loop order $n$ whereas $\phi^3$ theory has $e^{-10/3} (3/2)^{n+1} (n+1)!/\pi$ subdivergence-free 1PI 3-point diagrams at $n$ loops for $n \to \infty$ [35]. The dominating exponential factor of $\approx (9/4)^n$ between both asymptotic numbers illustrates the increased difficulty of $\phi^3$ theory computations. For instance, there are only 11 different $\phi^4$ period graphs at 7 loops [32], whereas there are 607 such $\phi^3$ graphs at the same loop order. Moreover, $\phi^3$ theory is an obvious intermediate step before the exploration of Gauge theories such as QCD or Yang–Mills theories.

Explicitly, we will compute all finite Feynman periods that contribute to $\phi^3$ theory in six-dimensional spacetime up to 6 loops and 561 of 607 Feynman periods at 7 loops analytically.

1.4. Comparison to traditional methods of Feynman period evaluation

The traditional method of computing Feynman periods (i.e. massless propagators) involves a IBP-reduction step and the evaluation of the reduced master integrals. This approach has been put forward in [36], made more systematic in [37] and has been applied in similar style for numerous computations since then. In the IBP-reduction step the Feynman periods of interest are expressed in terms of a basis of master integrals. Although this reduction is essentially a linear algebra problem, it is still computationally demanding. It constitutes the bottleneck for many desirable computations that involve Feynman integrals.

Even though it has been noticed early in the 1980’s that all Feynman periods up to three-loop-level can be evaluated in integer dimension [38], it was only proven in the late 2000’s by introducing the concept of linear reducibility that all Feynman periods up to four loops evaluate to Laurent expansions with multiple zeta values as coefficients and that all Feynman periods at five loops evaluate to Laurent expansions with multiple zeta values ramified at 6-th roots of unity [39, 40]. The complete set of master integrals at four-loop level was given in [41, 42]. At least in principle all Feynman integrals with up to five loops became accessible with the implementation of Brown’s algorithm [39, 40] as HyperInt [43]. The five-loop master integrals have been computed in [44, 45].

The main difference of the graphical function method from the traditional one is that it aims to work with combinatorial features of the underlying graphs as long as possible before
resorting to any heavy analytic machinery. The reduction to master integrals is replaced by a *combinatorial* reduction of the Feynman periods. This combinatorial reduction is more powerful than the traditional IBP-reduction, as it reduces to a set of small *kernel* graphs whose number is usually much smaller than the number of master integrals. The reason for this is that, effectively, the combinatorial reduction makes use of many more identities than just the IBP identity. As a consequence the graphical function method can rather quickly deal with quite huge amounts of graphs. Moreover, the combinatorial reduction allows the computation of comparatively large graphs, where tools like *HyperInt* would hopelessly fail. Furthermore the graphical function methods unifies and extends many known techniques to evaluate and relate period integrals into one framework. Examples are the *cut-and-glue* identity [46, 36, 41] and the magic identities from [19].

Even though the graphical function method can deal with divergent (but properly dimensionally regularized) Feynman periods and higher orders in the associated $\epsilon$ expansion (see, e.g., [10, 47, 11]), we will focus on finite Feynman periods in this paper. All tools described in Sections 2 and 3 apply almost verbatim to (divergent) dimensionally regularized Feynman integrals.

All methods described in this paper apply to Feynman periods in any even dimension $\geq 4$ and in any scalar QFT. In fact, they can be used to calculate the Feynman periods associated to graphs that are rather exotic from the perspective of QFT (e.g. for the previously mentioned application to topology [6]). For concreteness, we will focus on periods that appear in six-dimensional $\phi^3$ theory in the last part of the paper (Sections 4 and 5), where we will present some explicit computations.

### 1.5. Six-dimensional $\phi^3$ theory

Our calculations of Feynman periods in $\phi^3$ theory were performed using a tailor-made C++ program by the first author that feeds information into *HyperlogProcedures* [48] by the second author. The details of our approach are described in Section 5. The results comprise Feynman periods in $\phi^3$ theory up to nine loops which have been included into the new release of the *HyperlogProcedures Maple*\(^1\) package. A list of known Feynman periods in $\phi^3$ theory up to seven loops can be found in Appendix A. This list is also available in machine readable form in the ancillary files to the arXiv version of this article. Up to eight loops all periods which could be calculated can be expressed in terms of the numbers $Q_\bullet$ which were identified in $\phi^4$ theory [32, 27]. These numbers are listed in Tables 1 and 2. We found the number $Q_{12,4}$ in various 8 loop $\phi^3$ periods, see [48] (note that periods of $\leq 7$ loops conjecturally have weights $\leq 11$, see Conjecture 1). The number $Q_{12,5}$, which is conjectured in $\phi^4$ theory at 10 loops, is absent in our (incomplete) $\phi^3$ theory data. At nine loops only a few $\phi^3$ periods were calculated. All of these are multiple zeta values (MZVs),

\(^1\)Maple is a trademark of Waterloo Maple Inc.
| $\ell$ | wt | number | value       |
|-------|----|--------|------------|
| 1     | 0  | $Q_0 = 1$ | 1          |
| 3     | 3  | $Q_3 = \zeta(3)$ | 1.202 056 903 159 |
| 4     | 5  | $Q_5 = \zeta(5)$ | 1.036 927 755 143 |
| 5     | 7  | $Q_7 = \zeta(7)$ | 1.008 349 277 381 |
| 6     | 8  | $Q_8 = N_{3,5}$ | 0.070 183 206 556 |
|       | 9  | $Q_9 = \zeta(9)$ | 1.002 008 392 826 |
| 7     | 10 | $Q_{10} = N_{3,7}$ | 0.090 897 338 299 |
| 11    |    | $Q_{11,1} = \zeta(11)$ | 1.000 494 188 604 |
|       |    | $Q_{11,2} = -\zeta(3,5,3) + \zeta(3)\zeta(5,3)$ | 0.042 696 696 025 |
| 8     | 12 | $Q_{12,1} = N_{3,9}$ | 0.096 506 102 637 |
|       |    | $Q_{12,2} = N_{5,7}$ | 0.020 460 547 937 |
|       |    | $Q_{12,3} = \pi^{12}/10!$ | 0.254 703 808 841 |
|       |    | $Q_{12,4}$ | -371 077.332 598 |
|       |    | $Q_{12,5}$ | 194 862.842 178 |
| 13    |    | $Q_{13,1} = \zeta(13)$ | 1.000 122 713 347 |
|       |    | $Q_{13,2} = -\zeta(5,3,5) + 11\zeta(5)\zeta(5,3) + 5\zeta(5)\zeta(8)$ | 5.635 097 688 692 |
|       |    | $Q_{13,3} = -\zeta(3,7,3) + \zeta(3)\zeta(7,3) + 12\zeta(5)\zeta(5,3) + 6\zeta(5)\zeta(8)$ | 6.725 631 947 085 |

Table 1: List of known $\phi^3$ and $\phi^4$ transcendentals up to weight 13.
\begin{align*}
\ell & \quad \text{wt} & \quad \text{base} \\
6 & \quad 8 & N_{3,5} = \frac{27}{80} \zeta(5,3) + \frac{45}{64} \zeta(5) \zeta(3) - \frac{263}{320} \zeta(8) \\
7 & \quad 10 & N_{3,7} = \frac{423}{3584} \zeta(7,3) + \frac{189}{256} \zeta(7) \zeta(3) + \frac{639}{3584} \zeta(5)^2 - \frac{7137}{1108} \zeta(10) \\
8 & \quad 12 & N_{3,9} = \frac{27}{512} \zeta(4,4,2,2) + \frac{55}{1024} \zeta(9,3) + \frac{231}{256} \zeta(9) \zeta(3) + \frac{447}{256} \zeta(7) \zeta(5) - \frac{9}{512} \zeta(3)^4 \\
& & - \frac{27}{128} \zeta(7,3) \zeta(2) - \frac{180}{1792} \zeta(7) \zeta(3) \zeta(2) - \frac{1260}{1792} \zeta(5)^2 \zeta(2) + \frac{180}{1792} \zeta(5,3) \zeta(4) \\
& & + \frac{45}{512} \zeta(5) \zeta(3) \zeta(4) + \frac{9}{64} \zeta(3)^2 \zeta(6) - \frac{7322453}{5660872} \zeta(12) \\
N_{5,7} & = -\frac{81}{512} \zeta(4,4,2,2) + \frac{19}{1024} \zeta(9,3) - \frac{477}{1024} \zeta(9) \zeta(3) - \frac{4449}{1024} \zeta(7) \zeta(5) - \frac{27}{512} \zeta(3)^4 \\
& & + \frac{81}{256} \zeta(7,3) \zeta(2) + \frac{567}{128} \zeta(7) \zeta(3) \zeta(2) + \frac{3807}{128} \zeta(5)^2 \zeta(2) - \frac{567}{512} \zeta(5,3) \zeta(4) \\
& & - \frac{2835}{512} \zeta(5) \zeta(3) \zeta(4) - \frac{27}{64} \zeta(3)^2 \zeta(6) + \frac{3155095}{5660872} \zeta(12) \\
\pi^{12}/10! & = \frac{45045}{176896} \zeta(12)
\end{align*}

Table 2: Conversions of the expressions in Table 1 into MZVs or Euler sums, see [32]. The numbers $Q_{12,4}$ and $Q_{12,5}$ were defined in [27]. They are given in terms of the motivic $f$-alphabet for Euler sums that is used in HyperlogProcedures [48].
i.e. rational linear combinations of
\[ \zeta(n_d, \ldots, n_2, n_1) = \sum_{k_d > \cdots > k_1 \geq 1} \frac{1}{k_d^{n_d} \cdots k_2^{n_2} k_1^{n_1}} \quad \text{with} \quad n_d \geq 2. \]

The weight of \( \zeta(n_d, \ldots, n_2, n_1) \) is \( n_d + \cdots + n_2 + n_1 \). The weight is conjectured (proved in the motivic setup) to be a grading on MZVs.

Our results are compatible with the following conjecture.

**Conjecture 1.**

1. The number content of six-dimensional \( \phi^3 \) periods is a subset of, and possible equal to, the number content of four-dimensional \( \phi^4 \) periods.

2. The motivic Galois coaction closes on \( \phi^3 \) periods,

\[ \Delta: P^m_{\phi^3} \longrightarrow P^{br} \otimes P^m_{\phi^3}. \]

3. The motivic Galois coaction is consistent with the loop-grading, i.e. the non-trivial part of the Galois coaction \( \Delta' \) is provided by periods of lower loops.

\[ \Delta': P^m_{\phi^3, \leq n} \longrightarrow P^{br} \otimes P^m_{\phi^3, \leq n-1}, \]

where \( P_{\phi^3, \leq n} \) is the \( \mathbb{Q} \) vector space of motivic \( \phi^3 \) periods at \( \leq n \) loops.

4. The maximum weight in \( P^m_{\phi^3, \leq n} \) is \( 2n - 3 \).

The first statement of the conjecture supports the picture of the existence of a universal number content in all QFTs associated to the cosmic Galois group. The second statement is the coaction conjecture [27]. The third statement implies the second statement. It is stronger than the respective conjecture in four-dimensional \( \phi^4 \) theory where one has to generalize the right hand side of the tensor product to all (not only \( \phi^4 \)) log-divergent periods in four dimensions [27]. Our data is compatible with the stronger statement. But the analogy to \( \phi^4 \) theory indicates that a period might appear at higher loop order that only fulfills the weaker statement.

The \( \phi^4 \) theory analogue of the fourth statement is easy to prove. The \( \phi^3 \) theory result is much more obscure, as one might expect a much higher weight from a naive analysis of the associated integrals (for a more detailed discussion see [8, Conjecture 46]).

The main difference between \( \phi^3 \) and \( \phi^4 \) periods is weight mixing (i.e. numbers of different weights appear in a \( \mathbb{Q} \)-linear combination within the same period). The mixing of weights in \( \phi^4 \) periods is severely constrained [27], whereas in \( \phi^3 \) periods the weights mix much more freely. Within the period of a single \( n \)-loop \( \phi^3 \) graph all weights from 0 to \( 2n - 3 \) may mix. In this context \( \phi^3 \) theory behaves more generically than \( \phi^4 \) theory.
To facilitate the search for a diagrammatic coaction formula for Feynman integrals and periods, i.e. an explicit formula for $\Delta$ in Conjecture 1, we included diagrammatic representations for the graphs in the period list in Appendix A. Such a coaction formula would likely provide the key to the proof of Conjecture 1 and related conjectures. Moreover, an explicit coaction formula might give rise to new powerful analytic evaluation techniques for Feynman periods and integrals — for instance along the lines of [49].

1.6. The $\phi^3$ theory Hepp bound is not a perfect invariant

In integer dimensions, the Hepp bound is a rational number associated to a graph [50]. It can be seen as a certain tropicalization of the Feynman period. The Hepp bound fulfills similar combinatorial identities as the period and in $\phi^4$ theory Panzer conjectured that the Hepp bound is a complete invariant with respect to the period of the associated graph [50, Conjecture 1.2]. This means that two $\phi^4$ graphs evaluate to the same period if and only if they have the same Hepp bound.

In $\phi^3$ theory we observe that equality of the Hepp bound does not imply equality of periods. The smallest counter example appears at 5 loops. The period completed graphs (in the numbering of the table in Appendix A)

$$G^*_{5,5} = \quad G^*_{5,9} = \quad G^*_{5,13} =$$

have different periods,

$$P_{5,5} = P_{5,13} = -3\zeta(3)^2 + 4\zeta(3) = 0.473405 \cdots$$
$$P_{5,9} = \frac{147}{16}\zeta(7) - 5\zeta(5) - 3\zeta(3) = 0.473400 \cdots$$

and the same Hepp bound\(^2\),

$$H_{5,5} = H_{5,9} = H_{5,13} = \frac{59607}{8},$$

where $H_{\ell,n}$ was computed as defined in [50, eq. (1.5)]. The difference between the numerical values of the two periods is remarkably small.

The table of $\phi^3$ periods in the ancillary material also includes the Hepp bound for each Feynman period (see Appendix A).

2. Feynman periods and graphical functions

2.1. Momentum-space Feynman periods

A massless Euclidean momentum space two-point Feynman integral in $D$-dimensional spacetime associated to a graph $\tilde{G}$ with edges $\tilde{E}_G$ and a set of edge weights $\tilde{\nu} = (\tilde{\nu}_1, \ldots, \tilde{\nu}_{|\tilde{E}_G|})$

\(^2\)We thank Erik Panzer for sharing his Hepp bound computations in six-dimensional $\phi^3$ theory.
and total in- and outgoing momentum \( Q \in \mathbb{R}^D \) is given by

\[
\tilde{I}_G(Q) = \int \left( \prod_t \frac{\eta^D k_t}{\pi^2} \right) \prod_{e \in \mathcal{E}_G} \frac{1}{D^\nu_e},
\]

(1)

where we integrate over \( \mathbb{R}^D \) for each loop momentum \( k_t \). The factors \( D^\nu_e = q_e(k, Q)^{-2\nu_e} \) in the integrand are the (weighted) massless Euclidean momentum-space Feynman propagators with \( q_e(k, Q) \) being the total loop or external momentum flowing through the edge \( e \). Because the graph \( \tilde{G} \) only has two external legs and no internal masses, the (convergent) integral on the right hand side can only depend on a power of \( Q^2 \) by standard symmetry arguments.

The associated momentum-space Feynman period is the following quotient which is independent of \( Q \), as can easily be checked by dimensional analysis of (1):

\[
\tilde{P}_G = \frac{\tilde{I}_G(Q)}{(Q^2)^{-\tilde{\omega}_G}},
\]

(2)

where \( \tilde{\omega}_G = \sum_{e \in \mathcal{E}_G} \tilde{\nu}_e - \frac{D}{2} h_1(\tilde{G}) \) is the momentum-space superficial degree of divergence of \( \tilde{G} \) and \( h_1(\tilde{G}) \) is the loop number of \( \tilde{G} \).

### 2.2. Parametric representation of Feynman periods

To formulate the parametric representation (see, e.g. [39, 8]) of Feynman periods we define the graph \( \tilde{G}' \) as the graph obtained from \( \tilde{G} \) by connecting its two external legs to form a new edge \( e = |\mathcal{E}_G| + 1 \). We get

\[
\tilde{P}_G = \frac{\Gamma \left( \frac{D}{2} \right)}{\Gamma \left( \frac{D}{2} - \tilde{\omega}_G \right) \prod_{e \in \mathcal{E}_G} \Gamma(\tilde{\nu}_e)} \int_{x \geq 0} \prod_{e \in \mathcal{E}_G} \frac{x_{\tilde{\nu}_e}}{x_{|\mathcal{E}_G|+1}} \prod_{x_{|\mathcal{E}_G|+1}} \frac{dx_1 \cdots dx_{|\mathcal{E}_G|}}{x_1 \cdots x_{|\mathcal{E}_G|}},
\]

(3)

where \( \Psi_{\tilde{G}'} \) is the Kirchhoff-polynomial in the variables \( x_1, \ldots, x_{|\mathcal{E}_G|+1} \). It is given by

\[
\Psi_{\tilde{G}'} = \sum_{T \subset \tilde{G}' \notin T} \prod_{e \in T} x_e,
\]

(4)

where the sum is over all spanning trees of \( \tilde{G}' \).

The fact that many different propagator graphs can be closed to form the same graph \( G' \) is useful in many contexts. It is also known as the cut-and-glue identity [46, 36, 41].

The parametric representation connects the theory of Feynman periods to the theory of canonical invariant forms for graph complex computations [6].
As is often the case when studying a family of numbers, it is helpful to generalize to functions which have the numbers under inspection as certain special values. This way, tools from analysis can be applied. A particularly natural such generalization in the case of Feynman periods are graphical functions.

2.3. Graphical functions

We will briefly review the basics of the graphical function method. For details and proofs we refer to [8]. Graphical functions are specially parameterized Euclidean massless position-space Feynman integrals associated to graphs with three external vertices. For a graph \( G \) with external vertices \( x_a, x_b, x_c \) and a set of position-space edge weights \( \nu_1, \ldots, \nu_{|E_G|} \) such a Feynman integral reads

\[
I_G(x_a, x_b, x_c) = \int \left( \prod_{v \in V_G} \frac{d^D y_v}{\pi^{D/2}} \right) \prod_{e = \{v, w\} \in E_G} \frac{1}{\| y_v - y_w \|^{(D-2)\nu_e}},
\]

where we integrate over \( \mathbb{R}^D \) for each internal vertex in \( V_G \). The integrand is the product of the massless position space propagators. Each propagator is a power of the Euclidean distance between the two incident vertices of the associated edge. We identify the variable \( y_v \) with the respective external variable \( x_a, x_b \) or \( x_c \) if the incident vertex \( v \) is external.

In contrast to the momentum-space case, the position-space edge weights \( \nu_1, \ldots, \nu_{|E_G|} \) are additive: If the graph \( G \) has two parallel edges \( u, v \) with weights \( \nu_u \) and \( \nu_v \) both incident to the same pair of vertices, then we can replace these edges by a single edge with weight \( \nu_u + \nu_v \) (and vice versa).

The value of \( I_G(x_a, x_b, x_c) \) is invariant under Poincare transformations and scalings of the \( D \)-dimensional vectors \( x_a, x_b, x_c \). For an efficient parameterization that resolves these symmetries we identify the affine plane that is spanned by the three vectors \( x_a, x_b, x_c \in \mathbb{R}^D \) with the complex plane \( \mathbb{C} \), associating \( x_a \) to \( 0 \in \mathbb{C} \), \( x_b \) to \( 1 \in \mathbb{C} \) and \( x_c \) to a free parameter \( z \in \mathbb{C} \). By identification of the standard metric on \( \mathbb{C} \) with the Euclidean metric in \( \mathbb{R}^D \) we get the identities,

\[
z \bar{z} = \frac{\| x_c - x_a \|^2}{\| x_a - x_b \|^2}, \quad (1 - z)(1 - \bar{z}) = \frac{\| x_c - x_b \|^2}{\| x_a - x_b \|^2},
\]

which are evident from Figure 1. Up to a trivial factor, the value of \( I_G(x_a, x_b, x_c) \) can only depend on \( z \). Therefore, we can define a function \( f_G : \mathbb{C} \to \mathbb{R} \) that captures the nontrivial dependence of \( I_G \) on the invariants \((6)\),

\[
f_G(z) = \frac{I_G(x_a, x_b, x_c)}{(\| x_a - x_b \|^2)^{-\omega_G}}
\]

where \( \omega_G = \frac{(D-2)}{2} \sum_{e \in E_G} \nu_e - \frac{D}{2} |V_G^\text{int}| \) is the position-space superficial degree of divergence of \( G \). The function \( f_G(z) \) is the graphical function associated to the graph \( G \). Note that, this
Figure 1: The vectors $x_a, x_b, x_c \in \mathbb{R}^D$ span a plane that is identified with the complex plane \( \mathbb{C} \) by requiring $x_a, x_b$ to coincide with $0, 1 \in \mathbb{C}$. The position of the vector $x_c$ inside the plane determines the value $z \in \mathbb{C}$ (up to conjugation). Comparing ratios of squared side lengths of the triangles $x_a, x_b, x_c \in \mathbb{R}^D$ and $0, 1, z \in \mathbb{C}$ gives the relations in (6).

The definition is completely analogous to the one from the momentum-space Feynman period in (2).

Provided that UV and IR singularities are properly regulated (for instance by dimensional regularization) the graphical function is uniquely defined for all graphs $G$ with three external vertices and arbitrary edge weights.

Figure 1 suggests to change the labels $x_a, x_b, x_c$ for the external vertices of the Feynman graph $G$ to $0, 1, z$. This identification will also be useful to capture the symmetries of graphical functions under special Möbius transformations (see Section 3.11).

A graphical function $f_G(z)$ is a single-valued real analytic function on $\mathbb{C} \setminus \{0, 1\}$ [51]. (Note that graphical functions only have singularities at $0, 1, \infty$.) The graphical functions that are going to be discussed in this article can all be expressed in the function space of generalized single-valued hyperlogarithms (GSVHs). GSVHs are single-valued iterated integrals of differential forms $\frac{dz}{a z^k + b z^c + d}$ with $a, b, c, d \in \mathbb{C}$. The theory of this function space has been developed by the second author in [52]. The function space of GSVHs with singularities at $0, 1, \infty$ is closed under addition, multiplication, holomorphic and anti-holomorphic differentiation ($\partial_z$ and $\partial_{\bar{z}}$), holomorphic and anti-holomorphic integration ($\int dz$ and $\int d\bar{z}$), and special Möbius transformations generated by $z \mapsto \frac{1}{z}$ and $z \mapsto 1 - z$. 
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The key feature of the graphical function method is the direct correspondence between the graph $G$ and the complex function $f_G$:

$$G = \begin{array}{c}
1 \\
\downarrow \\
0 \\
\end{array} \quad \leftrightarrow \quad f_G(z)$$

As indicated, we will use orange for the external vertices $0, 1, z$ to distinguish them from the black internal vertices over which we integrate.

### 2.4. Position-space Feynman periods

In analogy to momentum-space, a position-space Feynman period is the value of a massless Euclidean position-space two-point Feynman integral up to a scale dependence. Specializing from three-point to two-point functions works transparently in position space: The massless Feynman integral corresponding to a graph $G$ with two external vertices is the special case of (5) where the right hand side does not dependent on the value of $x_c$. Hence, $I_G$ is only a function of $x_a$ and $x_b$. It follows that $f_G(z)$ defined in (7) is a constant function. This constant is the position-space period: $P_G = f_G(z)$. So, we can depict the relationship between graphs, graphical functions and position-space Feynman periods as follows:

$$G = \begin{array}{c}
1 \\
\downarrow \\
0 \\
\end{array} \quad \leftrightarrow \quad P_G = f_G(z) \quad (8)$$

where the left hand side represents the Feynman period as a graph with two external vertices $0, 1$ and an isolated external vertex $z$.

Momentum- and position-space Feynman periods are equivalent up to certain prefactors that depend on the dimension and the edge weights. If $G$ is a graph with two external vertices labeled $0, 1$ and $\tilde{G}$ is the same graph with legs attached to those distinguished vertices, then the momentum and position-space Feynman periods $\tilde{P}_G$ and $P_G$ are related by

$$\Gamma\left(\frac{D}{2} - \omega_G\right) \left(\prod_e \Gamma(\lambda \nu_e)\right) P_G = \Gamma\left(\frac{D}{2} - \tilde{\omega}_{\tilde{G}}\right) \left(\prod_e \Gamma(\tilde{\nu}_e)\right) \tilde{P}_{\tilde{G}}, \quad (9)$$

where $\lambda = \frac{D-2}{2}$. The momentum-space edge weights $\tilde{\nu}_e$ and the position-space edge weights $\nu_e$ are related by $\lambda \nu_e = \frac{D}{2} - \tilde{\nu}_e$. As $P_G$ and $\tilde{P}_{\tilde{G}}$ are meromorphic functions in $\nu_1, \ldots, \nu_{|E_G|}$ and $D$ (see [53]), the above relation holds for these functions and not only for specific (integer) values of $\nu_1, \ldots, \nu_{|E_G|}$ and $D$. This way, the identity is also useful in singular cases such as $\lambda \nu_e = -1$. 
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3. Transformation rules

In this section we describe the main transformation rules for graphical functions that lie at the heart of the method. Each transformation rule consists of a combinatorial operation on the graph \( G \) and an analytic operation on the associated function \( f_G(z) \) such that the correspondence between graph and function is left intact. In fact, a large class of graphs can be obtained by starting with the empty graph corresponding to the trivial graphical function,

\[
G_1 = \begin{array}{c} 1 \\ \bullet \end{array}, \quad \quad f_{G_1}(z) = 1 \tag{10}
\]

and applying successive transformations. Graphs that can be obtained this way are called constructible. For instance, all ladder or zig-zag graphs belong to this class.

3.1. Adding edges between external vertices

A simple transformation rule that is still very handy for manipulating graphical functions is adding an edge between external vertices:

\[
G = \begin{array}{c} 1 \\ \bullet \end{array}, \quad f_G(z) = (z \overline{z})^{\lambda \nu_0} ((1 - z)(1 - \overline{z}))^{\lambda \nu_1} f_G'(z)
\]

\[
G' = \begin{array}{c} 1 \\ \bullet \end{array}, \quad f_{G'}(z) = (z \overline{z})^{-\lambda \nu_0} ((1 - z)(1 - \overline{z}))^{-\lambda \nu_1} f_G(z)
\]

where \( \lambda = \frac{D}{2} - 1 \). Adding or removing an edge of arbitrary weight between a pair of external vertices of the graph (depicted on the left hand side) only changes the graphical function (depicted on the right hand side) by a factor. If the exponents \( \lambda \nu_e \) are integers, then this factor is a rational function in \( z \) and \( \overline{z} \). Note that adding an edge between the external edges 0 and 1 leaves the function unchanged. This operation only modifies the total weight of the function as \( \omega_{G'} = \lambda(\nu_{01} + \nu_{0z} + \nu_{1z}) + \omega_G \).
The validity of this transformation rule can easily be proved using the Feynman integral representation (5) and (7) with the parameterization (6).

### 3.2. Appending an external edge

The most important transformation rule is appending an edge of weight 1 to the external vertex \( z \) while creating a new internal vertex. The utility of this operation stems from the increase in complexity of the associated Feynman integral while passing from the graph \( G \) to \( G' \). The graph \( G' \) has one more internal vertex and the associated integral therefore features one more integration over \( D \)-dimensional spacetime in the position-space Feynman integral representation (5). Here are both sides of this transformation rule:

\[
G = \begin{array}{c}
1 \\
\uparrow \\
\downarrow \\
0
\end{array}
\]

\[
f_G(z) = -\Gamma(\lambda) \frac{1}{(z - \overline{z})^\lambda} \Delta_{\lambda-1} (z - \overline{z})^\lambda f_{G'}(z)
\]

\[
(11)
\]

\[
G' = \begin{array}{c}
1 \\
\uparrow \\
\downarrow \\
0
\end{array}
\]

\[
f_{G'}(z) = \frac{1}{\Gamma(\lambda)} \frac{1}{(z - \overline{z})^\lambda} \mathcal{I}_{\lambda-1} (z - \overline{z})^\lambda f_G(z)
\]

\[
(12)
\]

where \( \lambda = \frac{D}{2} - 1 \). The effective Laplacian on graphical functions is given by \( \Delta_{\lambda-1} = \partial_z \partial_{\bar{z}} + \frac{\lambda (\lambda - 1)}{(z - \overline{z})^2} \). The integration operator \( \mathcal{I}_{\lambda-1} \) which inverts the Laplacian reads

\[
\mathcal{I}_{\lambda-1} = \sum_{k,\ell=0}^{\lambda-1} c_{\lambda-1,k,\ell} \frac{1}{(z - \overline{z})^k} \int_{sv} d\zeta (z - \overline{z})^\ell \int_{sv} d\overline{\zeta} \left( \frac{1}{(z - \overline{z})^\ell} \right)
\]

with coefficients \( c_{n,k,\ell} = (-1)^{n+k+\ell} \frac{(n+k)! (n+\ell)!}{(n-k)! (n-\ell)! (k+\ell)!} \). The single valued integration operators \( \int_{sv} dz \) in the definition of \( \mathcal{I}_{\lambda-1} \) have to be interpreted properly on a suitable function space. A substantial difficulty is to get control over the kernel of the differential operator \( \Delta_{\lambda-1} \). This kernel is reflected in the ambiguity of the integral operators \( \int_{sv} dz \) and \( \int_{sv} d\overline{\zeta} \) by rational (anti-)holomorphic functions. A major result in the theory of graphical functions is that the kernel of \( \Delta_{\lambda-1} \) is trivial in the space of graphical functions and that it can be controlled by an efficient algorithm, see [8, Sec. 6] for details.

It is a straightforward exercise in variable transformations to prove (11) (see [8, Sec. 1]). The explicit form for \( f_{G'}(z) \) in (12) is substantially harder to prove. This formula is one of the main results of [8] (see Theorem 34).
Appending an edge with weight $\nu_e \neq 1$ is also possible in many cases. For instance, there exist simple transformation rules the can be used to append edges of weight $\nu_e = \frac{k}{\lambda}$ where $k$ is any integer $k < \lambda$ [8, Sec. 6].

The transformation rule also holds in modified form in near integer dimensions such as $D = 4 - 2\varepsilon$, where we can interpret $f_G$ and $f_G'$ as Laurent expansions in the dimensional regularization parameter $\varepsilon$. There even exists a variant of this transformation rule that admits $G$ and $G'$ to be divergent for $\varepsilon \rightarrow 0$. The divergences can be regulated and the integrations can still be performed. Details of this procedure will be described in [11].

In essence, this transformation rule is a sophisticated version of the differential equation method [4, 5] for the computation of a Feynman integral. It does not only provide a differential equation (an inhomogeneous second-order partial differential equation), but comes with a full, unique, explicit, proved, and calculable solution. The details of this solution including an algorithm for its construction are in [8]. A well-tested implementation is [48].

3.3. Example: Computation of the claw graph

We can start with the trivial graphical function and the associated graph $G_1$ as in (10) and add external edges between external vertices by the transformation rule in Section 3.1. If we restrict ourselves to $D = 4$ and edge weights $\nu_{01} = 0, \nu_{0z} = 1$ and $\nu_{z1} = 1$, we get

$$G_2 = \begin{array}{c}
1 \\
\circ \\
0
\end{array} \quad \leftrightarrow \quad f_{G_2}(z) = \frac{f_{G_1}(z)}{z^2(1 - z)(1 - \bar{z})} = \frac{1}{z^2(1 - z)(1 - \bar{z})}.$$  

We continue by appending an edge of weight 1 to the vertex $z$ as described in Section 3.2,

$$G_3 = \begin{array}{c}
1 \\
\circ \\
0
\end{array} \quad \leftrightarrow \quad f_{G_3}(z) = -\frac{1}{z - \bar{z}} \int_{sv} dz \int_{sv} d\bar{z} (z - \bar{z}) f_{G_2}(z) = -\frac{1}{z - \bar{z}} \int_{sv} dz \int_{sv} d\bar{z} \frac{z - \bar{z}}{z^2(1 - z)(1 - \bar{z})},$$

where the integration operator $I_{\lambda-1}$ is $\frac{1}{z - \bar{z}} \int_{sv} dz \int_{sv} d\bar{z} (z - \bar{z})$ in the case $\lambda = 1 = (D - 2)/2$ and $D(z)$ is the Bloch–Wigner dilog $D(z) = \Im(Li_2(z) + \log(1 - z)\log|z|)$ with $Li_2(z) = \sum_{k=1}^{\infty} z^k/k^2$. The integration operations can be performed algorithmically in the function space of GSVHs. Explicitly, the required computer algebra can be performed conveniently using the Maple package HyperlogProcedures [48].
3.4. Example: The claw graph in all even dimensions \( \geq 6 \)

Similarly, we can evaluate the claw graph, \( G_3 \), in any even dimension larger than 4 using the same combination of transformation rules. For the \( D \) dimensional evaluation of \( G_3 \),

\[
f^{(D)}_{G_3}(z) = \frac{1}{(\lambda - 1)\Gamma(\lambda)} \int_0^1 \frac{(z\bar{z})^{1-\lambda} - t^{2\lambda-2}}{(1-tz)^\lambda(1-t\bar{z})^{\lambda}} dt, \tag{13}
\]

for all integers \( \lambda = (D - 2)/2 \geq 2 \) (i.e. \( D \geq 6 \) and even) which follows from (3.16) in [9].

As the residues of the integrand at \( t = 1/z \) and \( t = 1/\bar{z} \) vanish, it follows that \( f^{(D)}_{G_3}(z) \) is a rational function in \( z, \bar{z} \) for even \( D \geq 6 \) (see [8, Example 4]).

3.5. Example: Generalized ladder graphs in all dimensions \( > 2 \)

In interesting family of graphs that we can evaluate by iterating the procedure from the previous examples are the generalized ladders,

\[
L^{(\lambda)}_n = \underbrace{1 \bullet \cdots \bullet 1}_{n \text{ steps}} z
\]

where the solid edges \( \bullet \bullet \) have weight 1 and the dashed edges \( \bullet \) have weight \( 1/\lambda = \frac{2}{D-2} \). The example from Section 3.3 corresponds to the case \( n = 1 \) and \( D = 4 \Rightarrow \lambda = (D-2)/2 = 1 \). We can iterate the procedure described there and keep appending edges of weight 1 together with edges \( 0z \) of weight \( 1/\lambda \) in general even dimensions \( D = 2(\lambda + 1) \). What we will find is in line with the following closed form expression for the generalized ladders,

\[
f^{(\lambda)}_{L_n}(z) = \frac{1}{\Gamma(\lambda)^{n+2}} \sum_{k=0}^{n} \frac{(2n-k)}{n} \frac{(-\log(z\bar{z}))^k}{k!} \frac{\partial_{z}^{\lambda-1} \partial_{\bar{z}}^{\lambda-1} z^{\lambda-1} \text{Li}_{2n-k}(z) - \bar{z}^{\lambda-1} \text{Li}_{2n-k}(\bar{z})}{z - \bar{z}}. \tag{15}
\]

The \( D = 4 \Rightarrow \lambda = 1 \) case of this formula has been obtained in [20]. The more general form presented here can also be derived using integrability methods [14]. We proved this formula using Gegenbauer methods (see [8, Examples 71, 80 and 86]). The Gegenbauer method for the evaluation of Feynman integrals was originally put forward in [46]. Rewriting the expression for \( f^{(\lambda)}_{L_n}(z) \) yields a formula that holds for arbitrary dimensions \( D > 2 \) by analytic continuation,

\[
f^{(\lambda)}_{L_n}(z) = -\frac{1}{\Gamma(\lambda)^n!(n-1)!} \int_0^1 \frac{t^{\lambda-1} \log^{n-1} t \log^{n-1}(tz\bar{z}) \log(t^2z\bar{z})}{(1-tz)^\lambda(1-t\bar{z})^{\lambda}} dt. \tag{16}
\]
3.6. Products of graphical functions

Another simple transformation rule is the \textit{product rule}. If the underlying Feynman graph splits into two parts upon removal of the three external vertices, then the graphical function factorizes into a product of the graphical functions as illustrated below.

![Diagram showing product rule](image)

This property is evident on the level of the position-space Feynman integral (5) which factorizes if the graph splits along external vertices.

3.7. Internalizing a vertex

The next rule transforms a graphical function into a Feynman period. It does so by integrating over the external vertex $z$ to make it internal.

![Diagram showing internalization](image)

The integration can be performed (using Stokes’ theorem) by calculating residues in the functions space of GSVHs, see [9, Sec. 2.8]. This transformation rule can be proved by
performing the integral over the external \( z \) vertex in position space and translating the resulting expression into the \( z, \bar{z} \) variables (see [8, Proposition 20]).

3.8. Example: A simple Feynman period computation

Consider the following momentum-space two-point function Feynman graph with two loops in \( D = 4 \) with unit edge weights,

\[
\tilde{G} = \begin{array}{c} \infty \\ Q \end{array} -Q 
\]

\[
\tilde{I}_{\tilde{G}}(Q) = \int \frac{d^4k_1 d^4k_2}{\pi^D} \frac{1}{k_1^2 k_2^2 (k_1 + k_2)^2 (k_1 + Q)^2 (k_2 - Q)^2} = Q^{-2} \tilde{P}_{\tilde{G}}
\]

We can translate this into a position-space Feynman period computation: By \( \lambda = (D - 2)/2 = 1 \), \( \nu_e = \frac{D}{2} - \tilde{\nu}_e = 1 \) and (9), we have \( \tilde{P}_{\tilde{G}} = P_G \). Recall that \( G \) is just the graph \( \tilde{G} \) where the vertices with attached legs are replaced with the external vertices 0 and 1:

\[
G = \begin{array}{c} 1 \\ z \end{array} 0
\]

where we added the isolated vertex \( z \) to highlight the translation between position-space Feynman periods and graphical functions. We can compute \( P_G \) recursively by starting with
the result of the example in Section 3.3:

\[ G_3 = \begin{array}{c}
1 \\
\hline
0
\end{array} \quad \leftrightarrow \quad z \quad \leftrightarrow \quad f_{G_3}(z) = \frac{4iD(z)}{z - \bar{z}} \]

\[ \downarrow \quad \text{add external edges (Sec. 3.1)} \quad \downarrow \]

\[ G_4 = \begin{array}{c}
1 \\
0
\end{array} \quad \leftrightarrow \quad f_{G_4}(z) = \frac{f_{G_3}(z)}{z\bar{z}((1 - z)(1 - \bar{z}))} = \frac{4iD(z)}{z\bar{z}((1 - z)(1 - \bar{z}))} \]

\[ \downarrow \quad \text{internalize } z \ (\text{Sec. 3.7}) \quad \downarrow \]

\[ G_5 = \begin{array}{c}
1 \\
0
\end{array} \quad \leftrightarrow \quad P_{G_5} = \int_C \frac{dzd\tau}{2\pi i} \left( \frac{z - \bar{z}}{i} \right)^2 f_{G_4}(z) \]

\[ = \int_C \frac{dzd\tau}{2\pi} \frac{4(z - \bar{z})D(z)}{iz\bar{z}(1 - z)(1 - \bar{z})} = 6\zeta(3) \]

where we applied all transformation rules with \( \lambda = (D - 2)/2 = 1 \). Obviously, \( G = G_5 \) and we recovered \( P_G = P_{\bar{G}} = 6\zeta(3) \) by performing the integration in the last step. Again all computations can be performed conveniently using HyperlogProcedures [48].

### 3.9. Example: The wheel Feynman periods in all dimensions \( \geq 3 \)

A similar procedure may be applied to convert the ladder graphs \( L_n^{(\lambda)} \) from the example in Section 3.5 into Feynman periods. Consider the following family of generalized wheel graphs in \( D \) dimensions,

\[ W_n^{(\lambda)} = \begin{array}{c}
0 \\
n \text{spokes}
\end{array} \quad \leftrightarrow \quad z \quad (17) \]

where the solid edges \( \leftrightarrow \) have weight 1 and the dashed edges \( \cdots \cdots \) have weight \( \frac{1}{\lambda} = \frac{2}{D-2} \) analogous to Section 3.5. Clearly, these graphs can be obtained from the ladder graphs \( L_n^{(\lambda)} \)
by adding edges (Section 3.1) and internalizing the $z$ vertex (Section 3.7). The resulting doubly infinite family of Feynman periods follows the remarkably simple formula,

$$P_{W_n}^{(\lambda)} = \frac{(2n-2)}{(n-1)} \sum_{k=\lambda}^{\infty} \frac{(k+\lambda-1)}{k(2n-2)}, \quad n - 2 \geq \lambda,$$

as can be checked by computing $P_{W_n}^{(\lambda)}$ for a couple of values of $n$ and $\lambda = (D - 2)/2$ using HyperlogProcedures [48]. This formula can be proved for all $n$ and integer $D \geq 3$ (with $D \leq 2n - 2$ for convergence) using the Gegenbauer method [8, Example 87]. The sum in (18) evaluates to a linear combination of odd Riemann-$\zeta$-values for even $D$ and even $\zeta$-values for odd $D$ (where it ranges over half integers $k$). The even $D$ case is especially interesting, as a linear combination of the numbers $P_{W_n}^{(\lambda)}$ allows the certification of the nontrivial pairing of a cycle and a cocycle in the commutative graph homology [6, Section 10.4]. An injection of this graph homology into the cohomology of $\mathcal{M}_g$, the moduli space of curves of genus $g$, using the tropical Torelli map [7] maps the odd $g$-loop wheel class to a nontrivial class in $H^{4g-6}(\mathcal{M}_g, \mathbb{Q})$. This hints for a rather intricate connection between Feynman periods and the cohomology of $\mathcal{M}_g$. The family of classes which is certified by the wheel graphs is part of the only known infinite family of unstable cohomology classes of $\mathcal{M}_g$. This is an especially dire situation as the dimension of the cohomology of $\mathcal{M}_g$ is known to grow quite rapidly [54]. It seems promising to look for families of Feynman graphs that evaluate to interesting Feynman periods as candidates for new generators of cohomology classes of the moduli space of curves.

We note that for this and similar applications of Feynman periods analytic evaluation is crucial. Mere numerical evaluation of the periods, e.g. with Monte Carlo methods as in [55], is not sufficient to deduce rigorous statements.

### 3.10. Completion of graphical functions: Conformal four-point integrals

To formulate the remaining transformation rules, it is convenient to introduce another slightly modified graphical representation of the functions. We refer to this modified graphical representation as the completion of the Feynman graph [9]. Completed graphical functions are *conformal four-point integrals* and completion allows the full utilization of the hidden conformal invariance of the underlying massless Feynman integral. By introducing a new auxiliary external vertex $\infty$, completion makes this conformal invariance manifest. It must be emphasized that completion is not a transformation of the graph, but merely a change in the graphical representation of the corresponding function. We can always go back and forth between the completed and the uncompleted representation without
changing the associated analytic expression:

\[
G = 1 
\]

\[
\mathcal{G} = 1 
\]

\[
\mathcal{G} = 1 
\]

\[
f_G(z) = f_G(z) 
\]

We distinguish between uncompleted and completed graphs by using blue for the four external vertices 0, 1, z and \(\infty\) of completed graphs. To complete a graph \(G\) we

1. add a new external vertex \(\infty\) to the graph,

2. add edges from \(\infty\) to each internal vertex with a weight such that the total sum of the incident edge weights at the internal vertex equals \(2D/(D - 2)\),

3. add an edge between \(\infty\) and the external vertex \(z\) with a weight such that the incident edge weight sum at \(z\) is equal to 0,

4. add edges between the three external vertices 0, 1 and \(\infty\) such that the incident edge weight sum at each external vertex is 0.

Following this procedure we obtain a unique completed graph \(\mathcal{G}\) with weighted internal vertex degree of \(2D/(D - 2)\) and weighted external vertex degree of 0 [8, Prop. 9]. Translating the completed graph \(\mathcal{G}\) back into an uncompleted graph without the \(\infty\) vertex is not entirely unique as the uncompleted graph \(G\) can have an edge of arbitrary weight between the external vertices 0 and 1. However, such edges are insignificant as they do not change the expression for the associated function. Hence, we can define the function \(f_G(z)\) to be equal to the function \(f_G(z)\) associated to the uncompleted graph.

### 3.11. Permutations of external vertices

With completion we can fully employ the conformal invariance of the underlying Feynman integral. Such a conformal four-point integral only depends on the cross-ratio of the four external positions. Double-transpositions of these four external vertices leaves the cross-ratios invariant. Hence, also the graphical function does not change and we get the
transformation rule,

Permutations of the external vertices that are not double transpositions do not leave the function invariant. The latter is transformed by a Möbius transformation of the argument. The full group of permutations of the external vertices is generated by double transpositions and permutations of 0, 1, ∞,

The transformation rules can be proved by using the conformal symmetry of the underlying Feynman integral (see [8, Section 2.4]). The Möbius transformations generated by $z \mapsto 1 - z$, $z \mapsto \frac{1}{z}$ (and $z \mapsto \frac{z}{z-1}$) close in the function space of GSVHs.
Figure 2: Bootstrapping the graphical function $f_{G_9}(z)$ using its conformal symmetry. The combinatorics of this bootstrap is dictated by the reduction rules. The solid edges $\leftrightarrow$ have weight 1, the dotted edges $\cdots\cdots$ have weight $-2$ and the dashed edges $\cdot\cdot\cdot\cdot$ have weight $-3$. 
3.12. Example: Bootstrapping graphical functions using completion

Completion is a powerful tool as the conformal symmetry allows one to bootstrap graphical functions of quite complicated graphs. To compute a certain Feynman period, it might for instance be necessary to know the graphical function associated to the graph

\[ G_9 = \begin{array}{c}
\begin{array}{c}
1 \\
0 \\
z \\
\end{array}
\end{array} \]

in four-dimensional spacetime. The expression for this graphical function is completely fixed by the conformal symmetry and the Feynman period computation of the example in Section 3.8. The combinatorics of the reduction of the graphical function \( G_9 \) to the Feynman period computation \( P_{G_9} \) in Section 3.8 is illustrated in Figure 2.

3.13. Feynman period completion

Completion can immediately be extended to Feynman periods by their definition as constant graphical functions in \( (8) \), but it is convenient to use another slightly modified version of completion for periods. To do so, we start with a Feynman period graph \( G \) with external vertices \( 0, 1 \) and an isolated vertex \( z \) and complete this graph as described in Section 3.10:

\[ G = \begin{array}{c}
\begin{array}{c}
1 \\
0 \\
z \\
\end{array}
\end{array} \quad \longleftrightarrow \quad \begin{array}{c}
\begin{array}{c}
1 \\
0 \\
z \\
\end{array}
\end{array} \]

where the isolated external vertex \( z \) is left untouched by the completion procedure as it already had weight 0 from the start. On the resulting completed graph \( \overline{G} \) we apply the following irreversible procedure. We add a triangle of edges, each of weight \( D/(D-2) \), between the vertices \( 0, 1, \infty \), remove the isolated vertex \( z \) and \emph{forget} the labels \( 0, 1, \infty \) in the resulting graph \( G^* \) as illustrated below

\[ \overline{G} = \begin{array}{c}
\begin{array}{c}
1 \\
0 \\
z \\
\end{array}
\end{array} \quad \longrightarrow \quad G^* = \begin{array}{c}
\begin{array}{c}
\frac{D}{D-2} \\
\frac{D}{D-2} \\
\frac{D}{D-2} \\
\end{array}
\end{array} \]

The graph \( G^* \) is a \emph{weight-regular} graph, i.e. each vertex has total weight \( \frac{2D}{D-2} \) without any distinction between internal or external vertices. A surprising and extremely useful
property of the period completion is that the Feynman period of a graph $G$ only depends on the period completed graph $G^*$:

$$P_G = P_{\overline{G}} = P_{G^*}$$  \hfill (19)

This property follows from the full conformal symmetry of the underlying integrals (see [32, Theorem 2.7]). In contrast to the completion of graphical functions there are many Feynman periods that period complete to the same graph $G^*$. The period completion property (19) therefore, severely constraints the number of Feynman periods and allows one to bootstrap their value in many cases.

For both period and graphical function completion we remark that the procedure has the best utility while working in a fixed integer dimension. While working with dimensional regularization in a non-integer dimension, the second step in the completion procedure in Section 3.10 usually creates many new edges. Typically, the vertex $\infty$ becomes connected to each other vertex. These additional edges impede the utility of the transformation rules which are presented in this article. However, there exists a collection of new rules which make completion a powerful tool even in non-integer dimensions [11].

\subsection*{3.14. Factorization}

Another transformation rule that operates on completed graphs is the \emph{factorization rule}. It generalizes the \emph{uniqueness} identity on Feynman graphs [56]. The signature of this transformation rule is simple: Whenever the completed graph has a three-vertex cut with all the external vertices being isolated on one side of the cut, as indicated below, then the associated expression for the graphical function factorizes into the product of the completed graphical function on the external side and the completed graphical function on the internal side of the cut. The latter is only a constant graphical function and hence a period.

\begin{align*}
  f_{\mathcal{G}_a}(z) &= P_{\mathcal{G}_a}, \quad f_{\mathcal{G}_b}(z) \\
  \mathcal{G} &= \mathcal{G}_a \cup \mathcal{G}_b \\
  f_{\mathcal{G}}(z) &= P_{\mathcal{G}_a}(z) f_{\mathcal{G}_b}(z)
\end{align*}
This identity follows from the conformal invariance of the respective integrals in coordinate space. See [8, Section 4.3] for an elaborate proof. Especially interesting are cases where the period $P_{G_n}$ evaluates to 1. In this case, we have an additional identity that directly relates the functions of different graphs. This phenomenon is important for graphical functions in six-dimensional spacetime where we get the degree preserving $\Delta$-Y identity. This identity will be discussed in detail in Section 4.1.

3.15. Twist

If a completed graph has a four-vertex cut with one side of the cut containing all external vertices, then we can perform another transformation: the twist. To perform a twist on such a graph we have to ensure that both sides of the cut are individually completed graphs. This can be achieved for every four-vertex cut: We can always add auxiliary pairs of positive and negative weight edges (which sum to zero) in between the cut-vertices, which we assign to either of the cut graphs. If the graphs on each side of the cut are completed, we can detach one of the sides of the cut, perform a double transposition on the external vertices of the detached side and attach the ‘twisted’ graph again (see illustration below). This operation leaves the associated function invariant.

\[ f_{\tau}(z) \]

The twist identity was already introduced in [19] for conformal four-point integrals. The proof of this identity follows from the conformal invariance and the invariance of conformal four-point integrals under double transposition of the external vertices (Section 3.11). For a full proof in the context of periods see [32, Theorem 2.11] or [8, Section 8.1].

3.16. Other general transformation rules

We discussed the most significant transformation rules for graphical functions and conformal four-point integrals. There are more such rules which are useful in some cases:
1. **Planar duality**, where a subgraph from a four-vertex-cut (as for the twist) is replaced with its planar dual (see [8, Section 8.2]).

2. **Gegenbauer factorization**, which transforms a graph with a three-vertex cut, where not all external vertices have to lie on one side of the cut (see [8, Section 7]).

3. **External differentiation** which can be used to simplify graphs with multiple edges attached to the external vertices (see [8, Section 11]).

4. **Integration by parts** (IBP) which works as the usual integration by parts identities in momentum space, but has a combinatorial interpretation in the context of graphical functions (see [8, Section 9]). The shape of the IBP identity depends heavily on the dimension of spacetime. We will discuss the six-dimensional version of this identity explicitly in Section 4.2.

### 3.17. Other methods to obtain analytic expressions for graphical functions

Starting with the trivial graph and applying different transformation rules repeatedly allows one to construct analytic expressions for a huge family of graphs. However, not all graphs are accessible via these transformation rules.

A simple conformal four-point integral that cannot be computed from the trivial graph $G_1$ (10) in $D = 4$ using the transformation rules from Section 3.1-3.15 is

![Diagram](https://via.placeholder.com/150)

where edges between external vertices have been omitted as they do not influence the constructability of the graph: We can add and remove edges between external edges arbitrarily (see Section 3.1). The associated function can still be computed using Gegenbauer factorization ([8, Section 7]). This way the graph above is a new nontrivial starting point (a kernel) for the transformation rules and another infinite family of graphical functions and conformal four-point integrals can be obtained recursively.

In general, conformal four-point integrals from complementary methods are very valuable. A rich source of external graphical functions is Erik Panzer’s **HyperInt** [43], which operates on the graphical functions’ parametric representation [51], relying on linear reducibility [39] and therefore works complementary to the methods described here.
An interesting example of a conformal four-point integral, for which no closed form expression is known, is

\[
\begin{array}{ccc}
\infty & 0 & 1 \\
\infty & \infty & \infty \\
\infty & \infty & \infty \\
\end{array}
\]

(20)

where again edges between external vertices have been omitted. There is no (known) way to use the (known) transformation rules to simply this graph. The associated parametric Feynman integral is not linear reducible in the sense of [39] and \texttt{HyperInt} fails. In fact, the function associated to this graph is conjectured to be \textit{elliptic}. A closed form expression for this function (together with a good handle on elliptic functions) would be especially interesting, as a Feynman period that can be evaluated from it provides the most interesting check on the coaction conjecture in $\phi^4$ theory [27] to date.

Many conformal four-point integrals that have been computed using integrability methods fall into the class of nontrivial starting points for the transformation rules.

An especially rich resource are the fishnet graphs in $D = 4$,

\[
\begin{array}{ccc}
0 & 1 & z \\
\infty & \infty & \infty \\
\end{array}
\]

which generalize the ladder graphs from [20]. Even though the transformation rules (Section 3.1–3.2) are sufficient to construct the ladder graphs from the empty graph (see Section 3.5), the more general fishnet graphs cannot be evaluated using any (known) combination of transformation rules.

A general formula for the fishnet graphs, which was conjectured in [16], has recently been proved [18]. This formula is also implemented in \texttt{HyperlogProcedures} [48]. This way, each fishnet graph provides a new nontrivial starting point for the transformation rules from Section 3.1–3.16 to be applied.
4. Application to $\phi^3$ theory in six-dimensional spacetime

In this section, we will go through the workflow of using conformal four-point integrals and graphical functions to tackle a concrete QFT computation: We will apply our methods to $\phi^3$ theory in $D = 6$ dimensional spacetime. We will focus on the computation of the primitive part of $\phi^3$ theory. That means we will only compute Feynman periods of 3-regular graphs in $D = 6$ and leave Feynman graphs in $\phi^3$ theory aside that have subdivergences.

The results of this computation up to 5 loops have already been used in [47] to make predictions for critical exponents in percolation theory and for the Lee–Yang edge singularity.

A finite graphical function or conformal four-point integral in $D = 6$ with a rational integrand can have edge weights: $1, \frac{1}{2}, 0, -\frac{1}{2}, -1, -\frac{3}{2}, \ldots$. Otherwise, the associated Feynman integral (5) would feature roots in the integrand or be divergent. In a completed graph corresponding to a conformal four-point function in $D = 6$, every internal vertex has total weight 3. The Feynman period completed graphs, as described in Section 3.13, have total weight 3 at each vertex in $D = 6$.

With these restrictions two identities that have been discussed in the previous section take a particularly simple form.

4.1. $\Delta$-Y transform in $D = 6$

Graphical functions, conformal four-point functions and Feynman periods in $D = 6$ are left invariant if the associated graph is modified using a variation of the classical $\Delta$-Y transform [57]. The $\Delta$-Y transform has applications in electrical networks, statistical physics and combinatorics in general (for a discussion of the literature see [58]). In the context of Feynman integrals this identity is known as the uniqueness relation [56].

Our $\Delta$-Y transform on the level of graphical functions, conformal four-point functions and Feynman periods in $D = 6$ modifies the underlying graph by replacing an internal vertex with exactly three incident weight 1 edges (the ‘Y’) with a triangle of weight $\frac{1}{2}$ edges (the ‘$\Delta$’) such that the total degrees of the adjacent vertices are preserved. The functions or numbers associated to the two graphs are equal. This transformation rule can be illustrated as follows:

where solid edges $\longrightarrow$ have weight 1 and dashed edges $\cdots$ have weight $\frac{1}{2}$. This is a local graph identity. We have to think of the graphs to be inserted into the same spot of a larger ambient graph at the gray indicated attachment points. The ambient graphs on both sides of the equation have equal graphical functions, conformal four-point integrals or Feynman periods.
In [58] the equivalence classes of graphs under this $\Delta$-$Y$ relation have been studied extensively. The $\Delta$-$Y$ transform yields very interesting equivalence classes of analytic objects. The size of these equivalence classes is often infinite [58]. Many graphs reduce to the trivial graph by application of the $\Delta$-$Y$ identity alone.

4.2. IBP identity in $D = 6$

The most useful IBP identity for graphical functions, conformal four-point integrals and Feynman periods in $D = 6$ (the general form is discussed in [8, Section 9]) takes the following simple form.

\begin{equation}
\begin{aligned}
\text{solid edges} & \quad \text{dashed edges} \quad \text{dotted edges} \\
\end{aligned}
\end{equation}

where solid edges have weight 1, dashed edges have weight $\frac{1}{2}$ and dotted edges have weight $-\frac{1}{2}$. Again, this is a local graph identity that has to be interpreted as in the last section. The graphical functions, conformal four-point integrals or Feynman periods associated to the full graphs fulfill the identity indicated above. The graphs on the right hand side of the IBP identity contain an obvious four-vertex-cut. We can therefore apply the twist identity (Section 3.15) to them to obtain further identities.

5. A systematic quest for Feynman periods

In this section we describe our strategy to compute a given set of Feynman periods systematically using the graphical function method. There are two sides to this task: The combinatorial problem of finding a chain of transformation rules for each graph that simplify it successively to a known graphical function. The analytic side of the task is then to backtrack the discovered transformation chain and perform the symbolic computation using the analytic version of the transformation rules.

The, computationally more demanding, combinatorial side of the computation was performed using a C++ program. The computed chains of transformations are then fed into HyperlogProcedures which performs the analytic part of the computation.

Our approach for the combinatorial side can be separated into two parts again. This separation is illustrated in Figure 3. One part is a depth-first exploration of the space of Feynman periods using a limited set of transformation rules. The transformation rules are applied with the aim of simplifying the associated graph such that it can be related to a known period or it is constructible from a known graphical function. The other part aims to expand the space of known graphical functions using a breadth-first search strategy. For
Figure 3: Illustration of the Feynman period computation workflow: Upstairs, we act with the twist and Δ-Y identities on the completed Feynman periods and solve the IBP relations on classes of periods. Downstairs, we compute a broad set of graphical functions by applying identities to a set of known functions.
this we go through all graphs which are associated to conformal four-point integrals in the relevant dimension. The combinatorial side of transformation rules is then applied to each graph with the aim of simplifying the graph. This way, we compute the set of all graphical functions below a given edge and vertex number threshold which are accessible using the transformation rules.

For the whole combinatorial computation we make heavy use of the fact that we can impose an ordering on graphs by using a canonical labeling [59]. We will proceed to describe both parts of the computation in detail starting with the breadth-first part:

**Graphical functions side: breadth-first approach**  The graphical function or breadth-first part (downstairs in Figure 3) of the computation works by grouping graphs into classes such that each graph in a class can be transformed into onto another member of the same class by a chain of transformation rules. To ensure this, we store a chain of transformation rules for each graph, which transforms it into the smallest member of its class. Note that the analytic expressions of the graphs in the same class do not need to be equal as many transformation rules change the analytic expression associated to the graph.

To compute these classes we first generate all graphs with the desired properties using the *feyngen* program from [60] and the *geng* program from the *nauty* package [59]. We work with completed graphical functions, i.e. conformal four-point integrals, to exploit the full permutation symmetry of the external vertices. Moreover, we ignore edges between all external vertices as they only amount to a change of the analytic expression by a rational factor. To only have a finite set of graphs to deal with, we limit the total number of edges and vertices.

At first, each such graph represents its own class. In the next step, we go through the list of graphs and apply the transformation rules: appending edges, twist, $\Delta$-$Y$, products, factorization, planar duality and the IBP identity in cases where we can solve it explicitly for one graph. If a transformation rule results in a graph that we already encountered, we merge the associated two classes. To do so we concatenate the respective transformation chains in the class such that all chains end up at the unique simplest graph. Eventually, we end up with a list of classes of graphical functions that cannot be merged anymore using any of the applied transformation rules. All graphical functions that are in the same class as the trivial graphical function are obviously solvable by applying the stored list of transformations. The smallest graphs in every other class are natural candidates for an attempted evaluation using *HyperInt*. If successful, the whole class can be evaluated as well by applying the transformation chains to the one externally computed graphical function. In our concrete $\phi^3$ theory example, we computed 11 of these smallest inaccessible graphical functions using *HyperInt* to further expand the space of known graphical functions. Unfortunately, *HyperInt* is not (yet) very efficient in 6 dimensions and these computations were partially very time consuming. All other graphical functions were computed by applying the transformation rules to these or the trivial graphical function.

We used this procedure to generate a list of $\approx 10000$ graphical functions of low vertex and
edge number together with their analytic expressions. This list serves as a look-up-table for the other combinatorial part: the depth-first Feynman period computation.

**Iterated depth-first period computation**  The second part of the computation (upstairs in Figure 3) starts with a list of completed Feynman period graphs $G_1^*, G_2^*, \ldots$ which are provided as input. In our explicit example, this list consists of all subdivergence-free $\phi^3$ theory Feynman periods up to 7 loops. Additionally, we have the precomputed look-up table of graphical functions from the first part available.

Again we aim to group graphs into classes. However, in this second part of the computation, each class only contains completed Feynman period graphs that evaluate to exactly the same number and there is no need to store the transformation chains.

To every graph of the initially provided list and to each new graph that we encounter we apply the following procedure: We convert the graph to a completed graphical function in all possible ways by choosing every possible set of four external vertices. That means, we invert the combination of period completion (see Section 3.13) and vertex internalization (see Section 3.7) in all possible ways. For each graphical function that we obtain, we strip off external edges, try to remove appended edges or factorize the graph into products with the aim of reaching a known graphical function that has been computed in the breadth-first part. If we are successful, we found an explicit way to compute the respective Feynman period by applying the transformation rules 3.1–3.7.

We hence start with the reduced list of unknown completed Feynman period graphs. At first each such graph represents one individual class. We go through this list and apply a limited set of transformation rules to each entry, the twist and the $\Delta$-Y identity. If a transformation results in a graph that has been encountered before, the two associated classes are merged. If a new graph is found, it is added to the class of the original graph and the transformation rules are again applied to the new graph recursively. Moreover, we also try to reduce each new graph to a known graphical function with the procedure described in the last paragraph. If successful, the whole class of the original graph can be computed. Even though many classes can be computed using the reduction to a known graphical function, the total number of period completed graphs which are encountered can reach into the millions as the chains of transformation rules that connect different classes can be quite long.

After we have exploited all possible twist and $\Delta$-Y transforms that do not produce too complicated graphs (i.e. graphs with not too many edges), we apply the IBP identity. Each application of the IBP identity to each graph in every class gives a new linear relation of the different classes. The application of the IBP identity can also produce large amounts of graphs that have not been encountered before. We store these graphs separately. We try to solve the system of all IBP identities that only contain graphs that have been encountered before using a sparse linear algebra solver. The solution of this system may result in explicit expressions for the Feynman periods of some classes.
Afterwards we repeat the process using the period graphs that are still unknown together with the newly encountered graphs from the IBP identities as input.

Eventually, we either produced integration paths for all initial Feynman periods, exhausted all identities within the defined limits or either the resulting IBP system or the number of graphs that have to be checked for reductions becomes too big to be solved in reasonable time.

In summary, we use the depth-first strategy (upstairs in Figure 3) for the Feynman period computation and a breadth-first strategy for the graphical function computation (downstairs in Figure 3). Both parts of the computation are connected by the vertex internalization transformation in Section 3.7.

We applied this strategy with the set of all $D = 6, \phi^3$ periods up to 7 loops as input. The results of this computation are given in Appendix A.

6. Conclusion

We introduced graphical functions and conformal four-point integrals with the associated transformation rules as a general tool to perform Feynman period computations in even integer dimensions $\geq 4$. We gave detailed explanations and examples for the transformation rules that lie at the heart of the method.

Conformal four-point integrals that can be computed directly using the method include the generalized ladder graphs (see Section 3.5) in arbitrary even dimensions $\geq 4$. The associated wheel periods (Section 3.9) certify the existence of nontrivial classes in the cohomology of $\mathcal{M}_g$. This surprising and rather mysterious connection of Feynman integrals with the cohomology of the moduli space of curves remains to be explored.

Brown recently generalized his construction that relates Feynman periods to the homology of a graph complex associated to the cohomology of $\mathcal{M}_g$ [6] to Feynman graphs with...
kinematics [66]. It would be interesting to study this generalization directly in the context of graphical functions and conformal four-point integrals.

We illustrated the workflow for the systematic evaluation of a family of periods in \( \phi^3 \) theory in six-dimensional spacetime. All Feynman periods up to 6 loops have been computed analytically. The five loop periods were a necessary ingredient for the \( \beta \) function computation in [47]. At 5 loops we found the first counterexample to the \( \phi^3 \) theory variant of the conjecture that the Hepp bound is a perfect period invariant (see Section 1.6). At 7 loops 561 of the 607 finite Feynman periods could be computed analytically. The remaining 46 periods have been computed numerically up to a limited accuracy using the tropical integration algorithm from [55, 61]. A list of \( \phi^3 \) periods up to 7 loops is given in Appendix A. A machine readable list is provided with the ancillary files to the arXiv version of this article.

Our results suggest that \( \phi^3 \) theory has the same number content as (or a subset of the number content of) \( \phi^4 \) theory. The coaction conjecture in \( \phi^4 \) theory extends to \( \phi^3 \) theory. In particular, the space of \( \phi^3 \) periods is conjectured to be a co-module with respect to the motivic Galois coaction. The existent data is even consistent with a loop order filtration in the sense that the non-trivial part of the coaction consists of \( \phi^3 \) periods of strictly lower loop order. This refinement of the coaction conjecture is false in \( \phi^4 \) theory where one has to include all (\( \phi^4 \) and non-\( \phi^4 \)) periods to obtain a loop order filtration. Note that it is possible that the loop order filtration in \( \phi^3 \) theory will fail due to yet unknown Feynman periods at higher loop orders. Another difference between \( \phi^3 \) and \( \phi^4 \) theories is weight mixing. In a \( \phi^3 \) period of \( n \) loops all weights \( \leq 2n - 3 \) can mix whereas in \( \phi^4 \) weight mixing is heavily constrained.

We included illustrations of the graphs in the 7 loop period list in Appendix A to facilitate the search for an explicit diagrammatic coaction formula. Such a formula would likely be extremely helpful for the proof of Conjecture 1 and related conjectures.

Most of the presented transformation rules (Sections 2 and 3) can be applied immediately in the case of dimensionally regularized Feynman periods, graphical functions and conformal four-point integrals. In the presence of subdivergences subtleties regarding the regularization of the associated integrals have to be dealt with. Such subtleties will be discussed in detail in [11]. The evaluation of dimensionally regularized Feynman periods is computationally more challenging than integer dimensional Feynman periods, as the difficulty of computing coefficients in the \( \varepsilon \) expansion is increasing with the order. A solution could be the systematic subtraction of the subdivergences using BPHZ-type Hopf algebra methods (see, e.g., [67, 25, 68, 69]). The systematic graphical reduction described in Section 5 only operates on Feynman periods that are single numbers and not Laurent expansions in \( \varepsilon \). An extension of this combinatorial computation to dimensionally regularized Feynman periods is feasible, but more involved bookkeeping is needed. The equivalence classes of Feynman periods would have to represent Laurent expansions instead of numbers. Such an extension would likely enable the computation of all necessary periods for the 6-loop \( \beta \) function in six-dimensional \( \varphi^3 \) theory.
Based on the available data, the computation of the $\phi^3$ theory minimal subtraction renormalization group $\beta$-function to 6 loops seems within reach. The 6 loop anomalous dimension (the $\gamma$-function) has already been calculated [11]. The computation of renormalization group functions to 7 loops and beyond is likely to be more challenging.

Our computation of periods at 7 loops was partially obstructed by the limitations of the Maple implementation HyperlogProcedures [48]. We were able to compute combinatorial reduction paths for 568 of the 607 Feynman periods at 7 loops. We skipped the evaluation of seven of these reduction paths because they were too large to be fed into a Maple program. The remaining 39 Feynman periods had too complicated topologies and we were unable to find a reduction chain to compute them. For these cases a systematic application of HyperInt to compute selected necessary graphical functions is a promising way to go forward. In fact, due to the analogy to $\phi^4$ theory in $D = 4$ where all 7 loops Feynman periods can be expressed analytically in terms of MZVs and their extensions by third roots of unity [32, 27, 10], there is reason to believe that the same holds true in $\phi^3$ theory in $D = 6$ at 7 loops. A systematic implementation of the $\Delta$-$Y$ reduction methods developed in [58] for the period reduction might also make further $\phi^3$ periods accessible. In summery there seems ample headroom for future optimizations which may lead to a complete list of $\phi^3$ periods at loop order 7.

Computations in $\phi^4$ theory in $D = 4$ within the minimal subtraction scheme indicate that the contribution from the subdivergence-free logarithmically divergent graphs to the coefficients of the $\beta$ function becomes dominant with higher loop order. In other words, graphs with subdivergences seem to be giving a more and more insignificant contribution to the $\beta$ function (see, e.g. [70, 71]). Our results indicate that the analogous statement does not hold in $\phi^3$ theory in $D = 6$. The $\beta$ function as computed in [47] seems to also contain significant contributions from graphs with subdivergences at higher loop order. These phenomena are likely to be related to questions on renormalons in the respective theories. In comparison to $\phi^4$ theory, much more is known about renormalons in $\phi^3$ theory [72, 73]. It would therefore be worthwhile to repeat the thorough study of [71] using the available data on $\phi^3$ theory and compare it with renormalon results.

The transformation rules can also be applied to nontrivial conformal four-point integrals for which analytic expressions have been obtained by other means. Especially resourceful examples are the fishnet graphs which cannot be obtained by any (known) transformation rules. Still, they provide highly nontrivial starting points for the transformation rules and from each fishnet graph a new infinite family of conformal four-point integrals can be obtained. In fact, these graphs with their associated relatively simple analytic expressions indicate the existence of further unknown transformation rules with which the fishnet graphs themselves can be constructed from simpler conformal four-point integrals. The discovery of such an additional transformation rule would significantly extend the utility of our methods.

The graphical function method would also greatly benefit from the development of single-valued elliptic hyperlogarithms. The theory of generalized single-valued hyperlogarithms is
one of the backbones of the method [52]. Due to the limitations of this function space, graphs such as the one depicted in (20), which are conjectured to yield an elliptic function, are inaccessible within the present framework. Using bootstrap techniques a $D = 2$ analogue for (13) was recently found [74, Section 7.2] which features a single-valued elliptic function. Such computations might serve as guiding examples for the development of a theory of single-valued elliptic hyperlogarithms. Single-valued elliptic polylogarithms have already been studied in [75].

General Feynman integral computations are known to feature more involved geometries (e.g. Calabi-Yau manifolds) that go beyond the elliptic case (see, e.g. [76, 77]). On the level of Feynman periods, the situation is less clear. Up to this date no Feynman period is known analytically that cannot be expressed in terms of MZVs or their extensions. Only very few periods are proved not to evaluate to such numbers [78]: From 8 loops on some such Feynman periods are known in $\phi^4$ theory. Most of these numbers can be associated to periods of $K3$ surfaces. From the $c_2$-invariant [79], (see [80] for more recent review) it is expected that most Feynman periods at high loop orders are neither MZVs or their extensions. On the other hand, periods of elliptic curves are not expected to exist in Feynman periods [80]. An extension of the graphical function method to the elliptic case might help to explain why elliptic periods are absent in QFT.
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A. List of finite $\phi^3$ periods in $D = 6$

What follows is a list of known $D = 6$, $\phi^3$ periods up to 7 loops. We consider all three-point $\phi^3$ theory graphs without subdivergences up to 7 loops. Due to the conformal period completion invariance (see Section 3.13), it is sufficient to only deal with the associated period completed graphs. The list depicts the period completed graph (first column), a name for the period, $P_{\ell,n}$, (second column) where $\ell$ is the loop number of an associated uncompleted graph and $n$ is an auxiliary numbering of the graphs which is consistent with the numbering in the machine readable list of periods in the ancillary files to this article. The analytic expression for the respective period (third column) is given in terms of the $Q$-numbers defined in Table 1 and 2. We used the program graphviz [81] to create the graph drawings in the first column.

For Feynman periods at 7 loops that were not accessible within the computational constrains of Section 5 we only give a numerical value of the associated period that has been obtained using the implementation [61] of the Monte Carlo algorithm described in [55]. The value is given with its statistical error of one standard deviation.

A machine readable list is included in the ancillary material to the arXiv version of this article. For each period, this list includes the period completed graph, the analytic expression in terms of the motivic $f$-alphabet, an expression in terms of multiple-$\zeta$-values, the numerical value of the analytic expression up to 100 digits (or a limited accuracy numerical value obtained with [61] if no analytic expression is available), the statistical standard deviation for the numerical value (only relevant if the analytic value is not available), a normalized version of the Hepp bound $\tilde{H}_{\ell,n} = \frac{2}{3}2^{-3\ell}H_{\ell,n}$ that is invariant under the $\Delta-Y$ transformation and the value of the usual Hepp bound $H_{\ell,n}$ as defined in [50, eq. (1.5)].

We only performed a systematic exploration of the set of $\phi^3$ periods up to 7 loops, but still obtained many periods beyond that threshold using the methods described in this article. The included machine readable list also contains these additional $\phi^3$ periods up to 9 loops.
\[ P_{2,1} = 1 \]
\[ P_{3,1} = 1 \]
\[ P_{3,2} = -\frac{1}{3}Q_3 \]
\[ P_{4,1} = -\frac{1}{3}Q_3 \]
\[ P_{4,2} = -\frac{10}{3}Q_5 + \frac{10}{3}Q_3 + \frac{1}{3} \]
\[ P_{4,3} = -\frac{7}{3}Q_3 + \frac{10}{3}Q_5 \]
\[ P_{4,4} = \frac{10}{3}Q_3 - \frac{10}{3}Q_5 \]
\[ P_{4,5} = -4Q_3 + 5Q_5 \]
\[ P_{5,1} = 1 \]
\[ P_{5,2} = \frac{10}{3}Q_3 - \frac{10}{3}Q_5 \]
\[ P_{5,3} = -4Q_3 + 5Q_5 \]
\[ P_{5,4} = \frac{22}{3}Q_7 - \frac{44}{3}Q_5 + 14Q_3 - 1 \]
\[ P_{5,5} = -3Q_3^2 + 4Q_3 \]
\[ P_{5,6} = \frac{35}{3}Q_7 - 10Q_5 - \frac{35}{3}Q_3 \]
\[ P_{5,7} = -8Q_3^2 + \frac{20}{3}Q_7 \]
\( P_{5,8} \quad \frac{147}{16} Q_7 - 5 Q_3 - \frac{3}{2} Q_5 \)

\( P_{5,9} \quad \frac{147}{16} Q_7 - 5 Q_5 - 3 Q_3 \)

\( P_{5,10} \quad -\frac{147}{16} Q_7 + 3 Q_3^2 + 5 Q_5 \)

\( P_{5,11} \quad 5 Q_3 + Q_3^2 - \frac{147}{16} Q_7 + \frac{5}{3} Q_3 \)

\( P_{5,12} \quad -\frac{10}{3} Q_5 + 2 Q_3 + Q_3^2 \)

\( P_{5,13} \quad -3 Q_3^2 + 4 Q_3 \)

\( P_{5,14} \quad \frac{25}{6} Q_5 - Q_3 - \frac{147}{16} Q_7 + Q_3^2 \)

\( P_{5,15} \quad -2 Q_3^2 + \frac{147}{16} Q_7 - \frac{33}{6} Q_5 \)

\( P_{5,16} \quad \frac{25}{6} Q_5 - \frac{33}{6} Q_7 \)

\( P_{5,17} \quad -2 Q_3^2 + \frac{55}{12} Q_7 - 10 Q_5 \)

\( P_{5,18} \quad -\frac{203}{16} Q_7 + 9 Q_3^2 \)

\( P_{6,1} \quad 33 Q_3 - \frac{1003}{16} Q_7 + 30 Q_5 - \frac{14}{3} \)

\( P_{6,2} \quad -\frac{10}{3} Q_5 + 2 Q_3 + Q_3^2 \)

\( P_{6,3} \quad \frac{25}{6} Q_5 - \frac{33}{6} Q_7 \)

\( P_{6,4} \quad 5 Q_3 + Q_3^2 - \frac{147}{16} Q_7 + \frac{5}{3} Q_3 \)
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\[ P_{6,5} - \frac{35}{3} Q_7 - 6Q_4^2 \]

\[ P_{6,6} - \frac{203}{19} Q_7 + 9Q_3^2 \]

\[ P_{6,7} - 60Q_5Q_5 + \frac{2200}{3} Q_8 \]

\[ P_{6,8} - 140Q_9 + 132Q_5 + \frac{14}{3} \]

\[ P_{6,9} - 2Q_3^2 - \frac{35}{3} Q_5 + \frac{147}{8} Q_7 - \frac{7}{2} Q_3 Q_5 \]

\[ P_{6,10} \frac{4}{5} Q_3^2 - 6Q_5^2 + \frac{7}{2} Q_7 - 12Q_3 Q_5 + \frac{1065}{16} Q_9 \]

\[ P_{6,11} 9Q_3 Q_5 - 28Q_9 + 9Q_3 - 9Q_3^2 + \frac{147}{8} Q_7 + 2Q_3 \]

\[ P_{6,12} - 3Q_3^2 + \frac{1567}{14} Q_9 + \frac{4}{5} Q_3^3 - \frac{889}{56} Q_7 - \frac{23}{4} Q_5 \]

\[ P_{6,13} - \frac{15}{4} Q_5 + \frac{4}{5} Q_3 - 2Q_3 Q_5 - \frac{64}{9} Q_8 + 4Q_3^2 - \frac{7}{5} Q_7 \]

\[ P_{6,14} - 20Q_3 Q_5 - \frac{128}{3} Q_8 + 28Q_9 \]

\[ P_{6,15} 28Q_7 - 28Q_9 \]

\[ P_{6,16} 9Q_3 Q_5 - \frac{44}{3} Q_3^2 + \frac{116}{45} Q_7 + \frac{1}{3} Q_3 + \frac{3}{4} Q_5 \]

\[ P_{6,17} 12Q_5 Q_5 + \frac{256}{3} Q_8 - 28Q_9 - 6Q_3^2 + \frac{63}{4} Q_7 \]

\[ P_{6,18} 28Q_9 + 18Q_3^2 - \frac{147}{4} Q_7 - \frac{27}{2} Q_3 Q_5 \]

\[ P_{6,19} \frac{54}{5} Q_5 - 28Q_9 - \frac{7}{3} Q_3 + \frac{28}{5} Q_7 \]
\[ P_{6,20} = -6Q_3Q_5 + \frac{7}{4}Q_3^3 + 2Q_3^2 - \frac{1571}{24}Q_7 + \frac{1567}{54}Q_9 + \frac{2}{3}Q_3 + \frac{59}{6}Q_5 \]

\[ P_{6,21} = -10Q_3Q_5 + 10Q_3^2 - \frac{7}{4}Q_7 \]

\[ P_{6,22} = \frac{4}{3}Q_3^3 + \frac{1567}{54}Q_9 - 21Q_7 - 8Q_3Q_5 \]

\[ P_{6,23} = \frac{91}{4}Q_3^2 - \frac{61}{16}Q_7 - 9Q_3Q_5 + \frac{1}{2}Q_3 + \frac{3}{4}Q_5 \]

\[ P_{6,24} = \frac{301}{12}Q_7 - \frac{1567}{54}Q_9 - \frac{4}{3}Q_3^3 - 6Q_3^2 + 12Q_3Q_5 \]

\[ P_{6,25} = 12Q_3^2 - \frac{27}{2}Q_3Q_5 + \frac{1567}{54}Q_9 + \frac{2}{3}Q_3^3 - \frac{61}{2}Q_7 \]

\[ P_{6,26} = -9Q_3Q_5 + \frac{39}{4}Q_3^2 - \frac{501}{16}Q_7 + \frac{119}{4}Q_3 + \frac{12}{5}Q_3 \]

\[ P_{6,27} = \frac{7}{2}Q_7 - \frac{4}{3}Q_3Q_5 - \frac{64}{9}Q_8 \]

\[ P_{6,28} = \frac{4}{3}Q_3^3 + \frac{1063}{54}Q_9 - 8Q_3Q_5 - \frac{512}{3}Q_8 \]

\[ P_{6,29} = 28Q_9 - \frac{7}{2}Q_3Q_5 + 6Q_3^2 - \frac{147}{8}Q_7 - \frac{41}{2}Q_9 - Q_3 \]

\[ P_{6,30} = 9Q_3Q_5 - 9Q_3^2 - 28Q_9 + \frac{147}{4}Q_7 - 3Q_3 - 3Q_5 \]

\[ P_{6,31} = -6Q_3^2 + 28Q_9 + \frac{8}{3}Q_3Q_5 + \frac{147}{4}Q_7 - \frac{41}{2}Q_9 - 10Q_3 \]

\[ P_{6,32} = -\frac{13}{2}Q_3^2 + \frac{1063}{54}Q_9 - \frac{259}{24}Q_7 - 3Q_3 + \frac{13}{6}Q_5 + \frac{4}{3}Q_3^3 \]

\[ P_{6,33} = -\frac{7}{2}Q_3^2 + \frac{4}{3}Q_3^3 + \frac{1063}{54}Q_9 + \frac{11}{6}Q_5 - \frac{41}{24}Q_7 - Q_3 \]

\[ P_{6,34} = -6Q_3^2 + 10Q_3Q_5 - \frac{10}{3}Q_5 \]
\[ P_{6,35} = 4Q_3^2 - \frac{4}{3}Q_3^3 + \frac{28}{9}Q_7 - \frac{1063}{54}Q_9 + 7Q_5 \]

\[ P_{6,36} = \frac{64}{9}Q_9 + 6Q_3^2 - \frac{119}{15}Q_7 \]

\[ P_{6,37} = -6Q_3^2 + 12Q_3Q_5 - \frac{1063}{54}Q_9 - \frac{4}{3}Q_3^3 + \frac{64}{9}Q_7 \]

\[ P_{6,38} = \frac{5}{3}Q_3Q_5 - 2Q_3^2 \]

\[ P_{6,39} = -\frac{119}{9}Q_7 - \frac{3}{2}Q_3Q_5 + \frac{1063}{54}Q_9 - \frac{4}{3}Q_3^3 \]

\[ P_{6,40} = -6Q_3Q_5 + \frac{1063}{54}Q_9 + 12Q_3^2 - \frac{64}{3}Q_7 + \frac{4}{3}Q_3^3 \]

\[ P_{6,41} = -\frac{7}{2}Q_3Q_5 + 64Q_8 \]

\[ P_{6,42} = \frac{13}{3}Q_3Q_5 + 14Q_7 - \frac{1063}{54}Q_9 - \frac{4}{3}Q_3^3 \]

\[ P_{6,43} = -28Q_9 - 12Q_3^2 + 9Q_3Q_5 + \frac{272}{3}Q_7 \]

\[ P_{6,44} = -\frac{4}{3}Q_3^3 - \frac{1063}{54}Q_9 + 4Q_3^2 + \frac{49}{3}Q_7 \]

\[ P_{6,45} = -\frac{4}{3}Q_3^3 + 6Q_3^2 - \frac{1063}{54}Q_9 + 14Q_7 - \frac{1}{3}Q_5 \]

\[ P_{6,46} = \frac{1063}{54}Q_9 + \frac{4}{3}Q_3^3 + 3Q_3^2 - \frac{889}{48}Q_7 - 6Q_3Q_5 \]

\[ P_{6,47} = 3Q_3Q_5 - \frac{4}{3}Q_3^3 + \frac{147}{8}Q_7 - \frac{1063}{54}Q_9 \]

\[ P_{6,48} = -\frac{13}{2}Q_3^2 + \frac{1063}{54}Q_9 - \frac{229}{24}Q_7 - 3Q_3 + \frac{13}{6}Q_5 + \frac{4}{3}Q_3^3 \]

\[ P_{6,49} = -\frac{1063}{18}Q_9 - \frac{3}{2}Q_3Q_5 + 13Q_3^2 - 4Q_3^3 + \frac{140}{3}Q_7 - \frac{43}{6}Q_5 + \frac{16}{3}Q_3 \]
\[ P_{6,50} \quad 3Q_3^2 - \frac{5}{2} Q_3 Q_5 - \frac{7}{5} Q_5 \]

\[ P_{6,51} \quad 28Q_7 - 28Q_9 \]

\[ P_{6,52} \quad -2Q_3^2 - \frac{19}{5} Q_5 + \frac{147}{25} Q_7 - \frac{3}{2} Q_3 Q_5 \]

\[ P_{6,53} \quad -9Q_3 Q_5 + \frac{39}{4} Q_3^2 - \frac{601}{36} Q_7 + \frac{119}{3} Q_3 + \frac{13}{2} Q_3 \]

\[ P_{6,54} \quad 8Q_3^2 - 12Q_3 Q_5 - \frac{791}{24} Q_7 + \frac{747}{25} Q_9 + \frac{4}{5} Q_3^3 \]

\[ P_{6,55} \quad -10Q_3 Q_5 + 10Q_3^2 - \frac{7}{4} Q_7 \]

\[ P_{6,56} \quad -2Q_3 Q_5 - \frac{64}{9} Q_8 + 6Q_3^2 - \frac{13}{9} Q_3 - \frac{4}{9} Q_3 \]

\[ P_{6,57} \quad 4Q_3^2 + 28Q_9 - \frac{2}{9} Q_3 Q_5 - \frac{665}{24} Q_7 \]

\[ P_{6,58} \quad \frac{2}{9} Q_3 Q_5 - 2Q_3^2 \]

\[ P_{6,59} \quad -\frac{4}{3} Q_3^3 - \frac{1567}{34} Q_9 + 3Q_3 Q_5 + \frac{665}{24} Q_7 \]

\[ P_{6,60} \quad -28Q_9 - 12Q_3^2 + 9Q_3 Q_5 + \frac{2731}{36} Q_7 \]

\[ P_{6,61} \quad -28Q_9 + \frac{49}{9} Q_5 + \frac{54}{3} Q_7 \]

\[ P_{6,62} \quad -\frac{65}{3} Q_7 + \frac{255}{8} Q_9 \]

\[ P_{6,63} \quad 2Q_3 Q_5 + \frac{64}{9} Q_8 - 9Q_3^2 + \frac{147}{25} Q_7 - \frac{61}{9} Q_5 - \frac{14}{9} Q_3 \]

\[ P_{6,64} \quad 20Q_3 Q_5 - \frac{1205}{72} Q_9 - 4Q_3^3 \]
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\[ P_{6,65} \quad 12Q_3^2 - \frac{27}{2} Q_3 Q_5 + \frac{1567}{3} Q_9 + \frac{4}{3} Q_7^3 - \frac{9}{2} Q_7 \]

\[ P_{6,66} \quad -24Q_3^2 - \frac{255}{8} Q_9 + 63Q_7 + 5Q_3 Q_5 - \frac{128}{3} Q_9 \]

\[ P_{6,67} \quad -\frac{1}{2} Q_3 Q_5 - \frac{64}{3} Q_8 + 2Q_3^2 - \frac{7}{12} Q_7 \]

\[ P_{6,68} \quad -42Q_9 + 42Q_7 \]

\[ P_{6,69} \quad \frac{15}{4} Q_3^3 - \frac{21}{2} Q_3 Q_5 + \frac{2969}{108} Q_9 - \frac{70}{3} Q_7 \]

\[ P_{6,70} \quad \frac{55}{8} Q_3 Q_5 - \frac{777}{48} Q_9 - 8Q_3^3 \]

\[ P_{6,71} \quad -18Q_3 Q_5 + \frac{2417}{216} Q_9 + 6Q_3^2 - \frac{60}{3} Q_7 + \frac{15}{3} Q_3^3 \]

\[ P_{6,72} \quad \frac{25}{8} Q_3^2 - \frac{61}{16} Q_7 - 9Q_3 Q_5 + \frac{1}{2} Q_5 + \frac{1}{2} Q_5 \]

\[ P_{6,73} \quad -12Q_3^2 + \frac{61}{4} Q_7 + 15Q_3 Q_5 - \frac{3905}{108} Q_9 - \frac{3}{3} Q_3^3 \]

\[ P_{6,74} \quad 11Q_3 Q_5 + \frac{64}{3} Q_8 - \frac{7}{12} Q_7 - 10Q_3^3 \]

\[ P_{6,75} \quad \frac{3}{4} Q_3^4 + \frac{1093}{54} Q_9 - \frac{3}{4} Q_3 Q_5 - 4Q_3^2 - 14Q_7 \]

\[ P_{6,76} \quad -Q_3 - \frac{3}{4} Q_3^3 - \frac{1093}{54} Q_9 + \frac{1}{2} Q_3^2 + \frac{1144}{24} Q_7 + \frac{1}{2} Q_3 Q_5 - \frac{3}{4} Q_5 \]

\[ P_{6,77} \quad 9Q_3 Q_5 - \frac{27}{4} Q_3^2 + \frac{1127}{48} Q_7 + \frac{1}{2} Q_7 + \frac{1}{2} Q_5 \]

\[ P_{6,78} \quad 12Q_3 Q_5 + \frac{128}{3} Q_8 - \frac{7417}{216} Q_9 + \frac{28}{3} Q_3^3 \]

\[ P_{6,79} \quad -\frac{3}{4} Q_3^2 - \frac{27}{4} Q_7 + \frac{19}{4} Q_5 + \frac{3}{2} Q_3 \]
\[ P_{6,80} \quad -12Q_3Q_5 - \frac{28}{3}Q_8 + \frac{449}{18}Q_9 - 4Q_3^3 \]

\[ P_{6,81} \quad 18Q_3Q_5 - 8Q_3^3 - \frac{281}{18}Q_9 - 6Q_3^2 + \frac{63}{4}Q_7 \]

\[ P_{6,82} \quad -\frac{3}{4}Q_3^2 - \frac{21}{4}Q_7 + \frac{19}{4}Q_5 + \frac{3}{2}Q_3 \]

\[ P_{6,83} \quad -30Q_3Q_5 + \frac{29}{4}Q_3^3 + \frac{57}{2}Q_9 \]

\[ P_{6,84} \quad -20Q_3Q_5 + \frac{425}{27}Q_9 + \frac{16}{3}Q_3^3 \]

\[ P_{7,1} \quad 624Q_5 - 672Q_9 + 28 \]

\[ P_{7,2} \quad \frac{29}{4}Q_3^2 - \frac{63}{18}Q_7 - 9Q_3Q_5 + \frac{1}{2}Q_3 + \frac{2}{3}Q_5 \]

\[ P_{7,3} \quad -4Q_3^2 + \frac{1063}{9}Q_9 - \frac{56}{2}Q_7 + \frac{4}{9}Q_3^3 + \frac{14}{9}Q_5 - \frac{3}{2}Q_3Q_5 \]

\[ P_{7,4} \quad 16Q_3 + \frac{38}{3}Q_5 - \frac{2855}{18}Q_9 - \frac{59}{3}Q_3^3 + \frac{223}{4}Q_7 + 9Q_3Q_5 + 14Q_3^2 \]

\[ P_{7,5} \quad -\frac{8}{3}Q_3^3 - \frac{1063}{27}Q_9 + \frac{14}{3}Q_3^2 + \frac{2855}{8}Q_7 + 3Q_3 - 2Q_3Q_5 - \frac{14}{6}Q_5 \]

\[ P_{7,6} \quad 54Q_3^2 + \frac{182}{3}Q_5 + \frac{28}{9}Q_3 - 64Q_3Q_5 + \frac{256}{9}Q_8 - \frac{147}{2}Q_7 \]

\[ P_{7,7} \quad \frac{49}{8}Q_7 - 10Q_5 - \frac{2}{3}Q_3 \]

\[ P_{7,8} \quad -\frac{8}{3}Q_3^3 - \frac{1063}{27}Q_9 + \frac{14}{3}Q_3^2 + \frac{2855}{8}Q_7 + 3Q_3 - 2Q_3Q_5 - \frac{14}{6}Q_5 \]

\[ P_{7,9} \quad -20Q_3Q_5 - \frac{128}{9}Q_8 + 28Q_9 \]

\[ P_{7,10} \quad \frac{14}{3}Q_3Q_5 + 14Q_7 - \frac{1063}{27}Q_9 - \frac{3}{3}Q_3^3 \]
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$P_{7,11} \quad \frac{291}{12} Q_7 - \frac{1567}{24} Q_9 - \frac{1}{3} Q_3^3 - 6Q_3^2 + 12Q_3 Q_5$

$P_{7,12} \quad 12Q_3 Q_5 - \frac{1063}{24} Q_9 - 10Q_5 - 4Q_3^2 + \frac{7}{8} Q_7 - \frac{4}{3} Q_3^3$

$P_{7,13} \quad - \frac{44}{3} Q_3^3 + 22Q_3 Q_5 + \frac{256}{12} Q_8 - \frac{409}{12} Q_9 - 6Q_3^2 + \frac{63}{4} Q_7$

$P_{7,14} \quad \frac{52}{3} Q_3^3 - 20Q_3 Q_5 - \frac{272}{3} Q_9$

$P_{7,15} \quad 18Q_3 Q_5 - 8Q_3^3 - \frac{281}{12} Q_9 - 6Q_3^2 + \frac{63}{4} Q_7$

$P_{7,16} \quad - \frac{4}{3} Q_3^3 + 16Q_3 Q_5 + \frac{64}{3} Q_8 - \frac{409}{24} Q_9$

$P_{7,17} \quad - \frac{252}{3} Q_9 + 16Q_3 Q_5 - \frac{64}{3} Q_8 + \frac{14}{3} Q_5 - 15Q_3^2 + \frac{241}{8} Q_7 + \frac{5}{2} Q_3$

$P_{7,18} \quad \frac{145}{9} Q_9 - 36Q_3^3$

$P_{7,19} \quad Q_3 Q_5 - \frac{64}{9} Q_8 + \frac{252}{3} Q_7 - \frac{23813}{216} Q_9 - \frac{46}{9} Q_3^3 + 16Q_3^2 - \frac{44}{3} Q_3 + \frac{5}{3} Q_3$

$P_{7,20} \quad 105Q_3^2 - \frac{244}{3} Q_3 Q_7 + \frac{896}{3} Q_{10}$

$P_{7,21} \quad 0.0347437 \pm 0.0000010 \quad \text{(exact value unknown)}$

$P_{7,22} \quad -28 + 390Q_5 + \frac{4462}{3} Q_7 + 156Q_3 - \frac{260}{3} Q_9 - \frac{78773}{144} Q_{11,1}$

$P_{7,23} \quad \frac{7313}{1440} Q_{11,1} + Q_3 Q_5 + \frac{64}{9} Q_8 - \frac{2813}{36} Q_9 - 7Q_3 Q_7 + \frac{10}{3} Q_3^2 + 6Q_3^2 + \frac{63}{4} Q_7$

$+ 10Q_3^3 + \frac{24}{3} Q_{11,2} + \frac{10}{3} Q_3^2 Q_5$

$P_{7,24} \quad - \frac{7313}{1440} Q_{11,1} - \frac{24}{3} Q_{11,2} - \frac{10}{3} Q_3^2 Q_5 + \frac{214}{12} Q_3 Q_7 + \frac{23}{6} Q_3^2$

$P_{7,25} \quad \frac{68937}{1152} Q_{11,1} - \frac{1505}{36} Q_9 - \frac{77}{4} Q_3 Q_7 + \frac{8}{5} Q_3^2 + 2Q_3^2 + \frac{2}{5} Q_{11,2} + \frac{10}{3} Q_3^2 Q_5$
\( P_{7,26} \)
\[-Q_3 + \frac{47}{6} Q_5 + \frac{25}{41} Q_7 + \frac{35}{9} Q_9 + \frac{113}{8} Q_3 - \frac{137}{16} Q_7 - \frac{313}{32} Q_7 + \frac{23}{8} Q_9 + \frac{11}{8} Q_3 - \frac{129}{64} Q_8 - \frac{101}{16} Q_3^2 \]

\( P_{7,27} \)
\[6Q_3 Q_5 - \frac{1063}{32} Q_9 + 21 Q_3 Q_7 - 10 Q_3^2 - \frac{4}{3} Q_3^2 \]

\( P_{7,28} \)
\[-\frac{47}{9} Q_3^2 + 3Q_3^2 + \frac{15}{2} Q_3 Q_5 - \frac{37}{16} Q_9 \]

\( P_{7,29} \)
\[-\frac{27}{8} Q_3^2 + \frac{44}{16} Q_3 Q_7 - \frac{35}{8} Q_3 Q_9 - \frac{11}{8} Q_7 + \frac{11}{16} Q_9 - \frac{1}{8} Q_5 - \frac{1}{8} Q_3 \]

\( P_{7,30} \)
\[-\frac{1}{8} Q_3 - \frac{11}{8} Q_5 + \frac{1}{8} Q_3^2 + \frac{35}{8} Q_5^2 - \frac{71}{8} Q_3 Q_5 + \frac{7}{16} Q_7 - \frac{365}{48} Q_3 Q_7 + \frac{5}{2} Q_3^2 + \frac{961}{48} Q_9\]

\( P_{7,31} \)
\[-Q_3 + \frac{11}{6} Q_5 + \frac{21}{26} Q_9 + \frac{11}{8} Q_3^3 - \frac{53}{8} Q_7 + \frac{407}{48} Q_3 Q_7 + \frac{27}{8} Q_3^2 - 50 Q_3 Q_5 - \frac{31}{8} Q_3^3 \]

\( P_{7,32} \)
\[-\frac{45}{8} Q_3^2 - \frac{39}{8} Q_3 - \frac{1}{8} Q_3 + \frac{111}{32} Q_9 - \frac{11}{8} Q_3^2 + \frac{27}{8} Q_3 Q_5 - \frac{7}{2} Q_7 \]

\( P_{7,33} \)
\[-\frac{7413}{1108} Q_{11,1} - \frac{24}{9} Q_{11,2} - \frac{10}{9} Q_3^2 Q_5 - \frac{29}{9} Q_3 Q_7 - \frac{25}{9} Q_7 - \frac{205}{9} Q_3 Q_{10} + \frac{23}{9} Q_3^2 - \frac{11}{9} Q_3^3 \]
\[+ \frac{10691}{192} Q_{10} - 54 Q_3 Q_5 + 128 Q_8 + 6Q_3^2 - \frac{63}{4} Q_7 \]

\( P_{7,34} \)
\[-\frac{35}{2} Q_3 Q_5 - \frac{3105}{1922} Q_9 + \frac{9}{8} Q_3^3 + \frac{69}{98} Q_{11,1} + \frac{35}{8} Q_{11,2} + \frac{45}{8} Q_3^2 Q_5 + \frac{10}{3} Q_5 \]
\[-6Q_3^2 - \frac{113}{4} Q_7 \]

\( P_{7,35} \)
\[-\frac{5}{9} Q_5 + \frac{29}{9} Q_3^2 - \frac{35}{9} Q_7 - \frac{29}{9} Q_3 Q_5 - \frac{47}{216} Q_9 - \frac{5}{8} Q_3^3 + \frac{15}{2} Q_3 Q_7 - \frac{39}{9} Q_3 \]

\( P_{7,36} \)
\[-\frac{27}{8} Q_3^2 + \frac{44}{16} Q_3 Q_7 - \frac{35}{8} Q_3 Q_9 - \frac{11}{8} Q_7 + \frac{11}{16} Q_9 - \frac{1}{8} Q_5 - \frac{1}{8} Q_3 \]

\( P_{7,37} \)
\[-\frac{1479}{384} Q_{11,1} - \frac{17}{2} Q_{11,2} + \frac{15}{8} Q_3^2 Q_5 - \frac{7}{2} Q_3 Q_7 - \frac{17}{2} Q_3^2 - \frac{10}{3} Q_3^3 - \frac{1367}{384} Q_9 - \frac{13}{2} Q_3 Q_5 - \frac{241}{9} Q_8 \]

\( P_{7,38} \)
\[-\frac{7413}{1440} Q_{11,1} + \frac{24}{5} Q_{11,2} + \frac{10}{3} Q_3^2 Q_5 - \frac{113}{36} Q_3 Q_7 + \frac{40}{9} Q_3^2 + 4Q_3^3 - \frac{553}{36} Q_9 + 18 Q_5 Q_3 - 6Q_3^2 + \frac{63}{4} Q_7 \]

\( P_{7,39} \)
\[-\frac{7413}{1440} Q_{11,1} + \frac{24}{5} Q_{11,2} + \frac{10}{3} Q_3^2 Q_5 - \frac{113}{36} Q_3 Q_7 + \frac{40}{9} Q_3^2 + 4Q_3^3 - \frac{553}{36} Q_9 + 18 Q_5 Q_3 - 6Q_3^2 + \frac{63}{4} Q_7 \]
\[-\frac{4079}{84} Q_9 + \frac{35}{3} Q_3^3 \]

\( P_{7,40} \)
\[-\frac{1479}{384} Q_{11,1} - \frac{17}{2} Q_{11,2} + \frac{35}{6} Q_3^2 Q_5 - \frac{7}{2} Q_3 Q_7 - 15Q_3^2 - \frac{40}{3} Q_3^3 - \frac{31}{216} Q_9 + 9Q_3 Q_5 + 12Q_3^2 - \frac{31}{8} Q_7 \]
\[ P_{7,41} \quad \frac{113}{3} Q_3 Q_7 - \frac{4}{3} Q_3^3 - 35 Q_3^2 - 5 Q_3 Q_5 - \frac{885}{274} Q_9 \]

\[ P_{7,42} \quad - \frac{417}{113} Q_3 Q_7 - \frac{4}{3} Q_3^3 + \frac{57}{39} Q_3^2 + \frac{47}{39} Q_3 Q_5 - \frac{1063}{39} Q_9 \]

\[ P_{7,43} \quad - \frac{73133}{11340} Q_{11,1} - \frac{90}{11} Q_4 Q_5 - 64 Q_8 - \frac{211}{46} Q_3 Q_7 - \frac{125}{46} Q_5 - \frac{116}{46} Q_7 + \frac{2113}{1134} Q_9 \]
\[ - 60 Q_3^3 + \frac{57}{4} Q_3^2 - 10 Q_3 - \frac{14}{5} Q_1 Q_2 Q_5 \]

\[ P_{7,44} \quad 13 Q_3 Q_5 - \frac{4}{3} Q_3^3 - \frac{47}{39} Q_3^2 + \frac{116}{39} Q_3 Q_7 - 6 Q_3^2 + \frac{67}{5} Q_7 - \frac{1063}{274} Q_9 \]

\[ P_{7,45} \quad \frac{14279}{388} Q_{11,1} - \frac{17}{11} Q_{11,2} + \frac{35}{6} Q_3^2 Q_5 + \frac{1127}{24} Q_3 Q_7 - \frac{251}{3} Q_5 - \frac{35}{3} Q_3^3 - \frac{220}{9} Q_9 \]

\[ P_{7,46} \quad - \frac{102}{113} Q_3 Q_7 + \frac{125}{24} Q_5 + \frac{116}{24} Q_7 + 12 Q_3 Q_5 + \frac{125}{24} Q_8 - \frac{503}{36} Q_9 - 4 Q_3^3 \]

\[ P_{7,47} \quad 7 Q_3 Q_7 - \frac{73133}{1446} Q_{11,1} + 6 Q_3^2 - \frac{63}{4} Q_7 - \frac{28}{3} Q_3^3 - \frac{10}{3} Q_5^2 - \frac{24}{5} Q_{11,2} - \frac{10}{3} Q_3^2 Q_5 \]
\[ + 12 Q_3 Q_5 + \frac{1127}{24} Q_3 Q_7 \]

\[ P_{7,48} \quad - \frac{62957}{11340} Q_{11,1} - \frac{125}{24} Q_3 Q_7 + \frac{413}{24} Q_5 - \frac{7}{5} Q_3 Q_7 + \frac{1127}{24} Q_3^2 + 2 Q_3 - \frac{3}{5} Q_{11,2} \]
\[ - \frac{35}{6} Q_3^2 Q_5 \]

\[ P_{7,49} \quad \frac{73133}{11340} Q_{11,1} + \frac{24}{5} Q_{11,2} + \frac{10}{3} Q_3^2 Q_5 - \frac{1063}{24} Q_3 Q_7 + \frac{2113}{24} Q_5 - \frac{5}{5} Q_3^3 - \frac{613}{24} Q_9 + 20 Q_3 Q_5 \]

\[ P_{7,50} \quad 0.0416766 \pm 0.0000012 \quad \text{（exact value unknown）} \]

\[ P_{7,51} \quad - \frac{8}{3} Q_3^2 - \frac{2971}{106} Q_9 + 14 Q_7 + \frac{85}{6} Q_3 Q_5 - \frac{28}{3} Q_3 Q_7 + \frac{10}{3} Q_5^2 \]

\[ P_{7,52} \quad - \frac{314786}{11340} Q_{11,1} - \frac{15}{2} Q_{11,2} - \frac{175}{24} Q_3^2 Q_5 + 61 Q_3 Q_5 + \frac{39}{5} Q_5 + 104 Q_3^2 + \frac{133}{3} Q_7 \]
\[ + 8 Q_3 + \frac{3265}{24} Q_5 - \frac{72}{5} Q_3^2 + \frac{1477}{48} Q_3 Q_7 - \frac{125}{24} Q_5^2 \]

\[ P_{7,53} \quad - \frac{73133}{11340} Q_{11,1} - \frac{22}{5} Q_{11,2} - 10 Q_3^2 Q_5 + 14 Q_3 Q_7 - \frac{20}{3} Q_5^2 - \frac{100}{3} Q_3^3 + \frac{11125}{54} Q_9 \]
\[ + \frac{59}{9} Q_3 Q_5 - \frac{65}{9} Q_5 + 10 Q_3^2 Q_7 - \frac{2141}{24} Q_7 + 3 Q_3 \]

\[ P_{7,54} \quad - \frac{314786}{11340} Q_{11,1} - \frac{22}{5} Q_{11,2} - 10 Q_3^2 Q_5 + 14 Q_3 Q_7 - \frac{20}{3} Q_5^2 - \frac{100}{3} Q_3^3 + \frac{11125}{54} Q_9 \]
\[ + \frac{59}{9} Q_3 Q_5 - \frac{65}{9} Q_5 + 10 Q_3^2 Q_7 - \frac{2141}{24} Q_7 + 3 Q_3 \]

\[ P_{7,55} \quad \frac{217}{24} Q_3 Q_7 - \frac{243313}{5760} Q_{11,1} - 4 Q_3^3 + \frac{49}{3} Q_3 Q_5 + \frac{113}{18} Q_9 + \frac{50}{3} Q_7 + 25 Q_5^2 - \frac{51}{5} Q_{11,2} \]
\[ - \frac{67}{3} Q_3^2 Q_5 \]
\[ P_{7,56} = -\frac{29}{3} Q_3 Q_5 + \frac{29}{3} Q_7 - \frac{145}{3} Q_9 - \frac{677}{22} Q_3 Q_7 + \frac{69}{6} Q_3^2 + \frac{35840}{1140} Q_{11,1} + \frac{5}{3} Q_{11,2} \]
\[ + \frac{3}{5} Q_5^5 Q_7 \]
\[ P_{7,57} = \frac{37}{12} Q_3^2 - \frac{5}{2} Q_{11,2} - \frac{62957}{1152} Q_{11,1} - \frac{35}{6} Q_3^2 Q_5 + \frac{2319}{22} Q_9 + \frac{511}{48} Q_7 + \frac{1}{2} Q_3 + \frac{17}{2} Q_3 Q_5 \]
\[ + \frac{7}{6} Q_3 Q_7 + \frac{1}{5} Q_5^2 + \frac{1}{12} Q_5 \]
\[ P_{7,58} = \frac{29}{3} Q_3 Q_5 - 168 Q_9 - 56 Q_3 Q_7 + \frac{320}{3} Q_{11,1} - 4 Q_{11,2} - \frac{29}{3} Q_3^2 Q_5 + \frac{214}{3} Q_5 + \frac{40}{3} Q_5^2 \]
\[ + \frac{21}{5} Q_7 - 2 Q_5 + 20 Q_5^2 \]
\[ P_{7,59} = \frac{440}{81} Q_9 - \frac{38}{9} Q_3 Q_7 - \frac{44}{3} Q_3 Q_7 + \frac{29}{3} Q_3 + \frac{3}{2} Q_3 - \frac{31}{9} Q_5 + \frac{17}{9} Q_3^2 + \frac{7}{18} Q_7 \]
\[ + \frac{13}{9} Q_5 Q_5 + \frac{4}{9} Q_8 \]
\[ P_{7,60} = -\frac{7}{3} Q_3 Q_7 - 15 Q_3^2 + \frac{50}{9} Q_3^2 - \frac{5297}{648} Q_9 + \frac{163}{6} Q_3 Q_5 - \frac{32}{9} Q_8 + 6 Q_5 \]
\[ + \frac{65}{9} Q_3^2 + \frac{472}{9} Q_7 + \frac{4}{9} Q_3 \]
\[ P_{7,61} = -\frac{12}{5} Q_5 + \frac{829}{3} Q_3^2 - \frac{665}{22} Q_7 + \frac{5}{2} Q_3 - \frac{176}{9} Q_3 Q_5 + \frac{256}{9} Q_8 - \frac{4400}{81} Q_9 \]
\[ + \frac{320}{22} Q_3^5 - \frac{1162}{9} Q_3 Q_7 + \frac{312}{9} Q_10 + \frac{1220}{9} Q_5^2 \]
\[ P_{7,62} = 6Q_3^2 + \frac{442}{10} Q_3 Q_7 + 20 Q_3 Q_5 \]
\[ P_{7,63} = \frac{62957}{1152} Q_{11,1} + \frac{29}{3} Q_{11,2} + \frac{35}{6} Q_3^2 Q_5 - \frac{1001}{24} Q_3 Q_7 - \frac{32}{9} Q_3^2 + \frac{26}{3} Q_3^2 - \frac{2395}{84} Q_9 + 20 Q_3 Q_5 \]
\[ P_{7,64} = 7Q_3 Q_5 + \frac{149}{27} Q_9 - \frac{2723}{48} Q_3 Q_7 - \frac{12}{7} Q_7^2 + \frac{24311}{5760} Q_{11,1} + \frac{20}{3} Q_3^3 + \frac{51}{5} Q_{11,2} + \frac{67}{3} Q_3^2 Q_5 \]
\[ + 6 Q_5^2 - \frac{65}{9} Q_7 \]
\[ P_{7,65} = -\frac{1197}{28} Q_{11,1} - \frac{119}{6} Q_3 Q_7 + \frac{392}{9} Q_3^2 - 4 Q_3^2 + \frac{1234}{36} Q_9 \]
\[ P_{7,66} = \frac{145}{3} Q_3^2 - \frac{129}{3} Q_3^2 - \frac{343}{3} Q_3 Q_7 + \frac{8}{3} Q_3^3 + \frac{6349}{256} Q_9 - 24 Q_3 Q_5 - \frac{256}{3} Q_8 - \frac{73133}{1140} Q_{11,1} \]
\[ - \frac{21}{9} Q_{11,2} - \frac{10}{3} Q_3^2 Q_5 \]
\[ P_{7,67} = \frac{70109}{1792} Q_{11,1} + \frac{14}{3} Q_3 Q_7 - \frac{129}{216} Q_9 + 23 Q_3 Q_5 - 6 Q_3^2 + \frac{63}{4} Q_7 - \frac{10}{9} Q_3^3 + \frac{28}{9} Q_5^2 \]
\[ - \frac{1}{2} Q_{11,2} + \frac{17}{2} Q_3^2 Q_5 \]
\[ P_{7,68} = -\frac{24311}{160} Q_{11,1} + \frac{51}{8} Q_{11,2} - \frac{67}{9} Q_3 Q_5 - \frac{77}{6} Q_3 Q_7 + 55 Q_3^2 + \frac{14}{3} Q_3^3 + \frac{16695}{216} Q_9 \]
\[ - 35 Q_3 Q_5 - \frac{128}{9} Q_8 + 6 Q_5^2 - \frac{49}{2} Q_7 \]
\[ P_{7,69} = -\frac{86339}{1440} Q_{11,1} + \frac{7}{2} Q_{11,2} + \frac{31}{2} Q_3 Q_5 - \frac{7}{3} Q_3 Q_7 - 15 Q_3^2 + \frac{29}{3} Q_3^2 - \frac{667}{108} Q_9 + 8 Q_3 Q_5 \]
\[ - 6 Q_5^2 + \frac{63}{4} Q_7 \]
\[ P_{7,70} = \frac{5}{2} Q_3^2 - \frac{101}{18} Q_3 Q_5 + \frac{57}{2} Q_3^2 - \frac{201}{18} Q_7 + \frac{19}{2} Q_3^2 + \frac{1091}{108} Q_9 + \frac{1085}{54} Q_3 Q_5 \]
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\[ P_{7.71} = \frac{1085}{48} Q_3 Q_7 - \frac{29}{6} Q_5^2 + \frac{11}{12} Q_5 - \frac{463}{96} Q_7 + \frac{3}{4} Q_3^3 + \frac{27}{16} Q_9 - \frac{1}{2} Q_3^2 \]
\[ + \frac{35}{16} Q_3 Q_5 \]

\[ P_{7.72} = \frac{65}{12} Q_3^2 + \frac{128}{3} Q_{10} - \frac{1253}{48} Q_3 Q_7 + \frac{62}{7} Q_3^3 - \frac{128}{108} Q_9 + 36Q_3 Q_5 + 128Q_8 \]
\[ + \frac{62957}{1732} Q_{11.1} + \frac{3}{2} Q_{11.2} + \frac{67}{6} Q_3^2 Q_5 \]

\[ P_{7.73} = \frac{2483313}{4700} Q_{11.1} + \frac{27}{5} Q_{11.2} + \frac{57}{4} Q_3^2 Q_5 + \frac{72}{7} Q_3 Q_7 - \frac{120}{7} Q_5^2 - \frac{10}{9} Q_3^3 - \frac{2855}{244} Q_9 + 20Q_3 Q_5 \]

\[ P_{7.74} = \frac{4}{3} Q_3^3 + \frac{23}{6} Q_9 + 35Q_3 Q_5 - 35Q_3 Q_7 \]

\[ P_{7.75} = \frac{4}{9} Q_3^3 - 20Q_3 Q_5 + \frac{2573}{24} Q_9 - \frac{301}{10} Q_3 Q_7 + \frac{1775}{44} Q_5^2 - \frac{2483313}{4700} Q_{11.1} - \frac{35}{11} Q_{11.2} - \frac{67}{7} Q_3^2 Q_5 \]

\[ P_{7.76} = \frac{325}{9} Q_3^3 - \frac{62957}{1732} Q_{11.1} - \frac{3}{2} Q_{11.2} - \frac{45}{7} Q_3^2 Q_5 + \frac{35}{8} Q_3 Q_7 \]

\[ P_{7.77} = -\frac{1253}{48} Q_{11.1} + \frac{1323}{8} Q_3 Q_7 - 135Q_3^2 + \frac{303}{4} Q_9 - 18Q_3 Q_5 + 36Q_3^2 - \frac{183}{4} Q_7 \]

\[ P_{7.79} = \frac{285}{16} Q_3 Q_7 - \frac{27}{5} Q_5^2 - \frac{5}{2} Q_3^3 - \frac{8415}{216} Q_9 + 21Q_3 Q_5 - 32Q_8 - 12Q_3^2 + \frac{45}{2} Q_7 \]

\[ P_{7.80} = 27Q_3 Q_5 + \frac{32}{3} Q_8 - \frac{7}{8} Q_9 - \frac{441}{16} Q_3 Q_7 \]

\[ P_{7.81} = -42Q_3 Q_5 - \frac{128}{9} Q_8 + \frac{226}{9} Q_9 + \frac{8}{5} Q_3^3 + 35Q_3 Q_7 \]

\[ P_{7.82} = -\frac{29}{9} Q_3 Q_7 - \frac{128}{9} Q_8 - \frac{55}{6} Q_3^3 + 7Q_3 Q_5 - \frac{128}{9} Q_8 - \frac{8803}{216} Q_9 + \frac{2483313}{4700} Q_{11.1} \]
\[ - \frac{16}{9} Q_3^3 + \frac{51}{5} Q_{11.2} + \frac{67}{3} Q_3^2 Q_5 - 18Q_3^2 + \frac{183}{4} Q_7 \]

\[ P_{7.83} = \frac{770}{3} Q_5^2 - \frac{1024}{3} Q_10 + \frac{1673}{6} Q_3 Q_7 - \frac{296}{3} Q_3^3 + \frac{229}{27} Q_9 - 48Q_3 Q_5 - \frac{512}{3} Q_8 \]
\[ - \frac{73113}{1440} Q_{11.1} - \frac{27}{4} Q_{11.2} - \frac{10}{9} Q_3^2 Q_5 \]

\[ P_{7.84} = \frac{68339}{1440} Q_{11.1} + \frac{7}{4} Q_{11.2} + \frac{31}{4} Q_3^2 Q_5 - \frac{2485}{12} Q_3 Q_7 + \frac{226}{9} Q_10 + \frac{509}{9} Q_3^2 - \frac{40}{3} Q_3^3 - \frac{8397}{1008} Q_9 \]
\[ + 56Q_3 Q_5 + \frac{512}{3} Q_8 - 6Q_3^2 + \frac{63}{9} Q_7 \]

\[ P_{7.85} = \frac{73113}{1440} Q_{11.1} + \frac{24}{3} Q_{11.2} + \frac{16}{3} Q_3^2 Q_5 - \frac{161}{6} Q_3 Q_7 - \frac{128}{3} Q_10 + \frac{5}{3} Q_3^2 + \frac{20}{3} Q_3^3 - \frac{7793}{54} Q_9 \]
\[ + 24Q_3 Q_5 + \frac{225}{6} Q_8 \]
\[ P_{7,86} \quad \frac{73}{9} Q_7 - \frac{73}{12} Q_4^2 - \frac{70}{9} Q_7 + \frac{864}{138} Q_7 Q_{11.1} + \frac{781}{9} Q_{11.2} + \frac{73}{9} Q_4 Q_5 - \frac{7}{9} Q_4 Q_7 - 15Q_5^2 - \frac{7}{3} Q_3 Q_9 + \frac{7}{3} Q_3 Q_5 + \frac{1}{2} Q_9 \]
\[ P_{7,87} \quad 27Q_7 Q_5 + \frac{32}{7} Q_8 - \frac{7}{3} Q_9 - 4 \frac{11}{9} Q_3 Q_7 \]
\[ P_{7,88} \quad 12Q_2^2 - \frac{63}{2} Q_7 - \frac{62957}{1152} Q_{11.1} - \frac{7}{3} Q_{11.2} - \frac{35}{9} Q_3 Q_5 + \frac{30}{35} Q_3 Q_7 + \frac{125}{17} Q_5^2 - \frac{5}{9} Q_3 \]
\[ + \frac{800}{198} Q_9 - 12Q_3 Q_5 - \frac{64}{3} Q_8 \]
\[ P_{7,89} \quad - \frac{7}{3} Q_3^2 + \frac{77}{27} Q_9 + 35Q_3 Q_5 - 35Q_3 Q_7 \]
\[ P_{7,90} \quad \frac{71009}{1952} Q_{11.1} - \frac{7}{2} Q_{11.2} - 15Q_3 Q_5 - \frac{3245}{22} Q_9 - 2Q_3^3 + \frac{15}{2} Q_3 Q_5 + \frac{35}{18} Q_3 Q_7 - \frac{65}{9} Q_5^2 \]
\[ P_{7,91} \quad - \frac{35}{17} Q_4 Q_5 - \frac{91}{32} Q_7 + \frac{1085}{18} Q_3 Q_7 + \frac{25}{9} Q_7^2 + \frac{8035}{1484} Q_9 - \frac{15}{4} Q_5 + \frac{15}{2} Q_3 \]
\[ - 5Q_3^2 \]
\[ P_{7,92} \quad \frac{74}{9} Q_9 + 4Q_3^2 - \frac{81}{9} Q_{11.2} - \frac{11009}{1980} Q_{11.1} - \frac{27}{2} Q_3^2 Q_5 \]
\[ P_{7,93} \quad - \frac{1085}{18} Q_3 Q_7 - \frac{25}{2} Q_7^2 - \frac{19}{9} Q_3^3 - \frac{2185}{1484} Q_9 - Q_3^2 + \frac{1631}{16} Q_7 + \frac{415}{12} Q_3 Q_5 \]
\[ - \frac{35}{17} Q_5 \]
\[ P_{7,94} \quad - \frac{7}{3} Q_3^2 + 9Q_3 Q_5 + \frac{64}{3} Q_8 - \frac{11009}{218} Q_9 - \frac{7}{3} Q_3 Q_7 - 15Q_5^2 + \frac{62957}{1152} Q_{11.1} + \frac{1}{2} Q_{11.2} + \frac{15}{2} Q_3^2 Q_5 \]
\[ P_{7,95} \quad \frac{35}{48} Q_4 Q_7 + \frac{234311}{1760} Q_{11.1} - 18Q_3^2 + \frac{189}{2} Q_7 - \frac{20}{9} Q_3^3 - \frac{325}{42} Q_5^2 + \frac{35}{12} Q_{11.2} + \frac{87}{12} Q_3^2 Q_5 \]
\[ - 21Q_3 Q_5 - \frac{11809}{218} Q_9 \]
\[ P_{7,96} \quad \frac{21}{10} Q_4 Q_7 + \frac{71009}{1952} Q_{11.1} - 6Q_5^2 + \frac{63}{2} Q_7 + \frac{7}{6} Q_3^2 - \frac{45}{2} Q_5^2 - \frac{1}{2} Q_{11.2} + \frac{67}{8} Q_3^2 Q_5 \]
\[ - 7Q_3 Q_5 - \frac{14317}{216} Q_9 \]
\[ P_{7,97} \quad \frac{73133}{1484} Q_{11.1} - 4Q_3 Q_5 - \frac{686}{9} Q_9 - 14Q_3 Q_7 - \frac{20}{9} Q_3^2 - 12Q_3^2 + \frac{63}{2} Q_7 + 12Q_3^3 \]
\[ + \frac{21}{9} Q_{11.2} + \frac{40}{9} Q_3^2 Q_5 \]
\[ P_{7,98} \quad - \frac{539}{12} Q_4 Q_7 - \frac{234311}{5760} Q_{11.1} - 6Q_5^2 - \frac{35}{3} Q_7 + \frac{4}{3} Q_3^3 + \frac{225}{4} Q_5^2 - \frac{51}{4} Q_{11.2} \]
\[ - \frac{67}{9} Q_3^2 Q_5 - \frac{47}{9} Q_3 Q_5 + \frac{11147}{216} Q_9 \]
\[ P_{7,99} \quad \frac{25}{9} Q_5 + \frac{40}{9} Q_3^2 + \frac{200}{27} Q_7 + \frac{2}{9} Q_3^3 - \frac{45}{7} Q_3 Q_5 + \frac{200}{27} Q_9 - \frac{16}{9} Q_3^3 \]
\[ - \frac{62957}{184} Q_{11.1} - \frac{9}{2} Q_{11.2} - \frac{35}{9} Q_3^2 Q_5 \]
\[ P_{7,100} \quad - \frac{11253}{128} Q_{11.1} + \frac{273}{16} Q_7 - 9Q_3 Q_5 + 56Q_9 - 3Q_3^2 + \frac{441}{16} Q_3 Q_7 + 9Q_5 \]
\[ - \frac{27}{4} Q_3^2 \]
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\[ P_{7,116} \quad 25 \cdot 3 \cdot 7 - 7 \cdot 4 - 2 \cdot 3 - 7 \cdot 3 - 3 \cdot 2 \cdot 3 + 2 \cdot 3 \cdot 3 + 3 + 3 \]
\[
P_{7,146} = -\frac{14275}{816} Q_{11,1} + \frac{17}{6} Q_{11,2} - \frac{40}{6} Q_5^2 Q_9 + \frac{465}{38} Q_3 Q_7 - \frac{25}{12} Q_5^2 + \frac{42}{9} Q_3^3 + \frac{24}{54} Q_9 + 10 Q_3 Q_5
\]
\[
P_{7,147} = \frac{14275}{816} Q_{11,1} + \frac{17}{6} Q_3 Q_5 + \frac{32}{9} Q_9 + \frac{2715}{1106} Q_9 + \frac{1}{4} Q_3^3 - \frac{62057}{11163} Q_{11,1} - \frac{3}{2} Q_{11,2} - \frac{15}{6} Q_5^2 Q_9
\]
\[
P_{7,148} = -\frac{14275}{816} Q_{11,1} + \frac{17}{6} Q_3 Q_5 - \frac{1001}{1058} Q_9 - \frac{40}{5} Q_3 Q_7 - \frac{25}{6} Q_5^2 + 14 Q_7 + \frac{44}{3} Q_3^3
\]
\[
+ \frac{17}{2} Q_{11,2} - \frac{45}{6} Q_3^2 Q_5
\]
\[
P_{7,149} = -\frac{7}{2} Q_3^3 + \frac{180}{5} Q_3 Q_7 - \frac{205}{152} Q_5^2 - \frac{45}{12} Q_5 + \frac{523}{114} Q_9 + \frac{69}{7} Q_3 Q_5 - \frac{22}{3} Q_3^2
\]
\[
- \frac{303}{45} Q_7
\]
\[
P_{7,150} = \frac{1123}{128} Q_{11,1} + \frac{917}{28} Q_7 + 30 Q_3 Q_5 - \frac{9349}{122} Q_9 - 4 Q_3^3 - \frac{175}{6} Q_3 Q_7
\]
\[
P_{7,151} = 0.0477529 \pm 0.0000013 \quad \text{(exact value unknown)}
\]
\[
P_{7,152} = -12 Q_3 Q_5 - \frac{128}{3} Q_9 + \frac{203}{35} Q_9 - \frac{91}{12} Q_3 Q_7 + 4 Q_3^3 + \frac{45}{6} Q_5^2
\]
\[
P_{7,153} = 34 Q_3^2 Q_5 - \frac{256}{3} Q_3 Q_8 + \frac{114}{12} Q_{11,2} + \frac{13157}{666} Q_{11,1} - 56 Q_3 Q_7
\]
\[
P_{7,154} = 0.0414982 \pm 0.0000012 \quad \text{(exact value unknown)}
\]
\[
P_{7,155} = -\frac{4}{2} Q_3 Q_5 + \frac{40}{9} Q_3^3 - \frac{14}{2} Q_3^2 + \frac{61}{10} Q_9 - \frac{4013}{48} Q_7
\]
\[
P_{7,156} = \frac{86329}{1449} Q_{11,1} + \frac{7}{5} Q_{11,2} + \frac{31}{4} Q_3^2 Q_5 - \frac{7}{3} Q_3 Q_7 - \frac{415}{6} Q_3^2
\]
\[
P_{7,157} = \frac{7}{5} Q_3 Q_7 + \frac{70109}{11163} Q_{11,1} - 13 Q_3^3 - \frac{100}{3} Q_5^2 - \frac{1}{2} Q_{11,2} + \frac{12}{5} Q_3 Q_5 + \frac{61}{2} Q_3 Q_5 + \frac{21}{2} Q_8
\]
\[
- \frac{901}{15} Q_9
\]
\[
P_{7,158} = 0.0414540 \pm 0.0000012 \quad \text{(exact value unknown)}
\]
\[
P_{7,159} = 0.0373345 \pm 0.0000011 \quad \text{(exact value unknown)}
\]
\[
P_{7,160} = -35 Q_3 Q_7 + \frac{40}{9} Q_5^2 - \frac{40}{3} Q_3^3 + \frac{5775}{375} Q_9 + 25 Q_3 Q_5
\]
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\[ P_{\text{176}} \quad \frac{71154}{1449} Q_{11,1} + \frac{44}{9} Q_{11,2} + \frac{10}{9} Q_2^3 Q_5 - \frac{11}{2} Q_3 Q_5 + \frac{11}{9} Q_5 - \frac{125}{8} Q_2^2 + \frac{2863}{96} Q_7 - \frac{8}{3} Q_3 \]

\[ P_{\text{177}} \quad - \frac{47}{9} Q_9 + \frac{23}{9} Q_3 \]

\[ P_{\text{178}} \quad - \frac{1}{4} Q_3 + \frac{47}{49} Q_5 - \frac{1485}{96} Q_7 - \frac{47}{6} Q_3 Q_5 + \frac{31}{2} Q_{11.2} + \frac{73133}{1449} Q_{11.1} + \frac{10}{3} Q_3^2 Q_5 + \frac{47}{9} Q_3^2 - \frac{1568}{27} Q_9 \]

\[ P_{\text{179}} \quad \frac{2}{3} Q_3^3 + \frac{12}{7} Q_3 Q_5 - \frac{12}{7} Q_3^2 + \frac{201}{10} Q_7 - \frac{2365}{316} Q_9 \]

\[ P_{\text{180}} \quad -48 Q_2^3 + 126 Q_7 - \frac{125}{3} Q_9 - \frac{185}{6} Q_3 Q_7 - \frac{128}{3} Q_{10} + 15 Q_5^2 + \frac{11569}{160} Q_{11,1} + \frac{9}{10} Q_{11,2} + \frac{27}{2} Q_3^2 Q_5 \]

\[ P_{\text{181}} \quad 0.0403128 \pm 0.0000011 \quad \text{(exact value unknown)} \]

\[ P_{\text{182}} \quad -\frac{148}{3} Q_2^3 Q_5 + \frac{512}{3} Q_3 Q_8 - \frac{266}{3} Q_{11,2} + \frac{839}{20} Q_{11,1} - \frac{49}{2} Q_3 Q_7 + \frac{128}{3} Q_{10} + \frac{110}{3} Q_5^2 + 8 Q_3^3 + \frac{94}{9} Q_9 - 48 Q_3 Q_5 - \frac{44}{9} Q_8 \]

\[ P_{\text{183}} \quad \frac{43}{4} Q_3 Q_7 - \frac{51}{4} Q_3^2 \]

\[ P_{\text{184}} \quad -\frac{70689}{1152} Q_{11,1} + 15 Q_3 Q_5 + \frac{10297}{216} Q_9 + \frac{11}{3} Q_3^3 + \frac{7}{2} Q_{11,2} - \frac{15}{2} Q_3^2 Q_5 \]

\[ P_{\text{185}} \quad 0.0408544 \pm 0.0000011 \quad \text{(exact value unknown)} \]

\[ P_{\text{186}} \quad 0.0391825 \pm 0.0000011 \quad \text{(exact value unknown)} \]

\[ P_{\text{187}} \quad 7 Q_3 Q_7 + \frac{43007}{1728} Q_{11,1} - 4 Q_3^3 - \frac{118}{3} Q_3^2 + \frac{1}{2} Q_{11,2} + \frac{47}{6} Q_3^2 Q_5 + \frac{62}{5} Q_3 Q_5 - \frac{893}{18} Q_9 \]

\[ P_{\text{188}} \quad -\frac{196}{3} Q_3 Q_7 + \frac{417}{6} Q_5^2 - \frac{1}{6} Q_3^3 + \frac{17}{18} Q_3 + 5 Q_3 Q_5 \]

\[ P_{\text{189}} \quad -\frac{259}{3} Q_3 Q_7 + \frac{73133}{1449} Q_{11,1} + 6 Q_3^3 - \frac{64}{3} Q_7 + 8 Q_3^2 + \frac{64}{5} Q_3^2 + \frac{22}{3} Q_{11,2} + \frac{10}{3} Q_3^2 Q_5 - 18 Q_3 Q_5 - \frac{217}{4} Q_9 \]

\[ P_{\text{190}} \quad -\frac{5}{3} Q_5 - \frac{8}{3} Q_3^2 - \frac{119}{4} Q_7 - \frac{35}{3} Q_3 Q_5 - \frac{3305}{216} Q_9 + \frac{4}{3} Q_3^3 + \frac{62957}{1152} Q_{11,1} + \frac{1}{3} Q_{11,2} + \frac{16}{9} Q_3^3 Q_5 \]
\[ P_{7,206} = -Q_5 + \frac{42}{5} Q_3^2 - \frac{4299}{96} Q_7 - \frac{62057}{1152} Q_{11,1} - \frac{2}{3} Q_{11,2} - \frac{34}{6} Q_3^2 Q_5 + \frac{7}{3} Q_5 Q_7 + 15 Q_3^2 + \frac{2}{3} Q_7 + \frac{6299}{1472} Q_9 - \frac{54}{154} Q_3 Q_5 - \frac{2}{3} Q_5 \]

\[ P_{7,207} = \frac{4}{3} Q_3^2 + 6Q_3^2 - 18Q_5 Q_7 - \frac{63}{4} Q_7 - \frac{22}{3} Q_5 Q_7 - \frac{10}{3} Q_5^2 + \frac{1063}{144} Q_9 \]

\[ P_{7,208} = 40Q_3 Q_5 - 8Q_3^2 - \frac{100}{3} Q_5^2 \]

\[ P_{7,209} = -\frac{63}{4} Q_7 - 9Q_5 Q_7 + \frac{1063}{144} Q_9 + \frac{11}{3} Q_3^2 \]

\[ P_{7,210} = -\frac{4}{5} Q_5 + \frac{22}{5} Q_3^2 + \frac{161}{3} Q_7 + \frac{103}{2} Q_3 Q_5 - \frac{3073}{108} Q_9 - \frac{20}{9} Q_3^2 + \frac{7}{2} Q_5 Q_7 \]

\[ -\frac{125}{6} Q_5^2 - \frac{6299}{1472} Q_{11,1} - \frac{2}{3} Q_{11,2} - \frac{10}{3} Q_5^2 Q_5 \]

\[ P_{7,211} = -\frac{22}{5} Q_5 - \frac{4}{3} Q_3^2 - 28Q_7 - \frac{54}{7} Q_3 Q_5 - 56Q_9 - \frac{54}{7} Q_3 Q_7 + \frac{22}{7} Q_5^2 \]

\[ + \frac{326}{3} Q_{11,1} - 4Q_{11,2} - \frac{20}{3} Q_5^2 Q_5 \]

\[ P_{7,212} = \frac{100}{3} Q_3^2 + 4Q_3^2 - \frac{20}{9} Q_3 Q_5 \]

\[ P_{7,213} = -\frac{28}{5} Q_3 Q_7 + \frac{10}{9} Q_5^2 + \frac{1063}{144} Q_9 + \frac{4}{3} Q_3^2 - 14Q_7 \]

\[ P_{7,214} = -\frac{1}{4} Q_3 - \frac{11}{7} Q_5 - \frac{4}{3} Q_3^2 + \frac{85}{6} Q_7 - \frac{22}{7} Q_5 Q_7 + \frac{7}{48} Q_7 - \frac{1063}{108} Q_3 Q_7 \]

\[ + \frac{45}{2} Q_5^2 + \frac{6299}{1472} Q_9 \]

\[ P_{7,215} = \frac{581}{12} Q_7 + \frac{121}{9} Q_3 Q_5 - \frac{2057}{21} Q_9 - \frac{8}{9} Q_3^2 - \frac{34}{3} Q_3^2 - \frac{7}{2} Q_5 Q_7 + \frac{14}{3} Q_5 - Q_3 \]

\[ - \frac{125}{4} Q_5^2 \]

\[ P_{7,216} = \frac{45}{3} Q_3^2 + 6Q_3^2 - \frac{33}{2} Q_3 Q_5 \]

\[ P_{7,217} = -9Q_3^2 - \frac{151}{6} Q_9 - 12Q_3^2 + \frac{63}{2} Q_7 + 27Q_3 Q_5 \]

\[ P_{7,218} = -\frac{63}{4} Q_7 - 9Q_5 Q_5 + \frac{1063}{54} Q_9 + \frac{13}{3} Q_3^2 \]

\[ P_{7,219} = \frac{485}{16} Q_5 Q_7 - \frac{52}{5} Q_3^2 - \frac{3}{2} Q_5^2 - \frac{841}{216} Q_9 + 21Q_3 Q_5 - 32Q_8 - 12Q_3^2 + \frac{54}{7} Q_7 \]

\[ P_{7,220} = \frac{105}{4} Q_7 + \frac{26}{5} Q_3 Q_5 + \frac{64}{21} Q_8 - \frac{5}{2} Q_9 - 3Q_3^2 - \frac{33}{2} Q_3^2 - \frac{200}{147} Q_5 - \frac{22}{5} Q_5 \]
\[ P_{7,221} = \frac{71133}{1444} Q_{11,1} + \frac{24}{5} Q_{11,2} + \frac{10}{3} Q_3^2 Q_5 + \frac{724}{3} Q_3 Q_7 + \frac{1425}{3} Q_7 + \frac{149}{3} Q_3^2 + 12 Q_3^2 - \frac{723}{6} Q_9 \\
+ 42 Q_3 Q_5 + 255 Q_8 - 60 Q_3^2 + \frac{5}{3} Q_7 \]

\[ P_{7,222} = -\frac{62957}{1112} Q_{11,1} - \frac{2}{3} Q_{11,2} - \frac{25}{9} Q_3^2 Q_5 + \frac{1001}{27} Q_3 Q_7 - \frac{95}{9} Q_3^2 + \frac{255}{9} Q_9 \]

\[ P_{7,223} = -\frac{62957}{1112} Q_{11,1} + \frac{3}{2} Q_{11,2} + \frac{35}{9} Q_3^2 Q_5 - \frac{125}{9} Q_3 Q_7 + \frac{25}{9} Q_3^2 + \frac{5}{3} Q_3^3 - \frac{21550}{2187} Q_9 + Q_3 Q_5 \]

\[ P_{7,224} = -\frac{5}{4} Q_3^3 - \frac{2071}{1008} Q_9 + 14 Q_7 + \frac{23}{6} Q_3 Q_5 - \frac{25}{6} Q_3 Q_7 + \frac{10}{3} Q_3^2 \]

\[ P_{7,225} = \frac{100}{3} Q_3^2 + 4 Q_3^3 - \frac{205}{9} Q_3 Q_5 \]

\[ P_{7,226} = \frac{31}{4} Q_3^3 - \frac{30}{4} Q_3 - \frac{3}{2} Q_3 + \frac{131}{18} Q_3 - \frac{44}{3} Q_5^2 + \frac{5}{2} Q_3 Q_5 - \frac{2}{4} Q_7 \]

\[ P_{7,227} = -Q_5 - \frac{55}{4} Q_5^3 + \frac{553}{32} Q_7 + \frac{62957}{1112} Q_{11,1} + \frac{3}{2} Q_{11,2} + \frac{35}{9} Q_3^2 Q_5 - \frac{7}{6} Q_3 Q_7 \]

\[ P_{7,228} = -\frac{71133}{4444} Q_{11,1} - \frac{24}{9} Q_{11,2} - \frac{10}{9} Q_3^2 Q_5 + \frac{125}{27} Q_3 Q_7 - \frac{5}{9} Q_3^2 - \frac{16}{9} Q_3^3 + \frac{1741}{9} Q_9 \]

\[ P_{7,229} = 28 Q_3 Q_7 - \frac{125}{6} Q_9 - \frac{125}{6} Q_5^2 - \frac{23}{9} Q_3^3 + \frac{240}{9} Q_9 \]

\[ P_{7,230} = \frac{71133}{1444} Q_{11,1} + \frac{24}{4} Q_{11,2} + \frac{10}{3} Q_3^2 Q_5 - \frac{161}{6} Q_3 Q_7 - \frac{125}{3} Q_7 + \frac{20}{3} Q_3^2 + \frac{2709}{36} Q_9 \]

\[ + 24 Q_3 Q_5 + \frac{250}{9} Q_8 \]

\[ P_{7,231} = -\frac{119}{3} Q_3 Q_7 + 35 Q_5^2 + 4 Q_3 Q_5 + \frac{255}{6} Q_8 - \frac{4}{9} Q_9 \]

\[ P_{7,232} = -\frac{200}{9} Q_3^3 + \frac{500}{9} Q_3 Q_9 - 48 Q_3 Q_5 - \frac{212}{9} Q_8 - \frac{71133}{4444} Q_{11,1} - \frac{24}{9} Q_{11,2} - \frac{10}{3} Q_3^3 Q_5 \]

\[ + \frac{219}{9} Q_3 Q_7 - \frac{256}{9} Q_3 Q_9 - \frac{2150}{3} Q_9 \]

\[ P_{7,233} = -\frac{62957}{1112} Q_{11,1} + \frac{2}{3} Q_{11,2} - \frac{25}{9} Q_3^2 Q_5 + \frac{2272}{45} Q_3 Q_7 + \frac{125}{9} Q_10 + \frac{1}{2} Q_5^2 \]

\[ P_{7,234} = \frac{62957}{1112} Q_{11,1} + 23 Q_3 Q_5 - \frac{5759}{25} Q_9 + \frac{2}{3} Q_3 Q_7 - \frac{100}{9} Q_3^2 - 6 Q_3^2 + \frac{61}{3} Q_7 + \frac{1}{2} Q_{11,2} \]

\[ + \frac{35}{6} Q_5 Q_6 \]

\[ P_{7,235} = 40 Q_3 Q_5 - 8 Q_3^3 - \frac{100}{3} Q_3^2 \]
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\[ P_{7,236} = -27Q_5Q_9 + \frac{641}{4}Q_9 + \frac{1444}{16}Q_3Q_7 - \frac{11244}{128}Q_{11,1} - 44Q_5 - 12Q_5^2 - \frac{567}{16}Q_7 \\
-3Q_3 - \frac{114}{4}Q_5^2 \]

\[ P_{7,237} = -\frac{14279}{84}Q_{11,1} - 6Q_3^2 + \frac{65}{4}Q_3Q_7 + \frac{935}{18}Q_9 + \frac{46}{1}Q_5^3 - \frac{17}{8}Q_3Q_7 + \frac{65}{6}Q_5^2 \\
+ \frac{7}{4}Q_7 + \frac{11}{8}Q_{11,2} - \frac{55}{6}Q_3Q_8 \]

\[ P_{7,238} = -\frac{763}{7}Q_7 - \frac{150}{9}Q_3Q_5 - \frac{775}{216}Q_9 + \frac{14}{9}Q_3^3 + \frac{93}{9}Q_3^2 + \frac{55}{3}Q_3Q_7 + \frac{245}{9}Q_5 \\
- \frac{50}{9}Q_3^2 \]

\[ P_{7,239} = -9Q_3Q_9 + \frac{14279}{4}Q_9 + \frac{441}{9}Q_3Q_7 + \frac{11244}{128}Q_{11,1} - 273Q_5 - 18Q_5^2 - \frac{819}{18}Q_7 \\
-42Q_4 - \frac{11}{4}Q_5^2 \]

\[ P_{7,240} = -\frac{10413}{12}Q_7 + \frac{70}{9}Q_3Q_7 - \frac{150}{9}Q_5 - \frac{50}{9}Q_3Q_5 + \frac{60}{3}Q_3Q_7 + \frac{50}{9}Q_3^2 + \frac{35}{3}Q_3Q_7 + \frac{50}{9}Q_3^2 \]

\[ P_{7,241} = \frac{113}{4}Q_7 + \frac{21}{4}Q_3Q_7 - \frac{27}{4}Q_3^2 + 6Q_5Q_5 - \frac{64}{9}Q_8 - Q_3^2 \]

\[ P_{7,242} = \frac{14279}{84}Q_{11,1} - \frac{27}{4}Q_3Q_5 - \frac{677}{27}Q_9 - 6Q_3^2 + \frac{7}{4}Q_7 - 14Q_7^3 + \frac{17}{4}Q_{11,2} + \frac{35}{6}Q_3Q_5 \]

\[ P_{7,243} = -Q_3 + \frac{11}{9}Q_5 + \frac{7749}{27}Q_9 + \frac{46}{9}Q_3^3 - \frac{1315}{108}Q_7 - \frac{25}{9}Q_3Q_7 + \frac{40}{9}Q_5^2 \\
+ \frac{11}{9}Q_3Q_5 - \frac{128}{9}Q_5 - \frac{101}{6}Q_3 \]

\[ P_{7,244} = 36Q_3Q_5 - \frac{577}{8}Q_9 - \frac{441}{8}Q_3Q_7 + \frac{11244}{128}Q_{11,1} - 34Q_5 - 12Q_3^2 + \frac{715}{216}Q_7 - 9Q_7 \]

\[ + \frac{45}{2}Q_5^2 \]

\[ P_{7,245} = \frac{889}{38}Q_7 + \frac{46}{9}Q_3Q_7 - \frac{577}{38}Q_9 - \frac{40}{3}Q_5 - \frac{4}{3}Q_5^3 - \frac{40}{9}Q_5^2 \]

\[ P_{7,246} = -\frac{4}{3}Q_5^3 + \frac{45}{2}Q_7 + \frac{80}{9}Q_3Q_5 - \frac{100}{9}Q_5^2 - \frac{20}{9}Q_5 \]

\[ P_{7,247} = -\frac{34113}{1440}Q_{11,1} - \frac{24}{9}Q_{11,2} - \frac{10}{3}Q_3Q_5 - \frac{177}{27}Q_3Q_7 - \frac{128}{9}Q_7 - \frac{128}{9}Q_5 - \frac{28}{3}Q_5^3 \\
+ \frac{2037}{216}Q_9 - 44Q_3Q_5 - \frac{256}{3}Q_8 \]

\[ P_{7,248} = -\frac{147}{8}Q_3Q_9 + 30Q_5^2 - 12Q_5^3 - \frac{56}{9}Q_9 + 18Q_3Q_5 - 6Q_5^2 + \frac{56}{9}Q_7 \]

\[ P_{7,249} = -\frac{14279}{84}Q_{11,1} + \frac{17}{2}Q_{11,2} - \frac{35}{6}Q_3Q_5 - \frac{120}{3}Q_3Q_7 + \frac{43}{4}Q_5^2 + \frac{43}{4}Q_3Q_7 + \frac{1403}{216}Q_9 \\
+ \frac{11}{2}Q_3Q_5 - \frac{42}{3}Q_8 \]

\[ P_{7,250} = \frac{14279}{84}Q_{11,1} - \frac{17}{2}Q_{11,2} + \frac{35}{6}Q_3Q_5 - \frac{1435}{24}Q_3Q_7 + \frac{175}{6}Q_5^3 + \frac{16}{3}Q_3Q_7 + \frac{2107}{216}Q_9 - 13Q_3Q_5 \]

\[ + 6Q_5^3 - \frac{27}{4}Q_7 \]
\[ P_{7,266} = \frac{14279}{384} Q_{11,1} - \frac{17}{4} Q_{11,2} + \frac{35}{6} Q_{3} Q_{5} - \frac{7}{2} Q_{3} Q_{7} + \frac{5}{3} Q_{3}^{2} - \frac{11}{4} Q_{3}^{3} - \frac{713}{216} Q_{9} - 5 Q_{3} Q_{5} \]

\[ P_{7,267} = -\frac{14279}{384} Q_{11,1} + \frac{17}{4} Q_{11,2} - \frac{35}{6} Q_{3} Q_{5} + \frac{2677}{24} Q_{3} Q_{7} - \frac{128}{3} Q_{10} - \frac{55}{2} Q_{3}^{2} - \frac{16}{3} Q_{5}^{3} + \frac{268}{9} Q_{8} \]

\[ P_{7,268} = \frac{1463}{24} Q_{3} Q_{7} + \frac{128}{3} Q_{10} - \frac{112}{3} Q_{3}^{2} + \frac{2}{3} Q_{3} - \frac{385}{216} Q_{9} - 15 Q_{3} Q_{5} \]

\[ P_{7,269} = \frac{1925}{48} Q_{3} Q_{7} - \frac{62957}{1152} Q_{11,1} - 4 Q_{3}^{3} - \frac{61}{8} Q_{7} + \frac{2465}{22} Q_{5} + 12 Q_{2}^{2} - \frac{45}{4} Q_{5}^{2} - \frac{3}{2} Q_{11,2} - \frac{35}{6} Q_{3} Q_{5} - 13 Q_{3} Q_{5} \]

\[ P_{7,270} = \frac{74113}{1440} Q_{11,1} - 4 Q_{3} Q_{5} - \frac{885}{9} Q_{9} - 14 Q_{3} Q_{7} + \frac{20}{3} Q_{5}^{2} - 12 Q_{2}^{2} + \frac{63}{2} Q_{7} + 12 Q_{3}^{3} + \frac{24}{3} Q_{13,2} + \frac{10}{9} Q_{3} Q_{5} \]

\[ P_{7,271} = \frac{62957}{1152} Q_{11,1} - \frac{1504}{36} Q_{9} - \frac{77}{2} Q_{3} Q_{7} + \frac{7}{3} Q_{5}^{2} + 2 Q_{3}^{2} + \frac{2}{3} Q_{11,2} + \frac{35}{3} Q_{3} Q_{5} \]

\[ P_{7,272} = \frac{119}{3} Q_{3} Q_{7} - \frac{2}{3} Q_{3}^{3} - 35 Q_{5}^{2} - 5 Q_{3} Q_{5} - \frac{385}{216} Q_{9} \]

\[ P_{7,273} = \frac{20}{3} Q_{3}^{3} - 7 Q_{3} Q_{5} - \frac{128}{3} Q_{8} + \frac{6103}{216} Q_{9} - 7 Q_{3} Q_{7} + \frac{10}{3} Q_{5}^{2} \]

\[ P_{7,274} = \frac{14279}{384} Q_{11,1} + \frac{17}{4} Q_{11,2} - \frac{35}{6} Q_{3} Q_{5} + \frac{1309}{12} Q_{3} Q_{7} - \frac{685}{6} Q_{2}^{2} + \frac{35}{6} Q_{3}^{3} + \frac{713}{216} Q_{9} + 5 Q_{3} Q_{5} \]

\[ P_{7,275} = \frac{180}{3} Q_{3} Q_{7} + \frac{128}{3} Q_{10} + \frac{105}{3} Q_{2}^{2} + 12 Q_{3} Q_{5} + \frac{148}{3} Q_{8} - \frac{506}{36} Q_{9} - 4 Q_{3}^{3} \]

\[ P_{7,276} = \frac{14279}{384} Q_{11,1} - \frac{17}{4} Q_{11,2} + \frac{35}{6} Q_{3} Q_{5} + \frac{1147}{24} Q_{3} Q_{7} - \frac{256}{3} Q_{10} - 60 Q_{2}^{2} - \frac{35}{6} Q_{3}^{3} - \frac{220}{27} Q_{9} \]

\[ P_{7,277} = \frac{64}{3} Q_{3} Q_{5} - \frac{64}{3} Q_{8} + \frac{2204}{27} Q_{9} + \frac{10}{3} Q_{3}^{3} + \frac{7}{3} Q_{3} Q_{7} - \frac{62957}{1152} Q_{11,1} - \frac{3}{2} Q_{11,2} - \frac{35}{6} Q_{2}^{2} + 5 Q_{5}^{2} - \frac{204}{9} Q_{7} + 15 Q_{3}^{2} \]

\[ P_{7,278} = -55 Q_{1} Q_{5} + \frac{2025}{18} Q_{9} + 4 Q_{3}^{3} + \frac{1085}{18} Q_{3} Q_{7} - \frac{11253}{128} Q_{11,1} + 200 Q_{3}^{2} + \frac{2425}{24} Q_{7} - \frac{135}{4} Q_{2}^{2} \]

\[ P_{7,279} = -\frac{74113}{1440} Q_{11,1} - \frac{52}{3} Q_{11,2} - \frac{10}{3} Q_{5}^{2} Q_{5} - \frac{29}{3} Q_{3}^{3} + \frac{6643}{108} Q_{9} + \frac{53}{6} Q_{3} Q_{5} + \frac{32}{3} Q_{8} + 17 Q_{3}^{2} - \frac{204}{9} Q_{7} \]
$P_{7,281}$
\[4Q_3^3 + 56Q_7 + \frac{106}{3}Q_3Q_5 - \frac{1060}{11}Q_9 - 4Q_3^3 - \frac{24}{7}Q_3Q_7 - \frac{114}{7}Q_5^2 - \frac{62957}{11532}Q_{11,1}
\]
\[-\frac{3}{2}Q_{11,2} - \frac{33}{2}Q_3^2Q_5\]

$P_{7,282}$
\[-\frac{65}{9}Q_5 - \frac{1611}{12}Q_3^2 - \frac{8883}{32}Q_7 - \frac{15}{7}Q_3 - \frac{283}{11}Q_5Q_3 + \frac{20081}{44}Q_9 + \frac{16}{7}Q_3^3\]
\[+ \frac{7}{6}Q_3Q_7 + \frac{1}{2}Q_5^2 + \frac{62957}{11532}Q_{11,1} + \frac{3}{2}Q_{11,2} + \frac{33}{2}Q_3^2Q_5\]

$P_{7,283}$
\[\frac{25}{9}Q_3Q_5 - \frac{256}{27}Q_9 - \frac{10481}{162}Q_9 + \frac{73113}{13440}Q_{11,1} + \frac{17}{7}Q_5 - \frac{194}{9}Q_3^2 + \frac{1127}{36}Q_7\]
\[- \frac{22}{9}Q_3 + \frac{100}{9}Q_3^3 + \frac{24}{7}Q_{11,2} + \frac{16}{9}Q_3^2Q_5\]

$P_{7,284}$
\[-\frac{40}{9}Q_3Q_5 - \frac{256}{33}Q_9 - 6Q_3^2 + \frac{20}{9}Q_3^3 + \frac{24}{7}Q_{11,2} + \frac{73113}{13440}Q_{11,1}\]
\[+ \frac{16}{9}Q_3^2Q_5\]

$P_{7,285}$
\[-14Q_7 - \frac{76}{9}Q_3Q_5 + \frac{56}{9}Q_9 + 4Q_3^2 + 4Q_3^3 + \frac{24}{7}Q_3Q_7 + \frac{20}{9}Q_5\]
\[+ \frac{16}{9}Q_3^2\]

$P_{7,286}$
\[4Q_3^3 + \frac{144}{9}Q_5 - \frac{100}{9}Q_3^2 + \frac{40}{9}Q_3Q_5\]

$P_{7,287}$
\[-\frac{73113}{1440}Q_{11,1} - \frac{24}{7}Q_{11,2} - \frac{10}{3}Q_3Q_5 + 7Q_3Q_7 - \frac{10}{3}Q_5^2 - 12Q_3^3 + \frac{1735}{24}Q_9\]
\[+ \frac{44}{9}Q_3Q_5 + 12Q_3^2 - \frac{63}{7}Q_7\]

$P_{7,288}$
\[\frac{62957}{11532}Q_{11,1} = \frac{16}{7}Q_3Q_5 - \frac{22}{9}Q_3Q_7 + \frac{2}{9}Q_3^2 + \frac{8}{9}Q_3^3 - \frac{28}{9}Q_7 + \frac{2}{9}Q_{11,2} + \frac{24}{7}Q_3^2Q_5\]
\[-\frac{3305}{108}Q_9\]

$P_{7,289}$
\[-\frac{14273}{284}Q_{11,1} + \frac{17}{7}Q_{11,2} - \frac{35}{6}Q_3Q_5 + \frac{817}{11}Q_3Q_7 - \frac{417}{11}Q_3^2 + \frac{32}{9}Q_3^3 - \frac{1069}{9}Q_9\]
\[+ 24Q_3Q_5 + \frac{256}{9}Q_8\]

$P_{7,290}$
\[7Q_3Q_7 + \frac{14}{9}Q_3^2 - \frac{22}{9}Q_3^3 + \frac{5968}{216}Q_9 - 14Q_3Q_5 - \frac{148}{9}Q_8\]

$P_{7,291}$
\[10Q_3Q_5 + \frac{3125}{216}Q_9 - \frac{4}{3}Q_3^3 - 3Q_7 - \frac{20}{3}Q_5^2\]

$P_{7,292}$
\[-\frac{130}{9}Q_3Q_5 + \frac{1063}{2}Q_9 - \frac{49}{3}Q_3Q_7 + \frac{215}{9}Q_5^2 - \frac{40}{9}Q_3 - \frac{10}{9}Q_5^2 - \frac{417}{7}Q_7\]
\[+ \frac{8}{9}Q_3^3\]

$P_{7,293}$
\[\frac{505}{36}Q_9 - 4Q_3^3 - 21Q_7 + \frac{105}{4}Q_3Q_7 - \frac{49}{7}Q_5^2 - 4Q_3Q_5 + 8Q_3^2\]

$P_{7,294}$
\[-15Q_3 + \frac{145}{7}Q_3^3 + \frac{833}{7}Q_7 + 2Q_3^2 + \frac{50}{9}Q_3Q_5 + \frac{14665}{7}Q_9 - 32Q_3^3\]
\[-\frac{73113}{480}Q_{11,1} - \frac{72}{7}Q_{11,2} - 10Q_3Q_5\]

$P_{7,295}$
\[\frac{112}{7}Q_7 + \frac{24}{7}Q_3Q_7 - \frac{10}{7}Q_3^2 - \frac{1063}{54}Q_9 - 4Q_3^3 + \frac{24}{7}Q_3Q_7 + \frac{20}{9}Q_3Q_5 + \frac{10}{3}Q_5\]
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\[ P_{7,296} = -\frac{15}{7} Q_3 Q_5 - \frac{25}{3} Q_9 + \frac{1695}{32} Q_{11,1} + \frac{4}{7} Q_{11,2} + \frac{15}{7} Q_5^2 Q_5 - \frac{141}{7} Q_7 \]

\[ P_{7,297} = 30 Q_3 Q_9 + \frac{256}{7} Q_8 + \frac{765}{8} Q_9 + \frac{189}{8} Q_3 Q_7 + \frac{128}{8} Q_{10} - \frac{75}{7} Q_7^2 - \frac{11253}{128} Q_{11,1} + 36 Q_3^2 \]

\[ -\frac{149}{2} Q_7 \]

\[ P_{7,298} = -\frac{295}{7} Q_3 Q_7 + 10 Q_7^2 + \frac{1663}{3} Q_9 + \frac{1}{3} Q_3^3 - 14 Q_7 \]

\[ P_{7,299} = \frac{13}{7} Q_3^2 + 6 Q_3^2 - \frac{33}{7} Q_3 Q_5 \]

\[ P_{7,300} = -\frac{45}{7} Q_3 Q_5 - 3 Q_3^3 + \frac{441}{16} Q_3 Q_7 \]

\[ P_{7,301} = \frac{101}{7} Q_7 + \frac{56}{7} Q_3 Q_5 + \frac{64}{7} Q_8 - \frac{7}{2} Q_9 - 3 Q_3^3 - \frac{33}{7} Q_3^2 - \frac{220}{17} Q_5 - \frac{33}{7} Q_3 \]

\[ P_{7,302} = 4 Q_3^2 + \frac{40}{7} Q_3 - \frac{100}{7} Q_3^2 + \frac{40}{7} Q_3 Q_5 \]

\[ P_{7,303} = -14 Q_7 - \frac{56}{7} Q_3 Q_5 + \frac{56}{7} Q_9 + 4 Q_3^3 + 4 Q_3^2 + \frac{22}{7} Q_3 Q_7 + \frac{22}{7} Q_5 \]

\[ -\frac{10}{3} Q_3^3 \]

\[ P_{7,304} = \frac{67}{7} Q_7 + \frac{22}{7} Q_3 Q_5 + \frac{22}{7} Q_8 + \frac{137}{7} Q_9 + 3 Q_3^3 - \frac{147}{4} Q_3^2 - \frac{341}{38} Q_5 - \frac{277}{16} Q_3 \]

\[ -\frac{5}{4} Q_3 Q_5 - \frac{160}{7} Q_8 + \frac{21}{4} Q_7 + \frac{7}{2} Q_9 + 3 Q_3^3 - \frac{143}{36} Q_5 - \frac{11}{18} Q_3 \]

\[ -\frac{3}{4} Q_3^3 \]

\[ P_{7,306} = \frac{72}{7} Q_5 - \frac{13}{7} Q_3^2 - \frac{1015}{8} Q_7 - 3 Q_3 - 57 Q_3 Q_5 + \frac{4272}{7} Q_9 + \frac{32}{5} Q_3^3 - \frac{329}{16} Q_3 Q_7 + 45 Q_3^2 \]

\[ -\frac{7}{7} Q_3 Q_7 - 15 Q_5^2 - \frac{59}{9} Q_3^3 - \frac{52973}{668} Q_9 + \frac{163}{6} Q_3 Q_5 - \frac{32}{7} Q_8 + 6 Q_5 \]

\[ + \frac{65}{9} Q_3^2 + \frac{3497}{72} Q_7 + \frac{46}{9} Q_3 \]

\[ P_{7,307} = 0.0510357 \pm 0.0000014 \quad \text{(exact value unknown)} \]

\[ P_{7,309} = 15 Q_3^2 + \frac{495}{17} Q_3^4 + 3 Q_3^3 + \frac{5}{2} Q_3 Q_7 - \frac{151}{4} Q_3 Q_5 - \frac{8510}{128} Q_7 + \frac{1673}{874} Q_9 - \frac{51}{4} Q_5 \]

\[ + \frac{3}{8} Q_3 \]

\[ P_{7,310} = -\frac{17}{2} Q_3^3 + \frac{180}{7} Q_3 Q_7 - \frac{265}{17} Q_5^2 - \frac{452}{17} Q_5 + \frac{5230}{142} Q_9 + \frac{69}{4} Q_3 Q_5 - \frac{22}{7} Q_3^2 \]

\[ -\frac{205}{17} Q_7 \]
\[ P_{7,311} = -\frac{10}{7} Q_5 Q_5 - \frac{417}{18} Q_9 - \frac{195}{19} Q_5 + \frac{142}{17} Q_1^2 - \frac{147}{17} Q_7 + \frac{11}{7} Q_3 \]
\[ P_{7,312} = -\frac{653}{108} Q_{11.1} - 12 Q_3^2 + \frac{63}{13} Q_7 + 4 Q_1^2 + \frac{390}{7} Q_5^2 - \frac{313}{19} Q_{11.2} - \frac{303}{108} Q_3 Q_5 \]
\[ -34 Q_3 Q_5 + \frac{167}{17} Q_9 \]
\[ P_{7,313} = 0.489625 \pm 0.0000014 \quad \text{(exact value unknown)} \]
\[ P_{7,314} = 0.493575 \pm 0.0000014 \quad \text{(exact value unknown)} \]
\[ P_{7,315} = -\frac{763}{18} Q_7 - \frac{356}{9} Q_3 Q_5 - \frac{259}{210} Q_9 + \frac{16}{9} Q_3^2 + \frac{94}{9} Q_3^2 + \frac{35}{9} Q_5 Q_7 + \frac{245}{9} Q_5 \]
\[ -\frac{50}{9} Q_5^2 \]
\[ P_{7,316} = -\frac{25}{3} Q_3^2 + \frac{407}{14} Q_5 + \frac{277}{24} Q_5^2 - \frac{111}{14} Q_7 - \frac{1}{3} Q_9 + \frac{15}{2} Q_3 Q_5 + 7 Q_3 Q_7 \]
\[ -\frac{10}{9} Q_3^2 + \frac{41}{24} Q_5 - \frac{73133}{1440} Q_{11.1} - \frac{24}{9} Q_{11.2} - \frac{10}{9} Q_3 Q_5 \]
\[ P_{7,317} = \frac{37031}{360} Q_{11.1} - \frac{11}{10} Q_{11.2} + \frac{29}{6} Q_5^2 Q_5 - \frac{875}{8} Q_3 Q_7 + \frac{25}{9} Q_5^2 + \frac{16}{3} Q_3^2 - \frac{6167}{54} Q_9 + \frac{131}{3} Q_3 Q_5 \]
\[ -30 Q_4^2 + \frac{1395}{24} Q_7 \]
\[ P_{7,318} = -Q_3^2 + \frac{47}{9} Q_7 + \frac{209}{36} Q_3^2 Q_5 - \frac{156}{9} Q_3 Q_5 + \frac{203}{110} Q_{11.2} + \frac{240917}{17020} Q_{11.1} + \frac{38}{9} Q_3 Q_5 \]
\[ + \frac{320}{3} Q_8 - \frac{14470}{383} Q_9 - 3 Q_3^2 - \frac{49}{3} Q_5 Q_7 - \frac{22}{3} Q_7^2 \]
\[ P_{7,319} = \frac{338}{9} Q_3 Q_5 - \frac{128}{9} Q_8 - \frac{5498}{51} Q_9 - \frac{112}{9} Q_3^2 + \frac{497}{2} Q_3 Q_7 - \frac{896}{9} Q_10 - \frac{869}{9} Q_9^2 - \frac{28}{9} Q_5^2 \]
\[ + \frac{413}{9} Q_7 \]
\[ P_{7,320} = -\frac{14470}{1728} Q_{11.1} + \frac{82}{9} Q_3 Q_5 + 44 Q_3^3 + \frac{271}{72} Q_9 - \frac{77}{72} Q_3 Q_7 + \frac{65}{9} Q_5^2 + 6 Q_3^2 \]
\[ + \frac{55}{9} Q_7 + \frac{42}{13} Q_{11.2} - \frac{43}{2} Q_7^2 Q_5 \]
\[ P_{7,321} = \frac{57}{6} Q_3 Q_7 - \frac{14470}{383} Q_{11.1} + 10 Q_3^2 + \frac{47}{9} Q_7^2 + \frac{17}{2} Q_{11.2} - \frac{35}{6} Q_3^2 Q_5 + 15 Q_3 Q_5 \]
\[ + \frac{715}{18} Q_9 \]
\[ P_{7,322} = -\frac{6295}{112} Q_{11.1} - \frac{2}{3} Q_{11.2} - \frac{25}{6} Q_3^2 Q_5 + \frac{427}{48} Q_3 Q_7 - \frac{55}{12} Q_7^2 - \frac{4}{3} Q_3^2 - \frac{5095}{108} Q_9 \]
\[ + \frac{21}{5} Q_3 Q_5 \]
\[ P_{7,323} = \frac{73133}{1440} Q_{11.1} - \frac{28}{9} Q_3 Q_7 + 12 Q_3^2 - \frac{259}{3} Q_9 - \frac{35}{9} Q_5^2 + 12 Q_3 Q_5 - \frac{128}{9} Q_8 - 18 Q_3^2 \]
\[ + \frac{160}{9} Q_7 + \frac{24}{7} Q_{11.2} + \frac{14}{2} Q_5 Q_7 \]
\[ P_{7,324} = -\frac{47}{2} Q_3 Q_5 + 3 Q_3^3 - \frac{345}{16} Q_3 Q_7 + \frac{55}{3} Q_7^2 - \frac{61}{7} Q_7 + \frac{12}{1} Q_9 + 12 Q_3^2 \]
\[ P_{7,325} = 21 Q_3 Q_7 - \frac{73133}{1440} Q_{11.1} + 36 Q_3^2 - \frac{189}{7} Q_7 - 28 Q_3^2 - 10 Q_5^2 - \frac{24}{5} Q_{11.2} - \frac{10}{9} Q_3 Q_5 \]
\[ + 12 Q_3 Q_5 + \frac{1065}{2} Q_9 \]
\[ P_{7,326} \quad \frac{57}{6} Q_3 Q_7 + \frac{14279}{384} Q_{11,1} - \frac{33}{8} Q_3 Q_9 - \frac{85}{6} Q_7^2 - \frac{17}{8} Q_{11,2} + \frac{11}{4} Q_3 Q_5 - \frac{15}{8} Q_3 Q_5 + \frac{35}{6} Q_8 - \frac{41}{16} Q_9 \]

\[ P_{7,327} \quad \frac{14279}{384} Q_{11,1} - \frac{31}{4} Q_3 Q_7 - \frac{33}{8} Q_8 - \frac{107}{144} Q_9 + \frac{77}{18} Q_3 Q_7 - \frac{85}{6} Q_3^2 Q_5 - \frac{41}{4} Q_3^3 - \frac{17}{2} Q_{11,2} + \frac{35}{6} Q_3^2 Q_5 \]

\[ P_{7,328} \quad \frac{3}{2} Q_3 Q_7 + 2Q_3^2 - \frac{21}{4} Q_7 - 8Q_3 Q_7 - \frac{29}{2} Q_2^2 + 18Q_3 Q_5 - \frac{64}{9} Q_8 + \frac{181}{144} Q_9 \]

\[ P_{7,329} \quad -12Q_3^2 + 45Q_3 Q_7 + \frac{637}{1152} Q_{11,1} + \frac{1}{2} Q_{11,2} + \frac{33}{8} Q_3 Q_5 - \frac{161}{16} Q_3 Q_7 - \frac{45}{4} Q_5^2 + \frac{1}{2} Q_3^2 Q_5 + 6Q_3 Q_5 \]

\[ P_{7,330} \quad \frac{29}{6} Q_3 Q_5 - 91Q_9 - \frac{25}{9} Q_3 Q_7 + \frac{336}{3} Q_{11,1} - 4Q_{11,2} - \frac{15}{2} Q_3^2 Q_5 + \frac{29}{3} Q_5^2 \]

\[ P_{7,331} \quad - \frac{161}{144} Q_3 Q_7 - \frac{70109}{1152} Q_{11,1} + \frac{101}{4} Q_3^2 + \frac{575}{24} Q_2^2 + \frac{1}{2} Q_{11,2} - \frac{15}{8} Q_3^2 Q_5 - 20Q_3 Q_5 + \frac{2365}{81} Q_9 \]

\[ P_{7,332} \quad -5Q_3 Q_5 + 28Q_3 Q_7 - \frac{29}{2} Q_2^2 - \frac{12}{7} Q_3 - \frac{53}{8} Q_9 \]

\[ P_{7,333} \quad - \frac{140}{9} Q_3 Q_7 + \frac{70109}{1152} Q_{11,1} - \frac{29}{6} Q_3^2 + \frac{95}{4} Q_2^2 - \frac{1}{2} Q_{11,2} + \frac{15}{8} Q_3^2 Q_5 + 40Q_3 Q_5 - \frac{2365}{27} Q_9 \]

\[ P_{7,334} \quad - \frac{29}{3} Q_3^2 - \frac{41}{2} Q_7 - 20Q_3 Q_7 + \frac{336}{3} Q_{11,1} - 4Q_{11,2} - \frac{15}{2} Q_3^2 Q_5 + \frac{29}{3} Q_5^2 + \frac{1}{2} Q_3^2 Q_5 \]

\[ P_{7,335} \quad - \frac{2081}{96} Q_3 Q_7 + \frac{637}{1152} Q_{11,1} - \frac{17}{2} Q_3^2 + 20Q_3 Q_5 - \frac{29}{2} Q_2^2 + \frac{15}{8} Q_3^2 Q_5 + 6Q_3 Q_5 + \frac{11}{2} Q_3^2 Q_5 \]

\[ P_{7,336} \quad - \frac{637}{1440} Q_{11,1} + 18Q_3 Q_5 + \frac{125}{8} Q_8 + \frac{973}{1152} Q_9 + \frac{1077}{216} Q_3 Q_7 + \frac{128}{3} Q_10 - \frac{165}{16} Q_5^2 + \frac{18}{4} Q_7^2 + \frac{4}{3} Q_{11,2} - \frac{11}{2} Q_3^2 Q_5 \]

\[ P_{7,337} \quad - \frac{14279}{1440} Q_{11,1} + \frac{441}{16} Q_3 Q_7 - \frac{45}{4} Q_2^2 + \frac{701}{8} Q_9 - 17Q_3 Q_5 \]

\[ P_{7,338} \quad \frac{637}{1152} Q_{11,1} - \frac{2413}{216} Q_9 - \frac{4}{3} Q_3^2 + \frac{95}{16} Q_3 Q_7 - \frac{128}{3} Q_10 + \frac{245}{11} Q_5^2 + \frac{3}{2} Q_{11,2} + \frac{35}{6} Q_3 Q_5 \]

\[ 12Q_3^2 + \frac{35}{6} Q_7 - 3Q_3 Q_5 - \frac{25}{6} Q_8 \]

\[ P_{7,339} \quad - \frac{45}{2} Q_3^2 + 3Q_2^2 + \frac{15}{4} Q_3 Q_5 - \frac{55}{9} Q_9 \]

\[ P_{7,340} \quad - \frac{74113}{1440} Q_{11,1} + 2Q_3 Q_5 - \frac{128}{3} Q_8 + 14Q_3 Q_7 - \frac{20}{3} Q_5^2 - \frac{38}{3} Q_3^2 + 12Q_3 \]

\[ \frac{63}{2} Q_7 - \frac{29}{4} Q_{11,2} - \frac{15}{8} Q_3^2 Q_5 + \frac{1794}{216} Q_9 \]
\[ P_{7,341} = \frac{243}{12} Q_3 Q_7 - \frac{6405}{1152} Q_{11,1} + 24Q_3^2 - 63Q_7 - \frac{16}{3} Q_3^3 + \frac{20}{3} Q_3^4 - \frac{3}{3} Q_{11,2} - \frac{65}{9} Q_3^5 - 2Q_3 Q_5 - \frac{7459}{690} Q_9 \]

\[ P_{7,342} = 4Q_3^3 - 10Q_3 Q_5 + \frac{3751}{38} Q_9 + \frac{79}{2} Q_3 Q_7 + \frac{25}{8} Q_5^2 - \frac{326}{27} Q_{11,1} + 4Q_{11,2} + \frac{20}{3} Q_3^2 Q_5 \]

\[ P_{7,343} = 36Q_3 Q_5 - \frac{417}{3} Q_9 - \frac{411}{8} Q_3 Q_7 + \frac{11235}{68} Q_{11,1} - 12Q_3^2 + \frac{25}{2} Q_7 + \frac{47}{2} Q_5^2 \]

\[ P_{7,344} = -\frac{1865}{1112} Q_9 + Q_3^2 - \frac{7}{2} Q_3 Q_5 + \frac{190}{8} Q_3 Q_7 - \frac{265}{12} Q_5^2 + \frac{35}{4} Q_5 - \frac{679}{96} Q_7 - \frac{1}{8} Q_3^3 \]

\[ P_{7,345} = \frac{16}{3} Q_3^3 - \frac{277}{288} Q_9 - \frac{125}{27} Q_3 Q_5 + \frac{45}{4} Q_3 Q_7 - \frac{50}{9} Q_5^2 - \frac{70}{9} Q_5 - \frac{32}{9} Q_3^2 + \frac{1041}{12} Q_7 \]

\[ P_{7,346} = \frac{299}{2} Q_7 + \frac{35}{2} Q_3^2 + 26Q_3 Q_5 + \frac{64}{7} Q_8 - \frac{2135}{22} Q_9 - \frac{16}{7} Q_3^3 + 7Q_3 Q_7 - \frac{25}{7} Q_5^2 \]

\[ P_{7,347} = \frac{1}{2} Q_3 Q_7 + 2Q_3^2 - \frac{21}{4} Q_7 - \frac{5}{3} Q_3^3 - \frac{25}{2} Q_5^2 + 10Q_3 Q_5 + \frac{55}{9} Q_8 + \frac{19}{72} Q_9 \]

\[ P_{7,348} = \frac{1423}{9} Q_{11,1} - \frac{117}{2} Q_{11,2} + \frac{43}{8} Q_3^2 Q_5 - 16Q_3^3 - \frac{273}{2} Q_9 - 5Q_3 Q_5 \]

\[ P_{7,349} = \frac{401}{2} Q_3^3 - \frac{10}{2} Q_3^2 - \frac{40}{7} Q_3^4 + \frac{1}{7} Q_3 Q_7 + \frac{23}{2} Q_3 Q_5 + \frac{1071}{16} Q_7 - \frac{4072}{57} Q_9 \]

\[ P_{7,350} = \frac{181}{16} Q_3 Q_7 + \frac{64}{7} Q_{10} + \frac{64}{7} Q_3^2 + \frac{64}{9} Q_3^3 - \frac{4072}{85} Q_9 + \frac{43}{4} Q_3 Q_5 + \frac{1047}{4} Q_8 \]

\[ P_{7,351} = -3Q_3 Q_7 + \frac{205}{3} Q_3 Q_5 - \frac{114}{15} Q_{11,1} - \frac{8357}{60} Q_3 Q_7 + \frac{51}{7} Q_5^2 + 4Q_3^3 + \frac{1399}{16} Q_9 - 22Q_3 Q_5 - \frac{256}{9} Q_8 + 6Q_3^2 - \frac{61}{4} Q_7 \]

\[ P_{7,352} = -27Q_3 Q_7 - \frac{4813}{35} Q_9 + 8Q_3^2 - \frac{5}{3} Q_3 Q_7 + \frac{9617}{720} Q_{11,1} + \frac{9}{10} Q_{11,2} + \frac{27}{2} Q_5^2 Q_5 - 36Q_3^4 + \frac{189}{2} Q_7 - \frac{5}{2} Q_3^2 \]

\[ P_{7,353} = \frac{29}{2} Q_3 Q_5 + \frac{544}{3} Q_9 - \frac{7769}{54} Q_9 + \frac{13}{4} Q_3^3 + \frac{5255}{576} Q_{11,1} + \frac{47}{10} Q_{11,2} + \frac{257}{6} Q_5^2 Q_5 - \frac{512}{3} Q_3 Q_5 \]

\[ P_{7,354} = \frac{35}{3} Q_3 Q_7 + \frac{50}{9} Q_3^2 - \frac{10}{9} Q_3^3 - \frac{2095}{56} Q_9 + \frac{7}{9} Q_3 Q_5 + \frac{64}{9} Q_8 + \frac{25}{3} Q_3^2 \]

\[ P_{7,355} = \frac{11}{2} Q_3 Q_5 - \frac{105}{16} Q_7 - \frac{189}{9} Q_3 Q_7 + \frac{205}{12} Q_3^2 + \frac{4595}{216} Q_9 + \frac{13}{6} Q_3^3 - \frac{3}{2} Q_3^2 \]
\[ P_{7,356} = 0.0522834 \pm 0.0000014 \] (exact value unknown)

\[ P_{7,357} = -\frac{3}{4} Q_{11} - \frac{62957}{1652} Q_{11,1} - \frac{35}{4} Q_3 Q_5 + \frac{4}{3} Q_3 + \frac{11409}{1100} Q_9 - \frac{13}{2} Q_3 Q_5 + \frac{5}{2} Q_3 Q_7 + \frac{15}{2} Q_5^2 \]

\[ P_{7,358} = -\frac{16}{3} Q_3^2 - \frac{128}{3} Q_8 - 22 Q_3 Q_5 + \frac{617}{4} Q_9 - 21 Q_3 Q_7 + 50 Q_5^2 \]

\[ P_{7,359} = 90 Q_3^2 Q_5 - 256 Q_3 Q_8 + \frac{684}{5} Q_{11,1} - \frac{2229}{280} Q_{11,1} - \frac{115}{2} Q_9 + 60 Q_3^3 \]

\[ P_{7,360} = \frac{903}{8} Q_9 + 18 Q_3^2 - \frac{189}{4} Q_7 - 54 Q_3 Q_5 + \frac{1323}{14} Q_3 Q_7 - \frac{135}{5} Q_5^2 - \frac{11253}{56} Q_{11,1} \]

\[ P_{7,361} = -12 Q_3^2 + \frac{169}{3} Q_7 + 9 Q_3 Q_5 + \frac{13}{4} Q_8 - \frac{1609}{260} Q_9 + 24 Q_3^3 - \frac{105}{2} Q_3 Q_7 + \frac{256}{3} Q_3 Q_5 + \frac{14073}{640} Q_{11,1} + \frac{91}{10} Q_{11,1} + \frac{75}{2} Q_5^2 Q_5 \]

\[ P_{7,362} = -\frac{90}{4} Q_3 Q_5 + \frac{40}{3} Q_9 + \frac{943}{12} Q_9 + \frac{177}{16} Q_3 Q_7 - \frac{45}{2} Q_5^2 \]

\[ P_{7,363} = 15 Q_3^2 + \frac{107}{48} Q_3^2 - \frac{383}{12} Q_3 Q_5 + \frac{5}{2} Q_3 Q_7 - \frac{3}{2} Q_3 - \frac{75}{6} Q_7 + \frac{1475}{160} Q_9 + \frac{1}{4} Q_3 \]

\[ -\frac{31}{48} Q_5 \]

\[ P_{7,364} = \frac{393}{16} Q_9 - \frac{154}{3} Q_3 Q_5 + \frac{411}{8} Q_3 Q_7 - \frac{45}{2} Q_5^2 + \frac{3}{2} Q_3 + \frac{101}{8} Q_3^2 - 42 Q_7 \]

\[ P_{7,365} = \frac{4203}{48} Q_3 Q_7 - \frac{64}{3} Q_{10} - \frac{415}{12} Q_3^2 - \frac{48}{5} Q_3^3 - \frac{14}{3} Q_3 Q_5 - \frac{16}{3} Q_8 - \frac{709}{432} Q_9 \]

\[ P_{7,366} = -24 Q_3^2 + 63 Q_7 + 45 Q_3^2 - \frac{128}{3} Q_{10} - \frac{343}{14} Q_3 Q_7 - \frac{5}{3} Q_3 - \frac{13045}{216} Q_9 + 5 Q_3 Q_5 - \frac{128}{3} Q_8 + \frac{48359}{3125} Q_{11,1} + \frac{47}{7} Q_{11,1} + \frac{127}{4} Q_5^2 Q_5 - \frac{128}{3} Q_3 Q_8 \]

\[ P_{7,367} = -\frac{417}{3} Q_3^2 Q_5 + \frac{128}{3} Q_3 Q_8 - \frac{429}{29} Q_{11,1} - \frac{95923}{5060} Q_{11,1} + \frac{329}{3} Q_3 Q_7 + \frac{128}{3} Q_5 - \frac{15}{2} Q_5^2 + \frac{3}{4} Q_3^2 + \frac{265}{72} Q_9 - 40 Q_3 Q_5 \]

\[ P_{7,368} = \frac{4}{3} Q_3 Q_7 - \frac{7}{3} Q_3^2 + \frac{22}{3} Q_3 Q_5 + \frac{80}{9} Q_8 - \frac{1501}{144} Q_9 \]

\[ P_{7,369} = -\frac{13}{2} Q_3 Q_5 - \frac{105}{16} Q_7 - \frac{189}{8} Q_3 Q_7 + \frac{269}{12} Q_5^2 + \frac{4395}{216} Q_9 + \frac{12}{5} Q_3^2 - \frac{3}{2} Q_5^2 \]

\[ P_{7,370} = \frac{617}{48} Q_3 Q_7 - 20 Q_5^2 + \frac{9}{2} Q_3^2 - \frac{11}{2} Q_9 + \frac{3}{2} Q_3 Q_5 + 16 Q_8 \]
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\[ P_{7,371} \quad \frac{184}{3} Q_3^2 Q_5 - \frac{242}{3} Q_3 Q_8 + \frac{268}{3} Q_{11,2} - \frac{4801}{360} Q_{11,1} + \frac{14}{3} Q_3 Q_7 - \frac{25}{3} Q_2^2 - \frac{88}{3} Q_3^3 - \frac{104}{27} Q_9 + 48 Q_3 Q_5 + \frac{214}{3} Q_8 \]

\[ P_{7,372} \quad \frac{8603}{216} Q_{11,1} - 4Q_3 Q_5 - \frac{811}{9} Q_9 - 14Q_3 Q_7 + \frac{20}{9} Q_2^2 - 12Q_3^2 + \frac{63}{9} Q_7 + 8Q_3^3 + \frac{18}{9} Q_{11,2} + \frac{40}{9} Q_5^2 Q_5 \]

\[ P_{7,373} \quad \frac{770}{9} Q_9 + 4Q_3^3 - \frac{85}{11} Q_{11,2} - \frac{11509}{1009} Q_{11,1} - \frac{27}{2} Q_3^2 Q_3 \]

\[ P_{7,374} \quad 24Q_3^2 - 63Q_7 + 24Q_3 Q_5 - \frac{256}{3} Q_3 Q_8 + \frac{26}{3} Q_{11,2} - \frac{12609}{720} Q_{11,1} + 12Q_3 Q_5 + \frac{256}{3} Q_8 + \frac{3509}{27} Q_9 - \frac{26}{3} Q_3^3 \]

\[ P_{7,375} \quad \frac{427}{12} Q_3 Q_7 - \frac{445}{6} Q_5^2 - \frac{32}{3} Q_3^2 + \frac{1631}{108} Q_9 + 7Q_3 Q_5 - 64Q_8 \]

\[ P_{7,376} \quad \frac{27641}{438} Q_{11,1} + \frac{22}{3} Q_{11,2} + 14Q_3^2 Q_5 - \frac{859}{24} Q_3 Q_7 - \frac{128}{3} Q_3 Q_10 + \frac{25}{9} Q_2^2 - \frac{252}{9} Q_9 - \frac{128}{9} Q_8 - 24Q_3^2 + 63Q_7 \]

\[ P_{7,377} \quad - \frac{257}{6} Q_3^2 Q_5 + \frac{512}{3} Q_3 Q_8 - \frac{471}{10} Q_{11,2} - \frac{132529}{5760} Q_{11,1} + \frac{28}{3} Q_3 Q_7 + \frac{128}{3} Q_10 - \frac{20}{3} Q_3^2 + \frac{16}{9} Q_3^3 + \frac{35629}{216} Q_9 - 71Q_3 Q_5 - \frac{2112}{3} Q_8 + 6Q_3^2 - \frac{84}{9} Q_7 \]

\[ P_{7,378} \quad \frac{10619}{480} Q_{11,1} + \frac{106}{5} Q_{11,2} + \frac{142}{9} Q_3^2 Q_5 - \frac{140}{9} Q_9 + 7Q_3 Q_7 - \frac{125}{9} Q_3^2 \]

\[ P_{7,379} \quad 14Q_7 + \frac{8}{9} Q_3 Q_5 + \frac{10}{3} Q_2^2 - \frac{8}{3} Q_3^3 - \frac{1063}{114} Q_9 + \frac{7}{3} Q_3 Q_7 \]

\[ P_{7,380} \quad \frac{1841}{24} Q_3 Q_7 - \frac{39133}{1152} Q_{11,1} + 54Q_3^2 - \frac{267}{4} Q_7 - \frac{32}{3} Q_3^3 - \frac{80}{9} Q_5 - 16Q_{11,2} - \frac{136}{9} Q_3 Q_5 + 8Q_3 Q_5 + \frac{12059}{108} Q_9 \]

\[ P_{7,381} \quad - \frac{86239}{1440} Q_{11,1} - \frac{8}{3} Q_{11,2} - \frac{21}{4} Q_3^2 Q_5 + \frac{196}{9} Q_3 Q_7 - \frac{50}{3} Q_5^2 - \frac{8}{3} Q_3^3 + \frac{2365}{34} Q_9 - 20Q_3 Q_5 \]

\[ P_{7,382} \quad 10Q_3^2 - 64Q_{10} + \frac{40}{3} Q_3 Q_7 - 10Q_3^2 + \frac{3411}{72} Q_9 - 27Q_3 Q_5 - \frac{448}{9} Q_8 \]

\[ P_{7,383} \quad -6Q_3^3 Q_5 - 56Q_3 Q_7 + 20Q_3^2 - 70Q_9 + 208Q_{11,1} - 36Q_{11,2} \]

\[ P_{7,384} \quad - \frac{141}{2} Q_3^2 Q_5 + \frac{514}{9} Q_3 Q_8 - \frac{311}{10} Q_{11,2} + \frac{26711}{4782} Q_{11,1} - \frac{29}{3} Q_3 Q_5 - \frac{606}{9} Q_8 + \frac{172}{3} Q_9 + \frac{91}{3} Q_3 Q_7 + \frac{5}{3} Q_2^2 + \frac{65}{3} Q_3^3 \]

\[ P_{7,385} \quad 105Q_3 Q_7 - \frac{132141}{720} Q_{11,1} - 12Q_3^2 + \frac{64}{9} Q_7 - 10Q_3^2 + \frac{35}{9} Q_2^2 - \frac{35}{10} Q_{11,2} - \frac{71}{6} Q_3^2 Q_5 - 34Q_3 Q_5 + \frac{844}{9} Q_9 \]
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\[ P_{7,386} = -\frac{407}{169} Q_9 - \frac{19}{3} Q_3^2 + \frac{125}{9} Q_5 Q_7 - \frac{25}{2} Q_7^2 + \frac{901}{16} Q_9 - \frac{13}{3} Q_3^3 \]

\[ P_{7,387} = -\frac{12211}{160} Q_{11,1} - \frac{31}{2} Q_{11,2} - 7 Q_3^2 Q_5 + \frac{28}{3} Q_5 Q_7 + \frac{35}{2} Q_7^2 + \frac{4}{3} Q_3^3 + \frac{7571}{108} Q_9 - 8 Q_3 Q_5 + 6 Q_5^2 - \frac{63}{4} Q_7 \]

\[ P_{7,388} = -\frac{29}{7} Q_3 Q_5 - \frac{147}{24} Q_9 + \frac{155}{2} Q_5 - \frac{147}{2} Q_3^2 - \frac{147}{2} Q_7 + \frac{15}{2} Q_3 \]

\[ P_{7,389} = -\frac{100}{3} Q_3^2 - \frac{15}{2} Q_3^3 - \frac{14}{3} Q_5 Q_3 + \frac{93}{2} Q_3 Q_7 + \frac{1071}{16} Q_7 - \frac{4072}{19} Q_9 \]

\[ P_{7,390} = -\frac{2071}{288} Q_{11,1} + \frac{15}{2} Q_{11,2} - \frac{5}{6} Q_3 Q_5 - \frac{175}{2} Q_3 Q_7 - 100 Q_5 Q_7 - \frac{40}{3} Q_3^3 + \frac{4730}{9} Q_9 - 80 Q_3 Q_7 \]

\[ P_{7,391} = 10 Q_3^3 - \frac{21}{2} Q_3 Q_7 - \frac{100}{9} Q_3^2 + 20 Q_3 Q_5 \]

\[ P_{7,392} = -\frac{11}{12} Q_3 Q_7 + \frac{64}{3} Q_9 + \frac{115}{4} Q_3^2 + \frac{15}{4} Q_3 Q_7 - \frac{21}{4} Q_3 Q_5 + 48 Q_8 - \frac{31}{144} Q_9 \]

\[ P_{7,393} = -\frac{29}{7} Q_3 Q_5 - \frac{128}{21} Q_3 Q_8 + \frac{159}{20} Q_{11,2} - \frac{44662}{480} Q_{11,1} - 20 Q_3 Q_5 + \frac{7265}{32} Q_9 + \frac{19}{3} Q_3^3 \]

\[ + \frac{413}{24} Q_3 Q_7 + \frac{125}{3} Q_7^2 \]

\[ P_{7,394} = -\frac{1015}{24} Q_3 Q_7 - \frac{5}{3} Q_3^3 + \frac{105}{12} Q_3^2 + \frac{17}{2} Q_3 Q_5 + \frac{101}{32} Q_9 \]

\[ P_{7,395} = -\frac{14073}{640} Q_{11,1} - \frac{64}{15} Q_{11,2} - \frac{59}{2} Q_3 Q_5 + \frac{1473}{16} Q_3 Q_7 + \frac{1442}{9} Q_7^2 \]

\[ P_{7,396} = 15 Q_3^2 + \frac{205}{18} Q_3^3 + 3 Q_3 Q_7 - \frac{137}{4} Q_3 Q_5 + \frac{6812}{192} Q_7 + \frac{1673}{96} Q_9 - \frac{31}{16} Q_5 + \frac{3}{8} Q_3 \]

\[ P_{7,397} = \frac{20}{3} Q_3 Q_7 - \frac{10}{3} Q_3^2 - \frac{5}{3} Q_3 Q_5 - \frac{277}{96} Q_9 + 14 Q_7 \]

\[ P_{7,398} = \frac{10613}{480} Q_{11,1} + \frac{106}{9} Q_{11,2} + \frac{1442}{9} Q_3^2 Q_5 - \frac{140}{3} Q_3 + 7 Q_3 Q_7 - \frac{157}{9} Q_7^2 \]

\[ P_{7,399} = \frac{14465}{216} Q_9 - \frac{2}{9} Q_3^2 - \frac{111}{16} Q_7 - \frac{14}{3} Q_5 Q_7 + \frac{89}{3} Q_7^2 - \frac{149}{3} Q_3 Q_5 + \frac{16}{3} Q_5 + \frac{15}{2} Q_3^3 \]

\[ P_{7,400} = \frac{21}{16} Q_7 + \frac{11}{2} Q_3^2 - \frac{299}{24} Q_9 - 2 Q_3^3 + \frac{3}{2} Q_3 Q_5 \]
$P_{7,416} = -\frac{113}{3} Q_3^2 Q_5 + \frac{113}{3} Q_3 Q_8 - \frac{305}{3} Q_11,2 - \frac{14193}{640} Q_{11,1} - \frac{49}{2} Q_3 Q_7 + \frac{44}{3} Q_5^2 - \frac{124}{3} Q_3^2$
+ $\frac{12567}{144} Q_9 - 72 Q_3 Q_5 - 256 Q_8$

$P_{7,417} = -5 Q_5^2 - \frac{128}{7} Q_{10} + \frac{17}{7} Q_3 Q_7 + 36 Q_3^2 + \frac{7}{2} Q_9 - 24 Q_3 Q_5 - \frac{256}{7} Q_8$
+ $\frac{39511}{144} Q_{11,1} - \frac{172}{9} Q_{11,2} - 72 Q_3^2 Q_5 + \frac{312}{3} Q_3 Q_8$

$P_{7,418} = -\frac{7}{3} Q_3 Q_5 + \frac{10}{3} Q_3^2 - \frac{13}{2} Q_3^2 + \frac{61}{105} Q_9 - \frac{1015}{42} Q_7$

$P_{7,419} = -\frac{1015}{24} Q_3 Q_7 - \frac{7}{3} Q_3^2 + \frac{295}{42} Q_3^2 + \frac{32}{9} Q_3 Q_5 + \frac{715}{216} Q_9$

$P_{7,420} = 0.0378610 \pm 0.0000011 \text{ (exact value unknown)}$

$P_{7,421} = \frac{148}{3} Q_3^2 - 18 Q_3^2 + \frac{189}{3} Q_7 + 66 Q_3^2 Q_5 - 256 Q_3 Q_8 + \frac{306}{3} Q_{11,2} - \frac{2051}{360} Q_{11,1} + 52 Q_3 Q_5$
+ $384 Q_8 - \frac{11897}{28} Q_9 - \frac{679}{6} Q_3 Q_7 + \frac{128}{3} Q_{10} + \frac{250}{3} Q_5$

$P_{7,422} = -\frac{77}{12} Q_3 Q_5 + 12 Q_3^2 - \frac{63}{4} Q_7 + \frac{54}{7} Q_3^2 + \frac{20}{3} Q_5^2 + 16 Q_3 Q_5 - \frac{1061}{27} Q_9$

$P_{7,423} = -6 Q_3^2 + \frac{63}{3} Q_7 + \frac{200}{3} Q_3^2 - \frac{128}{7} Q_{10} - \frac{1183}{12} Q_3 Q_7 + \frac{50}{9} Q_3^2 - \frac{23701}{106} Q_9$
+ $29 Q_3 Q_5 + 128 Q_8 + \frac{271113}{5760} Q_{11,1} + \frac{256}{5} Q_{11,2} + \frac{101}{3} Q_3^2 Q_5 - \frac{412}{3} Q_3 Q_8$

$P_{7,424} = \frac{29801}{1200} Q_{11,1} - \frac{2}{9} Q_{11,2} + 24 Q_3 Q_5 - \frac{44}{3} Q_3 Q_7$

$P_{7,425} = \frac{448}{3} Q_3^2 Q_5 - \frac{1024}{3} Q_3 Q_8 + 160 Q_{11,2} - \frac{36505}{288} Q_{11,1} - 98 Q_3 Q_7 + \frac{85}{3} Q_3^2 + 52 Q_3^3 - \frac{296}{9} Q_9$
+ $8 Q_3 Q_5 + \frac{51}{2} Q_8$

$P_{7,426} = -\frac{1085}{18} Q_3 Q_7 - \frac{25}{6} Q_3^2 + \frac{37}{12} Q_5 - \frac{365}{9} Q_7 + \frac{4}{3} Q_3^2 + \frac{77}{3} Q_9 - \frac{1}{2} Q_3^2$
+ $\frac{35}{12} Q_3 Q_5$

$P_{7,427} = 6 Q_3^2 - \frac{43}{4} Q_3 Q_5 + \frac{1000}{21} Q_9 + \frac{1}{4} Q_3^2 - \frac{1172}{21} Q_3 Q_7 + \frac{65}{9} Q_5^2 - \frac{64}{9} Q_7$

$P_{7,428} = -20 Q_3^2 + 128 Q_{10} - \frac{35}{2} Q_3 Q_7 + 56 Q_3^2 - \frac{1823}{9} Q_9 + 48 Q_3 Q_5 + \frac{512}{3} Q_8$
+ $\frac{37113}{640} Q_{11,1} + \frac{57}{12} Q_{11,2} - 9 Q_3^2 Q_5$

$P_{7,429} = \frac{7019}{1120} Q_{11,1} - \frac{1}{3} Q_{11,2} + \frac{12}{2} Q_3^2 Q_5 - \frac{7}{2} Q_3 Q_7 - \frac{45}{2} Q_5^2 - \frac{14}{3} Q_3^2 - \frac{10255}{216} Q_9 + 25 Q_3 Q_5$
+ $\frac{128}{3} Q_8 - 6 Q_3^2 + \frac{63}{4} Q_7$

$P_{7,430} = -\frac{148}{3} Q_3^2 Q_5 + \frac{512}{21} Q_3 Q_8 - 42 Q_{11,2} - \frac{657}{280} Q_{11,1} + \frac{14}{3} Q_3 Q_7 + 30 Q_5^2 + \frac{54}{5} Q_3^2$
+ $\frac{1049}{144} Q_9 - 24 Q_3 Q_5 - \frac{256}{9} Q_8$
\[
\begin{align*}
P_{7,431} & = \frac{70109}{1152} Q_{11,1} + \frac{14}{3} Q_{3} Q_{7} - \frac{1994}{210} Q_{9} + 23 Q_{3} Q_{5} - 6 Q_{3}^{2} + \frac{43}{9} Q_{7} - \frac{10}{3} Q_{3}^{3} - \frac{865}{6} Q_{5}^{2} \\
& - \frac{1}{2} Q_{11,2} + \frac{57}{2} Q_{3}^{2} Q_{5} \\
\end{align*}
\]

\[
\begin{align*}
P_{7,432} & = \frac{37307}{1440} Q_{11,1} + \frac{111}{5} Q_{11,2} + \frac{109}{3} Q_{3} Q_{5} + \frac{25}{6} Q_{3} Q_{7} - \frac{256}{3} Q_{5}^{2} + \frac{8}{9} Q_{3}^{3} - \frac{2365}{36} Q_{9} + 20 Q_{3} Q_{5} \\
& - 40 Q_{3} Q_{5} \\
\end{align*}
\]

\[
\begin{align*}
P_{7,433} & = \frac{1397}{1290} Q_{11,1} + \frac{142}{5} Q_{11,2} + \frac{142}{3} Q_{3} Q_{5} - \frac{14}{3} Q_{3} Q_{7} - 30 Q_{7}^{2} - \frac{20}{3} Q_{3}^{3} - \frac{1744}{27} Q_{9} + 18 Q_{3} Q_{5} \\
& - 6 Q_{3}^{2} + \frac{95}{4} Q_{7} \\
\end{align*}
\]

\[
\begin{align*}
P_{7,434} & = - \frac{2555}{12} Q_{3} Q_{7} + \frac{896}{9} Q_{10} + \frac{1375}{6} Q_{5}^{2} + \frac{88}{9} Q_{3}^{3} - \frac{4627}{108} Q_{9} - 14 Q_{3} Q_{5} - \frac{256}{3} Q_{8} \\
\end{align*}
\]

\[
\begin{align*}
P_{7,435} & = - \frac{121}{6} Q_{3}^{2} Q_{5} + \frac{256}{9} Q_{3} Q_{8} - \frac{133}{6} Q_{11,2} - \frac{56}{9} Q_{11,1} - \frac{56}{9} Q_{3} Q_{7} + \frac{220}{9} Q_{5}^{2} + \frac{4}{9} Q_{3}^{3} \\
& + \frac{4045}{54} Q_{9} - 40 Q_{3} Q_{5} - \frac{128}{3} Q_{8} + 6 Q_{5}^{2} - \frac{63}{7} Q_{7} \\
\end{align*}
\]

\[
\begin{align*}
P_{7,436} & = 8 Q_{3} Q_{5} - \frac{566}{54} Q_{3}^{2} Q_{7} - \frac{175}{6} Q_{3} Q_{7} - 20 Q_{7}^{2} + \frac{1503}{40} Q_{11,1} + \frac{175}{10} Q_{11,2} + \frac{245}{6} Q_{3} Q_{5} - 36 Q_{3}^{2} \\
& + \frac{196}{9} Q_{7} + \frac{16}{9} Q_{3}^{2} \\
\end{align*}
\]

\[
\begin{align*}
P_{7,437} & = \frac{247}{8} Q_{3} Q_{7} + \frac{4747}{465} Q_{11,1} - \frac{225}{2} Q_{5}^{2} + \frac{103}{4} Q_{11,2} + \frac{99}{4} Q_{3}^{2} Q_{5} \\
\end{align*}
\]

\[
\begin{align*}
P_{7,438} & = \frac{53}{2} Q_{11,2} - \frac{1433}{288} Q_{11,1} - \frac{99}{2} Q_{3}^{2} Q_{5} - \frac{14}{3} Q_{3} Q_{7} - \frac{8}{3} Q_{3}^{3} + \frac{289}{9} Q_{5}^{2} - 20 Q_{3} Q_{5} \\
& + \frac{2365}{36} Q_{9} \\
\end{align*}
\]

\[
\begin{align*}
P_{7,439} & = \frac{161}{6} Q_{3} Q_{7} + \frac{560}{45} Q_{11,1} + 6 Q_{3}^{2} - \frac{63}{4} Q_{7} - \frac{25}{3} Q_{5}^{2} + \frac{67}{10} Q_{3} Q_{7} + \frac{17}{9} Q_{3}^{2} Q_{5} \\
& + 22 Q_{3} Q_{7} - \frac{832}{27} Q_{9} \\
\end{align*}
\]

\[
\begin{align*}
P_{7,440} & = - \frac{140131}{1920} Q_{11,1} - \frac{87}{10} Q_{11,2} - \frac{32}{9} Q_{3}^{2} Q_{5} + \frac{453}{16} Q_{3} Q_{7} - \frac{32}{9} Q_{7}^{2} - 16 Q_{5}^{2} + \frac{5431}{36} Q_{9} \\
& + 6 Q_{3} Q_{5} + 48 Q_{7}^{2} - 126 Q_{7} \\
\end{align*}
\]

\[
\begin{align*}
P_{7,441} & = 6 Q_{3}^{2} - \frac{441}{16} Q_{3} Q_{7} + 20 Q_{3} Q_{5} \\
\end{align*}
\]

\[
\begin{align*}
P_{7,442} & = - \frac{10465}{216} Q_{9} + \frac{62057}{1152} Q_{11,1} + \frac{2}{3} Q_{11,2} + \frac{35}{6} Q_{3}^{2} Q_{5} - \frac{1}{3} Q_{3}^{3} - 10 Q_{3} Q_{5} \\
\end{align*}
\]

\[
\begin{align*}
P_{7,443} & = \frac{86369}{1440} Q_{11,1} + \frac{7}{8} Q_{11,2} + \frac{11}{4} Q_{3}^{2} Q_{5} - \frac{407}{24} Q_{3} Q_{7} - \frac{45}{2} Q_{5}^{2} - 4 Q_{3}^{3} - \frac{805}{18} Q_{9} + \frac{74}{3} Q_{3} Q_{5} \\
\end{align*}
\]

\[
\begin{align*}
P_{7,444} & = 13 Q_{3} Q_{5} - \frac{9}{4} Q_{3}^{3} - \frac{45}{2} Q_{5}^{2} + \frac{285}{18} Q_{3} Q_{7} - 6 Q_{3}^{2} + \frac{91}{2} Q_{7} - \frac{1063}{27} Q_{9} \\
\end{align*}
\]
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\[ P_{7.446} \quad 7Q_3Q_7 + \frac{40}{3}Q_3^3 - 44Q_3Q_5 - \frac{64}{9}Q_8 + \frac{12704}{216}Q_9 + 45Q_3^5 - \frac{66160}{1440}Q_{11.1} - \frac{7}{5}Q_{11.2} - \frac{44}{3}Q_3^2Q_5 \]

\[ P_{7.447} \quad \frac{11253}{1250}Q_{11.1} - \frac{255}{4}Q_9 - \frac{189}{8}Q_7 \]

\[ P_{7.448} \quad \frac{453}{4}Q_9 - 12Q_3^2 + 18Q_3Q_5 + \frac{18G}{Q_7} - \frac{93}{18}Q_{11.2} - \frac{11380}{69}Q_{11.1} - \frac{37}{9}Q_3^2Q_5 \]

\[ P_{7.449} \quad \frac{-1119}{7}Q_7 - \frac{86329}{1340}Q_{11.1} - \frac{7}{9}Q_{11.2} - \frac{71}{9}Q_3^2Q_5 + \frac{14}{9}Q_3Q_7 + 30Q_3^2 + \frac{16}{3}Q_3^3 \]

\[ + \frac{1538}{27}Q_9 - \frac{32}{3}Q_3Q_5 \]

\[ P_{7.450} \quad 15Q_3^2 + \frac{32}{3}Q_3^2 - \frac{283}{12}Q_3Q_5 + \frac{7}{2}Q_3Q_7 - \frac{3}{5}Q_3^3 - \frac{1475}{108}Q_9 + \frac{1}{3}Q_3 \]

\[ - \frac{31}{4}Q_5 \]

\[ P_{7.451} \quad \frac{-73133}{210}Q_{11.1} - \frac{22}{9}Q_{11.2} - \frac{10}{3}Q_3^2Q_5 + \frac{93}{9}Q_3Q_5 + \frac{10}{3}Q_7 + \frac{32}{3}Q_3^2 - \frac{679}{33}Q_7 \]

\[ + \frac{10885}{216}Q_9 - \frac{32}{3}Q_3^3 \]

\[ P_{7.452} \quad \frac{5}{3}Q_3^1 + \frac{11615}{216}Q_9 - \frac{119}{18}Q_7 + \frac{25}{2}Q_3Q_5 - \frac{4}{3}Q_3^2 + \frac{5}{6}Q_5 - \frac{3}{5}Q_{11.2} - \frac{62957}{1152}Q_{11.1} \]

\[ - \frac{77}{2}Q_3^3Q_5 \]

\[ P_{7.453} \quad -9Q_3Q_5 + \frac{14113}{216}Q_9 + \frac{4}{9}Q_3^3 - \frac{91}{18}Q_3Q_7 - \frac{11253}{108}Q_{11.1} - \frac{38}{9}Q_5 + Q_3^3 \]

\[ + \frac{679}{16}Q_7 + \frac{43}{4}Q_3^2 \]

\[ P_{7.454} \quad 53Q_3Q_5 - \frac{665}{8}Q_9 - 8Q_3^1 + \frac{7}{2}Q_3Q_7 - \frac{62957}{1152}Q_{11.1} - \frac{3}{2}Q_{11.2} - \frac{32}{6}Q_3^2Q_5 + \frac{1}{2}Q_5 \]

\[ + \frac{32}{3}Q_3^2 + \frac{121}{27}Q_7 - \frac{155}{2}Q_3^2 \]

\[ P_{7.455} \quad \frac{44}{16}Q_7 + \frac{14}{3}Q_3^2 - \frac{628}{22}Q_9 - 2Q_3^3 + \frac{1}{2}Q_3Q_5 \]

\[ P_{7.456} \quad \frac{10727}{192}Q_7 + \frac{305}{12}Q_3Q_5 - \frac{3367}{34}Q_9 - \frac{11}{4}Q_3^3 + \frac{56}{15}Q_3Q_7 - \frac{23}{10}Q_5 + \frac{2}{5}Q_3 \]

\[ -15Q_3^2 \]

\[ P_{7.457} \quad -\frac{1}{3}Q_3^3 + \frac{1}{6}Q_3^1 + \frac{813}{72}Q_7 + \frac{14}{9}Q_3 + \frac{1}{6}Q_3Q_5 - \frac{35}{27}Q_8 \]

\[ - \frac{10867}{648}Q_9 \]

\[ P_{7.458} \quad - \frac{100}{3}Q_3^2 + \frac{70}{3}Q_3Q_5 + 6Q_3^2 - \frac{7}{4}Q_7 \]

\[ P_{7.459} \quad -17Q_3^3 + \frac{217}{9}Q_7 + \frac{31143}{108}Q_{11.1} + \frac{24}{9}Q_{11.2} + \frac{10}{3}Q_3Q_5 - 7Q_3Q_7 + \frac{10}{3}Q_3^2 \]

\[ + 12Q_3^3 - \frac{2365}{36}Q_9 - 7Q_3Q_5 \]

\[ P_{7.460} \quad \frac{3}{2}Q_{11.2} + \frac{62957}{1152}Q_{11.1} + \frac{35}{6}Q_3^2Q_5 - \frac{7}{5}Q_3Q_7 - \frac{15}{2}Q_5^2 + \frac{201}{8}Q_7 - 5Q_3^2 - \frac{5513}{72}Q_9 \]

\[ - 3Q_3^3 + \frac{15}{2}Q_3Q_5 \]
\[ P_{7,461} = \frac{5}{6} Q_3 + \frac{14}{3} Q_3^2 + \frac{244}{27} Q_7 - \frac{6207}{1152} Q_{11,1} - \frac{3}{2} Q_{11,2} - \frac{11}{8} Q_3^3 Q_5 + \frac{442}{81} Q_3 Q_7 - \frac{1}{12} Q_5^3 \]
\[ - \frac{3}{2} Q_3^3 + \frac{305}{32} Q_9 + \frac{2}{3} Q_3 Q_5 \]

\[ P_{7,462} = \frac{3}{2} Q_3^3 + \frac{13}{7} Q_3 Q_5 - \frac{15}{2^9} Q_7 - \frac{239}{204} Q_7 - \frac{2}{365} Q_9 \]

\[ P_{7,463} = \frac{25}{11} Q_3 + \frac{4}{3} Q_3^2 - \frac{207}{2^9} Q_7 + \frac{1085}{48} Q_3 Q_7 + \frac{23}{2} Q_5^2 - \frac{1}{2} Q_3^3 + \frac{477}{144} Q_9 - \frac{125}{7} Q_5 Q_5 \]

\[ P_{7,464} = -\frac{607}{216} Q_9 - \frac{19}{6} Q_3^3 + \frac{125}{3} Q_3 Q_5 - \frac{1085}{48} Q_3 Q_7 - \frac{45}{2} Q_5^2 + \frac{301}{16} Q_7 - \frac{13}{6} Q_5^3 \]

\[ P_{7,465} = \frac{5}{2} Q_3^3 - \frac{103}{3} Q_3 Q_5 + \frac{23}{5} Q_5^2 - \frac{203}{16} Q_7 + \frac{19}{6} Q_3^3 + \frac{1591}{108} Q_9 + \frac{1085}{48} Q_5 Q_7 \]

\[ P_{7,466} = -\frac{275}{3} Q_3^3 Q_5 + \frac{225}{2} Q_3 Q_8 - \frac{59}{2} Q_{11,2} - \frac{1267}{64} Q_{11,1} + 105 Q_3 Q_7 + \frac{225}{4} Q_5 - \frac{142}{5} Q_5^2 \]
\[ + \frac{617}{108} Q_9 - 16 Q_3 Q_5 + 12 Q_5^2 - \frac{63}{7} Q_7 \]

\[ P_{7,467} = \frac{112}{3} Q_3 Q_7 - \frac{809}{180} Q_{11,1} - \frac{148}{3} Q_3^2 Q_5 + \frac{512}{3} Q_3 Q_8 - \frac{266}{5} Q_{11,2} - \frac{104}{3} Q_3 Q_5 - \frac{5}{3} Q_5^3 - \frac{56}{3} Q_5 Q_5 \]
\[ - \frac{1024}{27} Q_8 + \frac{2013}{27} Q_9 \]

\[ P_{7,468} = \frac{4}{3} Q_3^3 + 6 Q_3^2 - 18 Q_3 Q_5 - \frac{63}{4} Q_7 + \frac{25}{2} Q_3 Q_7 - \frac{10}{3} Q_5^2 + \frac{1063}{34} Q_9 \]

\[ P_{7,469} = -\frac{25}{3} Q_3^3 + \frac{4077}{54} Q_9 + \frac{275}{24} Q_5^2 - \frac{1111}{32} Q_7 - \frac{1}{4} Q_5 + \frac{15}{2} Q_3 Q_5 + 7 Q_3 Q_7 \]
\[ - \frac{10}{3} Q_5^2 + \frac{31}{24} Q_5 - \frac{731}{1440} Q_{11,1} - \frac{74}{21} Q_{11,2} - \frac{13}{12} Q_5 Q_5 \]

\[ P_{7,470} = -\frac{22}{15} Q_5 Q_7 - 12 Q_5^2 + \frac{65}{2} Q_7 + \frac{10}{3} Q_3^3 + \frac{20}{3} Q_5^2 + 16 Q_3 Q_5 - \frac{1063}{27} Q_9 \]

\[ P_{7,471} = 7 Q_3 Q_7 + \frac{44}{3} Q_3^3 - \frac{10}{3} Q_5^2 + 4 Q_3 Q_5 + \frac{256}{11} Q_8 - \frac{1112}{27} Q_9 \]

\[ P_{7,472} = 40 Q_3 Q_5 - 8 Q_3^3 - \frac{106}{3} Q_5^3 \]

\[ P_{7,473} = \frac{200}{3} Q_5^3 - \frac{4045}{32} Q_{11,1} + \frac{27}{2} Q_{11,2} - \frac{35}{9} Q_5^2 Q_5 - \frac{256}{3} Q_3 Q_8 \]

\[ P_{7,474} = 0.0599209 \pm 0.0000016 \quad \text{(exact value unknown)} \]

\[ P_{7,475} = -\frac{47}{2} Q_9 + \frac{445}{38} Q_5^2 + \frac{169}{7} Q_3 Q_5 - \frac{7}{3} Q_3 Q_7 - 15 Q_5^2 - \frac{31}{38} Q_5 + \frac{889}{64} Q_7 \]
\[ + \frac{1}{3} Q_3 - Q_3^3 \]
$$P_{7,476} = -\frac{7}{4} Q_3 Q_7 + \frac{14}{3} Q_3^3 - \frac{5}{2} Q_3^2 - \frac{3409}{48} Q_7 - \frac{89}{2} Q_3 Q_5 + \frac{10337}{216} Q_9 + \frac{100}{27} Q_5^3$$

$$P_{7,477} = -\frac{7}{4} Q_{11,2} - \frac{86329}{1369} Q_{11,1} - \frac{31}{8} Q_3^2 Q_5 + \frac{875}{12} Q_5 Q_7 - \frac{9}{8} Q_3^3 - \frac{95}{3} Q_5^2 - 4Q_3 Q_5$$
$$+ \frac{5663}{108} Q_9 + 18Q_3^2 - \frac{189}{9} Q_7$$

$$P_{7,478} = -\frac{2361}{16} Q_3 Q_7 + \frac{64}{9} Q_{10} + \frac{412}{9} Q_3^2 - \frac{1}{2} Q_3^3 + \frac{27}{4} Q_3 Q_5 + \frac{112}{9} Q_8 + \frac{229}{9} Q_9$$

$$P_{7,479} = -\frac{65}{2} Q_3 Q_5 + \frac{441}{16} Q_3 Q_7 + \frac{57}{2} Q_5^2 - Q_3^3$$

$$P_{7,480} = -\frac{629}{9} Q_3^2 Q_5 + 256 Q_3 Q_8 - \frac{1323}{10} Q_{11,2} + \frac{399703}{5760} Q_{11,1} + \frac{1561}{16} Q_3 Q_7 + \frac{256}{3} Q_{10} - 10Q_5^2$$
$$- \frac{13}{3} Q_3^2 + \frac{2884}{27} Q_9 - 8Q_3 Q_5 - \frac{512}{3} Q_8$$

$$P_{7,481} = -\frac{292673}{6960} Q_{11,1} - \frac{26}{9} Q_{11,2} - \frac{61}{3} Q_3^2 Q_5 + 7Q_4 Q_7 - 45Q_2^2 + \frac{10}{3} Q_3^2 + \frac{256}{3} Q_9$$
$$- 20Q_3 Q_5$$

$$P_{7,482} = 0.0431655 \pm 0.0000012 \quad \text{(exact value unknown)}$$

$$P_{7,483} = -\frac{725}{8} Q_3^2 + \frac{128}{3} Q_3 Q_7 + \frac{441}{8} Q_3 Q_7 - \frac{5705}{24} Q_9 + 80Q_3 Q_5 + \frac{640}{9} Q_8 + \frac{16024}{81} Q_{11,1}$$
$$+ \frac{129}{8} Q_{11,2} + \frac{100}{3} Q_3^2 Q_5 - \frac{256}{3} Q_3 Q_8$$

$$P_{7,484} = \frac{1}{2} Q_3^3 + 6Q_3^2 - 18Q_3 Q_5 - \frac{63}{4} Q_7 + \frac{43}{3} Q_4 Q_7 - \frac{10}{3} Q_5^2 + \frac{1064}{27} Q_9$$

$$P_{7,485} = -2Q_3^2 Q_5 - \frac{256}{3} Q_3 Q_8 - \frac{212}{9} Q_{11,2} + \frac{15013}{209} Q_{11,1} - 133Q_3 Q_7 + \frac{256}{3} Q_{10} + 135Q_2^2$$
$$- 72Q_3^2 - 7Q_9 + 48Q_4 Q_5 + \frac{542}{3} Q_8$$

$$P_{7,486} = 0.0405857 \pm 0.0000011 \quad \text{(exact value unknown)}$$

$$P_{7,487} = -12Q_3 Q_5 + \frac{131}{4} Q_9 - \frac{43}{4} Q_3 Q_7 + 7Q_2^2 - \frac{145}{8} Q_7 + \frac{22}{9} Q_5^2$$

$$P_{7,488} = \frac{10}{9} Q_3 Q_5 + \frac{7}{3} Q_3 Q_7 + \frac{15}{2} Q_2^2 + \frac{2512}{27} Q_9 - \frac{7207}{12} Q_{11,1} - Q_{11,2} - \frac{22}{3} Q_2^2 Q_5 + \frac{2}{9} Q_3^3$$

$$P_{7,489} = -\frac{393}{9} Q_9 - \frac{67}{9} Q_3^2 + \frac{144}{9} Q_7 + \frac{3}{9} Q_3 + \frac{132}{9} Q_3 Q_5 - \frac{141}{3} Q_3 Q_7 + \frac{16}{3} Q_2^2$$
$$+ \frac{39}{8} Q_5$$

$$P_{7,490} = \frac{3}{2} Q_{11,2} + \frac{62957}{1502} Q_{11,1} + \frac{35}{6} Q_3^2 Q_5 - \frac{7}{6} Q_3 Q_7 - \frac{15}{2} Q_2^2 + \frac{2013}{8} Q_7 - 5Q_2^2 - \frac{5513}{72} Q_9$$
$$- 3Q_3^2 + \frac{17}{6} Q_3 Q_5$$
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\[ P_{7,491} \quad \frac{1}{4} Q_1^2 + Q_2^2 - \frac{43}{8} Q_7 + \frac{23}{2} Q_3 Q_5 + \frac{14073}{216} Q_9 - \frac{45}{6} Q_3 Q_7 + \frac{66}{5} Q_5^2 - \frac{70169}{1152} Q_{11,1} \\
+ \frac{13}{6} Q_{11,2} - \frac{13}{2} Q_2^2 Q_3 \\
\]
\[ P_{7,492} \quad \frac{953}{16} Q_3 Q_7 - \frac{23}{4} Q_{10} + \frac{235}{8} Q_5^2 + \frac{19}{6} Q_3^2 + \frac{7}{3} Q_3 Q_5 - 16Q_8 - \frac{1849}{482} Q_9 \\
\]
\[ P_{7,493} \quad 15Q_2^2 + \frac{243}{12} Q_3^2 + 3Q_3^3 + \frac{5}{5} Q_3 Q_7 - \frac{135}{4} Q_3 Q_5 - \frac{6516}{108} Q_7^2 + \frac{1673}{40} Q_9 - \frac{31}{3} Q_5 \\
+ \frac{3}{2} Q_3 \\
\]
\[ P_{7,494} \quad -Q_5 + \frac{23}{4} Q_2^2 - \frac{3269}{46} Q_7^2 + \frac{13957}{1152} Q_{11,1} - \frac{13}{3} Q_{11,2} - \frac{35}{6} Q_3 Q_5 + \frac{7}{3} Q_3 Q_7 \\
+ 15Q_3^2 + \frac{5}{3} Q_3^3 + \frac{39931}{4192} Q_9 - \frac{23}{12} Q_3 Q_5 - \frac{3}{2} Q_3 \\
\]
\[ P_{7,495} \quad \frac{1561}{24} Q_3 Q_7 - \frac{64}{3} Q_{10} - \frac{295}{6} Q_5^2 - \frac{35}{6} Q_3^2 - \frac{79}{4} Q_3 Q_5 - 18Q_8 + \frac{6103}{144} Q_9 \\
\]
\[ P_{7,496} \quad \frac{11}{4} Q_3^2 + \frac{33}{2} Q_3 Q_5 + \frac{10775}{216} Q_9 - \frac{35}{6} Q_3 Q_7 + \frac{67}{6} Q_3 Q_5 - \frac{70169}{1152} Q_{11,1} \\
+ \frac{13}{6} Q_{11,2} - \frac{13}{2} Q_2^2 Q_3 \\
\]
\[ P_{7,497} \quad \frac{244311}{7306} Q_{11,1} + \frac{31}{2} Q_{11,2} + \frac{35}{2} Q_3 Q_5 + \frac{77}{3} Q_3 Q_7 - \frac{230}{3} Q_5^2 - \frac{14}{3} Q_3^2 - \frac{3593}{56} Q_9 + 20Q_3 Q_5 \\
\]
\[ P_{7,498} \quad 6Q_3^2 - \frac{23}{4} Q_3 Q_5 + \frac{1063}{42} Q_9 + \frac{1}{3} Q_3^3 - \frac{1379}{48} Q_3 Q_7 + \frac{63}{5} Q_3^2 - \frac{63}{4} Q_7 \\
\]
\[ P_{7,499} \quad -\frac{16}{3} Q_2^2 - \frac{13077}{216} Q_9 + \frac{107}{16} Q_{11,1} + \frac{21259}{459} Q_{11,1} + \frac{61}{2} Q_2 Q_3^2 + \frac{200}{3} Q_5^2 + \frac{11}{3} Q_3 Q_7 \\
+ \frac{35}{2} Q_3 Q_5 \\
\]
\[ P_{7,500} \quad \frac{140}{3} Q_5^2 + \frac{77}{3} Q_{11,2} - \frac{36}{5} Q_{11,2} - \frac{16}{3} Q_3 Q_5 + \frac{2443}{8} Q_3 Q_7 \\
\]
\[ P_{7,501} \quad 0.0451868 \pm 0.0000012 \quad \text{(exact value unknown)} \\
\]
\[ P_{7,502} \quad Q_3^2 Q_5^2 + \frac{236}{3} Q_5 Q_9 + \frac{33}{2} Q_3 Q_5 + \frac{21373}{108} Q_5 - \frac{56}{3} Q_3^3 + \frac{57373}{108} Q_9 - 44Q_3 Q_5 - \frac{1024}{3} Q_8 \\
+ \frac{1}{4} Q_2 Q_3 Q_7 - \frac{212}{3} Q_{10} - \frac{230}{3} Q_3^2 + 6Q_2^2 - \frac{59}{4} Q_7 \\
\]
\[ P_{7,503} \quad \frac{5}{8} Q_3^2 - \frac{101}{3} Q_3 Q_5 + \frac{66}{5} Q_2^2 - \frac{203}{16} Q_7 + \frac{19}{6} Q_3^3 + \frac{1591}{108} Q_9 + \frac{1085}{144} Q_5 Q_7 \\
\]
\[ P_{7,504} \quad \frac{2291}{108} Q_9 + 6Q_3^2 - \frac{63}{4} Q_7 + \frac{28}{3} Q_3^3 - 18Q_3 Q_5 - \frac{28}{3} Q_3 Q_7 + \frac{14}{5} Q_5^2 \\
\]
\[ P_{7,505} \quad \frac{5}{8} Q_3^2 - \frac{101}{3} Q_3 Q_5 + \frac{66}{5} Q_2^2 - \frac{203}{16} Q_7 + \frac{19}{6} Q_3^3 + \frac{1591}{108} Q_9 + \frac{1085}{144} Q_5 Q_7 \\
\]
\[ P_{7,506} = -\frac{4007}{2970}Q_9 - \frac{11}{4}Q_3^2 + \frac{125}{9}Q_3Q_5 - \frac{227}{19}Q_3Q_7 - \frac{13}{4}Q_3^3 \]

\[ P_{7,507} = -\frac{25}{8}Q_3^3 + 16Q_3Q_5 - 12Q_3^2 - \frac{37}{7}Q_7 - \frac{1063}{27}Q_9 + \frac{731}{40}Q_3Q_7 - \frac{25}{7}Q_5 \]

\[ P_{7,508} = \frac{31}{16}Q_5 - \frac{25}{12}Q_3^2 - \frac{2917}{22}Q_7 - \frac{1}{5}Q_3 - \frac{35}{9}Q_3Q_5 - \frac{64}{7}Q_3Q_9 + \frac{1063}{27}Q_9 + \frac{5}{3}Q_3^3 \]

\[ + \frac{35}{9}Q_3Q_7 - \frac{50}{9}Q_5^2 \]

\[ P_{7,509} = -\frac{31}{16}Q_5 + \frac{61}{16}Q_3^2 + \frac{2917}{192}Q_7 - \frac{1}{5}Q_3 + \frac{35}{9}Q_3Q_5 - \frac{2917}{22}Q_9 - \frac{13}{3}Q_3^3 \]

\[ - \frac{7}{4}Q_3Q_7 - 15Q_5^2 \]

\[ P_{7,510} = \frac{2797}{888}Q_{11,1} - \frac{3}{2}Q_{11,2} + \frac{5}{4}Q_3Q_5 - 4Q_3^3 - \frac{3245}{36}Q_9 \]

\[ P_{7,511} = -\frac{11}{2}Q_3Q_5 - \frac{105}{16}Q_7 - \frac{189}{8}Q_3Q_7 + \frac{265}{17}Q_3^2 + \frac{4595}{270}Q_9 + \frac{13}{9}Q_3^3 - \frac{3}{2}Q_3^2 \]

\[ P_{7,512} = 0.0580227 \pm 0.0000016 \quad \text{(exact value unknown)} \]

\[ P_{7,513} = -\frac{100}{9}Q_5^2 - \frac{15}{4}Q_3^2 - \frac{10}{9}Q_3 + \frac{7}{3}Q_3Q_7 + \frac{93}{2}Q_3Q_5 + \frac{1071}{16}Q_7 - \frac{4077}{54}Q_9 \]

\[ P_{7,514} = -\frac{31}{16}Q_5 + \frac{61}{16}Q_3^2 + \frac{9121}{192}Q_7 + \frac{3}{5}Q_3 + \frac{27}{9}Q_3Q_5 - \frac{2917}{22}Q_9 - \frac{13}{3}Q_3^3 \]

\[ - \frac{7}{4}Q_3Q_7 - 15Q_5^2 \]

\[ P_{7,515} = -9Q_3^3 - \frac{161}{9}Q_9 - 12Q_3^2 + \frac{64}{9}Q_7 + 27Q_3Q_5 \]

\[ P_{7,516} = -\frac{307}{9}Q_9 + \frac{5}{3}Q_3^2 - 6Q_3^2 + \frac{63}{7}Q_7 - \frac{1}{4}Q_3Q_5 - \frac{32}{7}Q_8 \]

\[ P_{7,517} = -\frac{3451}{16}Q_9 + \frac{41}{3}Q_3^2 - \frac{443}{9}Q_3Q_7 + \frac{1235}{8}Q_3 + \frac{95}{4}Q_3Q_5 - \frac{4}{5}Q_3^2 + \frac{147}{4}Q_7 \]

\[ - \frac{15}{7}Q_3Q_5 \]

\[ P_{7,518} = -20Q_3^3Q_9 + \frac{256}{3}Q_3Q_8 - 35Q_{11,2} - \frac{12367}{888}Q_{11,1} + \frac{203}{8}Q_3Q_7 + \frac{128}{3}Q_{10} + \frac{25}{2}Q_5^2 \]

\[ + \frac{1823}{36}Q_9 - 14Q_3^3 - 12Q_3Q_5 - \frac{122}{3}Q_8 \]

\[ P_{7,519} = -\frac{2261}{48}Q_3Q_7 + \frac{54}{7}Q_{10} + \frac{443}{11}Q_3^2 - \frac{1}{2}Q_3^3 + \frac{27}{4}Q_3Q_5 + \frac{112}{3}Q_8 + \frac{298}{8}Q_9 \]

\[ P_{7,520} = 0.0427558 \pm 0.0000012 \quad \text{(exact value unknown)} \]
\[ P_{7,521} = \frac{-404137}{650} Q_{11,1} + \frac{315}{280} Q_{11,2} + \frac{47}{4} Q_5^2 Q_5 + \frac{441}{4} Q_3 Q_7 - \frac{128}{5} Q_5 Q_8 \]
\[ P_{7,522} = 0.0481747 \pm 0.0000013 \quad \text{(exact value unknown)} \]
\[ P_{7,523} = -\frac{401}{6} Q_3^2 Q_5 + \frac{514}{3} Q_3 Q_8 - \frac{611}{10} Q_{11,1} + \frac{141}{3} Q_3 Q_7 + 30 Q_3^2 + \frac{44}{3} Q_3^3 \]
\[ + \frac{1949}{44} Q_9 - 24 Q_3 Q_5 - \frac{256}{5} Q_8 \]
\[ P_{7,524} = -30 Q_5^2 - \frac{44}{3} Q_3^3 - \frac{1949}{54} Q_9 + 24 Q_3 Q_5 + \frac{256}{3} Q_8 + \frac{2943}{380} Q_{11,1} - \frac{61}{10} Q_{11,2} \]
\[ + \frac{65}{3} Q_3^2 Q_5 - \frac{14}{3} Q_3 Q_7 \]
\[ P_{7,525} = \frac{587}{584} Q_{11,1} - \frac{203}{3} Q_3 Q_7 - \frac{128}{5} Q_{10} - \frac{27}{2} Q_5^2 - \frac{1823}{36} Q_9 + 12 Q_3 Q_5 + \frac{128}{5} Q_8 + \frac{81}{2} Q_3^2 Q_5 \]
\[ - \frac{256}{3} Q_3 Q_8 + \frac{7}{2} Q_{11,1} + 14 Q_3^3 \]
\[ P_{7,526} = \frac{10767}{1936} Q_7 + \frac{300}{1936} Q_5 - \frac{350}{380} Q_9 - \frac{11}{4} Q_3^3 - \frac{77}{20} Q_3^2 Q_3 - \frac{7}{2} Q_3 Q_7 - \frac{93}{5} Q_5 + \frac{7}{2} Q_3 \]
\[ - 15 Q_5^2 \]
\[ P_{7,527} = 48 Q_3 Q_5 + \frac{512}{3} Q_8 - \frac{3709}{27} Q_9 + \frac{40}{3} Q_3^3 + \frac{77}{20} Q_3 Q_7 + \frac{256}{9} Q_{10} - \frac{185}{3} Q_5^2 + \frac{6209}{80} Q_{11,1} \]
\[ - \frac{571}{3} Q_{11,1} + \frac{5}{2} Q_3^2 Q_5 \]
\[ P_{7,528} = \frac{44}{3} Q_3 Q_7 - \frac{16}{9} Q_8 + \frac{943}{144} Q_9 + \frac{7}{2} Q_3^3 - \frac{371}{60} Q_3 Q_7 + \frac{37}{3} Q_5^2 \]
\[ P_{7,529} = \frac{44}{9} Q_3 Q_7 + \frac{11}{2} Q_3^2 - \frac{529}{12} Q_3 - 2 Q_3^3 + \frac{5}{2} Q_3 Q_5 \]
\[ P_{7,530} = -\frac{7}{3} Q_3 Q_7 + \frac{5}{2} Q_3^2 - 15 Q_3^2 + \frac{44}{3} Q_3 Q_5 + 32 Q_8 - \frac{1440}{216} Q_9 \]
\[ P_{7,531} = -\frac{55}{3} Q_{11,2} - \frac{1433}{288} Q_{11,1} - \frac{209}{7} Q_3^2 Q_5 - \frac{14}{3} Q_3 Q_7 - \frac{5}{3} Q_3^3 + \frac{209}{7} Q_5^2 - 20 Q_3 Q_5 \]
\[ + \frac{2365}{36} Q_9 \]
\[ P_{7,532} = \frac{74}{3} Q_3 Q_5 - \frac{256}{3} Q_3 Q_8 + \frac{447}{10} Q_{11,2} + \frac{15009}{380} Q_{11,1} + \frac{14}{3} Q_3 Q_7 - \frac{200}{3} Q_5^2 + \frac{5}{3} Q_3^3 - \frac{2365}{36} Q_9 \]
\[ + 20 Q_3 Q_5 \]
\[ P_{7,533} = -\frac{1721}{120} Q_{11,1} - \frac{181}{10} Q_{11,2} - \frac{227}{6} Q_3^2 Q_5 + \frac{200}{3} Q_5^2 \]
\[ P_{7,534} = 0.0447956 \pm 0.0000012 \quad \text{(exact value unknown)} \]
\[ P_{7,535} = -\frac{7}{2} Q_3 - \frac{803}{36} Q_5^2 + \frac{1673}{64} Q_7 + \frac{1}{5} Q_3 + \frac{115}{4} Q_3 Q_5 - \frac{7}{5} Q_3 Q_7 - 15 Q_5^2 \]
\[ - \frac{45}{38} Q_5 + 3Q_3^2 \]

88
\[ P_{7,536} = -\frac{63}{4} Q_7 - 9 Q_8 Q_9 + \frac{1061}{11} Q_9 + \frac{14}{3} Q_3^4 \]

\[ P_{7,537} = 0.0832731 \pm 0.0000022 \quad \text{(exact value unknown)} \]

\[ P_{7,538} = 0.0690154 \pm 0.0000019 \quad \text{(exact value unknown)} \]

\[ P_{7,539} = 0.0629782 \pm 0.0000017 \quad \text{(exact value unknown)} \]

\[ P_{7,540} = \frac{1610}{234} Q_9 - \frac{13}{7} Q_3^3 + \frac{7}{7} Q_3 Q_7 + 15 Q_5^2 - \frac{32}{7} Q_8 - \frac{29}{7} Q_3 Q_5 \]

\[ P_{7,541} = -\frac{200}{7} Q_3^2 + \frac{1}{34} Q_11,1 + \frac{34}{3} Q_11,2 + \frac{142}{7} Q_3^2 Q_5 \]

\[ P_{7,542} = \frac{335681}{27000} Q_{11,1} + \frac{9}{10} Q_{11,2} + \frac{107}{6} Q_3^2 Q_5 - \frac{1085}{24} Q_3 Q_7 - \frac{27}{10} Q_3^2 - \frac{10}{9} Q_3^2 - \frac{2365}{54} Q_9 + 20 Q_3 Q_5 \]

\[ P_{7,543} = -\frac{2454}{15} Q_9 + \frac{437}{4} Q_3^2 - \frac{441}{10} Q_3 Q_7 + \frac{1215}{6} Q_3 Q_7 + \frac{95}{2} Q_3 + \frac{32}{3} Q_3^2 + \frac{147}{7} Q_7 \
- \frac{15}{4} Q_3 Q_5 \]

\[ P_{7,544} = \frac{14}{3} Q_3 Q_7 + \frac{113205}{2586} Q_{11,1} + \frac{9}{5} Q_3^3 - \frac{209}{6} Q_3^2 + \frac{193}{20} Q_{11,2} + \frac{90}{7} Q_3 Q_5 + 5 Q_3 Q_5 + \frac{2305}{54} Q_9 \]

\[ P_{7,545} = \frac{14}{3} Q_3 Q_7 + \frac{113205}{2586} Q_{11,1} + \frac{9}{5} Q_3^3 - \frac{209}{6} Q_3^2 + \frac{193}{20} Q_{11,2} + \frac{90}{7} Q_3 Q_5 + 5 Q_3 Q_5 + \frac{2305}{54} Q_9 \]

\[ P_{7,546} = \frac{277}{12} Q_5^2 - \frac{5}{2} Q_3^2 + \frac{33}{7} Q_3 - \frac{847}{26} Q_3 Q_7 + \frac{64}{3} Q_10 + \frac{209}{6} Q_3 Q_5 + 32 Q_8 + \frac{303}{16} Q_7 \
- \frac{10255}{412} Q_9 \]

\[ P_{7,547} = 6 Q_3^2 - \frac{17}{2} Q_7 - \frac{79}{7} Q_3^2 - \frac{135}{28} Q_10 + 77 Q_3 Q_7 - 6 Q_3^2 - \frac{337}{32} Q_9 - 39 Q_3 Q_5 \
- \frac{128 Q_8 - \frac{1087}{384} Q_{11,1} - \frac{97}{4} Q_{11,2} - \frac{469}{12} Q_3^2 Q_5 + \frac{263}{8} Q_3 Q_8}{Q_3} \]

\[ P_{7,548} = \frac{20}{7} Q_3^3 - 40 Q_3 Q_5 + \frac{10115}{108} Q_9 + \frac{3115}{48} Q_3 Q_7 - \frac{295}{12} Q_5^2 - \frac{144213}{1112} Q_{11,1} + \frac{7}{2} Q_{11,2} - \frac{22}{3} Q_3^2 Q_5 \]

\[ P_{7,549} = 40 Q_3 Q_5 - \frac{2865}{247} Q_9 - \frac{372}{7} Q_3 Q_7 + \frac{132529}{1440} Q_{11,1} - \frac{20}{3} Q_3^2 + \frac{7}{6} Q_{11,2} + 7 Q_3^2 Q_5 \]

\[ P_{7,550} = \frac{245}{6} Q_3^2 - \frac{128}{3} Q_10 - \frac{623}{24} Q_3 Q_7 + \frac{6074}{247} Q_9 - \frac{26}{3} Q_3^3 - \frac{11723}{160} Q_{11,1} - \frac{512}{3} Q_8 - 88 Q_3 Q_5 \
- \frac{22}{3} Q_3^2 Q_5 + \frac{245}{3} Q_3 Q_8 - \frac{143}{3} Q_{11,2} \]
\[ P_{7,551} = \frac{217}{3} Q_3 Q_7 + \frac{4747}{300} Q_{11,1} - \frac{225}{7} Q_5^2 + \frac{105}{41} Q_{11,2} + \frac{99}{7} Q_8^2 Q_5 \]

\[ P_{7,552} = \frac{475}{12} Q_5^2 - \frac{119801}{5760} Q_{11,1} - \frac{27}{7} Q_{11,2} - \frac{133}{3} Q_3^2 Q_5 + \frac{1799}{48} Q_3 Q_7 \]

\[ P_{7,553} = -\frac{1955}{412} Q_3 + Q_3^2 - \frac{7}{4} Q_5 Q_7 + \frac{149}{3} Q_3 Q_7 - \frac{205}{12} Q_5^2 + \frac{35}{4} Q_5 - \frac{679}{96} Q_7 \]

\[ P_{7,554} = 0.0682175 \pm 0.0000019 \quad \text{(exact value unknown)} \]

\[ P_{7,555} = -\frac{1949}{108} Q_9 - \frac{42}{7} Q_3^2 + \frac{109}{4} Q_5^2 + \frac{128}{3} Q_8 + 2Q_3 Q_5 \]

\[ P_{7,556} = -\frac{7}{4} Q_3 Q_7 + \frac{7}{4} Q_3^2 - 15Q_3^2 + \frac{35}{2} Q_3 Q_5 + 32Q_8 - \frac{1440}{116} Q_9 \]

\[ P_{7,557} = 0.0674273 \pm 0.0000018 \quad \text{(exact value unknown)} \]

\[ P_{7,558} = 0.0522506 \pm 0.0000015 \quad \text{(exact value unknown)} \]

\[ P_{7,559} = 0.0584395 \pm 0.0000016 \quad \text{(exact value unknown)} \]

\[ P_{7,560} = \frac{42}{7} Q_5^2 - \frac{27571}{320} Q_{11,1} + \frac{291}{20} Q_{11,2} + \frac{43}{4} Q_3^2 Q_5 + \frac{203}{4} Q_5 Q_7 - 128Q_8 Q_9 \]

\[ P_{7,561} = 0.0530984 \pm 0.0000015 \quad \text{(exact value unknown)} \]

\[ P_{7,562} = 15Q_3^2 + \frac{397}{49} Q_3^2 Q_7 - \frac{283}{12} Q_3 Q_5 + \frac{7}{2} Q_3 Q_7 - \frac{7}{2} Q_3^3 - \frac{735}{64} Q_7 + \frac{4472}{1003} Q_9 + \frac{1}{3} Q_3 \]

\[ P_{7,563} = -\frac{31}{49} Q_5 \]

\[ P_{7,564} = 0.1230269 \pm 0.0000033 \quad \text{(exact value unknown)} \]

\[ P_{7,565} = \frac{230}{3} Q_3^2 - \frac{105493}{1440} Q_{11,1} + \frac{5}{7} Q_{11,2} - 15Q_3^2 Q_5 + \frac{133}{12} Q_3 Q_7 \]
\[ P_{7,566} = 0.0475513 \pm 0.0000013 \quad \text{(exact value unknown)} \]

\[ P_{7,567} = 0.0468934 \pm 0.0000013 \quad \text{(exact value unknown)} \]

\[ P_{7,568} = -\frac{1085}{18} Q_3 Q_7 - \frac{25}{6} Q_5^2 - \frac{15}{6} Q_3^3 - \frac{5185}{352} Q_9 - Q_7^3 + \frac{1631}{380} Q_7 + \frac{415}{17} Q_3 Q_5 - \frac{35}{4} Q_5 \]

\[ P_{7,569} = -\frac{1109011}{3760} Q_{11,1} + \frac{22}{7} Q_{11,2} + \frac{143}{3} Q_3^2 Q_5 - \frac{1057}{6} Q_3 Q_7 + \frac{245}{2} Q_5^2 - \frac{8}{3} Q_3^3 - \frac{8359}{216} Q_9 + 11 Q_3 Q_5 \]

\[-12 Q_3^3 + \frac{83}{7} Q_7 \]

\[ P_{7,570} = 0.0493548 \pm 0.0000014 \quad \text{(exact value unknown)} \]

\[ P_{7,571} = 0.0492656 \pm 0.0000014 \quad \text{(exact value unknown)} \]

\[ P_{7,572} = -\frac{200}{3} Q_2^2 + \frac{24117}{1340} Q_{11,1} + \frac{147}{36} Q_{11,2} + \frac{221}{6} Q_3^2 Q_5 \]

\[ P_{7,573} = -\frac{1949}{108} Q_9 - \frac{42}{9} Q_3^3 + \frac{100}{9} Q_3^2 + \frac{128}{9} Q_8 + 2 Q_3 Q_5 \]

\[ P_{7,574} = 0.0461616 \pm 0.0000013 \quad \text{(exact value unknown)} \]

\[ P_{7,575} = 0.0486745 \pm 0.0000013 \quad \text{(exact value unknown)} \]

\[ P_{7,576} = 0.0545617 \pm 0.0000015 \quad \text{(exact value unknown)} \]

\[ P_{7,577} = -\frac{304}{10} Q_9 - \frac{87}{7} Q_3^2 + \frac{147}{4} Q_7 + \frac{3}{2} Q_3 + \frac{129}{7} Q_3 Q_5 - \frac{441}{3} Q_3 Q_7 + \frac{42}{7} Q_5^2 + \frac{20}{9} Q_5 \]

\[ P_{7,578} = 44 Q_5 Q_9 + \frac{256}{3} Q_8 - \frac{892}{27} Q_9 + \frac{44}{9} Q_3^3 - \frac{791}{4} Q_3 Q_7 + 256 Q_{10,6} + \frac{655}{3} Q_5^2 \]

\[ P_{7,579} = -18 Q_3 Q_5 + \frac{2205}{64} Q_9 - \frac{44}{9} Q_3^3 + \frac{171}{12} Q_3 Q_7 + \frac{256}{3} Q_5^2 - \frac{145}{9} Q_3^2 + 6 Q_5^2 \]

\[-\frac{63}{4} Q_7 \]

\[ P_{7,580} = 6 Q_3^2 - \frac{61}{7} Q_7 + 30 Q_5^2 + \frac{20}{9} Q_3^3 + \frac{17114}{27} Q_9 - 18 Q_3 Q_5 - \frac{18703}{480} Q_{11,1} - \frac{52}{5} Q_{11,2} - \frac{25}{7} Q_3^2 Q_5 + \frac{14}{7} Q_3 Q_7 \]
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\begin{align*}
P_{7, 581} & = - \frac{47}{2} Q_9 + \frac{444}{49} Q_2^2 + \frac{1460}{17} Q_3 Q_5 - \frac{7}{3} Q_3 Q_7 - 15 Q_5^2 - \frac{41}{28} Q_3 + \frac{560}{67} Q_7 + \frac{1}{7} Q_3 - Q_3^2 \\
P_{7, 582} & = \frac{2561}{24} Q_{11, 1} + \frac{171}{10} Q_{11, 2} + \frac{81}{17} Q_3^2 Q_5 - \frac{385}{4} Q_3 Q_7 + \frac{256}{3} Q_3 + 40 Q_3^2 + 32 Q_3^3 - \frac{5169}{66} Q_9 + 6 Q_3 Q_5 + \frac{512}{3} Q_8 - 36 Q_3^2 + \frac{1400}{7} Q_7 \\
P_{7, 583} & = - \frac{11}{2} Q_3^2 - \frac{55}{16} Q_7 - \frac{87}{12} Q_3 Q_5 + 16 Q_8 + \frac{185}{12} Q_9 + 6 Q_3^3 \\
P_{7, 584} & = \frac{59}{4} Q_7 + \frac{59}{4} Q_3 Q_5 + \frac{59}{8} Q_8 + \frac{1147}{14} Q_9 + 3 Q_3^2 - \frac{147}{14} Q_9^2 - \frac{1147}{16} Q_5 - \frac{257}{18} Q_3 \\
P_{7, 585} & = 0.0518408 \pm 0.0000014 \quad \text{(exact value unknown)} \\
P_{7, 586} & = - \frac{25}{3} Q_3^3 + 24 Q_3 Q_7 + 14 Q_3^2 Q_5 - \frac{256}{3} Q_3 Q_8 + \frac{511}{19} Q_{11, 2} - \frac{92}{3} Q_{11, 1} + 72 Q_3 Q_5 + \frac{256}{3} Q_8 - \frac{1087}{34} Q_9 - 14 Q_3 Q_7 - 90 Q_3^2 \\
P_{7, 587} & = - \frac{31}{6} Q_3^2 + \frac{64}{3} Q_3 Q_5 - \frac{25}{6} Q_3 + \frac{133}{12} Q_3 Q_7 - \frac{48995}{432} Q_9 + \frac{9}{2} Q_3^2 + \frac{25}{2} Q_3 Q_5 + 32 Q_3 + \frac{305}{17} Q_7 \\
P_{7, 588} & = - \frac{302}{9} Q_9 - \frac{57}{9} Q_3^2 + \frac{147}{7} Q_7 + \frac{3}{7} Q_3 + \frac{289}{12} Q_3 Q_5 - \frac{411}{28} Q_3 Q_7 + \frac{47}{2} Q_3^2 + \frac{35}{8} Q_5 \\
P_{7, 589} & = - \frac{355}{12} Q_3 Q_5 - \frac{91}{52} Q_7 + \frac{1085}{48} Q_3 Q_7 + \frac{25}{6} Q_3^2 + \frac{8035}{432} Q_9 - \frac{35}{4} Q_5 + \frac{12}{5} Q_3^3 - 5 Q_3^3 \\
P_{7, 590} & = \frac{412003}{5760} Q_{11, 1} - \frac{44}{3} Q_{11, 2} - 3 Q_3^2 Q_5 - \frac{441}{8} Q_3 Q_7 \\
P_{7, 591} & = - \frac{1724}{1290} Q_{11, 1} - \frac{131}{14} Q_{11, 2} - \frac{227}{6} Q_3^2 Q_5 + \frac{200}{3} Q_3^2 \\
P_{7, 592} & = 0.0690146 \pm 0.0000019 \quad \text{(exact value unknown)} \\
P_{7, 593} & = \frac{2291}{108} Q_9 + 6 Q_3^2 - \frac{63}{4} Q_7 + \frac{28}{3} Q_3^3 - 18 Q_3 Q_5 - \frac{28}{3} Q_3 Q_7 + \frac{10}{9} Q_3^2 \\
P_{7, 594} & = - \frac{37}{2} Q_9 - \frac{801}{48} Q_3^2 + \frac{107}{2} Q_7 + \frac{1}{2} Q_3 + \frac{115}{8} Q_3 Q_5 - \frac{5}{3} Q_3 Q_7 - 15 Q_3^2 \\
P_{7, 595} & = - \frac{31}{8} Q_3 + 3 Q_3^3 \\
P_{7, 596} & = 0.0581439 \pm 0.0000016 \quad \text{(exact value unknown)}
\end{align*}
\[ P_{7,596} = -\frac{259}{5} Q_3^2 + \frac{47417}{5060} Q_{11,1} + \frac{52}{5} Q_{11,2} + \frac{124}{5} Q_5^2 Q_5 + \frac{5}{3} Q_5 Q_7 \]

\[ P_{7,597} = 0.0468500 \pm 0.0000013 \quad \text{(exact value unknown)} \]

\[ P_{7,598} = -6 Q_3^2 + \frac{65}{3} Q_7 + 25 Q_2^2 - 10 Q_3^2 - \frac{2155}{2} Q_9 + 45 Q_3 Q_5 + \frac{124}{5} Q_8 \]
\[ + \frac{9337}{1200} Q_{11,1} + \frac{273}{24} Q_{11,2} + \frac{111}{4} Q_3^2 Q_5 - \frac{301}{3} Q_5 Q_7 - \frac{129}{3} Q_3 Q_8 \]

\[ P_{7,599} = 0.0422376 \pm 0.0000012 \quad \text{(exact value unknown)} \]

\[ P_{7,600} = 0.0445306 \pm 0.0000012 \quad \text{(exact value unknown)} \]

\[ P_{7,601} = 0.0535217 \pm 0.0000015 \quad \text{(exact value unknown)} \]

\[ P_{7,602} = -\frac{31}{6} Q_3^4 + \frac{64}{3} Q_3^4 Q_7 - \frac{25}{6} Q_3^5 + \frac{133}{12} Q_3 Q_5 - \frac{14095}{432} Q_9 + \frac{9}{2} Q_5^2 + \frac{25}{2} Q_3 Q_5 \]
\[ + 32 Q_8 + \frac{105}{16} Q_7 \]

\[ P_{7,603} = \frac{16453}{216} Q_9 - \frac{2}{3} Q_3^3 - \frac{1113}{16} Q_7 + \frac{80}{9} Q_5^2 - \frac{109}{3} Q_3 Q_5 + \frac{10}{5} Q_5 + \frac{15}{17} Q_5^2 \]

\[ P_{7,604} = \frac{2639}{24} Q_3 Q_7 + 128 Q_{10} - \frac{505}{6} Q_3^2 - \frac{30155}{394} Q_{11,1} - \frac{52}{3} Q_5^2 Q_5 + \frac{256}{3} Q_3 Q_8 - 32 Q_{11,2} + 36 Q_5^2 \]
\[ - \frac{129}{2} Q_7 + \frac{16}{5} Q_5^2 - 14 Q_3 Q_5 + \frac{256}{3} Q_3 Q_8 + \frac{3603}{100} Q_9 \]

\[ P_{7,605} = \frac{393}{16} Q_9 - \frac{100}{3} Q_3 Q_5 + \frac{441}{8} Q_3 Q_7 - \frac{44}{7} Q_5^2 + \frac{90}{9} Q_5^3 + \frac{4}{2} Q_3 + \frac{100}{9} Q_5^2 - 42 Q_7 \]

\[ P_{7,606} = \frac{21}{16} Q_7 + \frac{11}{2} Q_3^2 - \frac{629}{24} Q_9 - 2 Q_3^2 + \frac{5}{2} Q_3 Q_5 \]

\[ P_{7,607} = -\frac{4607}{216} Q_9 - \frac{14}{3} Q_3^2 + \frac{148}{3} Q_3 Q_5 - \frac{1083}{48} Q_3 Q_7 - \frac{44}{7} Q_5^2 + \frac{301}{16} Q_7 - \frac{11}{6} Q_5^2 \]