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Abstract We consider the problem of detecting the locations of targets in the far field by sending probing signals from an antenna array and recording the reflected echoes. Drawing on key concepts from the area of compressive sensing, we use an $\ell_1$-based regularization approach to solve this, generally ill-posed, inverse scattering problem. As is common in compressive sensing, we exploit randomness, which in this context comes from choosing the antenna locations at random. With $n$ antennas we obtain $n^2$ measurements of a vector $x \in \mathbb{C}^N$ representing the target locations and reflectivities on a discretized grid. It is common to assume that the scene $x$ is sparse due to a limited number of targets. Under a natural condition on the mesh size of the grid, we show that an $s$-sparse scene can be recovered via $\ell_1$-minimization with high probability if $n^2 \geq Cs \log^2(N)$. The reconstruction is stable under noise and when passing from sparse to approximately sparse vectors. Our theoretical findings are confirmed by numerical simulations.
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1 Introduction

Our aim is to detect the locations and reflectivities of remote targets (point scatterers) by sending probing signals from an antenna array and recording the reflected signals. This type of inverse scattering—which has applications in radar, sonar, medical imaging, and microscopy—is a rather challenging numerical problem. Typically the solution is not unique, and instabilities in the presence of noise are a common issue. Standard techniques, such as matched field processing [30] or time reversal methods [1, 18, 19], work well for the detection of very few, well-separated targets. However, when the number of targets increases and/or some targets are adjacent to each other, these methods run into severe problems. Moreover, these methods have major difficulties when the dynamic range between the reflectivities of the targets is large.

In [14] a compressive sensing based approach to the inverse scattering problem was proposed to overcome the ill-posedness of the problem by utilizing the sparsity of the target scene. Here, sparsity is meant in the sense that the targets typically occupy only a small fraction of the overall region of interest. As common in compressive sensing [4, 13, 15, 26], randomness is used, and in this setup it is realized by placing the antennas at random locations on a square. It was proved in [14] that under certain conditions it is possible to exactly recover the locations and reflectivities of the targets from noise-free measurements by solving an $\ell_1$-regularized optimization problem, also known as basis pursuit in the compressive sensing literature.

While the framework in [14] can lead to significant improvements over traditional methods, it also has several limitations. For instance, the main theoretical result in that article requires the targets to be randomly spaced, a condition that is quite restrictive and does not match well with practical scenarios. Also, the conditions on the number of targets that can be recovered are far from optimal. In this paper we will overcome most of these limitations, thus leading to a theoretical framework that is better adapted to practical applications. In particular, we also show that recovery is stable with respect to measurement noise and under passing from sparse to approximately sparse scenes. Figure 1 depicts the reconstruction of a sparse scene of 100 targets in 6,400 resolution cells with reflectivities in the dynamic range from 1 to 8 from 900 noisy measurements, that is, with 30 antennas. Both the detection performance and the approximation of the true values of the reflectivities are very good.

What makes the inverse scattering problem with antenna arrays challenging from a compressive sensing viewpoint is that the associated sensing matrix is not a random matrix with independent rows or columns, but instead the matrix entries are random variables which are coupled across rows and columns. This in turn means that standard proof techniques from the compressive sensing literature cannot be applied readily and results developed for structured sensing matrices [26] are of limited use in our case. In fact, it is an open problem whether the by-now classical and often-used restricted isometry property holds for the random scattering matrix arising in our context. Instead we provide high probability recovery bounds for a fixed vector.
Fig. 1  (a) Scene with 100 targets in 6,400 resolution cells. (b) Reconstruction from 900 noisy measurements with SNR of 20 dB

and a random choice of the scattering matrix (also referred to as nonuniform recovery guarantees). We believe that some of the tools that we develop in this paper will potentially be useful in other compressive sensing scenarios, where the sensing matrix has coupled rows and columns.

Our paper is organized as follows. In Sect. 2 we describe the setup of the imaging problem and state our main results. As preparation for proving our main theorems, we derive a general sparse recovery result in Sect. 3 and condition number estimates for certain random matrices in Sect. 4. In Sect. 5 we prove the recovery of sparse vectors for sensing matrices with dependent rows and columns which are associated with a class of bounded orthonormal systems. This type of matrix includes the sensing matrix arising in the inverse scattering problem as a special case. On the other hand, this result assumes that the nonzero coefficients of the signal to be recovered have random phases. In Sect. 6 we remove the assumption of random phases and show sparse recovery for the inverse scattering setup for signals with fixed deterministic phases. In Sect. 7 we illustrate our theoretical results with numerical simulations.
2 Problem Formulation and Main Results

2.1 Array Imaging Setup and Problem Formulation

Suppose an array of $n$ transducers is located in the square $[0, B]^2$, where $B > 0$ is the array aperture. The spatial part of a wave of wavelength $\lambda > 0$ emitted from some point source $b \in [0, B]^2$ and recorded at another point $r \in \mathbb{R}^3$ is given by the Green’s function $G$ of the Helmholtz equation,

\[ G(r, b) = \frac{\exp\left(\frac{2\pi i}{\lambda} \|r - b\|_2\right)}{4\pi \|r - b\|_2}. \]  

Here and in what follows, $\| \cdot \|_p$ refers to the usual $\ell_p$-norm.

Assume that we want to image the locations of targets which are at distance $z_0 > 0$. For the analysis, we make the idealizing assumption that the targets are on a discretized grid of mesh size $d_0 > 0$ in the target domain $TD := [-L, L]^2 \times \{z_0\}$, where $L > 0$ determines the size of the target domain. To be more precise, let us assume that each target occupies one of the points $(r_j)_{j \in [N]} \subset TD$, where $[N] := \{1, \ldots, N\}$ with $N = [2L/d_0]^2$ and each $r_j$ is of the form $r_j = (-L + kd_0, -L + \ell d_0, z_0)^T$ for some $(k, \ell) \in [\sqrt{N}]^2$. See also Fig. 2 for a visualization of this setup.

In order to be able to analyze the arising sensing mechanism, we approximate the Green’s function from (2.1) in an adequate way. To this end, we assume to be in the far-field region, that is, the distance $z_0$ from antenna to target satisfies $z_0 \gg B + L$. Writing $r = (x, y, z_0)^T$ and $b = (\xi, \eta, 0)^T$, the truncated Taylor expansion for $\|r - b\|_2$ around $r_0 := (\xi, \eta, z_0)$ is given by

\[ \|r - b\|_2 \approx z_0 + \frac{\|(x, y) - (\xi, \eta)\|_2^2}{2z_0}. \]  

Under the far-field assumption we then obtain that

\[ G(r, b) \approx \tilde{G}(r, b) := \exp\left(\frac{2\pi i z_0}{\lambda}\right) \frac{\exp\left(\frac{\pi i}{z_0} \|(x, y) - (\xi, \eta)\|_2^2\right)}{4\pi z_0}. \]
If we choose the mesh size \( d_0 \) such that the crucial aperture condition [14]

\[
\rho := \frac{d_0 B}{\lambda z_0} \in \mathbb{N}
\]  

(2.4)
is fulfilled, then the normalized system of functions

\[
\hat{G}(b, r_\ell) := 4\pi z_0 \tilde{G}(b, r_\ell), \quad b \in [0, B], \quad \ell \in [N],
\]
satisfies the convenient orthonormality relation

\[
\frac{1}{B^2} \int_{[0, B]^2} \hat{G}(b, r_m) \overline{\hat{G}(b, r_\ell)} \, db = 
\exp \left( \frac{\pi i}{\lambda z_0} \left( \| (x_m, y_m) \|^2 - \| (x_\ell, y_\ell) \|^2 \right) \right)
\times \int_{[0, B]} \int_{[0, B]} \exp \left( -\frac{2\pi i}{\lambda z_0} (x_m - x_\ell) \xi \right) \exp \left( -\frac{2\pi i}{\lambda z_0} (y_m - y_\ell) \eta \right) \, d\xi \, d\eta
\]

\[
= \delta_{\ell m}.
\]  

(2.5)

It is for this relation to hold that we make the approximation (2.3).

Let us now describe the scattering matrix. Assume we have a vector \((x_j)_{j \in [N]} \in \mathbb{C}^N\) of reflectivities on the resolution grid. We sample \(n\) antenna positions \(b_1, \ldots, b_n \in [0, B]^2\) independently at random according to the uniform distribution on \([0, B]^2\). If antenna element \(b_j \in [0, B]^2\) transmits and \(b_k \in [0, B]^2\) receives, then we model the echo \(y_{jk}\) as

\[
y_{jk} = \sum_{\ell=1}^N \hat{G}(b_j, r_\ell) \hat{G}(r_\ell, b_k) x_\ell, \quad (j, k) \in [n]^2.
\]  

(2.6)

This is called the Born approximation [2], and it amounts to discarding multipath scattering effects. So if the transmit-receive mode is that one antenna element transmits at a time and the whole aperture receives the echo, the appropriately scaled sensing matrix \(A \in \mathbb{C}^{n \times N}\) is given entrywise by

\[
A(j, k), \ell := \hat{G}(b_j, r_\ell) \hat{G}(r_\ell, b_k), \quad (j, k) \in [n]^2, \quad \ell \in [N].
\]  

(2.7)

Then \(y = Ax\) by (2.6). Due to the randomness in \(b_k, k \in [n]\), the matrix \(A\) is a (structured) random matrix with coupled rows and columns.

In many scenarios the number of targets is small compared to the grid size. This naturally leads to sparsity in the vector \(x \in \mathbb{C}^N\) of reflectivities, \(\|x\|_0 := \#\{\ell : x_\ell \neq 0\} \leq s\), where \(s \ll N\). Compressive sensing suggests that, in such a scenario, we can recover \(x\) from undersampled measurements \(y = Ax \in \mathbb{C}^{n^2}\) when \(n^2 \ll N\). We note that \(A\) contains only \(n(n + 1)/2\) different rows due to the symmetries in the sensing setup. Our goal is to determine a good bound on the required minimal number of antennas \(n\) in order to ensure recovery of an \(s\)-sparse scene. A small number of antennas has clear advantages such as low costs of imaging hardware.
2.2 Compressive Sensing

We briefly describe the basics of compressive sensing in order to place our results outlined below into context. Given measurements \( y = Ax \in \mathbb{C}^m \) of a sparse vector \( x \in \mathbb{C}^N \), where \( A \in \mathbb{C}^{m \times N} \) is called the measurement matrix, we would like to reconstruct \( x \) in the underdetermined case that \( m \ll N \) by taking into consideration the sparsity.

The naive approach of \( \ell_0 \)-minimization

\[
\min_{z \in \mathbb{C}^N} \|z\|_0 \quad \text{subject to } Az = y \tag{2.8}
\]

is NP-hard [21]. Hence, several tractable alternatives were proposed including \( \ell_1 \)-minimization, also called basis pursuit [4, 10, 13],

\[
\min_{z \in \mathbb{C}^N} \|z\|_1 \quad \text{subject to } Az = y. \tag{2.9}
\]

This can be seen as a convex relaxation of (2.8) and can be solved via efficient convex optimization methods [3, 9]. It is by now well understood that \( \ell_1 \)-minimization can recover sparse vectors under appropriate conditions. Remarkably, random matrices provide (near-)optimal measurement matrices in this context, and good deterministic constructions are lacking to date; see [15, 26] for a discussion. For instance, an \( m \times N \) Gaussian random matrix \( A \) ensures exact (and stable) recovery of all \( s \)-sparse vectors \( x \) from \( y = Ax \) using \( \ell_1 \)-minimization (and other types of algorithms) with high probability, provided

\[
m \geq Cs \log(N/s), \tag{2.10}
\]

where \( C > 0 \) is a universal constant. This bound is optimal [13, 16]. It is crucial that \( m \) is allowed to scale linearly in \( s \), and the log-factor cannot be removed. Recovery is stable under passing to approximately sparse vectors and under adding noise to the measurements. In the latter case, one may rather work with the noise-constrained \( \ell_1 \)-minimization problem

\[
\min_{z \in \mathbb{C}^N} \|z\|_1 \quad \text{subject to } \|Az - y\|_2 \leq \eta. \tag{2.11}
\]

Random partial Fourier matrices [4, 7, 25, 26, 29] (that is, random row submatrices of the discrete Fourier matrix) and other types of structured random matrices [26, 27] also provide \( s \)-sparse recovery under similar conditions as in (2.10) (with additional log-factors).

Some of the mentioned recovery results are derived using the restricted isometry property (RIP) [6, 7]. This leads to uniform guarantees in the sense that, once the matrix is selected, then with high probability every \( s \)-sparse vector can be recovered from \( y = Ax \). However, the RIP is a rather strong condition which is sometimes hard to verify. In particular, it is open to verify it for our random matrix in (2.7). Instead, we may work with weaker conditions, which ensure nonuniform recovery in the sense that a fixed \( s \)-sparse vector is recovered with high probability using a random draw of the matrix. Our result below for the structured random matrix in (2.7) is based on the extension of certain general recovery conditions for \( \ell_1 \)-minimization [5, 17, 32] to stable recovery using a dual certificate (see Sect. 3).
2.3 Main Results

We define the error of best \(s\)-term approximation in the \(\ell_1\)-norm by

\[
\sigma_s(x)_1 := \inf_{\|z\|_0 \leq s} \|x - z\|_1.
\]

Furthermore, we will assume throughout that the aperture condition

\[
\rho := \frac{d_0 B}{\lambda z_0} \in \mathbb{N}
\]

holds, which can be accomplished by an appropriate choice of the mesh size \(d_0\). The further notation is the one used in Sect. 2.1. We will refer to the matrix \(A \in \mathbb{C}^{n^2 \times N}\) in (2.7) with the antenna positions \(b_1, \ldots, b_n\) selected independently and uniformly at random from \([0, B]^2\) as the random scattering matrix. Note that the aperture condition (2.12) implies that \(\mathbb{E}A^* A = n^2 \text{Id}\) by a similar computation as in (2.5), that is, that in expectation the matrix \(A^* A\) behaves nicely, which will be crucial in the proof.

Let us now state our nonuniform recovery result.

**Theorem 2.1** Let \(x \in \mathbb{C}^N\) and \(A \in \mathbb{C}^{n^2 \times N}\) be a draw of the random scattering matrix. Let \(s \in \mathbb{N}\) be some sparsity level. Suppose we are given noisy measurements \(y = Ax + e \in \mathbb{C}^{n^2}\) with \(\|e\|_2 \leq \eta n\). If, for \(\varepsilon > 0\),

\[
n^2 \geq C s \log^2 \left( \frac{c N}{\varepsilon} \right)
\]

with universal constants \(C, c > 0\), then with probability at least \(1 - \varepsilon\), the solution \(\hat{x} \in \mathbb{C}^N\) to the noise-constrained \(\ell_1\)-minimization problem

\[
\min_{z \in \mathbb{C}^N} \|z\|_1 \quad \text{subject to} \quad \|Az - y\|_2 \leq \eta n
\]

satisfies

\[
\|x - \hat{x}\|_2 \leq C_1 \sqrt{s \eta} + C_2 \sigma_s(x)_1.
\]

The constants satisfy \(C \leq (8000 \cdot 3/4)^2 \approx 2.87 \cdot 10^6\), \(c \leq 6\), \(C_1 \leq 4(1 + \sqrt{2}) + 8\sqrt{3} \approx 23.513\), \(C_2 \leq 4(1 + \sqrt{6}) \approx 13.798\).

**Remark 2.2**

(a) The constants appearing in Theorem 2.1 are quite large and reflect a worst-case analysis. No attempt has been made to optimize the above bounds. In practice, much better bounds can be expected; see also the numerical results below.

(b) The scaling of the noise level, \(\|e\|_2 \leq \eta n\), is natural because \(e \in \mathbb{C}^{n^2}\). Indeed, if we have a componentwise bound \(|e_j| = |(Ax)_j - y_j| \leq \eta\) for all \(j \in [n]^2\), then it is satisfied.
The error bound (2.15) is slightly worse than the one we would get under the RIP. In fact, if $A$ has the RIP, then the associated error bound improves the right-hand side of (2.15) by a factor of $s^{-1/2}$ [6]. Unfortunately, it is so far unknown whether the random scattering matrix $A$ obeys the RIP under a similar condition as (2.13), and so the error bound (2.15) is the best one can presently achieve.

If $x$ is $s$-sparse, $\sigma_s(x)_1 = 0$, and if there is no noise, $\eta = 0$, then (2.15) implies exact reconstruction, $\hat{x} = x$, by equality-constrained $\ell_1$-minimization (2.9).

We can specialize the error bound in the previous theorem for the case of Gaussian noise. To this end, assume that the components of $e \in \mathbb{C}^n$ are i.i.d. complex Gaussians with variance $\eta^2$, where the real and imaginary parts of a complex Gaussian are independent real Gaussians with variance $\eta^2/2$. A standard calculation shows that the noise satisfies $\|e\|_2 \leq \eta n \log(1/\varepsilon)$ with probability at least $1 - \varepsilon$. Assuming that $e$ is independent of the matrix $A$, it follows that the solution $\hat{x}$ of noise-constrained $\ell_1$-minimization with bound $\|Az - y\|_2 \leq \eta n \log(1/\varepsilon)$ satisfies

$$
\|\hat{x} - x\|_2 \leq C_1 \eta \sqrt{s} \log(1/\varepsilon) + C_2 \sigma_s(x)_1
$$

(2.16)

with probability at least $(1 - \varepsilon)^2$. The constants $C_1, C_2$ satisfy the bounds of Theorem 2.1.

Theorem 2.1 holds for a fixed, deterministic $x \in \mathbb{C}^N$. We define the sign of a number $a \in \mathbb{C}$ as

$$
\text{sgn}(a) = \begin{cases} 
a & \text{if } a \neq 0, \\
0 & \text{if } a = 0.
\end{cases}
$$

For a vector $x \in \mathbb{C}^N$ we denote by $\text{sgn}(x) := (\text{sgn}(x_j))_{j \in [N]}$ the sign pattern of $x$. On the way to the proof of Theorem 2.1, we will provide the easier result stated next for the case when the sign pattern of $x$ restricted to its support set $T \subset [N]$, $\text{sgn}(x)_T = (\text{sgn}(x_j))_{j \in T}$, forms a Rademacher or a Steinhaus sequence. The latter amounts to assuming that the phases of the reflectivities are i.i.d. uniformly distributed on $[0, 2\pi]$, which is a common assumption in array imaging and radar signal processing. Theorem 2.3 below actually establishes sparse recovery in a more general setting than the inverse scattering problem. It is not only applicable to the radar-type sensing matrices analyzed above, but to more general sensing matrices whose rows and columns are not independent, and whose entries are associated with a certain class of orthonormal systems. Its statement requires the notion of bounded orthonormal systems [26].

**Definition 2.1** Let $D \subset \mathbb{R}^d$ be a measurable set and $\nu$ a probability measure on $D$. A system of functions $\{\Phi_k : D \to \mathbb{C}\}_{k \in [N]}$ is called a bounded orthonormal system (BOS) with respect to $(D, \nu)$ if

$$
\int_D \Phi_k(t) \overline{\Phi_\ell(t)} \nu(\text{d}t) = \delta_{k\ell}
$$
and if the functions are uniformly bounded by a constant $K \geq 1$,

$$\max_{k \in \mathbb{N}} \| \Phi_k \|_\infty \leq K.$$  

Let now \( \{ \Phi_\ell \}_{\ell \in \mathbb{N}} \) be a BOS on \((D, \nu)\) with bounding constant \( K = 1 \) and with the property that \( \{ \Phi_\ell^2 \}_{\ell \in \mathbb{N}} \) is also a BOS on \((D, \nu)\). Due to the orthogonality relation, we then necessarily have \( |\Phi_\ell(t)| = 1 \) for all \( t \in D \). The functions \( \Phi_\ell(t) = \hat{G}(r_\ell, t) \), \( \ell \in [0, B]^2 \) fall into this setup when the aperture condition (2.12) is satisfied, see also (2.5). Another example is provided by the Fourier system \( \{ \Phi_\ell \}_{\ell \in \mathbb{Z}} \), where \( \Phi_\ell(t) = e^{2\pi i \ell t} \), \( \ell \in \mathbb{Z} \).

Now we can state our main result for random sign patterns. We recall that the entries of a (random) Rademacher vector \( \epsilon \) are independent random variables that take the values \( \pm 1 \) with equal probability. Similarly, a Steinhaus vector is a random vector where all entries are independent and uniformly distributed on the complex torus \( \{ z \in \mathbb{C} : |z| = 1 \} \).

**Theorem 2.3** Let \( A \in \mathbb{C}^{n^2 \times N} \) be a draw of the random sampling matrix from (2.17). Let \( x \in \mathbb{C}^N \) and \( T \subset \{ N \} \) be the index set corresponding to its s largest absolute entries. Assume that the sign vector \( \text{sgn}(x)_T \) of \( x \) restricted to \( T \) forms a Rademacher or a Steinhaus sequence. Suppose we take noisy measurements \( y = Ax + e \in \mathbb{C}^{n^2} \) with \( \|e\|_2 \leq \eta n \). If

$$n^2 \geq Cs \log \left( \frac{c_1 (N - s)}{\epsilon} \right) \log^2 \left( c_2 (N - s)^2 s / \epsilon \right),$$  

then with probability at least \( 1 - \epsilon \), the solution \( \hat{x} \in \mathbb{C}^N \) to noise-constrained \( \ell_1 \)-minimization (2.14) satisfies

$$\| \hat{x} - x \|_2 \leq C_1 \sqrt{s} \eta + C_2 \sigma_s(x).$$  

The constants satisfy \( C \leq 1024, \ c_1 \leq 8, \ c_2 \leq 576, \ c_1 \leq 4(1 + \sqrt{2}) + 8\sqrt{3} \approx 23.513, \ C_2 \leq 4(1 + \sqrt{6}) \approx 13.798. \)

**Remark 2.4** Whereas the bounds on the constants in Theorem 2.1 are quite large, and certainly improvable, in the case of random sign patterns, the number of antennas required must satisfy

$$n \geq 32 \sqrt{s} \log^{3/2}(cN/\epsilon),$$

which is a reasonable bound; see also the improvement in Remark 4.6(b).  

\[ \square \]
3 Stable Sparse Recovery via $\ell_1$-Minimization

In this section we establish a general result for the recovery of an individual vector $x \in \mathbb{C}^N$ from noisy measurements $y = Ax + e \in \mathbb{C}^m$ with $A \in \mathbb{C}^{m \times N}$. The method uses a dual vector in the spirit of [17, 32] and extends these results to the noisy and non-sparse case. The proof is inspired by [5] for recovery based on the weak RIP. However, since we actually do not assume the weak RIP, the error bound in (3.5) below is slightly worse by a factor of $\sqrt{s}$ than the one in [5, Sect. 4]. In the noiseless and exact sparse case, the theorem below implies exact recovery similar to [17, 32].

For a set $T \subset [N]$ and a matrix $A \in \mathbb{C}^{m \times N}$ with columns $a_j \in \mathbb{C}^m$, $j \in [N]$, we denote by $A_T = (a_j)_{j \in T} \in \mathbb{C}^{m \times |T|}$ the column submatrix of $A$ with columns indexed by $T$ and by $T^c := [N] \setminus T$ the complement of $T$ in $[N]$. Similarly, we denote by $x_T \in \mathbb{C}^{|T|}$ the vector $x \in \mathbb{C}^N$ restricted to its entries in $T$. The operator norm of a matrix $B$ on $\ell_2$ is denoted by $\|B\|_{2 \to 2}$.

**Theorem 3.1** Let $x \in \mathbb{C}^N$ and $A \in \mathbb{C}^{m \times N}$ with $\ell_2$-normalized columns, $\|a_j\|_2 = 1$, $j \in [N]$. For $s \geq 1$, let $T \subset [N]$ be the set of indices of the $s$ largest absolute entries of $x$. Assume that $A_T$ is well conditioned in the sense that

$$\|A_T^* A_T - \text{Id}\|_{2 \to 2} \leq \frac{1}{2} \quad (3.1)$$

and that there exists a dual certificate $u = A^* v \in \mathbb{C}^N$ with $v \in \mathbb{C}^m$ such that

$$u_T = \text{sgn}(x)_T, \quad (3.2)$$

$$\|u_{T^c}\|_\infty \leq \frac{1}{2}, \quad (3.3)$$

$$\|v\|_2 \leq \sqrt{2s}. \quad (3.4)$$

Suppose we are given noisy measurements $y = Ax + e \in \mathbb{C}^m$ with $\|e\|_2 \leq \eta$. Then the solution $\hat{x} \in \mathbb{C}^N$ to noise-constrained $\ell_1$-minimization (2.11) satisfies

$$\|x - \hat{x}\|_2 \leq C_1 \sqrt{s} \eta + C_2 \sigma_s(x)_1. \quad (3.5)$$

The constants satisfy $C_1 \leq 4(1 + \sqrt{2}) + 8\sqrt{3} \approx 23.513$, $C_2 \leq 4(1 + \sqrt{6}) \approx 13.798$.

**Remark 3.2** The constants appearing in the conditions above are rather arbitrary and chosen for convenience.

**Proof** Write $\hat{x} = x + h$. Due to (2.11) and the assumption on the noise level, $\|e\|_2 \leq \eta$, we have

$$\|Ah\|_2 = \|Ax - y - (A\hat{x} - y)\| \leq \|Ax - y\|_2 + \|A\hat{x} - y\|_2 \leq 2\eta. \quad (3.6)$$
Since $x$ is feasible for the optimization program (2.11), we obtain

\[
\|x\|_1 \geq \|\hat{x}\|_1 = \|(x + h)\|_1 + \|(x + h)^c\|_1 \\
\geq \text{Re}(\langle (x + h)^T, \text{sgn}(x)^T \rangle) + \|h^c\|_1 - \|x^c\|_1 \\
= \|x\|_1 + \text{Re}(\langle h^T, \text{sgn}(x)^T \rangle) + \|h^c\|_1 - 2\|x^c\|_1.
\]

where we applied Hölder’s inequality and the triangle inequality in the second line. Rearranging the above yields

\[
\|h^c\|_1 \leq \left|\text{Re}(\langle h^T, \text{sgn}(x)^T \rangle)\right| + 2\|x^c\|_1. \tag{3.7}
\]

Let $u = A^*v$ be the dual certificate. Then, using the Cauchy-Schwarz and Hölder’s inequalities,

\[
\left|\text{Re}(\langle h^T, \text{sgn}(x)^T \rangle)\right| = \left|\text{Re}(\langle h^T, (A^*v)^T \rangle)\right| \leq \|h, A^*v\| + \|h^c, u^c\| \\
\leq \|Ah\|_2\|v\|_2 + \|h^c\|_1\|u^c\|_\infty \leq 2\sqrt{2s}\eta + \frac{1}{2}\|h^c\|_1,
\]

where we used (3.3) and (3.4) in the last line. Substituting into (3.7) yields

\[
\|h^c\|_1 \leq 4\sqrt{2s}\eta + 4\|x^c\|_1. \tag{3.8}
\]

Due to (3.1), we have

\[
\frac{1}{2}\|h^T\|_2^2 \leq \|A^T h^T\|_2^2 = \langle A^T h^T, Ah \rangle - \langle A^T h^T, A^c h^c \rangle. \tag{3.9}
\]

Using Hölder’s inequality, the normalization of the columns of $A$, and (3.6), we obtain

\[
\left|\langle A^T h^T, Ah \rangle\right| \leq \|h^T\|_1 \|A^*_T Ah\|_\infty \leq 2\sqrt{s}\eta\|h^T\|_2.
\]

The triangle inequality and the Cauchy–Schwarz inequality give, by noting that (3.1) implies $\|A_T\|_2 \leq \sqrt{\frac{3}{2}},$

\[
\left|\langle A^T h^T, A^c h^c \rangle\right| \leq \sum_{j \in T^c} |h_j| \left|\langle A^T h^T, a_j \rangle\right| \leq \sum_{j \in T^c} |h_j| \|A^T h^T\|_2 \|a_j\|_2 \\
\leq \sqrt{\frac{3}{2}}\|h^T\|_2\|h^c\|_1.
\]

Inserting into (3.9) we obtain

\[
\|h^T\|_2 \leq 4\sqrt{s}\eta + \sqrt{6}\|h^c\|_1. \tag{3.10}
\]
Combining (3.8) and (3.10) we arrive at
\[ \|h\|_2 \leq \|h_T\|_2 + \|h_Tc\|_1 \leq \left(4(1 + \sqrt{2}) + 8\sqrt{3}\right)\sqrt{s\eta} + 4(1 + \sqrt{6})\|x_Tc\|_1. \]

Due to the choice of $T$, we have $\|x_Tc\|_1 = \sigma_s(x)_1$. This completes the proof. \[\square\]

4 Conditioning of Submatrices

Theorem 3.1 requires us to find a dual certificate $u = A^*v$ with $u_T = \text{sgn}(x)_T$, where $A$ is the random scattering matrix introduced in Sect. 2.1 and $T \subset [N]$ is some support set. Condition (3.1) in Theorem 3.1 suggests to investigate the conditioning of $A_T$. Recall that
\[ v(b_j, b_k) = (\mathcal{P}_\ell(b_j) \mathcal{P}_\ell(b_k))_{\ell \in [N]} \in \mathbb{C}^N, \]
where $\{\mathcal{P}_\ell\}$ is a bounded orthonormal system with constant $K = 1$ such that $\{\mathcal{P}_\ell^2\}$ is also a bounded orthonormal system. The rows of the random scattering matrix $A \in \mathbb{C}^{n^2 \times N}$ are the vectors $v(b_j, b_k)^* \in \mathbb{C}^{1 \times N}$, $(j, k) \in [n]^2$, where the $b_1, \ldots, b_n$ are selected independently at random according to the orthonormalization measure $\nu$ (see (2.17) and Definition 2.1). The scattering matrix $A$ in (2.7) is a special case of this setup.

We aim at a probabilistic estimate of the largest and smallest singular values of $\frac{1}{n}A_T \in \mathbb{C}^{n^2 \times s}$, i.e., the operator norm
\[ \left\| \frac{1}{n^2} A_T^* A_T - \text{Id} \right\|_{2 \rightarrow 2} = \left\| \frac{1}{n^2} \sum_{j,k=1}^n v(b_j, b_k)_T v(b_j, b_k)_T^* - \text{Id} \right\|_{2 \rightarrow 2}. \] (4.1)

The central result of this section stated next provides an estimate of the tail of this quantity.

**Theorem 4.1** Let $A \in \mathbb{C}^{n^2 \times N}$ be the random matrix described above and let $T \subset [N]$ be a (fixed) subset of cardinality $|T| = s$. If, for $\delta, \epsilon > 0$,
\[ n^2 \geq 1024\delta^{-2}s \log^2 \left( \frac{576s^3}{\epsilon} \right) \] (4.2)
then
\[ \mathbb{P}\left( \left\| \frac{1}{n^2} A_T^* A_T - \text{Id} \right\|_{2 \rightarrow 2} \geq \delta \right) \leq \epsilon. \] (4.3)

The proof will be given after some auxiliary results are presented.
4.1 Auxiliary Results

The fact that the rows of $A$ are not independent makes the analysis difficult at first sight. In order to increase the amount of independence, we will use a version of the tail decoupling inequality in Theorem 3.4.1 of [12]. For convenience, we provide a short proof, which essentially repeats the one in [11] in our slightly more general setup. In this way, we also obtain better constants than by tracing the ones in the proof of [12, Theorem 3.4.1].

**Theorem 4.2** Let $(X_i)_{i \in \mathbb{N}}, n \geq 2,$ be independent random variables with values in a measurable space $\Omega$. Let $h : \Omega \times \Omega \to B$ be a measurable map with values in a separable Banach space $B$ with norm $\| \cdot \|$. Then there exists a subset $S \subset [n]$ such that

$$
\mathbb{P} \left( \left\| \sum_{i \neq j} h(X_i, X_j) \right\| > t \right) \leq 36 \mathbb{P} \left( 4 \left\| \sum_{i \in S, j \in S^c} h(X_i, X_j) \right\| > t \right) \vee 36 \mathbb{P} \left( 4 \left\| \sum_{i \in S^c, j \in S} h(X_i, X_j) \right\| > t \right),
$$

(4.4)

where for $a, b \in \mathbb{R}$ we denote $a \vee b := \max\{a, b\}$.

The proof of Theorem 4.2 employs Corollary 3.3.8 from [12].

**Lemma 4.3** Let $(B, \| \cdot \|)$ be a separable Banach space and let $Y$ be a $B$-valued random vector such that for each $\xi \in B^*$, the dual space of $B$, the map $\xi(Y)$ is measurable, centered, and square integrable. Then, for every $x \in B$,

$$
\mathbb{P} \left( \| x + Y \| \geq \| x \| \right) > \frac{1}{4} \inf_{\xi \in B^*} \left( \frac{\mathbb{E}[\| \xi(Y) \|]}{(\mathbb{E}[\| \xi(Y) \|^2])^{1/2}} \right)^2.
$$

(4.5)

**Proof of Theorem 4.2** Set $\mathcal{D} := (X_i)_{i \in [n]}$ and let $\epsilon = (\epsilon_1, \ldots, \epsilon_n)$ be a Rademacher sequence independent of $\mathcal{D}$. We introduce

$$
Z := \sum_{i \neq j} h(X_i, X_j) - \sum_{i \neq j} \epsilon_i \epsilon_j h(X_i, X_j)
$$

(4.6)

and $Y := - \sum_{i \neq j} \epsilon_i \epsilon_j h(X_i, X_j)$. Observe that

$$
\mathbb{E}[Z|\mathcal{D}] = \sum_{i \neq j} h(X_i, X_j).
$$

Let $\xi$ be an element of the dual space $B^*$. Conditional on $\mathcal{D}$, $\xi(Y)$ is a homogeneous scalar-valued Rademacher chaos of order 2. By Hölder’s inequality, for an arbitrary
random variable \( V \) with finite fourth moment, we have that
\[
E[|V|^2] \leq (E[|V|])^{1/2} (E[|V|^3])^{1/2} \leq (E[|V|])^{1/2} (E[|V|^2])^{1/4} (E[|V|^4])^{1/4}
\]
and therefore
\[
\frac{E[|V|^2]}{(E[|V|^4])^{1/2}} \leq \frac{E[|V|]}{(E[|V|^2])^{1/2}}. \tag{4.7}
\]
Lemma 2.1 from [11] states that
\[
\left( E[|\xi(Y)|^4|\mathcal{D}] \right)^{1/2} \leq 3E[|\xi(Y)|^2|\mathcal{D}].
\]
Inserting this result into (4.7) gives
\[
E[|\xi(Y)|^2|\mathcal{D}] \geq \frac{1}{4} \left( \frac{1}{3} \right)^2 = \frac{1}{36}. \tag{4.8}
\]
Multiplying both sides of (4.8) by the characteristic function \( \chi \) of the event \( \{ \| \sum_{i \neq j} h(X_i, X_j) \| > t \} \) and taking the expectation with respect to \( \mathcal{D} \) gives
\[
\mathbb{P}\left( \left\| \sum_{i \neq j} h(X_i, X_j) \right\| > t \right) \leq 36\mathbb{E}\left[ \chi[\|Z\| > t] | \epsilon \right]. \tag{4.9}
\]
We conclude by noting that there is a vector \( \epsilon^* \in \{ \pm 1 \}^n \) such that
\[
\mathbb{E}\left[ \chi[\|Z\| > t] | \epsilon^* \right] \geq \mathbb{E}\left[ \mathbb{E}\left[ \chi[\|Z\| > t] | (\epsilon_1, \ldots, \epsilon_n) \right] \right].
\]
The claim now follows by setting \( S := \{ i \in \{1, \ldots, n\} | \epsilon_i^* = 1 \} \). \qed

We will moreover need the following complex version of Hoeffding’s inequality from [22], Eq. (9).

**Theorem 4.4** Let \( \xi_1, \ldots, \xi_n \) be complex, independent, and centered random variables satisfying \( |\xi_k| \leq \alpha_k \) for constants \( \alpha_1, \ldots, \alpha_n > 0 \). Set \( \sigma^2 := \sum_{k=1}^n \alpha_k^2 \). Then
\[
\mathbb{P}\left( \left| \sum_{k=1}^n \xi_k \right| > t \right) \leq 4 \exp \left( -\frac{t^2}{4\sigma^2} \right). \tag{4.10}
\]

The final tool to prove that submatrices of \( A \) are well-conditioned is the noncommutative Bernstein inequality from [31].
Theorem 4.5 Let $X_1, \ldots, X_n \in \mathbb{C}^{s \times s}$ be a sequence of independent, mean-zero, and self-adjoint random matrices. Assume that, for some $K > 0$,

$$\|X_\ell\|_{2 \to 2} \leq K \quad \text{a.s. for all } \ell \in [n] \quad (4.11)$$

and set

$$\sigma^2 := \left\| \sum_{\ell=1}^n \mathbb{E} X_\ell^2 \right\|_{2 \to 2}. \quad (4.12)$$

Then, for $t > 0$, it holds that

$$\mathbb{P}\left( \left\| \sum_{\ell=1}^n X_\ell \right\|_{2 \to 2} \geq t \right) \leq 2s \exp\left( -\frac{t^2/2}{\sigma^2 + Kt/3} \right). \quad (4.13)$$

4.2 Proof of Theorem 4.1

Denote by

$$D_j := \text{diag}(\Phi_\ell(b_j) : \ell \in T) \in \mathbb{C}^{s \times s}$$

the diagonal matrix with diagonal consisting of the vector $(\Phi_\ell(b_j))_{\ell \in T} \in \mathbb{C}^s$ and introduce $g(b_k) := (\Phi_\ell(b_k))_{\ell \in T} \in \mathbb{C}^s$. Since $D_j D_j^* = \text{Id}$ we observe that

$$\frac{1}{n^2} A_T^* A_T - \text{Id} = \frac{1}{n^2} \sum_{j,k=1}^n \left[ v(b_j, b_k)_T v(b_j, b_k)_T^* - \text{Id} \right]$$

$$= \frac{1}{n^2} \sum_{j=1}^n D_j \left( \sum_{k=1}^n \left[ g(b_k) g(b_k)^* - \text{Id} \right] \right) D_j^*. \quad (4.14)$$

Let $b' := (b_1', \ldots, b_n')$ denote an independent copy of $b := (b_1, \ldots, b_n)$. By the triangle inequality, we have

$$\mathbb{P}\left( \left\| \frac{1}{n^2} A_T^* A_T - \text{Id} \right\|_{2 \to 2} \geq \delta \right)$$

$$\leq \mathbb{P}\left( \frac{1}{n^2} \left\| \sum_{j \neq k} \left[ v(b_j, b_k)_T v(b_j, b_k)_T^* - \text{Id} \right] \right\|_{2 \to 2} \geq \frac{\delta}{2} \right)$$

$$+ \mathbb{P}\left( \frac{1}{n^2} \left\| \sum_{j=1}^n \left[ v(b_j, b_j)_T v(b_j, b_j)_T^* - \text{Id} \right] \right\|_{2 \to 2} \geq \frac{\delta}{2} \right).$$

Using the decoupling inequality of Theorem 4.2, with $S \subset [n]$ denoting the corresponding set, and the symmetry relation $v(b_j, b_k) = v(b_k, b_j)$, for the first term above...
we obtain
\[ \mathbb{P}\left( \frac{1}{n^2} \left\| \sum_{j \neq k} [v(b_j, b_k)^T v(b_j, b_k)^* - \text{Id}] \right\|_{2 \to 2} \geq \frac{\delta}{2} \right) \leq 36 \mathbb{P}\left( \frac{1}{n^2} \left\| \sum_{j \in S, k \in S^c} [v(b_j, b_k')^T v(b_j, b_k') - \text{Id}] \right\|_{2 \to 2} \geq \frac{\delta}{8} \right). \] (4.15)

We will now estimate the right-hand side of (4.15). Introducing
\[ X' := \sum_{k \in S^c} [g(b_k')^* \text{Id}] \in \mathbb{C}^{s \times s}, \]
we observe that (4.14) together with Fubini’s theorem yields
\[ 36 \mathbb{P}\left( \frac{1}{n^2} \left\| \sum_{j \in S} [v(b_j, b_k')^T v(b_j, b_k') - \text{Id}] \right\|_{2 \to 2} \geq \frac{\delta}{8} \right) = 36 \mathbb{P}\left( \frac{1}{n^2} \left\| \sum_{j \in S} D_j X'^* D_j^* \right\|_{2 \to 2} \geq \frac{\delta}{8} \right). \] (4.16)

As the next step we apply the noncommutative Bernstein inequality, Theorem 4.5, to the inner probability in (4.16). Since \( D_j \) is a unitary matrix and the functions \( \Phi_{\ell} \) are orthonormal, we have
\[ \left\| D_j X'^* D_j^* \right\|_{2 \to 2} = \left\| X' \right\|_{2 \to 2}, \]
\[ \mathbb{E}\left[ (D_j X'^* D_j^*)^2 \right] = \text{diag}(X'^2), \] (4.17)

where \( \text{diag}(X'^2) \) denotes the matrix that coincides with \( X'^2 \) on the diagonal and is zero otherwise. Set \( \mu \) to be the coherence parameter
\[ \mu := \max_{\ell, \ell' \in T: \ell < \ell'} \left| \sum_{k \in S^c} \Phi_{\ell}(b_k') \Phi_{\ell'}(b_k) \right|. \]

A crucial observation is that \( \text{diag}(X'^2) \preceq (s - 1) \text{diag}(\mu^2, \mu^2, \ldots, \mu^2) \), where \( \preceq \) denotes the semidefinite ordering. Therefore, it holds that
\[ \left\| \sum_{j \in S} \mathbb{E}\left[ (D_j X'^* D_j^*)^2 \right] \right\|_{2 \to 2} \leq |S|(s - 1)\mu^2 \leq n(s - 1)\mu^2. \] (4.18)

Inserting the bounds (4.17) and (4.18) into (4.13) yields
\[ \mathbb{P}_b\left( \frac{1}{n^2} \left\| \sum_{j \in S} D_j X' D_j^* \right\|_{2 \to 2} \geq \frac{\delta}{8} \right) \leq 2s \exp\left( -\frac{\delta^2}{128(s-1)n^3 \mu^2 + 16\delta^3 n^2 \left\| X' \right\|_{2 \to 2}} \right). \] (4.19)
Set $\tilde{\varepsilon} = \varepsilon / 36$. Multiplying the inner probability in (4.16) by the characteristic function of the event $E := E_1 \cap E_2$, where

$$E_1 := \left\{ \frac{128(s - 1)}{n^3} \mu^2 \leq \frac{\delta^2}{2 \log(8s/\tilde{\varepsilon})} \right\},$$

$$E_2 := \left\{ \frac{16}{3n^2} \| X' \|_{2 \to 2} \leq \frac{\delta}{2 \log(8s/\tilde{\varepsilon})} \right\},$$

we obtain, with $E_1^c$ and $E_2^c$ denoting the complements of $E_1$ and $E_2$,

$$36 \mathbb{P} \left( \sum_{j \in S} D_j X' D_j^* \geq \frac{\delta}{8} \right) \leq \frac{\varepsilon}{4} + 36(2s \mathbb{P}(E_1^c) + 2s \mathbb{P}(E_2^c)).$$

Therefore, it remains to estimate the probabilities of the events $E_1^c$ and $E_2^c$. For the event $E_1^c$, the union bound over all $s(s - 1)/2 \leq s^2/2$ two element subsets of $T$ implies in the case of a general BOS that

$$36(2s \mathbb{P}(E_1^c)) \leq 72s \mathbb{P} \left( \bigcup_{\ell, \tilde{\ell} \in T, \ell < \tilde{\ell}} \left\{ \frac{128(s - 1)}{n^3} \left| \sum_{k \in S^c} \Phi_{\ell}(b'_{k}) \overline{\Phi_{\ell}(b'_{k})} \right| \geq \frac{\delta^2}{2 \log(8s/\tilde{\varepsilon})} \right\} \right) \leq 72s \sum_{\ell, \tilde{\ell} \in T, \ell < \tilde{\ell}} \mathbb{P} \left( \sum_{k \in S^c} \Phi_{\ell}(b'_{k}) \overline{\Phi_{\ell}(b'_{k})} \geq \frac{\delta n^3/2}{\sqrt{256s \log(8s/\tilde{\varepsilon})}} \right),$$

$$\leq 144s^3 \exp \left( - \frac{n^2 \delta^2}{1024s \log(8s/\tilde{\varepsilon})} \right),$$

where we have applied Hoeffding’s inequality in the form of Theorem 4.4 in the last line. The right-hand side of (4.22) is less than $\varepsilon / 4$ provided

$$n^2 \geq 1024 \delta^{-2} s \log^2(576s^3/\varepsilon).$$

Assuming (4.23), the right-hand side of (4.24) is less than $\varepsilon / 4$. Since $\{ \Phi_{\ell}^2 \}_{k \in [N]}$ is also a BOS with respect to $(D, \nu)$, condition (4.23) implies, after another application
of the noncommutative Bernstein inequality analogously to (4.24) and the preceding steps, that
\[
\mathbb{P}\left( \frac{1}{n^2} \left\| \sum_{j=1}^{n} \left[ v(b_j, b_j)^T v(b_j, b_j)^* - \text{Id} \right] \right\|_{2 \rightarrow 2} \geq \frac{\delta}{2} \right) \leq \frac{\varepsilon}{4}. \tag{4.25}
\]
This concludes the proof.

\textbf{Remark 4.6}

(a) In order to show (4.25), we used the assumption that \( \{\Phi_k^2\}_{k \in [N]} \) is also a BOS with respect to \( (D, v) \). It might be that (4.25) also holds under weaker assumptions on the BOS; however, it does not hold if we choose, for example, the Hadamard system.

(b) Assuming the special case of the scattering matrix (2.7), the terms in (4.21) take the form
\[
\Phi_\ell(b_k) \tilde{\Phi}_\ell(b_k) = \exp \left( \frac{2\pi i}{\lambda z_0} \left( \| r_\ell \|_2^2 - \| r_\ell \|_2^2 \right) \right) \exp \left( \frac{2\pi i}{\lambda z_0} \langle r_\ell - r_\ell, b_k \rangle \right),
\]
where, due to the aperture condition (2.4),
\[
\tilde{\theta}_k := \exp \left( \frac{2\pi i}{\lambda z_0} \langle r_\ell - r_\ell, b_k \rangle \right)
\]
is a Steinhaus random variable and \( \tilde{\theta} := (\tilde{\theta}_1, \ldots, \tilde{\theta}_n) \) is a Steinhaus sequence. We can therefore apply Hoeffding’s inequality for Steinhaus sequences (see [26], Corollary 6.13). This inequality states that, for arbitrary \( v \in \mathbb{C}^n \) and \( \kappa \in (0, 1) \),
\[
\mathbb{P}(|\langle v, \tilde{\theta} \rangle| > t) \leq \frac{1}{1 - \kappa} \exp \left( -\kappa \frac{t^2}{\| v \|_2^2} \right). \tag{4.26}
\]
Applying this result with \( \kappa = 4/5 \) instead of Theorem 4.4 in (4.21), one obtains that the claimed spectral norm estimate (4.3) holds under the slightly improved condition
\[
n^2 \geq 320 \delta^{-2} s \log \left( \frac{288 s}{\varepsilon} \right) \log \left( \frac{720 s^3}{\varepsilon} \right), \tag{4.27}
\]
where we have also taken into consideration the precise form of (4.22).

5 Nonuniform Recovery of Scatterers with Random Phase

\textbf{Proof of Theorem 2.3} The key idea of the proof is to apply Theorem 3.1. Note first that (2.14) is equivalent to
\[
\arg\min_{z \in \mathbb{C}^N} \| z \|_1 \quad \text{subject to} \quad \left\| \frac{1}{n} Az - \frac{1}{n} y \right\| \leq \eta. \tag{5.1}
\]

Let \( T \subset [N] \) be the index set corresponding to the \( s \) largest absolute entries of \( x \) and assume that \( \text{sgn}(x)_T \) is either a Rademacher or a Steinhaus sequence. Suppose we are on the event

\[
E := \left\{ \left\| \frac{1}{n^2} A_T^* A_T - \text{Id} \right\|_{2 \to 2} \leq \frac{1}{2} \right\}.
\]  

(5.2)

Theorem 4.1 states that \( \mathbb{P}[E^c] \leq \epsilon/2 \) if

\[
n^2 \geq 4096s \log^2 \left( 1152s^3 / \epsilon \right).
\]  

(5.3)

Set \( \tilde{A} := \frac{1}{n} A \). The event \( E \) means in particular that \( \tilde{A}_T \) fulfills condition (3.1). We define the vector \( v \in \mathbb{C}^{n^2} \) in Theorem 3.1 via

\[
v := (\tilde{A}_T^\dagger)^* \text{sgn}(x)_T = \tilde{A}_T (\tilde{A}_T^* \tilde{A}_T)^{-1} \text{sgn}(x)_T.
\]  

(5.4)

where \( \tilde{A}_T^\dagger \) denotes the pseudoinverse of \( \tilde{A}_T \). Setting \( u := \tilde{A}_T^* v = \text{sgn}(x)_T \), so that (3.2) is satisfied. Since we are on the event \( E \), the smallest singular value of \( \tilde{A}_T \) satisfies

\[
\sigma_{\text{min}}(\tilde{A}_T) \geq \frac{1}{\sqrt{2}},
\]

and therefore

\[
\|v\|_2 \leq \left\| \tilde{A}_T^\dagger \right\|_{2 \to 2} \text{sgn}(x)_T \|_2 \leq \sigma_{\text{min}}(\tilde{A}_T)^{-1} \sqrt{s} \leq \sqrt{2s}.
\]

Hence, (3.4) is also satisfied. It remains to check (3.3). To this end, note that

\[
\|u_{T^c}\|_\infty = \max_{\ell \in T^c} |(\tilde{A}_T^* \tilde{A}_T)^{-1} \tilde{A}_T^* \tilde{A}_T, \text{sgn}(x)_T| = \max_{\ell \in T^c} |\tilde{A}_T^\dagger \tilde{A}_T, \text{sgn}(x)_T|.
\]

As in the previous section, we denote \( b = (b_1, \ldots, b_n) \). Since \( \text{sgn}(x)_T =: (\theta_\ell)_{\ell \in T} =: \theta \) is a Rademacher or a Steinhaus sequence, condition (5.3), Fubini’s theorem, and Hoeffding’s inequality for Rademacher, resp. Steinhaus, sequences together with the union bound give

\[
\mathbb{P}\left( \max_{\ell \in T^c} |\tilde{A}_T^\dagger \tilde{A}_T, \text{sgn}(x)_T| > \frac{1}{2} \right)
\]

\[
\leq \mathbb{P}\left( \max_{\ell \in T^c} |\tilde{A}_T^\dagger \tilde{A}_T, \text{sgn}(x)_T| > \frac{1}{2} \right) \cap E \right) + \frac{\epsilon}{2} 
\]

\[
\leq \mathbb{E}_b \left[ \chi_E \sum_{\ell \in T^c} \mathbb{P}( |\tilde{A}_T^\dagger \tilde{A}_T, \text{sgn}(x)_T| > \frac{1}{2} ) \right] + \frac{\epsilon}{2} 
\]

\[
\leq \mathbb{E}_b \left[ \chi_E \sum_{\ell \in T^c} 2 \exp \left( -\frac{1}{8 \| \tilde{A}_T^\dagger \tilde{A}_T \|_2^2} \right) \right] + \frac{\epsilon}{2} 
\]

\[
\leq 2(N - s) \mathbb{E}_b \left[ \chi_E \exp \left( -\frac{1}{8 \max_{\ell \in T^c} \| \tilde{A}_T^\dagger \tilde{A}_T \|_2^2} \right) \right] + \frac{\epsilon}{2}.
\]  

(5.5)
Since we are on the event $E$ from (5.2), it follows as before that 
\[ \| (\tilde{A}_T^* \tilde{A}_T)^{-1} \|_{2 \rightarrow 2} \leq \frac{1}{\sigma_{\min}(\tilde{A}_T)^2} \leq 2, \]
and therefore 
\[
\max_{\ell \in T^c} \| \tilde{A}_T^* \tilde{a}_\ell \|_2 \leq 4 \max_{\ell \in T^c} \| \tilde{A}_T^* \tilde{a}_\ell \|_2 \leq 4s \max_{\ell \in T^c, \bar{\ell} \in T} \| \bar{\ell} \|_2 \| \tilde{a}_\ell \|_2^2.
\]
Set 
\[
\mu := \max_{\ell \in T^c, \bar{\ell} \in T} \left| \sum_{k=1}^{n} \Phi_{\ell}(b_k) \Phi_{\bar{\ell}}(b_k) \right|.
\]
Since 
\[
| \langle \tilde{a}_\ell, \tilde{a}_{\bar{\ell}} \rangle | = \left| \sum_{k=1}^{n} \Phi_{\ell}(b_k) \Phi_{\bar{\ell}}(b_k) \right|^2,
\]
we have 
\[
\max_{\ell \in T^c} \| \tilde{A}_T^* \tilde{a}_\ell \|_2 \leq 4 \frac{s}{n} \mu^4.
\]
We then obtain 
\[
2(N - s) \mathbb{E}_b \left[ \chi_E \exp \left( - \frac{1}{8 \max_{\ell \in T^c} \| \tilde{A}_T^* \tilde{a}_\ell \|_2^2} \right) \right] \leq 2(N - s) \mathbb{E}_b \left[ \chi_E \exp \left( - \frac{1}{32 \frac{s}{n} \mu^4} \right) \right] \leq \frac{\varepsilon}{4} + 2(N - s) \mathbb{P}_b \left( \frac{s^{1/4}}{n} \mu > \frac{1}{(32 \log(8(N - s)/\varepsilon))^{1/4}} \right).
\]
Applying the union bound and Hoeffding’s inequality as in (4.22) gives 
\[
2(N - s) \mathbb{P}_b \left( \frac{s^{1/4}}{n} \mu > \frac{1}{(32 \log(8(N - s)/\varepsilon))^{1/4}} \right) \leq 8(N - s)^2 s \exp \left( - \frac{n}{16 \sqrt{2s \log(8(N - s)/\varepsilon)}} \right). \tag{5.6}
\]
The condition 
\[
n \geq 32 \sqrt{s} \log^{1/2} \left( \frac{8(N - s)/\varepsilon}{\log(576(N - s)^2 s/\varepsilon)} \right) \tag{5.7}
\]
implies that the right-hand side of Eq. (5.6) is less than $\varepsilon/4$. Assuming $s \leq N/3$ and 
$8(N - s)/\varepsilon \geq e^4$, (5.7) implies (5.3) and therefore also $\mathbb{P}(E^c) \leq \varepsilon/2$, where $E$ is the event from (5.2). We have thus verified that under condition (5.7), all conditions of Theorem 3.1 are satisfied with probability at least $1 - \varepsilon$. Since we work with the rescaled version (5.1) of $A$, the solution $\hat{x}$ satisfies (2.19) with the required probability. This finishes the proof of Theorem 2.3. \hfill \qed
Remark 5.1 In the special case of the scattering matrix (2.7), we can apply the same technique as in Remark 4.6(b) to obtain a slight improvement of (5.7). In fact, also assuming the mild condition $(N - s)/\varepsilon \geq e^7$, all conditions of Theorem 3.1 are satisfied with probability at least $1 - \varepsilon$ under the improved condition
\[
n \geq 5\sqrt{2} s \log^{1/2} (8(N - s)/\varepsilon) \log(576(N - s)^2/\varepsilon).
\]

6 Nonuniform Recovery of Scatterers with Deterministic Phase

6.1 Set Partitions

To prove the central result of this section, we will require a few facts on certain partitions of the set $[N]$, $N \in \mathbb{N}$. As in [25, Sect. 2.2], we define $\mathcal{P}(N, k)$ as the set of all partitions of $[N]$ into exactly $k$ blocks such that each block contains at least two elements. Note that then necessarily $k \leq N/2$. The numbers $S_2(N, k) := |\mathcal{P}(N, k)|$ are called associated Stirling numbers of the second kind. In [25, Sect. 3.5] it was shown that
\[
S_2(N, k) \leq \left(\frac{3N}{2}\right)^{N-k}.
\] (6.1)

For our purposes, we will also need partitions of $[N]$ in which not necessarily all blocks contain at least two elements.

Definition 6.1 For $N \geq 1$, $t \leq k \leq N$, we define $\mathcal{P}(N, k, k - t)$ as the set of all partitions of $[N]$ into $k$ blocks such that $k - t$ of these blocks contain at least two elements. Moreover, we define $\mathcal{P}_{ex}(N, k, k - t)$ as the set of all partitions of $[N]$ into $k$ blocks such that exactly $k - t$ blocks contain at least two elements and exactly $t$ blocks contain exactly one element.

The above definition of $\mathcal{P}(N, k, k - t)$ implies that necessarily $2(k - t) \leq N - t$ and therefore
\[
k \leq \frac{N + t}{2}.
\] (6.2)

Our next goal is a convenient estimate of the numbers $S(N, k, k - t) := |\mathcal{P}(N, k, k - t)|$. We first observe that
\[
S(N, k, k - t) = \sum_{r=0}^{t} |\mathcal{P}_{ex}(N, k, k - r)|.
\]

Moreover, we have
\[
|\mathcal{P}_{ex}(N, k, k - r)| = \binom{N}{r} S_2(N - r, k - r) \leq \binom{N}{r} \left(\frac{3N}{2}\right)^{N-k},
\] (6.3)
where the last inequality follows from the estimate (6.1). Since \( t \leq N \) and therefore \( \sum_{r=0}^{t} \binom{N}{r} \leq 2^N \), this yields

\[
S(N, k, k - t) \leq (3N)^N \left( \frac{3N}{2} \right)^{-k}.
\] (6.4)

This estimate will become crucial in the next section.

6.2 Construction of a Dual Certificate

We will use combinatorial estimates inspired by the analysis in [4, 8, 25, 27] in order to construct a dual certificate. Hereby, we exploit the estimates on set partitions stated above. In this way, we will extend the recovery result of Sect. 2 to a vector \( x \in \mathbb{C}^N \) with deterministic phase pattern \( \text{sgn}(x)_T \)—recall that \( T \) is the set of indices corresponding to the \( s \) largest absolute entries of \( x \). Since the phases are now deterministic, we can no longer use the additional concentration of measure coming from the independent randomness in the signs. In particular, we have to estimate the probability of the event

\[
\left\{ \max_{\ell \in T^c} \left| \left( \tilde{A}^\dagger_T \tilde{a}_\ell, \text{sgn}(x)_T \right) \right| > \frac{1}{2} \right\}
\]

using only the randomness in \( \tilde{A} \). Throughout this subsection, we will assume that the sampling matrix \( A \in \mathbb{C}^{n^2 \times N} \) is given by (2.7). However, we note that exactly the same proof applies if we take the Fourier system \( \{ \Phi_k \} \) from [25] instead and construct the random matrix as in (2.17).

Let us state the central result of this section.

**Theorem 6.1** Let \( A \in \mathbb{C}^{n^2 \times N} \) be the random sampling matrix from (2.7) and let \( x \in \mathbb{C}^N \). Let \( T \subset [N] \) with \( |T| = s \) be the index set of the \( s \) largest absolute entries of \( x \). Set \( \tilde{A} := \frac{1}{n} A \). If

\[
n^2 \geq Cs \log^2 (cN/\varepsilon),
\] (6.5)

then with probability at least \( 1 - \varepsilon \):

(i) There is a \( v \in \mathbb{C}^{n^2} \) such that \( u := \tilde{A}^* v \) and \( v \) satisfy conditions (3.2), (3.3), and (3.4) of Theorem 3.1.

(ii) For the matrix \( \tilde{A} \), it holds that

\[
\| \tilde{A}_T^* \tilde{A}_T - \text{Id} \|_{2 \rightarrow 2} \leq \frac{1}{e}.
\] (6.6)

The constants satisfy \( C \leq (800e^{3/4})^2, c \leq 6 \).

**Proof** Suppose we are on the event

\[
E := \left\{ \| \tilde{A}_T^* \tilde{A}_T - \text{Id} \|_{2 \rightarrow 2} \leq \frac{1}{e} \right\}.
\]
where the constant $1/e$ in the probability is chosen to ease computations later on. Theorem 4.1 implies that $\mathbb{P}[E^c] \leq \epsilon/4$ if condition (6.5) holds. Our aim is an estimate for the probability of the event

$$\tilde{E} := \left\{ \| \tilde{A}_T^* \tilde{A}_T (\tilde{A}_T^* \tilde{A}_T)^{-1} \text{sgn}(x)_T \|_\infty > \frac{1}{2} \right\}. \quad (6.7)$$

By expanding the Neumann series, we observe that, for $m \in \mathbb{N}$,

$$(\text{Id} - (\text{Id} - \tilde{A}_T^* \tilde{A}_T)^m)^{-1} = \text{Id} + \sum_{r=1}^{\infty} (\text{Id} - \tilde{A}_T^* \tilde{A}_T)^r m.$$

With

$$A_m := \sum_{r=1}^{\infty} (\text{Id} - \tilde{A}_T^* \tilde{A}_T)^r m$$

we obtain

$$(\tilde{A}_T^* \tilde{A}_T)^{-1} = (\text{Id} - (\text{Id} - \tilde{A}_T^* \tilde{A}_T))^{-1} = (\text{Id} - (\text{Id} - \tilde{A}_T^* \tilde{A}_T)^m)^{-1} \sum_{k=0}^{m-1} (\text{Id} - \tilde{A}_T^* \tilde{A}_T)^k$$

$$= (\text{Id} + A_m) \sum_{k=0}^{m-1} (\text{Id} - \tilde{A}_T^* \tilde{A}_T)^k.$$

An application to $\text{sgn}(x)_T$ yields

$$\tilde{A}_T^* \tilde{A}_T (\tilde{A}_T^* \tilde{A}_T)^{-1} \text{sgn}(x)_T = \tilde{A}_T^* \tilde{A}_T \sum_{k=0}^{m-1} (\text{Id} - \tilde{A}_T^* \tilde{A}_T)^k \text{sgn}(x)_T$$

$$+ \tilde{A}_T^* \tilde{A}_T A_m \sum_{k=0}^{m-1} (\text{Id} - \tilde{A}_T^* \tilde{A}_T)^k \text{sgn}(x)_T.$$

An application of the pigeon hole principle yields

$$\mathbb{P}(\tilde{E}) \leq \mathbb{P}\left( \left\| \tilde{A}_T^* \tilde{A}_T \sum_{k=0}^{m-1} (\text{Id} - \tilde{A}_T^* \tilde{A}_T)^k \text{sgn}(x)_T \right\|_\infty > \frac{1}{4} \right) \quad (6.8)$$

$$+ \mathbb{P}\left( \left\| \tilde{A}_T^* \tilde{A}_T A_m \sum_{k=0}^{m-1} (\text{Id} - \tilde{A}_T^* \tilde{A}_T)^k \text{sgn}(x)_T \right\|_\infty > \frac{1}{4} \right). \quad (6.9)$$

We now choose

$$m := \left\lceil 2 \log(6N/\epsilon) \right\rceil. \quad (6.10)$$
For the treatment of the event

$$E := \left\{ \left\| \tilde{A}_T^* \tilde{A}_T A_m \sum_{k=0}^{m-1} (\text{Id} - \tilde{A}_T^* \tilde{A}_T)^k \text{sgn}(x)_T \right\|_\infty > \frac{1}{4} \right\}, \quad (6.11)$$

in (6.9) we denote by $a_\ell$ the columns of the unnormalized sampling matrix $A$ and set

$$\mu^2 := \max_{\ell \in T_c, \tilde{\ell} \in T} |\langle a_\ell, a_{\tilde{\ell}} \rangle|.$$

For a matrix $B \in \mathbb{C}^{m \times k}$, we denote by

$$\|B\|_{\infty \rightarrow \infty} := \sup_{\|x\|_\infty = 1} \|Bx\|_\infty = \max_{\ell \in [m]} \sum_{n \in [k]} |b_{\ell n}|$$

the operator norm of $B$ on $\ell_\infty$. We then obtain

$$\left\| \tilde{A}_T^* \tilde{A}_T \right\|_{\infty \rightarrow \infty} \leq \frac{s}{n^2} \mu^2.$$

Moreover, for an arbitrary matrix $B \in \mathbb{C}^{s \times s}$, it follows from the definition of $\| \cdot \|_{\infty \rightarrow \infty}$ that $\|B\|_{\infty \rightarrow \infty} \leq \sqrt{s} \|B\|_2 \rightarrow 2$. Conditionally on the event $E$, this inequality gives

$$\|A_m\|_{\infty \rightarrow \infty} \leq \sqrt{s} \|A_m\|_2 \rightarrow 2 \leq \sqrt{s} \sum_{r=1}^{\infty} \left( \|\text{Id} - \tilde{A}_T^* \tilde{A}_T\|_2 \right)^{r} \leq \sqrt{s} \sum_{r=1}^{\infty} \left( \frac{1}{e^{m}} \right)^{r} \leq \sqrt{s} \frac{e}{e - 1}. $$

Similarly, we obtain

$$\left\| \sum_{k=0}^{m-1} (\text{Id} - \tilde{A}_T^* \tilde{A}_T)^k \right\|_{\infty \rightarrow \infty} \leq \sqrt{s} \frac{e}{e - 1}. $$

Combining these estimates, we obtain, conditionally on the event $E$,

$$\left\| \tilde{A}_T^* \tilde{A}_T A_m \sum_{k=0}^{m-1} (\text{Id} - \tilde{A}_T^* \tilde{A}_T)^k \text{sgn}(x)_T \right\|_{\infty \rightarrow \infty} \leq \frac{s^2}{n^2} \frac{e}{e - 1} \frac{1}{e^m - 1} \mu^2 \leq \frac{4 s^2}{e^m} \frac{1}{n^2} \mu^2 \leq \frac{e^2}{9 n^2} \mu^2,$$
where we have applied (6.10) and the fact that $s \leq N$ in the last line. Hence, the probability of the event $E$ in (6.11) can be bounded by

$$P(E) = P(E \cap E^c) + P\left(\frac{\varepsilon^2}{9n^2} \mu^2 > \frac{1}{4}\right) + \frac{\varepsilon}{4}$$

$$\leq 4s(N-s) \exp\left(-\frac{9n^2}{8\varepsilon^2}\right) + \frac{\varepsilon}{4} \leq \frac{\varepsilon}{2},$$

where we have applied Hoeffding’s inequality Theorem 4.4 and the union bound together with (6.5) in the last line. It remains to estimate the term in (6.8). To this end, we define, for $\ell \in T^c$,

$$E_{\ell} := \left\{ \left| \sum_{k=0}^{m-1} \tilde{a}_\ell^* \tilde{A}_T \left( \text{Id} - \tilde{A}_T^* \tilde{A}_T \right)^k \text{sgn}(x)_T \right| > \frac{1}{4} \right\}. \quad (6.12)$$

Let $\{\beta_k\}_{k=0,\ldots,m-1} \subset (0, 1)$ such that $\sum_{k=0}^{m-1} \beta_k \leq 1/4$ and let $M_k \in \mathbb{N}$ be chosen below. According to the pigeon hole principle, we have

$$P(E_{\ell}) \leq \sum_{k=0}^{m-1} P\left(\left| \tilde{a}_\ell^* \tilde{A}_T \left( \text{Id} - \tilde{A}_T^* \tilde{A}_T \right)^k \text{sgn}(x)_T \right| \geq \beta_k \right)$$

$$= \sum_{k=0}^{m-1} P\left(\left| \tilde{a}_\ell^* \tilde{A}_T \left( \text{Id} - \tilde{A}_T^* \tilde{A}_T \right)^k \text{sgn}(x)_T \right|^2 \geq \beta_k^{2M_k} \right)$$

$$\leq \sum_{k=0}^{m-1} \beta_k^{-2M_k} \mathbb{E}\left[\left| \tilde{a}_\ell^* \tilde{A}_T \left( \text{Id} - \tilde{A}_T^* \tilde{A}_T \right)^k \text{sgn}(x)_T \right|^{2M_k}\right],$$

where we have applied Markov’s inequality in the last step. With $r(\cdot)$ denoting the function that rounds to the closest integer, we introduce

$$M_k := r\left(\frac{m}{k+1}\right) \quad \text{for } k = 0, \ldots, m-1, \quad q_k := 2M_k(k+1).$$

Then $2m/3 \leq M_k(k+1) \leq 4m/3$, and therefore $4m/3 \leq q_k \leq 8m/3$ and also $m/M_k \geq 3(k+1)/4$. For some $\beta \in (0, 1)$, we further set

$$\beta_k := \beta \frac{m}{M_k}. $$

Then with $\beta = 1/(5^{4/3})$, we have $\sum_{k=0}^{m-1} \beta_k \leq 1/4$, so that we have found valid choices for the $\beta_k$. The rest of the proof is a straightforward consequence of the following statement.

**Lemma 6.2** Let $k, M \in \mathbb{N}$ be given and set $q = 2M(k+1)$. If

$$n \geq 3q \sqrt{s}, \quad (6.13)$$
then

\[ \mathbb{E}[|\tilde{a}_\ell^* \tilde{A}_T (\text{Id} - \tilde{A}_T^* \tilde{A}_T)^k \text{sgn}(x)_T|^{2M}] \leq 6q \left( \frac{6q \sqrt{s}}{n} \right)^q. \quad (6.14) \]

Before we prove Lemma 6.2, let us first see how one can use it to deduce Theorem 6.1. Condition (6.5) implies

\[ n \geq 800e^{3/4} \sqrt{s} \log \left( \frac{6N}{\varepsilon} \right), \]

which, according to the choice \( m = \lceil 2 \log(6N/\varepsilon) \rceil \) of \( m \) and the definition of \( q \), implies (6.13). Then (6.14) yields the series of inequalities

\[
\sum_{k=0}^{m-1} \beta_k^{-2Mk} \mathbb{E}[|\tilde{a}_\ell^* \tilde{A}_T (\text{Id} - \tilde{A}_T^* \tilde{A}_T)^k \text{sgn}(x)_T|^{2Mk}] \\
\leq \beta^{-2m} \sum_{k=0}^{m-1} 6q_k \left( \frac{6q_k \sqrt{s}}{n} \right)^{q_k} \leq \beta^{-2m} \sum_{k=0}^{m-1} 16m \left( \frac{16m \sqrt{s}}{n} \right)^{\frac{4m}{3}} \\
\leq 16m^2 \left( \frac{16\beta^{-3/2}m \sqrt{s}}{n} \right)^{\frac{4m}{3}}. 
\]

With \( E_\ell \) denoting the events from (6.12), we further obtain, using (6.5) once more,

\[
\sum_{\ell \not\in T} \mathbb{P}[E_\ell] \leq 16(N - s)m^2 \left( \frac{16\beta^{-3/2}m \sqrt{s}}{n} \right)^{\frac{4m}{3}} \leq 16(N - s)m^2 e^{-m} \leq \frac{\varepsilon}{2}. 
\]

This finishes the proof of Theorem 6.1. \( \square \)

What remains is the following.

**Proof of Lemma 6.2** So far, we have not used the idea that the bounded orthonormal system underlying the random scattering matrix has the specific structure defined in (2.7). In what follows, we will use the letter \( \ell \in \mathbb{Z}^2 \), possibly indexed further, to denote the rescaled positions (without the distance coordinate) on the resolution grid where the targets can be. We furthermore identify \([N]\) with \( [\sqrt{N}]^2 \) in the canonical way, thereby recovering the square grid of resolution cells (recall that we set \( N := \lfloor 2L/d_0 \rfloor^2 \), where \( L > 0 \) is the size of the target domain and \( d_0 > 0 \) denotes the mesh size of the resolution grid, so that \( \sqrt{N} \) is actually the number of resolution cells along one axis of the square array). We fix \( \ell \in T^c \) and set \( \ell^{(h)} := \ell \) for \( h = 1, \ldots, 2M \). A lengthy but straightforward calculation gives, with \( \omega := 2\pi d_0 / (\lambda \varepsilon_0) \),

\[
|\tilde{a}_\ell^* \tilde{A}_T (\text{Id} - \tilde{A}_T^* \tilde{A}_T)^k \text{sgn}(x)_T|^{2M} \\
= \frac{1}{n^{4M(k+1)}} \sum_{\ell^{(h)}} \mathbb{E}[|\tilde{a}_\ell^* \tilde{A}_T (\text{Id} - \tilde{A}_T^* \tilde{A}_T)^k \text{sgn}(x)_T|^{2M}] \\
\leq \beta^{-2m} \sum_{k=0}^{m-1} 16m \left( \frac{16m \sqrt{s}}{n} \right)^{\frac{4m}{3}} \leq 16m^2 \left( \frac{16\beta^{-3/2}m \sqrt{s}}{n} \right)^{\frac{4m}{3}}. 
\]
We define 

\[ j(p) \quad \left[ \begin{array}{l} \[4, 25\]. \end{array} \right. \]

To a given word

In order to evaluate the above term, we will use combinatorial arguments inspired by

With this notation, we can write

\[
\times \sum_{j_1^{(1)}, \ldots, j_{k+1}^{(1)} = 1}^{n} \sum_{m_1^{(1)}, \ldots, m_{k+1}^{(1)} = 1}^{n} \sum_{\ell_1^{(1)}, \ldots, \ell_{k+1}^{(1)} \in T} \prod_{t=1}^{M} \text{sgn}(x_{(2t-1)}^{j(p)}) \text{sgn}(x_{(2t)}^{j(p)})
\]

\[
\times \exp \left( i \omega \sum_{p=1}^{2M} \sum_{k+1}^{p+1} \left( \ell_h^{(p)} - \ell_h^{(p)} \right) \right)
\]

\[
\times \exp \left( i \omega \sum_{p=1}^{2M} \sum_{h=1}^{k+1} \left( \ell_h^{(p)} - \ell_h^{(p)} \right) \right).
\]

(6.15)

In order to evaluate the above term, we will use combinatorial arguments inspired by

[4, 25]. To a given word \( j(p) \) we associate the partition \( Q \) of \([k+1] \times [2M]\) with the property that \( h, p \) and \( h', p' \) are in the same block if and only if \( j_h(p) = j_h(p') \). Analogously, we associate the partition \( R \) to the word \( m_h(p) \) for all \( h, p \). To each \( Q \) there exists exactly one \( m_R = m_R \) for all \( h, p \). We define

\[
Q \cap R := \{(Q, R) \in Q \times R : j_Q = m_R \},
\]

\[
Q^\cap := \{ Q \in Q : \text{there exists } R = R(Q) \in R \text{ such that } m_{R(Q)} = j_Q \},
\]

\[
R^\cap := \{ R \in R : \text{there exists } Q = Q(R) \in Q \text{ such that } j_{Q(R)} = m_R \}.
\]

With this notation, we can write

\[
E \left[ \exp \left( i \omega \sum_{p=1}^{2M} \sum_{h=1}^{k+1} \left( \ell_h^{(p)} - \ell_h^{(p)} \right) \right) \right]
\]

\[
\times \exp \left( i \omega \sum_{p=1}^{2M} \sum_{h=1}^{k+1} \left( \ell_h^{(p)} - \ell_h^{(p)} \right) \right)
\]

\[
= \prod_{Q \in Q \cap Q^\cap} \exp \left( i \omega \sum_{(h, p) \in Q} (\ell_h^{(p)} - \ell_h^{(p)}) \right)
\]

\[
\times \prod_{R \in R \cap R^\cap} \exp \left( i \omega \sum_{(h, p) \in R} (\ell_h^{(p)} - \ell_h^{(p)}) \right)
\]
\[ \times \mathbb{E} \left[ \prod_{Q \in Q^n} \exp \left( i\omega \left( \sum_{(h, p) \in Q} (-1)^p (\ell_{h-1}^{(p)} - \ell_h^{(p)}), b_{jQ} \right) \right) \right. \\
+ \left. i\omega \left( \sum_{(h, p) \in R(Q)} (-1)^p (\ell_{h-1}^{(p)} - \ell_h^{(p)}), b_{mR(Q)} \right) \right] \].

Observe that
\[ \mathbb{E} \left[ \prod_{Q \in Q \setminus Q^n} \exp \left( i\omega \left( \sum_{(h, p) \in Q} (-1)^p (\ell_{h-1}^{(p)} - \ell_h^{(p)}), b_{jQ} \right) \right) \right] = \prod_{Q \in Q \setminus Q^n} \delta \left( \sum_{(h, p) \in Q} (-1)^p (\ell_{h-1}^{(p)} - \ell_h^{(p)}) \right), \]

where \( \delta \) is the Kronecker delta, that is, \( \delta(0) = 1 \) and \( \delta(x) = 0 \) for \( x \neq 0 \). Since \( \ell_h^{(p)} \neq \ell_{h-1}^{(p)} \), this implies that each \( Q \in Q \setminus Q^n \) must contain at least two elements in order to provide a nonzero contribution to the overall expectation of the expression in (6.15). The same is true for each \( R \in R \setminus R^n \). However, the blocks \( Q \in Q^n \) may contain just one element, since they have a corresponding block \( R(Q) \) with matching index. Therefore, we can break down the evaluation of the right-hand side of (6.15) to three basic questions.

1. What are the numbers \( t_1 \), resp. \( t_2 \), of the distinct indices appearing in the words 
   \[ w_1 := (j_h^{(p)})_{h=1,\ldots,k+1} \text{, resp. } w_2 := (m_h^{(p)})_{h=1,\ldots,k+1}? \]
2. What is the number \( t \) of indices that the words \( w_1 \) and \( w_2 \) have in common?
3. Given 1 and 2, which constraints must be fulfilled by the partitions \( Q \) and \( R \) corresponding to \( w_1 \) and \( w_2 \)?

In the following, we identify partitions of \( [k+1] \times [2M] \) with partitions of \( [2M(k+1)] \) in the canonical way. Moreover, if we have a partition \( Q = \{Q_1, \ldots, Q_t, Q_{t+1}, \ldots, Q_{t+1}\} \), we enumerate it without loss of generality such that \( Q_{t+1}, \ldots, Q_{t+1} \) are the blocks containing at least two elements and \( Q_1, \ldots, Q_t \) are the blocks which might contain just one element. The same is done for the partition \( R = \{R_1, \ldots, R_t, R_{t+1}, \ldots, R_{t+2}\} \). We define
\[ \mathcal{E} := \mathbb{E} \left[ |\tilde{\alpha}^*_T \tilde{A}_T (\text{Id} - \tilde{A}_T^* \tilde{A}_T)^k \text{sgn}(x)_T|^{2M} \right]. \]

Using the triangle inequality and \( n > 2M(k+1) \) implied by (6.13), together with the definitions from Sect. 6.1, we obtain
\[ \mathcal{E} \leq \frac{1}{n^{4M(k+1)}} \sum_{t=0}^{2M(k+1)} \sum_{t_1=t}^{M(k+1)+[t/2]} \sum_{t_2=t}^{M(k+1)+[t/2]} \sum_{\text{pw different } j_1,\ldots,j_1} \sum_{\text{pw different } m_1,\ldots,m_2} |\{j_1,\ldots,j_1\} \cap \{m_1,\ldots,m_2\}|=t \]
\[
\sum_{Q \in \mathcal{P}(2M(k+1), t_1, t_1-t)} \sum_{R \in \mathcal{P}(2M(k+1), t_2, t_2-t)} \sum_{\ell_1^{(1)}, \ldots, \ell_{k+1}^{(1)} \in T} \sum_{\ell_1^{(2M)}, \ldots, \ell_{k+1}^{(2M)} \in T} \sum_{\ell_{h}^{(p)} \neq \ell_{h-1}^{(p)}, h \in [k+1]}
\]

\[
\prod_{Q \in \{Q_{t_1}, \ldots, Q_{t_1}\}} \delta\left(\sum_{(h, p) \in Q} (-1)^p \ell_{h-1}^{(p)} - \ell_{h}^{(p)}\right) \prod_{R \in \{R_{t_2}, \ldots, R_{t_2}\}} \delta\left(\sum_{(h, p) \in R} (-1)^p \ell_{h-1}^{(p)} - \ell_{h}^{(p)}\right)
\]

\[
\times \prod_{j=1}^t \delta\left(\sum_{(h, p) \in Q_j} (-1)^p \ell_{h-1}^{(p)} - \ell_{h}^{(p)}\right) + \sum_{(h, p) \in R_j} (-1)^p \ell_{h-1}^{(p)} - \ell_{h}^{(p)}\right) \leq s^{q-t_1 \lor t_2}.
\]

Using (6.4), we arrive at

\[
\sum_{j_1, \ldots, j_1 \text{ pw different}} \sum_{m_1, \ldots, m_2 \text{ pw different}} \sum_{Q \in \mathcal{P}(2M(k+1), t_1, t_1-t)} \sum_{R \in \mathcal{P}(2M(k+1), t_2, t_2-t)} \sum_{\ell_1^{(1)}, \ldots, \ell_{k+1}^{(1)} \in T} \sum_{\ell_1^{(2M)}, \ldots, \ell_{k+1}^{(2M)} \in T} \sum_{\ell_{h}^{(p)} \neq \ell_{h-1}^{(p)}, h \in [k+1]}
\]

\[
\prod_{Q \in \{Q_{t_1}, \ldots, Q_{t_1}\}} \delta\left(\sum_{(h, p) \in Q} (-1)^p \ell_{h-1}^{(p)} - \ell_{h}^{(p)}\right) \prod_{R \in \{R_{t_2}, \ldots, R_{t_2}\}} \delta\left(\sum_{(h, p) \in R} (-1)^p \ell_{h-1}^{(p)} - \ell_{h}^{(p)}\right)
\]

\[
\times \prod_{j=1}^t \delta\left(\sum_{(h, p) \in Q_j} (-1)^p \ell_{h-1}^{(p)} - \ell_{h}^{(p)}\right) + \sum_{(h, p) \in R_j} (-1)^p \ell_{h-1}^{(p)} - \ell_{h}^{(p)}\right) \leq s^{q-t_1 \lor t_2}.
\]
Let us evaluate the inner sums in (6.19). Since
\[
\prod_{Q \in \{Q_{t+1}, \ldots, Q_1\}} \delta \left( \sum_{(h,p) \in Q} (-1)^p \left( \ell_h^{(p)} - \ell_{h-1}^{(p)} \right) \right)
\]
\[
\times \prod_{R \in \{R_{t+1}, \ldots, R_1\}} \delta \left( \sum_{(h,p) \in R} (-1)^p \left( \ell_h^{(p)} - \ell_{h-1}^{(p)} \right) \right)
\]
\[
\times \prod_{j=1}^t \delta \left( \sum_{(h,p) \in Q_j} (-1)^p \left( \ell_h^{(p)} - \ell_{h-1}^{(p)} \right) + \sum_{(h,p) \in R_j} (-1)^p \left( \ell_h^{(p)} - \ell_{h-1}^{(p)} \right) \right)
\]
\[
\leq \sum_{j_1, \ldots, j_t \text{ pw different}} (9q^2)^q \left( \frac{3q}{2} \right)^{-t_1-t_2} s^{q-t_1 \lor t_2}
\]
\[
\leq n^{t_1} t_1^{t_2-t} (9q^2)^q \left( \frac{3q}{2} \right)^{-t_1-t_2} s^{q-t_1 \lor t_2}
\]
\[
\leq (9q^2 s)^q \left( \frac{q}{n} \right)^t \left( \frac{n}{3q} \right)^{t_1+t_2} s^{-t_1 \lor t_2},
\]
where we have applied \( t_1 \leq q \) in the last step. Putting these pieces together, we obtain
\[
\mathcal{E} \leq \left( \frac{9q^2 s}{n^2} \right)^q \sum_{t=0}^q \left( \frac{q}{n} \right)^t \sum_{t_1=t}^{q/2+\lfloor t/2 \rfloor} \sum_{t_2=t}^{q/2+\lfloor t/2 \rfloor} \left( \frac{n}{3q} \right)^{t_1+t_2} s^{-t_1 \lor t_2}
\]
\[
= \left( \frac{9q^2 s}{n^2} \right)^q \sum_{t=0}^q \left( \frac{q}{n} \right)^t \sum_{t_1=t}^{q/2+\lfloor t/2 \rfloor} \left( \sum_{t_2=t}^{q/2+\lfloor t/2 \rfloor} \left( \frac{n}{3q} \right)^{t_1+t_2} s^{-t_1} \right) + \sum_{t_2=t_1}^{q/2+\lfloor t/2 \rfloor} \left( \frac{n}{3q} \right)^{t_1+t_2} s^{-t_2}.
\]
(6.19)

Let us evaluate the inner sums in (6.19). Since \( n \geq (3/2)q \) by (6.13), we have
\[
\sum_{t_2=t_1}^{q/2+\lfloor t/2 \rfloor} \left( \frac{n}{3q} \right)^{t_1+t_2} s^{-t_2} = \left( \frac{n}{3q} \right)^{t_1} q/2+\lfloor t/2 \rfloor \sum_{t_2=t_1}^{q/2+\lfloor t/2 \rfloor} \left( \frac{n}{3q} \right)^{t_2} s^{-t_1}
\]
\[
= \left( \frac{n^2}{(3q)^2 s} \right)^{t_1} q/2+\lfloor t/2 \rfloor - t_1 \sum_{t_2=0}^{q/2+\lfloor t/2 \rfloor} \left( \frac{n}{3q s} \right)^{t_2} \leq 2 \left( \frac{n^2}{(3q)^2 s} \right)^{q/2+\lfloor t/2 \rfloor}.
\]

Similarly, again using (6.13) in the form \( n \geq (3/2)q \sqrt{s} \), we obtain
\[
\sum_{t_2=t}^{t_1-1} \left( \frac{n}{3q} \right)^{t_1+t_2} s^{-t_1} \leq \left( \frac{n^2}{(3q)^2 s} \right)^{t_1-t_2}
\]
and
\[ \sum_{t_i=t}^{q/2+[t/2]} \left( \frac{n^2}{(3/2)^2} s \right)^{t_i} \leq 2 \left( \frac{n^2}{(3/2)^2} s \right)^{q/2+t/2}. \]
Inserting everything into (6.19) finishes the proof of the lemma. \( \square \)

6.3 Proof of Theorem 2.1

According to Theorem 6.1, all conditions of Theorem 3.1 are satisfied with probability at least \( 1 - \varepsilon \), provided
\[ n^2 \geq Cs \log^2(cN/\varepsilon), \]
where \( C, c > 0 \) are numerical constants satisfying the bounds claimed in Theorem 2.1. This concludes the proof.

7 Numerical Simulations

7.1 Chambolle and Pock’s Iterative Primal Dual Algorithm

For the numerical simulations, we use Chambolle and Pock’s primal dual algorithm [9] to compute the solution of (2.9) and (2.11). The algorithm is suited for a general convex optimization problem of the form
\[ \min_{x \in \mathbb{C}^N} F(Ax) + G(x) \]  
(7.1)
with \( A \in \mathbb{C}^{m \times N}, F : \mathbb{C}^m \to (-\infty, \infty], \) and \( G : \mathbb{C}^N \to (-\infty, \infty] \) lower semicontinuous convex functions. The dual problem to (7.1) is given by
\[ \max_{\xi \in \mathbb{C}^m} -F^*(\xi) - G^*(-A^*\xi), \]  
(7.2)
where \( F^*, G^* \) denote the convex conjugates of \( F, G \). Here, we recall that the convex conjugate function \( F^* : \mathbb{C}^m \to (-\infty, \infty] \) is defined as
\[ F^*(y) := \sup_{x \in \mathbb{C}^m} \{\text{Re}(\langle x, y \rangle) - F(x)\}. \]
In the cases of interest to us, strong duality holds, meaning that the optimal values of (7.1) and (7.2) coincide. For describing Chambolle and Pock’s algorithm, we require the proximal mappings of \( F \) and \( G \) defined as
\[ P_G(\tau; z) := \arg\min_{x \in \mathbb{C}^N} \left\{ \tau G(x) + \frac{1}{2} \|x - z\|_2^2 \right\}, \]
and analogously for \( F \). The iterative primal dual algorithm then reads as follows. We select parameters \( \theta \in [0, 1], \tau, \sigma > 0 \) such that \( \tau \sigma \|A\|_{2 \to 2} < 1 \) and we have initial
vectors \( x^0 \in \mathbb{C}^N, \xi^0 \in \mathbb{C}^m, \bar{x}^0 = x^0 \). Then one iteratively computes

\[
\begin{align*}
\xi^{n+1} &= P_F^*(\sigma; \xi^n + \sigma A\bar{x}^n), \\
x^{n+1} &= P_G(\tau; x^n - \tau A^*\xi^{n+1}), \\
\bar{x}^{n+1} &= x^{n+1} + \theta(x^{n+1} - x^n).
\end{align*}
\]

In [9], it is shown that for the parameter choice \( \theta = 1 \) the algorithm converges in the sense that \( x^n \) converges to the minimizer of the primal problem (7.1) and \( \xi^n \) converges to the solution of the dual problem (7.2) as \( n \) tends to \( \infty \). Moreover, [9] also gives an estimate of the convergence rate for a partial primal dual gap.

7.2 The Algorithm for \( \ell_1 \)-Minimization

Let us now specialize to the case of \( \ell_1 \)-minimization. To the best of our knowledge, Chambolle and Pock’s algorithm has not yet been specialized to equality-constrained and noise-constrained \( \ell_1 \)-minimization, so we provide the first numerical tests of the algorithm in this setup.

Let us first consider the problem

\[
\min_{x \in \mathbb{C}^N} \|x\|_1 \quad \text{subject to } Ax = y.
\]

This is a special case of (7.1) with \( G(x) = \|x\|_1 \) and \( F(z) = 0 \) if \( z = y \) and \( \infty \) otherwise. Straightforward computations show that for all \( \xi \in \mathbb{C}^m, \xi \in \mathbb{C}^N \),

\[
\begin{align*}
F^*(\xi) &= \text{Re}(\langle \xi, y \rangle), \\
G^*(\zeta) &= \chi_{B_{\|\cdot\|_\infty}}(\zeta) = \begin{cases} 0 & \text{if } \|\zeta\|_\infty \leq 1, \\
\infty & \text{otherwise}, \end{cases} \\
P_F(\sigma; \xi) &= y, \\
P_F^*(\sigma; \xi) &= \xi - \sigma y.
\end{align*}
\]

The proximal mapping of \( G(x) = \|x\|_1 \) can be evaluated coordinatewise, and so it is enough to compute the proximal of the modulus function \( |\cdot| \) on \( \mathbb{C} \). The latter is given by the well-known soft-thresholding operator \( S_\tau \) defined as

\[
S_\tau(z) := P_{|\cdot|}(\tau, z) = \arg\min_{x \in \mathbb{C}} \left\{ \frac{1}{2}|x - z|^2 + \tau|x| \right\}
\]

so that

\[
P_G(\tau, z)_{\ell} = S_\tau(z_{\ell}), \quad \ell \in [N].
\] (7.3)

With these computations at hand, the algorithm for noise-free \( \ell_1 \)-minimization is given by the iterations

\[
\begin{align*}
\xi^{n+1} &= \xi^n + \sigma(A\bar{x}^n - y), \\
x^{n+1} &= S_\tau(x^n - \tau A^*\xi^{n+1}), \\
\bar{x}^{n+1} &= x^{n+1} + \theta(x^{n+1} - x^n).
\end{align*}
\]
In the noisy case, we aim at solving
\[
\min_{x \in \mathbb{C}^N} \|x\|_1 \quad \text{subject to} \quad \|Ax - y\|_2 \leq \eta.
\]
In this setup, \(G(x) = \|x\|_1\) and \(F(z) = \chi_{B(y,\eta)}(z) = \begin{cases} 0 & \text{if } \|z - y\|_2 \leq \eta, \\ \infty & \text{otherwise}. \end{cases}\)

Carrying out analogous computations as in the noise-free case, we find that the corresponding algorithm for the noisy case consists in iteratively computing
\[
\xi^{n+1} = \begin{cases} 0 & \text{if } \|\sigma^{-1}\xi^n + A\tilde{x}^n - y\|_2 \leq \eta, \\ (1 - \frac{n\sigma}{\|\xi^n + \sigma(Ax - y)\|_2})(\xi^n + \sigma(A\tilde{x}^n - y)) & \text{otherwise}, \end{cases}
\]
\[
x^{n+1} = S_{\tau}(x^n - \tau A^*\xi^{n+1}),
\]
\[
\bar{x}^{n+1} = x^{n+1} + \theta(x^{n+1} - x^n).
\]

7.3 Numerical Results

We apply the above algorithm for \(\ell_1\)-minimization to the sensing matrices given by (2.7). We choose wavelength \(\lambda = 0.03\) m, resolution \(d_0 = 10\) m, distance \(z_0 = 10,000\) m and size of the aperture \(B = 30\) m. Note that in this scenario, we have \(d_0B/(\lambda z_0) = 1\). To speed up the algorithm, we exploit the fact that the matrix \(A \in \mathbb{C}^{n^2 \times N}\) from (2.7) can be factorized into a product of diagonal matrices and a nonequispaced Fourier matrix. In fact, assuming a square resolution grid, we can write the grid parameter as double index \((\ell, \tilde{\ell})\) with \(\ell, \tilde{\ell} \in [N_1]\) where \(N_1^2 = N\). For \(j, k \in [n]\) and \(a_j = (\xi_j, \eta_j), a_k = (\xi_k, \eta_k)\) we then have
\[
(Az)_{jk} = \exp\left(\frac{\pi i}{\lambda z_0} \left( \|\xi_j, \eta_j\|_2^2 + \|\xi_k, \eta_k\|_2^2 \right) \right) \\
\times \sum_{\ell, \tilde{\ell} \in [N_1]} \exp\left( -2\pi i \left( \ell, \tilde{\ell}, (\xi_j + \xi_k - \eta_j + \eta_k)B^{-1} \right) \right) \\
\times \exp\left( \frac{2\pi i d_0}{\lambda z_0} (\ell^2 + \tilde{\ell}^2) \right) \tilde{z}_{(\ell, \tilde{\ell})}.
\]

Since the nonequispaced Fourier transform can be implemented at computational costs that are only slightly larger than that of the fast Fourier transform, it results in fast approximate matrix-vector multiplication algorithms; see [24] and the references therein. We use an implementation of S. Kunis, which can be found in the Matlab toolbox associated to the paper [20]. The algorithm is run with the renormalized matrix \(\tilde{A} = \frac{1}{\sqrt{N}}A\) and the parameter choices \(\theta = 1, \sigma = 1, \) and \(\tau = 0.5\). For fixed sparsity \(s\), we generate a random vector in the following way: We choose the support set uniformly at random, then we sample a Steinhaus vector on this support and...
Fig. 3  Empirical recovery rates for fixed sparsity $s = 100$ and varying number $n$ of antennas: 
(a) $N = 6,400$ resolution cells, 
(b) $N = 16,900$ resolution cells

multiply its nonzero entries independently by a dynamic range coefficient uniformly distributed on $[1, 10]$. With a fixed number of resolution cells, we vary the number $n$ of antennas and compute empirical recovery rates by choosing the $n$ antenna positions uniformly at random from the domain $[-B/2, B/2]^2$, where we leave the vector to be recovered fixed for the whole period. With the resulting noise-free measurement vector $y$ we compute the $\ell_1$-minimizer with Chambolle and Pock’s algorithm (which takes about 300 iterations), and we record whether the original vector is recovered (up to numerical errors of at most $10^{-3}$ measured in the $\ell_2$-norm). Repeating this test 100 times for each choice of parameters $(s, n, N)$ provides an empirical estimate of the success probability. In Fig. 3, we display the result of noiseless recovery for fixed sparsity $s = 100$ and for $N = 6,400$, respectively $N = 16,900$, resolution cells. The transition from the unsuccessful regime to the successful regime occurs at about 28 antennas, corresponding to 784 measurements, for $N = 6,400$, so in practice, the algorithm works even better than predicted by our theoretical results. In the situation with more resolution cells, the transition occurs at a slightly increased number of antennas.

The illustration in Fig. 3 was produced with the version of the algorithm for equality-constrained $\ell_1$-minimization. To test the robustness of our recovery scheme with respect to noise, we compute receiver operating characteristic (ROC) curves for various parameter choices, see [28, Chap. 6] and [23, Chap. II.D], using the noise-constrained version of Chambolle and Pock’s algorithm. We start by simulating a target vector $x \in \mathbb{C}^{6,400}$ with $\|x\|_0 = 100$; that is, we simulate 100 targets in 6,400 resolution cells. We do this as described above—we select the support uniformly at random, then simulate random phases on the support and multiply them independently by a dynamic range coefficient uniformly distributed on $[1, 10]$. We then leave the vector $x$ fixed, draw a realization of our random scattering matrix $A$, and run
Fig. 4 ROC curves for a fixed 100-sparse vector $x$ in 6,400 resolution cells

noise-constrained basis pursuit with the noisy measurements $y = Ax + e$, where $e$ is a complex Gaussian noise vector. The entries of the recovered solution $\hat{x}$ are then compared to a threshold $\tau > 0$. If $|\hat{x}_k| < \tau$, then it is set to zero, otherwise it remains unchanged. We then count how many of the actual targets in $x$ are detected. The detection probability is the number of detections divided by the true number of targets, in our case 100. Moreover, we count the number of false alarms, that is, the number of positions $k \in [6, 400]$ where $\hat{x}_k \neq 0$ but $x_k = 0$. The false alarm probability is the number of false alarms divided by the number of scatterers. For fixed $x$ and $\tau$, we repeat this 100 times and compute the empirical probability of detection $P_d$ and the probability of false alarm $P_f$. This is then again repeated for varying values of the threshold $\tau$, resulting in a plot of $P_d$ versus $P_f$, which is called the ROC curve. In Fig. 4, the results of the simulation are depicted. We see that if we choose the number of antennas at the critical value 28 observed in Fig. 3, then we get a significant number of missed targets and false alarms. However, if we slightly increase the number of antennas, we get almost perfect detection and virtually no false alarms if we choose the threshold correctly, in our case as $\tau \approx 0.5$. So our recovery scheme is in fact very robust with respect to noise in the sense that the support is very well recovered. However, the quality of the approximation of the true reflectivities decreases with the SNR, as is to be expected.

Acknowledgements M.H. and H.R. acknowledge support by the Hausdorff Center for Mathematics and by the ERC Starting Grant SPALORA StG 258926. T.S. was supported by the National Science Foundation and DTRA under grant DTRA-DM 1042939, and by DARPA under grant N66001-11-1-4090. Parts of this manuscript have been written during a stay of H.R. at the Institute for Mathematics and Its Applications, University of Minnesota, Minneapolis. T.S. thanks Haichao Wang for useful comments on an early version of this manuscript. The authors also wish to thank Axel Obermeier and the anonymous reviewers for helpful comments and corrections.

References

1. L. Borcea, G. Papanicolaou, C. Tsogka, Theory and applications of time reversal and interferometric imaging, *Inverse Probl.* 19, 5139–5164 (2003).
2. M. Born, E. Wolf, *Principles of Optics*, 7th edn. (Cambridge University Press, Cambridge, 1999).
3. S. Boyd, L. Vandenbergh, *Convex Optimization* (Cambridge University Press, Cambridge, 2004).
4. E.J. Candés, T. Tao, J.K. Romberg, Robust uncertainty principles: exact signal reconstruction from highly incomplete frequency information, *IEEE Trans. Inf. Theory* 52(2), 489–509 (2006).
5. E.J. Candès, Y. Plan, A probabilistic and RIPless theory of compressed sensing, *IEEE Trans. Inf. Theory* 57(11), 7235–7254 (2011).
6. E.J. Candès, J.K. Romberg, T. Tao, Stable signal recovery from incomplete and inaccurate measurements, *Commun. Pure Appl. Math.* **59**(8), 1207–1223 (2006).
7. E.J. Candès, T. Tao, Near optimal signal recovery from random projections: universal encoding strategies?, *IEEE Trans. Inf. Theory* **52**(12), 5406–5425 (2006).
8. E.J. Candès, T. Tao, The power of convex relaxation: near-optimal matrix completion, *IEEE Trans. Inf. Theory* **56**(5), 2053–2080 (2010).
9. A. Chambolle, T. Pock, A first-order primal-dual algorithm for convex problems with applications to imaging, *J. Math. Imaging Vis.* **40**, 120–145 (2011).
10. S.S. Chen, D.L. Donoho, M.A. Saunders, Atomic decomposition by basis pursuit, *SIAM J. Sci. Comput.* **20**(1), 33–61 (1998).
11. S. Chrétién, S. Darses, Invertibility of random submatrices via tail decoupling and a matrix Chernoff inequality, *Stat. Probab. Lett.* **82**, 1479–1487 (2012).
12. V. de la Peña, E. Giné, *Decoupling: From Dependence to Independence* (Springer, Berlin, 1999).
13. D.L. Donoho, Compressed sensing, *IEEE Trans. Inf. Theory* **52**(4), 1289–1306 (2006).
14. A. Fannjiang, P. Yan, T. Strohmer, Compressed remote sensing of sparse objects, *SIAM J. Imaging Sci.* **3**, 595–618 (2010).
15. M. Fornasier, H. Rauhut, Compressive sensing, in *Handbook of Mathematical Methods in Imaging*, ed. by O. Scherzer (Springer, Berlin, 2011), pp. 187–228.
16. S. Foucart, A. Pajor, H. Rauhut, T. Ullrich, The Gelfand widths of $\ell_p$-balls for $0 < p \leq 1$, *J. Complex.* **26**(6), 629–640 (2010).
17. J.J. Fuchs, On sparse representations in arbitrary redundant bases, *IEEE Trans. Inf. Theory* **50**(6), 1341–1344 (2004).
18. F. Gruber, E. Marengo, A. Devaney, Time-reversal-based imaging and inverse scattering of multiply scattering point targets, *J. Acoust. Soc. Am.* **118**, 3129–3138 (2005).
19. Y. Jin, J. Moura, N. O’Donoughue, Time reversal transmission in MIMO radar, in *41. Asilomar Conference on Signals, Systems and Computers*, Asilomar (2007), pp. 2204–2208.
20. S. Kunis, H. Rauhut, Random sampling of sparse trigonometric polynomials II—orthogonal matching pursuit versus basis pursuit, *Found. Comput. Math.* **8**(6), 737–763 (2008).
21. B.K. Natarajan, Sparse approximate solutions to linear systems, *SIAM J. Comput.* **24**, 227–234 (1995).
22. J. Nelson, V. Temlyakov, On the size of incoherent systems, *J. Approx. Theory* **163**(9), 1238–1245 (2011).
23. H.V. Poor, *An Introduction to Signal Detection and Estimation* (Springer, Berlin, 1994).
24. D. Potts, G. Steidl, M. Tasche, Fast Fourier transforms for nonequispaced data: A tutorial, in *Modern Sampling Theory: Mathematics and Applications*, ed. by J. Benedetto, P. Ferreira (Birkhäuser, Boston, 2001), pp. 247–270. Chap. 12.
25. H. Rauhut, Random sampling of sparse trigonometric polynomials, *Appl. Comput. Harmon. Anal.* **22**(1), 16–42 (2007).
26. H. Rauhut, Compressive sensing and structured random matrices, in *Theoretical Foundations and Numerical Methods for Sparse Recovery*, ed. by M. Fornasier. Radon Series Comp. Appl. Math., vol. 9 (De Gruyter, Berlin, 2010), pp. 1–92.
27. H. Rauhut, G.E. Pfander, Sparsity in time-frequency representations, *J. Fourier Anal. Appl.* **16**(2), 233–260 (2010).
28. M. Richards, *Fundamentals of Radar Signal Processing* (McGraw-Hill, New York, 2005).
29. M. Rudelson, R. Vershynin, On sparse reconstruction from Fourier and Gaussian measurements, *Commun. Pure Appl. Math.* **61**, 1025–1045 (2008).
30. A. Tolstoy, *Matched Field Processing in Underwater Acoustics* (World Scientific, Singapore, 1993).
31. J.A. Tropp, User-friendly tail bounds for sums of random matrices, *Found. Comput. Math.* **12**(4), 389–434 (2012).
32. J.A. Tropp, Recovery of short, complex linear combinations via $l_1$ minimization, *IEEE Trans. Inf. Theory* **51**(4), 1568–1570 (2005).