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ABSTRACT
In this paper, we formulate three nonintrusive methods and systematically explore their performance in terms of the ability to reconstruct the quantities of interest and their predictive capabilities. The methods include deterministic dynamic mode decomposition, randomised dynamic mode decomposition and nonlinear proper orthogonal decomposition (NLPOD). We apply these methods to a convection dominated fluid flow problem governed by the Boussinesq equations. We analyse the reconstruction results primarily at two different times for considering different noise levels synthetically added into the data snapshots. Overall, our results indicate that, with a proper selection of the number of retained modes and neural network architectures, all three approaches make predictions that are in good agreement with the full order model solution. However, we find that the NLPOD approach seems more robust for higher noise levels compared to both dynamic mode decomposition approaches.

1. Introduction

Thanks to the advent of modern data acquisition devices such as sensors and their auxiliary transferring, preprocessing and storing tools, nowadays, the bottleneck is shifting away from the amount of available information to identify complicated physical phenomena. Instead, the challenging part is the required computational effort to find meaningful correlations among different features of the targeted data set. In response to the concern of computing, artificial intelligence is now being introduced as a futuristic approach that can solve fundamental problems in scientific societies in a variety of fields (Vinuesa et al. 2020). Moreover, with the popularity of digital twins as a tool that provides online monitoring and flexibility in operation, the need to speed up numerical calculations is felt more (Rasheed, San, and Kvamsdal 2020; Kapteyn, Pretorius, and Willcox 2021; San, Rasheed, and Kvamsdal 2021). Despite the significant developments in the computational fluid dynamics (CFD) studies over the last few decades, numerical techniques are still too sluggish to simulate practical flow problems (Ahmed, Pawar, et al. 2021).

In this regard, there have always been ideas to shrink the data so that the most expressive parts of the underlying system remain unaffected. Recently, reduced order modelling (ROM) has become a promising approach to answer this need as they have successfully delivered reliable results with acceptable accuracy (Quarteroni, Manzoni, and Negri 2015; Hesthaven, Rozza, and Stamm 2016; Bui-Thanh, Willcox, and Ghattas 2008). By defining quantitative criteria, a successful ROM can differentiate between valuable and redundant information while saving up to two or three orders of magnitude in computing costs (Yu, Yan, and Guo 2019). In ROM, the prevailing assumption at all stages is that the information contained in the data can be presented on a compact solution manifold. First, it might be possible to segregate some meaningful and interpretive information from the less important flow features in such a way that in the first place acceptable accuracy is achieved. Second, there might exist a possibility of retrieving full order data using the retained information.

Generally, ROMs can be classified based on the level of access to the full order model (FOM) that is required to approximate the system’s dynamics. From this point of view, there are intrusive and nonintrusive classes. In the intrusive version, the discretised partial differential equation (PDE) operators are required...
for the numerical execution of the simplified models (San and Borggaard 2015; San and Iliescu 2015; Yıldız, Uzunca, and Karasözen 2021). In particular, the high-fidelity system is projected onto a reduced basis, which is computed in a variety of ways. One of the most common methodologies to define effective low-rank approximations for this purpose is the proper orthogonal decomposition (POD). In POD, the system can be described using a linear subspace which creates a spatial orthogonal basis. Overall, the POD analysis identifies the best set of spatial modes (in the linear sense) for extracting as much information from the flow field data as possible over time. Besides, POD itself is a completely data-based best linear-fit approach that does not demand prior knowledge of the underlying dynamics. It requires flow field data derived from either numerical simulations or experimental measurements (Taira et al. 2020).

After defining the orthogonal bases, a model for their associated coefficients can be built by projecting the FOM operators onto the reduced basis through a process often denoted as Galerkin projection (GP). Despite being intrusive and having high level of accuracy, this method might not be a proper choice for a general nonlinear problem. On one hand, Galerkin-based ROM can yield inaccurate and unstable results when they operate in the under-resolved regime, which is often the case for computational savings purposes (Grimberg, Farhat, and Youkilis 2020; Ahmed and San 2020; Ahmed, Pawar, et al. 2021). On the other hand, they suffer from the huge computational costs that should be allocated to the projection phase as an intrusive ROM method. This issue is even more pronounced when the underlying FOM solvers are out-of-reach or protected by copyrights. There have been many works to tackle this problem by bypassing the projection step (Pawar et al. 2019; Aversano et al. 2019; Rahman et al. 2019; Yu, Yan, and Guo 2019; Dutta et al. 2021; Kramer 1991; Monahan 2000; Hsieh 2007; Otto and Rowley 2019; Iwata and Kawahara 2020; Pan and Duraisamy 2020; Puligilla and Jayaraman 2018; Carlberg et al. 2019; Phillips et al. 2021). There are also other reduction strategies that have been developed to address the drawbacks of intrusive methods such as the empirical interpolation method (Barrault et al. 2004; Grepl et al. 2007), the discrete empirical interpolation method (Chaturantabut and Sorensen 2010; Ștefănescu and Navon 2013; Xiao et al. 2014), the trajectory piecewise linear method (Rewienski and White 2006), the function sampling method (Astrid et al. 2008; Carlberg, Bou-Mosleh, and Farhat 2011; Carlberg et al. 2013) and machine learning (ML) (Brunton, Noack, and Koumoutsakos 2020). Among the mentioned strategies, ML has been able to attract the attention of many scientists by using various tools such as the long short-term memory (LSTM) neural network, autoencoder (AE) and convolutional AE (Vlachas et al. 2022; Novati, de Laroussilhe, and Koumoutsakos 2021).

On the other hand, nonintrusive reduced order modelling (NIROM) methods are designed to model the effective system’s dynamics and reconstruct the high-dimensional data set without requiring any access to the full set of governing equations or CFD source codes (Pawar et al. 2019; Hampton et al. 2018; Chen et al. 2018; Xiao et al. 2019; Wang, Hesthaven, and Ray 2019; Pecherstorfer and Willcox 2016; Xiao, Fang, Buchan, et al. 2015; Xiao, Fang, Pain, and Hu 2015; Xiao, Fang, Pain, Navon, et al. 2015; Xiao et al. 2016; Xiao, Yang, et al. 2017; Xiao, Fang, et al. 2017; Heaney et al. 2022). In other words, non-intrusive approaches are characterised by the fact that they only require access to the state vectors of the dynamical system but not to the operators of the system themselves. Therefore, NIROM can potentially provide a computationally efficient substitute to its intrusive peer and this well justifies the increasing use of these types of approaches.

One of the ML approaches that has recently been applied on fluid mechanics problems is nonlinear proper orthogonal decomposition (NLPOD) (Ahmed, San, Rasheed, et al. 2021). In this approach, a set of best linear-fit basis functions are constructed using POD, followed by a combination of feed-forward AE and a time series prediction tool (e.g. LSTM) to evolve the associated modal coefficients. In fact, several ML tools can be applied to detour projecting onto the PDEs. More details on numerous ML approaches are available in Beck and Kurz (2021) and Vlachas et al. (2022). In our benchmarking, we closely follow the strategy presented by Ahmed, San, Rasheed, et al. (2021).

As an alternative nonintrusive approach, dynamic mode decomposition (DMD) has become a popular model reduction approach in fluid mechanics community due to its capability to deal with dynamical problems wherein the dominant modes can properly interpret a measurable quantity. DMD can be viewed as a data-driven approximation of the Koopman operator,
where a linear-based fit is defined using a set of system’s observables that encompass the underlying dynamics. Unlike POD where modes are computed solely based on a reconstruction error minimisation criterion, DMD provides a set of modes that grow or decay exponentially in time and oscillate with distinct frequencies. By computing the DMD modes and their associated initial amplitudes and eigenvalues, the reduced order model can estimate the system’s behaviour at a given time. The DMD technique has been used to address problems with various physics and the reconstructed fields were compared to high-fidelity data to measure the strategy’s effectiveness (Jang et al. 2021). As a NIROM technique, DMD identifies some basis functions from the full order data through a truncation step for later use in the reconstruction of the system. Since any elimination of the data is accompanied by some error, the truncation phase imposes some limitations on the behaviour of DMD. In this case, selecting updatable system parameters can compensate for the truncation-induced errors.

To decrease truncation errors in dynamical models, Wilson (2022) presented an adaptation of the DMD with control approach that implements adaptive parameters. As an extension to the sparsity promoting DMD introduced by Jovanović, Schmid, and Nichols (2014), the recent work by Pan, Arnold-Medabalimi, and Duraisamy (2021) focused on mode selection by employing a new multi-task learning method. While DMD is a reliable data-driven method for discovering and interpreting the oscillating modes of a large number of PDEs, it has the aforementioned drawbacks and needs to be improved (Rot, Horvat, and Kosec 2022). For example, Katrutsa, Utyuzhnikov, and Oseledec’s (2022) showed that the typical DMD might fail to interpret the dynamical behaviour of a system with incomplete measurement settings. Despite the fact that decreasing the system’s order appears to be crucial for a modal analysis procedure, a study conducted by Li et al. (2022) discussed that truncating some low-energy states leads to the omission of some aspects that are important in the system’s temporal structure. This underscores the importance of an effective mode selecting method that takes into account a unique spatiotemporal aspect of the system.

In this study, we explore the capability of two different NIROM approaches, NLPOD and DMD, in reconstructing the information considering a convective flow problem, which is often regarded as a challenging task for the evaluation of ROM methods. More specifically, we investigate two different variants of DMD methods, namely the deterministic dynamic mode decomposition (DDMD) and randomised dynamic mode decomposition (RDMD). We note that DMD (being a frequency-based approach) and NLPOD (using an energy-based decomposition) also exploit different mode selecting procedures and consequently yield different reconstruction results. The approaches are evaluated by calculating the root mean squared error (RMSE) of the ROM’s predictions with different number of modes, targeting expressing the role of the number of utilised modes in the accuracy of the reconstruction.

The remainder of the paper is organised as follows. In Section 2, the two-dimensional Boussinesq equations are discussed briefly. The mathematical formulation of the deterministic and randomised versions of DMD is provided in Sections 3 and 4, respectively. Moreover, the NLPOD method is covered in Section 5. Results are discussed and analysed in Section 6, while concluding remarks are drawn in Section 7.

## 2. Boussinesq Equations

The dimensionless form of the two-dimensional (2D) incompressible Boussinesq equations can be written as follows:

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = -\frac{\partial P}{\partial x} + \frac{1}{Re} \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right),
\]

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} = -\frac{\partial P}{\partial y} + \frac{1}{Re} \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right) + Ri \theta,
\]

\[
\frac{\partial \theta}{\partial t} + u \frac{\partial \theta}{\partial x} + v \frac{\partial \theta}{\partial y} = \frac{1}{RePr} \left( \frac{\partial^2 \theta}{\partial x^2} + \frac{\partial^2 \theta}{\partial y^2} \right),
\]

where \( u, v, P \) and \( \theta \) represent the horizontal and vertical components of the velocity field, pressure and temperature, respectively. Also, \( Re, Pr \) and \( Ri \) are Reynolds number (the ratio of viscous effects to inertial effects), Prandtl number (the ratio of the kinematic viscosity to the heat conductivity) and Richardson number (the ratio of the buoyancy force to the inertial forces), respectively.
Primitive variable formulation presented in Equations (1)–(4) can be replaced by using the definition of the vorticity vector $\vec{\omega} = \nabla \times \vec{u}$ and the stream function $\psi$. Since we study the flow in a 2D domain, we only consider the $z$ component of $\vec{\omega}$, simply denoted as $\omega$. Therefore, the governing equations for the 2D incompressible Boussinesq equations can be rewritten in a dimensionless form as follows:

$$\frac{\partial \psi}{\partial t} + \frac{\partial \psi}{\partial y} \frac{\partial \omega}{\partial x} - \frac{\partial \psi}{\partial x} \frac{\partial \omega}{\partial y} = \frac{1}{\operatorname{Re}} \left( \frac{\partial^2 \omega}{\partial x^2} + \frac{\partial^2 \omega}{\partial y^2} \right)$$

$$+ \frac{R_i}{\operatorname{Re}} \frac{\partial \theta}{\partial x}, \quad (5)$$

$$\frac{\partial \theta}{\partial t} + \frac{\partial \psi}{\partial y} \frac{\partial \theta}{\partial x} - \frac{\partial \psi}{\partial x} \frac{\partial \theta}{\partial y} = \frac{1}{\operatorname{Re} \operatorname{Pr}} \left( \frac{\partial^2 \theta}{\partial x^2} + \frac{\partial^2 \theta}{\partial y^2} \right), \quad (6)$$

in which the vorticity and the stream function are coupled by the following kinematic relationship:

$$\frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2} = -\omega. \quad (7)$$

The flow velocity components can be recovered from the stream function using the following definitions:

$$u = \frac{\partial \psi}{\partial y}, \quad v = -\frac{\partial \psi}{\partial x}, \quad (8)$$

Here, we note that this vorticity and stream function formulation eliminate the pressure term from the Boussinesq equations, and hence, reduce the computational burden in two-dimensional settings.

3. DDMD

DMD is a ROM method that aims to identify the spatiotemporal patterns of a dynamical system based on Koopman theory. In fact, this tool identifies the modal patterns underlying the phenomenon using spatiotemporal information that appears as a matrix whose rows and columns are the spatial coordinates and snapshots, respectively. The feature that makes DMD so special and easy to implement is that this ROM technique is completely data-driven that avoids any dependency on the physical knowledge of the system.

Vector $\mathbf{x} \in \mathbb{R}^n$ (where $n \gg 1$) is defined as the state of the dynamical system evolving in time as $d\mathbf{x}/dt = f(\mathbf{x}, t)$, where $f(\cdot)$ can be any function depending on the dynamical nature of the problem. While the simplest form of the function is linear which is easy to be estimated in time, the challenge begins when nonlinearity emerges in this function. The role of DMD here is to estimate the $\mathbf{A}$ operator, which converts the system equations from nonlinear to linear. This approximation is done by identifying the leading eigenvalues and the corresponding eigenvectors of the best fit linear operator $\mathbf{A}$ such that:

$$\frac{d\mathbf{x}}{dt} \approx \mathbf{A} \mathbf{x}. \quad (9)$$

By estimating the spectral characteristics of the operator $\mathbf{A}$, which reflects the evolution of the system in different spatial coordinates, the DMD model can be created to represent the variation of the system through time. Therefore, the value of each spatial coordinate in the system is a combination of the DMD modes with different amplitudes along with the mode’s decaying or growing rate at that special node of the system. There are also frequencies corresponding to each mode which defines its oscillation rate. In many applications, especially in fluid dynamics, the system spatial dimension $n$ should be chosen very large in order to enable the computational grid to be a proper representative of the actual flow field. Therefore, dimensionality reduction is a necessity for such models. One of the most common dimensionality reduction methods in DMD-based ROM models is to obtain the most influential and powerful modes and truncate the rest of the modes.

We start by defining the state matrix $\mathbf{X}$ as

$$\mathbf{X} = \begin{bmatrix} x_1 & x_2 & \cdots & x_m \end{bmatrix}, \quad (10)$$

in which the information of $\mathbf{X} \in \mathbb{R}^{n \times m}$ is collected at different time steps $t_k = [t_1, t_2, \ldots, t_m] \in \mathbb{R}^m$ where $n$ is the number of degrees of freedom and $m$ is the number of snapshots. Due to the time varying nature of the dynamical problems, the collected data are very similar to a movie that can be either obtained from experiments using sensors or from high-fidelity numerical computations of differential equations governing the phenomenon. In this study, the data are obtained by solving the Boussinesq equations governing the Mar-sigli flow problem in which fluids with two different temperatures instantaneously meet each other by eliminating the barrier between them. This is denoted as the FOM solution which is our reference of comparison for the rest of the paper. The problem is defined
in 2D domain in the x and y directions, with \( n_x \) and \( n_y \) number of nodes, respectively. Thus, there is one \( n_x \times n_y \) data matrix (e.g. temperature field for the present study) corresponding to each time step. Since the final data set which is supposed to contain the data related to every spatial coordinate at all time steps has three dimensions (two spatial and one temporal dimensions), it is worth computationally to transform it into a 2D matrix by rearranging its spatial dimension in a column vector \( X^{(k)} \in \mathbb{R}^{n_x \times n_y} \) corresponding to a particular time \( t_k \). Thus, the full data matrix \( X \in \mathbb{R}^{n \times m} \) is formed as Equation (10). Now, we can rewrite Equation (9) in the discrete-time system sampled at \( \Delta t \) in time as follows:

\[
x_{k+1} \approx \hat{A}x_k.
\]

(11)

Matrix \( \hat{A} \) should be estimated in a way wherein its eigenvectors and eigenvalues satisfy Equation (11). Thus, the full data set is split into two matrices \( X_1 \in \mathbb{R}^{n \times (m-1)} \) and \( X_2 \in \mathbb{R}^{n \times (m-1)} \) as defined below:

\[
X_1 = \begin{bmatrix}
| & | & | & | \\
| x_1 | x_2 | \cdots | x_{m-1} |
| | | |
\end{bmatrix},
\]

\[
X_2 = \begin{bmatrix}
| & | & | & | \\
| x_2 | x_3 | \cdots | x_m |
| | | |
\end{bmatrix}.
\]

(12)

As a result, Equation (11) can be rewritten as follows in matrix format:

\[
X_2 \approx \hat{A}X_1,
\]

(13)

and the least squares optimisation can be used to compute the operator \( \hat{A} \):

\[
\hat{A} = \arg\min_{\hat{A}} \|X_2 - \hat{A}X_1\|_F,
\]

(14)

where \( \| \cdot \|_F \) is the Frobenius norm. Since \( \hat{A} \in \mathbb{R}^{n \times n} \), solving this optimisation problem directly is computationally prohibitive because \( n \) is very large in most of the desired applications in fluid dynamics. So, the objective is to replace this big matrix with lower rank approximations.

In the standard form of the DMD, the linear operator \( \hat{A} \) is projected onto a lower \( R \)-dimensional subspace to reduce the computing cost of solving the optimisation problem in Equation (14). The singular value decomposition (SVD) of the matrix \( X_1 \) as \( X_1 = U \Sigma V^* \) (where \( V^* \) denotes the complex conjugate transpose of matrix \( V \)) can be used to obtain suitable projection basis functions. The compact version of SVD can be derived in a way that \( X_1 = U_R \Sigma_R V_R^* \), where \( U_R \in \mathbb{R}^{n \times R} \) and \( V_R \in \mathbb{R}^{(m-1) \times R} \) represent the matrix of the first \( R \) columns of \( U \) and \( V \), respectively, while \( \Sigma_R \in \mathbb{R}^{R \times R} \) is the first \( R \times R \) dimensional sub-block of \( \Sigma \), with \( R \) being the rank of \( \Sigma \). The projected \( \hat{A} \) onto the \( R \)-dimensional space is taken as

\[
\tilde{A} = U_R \hat{A} U_R^*.
\]

Hence, rearranging the optimisation problem in Equation (14) gives

\[
\tilde{A} = \arg\min_{\tilde{A}} \|X_2 - U_R \tilde{A} \Sigma_R V_R^*\|_F,
\]

(16)

which leads to \( \tilde{A} = U_R X_2 V_R \Sigma_R^{-1} \in \mathbb{R}^{R \times R} \). The eigen-pairs of the constructed \( \tilde{A} \) are in fact the eigenvalues and the eigenvectors of the DMD and can be calculated using eigenvalue decomposition of \( \tilde{A} \) as \( \tilde{A} W = W A \). The eigenvalue decomposition of \( \tilde{A} \) may result in complex values in either \( W \) or \( A \), which is an implication of the existence of oscillatory modes in the system. The columns of matrix \( W \in \mathbb{C}^{R \times R} \) are eigenvectors while the diagonal elements of \( A = \text{diag}(\lambda_i)_{i=1}^R \in \mathbb{C}^{R \times R} \) represent the eigenvalues. Finally, the DMD modes can be computed in the following way:

\[
\Phi = U_R W.
\]

(17)

There is also another way of constructing \( \Phi \). This type is called ‘exact’ DMD, which is the procedure implemented in the present study (Kutz et al. 2016):

\[
\Phi = X_2 V_R \Sigma_R^{-1} W.
\]

(18)

Each column of \( \Phi \) represents a mode of the system that is used to construct the field at every node of the system. On the other hand, the contribution of these modes in the construction of the field is determined by a weight matrix which includes eigenvectors \( W \) and the eigenvalues \( A \). In this regard, one can simply truncate the modes with relatively lower weights. This restricts the solution to a reduced order approximation \( \Phi_r \) which contains the most influential \( r \) columns of \( \Phi \) to form the reduced DMD mode matrix \( \Phi_r = [\phi_i]_{i=1}^r \in \mathbb{C}^{n \times r} \). Similarly, the eigenvalues corresponding to the retained \( r \) modes create a new reduced diagonal eigenvalue matrix \( \Lambda_r = \text{diag}(\lambda_i)_{i=1}^r \in \mathbb{C}^{r \times r} \). At the end of
Algorithm 1 DDMD

1. The matrix $X$ is split into two matrices $X_1 = \{x_1, x_2, \ldots, x_{m-1}\}$ and $X_2 = \{x_2, x_3, \ldots, x_m\}$.
2. Perform SVD on $X_1$
   \[
   U \Sigma V^* = \text{svd}(X_1)
   \]
3. Rank truncation [to reduce noise]
   \[
   U_R = U(:, 1 : R) \\
   V_R = V(:, 1 : R) \\
   \Sigma_R = \Sigma(1 : R, 1 : R)
   \]
4. Low-rank dynamics
   \[
   \tilde{A} = U_R^* X_2 V_R \Sigma_R^{-1}
   \]
5. Eigenvalue decomposition
   \[
   [W, \Lambda] = \text{eig}(\tilde{A})
   \]
6. Compute DMD modes and spectrum
   \[
   \Psi = U_R W \quad \text{or} \quad \Psi = X_2 V_R \Sigma_R^{-1} W
   \]
   \[
   \lambda_i = \{\text{diag}(\Lambda)\}
   \]
   \[
   \alpha_i = \ln(\lambda_i) / \Delta T
   \]

Algorithm 1 presents a summary of the algorithmic processes for the DDMD. As introduced in the discretising step (Equation (11)), $\Delta t$ is the time interval between two consecutive snapshots and the vector $\alpha = \{\alpha_i\}_{i=1}^r \in \mathbb{C}^r$ contains continuous-time eigenvalues. Providing all the requirements, it is possible to reconstruct the high dimensional dynamics from the obtained reduced order components as follows:

\[
\mathbf{x}_k^{\text{ROM}} = \sum_{i=1}^r \phi_i \lambda_i^{-1} b_i = \Phi_r \Lambda_r^{-1} \mathbf{b},
\]

where $\mathbf{x}_k^{\text{ROM}}$ is the field in $k$th snapshot and $b_i$ is the initial amplitude of each mode and $\mathbf{b} = \{b_i\}_{i=1}^r \in \mathbb{C}^r$ is the vector of initial amplitudes of the DMD modes given as

\[
\mathbf{b} = \Phi_r^* \mathbf{x}_1,
\]

where $\Phi_r^*$ is the Moore–Penrose pseudoinverse of $\Phi_r$ and $x_1$ is the first column (the first snapshot or the initial condition of the system) of $X_1$ (defined in Equation (12)). Finally, by converting the discrete eigenvalues to their continuous version (Equation (19)), the dynamics can be expressive for any time in the domain as

\[
x_k^{\text{ROM}} = \sum_{i=1}^r \phi_i e^{\alpha_i k \Delta t} b_i = \Phi_r \text{diag}[e^{\alpha_i k \Delta t}] \mathbf{b}.
\]

In Equation (22), the initial amplitude vector $\mathbf{b}$ determines the value by which each spatial coordinate (node) starts its variation. The variation dictates to each node spatially by the DMD modes $\phi_i$ and temporally by $\alpha_i$. The field evolves through time using continuous-time eigenvalues, the real component of which determines the mode’s growth/decay rate. A positive real part’s mode develops over time, while a negative real part’s mode decays. The imaginary portion, on the other hand, determines the mode’s oscillation frequency.

4. RDMD

Underneath every high-dimensional data, there are lower-dimensional patterns that regulate the majority of the dynamics. This is the main concept of ROM that motivates compression of the data. RDMD is a version of DMD that utilises this idea in a nonintrusive sense. Instead of working with the whole data set, the RDMD method exploits special parts of the data matrix called the sketch which is just another matrix that is substantially smaller than the original system but nevertheless properly approximates it. Such sketching or embedding is done by applying random sampling of the input matrix with specific features to produce a compressed version of the original system. The time-consuming calculations are thus performed on the sketch, followed by post-processing to map the outputs back to the original space. There are a few sketching-based algorithms which have been implemented in some fluid dynamics problems such as sketching the range of $X_1$, sketching the range of $X$ and sketching the range and the corange of $X_1$ (Bistrian and Navon 2017; Ahmed, San, et al. 2022; Ahmed,
Dabaghian, et al. 2022). In the present study, we only consider sketching range of $X_1$ framework.

In this RDMD architecture which, proposed by Bistrian and Navon (2017), the goal of lowering the SVD cost for the data matrix $X_1 \in \mathbb{R}^{n \times m}$ is achieved by generating a near-optimal basis with a target rank of $k$ using random projections. This projection is aimed to capture the range of $X_1$ while producing a smaller sketch matrix $X_{1}^{\text{red}} \in \mathbb{R}^{k \times m-1}$. This randomisation is expected to improve the efficiency of later deterministic model reduction processes in terms of computational time and memory requirements. More specifically, to find the lowered rank matrix $X_{1}^{\text{red}}$, we first perform a randomised projection of the input data matrix $X_1$ as follows:

$$X_1^{\text{rand}} = X_1 \Omega,$$  \hfill (23)

where $X_1^{\text{rand}} \in \mathbb{R}^{n \times k}$ is the randomly sampled matrix and $\Omega \in \mathbb{R}^{(m-1) \times k}$ is a randomised matrix derived from a Gaussian distribution that integrates the concept of randomness. Now, $k$, which denotes the desired rank, should be defined as an adjustable parameter. In RDMD, this target rank is defined as $k = r + s$, where $r$ represents the number of eventually retained modes and $s$ is an oversampling factor that aids in obtaining a better basis. In this study, we use $s = 10$ for all reduced order models. Typically, a larger value of $s$ yields a better approximation of the data matrix. However, it increases the computational cost of the algorithm. Although the results might vary when the factors such as $s$ and $r$ (which affect the dimension of matrix $X_1^{\text{rand}}$) change, we found that an oversampling factor $s = 10$ gives a reasonable accuracy-cost trade-off for $O(10)$ DMD modes.

Then, an orthonormal basis of the derived $X_1^{\text{rand}}$ is created using QR decomposition of this random selected matrix:

$$X_1^{\text{rand}} = QR,$$  \hfill (24)

where $Q \in \mathbb{R}^{n \times k}$ is an orthonormal matrix and $R \in \mathbb{R}^{k \times k}$ is an upper triangular matrix that is not required in this procedure. Next, to obtain a lower dimension matrix $X_1^{\text{red}} \in \mathbb{R}^{k \times (m-1)}$, the full order data $X_1$ are projected onto the basis $Q$ as follows:

$$X_1^{\text{red}} = Q^* X_1,$$  \hfill (25)

where $Q^*$ denotes the conjugate transpose of $Q$. Now, the randomisation strategy is implemented into the data and SVD can be simply performed on the reduced version of data matrix as $X_1^{\text{red}} = U \Sigma \tilde{V}^*$. Finally, the SVD components of the full data matrix $X_1$ can be recovered from their reduced peers as follows:

$$U = Q \tilde{U},$$
$$\Sigma = \tilde{\Sigma},$$
$$V = \tilde{V}.$$  \hfill (26-28)

Algorithm 2 summarises the algorithmic steps for the RDMD based on sketching the range of $X_1$.

5. NLPOD

Ahmed, San, Rasheed, et al. (2021) have proposed the NLPOD framework which supersedes the GP. Unlike the GP method that requires the access to the PDEs describing the desired physical system, the NLPOD model can be built using an AE-based method that does not rely on prior knowledge of the underlying equations. The procedure starts with the assumption that the desired field, which is temperature field in our demonstration example, can be estimated properly using a large, but finite, number of orthonormal functions existing in a predetermined collection of basis functions derived from POD modes. Like what we utilise in DMD, a data matrix $X \in \mathbb{R}^{n \times m}$ is defined in which the columns are the snapshots collected from spatial coordinates.

For performing POD, we can simply apply SVD to the data set as $X = U \Sigma V^*$ and use the columns of the left singular matrix $U$ as the POD basis set, $U = [\phi_1, \phi_2, \ldots]$. The matrix $\Sigma$ can also be used to determine the number of the required basis functions (modes) to build the POD subspace as this matrix is a representation of the energy content in the corresponding modes. Thus, the orthonormal basis set should have an adequate number of modes to be able to cover an acceptable relative information content (RIC) defined as follows:

$$\text{RIC}(\%) = \frac{\sum_{i=1}^{r} \sigma_i^2}{\sum_{i=1}^{m} \sigma_i^2} \times 100,$$  \hfill (29)

where $\sigma_i$ is the $i$th singular value and $r$ is the number of selected modes to reconstruct the field. We note that $r$ is defined to be less than or equal to $m$, implying that the maximum number of available modes is equal to the number of collected snapshots.
Algorithm 2 RDMD by sketching the range of $X$

1. The matrix $X$ is split into two matrices $X_1 = \{x_1, x_2, \ldots, x_{m-1}\}$ and $X_2 = \{x_2, x_3, \ldots, x_m\}$.

2. Draw a random matrix $\Omega_1 \in \mathbb{R}^{(m-1) \times k}$ from Gaussian distribution and perform the randomised projection of $X_1$

   $X_1^{\text{rand}} = X_1 \Omega$

3. Perform QR decomposition as $X_1^{\text{rand}} = QR$ to obtain a near-optimal basis $Q$ for $X_1$ and discard $R$.

4. A sketch $B$ of $X_1$ is obtained as

   $X_1^{\text{red}} = Q^* X_1$

5. Perform SVD on $X_1^{\text{red}}$

   $\tilde{U} \tilde{\Sigma} \tilde{V}^* = \text{svd}(X_1^{\text{red}})$

6. Recover SVD of $X_1$

   $U = Q \tilde{U}$
   $\Sigma = \tilde{\Sigma}$
   $V = \tilde{V}$

7. Rank truncation [to reduce noise]

   $U_R = U(:, 1 : R)$
   $V_R = V(:, 1 : R)$
   $\Sigma_R = \Sigma(1 : R, 1 : R)$

8. Low-rank dynamics

   $\tilde{A} = U_R^* X_2 V_R \Sigma_R^{-1}$

9. Eigenvalue decomposition

   $[W, A] = \text{eig}(\tilde{A})$

10. Compute DMD modes and spectrum

    $\Psi = U_R W$ or $\Psi = X_2 V_R \Sigma_R^{-1} W$

    $\lambda_i = \{\text{diag}(A)\}$

    $\alpha_i = \ln(\lambda_i) / \Delta T$

Now, the field can be estimated using the combination of the chosen $r$ modes as

$$X(x, t) = \sum_{i=1}^{r} a_i(t) \phi_i(x), \quad (30)$$

where $a_i(t)$ is the coefficient of the $i$th column of $U$. These coefficients can be found by substituting $X(x, t)$ introduced in Equation (30) into Equation (6) as the temperature $\theta$. Since $\phi_i(x)$ are orthonormal vectors, the coefficients $a_i(t)$ are derived by simply performing the dot product of the corresponding $\phi_i(x)$ into the equations. Exploiting the orthogonality properties, all the terms in Equation (30) will get zero except the one we are looking for its coefficient as follows:

$$a = \Phi^T X, \quad (31)$$

where $\Phi^T(x)$ is the transpose of $\Phi \in \mathbb{R}^{n \times r}$ which is the same as matrix $U_r$ obtained by choosing $r$ columns of $U$ derived from the SVD. Next, the driven coefficients are fed into a nonlinear neural network AE to be mapped to a low dimensional latent space $z$ and then decode it back to the original dimension at the output, with the goal of minimising the reconstruction loss $L = |a - \tilde{a}|^2$ where $\tilde{a}$ is the reconstructed data using the AE (Pan, Arnold-Medabalimi, and Duraisamy 2021). The manifold learning can be described by AE as follows (using the encoder function as $\xi$ and the decoder function as $\eta$):

$$a(t) \in R^r \xrightarrow{\eta} z \in R^l, \quad (32)$$

$$z \in R^l \xrightarrow{\xi} a(t) \in R^r, \quad (33)$$

where $l$ denotes the dimension of the latent variable existing in $z$.

A surrogate model emulator is built to evolve the latent space variables onto the manifold revealed by the AE for temporal dynamics. The capabilities of LSTM networks in sequential data prediction are used in this study to transmit the latent variables in time. Thus a trained network that can estimate the coefficient in latent space $z$ is available. Then, the estimated compressed variables $z$ is passed through the decoder to provide the coefficients $a$ of the POD expansion. Finally, the sought field can be reconstructed as the modes and their coefficients are available. Table 1 represents the value of hyperparameters used for running the networks.

6. Numerical Results

In this section, the performance of the described ROM methods including DDMD, RDMD and NLPOD is compared through the reconstruction of the temperature field existing in the Boussinesq equations. More specifically, the temperature field is obtained from
the Marsigli flow problem, where a fluid is divided into two partitions with differing temperatures. The dividing barrier is immediately removed, allowing the fluids to slide over each other in a convection- and buoyancy-driven manner. Readers are referred to San and Borggaard (2015) and Ahmed, San, Kara, et al. (2021) for further details about the computational setup for this problem.

The FOM is obtained by solving the PDEs in a two-dimensional domain with a uniform Cartesian grid of dimension $512 \times 64$. The vorticity is set as zero on the boundaries imposing free-slip boundary conditions. Also, an adiabatic boundary condition for temperature is applied on the walls. To initiate the thermal interaction, the defined two-dimensional geometry is divided into two parts. We set the initial temperature to 1.5 for all nodes on the left of the domain while the initial temperature of the right side of the frame is set to 1. In FOM, the temperature of the fluid is measured through an 8-s time period with a time step of $5 \times 10^{-4}$ s intervals to achieve the high-fidelity data. Also, the dimensionless parameters appearing in the Boussinesq equations (5)–(7) are defined as follows: $Re = 1000, Ri = 4$ and $Pr = 1$.

Among the available spatiotemporal data provided by FOM solution, 200 equally spaced snapshots in the same 8-s time period are used to train the estimator models either in the case of DMD methods or NLPOD. The reconstructed temperature field using 10 modes is shown at $t = 5$ and $t = 8$ in Figure 1 for different ROM methods and FOM as well. Our results indicate that the error is monotonically decreasing for increasing numbers of modes for $t = 5$, whereas the contrary is the case for $t = 8$. In the Marsigli flow dynamics, shear layer evolves and smaller scales develop gradually when we integrate in time. Therefore, the reconstruction becomes a more challenging task in later times. We highlight that time $t = 5$ represents an instance before the shear front reaches the side walls. However, the shear fronts pass through the left and right side walls at time $t = 8$. Therefore, boundary effects are more pronounced at $t = 8$. Moreover, it can be seen that the NLPOD performs more accurately than both DMD methods, especially on boundaries. Besides, RDMD has given smoother field particularly

### Table 1. Hyperparameters used in AE and LSTM networks.

| Parameters                | AE                        | LSTM                      |
|---------------------------|---------------------------|----------------------------|
| Number of hidden layers   | 4 in encoder (128, 64, 32, 8) | 3 (each with 10 units)     |
|                           |                           |                            |
| Batch size                | 32                        | 32                         |
| Epochs                    | 200                       | 200                        |
| Activation function       | tanh                      | tanh                       |
| Activation function at the last layer | Linear                   | Linear                     |
| Validation-training ratio | 20%                       | 20%                        |
| Loss function             | Mean squared error (MSE)  | MSE                        |
| Optimiser                 | Adam                      | Adam                       |

![Figure 1. Temperature field in snapshots $t = 5$ and $t = 8$ reconstructed by different methods for $r = 10$ without noise.](image-url)
Table 2. Reconstruction RMSE obtained exploiting various approaches (DDMD, RDMD and NLPOD) using different models with different number of modes \((r)\) by using 200 snapshots without synthetic noise.

| Method  | \(r = 10\)  | \(r = 20\)  | \(r = 50\)  | \(r = 80\)  |
|---------|-------------|-------------|-------------|-------------|
| DDMD    | \(1.28 \times 10^{-3}\) | \(5.91 \times 10^{-4}\) | \(1.97 \times 10^{-4}\) | \(9.7 \times 10^{-5}\) |
| RDMD    | \(1.48 \times 10^{-3}\) | \(8.48 \times 10^{-4}\) | \(2.33 \times 10^{-4}\) | \(9.3 \times 10^{-5}\) |
| NLPOD   | \(1.0 \times 10^{-3}\)  | \(2.13 \times 10^{-4}\) | \(7.6 \times 10^{-5}\)  | \(2.73 \times 10^{-5}\) |

Figure 2. Temperature field in snapshots \(t = 5\) and \(t = 8\) reconstructed by different methods for \(r = 20\) without noise.

in the final snapshot. Table 2 presents the RMSE of the introduced reconstruction methods for different number of applied modes. As it is shown in Figure 2, by increasing the number of modes to 20, the obtained fields from DDMD and RDMD become twice as accurate in terms of RMSE, while this improvement in error is around five fold in the case of NLPOD. Moreover, we observe that the boundary regions are more precisely reconstructed in all the cases compared to \(r = 10\).

Figure 3 shows the RMSE of the introduced reconstructed models (with different number of modes) at two different times, \(t = 5\) (top) and \(t = 8\) (bottom). At the earlier time of the flow evolution (i.e. \(t = 5\)) where there is a relatively fewer fine scale vortical structures, results indicate that both DMD approaches monotonically decrease errors as we increase the number of retained modes. On the other hand, the behaviour of the error of both DMD methods change for \(t = 8\), where the RMSE increases as the number of modes increases. The DMD models approximate the Koopman operator using different number of modes (Equation (15)). Thus, by using more modes, the effect of weaker modes (modes corresponding to small eigenvalues in matrix \(\Sigma\)) is taken into account. In case of DMD, the order of nonlinearity of these low-amplitude modes may define the error propagation in both spatial and temporal domains (the rows and columns of matrix \(X\)).

Figure 4 illustrates the temperature field using 50 modes. In spite of that the NLPOD surpasses the
DMD methods in describing the boundaries, they perform equally well, especially in case of the final snapshot $t = 8$. By continuing the trend of increasing the modes (Figure 5), we get more accurate results with smoother edges that are able to reconstruct the boundaries in a physically meaningful way. It is worth to note that at the final time ($t = 8$) where more fine vortical patterns are expected, DMD reconstruction error unexpectedly increases with increasing the number of modes. In contrast, we do not observe such monotonic behaviour in the NLPOD approach. These observations can be related to the suboptimal selection of the relevant hyperparameters that intensify overfitting issues. Nonetheless, the results indicate that all three approaches are in a good agreement with the FOM solution when a reasonable combination of hyperparameters (e.g. number of modes, oversampling factor, neural network architecture, etc.) is selected.

We emphasise that the purpose of our analysis is mainly two-fold: (i) to explore the size of data snapshots in building reduced order models which is performed by creating models using different number of POD modes and (ii) to investigate the sensitivity of
noise embedded in data snapshots. To address the second purpose, we add synthetic Gaussian white noise to the data. The outputs of the models are compared through different amplitudes of noise including 2%, 5% and 10%. Specifically, Figures 6–9 depict the reconstructed field with the presence of 2% noise while different number of modes are considered. The corresponding RMSE is presented in Figure 10 and Table 3. It can be observed that implementing more modes in the models improves the reconstruction in both early and final snapshots. Tables 4 and 5 present the RMSE for adding 5% and 10% noise, respectively. In both DMD methods when the earlier snapshot is taken into consideration, if we compare the results in Tables 2–5 that use the same approach and the same number of modes, we can see that the RMSE grows as the noise amplitude increases.

Figures 11–14 show the reconstructed field by using different number of modes while the noise amplitude is set to 5%. As it can be seen, the higher noise level affects the reconstructed fields, especially on the boundaries where there are more variations in the temperature field. In all methods, the reconstruction improves by implementing more modes to the input. It is also
observable that the NLPOD reconstructs the fields more efficiently than DMD methods. There is just an exception in this trend where the error increases as the number of modes is chosen \( r = 80 \) (Figure 15). This deviation from the main trend can be observed in the bottom row of Figure 14, specially in \( t = 5 \). Obviously, the field in \( t = 5 \) is scaled in its developing direction and this can be the source of this relatively higher error in the case that the NLPOD is used.
Table 4. Reconstruction RMSE obtained exploiting various approaches (DDMD, RDMD and NLPOD) using different models with different number of modes \((r)\) by using 200 snapshots with 5% synthetic noise.

| Method | \(r = 10\) | \(r = 20\) | \(r = 50\) | \(r = 80\) |
|--------|------------|------------|------------|------------|
| DDMD   | \(1.73 \times 10^{-3}\) | \(1.06 \times 10^{-3}\) | \(7.01 \times 10^{-4}\) | \(6.59 \times 10^{-4}\) |
| RDMD   | \(1.93 \times 10^{-3}\) | \(1.39 \times 10^{-3}\) | \(8.56 \times 10^{-4}\) | \(7.57 \times 10^{-4}\) |
| NLPOD  | \(7.67 \times 10^{-4}\) | \(3.14 \times 10^{-4}\) | \(1.02 \times 10^{-4}\) | \(1.4 \times 10^{-4}\) |

Table 5. Reconstruction RMSE obtained exploiting various approaches (DDMD, RDMD and NLPOD) using different models with different number of modes \((r)\) by using 200 snapshots with 10% synthetic noise.

| Method | \(r = 10\) | \(r = 20\) | \(r = 50\) | \(r = 80\) |
|--------|------------|------------|------------|------------|
| DDMD   | \(3.1 \times 10^{-3}\) | \(2.45 \times 10^{-3}\) | \(2.21 \times 10^{-3}\) | \(2.24 \times 10^{-3}\) |
| RDMD   | \(3.39 \times 10^{-3}\) | \(3.05 \times 10^{-3}\) | \(2.55 \times 10^{-3}\) | \(2.42 \times 10^{-3}\) |
| NLPOD  | \(9.52 \times 10^{-4}\) | \(2.76 \times 10^{-4}\) | \(8.34 \times 10^{-4}\) | \(3.44 \times 10^{-4}\) |

To show the effect of noise on the reconstruction process, we repeat the process with adding 10% noise to the input. The results are illustrated in Figures 16–19 for different number of modes. Although there is not considerable differences between the construction errors resulting from different approaches, it seems that the NLPOD model is more powerful in damping the effect of the noise compared to the DMD methods (Figures 6, 11 and 16). Comparing corresponding results in Figures 11–14, Figures 16–19 give a brighter view of the effect of the noise on different methods. As the noise level increases, DMD methods require more modes to be able to attenuate the effect of the noise in the reconstructed field. Despite the noise’s effect being
observable in the results of NLPOD method, the performance of NLPOD model is better in simultaneously reconstructing the field and damping the noise of the input.

Figure 20 shows the error resulted from 10% noise for different number of modes. It can be implied that DMD models behave more monotonically than NLPOD in terms of the reconstruction error. Moreover, as the number of modes changes, adding noise to both DMD approaches produces errors with smaller variations.

7. Conclusions

In this work, we compare the reconstruction capability of NLPOD as a new ML estimation approach benefiting from POD, AE and LSTM neural network tools, with DDMD and RDMD algorithms, respectively, as two different frequency oriented ROM approaches. We apply these methods to a convection dominated fluid flow problem governed by the Boussinesq equations where two fluid streams with two different temperatures blend together in generating vast variety of vortex
patterns evolving in time. The results emphasise that all approaches improve their estimation by providing them with more number of spatial modes. Of particular interest, we analyse the reconstruction results primarily at two different times. At the earlier time of the flow evolution where there is a relatively fewer fine scale vortical structures, our results indicate that both DMD approaches monotonically decrease errors as we increase the number of retained modes. At a later stage, however, DMD reconstruction error increases with increasing the number of modes. In contrast, we do not observe such behaviour in the NLPOD approach. These observations can be related to the
suboptimal selection of the relevant hyperparameters that intensify overfitting issues.

We also found that the NLPOD approach yields more accurate results with fewer number of modes. Increasing the number of modes may require a deeper neural network architecture for NLPOD. Instead of a detailed analysis on NLPOD hyperparameters, in this work, we rather focus on comparing NLPOD and DMD nonintrusive modelling approaches. It is worth to note that the difference between NLPOD and the DMD methods is basically originated from spatial modes and temporal coefficients. Despite spatial modes are obtained from different procedures within the NLPOD and DMD procedures, their structure is similar as they are created first by applying the SVD onto the snapshot data set to generate a NIROM. Thus, the main difference relies on the formulation of the dynamics. In NLPOD, the calculated temporal weights were found using LSTM that is trained to predict the time evolution of latent space variables representing a compressed version of the POD coefficients. On the other hand, the DMD temporal behaviour is estimated by the products of the eigenvalue decomposition of the approximated Koopman operator. Besides,
the results of temperature field reconstruction show that the NLPOD is more efficacious in reconstructing the boundaries compared to the DMD. Also, it can be seen that the NLPOD estimates smoother edges than the DMD with the same number of modes. This superiority can be attributed to the improved representation potential of the NLPOD in estimating the weights since the NLPOD, unlike the DMD, exploits a nonlinear approach to find the weights of modes.

To evaluate the noise sensitivity of the models, they are tested by feeding them with noisy input. We found that the NLPOD can reconstruct models more effectively than DMD and that it can be a reliable model if the cancellation or attenuation of the noise is an issue. In addition, adding noise to both DMD methods results in errors with smaller variances as the number of modes changes. In fact, in the presence of noise, increasing the number of modes does not have a significant effect on reducing the error.
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