Correlation functions in conformal Toda field theory I

V. A. Fateev$^{1,2}$ and A. V. Litvinov$^{1,3}$

$^1$ Landau Institute for Theoretical Physics, 142432 Chernogolovka, Russia.
$^2$ Laboratoire de Physique Théorique et Astroparticules, UMR5207 CNRS-UM2,
Université Montpellier II, Pl. E. Bataillon, 34095 Montpellier, France
$^3$ NHETC, Department of Physics and Astronomy, Rutgers University,
Piscataway, NJ 08855-0849, USA
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Introduction

It is well known, that the problem of integrating over all metrics modulo diffeomorphism on a two-dimensional surface can be reduced to studying the quantum Liouville field theory [1]. First attempts to solve this theory were transformed into a beautiful and complete theory known as the two-dimensional conformal field theory [2]. This theory is exactly solvable because the algebra of generators of the conformal symmetry in two dimensions, which governs the theory, is infinite dimensional. It coincides with the Virasoro algebra, which is the central extension of the algebra of vector fields on a circle. It is well known, that Virasoro algebra can be obtained as a quantum Drinfeld-Sokolov reduction of the affine \( \hat{\mathfrak{sl}}(2) \) algebra. The same construction can be generalized to the case of general affine simple Lie algebra \( \hat{\mathfrak{g}} \). As a result, after reduction one obtains associative algebra (W algebra), as an additional infinite dimensional symmetry consistent with conformal symmetry, i. e. as a direct extension of the Virasoro algebra [3]. Two-dimensional Toda field theory (TFT) associated with simple Lie algebra \( \mathfrak{g} \) generalizes Liouville field theory in a similar sense.
The algebra of the generators of the symmetry, which governs TFT dynamics, coincides with \( W \) algebra (associated with the corresponding Lie algebra \( \mathfrak{g} \)).

Due to its geometric interpretation [4, 5], TFT is relevant in the investigation of the \( W \) strings and \( W \) gravity (see for example Refs [6, 7]). It also provides an important example of non-rational conformal field theory with higher spin symmetry and hence has its own interest. This higher spin symmetry manifests itself also in rational conformal field theories, which describe the critical behavior of many interesting statistical systems, like for example \( Z_n \) Ising models (parafermionic CFT [8]), tricritical Ising and \( Z_3 \) Potts models, Ashkin-Teller models and also in the large variety of integrable statistical systems studied and solved in Refs [9, 10]. The results derived in conformal Toda field theory can be applied to study of the short-distance asymptotics of the correlation functions in the massive integrable quantum field theory, which is known as affine Toda field theory, as well as to calculation of the vacuum expectation values of the exponential fields in this theory (see for example Refs [11, 12, 13]). As conformal TFTs appear by the quantum Hamiltonian reduction of the WZNW models (see for example [14]), they can be also applied to study WZNW models with non-compact Lie algebras.

There has been much progress in understanding Liouville field theory (\( \mathfrak{sl}(2) \) TFT) and hence in the conformal field theory itself in the middle of 90’s. In particular, the three-point correlation function was found explicitly for arbitrary exponential fields [15, 16, 17, 18]. Known three-point correlation functions, together with the fact, that conformal blocks are completely determined by the conformal symmetry, solve the conformal bootstrap problem in Liouville field theory.

Conformal Toda field theory is much more complicated than the Liouville field theory. One of the main reasons is that in TFT we need in general case more data to solve the conformal bootstrap problem [19]. In particular, this difficulty manifests itself in the fact that contrary to the Liouville field theory it is impossible to write down the differential equation for the four-point correlation function, which contains one completely degenerate and three arbitrary fields [19, 20]. In Liouville field theory it allows to write down functional relation for the general three-point correlation function, which in some domain of parameters has a unique solution (see for example [21]). In TFT this procedure fails (see section 2 for details). It means that other methods should be applied. It is interesting, that the difficulty of such a type appears already at the classical level, where the problem of finding the solution to the \( \mathfrak{sl}(n) \) classical Toda equation for \( n > 2 \) with three singular points (which determines so called ”heavy” semiclassical limit of the three-point correlation function) reduces to the problem of studying Fuchsian ordinary differential equation with accessory parameters (see section 3). Accessory parameters are absent in the Liouville case (\( \mathfrak{sl}(2) \) TFT) and this is the reason why this theory is rather simpler.

This paper is the first of two papers, devoted to study the correlation functions in the \( \mathfrak{sl}(n) \) TFT, which can be found analytically (may be in terms of finite dimensional integrals). It is organized as follows: in section 1 we briefly remind some basic facts about conformal TFT and propose an analytical expression for the three-point correlation function of the exponential fields in the case, when parameters of one of the field take the special values (see Eq (1.39)). We give also several another examples of correlation
functions, which can be expressed in terms of known functions. In section 2 we present the derivation of the proposed three-point correlation function (1.39) by using the special properties of the operator algebra of degenerate fields. In sections 3 and 4 the semiclassical analysis of the theory is developed. In the section 3 we study the case, when all exponential fields in correlation function are "heavy" (i.e. have parameters proportional to the opposite coupling constant) and in the section 4 we study the case, when all exponential fields are "light" (i.e. have parameters proportional to the coupling constant). In section 5 we study the minisuperspace approach to the sl(n) TFT. We show, that in the case of light exponential fields, as well as in the minisuperspace limit, three-point correlation function can be expressed in terms of finite dimensional integrals. In both cases, semiclassical and minisuperspace asymptotic is in complete agreement with the proposed quantum results. The calculation details and useful formulae are given in the appendices.

In the second part of this paper [22] we will give more detailed description of the correlation functions in conformal TFT, which can be expressed in terms of finite dimensional Coulomb integrals.

1. Toda Field Theory

We start by recalling some basic facts and notions. The Lagrangian of the sl(n) conformal TFT has the form

\[ \mathcal{L} = \frac{1}{8\pi} (\partial_a \varphi)^2 + \mu \sum_{k=1}^{n-1} e^{b(e_k, \varphi)}, \]

(1.1)

here \( \varphi \) is the two-dimensional \((n-1)\) component scalar field \( \varphi = (\varphi_1 \ldots \varphi_{n-1}) \), \( b \) is the dimensionless coupling constant, \( \mu \) is the scale parameter called the cosmological constant and \((e_k, \varphi)\) denotes the scalar product, where vectors \( e_k \) are the simple roots of the Lie algebra \( \mathfrak{sl}(n) \) with the matrix of the scalar products \( K_{ij} = (e_i, e_j) \) (Cartan matrix)

\[ K_{ij} = \begin{pmatrix} 2 & -1 & 0 & \ldots & 0 \\ -1 & 2 & -1 & \ldots & 0 \\ 0 & -1 & \ldots & \ldots & 0 \\ \ldots & \ldots & \ldots & \ldots & \ldots \\ 0 & \ldots & -1 & 2 & -1 \\ 0 & \ldots & 0 & -1 & 2 \end{pmatrix}. \]

(1.2)

In the following we will use standard for the two-dimensional physics complex notations:

\[ z = x_1 + ix_2, \quad \bar{z} = x_1 - ix_2, \quad \partial = \frac{\partial}{\partial z}, \quad \bar{\partial} = \frac{\partial}{\partial \bar{z}} \]

(1.3)

and introduce the notation for the measure

\[ d^2z = dx_1 dx_2. \]

(1.4)

Total normalization of the Lagrangian (1.1) is chosen in such a way, that

\[ \varphi_i(z, \bar{z})\varphi_j(0, 0) = -\delta_{ij} \log |z|^2 + \ldots \quad \text{at } z \to 0. \]

(1.5)
In is useful to write TFT action explicitly in reference metric \( \hat{g}_{ab} \) on a surface

\[
A_{TFT} = \int \left( \frac{1}{8\pi} \hat{g}^{ab} (\partial_a \varphi, \partial_b \varphi) + \frac{(Q, \varphi)}{4\pi} \hat{R} + \mu \sum_{k=1}^{n-1} e^{b(e_k, \varphi)} \right) \sqrt{\hat{g}} \, d^2 x, \tag{1.6}
\]

here \( \hat{R} \) is the scalar curvature of the background metric.\(^1\) If the background charge \( Q \) is related with the parameter \( b \) as

\[
Q = \left( b + \frac{1}{b} \right) \rho, \tag{1.7}
\]

with \( \rho \) being a Weyl vector (half of the sum of all positive roots), then the theory (1.6) is conformally invariant.\(^2\) Moreover it ensures higher-spin symmetry: there are \( n - 1 \) holomorphic currents \( W^k(z) \) with the spins \( k = 2, 3, \ldots, n \), which are expressed through the field \( \varphi \) via the Miura transformation [23]

\[
\prod_{i=0}^{n-1} (q \partial + (h_{n-i}, \partial \varphi)) = \sum_{k=0}^{n} W^{n-k}(z)(q \partial)^k, \tag{1.8}
\]

where

\[
q = b + 1/b \tag{1.9}
\]

and vectors \( h_k \) are the weights of the first fundamental representation \( \pi_1 \) of the Lie algebra \( \mathfrak{sl}(n) \) with the highest weight \( \omega_1 \) (first fundamental weight)

\[
h_k = \omega_1 - e_1 - \cdots - e_{k-1}. \tag{1.10}
\]

In particular, it follows from Eq (1.8), that the currents \( W^0(z) = 1, W^1(z) = 0 \) and the current

\[
W^2(z) = T(z) = -\frac{1}{2}(\partial \varphi)^2 + (Q, \partial^2 \varphi)
\]

is the stress-energy tensor of the theory, which ensures local conformal invariance of TFT. The currents \( W^k(z) \) form closed \( \mathfrak{w}_n \) algebra, which contains as subalgebra the Virasoro algebra with the central charge

\[
c = n - 1 + 12Q^2 = (n - 1)(1 + n(n + 1)(b + b^{-1})^2). \tag{1.11}
\]

This \( \mathfrak{w}_n \) algebra represents only the chiral part of the algebra of generators of the symmetry, which governs the theory. Total algebra is a tensor product of the both holomorphic and antiholomorphic algebras \( \mathfrak{w}_n \otimes \bar{\mathfrak{w}}_n \).

Basic objects of conformal Toda field theory are the exponential fields parameterized by a \( (n - 1) \) component vector parameter \( \alpha \)

\[
V_\alpha = e^{(\alpha, \varphi)}, \tag{1.12}
\]

---

\(^1\)Bellow we consider mainly the case of sphere, in order to avoid the problem with moduli. It is useful to choose the metric \( \hat{g}_{ab} = \delta_{ab} \) everywhere except the north pole \( z = \infty \), where the curvature is located. Such a choice prescribes the asymptotic \( \varphi = -Q \log |z| + \ldots \) at \( z \to \infty \).

\(^2\)More strictly, it becomes to be invariant under the combined Weyl transformation: \( \hat{g}_{ab} \to \Omega(x) \hat{g}_{ab} \) and \( \varphi \to \varphi - Q \log \Omega(x) \).
which are the spinless primary fields. They have the simple operator product expansion (OPE) with the currents $W^k(\xi)$. Namely,

$$W^k(\xi)V_\alpha(z, \bar{z}) = \frac{w^{(k)}(\alpha)V_\alpha(z, \bar{z})}{(\xi - z)^k} + \ldots,$$  

(1.13)

here ... means the contribution of less singular terms. Similar OPE’s with antiholomorphic currents $\bar{W}^k(\bar{\xi})$ are also valid. The quantum numbers $w^{(k)}(\alpha)$ possess the symmetry under the action of the Weyl group $W'$ of the Lie algebra $\mathfrak{s}(n)$ (which is generated by reflections in the hyperplanes perpendicular to the simple roots $e_k$) [23]

$$w^{(k)}(\alpha) = w^{(k)}_s(\alpha) \equiv w^{(k)}(Q + \hat{s}(\alpha - Q)), \quad \hat{s} \in W'.$$  

(1.14)

In particular,

$$w^{(2)}(\alpha) = \Delta(\alpha) = \frac{(\alpha, 2Q - \alpha)}{2}$$  

(1.15)

is the conformal dimension of the field $V_\alpha$. Equation (1.14) suggests the idea, that the fields related via the action of the Weyl group should coincide up to a multiplicative factor. One of the important properties of TFT is that it is really true

$$V_{Q + \hat{s}(\alpha - Q)} = R_s(\alpha)V_\alpha,$$  

(1.16)

where $R_s(\alpha)$ is the reflection amplitude, which was found in [24]

$$R_s(\alpha) = A(Q + \hat{s}(\alpha - Q))/A(\alpha),$$

$$A(\alpha) = (\pi \mu \gamma(b^2))^{(\alpha - Q, \alpha)/2} \prod_{e > 0} \Gamma(1 - b(\alpha - Q, e))\Gamma(b^{-1}(\alpha - Q, e)).$$  

(1.17)

In Eq (1.17) the product goes over all positive roots.

Multipoint correlation functions of the exponential fields

$$\langle V_{\alpha_1}(z_1, \bar{z}_1) \ldots V_{\alpha_l}(z_l, \bar{z}_l) \rangle = \int [D\varphi] e^{-\mathcal{A}_{\text{TFT}} V_{\alpha_1}(z_1, \bar{z}_1) \ldots V_{\alpha_l}(z_l, \bar{z}_l)}$$  

(1.18)

are the main objects of the theory. One of the most important problems in TFT is to find these quantities. This problem is nontrivial due to the exponential interaction term in the Lagrangian (1.1). One can try naively to explore perturbation theory in cosmological constant $\mu$. However, perturbatively, correlation functions (1.18) are equal to zero unless the "on-shell" condition

$$\sum_{j=1}^l \alpha_j + b \sum_{k=1}^{n-1} s_k e_k = 2Q$$  

(1.19)

with some non-negative integers $s_k$ is satisfied. Alternatively, one can perform zero mode integration [25]. Namely, let us define a zero mode $\varphi_0$ of the field $\varphi$: $\varphi = \varphi_0 + \tilde{\varphi}$ with the condition that $\int d^2 x \tilde{\varphi} = 0$. The integral in Eq (1.18) over the zero mode $\varphi_0$ can be transformed to the Euler integral. As a result, after integration we obtain

$$\langle V_{\alpha_1}(z_1, \bar{z}_1) \ldots V_{\alpha_l}(z_l, \bar{z}_l) \rangle =$$

$$= \frac{1}{b^{n-1}} \int [D\tilde{\varphi}] e^{-S_0} \left[ \prod_{k=1}^{n-1} \Gamma(-s_k) \left( \mu \int e^{b(e_k, \tilde{\varphi})} \right)^{s_k} \right] V_{\alpha_1}(z_1, \bar{z}_1) \ldots V_{\alpha_l}(z_l, \bar{z}_l),$$  

(1.20)
with

\[ s_k = \frac{(2Q - \sum_{j=1}^{n} \alpha_j, \omega_k)}{b}. \]

Here vectors \( \omega_k \) are the fundamental weights of the Lie algebra \( \mathfrak{sl}(n)^3 \). Integration in Eq (1.20) is performed in the theory of a free massless \((n-1)\) component scalar field with the action

\[ S_0 = \frac{1}{8\pi} \int (\partial_{\alpha} \varphi)^2 d^2 x. \]

Equation (1.20) has no meaning if all numbers \( s_k \) are general. However in the resonance situation, when all numbers \( s_k \) are non-negative integers, the gamma functions in the right hand side of Eq (1.20) have simple poles in each of the variables \((2Q - \sum_{j=1}^{n} \alpha_j, \omega_k)\) for \( k = 1, \ldots, n - 1 \) and we can treat the main residue in these poles (the residue in each of these poles) as the corresponding free field integrals. Namely

\[ \langle V_{\alpha_1}(z_1, \tilde{z}_1) \ldots V_{\alpha_l}(z_l, \tilde{z}_l) \rangle = \langle (\varphi_1^{s_1} \ldots \varphi_{s_{n-1}}^{s_{n-1}}) \rangle_0, \quad (1.21) \]

here \( \langle \ldots \rangle_0 \) means average over the free massless fields. In Eq (1.21) we have introduced the notations for the so called screening charges

\[ Q_k = \int e^{b(\varphi_k, \varphi_k)} d^2 \xi, \quad k = 1, \ldots, n - 1. \quad (1.22) \]

Correlation function in the r. h. s. of Eq (1.21) can be calculated using the Wick rules in the free field theory together with integration over the position of all screening fields \( e^{b(\varphi_k, \varphi_k)} \).

Equation (1.21), which was obtained from the classical arguments, modifies in quantum case. Namely, if the screening conditions

\[ (2Q - \sum_{j=1}^{l} \alpha_j, \omega_k) = b s_k + b^{-1} \tilde{s}_k \quad (1.23) \]

are satisfied for any two sets \((s_1, \ldots, s_{n-1})\) and \((\tilde{s}_1, \ldots, \tilde{s}_{n-1})\) of non-negative integers, then the correlation function (1.18) admits a pole in each of the variable \((2Q - \sum \alpha, \omega_k)\) with the main residue being expressed in terms of free field correlation function

\[ \langle V_{\alpha_1}(z_1, \tilde{z}_1) \ldots V_{\alpha_l}(z_l, \tilde{z}_l) \rangle = \frac{(-\mu)^{s_1 + \ldots + s_{n-1}}}{s_1! \ldots s_{n-1}!} \times \]

\[ \times \langle V_{\alpha_1}(z_1, \tilde{z}_1) \ldots V_{\alpha_l}(z_l, \tilde{z}_l)(\varphi_1)^{s_1} \ldots (\varphi_{n-1})^{s_{n-1}} \rangle_0. \quad (1.24) \]

---

3They are defined as a dual basis to the simple roots \((e_i, \omega_j) = \delta_{ij} \).
In Eq (1.24) we have introduced the notation for the dual screening charges

\[ \tilde{Q}_k = \int e^{b^{-1} (e_k, \varphi_k)} d^2 \xi \]  

(1.25)

and for the dual cosmological constant

\[ \tilde{\mu} = \frac{1}{\pi \gamma (1/b^2)} (\pi \mu \gamma (b^2))^{1/b^2}. \]  

(1.26)

Operators \( Q_k \) and \( \tilde{Q}_k \) have an important property, that they commute with all generators of the both holomorphic and antiholomorphic \( W \) algebras. In this paper we will consider for simplicity the case, when all numbers \( \tilde{s}_k = 0 \). It is reasonable to suppose, that the screening condition (1.23) defines up to the Weyl transformation (1.14) all possible poles of the correlation function (1.18), as a function of the parameters \( \alpha_k \). One should emphasize, that a simple pole in the correlation function (1.18) appears if at least one screening condition (1.23) is satisfied.

Knowledge of two-point and three-point correlation functions of the primary fields \( V_\alpha \) is the first step for the calculation of the higher multipoint correlation functions of the theory. In the \( \mathfrak{sl}(2) \) case (Liouville field theory), this knowledge together with the statement, that conformal blocks are completely determined by the conformal symmetry, allows us, in principle, to compute any multipoint correlation functions in this theory [2]. In the \( \mathfrak{sl}(n) \) TFT case for \( n > 2 \) the situation is more complicated and we need more data (see for example [19]).

Two-point correlation function in TFT normalized by the condition

\[ \langle V_\alpha (z) V_{2Q-\alpha} (0) \rangle = |z|^{-4\Delta(\alpha)}. \]  

(1.27)

All other non-zero two-point correlation functions can be obtained from this correlation function by the Weyl reflection (1.16). For example

\[ \langle V_\alpha (z) V_{\alpha^*} (0) \rangle = \frac{R^{-1}(\alpha)}{|z|^{4\Delta(\alpha)}}, \]  

(1.28)

here \( R(\alpha) \) is the maximal reflection amplitude defined as

\[ R(\alpha) = \frac{A(2Q - \alpha)}{A(\alpha)} \]  

(1.29)

with \( A(\alpha) \) given by Eq (1.17) and conjugated vector parameter \( \alpha^* \) defined as

\[ (\alpha, e_k) = (\alpha^*, e_{n-k}). \]  

(1.30)

Much more complicated object – three-point correlation function has standard coordinate dependence due to the conformal invariance of the theory

\[ \langle V_{\alpha_1} (z_1, \bar{z}_1) V_{\alpha_2} (z_2, \bar{z}_2) V_{\alpha_3} (z_3, \bar{z}_3) \rangle = \frac{C(\alpha_1, \alpha_2, \alpha_3)}{|z_{12}|^{2(\Delta_1 + \Delta_2 - \Delta_3)} |z_{13}|^{2(\Delta_1 + \Delta_3 - \Delta_2)} |z_{23}|^{2(\Delta_2 + \Delta_3 - \Delta_1)}}. \]  

(1.31)
All non-trivial information about the operator algebra of the primary fields $V_k$ of the model is encoded in the constants $C(\alpha_1, \alpha_2, \alpha_3)$. According to Eq (1.21) if the parameters $\alpha_1, \alpha_2$ and $\alpha_3$ satisfy the screening condition

$$\alpha_1 + \alpha_2 + \alpha_3 + bs_1 e_1 + \cdots + bs_{n-1} e_{n-1} = 2Q,$$

function $C(\alpha_1, \alpha_2, \alpha_3)$ will have a pole in each of the variables $(2Q - \alpha_1 - \alpha_2 - \alpha_3, \omega_k)$ and we can define the main residue in these poles in terms of Coulomb integral

$$I_{A})$). Namely, the integral

$$\int \frac{d\mu}{\Gamma(s)} \frac{1}{\Gamma(n)} \gamma(-ib^2) \prod_{j>k} \gamma(b(Q - \alpha_1, h_j - h_k) - ib^2) \gamma(b(Q - \alpha_2, h_j - h_k) - ib^2),$$

with

$$I_{s_1 \ldots s_{n-1}}(\alpha_1, \alpha_2, \alpha_3) = \int \prod_{k=1}^{n-1} \prod_{l}^{s_k} \prod_{j=1}^{2b} (t_k)^{j} - 1^{2b} \prod_{l=1}^{n-2} A_{s_l s_{l+1}}(t_l, t_{l+1})$$

here $t_k^{(i)}$ is the coordinate of the $j$-th screening field $e^{b(e_k, \varphi)}$ and quantities $D_{s_k}(t_k)$ and $A_{s_l s_m}(t_l, t_m)$ for $l \neq m$ are defined as

$$D_{s_k}(t_k) = \prod_{i < j'} \left| t_k^{(i)} - t_k^{(j')} \right|^2 \quad \text{and} \quad A_{s_l s_m}(t_l, t_m) = \prod_{i=1}^{s_l} \prod_{i'=1}^{s_m} \left| t_l^{(i)} - t_m^{(i')} \right|^2.$$ (1.34)

Throughout this paper we use the notation for the measure of integration

$$d\mu_{s_k}(t_k) = \frac{1}{\pi^s} \prod_{i=1}^{s_k} t_k^{(i)}.$$ (1.35)

In the case of algebra $\text{sl}(2)$ Coulomb integral (1.33) is known also as two-dimensional generalization of Selberg integral. It can be calculated explicitly in terms of $\Gamma$-functions [26, 27, 28] (see also Refs [29, 30]). Unfortunately, it is not clear how to calculate integral $I_{s_1 \ldots s_{n-1}}(\alpha_1, \alpha_2, \alpha_3)$ for arbitrary parameters $\alpha_k$ in the case of general $n > 2$, but if one of the parameters $\alpha_k$ satisfy the special condition, for example

$$\alpha_3 = x \omega_{n-1},$$ (1.36)

then the integral (1.33) can be carried out explicitly in terms of $\Gamma$-functions (see appendix A). Namely, the integral $I_{s_1 \ldots s_{n-1}}(\alpha_1, \alpha_2, x \omega_{n-1})$ is non-zero only if $s_1 \leq s_2 \leq \cdots \leq s_{n-1}$. In order to write down an answer we define an auxiliary function

$$R_k^l = \prod_{i=1}^{l} \gamma(-ib^2) \prod_{j>k} \gamma(b(Q - \alpha_1, h_j - h_k) - ib^2) \gamma(b(Q - \alpha_2, h_j - h_k) - ib^2),$$

4In the integral (1.21) we can set using the projective invariance $z_1 = 0, z_2 = 1$ and $z_3 = \infty$. 


with
\[ \gamma(x) = \frac{\Gamma(x)}{\Gamma(1-x)}. \] (1.37)

Integral (1.33) equals in this case (one has to remember, that parameters \( \alpha_1, \alpha_2 \) and \( \kappa \) are subject to the condition \( \alpha_1 + \alpha_2 + \kappa \omega_{n-1} = 2Q - bs_1 e_1 - \cdots - bs_{n-1} e_{n-1} \))

\[
I_{s_1 \cdots s_{n-1}}(\alpha_1, \alpha_2, \kappa \omega_{n-1}) = \left[ \frac{-1}{\gamma(-b^2)} \right]^{s_1 + \cdots + s_{n-1}} \pi \prod_{j=0}^{s_{n-1}} \frac{1}{\gamma(b\kappa + j b^2)} R_1^{s_1} R_2^{s_2 - s_1} \cdots R_{n-1}^{s_{n-1} - s_{n-2}}. \] (1.38)

It is easy to check, that function

\[
C(\alpha_1, \alpha_2, \kappa \omega_{n-1}) = \pi \mu \gamma(b^2) b^{2-2b^2} \left( \sum_{i=0}^{n-1} \gamma(b \kappa + j b^2) \gamma((Q-\alpha_1, e) \gamma((Q-\alpha_2, e)) \prod_{i \neq j} (\kappa \omega_n + (\alpha_1 - Q, h_i) + (\alpha_2 - Q, h_j)) \right), \quad \] (1.39)

which was proposed in [20], satisfies the condition (1.32) at this special case. Here \( \Upsilon(x) \) is the entire selfdual function (with respect to transformation \( b \rightarrow 1/b \)), which was defined in [17] by the integral representation

\[
\log \Upsilon(x) = \int_0^\infty dt \frac{dt}{t} \left[ \left( \frac{b + b^{-1}}{2} - x \right)^2 e^{-t} - \frac{\sinh^2 \left( \frac{b + b^{-1}}{2} - x \right) t}{\sinh \frac{t}{2} \sinh \frac{b t}{2}} \right]. \] (1.40)

This function satisfies functional relations

\[
\Upsilon(x + b) = \gamma(bx) b^{1-2bx} \Upsilon(x), \quad \Upsilon(x + 1/b) = \gamma(x/b) b^{2x/b - 1} \Upsilon(x). \] (1.41)

and in fact is completely determined by them for the general real values of the parameter \( b \) up to a multiplicative constant, which is fixed by the condition

\[
\Upsilon \left( \frac{b + b^{-1}}{2} \right) = 1. \]

This function was firstly introduced by Barnes [31], as a generalization of ordinary Gamma function and in the semiclassical limit \( b \rightarrow 0 \) it has an asymptotic

\[
\frac{\Upsilon(by)}{\Upsilon(b)} \rightarrow \frac{b^{1-y}}{\Gamma(y)} \quad \text{as} \quad b \rightarrow 0. \] (1.42)

One can easily check, that the correlation function (1.39) is consistent with the reflection identification of the exponential fields (1.16). Due to the symmetry reason, formula similar to (1.39), but with \( \alpha_3 = \kappa \omega_1 \) is also valid\(^5\). Note that the condition (1.36) is crucial at

\(^5\)One has to change \( h_k \rightarrow h^*_k = -h_{n+1-k} \) in (1.39).
the general formula for the three-point correlation function is much more complicated.

One of the important sets of fields in TFT form so called completely degenerate fields \([23]\). Completely degenerate fields \(V_\alpha\) in TFT are parameterized by two highest weights \(\Omega_1\) and \(\Omega_2\) of the finite dimensional representations of the Lie algebra \(\mathfrak{sl}(n)\) and correspond to the value of the parameter \(\alpha\) (up to Weyl transformation (1.14))

\[
\alpha = -b\Omega_1 - \frac{1}{b}\Omega_2.
\]  

These fields posses an important property that in their operator product expansion with general primary field \(V_\alpha\) appear only a finite number of primary fields \(V_{\alpha'}\) with their descendant fields

\[
V_{-b\Omega_1-b^{-1}\Omega_2}V_\alpha = \sum_{s,p} C^{\alpha'}_{-b\Omega_1-b^{-1}\Omega_2,\alpha} \left[V_{\alpha'}\right],
\]  

here by square brackets we denote the contribution of the descendant fields and introduce the parameter \(\alpha'_{sp}\) as

\[
\alpha'_{sp} = \alpha - bh_{s}\Omega_1 - b^{-1}h_{p}\Omega_2.
\]  

In Eq (1.45) \(h_{s}\Omega\) are the weights of the representation \(\Omega\) and \(C^{\alpha'}_{-b\Omega_1-b^{-1}\Omega_2,\alpha}\) denotes the structure constant of the operator algebra. During this paper we will consider for simplicity the case \(\Omega_2 = 0\).

General structure constant of OPE \(C^{\alpha_3}_{\alpha_1,\alpha_2}\) defined as

\[
C^{\alpha_3}_{\alpha_1,\alpha_2} \overset{\text{def}}{=} C(\alpha_1, \alpha_2, 2Q - \alpha_3) = R(\alpha_3)C(\alpha_1, \alpha_2, \alpha_3^\ast),
\]  

where \(R(\alpha_3)\) is the maximal reflection amplitude given by Eq (1.29) and conjugated parameter \(\alpha_3^\ast\) is defined by Eq (1.30)\(^6\). Strictly speaking, structure constant with completely degenerate field defined by Eq (1.46) as

\[
C^{\alpha_3}_{-bh_{s}\Omega_1,\alpha} = C(-b\Omega_1, \alpha, 2Q - \alpha + bh_{s}\Omega_1)
\]  

will be infinite because general weight \(h_{s}\Omega_1\) of the representation \(\Omega_1\) has a form

\[
h_{s}\Omega_1 = \Omega_1 - \sum_{j=1}^{n-1} s_j e_j
\]  

with some non-negative integers \(s_j\) and hence the sum of all parameters in the three-point correlation function in the r. h. s. of Eq (1.47) satisfies the screening condition (1.19). In this case one should treat the structure constant \(C^{\alpha_3}_{-bh_{s}\Omega_1,\alpha}\) as the main residue of the corresponding three-point correlation function. This residue is given by the Coulomb integral (1.33). Namely

\[
C^{\alpha_3}_{-bh_{s}\Omega_1,\alpha} = (-\pi\mu)^{s_1+\cdots+s_{n-1}} I_{s_1\ldots s_{n-1}}(-b\Omega_1, \alpha, 2Q - \alpha + bh_{s}\Omega_1).
\]  

\(^6\)We remind, that parameters \(\alpha^\ast\) and \(2Q - \alpha\) are connected via Weyl transformation (1.29).
The complexity of these structure constants depend drastically on the multiplicities of the corresponding weights $h_s^{\Omega_1}$.

To illustrate this fact we give here some basic structure constants, which can be expressed in terms of known functions. Let us consider, for example, the case $\Omega_1 = \omega_k$ corresponding to the $k$-th fundamental representation of the Lie algebra $\mathfrak{sl}(n)$. We denote as $H_k$ the set of weights $h_s^{(k)}$ of the fundamental representation $\pi_k$ with highest weight $\omega_k$ ($h_s^{(k)} \in H_k$). Then the operator product expansion of the field $V_{-b\omega_k}$ with arbitrary field $V_\alpha$ due to Eq (1.44) has a form

$$ V_{-b\omega_k} V_\alpha = \sum_s C_{\alpha - bh_s^{(k)}, \alpha} \left[ V_{\alpha - bh_s^{(k)}} \right]. \quad (1.50) $$

To describe the structure constants $C_{\alpha - bh_s^{(k)}, \alpha}$ in this expansion we denote as $R_{s}^{k}$ the set of positive roots $e$ such that $e + h_s^{(k)} \in H_k$. Then

$$ C_{\alpha - bh_s^{(k)}, \alpha} = \left( -\frac{\pi \mu}{\gamma(-b^2)} \right)^{(\omega_k - h_s^{(k)}, \varphi)} \prod_{e \in R_{s}^{k}} \frac{\gamma(b(\alpha - Q, e))}{\gamma(1 + b^2 + b(\alpha - Q, e))}, \quad (1.51) $$

This result has been derived from the free field integral (1.49) using the same technique, which was used in appendix A to derive Eq (1.33).

Another interesting situation, when the integral (1.33) can be calculated exactly is the structure constants with degenerate field $V_{-be_0}$ ($e_0 = \sum_{k=1}^{n-1} e_k$ is the maximal root corresponding to highest weight of adjoint representation). This operator plays a role of integrable perturbation of the theory, which moves conformal TFT to the massive affine TFT. The operator product expansion of the field $V_{-be_0}$ with general primary field $V_\alpha$ has a form

$$ V_{-be_0} V_\alpha = C_{\alpha - be_0, \alpha} \left[ V_\alpha \right] + \sum_e C_{\alpha - be, \alpha} \left[ V_{\alpha - be} \right], \quad (1.52) $$

where the sum goes over all roots of $\mathfrak{sl}(n)$. The diagonal structure constant $C_{\alpha - be_0, \alpha}$ can be represented as

$$ C_{\alpha - be_0, \alpha} = \sum_{i=1}^{n} \prod_{j \neq i}^{n} \frac{\pi \mu \gamma(b(\alpha - Q, h_j - h_i))}{\gamma(-b^2) \gamma(1 + b^2 + b(\alpha - Q, h_j - h_i))} \mathcal{F}_i^{2}(\alpha), \quad (1.53) $$

where functions $\mathcal{F}_i(\alpha)$ can be expressed through the higher hypergeometric functions at unity $nF_{n-1}(1)$ as

$$ \mathcal{F}_i(\alpha) = 1 + \sum_{k=1}^{\infty} \prod_{j=1}^{n} \frac{(b(Q - \alpha, h_j - h_i) - b^2)_k}{(1 + b(Q - \alpha, h_j - h_i))_k}, \quad (1.54) $$

where

$$ (x)_k = x(x + 1)...(x + k - 1). \quad (1.55) $$

We study these structure constants in more details in forthcoming paper [22].
For the positive roots $e = h_j - h_i$ with $i > j$ the structure constant $C_{-be_0,\alpha}^{\alpha - be}$ is given by the product of $\gamma$-functions

$$C_{-be_0,\alpha}^{\alpha - be} = \left( \frac{-\pi \mu}{\gamma(-b^2)} \right)^{(n-i+j-1)} \times \prod_{k=1}^{j-1} \gamma \left( b(Q - \alpha, h_k - h_j) - b^2 \right) \prod_{k=i+1}^{n-1} \gamma \left( b(Q - \alpha, h_i - h_k) - b^2 \right).$$  (1.56)

While the structure constants for the negative roots can be expressed through the structure constants for the positive roots (1.56) as

$$C_{-be_0,\alpha}^{\alpha + be} = R^{-1}(\alpha) R(\alpha + be) C_{-be_0,\alpha'}^{\alpha' - be},$$  (1.57)

where $R(\alpha)$ is the maximal reflection amplitude (1.29) and $\alpha' = \alpha + be$.

An important point should be emphasized here. It follows from Eq (1.53), that the structure constant $C_{-be_0,\alpha}^{\alpha - be}$ is expressed in terms of higher hypergeometric functions $_{n}F_{n-1}$ at unity (1.53), while the structure constants $C_{-be_0,\alpha}^{\alpha - be}$ have more simple form and are expressed in terms of product of $\gamma$-functions (1.56). The difference between these two cases is related with the fact that field with zero weight in the adjoint representation with highest weight $e_0$ appears with multiplicity $(n - 1)$, while the weights corresponding to the roots $e$ appear with multiplicity equal to 1. The same is true for the fundamental representation with the highest weight $\omega_k$, where all weights $h_k$ of this representation also appear with multiplicity 1 and as a result the structure constants (1.51) are expressed in terms of $\gamma$-functions. We see, that the fact that some weights have multiplicity more than one makes the situation more difficult. In the $\mathfrak{sl}(2)$ case (Liouville field theory) it does not happen because all weights appear with multiplicity one.

2. Differential equation

Three-point correlation function (1.39), which was derived in section 1 by the calculation of the Coulomb integrals, can be obtained also from rather different arguments. The idea is to explore the associativity condition of the operator algebra and to use the special properties of degenerate fields. This approach was proposed in Ref [21] in order to find the structure constants in the Liouville field theory ($\mathfrak{sl}(2)$ TFT). Here we will consider in details the case of $\mathfrak{sl}(3)$ TFT, as the next step of complexity.

The chiral part of the algebra of symmetries in this case consists of two currents of the spin two and three

$$W^2(z) = T(z) = \sum_{n=-\infty}^{\infty} \frac{L_n}{z^{n+2}} \quad \text{and} \quad W^3(z) = W(z) = \sum_{n=-\infty}^{\infty} \frac{W_n}{z^{n+3}}.$$  (2.1)

$^8$This basis of currents is slightly differs from the basis defined by Miura transformation (1.8). Basis (1.8) is more convenient, because commutation relations of the $W$ algebra are bilinear. In Eq (2.1) the current $W$ is primary field with respect to Virasoro algebra and differs from the corresponding current in Eq (1.8) by adding term proportional to $T'$. 
The Laurent components $L_k$ and $W_k$ form closed $W_3$ algebra with the commutation relations
\[ [L_n, L_m] = (n - m)L_{n+m} + \frac{c}{12}(n^3 - n)\delta_{n,-m}, \quad (2.2a) \]
\[ [L_n, W_m] = (2n - m)W_{n+m}, \quad (2.2b) \]
\[ [W_n, W_m] = \frac{c}{3 \cdot 5!} (n^2 - 1)(n^2 - 4)n\delta_{n,-m} + \frac{16}{22 + 5c} (n - m)\Lambda_{n+m} + (n - m) \left( \frac{1}{15} (n + m + 2)(n + m + 3) - \frac{1}{6}(n + 2)(m + 2) \right) L_{n+m}, \quad (2.2c) \]
here
\[ \Lambda_n = \sum_{k=-\infty}^{\infty} : L_k L_{n-k} : + \frac{1}{5} x_n L_n, \]
\[ x_{2l} = (1 + l)(1 - l) \quad x_{2l+1} = (2 + l)(1 - l). \]
This algebra is not Lie algebra due to the quadratic terms in the r. h. s. of Eq (2.2c), however, as was noticed by A. Zamolodchikov [3], the Jacoby identities are satisfied.

The operator product expansions of the holomorphic currents (2.1) with the primary fields $V_\alpha$ have the form
\[
T(\xi)V_\alpha(z) = \frac{\Delta(\alpha)V_\alpha(z)}{(\xi - z)^2} + \frac{\partial V_\alpha(z)}{\xi - z} + \ldots \\
W(\xi)V_\alpha(z) = \frac{w(\alpha)V_\alpha(z)}{(\xi - z)^3} + \frac{W_{-1}V_\alpha(z)}{(\xi - z)^2} + \frac{W_{-2}V_\alpha(z)}{(\xi - z)} + \ldots
\] (2.3)
here
\[ \Delta(\alpha) = \frac{(2Q - \alpha, \alpha)}{2} \quad (2.3a) \]
is the conformal dimension and
\[ w(\alpha) = i \sqrt{\frac{48}{22 + 5c}} (\alpha - Q, h_1)(\alpha - Q, h_2)(\alpha - Q, h_3) \quad (2.3b) \]
is the quantum number associated to the $W(z)$ current. Along this section we omit sometimes (where it is not important) the $\bar{z}$ dependence of the fields $V_\alpha$. In Eq (2.3) we introduce the notations $W_{-1}V_\alpha(z)$ and $W_{-2}V_\alpha(z)$ for the $W$ descendant fields. Using Eq (2.3) one can obtain Ward identities
\[
\langle T(z)V_1(z_1) \ldots V_N(z_N) \rangle = \sum_{k=1}^{N} \left( \frac{\Delta_k}{(z - z_k)^2} + \frac{\partial_k}{z - z_k} \right) \langle V_1(z_1) \ldots V_N(z_N) \rangle, \quad (2.4a) \\
\langle W(z)V_1(z_1) \ldots V_N(z_N) \rangle = \sum_{k=1}^{N} \left( \frac{w_k}{(z - z_k)^3} + \frac{W_{-1}^{(k)}(z)}{(z - z_k)^2} + \frac{W_{-2}^{(k)}(z)}{(z - z_k)} \right) \langle V_1(z_1) \ldots V_N(z_N) \rangle. \quad (2.4b) \\
\]
Let us explain our notations. For example
\[ W_{-1}^{(k)} \langle V_1(z_1) \ldots V_N(z_N) \rangle \overset{\text{def}}{=} \langle V_1(z_1) \ldots W_{-1}V_k(z_k) \ldots V_N(z_N) \rangle. \]
One should emphasize, that contrary to the Virasoro generators operators $W_{-k}$ generally speaking do not act on correlation functions as some differential operators. This important difference explains the essential complication, which appear in the analysis of the $sl(n)$ conformal TFT for $n > 2$.

The transformation laws for the currents $T(z)$ and $W(z)$ under the holomorphic substitution $z \to f(z)$ have a form \[ T(z) \to \left(\frac{df}{dz}\right)^2 T(f) + \frac{c}{12} \{f, z\}, \quad W(z) \to \left(\frac{df}{dz}\right)^3 W(f). \tag{2.5} \]

The condition, that infinity is a regular point leads to the following asymptotic condition for the currents $T(z)$ and $W(z)$

\[ T(z) \sim \frac{1}{z^4} \quad \text{at} \quad z \to \infty \tag{2.6a} \]

and

\[ W(z) \sim \frac{1}{z^6} \quad \text{at} \quad z \to \infty. \tag{2.6b} \]

It follows from the asymptotic (2.6a) of the current $T(z)$, that correlation functions of the primary fields satisfy certain set of differential equations, which restrict their possible coordinate dependence [2]. In the particular cases of two and three points, correlation functions are completely determined by them up to a numerical factor. For the case of two-point correlation function these differential equations put the limitation on it. Namely, two-point correlation function is non-zero only if the dimensions of two fields are equal.

One can consider the asymptotic (2.6b) of the current $W(z)$ in a similar way. Applying (2.6b) to the Ward identity (2.4b), we obtain five algebraic equations, which also restrict possible form of the correlation functions. Let us illustrate, how does it work in the case of two-point correlation function. These five algebraic equations connect different correlation functions, which enter in Ward identity (2.4b). Namely, we obtain a system of equations

\[
\begin{pmatrix}
0 & 0 & 0 & 1 & 1 \\
0 & 1 & 1 & z_1 & z_2 \\
w_1 + w_2 & 2z_1 & 2z_2 & z_1^2 & z_2^2 \\
3(w_1 z_1 + w_2 z_2) & 3z_1^2 & 3z_2^2 & z_1^3 & z_2^3 \\
6(w_1 z_1^2 + w_2 z_2^2) & 4z_1^3 & 4z_2^3 & z_1^4 & z_2^4 \\
\end{pmatrix}
\begin{pmatrix}
\langle V_1(z_1) V_2(z_2) \rangle \\
\langle W_{-1} V_1(z_1) V_2(z_2) \rangle \\
\langle V_1(z_1) W_{-1} V_2(z_2) \rangle \\
\langle W_{-2} V_1(z_1) V_2(z_2) \rangle \\
\langle V_1(z_1) W_{-2} V_2(z_2) \rangle \\
\end{pmatrix} = 0. \tag{2.7}
\]

This algebraic system has a non-zero solution if the determinant of the matrix above equals to zero for any points $z_1$ and $z_2$. A simple calculation leads to

\[ \det = -(w_1 + w_2)(z_{12})^6. \tag{2.8} \]

\[ ^9 T(z) \text{ does not transform like a tensor, but is shifted by the Schwartz derivative, which is defined as } \{f, z\} = f'''/f' - 3/2(f''/f')^2, \text{ while } W(z) \text{ is really a tensor as follows from Eq (2.2b). In the case of } sl(n) \text{ algebra for } n > 3 \text{ it is also possible to choose currents } W^k(z) \text{ is such a way, that they will be primary with respect to stress-energy tensor, i. e. will transform like a tensors under the change of variables.} \]
It means that the correlation function \( \langle V_1(z_1) V_2(z_2) \rangle \) is zero unless \( w_1 = -w_2 \). As a result, we obtain the following form of the two-point correlation function

\[
\langle V_1(z_1, \bar{z}_1) V_2(z_2, \bar{z}_2) \rangle \sim \frac{\delta_{\Delta_1 \Delta_2} \delta_{w_1, -w_2}}{|z_{12}|^{4\Delta}} \tag{2.9}
\]

Omitted multiplicative constant in (2.9) depends only on the particular normalization of the fields.

To extract the information about the fusion rules it is reasonable to study completely degenerate representations of the \( \mathbf{W}_3 \) algebra (2.2). Namely, if parameters \((\Delta(\alpha), w(\alpha))\) corresponding to the field \( V_\alpha \) take one of the four values

\[
\Delta = -\frac{4b^2}{3} - 1 \quad w^2 = -\frac{2\Delta^2}{27} \frac{5b + \frac{2}{3}}{3b + \frac{2}{3}}, \tag{2.10a}
\]

\[
\Delta = -\frac{4}{3b^2} - 1 \quad w^2 = -\frac{2\Delta^2}{27} \frac{5b + \frac{5}{2}}{5b + \frac{5}{2}}, \tag{2.10b}
\]

or in terms of parameter \( \alpha \) (modulo Weyl transformation (1.14))

\[
\alpha = -b \omega_k \quad \text{or} \quad \alpha = -\frac{1}{b} \omega_k \quad \text{for} \quad k = 1, 2. \tag{2.11}
\]

Then this field exhibits three null-vectors \([32, 33, 34]\)

\[
\chi_1 = \left( W_{-1} - \frac{3w}{2\Delta} L_{-1} \right) V_\alpha = 0, \tag{2.12a}
\]

\[
\chi_2 = \left( W_{-2} - \frac{12w}{\Delta(5\Delta + 1)} L_{-1}^2 + \frac{6w(\Delta + 1)}{\Delta(5\Delta + 1)} L_{-2} \right) V_\alpha = 0, \tag{2.12b}
\]

\[
\chi_3 = \left( W_{-3} - \frac{16w}{\Delta(\Delta + 1)(5\Delta + 1)} L_{-1}^3 + \frac{12w}{\Delta(5\Delta + 1)} L_{-1} L_{-2} + \frac{3w}{2\Delta} \frac{(\Delta - 3)}{(5\Delta + 1)} L_{-3} \right) V_\alpha = 0. \tag{2.12c}
\]

The next natural step is to investigate, how equations (2.12a), (2.12b) and (2.12c) put the limitations on the three-point correlation functions, i. e. we want to define the fusion rules. Let us consider three-point correlation function \( \langle V(z) V_1(z_1) V_2(z_2) \rangle \), where field \( V(z) \) is degenerate field with parameter (2.11) and fields \( V_1(z_1) \) and \( V_2(z_2) \) are some arbitrary primary fields. In the Ward identity (2.4b) for this case participate seven functions:

\[
\langle V(z, \bar{z}) V_1(z_1, \bar{z}_1) V_2(z_2, \bar{z}_2) \rangle \tag{2.13}
\]

and also six functions, which can be obtained by the application of the operators \( W_{-1} \) and \( W_{-2} \) to the fields \( V, V_1 \) and \( V_2 \). Due to conformal invariance, the coordinate dependence of the three-point correlation function is known explicitly

\[
\langle V(z) V_1(z_1) V_2(z_2) \rangle \sim (z - z_1)^{(\Delta_2 - \Delta_1 - \Delta)} (z - z_2)^{(\Delta_1 - \Delta_2 - \Delta)} (z_1 - z_2)^{(\Delta_1 + \Delta_2 - \Delta)}. \tag{2.14}
\]
Applying equations (2.12a) and (2.12b) to Eq (2.14) we can express correlation functions \( \langle W_{-1}V(z)V_1(z_1)V_2(z_2) \rangle \) and \( \langle W_{-2}V(z)V_1(z_1)V_2(z_2) \rangle \) as

\[
\langle W_{-1}V(z)V_1(z_1)V_2(z_2) \rangle = -\frac{3w}{2\Delta} \left( \frac{\Delta + \Delta_1 - \Delta_2}{(z-z_1)} + \frac{\Delta + \Delta_2 - \Delta_1}{(z-z_2)} \right) \langle V(z)V_1(z_1)V_2(z_2) \rangle
\]

and

\[
\langle W_{-2}V(z)V_1(z_1)V_2(z_2) \rangle = \left[ \frac{12w}{\Delta(5\Delta + 1)} \left( \frac{(\Delta + \Delta_1 - \Delta_2)(\Delta + \Delta_1 - \Delta_2 + 1)}{(z-z_1)^2} \right) + \frac{2(\Delta + \Delta_1 - \Delta_2)(\Delta + \Delta_2 - \Delta_1)}{(z-z_2)^2} \right] - \frac{6w(\Delta + 1)}{\Delta(5\Delta + 1)} \left( \frac{2\Delta_1 + \Delta - \Delta_2}{(z-z_1)^2} + \frac{2\Delta_2 + \Delta - \Delta_1}{(z-z_2)^2} - \frac{(\Delta_1 + \Delta_2 - \Delta)}{(z-z_1)(z-z_2)} \right) \times \langle V(z)V_1(z_1)V_2(z_2) \rangle.
\]

(2.15a)

Similar to the case of two-point correlation function we obtain five equations, which follow from the asymptotic condition (2.6b). The determinant of the corresponding matrix should be zero for any points \( z_1 \) and \( z_2 \). It gives the equation

\[
12w(\Delta_1 - \Delta_2)^2 - 3w(\Delta + 1)(\Delta_1 + \Delta_2) + \Delta(5\Delta + 1)(w_1 + w_2) - 4w\Delta(\Delta - 1) = 0 \quad (2.16)
\]

We should take also into a account Eq (2.12c) and put \( \langle \chi_3(z)V_1(z_1)V_2(z_2) \rangle = 0 \). As a result, we obtain the second algebraic equation

\[
32w(\Delta_1 - \Delta_2)^3 - 12w(\Delta + 1)(\Delta_1^2 - \Delta_2^2) - w(15\Delta^2 - 18\Delta - 1)(\Delta_1 - \Delta_2) + \Delta(\Delta + 1)(5\Delta + 1)(w_1 - w_2) = 0 \quad (2.17)
\]

The equations (2.16) and (2.17) define the fusion rules in our model (one should fix parameters \( (\Delta_1, w_1) \) and find admissible parameters \( (\Delta_2, w_2) \) after that. If we parameterize \( (\Delta_1, w_1) = (\Delta(\alpha), w(\alpha)) \) and \( (\Delta, w) = (\Delta(-b\omega_1), w(-b\omega_1)) \), then three solutions to the equations (2.16) and (2.17) are

\[
\Delta_2 = \Delta(\alpha_1 - bh_j) \quad w_2 = -w(\alpha_1 - bh_j) \quad j = 1, 2, 3, \quad (2.18)
\]

where \( \Delta(\alpha) \) and \( w(\alpha) \) are defined by Eqs (2.3a) and (2.3b). There are analogous formulae for the other completely degenerate fields. We see, that these fusion rules coincide with those obtained in [23, 32, 34] and coincide with the fusion rules (1.50) for the Lie algebra \( \mathfrak{sl}(3) \) (see section 1).

Having such rather simple fusion rules (2.18) one can hope that the four-point correlation function, which contains completely degenerate field, will satisfy differential equation of the third order. Unfortunately, this is not the case. Consider, for example, the correlation function

\[
\langle V(z, \bar{z})V_{\alpha_1}(z_1, \bar{z}_1)V_{\alpha_2}(z_2, \bar{z}_2)V_{\alpha_3}(z_3, \bar{z}_3) \rangle. \quad (2.19)
\]

Here \( V(z) \) is the degenerate field with the parameter \( \alpha = -b\omega_1 \). Firstly, one should notice that the number of equations in this case is not enough to write down the differential
equation. Really: in this case the number of correlation functions in the Ward identity (2.4b) is nine. These nine correlation functions satisfy five projective Ward equations plus three equations (2.12a), (2.12b) and (2.12c), which arise in the case, when one of the four fields is completely degenerate. Total number of equations is eight. Hence, these equations allow us only to express all correlation functions in terms of only one correlation function, but not to write down the differential equation for this function. Therefore we need at least one more additional condition, which connects different correlation functions in Eq (2.4b) together.

Let us suppose that one of the fields \( V_\alpha_1, V_\alpha_2 \) or \( V_\alpha_3 \) in correlation function (2.19) is partially degenerate. For example we suppose, that quantum numbers \( \Delta_3 \) and \( w_3 \) of the field \( V_\alpha_3 \) satisfy the relation

\[
9w_3^2 = 2\Delta_3^2 \left( \frac{32}{22 + 5c} \left( \Delta_3 + \frac{1}{5} \right) - \frac{1}{5} \right),
\]

(2.20)

which can be written, as a condition on the vector parameter \( \alpha_3 \) (modulo Weyl transformation)

\[
\alpha_3 = x\omega_2
\]

(2.21)

with arbitrary coefficient \( x \). Corresponding field \( V_{x\omega_2} \) satisfies the null vector condition at the first level

\[
(W_{-1} - \frac{3w_3}{2\Delta_3} L_{-1}) V_{x\omega_2} = 0.
\]

(2.22)

Under this assumption, correlation function (2.19) satisfies differential equation of the third order. In order to write it explicitly, we define function \( G(x, \bar{x}) \) as

\[
\langle V(z, \bar{z}) V_{\alpha_1}(z_1, \bar{z}_1) V_{\alpha_2}(z_2, \bar{z}_2) V_{x\omega_2}(z_3, \bar{z}_3) \rangle \sim |x|^{2b(\alpha_1, h_1)} |1 - x|^{\frac{2\omega x}{|z - z_2|^2\Delta}} G(x, \bar{x}),
\]

(2.23)

with \( x \) being the projective invariant of four points \( x = \frac{z_2z_3}{z_1z_2} \) and sign \( \sim \) means that we have omitted factors independent on the coordinate \( z \). We derive from Eqs (2.12) and (2.22) that function \( G(x, \bar{x}) \) satisfies generalized Pochhammer hypergeometric differential equation of the type (3, 2)\(^{10}\)

\[
\left[ x \left( x \frac{d}{dx} + A_1 \right) \left( x \frac{d}{dx} + A_2 \right) \left( x \frac{d}{dx} + A_3 \right) - \right.
\]

\[
- \left( x \frac{d}{dx} + B_1 - 1 \right) \left( x \frac{d}{dx} + B_2 - 1 \right) x \frac{d}{dx} \right] G(x, \bar{x}) = 0
\]

(2.24)

with

\[
A_k = \frac{b\omega}{3} - \frac{2}{3}b^2 + b(\alpha_1 - Q, h_1) + b(\alpha_2 - Q, h_k),
\]

(2.25)

and

\[
B_1 = 1 + b(\alpha_1 - Q, e_1),
\]

\[
B_2 = 1 + b(\alpha_1 - Q, e_1 + e_2).
\]

(2.26)

\(^{10}\)Of course, the same differential equation with \( x \) being replaced with \( \bar{x} \) is also valid.
Three linearly independent solutions to Eq (2.24) with the diagonal monodromy around the point \( x = 0 \) have a form

\[
G_1(x) = F \left( \frac{A_1 A_2 A_3}{B_1 B_2} \bigg| x \right),
\]

(2.27a)

\[
G_2(x) = x^{1-B_1} F \left( \frac{1-B_1+A_1 1-B_1+A_2 1-B_1+A_3}{2-B_1 1-B_1+B_2} \bigg| x \right),
\]

(2.27b)

and

\[
G_3(x) = x^{1-B_2} F \left( \frac{1-B_2+A_1 1-B_2+A_2 1-B_2+A_3}{1-B_2+B_1 2-B_2} \bigg| x \right),
\]

(2.27c)

here

\[
F \left( \frac{A_1 A_2 A_3}{B_1 B_2} \bigg| x \right) = 1 + \frac{A_1 A_2 A_3}{B_1 B_2} x + \frac{A_1(A_1+1)A_2(A_2+1)A_3(A_3+1)}{B_1(B_1+1)B_2(B_2+1)} \frac{x^2}{2!} + \ldots
\]

(2.28)

is the hypergeometric function of the type \((3, 2)\).

Let us take now into account the antiholomorphic part of the correlation function (2.19). We wish our correlation function be invariant with respect to moving point \( x \) around point 0. The invariant combination \( G(x, \bar{x}) \), which defines the four-point correlation function (2.19) has a form

\[
G(x, \bar{x}) = \sum_{j=1}^{3} C_{-b h_j, \alpha_1}^{\alpha_1-b h_j} C(\alpha_1 - b h_j, \alpha_2, \alpha_2) G_j(x)G_j(\bar{x})
\]

(2.29)

with \( C_{-b h_j, \alpha_1}^{\alpha_1-b h_j} \) being the structure constants of the operator algebra. Now we should impose the condition that this correlation function remains invariant, if we move point \( x \) around points \( \infty \) and 1. Evidently, it is sufficient to provide this invariance around point \( \infty \), because contour surrounding points 1 and \( \infty \) can be transformed to contour surrounding point 0.

There is another set of solutions to the equation (2.24), which have diagonal monodromy around the point \( x = \infty \).

\[
H_1(x) = x^{-A_1} F \left( \frac{A_1 1+A_1-B_1 1+A_1-B_2}{1+A_1-A_2 1+A_1-A_3} \bigg| \frac{1}{x} \right),
\]

(2.30a)

\[
H_2(x) = x^{-A_2} F \left( \frac{1+A_2-B_1 1+A_2-B_2}{1+A_2-A_1 1+A_2-A_3} \bigg| \frac{1}{x} \right),
\]

(2.30b)

and

\[
H_3(x) = x^{-A_3} F \left( \frac{1+A_3-B_1 1+A_3-B_2}{1+A_3-A_1 1+A_3-A_2} \bigg| \frac{1}{x} \right).
\]

(2.30c)

Of course, these two bases (2.27) and (2.30) of the solutions to Eq (2.24) are linearly connected. Using Mellin-Barnes representation for the generalized hypergeometric function
one can obtain the relation between them. For example
\[
\frac{\Gamma(A_1)\Gamma(A_2)\Gamma(A_3)}{\Gamma(B_1)\Gamma(B_2)} F \left( \begin{array}{c} A_1, A_2, A_3 \\ B_1, B_2 \end{array} \middle| x \right) = \\
(-x)^{-A_1} \frac{\Gamma(A_1)\Gamma(A_2-A_1)\Gamma(A_3-A_1)}{\Gamma(B_1-A_1)\Gamma(B_2-A_1)} F \left( \begin{array}{c} A_1+1+A_1-B_1, 1+A_1-B_2 \\ 1+A_1-B_1, 1+A_1-B_3 \end{array} \middle| \frac{1}{x} \right) + \\
+ (-x)^{-A_2} \frac{\Gamma(A_2)\Gamma(A_1-A_2)\Gamma(A_3-A_2)}{\Gamma(B_1-A_2)\Gamma(B_2-A_2)} F \left( \begin{array}{c} 1+A_2-B_1, 1+A_2-B_3 \\ 1+A_2-B_1, 1+A_2-B_3 \end{array} \middle| \frac{1}{x} \right) + \\
+ (-x)^{-A_3} \frac{\Gamma(A_3)\Gamma(A_1-A_3)\Gamma(A_2-A_3)}{\Gamma(B_1-A_3)\Gamma(B_2-A_3)} F \left( \begin{array}{c} 1+A_3-B_1, 1+A_3-B_3 \\ 1+A_3-B_1, 1+A_3-B_3 \end{array} \middle| \frac{1}{x} \right). \quad (2.31)
\]

Our correlation function has to be also single valued at the point \( x = \infty \). Hence it must be represented by the diagonal bilinear form
\[
G(x, \bar{x}) = \sum_{j=1}^{3} C_{\alpha_2-bh_j, \alpha_2}^{\alpha_2-bh_j} C(\alpha_1, \alpha_2-bh_j, x) H_j(x) H_j(\bar{x}). \quad (2.32)
\]

The necessary conditions of the validity of the both s-channel (2.29) and t-channel (2.32) decompositions are
\[
\begin{align*}
C_{\alpha_2-bh_1, \alpha_1}^{\alpha_1-bh_1} C(\alpha_1-bh_1, \alpha_2, x) 
&= \prod_{k=1}^{3} \frac{\gamma(A_k)\gamma(B_1-A_k)\gamma(1-B_1+B_2)}{\gamma(B_1)\gamma(B_2)\gamma(B_1-1)}, \\
C_{\alpha_2-bh_2, \alpha_1}^{\alpha_1-bh_2} C(\alpha_1-bh_2, \alpha_2, x) 
&= \prod_{k=1}^{3} \frac{\gamma(A_k)\gamma(B_2-A_k)\gamma(1-B_2+B_1)}{\gamma(B_1)\gamma(B_2)\gamma(B_2-1)}. \\
C_{\alpha_2-bh_3, \alpha_1}^{\alpha_1-bh_3} C(\alpha_1-bh_3, \alpha_2, x) 
&= \prod_{k=1}^{3} \frac{\gamma(A_k)\gamma(B_3-A_k)\gamma(1-B_3+B_1)}{\gamma(B_1)\gamma(B_2)\gamma(B_2-1)}. 
\end{align*}
\]

Of course, functional equations similar to (2.33) with \( \alpha_1 \) being replaced by \( \alpha_2 \) are also valid.

One can expect, that differential equation similar to (2.24) will take place in the \( \mathfrak{sl}(n) \) case too\(^{11}\). The condition (2.21) undergoes natural modification
\[
\alpha_3 = x \omega_{n-1}. \quad (2.34)
\]

Let us consider correlation function
\[
\langle V_{-\omega_1}(x, \bar{x}) V_{\alpha_1}(0) V_{\alpha_2}(\infty) V_{x\omega_{n-1}}(1) \rangle = |x|^{2b(\alpha_1, h_1)} |1-x|^{2b_{n}} G(x, \bar{x}). \quad (2.35)
\]

Function \( G(x, \bar{x}) \) satisfies generalized Pochgamer hypergeometric differential equation of the type \((n, n-1)\) in each of the variables \( x \) and \( \bar{x} \)
\[
\left[ x \left( x \frac{d}{dx} + A_1 \right) \ldots \left( x \frac{d}{dx} + A_n \right) - \left( x \frac{d}{dx} + B_1 - 1 \right) \ldots \left( x \frac{d}{dx} + B_{n-1} - 1 \right) x \frac{d}{dx} \right] G(x, \bar{x}) = 0 \quad (2.36)
\]

\(^{11}\) We do not give here the strict algebraic proof of this fact for \( \mathfrak{sl}(n) \) with \( n > 3 \), but the generalization is very straightforward.
with

\[ A_k = \frac{b\zeta}{n} - \frac{(n - 1)}{n}b^2 + b(\alpha_1 - Q, h_1) + b(\alpha_2 - Q, h_k), \]  

(2.37)

and

\[ B_k = 1 + b(\alpha_1 - Q, e_1 + \cdots + e_k). \]  

(2.38)

The basis of the solutions to differential equation (2.36) with diagonal monodromy around the point \( x = 0 \) has a form

\[ G_1(x) = F\left(\frac{A_1 \ldots A_n}{B_1 \ldots B_{n-1}} x\right), \]  

(2.39a)

\[ \ldots \]

\[ G_{k+1}(x) = x^{1-B_k} F\left(\frac{1-B_k + A_1 \ldots 1-B_k + A_n}{1-B_k + B_1 \ldots 1-B_k + B_{n-1}} x\right) \]  

for \( k \geq 1, \)

(2.39b)

while the dual basis of the solutions with diagonal monodromy around the point \( x = \infty \) can by represented by the functions

\[ H_k(x) = x^{-A_k} F\left(\frac{A_1 \ldots A_n}{B_1 \ldots B_{n-1}} \frac{1}{x}\right), \]

(2.40)

where \( F\left(\frac{A_1 \ldots A_n}{B_1 \ldots B_{n-1}} x\right) \) is the hypergeometric function of the type \((n, n-1)\). Four-point correlation function (2.35) should be single valued function of the variables \( x \) and \( \bar{x} \). It means, that it should be represented simultaneously as

\[ G(x, \bar{x}) = \sum_{j=1}^{n} C_{\alpha_1 - bh_j, \alpha_1} C(\alpha_1 - bh_j, \alpha_2, \bar{x} \omega_{n-1}) G_j(x) G_j(\bar{x}) \]  

(2.41)

and as

\[ G(x, \bar{x}) = \sum_{j=1}^{n} C_{\alpha_2 - bh_j, \alpha_2} C(\alpha_1, \alpha_2 - bh_j, \bar{x} \omega_{n-1}) H_j(x) H_j(\bar{x}), \]  

(2.42)

where functions \( G_j(x) \) are given by Eqs (2.39) and functions \( H_j(x) \) are given by Eqs (2.40).

Using formula naturally generalizing Eq (2.31) for \( n > 3 \), we can connect two bases \( G_j(x) \) and \( H_j(x) \). As a result, we obtain that the condition of the validity of the both \( t- \) and \( s- \) channel decompositions (2.41) and (2.42) for the correlation function (2.35) has a form

\[ \frac{C_{\alpha_1 - bh_1, \alpha_1} C(\alpha_1 - bh_1, \alpha_2, \bar{x} \omega_{n-1})}{C_{-bh_1, \alpha_1} C(\alpha_1 - bh_1, \alpha_2, \bar{x} \omega_{n-1})} = \prod_{j=1}^{n} \gamma(A_j) \gamma(B_{k-1} - A_j) \prod_{j=k-1}^{n-1} \gamma(1 - B_j - B_{k-1}) \prod_{j=1}^{n-1} \gamma(B_j) \frac{\gamma(B_{k-1} - 1)}{\gamma(B_k - 1)}, \]  

(2.43)

where \( k = 2, \ldots, n. \)

The structure constants \( C_{\alpha_1 - bh_k, \alpha_1} \) admit the free-field representation [35]

\[ C_{\alpha_1 - bh_k, \alpha_1} = (-\mu)^{k-1} \int (V_{-bh_1}(0) V_{\alpha_1}(1) V_{2Q-\alpha_1 + bh_k}(\infty) \prod_{i=1}^{k-1} V_{\omega_i}(z_i, \bar{z}_i) ) d^2 z_i. \]  

(2.44)
The expectation value in Eq (2.44) is taken using the Wick rules in the theory of a free massless scalar field. This integral, as was pointed out in section 1, can be calculated explicitly. The answer follows from Eq (1.51)

\[
C_{b^{-1}b_1, \alpha_1} = \left( -\frac{\pi \mu}{\gamma(-b^2)} \right)^{k-1} \prod_{i=1}^{k-1} \frac{\gamma(b(\alpha_1 - Q, h_i - h_k))}{\gamma(1 + b^2 + b(\alpha_1 - Q, h_i - h_k))}.
\] (2.45)

Therefore, we obtain from Eqs (2.43) and (2.45) the system of \((n - 1)\) functional relations. There is another dual set of functional relations with parameter \(b\) being replaced with \(b^{-1}\) and cosmological constant \(\mu\) being replaced with dual cosmological constant \(\bar{\mu}\) defined by Eq (1.26). If parameter \(b^2\) real and irrational, then the solution to the both systems of equations is unique up to a multiplicative constant, which depends only on the parameter \(\pi\). It is easy to check that proposed in section 1 three-point correlation function (1.39) satisfies both of these systems of equations.

In conclusion of this section, we present the exact expression for the four-point correlation function (2.35). This correlation function can be expressed in terms of Coulomb integral

\[
\langle V_{-b\omega_1}(x, \bar{x})V_{\alpha_1}(0)V_{\omega_2}(\infty)V_{\omega_n-1}(1) \rangle =
\]

\[
= \left( \frac{b}{\pi} \right)^{n-1} \left[ \pi \mu \gamma(b^2) b^2 - 2b^2 \right] \prod_{e>0} \prod_{i,j} \frac{\gamma((Q - \alpha_1, e)) \gamma((Q - \alpha_2, e))}{\gamma\left( \frac{x + b}{n} + (\alpha_1 - Q, h_i) + (\alpha_2 - Q, h_j) - b\delta_{ij} \right)}
\]

\[
\times \left| x \right|^{2bQ} \left| 1 - x \right|^{2bQ} \int \prod_{k=1}^{n-1} d^2 t_k \left| t_k \right|^2 \left| t_k - t_{k+1} \right|^2 \left| t_{k+1} - x \right|^{-2A_1},
\] (2.46)

where \(t_n \equiv 1\), \(\alpha = -b\omega_1 + \alpha_1 + \alpha_2 + x\omega_n-1\) and parameters \(A_k\) and \(B_k\) are given by Eqs (2.37)–(2.38). This expression for the correlation function can be derived by the analytical continuation to the non-integer values of numbers \(s_k\) in Eq (1.21)\(^{12}\), which permits also to find expressions for more general correlation functions (see also \([29, 30]\)). In principle, it is possible to write down explicit expressions for the correlation functions

\[
\langle V_{-mb\omega_1}(x, \bar{x})V_{\alpha_1}(0)V_{\omega_2}(\infty)V_{\omega_n-1}(1) \rangle
\]

in terms of finite dimensional integral for \(m > 1\), but the result will have more tedious form. We plan to consider these and more general correlation functions in the forthcoming paper \([22]\).

If we consider the operator product expansion of the field \(V_{-b\omega_1}\) with the field \(V_{\omega_n-1}\) in the correlation function (2.46), we find that the coefficient before singularity \((1 - x)^{-b\omega/3}\) defines the three-point correlation function \(C(\alpha_1, \alpha_2, \omega_n - b\omega_1)\), which is given by the

\(^{12}\)It can be also proved, that integral in Eq (2.46) satisfies holomorphic (and antiholomorphic) differential equation (2.36).
expression

\[ C(\alpha_1, \alpha_2, x\omega_{n-1} - b\omega_1) = \]

\[ = \left(\frac{b}{\pi}\right)^{n-1} \left[ \pi\gamma(b^2)b^{2-2n} \right] \frac{\left(\gamma(b)\right)^{n-1} \gamma(\alpha_1) \prod_{e>0} \gamma((Q - \alpha_1, e)) \gamma((Q - \alpha_2, e))}{\prod_{i,j} \gamma\left(\frac{\alpha_i + b}{n} + (\alpha_1 - Q, h_i) + (\alpha_2 - Q, h_j) + b\delta_{ij}\right)} \times \]

\[ \times \int \prod_{k=1}^{n-1} d^2t_k |t_k|^{2(A_k-B_k)}|t_k - t_{k+1}|^{2(B_k-A_{k+1})}|t_1 - 1|^{-2A_1}. \quad (2.47) \]

where \( t_n \equiv 1 \). Integral in Eq (2.47) can be calculated in many different ways. The simplest one is to combine Eqs (2.35), (2.46) and (2.41) and express it in terms of hypergeometric functions of the type \((n, n-1)\). As a result we obtain that

\[ \int \prod_{k=1}^{n-1} d^2t_k |t_k|^{2(A_k-B_k)}|t_k - t_{k+1}|^{2(B_k-A_{k+1})}|t_1 - 1|^{-2A_1} = \pi^{n-1} \prod_{j=1}^{n-1} \frac{\gamma(B_j - A_{j+1})}{\gamma(A_1)} \times \]

\[ \times \left[ \mathcal{G}\left(\begin{array}{c} A_1 \ldots A_n \\ B_1 \ldots B_{n-1} \end{array}\right) + \sum_{k=1}^{n-1} \mathcal{G}\left(\begin{array}{c} 1-B_k+A_1 \ldots 1-B_k+A_n \\ 1-B_k+B_1 \ldots 2-B_k, \ldots 1-B_k+B_{n-1} \end{array}\right) \right], \quad (2.48) \]

where

\[ \mathcal{G}\left(\begin{array}{c} A_1 \ldots A_n \\ B_1 \ldots B_{n-1} \end{array}\right) \text{ def } \frac{\gamma(A_1) \ldots \gamma(A_n)}{\gamma(B_1) \ldots \gamma(B_{n-1})} F\left(\begin{array}{c} A_1 \ldots A_n \\ B_1 \ldots B_{n-1} \end{array} \big| 1 \right)^2. \quad (2.49) \]

As we see from the above, the four-point correlation function in \(\mathfrak{sl}(n)\) TFT, which contains completely degenerate field, satisfies differential equation, only if at least one of the other fields is special. Namely, if field \(V_{\alpha_3}\) is degenerate at the first level (parameter \(\alpha_3\) takes the special value \(\alpha_3 = x\omega_{n-1}\)), then the four-point correlation function satisfies Fuchsian differential equation of the order \(n\), which can be reduced to the generalized Pochgamer differential equation (2.36) and, hence, it can be represented by the Coulomb integral (2.46). Without such a condition, the four-point correlation function seems to be more complicated object. One can prove, that for \(n > 2\) it can not be a solution to the ordinary Fuchsian differential equation of the order \(n\) [20]. However, if the field \(V_{\alpha_3}\) is degenerate (but not completely degenerate) at the higher levels \(m_k + 1, k = 1, \ldots, n - 2\), i.e. parameter \(\alpha_3\) takes the special values

\[ \alpha_3 = x\omega_{n-1} - \sum_{k=1}^{n-2} m_k b\omega_k \quad (2.50) \]

with non-negative integers \(m_k\), then the four-point correlation function can be represented by the Coulomb integral of the finite order \(^{13}\).

\(^{13}\)We will show it for the case of \(\mathfrak{sl}(3)\) TFT in Ref [22].
3. Classical limit (heavy exponential fields)

In this section we consider the semi-classical limit \( b \to 0 \) of the conformal TFT. Let us define classical field as

\[
\phi = b \varphi.
\]

(3.1)

Its dynamics is described by the classical action

\[
S_{\text{class}} = \frac{1}{8\pi b^2} \int \left[ (\partial \phi)^2 + 8\pi \mu b^2 \sum_{k=1}^{n-1} e^{(e_k, \phi)} \right].
\]

(3.2)

In this limit the leading asymptotic of the correlation functions (saddle point asymptotic) is governed by the classical action calculated on some specific solution to the equations of motion, which follow from the action (3.2).

We will consider here the case of \( \mathfrak{sl}(3) \) TFT, as an example (\( \mathfrak{sl}(2) \) case corresponding to Liouville field theory was considered in [17]), which is already non-trivial. The main asymptotic at \( b \to 0 \) of the correlation functions \( \langle V_{\alpha_1}(z_1, \bar{z}_1) \ldots V_{\alpha_N}(z_N, \bar{z}_N) \rangle \) of heavy operators with parameters

\[
\alpha_k = \frac{\eta_k}{b}
\]

(3.3)
is given by the regularized action\(^{14}\)

\[
\langle V_{\alpha_1}(z_1, \bar{z}_1) \ldots V_{\alpha_N}(z_N, \bar{z}_N) \rangle \sim \exp \left( -S_{\text{class}}^{\text{reg}} \left[ \phi(\eta_1 \ldots \eta_N|z_1, \bar{z}_1 \ldots z_N, \bar{z}_N) \right] \right),
\]

(3.4)

here \( \phi(\eta_1 \ldots \eta_N|z_1, \bar{z}_1 \ldots z_N, \bar{z}_N) \) – real single-valued solution to the Toda equation

\[
\partial \bar{\partial} \phi = \pi \mu b^2 \left( e_1 e^{(e_1, \phi)} + e_2 e^{(e_2, \phi)} \right)
\]

(3.5a)

with the asymptotic conditions

\[
\phi = -4\rho \log |z| + \ldots \quad \text{at} \quad |z| \to \infty,
\]

(3.5b)

\[
\phi = -2\eta_j \log |z - z_j| + X_j + \ldots \quad \text{at} \quad z \to z_j.
\]

(3.5c)

In Eq (3.5c) \( X_j \) is a \( z \) independent term. The solution to the boundary problem (3.5) with positive cosmological constant \( \mu \) exists if

\[
\sum_{i=1}^{N} (\eta_i, \omega_k) - 2 > 0 \quad k = 1, 2.
\]

(3.6)

The regularized action \( S_{\text{class}}^{\text{reg}} \) on this solution can be calculated as follows [17]. By definition of the classical regularized action its differential is related with parameters \( X_j \) defined by Eq (3.5c) in a simple way

\[
dS_{\text{class}}^{\text{reg}} = -\sum_{j=1}^{N} (X_j, d\eta_j).
\]

\(^{14}\)The divergences arise from the vicinity of sources corresponding to the insertion of the operators \( V_{\alpha} \).

To obtain finite answer one should re-normalize them. See [17, 36] for the regularization prescription.
The constant of integration in Eq (3.7) can be fixed by the condition
\[ S^{reg}_{class} \sum_{(\eta_i, \omega_k)} = \sum_{i<j} (\eta_i, \eta_j) \log |z_i - z_j|^2. \] (3.8)

In the case of \( sl(3) \) TFT it is convenient to introduce the projection of the field \( \phi \) on the fundamental weights \( \omega_k, k = 1, 2 \):
\[ \Phi_k = (\phi, \omega_k). \] (3.9)

In terms of fields \( \Phi_k \) equation (3.5a) has a form
\[ \partial \bar{\partial} \Phi_1 = \pi \mu b^2 e^{2\Phi_1 - \Phi_2}, \] (3.10a)
\[ \partial \bar{\partial} \Phi_2 = \pi \mu b^2 e^{2\Phi_2 - \Phi_1}. \] (3.10b)

General solution to the system of equations (3.10) can be obtained by introducing the holomorphic currents
\[ T = (\partial \Phi_1)^2 + (\partial \Phi_2)^2 - \partial \Phi_1 \partial \Phi_2 - \partial^2 \Phi_1 - \partial^2 \Phi_2 \] (3.11)
and
\[ W = \left( \partial \Phi_1 (\partial \Phi_2)^2 + \partial \Phi_1 \partial^2 \Phi_1 - \frac{1}{2} \partial \Phi_1 \partial^2 \Phi_2 - \frac{1}{2} \partial^3 \Phi_1 \right) - \\
- \left( \partial \Phi_2 (\partial \Phi_1)^2 + \partial \Phi_2 \partial^2 \Phi_2 - \frac{1}{2} \partial \Phi_2 \partial^2 \Phi_1 - \frac{1}{2} \partial^3 \Phi_2 \right). \] (3.12)

Using Eq (3.10), one can easily verify that \( \partial T = \partial W = 0 \). In a similar way, if we change \( \partial \rightarrow \bar{\partial} \) in (3.11) and (3.12), we obtain anti-holomorphic currents \( \bar{T} \) and \( \bar{W} \). It follows from the explicit form of the currents \( T \) and \( W \), that field \( e^{-\Phi_1} \) satisfies both holomorphic and anti-holomorphic linear differential equations of the third order
\[ \left( -\partial^3 + \frac{1}{2} \partial \bar{T} + T \partial + W \right) e^{-\Phi_1} = 0, \] (3.13a)
\[ \left( -\bar{\partial}^3 + \frac{1}{2} \bar{\partial} \bar{T} + \bar{T} \bar{\partial} + \bar{W} \right) e^{-\Phi_1} = 0. \] (3.13b)

Similar equations for \( e^{-\Phi_2} \) with changed sign before \( W \) and \( \bar{W} \) are also valid\(^{16} \). Differential equations (3.13) will play an important role in the following.

From the other hand, equations (3.13a) and (3.13b), being viewed as a system of linear holomorphic and anti-holomorphic differential equations with arbitrary functions \( T(z), \bar{T}(\bar{z}), W(z) \) and \( \bar{W}(\bar{z}) \) can be used to solve the system (3.10). Namely, let \( \Psi_k = \Psi_k(z) \) are three linearly independent solutions to Eq (3.13a) and \( \tilde{\Psi}_k = \tilde{\Psi}_k(\bar{z}) \) are three linearly

\(^{15}\text{In quantum case this condition means, that correlation function } \langle V_{\alpha_1}(z_1, \bar{z}_1) \ldots V_{\alpha_N}(z_N, \bar{z}_N) \rangle \text{ is trivial in the case, then } \sum \alpha_k = 2Q. \text{ Namely, correlation function has a multiple pole under this condition with residue expressed in terms of free field correlation function without screening fields (see Eq (1.21)).} \)

\(^{16}\text{It is evident because current } T(z) \text{ is symmetric and current } W(z) \text{ is antisymmetric under the substitution } 1 \leftrightarrow 2. \)
independent solutions to Eq (3.13b). Then we can express the field $e^{-\Phi_1}$, as a bilinear combination

$$e^{-\Phi_1} = \sum_{k=1}^{3} \Psi_k \bar{\Psi}_k.$$  \hspace{1cm} (3.14)

After that we find the field $e^{-\Phi_2}$ from the equation (3.10a)

$$e^{-\Phi_2} = -\left(\pi \mu b^2\right)^{-1} \sum_{i<j=1}^{3} \left(\Psi_i \partial \Psi_j - \Psi_j \partial \Psi_i\right)(\bar{\Psi}_i \partial \bar{\Psi}_j - \bar{\Psi}_j \partial \bar{\Psi}_i).$$  \hspace{1cm} (3.15)

Second equation (3.10b) is satisfied only if

$$\mathcal{W}[\Psi_1, \Psi_2, \Psi_3] \mathcal{W}[ar{\Psi}_1, \bar{\Psi}_2, \bar{\Psi}_3] = -\left(\pi \mu b^2\right)^3,$$  \hspace{1cm} (3.16)

here $\mathcal{W}[\Psi_1, \Psi_2, \Psi_3]$ is Wronskian. Henceforth, the solution to the system (3.10) can be build up from the solutions of any pair of holomorphic and anti-holomorphic linear differential equations of the third order with the condition (3.16).

In our case, we should solve Eq (3.5a) with boundary conditions (3.5b) and (3.5c). It puts the limitations on the possible form of the currents $T(z)$ and $W(z)$. As a consequence of Eq (3.5b), the currents $T(z)$ and $W(z)$ have asymptotic at infinity

$$T(z) \sim \frac{1}{z^4} \quad W(z) \sim \frac{1}{z^6} \quad \text{at} \quad z \rightarrow \infty$$  \hspace{1cm} (3.17)

and due to (3.5c) are in fact the rational functions

$$T(z) = \sum_{k=1}^{N} \left(\frac{\delta_k}{(z - z_k)^2} + \frac{C_k}{(z - z_k)}\right),$$

$$W(z) = \sum_{k=1}^{N} \left(\frac{w_k}{(z - z_k)^3} + \frac{D_k}{(z - z_k)^2} + \frac{E_k}{(z - z_k)}\right),$$  \hspace{1cm} (3.18)

here parameters $\delta_k$ and $w_k$ are expressed in terms of vector parameters $\eta_k$ as

$$\delta_k = \frac{(\eta_k, \eta_k)}{2} - (\eta_k, \rho)$$

$$w_k = ((\eta_k, \omega_1) - (\eta_k, \omega_2)) ((\eta_k, \omega_1) - 1) ((\eta_k, \omega_2) - 1)$$  \hspace{1cm} (3.19)

and coincide up to a sign with semiclassical limit of the quantum numbers (2.3a) and (2.3b). The parameters $C_k$, $D_k$ and $E_k$ are not defined from the main asymptotic (3.5c) at $z \rightarrow z_k$, but contain information about next subleading terms. In fact, they are not linearly independent, but satisfy linear algebraic relations, which follow from the asymptotic (3.17) (analog of Ward identities (2.4a) and (2.4b) in quantum case).

First interesting case is the case of three singular points, which corresponds to the semiclassical limit of the three-point correlation function. Let us consider it in more details. In this case the number of equations, which follow from the asymptotic of the current $T(z)$,
is enough to find parameters $C_k$. Really, we have three parameters $C_1$, $C_2$ and $C_3$ and three conditions, which follow from the asymptotic of the current $T(z)$ at infinity. Unfortunately, this is not true for the asymptotic of the current $W$. In this case, we have six parameters $D_k$ and $E_k$ and only five equations, which appear from the asymptotic $W(z) \sim \frac{1}{z^6}$. Therefore one parameter remains free. Evidently, it corresponds to the possibility to add to the current $W(z)$ the term

$$\frac{1}{(z - z_1)^2(z - z_2)^2(z - z_3)^2}$$

with arbitrary coefficient. In order to emphasize this one-parameter freedom, let us fix first non-vanishing term of the asymptotic of the current $W(z)$ at infinity as

$$W(z) = \frac{1}{2z^6} \left[w_1 z_{12} z_{13} (z_{12} + z_{13}) + w_2 z_{21} z_{23} (z_{21} + z_{23}) + w_3 z_{31} z_{32} (z_{31} + z_{32}) + 2\Lambda z_{12} z_{13} z_{23}\right] + O\left(\frac{1}{z}\right). \quad (3.20)$$

The parameter $\Lambda$, which we call accessory parameter, is not known a priori. Here we arrive at the main difference with $\mathfrak{sl}(2)$ case, where the accessory parameters do not appear in the case of three singular points [37]. This difference explains at the classical level why the three-point correlation function is much more complicated object in higher Toda systems.

As we will show below, the parameter $\Lambda$ can be found, in principle, from rather different arguments, which resemble the conformal bootstrap program.

Using projective invariance of Eqs (3.13) one can rewrite them through the invariants of four points

$$x = \frac{(z - z_1)(z_2 - z_3)}{(z - z_3)(z_2 - z_1)} \quad \text{and} \quad \tilde{x} = \frac{(\bar{z} - \bar{z}_1)(\bar{z}_2 - \bar{z}_3)}{(\bar{z} - \bar{z}_3)(\bar{z}_2 - \bar{z}_1)}.$$

For example, Eq (3.13a) will have a form

$$\left(-\partial_x^3 + \frac{1}{2} \partial_x T(x) + T(x) \partial_x + W(x)\right) \Psi(x) = 0 \quad (3.21)$$

with

$$T(x) = \frac{\delta_1}{x^2} + \frac{\delta_2}{(x - 1)^2} + \frac{\delta_3 - \delta_1 - \delta_2}{x(x - 1)},$$

$$W(x) = \frac{w_1}{x^3} + \frac{w_2}{(x - 1)^3} + \frac{1}{2} (w_1 + w_2 + w_3) \left(\frac{1}{x^2} - \frac{1}{(x - 1)^2}\right) + \frac{(w_1 - w_2 + \Lambda)}{x^2(x - 1)^2}. \quad (3.22)$$

Equation (3.21) is the most general Fuchsian differential equation of the third order with three singular points 0, 1 and $\infty$ modulo ”gauge” transformation $\Psi(x) \rightarrow x^\alpha (x - 1)^\beta \Psi(x)$.

---

\^{18}One can show, that differential equation

$$\left(-\partial^3 + \frac{1}{2} \partial T + T \partial + W\right) \Psi = 0$$

is invariant under the substitution $z \rightarrow w(z)$, $\Psi(z) \rightarrow (\frac{dw}{dz})^{-1} \Psi(w)$, $T(z) \rightarrow (\frac{dw}{dz})^2 T(w) - 2\{w, z\}$ and $W(z) \rightarrow (\frac{dw}{dz})^3 W(w)$, where $\{w, z\}$ is Schwartz derivative.
The "gauge" is fixed by the condition, that term with second derivative $\partial^2 \Psi(x)$ is absent in Eq (3.21).

In order to solve the problem (3.5), one should find real single valued solution to Eqs (3.13). The last requirement is not trivial, because the general solution to Eqs (3.13) does not satisfy this property. Let $\psi_k$ be the basis of the solutions to Eq (3.13a) with diagonal monodromy around point $z = z_1$

$$\psi_k = (z - z_1)^{1+(\eta_1-\rho,h_k)} \left(1 + O(z - z_1)\right) \quad k = 1, 2, 3 \quad (3.23)$$

If we write a diagonal bilinear combination

$$e^{-\Phi_1} = \lambda_1|\psi_1|^2 + \lambda_2|\psi_2|^2 + \lambda_3|\psi_3|^2, \quad (3.24)$$

such a solution is evidently invariant if we move point $z$ around point $z_1$ (contour $C_1$ on figure 1). But we need also such an invariance around points $z_2$ and $z_3$ (contour $C_2$ and $C_3$ on figure 1 respectively). Let $\chi_k$ be the basis of the solutions to Eq (3.13a) with diagonal monodromy around point $z = z_2$

$$\chi_k = (z - z_2)^{1+(\eta_2-\rho,h_k)} \left(1 + O(z - z_2)\right) \quad k = 1, 2, 3. \quad (3.25)$$

The following formula also should be valid

$$e^{-\Phi_1} = \tilde{\lambda}_1|\chi_1|^2 + \tilde{\lambda}_2|\chi_2|^2 + \tilde{\lambda}_3|\chi_3|^2 \quad (3.26)$$

with some other constants $\tilde{\lambda}_k$. If the solution $e^{-\Phi_1}$ can be represented simultaneously as (3.24) and as (3.26) it becomes single-valued on a total sphere, because the contour surrounding point $z_3$ can be transformed to the contour surrounding points $z_1$ and $z_2$, as guaranteed by the condition (3.17). As functions $\psi_k$ and $\chi_k$ satisfy the same differential equation, they are linearly connected

$$\psi_i = M_{ij}\chi_j. \quad (3.27)$$
Entries of the matrix $M_{ij}$ are believed to be meromorphic functions of the parameters $\delta_k$, $w_k$ and the accessory parameter $\Lambda$ (for the real values of the parameters $\delta_k$, $w_k$ and $\Lambda$ matrix $M_{ij}$ is real). If we substitute relation (3.27) into Eq (3.24), we obtain unwanted cross terms like $\chi_1 \bar{\chi}_2$ destroying the property (3.26), which guarantees that solution is single-valued. So, one should set all coefficients before such terms equal to zero. As a result, we arrive to the system of equations

$$
\begin{pmatrix}
M_{11}M_{12} & M_{11}M_{13} & M_{12}M_{13} \\
M_{21}M_{22} & M_{21}M_{23} & M_{22}M_{23} \\
M_{31}M_{32} & M_{31}M_{33} & M_{32}M_{33}
\end{pmatrix}
\begin{pmatrix}
\lambda_1 \\
\lambda_2 \\
\lambda_3
\end{pmatrix} = 0.
$$

(3.28)

The determinant of the corresponding matrix should be zero

$$
\det \begin{pmatrix}
M_{11}M_{12} & M_{11}M_{13} & M_{12}M_{13} \\
M_{21}M_{22} & M_{21}M_{23} & M_{22}M_{23} \\
M_{31}M_{32} & M_{31}M_{33} & M_{32}M_{33}
\end{pmatrix} = 0.
$$

(3.29)

The condition (3.29) can be viewed as an equation on accessory parameter $\Lambda$. Each accessory parameter $\Lambda$, which solves equation (3.29) gives single-valued solution to the boundary Toda problem (3.5).

Let us try to find a solution to this equation in a special situation, which corresponds to the classical limit of three-point correlation function (1.39). Namely, we suppose that

$$
\eta_3 = \kappa \omega_2.
$$

(3.30)

In this case one can guess accessory parameter $\Lambda$, which solves equation (3.29):

$$
\Lambda = \left( \frac{\kappa}{3} - \frac{1}{2} \right) (\delta_1 - \delta_2) - \frac{1}{2} (w_1 - w_2)
$$

(3.31)

from the rather simple reasoning. The logic is the following: if the condition (3.30) is satisfied, the equations (3.13) have the same behavior near the singular points as a hypergeometric equation of the type (3, 2), but do not coincide with it if parameter $\Lambda$ is general. So, we select such special value of the parameter $\Lambda$ defined by Eq (3.31), that these equations are identical. One can easily check that the equation (3.29) is satisfied in this case. The solution to the boundary problem (3.5) can be obtained in this case in a simple way: expression for the field $e^{-\Phi_1}$ can be derived by semiclassical limit of four-point correlation function (2.46) for $n = 3$, while expression for the field $e^{-\Phi_2}$ can be obtained from Eq (3.10a). Both of them can be expressed in terms of Coulomb integrals (for simplicity we set $z_1 = 0$, $z_2 = \infty$, $z_3 = 1$ and $z = x$)

$$
e^{-\Phi_1} = c \frac{|x|^2(\eta_1, \omega_1)|x - 1|^{2-\frac{2\kappa}{3}}}{d^2 d^2 y |t - x|^{2b_1} |t - y|^{2b_2} |y - 1|^{2b_3} |t|^{2a_1} |y|^{2a_2}},
$$

$$
e^{-\Phi_2} = \tilde{c} \frac{|x|^2(\eta_1, \omega_2)|x - 1|^{2-\frac{2\kappa}{3}}}{d^2 d^2 y |t - x|^{2b_1} |t - y|^{2b_2} |y - 1|^{2b_3} |t|^{2a_1} |y|^{2a_2}},
$$

(3.32)
with

\[ a_k = -1 + \frac{\kappa}{3} + (\eta_1 - \rho, h_{k+1}) + (\eta_2 - \rho, h_k), \quad b_k = -\frac{\kappa}{3} - (\eta_1 - \rho, h_k) - (\eta_2 - \rho, h_k), \]

\[ \tilde{a}_k = -\frac{\kappa}{3} + (\eta_1 - \rho, h_{k+1}^*) + (\eta_2 - \rho, h_k^*), \quad \tilde{b}_k = -1 + \frac{\kappa}{3} - (\eta_1 - \rho, h_k^*) - (\eta_2 - \rho, h_k^*), \]

where \( h_k^* = -h_{4-k} \) and

\[ c = \frac{\mu b^2}{\pi} \frac{\prod_{k=1}^{\Delta} \Gamma(\frac{\kappa}{3} + (\eta_1 - \rho, h_k) + (\eta_2 - \rho, h_k))}{\prod_{i=1}^{3} \prod_{j=1}^{3} \Gamma(\frac{\kappa}{3} + (\eta_1 - \rho, h_i) + (\eta_2 - \rho, h_j))}^{\frac{3}{4}}, \]

\[ \tilde{c} = \frac{\mu b^2}{\pi} \frac{\prod_{k=1}^{\Delta} \Gamma(\frac{\kappa}{3} + (\eta_1 - \rho, h_k) + (\eta_2 - \rho, h_k))}{\prod_{i=1}^{3} \prod_{j=1}^{3} \Gamma(\frac{\kappa}{3} + (\eta_1 - \rho, h_i) + (\eta_2 - \rho, h_j))}^{\frac{3}{4}} \]

This solution can be also written through the hypergeometric function of the type (3.2). The regularized classical action on this solution \( S_{\text{class}}^{\text{reg}} \) can be easily found using Eqs (3.7) and (3.8) and has a form

\[ S_{\text{class}}^{\text{reg}} = ((\eta_1 + \eta_2, \rho) + \kappa - 4) \log(\pi \mu b^2) + F(\kappa) + \sum_{e>0} F((\rho - \eta_1, e)) + \sum_{e>0} F((\rho - \eta_2, e)) - \sum_{ij} F\left(\frac{\kappa}{3} + (\eta_1 - \rho, h_i) + (\eta_2 - \rho, h_i)\right) - F^2(0) \]

with

\[ F(x) = \int_{\frac{1}{2}}^{x} \log \gamma(t) dt. \]

We see that the classical limit of the proposed three-point correlation function (1.39) is in complete agreement with expression (3.35).

We have found a solution to the boundary Toda problem (3.5) and an explicit expression for the accessory parameter \( \Lambda \) in the case of five-parametric family (vector parameter \( \eta_3 \) restricted by the condition \( \eta_3 = \kappa \omega_2 \)). In general case boundary problem (3.5) is rather complicated, because it corresponds to the most general differential equation of the third order with three singular points of the Fuchsian type (by projective invariance this equation can be transformed to equation (3.21)). It is interesting to notice, that to the same type belongs differential equation for the four-point correlation function \( \langle V_{-b}(z)V_{\alpha_1}(z_1)V_{\alpha_2}(z_2)V_{\alpha_3}(z_3) \rangle \) in the Liouville field theory \[2\] (sl(2) TFT)\(^\text{19}\). It can be transformed to the differential equation (3.21) with parameters (one should take into account projective invariance)

\[ \delta_k = -\frac{2}{3} b^2 (6\Delta_L(\alpha_k) - 3 - 2b^2), \quad w_k = -\frac{2}{2l} b^2 (36\beta^2 \Delta_L(\alpha_k) - 8b^4 - 18b^2 - 9), \quad \Lambda = 0. \]

\(^{19}\)Here we use standard for the Liouville field theory (LFT) notations, which differ from those used in this paper. Namely central charge in LFT equals \( c_L = 1 + 6(b + b^{-1})^2 \) and exponential fields \( V_\alpha \) have conformal dimensions \( \Delta_L(\alpha) = \alpha(b + b^{-1} - \alpha) \). One should emphasize, that parameter \( b \) here is formal parameter, which does not goes to zero.
If we introduce auxiliary parameter $g = -b^2$, then the numbers $\delta_k$ and $w_k$ are subject the condition

$$\delta_k - \frac{3w_k}{2g} = \frac{4g^2}{9} - 1, \quad (3.38)$$

which can be parameterized in terms of vector parameter $\eta_k$, which enter in Eq (3.19), as

$$\eta_k = \lambda_k \omega_1 + (\lambda_k - 2g)\omega_2 \quad k = 1, 2, 3, \quad (3.39)$$

where $\omega_1$ and $\omega_2$ are the fundamental weights of the Lie algebra $\mathfrak{sl}(3)$ and $\lambda_k$ are auxiliary scalar parameters. Simultaneous single valued solution to equation (3.21) and to corresponding antiholomorphic equation can be written in terms of Coulomb integral [29, 30] (this solution coincides up to multiplicative constant with the field $e^{-\Phi_1}$)

$$e^{-\Phi_1} = D|x|^{2\lambda_1 - 4g/3} |x - 1|^{2\lambda_2 - 4g/3} \prod_{k=1}^2 |t_k|^{2A} |t_k - 1|^{2B} |t_k - x|^{2C} D_2(t) \, d^2 t_1 \, d^2 t_2, \quad (3.40)$$

where $D_2(t) = |t_1 - t_2|^2$ and

$$A = -\lambda_1 - C, \quad B = -\lambda_2 - C, \quad C = 1 + g - \frac{1}{2}(\lambda_1 + \lambda_2 + \lambda_3). \quad (3.41)$$

The dual solution to the differential equation (3.21) with changed sign before current $W(x)$ (this solution corresponds to the field $e^{-\Phi_2}$) has a form

$$e^{-\Phi_2} = \mathcal{D}'|x|^{2\lambda_1 - 8g/3} |x - 1|^{2\lambda_2 - 8g/3} \prod_{k=1}^2 |t_k|^{2A'} |t_k - 1|^{2B'} |t_k - x|^{2C'} D'_2(t) \, d^2 t_1 \, d^2 t_2 \quad (3.42)$$

with

$$A' = A + g, \quad B' = B + g, \quad C' = C + g, \quad g' = -g.$$ 

Functions $e^{-\Phi_1}$ and $e^{-\Phi_2}$ given by Eqs (3.40) and (3.42) define modulo numerical factors the solution to the Toda boundary problem (3.5) with three singular points 0, 1 and $\infty$ and parameters $\eta_k$ given by Eq (3.39). We do not give here explicit expressions for the numerical constants $D$ and $\mathcal{D}'$ before integrals (3.40) and (3.42) and for the action calculated on this solution, because in this paper we do not suppose to quantize it.

The results of this section show, that the boundary problem (3.5) for the $\mathfrak{sl}(3)$ Toda equation is much more complicated than the corresponding boundary problem for Liouville equation. Even in the case of three singular points one should deal with accessory parameters. Boundary problem (3.5) can be reduced to the problem to finding single valued solution to the holomorphic and antiholomorphic Fuchsian differential equations of the third order with given behavior near the singular points. We have shown that it can be reduced to the problem of finding values of accessory parameter $\Lambda$ which solves equation (3.29). We suppose, that in the domain (3.6) the solution to this equation is unique.

An interesting question how to find parameter $\Lambda$. We have found it in two different cases. First case is when one of the parameters $\eta_k$ is proportional to the fundamental weights of the Lie algebra $\mathfrak{sl}(3)$ and $\lambda_k$ are auxiliary scalar parameters. Simultaneous single valued solution to equation (3.21) and to corresponding antiholomorphic equation can be written in terms of Coulomb integral [29, 30] (this solution coincides up to multiplicative constant with the field $e^{-\Phi_1}$)
weight (for example $\eta_3 = \kappa \omega_2$). In this case accessory parameter $\Lambda$ is given by Eq (3.31). Another interesting case, which corresponds to the differential equation for the quantum field $V_\omega$ in Liouville field theory gives the value of the parameter $\Lambda = 0$. One has to notice, that in both cases the solution to Eq (3.21) is given in terms of Coulomb integrals over a plane (Eqs (3.32) and (3.40) respectively), so these solutions are evidently single valued. An important problem remains unsolved: how to find parameter $\Lambda$ in general case? It is difficult to expect, that solution to Eq (3.21) in general case can be expressed in terms of finite dimensional integral. Because of that we do not have a efficient procedure to find matrix $M_{ij}$ defined by Eq (3.27). We suppose to develop the effective numerical method to solve this problem in a future publication.

4. Classical limit (light exponential fields)

In this section we consider the semiclassical limit of $\mathfrak{sl}(3)$ TFT in the opposite case of light exponential fields $V_{\omega_k}$ with parameters

$$\alpha_k = b \eta_k. \quad (4.1)$$

The solution to the Toda equation (3.5a) with positive cosmological constant $\mu$ in this case does not exist, because the condition (3.6) does not satisfied. In order to have a solution, it is useful to perform analytical continuation $\mu \to -\mu$. The leading asymptotic behavior of correlation functions at $b \to 0$ is now governed by the solution to the Toda equation with the opposite sign in the r. h. s.

$$\partial \bar{\partial} \phi = -\pi \mu b^2 \left( e_1 \phi^{(e_1, \phi)} + e_2 \phi^{(e_2, \phi)} \right). \quad (4.2)$$

It is evident, that light exponential fields $V_{\omega_k}$ do not affect on dynamics, it means, that in this case one has to set

$$T = W = \bar{T} = \bar{W} = 0 \quad (4.3)$$

in Eqs (3.13). General solution to Eq (4.2) expressed in terms of solutions to Eqs (3.13), which in this case are the polynomials of degree 2. It is convenient to parameterize these polynomials by nine complex parameters $a_k, b_k$ and $c_k$ ($k = 1, 2, 3$) as follows

$$p_k = a_k + b_k z + \frac{c_k}{2} z^2. \quad (4.4)$$

The solution to the Toda equation (4.2) is given by

$$\phi^0(z, \bar{z}) = -\rho \log(\pi \mu b^2) + e_1 \Phi_1^0(z, \bar{z}) + e_2 \Phi_2^0(z, \bar{z}) \quad (4.5)$$

with $\rho$ being the Weyl vector and

$$\Phi_1^0(z, \bar{z}) = -\log \left( |p_1|^2 + |p_2|^2 + |p_3|^2 \right), \quad \Phi_2^0(z, \bar{z}) = -\log \left( |\tilde{p}_1|^2 + |\tilde{p}_2|^2 + |\tilde{p}_3|^2 \right), \quad (4.6)$$

where the dual polynomials $\tilde{p}_i$ are defined as

$$\tilde{p}_1 = p_2 p_3 - p_3 p_2, \quad \tilde{p}_2 = p_1 p_3 - p_3 p_1, \quad \tilde{p}_3 = p_1 p_2 - p_2 p_1. \quad (4.7)$$

Alternatively, one can consider the correlation functions with the fixed "area". See Ref [17] for details.
Due to Eq (3.16) nine complex parameters $a_k$, $b_k$ and $c_k$ are subject to the $SL(3,C)$ constraint

$$\det \begin{pmatrix} a_1 & b_1 & c_1 \\ a_2 & b_2 & c_2 \\ a_3 & b_3 & c_3 \end{pmatrix} = 1. \tag{4.8}$$

The difference with the semiclassical limit of the correlation function of "heavy" exponential fields considered in section 3 is that the saddle point now is not unique. The action is minimized on any function $\phi^0(z,\bar{z})$ defined by Eq (4.5). So, in order to obtain the semiclassical expression for the correlation function of the light operators $V_{b\eta_k}$ one should integrate over the space of all polynomials (4.4) restricted by the condition (4.8). Namely, the semiclassical limit of the $N$-point correlation function is given by the integral

$$\frac{1}{Z_0} \langle V_{b\eta_1}(z_1, \bar{z}_1) \ldots V_{b\eta_N}(z_N, \bar{z}_N) \rangle \rightarrow \int \prod_{k=1}^{N} e^{(\eta_k, \phi^0(z_k, \bar{z}_k))} d\Omega(a_k, b_k, c_k), \tag{4.9}$$

where $Z_0$ is TFT partition function and $d\Omega(a_k, b_k, c_k)$ is the $SL(3,C)$ invariant measure.

It is evident from Eq (4.6), that fields $\Phi_1^0(z,\bar{z})$, $\Phi_2^0(z,\bar{z})$ and the integral (4.9) have $SU(3)$ invariance. Hence, the integral (4.9) is just proportional to the volume of $SU(3)$. We use Iwasawa decomposition for the $SL(3,C)$ to fix the gauge. Namely, each $SL(3,C)$ matrix can be represented, as a product of $SU(3)$ matrix and uppertriangle matrix with unit determinant:

$$SL(3,C) = SU(3) \times \begin{pmatrix} \varrho & a & b \\ 0 & \nu & c \\ 0 & 0 & \tau \end{pmatrix} \tag{4.10}$$

here $a$, $b$ and $c$ are the complex numbers and $\varrho$, $\nu$ and $\tau$ are the real numbers with the condition $\varrho \nu \tau = 1$. In this gauge polynomials $p_k$ and $\tilde{p}_k$ defined by Eqs (4.4) and (4.7) will have the following form

$$p_1 = \frac{\varrho z^2}{2} + az + b, \quad p_2 = \nu z + c, \quad p_3 = \tau, \quad \tilde{p}_1 = \nu \tau, \quad \tilde{p}_2 = \tau(\varrho z + a), \quad \tilde{p}_3 = \frac{\varrho \nu z^2}{2} + c\varrho z + ac - \nu b. \tag{4.11}$$

The measure will transform to

$$d\Omega(a_k, b_k, c_k) = d\Theta \ d^2a \ d^2b \ d^2c \ \varrho^3 \ d\varrho \ \nu d\nu, \tag{4.12}$$

where $d\Theta$ is $SU(3)$ invariant measure.

In the case of three-point correlation function it is convenient to introduce the notations

$$(\eta_1, e_j) = \lambda_j; \quad (\eta_2, e_j) = \kappa_j; \quad (\eta_3, e_j) = \sigma_j; \quad j = 1, 2. \tag{4.13}$$

The semiclassical limit of three-point correlation function has a form

$$\frac{1}{Z_0} \langle V_{b\eta_1}(z_1, \bar{z}_1)V_{b\eta_2}(z_2, \bar{z}_2)V_{b\eta_3}(z_3, \bar{z}_3) \rangle \rightarrow (\pi \mu b^2)^{-\lambda_1 - \lambda_2 - \kappa_1 - \kappa_2 - \sigma_1 - \sigma_2} \times$$

$$\times J(\lambda_1, \lambda_2; \kappa_1, \kappa_2; \sigma_1, \sigma_2|z_1, \bar{z}_1, z_2, \bar{z}_2, z_3, \bar{z}_3), \tag{4.14}$$
with
\[
J(\lambda_1, \lambda_2; \kappa_1, \kappa_2; \sigma_1, \sigma_2 | z_1, \bar{z}_1, z_2, \bar{z}_2, z_3, \bar{z}_3) = \\
= \int \exp \left( \sum_{k=1}^{2} (\lambda_k \Phi_k^0(z_1, \bar{z}_1) + \kappa_k \Phi_k^0(z_2, \bar{z}_2) + \sigma_k \Phi_k^0(z_3, \bar{z}_3)) \right) d^2a \, d^2b \, d^2c \, \vartheta^3 \vartheta \, \nu \, d\nu,
\]
(4.15)

where functions \( \Phi_k^0(z) \) are given by Eq (4.6) with polynomials \( p_k \) and \( \bar{p}_k \) defined by Eqs (4.11). The coordinate dependence of the integral (4.15) is fixed by the projective invariance and we can set \( z_1 = 0, z_2 = 1 \) and \( z_3 = \infty \). More exactly we consider the limit of the integral (4.15)
\[
\mathcal{J}(\lambda_1, \lambda_2; \kappa_1, \kappa_2; \sigma_1, \sigma_2) = \lim_{z_3 \to \infty} |z_3|^4(\sigma_1 + \sigma_2) J(\lambda_1, \lambda_2; \kappa_1, \kappa_2; \sigma_1, \sigma_2 | 0, 1, z_3).
\]
(4.16)

Function \( \mathcal{J}(\lambda_1, \lambda_2; \kappa_1, \kappa_2; \sigma_1, \sigma_2) \), which defines the semiclassical limit of three-point correlation function, will be the main object of this section. For convenience, it is better to renormalize parameters \( a, b, c, \vartheta \) and \( \nu \)
\[
a \to \nu a; \quad b \to \tau b; \quad c \to \tau c, \\
\vartheta \to \tau \vartheta; \quad \nu \to \tau \nu
\]
and take into account the condition \( \tau \nu \vartheta = 1 \). Then function \( \mathcal{J}(\lambda_1, \lambda_2; \kappa_1, \kappa_2; \sigma_1, \sigma_2) \) can be represented by the eight-dimensional integral
\[
\mathcal{J}(\lambda_1, \lambda_2; \kappa_1, \kappa_2; \sigma_1, \sigma_2) = 4^{\sigma_1 + \sigma_2} \int \frac{\vartheta^{2\delta} \nu^{2\Delta}}{Z_1^{\lambda_1} Z_2^{\lambda_2} Z_3^{\kappa_1} Z_4^{\kappa_2}} \frac{d\vartheta \, d\nu}{\vartheta \, \nu} \, d^2a \, d^2b \, d^2c
\]
(4.18)

with
\[
Z_1 = 1 + |b|^2 + |c|^2, \quad Z_3 = 1 + |c + \nu|^2 + |b + \nu a + \frac{\vartheta}{2}|^2, \\
Z_2 = 1 + |a|^2 + |ac - b|^2, \quad Z_4 = 1 + \left| a + \frac{\vartheta}{\nu} \right|^2 + \frac{\vartheta^2 + c \vartheta}{\nu} + ac - b
\]
(4.18a)

and
\[
\delta = \frac{1}{3} (\lambda_1 + 2\lambda_2 + \kappa_1 + 2\kappa_2 - 2\sigma_1 - \sigma_2), \\
\Delta = \frac{1}{3} (\lambda_1 - \lambda_2 + \kappa_1 - \kappa_2 + \sigma_1 - \sigma_2).
\]
(4.18b)

After non-trivial transformations (see appendix B for details), integral (4.18) can be reduced to the three dimensional Barnes like integral
\[
\mathcal{J}(\lambda_1, \lambda_2; \kappa_1, \kappa_2; \sigma_1, \sigma_2) = 4^{\lambda_1 + \kappa_1 + \sigma_1 - \Delta} \times
\]

\[
\frac{\Gamma(\lambda_1 + \kappa_1 + \sigma_1 - \Delta - 2) \Gamma(\lambda_2 + \kappa_2 + \sigma_2 + \Delta - 2)}{\Gamma(\lambda_1) \Gamma(\lambda_2) \Gamma(\lambda_1 + \lambda_2 - 1) \Gamma(\kappa_1) \Gamma(\kappa_2) \Gamma(\kappa_1 + \kappa_2 - 1) \Gamma(\sigma_1) \Gamma(\sigma_2) \Gamma(\sigma_1 + \sigma_2 - 1)} \times
\]

\[
\frac{1}{(2\pi i)^3} \int du \, ds \, dy \, 4^{-u} \Gamma(y) \Gamma(s) \Gamma(u - s) \Gamma(\lambda_2 + \Delta - u - s) \Gamma(\sigma_1 - \sigma_2 - \Delta + y) \Gamma(\sigma_1 - \kappa_2 + \lambda_1 - \Delta - u - s) \Gamma(\kappa_1 + \kappa_2 - 1 - y) \Gamma(\kappa_1 + \lambda_1 - \Delta - 1 - y) \Gamma(\kappa_2 + \sigma_2 + \Delta - 1 - y) \Gamma(\lambda_2 - \kappa_1 + \Delta + y) \frac{\Gamma(\kappa_1 - \lambda_2 - \Delta + s) \Gamma(\kappa_2 + \Delta - \sigma_1 + s) \Gamma(u - \Delta)}{\Gamma(s + y) \Gamma(\lambda_1 + \kappa_1 + \sigma_1 - \Delta - 1 - u - s - y)},
\]
(4.19)
where the integral over variables $u$, $s$ and $y$ goes along imaginary axis. Integral (4.19) is convergent in the domain

\[
1 + (\eta_1 - \rho, h_i) + (\eta_2 - \rho, h_j) + (\eta_3 - \rho, h_k) > 0 \quad \text{if} \quad (h_i + h_j + h_k, \rho) > -1,
\]

\[
1 + (\eta_1 - \rho, h_i) + (\eta_2 - \rho, h_j) + (\eta_3 - \rho, h_k) < 0 \quad \text{if} \quad (h_i + h_j + h_k, \rho) \leq -1,
\]

where vector parameters $\eta_1$, $\eta_2$ and $\eta_3$ are related with parameters $\lambda_k$, $\kappa_k$ and $\sigma_k$ by Eq (4.13). By definition, the integral (4.9) and hence the integral (4.19) should be symmetric with respect to substitution $\lambda \rightarrow \kappa \rightarrow \sigma$ and also with respect to substitution $1 \rightarrow 2$, but these symmetries are not evident from it explicit form. We were not able to represent this integral in terms of the finite sum of the known functions. Another alternative expression for the function $\mathcal{F}(\lambda_1, \lambda_2; \kappa_1, \kappa_2; \sigma_1, \sigma_2)$ in terms of three-dimensional integral of Tricomi functions is given in the appendix B. We see, that the integral (4.19), which is semiclassical limit of the three-point correlation function, is already rather nontrivial object. Henceworth, it is difficult to expect that quantum expression will have a simple form.

Integral in Eq (4.19) simplifies drastically if one of the parameters $\lambda_k$, $\kappa_k$ or $\sigma_k$ equals to zero. For example, let us consider the limit $\sigma_1 \rightarrow 0$. We see, that due to the factor $\Gamma(s)\Gamma(u)\Gamma(\sigma_1 - u - s)$ in the integrand in (4.19) in this case integral (4.19) develops a pole, when we pinch points $u$ and $s$ near the point $u = s = 0$. This pole cancels with a zero coming from function $\Gamma(\sigma_1)^{-1}$ in the prefactor of (4.19) and remaining integral over the variable $y$ can be performed using the first Barnes lemma (D.6). As a result we obtain a simple expression for the function (4.19)

\[
\mathcal{F}(\lambda_1, \lambda_2; \kappa_1, \kappa_2; 0, \sigma_2) = 4 \frac{\Theta^{(s_2) + (\eta_1 + \eta_2, \rho)} \times \prod \Theta_{ij} \times \Gamma(\sigma_2) \prod \Gamma(1 + (\eta_1 - \rho, e))\Gamma(1 + (\eta_2 - \rho, e))}{(\xi \sigma_1 - \lambda_1 - \lambda_2)\Gamma(1 + (\eta_1 - \rho, e))\Gamma(1 + (\eta_2 - \rho, e)),}
\]

where vectors $\eta_k$ are given by Eq (4.13) and

\[
\Theta_{ij} = \begin{cases} 
\Gamma(\frac{s}{2} + (\eta_1 - \rho, h_i) + (\eta_2 - \rho, h_j)) & \text{if} \quad (h_i + h_j, \rho) > -1 \\
\Gamma(1 - \frac{s}{2} - (\eta_1 - \rho, h_i) - (\eta_2 - \rho, h_j)) & \text{if} \quad (h_i + h_j, \rho) \leq -1 
\end{cases}
\]

The result (4.21) agrees with the corresponding limit of the three-point correlation function (1.39), where $\alpha_1 = b_1 \eta_1$, $\alpha_2 = b_2 \eta_2$ and $\alpha = b \sigma_2$. If all vectors $\eta_k$ are general, the integral (4.19) is much more involved object and we plan to study its analytical properties in a future publication.

Another interesting point, where the integral (4.19) can be calculated exactly, is defined by the condition $\sigma_1 = -m$ with integer $m$, i.e. $\eta_3 = \sigma_2 \omega_2 - m \omega_1$. In this case function (4.19) can be given by triple finite sum, which in general contains

\[
N(m) = \frac{(m + 1)(m + 2)(m + 3)}{6}
\]

\[22\text{In quantum case field } V, \text{ with parameter } \alpha = \sigma_2 \omega_2 - m \omega_1 \text{ is partially degenerate (it has a null-vector at the level } m + 1). \text{ The three-point correlation function with such a field can be expressed in terms of finite dimensional Coulomb integral, as it will be shown in Ref [22], and generalizes the answer (2.47) for the case of Lie algebra } \mathfrak{sl}(3).\]
From the quantum point of view, it means, that correlation function restricted by the conditions i.e. \( \eta \). Namely, if parameters \( \kappa \) of the parameters \( J \) field will have parameter \( \sigma \) we substitute \( \lambda \) residues of three-point correlation function. At semiclassical level it means, that one should 1, it is reasonable to study the structure constants of OPE, which are defined as the main terms and has a form

\[
\mathcal{J}(\lambda_1, \lambda_2; \kappa_1, \kappa_2; -m, \sigma_2) = 4^{\lambda_1+\kappa_1-\Delta} \Gamma(\lambda_1 + \kappa_1 - 2 - m - \Delta) \Gamma(-m - \Delta) \Gamma(\lambda_1 - \kappa_2 - m - \Delta) \\
\times \Gamma(\kappa_1 - \lambda_2 - m - \Delta) \Gamma(\lambda_2 + \kappa_2 + \Delta - 1) \\
\times \frac{\Gamma(\lambda_1 - (m + 1) - \Delta) \Gamma(\kappa_1 - (m + 1) - \Delta) \Gamma(\lambda_2 + \Delta) \Gamma(\kappa_2 + \Delta)}{\Gamma(\lambda_1) \Gamma(\lambda_2) \Gamma(\kappa_1) \Gamma(\kappa_2) \Gamma(\sigma_2) \Gamma(\lambda_1 + \lambda_2 - 1) \Gamma(\kappa_1 + \kappa_2 - 1)} \\
\sum_{s_1, s_2, s_3 = 0}^{m} (-4)^{-s_2-s_3} (-m)_{s_1+s_2+s_3} (\Delta - m)_{s_1+s_2+s_3} (1 - \Delta - m - \sigma_2 + s_1 + s_2 + s_3)_{s_1+s_2+s_3} \\
\times (\lambda_1 - \kappa_2 - m - \Delta)_{m-s_1-s_3} (\kappa_1 - \lambda_2 - m - \Delta)_{m-s_1-s_2} (\lambda_1 - (m + 1) - \Delta)_{s_3} (\kappa_1 - (m + 1) - \Delta)_{s_2} \\
(\lambda_2 + \Delta)_{m-s_3} (\kappa_2 + \Delta)_{m-s_2} (\sigma_2 - (m + 1))_{s_2+s_3} (3 - \Delta - \sigma_2 - \lambda_2 - \kappa_2)_{m-s_2-s_3} \tag{4.23} \]

where

\[
(x)_k = x(x + 1) \ldots (x + k - 1)
\]

and \( \Delta \) is defined by Eq (4.18b) with \( \sigma_1 = -m \).

It is interesting to consider Eq (4.23) in the limit \( \sigma_2 \to -n \) (corresponding quantum field will have parameter \( \alpha = -mb\omega_1 - nb\omega_2 \) and will be completely degenerate). If we substitute \( \sigma_2 = -n \) in Eq (4.23), then for general parameters \( \lambda_k \) and \( \kappa_k \) function \( \mathcal{J}(\lambda_1, \lambda_2; \kappa_1, \kappa_2; -m, -n) \) will be zero due to the factor \( 1/\Gamma(\sigma_2) \). This represents the fact, that the quantum three-point correlation function \( C(-mb\omega_1 - nb\omega_2, \alpha_1, \alpha_2) \) (where \( \alpha_k = b\eta_k \) with completely degenerate field and two arbitrary fields equals to zero. However, if one tunes the parameter \( \alpha_2 \) for the fixed value of the parameter \( \alpha_1 \) in a special way (there are only finite number of such possibilities), then this correlation function will be infinite, namely, it will have a double pole in this limit. In this case, as was explained in section 1, it is reasonable to study the structure constants of OPE, which are defined as the main residues of three-point correlation function. At semiclassical level it means, that one should fix parameters \( \lambda_1 \) and \( \lambda_2 \) and for given value of the parameter \( \sigma_1 = -m \) find such values of the parameters \( \kappa_1 \) and \( \kappa_2 \), that function (4.23) has a double pole in the limit \( \sigma_2 \to -n \). Namely, if parameters \( \kappa_1 \) and \( \kappa_2 \) approach to the values

\[
\kappa_1 = \lambda_2 - n + 2l - k; \quad \kappa_2 = \lambda_1 - m + 2k - l, \tag{4.24}\]

i.e. \( \eta_2 \to \eta_1^n - n\omega_1 - m\omega_2 + le_1 + ke_2 \), then the double pole appears for integer \( k \) and \( l \) restricted by the conditions

\[
k \geq 0; \quad l \leq m + n; \quad l \geq k - m. \tag{4.25}\]

From the quantum point of view, it means, that correlation function

\[
C(-mb\omega_1 - (nb + \epsilon)\omega_2, \alpha_1, \alpha_1^n - nb\omega_1 - mb\omega_2 + le_1 + ke_2) \sim \frac{1}{\epsilon^2} \tag{4.26}\]

becomes infinite in the limit \( \epsilon \to 0 \). It follows from the fact, that this correlation function coincides up to Weyl transformation with correlation function

\[
C(-mb\omega_1 - (nb + \epsilon)\omega_2, \alpha_1, \alpha_1^n - b\eta_{mn}^{kl}) = \\
= R^{-1}(\alpha_1 - b\eta_{mn}^{kl})C(-mb\omega_1 - (nb + \epsilon)\omega_2, \alpha_1, 2Q - \alpha_1 + b\eta_{mn}^{kl}), \tag{4.27}\]
where
\[ h_{mn}^{kl} = m \omega_1 + n \omega_2 - ke_1 - le_2, \quad \tilde{h}_{mn}^{kl} = m \omega_2 + n \omega_1 - ke_2 - le_1 \] (4.28)
and \( R(\alpha) \) is the maximal reflection amplitude defined by Eq (1.29). Correlation function
in the r. h. s. of Eq (4.27) has a double pole, because the sum of all parameters satisfies
the screening condition in the limit \( \epsilon \to 0 \)
\[ -mb\omega_1 - nb\omega_2 + \alpha_1 + 2Q - \alpha_1 + bh_{mn}^{kl} = 2Q - kbe_1 - lbe_2. \] (4.29)
The main residue in this pole should be associated with structure constant
\[ C(-mb\omega_1 - (nb + \epsilon)\omega_2, \alpha_1, 2Q - \alpha_1 + bh_{mn}^{kl}) = \frac{1}{\epsilon^2} C_{-mb\omega_1 - nb\omega_2, \alpha_1}. \] (4.30)
So, in this case it is reasonable to consider the semiclassical limit of this structure constant.
Maximal reflection amplitude \( R(bn) \), which due to Eq (1.28) coincides with inverse two-point
correlation function, has the following semiclassical limit (here \( \eta = \kappa_1 \omega_1 + \kappa_2 \omega_2 \))
\[ Z_0 R(bn) \xrightarrow{b \to 0} \left( \frac{\pi m b^2}{2} \right)^{2 \kappa_1 + 2 \kappa_2} \frac{(\kappa_1 - 1)(\kappa_2 - 1)(\kappa_1 + \kappa_2 - 2).} \] (4.31)
Semiclassical limit of the structure constant (4.30) can be obtained by multiplying Eqs
(4.23) and (4.31), substituting (4.24), taking the limit \( \sigma_2 \to -n \) and finding the main
residue in this limit (one should take also into account the factor \( (\pi m b^2)^{-\lambda_1 - \lambda_2 - \kappa_1 - \kappa_2 - \sigma_1 - \sigma_2} \)
in Eq (4.14), which relates function (4.21) with the semiclassical limit of the three-point
correlation function). We see from Eqs (4.14), (4.27) and (4.31), that the structure constant
defined by Eq (4.30) has a smooth semiclassical limit independent on partition function
\( Z_0 \). If we parameterize \( \alpha = b \lambda_1 \omega_1 + b \lambda_2 \omega_2 \), then the semiclassical limit of the structure constant \( C_{-mb\omega_1 - nb\omega_2, \alpha} \) defined by the relation
\[ C_{-mb\omega_1 - nb\omega_2, \alpha} \xrightarrow{b \to 0} C_{mn}^{kl}(\lambda_1, \lambda_2) \] (4.32)
can be written in a form
\[ C_{mn}^{kl}(\lambda_1, \lambda_2) = \frac{(\pi m b^2)^{k+l}}{2} \frac{m! n!}{\Gamma(\lambda_1)\Gamma(\lambda_2)\Gamma(\lambda_1 + \lambda_2 - 1)} \times \] \[ \times \frac{\Sigma_{m,n}^{kl}(\lambda_1, \lambda_2)}{\Gamma(\lambda_1 - m + 2k - l - 1)\Gamma(\lambda_2 - n + 2l - k - 1)\Gamma(\lambda_1 + \lambda_2 - m - n + k + l - 2)} \] (4.33)
with function \( \Sigma_{m,n}^{kl}(\lambda_1, \lambda_2) \) defined as
\[ \Sigma_{m,n}^{kl}(\lambda_1, \lambda_2) = \frac{(-1)^{k_2 l - k_1 m}}{m! k! (m + l - k)! (m + n - l)!} \Gamma(\lambda_1 - m + k)\Gamma(\lambda_2 + l - k) \times \] \[ \times \Gamma(\lambda_1 + \lambda_2 - m + k - 1)\Gamma(\lambda_1 - m + k - l - 1)\Gamma(\lambda_2 - m - n + l - 1)\Gamma(\lambda_1 + \lambda_2 - m - n + l - 2) \times \] \[ \times \sum_{s_1, s_2, s_3 = 0}^{m} \frac{(4 - s_1 - s_2 - s_3)}{s_1! s_2! s_3!} (1 - l + k - m + s_1 + s_2 + s_3) (k - l - m) s_1 + s_2 + s_3 (-k) s_1 - s_2 \times \] \[ \times (-m) s_1 + s_2 + s_3 (l - m - n) s_1 - s_2 (l - m - n) s_2 + s_3 (\lambda_1 + k - m - l - 1) s_3 (\lambda_2 + l - m - n - 1) s_2 \times \] \[ \times (\lambda_1 - m + k) m - s_2 (\lambda_2 + l - k) m - s_2 (3 - k + m - l - \lambda_1 - \lambda_2) m - s_2 - s_3 \] (4.34)
Figure 2: Fusion rules for the completely degenerate field specified by the highest weight $\Omega = m\omega_1 + n\omega_2$ with $(m, n) = (7, 3)$. Each point corresponds to admissible pair $(k, l)$ in Eq (4.33). Points on the boundary correspond to the weights $h_{kl}^{m,n}$ with multiplicity one, points on the next layer boundary (which are shown by circles) correspond to the weights $h_{kl}^{m,n}$ with multiplicity two, points, shown by crosses, correspond to multiplicity three and points, shown by stars (hexagon is degenerate into triangle), correspond to multiplicity four. Total number of points (including multiplicities) coincides with dimension of the representation $(7, 3): (m + 1)(n + 1)(m + n + 2)/2 = 192$.

From the explicit form of the function $\Sigma_{m,n}^{k,l}(\lambda_1, \lambda_2)$ it can be shown, that it is non-zero only if numbers $k$ and $l$, besides inequalities (4.25), are restricted by the conditions\(^{23}\)

$$l \geq 0, \quad k \leq m + n, \quad k \geq l - n. \quad (4.35)$$

It is convenient to picture admissible pairs $(k, l)$ (they are defined by the conditions (4.25) and (4.35)), as a set of points on a plane. Namely, function (4.33) is non-zero only if points $(k, l)$ lay inside of a hexagon

$$k \geq 0; \quad l \geq 0; \quad m + n \geq k; \quad m + n \geq l; \quad n + k \geq l; \quad m + l \geq k. \quad (4.36)$$

An example of fusion rules for the completely degenerate field specified by the highest weight $\Omega = m\omega_1 + n\omega_2$ with $(m, n) = (7, 3)$ is shown on a fig. 2. We note also, that these fusion rules coincide exactly with quantum fusion rules, which were defined in section 1.

The sum in (4.34) can be reduced to a simple product for all points $(k, l)$, which have multiplicity one (i. e. for points on the boundary of the hexagon). It follows from the fact,\(^{23}\)These conditions follow also evidently from the functional relations (4.37) (see below).
that function $\Sigma_{mn}^{kl}(\lambda_1, \lambda_2)$ satisfies remarkable functional relations\textsuperscript{24}. Namely,

$$\Sigma_{m,n}^{k,l}(\lambda_1, \lambda_2) = \Sigma_{n,m}^{l,k}(\lambda_2, \lambda_1) = (-1)^{m-k}\Sigma_{k,m+n-k}^{m+l-k}(\lambda_1 + k - m, \lambda_2) = \Sigma_{m+l-k,n+k-l}^{l,k}(\lambda_1 - l + k, \lambda_2 - k + l).$$

(4.37)

In quantum case the structure constant, which corresponds to the weight $h_{mn}^{kl}$ with multiplicity 1, as was noticed in section 1, can be represented as a product of $I$ where integral $(4.27)$ for completely degenerate field can be reduced to the $4 (\hbar - 1)$-dimensional Coulomb integral \[22\]. For $\hbar = 1$ this correlation function can be given, as a product of $\gamma$-functions. Using functional relations (4.37) it can be shown, that the number of terms in the sum (4.34) can be reduced to the minimum of numbers

$$N(m), N(n), N(k), N(l), N(m+n-k), N(m+n-l), N(m+l-k), N(n+k-l),$$

(4.38)

where $N(m)$ is given by Eq (4.22). It is evident from the figure 2 that this number depends only on the multiplicity $\hbar$ of the corresponding weight $h_{mn}^{kl}$ of the representation with highest weight $m\omega_1 + n\omega_2$. In quantum case expression for the structure constant (4.27) for completely degenerate field can be reduced to the $4(\hbar - 1)$-dimensional Coulomb integral \[22\]. For $\hbar = 1$ this correlation function can be given, as a product of $\gamma$-functions. For $\hbar = 2$ it can be expressed in terms of hypergeometric function of the type (3, 2) at unity, while for $\hbar > 2$ it has more complicated structure. This fact clarifies the statement, which was done in section 1, that the complexity of the structure constant depends drastically on the multiplicity of the corresponding weight.

We note also, that due to Eq (1.49) structure constant (4.30) coinsides up to multiplicative factor with Coulomb integral

$$C_{-mb\omega_1 - nb\omega_2, \alpha}^{\alpha - bh_{mn}^{kl}} = (-\pi\mu)^{k+l}I_{k,l}(-mb\omega_1 - nb\omega_2, \alpha, 2Q - \alpha + mb\omega_1 + nb\omega_2 - kbe_1 - lbe_2),$$

(4.39)

where integral $I_{k,l}(-mb\omega_1 - nb\omega_2, \alpha, 2Q - \alpha + mb\omega_1 + nb\omega_2 - kbe_1 - lbe_2)$ is defined by Eq (1.33) for the case $n = 3$, which is studied in details in appendix C. Using the notations of the appendix C this integral equals

$$I_{k,l}(-mb\omega_1 - nb\omega_2, \alpha, 2Q - \alpha + mb\omega_1 + nb\omega_2 - kbe_1 - lbe_2) = -$$

$$= \frac{k!!}{\pi^{k+l}} \mathcal{I}_{kl}(-b^2\lambda_1, -b^2\lambda_2, -mb^2, -nb^2),$$

(4.40)

where the integral $\mathcal{I}_{kl}(-b^2\lambda_1, -b^2\lambda_2, -mb^2, -nb^2)$ is given by Eq (C.1). Using asymptotic (C.5) for this integral, we can obtain additional representation for the semiclassical limit of the structure constant (4.30).

Let us say few words about the semiclassical limit of general $\mathfrak{sl}(n)$ TFT. This limit is governed by the classical equation\textsuperscript{25}

$$\partial\partial\phi + \sum_{k=1}^{n-1} e_k e^{(e_k, \phi)} = 0.$$
One can show, that as consequence of Eq (4.41), field $e^{-(\omega_1, \phi)}$ satisfies holomorphic and antiholomorphic differential equations of the order $n$

$$(-\partial^n + \bar{\partial}^{n-2} + \ldots)e^{-(\omega_1, \phi)} = 0$$

$$(-\bar{\partial}^n + \partial^{n-2} + \ldots)e^{-(\omega_1, \phi)} = 0$$

(4.42)

where by ... denotes terms with derivatives of the smaller order. As a consequence of Eq (4.42) field $e^{-\Phi_1}$ can be presented as a bilinear combination of the holomorphic and antiholomorphic solutions to (4.42)

$$e^{-(\omega_1, \phi)} = \sum_{k=1}^{n} \Psi_k \bar{\Psi}_k.$$  

(4.43)

It follows from Eq (4.41) that fields $e^{-(\omega_k, \phi)}$ with $k \neq 1$ have a form

$$e^{-(\omega_k, \phi)} = \sum_{j_1 < j_2 < \ldots < j_k} \begin{vmatrix} \Psi_{j_1} & \Psi_{j_2} & \ldots & \Psi_{j_k} \\
\partial \Psi_{j_1} & \partial \Psi_{j_2} & \ldots & \partial \Psi_{j_k} \\
\ldots & \ldots & \ldots & \ldots \\
\partial^{k-1} \Psi_{j_1} & \partial^{k-1} \Psi_{j_2} & \ldots & \partial^{k-1} \Psi_{j_k} \end{vmatrix}$$

\begin{vmatrix} \bar{\Psi}_{\bar{j}_1} & \bar{\Psi}_{\bar{j}_2} & \ldots & \bar{\Psi}_{\bar{j}_k} \\
\bar{\partial} \bar{\Psi}_{\bar{j}_1} & \bar{\partial} \bar{\Psi}_{\bar{j}_2} & \ldots & \bar{\partial} \bar{\Psi}_{\bar{j}_k} \\
\ldots & \ldots & \ldots & \ldots \\
\bar{\partial}^{k-1} \bar{\Psi}_{\bar{j}_1} & \bar{\partial}^{k-1} \bar{\Psi}_{\bar{j}_2} & \ldots & \bar{\partial}^{k-1} \bar{\Psi}_{\bar{j}_k} \end{vmatrix} \label{4.44}

The consistency condition is that the product of Wronskians of holomorphic and antiholomorphic solutions equals to unity

$$W[\Psi_1, \ldots, \Psi_n]W[\bar{\Psi}_1, \ldots, \bar{\Psi}_n] = 1.$$  

(4.45)

In the case of light exponentials, all currents in Eq (4.42) are equal to zero. In this case functions $\Psi_k$ will be the polynomial of degree $n - 1$

$$\Psi_k = a_k^{(1)} + a_k^{(2)} z + \frac{a_k^{(3)} z^2}{2} + \ldots + \frac{a_k^{(n)} z^{n-1}}{n-1}. \label{4.46}$$

The condition (4.45) transforms to $SL(n, C)$ constraint for the matrix $a_k^{(j)}$

$$\det \begin{pmatrix} a_1^{(1)} & a_1^{(2)} & \ldots & a_1^{(n)} \\
a_2^{(1)} & a_2^{(2)} & \ldots & a_2^{(n)} \\
\ldots & \ldots & \ldots & \ldots \\
a_n^{(1)} & a_n^{(2)} & \ldots & a_n^{(n)} \end{pmatrix} = 1 \label{4.47}$$

Semiclassical limit of the correlation function of the light exponentials described by the integral

$$\frac{1}{Z_0} \langle V_{b_1}(z_1, \bar{z}_1) \ldots V_{b_N}(z_N, \bar{z}_N) \rangle \rightarrow \int \prod_{k=1}^{N} e^{\eta_k \phi(z_k, \bar{z}_k)} d\Omega(a_k^{(j)}), \quad \text{4.48}$$

here $d\Omega(a_k^{(j)})$ is $SL(n, C)$ invariant measure. We suppose to consider semiclassical calculations, which were done here, for $n > 3$ in other publication.
5. Minisuperspace limit

It is interesting to consider another limit of $\mathfrak{sl}(n)$ TFT at $b \to 0$. In this limit in the Hamiltonian picture, associated with radial quantization\textsuperscript{26}, we take into account only the zero mode dynamics (minisuperspace approach). In this approximation the state created by the operator $V_{Q+iP_j}$ corresponds to the wave function

$$V_{Q+iP_j} \rightarrow \Psi_{P_j}^{(n)}(x),$$

where $x$ is a zero mode of the field $\varphi$. The function $\Psi_{P_j}^{(n)}(x)$ ($\mathfrak{sl}(n)$ Whittaker function) satisfies Scrodinger equation

$$\left( -\nabla_x^2 + 2\pi \mu \sum_{i=1}^{n-1} e^{b(e_i x)} \right) \Psi_{P_j}^{(n)}(x) = P^2 \Psi_{P_j}^{(n)}(x), \quad (5.1)$$

and in the region $(e_i, x) < 0$ (Weyl chamber) possesses the asymptotic

$$\Psi_{P_j}^{(n)}(x) \sim \exp(i(P, x)) + \sum_{\hat{s} \in \mathcal{W}} S_{\hat{s}}(P) \exp(i(\hat{s}(P), x)), \quad (5.2)$$

where the sum runs over all elements of the Weyl group $\mathcal{W}$ besides identical. The coefficients $S_{\hat{s}}(P)$ are known exactly \cite{38} and can be obtained from the reflection amplitude (1.17) in semiclassical limit $b \to 0$

$$S_{\hat{s}}(P) = \prod_{e>0} \left( \frac{\pi \mu}{b^2} \right) I(\hat{s}(P) - P,e) \frac{\Gamma \left( -\frac{i(\hat{s}(P),e)}{b} \right)}{\Gamma \left( -\frac{i(P,e)}{b} \right)}.$$

One can show, that conditions (5.1) and (5.2) determine the Whittaker function unambiguously. The minisuperspace approximation is valid if $P_j/b$ are fixed at the limit $b \to 0$. If we

\textsuperscript{26}One should take the geometry of semi-infinite cylinder of circumference $\sigma \in [0, 2\pi]$ (fig. 3) and consider the states on the circle.
take \( \alpha_3 = ibq \) and \( P_k = bp_k \) for \( k = 1, 2 \), then the minisuperspace limit of the three-point correlation function (1.31) can be represented by the integral

\[
C(Q + ibp_1, Q + ibp_2, ibq) \longrightarrow \int d\vec{x} \Psi_{bp_1}^{(n)}(x) \Psi_{bp_2}^{(n)}(x) e^{ib(q,x)}. \tag{5.3}
\]

The theory of the \( \mathfrak{sl}(n) \) Whittaker functions has some long history [39]. In particular, different explicit integral representations for these functions exist [40, 41] (we will use here representation, which can be extracted from the paper [41]). All these functions are build from the Macdonald function \( K_{\nu}(y) \) (which can be given by the integral (D.1)) by the recursive integral representation. To make sense the future statements we define \( \Psi_P^{(0)}(x) = \Psi_P^{(1)}(x) = 1 \). It is useful also to introduce the variables

\[
y_k = b^{-1} \sqrt{\pi} \mu e^{b(e_k,x)/2}, \tag{5.4}
\]

and new function \( \tilde{\Psi}_P^{(n)}(y_1, \ldots, y_{n-1}) \) through the relation

\[
\tilde{\Psi}_P^{(n)}(x) = \frac{2^n(n-1)/2}{\prod_{e > 0} \Gamma(-ib^{-1}(P,e))} \left( \frac{\pi \mu}{b^2} \right)^{-n} \prod_{k=1}^{n-1} \left( \frac{y_k}{y_{n-k}} \right)^{i(P e_k - \omega_{n-k})/2b} \tilde{\Psi}_P^{(n-2)}(y_1, \ldots, y_{n-1}). \tag{5.5}
\]

The recursive relation connects function \( \tilde{\Psi}_P^{(n)} \) with function \( \tilde{\Psi}_P^{(n-2)} \)

\[
\tilde{\Psi}_P^{(n)}(y_1, \ldots, y_{n-1}) = \int_0^\infty \cdots \int_0^\infty \tilde{\Psi}_P^{(n-2)}(y_2 t_2, y_3 t_3, \ldots, y_{n-2} t_{n-2}) K_{(e_{n-1}, e_{n-2})} \left( 2y_{n-1} \sqrt{1 + t_{n-2}^2} \right) \times \\
\times \prod_{k=1}^{n-2} \left[ t_k^{ib^{-1} \sum_{j=1}^{k} e_{n-j} - e_j} K_{(e_{n-1}, e_{n-2})} \left( 2y_k \sqrt{1 + t_{k-1}^2} \right) \right] \frac{dt_1}{t_1} \cdots \frac{dt_{n-2}}{t_{n-2}}, \tag{5.6}
\]

where by definition \( t_0 = 0 \). Vector \( P' \) in Eq (5.6) defined in a following way. If vector \( P \) has a components \( P_1, P_2, \ldots, P_{n-1} \) in the basis of fundamental weights of the Lie algebra \( \mathfrak{sl}(n) \) (i.e. \( (P, e_k) = P_k \), where \( e_k \) are the simple roots of \( \mathfrak{sl}(n) \)), then vector \( P' \) has components \( P_2, P_3, \ldots, P_{n-2} \) in the basis of fundamental weights of the Lie algebra \( \mathfrak{sl}(n-2) \) (i.e. \( (P', e_k) = P_{k+1} \), where \( e_k \) are the simple roots of \( \mathfrak{sl}(n-2) \)). To clarify Eq (5.6) and definition of the vector \( P' \) we give an expression for the function \( \tilde{\Psi}_P^{(4)}(y_1, y_2, y_3) \) in the appendix E (Eq (E.1)).

It is useful to introduce also Whittaker function in the momentum representation

\[
\hat{\Psi}_P^{(n)}(q) = \int \Psi_P^{(n)}(x) e^{i(q,x)} d\vec{x}. \tag{5.7}
\]

The integral (5.3) describing the asymptotic of three-point correlation function transforms to

\[
C(Q + ibp_1, Q + ibp_2, ibq) \longrightarrow \frac{1}{(2\pi)^n} \int dq' \hat{\Psi}_{bp_1}^{(n)}(q') \hat{\Psi}_{bp_2}^{(n)}(q - q'). \tag{5.8}
\]
Let us consider the simplest examples of $\mathfrak{sl}(2)$ and $\mathfrak{sl}(3)$ TFT here. For the $\mathfrak{sl}(2)$ case (Liouville theory) we derive from Eq (5.6)

$$
\Psi^{(2)}_{bp}(x) = \frac{2}{\Gamma(-ip\sqrt{2})} \left( \frac{\pi \mu}{b^2} \right)^{-i(p+q)} K_{ip\sqrt{2}} \left( 2b^{-1} \sqrt{\pi \mu e^{\frac{b^2}{2}}} \right),
$$

(5.9a)

Fourier-transformed Whittaker function can be easily found using Eq (D.3)

$$
\hat{\Psi}^{(2)}_{bp}(bq) = \frac{1}{b\sqrt{2}} \left( \frac{\pi \mu}{b^2} \right)^{-i(p+q)} \Gamma \left( \frac{i}{\sqrt{2}}(q+p) \right) \Gamma \left( \frac{i}{\sqrt{2}}(q-p) \right) \Gamma(-ip\sqrt{2}).
$$

(5.9b)

The integral (5.3) in this case can be evaluated using the formula (D.4)

$$
\int dx \Psi^{(2)}_{bp}(x)\Psi^{(2)}_{bp}(x)e^{ibs/\sqrt{2}x} = \frac{4\sqrt{2}b^{-1}}{\Gamma(-ip\sqrt{2})\Gamma(-ip\sqrt{2})} \left( \frac{\pi \mu}{b^2} \right)^{-i(p+q)} \int_{0}^{\infty} y^{is} K_{ip\sqrt{2}}(2y) y dy = \frac{1}{b} \left( \frac{\pi \mu}{b^2} \right)^{-i(p+q)} \prod_{\xi_1=\pm} \prod_{\xi_2=\pm} \Gamma \left( \frac{i}{\sqrt{2}} + \xi_1 \frac{ip}{\sqrt{2}} + \xi_2 \frac{iq}{\sqrt{2}} \right). \quad (5.10)
$$

This function coincides with minisuperspace limit of the three-point correlation function for the $\mathfrak{sl}(2)$ TFT.

In the $\mathfrak{sl}(3)$ case we obtain from Eq (5.6) the expression for Whittaker function\(^{27}\)

$$
\Psi^{(3)}_{bp}(x) = \frac{8}{\prod_{e>0} \Gamma(-i(p,e))} \left( \frac{y_1}{y_2} \right)^{i(p,\omega_1-\omega_2)} \times \int_{0}^{\infty} \frac{dt}{t} i^{(p,e_2-e_1)} K_{i(p,e_0)} \left( 2y_1 \sqrt{1+1/t^2} \right) K_{i(p,e_0)} \left( 2y_2 \sqrt{1+t^2} \right). \quad (5.11a)
$$

Fourier-transformed Whittaker function can be easily found using Eqs (D.3) and (D.5). The result is expressed again in terms of gamma-functions \(^{38}\)

$$
\hat{\Psi}^{(3)}_{bp}(bq) = \frac{1}{b^2\sqrt{3}} \left( \frac{\pi \mu}{b^2} \right)^{-i(p+q,q)} \prod_{k=1}^{3} \Gamma \left( i(q,\omega_1 + i(p,h_1)) \right) \Gamma \left( i(q,\omega_2 - i(p,h_1)) \right) \Gamma \left( i(q,\rho) \right). \quad (5.11b)
$$

The integral (5.3) is much more complicated in this case. It is better to write it in the momentum representation. As a result, for the asymptotic of the three-point correlation function in $\mathfrak{sl}(3)$ TFT we obtain Barnes-like integral

$$
C(Q + ibp_1, Q + ibp_2, iq) \longrightarrow \frac{1}{6\pi^2 b^2} \left( \frac{\pi \mu}{b^2} \right)^{-i(p_1+p_2+q)} \prod_{e>0} \Gamma(-i(p_1,e)) \Gamma(-i(p_2,e)) \times \int \frac{d^2q'}{\Gamma(i(q',\rho))\Gamma(i(q'-q',\rho))} \prod_{k=1}^{3} \left[ \Gamma(i(q',\omega_1 + i(p_1,h_k)) \Gamma(i(q',\omega_2 - i(p_1,h_k)) \times \Gamma(i(q'-q',\omega_1 + i(p_2,h_k)) \Gamma(i(q'-q',\omega_2 - i(p_2,h_k)) \right]. \quad (5.12)
$$

\(^{27}\)This function was firstly derived in Ref [42].
This integral can be calculated exactly in terms of gamma functions if \( q = s\omega_1 \) or \( q = s\omega_2 \), as was first noticed in [43].

In the case of higher \( n \), Whittaker function is more involved object. The problem of finding the Fourier transform of the product of two Whittaker functions was considered in [44]. The most general situation, when the answer can be expressed in terms of Gamma functions, is \( q = s\omega_1 \) or \( q = s\omega_{n-1} \). The generalization of the explicit \( \mathfrak{sl}(2) \) formula (5.10) for the case of general \( n \) has a form

\[
\int d\vec{x} \, \Psi^{(n)}_{bp_1}(x)\Psi^{(n)}_{bp_2}(x)e^{ibs(\omega_{n-1},x)} = \frac{1}{b^{n-1}} \left( \frac{\pi\mu}{b^2} \right)^{-i\left(s\omega_{n-1}/2 + (p_1 + p_2,\rho)\right)} \frac{\prod_{ij} \Gamma\left(\frac{is}{n} + i(p_1, h_i) + i(p_2, h_j)\right)}{\Gamma(is) \prod_{e>0} \Gamma(-i(p_1, e)) \Gamma(-i(p_2, e))}. (5.13)
\]

We note that expression (5.13) coincides exactly with the minisuperspace limit of the three-point function (1.39).

**Conclusion**

In this paper we have considered in details particular examples of three-point correlation functions \( \langle V_{\alpha_1}(z_1,\bar{z}_1)V_{\alpha_2}(z_2,\bar{z}_2)V_{\alpha_3}(z_3,\bar{z}_3) \rangle \) in \( \mathfrak{sl}(n) \) conformal Toda field theory, which can be expressed in terms of known in mathematics special functions. If any vector parameter \( \alpha_1, \alpha_2 \) or \( \alpha_3 \) is proportional to the first or to the last fundamental weights (\( \omega_1 \) or \( \omega_{n-1} \)) of the Lie algebra \( \mathfrak{sl}(n) \), for example \( \alpha_3 = \kappa\omega_{n-1} \), then three-point correlation function can be expressed in terms product of so called \( \Upsilon \)-functions (see Eq (1.39)). Unfortunately, general situation is much more complicated. For example, if one shifts slightly parameter \( \kappa\omega_{n-1} \rightarrow \kappa\omega_{n-1} - b\omega_1 \) then corresponding three-point correlation function can be expressed only in terms of Coulomb integral (see Eq (2.47)) or equivalently in terms of higher hypergeometric functions (2.48). It is difficult to expect that general three-point correlation function can be expressed in terms of known functions.

As we see from the results of sections 3, 4 and 5, where the semiclassical and minisuperspace approaches to TFT were considered, three-point correlation function is already nontrivial in these cases. For example, in "heavy" semiclassical limit, developed in section 3, a problem of finding it is rather difficult due to the presence of accessory parameters. These accessory parameters disappear only for the case of the Lie algebra \( \mathfrak{sl}(2) \), which corresponds to the Liouville field theory. This is one of the reasons why the three-point correlation function can be found in quantum LFT exactly. For \( \mathfrak{sl}(n) \) TFT with \( n > 2 \) there is no (to our knowledge) simple regular procedure to obtain accessory parameters. In the "light" semiclassical limit (section 4) and in the minisuperspace limit (section 5) it is possible to derive the expression for the three-point correlation function in terms of finite dimensional integrals. Generally speaking it is not evident, that in quantum case it is also true. The only thing, which can be done, is to find all cases when the quantum three-point correlation function can be expressed in terms of finite dimensional integrals. We will study this problem in the second part of this paper [22].
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A. The Coulomb integrals

Here we will discuss the problem of calculation of the $\mathfrak{sl}(n)$ Coulomb integrals. They appear in the theory of massless $n-1$ component scalar field $\varphi$, as expressions for the correlation functions of the exponential fields $V_{\alpha} = e^{(\alpha,\varphi)}$. We will concentrate ourself on three-point correlation functions

$$I_{s_1...s_{n-1}}(\alpha_1, \alpha_2, \alpha_3) = \left\langle V_{\alpha_1}(\infty)V_{\alpha_2}(1)V_{\alpha_3}(0) \prod_{k=1}^{n-1} Q_k^{s_k} \right\rangle,$$  \hspace{1cm} (A.1)

here $Q_k$ is a screening field $Q_k = \int e^{b(e_k,\varphi)} d^2 z$ and $s_k$ are some non-negative integers. Correlation function (A.1) is non-zero only if the screening condition

$$\alpha_1 + \alpha_2 + \alpha_3 + b \sum_{k=1}^{n-1} s_k e_k = 2Q$$

is satisfied. In this case correlation function (A.1) can be rewritten using the Wick rules

$$I_{s_1...s_{n-1}}(\alpha_1, \alpha_2, \alpha_3) =$$

$$= \int \prod_{k=1}^{n-1} d\mu_{s_k}(t_k)|\vec{t}_k|^{-2b(\alpha_1, e_k)}|\vec{t}_k - 1|^{-2b(\alpha_2, e_k)}D_{s_k}^{-2b^2}(t_k)\prod_{l=1}^{n-2} |\vec{t}_l - \vec{t}_{l+1}|^{2b^2},$$  \hspace{1cm} (A.2)

where $D_{s_k}(t_k)$ is defined by

$$D_{s_k}(t_k) = \prod_{i<j}^{s_k} |t_k^{(i)} - t_k^{(j)}|^2.$$  \hspace{1cm} (A.3)

In Eq (A.2) we have used the notations $\vec{t}_k = (t_k^{(1)}, \ldots, t_k^{(s_k)})$ with $t_k^{(j)}$ being the coordinate of the $j$-th screening $e^{b(e_k,\varphi)}$ and we denote

$$|\vec{t}_k| = \prod_{j=1}^{s_k} |t_k^{(j)}|; \quad |\vec{t}_k - 1| = \prod_{j=1}^{s_k} |t_k^{(j)} - 1|; \quad d\mu_{s_k}(t_k) = \frac{1}{\pi^{s_k} s_k!} \prod_{j=1}^{s_k} d^2 t_k^{(j)};$$

$$|\vec{t}_k - \vec{t}_l| = \prod_{i=1}^{s_k} \prod_{j=1}^{s_l} |t_k^{(i)} - t_l^{(j)}| \quad \text{if} \ k \neq l$$  \hspace{1cm} (A.4)
We will study particular case of the integral (A.2), which corresponds to the value of parameter $\alpha_3 = x/\omega_{n-1}$

$$J_{s_1...s_{n-1}}(a_1...a_{n-1}|c) =$$

$$= \int d\mu_s(t_1) \ldots d\mu_{s_{n-1}}(t_{n-1}) \left|\bar{t}_{n-1}\right|^{2c} \prod_{k=1}^{n-1} \left|\bar{t}_k - 1\right|^{2a_k} D_{s_{k}^{2b^2}}(t_k) \prod_{l=1}^{n-2} \left|\bar{u}_l - \bar{t}_{l+1}\right|^{2b^2} \tag{A.5}$$

with

$$c = -b\omega, \quad a_k = -b(\alpha_2, \epsilon_k). \tag{A.6}$$

This integral can be calculated using the following identity between integrals of the dimension $2m$ and $2n [45, 29, 30]$

$$\int d\mu_n(w) D_n(w) \prod_{i=1}^{n} \prod_{j=1}^{n+m} |w_i - x_j|^{2p_j} =$$

$$= \prod_{i=1}^{n+m+1} \frac{\gamma(1 + p_i)}{(1 + n + \sum p_i)} \prod_{i < j} |x_i - x_j|^{2 + 2p_i + 2p_j} \int d\mu_m(u) D_m(u) \prod_{i=1}^{m} \prod_{j=1}^{n+m+1} |u_i - x_j|^{-2p_j - 2}, \tag{A.7}$$

where $D_n(t)$ is defined similar to Eq (A.3) and equals

$$D_n(t) = \prod_{i < j} |t_i - t_j|^2. \tag{A.8}$$

Measure of integration is defined similar to Eq (A.4) and equal $d\mu_n(w) = \frac{1}{\pi^m} \prod_{j=1}^{n} d^2 w_j$.

Below we list the main steps of calculation. Using integral relation (A.7) function (A.5) can be calculated as follows

- First, it is convenient to represent the factor $D_{s_{1}^{2b^2}}(t_1)$ in Eq (A.5) as

$$D_{s_{1}^{2b^2}}(t_1) = D_{s_1}(t_1)D_{s_{1}^{1-2b^2}}(t_1)$$

and substitute the factor $D_{s_{1}^{1-2b^2}}(t_1)$ using Eq (A.7) with $n = s_1 - 1$ and $m = 0$

$$D_{s_1}(t_1) = \frac{\gamma(-s_1b^2)}{\gamma(s_1(-b^2))} \int D_{s_1-1}(y_1) \left|\bar{y}_1 - \bar{t}_1\right|^{-2b^2} - 2 d\mu_{s_1-1}(y_1). \tag{A.9}$$

Note that the number of variables $\bar{y}_1$ is equal to $s_1 - 1$.

- Second, the integral over variables $\bar{t}_1$ should be converted using Eq (A.7) to the form

$$\int D_{s_1}(t_1) \left|\bar{t}_1 - 1\right|^{2a_1} \left|\bar{t}_1 - \bar{y}_1\right|^{-2b^2} - 2 \left|\bar{t}_1 - \bar{t}_2\right|^{2b^2} d\mu_{s_1}(t_1) =$$

$$= \frac{\gamma^{s_1-s_2-1}(-b^2)}{\gamma(2 + (s_2 - s_1 + 1)b^2 + a_1)} \left|\bar{y}_1 - 1\right|^{-2b^2 + 2a_1} \left|\bar{t}_2 - 1\right|^{2 + 2b^2 + 2a_1} D_{s_2}^{1+2b^2}(t_2) \times$$

$$\times D_{s_1-1}(y_1) \int D_{s_2-1}(y_2) \left|\bar{y}_2 - 1\right|^{-2a_1 - 2} \left|\bar{y}_1 - \bar{y}_2\right|^{2b^2} \left|\bar{y}_2 - \bar{t}_2\right|^{-2b^2 - 2} d\mu_{s_2-1}(y_2). \tag{A.10}$$
The number of integrations over variables $\vec{y}_2$ is equal to $s_2 - 1$. We note that factor $\mathcal{D}_{s_1 - 1}^{1 - 2b^2}(y_1)$ in the r. h. s. of Eq (A.10) combines with a factor $\mathcal{D}_{s_1 - 1}(y_1)$ in Eq (A.9) to the standart combination $\mathcal{D}_{s_1 - 1}^{1 - 2b^2}(y_1)$ and interaction between $s_1 - 1$ points $\vec{y}_1$ and $s_2 - 1$ points $\vec{y}_2$ has a standart form $|\vec{y}_1 - \vec{y}_2|^{2b^2}$.

- Third, we note that the factor $\mathcal{D}_{s_2}^{1 + 2b^2}(t_2)$, appearing after the second step, combines with the factor $\mathcal{D}_{s_2}^{2b^2}(t_2)$ in Eq (A.5). Hence we can take the integral over variables $\vec{t}_2$ in a way similar to the second step

$$
\int \mathcal{D}_{s_2}^{1 + 2b^2}(t_2) |\vec{t}_2 - 1|^{2 + 2b^2 + 2a_1 + 2a_2} |\vec{t}_2 - \vec{y}_2|^{-2b^2 - 2} |\vec{t}_2 - \vec{t}_3|^{2b^2} d\mu_{s_2}(t_2) =
$$

$$
= \frac{\gamma^{s_2 - s_2 - 1}(-b^2)\gamma(2 + b^2 + a_1 + a_2)}{\gamma(3 + (s_3 - s_2 + 2)b^2 + a_1 + a_2)} |\vec{y}_2 - 1|^{2 + 2a_1 + 2a_2} |\vec{t}_3 - 1|^{4 + 4b^2 + 2a_1 + 2a_2} \mathcal{D}_{s_3}^{1 + 2b^2}(t_3)
$$

$$
\mathcal{D}_{s_2 - 1}^{2b^2}(y_2) \int \mathcal{D}_{s_3 - 1}(y_3) |\vec{y}_3 - 1|^{-2a_1 - 2a_2 - 2b^2 - 4} |\vec{y}_2 - \vec{y}_3|^{2b^2} |\vec{y}_3 - \vec{t}_3|^{-2b^2 - 2} d\mu_{s_3 - 1}(y_3).
$$

(A.11)

- Repeating this procedure we will lower the number of integrations at every step. The last integral over variables $\vec{t}_{n - 1}$ will be different from the integrals appearing at the previous steps. Namely,

$$
\int \mathcal{D}_{s_{n - 1}}(t_{n - 1}) |\vec{t}_{n - 1}|^{2c} |\vec{t}_{n - 1} - 1|^{2(n - 2)(1 + b^2) + 2}\sum_{a_k} |\vec{t}_{n - 1} - \vec{y}_{n - 1}|^{2b^2 - 2} d\mu_{s_{n - 1}}(t_{n - 1})
$$

$$
= \frac{\gamma^{s_{n - 1} - 1}(-b^2)}{\gamma(n + c + a_1 + \cdots + a_{n - 1} + (n - 1 - s_{n - 1})b^2)} \times
$$

$$
\mathcal{D}_{s_{n - 1}}^{1 - 2b^2}(y_{n - 1}) |\vec{y}_{n - 1}|^{2c - 2b^2} |\vec{y}_{n - 1} - 1|^{2 + 2(n - 3)(1 + b^2) + 2(a_1 + \cdots + a_{n - 1})}
$$

(A.12)

- As result, we obtain the recurrent relation

$$
J_{s_1, \ldots, s_{n - 1}}(a_1, a_2, \ldots, a_{n - 1}|c) =
$$

$$
= K(a_1, a_2, \ldots, a_{n - 1}|c) J_{s_1, \ldots, s_{n - 1} - 1}(a_1 - b^2, a_2 \ldots a_{n - 1}|c - b^2)
$$

(A.13)

with

$$
K(a_1, a_2, \ldots, a_{n - 1}|c) = \frac{\gamma(-s_1 b^2)}{\gamma^{n - 1}(-b^2)} \frac{\gamma(1 + c)\gamma(n - 1 + a_1 + \cdots + a_{n - 1} + (n - 2)b^2)}{\gamma(n + c + a_1 + \cdots + a_{n - 1} + (n - 1 - s_{n - 1})b^2)} \times
$$

$$
\prod_{j=1}^{n - 2} \frac{\gamma(j + a_1 + \cdots + a_j + (j - 1)b^2)}{\gamma(1 + j + a_1 + \cdots + a_j + (s_{j + 1} - s_j + j)b^2)}
$$

We note, that if we substitute parameters $a_k$ and $c$ from Eq (A.6), then the solution to the recurrent relation (A.13) gives the expression for the integral (1.38). We note also, that recurrent relation (A.13) can be used to continue integral $J_{s_1, \ldots, s_{n - 1}}(a_1, a_2, \ldots, a_{n - 1}|c)$ to the non-integer values $s_k$ (it gives the expression for the three-point correlation (1.39)).
\[ \mathcal{J}(\lambda_1, \lambda_2; \kappa_1, \kappa_2; \sigma_1, \sigma_2) = 4^{\sigma_1+\sigma_2} \int \frac{\rho^{2\delta} \nu^{2\Delta}}{Z_1 \lambda_1 Z_2 \lambda_2 Z_3 \kappa_1 Z_4 \kappa_2} \frac{d\rho}{\rho} \frac{d\nu}{\nu} d^2a d^2b d^2c, \]

(B.1)

where \( Z_k \) is given by Eq (4.18a). First, we use Feynman representation

\[ \frac{1}{Z_1 \lambda_1 Z_2 \lambda_2 Z_3 \kappa_1 Z_4 \kappa_2} = \frac{\Gamma(v)}{\Gamma(\lambda) \Gamma(\kappa) \Gamma(\lambda) \Gamma(\kappa)} \int \frac{\tau^{\lambda_1 \lambda_2 \kappa_1 \kappa_2}}{(Z_4 + Z_3 t + Z_2 \xi + Z_1 \eta)^v} \frac{d\tau}{\tau} \frac{d\xi}{\xi} \frac{dt}{t} \]

(B.2)

with

\[ v = \lambda_1 + \lambda_2 + \kappa_1 + \kappa_2. \]

After that, we can calculate integrals over \( d^2a, d^2b \) and over \( d\varrho \) with the result

\[ \pi^2 4^{\sigma_1+\sigma_2} \frac{\Gamma(\delta) \Gamma(v - \delta - 2)}{\Gamma(\lambda_1) \Gamma(\lambda_2) \Gamma(\kappa_1) \Gamma(\kappa_2)} \int \frac{r^{2+\delta-v} \bar{r}^{\delta-1}}{P^\delta} \nu^{2 \Delta} \tau^{\lambda_1 \lambda_2 \kappa_1 \kappa_2} \frac{d\nu}{\nu} \frac{dr}{r} \frac{d\xi}{\xi} \frac{dt}{t} \]

(B.3)

with

\[ r = 1 + t + \tau + \xi + \tau |c|^2 + t |c + \nu|^2, \quad \bar{r} = (1 + \xi) r + t \tau \nu^2; \]

\[ P = \frac{\tau}{4} \left( 1 + t (1 + |c + \nu|^2) \right) + \frac{\tau \bar{\xi}}{2} \left( \xi + \tau (1 + |c|^2) \right) + \frac{r \bar{\xi}}{\nu} \left( 1 + |c + \nu|^2 \right). \]

The problem is that the quantity \( P \) is not quadratic in the variable \( c \). In order to proceed simplification, we use the following trick. We can multiply our expression (B.3) by

\[ 1 = \frac{1}{2\pi} \int_{-\infty}^{\infty} ds \int_{-\infty}^{\infty} dp \ s^i \]

(B.4)

and insert \( s \) somewhere into (B.3). More exactly, we will need to do that four times. We just show the places of insertion of different \( s_k \)

\[ r \rightarrow s_1 \left( \xi + \tau (1 + |c|^2) \right) + \left( 1 + t (1 + |c + \nu|^2) \right), \quad \bar{r} \rightarrow (1 + \xi) r + s_2 \tau \nu^2; \]

\[ P \rightarrow s_1 \left( \frac{\tau}{4} \left( 1 + t (1 + |c + \nu|^2) \right) + \frac{\tau \bar{\xi}}{4} \left( \xi + \tau (1 + |c|^2) \right) + \frac{r \bar{\xi}}{\nu} \left( 1 + |c + \nu|^2 \right) \right). \]

The integrals over \( s_k \) can be calculated exactly (first over \( s_1 \), second over \( s_2 \) etc). After that, the integrals over \( t, \tau \) and \( \xi \) will be of the type (D.5) and also can be calculated. The remaining integral over \( d\nu \) and \( d^2c \) will be

\[ \int \nu^{2(\delta - \Delta - s_1 - s_2)} (1 + |c|^2)^{s_1 + s_2 - s_3 - \lambda_1} (1 + |c + \nu|^2)^{s_2 + s_3 - \kappa_1} \left( 1 + |c + \nu|^2 \right)^{s_1 - \delta} \frac{d\nu}{\nu} d^2c. \]

(B.5)

Using technique, described above, one can reduce integral (B.5) to one dimensional integral. As result, the integral (B.1) can be reduced to five dimensional Barnes-like integral. By using the first and the second Barnes lemmas (D.6) and (D.7), one can reduce it to three dimensional integral (4.19).
The integral (4.19) can be also rewritten in a different form in terms of Tricomi functions, which are defined by the integral representation

$$\Psi(a, c|x) = \frac{1}{\Gamma(a)} \int_0^\infty dt \, e^{-xt} t^{a-1} (1 + t)^{c-a-1}. \quad (B.6)$$

This function can be expressed through the confluent hypergeometric function

$$\Phi(a, c|x) = 1 + \frac{a}{c} x + \frac{1}{2!} \frac{a(a+1)}{c(c+1)} x^2 + \ldots \quad (B.7)$$
as

$$\Psi(a, c|x) = \frac{\Gamma(1-c)}{\Gamma(a-c+1)} \Phi(a, c|x) + \frac{\Gamma(c-1)}{\Gamma(a)} x^{1-c} \Phi(a-c+1, 2-c|x) \quad (B.8)$$
with $\Psi(a, c; 0) = \frac{\Gamma(1-c)}{\Gamma(a-c+1)}$. Tricomi function satisfies the following relation

$$\Psi(a, c|x) = x^{1-c} \Psi(a-c+1, 2-c|x). \quad (B.9)$$

The integral (4.19) can be rewritten as

$$\mathcal{J}(\lambda_1, \lambda_2; \kappa_1, \kappa_2; \sigma_1, \sigma_2) = 4^{\lambda_1+\kappa_1+\sigma_1-\Delta} \times$$
$$\times \frac{\Gamma(\lambda_1 + \kappa_1 + \sigma_1 - \Delta - 2) \Gamma(\lambda_2 + \kappa_2 + \sigma_2 + \Delta - 2)}{\Gamma(\lambda_1 + \kappa_1 + \sigma_1 - 1) \Gamma(\lambda_2 + \kappa_2 + \sigma_2 + 1)} \times$$
$$\times \int du \, ds \, dy \, t^{\lambda_1-1}(1-t)^{\lambda_1-1} u^{\lambda_1+\kappa_1-\Delta-2} (1-u)^{\lambda_2+\kappa_2+\Delta-2} e^{-s} s^{\lambda_1+\kappa_1-\sigma_2-\Delta-1} \times$$
$$\times F_1(4t(1-t)s) F_2(s) F_3(su(1-t)), \quad (B.10)$$

where

$$F_1(x) = \Gamma(\sigma_2) \Gamma(\sigma_2 + \Delta) \Psi(\sigma_2 + \Delta, 1 + \Delta|x),$$
$$F_2(x) = \Gamma(\kappa_1 + \kappa_2 - 1) \Gamma(\sigma_1 + \kappa_1 - \Delta - 1) \Psi(\kappa_1 + \kappa_2 - 1, 1 - \sigma_1 + \kappa_2 + \Delta | x), \quad (B.11)$$
$$F_3(x) = \Gamma(\lambda_1 + \lambda_2 - 1) \Gamma(\sigma_1 + \lambda_1 - \Delta - 1) \Psi(\lambda_1 + \lambda_2 - 1, 1 - \sigma_1 + \lambda_2 + \Delta | x).$$

This form of the integral (4.18) is very convenient to obtain its limit at $\sigma_1 \to -m$ and $\sigma_2 \to -n$ considered in section 4.

C. Properties of the $\mathfrak{sl}(3)$ Coulomb integral

In this appendix we study the properties of the $\mathfrak{sl}(3)$ integral

$$I_{k,l}(\alpha_1, \alpha_2, \beta_1, \beta_2) =$$

$$= \int \prod_{i=1}^k \prod_{j=1}^l |t_i - s_j|^{2\beta_i} D_k^{2\beta_i^2}(t) D_l^{2\beta_i^2}(s) \prod_{i=1}^k |t_i^{2\alpha_1} | t_i - 1|^{2\beta_1} d^2 t_i \prod_{j=1}^l |s_j^{2\alpha_2} | s_j - 1|^{2\beta_2} d^2 s_j, \quad (C.1)$$
where $D_k(t)$ is defined by Eq (A.3). Using the integral identity (A.7) one can show, that function $I_{k,l}(\alpha_1, \alpha_2, \beta_1, \beta_2)$ satisfies the set of functional relations, which are generated by two basic relations (we suppose, that $l \geq k$):

$$I_{k,l}(\alpha_1, \alpha_2, \beta_1, \beta_2) = \Xi^{(1)}_{k,l}(\alpha_1, \alpha_2, \beta_1, \beta_2) I_{k,l}(\alpha_1, \tilde{\beta}_1, \tilde{\alpha}_2, \beta_2),$$

(C.2)

where $\tilde{\beta}_1 = \beta_1 + (l-k)b^2$, $\tilde{\alpha}_2 = \alpha_2 - (l-k)b^2$ and

$$\Xi^{(1)}_{k,l}(\alpha_1, \alpha_2, \beta_1, \beta_2) = \prod_{j=0}^{l-k-1} \frac{\gamma(1 + \alpha_2 - j b^2)}{\gamma(1 + \beta_1 - j b^2)} \times \prod_{j=0}^{k-1} \frac{\gamma(2 + \alpha_1 + \alpha_2 - (j-1)b^2)}{\gamma(2 + \alpha_1 + \beta_1 - (j-1)b^2)} \prod_{j=0}^{l-1} \frac{\gamma(2 + \beta_1 + \beta_2 - (j-1)b^2)}{\gamma(2 + \tilde{\alpha}_2 + \beta_2 - (j-1)b^2)}$$

and by the relation

$$I_{k,l}(\alpha_1, \alpha_2, \beta_1, \beta_2) = \Xi^{(2)}_{k,l}(\alpha_1, \alpha_2, \beta_1, \beta_2) \times \prod_{j=0}^{l-k} \frac{\gamma(2 + \alpha_1 + \alpha_2 - (j-1)b^2)}{\gamma(2 + \alpha_1 + \beta_1 - (l-k-1+j)b^2)} \prod_{j=0}^{k-1} \frac{\gamma(3 + \alpha_1 + \alpha_2 + \beta_1 + \beta_2 - (k-2+j)b^2)}{\gamma(3 + \alpha_1 + \alpha_2 + \beta_1 + \beta_2 - (l-k+1+j)b^2)}$$

(C.3)

with

$$\Xi^{(2)}_{k,l}(\alpha_1, \alpha_2, \beta_1, \beta_2) = \prod_{j=0}^{l-k-1} \frac{\gamma(1 + \alpha_1 - j b^2)}{\gamma(2 + \alpha_1 + \alpha_2 - (j-1)b^2)} \gamma(2 + \alpha_1 + \alpha_2 - (j-1)b^2) \gamma(2 + \beta_1 + \beta_2 - (j-1)b^2)$$

Relations (C.2) and (C.3) can be used for the analytical continuation and sometimes for the simplification of the integral (C.1).

Integral (C.1) can be calculated exactly if $k = 0$ or $l = 0$ and also if one of the parameters $\alpha_k$ or $\beta_k$ equals to zero (see Appendix A). In the case $k = 1$ (or $l = 1$) it also can be reduced to known functions. To show it we apply integral relation [29, 30]

$$\frac{1}{\pi!} \int \prod_{j=1}^{l} |s_j^{2\alpha_2}| \ |s_j-1|^{2\beta_2}|s_j-t|^{2b^2} D_t^{-2b^2}(s) d^2 s_1 \ldots d^2 s_l =$$

$$= \prod_{j=0}^{l-2} \frac{\gamma(-(j+2)b^2)}{\gamma(-b^2)} \frac{\gamma(1 + \alpha_2 - j b^2)}{\gamma(2 + \alpha_2 + \beta_2 - (l-1+j)b^2)} \times \frac{\gamma(1 + \beta_2 - j b^2)}{\gamma(2 + \alpha_2 + \beta_2 - (l-1+j)b^2)}$$

$$\times \frac{1}{\pi} \int |u|^{2\alpha_2 - 2(l-1)b^2} \ |u - 1|^{2\beta_2 - 2(l-1)b^2} \ |u - t|^{2b^2} d^2 u. \quad \text{(C.4)}$$

Relation (C.4) allows to reduce integral (C.1) to the four-dimensional integral

$$\int |t|^{2\alpha_1} |t-1|^{2\beta_1} |u|^{2\alpha_2 - 2(l-1)b^2} \ |u - 1|^{2\beta_2 - 2(l-1)b^2} \ |u - s|^{2b^2} d^2 u d^2 s,$$

which can be expressed in terms hypergeometric function of the type $(3, 2)$ using Eq (2.48). For $k > 1$ integral (C.1) can be reduced to $4k$-dimensional Coulomb integral. We will give
the explicit expression for this integral in Ref [22]. Here we give two different asymptotics at $b \to 0$ of the meromorphic function defined by the integral (C.1). First asymptotic is (we assume that $l \geq k$)

$$I_{k,l}(-\lambda_1 b^2, -\lambda_2 b^2, -\kappa_1 b^2, -\kappa_2 b^2) \xrightarrow{b \to 0} (-\pi b^2)^{k+l} \times$$

$$\times \frac{(-1)^k (\lambda_2)_{l-k} (\kappa_2)_{l-k}}{((\lambda_1 + \lambda_2 + \kappa_1 + \kappa_2 + l - 2)_k (\lambda_1 + \kappa_1 + k - l - 1)_k (\lambda_2 + \kappa_2 + l - k - 1)_k} \times$$

$$\times \sum_{s_1, s_2, s_3 \geq 0} 4^{-s_1-s_2-s_3} (-k)_{s_1+s_2+s_3} (1 - 2k - \lambda_1 - \lambda_1 + s_1 + s_2 + s_3)_{s_1} \times$$

$$\times (\lambda_1)_{k-s_1-s_3} (\kappa_1)_{k-s_1-s_2} (\lambda_1 + \kappa_1 + k - l - 1)_{s_2+s_3} (3 - \lambda_1 - \lambda_2 - \kappa_1 - \kappa_2 - k)_{k-s_2-s_3} \times$$

$$\times (\kappa_2)_{k-s_1-s_2} (\lambda_1 + \lambda_2 - 1)_{s_3} (l - k + \lambda_2 - k)_{k-s_2} (l + \kappa_2 - k)_{s_3}.$$

(C.5)

Second asymptotic is

$$I_{k,l}(-1 - \lambda_1 b^2, -1 - \lambda_2 b^2, -1 - \kappa_1 b^2, -1 - \kappa_2 b^2) \xrightarrow{b \to 0} (-\pi b^2)^{k+l} \times$$

$$\times \sum_{s_1=0}^k \sum_{s_2=0}^l C_k^{s_1} C_l^{s_2} \frac{(-1 + \lambda_1 + \lambda_2 + l - s_2)_{k-s_1}}{(\lambda_1)_{k-s_1} (\lambda_2)_{l-s_2} (\lambda_1 + \lambda_2 - 1)_{k-s_1}} \frac{(-1 + \kappa_1 + \kappa_2 + s_1)_{s_2}}{(\kappa_1)_{s_1} (\kappa_2)_{s_2} (\kappa_1 + \kappa_2 - 1)_{s_2}},$$

(C.6)

where $C_k^{s_1}$ are the binomial coefficients.

D. Useful formulae

Here we collect some basic facts concerning Macdonald function $K_\nu(y)$

- Integral representation
  $$K_\nu(y) = \frac{1}{2} \int_0^\infty \frac{dt}{t} t^{\nu} \exp(-y(t + 1/t)/2).$$
  (D.1)

- Asymptotic formula
  $$K_\nu(2y) \xrightarrow{y \to 0} \frac{1}{2} \left( \Gamma(-\nu) y^\nu + \Gamma(\nu) y^{-\nu} \right)$$
  at $y \to 0$
  (D.2)

- Mellin transformation of single Macdonald function
  $$\int_0^\infty y^\mu K_\nu(2ay) \frac{dy}{y} = \frac{1}{4a^\mu} \Gamma \left( \frac{\mu + \nu}{2} \right) \Gamma \left( \frac{\mu - \nu}{2} \right)$$
  (D.3)

- Mellin transformation of the product of two Macdonald functions
  $$\int_0^\infty y^\lambda K_\mu(2ay) K_\nu(2cy) \frac{dy}{y} = \frac{c^\nu}{8a^{\nu+\lambda} \Gamma(\lambda)} \Gamma \left( \frac{\lambda + \mu + \nu}{2} \right) \Gamma \left( \frac{\lambda + \mu - \nu}{2} \right) \times$$

$$\times \Gamma \left( \frac{\lambda - \mu + \nu}{2} \right) \Gamma \left( \frac{\lambda - \mu - \nu}{2} \right) F \left( \frac{\lambda+\mu+\nu}{2} \lambda \left| \frac{1 - c^2}{\lambda^2} \right. \right)$$

(D.4)

here $F$ denotes the hypergeometric function of the type $(2,1)$. 
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Beta-like integral
\[ \int_0^\infty \frac{dt}{t^A (1 + t^2)^B} = \frac{1}{2} \frac{\Gamma\left(\frac{A}{2}\right) \Gamma\left(-B - \frac{A}{2}\right)}{\Gamma(-B)}. \] (D.5)

Barnes first lemma
\[ \frac{1}{2\pi i} \int_{\infty}^{\infty} \frac{\Gamma(\alpha + s) \Gamma(\beta + s) \Gamma(\gamma - s) \Gamma(\delta - s)}{\Gamma(\alpha + \beta + \gamma + \delta)} ds = \frac{\Gamma(\alpha + \gamma) \Gamma(\alpha + \delta) \Gamma(\beta + \gamma) \Gamma(\beta + \delta)}{\Gamma(\alpha + \beta + \gamma + \delta)}. \] (D.6)

Barnes second lemma states that
\[ \frac{1}{2\pi i} \int_{\infty}^{\infty} \frac{\Gamma(\alpha_1 + s) \Gamma(\alpha_2 + s) \Gamma(\alpha_3 + s) \Gamma(1 - \beta_1 - s) \Gamma(-s)}{\Gamma(\beta_2 + s) \Gamma(\beta_1 + \alpha_1) \Gamma(1 - \beta_1 + \alpha_2) \Gamma(1 - \beta_1 + \alpha_3)} ds = \frac{\Gamma(\alpha_1) \Gamma(\alpha_2) \Gamma(\alpha_3) \Gamma(1 - \beta_1 + \alpha_1) \Gamma(1 - \beta_1 + \alpha_2) \Gamma(1 - \beta_1 + \alpha_3)}{\Gamma(\beta_2 - \alpha_1) \Gamma(\beta_2 - \alpha_2) \Gamma(\beta_2 - \alpha_3)} \] (D.7)

provided that \( \beta_1 + \beta_2 = \alpha_1 + \alpha_2 + \alpha_3 + 1. \)

E. Example of application of the recursive relation (5.6)

In this appendix we explain how to use recursive relation (5.6). For example, using Eq (5.6) one obtains for function \( \tilde{\Psi}^{(4)}_P(y_1, y_2, y_3) \) exact expression
\[
\tilde{\Psi}^{(4)}_P(y_1, y_2, y_3) = \int_0^\infty \int_0^\infty \frac{dt_1}{t_1^{b_1(P,e_3-e_1)} t_2^{b_1(P,e_3-e_1)}} \times \\
K_{(P,e_2)}(2y_2 t_1) K_{(P,e_0)}(2y_1 \sqrt{(1 + t_1^{-2})}) \times \\
K_{(P,e_3)}(2y_3 \sqrt{(1 + t_2^{-2})}) \frac{dt_1}{t_1} \frac{dt_2}{t_2}. \] (E.1)

In Eq (E.1) we substitute
\[
\tilde{\Psi}^{(2)}_{P'}(y_2, t_2) = K_{(P,e_2)}(2y_2 t_1) . \] (E.2)

As we see from Eq (E.2), it is convenient to think that \( P' = P \), but vector \( P' \) lives on a lattice with cutted-off ends. Symbolically it can be pictured as

\[
\begin{array}{cccccccc}
\cdots & e_1 & e_2 & e_3 & \cdots & e_{n-3} & e_{n-2} & e_{n-1} & \cdots \\
\cdots & e_2 & e_3 & \cdots & e_{n-3} & e_{n-2} & \cdots 
\end{array}
\]

Using function (E.1) we can reconstruct function \( \tilde{\Psi}^{(6)}_P(y_1, y_2, y_3, y_4, y_5) \) and so on.
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