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ABSTRACT. By giving the definition of the sum of a series indexed by a set on which a group operates, we prove that the sum of the series that defines the Riemann zeta function, the Epstein zeta function, and a few other series indexed by $\mathbb{Z}^k$ has an intrinsic meaning as a complex number, independent of the requirements of analytic continuation. The definition of the sum requires nothing more than algebra and the concept of absolute convergence. The analytical significance of the algebraically defined sum is then explained by an argument that relies on the Poisson formula for tempered distributions.

1. Introduction

We introduce two notions of summability of infinite series, t-summability (‘t’ stands for ‘translation’) and h-summability (‘h’ stands for ‘homothety’), with h-summability being more general. The definition of t-summability is given in §1.1. In §1.2, we motivate h-summability with an example. The complete definition of h-summability is given in §2.3.

The very first sentence of §1.2 presents a problem in analysis, which is circumvented by the algebraic definition of h-summability. Theorem 1.2 stated in §1.3 resolves the analytic problem. Theorem 6.6 from which Theorem 1.2 is deduced is the main result of the paper. The Poisson formula plays a central role in this development.

The intrinsic meaning of an infinite sum is our primary goal, not analytic continuation. Nevertheless, the naturality of the summability definitions yields some applications to analytic continuation when the terms of the series are functions of a complex variable. A few such statements of analytic continuation have been listed in §1.4. The resulting meromorphic functions do not possess a functional equation in general.

The last subsection §1.5 of the introduction lays out the plan of the paper.

1.1. t-summability. We begin with the definition of t-summability of a series indexed by a commutative discrete group $\Gamma$.

Given a function $a : \Gamma \rightarrow \mathbb{C}$, we want to define $\sum_{\gamma \in \Gamma} a(\gamma) \in \mathbb{C}$ in a translation-invariant manner. Precisely we require axioms (i) and (ii) to hold.

Axiom (i): The collection of $a : \Gamma \rightarrow \mathbb{C}$ for which $\sum_{\gamma \in \Gamma} a(\gamma)$ is defined is a complex linear subspace of $\mathbb{C}^\Gamma$, and $a \mapsto \sum_{\gamma \in \Gamma} a(\gamma)$ is a complex-linear functional defined on that subspace.
For $\gamma' \in \Gamma$, define $a_{\gamma'} : \Gamma \to \mathbb{C}$ by $a_{\gamma'}(\gamma) := a(\gamma + \gamma')$ for all $\gamma \in \Gamma$.

**Axiom (ii)**: If $\sum a(\gamma)$ is defined, then $\sum a_{\gamma'}(\gamma)$ is defined and equals $\sum a(\gamma)$.

In the presence of Axiom (i), one checks that Axiom (ii) implies the identity

$$\tag{1} (\sum_{\gamma \in \Gamma} c(\gamma))(\sum_{\gamma \in \Gamma} a(\gamma)) = \sum_{\gamma \in \Gamma} c * a(\gamma)$$

for every finitely supported $c : \Gamma \to \mathbb{C}$, where $c * a$ denotes the convolution of $c$ with $a$. Now the above formula is valid when the series $\sum a(\gamma)$ is absolutely convergent. We are thus led to the following definition: the series $\sum a(\gamma)$ is translation-summable, or simply t-summable (or t-convergent), if there is a finitely supported $c : \Gamma \to \mathbb{C}$ so that $0 \neq \sum c(\gamma)$ and the series $\sum c * a(\gamma)$ is absolutely convergent. The sum of the series is then defined by the formula below:

$$\tag{2} \sum_{\gamma \in \Gamma} a(\gamma) := (\sum_{\gamma \in \Gamma} c(\gamma))^{-1} \sum_{\gamma \in \Gamma} c * a(\gamma).$$

The commutativity hypothesis is crucial. The commutativity of $\Gamma$ ensures the validity of statements (a) and (b) that follow.

(a) The left hand side of equation (2) is independent of the choice of $c$.

(b) The space of t-summable functions $a : \Gamma \to \mathbb{C}$ and the map $a \mapsto \sum a(\gamma)$ satisfy Axioms (i) and (ii).

In particular, if the series $\sum a(\gamma)$ is t-summable, then the series $\sum c * a(\gamma)$ is also t-summable, for every finitely supported function $c : \Gamma \to \mathbb{C}$, and equation (1) holds.

The basic example of a t-summable series for $\Gamma = \mathbb{Z}^k$ that we are concerned with follows.

Let $\mathbb{T} = \{ z \in \mathbb{C} : |z| = 1 \}$.

For $n = (n_1, \ldots, n_k) \in \mathbb{Z}^k$ and $z = (z_1, \ldots, z_k) \in \mathbb{T}^k$, we put $z^n = z_1^{n_1}z_2^{n_2} \cdots z_k^{n_k}$.

Given a subset $M \subset \mathbb{Z}^k$ and $a : M \to \mathbb{C}$, we define $a' : \mathbb{Z}^k \to \mathbb{C}$ by

$$a'(n) = a(n) \text{ if } n \in M \text{ and } a'(n) = 0 \text{ if } n \notin M.$$  

When $\sum_{n \in \mathbb{Z}^k} a'(n)$ is t-summable, we will simply say that $\sum_{n \in \mathbb{Z}^k} a(n)$ is t-summable.

A function $f : \mathbb{R}^k \setminus \{0\} \to \mathbb{C}$ is homogeneous of type $(s, \epsilon) \in \mathbb{C} \times \{\pm 1\}$ if

$$f(tx) = t^sf(x) \text{ and } f(-x) = \epsilon f(x) \text{ for all } t > 0, 0 \neq x \in \mathbb{R}^k.$$  

The theorem that follows is easy. It has been stated because the function $F_f(x, z)$ that emerges, especially its behavior for $x$ in a neighborhood of zero, and $z = (z_1, z_2, \ldots, z_k)$ in a neighborhood of $(1, 1, \ldots, 1) \in \mathbb{T}^k$, is the focus of a good part of the paper, specifically in sections 1.2, 1.3, 5 and 6. The remarks following the statement of the theorem explain the situation.

**Theorem 1.1.** Let $f : \mathbb{R}^k \setminus \{0\} \to \mathbb{C}$ be a $C^\infty$ function homogeneous of type $(-s, \epsilon)$. Then the series

$$\tag{4} F_f(x, z) = \sum_{0 \neq n \in \mathbb{Z}^k} f(x+n)z^n \text{ is t-summable } \forall x \in D, \forall z \in \mathbb{T}^k \setminus \{(1,1,\ldots,1)\}$$

---

1 Condition (C) in §1.3 of Hardy’s book “Divergent Series” can be thought of Axiom (ii) for $\Gamma = \mathbb{Z}$ and $\gamma' = 1$; Hardy’s (A) and (B) are Axiom (i).
where \( D = \mathbb{R}^k \setminus (\mathbb{Z}^k \setminus \{0\}) = (\mathbb{R}^k \setminus \mathbb{Z}^k) \cup \{0\} \). Furthermore the sum of this series gives a \( C^\infty \) function on the domain \( D \times (\mathbb{T}^k \setminus \{1\}) \), where \( 1 \in \mathbb{T}^k \) is the multiplicative identity \( (1,1,\ldots,1) \) of the group \( \mathbb{T}^k \).

The first assertion of the theorem is that the series \( F_f(x,z) \) is t-summable. This is implied by the absolute convergence of the series \( G_{i,N}(x,z) := (1 - z_i)^N F_f(x,z) \) whenever \( N \gg 0 \). Once this has been checked, t-summability defines \( F_f(x,z) := (1 - z_i)^{-N} G_{i,N}(x,z) \) under the assumption that \( z_i \neq 1 \). This procedure therefore defines \( F_f(x,z) \) when \( z = (z_1,\ldots,z_k) \in \mathbb{T}^k \) is different from \( (1,1,\ldots,1) \). The absolute convergence of \( G_{i,N}(x,z) \) relies only on the fundamental theorem of calculus and the finiteness of the integral \( \int_{\mathbb{R}^k} (1 + ||x||)^{-k-1} \). That the sum is \( C^\infty \) uses a little more from a first course in Analysis (see Corollary 3.9.)

Consider the special case \( k = 1 \) and \( f(x) = |x|^{-s} \) whenever \( x \) is a nonzero real number. The theorem defines

\[
\sum_{n=1}^\infty |x + n|^{-s} z^n + \sum_{n=1}^\infty |x - n|^{-s} z^{-n}
\]

as a \( C^\infty \) function on the domain \( \{(x,z) \in \mathbb{R} \times \mathbb{T} : |x| < 1 \text{ and } z \neq 1\} \). This is true for every \( s \in \mathbb{C} \). Consider next \( z = 1 \). The series \( F(x,1) \) is t-summable if and only if it is absolutely convergent. In particular, its sum is not defined for \( \text{Re}(s) \leq 1 \) by t-summability. For \( s \neq 1 \), an algebraic definition of \( F_f(0,1) \) is given in §1.2.

1.2. h-summability. With \( f \) and \( F_f \) as in Theorem 1.1, it would be natural to obtain the ‘value’ of \( \sum_{0\neq n \in \mathbb{Z}^k} f(n) \) by evaluating the limit \( \lim_{z \to 1} F_f(0,z) \), but this limit does not exist in general. However this problem can be resolved algebraically in the following manner.

Let \( m > 1 \) be a natural number. Let \( \mathbb{T}^k(m) = \{z \in \mathbb{T}^k : z^m = 1\} \). With \( f, F_f \) as is in (4), we have the identity

\[
\sum_{\lambda \in \mathbb{T}^k(m)} F_f(0,\lambda,z) = m^{-s} F_f(0,z^m) \forall z \in \mathbb{T}^k \text{ with } z^m \neq 1
\]

We rewrite the above as

\[
F_f(0,z) - m^{-s} F_f(0,z^m) = - \sum_{1 \neq \lambda \in \mathbb{T}^k(m)} F_f(0,\lambda,z).
\]

The term on the right is defined for all \( z \in \mathbb{T}^k \). This suggests that the value of \( F_f(0,1) \) can be ‘forced’ by setting \( z = 1 \) in the above formula when \( s \neq k \) by choosing \( m \in \mathbb{N} \) so that \( m^{s-k} \neq 1 \):

\[
\sum_{0 \neq n \in \mathbb{Z}^k} f(n) = -(1 - m^{-s})^{-1} \sum_{1 \neq \lambda \in \mathbb{T}^k(m)} F_f(0,\lambda.)
\]

The term on the right in equation (5) is checked be independent of the choice of \( m \). The procedure above leads to the definition of h-summability (or h-convergence) of a series. It is in fact an iteration of the method that defines t-summability. The precise definition is given in §2.3. The series \( \sum_{0 \neq n \in \mathbb{Z}^k} f(n) \) is h-summable when \((s,\epsilon) \neq (k,1)\) and its sum is given by (5) when \( s \neq k \). When \( \epsilon = -1 \), the sum of the series is zero.
1.3. The Poisson formula. We continue with the $f$ and $F_f$ of Theorem 1.1. The relation between the sum of the h-summable series $\sum_{0 \neq n \in \mathbb{Z}^k} f(n)$ and the behaviour of $F_f(0, z)$ as $z \in \mathbb{T}$ approaches 1, is given in Corollary 1.3. This is obtained from Thm. 1.2, which in turn is deduced from Theorem 6.6, the main result of this paper.

We set up the notation for Fourier transforms and the Poisson formula.

$$\psi(x, y) = \exp \frac{2\pi i}{\sqrt{-1}} (x_1 y_1 + x_2 y_2 + \ldots + x_k y_k)$$

for $x = (x_1, ..., x_k), y = (y_1, ..., y_k) \in \mathbb{R}^k$. We have the Fourier transform

$$\widehat{h}(y) = \int_{\mathbb{R}^k} h(x) \psi(x, y) dx_1 dx_2 \ldots dx_k$$

for $h \in \mathcal{L}^1(\mathbb{R}^k)$

The Poisson formula asserts

$$\sum_{n \in \mathbb{Z}^k} h(n) = \sum_{n \in \mathbb{Z}^k} \widehat{h}(n)$$

under certain integrability and regularity assumptions on $h$ (see for instance §2, Chapter VII of Weil’s book [20]). Subtracting $h(0) + \widehat{h}(0)$ from both sides, we get a modified form of the Poisson formula\(^2\)

$$-\widehat{h}(0) + \sum_{n \in \mathbb{Z}^k \setminus \{0\}} h(n) = -h(0) + \sum_{n \in \mathbb{Z}^k \setminus \{0\}} \widehat{h}(n)$$

that is valid for a wider class of $h$.

We return now to our $C^\infty$ function $f : \mathbb{R}^k \setminus \{0\} \to \mathbb{C}$ which is homogeneous of type $(-s, \epsilon)$. It is well known that $f$ extends uniquely as a homogeneous tempered distribution (see [8], vol.1, chapter 7) as long as

$$(-s, \epsilon) \notin \{(e + k, (−1)^e) : e = 0, 1, 2, \ldots\}.$$

Its Fourier transform $\widehat{f}$ is then $C^\infty$ on $\{0 \neq y \in \mathbb{R}^k\}$ and is homogeneous of type $(-k - s, \epsilon)$.

The assumption (10) is equivalent to the assertion that there are no distributions supported at the origin with the same homogeneity degree. The Fourier transform of distributions supported at the origin are polynomials. Theorem 1.2 requires that we exclude the homogeneity degree of polynomials and their Fourier transforms.

We will write

$$e_k : \mathbb{R}^k \to \mathbb{T}^k$$

for $(x_1, ..., x_k) \mapsto (\exp \frac{2\pi i}{\sqrt{-1}} x_1, ..., \exp \frac{2\pi i}{\sqrt{-1}} x_k)$

Theorem 1.1 defines the function $F_f(x, z)$ as the sum of a t-summable series for all $1 \neq z \in \mathbb{T}^k$ and all $x \in D$ where $D = \mathbb{R}^k \setminus (\mathbb{Z}^k \setminus \{0\})$. Thus $F_f(x, e_k y)$ is defined for all $y \in \mathbb{R}^k \setminus \mathbb{Z}^k = D \setminus \{0\}$. We therefore have the function

$$-\psi(x, y) \widehat{f}(y) + F_f(x, e_k y)$$

defined when $(x, y) \in D \times (D \setminus \{0\})$

and the same consideration applied to $\widehat{f}$ yields

$$-f(x) + \psi(-x, y) F_f(y, -e_k x)$$

defined when $(x, y) \in (D \setminus \{0\}) \times D$

\(^2\)J-F Burnol’s paper [4] has this form of the Poisson formula on p.798; on p.799, he refers to the work of A.Connes[6] and that of Muntz explained by Titchmarsh in §2.11[19].
The Poisson formula as presented in equation (9), when applied to the function \( h \) given by \( h(w) = f(w + x)\psi(w, y) \) yields the equality of the functions defined in (12) and (13) on the region \((D \setminus \{0\}) \times (D \setminus \{0\})\). However, the absence of absolute convergence, and the singularity at \( 0 \in \mathbb{R}^k \), of \( f \) or \( \hat{f} \) (or both) presents a problem that has to be overcome. This statement for \( \mathbb{R} \) (rather than \( \mathbb{R}^k \)) is essentially the functional equation of the Lerch zeta function—see equations (1.4), page 161 and (2.4), page 163 of Apostol’s paper [2]. The desired equality, now on \( \mathbb{R}^k \), extends the domain of the functions given in (12) and (13) to \( D \times D \setminus \{(0,0)\} \). Part (1) of the theorem below goes further and extends the domain to \( D \times D \).

**Theorem 1.2.** Let \( f : \mathbb{R}^k \setminus \{0\} \to \mathbb{C} \) be \( C^\infty \) and homogeneous of type \((-s, \epsilon)\). Assume that both \((-s, \epsilon)\) and \((-k - s, \epsilon)\) satisfy (10). Then there is a \( C^\infty \) function \( F_{f_{reg}} : D \times D \to \mathbb{C} \) with the following properties

1. \( F_{f_{reg}} \) agrees with the functions given in (12) and (13) on their respective domains,
2. \( F_{f_{reg}}(0,0) \) equals \( \sum_{0 \neq n \in \mathbb{Z}^k} f(n) \) as defined by equation (5)
3. \( \sum_{0 \neq n \in \mathbb{Z}^k} f(n) = \sum_{0 \neq n \in \mathbb{Z}^k} \hat{f}(n) \)

Part (3) follows from interchanging the roles of \( f \) and \( \hat{f} \). When \( k = 1 \), part (3) is simply the functional equation of the Riemann zeta function.

Part (1) of the theorem applied to the function in (12) with \( x = 0 \) combines with part (2) of the theorem to give:

**Corollary 1.3.** \( y \mapsto F_f(0, e_k y) - \hat{f}(y) \) defined for \( 0 \neq y \in D \) extends to a \( C^\infty \) function on \( D \) whose value at zero is given by \( \sum_{0 \neq n \in \mathbb{Z}^k} f(n) \).

We think of the above corollary as the analytic significance of the algebraically defined sum.

The environment of Theorem 1.2 for \( k = 1 \) has been subjected to extensive study. Our functions \( F_f(x, \exp 2\pi \sqrt{-1} y) \) are closely related to the Lerch zeta function

\[
\phi(y, x, s) = \sum_{n=0}^{\infty} (x + n)^{-s} \exp 2\pi \sqrt{-1} ny
\]

whose properties have been investigated in recent times by J. Lagarias and W. Li. The reader can gather its history from their paper [12]. The functional equation of the Lerch zeta function was proved by Lerch in 1887. Another proof of this theorem is given by Apostol [2] where he follows Riemann’s method. As is well known, this method begins by expressing \( \int_0^\infty \) as \( \int_0^1 + \int_1^\infty \), then converts \( \int_0^1 \) to \( \int_1^\infty \) by a change of variables, and proceeds. We do not follow this method, and rely instead on conventional methods in distributions, namely the use of cut-off functions. A proof of the functional equation of the zeta function that also relies on distributions, similar but not identical to ours, is due to S. Miller and W. Schmid in a paper [15] that has far wider goals and applications. The paper [7] of P. Gerardin and W. Li interprets the functional equation of the zeta function as an equality of tempered distributions. The recent paper [3] by Burnol also studies the Poisson formula for tempered distributions.
1.4. Analytic continuation. The complex number ‘s’ that has appeared so far has been a constant. In this subsection, ‘s’ is a variable. Sums of t-summable and h-summable series turn out to be meromorphic functions of s when the terms of the series are holomorphic functions of s. We give some instances.

Example t1. Let \( f : \mathbb{R}^k \setminus \{0\} \to (0, \infty) \) be a \( C^\infty \) function such that \( f(tx) = tf(x) \) for all \( t > 0 \) and for all \( x \in \mathbb{R}^k \setminus \{0\} \). Then the series \( \sum_{n \in \mathbb{Z}^k} z^n f(n)^s \) is t-summable for all \( 1 \neq z \in \mathbb{T}^k \), and all \( s \in \mathbb{C} \). The sum of the series is \( C^\infty \) in \( z \) and holomorphic in \( s \). This is proved in Corollary 3.10.

Example t2. The series \( \sum_{n=1}^{\infty} z^n n^{-s} \) is t-summable for all \( 1 \neq z \in \mathbb{T} \) and for all \( s \in \mathbb{C} \). The sum of the series is \( C^\infty \) in \( z \) and holomorphic in \( s \).

In particular, the familiar series \( \sum_{n=1}^{\infty} (-1)^n n^{-s} \) is t-summable for all \( s \in \mathbb{C} \), and its sum is holomorphic in \( s \). Our t-summability method here is no different from the finite difference method employed by J. Sondow (see [16]) to give an elementary proof of this well-known statement.

Example t3. The Dirichlet’s L-series \( L(s, \chi) = \sum_{n=1}^{\infty} \chi(n) n^{-s} \) is t-summable for every nontrivial Dirichlet character \( \chi \), and its sum is an entire function of \( s \).

This is deduced from linear combinations of Example t1. The series that defines the Riemann zeta function however is t-summable if and only if is absolutely summable. Nevertheless it is h-summable when \( s \neq 1 \).

Example h1. With \( f \) as in Example t1, the series \( \sum_{n \in \mathbb{Z}^k} f(n)^{-s} \) is h-summable for all \( k \neq s \in \mathbb{C} \). The sum of this series gives a holomorphic function on the region \( k \neq s \in \mathbb{C} \). At \( s = k \), this function has a simple pole, or is holomorphic.

This statement is contained in Proposition 4.6.

Taking \( f = \sqrt{Q} \) where \( Q \) is a positive definite quadratic form, we obtain the analyticity of the Epstein zeta function. But unlike the situation for the Epstein zeta function, there is no functional equation in general. The Fourier transform of \( f^{-s} \) is not \( g^{s-k} \) times a function of \( s \). Thus the proof for example h1 is structurally different from the classical proof of the analytic continuation of the Epstein zeta function which relies on the Poisson formula.

Homogeneity in Example h1 can be replaced by suitable bounds on partial derivatives. The example below illustrates this point. We first set up the required notation. Let \( P = P_0 + P_1 + \ldots + P_d \), where the \( P_i \) are homogeneous polynomials of degree \( i \) on \( \mathbb{R}^k \). Assume that \( P_d(x) > 0 \) for all \( 0 \neq x \in \mathbb{R}^k \). We then have a finite subset \( F \subset \mathbb{Z}^k \) such that \( P(n) > 0 \) for all \( n \in \mathbb{Z}^k, n \notin F \). We denote by \( \sum' \) the sum taken over \( \mathbb{Z}^k \setminus F \).

Example h2. With assumptions and notation as stated, the the series \( \sum' P(n)^{-s} \) is h-summable for all \( s \in \mathbb{C}, s \notin E \), where \( E = \left\{ \frac{k-j}{d} : j \in 2\mathbb{Z}, j \geq 0 \right\} \). The sum of this series, denoted by \( G(s) \), is holomorphic on \( \mathbb{C} - E \), and has simple poles at worst on \( E \). For \( k \) odd and for an integer \( s \leq 0 \), the finite sum \( \sum_{n \in F} P(n)^{-s} \) equals \( -G(s) \).

Example h2 is contained in Theorem 4.7. The last assertion gives a generalization of the values of the Riemann zeta function at \( 0, -2, -4, \ldots \).
1.5. The plan of the paper is as follows. The next section has the definitions of t-summability and h-summability. Sections 3 and 4 are concerned with t-summable series and h-summable series respectively. Sufficient conditions for testing summability are given. It is also shown the sum of a series is well behaved with respect to parameters. Theorem 1.1 and the analytic continuation results mentioned in §1.4 are proved in these sections.

Section 5 is essentially a review of the Poisson formula for distributions based on ideas borrowed from [21],[13] and [14], followed by some simple analysis of the singularities. This discussion is applied to a class of distributions $\mathcal{H}(\mathbb{R}^k)$ defined in section 6. The main result there (and of the paper) is Theorem 6.6, which is valid for a considerably wider class of functions than those that appear in Theorem 1.2. Homogeneity is not required—every extension of $f$ as a distribution on $\mathbb{R}^k$ ‘forces’ a definition of $\Sigma'_{n\in\mathbb{Z}^k} f(n)$. This section closes with a definition of t-integrability of distributions on $\mathbb{R}^k$.

The last section discusses the more general definition of the sum of a series indexed by a set $X$ which a group $G$ acts. The $H$-summability definition of §7 is more stringent than h-summability. It has the advantage of getting rid of the anomalous behaviour of h-summability in part (2) of Theorem 4.7 and Example 2.5. The disadvantage of $H$-summability is that the series that defines the Riemann zeta function is not $H$-summable for $s = -1, -3, -5, \ldots$, whereas this series is h-summable for all $s \neq 1$.

A word of apology regarding notation. The Euclidean space figuring in sections 3 and 4 is invariably $\mathbb{R}^k$. Sections 5 and 6 have finite dimensional real vector spaces $X$ and $X'$, and the ‘$k$’s of those sections are variable non-negative integers. Finally, in sections 2 and 7, $X$ denotes a set equipped with the action of a group $G$.

2. DEFINITION OF t-SUMMABILITY AND h-SUMMABILITY

2.1. The canonical extension. Given

(a) a commutative ring $A$, a field $k$, and a ring homomorphism $\epsilon : A \to k$ where $k$ is a field,

(b) an inclusion $M \hookrightarrow N$ of left $A$-modules, and

(c) a left $A$-module homomorphism $I : M \to k$, and

we define its canonical extension $I_c : M_c \to k$ as follows.

Let $S = \{a \in A : \epsilon(a) \neq 0\}$. This is a multiplicative subset of $A$. We obtain $S^{-1}I : S^{-1}M \to k$. Let $i : N \to S^{-1}N$ denote the homomorphism $n \mapsto \frac{n}{1}$ for all $n \in N$. Note that $S^{-1}M$ is contained in $S^{-1}N$. We define $M_c$ by

\begin{equation}
M_c = \{n \in N : i(n) \in S^{-1}M\} = \{n \in N : \exists s \in S \text{ so that } sn \in M\}
\end{equation}

Now $i : N \to S^{-1}N$ restricts to $j : M_c \to S^{-1}M$. Denoting by $I_c$ the composite

\begin{equation}
M_c \xrightarrow{j} S^{-1}M \xrightarrow{S^{-1}I} k
\end{equation}

we obtain $I_c : M_c \to k$ with the property $I = I_c|_M$.

Then $I_c : M_c \to k$ will be referred to as the canonical extension of the $A$-module homomorphism $I : M \to k$.

\[^3\text{Akshay Venkatesh points out that Kudla and Rallis have more sophisticated versions and applications of translation-invariance in [10].}\]
2.2. t-summability.

The canonical extension is now applied to the following situation:
(a) \( A = \mathbb{C}[\Gamma] \), the group-algebra of a discrete abelian group \( \Gamma \), the field \( k \) equals \( \mathbb{C} \), and the augmentation \( \epsilon : A \to k \) takes \( \sum_{\gamma \in \Gamma} c_{\gamma} \in A \) to \( \sum_{\gamma \in \Gamma} c_{\gamma} \).
(b) \( M = L^1(\Gamma) \), the collection \( f : \Gamma \to \mathbb{C} \) satisfying \( \sum_{\gamma \in \Gamma} |f(\gamma)| < \infty \).

\( N = \mathbb{C}^\Gamma \) is the space of all \( \mathbb{C} \)-valued functions on \( \Gamma \). The collection of finitely supported \( f \in N \) is \( A \). Therefore we have \( A \subset M \subset N \).

The convolution \( (f_1 * f_2)(\gamma) = \sum_{\gamma' \in \Gamma} f_1(\gamma')f_2(\gamma'^{-1}\gamma) \) is defined when \( f_1 \in A \) and \( f_2 \in N \). This gives \( N \) the structure of a \( A \)-module.

If \( f_1, f_2 \in M \), then \( f_1 * f_2 \) is defined and belongs to \( M \). This gives \( M \) the structure of a \( \mathbb{C} \)-algebra, and \( A \) is then a \( \mathbb{C} \)-subalgebra of \( M \). In particular, \( M \) is a \( A \)-submodule of \( N \).

(c) \( I : M \to \mathbb{C} \) is given by \( I(f) = \Sigma_{\gamma \in \Gamma} f(\gamma) \). Now \( I \) is a ring homomorphism, and \( I|_A = \epsilon \). It follows that \( I \) is a \( A \)-module homomorphism.

The enlarged domain \( M_c \) will be denoted by \( L_t(\Gamma) \). The canonical extension \( I_c \) will be denoted by \( \Sigma_t : L_t(\Gamma) \to \mathbb{C} \), the notation \( \Sigma_t \) denoting “t-summation”. A function \( f : \Gamma \to \mathbb{C} \) is \( t \)-summable if and only if \( f \) belongs to \( L_t(\Gamma) \).

Let \( f \in L_t(\Gamma) \), let \( \gamma' \in \Gamma \), and consider the \( \gamma' \)-translate \( f' \) of \( f \) given by \( f'(\gamma) = f(\gamma + \gamma') \). Then \( f' \) also belongs to \( L_t(\Gamma) \), and \( \Sigma_t f = \Sigma_t f' \).

This definition of \( t \)-summability is no different from the one given in the introduction. It is important that \( \Gamma \) is an abelian group.

Lemma 2.1. Let \( \Gamma_1 \) be a subgroup of an abelian group \( \Gamma_2 \). Given a function \( a : \Gamma_1 \to \mathbb{C} \), we extend it by zero to obtain \( a' : \Gamma_2 \to \mathbb{C} \). Then \( a' \) is \( t \)-summable if and only if \( a \) is \( t \)-summable.

Proof. The ‘if’ part is straight from the definition. To see the converse, assume that \( a' \) is \( t \)-summable. We have \( s \in \mathbb{C}[\Gamma_2] \) with \( \epsilon(s) \neq 0 \) such that the convolution \( s * a' \) belongs to \( L^1(\Gamma_2) \). Both properties of \( s \) are preserved when \( s \) is replaced by a translate of \( s \). Thus we may assume that \( \epsilon(s|\Gamma_1) \) is nonzero. The restriction of \( s * a' \) to \( \Gamma_1 \) is \( (s|\Gamma_1) * a \). The latter is therefore absolutely summable. It follows that \( a \) is \( t \)-summable. \( \square \)

2.3. h-summability. Here, \( R \) is a commutative ring, and \( \Gamma \) is a \( R \)-module.

In order to set up the data for the canonical extension, we observe first that \( R^\times \), the group of units of \( R \), operates on \( \Gamma \) and therefore on the space of functions \( \mathbb{C}^\Gamma \) as well. It is a simple consequence of the definition of \( t \)-summability that
(i) \( L_t(\Gamma) \subset \mathbb{C}^\Gamma \) is a \( R^\times \)-submodule, and
(ii) \( \Sigma_t \) is a \( R^\times \)-invariant functional. We now have:
(a) \( A = \mathbb{C}[R^\times] , k = \mathbb{C} \), and \( \epsilon : A \to \mathbb{C} \) is the augmentation of the group-algebra,
(b) \( M = L_t(\Gamma) \) and \( N = \mathbb{C}^\Gamma \),
(c) \( I : M \to \mathbb{C} \) is given by \( \Sigma_t : L_t(\Gamma) \to \mathbb{C} \).

The canonical extension \( I_c : M_c \to \mathbb{C} \) associated to the data specified will be denoted by \( \Sigma_h : L_h(\Gamma) \to \mathbb{C} \). A function \( f : \Gamma \to \mathbb{C} \) is said to be \( h \)-summable if and only if \( f \in L_h(\Gamma) \).

We summarise the properties of the above construction in the proposition below.
Proposition 2.2. Let $\Gamma$ be a $R$-module, where $R$ is a commutative ring. Then
(a) The spaces $L^1(\Gamma) \subset L_\epsilon(\Gamma) \subset L_2(\Gamma) \subset \mathbb{C}^\Gamma$ are all stable under the natural action of $R^\times$.
(b) $\Sigma_h : L_2(\Gamma) \to \mathbb{C}$ is a $R^\times$-invariant linear functional.
(c) The space $L_1(\Gamma)$ is stable under translation by $\Gamma$; the restriction of $\Sigma_h$ to $L_1(\Gamma)$ is a $\Gamma$-invariant linear functional.

In part (c) of the Proposition, the restriction of $\Sigma_h$ to $L_1(\Gamma)$ is of course $\Sigma_t$.

2.4. Instability of $h$-summability.

Example 2.3. The space of $h$-summable functions on $\Gamma$ need not be stable under translations by $\Gamma$. To see this, let $R = \Gamma$ be a subring of $\mathbb{C}$.

Claim 1: $f(x) = x$ for all $x \in \Gamma$ is $h$-summable.
Proof: because $\frac{1}{a}[f(ax) - f(x)] = 0$ for all $a \in R^\times$, we see that $s.f = 0$ where $s = \frac{1}{a}[a] - [1] \in \mathbb{C}[R^\times]$. Now $\epsilon(s) = \frac{1}{a} - 1$ is nonzero if $a \neq 1$. Taking $a = (-1)$ we see that $f$ is $h$-summable.

Claim 2: the constant function $v(x) = 1$ for all $x \in \Gamma$ is not $h$-summable.
Proof: If $v$ is $h$-summable, there is some $s \in \mathbb{C}[R^\times]$ with $\epsilon(s) \neq 0$ such that $s.v$ is $t$-summable. This in turn implies that there is some $s' \in \mathbb{C}[\Gamma]$ with $\epsilon(s') \neq 0$ such that $s'.s.v$ is absolutely summable. But $s'.s.v$ is the nonzero constant function $\epsilon(s')\epsilon(s)$, and so we get a contradiction.

The claims combine to show that $f$ is $h$-summable, but its translate $f(x + 1) = f(x) + v(x)$ is not $h$-summable.

Remark 2.4. Now let $\Gamma_2$ be a $R_2$-submodule, let $R_1$ be a subring of $R_2$, and let $\Gamma_1$ be a $R_1$-submodule of $\Gamma_2$. Let $a' : \Gamma_2 \to \mathbb{C}$ denote the extension by zero of $a : \Gamma_1 \to \mathbb{C}$. The $h$-stability of $a'$ does not imply the $h$-stability of $a$. Take, for example, $R_1 = \Gamma_1 = \mathbb{Z}$ and $R_2 = \Gamma_2 = \mathbb{Q}$, and let $a$ be the constant function 1 on $\mathbb{Z}$. It has been remarked in Example 2.3 that $a$ is not $h$-summable. But it will be seen later (in Proposition 4.5) that $a'$ is $h$-summable, and also that $\Sigma_h a' = 0$.

The fact that the space of $h$-summable functions grows when $(\Gamma_1, R_1)$ is replaced by $(\Gamma_2, R_2)$ is to our advantage, because it defines the sum of more series in a canonical manner. The example below shows however that this sum has to be treated with caution.

Example 2.5. We observe here that even when the translates of a $h$-summable $f$ are $h$-summable, the sum is not translation invariant.

Take $\mathbb{R} = \Gamma = \mathbb{Q}$. Consider the function $f : \mathbb{Q} \to \mathbb{C}$ which takes the value 1 on the set of natural numbers, and is zero elsewhere. By Prop. 4.5, we see that $f(x) + f(-x)$ is $h$-summable, and its sum is (-1). Because $s = [-1] + [1] \in \mathbb{C}[\mathbb{Q}]$ satisfies $\epsilon(s) = 2$, we deduce that $f$ is $h$-summable, and $\Sigma_h(f) = \frac{-1}{2}$. Now $g(x) = f(x + 1)$ is $h$-summable because $f - g$ has finite support. But $\Sigma_h(f) = \Sigma(f - g) + \Sigma_h(g) = -1 + \Sigma_h(g)$. Thus $\Sigma_h f(x) = -1 + \Sigma_h f(x + 1)$.

2.5. An inductive definition. We apply the canonical extension repeatedly to the following situation (which contains the earlier summability definitions).

Let $G$ be a group equipped with commutative subgroups $H_1, H_2, ..., H_n$ with the property that $H_j$ is contained in the normaliser of $H_i$ whenever $1 \leq i < j \leq n$. It follows that
(i) $G_k = H_k H_{k+1} \ldots H_n$ is a subgroup of $G$, and (ii) $H_k \triangleleft G_k$ for all $k = 1, 2, \ldots, n$.

Next, let $N$ be a left $\mathbb{C}[G]$-module, let $M \subset N$ be a $\mathbb{C}[G]$-submodule, and let $I_0 : \ \mathbb{C} \to \mathbb{C}$ be a $G$-invariant linear functional.

We define inductively,

(a) $M = M_0 \subset M_1 \subset \ldots \subset M_n \subset N$ such that $M_k$ is a representation of $G_k$,

(b) a $G_k$-invariant linear functional $I_k : M_k \to \mathbb{C}$ such that the restriction of $I_k$ to $M_{k-1}$ is $I_{k-1}$ for all $1 \leq k \leq n$.

Let $G_0 = G$. Assume that the $G_k$-submodule $M_k \subset N$ and the $G_k$-invariant linear functional $I_k : M_k \to \mathbb{C}$ have been defined for some $0 \leq k < n$. We regard $M_k, N$ as $H_k$-representations, and $I_k$ as a $H_k$-invariant linear functional. Because $H_k$ is commutative, the canonical extension of $I_k$ is defined, and denoted by $I_{k+1} : \mathbb{C} \to \mathbb{C}$. Because $H_k$ is normal in $G_k$, it follows that $M_{k+1}$ is $G_k$-stable, and $I_{k+1}$ is $G_k$-invariant. The pair $(M_{k+1}, I_{k+1})$ enjoys the same properties when $G_k$ is replaced by a subgroup of $G_k$. Taking the subgroup to be $G_{k+1}$ completes the induction.

Note that $M_n$ is a $H_n$-representation, and $I_n : M_n \to \mathbb{C}$ is $H_n$-invariant.

In practice, $N = L^1(X)$ and $M = \mathbb{C}^X$, and $I_0 = \Sigma = \Sigma_X$. Here $X$ is a set on which $G$ operates.

$t$-summability is contained in the case $n = 2$.

3. $t$-summability

A commutative discrete group $\Gamma$ remains fixed throughout this section. The ring structure of the group algebra $\mathbb{C}[\Gamma]$ is given by convolution. For $d \in \mathbb{C}[\Gamma]$, we will denote the $n$-th power of $d$ in this ring, namely $d \ast d \ast \ldots \ast d$ “$n$ times” by $d^{(n)}$.

$\Gamma^* = \text{Hom}(\Gamma, \mathbb{T})$ is the Pontrjagin dual of a commutative group $\Gamma$. Given functions $a, b : \Gamma \to \mathbb{C}$, pointwise multiplication gives $a \cdot b : \Gamma \to \mathbb{C}$ and convolution (when defined) gives another function $a \ast b : \Gamma \to \mathbb{C}$. Given $a : \Gamma \to \mathbb{C}$, we shall frequently say that the series $\sum a(\gamma)$ is $t$-summable, or simply that $a$ is $t$-summable, when $a \in L_1(\Gamma)$. The sum of the series, denoted by $\Sigma a$ in the previous section, will now be referred to simply as $\Sigma a$. The lemma below demonstrates that $t$-summability behaves well.

Lemma 3.1. Let $a : \Gamma \to \mathbb{C}$ be a function and let $\chi_0 \in \Gamma^*$. Assume that the series $\Sigma(a_0 \chi_0)$ is $t$-summable. Then the series $\Sigma(a \chi)$ is $t$-summable for all $\chi$ in some neighborhood $U$ of $\chi_0$ in $\Gamma^*$. Furthermore, $\chi \mapsto \Sigma(a \chi)$ gives a continuous function on $U$.

Proof. The $t$-summability of $a_0 \chi_0$ says there is some $c \in \mathbb{C}[\Gamma]$, thus $c$ is a function on $\Gamma$ with finite support, so that

(i) $\Sigma c \neq 0$ and (ii) $b = c \ast (a \chi_0) \in L^1(\Gamma)$.

Let $h(\chi) = \Sigma(c \chi)$ and $g(\chi) = \Sigma(b \chi)$ for all $\chi \in \Gamma^*$. Both $g$ and $h$ are continuous functions on $\Gamma^*$. Let $V$ be the open subset of $\Gamma^*$ given by $h(\chi) \neq 0$. By assumption (i) above, $1 \in V$. Now convolution commutes with pointwise multiplication by a character. From this we see that $a \chi_0 \chi$ is $t$-summable when $\chi \in V$ and also that $\Sigma(a \chi_0 \chi) = g(\chi)/h(\chi)$ for all $\chi \in V$.
3.1. Sufficient conditions for t-summability. Recall that the n-th power of d in the group-algebra $C[\Gamma]$ is denoted by $d^{(n)}$.

**Lemma 3.2.** Let $c = \sum_{i=1}^{m} (1 - \gamma_i) \ast (1 - \gamma_i^{-1}) \in C[\Gamma]$. Assume that $\gamma_1, \gamma_2, \ldots, \gamma_k$ are generators of $\Gamma$. Let $a : \Gamma \to C$ be a function. For the statements below, $(1) \implies (2) \implies (3)$

1. there is a natural number $n$ so that $(1 - \gamma_i)^{(n)} \ast a \in L^1(\Gamma)$ for all $i = 1, \ldots, k$.
2. there is a natural number $n$ so that $c^{(n)} \ast a \in L^1(\Gamma)$.
3. $a \chi$ is t-summable for all $1 \neq \chi \in \Gamma^\ast$.

**Proof.** We see that $c^{(n)}$ is in the ideal generated by $\{(1 - \gamma_i)^{(2n)} : i = 1, 2, \ldots, k\}$ and this proves the first implication. We note next that $h(\chi) = \Sigma(c \chi)$ is the sum of $|1 - \chi(\gamma_i)|^2$ taken over $i = 1, 2, \ldots, k$, and thus $h(\chi) > 0$ if $\chi \neq 1$. It follows that $\Sigma c^{(n)} \chi = h(\chi)^n > 0$ for such $\chi$. Because $(c^{(n)} \ast a) \chi = (c^{(n)} \chi) \ast (a \chi)$, we conclude the t-summability of $a \chi$ when $\chi \neq 1$.

Lemmas 3.3 and 3.4 will be appealed to in the next section on h-summability; they are irrelevant for the rest of this section.

**Lemma 3.3.** Assume that $a : \Gamma \to C$ satisfies condition (1) of lemma 3.2. Let $N \in \mathbb{N}$ and let $p : \Gamma \to \Gamma/N\Gamma$ denote the projection. Let $b : \Gamma/N\Gamma \to C$ be a function satisfying $\Sigma_{\Gamma/N\Gamma} b = 0$.

1. Then the series $\Sigma{(b \circ p).a}$ is t-summable.
2. Let $w_i = 1 + \gamma_i + \ldots + \gamma_i^{(N-1)}$ and let $w = w_1^{(n)} \ast \ldots \ast w_k^{(n)}$.

**Proof.** The hypothesis $\Sigma_{\Gamma/N\Gamma} b = 0$ implies that $b$ is a linear combination of nontrivial characters $\chi$ of $\Gamma/N\Gamma$. Thus (1) follows from the previous lemma. It suffices to prove part (2) of the lemma for $b = \chi$ with $\chi$ as above. Now (1) of lemma 3.2 implies that $(1 - \chi(p\gamma_i)\gamma_i)^{(n)} \ast (a \chi) \circ p)$ is in $L^1(\Gamma)$. Part (2) is proved once it is checked that $w$ is in the ideal in the group algebra of $\Gamma$ generated by $(1 - \chi(p\gamma_i)\gamma_i)^{(n)}$ for $i = 1, 2, \ldots, k$. Choose $i$ so that $\chi(p\gamma_i) \neq 1$. Now $w_i$ is a multiple of $1 - \chi(p\gamma_i)\gamma_i$. It follows that both $w_i^{(n)}$ and $w$ are multiples of $(1 - \chi(p\gamma_i)\gamma_i)^{(n)}$. This completes the proof of part (2).

**Lemma 3.4.** With the assumptions of lemma 3.2, assume there is some natural number $n$ so that $(1 - \gamma_i)^{(n)} \ast a = 0$ for all $i = 1, 2, \ldots, k$. Then $a \chi$ is t-summable for all $1 \neq \chi \in \text{Hom}(\Gamma, C^\ast)$, and in fact $\Sigma a \chi = 0$.

**Proof.** This follows from $0 = (1 - \gamma_i)^{(n)} \ast a \chi = (1 - \chi(\gamma_i)\gamma_i)^{(n)} \ast (a \chi)$ and $\Sigma(1 - \chi(\gamma_i)\gamma_i)^{(n)} = (1 - \chi(\gamma_i))^n$, noting that $1 \neq \chi(\gamma_i)$ for some $i$, once it assumed that $\chi \neq 1$.

3.2. t-summability with parameters. It will be necessary to state everything with parameters. Our parameter-space is a topological space $W$. The domain of several functions considered is the space $W \times \Gamma$, which inherits its product topology. Frequently, $W$ is an open subset of Euclidean space.
We collect in lemma 3.5 below some basic properties easily derived from a first course in Analysis such as [1],[17]. We set up the requisite notation first.

Given \( a : \Gamma \to \mathbb{C} \) and a finite subset \( S \subset \Gamma \), we set \( \| a, S \|_1 = \sum \{|a(\gamma)| : \gamma \notin S\} \)

Given a function \( a : W \times \Gamma \to \mathbb{C} \), put

\[
a_w(\gamma) = a(w, \gamma) \quad \text{for all } w \in W, \gamma \in \Gamma \text{ and define } \| a, S \|_1 = \sup\{\| a_w, S \|_1 : w \in W\}.
\]

\( a : W \times \Gamma \to \mathbb{C} \) is acceptable if \( \inf\{\| a, S \|_1 : S \subset \Gamma, \#S < \infty\} = 0 \).

We assume that \( \Gamma \) is discrete and \( W \) is a topological space, and then \( W \times \Gamma \) is endowed with its product topology.

**Lemma 3.5.** Assume that \( a : W \times \Gamma \to \mathbb{C} \) is acceptable. For \( w \in W \) and \( \chi \in \Gamma^* \), let \( G_a(w, \chi) \) be the sum of the absolutely convergent series \( \sum \chi.a_w \).

1. If \( a \) is continuous, then \( G_a : W \times \Gamma^* \to \mathbb{C} \) is also continuous.
2. If \( W \subset \mathbb{C} \) is open and \( w \mapsto a(w, \gamma) \) is holomorphic for every \( \gamma \in \Gamma \), then \( w \mapsto G_a(w, \chi) \) is holomorphic for every \( \chi \in \Gamma^* \).
3. If \( W \subset \mathbb{R}^m \) is open, if \( v \in \mathbb{R}^m \), and if the directional derivative \( \partial_v a \) of \( w \mapsto a(w, \gamma) \) exists, is acceptable and continuous, then the directional derivative \( \partial_v G_a \) of the function \( w \mapsto G_a(w, \chi) \) exists for all \( w \in W, \chi \in \Gamma^* \) and is in fact given by \( \partial_v G_a = G_v \), where \( b = \partial_v a \).

Part (1) of the lemma is the Weierstrass M-test rephrased to suit the situation at hand. Part (2) of the lemma is the basis of analytic continuation in the parameters.

### 3.3. t-summability for \( \Gamma = \mathbb{Z}^k \)

For the rest of this section, we take \( \Gamma = \mathbb{Z}^k \) and \( \Gamma^* = \mathbb{T}^k \). The given basis of \( \mathbb{Z}^k \), namely \((1, 0, 0, ..., 0), (0, 1, 0, ..., 0), ... (0, ..., 0, 1)\), will be denoted \( e_1, e_2, ..., e_k \). Given \( a : \mathbb{Z}^k \to \mathbb{C} \) we put \( \Delta_i a = (1 - e_i) * a \). Thus \( \Delta_i a(n) = a(n) - a(n - e_i) \) for all \( n \in \mathbb{Z}^k \). Iterating this operator \( m \) times we have \( (1 - e_i)^m * a = \Delta_i^m a \). We wish to find sufficient conditions that ensure \( \Delta_i^m a \in L^1(\mathbb{Z}^k) \) for all \( 1 \leq i \leq k \) in order to appeal to lemma 3.2. We do so when \( a = f |_{\mathbb{Z}^k} \) and \( f : \mathbb{R}^k \to \mathbb{C} \) is a \( C^\infty \) function. We use the same notation \( \Delta_i \) for functions on \( \mathbb{R}^k \) as well. Expressing \( \Delta_i f \) as the integral of \( \partial_i f \) and iterating this procedure, we get

\[
\Delta_i^m f(x) = \int_0^1 \cdots \int_0^1 \partial_i^m f(x - (t_1 + t_2 + ... + t_m)e_i)dt_1dt_2...dt_m
\]

which gives

\[
|\Delta_i^m f(x)| \leq \sup\{|\partial_i^m f(x - te_i)| : 0 \leq t \leq m\}.
\]

(16) \[|\Delta_i^m f(x)| \leq \sup\{|\partial_i^m f(x - te_i)| : 0 \leq t \leq m\}.\]

For the rest of this section, for \( g : \mathbb{R}^k \to \mathbb{C} \) we set

\[
\| g \|^m = \sup\{(1 + \| x \|)^{k+1}|g(x)| : x \in \mathbb{R}^k\}
\]

\[\|x\|^2 = \langle x, x \rangle \] is the standard Euclidean norm on \( \mathbb{R}^k \). We obtain a constant \( C(m, k) \)

\[
\sum_{n \in \mathbb{Z}^k} \sup\{|g(n + y)| : y \in \mathbb{R}^k, \| y \| \leq m\} \leq C(m, k)\|g\|^m
\]

(18) \[\sum_{n \in \mathbb{Z}^k} \sup\{|g(n + y)| : y \in \mathbb{R}^k, \| y \| \leq m\} \leq C(m, k)\|g\|^m\]

Putting all the above together we see

\[
\sum_{n \in \mathbb{Z}^k} |\Delta_i^m f(n)| \leq C(m, k)\|\partial_i^m f\|^m
\]

(19) \[\sum_{n \in \mathbb{Z}^k} |\Delta_i^m f(n)| \leq C(m, k)\|\partial_i^m f\|^m\]

So, to apply lemma 3.2, all we require is the finiteness of \( \|\partial_i^m f\|^m \) for all \( 1 \leq i \leq k \) and for some \( m \) with \( \| \|^m \) as given in (17). A convenient class of functions which satisfies this condition is given below.
**Definition 3.6.** A $\mathbb{C}$-valued $C^\infty$ function $f$ defined on the complement of a compact $K \subset \mathbb{R}^k$ is $\mathcal{H}_\infty$ if there is some $p \in \mathbb{R}$ for which

\begin{equation}
\|x\|^r \partial_v^p f(x) = O(\|x\|^p) \text{ as } \|x\| \to \infty, \forall v \in \mathbb{R}^k, \forall r \geq 0
\end{equation}

where $\partial_v$ denotes the directional derivative.

Let $f : W \times (\mathbb{R}^k \setminus K) \to \mathbb{C}$ be a function so that $f_w$ is $C^\infty$ for all $w \in W$, (where $f_w(x) = f(w, x)$ for all $w \in W, x \in \mathbb{R}^k$).

We say $f$ is uniformly $\mathcal{H}_\infty$ if there

\begin{equation}
\sup\{\|x\|^{-p} |\partial_v^p f(w, x)| : w \in W, x \in \mathbb{R}^k, x \notin K'\} < \infty, \forall v \in \mathbb{R}^k, \forall r \geq 0
\end{equation}

for some $p \in \mathbb{R}$ and some compact subset $K'$ of $\mathbb{R}^k$ that contains $K$.

Note that if $f : \mathbb{R}^k \to \mathbb{C}$ is $C^\infty$, (20) is equivalent to (22) below

\begin{equation}
\sup\{(1 + \|x\|)^{-p} |\partial_v^p f(x)| : x \in \mathbb{R}^k\} < \infty \forall v \in \mathbb{R}^k, \forall r \geq 0
\end{equation}

We are ready to state and prove the main result of this section. The notation $\Sigma'$ below stands for the sum taken over $\{n \in \mathbb{Z}^k, n \notin K\}$. Precisely, the $n$-th term of the series is defined to be zero when $n \in K \cap \mathbb{Z}^k$, and the resulting series whose terms are indexed by $\mathbb{Z}^k$ is tested for $t$-summability.

**Theorem 3.7.** (A) Assume $f : \mathbb{R}^n \setminus K \to \mathbb{C}$ is $\mathcal{H}_\infty$. Then the series $\sum_{n \in \mathbb{Z}^n} \gamma(n) z^n$ is $t$-summable for all $1 \neq z \in T^k$. The sum of the series, denoted by $G_f(z)$, is continuous on the domain $1 \neq z \in T^k$.

(B) Assume that $f : W \times (\mathbb{R}^k \setminus K) \to \mathbb{C}$ is uniformly $\mathcal{H}_\infty$. Denote the sum of the $t$-summable series $\sum_{n \in \mathbb{Z}^k} f(w, n) z^n$ by $G_f(w, z)$ for all $w \in W, 1 \neq z \in T^k$. If $f$ is continuous, so is $G_f$.

(C) With notation and assumptions as in (B), assume in addition that $W \subset \mathbb{C}$ is open, and moreover that $w \mapsto f(w, x)$ is holomorphic for every $x \in \mathbb{R}^k \setminus K$. Then $w \mapsto G_f(w, z)$ is a holomorphic function of $w \in W$ for every $1 \neq z \in T^k$.

**Proof.** We first prove all three parts of the theorem under the assumption that $K$ is empty.

In (A) we therefore assume that $f$ is defined on all of $\mathbb{R}^k$. The estimate (22) is valid now. With $p$ as in that estimate, we choose any $m$ so that $m - p \geq (k + 1)$. It follows that $\|\partial^m_i f\|'' < \infty$ for all $1 \leq i \leq k$. The bound (19) then shows that $\Delta^m f |_{\mathbb{T}^k} \in L^1(\mathbb{Z}^k)$ for all $1 \leq i \leq k$. The "(1) implies (3)" of lemma 3.2 proves the $t$-convergence of the given series. By lemma 3.1 we see that the sum of this series is continuous.

For parts (B) and (C), we once again choose $m$ in exactly the same manner, but with $p$ as in (21). We deduce that $\{\|\Delta^m f_w|_{\mathbb{T}^k}\|_1 : w \in W, 1 \leq i \leq k\}$ is bounded above. By remark 3.5, we see that $u_i$ defined by

$$u_i(w, z) = \sum_{n \in \mathbb{Z}^k} \Delta^m f(w, n) z^n$$

for all $w \in W, z \in \mathbb{T}^k$

is a continuous function (and holomorphic in $w$ under the assumptions of (C)). Because $(1 - z)^m G_f(w, z) = u_i(w, z)$ for all $1 \neq z \in \mathbb{T}^k$ and for all $1 \leq i \leq k$, we see that the function $G_f(w, z)$ has the same property. This completes the proof of the theorem when $K$ is empty.
We now come to the general case. Choose a test function \( \phi \in C^\infty_c(\mathbb{R}^k) \) satisfying

\[
K \subseteq \{ x \in \mathbb{R}^k : \phi(x) = 1 \} \text{ and } \mathbb{Z}^k \cap \text{supp}(\phi) = \mathbb{Z}^k \cap K.
\]

Given \( f \) as in (B), we note that

\[
h(w, x) = (1 - \phi(x))f(w, x) \text{ if } x \notin K \text{ and } h(w, x) = 0 \text{ if } x \in K
\]

defines \( h \) on all of \( W \times \mathbb{R}^k \). Furthermore, if \( f \) satisfies the assumption of (C), so does \( h \). Parts (B) and (C) have already been proved for \( h \). We note that

\[
\sum_{n \in \mathbb{Z}^k} h(w, x) z^n = \sum_{n \in \mathbb{Z}^k} f(w, n) z^n.
\]

This finishes the proof of (B) and (C) in general. (A) is the special case of (B) when \( W \) is a point. \( \square \)

**Remark 3.8.** The sum of the series in Theorem 3.7(A) is in fact \( C^\infty \) at \( 1 \neq z \in \mathbb{T}^k \). This can be seen by noting that, with \( m \) as in the above proof, the same argument shows that \( \Delta_m^{m+d} Pf|_{\mathbb{Z}^k} \in L^1(\mathbb{Z}^k) \) for every polynomial of degree at most \( d \). We skip the details. The statement is contained in Lemma 6.5.

Theorem 1.1 as stated in the introduction, is a special case of the corollary below.

**Corollary 3.9.** Assume \( f : \mathbb{R}^k \setminus K \rightarrow \mathbb{C} \) is \( \mathcal{H}_\infty \), let \( F \subset \mathbb{Z}^k \) be a finite subset, and let \( D = \{ x \in \mathbb{R}^k : K - x \subset F \} \). The series \( \sum f(x + n)z^n : n \in \mathbb{Z}^k, n \notin F \) is t-summable for all \( x \in D, z \in \mathbb{T}^k, z \neq 1 \). The sum of this series is a \( C^\infty \) function on \( D \times (\mathbb{T}^k \setminus \{1\}) \).

**Proof.** The t-summability assertion follows from part (A) of Theorem 3.7, once it is noted that translates of \( \mathcal{H}_\infty \) functions are also \( \mathcal{H}_\infty \). Applying part (B) of that theorem to the function \((x, y) \mapsto f(x + y)\) on the domain \( W \times (\mathbb{R}^k \setminus K) \), where \( W \) is a relatively compact subset of \( D \), the continuity in the second assertion follows. Part (3) of Lemma 3.5, combined with the above remark. \( \square \)

**Corollary 3.10.** Assume \( f, g : \mathbb{R}^k \setminus \{0\} \rightarrow \mathbb{C} \) are both \( C^\infty \) and homogeneous of type \((1,1)\) and \((s_0, \epsilon)\) respectively. Assume furthermore that \( f(x) \) is a positive real number for all \( 0 \neq x \in \mathbb{R}^k \). Then the t-convergent sum \( \sum f(x)\epsilon^n g(x)z^n \) is a holomorphic function of \( s \in \mathbb{C} \) for all \( x \in \mathbb{R}^k \) and for all \( 1 \neq z \in \mathbb{T}^k \).

**Proof.** To apply Theorem 3.7(C), one has to observe that \( h(s, x) = f(x)\epsilon^s g(x) \) is uniformly \( \mathcal{H}_\infty \) on \( W \times \{ x \in \mathbb{R}^k : \| x \| > r \} \) where \( W \) is a bounded subset of \( \mathbb{C} \), and \( r \) is any positive real number. \( \square \)

As remarked in the introduction, this implies the analytic continuation of \( L(\chi, s) \) for nontrivial Dirichlet characters \( \chi \).

The proofs of t-summability given so far suggest a broader definition, that of t-integrability on \( \mathbb{R}^k \). This requires the language of distributions, and is given in 6.10.
4. h-summability on $Q^k$

Remark 4.1. Before beginning on h-summability, we inform the reader that the simple Lemma 2.1 on t-summability with $\Gamma_1 = Z^k$ and $\Gamma_2 = Q^k$ will be invoked several times in this section.

Notation 4.2. Recall that h-summability has been defined for $R$-modules $\Gamma$, where $R$ is a commutative ring. In this section, $R = Q$ and $\Gamma = Q^k$.

Given $a : Q^k \to C$ and a subset $M \subset Q^k$, we have $R_Ma : Q^k \to C$ given by

$$R_Ma(x) = a(x) \text{ if } x \in M, \text{ and } R_Ma(x) = 0 \text{ if } x \notin M.$$ 

For $t \in Q^\times$ and $a : Q^k \to C$, we define $\rho(t)a(x) = a(t^{-1}x), \forall x \in Q^k$. We observe that

$$\rho(t)R_M\rho(t)^{-1}f = R_Mf \forall M \subset Q^k, \forall t \in Q^\times, \forall f : Q^k \to C.$$ 

Given $M \subset Q^k$ and $a : M \to C$, we extend $a$ by zero and obtain $a' : Q^k \to C$. When $\sum a'(n)$ is h-summable, we will often say that $\sum a(n)$ is h-summable, or even more simply that $a$ is h-summable.

Proposition 4.3. Let $f : R^k \setminus \{0\} \to C$ be $C^\infty$ and homogeneous of type $(-s, \epsilon)$. Then

1. $\sum_{0 \neq n \in Z^k} f(n)$ is h-summable if $(-s, \epsilon) \neq (k, 1)$.
2. Assume $x \notin Z^k$. Then $\sum_{n \in Z^k} f(x + n)$ is h-summable if $(-s, \epsilon) \notin ((k - i, (-1)^i) : i = 0, 1, 2, \ldots)$.

Proof. We define $f(0) = 0$ and regard $R^k$ as the domain of $f$.

$\sum_{n \in Z^k} f(n)z^n$ is t-convergent for $z \neq 1$ by Corollary 3.9. Summing over the nontrivial $N$-torsion points of $T^k$, we deduce that $N^kR_{NZ^k}f - R_{Z^k}f$ is t-summable. Thanks to the homogeneity assumption and (23), we get

$$\sum_{0 \neq n \in Z^k} f(n) = (N^{-s}\rho(N) - 1)R_{Z^k}f$$

It follows that $R_{Z^k}f$ is h-summable if $(N^{-s} - 1) \neq 0$, and that its sum is given by

$$\sum_{0 \neq n \in Z^k} f(n) = (N^{-s} - 1)^{-1}\sum_{0 \neq n \in Z^k} f(n)z^n : 1 \neq z \in T^k, z^N = 1.$$ 

If $s \neq k$, one may choose such a natural number $N$. If $\epsilon = -1$, then $(1 + \rho(-1))R_{Z^k}f = 0$ so it is h-summable in this case as well. This proves part (1).

Fix $x \in R^k$. Let $f_x(v) = f(x + v)$ for every $v \in R^k$. Utilizing the Taylor expansion of $f$ at $v \in R^k$ we obtain

$$f(v + x) = g_0(v) + g_1(v) + \ldots + g_{m-1}(v) + \text{Rem}_m(v) \text{ when } ||v|| > ||x||$$

We note that $g_i(v) = \partial_x f(v)/i!$ is $C^\infty$ on $R^k \setminus \{0\}$ and homogeneous of type $(-(s + i), (-1)^i\epsilon)$. By part (1) we see that $R_{Z^k}g_i$ is h-convergent. If $m + \text{Re}(s) = h > k$ we see that $\text{Rem}_m(v)$ is $O(||v||^{-h})$ as $||v|| \to \infty$, and so $\text{Rem}_m|_{Z^k}$ is in $L^1(Z^k)$. It follows that $R_{Z^k}f_x$, being a finite sum of h-convergent series, is itself h-convergent. 

\[\Box\]
**Lemma 4.4.** If \( f : \mathbb{R}^k \setminus \{0\} \to \mathbb{C} \) is \( C^1 \), homogeneous of type \((-k,1)\), and if \( \sum_{0 \neq n \in \mathbb{Z}^k} f(n) \) is h-summable, then \( f = 0 \).

**Proof.** We first assume that \( f \) is \( C^\infty \). We set \( f(0) = 0 \). Recall the subspaces
\[
L_1^1(Q^k) \subset L_1^1(Q^k) \subset C^{\infty} = V
\]
as in Proposition 2.2. From (24), we see that \((\rho(N) - 1)R_{\mathbb{Z}^k} f \in L_1^1(Q^k)\) for every natural number \( N \). In addition we have \( \rho(-1)R_{\mathbb{Z}^k} f = R_{\mathbb{Z}^k} f \). It follows that (i) the image of \( R_{\mathbb{Z}^k} f \) in \( V/L_1^1(Q^k) \) is invariant under the action of \( \rho(Q^\infty) \).

From (i) and the definition of h-summability, we get (ii) \( R_{\mathbb{Z}^k} f \) is h-summable if and only if it is t-summable.

By remark 4.1 with \( \Gamma_1 = \mathbb{Z}^k \) and \( \Gamma_2 = Q^k \), we note: (iii) \( R_{\mathbb{Z}^k} f \) is t-summable if and only if \( f|_{\mathbb{Z}^k} : \mathbb{Z}^k \to \mathbb{C} \) is t-summable.

For every \( v \in \mathbb{Z}^k \), we observe that \( n \mapsto f(n + v) - f(n) \) gives an element of \( L_1^1(\mathbb{Z}^k) \).

It follows that \( f|_{\mathbb{Z}^k} \) is t-summable if and only if it belongs to \( L_1^1(\mathbb{Z}^k) \). Comparing the integral and the sum on conical regions, we see that if \( f|_{\mathbb{Z}^k} \) is in \( L_1^1(\mathbb{Z}^k) \), then \( f \) is identically zero.

The reader is left to check that the \( C^1 \) hypothesis is sufficient for the validity of the above argument. \( \square \)

**Proposition 4.5.** If \( f \) is a polynomial, the series \( \sum_{n \in \mathbb{Z}^k} f(n)z^n \) is h-summable for all \( z \in \mathbb{T}^k \), and the sum of this series is zero.

**Proof.** By Lemma 3.4 we see that this series is t-summable and that its sum is zero for \( 1 \neq z \in \mathbb{T}^k \). For \( z = 1 \) and \( f \) homogeneous, the h-summability is contained in prop. 4.3, where it is also shown that the sum of this series is a linear combination of \( \sum_{n \in \mathbb{Z}^k} f(n)z^n \) for certain \( z \neq 1 \), and is thus equal to zero. Linearity proves the result for all polynomials. \( \square \)

**Proposition 4.6.** Let \( f, g \) be as in corollary 3.10, with \( \epsilon = 1 \). Then the h-convergent sum \( h(s) = \sum_{0 \neq n \in \mathbb{Z}^k} f(n)^{-s}g(n) \) is a holomorphic function of \( s \neq (k + s_0) \). Furthermore, \( h \) has a simple pole at worst at \((k + s_0)\).

**Proof.** Both assertions follow from equation (25) for \( f^{-s}g \). The t-convergent sums on the right side of that equation are holomorphic by Corollary 3.10, and \((N^{k+s_0-s} - 1)\) has a simple zero at \( s = k + s_0 \).

\( \square \)

We discuss next an inhomogeneous situation: express \( P \in \mathbb{R}[x_1, x_2, \ldots, x_k] \) as the sum of homogeneous polynomials: \( P = P_0 + P_1 + \ldots + P_d \). Assume that \( P_d(x) > 0 \) for all nonzero \( x \in \mathbb{R}^k \). Evidently, \( K = \{ x \in \mathbb{R}^k : P(x) \leq 0 \} \) is compact. Let \( F \subset \mathbb{Z}^k \) be any finite subset that contains \( K \cap \mathbb{Z}^k \).

**Theorem 4.7.** With \( P \) and \( F \) as above, let \( G(s) \) denote the sum of the series \( \sum_{n \in \mathbb{Z}^k \setminus F} P(x)^{-s} \) whenever this series is h-convergent. Let \( E = \{(k-j)/d : j \in 2\mathbb{Z}, j \geq 0\} \). Then
(1) $G(s)$ is defined for all $s \notin E$, and $G|_{C \setminus E}$ is holomorphic. This function has meromorphic continuation with simple poles, denoted by $\hat{G}(s)$, to all of $\mathbb{C}$.

(2) Let $s_0 \in E$. If $G(s_0)$ is defined, then $\hat{G}$ is holomorphic at $s_0$. But $\hat{G}(s) \neq G(s)$ in general.

(3) If $s \in \mathbb{Z}, s \leq 0$, then $G(s)$ is defined and equals $-\sum P(n)^{-s} : n \in F$.

Therefore $\hat{G}$ is holomorphic at all such $s$.

(4) If $k$ is odd, then $\hat{G}(s) = -\sum P(n)^{-s} : n \in F$ when $s \in \mathbb{Z}, s \leq 0$.

**Remark 4.8.** The requirement that $k$ is odd in part (4) can be altered in the following manner. We consider instead the $h$-convergence of extended meromorphically. If $s$ is a homogeneous polynomial of degree $e$ and once again denote by $\hat{G}$ the sum of the series extended meromorphically. If $s \in \mathbb{Z}$ and $s \leq 0$, then $\hat{G}(s)$ is once again the negative of the sum $Q(n)^{-s}$ taken over $n \in F$, under the assumption that $(e + k)$ is odd. The proof of this is a notational modification of the proof of the theorem given below.

**Proof.** The statement of the theorem remains unaffected if $F$ is replaced by a larger finite subset. So we will assume that $0 \in F$.

Write $P = P_d(1 - R)$, then $R(x)$ is $O(||x||^{-1})$ as $||x|| \to \infty$, so we may approximate $(1 - R)^{-s}$ through the power series expansion:

$$
(1 - t)^{-s} = \sum_{e=0}^{\infty} a_e(s)t^e, A_m(s,t) = \sum_{e=0}^{e=m-1} a_e(s)t^e, E_m(s,t) = (1 - t)^{-s} - A_m(s,t)
$$

noting that $|E_m(s,t)| \leq C(m,r)|t|^m$ if $|s| < r$ and $|t| \leq 1/2$. We deduce bounds $|E_m(s,R(x))| \leq C''(m,r)||x||^{-m}$ valid when $|s| < r$ and $||x|| > M(m,r)$. Choose $m$ so that $m + d\text{Re}(s) > k$. Let $W = \{s \in \mathbb{C} : |s| < r\}$. For every $s \in W$, we see that $x \mapsto P_d(x)^{-s}E_m(s,x)$ for $x \in \mathbb{Z}^k \setminus F$ is in $L^1(\mathbb{Z}^k \setminus F)$, and furthermore, these members of $L^1(\mathbb{Z}^k \setminus F)$ lie in a bounded set. By remark 3.5, we see that

$$
eq \sum_{n \in \mathbb{Z}^k \setminus F} P_d(n)^{-s}E_m(s,R(n)) \text{ is holomorphic on } |s| < r.
$$

We note that $R$ belongs to the $\mathbb{Z}$-graded ring obtained by adjoining $P_d^{-1}$ to $\mathbb{R}[x_1, x_2, ..., x_k]$. We write $R^i = (R^i)_1 + (R^i)_{i+1} + ... + (R^i)_{id}$ where each $(R^i)_j$ is homogeneous of degree $(-j)$. Putting $t = R(x)$ in (26) and multiplying by $P_d(x)^{-s}$ we get

$$
P(x)^{-s} = P_d(x)^{-s}E_m(s,x) + \sum_j P_d(x)^{-s}B_j(s,x) \text{ with } B_j(s,x) = \sum_{e} a_e(s)(R^e)_j.
$$

By Proposition 4.3, the term $P_d(x)^{-s}(R^e)_j$, being homogeneous of degree $(-(ds + j), (-1)^j)$, is $h$-summable when restricted to $\mathbb{Z}^k \setminus F$, unless $ds + j = k$ and $j \in 2\mathbb{Z}$. Thus it is $h$-summable if $s \notin E$; denote its sum by $g_{s,j}(s)$. By (28), we see that the series in question has been expressed as a linear combination of $h$-summable series. So we conclude

$$
|s| < r, s \notin E, \text{ then } G(s) \text{ is defined and equals } e_m(s) + \sum_j a_e(s)g_{s,j}(s).
$$

Prop. 4.6(1), and (27) with arbitrarily large $r$, combine to prove part (1).

Next, we take $s_0 \in E$ and then study (i) the behaviour of $\hat{G}$ on the region $U = \{s : |s - s_0| < 2/d\}$, and (ii) the $h$-summability of $P^{-s_0}|_{\mathbb{Z}^k \setminus F}$. By assumption, we have $p \in 2\mathbb{Z}, p \geq 0$ and $ds_0 + p = k$. For every $s \in U$, the restrictions of all the functions
listed in (28), with the exception of \( P_d(x)^{-s}B_p(s,x) \), when restricted to \( \mathbb{Z}^k \setminus \{0\} \) are h-summable. Furthermore, their sums are holomorphic functions on \( U \). It only remains to consider \( B_p(s,x) \), which it is more convenient to express as the finite sum:

\[
B_p(s,x) = V_0(x) + (s - s_0)V_1(x) + \ldots + (s - s_0)^qV_q(x)
\]

where all the \( V_i(x) \in \mathbb{R}[x_1, \ldots, x_k]_{P_d} \) are homogeneous of degree \((-i)\). Let \( L_i(s) = \sum_{n \in \mathbb{Z}^k, \xi \neq 0} P_d(n)^{-s}V_i(n) \) for all \( s \neq s_0 \). By 4.6, we see that \((s - s_0)^iL_i(s)\) is holomorphic on \( U \) for all \( i > 0 \). Putting this together, we see:

(A) \( \hat{G} - L_0 \) is holomorphic on \( U \), and

(B) \( \sum_{n \in \mathbb{Z}^k, \xi \neq 0} P(n)^{-s_0} - P_d^{-s_0}(n)V_0(n) \) is h-summable.

Now assume that the given series is h-summable at \( s_0 \). It follows from (B) that \( P_d^{-s_0}V_0|_{\mathbb{Z}^k, \xi} \) is also h-summable. By (4.4), we see that \( P_d^{-s_0}V_0 = 0 \). It follows that \( P_d^{-s_0}V_0 = 0 \) and therefore \( L_0 \) vanishes as well. We conclude from (A) that \( \hat{G} \) is holomorphic on \( U \). We see however that \( \hat{G}(s_0) = G(s_0) + b \) where \( b \) is the residue of \( L_1(s) \) at \( s_0 \). If \( k = 2, P(x, y) = x^2 + y^2 - x, s_0 = 0 \), one checks that \( b \) is precisely the residue of \( \zeta_K(s) \) at \( s = 1 \), where \( K = \mathbb{Q}(\sqrt{-1}) \), which is \( \pi/4 \). This completes the proof of part (2).

Proposition 4.5 implies part (3).

Note that \( d \in 2\mathbb{Z} \) and therefore \( \mathbb{Z} \cap E \) is empty when \( k \) is odd. Part (4) is now implied by parts (1) and (3). This completes the proof of the theorem.

\[ \square \]

5. the Formalism of the Poisson Formula

A nice account of the Poisson formula is to be found in the books of Lang and Weil, [11] and [20]. The view of this formula taken here is more sophisticated; it is borrowed from Weil [21], Lion-Vergne [13] and Mumford [14]. In essence, it is simply the Poisson formula, for the original function replaced by a translate and then multiplied by a character, as displayed in (47). This development expresses the Fourier transform as the composite of linear operators that are defined on Frechet spaces, such as the Schwartz space \( S(X) \) of \( C^\infty \) functions of rapid decay on \( X \) and \( C^\infty(X \times X'/\Gamma \times \Gamma') \) defined below. These operators extend to certain spaces of distributions.

The Poisson intertwining operator \( T_B : S(X) \to C^\infty(X \times X'/\Gamma \times \Gamma') \), given in (42), plays a significant role in this section. Formula (39) defines \( T_Bf \) as a sum taken over \( \gamma \in \Gamma \) for every \( f \in S(X) \). The extended version of \( T_B \) however, now defined for all tempered distributions, is handed to us as a package, not as a sum indexed by \( \gamma \in \Gamma \). We think of Theorem 5.8 as the ‘true’ Poisson formula for tempered distributions.

For a tempered distribution \( u \), the distribution \( T_Bu \) is shown to be the sum of the distributions \( u_\gamma \) defined in (52).

This permits us to sieve out the obvious contributions to the singularities of \( T_Bu \) at the origin to obtain \( T_B^{\text{reg}}u \) in Definition 5.10. The next objective is to give sufficient conditions that ensure \( T_B^{\text{reg}}u \) is \( C^\infty \) in a neighborhood of zero (see Proposition 5.11).

Except for the factor \( 2\pi \) in the Fourier transform, the notation here for distributions, and operations on distributions, is completely consistent with that of Hormander’s book [8]. The facts on distributions that we use are seen in a first course on the
subject: they are contained in vol.1, chapter 7, [8], and also to be found in chapters 6, 7 of [18].

5.1. Review of the Poisson Formula. Our data consists of a four-tuple $(X, X', B, \Gamma)$ where

(a) $X$ and $X'$ are finite dimensional $\mathbb{R}$-vector spaces,
(b) $B : X \times X' \to \mathbb{R}$ is a non-degenerate bilinear form, and
(c) $\Gamma \subset X$ is a lattice, i.e. $\Gamma$ is discrete and $X/\Gamma$ is compact.

Every $(X, X', B, \Gamma)$ as above produces its dual $(X', X, B', \Gamma')$ given by

$$B'(x', x) = -B(x, x') \forall x \in X, x' \in X'$$

with dual lattice

$$\Gamma' = \{ \gamma' \in \Gamma' : B(\gamma, \gamma') \in \mathbb{Z} \forall \gamma \in \Gamma \}$$

The compact torus $Z$ is defined by

$$Z = X \times X'/\Gamma \times \Gamma'$$

The Haar measure on $X$ is chosen so that $\text{vol}(X/\Gamma) = 1$. The integral of a function with respect to this Haar measure will be denoted by $\int_X f(x)dx$ or even simply by $\int_X f$. We put

$$\psi(t) = \exp(2\pi\sqrt{-1}t) \forall t \in \mathbb{R}$$

and

$$\psi_B(x, x') = \psi(B(x, x')) \text{ for all } x \in X, x' \in X'.$$

We recall that the Schwartz space of $X$, denoted by $\mathcal{S}(X)$, is the collection of $C^\infty \mathbb{C}$-valued functions $f$ defined on $X$ for which $\|f\|_{(M, N)} < \infty$ for all non-negative integers $M$ and $N$, where

$$\|f\|_{(M, N)} = \sup\{(1 + |x|)^N \|v\|^{-m} |\partial_v^m f(x)| : x \in X, 0 \neq v \in X, 0 \leq m \leq M\}$$

In the above, $\partial_v$ denotes the directional derivative. Norms on both $X$ and $X'$ are chosen arbitrarily and fixed once and for all. The above semi-norms $\|f\|_{(M, N)}$ give $\mathcal{S}(X)$ the structure of a topological vector space.

For all $f \in \mathcal{S}(X)$, its Fourier transform $\mathcal{F}_B f$ is the function on $X'$ defined by the absolutely convergent integral

$$\mathcal{F}_B(f)(x') = \int_X f(x)\psi_B(x, x')dx.$$

If $f \in \mathcal{S}(X)$, then $\mathcal{F}_B f \in \mathcal{S}(X')$, and in fact $\mathcal{F}_B : \mathcal{S}(X) \to \mathcal{S}(X')$ is continuous. This statement follows from the standard identities below, valid for all $u \in \mathcal{S}(X)$

$$\partial_{x'} \mathcal{F}_B u = 2\pi\sqrt{-1} \mathcal{F}_B B_{x'} u$$

and

$$\mathcal{F}_B \partial_x u = 2\pi\sqrt{-1} B_x' \mathcal{F}_B u$$

where $B_{x'}(x) = B(x, x')$ and $B_x'(x') = B'(x', x)$ for all $x \in X, x' \in X'$. 

\[\text{SUMMATION AND THE POISSON FORMULA}\]
Let us return to (36), the Fourier integral. This integral may be computed, first
by summing over \(x + \Gamma\), and then integrating the resulting function on \(X/\Gamma\). In the
summation over \(x + \Gamma\), there is a common factor \(\psi_B(x, x')\) which we suppress for the
moment. Thus, for \(f \in \mathcal{S}(X)\), we define \(T_B f : X \times X' \to \mathbb{C}\) by the formula

\[
T_B f(x, x') = \sum_{\gamma \in \Gamma} f(x + \gamma) \psi_B(\gamma, x'),
\]

(39)

For the rest of this section and in (40) in particular, we employ the following
notation: let \(\mathcal{D}(X \times X')\) denote the space of distributions on \(X \times X'\). The map that
turns \(\mathcal{D}(X \times X')\) into a module over the ring of infinitely differentiable functions on
\(X \times X\) will be denoted by \((h, u) \mapsto h.u\) for all infinitely differentiable \(h : X \times X' \to \mathbb{C}\)
and all \(u \in \mathcal{D}(X \times X')\).

We note that the property

\[
(40) \quad u \text{ and } \psi_B u \text{ are translation invariant by } \Gamma' \text{ and } \Gamma \text{ respectively},
\]
is valid for \(u = T_B f\) for all \(f \in \mathcal{S}(X)\).

We define the space

\[
(41) \quad C^\infty(X \times X'/\Gamma \times \Gamma')
\]
to be collection of of infinitely differentiable functions \(u : X \times X' \to \mathbb{C}\) that satisfy
(40). Formula (39) then defines the Poisson intertwining operator \(T_B\)

\[
(42) \quad T_B : \mathcal{S}(X) \to C^\infty(X \times X'/\Gamma \times \Gamma')
\]

For \(f, g \in C^\infty(X \times X'/\Gamma \times \Gamma')\), the function \(f.\overline{g} : X \times X' \to \mathbb{C}\) descends to a function
\((f.\overline{g})_u\) on the torus \(Z\) defined in (32). We define

\[
(43) \quad \langle f, g \rangle = \int_Z (f.\overline{g})_u
\]

\(C^\infty(X \times X'/\Gamma \times \Gamma')\) has the structure of a Frechet space given by the seminorms
\(P(v, v', m, n)\) defined for \(v \in X, v' \in X'\) and non-negative integers \(m, n\) by

\[
P(v, v', m, n)u = \sup\{|\partial_v^m \partial_{v'}^n u(x, x')| : (x, x') \in K\}
\]

where \(K \subset X \times X'\) is a compact subset with the property that the composite
\(K \hookrightarrow X \times X' \to Z\) is onto. The resulting topology on \(C^\infty(X \times X'/\Gamma \times \Gamma')\) is
seen to be independent of the choice of \(K\).

The theory of Fourier series for \(C^\infty\) functions on \(X'/\Gamma'\) suffices to deduce the next
proposition.

**Proposition 5.1.**

1. \(T_B : \mathcal{S}(X) \to C^\infty(X \times X'/\Gamma \times \Gamma')\) is an isomorphism of topological vector
   spaces,
2. \(\langle f, g \rangle = \langle T_B f, T_B g \rangle\) for all \(f, g \in \mathcal{S}(X)\),
3. The operator \(S_B : C^\infty(X \times X'/\Gamma \times \Gamma') \to \mathcal{S}(X)\) given by \(S_B h(x) = \int_{X'/\Gamma'} h(x, x') dx'\) is the inverse of \(T_B\).
Remark 5.3. The space of distributions (resp. tempered distributions) on a finite dimensional real vector space \( V \)

(A) We shall define

\[
\langle \Sigma \rangle \quad (47)
\]

The standard form of the Poisson formula, given below, is obtained by putting \( \sigma \)

\[
\langle 46 \rangle
\]

given by

\[
\sigma_B : C^\infty(X \times X'//\Gamma \times \Gamma') \rightarrow C^\infty(X \times X'//\Gamma \times \Gamma')
\]

given by

\[
(45)
\]

(46) \((\sigma_B h)(x', x) = \psi_B(x, x') h(x, x') \forall h \in C^\infty(X \times X'//\Gamma \times \Gamma')\)

Proposition 5.1, (44) and the negative sign in the definition of \( B' \) combine to prove the following proposition.

Proposition 5.2.

1. The operators \( \sigma_B, T_B, T_{B'} \) are isomorphisms of topological vector spaces, and their inverses are \( \sigma_{B'}, S_B, S_{B'} \) respectively.
2. \( F_B = T_B^{-1} \circ \sigma_B \circ T_B \) and \( F_{B'} = T_{B'}^{-1} \circ \sigma_{B'} \circ T_{B'} \), and thus \( F_B \) and \( F_{B'} \) are inverses of each other.
3. The property \( \langle \Phi f, \Phi g \rangle = \langle f, g \rangle \) for all \( f, g \) in the domain of \( \Phi \)” holds for \( \Phi = \sigma_B, T_B, T_{B'} \).

Part (2) of Proposition 5.2 shows \( T_B f = \sigma_{B'} T_{B'} F_B f \) and this reads as:

\[
\sum_{\gamma \in \Gamma} f(x + \gamma) \psi_B(\gamma, x) = \sum_{\gamma \in \Gamma} F_B(f)(x' + \gamma') \psi_{B'}(x' + \gamma', x) \forall f \in S(X)
\]

The standard form of the Poisson formula, given below, is obtained by putting \((x, x') = (0, 0)\).

\[
\sum_{\gamma \in \Gamma} f(\gamma) = \sum_{\gamma' \in \Gamma'} F_B(f)(\gamma') \forall f \in S(X)
\]

**Remark 5.3.** The space of distributions (resp. tempered distributions) on a finite dimensional real vector space \( V \) is denoted by \( D(V) \) (resp. \( S(V)^* \)).

(A) We shall define \( \langle , \rangle : S(X)^* \times S(X) \rightarrow \mathbb{C} \) by

\[
\langle u, f \rangle = u(\overline{f}) \quad \forall u \in S(X)^*, f \in S(X).
\]

(i) The restriction of \( \langle , \rangle \) to \( S(X) \times S(X) \) is the standard inner product.

(ii) Every continuous linear functional on \( S(X) \) is given by \( f \mapsto \langle u, f \rangle \) for a unique \( u \in S(X)^* \).

(B) Let \( D(X \times X'//\Gamma \times \Gamma') \) be the space of distributions \( u \) on \( X \times X' \) that satisfy (40). We will define

\[
\langle , \rangle : D(X \times X'//\Gamma \times \Gamma') \times C^\infty(X \times X'//\Gamma \times \Gamma') \rightarrow \mathbb{C}
\]
as follows. For \( u \in \mathcal{D}(X \times X'/\Gamma \times \Gamma') \), \( h \in C^\infty(X \times X'/\Gamma \times \Gamma') \), the distribution \( \overline{h} \cdot u \) is invariant under translation by \( \Gamma \times \Gamma' \) and therefore descends to a distribution \( (\overline{h} \cdot u)_d \) on the torus \( \mathbb{Z} \) defined in (32). Denoting by \( 1_Z \) the constant function 1 on \( \mathbb{Z} \), we define \( \langle u, f \rangle = (\overline{h} \cdot u)_d 1_Z \).

(i) If \( u \) is also \( C^\infty(X \times X'/\Gamma \times \Gamma') \), then this definition of \( \langle u, h \rangle \) agrees with the formula of (43).

(ii) Every continuous linear functional on \( C^\infty(X \times X'/\Gamma \times \Gamma') \) is given by \( h \mapsto \langle u, h \rangle \) for a unique \( u \in \mathcal{D}(X \times X'/\Gamma \times \Gamma') \). One sees this by identifying \( C^\infty(X \times X'/\Gamma \times \Gamma') \) with the space of global \( C^\infty \) sections of a unitary line bundle \( L \) on \( Z \). The compactness of \( Z \) then gives the identification of \( C^\infty(X \times X'/\Gamma \times \Gamma')^* \) with the space of global sections of \( L \otimes D \) where \( D \) is the sheaf of distributions on \( Z \). The latter space is canonically identified with \( \mathcal{D}(X \times X'/\Gamma \times \Gamma') \).

We also have (A) and (B) above for the dual \( (X', X, B', \Gamma') \), namely

\begin{align*}
\text{(A') } \langle \cdot, \cdot \rangle : S(X')^* \times S(X') & \to \mathbb{C} \quad \text{and} \\
\text{(B') } : \mathcal{D}(X' \times X'/\Gamma' \times \Gamma) \times C^\infty(X' \times X'/\Gamma' \times \Gamma) & \to \mathbb{C}.
\end{align*}

**Proposition 5.4.** For \( F = S(X), S(X'), C^\infty(X \times X'/\Gamma \times \Gamma'), C^\infty(X' \times X'/\Gamma' \times \Gamma) \), let \( F_e = S(X)^*, S(X')^*, \mathcal{D}(X \times X'/\Gamma \times \Gamma'), \mathcal{D}(X' \times X'/\Gamma' \times \Gamma) \) respectively.

Every isomorphism \( U : (F_1)_e \to (F_2)_e \) that occurs in Proposition 5.2 extends uniquely to an isomorphism \( U_e : (F_1)_{e\Gamma} \to (F_2)_{e\Gamma} \) that is specified uniquely by

\[ \langle U_e u, U h \rangle = \langle u, h \rangle \quad \text{for all } u \in (F_1), h \in F_1 \]

To simplify notation, the extended operator \( U_e \) will be denoted once again by \( U \).

The identities

\[ \mathcal{F}_B = T_B^{-1} \circ \sigma_B \circ T_B \quad \text{and} \quad \mathcal{F}_{B'} = T_{B'}^{-1} \circ \sigma_{B'} \circ T_{B'} \]

are valid for the extended operators as well.

**Proof.** Properties (i) and (ii) of \( \langle \cdot, \cdot \rangle : F_e \times F \to \mathbb{C} \) listed in Remark 5.3 (A) and (B), combined with the last assertion of Proposition 5.2, prove this statement. \( \square \)

5.2. **Expression of \( T_B u \) as a sum over \( \gamma \in \Gamma \).** By Proposition 5.4, \( T_B u \) has been defined for all \( u \in S(X)^* \). Our next goal, Theorem 5.8 below, is to prove the validity of (39) for \( u \in S(X)^* \). For this purpose, we first give meaning to the \( \gamma \)-th term in (39) for every distribution \( u \) on \( X \) in the standard manner.

In order to obtain the formula

\[ \int_{X \times X'} f(x + \gamma) \psi_B(\gamma, x') \phi(x, x') dx dx' = \int_X f(x) I_\gamma \phi(x) dx \]

for all \( \gamma \in \Gamma \), \( f \in S(X) \) and all test functions \( \phi \in C^\infty_c(X \times X') \), we define \( I_\gamma \phi \in C^\infty_c(X) \) by

\[ I_\gamma \phi(x) = \int_{X'} \psi_B(\gamma, x') \phi(x - \gamma, x') dx'. \]

For a distribution \( u \) on \( X \) we define the distribution \( u_\gamma \) on \( X \times X' \) by

\[ u_\gamma \phi = u(I_\gamma \phi) \quad \forall \text{test functions } \phi \in C^\infty_c(X \times X'). \]
By (50), we see that if \( u = f \in \mathcal{S}(X) \), then \( u_\gamma \) is given by the function \((x, x') \mapsto f(x + \gamma)\psi_B(\gamma, x')\), as desired. Lemma 5.5 is required to show that \( \Sigma u_\gamma \) converges to a distribution on \( X \times X' \).

For \( \phi \in C_c^\infty(X \times X') \) we define

\[
\|\phi\|^{(M,N)} = \sup \{ \|x\|^{-m}\|x'\|^{-n}\|\partial^m_x \partial^n_y \phi\|_\infty : 0 \neq x \in X, 0 \neq x' \in X', 0 \leq m \leq M, 0 \leq n \leq N \}
\]

**Lemma 5.5.** Let \( K \subset X \) and \( K' \subset X' \) be compact subsets. Then, for every \( M, N \geq 0 \), there is a constant \( C(K, K', M, N) \) with the property that the inequality

\[
\sum_{\gamma \in \Gamma} \|I_{\gamma} \phi\|_{(M,N)} \leq C(K, K', M, N)\|\phi\|^{(M,N+a)}
\]

holds for every \( \phi \in C_c^\infty(K \times K') \), with \( a = 1 + \dim X \) and notation as in (35).

**Proof.** Putting \( L_x(x') = \phi(x, x') \), we first note that \( I_{\gamma} \phi(x) = \mathcal{F}_{B'}L_{x-\gamma}(-\gamma) \) for all \( x \in X, \gamma \in \Gamma \).

\[
\int_{X'} (1 + \|x'\|)^{-a} < \infty \quad \text{and the standard identities (37) imply}
\]

\[
\|\mathcal{F}_{B'} f'\|_{(0,N)} \leq C_1(N)\|f'\|_{(N,a)} \forall f' \in \mathcal{S}(X')
\]

for every \( N \). Let \( b = 1 + \sup \{ \|x'\| : x' \in K' \} \). We may now rewrite the above inequality for \( f' = L_x \) in the form below:

\[
(1 + \|y\|)^N \|\mathcal{F}_{B'}L_x(y)\| \leq b^N C_1(N)\|\phi\|^{(0,N)} \quad \text{for all } x, y \in X
\]

From the compactness of \( K \), we get \( c > 1 \) for which

\[
c^{-1}(1 + \|y - x\|) \leq (1 + \|y\|) \leq c(1 + \|y - x\|) \quad \text{for all } x \in K, y \in X.
\]

Replacing \( N \) by \( N + a \) in (55), we may now rewrite that inequality in the form

\[
(1 + \|y\|)^a(1 + \|y - x\|)^N \|\mathcal{F}_{B'}L_x(y)\| \leq b^N c^a C_1(N + a)\|\phi\|^{(0,N+a)} \quad \text{for all } x, y \in X.
\]

Replacing \((x, y)\) in the above by \((x - \gamma, -\gamma)\) we get

\[
(1 + \|\gamma\|)^a(1 + \|x\|)^N |I_{\gamma} \phi(x)| \leq b^N c^a C_1(N + a)\|\phi\|^{(0,N+a)} \quad \text{for all } x \in X, \gamma \in \Gamma.
\]

Taking \( C(K, K', 0, N) = b^N c^a C_1(N + a) \Sigma_{\gamma \in \Gamma'} (1 + \|\gamma\|)^{-a} \), we have proved (53) when \( M = 0 \).

We note that \( I_{\gamma} \partial_x \phi = \partial_x I_{\gamma} \phi \) for all \( x \in X \). We then see that the inequality (53) for \((0,N)\) applied to all the partial derivatives of \( \phi \) of order at most \( M \) proves (53) for \((M,N)\) as well.

\[ \square \]

**Lemma 5.6.** Let \( \phi \in C_c^\infty(X \times X') \). Then \( W \phi \) given by

\[
W \phi(x, x') = \sum_{\gamma \in \Gamma'} \sum_{\gamma \in \Gamma'} \phi(x + \gamma, x' + \gamma') \psi_B(\gamma, x')
\]

has the properties below

1. \( W \phi \in C_c^\infty(X \times X'/\Gamma \times \Gamma') \)
2. \( u(\overline{\phi}) = \langle u, W \phi \rangle \) for all \( u \in \mathcal{D}(X \times X'/\Gamma \times \Gamma') \) with \( \langle , \rangle \) as given in remark 5.3(B)
3. \( W : C_c^\infty(X \times X') \to C_c^\infty(X \times X'/\Gamma \times \Gamma') \) is surjective.
Proof. Let \( \Omega \subset X \times X' \) be an open subset whose translates by all \((\gamma, \gamma') \in \Gamma \times \Gamma'\) are all disjoint. With \( Z \) as in (32), let \( P : X \times X' \to Z \) denote the projection. Let \( \phi \) be a test function with \( \text{supp}(\phi) \subset \Omega \). We observe

\[(59) \quad h \in C^\infty(X \times X'/\Gamma \times \Gamma'), \quad h|\Omega = \phi|\Omega, \quad \text{supp}(h) \subset P^{-1}P\Omega \iff h = W\phi.\]

Let \( u \in \mathcal{D}(X \times X'/\Gamma \times \Gamma') \). Recall that \( \overline{W\phi}u \) descends to a distribution \( (\overline{W\phi}u)_d \) on \( Z \). We have \( \langle u, W\phi \rangle = (\overline{W\phi}u)_d1_Z \). Note that \( (\overline{W\phi}u)_d1_Z = (\overline{W\phi}u)_dg \) if \( g : Z \to \mathbb{C} \) is a \( C^\infty \) function such that \( g(z) = 1 \) on an open subset of \( Z \) that contains \( P\text{supp}(\phi) \). To obtain such a \( g \), we choose another test function \( \phi' \) on \( X \times X' \) satisfying

\[\text{supp}(\phi') \subset \Omega \text{ and supp}(\phi) \subset (\phi')^{-1}\{1\}\]

and let \( g : Z \to \mathbb{C} \) be the unique function with \( \text{supp}(g) \subset P(\Omega) \) and \( \phi'(z) = g(P(z)) \) for all \( z \in \Omega \). We then have

\[\langle u, W\phi \rangle = (\overline{W\phi}u)_d g = (\overline{\phi}u)(\phi') = u(\overline{\phi},\phi') = u(\overline{\phi})\]

This proves the first two assertions for such \( \phi \). The linear span of \( C^\infty_c(\Omega) \), taken over all \( \Omega \) as above, is the collection of all test functions. Thus the first two assertions of the lemma follow from linearity. The same reasoning, combined with (59), proves the third assertion as well. \( \square \)

Lemma 5.7. Let \( J_\gamma \overline{\phi} = T_\gamma \phi \) for all \( \phi \in C^\infty_c(X \times X'), \gamma \in \Gamma \). For every \( x \in X \), the finite sum \( \sum_{\gamma \in \Gamma} J_\gamma(x) \) equals \( \int_{X'/\Gamma'} W(x, x') \).

Proof. Now \( J_\gamma \phi(x) = \int_X \psi_B(\gamma, x') \phi(x - \gamma, x') dx' \). Once again, this integral may be computed by first summing over \( x' + \Gamma' \) and then integrating the resulting function on \( X'/\Gamma' \). So we get:

\[\begin{aligned}
A_\gamma \phi(x, x') &= \sum_{\gamma \in \Gamma'} \psi_B(\gamma, x') \phi(x - \gamma, x' + \gamma') \\
J_\gamma \phi(x) &= \int_{X'/\Gamma'} A_\gamma \phi(x, x')
\end{aligned}\]

and now summing the above over \( \gamma \in \Gamma \), we get

\[\begin{aligned}
W \phi(x, x') &= \sum_{\gamma \in \Gamma} A_\gamma \phi(x, x') \\
\sum_{\gamma \in \Gamma} J_\gamma \phi(x) &= \int_{X'/\Gamma'} W \phi(x, x').
\end{aligned}\]

\( \square \)

For a tempered distribution \( u \) on \( X \), part (4) of Theorem 5.8 expresses \( T_Bu \) as a sum of distributions on \( X \times X' \). Part (5) of the theorem is the identity \( T_Bu = \sigma_{B'}T_{B'}F_Bu \), which is the generalized Poisson formula (47) when \( u = f \in S(X) \).

Theorem 5.8. (Poisson Formula for tempered distributions)
Let \( u \) be a tempered distribution on \( X \).

1. Let \( S \) be a subset of \( \Gamma \). For every \( \phi \in C^\infty_c(X \times X') \), the series \( \sum_{\gamma \in S} u_\gamma \phi \) converges absolutely (see (52) for the definition of \( u_\gamma \)).

2. Denote the sum of the above series by \( u_S \phi \). Then \( \phi \mapsto u_S \phi \) defines a distribution on \( X \times X' \).

3. If \( S \) is the disjoint union of subsets \( S', S'' \subset \Gamma \), then \( u_S = u_{S'} + u_{S''} \).

4. The distribution \( T_Bu \) given by Proposition 5.4 equals the above \( u_S \) when \( S = \Gamma \).

5. \( u_\Gamma = \sigma_{B'}(F_Bu)_{\Gamma'} \).
Proof. Let \( u \in \mathcal{S}(X)^\ast \). By definition, there are some \( M, N, C \) so that \(|u(f)| \leq C\|f\|_{(M,N)}\). Recall that \( u_\gamma \phi = u(I_\gamma \phi) \) for all \( g \in \Gamma \). Lemma 5.5 now shows that

\[
\sum_{\gamma \in S} |u(I_\gamma \phi)| \leq C.C(K, K', M, N)\|\phi\|^{(M, N + a)} \forall \phi \in C_c^\infty (K \times K').
\]

That proves part (1). The same upper bound holds for \(|u_S \phi|\) as well, and now part (2) follows from the definition of a distribution. Part (3) is evident.

We now address part (4). It is clear that \( u_\Gamma \) is in \( \mathcal{D}(X \times X' / \Gamma \times \Gamma') \). By Proposition 5.4, the identity \( T_B u = u_\Gamma \) is equivalent to the equality \( \langle u_\Gamma, T_B f \rangle = \langle u, f \rangle \) for all \( f \in \mathcal{S}(X) \). Now \( S_B \) in Proposition 5.2 is surjective, and so is \( W \) (see lemma 5.6(3)). So it suffices to check this equality for \( f = S_B W \phi \) for all \( \phi \in C_c^\infty (X \times X') \). In other words, we have to check

\[
\langle u_\Gamma, W \phi \rangle = \langle u, S_B W \phi \rangle \text{ for all } \phi \in C_c^\infty (X \times X')
\]

We note

\[
\langle u_\Gamma, W \phi \rangle = u_\Gamma \overline{\phi} = u(\sum_{\gamma \in \Gamma} I_\gamma \overline{\phi}) = u(\sum_{\gamma \in \Gamma} J_\gamma \overline{\phi}) = u \int_{X / \Gamma'} W \phi = u(S_B W \phi) = \langle u, S_B W \phi \rangle
\]

from 5.6(2) and 5.7, and this completes the proof of part (4).

The validity of part (4) for both \((X, X', B, \Gamma)\) and \((X', X, B', \Gamma')\), combined with Proposition 5.4 now implies part (5), and therefore completes the proof of the theorem. \(\Box\)

5.3. Removal of singularities and the definition of \( T_B^{reg} u \).

Lemma 5.9. Let \( u \in \mathcal{S}(X)^\ast \). Let \( U \subset X \) be an open subset so that the restriction \( u|U \) is given by a continuous function \( f : U \to \mathbb{C} \). Let \( A \) be a subset of \( \Gamma \). Let \( \Omega \subset X \) be an open subset so that \( \Omega + A \subset U \). Assume further that \( \sum_{\gamma \in A} \|f_{\gamma + \Omega}\|_\infty < \infty \).

Then the distribution \( u_A \) given in Theorem 5.8 is given by the continuous function \( x \mapsto \sum_{\gamma \in A} f(x + \gamma)\psi_B(\gamma, x') \) on \( \Omega \times X' \).

Proof. Let \( \phi \in C_c^\infty (\Omega \times X') \) and let \( \gamma \in A \). We observe that \( I_\gamma \phi \in C_c^\infty (U) \) and also that equation (50) holds (in fact for any continuous function \( f : U \to \mathbb{C} \)). It then follows from the definition of \( u_\gamma \) given in (52) that

\[
u_\gamma \phi = \int_{X \times X'} f(x + \gamma)\psi_B(\gamma, x') \phi(x, x') dx dx'.
\]

Summing over \( \gamma \in S \) we obtain

\[
T_B^S u(\phi) = \int_{X \times X'} (\sum_{\gamma \in S} f(x + \gamma)\psi_B(\gamma, x')) \phi(x, x') dx dx'
\]

for all test functions \( \phi \) with support contained in \( \Omega \times X' \). \(\Box\)

In particular, taking \( A = \{\gamma\} \), we see that if \( \gamma \) is not in the singular support of \( u \), then \( u_\gamma U \times X' \) is \( C^\infty \) for a suitable neighbourhood \( U \) of zero in \( X \). This leads to the definition below.
Definition 5.10. The regularized distribution \( T^\text{reg}_B u \) is defined for \( u \in \mathcal{S}(X)^* \) under the assumption that the singular supports of \( u \) and \( \mathcal{F}_B u \), denoted by \( K \) and \( K' \) respectively, are both compact. Let

\[
S = (\Gamma \cap K) \cup \{0\} \quad \text{and} \quad S' = (\Gamma' \cap K') \cup \{0\}.
\]

We define

\[
T^\text{reg}_B u := T_B u - \sum_{\gamma \in S} u_\gamma - \sigma_{B'} \sum_{\gamma' \in S'} (\mathcal{F}_B u)_{\gamma'}
\]

For the above formula, one should note that \( u_\gamma \) and \( u'_\gamma \) are defined for arbitrary \( u' \in \mathcal{S}(X')^* \), \( \gamma' \in \Gamma' \), \( S' \subset \Gamma' \) by applying (52) and 5.8(2) to the dual \((X', X, B', \Gamma')\).

There is no real reason here to throw \( 0 \) into the definition of \( S \) and \( S' \). This has been done for the sole purpose of obtaining consistency with the usage of \( T^\text{reg}_B u \) in the next section.

Proposition 5.11. Let \( u = v + f + \mathcal{F}_B v' \) where \( f \in \mathcal{S}(X) \) and \( v \) and \( v' \) are compactly supported distributions on \( X \) and \( X' \) respectively. Then

1. \( T^\text{reg}_B u \) is defined, and is \( C^\infty \) on \( U \times U' \) where \( U \) and \( U' \) are suitable neighbourhoods of \( 0 \) in \( X \) and \( X' \) respectively.
2. Let \( K, K', S, S' \) be as in definition 5.10. Then part (1) holds for \( U \) and \( U' \) with

\[
X \setminus U = \{x - \gamma : x \in K, \gamma \in \Gamma \setminus S\} \quad \text{and} \quad X' \setminus U' = \{x' - \gamma' : x' \in K', \gamma' \in \Gamma' \setminus S'\}.
\]

Proof. Thanks to Paley-Weiner-Schwartz (see pp 180-185, Chapter 8[17]), we see that \( \mathcal{F}_B v \) and \( \mathcal{F}_B v' \) are both \( C^\infty \). It follows that the singular supports of \( u \) and \( \mathcal{F}_B u \) are precisely the singular supports of \( v \) and \( v' \) respectively. These sets are compact, and therefore \( T^\text{reg}_B u \) is defined. We retain the notation \( K, K', S, S' \) introduced in 5.10.

For \( w \in \mathcal{S}(X)^* \), let

\[
-Pw = \sum_{\gamma \in S} w_\gamma \quad \text{and} \quad -Qw = \sigma_{B'} \sum_{\gamma' \in S'} (\mathcal{F}_B w)_{\gamma'}.
\]

Now \( T^\text{reg}_B u \) is the sum of nine terms, obtained by applying the three operators \( T_B, P, Q \) to the three distributions \( v, f, \mathcal{F}_B v' \).

Five of these, namely \( T_B f, Pf, Qf, Qv \) and \( P \mathcal{F}_B v' \), are evidently \( C^\infty \) on all of \( X \times X' \). We claim that \((T_B + P)v, (T_B + Q)\mathcal{F}_B v' \) are \( C^\infty \) on \( U \times X' \) and \( X \times U' \) respectively, where \( U \subset X \) and \( U' \subset X' \) are suitable neighborhoods of zero. This claim implies part (1) of the proposition.

To check this claim, let \( L \) be the support of \( v \), and define the subsets \( C, D \subset \Gamma \) by

\[
\{0\} \cup (L \cap \Gamma) = S \cup C \quad \text{and} \quad \Gamma = S \cup C \cup D.
\]

By 5.8, we see that \( T_B v = v_S + v_C + v_D \). If \( U \) is small enough, we see that \( v_\gamma \mid U \times X' \) is

1. \( C^\infty \) if \( \gamma \in C \), and
2. zero if \( \gamma \in D \).

From the definition of \( v_D \) in 5.8 it follows that \( v_D \mid U \times X' \) is zero. The finiteness of \( C \) shows that \( v_C \) is \( C^\infty \) on \( U \times X' \). Now \( P v = -v_S \), so we see that \((T_B + P)v \) equals \( v_C \) which is \( C^\infty \) on \( U \times X' \) as claimed.
To go further, we note that (i) and (ii) above are valid when \( U \) is the complement of the union of \( R_1 = \{ x - \gamma : x \in K, \gamma \in C \} \) and \( R_2 = \{ x - \gamma : x \in L, \gamma \in D \} \). We may express \( v + f \) as \( v_1 + f_1 \) where \( v_1 = \phi.v \) and \( f_1 = f + (1 - \phi).v \) for a test function \( \phi \) that is 1 on an open subset \( V \) that contains \( K \). Now the support of \( v_1 \) is contained in \( V \). It follows that we may replace \( L \) by \( K \) in the definition of \( R_2 \). Because \( S \sqcup C \sqcup D = \Gamma \), we deduce that \( U \) can be chosen to be the complement of \{ \( x - \gamma : x \in K, \gamma \in \Gamma, \gamma \notin S \) \}.

With \( r = T_{B'}v' - \sum_{\gamma' \in S'} v'_\gamma \), the same argument for the dual \( (X', X, B', \Gamma') \) shows that \( r \) is \( C^\infty \) on \( U' \times X \) with \( U' \) as in part (2) of the proposition. Because \( (T_B + Q)F_B v' \) equals \( \sigma_B r \), we see that the remaining half of the claim has also been proved. This completes the proof of the proposition.

\[ \square \]

6. The Poisson Formula for Mild Singularities

We apply the considerations of the previous section to the spaces of distributions given below. The notation and operators introduced there will be employed here as well.

The main result of this section is Theorem 6.6 formulated for distributions that belong to the space \( \mathcal{H}(X) \). The spaces of distributions relevant for this theorem are given in §6.1. Proposition 6.4, part 3, says that a distribution \( u \) on \( X \) belongs to \( \mathcal{H}(X) \) if and only if \( u \) and its Fourier transform are well-behaved at infinity in a certain technical sense (see (62) below). Part 2 of the same proposition expresses \( u \in \mathcal{H}(X) \) as a sum of three distributions. One checks the validity of Theorem 6.6 for each of them separately. Theorem 1.2 is then deduced from Theorem 6.6.

Subsection 6.4 has more definitions of translation invariant integrals and sums. Proposition 6.12 relates these definitions with the \( t \)-summability of §2.1.

6.1. Spaces of Distributions.

**Definition 6.1.** We will define six spaces of distributions on \( X \).

Let \( u \) be a distribution on \( X \).

(I) \( u \) belongs to \( \mathcal{H}_\infty(X) \) if \( u \) is \( C^\infty \) on the region \( \|x\| > R \) for some \( R > 0 \), and there is some real number \( p \) with the property

\[ \|x\|^m \partial_v^m u(x) \text{ is } O(\|x\|^p) \text{ as } \|x\| \to \infty \text{ for all } v \in X, m \geq 0 \]

(62)

(II) \( u \) belongs to \( \mathcal{H}_0(X) \) if \( u \) is \( C^\infty \) on the region \( 0 < \|x\| < R \) for some \( R > 0 \), and there is some real number \( p \) with the property that

\[ \|x\|^m \partial_v^m u(x) \text{ is } O(\|x\|^p) \text{ as } \|x\| \to 0 \text{ for all } v \in X, m \geq 0 \]

(63)

(III) \( u \) is in \( \mathcal{H}(X) \) if

(a) \( u \) is \( C^\infty \) on the region \( 0 \neq x \in X \) and

(b) \( u \) belongs to both \( \mathcal{H}_0(X) \) and \( \mathcal{H}_\infty(X) \). Note, however, that the \( p \)'s that appear for \( \|x\| \to \infty \) and \( \|x\| \to 0 \) may be different from each other.

(IV) \( \mathcal{H}_\infty^+(X) = C^\infty(X) \cap \mathcal{H}_\infty(X) \).

(V) \( u \) belongs to \( \mathcal{H}_0^+(X) \) if it satisfies the three conditions:
(i) \( u \) is compactly supported,
(ii) the singular support of \( u \) is contained in \( \{0\} \)
(iii) \( u \in \mathcal{H}_0(X) \).
(VI) \( \mathcal{D}_c(X) \) is the space of compactly supported distributions on \( X \).

Note that if \( u \) belongs to \( \mathcal{H}_\infty(X) \), then \( u \) is certainly a tempered distribution, and therefore \( \mathcal{F}_B u \) is defined.

**Proposition 6.2.** \( u \in \mathcal{H}_\infty^+(X) \iff \mathcal{F}_B u \in \mathcal{S}(X') + \mathcal{H}_0^+(X') \).

**Proof.** Given \( x' \in X' \), the function \( x \mapsto B(x,x') \), denoted by \( B_{x'} \) in equation (37), section 5, will now be denoted simply by \( x' \).

Let \( u = f \in \mathcal{H}_\infty^+(X) = C^\infty(X) \cap \mathcal{H}_\infty(X) \), and let \( p \in \mathbb{R} \) be as in (62). Choose an integer \( k \geq 0 \) so that \( k - p > \dim X \). The inequality of (62) assumed for \( \|x\| \mapsto \infty \) now implies

\[
(v')^m \partial_v^{m+r+k} f \in L^1(X) \text{ for all } m \geq 0, r \geq 0, v' \in X', v \in X.
\]

From (37), we deduce

\[
\partial_v^m v^{m+r+k} \mathcal{F}_B f \in C_0(X') \text{ for all } m \geq 0, r \geq 0, v' \in X', v \in X.
\]

From Weyl's commutation relations, one checks that for every \( v \in X \), \( v' \in X' \), have the same linear span in the Weyl algebra of \( X' \), the ring of differential operators with polynomial coefficients on \( X' \). Putting \( h = k, k + 1, \ldots \) we deduce that

\[
v^{m+r+k} \partial_v^m \mathcal{F}_B f \in C_0(X') \text{ for all } m \geq 0, r \geq 0, v' \in X', v \in X
\]

We then claim that for all \( v' \in X' \) and \( m \geq 0 \),
(i) \( x' \mapsto \partial_v^m \mathcal{F}_B f(x') \) is continuous at all \( 0 \neq x' \in X' \), and
(ii) \( \|\partial_v^m \mathcal{F}_B f(x')\| \leq C(v', m)\|x'\|^{-k-m} \) for all \( 0 \neq x' \in X' \).
(iii) \( \|\partial_v^m \mathcal{F}_B f(x')\| \) is \( O(\|x'\|^{-h}) \) as \( x' \to \infty \) for every \( h \in \mathbb{Z} \).

Both (i) and (ii) are deduced from (67) by putting \( r = 0 \), letting the \( v \)'s run through a basis of \( X \), for any fixed choice of \( v' \in X' \) and \( m \geq 0 \). Whereas (iii) is deduced in the same manner by letting \( r \) go to infinity in (67). Let \( \phi \in C^\infty_c(X') \) so that \( \phi^{-1}(1) \) contains a neighbourhood of zero in \( X' \). Then (i) and (ii) imply that \( \phi \mathcal{F}_B f \) belongs to \( \mathcal{H}_0^+(X') \) whereas (i) and (iii) imply that \( (1 - \phi) \mathcal{F}_B f \) belongs to \( \mathcal{S}(X') \).

We have now shown \( \implies \) of the proposition.

For the reverse implication, it suffices to prove that \( \mathcal{F}_B u \in \mathcal{H}_\infty^+(X) \) whenever \( u \in \mathcal{H}_0^+(X') \). So let \( u \) be such a distribution on \( X' \). Let \( p(u) \) be the supremum of the set of \( p \in \mathbb{R} \) for which the inequality of (62) is valid for \( \|x'\| \to 0 \).

We shall deal first with the case: \( p(u) > 0 \). Recall that the restriction of \( u \) to \( X' \setminus \{0\} \) is given by a \( C^\infty \) function \( f : X \setminus \{0\} \to \mathbb{C} \). The assumption \( p(u) > 0 \) implies that \( f \) extends as a continuous function \( f : X' \to \mathbb{C} \) such that \( f(0) = 0 \). In particular, \( f \) gives rise to a distribution on \( X \), which we once again denote by \( f \). The distribution \( w = u - f \) is supported at 0. By a theorem of L. Schwartz (see [R2], thm. 6.25, page 150, and the identity (37) for tempered distributions), the Fourier transform of \( w \) is a polynomial on \( X \) and therefore belongs to \( \mathcal{H}_\infty^+(X) \). So it remains to show that \( \mathcal{F}_B f \) is in \( \mathcal{H}_\infty^+(X) \). Because \( f \) is compactly supported, its Fourier
transform is $C^{\infty}$. So it remains only to verify the bounds on $\mathcal{F}_{B'} f$ imposed by (62). The bounds (63) placed on $u$ imply that $v^m f$ is $m$-times continuously differentiable on $X'$, for all $v \in X$. It follows that the distribution $\partial^m v^m f$ is a continuous function for all $m \geq 0, v \in X, v' \in X$, and therefore in $L^1(X')$, being compactly supported. The identities (37) now show that $p$ commutation relations, one sees that $u$ exists. Therefore $\partial, \mathcal{F}_{B'} u$ belongs to $\mathcal{H}_{\infty}^+(X)$ for every $v \in X$. From this, it is immediate that $\mathcal{F}_{B'} u$ is itself in $\mathcal{H}_{\infty}^+(X)$.

This completes the proof.

\begin{remark}
We intend to express some distributions in the form encountered in Proposition 5.11. For this, it is useful to note that

$$v + f + \mathcal{F}_{B'} v' = v_1 + f_1 + \mathcal{F}_{B'} v'_1 \implies v - v_1 \in C^\infty_c(X) \text{ and } v' - v'_1 \in C^\infty_c(X')$$

where it is assumed that $v, v_1 \in \mathcal{D}_c(X), v', v'_1 \in \mathcal{D}_c(X'), f, f_1 \in \mathcal{S}(X)$. Indeed, by Paley-Wiener-Schwartz, $\mathcal{F}_{B'} (v' - v'_1)$ is $C^\infty$, and so it follows that $v - v_1$ is $C^\infty$ as well. The same argument after an application of $\mathcal{F}_B$ to both sides shows that $v' - v'_1$ is $C^\infty$ as well.

\end{remark}

\begin{proposition}
\begin{enumerate}
\item $\mathcal{H}_{\infty}^+(X) = \mathcal{D}_c(X) + \mathcal{S}(X) + \mathcal{F}_{B'} \mathcal{H}_0^+(X')$.
\item $\mathcal{H}(X) = \mathcal{H}_0^+(X) + \mathcal{S}(X) + \mathcal{F}_{B'} \mathcal{H}_0^+(X')$.
\item $\mathcal{H}(X) = \mathcal{H}_{\infty}(X) \cap \mathcal{F}_{B'} \mathcal{H}_{\infty}(X')$.
\item $\mathcal{F}_B \mathcal{H}(X) = \mathcal{H}(X')$.
\end{enumerate}

\end{proposition}

\begin{proof}
We first note that

\begin{enumerate}
\item $\mathcal{H}_{\infty}(X) = \mathcal{D}_c(X) + \mathcal{S}(X) + \mathcal{F}_{B'} \mathcal{H}_0^+(X')$
\item $\mathcal{H}_0^+(X) = \mathcal{H}_0^+(X) + \mathcal{D}_c(X)$
\item $\mathcal{H}(X) = \mathcal{H}_0^+(X) + \mathcal{H}_{\infty}(X)$.
\end{enumerate}

Both (b) and (c) are obtained by writing $u = \phi_u + (1 - \phi) u$ for suitable test functions $\phi \in C^\infty_c(X)$, and (a) is just Proposition 6.2. Now part (1) follows from (a) and (b), and part (2) follows from (a) and (c).

We come to part (3). By part (1), we may express $u \in \mathcal{H}_{\infty}(X)$ as $u = v + f + \mathcal{F}_{B'} v'$ where $v \in \mathcal{D}_c(X), f \in \mathcal{S}(X), v' \in \mathcal{H}_0^+(X')$. Now, if $u$ also belongs to $\mathcal{F}_{B'} \mathcal{H}_{\infty}(X')$, we see that $u = v_1 + f_1 + \mathcal{F}_{B'} v'_1$ with $v_1 \in \mathcal{H}_0^+(X), f_1 \in \mathcal{S}(X), v'_1 \in \mathcal{D}_c(X')$. By remark 6.3, we see that $v - v_1 \in C^\infty_c(X)$. Because $v_1$ belongs to $\mathcal{H}_0^+(X)$, we see that $v$ belongs to the same space as well. It follows that $\mathcal{H}_{\infty}(X) \cap \mathcal{F}_{B'} \mathcal{H}_{\infty}(X')$ is the same as $\mathcal{H}_0^+(X) + \mathcal{S}(X) + \mathcal{F}_{B'} \mathcal{H}_0^+(X')$. Part (3) now follows from part (2). Part (4) is immediate from part (3).

\end{proof}

\section{6.2. $T_B$ and $T_B^{reg}$ for mild singularities.}

Every $\phi$ in the Schwartz space of $X$ gives rise to the $C^\infty$ function $T_B \phi$ on $X \times X'$ (see prop.5.2), and every tempered distribution $u$ on $X$ gives rise to the distribution $T_B u$ on $X \times X'$ (see prop. 5.4). Every $u \in \mathcal{H}_\infty(X)$ is a tempered distribution on $X$; therefore $T_B u$ is defined, and we wish to study it. The next lemma deals with the preliminary case where $u = f \in \mathcal{H}_\infty(X)$. 

Lemma 6.5. Let $f \in \mathcal{H}_\infty^+(X)$. Then $T_B f$ is continuous on $X \times (X' \setminus \Gamma')$. Furthermore, $T_B f(x, x')$ is simply the sum of the $t$-summable series $\sum_{\gamma \in I} f(x + \gamma) \psi_B(\gamma, x')$ for every $x \in X, x' \in X', x' \notin \Gamma'$.

Proof. The action of $X$ on $S(X)$ and $C^\infty(X \times X'//\Gamma \times \Gamma')$ given by translations:

$$L_v f(x) = f(x-v) \text{ and } L_v h(x, x') = h(x-v, x') \forall x, v \in X, \forall x' \in X'$$

for all $f \in S(X), h \in C^\infty(X \times X'//\Gamma \times \Gamma')$ extends in the standard manner to an action on $S(X)^*$ and $\mathcal{D}(X \times X'//\Gamma \times \Gamma')$ respectively. Furthermore $T_B \circ L_v = L_v \circ T_B$ for all $v \in X$. It follows that $T_B$ commutes with $(1 - L_v)^m$ for all $m \geq 0$.

Now let $f \in \mathcal{H}_\infty^+(X)$. Choose $m \geq 0$ so that $\partial_v^m f$ is $O(\|x\|^{-(1+\dim X)})$. Employing (16), such upper bounds are valid for $g = (1 - L_v)^m f$ as well. Lemma 5.9 shows that the distribution $T_B g$ is a continuous function, and also that $T_B f(x, x')$ is the sum of the absolutely convergent series $\Sigma_{\gamma \in I} f(x + \gamma) \psi_B(\gamma, x')$ for all $x \in X, x' \in X'$.

Now take $v \in \Gamma$. Let $w(x, x') = \psi_B(v, x')$ for all $(x, x') \in X \times X'$. By (40), we see that $T_B L_v u = w.T_B u$ for all $u \in S(X)^*$. It follows that $T_B g = (1 - w)^m T_B f$. The continuity of $T_B f$ on the region $w \neq 1$ follows. That the series in lemma 6.5 is $t$-summable has already been remarked in thm. 3.7. The sum of this $t$-summable series is $(1 - \psi_B(v, x'))^{-m} T_B g(x, x')$ when $\psi_B(v, x') \neq 1$, by its definition. Now, if $x' \notin \Gamma'$, there is some $v \in \Gamma$ for which $\psi_B(v, x') \neq 1$. This proves the lemma.

That $T_B f$ is $C^\infty$ can be proved by the same method. But it is also a consequence of the theorem below because $\mathcal{H}_\infty^+(X) \subset \mathcal{H}(X)$.

The definition of $T_B^{reg} u$ in the next thm. has been given in definition 5.10.

Theorem 6.6. Let $u \in \mathcal{H}(X)$. Let $f : X \setminus \{0\} \to \mathbb{C}$ (resp. $f' : X' \to \mathbb{C}$) be the $C^\infty$ function obtained by restricting $u$ (resp. $\mathcal{F}_B u$) to the complement of 0 in $X$ (resp in $X'$). Let $U = X \setminus (\Gamma \setminus \{0\})$ and let $U = X' \setminus (\Gamma' \setminus \{0\})$. Then

(1) $T_B^{reg} u$ is defined
(2) $T_B^{reg} |_{U \times U'}$ is $C^\infty$.
(3) Furthermore $T_B^{reg} u(x, x')$ equals the sum of both the $t$-summable series below

(a) $-\psi_B(-x, x') f'(x') + \sum_{0 \neq \gamma \in \Gamma} f(x + \gamma) \psi_B(\gamma, x')$ for all $x \in U, x' \notin \Gamma'$

(b) $-f(x) + \sum_{0 \neq \gamma \in \Gamma'} f'(x' + \gamma) \psi_B(-x, x' + \gamma')$ for all $x \notin \Gamma, x' \in U'$.

Proof. By 6.4(2), we see that $u$ has the form encountered in 5.11. The singular supports of $u$ and $\mathcal{F}_B u$ are contained in $\{0\}$. So parts (1) and (2) follow from 5.11.

The above lemma shows that $T_B^{reg} u$ is given by the sum in (a) when $u \in \mathcal{H}_\infty^+(X)$. If $u \in \mathcal{H}_0^+(X)$, the sum in (a) is finite and thus equals $T_B^{reg} u$ by thm. 5.8. It is clear that $\mathcal{H}_\infty^+(X) + \mathcal{H}_0^+(X) = \mathcal{H}(X)$. Therefore it has been proved that the sum in (a) equals $T_B^{reg} u$ for all $u \in \mathcal{H}(X)$. The remaining equality is obtained by interchanging the roles of $u$ and $\mathcal{F}_B u$.

Remark 6.7. With $U$ as given in prop. 5.11 and $U'$ as above, it is clear that the equality of $T_B^{reg}$ with the sum in (a) holds also when $u \in \mathcal{H}_\infty(X)$. 
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Definition 6.8. We define \( \mathcal{L}u = T_B^{\text{reg}}u(0,0) \) for \( u \in \mathcal{H}(X) \) and \( \mathcal{L}u' = T_B^{\text{reg}}u'(0,0) \) for \( u \in \mathcal{H}(X) \). We note that \( \mathcal{L}u = \mathcal{L}F_Bu \) and also that \( \mathcal{L} \) is invariant under the action of \( \text{Aut}(\Gamma) \).

6.3. Proof of Theorem 1.2.
Let us return to the situation of Theorem 1.2. Thus we are given a \( C^\infty \) function \( f : X \setminus \{0\} \rightarrow \mathbb{C} \), homogeneous of type \((-s,\epsilon) \in \mathbb{C} \times \{\pm 1\} \), i.e.
\[
f(tx) = t^{-s}f(x) \quad \text{and} \quad f(-x) = \epsilon f(x) \quad \text{for all } 0 \neq x \in X \text{ and } t > 0
\]
where it is assumed that

(a) \((s,\epsilon) \notin \{(m + \dim(X),(-1)^m) : m \geq 0, m \in \mathbb{Z}\}\)
(b) \((s,\epsilon) \notin \{(-m,(-1)^m) : m \geq 0, m \in \mathbb{Z}\}\)

Condition (a) guarantees that \( f \) extends uniquely to a distribution \( u \) on \( X \) with the same homogeneity degree. We see that \( u \in \mathcal{H}(X) \). Its Fourier transform \( F_Bu \) belongs to \( \mathcal{H}(X') \) and is homogeneous of type \((-s-\dim(X),\epsilon) \). The restriction of \( F_Bu \) to \( X' \setminus \{0\} \) is a \( C^\infty \) function, which will be denoted by \( F_Bf \) for simplicity. Condition (b) ensures that \( F_Bu \) is the unique homogeneous distribution on \( X' \) that extends the \( C^\infty \) function \( F_Bf \). Taking the \( C^\infty \) function \( F_B^{\text{reg}} \) of thm. 1.2 to be \( T_B^{\text{reg}}u \), we see that part (3) of thm. 6.6 implies part (1) of thm.1.2. The next lemma proves the rest of thm. 1.2.

Lemma 6.9. The sum of the h-summable series \( \sum \{f(\gamma) : 0 \neq \gamma \in \Gamma\} \) equals \( \mathcal{L}(u) \) as given in defn.6.8.

Proof. The action of \( g \in \text{GL}(X) \) on distributions on \( X, X', X \times X' \) is denoted by \( \rho(g), \rho'(g), \rho''(g) \) respectively, and \( \lambda \mapsto \lambda_X \) denotes the inclusion \( \mathbb{R}^\times \hookrightarrow \text{GL}(X) \).

Let \( N \in \mathbb{N} \). For a distribution \( w \) on \( X \times X' \) or \( X' \) that is invariant under translation by \( \Gamma' \), let \( U_Nw \) be the sum of its translates over all the \( N \)-torsion points of \( X'/\Gamma' \). For \( u \in \mathcal{S}(X)^* \) and \( u_\gamma \) as in 5.8 we note that \( U_Nu_\gamma = N^{\dim X}u_\gamma \) if \( \gamma \in NT \) and zero otherwise. Summing over \( \Gamma \) and simplifying, we see:

(a) \( U_NT_Bu = N^{\dim X}\rho''(N_X)T_B\rho(N_X)^{-1}u \).

The terms \( u_\gamma \) for \( \gamma = 0 \) (resp. \( u'_\gamma \) for \( \gamma' = 0 \) when \( u' \in \mathcal{S}(X')^* \)) will be denoted by \( u(x,0) \) (resp. \( u'(0,0) \)). Let \( T_B'u = T_Bu - u(x,0) \). We see that (a) can be rewritten as:

(b) \( U_NT_B'u = N^{\dim X}\rho''(N_X)T_B\rho(N_X)^{-1}u \).

Now write \( U_Nw = w + U_N'w \). Subtract \( \psi_B(-x,x')F_Bu(0,x') \) from both sides of (b) when \( u \in \mathcal{H}(X) \). We obtain:

\[
(68) \quad U_NT_B'u + T_B^{\text{reg}}u = N^{\dim X}\rho''(N_X)T_B^{\text{reg}}\rho(N_X)^{-1}u \quad \text{for all } u \in \mathcal{H}(X).
\]

All the three terms above are \( C^\infty \) at \( (0,0) \) and evaluation at this point gives

\[
(69) \quad U_NT_B'u(0,0) + \mathcal{L}u = N^{\dim X}\mathcal{L}\rho(N_X)^{-1}u \quad \text{for all } u \in \mathcal{H}(X).
\]

Part 3(a) of Thm. 6.6 has a sum indexed by \( 0 \neq \gamma \in \Gamma \), and this is precisely \( T_B'u(x,x') \). Because \( U_N'T_B'u(0,0) \) is the sum of the \( T_B'u(0,x') \) taken over all the nontrivial \( N \)-torsion points \( x' \) of \( X'/\Gamma' \) we see that (69) is equivalent to (5) under the homogeneity assumption \( \rho(\lambda_Xu) = \lambda^su \) for all positive real numbers \( \lambda \). \( \square \)
6.4. translation-invariant integrals and sums.
We define $\int_X u$ for certain distributions $u$ on $X$. Proposition 6.12 shows that this
definition contains $t$-summability.

Definition 6.10. A distribution $u$ on $X$ is $t$-integrable if there is a pair $(\phi, f)$ with
$\phi \in \mathcal{C}_c^\infty(X)$, $f \in \mathcal{S}(X)$ that satisfy
1. $\int_X \phi \neq 0$ and $\int_X f \neq 0$,
2. $\phi * u \in \mathcal{S}(X)^*$ and $f * (\phi * u) \in L^1(X)$.

$\int_X u$ is then defined as $(\int_X \phi, \int_X f)^{-1} \int_X f * (\phi * u)$ and is seen to be independent of
the choice of $(\phi, f)$ thanks to commutativity.

Definition 6.11. A function $a : \Gamma \to \mathbb{C}$ is $t^+$-summable if there is a pair $(c, g)$ of
$\mathbb{C}$-valued functions on $\Gamma$, where $c$ has finite support, and $g$ is rapidly decreasing i.e.
$|g(\gamma)|$ is $O(\|\gamma\|^{-r})$ for all $r$, with
(i) $\Sigma_{\Gamma} c \neq 0$ and $\Sigma_{\Gamma} g \neq 0$
(ii) $c * a : \Gamma \to \mathbb{C}$ has polynomial growth, and $g * (c * a)$ belongs to $L^1(\Gamma)$.
$\Sigma_{\Gamma} a$ is then defined to be $(\Sigma_{\Gamma} c)^{-1}(\Sigma_{\Gamma} g)^{-1}\Sigma_{\Gamma} g * (c * a)$.

Proposition 6.12. If $a : \gamma \to \mathbb{C}$ is $t^+$-summable, then it is $t^+$-summable.
If $a$ is $t^+$-summable, then the distribution $E(a) = \sum_{\gamma \in \Gamma} a(\gamma)\delta_\gamma$ (where $\delta_\gamma$ is the Dirac
distribution at $\gamma$) on $X$ is $t$-integrable.

Proof. The first assertion is clear.
For the second assertion, choose any $h \in \mathcal{C}_c^\infty(X)$ with $\int_X h \neq 0$. If the pair
$(c, g)$ proves the $t^+$-summability of $a$, then the pair $(\phi, f)$ given by $\phi = h * E(c)$ and
$f = h * E(g)$ proves the $t$-integrability of $E(a)$. $\square$

7. Groups acting on sets

7.1. Noncommutative Canonical Extension.
We improve the canonical extension of section 2.1 to include a possibly noncommuta-
tive setting. Our data now is:
(a) an associative ring $A$ (that is not assumed to be commutative),
a surjective ring homomorphism $\epsilon : A \to k$ where $k$ is a (commutative) field, with
$m = \ker(\epsilon)$,
(b) an inclusion $M \hookrightarrow N$ of left $A$-modules, and
(c) a left $A$-module homomorphism $I : M \to k$.

The canonical extension associated to this data is the left $A$-module homomo-
orphism $I_c : M_c \to k$, where $M_c$ is a $A$-submodule of $N$. In order to construct the
canonical extension, we require the collections $\mathcal{W}$ and $\mathcal{W}_1$.
$\mathcal{W} = \{W : M \subset W \subset N, W$ is a left $A$–submodule, and $\text{Hom}_A(W'/M, k) = 0$ for all $A$–left submodules $M \subset W' \subset W\}$.
$\mathcal{W}_1$ the collection of $W \in \mathcal{W}$ for which there is an left $A$-module homomorphism
$I_W : W \to k$ satisfying $I_W|_M = I$. Evidently, if such an $I_W$ exists, it is unique,
because $\text{Hom}_A(W/M, k) = 0$.

We first check that if $W_1, W_2 \in \mathcal{W}$, then $W_1 + W_2$ also belongs to $\mathcal{W}$. Indeed, if
$M \subset W' \subset W_1 + W_2$, let $D = W'\cap W_1$. Note that $D/M$ and $W'/D$ are subquotients of
$W_1/M$ and $W_2/M$ respectively. It follows that $\text{Hom}_A(D/M, k) = \text{Hom}_A(W'/D, k) = \text{Hom}_A(M/D, k) = 0$. 

0 and this shows that $\text{Hom}_A(W'/M, k) = 0$ as well. Thus $W_1 + W_2 \in \mathcal{W}$. By induction, it follows that $\mathcal{W}$ is closed under finite sums. Zorn’s lemma implies that $\mathcal{W}$ is closed under arbitrary sums.

We continue by showing that $\mathcal{W}_1$ has the same property. Let $W_1, W_2 \in \mathcal{W}_1$. By definition, we have $A$-module homomorphisms $I_1 : W_1 \to k$ and $I_2 : W_2 \to k$ that satisfy $I_1|_M = I_2|_M = I$. Let $W' = W_1 \cap W_2$. We see that $W' \in \mathcal{W}_1$. The uniqueness of $I_W'$ shows that $I_1|_{W'} = I_2|_{W'}$. We deduce that there is a $\tilde{I} : W_1 + W_2 \to k$ that extends both $I_1$ and $I_2$. Therefore $W_1 + W_2$ also belongs to $\mathcal{W}_1$. We deduce that $\mathcal{W}_1$ is closed under arbitrary sums.

**Definition 7.1.** $M_c := \Sigma\{W : W \in \mathcal{W}_1\}$ and $I_c : M_c \to k$ is the unique $A$-module homomorphism that restricts to the given $I : M \to k$.

The lemma below is useful for the proposition that follows. But the lemma follows straight from the definitions, and so we skip its proof.

**Lemma 7.2.** Let $W \in \mathcal{W}_1$ and let $I_W : W \to k$ be the unique left $A$-module homomorphism that extends $I : M \to k$. Then the canonical extension $(W_c, (I_W)_c)$ associated to the data $(A, \epsilon : A \to k, W \hookrightarrow N, I_W : W \to k)$ is the same as $(M_c, I_c)$.

We have seen that $n \in N$ belongs to $M_c$ if and only if $M + An \in \mathcal{W}_1$. We spell out this condition as explicitly as we can below.

For $n \in N$, let $J_n \subset A$ be the left ideal that annihilates its image $\overline{n} \in N/M$. Let $i_n : A/J_n \to N/M$ be the homomorphism that sends 1 to $\overline{n}$. The short exact sequence $0 \to M \to N \to N/M \to 0$ gives $\xi \in \text{Ext}^1_A(N/M, M)$. The functoriality of $\text{Ext}$ in both variables, given $I : M \to k$ and the above $i_n : A/J_n \to N/M$ produces an element $\theta_n \in \text{Ext}^1_A(A/J_n, k)$.

We deduce that $n \in \mathcal{W}$ if and only if $\text{Hom}_A(A/J_{an}, k) = 0$ for all $a \in A$. And $n \in \mathcal{W}_1$ if and only if $\theta_n$ vanishes, in addition.

By the long exact sequence of $\text{Ext}^1_A(\cdot, k)$ one identifies $\text{Hom}_A(A/J_n, k)$ and $\text{Ext}^1_A(A/J_n, k)$ with $\text{Hom}_k(A/m + J_n, k)$ and $\text{Hom}_k((m \cap J_n/mJ_n), k)$ respectively. Under this identification, the composite $m \cap J_n \to m \cap J_n/mJ_n \hookrightarrow k$ is easily seen to be $a \mapsto I(an)$ for all $a \in m \cap J_n$.

Let $S$ be the complement of $m$ in $A$. The condition $\text{Hom}_A(A/J_n, k) = 0 \iff J_n + m = A \iff S \cap J_n \neq \emptyset$. The statement below summarises this discussion.

**Lemma 7.3.** Let $n \in N$. Then $n \in M_c$ if and only if
(a) $J_{an} + m = A$ for all $a \in A$, and
(b) $I(an) = 0$ for all $a \in m \cap J_n$.

When $A$ is commutative, the condition $J_n + m = A$ suffices for (a) because $J_{an}$ contains $J_n$ for all $a \in A$. It also suffices for (b) because $m \cap J_n = mJ_n$. We deduce that the $(M_c, I_c)$ given here in Definition 7.1 is consistent with that of Section 2.1.

We continue with $A = \mathbb{C}[G]$ and $\epsilon : A \to \mathbb{C}$ the augmentation homomorphism as before. The canonical extension $(M_c, I_c)$ will now be denoted by $(M_G, I_G)$. If $H$ is a subgroup, we also get the canonical extension when $A$ is replaced by $\mathbb{C}[H]$, and this will naturally be denoted by $(M_H, I_H)$.

**Proposition 7.4.** Assume that $H$ is a normal subgroup of $G$. Then
(1) $M_H$ is a $G$-submodule of $M_G$ and $I_G|_{M_H} = I_H$. 

(2) \((M_G, I_G)\) as defined above is also the canonical extension associated to the data \((\mathbb{C}[G], M_H \hookrightarrow N, I_H : M_H \rightarrow \mathbb{C})\).

Proof. It is evident that \(M_H\) is a \(G\)-module and that \(I_H\) is a \(G\)-invariant linear functional. By assumption, there are no nonzero \(H\)-invariant linear functionals on any \(H\)-module \(W\), with \(M \subset W \subset M_H\). It follows that there are no nonzero \(G\)-invariant linear functionals on any \(G\)-module \(W\), with \(M \subset W \subset M_H\). It follows that \(M_H \in \mathcal{W}_1\).

The rest of the proposition follows from 7.2.

\[\square\]

From now on, we concentrate on the case: \(X\) is a set equipped with \(G\)-action, \(M = L^1(X) \subset N = \mathbb{C}^X\) and \(I : M \rightarrow \mathbb{C}\) is \(\Sigma_X\). When \(f : X \rightarrow \mathbb{C}\) belongs to \(M_G\), we will say the series \(\Sigma_X f\) is \(G\)-summable.

Very specifically, we take \(X = \mathbb{Q}^k\) (endowed with the discrete topology) equipped with the action of \(G = \mathbb{Q}^k \rtimes \text{GL}_k(\mathbb{Q})\). The center of \(\text{GL}_k(\mathbb{Q})\) is denoted simply by \(\mathbb{Q}^\times \subset \text{GL}_k(\mathbb{Q})\). We put \(H = \mathbb{Q}^k \rtimes \mathbb{Q}^\times \subset G\). In view of the remark following lemma 7.3, the preceding proposition, and the normality of \(\mathbb{Q}^k\) and \(H\) in \(G\), we have the chain of spaces

\[L^1(\mathbb{Q}^k) \subset L_t(\mathbb{Q}^k) = L^1(\mathbb{Q}^k)_{\mathbb{Q}^k} \subset L^1(\mathbb{Q}^k)_H \subset L^1(\mathbb{Q}^k)_G,\]

where \(L_t(\mathbb{Q}^k)\) is the space of \(t\)-summable functions.

The precise relation between \(H\)-summability as above and \(h\)-summability in the section 4 has not been worked out. The proposition below is a lengthy verification, relying on the claim that follows—the details are omitted.

Proposition 7.5. Let \(f : \mathbb{R}^k \setminus \{0\} \rightarrow \mathbb{C}\) be a \(C^\infty\)function homogeneous of type \((s, \epsilon)\). Assume \(f \neq 0\). Then the series \(\Sigma \{f(x) : 0 \neq x \in \mathbb{Z}^k\}\) is \(H\)-summable if and only if

\[\text{(i)} \ (-s, \epsilon) \notin \{(-k + m, (-1)^m) : m \geq 0, m \in \mathbb{Z}\}, \text{ or (ii) } f \text{ is a polynomial.}\]

Claim. Restrict the \(f\) given in the proposition to \(\mathbb{Z}^k \setminus \{0\}\) and then extend it by zero to get \(g : \mathbb{Q}^k \rightarrow \mathbb{C}\). Then \(\mathbb{C}[H]g + L^1(\mathbb{Q}^k)\) equals \(B + L^1(\mathbb{Q}^k)\), where \(B\) is the linear span of \(\{P(D)f|_{x+N\mathbb{Z}^k}\}\) taken over all constant coefficient differential operators \(P(D)\), and all \(x \in \mathbb{Q}^k\) and all natural numbers \(N\).

Example 7.6. We take \(m = 1\). For \(k = 1\), this says that \(h : \mathbb{Q} \rightarrow \mathbb{C}\) is not \(H\)-summable, where given by \(h(x) = x/|x|\) if \(0 \neq x \in \mathbb{Z}\), and \(h(x) = 0\) for all other rational numbers \(x\) is not \(H\)-summable. This may also be seen very directly in the following manner. Assume the contrary. Then we see that

\[\Sigma_{\mathbb{Q}} h = \Sigma_{x \in \mathbb{Q}} h(x) = \Sigma_{x \in \mathbb{Q}} h(ax + b)\]

for all \(a \in \mathbb{Q}^\times, b \in \mathbb{Q}\). Taking \(a = -1, b = 0\) we see that \(\Sigma_{\mathbb{Q}} h = 0\). Taking \(a = 1, b = 1\) we see that the sum of the series \(x \mapsto h(x + 1) - h(x)\), indexed by \(x \in \mathbb{Q}\) is zero, which contradicts the fact that this sum is 2!

For \(m = 1, k = 2\), the function \(f(x, y) = x/(x^2 + y^2)\) has already occurred in the counterexample given in the proof of 4.7(2).
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