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Abstract: Using time-series data from January 2006 to February 2021, this study analyzed the effect of macroeconomic shocks on the shipping and shipbuilding industries. The Granger causality test, recursive structural vector autoregressive models, impulse response analysis, historical decomposition, and local projections model were used to identify the dynamic relationships between the variables and their dynamic effects, based on the results of the theoretical model and previous research. First, the Granger causality test demonstrated that the macroeconomic variables have causal relations with the shipping and shipbuilding industries. Second, the recursive structural vector autoregressive estimation demonstrated that the direction of the shocks from macroeconomic variables is statistically significantly, consistent with the theoretical model. The same results were found in the recursive structural vector autoregressive model and local projection impulse response analysis. Finally, the historical decomposition identified the main causal variables affecting the shipping and shipbuilding industries by period. These findings can help policymakers, operators of shipping and shipbuilding companies, and investors evaluate and make policy-supporting decisions on industry conditions.
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1. Introduction

Maritime trade accounts for approximately 80% or more of global trade, indicating that the shipping industry plays a vital role in the global economy [1]. In this respect, shipping demand is derived from global economic demand. Limited research has been conducted on the relationship between the global economy and shipping industry, predominantly by shipping economists, macroeconomists, or economic historians [2]. The first of such studies was conducted by Isserlis [3]; it covered the general process of bulk shipping freight rates from 1869 to World War I and examined the performance between transport volume and freight rates of UK-registered bulk vessels in 1935.

Since then, numerous scholars have examined the role of economic factors in determining freight rates, postulating the key determinants to be industrial production, oil prices, and global economic activity [4–7]. Kavussanos and Marcoulis [8] applied the multivariate least squares regression method and found that the stock returns of US-listed shipping companies were affected by unexpected changes in macroeconomic factors, such as industrial production and oil prices.

Grammenos and Arkoulis’s [9] study analyzing the relationship between macroeconomic variables and the shipping sector is considered to be significant. It analyzed 36 shipping companies listed on 10 exchange markets and sought to determine the relationship between stock returns and global macroeconomic variables. It noted that oil prices and laid-up tonnage were negatively related to shipping company stock prices, while the...
exchange rate was positively related to them. Similarly, Kilian [10] argued that real economic activity was associated with bulk carrier shipping and used the bulk carrier freight rate index as a proxy variable for aggregate international demand for crude oil to predict the real economy. Klovland [11] analyzed the relationship between shipping industry business cycles and the global economy and noted that from 1850 to World War II, the global economy was a major determinant of short-term shipping freight rates. In addition, several studies have shown that macroeconomic variables have a significant correlation with fares. These studies have shown that industrial production, among macroeconomic variables, is closely related to shipping freight rates [6,7,12–16].

Also, the focus has been on establishing the macroeconomic variables that affect demand in the shipping industry [12]. In particular, relevant studies have demonstrated that variables that closely indicate the global economic outlook, such as the growth in G7 monthly industrial production [13], the change in the trade-weighted value of the US dollar, the change in G7 industrial production, and the change in oil prices [17], influence the risk and performance outlook of shipping companies.

Gavriilidis et al. [15] found that oil price shocks affect the volatility of tanker freight rates. Further extending this analysis, Lim et al. [16] distinguished macroeconomic variables into demand, supply, and financial variables, noting that they play a significant role in determining freight rate volatility. They found that the most important economic variables were related to the industrial production of the Organization for Economic Co-operation and Development (OECD), industrial production growth in China, and coking coal imports by China. Similarly, Tsouknidis [18] noted that macroeconomic shocks such as a global financial crisis affect freight rate volatility. Syriopoulos and Roumpis [19] and Papapostolou et al. [13] found that macroeconomic variables affect the volatility of freight rates, which, in turn, affect the stock price and performance of companies. Michail [12] described this relationship between the macroeconomy and shipping industry, suggesting that global economic growth has a positive relationship with the number of maritime shipments of goods (i.e., demand for each type of ship: container ship, bulk carrier, or tanker) and that oil prices have a negative relationship with the number of maritime shipments of goods.

Since demand in the shipping market depends on the volume of traded goods, the demand factors reflect the global seaborne trade and global economic activity. The supply of shipping services is related to the fleet capacity that emerges from the combined action of investor sentiment in ship demolition and new shipbuilding contracts [16]. According to Stopford [19], supply and demand affect ship prices and freight rates, which, in turn, affect shipping companies’ revenues. Thus, it may be interpreted that macroeconomic variables affect both the shipping and the shipbuilding industries. The freight rate, which affects shipping companies’ profitability, is the most representative variable in the shipping industry. In addition, the recovery (recession) of the shipping industry business cycle stimulates (diminishes) investor sentiment for new shipbuilding contracts, thereby increasing (decreasing) ship investment and increasing (decreasing) the volume of new shipbuilding contracts.

From this perspective, the shipping and shipbuilding industries are closely related. Fluctuations in freight rates affect ship owners’ decisions on further investment, which ultimately affects the prices of new and second-hand ships. Since freight rates are the expected returns from ship operations, ship prices and freight rates have a long-term equilibrium relationship, meaning that freight rates are the long-term marginal costs of shipping services [20]. In other words, understanding the relationship between freight rates and ship prices is a fundamental challenge, considering that fluctuations in freight rates affect the prices of second-hand and new ships [21].

However, there are conflicting views on the causal relationship between the shipping and shipbuilding industries. One view argues that the market environment of the shipbuilding industry affects the shipping industry, while the other believes that business conditions in the shipping market lead to shipbuilding demand. There have been mul-
multiple attempts to verify the causal relationship between the shipping and shipbuilding industries [7,22–25].

Beenstock and Vergottis [7] used a static model to predict the global shipping industry and analyze the behavior of ship prices. Veenstra [23] categorized the shipping industry into the shipbuilding industry, second-hand ship industry, and demolished ship industry, and conducted a cointegration test between freight rates and the prices of ships (newly built, second-hand ships, and demolished). Xu et al. [24] applied a vector error correction model to analyze the dynamic correlation between shipping freight rates and the shipbuilding industry. Before that, the authors’ cointegration analysis demonstrated a relationship between shipping freight rates and new ship prices. That is, freight rates and ship prices form a long-term equilibrium relationship. Furthermore, a Granger causality test found that freight rates can predict the prices of newly built ships, whereas the prices of new ships cannot predict shipping freight rates. Jiang and Lauridsen [25] used principal component analysis to assess the factors that determine the bulk carrier prices in China. The results demonstrated that freight rates had a statistically significant explanatory power on ship prices. Regarding determinants of ship investment, such as new shipbuilding contracts, Xu and Yip [26] explained that spot freight rate of shipping, existing ship capacity (supply), and global trade volume (demand) are key determinants that shipowners consider when signing contracts.

Studies have also analyzed the dynamic relationship between macroeconomic conditions and the shipping industry, using impulse response analysis and a structural model [27,28]. Chen et al. [29] used the TVP-SV-VAR model to analyze the impulse response functions of international oil prices, the shipping industry, China’s stock market, and economic growth rates, while Gu et al. [30] analyzed the effect of the Baltic Dry Index (BDI) shock on the Tianjin Shipping Index.

The literature tends to seek links between various macroeconomic and shipping industry variables or between variables in the shipping and shipbuilding industries (e.g., freight rates and ship prices). However, few studies have dynamically analyzed the relationships between the macroeconomy and freight rates, a representative variable of the shipping industry; the shipping account in the balance of payments affecting economic growth and international balance of payments; and the volume of ship contracts (volume of new shipbuilding contracts), which directly affect shipyard revenues.

This study is novel in that it dynamically analyzed the responses of major variables in the shipping and shipbuilding industries and their relationships within the macroeconomic system. Specifically, it analyzed the antecedence of variables through the Granger causality test and examined the responses of the shipbuilding and shipping industries to shocks from major macroeconomic variables, including freight rates, through impulse response analysis. To this end, it examined the causality between the global macroeconomy and the shipping and shipbuilding industries using the Granger causality test as well as analyzed the effect of macroeconomic shocks on the shipping and shipbuilding industries using the structural vector autoregressive (SVAR) model and local projections (LP).

The remainder of this paper is organized as follows: the next section explains the analytical model; Section 3 provides the empirical data analysis and its results; Section 4 discusses the implications of these results on the shipping industry; and the final section concludes the study.

2. Materials and Methods

2.1. Granger Causality Test

In time-series analysis, the causality between variables is often determined a priori or based on economic theory. However, there are also many cases where the basis for establishing causality is unclear in the analysis process.

Granger [31] has defined the concept of causality as a cause that cannot come after the effect [32]. The Granger causality is based on the notion of linear predictability. A variable X Granger causes a variable Y, if the information about past and present values of X helps
reduce the expectation of the squared prediction error for $Y$ \[33\]. Various studies using Granger causality test methods, including Sims \[34\], Chamberlain \[35\], and Geweke \[36\], have attempted to prove its effectiveness but found it problematic to interpret a predictive relationship as a causal relationship \[33\]. In other words, they find that Granger’s causality test determines whether $X$ predicts $Y$, not whether $X$ is the cause of $Y$ \[37\].

The Granger causality test is used when the causal and outcome variables are unclear, but it is known that the economic variables are related. In other words, if the combined use of the historical values of $X$ and $Y$ is more statistically significant in predicting $Y$ than predicted by the historical values of $Y$ alone, then there is a causal relationship between $X$ and $Y$. If this causal relationship is established in both directions, $X$ and $Y$ are interdependent, with mutual causality \[31,38\].

The Granger causality test model used in this study is as follows:

$$y_t = \alpha_0 + \sum_{i=1}^{k} \alpha_1 y_{t-i} + \sum_{i=1}^{k} \alpha_2 x_{t-i} + e_{1t}$$

$$x_t = \beta_0 + \sum_{i=1}^{k} \beta_1 x_{t-i} + \sum_{i=1}^{k} \beta_2 y_{t-i} + e_{1t}$$

\(1\)

The test statistic used for the Granger causality test is the F-statistic and a causal relationship is assumed to be present between the explanatory and dependent variables, if the null hypothesis of $H_0: \beta_1 = \beta_2 = \ldots = \beta_n = 0$ is rejected by the F-test \[29,33\].

2.2. Recursive Structural Vector Autoregressive

2.2.1. Recursive Structural Vector Autoregressive

Previous empirical analyses of macroeconomic business fluctuations were developed using the dynamic simultaneous equation model (DSEM) proposed by Klein \[39\] and Klein and Goldberger \[40\], based on Tinbergen \[41\] and the Keynesian theory. Over time, the DSEM has come to include hundreds of equations, allowing economists to explain policy issues more realistically. As such, estimations using the DSEM require a high amount of time and effort. The reliability of the model has also been criticized owing to its unrealistically high number of constraints \[33\].

Sims \[42\] criticized the unrealistic assumptions of both traditional macroeconomic and traditional large-scale macroeconomic models and proposed the vector autoregressive (VAR) model as an alternative \[43\]. However, the first VAR model was criticized because its results varied depending on how the causality of variables was assumed \[44\]. As an alternative, Sims \[45\], Bernanke \[46\], and Blanchard and Watson \[47\] presented an SVAR model that imposes short-run non-recursive restrictions. This model imposes causality so that justification by economic theory is possible when establishing the effects of the current period on the variables \[48\].

The need for a model with recursive and short-run identifying restrictions based on economic theories gradually emerged when the influence among variables in the short term became characterized by recursive causality (in terms of economic theory). The model imposes recursive, short-run identifying restrictions and limits the mutual influence among variables in the current period. The SVAR model using short-run recursive restrictions is also commonly used as the recursive SVAR model and is still the most widely used method \[48\]. The SVAR model can also be distinguished from those where long-run restrictions are imposed \[49–51\] and those where sign restrictions are imposed \[52–55\]. This study uses an SVAR model that identifies shocks through short-run recursive restrictions by the Cholesky decomposition. The SVAR model used in this study is presented in Equation (2):

$$A_O y_t^{mkt} = c + \sum_{i=1}^{p} A_i y_{t-i}^{mkt} + u_t$$

\(2\)
In Equation (2), $y_{t}^{mkt}$ is a $4 \times 1$ vector consisting of the macroeconomic, shipping, and shipbuilding variables. $y^{mkt}$ consists of the shipping and shipbuilding variables, depending on the target of the analysis. The vectors of the shipping industry model consist of OECD industrial production (ip), the world trade volume index (wtvi), the BDI, and the maritime transport revenue (trans). The ordering of variables in Equation (4) is under the following assumptions: the global economy affects the manufacturing industry’s business cycles, which, in turn, affect global trade. As a derived demand, shipping demand rises, resulting in a rise in shipping freight rates, which, in turn, creates additional demand in the shipping industry; shipping companies then increase orders for new ships in response to the trend of rising freight rates. In addition, the increase in freight rates increases Korea’s maritime transport revenue. Therefore, for the short-term restrictions, it is assumed in this study that the OECD industrial production index is recursively affected by the most exogenous variable, as follows:

$$y_{t} = \gamma + \sum_{i=1}^{p} B_{i} y_{t-i} + \epsilon_{t},$$

where $B_{i} = A_{0}^{-1} A_{i}$, $\epsilon_{t} = A_{0}^{-1} u_{t}$

(3)

This study identifies the shock through the short-run restrictions and $A_{0}$ through the Cholesky decomposition. The short-run restrictions demonstrate the time-specific paths of the endogenous variables responding to shocks from a particular variable, based on the identified recursive SVAR model. In other words, it is possible to track the response path and time path of the remaining variables according to a one-unit change in the standard deviation of a particular variable:

$$\begin{bmatrix}
 u_{1t} \\
 u_{2t} \\
 u_{3t} \\
 u_{4t}
\end{bmatrix} =
\begin{bmatrix}
 a_{11} & 0 & 0 & 0 \\
 a_{21} & a_{22} & 0 & 0 \\
 a_{31} & a_{32} & a_{33} & 0 \\
 a_{41} & a_{42} & a_{43} & a_{44}
\end{bmatrix}
\begin{bmatrix}
 \epsilon_{t}^{ip} \\
 \epsilon_{t}^{wtvi} \\
 \epsilon_{t}^{bd} \\
 \epsilon_{t}^{mkt}
\end{bmatrix},$$

(4)

For each model, $\epsilon_{t}^{mkt}$ is maritime transport revenue and the volume of new shipbuilding contracts.

The ordering of variables in Equation (4) is under the following assumptions: the global economy affects the manufacturing industry’s business cycles, which, in turn, affects global trade. As a derived demand, shipping demand rises, resulting in a rise in shipping freight rates, which, in turn, creates additional demand in the shipping industry; shipping companies then increase orders for new ships in response to the trend of rising freight rates. In addition, the increase in freight rates increases Korea’s maritime transport revenue. Therefore, for the short-term restrictions, it is assumed in this study that the OECD industrial production index is recursively affected by the most exogenous variable, followed separately by the world trade volume index, the BDI, Korea’s maritime transport revenue, and the volume of new shipbuilding contracts worldwide.

2.2.2. Impulse Response Analysis

As noted above, impulse response analysis demonstrates the time-specific path of the endogenous variables responding to shocks from a particular variable based on the recursive SVAR model identified in Section 2.2.1. Once the order of the variables is determined, $y_{t}$ can be presented in the form of a moving average expressed by all the historical values of $u_{t}$, as follows:

$$y_{t} = \sum_{i=0}^{\infty} \Phi_{i} u_{t-i} = \sum_{i=0}^{\infty} \Phi_{i} B_{0}^{-1} B_{0} u_{t-i} = \sum_{i=0}^{\infty} \Phi_{i} B_{0}^{-1} \epsilon_{t-i} = \sum_{i=0}^{\infty} \Theta_{i} \epsilon_{t-i},$$

where $u_{t-i} = B_{0}^{-1} \epsilon_{t-i}, \epsilon_{t-i} = B_{0} u_{t-i}, \Theta_{i} = \Theta_{i} B_{0}^{-1}$

(5)

The impulse response function indicates the degree to which the dependent variable ($y_{t+h}$) varies at a future time point ($t+h$), when a one standard deviation shock occurs in...
the structural error term \( (\varepsilon_i) \). Therefore, the extension of Equation (5) to a future time point can be expressed as shown in Equation (6):

\[
y_{t+h} = \sum_{i=0}^{h-1} \Theta_i \varepsilon_{t+h-1}
\]  

(6)

To derive an impulse response, an error term shock must occur at \( \varepsilon_t \). Thus, the impulse response can be calculated using Equation (7):

\[
\frac{\partial y_t}{\partial \varepsilon_{t-i}} = \frac{\partial y_{t+i}}{\partial \varepsilon_t} = \Theta_i, \quad i = 0, 1, 2, \ldots, H,
\]

(7)

Here, \( \Theta_i \) is a \( K \times K \) matrix and the components of the \( \Theta_i = [\theta_{jk}] \) matrix are as follows:

\[
\theta_{jk} = \frac{\partial y_{j,t+i}}{\partial \varepsilon_{kt}}
\]

(8)

2.2.3. Historical Decomposition

Historical decomposition is a concept that expands forecast error variance decomposition. It analyzes the extent of the effect of the structural shock occurring in the past and present on a time-series variation of current target variables by a factor. That is, the cumulative effect of the structural shock of variable \( y_{(j)} \) on variable \( y_k \) until \( t-1 \), which is immediately before the reference time point \( t \), can be calculated as presented in Equation (9):

\[
\hat{y}_{(j)kt} = \sum_{i=0}^{t-1} \theta_{kj} \varepsilon_{j,t-i}, \quad j = 1, \ldots, K
\]

(9)

The sum of \( \hat{y}_{(j)kt} \) calculated by Equation (10) determines the target variable \( \hat{y}_{kt} \):

\[
\hat{y}_{kt} = \sum_{j=1}^{k} \hat{y}_{(j)kt}
\]

(10)

2.3. Local Projections

The SVAR model’s impulse response function assumes that the endogenous variables follow the data-generating process. If the assumption about the data-generating process does not hold, the impulse response function estimated through the SVAR model may be biased due to model misspecification. In addition, the short-run restrictions through the Cholesky decomposition may result in different estimates depending on the sequence of the variables [56]. Jordà [57] proposed LP as an alternative to the impulse response function’s limitations in the SVAR model. It is widely used in empirical analysis because of its advantages of being relatively free from misspecification issues in the SVAR model, by easing the assumption on the data-generating process of the endogenous variables of LP and easy estimation [58].

The linear projection for each time \( h \) used for the LP estimation is presented in Equation (11):

\[
y_{t+h} = \mu_h + \beta_h x_t + \gamma_h r_t + \sum_{l=1}^{\infty} \delta_{hl} \omega_{t-l} + \xi_{ht}
\]

(11)

where \( \xi_{h,t} \) is the residual term for the linear projection and \( \mu_h, \beta_h, \gamma_h, \delta_{h1l}, \delta_{h12}, \ldots \) are the projection coefficients. The impulse response function of LP is obtained by estimating Equation (11), referring to the linear projection, for each time. By estimating \( \{\beta_h\}_{h \geq 0} \),
which is the coefficient of the linear projection of $x_t$ for $y_{t+h}$, the impulse response function of $y_{t+h}$ for shock $x_t$ can be estimated [37]. Therefore, by comparing and analyzing the impulse response function estimated through the SVAR model and LP’s impulse response function, the robustness of the effect of major macroeconomic variable shocks on maritime transport revenue and new shipbuilding contracts is tested.

As presented in Equation (12), an LP model is used to estimate the impulse response function of maritime transport revenue and the volume of new shipbuilding contracts for shipping and macroeconomic shocks. Here, $t$ represents the time point. The left-hand side indicates the cumulative rate of increase or decrease in the dependent variable from $t-1$ to $h$. Marine transport revenue and the volume of new shipbuilding contracts are used for each model as dependent variables, with bdi indicating the Baltic Dry Index, ip indicating the OECD industrial production index, and wtvi indicating the world trade volume index:

$$\ln \left( \frac{Y_{t+h}}{Y_{t-1}} \right) = \mu^h + \gamma_{1}^{h} bdi_{t} + \gamma_{2}^{h} ip_{t} + \gamma_{3}^{h} wtvi_{t} + \sum_{j=1}^{p} \gamma_{4}^{h} Y_{t-j} + \gamma_{5}^{h} tr + u_{t+h-1}.$$  

(12)

The appropriate lag ($p$) is set to 3 for the shipping industry model and 4 for the shipbuilding industry model. $\mu^h$ indicates a constant and $u^h$ is the error term. The past values of the dependent variables are included in the model, and a 90% confidence interval is presented through the Newey–West standard error. The Newey–West standard error estimates the standard error by correcting the standard error of the least squares method when autocorrelation is present in the error term in regression analysis [59].

3. Empirical Analysis

3.1. Data

In this study, the following variables were selected to analyze the relationship between the global macroeconomy, Korea’s shipping industry business cycles, and global shipbuilding industry business cycles (Table 1). First, Korea’s ocean-going maritime transport revenue statistics, provided by the Bank of Korea, were used for Korea’s shipping industry business cycles and the volume of new shipbuilding contracts worldwide, provided by Clarksons, was used for the global shipbuilding industry business cycles.

| Description | Source | Period          |
|-------------|--------|-----------------|
| OECD industrial production index | OECD | January 2006 to February 2021 |
| World trade volume index | CPB World Trade Monitor |          |
| BDI | Clarksons |          |
| Korea’s maritime transport revenue | Bank of Korea |          |
| Volume of new shipbuilding contracts worldwide | Clarksons |          |

As previously mentioned, demand in the shipping market is closely related to real economic activity. The OECD industrial production index was used to represent the world economy and global trade; the world trade volume index of the World Trade Monitor provided by CPB (The Netherlands’ Bureau for Economic Policy Analysis) was used as a proxy variable for shipping demand. The world trade volume index is an indicator that reflects development in global international trade. It covers the international trade of 81 countries, accounting for almost 99% of the global trade [60]. The Baltic Dry Index (BDI) provided by Clarksons was used as a variable representing freight rates (price). For the analysis period, monthly data from January 2006 to February 2021—when all data could be simultaneously obtained—were used.

The summary statistics of the variables used in this study are presented in Table 2.
Table 2. Summary statistics.

| Variable | Description                             | Mean     | Standard Deviation | Observations |
|----------|-----------------------------------------|----------|--------------------|--------------|
| ip       | OECD industrial production index        | 98.48    | 5.17               | 182          |
| wtvi     | World trade volume index                | 108.93   | 11.17              | 182          |
| bdi      | BDI                                     | 2197.73  | 2212.62            | 182          |
| trans    | Korea’s maritime transport revenue      | 1859.55  | 524.15             | 182          |
| contr    | Volume of new shipbuilding contracts worldwide | 3,507,597.87 | 2,269,714.79 | 182          |

(Unit: index, CGT, million USD).

A unit root test demonstrated that all variables that take the natural log have unit roots (Table 3). A Hodrick–Prescott (HP) filter was applied to the log-level variables to obtain a stationary time series.

Table 3. Dickey–Fuller test results.

| Description                                             | Log Level | HP-Filtered |
|---------------------------------------------------------|-----------|-------------|
| OECD industrial production index                        | Zt       | p          |
| World trade volume index                                | -1.97    | 0.30       |
| BDI                                                     | -2.04    | 0.27       |
| Korea’s maritime transport revenue                      | -2.09    | 0.25       |
| Volume of new shipbuilding contracts worldwide          | -5.67    | 0.00       |

The HP filter is a mathematical tool to extract the cyclical component of a time series from raw data. As defined in Hodrick and Prescott [61], it decomposes a time series $y_t$ into a trend component $\tau_t$ and a cyclical component $c_t$, by minimizing the following equation:

$$\min_{\tau_1, \tau_2, \ldots, \tau_n} \sum_{t=1}^{T} (y_t - \tau_t)^2 + \lambda \sum_{t=2}^{T}[(\tau_{t+1} - \tau_t) - (\tau_t - \tau_{t-1})]^2$$

We specify smoothing of 14,400, which is appropriate for monthly data ($\lambda = 14,400$).

Table 4 presents the results for the information criteria of the shipping industry model and shipbuilding industry model, respectively. Based on the Akaike information criterion (AIC), the optimal specification for the Shipping industry model is a 3-lag VAR and for the Shipbuilding industry model a 4-lag VAR.

Table 4. Test results for the appropriate lag.

| Lag (p) | Shipping Industry Model | Shipbuilding Industry Model |
|---------|-------------------------|----------------------------|
|         | AIC         | HQIC        | SBIC        | AIC         | HQIC        | SBIC        |
| 0       | 26.91       | 26.94       | 26.98       | 29.44       | 29.47       | 29.51       |
| 1       | 22.86       | 23.01       | 23.22       | 26.00       | 26.15       | 26.37       |
| 2       | 22.43       | 22.70 *     | 23.08 *     | 25.62       | 25.88 *     | 26.27 *     |
| 3       | 22.34 *     | 22.72       | 23.27       | 25.67       | 26.05       | 26.60       |
| 4       | 22.36       | 22.86       | 23.59       | 25.60 *     | 26.09       | 26.82       |
| 5       | 22.39       | 23.01       | 23.91       | 25.64       | 26.25       | 27.15       |
| 6       | 22.53       | 23.26       | 24.33       | 25.68       | 26.41       | 27.48       |

Note: AIC = Akaike’s information criterion; HQIC = Hannan-Quinn information criterion; SBIC = Schwarz Bayesian Information Criterion; * is optimal time lag.

3.2. Granger Causality Test Results

The Granger causality test on Korea’s ocean-going maritime transport revenue led to the following findings. First, the null hypothesis that the BDI does not Granger-cause
maritime transport revenue was rejected, and Korea’s ocean-going maritime transport revenue does not Granger-cause the BDI either. Second, OECD industrial production and Korea’s ocean-going maritime transport revenue mutually Granger-cause each other. Third, the world trade volume index Granger-causes Korea’s ocean-going maritime transport revenue, while the opposite does not hold.

According to the Granger causality test for the volume of new shipbuilding contracts worldwide, the BDI Granger-causes the volume of new shipbuilding contracts, while the opposite is not true. By contrast, it was found that the industrial production index and world trade volume index mutually Granger-cause each other.

The BDI is a causal variable in both the shipping and the shipbuilding industry models, while the opposite does not hold. Hence, the results confirm the theoretical model of Stopford [20]: an increase in the BDI increases Korea’s ocean-going maritime transport revenue and volume of new shipbuilding contracts. However, the degree of exogeneity between the variables is not clearly demonstrated since mutual causality is found among most of the relationships between the variables in the shipbuilding industry model. This could be due to the impact of the market boom in the shipbuilding industry, which has a significant simultaneous effect on the antecedent variables.

These results are consistent with Población and Serna [62]; the demand of the shipping industry is determined by global industrial production, and global economic growth affects shipping demand. In addition, it is consistent with the results of Bai and Lam [63]; shipping freight rates increase as world trade volume increases, and orders for new ships increase to transport the additional shipments. Meanwhile, this study is the first to prove through an empirical analysis that global industrial production and shipping freight rates can be used to predict a country’s maritime transport revenue. Therefore, in countries where both shipping and shipbuilding industries are important, such as Korea, monitoring the global economy is an important task for the continuous development of both industries.

As shown in Table 5, the Granger test confirmed the causality between the variables; for example, an increase in OECD industrial production increases the world trade volume index, an increase in trade volume raises freight rates (BDI), and an increase in the BDI increases Korea’s ocean-going maritime transport revenue as well as the volume of new shipbuilding contracts.

Table 5. Granger causality test results.

| Category          | Hypothesis                  | F-Statistic | p-Value |
|-------------------|-----------------------------|-------------|---------|
| **Shipping**      | BDI $\not\Rightarrow$ maritime transport revenue | 6.65 ***    | 0.00    |
|                   | Maritime transport revenue $\not\Rightarrow$ BDI | 0.61        | 0.61    |
|                   | Industrial production index $\not\Rightarrow$ maritime transport revenue | 7.76 ***    | 0.00    |
|                   | Maritime transport revenue $\not\Rightarrow$ industrial production index | 2.78 **     | 0.04    |
|                   | WTVI $\not\Rightarrow$ maritime transport revenue | 10.61 ***   | 0.00    |
|                   | Maritime transport revenue $\not\Rightarrow$ WTVI | 1.05        | 0.37    |
|                   | BDI $\not\Rightarrow$ volume of new shipbuilding contracts | 7.41 ***    | 0.00    |
|                   | Volume of new shipbuilding contracts $\not\Rightarrow$ BDI | 0.30        | 0.82    |
|                   | Industrial production index $\not\Rightarrow$ volume of new shipbuilding contracts | 2.64 *      | 0.05    |
| **Shipbuilding**  | Volume of new shipbuilding contracts $\not\Rightarrow$ industrial production index | 5.33 ***    | 0.00    |
|                   | WTVI $\not\Rightarrow$ volume of new shipbuilding contracts | 2.98 **     | 0.03    |
|                   | Volume of new shipbuilding contracts $\not\Rightarrow$ WTVI | 4.69 ***    | 0.00    |

Note: *, **, and *** refer to rejection at significance levels of 10%, 5%, and 1%, respectively; WTVI refers to the world trade volume index. Data composed by the author.

3.3. Recursive Structural Vector Autoregressive Results
3.3.1. SVAR Estimation Results

The recursive SVAR model was estimated based on the exogeneity between the variables of the macroeconomic shipping industry model presented by Stopford [20].
Tables 6 and 7 present the estimation results for the reduced-form VAR model of the shipping and shipbuilding industries, respectively.

**Table 6. Reduced-form VAR estimation results of the shipping industry model.**

| Variable | (1)     | (2)     | (3)     | (4)     |
|----------|---------|---------|---------|---------|
| $ip_{t-1}$ | 1.16 *** | 0.81 *** | 5.19 *** | 0.40    |
|           | (0.10)  | (0.10)  | (1.75)  | (0.69)  |
| $ip_{t-2}$ | -0.81 *** | -0.97 *** | -6.71 *** | -0.49   |
|           | (0.13)  | (0.13)  | (2.16)  | (0.85)  |
| $ip_{t-3}$ | 0.03    | -0.05   | 4.18 **  | 0.86    |
|           | (0.12)  | (0.13)  | (2.09)  | (0.82)  |
| $twvi_{t-1}$ | -0.03   | 0.40 *** | -1.30   | 1.19 *  |
|           | (0.11)  | (0.11)  | (1.78)  | (0.70)  |
| $twvi_{t-2}$ | 0.32 *** | 0.49 *** | 0.91    | 0.01    |
|           | (0.11)  | (0.11)  | (1.84)  | (0.72)  |
| $twvi_{t-3}$ | 0.14    | 0.17    | -1.37   | -1.68 **|
|           | (0.11)  | (0.11)  | (1.79)  | (0.71)  |
| $bdi_{t-1}$ | 0.01    | 0.01 *** | 1.12 *** | 0.05    |
|           | (0.00)  | (0.00)  | (0.07)  | (0.03)  |
| $bdi_{t-2}$ | 0.02 **  | 0.01    | -0.36 *** | -0.02   |
|           | (0.01)  | (0.01)  | (0.11)  | (0.04)  |
| $bdi_{t-3}$ | -0.01 *** | -0.01 *** | 0.03    | 0.01    |
|           | (0.00)  | (0.00)  | (0.08)  | (0.03)  |
| $trans_{t-1}$ | 0.00    | 0.01    | -0.01   | 0.44 ***|
|           | (0.01)  | (0.01)  | (0.19)  | (0.07)  |
| $trans_{t-2}$ | 0.01    | -0.00   | -0.04   | 0.16 ** |
|           | (0.01)  | (0.01)  | (0.21)  | (0.08)  |
| $trans_{t-3}$ | -0.02 ** | -0.02 ** | -0.12   | 0.28 ***|
|           | (0.01)  | (0.01)  | (0.19)  | (0.07)  |
| Observations | 179     | 179     | 179     | 179     |

Note: *** $p < 0.01$, ** $p < 0.05$, * $p < 0.1$.

According to the estimation, the effects of OECD industrial production, the world trade volume index, and the BDI on Korea’s maritime transport revenue are all statistically significant, with the signs of each effect consistent with the theoretical model. Additionally, the effects of all the variables on the new shipbuilding contract volume are statistically significant, with the signs consistent with the theoretical model. On the other hand, the effects of the coefficients of Korea’s maritime transport revenue and the new shipbuilding contract volume are consistent in direction but not statistically significant. These findings support the causality presented by Stopford [20] as well as Beenstock and Vergottis [7]; there is a dynamic relationship between macroeconomic conditions and the shipping and shipbuilding industries, which was not clearly identified in the Granger causality test.

### 3.3.2. Impulse Response Analysis

The impulse response function dynamically shows the movements of the other variables comprising the model when an unexpected change (shock) occurs in the endogenous variable. To identify orthogonal shocks, we use a Cholesky decomposition with the following ordering: BDI, industrial production index, world trade volume index, and maritime transport revenue (new shipbuilding contracts). Our SVAR specification includes three lags of all variables in the shipping industry model, and four lags of all variables in the shipbuilding industry model. The model specification is based on the results from the Granger causality and theoretical models.
Table 7. Reduced-form VAR estimation results of the shipbuilding industry model.

| Variable | (1) | (2) | (3) | (4) |
|----------|-----|-----|-----|-----|
| $ip_{t-1}$ | 1.14 *** | 0.81 *** | 4.86 *** | 2.15 |
|           | (0.10) | (0.10) | (1.71) | (3.36) |
| $ip_{t-2}$ | $-0.72 ***$ | $-0.91 ***$ | $-5.96 ***$ | $-2.28$ |
|           | (0.13) | (0.12) | (2.22) | (4.36) |
| $ip_{t-3}$ | $-0.13$ | $-0.17$ | $5.46 **$ | $2.87$ |
|           | (0.15) | (0.14) | (2.46) | (4.84) |
| $ip_{t-4}$ | $0.22 *$ | $0.23 **$ | $-2.53$ | $-9.80 **$ |
|           | (0.12) | (0.12) | (2.08) | (4.08) |
| $wtvi_{t-1}$ | $-0.06$ | $0.37 ***$ | $-1.62$ | $-0.03$ |
|           | (0.10) | (0.10) | (1.73) | (3.40) |
| $wtvi_{t-2}$ | $0.37 ***$ | $0.53 ***$ | $0.04$ | $-2.19$ |
|           | (0.11) | (0.10) | (1.87) | (3.66) |
| $wtvi_{t-3}$ | $0.19 *$ | $0.31 ***$ | $-2.28$ | $5.60$ |
|           | (0.11) | (0.11) | (1.90) | (3.73) |
| $wtvi_{t-4}$ | $-0.19 *$ | $-0.33 ***$ | $1.98$ | $3.77$ |
|           | (0.10) | (0.10) | (1.69) | (3.33) |
| $bdi_{t-1}$ | $0.01$ | $0.01 ***$ | $1.31 ***$ | $0.52 ***$ |
|           | (0.00) | (0.00) | (0.07) | (0.15) |
| $bdi_{t-2}$ | $0.01 **$ | $0.01$ | $-0.41 ***$ | $-0.13$ |
|           | (0.01) | (0.01) | (0.11) | (0.22) |
| $bdi_{t-3}$ | $-0.01$ | $-0.01 **$ | $0.19 *$ | $-0.12$ |
|           | (0.01) | (0.01) | (0.11) | (0.22) |
| $bdi_{t-4}$ | $-0.01$ | $-0.00$ | $-0.17 **$ | $0.03$ |
|           | (0.00) | (0.00) | (0.08) | (0.16) |
| $contr_{t-1}$ | $0.00 *$ | $0.01 ***$ | $0.03$ | $0.34 ***$ |
|           | (0.00) | (0.00) | (0.04) | (0.07) |
| $contr_{t-2}$ | $0.00$ | $0.00$ | $-0.00$ | $0.11$ |
|           | (0.00) | (0.00) | (0.04) | (0.08) |
| $contr_{t-3}$ | $0.00$ | $0.00$ | $0.02$ | $0.07$ |
|           | (0.00) | (0.00) | (0.04) | (0.08) |
| $contr_{t-4}$ | $-0.00 *$ | $-0.01 ***$ | $0.04$ | $0.06$ |
|           | (0.00) | (0.00) | (0.04) | (0.07) |

Observations 178 178 178 178

Note: *** $p < 0.01$, ** $p < 0.05$, * $p < 0.1$.

The impulse response functions of the shipping industry model are presented in Figure 1. In the figure, the black-dashed line indicates the confidence interval of one standard deviation, and the blue line represents the impulse response functions estimated by imposing short-run restrictions. The recursive-design wild bootstrap by Gonçalves and Kilian [64] was applied to estimate the confidence interval with 2000 replications. The $y$-axis is the percentage, and the $x$-axis is the forecast horizon, referring to the month.

Examining the maritime transport revenue, the variable of interest, demonstrates the following: the BDI shock increases maritime transport revenue across lags; the industrial production index shock increases maritime transport revenue in the short term and its effects weaken over time; the maritime transport revenue shock itself increases maritime transport revenue in the short term; and the world trade volume index also demonstrates a short-term increase in the maritime transport revenue.

Figure 2 shows the response of new shipbuilding contracts worldwide to macroeconomic shocks. First, the BDI shock sharply increases the volume of new shipbuilding contracts in the short run, and the effect dissipates in the short run. Similarly, the shock of the volume of new shipbuilding contracts sharply increases the volume of new shipbuilding contracts in the short term. It was also found that the industrial production index shock increases the volume of new shipbuilding contracts, and its effect gradually dissipates. The world trade volume index shock increases the volume of new shipbuilding contracts with lags across a certain period, and its effect gradually dissipates. These results
are consistent with the Stopford [20] maritime supply-demand model; global economic conditions affect global seaborne trade (shipping demand) and shipping freight rates, and they affect newbuilding of ships.

The impulse response functions of the shipping industry model are presented in Figure 1. In the figure, the black dashed line indicates the confidence interval of one standard deviation, and the blue line represents the impulse response functions estimated by imposing short-run restrictions. The recursive design wild bootstrap by Gonçalves and Kilian [64] was applied to estimate the confidence interval with 2000 replications. The y-axis is the percentage, and the x-axis is the forecast horizon, referring to the month.

Figure 1. Responses of maritime transport revenue to shocks from the major variables. Note: the x-axis represents the time lag (months) and the y-axis values are percentages.

3.3.3. Historical Decomposition Results

Historical decomposition is a cumulative estimate of the effect of the past and present shocks of each variable on the target variable obtained through the recursive SVAR model. While the impulse response function is an analysis of a variable’s movement in response to the shock of another variable during the forecast horizons, historical decomposition demonstrates a shock’s effect in response to the movement of a variable during the actual period.

According to the historical decomposition of Korea’s ocean-going maritime transport revenue, the increase in maritime transportation revenue until 2008 was largely affected by the increase in the BDI, whereas the decline in freight rates in 2009 was attributed to a decrease in the BDI due to the drop in OECD industrial production and world trade volume (Figure 3). Subsequently, the increase and decrease in the BDI mainly caused the fluctuations; during the COVID-19 period, there was a downward impact from the rapid industrial production paralysis and a decrease in the world trade volume, as was the case during the global financial crisis. However, the speed of recovery was faster than that after the global financial crisis.
These results are consistent with the Stopford [20] maritime supply-demand model; global economic conditions affect global seaborne trade (shipping demand) and shipping freight rates, and they affect newbuilding of ships.

Figure 2. Responses of the volume of new shipbuilding contracts to shocks from the major variables. Note: the x-axis represents the time lag (months) and the y-axis values are percentages.

Figure 3. Historical decomposition results of the shipping industry model. Note: the y-axis values are percentage deviations from the mean.

3.3.3. Historical Decomposition Results
Historical decomposition is a cumulative estimate of the effect of the past and present shocks of each variable on the target variable obtained through the recursive SVAR model. While the impulse response function is an analysis of a variable’s movement in response to the shock of another variable during the forecast horizons, historical decomposition demonstrates a shock’s effect in response to the movement of a variable during the actual period.

According to the historical decomposition of Korea’s ocean-going maritime transport revenue, the increase in maritime transportation revenue until 2008 was largely affected by the increase in the BDI, whereas the decline in freight rates in 2009 was attributed to a decrease in the BDI due to the drop in OECD industrial production and world trade volume (Figure 3). Subsequently, the increase and decrease in the BDI mainly caused the fluctuations; during the COVID-19 period, there was a downward impact from the rapid industrial production paralysis and a decrease in the world trade volume, as was the case during the global financial crisis. However, the speed of recovery was faster than that after the global financial crisis.
The historical decomposition of the volume of new shipbuilding contracts worldwide demonstrated that, as in the shipping industry model, the increase in new shipbuilding contracts until 2008 was driven by the increase in the BDI (Figure 4). Thereafter, the volume of new shipbuilding contracts worldwide seems to have decreased due to the decline in industrial production caused by the global financial crisis and the resulting decrease in the world trade volume and freight rates. During 2014, the decrease in the world trade volume, in line with the sharp drop in oil prices caused by the increase in shale oil production in the US, can be interpreted as having affected the volume of new shipbuilding contracts. In addition, the volume of new shipbuilding contracts was greatly affected by the BDI in 2016, when the BDI hit a record low. During the COVID-19 period, as with the shipping industry model, it was immediately affected by the decline in OECD industrial production and world trade volume, but with a faster recovery.

Figure 4. Historical decomposition results of the shipbuilding industry model. Note: the y-axis values are percentage deviations from the mean.

3.4. Local Projection Estimation Results

The robustness of the results was checked by using the impulse response functions from the LP model. The results from the LP model show similar patterns as those from the SVAR model.

Figure 5 presents the impulse response functions of maritime transport revenue and the volume of new shipbuilding contracts for shipping and macroeconomic shocks, at the 90% confidence interval. The left panel of Figure 5 is the impulse response function of maritime transport revenue, and the right panel shows the impulse response function of the volume of new shipbuilding contracts.
Figure 4. Historical decomposition results of the shipbuilding industry model. Note: the y-axis values are percentage deviations from the mean.

3.4. Local Projection Estimation Results

The robustness of the results was checked by using the impulse response functions from the LP model. The results from the LP model show similar patterns as those from the SVAR model.

Figure 5 presents the impulse response functions of maritime transport revenue and the volume of new shipbuilding contracts for shipping and macroeconomic shocks, at the 90% confidence interval. The left panel of Figure 5 is the impulse response function of maritime transport revenue, and the right panel shows the impulse response function of the volume of new shipbuilding contracts.
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Figure 5. Over 10 months, followed by a return to the original level, the industrial production index shock significantly increases Korea’s ocean-going maritime transport revenue. Meanwhile, the world trade volume index shock increases Korea’s maritime transport revenue for about eight months, but its effect dissipates after repeated fluctuations.

The effects of the volume of new shipbuilding contracts worldwide on macroeconomic variable shocks are as follows. First, the BDI shock is found to increase the volume of new shipbuilding contracts for a short period, but its effect gradually dissipates. The industrial production index shock increases the volume of new shipbuilding contracts in the short run, but the effect dissipates after decline and fluctuations. Unexpected changes in the world trade volume index increase the volume of new shipbuilding contracts, but their statistical significance is low.

4. Conclusion

This study examined the dynamic effects of macroeconomic shocks on the shipping industry (shipping account in the balance of payments) and shipbuilding industry (volume of new shipbuilding contracts worldwide). This analysis has the following implications. According to the Granger causality analysis, OECD industrial production, the world trade volume index, and the BDI, all Granger-cause maritime transport revenue. Furthermore, the OECD industrial production and world trade volume indices and the
According to the above analysis, unexpected shocks to the shipping and macroeconomic variables variously appear in maritime transport revenue and new shipbuilding contracts, but cumulatively, they positively affect all the variables.

These results are consistent with the Granger causality test and SVAR estimation results analyzed earlier. Thus, the results from this study explain the cycle of the classic maritime supply-demand model [20], in which global economic demand affects shipping freight rates; these, in turn, affect new ships orders and the revenue of shipping companies, directly affecting shipping companies’ investment decisions.

4. Conclusions

This study examined the dynamic effects of macroeconomic shocks on the shipping industry (shipping account in the balance of payments) and shipbuilding industry (volume of new shipbuilding contracts worldwide). This analysis has the following implications. According to the Granger causality analysis, OECD industrial production, the world trade volume index, and the BDI, all Granger-cause maritime transport revenue. Furthermore, the OECD industrial production and world trade volume indices and the BDI Granger-cause the volume of new shipbuilding contracts worldwide. According to the impulse response analyses of the recursive SVAR and LP models, shocks from the industrial production index, world trade volume index, and BDI increase maritime transport revenue and new shipbuilding contracts. The results suggest that unexpected increases in macroeconomic and shipping variables have a positive impact on the performance of shipping and shipbuilding industries.

In the shipping industry, the causes of their effects were empirically identified for each period and the differences in the responses by period were analyzed in the historical decomposition analysis. As such, the dynamic relationship between the shipping industry and shipbuilding industry is presented by the existing theoretical model and previous research, according to which the macroeconomy as well as shipping and shipbuilding industries are sequentially affected.

The contributions of this study are as follows. It provides a quantitative analysis of how macroeconomic variables affect shipping industry performance (shipping account in the balance of payments) in a country and new shipbuilding contracts in the shipbuilding industry. By examining the effects of macroeconomic changes on the shipbuilding and shipping industries, this study is expected to provide the players in those industries with useful information for interpreting macroeconomic variables in terms of corporate operations and investment strategies.

In addition, policymakers can utilize the information arising from the relevance of related industries in their strategies to further enhance shipping industry performance. In particular, such information would be useful for developing policies in countries such as Korea where both the shipping and the shipbuilding industries are present.

However, the major macroeconomic variables, apart from the variables presented in this study, affecting the shipping and shipbuilding industries will need to be examined, to determine the direction and extent of their effects. An international comparison of the effects in each country would also provide useful information.

In summary, the dynamic relationship between the macroeconomic variables and shipping and shipbuilding industry variables should be noted, since their correlation can be used in decision-making, especially for corporate operations and policy development in the industry.

Meanwhile, the recursive structure used to identify shocks in this study is a strong identifying restriction, even though the order of variables is set based on generally accepted economic theory. Thus, to address this limitation, future studies can conduct analyses using the SVAR model that identifies shocks through sign restrictions. Furthermore, as shown in the analytical results of this study, since the shipping market is closely related to the global economy, further studies will be needed to classify the period of global economic crisis and analyze the response of the shipping market for each economic crisis.
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