WHEN ARE FULL REPRESENTATIONS OF ALGEBRAS OF OPERATORS ON BANACH SPACES AUTOMATICALLY FAITHFUL?

BENCE HORVÁTH

Abstract. We examine the phenomenon when surjective algebra homomorphisms between algebras of operators on Banach spaces are automatically injective. In the first part of the paper we shall show that for certain Banach spaces $X$ the following property holds: For every non-zero Banach space $Y$ every surjective algebra homomorphism $\psi : \mathcal{B}(X) \to \mathcal{B}(Y)$ is automatically injective. In the second part of the paper we consider the question in the opposite direction: Building on the work of Kania, Koszmider, and Laustsen (Trans. London Math. Soc., 2014) we show that for every separable, reflexive Banach space $X$ there is a Banach space $Y_X$ and a surjective but not injective algebra homomorphism $\psi : \mathcal{B}(Y_X) \to \mathcal{B}(X)$.

1. Introduction and preliminaries

1.1. Introduction. A classical result of Eidelheit (see for example [11, Theorem 2.5.7]) asserts that if $X, Y$ are Banach spaces then they are isomorphic if and only if their algebras of operators $\mathcal{B}(X)$ and $\mathcal{B}(Y)$ are isomorphic as Banach algebras, in the sense that there exists a continuous bijective algebra homomorphism $\psi : \mathcal{B}(X) \to \mathcal{B}(Y)$. It is natural to ask whether for some class of Banach spaces $X$ this theorem can be strengthened in the following sense: If $Y$ is a non-zero Banach space and $\psi : \mathcal{B}(X) \to \mathcal{B}(Y)$ is a continuous, surjective algebra homomorphism, is $\psi$ automatically injective?

It is easy find an example of a Banach space with this property. Indeed, let $X$ be a finite-dimensional Banach space, let $Y$ be a non-zero Banach space and let $\psi : \mathcal{B}(X) \to \mathcal{B}(Y)$ be a surjective algebra homomorphism. Since $\mathcal{B}(X) \simeq M_n(\mathbb{C})$ for some $n \in \mathbb{N}$, simplicity of $M_n(\mathbb{C})$ implies that $\text{Ker}(\psi) = \{0\}$. One can also obtain an infinite-dimensional example: If $\mathcal{H}$ be a separable, infinite-dimensional Hilbert space, $Y$ is a non-zero Banach space, and let $\psi : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(Y)$ is a surjective algebra homomorphism, then $\psi$ is automatically injective; see the paragraph before the proof of
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Theorem 1.3. These simple observations ensure that the following definition is not vacuous.

**Definition 1.1.** A Banach space $X$ has the **SHAI property** (Surjective Homomorphisms Are Injective) if for every non-zero Banach space $Y$ every surjective algebra homomorphism $\psi : \mathcal{B}(X) \to \mathcal{B}(Y)$ is automatically injective.

The purpose of this paper is to initiate the study of this property. The paper is structured as follows.

In the second part of Section 1 we establish our notations and introduce the necessary background. We begin Section 2 by giving a list of examples of Banach spaces which lack the SHAI property, see Example 2.4. We continue by extending our list of examples of Banach spaces with the SHAI property. Since $\ell_2$ possesses this property, it is therefore natural to ask the same question for other classical sequence spaces. We obtain the following result:

**Proposition 1.2.** Suppose $X$ is one of the Banach spaces $c_0$ or $\ell_p$ for $1 \leq p \leq \infty$. Then $X$ has the SHAI property.

Another way of generalising the $\ell_2$-case is to ask whether all, not necessarily separable Hilbert spaces have the SHAI property. As we will demonstrate, the answer is affirmative:

**Theorem 1.3.** A Hilbert space of arbitrary density character has the SHAI property.

We shall also provide more “exotic” examples of Banach spaces with the SHAI property, including Schlumprecht’s arbitrarily distortable Banach space $S$, constructed in [42]:

**Theorem 1.4.** Let $X$ be a complementably minimal Banach space such that it has a complemented subspace isomorphic to $X \oplus X$. Then $X$ has the SHAI property. In particular, Schlumprecht’s arbitrarily distortable Banach space $S$ has the SHAI property.

When studying the SHAI property of a Banach space $X$, understanding the complemented subspaces of $X$ and the lattice of closed two-sided ideals of $\mathcal{B}(X)$ appears to be immensely helpful. For the Banach space $X = (\bigoplus_{n \in \mathbb{N}} \ell_2^n)_Y$, where $Y$ is $c_0$ or $\ell_1$, the complemented subspace structure was studied by Bourgain, Casazza, Lindenstrauss, and Tzafriri in [6] and the ideal lattice of $\mathcal{B}(X)$ by Laustsen, Loy, and Read in [27] and later by Laustsen, Schlumprecht, and Zsák in [28]. Their results allow us to show the following:
Theorem 1.5. Let $X := (\bigoplus_{n \in \mathbb{N}} \ell_2^n)_Y$, where $Y$ is $c_0$ or $\ell_1$. Then $X$ has the SHAI property.

Finally, in Section 2 we establish a permanence property:

Proposition 1.6. Let $E$ be a Banach space and let $F, G$ be closed subspaces of $E$ with $E = F \oplus G$. If both $F$ and $G$ have the SHAI property then $E$ has the SHAI property.

We remark in passing that the stability of the SHAI property under finite sums is of interest to us since $\mathcal{B}(F \oplus G)$ can have a very complicated lattice of closed two-sided ideals even if $\mathcal{B}(F)$ and $\mathcal{B}(G)$ themselves have the simplest possible ideal structure, we refer the reader to [14] and [44]. We do not know however if $L_p[0, 1]$ possesses the SHAI property for $p \in [1, \infty) \setminus \{2\}$.

Section 3 is devoted entirely to construct Banach spaces which fail the SHAI property in a rather non-trivial manner; for every separable, reflexive Banach space $X$ we find a Banach space $Y_X$ and a surjective but not injective algebra homomorphism $\Theta : \mathcal{B}(Y_X) \to \mathcal{B}(X)$. More precisely, we prove the following:

Theorem 1.7. Let $X$ be a non-zero, separable, reflexive Banach space. For every $S \in \mathcal{B}(Y_X)$ there exists a unique $\Theta(S) \in \mathcal{B}(X)$ and there exists a club subset $D \subseteq [0, \omega_1)$ such that for all $\alpha \in D$ and all $\psi \in X^*$:

\[
S^*(\delta_\alpha \otimes \psi) = \delta_\alpha \otimes \Theta(S)^*\psi.
\]

Moreover, the map $\Theta : \mathcal{B}(Y_X) \to \mathcal{B}(X); S \mapsto \Theta(S)$ is a non-injective algebra homomorphism of norm one; and there exists an algebra homomorphism $\Lambda : \mathcal{B}(X) \to \mathcal{B}(Y_X)$ of norm one with $\Theta \circ \Lambda = \text{id}_{\mathcal{B}(X)}$. In particular $\Theta$ is surjective.

All necessary terminology and notation will be explained in the subsequent sections.

1.2. Preliminaries. Our notations and terminology are standard. The set of natural numbers not including zero will be denoted by $\mathbb{N}$, and $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$. The fields of real and complex numbers are denoted by $\mathbb{R}$ and $\mathbb{C}$, respectively.

1.2.1. Banach spaces, their algebras of operators and ideals thereof, Banach algebras. In what follows, all Banach spaces and Banach algebras are assumed to be over the complex scalar field $\mathbb{C}$. Most of our results extend however verbatim to Banach spaces over the real scalar field $\mathbb{R}$. Whenever
an argument of ours holds only in the complex case, we emphasize the importance of the choice of the scalar field.

If \( X \) is a Banach space then its dual space is \( X^* \) and \( \langle \cdot , \cdot \rangle \) is the duality bracket between \( X \) and \( X^* \). The symbol \( I_X \) is the identity operator on \( X \). The symbol \( \mathcal{B}(X, Y) \) stands for the Banach space of bounded linear operators between the Banach spaces \( X \) and \( Y \), we let \( \mathcal{B}(X) := \mathcal{B}(X, X) \). For \( T \in \mathcal{B}(X, Y) \) its adjoint is \( T^* \in \mathcal{B}(Y^*, X^*) \). If \( W, Z \) are closed linear subspaces of \( X \) and \( Y \), respectively, then for a \( T \in \mathcal{B}(X, Y) \) we denote the restriction of \( T \) to \( W \) by \( T|_W \), clearly \( T|_W \in \mathcal{B}(W, Y) \). If \( \text{Ran}(T) \subseteq Z \) then \( T|_Z \) denotes \( T \) considered as a bounded linear operator between \( X \) and \( Z \), that is, \( T|_Z \in \mathcal{B}(X, Z) \).

The direct sum of Banach spaces \( X \) and \( Y \) will be denoted by \( X \oplus Y \). Two Banach spaces \( X \) and \( Y \) are said to be isomorphic if there is a linear homeomorphism between \( X \) and \( Y \), it will be denoted by \( X \simeq Y \). If \( X \simeq X \oplus X \) we say that \( X \) is isomorphic to its square. Throughout this paper, whenever two Banach spaces are isometrically isomorphic we shall identify them when it does not cause any confusion. By an isomorphism of Banach algebras \( A \) and \( B \) we understand that there is an algebra homomorphism between \( A \) and \( B \) which is also a homeomorphism. This will also be denoted by \( A \simeq B \).

The symbols \( A(X) \), \( K(X) \), \( S(X) \), \( E(X) \), \( W(X) \) and \( X(X) \) stand for the closed two-sided ideals of operators which are approximable, compact, strictly singular, inessential, weakly compact and have separable range, respectively. We recall that \( T \in \mathcal{B}(X) \) is an inessential operator (see [34, page 489]) if for every \( S \in \mathcal{B}(X) \) it follows that \( \text{dim}(\text{Ker}(I_X + ST)) < \infty \) and \( \text{codim}_X(\text{Ran}(I_X + ST)) < \infty \); this is equivalent to saying that \( I_X + ST \) is a Fredholm operator for every \( S \in \mathcal{B}(X) \). It is well-known that \( A(X) \subseteq K(X) \subseteq S(X) \subseteq E(X) \) and \( K(X) \subseteq W(X) \cap X(X) \) hold, see for example [8].

A character on a unital Banach algebra \( A \) is a unit-preserving algebra homomorphism from \( A \) to \( \mathbb{C} \). Any such character is necessarily of norm at most 1 and therefore continuous.

1.2.2. Idempotents, projections. Let \( R \) be a ring. We say that \( p \in R \) is an idempotent if \( p^2 = p \). If \( p, q \in R \) are idempotents then we say that they are mutually orthogonal and write \( p \perp q \) if \( pq = 0 = qp \). For \( p, q \in R \) idempotents we write \( p \sim q \) if there exist \( a, b \in R \) such that \( p = ab \) and \( q = ba \), in this case we say that \( p \) and \( q \) are equivalent. If \( p, q \in R \) are idempotents, then we write \( q \leq p \) whenever \( pq = q \) and \( qp = q \) hold. This is
a partial order on the set of idempotents of \( R \). We say that an idempotent \( p \in R \) is minimal if it is minimal in the set of non-zero idempotents of \( R \) with respect to this partial order. We write \( q < p \) if both \( q \leq p \) and \( q \neq p \) hold.

In a \( C^* \)-algebra \( A \) an idempotent \( p \in A \) is called a projection if it is self-adjoint. A projection is minimal if it is minimal in the set of non-zero projections of \( A \) with respect to the partial order \( \leq \).

1.2.3. Simple and semisimple algebras. We say that a unital algebra \( A \) is simple if the only non-trivial two-sided ideal in \( A \) is \( A \). If \( A \) is a unital algebra, the Jacobson radical of \( A \), denoted by \( \text{rad}(A) \), is the intersection of all maximal left ideals in \( A \), and it is a two-sided ideal in \( A \). If there are no proper left ideals in \( A \) we put \( \text{rad}(A) := A \). A unital algebra is semisimple if its Jacobson radical is trivial. For any Banach space \( X \), the Banach algebra \( \mathcal{B}(X) \) is well-known to be semisimple but it is not simple whenever \( X \) is infinite-dimensional, since \( \mathcal{A}(X) \) is a proper non-trivial closed two-sided ideal in \( \mathcal{B}(X) \).

2. When surjective algebra homomorphisms are automatically injective

A classical deep result of B. E. Johnson asserts the following.

**Theorem 2.1** (Johnson). If \( A, B \) are Banach algebras such that \( B \) is semisimple, then every surjective algebra homomorphism \( \psi : A \to B \) is automatically continuous.

For a modern discussion of this result we refer the reader to \([11, Theorem 5.1.5]\). In what follows we shall use this fundamental result without explicitly mentioning it.

We first observe that there is a large class of Banach spaces which obviously lack the SHAI property.

**Lemma 2.2.** Let \( X \) be an infinite-dimensional Banach space such that \( M_n(\mathbb{C}) \) is a quotient of \( \mathcal{B}(X) \) for some \( n \in \mathbb{N} \). Then \( X \) does not have the SHAI property.

**Proof.** Let \( \varphi : \mathcal{B}(X) \to M_n(\mathbb{C}) \) be a surjective algebra homomorphism. Since \( \mathcal{B}(\mathbb{C}^n) \simeq M_n(\mathbb{C}) \) we immediately obtain that there is a surjective algebra homomorphism \( \psi : \mathcal{B}(X) \to \mathcal{B}(\mathbb{C}^n) \) which cannot be injective, since \( X \) is infinite-dimensional. \( \square \)
Remark 2.3. For any $n \in \mathbb{N}$ one can easily find an infinite-dimensional Banach space $X$ such that it satisfies the conditions of Lemma 2.2 that is, $M_n(\mathbb{C})$ is a quotient of $\mathcal{B}(X)$. Indeed, let $E$ be an infinite-dimensional Banach space such that $\mathcal{B}(E)$ has a character $\varphi : \mathcal{B}(E) \to \mathbb{C}$. (Examples of such spaces are given below in Example 2.4.) Let $X := \bigoplus_{i=1}^n E$, then there is an isomorphism between the Banach algebras $\mathcal{B}(X)$ and $M_n(\mathcal{B}(E))$, this latter being the Banach algebra of $(n \times n)$-matrices with entries in $\mathcal{B}(E)$. Since every element $A \in \mathcal{B}(E)$ can be written uniquely as $A = \lambda I_E + T$ for some $\lambda \in \mathbb{C}$ and $T \in \ker(\varphi)$, it is straightforward to check that

$$\psi : M_n(\mathcal{B}(E)) \to M_n(\mathbb{C}); \quad (\lambda_{i,j} I_E + T_{i,j})_{i,j=1}^n \mapsto (\lambda_{i,j})_{i,j=1}^n$$

(2.1)

defines surjective algebra homomorphism. So in particular $M_n(\mathbb{C})$ is a quotient of $\mathcal{B}(X)$.

In fact, something much stronger can be said then the above: It was observed by Kania and Laustsen in [23, page 1022] that every complex, semisimple, finite-dimensional, unital algebra is isomorphic to $\mathcal{B}(X)/\mathcal{K}(X)$ for a suitable Banach space $X$.

We recall that an infinite-dimensional Banach space $X$ is indecomposable, if there are no closed, infinite-dimensional subspaces $Y, Z$ of $X$ such that $X \simeq Y \oplus Z$. A Banach space $X$ is hereditarily indecomposable if every closed, infinite-dimensional subspace of $X$ is indecomposable.

The next example collects a variety of examples from the literature where $\mathcal{B}(X)$ is known to have a character, so $X$ does not have the SHAI property by Lemma 2.2. In examples (1)–(3) this character is shown explicitly and in examples (4)–(7) the character is obtained from a commutative quotient on $\mathcal{B}(X)$. It is not intended to be an exhaustive list.

Example 2.4. None of the following spaces $X$ have the SHAI property:

(1) $X$ is a complex hereditarily indecomposable Banach space, since by [17] Theorem 18 $\mathcal{B}(X)$ has a character whose kernel is $\mathcal{S}(X)$,

(2) $X = J_p$ where $1 < p < \infty$ and $J_p$ is the $p^{th}$ James space, since by [13] Paragraph 8, $\mathcal{B}(X)$ has a character whose kernel is $\mathcal{W}(X)$, see also [24] Theorem 4.16],

(3) $X = C[0, \omega_1]$, where $\omega_1$ is the first uncountable ordinal, since by [13] Paragraph 9 $\mathcal{B}(X)$ has a character, see also [30] Proposition 3.1],

(4) $X = C[0, \omega_\eta]$, where $\eta$ is a regular cardinal, and $\omega_\eta$ is the smallest ordinal of cardinality $\aleph_\eta$, since by [32] Section 4 $\mathcal{B}(X)$ has a character,
(5) $X = X_\infty$, where $X_\infty$ is the indecomposable but not hereditarily indecomposable Banach space constructed by Tarbard in [16, Chapter 4], since $\mathcal{B}(X)/\mathcal{K}(X) \simeq \ell_1(\mathbb{N}_0)$, where the right-hand side is endowed with the convolution product,

(6) $X = X_K$, where $K$ is a countable compact Hausdorff space and $X_K$ is the Banach space constructed by Motakis, Puglisi, and Zizimopoulos in [31, Theorem B], since $\mathcal{B}(X)/\mathcal{K}(X) \simeq C(K)$,

(7) $X = C(K_0)$, where is $K_0$ is the compact Hausdorff connected “Koszmider” space constructed by Plebanek in [35, Theorem 1.3], since $\mathcal{B}(X)/\mathcal{W}(X) \simeq C(K_0)$, as shown in [34, Proposition 3.3], and it also follows from [12, Theorem 6.5(i)],

(8) $X = G$, where $G$ is the Banach space constructed by Gowers in [16], since $\mathcal{B}(X)/\mathcal{S}(X) \simeq \ell_\infty/c_0$, as shown in [24, Corollary 8.3].

The purpose of the following lemma is to show for a certain “nice” class of Banach spaces, when studying the SHAI property it is enough to restrict our attention to infinite-dimensional spaces $Y$.

**Lemma 2.5.** Let $X$ be a Banach space such that $X$ contains a complemented subspace isomorphic to $X \oplus X$. Then the following are equivalent:

1. $X$ has the SHAI property,
2. for any $Y$ infinite-dimensional Banach space any surjective algebra homomorphism $\psi : \mathcal{B}(X) \to \mathcal{B}(Y)$ is automatically injective.

**Proof.** Let $Y$ be a non-zero Banach space and let $\psi : \mathcal{B}(X) \to \mathcal{B}(Y)$ be a surjective algebra homomorphism, we show that $Y$ must be infinite-dimensional. For assume towards a contradiction it is not; then clearly $\mathcal{B}(Y)$ is finite-dimensional, thus by $\mathcal{B}(X)/\text{Ker}(\psi) \simeq \mathcal{B}(Y)$ we have that $\text{Ker}(\psi)$ is finite-codimensional in $\mathcal{B}(X)$. But $X$ has a complemented subspace isomorphic to $X \oplus X$ therefore by successively applying [25, Propositions 1.9 and 2.3] and [11, Proposition 1.3.34] it follows that $\mathcal{B}(X)$ has no proper ideals of finite codimension, a contradiction. $\square$

We recall that if $A, B$ are unital algebras and $\theta : A \to B$ is a surjective algebra homomorphism then $\theta[\text{rad}(A)] \subseteq \text{rad}(B)$.

**Lemma 2.6.** Let $X$ be a Banach space, let $B$ be a unital Banach algebra and let $\psi : \mathcal{B}(X) \to B$ be a continuous, surjective, non-injective algebra homomorphism. Then $\psi[\mathcal{E}(X)] \subseteq \text{rad}(B)$. In particular, if $B$ is semisimple then $\mathcal{E}(X) \subseteq \text{Ker}(\psi)$.
Proof. Since $\psi$ is not injective $A(X) \subseteq \ker(\psi)$ holds and therefore there exists a unique surjective algebra homomorphism $\theta : B(X)/A(X) \to B$ with $\theta \circ \pi = \psi$ and $\|\psi\| = \|\theta\|$, where $\pi : B(X) \to B(X)/A(X)$ is the quotient map. Thus $\theta[\text{rad}(B(X)/A(X))] \subseteq \text{rad}(B)$, which by Kleinecke’s theorem [8, Theorem 5.5.9] is equivalent to $\theta[\pi[E(X)]] \subseteq \text{rad}(B)$. This is equivalent to $\psi[E(X)] \subseteq \text{rad}(B)$, as required. □

Lemma 2.7. Let $X$ be a Banach space such that $E(X)$ is a maximal ideal in $B(X)$ and $X$ has a complemented subspace isomorphic to $X \oplus X$. Then $X$ has the SHAI property.

Proof. Let $Y$ be an infinite-dimensional Banach space and let $\psi : B(X) \to B(Y)$ be a surjective algebra homomorphism. Assume towards a contradiction that $\psi$ is not injective. Since $B(Y)$ is semisimple in view of Lemma 2.6 it follows that $E(X) \subseteq \ker(\psi)$ must hold. Since $\psi$ is surjective, $\ker(\psi)$ is a proper ideal thus by maximality of $E(X)$ in $B(X)$ it follows that $\ker(\psi) = E(X)$. Thus $B(X)/E(X) \simeq B(Y)$, where the right-hand side is simple, due to maximality of $E(X)$ in $B(X)$, which is a contradiction. Therefore $\psi$ must be injective thus by Lemma 2.5 the claim is proven. □

Remark 2.8. We observe that the condition “$X$ has a complemented subspace isomorphic to $X \oplus X$” in the previous lemma cannot be dropped in general. Indeed, let $X$ be a hereditarily indecomposable Banach space, then $E(X) = S(X)$ is the unique maximal ideal in $B(X)$ but by Example 2.4 (1) the space $X$ does not have the SHAI property.

Proof of Proposition 1.2. Let $X$ be $c_0$ or $\ell^p$ for $1 \leq p < \infty$. Gohberg, Markus, and Feldman showed in [15] that $A(\ell^p) = K(\ell^p) = S(\ell^p) = E(\ell^p)$ is the only closed, non-trivial, proper, two-sided ideal in $B(\ell^p)$. In [26, page 253], Loy and Laustsen deduced that $W(\ell_\infty) = X(\ell_\infty) = S(\ell_\infty) = E(\ell_\infty)$ is the unique maximal ideal in $B(\ell_\infty)$. Thus in both cases the result follows from Lemma 2.7. □

We remark in passing that it was recently shown by W. B. Johnson, G. Pisier and G. Schechtman in [20, Theorem 4.2] that $B(\ell_\infty)$ has continuum many distinct closed two-sided ideals, thus the use of Lemma 2.7 in the proof of Proposition 1.2 is essential.

We recall that a Banach space $X$ is called complementably minimal if every closed, infinite-dimensional subspace of $X$ contains a subspace which is complemented in $X$ and isomorphic to $X$.

Proof of Theorem 1.4. Since $X$ is complementably minimal, it follows from [47, Theorem 6.2] that $S(X)$ is the largest proper two-sided ideal in $B(X)$. 
In particular \( \mathcal{E}(X) = \mathcal{S}(X) \) is maximal in \( \mathcal{B}(X) \), thus Lemma 2.7 yields the claim.

We recall that Schlumprecht’s space \( \mathcal{S} \) is isomorphic to it is square and it is complementably minimal, as shown, for example, in [43], thus the first part of the theorem applies. \( \square \)

In the following we show that for a Hilbert space \( H \) of arbitrary density character, the projections lift from any quotient of \( \mathcal{B}(H) \). In what follows, if \( (X, \mu) \) is a measure space and \( f \in L_\infty(X, \mu) \) then
\[
(2.2) \quad M_f : L_2(X, \mu) \to L_2(X, \mu); \quad g \mapsto fg
\]
is called the multiplication operator by \( f \) and is clearly a bounded linear operator.

**Lemma 2.9.** Let \( H \) be a Hilbert space and let \( \mathcal{J} \) be a closed, two-sided ideal in \( \mathcal{B}(H) \). For any projection \( p \in \mathcal{B}(H)/\mathcal{J} \) there exists a projection \( P \in \mathcal{B}(H) \) such that \( p = \pi(P) \), where \( \pi : \mathcal{B}(H) \to \mathcal{B}(H)/\mathcal{J} \) denotes the quotient map.

**Proof.** Let \( p \in \mathcal{B}(H)/\mathcal{J} \) be a projection. There exists a self-adjoint \( A \in \mathcal{B}(H) \) such that \( p = \pi(A) \). By the spectral theorem for bounded self-adjoint operators [10] Chapter IX., Theorem 4.6 there exists a measure space \( (X, \mu) \), a \( \mu \)-almost everywhere bounded, real-valued function \( f \) on \( X \) and an isometric isomorphism \( U : H \to L_2(X, \mu) \) such that \( A = U^{-1} \circ M_f \circ U \).

Consequently
\[
(2.3) \quad \pi(U^{-1} \circ M_f \circ U) = \pi(A) = p = p^2 = \pi(A^2) = \pi(U^{-1} \circ M_f^2 \circ U),
\]
which is equivalent to
\[
(2.4) \quad U^{-1} \circ M_{f-f^2} \circ U = U^{-1} \circ (M_f - M_{f^2}) \circ U \in \mathcal{J}.
\]

Let \( \tilde{f} \) be a representative of the class \( f \) and let \( h \) be the class of \( 1_{[\tilde{f} \geq 1/2]} \), the indicator function of the set \( [\tilde{f} \geq 1/2] := \{ x \in X : \tilde{f}(x) \geq 1/2 \} \).

Clearly \( h \in L_\infty(X, \mu) \) is well-defined and \( P := \pi(U^{-1} \circ M_h \circ U \in \mathcal{B}(H) \) is a projection. We show that \( p = \pi(P) \), which is equivalent to showing that \( U^{-1} \circ M_{f-h} \circ U \in \mathcal{J} \). We first observe that it is enough to find \( g \in L_\infty(X, \mu) \) such that \( g(f - f^2) = h - f \). Indeed, if such a function \( g \) were to exist then \( M_g \circ M_{f-f^2} = M_{h-f} \) and consequently
\[
(2.5) \quad U^{-1} \circ M_{h-f} \circ U = U^{-1} \circ M_g \circ M_{f-f^2} \circ U = (U^{-1} \circ M_g \circ U) \circ (U^{-1} \circ M_{f-f^2} \circ U) \in \mathcal{J}
\]
holds by Equation (2.4) and the fact that \( \mathcal{J} \) is an ideal in \( \mathcal{B}(H) \).
Thus let \( \tilde{g} : X \to \mathbb{R} \) be the following function:

\[
\tilde{g}(x) := \begin{cases} 
1/(\tilde{f}(x) - 1) & \text{if } \tilde{f}(x) < 1/2 \\
1/\tilde{f}(x) & \text{otherwise.}
\end{cases}
\]

Let \( g \) be the class of \( \tilde{g} \), clearly \( g \) is \( \mu \)-almost everywhere bounded by 2. A simple calculation shows that

\[
\tilde{g}(x)(\tilde{f}(x) - \tilde{f}^2(x)) = \begin{cases} 
(\tilde{f}(x) - \tilde{f}^2(x))/(\tilde{f}(x) - 1) & \text{if } \tilde{f}(x) < 1/2 \\
(\tilde{f}(x) - \tilde{f}^2(x))/\tilde{f}(x) & \text{otherwise,}
\end{cases}
\]

so \( \tilde{g}(x)(\tilde{f}(x) - \tilde{f}^2(x)) = 1_{[\tilde{f} \geq 1/2]}(x) - \tilde{f}(x) \) holds for every \( x \in X \). Consequently \( g(f - f^2) = h - f \), which proves the claim. \( \square \)

We recall that in a ring \( R \) if \( I \trianglelefteq R \) is a two-sided ideal and \( p, q \in R \) are idempotents with \( p \sim q \) then \( p \in I \) if and only if \( q \in I \). In a \( C^* \)-algebra \( A \) an idempotent \( e \in A \) is a projection if and only if \( \|e\| \leq 1 \).

The following lemma is straightforward, we omit its proof.

**Lemma 2.10.**

1. Let \( X \) be a Banach space and suppose \( Q \in \mathcal{B}(X) \) is an idempotent such that \( \text{Ran}(Q) \) is isomorphic to its square. Then there exist mutually orthogonal idempotents \( Q_1, Q_2 \in \mathcal{B}(X) \) with \( Q_1, Q_2 \sim Q \) and \( Q_1 + Q_2 = Q \).

2. Let \( H \) be a Hilbert space and suppose \( Q \in \mathcal{B}(H) \) is a projection with infinite-dimensional range. Then there exist mutually orthogonal projections \( Q_1, Q_2 \in \mathcal{B}(H) \) with \( Q_1, Q_2 \sim Q \) and \( Q_1 + Q_2 = Q \).

**Corollary 2.11.**

1. Let \( X \) be a Banach space and let \( \mathcal{J} \trianglelefteq \mathcal{B}(X) \) be a closed, two-sided ideal. Suppose \( Q \in \mathcal{B}(X) \) is an idempotent such that \( \text{Ran}(Q) \) is isomorphic to its square and \( Q \notin \mathcal{J} \). Then there exist mutually orthogonal idempotents \( Q_1, Q_2 \in \mathcal{B}(X) \) with \( Q_1, Q_2 \notin \mathcal{J} \) such that \( \pi(Q_1), \pi(Q_2) < \pi(Q) \), where \( \pi : \mathcal{B}(X) \to \mathcal{B}(X)/\mathcal{J} \) is the quotient map.

2. Let \( H \) be a Hilbert space and let \( \mathcal{J} \trianglelefteq \mathcal{B}(H) \) be a closed, two-sided ideal. Suppose \( Q \in \mathcal{B}(H) \) is a projection such that \( Q \notin \mathcal{J} \). Then there exist mutually orthogonal projections \( Q_1, Q_2 \in \mathcal{B}(H) \) with \( Q_1, Q_2 \notin \mathcal{J} \) such that \( \pi(Q_1), \pi(Q_2) < \pi(Q) \), where \( \pi : \mathcal{B}(H) \to \mathcal{B}(H)/\mathcal{J} \) is the quotient map.

**Proof.** (1) By Lemma 2.10 (1) there exist mutually orthogonal idempotents \( Q_1, Q_2 \in \mathcal{B}(X) \) with \( Q_1 + Q_2 = Q \) and \( Q_1, Q_2 \sim Q \). For \( i \in \{1, 2\} \) we
immediately get $Q_i \leq Q$ and thus $\pi(Q_i) \leq \pi(Q)$. Since $Q_i \sim Q$, the condition $Q \notin J$ is equivalent to $Q_i \notin J$. Also, for $i, j \in \{1, 2\}$ if $i \neq j$ then $Q_j = Q - Q_i$ thus $\pi(Q_i) \neq \pi(Q)$. 

(2) Immediate from the first part of this corollary and Lemma 2.10 (2). □

We recall a folklore lifting result for “Calkin” algebras of Banach spaces, this will be essential in the proof of Theorem 1.5. A convenient reference for the proof of this lemma is [4, Lemma 2.6]. It also follows from the much more general result [2, Theorem C].

Lemma 2.12. Let $X$ be a Banach space and let $p \in \mathcal{B}(X)/\mathcal{K}(X)$ be an idempotent. Then there exists an idempotent $P \in \mathcal{B}(X)$ with $p = \pi(P)$ where $\pi : \mathcal{B}(X) \to \mathcal{B}(X)/\mathcal{K}(X)$ is the quotient map.

Proposition 2.13.

(1) Let $X$ be a Banach space such that every infinite-dimensional complemented subspace of $X$ is isomorphic to its square. Then $\mathcal{B}(X)/\mathcal{K}(X)$ does not have minimal idempotents.

(2) Let $H$ be a Hilbert space and let $\mathcal{J} \triangleleft \mathcal{B}(H)$ a non-zero, closed, two-sided ideal. Then $\mathcal{B}(H)/\mathcal{J}$ does not have minimal projections.

Proof. (1) Let $p \in \mathcal{B}(X)/\mathcal{K}(X)$ be a non-zero idempotent. By Lemma 2.12 there exists an idempotent $P \in \mathcal{B}(X)$ with $p = \pi(P)$, where $\pi : \mathcal{B}(X) \to \mathcal{B}(X)/\mathcal{K}(X)$ is the quotient map. Clearly $P \notin \mathcal{K}(X)$, equivalently Ran($P$) is infinite-dimensional. Thus by the hypothesis it is isomorphic to its square, consequently Corollary 2.11 (1) implies that there exists an idempotent $Q \in \mathcal{B}(X)$ such that $Q \notin I$ and $\pi(Q) < \pi(P)$.

(2) Let $p \in \mathcal{B}(H)/\mathcal{J}$ be a non-zero projection. By Lemma 2.9 there exists a projection $P \in \mathcal{B}(H)$ with $p = \pi(P)$, where $\pi : \mathcal{B}(H) \to \mathcal{B}(H)/\mathcal{J}$ is the quotient map. Clearly $P \notin \mathcal{J}$ thus by Corollary 2.11 (2) there exists a projection $Q \in \mathcal{B}(H)$ such that $Q \notin \mathcal{J}$ and $\pi(Q) < \pi(P)$. □

We show that Proposition 2.13 (2) can be strengthened with the aid of the following simple observation. It is certainly well known among experts, however, we could not locate its proof in the literature, thus we include it here for the convenience of the reader.

Lemma 2.14. If a $C^*$-algebra has minimal idempotents then it has minimal projections.

Proof. Let $A$ be a $C^*$-algebra and suppose $e \in A$ is a minimal idempotent. By [40, Exercise 3.11(i)] there exists a projection $p \in A$ with $p \sim e$. Thus
there exist $a, b \in A$ such that $ab = p$ and $ba = e$, consequently $ae = pa$ and $bp = eb$. We show that $p \in A$ is a minimal projection. Since $e \neq 0$ it is clear that $p \neq 0$. Let $q \in A$ be a non-zero projection with $q \leq p$, this is, $pq = q$ and $qp = q$. We define $f := bqa$, and observe that $f \in A$ is a non-zero idempotent. Indeed, $f^2 = bqabqa = bqpa = bqa = f$ and $f \neq 0$ otherwise $0 = afb = abqab = pqp = q$ which is impossible. Let us observe that $f \leq e$. Indeed, $ef = ebqa = bpqa = bqa = f$ and similarly $fe = f$ holds. Since $e \in A$ is a minimal idempotent it follows that $e = f$ and consequently $aeb = afb$ holds, equivalently $pab = abqab$ equivalently $p = pqp$ which is just $p = q$. This shows that $p \in A$ is a minimal projection. □

Corollary 2.15. Let $H$ be a Hilbert space and let $J \trianglelefteq \mathcal{B}(H)$ be a non-zero, closed, two-sided ideal. Then $\mathcal{B}(H)/J$ does not have minimal idempotents.

Before we prove Theorem 1.3, let us remark here that the case where $H$ is separable immediately follows from well-known facts. Indeed, let $Y$ be a non-zero Banach space and let $\psi : \mathcal{B}(H) \to \mathcal{B}(Y)$ be a continuous, surjective algebra homomorphism. Since $\ker(\psi)$ is a non-trivial, closed, two-sided ideal in $\mathcal{B}(H)$, by the ideal classification result due to Calkin \([7]\), $\ker(\psi) = \{0\}$ or $\ker(\psi) = K(H)$ must hold. In the latter case, $\mathcal{C}(H) := \mathcal{B}(H)/K(H) \simeq \mathcal{B}(Y)$. (We remark in passing that the ideal of compact operators $K(H)$ coincides with the operator norm-closure of the ideal of finite-rank operators on $H$, since $H$ has a Schauder basis.) Clearly $\mathcal{C}(H)$ is simple and infinite-dimensional. If $Y$ is infinite-dimensional, then $\mathcal{B}(Y)$ is not simple, which is impossible; if $Y$ is finite-dimensional then so is $\mathcal{B}(Y)$, a contradiction. Thus $\psi$ must be injective.

Proof of Theorem 1.3. Let $H$ be a Hilbert space. Let $Y$ be a Banach space and assume towards a contradiction that there exists a surjective, non-injective algebra homomorphism $\psi : \mathcal{B}(H) \to \mathcal{B}(Y)$. Then $\ker(\psi)$ is non-zero and $\mathcal{B}(H)/\ker(\psi)$ is isomorphic to $\mathcal{B}(Y)$. This is a contradiction since $\mathcal{B}(H)/\ker(\psi)$ has no minimal idempotents by Corollary 2.15 whereas $\mathcal{B}(Y)$ clearly does.

Remark 2.16. In the proof of Theorem 1.3 the spectral theorem played a key role, hence the use of complex Hilbert spaces was essential. We show now that the theorem remains true for real Hilbert spaces.

In order to do this, we shall need the notion of the complexification of real Banach and Hilbert spaces, and real Banach algebras. We refer the interested reader to [5, Section 13] and [36, Chapter I, Section 3] for the necessary background information.
Let $H$ be a real Hilbert space of arbitrary density character, we show that $H$ has the SHAI property. Assume towards a contradiction that there is a non-zero real Banach space $Y$ and a surjective, non-injective homomorphism $\varphi : B(H) \to B(Y)$ of real Banach algebras. Let $\hat{B}(H)$ and $\hat{B}(Y)$ denote the complexifications of the real Banach algebras $B(H)$ and $B(Y)$, respectively. We define the map

$$\psi : \hat{B}(H) \to \hat{B}(Y); \quad (T, S) \mapsto (\varphi(T), \varphi(S)),$$

(2.8)

this is easily seen to be a surjective homomorphism of complex Banach algebras. Since $\varphi$ is not injective, there is a non-zero $S \in B(H)$ with $\varphi(S) = 0$. Thus $\psi(S, S) = (\varphi(S), \varphi(S)) = (0, 0)$, hence $\psi$ is not injective. However, $\hat{B}(H) \cong B(\hat{H})$ and $\hat{B}(Y) \cong B(\hat{Y})$ as complex Banach algebras, thus there is a surjective, non-injective algebra homomorphism $\theta : B(\hat{H}) \to B(\hat{Y})$ of complex Banach algebras. Since $\hat{H}$ is a complex Hibert space this is impossible in view of Theorem 1.3. Therefore $H$ has the SHAI property, as required.

We recall the following piece of notation: If $\ell^n_2$ denotes the $n$-dimensional Banach space $\mathbb{C}^n$ with the $\ell_2$-norm, then

$$\left( \bigoplus_{n \in \mathbb{N}} \ell^n_2 \right)_{\ell_1} := \left\{ (x_n)_{n \in \mathbb{N}} : (\forall n \in \mathbb{N})(x_n \in \ell^n_2), \sum_{n \in \mathbb{N}} \|x_n\| < \infty \right\}$$

(2.9)

is a Banach space with the norm $\|(x_n)_{n \in \mathbb{N}}\| := \sum_{n \in \mathbb{N}} \|x_n\|$.

Similarly,

$$\left( \bigoplus_{n \in \mathbb{N}} \ell^n_2 \right)_{c_0} := \left\{ (x_n)_{n \in \mathbb{N}} : (\forall n \in \mathbb{N})(x_n \in \ell^n_2), \lim_{n \to \infty} \|x_n\| = 0 \right\}$$

(2.10)

is a Banach space with the norm $\|(x_n)_{n \in \mathbb{N}}\| := \sup_{n \in \mathbb{N}} \|x_n\|$.

**Example 2.17.** For the following (non-Hilbertian) Banach spaces $X$ every infinite-dimensional complemented subspace of $X$ is isomorphic to its square therefore by Proposition 2.13 (1) the Calkin algebra $B(X)/K(X)$ does not have minimal idempotents:

1. $X = c_0(\lambda)$, where $\lambda$ is an infinite cardinal, since by Proposition 2.8 every infinite-dimensional complemented subspace of $c_0(\lambda)$ is isomorphic to $c_0(\kappa)$ for some infinite cardinal $\kappa \leq \lambda$, and $c_0(\kappa) \cong c_0(\kappa) \oplus c_0(\kappa)$,

2. $X = \ell_p$ where $p \in [1, \infty) \setminus \{2\}$, since by Pelczyński’s theorem (33) every infinite-dimensional complemented subspace of $\ell_p$ is isomorphic to $\ell_p$ and $\ell_p \cong \ell_p \oplus \ell_p$, 


(3) $X = \ell_\infty$, since every infinite-dimensional complemented subspace of $\ell_\infty$ is isomorphic to $\ell_\infty$ by Lindenstrauss' theorem ([29]) and $\ell_\infty \simeq \ell_\infty \oplus \ell_\infty$.

(4) $X = \ell_c^\infty(\lambda)$, where $\lambda$ is an infinite cardinal, since by [19] Theorem 1.4] every infinite-dimensional complemented subspace of $\ell_c^\infty(\lambda)$ is isomorphic to $\ell_\infty$ or $\ell_c^\infty(\kappa)$ for some infinite cardinal $\kappa \leq \lambda$, and $\ell_c^\infty(\kappa) \simeq \ell_c^\infty(\kappa) \oplus \ell_c^\infty(\kappa)$.

(5) $X = C[0, \omega^\omega]$, where $\omega$ is the first infinite ordinal, since by [37, Remark 2.25 and Lemma 2.26, $\ell_c^\infty(\kappa) \simeq \ell_c^\infty(\kappa) \oplus \ell_c^\infty(\kappa)$.

(6) $X = (\bigoplus_{n \in \mathbb{N}} \ell_n^2)_Y$ where $Y$ is $c_0$ or $\ell_1$, since by [6, Corollary 8.4 and Theorem 8.3] every infinite-dimensional complemented subspace of $X$ is isomorphic to $Y$ or $X$ and $X \simeq X \oplus X$ by [9, Corollary 7(i)].

Before we recall two important results of Laustsen–Loy–Read and Laustsen–Schlumprecht–Zsák, let us remind the reader of the following terminology. For Banach spaces $X$ and $Y$ the symbol $\mathcal{G}_Y(X)$ denotes the closed, two-sided ideal of operators on $X$ which factor through $Y$ approximately, that is, the closed linear span of the set $\{ST : S \in B(Y, X), T \in B(X, Y)\}$.

**Theorem 2.18.** [27, Corollary 5.6], [28, Theorem 2.12] Let $X = (\bigoplus_{n \in \mathbb{N}} \ell_n^2)_Y$ where $Y$ is $c_0$ or $\ell_1$. Then the lattice of closed, two-sided ideals in $B(X)$ is given by

$$\{0\} \subsetneq \mathcal{K}(X) \subsetneq \mathcal{G}_Y(X) \subsetneq B(X).$$

**Proof of Theorem 1.5.** Let $Z$ be a Banach space and let $\psi : B(X) \to B(Z)$ be a surjective algebra homomorphism. Since $X \simeq X \oplus X$, by Lemma [25] we may suppose that $Z$ is infinite-dimensional. Since $B(X)/\text{Ker}(\psi) \simeq B(Z)$, by Theorem [2.18] it is enough to show that neither $\text{Ker}(\psi) = \mathcal{K}(X)$ nor $\text{Ker}(\psi) = \mathcal{G}_Y(X)$ can hold. The case $\text{Ker}(\psi) = \mathcal{G}_Y(X)$ is not possible, since $\mathcal{G}_Y(X)$ is a maximal two-sided ideal in $B(X)$ by Theorem [2.18] and therefore $B(X)/\mathcal{G}_Y(X)$ is simple as a Banach algebra whereas $B(Z)$ is not, since $Z$ is infinite-dimensional. To see that $\text{Ker}(\psi) = \mathcal{K}(X)$ cannot hold we observe that $B(X)/\mathcal{K}(X)$ does not have minimal idempotents by Example [2.17] (6) whereas $B(Z)$ has continuum many. Consequently $\text{Ker}(\psi) = \{0\}$ must hold, thus proving the claim.

Finally in this section we shall establish some permanence properties of Banach spaces with the SHAI property. We recall a trivial observation:
Remark 2.19. If $X$ is an infinite-dimensional Banach space and $J$ is a closed, two-sided ideal of $\mathcal{B}(X)$ such that $A^2 = 0$ for all $A \in J$ then $J = \{0\}$. This follows from the fact that $\mathcal{A}(X)$ is the smallest non-trivial, closed, two-sided ideal in $\mathcal{B}(X)$ and $\mathcal{A}(X)$ has an abundance of non-zero rank-one idempotents.

Proof of Proposition 1.6. Let $P, Q \in \mathcal{B}(E)$ be idempotents with $F = \text{Ran}(P)$ and $G = \text{Ran}(Q)$. Then $P + Q = I_E$ and $PQ = 0 = QP$. Now let $X$ be a non-zero Banach space and let $\psi : \mathcal{B}(E) \to \mathcal{B}(X)$ be a surjective algebra homomorphism. Then $Y := \text{Ran}(\psi(P))$ and $Z := \text{Ran}(\psi(Q))$ are closed (complemented) subspaces of $X$. Let us fix $T \in \mathcal{B}(F)$, we observe that $\psi(P) \circ \psi(Q) = \psi(Q) \circ \psi(P)$, and consequently the map

$$(2.12) \quad \varphi : \mathcal{B}(F) \to \mathcal{B}(Y); \quad T \mapsto \psi(P) \circ \psi(Q) = \psi(P) \circ \psi(Q)$$

is well-defined. It is immediate to see that $\varphi$ is a linear map. To see that it is multiplicative, it is enough to observe that $\psi(P) \circ \psi(Q) = I_F$ thus by multiplicity of $\psi$, for any $T, S \in \mathcal{B}(F)$ we obtain $\psi(T) \circ \psi(S) = \psi(T \circ S)$.

We show that $\varphi$ is surjective. To see this we fix an $R \in \mathcal{B}(Y)$. Then $\psi(P) \circ \psi(Q) \in \mathcal{B}(X)$ so by surjectivity of $\psi$ it follows that there exists $A \in \mathcal{B}(E)$ such that $\psi(A) = \psi(P) \circ \psi(Q)$. Consequently $\psi(P \circ A \circ P) = \psi(P) \circ \psi(A) \circ \psi(P) = \psi(P) \circ \psi(P) \circ \psi(P) \circ \psi(A) \circ \psi(P) = \psi(P) \circ \psi(A) \circ \psi(P)$ and thus by the definition of $\varphi$ we obtain

$$(2.13) \quad \varphi(P \circ A \circ P) = \psi(P) \circ \psi(Q) = \psi(P) \circ \psi(Q)$$

This proves that $\varphi$ is a surjective algebra homomorphism. Similarly we can show that

$$(2.14) \quad \theta : \mathcal{B}(G) \to \mathcal{B}(Z); \quad T \mapsto \psi(Q) \circ \psi(Q) \circ \psi(Q)$$

is a well-defined, surjective algebra homomorphism. Assume first that $Y$ and $Z$ are both non-trivial subspaces of $X$. Since both $F$ and $G$ have the SHAI property it follows that $\varphi$ and $\theta$ are injective. Now let $A \in \text{Ker}(\psi)$ be arbitrary. Then $\psi(A) = 0$ implies

$$(2.15) \quad \varphi(P \circ A \circ P) = \psi(P) \circ \psi(Q) = \psi(P) \circ \psi(Q)$$

Since $\varphi$ is injective it follows that $P \circ A \circ P = 0$. Using the injectivity of $\theta$ a similar argument shows that $Q \circ A \circ Q = 0$. We recall that $E \simeq F \oplus G$.
and thus every $A \in \mathcal{B}(E)$ can be represented as the $(2 \times 2)$-matrix
\begin{equation}
(2.16) \quad \begin{bmatrix}
P|_F \circ A \circ P|_F & P|_F \circ A \circ Q|_G \\
Q|_G \circ A \circ P|_F & Q|_G \circ A \circ Q|_G
\end{bmatrix}.
\end{equation}

From the previous we obtain that whenever $A \in \text{Ker}(\psi)$ then $A$ has the off-diagonal matrix form
\begin{equation}
(2.17) \quad A = \begin{bmatrix}
0 & P|_F \circ A \circ Q|_G \\
Q|_G \circ A \circ P|_F & 0
\end{bmatrix}.
\end{equation}

On the one hand, since $\text{Ker}(\psi)$ is an ideal in $\mathcal{B}(X)$, we obviously have that $A^2 \in \text{Ker}(\psi)$ whenever $A \in \text{Ker}(\psi)$, thus $A^2$ also has the off-diagonal form
\begin{equation}
(2.18) \quad A^2 = \begin{bmatrix}
0 & P|_F \circ A^2 \circ Q|_G \\
Q|_G \circ A^2 \circ P|_F & 0
\end{bmatrix}.
\end{equation}

On the other hand, the product of two $(2 \times 2)$ off-diagonal matrices is diagonal and therefore by Equation $(2.17)$
\begin{equation}
(2.19) \quad P|_F \circ A^2 \circ Q|_G = 0, \\
Q|_G \circ A^2 \circ P|_F = 0
\end{equation}

must also hold. Consequently $A^2 = 0$, thus by Remark 2.19 the equality $\text{Ker}(\psi) = \{0\}$ must hold, equivalently, $\psi$ is injective.

Let us observe that both $Y = \{0\}$ and $Z = \{0\}$ cannot hold. Indeed, if both $\psi(Q)$ and $\psi(P)$ were zero, then we had $0 = \psi(P + Q) = \psi(I_E) = I_X$, contradicting that $X$ is non-zero. Thus without loss of generality we may assume $Y = \{0\}$ and $Z \neq \{0\}$. Hence $\psi(P) = 0$, thus $\psi(Q) = \psi(P) + \psi(Q) = \psi(P + Q) = \psi(I_E) = I_X$. This is equivalent to $Z = \text{Ran}(\psi(Q)) = X$, and thus $\mathcal{B}(Z) = \mathcal{B}(X)$. Therefore $\theta : \mathcal{B}(G) \to \mathcal{B}(X)$, defined in Equation $(2.14)$ is a surjective algebra homomorphism. Since $G$ has the SHAI property and $X$ is non-zero, it follows that $\theta$ is injective. Let $A \in \mathcal{B}(E)$ be such that $A \in \text{Ker}(\psi)$. Then
\begin{equation}
(2.20) \quad \theta(Q|_G \circ A \circ Q|_G) = \psi(Q|_G \circ Q|_G \circ A \circ Q|_G \circ Q|_G) = \psi(Q \circ A \circ Q) = \psi(Q) \circ \psi(A) \circ \psi(Q) = 0.
\end{equation}

Since $\theta$ is injective, this is equivalent to $Q|_G \circ A \circ Q|_G = 0$ which in turn is equivalent to $Q \circ A \circ Q = 0$. We observe that $Q \neq 0$, otherwise $I_X = \psi(Q) = 0$ which contradicts the fact that $X$ is non-zero. Hence we can choose $x \in \text{Ran}(Q)$ and $\xi \in E^*$ norm one vectors with $\langle x, \xi \rangle = 1$. Assume towards a contradiction that $\psi$ is not injective. Then in particular $x \otimes \xi \in \mathcal{F}(E) \subseteq \text{Ker}(\psi)$, consequently $Q \circ (x \otimes \xi) \circ Q = 0$. Thus $0 = (Q \circ (x \otimes \xi) \circ Q)x = \langle Qx, \xi \rangle Qx = \langle x, \xi \rangle x = x$, a contradiction. Hence $\psi$ is injective, and therefore we conclude that $E$ has the SHAI property. \qed
From Proposition 1.6 we immediately obtain the following corollary.

**Corollary 2.20.** If \( N \in \mathbb{N} \) and \( \{E_i\}_{i=1}^N \) is set of Banach spaces with the SHAI property then \( \bigoplus_{i=1}^N E_i \) has the SHAI property.

### 3. Constructing surjective, non-injective homomorphisms from \( \mathcal{B}(Y_X) \) to \( \mathcal{B}(X) \)

#### 3.1. First remarks.

**3.1.1. Ordinals as topological spaces and spaces of continuous functions thereof.** If \( \alpha \) is an ordinal, then \( \alpha^+ \) denotes its ordinal successor. Equipped with the order topology, \( \alpha \) and \( \alpha^+ \) are locally compact and compact Hausdorff spaces, respectively. It is well-known that the one-point (or Alexandroff) compactification of \( \alpha \) is \( \alpha^+ \). In line with the general convention, we let \( [0, \alpha) := \alpha \) and \( [0, \alpha] := \alpha^+ \). We recall that the first uncountable ordinal is denoted by \( \omega_1 \).

If \( K \) is a compact Hausdorff space then \( C(K) \) denotes Banach space of complex-valued functions on \( K \), with respect to the supremum norm. The Banach space \( C[0, \omega_1] \) is called the *Semadeni space*, since he showed in \[15\] that \( C[0, \omega_1] \) is not isomorphic to its square. If \( L \) is a locally compact Hausdorff space, and \( \tilde{L} := L \cup \{\infty\} \) is its one-point compactification, then we introduce \( C_0(L) := \{g \in C(\tilde{L}) : g(\infty) = 0\} \), the Banach space of continuous functions vanishing at infinity, with respect to the supremum norm. In this notation

\[
(3.1) \quad C_0[0, \omega_1] = \{g \in C[0, \omega_1] : g(\omega_1) = 0\}.
\]

For a countable ordinal \( \alpha \) let \( 1_{[0,\alpha]} \) denote indicator function of the interval \([0,\alpha]\). Since \([0,\alpha]\) is clopen, it follows that \( 1_{[0,\alpha]} \in C_0[0, \omega_1] \). Also, by a theorem of Rudin \[38\] Theorem 6, the Banach space \( C[0, \omega_1]^* \) is isometrically isomorphic to the Banach space

\[
(3.2) \quad \ell_1(\omega_1^+) = \left\{ f : [0, \omega_1] \to \mathbb{C} : \sum_{\alpha \leq \omega_1} |f(\alpha)| < \infty \right\}.
\]

The following definition is essential for our purposes:

A subset \( D \subseteq [0, \omega_1) \) is called a *club subset* if \( D \) is a closed and unbounded subset of \([0, \omega_1)\).

The following elementary lemma plays a crucial role in the main theorem of this section, it can be found for example in \[18\] Lemma 3.4.

**Lemma 3.1.** A countable intersection of club subsets is a club subset.
We recall that for Banach spaces $X$ and $Y$, whenever $u \in E \otimes F$

\[(3.3) \quad \|u\|_\epsilon := \sup \left\{ \left\| \sum_{i=1}^n (x_i, \varphi)y_i \right\| : u = \sum_{i=1}^n x_i \otimes y_i, \varphi \in X^*, \|\varphi\| \leq 1 \right\} \]

denotes the injective tensor norm on $X \otimes Y$. The vector space $X \otimes Y$ endowed with the norm $\| \cdot \|_\epsilon$ is denoted by $X \otimes_\epsilon Y$. The completion of $X \otimes_\epsilon Y$ with respect to $\| \cdot \|_\epsilon$ is called the injective tensor product of $X$ and $Y$ and it is denoted by $X \hat{\otimes}_\epsilon Y$. It is well-known (see e.g. [39, Proposition 3.2]) that for Banach spaces $X$, $Y$, $W$, $Z$ if $S \in \mathcal{B}(X,W)$ and $T \in \mathcal{B}(Y,Z)$ then there exists a unique $S \otimes T \in \mathcal{B}(X \hat{\otimes}_\epsilon Y,W \hat{\otimes}_\epsilon Z)$ such that for every $x \in X$, $y \in Y$ the identity $(S \otimes T)(x \otimes y) = (Sx) \otimes (Ty)$ holds. Then $\|S \otimes T\| = \|S\||T\|$. It follows from [39, Section 3.2] that for any Banach space $X$ the Banach space $C([0,\omega_1];X)$ of continuous functions on $[0,\omega_1]$ with values in $X$ is isometrically isomorphic to the Banach space $C[0,\omega_1] \hat{\otimes}_\epsilon X$. The isometric isomorphism

\[(3.4) \quad J : C[0,\omega_1] \hat{\otimes}_\epsilon X \to C([0,\omega_1];X) \]

is given by

\[(3.5) \quad (J(f \otimes x))(\alpha) = f(\alpha)x \quad (f \in C[0,\omega_1], x \in X, \alpha \in [0,\omega_1]). \]

**Definition 3.2.** Let $X$ be a non-zero Banach space. We define

\[(3.6) \quad Y_X := \{ F \in C([0,\omega_1];X) : F(\omega_1) = 0 \}. \]

Although we shall not need this, we remark in passing that it follows from the Hahn–Banach Separation Theorem that $C_0[0,\omega_1] \hat{\otimes}_\epsilon X$ and $Y_X$ are isometrically isomorphic.

**Lemma 3.3.** Let $X$ be a non-zero Banach space. Then $Y_X$ is a complemented subspace of $C([0,\omega_1];X)$.

**Proof.** For a fixed $x_0 \in X$ let us define the constant function

\[(3.7) \quad c_{x_0} : [0,\omega_1] \to X ; \quad \alpha \mapsto x_0, \]

obviously $c_{x_0} \in C([0,\omega_1];X)$. Thus we can define the map

\[(3.8) \quad Q : C([0,\omega_1];X) \to C([0,\omega_1];X) ; \quad F \mapsto F - c_{F(\omega_1)}. \]

It is clear that $Q$ is a bounded linear map with $\|Q(F)\| \leq 2\|F\|$. Now we observe that for any $F \in C([0,\omega_1];X)$ we clearly have $Q(F)(\omega_1) = 0$, showing that $Q(F) \in Y_X$. Also, for any $F \in Y_X$ and any $\alpha \in [0,\omega_1]$ we have $(Q(F))(\alpha) = F(\alpha)$, consequently $Q$ is an idempotent with $\text{Ran}(Q) = Y_X$ thus proving the claim. \(\square\)
With the notations of the proof of Lemma 3.3, we define

\[(3.9) \quad P : C[0, \omega_1] \to C[0, \omega_1], \quad g \mapsto g - c_g(\omega_1).\]

In particular, Ran\((P) = C_0[0, \omega_1].\)

**Remark 3.4.** Clearly for any \(g \in C[0, \omega_1], \ x \in X\) and \(\alpha \in [0, \omega_1]\) we have \(\langle Q(g \otimes x)(\alpha) \rangle = (Pg \otimes x)(\alpha).\) From this it follows that \((P \otimes \epsilon)Q(g \otimes x) = Pg \otimes x = Q(g \otimes x),\) thus by linearity and continuity we obtain

\[(3.10) \quad I_{Y^*_X} = (P \otimes \epsilon I_X)|_{Y^*_X}.\]

**Lemma 3.5.** Let \(X\) be a non-zero Banach space and suppose \(\mu, \xi \in (Y^*_X)^*\) satisfy \(\langle f \otimes x, \xi \rangle = \langle f \otimes x, \mu \rangle\) for all \(f \in C_0[0, \omega_1]\) and \(x \in X.\) Then \(\xi = \mu.\)

**Proof.** The definition of \(P\) and the hypothesis of the lemma ensure that for any \(x \in X\) and \(g \in C[0, \omega_1]\) the equality \(\langle Pg \otimes x, \xi \rangle = \langle Pg \otimes x, \mu \rangle\) holds. By Remark 3.4 we have \(\langle Q(g \otimes x), \xi \rangle = \langle Q(g \otimes x), \mu \rangle,\) equivalently, \(\langle g \otimes x, (Q|^{Y^*_X})^*\xi \rangle = \langle g \otimes x, (Q|^{Y^*_X})^*\mu \rangle\) and thus by linearity and continuity of \((Q|^{Y^*_X})^*\mu\) and \((Q|^{Y^*_X})^*\xi\) we obtain that for all \(u \in C([0, \omega_1]; X)\) the identity \(\langle u, (Q|^{Y^*_X})^*\xi \rangle = \langle u, (Q|^{Y^*_X})^*\mu \rangle\) holds. Thus for any \(u \in C([0, \omega_1]; X)\) we have \(\langle Qu, \xi \rangle = \langle Qu, \mu \rangle\) consequently by Lemma 3.3 for all \(v \in Y^*_X\) we have that \(\langle v, \xi \rangle = \langle v, \mu \rangle,\) proving the claim. \(\Box\)

**Remark 3.6.** Let \(X\) be a non-zero Banach space. It is easy to see that \(Y^*_X\) is not separable. Indeed, let \(x_0 \in X\) be such that \(\|x_0\| = 1\) and let us define the map

\[(3.11) \quad \iota : C_0[0, \omega_1] \to Y^*_X; \quad f \mapsto f \otimes x_0.\]

This is clearly a linear isometry, thus, since separability passes to subsets it follows that \(Y^*_X\) cannot be separable.

In the following, if \(\alpha \leq \omega_1\) is an ordinal, then \(\delta_\alpha \in C[0, \omega_1]^*\) denotes the **Dirac measure** centred at \(\alpha;\) that is, the bounded linear functional defined by \(\delta_\alpha(g) := g(\alpha)\) for \(g \in C[0, \omega_1].\)

**Remark 3.7.** Let \(X\) be a non-zero Banach space and let \(\alpha \in [0, \omega_1]\) and \(\psi \in X^*\) be fixed. We can define a map by

\[(3.12) \quad \delta_\alpha \otimes \psi : C([0, \omega_1]; X) \to \mathbb{C}; \quad u \mapsto \langle u(\alpha), \psi \rangle,\]

clearly \(\delta_\alpha \otimes \psi \in C([0, \omega_1]; X)^*.\)

Let us observe that \(C[0, \omega_1]\) has the approximation property. By [38, Theorem 6] we know that \(C[0, \omega_1]^*\) is isometrically isomorphic to \(\ell_1(\omega_1^+),\) which has the Radon-Nikodým property, consequently by [39, Theorem 5.33], the Banach space \((C[0, \omega_1] \hat{\otimes}_\epsilon X)^*\) is isometrically isomorphic to \(C[0, \omega_1]^* \hat{\otimes}_\pi X^*,\)
the projective tensor product of $C[0,\omega_1]$ and $X^*$ (see for example [39 Section 2.1]). Equivalently, $C([0,\omega_1];X)^*$ is isometrically isomorphic to $\ell_1(\omega_1^+;X^*)$, the Banach space of summable transfinite sequences on $\omega_1^+$ with entries in $X^*$. This justifies the tensor notation in the definition of the functional $\delta_\alpha \otimes \psi$.

3.2. The construction. Our main theorem relies on the following result of Kania, Koszmider, and Laustsen:

**Theorem 3.8.** [21 Theorem 1.5] For every $T \in \mathcal{B}(C_0[0,\omega_1])$ there exists a unique $\varphi(T) \in \mathbb{C}$ such that there exists a club subset $D \subseteq [0,\omega_1)$ such that for all $f \in C[0,\omega_1)$ and $\alpha \in D$:

$$(3.13) \quad (Tf)(\alpha) = \varphi(T)f(\alpha).$$

Moreover, $\varphi : \mathcal{B}(C_0[0,\omega_1)) \to \mathbb{C}; T \mapsto \varphi(T)$ is a character.

In [21] the character $\varphi : \mathcal{B}(C_0[0,\omega_1)) \to \mathbb{C}$ of the previous theorem is termed the Alspach–Benyamini character and its kernel the Loy–Willis ideal of $\mathcal{B}(C_0[0,\omega_1))$, and is denoted by $\mathcal{M}_{LW}$. Partial structure of the lattice of closed two-sided ideals of $\mathcal{B}(C_0[0,\omega_1))$ is given in [22], in particular $\mathcal{E}(C_0[0,\omega_1)) = \mathcal{K}(C_0[0,\omega_1)) \subseteq \mathcal{M}_{LW}$.

**Proof of Theorem 1.7.** Fix $S \in \mathcal{B}(Y_X)$, $x \in X$ and $\psi \in X^*$. For any $f \in C_0[0,\omega_1)$ we can define the map

$$(3.14) \quad S_x^\psi f : [0,\omega_1) \to \mathbb{C}; \quad \alpha \mapsto \langle (S(f \otimes x))(\alpha), \psi \rangle.$$

It is clear that $S_x^\psi f$ is a continuous map, moreover by $S(f \otimes x) \in Y_X$ we also have $(S_x^\psi f)(\omega_1) = 0$, consequently $S_x^\psi f \in C_0[0,\omega_1)$. This allows us to define the map

$$(3.15) \quad S_x^\psi : C_0[0,\omega_1) \to C_0[0,\omega_1); \quad f \mapsto S_x^\psi f.$$

It is clear that $S_x^\psi$ is a linear map with $\|S_x^\psi\| \leq \|S\|\|x\|\|\psi\|$. Consequently, by Theorem 3.8 there exists a club subset $D_{x,\psi} \subseteq [0,\omega_1)$ such that for all $\alpha \in D_{x,\psi}$ the equality

$$(3.16) \quad (S_x^\psi)^* \delta_\alpha = \varphi(S_x^\psi) \delta_\alpha$$

holds. We also have $|\varphi(S_x^\psi)| \leq \|S\|\|x\|\|\psi\|$, since $\|\varphi\| = 1$. This allows us to define the map

$$(3.17) \quad \tilde{\Theta}_S : X \times X^* \to \mathbb{C}; \quad (x,\psi) \mapsto \varphi(S_x^\psi),$$

and we have for any $x \in X$ and $\psi \in X^*$ that $|\tilde{\Theta}_S(x,\psi)| \leq \|S\|\|x\|\|\psi\|$. Now we show that $\tilde{\Theta}_S$ is bilinear. We only check that it is linear in the first
variable, linearity in the second variable follows by an analogous argument. Let \( x, y \in X, \psi \in X^* \) and \( \lambda \in \mathbb{C} \) be arbitrary. Fix \( f \in C_0[0, \omega_1] \) and \( \alpha \in [0, \omega_1] \), then using linearity of the tensor product in the second variable, of \( S \) and of the functional \( \psi \) it follows that

\[
(S^\psi_{x+\lambda y} f)(\alpha) = \langle (S(f \otimes (x + \lambda y))(\alpha), \psi \rangle
= \langle (S(f \otimes x))(\alpha), \psi \rangle + \lambda \langle (S(f \otimes y))(\alpha), \psi \rangle
= (S^\psi f)(\alpha) + \lambda(S^\psi_y f)(\alpha),
\]

proving \( S^\psi_{x+\lambda y} = S_x + \lambda S^\psi_y \). Since \( \varphi \) is linear, \( \tilde{\Theta}_S(x + \lambda y, \psi) = \varphi(S^\psi_{x+\lambda y}) = \varphi(S^\psi_x) + \lambda \varphi(S^\psi_y) = \tilde{\Theta}_S(x, \psi) + \lambda \tilde{\Theta}_S(y, \psi) \) readily follows, proving linearity of \( \tilde{\Theta}_S \) in the first variable. Consequently \( \tilde{\Theta}_S \) is a bounded bilinear form on \( X \times X^* \). If \( \kappa_X : X \to X^{**} \) denotes the canonical embedding then by reflexivity of \( X \) the map

\[
(3.19) \quad \Theta_S : X \to X; \quad x \mapsto \kappa_X^{-1}(\tilde{\Theta}_S(x, \cdot))
\]
defines a bounded linear operator on \( X \) with \( \|\Theta_S\| = \|\tilde{\Theta}_S\| \) and \( \langle \Theta_S(x), \psi \rangle = \tilde{\Theta}_S(x, \psi) = \varphi(S^\psi_x) \) for all \( x \in X, \psi \in X^* \). Thus we can define the map

\[
(3.20) \quad \Theta : \mathcal{B}(Y_X) \to \mathcal{B}(X); \quad S \mapsto \Theta_S.
\]

Since \( X \) is separable and reflexive it follows that \( X^* \) is separable too. Let \( Q \subseteq X \) and \( R \subseteq X^* \) be countable dense subsets. Let us fix \( S \in \mathcal{B}(Y_X), x \in Q \) and \( \psi \in R \). As above, there exists a club subset \( D^S_{x,\psi} \subseteq [0, \omega_1) \) such that for any \( \alpha \in D^S_{x,\psi} \) and any \( f \in C_0[0, \omega_1] \): \( (S^\psi_x f)(\alpha) = \varphi(S^\psi_x f)(\alpha) \) and hence

\[
(3.21) \quad \langle S(f \otimes x), \delta_\alpha \otimes \psi \rangle = \langle (S(f \otimes x))(\alpha), \psi \rangle = (S^\psi_x f)(\alpha)
= f(\alpha)\varphi(S^\psi_x) = \langle f(\alpha)\Theta(S)x, \psi \rangle
= \langle f \otimes (\Theta(S)x), \delta_\alpha \otimes \psi \rangle.
\]

By Lemma 3.1 it follows that

\[
(3.22) \quad D^S := \bigcap_{(x,\psi) \in Q \times R} D^S_{x,\psi}
\]
is a club subset of \( [0, \omega_1) \). Consequently for any \( \alpha \in D^S \), any \( f \in C_0[0, \omega_1] \) and any \( x \in Q, \psi \in R \), Equation (3.21) holds. It is clear that for a fixed \( S \in \mathcal{B}(Y_X), f \in C_0[0, \omega_1] \) and \( \alpha \in D^S \) the maps

\[
X \times X^* \to \mathbb{C}; \quad (x, \psi) \mapsto \langle S(f \otimes x), \delta_\alpha \otimes \psi \rangle,
(3.23) \quad X \times X^* \to \mathbb{C}; \quad (x, \psi) \mapsto \langle f \otimes (\Theta(S)x), \delta_\alpha \otimes \psi \rangle
\]
are continuous functions between metric spaces and thus by density of \( Q \times R \) in \( X \times X^* \), Equation (3.21) holds everywhere on \( X \times X^* \). In other words,
for any $S \in \mathcal{B}(Y_X)$ there exists a club subset $D^S \subseteq [0, \omega_1)$ such that for any $\alpha \in D^S$, $f \in C_0[0, \omega_1)$ and $x \in X$, $\psi \in X^*$

\begin{equation}
(f \otimes x, S^*(\delta_\alpha \otimes \psi)) = (f \otimes x, \delta_\alpha \otimes (\Theta(S)^*\psi))
\end{equation}

holds. Therefore by Lemma 3.5 we obtain that for all $\alpha \in D^S$ and $\psi \in X^*$:

\begin{equation}
S^*(\delta_\alpha \otimes \psi) = \delta_\alpha \otimes (\Theta(S)^*\psi).
\end{equation}

We show that for any $S \in \mathcal{B}(Y_X)$ the operator $\Theta(S)$ is determined by this property. Indeed, suppose $\Theta_1(S), \Theta_2(S) \in \mathcal{B}(X)$ are such that there exist club subsets $D_1^S, D_2^S \subseteq [0, \omega_1)$ such that for $i \in \{1, 2\}$, all $\alpha \in D_i^S$ and all $\psi \in X^*$

\begin{equation}
S^*(\delta_\alpha \otimes \psi) = \delta_\alpha \otimes (\Theta_i(S)^*\psi).
\end{equation}

Let $\alpha \in D_1^S \cap D_2^S$, $x \in X$ and $\psi \in X^*$ be fixed. Then

\begin{align*}
(\Theta_1(S)x, \psi) &= (1_{[0,\alpha]} \otimes x, \delta_\alpha \otimes (\Theta_1(S)^*\psi)) \\
&= (1_{[0,\alpha]} \otimes x, S^*(\delta_\alpha \otimes \psi)) \\
&= (1_{[0,\alpha]} \otimes x, \delta_\alpha \otimes (\Theta_2(S)^*\psi)) \\
&= (\Theta_2(S)x, \psi)
\end{align*}

and thus $\Theta_1(S) = \Theta_2(S)$. We are now prepared to prove that $\Theta$ is an algebra homomorphism. To see this let $S, T \in \mathcal{B}(Y_X)$ be fixed. Let $D^T, D^S, D^{TS} \subseteq [0, \omega_1)$ be club subsets satisfying Equation (3.25). To see multiplicativity, let $\alpha \in D^T \cap D^S \cap D^{TS}$, $x \in X$ and $\psi \in X^*$ be arbitrary. Then we obtain:

\begin{align*}
\delta_\alpha \otimes (\Theta(TS)^*\psi) &= (TS)^*(\delta_\alpha \otimes \psi) = S^*T^*(\delta_\alpha \otimes \psi) \\
&= S^*(\delta_\alpha \otimes (\Theta(T)^*\psi)) \\
&= \delta_\alpha \otimes (\Theta(S)^*\Theta(T)^*\psi) \\
&= \delta_\alpha \otimes ((\Theta(T)\Theta(S))^*\psi),
\end{align*}

hence $\Theta(TS)^*\psi = (\Theta(T)\Theta(S))^*\psi$, so $\Theta(TS)^* = (\Theta(T)\Theta(S))^*$, equivalently $\Theta(TS) = \Theta(T)\Theta(S)$.

Linearity can be shown with analogous reasoning.

For any $S \in \mathcal{B}(Y_X)$ we have $\|\Theta(S)\| = \|\tilde{\Theta}_S\| \leq \|S\|$, thus $\|\Theta\| \leq 1$.

We now show that $\Theta$ has a right inverse. Let $P \in \mathcal{B}(C[0, \omega_1])$ be the idempotent operator as in Equation (3.9). Let us fix an $A \in \mathcal{B}(X)$. We observe that $S := (P \otimes_\epsilon A)|_{Y_X}$ belongs to $\mathcal{B}(Y_X)$. Indeed, for any $g \in C[0, \omega_1]$ and $x \in X$ the identity $((P \otimes_\epsilon A)(g \otimes x))(\omega_1) = (Pg)(\omega_1)Ax = 0$ holds plainly because $Pg \in C_0[0, \omega_1]$; thus by linearity and continuity of $P \otimes_\epsilon A$ in fact $((P \otimes_\epsilon A)u)(\omega_1) = 0$ for all $u \in C[0, \omega_1] \otimes_\epsilon X$. This shows that $S \in \mathcal{B}(Y_X)$ and therefore there exists a club subset $D^S \subseteq [0, \omega_1)$ such that Equation
(3.25) is satisfied for all $\alpha \in D^S$ and all $\psi \in X^*$. Fix $\alpha \in D^S$. For any $x \in X$ and $\psi \in X^*$

$$\langle Ax, \psi \rangle = \langle 1_{[0,\alpha]} \otimes (Ax), \delta_\alpha \otimes \psi \rangle = \langle (P \otimes_x A)(1_{[0,\alpha]} \otimes x), \delta_\alpha \otimes \psi \rangle$$

$$= \langle 1_{[0,\alpha]} \otimes x, S^* (\delta_\alpha \otimes \psi) \rangle$$

$$= \langle 1_{[0,\alpha]} \otimes x, \delta_\alpha \otimes (\Theta(S)^* \psi) \rangle$$

$$= \langle x, \Theta(S)^* \psi \rangle$$

(3.29) $$= \langle \Theta(S)x, \psi \rangle,$$

and thus $\Theta(S) = A$. In particular, we obtain $\Theta(I_{Y_X}) = I_X$, with $\|\Theta\| \leq 1$ 
this yields $\|\Theta\| = 1$. Also, the above shows that the map

(3.30) $$\Lambda : B(X) \to B(Y_X); \quad A \mapsto (P \otimes_x A)|_{Y_X}$$

satisfies $\Theta \circ \Lambda = \text{id}_{B(X)}$. It is immediate that $\Lambda$ is linear with $\|\Lambda\| \leq 1$. 
Also, $\Lambda(I_X) = I_{Y_X}$ holds by Equation (3.10), consequently $\|\Lambda\| = 1$. The map $\Lambda$ is an algebra homomorphism plainly because $P \in B(C[0,\omega_1])$ is an 
idempotent, therefore $(P \otimes_x A)(P \otimes_x B) = P \otimes_x (AB)$ for every $A, B \in B(X)$.

It remains to prove that $\Theta$ is not injective. For assume towards a contradiction it is; then $B(Y_X)$ and $B(X)$ are isomorphic as Banach algebras. 
By Eidelheit’s Theorem this is equivalent to saying that $Y_X$ and $X$ are isomorphic as Banach spaces. This is clearly nonsense, since for example, $X$ is separable whereas by Remark 3.6 the Banach space $Y_X$ is not.

□

Remark 3.9. With the notations established in the proof of Theorem 1.7 
we clearly have in fact

(3.31) $$\text{Ker}(\Theta) = \{ S \in B(Y_X) : (\forall x \in X) (\forall \psi \in X^*) (S^\psi \in \mathcal{M}_{LW}) \},$$

where $S^\psi$ is defined by (3.14).

If $X$ is an infinite-dimensional Banach space then $\text{Ker}(\Theta)$ is of course not 
maximal in $B(Y_X)$, however, it is not the smallest possible ideal in $B(Y_X)$. 
To see this, we need some preliminary observations.

In the following, let $P \in B(C[0,\omega_1])$ be as in Equation (3.9). If $X$ is a 
non-zero Banach space, we fix $x_0 \in X$ and $\xi \in X^*$ such that $\|x_0\| = \|\xi\| = 
\langle x_0, \xi \rangle = 1$ and consider the linear isometry

(3.32) $$\iota : C[0,\omega_1] \to Y_X; \quad f \mapsto f \otimes x_0.$$ 

We also consider the norm one linear map

(3.33) $$\rho : C[0,\omega_1] \otimes_x X \to C[0,\omega_1]$$
which is unique with the property that for any \( g \in C[0, \omega_1] \) and \( x \in X \) the identity
\[
\rho(g \otimes x) = \langle x, \xi \rangle g
\]
holds. With this we obtain the following:

**Lemma 3.10.** Let \( X \) be a non-zero Banach space. Then

\[
\Xi : B(C_0[0, \omega_1]) \to B(Y_X); \quad S \mapsto (\langle P|_{C_0[0, \omega_1]} \circ S \circ P|_{C_0[0, \omega_1]} \rangle \otimes \iota I_X)|_{Y_X}
\]

\[
(\Xi(S))^\vee = \langle x, \psi \rangle S \quad \text{for every} \quad x \in X \quad \text{and} \quad \psi \in X^*.
\]

**Proof.** It is clear that \( (\langle P|_{C_0[0, \omega_1]} \circ S \circ P|_{C_0[0, \omega_1]} \rangle \otimes \iota I_X)|_{Y_X} \) holds for any \( S \in B(C_0[0, \omega_1]) \), thus \( \Xi \) is well-defined. It is easy to see that \( \Xi \) is linear with \( \| \Xi \| \leq 1 \). From Equation (3.10) it follows that \( \Xi(I_{C_0[0, \omega_1]}) = I_{Y_X} \), thus \( \| \Xi \| = 1 \). The map \( \Xi \) is multiplicative simply by the defining property of injective tensor products of operators. Let \( S \in B(C_0[0, \omega_1]) \), \( x \in X \) and \( \psi \in X^* \) be fixed. Then for any \( f \in C_0[0, \omega_1] \) and \( \alpha \leq \omega_1 \) ordinal

\[
(\langle \Xi(S) \rangle^\vee_x f)(\alpha) = (\langle \Xi(S)(f \otimes x) \rangle)(\alpha, \psi) = (\langle Sf \rangle(\alpha)x, \psi) = (Sf)(\alpha)(x, \psi),
\]

thus \( (\Xi(S))^\vee_x = \langle x, \psi \rangle S \) indeed.

Linearity of \( \Upsilon \) is immediate, so is \( \| \Upsilon \| \leq 1 \). Since \( \Upsilon(I_{Y_X}) = I_{C_0[0, \omega_1]} \) follows from the definition of \( \Upsilon \), we obtain \( \| \Upsilon \| = 1 \) as required.

It remains to show that \( \Upsilon \circ \Xi = \text{id}_{B(C_0[0, \omega_1])} \). For any \( S \in B(C_0[0, \omega_1]) \) and \( f \in C_0[0, \omega_1] \)

\[
\Upsilon(\Xi(S))f = (P|_{C_0[0, \omega_1]} \circ \rho)|_{Y_X} \circ (\Xi(S) \circ \iota)f
\]

\[
= (P|_{C_0[0, \omega_1]} \circ \rho)|_{Y_X} \circ (\Xi(S))(f \otimes x_0)
\]

\[
= (P|_{C_0[0, \omega_1]} \circ \rho)|_{Y_X} \circ (Sf \otimes x_0)
\]

\[
= P|_{C_0[0, \omega_1]}((x_0, \xi)Sf)
\]

\[
= Sf,
\]

consequently \( \Upsilon(\Xi(S)) = S \), which proves the claim.

**Corollary 3.11.** The containment \( \mathcal{E}(Y_X) \subsetneq \text{Ker}(\Theta) \) holds.

**Proof.** By Lemma 2.6 it follows that \( \mathcal{E}(Y_X) \subsetneq \text{Ker}(\Theta) \), we show that the containment is proper. For assume towards a contradiction that \( \text{Ker}(\Theta) = \mathcal{E}(Y_X) \). If \( S \in \mathcal{M}_{LW} \) then by Lemma 3.10 for all \( x \in X \) and \( \psi \in X^* \) in fact \( (\Xi(S))^\vee_x = \langle x, \psi \rangle S \in \mathcal{M}_{LW} \), thus by Remark 3.9 then \( \Xi(S) \in \text{Ker}(\Theta) \)
follows. Thus $\Xi(S) \in \mathcal{E}(Y_X)$ by the indirect assumption and since $\mathcal{E}$ is an operator ideal in the sense of Pietsch, it follows from Lemma 3.10 that

$$S = \Upsilon(\Xi(S)) = P|_{C_0[0, \omega_1]} \circ \rho|_{Y_X} \circ \Xi(S) \circ \iota \in \mathcal{E}(C_0[0, \omega_1]).$$

(3.38)

This yields $\mathcal{M}_{LW} = \mathcal{E}(C_0[0, \omega_1])$, which is a contradiction. □
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