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Abstract

We investigate the feature compression of high-dimensional ridge regression using the optimal subsampling technique. Specifically, based on the basic framework of random sampling algorithm on feature for ridge regression and the A-optimal design criterion, we first obtain a set of optimal subsampling probabilities. Considering that the obtained probabilities are uneconomical, we then propose the nearly optimal ones. With these probabilities, a two step iterative algorithm is established which has lower computational cost and higher accuracy. We provide theoretical analysis and numerical experiments to support the proposed methods. Numerical results demonstrate the decent performance of our methods.
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1. Introduction

For the famous linear model

\[ y = A\beta + \nu, \]

where \( y \in \mathbb{R}^n \) is the response vector, \( A \in \mathbb{R}^{n \times p} \) is the design matrix, \( \beta \in \mathbb{R}^p \) is the parameter vector, and \( \nu \in \mathbb{R}^n \) is the standardized Gaussian noise vector, ridge regression [1], also known as...
the least squares regression with Tikhonov regularisation, has the following form

$$\min_\beta \frac{1}{2} \|y - A\beta\|^2_2 + \frac{\lambda}{2} \|\beta\|^2_2,$$  \hspace{0.5cm} (1.1)

where \(\lambda\) is the regularized parameter, and the corresponding estimator is

$$\hat{\beta}_{rls} = (A^T A + \lambda I)^{-1} A^T y.$$ 

In this paper, we focus only on the case \(p > n\), i.e., the high dimensional ridge regression. For this case, the dominant computational cost of the above estimator is from the matrix inversion which takes \(O(p^3)\) flops. A straightforward way of amelioration is to solve the problem (1.1) in the dual space. Specifically, we first solve the dual problem of (1.1),

$$\min_z \frac{1}{2\lambda} \|A^T z\|^2_2 + \frac{1}{2} \|z\|^2_2 - z^T y,$$  \hspace{0.5cm} (1.2)

and the solution is

$$\hat{z}^* = \lambda(AA^T + \lambda I)^{-1} y.$$  \hspace{0.5cm} (1.3)

Then, setting

$$\hat{\beta}_{rls} = \frac{A^T \hat{z}^*}{\lambda}$$  \hspace{0.5cm} (1.4)

gives the estimator of (1.1) in an alternative form

$$\hat{\beta}_{rls} = A^T (AA^T + \lambda I)^{-1} y.$$  \hspace{0.5cm} (1.5)

More details can be found in [3]. Now, the dominant computational cost is \(O(n^2 p)\) which appears in the computation of \(AA^T\). However, it is still prohibitive when \(p \gg n\).

To reduce the computational cost, some scholars considered the randomized sketching technique [4–9]. The main idea is to compress the design matrix \(A\) to be a small one \(\hat{A}\) by post-multiplying it by a random matrix \(S \in \mathbb{R}^{p \times r}\) with \(r \ll p\), i.e., \(\hat{A} = AS\), and hence the reduced regression can be called the compressed ridge regression. There are two most common ways to generate \(S\): random projection and random sampling. The former can be the (sub)Gaussian matrix [6, 7, 9], the sub-sampled randomized Hadamard transform (SRHT) [4–7], the sub-sampled randomized Fourier transform [7], and the CountSketch (also called the sparse embedding matrix) [6], and the latter can be the uniform sampling and the importance sampling [8].
Specifically, building on (1.3) and (1.4), Lu et al. [4] presented the following estimator

\[ \hat{\beta}_L = \frac{S S^T A^T \tilde{z}_L}{\lambda}, \]

where \( S \) is the SRHT and

\[ \tilde{z}_L = \lambda (A S S^T A^T + \lambda I)^{-1} y \]  

(1.6)

is the solution to the dual problem of the following compressed ridge regression

\[ \min_{\beta_H} \frac{1}{2} \| y - A S \beta_H \|_2^2 + \frac{\lambda}{2} \| \beta_H \|_2^2, \]  

(1.7)

and obtained a risk bound. Soon afterwards, for \( S \) generated by the product of sparse embedding matrix and SRHT, Chen et al. [5] developed an estimator as follows:

\[ \hat{\beta}_C = A^T (A S)^\dagger (\lambda (A S)^\dagger + A S)^\dagger y, \]  

(1.8)

where \( \dagger \) denotes the Moore-Penrose inverse, and provided an estimation error bound and a risk bound. Later, Avron et al. [6] proposed the estimator \( \hat{\beta}_A = A^T \hat{b} \), where

\[ \hat{b} = \arg\min_b \frac{1}{2} \| A S S^T A^T b \|_2^2 - y^T A A^T b + \frac{1}{2} \| y \|_2^2 + \frac{\lambda}{2} \| S^T A^T b \|_2^2 \]

with \( S \) being the CountSketch, SRHT, or Gaussian matrix. The above problem is the sketch of the following regression problem

\[ \min_b \frac{1}{2} \| A A^T b \|_2^2 - y^T A A^T b + \frac{1}{2} \| y \|_2^2 + \frac{\lambda}{2} \| A^T b \|_2^2, \]

which is transformed from (1.1). Additionally, Wang et al. [7] and Lacotte and Pilanci [9] applied the dual random projection proposed in [10, 11] to the high-dimensional ridge regression. By the way, there are some works on compressed least squares regression [12–19], which can be written in the following form

\[ \hat{\alpha}_{ls} = \arg\min_\alpha \frac{1}{2} \| y - A S \alpha \|_2^2, \]  

(1.9)

where \( S \) is typically the (sub)Gaussian matrix.

To the best of our knowledge, there is few work of applying random sampling to high-dimensional ridge regression. We only found a work of [8], which proposed an iterative algorithm by using the random sampling with the column leverage scores or ridge leverage scores as the sampling
probabilities. This algorithm can be viewed as an extension of the method in [6]. However, there are some works on compressed least squares regression via random sampling. As far as we know, Drineas et al. [20] first applied the random sampling with column leverage scores or approximated ones as the sampling probabilities to the least squares regression and established the following estimator

$$\hat{\beta}_D = A^T (AS)^\dagger T (AS)^\dagger y,$$

which can be regarded as a special case of (1.8). Later, Slawski [18] investigated (1.9) using uniform sampling, and discussed the predictive performance.

In this paper, we will consider the application of random sampling on high-dimensional ridge regression further. Inspired by the technique of the optimal subsampling used in e.g., [21–26], we will mainly investigate the optimal subsampling probabilities for compressed ridge regression. The nearly optimal subsampling probabilities and a two step iterative algorithm are also derived.

The remainder of this paper is organized as follows. The basic framework of random sampling algorithm and the optimal subsampling probabilities are presented in Section 2. In Section 3, we propose the nearly optimal subsampling probabilities and a two step iterative algorithm. The detailed theoretical analyses of the proposed methods are also presented in Sections 2 and 3, respectively. In Section 4, we provide some numerical experiments to test our methods. The proofs of all the main theorems are given in the appendix.

Before moving to the next section, we introduce some standard notations used in this paper.

For the matrix $A \in \mathbb{R}^{n \times p}$, $A_i$, $A^j$, $\|A\|_2$ and $\|A\|_F$ denote its $i$-th column, $j$-th row, spectral norm and Frobenius norm, respectively. Also, its thin SVD is given as $A = U \Sigma V^T$, where $U \in \mathbb{R}^{n \times \rho}$, $V \in \mathbb{R}^{p \times \rho}$, and $\Sigma \in \mathbb{R}^{\rho \times \rho}$ with the diagonal elements, i.e., the singular values of $A$, satisfying $\sigma_1(A) \geq \sigma_2(A) \geq \cdots \geq \sigma_{\rho}(A) > 0$.

For $V$, its row norms $\|V_i\|_2$ with $i = 1, \cdots, p$ are the column leverage scores [8], and for $X = V \Sigma \Lambda$, where $\Sigma \Lambda$ is a diagonal matrix with the diagonal entries being $\sqrt{\frac{\sigma_j(A)^2}{\lambda_+ \sigma_j(A)}}$ ($j = 1, \cdots, \rho$), its row norms $\|X_i\|_2$ are called the ridge leverage scores [8].

In addition, $O_p(1)$ denotes that a sequence of random variables are bounded in probability and $o_p(1)$ represents that the sequence converges to zero in probability. More details can refer to [27, Chap. 2]. In our case, we also use $O_p(\mathcal{F}_n)$ to denote that a sequence of random variables are bounded in conditional probability given the full data matrix $\mathcal{F}_n = (A, y)$. Especially, for any matrix $G$,
\( G = O_p(1) \) \( (G = O_p(1)) \) means that all the elements of \( G \) are bounded in probability \( (\text{given } F_n) \), and \( G = o_p(1) \) symbolizes that its elements are convergence to zero in probability.

2. Optimal Subsampling

In this section, we will present the basic framework of random sampling algorithm, propose the optimal subsampling probabilities, and obtain the corresponding error analysis.

2.1. Algorithm and Optimal Subsampling Probabilities

Given a set of probabilities, i.e., the random sampling matrix \( S \), our approximate estimator
\[
\hat{\beta} = A^T (ASS^TA^T + \lambda I)^{-1} y
\]
(2.1)
of the high-dimensional ridge regression (1.1) is the combination of the solution to the compressed dual problem,
\[
\arg\min_z \frac{1}{2\lambda} \|S^TA^Tz\|^2_2 + \frac{1}{2} \|z\|^2_2 - z^Ty,
\]
(2.2)
i.e.,
\[
\hat{z} = \lambda (ASS^TA^T + \lambda I)^{-1} y,
\]
(2.3)
and (1.4). That is, we first solve the problem (2.2) and then get the approximate estimator through (1.4). The detailed process, i.e., the basic framework of random sampling algorithm, is listed in Algorithm 1.

Remark 2.1. In Algorithm 1, the parameter \( \lambda \) can be determined by \( K \)-fold cross-validation, leave-one-out cross-validation, or generalized cross-validation, see e.g. [28]. Since the main focus of this paper is the performance of subsampling on high-dimensional ridge regression, we omit the investigation of the choice of \( \lambda \).

\(^1\)Note that this approach is different from the one in [4], though the expressions of \( \hat{z} \) in [28] and \( \tilde{z} \) in (1.6) are the same. In fact, the authors in [4] first solve the compressed ridge regression \( \text{(1.7)} \) in the dual space and then find the estimator of the compressed regression via \( \text{(1.4)} \). Finally, the approximate estimator of the original ridge regression is recovered by the random matrix \( S \).
Algorithm 1 Random Sampling Algorithm for High-dimensional Ridge Regression (RS HRR)

Input: \( y \in \mathbb{R}^n, A \in \mathbb{R}^{n \times p} \), the regularized parameter \( \lambda \), the sampling size \( r \) with \( r \ll p \), and the sampling probabilities \( \{ \pi_i \}_{i=1}^p \) with \( \pi_i \geq 0 \) such that \( \sum_{i=1}^p \pi_i = 1 \).

Output: the dual solution \( \hat{z} \) and the primal solution \( \hat{\beta} \).

1. initialize \( S \in \mathbb{R}^{p \times r} \) to an all-zeros matrix.
2. for \( t = 1, \ldots, r \) do
   • pick \( i_t \in [p] \) such that \( \Pr(i_t = i) = \pi_i \).
   • set \( S_{i_t} = \frac{1}{\sqrt{\pi_i}} \).
3. end
4. calculate \( \hat{z} \) as in (2.3).
5. return \( \hat{\beta} = A^T \hat{z} / \lambda \).

Now, we investigate the sampling probabilities \( \{ \pi_i \}_{i=1}^p \) in Algorithm 1, which play a critical role on the performance of the algorithm. Below are some well known probabilities discussed in the literature.

- **Uniform sampling (UNI):** \( \pi_i^{UNI} = \frac{1}{p} \).
- **Column sampling (COL):** \( \pi_i^{COL} = \frac{\|A_i\|_2^2}{\sum_{i=1}^p \|A_i\|_2^2} \).
- **Leverage sampling (LEV):** \( \pi_i^{LEV} = \frac{\|V_i\|_2^2}{\sum_{i=1}^p \|V_i\|_2^2} \).
- **Ridge leverage sampling (RLEV):** \( \pi_i^{RLEV} = \frac{\|X_i\|_2^2}{\sum_{i=1}^p \|X_i\|_2^2} \).

In the following, we discuss a new set of sampling probabilities, i.e., the optimal subsampling probabilities, which can be derived by combining the asymptotic variance of the estimators from Algorithm 1 and the A-optimal design criterion [29]. Considering the property of trace [30, Section 7.7] and the variance \( \text{Var}(\hat{\beta} - \hat{\beta}_{rls}|\mathcal{F}_n) = \frac{1}{\lambda^2}A^T \text{Var}(\hat{z} - \hat{z}^*|\mathcal{F}_n)A \), to let the trace \( \text{tr}(\text{Var}(\hat{\beta} - \hat{\beta}_{rls}|\mathcal{F}_n)) \) attain its minimum, it suffices to make \( \text{tr}(\text{Var}(\hat{z} - \hat{z}^*|\mathcal{F}_n)) \) get its minimum. Thus, we mainly investigate the asymptotic variance of the dual estimator \( \hat{z} \). As done in e.g., [21, 22, 24–26], several conditions are first presented as follows.

**Condition 2.1.** For the design matrix \( A \in \mathbb{R}^{n \times p} \), we assume that

\[
\sum_{i=1}^p \frac{\|A_i\|_2^6}{\pi_i^{3/2} p^3} = O_p(1), \quad (2.4)
\]
\[ \sum_{i=1}^{p} \frac{A_iA_i^T}{p^2 \pi_i} = O_p(1), \quad (2.5) \]
\[ \sum_{i=1}^{p} \frac{\|A_i\|_2^2}{p} = O_p(1), \quad (2.6) \]
\[ \sum_{i=1}^{p} \frac{A_iA_i^T}{p} = O_p(1), \quad (2.7) \]

where \( \pi_i \) with \( i = 1, \cdots, p \) are the given probabilities.

**Remark 2.2.** With respect to uniform sampling, i.e. \( \pi_i = p^{-1} \), the conditions (2.4) and (2.5) are equivalent to

\[ \sum_{i=1}^{p} \frac{\|A_i\|_2^6}{p} = O_p(1), \quad \sum_{i=1}^{p} \frac{A_iA_i^T\|A_i\|_2^2}{p} = O_p(1). \quad (2.8) \]

In this case, to make (2.8) hold, it is sufficient to suppose that \( E(\|A_i\|_2^6) < \infty \). Furthermore, the conditions (2.6) and (2.7) hold if \( E(\|A_i\|_2^2) < \infty \).

**Remark 2.3.** The above moment type conditions are wild. For example, if the entries of \( A \) obey the sub-Gaussian distribution [31], then all the conditions mentioned above are satisfied. The reason is that the sub-Gaussian distribution owns finite moments up to any finite order.

With the above conditions, we can present the following asymptotic distribution theorem.

**Theorem 2.1.** Assume that the conditions (2.4), (2.5), (2.6), and (2.7) are satisfied. Then, as \( p \to \infty, r \to \infty \), conditional on \( F_n \) in probability, the estimator \( \hat{z} \) constructed by Algorithm 1 satisfies

\[ V^{-1/2}(\hat{z} - \hat{z}^*) \xrightarrow{L} N(0, I), \quad (2.9) \]

where the notation \( \xrightarrow{L} \) represents the convergence in distribution, and

\[ V = \left( \frac{M_A}{p} \right)^{-1} V_c \left( \frac{M_A}{p} \right)^{-1} \]

with \( M_A = AA^T + \lambda I \) and \( V_c = \sum_{i=1}^{p} \frac{A_iA_i^T \hat{z}^* \hat{z}^{*T} A_iA_i^T}{p^2 \pi_i} \).

Following the A-optimal design criterion and the asymptotic variance \( V \) in (2.9), we can provide the optimal subsampling probabilities for Algorithm 1 by minimizing the trace \( \text{tr}(V) \). Noting that \( M_A \) does not depend on \( \pi_i \) and is nonnegative definite, we get that \( V_c(\pi_1) \ll V_c(\pi_2) \) is equivalent
Theorem 2.2. For Algorithm 1 when viewed as the L-optimal design criterion \[29\] with L\textsuperscript{V} optimal subsampling probabilities by minimizing \(\text{tr}(\cdot)\) in this case. we can simplify the optimal criterion by avoiding computing \(M\) of \(\pi\). Thus, analogous to Theorem 2.2, we get that when

\[
\hat{\beta}_{rls} = \left( \sum_{i=1}^{p} \hat{\beta}_{rls(i)} A_i \right) \frac{\|A_i\|_2}{\pi_i}, \quad i = 1, \ldots, p, \tag{2.10}
\]

where \(\hat{\beta}_{rls(i)}\) is the \(i\)-th element of the ridge estimator \(\hat{\beta}_{rls}\), \(\text{tr}(\cdot)\) achieves its minimum.

Remark 2.4. When \(\lambda \to 0^+\), \((2.11)\) can be degraded to the optimal subsampling probabilities of the compressed least squares regression.

Remark 2.5. Note that \(V_c = \lambda^2 \sum_{i=1}^{p} \frac{\hat{\beta}_{rls(i)}^2 A_i A_i^T}{\pi_i} \). Thus, by

\[
\text{tr}(V_c) \leq \frac{\lambda^2 \|A\|_2^2}{p^2} \sum_{i=1}^{p} \frac{\|A_i\|_2^2}{\pi_i} \leq \frac{\lambda^2 \|A\|_2^2}{p^2} \sum_{i=1}^{p} \frac{\|A_i\|_2^2}{\pi_i}.
\]

Further, by Cauchy-Schwarz inequality, we obtain

\[
\frac{\lambda^2 \|A\|_2^2}{p^2} \sum_{i=1}^{p} \frac{\|A_i\|_2^2}{\pi_i} \geq \frac{\lambda^2 \|A\|_2^2}{p^2} \sum_{i=1}^{p} \frac{\|A_i\|_2^2}{\pi_i} \left( \sum_{i=1}^{p} \frac{\|A_i\|_2^2}{\pi_i} \right)^2.
\]

Thus, analogous to Theorem 2.2, we get that when

\[
\pi_i = \pi_i^{\text{COL}} = \frac{\|A_i\|_2^2}{\sum_{i=1}^{p} \|A_i\|_2^2}, \tag{2.11}
\]

the upper bound of \(\text{tr}(V_c)\), i.e., \(\frac{\lambda^2 \|A\|_2^2}{p^2} \sum_{i=1}^{p} \frac{\|A_i\|_2^2}{\pi_i}\), reaches the minimum. Obviously, \((2.11)\) is easier to compute compared with \((2.10)\). However, we has to lose some accuracy as expense in this case.

Similarly, based on \(|A|_2^2 \leq \|A\|_2^2\), we have

\[
\text{tr}(V_c) \leq \frac{\lambda^2 \|A\|_2^2}{p^2} \sum_{i=1}^{p} \frac{\hat{\beta}_{rls(i)}^2}{\pi_i} = \frac{\lambda^2 \|A\|_2^2}{p^2} \sum_{i=1}^{p} \frac{\hat{\beta}_{rls(i)}^2}{\pi_i}.
\]
\[ \frac{\chi^2}{p^2} \sum_{i=1}^{p} \pi_i \sum_{i=1}^{p} \frac{\hat{\beta}_{rls(i)}^2}{\pi_i} \geq \frac{\chi^2}{p^2} \left( \sum_{i=1}^{p} | \hat{\beta}_{rls(i)} | \right)^2. \]

Then, we find that when

\[ \pi_i = \pi_i^{RSIS} = \frac{\hat{\beta}_{rls(i)}}{\sum_{i=1}^{p} | \hat{\beta}_{rls(i)} |}, \]

the above upper bound of \( \text{tr}(V_c) \) reaches the minimum. Surprisingly, \( \pi_i^{RSIS} \) corresponds to the screening criteria of iteratively thresholded ridge regression screener given in [32]. This fact implies that the screener with the probabilities in (2.10) may perform better than the one in [32].

### 2.2. Error Analysis for RSHRR

We first give an estimation error bound.

**Theorem 2.3.** Assume that

\[ c_1 \| V_i \|_2 \leq \| A_i \|_2 \leq c_2 \| V_i \|_2 \quad \text{and} \quad s_1 \| V_i \|_2 \| y \|_2 \leq | \hat{\beta}_{rls(i)} | \leq s_2 \| V_i \|_2 \| y \|_2, \quad i = 1, \cdots, p, \tag{2.12} \]

where \( 0 < c_1 \leq c_2 \) and \( 0 < s_1 \leq s_2 \), and let \( r \geq \frac{2s_1 c_2 p}{3s_1 c_1^2} \ln \left( \frac{4p}{\delta} \right) \) with \( \epsilon, \delta \in (0, 1) \). Then, for \( S \) formed by \( \pi_i = \pi_i^{OPL} \) and any \( \epsilon \), with the probability at least \( 1 - \delta \), \( \hat{\beta} \) constructed by Algorithm 1 satisfies

\[ \| \hat{\beta} - \hat{\beta}_{rls} \|_2 \leq \epsilon \| \hat{\beta}_{rls} \|_2, \tag{2.13} \]

where \( \hat{\beta}_{rls} \) is as in (1.5).

**Remark 2.6.** The assumptions in (2.12) are reasonable and reachable due to \( A_i = U \Sigma (V^i)^T \) and

\[ \hat{\beta}_{rls(i)} = A_i^T (A_i A_i^T + \lambda I)^{-1} y = V^i (\Sigma + \lambda \Sigma^{-1})^{-1} U^T y. \]

In fact, for the worst case, \( c_1 = \sigma_1(A), c_2 = \sigma_1(A), \) and \( s_1 \) and \( s_2 \) are controlled by \( \min_{j=1, \cdots, p} \left\{ \frac{\sigma_j(A)}{\sigma_j(A) + \lambda} \right\} \) and \( \max_{j=1, \cdots, p} \left\{ \frac{\sigma_j(A)}{\sigma_j(A) + \lambda} \right\} \), respectively. The aim for introducing the parameters \( c_1, c_2, s_1, \) and \( s_2 \) here is to simplify the expression of \( r \).

In the following, we provide a risk bound, in which the risk function is defined as

\[ \text{risk}(\hat{y}) = \frac{1}{n} E_y(\| \hat{y} - A \beta \|_2^2), \]

where \( E_y \) denotes the expectation on \( y \), and \( \hat{y} \) denotes the prediction of \( A \beta \).
Theorem 2.4. Suppose that the setting is the same as the one in Theorem 2.3, and let
\[ \mu = \sqrt{\sum_{j=1}^{p} \frac{\sigma_j^2(A)}{(\sigma_j^2(A) + \lambda)^2}}. \]
Then, for \( S \) formed by \( \pi_i = \pi_i^{OPL} \) and any \( \epsilon \), with probability at least \( 1 - \delta \),
\[ \text{risk}(\hat{y}) \leq \text{risk}(y^*) + 3\epsilon n \left\| A \right\|_2^2 \left( \mu^2 + \left\| \beta \right\|_2^2 \right), \]
where \( \hat{y} = A\hat{\beta} \) with \( \hat{\beta} \) constructed by Algorithm 1 and \( y^* = A\hat{\beta}_{rls} \).

3. Two Step Iterative Algorithm

Considering that the sampling probabilities (2.10) are uneconomic since they are required to figure out \( \hat{\beta}_{rls} \), we now present the approximate ones. Specifically, we first apply Algorithm 1 with \( \pi_i = \pi_i^{COL} \) and the sampling size being \( r_0 \) to return an approximation \( \tilde{\beta} \) of \( \hat{\beta}_{rls} \). Then, a set of probabilities \( \{\pi_i^{NPL}\}_{i=1}^p \) are obtained by replacing \( \hat{\beta}_{rls}(i) \) in (2.10) with \( \tilde{\beta}(i) \), i.e.,
\[ \pi_i^{NPL} = \frac{|\tilde{\beta}(i)| \left\| A_i \right\|_2}{\sum_{i=1}^{p} |\tilde{\beta}(i)| \left\| A_i \right\|_2}, \quad i = 1, \ldots, p. \tag{3.1} \]
We call them the nearly optimal subsampling probabilities. Moreover, to further reduce the estimation error, we bring in the iterative method. The key motivation is that if \( \|\hat{\beta}_t - \hat{\beta}_{rls}\|_2 \leq \epsilon \|\hat{\beta}_{t-1} - \hat{\beta}_{rls}\|_2 \) holds at the \( t \)-th iteration, then a solution owning the estimation error bound \( \epsilon^m \|\hat{\beta}_{0} - \hat{\beta}_{rls}\|_2 \) will be returned when the approximation process is repeated \( m \) times. Putting the above discussions together, we propose a two step iterative algorithm, i.e., Algorithm 2.

Remark 3.1. The step 2 of Algorithm 2 can be viewed as a variant of iterative Hessian sketch (IHS) [7]. This is because, at the \( t \)-th iteration, applying Algorithm 1 for finding \( \hat{w}_t \) is equivalent to applying Hessian sketch to the residual between \( z \) and \( \hat{z}_{t-1} \). That is, at the \( t \)-th iteration, we need to solve the following problem
\[ \min_{w_t} \frac{1}{2\lambda} \left\| S^T A^T w_t \right\|_2^2 + \frac{1}{2} \left\| w_t \right\|_2^2 - w_t^T b_t, \]
where \( w_t = z - \hat{z}_{t-1} \) and \( S \) is constructed by \( \pi_i^{NPL} \).

In addition, the step 2 of Algorithm 2 is also similar to Algorithm 1 in [8]. However, the key ideas of the two methods are different. The latter can be regarded as the preconditioned Richardson iteration [9, Chap. 2] for solving \( (AA^T + \lambda I)z = \lambda y \) with pre-conditioner \( P^{-1} = (ASS^T A^T + \lambda I)^{-1} \) and the step-size being one. Moreover, its random sampling matrix \( S \) is fixed during the iteration.
Algorithm 2 Two Step Iterative Algorithm for High-dimensional Ridge Regression

Input: $y \in \mathbb{R}^n$, $A \in \mathbb{R}^{n \times p}$, the regularized parameter $\lambda$, the iterative number $m$, the sampling size $r$ and $r_0$, where $r_0 \ll r \ll p$.

Output: the dual estimator $\hat{z}_m$ and the recovered solution $\hat{\beta}_m$.

Step1:

1. initialize $S^* \in \mathbb{R}^{p \times r_0}$ to an all-zeros matrix.
2. for $i \in 1, \ldots, p$ do
   
   $\pi_{COL}^i = \frac{\|A_i\|^2}{\sum_{i=1}^p \|A_i\|^2}.$

3. end

4. for $t \in 1, \ldots, r_0$ do
   
   pick $i_t \in [p]$ such that $\Pr(i_t = i) = \pi_i$.

   $S_{i,t}^* = \frac{1}{\sqrt{\pi_i}}.$

5. end

6. compute $A^* = AS^*$.

7. compute $C = (A^*A^{*T} + \lambda I)^{-1}$.

Step2:

1. set $\hat{z}_0 = 0$.

2. for $t \in 1, \ldots, m$ do

   $\hat{\beta}_{t-1} = \frac{1}{\lambda} A^T \hat{z}_{t-1}$.

   $b_t = y - A\hat{\beta}_{t-1} - \hat{z}_{t-1}$.

   $\bar{z} = \lambda C b_t$.

   $\bar{\beta} = \frac{A^T \bar{z}}{\lambda}$.

   compute $\pi_t^{NOLP}$ by (3.1).

   compute $\hat{w}_t$ by applying Algorithm 1 with $y = b_t$ and $\pi = \pi_t^{NOLP}$.

   $\hat{z}_t = \hat{z}_{t-1} + \hat{w}_t$.

3. end

4. return $\hat{z}_m$ and $\hat{\beta}_m = \frac{A^T \hat{z}_m}{\lambda}$.
Next, we show that the difference of $\hat{z}_*$ and $\hat{z}_1$ still obeys asymptotically normal distribution, where $\hat{z}_1$ is returned from Algorithm 2 with $m = 1$.

**Theorem 3.1.** Suppose that the conditions (2.6) and (2.7) hold, and let

$$ N_1\|A_i\|_2\|y\|_2 \leq |\tilde{\beta}_{(i)}| \leq N_2\|A_i\|_2\|y\|_2 \text{ and } N_3\|A_i\|_2\|y\|_2 \leq |\hat{\beta}_{rls(i)}| \leq N_4\|A_i\|_2\|y\|_2, \quad i = 1, \ldots, p, $$

(3.2)

where $\tilde{\beta}_{(i)}$ is as in Algorithm 2. Then, as $p \to \infty$, $r \to \infty$, $r_0 \to \infty$, conditional on $\mathcal{F}_n$ and $\tilde{\beta}$ in probability, the dual estimator $\hat{z}_1$ constructed by Algorithm 2 satisfies

$$ V_{OPL}^{-1/2}(\hat{z}_1 - \hat{z}^*) \overset{L}{\to} N(0, I), $$

(3.3)

where

$$ V_{OPL} = (\frac{M_A}{p})^{-1} V_{OPL} (\frac{M_A}{p})^{-1} $$

with

$$ V_{OPL} = \sum_{i=1}^{p} \frac{A_iA_i^T\hat{z}^*\hat{z}^{*T}A_iA_i^T}{p^2 \pi_i^{OPL}} = \sum_{i=1}^{p} |\hat{\beta}_{rls(i)}| \|A_i\|_2\sum_{i=1}^{p} \frac{A_iA_i^T\hat{z}^*\hat{z}^{*T}A_iA_i^T}{p^2 |\hat{\beta}_{rls(i)}| \|A_i\|_2}. $$

Now, we provide an estimation error bound of our algorithm.

**Theorem 3.2.** To the assumptions of Theorem 2.3, add that

$$ s_3\|V^2\|_2\|y\|_2 \leq |\tilde{\beta}_{(i)}| \leq s_4\|V^2\|_2\|y\|_2, \quad i = 1, \ldots, p, $$

(3.4)

where $\tilde{\beta}_{(i)}$ is as in Algorithm 2 and $0 < s_3 \leq s_4$. Then, for $\tilde{S}$ constructed by $\pi_i^{OPL}$ and any $\epsilon$, with the probability at least $1 - m\delta$, $\hat{\beta}_m$ generated from Algorithm 2 satisfies

$$ \|\hat{\beta}_m - {\hat{\beta}_{rls}}\|_2 \leq \epsilon \|\hat{\beta}_{rls}\|_2. $$

(3.5)

**Remark 3.2.** The bound (3.5) can be used to determine the iteration number. Specifically, it is enough to do $\log\epsilon$ iterations to get $\|\hat{\beta}_m - \hat{\beta}_{rls}\|_2 \leq \epsilon \|\hat{\beta}_{rls}\|_2$.

4. Numerical Experiments

In this section, we provide the numerical results of experiments with simulation data and real data. All experiments are implemented on a laptop running MATLAB software with 16 GB random-access memory (RAM).
4.1. Simulation Data–Example 1

In this example, the simulation data is generated as done in [18]. Specifically, we first produce an $n$-by-$p$ matrix $B$ randomly, whose entries are drawn i.i.d. from the $N(0,1)$ distribution and SVD is denoted as $U_B \Sigma_B V_B^T$ with $U_B \in \mathbb{R}^{n \times n}$, $\Sigma_B \in \mathbb{R}^{n \times n}$ and $V_B \in \mathbb{R}^{p \times n}$. Then, we get $A$ by replacing $\Sigma_B$ with $\Sigma_0$, i.e., $A = U_B \Sigma_0 V_B^T$, where $\Sigma_0$ is a diagonal matrix with polynomial decay diagonal elements $\sigma_j (j = 1, \cdots, n)$, namely, $\sigma_j \propto 9 \times j^{-8}$. Furthermore, we construct the response vector $y$ by $y = A\beta + \varsigma$, where $\beta \in \mathbb{R}^p$ and $\varsigma \in \mathbb{R}^n$ have i.i.d. $N(0,1)$ entries.

In the specific experiments, we set $n = 500$ and $p = 20000$. The description on parameters of the experiments is summarized in Table 1, the explanation on six sampling methods is given in Table 2, and the numerical results on accuracy, i.e., the estimation error $\|\hat{\beta}_{m} - \hat{\beta}_{rls}\|_2 / \|\hat{\beta}_{rls}\|_2$ and the prediction error $\|A\hat{\beta}_{m} - A\hat{\beta}_{rls}\|_2 / \|A\hat{\beta}_{rls}\|_2$, and CPU time are shown in Figures 1-4. Note that all the error results are on log-scale, all the numerical results are based on 50 replications of Algorithm 2, and it suffices to run the step 2 in Algorithm 2 if $\pi_{OPL}^i, \pi_{LEV}^i, \pi_{RLEV}^i, \pi_{UNI}^i$ and $\pi_{COL}^i$ are used to generate $S$. In addition, when $\pi_{OPL}^i$ is employed, $C$ in Algorithm 2 should be $(AA^T + \lambda I)^{-1}$, and when $\pi_{LEV}^i, \pi_{RLEV}^i, \pi_{UNI}^i$ and $\pi_{COL}^i$ are adopted, the lines 5–7 of the step 2 of Algorithm 2 can be omitted.

Table 1: Description of two experiments for example 1.

| Kinds | Comparison | $r$ | $\lambda$ | $m$ | $r_0$ | Results |
|-------|------------|----|-----------|----|------|---------|
| 1     | six methods | 1000 | 1 to 50   | 3  | 100 (NOPL) | Figs. 1-3(b) |
| 1     | six methods | 1000 | 10        | 1 to 15  | 100 (NOPL) | Figs. 1-3(c) |
| 2     | OPL and NOPL | 2000 | 10        | 3  | 100 to 2000 (NOPL) | Fig. 4 |

Table 2: Explanation of sampling methods with different probabilities.

| Method | $\pi_i$ | Expression |
|--------|---------|------------|
| OPL    | $\pi_i^{OPL}$ | $|\tilde{\beta}_{rl(i)}| / |A_i| / \sum_{i=1}^p |\tilde{\beta}_{rl(i)}| / |A_i|_2$ |
| NOPL   | $\pi_i^{NOPL}$ | $|\tilde{\beta}_{rl(i)}| / |A_i| / \sum_{i=1}^p |\tilde{\beta}_{rl(i)}| / |A_i|_2$ |
| LEV    | $\pi_i^{LEV}$ | $|V^*|_2 / \sum_{i=1}^p |V^*|_2$ |
| RLEV   | $\pi_i^{RLEV}$ | $|X^*_i|_2 / \sum_{i=1}^p |X^*_i|_2$ |
| COL    | $\pi_i^{COL}$ | $|A_i|_2 / \sum_{i=1}^p |A_i|_2$ |
| UNI    | $\pi_i^{UNI}$ | $1/p$ |

In the first experiment, we aim to show that the estimators established by OPL and NOPL have better performance. The corresponding numerical results are presented in Figures 1-3.
these figures, it is obvious to find that OPL and NOPL outperform other methods on estimation and prediction accuracy no matter what $r$, $\lambda$ and $m$ are, but they need more computing time than COL and UNI. However, the improvement in accuracy is more than the sacrifice of calculation cost, and fortunately, OPL and NOPL are cheaper than LEV and RLEV. What is more, we can observe that NOPL has extremely similar accuracy to OPL, and the former consumes less running time. In addition, in most cases, the errors of all the methods decrease when $r$, $\lambda$ and $m$ increase.

Figure 1: Comparison of estimation errors using different methods for example 1.
Figure 2: Comparison of prediction errors using different methods for example 1.

Figure 3: Comparison of CPU time using different methods for example 1.

For the second experiment, we compare the methods OPL and NOPL with different $r_0$. According to the numerical results displayed in Figure 4, it is evident to conclude that for different $r_0$, NOPL is able to achieve significantly similar accuracy to OPL but spends less computational cost.
4.2. Simulation Data–Example 2

For this example, we produce the simulation data as done in [8]. Specifically, we construct an $n$-by-$p$ design matrix $A = PDQ^T + \alpha M$, where $P \in \mathbb{R}^{n \times n}$ is a random matrix with i.i.d. $N(0, 1)$ entries, $D \in \mathbb{R}^{n \times n}$ is a diagonal matrix with diagonal entries $D_{ii} = (1 - \frac{i}{p})^5 (i = 1, \ldots, n)$, $Q \in \mathbb{R}^{p \times n}$ is a random column orthonormal matrix, $M \in \mathbb{R}^{n \times p}$ is a noise matrix with i.i.d. $N(0, 1)$ entries, and $\alpha > 0$ is a parameter used to balance $PDQ^T$ and $M$. In addition, the response vector $y \in \mathbb{R}^n$ is generated according to $y = A\beta + \gamma \varsigma$, where $\beta \in \mathbb{R}^p$ and $\varsigma \in \mathbb{R}^p$ are constructed by i.i.d. $N(0, 1)$ entries. In the specific experiments, we set $n = 500$, $p = 20000$, $\alpha = 0.0001$ and $\gamma = 0.5$, and repeat the implementations in Section 4.1 with different $r$, $r_0$, $\lambda$ and $m$ shown in Table 3.

![Figure 4: Comparison of OPL and NOPL with different $r_0$ for example 1.](image)

Table 3: Description of two experiments for example 2.

| Kinds          | Comparison | $r$   | $\lambda$ | $m$   | $r_0$        | Results                  |
|----------------|------------|-------|------------|-------|--------------|--------------------------|
| 1              | six methods| 3000  | 20         | 15    | 2000 (NOPL)  | Figs. 5-7(a)             |
| 1              |            | 5000  | 1 to 200   | 15    | 2000 (NOPL)  | Figs. 5-7(b)             |
| 1              |            | 5000  | 20         | 1 to 30| 2000 (NOPL)  | Figs. 5-7(c)             |
| 2              | OPL and NOPL| 5000 | 20         | 15    | 500 to 20000 (NOPL) | Fig. 8 |

From the numerical results presented in Figures 5-8, we can gain the similar observations to the
ones in Section 4.1. That is, taking different $r$, $\lambda$ and $m$, OPL and NOPL always perform better than other methods on accuracy, however, need more CPU time compared with COL and UNI. And, OPL and NOPL still show better computational efficiency than LEV and RLEV. Besides, when setting a proper $r_0$ or a large $\lambda$, NOPL and OPL have similar accuracy but the former needs less running time. Unfortunately, when $r_0$ is very large, NOPL loses its advantage in CPU time. This is because in this case the computational cost of $\beta$ may not be less than that of $\beta_{rls}$.

![Figure 5: Comparison of estimation errors using different methods for example 2.](image)
Figure 6: Comparison of prediction errors using different methods for example 2.

Figure 7: Comparison of CPU Time using different methods for example 2.
4.3. Real Data–Gene Expression Cancer RNA-Seq Data Set

The data set is from the UCI machine learning repository, which can be found at [http://archive.ics.uci.edu/ml/datasets/gene+expression+cancer+RNA-Seq](http://archive.ics.uci.edu/ml/datasets/gene+expression+cancer+RNA-Seq). Here, we only take the first 400 samples with 20531 real-valued features, and centralize the design matrix. The response vector consists of 1, 2, 3, 4 and 5 labels, which represent five different types of tumors, i.e., PRAD, LUAD, BRCA, KIRC and COAD. We also centralize it.

We repeat the experiments in Sections 4.1 and 4.2 with different $r, r_0, \lambda$ and $m$. More details are put in Table 4.

| Kinds | Comparison | $r$ | $\lambda$ | $m$ | $r_0$ | Results |
|-------|------------|----|-----------|----|------|---------|
| 1     | six methods | 8000 | 1 to 50 | 16 | 5000 (NOPL) | Figs. 9-11(b) |
| 1     | six methods | 8000 | 10       | 1 to 26 | 5000 (NOPL) | Figs. 9-11(c) |
| 2     | OPL and NOPL | 8000 | 10       | 16 | 1000 to 20531 (NOPL) | Fig. 12 |

The numerical results are displayed in Figures 9-12, and the conclusions summarized from these figures are akin to the ones found in Sections 4.1 and 4.2. Namely, compared with UNI and COL, the accuracy of OPL and NOPL is dramatically improved at the cost of slightly computational efficiency,
and OPL performs better than LEV and RLEV on accuracy and computing time. Although NOPL is only a little better than LEV and RLEV on accuracy, it owns greatly advantage of CPU time. When taking a proper $r_0$, NOPL can be a well approximation of OPL but consumes less computing time. However, when $r_0$ is very large, NOPL will lose its superiority in computational cost. In addition, for this real data, the choice of $\lambda$ has little influence on accuracy.

Figure 9: Comparison of estimation errors for different methods for Gene Expression Cancer RNA-Seq data set.
Figure 10: Comparison of prediction errors for different methods for Gene Expression Cancer RNA-Seq data set.

Figure 11: Comparison of CPU Time for different methods for Gene Expression Cancer RNA-Seq data set.
4.4. Real Data–Gisette Data Set

This data set is also from the UCI machine learning repository, which can be found in [http://archive.ics.uci.edu/ml/datasets/Gisette](http://archive.ics.uci.edu/ml/datasets/Gisette). In our experiments, the first 100 samples of training set with 5000 real-valued features are taken, and the response vector is made up with ±1 labels. Also, we centralize the response vector and design matrix prior to analysis.

As done in Section 4.3, we also repeat the experiments in Sections 4.1 and 4.2 with different $r$, $r_0$, $\lambda$ and $m$. The detailed description can be found in Table 5.

| Kinds          | Comparison | $r$     | $\lambda$ | $m$     | $r_0$       | Results             |
|----------------|------------|---------|-----------|---------|-------------|---------------------|
| 1              | six methods| 1000 to 5000 | 10        | 10      | 900 (NOPL) | Figs. 13-15(a)      |
| 2              | OPL and NOPL| 2000    | 1 to 50  | 10      | 900 (NOPL) | Figs. 13-15(b)      |
|                |            | 2000    | 10       | 1 to 26 | 900 (NOPL) | Figs. 13-15(c)      |
| 2              |            | 2000    | 10       | 10      | 500 to 5000 (NOPL) | Fig. 16 |

The numerical results are shown in Figures 13-16, and are almost identical with the observations in Section 4.3. To be more specific, whatever the values of $r$, $\lambda$ and $m$ are, for accuracy, OPL and NOPL always outperform other methods. Similarly, as for CPU time, OPL and NOPL are
slightly inferior to UNI and COL, but are greatly superior to LEV and RLEV. Only when $r_0$ is not particularly large, NOPL has good performance on both accuracy and computing time, and qualifies as a well alternative to OPL. Besides, the change of $\lambda$ also has little effect on accuracy.

Figure 13: Comparison of estimation errors for different methods for Gisette data set.

Figure 14: Comparison of prediction errors for different methods for Gisette data set.
Figure 15: Comparison of CPU Time for different methods for Gisette data set.

Figure 16: Comparison of OPL and NOPL with different $r_0$ and Gisette data set.

Appendix A Proof of Theorem 2.1

We start by establishing two lemmas.
Lemma A.1. Assuming that the conditions (2.4), (2.5) and (2.6) are satisfied, we have

$$
\sum_{i=1}^{p} \pi_i \left( \frac{e_i}{p} \right)^3 = O_p(1), \tag{A.1}
$$

where $e_i = \left( \frac{A_i A_i^T}{\pi_i} + \lambda I \right) \hat{z}^* - \tilde{y}$ with $\tilde{y} = \lambda y$ and $\hat{z}^*$ being as in (1.3).

Proof. With $e_i = \left( \frac{A_i A_i^T}{\pi_i} + \lambda I \right) \hat{z}^* - \tilde{y}$ and (1.3), it is easy to see that

$$
\sum_{i=1}^{p} \pi_i \left( \frac{e_i}{p} \right)^3 = \frac{1}{p^3} \sum_{i=1}^{p} \pi_i \left( \frac{A_i A_i^T}{\pi_i} + \lambda I \right) (A A^T + \lambda I)^{-1} \tilde{y} \| \tilde{y} \|^2.
$$

Then, considering the basic triangle inequality and the fact that $\sum_{i=1}^{p} \pi_i = 1$, we can have

$$
\sum_{i=1}^{p} \pi_i \left( \frac{e_i}{p} \right)^3 \leq \frac{1}{p^3} \sum_{i=1}^{p} \pi_i \left( \frac{A_i A_i^T}{\pi_i} + \lambda I \right) (A A^T + \lambda I)^{-1} \tilde{y} \| \tilde{y} \|^2 + \frac{\| \tilde{y} \|^3}{p^3}
$$

$$
+ \frac{1}{p^3} \sum_{i=1}^{p} \pi_i \left( \frac{A_i A_i^T}{\pi_i} + \lambda I \right) (A A^T + \lambda I)^{-1} \tilde{y} \| \tilde{y} \|^2 \| \tilde{y} \|_2
$$

$$
+ \frac{1}{p^3} \sum_{i=1}^{p} \pi_i \left( \frac{A_i A_i^T}{\pi_i} + \lambda I \right) (A A^T + \lambda I)^{-1} \tilde{y} \| \tilde{y} \|^2.
$$

$$
\leq \frac{\| \tilde{y} \|^3}{p^3} \pi_n \left( A A^T + \lambda I \right) \left( \sum_{i=1}^{p} \left( \frac{A_i A_i^T}{\pi_i} \right)^2 \pi_i \right) + 3 \lambda \sum_{i=1}^{p} \left( \frac{A_i A_i^T}{\pi_i} \right)^2 \pi_i
$$

$$
+ 3 \lambda^2 \sum_{i=1}^{p} \left( \frac{A_i A_i^T}{\pi_i} \right)^2 \pi_i + \frac{\| \tilde{y} \|^3}{p^3}
$$

$$
+ \frac{3 \| \tilde{y} \|^3}{p^3} \pi_n \left( A A^T + \lambda I \right) \left( \sum_{i=1}^{p} \left( \frac{A_i A_i^T}{\pi_i} \right)^2 \pi_i \right) + 2 \lambda \sum_{i=1}^{p} \left( \frac{A_i A_i^T}{\pi_i} \right)^2 \pi_i + \lambda^2
$$

$$
+ \frac{3 \| \tilde{y} \|^3}{p^3} \pi_n \left( A A^T + \lambda I \right) \left( \sum_{i=1}^{p} \left( \frac{A_i A_i^T}{\pi_i} \right)^2 \pi_i \right) + \lambda.
$$

(A.2)

Following

$$
\frac{\| \tilde{y} \|^3}{p} = o_p(1), \tag{A.3}
$$

which can be derived from $np^{-1} \to 0$, and noting (2.4), (2.5), (2.6) and (A.2), we can get

$$
\sum_{i=1}^{p} \pi_i \left( \frac{e_i}{p} \right)^3 \leq \frac{\| \tilde{y} \|^3}{p^3} \pi_n \left( A A^T + \lambda I \right) \left( \sum_{i=1}^{p} \left( \frac{A_i A_i^T}{\pi_i} \right)^2 \pi_i \right) + o_p(1)
$$

by (2.5), (2.6), (A.2), and (A.3).

$$
= O_p(1). \tag{2.3}
$$

Thus, (A.1) is arrived. \qed
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Lemma A.2. Suppose that the conditions (2.6) and (2.7) hold. Then, conditional on \( \mathcal{F}_n \) in probability,

\[
\frac{\hat{M}_A - M_A}{p} = O_p(\frac{r^{-1/2}}{p}),
\]

(A.4)

\[
\frac{e^*}{p} = O_p(\frac{r^{-1/2}}{p}),
\]

(A.5)

where \( M_A = AA^T + \lambda I \), \( \hat{M}_A = ASS^T A^T + \lambda I \) with \( S \in \mathbb{R}^{p \times r} \) constructed as in Algorithm 1, and \( e^* = (\hat{M}_A \hat{z}^* - \bar{y}) \) with \( \bar{y} = \lambda y \) and \( \hat{z}^* \) being as in (1.3).

Proof. First, note that

\[
\frac{1}{p^2} \sum_{i=1}^{p} \pi_i \left[ \frac{A_i A_i^T}{\pi_i} + \lambda I \right] - (AA^T + \lambda I) \left[ \frac{A_i A_i^T}{\pi_i} + \lambda I \right] - (AA^T + \lambda I) = O_p(1),
\]

where the last equality is from (2.5) and (2.7). This result implies, for any \( n \)-dimensional vector \( \ell \) with finite elements,

\[
\frac{1}{p^2} \sum_{i=1}^{p} \pi_i \left[ \frac{A_i A_i^T}{\pi_i} + \lambda I \right] - (AA^T + \lambda I) \ell^T \left[ \frac{A_i A_i^T}{\pi_i} + \lambda I \right] - (AA^T + \lambda I) = O_p(1).
\]

(A.6)

Thus, following \( \mathbb{E}(\hat{M}_A | A) = M_A \), it is natural to get

\[
\text{Var}(\frac{\hat{M}_A - M_A}{p} | A) = \mathbb{E}[\frac{\hat{M}_A - M_A}{p} \ell \ell^T (\hat{M}_A - M_A) | A]
\]

\[
= \frac{1}{rp^2} \sum_{i=1}^{p} \pi_i \left[ \frac{A_i A_i^T}{\pi_i} + \lambda I \right] - (AA^T + \lambda I) \ell^T \left[ \frac{A_i A_i^T}{\pi_i} + \lambda I \right] - (AA^T + \lambda I)
\]

\[
= O_p(r^{-1}),
\]

which together with the Markov’s inequality implies (A.3).
Combining (A.6) and (A.3), we can get
\[
\frac{1}{p^2} \sum_{i=1}^{p} \pi_i \hat{z}^T (\frac{A_i A_i^T}{\pi_i} + \lambda I) \ell \ell^T (\frac{A_i A_i^T}{\pi_i} + \lambda I) \hat{z}^* = \frac{1}{p^2} \hat{z}^T (AA^T + \lambda I) \ell \ell^T (AA^T + \lambda I) \hat{z}^* + O_p(1).
\]  
(A.7)

Thus, considering \(e^* = \sum_{t=1}^{r} \frac{1}{r} e_t\) with \(e_t = (\frac{A_i A_i^T}{\pi_i} + \lambda I) \hat{z}^* - \tilde{y}\) and \(E(e_t \mid F_n) = 0\), and (A.7), we can obtain
\[
\text{Var} \left( \frac{\ell^T e^*}{p} \mid F_n \right) = \ell^T E \left( \frac{e^*}{p} \left( \frac{e^*}{p} \right)^T \mid F_n \right) \ell = \frac{1}{r p^2} \ell^T \left( \sum_{i=1}^{p} \pi_i e_t e_t^T \right) \ell
\]
\[
= \frac{1}{r p^2} \ell^T \left[ \sum_{i=1}^{p} \pi_i \left( (\frac{A_i A_i^T}{\pi_i} + \lambda I) \hat{z}^* - \tilde{y} \right) \left( (\frac{A_i A_i^T}{\pi_i} + \lambda I) \hat{z}^* - \tilde{y} \right)^T \right] \ell
\]
\[
= \frac{1}{r p^2} \ell^T \hat{z}^T (AA^T + \lambda I) \ell \ell^T (AA^T + \lambda I) \hat{z}^* + O_p(1) - \frac{\ell^T \tilde{y} \ell}{p^2}
\]
\[
= \frac{1}{r} \frac{\tilde{y}^T \ell^T \ell}{p^2} + O_p(1) - \frac{\ell^T \tilde{y} \ell}{p^2}
\]
\[
= O_p(r^{-1}).
\]

Consequently, by the Markov’s inequality, (A.5) is obtained.

\[\square\]

**Proof of Theorem 2.1** Considering that
\[
\hat{z} = (ASS^T A^T + \lambda I)^{-1} \tilde{y} = \hat{M}_A^{-1} \tilde{y},
\]
\[
\hat{z}^* = (AA^T + \lambda I)^{-1} \tilde{y} = M_A^{-1} \tilde{y},
\]

where \(\tilde{y} = \lambda y\), we can rewrite \(\hat{z} - \hat{z}^*\) as
\[
\hat{z} - \hat{z}^* = (ASS^T A^T + \lambda I)^{-1} (\tilde{y} - (ASS^T A^T + \lambda I) \hat{z}^*)
\]
\[
= \hat{M}_A^{-1} (\tilde{y} - \hat{M}_A \hat{z}^*) = -\hat{M}_A^{-1} e^*
\]
\[
= -(\hat{M}_A^{-1} - M_A^{-1} + M_A^{-1}) e^*
\]
\[
= -M_A^{-1} e^* - (\hat{M}_A^{-1} - M_A^{-1}) e^*
\]
\[
= -M_A^{-1} e^* + \hat{M}_A^{-1} (\hat{M}_A - M_A) M_A^{-1} e^*
\]
\[
= -\left(\frac{MA}{p}\right)^{-1}e^* + \left(\frac{\hat{MA}}{p}\right)^{-1}(\hat{MA} - MA)\left(\frac{MA}{p}\right)^{-1}e^* \\
= -\left(\frac{MA}{p}\right)^{-1}e^* + O_p(f_n(r^{-1})),
\]

where the last equality is derived by (2.7) and Lemma A.2. Thus, to prove (2.9), we first prove
\[
\left(\frac{V_c}{r}\right)^{-1/2}\left(\frac{e^*}{p}\right) \xrightarrow{L} N(0, I).
\]

(A.10)

Recall that
\[
e^* = \sum_{t=1}^T \frac{1}{r} e_{i_t}
\]

with
\[
e_{i_t} = \left(\frac{A_{i_t}A_{i_t}^T}{\pi_{i_t}} + \lambda I\right)\hat{z}^* - \tilde{y}.
\]

Now, we construct the sequence \(\{e_{i_t}\}_{t=1}^T\). These random vectors are independent and identically distributed and it is easy to get that \(E(e_{i_t}|F_n) = 0\). Furthermore, noting that
\[
V_c = \frac{1}{p^2} \sum_{i=1}^p A_iA_i^T \hat{z}^* \hat{z}^*^TA_iA_i^T = O_p(1),
\]

(A.11)

which can be obtained from (2.3), together with (2.7) and (A.3), we have
\[
\text{Var}(\frac{e_{i_t}}{p} | F_n) = E(\frac{e_{i_t}e_{i_t}^T}{p^2} | F_n) = \sum_{i=1}^p \pi_i \frac{e_{i_t}e_{i_t}^T}{p^2}
\]

\[
= \sum_{i=1}^p \pi_i \left[\left(\frac{A_iA_i^T}{\pi_i} + \lambda I\right)\hat{z}^* - \tilde{y}\right]\left[\left(\frac{A_iA_i^T}{\pi_i} + \lambda I\right)\hat{z}^* - \tilde{y}\right]^T
\]

\[
= \sum_{i=1}^p \pi_i p^2 A_iA_i^T \hat{z}^* \hat{z}^*^T \frac{A_iA_i^T}{\pi_i} + \frac{(\lambda \hat{z}^* - \tilde{y})(\lambda \hat{z}^* - \tilde{y})^T}{p^2}
\]

\[
= \sum_{i=1}^p \frac{A_iA_i^T \hat{z}^* \hat{z}^*^T A_iA_i^T}{p^2 \pi_i} + o_p(1) \text{ by (2.7) and (A.3)}
\]

(A.12)

\[
= O_p(1) \text{ by (A.11)}
\]

(A.13)

In addition, for any \(\xi > 0\), we have
\[
\sum_{i=1}^r E\left[\left\| r^{-\frac{1}{2}} p^{-1} e_{i_t}\right\|_2^2 I(\left\| r^{-\frac{1}{2}} p^{-1} e_{i_t}\right\|_2 > \xi) | F_n\right]
\]
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\[
\begin{align*}
&= \sum_{i=1}^{p} \pi_i \|p^{-1}e_i\|_2^2 I(\|r^{-1/2}p^{-1}e_i\|_2 > \xi) \\
&\leq (r^{1/2}\xi)^{-1} \sum_{i=1}^{p} \pi_i \|p^{-1}e_i\|_2^3 \\
&= o_p(1),
\end{align*}
\]

where the inequality is deduced by the constraint \(I(\|r^{-1/2}p^{-1}e_i\|_2 > \xi)\), and the last equality is from Lemma A.1. Putting the above discussions together, we find that the Lindeberg-Feller conditions are satisfied in probability. Thus, by the Lindeberg-Feller central limit theorem [27, Proposition 2.27], and noting (A.13), we can acquire

\[
\left[\text{Var}\left(\frac{e_i}{p}\big| F_n\right)\right]^{-1/2}(r^{-1/2}p^{-1} \sum_{i=1}^{r} e_{i_{it}}) \xrightarrow{L} N(0, I),
\]

which combined with \(\frac{e_i}{p} = r^{-1}p^{-1} \sum_{t=1}^{r} e_{i_{it}}\) and \(\text{Var}\left(\frac{e_i}{p}\big| F_n\right) = r^{-1}\text{Var}\left(\frac{e_i}{p}\big| F_n\right)\) gives

\[
\left[r^{-1}\text{Var}\left(\frac{e_i}{p}\big| F_n\right)\right]^{-1/2}\left(\frac{e_i}{p}\right) \xrightarrow{L} N(0, I).
\]

Thus, by Lemma A.2, A.12, and the Slutsky’s Theorem [34, Theorem 6], we can get (A.10).

Now, we prove (2.9). Following (2.7) and (A.11), it is easy to get

\[
V = \left(\frac{M_A}{p}\right)^{-1}V_c\left(\frac{M_A}{p}\right)^{-1} = O_p(r^{-1}),
\]

which together with (A.9) yields

\[
V^{-1/2}(\hat{\varepsilon} - \varepsilon^*) = -V^{-1/2}\left(\frac{M_A}{p}\right)^{-1}\frac{e_{i}}{p} + O_p(x_n(r^{-1/2}))
\]

\[
= -V^{-1/2}\left(\frac{M_A}{p}\right)^{-1}\left(\frac{V_c}{r}\right)^{1/2}\left(\frac{V_c}{r}\right)^{-1/2}\frac{e_{i}}{p} + O_p(x_n(r^{-1/2})).
\]

(A.14)

In addition, it is verified that

\[
V^{-1/2}\left(\frac{M_A}{p}\right)^{-1}\left(\frac{V_c}{r}\right)^{1/2}\left[\left(V^{-1/2}\left(\frac{M_A}{p}\right)^{-1}\left(\frac{V_c}{r}\right)^{1/2}\right)^T
\]

\[
= V^{-1/2}\left(\frac{M_A}{p}\right)^{-1}\left(\frac{V_c}{r}\right)^{1/2}\left(\frac{V_c}{r}\right)^{1/2}\left(\frac{M_A}{p}\right)^{-1}V^{-1/2} = I.
\]

(A.15)

Thus, combining (A.10), (A.14), and (A.15), by the Slutsky’s Theorem, we get the desired result (2.9).
Appendix B Proof of Theorem 2.2

According to the Cauchy-Schwarz inequality, we have

$$\text{tr}(V^c) = \sum_{i=1}^{p} \frac{A_i^T \hat{z}_i^* T A_i}{p^2 \pi_i} = \lambda^2 \sum_{i=1}^{p} \frac{\hat{\beta}_{rls(i)}^2 \|A_i\|_2^2}{p^2 \pi_i}$$

where the equality in the last inequality holds if and only if $\pi_i$ is proportional to $|\hat{\beta}_{rls(i)}| \|A_i\|_2$ for some constant $C_0 \geq 0$. Thus, following $\sum_{i=1}^{p} \pi_i = 1$, the desired result (2.10) is obtained.

Appendix C Proof of Theorem 2.3

We first present two auxiliary lemmas.

**Lemma C.1.** [8, Theorem 23] If $J, H \in \mathbb{R}^{m \times m}$ are real symmetric positive semi-definite matrices such that $\sigma_1(J) \geq \sigma_2(J) \geq \cdots \geq \sigma_m(J)$ and $\sigma_1(H) \geq \sigma_2(H) \geq \cdots \geq \sigma_m(H)$, then

$$\sigma_j(J - H) \leq \sigma_j \begin{pmatrix} J & 0 \\ 0 & H \end{pmatrix}, \quad j = 1, \ldots, m.$$  

Especially,

$$\|J - H\|_2 \leq \max\{\|J\|_2, \|H\|_2\}.$$  

**Lemma C.2.** For $S$ established by $\pi_i = \pi_i^{OPL}$, assuming that (2.12) holds and letting $r \geq \frac{R_{s_c} \sqrt{p}}{3\sqrt{\epsilon_1} \epsilon^* \ln(\frac{1}{\delta})}$ with $\epsilon \in (0, \frac{1}{2})$ and $\delta \in (0, 1)$, we have

$$\|V^T S S^T V - I\|_2 \leq \epsilon'$$

with the probability at least $1 - \delta$.

**Proof.** The proof can be accomplished along the line of the proof of [8, Theorem 3]. However, for our case, it is necessary to note that

$$\|F_i\|_2 = \|M_i M_i^T - \frac{V_i^T V_i}{r}\|_2 \leq \max\{\|M_i M_i^T\|_2, \frac{1}{r}\}$$  by Lemma C.1

$$= \frac{1}{r} \max\{\frac{(V_i)^T V_i}{\sqrt{\pi_i^{OPL}}} \|V_i\|_2, 1\} = \frac{1}{r} \max\{\|V_i\|_2^2, 1\}$$
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To prove (C.1), we define the loss functions

\[ L = \max_{1 \leq i \leq p} \left\{ \frac{\|V_i\|_2^2 \sum_{j=1}^p |\hat{\beta}_{r,i}(i) - \beta_{r,i}(i)| + \|A_i\|_2}{M}, 1 \right\} \quad \text{by (2.11)} \]

\[ \leq \max_{1 \leq i \leq p} \left\{ \frac{\|V_i\|_2^2 \sum_{j=1}^p s_{2c_2} [V_i]^2}{s_{1c_1}[\hat{V}_i]^2}, 1 \right\} \quad \text{by (2.12)} \]

\[ \leq \max_{1 \leq i \leq p} \left\{ \frac{s_{2c_2}}{s_{1c_1}} \sum_{i=1}^p [\hat{V}_i]^2, 1 \right\} \leq \max_{1 \leq i \leq p} \frac{s_{2c_2}}{s_{1c_1}}, 1 \}

\[ \leq \frac{s_{2c_2}}{rs_{1c_1}} \]

and

\[ E(F_t^2) + \frac{(V^TV)^2}{r^2} = E(M_tM_t^T | M_t^2) = \sum_{i=1}^p \pi_i^{OPL} \frac{(V_i)^T V_i^2}{r^2 (s_i^{OPL})^2} \]

\[ = \frac{1}{r^2} \sum_{i=1}^p (V_i)^T V_i^2 \sum_{j=1}^p |\hat{\beta}_{r,i}(i) - \beta_{r,i}(i)| + \|A_i\|_2 \quad \text{by (2.10)} \]

\[ \leq \frac{1}{r^2} \sum_{i=1}^p (V_i)^T V_i^2 \sum_{j=1}^p s_{2c_2} [V_i]^2 \quad \text{by (2.12)} \]

\[ = \frac{s_{2c_2}}{r^2 s_{1c_1}} \sum_{i=1}^p (V_i)^T V_i \sum_{i=1}^p [V_i]^2 \]

\[ = \frac{s_{2c_2} \rho}{r^2 s_{1c_1}} \sum_{i=1}^p (V_i)^T V_i \]

where \( F_t = M_tM_t^T - \frac{V^TV}{r} \) with \( M_t = \frac{(V_i)^T}{\sqrt{s_i^{OPL}}} \) and \( t = 1, \ldots, r \).

**Proof of Theorem 2.3** Noting \( \hat{\beta} = \frac{1}{\lambda} V \Sigma U^T \hat{z} \) and \( \hat{\beta}_{r} = \frac{1}{\lambda} V \Sigma U^T \hat{z}^* \), we can rewrite (2.13) as

\[ \frac{1}{\lambda} \| \Sigma U^T (\hat{z} - \hat{z}^*) \|_2 \leq \frac{\epsilon}{\lambda} \| \Sigma U^T \hat{z}^* \|_2. \quad \text{(C.1)} \]

To prove (C.1), we define the loss functions \( L(z) \) and \( \hat{L}(z) \) as

\[ L(z) = \frac{1}{2\lambda} \| A^T z \|_2^2 + \frac{1}{2} \| z \|_2^2 - z^T y \]

and

\[ \hat{L}(z) = \frac{1}{2\lambda} \| S^T A^T z \|_2^2 + \frac{1}{2} \| z \|_2^2 - z^T y. \]

Thus, by Taylor expansion, we can acquire

\[ \hat{L}(\hat{z}) = \hat{L}(\hat{z}^*) + (\hat{z} - \hat{z}^*)^T \nabla \hat{L}(\hat{z}^*) + (\hat{z} - \hat{z}^*)^T \nabla^2 \hat{L}(z_0)(\hat{z} - \hat{z}^*), \quad \text{(C.2)} \]
where $\hat{z}^*$ and $\hat{z}$ minimize the loss functions $L(z)$ and $\hat{L}(z)$, respectively, and $z_0 \in [\hat{z}, \hat{z}^*]$. Moreover, following $(\nabla^2 \hat{L}(z_0) - \nabla^2 L(z_0))\hat{z}^* = \nabla \hat{L}(\hat{z}^*) - \nabla L(\hat{z}^*)$, which is from

$$
\nabla \hat{L}(\hat{z}^*) = \left(\frac{1}{\lambda} ASST A^T + I\right)\hat{z}^* - y, \quad \nabla L(\hat{z}^*) = \left(\frac{1}{\lambda} AA^T + I\right)\hat{z}^* - y,
$$

and

$$
\nabla^2 \hat{L}(z_0) = \frac{1}{\lambda} ASST A^T + I, \quad \nabla^2 L(z_0) = \frac{1}{\lambda} AA^T + I,
$$

we can obtain

$$
\hat{L}(\hat{z}^*) + (\hat{z} - \hat{z}^*)^T (\nabla^2 \hat{L}(z_0) - \nabla^2 L(z_0))\hat{z}^* = \hat{L}(\hat{z}^*) + (\hat{z} - \hat{z}^*)^T (\nabla \hat{L}(\hat{z}^*) - \nabla L(\hat{z}^*)).
$$

Thus, considering that

$$
\hat{L}(\hat{z}^*) + (\hat{z} - \hat{z}^*)^T (\nabla \hat{L}(\hat{z}^*) - \nabla L(\hat{z}^*)) \leq \hat{L}(\hat{z}) + (\hat{z} - \hat{z}^*)^T \nabla \hat{L}(\hat{z}),
$$

which is derived by the fact $(\hat{z} - \hat{z}^*)^T \nabla L(\hat{z}^*) \geq 0$, and noting (C.2), we can gain

$$
\hat{L}(\hat{z}^*) + (\hat{z} - \hat{z}^*)^T (\nabla^2 \hat{L}(z_0) - \nabla^2 L(z_0))\hat{z}^* \leq \hat{L}(\hat{z}) - (\hat{z} - \hat{z}^*)^T \nabla L(z_0)(\hat{z} - \hat{z}^*).
$$

Further, by $\hat{L}(\hat{z}^*) \geq \hat{L}(\hat{z})$, we have

$$
(\hat{z} - \hat{z}^*)^T (\nabla^2 \hat{L}(z_0) - \nabla^2 L(z_0))\hat{z}^* \geq (\hat{z} - \hat{z}^*)^T \nabla^2 \hat{L}(z_0)(\hat{z} - \hat{z}^*),
$$

which together with

$$
(\hat{z} - \hat{z}^*)^T \nabla^2 \hat{L}(z_0)(\hat{z} - \hat{z}^*) \geq (\hat{z} - \hat{z}^*)^T \frac{1}{\lambda} ASST A^T (\hat{z} - \hat{z}^*)
$$

and (C.3) leads to

$$
(\hat{z} - \hat{z}^*)^T \left(\frac{1}{\lambda} AA^T - \frac{1}{\lambda} ASST A^T\right)\hat{z}^* \geq (\hat{z} - \hat{z}^*)^T \frac{1}{\lambda} ASST A^T (\hat{z} - \hat{z}^*).
$$

Thus, based on $A = USVT$, it is straightforward to get

$$
\frac{1}{\lambda^2} (\hat{z} - \hat{z}^*)^T (US\Sigma^2 U^T - US\Sigma V^T SS^T V\Sigma U^T) \hat{z}^* \geq \frac{1}{\lambda^2} (\hat{z} - \hat{z}^*)^T US\Sigma V^T SS^T V\Sigma U^T (\hat{z} - \hat{z}^*),
$$

which is also allowed to be rewritten as

$$
\frac{1}{\lambda^2} ([\Sigma U^T (\hat{z} - \hat{z}^*)]^T (I - V^T SS^T V) \Sigma U^T \hat{z}^* \geq \frac{1}{\lambda^2} [\Sigma U^T (\hat{z} - \hat{z}^*)]^T V^T SS^T V [\Sigma U^T (\hat{z} - \hat{z}^*)].
$$

(C.4)
Adding $\frac{1}{\lambda^2} [\Sigma U^T (\hat{z} - \hat{z}^*)]^T [\Sigma U^T (\hat{z} - \hat{z}^*)]$ to both sides of \((C.4)\) gives
\[
\frac{1}{\lambda^2} [\Sigma U^T (\hat{z} - \hat{z}^*)]^T (I - V^T S S^T V) \Sigma U^T \hat{z}^* + \frac{1}{\lambda^2} [\Sigma U^T (\hat{z} - \hat{z}^*)]^T (I - V^T S S^T V) [\Sigma U^T (\hat{z} - \hat{z}^*)] \geq \frac{1}{\lambda^2} [\Sigma U^T (\hat{z} - \hat{z}^*)]^T [\Sigma U^T (\hat{z} - \hat{z}^*)].
\]
\((C.5)\)

Taking the Euclidean norm on both sides of \((C.5)\), we obtain
\[
\frac{1}{\lambda^2} \|\Sigma U^T (\hat{z} - \hat{z}^*)\|_2 \|I - V^T S S^T V\|_2 \|\Sigma U^T \hat{z}^*\|_2 + \frac{1}{\lambda^2} \|\Sigma U^T (\hat{z} - \hat{z}^*)\|_2 \|I - V^T S S^T V\|_2 \|\Sigma U^T (\hat{z} - \hat{z}^*)\|_2 \geq \frac{1}{\lambda^2} \|\Sigma U^T (\hat{z} - \hat{z}^*)\|_2^2,
\]
which combined with Lemma \([C.2]\) indicates that
\[
\frac{1}{\lambda^2} \|\Sigma U^T (\hat{z} - \hat{z}^*)\|_2 + \frac{1}{\lambda^2} \|\Sigma U^T (\hat{z} - \hat{z}^*)\|_2 \geq \frac{1}{\lambda^2} \|\Sigma U^T (\hat{z} - \hat{z}^*)\|_2^2.
\]
\((C.6)\)

By rewriting \((C.6)\) as
\[
\frac{1}{\lambda^2} \|\Sigma U^T (\hat{z} - \hat{z}^*)\|_2 \leq \frac{\epsilon'}{1 - \epsilon'} \frac{1}{\lambda^2} \|\Sigma U^T (\hat{z} - \hat{z}^*)\|_2^2
\]
and considering the fact $\epsilon' < \frac{1}{2}$, we have
\[
\frac{1}{\lambda^2} \|\Sigma U^T (\hat{z} - \hat{z}^*)\|_2 \leq \frac{2\epsilon'}{\lambda} \|\Sigma U^T \hat{z}^*\|_2.
\]
Thus, setting $\epsilon = 2\epsilon'$, we get \((C.1)\). That is, \((2.13)\) is arrived.

**Appendix D Proof of Theorem 2.4**

The proof can be completed along the line of the proof of Theorem 6 in \([4]\). However, when we bound $\|R\|_2$ with
\[
R = (\lambda \Sigma^{-1} + \Sigma)^{-1} \Sigma (V^T S S^T V - I),
\]
Lemma \([C.2]\) is adopted but not the oblivious subspace embedding theorem \([5, \text{Theorem 5}]\), namely,
\[
\|R\|_2 \leq \|(\lambda \Sigma^{-1} + \Sigma)^{-1} \Sigma (V^T S S^T V - I)\|_2 \\
\leq \|(\lambda \Sigma^{-1} + \Sigma)^{-1} \Sigma\|_2 \|V^T S S^T V - I\|_2 \\
\leq \epsilon' \|(\lambda \Sigma^{-1} + \Sigma)^{-1} \Sigma\|_2 \quad \text{by Lemma \([C.2]\)} \\
\leq \epsilon',
\]
where $\epsilon'$ satisfies $\epsilon' = \frac{\epsilon}{2}$.
Appendix E  Proof of Theorem 3.1

The proof is similar to the one of Theorem 2.1 (see Appendix A), and we begin by presenting two lemmas.

Lemma E.1. Assume that the condition (2.6) and (3.2) hold. Then, for \( m = 1 \) and \( \pi_1^{\text{NOPL}} \) in (3.1), we have

\[
\sum_{i=1}^{\pi_1^{\text{NOPL}}} \frac{\|e_i\|_2^3}{p} = O_p(1),
\]

where \( e_i = (A_i A_i^T + \lambda I)\hat{z}^* - \bar{y} \) with \( \bar{y} = \lambda y \) and \( \hat{z}^* \) being as in (1.3).

Proof. Similar to the proof of Lemma A.1 based on (2.6), (3.1), (3.2), (A.2), and (A.3), we have

\[
\sum_{i=1}^{\pi_1^{\text{NOPL}}} \frac{\|e_i\|_2^3}{p} \leq \frac{\|\bar{y}\|_2^3 \sigma_i^2 (A_i A_i^T + \lambda I)}{p^3} \left( \sum_{i=1}^{\pi_1^{\text{NOPL}}} \frac{\|A_i A_i^T\|_2^2}{\pi_1^{\text{NOPL}}} \right) + 3\lambda \sum_{i=1}^{\pi_1^{\text{NOPL}}} \|A_i A_i^T\|_2 + \lambda^3 + \frac{\|\bar{y}\|_2^3}{p^3} \left( \sum_{i=1}^{\pi_1^{\text{NOPL}}} \frac{\|A_i A_i^T\|_2^2}{\pi_1^{\text{NOPL}}} \right)
\]

Proof. Similar to the proof of Lemma A.1 based on (2.6), (3.1), (3.2), (A.2), and (A.3), we have
\[ + 3\lambda^2 \sum_{i=1}^{p} \|A_i\|^2 + \lambda] + \frac{\|\tilde{y}\|^2}{p^3} + 3\|\tilde{y}\|^3 \sigma_n^2 (AA^T + \lambda I) (\frac{N_2}{N_1} (\sum_{i=1}^{p} |A_i|^2) + 2\lambda \sum_{i=1}^{p} \|A_i\|^2 + \lambda^2) + 3\|\tilde{y}\|^3 \sigma_n (AA^T + \lambda I) (\sum_{i=1}^{p} |A_i|^2 + \lambda) \text{ by (3.2)} = O_p(1), \text{ by (A.3) and (2.6)}, \]

where the first inequality is gained by replacing \(\pi_i\) in (A.2) with \(\pi_i^{NOLP}\). Then, (E.1) is obtained.

**Lemma E.2.** To the assumption of Lemma E.1, add that the condition (2.7) holds. Then, for \(m = 1\) and \(\pi_i^{NOLP}\) in (E.1), conditional on \(F_n\) and \(\tilde{\beta}\) in probability, we have

\[
\frac{\tilde{M}_A - M_A}{p} = O_p(1), \quad \text{by (A.3) and (2.6)}
\]

\[
\tilde{e}^* = O_p(r^{-1/2}),
\]

where \(M_A = AA^T + \lambda I\), \(\tilde{M}_A = \tilde{A} \tilde{S} \tilde{S}^T A^T + \lambda I\) with \(\tilde{S}\) constructed by \(\pi_i^{NOLP}\), and \(\tilde{e}^* = (\tilde{M}_A \tilde{z}^* - \tilde{y})\) with \(\tilde{y} = \lambda y\) and \(\tilde{z}^*\) being as in (1.3).

**Proof.** The proof can be completed similar to the proof of Lemma A.2. We only need to replace \(\pi_i\) with \(\pi_i^{NOLP}\), and note that

\[
\frac{1}{p^2} \sum_{i=1}^{p} \frac{A_i A_i^T A_i A_i^T}{\pi_i^{NOLP}} = \frac{1}{p^2} \left( \sum_{i=1}^{p} \frac{A_i A_i^T A_i A_i^T}{|\tilde{\beta}(i)| \|A_i\|^2} \right) \left( \sum_{i=1}^{p} |\tilde{\beta}(i)| \|A_i\|^2 \right) \leq \frac{N_2}{N_1 p^2} \left( \sum_{i=1}^{p} \frac{A_i A_i^T A_i A_i^T}{\|A_i\|^2} \right) \left( \sum_{i=1}^{p} \|A_i\|^2 \right) = \frac{N_2}{N_1 p^2} \left( \sum_{i=1}^{p} \|A_i\|^2 \right) = O_p(1), \text{ by (2.0) and (2.7)},
\]

\[
E(\tilde{M}_A | A) = E_{\tilde{\beta}}[E(M_A | A, \tilde{\beta})],
\]

\[
\text{Var}(\frac{(\tilde{M}_A - M_A)^\ell}{p} | A) = E_{\tilde{\beta}}[\text{Var}(\frac{(\tilde{M}_A - M_A)^\ell}{p} | A, \tilde{\beta})],
\]

\[
E(\tilde{e}_i | F_n) = E_{\tilde{\beta}}[E(\tilde{e}_i | F_n, \tilde{\beta})],
\]

\[
\text{Var}(\frac{\ell^T \tilde{e}^*}{p} | F_n) = E_{\tilde{\beta}}[\text{Var}(\frac{\ell^T \tilde{e}^*}{p} | F_n, \tilde{\beta})],
\]
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where \( E_{\tilde{\beta}} \) denotes the expectation on \( \tilde{\beta} \).

**Remark E.1.** The results (E.2) and (E.3) still hold when \( \tilde{M}_A = AS^*S^TA^T + \lambda I \) with \( S^* \in \mathbb{R}^{p \times r} \) formed by \( \pi_i^{COL} \).

**Corollary E.1.** For \( S^* \in \mathbb{R}^{p \times r} \) formed by \( \pi_i^{COL} \), \( \tilde{z} = (AS^*S^TA^T + \lambda I)^{-1}\tilde{y} \) constructed by Algorithm 2 satisfies

\[
\|\tilde{z} - \hat{z}^*\|_2 = O_p(r_n^{-1/2}). \tag{E.5}
\]

**Proof.** Similar to (A.8), considering (2.7) and Remark E.1, we can get

\[
\tilde{z} - \hat{z}^* = -(MA)^{-1}\tilde{e} + O_p(r_n^{-1/2}),
\]

which suggests that (E.5) holds.

**Proof of Theorem 3.1** Similar to the proof of Theorem 2.1, noting (2.6), (2.7), (E.4), and Lemmas E.1 and E.2, and replacing \( \pi_i \) and \( e_i \) in the proof of Theorem 2.1 with \( \pi_i^{NOPL} \) and \( \tilde{e}_i \), respectively, we first get

\[
\hat{z}_1 - \hat{z}^* = -(MA)^{-1}\tilde{e} + O_p(r_n^{-1}), \tag{E.6}
\]

where

\[
\hat{z}_1 = (A\overline{S}\overline{S}^TA^T + \lambda I)^{-1}\overline{y} = \tilde{M}_A^{-1}\overline{y},
\]

\[
\overline{V}_c = \sum_{i=1}^{p} \frac{A_iA_i^T\hat{z}_i \hat{z}_i^TA_iA_i^T}{p^2\pi_i^{NOPL}} = O_p(1).
\]

To get (3.3), in the following, we need to further prove

\[
V_{OPL}^{-1/2}(\hat{z}_1 - \hat{z}^*) = -V_{OPL}^{-1/2}(MA)^{-1}(\overline{V}_c)^{1/2}(\overline{V}_c)^{-1/2}\tilde{e} + O_p(r_n^{-1/2}), \tag{E.7}
\]

where \( V_{OPL}^{-1/2}(MA)^{-1}(\overline{V}_c)^{1/2} \) satisfies

\[
V_{OPL}^{-1/2}(MA)^{-1}(\overline{V}_c)^{1/2}[V_{OPL}(MA)^{-1}(\overline{V}_c)^{1/2}]^T = I + O_p(r_n^{-1/2}). \tag{E.8}
\]
which indicates

\[
\frac{1}{p^2} \sum_{i=1}^{p} \frac{A_i A_i^T A_i A_i^T}{\pi_i^{\text{OPL}}} = \frac{1}{p^2} (\sum_{i=1}^{p} \frac{A_i A_i^T A_i A_i^T}{\|A_i\|^2}) (\sum_{i=1}^{p} \|\hat{\beta}_{\text{ls}(i)}\| \|A_i\|_2) \quad \text{by (2.10)}
\]

\[
\leq \frac{N_4}{N_3 p^2} (\sum_{i=1}^{p} \frac{A_i A_i^T A_i A_i^T}{\|A_i\|^2}) (\sum_{i=1}^{p} \|A_i\|_2^2) \quad \text{by (3.2)}
\]

\[
= \frac{N_4}{N_3 p^2} (\sum_{i=1}^{p} A_i A_i^T) (\sum_{i=1}^{p} \|A_i\|_2^2)
\]

\[
= O_p(1), \quad \text{by (2.6) and (2.7)}
\]

which indicates

\[
V_{\text{cOPL}} = \sum_{i=1}^{p} \frac{A_i A_i^T \tilde{z}_i \tilde{z}_i^T A_i A_i^T}{p^2 \pi_i^{\text{OPL}}} = O_p(1).
\]

From (2.7) and (3.2), it is evident to get

\[
V_{\text{OPL}} = \left(\frac{M_A}{p}\right)^{-1} V_{\text{cOPL}} \left(\frac{M_A}{p}\right)^{-1} = O_p(r^{-1}),
\]

which combined with (E.6) suggests that (E.7) holds, that is,

\[
V_{\text{OPL}}^{-1/2} (\hat{z}_1 - \tilde{z}) = -V_{\text{OPL}}^{-1/2} \left(\frac{M_A}{p}\right)^{-1} \tilde{z}_0 + O_p(r^{-1/2})
\]

\[
= -V_{\text{OPL}}^{-1/2} \left(\frac{M_A}{p}\right)^{-1} \left(\frac{\tilde{V}_c}{r}\right)^{1/2} (\frac{\tilde{V}_c}{r})^{-1/2} \tilde{z}_0 + O_p(r^{-1/2}).
\]

Now, we need to demonstrate that (E.8) also holds. Evidently, it suffices to show that

\[
V_{\text{OPL}}^{-1/2} \left(\frac{M_A}{p}\right)^{-1} \frac{\tilde{V}_c - V_{\text{cOPL}}}{r} \left(\frac{M_A}{p}\right)^{-1} V_{\text{OPL}}^{-1/2} = O_p(r_0^{-1/2}),
\]

because

\[
= V_{\text{OPL}}^{-1/2} \left(\frac{M_A}{p}\right)^{-1} \left(\frac{\tilde{V}_c}{r}\right)^{1/2} V_{\text{OPL}}^{-1/2} \left(\frac{M_A}{p}\right)^{-1} \left(\frac{\tilde{V}_c}{r}\right)^{1/2}
\]

\[
= V_{\text{OPL}}^{-1/2} \left(\frac{M_A}{p}\right)^{-1} \tilde{V}_c \left(\frac{M_A}{p}\right)^{-1} V_{\text{OPL}}^{-1/2}
\]

\[
= V_{\text{OPL}}^{-1/2} \left(\frac{M_A}{p}\right)^{-1} V_{\text{cOPL}} \left(\frac{M_A}{p}\right)^{-1} V_{\text{OPL}}^{-1/2}
\]

\[
= I + V_{\text{OPL}}^{-1/2} \left(\frac{M_A}{p}\right)^{-1} \tilde{V}_c - V_{\text{cOPL}} \left(\frac{M_A}{p}\right)^{-1} V_{\text{OPL}}^{-1/2}.
\]
Noting
\[ \tilde{V}_c = \frac{1}{p} \left( \sum_{i=1}^{p} A_i A_i^T \hat{\beta}_i \right) \left( \frac{1}{p} \left( \sum_{i=1}^{p} A_i A_i^T \right) \right)^{-1} \],
\[ V_{cOP L} = \frac{1}{p} \left( \sum_{i=1}^{p} A_i A_i^T \hat{\beta}_{rls(i)} \right) \left( \frac{1}{p} \left( \sum_{i=1}^{p} A_i A_i^T \right) \right)^{-1} \]
and the basic triangle inequality, we gain
\[ \| \tilde{V}_c - V_{cOP L} \|_2 = \| \Phi_1 \Phi_2 - \Phi_3 \Phi_4 \|_2 \]
\[ \leq \| \Phi_1 - \Phi_3 \|_2 \| \Phi_2 \|_2 + \| \Phi_2 - \Phi_4 \|_2 \| \Phi_3 \|_2. \]

Following (2.6), (3.2), (A.3), and (E.5), it is evident to gain
\[ \| \Phi_1 - \Phi_3 \|_2 \leq \frac{1}{p} \sum_{i=1}^{p} \frac{\lambda_i^2}{\| A_i \|_2^3} \left( \frac{1}{p} \left( \sum_{i=1}^{p} A_i A_i^T \right) \right)^{-1} \]
\[ \leq \frac{1}{p} \sum_{i=1}^{p} \frac{\lambda_i^2}{\| A_i \|_2^3} \left( \frac{1}{p} \left( \sum_{i=1}^{p} A_i A_i^T \right) \right)^{-1} \]
\[ \leq \frac{\lambda N_1}{p N_1} \sum_{i=1}^{p} \frac{\| A_i \|_2^3}{\| A_i \|_2^3} \left( \frac{1}{p} \left( \sum_{i=1}^{p} A_i A_i^T \right) \right)^{-1} \]
\[ = \| \tilde{z} - \hat{z}^* \|_2 \sum_{i=1}^{p} \frac{\lambda N_1}{p N_1} \frac{\| A_i \|_2^3}{\| A_i \|_2^3} = O_p(F_n(r_0^{-1/2})) \]
\[ \| \Phi_2 \|_2 \leq \frac{N_2 \| y \|_2}{p} \sum_{i=1}^{p} \| A_i \|_2^3 = O_p(1). \]
Similarly, we have \( \| \Phi_2 - \Phi_4 \|_2 = O_p(F_n(r_0^{-1/2})) \) and \( \| \Phi_3 \|_2 = O_p(1) \). Therefore, we get
\[ \| \tilde{V} - V_{cOP L} \|_2 = O_p(F_n(r_0^{-1/2})), \]
which combined with (2.7) and (E.10) yields (E.11). Putting the above discussions and the Slutsky’s Theorem together, the result (3.3) follows.

Appendix F Proof of Theorem 3.2

Before providing the proof of Theorem 3.2, we first present a lemma.
Lemma F.1. To the assumption of Lemma C.2, add that \( r \geq \frac{32 \epsilon s c_2 c_1}{3s c_1 c_3} \ln\left( \frac{4}{\delta} \right) \) with \( \epsilon, \delta \in (0, 1) \). Then, for any \( \epsilon, \hat{w}_t \) obtained from the \( t \)-th iteration of Algorithm 2 satisfies
\[
\left\| A^T \hat{w}_t - \frac{A^T w_t^*}{\lambda} \right\|_2 \leq \epsilon \left\| \frac{A^T w_t^*}{\lambda} \right\|_2,
\]
where \( w_t^* \) is the solution of
\[
\min_{w_t} \frac{1}{2\lambda} \left\| A^T w_t \right\|_2^2 + \frac{1}{2} \left\| w_t \right\|_2^2 - w_t^T b_t.
\]

Proof. The proof can be completed along the line of the proof of Theorem 2.3. Particularly, in this case, Lemma C.2 still holds for \( S = \tilde{S} \), where \( \tilde{S} \) is formed by \( \pi_{i}^{N O P L} \).

Proof of Theorem 3.2. At the \( t \)-th iteration, following the discussion in Remark 3.1 and (F.1), and setting
\[
\Delta_t^* = \frac{A^T w_t^*}{\lambda} = \frac{A^T \hat{z}^*}{\lambda} - \frac{A^T \hat{z}_{t-1}}{\lambda}
\]
and \( \hat{\Delta}_t = \frac{A^T \hat{w}_t}{\lambda} \) as the estimator of \( \Delta_t^* \), we can have
\[
\left\| \hat{\Delta}_t - \Delta_t^* \right\|_2 \leq \epsilon \left\| \Delta_t^* \right\|_2 \quad \text{by (F.1)}
\]
\[
= \epsilon \left\| \frac{A^T \hat{z}^*}{\lambda} - \frac{A^T \hat{z}_{t-1}}{\lambda} \right\|_2
\]
\[
= \epsilon \left\| \frac{A^T (\hat{z}_{t-2} + w_{t-1}')} \lambda - \frac{A^T (\hat{z}_{t-2} + \hat{w}_{t-1})}{\lambda} \right\|_2
\]
\[
\leq \epsilon \left\| \hat{\Delta}_{t-1} - \Delta_{t-1}^* \right\|_2 \leq \epsilon \left\| \Delta_{t-1}^* \right\|_2.
\]

As a result,
\[
\left\| \hat{\Delta}_m - \Delta_m^* \right\|_2 \leq \epsilon \left\| \hat{\Delta}_{m-1} - \Delta_{m-1}^* \right\|_2 \leq \epsilon^m \left\| \Delta_1^* \right\|_2
\]
\[
\leq \epsilon^m \left\| \frac{A^T \hat{z}^*}{\lambda} - \frac{A^T \hat{z}_0}{\lambda} \right\|_2
\]
\[
= \epsilon^m \left\| \frac{A^T \hat{z}^*}{\lambda} \right\|_2 = \epsilon^m \left\| \hat{\beta}_{rls} \right\|_2.
\]

Considering that \( \hat{\beta}_m - \hat{\beta}_{rls} = \hat{\Delta}_m - \Delta_m^* \), the conclusion is arrived.
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