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Abstract

Wireless sensor networks (WSNs) are becoming increasingly utilized in applications that require remote collection of data on environmental conditions. In particular dense WSNs are emerging as an important sensing platforms for the Internet of Things (IoT). WSNs are able to generate huge volumes of raw data, which require network structuring and efficient collaboration between nodes to ensure efficient transmission. In order to reduce the amount of data carried in the network, data aggregation is used in WSNs to define a policy of data fusion and compression. In this paper, we investigate a model for data aggregation in a dense WSN with a single sink. The model divides a circular coverage region centered at the sink into patches which are intersections of sectors of concentric rings, and data in each patch is aggregated at a single node before transmission. Nodes only communicate with other nodes in the same sector. Based on these assumptions, we formulate a linear programming problem to maximize system lifetime by minimizing the maximum proportionate energy consumption over all nodes. Under a wide variety of conditions, the optimal solution employs two transmissions mechanisms: direct transmission, in which nodes send information directly to the sink; and stepwise transmission, in which nodes transmit information to adjacent nodes. An exact formula is given for the proportionate energy consumption rate of the network. Asymptotic forms of this exact solution are also derived, and are verified to agree with the linear programming solution. We investigate three strategies for improving system lifetime: nonuniform energy and information density; iterated compression; and modifications of rings. We conclude that iterated compression has the biggest effect in increasing system lifetime.
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1. Introduction

The term "sensor" may be applied to any device that serves as a bridge between the physical world and the digital world [1]. Wireless sensor networks (WSN) are spatial distribution of sensors that communicate over radio links for the detection of events and the transmission of the collected data to the sink in a given region [2]. The sensors in WSN’s are typically characterized by limited computing power, as well as limited power capacity [2]. Applications of WSN’s include environmental monitoring, health, smart agriculture, smart cities, and so on [3, 4, 5, 6].

The applications of sensor networks have experienced significant growth with the advent of the Internet of things (IoT). IoT includes devices with embedded sensors and a network interface that allows it to interconnect physical and virtual worlds [7, 1]. IoT applications lead to massive connectivity that produces large amounts of data. The collection and the processing of these data require the implementation of robust methods that maintain the availability of network resources [8].

Data aggregation is a mechanism used in WSNs to reduce the amount of data that is being transmitted over the network, which has the benefits of reducing power consumption (thus extending network lifetime), reducing transmission delays, and increasing security of data transmission [9].

Many studies use a network configuration composed of a sink deployed at the center of network, and source nodes distributed throughout the area of interest. The source nodes are responsible for sensing and transmitting the information collected to the sink using single-hop or multi-hop transmission [10, 11]. An alternative configuration consists in integrating multiple sinks [12, 13]. The architecture where the mobility is included into the network has also been the subject of studies in [14, 15]. Since source nodes generally spend more energy during communication, another form of network model is to divide it into small hexagonal cells [16]. In the same vein, network models integrating fog computing and the cloud are also used to limit long distance communications between nodes [17]. The definition of the network model also requires specifying the homogeneous or heterogeneous character of nodes [18].

Whatever the configuration adopted, typically the source nodes in the network are generally partitioned into clusters [19, 20, 21]. The idea is to deploy source nodes around the cluster...
heads (CHs), which merge data collected from the cluster members and transmit it to the sink. Note here that the transmission can be done directly from the CH to the sink or by multi-hop through other CHs [13].

The main challenge in partitioning the network into clusters lies in the specification of a scheme for election of CHs that optimizes the WSNs performance in terms of reducing latency and/or maximizing system lifetime. Election schemes that have been used previously include random selection, as well as algorithms that take into account the residual energy of the nodes, the election threshold probability, the distance between the CH and its members, the distance between CH and the sink, or some combination of these mechanisms [20, 19].

Furthermore, since data aggregation aims to improve the use of network resources, many studies have focused on network lifetime extension [7, 3, 20, 21, 22, 19]. Other topics that have been investigated include utilization of data compression in order to reduce the overload of nodes as well as those of transmission links [23, 24, 25, 26, 27]. Redundant data elimination [28, 29], latency and packet transmission delay minimization [30, 31, 32, 16, 33], routing path selection [34, 35, 36, 37], interference reduction between nodes [32, 16], and data forwarding with confidentiality and integrity preservation [38, 39, 40, 41]. Solution methods include linear programming [32], approximation algorithms [32], machine learning [42, 43], genetic algorithms [44], machine learning algorithms [45, 46, 47] and techniques from cryptography as elliptic curves [38, 39].

In this paper, a data aggregation approach for network lifetime extension and data fusion is investigated for a WSN where sensors are densely (but not necessarily uniformly) distributed around a single sink in a circular region. Unlike many previous studies that seek to identify individual CHs and/or transmission paths based on the locations of individual source nodes, we assume a dense, continuous model in which the sources node locations are not specifically identified. In order to understand the factors that influence network lifetime, we propose a simple network structure that uses rings and sectors to divide the region into patches, such that sensor data in each patch is aggregated at a single node (which may change over time), before transmission towards the sink either directly or via other nodes. Lifetime optimization is formulated as a linear programming problem, and solutions are computed for a variety of network parameters to determine characteristics of the optimal information flow. Based on these characteristics, a theoretical expression for optimal flow is derived under general conditions on the system parameters, as well as theoretical and approximate expressions for the system depletion rate (which is inversely proportional to the system lifetime). These approximate expressions give insight into possible strategies for improving system lifetime, which are also verified against the linear programming solutions.

The remainder of this paper is organized as follows. Section 2 discusses related work on network lifetime optimization and data aggregation. Section 3 presents our ring-sector model, together with linear constraints on the model. Section 4 formulates the WSN lifetime optimization problem, and gives theoretical analysis including exact and approximate solutions for a wide class of system parameters. Section 5 describes the numerical simulations which confirm and clarify the theoretical results. Section 6 summarizes the research and draws final conclusions.

2. Related work

The main focus of this paper is on schemes for aggregation and transmission of the information that is gathered at source nodes and sent to the sink, such as to minimize power consumption and extend the lifetime of the WSN. Before presenting our results, we first review previous research concerned with extending lifetime of WSNs.

The low-energy adaptive clustering hierarchy (LEACH) protocol for data aggregation proposed by [20, 48] is widely used to reduce energy dissipation of WSNs. The main idea behind this protocol is to avoid direct transmission of the information to the sink, since this leads to high energy consumption. For this purpose, LEACH organizes sensor nodes around cluster heads (CH). The CHs perform data collection, and compression of the information from all other sensors in the cluster, and then transmits the aggregated information to the sink [21, 18]. The LEACH protocol is performed in two phases: the cluster setup phase, in which CHs are selected; and the steady state phase, where aggregation and further communication with the sink is accomplished. These two phases are iterated, so that the CHs vary from iteration to iteration.

LEACH does have some drawbacks. Since LEACH selects CHs randomly, it does not take into account the residual energy of cluster members. Another problem with LEACH is that the number of CH nodes is not fixed as a result of stochastic selection. To improve CH selection, a modification of LEACH was proposed in [19] which uses three-level CH selection based on a genetic algorithm. This modified approach takes residual energy of cluster members into account, as well as the distance from the CH to the sink.

A hierarchical cluster-based routing (HCR) data aggregation method where the network configuration of CHs is sent to source nodes from the sink is designed in [44]. The method includes a genetic algorithm that generates cluster distributions according to a given number of transmissions which optimizes the energy of the network. Even if the proposed evolutionary algorithm improves the energy consumption of the network, the stability of the network is affected due to the abstract design of the fitness function, as pointed out in [59].

A hexagonal structure based data aggregation clustering algorithm is proposed in [49] as a means to prolong network lifetime. The first election of CH is performed randomly. To be re-elected, the CH broadcasts an election message to sensor nodes within one hop distance of its position, in which it specifies its residual energy, location and the average distance to nodes in its vicinity (in one hop). All other cluster members also send election requests in the same way. The final CH is one of the nodes that is close to the CH and has high residual energy and minimum average distance to his neighbors. Compare to LEACH protocol, this cross-layer cluster-based energy-efficient
protocol (CCBE) proposed gives better network lifetime extension. However this method requires significant overhead.

A learning automata-based aggregation (LAG) which combines the residual energy of sensor, the number of hops from source node to sink and the dynamic context of a network was proposed in [56] to intelligently find the best path to forward data to the sink. To cope with network context change, each node is equipped with learning automata which help him to select the right hop for data transferring to the sink. This means that each sensor node adapts the context for sending information according to changes in the network [57]. By introducing intelligence the proposed method aims to enhance data aggregation and network load balancing simultaneously. However the analysis shows that this mixture increase the delay time of packet forwarding.

Different machine learning tools of varying sophistication have been used to optimize data aggregation in WSNs. An overview of such methods is given in [43, 44]. For instance, a three-layer neural network mixed with Mahalanobis distance was propose in [45] for extreme learning in order to increase the number of live nodes in the network and clustering accuracy. The intelligence provided by machine learning allows to include context awareness into data aggregation using some powerful tools as Q-learning [46, 47]. The main challenge in the use of machine learning methods lies in the computation time involved.

For heterogeneous WSNs, the distributed energy-efficient clustering (DEEC) algorithm was proposed in [18]. To maintain a higher number of live nodes over time, each sensor node determines itself at each election round if it can be CH or not using his residual energy, the average energy of the network and the weighted probability threshold. Although this protocol reduces the network energy expenditure, the election strategy does not include multi-hop transmission between clusters and dynamic context of a node during the selection phase of CHs as indicated in [11]. Various alternative implementations of DEEC can be found in [55].

An extension of LEACH protocol called advanced LEACH (Ad-LEACH) which may be applied in heterogeneous routing context is proposed in [55]. The idea is to group the nodes into static clusters of small sizes in order to limit the energy consumed during broadcast transmission over a long distance. Another reason is to reduce the complexity of cluster management. Two types of nodes compose the network: advanced nodes and the normal nodes. Advanced nodes have more energy than the normal nodes. Despite the improvement brings out by Ad-LEACH, there still a challenge in generating network structure that uniformly controls the energy expenditure of each sensor node, as highlighted in [60]. Network structure control is developed in [60] using a genetic algorithm which implements two operations for chromosome validation to check if each node within the chromosome is available and has sufficient energy before applying the fitness function. These operations are needed to avoid introducing infeasible solutions into the population.

The above studies all deal with the case of a single sink. To handle the case of multiple sinks, [12] utilizes linear programming and multicommodity flow. Alternatively, reference [57] uses forest data aggregation to handle the case of multi-sink: however, performance analysis shows that the energy gain tends to decrease as the number of sinks increase. Reference [13] uses mixed-integer programming and min-max optimization, and is implemented on a network architecture that relies on fog computing, such that several nodes are introduced in order to route data from the source node to the desired destination. A survey of data aggregation algorithms for WSNs with multiple sinks may be found in [56].

In order to reduce the number of comparisons of similar data transmitted to the sink, the k-means prefix frequency filtering (KPFF) data aggregation was proposed in [29]. The method is a combination of the k-means algorithm and the prefix frequency filtering (PFF) algorithm previously proposed in [50]. The first step of the approach is to use the k-means algorithm at the level of data, and then apply the PFF to perform clustering. In this approach, k-means can be seen as preprocessing which helps the algorithm to reduce the computation time required to eliminate redundant data. The proposed scheme decreases the percentage of data that is forwarded to the sink, consequently reducing the data latency as well as the energy consumption of the network. However, as pointed out in [51], PFF which is the main part of this method provides poor energy conservation.

Redundant data is reduced in [28] using pattern codes for better bandwidth utilization and energy efficiency. In fact, to accommodate node failures, sensor nodes are commonly deployed at high density. This generally leads to overlapping sensing radii which causes the sending of similar data to the CHs by multiple sensor nodes. Instead of checking redundant data at the CH level, the proposed energy-efficient secure pattern based data aggregation (ESPDA) generates pattern codes corresponding to the characteristics of data sensed which allows the coordination of sleeping and active states of overlapping sensing ranges. As a result, a reduced amount of encrypted data is transmitted to the cluster head, leading to better bandwidth utilization and network lifespan saving. However the global gain offering by the compression code and the related intra-cluster communication cost were not be evaluated in the proposed study, as they were in [25]. Moreover, this aggregation algorithm does not address the problem of errors in data transmission and the data compression ratio.

Data compression is one of the features used in data aggregation to reduce traffic on links between nodes. Along these lines, [23] first gives a mixed-integer programming formulation of compressed sensing aggregation, then proves its NP-completeness, and finally proposes a greedy heuristic for its resolution. Four data collection mechanisms are utilized: non-aggregated data collection, where no compression is performed to initial raw data; plain compressed sensing aggregation, which requires each link to carry k samples; lossy data aggregation, which extracts statistically certain quantities of information in data transmitted by source nodes; and hybrid compressed sensing aggregation, which combines the non-aggregated and plain compressed sensing mechanisms. However, the proposed scheme induces a high computational load, and compressed sensing reconstruction errors are not investi-
gated in this study. The latter deficiency is addressed in the compression scheme of [24]. A robust compression model that includes data prediction as in [25][26]. A summary of the literature on data compression in WSNs may be found in [27].

3. System model

In this paper, we consider a sensor network with a single sink which functions as sink node, and with sensors densely distributed in a circular region surrounding the sink. The model takes into account the possibility that sensor densities and residual energy may vary throughout the region.

In the following subsections we describe in detail the geometry of the model, and the mathematical constraints governing the model’s behavior.

3.1. Geometry of the ring model

The ring model for the dense sensor network is shown in Figure 1. The sink is located at a stationary position in the center of the network and sensor nodes are randomly distributed within a circular region centered at the sink. The region’s area is divided into \(N\) concentric annuli (rings) centered on the sink node. Each ring is divided into \(S\) sectors, thus dividing the entire circular region into \(N \times S\) patches shaped like curved rectangles (see Figure 1), plus a circle at the center. We suppose that all of the sensors within each patch send their information to a single CH node at the center of the patch, which then transmits the information towards the sink. This node may itself be a sensor: if so, then nodes may change over time in order to equalize the power load among sensors in the patch. We also suppose that no information is transmitted between sectors: instead, information is passed between the central nodes in each sector. Sector boundaries may also rotate over time, so that specific patches change over time. However, the geometry is preserved, and at any given time there is no information transfer between sectors. Since the different sectors don’t interact, we can solve for the power and information flow for each sector independently.

3.2. Line-of-nodes representation of ring sectors

We shall suppose that the inner radius of the \(j\)th ring is \(r_j = (j - 1/2)d, \ j = 1, \ldots, N\). so that patch centers are located at radii \(d, 2d, 3d, \ldots\). In this case, the model for each sector can be represented schematically as a sequence of \(N + 1\) equally-spaced nodes with interval \(d\). These nodes transmit information between themselves, such that eventually all the information is transmitted to node 0.

We define additional notation as follows (note that index \(j\) ranges from 1 to \(N\), and the index \(i\) ranges from 0 to \(N\)):

- \(a_j \geq 0\) is the information per time associated with node \(j\) which is to be transmitted the sink;
- \(b_j\) is the compression applied to all information sent by node \(j\) \((0 < b_j \leq 1)\);
- \(c_j \geq 0\) is the current energy capacity left in node \(j\);

3.3. Constraint equations for line-of-nodes model

Given the model representation described in Section 3.2, the equations governing the behavior of the information transfer in the line-of nodes as follows. We suppose that the values \(a_j, b_j, \) and \(t_{ij}\) remain approximately constant over the time interval of interest. The total information processed by node \(j\) per time is equal to the information originating from \(j\) (i.e. \(a_j\)) plus the information per time that flows into node \(j\) from other nodes. This information is compressed at rate \(b_j\), and then subsequently transmitted to other nodes. This relationship between inflowing and outflowing information for each node gives an equality constraint for each node \(j\), \(j = 1, \ldots, N\) as follows:

\[
\sum_{i=0}^{N} x_{ij} = b_j \left( a_j + \sum_{i=1}^{N} x_{ji} \right), \ j = 1, \ldots, N \tag{1}
\]

We also put a nonnegativity constraint on the information flows \(x_{ij}\), and prohibit flows from nodes to themselves:

\[
x_{ij} \geq 0; \ x_{ii} = 0, \quad 0 \leq i, j \leq N. \tag{2}
\]

In the case where \(b_j = 1\) for all \(j\), we may add together the \(N\)
4. **System optimization**

Given the constraints expressed in (1), (2), (4), we may now formulate different optimization problems for the system. In this section we consider two separate optimization problems: (1) minimize total power consumption; (2) maximize network lifetime.

4.1. **Minimization of total power consumption**

First, we consider the problem of minimizing the total power consumption of the network, which may be formulated as follows:

\[
\text{Minimize } P_{tot} := \sum_{i=0}^{N} \sum_{j=1}^{N} t_{ij} x_{ij} \text{ Subject to constraints (1), (2), (4).}
\]

This problem may be solved by considering information from each node \( n_j \) independently, and finding the transmission path from \( j \) to 0 that minimizes total power. Given the transmission path \( n_M, n_{M-1}, \ldots, n_0 \) where \( n_0 = 0 \), then the power required to send 1 unit of information per time along that path is:

\[
\text{Total per-unit power for node } n_M = t_1 \sum_{m=1}^{M} (\prod_{\ell=m}^{M} b_{\ell}).
\]

where \( t_1 \) is the energy required to transmit one unit of information between adjacent nodes. In the usual case, the transmission coefficient \( t_{ij} \) is a convex function of \(|i-j|\). In this case, the minimum-energy path from \( j \) to \( 0 \) will be \( j, j-1, \ldots, 0 \), so that the energy required for node \( j \) to send information at rate \( a_j \) is

\[
\text{Total power for info. from node } j = t_1 a_j \sum_{m=1}^{j} (\prod_{\ell=m}^{j} b_{\ell}).
\]

It follows that the minimum total power expenditure for all nodes is:

\[
P_{tot,\text{min}} = t_1 \sum_{j=1}^{N} a_j \sum_{m=1}^{j} (\prod_{\ell=m}^{j} b_{\ell})
\]

This solution leads to very uneven power consumption among nodes, since all information from nodes greater than \( j \) passes through node \( j \). The power expenditure for node \( j \) may be computed explicitly as follows:

\[
\text{Power expended by node } j = t_1 \sum_{m=0}^{N-j} a_{jm} (\prod_{\ell=m}^{N-j} b_{\ell}).
\]

In the case where information compression is constant for all nodes (i.e. \( b_j := \beta \forall j \)), expression (10) simplifies to

\[
\text{Power expended by node } j \text{ at constant compression} = t_1 \sum_{m=0}^{N-j} a_{jm} b_m^{j+1}.
\]

In the case where sensors are uniformly distributed, then \( a_{jm} \) is proportional to the area of a patch in the \( j \)th ring shown in Figure 1 which is proportional to \( j \). This implies \( a_{jm} = ja_1 \)

which leads to

\[
\text{Power expended by node } j \text{ at constant compression and density} = \frac{\beta t_1 a_1}{(1-\beta)^2} \left[ \frac{1}{2} \left( N(N+1) - j(j-1) \right) \right] \left( \beta > 1 \right)
\]

Thus when no compression is present, the power consumption of nodes in the first ring is roughly proportional to the square of the number of rings.

4.2. **Maximization of network lifetime**

In the case where nodes’ energy capacities are limited, the network can no longer function when any node’s energy reserve is depleted. Maximizing the remaining network lifetime is equivalent to minimizing the maximum depletion rate, where the depletion rate of a node is given by the node’s power consumption divided by the node’s remaining energy capacity. Using the terminology defined above, the power consumption of node \( j \) is given by

\[
\sum_{i=0}^{N} t_{ij} x_{ij} / c_j.
\]

The lifetime of node \( j \) at this level of power consumption is

\[
\left( \sum_{i=0}^{N} t_{ij} x_{ij} / c_j \right)^{-1}.
\]

Thus system lifetime may be maximized by solving the following optimization problem:

Minimize \( \Phi \), subject to constraints (1), (2), (4) and

\[
\Phi \geq \sum_{i=0}^{N} t_{ij} x_{ij}, j = 1, \ldots, N
\]

\[
(12)
\]
We will refer to $\Phi$ in (12) as the system’s depletion rate, since the system lifetime is $\Phi^{-1}$. This solution to (12) may be readily found using linear programming. In order to explore the dependence of solutions on system parameters, we make the following assumptions on node parameters’ dependence on location:

\[ a_j = k_a j^\alpha; \]
\[ b_j = \beta, \ 0 < \beta \leq 1; \]
\[ c_j = k_c j^\gamma, \]  

where $\alpha, \beta, \gamma, k_a, k_c$ are constants. We also assume a power law for transmission power with exponent $\lambda$:

\[ t_{ij} = k_t \cdot \text{dist}(i, j)^\lambda, \]  

where $\text{dist}(i, j)$ is the distance from node $i$ to node $j$. Assuming that the nodes are uniformly spaced with spacing $d$, we have:

\[ \text{dist}(i, j) = d \cdot |i - j|. \]  

In the simulations, distances are normalized so that $d = 1$. In addition, the proportionality constants $k_a, k_c$, and $k_t$ are chosen so as to present results in a scale-invariant manner. Specifically, values are set as follows:

\[ k_a = \frac{\pi N^2 (d + 1/2)^2}{\sum_{j=1}^{N} j^\alpha}; \quad k_c = \frac{\pi N^2 (d + 1/2)^2}{\sum_{j=1}^{N} j^\gamma}; \quad k_t = 1. \]  

The normalizations $k_a, k_c$ for $a_j$ and $c_j$ respectively guarantee that the information density (information per area) and power capacity density (power capacity per area) over all nodes are both equal to 1. Due to the linearity of the model, solutions for other values of $k_a, k_c$, and $k_t$ retain the same functional form, and can be obtained by simple scaling.

As will be shown in Section 3, for a wide range of the system parameters $\alpha, \beta, \gamma, \lambda$ defined in (13) and (14), the solutions to the optimization problem (12) utilize only direct and stepwise transmission: in other words, $x_{ij} = 0$ unless $i = 0$ or $i = j - 1$. Furthermore, in these solutions it was found that all nodes have the same depletion rate in these solutions. In the following, the stepwise flow from node $j$ to node $j - 1$ is denoted as $y_j$, and the depletion rate is denoted as $\Phi$.

![Nodes information flow](image)

**Figure 2: Nodes information flow**

In Fig. 3 we illustrate how the information flows in a single node. The figure may be summarized as follows:

- The information into to node $j$ is $y_{j+1}$
- The information out from node $j$ is $b_j(a_j + y_{j+1})$. As we say previously $b_j$ is the compression factor.

- The information passed from node $j$ to node $j - 1$ is equal to $y_j$.
- The information passed from node $j$ directly to node 0 (the sink) is $b_j(a_j + y_{j+1}) - y_j$.

![Single node information flow processing](image)

**Figure 3: Single node information flow processing**

The two outflowing branches in Figure 3 are associated with power flows $y_j$ and $(b_j(a_j + y_{j+1}) - y_j)^{1/4}$ respectively, so that the total power consumption for node $j$ is

\[ y_j d^4 + (b_j(a_j + y_{j+1}) - y_j)^{jd^4} \quad (j = 1 \ldots N - 1). \]  

Since we are assuming that the depletion rate $\Phi$ is equalized for all nodes, it follows that $c_j\Phi$ is the power consumption at node $j$. Setting (17) equal to $c_j\Phi$ and rearranging gives

\[ y_j(1 - j^4) + y_{j+1}b_jj^4 = c_jd^4\Phi - b_ja_jj^4 \quad (j = 1 \ldots N). \]  

The first $N - 1$ of these equations may be expressed in matrix form as:

\[
\begin{bmatrix}
1 & 0 & \cdots & \cdots & \cdots & -c_1d^{4}\Phi \\
(1 - 2^4) & 2^4b_2 & 0 & 0 & \cdots & -c_2d^{4}\Phi \\
0 & \cdots & \cdots & 0 & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & (1 - N^4) & -c_Nd^{4}\Phi \\
\end{bmatrix}
\begin{bmatrix}
y_2 \\
y_3 \\
\vdots \\
\vdots \\
y_N \\
\end{bmatrix}
= 
\begin{bmatrix}
c_1d^{4}\Phi - b_1a_1 \\
c_2d^{4}\Phi - b_2a_22^4 \\
\vdots \\
\vdots \\
c_Nd^{4}\Phi - b_Na_NN^4 \\
\end{bmatrix}
\]

With the following definitions:

\[ p_j = \frac{c_j}{b_j} (jd)^{-4} \]
\[ q_j = \frac{(1 - j^4)}{b_j} \]
\[ w_j = p_j\Phi - a_j. \]

we may rewrite (19) as:

\[
\begin{bmatrix}
1 & 0 & \cdots & \cdots & 0 \\
-\quad q_2 & 1 & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & -q_{N-1} & 1 \\
\end{bmatrix}
\begin{bmatrix}
y_2 \\
y_3 \\
\vdots \\
\vdots \\
y_N \\
\end{bmatrix}
= 
\begin{bmatrix}
w_1 \\
w_2 \\
\vdots \\
\vdots \\
w_{N-1} \\
\end{bmatrix}
\]
This subdiagonal matrix equation may be solved by forward substitution:

\[ y_j = w_{j-1} + q_j y_{j-1}, \]  

which gives

\[
\begin{align*}
  y_2 &= w_1; \\
  y_3 &= w_2 + q_2 y_2; \\
  y_4 &= w_3 + q_3 y_2 + q_4 y_3; \\
  y_5 &= w_4 + q_4 y_3 + q_5 y_2 + q_6 y_4; \\
  &\vdots
\end{align*}
\]

In general we may write:

\[ y_j = w_{j-1} + \sum_{k=1}^{j-2} (\prod_{\ell=k+1}^{j-1} q_\ell) w_k \]  \hspace{1cm} (24)

Since \( y_{N+1} = 0 \), we have from (18) that

\[ y_N (1 - N^{-j}) = c_N \Phi + b_N a_N N^j \]

\[ \implies y_N = -w_N / q_N \]  \hspace{1cm} (25)

Setting (24) with \( j = N \) equal to (25) gives:

\[ 0 = w_N + \sum_{k=1}^{N-1} (\prod_{\ell=k+1}^{N} q_\ell) w_k \]  \hspace{1cm} (26)

Substituting the expressions for \( w_j \) from (20) yields

\[ \Phi = \frac{a_N + \sum_{k=1}^{N-1} (\prod_{\ell=k+1}^{N} q_\ell) a_k}{p_N + \sum_{k=1}^{N-1} (\prod_{\ell=k+1}^{N} q_\ell) p_k} \]  \hspace{1cm} (27)

which may be written very succinctly as:

\[ \Phi = \frac{\vec{a} \cdot \vec{\phi}}{\vec{p} \cdot \vec{\phi}} \]  \hspace{1cm} (28)

where

\[
\vec{a} := [a_1, a_2, \ldots, a_N]
\]

\[
\vec{p} := [p_1, p_2, \ldots, p_N]
\]

\[
\vec{\phi} := [\phi_1, \ldots, \phi_N]
\]

and

\[
\phi_j := \begin{cases} j & \text{if } j < N \text{ entries} \\ 1 & \text{if } j \geq N \text{ entries} \end{cases}
\]

Given these expressions, we may also write the stepwise flow as

\[ y_j = \phi_j^{-1} (\Phi \vec{p} - \vec{a}) \cdot [\phi_1, \ldots, \phi_i, 0, \ldots, 0]. \]  \hspace{1cm} (31)

When the parameters \( a_j, b_j, c_j \) have the functional form given by (13), we may find an approximate analytical expression for \( \phi_j \) as follows. If we define

\[ Q(j) := \prod_{k=2}^{j} (1 - k^{-1}), \]  \hspace{1cm} (32)

It follows that

\[
Q(j + 1) = (1 - N^{-j}) Q(j)
\]

\[ \implies \frac{dQ}{dj} = -j^{-2} Q(j) \]

\[ \implies Q(j) \approx Q_0 \exp \left( \frac{-j^{-2}}{1 - \lambda} \right) \]  \hspace{1cm} (33)

From (28) we may obtain (using the definition of \( p_j \) in (20))

\[ \Phi = \frac{\vec{a} \cdot \vec{\phi}}{\vec{p} \cdot \vec{\phi}} \approx \frac{\beta d^k}{k_c} \sum_{j=1}^{N} j^j \beta^j \exp \left( \frac{-j^{-z}}{1 - \lambda} \right) \]  \hspace{1cm} (34)

where we have replaced \( k_d \) and \( k_c \) with the expressions in (16). It is clear from (34) that the relative sizes of \( \alpha, \gamma, \) and \( r - \lambda \) are key in determining the behavior of \( \Phi \) as \( N \) becomes large. In the typical case, \( \alpha = \gamma = 1 \) and \( \lambda = 2 \), which implies that the numerator of (34) grows much more rapidly than the denominator so that \( \Phi \) increases rapidly with increasing \( N \).

To further explore the behavior of \( \Phi \) when \( N \) is large, we may distinguish two practical situations: low compression, corresponding to \( \beta^N \approx 1 \); and high compression, corresponding to \( N^j \beta^N \gtrsim 0 \). In the low-compression case where \( \beta^N \approx 1 \), we may use \( \beta^j \approx 1 - j(1 - \beta) \) in (34) to convert all summed expressions to polynomials in \( j \). We may also approximate sums with integrals: keeping up to first-order terms in \( 1 - \beta^N \) and \( N^{1-j} \), we obtain:

\[ \Phi \approx \frac{\beta \tilde{N} d^1}{\gamma + 1} \cdot \left( 1 - c_1 (1 - \beta^N) - c_2 N^{1-j} \right). \]

\[ \begin{cases} 
\frac{(\gamma - \lambda + 1)}{1 - c_3 N^{1-j} - c_4 N^{r-j-1}} & (1 + \gamma - \lambda > 0); \hspace{1cm} (35) \\
\frac{1}{\log N + c_5 N^{1-j} - c_6 N^{2-j} - c_7} & (1 + \gamma - \lambda = 0).
\end{cases} \]
where
\[ \tilde{N} := N + 0.5; \]
\[ c_1 := \frac{\alpha + 1}{\alpha + 2}; \]
\[ c_2 := \frac{(\alpha + 1)}{(\lambda - 1)(\alpha - \lambda + 2)}; \]
\[ c_3 := \frac{(\alpha + 1)}{(\lambda - 1)(\gamma - 2\lambda + 2)}; \]
\[ c_4 := \frac{1}{(\lambda - 1)(\gamma - 2\lambda + 2)}; \]
\[ c_5 := \frac{1}{(\lambda - 1)^2}; \]
\[ c_6 := \frac{1}{4(\lambda - 1)^3}; \]
\[ c_7 := -\frac{2^{\gamma - 1}}{(\lambda - 1)^2} + \frac{4^{1-2}}{(\lambda - 1)^3} + \log 2. \]

In the high-compression case, the two sums involving \( \beta^j \) in (34) both converge as \( N \to \infty \). This means that \( \Phi \sim N^{\gamma-\alpha} \) as \( N \to \infty \), when \( \beta < 1 \).

5. Simulation Results

5.1. Overview

In this section, we conduct several simulations in order to evaluate the proposed data aggregation schemes. All simulations represent circular region where the sink is deployed in the center and the radius is known. First we vary the system exponents \( \alpha, \gamma, \lambda \) and compression \( \beta \) to characterize their effects on the optimal system solution’s transmission characteristics. Next we investigate the effect of these parameters on the depletion rate (which determines system lifetime). Finally, we investigate scaling properties as the number of rings \( N \) and distance between rings \( d \) are varied.

The system parameter ranges used in the simulations are shown in Table 1.

![Table 1: Simulation parameters](image)

| Parameter | Significance | Baseline value | Range          |
|-----------|--------------|----------------|----------------|
| \( \alpha \) | Info. density exponent | 1 | [0, 3] |
| \( \beta \) | Compression ratio | 1 | [0.5, 1] |
| \( \gamma \) | Capacity exponent | 1 | [0, 3] |
| \( \lambda \) | Transmission exponent | 2 | [1, 3] |
| \( N \) | Number of rings | 20 | 5, ..., 20 |
| \( d \) | Ring spacing | 1 | [1/N, 1] |

5.2. Transmission characteristics’ dependence on system parameters

In the first series of simulations, baseline values were first set for all parameters, and then individual parameters were varied one by one while keeping other parameters fixed. Baseline parameter values and parameter ranges are shown in Table 1.

Figure 9 shows the results of simulations. Figures (a), (b), (c), (d) correspond to four sets of simulations in which values of \( \alpha, \beta, \gamma, \lambda \) respectively are varied from baseline values. Each set of simulations uses two different values of the varied parameter, as described in Table 1. For each of the four sets of simulations, three graphs are given. The first graph (on the left) shows amount of direct and stepwise information transmitted by each of the \( N \) nodes in the system. For node \( j \), these values correspond to \( x_{0,j} \) and \( x_{j-1,j} \) respectively as defined in Section 3.2. These values are plotted on the \( y \) axis versus node relative position on the \( x \) axis, where the relative position of node is given by \( j/N \) (e.g. the farthest node is at relative position 1). The second graph (center) shows direct and stepwise power transmitted by node \( j \) for \( 1 \leq j \leq N \), which corresponds to \( t_{0,j}x_{0,j} \) and \( t_{j-1,j}x_{j-1,j} \) respectively as defined in Section 3.2. The third graph (right) shows node depletion due to direct and stepwise information transmission for each node \( j \) for \( 1 \leq j \leq N \), which corresponds to \( t_{0,j}x_{0,j}/c_j \) and \( t_{j-1,j}x_{j-1,j}/c_j \) respectively as defined in Section 3.2. In each of the three graphs, the sums of direct plus stepwise values for each node are also given.

It was observed that in all optimal solutions simulated, all transmission is either direct or stepwise: in other words, \( x_{ij} = 0 \) unless \( i = 0 \) or \( i = j - 1 \). This is reflected in the constant per-node depletion rate due to direct plus stepwise transmission observed in the third graph in all four series of graphs. This constant depletion rate is equal to the system depletion rate \( \Phi \) defined in Section 4.3.

We may also notice consistent patterns in the information flow graphs (on the left) for all simulations. Directly transmitted information from node \( j \) consistently decreases as the node’s relative position increases. This is reasonable, since a larger relative position means that direct transmission has a higher power cost. In contrast, both stepwise information flow and total information flow consistently rise and then fall with increasing node index, where the maximum stepwise flow is typically reached between relative position 0.4–0.8. This is due to multiple aggregation along the line of nodes, so that node \( j \) is not only transmitting its own information but also that of higher nodes. As the node index approaches 0, due to increasing direct transmission the information passed to lower nodes decreases, leading to a reduction in overall information transmission for small node indices.

In the following paragraphs, we will discuss the implications of Figures 9(a), (b), (c), and (d) for the influence of parameters \( \alpha, \beta, \gamma, \lambda \) respectively on system behavior.

From Figures 9(a) it is evident that the information density exponent \( \alpha \) has little effect on the network’s transmission characteristics for \( 0.5 \leq \alpha \leq 3 \). This is somewhat surprising, because a larger value of \( \alpha \) is associated with larger information density that is far from the sink, and one would expect that more energy would be required to convey information to the sink, thus increasing depletion rate. However, this result validates (35), which shows that \( \Phi \) is nearly independent of \( \alpha \) when \( \beta = 1 \). The main effect of increasing \( \alpha \) within this range is to increase the stepwise transmission, while the increase in stepwise power consumption is offset by a decrease in power consumption from direct transmission. Note that although more
information is sent stepwise than directly, the direct power consumption is much higher. Recall that the power consumption is not equal for all nodes, because the power capacity increases linearly with node index since \( \gamma \neq 1 \).

Figures 9(b) show the effect of data compression on system information and power flows. The information flow plot shows that with 50% compression, the direct information flow reduced by a factor of 10. Since most of the power consumption is due to direct information flow, this serves to reduce power consumption (as well as depletion rate) by a factor of 10. As in the first series of graphs, the stepwise information flow achieves its maximum at an intermediate node with relative location close to 0.5.

Figures 9(c) show the effect of energy capacity exponent \( \gamma \) on the system. From this figure, we observe that \( \gamma \) has great influence in stepwise transmission. When \( \gamma = 3 \), most of the energy capacity is contained in the nodes that are far from the sink, so they can expend much more energy and still preserve the same depletion rate as closer nodes. In this case, almost all information transmission is direct, as shown in the first graph in the row. However, when \( \gamma = 0 \) there is much less energy capacity density far from the sink, and the system relies mostly on stepwise transmission to compensate. Overall, the larger value of \( \gamma \) gives rise to a depletion rate that is about 3 times larger, because direct transmission consumes more power than stepwise transmission.

Figures 9(d) show the effect of the transmission power exponent \( \lambda \) on the system. Larger values of \( \lambda \) mean that direct transmission becomes increasingly costly compared to stepwise transmission, especially for nodes with high index. This is reflected in figure that shows information flow, which indicates that direct transmission for \( \lambda = 3 \) is much larger than for \( \lambda = 1.1 \), especially for nodes with relative location near 1. When \( \lambda = 1.1 \), much of the information is sent directly, which also reduces the need for stepwise transmission, which has the effect of further lowering the power consumption. Altogether, the depletion rate for the system with \( \lambda = 3 \) is about 10 times higher than the depletion rate for \( \lambda = 1.1 \).

5.3. Effect of system parameters on system lifetime

In this subsection we present several plots that display the effect of system parameters on depletion rate \( \Phi \), which is inversely proportional to system lifetime. Several of the plots are heat maps that show how the magnitude of \( \Phi \) varies as a function of two system parameters, thus elucidating interactions between parameters.

Figure 5 shows how the information density exponent \( \alpha \) and energy capacity density exponent \( \gamma \) influence the depletion rate \( \Phi \), when \( \gamma < 2 \), then \( \alpha \) has very little effect on \( \Phi \). On the other hand, \( \Phi \) decreases steadily with decreasing \( \gamma \) for all values of \( \alpha \); for example, increasing \( \gamma \) from 1 to 0 reduced \( \Phi \) by a factor of about 3, independent of the value of \( \alpha \). This shows that a smaller energy capacity exponent (corresponding to a higher energy capacity density near the sink) is associated with a longer system lifetime.

Figure 6 shows how the compression factor \( \beta \) and energy capacity density exponent \( \gamma \) influence the depletion rate \( \Phi \). It is clear that reducing \( \beta \) produces large reductions in the depletion rate, especially when \( \gamma \) is small. In the next graph, the smallest value of \( \Phi \) attained (corresponding to \( \beta = 0.5, \gamma = 0 \)) is over 100 times smaller than the largest value (corresponding to \( \beta = 1, \gamma = 3 \)). In the default case where \( \gamma = 1 \), then reducing \( \beta \) from 1 to 0.5 reduces \( \Phi \) by a factor of about 13.

Figure 6(c) shows the joint dependence of \( \Phi \) on the energy density exponent \( \gamma \) and the transmission exponent \( \lambda \). The depletion rate increases with increasing \( \lambda \), especially when \( \gamma \) is large: for example, when \( \gamma = 3 \), then the depletion rate for \( \lambda = 3 \) is about 100 times larger than for \( \lambda = 1.1 \). This may be attributed to the fact that when \( \lambda \) is increased, long-distance transmission becomes increasingly expensive: and when \( \gamma \) is increased, an increasing proportion of the transmission is direct rather than stepwise as shown in 9(c).
5.4. Depletion rate as a function of coverage area and number of rings

Figure 7 presents the depletion rate as a function of coverage area, where the inter-node distance is fixed at 1, in other words the ring radii increase with increment 1. Two different values of the compression rate $\beta$ are shown, while other parameters take their baseline values. The depletion rate computed using the linear programming formulation in (12) is compared with the theoretical equation (27) and the two approximations (34) and (35). The figure shows that depletion rate increases with the number of rings, in good agreement with both approximations. According to (35), when $\beta \approx 1$ the rate of increase is nearly proportional to $N\lambda$; and when $\beta < 1$, the depletion rate tends towards a constant value for large $N$.

Figure 8 the effect of increasing the number of nodes $N$ (corresponding to the number of rings) while maintaining a constant coverage area by choosing $d = 1/(N + 0.5)$. Once again the depletion rate computed using linear programming is compared with the theoretical equation (27) and the two approximations (34) and (35). Two different values of $\gamma$ are used, while other parameters take baseline values. The figure shows that increasing the number of rings gradually reduces depletion rate, in very close agreement with (34) and fairly close to (35), especially for larger values of $N$. According to the approximation in (35), this decrease goes approximately as $\log N$ when $\gamma = 1$, and tends towards a constant value when $\gamma = 1.5$.

6. Conclusion

In this paper, we present a thorough analysis of a particular model of data aggregation for dense WSN’s. The model employs a ring-sector division of the coverage area, so that the optimization problem can be reduced to a 1-dimensional model consisting of equally-spaced nodes on a line. This model is optimized using linear programming, and under a wide variety of scenarios the optimal transmission pattern involves only direct and stepwise transmission between nodes (which represent area patches in the ring-sector geometry). When only these two types of transmission are involved, an analytical solution can be found, which can approximated by simpler expressions.

Based of the foregoing analysis and simulations, three strategies for reducing depletion rate (thus increasing system lifetime) may be identified. These strategies include (1) non-uniform distribution of sensors (reflected by non-constant information density and/or energy capacity density); (2) Using repeated compression to reduce the total information flow; and (3) changing the system geometry by increasing the number of rings, while maintaining the same coverage area. It was found that strategy (1) has very little effect on system lifetime. In par-
(a) System characteristics with information capacity exponent $\alpha = 0, 3$ and other parameters as in Table 1.

(b) System characteristics with compression rate $\beta = 0.5, 1$ and other parameters as in Table 1.

(c) System characteristics with energy capacity exponent $\gamma = 0, 3$ and other parameters as in Table 1.

(d) System characteristics with transmission power exponent $\lambda = 1.1, 3$ and other parameters as in Table 1.

Figure 9: Normalized information flows, power consumption, and system depletion rates corresponding to direct, stepwise, and direct plus stepwise transmission, for ranges of values of the parameters $\alpha, \beta, \gamma,$ and $\lambda$. 
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ticular, a nonuniform information density had almost no effect on system lifetime, while a power capacity density that is larger near the sink can improve system lifetime by a factor of about 3. Strategy (2) was much more effective, and can lead to system lifetime improvements of more than an order of magnitude. However, this improvement is gained at the cost of information loss: repeated compression implies that a considerable amount of information is discarded during the transmission process, and only a fraction (presumably the most important information) reach the sink. Finally, strategy (3) also was effective, since it was found that increasing the number of rings reduced the depletion rate. However, increasing the number of rings leads to smaller and smaller patches, so this would need to be balanced against the aggregation capabilities within the patches.

The limitations of the model should be acknowledged, because in many respects the model is oversimplified. For example, it does not take into account the power consumption required to gather the information within each patch at a single node within the patch. Since this gathering only involves short-range transmission, this power consumption is a secondary effect, but nonetheless appreciable. Moreover, since the size of the patches increases with ring number, it is increasingly costly (and inefficient) to gather the information from each patch to a single node. Nonetheless, the model provides insights that may be useful when examining systems with more sophisticated configurations.

For future work, more sophisticated configurations may be considered. One possibility is to divide the coverage area into equal hexagonal cells, which can be further divided among independent sectors for smart data aggregation. Preliminary investigations show that these cells arrange themselves into patch-like substructures, and that transmission characteristics between patches resemble the characteristics shown in the simple model described in this paper.

References

[1] L. Karim, M. S. Al-kahtani, Sensor data aggregation in a multi-layer big data framework, in: 2016 IEEE 7th Annual Information Technology, Electronics and Mobile Communication Conference (IEMCON), IEEE, 2016, pp. 1–7.
[2] A. N. Njoya, W. Abdou, A. Dipanda, E. Tonye, Evolutionary-based wireless sensor deployment for target coverage, in: 2015 11th International Conference on Signal-Image Technology & Internet-Based Systems (SITIS), IEEE, 2015, pp. 739–745.
[3] A. N. Njoya, W. Abdou, A. Dipanda, E. Tonye, Optimization of sensor deployment using multi-objective evolutionary algorithms, Journal of Reliable Intelligent Environments 2 (4) (2016) 209–220.
[4] G. Sahitya, N. Balaji, C. Naidu, Wireless sensor network for smart agriculture, in: 2016 2nd International Conference on Applied and Theoretical Computing and Communication Technology (CAtcCT), IEEE, 2016, pp. 488–493.
[5] A. N. Njoya, C. Thron, J. Barry, W. Abdou, E. Tonye, N. S. L. Konje, A. Dipanda, Efficient scalable sensor node placement algorithm for fixed target coverage applications of wireless sensor networks, IET Wireless Sensor Systems 7 (2) (2017) 44–54.
[6] N. Gondchawar, R. Kawitkar, et al., Iot based smart agriculture, International Journal of advanced research in Computer and Communication Engineering 5 (6) (2016) 838–842.
[7] C. Zhu, V. C. Leung, L. Shu, E. C.-H. Ngai, Green internet of things for smart world, IEEE access 3 (2015) 2151–2162.
[8] S. Boubiche, D. E. Boubiche, A. Bilami, H. Toral-Cruz, Big data challenges and data aggregation strategies in wireless sensor networks, IEEE Access 6 (2018) 20558–20571.
[9] X. Chen, X. Hu, J. Zhu, Minimum data aggregation time problem in wireless sensor networks, in: International conference on mobile ad-hoc and sensor networks, Springer, 2005, pp. 133–142.
[10] H. Chen, H. Mineo, T. Mizuno, Adaptive data aggregation scheme in clustered wireless sensor networks, Computer Communications 31 (15) (2008) 3579–3585.
[11] M. Elhoseny, A. Farouk, N. Zhou, M.-M. Wang, S. Abdalla, J. Batle, Dynamic multi-hop clustering in a wireless sensor network: Performance improvement, Wireless Personal Communications 95 (4) (2017) 3733–3753.
[12] Y. Xue, Y. Cui, K. Naehrsted, Maximizing lifetime for data aggregation in wireless sensor networks, Mobile Networks and Applications 10 (6) (2005) 853–864.
[13] E. Fitzgerald, M. Pioro, A. Tomaszewski, Energy-optimal data aggregation and dissemination for the internet of things, IEEE Internet of Things Journal 5 (2) (2018) 955–969.
[14] C. Konstantopoulos, A. Mpitzopoulos, D. Gavalas, G. Pantziou, Effective determination of mobile agent itineraries for data aggregation on sensor networks, IEEE transactions on knowledge and data engineering 22 (12) (2009) 1679–1693.
[15] G. P. Gupta, M. Misra, K. Garg, Energy and trust aware mobile agent migration protocol for data aggregation in wireless sensor networks, Journal of Network and Computer Applications 41 (2014) 300–311.
[16] H. Li, C. Wu, Q.-S. Hua, F. C. Lau, Latency-minimizing data aggregation in wireless sensor networks under physical interference model, Ad Hoc Networks 12 (2014) 52–68.
[17] F. Bonomi, R. Milito, I. Zhu, S. Addepalli, Fog computing and its role in the internet of things, in: Proceedings of the first edition of the MCC workshop on Mobile cloud computing, 2012, pp. 13–16.
[18] L. Qing, Q. Zhu, M. Wang, Design of a distributed energy-efficient clustering algorithm for heterogeneous wireless sensor networks, Computer communications 29 (12) (2006) 2230–2237.
[19] M. Al-Shalabi, M. Anbar, T.-C. Wan, Z. Alqattan, Energy efficient multi-hop path in wireless sensor networks using an enhanced genetic algorithm, Information Sciences 500 (2019) 259–273.
[20] W. R. Heinzelman, A. Chandrasekaran, H. Balakrishnan, Energy-efficient communication protocol for wireless microsensor networks, in: Proceedings of the 33rd annual Hawaii international conference on system sciences, IEEE, 2000, pp. 10–pp.
[21] K. Kalpakis, K. Dasgupta, P. Namjoshi, Efficient algorithms for maximum lifetime data gathering and aggregation in wireless sensor networks, Computer Networks 42 (6) (2003) 697–716.
[22] T. Han, L. Zhang, S. Piribhulal, W. Wu, V. H. C. de Albuquerque, A novel cluster head selection technique for edge-computing based iot systems, Computer Networks 158 (2019) 114–122.
[23] L. Xiang, J. Luo, A. Vasilakos, Compressed data aggregation for energy efficient wireless sensor networks, in: 2011 8th annual IEEE communications society conference on sensor, mesh and ad hoc communications and networks, IEEE, 2011, pp. 46–54.
[24] Y. Yao, Q. Cao, A. V. Vasilakos, Edal: An energy-efficient, delay-aware, and lifetime-balanceing data collection protocol for heterogeneous wireless sensor networks, IEEE/ACM transactions on networking 23 (3) (2014) 810–823.
[25] M. Wu, L. Tan, N. Xiong, Data prediction, compression, and recovery in clustered wireless sensor networks for environmental monitoring applications, Information Sciences 329 (2016) 800–818.
[26] E. P. K. Gilbert, B. Kaluperumal, E. B. Rajsingh, M. Lydia, Trust based data prediction, aggregation and reconstruction using compressed sensing for clustered wireless sensor networks, Computers & Electrical Engineering 72 (2018) 894–909.
[27] L. D. Xu, L. Duan, Big data for cyber physical systems in industry 4.0: a survey, Enterprise Information Systems 13 (2) (2019) 148–169.
[28] H. Çam, S. Özdemir, P. Nair, D. Muthuavinashiappan, H. O. Sanli, Energy-efficient secure pattern based data aggregation for wireless sensor networks, Computer Communications 29 (4) (2006) 446–455.
[29] H. Harb, A. Makhoul, D. Laiymani, A. Jaber, R. Tawil, K-means based clustering approach for data aggregation in periodic sensor networks, in: 2014 IEEE 10th international conference on wireless and mobile comput-
