Unmasking Communication Partners: A Low-Cost AI Solution for Digitally Removing Head-Mounted Displays in VR-Based Telepresence
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Abstract—Face-to-face conversation in Virtual Reality (VR) is a challenge when participants wear head-mounted displays (HMD). A significant portion of a participant’s face is hidden and facial expressions are difficult to perceive. Past research has shown that high-fidelity face reconstruction with personal avatars in VR is possible under laboratory conditions with high-cost hardware. In this paper, we propose one of the first low-cost systems for this task which uses only open source, free software and affordable hardware. Our approach is to track the user’s face underneath the HMD utilizing a Convolutional Neural Network (CNN) and generate corresponding expressions with Generative Adversarial Networks (GAN) for producing RGBD images of the person’s face. We use commodity hardware with low-cost extensions such as 3D-printed mounts and miniature cameras. Our approach learns end-to-end without manual intervention, runs in real time, and can be trained and executed on an ordinary gaming computer. We report evaluation results showing that our low-cost system does not achieve the same fidelity of research prototypes using high-end hardware and closed source software, but it is capable of creating individual facial avatars with person-specific characteristics in movements and expressions.
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I. INTRODUCTION

Several science fiction writers have already enthusiastically envisioned immersive technologies that allow us to teleport our avatars to distant places and act as if we were actually present. Today it is technically feasible to create digital avatars and animate them in real time in virtual environments. However, creating a digital avatar is usually associated with a lot of work during recording and post-processing. Especially the modeling of the face requires a skilled 3D artist to avoid the Uncanny Valley effect [1] as even tiny discrepancies between a real and an artificially modeled face are often easily spotted and may lead to an unpleasant or even eerie impression. That is one reason why the majority of current applications for social VR deliberately avoid a realistic appearance of avatars. However, recent advances in deep neural networks show promising results for authentic avatar representations in virtual worlds, which are often trained end-to-end and bridge the Uncanny Valley successfully [2].

While rapid avatar creation and animation have been studied over decades [3], the research field of expressive VR telepresence in combination with face tracking under an HMD is an emerging topic. It still poses challenges such as face tracking from extreme camera positions and time-consuming as well as expensive capture procedures [4]–[7]. Especially the feasibility of using low-cost and commodity hardware for expressive VR telepresence is rarely addressed, and appropriate solutions have not been made publicly available. Instead of aiming for utmost visual quality, we strive for a solution that can be employed in real-world applications without prohibitive costs. Our contributions are:

• an end-to-end learning GAN and an automatic procedure for capturing and reconstructing 3D faces with individual expressions;
• a CNN and a procedure for facial landmark tracking of the face while the user wears an HMD;
• the combination of above items into a system for capture, reconstruction, and real-time animation of individual facial avatars for VR telepresence;
• a working prototype of our system as a proof of concept where we freely provide parts of the source code;

II. RELATED RESEARCH

Face reconstruction and tracking without an HMD is a well-researched topic. A detailed state of the art report can be found in [8]. In contrast, tracking the users’ expressions while they wear an HMD is a challenging task and a new area of research. Li et al. [9] attached an RGBD camera with an outreaching arm to an HMD that tracks expressions around the mouth. Additionally, strain sensors in the foam liner of the HMD recorded motion around the eyes. Casas et al. [10] extended the system from Li et al. [9] with the use of personal 3D scans of persons and blendshape animation between expressions. The optical results of this work is similar to ours, but we use a holistic neural representation.
as a textured depth map instead of a set of textured meshes with linear blendshape interpolation. Olszewski et al. [11] used an RGB camera attached to the HMD along with a CNN to create plausible mouth animation. They realized a direct regression from images to blendshape parameters of their generic face model. This approach requires a significant amount of manual work of 3D artists, which have do define authentic blendshapes for the avatar. Compared to our work, we propose an end-to-end solution for learning an personal avatar without manual intervention and our system automatically regress facial expressions to head-mounted camera (HMC) images. Nevertheless, our approach does not achieve the same visual quality of mouth tracking. While Li et al. [9] and Olszewski et al. [11] used generic head models, Thies et al. [12] used an personal image-based avatar based on an analysis-by-synthesis approach.

Well known methods such as 3D Morphable Models (3DMM) [13] offers identity preserving avatars, however, they usually fail to bridge the Uncanny Valley. The animation of eyes, oral cavity or highly-deformable areas of the face often lack natural appearance due to changes in specularity, blood flow or subsurface scattering effects. Traditional solutions use light transport formulation which tries to recreate natural appearance which are usually computation-intensive tasks. However, the usage of deep neural networks enables a new data-driven pipeline and is capable of capture and reconstruct complex nonlinear effects. Therefore, our approach is different to the idea behind 3DMMs, because we do not use blendshapes or complex light transport formulations. Our model is stored as a compact latent representation of a real face in which many effects, such as complex changes of materials due to deformation, were handled naturally.

The most related systems to ours were proposed by Lombardi et al. [4], Wei et al. [5], Chu et al. [6] and Richard et al. [7]. They used a multi-view capture apparatus with 40 cameras pointed at the front hemisphere of the face to create a detailed facial model called Deep Appearance Model. This model is trained with a conditional variational autoencoder (VAE) and is capable of generating a view-conditioned texture and geometry for a high-fidelity facial avatar. The capture process, post processing and application requires high-cost laboratory equipment and processing power. It is closed source software and can not be used with commodity hardware or trained and executed on a computer with a single GPU, which is a difference to our system. Another difference is that Deep Appearance Model consists of a triangle mesh and employ blendshapes while we render time-varying textured point clouds without triangulation. Another difference is the way of driving the avatar’s expressions. The works of Lombardi et al. [4], Wei et al. [5] and Chu et al. [6] regress HMC images to expression parameters of the Deep Appearance Model. Each work uses slightly different ways to bridge the domain gap between HMC images and the face representation in order to find their correspondence with the help of a differentiable rendering approach. However, none of these works use facial landmarks directly. As most sophisticated system Wei et al. uses the CycleGAN by Zhu et al. [14] to realize an unpaired image-to-image translation between real images and rendered images. Our proposed system skips the differentiable rendering stage and we train our GAN to directly generate 3D output as RGBD images from landmark. Instead of establishing a mapping between 2D landmarks to 3D vertices of a mesh, which is often difficult, we employ an image-to-image translation approach. This allows for a significantly less complex application structure, training time, and inference time, requires less-detailed input data of the persons’ face, and requires only commodity and low-cost hardware at the expense of the final reconstruction quality of the avatar.

III. DESIGN RATIONALE

Our goal is to create a system that uses open source and free software in combination with low-cost hardware for automatic capturing, creating, and driving a 3D face avatar in real time for VR telepresence. ‘Automatic’ means that no manual modeling, adjustment, or landmark editing is required. The avatar should convey the identity of the person with the ability to transmit individual-typical expressions. Therefore, the system must allow for capture and reconstruction of personal expressions without relying on generic expression templates. A data-agnostic approach is intended in such a way that theoretically any RGBD sensor such as Microsoft Kinect, Intel RealSense, or depth sensors of smartphones could be used for capture.

A further important requirement of the proposed system are real-time capabilities for consumer-grade computers with one GPU. Related works achieve high visual quality, but they use multiple GPUs for encoding and decoding [4]–[6]. Therefore, our system uses depth maps instead of meshes or voxels because the data structure of depth maps is better suited for fast processing on neural nets due to the fact that they only employ two-dimensional arrays instead of three-dimensional data. In addition, our CNN for face tracking is created with the intention to be lightweight and can be used simultaneously with the generator of our GAN on a single consumer-grade GPU with reasonable real-time speed.

For an immersive telepresence application, it would be sufficient to reconstruct only the face area of the user, since non-hidden areas could be recorded and transmitted by additional external RGBD cameras in a room. Therefore a reconstruction of the entire head is not necessary and the reconstructed face could be merged into a single point cloud consisting of streams from multiple sensors distributed in the room.
IV. SYSTEM OVERVIEW

Creation and animation of a personal face avatar with our system requires only a few steps and a minimal amount of time and manual effort. Capturing the person’s face with expressions requires 15 min and additional 19 hours for training. After training, the generator module of our GAN can be used for real-time interference in VR. The system works completely automatically.

To give an overview of our system, we list 5 consecutive steps requiring for creating and driving a personal face avatar: 1.) The user’s face is captured with the help of a helmet mount (section V) as an RGBD image data set (requires 10 min) and as an RGB image data set for the lower-face tracking (requires 5 min). 2.) The data set is preprocessed for training, which involves clipping the facial area and creating corresponding facial landmark maps (FLM) for each RGBD image (Fig. 2, right column). 3.) The proposed ‘RGBD-face-avatar GAN’ is trained using the RGBD data set with the according FLMs from step 2 in order to learn an image-to-image correspondence. Furthermore, our lower-face tracking CNN is trained with the RGB data set. 4.) After training, the user can put on the HMD, and his/her facial expressions are captured by the HMCs. Each HMC covers only a small portion of the user’s face, and the image data of each HMC is used to generate a combined FLM 30 times per second. 5.) These FLMs are used as input for inference of our RGBD-face-avatar GAN which allows for generating the corresponding expression of the user’s avatar face as RGBD images in real time.

The source code, videos of the system and additional materials can be found at https://github.com/Mirevi/UCP-Framework.

V. DATA SET

In order to create a person-specific face avatar we record a data set of around 600 RGBD images for facial reconstruction with according infrared (IR) raw images of the depth sensor for eye tracking. This amount was proven to be a reasonable tradeoff between recording time, training time and the resulting reconstruction results. It comprises 26 facial expressions (captured several times) and speaking 20 phonetically balanced sentences as well as about 5 minutes of talking.

It is beneficial for the reconstruction quality and the amount of time required for capture and training of a GAN if the training data contains only information that is relevant for the reconstruction. In our scenario, such information does not include data about different distances between the sensor and the face as well as tilting or any other rotation of the face because the movement of the avatar face will be controlled by the tracked pose of the HMD later. Therefore, we constructed a mount for a helmet with an attached RGBD sensor, as shown in Fig. 1. The mount allows for recording solely frontal images without any face rotation from a static distance relative to the face.

In order to be able to control the output of the RGBD-face-avatar GAN at inference, a mapping between given input and output images must be learned. Therefore, the GAN receives a training set of aligned image pairs (Fig. 2). These pairs consist of RGBD images, which were captured by the RGBD sensor in the helmet mount (Fig. 1), and the FLMs, which are binary images containing 70 facial landmarks (Fig. 2, right column). These facial landmarks are automatically generated based on the RGB and infrared images provided by the sensor in the helmet mount and allow for saving the expression of the user in an abstract form. This abstract form of a FLM can later be generated by our face tracking HMD and serves as input for the generator of the RGBD-face-avatar GAN at inference. The automatic creation of the landmarks in the training data set is realized by the openly available Facial Alignment Network (FAN) by Bulat and Tzimiropoulos [15]. It is a CNN that provides image coordinates of 68 landmarks based on a given RGB face image. Since the FAN does not provide landmarks for the gaze direction or iris position, we implemented our own eye tracking algorithm. Therefore, we use the infrared images provided by the time-of-flight sensor.
in the mount because gaze estimation on infrared images is more reliable than on RGB images [16]. We concatenate the gaze information to the FLM as two additional landmarks. Eventually, the training set consists of aligned pairs of RGBD and corresponding images with the expression as FLMS.

VI. ARCHITECTURE OF THE RGBD-FACE-AVATAR GAN

We built our RGBD-face-avatar GAN upon the Pix2Pix GAN by Isola et al. [17]. Compared to the original version, we added a fourth feature map to the generators output in order to be able to output a depth channel. As further addition, the discriminator receives five feature maps instead of six. While the first four feature maps correspond to the channels of an RGBD image, the remaining one contains the corresponding FLM. Let $L \in \mathbb{R}^{2 \times 70}$ be the FLM, which contains 70 facial landmarks in image coordinates, we can illustrate the procedure as

$$T_t, D_t \leftarrow G\phi(L_t),$$

where $G\phi$ is the generator of our RGBD-face-avatar GAN which produces $T \in \mathbb{R}^{256 \times 256}$ as an RGB texture and $D \in \mathbb{R}^{256 \times 256}$ as depth map at time instant $t$. A rendered image $R \in \mathbb{R}^{w \times h}$ of the face can be rendered from a rasterizer $\mathcal{R}$:

$$R_t \leftarrow \mathcal{R}(T_t, D_t, C_t),$$

where $C$ denotes the camera position and projection function.

We trained the network for over 200 epochs with a batch size of 1 with random jitter and without mirroring. The learning rate was 0.0002 for the first 100 epochs and decreased linearly for the remaining 100. Weights were initialized from Gaussian distribution with a mean of 0 and a standard deviation of 0.02. The architecture of the discriminator and the generator are shown in Fig. 3 and Fig. 4.

VII. FACE TRACKING HMD AND RECONSTRUCTION

For capturing the expressions of the user while wearing an HMD and for translating these tracking data to the corresponding expressions of the avatar, the image streams of 5 HMCs that are attached to the HMD are processed. We use the HTC Vive Pro Eye HMD [18], which is, at delivery, already equipped with two cameras behind the Fresnel lenses for eye tracking. In combination with the SRanipal runtime of Vive [19], these cameras deliver data on eye gaze direction and eye openness and are concatenated into the FLM.

In addition to the eye tracking cameras of the HMD we added another 3 miniature cameras with IR filter. Two of those cameras are used for tracking the eyebrows and another one for tracking the lower face area. The cost for one camera and a video-to-USB converter is approximately 40 USD. The following two subsections describe the data processing and landmark extraction in detail.

A. Lower-face tracking CNN

Proven techniques for face tracking fail if the upper face region is covered by an HMD. Therefore, we implemented our own CNN, which is able to extract landmarks from an IR HMC, as shown in Fig 5. In order to properly train the CNN,
labeled training data for the lower face area is required. We generate this labeled training data using the Face Alignment Network (FAN) from Bulat and Tzimiropoulos [15] to create landmarks for the whole face during training with the helmet mount. We equipped the helmet mount with the same camera at the same angle which is used in the face tracking HMD and we used these images for the training of our CNN. The acquired images were cropped to the lower half of the face and only the remaining landmarks were used as labels for the lower-face tracking CNN, as depicted in Fig. 6. Inspired by Lombardi et al. [4], the samples are, randomly, flipped horizontally, cropped and rotated to make our method robust to the position of the HMD on the face. We trained the network for over 15 Epochs with a batch size of 8 using the Adam optimizer and a learning rate of 0.001. A data set contains around 10k samples and was divided into training and test data according to the ratio 70:30. As loss function we used the mean squared error. The architecture of the CNN is depicted in Fig. 7.

B. Eyebrow Tracking

The SRanipal software does not allow for the collection of tracking data from the position of the eyebrows. As an alternative, using the numerical eye openness values reported by the SRanipal SDK would be one option for predicting them, but usually humans are able to control eye openness and eyebrow position independently, which would only result in an uncertain prediction of the brow position. However, from previous prototypes we have learned that eyebrows convey important non-verbal information cues and can lead to ambiguities of non-verbal communication. Therefore, we attached two HMCs next to the Fresnel lenses of the HMD in order to track them, as shown in Fig. 8.

The Vive Pro Eye HMD is equipped with 18 IR LEDs around the Fresnel lenses to be able to illuminate the eyes for tracking. The LEDs of this commodity HMD are dimmed with a pulse width modulation and do not allow for synchronizing with our cameras. Without synchronization, our infrared cameras, attached to the inside of the HMD, produce severe image artifacts, which make image processing intractable. Our solution is to cover the original LEDs with our own crafted printed circuit boards (PCB) equipped with IR-LEDs that have the same wavelength. The cost for one PCB ring is around 3 USD. We adjusted a suitable pulse-width modulation frequency for the LEDs to acquire artifact-free images from the HMCs. A frequency was chosen which had the least impact on eye tracking performance of the Vive.

Moreover, we use OpenCV for tracking the eyebrow position of the user, which allows for the control of 10 facial landmarks in the final FLM. In order to extract information of the eyebrow positions, we turn the HMC streams into an binary image representation. A threshold has to be set to a value that produces images, where the eyebrow is in contrast to the skin. This way, we can detect the transition between skin and eyebrow in the binary image in order to track the relative position of the eyebrow. Due to the fact that humans have different skin and eyebrow colors, the threshold is individual for each person.
C. Merging Tracking Data and Reconstruction

Each of the 5 HMCs and their corresponding software modules deliver pieces of facial landmark information, which are merged together into the final FLM as input for our GAN. Because of the extreme camera angles the reported landmarks must be modified in 3 steps before they are given to the generator of the RGBD-face-avatar GAN. An overview of these steps is given in Fig. 9.

In the first step, each reported landmark of the facial tracking modules is concatenated into an 'uncalibrated' FLM. The second step contains the calibration, which is done by determining the offset between the facial landmarks of a neutral facial expression in the helmet mount (taken during the aforementioned capture procedure for acquiring the training data) and in the face tracking HMD. This offset is continuously added to each of the incoming landmarks. The third step applies a minimum and maximum limit for the x- and y-coordinates of the landmarks. This is important because the quality of the GAN’s output decreases if it receives landmarks that were not in the range of the training data set. The fourth step is passing the final FLM to the generator of our GAN in order to reconstruct the RGBD image with the according expression. Finally, we apply an erosion and clipping to the generated depth channel, since the GAN produces randomly sampled points around the face, as can be seen in Fig. 3 and 4.

VIII. RESULTS

A. Reconstruction quality and identity

In the following, we present results of our working prototype. Fig. 10 shows expressions that were made in the facial tracking HMD. Column 1 shows the resulting FLM generated by the facial tracking HMD and column 2 shows the respective output of our GAN. The participant held the expressions while the face tracking HMD was taken off and the helmet mount (Fig. 1) was put on and a picture was taken, as shown in column 3. This way, we are able to directly compare results with ground truth images. To quantify the difference between the images in column 2 and 3, we used the metrics 'Structural Similarity' (SSIM) [20] and 'Learned Perceptual Image Patch Similarity' (LPIPS) [21]. In order to only compare the face without measuring background changes, we determined the facial area based on depth values and rejected all other pixels.

As Fig. 10 shows, the identity of the person can be easily recognized. Compared to the ground truth, the generated images of our GAN have lost a small amount of sharpness and are less detailed, though even small personal characteristics are clearly recognizable in the majority of the images, such as the birthmark on the left cheek at the level between mouth and nose. Most noticeable is the loss of sharpness in the area of the beard. The numerical results of the SSIM metric are comparable to a JPEG compression of a quarter of the original file size of the images in column 3.

The difference of depth values in the face area are mostly below 5 mm, as shown in column 6. Note that we use the raw depth image of the Kinect and the raw output of our GAN. We do not filter or smooth. In column 7 and 8, we also applied an erosion and clipping to reject the background.

B. Tracking and quality of expressions

Our system can recognize and reconstruct a wide variety of expressions. However, humans are highly sensitive to minor discrepancy of facial expressions and small deviations of tracking can lead to conveying different expressions. In row E a slight difference in eyebrow height can be observed, which leads to a rather negative expression than it was actually recorded by our system. Furthermore, the mouth animation is not sufficient for a faithful reconstruction while speaking and inferior to the work of Olszewski et al. [11] or Wei et al. [5]. We refer the reader to the accompanied videos at the GitHub link for a better comparison in motion. Moreover, expressions which were not part of the training set lead to blurry results and a graceful degradation in this area, as shown in row H around the mouth.

C. Scalability to other persons

As Fig 11 shows, we tested our prototype with 5 persons and found that no user specific adaption of our pipeline was necessary. Moreover, each person was able to control his/her avatar with a similar range of expressions. However, we observed that the lower-face tracking CNN does not generalize between persons and only tracks the person who was recorded for the training set as described in section VII-A.
Figure 10. Results: The first column shows the FLM that was given to the generator of our RGBD-face-avatar GAN. Note that these FLMs were not part of the training set and were created by the face tracking HMD. Column 2 shows the generated images by our GAN based on the FLM. Column 3 shows the ground truth expression. They are "real" images taken by the RGBD camera in the helmet mount. The participant held the expressions while the face tracking HMD was taken off and the helmet mount (Fig. 1) was put on and a picture was taken. This procedure produces comparable results since the helmet mount allows for taking an RGBD image in the same way and under the same conditions as the training set was captured. Column 4 shows the difference, based on SSIM [20], between the images in columns 2 and 3. The darker the areas are, the greater is the difference. Column 5 shows the quantified results of the metrics SSIM [20] and LPIPS [21] (we used version 0.1 from GitHub). Column 6 shows the difference between the ground truth (captured with the helmet mount) and the generated depth. Column 7 and 8 show renderings of the generated textured depth map of our GAN.
D. Performance

After the capture process of the user’s face the data set is automatically preprocessed and given to the adversarial training for learning the image-to-image mapping. A data set with 600 samples requires approximately 19 hours of training on an Nvidia GeForce RTX2080 with PyTorch 1.6 and Python 3.7. For inference and rendering, we use LibTorch 1.6 in combination with a OpenGL-based C++ environment. Generating an RGBD image (8 bit per channel with 256 by 256 pixels) from a given FLM (8 bit one channel with 256 by 256 pixels) requires 1.05 ms. Additional 1.3 ms are used for stereoscopic rendering of the textured depth map, thus effortlessly enabling refresh rates for the HMD of 90 fps (equal to 11.1 ms for a frame). In comparison, the image processing of the face tracking HMD requires more time. Eyebrow tracking, the lower face CNN as well as concatenating the data into the final FLM takes 23 ms on an Intel i9-9880H and an Nvidia RTX 2080. Nevertheless, due to the limited frame rate of the miniature cameras, the reconstruction rate of the face is bound to 30 fps (equal to 33.3 ms for a frame).

E. Network bandwidth

Once the generator module is transmitted to the remote side (it has always a size of 202MB, irrespective of the shape of the face), the required network bandwidth for driving the avatar is only 67 kbit/s. This bandwidth is achieved because we do not send raw image data, but only the image positions of 70 landmarks as integers. On the receiver side, the FLM is reconstructed as an image again. Although compression is not the focus of our work, it is interesting to note that the required bandwidth of an RGBD data stream is orders of magnitude higher.

IX. Limitations and Future Work

Although our proposed system proves the feasibility of 3D facial reconstruction in VR, it is one of the early methods in the field of low-cost solutions and we believe there are exciting opportunities for extending our system in different ways. Since our proposed system is more resource-efficient then expected and the synthesis of an RGBD image takes only 1.05 ms at inference, it would be possible to generate multiple views at the same time which could be merged into a single point cloud and would increase the reconstruction quality. Furthermore, the initial capture procedure could be extended by two or more RGBD sensors for recording a person from different views. Another exciting opportunity is to increase the resolution of the FLM and the generated RGBD image with an more advanced network architecture such as Pix2PixHD GAN by Wang et al [22].

Nevertheless, one of the most important improvements would be a more accurate tracking and an advanced FLM with colors and more landmarks in order to achieve a higher degree of faithful reconstruction of minor changes in expressions. An advanced FLM could also contain information of the tongue, since our current prototype is not able to track it. In addition, we plan to integrate an audio-based approach for further condition our GAN for lip and tongue synchronisation. An interesting audio-based approach was recently presented by Richard et al. [7].

X. Conclusion

We presented a system that allows for end-to-end capture and reconstruction of facial avatars for telepresence applications in VR using low-cost components. The system is able to preserve individual characteristics of facial expressions and conveys important non-verbal information despite the fact that the user’s face is covered by an HMD.

It is the first system for VR telepresence offering personal facial animation that is solely built upon open-source as well as free software and uses commodity hardware. We believe that this work is an important step, demonstrating the feasibility of an open source low-cost system for immersive remote collaboration with the ability to perform an automatic end-to-end capture and reconstruction process of the user’s face while requiring no artistic or technical expertise. The latter is an important requirement for a consumer-friendly system and is even more important in times of global challenges such as lowering the energy footprint or pandemics. Furthermore, we are convinced that our system covers only a small range of the potential possibilities offered by the combination of low-cost sensors, commodity hardware and neural networks for immersive telepresence, especially considering the constantly growing processing capabilities of upcoming hardware and the ongoing research in the field of deep artificial networks and neural rendering.
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