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Abstract—This work studies properties of the conditional mean estimator in vector Poisson noise. The main emphasis is to study conditions on prior distributions that induce linearity of the conditional mean estimator. The paper consists of two main results. The first result shows that the only distribution that induces the linearity of the conditional mean estimator is a product gamma distribution. Moreover, it is shown that the conditional mean estimator cannot be linear when the dark current parameter of the Poisson noise is non-zero. The second result produces a quantitative refinement of the first result. Specifically, it is shown that if the conditional mean estimator is close to linear in a mean squared error sense, then the prior distribution must be close to a product gamma distribution in terms of their characteristic functions. Finally, the results are compared to their Gaussian counterparts.

I. INTRODUCTION

This work considers a problem of estimating a random vector $X$ from a noisy observation $Y$ where $Y$ given $X = x$ (denoted by $Y|X = x$) follows a vector Poisson distribution. The objective is to characterize conditions under which the conditional mean estimator (i.e., $E[X|Y]$) is a linear estimator. Conditional mean estimators are an important class of estimators that are optimal under a large family loss functions, namely Bregman divergences [1]. For example, we are interested in characterizing the set of prior distributions on $X$ that induce linearity of $E[X|Y]$. Also, we are interested in which linear estimators are realizable from $E[X|Y]$. That is, given that $E[X|Y] = HY + c$, what values of a matrix $H$ and vector $c$ are permitted? Finally, we are interested in the question of the stability of linear estimators. In other words, suppose that $E[X|Y]$ is ‘close’ to a linear function, can we make statements about the distribution of $X$?

Note that the aforementioned questions have been answered for the Gaussian noise model and are part of standard tools of statistical signal processing. Despite the wide use of the Poisson noise model in statistical science, such questions have not been fully addressed in the vector Poisson case. The aim of this work is to fill this gap.

The linearity of the conditional expectation is intimately connected with a notion of conjugate priors, which is an important element of Bayesian statistics. In its original definition in [2, Ch. 3], the family of prior distributions is said to be conjugate if it is closed under sampling — the prior is said to be closed under sampling when both prior and posterior belong to the same family of distributions. In other words, the distribution of $X$ and the distribution of $X|Y = y$ are in the same family.

The structure of the conjugate prior is highly dependent on the nature of the distribution of $Y|X = x$ (often termed likelihood distribution or noise distribution). For example, in [3], authors have made considerable progress in characterizing conjugate priors for the case when the likelihood distribution belongs to the exponential family. In particular, in [3], it has been shown that a subset of the exponential family, characterized by certain regularity conditions, has a corresponding set of conjugate priors. Moreover, this set of conjugate priors is completely characterized by the linearity of the posterior expectation:

$$E[X|Y] = HY + b,$$  \hspace{1cm} (1)

where $H = aI$ for some constant $a$ and $b$ is some constant vector.

We note that the case when $H$ is a general matrix was not considered in [3]. Moreover, even the case when $Y|X = x$ follows a Poisson distribution is not covered by the regularity conditions found in [3]. However, it was shown earlier in [4] that the conjugate prior for the scalar Poisson distribution is a gamma distribution, and that the linearity of the posterior expectation holds and is a characterizing property. The proof in [4] was generalized in [5] to include several families of discrete distributions not covered by the regularity conditions of [3]. This work considers an arbitrary matrix $H$ and characterizes the sufficient and necessary conditions for the existence of the conjugate prior.

The literature on the Poisson distribution is considerable, and the interested reader is referred to [6], [7] and [8] for applications of the Poisson model in compressed sensing; [9] and [10] for a summary of communication theoretic applications; [11], [12] and [13] for applications in information theory; and [14], [15] and [16] for applications of the Poisson distributions in signal processing and other fields.

The paper is organized as follows. Section II presents the Poisson noise model. Section III presents and discusses our main results, which are described in Theorem 1 and Theorem 2. Section IV and Section V are dedicated to the proofs of Theorem 1 and Theorem 2, respectively. Finally, Section VI concludes the paper and discusses implications of our results by reflecting on the following: a practically relevant parametrization of a Poisson noise model, which, for example, explicitly incorporates the dark current parameter; and Gaussian noise counterparts of our results.

A. Dytso, M. Fauß, and H. V. Poor are with the Department of Electrical Engineering, Princeton University, Princeton, NY 08544, USA. E-mail: admtyso@princeton.edu, mfauss@princeton.edu, poor@princeton.edu.

This work was supported by the U.S. National Science Foundation under Grant CCF-1908308.
Moreover, we assume that the matrix function defined on a closed convex set \( \mathbb{R}^n \) the \( n \)-dimension non-negative integer lattice. Vectors are denoted by bold lowercase letters, random vectors by bold uppercase letters, and matrices by bold upercase sans serif letters (e.g., \( x, X, X \)). All vectors are assumed to be column vectors. For \( x \in \mathbb{R}^n \), \( \text{diag}(x) \in \mathbb{R}^{n \times n} \) denotes the diagonal matrix with the main diagonal given by \( x \).

The vector with one at position \( i \) and zero otherwise is denote by \( 1_i \). In this paper, the gamma distribution has a probability density function (pdf) given by

\[
f(x) = \frac{\alpha^\theta}{\Gamma(\theta)} x^{\theta-1} e^{-\alpha x}, \quad x \geq 0,
\]

where \( \theta > 0 \) is the shape parameter and \( \alpha > 0 \) is the rate parameter. We denote the distribution with the pdf in (2) by \( \text{Gam}(\alpha, \theta) \).

### II. POISSON NOISE MODEL

Let \( Y \in \mathbb{Z}^k_+ \) and \( X \in \mathbb{R}^n \). We say that \( Y \) is an output of a system with Poisson noise, if \( Y|X=x \) follows a Poisson distribution, that is,

\[
P_{Y|X}(y|x) = \prod_{i=1}^k P_{Y_i|X}(y_i|x)
\]

where

\[
P_{Y_i|X}(y_i|x) = \frac{1}{y_i!} (\lambda_i)^{y_i} e^{-(\lambda_i + y_i)}
\]

\( \mathbf{A} \in \mathbb{R}^{k \times n} \) and \( \mathbf{\lambda} = [\lambda_1, \ldots, \lambda_k]^T \in \mathbb{R}^k_+ \). In (4) we use the convention that \( 0^0 = 1 \).

Using the terminology of laser communications, we refer to \( \mathbf{A} \) as the intensity matrix and \( \mathbf{\lambda} \) as the dark current vector. Moreover, we assume that the matrix \( \mathbf{A} \) must satisfy the following non-negativity preserving constraint:

\[
\mathbf{A} x \in \mathbb{R}^k_+, \forall x \in \mathbb{R}^n_+.
\]

The random transformation of the input random variable \( X \) to an output random variable \( Y \) by the channel in (3) is denoted by

\[
Y = \mathcal{P}(\mathbf{AX} + \mathbf{\lambda}).
\]

### III. MAIN RESULTS

This section presents our main result pertaining to the linearity properties of the conditional expectation \( \mathbb{E}[X|Y = y] \). Specifically, our interest lies in answer various questions of optimality of linear estimators such as:

1) Under what prior distribution on \( X \) are linear estimators optimal for squared error loss and Bregman divergence\(^1\) loss? Since the conditional expectation is an optimal estimator for the aforementioned loss functions, this is equivalent to asking when the conditional expectation is a linear function of \( y \).

2) Which linear estimators are realizable from \( \mathbb{E}[X|Y] \)? That is, given that \( \mathbb{E}[X|Y] = \mathbf{H} Y + c \), what values of the matrix \( \mathbf{H} \) and vector \( c \) are permitted?

3) If the linear estimators are approximately optimal, can we say something about the prior distribution of \( X \)? In other words, we are looking for a quantitative refinement of (1).

Questions 1) and 2) are answered in Theorem 1 and Corollary 1, and question 3) is addressed in Theorem 2.

#### A. Necessary and Sufficient Conditions for Linearity

Our first result is the following theorem, the proof of which can be found in Section IV.

**Theorem 1:** Suppose that \( Y = \mathcal{P}(U) \) where \( U \) is a non-degenerate\(^2\) random vector. Then,

\[
\mathbb{E}[U|Y = y] = \mathbf{H} y + c, \forall y \in \mathbb{Z}^n_+
\]

if and only if

\[
P_U = \prod_{i=1}^n \text{Gam}(\theta_i, \alpha_i).
\]

In this case

- \( \mathbf{H} \) is diagonal with entries \( h_{ii} = \frac{1}{1 + \theta_i} \)
- \( c_i = \alpha_i h_{ii} = \frac{\alpha_i}{1 + \theta_i} \)

Note that \( 0 < h_{ii} < 1 \) and \( c_i > 0 \) for all \( i \in [1 : n] \).

#### B. Quantitative Refinement of Theorem 1

In this section, a quantitative refined of Theorem 1 is shown. Namely, it is shown that if the conditional mean estimator is close to a linear function in a mean squared error sense, then the prior distribution must be close to a product gamma distribution in terms of their characteristic functions.

**Theorem 2:** Let \( \mathbf{H} \) and \( c \) be as in Theorem 1 and let \( \phi_G \) denote the characteristic function of the product gamma distribution in (8). Assume that \( Y = \mathcal{P}(U) \) for some \( U \in \mathbb{R}^n_+ \) and that

\[
\mathbb{E}\left[\|\mathbb{E}[U|Y] - (\mathbf{H} Y + c)\|^2\right] \leq \epsilon
\]

for some \( \epsilon \geq 0 \). Then,

\[
\sup_{t \in \mathbb{R}^n} \frac{|\phi_U(t) - \phi_G(t)|}{\|t\|} \leq \frac{\sqrt{\epsilon}}{1 - \max_k h_{kk}},
\]

where \( \phi_U(t) \) is the characteristic function of \( U \).

The proof of Theorem 2 is presented in Section V.

### IV. PROOF OF THEOREM 1

We first establish conditions on \( c \) and \( \mathbf{H} \) under which the equality is possible.

---

\(^1\)Let \( \phi : \Omega \to \mathbb{R} \) be a continuously-differentiable and a strictly convex function defined on a closed convex set \( \Omega \subseteq \mathbb{R}^n \). The Bregman divergence between \( u \) and \( v \), associated with the function \( \phi \), is defined as \( \ell_\phi(u, v) = \phi(u) - \phi(v) - \langle u - v, \nabla \phi(v) \rangle \).

\(^2\)A random vector is said to be degenerate of its covariance of matrix is not full rank.
\section*{A. Conditions c}

To establish such conditions we need the following representation of the conditional expectation.

**Lemma 1:** Let $P_Y$ denote the probability mass function of $Y$. Then, for $y \in \mathbb{Z}_+^n$

$$
E[U|Y = y] = (\text{diag}(y) + 1)^{-1} \frac{\Delta P_Y(y)}{P_Y(y)},
$$

(11)

where

$$
[\Delta P_Y(y)]_i = P_Y(y + 1_i), \quad i \in [1 : n].
$$

(12)

The scalar version of Lemma 1 has been shown in [17] and in [18] and the vector version has been shown in [19, Lemma 3] and [13, Lemma 3].

We proceed to show that every element of $c$ must be strictly positive. Choosing $y = 0$ and combining (7) with (11) implies that

$$
c = \frac{\Delta P_Y(0)}{P_Y(0)},
$$

(13)

or equivalently for all $i$

$$
c_i = \frac{P_Y(0 + 1_i)}{P_Y(0)} = \frac{E[U e^{-\sum_{i=1}^n U_i}]}{E[e^{-\sum_{i=1}^n U_i}]}.
$$

(14)

The above is zero if and only if $U_i = 0$ and is positive otherwise.

\section*{B. Conditions on $H$}

We now proceed to study properties of $H$. First, by combining (7) with (11), we have

$$
\Delta P_Y(y) = (\text{diag}(y) + 1)^{-1} \left((Hy + c)\right)
$$

(15)

which equivalently can be written as

$$
P_Y(y + 1_i) = \frac{1}{y_i + 1} \sum_{j=1}^n h_{ij} y_j + \frac{c_i}{y_i + 1}, \quad \forall i \in [1 : n].
$$

(16)

Observe that every entry of $\Delta P_Y(y)$ is non-negative. Therefore, for every $i$ we have the following inequality:

$$
0 \leq \frac{1}{y_i + 1} \sum_{j=1}^n h_{ij} y_j + \frac{c_i}{y_i + 1}, \forall y \in \mathbb{Z}_+^n,
$$

(18)

where $h_{ij}$ is the $(i, j)$ element of $H$. Since $y$ can be chosen arbitrary in (18), taking limits along all possible paths as $y_i$ goes to infinity we arrive at

$$
0 \leq h_{ii} + \sum_{j \in S} h_{ij}, \forall i \text{ and } \forall S \subset [1 : n] \setminus i.
$$

(19)

In particular, by selecting $S$ to be an empty set we arrive at the conclusion that $0 \leq h_{ii}, \forall i$. To see that $h_{ii} \neq 0$, consider

$$
E[U_i|Y = 0 + y_i 1_i] = h_{ii} y_i + c_i, \forall y \in \mathbb{Z}_+.
$$

(20)

Therefore, $h_{ii}$ can only be zero if $U_i$ is a constant.

Next, using (17) and summing over $y_i$ we have that

$$
\sum_{y_i=0}^k (y_i + 1)P_Y(y + 1_i) = \sum_{y_i=0}^k \left( \sum_{j=1}^n h_{ij} y_j + c_i \right) P_Y(y),
$$

(21)

or, equivalently, by doing a change of variable on the left side of (21),

$$
E[Y_i 1_{\{Y_i \leq k+1\}} | Y_{-i} = y_{-i}] = E \left[ \left( \sum_{j=1}^n h_{ij} y_j + c_i \right) 1_{\{Y_i \leq k\}} | Y_{-i} = y_{-i} \right],
$$

(22)

where $Y_{-i}$ is $Y$ with the $i$-th element removed. Now by choosing $y_{-i} = 0$ and re-arranging the terms we have that

$$
h_{ii} = \frac{E[Y_i 1_{\{Y_i \leq k+1\}} | Y_{-i} = 0] - c_i E[1_{\{Y_i \leq k\}} | Y_{-i} = 0]}{E[Y_i 1_{\{Y_i \leq k\}} | Y_{-i} = 0]},
$$

(23)

for all $k$. Now taking $k$ to infinity and using the fact that $c_i > 0$, it immediately follows that $h_{ii} < 1$.

The above discussion shows that $0 < h_{ii} < 1, \forall i$. We now proceed to show that $H$ is invertible. To that end, we need the following lemma shown in Appendix A.

**Lemma 2:** For $y \in \mathbb{Z}_+^n$

$$
|\text{Var}(U|Y = y)|_{ij} = E[U_i|Y = y] (E[U_j|Y = y + 1_i] - E[U_j|Y = y]).
$$

(24)

Now by using Lemma 2 and taking $E[U|Y = y] = HY + c$ we have that

$$
\text{Var}(U|Y = 0) = c1^T \odot H^T
$$

(25)

where $\odot$ denotes the element-wise product (i.e., Hadamard product). Now using an elementary rank bound for the element-wise product, and the fact that for non-degenerate random vectors $\text{Var}(U|Y = 0)$ is a positive definite matrix, we have that

$$
n = \text{Rank} (\text{Var}(U|Y = 0)) = \text{Rank} (c1^T \odot H^T) \leq \text{Rank} (c1^T) \text{ Rank} (H^T) = \text{Rank} (H^T) \leq n.
$$

(26-30)

Therefore, $H$ has full rank and is invertible.

We now proceed to show that $H$ must be a diagonal matrix. In order to that, we need the following definition.

**Definition 1:** The Laplace transform of the distribution of a random vector $U \in \mathbb{R}^n$ is denoted by

$$
\mathcal{L}_U(t) = E[e^{-t^T U}], \quad t \in \mathbb{R}_+^n.
$$

(31)

The following lemma is extensively used in this proof and the proof of Theorem 2.

**Lemma 3:** Let $Y = P(U)$ and suppose that (7) holds. Then,

$$
E \left[ (U - (HY + c)) e^{-t^T Y} \right] = 0
$$

(32)
for all \( t \in \mathbb{R}^n_+ \). Moreover, for any \( t \in \mathbb{R}^n_+ \)
\[
E \left[ (U - (HY + c)) e^{-tY} \right]
= -(H(diag(s) - I) + I) \nabla_s L_U(s) - cL_U(s),
\]
(33)
where \( s_m = 1 - e^{-t_m}, m = 1, \ldots, n \).

Proof: The proof of (32) follows from the orthogonality principle. To show (33) we need to compute the following terms:
\[
E \left[ U e^{-tY} \right], E \left[ e^{-tY} \right] \text{ and } E \left[ Ye^{-tY} \right].
\]
(34)
Also, recall that the Laplace transform of a distribution of a scalar Poisson random variable \( W \) with the parameter \( \lambda \) is given by
\[
\mathcal{L}_W(t) = e^{\lambda e(t)},
\]
(35)
where \( \nu(t) = (e^{-t} - 1) \).

Now, first,
\[
E \left[ U e^{-tY} \right] = E \left[ U \prod_{m=1}^n e^{t_m Y_m} | U \right]
= E \left[ U \prod_{m=1}^n e^{t_m Y_m} \right]
= E \left[ U \prod_{m=1}^n e^{t_m Y_m} \right]
= E \left[ Ye^{-s^T U} \right]
= \nabla_s L_U(s),
\]
(40)
where (38) follows by using the Laplace transform of a scalar Poisson distribution. Second, using similar steps, we have
\[
E \left[ e^{-tY} \right] = E \left[ \prod_{m=1}^n e^{t_m Y_m} | U \right]
= E \left[ \prod_{m=1}^n e^{t_m Y_m} \right]
= E \left[ e^{-s^T U} \right]
= \nabla_s L_U(s).
\]
(44)

Third,
\[
E \left[ Ye^{-tY} \right] = -\nabla_t E \left[ e^{-tY} \right]
= -\nabla_t E \left[ \prod_{m=1}^n e^{t_m Y_m} \right]
= -\nabla_t E \left[ e^{-s^T U} \right]
= E \left[ (1 - diag(s)) Ye^{-s^T U} \right]
= (diag(s) - I) \nabla_s L_U(s),
\]
(50)
where we have used that
\[
dt_m s_m U_m = \left(1 - e^{-t_m} \right) U_m
\]
(51)
\[
= e^{-t_m} U_m
\]
(52)
\[
= (1 - s) U_m.
\]
(53)
Combining (40), (44) and (50) we arrive at
\[
E \left[ (U - (HY + c)) e^{-tY} \right]
= \nabla_s L_U(s) - H(diag(s) - I) \nabla_s L_U(s) - cL_U(s)
= -(H(diag(s) + (1 - H)) \nabla_s L_U(s) - cL_U(s).
\]
(54)
This concludes the proof.

To present the solution to the differential equation in (33) we need the following lemma.

Lemma 4: For \( 0 < A \in \mathbb{R}^{n \times n} \) and \( b \in \mathbb{R}^n \) where \( b \) is assumed to have all positive entries. The system
\[
\nabla g(s) = -(A + diag(s))^{-1} b, \quad g(0) = 0,
\]
(59)
has a solution only if \( A \) is a diagonal matrix with a solution given by
\[
g(s) = \sum_{i=1}^n b_i \log \left(1 + \frac{s_i}{A_{ii}}\right).
\]
(60)

Proof: We first find the Hessian matrix of \( f(s) = \nabla g(s) \).

Let
\[
C = A + diag(s), \quad S = diag(s), \quad Sf = diag(f) s.
\]
(61)
(62)
(63)
Then, the differential is given by
\[
\partial f = \partial C^{-1} b
\]
(64)
\[
= -C^{-1}(\partial C) C^{-1} b
\]
(65)
\[
= -C^{-1}(\partial S) f
\]
(66)
\[
= -C^{-1}(\partial S) f
\]
(67)
\[
= -C^{-1}(\partial S) f
\]
(68)
Hence,
\[
\frac{\partial f}{\partial s} = -C^{-1}(\partial C) C^{-1} b = -C^{-1} \text{diag}(f) \partial s.
\]
(69)
Therefore, the Hessian matrix of \( g \) is given by
\[
\nabla^2 g(s) = -(A + diag(s))^{-1} \text{diag} \left( (A + diag(s))^{-1} b \right).
\]
(70)
Note that the Hessian matrix must be symmetric. Next, it is shown that in order for the Hessian to be symmetric \( A \) must be a diagonal matrix.

Let \( \tilde{A} = (A + diag(s))^{-1} \) and choose \( s \) such that
\[
\tilde{b} = \tilde{A} b = (A + diag(s))^{-1} b
\]
(71)
has distinct elements all of which are non-zero. Note that this is possible in view of the assumption that \( b \) has non-zero entries.

Next, observe that if \( \hat{A} \text{diag}(b) \) is symmetric, then \( \hat{A} \) must be symmetric. This follows by letting \( C = \text{diag}(b) \) and observing that \( A = C \text{diag}(b)^{-1} \) is symmetric. The symmetry of \( A \) implies that

\[
\hat{A} \text{diag}(b) = \text{diag}(b) \hat{A}^T = \text{diag}(b) \hat{A}. 
\]

(72)

In other words, \( \hat{A} \) and \( \text{diag}(b) \) commute. However, if all elements of a diagonal matrix are distinct, then it commutes only with a diagonal matrix. Therefore, \( \hat{A} \) is a diagonal matrix. This implies that for the Hessian to be symmetric \( \hat{A} \) must be a diagonal matrix.

Since \( \hat{A} \) is diagonal, the solution is obtained by an application of the fundamental theorem of calculus for line integrals: for a function \( f \) and a smooth curve \( r(t) \) we have

\[
\int_a^b \nabla f(r(t)) \cdot \dot{r}(t) \, dt = f(r(b)) - f(r(a)). 
\]

(73)

Applying (73) to (59) with a choice of \( r(t) = (1-t)0 + ts, \ t \in (0,1) \), we have that

\[
g(s) = -\int_0^1 (A + \text{diag}(s))^{-1} b \cdot s dt
\]

\[
= -s^T \int_0^1 (A + \text{diag}(s))^{-1} dt b
\]

\[
= -s^T \text{diag} \left( \frac{\log(1 + \frac{s_k}{\alpha_k})}{s_k} \right) b
\]

\[
= -\sum_{k=1}^n b_k \log \left( 1 + \frac{s_k}{\alpha_k} \right). 
\]

(74)

(75)

(76)

(77)

Setting \( A = H^{-1}(I - H) \) and \( b = H^{-1}c \) in Lemma 4 and using that \( g(s) = \log(L_U(s)) \) we arrive at the following form for the Laplace transform of the distribution of \( U \):

\[
\mathcal{L}_U(s) = \prod_{k=1}^n \frac{1}{1 + \frac{b_k s_k}{1 - h_k}}. 
\]

(78)

which is the Laplace transform of a product of Gamma distributions.

V. PROOF THEOREM 2

Let the characteristic function of the product Gamma distribution be denoted by

\[
\phi_G(t) = \prod_{k=1}^n (1 - \frac{it}{\alpha_k})^{-\theta_k}. 
\]

(79)

The following result, which is a generalization of the scalar result in [16], will be useful.

**Lemma 5:** Let \( \phi_U(t) \) be a characteristic function of a distribution of a non-negative random vector \( U \) and let

\[
A = \text{diag}^{-1} \left[ (\alpha_1, \ldots, \alpha_n)^T \right],
\]

\[
\tilde{c} = \left[ \frac{\theta_1}{\alpha_1}, \ldots, \frac{\theta_n}{\alpha_k} \right]^T.
\]

(80)

(81)

Then, for every \( t \in \mathbb{R}^n \)

\[
\left| \frac{\phi_U(t) - \phi_G(t)}{||t|| \sup_{t \in \mathbb{R}^n} \| (i + \text{diag}(t)) \nabla \phi_U(t) + c \phi_U(t) \|} \right|. 
\]

(82)

**Proof:** First, note that

\[
\frac{1}{\partial t_k} \frac{1}{\phi_G(t)} = -i \frac{\theta_k}{\alpha_k} \left( 1 - \frac{it_k}{\alpha_k} \right) \phi_G(t),
\]

(83)

and hence

\[
\frac{1}{\partial t_k} \phi_U(t) \frac{1}{\phi_G(t)} = \phi_U(t) + \phi_G(t) - \phi_U(t)
\]

\[
= \phi_U(t) \left( \frac{1}{1 - \frac{it_k}{\alpha_k}} \frac{\partial}{\partial t_k} \phi_G(t) - \frac{i \theta_k}{\alpha_k} \phi_G(t) \right)
\]

\[
= \phi_U(t) \left( \frac{1}{1 - \frac{it_k}{\alpha_k}} \frac{\partial}{\partial t_k} \phi_G(t) - \frac{i \theta_k}{\alpha_k} \phi_G(t) \right)
\]

\[
= \phi_U(t) \left( i + \frac{t_k}{\alpha_k} \frac{\partial}{\partial t_k} \phi_G(t) + \frac{\theta_k}{\alpha_k} \phi_G(t) \right)
\]

\[
= \phi_U(t) \left( i + \frac{t_k}{\alpha_k} \frac{\partial}{\partial t_k} \phi_G(t) + \frac{\theta_k}{\alpha_k} \phi_G(t) \right)
\]

(84)

(85)

(86)

Therefore, the gradient can be upper bounded as

\[
\left\| \nabla \left( \frac{\phi_U(t)}{\phi_G(t)} \right) \right\| 
\]

\[
= \left\| (I - i \text{diag}(t))^{-1} \left[ (i + \text{diag}(t)) \nabla \phi_U(t) + c \phi_U(t) \right] \right\| \phi_G(t) \| \phi_G(t) \|
\]

\[
\leq \left\| (I - i \text{diag}(t))^{-1} \left[ (i + \text{diag}(t)) \nabla \phi_U(t) + c \phi_U(t) \right] \right\| \phi_G(t) \| \phi_G(t) \|
\]

(87)

(88)

where \( \| \cdot \|_* \) denotes the operator norm.

Next, recall that the operator norm of a diagonal matrix is given by the maximal element and

\[
\left\| (I - i \text{diag}(t))^{-1} \right\|_* = \max_{k \in [1:n]} \left| 1 - \frac{t_k}{\alpha_k} \right|^{-1}
\]

\[
= \frac{1}{\sqrt{1 + \min_{k \in [1:n]} \frac{t_k}{\alpha_k}}}
\]

(89)

(90)

Moreover, note that

\[
\left| \phi_G(t) \right| = \prod_{i=1}^n \left| 1 - \frac{i t_i}{\alpha_i} \right|^{-\theta_i} = \prod_{i=1}^n \left( 1 + \frac{i^2}{\alpha_i^2} \right)^{-\theta_i}. 
\]

(91)
Now let $r(t) = \tau t$ and observe the following sequence of steps:

$$\begin{align*}
|\phi_U(t) - \phi_G(t)| &= |\phi_G(t)| \left| \frac{\phi_U(t)}{\phi_G(t)} - 1 \right| \\
&= |\phi_G(t)| \left| \int_0^1 \nabla_{\phi_G(r(t))} \cdot \dot{r}(t) \, dt \right| \\
&= |\phi_G(t)| \left| \int_0^1 \nabla_{\phi_G(r(t))} \|\dot{r}(t)\| \, dt \right| \\
&\leq |\phi_G(t)| \int_0^1 \left\| \nabla_{\phi_G(r(t))} \|\dot{r}(t)\| \right\| \, dt \\
&\leq |t| \sup_{t \in \mathbb{R}^n} \left\| (i + \text{Adiag}(t)) \nabla_{\phi_U(t)} + \tilde{c} \phi_U(t) \right\|,
\end{align*}$$

where (93) follows from the fundamental theorem of calculus for line integrals; (94) follows by using the Cauchy-Schwarz inequality; and (95) follows by using the bound in (88), the fact that $|\phi_G(t)|$ is an increasing function of $t$, and

$$\begin{align*}
\int_0^1 \left\| (i + \text{Adiag}(\tau t)) \nabla_{\phi_U(t)} + \tilde{c} \phi_U(t) \right\| \, d\tau \\
&\leq \frac{1}{|\phi_G(t)|} \int_0^1 \left\| (i + \text{Adiag}(\tau t)) \nabla_{\phi_U(t)} + \tilde{c} \phi_U(t) \right\| \, d\tau \\
&\leq \sup_{t \in \mathbb{R}^n} \left\| (i + \text{Adiag}(t)) \nabla_{\phi_U(t)} + \tilde{c} \phi_U(t) \right\|.
\end{align*}$$

This concludes the proof.

With Lemma 5 at our disposal we are now ready to proof the main result. First, note that by using a simple transformation from the Laplace transform to the characteristic function, the result in Lemma 3 can be re-written as

$$\begin{align*}
E \left[ (U - (HY + c)) e^{it^T Y} \right] &= -i(1 - H) + \text{Hdiag}(s) \nabla_s \phi_U(s) - c\phi_U(s). \tag{97}
\end{align*}$$

Moreover,

$$\begin{align*}
\left\| (i(1 - H) + \text{Hdiag}(s)) \nabla_s \phi_U(s) + c\phi_U(s) \right\| &= \left\| E \left[ (U - (HY + c)) e^{it^T Y} \right] \right\| \\
&= \left\| E \left[ (E[U|Y] - (HY + c)) e^{it^T Y} \right] \right\| + \left\| E \left[ U - (E[U|Y]) e^{it^T Y} \right] \right\| \\
&= \left\| E \left[ (E[U|Y] - (HY + c)) e^{it^T Y} \right] \right\| \leq E \left\| (E[U|Y] - (HY + c)) e^{it^T Y} \right\| \leq \sqrt{E \left\| (E[U|Y] - (HY + c))^2 \right\|}, \tag{99}
\end{align*}$$

where (99) follows by the orthogonality principle; (101) follows by using the modulus inequality; and (102) follows by using Jensen’s inequality.

Now by setting $\tilde{c} = (1 - H)^{-1} c$ and $A = (1 - H)^{-1} H$ in Lemma 5 we have that

$$\begin{align*}
&\left\| (i(1 - H) + \text{Hdiag}(s)) \nabla_s \phi_U(s) + c\phi_U(s) \right\| \\
&\leq \left\| t \right\| \sup_{t \in \mathbb{R}^n} \left\| (i(1 - H) + \text{Hdiag}(s)) \nabla_s \phi_U(s) + c\phi_U(s) \right\| \leq \left\| t \right\| \sup_{t \in \mathbb{R}^n} \left\| (1 - H)^{-1} \right\|_{+} \cdot \sup_{t \in \mathbb{R}^n} \left\| (i(1 - H) + \text{Hdiag}(s)) \nabla_s \phi_U(s) + c\phi_U(s) \right\| \\
&\leq \left\| t \right\| \left\| (1 - H)^{-1} \right\|_{+} \sqrt{E \left[ \left\| (E[U|Y] - (HY + c))^2 \right\| \right]} \\
&= \left\| t \right\| \sqrt{\frac{\sqrt{\lambda}}{1 - \max_k h_{kk}}}. \tag{106}
\end{align*}$$

This concludes the proof.

**VI. CONCLUDING REMARKS**

This section discusses implications of our results for the practically relevant model $Y = P(AX + \lambda)$, which explicitly takes into account the intensity matrix $A$ and the dark current parameter $\lambda$. In addition, we also compare the Poisson result obtained in this work to their Gaussian counterparts.

We begin by adopting Theorem 1 to the parametrization $Y = P(AX + \lambda)$. This is done by setting $U = AX + \lambda$ in Theorem 1.

**Corollary 1:** Suppose that $Y = P(AX + \lambda)$. Then,

$$E[X|Y = y] = Cy + b, \forall y \in \mathbb{Z}_+^n \tag{107}$$

if and only if all of the following conditions hold:

- $\lambda = 0$;
- $AC$ is a diagonal matrix with $0 < |AC|_{ii} < 1, \forall i \in [1 : n]$;
- $Ab$ is a vector of positive elements; and
- $P_{AX} = \prod_{i=1}^n \text{Gam} \left( \frac{1}{|AC|_{ii}}, \frac{|Ab|_{ii}}{|AC|_{ii}} \right)$

**Proof:** Let $U = AX + \lambda$. By multiplying (107) by $A$ and adding $\lambda$ we have that

$$E[U|Y = y] = A E[X|Y = y] + \lambda = ACy + Ab + \lambda. \tag{108}$$

Next, note that the linearity of the conditional expectation implies that $U = AX + \lambda$ is according with a product gamma distribution which has non-negative support. However, if $\lambda$ has positive components, this would imply that $AX = U - \lambda$ has negative components, which is not allowed under the Poisson model. Therefore, $\lambda$ must be zero.

The rest of the argument follows from Theorem 1 by mapping $AC$ to $H$ and $Ab$ to $c$.

A few comments are now in order.

**A. The case of a non-zero dark current**

Somewhat regrettable Corollary 1 shows that the conditional expectation can only be linear if the dark current parameter is zero. To demonstrate the effect of the dark current we investigate a scalar case with an exponential distribution as a prior (i.e., a gamma distribution with $\theta = 1$).
Lemma 6: Let \( Y = \mathcal{P}(aX + \lambda) \) and take \( X \) to be an exponential random variable of rate \( \alpha \). Then, for every \( a > 0 \) and \( \lambda \geq 0 \)

\[
E[X|Y = k] = \frac{1}{a} \frac{(k + 1)P_Y(k + 1) - \lambda}{P_Y(k)} \tag{109}
\]

where

\[
P_Y(0) = \frac{ae^{-\lambda}}{\alpha + a}, \tag{110}
\]

\[
P_Y(k) = \frac{\Gamma(k + 1, \lambda)}{\Gamma(k + 1)} - \frac{\Gamma(k, \lambda)}{\Gamma(k)} + a^k \left( \frac{\Gamma(k, \lambda (\frac{a}{\alpha} + 1))}{\Gamma(k)} - \frac{\Gamma(k + 1, \lambda (\frac{a}{\alpha} + 1))}{\Gamma(k + 1) (1 + \frac{a}{\alpha})} \right) \tag{111}
\]

where \( \Gamma(\cdot, \cdot) \) is the upper incomplete gamma function.

Proof: (109) is a scalar version of Lemma 1. The proof of (110) and (111) follows by invoking standard integration techniques for exponential functions.

The effect of the dark current parameter on the conditional expectation in the scalar case for an exponential random variable is shown in Fig. 1. Observe that the larger the dark current, the smaller the conditional expectation is. The interpretation here is that large values of dark current inflate the observed count at \( Y \), and the estimator compensates by producing smaller estimates of \( X \).

It is also interesting to compare the optimal linear estimator under the squared error loss to the conditional expectation. The former is given by

\[
\hat{X}(y) = cy + b, \tag{112}
\]

\[
c = \frac{aV(X)}{a^2V(X) + aE[X] + \lambda}, \tag{113}
\]

\[
b = E[X] - c(aE[X] + \lambda). \tag{114}
\]

Fig. 2 compares the conditional expectation to the optimal linear estimator for an exponential random variable and shows that the conditional expectation can be approximated by a piece-wise linear function. More specifically, Fig. 2 shows that the optimal linear estimator is a good approximation of the conditional expectation for small values of count, and the optimal zero dark current linear estimator shifted by the value of the dark current is a good approximation for large values of count.

B. On the size of \( A \)

Observe that according to Corollary 1 \( AX \) must have a product gamma distribution. The following scenarios can be encountered:

- \( A \) is full rank. In this case, the pdf of \( X \) is given by
  \[
f_X(x) = |\det(A)|f_U(Ax) \tag{115}
\]
  where \( f_U(\cdot) \) is the pdf of the product gamma distribution in Corollary 1.

- \( A \) is a ‘fat’ matrix (i.e., \( k < n \)). In this case, there are several distributions on \( X \) that result in a product gamma distribution; and

- \( A \) is a ‘thin’ matrix (i.e., \( k > n \)). In this case, in general, it is not possible to generate a product distribution.

C. Comparison to the Gaussian Noise Case

It is of some value to compare the result in the Poisson case to the Gaussian noise case. The Gaussian counterpart of Theorem 1, which is a well-known result (see for example [20, Lemma 5]), is given next.

**Theorem 3:** Suppose that \( A \in \mathbb{R}^{k \times n} \). Let \( Y = AX + Z \) where \( X \in \mathbb{R}^n \) and \( Z \sim N(0, I) \) are independent. Then,

\[
E[X|Y = y] = Hy + c, \forall y \in \mathbb{R}^n \tag{116}
\]

if and only if \( X \sim N(\mu, K) \) such that

\[
H = KA^T \left( (AKA^T + I)^{-1} \right), \tag{117}
\]

\[
c = \mu - HA\mu. \tag{118}
\]

In particular, \( AX \sim N(A\mu, \Sigma) \) where \( \Sigma = (I - AH)^{-1}AH \).

The key difference is that unlike in the Poisson noise case, in the Gaussian noise case the prior does not to have
to be a product distribution. In fact, in the Gaussian noise case, an arbitrary covariance matrix on $X$ results in a linear estimator. Note that, while the distribution on $AX$ is unique, the distribution on $X$ may not be unique and depends on the dimensionality of $A$.

To the best of our knowledge, for the Gaussian noise case there exists only a scalar counterpart of Theorem 2, which was shown in [21, Lemma 4]. In order to make a proper comparison, the following result provides a vector Gaussian generalization.

**Theorem 4:** Let $H$ and $c$ be as in Theorem 3. Denote by $\phi_{AX}(t)$, $\phi_Z(t)$ and $\phi_Y(t)$ the characteristic functions of $AX$, $Z$ and $Y$, respectively. Assume that

$$E \left[ ||E[X|Y] - (HY + c)||^2 \right] \leq \epsilon,$$  \hspace{1cm} (119)

for some $\epsilon \geq 0$. Then, for all $t \in R^k$

$$\left| \frac{\phi_{AX}(t) - e^{-\frac{\epsilon \|t\|^2}{2}}}{\|t\|} \right| \leq \frac{\sqrt{c}\|A\|_*}{\sigma_{\text{min}}(I - AH) \phi_Z(t)} $$  \hspace{1cm} (120)

where $\Sigma = (I - AH)^{-1}AH$, $\|A\|_*$ is the operator norm of $A$, and $\sigma_{\text{min}}(I - AH)$ is the smallest singular value of $I - AH$. Consequently,

$$\sup_{t \in R^k} \frac{\phi_Y(t) - e^{-\frac{\epsilon \|t\|^2}{2}}}{\|t\|} \leq \frac{\sqrt{c}\|A\|_*}{\sigma_{\text{min}}(I - AH)} $$  \hspace{1cm} (121)

**Proof:** See Appendix B.

It is interesting to compare the Poisson result in (10) to the Gaussian results in (120) and (121). In particular, the Poisson result appears to be stronger than the Gaussian result. In the Gaussian case the control over the characteristic functions of the input in (10) is uniform over all $t$ (i.e., the domain of characteristic functions), but in the Gaussian counterpart in (120) such a bound is not uniform over all $t$. In the Gaussian case, we do get a uniform bound, but only for the characteristic functions of the output as shown in (121).

**APPENDIX A**

**PROOF OF LEMMA 2**

First, compute the cross-correlation term

$$E[U_i U_j | Y = y] = \frac{E[U_i U_j P_U|y(U|U)]}{P_Y(y)}$$  \hspace{1cm} (122)

$$= \frac{(y_i + 1)(y_j + 1)P_Y(y + 1_i + 1_j)}{P_Y(y)}.$$  \hspace{1cm} (123)

Therefore, by using Lemma 1

$$\text{Var}(U|Y = y)_{ij} = \frac{(y_i + 1)(y_j + 1)P_Y(y + 1_i + 1_j)}{P_Y(y)} - \frac{(y_i + 1)(y_j + 1)P_Y(y + 1_i + 1_j)}{P_Y(y)}$$  \hspace{1cm} (124)

$$= E[U_i|Y = y] \left( \frac{(y_j + 1)P_Y(y + 1_i + 1_j)}{P_Y(y + 1_i)} - E[U_i|Y = y] \right)$$  \hspace{1cm} (125)

$$= E[U_i|Y = y] \left( E[U_j|Y = y + 1_i] - E[U_j|Y = y] \right).$$  \hspace{1cm} (126)

This concludes the proof.

**APPENDIX B**

**PROOF OF THEOREM 4**

The proof for the Gaussian case is very similar to the Poisson case. We start with the following lemma.

**Lemma 7:** Let $\Sigma$ be some covariance matrix and $\phi_X(t)$ be the characteristic function of random vector $X \in R^n$. Then, for every $t \in R^n$

$$\left| \phi_X(t) - e^{-\frac{\epsilon \|t\|^2}{2}} \right| \leq \|t\| \max_{\tau \in [0,1]} \|\nabla \phi_X(\tau t) + \Sigma \tau t \phi_X(\tau t)\|.$$  \hspace{1cm} (127)

**Proof:** Let $r(\tau) = \tau t$

$$\left| \phi_X(t) e^{\frac{\epsilon \|t\|^2}{2}} - 1 \right|$$  \hspace{1cm} (128)

$$= \left| \int_0^1 \nabla \phi_X(r(\tau)) e^{\frac{\epsilon r(\tau)^T \Sigma r(\tau)}{2}} \cdot r(\tau) d\tau \right|$$  \hspace{1cm} (129)

$$\leq \int_0^1 \|\nabla \phi_X(r(\tau)) e^{\frac{\epsilon r(\tau)^T \Sigma r(\tau)}{2}} \cdot r(\tau)\| d\tau$$  \hspace{1cm} (130)

$$\leq \|t\| \int_0^1 e^{\frac{\epsilon t^T \Sigma t}{2}} \|\nabla \phi_X(\tau t) + \Sigma \tau t \phi_X(\tau t)\| d\tau$$  \hspace{1cm} (131)

$$\leq \|t\| \max_{\tau \in [0,1]} \|\nabla \phi_X(\tau t) + \tau \Sigma t \phi_X(\tau t)\| e^{\frac{\epsilon \|t\|^2}{2}}.$$  \hspace{1cm} (132)

where (129) follows from the fundamental theorem of calculus for line integrals; (130) follows from modulus inequality; and (131) is a consequence of using $r(\tau) = t$, $\nabla e^{\frac{\epsilon r^T \Sigma r}{2}} = \Sigma t e^{\frac{\epsilon r^T \Sigma r}{2}}$ and the Cauchy-Schwarz inequality to produce the following sequence of bounds:

$$\left| \nabla \phi_X(r(\tau)) e^{\frac{\epsilon r(\tau)^T \Sigma r(\tau)}{2}} \cdot r(\tau) \right|$$  \hspace{1cm} (134)

$$= e^{\frac{\epsilon t^T \Sigma t}{2}} ||\nabla \phi_X(\tau t) + \tau \Sigma t \phi_X(\tau t)|| \|t\|.$$  \hspace{1cm} (135)

This concludes the proof.

Now, using the orthogonality principle observe that

$$0 = E \left[ (AX - E[AX|Y]) e^{it^T Y} \right]$$  \hspace{1cm} (136)

$$= E \left[ (AX - AHY + AHY - E[AX|Y]) e^{it^T Y} \right]$$  \hspace{1cm} (137)

$$= E \left[ (AX - AHY) e^{it^T Y} \right]$$  \hspace{1cm} (138)
Moreover, the first term in (138) can be computed in terms of characteristic functions as follows:

\[
\begin{align*}
\mathbb{E} \left[ (AX - AHY)e^{i t^T Y} \right] &= \mathbb{E} \left[ (AX - AHX - AHZ)e^{i t^T Y} \right] \\
&= \mathbb{E} \left[ (I - AH)AXe^{i t^T Y} - AHZe^{i t^T Y} \right] \\
&= \mathbb{E} \left[ (I - AH)AXe^{i t^T AX} \right] - e^{i t^T Z} \mathbb{E} \left[ e^{i t^T AX} \right] \\
&= (I - AH)\mathbb{E} \left[ AXe^{i t^T AX} \right] \phi_Z(t) \\
&= (I - AH)\mathbb{E} \left[ AXe^{i t^T AX} \right] \phi_Z(t) - \mathbb{E} \left[ AZe^{i t^T Z} \phi_X(t) \right] \\
&= (I - AH)\mathbb{E} \left[ AXe^{i t^T AX} \right] \phi_Z(t) - \mathbb{E} \left[ AZe^{i t^T Z} \right] \phi_X(t),
\end{align*}
\]

where (142) follows from the independence of \( X \) and \( Z \); (144) follows by observing that \( \nabla \phi_Z(t) = \mathbb{E}[Ze^{i t^T Z}] \); and (145) follows by using that \( \nabla \phi_Z(t) = -t \phi_Z(t) \).

Next, by using (138) and (146), and applying the norm on both sides we get that

\[
\| \mathbb{E} \left[ A(HY - E[X|Y])e^{i t^T Y} \right] \| \\
= \| \phi_Z(t) (I - AH)\nabla \phi_X(t) + AHt \phi_X(t) \| \\
= \| \phi_Z(t) (I - AH)\nabla \phi_X(t) + AHt \phi_X(t) \|.
\]

Furthermore, by using the Cauchy-Schwarz inequality in (148)

\[
\sqrt{\mathbb{E} \left[ \|A(HY - E[X|Y])e^{i t^T Y}\|^2 \right]}
\geq \phi_Z(t) \| (I - AH)\nabla \phi_X(t) + AHt \phi_X(t) \|
\geq \phi_Z(t) \sigma_{\min}(I - AH)
\cdot \| \nabla \phi_X(t) + (I - AH)^{-1}AHt \phi_X(t) \|,
\]

where (150) follows by using the fact that \((I - AH)\) is invertible and the inequality \( \| Ax \| \geq \sigma_{\min}(A) \| x \|, \forall x \) where \( \sigma_{\min}(A) \) is the small singular value of \( A \).

Combining bounds in (127) and (150) and using the bound \( \| Ax \| \leq \| A \|_\infty \| x \|, \forall x \) we have that

\[
\frac{\phi_X(t) - e^{-\frac{t^T X}{\| t \|}}}{t} \leq \sqrt{\mathbb{E} \left[ \|A(HY - E[X|Y])e^{i t^T Y}\|^2 \right]}
\geq \sigma_{\min}(I - AH) \phi_Z(t)
\leq \| A \|_\infty \sqrt{\mathbb{E} \left[ \|HY - E[X|Y]\|^2 \right]}
\geq \sigma_{\min}(I - AH) \phi_Z(t),
\]

where \( \Sigma = (I - AH)^{-1}AH \). This concludes the proof.