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Abstract

We consider unitary simple vertex operator algebras whose vertex operators satisfy certain energy bounds and a strong form of locality and call them strongly local. We present a general procedure which associates to every strongly local vertex operator algebra $V$ a conformal net $A_V$ acting on the Hilbert space completion of $V$ and prove that the isomorphism class of $A_V$ does not depend on the choice of the scalar product on $V$. We show that the class of strongly local vertex operator algebras is closed under taking tensor products and unitary subalgebras and that, for every strongly local vertex operator algebra $V$, the map $W \mapsto A_W$ gives a one-to-one correspondence between the unitary subalgebras $W$ of $V$ and the covariant subnets of $A_V$. Many known examples of vertex operator algebras such as the unitary Virasoro vertex operator algebras, the unitary affine Lie algebras vertex operator algebras, the known $c = 1$ unitary vertex operator algebras, the moonshine vertex operator algebra, together with their coset and orbifold subalgebras, turn out to be strongly local. We give various applications of our results. In particular we show that the even shorter Moonshine vertex operator algebra is strongly local and that the automorphism group of the corresponding conformal net is the Baby Monster group. We prove that a construction of Fredenhagen and Jörss gives back the strongly local vertex operator algebra $V$ from the conformal net $A_V$ and give conditions on a conformal net $A$ implying that $A = A_V$ for some strongly local vertex operator algebra $V$.
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1 Introduction

We have two major mathematical formulations of chiral conformal field theory. A chiral conformal field theory is described with a conformal net in one and with a vertex operator
algebra in the other. The former is based on operator algebras and a part of algebraic quantum field theory, and the latter is based on algebraic axiomatization of vertex operators on the circle $S^1$. The two formulations are expected to be equivalent at least under some natural extra assumptions, but the exact relations of the two have been poorly understood yet. In this paper, we present a construction of a conformal net from a vertex operator algebra satisfying some nice analytic properties. Moreover, we show that the vertex operator algebra can be recovered from the associated conformal net.

Algebraic quantum field theory is a general theory to study quantum field theory based on operator algebras and has a history of more than 50 years, see [50]. The basic idea is that we assign an operator algebra generated by observables to each spacetime region. In this way, we have a family of operator algebras called a net of operator algebras. Such a net is subject to a set of mathematical axioms such as locality (Haag-Kastler axioms). We study nets of operator algebras satisfying the axioms, and their mathematical studies consist of constructing examples, classifying them and studying their various properties. We need to fix a spacetime and its symmetry group for a quantum field theory, and the 4-dimensional Minkowski space with the Poincaré symmetry has been studied by many authors. In a chiral conformal field theory, space and time are mixed into the one-dimensional circle $S^1$ and the symmetry group is its orientation preserving diffeomorphism group.

A quantum field $\Phi$ on $S^1$ is a certain operator-valued distribution assumed to satisfy the chiral analogue of Wightman axioms [95], see also [25], [43] and [59, Chapter 1].

For an interval $I \subset S^1$, take a test function supported in $I$. Then the pairing $\langle \Phi, f \rangle = \Phi(f)$ produces a (possibly unbounded) operator (smeared field) which corresponds to an observable on $I$ (if the operator is self-adjoint). We consider a von Neumann algebra $\mathcal{A}(I)$ generated by such operators for a fixed $I$. Moreover generally we can consider this construction for a family $\Phi_i, i \in \mathcal{I}$ of (Bose) quantum fields, where $\mathcal{I}$ is an index set, not necessarily finite.

Based on this idea, we axiomatize a family $\{\mathcal{A}(I)\}$ as follows and call it a (local) conformal net.

Let $\mathcal{J}$ be the family of open, connected, non-empty and non-dense subsets (intervals) of $S^1$. A (local) Möbius covariant net $\mathcal{A}$ of von Neumann algebras on $S^1$ is a map

$$\mathcal{J} \ni I \mapsto \mathcal{A}(I) \subset B(H)$$

from $\mathcal{J}$ to the set of von Neumann algebras on a fixed Hilbert space $H$ satisfying the following properties.

- **Isotony.** If $I_1 \subset I_2$ belong to $\mathcal{J}$, then we have $\mathcal{A}(I_1) \subset \mathcal{A}(I_2)$.
- **Locality.** If $I_1, I_2 \in \mathcal{J}$ and $I_1 \cap I_2 = \emptyset$, then we have $[\mathcal{A}(I_1), \mathcal{A}(I_2)] = \{0\}$, where brackets denote the commutator.
- **Möbius covariance** There exists a strongly continuous unitary representation $U$ of the group $\text{Möb} \simeq \text{PSL}(2, \mathbb{R})$ of Möbius transformations of $S^1$ on $H$ such that we have $U(\gamma)\mathcal{A}(I)U(\gamma)^* = \mathcal{A}(\gamma I)$, $\gamma \in \text{Möb}$, $I \in \mathcal{J}$.
- **Positivity of the energy.** The generator of the one-parameter rotation subgroup of $U$ (conformal Hamiltonian) is positive.
Existence of the vacuum. There exists a unit $U$-invariant vector $\Omega \in \mathcal{H}$ called the vacuum vector, and $\Omega$ is cyclic for the von Neumann algebra $\bigvee_{I \in \mathcal{I}} \mathcal{A}(I)$, where the lattice symbol $\bigvee$ denotes the von Neumann algebra generated.

These axioms imply the Haag duality, $\mathcal{A}(I)' = \mathcal{A}(I')$, $I \in \mathcal{I}$, where $I'$ is the interior of $S^1 \setminus I$.

We say that a Möbius covariant net $\mathcal{A}$ is irreducible if $\bigvee_{I \in \mathcal{I}} \mathcal{A}(I) = B(\mathcal{H})$. The net $\mathcal{A}$ is irreducible if and only if $\Omega$ is the unique $U$-invariant vector up to scalar multiple, and if and only if the local von Neumann algebras $\mathcal{A}(I)$ are factors. In this case they are automatically type III$_1$ factors (except for the trivial case $\mathcal{A}(I) = \mathbb{C}$).

Let $\text{Diff}^+(S^1)$ be the group of orientation-preserving diffeomorphisms of $S^1$. By a conformal net $\mathcal{A}$, we mean a Möbius covariant net with the following property called conformal covariance (or diffeomorphism covariance).

There exists a strongly continuous projective unitary representation $U$ of $\text{Diff}^+(S^1)$ on $\mathcal{H}$ extending the unitary representation of Möb such that for all $I \in \mathcal{I}$ we have

$$U(\gamma)A(I)U(\gamma)^* = A(\gamma I), \quad \gamma \in \text{Diff}^+(S^1),$$

$$U(\gamma)AU(\gamma)^* = A, \quad A \in \mathcal{A}(I), \ \gamma \in \text{Diff}(I'),$$

where $\text{Diff}(I)$ denotes the group of orientation preserving diffeomorphisms $\gamma$ of $S^1$ such that $\gamma(z) = z$ for all $z \in I'$.

It should be pointed out that it is not known whether or not the map $I \ni I \mapsto \mathcal{A}(I)$ defined from a family $\{\Phi_i\}_{i \in \mathcal{I}}$ of chiral conformal covariant quantum fields on $S^1$ will satisfy in general the axioms of conformal nets described above. The main difficulty is given by locality. The problem is due to the fact that the smeared fields are typically unbounded operators and the von Neumann algebras generated by two unbounded operators commuting on a common invariant domain need not to commute as shown by a well known example by Nelson [86]. This difficulty is part of the more general problem of the mathematical equivalence of Wightman and Haag-Kastler axioms for quantum field theory a problem which has been studied rather extensively in the literature but which has not yet been completely solved, see e.g. [8, 5, 6, 7, 32, 33, 37, 38, 45]. As it will become clear in this paper we deal with some special but mathematically very interesting aspect of this general problem.

A vertex operator is an algebraic formalization of a quantum field on $S^1$, see [39, 59]. A certain family of vertex operators is called a vertex operator algebra. This first appeared in the study of Monstrous Moonshine, where one constructs a special vertex operator algebra called the Moonshine vertex operator algebra whose automorphism group is the Monster group, see [40]. Extensive studies have been made on vertex operator algebras in the last 30 years.

Since a conformal net and a vertex operator algebra (with a unitary structure) both give mathematical axiomatization of a (unitary) chiral conformal field theory, one expects that these two objects are in a bijective correspondence, at least under some nice conditions, but no such correspondence has been known so far. Actually, the axioms of vertex operator algebras are deeply related to Wightman axioms for quantum fields, see [59, Chapter 1]. Hence, the problem of the correspondence between vertex operator algebras and conformal nets can bee seen as a variant of the problem of the correspondence between Wightman field theories and algebraic quantum field theories discussed above.
We would like to stress here an important difference between the Wightman approach and the vertex operator algebra approach to conformal field theory. In the Wightman approach the emphasis is on a family of fields \( \{ \Phi_i \}_{i \in \mathcal{I}} \) which generate the theory. For this point of view it is natural to start from this family in order to define an associated conformal net, see e.g. [14]. Many models of conformal nets are more or less directly defined in this way from a suitable family of generating fields. On the other hand, in the vertex operator algebra approach one considers, in a certain sense, all possible fields (the vertex operators) compatible to a given theory and corresponding to the Borchers class of the generating family \( \{ \Phi_i \}_{i \in \mathcal{I}} \), cf. [50, II.5.5]. In this sense the vertex operator algebras approach is closer in spirit to the algebraic approach, see [50, III.1] and in this paper we will take this fact quite seriously. Another important similarity between the vertex operator approach and the conformal nets approach is the emphasis on representation theory. The latter will play only a marginal role in this paper but we believe that our work gives a solid basis for further investigations in this direction and we plan to come back to the representation theory aspects in the future.

In this paper we present for the first time a correspondence between unitary vertex operator algebras and conformal nets. The basic idea is the following. We start with a simple unitary vertex operator algebra \( V \) and we assume that the vertex operators satisfy certain (polynomial) energy bounds. This assumption guarantees a nice analytic behaviour of the vertex operators. It is rather standard in axiomatic quantum field theory and does not appear to be restrictive but it is presently not known if it guarantees the existence of an associated conformal net. Then, on the Hilbert space completion \( \mathcal{H}_V \) of \( V \) we can consider the smeared vertex operators \( Y(a, f), f \in C^\infty(S^1), a \in V \) corresponding to the vertex operators \( Y(a, z) \) of \( V \). We then define a family of von Neumann algebras \( \{ A_V(I) \}_{I \in \mathcal{I}} \) as described at the beginning of this introduction by using all the vertex operators. We say that \( V \) is strongly local if the map \( I \ni I \mapsto A_V(I) \) satisfies locality. In this case we prove \( A_V \) is an irreducible conformal net. The idea of using all the vertex operators instead of a suitable chosen generating family of well behaved generators has the great advantage to make the construction more intrinsic and functorial. In particular every unitary subalgebra \( W \subset V \) of a strongly local vertex operator algebra turns out to be strongly local and the map \( W \mapsto A_W \) gives rise to a one-to-one correspondence between the unitary vertex subalgebras \( W \) of \( V \) and the covariant subnets of \( A_V \). Moreover, we prove that the automorphism group of \( A_V \) coincides with the unitary automorphism group of \( V \) and that, if the latter is finite, it coincides with the full automorphism group of \( V \).

Although the strong locality condition appears \textit{a priori} to be rather restrictive and difficult to prove we show, inspired by the work of Driessler, Summers and Wichmann [33] that if a generating family \( \mathcal{F} \) of quasi-primary (i.e. Möbius covariant) Hermitian vertex operators, generates a conformal net \( A_\mathcal{F} \) then \( V \) is strongly local and \( A_V = A_\mathcal{F} \). This result heavily relies on the deep connection between the Tomita-Takesaki modular theory of von Neumann algebras and the space-time symmetries of quantum field theories first discovered by Bisognano and Wichmann [2]. As a consequence, standard arguments (see e.g. [14]) shows that if \( V \) is generated by fields of conformal dimension one and by Virasoro fields then it is strongly local. This gives many examples of strongly local vertex operator algebras, e.g. the affine vertex operator algebras and their subalgebras, orbifold vertex operator algebras and coset vertex operator algebras. Moreover, the Moonshine vertex operator algebra \( V^2 \) turns out to be strongly local and the automorphism group of the net
\(A_V\) is the monster, a result previously proved in [66]. As a consequence we can construct an irreducible conformal net \(A_{VB}^{(0)}\) associated with the even shorter Moonshine vertex operator algebra \(VB^{(0)}\) constructed by Höhn. Moreover, we show that the automorphism group of \(A_{VB}^{(0)}\) is the Baby Monster group. As far as we can see there is no known example of simple unitary vertex operator algebra which can be shown to be not strongly local and we conjecture that such an example does not exist.

We also show that one can reconstruct the strongly local vertex operator algebra \(V\) from the corresponding conformal net \(A_V\) by using the work of Fredenhagen and Jörss [38]. Actually we consider a variant of the construction in [38] which is directly obtained from the Tomita-Takesaki modular theory of von Neumann algebras. We also find a set of natural conditions on an irreducible conformal net \(A\), including energy bounds for the Fredenhagen-Jörss fields, which are equivalent to the requirement that \(A\) coincides with the net \(A_V\) associated with a simple unitary strongly local vertex operator algebra \(V\). The existence of irreducible conformal nets not satisfying these condition appears to be an open problem.

In order to keep this paper reasonably self-contained, the first four sections are devoted to various preliminaries on operator algebras, conformal nets and vertex operator algebras. In Sect. 5 we define and study the notion of unitary vertex operator algebra. The definition has previously appeared more or less explicitly in the literature e.g. [81] where unitary vertex operator algebras appear as vertex operator algebras having a real form with a positive definite invariant bilinear form, see also [40, Sect.12.5]. Here we prefer an alternative definition which is easily seen to be equivalent and we replace the real forms by the corresponding antilinear automorphisms (PCT operators). The same definition, with a slightly different language, has also been recently used by Dong and Lin [28]. In this paper we give a further equivalent definition of unitarity based on the requirement of locality for the adjoint (with respect to the scalar product) vertex operators. Our proof of the equivalence of the two definitions gives a vertex algebra version of the PCT theorem in Wightman quantum field theory [95]. Moreover, we study the question of the uniqueness of the unitary structure, i.e. of the invariant scalar product, in relation to the properties of the automorphism group of the underlying vertex operator algebra. We show that the scalar product is unique if and only if the automorphism group is compact, that in this case the automorphism group coincides with the unitary automorphism group and that it must also be totally disconnected. This happens in the special but important examples in which the automorphism group is finite as in the case of the Moonshine vertex operator algebra.

2 Preliminaries on von Neumann algebras

In this section we introduce some of the basic concepts of the theory of von Neumann algebras and related facts on Hilbert space operators which will be frequently used in the following. Most of the topics discussed in this subsection can be found in any standard introductory book on operator algebras in Hilbert spaces, see e.g. [3, 9, 63, 64]. We refer the reader to these books for more details and for the proofs of the results described in this section.
2.1 Von Neumann algebras

Let $\mathcal{H}$ be a (complex) Hilbert space with scalar product $(\cdot, \cdot)$, let $B(\mathcal{H})$ denote the algebra of bounded linear operators $\mathcal{H} \to \mathcal{H}$ and denote by $1_{\mathcal{H}} \in B(\mathcal{H})$ the identity operator. Moreover, we denote by $U(\mathcal{H})$ the group of unitary operators on $\mathcal{H}$.

Recall that $B(\mathcal{H})$ equipped with the usual operator norm is a Banach space (in fact it is a Banach algebra). For every $A \in B(\mathcal{H})$ we denote by $A^* \in B(\mathcal{H})$ its (Hilbert space) adjoint so that $(b|Aa) = (A^*b|a)$ for all $a, b \in \mathcal{H}$. The map $A \mapsto A^*$ is an antilinear involution $B(\mathcal{H}) \to B(\mathcal{H})$ satisfying $(AB)^* = B^*A^*$ for all $A, B \in B(\mathcal{H})$.

For a given subset $S \subseteq B(\mathcal{H})$ we denote by $S^*$ the subset of $B(\mathcal{H})$ defined by

$$
S^* \equiv \{ A \in B(\mathcal{H}) : A^* \in S \}.
$$

We say that $S$ is self-adjoint if $S = S^*$.

Given $S \subseteq B(\mathcal{H})$ we denote by $S'$ the commutant of $S$, namely the subset of $B(\mathcal{H})$ defined by

$$
S' = \{ A \in B(\mathcal{H}) : [A, B] = 0 \text{ for all } B \in S \},
$$

where, for any $A, B \in B(\mathcal{H})$, $[A, B]$ denotes the commutator $AB - BA$. The commutant $S''$ of $S'$ is called the bicommutant of $S$. We denote by $S'''$ the commutant of $S''$ and so on. It turns out that $S''' = S'$ for every subset $S \subseteq B(\mathcal{H})$. Moreover, if $S \subseteq B(\mathcal{H})$ is self-adjoint then $S'$ is a self-adjoint subalgebra of $B(\mathcal{H})$ which is also unital, i.e. $1_{\mathcal{H}} \in S'$.

A self-adjoint subalgebra $M \subseteq B(\mathcal{H})$ is called a von Neumann algebra if $M \equiv M''$. Accordingly, $(S \cup S^*)'$ is a von Neumann algebra for all subsets $S \subseteq B(\mathcal{H})$ and $W^*(S) \equiv (S \cup S^*)''$ is the smallest von Neumann algebra containing $S$.

A von Neumann algebra $M$ is said to be a factor if $M' \cap M = \mathbb{C}1_{\mathcal{H}}$, i.e. $M$ has a trivial center. $B(\mathcal{H})$ is a factor for any Hilbert space $\mathcal{H}$. Its isomorphism class as an abstract complex $*$-algebra only depends on the Hilbertian dimension of $\mathcal{H}$. A von Neumann algebra $M$ isomorphic to some $B(\mathcal{H})$ (here $\mathcal{H}$ is not necessarily the same Hilbert space on which $M$ acts) is called a type I factor. If $\mathcal{H}$ has dimension $n \in \mathbb{Z}_{> 0}$ then $M$ is called a type $I_n$ factor while if $\mathcal{H}$ is infinite-dimensional then $M$ is called a type $I_\infty$ factor.

There exist factors which are not of type I. They are divided into two families: the type II factors (type II$_1$ or type II$_\infty$) and type III factors (type III$_{\lambda}$, $\lambda \in [0, 1]$, cf. [23]).

If $M$ and $N$ are von Neumann algebras and $N \subseteq M$ then $N$ is called a von Neumann subalgebra of $M$. If $M$ is a factor then a von Neumann subalgebra $N \subseteq M$ which is also a factor is called a subfactor. The theory of subfactors is a central topic in the theory of operator algebras and in its applications to quantum field theory. Subfactor theory was initiated in the seminal work [56] where V. Jones introduced and studied an index $[M : N]$ for type II$_1$ factors. Subfactor theory and the notion of Jones index was later generalized to type III subfactors and also to more general inclusions of von Neumann algebras, see [36, 68, 74, 78, 87].

A central result in the theory of von Neumann algebras is von Neumann bicommutant theorem which states that a self-adjoint unital subalgebra $M \subseteq B(\mathcal{H})$ is a von Neumann algebra if and only if it is closed with respect to strong operator topology of $B(\mathcal{H})$. In fact the statement remains true if one replace the strong topology on $B(\mathcal{H})$ with one of the following: the weak topology, the $\sigma$-weak topology (also called ultra-weak topology) and the $\sigma$-strong topology (also called ultra-strong topology). In particular, every von Neumann algebra is also a (concrete) C*-algebra, namely it is a norm closed self-adjoint subalgebra of $B(\mathcal{H})$. 

Moreover, if $\mathcal{H}$ is separable, as it will typically be the case in this paper, a self-adjoint unital subalgebra $\mathcal{M} \subset B(\mathcal{H})$ is a von Neumann algebra if and only if for any $A \in B(\mathcal{H})$, the existence of a sequence $A_n \in \mathcal{M}$, $n \in \mathbb{Z}_{>0}$, such that $A_n a \to Aa$ for all $a \in \mathcal{H}$, implies that $A \in \mathcal{M}$. Note also that von Neumann bicommutant theorem implies that, for any subset $\mathcal{S} \subset B(\mathcal{H})$, $W^*(\mathcal{S})$ coincides with the strong closure of the unital self-adjoint subalgebra of $B(\mathcal{H})$ generated by $\mathcal{S}$. If, for every $\alpha \in \mathcal{I}$, with $\mathcal{I}$ any index set, $\mathcal{M}_\alpha \subset B(\mathcal{H})$ is a von Neumann algebra then $\bigcap_{\alpha \in \mathcal{I}} \mathcal{M}_\alpha$ is a von Neumann algebra. Moreover,

$$\bigvee_{\alpha \in \mathcal{I}} \mathcal{M}_\alpha \equiv W^*(\bigcup_{\alpha \in \mathcal{I}} \mathcal{M}_\alpha) = \left(\bigcap_{\alpha \in \mathcal{I}} \mathcal{M}_\alpha^\prime\right)^\prime$$

is the von Neumann algebra generated by the von Neumann algebras $\mathcal{M}_\alpha$, $\alpha \in \mathcal{I}$.

If $\mathcal{M}$ is a von Neumann algebra on the Hilbert space $\mathcal{H}$ and $e \in \mathcal{M}'$ is an (orthogonal) projection commuting with $\mathcal{M}$ then the closed subspace $e\mathcal{H}$ is $\mathcal{M}$-invariant and

$$\mathcal{M}_e \equiv \mathcal{M}|_{e\mathcal{H}} = \{ A|_{e\mathcal{H}} : A \in \mathcal{M} \}$$

is a von Neumann algebra on $e\mathcal{H}$, the von Neumann algebra induced by $e$.

Now let $\mathcal{H}_1$ and $\mathcal{H}_2$ be two Hilbert spaces and let $\mathcal{H}_1 \otimes \mathcal{H}_2$ be their algebraic tensor product. Then, $\mathcal{H}_1 \otimes \mathcal{H}_2$ has a natural scalar product and we denote by $\mathcal{H}_1 \overline{\otimes} \mathcal{H}_2$ the corresponding Hilbert space completion, the Hilbert space tensor product. If $\mathcal{M}_1$ (resp. $\mathcal{M}_2$) is a von Neumann algebra on $\mathcal{H}_1$ (resp. $\mathcal{H}_2$) then the algebraic tensor product $\mathcal{M}_1 \otimes \mathcal{M}_2$ is a *-subalgebra of $B(\mathcal{H}_1 \overline{\otimes} \mathcal{H}_2)$ and the von Neumann tensor product $\mathcal{M}_1 \overline{\otimes} \mathcal{M}_2$ is defined by

$$\mathcal{M}_1 \overline{\otimes} \mathcal{M}_2 \equiv (\mathcal{M}_1 \otimes \mathcal{M}_2)^{\prime\prime}.$$ 

It can be shown that

$$(\mathcal{M}_1 \overline{\otimes} \mathcal{M}_2)^\prime = \mathcal{M}_1' \overline{\otimes} \mathcal{M}_2'.$$

Moreover,

$$B(\mathcal{H}_1) \overline{\otimes} B(\mathcal{H}_2) = B(\mathcal{H}_1 \overline{\otimes} \mathcal{H}_2).$$

### 2.2 Unbounded operators affiliated with von Neumann algebras

By a linear operator (or simply an operator) on a Hilbert space $\mathcal{H}$ we always mean a linear map $A : \mathcal{D} \to \mathcal{H}$, where the domain $\mathcal{D}$ is a linear subspace of $\mathcal{H}$. If the domain $\mathcal{D}(A) \equiv \mathcal{D}$ of $A$ is dense in $\mathcal{H}$ we say that $A$ is densely defined. Recall that $A$ is said to be closed if its graph is a closed subset of $\mathcal{H} \times \mathcal{H}$ with respect to the product topology and that $A$ is said to be closable if the closure of its graph is the graph of an operator $\overline{A}$ called the closure of $A$.

The adjoint $A^*$ of a densely defined operator $A$ on $\mathcal{H}$ is always a closed operator on $\mathcal{H}$. A densely defined operator $A$ on $\mathcal{H}$ is closable if and only if its adjoint $A^*$ is densely defined. If this is the case then $\overline{A} = A^{\ast\ast}$. A bounded densely defined operator $A$ on $\mathcal{H}$ is always closable and it belongs to $B(\mathcal{H})$ if and only if it is closed. If the graph of $A$ is a subset of the graph of $B$ then $B$ is said to be an extension of $A$ and as usual we will write $A \subset B$. Let $A$ be closed operator with domain $\mathcal{D}(A)$, let $\mathcal{D}_0$ be a linear subspace of $\mathcal{D}(A)$ and let $A_0$ be the restriction of $A$ to $\mathcal{D}_0$. Then, $A_0$ is closable and it closure obviously satisfies $\overline{A_0} \subset A$. One says that $\mathcal{D}_0$ is a core for $A$ if $\overline{A_0} = A$. If $A$ is a closed densely defined operator then
Proposition 2.1. A common invariant domain for the operators \( \alpha \) all \( D \) let \( ABa = W \) \( H \) on commutes with \( C \) then \( W \) \( H \) isometry, i.e. \( C^*C \) and \( CC^* \) are (orthogonal) projections. The decomposition \( A = C|A| \) is called the polar decomposition of \( A \). \( A \) is injective with dense range if and only if \( C \) is a unitary operator. Similar definitions, with analogous results, can be given for antilinear operators on \( \mathcal{H} \).

An operator \( A \) on \( \mathcal{H} \) with domain \( D(A) \) is said to commute with a bounded operator \( B \in B(\mathcal{H}) \) (and vice versa) if \( AB \subset BA \), namely if \( B D(A) \subset D(A) \) and \( ABa = BAa \) for all \( a \in D(A) \). If \( A \) is densely defined and closable and if \( A \) commutes with \( B \in B(\mathcal{H}) \) then \( A^* \) commutes with \( B^* \). The following fact is very useful: if the densely defined operator \( A \) is closed and \( D_0 \) is a core for \( A \) then \( A \) commute with \( B \in B(\mathcal{H}) \) if and only if \( B D_0 \subset D(A) \) and \( ABa = BAa \) for all \( a \in D_0 \).

A closed densely defined operator \( A \) on \( \mathcal{H} \) is said to be affiliated with a von Neumann algebra \( M \subset B(\mathcal{H}) \) if \( A \) commutes with all operators in \( M' \). It turns out that a closed densely defined operator \( A \) is affiliated with \( M \) if and only if there is a sequence \( A_n \in M, n \in \mathbb{Z} \geq 0 \) such that \( A_n a \to Aa \) and \( A_n^* b \to A^* b \) for all \( a \in D(A) \) and all \( b \in D(A^*) \).

For any closed densely defined operator \( A \) on \( \mathcal{H} \) the set
\[
\{ B \in B(\mathcal{H}) : AB \subset BA, \ AB^* \subset B^* A \}
\] (5)
is a von Neumann algebra and
\[
W^*(A) \equiv \{ B \in B(\mathcal{H}) : AB \subset BA, \ AB^* \subset B^* A \}'
\] (6)
is the smallest von Neumann algebra to which \( A \) is affiliated called the von Neumann algebra generated by \( A \).

If \( A \) is a self-adjoint operator on a separable Hilbert space then, as a consequence of the spectral theorem,
\[
W^*(A) = \{ f(A) : f \in \mathcal{B}_b(\mathbb{R}) \}
\] (7)
where \( \mathcal{B}_b(\mathbb{R}) \) is the set of bounded Borel functions on \( \mathbb{R} \).

More generally, if \( A \) is densely defined and closed with polar decomposition \( A = C|A| \), then \( W^*(A) = W^*(C) \vee W^*(|A|) \) and hence \( B \in B(\mathcal{H}) \) commutes with \( A \) if and only if it commutes with \( C \) and with the spectral projections of \( |A| \).

If \( I \) is an index set and \( \{ A_\alpha : \alpha \in I \} \) is a family of closed densely defined operators on \( \mathcal{H} \) then we put
\[
W^*(\{ A_\alpha : \alpha \in I \}) \equiv \bigvee_{\alpha \in I} W^*(A_\alpha),
\] (8)
and we say that \( W^*(\{ A_\alpha : \alpha \in I \}) \) is the von Neumann algebra generated by \( \{ A_\alpha : \alpha \in I \} \).

If \( D \subset \mathcal{H} \) is a linear subspace and \( A_\alpha, \alpha \in I \) are operators on \( \mathcal{H} \) then \( D \) is called a common invariant domain for the operators \( A_\alpha, \alpha \in I \), if \( D \subset D(A_\alpha) \) and \( A_\alpha D \subset D(A_\alpha) \) for all \( \alpha \in I \).

The following proposition is well known and will be frequently used in this paper.

**Proposition 2.1.** Let \( A, B \) be closed densely defined operators on a Hilbert space \( \mathcal{H} \) and let \( D \) be a common invariant domain for \( A \) and \( B \). Assume that \( W^*(A) \subset W^*(B)' \). Then \( ABa = BAa \) for all \( a \in D \).
Proposition 2.2. Let \( B_n \in W^*(B) \), \( n \in \mathbb{Z}_{>0} \) be a sequence such that \( B_n a \to B \) for all \( a \in D(B) \). Since \( B_n \) commutes with \( A \) for all \( n \in \mathbb{Z}_{>0} \) then, for any \( a \in D \), \( B_n a \) is in the domain of \( A \), \( A a \) is in the domain of \( B \) and \( AB_n a = B_n A a \to B A a \). Since \( A \) is closed it follows that \( ABa = B A a \). \(\blacksquare\)

The converse is known to be false thanks to examples due to Nelson [86, Sect.10], see also [90] Sect.VIII.5. We summarize this fact in the following proposition.

**Proposition 2.2.** Let \( H \) be a separable infinite-dimensional Hilbert space. Then there exists two self-adjoint operators \( A \) and \( B \) on \( H \) and a common invariant core \( D \) for \( A \) and \( B \) such that \( ABc = BAc \) for all \( c \in D \) but \( W^*(A) \) is not a subset of \( W^*(B)' \).

### 2.3 Tomita-Takesaki modular theory

Let \( H \) be a Hilbert space and let \( M \subset B(H) \) a von Neumann algebra. A vector \( \Omega \) is said to be cyclic for \( M \) if the linear subspace \( M\Omega \) is dense in \( H \). A vector \( \Omega \) is said to be separating for \( M \) if, for every \( A \in M \), \( A\Omega = 0 \) implies that \( A = 0 \). It can be shown that a vector \( \Omega \in H \) is cyclic for \( M \) if and only if it is separating for \( M' \) and symmetrically that \( \Omega \in H \) is separating for \( M \) if and only if it is cyclic for \( M' \).

Let \( M \subset B(H) \) be a von Neumann algebra and let \( \Omega \in H \) be cyclic and separating for \( M \). Then the map \( A\Omega \mapsto A^*\Omega \) is well defined and injective and give rise to an antilinear operator \( S_0 \) on \( H \) with domain \( M\Omega \) and range \( M\Omega \). Hence \( S_0 \) is densely defined and has dense range. Moreover, \( S_0^2 = 1_{M\Omega} \). If in the definition of \( S_0 \) we replace \( M \) with \( M' \) we obtain another antilinear operator \( F_0 \) on \( H \) with domain \( M'\Omega \) and range \( M'\Omega \). It is easy to see that \( F_0 \subset S_0 \) and, symmetrically that \( S_0 \subset F_0 \). Accordingly, \( S_0 \) and \( F_0 \) are closable and we denote by \( S \) and \( F \) respectively their closures and by \( D(S) \) and \( D(F) \) the domain of \( S \) and the domain of \( F \) respectively. It turns out that \( S \) and \( F \) are injective with dense range. Moreover, \( F = S^* \).

Now, let \( \Delta = S^*S \) and let \( J\Delta^{1/2} \) be the polar decomposition of \( S \). \( S \) is called the **Tomita operator**, \( \Delta \) is called the **modular operator** and \( J \) the **modular conjugation**.

Since \( S \) is injective with dense range then the self-adjoint operator \( \Delta^{1/2} \) is injective and \( J \) is antiunitary i.e. it is antilinear and satisfies \( J^*J = JJ^* = 1_H \). Moreover, \( S^2 = 1_{D(S)} \). It follows that \( J\Delta^{1/2}J = \Delta^{-1/2} \), that \( J^2 = 1_H \) and hence that \( J = J^* \). Note also that since \( S\Omega = F\Omega = \Omega \), then \( \Omega \in D(\Delta) \) and \( \Delta\Omega = \Omega \). Thus, \( J\Omega = \Omega \). Since \( \Delta \) is self-adjoint with non-negative spectrum and injective then \( \log \Delta \) is densely defined and self-adjoint. Accordingly the map \( \mathbb{R} \ni t \mapsto \Delta^it = e^{it\log \Delta} \) defines a strongly continuous one-parameter group of unitary operators on \( H \) leaving \( \Omega \) invariant. Note that \( J\Delta^itJ = \Delta^it \).

Now let \( g : H \to H \) be a unitary operator and assume that \( gMg^{-1} = M \) and \( g\Omega = \Omega \). Then, for every \( A \in M \), \( A\Omega \) is in the domain of \( gSg^{-1} \) and \( gSg^{-1}A\Omega = SA\Omega \). It follows that \( gSg^{-1} = S \) and hence that \( g\Delta g^{-1} = \Delta \) and \( gJg^{-1} = J \). More generally, if \( M_1 \subset B(H_1) \) and \( M_2 \subset B(H_2) \) are two von Neumann algebras on the Hilbert spaces \( H_1, H_2 \) with cyclic and separating vectors \( \Omega_1 \in H_1, \Omega_2 \in H_2 \) respectively and if \( \phi : H_1 \to H_2 \) is a unitary operator satisfying \( \phi M_1 \phi^{-1} = M_2 \) and \( \phi\Omega_1 = \Omega_2 \) then \( \phi S_1\phi^{-1} = S_2 \), where \( S_1 = J_1\Delta_1^{1/2} \) (resp. \( S_2 = J_2\Delta_2^{1/2} \)) is the Tomita operator associated with the pair \( (M_1, \Omega_1) \) (resp. \( (M_2, \Omega_2) \)). Accordingly we also have \( \phi\Delta_1\phi^{-1} = \Delta_2 \) and \( \phi J_1\phi^{-1} = J_2 \).

The following theorem is the central result of the Tomita-Takesaki theory.
**Theorem 2.3. (Tomita-Takesaki theorem)** Let $\mathcal{M} \subset B(\mathcal{H})$ be a von Neumann algebra, let $\Omega \in \mathcal{H}$ be cyclic and separating for $\mathcal{M}$ and let $S = J \Delta^{1/2}$ be the polar decomposition of the Tomita operator $S$ associated with $\mathcal{M}$ and $\Omega$. Then,

$$JMJ = \mathcal{M}', \quad \text{and} \quad \Delta^{it}M\Delta^{-it} = \mathcal{M},$$

for all $t \in \mathbb{R}$.

As a consequence for every $t \in \mathbb{R}$ the map $\mathcal{M} \ni A \mapsto \Delta^{it}A\Delta^{-it}$ defines an ($*$-) automorphism of $\mathcal{M}$ depending only on $t$ and on the state (i.e. normalized positive linear functional) $\omega$ defined by $\omega(A) = \frac{1}{\|\Omega\|} \langle \Omega, A\Omega \rangle$. This automorphism is denoted by $\sigma^\omega_t$, $t \in \mathbb{R}$ and the corresponding one-parameter automorphism group $\mathbb{R} \ni t \mapsto \sigma^\omega_t$ is called the modular group of $\mathcal{M}$ associated with the state $\omega$.

### 3 Preliminaries on conformal nets

We gave the definition of Möbius covariant net and of conformal net in the introduction. In this section we discuss some of the main properties of conformal nets that will be used in the next sections for more details and proofs see e.g. [10, 18, 38, 41, 49, 65, 75], see also the lecture notes in preparation [77] and the PhD thesis [101]. Note that in the literature, in some cases, Möbius covariant nets are called conformal nets and conformal nets are called diffeomorphism covariant nets.

#### 3.1 Diff$^+(S^1)$ and its subgroup Möb

In this subsection we recall some notions about the “spacetime” symmetry group of conformal nets.

Let $S^1 \equiv \{ z \in \mathbb{C} : |z| = 1 \}$ be the unite circle. Moreover, let $S^1_+ \equiv \{ z \in S^1 : \Im z > 0 \}$ be the (open) upper semicircle and let $S^1_- \equiv \{ z \in S^1 : \Im z < 0 \}$ be the lower semicircle. Note that $S^1_+, S^1_- \subset \mathbb{J}$ and $S^1 \equiv (S^1_+)'$.

The group $\text{Diff}^+(S^1)$ is an infinite dimensional Lie group modeled on the real topological vector space $\text{Vect}(S^1)$ of smooth real vector fields on $S^1$ with the usual $C^\infty$ Fréchet topology [83, Sect.6]. Its Lie algebra coincides with $\text{Vect}(S^1)$ with the bracket given by the negative of the usual brackets of vector fields. Hence if $g(z), f(z), z = e^{i\vartheta}$, are functions in $C^\infty(S^1, \mathbb{R})$ then

$$[g(e^{i\vartheta}) \frac{d}{d\vartheta}, f(e^{i\vartheta}) \frac{d}{d\vartheta}] = \left( \frac{d}{d\vartheta}g(e^{i\vartheta})f(e^{i\vartheta}) - (\frac{d}{d\vartheta}f(e^{i\vartheta}))g(e^{i\vartheta}) \right) \frac{d}{d\vartheta}. \tag{9}$$

$\text{Diff}^+(S^1)$ is connected but not simply connected, see [83, Sect.10] and [51, Example 4.2.6] and we will denote by $\widetilde{\text{Diff}}^+(S^1)$ its universal covering group. The corresponding covering map will be denoted by $\widetilde{\text{Diff}}^+(S^1) \ni \gamma \mapsto \tilde{\gamma} \in \text{Diff}^+(S^1)$.

For every $f \in C^\infty(S^1, \mathbb{R})$ we denote by $\mathbb{R} \ni t \mapsto \exp(tf \frac{d}{d\vartheta})$ the one-parameter subgroup of $\text{Diff}^+(S^1)$ generated by the vector field $f \frac{d}{d\vartheta}$ and we denote by $\mathbb{R} \ni t \mapsto \widetilde{\exp}(tf \frac{d}{d\vartheta})$ the corresponding one-parameter group in $\widetilde{\text{Diff}}^+(S^1)$.

**Remark 3.1.** By a result of Epstein, Herman and Thurston [34, 53, 90] $\text{Diff}^+(S^1)$ is a simple group (algebraically). It follows that $\text{Diff}^+(S^1)$ is generated by exponentials i.e. by the subset $\{ \exp(f \frac{d}{d\vartheta}) : f \in C^\infty(S^1, \mathbb{R}) \}$. In fact, by the same reason, $\text{Diff}^+(S^1)$ is generated
by exponentials with non-dense support i.e. by the subset \( \bigcup_{I \in \mathcal{I}} \{ \text{Exp}(\frac{d}{d\vartheta}) : f \in C^\infty_c(I, \mathbb{R}) \} \), cf. \[83\] Remark 1.7

Recall from the introduction that, for every \( I \in \mathcal{I} \), \( \text{Diff}(I) \) denotes the subgroup of \( \text{Diff}^+(S^1) \) whose elements act as the identity on \( I' \). Note that accordingly \( \text{Diff}(I) \) does not coincide with the group of diffeomorphisms of the open interval \( I \), as the notation might suggest, but it only corresponds to proper subgroup of the latter. If \( f \in C^\infty_c(I, \mathbb{R}) \), \( I \in \mathcal{I} \), namely \( f \in C^\infty(S^1, \mathbb{R}) \) and \( \text{supp} f \subseteq I \), then \( \text{Exp}(\frac{d}{d\vartheta}) \in \text{Diff}(I) \). Note that by Remark 3.1 \( \text{Diff}^+(S^1) \) is generated by \( \bigcup_{I \in \mathcal{I}} \text{Diff}(I) \).

For any \( I \in \mathcal{I} \) let \( \text{Diff}_c(I) \) be the dense subgroup of \( \text{Diff}(I) \) whose elements are the orientation preserving diffeomorphisms with support in \( I \), i.e.

\[
\text{Diff}_c(I) \equiv \bigcup_{I \in \mathcal{I}, I \subseteq I} \text{Diff}(I_1).
\]

By [34, 35], see also [80], \( \text{Diff}_c(I) \) is a simple group and hence it is generated by

\[
\{ \text{Exp}(\frac{d}{d\vartheta}) : f \in C^\infty_c(I, \mathbb{R}) \}.
\]

Now, let \( \text{Vect}_C(S^1) \) be the complexification of \( \text{Vect}(S^1) \) and let \( l_n \in \text{Vect}_C(S^1) \) be defined by \( l_n = -ie^{in\vartheta} \frac{d}{d\vartheta} \). Then

\[
[l_n, l_m] = (n - m)l_{n+m}
\]

for all \( n, m \in \mathbb{Z} \), i.e. the the complex valued vector fields \( l_n, n \in \mathbb{Z} \), span a complex Lie subalgebra \( \mathfrak{Witt} \subset \text{Vect}_C(S^1) \), the (complex) \textbf{Witt algebra}. As it is well known \( \mathfrak{Witt} \) admits a nontrivial central extension \( \mathfrak{Vir} \) defined by the relations

\[
[l_n, l_m] = (n - m)l_{n+m} + \delta_{n,m,0} \frac{n^3 - n}{12} k
\]

\[
[l_n, k] = 0,
\]

called the \textbf{Virasoro algebra}, see [82] Lecture 1.

For any \( f \in C^\infty(S^1) \equiv C^\infty(S^1, \mathbb{C}) \) let

\[
\hat{f}_n \equiv \frac{1}{2\pi} \int_{-\pi}^{\pi} f(e^{i\vartheta})e^{-in\vartheta} d\vartheta \quad n \in \mathbb{Z}
\]

be its Fourier coefficients. Then the Fourier series

\[
\sum_{n \in \mathbb{Z}} \hat{f}_n l_n
\]

is convergent in \( \text{Vect}_C(S^1) \) to the vector field \( \frac{d}{d\vartheta} \). Thus \( \mathfrak{Witt} \) is dense in \( \text{Vect}_C(S^1) \).

The vector fields \( l_n, n = -1, 0, 1 \) generated a Lie subalgebra of \( \mathfrak{Witt} \) isomorphic to \( \mathfrak{sl}(2, \mathbb{C}) \). Moreover, the real vector fields \( il_0, \frac{1}{2}(l_1 + l_{-1}) \) and \( \frac{1}{2}(l_1 - l_{-1}) \) generate a Lie subalgebra of \( \text{Vect}(S^1) \) isomorphic to \( \mathfrak{sl}(2, \mathbb{R}) \simeq \text{PSU}(1, 1) \) which correspond to the three-dimensional Lie subgroup \( \text{M"ob} \subset \text{Diff}^+(S^1) \) of \textbf{M"obius transformations} of \( S^1 \). It turns out that \( \text{M"ob} \) is isomorphic to \( \text{PSL}(2, \mathbb{R}) \simeq \text{PSU}(1, 1) \). Moreover, the inverse image of \( \text{M"ob} \)
in \( \tilde{\text{Diff}}^+(S^1) \) under the covering map \( \tilde{\text{Diff}}^+(S^1) \to \text{Diff}^+(S^1) \) is the universal covering group Möb of Möb.

A generic element of Möb is given by a map

\[
z \mapsto \frac{\alpha z + \beta}{\beta z + \alpha},
\]

where \( \alpha, \beta \) are complex numbers satisfying \(|\alpha|^2 - |\beta|^2 = 1\).

The one-parameter subgroup of rotations \( r(t) \in \text{Möb} \) is given by \( r(t)(z) \equiv e^{it}z, \ z \in S^1 \) so that \( r(t) = \text{Exp}(itl_0) \) Let \( \delta(t) \) be the one-parameter subgroup of Möb defined by

\[
\delta(t)(z) = \frac{z \cosh t/2 - \sinh t/2}{-z \sinh t/2 + \cosh t/2},
\]

(“dilations”) corresponding to the vector field \( \vartheta \frac{dz}{dt} \) so that

\[
\delta(t) = \text{Exp} \left( t \frac{l_1 - l_{-1}}{2} \right).
\]

We have \( \delta(t)S^1_+ = S^1_+ \) for all \( t \in \mathbb{R} \). Moreover, if \( \gamma \in \text{Möb} \) and \( \gamma S^1_+ = S^1_+ \) then \( \gamma = \delta(\alpha) \) for some \( \alpha \in \mathbb{R} \). As a consequence, if \( I \in \mathcal{I} \) and \( \gamma_1, \gamma_2 \in \text{Möb} \) satisfy \( \gamma_iS^1_+ = I, \ i = 1, 2 \) then \( \gamma_2^{-1}\gamma_1 \delta(t)\gamma_1^{-1} \gamma_2 = \delta(t) \) for all \( t \in \mathbb{R} \). For every \( I \in \mathcal{I} \) there exists \( \gamma \in \text{Möb} \) such that \( \gamma S^1_+ = I \). Then, the one-parameter group \( \gamma \delta(t)\gamma^{-1} \) does not depend on the choice of \( \gamma \) satisfying \( \gamma S^1_+ = I \) and it will be denoted by \( \delta_I(t) \). In particular \( \delta_{S^1_+}(t) = \delta(t), \ t \in \mathbb{R} \). Note also that \( \gamma \delta_I(t)\gamma^{-1} = \delta_{\gamma I}(t) \) for all \( \gamma \in \text{Möb} \) and all \( t \in \mathbb{R} \). Moreover, Möb is generated by \( \{\delta_I(t) : I \in \mathcal{I}, \ t \in \mathbb{R}\} \).

We will also consider the orientation reversing diffeomorphism \( j : S^1 \to S^1 \) defined by \( j(z) \equiv \overline{z}, \ z \in S^1 \). Given any \( I \in \mathcal{I} \) we put \( j_I \equiv \gamma \circ j \circ \gamma^{-1} \) where \( \gamma \in \text{Möb} \) is such that \( \gamma S^1_+ = I \) (again \( j_I \) only depends on \( I \) and not on the particular choice of \( \gamma \)). Clearly, \( jS^1_+ = j \) and \( j_I I = I' \) for all \( I \in \mathcal{I} \).

### 3.2 Positive-energy projective unitary representations of \( \text{Diff}^+(S^1) \) and of \( \tilde{\text{Diff}}^+(S^1) \) and positive-energy representations of \( \mathcal{G} \mathfrak{ir} \)

By a strongly continuous projective unitary representation \( U \) of a topological group \( \mathcal{G} \) on a Hilbert space we shall always mean a strongly continuous homomorphism of \( \mathcal{G} \) into the quotient \( U(\mathcal{H})/\mathbb{T} \) of the unitary group of \( \mathcal{H} \) by the circle subgroup \( \mathbb{T} \).

Note that although for \( \gamma \in \mathcal{G}, \ U(\gamma) \) is defined only up to a phase as an operator on \( \mathcal{H} \), expressions like \( U(\gamma)TV(\gamma)^* \) for any \( T \in \mathcal{B}(\mathcal{H}) \) or \( U(\gamma) \in \mathcal{L} \) for a (complex) linear subspace \( \mathcal{L} \subset \mathcal{B}(\mathcal{H}) \) are unambiguous for all \( \gamma \in \mathcal{G} \) and are frequently used in this paper.

If \( \mathcal{G} = \tilde{\text{Diff}}^+(S^1) \) then, by \( \mathfrak{P} \), the restriction of a strongly continuous projective unitary representation \( U \) to the subgroup Möb \( \subset \tilde{\text{Diff}}^+(S^1) \) always lifts to a unique strongly continuous unitary representation \( \tilde{U} \) of Möb. We then say that \( \tilde{U} \) extends \( U \), and that \( U \) is a positive-energy representation if \( \tilde{U} \) is a positive-energy representation of Möb, namely if the self-adjoint generator \( L_0 \) (the “conformal Hamiltonian”), of the strongly continuous one parameter group \( e^{itL_0} \equiv \tilde{U}(\text{Exp}(itl_0)) \), has non-negative spectrum \( \sigma(L_0) \subset [0, +\infty) \), namely, it is a positive operator.
By a positive-energy unitary representation $\pi$ of the Virasoro algebra $\mathfrak{Vir}$ we shall always mean a Lie algebra representation of $\mathfrak{Vir}$, on a complex vector space $V$ endowed with a (positive definite) scalar product $(\cdot|\cdot)$, such that the representing operators $L_n \equiv \pi(l_n) \in \text{End}(V)$, $n \in \mathbb{Z}$ and $K \equiv \pi(k) \in \text{End}(V)$ satisfy the following conditions:

(i) Unitarity: $(a|L_nb) = (L_{-n}a|b)$ for all $n \in \mathbb{Z}$ an all $a, b \in V$;

(ii) Positivity of the energy: $L_0$ is diagonalizable on $V$ with non-negative eigenvalues i.e. we have the algebraic direct sum

$$V = \bigoplus_{\alpha \in \mathbb{R}_{\geq 0}} V_\alpha$$

where $V_\alpha \equiv \ker(L_0 - \alpha 1_V)$ for all $\alpha \in \mathbb{R}_{\geq 0}$;

(iii) Central charge: $K = c 1_V$ for some $c \in \mathbb{C}$.

By a well known result of Friedan, Qiu and Shenker [41, 42], see also [62], unitarity implies that the possible values of the central charge $c$ are restricted to $c \geq 1$ or $c = c_m \equiv 1 - \frac{6}{(m+2)(m+3)}$, $m \in \mathbb{Z}_{\geq 0}$. In the case $c = 0$ the representation is trivial, i.e. $L_n = 0$ for all $n \in \mathbb{Z}$. An irreducible unitary positive-energy representation of $\mathfrak{Vir}$ is completely determined by the central charge $c$ and the lowest eigenvalue $h$ of $L_0$. Then $h$ satisfies $h \geq 0$ if $c \geq 1$ and $h = h_{p,q}(m) \equiv \frac{(m+3)p-(m+2)q^2-1}{4(m+2)(m+3)}$, $p = 1, \ldots, m+1$, $q = 1, \ldots, p$, if $c = c_m$, $m \in \mathbb{Z}_{\geq 0}$ (discrete series representations) and all such pairs $(c, h)$ are realized for an irreducible positive-energy representation, [41, 62]. For every allowed pair $(c, h)$ the corresponding irreducible module is denoted $L(c, h)$. Note that $(c, 0)$ is an allowed pair for every allowed value $c$ of the central charge.

We now discuss the correspondence between unitary positive-energy representations of the Virasoro algebra $\mathfrak{Vir}$ and the strongly-continuous projective unitary positive-energy representations of $\text{Diff}^+(S^1)$. An important tool here is given by the following estimates due to Goodman and Wallach [48, Prop.2.1], see also [98, Sect.6]. Similar estimates are also given in [14].

**Proposition 3.2.** Let $\pi$ be a positive-energy unitary representation of the Virasoro algebra $\mathfrak{Vir}$ with central charge $c \in \mathbb{R}_{\geq 0}$ on a complex inner product space $V$. Let $L_n \equiv \pi(l_n)$ and let $\|a\| \equiv (a|a)^{1/2}$, for all $a \in V$. Then,

$$\|L_n a\| \leq \sqrt{c/2(|n| + 1)^{1/2}} \|L_0 + 1_V a\|,$$

(17)

for all $n \in \mathbb{Z}$ and all $a \in V$.

**Remark 3.3.** Starting from Prop. 3.2 it is easy to prove the following estimates

$$\|(L_0 + 1_V)^k L_n a\| \leq \sqrt{c/2(|n| + 1)^{k+1/2}} \|(L_0 + 1_V)^k a\|,$$

(18)

for all $k \in \mathbb{Z}_{\geq 0}$, $n \in \mathbb{Z}$ and all $a \in V$.

Now let $\pi$ be a positive-energy unitary representation of the Virasoro algebra on a complex inner product space $V$ and let $\mathcal{H}$ be the Hilbert space completion of $V$. The operators $L_n$, $n \in \mathbb{Z}$ can be considered as densely defined operators with domain $V$. As
a consequence of Prop. \[82\] and of the unitarity of \( \pi \) one can define operators \( L^0(f), f \in C^\infty(S^1) \) on \( \mathcal{H} \) with domain \( V \), by

\[
L^0(f)a = \sum_{n \in \mathbb{Z}} \hat{f}_n L_n a,
\]

for all \( a \in V \), where

\[
\hat{f}_n = \int_{-\pi}^{\pi} f(e^{i\theta})e^{-in\theta} \frac{d\theta}{2\pi}
\]

is the \( n \)-th Fourier coefficient of the smooth function \( f \). It follows from the unitarity of \( \pi \) that, \( L^0(f) \subset L^0(f)^* \), and hence that \( L^0(f) \) is closable for every \( f \in C^\infty(S^1) \) and we will denote by \( L(f) \) the corresponding closure. Let \( \mathcal{H}^\infty \) the intersection of the domains of the self-adjoint operators \( (L_0 + 1_\mathbb{C})^k, k \in \mathbb{Z}_{\geq 0} \). Then, \( \mathcal{H}^\infty \) is a common core for the operators \( L(f), f \in C^\infty(S^1) \) and

\[
\|L(f)a\| \leq \sqrt{c/2}\|f\|_2\|(L_0 + 1_\mathbb{C})a\|
\]

for all \( f \in C^\infty(S^1) \) and all \( a \in \mathcal{H}^\infty \), where, for every \( s \geq 0 \)

\[
\|f\|_s \equiv \sum_{n \in \mathbb{Z}} (|n| + 1)^s |\hat{f}_n|.
\]

It follows \( \mathcal{H}^\infty \) is a common invariant core for the operators \( L(f), f \in C^\infty(S^1) \), see \[88\] Sect.6] and \[88\]. Moreover, the map \( \text{Vect}(S^1) \to \text{End}(\mathcal{H}^\infty) \) defined by \( f \frac{d}{d\theta} \mapsto iL(f) \), defines a projective representation, again denoted by \( \pi \), of \( \text{Vect}(S^1) \) by skew-symmetric operators, namely \( -\pi(f \frac{d}{d\theta}) \subset \pi(f \frac{d}{d\theta})^* \) and

\[
\left[ \pi(f_1 \frac{d}{d\theta}), \pi(f_2 \frac{d}{d\theta}) \right] = \pi \left( [f_1 \frac{d}{d\theta}, f_2 \frac{d}{d\theta}] + iB(f_1 \frac{d}{d\theta}, f_2 \frac{d}{d\theta}) \right) 1_{\mathfrak{g}},
\]

on \( \mathcal{H}^\infty \), with real valued two-cocycle \( B(\cdot, \cdot) \) given by

\[
B(f_1 \frac{d}{d\theta}, f_2 \frac{d}{d\theta}) \equiv \frac{c}{12} \int_{-\pi}^{\pi} \left( \frac{d^2}{d\theta^2}f_1(e^{i\theta}) + f_1(e^{i\theta}) \right) \frac{d\theta}{2\pi}.
\]

Now, as a consequence of Prop. \[82\] and Remark \[83\] together with the fact that \( [L_0, L(f)] = iL(f') \), where \( f'(e^{i\theta}) \equiv \frac{d}{d\theta}f(e^{i\theta}) \), it can be shown that one can apply \[88\] Thm. 5.2.1, see also \[88\] Sect.6], so that the projective representation \( \pi \) of \( \text{Vect}(S^1) \) integrates to a unique strongly-continuous projective unitary representation \( U_\pi \) of \( \text{Diff}^+(S^1) \). More precisely, for every \( f \in C^\infty(S^1, \mathbb{R}) \) the operator \( \pi(f \frac{d}{d\theta}) = iL(f) \) is skew-adjoint and \( U_\pi \) is the unique strongly-continuous projective unitary representation of \( \text{Diff}^+(S^1) \) on \( \mathcal{H} \) satisfying

\[
U_\pi \left( \overline{\text{Exp}(f \frac{d}{d\theta})} \right) A U_\pi \left( \overline{\text{Exp}(f \frac{d}{d\theta})} \right)^* = e^{\pi(f \frac{d}{d\theta})} A e^{-\pi(f \frac{d}{d\theta})},
\]

for all \( f \in C^\infty(S^1, \mathbb{R}) \) and all \( A \in B(\mathcal{H}) \). Moreover, \( U_\pi(\gamma)\mathcal{H}^\infty = \mathcal{H}^\infty \) for all \( \gamma \in \text{Diff}^+(S^1) \). For any \( I \in \mathcal{J} \) let \( f_1 \in C^\infty_c(I) \) and \( f_2 \in C^\infty_c(I') \), then \( f_1 \frac{d}{d\theta}, f_2 \frac{d}{d\theta} \) generates a two-dimensional abelian Lie subalgebra of \( \text{Vect}(S^1) \). Since \( B(f_1 \frac{d}{d\theta}, f_2 \frac{d}{d\theta}) = 0 \), the cocycle \( B(\cdot, \cdot) \) vanishes on this Lie subalgebra and hence \( \pi \) give rise to an ordinary (i.e. non-projective) Lie algebra representation to the latter which, by (the proof in \[88\] page 497) of \[88\] Thm. 5.2.1,
integrates to a strongly continuous unitary representation of the abelian Lie group $\mathbb{R}^2$. Hence, 
\[
\left[ e^{\pi(f_1 \frac{d}{d\vartheta})}, e^{\pi(f_2 \frac{d}{d\vartheta})} \right] = 0,
\] 
see \[14\] for a proof of this fact based on \[32\], see also \[45\], Sect.19.4.

In fact $U_\pi$ factors through a strongly-continuous projective unitary representation of $\text{Diff}^+(S^1)$, which we will again denote $U_\pi$, if and only if $e^{i2\pi L_0}$ is a multiple of the identity operator $1_H$. In the latter case, as a consequence of Eq. (26), recalling that the simple group $\text{Diff}_c(I)$ is generated by exponentials and it is dense in $\text{Diff}(I)$, we see that the representation $U_\pi$ of $\text{Diff}^+(S^1)$ satisfies 
\[
U_\pi(\text{Diff}(I)) \subset U_\pi(\text{Diff}(I'))
\] 
for all $I \in J$, see also \[72\], Sect.V.2.

With some abuse of language we simply say that the representation $\pi$ of $\text{Vir}$ integrates to a strongly-continuous projective unitary positive-energy of $\tilde{\text{Diff}}^+(S^1)$.

Conversely, let $U$ be a strongly-continuous projective unitary positive-energy representation of $\tilde{\text{Diff}}^+(S^1)$ on a Hilbert space $H$ and assume that the algebraic direct sum 
\[
H^{\text{fin}} \equiv \bigoplus_{\alpha \in \mathbb{R}_{\geq 0}} \ker(L_0 - \alpha 1_J)
\] 
is dense in $H$. Then, using the arguments in \[72\], Chapter 1, se also \[18\] Appendix A], one can prove that there is a unique positive-energy unitary representation $\pi$ of the Virasoro algebra on $H^{\text{fin}}$ such that $U = U_\pi$, see also \[85\] for related results. We collect the results discussed above in the following theorem.

**Theorem 3.4.** Every positive-energy projective unitary representation $\pi$ of the Virasoro algebra on a complex inner product space $V$ integrates to a unique strongly-continuous projective unitary positive-energy representation $U_\pi$ of $\tilde{\text{Diff}}^+(S^1)$ on the Hilbert space completion $H$ of $V$. Moreover, every strongly-continuous projective unitary positive-energy representation of $\tilde{\text{Diff}}^+(S^1)$ on a Hilbert space $H$ containing $H^{\text{fin}}$ as a dense subspace arises in this way. The map $\pi \mapsto U_\pi$ becomes one-to-one after restricting to representations $\pi$ on inner product spaces $V$ whose Hilbert space completion $H$ satisfies $H^{\text{fin}} = V$. These are exactly those inner product spaces such that $V_\alpha \equiv \ker(L_0 - \alpha 1_J) \subset V$ is complete (i.e. a Hilbert space) for all $\alpha \in \mathbb{R}_{\geq 0}$. $U_\pi$ is irreducible if and only if $\pi$ is irreducible i.e. if and only if the corresponding $\text{Vir}$-module is $L(c,0)$ for some $c \geq 1$ or $c = 1 - \frac{6}{(m+2)(m+3)}$, $m = \in \mathbb{Z}_{\geq 0}$.

### 3.3 Möbius covariant nets and conformal nets on $S^1$

We now discuss some properties of Möbius covariant and conformal nets on $S^1$ together with some related notions and definitions.

Here below we describe some of the consequences of the axioms of Möbius covariant and conformal nets on $S^1$ and give some comments on these referring the reader to the literature \[10, 38, 44, 49\] for more details and the proofs. Here $\mathcal{A}$ is a Möbius covariant net on $S^1$ acting on its vacuum Hilbert space $\mathcal{H}$.

1. **Reeh-Schlieder property.** The vacuum vector $\Omega$ is cyclic and separating for every $\mathcal{A}(I)$, $I \in J$. 

(2) **Bisognano-Wichmann Property.** Let \( I \in \mathcal{I} \) and let \( \Delta_I, J_I \) be the modular operator and the modular conjugation of \((A(I), \Omega)\). Then we have

\[
U(\delta_I(-2\pi t)) = \Delta_I^t, \tag{29}
\]

\[
J_I A(I_1) J_I = A(j_I I_1), \tag{30}
\]

\[
J_I U(\gamma) J_I = U(j_I \circ \gamma \circ j_I), \tag{31}
\]

for all \( t \in \mathbb{R} \), all \( I_1 \in \mathcal{I} \) and all \( \gamma \in \text{M"ob} \). Hence the unitary representation \( U : \text{M"ob} \to B(\mathcal{H}) \) extends to an (anti-) unitary representation of \( \text{M"ob} \rtimes \mathbb{Z}_2 \)

\[
U(j_I) = J_I \tag{32}
\]

and acting covariantly on \( A \).

(3) **Haag duality.** \( A(I') = A(I)' \), for all \( I \in \mathcal{I} \).

(4) **Outer regularity.**

\[
A(I_0) = \bigcap_{I \in \mathcal{I}, I \supset \bar{I}_0} A(I), \quad I_0 \in \mathcal{I}. \tag{33}
\]

(5) **Additivity.** If \( I = \bigcup_{\alpha} I_\alpha \), where \( I, I_\alpha \in \mathcal{I} \), then \( A(I) = \bigvee_{\alpha} A(I_\alpha) \).

(6) **Uniqueness of the vacuum.** \( A \) is irreducible if and only if \( \text{Ker}(L_0) = \mathbb{C} \Omega \).

(7) **Factoriality.** \( A \) is irreducible if and only if either \( A(I) \) is a type \( \text{III}_1 \) factor for all \( I \in \mathcal{I} \) or \( A(I) = \mathbb{C} \) for all \( I \in \mathcal{I} \).

Note that Haag duality follows directly from the Bisognano-Wichmann property since

\[
A(I') = J_I A(I) J_I = A(j_I I) = A(I').
\]

Note also that if \( \text{Ker}(L_0) = \mathbb{C} \Omega \) then, for every \( I \in \mathcal{I} \), \( \mathbb{C} \Omega \) coincides with the subspace of \( \mathcal{H} \) of \( U(\delta_I(t)) \)-invariant vectors, see [49, Corollary B.2]. Hence, by the Bisognano-Wichmann property, the modular group of the von Neumann algebra \( A(I) \) with respect to \( \Omega \) is ergodic i.e. the centralizer

\[
\{ A \in A(I) : \Delta_I^{it} A \Delta_I^{-it} = A \ \forall t \in \mathbb{R} \}
\]

is trivial (i.e. equal to \( \mathbb{C} \mathcal{L}_\mathcal{H} \)). It then follows from [23] that either \( A(I) \) is type \( \text{III}_1 \) factor or \( A(I) = \mathbb{C} \), see e.g. the proof of [73, Thm.3], see also [77].

Since \( \text{M"ob} \) is generated by \( \{ \delta_I(t) : I \in \mathcal{I}, \ t \in \mathbb{R} \} \), it follows from the the Bisognano-Wichmann property that, for a given M"obius covariant net \( A \) on \( S^1 \) the representation \( U \) of \( \text{M"ob} \) is completely determined by the vacuum vector \( \Omega \). In fact, if \( A \) is a conformal net, then, by [101, Thm. 6.1.9] (see also [20]), the strongly-continuous projective unitary representation \( U' \) of \( \text{Diff}^+(S^1) \) making \( A \) covariant is completely determined by its restriction to \( \text{M"ob} \) and hence by the vacuum vector \( \Omega \) (uniqueness of diffeomorphism symmetry). We will give an alternative proof of this result in this paper, see Thm. [6.10]. See also [102] for related uniqueness results.
For a given Möbius covariant net \( \mathcal{A} \) on \( S^1 \) and any subset \( E \subset S^1 \) with non-empty interior we define a von Neumann algebra \( \mathcal{A}(E) \) by

\[
\mathcal{A}(E) \equiv \bigvee_{I \in E, I \in \mathcal{I}} \mathcal{A}(I). \tag{35}
\]

Accordingly, \( \mathcal{A} \) is irreducible if and only if \( \mathcal{A}(S^1) = \mathcal{B}\mathcal{H} \).

Given two Möbius covariant nets \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) on \( S^1 \), acting on the vacuum Hilbert spaces \( \mathcal{H}_1, \mathcal{H}_2 \), vacuum vectors \( \omega_1, \Omega_2 \) and representations \( U_1, U_2 \) of Möb, one can consider the tensor product net \( \mathcal{A}_1 \otimes \mathcal{A}_2 \) acting on \( \mathcal{H}_1 \otimes \mathcal{H}_2 \) with local algebras given by

\[
(\mathcal{A}_1 \otimes \mathcal{A}_2)(I) \equiv \mathcal{A}_1(I) \otimes \mathcal{A}_2(I), \quad I \in \mathcal{I}, \tag{36}
\]

vacuum vector

\[
\Omega \equiv \Omega_1 \otimes \Omega_2 \tag{37}
\]

and representation of the Möbius group given by

\[
U(\gamma) \equiv U_1(\gamma) \otimes U_2(\gamma), \quad \gamma \in \text{Möb}. \tag{38}
\]

It is easy to see that \( \mathcal{A}_1 \otimes \mathcal{A}_2 \) is a Möbius covariant net on \( S^1 \). In fact, if both \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) are conformal nets also \( \mathcal{A}_1 \otimes \mathcal{A}_2 \) is a conformal net. One can define also the infinite tensor product (with respect to the vacuum vectors) of an infinite sequence of Möbius covariant nets. However it is not necessarily true that if the nets in the sequence are all conformal nets then their infinite tensor product is also conformal but it will be in general only Möbius covariant, [20, Sect.6].

We say that the Möbius covariant nets \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) are unitarily equivalent or isomorphic if there is a unitary operator \( \phi : \mathcal{H}_1 \rightarrow \mathcal{H}_2 \) such that \( \phi \Omega_1 = \Omega_2 \) and \( \phi \mathcal{A}_1(I) \phi^{-1} = \mathcal{A}_2(I) \) for all \( I \in \mathcal{I} \). In this case we say that \( \phi \) is an isomorphism of Möbius covariant nets. Since the Möbius symmetry is completely determined by the vacuum vectors it follows that

\[
\phi U_1(\gamma) \phi^{-1} = U_2(\gamma) \tag{39}
\]

for all \( \gamma \in \text{Möb} \). Actually, if \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) are conformal nets then the uniqueness of diffeomorphism symmetry implies that

\[
\phi U_1(\gamma) \phi^{-1} = U_2(\gamma) \tag{40}
\]

for all \( \gamma \in \text{Diff}^+(S^1) \).

An automorphism of a Möbius covariant net \( \mathcal{A} \) is an isomorphism \( g \) of \( \mathcal{A} \) onto itself. Accordingly the automorphism group \( \text{Aut}(\mathcal{A}) \) of a Möbius covariant net \( \mathcal{A} \) on \( S^1 \) is given by

\[
\text{Aut}(\mathcal{A}) \equiv \{ g \in \text{U}(\mathcal{H}) : g \mathcal{A}(I) g^{-1} = \mathcal{A}(I), \ g \Omega = \Omega \quad \text{for all} \ I \in \mathcal{I} \}. \tag{41}
\]

By the above discussion every \( g \in \text{Aut}(\mathcal{A}) \) commutes with the representation \( U \) of Möb (resp. \( \text{Diff}^+(S^1) \) if \( \mathcal{A} \) is a conformal net). \( \text{Aut}(\mathcal{A}) \) with the topology induced by the strong topology of \( \mathcal{B}(\mathcal{H}) \) is a topological group.

A Möbius covariant net \( \mathcal{A} \) on \( S^1 \) satisfies the split property if, given \( I_1, I_2 \in \mathcal{I} \) such that \( \overline{I}_1 \subset I_2 \), there is a type I factor \( \mathcal{M} \) such that

\[
\mathcal{A}(I_1) \subset \mathcal{M} \subset \mathcal{A}(I_2). \tag{42}
\]
A Möbius covariant net $\mathcal{A}$ on $S^1$ satisfies **strong additivity** if, given two intervals $I_1, I_2 \in J$ obtained by removing a point from an interval $I \in J$ then

$$\mathcal{A}(I_1) \vee \mathcal{A}(I_2) = \mathcal{A}(I).$$

By [24] Thm. 3.2] if a Möbius covariant net $\mathcal{A}$ on $S^1$ satisfies the **trace class condition**, i.e. if $\text{Tr}(q_{I_0}^L) < +\infty$ for all $q \in (0,1)$ then $\mathcal{A}$ also satisfies the split property. One can construct many examples Möbius covariant nets without the split property by infinite tensor product construction, see [20] Sect.6]. These infinite tensor product nets does not admit diffeomorphism symmetry, see [20] Thm. 6.2]. Actually, we don’t know examples of irreducible conformal nets without the split property.

By [31] Thm. 3.1, the automorphism group $\text{Aut}(\mathcal{A})$ of a Möbius covariant net $\mathcal{A}$ on $S^1$ with the split property is compact and metrizable.

Let $\mathcal{A}$ be an irreducible Möbius covariant net on $S^1$ with the split property and let $I_1, I_2, I_3, I_4 \in J$ be four intervals, in anti-clockwise order, obtained by removing four points from $S^1$. Let $E \equiv I_1 \cup I_3$. Then $I_2 \cup I_4$ is the interior $E'$ of $S^1 \setminus E$.

Then,

$$\mathcal{A}(E) \subset \mathcal{A}(E)'$$

is inclusion of type $\text{III}_1$ factors (a subfactor). If either $\mathcal{A}$ is strongly additive or if $\mathcal{A}$ is a conformal net then the Jones index $[\mathcal{A}(E)' : \mathcal{A}(E)]$ does not depend on the choice of the intervals $I_1, I_2, I_3, I_4 \in J$, [67] Prop.5]. This index is called the $\mu$-index of $\mathcal{A}$ and it is denoted by $\mu_\mathcal{A}$.

An irreducible Möbius covariant net $\mathcal{A}$ is called **completely rational** [67] if it satisfies the split property and strong additivity and if the $\mu$-index $\mu_\mathcal{A}$ is finite. If $\mathcal{A}$ is an irreducible conformal net with the split property and finite $\mu$-index then it is strongly additive and thus completely rational, see [79] Thm. 5.3].

We will give various examples of irreducible conformal nets on $S^1$ starting from vertex operator algebra models in Sect. 5. In this section we consider the minimal examples namely the Virasoro nets, see also [18] [65] [72] [101].

Let $c \geq 0$ or $c = c_m \equiv 1 - \frac{6}{(m+2)(m+3)}$, $m = \in \mathbb{Z}_{\geq 0}$ and let $L(c,0)$ be the corresponding irreducible unitary module $L(c,0)$ with lowest eigenvalue of $L_0$ equal to $0$. Let $\mathcal{H}$ be the Hilbert space completion of $L(c,0)$. Then the positive-energy unitary representation of the Virasoro algebra on $L(c,0)$ integrates to a unique strongly continuous projective unitary positive-energy representation $U$ of $\text{Diff}^+(S^1)$ which together with the map

$$I \in J \mapsto \mathcal{A}_{\text{Vir},c}(I) \subset B(\mathcal{H})$$

(45)

defined by

$$\mathcal{A}_{\text{Vir},c}(I) \equiv \{U(\gamma) : \gamma \in \text{Diff}(I), I \in J\}''$$

(46)

defines an irreducible conformal net $\mathcal{A}_{\text{Vir},c}$ on $S^1$. Note that locality follows from Eq. [27].

The uniqueness of diffeomorphism symmetry implies that two Virasoro nets are unitary equivalent if and only if they have the same central charge. For every allowed value of $c$ the Virasoro net $\mathcal{A}_{\text{Vir},c}$ satisfies the trace class condition and hence the split property. For $c \leq 1$ $\mathcal{A}_{\text{Vir},c}$ satisfies strong additivity [65] [104], while for $c > 1$ it does not [14] Sect.4]. $\mathcal{A}_{\text{Vir},c}$ is completely rational for all $c < 1$ while it has infinite $\mu$-index for all $c \geq 1$. 
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3.4 Covariant subnets

A Möbius covariant subnet of a Möbius covariant net \( \mathcal{A} \) on \( S^1 \) is a map \( I \mapsto \mathcal{B}(I) \) from \( \mathcal{I} \) into the set of von Neumann algebras acting on \( \mathcal{H}_\mathcal{A} \) satisfying the following properties:

\[
\mathcal{B}(I) \subset \mathcal{A}(I) \quad \text{for all } I \in \mathcal{I};
\]

(47)

\[
\mathcal{B}(I_1) \subset \mathcal{B}(I_2) \quad \text{if } I_1 \subset I_1, \ I_1, I_2 \in \mathcal{I}.
\]

(48)

\[
U(\gamma)\mathcal{B}(I)U(\gamma)^* = \mathcal{B}(\gamma I) \quad \text{for all } I \in \mathcal{I}, \text{ and all } \gamma \in \text{M"ob};
\]

(49)

We shall use the notation \( \mathcal{B} \subset \mathcal{A} \). If \( \mathcal{B}(I) = \mathbb{C}1_{\mathcal{H}} \) for one, and hence for all, \( I \in \mathcal{I} \) we say that \( \mathcal{B} \) is the trivial subnet.

Let \( E \subset S^1 \) be any subset of the circle with non-empty interior and let

\[
\mathcal{B}(E) \equiv \bigvee_{I \subset E, I \in \mathcal{I}} \mathcal{B}(I)
\]

(50)

so that \( \mathcal{B}(E) \subset \mathcal{A}(E) \). Then we define \( \mathcal{H}_\mathcal{B} \subset \mathcal{H} \) to be the closure of \( \mathcal{B}(S^1)\Omega \). Then \( \mathcal{H}_\mathcal{B} = \mathcal{H} \) if and only if \( \mathcal{B}(I) = \mathcal{A}(I) \) for all \( I \in \mathcal{I} \). Hence, typically \( \Omega \) is not cyclic for \( \mathcal{B}(S^1) \) so that \( \mathcal{B} \) is not a Möbius covariant net on \( S^1 \) in the precise sense of the definition. However one gets a Möbius covariant net by restricting the algebras \( \mathcal{B}(I), \ I \in \mathcal{I} \), and the representation \( \mathcal{U} \) to the common invariant subspace \( \mathcal{H}_\mathcal{B} \). More precisely, let \( \mathbf{e}_\mathcal{B} \) be the orthogonal projection of \( \mathcal{H} \) onto \( \mathcal{H}_\mathcal{B} \). Then \( \mathbf{e}_\mathcal{B} \in \mathcal{B}(S^1)' \cap U(\text{M"ob})' \). Then the map \( I \ni I \mapsto \mathcal{B}(I)_{\mathbf{e}_\mathcal{B}} \) together with the representation \( \text{M"ob} \ni \gamma \mapsto \mathcal{U}(\gamma)|_{\mathcal{H}_\mathcal{B}} \) defines a Möbius covariant net \( \mathcal{B}_{\mathbf{e}_\mathcal{B}} \) on \( S^1 \) acting on \( \mathcal{H}_\mathcal{B} \). Note that the map \( \mathbf{b} \in \mathcal{B}(I) \mapsto \mathbf{b}|_{\mathcal{H}_\mathcal{B}} \in \mathcal{B}(I)_{\mathbf{e}_\mathcal{B}} \) is an isomorphism for every \( I \in \mathcal{I} \), because of the Reeh-Schlieder property, so that, in particular, if \( \mathcal{A} \) is irreducible and \( \mathcal{B} \) is nontrivial then \( \mathcal{B}(I) \) is a type \( \text{III}_1 \) factor on \( \mathcal{H} \) for all \( I \in \mathcal{I} \). As usual, when no confusion can arise, we will use the symbol \( \mathcal{B} \) also to denote the Möbius covariant net \( \mathcal{B}_{\mathbf{e}_\mathcal{B}} \) on \( \mathcal{H}_\mathcal{B} \). We shall use the notation \( \mathcal{B}_{\mathbf{e}_\mathcal{B}} \subset \mathcal{A} \) specifying, if necessary, when \( \mathcal{B} \) acts on \( \mathcal{H} = \mathcal{H}_\mathcal{A} \) or on \( \mathcal{H}_\mathcal{B} \). If \( \mathcal{A} \) is irreducible then \( \mathcal{B} \) is irreducible on \( \mathcal{H}_\mathcal{B} \).

If \( \mathcal{A} \) is an irreducible conformal net and \( \mathcal{B} \) is a Möbius covariant subnet of \( \mathcal{A} \) then, by [101, Thm. 6.2.29], \( \mathcal{B} \) is also diffeomorphism covariant, i.e.

\[
U(\gamma)\mathcal{B}(I)U(\gamma)^*
\]

(51)

for all \( \gamma \in \text{Diff}^+(S^1) \). Moreover, as a consequence of [101, Thm. 6.2.31], there is a strongly-continuous projective positive-energy representation \( \mathcal{U}_\mathcal{B} \) of \( \text{Diff}^+(S^1) \) on \( \mathcal{H} \) such that \( U(\gamma)\mathcal{U}_\mathcal{B}(\gamma)^* \in \mathcal{B}(S^1)' \) for all \( \gamma \in \text{Diff}^+(S^1) \). It follows that the subnet \( \mathcal{B} \) gives rise to an irreducible conformal net on \( \mathcal{H}_\mathcal{B} \). Accordingly in this case we will simply say that \( \mathcal{B} \) is a covariant subnet of \( \mathcal{A} \).

Example 3.5. Every irreducible conformal net \( \mathcal{A} \) we can define a covariant subnet \( \mathcal{B} \subset \mathcal{A} \) by

\[
\mathcal{B}(I) \equiv \{ U(\gamma) : \gamma \in \text{Diff}(I), \ I \in \mathcal{I} \}''.
\]

(52)

It is clear that the corresponding irreducible conformal net \( \mathcal{B} \) on \( \mathcal{H}_\mathcal{B} \) is unitarily equivalent to the Virasoro net \( \mathcal{A}_{\text{Vir},c} \), where \( c \) is the central charge of the representation \( \mathcal{U} \). Accordingly, \( \mathcal{B} \) is called the Virasoro subnet of \( \mathcal{A} \) and the inclusion \( \mathcal{B} \subset \mathcal{A} \) is often denoted by \( \mathcal{A}_{\text{Vir},c} \subset \mathcal{A} \). We say that \( c \) is the central charge of \( \mathcal{A} \).
Example 3.6. Let \( \mathcal{A} \) be a Möbius covariant net and \( G \) be a compact subgroup of \( \text{Aut}(\mathcal{A}) \). The fixed point subnet \( \mathcal{A}^G \subset \mathcal{A} \) is the Möbius covariant subnet of \( \mathcal{A} \) defined by

\[
\mathcal{A}^G(I) \equiv \mathcal{A}(I)^G = \{ A \in \mathcal{A}(I) : gAg^{-1} = A \text{ for all } g \in G \} \quad I \in \mathcal{I}.
\]

If \( G \) is finite then \( \mathcal{A}^G \) is called an orbifold subnet.

Example 3.7. Let \( \mathcal{A} \) be a Möbius covariant net on \( S^1 \) and let \( \mathcal{B} \subset \mathcal{A} \) be a Möbius covariant subnet. The corresponding coset subnet \( \mathcal{B}^c \subset \mathcal{A} \) is the Möbius covariant subnet of \( \mathcal{A} \) defined by

\[
\mathcal{B}^c(I) \equiv \mathcal{B}(S^1)^I \cap \mathcal{A}(I), \quad I \in \mathcal{I},
\]

see [69] [75] [103]. If \( \mathcal{A} \) is an irreducible conformal net and \( \mathcal{B} \) is a covariant subnet then, by the results in [69], we have \( \mathcal{B}^c(I) = \mathcal{B}(I)^c_\cap \mathcal{A}(I) \) for all \( I \in \mathcal{I} \), see also [101] Corollary 6.3.6.

If \( \mathcal{A} \) is an irreducible Möbius covariant net and \( \mathcal{B} \subset \mathcal{A} \) is a Möbius covariant subnet then the Jones index \( [\mathcal{A}(I) : \mathcal{B}(I)] \) of the subfactor \( \mathcal{B}(I) \subset \mathcal{A}(I) \) does not depend on the choice of \( I \in \mathcal{I} \). The index \( [\mathcal{A} : \mathcal{B}] \) of the subnet \( \mathcal{B} \subset \mathcal{A} \) is then defined by \( [\mathcal{A} : \mathcal{B}] \equiv [\mathcal{A}(I) : \mathcal{B}(I)] \), \( I \in \mathcal{I} \). Assuming that \( [\mathcal{A} : \mathcal{B}] < +\infty \) then, by [75] Thm 24], \( \mathcal{A} \) is completely rational if and only if \( \mathcal{B} \) is completely rational. Moreover, the set of subnets \( \mathcal{C} \subset \mathcal{A} \) such that \( \mathcal{B} \subset \mathcal{C} \) (intermediate subnets) is finite as a consequence of [75] Thm 3].

4 Preliminaries on vertex algebras

4.1 Vertex algebras

In this paper, unless otherwise stated, vector spaces and vertex algebras are assumed to be over the field \( \mathbb{C} \) of complex numbers. We shall use the formulation of the book [59] with the emphasis on locality. For other standard references on the subject see [39] [40] [70] [82]. We will mainly consider local (i.e. not super-local) vertex algebras. Thus, differently from [59], we will use the term vertex algebra only for the local case.

Let \( V \) be a vector space. A formal series \( a(z) = \sum_{n \in \mathbb{Z}} a^{(n)} z^{-n-1} \) with coefficients \( a^{(n)} \in \text{End}(V) \) is called a field, if for every \( b \in V \) we have \( a^{(n)}b = 0 \) for \( n \) sufficiently large. A vertex algebra is a (complex) vector space \( V \) together with a given vector \( \Omega \in V \) called the vacuum vector, an operator \( T \in \text{End}(V) \) called the infinitesimal translation operator, and a linear map from \( V \) to the space of fields on \( V \) (the state-field correspondence)

\[
a \mapsto Y(a, z) = \sum_{n \in \mathbb{Z}} a^{(n)} z^{-n-1}
\]

satisfying:

(i) **Translation covariance**: \( [T, Y(a, z)] = \frac{d}{dz} Y(a, z) \).

(ii) **Vacuum**: \( T\Omega = 0 \), \( Y(\Omega, z) = 1_V \), \( a^{(n)}\Omega = a \).

(iii) **Locality**: For all \( a, b \in V \), \( (z - w)^N [Y(a, z), Y(b, w)] = 0 \) for a sufficiently large non-negative integer \( N \).

The fields \( Y(a, z), a \in V \), are called vertex operators.

**Remark 4.1.** Translation covariance is equivalent to

\[
[T, a^{(n)}] = -na^{(n-1)}, \quad a \in V, n \in \mathbb{Z}.
\]
If \( a \) is a given vector in \( V \) it follows from the field property that there is a smallest non-negative integer \( N \) such that \( a(n)\Omega = 0 \) for all \( n \geq N \). It follows that \( 0 = Ta(n)\Omega = [T,a(n)]\Omega = -Na(n-1)\Omega \) and hence \( N = 0 \). As a consequence, in the definition of vertex algebras, the condition \( a(-1)\Omega = a \) can be replaced by the stronger one \( Y(a,z)\Omega|_{z=0} = a \).

**Remark 4.2.** In every vertex algebra one always have

\[
[T,Y(a,z)] = Y(Ta,z),
\]  

see [59, Corollary 4.4 c].

With the above definition of vertex algebras, the so-called **Borcherds identity** (or Jacobi identity), i.e. the equality

\[
\sum_{j=0}^{\infty} \binom{m}{j} (a(n+j)b)_{(m+k-j)}c = \sum_{j=0}^{\infty} (-1)^j \binom{n}{j} a(m+n-j)b(k+j)c
\]

\[
-\sum_{j=0}^{\infty} (-1)^j + n \binom{n}{j} b(n+k-j)a(m+j)c, \quad a, b, c \in V, m, n, k \in \mathbb{Z},
\]  

is not an axiom, but a consequence, see [59, Sect. 4.8].

For future use we recall here the following useful identity known as Borcherds commutator formula which follows directly from Eq. (58) after setting \( n = 0 \) (see also [59, Eq. (4.6.3)]).

\[
[a_{(m)}, b_{(k)}] = \sum_{j=0}^{\infty} \binom{m}{j} (a_{(j)}b)_{(m+k-j)}c, \quad m, k \in \mathbb{Z}.
\]  

We shall call a linear subspace \( W \subset V \) a **vertex subalgebra**, if \( \Omega \in W \) and \( a_{(m)}b \in W \) for all \( a, b \in W, n \in \mathbb{Z} \). Since \( Ta = -a_{(-2)}\Omega \), a vertex subalgebra is always \( T \)-invariant and thus \( W \) inherits the structure of a vertex algebra. The intersection of a family of vertex subalgebras is again a vertex subalgebra. Accordingly, for every subset \( \mathcal{F} \subset V \) there is a smallest vertex subalgebra \( W(\mathcal{F}) \) containing \( \mathcal{F} \), the vertex subalgebra generated by \( \mathcal{F} \). If \( W(\mathcal{F}) = V \) we say that \( V \) is generated by \( \mathcal{F} \).

We shall call a subspace \( \mathcal{J} \subset V \) an **ideal** if it is \( T \)-invariant and \( a_{(n)}b \in \mathcal{J} \) for \( a \in V, b \in \mathcal{J}, n \in \mathbb{Z} \). If \( \mathcal{J} \) is an ideal then we also have \( b_{(n)}a \in \mathcal{J} \) for \( a \in V, b \in \mathcal{J}, n \in \mathbb{Z} \), see [59, Eq. (4.3.1)]. Conversely if a subspace \( \mathcal{J} \subset V \) satisfies \( a_{(n)}b \in \mathcal{J} \) and \( b_{(n)}a \in \mathcal{J} \) for \( a \in V, b \in \mathcal{J}, n \in \mathbb{Z} \) then it is \( T \)-invariant and hence an ideal. A vertex algebra \( V \) is **simple** if every ideal \( \mathcal{J} \subset V \) is either \( \{0\} \) or \( V \).

A **homomorphism**, resp. **antilinear homomorphism**, from a vertex algebra \( V \) to a vertex algebra \( W \) is a linear, resp. antilinear, map \( \phi : V \to W \) such that \( \phi(a_{(n)}b) = \phi(a)_{(n)}\phi(b) \) for all \( a, b \in V \) and \( n \in \mathbb{Z} \). Sometimes we shall simply write \( \phi a \) instead of \( \phi(a) \).

Accordingly, one defines the notions of **automorphisms** and **antilinear automorphisms**. Note that if \( g \) is an automorphism or an antilinear automorphism, then

\[
g(\Omega) = g(\Omega)_{(-1)}\Omega = g(\Omega_{(-1)}g^{-1}(\Omega)) = g(g^{-1}\Omega) = \Omega.
\]  

Moreover,

\[
g(Ta) = g(a_{(-2)}\Omega) = g(a)_{(-2)}\Omega = Tg(a),
\]  

for all \( a \in V \), i.e. \( g \) commutes with \( T \).
Let $M$ be a vector space, and suppose that for each $a \in V$ there is a field on $M$

$$Y^M(a, z) = \sum_{n \in \mathbb{Z}} a^M_{(n)} z^{-n-1}, \quad a^M_{(n)} \in \text{End}(M) \quad (62)$$

that the map $a \mapsto Y^M(a, z)$ is linear. We shall say that $M$ (with this action) is a module over the vertex algebra $V$, if $Y^M(\Omega, z) = 1_M$ and the Borcherds identity holds on $M$ i.e.

$$\sum_{j=0}^{\infty} \binom{m}{j} (a_{(n+j)} b)_{(m+k-j)}^M c = \sum_{j=0}^{\infty} (-1)^j \binom{n}{j} a_{(m+n-j)}^M b_{(k+j)}^M c$$

$$- \sum_{j=0}^{\infty} (-1)^{j+n} \binom{n}{j} b_{(n+k-j)}^M a_{(m+j)}^M c, \quad a, b \in V, \quad c \in M, n, k \in \mathbb{Z}. \quad (63)$$

Accordingly, one defines the notions of module-homomorphism, submodules and irreducibility.

Every vertex algebra $V$ becomes itself a $V$-module by setting $Y^V(a, z) = Y(a, z)$. This module is called the adjoint module. If the adjoint module is irreducible then $V$ is clearly a simple vertex algebra but the converse is not true in general since the submodules of the adjoint module $V$ need not to be $T$-invariant.

### 4.2 Conformal vertex algebras

Let $V$ be a vector space and let $L(z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2}$ be a field on $V$. If the endomorphisms \( \{L_n : n \in \mathbb{Z}\} \) satisfy Virasoro algebra relations

$$[L_n, L_m] = (n - m)L_{n+m} + \frac{c}{12}(n^3 - n)\delta_{-n,m}1_V \quad (64)$$

with central charge $c \in \mathbb{C}$, then $L(z)$ is called a Virasoro field.

If $V$ is a vertex algebra we shall call $\nu \in V$ a Virasoro vector if the corresponding vertex operator $Y(\nu, z) = \sum_{n \in \mathbb{Z}} L_n \nu z^{-n-2}$, $L_n = \nu_{(n+1)}$, is a Virasoro field.

As in [59] we shall call a Virasoro vector $\nu \in V$ a conformal vector if $L_{-1} = T$ and $L_0$ is diagonalizable on $V$. The corresponding vertex operator $Y(\nu, z)$ is called an energy-momentum field and $L_0$ a conformal Hamiltonian for the vertex algebra $V$. A vertex algebra $V$ together with a fixed conformal vector $\nu \in V$ is called a conformal vertex algebra, see [59, Sect.4.10]. If $c$ is the central charge of the representation of the Virasoro algebra given by the operators $L_n = \nu_{(n+1)}$, $n \in \mathbb{Z}$ we say that $V$ has central charge $c$.

**Remark 4.3.** Every submodule of the adjoint module of a conformal vertex algebra $V$ is $T$-invariant and hence it is an ideal of $V$. Accordingly $V$ is simple if and only if its adjoint module is irreducible.

Let $V$ be a conformal vertex algebra and let $Y(\nu, z) = \sum_{n \in \mathbb{Z}} L_n \nu z^{-n-2}$ be the corresponding energy-momentum field. Set $V_\alpha = \text{Ker}(L_0 - \alpha 1_V)$, $\alpha \in \mathbb{C}$. The fact that $L_0$ is diagonalizable means that $V$ is the (algebraic) direct sum of the subspaces $V_\alpha$ i.e.

$$V = \bigoplus_{\alpha \in \mathbb{C}} V_\alpha \quad (65)$$

is graded by $L_0$. 
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A non-zero element $a \in V_\alpha$ is called a **homogeneous** element of **conformal weight** (or dimension) $d_a = \alpha$. For such an element we shall set

$$a_n \equiv a_{(n+d_a-1)}, \quad n \in \mathbb{Z} - d_a.$$  

With this convention,

$$Y(a, z) = \sum_{n \in \mathbb{Z} - d_a} a_n z^{-n-d_a}.$$  

We have the following commutation relations ([59 Sect.4.9 and Sect.4.10])

$$[L_0, a_n] = -na_n$$  

$$[L_{-1}, a_n] = (-n - d_a + 1)a_{n-1}$$  

$$[L_1, a_n] = -(n - d_a + 1)a_{n+1} + (L_1a)_{n+1}$$

for all homogeneous $a \in V$, $n \in \mathbb{Z}$.

Note that it follows from Eq. (68) that

$$e^{\alpha L_0} a_n e^{-\alpha L_0} = e^{-n\alpha} a_n, \quad \alpha \in \mathbb{C}.$$  

(71)

A homogeneous vector $a$ in a conformal vertex algebra $V$ and the corresponding field $Y(a, z)$ are called **quasi-primary** if $L_1a = 0$ and **primary** if $L_n a = 0$ for every integer $n > 0$. Since $L_n \Omega = \nu(n+1) \Omega = 0$ for every integer $n \geq -1$, the vacuum vector $\Omega$ is a primary vector in $V_0$. Moreover, it follows by the Virasoro algebra relations that the conformal vector $\nu$ is a quasi-primary vector in $V_2$ which cannot be primary if $c \neq 0$.

We have the following commutation relations:

$$[L_m, a_n] = ((d_a - 1)m - n) a_{m+n},$$  

(72)

for all primary (resp. quasi-primary) $a \in V$, for all $n \in \mathbb{Z}$ and all $m \in \mathbb{Z}$ (resp. $m \in \{-1, 0, 1\}$), see e.g. [59 Cor.4.10].

We shall say that a conformal vertex algebra $V$ and the corresponding conformal vector are of **CFT type** if $V_\alpha = \{0\}$ for $\alpha \notin \mathbb{Z}_{\geq 0}$ and $V_0 = \mathbb{C} \Omega$. If $V$ is of CFT type, or more generally if $V_\alpha = \{0\}$ for $\alpha \notin \mathbb{Z}$ we can define the operators $a_n$, $n \in \mathbb{Z}$, for all $a \in V$, by linearity. In this way Eq. (68) still holds for any $a \in V$. Moreover, we have

$$Y(z^{L_0} a, z) = \sum_{n \in \mathbb{Z}} a_n z^{-n}$$  

(73)

for all $a \in V$, cf. [39 Eq. (5.3.13)]. It is obvious that if $a \in V$ is homogeneous then $a_n = 0$ for all $n \in \mathbb{Z}$ implies $a = 0$ and it is not hard to see that this is true also for arbitrary $a \in V$.

In general a vertex algebra $V$ can have more than one conformal vector and hence more then one structure of conformal vertex algebra even after fixing the grading. When $V$ has a conformal vector $\nu$ of CFT type the conformal vectors of $V$ giving the same grading as $\nu$ are described by the following proposition.

**Proposition 4.4.** Let $V$ be a vertex algebra and let $\nu \in V$ be a conformal vector of CFT type with corresponding energy-momentum field $Y(\nu, z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2}$. Then a vector $\tilde{\nu} \in V$ such that $\tilde{\nu}_{(1)} = L_0$ is a conformal vector if and only if

$$\tilde{\nu} = \nu + Ta$$  

(74)

where $a \in V$ is such that $L_0 a = a$ and $a_{(0)} = 0$. In this case we have $a = \frac{1}{2} L_1 \tilde{\nu}$.  
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Proof. Let \( V_n = \text{Ker}(L_0 - n1_V) \), \( n \in \mathbb{Z}_{\geq 0} \). Since by assumption \( \nu \) is of CFT type we have

\[
V = \bigoplus_{n \in \mathbb{Z}_{\geq 0}} V_n, \quad V_0 = \mathbb{C}\Omega.
\]

If \( \tilde{\nu} \) is a conformal vector satisfying \( \tilde{\nu}(1) = L_0 \) then \( \tilde{\nu} \in V_2 \).

From Borcherds identity (58) with \( m = -1 \), \( n = 1 \) and \( k = 0 \) we get:

\[
\sum_{j=0}^{\infty} \left( \frac{-1}{j} \right)^j \nu(1+j)\tilde{\nu}(-1-j)\Omega = \sum_{j=0}^{\infty} \left( \frac{1}{j} \right)^j \nu(-j)\tilde{\nu}(j)\Omega
\]

\[
-\sum_{j=0}^{\infty} (-1)^{j+1} \frac{1}{j} \tilde{\nu}(1-j)\nu(j-1)\Omega = \tilde{\nu}(1)\nu = 2\nu.
\]

Since \( \tilde{\nu} \in V_2 \) we have \( \nu(1+j)\tilde{\nu} = 0 \) for \( j > 2 \) and since \( \nu(3)\tilde{\nu} \in V_0 = \mathbb{C}\Omega \) we have \( (\nu(3)\tilde{\nu})(-3) = 0 \). It follows that \( 2\nu = (\nu(1)\tilde{\nu})(-1)\Omega - (\nu(2)\tilde{\nu})(-2)\Omega = \nu(1)\tilde{\nu} - T\nu(2)\tilde{\nu} = 2\tilde{\nu} - TL_1\tilde{\nu} \).

Now with \( a = \frac{1}{2}L_1\tilde{\nu} \) we have \( L_0a = a \) and \( \tilde{\nu} = \nu + Ta \). Hence \( a(0) = (Ta)(1) = \tilde{\nu}(1) - \nu(1) = 0 \).

Conversely let us assume that \( a \in V_1 \) and \( a(0) = 0 \). Let \( \tilde{\nu} = \nu + Ta \) and let \( Y(\tilde{\nu}, z) = \sum_{n \in \mathbb{Z}} \tilde{L}_nz^{-n-2} \) be the corresponding vertex operator. Then we have \( \tilde{L}_{-1} = L_{-1} = T \) and \( \tilde{L}_0 = L_0 \). Moreover, \( \tilde{\nu} \in V_2 \). Now \( \tilde{L}_n\tilde{\nu} = 0 \) for \( n > 2 \) and \( \tilde{L}_2\tilde{\nu} = \mathbb{C}\Omega \). Thus \( \tilde{\nu} \) is a conformal vector by [53] Thm.4.10 (b)]. Finally recalling that \( V_0 = \mathbb{C}\Omega \) and that \( L_1\nu = 0 \) we find \( L_1\tilde{\nu} = L_1Ta = [L_1, L_{-1}]a = 2a \), because \( L_1a \in V_0 = \mathbb{C}\Omega \) and hence \( L_{-1}L_1a = 0 \). \( \square \)

### 4.3 Vertex operator algebras and invariant bilinear forms

A **vertex operator algebra (VOA)** is a conformal vertex algebra such that the corresponding energy-momentum field \( Y(\nu, z) = \sum_{n \in \mathbb{Z}} z^{-n-1}L_n \) and homogeneous subspaces \( \text{Ker}(L_0 - \alpha 1_V) \) satisfy the following additional conditions:

(i) \( V = \bigoplus_{n \in \mathbb{Z}} V_n \), i.e. \( \text{Ker}(L_0 - \alpha 1_V) = \{0\} \) for \( \alpha \notin \mathbb{Z} \).

(ii) \( V_n = \{0\} \) for \( n \) sufficiently small.

(iii) \( \text{dim}(V_n) < \infty \).

**Remark 4.5.** If \( V_0 = \mathbb{C}\Omega \), then condition (ii) is in fact equivalent to the stronger condition \( V_n = \{0\} \) for all \( n < 0 \). Indeed, by [92] Prop. 1, for \( n < 0 \) we have that \( V_n = L_1^{-n}V_1 \subset L_1^{-n}V_0 \) and hence if \( V_0 = \mathbb{C}\Omega \), then \( V_n = \{0\} \). Hence in this case \( V \) is of CFT type.

To introduce the notion of invariant bilinear forms, first we shall talk about the restricted dual \( V' \) of \( V \). As a graded vector space it is defined as

\[
V' = \bigoplus_{n \in \mathbb{Z}} V_n^*
\]

i.e. it is the direct sum of the duals \( V_n^* \) of the finite-dimensional vector spaces \( V_n \), \( n \in \mathbb{Z} \).

The point is that \( V' \) can be naturally endowed with a \( V \)-module structure. Denote by \( \langle \cdot, \cdot \rangle \) the pairing between \( V' \) and \( V \). For each \( a \in V \), the condition

\[
\langle Y'(a, z)b', c \rangle = \langle b', Y(e^{zL_1}(-z^{-2})L_0a, z^{-1})c \rangle \quad c \in V, b' \in V'
\]

(76)
determines a field $Y'(a, z)$ on $V'$ and one has that the map $a \mapsto Y'(a, z)$ makes $V'$ a $V$-module, see [39, Sect. 5.2]. The module $V'$ is called the **contragradient module** and the fields $Y'(a, z)$ adjoint vertex operators. Note however that the endomorphisms $a'_{(n)} \in \operatorname{End}(V)$ in the formal series $Y(a'_{(n)}, z) = \sum_{n \in \mathbb{Z}} a'_{(n)} z^{-n-1}$ are not the adjoint of the endomorphisms $a_{(n)}$ in the usual sense. Note also that we have

$$\langle L'_n a', c \rangle = \langle a', L_{-n} b \rangle \quad a' \in V', \; b \in V, \; n \in \mathbb{Z},$$

where $L'_n = \nu'_{(n+1)}$. It follows that $V'$ is a $\mathbb{Z}$-graded $V$ module in the sense that $L'_0 a' = na'$ for $a' \in V'_n \equiv V^*_n$.

It should be clear from the definition that the $V$-module structure on $V'$ depends on the conformal vector $\nu$ (more precisely on $L_1$) and not only on the vertex algebra structure of $V$.

An **invariant bilinear form** on $V$ is a bilinear form $(\cdot, \cdot)$ on $V$ satisfying

$$(Y(a, z)b, c) = (b, Y(e^{zL_1}(-z^{-2})L_0 a, z^{-1})c) \quad a, b, c \in V. \quad (78)$$

As the module structure on $V'$, whether a bilinear form is invariant on $V$ depends on the choice of the conformal vector giving to the vertex algebra $V$ the structure of a VOA. By straightforward calculation one finds that a bilinear form $(\cdot, \cdot)$ on a vertex operator algebra $V$ is invariant if and only if

$$(a_n b, c) = (-1)^{da} \sum_{l \in \mathbb{Z}_{\geq 0}} \frac{1}{l!} (b, (L^l_1 a)_{-n} c)$$

for all $b, c \in V$ and all homogeneous $a \in V$. In particular, in case of invariance, it follows that

$$(L_n a, b) = (a, L_{-n} b) \quad a, b \in V, \; n \in \mathbb{Z} \quad (80)$$

and hence, by considering $n = 0$, that $(V_k, V_l) = 0$ whenever $k \neq l$. Thus the linear functional $(a, \cdot)$ is in the restricted dual for every $a \in V$ and one can see that the map $a \mapsto (a, \cdot)$ is a module homomorphisms from $V$ to $V'$. Conversely, if $\phi : V \rightarrow V'$ is a module homomorphism, then the bilinear form defined by the formula

$$(a, b) \equiv (\phi(a), b) \quad (81)$$

is invariant. Since the homogeneous subspaces $V_n \ (n \in \mathbb{Z})$ are finite-dimensional, every $V$-module homomorphism from $V$ to $V'$, being grading preserving, is injective if and only if it is surjective. In particular, there exists a non-degenerate invariant bilinear form on $V$ if and only if $V'$ is isomorphic to $V$ as a $V$-module. In the following proposition we list some useful facts concerning invariant bilinear forms for later use.

**Proposition 4.6.** Let $V$ be a VOA. Then:

(i) Every invariant bilinear form on $V$ is symmetric.

(ii) The map $(\cdot, \cdot) \mapsto (\Omega, \cdot)|_{V_0}$ gives a linear isomorphism from the space of invariant bilinear forms onto $(V_0/L_1 V_1)^*$. 

(iii) If $V$ is a simple VOA then every non-zero invariant bilinear form on $V$ is non-degenerate. Moreover, if $V$ has a non-zero invariant bilinear form $(\cdot, \cdot)$ then every invariant bilinear form on $V$ is of the form $\alpha(\cdot, \cdot)$ for some complex number $\alpha$. 
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(iv) If $V$ has a non-degenerate invariant bilinear form and $V_0 = \mathbb{C}\Omega$ then $V$ is a simple VOA.

Proof. For (i) and (ii) see [71] Prop. 2.6 and [71] Thm.3.1, respectively.

(iii). Let $(\cdot, \cdot)$ a non-zero invariant bilinear form on $V$. As a consequence of Eq. (79), the subspace

$$\mathcal{N} \equiv \{a \in V : (a, b) = 0 \forall b \in V\}$$

is an ideal of $V$, which by assumption is not equal to $V$. Hence if $V$ is simple, then $\mathcal{N} = \{0\}$, i.e. $(\cdot, \cdot)$ is non-degenerate. Now let $(\cdot, \cdot)$ be another invariant bilinear form on $V$. If it is zero there is nothing to prove and hence we can assume that it is non-degenerate. Then there exists a $V$-module isomorphism $\phi : V \rightarrow V$ such that $(a, b) = (\phi(a), b)$ for all $a, b \in V$. Since $\phi$ commutes with every $a_n$, $a \in V$, $n \in \mathbb{Z}$, $V$ is a simple VOA and hence an irreducible V-module, $\phi$ must be a multiple of the identity by Schur’s lemma because every VOA has countable dimension, see e.g. [22] Lemma 2.1.3. Hence there is a complex number $\alpha$ such that $(a, b) = \alpha(a, b)$ and the claim follows.

(iv) If $\mathcal{I}$ is an ideal of $V$, then $L_0 \mathcal{I} \subset \mathcal{I}$ and hence $\mathcal{I} = \bigoplus_{n \in \mathbb{Z}}(V_n \cap \mathcal{I})$. If $\Omega \in \mathcal{I}$ then of course $\mathcal{I} = V$. On the other hand, if $\Omega \notin \mathcal{I}$ and $V_0 = \mathbb{C}\Omega$ we have that $V_0 \cap \mathcal{I} = \{0\}$ and so $\Omega \in \mathcal{I}^\circ \equiv \{a \in V : (a, b) = 0 \forall b \in \mathcal{I}\}$. However, $\mathcal{I}^\circ$ is clearly an ideal, and hence it coincides with $V$. Thus $\mathcal{I} = \{0\}$ by the non-degeneracy of $(\cdot, \cdot)$. $\square$

Note that by (ii), if $V_0 = \mathbb{C}\Omega$, then a non-zero invariant bilinear form exists if and only if $L_1V_1 = \{0\}$. In this case, again by (iii), there is exactly one invariant bilinear form $(\cdot, \cdot)$ which is normalized i.e. such that $(\Omega, \Omega) = 1$. Similarly, if we assume that $V$ is simple, then we see from (iii) that there is at most one normalized invariant bilinear form on $V$.

Remark 4.7. One can define invariant bilinear forms with similar properties for conformal vertex algebras such that $L_0$ has only integer eigenvalues but without assuming that the corresponding eigenspaces $V_n$, $n \in \mathbb{Z}$ have finite dimension, see [92].

Proposition 4.8. Let $V$ be a vertex algebra with a conformal vector $\nu$ and assume that the corresponding conformal vertex algebra is a VOA such that $V_0 = \mathbb{C}\Omega$ and having a non-degenerate invariant bilinear form. Moreover, let $\tilde{\nu} \in V$ be another conformal vector such that $\tilde{\nu}(1) = \nu(1)$ and assume that there is still a non-degenerate invariant bilinear form on $V$ for the corresponding VOA structure. Then $\tilde{\nu} = \nu$.

Proof. Let $(\cdot, \cdot)$ be the unique normalized invariant bilinear form on $V$ with respect to the conformal vector $\nu$ and let $\tilde{\nu}$ be another conformal vector with the properties in the proposition. By Remark 4.5 $\nu$ is a conformal vector of CFT type and hence, by Prop. 4.4 $\tilde{\nu} = \nu + T_1L_1\tilde{\nu}$, where $L_1 = \nu(2)$. Hence $\tilde{L}_1 \equiv \tilde{\nu}(2) = L_1 - (L_1\tilde{\nu})(1)$. Let us assume that $L_1\tilde{\nu} \neq 0$. Since $(\cdot, \cdot)$ is non-degenerate, there is $b \in V_1$ such that $(L_1\tilde{\nu}(1), b) \neq 0$. Thus

$$(\Omega, \tilde{L}_1b) = (\Omega, (L_1 - (L_1\tilde{\nu})(1))b) = (L_1\tilde{\nu}, b) \neq 0. \quad (82)$$

Hence $\tilde{L}_1V_1 \neq \{0\}$ and by Prop. 4.6 (ii) there is no non-zero invariant bilinear form on $V$ corresponding to $\tilde{\nu}$. $\square$

Remark 4.9. It follows from the results in [92] that Prop. 4.8 still holds true if $V$ with the conformal vector $\nu$ is a conformal vertex algebra of CFT type, namely the assumption that the $L_0$ eigenspaces $V_n$, $n \in \mathbb{Z}$ have finite dimension is not really needed.
Remark 4.10. Prop. 4.8 can be considered as a VOA analogue of the uniqueness results for diffeomorphism symmetry proved in [20] and [101]. At the end of Sect. 3 it will be shown that the uniqueness results in [20, 101] can be proved starting from Prop. 4.8.

Corollary 4.11. Let $V$ be a VOA with energy-momentum field $Y(\nu, z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2}$. Assume that $V_0 = \mathcal{C}2$ and that $V$ has a non-degenerate invariant bilinear form $(\cdot, \cdot)$. Then for a vertex algebra automorphism or antilinear automorphism $g$ of $V$, the following are equivalent.

(i) $g$ is grading preserving i.e. $g(V_n) = V_n$ for all $n \in \mathbb{Z}$.

(ii) $g$ preserves $(\cdot, \cdot)$ i.e. either $(g(a), g(b)) = (a, b)$ for all $a, b \in V$ if $g$ is linear, or $(g(a), g(b)) = (a, b)$ for all $a, b \in V$ if $g$ is antilinear.

(iii) $g(\nu) = \nu$.

Proof. (i) $\Rightarrow$ (iii). If $g$ is grading preserving, then $g(\nu)$ is a conformal vector such that $g(\nu)(1) = \nu(1)$ and $(g(\cdot), g(\cdot))$ (or $(g(\cdot), g(\cdot))$, in the antilinear case) is a non-degenerate invariant bilinear form for the corresponding VOA structure. Hence by Prop. 4.8 $g(\nu) = \nu$.

(iii) $\Rightarrow$ (ii). If $g(\nu) = \nu$ then $(g(\cdot), g(\cdot))$ (or $(g(\cdot), g(\cdot))$, in the antilinear case) is an invariant bilinear form on $V$ and hence by Prop. 4.6 it must coincide with $(\cdot, \cdot)$ because $g(\Omega) = \Omega$ and $(\Omega, \Omega) \neq 0$ by non-degeneracy.

(ii) $\Rightarrow$ (i). Every vertex algebra automorphism or antilinear automorphism $g$ commutes with $T = L_{-1}$. If $g$ preserves $(\cdot, \cdot)$ then also its inverse does so, and as $g^{-1}$ also commutes with $T = L_{-1}$, we have

\[(a, L_1 g(b)) = (Ta, g(b)) = (Tg^{-1}(a), b) = (g^{-1}(a), L_1 b) = (a, g(L_1 b)) \quad (83)\]

for all $a, b \in V$. Thus by the non-degeneracy of $(\cdot, \cdot)$ it follows that $L_1 g(b) = g(L_1 b)$; i.e. that $g$ commutes with $L_1$. But then it also commutes with $L_0 = \frac{1}{2}[L_1, L_{-1}]$ and hence it is grading preserving.

In the following we shall say that a vertex algebra automorphism, resp. antilinear automorphism, $g$ of a vertex operator algebra $V$ with conformal vector $\nu$ is a VOA automorphism, resp. VOA antilinear automorphism, if $g(\nu) = \nu$ and we shall denote by $\text{Aut}(V)$ the group of VOA automorphisms of $V$.

The group $\text{Aut}(V)$ has a natural topology making it into a metrizable topological group. First note that the group $\prod_{n \in \mathbb{Z}} \text{GL}(V_n)$ of grading preserving vector space automorphisms of $V$ is the direct product of the finite-dimensional Lie groups $\text{GL}(V_n)$, $n \in \mathbb{Z}$. Hence $\prod_{n \in \mathbb{Z}} \text{GL}(V_n)$ with the product topology is a metrizable topological group. Now, $\text{Aut}(V)$ is a subgroup of $\prod_{n \in \mathbb{Z}} \text{GL}(V_n)$ and hence it becomes a topological group when endowed with the relative topology.

A sequence $g_n \in \prod_{n \in \mathbb{Z}} \text{GL}(V_n)$ converges to $g \in \prod_{n \in \mathbb{Z}} \text{GL}(V_n)$ if and only if for all $a \in V$ and all $b' \in V'$ the sequence of complex numbers $\langle b', g_n a \rangle$ converges to $\langle b', ga \rangle$. Now let $g_n$ be a sequence in $\text{Aut}(V)$ converging to an element $g$ of $\prod_{n \in \mathbb{Z}} \text{GL}(V_n)$. Then for all $a, b \in V$, $c' \in V'$ and $m \in \mathbb{Z}$ we have $\langle c', g(a_{(m)} b) \rangle = \lim_{n \to \infty} \langle c', g_n(a_{(m)} b) \rangle = \lim_{n \to \infty} \langle c', g_n(a)_{(m)} b \rangle = \langle c', g(a)_{(m)} b \rangle$. It follows that $g(a_{(m)} b) = g(a)_{(m)} b$ and $g \in \text{Aut}(V)$. Thus $\text{Aut}(V)$ is a closed subgroup of $\prod_{n \in \mathbb{Z}} \text{GL}(V_n)$. 
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5 Unitary vertex operator algebras

In this section we define and study the notion of unitary VOA. For closely related material cf. [28].

5.1 Definition of unitarity

Now let $V$ be a VOA with conformal vector $\nu$, and let $(\cdot|\cdot)$ be a scalar product on $V$, namely a positive-definite sesquilinear form (linear in the second variable). We say that the scalar product is normalized if $(\Omega|\Omega) = 1$ and we say that $(\cdot|\cdot)$ is invariant if there is a VOA antilinear automorphism $\theta$ of $V$ such that $(\theta \cdot | \cdot)$ is an invariant bilinear form on $V$. In this case we will say that $\theta$ is a PCT operator associated with $(\cdot|\cdot)$.

Now let $\nu$ be the conformal vector of $V$ and let $Y(\nu, z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2}$ be the corresponding energy-momentum field. Moreover, let $(\cdot|\cdot)$ be a normalized invariant scalar product on $V$ with an associated PCT operator $\theta$. Since $\theta(\nu) = \nu$, $\theta$ commutes with all $L_n$, $n \in \mathbb{Z}$. It follows from Eq. (84) that, for all $a, b, c \in V$ and $n \in \mathbb{Z}$, we have

$$(a_n b|c) = (\theta(-1)^n a)\theta(-1)b|c) = (b|\theta(-1)^n e^{L_1}(-1)^{L_0}a)_{-n}c).$$

(84)

In particular if $a$ is quasi-primary we have

$$(a_n b|c) = (-1)^{d_a} (b|\theta(-1)^n a)_{-n}c),$$

(85)

for all $b, c \in V$ and $n \in \mathbb{Z}$. In particular

$$(L_n a|b) = (a|L_{-n}b),$$

(86)

for all $a, b \in V$ and $n \in \mathbb{Z}$, i.e. the corresponding representations of the Virasoro algebra and of its Möbius subalgebra $\mathbb{C}\{L_{-1}, L_0, L_1\}$ (isomorphic to $\mathfrak{sl}_2(\mathbb{C})$) are unitary and hence completely reducible. In particular we have $V_n = 0$ for $n < 0$.

Proposition 5.1. Let $(\cdot|\cdot)$ be a normalized invariant scalar product on the vertex operator algebra $V$. Then there exists a unique PCT operator $\theta$ associated with $(\cdot|\cdot)$. Moreover, $\theta$ is an involution i.e. $\theta^2 = 1_V$ and it is antiunitary i.e. $(\theta a|\theta b) = (b|a)$ for all $a, b \in V$.

Proof. Assume that $\tilde{\theta}$ is another PCT operator associated with $(\cdot|\cdot)$. Then it follows from Eq. (64) that $(\theta^{-1}e^{L_1}(-1)^{L_0}a)_n = (\tilde{\theta}^{-1}e^{L_1}(-1)^{L_0}a)_n$ for all $a \in V$ and all $n \in \mathbb{Z}$. Hence (see Subsect. 4.2) $\theta^{-1}e^{L_1}(-1)^{L_0}a = \tilde{\theta}^{-1}e^{L_1}(-1)^{L_0}a$ for all $a \in V$. Since $e^{L_1}(-1)^{L_0}$ is surjective, it follows that $\theta = \tilde{\theta}$. Now, from Eq. (64) it also follows that $a = (e^{L_1}(-1)^{L_0})^2 \theta^{-2}a$ for all $a \in V$. It follows from Eq. (71) that $(-1)^{L_0}e^{L_1}(-1)^{L_0} = e^{-L_1}$ and hence $(e^{L_1}(-1)^{L_0})^2 = 1$. Thus $\theta^2 = 1$. Finally, given $a, b \in V$, the symmetry of the invariant bilinear form $(\theta \cdot | \cdot)$ implies that $(\theta a|\theta b) = (\theta^2 b|a) = (b|a)$ and hence $\theta$ is antiunitary. \hfill $\Box$

Note that if $(\cdot|\cdot)$ is an invariant normalized scalar product on the VOA $V$ and $\theta$ is the corresponding PCT operator then the invariant bilinear form $(\theta \cdot | \cdot)$ is obviously normalized and non-degenerate. Hence as a $V$-module $V$ is equivalent to the contragradient module $V'$. Note also that as a consequence of Prop. 5.1, $\theta$ is determined by $(\cdot|\cdot)$. Conversely, if $V$ is simple, we have $(\cdot|\cdot) = (\theta \cdot , \cdot)$ where $(\cdot, \cdot)$ is the unique normalized invariant bilinear form on $V$ and hence $(\cdot|\cdot)$ is determined by $\theta$. 29
Definition 5.2. A unitary vertex operator algebra is a pair \((V, \langle \cdot | \cdot \rangle)\) where \(V\) is a vertex operator algebra and \(\langle \cdot | \cdot \rangle\) is a normalized invariant scalar product on \(V\).

We have the following:

Proposition 5.3. Let \((V, \langle \cdot | \cdot \rangle)\) be a unitary VOA. Then \(V\) is simple if and only if \(V_0 = \mathbb{C}\Omega\). In particular every simple unitary VOA is of CFT type.

Proof. Let \(a \in V_0\). Then 
\[
(L_{-1} a | L_{-1} a) = (a | L_1 L_{-1} a) = 2(a | L_0 a) = 0.
\]
Hence \(L_{-1} a = 0\) and by [59, Remark 4.4b], \(Y(a, z) = a_{(-1)}\). Thus, by locality \(a_{(-1)}\) commutes with every \(b_n, n \in \mathbb{Z}, b \in V\). Accordingly if \(V\) is simple \(a_{(-1)}\) is a multiple of the identity by Schur’s lemma because every VOA has countable dimension, see e.g. [22] Lemma 2.1.3]. Thus \(a \in \mathbb{C}\Omega\). Conversely if \(V_0 = \mathbb{C}\Omega\) then \(V\) is simple by Prop. 4.6 (iv). 

Remark 5.4. Let \((V, \langle \cdot | \cdot \rangle)\) be a unitary VOA unitary with PCT operator \(\theta\). Then the real subspace 
\[
V_\mathbb{R} = \{a \in V : \theta a = a\}
\] (87)
contains the conformal vector \(\nu\) and the vacuum vector \(\Omega\) and inherits from \(V\) the structure of a real vertex operator algebra. Moreover, \(V = V_\mathbb{R} + iV_\mathbb{R}\) and \(V_\mathbb{R} \cap iV_\mathbb{R} = \{0\}\), i.e. \(V\) is the complexification of \(V_\mathbb{R}\). Such a real subspace is called a real form [81]. The restriction of \(\langle \cdot | \cdot \rangle\) to \(V_\mathbb{R}\) is positive definite real valued invariant \(\mathbb{R}\)-bilinear form on \(V_\mathbb{R}\) and hence \(\langle \cdot | \cdot \rangle\) is a positive definite invariant Hermitian form on \(V\) in the sense of [81, Sect.1.2]. Conversely let \(\tilde{V}\) be vertex operator algebra over \(\mathbb{R}\) with a positive definite normalized real valued invariant \(\mathbb{R}\)-bilinear form \(\langle \cdot, \cdot \rangle\) (see [81] for an interesting class of examples) and let \(V\) be the complexification of \(\tilde{V}\). Then, \(\langle \cdot, \cdot \rangle\) extends uniquely to an invariant scalar product \(\langle \cdot | \cdot \rangle\) on the complex vertex operator algebra. Moreover, \(\tilde{V}\) coincide with the corresponding real form \(V_\mathbb{R}\) defined in Eq. (87).

Remark 5.5. It is straightforward to show that if \(V_1\) and \(V_2\) are unitary vertex operator algebras then then also \(V_1 \otimes V_2\) is unitary.

We conclude this section with some examples of unitary VOAs.

Example 5.6. The vertex algebra \(L(c, 0)\) associated with the unitary representation of the Virasoro algebra with central charge \(c\) and lowest conformal energy 0 is a simple unitary VOA. We call it the unitary Virasoro VOA with central charge \(c\). The possible value of \(c\) are restricted by unitarity, see Subsect. 3.2.

Example 5.7. Let \(g\) be a simple complex Lie algebra and let \(V_{g_k}\) be the conformal vertex algebra associated with the unitary representation of the affine Lie algebra \(\hat{g}\) corresponding to \(g\), having level \(k\) and lowest conformal energy 0. Then \(V_{g_k}\) is the simple unitary VOA corresponding to the level \(k\) chiral current algebra CFT model associated \(g\).

Example 5.8. Let \(V_H\) be the Heisenberg vertex operator algebra associated with the unitary representation of the (rank one) Heisenberg Lie algebra with lowest conformal energy 0. Then \(V_H\) is a simple unitary VOA corresponding to the \(U(1)\) chiral current algebra CFT model (free boson).
Example 5.9. Let $L$ be an even positive definite lattice. Then the corresponding lattice VOA $V_L$ is unitary, cf. [84, Prop.2.7] and [28, Thm.4.12].

Example 5.10. Let $V^\natural$ be the moonshine VOA constructed by Frenkel, Lepowsky and Meurman [40], see also [84]. Then $V^\natural$ is a simple unitary VOA. $\text{Aut}(V)$ is the Monster group $\mathbb{M}$, the largest among the 26 sporadic finite simple groups, cf. [40].

5.2 An equivalent approach to unitarity

The definition of unitarity given in the previous section appears to be very natural from the point of view of vertex operator algebras theory. In this subsection we will show that it is natural also from the point of view of quantum field theory (QFT). To simplify the exposition we shall consider in detail only the case of vertex operator algebras $V$ with $V_0 = \mathbb{C}\Omega$.

From the QFT point of view, in agreement with Wightman axioms [95] the basic requirements for unitarity should reflect the following properties:

(1) The spacetime symmetries act unitarily.

(2) The adjoints of local fields are local.

To give a precise formulation of these requirements we need some preliminaries. Let $V$ be a vertex operator algebra with energy-momentum field $Y(\nu, z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2}$ and let $(\cdot|\cdot)$ be a normalized scalar product on $V$. We say that the pair $(V, (\cdot|\cdot))$ has unitary Möbius symmetry if for all $a, b \in V$

$$ (L_n a|b) = (a|L_{-n}b), \quad n = -1, 0, 1. \quad (88) $$

Now let $A \in \text{End}(V)$. We say that $A$ have an adjoint on $V$ (with respect to $(\cdot|\cdot)$) if there exists $A^+ \in \text{End}(V)$ such that

$$ (a|Ab) = (A^+ a|b), \quad (89) $$

for all $a, b \in V$. Clearly if $A^+$ exists then it is unique and we say that $A^+$ is the adjoint of $A$ on $V$. If $\mathcal{H}_V$ denotes the Hilbert space completion of $(V, (\cdot|\cdot))$ then each $A \in \text{End}(V)$ may be considered as a densely defined operator on $\mathcal{H}_V$. Then $A^+$ exists if and only if the domain of Hilbert space adjoint $A^*$ of $A$ contains $V$ and in this case we have $A^+ \subset A^*$, i.e. $A^+ = A^*|_V$.

It is easy to see that the set of elements in $\text{End}(V)$ having an adjoint on $V$ is a subalgebra of $\text{End}(V)$ containing the identity $1_V$ and closed under the operation $A \mapsto A^+$. In fact if $A, B \in \text{End}(V)$ admit an adjoint on $V$ then, for all $\alpha, \beta \in \mathbb{C}$, $(\alpha A + \beta B)^+ = \overline{\alpha} A^+ + \overline{\beta} B^+$, $(AB)^+ = B^+ A^+$ and $A^{++} \equiv (A^+)^+ = A$.

**Lemma 5.11.** Let $(V, (\cdot|\cdot))$ have unitary Möbius symmetry. Then, for any $a \in V$ and $n \in \mathbb{Z}$, the adjoint $a^+_n$ of $a_n$ on $V$ exists. Moreover, for any $b \in V$ there exists an $N \in \mathbb{Z}_{\geq 0}$ such that if $n \geq N$ then $a^+_n b = 0$

**Proof.** From unitary Möbius symmetry it follows that the finite-dimensional subspaces $V_n = \text{Ker}(L_0 - n1_V)$ of $V$ are pairwise orthogonal. Since $a_n(V_k) \subset V_{k-n}$, we may view $a_n|_{V_k}$ as an operator between two finite-dimensional scalar product spaces, and so it has a well-defined adjoint $(a_n|_{V_k})^* \in \text{Hom}(V_{k-n}, V_k)$. It is easy to check that

$$ a^+_n \equiv \bigoplus_{k \in \mathbb{Z}} (a_n|_{V_k})^* \quad (90) $$
is indeed the adjoint of $a_n$ on $V$ (and so it exists). From its actual form we also see that $a_{-n}^+(V_k) \subset V_{k-n}$ which shows that indeed for any $b \in V$ there exists an $N \in \mathbb{Z}$ such that if $n \geq N$ then $a_{-n}^+ b = 0$.

Now let $(V, \langle \cdot | \cdot \rangle)$ have unitary M"obius symmetry. From the previous lemma it follows that for every $a \in V$ the formal series

$$Y(a, z)^+ \equiv \sum_{n \in \mathbb{Z}} a^{(n)}_+ z^{n+1} = \sum_{n \in \mathbb{Z}} a^{(n-2)}_+ z^{-n-1}$$

(91)

is well defined and gives a field on $V$ i.e., for every $b \in V$, $a^{(n-2)}_+ b = 0$ if $n$ is sufficiently large.

For $a \in V$ we say that the vertex operator $Y(a, z)$ has a **local adjoint** if for every $b \in V$ the fields $Y(a, z)^+$, $Y(b, z)$ are mutually local i.e.

$$(z - w)^N [Y(a, z)^+, Y(b, w)] = 0,$$

(92)

for sufficiently large $N \in \mathbb{Z}_{\geq 0}$ and we denote by $V^{(+)}$ the subset of $V$ whose elements are the vectors $a \in V$ such that $Y(a, z)$ has a local adjoint.

**Remark 5.12.** The adjoint vertex operator $Y(a, z)^+$ should not be confused with the adjoint vertex operator $Y'(a, z)$ in the definition of the contragradient module $V'$ in Subsect. 4.3.

**Lemma 5.13.** For $a, b \in V$, $Y(a, z)^+$ and $Y(b, z)$ are mutually local if and only if $Y(a, z)$ and $Y(b, z)^+$ are mutually local.

**Proof.** Let $N \in \mathbb{Z}_{\geq 0}$. Then

$$(z - w)^N [Y(a, z)^+, Y(b, w)] = 0 \iff$$

$$\sum_{j=0}^N \sum_{(m,n) \in \mathbb{Z}^2} \left[ a^{(m)}_+, b^{(n)}_+ \right] \binom{N}{j} (-1)^j w^j z^{N-j} z^{-m+1} w^{-n-1} = 0 \iff$$

$$\forall m, n \in \mathbb{Z}, \sum_{j=0}^N \left[ a^{(m-j-N)}_+, b^{(n+j)}_+ \right] \binom{N}{j} (-1)^j = 0 \iff$$

$$\forall m, n \in \mathbb{Z}, \left( \sum_{j=0}^N \left[ a^{(m-j-N)}_+, b^{(n+j)}_+ \right] \binom{N}{j} (-1)^j \right)^+ = 0 \iff$$

$$\forall m, n \in \mathbb{Z}, \sum_{j=0}^N \left[ a^{(m-j-N)}_+, b^{(n+j)}_+ \right] \binom{N}{j} (-1)^j = 0 \iff$$

$$\forall m, n \in \mathbb{Z}, \sum_{j=0}^N \left[ a^{(m+j-N)}_+, b^{(n+j)}_+ \right] \binom{N}{j} (-1)^j = 0 \iff$$

$$(z - w)^N [Y(b, z)^+, Y(a, w)] = 0.$$

\[ \square \]
**Proposition 5.14.** $V(\cdot^+)$ is a vertex subalgebra of $V$.

**Proof.** It is clear that $V(\cdot^+)$ is a subspace of $V$ containing $\Omega$. Now let $a, b \in V(\cdot^+)$, $c \in V$ and $n \in \mathbb{Z}$. By Lemma 5.13 $Y(a, z)$, $Y(b, z)$ and $Y(c, z)^+$ are pairwise mutually local fields on $V$. Hence by [59, Prop. 4.4.] and Dong’s Lemma [59, Lemma 3.2.] $Y(a(\cdot) b, z)$ and $Y(c, z)^+$ are mutually local. Since $c \in V$ was arbitrary Lemma 5.13 then shows that $Y(a(\cdot) b, z)$ has a local adjoint, i.e. $a(\cdot) b \in V(\cdot^+)$.

**Lemma 5.15.** Let $a \in V(\cdot^+)$ be a quasi-primary vector. Then there is a quasi-primary vector $\pi \in V(\cdot^+)$ with $d_\pi = d_a$ and such that $z^{-2d_a} Y(a, z)^+ = Y(\pi, z)$, equivalently $a_n^+ = \pi_{-n}$ for all $n \in \mathbb{Z}$.

**Proof.** The field $z^{-2d_a} Y(a, z)^+$ coincides with $\sum_{n \in \mathbb{Z}} a_n^+ z^{-n-d_a}$. Since

$$[L_{-1}, a_n^+] = -[L_{-1}, a_{-n}]^+ = -[L_1, a_{-n}]^+ = -(d_a - 1 + n)a_{-n+1},$$

it is translation covariant and hence, cf. [59, Remark 1.3.] $z^{-2d_a} Y(a, z)^+ \Omega = e^{zL_{-1}a_d^+} \Omega$. By assumption $Y(a, z)^+$ is mutually local with all fields $Y(b, z)$, $b \in V$. Hence $z^{-2d_a} Y(a, z)^+$ is also mutually local with all fields $Y(b, z)$, $b \in V$. From the uniqueness theorem [59, Thm.4.4.] it then follows that $z^{-2d_a} Y(a, z)^+ = Y(\pi, z)$ where $\pi = \sum a_{-d_a}^\pi \Omega$. Since $Y(\pi, z)^+ = z^{2d_a} Y(a, z)$ we have $\pi \in V(\cdot^+)$. Moreover, $L_0 a_{-d_a}^\pi \Omega = -[L_0, a_{-d_a}]^+ \Omega = d_a a_{d_a}^\pi \Omega$ and $L_{1} a_{d_a}^\pi \Omega = -[L_{1}, a_{d_a}]^+ \Omega = (2d_a + 1)a_{d_a}^\pi \Omega = 0$ and hence $\pi$ is quasi-primary of dimension $d_a$.

The following theorem is a vertex algebra formulation of the PCT theorem [95].

**Theorem 5.16.** Let $V$ be a vertex operator algebra with a normalized scalar product $(\cdot|\cdot)$. Assume that that $V_0 = \mathbb{C} \Omega$. Then the following are equivalent

(i) $(V, (\cdot|\cdot))$ is a unitary VOA.

(ii) $(V, (\cdot|\cdot))$ has unitary Möbius symmetry and $V(\cdot^+) = V$, i.e. every vertex operator has a local adjoint.

**Proof.** Let $Y(\nu, z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2}$ be the energy-momentum field of $V$. That (i) ⇒ (ii) is rather trivial. Indeed, suppose that $(V, (\cdot|\cdot))$ is a unitary VOA and let $\theta$ be the corresponding PCT operator. From Eq. (86) it follows that the pair has unitary Möbius symmetry. If $a \in V$ is a homogeneous vector, then by Eq. (84) and the properties of $\theta$ we have

$$a_n^+ = (-1)^{d_a} \sum_{l \in \mathbb{Z}_{\geq 0}} \frac{1}{l!} (L_1^l \theta a)_n$$

for all $n \in \mathbb{Z}$. Hence

$$Y(a, z)^+ = (-1)^{d_a} \sum_{l \in \mathbb{Z}_{\geq 0}} \frac{1}{l!} Y(L_1^l \theta a, z) z^{2d_a-l}$$

is mutually local with all fields $Y(b, z)$, $b \in V$ and since the homogeneous vector $a$ was arbitrary it follows that $V(\cdot^+) = V$.

Let us now prove (ii) ⇒ (i). Assume that $(V, (\cdot|\cdot))$ has unitary Möbius symmetry and that $V(\cdot^+) = V$. We first show that $V$ is simple.

Since $V_0 = \mathbb{C} \Omega$, by Remark 5.5 $V$ is of CFT type. Let $\mathcal{J} \subset V$ be a non-zero ideal. Since $L_0 \mathcal{J} \subset \mathcal{J}$ we have

$$\mathcal{J} = \bigoplus_{n \geq m} \mathcal{J} \cap V_n$$
for some $m \in \mathbb{Z}_{\geq 0}$ such that $\mathcal{J} \cap V_m \neq \{0\}$. Let $a$ be a non-zero vector in $\mathcal{J} \cap V_m$. Then $a$ is quasi-primary of dimension $m$ and by Lemma 5.15 there exists $\overline{a} \in V_m$ such that $\overline{a} = a^+_{m}$. Then $\overline{a} \cdot a = \overline{a} \cdot a_{m}^- \Omega$ is a non-zero vector in $\mathcal{J} \cap V_0$. Accordingly $\Omega \in \mathcal{J}$ and $\mathcal{J} = V$. Hence $V$ is simple.

Now let $a \in V_1$. Since $V_0 = \mathbb{C} \Omega$ and $L_1 \in V_0$ we have $L_{-1} L_1 a = 0$ and from unitary Möbius symmetry it follows that $(L_1 a | L_1 a) = 0$ and hence $L_1 a = 0$. Accordingly $L_1 V_1 = \{0\}$ and by Prop. 4.6 it follows that there is a unique normalized invariant bilinear form $(\cdot, \cdot)$ on $V$ which is non-degenerate being $V$ simple.

The finite-dimensional subspaces $V_n$, $n \in \mathbb{Z}_{\geq 0}$, satisfy $\langle V_n | V_m \rangle = 0$ and $\langle V_n, V_m \rangle = 0$ for $n \neq m$. Thus there exists a unique $\theta : V \to V$ antilinear, grading preserving map such that $(\cdot, \cdot) = (\theta \cdot | \cdot)$.

By Corollary 4.10 and Prop. 5.1 all we have to show is that the above introduced conjugate linear map $\theta$ is actually a vertex algebra antilinear automorphism.

First of all from the non-degeneracy of $(\cdot, \cdot)$ it follows that $\theta$ is injective and since $\theta V_n \subset V_n$ and $V_n$ is finite-dimensional for all $n \in \mathbb{Z}_{\geq 0}$ then $\theta$ is invertible. Note also that by unitary Möbius symmetry it follows that $\theta$ commutes with $L_n$, $n = -1, 0, 1$.

Now let $a \in V = V^{(\cdot)}$ be a quasi-primary vector. By Lemma 5.15 there exists a quasi-primary vector $\overline{a} \in V_{d_a}$ such that $a^+_{n} = \overline{a} \cdot n$, $n \in \mathbb{Z}$. We have

$$(\theta a_n b | c) = (a_n b, c) = (-1)^{d_a} (b, a_{-n} c) = (-1)^{d_a} (\theta b | a_{-n} c) = (-1)^{d_a} (\overline{a} \cdot n \theta b | c),$$

for all $b, c \in V$, showing that $\theta a_n = (-1)^{d_a} \overline{a} \cdot n \theta$. Since $V_0 = \mathbb{C} \Omega$ and $(\Omega | \Omega) = (\Omega, \Omega) = 1$, we have that $\theta \Omega = \Omega$. Therefore, $\theta a = \theta a_{-d_a} \Omega = (-1)^{d_a} \overline{a} \cdot d_a \theta \Omega = (-1)^{d_a} \overline{a}$. Hence, for every quasi-primary vector $a$ we have $\theta a_{(n)} \theta^{-1} = (\theta a)_{(n)}$ for all $n \in \mathbb{Z}$. Since $\theta$ commutes with $L_{-1}$ and since by unitary Möbius symmetry the vectors of the form $L_k a$ with $k \in \mathbb{Z}_{\geq 0}$ and a quasi-primary span $V$, then, recalling Remark 4.12 it follows that $\theta b_{(n)} \theta^{-1} = (\theta b)_{(n)}$ for all $b \in V$, $n \in \mathbb{Z}$ and hence $\theta$ is a vertex algebra antilinear automorphism.

Now let $V$ be a vertex operator algebra with a normalized scalar product $(\cdot | \cdot)$ and let $a \in V$ be a quasi-primary vector. Then we shall call the corresponding quasi-primary field $Y(a, z)$ **Hermitian** (with respect to $(\cdot | \cdot)$) if $(a_n b | c) = (b | a_{-n} c)$ for all $b, c \in V$ and all $n \in \mathbb{Z}$. This means that for all $n \in \mathbb{Z}$ the adjoint $a_n^+$ of $a_n$ on $V$ exists and coincides with $a_{-n}$. The following consequence of Thm. 5.10 gives a useful characterization of simple unitary vertex operator algebras.

**Proposition 5.17.** Let $V$ be a vertex operator algebra with conformal vector $\nu$ and let $(\cdot | \cdot)$ be a normalized scalar product on $V$. Assume that $V_0 = \mathbb{C} \Omega$. Then the following are equivalent

(i) $(V, (\cdot | \cdot))$ is a unitary vertex operator algebra.

(ii) $Y(\nu, z)$ is Hermitian and $V$ is generated by a family of Hermitian quasi-primary fields.

**Proof.** $(i) \Rightarrow (ii)$. If $(V, (\cdot | \cdot))$ is a unitary vertex operator algebra and $\theta$ is the corresponding PCT operator then $Y(\nu, z)$ is Hermitian by Eq. (80). Moreover, if $a$ is a quasi-primary vector then, by Eq. (83) $a_n^+ = (-1)^{d_a} (\theta a)_{-n}$ for all $n$. Accordingly if $b = \frac{1}{2}(a + (-1)^{d_a} \theta a)$ and $c = \frac{1}{2}(a - (-1)^{d_a} \theta a)$ then $Y(b, z)$ are and $Y(c, z)$ are Hermitian quasi-primary fields such that $Y(a, z) = Y(b, z) + iY(c, z)$. Since $V$ is generated by its quasi-primary fields then it follows that it is also generated by its Hermitian quasi-primary fields.
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(ii) ⇒ (i) If \( Y(\nu, z) \) is Hermitian then the normalized scalar product \( (\cdot | \cdot) \) has clearly unitary Möbius symmetry. Now let \( \mathcal{F} \subset V \) be the generating family of quasi-primary vectors corresponding to a generating family of Hermitian quasi-primary fields. Then for \( a \in \mathcal{F} \) the hermiticity condition gives \( Y(a, z)^+ = z^{2d_a} Y(a, z) \) and hence \( Y(a, z) \) has a local adjoint i.e. \( a \in V^{(1)} \). Hence \( \mathcal{F} \subset V^{(1)} \) and since \( \mathcal{F} \) generates \( V \) and \( V^{(1)} \) is vertex subalgebra of \( V \) by Prop. 5.14 it follows that \( V = V^{(1)} \) and hence, by Thm. 5.16 \( (V, (\cdot | \cdot)) \) is a unitary vertex operator algebra.

\[ \square \]

5.3 Unitary automorphisms and essential uniqueness of the unitary structure

Now, let \( (V, (\cdot | \cdot)) \) be a unitary vertex operator algebra. We denote by \( \text{Aut}_{(\cdot | \cdot)}(V) \) the subgroup of the elements of \( \text{Aut}(V) \) which are unitary with respect to \( (\cdot | \cdot) \). In other words an element \( g \) of \( \text{Aut}_{(\cdot | \cdot)}(V) \) is a VOA automorphism of \( V \) such that \( (ga|gb) = (a|b) \) for all \( a, b \in V \). We will say that \( \text{Aut}_{(\cdot | \cdot)}(V) \) is the automorphism group of the unitary VOA \( (V, (\cdot | \cdot)) \).

Remark 5.18. It follows from Prop. 4.6 (iii) that if \( V \) is simple and \( g \in \text{Aut}(V) \) then \( g \in \text{Aut}_{(\cdot | \cdot)}(V) \) if and only if \( g^{-1} \theta g = \theta \). Accordingly, if \( V_\mathbb{R} = \{ a \in V : \theta a = a \} \) is the real form as in Remark 5.3, then \( g \in \text{Aut}_{(\cdot | \cdot)}(V) \) if and only if \( g \) restricts to a VOA automorphism of the real vertex operator algebra \( V_\mathbb{R} \). Conversely, every VOA automorphism of \( V_\mathbb{R} \) give rise to a VOA automorphism of \( V \) and hence we have the identification \( \text{Aut}_{(\cdot | \cdot)}(V_\mathbb{R}) = \text{Aut}(V_\mathbb{R}) \).

In general \( \text{Aut}_{(\cdot | \cdot)}(V) \) is properly contained in \( \text{Aut}(V) \). If \( g \in \text{Aut}(V) \) is VOA automorphism of \( V \) which does not belong to \( \text{Aut}_{(\cdot | \cdot)}(V) \) then \( \{ \cdot | \cdot \} = (g \cdot | g \cdot) \) is a normalized invariant scalar product on \( V \) different from \( (\cdot | \cdot) \). In fact \( \tilde{\theta} = g^{-1} \theta g \) is an antilinear VOA automorphism of \( V \) and \( \{ \tilde{\theta} \cdot | \cdot \} = (\theta g \cdot | g \cdot) \) is an invariant bilinear form on \( V \). In the case of a simple unitary VOA every normalized invariant scalar product arises in this way. In fact we have the following

Proposition 5.19. Let \( (V, (\cdot | \cdot)) \) be a simple unitary VOA with PCT operator \( \theta \) and let \( \{ \cdot | \cdot \} \) be another normalized invariant scalar product on \( V \) with corresponding PCT operator \( \tilde{\theta} \). Then there exists a unique \( h \in \text{Aut}(V) \) such that:

\[ (i) \quad \{ a | b \} = (ha | hb) \] for all \( a, b \in V \);

\[ (ii) \quad \tilde{\theta} = h^{-1} \theta h; \]

\[ (iii) \quad \theta h \theta = h^{-1}; \]

\[ (iv) \quad \{ a | ha \} > 0 \] for every non-zero \( a \in V \).

Proof. Let \( g \equiv \theta \tilde{\theta} \). Then \( g \) is an automorphism of \( V \). Moreover, since \( \theta \) and \( \tilde{\theta} \) are involutions we have \( \theta g \theta g = 1_V \) and hence \( \theta g \tilde{\theta} g = g^{-1} \). From Prop. 4.6 (iii) we have \( \{ \theta g \cdot | \cdot \} = \{ \tilde{\theta} \cdot | \cdot \} = (\theta \cdot | \cdot) \) and hence

\[ (ga | b) = (\theta g \theta ga | b) = \{ \theta g \theta ga | b \} = \{ a | b \}, \]

for all \( a, b \in V \). It follows that for every integer \( n \) the restriction of \( g \) to \( V_n \) is a strictly positive Hermitian operator (with respect to \( (\cdot | \cdot) \) ) end hence that \( g \) is diagonalizable on
$V$ with positive eigenvalues. Hence we can take the square root of $g$ and define $h \equiv g^{1/2}$. With this $h$ (i) – (iv) hold and we have to show that $h \in \text{Aut}(V)$. It is clear that $h$ leaves $\Omega$ and $\nu$ invariant. Now if $a, b$ are eigenvectors of $g$ with eigenvalues $\lambda_a$ and $\lambda_b$ respectively and $n \in \mathbb{Z}$ then

$$g(a_{(n)}b) = g(a)g(b) = \lambda_a \lambda_b a_{(n)}b.$$ 

Hence

$$h(a_{(n)}b) = (\lambda_a \lambda_b)^{1/2} a_{(n)}b = h(a)h(b),$$

and by linearity, since $g$ is diagonalizable, it follows that $h \in \text{Aut}(V)$. The uniqueness of $h$ can be easily shown using (i) and (ii).

As a consequence of the above proposition a simple VOA has, up to unitary isomorphisms, at most one structure of unitary VOA. We know from the same Prop. that this structure is really unique (i.e. not up unitary isomorphisms) iff every automorphism of $V$ is unitary. Using [59, Remark 4.9c] one can easily give examples of non-unitary automorphism. However there are VOA for which the the normalized invariant scalar product is unique and we will give a characterization of this class using the topological properties of $\text{Aut}(V)$.

Let $(V, (\cdot|\cdot))$ be a unitary VOA. Then $V$ is a normed space with the norm $\|a\| = (a|a)^{1/2}$, $a \in V$. Using the norm on $V$ we can topologize $\text{End}(V)$ with the strong operator topology. The corresponding topology on $\text{Aut}(V)$ coincides with the topology discussed at the end of Subsect. 4.3. Being a subgroup of $\text{Aut}(V)$, $\text{Aut}_{(\cdot|\cdot)}(V)$ is also a topological group. We have the following

**Lemma 5.20.** Let $(V, (\cdot|\cdot))$ be a unitary VOA. Then $\text{Aut}_{(\cdot|\cdot)}(V)$ is a compact subgroup of $\text{Aut}(V)$.

**Proof.** Let $U(V_n), n \in \mathbb{Z}$ be the compact subgroup of $\text{GL}(V_n)$ whose elements are the unitary endomorphisms with respect to the restriction of $(\cdot|\cdot)$ to $V_n$. Then $\prod_{n \in \mathbb{Z}} U(V_n)$ is the subgroup of unitary elements the group $\prod_{n \in \mathbb{Z}} \text{GL}(V_n)$ of grading preserving vector space automorphisms of $V$. Since $\prod_{n \in \mathbb{Z}} U(V_n)$ is compact by Tychonoff’s theorem

$$\text{Aut}_{(\cdot|\cdot)}(V) = \text{Aut}(V) \cap \prod_{n \in \mathbb{Z}} U(V_n)$$

is also compact because $\text{Aut}(V)$ is closed in $\prod_{n \in \mathbb{Z}} \text{GL}(V_n)$, see the end of Subsect. 4.3.

**Theorem 5.21.** Let $(V, (\cdot|\cdot))$ be a simple unitary VOA and let $\theta$ be the corresponding PCT operator. Then the following are equivalent:

(i) $(\cdot|\cdot)$ is the unique normalized invariant scalar product on $V$.

(ii) $\text{Aut}_{(\cdot|\cdot)}(V) = \text{Aut}(V)$.

(iii) Every $g \in \text{Aut}(V)$ commutes with $\theta$.

(iv) $\text{Aut}(V)$ is compact.

(v) $\text{Aut}_{(\cdot|\cdot)}(V)$ is totally disconnected.
Proof. The implication (i) \(\Rightarrow\) (ii) is clear from the comments before Prop. 5.19. Now, let \(g\) be a VOA automorphism of \(V\). Then \(g \in \text{Aut}_{(\cdot, \cdot)}(V)\) iff \((g\theta a){|}\cdot|b\rangle = \theta a{|}\cdot|b\rangle\) for all \(a, b \in V\). By Corollary 4.11, we have \((\theta ga){|}b\rangle = \theta a{|}b\rangle\) for all \(a, b \in V\). Hence \(g \in \text{Aut}_{(\cdot, \cdot)}(V)\) if and only if \(\theta\) and \(g\) commute proving (ii) \(\Leftrightarrow\) (iii). The implication (ii) \(\Rightarrow\) (iv) follows from Lemma 5.20.

Now let \(\{\cdot|\cdot\}\) be a normalized invariant scalar product on \(V\). By Prop. 5.19, there is a VOA automorphism \(h\) of \(V\) which is diagonalizable with positive eigenvalues and such that \(\langle a|b\rangle = (ha|hb\rangle\) for all \(a, b \in V\). Moreover, by the same proposition \(\lambda\) is an eigenvalue of \(h\) if only if \(\lambda^{-1}\) is. Hence if \(h\) is not the trivial automorphism then it has an eigenvalue \(\lambda > 1\) and since \(h\) preserves the grading we can find a corresponding eigenvector \(a \in V_n\) for some positive integer \(n\). But then the sequence \(h^n(a) = \lambda^m v\) is unbounded in \(V_n\) and (iv) cannot hold proving that (iv) \(\Rightarrow\) (i). Similarly if a nontrivial \(h \in \text{Aut}(V)\) has the properties given in Prop. 5.19 then \(\mathbb{R} \ni t \mapsto h^t\) is a nontrivial continuous one-parameter group in \(\text{Aut}_{(\cdot, \cdot)}(V)\) so that (v) cannot hold. Hence (v) \(\Rightarrow\) (i).

To conclude the proof of the theorem we now show that (ii) \(\Rightarrow\) (v). Let us assume that \(\text{Aut}_{(\cdot, \cdot)}(V)\) is not totally disconnected and denote by \(G\) its component of the identity. Then \(G\) is a closed connected subgroup of \(\text{Aut}_{(\cdot, \cdot)}(V)\) which is not just the identity subgroup \(\{1_V\}\). For every \(N \in \mathbb{Z}_{\geq 0}\) we denote \(\pi_N\) the projection of \(\prod_{n \in \mathbb{Z}} \text{GL}(V_n)\) onto \(\prod_{n=0}^N \text{GL}(V_n)\). The maps \(\pi_N\), \(N \in \mathbb{Z}_{\geq 0}\) separate points in \(\prod_{n \in \mathbb{Z}} \text{GL}(V_n)\) (recall that \(V_n = \{0\}\) if \(n < 0\)). Moreover, if \(N_1, N_2\) are non-negative integers and \(N_2 \geq N_1\) we denote by \(\pi_{N_2,N_1}\) the projection of \(\prod_{n=N_1}^{N_2} \text{GL}(V_n)\) onto \(\prod_{n=0}^{N_1} \text{GL}(V_n)\) so that \(\pi_{N_2,N_1} \circ \pi_{N_2} = \pi_{N_1}\). For every \(N \in \mathbb{Z}_{\geq 0}\) \(G_N \equiv \pi_N(G)\) is a compact and thus closed connected subgroup of the finite-dimensional Lie group \(\prod_{n=0}^{N_1} \text{GL}(V_n)\) and, for sufficiently large \(N\), \(G_N\) is not the identity subgroup. Moreover, if \(N_1, N_2\) are non-negative integers and \(N_2 \geq N_1\) \(\pi_{N_2,N_1}\) restricts to a group homomorphism of \(G_{N_2}\) onto \(G_{N_1}\). As a consequence, for every \(N\), we can choose a continuous one-parameter group \(t \mapsto \phi_N(t)\) in \(G_N\) so that \(\phi_N(t)\) is nontrivial for sufficiently large \(N\) and \(\pi_{N_2,N_1}(\phi_{N_2}(t)) = \phi_{N_1}(t)\) for \(N_2 \geq N_1\). Now it is not hard to show that there is a group homomorphism \(\mathbb{R} \ni t \mapsto \phi(t)\) in \(G\) such that \(\pi_N(\phi(t)) = \phi_N(t)\) for all \(N \in \mathbb{Z}_{\geq 0}\). Obviously, \(\mathbb{R} \ni t \mapsto \phi(t)\) is continuous and nontrivial. Now let \(\delta\) be the endomorphism of \(V\) defined by \(\delta(a) = \frac{d}{dt} \phi(t) a|_{t=0}, a \in V\). Then \(\delta\) is a derivation of \(V\) (i.e. \(\delta(a|b) = \delta(a|b) + a\beta(b)\) for \(a, b \in V, n \in \mathbb{Z}\) commuting with \(L_0\)). Moreover, \(\phi(t) = e^{it}\) so that \(\delta\) is non-zero and the VOA automorphism \(e^{\alpha \delta}\) cannot be unitary for every \(\alpha \in \mathbb{C}\).

5.4 Unitary subalgebras

Let \((V, (\cdot, \cdot))\) be a unitary VOA, with PCT operator \(\theta\) and energy-momentum field \(Y(\nu, z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2}\) and let \(W \subset V\) be a vertex subalgebra. Recall that the invariant scalar product allows to consider the adjoints of vertex operators. Obviously, if \(W\) is a vertex subalgebra of \(V\) and \(a, b \in W\), then the product \(a|b\rangle\) belongs to \(W\) for every \(n \in \mathbb{Z}\), but there is no guarantee that \(a^+|b\rangle\) is in \(W\), too. This fact motivates the following definition.

Definition 5.22. A **unitary subalgebra** \(W\) of a unitary vertex operator algebra \((V, (\cdot, \cdot))\) is a vertex subalgebra of \(V\) satisfying the following two additional properties:

(i) \(W\) compatible with the grading, namely \(W = \bigoplus_{n \in \mathbb{Z}} (W \cap V_n)\) (equivalently \(L_0W \subset W\)).

(ii) \(a^+|b\rangle\) \(\in W\) for all \(a, b \in W\) and \(n \in \mathbb{Z}\).
Note that if (i) is satisfied then (ii) is equivalent to $a_n^+b \in W$ for all $a, b \in W$ and $n \in \mathbb{Z}$.

The following proposition gives a useful characterization of unitary subalgebras of the unitary vertex operator algebra $V$.

**Proposition 5.23.** A vertex subalgebra $W$ of a unitary vertex operator algebra $V$ is unitary if and only if $\theta W \subset W$ and $L_1W \subset W$.

**Proof.** Let $W$ be a unitary subalgebra of $V$. If $a \in W$ is homogeneous, by Eq. (84) we have

$$a_n^+ = (-1)^{dn} \sum_{j=0}^{\infty} \frac{1}{j!} (L_1^j \theta a)_{-n}, \tag{95}$$

for all $n \in \mathbb{Z}$. Hence $\sum_{j=0}^{\infty} \frac{1}{j!} (L_1^j \theta a)_{-n} \Omega \in W$ for all $n \in \mathbb{Z}$. For $n = 0$ we find that $L_1^d \theta a \in W$. For $n = 1$ that also $L_1^{-d-1} \theta a \in W$ and so on. Hence, $L_1^j \theta a \in W$ for all $j \in \mathbb{Z}_{\geq 0}$. Since the homogeneous vector $a \in W$ was arbitrary it follows that $\theta W \subset W$ and $L_1W \subset W$.

Conversely let us assume that $W$ is a vertex subalgebra of $V$ such that $\theta W \subset W$ and $L_1W \subset W$. Since every vertex subalgebra is $L_{-1}$ invariant we also have

$$L_0W = \frac{1}{2} [L_1, L_{-1}]W \subset W.$$ 

Moreover, Property (ii) in the definition of unitary subalgebras is an easy consequence of Eq. (84). \qed

Using the definition and the above proposition one can give various examples of unitary subalgebras of a unitary vertex operator algebra $V$.

**Example 5.24.** The vertex subalgebra $L(c,0) \subset V$ generated by the conformal vector $\nu$ of the unitary VOA $V$ having central charge $c$ is a unitary subalgebra. We call it the Virasoro subalgebra of $V$.

**Example 5.25.** For a closed subgroup $G \subset \text{Aut}_{\frac{1}{(j)}}(V)$, the the fixed point subalgebra $V^G$ (i.e. the set of fixed elements of $V$ under the action of elements of $G$) is unitary. In fact every $g \in G$ commutes with $\theta$ and $L_1$ and hence $\theta V^G \subset V^G$ and $L_1 V^G \subset V^G$. When $G$ is finite $V^G$ is called orbifold subalgebra.

**Example 5.26.** A vertex subalgebra $W \subset V$ generated by a $\theta$ invariant family of quasi-primary vectors, is clearly invariant for $\theta$ and from Eq. (70) it easily follows that it is also invariant for $L_1$. Hence $W$ is unitary.

**Example 5.27.** Let $W$ be a vertex subalgebra of a unitary vertex operator algebra $V$. Then $W^c = \{ b \in V : [Y(a,z), Y(b,w)] = 0 \text{ for all } a \in W \}$ is a vertex subalgebra of $V$, and we call it coset subalgebra (see [59] Remark 4.6b) where $W^c$ is called centralizer. By the Borcherds commutator formula Eq. (59) $b \in V$ belongs to $W^c$ if and only if $a_{(j)}b = 0$ for all $a \in W$ and $j \in \mathbb{Z}_{\geq 0}$, cf. [59] Cor.4.6. (b)]. Now if $W$ is a unitary subalgebra and $a, b \in W^c$ then, for all $c \in W$ and all $n, m \in \mathbb{Z}$, we have $[a_{(n)}^+, c_{(m)}^+] = [c_{(m)}^+, a_{(n)}^+] = 0$, as a consequence of Eq. (93). Hence for all $c \in W$, $j \in \mathbb{Z}_{\geq 0}$, $n \in \mathbb{Z}$ we have $c_{(j)}a_{(n)}^+b = a_{(n)}^+c_{(j)}b = 0$ so that $a_{(n)}^+b \in W^c$. Moreover, if $a \in W$ is homogeneous and $b \in W^c$ then $a_{(j)}L_0^j b = a_{-d+1}L_0 b = a_{0}a_{-d+1} b + (j-d+1)a_{-d+1} b = L_0 a_{(j)} b + (j-d+1)a_{(j)} b = 0$ for all $j \in \mathbb{Z}_{\geq 0}$. Hence $L_0 W^c \subset W^c$. It follows that if $W \subset V$ is an unitary subalgebra then the corresponding coset subalgebra $W^c \subset V$ is also unitary.
Now, suppose that $W \subset V$ is a unitary subalgebra. Then $W$, is a vertex algebra and it inherits from $V$ the normalized scalar product $(\cdot | \cdot)$. We want to show that when $V$ is simple can we find a conformal vector for the vertex algebra $W$ making the pair $(W, (\cdot | \cdot))$ into a simple unitary VOA. In order to do so, let us first note that the orthogonal projection $e_W$ onto $W$, is a well-defined element in $\text{End}(V)$. This is an easy consequence of the fact that $W$ is compatible with the grading, and that the subspaces $V_n \ (n \in \mathbb{Z})$ are finite-dimensional. Note also that $e_W^+ = e_W$.

**Lemma 5.28.** Let $W \subset V$ be a unitary subalgebra. Then $[Y(a, z), e_W] = 0$ for all $a \in W$, $[L_n, e_W] = 0$ for $n = -1, 0, 1$ and $[\theta, e_W] = 0$. Moreover, for every $a \in V$, $e_W Y(a, z) e_W = Y(e_W a, z) e_W$.

**Proof.** Let $a \in W$. Since, for every $n \in \mathbb{Z}$, $W$ is invariant for $a(n)$ and $a(n)^+$ we have $e_W a(n) = e_W a(n)^+ = (e_W a(n)^+)^+ = e_W a(n)$ for integer $n$. Hence $[Y(a, z), e_W] = 0$. By Prop. 5.23, $W$ is also invariant for $L_n$, $n = -1, 0, 1$ and for $\theta$. Since $L^+_1 = L_{-1}$, $L^+_0 = L_0$ and $\theta$ is an antiunitary involution it follows that $[L_n, e_W] = 0$ for $n = -1, 0, 1$ and $[\theta, e_W] = 0$.

Now let $a \in V$. Then $e_W Y(a, z) e_W \mid_W$ is a field on $W$ which is mutually local with all vertex operators $Y(b, z) \mid_W$, $b \in W$. Moreover, $e_W Y(a, z) e_W \Omega = e_W e^z L_{-1} a = e^z L_{-1} e_W a$. By the uniqueness theorem [59, Thm.4.4], we have $e_W Y(a, z) e_W \mid_W = Y(e_W a, z) e_W$. Thus $e_W Y(a, z) e_W = Y(e_W a, z) e_W$. □

**Proposition 5.29.** Let $(V, (\cdot | \cdot))$ be a simple unitary VOA with conformal vector $\nu$, $W$ be a \textit{unitary subalgebra} of $V$ and $\nu^W = e_W \nu$. Then $\theta \nu^W = \nu^W$ and $Y(\nu^W, z) = \sum_{n \in \mathbb{Z}} L_n^W z^{-n-2}$ is a Hermitian Virasoro field on $V$ such that $L^W_0 \mid_W = L_0 \mid_W$ for $n = -1, 0, 1$. In particular $\nu^W$ is a conformal vector for the vertex algebra $W$ and $W$ endowed with $\nu^W$ is a vertex operator algebra. Moreover, $(W, (\cdot | \cdot))$ with the conformal vector $\nu^W$ is a simple unitary VOA with PCT operator $\theta \mid_W$.

**Proof.** By Lemma 5.28, $\nu^W$ is a quasi-primary vector in $V_2$ and the coefficients in the expansion $Y(\nu^W, z) = \sum_{n \in \mathbb{Z}} L_n^W z^{-n-2}$ satisfy $L^W_n e_W = e_W L^W_n e_W$. Moreover, for $n = -1, 0, 1$ we also have $L^W_0 e_W = L_0 e_W$ and hence $L^W_0 \mid_W = L_0 \mid_W$.

From Borcherds’ commutator formula Eq. (59) and the fact that $L^W_j \nu^W = 0$ for $j > 2$ we have $(m, n \in \mathbb{Z})$

$$[L^W_m, L^W_n] = \left( L^W_{-1} \nu^W \right)_{(m+n+2)} + (m+1) \left( L^W_0 \nu^W \right)_{(m+n+1)} + \frac{m(m+1)}{2} (L^W_1 \nu^W)_{(m+n)} + \frac{m(m^2-1)}{6} (L^W_2 \nu^W)_{(m+n-1)}.$$

Now, $L^W_{-1} \nu^W = L_{-1} \nu^W$, $L^W_0 \nu^W = L_0 \nu^W = 2 \nu^W$ and $L^W_1 \nu^W = L_1 \nu^W = 0$. Moreover, since $V$ is simple, we have $V_0 = \mathbb{C} \Omega$ by Prop. 5.3 so that $L^W_2 \nu^W = c_W \Omega$ for some $c_W \in \mathbb{C}$. Hence

$$[L^W_m, L^W_n] = -(m+n+2) \left( \nu^W \right)_{(m+n+1)} + 2(m+1) \left( \nu^W \right)_{(m+n+1)} + \frac{c_W}{12} (m^3-m) \delta_{m,-n} 1_V$$

$$= (m-n) L^W_{m+n} + \frac{c_W}{12} (m^3-m) \delta_{m,-n} 1_V,$$

i.e. $Y(\nu^W, z)$ is a Virasoro field with central charge $c_W$. That $(W, (\cdot | \cdot))$ is a unitary VOA with PCT operator $\theta \mid_W$ now follows directly from the fact that $W$ is invariant for $\theta$, and $L_n, n = -1, 0, 1$. Moreover, $W$ is simple by Prop. 5.3 because $W_0 = W \cap V_0 = C\Omega$. □
Remark 5.30. Let $W$ be a unitary subalgebra of a simple unitary vertex operator algebra. Then the following are equivalent:

(i) $W = \mathbb{C}\Omega$.

(ii) $\nu_W = 0$, where $\nu_W = e_W\nu$.

(iii) $c_W = 0$, where $c_W$ is the central charge of $\nu_W$.

Proposition 5.31. Let $(V, \cdot \cdot)$ be a simple unitary VOA with conformal vector $\nu$, let $W$ be a unitary subalgebra of $V$ and let $W^c$ be the corresponding coset subalgebra. Then we have $\nu = \nu^W + \nu^{W^c}$. Moreover, the operators $L_0^W = \nu^{(1)}_W$ and $L_0^{W^c} = \nu^{(1)}_{W^c}$ are simultaneously diagonalizable on $V$ with non-negative eigenvalues.

Proof. Let $\nu' = \nu - \nu^W$ and let $a \in W$. By Prop. 5.29 we have $\nu'(a) = 0$ for $j = 0, 1, 2$. Hence by the Borcherds commutator formula Eq. (59) we have $[\nu'_m, a_{(n)}] = 0$, for $m = 0, 1, 2$ and all $n \in \mathbb{Z}$. Note also that since $\nu^W$ is quasi-primary then $[L_0, L_0^W] = 0$ and hence $\nu_1 = \log(z_1)L_0^W$ is well defined on $V$. As a consequence we find

$$
\nu_1 L_1 Y(a, z) \nu_1 = \nu_1 L_1^W Y(a, z) \nu_1
$$

and

$$
\nu_1 L_1^W Y(\nu', z) \nu_1 = Y(\nu', z).
$$

Hence if $a \in W$ is homogeneous then

$$
\nu_1 L_1^W [Y(\nu', z), Y(a, w)] \nu_1 = [Y(\nu', z), \nu_1 L_1^W Y(a, w) \nu_1] = \nu(a, z_1 w) \nu_1.
$$

Hence, by locality, $[Y(\nu', z), Y(a, w)] = 0$ for all homogeneous $a \in W$ so that $\nu' \in W^c$. The same argument also shows that $\nu - \nu^{W^c} \in W^{cc}$. Accordingly, for every $b \in W^c$ we have

$$
[Y(\nu', z), Y(b, w)] = [Y(\nu, z), Y(b, w)] = [Y(\nu^{W^c}, z), Y(b, w)]
$$

and thus $\nu' - \nu^{W^c} \in W^c \cap W^{cc}$.

Now, $L_0^W$ and $L_0^{W^c}$ coincide with their adjoints on $V$ and commute. Moreover, they commute with $L_0$ which is diagonalizable with finite-dimensional eigenspaces. Hence $L_0^W$ and $L_0^{W^c}$ are simultaneously diagonalizable on $V$ with real eigenvalues. It remains to show that these eigenvalues are in fact non-negative. Let $a \in V$ be a non-zero vector such that $L_0^W a = s a$ and $L_0^{W^c} a = t a$. Assume that $s < 0$. Then as a consequence of unitarity and of the fact that $Y(\nu^W, z)$ is a Virasoro field it easy to show that $(L_0^W)^n a$ is non-zero for every positive integer $n$. Moreover, $L_0(L_0^W)^n a = (s + t - n)(L_0^W)^n a$ in contradiction with the fact that $L_0$ has non-negative eigenvalues. Hence $s \geq 0$ and similarly $t \geq 0$.

Corollary 5.32. Let $W$ be a unitary subalgebra of the unitary Virasoro VOA $L(c, 0)$. Then, either $W = \mathbb{C}\Omega$ or $W = L(c, 0)$.
Proof. Since $L(c,0)_2 = cL_{-2} \Omega = \mathbb{C} \nu$, see e.g. [62], then either $W_2 = \{0\}$ and hence $\nu W = 0$ so that $W = 0$ by Remark 5.30 or $W_2 = \mathbb{C} \nu$ and hence $W = L(c,0)$, because $L(c,0)$ is generated by $\nu$. 

We conclude this section with the following example.

Example 5.33. Let $V^2$ be the moonshine VOA. Then, $V^2$ is a framed VOA of rank 24 namely it is an extension of $L(1/2,0)^{\otimes 48}$, [54]. In fact, $V^2$ contains the corresponding copy of $L(1/2,0)^{\otimes 48}$ as a unitary subalgebra. Now, let $W \subset V^2$ be the unitary subalgebra of $V^2$ isomorphic to $L(1/2,0)$ corresponding to the embedding $L(1/2,0) \otimes \Omega^{\otimes 47} \subset L(1/2,0)^{\otimes 48} \subset V^2$. Then $W^c$ is a simple unitary framed VOA of rank 47/2, namely, the even shorter Moonshine vertex operator algebra $VB^2_{(0)}$, constructed by Höhn, see [54] Sect. 1. It has been proved by Höhn that the automorphism group $Aut(VB^2_{(0)})$ of $VB^2_{(0)}$ is the Baby Monster group $\mathbb{B}$, the second largest sporadic simple finite group, see [54] Thm.1.

6 Energy bounds and strongly local vertex operator algebras

Let $(V,(\cdot,\cdot))$ be a unitary VOA. We say that $a \in V$ (or equivalently the corresponding field $Y(a,z)$) satisfies (polynomial) energy bounds if there exist positive integers $s,k$ and a constant $M > 0$ such that, for all $n \in \mathbb{Z}$ and all $b \in V$

$$||a_n b|| \leq M(||n + 1||^s(||L_0 + 1V||^k b||). \quad (100)$$

If every $a \in V$ satisfies energy bounds we say that $V$ is energy-bounded. Note that if $V$ is energy-bounded then, obviously, every unitary subalgebra $W \subset V$ is energy-bounded.

The following proposition will be useful.

Proposition 6.1. If $V$ is generated by a family of homogeneous elements satisfying energy bounds then $V$ is energy-bounded.

Proof. A linear combination of elements satisfying energy bounds also satisfies energy bounds. Moreover, if $a \in V_{(d)}$, then $(Ta)_n = -(n+d)a_n$ and hence if $a$ satisfies energy bounds, then so does $Ta$. However, starting from a generating set, any element of $V$ can be obtained by a repeated use of: derivatives (multiplication by $T = L_{-1}$), $(n)$-products with $n \geq 0$, $(n)$-product with $n = -1$ (which correspond to normally ordered product of vertex operators [59 Sect.3.1]), and linear combinations. This follows from Eqs. (56) and (57), see also [59] Sect.3.1 and Prop.4.4].

Derivatives or $(n)$-products of homogeneous elements are homogeneous, and taking linear combinations “commutes” with taking derivatives and with forming $(n)$-products. Thus it is enough to show, that if $a$ and $b$ are homogeneous elements satisfying energy bounds, then $a_{(n)} b$ satisfies energy bounds for all $n \geq 0$ and for $n = -1$.

So suppose that $a,b \in V$ are homogeneous elements of conformal weight $d_a$ and $d_b$, respectively, and that there exist some positive $M_x, s_x$ and $r_x$ (where $x = a, b$) such that for all $c \in V$ and $m \in \mathbb{Z}$, we have

$$||x_m c|| \leq M_x (1 + ||m||)^{s_x} ||(1V + L_0)^{r_x} c|| \quad (x = a, b). \quad (101)$$
As $[L_0, y_m] = -my_m$, we have that $(1V + L_0)^{r_s}y_m = y_m((1 - m)1V + L_0)^{r_s}$ and so from the assumed energy bounds it follows that for every $c \in V$

$$\left\|x_m y_m c\right\| \leq M_x (1 + |m_1|)^{s_x} (1V + L_0)^{r_s} x_m y_m c$$

$$= M_x (1 + |m_1|)^{s_x} \left\|y_m (1 - m_2)1V + L_0\right\| c$$

$$\leq M_x M_y (1 + |m_1|)^{s_y} (1 + |m_2|)^{s_y} (1V + L_0)^{r_y} (1 - m_2 1V + L_0)^{r_y} c$$

$$\leq M_x M_y (1 + |m_1|)^{s_y} (1 + |m_2|)^{s_y} (1V + L_0)^{r_y + r_y} c.$$

To have a bound for $(a_{m_1} b_{m_2})_{m_3}$ rather than for $a_{m_1} b_{m_2}$, we use the special case of the Borcherds identity obtained by substituting $m = 0$ into \eqref{eq:marcovevolution}:

$$(a_{(n)} b)_{(k)} = \sum_{j=0}^\infty (-1)^j \begin{pmatrix} n \atop j \end{pmatrix} (a_{(n-j)} b_{(k+j)}) - (-1)^n b_{(n+k-j)} a_{(j)}.$$  \hfill \eqref{eq:borcherdsidentity}

When $n \geq 0$, there are at most $n + 1$ possibly non-zero terms in the sum appearing on the right-hand side, since if $j > n \geq 0$ then $\begin{pmatrix} n \atop j \end{pmatrix} = 0$. So using \eqref{eq:marcovevolution}, it is straightforward to show that in this case $a_{(n)} b$ satisfies energy bounds.

If $n = -1$, then in general $:ab; m = (a_{(-1)} b)_{m}$ cannot be reduced to a finite sum. As $:ab:$ is of conformal weight $d_a + d_b$, by \eqref{eq:borcherdsidentity} we have

$$:ab; m = \sum_{j \geq d_a} a_{-j} b_{m+j} + \sum_{j < d_a} b_{m+j} a_{-j}.$$  \hfill \eqref{eq:homogeneous}

Nevertheless, to estimate $\| :ab; m c \|$ for a $c \in V(k)$, we only have to deal with a finite sum, since $a_{-j} c = 0$ for $j < k$ and $b_{m+j} c = 0$ for $j > k - m$. This, together with \eqref{eq:marcovevolution}, gives a $k$-depending bound for $\| :ab; m c \|$. But as $kc = L_0 c$, the $k$-dependence can be easily “integrated” into the degree of $(1V + L_0)$.

Finally, if $c$ is not homogeneous, then it is a sum $c = \sum e^{(k)}$ of homogeneous elements. Correspondingly, we may try to “sum up” our already obtained inequality for the homogeneous vectors appearing in the sum.

Of course, in general the norm inequalities $\|v_k\| \leq \|w_k\| (k = 0, 1, \ldots)$ do not imply that $\| \sum k v_k \| \leq \| \sum k w_k \|$. They do however, if one has some extra conditions; for example that both $\{v_k : k = 0, 1, \ldots\}$ and $\{w_k : k = 0, 1, \ldots\}$ are sets of pairwise orthogonal vectors.

This is exactly our case, since by the corresponding eigenvalues of $L_0$, one has that both $\{ :ab; m e^{(k)} : k = 0, 1, \ldots\}$ and $\{(1V + L_0)^{r_e^{(k)}} : k = 0, 1, \ldots\}$ are sets of pairwise orthogonal vectors. Hence the obtained bound is applicable to every $c \in V$. \hfill $\Box$

**Corollary 6.2.** If $V^\alpha$ and $V^\beta$ are energy-bounded VOAs then $V^\alpha \otimes V^\beta$ is energy-bounded.

**Proposition 6.3.** If $V$ is a simple unitary VOA generated by $V_1 \cup \mathcal{F}$, where $\mathcal{F} \subset V_2$ is a family of quasi-primary $\theta$-invariant Virasoro vectors, then $V$ is energy-bounded.

**Proof.** From the commutator formula in Eq. \eqref{eq:liealgebra} it follows that $V_1$ is a Lie algebra with brackets $[a, b] = a_0 b$. Again from Eq. \eqref{eq:liealgebra} we have that for $a, b \in V_1$, $m, k \in \mathbb{Z}$,

$$[a_m, b_k] = [a, b]_{(m+k)} + m(\theta a | b) \delta_{m,-k} 1V,$$

i.e. the operators $a_k$, $a \in V_1$, $k \in \mathbb{Z}$ satisfy affine Lie algebra commutator relations. As a consequence the vectors $a \in V_1 \cup \mathcal{F}$ satisfy the energy bounds in Eq. \eqref{eq:liealgebra} with $k = 1$ (linear energy bounds), see e.g. \cite[Sect.2]{14}, and the conclusion follows from Prop. 6.1. \hfill $\Box$

42
The first step in the construction of a conformal net associated with the unitary VOA $(V, \langle \cdot | \cdot \rangle)$ is the definition of the complex Hilbert space $\mathcal{H} = \mathcal{H}(V, \langle \cdot | \cdot \rangle)$ as the completion of $V$ with respect to $\langle \cdot | \cdot \rangle$. For every $a \in V$ and $n \in \mathbb{Z}$ we can consider $a_{(n)}$ has an operator on $\mathcal{H}$ with dense domain $V \subset \mathcal{H}$. Due to the invariance of the scalar product $a_{(n)}$ has densely defined adjoint and hence it is closable. Now let $V$ be energy-bounded and let $f(z)$ be a smooth function on $S^1 = \{z \in \mathbb{C} : |z| = 1\}$ with Fourier coefficients

$$\hat{f}_n = \int_{-\pi}^{\pi} f(e^{i\theta})e^{-in\theta} \frac{d\theta}{2\pi} = \int_{S^1} f(z)z^{-n} \frac{dz}{2\pi i z} \quad (105)$$

For every $a \in V$ we define the operator $Y_0(a, f)$ with domain $V$ by

$$Y_0(a, f)b = \sum_{n \in \mathbb{Z}} \hat{f}_n a_n b \quad \text{for } b \in V. \quad (106)$$

The sum converges in $\mathcal{H}$ due to the energy bounds and hence $Y_0(a, f)$ is a densely defined operator on $\mathcal{H}$. From the invariance of the scalar product it follows that $Y_0(a, f)$ has densely defined adjoint and hence it is closable. We denote $Y(a, f)$ the closure of $Y_0(a, f)$ and call it smeared vertex operator. Note also that if the vector $a$ satisfies the energy bounds

$$\|a_n b\| \leq M(\|n|+1\|^s \|(L_0 + 1)V\|^k b\|), \quad b \in V; \quad (107)$$

then the operator $Y(a, f)$ satisfies

$$\|Y(a, f)b\| \leq M\|f\|_s \|(L_0 + 1)\|^k b\|, \quad b \in V \quad (108)$$

where

$$\|f\|_s = \sum_{n \in \mathbb{Z}} (\|n|+1\|^s |\hat{f}_n|) \quad (109)$$

In particular the domain $\mathcal{H}^k$ of $(L_0 + 1)\|^k$ is contained in the domain of $Y(a, f)$ and every core for the first operator is a core for the second. It follows that

$$\mathcal{H}^\infty = \bigcap_{k \in \mathbb{Z} \geq 0} \mathcal{H}^k \quad (110)$$

is a common core for the operators $Y(a, f)$, $f \in C^\infty(S^1)$, $a \in V$. Moreover, the map $f \mapsto Y(a, f)b$, $b \in \mathcal{H}^\infty$ is continuous and linear from $C^\infty(S^1)$ to $\mathcal{H}$ namely $f \mapsto Y(a, f)$ is an operator valued distribution. Moreover, using the straightforward equality

$$e^{itL_0}Y(a, f)e^{-itL_0} = Y(a, f_t), \quad t \in \mathbb{R}, \quad (111)$$

where $f_t$ is defined by $f_t(z) = f(e^{-it}z)$, and the energy bounds it is rather easy to show that, if $b \in \mathcal{H}^\infty$ then $Y(a, f)b \in \mathcal{H}^1$ and

$$L_0Y(a, f)b = -iY(a, f')b + iY(a, f)L_0b,$$

where $f'(e^{i\theta}) = \frac{d}{d\theta}f(e^{i\theta})$. It follows that $Y(a, f)b \in \mathcal{H}^\infty$ so that the common core $\mathcal{H}^\infty$ is invariant for all the smeared vertex operators.

If $a \in V$ is homogeneous we can use the formal notation.
Moreover, for all \( d \in V \) is homogeneous and \( L_1a = 0 \) we have the usual relation for the quasi-primary field \( Y(a, z) \):

\[
(-1)^daY(\theta a, \tilde{f}) \subset Y(a, f)^*.
\]

(113)

If \( a \in V \) is arbitrary \( Y(a, f)^* \) still contains \( \mathcal{H}^\infty \) in its domain as a consequence of Eq. (14).

Now we can associate with every interval \( I \in \mathcal{I} \) a von Neumann algebra \( A_{(\nu, I)}(I) \) by

\[
A_{(\nu, I)}(I) \equiv \{Y(a, f) : a \in V, f \in C^\infty(S^1), \text{supp} f \subset I\}.
\]

(114)

The map \( I \rightarrow A_{(\nu, I)}(I) \) is obviously inclusion preserving. Moreover, it is not hard to show that \( \Omega \) is cyclic for the von Neumann algebra

\[
A_{(\nu, I)}(S^1) \equiv \bigvee_{I \in \mathcal{I}} A_{(\nu, I)}(I).
\]

(115)

We now discuss covariance. The crucial fact here is that the unitary representation of the Virasoro algebra on \( V \) associated with the conformal vector \( \nu \in V \) gives rise to a strongly continuous projective positive-energy representation of the covering group \( \text{Diff}^+(S^1) \) of \( \text{Diff}^+(S^1) \) on \( \mathcal{H} \) by [48, 98] which factors through \( \text{Diff}^+(S^1) \) because \( e^{i2\pi L_0} = 1 \), see Subsect. 3.2.

Hence there is a strongly continuous projective unitary representation \( U \) of \( \text{Diff}^+(S^1) \) on \( \mathcal{H} \) such that, for all \( f \in C^\infty(S^1, \mathbb{R}) \) and all \( A \in B(\mathcal{H}) \),

\[
U(\text{Exp}(tf \frac{d}{d\theta}))AU(\text{Exp}(tf \frac{d}{d\theta}))^* = e^{iY(\nu,f)}Ae^{-iY(\nu,f)},
\]

(116)

Moreover, for all \( \gamma \in \text{Diff}^+(S^1) \) we have \( U(\gamma)\mathcal{H}^\infty = \mathcal{H}^\infty \).

For any \( \gamma \in \text{Diff}^+(S^1) \) consider the function \( X_\gamma : S_1 \rightarrow \mathbb{R} \) defined by

\[
X_\gamma(e^{i\theta}) = -i\frac{d}{d\theta}\log(\gamma(e^{i\theta})).
\]

(117)

Since \( \gamma \) is a diffeomorphism of \( S^1 \) preserving the orientation then \( X_\gamma(z) > 0 \) for all \( z \in S^1 \). Moreover, \( X_\gamma \in C^\infty(S^1) \). Another straightforward consequence of the definition is that

\[
X_{\gamma_1\gamma_2}(z) = X_{\gamma_1}(\gamma_2(z))X_{\gamma_2}(z).
\]

(118)

It follows that, for any \( d \in \mathbb{Z}_{>0} \) the family of continuous linear operators \( \beta_d(\gamma), \gamma \in \text{Diff}^+(S^1) \) on the Fréchet space \( C^\infty(S^1) \) defined by

\[
(\beta_d(\gamma)f)(z) = (X_\gamma(\gamma^{-1}(z)))^{d-1}f(\gamma^{-1}(z))
\]

(119)

gives a strongly continuous representation of \( \text{Diff}^+(S^1) \) leaving the real subspace of real functions invariant.

**Proposition 6.4.** If \( V \) is a simple energy-bounded unitary VOA and \( a \in V \) is a quasi-primary vector then \( U(\gamma)Y(a, f)U(\gamma)^* = Y(a, \beta_{d_{\nu}}(\gamma)f) \) for all \( \gamma \in \text{Möb} \). If \( a \in V \) is a primary vector then \( U(\gamma)Y(a, f)U(\gamma)^* = Y(a, \beta_{d_{\nu}}(\gamma)f) \) for all \( \gamma \in \text{Diff}^+(S^1) \).
Proof. Let $Y(\nu, z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2}$ be the Virasoro field associated to the conformal vector $\nu$. The case in which $a$ is quasi-primary follows by a straightforward adaptation of the argument in pages 1100–1001 of [21] and recalling the commutation relations between $a_n$ and $L_m$, $n, m \in \mathbb{Z}$, $m = -1, 0, 1$ given in Eq. (72).

The case in which $a$ primary can be treated in a similar but taking into account the commutation relations $a_n$ and $L_m$, $n, m \in \mathbb{Z}$ given again in Eq. (72). Note that for expository reasons in the proof in [21] complete argument is given only for $\gamma \in \text{Möb}$ but the proof can be adapted to cover the case $\gamma \in \text{Diff}^+(S^1)$ by noticing that as a consequence of the results in [88] we have $e^{iY(\nu,f)}\mathcal{H}^\infty \subset \mathcal{H}^\infty$ for all $f \in C^\infty(S^1, \mathbb{R})$ and that $\text{Diff}^+(S^1)$ is generated by exponentials of vector fields because it is a simple group [88].

We now discuss locality. It follows from Prop. A.1 in Appendix A that for any $a, b \in V$ the fields $Y(a, z)$ and $Y(b, z)$ are mutually local in the Wightman sense, i.e. for any $f, \tilde{f} \in C^\infty(S^1)$ with $\text{supp} f \subset I$, $\text{supp} \tilde{f} \subset I'$, $I, I' \in \mathcal{J}$ we have

$$[Y(a, f), Y(b, \tilde{f})]c = 0 \quad (120)$$

for all $c \in \mathcal{H}^\infty$. As discussed in the Introduction and in Subsect. 2.2 this is a priori not enough to ensure the the locality condition for the map $I \mapsto \mathcal{A}_{(V, |.)}(I)$.

Lemma 6.5. Let $A$ be a bounded operator on $\mathcal{H}$, $a \in V$, and $I \in \mathcal{J}$. Then $AY(a, f) \subset Y(a, f)A$ for all $f \in C^\infty(S^1)$ with $\text{supp} f \subset I$ if and only if $\langle A^* b Y(a, f) c \rangle = \langle Y(a, f)^* b | Ac \rangle$ for all $b, c \in V$, and all real $f \in C^\infty(S^1)$ with $\text{supp} f \subset I$.

Proof. The only if part is obvious. The proof of if part is based on a rather straightforward adaptation of the proof of [83] Lemma 5.4. Let us assume that $\langle A^* b Y(a, f) c \rangle = \langle Y(a, f)^* b | Ac \rangle$ for all $b, c \in V$, and all real valued $f \in C^\infty(S^1)$ with $\text{supp} f \subset I$. Then the same relation holds also for all complex valued $f \in C^\infty(S^1)$ with $\text{supp} f \subset I$. Now let $f$ be a given function in $C^\infty(S^1)$ with $\text{supp} f \subset I$. Then there is a $\delta > 0$ such that the support of the function $f_t(z) \equiv f(e^{-it} z)$ is again contained in the open interval $I$ for all real numbers $t$ such that $|t| < \delta$. From the relation $e^{itLo} Y(a, f) e^{-itLo} = Y(a, f_t)$ for all $t \in \mathbb{R}$ and the fact that $e^{itLo} V = V$ for all $t \in \mathbb{R}$ it then follows that, for all $b, c \in V$ and every smooth function $\varphi$ on $\mathbb{R}$ with support in the open interval $(-\delta, \delta)$, $\langle A(\varphi)^* b Y(a, f) c \rangle = \langle Y(a, f)^* b | A(\varphi) c \rangle$, where $A(\varphi) = \int_{\mathbb{R}} e^{itLo} A e^{-itLo} \varphi(t) dt$. Now, a standard argument shows that $A(\varphi) c \in \mathcal{H}^\infty$ for every $c \in V$ and from the fact that $\mathcal{H}^\infty$ is contained in the domain of $Y(a, f)$ we can conclude that $A(\varphi) Y(a, f) c = Y(a, f) A(\varphi) c$ for every smooth function $\varphi$ on $\mathbb{R}$ with support in $(-\delta, \delta)$ and every $c \in V$.

For any real number $s \in (0, \delta)$ we fix a smooth positive function $\varphi_{s} \in C^\infty(\mathbb{R})$ with support in $(-s, s)$ and such that $\int_{\mathbb{R}} \varphi_{s}(t) dt = 1$. For every $c \in V$ we then have $A(\varphi_{s})Y(a, f) c = Y(a, f) A(\varphi_{s}) c$. Now, a standard argument shows that if $s$ tends to 0 $A(\varphi_{s})$ tends to $A$ in the strong operator topology. Accordingly $\lim_{s \to 0} Y(a, f) A(\varphi_{s}) c = Y(a, f) A c$ and $\lim_{s \to 0} A(\varphi_{s}) c = A c$ for every $c \in V$. Since $Y(a, f)$ is closed it follows that $A c$ is in domain of $Y(a, f)$ and $Y(a, f) A c = A Y(a, f) c$ for every $c \in V$ and since $V$ is a core for the closed operator $Y(a, f)$ it follows that $AY(a, f) \subset Y(a, f) A$.

The following proposition shows that the algebras $\mathcal{A}_{(V, |.)}(I)$ are generated by quasi-primary fields.
Proposition 6.6. Let $A$ be a bounded operator on $\mathcal{H}$ and let $I \in \mathcal{I}$. Then $A \in \mathcal{A}_{(V,\cdot|\cdot)}(I)'$ if and only if $(A^*bY(a,f)c) = (Y(a,f)^*b|Ac)$ for all quasi-primary $a \in V$, all $b,c \in V$ and all real $f \in C^\infty(S^1)$ with supp$f \subset I$. In particular

$$\mathcal{A}_{(V,\cdot|\cdot)}(I) = W^*(\{Y(a,f) : a \in \bigcup_{k \in \mathbb{Z}} V_k, L_1a = 0, f \in C^\infty(S^1, \mathbb{R}), \text{supp}f \subset I\}). \quad (121)$$

Proof. Given $I \in \mathcal{I}$ we denote by $\mathcal{Q}(I)$ the set of bounded operators $A$ such that

$$(A^*bY(a,f)c) = (Y(a,f)^*b|Ac)$$

for all quasi-primary $a \in V$, all $b,c \in V$ and all $f \in C^\infty(S^1)$ with supp$f \subset I$. Then the same equalities hold also for all complex valued functions $f \in C^\infty(S^1)$ with supp$f \subset I$. It is evident that $\mathcal{A}_{(V,\cdot|\cdot)}(I)' \subset \mathcal{Q}(I)$ and hence we have to show that $\mathcal{Q}(I) \subset \mathcal{A}_{(V,\cdot|\cdot)}(I)'$. Now, if $A \in \mathcal{Q}(I)$, $a \in V$ is quasi primary, $b,c \in V$ and $f \in C^\infty(S^1)$ has support in $I$ we have, for all quasi-primary $a \in V$, all $b,c \in V$ and all $f \in C^\infty(S^1)$ with supp$f \subset I$.

$$(Ab)Y(a,f,c) = (-1)^{da}(Ab)Y(\theta a,f)^*c) = (-1)^{da}(Y(\theta a,f)^*c|Ab)$$

$$(Ab)Y(a,f) = (-1)^{da}(A^*c|Y(\theta a,f)b) = (-1)^{da}(A^*c|Y(\theta a,f)b)$$

$$(Ab)Y(a,f,c) = (-1)^{da}(Y(\theta a,f)^*b|Ac) = (Y(a,f)^*b|Ac).$$

It follows that $A^* \in \mathcal{Q}(I)$.

Now let $a \in V$ be homogeneous. An elementary calculation shows that $(L_{-1}a)_n = -(n + d_a)a_n$ and hence that $Y(L_{-1}a,f) = Y(a, if - d_a f)$ for every smooth function on $S^1$, where $f'(e^{i\theta}) = \frac{d}{d\theta}f(e^{i\theta})$. It follows that, for a non-negative integer $k$, $Y((L_{-1})^ka, f) = Y(a, f(k,a))$, where $f(k,a)$ is a linear combination of $f, f', f'', \ldots, f(k)$. If supp$f \subset I$ also supp$f(k,a) \subset I$ and hence if $a$ is quasi-primary we have

$$(A^*bY((L_{-1})^ka, f)c) = (A^*bY(a, f(k,a))c) = (Y(a, f(k,a))^*b|Ac)$$

$$= (Y((L_{-1})^ka, f)^*b|Ac).$$

Since the Lie algebra representation determined by $L_{-1}, L_0, L_1$ is completely reducible, $V$ is spanned by elements of the form $(L_{-1})^ka$ with $k$ a non-negative integer and $a$ quasi-primary. Hence, for all $a, b, c \in V$ we have $(A^*bY(a,f)c) = (Y(a,f)^*b, Ac)$. It follows from Lemma 6.5 that $AY(a,f) \subset Y(a,f)A$ for all $a \in V$ and all $f \in C^\infty(S^1)$ with supp$f \subset I$. Since also $A^* \in \mathcal{Q}(I)$ we also have $A^*Y(a,f) \subset Y(a,f)A^*$ and hence $AY(a,f)^* \subset Y(a,f)^*A$ for all $a \in V$ and all $f \in C^\infty(S^1)$ with supp$f \subset I$. It follows that $A \in \mathcal{A}_{(V,\cdot|\cdot)}(I)'$.

From the covariance properties of quasi-primary fields it follows that the net is M"obius covariant.

Definition 6.7. We say that a unitary VOA $(V,\cdot|\cdot)$ is strongly local if it is energy-bounded and $\mathcal{A}_{(V,\cdot|\cdot)}(I) \subset \mathcal{A}_{(V,\cdot|\cdot)}(I)'$ for all $I \in \mathcal{I}$.

Theorem 6.8. Let $(V,\cdot|\cdot)$ be a simple strongly local unitary VOA. Then the map $I \mapsto \mathcal{A}_{(V,\cdot|\cdot)}(I)$ defines an irreducible conformal net $\mathcal{A}_{(V,\cdot|\cdot)}$ on $S^1$. If $\{\cdot|\cdot\}$ is another normalized invariant scalar product on $V$ then $(V,\{\cdot|\cdot\})$ is again strongly local and $\mathcal{A}_{(V,\cdot|\cdot)}$ and $\mathcal{A}_{(V,\{\cdot|\cdot\})}$ are isomorphic conformal nets.
Theorem 6.10. Let $V$ be a strongly local simple unitary VOA and let $A_V$ be the corresponding irreducible conformal net. Then $\text{Aut}(A_V) = \text{Aut}_{(\cdot\cdot)}(V)$. If $\text{Aut}(V)$ is finite then $\text{Aut}(A_V) = \text{Aut}(V)$.

Proof. Let $\mathcal{H}$ be the Hilbert space completion of $V$. Then any $g \in \text{Aut}_{(\cdot\cdot)}(V)$ uniquely extends to a unitary operator on $\mathcal{H}$ again denoted by $g$. We have $g\Omega = \Omega$. Moreover, since $gY(a,f)g^{-1} = Y(ga,f)$ for all $a \in V$ and all $f \in C^\infty(S^1)$ we also have that $gA(I)g^{-1} = A(I)$ and hence $g \in \text{Aut}(A_V)$. Conversely let $g \in \text{Aut}(A_V)$. Then $gL_ng^{-1} = L_n$ for $n = -1, 0, 1$. It follows that $g$ restricts to a linear invertible map $V \to V$ preserving the invariant scalar product $(\cdot|\cdot)$. For any $a \in V$ the formal series $gY(a,z)g^{-1}$ is a field on $V$ and, since $A$ is local then, by Prop. 2.14 and Prop. A.1, $gY(a,z)g^{-1}$ is mutually local (in the vertex algebra sense) with all $Y(b,z)$, $b \in V$. Moreover, $gY(a,z)g^{-1}\Omega = gY(a,z)\Omega = ge^{zL_{-1}}a = e^{zL_{-1}}ga$, where for the last equality we used [59] Remark 1.3. Hence, by the uniqueness theorem for vertex algebras [59] Thm.4.4] we find that $gY(a,z)g^{-1} = Y(ga,z)$ and hence $g$ is a (linear) vertex algebra automorphism of $V$. Since $g$ commutes with $L_0$ we have $gV_n = V_n$ for all $n \in \mathbb{Z}$ and hence $g\nu = \nu$ by Corollary 4.11 so that $g \in \text{Aut}_{(\cdot\cdot)}(V)$. Now, if $\text{Aut}(V)$ is finite then $\text{Aut}(V) = \text{Aut}_{(\cdot\cdot)}(V)$ by Thm. 5.21 and hence $\text{Aut}(A_V) = \text{Aut}(V)$.

We end this section with a new proof of the uniqueness result for diffeomorphism symmetry for irreducible conformal nets given in [101] Thm.6.1.9. The theorem was first proved in [20] using the additional assumption of 4-regularity.

Theorem 6.10. Let $A$ be an irreducible Möbius covariant net on $S^1$ and let $U$ be the corresponding unitary representation of M"{o}b. If $U_\alpha$ and $U_\beta$ are two strongly-continuous projective unitary representations of $\text{Diff}^+(S^1)$ extending $U$ and making into $A$ an irreducible conformal net. Then $U_\alpha = U_\beta$.

Proof. Let $\mathcal{H}$ be the vacuum Hilbert space of $A$ and let $\mathcal{H}^{fin}$ be the algebraic direct sum of the eigenspaces $\text{Ker}(L_0 - n1_{\mathcal{H}})$, $n \in \mathbb{Z}_{\geq 0}$. Then, by Thm. 3.1 then one can differentiate the representations $U_\alpha$ and $U_\beta$ in order to define two unitary representations of the Virasoro algebra on $\mathcal{H}^{fin}$ by operators $L^n_\alpha$, $n \in \mathbb{Z}$ and $L^n_\beta$, $n \in \mathbb{Z}$, see also [18] 20 [2]. By assumption we have $L^n_\alpha = L^n_\beta$ for $n = -1, 0, 1$. The formal series $L^\alpha(z) = \sum_{n \in \mathbb{Z}} \frac{L^\alpha_n z^{-n-2}}{n!}$ and $L^\beta(z) = \sum_{n \in \mathbb{Z}} \frac{L^\beta_n z^{-n-2}}{n!}$ are fields on $\mathcal{H}^{fin}$ that are local and mutually local in the Wightman sense as a consequence of the locality of $A$ and of Prop. 2.14. Hence they are local and mutually local (in the vertex algebra sense) by Prop. A.1. Let $V$ be the cyclic subspace generated from the action of the operators $L^n_\alpha$, $n \in \mathbb{Z}$ on the vacuum vector $\Omega$. By the existence theorem for vertex algebras, cf. [59] Thm.4.5, $V$ is a Vertex algebra of CFT type and it has two conformal vectors, $\nu^\alpha = L^\alpha_{-2}\Omega$ and $\nu^\beta = L^\beta_{-2}\Omega$. It satisfies $V_0 = C\Omega$ and $L_1 V_1 = 0$. 
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Hence by [92, Thm.1] there exists a unique normalized invariant bilinear form $(\cdot, \cdot)$ on $V$ and this form satisfy $(\Omega, a) = (\Omega|a)$ for all $a \in V$. By the invariance property of $(\cdot, \cdot)$ and the unitarity of the Virasoro algebra representations it follows that for any $b \in V$ we have $(a, b) = 0$ for all $a \in V$ if and only if $(a|b) = 0$ for all $a \in V$ i.e. if and only if $b = 0$. Therefore, $(\cdot, \cdot)$ is non-degenerate. Accordingly, by Prop. 4.8 and Remark 4.9 we have that $\nu^\alpha = \nu^\beta$ and hence $U^\alpha = U^\beta$.

7 Covariant subnets and unitary subalgebras

Let $W \subset V$ be a unitary subalgebra of the simple unitary vertex operator algebra $V$. Then, by Prop. 5.29, $W$ is simple unitary vertex operator algebra.

**Theorem 7.1.** Let $W$ be a unitary subalgebra of a strongly local simple unitary VOA $(V, (\cdot|\cdot))$. Then the simple unitary VOA $(W, (\cdot|\cdot))$ is strongly local and $\mathcal{A}_W$ embeds canonically as a covariant subnet of $\mathcal{A}_V$.

**Proof.** Let $\mathcal{H}$ be the Hilbert space completion of $V$ and let $e_W$ be the orthogonal projection of $\mathcal{H}$ onto the closure $\mathcal{H}_W$ of $W$. Then we have

$$W = e_WV = \mathcal{H}_W \cap V.$$  

The vertex operator $\tilde{Y}(a, z)$, $a \in W$ of $W$ coincides with the restriction to $W$ of $Y(a, z)$ and therefore it is obvious that $W$ satisfies energy bounds. Moreover, for $b \in V$, $f \in C^\infty(S^1)$ we have

$$Y(a, f)e_Wb \in \mathcal{H}_W, \quad Y(a, f)^*e_Wb \in \mathcal{H}_W.$$  

Hence for $a \in W$, $b, c \in V$ we have

$$(b|e_WY(a, f)c) = (Y(a, f)^*e_Wb|c) = (Y(a, f)^*e_Wb|e_Wc)$$

$$= (e_Wb|Y(a, f)e_Wc) = (|Y(a, f)e_Wc)$$

and being $V$ a core for $Y(a, f)$ it follows that $Y(a, f)$ commutes (strongly) with $e_W$.

Now, define a covariant subnet $\mathcal{B}_W \subset \mathcal{A}_V$ by

$$\mathcal{B}_W(I) = \mathcal{A}_V(I) \cap \{e_W\}' \quad I \in J.$$  

It follows from the previous discussion that $Y(a, f)$ is affiliated with $\mathcal{B}_W(I)$ if $a \in W$ and $\text{supp}f \subset I$. As a consequence $\mathcal{H}_{\mathcal{B}_W} = \mathcal{H}_W$ and hence the subnet net $\mathcal{B}_W$ is irreducible when restricted to $\mathcal{H}_W$. In particular, for all $I \in J$ we have

$$(\mathcal{B}_W(I)_{e_W})' = \mathcal{B}_W(I)_{e_W}.$$  

Note also that, since for $a \in W$, $Y(a, f)$ commutes with $e_W$ and $Y(a, f)b = \tilde{Y}(a, f)b$ for all $b \in W$, then

$$\mathcal{D}(\tilde{Y}(a, f)) = e_W\mathcal{D}(Y(a, f)) = \mathcal{D}(Y(a, f)) \cap \mathcal{H}_W.$$  

Hence, if $\text{supp}f \subset I$, $\tilde{Y}(a, f)$ is affiliated with $(\mathcal{B}_W(I)_{e_W})' = \mathcal{B}_W(I)_{e_W}$. It follows that the von Neumann algebras $\mathcal{A}_W(I)$, $I \in J$ on $\mathcal{H}_W$ defined by

$$\mathcal{A}_W(I) \equiv W^*\{\tilde{Y}(a, f) : a \in W, \text{supp}f \subset I\}$$

satisfy $\mathcal{A}_W(I) \subset \mathcal{B}_W(I)_{e_W}$ for all $I \in J$ proving that $(W, (\cdot|\cdot))$ is strongly local. Finally from Thm. 6.8 and Haag duality for conformal nets we find $\mathcal{A}_W(I) = \mathcal{B}_W(I)_{e_W}$ for all $I \in J$. □
We now want to prove a converse of Thm. 7.1. We begin with the following lemma.

**Lemma 7.2.** Let $A$ be a self-adjoint operator on a Hilbert space $\mathcal{H}$ and let $U(t) \equiv e^{itA}$, $t \in \mathbb{R}$ be the corresponding strongly-continuous one-parameter group of unitary operators on $\mathcal{H}$. For any $k \in \mathbb{Z}_{\geq 0}$ let $\mathcal{H}^k$ denote the domain of $A^k$ and let $\mathcal{H}^\infty = \cap_{k \in \mathbb{Z}_{\geq 0}} \mathcal{H}^k$. Assume that there exists a real number $\delta > 0$ and two dense linear subspaces $\mathcal{D}_\delta$ and $\mathcal{D}$ of $\mathcal{H}^\infty$ such that $U(t)\mathcal{D}_\delta \subset \mathcal{D}$ if $|t| < \delta$. Then, for every positive integer $k$, $\mathcal{D}$ is a core for $A^k$.

**Proof.** Let $k$ any positive integer and let $B$ denote the restriction of $A^k$ to $\mathcal{D}$. We have to show that $(A^k)^* = B^*$ and since $(A^k)^* \subset B^*$ it is enough to prove that $B^* \subset (A^k)^* = A^k$.

Let $\mathcal{D}(B^*)$ denote the domain of $B^*$ and let $b \in \mathcal{D}(B^*)$. Then, by assumption we have

$$(U(t)A^k a|b) = (A^k U(t)a|b) = (U(t)a|B^*b),$$

for all $a \in \mathcal{D}_\delta$ and all $t \in (-\delta, \delta)$. Now let $\varphi: \mathbb{R} \to \mathbb{R}$ be a smooth non-negative function whose support is a subset of the interval $(-\delta, \delta)$. We can assume that

$$\int_{-\infty}^{+\infty} \varphi(x)dx = 1.$$ 

For any positive integer $n$ let $\varphi_n: \mathbb{R} \to \mathbb{R}$ be defined by $\varphi_n(x) = n\varphi(nx)$, $x \in \mathbb{R}$ so that $\text{supp} \varphi_n \subset (-\delta, \delta)$ and

$$\hat{\varphi}_n(p) = \int_{-\infty}^{+\infty} \varphi_n(x)e^{-ipt}dx = \hat{\varphi}(\frac{p}{n}),$$

for all $p \in \mathbb{R}$. From equality $(U(t)A^k a|b) = (U(t)a|B^*b)$, $t \in \mathbb{R}$ and the spectral theorem from self-adjoint operators it follows that

$$(A^k \hat{\varphi}_n(A)a|b) = (\hat{\varphi}_n(A)a|B^*b),$$

for all $n \in \mathbb{Z}_{\geq 0}$ and all $a \in \mathcal{D}_\delta$ and since $A^k \hat{\varphi}_n(A)$, and $\hat{\varphi}_n(A)$ belong to $B(\mathcal{H})$ for every positive integer $n$ we also have that

$$(A^k \hat{\varphi}_n(A)a|b) = (\hat{\varphi}_n(A)a|B^*b),$$

for all $n \in \mathbb{Z}_{\geq 0}$ and all $a \in \mathcal{H}$. Now, it follows from the spectral theorem for self-adjoint operators that $\hat{\varphi}_n(A)a \to a$ and $A^k \hat{\varphi}_n(A)a \to A^k a$ for $n \to +\infty$, for all $a \in \mathcal{H}^k$. Hence $(A^k a|b) = (a|B^*b)$, for all $n \in \mathbb{Z}_{\geq 0}$ and all $a \in \mathcal{H}^k$ so that $b \in \mathcal{H}^k$ and $A^k b = B^*b$. Thus, since $b \in \mathcal{D}(B^*)$ was arbitrary we can conclude that $B^* \subset A^k$. 

We will need the following proposition, cf. the appendix of [16] and [101] Thm.2.1.3

**Proposition 7.3.** Let $\mathcal{A}$ be an irreducible Möbius covariant net on $S^1$ ant let $\mathcal{H}$ be its vacuum Hilbert space. Then $\mathcal{A}(I)\Omega \cap H^\infty$ is a core for $(L_0 + 1)\Omega$ for all $I \in \mathcal{I}$ and all $k \in \mathbb{Z}_{\geq 0}$.

**Proof.** We first show that $\mathcal{A}(I)\Omega \cap H^\infty$ is dense in $\mathcal{H}$ for all $I \in \mathcal{I}$. The argument is rather standard. For any $I \in \mathcal{I}$, let $I_1 \subset I$ be such that $\overline{I_1} \subset I$. Then there is a real number $\delta > 0$ such that $e^{i\delta}I_1 \subset I$ for all $t \in (-\delta, \delta)$. Now now let $\varphi_n$, $n \in \mathbb{Z}_{\geq 0}$, as in the proof of Lemma 7.2. Then, for any $A \in \mathcal{A}(I_1)$ we consider the operators $A_{\varphi_n}$, $n \in \mathbb{Z}_{\geq 0}$ defined by

$$(a|A_{\varphi_n}b) = \int_{-\infty}^{+\infty} \varphi_n(t)(a|e^{itL_0}Ae^{-itL_0}a)dt, \quad a, b \in \mathcal{H}.$$
Then \( A_{\varphi_n} \in \mathcal{A}(I) \) for all \( n \in \mathbb{Z}_{>0} \). Moreover,
\[
A_{\varphi_n} \Omega = \widehat{\varphi_n}(L_0) A \Omega \in \mathcal{H}^\infty, \quad n \in \mathbb{Z}_{>0}.
\]

Since \( \widehat{\varphi_n}(L_0) A \Omega \rightarrow A \Omega \) for \( n \rightarrow +\infty \) and \( A \in \mathcal{A}(I_1) \) was arbitrary we can conclude that the closure of \( \mathcal{A}(I) \Omega \cap \mathcal{H}^\infty \) contains \( \mathcal{A}(I_1) \Omega \) and hence it coincides with \( \mathcal{H} \) by the Reeh-Schlieder property. Hence, since \( I \) was arbitrary we have shown that \( \mathcal{A}(I) \Omega \cap \mathcal{H}^\infty \) is dense in \( \mathcal{H} \) for all \( I \in \mathcal{J} \).

Now, let \( I_1 \) and \( I \) and \( \delta \) as above. We know that \( \mathcal{A}(I_1) \cap \mathcal{H}^\infty \) is dense in \( \mathcal{H} \). Moreover,
\[
e^{it(L_0+1_\mathcal{I})} (\mathcal{A}(I_1) \Omega \cap \mathcal{H}^\infty) = \mathcal{A}(e^{it}I_1) \Omega \cap \mathcal{H}^\infty \subset \mathcal{A}(I) \Omega \cap \mathcal{H}^\infty,
\]
for all \( t \in (-\delta, \delta) \). Hence, the conclusion follows from Lemma 7.2.

**Theorem 7.4.** Let \( (V, (\cdot|\cdot)) \) be a simple strongly local unitary VOA and let \( \mathcal{B} \) a Möbius covariant subnet of \( \mathcal{A}_V \). Then \( W = \mathcal{H}_\mathcal{B} \cap V \) is a unitary subalgebra of \( V \) such that and \( \mathcal{A}_W = \mathcal{B} \).

**Proof.** Since \( \mathcal{H}_\mathcal{B} \) is globally invariant for the unitary representation of the Möbius group on \( \mathcal{H} \) we have \( \Omega \in W \) and \( L_n W \subset W \) for \( n = -1, 0, 1 \). In particular \( W \) is compatible with the grading of \( V \) i.e it is spanned by the subspaces \( W \cap V_n \), \( n \in \mathbb{Z}_{>0} \). Now let \( a \in W \) and assume that, for a given positive integer \( n \), \( a_{(-n)} \Omega \in W \). Then
\[
a_{(-n-1)} \Omega = \frac{1}{n} [L_{-1}, a_{(-n)}] \Omega = \frac{1}{n} L_{-1} a_{(-n)} \Omega \in W.
\]
Since \( a_{(-n)} \Omega = a \in W \) it follows that \( a_{(n)} \Omega \in W \) for all \( n \in \mathbb{Z} \) and all \( a \in W \). Hence \( Y(a, f) \Omega \in \mathcal{H}_\mathcal{B} \) for every smooth function \( f \) on \( S^1 \) and every \( a \in W \). Now let \( e_\mathcal{B} \) be the projection of \( \mathcal{H}_V \) onto \( \mathcal{H}_\mathcal{B} \), \( a \in W \), \( f \in C^\infty(S^1) \) and, for \( I \in \mathcal{J} \) let \( \epsilon_I \) be the unique vacuum preserving normal conditional expectation of \( \mathcal{A}_V(I') \) onto \( \mathcal{B}(I') \), see e.g. [75, Lemma 13]. If \( \text{supp} f \subset I \) and \( A \in \mathcal{A}_V(I') \) we find
\[
Y(a, f) e_\mathcal{B} A \Omega = Y(a, f) \epsilon_I \Omega = \epsilon_I Y(a, f) \Omega = e_\mathcal{B} A Y(a, f) \Omega = e_\mathcal{B} Y(a, f) A \Omega.
\]
Since \( \mathcal{A}_V(I') \Omega \) is a core for \( Y(a, f) \) by Prop. 7.3 it follows that \( Y(a, f) \) commutes with \( e_\mathcal{B} \). Hence, \( Y(a, f) \) and \( Y(a, f)^* \) are affiliated with \( \mathcal{A}(I) \cap e_\mathcal{B}' = \mathcal{B}(I) \). Now if \( f \) is an arbitrary smooth function on \( S^1 \) it is now easy to see that \( Y(a, f) \) and \( e_\mathcal{B} \) again commute if \( a \in W \). As a consequence we find that \( a_n b \in W \) for all \( a, b \in W \) and all \( n \in \mathbb{Z} \) and hence \( W \) is a vertex subalgebra. Moreover, using the fact that also \( Y(a, f)^* \) and \( e_\mathcal{B} \) commute for every smooth function \( f \) on \( S^1 \) and all \( a \in W \), we have \( a_n b \in W \) for all \( a, b \in W \) and all \( n \in \mathbb{Z} \). Hence, since we also have \( L_0 W \subset W \), \( W \) is a unitary subalgebra of \( V \). Finally that \( \mathcal{B}(I) = \mathcal{A}_W(I) \) follows easily.

As a direct consequence of Thm. 7.1 and Thm. 7.4 we get the following theorem.

**Theorem 7.5.** Let \( V \) be a strongly local simple unitary vertex operator algebra. Then the map \( W \rightarrow \mathcal{A}_W \) gives a one-to-one correspondence between the unitary subalgebras \( W \subset V \) and the Möbius covariant subnets \( \mathcal{B} \subset \mathcal{A}_V \).
Proposition 7.6. Let $V$ be a simple unitary strongly local VOA and let $G$ be a closed subgroup of $\text{Aut}((V))$. Then $A^G_V = A_{V^G}$.

Proof. For any $g \in G$ we have $gY(a, f)g^{-1} = Y(a, f)$ for all $a \in V^G$ and all $f \in C^\infty(S^1)$. Hence $g \in A_{V^G}(I)'$ for all $I \in \mathcal{I}$ so that $A_{V^G} \subset A^G_V$. Conversely, by Thm. 7.4 there is a unitary subalgebra $W \subset V$ such that $A^G_V = A_W$. Clearly $W \subset V^G$ and hence $A^G_V \subset A_{V^G}$. 

We can now prove the following Galois correspondence for compact automorphism groups of strongly local vertex operator algebras ("Quantum Galois theory"), cf. [29, 52].

Theorem 7.7. Let $V$ be a simple unitary strongly local VOA and let $G$ be a closed subgroup of $\text{Aut}((V))$. Then the map $H \mapsto V^H$ gives a one-to-one correspondence between the closed subgroups $H \subset G$ and the unitary subalgebras $W \subset V$ containing $V^G$.

Proof. Let $W$ be a unitary subalgebra of $V$ such that $W \supset V^G$. Fix an interval $I_0 \in \mathcal{I}$. By Thm. 7.1 and Prop. 7.6 we have

$A_V(I_0)^G \subset A_W(I_0) \subset A_V(I_0)$.

Moreover, by [17, Prop.2.1], the subfactor $A_V(I_0)^G \subset A_V(I_0)$ is irreducible, i.e. $(A_V(I_0)^G)' \cap A_V(I_0) = C1$. Since $\text{Aut}((V))$ and $G \subset \text{Aut}((V))$ is closed then, $G$ is compact. Hence, by [55, Thm.3.15] there is unique closed subgroup $H \subset G$ such that $A_W(I_0) = A_V(I_0)^H$. Hence, by conformal covariance $A_W(I) = A_V^H(I)$ for all $I \in \mathcal{I}$ and hence, again by Prop. 7.6 $A_W(I) = A_{V^H}(I)$ and thus $W = V^H$.

The following proposition shows that in the strongly local case the coset construction for VOAs corresponds exactly to the coset construction for conformal nets.

Proposition 7.8. Let $V$ be a strongly local unitary simple VOA and let $W \subset V$ be a unitary subalgebra. Then $A^c_W = A_{W^c}$.

Proof. Let $U_W$ be the projective unitary representation of $\text{Diff}^+(S^1)$ on $\mathcal{H}$ obtained from the representation of the Virasoro algebra on $V$ given by the operators $L_n^W$, $n \in \mathbb{Z}$ defined in Prop. 5.31. For an element $\tilde{\gamma} \in \text{Diff}^+(S^1)$ we denote by $\gamma \in \text{Diff}^+(S^1)$ its image under the covering map $\text{Diff}^+(S^1) \to \text{Diff}^+(S^1)$. Then for any $\tilde{\gamma} \in \text{Diff}^+(S^1)$ and any $I \in \mathcal{I}$ we have $U_W(\tilde{\gamma})A U_W(\tilde{\gamma})^* = U(\gamma)A U(\gamma)^*$ for all $A \in A_W(I)$ and $U_W(\tilde{\gamma})A U_W(\tilde{\gamma})^* = A$ for all $A \in A_{W^c}(I)$. It follows that $A \in A_{W^c}(I)$ commute with $A_W(I)$ for every $I \in \mathcal{I}$ and thus $A_{W^c}(I) \subset A^c_W(I)$ so that $A_{W^c} \subset A^c_W$. On the other hand, by Thm. 7.3 there is a unitary subalgebra $\tilde{W} \subset V$ such that $A^c_{\tilde{W}} = A_{\tilde{W}}$. Let $a \in \tilde{W}$. Then $Y(a, f)$ is affiliated with $A_W(I)'$ for all $I \in \mathcal{I}$ and all $f \in C^\infty(S^1)$ with supp$f \subset I$. It follows that $Y(a, f)$ is affiliated with $A_W(S^1)'$ for all $f \in C^\infty(S^1)$. As a consequence $[Y(a, z), Y(b, w)] = 0$ for all $b \in W$ and hence $a \in W^c$. Since $a \in \tilde{W}$ was arbitrary we can conclude that $\tilde{W} \subset W^c$ and hence that $A^c_{\tilde{W}} \subset A_{W^c}$.

We conclude this section with a result on finiteness of intermediate subalgebras for inclusions of strongly local vertex operator algebras, cf. [61, 105].
Theorem 7.9. Let $V$ be a simple unitary strongly local vertex operator algebra and let $W \subset V$ be a unitary subalgebra. Assume that $[A_V : A_W] < +\infty$. Then the set of unitary subalgebras $\tilde{W} \subset V$ such that $W \subset \tilde{W}$ is finite.

Proof. The claim follows directly from Thm. [7.5] and the fact that, since the index $[A_V : A_W]$ is finite, the set of intermediate covariant subnets for the inclusion $A_W \subset A_V$ is also finite, see Subsect. [8.4].

8 Criteria for strong locality and examples

In this section we consider some useful criteria which imply strong locality. We then apply them in order to give various examples of strongly local vertex operator algebras.

Let $V$ be a simple unitary VOA satisfying energy bounds. If $\mathcal{F}$ is a subset of $V$ and $I \in \mathcal{I}$ we define a von Neumann subalgebra $A_{\mathcal{F}}(I)$ of $A_V(I)$

$$A_{\mathcal{F}}(I) = W^*(\{Y(a, f) : a \in \mathcal{F}, \text{supp} f \subset I\}).$$

The following theorem is inspired by [33, Thm.6.1].

Theorem 8.1. Let $\mathcal{F} \subset V$ be a subset of the simple unitary energy-bounded VOA $V$. Assume that $\mathcal{F}$ contains only quasi-primary elements. Assume moreover that $\mathcal{F}$ generates $V$ and that, for a given $I \in \mathcal{I}$, $A_{\mathcal{F}}(I) \subseteq A_{\mathcal{F}}(I)'$. Then, $V$ is strongly local and $A_{\mathcal{F}}(I) = A_V(I)$ for all $I \in \mathcal{I}$.

Proof. As a consequence of Lemma [6.5] we have $A_{\mathcal{F}}(I) = A_{\mathcal{F} \cup \theta \mathcal{F}}(I)$, for all $I \in \mathcal{I}$. Accordingly we can assume that $\mathcal{F} = \theta \mathcal{F}$. We first observe that the map $I \mapsto A_{\mathcal{F}}(I)$ is obviously isotonous and since every element of $\mathcal{F}$ is quasi-primary it is also Möbius covariant as a consequence of Prop. [6.3]. Hence $A_{\mathcal{F}}(I') \subseteq A_{\mathcal{F}}(I)'$ for all $I \in \mathcal{I}$.

Now, let $\mathcal{P}_{\mathcal{F}}$ be the algebra generated by the operators $Y(a, f)$ with $a \in \mathcal{F}$, and $f \in C^\infty(S^1)$. Moreover, for $I \in \mathcal{I}$, let $\mathcal{P}_{\mathcal{F}}(I)$ be the subalgebra of $\mathcal{P}_{\mathcal{F}}$ corresponding to functions $f \in C^\infty(S^1)$ with $\text{supp} f \subset I$. Both algebras have $\mathcal{H}$ as invariant domain and are $*$-algebras because $\mathcal{F}$ is $\theta$ invariant. Moreover, since $\mathcal{F}$ is generating $V \subset \mathcal{P}_\mathcal{F} \Omega$ and hence the latter subspace is dense in $\mathcal{H}$. With a slight modification of the argument in [38] page 544 it can be shown that, for every $I \in \mathcal{I}$, $\mathcal{P}_{\mathcal{F}}(I) \Omega$ is invariant for the action of the Möbius group and hence it is independent from the choice of $I$ and we denote it by $\mathcal{H}_\mathcal{F}$. Then, it can be shown that $\mathcal{H}_\mathcal{F} \cap \mathcal{H}^{\infty}$ is left invariant by the algebras $\mathcal{P}_{\mathcal{F}}(I)$ for all $I \in \mathcal{I}$. As a consequence $\mathcal{P}_{\mathcal{F}} \Omega \subset \mathcal{H}_\mathcal{F}$ and hence $\mathcal{P}_{\mathcal{F}}(I) \Omega$ is dense in $\mathcal{H}$ for all $I \in \mathcal{I}$ (Reeh-Schlieder property for fields). Now, let $f \in C^\infty(S^1)$ have support in a given $I \in \mathcal{I}$ and $a \in \mathcal{F}$. Since $Y(a, f)$ is affiliated with $A_{\mathcal{F}}(I)$ there is a sequence $A_n \in A_{\mathcal{F}}(I)$ such that $\lim_{n \to \infty} A_n b = Y(a, f) b$ for all $b \in \mathcal{H}^{\infty}$. It follows that $\mathcal{P}_{\mathcal{F}}(I) \Omega \cap \mathcal{H}^{\infty}$ is left invariant by the action of $\mathcal{P}_{\mathcal{F}}(I)$ and hence $\mathcal{P}_{\mathcal{F}}(I) \Omega \subset A_{\mathcal{F}}(I) \Omega$ which implies that also $A_{\mathcal{F}}(I) \Omega$ is dense in $\mathcal{H}$. Accordingly the map $I \mapsto A_{\mathcal{F}}(I)$ also satisfies the cyclicity of the vacuum conditions and it thus define a local irreducible Möbius covariant net on $S^1$ acting on $\mathcal{H}$.

We have to show that $A_{\mathcal{F}}(I) \subset A_{\mathcal{F} \cup \theta I}(I)$ for all $I \in \mathcal{I}$. By Möbius covariance it is enough to prove the inclusion when $I$ is the upper semicircle $S^1_\uparrow$. Let $\Delta$ and $J$ be the Tomita’s modular operator and modular conjugation associated with $A_{\mathcal{F}}(S^1_\uparrow)$ and $\Omega$ and let $S = J \Delta^{1/2}$. It follows from [39, Prop.1] that $J A_{\mathcal{F}}(I) J = A_{\mathcal{F}}(j(I))$ and $J U(\gamma) J = U(j \circ \gamma \circ j)$ for every $I \in \mathcal{I}$ and every Möbius transformation $\gamma$ of $S^1$, where $j : S^1 \mapsto S^1$ is defined by
\( j(z) = \pi (|z| = 1) \). It follows that \( JL_nJ = L_n \) for \( n = -1, 0, 1 \). In particular \( JV = V \) and for every \( a \in V \) the formal series \( \Phi_a (z) = \sum_{n \in \mathbb{Z}} J a(n) z^{-n-1} \) is a well defined field on \( V \) such that \( [L_1 , \Phi_a (z)] = \frac{d}{dz} \Phi_a (z) \) and \( \Phi_a (z) \Omega |_{z=0} = ja \) so that \( \Phi_a (z) \Omega = e^{zJ} ja \). From the properties of the action of \( J \) on the net \( \mathcal{A}_x \) one can show that, for \( a, b, c \in \mathcal{F}, \Phi_a (z), Y(b, z) \) and \( Y(c, z) \) are pairwise mutually local fields (in the vertex algebra sense) as a consequence of the locality of \( \mathcal{A} \) of Prop. 2.1 and Prop. A.1. Hence, since \( \mathcal{F} \) generates \( V, \Phi_a (z) \) and \( Y(b, z) \) are mutually local for every \( a \in \mathcal{F} \) and every \( b \in V \) as a consequence on Dong’s lemma \( [59] \) Lemma 3.2. It then easily follows that for all \( a \in \mathcal{F} \) and all \( b \in V \) also \( Y(a, z) \) and \( \Phi_b (z) \) are mutually local. Using again Dong’s lemma and the fact that \( \mathcal{F} \) generate \( V \) we obtain that \( \Phi_a (z) \) and \( Y(b, z) \) are mutually local for all \( a, b \in V \). Hence it follows from the uniqueness theorem for vertex algebras \( [59] \) Thm.4.4 that \( \Phi_a (z) = Y(Ja, z) \) for every \( a \in V \) and thus that \( J \) defines an antilinear automorphism of \( V \).

Now let \( a \in \mathcal{F} \) and let \( f \in C^\infty(S^1) \) with supp\( f \subset S^1_+ \). Since \( Y(a, f) \) is affiliated with \( \mathcal{A}_x (S^1_+) \) we have \( J \Delta^\frac{1}{2} Y(a, f) \Omega = Y(a, f)^* \Omega \). On the other hand since \( a \) is quasi-primary using the Bisognano-Wichmann property for \( \mathcal{A}_x \) and Thm. B.3 in Appendix B we find

\[
\theta \Delta^\frac{1}{2} Y(a, f) \Omega = \theta e^{\frac{1}{2}K} Y(a, f) \Omega = Y(a, f)^* \Omega.
\]

By the Bisognano-Wichmann property of Möbius covariant nets on \( S^1 \) and the fact that \( \theta L_n \theta = JL_n J = L_n \) for \( n = -1, 0, 1 \) we see that both \( \Delta J^\frac{1}{2} \) and \( \Delta^\frac{1}{2} \theta \) are equal to \( \Delta^\frac{1}{2} \). Hence we find that \( J Y(a, f) \Omega = \theta Y(a, f) \Omega \). Since \( \theta \) and \( J \) commute with \( L_0 \) we find that \( J Y(a, f_t) \Omega = \theta Y(a, f_t) \Omega \) for all \( t \in \mathbb{R} \). By partition of unity it follows that \( J Y(a, f) \Omega = \theta Y(a, f) \Omega \) for all \( f \in C^\infty(S^1) \) and hence that \( Ja = \theta a \). Since \( a \in \mathcal{F} \) was arbitrary, \( \theta \) and \( J \) are antilinear automorphisms and \( \mathcal{F} \) generates \( V \) it follows that \( \theta = J \).

Hence, again by Thm. B.4 in Appendix B we find that, for every quasi-primary element \( a \in V \) and every \( f \in C^\infty(S^1) \) with supp\( f \subset S^1_+ \), \( Y(a, f) \Omega \) is in the domain of \( S \) and \( SY(a, f) \Omega = Y(a, f)^* \Omega \).

Now, let \( I \) be an open interval containing the closure of \( S^1_+ \) and let \( A \in A_\mathcal{F} (I') \). Then there is a \( \delta > 0 \) such that \( e^{i t L_0} A e^{-i t L_0} \in A_\mathcal{F} (S^1_+) \) for all \( t \in \mathbb{R} \) such that \( |t| < \delta \). Hence if \( \varphi_s, s \in (0, \delta) \) and \( A(\varphi_s) \) are defined as in the proof of Lemma 6.5 we have that \( A(\varphi_s) \in A_\mathcal{F} (S^1_+) \) for all \( s \in (0, \delta) \). Let \( X_1, X_2 \in \mathcal{F}_\mathcal{F} (S^1_+) \) and \( B \in A_\mathcal{F} (S^1_+) \). Then we have

\[
(X^*_1 A(\varphi_s)) X_2 \Omega |SB\Omega \Omega = (X^*_1 A(\varphi_s)) X_2 \Omega |B^* \Omega \Omega = (BX^*_1 A(\varphi_s)) X_2 \Omega |\Omega = (X^*_1 A(\varphi_s)) X_2 B |\Omega \Omega = (B |X^*_2 A(\varphi_s)^* X_1 \Omega).
\]

As a consequence \( X^*_1 A(\varphi_s) X_2 \Omega \) is in the domain of \( S^* \) and

\[
S^* X^*_1 A(\varphi_s) X_2 \Omega = X^*_2 A(\varphi_s)^* X_1 \Omega.
\]

Using this fact we find that, for every quasi-primary \( a \in V \) every \( f \in C^\infty(S^1) \) with supp\( f \subset
Let \( V_1 \) be a simple unitary VOA generated by \( V_1 \cup \mathcal{F} \), where \( \mathcal{F} \subset V_2 \) is a family of quasi-primary \( \theta \)-invariant Virasoro vectors, then \( V \) is strongly local.

Proof. By Prop. 6.3 (and its proof) \( V \) is energy-bounded and the vectors \( a \in V_1 \cup \mathcal{F} \) satisfy the energy bounds in Eq. (100) with \( k = 1 \) (linear energy bounds). Then, the argument in [14 Sect.2] based on [32], see also [15 Sect.19.4], can be used to show that the von Neumann algebras \( \mathcal{A}_{V_1 \cup \mathcal{F}}(I), I \in \mathcal{I} \), satisfy the locality condition in Thm. 8.1 so that \( \mathcal{A}_{V_1 \cup \mathcal{F}}(I) = \mathcal{A}_{V}(I) \) for all \( I \in \mathcal{I} \) and thus \( V \) is strongly local.

\( \square \)
We now give various examples of VOAs that can be easily shown to be strongly local as a consequence of Thm. 8.3.

**Example 8.4.** The simple unitary vertex algebra \( L(c,0) \) is strongly local. The corresponding conformal net \( \mathcal{A}_{L(c,0)} \) is the Virasoro net \( \mathcal{A}_{\text{Vir},c} \) defined in Subsect. 3.3.

We use the above example to give an application of Thm. 7.4 by giving a a new proof of the main result in [15].

**Theorem 8.5.** Let \( \mathcal{B} \) be a Möbius covariant subnet of the Virasoro net \( \mathcal{A}_{\text{Vir},c} \). Then, either \( \mathcal{B} = \mathbb{C}1_{\mathcal{H}} \) or \( \mathcal{B} = \mathcal{A}_{\text{Vir},c} \).

**Proof.** By Thorem 7.4 there is a unitary subalgebra \( V \subset L(c,0) \) such that \( \mathcal{B} = \mathcal{A}_V \). The conclusion then follows from Corollary 5.32. \( \square \)

**Example 8.6.** Let \( V_H \) be the (rank one) Heisenberg conformal vertex operator algebra [59]. Then \( V_H \) is generated by the one-dimensional subspace \( (V_H)_1 = \text{Ker}(L_0 - 1) \) and hence it is strongly local. The central charge is given by \( c = 1 \). The corresponding conformal net \( \mathcal{A}_{V_H} \) coincides with free Bose chiral field net \( \mathcal{A}_{U(1)} \) considered in [13].

**Example 8.7.** Let \( g \) be a complex simple Lie algebra and let \( V_{gk} \) be the corresponding level \( k \) simple unitary VOA, see [58, 59, 70]. Then \( V_{g_k} \) is generated by \( (V_{g_k})_1 \cong g \) and hence it is strongly local. The real Lie subalgebra \( g_{\mathbb{R}} \equiv \{ a \in g : \theta a = a \} \) is a compact real form for \( g \). Let \( G \) be the compact connected simply connected real Lie group with simple Lie algebra \( g_{\mathbb{R}} \). Then \( \mathcal{A}_{V_{g_k}} \) coincides with the loop group conformal net \( \mathcal{A}_{G_k} \) associated to the level \( k \) positive-energy projective unitary representations of the loop group \( LG \) [17, 88, 95], see [44, 57, 97, 99, 100] (see also [60, Sect.5]).

**Example 8.8.** Let \( n \) be a positive integer and let \( L_{2n} \equiv \mathbb{Z}\sqrt{2n} \) be the rank-one positive definite even lattice equipped with the \( \mathbb{Z} \)-bilinear form \( (m_1 \sqrt{2n}, m_2 \sqrt{2n}) \equiv 2nm_1m_2 \). Moreover, let \( V_{L_{2n}} \) be the simple unitary lattice VOA with central charge \( c = 1 \) associated with \( L_{2n} \), see e.g. [27, Sect.2]. Then \( V_{L_{2n}} \) contains the the Heisenberg vertex operator algebra \( V_H \) as a unitary subalgebra. Moreover, \( V_{L_{2n}} \) describes the same CFT model as the irreducible conformal net \( \mathcal{A}_{(2n),0} \supset \mathcal{A}_{U(1)} \) with \( c = 1 \) and \( \mu \)-index equal to \( 2n \) considered in [104]. The net \( \mathcal{A}_{(2n),0} \) is denoted by \( \mathcal{A}_N \), \( N = n \) in [13]. We have \( V_{L_{2}} \simeq V_{\mathfrak{g}_1} \) for \( g = \mathfrak{sl}(2,\mathbb{C}) = A_1 \). For \( n > 1 \) \( V_{L_{2n}} \) can be realized, by a coset construction, as a unitary subalgebra of \( V_{\mathfrak{g}_1} \) for \( g = D_{2n} \), see [13, Sect.5B]. It follows that \( V_{L_{2n}} \) is strongly local for every \( n \in \mathbb{Z}_{>0} \) and using the classification results in [13] and [104] it is not difficult to show that \( \mathcal{A}_{V_{L_{2n}}} = \mathcal{A}_{U(1)_{2n}} \).

**Example 8.9.** The known \( c = 1 \) simple unitary vertex operator algebras are

\[
V^G_{L_2}, V_{L_{2n}}, V^\mathbb{Z}_{L_{2n}},
\]

where \( G \) is a closed subgroup of \( \text{SO}(3) \) and \( n \) is not the square of an integer, see [26, Sect.7] and [104, Sect.4]. It follows from Example 8.8 that all these vertex operator algebras are strongly local. The corresponding \( c = 1 \) irreducible conformal nets are the \( c = 1 \) irreducible conformal nets classified in [104] by assuming a certain “spectrum condition”.

We now show another application of our general results by giving a new proof of [17, Thm.3.2]. Let us consider the case \( g = \mathfrak{sl}(2,\mathbb{C}) \) and level \( k = 1 \). Then \( V_{\mathfrak{sl}(2,\mathbb{C})_1} \) has central charge \( c = 1 \) and hence we have the embedding \( L(1,0) \subset V_{\mathfrak{sl}(2,\mathbb{C})_1} \).
Lemma 8.10. Let $W$ be a unitary subalgebra of $V_{\mathfrak{sl}(2,\mathbb{C})_1}$. Then either $W = \mathbb{C}\Omega$ or $W \supset L(1, c)$.

Proof. Assume first that $W_1 \neq \{0\}$. Then we can find a vector $a \in W$ such that $L_0a = a$, $\theta a = a$ and $\|a\| = 1$. By the proof of Prop. [5.3] we see that the operators $a_n$ satisfies the Heisenberg Lie algebra commutation relations

$$[a_m, a_n] = m \delta_{m,-n} 1,$$

for all $m, n \in \mathbb{Z}$ and hence a generate a copy of the Heisenberg vertex operator algebra $V_H$ inside $W$, cf. Example [5.3]. Since the central charge of $V_H$ is 1, $V_H$ have to contain the Virasoro subalgebra $L(1,0)$ of $V$. Accordingly, $L(1,0) \subset W$.

Assume now that $W_1 = \{0\}$. The characters formulae in [58] gives for $q \in (0, 1)$,

$$\text{Tr}_{V_{\mathfrak{sl}(2,\mathbb{C})_1}} q^{L_0} = \sum_{j \in \mathbb{Z}} q^{j^2} p(q),$$

where $p(q) = \prod_{n \in \mathbb{Z}_{>0}} (1 - q^n)^{-1}$. Hence,

$$\text{Tr}_{V_{\mathfrak{sl}(2,\mathbb{C})_1}} q^{L_0} = 1 + 3q + 4q^2 + \cdots$$

(124)

so that the dimension of $(V_{\mathfrak{sl}(2,\mathbb{C})_1})_2$ is 4.

Since $W_1 = \{0\}$, then

$$(a|b_{-2}\Omega) = (a|L_{-1}b) = (L_1a|b) = 0,$$

for all $a \in W$ and all $b \in (V_{\mathfrak{sl}(2,\mathbb{C})_1})_1$. Hence $W_2$ is orthogonal to the three-dimensional subspace $\{a_{-2}\Omega : a \in (V_{\mathfrak{sl}(2,\mathbb{C})_1})_1\}$. But also the conformal vector $\nu$ is orthogonal to the latter subspace since for any $a \in (V_{\mathfrak{sl}(2,\mathbb{C})_1})_1$ we have

$$(\nu|a_{-2}\Omega) = (\Omega[L_2,a_{-2}]\Omega) = (\Omega|2a_0\Omega) = 0.$$

Hence $W_2 \subset \mathbb{C}\nu$. Now, by Remark [5.3c] if $\nu^W = 0$ then $W = \mathbb{C}\Omega$. Hence if $W \neq \mathbb{C}\Omega$ then $W_2 = \mathbb{C}\nu$ and hence $L(1,0) \subset W$. \hfill \square

Now, let $a \in (V_{V_{\mathfrak{sl}(2,\mathbb{C})_1}})_1$. Then, by [59] Remark 4.9c] $e^{a_0}$ converges on $V_{\mathfrak{sl}(2,\mathbb{C})_1}$ and defines an element in $\text{Aut}(V_{\mathfrak{sl}(2,\mathbb{C})_1})$. In fact, if $\theta a = a$ then $e^{a_0}$ is unitary i.e. $e^{a_0} \in \text{Aut}_{(\cdot)} (V_{\mathfrak{sl}(2,\mathbb{C})_1})$, and the group generated by such unitaries is isomorphic to $SO(3)$. The following proposition was first proved in [27], see also [91].

Proposition 8.11. The fixed point subalgebra $V_{\mathfrak{sl}(2,\mathbb{C})_1}^{SO(3)}$ coincides with the Virasoro subalgebra $L(1,0)$.

Proof. By characters formulae for the unitary representations of affine Lie algebras, see e.g. [53], and for the unitary representations of the Virasoro algebra, see e.g. [62], one finds

$$\text{Tr}_{V_{\mathfrak{sl}(2,\mathbb{C})_1}^{SO(3)}} q^{L_0} = (1 - q)p(q) = \text{Tr}_{L(1,0)} q^{L_0},$$

see [27 91]. Since $L(1,0) \subset V_{\mathfrak{sl}(2,\mathbb{C})_1}^{SO(3)}$ the conclusion follows. \hfill \square
Corollary 8.12. \( \text{Aut}_{(\cdot)}(V_{\mathfrak{sl}(2,\mathbb{C})}) = \text{SO}(3) \).

Theorem 8.13. The map \( H \mapsto V_{\mathfrak{sl}(2,\mathbb{C})}^H \) gives a one-to-one correspondence between the closed subgroups \( H \subset \text{SO}(3) \) and the unitary subalgebras \( W \subset V_{\mathfrak{sl}(2,\mathbb{C})}^1 \) such that \( W \neq \mathbb{C} \Omega \).

Proof. Let \( W \subset V_{\mathfrak{sl}(2,\mathbb{C})}^1 \) be a unitary subalgebra such that \( W \neq \mathbb{C} \Omega \). By Lemma 8.10 and by Prop. 8.11 \( W \) contains the fixed point subalgebra \( V_{\text{SO}(3)} \mathfrak{sl}(2,\mathbb{C})^1 \) and the conclusion follows from Thm. 7.7.

The following theorem is \cite[Thm.3.2]{17}.

Theorem 8.14. The map \( H \mapsto \mathcal{A}_{\text{SU}(2)}^H \) gives a one-to-one correspondence between the closed subgroups \( H \subset \text{SO}(3) \) and the subnets \( \mathcal{B} \subset \mathcal{A}_{\text{SU}(2)}^1 \) of the loop group net \( \mathcal{A}_{\text{SU}(2)}^1 \) such that \( \mathcal{B} \neq \mathbb{C}^1 \).

Proof. It follows from Example 8.7 that \( \mathcal{A}_{\text{SU}(2)}^1 \) is the irreducible conformal net associated with the strongly local simple unitary vertex operator algebra \( V_{\mathfrak{sl}(2,\mathbb{C})}^1 \). The claim then follows from Thm. 7.5 and Thm. 8.13.

The next example is given by the moonshine vertex operator algebra \( V^2 \). As explained in Example 5.10, \( V^2 \) is a simple unitary VOA. We now show that it is strongly local. Note that the following theorem also gives a new proof of \cite[Thm.5.4]{66}.

Theorem 8.15. The moonshine vertex operator algebra \( V^2 \) is a simple unitary strongly local VOA. If \( \mathcal{A}_{V^2} \) denotes the corresponding irreducible conformal net then \( \text{Aut}(\mathcal{A}_{V^2}) = \text{M} \) is the Monster group \( \text{M} \). Moreover, up to unitary equivalence, \( \mathcal{A}_{V^2} = \mathcal{A}^2 \) where \( \mathcal{A}^2 \) is the moonshine conformal net constructed in \cite{66}.

Proof. By \cite[Lemma 5.1]{66} the moonshine vertex operator algebra \( V^2 \) is generated by a family \( \mathcal{F}^2 \) of Hermitian quasi-primary Virasoro vectors in \( V^2 \) and hence, it is strongly local by Thm. 8.3. Moreover, by Thm. 8.1, \( \mathcal{A}_{V^2} = \mathcal{A}_{\mathcal{F}^2} \), where \( \mathcal{A}_{\mathcal{F}^2} \) is defined as in Eq. (122). Since \( \text{Aut}(V^2) = \mathbb{M} \) is finite then, by Thm. 6.9, \( \text{Aut}(\mathcal{A}_{V^2}) = \mathbb{M} \). Moreover, by Corollary 5.3, \( \mathcal{A}^2 = \mathcal{A}_{\mathcal{F}^2} \) and hence \( \mathcal{A}^2 = \mathcal{A}_{V^2} \).

As a consequence of Thm. 8.14 also the unitary subalgebras of the above examples, such as orbifolds, cosets, etc., are strongly local. Further examples of strongly local VOAs are obtained by taking tensor products. All these examples give a rather large and interesting class of strongly local VOAs. Moreover, they show that our results gives a uniform procedure to construct conformal nets associated to the corresponding CFT models. As an example we consider here the case of the even shorter moonshine vertex operator algebra \( V B_{(0)}^2 \), cf. Example 5.33.

Theorem 8.16. The even shorter moonshine vertex operator algebra \( V B_{(0)}^2 \) is a simple unitary strongly local VOA. If \( \mathcal{A}_{V B_{(0)}^2} \) denotes the corresponding net then \( \text{Aut}(\mathcal{A}_{V B_{(0)}^2}) = \text{B} \) is the Baby Monster group \( \text{B} \).

Proof. As explained in Example 5.33, \( V B_{(0)}^2 \) is a unitary subalgebra of the moonshine vertex operator algebra \( V^2 \) and hence \( V B_{(0)}^2 \) is a simple unitary VOA. Since \( V^2 \) is strongly local by Thm. 8.15 then, also \( V B_{(0)}^2 \) is strongly local as a consequence of Thm. 7.1. Since \( \text{Aut}(V B_{(0)}^2) = \mathbb{B} \) is finite then, by Thm. 6.9, \( \text{Aut}(\mathcal{A}_{V B_{(0)}^2}) = \mathbb{B} \).
We conclude this section with two conjectures.

**Conjecture 8.17.** Let \( L \) be an even positive definite lattice. Then the corresponding simple unitary lattice \( \text{VOA} \ V_L \) is strongly local and the corresponding conformal net \( \mathcal{A}_L \) coincides with the lattice conformal net \( \mathcal{A}_L \) constructed in [30].

**Conjecture 8.18.** Every simple unitary vertex operator algebra is strongly local and hence generates an irreducible conformal net \( \mathcal{A}_V \).

### 9 Back to vertex operators

In this section we discuss problem of (re-) constructing vertex operator algebras starting from a given irreducible conformal net \( \mathcal{A} \). This problem is related to the problem of constructing quantum fields from local net of von Neumann algebras. In particular we will prove that for any strongly local vertex unitary operator algebra \( V \) it is possible to recover all the vertex operators, and hence \( V \) together with its \( \text{VOA} \) structure, from the conformal net \( \mathcal{A}_V \). To this end we will crucially rely on the ideas developed by Fredenhagen and J"ors in [38] where pointlike-localized fields where defined starting from irreducible M"obius covariant nets. In fact we will give a variant of the construction in [38] which avoids the scaling limit procedure considered there and completely relies on Tomita-Takesaki modular theory together with the results in Appendix B of this article.

We first need to recall some facts by the Tomita-Takesaki theory, see e.g. [94, Sect.1.2] for details and proofs. Let \( \mathcal{M} \) be a von Neumann algebra on a Hilbert space \( \mathcal{H} \) and let \( \Omega \in \mathcal{H} \) be cyclic and separating for \( \mathcal{M} \). As usual we denote by \( S \) the Tomita operator associated with the pair \((\mathcal{M}, \Omega)\) and by \( \Delta \) and \( J \) the corresponding modular operator and modular conjugation respectively. Hence \( S = J \Delta^{1/2} \). For \( a \in \mathcal{H} \) consider the operator \( \mathcal{L}_a^0 \) with dense domain \( \mathcal{M}' \Omega \) and defined by \( \mathcal{L}_a^0 A \Omega = Aa, A \in \mathcal{M}' \). If \( a \) is in the domain \( \mathcal{D}(\Delta) \) it is straightforward to see that \( \mathcal{L}_a^0 \subset (\mathcal{L}_a^0)^* \) and hence \( \mathcal{L}_a^0 \) and \( \mathcal{L}_a^0 \) are closable and their closures \( \mathcal{L}_a^0 \) and \( \mathcal{L}_a \) satisfy \( \mathcal{L}_a^0 \subset \mathcal{L}_a^* \). Moreover, \( \mathcal{L}_a^0 \) and \( \mathcal{L}_a \) are affiliated with \( \mathcal{M} \). As pointed out in [19] that in certain situations the operators \( \mathcal{L}_a, a \in \mathcal{D}(\Delta) \) can be considered as abstract analogue of the smeared vertex operators, see also [4]. Our variant of the Fredenhagen and Jörs construction will clarify this point of view.

Let \( \mathcal{A} \) be an irreducible M"obius covariant net on \( S^1 \) acting on its vacuum Hilbert space \( \mathcal{H} \). For any \( I \) we can consider the Tomita operator \( S_I = J_I \Delta_I^{1/2} \). The covariance of the net implies that for any \( \gamma \in \text{M"ob} \) we have \( U(\gamma) S_I U(\gamma)^* = S_{\gamma I} \), \( U(\gamma) J_I U(\gamma)^* = J_{\gamma I} \) and \( U(\gamma) \Delta_I U(\gamma)^* = \Delta_{\gamma I} \). Moreover, by the Bisognano-Wichmann property we have \( \Delta_{S_1}^{1/2} = e^{iKt}, t \in \mathbb{R} \). where \( K \equiv i \pi (L_1 - L_{-1}) \). Hence \( \Delta_{S_1}^{1/2} = e^{\frac{iK}{2}K} \). We will denote \( J_{S_1} \) by \( \theta \) (PCT operator). Then \( \theta \) commutes with \( L_{-1}, L_0 \) and \( L_1 \).

Now, let \( a \in \mathcal{H} \) be a quasi-primary vector of conformal weight \( d_a \in \mathbb{Z}_{\geq 0} \). Then, for every \( f \in C^\infty(S^1) \) we can consider the vector \( a(f) \) defined in Appendix B namely

\[
a(f) = \sum_{n \in \mathbb{Z}_{\geq 0}} \hat{f}_{-n} \frac{1}{n!} L_{-1}^n a. \tag{125}
\]

In the following for unexplained notations and terminology we refer the reader to Appendix B.
By Thm. [B.4] if supp$f \subset S^1_+$ then $a(f)$ is in the domain of $S^1_+$ and
\[ S^1_+ a(f) = (-1)^{d_a} (\theta a)(\overline{f}). \] (126)

Hence the operator $A_\Omega \mapsto A a(f)$, $A \in \mathcal{A}(S^1_+)'$, is closable and its closure $\mathcal{L}^1_\alpha(f)$ is affiliated with $\mathcal{A}(S^1_+)$.

By the above stated covariance property of the modular operators $\Delta^I$, $I \in \mathcal{J}$ and Prop. [B.1] we see that we can define in a similar way an operator $\mathcal{L}^I_\alpha(f)$ for any $I \in \mathcal{J}$ and any $f \in C_\infty(S^1)$ with supp$f \subset I$. Then by the discussion above and Prop. [B.1] we have
\[ U(\gamma) \mathcal{L}^I_\alpha(f) U(\gamma)^* = \mathcal{L}^\gamma_\alpha(\gamma f), \] (127)
for all $I \in \mathcal{J}$, all $f \in C_\infty(S^1)$ with supp$f \subset I$ and all $\gamma \in \text{Müb}$. Moreover,
\[ (-1)^{d_\alpha} \mathcal{L}^I_{(\theta a)(\overline{f})} \subset (\mathcal{L}^I_\alpha(f))^* \] (128)
for all $I \in \mathcal{J}$, and all $f \in C_\infty(S^1)$ with supp$f \subset I$. Note also that also that for any $I \in \mathcal{J}$ and any $b \in \mathcal{A}(I)'\Omega$ the linear map : $C_\infty(I) \rightarrow \mathcal{H}$ given by $f \mapsto \mathcal{L}^I_\alpha(f)b$ is continuous, namely $f \mapsto \mathcal{L}^I_\alpha(f)$ is an operator valued distribution on $C_\infty(I_1)$. Note also that if $I_1 \subset I_2$, $I_1, I_2 \in \mathcal{J}$, and $f \in C_\infty(I_1)$ then $\mathcal{L}^I_{I_2}f \subset \mathcal{L}^I_{I_1}$.

All the above properties justify the following notation and terminology. For every quasi-primary vector $a \in \mathcal{H}$ and all $f \in C_\infty(I)$ we define $Y_I(a, f)$ by $Y_I(a, f) \equiv \mathcal{L}^I_\alpha(f)$. We call the operators $Y_I(a, f)$, $I \in \mathcal{J}$, $f \in C_\infty(I)$ Fredenhagen-Jörss (shortly FJ) smeared vertex operators or FJ fields.

The FJ smeared vertex operators have many properties in common with the smeared vertex operators. These are obtained simply by a change of notations for the corresponding properties of the operators $\mathcal{L}^I_\alpha(f)$, $I \in \mathcal{J}$, $f \in C_\infty(S^1)$. First of all, for any $I \in \mathcal{J}$, $f \mapsto Y_I(a, f)$ is an operator valued distribution on $C_\infty(I_1)$ in the sense that the map : $C_\infty(I) \rightarrow \mathcal{H}$ given by $f \mapsto Y_I(a, f)b$ is linear and continuous for every $b \in \mathcal{A}(I)'\Omega$. Moreover, the following compatibility condition holds
\[ Y_{I_2}(a, f) \subset Y_{I_1}(a, f) \] (129)
if $I_1 \subset I_2$, $I_1, I_2 \in \mathcal{J}$, and $f \in C_\infty(I_1)$ so that if $b \in \mathcal{A}(I_2)'\Omega$ the vector valued distribution $C_\infty(I_2) \ni f \mapsto Y_{I_2}(a, f)b$ extends $C_\infty(I_1) \ni f \mapsto Y_{I_1}(a, f)b$. Finally, from Eq. (127) and Eq. (128) we get the following covariance and hermiticity relations
\[ U(\gamma) Y_I(a, f) U(\gamma)^* = Y_{\gamma I}(a, \beta_{\mathcal{A}}(\gamma f)), \] (130)
for all $I \in \mathcal{J}$, all $f \in C_\infty(S^1)$ with supp$f \subset I$ and all $\gamma \in \text{Müb}$. Moreover,
\[ (-1)^{d_\alpha} Y_I(\theta a, f) \subset Y_I(a, f)^* \] (131)
for all $I \in \mathcal{J}$, and all $f \in C_\infty(S^1)$ with supp$f \subset I$.

As usual for distributions we can use the formal notation
\[ Y_I(a, f) = \int_I Y_I(a, z)f(z)z^{d_a} \frac{dz}{2\pi i z}. \] (132)

Then we say that the family $\{ Y_I(a, z) : I \in \mathcal{J} \}$ is an FJ vertex operator or an FJ field. Unfortunately there it is not known if the FJ smeared vertex operators admit a common
invariant domain. Hence we cannot extend the family of distributions \( \{Y_f(a, z), z \in I : I \in \mathcal{I} \} \) to a unique distribution \( \hat{Y}(a, z) \). In particular the FJ fields cannot in general be considered as quantum fields in the sense of Wightman [95].

The following proposition is a slightly weaker form of the result vi) stated in [38, Sect.4] and proved in [38, Sect.4].

**Proposition 9.1.** The FJ smeared vertex operators generate the irreducible Möbius covariant net \( \mathcal{A} \), namely

\[
\mathcal{A}(I) = W^\star(\{Y_I(a, f) : a \in \bigcup_{k \in \mathbb{Z}_{\geq 0}} \text{Ker}(L_0 - k1_{2\mathbb{C}}), \ L_1 a = 0, \ f \in C_c^\infty(I_1), \ I_1 \in \mathcal{I}, \ I_1 \subset I \}).
\]

Proof. For any \( I \in \mathcal{I} \) we define \( \mathcal{B}(I) \) by

\[
\mathcal{B}(I) = W^\star(\{Y_I(a, f) : a \in \bigcup_{k \in \mathbb{Z}_{\geq 0}} \text{Ker}(L_0 - k1_{2\mathbb{C}}), \ L_1 a = 0, \ f \in C_c^\infty(I_1), \ I_1 \in \mathcal{I}, \ I_1 \subset I \}).
\]

Clearly the family \( \{\mathcal{B}(I) : I \in \mathcal{I} \} \) is a Möbius covariant subnet of \( \mathcal{A} \). Let \( \mathcal{H}_B = \overline{\mathcal{B}(S^1)}\mathcal{H} \) be the corresponding vacuum Hilbert space. Then \( a(f) \in \mathcal{H}_B \) for every quasi-primary vector \( a \in \mathcal{H} \) and every \( f \in C^\infty(S^1) \). Since the representation \( U \) of \( \text{Möb} \) is completely reducible the linear span of the vectors \( a(f) \) with a quasi-primary and \( f \in C^\infty(S^1) \) is dense in \( \mathcal{H} \) so that \( \mathcal{H}_B = \mathcal{H} \) and thus \( \mathcal{B} = \mathcal{A} \). \( \square \)

Our next goal in this section is to prove that the FJ smeared vertex operators of a conformal net \( \mathcal{A}_V \) associated with a strongly local simple unitary VOA \( V \) coincide with the ordinary smeared vertex operator of \( V \).

**Theorem 9.2.** Let \( V \) be a simple unitary strongly local VOA and let \( \mathcal{A}_V \) be the corresponding irreducible conformal net. Then, for any quasi-primary vector \( a \in V \) we have \( Y_I(a, f) = Y(a, f) \) for all \( I \in \mathcal{I} \) and all \( f \in C_c^\infty(I) \), i.e. the smeared vertex operator of \( V \) coincide with the FJ smeared vertex operator of \( \mathcal{A}_V \). In particular one can recover the VOA structure on \( V = \mathcal{H}_\text{fin} \) from the conformal net \( \mathcal{A}_V \).

Proof. We first observe that, for any \( f \in C_c^\infty(I) \), \( Y(a, f) \) is affiliated with \( \mathcal{A}(I) \) and hence its domain contains \( \mathcal{A}(I)'\mathcal{H} \supset \mathcal{A}(I') \cap \mathcal{H}_\text{fin} \). Since the latter is a core for \( Y(a, f) \), by Prop. 7.3 then also \( \mathcal{A}(I)'\mathcal{H} \) is a core for the same operator. On the other hand \( \mathcal{A}(I')\mathcal{H} \) is a core for \( Y_I(a, f) \) by definition. Using Prop. 8.5 in Appendix 8 for any \( A \in \mathcal{A}(I)' \) we find

\[
Y(a, f)A\mathcal{H} = AY(a, f)\mathcal{H} = Aa(f) = Y_I(a, f)A\mathcal{H}.
\]

Accordingly the closed operators \( Y(a, f) \) and \( Y_I(a, f) \) coincides on a common core and hence they must be equal. \( \square \)

We now consider a general irreducible conformal net \( \mathcal{A} \). We want to find conditions on \( \mathcal{A} \) which allow to prove that \( \mathcal{A} = \mathcal{A}_V \) for some simple unitary strongly local VOA \( V \). As a consequence of Thm. 9.2 a necessary condition is that for every primary vector \( a \in \mathcal{H} \) the corresponding FJ vertex operator \( \{Y_I(a, z) : I \in \mathcal{I} \} \) satisfies energy bounds i.e. there exist a real number \( M > 0 \) and positive integers \( k \) and \( s \) such that

\[
\|Y_I(a, f)b\| \leq M\|f\|_s\|(L_0 + 1_{2\mathbb{C}})k\|b\| \quad (133)
\]
for all $I \in \mathcal{I}$, all $f \in C^\infty(I)$ and all $b \in \mathcal{A}(I) \backslash \Omega \cap \mathcal{H}^\infty$. We will see that the condition is also sufficient and that actually it can be replaced by an apparently weaker condition.

We say that a family $\mathcal{F} \subset \mathcal{H}$ of quasi-primary vectors generates $\mathcal{A}$ if the corresponding FJ smeared vertex operators generates the local algebras i.e. if

$$\mathcal{A}(I) = W^* \{ Y_1(a, f) : a \in \mathcal{F}, f \in C^\infty_c(I_1), I_1 \in \mathcal{I}, I_1 \subset I \}. \quad (134)$$

**Theorem 9.3.** Let $\mathcal{A}$ be an irreducible conformal net that is generated by a family of quasi-primary vectors $\mathcal{F}$. Assume $\emptyset \mathcal{F} = \mathcal{F}$ and that for every $a \in \mathcal{F}$ the FJ vertex operator $\{ Y_1(a, z) : I \in \mathcal{I} \}$ satisfies energy bounds. Moreover, assume that $\text{Ker}(L_0 - n_1\gamma)$ is finite-dimensional for all $n \in \mathbb{Z}_{\geq 0}$. Then, the vector space $V = \mathcal{H}^{fin}$ admits a VOA structure making $V$ into a simple unitary strongly local VOA such that $\mathcal{A}_V = \mathcal{A}$.

**Proof.** By the same argument used for the ordinary smeared vertex operator in Sect. it can be shown that the energy bounds imply that $\mathcal{H}^\infty$ is a common invariant core for the operators $Y_1(a, f), I \in \mathcal{I}, f \in C^\infty_c(I), a \in \mathcal{F}$. Let $\{ I_1, I_2 \}, I_1, I_2 \in \mathcal{I}$ be a cover of $S^1$ and let $\{ \varphi_1, \varphi_2 \}, \varphi_1, \varphi_2 \in C^\infty_c(S^1, \mathbb{R})$ be a partition of unity on $S^1$ subordinate to $\{ I_1, I_2 \}$, namely $\text{supp} \varphi_k \subset I_k, k = 1, 2$, and $\sum_{j=1}^2 \varphi_j(z) = 1$ for all $z \in S^1$. For any $a \in \mathcal{F}$ and any $f \in C^\infty(S^1)$ we define an operator $\tilde{Y}(a, f)$ on $\mathcal{H}$ with domain $\mathcal{H}^\infty$ by

$$\tilde{Y}(a, f)b = \sum_{j=1}^2 Y_j(a, \varphi_j f)b, \quad b \in \mathcal{H}^\infty.$$ 

Let $\{ \tilde{I}_1, \tilde{I}_2 \}, \tilde{I}_1, \tilde{I}_2 \in \mathcal{I}$ be another cover of $S^1$ and $\tilde{\varphi}_1, \tilde{\varphi}_2 \in C^\infty(S^1, \mathbb{R})$ be a partition of unity on $S^1$ subordinate to $\{ \tilde{I}_1, \tilde{I}_2 \}$. Then, using the compatibility conditions in Eq. for the FJ smeared vertex operator we find that

$$\sum_{j=1}^2 Y_{I_j}(a, \varphi_j f)b = \sum_{j,m=1}^2 Y_{I_j}(a, \tilde{\varphi}_m \varphi_j f)b$$

$$= \sum_{j,m=1}^2 Y_{I_m}(a, \tilde{\varphi}_m \varphi_j f)b$$

$$= \sum_{m=1}^2 \tilde{Y}_{I_m}(a, \tilde{\varphi}_m f)b$$

for all $b \in \mathcal{H}^\infty$. Hence, $\tilde{Y}(a, f)$ does not depend on the choice of the partition of unity $\{ \varphi_1, \varphi_2 \}$ nor on the choice of the cover $\{ I_1, I_2 \}$. It follows that for any $I \in \mathcal{I}$ and any $f \in C^\infty_c(I)$ we have $\tilde{Y}(a, f)b = Y_I(a, f)b$ for all $b \in \mathcal{H}^\infty$. Moreover, we have the covariance property

$$U(\gamma)\tilde{Y}(a, f)U(\gamma)^* = \tilde{Y}(a, \beta_{I_1}(\gamma)f),$$

the adjoint relation

$$(-1)^{d_0} \tilde{Y}(a, f) \subset \tilde{Y}(a, f)^*$$

and the state field correspondence $\tilde{Y}(a, f)\Omega = a(f)$ for all $f \in C^\infty(S^1)$ and all $\gamma \in \text{M"{o}b}$. 
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By assumption the FJ vertex operator \( \{ Y_I(a, z) : I \in I \} \) satisfies energy bounds with a real number \( M > 0 \) and positive integers \( s, k \). Given \( \varphi, f \in C^\infty(S^1) \) we have

\[
(|n| + 1)^s |(\hat{\varphi} f)_n| \leq \sum_{j \in \mathbb{Z}} (|n| + 1)^s |\hat{f}_j| \cdot |\hat{\varphi}_{n-j}|
\]

hence

\[
\| \varphi f \|_s = \sum_{n \in \mathbb{Z}} (|n| + 1)^s |(\hat{\varphi} f)_n| \leq \sum_{n, j \in \mathbb{Z}} (|n| + 1)^s |\hat{f}_j| \cdot |\hat{\varphi}_{n-j}|
\]

\[
= \sum_{j, m \in \mathbb{Z}} (|m + j| + 1)^s |\hat{f}_j| \cdot |\hat{\varphi}_m|
\]

\[
\leq \| \varphi \|_s \| f \|_s.
\]

It follows that

\[
\| \tilde{Y}(a, f)b \| = \| \sum_{j=1}^{2} Y_{j}(a, \varphi_j f)b \|
\]

\[
\leq M \left( \sum_{j=1}^{2} \| \varphi_j \|_s \right) \| f \|_s \| (L_0 + 1_{\mathbb{R}^k})^k b \|
\]

for all \( f \in C^\infty(S^1) \) and all \( b \in \mathcal{H}^\infty \), i.e. the operators \( \tilde{Y}(a, f), f \in C^\infty(S^1) \) satisfy energy bounds with the same positive integers \( s, k \) and the positive constant \( \tilde{M} \equiv M \left( \sum_{j=1}^{2} \| \varphi_j \|_s \right) \).

Now, let \( e_n \in C^\infty(S^1), n \in \mathbb{Z} \), be defined by \( e_n(z) = z^n, z \in S^1 \). For every \( a \in \mathcal{F} \) we define \( a_n = \tilde{Y}(a, e_n), n \in \mathbb{Z} \). We have

\[
\| a_n b \| \leq 2^s \tilde{M} (|n| + 1)^s \| (L_0 + 1_{\mathbb{R}^k})^k b \|,
\]

for all \( n \in \mathbb{Z} \) and all \( b \in \mathcal{H}^\infty \). By the covariance property we have \( e^{itL_0} a_n e^{-itL_0} = e^{-int} a_n \) for all \( t \in \mathbb{R} \). It follows that \( [L_0, a_n]b = -na_n b \) for all \( n \in \mathbb{Z} \) and all \( b \in \mathcal{H}^\infty \) and hence that \( a_n \mathcal{H}^{\text{fin}} \subset \mathcal{H}^{\text{fin}} \) for all \( n \in \mathbb{Z} \). The covariance properties also implies that \( [L_{-1}, a_n]b = (-n - da + 1)a_{n-1} b \) and \( [L_1, a_n]b = -(n - da + 1)a_{n+1} b \) for all \( n \in \mathbb{Z} \) and all \( b \in \mathcal{H}^{\text{fin}} \). Moreover, we have \( a_{-d} \Omega = a(e_{-d}) \) for all \( a \in \mathcal{F} \). Now let, \( V \subset \mathcal{H}^{\text{fin}} \) be the linear span of the vector of the form

\[
a_{n_1}^{a_1} a_{n_2}^{a_2} \cdots a_{n_k}^{a_k} \Omega,
\]

with \( a_1, a_2, \cdots, a_k \in \mathcal{F} \) and \( n_1, n_2, \cdots, n_k \in \mathbb{Z} \). We want to show that \( V = \mathcal{H}^{\text{fin}} \). Let \( \mathcal{H}_V \subset \mathcal{H} \) be the closure of \( V \) and \( e_V \) be the orthogonal projection onto \( \mathcal{H}_V \). First note that since the series \( \sum_{n \in \mathbb{Z}} \tilde{f}_n e_n \) converges to \( f \) in \( C^\infty(S^1) \) and thus

\[
\sum_{n \in \mathbb{Z}} \tilde{f}_n a_n b = \tilde{Y}(a, f)
\]

for all \( a \in \mathcal{F} \), all \( b \in \mathcal{H}^\infty \) and all \( f \in C^\infty(S^1) \). It follows that \( \tilde{Y}(a, f)b \) and \( \tilde{Y}(a, f)^* b \) belong to \( \mathcal{H}_V \) for all \( a \in \mathcal{F} \), all \( b \in \mathcal{H}^{\text{fin}} \) and all \( f \in C^\infty(S^1) \).
From the fact that \( \equiv \text{Ker}(L_0 - n \lambda_0) \) is finite-dimensional for all \( n \in \mathbb{Z}_{\geq 0} \) it follows that \( e_V \mathcal{H}^{fin} = V \). As consequence we have \([e_V, \tilde{Y}(a, f)]b = 0\) for all \( a \in \mathcal{F} \), all \( b \in V \) and all \( f \in C^\infty(S^1) \). Recalling that \( \mathcal{H}^{fin} \) is a core for every FJ smeared vertex operator we can conclude that \( e_V Y_I(a, f) \subset Y_I(a, f) e_V \) for all \( a \in \mathcal{F} \), all \( I \in \mathcal{I} \) and all \( f \in C^\infty(I) \). Hence, since the family \( \mathcal{F} \) generates the net \( \mathcal{A} \), we see that \( e_V = 1_{\mathcal{H}} \) by the irreducibility of \( \mathcal{A} \) so that \( V = \mathcal{H}^{fin} \).

The above properties imply that the formal series

\[
\Phi_a(z) \equiv \sum_{n \in \mathbb{Z}} a_n z^{-n-d_a}, \quad a \in \mathcal{F}
\]

are fields on \( V \) that are local and mutually local (in the vertex algebra sense) as a consequence of the locality of the conformal net \( \mathcal{A} \) and Prop. \[A.1\]. In fact they satisfy all the assumption of the existence theorem for vertex algebras \[59\, \text{Thm.4.5}\]. Accordingly \( V \) is a vertex algebra whose vertex operators satisfy \( Y(a, z) = \Phi_a(z) \) for all \( a \in \mathcal{F} \). A unitary representation of the Virasoro algebra on \( V \) by operators \( L_n, n \in \mathbb{Z} \) is obtained by differentiating the representation \( U \) of \( \text{Diff}^+(S^1) \) making \( \mathcal{A} \) covariant, see Thm. \[3.3\] and \[18\, 20\, 72\]. Then, \( L(z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2} \) is a local field on \( V \), which, as a consequence of the locality of \( \mathcal{A} \), is mutually local with all \( Y(a, z), a \in V \). Moreover, \( L(z) \Omega = e^{z L_{-1}} L_{-2} \Omega \). By the uniqueness theorem for vertex algebras \[59\, 4.4\] we have \( L(z) = Y(\nu, z) \) where \( \nu \equiv L_{-2} \Omega \). Hence \( \nu \) is a conformal vector and hence \( V \) is a VOA.

Now, the scalar product on \( \mathcal{H} \) restrict to a normalized scalar product on \( V \) having unitary Möbius symmetry in the sense of Subsect. \[5.2\]. For every \( a \in \mathcal{F} \) the adjoint vertex operator \( Y(a, z)^+ \) defined in Eq. \[91\] satisfies

\[
Y(a, z)^+ = (-1)^{d_a} Y(\theta a, z)
\]

and hence it is local and mutually local with respect to all the vertex operators \( Y(b, z), b \in V \). Now, let

\[
\mathcal{F}_+ = \left\{ \frac{a + (-1)^{d_a} \theta a}{2} : a \in \mathcal{F} \right\}
\]

and let

\[
\mathcal{F}_- = \left\{ -i \frac{a - (-1)^{d_a} \theta a}{2} : a \in \mathcal{F} \right\}.
\]

Then, \( \{ Y(a, z) : a \in \mathcal{F}_+ \cup \mathcal{F}_- \} \) is a family of Hermitian quasi-primary fields which generates \( V \). Hence, \( V \) is unitary by Prop. \[5.17\]. Moreover, by Prop. \[5.3\] \( V \) is simple because \( V_0 = \mathbb{C} \Omega \). By Prop. \[6.3\] \( V \), being generated by the family \( \mathcal{F} \) of elements satisfying energy bounds, is energy-bounded. Since the net \( \mathcal{A}_\mathcal{F} \), cf. Eq. \[122\], coincides, by assumption, with \( \mathcal{A} \), we can apply Thm. \[8.1\] to conclude that \( V \) is strongly local and \( \mathcal{A}_V = \mathcal{A} \).

We end this section with the following conjecture.

**Conjecture 9.4.** For every conformal net \( \mathcal{A} \) there exists a simple unitary strongly local vertex operator algebra \( V \) such that \( \mathcal{A} = \mathcal{A}_V \).
A Vertex algebra locality and Wightman locality

The axiom of locality for vertex algebras is a purely algebraic formulation of the locality axiom for Wightman fields, see \[59, \text{Chapter 1}\]. In this work we use in various occasions some consequences of the correspondence of these two formulations of the axiom of locality. In the this appendix, using the simplifying assumption of the existence of polynomial energy bounds, we give a proof of the equivalence of these two formulations in a framework which is sufficiently general for all the applications in this paper.

Let \( \mathcal{H} \) be a Hilbert space and let \( L_0 \) be self-adjoint operator on \( \mathcal{H} \) with spectrum contained in \( \mathbb{Z}_{\geq 0} \). We denote by \( \mathcal{H}^{\text{fin}} \) the algebraic direct sum

\[
\mathcal{H}^{\text{fin}} \equiv \bigoplus_{n \in \mathbb{Z}_{\geq 0}} \ker(L_0 - n1_{2\mathcal{H}}).
\]

Then \( V \) is dense in \( \mathcal{H} \). Moreover, we denote by \( \mathcal{H}^{\infty} \subset \mathcal{H} \), the dense subspace of \( C^\infty \) vectors for \( L_0 \) namely

\[
\mathcal{H}^{\infty} \equiv \bigcap_{k \in \mathbb{Z}_{>0}} \mathcal{D}((L_0 + 1_{2\mathcal{H}})^k).
\]

Let \( a_n, b_n, n \in \mathbb{Z} \) be operators on \( \mathcal{H} \) with common domain \( V \) and assume that

\[
e^{itL_0}a_ne^{-itL_0} = e^{-int}a_n, \quad e^{itL_0}b_ne^{-itL_0} = e^{-int}b_n
\]

for all \( t \in \mathbb{R} \) and all \( n \in \mathbb{Z} \). It follows that

\[
a_n\ker(L_0 - k_{2\mathcal{H}}) \subset \ker(L_0 - (k - n)1_{2\mathcal{H}})
\]

and

\[
b_n\ker(L_0 - k_{2\mathcal{H}}) \subset \ker(L_0 - (k - n)1_{2\mathcal{H}})
\]

for all \( n \in \mathbb{Z} \) and all \( k \in \mathbb{Z}_{\geq 0} \) so that the operators \( a_n, b_n \) restrict to endomorphisms of \( V \) and for every \( c \in V \) we have \( a_nc = b_nc = 0 \) for \( n \) sufficiently large. As a consequence the formal series \( \Phi_a(z) = \sum_{n \in \mathbb{Z}} a_n z^{-n} \) and \( \Phi_b(z) = \sum_{n \in \mathbb{Z}} b_n z^{-n} \) are fields on \( V \) in the sense of Subsect.4.1, see also \[59, \text{Sect.3.1}\]. We assume that the fields \( \Phi_a(z) \) and \( \Phi_b(z) \) satisfy (polynomial) energy bounds in the sense of Sect.6 i.e. there exist positive integers \( s, k \) and a constant \( M > 0 \) such that, for all \( n \in \mathbb{Z} \) and all \( c \in V \)

\[
\|a_nc\| \leq M(\|n\| + 1)^s\|(L_0 + 1_{2\mathcal{H}})^kc\|, \quad \|b_nc\| \leq M(\|n\| + 1)^s\|(L_0 + 1_{2\mathcal{H}})^kc\|.
\]

(137)

Accordingly we can define the smeared fields

\[
\Phi_a(f) = \sum_{n \in \mathbb{Z}} a_n \hat{f}_n, \quad \Phi_b(f) = \sum_{n \in \mathbb{Z}} b_n \hat{f}_n,
\]

(138)

\( f \in C^\infty(S^1) \), having \( \mathcal{H}^{\infty} \) as common invariant domain.

According to Subsect.4.1 we say that the fields \( \Phi_a(z) \) and \( \Phi_b(z) \) are mutually local in the vertex algebra sense if there exists a non-negative integer \( N \) such that

\[
(z - w)^N[\Phi_a(z), \Phi_b(w)]c = 0
\]

(139)
for all $c \in V$. Moreover, we say that the fields $\Phi_a(z)$ and $\Phi_b(z)$ are **mutually local in the Wightman sense** if

$$[\Phi_a(f), \Phi_b(\tilde{f})]c = 0$$

(140)

for all $c \in \mathcal{H}^\infty$ if $\text{supp} f \subset I$ and $\text{supp} \tilde{f} \subset I'$, $I \in \mathcal{J}$, cf. [93]. We now show that under our assumptions these two locality conditions are equivalent.

**Proposition A.1.** The fields $\Phi_a(z)$ and $\Phi_b(z)$ are mutually local in the vertex algebra sense if and only if they are mutually local in the Wightman sense.

**Proof.** For every $c, d \in V$ the two variable formal series

$$(d[[\Phi_a(z), \Phi_b(w)]c) = \sum_{n,m \in \mathbb{Z}} (d[[a_n, b_m]c) z^{-n} w^{-m}$$

can be considered as a formal distribution $\varphi_{c,d}(z,w)$ on $S^1 \times S^1$ i.e. a linear functional on the complex vector space of the two variable trigonometric polynomials, see [59, Sect.2.1]. Because of the energy bounds this formal distribution extends by continuity to a unique ordinary distribution, again denoted by $\varphi_{c,d}(z,w)$, on $S^1 \times S^1$, i.e. a continuous linear functional on $C^\infty(S^1 \times S^1)$. If the fields $\Phi_a(z)$ and $\Phi_b(z)$ are mutually local in the vertex algebra sense then, by [59, Thm.2.3 (i)], the distribution $\varphi_{c,d}(z,w)$ has support in the diagonal $z = w$ of $S^1 \times S^1$ and hence $(d[[\Phi_a(f), \Phi_b(\tilde{f})]c) = 0$ if $\text{supp} f \subset I$ and $\text{supp} \tilde{f} \subset I'$, $I \in \mathcal{J}$. Since $c, d \in V$ where arbitrary it follows that $[\Phi_a(f), \Phi_b(\tilde{f})]c = 0$ for all $c \in V$ if $\text{supp} f \subset I$ and $\text{supp} \tilde{f} \subset I'$, $I \in \mathcal{J}$. Now, as a consequence of the energy bounds, the same equalities also hold for for any $c \in \mathcal{H}^\infty$ and hence the fields $\Phi_a(z)$ and $\Phi_b(z)$ are mutually local in the Wightman sense.

Conversely let us assume that the fields $\Phi_a(z)$ and $\Phi_b(z)$ are mutually local in the Wightman sense. Then, the distribution $\varphi_{c,d}(z,w)$ has support in the diagonal $z = w$ of $S^1 \times S^1$. Moreover, as a consequence of the energy bounds, there is an integer $N > 0$ such that, for all $c, d \in V$, $\varphi_{c,d}(z,w)$ is a distribution of order less then $N - 1$, i.e. for every $c, d \in V$ there is a constant $M_{c,d} > 0$ such that

$$|\langle \varphi_{c,d}, f \rangle| \leq M_{c,d} \max \{ |\partial^\alpha f(e^{i\vartheta_1}, e^{i\vartheta_2})| : e^{i\vartheta_1}, e^{i\vartheta_2} \in S^1, |\alpha| \leq N - 1 \}$$

for all $f \in C^\infty(S^1 \times S^1)$, where, as usual, for a multi-index $\alpha \equiv (\alpha_1, \alpha_2)$, $\alpha_1, \alpha_2 \in \mathbb{Z}_{\geq 0}$, $|\alpha|$ denotes the sum $\alpha_1 + \alpha_2$ and $\partial^\alpha$ denotes the partial differential operator of order $|\alpha|$ defined by

$$\partial^\alpha \equiv \left( \frac{\partial}{\partial \vartheta_1} \right)^{\alpha_1} \left( \frac{\partial}{\partial \vartheta_2} \right)^{\alpha_2},$$

see [93] Chapter 6]. Then, it follows by a rather straightforward adaptation of [93, Thm.6.25] and by [59, Thm.2.3], that $(z - w)^N \varphi_{c,d}(z,w) = 0$ for all $c, d \in V$ and hence that the fields $\Phi_a(z)$ and $\Phi_b(z)$ are mutually local in the vertex algebra sense.

**B** On the Bisognano-Wichmann property for representations of the Möbius group

Let $U$ be a strongly continuous unitary positive-energy representation of the Möbius group $\text{Möb} \simeq \text{PSL}(2, \mathbb{R})$ on a Hilbert space $\mathcal{H}$. Let $L_0$ be the self-adjoint generator of the one
parameter subgroup of $U$ of (anti-clockwise) rotations. Then the spectrum of $L_0$ is a subset $\mathbb{Z}_{\geq 0}$. Accordingly, the (algebraic) direct sum $\mathcal{H}^{fin}$ of the subspaces $\text{Ker}(L_0 - n \mathbb{1}_H)$, $n \in \mathbb{Z}_{\geq 0}$ is dense in $\mathcal{H}$. As it is well known the vectors in $\mathcal{H}^{fin}$ are smooth vectors for the representation $U$ and it is invariant for the representation of $\mathfrak{sl}(2, \mathbb{R})$ obtained by differentiating $U$, see [76, 89] and [18, Prop. A.1]. Accordingly there is a representation of $\mathfrak{sl}(2, \mathbb{R})$ on $\mathcal{H}^{fin}$ by essentially skew-adjoint operators and hence a unitary representation of its complexification $\mathfrak{sl}(2, \mathbb{C})$. The latter Lie algebra representation is spanned by $L_0$ together with operators $L_1$, $L_{-1}$ satisfying $L_1 \subset L_{-1}^*$ and the commutation relations $[L_1, L_{-1}] = 2L_0$, $[L_1, L_0] = L_1$ and $[L_{-1}, L_0] = -L_{-1}$.

We say that a vector $a \in \mathcal{H}^{fin}$ is quasi-primary if $L_1a = 0$ and $L_0a = d_a a$ for some $d_a \in \mathbb{Z}_{\geq 0}$. We say that $d_a$ is the conformal weight of $a$. If $a$ is quasi-primary we consider the vectors $a^n \in \mathcal{H}^{fin}$, $n \in \mathbb{Z}_{\geq 0}$ defined by $a^n \equiv \frac{1}{n!}L^n_1 a$. The linear span $\mathcal{H}^{a,fim}$ of \{a^n : n \in \mathbb{Z}_{\geq 0}\} is invariant for the action of the operators $L_{-1}$, $L_0$, $L_1$ and the corresponding representation of $\mathfrak{sl}(2, \mathbb{C})$ on $\mathcal{H}^{a,fim}$ is the irreducible unitary representation of $\mathfrak{sl}(2, \mathbb{C})$ with lowest conformal energy $d_a$. Note that $L_0a^n = (n + d_a)a^n$ for all $n \in \mathbb{Z}_{\geq 0}$. Moreover, the closure $\mathcal{H}^a$ of $\mathcal{H}^{a,fim}$ is an irreducible $U$-invariant subspace of $\mathcal{H}$ carrying the unique (up to unitary equivalence) strongly continuous unitary positive-energy representation of Möb with lowest conformal energy $d_a \in \mathbb{Z}_{\geq 0}$.

If $d_a = 0$ then $a^n = 0$ for all $n > 0$ and the corresponding representation of Möb is the trivial one. For $d_a > 0$ it is rather straightforward to prove by induction that $L_1a^n = (2d_a + n)a^{n-1}$ for all $n \in \mathbb{Z}_{\geq 0}$ and that, as a consequence,

$$\|a^n\|^2 = \left(\frac{2d_a + n - 1}{n}\right) \|a\|^2, \text{ for all } n \in \mathbb{Z}_{\geq 0}. \quad (141)$$

The above computation shows that for every $f \in C^\infty(S^1)$ the series

$$\sum_{n \in \mathbb{Z}_{\geq 0}} \hat{f}_{-n-d_a} a^n$$

converges to an element $a(f) \in \mathcal{H}^a \subset \mathcal{H}$. Moreover, $f \mapsto a(f)$ is a linear continuous map : $C^\infty(S^1) \to \mathcal{H}^a$. Now, for any $\gamma \in \text{Diff}^+(S^1)$ let $\beta_{d_a}(\gamma) : C^\infty(S^1) \to C^\infty(S^1)$ be the map defined in Eq. (119). Following the strategy for the proof of Prop. 6.4 one can prove the following proposition which in fact can also be easily proved to be a consequence of Prop. 6.4 together with Prop. 13.3 here below.

**Proposition B.1.** Let $a \in \mathcal{H}$ be a quasi-primary vector of of conformal weight $d_a > 0$. Then $U(\gamma)a(f) = a(\beta_{d_a}(\gamma)f)$ for all $\gamma \in \text{Möb}$ and all $f \in C^\infty(S^1)$.

Now, for every $I \in \mathcal{I}$ we define the closed real linear subspace $H^a(I) \subset \mathcal{H}^a$ to be the closure of the real linear subspace subspace

$$\{a(f) : f \in C^\infty(S^1, \mathbb{R}), \text{supp} f \subset I\}.$$ 

Then, as a consequence of Prop. 13.1 the family $\{H^a(I) : I \in \mathcal{I}\}$ is Möbius covariant, namely $U(\gamma)H^a(I) = H^a(\gamma I)$ for all $I \in \mathcal{I}$ and all $\gamma \in \text{Möb}$. Moreover, the family obviously satisfies isotony, namely $H^a(I_1) \subset H^a(I_2)$ if $I_1 \subset I_2$, $I_1, I_2 \in \mathcal{I}$.

We now want to show that the family is a local Möbius covariant net of real linear subspaces of $\mathcal{H}^a$ in the sense of [76, Def. 4.1], see also [77] and [11]. To this end we need to show that the family satisfies locality. Let $f_1, f_2 \in C^\infty(S^1, \mathbb{R})$. Then
\[ \Im(a(f_1)|a(f_2)) = \sum_{n=0}^{\infty} \left( (f_1)_{n+d_a}(f_2)_{-n-d_a} - (f_2)_{n+d_a}(f_1)_{-n-d_a} \right) \|a^n\|^2 \]

\[ = \frac{1}{2i} \sum_{n=0}^{\infty} \left( (f_1)_{n+d_a}(f_2)_{-n-d_a} - (f_2)_{n+d_a}(f_1)_{-n-d_a} \right) \left( 2d_a + n - 1 \right) \|a\|^2 \]

\[ = \frac{1}{2i} \sum_{n=d_a}^{\infty} \left( (f_1)_{n}(f_2)_{-n} - (f_2)_{n}(f_1)_{-n} \right) \left( d_a + n - 1 \right) \|a\|^2. \]

Now let \( p_{d_a}(x) \) be the polynomial defined by

\[ p_{d_a}(x) = \frac{(d_a + x - 1)(d_a + x - 2) \cdots (d_a + x - 2d_a + 1)}{2d_a - 1}. \tag{142} \]

Then

\[ p_{d_a}(n) = \binom{d_a + n - 1}{n - d_a} \]

for every integer \( n \geq d_a \). Moreover, \( p_{d_a}(n) = 0 \) for \( n = 0, 1, \ldots, d_a - 1 \). Note also that \( p_{d_a}(x) = x \) for \( d_a = 1 \) while for \( d_a > 1 \) we have

\[ p_{d_a}(x) = \frac{x}{2d_a - 1} \prod_{n=1}^{d_a-1} (x^2 - n^2), \tag{143} \]

so that \( p_{d_a}(x) \) is an odd polynomial. Hence

\[ \Im(a(f_1)|a(f_2)) = \frac{\|a\|^2}{4i} \sum_{n \in \mathbb{Z}} \left( (f_1)_n(f_2)_{-n} - (f_2)_n(f_1)_{-n} \right) p_{d_a}(n) \]

\[ = \frac{\|a\|^2}{4i} \int_0^{2\pi} f_2(e^{i\vartheta})p_{d_a}(-i\frac{d}{d\vartheta})f_1(e^{i\vartheta})d\vartheta. \]

As a consequence, if \( \text{supp}f_1 \subset I \) and \( \text{supp}f_2 \subset I', I \in \mathcal{I} \) then \( \Im(a(f_1)|a(f_2)) = 0 \) and hence the Möbius covariant isotonous family \( \{H^a(I) : I \in \mathcal{I} \} \) satisfies locality so that it is a local Möbius covariant net of real linear subspaces of \( \mathcal{H}^a \) in the sense of \([76\text{ Def. 4.1}]\).

**Lemma B.2.** Let \( a \in \mathcal{H} \) be a quasi-primary vector of conformal weight \( d_a > 0 \) and let \( K \equiv i\pi(L_1 - L_-) \). Then, there exists \( \alpha_a \in \mathbb{C} \) with \( |\alpha_a| = 1 \) such that \( a(f) \) is in the domain of \( e^{\frac{1}{2}K} \) and \( e^{\frac{1}{2}K}a(f) = \alpha_a a(f \circ j) \) for all \( f \in C^\infty(S^1) \) with \( \text{supp}f \subset S^1_+ \), where \( j(z) = z^{-1} \) for all \( z \in S^1 \).

**Proof.** Let \( H \equiv H^a(S^1_+) \). Then by \([76\text{ Thm.4.2}]\) \( H \) is a standard subspace of \( \mathcal{H}^a \), see \([76\text{ Sect.3}]\). Hence one can define on \( \mathcal{H}^a \) the antilinear closed operator \( S_H \) having polar decomposition \( J_H \Delta_H^{1/2} \) as in \([76\text{ Sect.3}]\). Let \( \delta(t) \) be the one-parameter subgroup of \( \text{Möb} \) defined by

\[ \delta(t)(z) = \frac{z \cosh t/2 - \sinh t/2}{-z \sinh t/2 + \cosh t/2}, \]

(“dilations”) corresponding to the vector field \( \vartheta \frac{d}{d\vartheta} \) on \( S^1, z = e^{i\vartheta} \). We have \( \delta(t)S^1_+ = S^1_+ \) for all \( t \in \mathbb{R} \).
Since \( e^{iKr} = U(\delta(-2\pi t)) \) for all \( t \in \mathbb{R} \), it follows from [76, Thm.4.2] that \( \Delta_H^{1/2} \) coincides with the restriction to \( \mathcal{H}^n \) of \( e^{\frac{1}{2}K} \). Accordingly, if \( f : S^1 \rightarrow \mathbb{C} \) is a smooth function with \( \text{supp}f \subset S^1_+ \) then \( a(f) \) is in the domain of \( e^{\frac{1}{2}K} \) and \( J_H e^{\frac{1}{2}K} a(f) = S_H a(f) = a(\overline{f}) \) and thus \( e^{\frac{1}{2}K} a(f) = J_H a(\overline{f}) \). Now, again by [76, Thm.4.2], \( J_H \) commutes with the restrictions of \( L_{-1}, L_0, L_1 \) to \( \mathcal{H}^n \) and hence there exists \( a_0 \in \mathbb{C} \) with \( |a_0| = 1 \) such that \( J_H a_n = a_0 a_n \) for all \( n \in \mathbb{Z}_{\geq 0} \). It follows that \( J_H a(f) = a_0 a(\overline{f} \circ j) \) for all \( f \in C^\infty(S^1) \). Hence, if \( \text{supp}f \subset S^1_+ \) then \( e^{\frac{1}{2}K} a(f) = a_0 a(f \circ j) \).

Our next goal is to compute the constant \( a_0 \) in Lemma [3.2] for every quasi-primary \( a \in \mathcal{H} \) with conformal weight \( d_a > 0 \).

**Proposition B.3.** \( a_0 = (-1)^{d_a} \) for every quasi-primary vector \( a \in \mathcal{H} \) of conformal weight \( d_a > 0 \).

**Proof.** Let \( f \) be a smooth real function on \( S^1 \) whose support is a subset of \( S^1_+ \) and let \( f^{d_a,t} \equiv \beta_{d_a}(\delta(-2\pi t)) f, t \in \mathbb{R} \).

Consider the function \( \varphi : \mathbb{R} \rightarrow \mathbb{C} \) defined by

\[
\varphi(t) = (a | a(f^{d_a,t}) |) = \|a\|^2 (f^{d_a,t})_{-d_a} = \|a\|^2 \frac{1}{2\pi} \int_{-\pi}^{\pi} f^{d_a,t}(e^{i\theta}) e^{id_a \theta} d\theta.
\]

Recalling the explicit form of \( f^{d_a,t}(e^{i\theta}) \) and Eq. (119) we find

\[
\varphi(t) = \frac{\|a\|^2}{2\pi} \int_{-\pi}^{\pi} \left| X_{\delta(-2\pi t)}(\delta(2\pi t)(e^{i\theta})) \right|^{d_a-1} f(\delta(2\pi t)(e^{i\theta})) e^{id_a \theta} d\theta.
\]

We now change the variable in the integral by setting \( e^{i\theta} = \delta(-2\pi t)(e^{i\alpha}) \), \( \alpha \in [-\pi, \pi] \) with the following result

\[
\varphi(t) = \frac{\|a\|^2}{2\pi} \int_{-\pi}^{\pi} f(e^{i\alpha}) \left( X_{\delta(-2\pi t)}(e^{i\alpha}) \right)^{d_a-2} (\delta(-2\pi t)(e^{i\alpha}))^{d_a} d\alpha
\]

\[
= \frac{\|a\|^2}{2\pi} \int_{-\pi}^{\pi} f(e^{i\alpha}) \left( -i \frac{d}{d\alpha} \log(\delta(-2\pi t)(e^{i\alpha})) \right)^{d_a-2} (\delta(-2\pi t)(e^{i\alpha}))^{d_a} d\alpha
\]

\[
= \frac{\|a\|^2}{2\pi} \int_{0}^{\pi} f(e^{i\alpha}) \left( -i \frac{d}{d\alpha} \log(\delta(-2\pi t)(e^{i\alpha})) \right)^{d_a-2} (\delta(-2\pi t)(e^{i\alpha}))^{d_a} d\alpha
\]

\[
\equiv \int_{0}^{\pi} k_{d_a}(t, \alpha) f(e^{i\alpha}) d\alpha
\]

where we used the fact that \( f(e^{i\alpha}) = 0 \) for \( \alpha \in [-\pi, 0] \) by assumption. Now, using the explicit expression

\[
\delta(-2\pi t)(e^{i\alpha}) = \frac{e^{i\alpha} \cosh(\pi t) + \sinh(\pi t)}{e^{i\alpha} \sinh(\pi t) + \cosh(\pi t)}
\]

it is straightforward to check that, for any \( \alpha \in [0, \pi] \), \( t \mapsto k_{d_a}(t, \alpha) \) extends to a continuous function \( z \mapsto k_{d_a}(z, \alpha) \) on the closed strip \( \mathfrak{S} \equiv \{ z \in \mathbb{C} : \Im z \in [-1/2, 0] \} \), which is holomorphic in the interior of \( \mathfrak{S} \). Moreover, the function of two variables \( (z, \alpha) \mapsto k_{d_a}(z, \alpha) \) is continuous on \( \mathfrak{S} \times [0, \pi] \). Accordingly

\[
\Phi_1(z) \equiv \int_{0}^{\pi} k_{d_a}(z, \alpha) f(e^{i\alpha}) d\alpha
\]
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that \( (\alpha) \) then follows from the fact that we can take \( f \).

Now, \( \Phi \) is in the domain of \( e^K \) there is a function \( \Phi_2(z) \) which is continuous on the strip \( S \) and holomorphic in its interior, such that \( \Phi_2(t) = \varphi(t) \). Moreover, by Lemma \[B.2\] we have \( \Phi_2(-i/2) = \alpha_0(a|a(f \circ j)) \).

Now, \( \Phi_1(t) = \Phi_2(t) \) for all \( t \in \mathbb{R} \) and hence, by the Schwarz reflection principle we have \( \Phi_1(z) = \Phi_2(z) \) for all \( z \in S \) and hence \( -1)^{d_a}(a|a(f \circ j)) = \alpha_0(a|a(f \circ j)) \).

The following theorem plays a crucial role in the proof of Thm. \[B.1\].

**Theorem B.4.** Let \( K = i\pi(L_1 - L_{-1}) \) and let \( f \in C^\infty(S^1) \) with \( \text{supp} f \subset S^1_+ \). Then \( a(f) \) is in the domain of \( e^{\frac{i}{2}K} \) and \( e^{\frac{i}{2}K}a(f) = (-1)^{d_a}a(f \circ j) \), where \( j(z) = z^{-1} \) for all \( z \in S^1 \).

**Proposition B.5.** Let \( V \) be a simple unitary energy-bounded VOA and let \( a \in V_{d_a} \) be quasi-primary. Then \( Y(a, f)\Omega = a(f) \).

**Proof.** It follows directly from Eq. \[B.9a\] that \( a_{-n-d_a}\Omega = \frac{1}{n}L^n\Omega \) for all \( n \in \mathbb{Z}_{\geq 0} \). Moreover, \( a_n\Omega = 0 \) for all integers \( n > -d_a \). Hence the conclusion follows from the definition of \( a(f) \). \( \square \)

The following theorem plays a crucial role in the proof of Thm. \[B.1\].

**Theorem B.6.** Let \( V \) be a simple unitary energy-bounded VOA and let \( a \in V_{d_a} \) be quasi-primary. Let \( K = i\pi(L_1 - L_{-1}) \) and let \( f \in C^\infty(S^1) \) with \( \text{supp} f \subset S^1_+ \). Then \( Y(a, f)\Omega \) is in the domain of \( e^{\frac{i}{2}K} \) and \( e^{\frac{i}{2}K}Y(a, f)\Omega = (-1)^{d_a}Y(a, f \circ j) \), where \( j(z) = z^{-1} \) for all \( z \in S^1 \).

**Proof.** The theorem follows directly from Thm. \[B.4\] and Prop. \[B.5\] in the case \( d_a > 0 \). In the case \( d_a = 0 \) it holds true trivially. \( \square \)
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