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Abstract

Background

Phase IV clinical trials are designed to monitor the long-term toxic effects of drugs in cancer survivors. Evaluations to study the long-term effects of the cancer treatment are often made with cross-sectional surveys. This leads to interval censored data since the exact time of the onset of toxicity is not known. In addition to finding prognostic factors for long-term survival outcome, estimating and comparing the cumulative incidence rates for adverse outcomes of interest for interval censored data is also desired. However, the analysis of such data is further complicated by many issues, such as incomplete data, competing risks and selection bias. For example, one such study was designed by Hudson et al. to study the effect of anthracyclines exposure, received as part of treatment for childhood cancer, to cardiotoxicity. Rai et al. had utilized a parametric approach for assessing the effect of anthracycline on the cumulative incidence of cardiotoxicity but excluded the patients with missing information on the parameters used for assessing cardiotoxicity.

Methods

In this paper our focus is on imputing the missing data and then using the current status regression methods, previously described in Rai et al. for estimating and comparing cumulative incidence rates in an illness-death/failure model.

Results

We undertook a comprehensive simulation study to evaluate the performance of our imputation approach and applied it to a Phase IV clinical trial to evaluate the effect of anthracycline exposure on long-term cardiotoxicity in childhood cancer survivors, which had missing cardiotoxicity information.

Conclusions

Our simulations suggest that the results obtained by imputing the missing values using regression methods are significantly more efficient than those obtained without imputation. The proposed approach is easy to implement, and we demonstrate its usefulness by applying it to the data reported in Rai et al. and compare the results reported there to our approach that utilizes imputation.
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Background

As a result of more modern therapies and better supportive care the 5-year survival rate for childhood cancer has improved significantly and currently exceeds 80%. In 2011 there were 390,000 survivors of childhood cancer living in the US and it is expected that by 2020 there will be more than 500,000 childhood cancer survivors. This improvement in survival rate comes at a price as these survivors are at an elevated risk of experiencing long-term morbidity and early mortality as a result of their cancer and its treatment. The purpose of Phase IV clinical trials is to monitor long-term sequelae and develop interventions to mitigate their effect in long-term. A chemotherapy agent Anthracycline has served as the backbone for many pediatric malignancies because of its therapeutic effects but it is also well known to be cardiotoxic. One such study was undertaken by Hudson et al. to evaluate the effect of anthracycline exposure on cardiotoxicity using non-invasive modalities.

Cardiotoxicity is the occurrence of heart electrophysiology dysfunction or/and muscle damage. The heart becomes weaker and is not as efficient in pumping, and therefore, circulating blood. There are many measures of electrophysiology dysfunction or/and muscle damage, including shortening fraction, afterload, QTc interval, and ejection fraction. It is not economic and feasible to evaluate patients very frequently to estimate the onset time of cardiotoxicity, and hence estimate the incidence rates. Usually patients are followed longitudinally in the clinics, but not all follow a routine pattern. Therefore, it is convenient to design cross-sectional surveys for estimating the effect of long-term side effect of treatments and its predictors. We only know the current status of the patient with onset prior to current status but not the actual onset times of these events. These types of incomplete data are referred to as interval censored data since the actual onset time of the events are unknown and our interest is in estimating the onset rate or the cumulative incidence rate.

Nonparametric procedures for analyzing interval censored failure time data have been extensively studied and discussed in the literature. Another issue in the cross-section survey study is that results need to be generalized to the specific population. There can be competing toxic effects from the same drug. Sun provides an extensive survey of non-parametric methods of estimation using EM algorithm in studies involving interval censored data. In this paper, we have the same interest, as Rai et al., in estimating the cumulative incidence rates in a parametric setting but focus on improving the accuracy by imputing the missing observations using multivariable regression method.

In practice, most investigators exclude observations with missing values and incomplete cases. While using only complete cases has its simplicity, one may lose the important information in the incomplete cases and ignore the possible systematic differences between the complete and incomplete cases. Hence, the resulting inference may not be applicable to the population of all cases, especially with a smaller number of complete cases. It is well known that imputation is a widely used method for handling missing data. Little and Rubin and Buuren provide an excellent overview of the methods for conducting analyses with missing data. For further information on multiple imputations see Rubin, and Rubin, Stern, and Vehovar discuss imputation of missing
discrete data. King et al.\textsuperscript{21} review many of the practical costs and benefits of multiple imputations. For routine imputation of missing data, Schafer\textsuperscript{22} presents a method based on multivariate normal distribution. Liu\textsuperscript{23} uses the $t$ distribution, and Van Buuren, Boshuizen, and Knook\textsuperscript{24} use interlocking regressions. Furthermore, Troxel, Ma, and Heitjan\textsuperscript{25} present a method to study the sensitivity of inferences to missing-data assumptions.

This paper is organized as follows. In the following subsection, we provide the details of the motivating example to introduce the problem. In Methods section, we give a brief description of the procedure introduced in Rai, et al.\textsuperscript{2} and construct corresponding likelihood function. The data from the motivation example is analyzed by imputing the missing values and compared with the results obtained without imputation in the Results section. An extensive simulation experiment to study the performance of the imputation approach are summarized as well. The Discussion section is devoted to miscellaneous remarks.

\textbf{Motivation Example}

A study was undertaken by Hudson et al.\textsuperscript{1} to evaluate the effect of anthracycline on cardiotoxicity using 12-lead ECG and echocardiography, non-invasive technique. For the study, the cancer survivors were recruited from St. Jude Children’s Research Hospital After Completion of Therapy Clinic. The survivors were classified into two groups; the first group of survivors consisted of survivors that received cardiotoxic therapy (anthracycline and/or thoracic radiation) and the other group did not receive cardiotoxic therapy (no anthracycline nor thoracic radiation). The details of the study can be found in Hudson et al.\textsuperscript{1}. The study was approved by the institutional review boards at St Jude Children’s Research Hospital and Stanford University (Stanford, CA). All study participants or their parents provided informed consent. Survivors with cardiotoxic therapy were designated as At-Risk (AR) and those without cardiotoxic therapy as Not At-Risk (NR).

Onetime clinical assessment was made by the primary oncologists to identify the survivors with signs of heart failure using New York Heart Association classification. Along with the clinical evaluation non-invasive testing based on 12-lead ECG and echocardiography within 24 hours of the clinical assessment.

When the cardiac measures, discussed above, are out of the normal range, patients are declared to have cardiotoxicity. Following Hudson et al.\textsuperscript{1}, we consider two outcome measures, fractional shortening ($FS$) and afterload ($AF$). The main measure is defined as $FS= (LVEDD-LVESD)/LVEDD$, where $LVEDD$ is the left ventricular end-diastolic diameter, $LVESD$ is the left ventricular end-systolic diameter. The other measure $AF$ can be described as the pressure that the chamber of the heart has to generate in order to eject blood out of the chamber. The study was planned to enroll almost equal number of patients from each group to detect a medium effect size\textsuperscript{26} increase in mean $AF$ (or decrease in mean $FS$) at $\alpha =0.05$ and $\beta =0.20$, without adjusting for multiple outcomes or multiple comparisons.

A short summary about the cohort is summarized in Table 1. Further description is available in Hudson et al.\textsuperscript{1} On closer examination of the data it was seen that there were missing data in outcome measures $AF$ and $FS$. A total of 40 survivors had missing $AF$ values and 6 of those were also missing $FS$ values. To keep the discussion simple and straight forward these 6 observations
were deleted from our analysis and we focused our attention on imputing 34 missing \( AF \) observations. Although, the imputation approach discussed could easily be applied to data missing in several variables in a recursive manner. The scatter plot of \( AF \) and \( FS \) displayed in Figure 1, does not show any clear missing pattern; the missing values of \( AF \) are in the entire range of values of \( FS \). Also note that the missing proportion of \( AF \) values in the NR (7/54 = 13\%) and AR (27/218 = 12\%) were almost similar.

| Table 1. Characteristics of 278 Patients Enrolled Onto the Noninvasive Cardiac Study |
|---------------------------------|-----------------|-----------------|-----------------|
| Demographics                    | At-Risk Group (n=223) | Not At-Risk Group (n=55) | Total (n=278) |
| Sex                             | N    | %   | N    | %   | N    | %   |
| Male                            | 108  | 51.6| 31   | 56.4| 139  | 50  |
| Female                          | 115  | 48.4| 24   | 43.6| 139  | 50  |
| Treatment group                 |      |     |      |     |      |     |
| Anthracycline                   | 157  | 70.4| 0    | 0   | 157  | 56.5|
| Anthracycline + Radiation       | 60   | 26.9| 0    | 0   | 60   | 21.6|
| Radiation                       | 6    | 2.7 | 0    | 0   | 6    | 2.1 |
| None                            | 0    | 0   | 55   | 100 | 55   | 19.8|
| Race/ethnicity                  |      |     |      |     |      |     |
| White                           | 183  | 82.1| 44   | 80.0| 227  | 81.7|
| Black                           | 30   | 13.5| 11   | 20.0| 41   | 14.7|
| Other                           | 10   | 4.4 | 0    | 0   | 10   | 3.6 |
| Diagnosis                       |      |     |      |     |      |     |
| Leukemia                        | 67   | 30.0| 10   | 18.2| 77   | 27.7|
| Sarcomas                        | 60   | 26.9| 14   | 25.4| 74   | 26.6|
| Lymphoma                        | 54   | 34.2| 2    | 3.6 | 56   | 20.1|
| Embryonal tumors                | 42   | 18.8| 29   | 52.7| 71   | 25.6|
| Age at Cancer Diagnosis, Years  |      |     |      |     |      |     |
|                | N   | Mean  | Median | Range          |
|----------------|-----|-------|--------|----------------|
| N              | 223 | 7.37  | 5.46   | 0.01-23.56     |
| Mean           |     | 5.77  | 3.11   | 0.29-20.06     |
| Median         |     | 7.05  | 4.68   | 0.01-23.56     |
| Range          |     |       |        |                |
|                | 55  | 7.37  | 5.46   | 0.01-23.56     |
|                |     | 5.77  | 3.11   | 0.29-20.06     |
|                |     | 7.05  | 4.68   | 0.01-23.56     |
|                |     |       |        |                |
| Afterload      | 191 | 57.50 | 55.43  | 15.38-147.32   |
| N              |     | 47    | 42.18  | 25.66-95.02    |
| Mean           |     | 45.73 | 42.18  | 51.88          |
| Median         |     | 55.18 | 51.88  |                |
| Range          |     | 15.38 | 25.66  | 15.38-147.32   |
| Fractional Shortening | 218 | 0.33  | 0.33   | 0.20-0.57      |
| N              |     | 54    | 0.36   | 0.24-0.49      |
| Mean           |     | 0.36  | 0.36   | 0.34           |
| Median         |     | 0.34  | 0.34   |                |
| Range          |     | 0.20  | 0.24   | 0.20-0.57      |
Using actual measures of these dependent variables $FS$ and $AF$, the threshold values were used to classify patients as abnormal if ($FS < 0.28$) or ($AF > 74$ g/cm$^2$). Threshold values for $FS$ and $AF$ were determined based on published normative data$^{27-28}$; these are well accepted norms. Let $AFS$ and $AAF$ denote the indicators of these abnormalities. The 278 patients participated in the study; 223 were designated AR and 55 were designated NR based on treatment. Data on each individual also included demographics, date of cancer diagnosis, time since treatment completion, disease related variables (such as type, histology, and stage of cancer), treatment related variables (such as chemotherapy drugs, doses and irradiation). In the AR group, noninvasive assessment identified subclinical dysfunction with $FS$ in 37 (13.6%) of 272 and $AF$ in 33 (13.9%) of 238; prolonged QTc interval in 11 (4.0%) of 273. These are the estimates of prevalence of cardiac abnormalities. Among others, one main objective of the study is to estimate cumulative incidence rates of $AFS$ and $AAF$.

In this study echocardiography was performed as a research measure and not in response to clinical symptoms. Individuals with previously established cardiac disease were excluded from participation. As formally assessed by New York Heart Association classification, none of the study participants reported clinical symptoms of cardiac dysfunction at enrollment. The imaging quality

---

**Figure 1:** Scatter plot of $AF$ and $FS$ within AR and NR group of patients. Complete data (labeled c) displays strong correlation between AF and FS. Missing values of AF are in almost entire range of FS values (labeled m).
in echocardiography is dependent on obtaining a clear acoustic window from which ventricular volumes are estimated based on geometric assumptions. Operator experience and variations in thoracic structures can contribute to difficulties in obtaining technically satisfactory data in a given study. These factors randomly contributed to missing data among study participants. AF is not a standardly used assessment in clinical practice, thus, despite training of ultrasonographers for this study, this factor may have contributed to a higher prevalence of missing AF measurements compared to FS. In other words, AF is either under detected or over detected, but operators might miss it, and therefore, causing missing values. Thus, we feel that there is no selection bias related to those with and without abnormal FS and AF identified as part of the study. The missing values of AF are displayed in Figure 1, also do not show any pattern.

A crude approach to estimating the incidence rates and obtaining confidence intervals is to apply the Kaplan-Meier estimator with the assumption of the evaluation time as the onset time. Then, incidence rate of each type of toxicity is estimated. Some of these toxicity measures could be missing. In this paper, we impute the missing measurements using regression method first and then use a parametric approach to estimate incidence rates of specific toxicity. For the cardiotoxicity data the 34 missing AF values were imputed using a multivariable regression with FS and other covariates, such as age, diagnosis, risk status, BMI as predictors. The estimates of cumulative incidence rates were derived based on the data after imputation and then compared with those derived in Rai, et al.\textsuperscript{2} without imputation.

Methods

Cardio-Measures Abnormality Model

The descriptive statistics of all participants can be found in Table 1. In Hudson et al.,\textsuperscript{1} the subjects who died or had cardiac failure during the treatment or during the follow-up after completion of therapy were excluded because the number of deaths at the time of the analysis were too few. However, this information is available from the medical record abstraction and with longer follow-up the number of deaths would increase. Hence, we present the general theory here for a cross-sectional data with indicators of cardiac abnormality and death/cardiac failure, and time since the treatment to the survey or the death/cardiac failure, as depicted in Figure 2. We also assume cardiac abnormality is the precursor for cardiac failure.
Figure 2: An abnormal cardiac measure-death/cardiac failure model involving three states. State 1 corresponds to patients who are alive with normal value. Patients who are alive with abnormal value are in state 2. State 3 is an absorbing state and corresponds to death or cardiac failure.

Let stochastic process \( \{X(t)\} \) identify the state occupied by a patient at time \( t \). For simplicity, we suppose that \( n \) patients in state 1 at time \( t = 0 \) are those who are identified with different disease groups and are planned for treatment, where we have assumed that no patient has cardiac abnormality at time \( t = 0 \). Let the random variable \( T \) denote the observation time (survey, death/cardiac failure) from the study evaluation and \( U \) the time of AFS or AAF from the study evaluation. Thus, at any time \( t \), \( X(t) = 1, X(t) = 2 \) and \( X(t) = 3 \) indicate the patient alive with normal cardiac measure, alive with abnormal cardiac measure and died or had cardiac failure with or without cardiac abnormality, respectively. We also assume that the development of abnormality is an irreversible event without the treatment for cardiotoxicity, and therefore, transitions from state 2 to state 1 do not occur, as illustrated in Figure 2. According to practice in this study, the patients are chosen for survey independent of their health status, which ensures that the survey results can be regarded as independent of the times of the events of interest. The intensities \( \lambda_1(u), \lambda_2(t) \) and \( \lambda_3(t|u) \), shown in Figure 2, are corresponding transitions rates, where \( t \) is the observation time and \( u \) is the time of AAF or AFS.

The survival function and the cardiac abnormality prevalence function are derived in Rai et al. as follows

\[
S(t) = Q(t) + \int_0^t \lambda_1(u)Q(u)Q_3(t|u)du \quad \text{and} \quad \pi(t) = \frac{\int_0^t \lambda_1(u)Q(u)Q_3(t|u)du}{S(t)},
\]

where \( Q(t) = Q_1(t)Q_2(t) \) is the probability that the time to the first event—alive with abnormal value or death with normal value—exceeds \( t \), and
\[ Q_i(t) = \exp\left\{ -\int_0^t \lambda_i(v) \, dv \right\} \]

for \( i = 1 \) and \( 2 \), and

\[ Q_3(t|u) = \exp\left\{ -\int_u^t \lambda_3(v|u) \, dv \right\}. \]

are pseudo-survival functions corresponding to the intensities \( \lambda_1(u) \), \( \lambda_2(t) \) and \( \lambda_3(t|u) \).

We are interested in estimating \( \Lambda_1(t) = \int_0^t \lambda_1(u) \, du \), the cumulative incidence function (CIF), but focus on the comparison of CIFs between AR and NR groups based on the original data and imputation data.

Table 2 identifies the various types of observations which occur in this illness-death/failure model and the corresponding contribution to the likelihood, denoted as \( L_1(t) \) to \( L_4(t) \), which are functionals of intensities and pseudo-survival functions. Rai et al.\(^2\) derive the explicit form of \( L_1(t) \) to \( L_4(t) \) for both constant and piecewise exponential model and the likelihood functions, which are summarized in appendix.

| Observation Type                  | Outcome         | Likelihood Contribution                                           |
|-----------------------------------|-----------------|------------------------------------------------------------------|
| Death with No Cardiac Abnormality  | \( T = t, X(t^-) = 1 \) | \( L_4(t) = \lambda_2(t)Q(t) \)                                  |
| Alive with No Cardiac Abnormality | \( T > t, X(t) = 1 \)  | \( L_2(t) = Q(t) \)                                              |
| Death/Cardiac Failure with Cardiac Abnormality | \( T = t, X(t^-) = 2 \) | \( L_3(t) = \int_0^t \lambda_1(u)Q(u)\lambda_3(t|u)Q_3(t|u) \, du \) |
| Alive with Cardiac Abnormality    | \( T > t, X(t) = 2 \)  | \( L_4(t) = \int_0^t \lambda_1(u)Q(u)Q_3(t|u) \, du \)            |

**Imputation Model**

Let the cardiac measure, such as AF, be denoted by \( Y \). Assume that \( Y = (Y_1, Y_2)^T \) be a \( n \times 1 \) response vector with \( Y_1 \) \( (n_1 \times 1) \) observed and \( Y_2 \) \( (n_2 \times 1) \) missed, and \( X = (X_1, X_2)^T \) be corresponding \( n \times p \) matrix comprised of covariates including other cardiac measures (other response variables).

There are several methods for imputation which can be broadly classified as single imputation or multiple imputation (MI). In MI approach several copies of the complete data set are created and then the appropriate statistical method is applied to each data set and the results from these analyses are then combined to provide the final results. Usually, MI approaches are preferred over single
imputation as they incorporate variability due to imputation\textsuperscript{17,29-30}. There are many MI approaches discussed in literature, but two most commonly used approaches based on joint multivariate modeling or fully conditional specification perform quite well in the regression setting, as seen in Huque et al\textsuperscript{31}. It may be noted that PROC MI can perform imputations for data that have monotone or arbitrary missing patterns. PROC MI with FCS option, a standard feature in SAS version 9.4\textsuperscript{32}, utilizes the conditional distribution and can incorporate both continuous and categorical variables appropriately, see Liu and De\textsuperscript{33}. In our setting we had missing values only in $AF$ and we wanted to take advantage of the relationship between $AF$ and other covariates of interest that included categorical variables. Therefore, we preferred to perform the imputations using PROC MI in SAS with FCS option. The method can be briefly described as follows:

A multivariable regression model $y = x\beta + \epsilon$ is fitted based on the complete data $Y_1$ and $X_1$, and the least squared estimator $\hat{\beta}$ of $\beta$ ($p \times 1$) and associated variance-covariance matrix is obtained. Then, missing values in $Y_2$ are imputed using the posterior predictive distributions, see PROC MI in SAS\textsuperscript{32} for details. It is natural to use the imputation data $(Y_1, \hat{Y}_2)^T$ instead of only $Y_1$ and is anticipated that the imputed information in $\hat{Y}_2$ will improve the related results in statistical analysis.

To each complete data set likelihood ratio test was applied to compare the two risk groups (AR and NR). In the regression framework one could use PROC MIANALYZE in SAS to combine the results from multiple imputations to conduct inference that incorporates inherent variability introduced due to imputations\textsuperscript{17,29-30}. However, in our setting p-values associated with each imputation are obtained based on the likelihood ratio test. Then, the overall conclusion can be based on some type of summary measure of all the p-values such as mean or median. We prefer to report the results based on median as that would be much more robust than mean.

**Results**

**Application: Cancer Survivor Study**

In this section we obtained the imputed data for the cardiotoxicity example and applied the theory for the exponential model described in appendix to evaluate the effect of anthracyclines on cardiotoxicity. Furthermore, the results obtained using the imputation approach are then compared with those obtained without imputation, reported in Rai et al.\textsuperscript{2}, under the assumption of no deaths/cardiac failures. The simplest model is the Parametric-1, which is one parameter Exponential model. Since there are very few events before 5 years and after 10 years, we also fit two piecewise Exponential models; Parameter-2, based on two incidence rates, one up-to year five and the second for year 5 and above, and Parameter-3, based on three incidence rates one up-to year 5, second between years 5 and 10 and the last one for year 10 and above, (see Figure 3).
In the cardiotoxicity example, there are 278 subjects, Leukemia (n=77), Sarcoma (n=74), Lymphoma (n=56) and Embryonal (n=71), and 34 measurements were missing for AF and 6 were missing in both measurements AF and FS, but no covariate information was missing. We exclude the 6 with both missing. Hence, we have 272 subjects and employ the multivariable regression method to estimate the 34 missing measurements in AF based on the values of FS and corresponding covariates, like age at diagnosis, race, gender, BMI, QTC, diagnosis group and risk group (AR/NR)\textsuperscript{27-28}. Based on 4 diagnosis groups, we define three dummy variables as follows:

\[
\text{Diag}1 = \begin{cases} 
1 & \text{Leukemia} \\
0 & \text{Otherwise,} 
\end{cases} \quad \text{Diag}2 = \begin{cases} 
1 & \text{Sarcoma} \\
0 & \text{Otherwise,} 
\end{cases} \quad \text{Diag}3 = \begin{cases} 
1 & \text{Lymphoma} \\
0 & \text{Otherwise.} 
\end{cases}
\]

Before conducting the regression analysis, the Shapiro-Wilk test of normality was applied to original AF and FS measurements and a few commonly used transformations for making the underlying distributions of AF and FS more normal. Log(AF) was normally distributed (p=0.701) but original AF (p<0.001) was not. On the other hand, Log(FS), Logit(FS) and FS were not normally distributed with p values <0.001, 0.007 and 0.026, respectively. This suggests fitting the regression model using logarithm transformation of AF and original FS. The significant predictors with coefficients, their p-values and $R^2$ in the model are presented in Table 3a. That is,

\[
\log(\text{AF}) = 5.534 - 3.891\text{FS} + 0.008\text{Age} + 0.081\text{Risk} + 0.098\text{Diag}2 - 0.010\text{BMI} + \epsilon \quad (4.1)
\]

where Risk=1 for patient in AR group and 0 in NR group. Based on the regression model, the values of FS and the covariates, the 34 missing AF values are imputed. Thus, after imputing the missing values the total sample size is 272.

| Variable     | Estimator | SE   | p-value |
|--------------|-----------|------|---------|
| Intercept    | 5.534     | 0.106| <0.001  |
Remark: It may be noted that the $R^2$ for the above model is 0.586 which represents a reasonable fit but may not be the best model fit. However, in general, it would not be unreasonable to expect that the imputation process would be more efficient if a better model with higher value of $R^2$ can be obtained.

Because AF is the only variable with missing values in our data (n=272), we consider the data including age at diagnosis, BMI, diagnosis group, risk group, FS. Based on each imputation data, we calculate the Cumulative Incidence Function (CIF) for constant exponential model, two or three piecewise exponential model using the method. Then, the methods described in Appendix were applied to the imputed data sets for each group, AR and NR, and both groups combined. Then, based on the likelihood ratio test, the corresponding p-value for group effect for the variable AF is 0.014 (median of $m = 20$ imputations). On the other hand, the p-value without imputation is 0.020. The results with imputation seem to be little bit more sensitive for the group effect in AF compared to that without imputation. Note that not using the illness/death model as proposed and, instead, using logistic regression, without imputation, the group effect was only marginally significant (p=0.065). Thus, the approach base on illness/death model led to a better understanding of this data and motivated the current development. A summary of the results is given in Table 3b. The cumulative incidence function (CIF) was derived for exponential and piecewise exponential models for the imputed data using the above regressions model and SAS procedure (PROC MI, with $m=5$, 10 and 100 imputations) and were compared to those based on the original data (without imputation).

In Table 3b, the group effects are reported for both data without imputation and with imputation for $m=5$, 20 and 100. For imputed data, we reported the p-values of group effect as mean, minimum, maximum, and median. A comparison of cumulative incidence rates can be found in Figure 4.

| Parameter-1 | Without Imputation | With Imputation (MI) |
|-------------|---------------------|----------------------|
| m=5         | 0.0199              | 0.0125 0.0121 0.0098 0.0187 |
| m=20        | 0.0180 0.0138 0.0098 0.0561 |
| m=100       | 0.0160 0.0123 0.0051 0.0696 |
| Parameter-2 | m=5 | 0.0118 | 0.0082 | 0.0077 | 0.0063 | 0.0126 |
|-------------|-----|--------|--------|--------|--------|--------|
| m=20        |     | 0.0120 | 0.0091 | 0.0063 | 0.0397 |
| m=100       |     | 0.0105 | 0.0080 | 0.0031 | 0.0487 |
| Parameter-3  |     |        |        |        |        |
| m=5         | 0.0782 | 0.0564 | 0.0519 | 0.0469 | 0.0805 |
| m=20        |     | 0.0743 | 0.0621 | 0.0469 | 0.1983 |
| m=100       |     | 0.0656 | 0.0565 | 0.0206 | 0.2164 |

**Figure 4:** Cumulative Incidence Comparison for AF Based on Original Data and Imputed Data (Using the mean of intensity estimates) Corresponding to \( m = 5, 20 \) and 100.

Note: The lines for \( m = 5 \) and 20 are almost overlapped.

**Simulation Study**

To assess the performance of the imputation approach we conducted simulation studies as described below.

The primary focus is on assessing the performance of imputing AF in Anthracycline Cardiac Toxicity data for comparing the cumulative incidences of cardiac toxicity in the illness-death model as discussed above. The detail steps are described as follows.
Step 1: From Table 3a it is clear that log(AF) values are associated with the risk group (AR and NR), diagnosis group (Sarcomas vs. others), Age, FS, and BMI and using the equation (4.1) we first filled all the missing values of AF with the mean predicted values and obtained a complete copy of the data set.

Step 2: Then, for simulation studies we first created four subgroups:

Group 1: The patients which are in AR group diagnosed with Sarcomas (sample size \( n_1 \))

Group 2: The patients which are in AR group diagnosed with other cancers (sample size \( n_2 \))

Group 3: The patients which are in NR group diagnosed with Sarcomas (sample size \( n_3 \))

Group 4: The patients which are in NR group diagnosed with other cancers (sample size \( n_4 \))

Now to keep the covariance structure consistent with the observed data the sample mean and variance-covariance matrix were obtained for the variables LAF=log(AF), FS, Age, BMI and LTime=log(Time), where Time is the length of follow-up from diagnosis to the time of survey and the individual can be in one of the three states as shown in Figure 2.

Step 3: (Generate multi-normal data by group): Generate a sequence of random vectors, (LAF, FS, Age, BMI, LTime)\(_j\), \( j = 1, \ldots, n_i \), from multi-normal distribution for Group \( i \) (\( i = 1, 2, 3, 4 \)). That is, we assumed that,

\[
(LAF, FS, Age, BMI, LTime) \sim i. i. d. \ MVN(\nu_i, \Sigma_i) \text{ for } j = 1, 2, \ldots, n_i, i = 1, 2, \ldots, 4
\]

where \( n_1 = n_2 = n/3 \) and \( n_3 = n_4 = n/6 \) for \( n = 180, 240, \) or 300 (the sample sizes for three simulation studies) and \( \nu_i \) and \( \Sigma_i \) are the sample mean vector and covariance matrix. In this simulation study we used unequal samples size to reflect higher proportion of At-risk survivors in our cohort.

Note: We noticed the means of FS and LAF were significantly low (high) for Group 1 which would have led to highly significant p-values for comparing the two groups (AR vs. NR). Therefore, we adjusted the mean values for these two variables in the simulation studies as follows:

| Mean of FS and LAF in Anthracycline Cardiac Toxicity data |
|----------------------------------------------------------|
| Group |

15
Step 4: (Incomplete Data in AF): From the sample size generated in Step 2, we randomly deleted R\% (R=20 or 30) of AF values, and got incomplete data with sample sizes \((100-R)\%n\).

Step 5: (Imputed data): Using SAS procedure PROC MI with FCS option we imputed AF values and obtained a complete copy of the data set.

Step 6 (Calculate p-value for group Effect): For the one parameter exponential distribution, the p-values for group effect (comparing AR with NR) were obtained using likelihood ratio test for complete (originally generated), incomplete and imputed data set.

Step 7: The imputation process (Step 5) was repeated 20 times to obtain 20 copies of complete data sets, which resulted in 20 p-values. A description of the p-values in terms of mean, median, minimum, and maximum is summarized in Table 4.

Step 8: Steps 2 – 7 were repeated 10 times to assess the performance of the imputation approach on 10 independently generated data sets. The results of the simulation study are summarized in Table 4.

From Table 4, it is seen that, in general, the median of the p-values is much closer to the p-value obtained from the complete data compared to those obtained from the incomplete data. However, there are some extreme situations where the results from the complete data and those obtained from imputations and incomplete data are not in agreement and this could be due to chance that more observations were deleted from a particular group and the regression is not able to completely exploit the underlying correlation structure. For example, for the 4th simulation, when the sample size is 180 and 30% observations are imputed the p-value for the complete data set is 0.007 but those corresponding to incomplete data and imputed data are 0.059 and 0.469, respectively. This clearly suggests that the manner in which data are generated and the observations are randomly deleted might have changed the underlying structure particularly those who are in the AR and NR.
groups. However, for larger sample size (n=300) we see that in all simulations the median p-value based on imputation is much closer to the p-value obtained from the complete data. Thus, it is clear that with imputation approach we are able to exploit the underlying correlation structure and obtain nearly unbiased conclusions.

Table 4. p-values for Group Effects using Likelihood Ratio Test

| n   | R% | Simulation # | Complete Data | Incomplete Data | Imputed Data (p-values) |
|-----|----|--------------|---------------|----------------|-------------------------|
|     |    |              | p-value       | p-value        | Median     | Min   | Max   | Mean   | SD   |
| 180 | 20 | 1            | <.001         | <.001          | <.001      | <.001 | 0.011 | 0.001  | 0.003 |
|     |    | 2            | 0.285         | 0.322          | 0.256      | 0.127 | 0.628 | 0.300  | 0.143 |
|     |    | 3            | 0.004         | 0.019          | 0.006      | 0.002 | 0.014 | 0.006  | 0.003 |
|     |    | 4            | 0.007         | 0.057          | 0.025      | 0.003 | 0.202 | 0.045  | 0.050 |
|     |    | 5            | 0.003         | 0.003          | 0.004      | <.001 | 0.025 | 0.007  | 0.008 |
|     |    | 6            | <.001         | 0.001          | 0.005      | <.001 | 0.073 | 0.011  | 0.016 |
|     |    | 7            | 0.013         | 0.031          | 0.020      | 0.002 | 0.088 | 0.027  | 0.027 |
|     |    | 8            | 0.761         | 0.937          | 0.770      | 0.539 | 0.995 | 0.801  | 0.135 |
|     |    | 9            | 0.007         | 0.001          | <.001      | <.001 | 0.100 | 0.008  | 0.024 |
|     |    | 10           | 0.011         | 0.099          | 0.026      | 0.004 | 0.191 | 0.045  | 0.053 |
| 180 | 30 | 1            | <.001         | 0.130          | 0.004      | <.001 | 0.091 | 0.015  | 0.027 |
|     |    | 2            | 0.285         | 0.002          | 0.035      | 0.005 | 0.130 | 0.046  | 0.037 |
|     |    | 3            | 0.004         | 0.003          | <.001      | <.001 | 0.003 | <.001  | 0.001 |
|     |    | 4            | 0.007         | 0.059          | 0.469      | 0.115 | 0.889 | 0.493  | 0.230 |
|     |    | 5            | 0.003         | 0.033          | 0.314      | 0.022 | 0.935 | 0.330  | 0.253 |
|     |    | 6            | <.001         | 0.040          | 0.001      | <.001 | 0.060 | 0.007  | 0.015 |
|     |    | 7            | 0.013         | 0.262          | 0.008      | <.001 | 0.090 | 0.020  | 0.026 |
|     |    | 8            | 0.761         | 0.003          | 0.035      | 0.003 | 0.150 | 0.050  | 0.044 |
|     |    | 9            | 0.007         | 0.005          | <.001      | <.001 | 0.032 | 0.005  | 0.009 |
|     |    | 10           | 0.011         | 0.250          | 0.140      | 0.011 | 0.372 | 0.140  | 0.100 |
| 240 | 20 | 1            | <.001         | <.001          | <.001      | <.001 | 0.003 | <.001  | 0.001 |
|     |    | 2            | 0.087         | 0.075          | 0.087      | 0.011 | 0.248 | 0.094  | 0.072 |
|     |    | 3            | 0.020         | 0.041          | 0.040      | 0.003 | 0.117 | 0.043  | 0.026 |
|     |    | 4            | 0.011         | 0.005          | 0.007      | <.001 | 0.086 | 0.017  | 0.022 |
|     |    | 5            | 0.002         | 0.016          | 0.009      | 0.001 | 0.74  | 0.025  | 0.060 |
|     |    | 6            | <.001         | <.001          | <.001      | <.001 | 0.001 | <.001  | <.001 |
|     |    | 7            | 0.001         | 0.001          | 0.001      | <.001 | 0.008 | 0.001  | 0.002 |
|     |    | 8            | 0.221         | 0.390          | 0.347      | 0.109 | 0.933 | 0.388  | 0.197 |
|     |    | 9            | 0.001         | <.001          | <.001      | <.001 | 0.003 | 0.001  | 0.001 |
|     |    | 10           | <.001         | 0.001          | <.001      | <.001 | 0.033 | 0.002  | 0.007 |

|     |    | 1            | <.001         | <.001          | <.001      | <.001 | <.001 | <.001  | <.001 |
| 240 | 30  | 2   | 0.087 | 0.327 | 0.105 | 0.102 | 0.499 | 0.154 | 0.141 |
|-----|-----|-----|-------|-------|-------|-------|-------|-------|-------|
| 3   | 0.020 | 0.107 | 0.233 | 0.104 | 0.010 | 0.005 | 0.038 |
| 4   | 0.011 | 0.028 | 0.011 | 0.001 | 0.140 | 0.027 | 0.033 |
| 5   | 0.002 | 0.014 | 0.008 | <.001 | 0.042 | 0.011 | 0.013 |
| 6   | <.001 | <.001 | <.001 | <.001 | 0.004 | 0.001 | 0.001 |
| 7   | 0.001 | 0.002 | 0.001 | <.001 | 0.081 | 0.011 | 0.022 |
| 8   | 0.221 | 0.121 | 0.041 | 0.004 | 0.201 | 0.051 | 0.047 |
| 9   | 0.001 | 0.019 | 0.012 | 0.001 | 0.079 | 0.022 | 0.026 |
| 10  | <.001 | 0.005 | 0.015 | <.001 | 0.159 | 0.041 | 0.054 |

| 300 | 20  | 1   | <.001 | <.001 | <.001 | <.001 | 0.001 | <.001 | <.001 |
|-----|-----|-----|-------|-------|-------|-------|-------|-------|-------|
| 2   | 0.268 | 0.107 | 0.155 | 0.023 | 0.809 | 0.212 | 0.184 |
| 3   | 0.026 | 0.011 | 0.014 | 0.001 | 0.077 | 0.022 | 0.022 |
| 4   | <.001 | <.001 | <.001 | <.001 | 0.003 | <.001 | 0.001 |
| 5   | <.001 | 0.001 | 0.001 | <.001 | 0.005 | 0.001 | 0.002 |
| 6   | <.001 | 0.028 | 0.007 | 0.001 | 0.056 | 0.014 | 0.015 |
| 7   | 0.001 | 0.003 | 0.002 | <.001 | 0.016 | 0.004 | 0.005 |
| 8   | 0.107 | 0.193 | 0.118 | 0.031 | 0.370 | 0.148 | 0.098 |
| 9   | <.001 | 0.001 | 0.002 | <.001 | 0.017 | 0.004 | 0.005 |
| 10  | 0.001 | 0.013 | 0.007 | 0.001 | 0.336 | 0.047 | 0.090 |

| 300 | 30  | 1   | <.001 | <.001 | <.001 | <.001 | <.001 | <.001 | <.001 |
|-----|-----|-----|-------|-------|-------|-------|-------|-------|-------|
| 2   | 0.268 | 0.759 | 0.383 | 0.078 | 0.889 | 0.389 | 0.231 |
| 3   | 0.026 | 0.024 | 0.019 | 0.003 | 0.103 | 0.032 | 0.026 |
| 4   | <.001 | 0.003 | <.001 | <.001 | 0.007 | 0.001 | 0.002 |
| 5   | <.001 | 0.009 | 0.001 | <.001 | 0.056 | 0.006 | 0.013 |
| 6   | <.001 | 0.015 | 0.003 | <.001 | 0.042 | 0.009 | 0.014 |
| 7   | 0.001 | 0.015 | 0.003 | <.01 | 0.022 | 0.002 | 0.006 |
| 8   | 0.107 | 0.169 | 0.110 | 0.007 | 0.620 | 0.142 | 0.142 |
| 9   | <.001 | <.001 | <.001 | <.001 | 0.003 | <.001 | 0.001 |
| 10  | 0.001 | 0.002 | 0.003 | <.001 | 0.114 | 0.015 | 0.027 |

**Discussion**

In this paper, we have employed a well-established methodology of illness-death/Failure model and imputed the missing observations for a phase IV clinical trial study as an example. Although, we assumed a very simple parametric model, it is straightforward to expand to other parametric or semi-parametric models. From a clinician’s point of view the simple approaches such as log rank test and KM survival curves are most commonly used and understood. However, in the setting of interval censored data the approach proposed here is simple to use and can be implemented easily to estimate fixed-time cumulative incidence function with or without imputation.
When studying the long-term effects of treatment, there can be multiple unwanted events identified at the time of observation. Some of these events can be competing and others are not correlated. This leads to multivariate time-to-event data. One simple approach is to study the incidence of first event and then incidence of specific event. In our example, cardiotoxicity measures included abnormal AF and FS but there are some other measures to evaluate cardiotoxicity. For some reason, not all patients had both measures and the models based on bi-variate time-to-event outcomes would include only those patients who have data on both outcomes and this would reduce the sample size and potentially ignore important information. Based on this consideration, the multivariable regression method was used to impute the missing observations and to apply the parametric method to the imputed data and compare the results with those obtained without imputation.

As stated before, the problem of evaluating possible toxic effects of cancer therapies in a Phase IV trial setting is an important problem. Among the many issues in such studies, missing data is a key aspect that can influence the inferences. It is also important to understand the nature of impact of missing data on the analysis and the interpretation of the study data. Also note that imputation increases the sample size, and thus increases statistical power to detect the same effect size. But if the model assumptions are not correct, the inference may not be valid. Thus, it is recommended to report the p-values with and without imputation. However, with higher absolute correlations between two outcome measures (the primary outcome measure, AF, with higher missing and the secondary outcome measure, FS, with little or no missing), produced efficient results, a rigorous simulation study with different amount of correlations between two outcome measures, amount of missing and model uncertainty is underway to consider this aspect and will be reported elsewhere; this is along the lines our work for a randomized clinical study.

The study involved all the patients visiting the clinic in a pre-specified time frame (such as 1 year of accrual) and represents a somewhat unbiased survey of patients. Since the outcome measure may depend on disease type, an almost equal allocation was used to enroll patients. It has been reported in Hudson et al. that the prevalence depends on disease type; hence it will be another research direction to adjust the sampling allocation and variability due to sampling and modeling for generalizing the results for the entire patient population.

Another limitation of this study is that this is a cross-sectional survey to estimate the long-term effect of cardiotoxicity of the primary treatment of cancer. Dodge defined cross-sectional survey “A method of data collection whereby a battery of questions is asked of participation at one single point or in a relatively small interval of time. Inferences about a population must be anchored to the time period in which the sample was taken. Data from cross-sectional surveys are typically unable to be used to prove the existence of cause-and-effect relationships.” Even though this is based on enrolling consecutive eligible patients in a very homogeneous environment (St. Jude Children’s Hospital treats patients without charge to patients), effect of this limitation is minimized but cannot be reduced to zero. Generalization of the results to a general population should be done with caution.
Conclusions

Based on simulation output, it is suggested that the results obtained by imputing the missing values using regression methods are significantly more efficient than those obtained without imputation. It is recommended to carefully impute missing values in certain dataset in order to retain most of the information from the incomplete cases.
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Appendix

A1: Details of the Likelihood Approach

Due to the actual time of onset of abnormality, \( U \), is not known, the observed quantity for each patient includes the observation time, \( T \), and two indicators of status, \( \delta \) and \( \gamma \), at the time of survey, where \( \delta \) is an indicator of patient alive with no cardiac failure or dead/cardiac failure, and \( \gamma \) is an indicator of patient with a normal or abnormal value. Let \( t_i \) be the observation time (death, cardiac failure or survey) for the \( i^{th} \) subject. That is,

\[
\delta_i = \begin{cases} 
1, & \text{if unit } i \text{ dead or cardiac failure at time } t_i \\
0, & \text{if unit } i \text{ alive and no cardiac failure at time } t_i 
\end{cases}
\]

and

\[
\gamma_i = \begin{cases} 
1, & \text{if unit } i \text{ with abnormal value at time } t_i \\
0, & \text{if unit } i \text{ with normal value at time } t_i 
\end{cases}
\]

The simplified forms of intensities \( \lambda_i(t) = \lambda_i \) for \( i = 1 \) or \( 2 \) and \( \lambda_3(t|u) = \lambda_3 \) lead to \( Q(t) = e^{-\lambda_i t} \) for \( i = 1 \) or \( 2 \), \( Q_3(t|u) = e^{-\lambda_3(t-u)} \) and \( Q(t) = e^{-(\lambda_1+\lambda_2) t} \). We derive the corresponding likelihood contributions from \( L_i(t) \) to \( L_4(t) \) for the four observation types in Table 2 and then the log-likelihood function as follows

\[
l(\lambda_1, \lambda_2, \lambda_3) = \sum_{i=1}^{n} a_i [\log \lambda_2 - (\lambda_1 + \lambda_2) t_i] - \sum_{i=1}^{n} b_i (\lambda_1 + \lambda_2) t_i \\
+ \sum_{i=1}^{n} c_i [\log \lambda_1 + \log \lambda_3 - \log(\lambda_1 + \lambda_2 - \lambda_3) + \log(e^{-\lambda_3 t_i} - e^{-(\lambda_1+\lambda_2) t_i})] \\
+ \sum_{i=1}^{n} d_i [\log \lambda_1 - \log(\lambda_1 + \lambda_2 - \lambda_3) + \log(e^{-\lambda_3 t_i} - e^{-(\lambda_1+\lambda_2) t_i})],
\]

where \( a_i = \delta_i(1-\gamma_i), b_i = (1-\delta_i)(1-\gamma_i), c_i = \delta_i \gamma_i \) and \( d_i = (1-\delta_i) \gamma_i \) are the indicators corresponding to observation type 1 to type 4 in Table 2. Then the maximum likelihood estimators \( \hat{\lambda}_1, \hat{\lambda}_2 \) and \( \hat{\lambda}_3 \) of \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) are derived from the following equations:

\[
\begin{align*}
\frac{D_3 + D_4}{\lambda_1} - \frac{D_3 + D_4}{\lambda_1 + \lambda_2 - \lambda_3} - T_2 + \sum_{i=1}^{n} \frac{(c_i + d_i) t_i}{e^{(\lambda_1 + \lambda_2 - \lambda_3) t_i} - 1} &= 0 \\
\lambda_2 &= \frac{D_1}{D_3 + D_4} \lambda_1 \\
\lambda_3 &= \frac{T_1 \lambda_1 - D_3 - D_4}{\lambda_1}
\end{align*}
\]

where

\[
\begin{align*}
D_1 &= \sum_{i=1}^{n} a_i, D_2 = \sum_{i=1}^{n} b_i, D_3 = \sum_{i=1}^{n} c_i, D_4 = \sum_{i=1}^{n} d_i \\
T_1 &= \sum_{i=1}^{n} (a_i + b_i + c_i + d_i) t_i \text{ and } T_2 = \sum_{i=1}^{n} (a_i + b_i) t_i.
\end{align*}
\]
It is further extended to the model to allow the intensity $\lambda_1$ with piecewise constant$^2$. Assume two
intervals: less than $t_c$ years and above $t_c$ (including $t_c$) years (say, $t_c = 5$) and let these two rates
be $\lambda_{11}$ and $\lambda_{12}$. Then the log-likelihood function is derived as

$$l(\lambda_{11}, \lambda_{12}) = \sum_{i=1}^{n} \left[ b_i \log L_2 (t_i) + d_i \log L_4 (t_i) \right]$$

$$= \sum_{i \in S_1} \left[ -b_i t_i \lambda_{11} + d_i \log (1 - e^{-t_i \lambda_{11}}) \right] + \sum_{i \in S_2} \left[ -b_i [t_c \lambda_{11} + (t_i - t_c) \lambda_{12}] + d_i \log (1 - e^{-t \lambda_{12} - (t_i - t_c) \lambda_{12}}) \right],$$

for a special case with no deaths/cardiac failures, that is, $a_i = c_i = 0$, $\lambda_2 = \lambda_3 = 0$, where $S_1 = \{i: t_i < t_c\}$ and $S_2 = \{i: t_i \geq t_c\}$. Hence, the estimates of $\lambda_{11}$ and $\lambda_{12}$ can be derived easily from
following score equations

$$\sum_{i \in S_1} b_i t_i - \sum_{i \in S_1} \frac{d_i t_i}{e^{\lambda_{11} t_i} - 1} + \sum_{i \in S_2} b_i t_c - \sum_{i \in S_1} \frac{d_i t_c}{e^{\lambda_{11} t_c + (t_i - t_c) \lambda_{12}} - 1} = 0$$

$$\sum_{i \in S_2} b_i (t_i - t_c) - \sum_{i \in S_2} \frac{d_i (t_i - t_c)}{e^{\lambda_{11} t_c + (t_i - t_c) \lambda_{12}} - 1} = 0.$$

For a general model with piecewise constants in parameter $\lambda_1$, the log-likelihood function is

$$l(\lambda_{11}, \lambda_{12}, \lambda_2, \lambda_3) = \sum_{i=1}^{n} \left[ a_i \log L_1 (t_i) + b_i \log L_2 (t_i) + c_i \log L_3 (t_i) + d_i \log L_4 (t_i) \right],$$

where $L_1 (t) = \lambda_2 Q(t)$, $L_2 (t) = Q(t)$, $L_4 (t) = L_3 (t) / \lambda_3$ and if $t < t_c$,

$$L_3 (t) = \frac{\lambda_{11} \lambda_3}{\lambda_{11} + \lambda_2 - \lambda_3} e^{-\lambda_3 t} (1 - e^{-(\lambda_{11} + \lambda_2 - \lambda_3) t})$$

if $t \geq t_c$,

$$L_3 (t) = \frac{\lambda_{11} \lambda_3}{\lambda_{11} + \lambda_2 - \lambda_3} e^{-\lambda_3 t_c} (1 - e^{-(\lambda_{11} + \lambda_2 - \lambda_3) t_c})$$

$$+ \frac{\lambda_{12} \lambda_3}{\lambda_{12} + \lambda_2 - \lambda_3} e^{-(\lambda_{11} - \lambda_{12}) t_c - \lambda_3 t_c} (e^{-(\lambda_{12} + \lambda_2 - \lambda_3) t_c} - e^{-(\lambda_{12} + \lambda_2 - \lambda_3) t_c}),$$

in which $Q_1 (t) = e^{-\lambda_1 t}$ if $t < t_c$ , and $Q_1 (t) = e^{-(\lambda_{11} - \lambda_{12}) t_c - \lambda_1 t_c} e^{-(\lambda_{12} + \lambda_2 - \lambda_3) t_c} - e^{-(\lambda_{12} + \lambda_2 - \lambda_3) t_c}$ if $t \geq t_c$; $Q_2 (t) = e^{-\lambda_2 t}$, $Q_3 (t | u) = e^{-\lambda_3 (t-u)}$ and $Q (t) = Q_1 (t) Q_2 (t)$. Based on the log-likelihood equation, the
maximum likelihood estimates of $\lambda_{11}, \lambda_{12}, \lambda_2$ and $\lambda_3$ can be computed from the score equations
using numerical method. It is similar to derive the likelihood function for exponential model if $\lambda_1$ has three or more pieces.