Lane alignment characteristics in massively parallel Ethernet-based transmission systems
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Abstract: We have proposed the 10 Tbps class dynamic bandwidth flexible Ethernet-based massively parallel media access control (MAC) system; “Dynamic MAC”. The dynamic MAC requires up to 400 lanes parallel transmission and up to 10 ms skew canceling. Therefore, lane alignment among 400 lanes should be established. In this paper, numerical analysis results of lane alignment characteristics; alignment time and link-up time of the dynamic MAC system, are presented.
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1 Introduction

We have proposed a dynamic media access control (MAC) concept [1, 2]. The dynamic MAC will provide 10 Tbps class network interface with spatial division multiplexing (SDM) technologies. We have determined 25 Gbps granularity in the dynamic MAC which covers 25 Gbps in 1 lane to 10 Tbps in 400 lanes. 400 lanes will be transported over single core, multiple cores, multiple fibers, and multiple route transmission systems. In the multiple routes case, large transmission delay variations among lanes (i.e. skew) should be cancelled. Current standard Ethernet supports in principle maximum 108 µs skew cancelling (de-skew) with single core transmission. We have determined that the dynamic MAC should be challenged to realize maximum 10 ms de-skew in the multiple route transmission case. In [2], we have introduced a hierarchical round-robin mapping scheme between a MAC layer and a physical coding sublayer (PCS). Therefore, alignment among 400 PCS lanes with maximum 10 ms de-skew should be designed. Current standard Ethernet uses periodical alignment marker (AM) insertion method for aligning lanes and canceling skew. The dynamic MAC also uses the AM insertion method. In this paper, numerical analysis results of AM-based lane alignment characteristics; alignment time and link-up time of the dynamic MAC system, are presented.

2 Design of the alignment marker for the dynamic MAC

The standard Ethernet inserts one 64-bit AM block in every 16,384 64-bit blocks. The AM contains a 24-bit lane indicator (ID), 8-bit bit interleaved parity (BIP-8), and 32-bit inverted first 32-bit pattern for keeping the direct-current balance. 16,384 blocks are corresponding to about 216 µs in the 100GE (20 PCS lanes and 25 Gbps×4 transmission lanes). Therefore, maximum 108 µs skew can be canceled, and 20 PCS lanes can be aligned with in double AM interval time even in the not good transmission quality (e.g. bit error rate (BER) = 10^-5 without forward error correction) condition. We should extend up to 400 PCS lanes and 10 ms de-skew. Extend the number of lanes will cause extension of the alignment time. To realize the 10 ms de-skew, two possible AM-based lane alignment procedure candidates are evaluated. One is extent the AM insertion interval time from 216 µs to 216×256=55,296 µs (method #1). This leads 27 ms de-skew capability. Second is modify the AM lane ID from 24-bit ID to 16-bit ID with 8-bit counter value (method #2). The AM insertion interval is 216 µs, but it has the effect of equivalently multiplying the AM insertion period by 256. In this paper, we do not discuss with the hardware amount and complexity of the AM insertion method,
only lane alignment characteristics of two methods will be discussed.

3 Numerical evaluation of two alignment methods

Ethernet uses 64B66B coding for physical transmission. Therefore, it is necessary to search for a specific 64-bit AM pattern in the received 66-bit block sequence to all lanes with bit error circumstances. A cross-correlation detector is commonly used to find specific patterns [3]. The frame alignment timing parameters of this AM search process and furthermore alignment procedure are estimated as a probability generating function (PGF) [4]. Let \( l, n, c, k, \) and \( BER \) denote the length of AM, the interval of AM, the number of forward protection steps, the number of lanes, and bit error ratio, respectively. The AM search process compares blocks up to \( n \) times and ends when the AM is found. The signal transfer function \( \tau(z) \) of this process can be obtained by Eq. (1) [4].

\[
\tau(z) = \frac{(1-P_s)^{n-1} z}{(1-P_d)^{n-1}}
\]  

Where, \( P_s \) is a probability of marking non-AM blocks as AM when the bit sequence of regular blocks happens to be the same as AM (=1/2^l), and \( z \) is a dummy variable. The PGF of the alignment process \( P_{RF}(z) \) that combines both search and confirmation processes is expressed by Eq. (2) [4].

\[
P_{RF}(z) = \frac{P_d \tau(z) z^{c-1}}{1-(1-P_d)\tau(z)z^{c-1}z^{-1}}
\]

Where, \( P_d \) is a probability of correctly detecting AM without any bit error \((=1−BER)^l\). From Eq. (2), a probability \( p_{RF}(t) \) that the alignment completes at time \( t \) is calculated as Eq. (3). The unit of the time \( t \) is the AM interval.

\[
p_{RF}(t) = \frac{p_{RF}^{(0)}(z)}{t!}
\]

Where \( (t) \) denotes \( t \)-th differentiating. Eq. (3) can provide an alignment time distribution in a single lane \((k=1)\) case. A probability \( q_{RF}(t) \) that the alignment is completed by time \( t \) in a single lane is provided by Eq. (4).

\[
q_{RF}(t) = p_{RF}(0) + p_{RF}(1) + \cdots + p_{RF}(t) = \sum_{u=0}^{t} p_{RF}(u)
\]

Eq. (4) should be expanded to the \( k \)-lane case. Let \( p_{RF}(i,t) \) denotes as a probability that \( i \)-th lane alignment is completed at time \( t \). A probability \( p_{RF}'(t) \) that alignment of all \( k \) lanes is completed at time \( t=0 \) is expressed by Eq. (5).

\[
p_{RF}'(0) = p_{RF}(1,0) \times p_{RF}(2,0) \times \cdots \times p_{RF}(k,0)
\]

We can assume that all lane alignments are independent events. Therefor Eq. (5) can be rewritten as following:

\[
p_{RF}'(0) = p_{RF}(0)^k
\]

In the same way, we can get a probability \( q_{RF}'(t) \) that all \( k \) lanes are aligned by time \( t \) is expressed by Eq. (7).

\[
q_{RF}'(t) = q_{RF}(1,t) \times q_{RF}(2,t) \times \cdots \times q_{RF}(k,t) = q_{RF}(t)^k
\]

Finally, a probability \( p_{RF}'(t) \) can be got as following:

\[
p_{RF}'(t) = q_{RF}'(t) - q_{RF}'(t-1)
\]
\[
= \left( \sum_{u=0}^{t} p_{RF}(u) \right)^k - \left( \sum_{u=0}^{t-1} p_{RF}(u) \right)^k
\]  
(8)

Eq. (8) gives the alignment time distribution when the number of lanes is massive.

To calculate Eq. (8) as parameters \(l, c, n, \) and \(k,\) a Python library for symbolic mathematics “SymPy” [5] is applied. Figure 1 shows the alignment time distribution under \(k = 1, 20,\) and \(400,\) BER =10\(^{-3}\), 10\(^{-5}\), and 10\(^{-10}\) conditions. The average alignment time from Fig. 1 is shown in Table 1. Parameters are set to \(l =48,\) \(c =2,\) and \(n =16,384.\) Note that \(l =48\) corresponds to 24-bit lane ID and 24-bit inverted lane ID, and the unit of time axis in Fig. 1 is the AM insertion interval. In case of \(k = 20\) in Fig. 1(a) means that the alignment complete after two AM intervals with a probability of 90.8%. Fig. 1(a) and Fig. 1(b) show that the alignment time distribution shifts to the right in the high-error environment. When BER=10\(^{-3}\), the average alignment time of \(k =400\) was 1.6 times higher than of \(k =20.\) When BER=10\(^{-5}\), this was reduced to 1.2 times. We can confident that 400 lanes can be applicable in the actual field. Under good transmission conditions (i.e. BER=10\(^{-10}\), the average alignment time is almost the same in all \(k\) cases.

![Graphs showing alignment time distribution under different BER conditions](image)

**Fig. 1.** Alignment time distribution under different BER. (a) BER=10\(^{-3}\). (b) BER=10\(^{-5}\). (c) BER=10\(^{-10}\).

**Table 1.** Average alignment time under different BER.

| \(k\) | BER=10\(^{-3}\) | BER=10\(^{-5}\) | BER=10\(^{-10}\) |
|------|-----------------|-----------------|-----------------|
| 1    | 2.150           | 2.001           | 2.000           |
| 20   | 3.667           | 2.029           | 2.000           |
| 400  | 5.765           | 2.494           | 2.000           |

To evaluate the two alignment methods, parameter \(n =16,384 \times 256 =\)
4,194,304 should be applied to the method #1. While SymPy can evaluate a floating-point expression with arbitrary precision, calculating derivatives and factorials is time-consuming, making it challenging to calculate Eq. (8) when \( n \) is large. Therefore, we used the finite difference approximation [6] to derivatives to perform calculations quickly at the cost of certain errors. We evaluated the error of the approximate solution in the case of \( l = 48, c = 2, n = 16,384 \), and \( BER = 10^{-5} \), from \( t = 2 \) to \( 11 \). As a result, maximum 4.2 \% relative error was obtained at \( t = 11 \). Note that \( p_{RR}(11) = 1.3 \times 10^{-16} \). This means that the approximation may not cause a critical calculation error. Figure 2 shows the evaluation of the alignment time distribution for the two methods. The values of both graphs are almost identical within three significant digits. However, the horizontal axis of method #1 is multiplied by 256 to keep the alignment time scale the same for methods #1 and #2.

![Fig. 2. Alignment time distribution in proposed de-skew methods (BER=10^{-5}). (a) Distribution in the method #1 (\( n = 4,194,304 \)). (b) Distribution in the method #2 (\( n = 16,384 \)).](image)

As shown in Fig. 2, the method #2 was able to reduce the alignment time to 1/256 compared to the method #1. This means that the method #2 can reduce the expected link-up time which can be calculated as skew value for waiting time in buffer plus the expected lane alignment time. Here, the link-up is defined as a situation where 400 PCS lanes are synchronized and the upper sublayer can work. Under good transmission conditions, the expected alignment time of each method is 512 (=2×256) AM time (110.592 ms) and 2 AM time (432 \( \mu s \)), respectively. Therefore, the method #2 can reduced by nearly 110 ms compared to the method #1. Under condition of \( BER=10^{-5} \), the difference expanded to 137 ms; [skew + 137.9 ms] vs. [skew + 540 \( \mu s \)].

4 Conclusion

We evaluated the two alignment methods for 400 lane dynamic MAC systems. It was confirmed that the alignment time of all 400 lanes was within 2.5 AM time (540 \( \mu s \)) on average under condition of \( BER=10^{-5} \). The method #2 provides faster link-up time (actually around 540 \( \mu s \) plus skew; max. 10 ms) than the method #1.
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