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Abstract – The Landauer principle describes the minimum heat produced by an information-processing device. Recently a new term has been included in the minimum heat production: it is called conditional entropy and takes into account the microstates content of a given logic state. Usually this term is assumed to be zero in bistable symmetric systems thanks to the strong hypothesis used to derive the Landauer principle. In this paper we show that conditional entropy can be nonzero even for bistable symmetric systems and that it can be expressed as the sum of three different terms related to the probabilistic features of the device. The contribution of the three terms to conditional entropy (and thus to the minimum heat production) is then discussed for the case of bit reset.
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Introduction. – The Landauer principle [1] expresses a quantitative relation for the minimum heat produced by a computing device during information processing. Its simplest formulation states that “at least \( K_b T \ln 2 \) of heat must be produced to reset one bit in binary symmetric systems”. However, the simplicity is only apparent. To understand the full implications of the Landauer principle, a whole new field called “thermodynamics of information” [2] was developed by merging together stochastic thermodynamics [3,4], fluctuation theorems [5,6], Fokker-Planck equation [7–9] and information theory [10,11]. Its two main targets are: 1) give a rigorous derivation of observables [12–16] to test with experiments [17–19]; 2) study Szilard engines [20] and, more generally, the connection between information and thermodynamics [21–23]. Within the second scope, a more sophisticated formulation of the Landauer principle has been recently proposed [24,25] which takes into account the role of conditional entropy [10,11] to relate Shannon and Gibbs entropy. In these works, the role of conditional entropy has been emphasized in the presence of asymmetric bistable systems. In this paper we show that asymmetry is not a necessary condition and that conditional entropy can significantly affect the minimum heat production even for symmetric devices. To see this point, we consider a computing device as a generic physical system with an Avogadro number \( N \) of degrees of freedom (DOF). Those are classified in two categories: one DOF is chosen to characterize the relevant system dynamic and the computation process, while the remaining \( N - 1 \) DOFs behave as a thermal bath at constant temperature \( T \). The dynamic-relevant DOF is labeled \( x \) and, by construction, it can assume a large number of values, each corresponding to one different microstate of the system. The set of possible \( x \) values, \( \Omega \), is the ensemble of all the microstates of the device. Because of the thermal bath, \( x \) fluctuates and we can define \( P(x) \), the probability density function (PDF) of \( x \). The thermodynamic Gibbs entropy [26] of the system is then defined as

\[
S_G = -K_b \int_{\Omega} P(x) \ln P(x) \, dx, \tag{1}
\]

where \( K_b \) is the Boltzmann constant. By assuming that \( P(x) \) depends also on time, eq. (1) becomes the time-dependent extension to the Gibbs entropy [5].

To encode \( n \) different logic states in the device, \( \Omega \) is divided in \( n \) nonoverlapping subsets \( \Omega_0, \ldots, \Omega_{n-1} \), each one containing the microstates consistent with the given logic state\(^\dagger\). The probability of assuming the \( i \)-th logic state is

\[
P_i = \int_{\Omega_i} P(x) \, dx \tag{2}
\]

\(^\dagger\)There is no unique way to make such division and the particular choice for \( \Omega_0, \ldots, \Omega_{n-1} \) is application dependent.
and the information content of the device is described by the Shannon information entropy [10,11]
\[ S_S = -K_B \sum_{i=0}^{n-1} P_i \ln P_i. \]  
(3)

Gibbs and Shannon entropies are quite similar, however, eq. (2) implies that \( S_G \) is a coarse-grained version of \( S_S \) where the number of internal microstates in each logic state is ignored. The relation between Gibbs and Shannon entropies is provided by [24,25]
\[ S_G = S_S + S_{\text{cond}}, \]  
(4)
where \( S_{\text{cond}} \) is the contribution of the different microstates inside each \( \Omega_i \).

Computation can be seen as an information manipulation performed through a physical transformation of the system. This physical transformation obeys Clausius theorem, \( Q \geq -T \Delta S_G \), where \( Q \) is the amount of heat exchanged with the reservoir\(^2\). Using eq. (4) we obtain
\[ Q \geq -T \Delta S_S - T \Delta S_{\text{cond}}. \]  
(5)
Equation (5) is the generalized Landauer principle [24], where we can recognize a minimum heat production due to information processing \((-T \Delta S_S)\) that can be increased or compensated by the entropy change inside each logic state \((-T \Delta S_{\text{cond}})\).

Up to now, \( \Delta S_{\text{cond}} = 0 \) was explicitly or implicitly assumed for any logic operation performed on bistable symmetric systems [1,12–15,21], while \( \Delta S_{\text{cond}} \neq 0 \) was considered possible only for asymmetric systems [24]. In this paper we show that \( \Delta S_{\text{cond}} \neq 0 \) is also valid for binary symmetric systems and that it contributes significantly to minimum heat production. To prove this fact, we consider a bistable symmetric system and a continuous two-peaked PDF that generalizes the one used in [12–14,17,24]. With this PDF we show that \( \Delta S_{\text{cond}} \) can be expressed as the sum of three different terms connected to the PDF structure. The contribution of the three terms to conditional entropy (and thus to the minimum heat production) is then discussed for the case of bit reset.

**Conditional entropy as the sum of three contributions.** – We assume that our microstates space \( \Omega = [ -\infty, \infty ] \) is split in two subsets \( \Omega_0 = [-\infty, 0[ \) and \( \Omega_1 = ]0, \infty[ \). The physical system is said to encode one bit of information in the 0 or 1 logic state if \( x \in \Omega_0 \) or \( x \in \Omega_1 \), respectively. Probabilities of being in the 0 or 1 logic state are contained in different logic subsets and the energy barrier guarantees state stability for a time shorter than the residence time [27].

If the system is at thermal equilibrium with the reservoir, the associated PDF is given by the canonical distribution [28]:
\[ P(x) = Z^{-1} e^{-\frac{U(x)}{K_B T}}, \]  
(6)
where \( Z^{-1} \) is the partition function. Equation (6) describes a system with equal probability 1/2 of being either in the logical state 0 or in the logical states 1. The corresponding nonequilibrium distribution is usually [12,14,24] represented as
\[ P(x) = P_0 \, 2Z^{-1} e^{-\frac{U(x)}{K_B T}} \Theta(x) + P_1 \, 2Z^{-1} e^{-\frac{U(x)}{K_B T}} \Theta(-x), \]  
(7)
where \( \Theta(x) \) is the Heaviside step function, with \( P_0 \) and \( P_1 \) probabilities of being in the 0 and 1 state, arbitrarily adjusted. Results concerning the Landauer limit and conditional entropy are then derived from eq. (7).

In this paper we assume a different PDF, that includes eq. (7) as a special case, but avoids its discontinuity when \( P_0 \) and \( P_1 \) differ from 1/2. This is not just a mathematical nuisance: for any bistable system left to reach a local equilibrium condition near its minima, the Fokker-Planck equation [7,8] provides continuous \( P(x) \) for continuous \( U(x) \). Most importantly, our approach, at difference with previous results [24], shows that \( \Delta S_{\text{cond}} \) can be different from 0 even for symmetric bistable potentials if the height of the energy barrier becomes comparable with the thermal noise (\( \Delta U \approx K_B T \)).

To identify a more appropriate form of the PDF, we note that any bistable system with a continuous potential and a moderate noise intensity, will generally have \( P(x) \) peaked around \( x_a \) and \( x_b \) and suppressed near the barrier. Based on these considerations we introduce two functions, \( \eta_a(x) \) and \( \eta_b(x) \), single-peaked with maximum approximately at \( x_a \) and \( x_b \), respectively. Their supports are labeled \( \Omega_a \) and \( \Omega_b \), which may not coincide with \( \Omega_0 \) and \( \Omega_1 \). This additional freedom in \( \Omega_a \) and \( \Omega_b \) gives the advantage to choose \( \eta_a \) and \( \eta_b \) without discontinuities of the first kind as in eq. (7). To add to the generality, we allow \( \Omega_a \) and \( \Omega_b \) to superimpose over a subset called \( \Omega_{ov} \). We finally assume normalized functions \( \int_{\Omega_{ov}} \eta_{a,b}(x) dx = 1 \). In this way we can express the nonequilibrium PDF as
\[ P(x) = P_a \eta_a(x) + P_b \eta_b(x), \]  
(8)
with
\[ P_a + P_b = 1, \]  
(9)
where \( P_a \) (\( P_b \)) describe the average probability that one microstate belongs to \( \eta_a \) (\( \eta_b \)). Application of eq. (2) to

\( ^2 \)By convention, \( Q \) is positive for heat given to the reservoir.
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Conditional entropy $S_{\text{cond}}$ is then given as three contributions as

$$S_{\text{cond}} = S_{\text{G}} - S_{\text{S}} = S_{\text{ex}} + S_{\text{pe}} + S_{\text{ov}},$$

(15)

with

$$S_{\text{ex}} = S_{\text{cg}} - S_{\text{S}}.$$  

(16)

Here $S_{\text{pe}}$ and $S_{\text{ov}}$ are the same as in eq. (13). The remaining term, $S_{\text{ex}}$, is the difference between the entropy in eq. (14a) (describing microstate coarse graining in two peaks) and the Shannon entropy (describing microstate coarse graining in two logic subsets). It thus represents the absolute entropic measure of the error we commit if we exchange the probability set $(P_a, P_b)$ with $(P_0, P_1)$. The conditional entropy variation is given by

$$\Delta S_{\text{cond}} = \Delta S_{\text{ex}} + \Delta S_{\text{pe}} + \Delta S_{\text{ov}}.$$  

(17)

Here $\Delta S_{\text{ex}}$ takes into account the possible change of the value of $P_0$ and $P_b$, and the fact that peaks can move from one logic subset to the other during the transformation (this reflects the change in the overlap between $\Omega_0$ and $\Omega_1$ with $\Omega_0$ and $\Omega_1$). $\Delta S_{\text{pe}}$ arises from the changes in shape of the peaks, while $\Delta S_{\text{ov}}$ from the change in the way the two peaks overlap.

In the next sections we consider two examples to better illustrate eq. (17).

First example. – As a first example, we recall that eq. (7) is eq. (8) with

$$\eta_a = 22^{-1} \exp(-U(x)/(K_b T)) \Theta(x),$$  

(18a)

$$\eta_b = 22^{-1} \exp(-U(x)/(K_b T)) \Theta(-x),$$  

(18b)

$$\Omega_a = \Omega_0, \quad \Omega_b = \Omega_1.$$  

(18c)

Conditional entropy is easily computed. Equation (18c) and eq. (10) give that $P_0 = P_a$ and $P_1 = P_b$ so $S_{\text{cg}} = 0$. Also $S_{\text{ov}} = 0$, because $\Omega_{\text{ov}} = \Omega_0 \cap \Omega_1 = \emptyset$. As a consequence,

$$S_{\text{cond}} = S_{\text{pe}} = -K_b \ln 2 + K_b \left(\frac{U}{K_b T} + \ln 2\right),$$  

(19)

where $\langle U \rangle$ is the average value of $U(x)$ at thermal equilibrium.

Now, when eq. (7) is used as nonequilibrium PDF [12–14], logic operations are isothermal transformations that change $(P_0, P_1)$ from some initial values $(P_0^i, P_1^i)$ into some others $(P_0^f, P_1^f)$. As a consequence $\Delta S_{\text{cond}} = 0$ for any logic operation. However, this is not a general property of symmetric bistable systems [24] but a consequence of the assumption of eq. (7) as nonequilibrium PDF. We illustrate this point with the second example.

Gaussian example. – Let us consider the system with symmetric bistable potential $U(x)$ at thermal equilibrium with a reservoir at a temperature $T$. Due to the symmetry, $\eta_b(x) = \eta_a(-x)$ and

$$P_a^m = P_b^m = \frac{1}{2},$$  

(20)
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From eq. (10) we have
\[ P_0^i = P_1^i = \frac{1}{2}, \]  
\[ i.e. \text{ the initial state of the bit is undefined.} \]

A simple analytical expression for \( \eta_a(x) \) can be obtained through the harmonic approximation in eq. (6) of \( U(x) \) near the \( x_a \) minimum:
\[ \eta_a(x) \approx N e^{\frac{(x_a - x)^2}{2\sigma^2}}. \]  
Here \( \sigma \) is fitted from the local harmonic approximation,
\[ \sigma = \sqrt{\frac{K_b T}{U''(x_a)}}, \]  
\[ U'' \text{ is the second derivative respect to } x, \]  
\[ N = (\sqrt{2\pi}\sigma)^{-1} \]
and
\[ h = \frac{|x_a|}{\sigma} \approx \sqrt{2} \sqrt{\frac{U''(x_a)x_a^2}{K_b T}}. \]  

The numerator of eq. (24) is the harmonically approximated potential energy of a point distant \( |x_a| \) from \( x_a \). If \( U(x) \) is smooth, this quantity has approximately the same amplitude of \( \Delta U \), implying \( h \approx [2\Delta U/(K_b T)]^{\frac{1}{2}} \) and
\[ h \gg 1 \equiv \frac{\Delta U}{K_b T} \gg 1. \]

A finite-time protocol is then implemented to reset the logic state to zero, i.e. the average value of \( x \) becomes negative. The protocol may be the same given in [17] but any physical transformation that recovers \( U(x) \) at the end and that makes the average value of \( x \) negative is indeed a valid choice. If both \( U(x) \) and the protocol are specified, then the final PDF is the solution of the associated Fokker-Planck equation [7,8]. The main limitation of this approach is that analytical solutions are difficult to obtain. For this reason we assume that the system is allowed to approach is that analytical solutions are difficult to obtain. Fokker-Planck equation [7,8]. The main limitation of this

\[ P(x) = \eta_a(x)/2 + \eta_a(-x)/2 \text{ with } \eta_a(x) \text{ given by eq. (22). Logic states probabilities are given by eq. (21).} \]

We then perform a finite-time reset to zero protocol which brings the system in the final PDF (fig. 1, right) described by eq. (8) with \( \eta_a(x) = \eta_a(-x) \), \( \eta_a(x) \) given by eq. (22) and \( P_i^f \in [0.5,1] \). Logic state probabilities are given by eq. (26). The hypotheses here used are common in experiments on bit reset [15,17,29] with the sole new addition that initial and final probability density functions have the form of eq. (8). This choice is justified for reset protocols which brings the system at least in local equilibrium near potential minima. The possibility of reset errors is also included in this description.

The next step is the computation of the entropy variations from their definitions. The gibbs entropy \( \Delta S_G \), is given by eqs. (13), (14) and (22):
\[ \frac{\Delta S_G}{K_b} = \frac{\Delta P_i^f \ln P_i^f - \Delta P_b^f \ln P_b^f}{K_b} - \ln 2 \]
\[ + \frac{P_i^f}{K_b} I'(h, \frac{P_i^f}{P_b^f}) + \frac{P_b^f}{K_b} I'(h, \frac{P_b^f}{P_i^f}) - \frac{1}{K_b} I'(h,1), \]
(27)

with
\[ I'(h, q) = \frac{K_b}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-z^2/2} \ln \left(1 + q e^{2z-h-2h^2}\right) dz. \]  
(28)

The first line of the RHS of eq. (27) represents \( \Delta S_{Gq} \), while the second line is \( \Delta S_{Gq} \). Here \( \Delta S_{Gq} = 0 \) because eq. (9) is satisfied, and \( \eta_a(x) \) is the same at the beginning and at the end of the protocol.

**Note** that by substituting eq. (22) and \( z = (x + ha)/\sigma \) in \( I(\eta_a,\eta_b,q) \) we obtain \( I'(h,q) \). The remaining \( I \) integrals are converted into \( I' \) expressions by similar calculations.
Using now eqs. (4) and (17) we obtain

\[
\frac{\Delta S_{\text{cond}}}{K_b} = - \frac{L(h, P^f_a)}{2} \ln L(h, P^f_a) - \frac{L(h, P^f_b)}{2} \ln L(h, P^f_b) - \frac{L(h, P^f_a)}{2} \ln L(h, P^f_b) - \ln 2. \tag{29}
\]

Using now eqs. (4) and (17) we obtain

\[
\frac{\Delta S_{\text{cond}}}{K_b} = - P^f_a \ln P^f_a - P^f_b \ln P^f_b + \frac{L(h, P^f_a)}{2} \ln L(h, P^f_a) + \frac{L(h, P^f_b)}{2} \ln L(h, P^f_b) + \frac{P^f_a}{K_b} I'(h, P^f_a) + \frac{P^f_b}{K_b} I'(h, P^f_b) - \frac{1}{K_b} I'(h, 1), \tag{30}
\]

where the first two lines of the RHS are $\Delta S_{\text{ex}}$.

Equations (27) and (30) are plotted in fig. 2 as functions of $P^f_a$ and $h$. Figure 2(a) shows our main result, i.e., $\Delta S_{\text{cond}} \neq 0$ even for a system with a symmetric bistable potential $U(x)$. For this particular example, $\Delta S_{\text{cond}} \leq 0$ with $-0.12K_b \ln 2$ as the largest deviation from zero. Nonzero values are obtained for $h \lesssim 1$ and $P^f_a \approx 1$, a behavior that can be explained in terms of eq. (17), eq. (23) and eq. (25). $P^f_a$ must be close to one because, for $P^f_a \approx 0.5$, no reset takes place and entropy variations are zero. Moreover, for $h \lesssim 1$, the thermal noise intensity $K_b T$ is comparable or greater than $\Delta U$ and $\sigma \gtrsim |x_a|$; this implies that each Gaussian peak has from 50% to 85% of its total area inside one logic subset and the remaining part in the other. In this case we see from eq. (10) that $(P^f_a, P^f_b) \neq (P^f_a, P^f_b)$ by a significative amount. Thus, thermal noise limits the identification of a single logic state with a well-defined Gaussian peak, providing $\Delta S_{\text{ex}} \neq 0$. The discussion for $\Delta S_{\text{ov}} \neq 0$ is similar but less intuitive. When the noise is large ($h \approx 1$), the two Gaussian peaks overlap within $1\sigma$. Peaks overlap is then a relevant property of $P(x)$ and the integrals $I(\cdot)$ in eq. (14c) must be nonzero. Additionally, their sum in $S_{\text{ov}}$ strongly depends on $(P_a, P_b)$ specific values, so also $\Delta S_{\text{ov}}$ must be nonzero.

Since $\Delta S_{\text{cond}}$ can be nonzero for a reset protocol operated on a bistable symmetric system, we investigate its contributions to the minimum heat production. This is given by

\[
Q_{\text{min}} = -T \Delta S_G = -T \Delta S_S - T \Delta S_{\text{cond}}, \tag{31}
\]

where $-T \Delta S_S$ is the heat production for a reset with error probability $P^f_a$ [17,30] and $-T \Delta S_{\text{cond}}$ is the contribution due to conditional entropy. In our example we proved that $0 \leq -T \Delta S_G \leq K_b T \ln 2$ (fig. 2(b)) and that $-T \Delta S_S \leq -T \Delta S_G$ (fig. 2(a)). Putting everything together, we obtain

\[
0 \leq -T \Delta S_S \leq Q_{\text{min}} \leq K_b T \ln 2. \tag{32}
\]

Two results are drawn from these inequalities. The first one is the well-known $0 \leq -T \Delta S_S \leq K_b T \ln 2$ and states that error probabilities reduce the minimum heat produced to reset one bit [17,30]. The second is $-T \Delta S_S \leq Q_{\text{min}}$ and tells us that, in our example, the minimum heat production is underestimated if $\Delta S_{\text{cond}}$ is improperly neglected. For a quantitative evaluation of the underestimation, see fig. 3.

To conclude, we discuss the low noise limit $h \gg 1$ (eq. (25)). From eqs. (26), (27), (29) and (30) we have

\[
P^f_a \approx P^f_b, \quad P^f_f \approx P^f_f, \tag{33a}
\]

\[
\Delta S_G \approx \Delta S_{\text{ov}} = -K_b(P^f_a \ln P^f_a + P^f_b \ln P^f_b + \ln 2), \tag{33b}
\]

\[
\Delta S_S \approx \Delta S_{\text{cond}} = -K_b(P^f_a \ln P^f_a + P^f_b \ln P^f_b + \ln 2), \tag{33c}
\]

\[
\Delta S_{\text{cond}} \approx 0. \tag{33d}
\]

Putting eqs. (33a), (33c) and (33d) in eq. (5), we obtain

\[
Q \geq K_b T(P^f_0 \ln P^f_0 + P^f_f \ln P^f_f + \ln 2), \tag{34}
\]
which is the classical Landauer limit for bit reset with error probability $P_f$ [12–14,17,30]. This occurs because both the difference between $(P_a, P_b)$ and $(P_0, P_1)$, and the overlap integrals are given by Gaussian tails. For this reason they can be neglected and $\Delta S_{ex} \approx 0$, $\Delta S_{tot} \approx 0$ and $\Delta S_{cond} \approx 0$.

In the literature [12–14,17,30], eq. (34) is obtained with eq. (7) as nonequilibrium PDF. In this paper we derive this result using weaker (and physically more reasonable) assumptions: eq. (8) as nonequilibrium PDF and $\Delta U/(K_bT) \gg 1$. If we remove the $\Delta U/(K_bT) \gg 1$ assumption we obtain again eq. (32), where the contribution of the conditional entropy to $Q_{min}$ becomes significant. As proved in the previous example, such contributions cannot arise from eq. (7) if $\Delta U/(K_bT) \gg 1$ is removed.

**Conclusions.** – To study the role of conditional entropy in bistable symmetric systems, we proposed eq. (8) as a new way to represent nonequilibrium PDFs instead of the commonly used eq. (7). This more general PDF allowed us to show that conditional entropy plays a role also for symmetric bistable systems, whereas the formulation based on eq. (7) always gives a null contribution. Thanks to this new formulation the conditional entropy can be written as the sum of three contributions directly and intuitively connected to the PDF structure.

To illustrate the aforementioned points, we discussed the reset of one bit with eq. (8) as nonequilibrium PDF. Here two scenarios are available. If $\Delta U/(K_bT) \gg 1$, then $\Delta S_{cond} = 0$ and the known results on the Landauer principle are obtained with a weaker set of assumptions. If $\Delta U/(K_bT) \lesssim 1$, we obtain a new result: $\Delta S_{cond}$ is nonzero for bistable and symmetric systems and contributes significantly to the minimum heat production.

We underline that the latter scenario is not of academic interest only: the scaling down trend in ICT is likely to produce a device that operate in the $\Delta U/(K_bT) \lesssim 1$ regime within few years.
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