When MIMO Control Meets MIMO Communication: A Majorization Condition for Networked Stabilizability

Wei Chen, Student Member, IEEE, Songbai Wang, Student Member, IEEE, and Li Qiu, Fellow, IEEE

Abstract—In this paper, we initiate the study of networked stabilization via a MIMO communication scheme between the controller and the plant. Specifically, the communication system is modeled as a MIMO transceiver, which consists of three parts: an encoder, a MIMO channel, and a decoder. In the spirit of MIMO communication, the number of SISO subchannels in the transceiver is often greater than the number of data streams to be transmitted. Moreover, the subchannel capacities are assumed to be fixed a priori. In this case, the encoder/decoder pair gives an additional design freedom on top of the controller, leading to a stabilization problem via coding/control co-design. It turns out that how to take the best advantage of the coding mechanism is quite crucial. From a demand/supply perspective, the design of the coding mechanism boils down to reshaping the demands for communication resource from different control inputs to match the given supplies. We study the problem for the case of AWGN subchannels and fading subchannels, respectively. In both cases, we arrive at a unified necessary and sufficient condition on the capacities of the subchannels under which the coding/control co-design problem is solvable. The condition is given in terms of a majorization type relation. As we go along, systematic procedures are also put forward to implement the coding/control co-design. A numerical example is presented to illustrate our results.

Index Terms—Networked stabilization, MIMO communication, coding/control co-design, majorization, topological entropy.

I. INTRODUCTION

The phrase “MIMO systems” has different meanings in control theory and in communication theory. As is well known, a MIMO control system refers to a multi-input multi-output physical system interconnected with a multi-input multi-output controller, while a MIMO communication system refers to a communication structure deployed to break the capacity limit of the conventional SISO communication scheme. What will happen when MIMO control meets MIMO communication? In this paper, we attempt to unveil the magic by investigating a particular networked stabilization problem, in which MIMO communication is utilized to transmit the control signals.

Generally speaking, a networked control system (NCS) is a feedback system wherein the feedback loop is closed over a communication network. For a better understanding of the background, we briefly review the state of the art as below. It has been well recognized that in networked control, whether stabilization can be achieved or not critically depends on the information constraints in the communication network. As such, a primary concern of networked stabilization is to find a fundamental limitation on the information constraints so as to render stabilization possible. For a single-input system, the networked stabilization problem has been extensively studied under different information constraints. See [1], [28], [37] for data rate constraint, [3] for signal-to-noise ratio constraint, [14], [16] for quantization, [13] for fading effect, and [39] for quantization and packet drop, etc. All these studies converge to a unified fundamental limitation on the information constraints required for stabilization given by the topological entropy of the open-loop plant, i.e., the logarithm of the absolute product of unstable poles for a discrete-time plant, or the sum of the unstable poles for a continuous-time plant.

The story gets more complicated when it comes to multi-input systems. In many existing works, e.g., [16], [17], [18], [40], a mere controller design problem is formulated assuming that the communication network is given a priori. It turns out that research problems formulated in this way are usually very hard to solve. To mitigate this difficulty, the idea of channel resource allocation is proposed in [33] and followed by several other works such as [8], [15], [42], [43], etc. Specifically, it is assumed therein that the channel capacities can be freely allocated among different input channels subject to a total capacity constraint. This in turn results in a channel/controller co-design problem that is shown to be solvable, if and only if the total channel capacity is greater than the topological entropy of the open-loop plant. Similar ideas, although not stated explicitly, can also be seen in [23], [34], in which the networked stabilization over parallel Gaussian channels are considered. There, only a total transmission power constraint is imposed while the power in each individual channel remains flexible.

Note that the vast majority of existing works assume a SISO communication scheme between the controller and the plant, i.e., each control input is transmitted through a dedicated SISO channel. One strong motivation of this work is drawn from the MIMO technology recently developed in communication theory. It has been widely used in wireless communication where spacial diversity can be exploited to increase the data transmission capacity [38]. Inspired by the huge success of MIMO communication, we are eager to explore the potential merits brought about by utilizing MIMO communication in MIMO control.

As a starting point, we investigate the stabilization of an NCS via MIMO communication. Specifically, we model the
communication system between the controller and the plant as a MIMO transceiver, which consists of an encoder, a MIMO channel, and a decoder. One essence of MIMO communication is that the number of SISO subchannels in the transceiver is often greater than the number of data streams. When applied to networked control, this means that the number of subchannels is greater than the number of control inputs. In this paper, the subchannels are modeled in two different ways. We first consider the AWGN subchannels and then the fading subchannels. In both cases, we assume that the subchannel capacities are fixed a priori and, thus, cannot be allocated as in [33], [8], [15], [42], [43]. Nevertheless, the encoder/decoder pair in the MIMO transceiver now serves as a substituted design freedom. The main message we convey through this paper is that to stabilize the feedback system, one should not only make the most of the controller but also design the coding mechanism wisely. This results in a stabilization problem via coding/control co-design. Quite surprisingly, a necessary and sufficient condition is obtained for the solvability of the coding/control co-design problem given explicitly in terms of a majorization type relation.

Note that majorization is an old yet new mathematical tool [27]. It is old since it has been studied in mathematics by giants like Hardy, Littlewood, and Pólya in their masterpiece [19] and has been widely used in statistics in the past 100 years. It is new since its applications in engineering only appear recently, notably in wireless communication [31], information theory [9], operations research [6], and power systems [29], etc. The application of majorization in control theory remains quite scattered in the literature. One relevant work can be seen in [24], in which majorization is utilized to investigate the remote state estimation with communication costs for a first-order linear time-invariant system.

The rest of this paper is organized as follows. Section II formulates the problem to be studied. Section III gives some preliminary knowledge. Section IV establishes the condition for networked stabilizability via MIMO communication over AWGN subchannels. The result is then extended to the case of fading subchannels in Section V. A numerical example is worked out in Section VI. Finally, some conclusion remarks follow in Section VII. Most notations in this paper are more or less standard and will be made clear as we proceed.

II. PROBLEM FORMULATION

Consider the NCS depicted in Fig. 1. Here, the plant \([A|B]\) is a continuous-time linear time-invariant system described by the state space model

\[
x(t) = Ax(t) + Bu(t), \quad x(0) = x_0,
\]

where \(A \in \mathbb{R}^{n \times n}\) and \(B \in \mathbb{R}^{n \times m}\). Assume that \([A|B]\) is unstable but stabilizable. Let the state \(x(t)\) be available for feedback. If the communication network between the controller and the plant is ideal, i.e., \(u(t) = v(t)\), one can easily design a state feedback controller \(v(t) = Fx(t)\) so that the closed-loop system is stable. However, such state feedback design faces challenges when the communication network is not ideal, i.e., \(u(t)\) is only a distorted version of \(v(t)\). In this case, the achievability of stabilization will depend on the transmission accuracy of the communication network. In fact, a general concern of networked stabilization is to find a fundamental limitation on the quality of the communication network so as to render stabilization possible.

![Fig. 1. State feedback via communication network.](image1)

Notice that almost all existing studies, for instance, [8], [16], [17], [18], [23], [33], [34], [40], [42], [43], assume a SISO communication scheme between the controller and the plant, as shown in Fig. 2. Specifically, the communication network is modeled as a set of parallel independent SISO channels so that each control input is to be transmitted through a dedicated SISO channel. In spite of the multi-variable nature of the transmitted signal \(v\) and the received signal \(u\), the essence of such communication scheme is still SISO technology.

![Fig. 2. A SISO communication scheme.](image2)

In this work, we are strongly motivated by the huge MIMO technology recently developed in communication field. A typical MIMO communication system is shown in Fig. 3 which is also called a MIMO transceiver. Here the system between \(q\) and \(p\) is called a MIMO channel characterized by a channel matrix \(H\) and an additive white Gaussian noise \(d\). The communication engineers are charged to design the transmitter matrix \(T\), also referred to as an encoder, and the receiver matrix \(R\), also referred to as a decoder, so as to make the received signal \(u\) approximate the transmitted signal \(v\) as accurately as possible. To fully utilize the advantages of MIMO communication, the transceiver is often built in such a way that the dimensions of \(q\) and \(p\) are much higher than the dimension of \(v\) and \(u\). In connection with the NCs as in Fig. 1 we ask out of curiosity the following questions: What will happen if MIMO communication is used in networked control? Does it offer new advantages? Does it lead to new design flexibilities?

![Fig. 3. MIMO transceiver, a typical MIMO communication system.](image3)

We are also motivated by the following concern. Recall that the channel resource allocation as in [33], [8], [42], [43] is
based on a crucial assumption that the channel capacities can be allocated among different input channels subject to a total capacity constraint. What if the individual channel capacities are indeed given a priori and not allocatable? In that case, is it possible to explore some other design freedoms so as to stabilize the NCSs?

Both motivations lead us to study the following problem. Instead of using a SISO communication scheme, we utilize a MIMO transceiver as in Fig. 3 to transmit the control signals. For simplicity, we assume that the channel matrix $H$ in the transceiver is identity. In fact, all the developments can be extended straightforwardly to the case of a nonsingular $H$. When $H$ is identity, the MIMO channel in the transceiver becomes a collection of $l$ parallel SISO subchannels. To keep the essence of MIMO technology, we assume that the number of SISO subchannels in the transceiver is greater than or equal to the number of data streams to be transmitted, i.e., $l \geq m$. Later we will see that $l < m$ may also be valid in some cases. This will become more clear as we proceed. The encoder matrix $T \in \mathbb{R}^{l \times m}$ and the decoder matrix $R \in \mathbb{R}^{m \times l}$ are free to be designed subject to certain mild constraint. The specific form of the constraint will depend on the model of the subchannels. By virtue of the coding mechanism in the MIMO transceiver, each channel now transmits a linear combination of the control inputs instead of a single control input as in the conventional SISO communication scheme. In this regard, the subchannels can be considered as helping each other in transmitting the control signals. The current communication system is shown in Fig. 4.

![Fig. 4. A MIMO transceiver as a MIMO communication system in MIMO control.](image)

To finish the problem setup, we need to specify the model of the SISO subchannels. As a matter of fact, we consider two different models, each of which addresses a particular type of information constraint imposed on the subchannels.

The first model is concerned with the signal-to-noise ratio constraint. Specifically, all the SISO subchannels in the MIMO transceiver are modeled as AWGN channels as in Fig. 5. The channel input signal $q_i$ is a stationary process with a certain predetermined admissible power level $P_i$, namely,

$$E[|q_i|^2] < P_i. \quad (1)$$

The signal transmission is disturbed by a zero-mean white Gaussian noise $d_i$ with power spectral density $N_i$. The ratio $E[|q_i|^2]$ is referred to as the signal-to-noise ratio of the channel. Therefore, the predetermined admissible transmission power in turn imposes a signal-to-noise ratio constraint on the channel. By the knowledge of information theory [10], the capacity of such an AWGN channel with input power constraint $P_i$ is given by

$$C_i = \frac{1}{2} \log_2 \left( 1 + \frac{P_i}{N_i} \right). \quad (2)$$

We define the total channel capacity to be the sum of all the SISO subchannel capacities, i.e.,

$$C = C_1 + C_2 + \cdots + C_l.$$

It is worth stressing that due to the predetermined admissible power levels $P_i$, the subchannel capacities $C_i, i = 1, 2, \ldots, l$, are fixed a priori and thus, cannot be allocated among the subchannels as in [33, 34, 42, 43] any more. Nevertheless, here, the encoder/decoder pair provides a substituted design freedom in place of the channel resource allocation. To be specific, the encoder matrix $T$ and the decoder matrix $R$ are to be designed subject to the following constraint:

$$RT = I. \quad (3)$$

With this additional design freedom, the controller designer is to jointly design the controller and the encoder/decoder pair so as to stabilize the system subject to the input power constraints (1). This gives rise to a stabilization problem via coding/control co-design. We are interested in finding a fundamental limitation on the subchannel capacities such that the resulting coding/control co-design problem is solvable.

The second subchannel model is concerned with the fading effect in the signal transmission process. Specifically, all the SISO subchannels in the MIMO transceiver are modeled as fading channels as in Fig. 6. Here, the channel input signal $q_i$ is subject to a stochastic multiplicative noise $\kappa_i(t)$ instead of an additive white Gaussian noise, where $\kappa_i(t)$ is a continuous-time white noise process with mean $\mu_i$ and variance $\sigma_i^2$. The mean-square capacity of such a fading channel is defined as

$$C_i = \frac{1}{2} \mu_i^2 / \sigma_i^2. \quad (4)$$

The total channel capacity is then given by the sum of all the SISO subchannel capacities, i.e.,

$$C = C_1 + C_2 + \cdots + C_l.$$

For future use, denote

$$M = \text{diag}\{\mu_1, \mu_2, \ldots, \mu_l\}, \quad \Sigma^2 = \text{diag}\{\sigma_1^2, \sigma_2^2, \ldots, \sigma_l^2\}. \quad (5, 6)$$

We assume that the subchannel capacities $C_i, i = 1, 2, \ldots, l$, are given a priori and, thus, not allocatable. As before, the lack of channel resource allocation can be compensated by
the substituted design freedom given by the coding mechanism in the MIMO transceiver. A slight difference is that now the encoder/decoder pair is to be designed subject to the following constraint:
\[
RMT = I, \tag{7}
\]
which simply says that the output signal \( p \) has the same mean as the input signal \( q \). Again, the controller designer is to jointly design the controller and the encoder/decoder pair so as to stabilize the system, leading to another stabilization problem via coding/control co-design. We are interested in finding a fundamental limitation on the subchannel capacities such that the resulting coding/control co-design problem is solvable.

Before proceeding, let us recall an important notion called topological entropy. Given a continuous-time linear system \( \dot{x}(t) = Ax(t) \), its topological entropy is defined as the quantity
\[
H(A) = \sum_{\lambda_j > 0} \log \lambda_j, \quad \text{where } \lambda_j \text{ are the eigenvalues of } A.
\]
This quantity has appeared in various studies of optimal control and networked control, for instance, [1], [3], [7], [8], [34], [42]. All these studies point to a very interesting observation: The topological entropy serves as a meaningful instability measure that can be stabilized by two control inputs up to linear algebraic Riccati equation
\[
\sqrt{\mathbf{I}} - \mathbf{A} \mathbf{X} - \mathbf{XBB}^T \mathbf{X} + \mathbf{G}_2 \mathbf{G}_1^T \mathbf{G}_2^T \mathbf{X} = 0.
\]

The above cyclic decomposition of a matrix further leads to the cyclic decomposition of a linear system which is quite useful in control theory. See the following lemma.

Lemma 2 ([7]): Given a stabilizable linear system \([A|B]\) with \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times m} \), there exist nonsingular matrices \( P \) and \( Q \) such that
\[
[P^{-1}AP][P^{-1}BQ] = \begin{bmatrix}
A_1 & 0 & \cdots & 0 \\
0 & A_2 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & A_k
\end{bmatrix}
\begin{bmatrix}
b_1 & * & \cdots & * \\
0 & b_2 & \cdots & * \\
\vdots & \ddots & \ddots & * \\
0 & \cdots & 0 & b_k
\end{bmatrix}, \tag{8}
\]
where \( A \) is transformed to its cyclic decomposition form and the subsystems \([A_i|b_i], i = 1, 2, \ldots, k\), are stabilizable.

Remark 2: The subsystems \([A_i|b_i], i = 1, 2, \ldots, k\), are hereinafter referred to as the cyclic subsystems of the system \([A|B]\). The role of nonsingular matrices \( P \) and \( Q \) can be considered as linear transformations in the state space and input space, respectively. The following implication can be inferred from Lemma 2. In the cyclic decomposition (8), \( A_1 \) contains the greatest number of unstable eigenvalues of \( A \) that can be stabilized by a single control input up to linear transformations in the input space; likewise, \( A_1 \) together with \( A_2 \) contains the greatest number of unstable eigenvalues of \( A \) that can be stabilized by two control inputs up to linear transformations in the input space; and so on so forth.

### III. Preliminary

For preparation, some preliminary knowledge is presented in this section, including the cyclic decomposition of a linear system, optimal complementary sensitivity, mean-square norm of a transfer function, as well as some basic concepts and properties in majorization theory.

#### A. Cyclic decomposition

Let \( A \) be an \( n \times n \) real matrix. The minimal polynomial of \( A \) is the monic polynomial \( \alpha(\lambda) \) of least degree such that \( \alpha(A) = 0 \). The minimal polynomial of a matrix is unique. We say that \( A \) is cyclic if its minimal polynomial has degree \( n \), or equivalently, its minimal polynomial coincides with its characteristic polynomial. In general, given a square matrix, one can always carry out a cyclic decomposition as below.

**Lemma 1 ([7]):** Given a matrix \( A \in \mathbb{R}^{n \times n} \) with minimal polynomial \( \alpha(\lambda) \), there exists a nonsingular matrix \( P \) such that
\[
P^{-1}AP = \begin{bmatrix}
A_1 & 0 & \cdots & 0 \\
0 & A_2 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & A_k
\end{bmatrix},
\]
where \( A_i, i = 1, 2, \ldots, k \), are cyclic with minimal polynomials \( \alpha_i(\lambda) \), such that \( \alpha_1(\lambda) = \alpha(\lambda) \) and \( \alpha_{i+1}(\lambda) = \alpha_i(\lambda) \) for \( i = 1, 2, \ldots, k-1 \).

**Remark 1:** Note that in Lemma 1 the number \( k \), referred to as the cyclic index, is unique. The minimal polynomials \( \alpha_i(\lambda), i = 1, 2, \ldots, k \), are also unique. In addition, from the relation \( \alpha_{i+1}(\lambda) = \alpha_i(\lambda) \), it follows that the spectrum of \( A_{i+1} \) is contained in the spectrum of \( A_i \). Consequently, there holds
\[
H(A_1) \geq H(A_2) \geq \cdots \geq H(A_k).
\]

B. Optimal complementary sensitivity

Consider the feedback system with MIMO communication. Assume temporarily that the SISO subchannels in the MIMO transceiver are ideal and the encoder/decoder pair is simply trivial, i.e., \( l = m \) and \( T = R = I \). Then, the complementary sensitivity function at the plant input is given by
\[
T(s) = F(sI - A - BF)^{-1}B.
\]
As shown in many existing works [3], [13], [34], [42] as well as later developments in this work, the feedback stabilization in the presence of either additive noise or multiplicative noise is closely related to the \( \mathcal{H}_2 \) optimal \( T(s) \). For preparation, the following lemma gives a solution to \( \mathcal{H}_2 \) optimal \( T(s) \).

**Lemma 3 ([7]):** There holds
\[
\inf_{F: A+BF \text{ is stable}} \|T(s)\|_2 = [2H(A)]^{1/2}.
\]
Moreover, when \( A \) has no eigenvalues on the imaginary axis, the infimum can be achieved by the optimal state feedback gain \( F = -B'X \), where \( X \) is the stabilizing solution to the algebraic Riccati equation
\[
A'X + XA = XBB'X = 0.
\]

C. Mean-square norm

Consider a stable transfer function \( G(s) \) with dimension \( m \times m \). Its mean-square norm is defined to be
\[
\|G\|_{MS} = \sqrt{\rho(\|G_{ij}\|_2^2)},
\]
where $\rho(\cdot)$ denotes the spectral radius and $\|G_{ij}\|_2$ is the $\mathcal{H}_2$ norm of the $(i, j)$th entry of $G(s)$.

By convention, the matrix 1-norm and $\infty$-norm for $Z \in \mathbb{C}^{p \times m}$ are defined as

$$
\|Z\|_1 = \max_{1 \leq j \leq m} \sum_{i=1}^{p} |Z_{ij}|,
$$

$$
\|Z\|_{\infty} = \max_{1 \leq i \leq p} \sum_{j=1}^{m} |Z_{ij}|,
$$

respectively. Based on this, we define two mixed norms for $G(s)$ as follows:

$$
\|G\|_{2,1} = \left( \max_{1 \leq j \leq m} \sum_{i=1}^{p} |G_{ij}\|_2 \right)^{\frac{1}{p}},
$$

$$
\|G\|_{2,\infty} = \left( \max_{1 \leq i \leq p} \sum_{j=1}^{m} |G_{ij}\|_2 \right)^{\frac{1}{p}},
$$

where the subscript 2 in the mixed norms stands for $\mathcal{H}_2$ norm.

A useful lemma is presented below, which characterizes the connection between the mean-square norm and the two mixed norms. The proof is simply a specialization of Theorem 2 in [5] to the matrix $\|G_{ij}\|_2$ is thus omitted here for brevity.

**Lemma 4:** There holds

$$
\|G\|_{MS} = \inf_{D \in \mathcal{D}} \|D^{-1}GD\|_{2,1}
$$

$$
= \inf_{D \in \mathcal{D}} \|D^{-1}GD\|_{2,\infty},
$$

where $\mathcal{D}$ is the set of all $m \times m$ diagonal matrices with positive diagonal entries.

### D. Majorization

As will be seen later, the main result in this paper is given in terms of a majorization type condition. Here, we briefly review some basic concepts and properties in majorization theory. For an extensive treatment of majorization and its applications, one can refer to [27].

For $x, y \in \mathbb{R}^n$, we denote by $x^\uparrow$ and $y^\uparrow$ the rearranged versions of $x$ and $y$ so that their elements are arranged in a non-increasing order. We also denote by $x^\downarrow$ and $y^\downarrow$ the rearranged versions of $x$ and $y$ so that their elements are arranged in a non-decreasing order. We say that $x$ is majorized by $y$, denoted by $x \preceq y$, if

$$
x_1^\downarrow \leq y_1^\downarrow \leq \cdots \leq x_n^\downarrow \leq y_n^\downarrow
$$

or, equivalently, if

$$
\begin{align*}
x_1^\downarrow &\geq y_1^\downarrow, \\
x_1^\downarrow + x_2^\downarrow &\geq y_1^\downarrow + y_2^\downarrow, \\
&\vdots \\
x_1^\downarrow + x_2^\downarrow + \cdots + x_{n-1}^\downarrow &\geq y_1^\downarrow + y_2^\downarrow + \cdots + y_{n-1}^\downarrow \\
x_1^\downarrow + x_2^\downarrow + \cdots + x_n^\downarrow & = y_1^\downarrow + y_2^\downarrow + \cdots + y_n^\downarrow
\end{align*}
$$

(10)

Quite often, the physical interpretation of majorization is more interesting in applications. It orders the level of fluctuations when the averages are the same. In other words, $x \preceq y$ says that the elements of $x$ are more even or, less spread out, than the elements of $y$.

Now, if the last equality in (9) is changed to an inequality \( \leq \), $x$ is said to be weakly majorized by $y$ from below, denoted by $x \preceq_w y$. Likewise, if the last equality in (10) is changed to an inequality $\geq$, $x$ is said to be weakly majorized by $y$ from above, denoted by $x \preceq_w y$. The weak majorization $\preceq_w$ and $\preceq_w$ order the level of fluctuations and the averages in a combined way.

Further, if all the inequalities $\leq$ in (9), including the last equality, are changed to strict inequalities $<$, then $x$ is said to be strictly weakly majorized by $y$ from below, denoted by $x \prec_w y$. All the inequalities $\geq$ in (10), including the last equality, are changed to strict inequalities $>$, then $x$ is said to be strictly weakly majorized by $y$ from above, denoted by $x \prec_w y$.

Note that the majorization $\preceq$ and the weak majorizations $\preceq_w$ and $\preceq_w$ are only pre-orders in $\mathbb{R}^n$. If we say that $x \sim y$ whenever $x = Py$ for some permutation matrix $P$, then $\sim$ defines an equivalence relation on $\mathbb{R}^n$. Denote by $\mathbb{R}^n/\sim$ the quotient of $\mathbb{R}^n$ with respect to $\sim$. Then the majorization $\preceq$ and the weak majorizations $\preceq_w$ and $\preceq_w$ are partial orders in $\mathbb{R}^n/\sim$.

The following lemma characterizes the relation between majorization and weak majorization.

**Lemma 5 (27):** $x \preceq_w y$ (or $x \prec_w y$, respectively), if and only if there exists $z$ such that $x \geq z$ (or $x \succ z$, respectively), and $z \preceq y$.

Another useful lemma is given below.

**Lemma 6 (27):** There exists a real symmetric matrix $X$ with eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_n$, and diagonal elements $d_1, d_2, \ldots, d_n$, if and only if

$$
\begin{bmatrix}
d_1 & d_2 & \cdots & d_n
\end{bmatrix} \preceq \begin{bmatrix}
\lambda_1 & \lambda_2 & \cdots & \lambda_n
\end{bmatrix}.
$$

When the majorization condition in Lemma 5 is satisfied, efficient algorithms for finding the desired symmetric matrix $X$ have also been developed in the literature. See for example [5, 21].

### IV. NETWORKED STABILIZABILITY VIA MIMO COMMUNICATION–AWGN SUBCHANNELS

Starting from this section, we are dedicated to establishing a fundamental limitation on the subchannel capacities required for networked stabilizability via MIMO communication. To this end, we first consider the case with AWGN subchannels.
The case with fading subchannels follows in the next section. In both cases, a unified necessary and sufficient condition is obtained for the stabilizability given in terms of a strictly weak majorization condition.

When the subchannels in the MIMO transceiver are modeled as AWGN channels, the closed-loop system has the form as shown in Fig. 7. The encoder matrix $T$ and decoder matrix $R$ are to be designed subject to the constraint (3).

\[ N = \text{diag} \{ N_1, N_2, \ldots, N_l \}. \]

The complementary sensitivity function, i.e., the closed-loop transfer function from $d$ to $q_i$, is given by

\[ T(s) = TF(sI - A - BT)^{-1}BR \]

\[ = TF(sI - A - BF)^{-1}BR. \]

Then, the power spectrum density of $q_i$ has the expression

\[ \{ T(j\omega)NT(j\omega)^{*}\}_{ii}, \]

and consequently, the power of $q_i$ is given by

\[ E[q_i^2] = \frac{1}{2\pi} \int_{-\infty}^{\infty} \{ T(j\omega)NT(j\omega)^{*}\}_{ii} d\omega, \]

where $\{ \cdot \}_{ii}$ stands for the $i$th diagonal element of a matrix. It follows that the input power constraint (11) can be rewritten as

\[ \frac{1}{2\pi} \int_{-\infty}^{\infty} \{ T(j\omega)NT(j\omega)^{*}\}_{ii} d\omega < P_i. \]

In view of (2), such constraint can be further translated into

\[ \frac{1}{2\pi} \int_{-\infty}^{\infty} \{ N^{-\frac{1}{2}}T(j\omega)NT(j\omega)^{*}N^{-\frac{1}{2}}\}_{ii} d\omega < \epsilon_i, \quad (11) \]

The objective is to find requirements on the given subchannel capacities $\epsilon_i$, $i = 1, 2, \ldots, l$, such that the networked stabilization can be accomplished subject to the constraints (11) via a judicious coding/control co-design. It is also our hope to come up with a systematic procedure for the implementation of the coding/control co-design.

As mentioned before, one of the central issues in solving the coding/control co-design problem is to make the most of the coding mechanism in the MIMO transceiver to facilitate the stabilization of the feedback system. For this purpose, the following understanding provides a significant insight. We are aware that in order to stabilize the NCS, each control input requires certain communication resource for the transmission purpose. As such, the control inputs can be considered as the demand side for the communication resource, while the SISO subchannels in the transceiver are considered as the supply side. The supply capabilities of these SISO subchannels are characterized by their capacities. The challenge lies in the fact that the subchannel capacities are now given a priori and, therefore, the demand and supply may not match in general. To resolve such demand/supply imbalance, it is crucial to observe that the encoder matrix $T$ has an effect of mixing the demands from different control inputs. Bearing this in mind, a smart idea would be to exploit the coding mechanism judiciously so that after the mixing, the demands will be reshaped properly so as to match the supplies. For comparison, the channel resource allocation utilized in [33], [8], [42] does the exact opposite, i.e., tailoring the supplies so as to match the demands. It is worth mentioning that demand shaping is a quite general principle in economics. It has led to many successful stories in engineering fields as well such as power systems [29], [36], transportation [30], and data networks [25], etc.

The idea of demand shaping turns out to work perfectly. We arrive at a necessary and sufficient condition for the solvability of the coding/control co-design problem given in terms of a strictly weak majorization relation, as shown in the following theorem. The proof is simply making the above understanding precise in a formal mathematical way.

**Theorem 1:** $[A|B]$ is stabilizable via MIMO communication over AWGN subchannels, if and only if

\[ [\epsilon_1, \epsilon_2, \ldots, \epsilon_l]^T <^w [H(A_1), H(A_2), \ldots, H(A_l), 0, \ldots, 0]^T, \quad (12) \]

where $H(A_i)$, $i = 1, 2, \ldots, k$, are the topological entropies of the cyclic subsystems $[A_i|b_i]$ as in (8).

**Proof:** For brevity, assume that all the eigenvalues of $A$ lie in the open right half complex plane. This assumption can be removed following the same arguments as in [1], [8], [33], [42].

We first show the necessity. Note that the subchannels can always be reordered so that their capacities are arranged in a non-increasing order. Therefore, without loss of generality, assume that $\epsilon_1 \geq \epsilon_2 \geq \cdots \geq \epsilon_l$. In view of Remark 1 we have $H(A_1) \geq H(A_2) \geq \cdots \geq H(A_k)$.

Suppose there exists a state feedback gain $F$ together with an encoder matrix $T$ and a decoder matrix $R$ such that the NCS is stabilized and the constraints (11) are satisfied. It suffices to show the inequality

\[ \sum_{i=1}^{l} \epsilon_i > \sum_{i=1}^{k} H(A_i) \quad (13) \]

holds for $j = 1, 2, \ldots, k$. The case when $j = 1$ is quite straightforward since

\[ \sum_{i=1}^{l} \epsilon_i > \sum_{i=1}^{k} \frac{1}{2\pi} \int_{-\infty}^{\infty} \{ N^{-\frac{1}{2}}T(j\omega)NT(j\omega)^{*}N^{-\frac{1}{2}}\}_{ii} d\omega \]

\[ = \frac{1}{2} \| N^{-\frac{1}{2}}T(s)N^{-\frac{1}{2}} \|_F^2 \geq H(A) = \sum_{i=1}^{k} H(A_i), \]

where the second inequality follows from Lemma 3. We proceed to show the case when $j = 2$. Let us carry out
Applying the Laplace transform to both sides of the above equation, we can show that the inequality (13) holds for \( s \in \mathbb{C}_+ \), which implies that the NCS is stabilizable and the constraints (11) are satisfied. Therefore, we can design a stabilizing feedback gain \( f_i \) such that \( T_i(s) = f_i(sI - A_i - b_if_i)^{-1}b_i \). The existence of such \( f_i \) is guaranteed by Lemma 3

\[
f = \text{diag}\{f_1, f_2, \ldots, f_k\},
\]
and design \( F \) to be

\[
F = \begin{bmatrix} f \\ 0_{(m-k) \times n} \end{bmatrix}.
\] (15)

It is easy to verify that \( F \) is stabilizing, i.e., \( A + BF \) is stable. Regarding the encoder/decoder pair, let

\[
T = N^\frac{1}{2}U\text{D}^{-1}, \quad \text{and} \quad R = DU'N^{-\frac{1}{2}},
\] (16)

where \( U \in \mathbb{R}^{l \times m} \) is an isometry to be designed and \( D = \text{diag}\{1, \epsilon, \ldots, \epsilon^{m-1}\} \) with \( \epsilon \) being a small positive number. Also set \( S = \text{diag}\{I_{n_1}, I_{n_2}, \ldots, e^{k-1}I_{n_k}\} \). Then

\[
T(s) = TF(sI - A - BF)^{-1}BR = N^\frac{1}{2}UF(sI - A - BF)^{-1}BU'N^{-\frac{1}{2}},
\]

where

\[
F = D^{-1}FS = F,
\] (17)

\[
\bar{A} = S^{-1}A\bar{S} = \begin{bmatrix} A_1 & 0 & \cdots & 0 \\ 0 & A_2 & \cdots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & A_k \end{bmatrix},
\] (18)

\[
B = S^{-1}BD = \begin{bmatrix} b_1 & o(\epsilon) & \cdots & o(\epsilon) & o(\epsilon) \\ 0 & b_2 & \cdots & \vdots & \vdots \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & 0 & b_k \end{bmatrix},
\] (19)

and \( \frac{o(\epsilon)}{\epsilon} \) approaches to a finite constant as \( \epsilon \to 0 \). It follows that

\[
\frac{1}{2\pi} \int_{-\infty}^\infty \left\| N^\frac{1}{2}T(j\omega)N^\frac{1}{2}T(j\omega)^* \right\|_2 d\omega = U \left[ \text{diag}\left\{ \frac{\|T_1(s)\|^2}{2}, \ldots, \frac{\|T_k(s)\|^2}{2}, 0, \ldots, 0 \right\} + o(\epsilon) \right] U' = U \left( \text{diag}\{H(A_1), \ldots, H(A_k), 0, \ldots, 0\} + o(\epsilon) \right) U'.
\] (20)

When the relation (12) holds, by Lemma 5 there exists a vector \( \gamma_1, \gamma_2, \ldots, \gamma_l \) such that

\[
\left[ \mathcal{C}_1 \mathcal{C}_2 \cdots \mathcal{C}_l \right]' \geq \left[ \gamma_1, \gamma_2, \ldots, \gamma_l \right]'.
\] (21)

and

\[
\left[ \gamma_1, \gamma_2, \ldots, \gamma_l \right]' \leq \left[ H(A_1), H(A_2), \ldots, H(A_k), 0, \ldots, 0 \right]'.
\] (22)

Further, in view of (21) and Lemma 6 an isometry \( U \) can be constructed such that

\[
\left[ U \left( \text{diag}\{H(A_1), \ldots, H(A_k), 0, \ldots, 0\} \right) \right]_{1i} = \gamma_i,
\] (23)

for \( i = 1, 2, \ldots, l \). Finally, putting (20), (21), and (22) together, we can verify that the constraints (11) are satisfied when \( \epsilon \) is sufficiently small. This completes the proof. ■

As said before, the majorization \( \preceq \) and weak majorizations \( \preceq_w \) and \( \preceq_w \) are partial orders in the quotient space \( \mathbb{R}^n/\sim \).
For this reason, in the statement of Theorem 1 there is no need to assume any monotonicity among the elements of the capacity vector $|C_1, C_2, \ldots, C_l|^T$. The elements of the right-hand side vector of (12) follow a natural order, i.e., $H(A_1) \geq H(A_2) \geq \cdots \geq H(A_k)$. This is due to the property of cyclic decomposition as in Remark 1.

The sufficiency proof to Theorem 1 is constructive. It gives a systematic way to implement the coding/control co-design. The state feedback gain $F$ is designed as in (15) by solving $H_2$ optimal complementary sensitivity for each cyclic subsystem $[A_i|b_i]$. The encoder/decoder pair is designed as in (16), where $D$ is a suitably chosen scaling matrix, and $U$ is an isometry which can be constructed by exploiting the algorithm proposed in [3].

Let us now revisit the intuition of demand shaping to better digest this result. As mentioned before, the topological entropy serves as a measure of the instability of a linear system based on the minimum amount of communication resource required to stabilize the system. From this understanding together with the knowledge of cyclic decomposition, it can be inferred that the vector on the right-hand side of (12) appears as the most uneven demands for the communication resource. Due to the coding mechanism, such demands will be mixed, leading to a set ofreshaped demands that are more even, or less spread out. Clearly, the total demand will remain the same after the mixing. Combining these observations yields that in order to enable the reshaped demands to match the given supplies, the supplies must meet the following two requirements:

1) The total supply should be greater than the total demand, i.e., $C > H(A)$.

2) The supplies from different SISO subchannels should be less spread out than the most uneven demands.

It turns out that the above two requirements are exactly what the condition (12) says in light of the physical interpretation of the weak majorization.

What follows is an important implication from Theorem 1. Note that we initially assume that the number of subchannels in the MIMO transceiver is greater than or equal to the number of data streams, i.e., $l \geq m$. It turns out that in some cases, it may also be possible to stabilize the NCS with less number of subchannels than the number of data streams. This can be inferred from the majorization type condition (12).

In fact, the minimum number of SISO subchannels needed for stabilization is equal to the number of unstable cyclic subsystems $[A_i|b_i]$ yielded from the cyclic decomposition (8). This observation is in consistency with earlier studies [20, 41] in the literature that investigate the minimum number of control inputs required to stabilize a linear system. In that aspect, our result strengthens those studies by indicating a fundamental limitation on the information constraints required for networked stabilization given in terms of a majorization type relation.

One can further deduce the following two corollaries from Theorem 1.

**Corollary 1:** If the cyclic decomposition of $A$ has only one unstable cyclic block, i.e., $A_1$, then $[A|B]$ is stabilizable via MIMO communication over AWGN subchannels, if and only if $C > H(A)$.

**Proof:** When $A$ has only one unstable cyclic block, the condition (12) reduces to

$[C_1, C_2, \ldots, C_l]^T \prec^w [H(A) \ 0 \ \cdots \ \ 0]^T$,

which holds, if and only if $C > H(A)$.

We wish to mention that Corollary 1 is consistent with the result obtained in [24]. Also note that Corollary 1 includes the single-input system as a special case since a stabilizable single-input system only has one unstable cyclic subsystem. Therefore, this corollary also suggests that in stabilizing a single-input system by using MIMO communication, we only require the total capacity be greater than the topological entropy of the open-loop plant. How the individual subchannel capacities are distributed does not matter in this case.

**Corollary 2:** If $C_1 = C_2 = \cdots = C_l$, then $[A|B]$ is stabilizable via MIMO communication over AWGN subchannels, if and only if $C > H(A)$.

**Proof:** When $C_1 = C_2 = \cdots = C_l$, the condition (12) reduces to

$\frac{1}{l} [C \ C \ \cdots \ C]^T \prec^w [H(A_1) \ H(A_2) \ \cdots \ H(A_k) \ 0 \ \cdots \ 0]^T$,

which holds, if and only if $C > H(A)$.

Corollary 2 somehow suggests that identical subchannels can best help each other in transmitting the signals.

V. NETWORKED STABILIZABILITY VIA MIMO COMMUNICATION–FADING SUBCHANNELS

The same idea extends to the networked stabilization via MIMO communication over fading subchannels. In this case, the closed-loop system has the form as shown in Fig. 8 where $\kappa(t) = \text{diag}(\kappa_1(t), \kappa_2(t), \ldots, \kappa_l(t))$ stands for the stochastic multiplicative noises in the fading subchannels. The mean and covariance of $\kappa(t)$ are fixed a priori and given by (5) and (6), respectively. Therefore, all the subchannel capacities are fixed.

As said before, the encoder matrix $T$ and decoder matrix $R$ are to be freely designed subject to a mild constraint as in (7). This enables the controller designer to jointly design the controller and the encoder/decoder pair so as to stabilize the feedback system, leading to a stabilization problem via coding/control co-design.

![Fig. 8. NCS with MIMO communication over fading subchannels.](image)

Now, the closed-loop system has the following state space representation:

$\dot{x}(t) = [A + BR\kappa(t)TF]x(t)$.

Denote by $X(t) = E[x(t)x(t)^T]$ the state covariance. By Itô’s formula [22], the evolution of $X(t)$ is governed by the following matrix differential equation:

$\dot{X}(t) = (A + BF)X(t) + X(t)(A + BF)^T + BR[S^2 \odot (TFX(t)FT')']R' B'$.
where $\odot$ means Hadamard product. We say that $[A|B]$ is mean-square stabilizable if there exist a state feedback gain $F$ and an encoder/decoder pair such that the closed-loop system in Fig. 8 is mean-square stable, i.e., $\lim_{t \to \infty} X(t) = 0$.

Again, the aim is to find requirements on the subchannel capacities $c_i, i = 1, 2, \ldots, l$, such that the networked stabilization can be accomplished via a judicious coding/control co-design.

The next lemma gives several equivalent criteria in verifying the mean-square stabilizability. The equivalence between the implications $(a), (b), \text{ and } (c)$ can be shown by specializing the well-established results in stochastic control $[12, 13]$. The equivalence between the implications $(a)$ and $(d)$ is simply the continuous-time counterpart of Theorem 6.4 in $[13]$. The details of the proof are omitted here for brevity.

**Lemma 7:** The following statements are equivalent:

(a) $[A|B]$ is mean-square stabilizable.
(b) There exist a feedback gain and an encoder/decoder pair such that the matrix inequality

$$\begin{align*}
(A + BF)X + X(A + BF)' + BR[\Sigma^2 \odot (TFXFT')']R' B' < 0
\end{align*}$$

has a solution $X > 0$.
(c) There exists an encoder/decoder pair such that the matrix inequality

$$\begin{align*}
A'X + XA = XBRM[\Sigma^2 \odot (R'B'XBR)]^{-1}MR'B'X < 0
\end{align*}$$

has a solution $X > 0$.
(d) There exist a feedback gain and an encoder/decoder pair such that

$$\|T(s)\Phi\|_{MS} < 1,$$

where $\Phi = M^{-1}\Sigma$ and $T(s)$ is given by

$$T(s) = TF(sI - A - BF)^{-1}BRM.$$ (25)

The above lemma certainly gives a clue on how to verify the mean-square stabilizability. However, it has not been to our satisfactory yet. Extra effort is needed to reach what we are really looking forward to: an explicit analytic condition on the subchannel capacities such that the NCS can be mean-square stabilized via MIMO communication.

We make our way towards that goal by utilizing exactly the same idea from the previous section. As remarked before, the stabilization of the feedback system requires the balance of the demand and supply of the communication resource. When the subchannel capacities are given a priori, the supply side is not manipulatable. However, by exploiting the coding mechanism in the MIMO transceiver, it is possible to reshape the demands so as to match the supplies. From this perspective, one may expect that the strictly weak majorization condition as in $(13)$ should work equally well in the current case. This is indeed true. A slight difference from the previous case is that now the subchannel capacities take the form as in $(4)$ instead of $(2)$. The result is summarized in the following theorem.

**Theorem 2:** $[A|B]$ is mean-square stabilizable via MIMO communication over fading subchannels, if and only if the strictly weak majorization condition $(12)$ holds.

**Proof:** As before, assume that all the eigenvalues of $A$ lie in the open right half complex plane for brevity. We first show the necessity. Suppose $[A|B]$ is mean-square stabilizable, we shall show the relation $(12)$ holds. Without loss of generality, assume that $c_1 \geq c_2 \geq \cdots \geq c_l$. It suffices to show the inequality $(13)$ holds for $j = 1, 2, \ldots, k$. Let us start from the case when $j = 1$. According to Lemma 7, there exists an encoder/decoder pair such that the matrix inequality $(24)$ has a solution $X > 0$. Pre-multiplying and post-multiplying $X^{-1}$ on both sides of $(24)$ yields

$$\begin{align*}
X^{-1}A'X + X^{-1}AX^{-1} & - X^{-1}B R M[\Sigma^2 \odot (R'B'XBR)]^{-1}M R'B'X^{-1} < 0.
\end{align*}$$

Taking trace for both sides of the above inequality yields

$$\begin{align*}
\text{tr}(X^{-1}A'X) + \text{tr}(X^{-1}AX^{-1}) & - \text{tr}\{X^{-1}B R M[\Sigma^2 \odot (R'B'XBR)]^{-1}M R'B'X^{-1}\}
\end{align*}$$

$$\begin{align*}
= 2H(A) - 2 \sum_{i=1}^l c_i < 0,
\end{align*}$$

that validates the inequality $(13)$ when $j = 1$. We now proceed to the case when $j = 2$. Let us carry out the controllable-uncontrollable decomposition to the linear system $[A|BR]$ with respect to the first column of $BR$, i.e., find a state space transformation $x(t) = P y (t)$ such that the system $[A|BR]$ is transformed to

$$\begin{align*}
\begin{bmatrix}
\tilde{y}_1(t) \\
\tilde{y}_2(t)
\end{bmatrix} = \begin{bmatrix}
\tilde{A}_{11} & \tilde{A}_{12} \\
0 & \tilde{A}_{22}
\end{bmatrix} \begin{bmatrix}
y_1(t) \\
y_2(t)
\end{bmatrix} + \begin{bmatrix}
\tilde{B}_{11} & \tilde{B}_{12} \\
0 & \tilde{B}_{22}
\end{bmatrix} \begin{bmatrix}
p_1(t) \\
p_2(t)
\end{bmatrix},
\end{align*}$$

where

$$\begin{align*}
p_1(t) &= \kappa_1(t)q_1(t), \\
p_2(t) &= \kappa_2(t)q_2(t), \ldots, \kappa_l(t)q_l(t),
\end{align*}$$

and

$$\begin{align*}
\tilde{y}_1(t) &= \tilde{q}_1(t), \\
\tilde{y}_2(t) &= \tilde{q}_2(t), \ldots, \tilde{q}_l(t),
\end{align*}$$

Set $\tilde{F} = TFP$ and partition $\tilde{F}$ compatibly as $\tilde{F} = [\tilde{F}_{11} \, \tilde{F}_{12} ; \, \tilde{F}_{21} \, \tilde{F}_{22}]$.

Consider the subsystem $[\tilde{A}_{22}\tilde{B}_{22}]$ with closed-loop dynamics

$$\begin{align*}
\tilde{y}_2(t) = [\tilde{A}_{22} + \tilde{B}_{22}\tilde{\kappa}(t)\tilde{F}_{21}]y_2(t) + \tilde{B}_{22}\tilde{\kappa}(t)\tilde{F}_{21}y_1(t),
\end{align*}$$

where the term $\tilde{F}_{21}y_1(t)$ can be treated as a noise, the power of which goes to zero as time goes to infinity. Then, by mimicking the above proof in the case when $j = 1$, one can easily validate the inequality $(13)$ when $j = 2$. Moreover, in the same spirit, one can also validate the inequality $(13)$ when $j = 3, \ldots, k$, which completes the necessity proof.

For the sufficiency, we will seek a state feedback gain $F$ together with an encoder matrix $T$ and a decoder matrix $R$ such that $\|T(s)\Phi\|_{MS} < 1$, where $T(s)$ is given by $(25)$ and $\Phi = M^{-1}\Sigma$. Without loss of generality, assume that $[A|B]$ is in the cyclic decomposition form $(8)$, where each cyclic subsystem $[A_i|b_i], i = 1, 2, \ldots, k$, is stabilizable with state dimension $n_i$. For each $[A_i|b_i]$, we can design a stabilizing...
state feedback gain \( f_i \) such that \( \| T_i(s) \|_2^2 = 2H(A_i) \), where \( T_i(s) \) is given by (14). The existence of such \( f_i \) is guaranteed by Lemma 3. Let \( f = \text{diag}\{ f_1, f_2, \ldots, f_k \} \) and design \( F \) as in (15). Regarding the encoder/decoder pair, let

\[
T = M^{-\frac{1}{2}} U D^{-1}, \quad R = DU' M^{-\frac{1}{2}},
\]

where \( U \in \mathbb{R}^{k \times m} \) is an isometry to be designed and \( D = \text{diag}\{1, \epsilon, \ldots, \epsilon^{m-1}\} \) with \( \epsilon \) being a small positive number. Also set \( S = \text{diag}\{ I_{n_1}, I_{n_2}, \ldots, I_{n_k} \} \). Then

\[
T(s) = TF(s) - A - BF)^{-1} BRM = M^{-\frac{1}{2}} U F(s) - A - BF)^{-1} BU' M^{-\frac{1}{2}},
\]

where \( F, \bar{A}, \) and \( B \) are as in (17), (18), and (19), respectively. It follows that

\[
\| M \hat{T}(s) \| F M^{-\frac{1}{2}} \|_2^2, 1 = \max_{i \leq j \leq l} \int_{-\infty}^{\infty} \left\{ \Phi M^{-\frac{1}{2}} T^*(j\omega) M T(j\omega) M^{-\frac{1}{2}} \Phi \right\}_{ij} d\omega = \max_{i \leq j \leq l} \left\{ \Phi U(\text{diag}\{ \| T_i(s) \|_2^2, \ldots, \| T_k(s) \|_2^2, 0, \ldots, 0 \}) + o(\epsilon) \right\}_{ij} + o(\epsilon) \| U \| F \| \Phi \|_{ij},
\]

where the relation (12) holds, by Lemma 3 there exists a vector \( [\gamma_1 \gamma_2 \ldots \gamma_l]^T \) such that the inequalities (21) and (22) are satisfied. Further, by Lemma 6 an isometry \( U \) can be constructed such that the equality (23) holds for \( i = 1, 2, \ldots, l \). Now, substituting (23) into (27) yields

\[
\| M \hat{T}(s) \| F M^{-\frac{1}{2}} \|_2^2, 1 = \max_{i \leq j \leq l} \frac{\gamma_j}{c_j} + o(\epsilon).
\]

It is clear that when \( \epsilon \) is sufficiently small, we have

\[
\| T(s) \|_{MB} \leq \| M \hat{T}(s) \| F M^{-\frac{1}{2}} \|_2, 1 < 1,
\]

which completes the proof.

**Remark 3:** From the above proof, one can observe that the controller design is in fact the same as that in the previous case with AWGN subchannels. Specifically, the state feedback gain \( F \) is designed as in (15) by solving \( H_2 \) optimal complementary sensitivity for each cyclic subsystem \( \| A_i b_i \|, i = 1, 2, \ldots, k \). As for the design of the encoder/decoder pair, it looks slightly different from the previous case due to the current constraint (7) as opposed to (3). However, the essential idea is the same, i.e., reshaping the demands for the communication resource to match the given supplies.

Notice that all the discussions following Theorem 1 are also applicable here. Moreover, from Theorem 2 one can deduce two corollaries in parallel to Corollary 4 and Corollary 5. The proofs are omitted for brevity.

**Corollary 3:** If the cyclic decomposition of \( A \) has only one unstable cyclic block, i.e., \( A_1 \), then \( [A|B] \) is MS stabilizable via MIMO communication over fading subchannels, if and only if \( \mathcal{C} > H(A) \).

**Corollary 4:** If \( \mathcal{C}_1 = \mathcal{C}_2 = \cdots = \mathcal{C}_l \), then \( [A|B] \) is mean-square stabilizable via MIMO communication over fading subchannels, if and only if \( \mathcal{C} > H(A) \).

Having had all these studies in this section and the previous section, we are now in a position to return to our motivating questions raised in the very beginning. When MIMO communication is used in MIMO control, the encoder/decoder pair in the MIMO transceiver emerges as a substituted design freedom in place of the channel resource allocation. The deployment of MIMO communication brings in many new flexibilities and advantages as summarized below.

1) The condition on the subchannel capacities for stabilizability is weakened to a great extent. The condition is now given in terms of a strictly weak majorization relation as in (12), which is much weaker than that obtained under the channel resource allocation as in (13), (8), (42), (43). The understanding obtained in those studies is that not only the total channel capacity should be greater than the topological entropy of the plant, but also the capacities of the individual channels should be greater than certain values.

2) One essential feature of MIMO communication is that the number of subchannels is often greater than the number of data streams. This has been deployed in wireless communication to increase the data transmission capacity. When applied to networked stabilization, such redundancy in the number of subchannels has the advantage of reducing the capacity requirement in the individual subchannels. For example, with MIMO communication, one can use plenty of subchannels with small capacities to stabilize a single-input system as long as the total capacity is greater than the topological entropy. Note that the idea of introducing redundancy can be found in many other areas as well such as error-correcting codes (52), over-sampled filter banks (4), (11), signal compression (26), etc.

3) By virtue of the coding mechanism, in some cases, it may even be possible to stabilize the NCS with less number of subchannels than the number of the control inputs. The minimum number of subchannels needed is equal to the number of unstable cyclic subsystems yielded from the cyclic decomposition.

**VI. EXAMPLE**

In this section, a numerical example is provided to illustrate how to carry out the coding/control co-design to stabilize an NCS with MIMO communication.

Consider the following unstable system \( [A|B] \):

\[
A = \begin{bmatrix} 4 & 0 & 0 & 0 \\ 0 & 2 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} 1 & 1 \\ 1 & 1 \\ 1 & 1 \\ 0 & 1 \end{bmatrix},
\]

with initial condition \( x_0 = [1 \; 1 \; 1 \; 1]^T \). Clearly, \( [A|B] \) is stabilizable. Moreover, it is already in the cyclic decomposition form (6) with cyclic subsystems

\[
[A_1 b_1] = \begin{bmatrix} 4 & 0 & 0 & 1 \\ 0 & 2 & 0 & 1 \\ 0 & 0 & 1 & 1 \end{bmatrix}, \quad [A_2 b_2] = [1|1].
\]

It follows that \( H(A_1) = 4 + 2 + 1 = 7 \), and \( H(A_2) = 1 \).
We first consider the case when the MIMO transceiver has three AWGN SISO subchannels. For simplicity, let the noise power spectral density be $N = I$. The admissible transmission power levels in the subchannels are given by

$$P_1 = 9.1, \quad P_2 = 3.1, \quad \text{and} \quad P_3 = 4.1.$$ 

In view of (2), the subchannel capacities are

$$C_1 = 4.55, \quad C_2 = 1.55, \quad \text{and} \quad C_3 = 2.05.$$ 

Now, we can verify that the strictly weak majorization relation (12) is satisfied and, thus, the networked stabilization can be accomplished via certain coding/control co-design. One such co-design is carried out as below.

For the controller design, we solve the $H_2$ optimal $T_i(s)$ as in (14) for each cyclic subsystem $[A_i, b_i], i = 1, 2$, yielding the optimal feedback gains $f_1 = [-40 \quad 36 \quad -10]$ and $f_2 = -2$, respectively. Let

$$F = \text{diag}\{f_1, f_2\} = \begin{bmatrix} -40 & 36 & -10 & 0 \\ 0 & 0 & 0 & -2 \end{bmatrix}. \quad (28)$$

As for the coding design, let the encoder matrix $T$ and the decoder matrix $R$ be as in (16) with

$$U = \begin{bmatrix} 0.7817 & 0.4714 \\ 0.4629 & 0 \\ -0.4179 & 0.8819 \end{bmatrix} \quad \text{and} \quad D = \begin{bmatrix} 1 & 0 \\ 0 & 0.1 \end{bmatrix}.$$ 

With this co-design, we observe that the closed-loop poles are exactly the mirror images of the open-loop poles with respect to the imaginary axis. This validates the stability of the closed-loop system. Moreover, further computation yields

$$E[q_1^2] = 9.0848 < P_1, \quad E[q_2^2] = 3.0299 < P_2, \quad E[q_3^2] = 4.0249 < P_3,$$

i.e., the input power constraints (1) are satisfied. Combining these two observations, we see that the networked stabilization is accomplished via this coding/control co-design.

We proceed to consider the case when the MIMO transceiver has three fading SISO subchannels. The mean and covariance of the multiplicative noise $\kappa(t)$ are given by

$$M = \begin{bmatrix} 2 & 0 & 0 \\ 0 & 0.6 & 0 \\ 0 & 0 & 0.6 \end{bmatrix}, \quad \Sigma^2 = \begin{bmatrix} 0.35 & 0 & 0 \\ 0 & 0.2 & 0 \\ 0 & 0 & 0.25 \end{bmatrix},$$

respectively. In view of (4), the subchannel capacities are

$$C_1 = 5.7143, \quad C_2 = 0.9, \quad \text{and} \quad C_3 = 1.62.$$ 

Once again, we can verify that the strictly weak majorization relation (12) is satisfied and, thus, the mean-square stabilization can be accomplished via certain coding/control co-design. One such co-design is carried out as above.

For the controller design, as in Remark 3, we use the same state feedback gain as in (28). For the coding design, let the encoder matrix $T$ and the decoder matrix $R$ be as in (26) with

$$U = \begin{bmatrix} 0.8952 & -0.1993 \\ 0 & 0.8944 \\ 0.4456 & 0.4004 \end{bmatrix} \quad \text{and} \quad D = \begin{bmatrix} 1 & 0 \\ 0 & 0.1 \end{bmatrix}.$$ 

Under this coding/control co-design, the closed-loop system is mean-square stable. As shown in Fig. 9 the Frobenius norm of the state covariance goes to zero asymptotically.

![Fig. 9. Closed-loop evolution of $\|X(t)\|_F$.](image)

### VII. Conclusion

This paper initiates the study of MIMO control with MIMO communication. We consider the networked stabilization with the communication system between the controller and the plant modeled as a MIMO transceiver, which consists of three parts: an encoder, a MIMO channel, and a decoder. In the spirit of MIMO communication, the number of SISO subchannels in the transceiver is often greater than the number of data streams to be transmitted. The subchannel capacities are fixed a priori and, thus, not allocatable. Nevertheless, the encoder/decoder pair in the transceiver can be designed subject to a certain mild constraint. With this additional design freedom, one needs to design the controller and the encoder/decoder pair jointly so as to stabilize the system, leading to a stabilization problem via coding/control co-design.

The subchannels in the transceiver are modeled in two ways. We first consider the AWGN subchannels and then the fading subchannels. In both cases, it has been shown that the resulting coding/control co-design problem is solvable, if and only if the majorization type condition (12) is satisfied. The condition (12) relates the subchannel capacities required for stabilization to the topological entropies of the cyclic subsystems of the plant via a majorization type relation. This, on the other hand, gives an application of majorization in control theory. When the relation (12) holds, systematic procedures have also been put forward to carry out the coding/control co-design.

The key for establishing the condition (12) is to observe that the coding mechanism has the effect of mixing the demands for communication resource from different control inputs. As remarked before, in order to achieve closed-loop stabilization, the demand and supply for the communication resource must be balanced. When the subchannel capacities are fixed a priori, one can design the encoder/decoder pair wisely such that the demands are reshaped properly so as to match the supplies. This contrasts with the channel resource allocation as in [33], [34], [42], [43] that does the exact opposite, i.e., tailoring the supplies to meet the demands.
Despite the above-mentioned difference, it is worth noting that both co-design approaches provide an additional design freedom on top of the controller design. One common message conveyed is the following: In networked control, it is often more advantageous to design the communication system and the controller jointly rather than separately. By exploiting the additional design freedom, easier problems can be formulated and better results can be obtained. To this extent, the two co-design approaches can be unified under a general framework called communication/control co-design.

As a starting point, this paper is dedicated to the continuous-time networked stabilization with MIMO communication. The discrete-time counterpart is currently under our investigation. In the future, we wish to discover more connections between communication theory and control theory. Also, more applications of majorization in control theory are to be explored.
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