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Abstract. This work aimed to explore the fundamental aspects of the spectral properties of few-body general operators. We first consider the following question: when we know the probability distributions of a set of observables, what do we know about the probability distribution of their summation? When considering arbitrary operators, we could not obtain useful information over the third-order moment, while under the assumption of $k$-locality, we can rigorously prove a much stronger bound on the moment generating function for arbitrary quantum states. Second, with the use of this bound, we generalize the Chernoff inequality (or the Hoeffding inequality), which characterizes the asymptotic decay of the probability distribution for the product states by Gaussian decay. In the present form, the Chernoff inequality can be applied to a summation of independent local observables (e.g. single-site operators). We extend the range of application of the Chernoff inequality to the generic few-body observables.
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1. Introduction

In quantum mechanics, one of the most fundamental problems is the calculation of the probability distributions of observables, which is equivalent to determining the parameters that describe a quantum state. Usually, in condensed matter systems, the spins (or particles) are not independent of each other; hence such an analysis is generally quite a challenging problem [1] even for very simple quantum states [2]. This problem is deeply related to the entanglement structure of states [3, 4]. Here, we refer to the entanglement by quantum correlation, which results from the superposition principle; for example, a product state like $|0\rangle^\otimes N$ has no entanglement. Usually, we can treat only the class of slightly entangled states [5–7] because the number of parameters required to describe generic quantum states increases exponentially with the system size. This,
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in turn, leads to the problem of characterizing slightly entangled states. In general, the complete analysis of the entanglement is extremely difficult for states with more than four qubits \[8\]; hence, we need to characterize it in a more coarse-grained manner.

For this purpose, we focus here on the fact that, in slightly entangled states, the spins (particles) are weakly dependent on each other; notice that, in the product states, there are no correlations among the spins, and each of the spins provides an independent probability distribution. In such cases, the asymptotic behaviors of the probability distribution can be determined by the Chernoff inequality \[9\] (figure 1), which is also called the Hoeffding inequality \[10\]. Let us consider an \(N\) spin system, a product state \(\rho_{\text{Prod}} = \bigotimes\rho\) with \(\|a\| = 1\) for \(i = 1, 2, \ldots, N\). The Chernoff inequality ensures that the probability distribution of \(A\) for \(\rho_{\text{Prod}}\) decays faster than the Gaussian decay with the variance \(O(N)\).

\[\text{Figure 1. Schematic of the Chernoff inequality. Let us consider a product state } \rho_{\text{Prod}} \text{ and an operator } A, \text{ which is given by the summation of single-site operators } \{a_i\}_{i=1}^N \text{ with } \|a_i\| = 1 \text{ for } i = 1, 2, \ldots, N. \text{ The Chernoff inequality ensures that the probability distribution of } A \text{ for } \rho_{\text{Prod}} \text{ decays faster than the Gaussian decay with the variance } O(N).\]

\(A = \sum_{i=1}^{N} a_i\)

\(\text{Distribution of } A\)

\(\mathcal{O}(\sqrt{N})\)

\(\mathcal{O}(\sqrt{N})\)

\(\text{Gaussian decay}\)

\(\langle A \rangle\)

\(\chi\)

\(\text{tr}(\rho_{\text{Prod}} A^X) \leq e^{-\frac{(x - \langle A \rangle)^2}{CN}}, \quad (1)\)

where \(\Pi^A_{\geq x}\) is the projector onto the eigenspace of \(A\) in which the eigenvalues are greater than \(x\), \(\langle A \rangle := \text{tr}(\rho_{\text{Prod}} A)\), and \(C\) is a constant. The Chernoff inequality is originally exploited to analyze the hypothesis testing problem \[9, 11, 12\]. Here, we consider exactly independent spins, i.e. the product states, but we expect that a similar inequality holds for weakly correlated states: for example, states with exponential clustering (the exponential decay of bi-partite correlations), ground states in non-critical regimes or with non-vanishing spectral gaps, and short-range entangled states. In these cases, the Chernoff inequality \(1\) is expected to hold, but it has not been proved yet.

A good place to start studying this question is in the short-range entanglement class \[13\], which is characterized by a constant-depth quantum circuit acting on a product state (figure 2). A constant-depth quantum circuit is a unitary operator that can be decomposed into a product of \(O(1)\) unitary operators; here, each of the unitary operators has the form \(U_{X_1} \otimes U_{X_2} \otimes \cdots \otimes U_{X_n}\), where \(\{X_i\}_{i=1}^n\) are non-overlapping supports. The short-range entangled states are often called trivial states as they do not show any non-local quantum behavior such as macroscopic superposition \[14\] and topological

\[\text{doi:10.1088/1742-5468/2016/11/113103}\]
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Thus, we expect that the Chernoff inequality holds for this class of states. Now, the problem is equivalent to expressing the probability distribution of $U_{\text{loc}}^\dagger A U_{\text{loc}}$ with respect to a product state, where $U_{\text{loc}}$ is given by a constant-depth quantum circuit. Notice that the operator $U_{\text{loc}}^\dagger A U_{\text{loc}}$ is a few-body operator because $U_{\text{loc}}^\dagger a_i U_{\text{loc}}$ is still acting in the small region around site $i$. In the present paper, we aim to answer the following slightly general problem: for generic few-body operators, which may not be given by $U_{\text{loc}}^\dagger A U_{\text{loc}}$, can we prove the Chernoff inequality for arbitrary product states (see section 2 for the detailed definition of the few-body operators)?

Here, we compare the present analysis with previous works. The most relevant work recently appeared in [16] in which the Chernoff inequality has been proved in a different approach. There is a long history for the analysis of probability distributions in weakly or finitely correlated quantum many-body systems. One of the well-known examples is the central limit theorem, which states that the distribution of an observable converges to a Gaussian normal distribution in the thermodynamic limit, or for an infinite system size. In [17–20], the central limit theorem has been proved for several classes of weakly correlated quantum states. More recently, the related Berry–Essen theorem [21, 22] was proved for states under the assumption of exponential clustering [23]. However, in their analysis, the best convergence rate is of $O(1/\sqrt{N})$ [23], and a good estimation could not be provided for the asymptotic behavior of the probability distribution. The asymptotic behaviors of finite systems are often analyzed using the large deviation theorem [24], which has been also proven for special cases (e.g. finitely correlated spin chains [25] and 1D high-temperature Gibbs states [26, 27]). In another direction, for ground states with a non-vanishing spectral gap, a weaker version of the Chernoff bound $\text{tr}(\rho \Pi_{\omega^t}) \leq e^{-\frac{1}{2C} \lambda^2}$ was proved for systems with arbitrary dimensions [28, 29], where the constant $C$ is proportional to the inverse of the spectral gap. Thus far, even in simple setups, the Chernoff-type asymptotic decay (1) has not been proven for systems with higher or infinite dimensions.

In the analysis, the main difficulty lies in the fact that, when the observable $A$ is a generic few-body operator, the spectral analysis is usually non-trivial. To overcome this difficulty, we aim to answer the following questions: given the probability distributions of a set of observables $\{A_i\}_{i=1}^g$ for a quantum state $\rho$, what do we...
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1D Heisenberg chain

![Diagram of 1D Heisenberg chain](image)

Figure 3. Decomposition of operators. Let an observable be given by the Hamiltonian $H$ of the 1D Heisenberg chain. Then, the operator is decomposed into two observables, namely $H_{\text{odd}}$ and $H_{\text{even}}$. Each of the operators can be given by the summation of the non-overlapping local operators; hence, the Chernoff inequality (1) holds for $H_{\text{odd}}$ and $H_{\text{even}}$, respectively. However, the analysis of $H_{\text{odd}} + H_{\text{even}}$ is usually non-trivial and it is not a simple question as to whether the Chernoff inequality also holds for $H$.

know about the distribution function of $\sum_{i=1}^{n} A_i / n$? We often encounter a situation in which some observables $\{A_i\}_{i=1}^{n}$ are easy to analyze, while their summation $\sum_{i=1}^{n} A_i / n$ is difficult to analyze. For example, let us consider the calculation of the probability distribution with respect to a product state $\otimes_{i=1}^{N} |0\rangle$ ($N$: system size), for the Heisenberg-type observable $H = \sum_{i=1}^{N} J (S_i^x S_{i+1}^x + S_i^y S_{i+1}^y + S_i^z S_{i+1}^z)$. Then as shown in figure 3, it is trivial to analyze each $H_{\text{even}} = \sum_{i=\text{even}}^{N} J (S_i^x S_{i+1}^x + S_i^y S_{i+1}^y + S_i^z S_{i+1}^z)$ and $H_{\text{odd}} = \sum_{i=\text{odd}}^{N} J (S_i^x S_{i+1}^x + S_i^y S_{i+1}^y + S_i^z S_{i+1}^z)$ separately, while the analysis of $H$ is a non-trivial problem [30, 31]. In this case, the inequality (1) trivially holds for both $H_{\text{even}}$ and $H_{\text{odd}}$. Hence, if we can show that the asymptotic distribution behavior does not change because of the summation of $H_{\text{even}} + H_{\text{odd}}$, the probability distribution of $H$ is proved to follow the inequality (1). Indeed, we can generally connect the momentum-generating function of $\sum_{i=1}^{n} A_i / n$ to those of $\{A_i\}_{i=1}^{n}$, which plays a key role in the generalization of the Chernoff inequality.

The reminder of this paper is organized as follows. In section 2, we first show the fundamental setup of the system and definitions of the terms. We also show several preliminary lemmas for the analysis. In section 3, we first give the general statements to connect the probability distributions of different operators. As one application, we give an improved version of the main lemma in [32], which discusses the energy excitation by local perturbations. In section 4, we show the generalized version of the Chernoff inequality (1). In section 5, we prove all the theorems, lemmas and corollaries. Finally, section 6 concludes the paper.

2. Notation and general setup

We consider a spin system of finite volume with each spin having a $d$-dimensional Hilbert space, and we label each spin by $i = 1, 2, \ldots N$. We denote the set of all spins by $\Lambda = \{1, 2, \ldots N\}$, a partial set of sites by $X$, and the cardinality of $X$, that is, the size of this subset, by $|X|$ (e.g. $X = \{i_1, i_2, \ldots, i_{|X|}\}$).

Furthermore, for an arbitrary operator $A$, we define $\Pi_{x}^{A}$ ($\Pi_{<x}^{A}$) as the projection operator onto the eigenspace of $A$ in the range $\geq x$ ($< x$). Note that the probability
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distribution of $A$ for a quantum state $\rho$ having values greater than $x$ is given by $\text{tr}(\rho \Pi^A_x)$. As quantum states, we consider an arbitrary $\rho$ in section 3, while in section 4 we restrict $\rho$ to the product states.

Throughout the paper, we consider few-body observables, which is characterized by ‘$q$-locality’ and ‘$g$-extensiveness’. We here refer to a operator with $q = O(1)$ and $g = O(1)$ as a few-body operator:

**Definition 1 ($q$-local).** An operator $O$ is $q$-local, with $q$ being a positive integer, if $O$ is given by the form

$$O = \sum_{|X| \leq q} o_X,$$

(2)

where each $\{o_X\}_{X \subset \Lambda}$ is an operator acting on a finite subset of spins $X$ having cardinality less than or equal to $q$. Here, the spins in subset $X$ may not exist next to each other in the lattice.

More explicitly, a $q$-local operator can be given in the form of

$$O = \sum_i h_i s_i + \sum_{i_1, i_2} J_{i_1 i_2} s_{i_1} s_{i_2} + \sum_{i_1, i_2, i_3} J_{i_1 i_2 i_3} s_{i_1} s_{i_2} s_{i_3} + \cdots + \sum_{i_1, i_2, \ldots, i_q} J_{i_1 i_2 \cdots i_q} s_{i_1} s_{i_2} \cdots s_{i_q},$$

where $\{s_i\}$ are operator bases on the $i$th spin; for example, it can be given by the Pauli matrices for $(1/2)$-spin systems, namely $\{s_i\} = \{\sigma^x_i, \sigma^y_i, \sigma^z_i\}$.

Second, we introduce $g$-extensiveness as the normalization of an operator:

**Definition 2 ($g$-extensive).** For a positive constant $g > 0$, an operator is $g$-extensive if

$$\sum_{X: X \ni i} \|o_X\| \leq g, \quad \text{for } \forall i \in \Lambda,$$

(3)

where we denote $O$ by $O = \sum_{X: X \ni i} o_X$ and $\|\cdots\|$ is the operator norm (i.e. the maximum singular value of operator) and $\sum_{X: X \ni i}$ denotes the summation with respect to the subsets $X$ containing the spin $i$.

This condition implies that a local norm of one spin is bounded by a finite constant $g$. A trivial algebra ensures that the norm $\|O\|$ does not exceed $gN$, where $N$ is the system size:

$$\|O\| = \left\| \sum_{X: X \subset \Lambda} o_X \right\| \leq \sum_{X: X \subset \Lambda} \|o_X\| \leq \sum_{i=1}^N \sum_{X: X \ni i} \|o_X\| \leq \sum_{i=1}^N g = gN,$$

(4)

where we note that the $q$-locality of $O$ is not assumed.

For an arbitrary quantum state $\rho$ and operator $A$, we define the moment-generating function $e^{M(\rho, A, \tau)}$ as follows:

$$M(\rho, A, \tau) := \log \left[ \text{tr}(e^{\tau A} \rho) \right].$$

(5)

Notice that $M(\rho, A, \tau)$ contains information on the asymptotic behavior of the probability distribution. For example, let us consider a case where $M(\rho, A, \tau)$ is bounded from above by
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\[ M(\rho, A, \tau) \leq c_1 \tau^2 + c_2 \]  

with \( \text{tr}(\rho A) = 0 \), where \( c_1 \) and \( c_2 \) are positive constants. We then have

\[ e^{x^2} \text{tr}(\Pi^d_{\rho} \rho) \leq \text{tr}(e^{x^2} \rho) \leq e^{x^2} c_1^2 + c_2 \text{ for } x \geq 0, \]

which yields

\[ \text{tr}(\Pi^d_{\rho} \rho) \leq \exp\left(-\frac{x^2}{4c_1} + c_2\right) \]  

by choosing \( \tau = x/(2c_1) \). The same inequality holds for \( \text{tr}(\Pi^d_{\rho} \rho) \).

2.1. Preliminaries

Here, we show three basic lemmas. First, for the analysis of generic few-body observables, we often need to treat multi-commutators. We give two lemmas as useful technical tools in the analysis. Second, we formulate the Chernoff inequality for operators that are given by the summation of independent local observables.

For the norm of multi-commutators, we can prove the following lemma (see lemma 3 in [33]):

**Lemma 1.** Let \( \{A_i\}_{i=1}^{n} \) be \( k \)-local and \( g \)-extensive, respectively, and \( O_X \) be an arbitrary operator supported in a subset \( X \). Then, the norm of the multi-commutator \([A_n, [A_{n-1}, \ldots, [A_1, O_X], \ldots]]\) is bounded from above by

\[ ||[A_n, [A_{n-1}, \ldots, [A_1, O_X], \ldots]]|| \leq \prod_{m=1}^{n} (2g_mK_m)||O_X||, \]

where \( K_m := |X| + \sum_{i \leq m-1} k_i \).

Then, we consider the decomposition of a few-body operator \( A \) into a summation of operators \( \{A_i\}_{i=1}^{n} \), each of which is easy to analyze. For example, when considering a spatially local Hamiltonian on a lattice with finite dimensions, a decomposition similar to that shown in figure 3 is always possible by taking \( \bar{n} = O(D) \), where \( D \) is the number of dimensions of the system. On the other hand, for generic few-body observables \( A \) (e.g., a local operator on infinite-dimensional graph), the existence of such a decomposition is non-trivial. Actually, we can also ensure the existence of the following decomposition for general \( k \)-local and \( g \)-extensive operators [34] as follows:

**Lemma 2.** Let \( A = \sum a_X \) be an arbitrary \( k \)-local and \( g \)-extensive operator and \( N \) be a fixed system size. We consider a decomposition of \( A \) into a summation of \( \bar{n} \) operators \( \{A_j\}_{j=1}^{\bar{n}} \) such that (figure 4)

\[ A_j = \tilde{a}_{X_j}^{(1)} + \tilde{a}_{X_j}^{(2)} + \cdots + \tilde{a}_{X_j}^{(\bar{n})}, \]

s.t. \( ||\tilde{a}_{X_j}^{(m)}|| \leq gk \) and \( X_j^{(m)} \cap X_j^{(m')} = \emptyset \) for \( \forall m, m' \in \{1, 2, \ldots, N_j\} \),

where \( \bar{n} \) is an arbitrary integer which is independent of the system size \( N \), each of \( \{\tilde{a}_{X_j}^{(1)}, \tilde{a}_{X_j}^{(2)}, \ldots, \tilde{a}_{X_j}^{(\bar{n})}\} \) is proportional to one component of \( \{a_X\}_X \) in \( A \) and \( N_j \leq N/k \) for...
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\[ A^c = a_X^{(1)} + a_X^{(2)} + a_X^{(3)} + \cdots \]

Figure 4. Decomposed operators in lemma 2. The lemma states that an arbitrary few-body operator can be decomposed into a set of simple operators \( \{ A_j^{(s)} \}_{j=1}^n \), each of which is given by the summation of non-overlapping local operators. The term ‘non-overlapping’ means that the local components in \( A_j^{(s)} \), namely \( \{ a_X \}_{m=1}^n \) in equation (9), are supported in subsets \( \{ X^{(s)}_m \}_{m=1}^N \), which do not overlap with each other.

\[ j = 1, 2, \ldots, n. \] Note that \( \{ A_j^{(s)} \}_{j=1}^n \) are now \( k \)-local and \((gk)\)-extensive. Then, there always exists a decomposition of \( A = \frac{1}{\bar{n}} \sum_{j=1}^n A_j^c \) with the error

\[ \left\| A - \frac{1}{\bar{n}} \sum_{j=1}^n A_j^c \right\| \leq C_0 \frac{1}{\bar{n}}, \tag{10} \]

where \( C_0 \) is a constant which only depends on \( k, g \) and \( N \). With the integer \( \bar{n} \) increasing, the precision becomes better as \( 1/\bar{n} \); that is, if we choose \( \bar{n} \) infinitely large, the operator \( A \) can be exactly decomposed into a summation of operators of the form (9). Such a decomposition has been explicitly given in appendix A of [34].

Lemma 2 says that if we take \( \bar{n} \) large enough, we can decompose \( k \)-local operator into the operators in the form of (9). As a concrete example, let us consider an operator \( A_{1D} \) on a one-dimensional lattice with nearest-neighbor couplings:

\[ A_{1D} = \sum_{i=1}^{N-1} a_{i,i+1}, \tag{11} \]

where \( \{ a_{i,i+1} \}_{i=1}^{N-1} \) are arbitrary operators defined on the sites \( \{(i, i+1)\}_{i=1}^{N-1} \), respectively, and satisfy \( \| a_{i,i+1} \| \leq g \) with \( g \) being a constant. Then, this can be decomposed as \( A_{1D} = (A_1^c + A_2^c)/2 \) with

\[ A_1^c = \sum_{i=\text{even}}^{N-1} 2a_{i,i+1}, \quad A_2^c = \sum_{i=\text{odd}}^{N-1} 2a_{i,i+1}. \tag{12} \]

The operators \( A_1^c \) and \( A_2^c \) are now 2-local (\( k = 2 \)) and \((2g)\)-extensive, respectively.

We formalize the quantum Chernoff inequality as the upper bound of the moment generating function \( M(A, \rho, \tau) \):

**Lemma 3 (The Chernoff inequality for product states).** Let \( A \) be a summation of non-overlapping local operators:

\[ A = \sum_{i=1}^{N_i} a_X, \quad \text{s.t.} \quad \| a_X \| \leq 1, \quad \| X \| \leq k \quad \text{and} \quad X_i \cap X_j = \emptyset \quad \forall i, j \in \{1, 2, \ldots, N_i \}, \tag{13} \]

\[ \text{doi:10.1088/1742-5468/2016/11/113103} \]
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and \( \rho_{\text{Prod}} \) be a product state in the form of \( \rho_1 \otimes \rho_2 \otimes \cdots \otimes \rho_N \). For simplicity, we set \( \text{tr}(\rho A) = 0 \). Then, the Chernoff inequality gives the Gaussian decay of the probability distribution of \( \rho_{\text{Prod}} \) with respect to \( A \), or equivalently,

\[
M(A, \rho_{\text{Prod}}, \tau) \leq \frac{4N}{k} \tau^2. \tag{14}
\]

**Proof.** The lemma is simply proved as follows:

\[
\text{tr}(e^{\sigma A} \rho_{\text{Prod}}) = \text{tr}\left(e^{\sum_{i=1}^{N_1} (a_i - \langle a_i \rangle) \rho_{\text{Prod}}} \right) = \prod_{i=1}^{N_1} \text{tr}(e^{(a_i - \langle a_i \rangle)^m \rho_{\text{Prod}}}) \tag{15}
\]

where \( \langle a_i \rangle := \text{tr}(a_i \rho_{\text{Prod}}) \) and \( \sum_{i=1}^{N_1} \langle a_i \rangle = 0 \). We have

\[
\text{tr}(e^{(a_i - \langle a_i \rangle)^m \rho_{\text{Prod}}}) = 1 + \sum_{m \geq 2} \frac{\tau^m}{m!} \text{tr}[(a_i - \langle a_i \rangle)^m \rho_{\text{Prod}}] \leq 1 + \sum_{m \geq 2} \frac{\tau^m}{m^2} 2^m = e^{2\tau} - 2\tau \leq e^{(2\tau)^2}, \tag{16}
\]

where we use \( \|a_i - \langle a_i \rangle\| \leq 2\|a_i\| \leq 2 \). By combining above two inequalities, we have

\[
\text{tr}(e^{\sigma A} \rho_{\text{Prod}}) \leq e^{(2\tau)^2 N_1} \leq e^{\tau^2 N/k}, \tag{17}
\]

where \( N_1 \leq N/k \). By taking the logarithm of this inequality, we reach the inequality (14).

From the lemma, we immediately obtain

\[
\text{tr}(\Pi_{\geq 2} \rho_{\text{Prod}}) \leq \exp\left(-\frac{k\sigma^2}{16N}\right) \tag{18}
\]

by following the same discussion as in the derivation of (7).

### 3. Upper bound on the moment-generating function

In this section, we consider the following problem. Let \( \rho \) be an arbitrary quantum state and \{ \( A_j \) \}_{j=1}^{\tilde{n}} \) be a set of arbitrary operators. We also assume that we know the probability distribution of each of \{ \( A_j \) \}_{j=1}^{\tilde{n}}. Here, we consider the relationship of the probability distributions of \{ \( A_j \) \}_{j=1}^{\tilde{n}} with that of their summation \( \sum_{j=1}^{\tilde{n}} A_j \).

We begin with the most general statement without any assumption on the operator \{ \( A_j \) \}_{j=1}^{\tilde{n}}. For this problem, we can trivially obtain information on the average and the standard variance. For simplicity, we discuss the case of \( \tilde{n} = 2 \) and consider two observables, \( A_1 \) and \( A_2 \). We denote the average and variance by \( \mu \) and \( \sigma \), respectively, and set the averages to zero (\( \mu_1 = \mu_2 = 0 \)). Then, for the summation \( A_1 + A_2 \), we have

doi:10.1088/1742-5468/2016/11/113103
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\[ \text{tr}[\rho(A_1 + A_2)] = \text{tr}(\rho A_1) + \text{tr}(\rho A_2) = \mu_1 + \mu_2 = 0 \]  \hspace{1cm} (19)

and

\[
\sqrt{\text{tr}[\rho(A_1 + A_2)^2]} = \sqrt{\text{tr}(\rho A_1^2) + \text{tr}(\rho A_2^2) + \text{tr}(\rho A_2 A_1) + \text{tr}(\rho A_1 A_2)}
\leq \sqrt{\left(\text{tr}(\rho A_1^2) + \text{tr}(\rho A_2^2)\right)^2} = \sigma_1 + \sigma_2, \]  \hspace{1cm} (20)

where we apply the Schwartz inequality \(\text{tr}(\rho A_2 A_1) \leq \sqrt{\text{tr}(\rho A_1^2) \text{tr}(\rho A_2^2)}\). By using the Chebyshev inequality, we can ensure that the probability distribution for \(A_1 + A_2\) decays faster than

\[ \text{tr}(\rho \Pi^{A_1 + A_2}_{\geq x}) \leq \left(\frac{\sigma_1 + \sigma_2}{|x|}\right)^2, \]  \hspace{1cm} (21)

where \(\Pi^{A_1 + A_2}_{\geq x}\) is the projection operator onto the eigenspace of \(A_1 + A_2\), which is in \([x, \infty)\).

From the bound (21), we cannot know information on moments above the third order, such as \(\text{tr}[\rho(A_1 + A_2)^k]\) with \(k \geq 3\). We aim to obtain a much better bound by considering additional assumptions on the observables \(A_1\) and \(A_2\). More specifically, we restrict the observables to be \(k\)-local and \(g\)-extensive. This condition is one of the most natural assumptions when we analyze realistic quantum many-body systems.

Nevertheless, recent studies have shown that this ‘few-body’ assumption gives us fruitful information on the fundamental properties. For arbitrary sets of few-body observables \(\{A_i\}_{i=1}^n\), we obtain strong upper bounds on the moment-generating function. We start from the case of \(n = 2\):

**Theorem 3.** Let \(A\) and \(B\) be \(k\)-local \(g\)-extensive operators, respectively. Then, for an arbitrary quantum state \(\rho\) and \(|\tau| < 1/(4\lambda)\), we have

\[ M(A + B, \rho, \tau) \leq \frac{M(2A, \rho, \tau) + M(2B, \rho, \tau)}{2} + \frac{3\tau^2}{2} \|[A, B]\|, \]  \hspace{1cm} (22)

where \(\lambda\) is defined by

\[ \lambda := 2gk. \]  \hspace{1cm} (23)

By using lemma 1 and the \(g\)-extensiveness of operators, the commutator norm \(\|[A, B]\|\) is bounded from above by \(\|[A, B]\| \leq \lambda g N\). Hence, we can generally obtain the inequality

\[ M(A + B, \rho, \tau) \leq \frac{M(2A, \rho, \tau) + M(2B, \rho, \tau)}{2} + \frac{3\lambda g N \tau^2}{2}. \]  \hspace{1cm} (24)

Here, we would like to emphasize that we need not make any assumption on the quantum state \(\rho\); for example, we need not assume that it is a product state or pure state.

We can easily extend the results to general summations:

\[ \text{tr}(\rho(A_1 + A_2)) = \text{tr}(\rho A_1) + \text{tr}(\rho A_2) = \mu_1 + \mu_2 = 0 \]  \hspace{1cm} (19)

and

\[
\sqrt{\text{tr}[\rho(A_1 + A_2)^2]} = \sqrt{\text{tr}(\rho A_1^2) + \text{tr}(\rho A_2^2) + \text{tr}(\rho A_2 A_1) + \text{tr}(\rho A_1 A_2)}
\leq \sqrt{\left(\text{tr}(\rho A_1^2) + \text{tr}(\rho A_2^2)\right)^2} = \sigma_1 + \sigma_2, \]  \hspace{1cm} (20)

where we apply the Schwartz inequality \(\text{tr}(\rho A_2 A_1) \leq \sqrt{\text{tr}(\rho A_1^2) \text{tr}(\rho A_2^2)}\). By using the Chebyshev inequality, we can ensure that the probability distribution for \(A_1 + A_2\) decays faster than

\[ \text{tr}(\rho \Pi^{A_1 + A_2}_{\geq x}) \leq \left(\frac{\sigma_1 + \sigma_2}{|x|}\right)^2, \]  \hspace{1cm} (21)

where \(\Pi^{A_1 + A_2}_{\geq x}\) is the projection operator onto the eigenspace of \(A_1 + A_2\), which is in \([x, \infty)\).

From the bound (21), we cannot know information on moments above the third order, such as \(\text{tr}[\rho(A_1 + A_2)^k]\) with \(k \geq 3\). We aim to obtain a much better bound by considering additional assumptions on the observables \(A_1\) and \(A_2\). More specifically, we restrict the observables to be \(k\)-local and \(g\)-extensive. This condition is one of the most natural assumptions when we analyze realistic quantum many-body systems.

Nevertheless, recent studies have shown that this ‘few-body’ assumption gives us fruitful information on the fundamental properties. For arbitrary sets of few-body observables \(\{A_i\}_{i=1}^n\), we obtain strong upper bounds on the moment-generating function. We start from the case of \(n = 2\):

**Theorem 3.** Let \(A\) and \(B\) be \(k\)-local \(g\)-extensive operators, respectively. Then, for an arbitrary quantum state \(\rho\) and \(|\tau| < 1/(4\lambda)\), we have

\[ M(A + B, \rho, \tau) \leq \frac{M(2A, \rho, \tau) + M(2B, \rho, \tau)}{2} + \frac{3\tau^2}{2} \|[A, B]\|, \]  \hspace{1cm} (22)

where \(\lambda\) is defined by

\[ \lambda := 2gk. \]  \hspace{1cm} (23)

By using lemma 1 and the \(g\)-extensiveness of operators, the commutator norm \(\|[A, B]\|\) is bounded from above by \(\|[A, B]\| \leq \lambda g N\). Hence, we can generally obtain the inequality

\[ M(A + B, \rho, \tau) \leq \frac{M(2A, \rho, \tau) + M(2B, \rho, \tau)}{2} + \frac{3\lambda g N \tau^2}{2}. \]  \hspace{1cm} (24)

Here, we would like to emphasize that we need not make any assumption on the quantum state \(\rho\); for example, we need not assume that it is a product state or pure state.

We can easily extend the results to general summations:
Corollary 4. Let \( \{A_j\}^{n}_{j=1} \) be arbitrary k-local g-extensive operators and \( A \) be defined by their summation:
\[
A = \frac{1}{\bar{n}} \sum_{j=1}^{n} A_j.
\]
(25)

Then, for an arbitrary quantum state \( \rho \) and \( |\tau| < 1/(4\lambda) \), we have
\[
M(A, \rho, \tau) \leq \frac{1}{2m_0} \sum_{j=1}^{\bar{n}} M\left(\frac{2m_0}{\bar{n}} A_j, \rho, \tau\right) + \frac{3\lambda g N\tau^2}{8} m_0,
\]
(26)
where \( m_0 = \lfloor \log_2 \bar{n} \rfloor \).

The error term is proportional to \( N\tau^2 \log \bar{n} \); hence as long as we consider a summation of a finite number of operators (\( \bar{n} = \mathcal{O}(1) \)), the term is not influential. This \( \log \bar{n} \) dependence becomes dominant when considering the Chernoff inequality for general few-body operators (see section 4.2), where \( \bar{n} \) is at least as large as \( \text{Poly}(N) \). This theorem plays central roles in deriving the Chernoff inequality (1) for general few-body operators.

We further show that a much stronger inequality holds if we add the assumption that the distributions are completely localized for \( \rho \):

Theorem 5. Let \( A \) be defined by
\[
A = \frac{1}{\bar{n}} \sum_{j=1}^{n} A^c_j,
\]
(27)
where each \( \{A^c_j\}^{n}_{j=1} \) is k-local, g-extensive, and given by a summation of non-overlapping local operators (see figure 4). We also assume that, for a quantum state \( \rho \), the distribution of \( \{A^c_j\}^{n}_{j=1} \) is exactly localized with a width \( 2\sigma \) and \( \text{tr}(\rho A_j) = 0 \) for \( j = 1, 2, \ldots, n \); that is, we assume
\[
\rho \Pi_{>\sigma}^A = \rho \Pi_{\leq \sigma}^A = 0
\]
(28)
for \( j = 1, 2, \ldots, n \). Then, the moment-generating function \( M(A, \rho, \tau) \) is upperbounded by
\[
M(A, \rho, \tau) \leq -\frac{\sigma}{\lambda} \log(1 - \lambda |\tau|),
\]
(29)
where \( \lambda \) is defined in equation (23).

This implies that the probability distribution of \( A \) is also localized in a finite range with exponentially decaying errors; this is ensured by
\[
\text{tr}(\Pi^A_{\geq x} \rho) \leq e^{-\tau x} \text{tr}(e^{\sigma A} \rho) \leq e^{-\tau x} (1 - \lambda |\tau|)^{-\sigma/\lambda},
\]
(30)
which yields
\[
\text{tr}(\Pi^A_{\geq x} \rho) \leq \left(\frac{x}{\sigma}\right)^{\sigma/\lambda} e^{-(x-\sigma)/\lambda} \text{ for } x \geq \sigma,
\]
(31)
where we choose \( \tau = (x - \sigma)/(|\lambda x|) \). We can obtain the same inequality for \( \text{tr}(\Pi^H_{\leq -x} \rho) \).
As one application of theorem 5, we show the improvement of the following inequality [32]: let \( H \) be a Hamiltonian that is \( k \)-local and \( g \)-extensive and \( A \) be an arbitrary \( q \)-local operator. Then, the energy excitation due to the operator \( A \) is exponentially suppressed as

\[
\| \Pi_{\geq x}^H A | \Omega \rangle \| \leq \| A \| \exp \left( -\frac{x}{5k\lambda} + q \right),
\]

where \( | \Omega \rangle \) is the ground state of the Hamiltonian \( H \) as \( H | \Omega \rangle = 0 \). This kind of inequality has been first introduced to analyze an effective Hamiltonian that governs low-energy regimes [32]. It plays central roles in connecting the spectral gap and the fundamental properties of ground states [28, 35, 36].

On the other hand, owing to the coefficient \( \| A \| \) in the right-hand side, an arbitrary large energy can be still locally excited with very low-probability. To demonstrate this point, we consider the case where the ground state \( | \Omega \rangle \) is decomposed as follows:

\[
| \Omega \rangle = \lambda_0 | 0 \rangle \otimes | \phi_0 \rangle + \lambda_1 | 1 \rangle \otimes | \phi_1 \rangle,
\]

where \( | \lambda_0 |^2 + | \lambda_1 |^2 = 1 \). We now choose \( A = | 0 \rangle \langle 0 | / \lambda_0 \) or \( A = | 1 \rangle \langle 1 | / \lambda_1 \), and then the inequality (32) reads

\[
\| \Pi_{\geq x}^H | 0 \rangle \otimes | \phi_0 \rangle \| \leq \frac{1}{\lambda_0} \exp \left( -\frac{x}{5k\lambda} + 1 \right), \quad \| \Pi_{\geq x}^H | 1 \rangle \otimes | \phi_1 \rangle \| \leq \frac{1}{\lambda_1} \exp \left( -\frac{x}{5k\lambda} + 1 \right),
\]

where \( A \) is 1-local \((q = 1)\) and \( \| A \| = 1/\lambda_0 \) \((1/\lambda_1)\). Thus, if \( \lambda_0 \) or \( \lambda_1 \) is as small as \( e^{-\alpha N} \), the macroscopic energy of \( O(N) \) can be locally excited with the probability \( e^{-\alpha N} \). This seems rather strange, and hence, we expect that the inequality can be improved in the following manner:

\[
\| \Pi_{\geq x}^H A | \Omega \rangle \| \leq \| A | \Omega \rangle \| \exp \left( -\frac{x}{5k\lambda} + q \right),
\]

which modifies the inequality (34) as\( \| \Pi_{\geq x}^H | 0 \rangle \otimes | \phi_0 \rangle \| \leq e^{-\frac{x}{5k\lambda} + 1} \) and\( \| \Pi_{\geq x}^H | 1 \rangle \otimes | \phi_1 \rangle \| \leq e^{-\frac{x}{5k\lambda} + 1} \), where the high-energy excitation is impossible even probabilistically.

We can indeed improve the inequality (32) in the case where the Hamiltonian is frustration free. A frustration-free Hamiltonian satisfies the following property: the Hamiltonian can be expressed as a sum of terms such that the lowest-energy states of the full Hamiltonian are also the lowest energy states of each individual term. In other words, the global ground states are also local ground states. Then, we can prove the following corollary:

**Corollary 6.** Let \( H \) be a frustration-free \( k \)-local Hamiltonian with \( g \)-extensiveness, i.e. \( h_X | \Omega \rangle = 0 \) for \( \forall h_X \) with \( H = \sum_{|X| \leq k} h_X \). We also denote the ground state of \( H \) by \( | \Omega \rangle \) \((H | \Omega \rangle = 0)\). Then, for any \( q \)-local operator \( A \), we have

\[
\| \Pi_{\geq x}^H A | \Omega \rangle \| \leq \| A | \Omega \rangle \| \left( \frac{x}{\lambda q} \right)^{q/2k} \exp \left( -\frac{x}{2k\lambda} + \frac{q}{2k} \right) \quad \text{for} \quad x \geq \lambda q.
\]
4. The Chernoff inequality

In this section, we extend the Chernoff inequality (14) to more general cases compared to the standard ones (13), which is restricted to the summation of non-overlapping local operators. Here, we consider the probability distribution of generic few-body observables for a product state $\rho_{\text{Prod}}$. We summarize the present results in figure 5.

4.1. Finite dimensional systems

When considering finite-dimensional systems, we have to define the structure of the system explicitly (e.g. a square lattice). For simplicity, we restrict ourselves here to $D$-dimensional regular lattices. In this lattice system, we define the distance $\text{dist}(X, Y)$ as the length of the shortest path connecting the two partial sets $X$ and $Y$. When we consider ‘spatially local operators’, we introduce the following additional assumption to the operator:

$$A = \sum_{|X| \leq k} a_X, \quad \text{s.t.} \quad \sum_{X : X \ni \text{diam}(X) \geq r} \|a_X\| = 0 \quad \text{for} \quad \forall i \in \Lambda,$$

where $r$ is an $O(1)$ constant and $\text{diam}(X) := \sup_{\{i,j\} \in X} \text{dist}(i, j)$.

First, we consider the case where the operator $A$ is given by operators that satisfy (37). This assumption ensures that we can always decompose the operator $A$ into

$$A = \frac{1}{\bar{n}} \sum_{j=1}^{\bar{n}} A_j^c$$

where each $\{A_j^c\}_{j=1}^{\bar{n}}$ is given by the summation of non-overlapping local operators (see equations (11) with (12) for example). Notice that the Chernoff inequality (14) holds for each of $\{A_j^c\}_{j=1}^{\bar{n}}$.

Here, from corollary 4, we give the following generalization of the Chernoff inequality in lemma 3:

**Lemma 4 (Chernoff inequality for finite dimensional systems).** Let $\rho_{\text{Prod}}$ be a product state $\rho_{\text{Prod}}$ and $A$ be an operator given by equation (38), where each of $\{A_j^c\}_{j=1}^{\bar{n}}$ is $k$-local and $g$-extensive. We also set $\text{tr}(\rho_{\text{Prod}}A_j^c) = 0$ for $j = 1, 2, \ldots, \bar{n}$. Then, the upper bound of the moment-generating function for $\rho_{\text{Prod}}$ is given by

$$M(A, \rho_{\text{Prod}}, \tau) \leq \tilde{C} N \tau^2$$

for $|\tau| \leq 1/(4 \lambda)$, where

$$\tilde{C} := \frac{8g^2}{k} \left[ \frac{3\lambda g}{2} \left\lfloor \log_2 \bar{n} \right\rfloor \right].$$

Now, the parameter $\tilde{C}$ increases logarithmically with the number of dimensions of the system $D$. 
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We can immediately apply this lemma to the probability distribution. We have an inequality

\[ \text{tr}(\Pi^A_x \rho_{\text{Prod}}) \leq e^{-\tau x + C N \tau^2} \]  

for \( x \geq 0 \) and \( \tau \leq 1/(4 \lambda) \). By choosing the parameter \( \tau \) appropriately, the inequality (41) reduces to

\[ \text{tr}(\Pi^A_x \rho_{\text{Prod}}) \leq \max\left(e^{-x^2/4CN}, e^{-x/8}\right). \]  

The same inequality holds for \( \text{tr}(\Pi^A_{-x} \rho_{\text{Prod}}) \).

4.2. Infinite dimensional systems (generic few-body operators)

In the case where the operator \( A \) is given by a general \( k \)-local and \( g \)-extensive operator, the number of decomposed operators, namely \( \tilde{n} \), can be arbitrarily large as in lemma 2. Thus, we can no longer expect that \( \log_2 \tilde{n} \) is an \( \mathcal{O}(1) \) constant; \( \tilde{C}(\tau) \) in (40) is infinitely large in the limit of \( \tilde{n} \to \infty \). We can still prove the following weaker statement for an arbitrarily large \( \tilde{n} \).

**Theorem 7.** Let \( A \) be given in the form of equation (38) with each of \( \{A^i_j\}_{j=1}^\tilde{n} \) being \( k \)-local and \( g \)-extensive, where the number \( \tilde{n} \) may be infinitely large. Then, the probability distribution of \( A \) for \( \rho_{\text{Prod}} \) is bounded from above by

\[ \mathcal{O}(\sqrt{N}) \]  

for a product state \( \rho_{\text{Prod}} \) decays faster than the Gaussian decay, but with the variance of \( \mathcal{O}(N \log D) \) (lemma 4). On the other hand, for generic few-body operators or local operators on infinite-dimensional lattices, we obtain slightly weaker decays compared to the strict Gaussian, \( e^{-\tilde{C}(\tau)(N \log(D)/\sqrt{N})} \) (corollary 8). (a) Operators on finite-dimensional lattices. (b) Generic few-body operators.
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\[
\text{tr}(\Pi^4_x \rho_{\text{Prod}}) \leq c_1 \exp \left( -c_0 \frac{x^2}{N \log(x/\sqrt{N})} \right)
\]

(43)

with \( x > 0 \), where we set \( \text{tr}(A_j^c \rho_{\text{Prod}}) = 0 \) for \( j = 1, 2, \ldots, \tilde{n} \) and \( \{ c_0, c_1 \} \) are positive constants of \( \mathcal{O}(1) \) that only depend on \( k \) and \( g \). The same upper bound is also given for \( \text{tr}(\Pi^4_x \rho_{\text{Prod}}) \).

This inequality implies that the probability distribution asymptotically decays as \( e^{-\mathcal{O}(N/\log N)} \) for \( x = \mathcal{O}(N) \). This decay is weaker than (42) for \( \tilde{n} = \mathcal{O}(1) \), whereas even for \( \tilde{n} \to \infty \), the inequality (43) gives us a meaningful bound. From lemma 2, we immediately generalize the Chernoff inequality to generic few-body observables.

**Corollary 8 (Chernoff bound for generic few-body operators).** For an arbitrary \( k \)-local and \( g \)-extensive operator \( A \) and a product state \( \rho_{\text{Prod}} \) with \( \text{tr}(\rho_{\text{Prod}} A) = 0 \), we have the upper bound of

\[
\text{tr}(\Pi^4_x \rho_{\text{Prod}}) \leq c'_1 \exp \left( -c'_0 \frac{x^2}{N \log(x/\sqrt{N})} \right)
\]

(44)

for \( x > 0 \), where \( c'_0 \) and \( c'_1 \) are positive constants of \( \mathcal{O}(1) \) that only depend on \( k \) and \( g \). We have the same inequality for \( \text{tr}(\Pi^4_x \rho_{\text{Prod}}) \).

**4.3. For quasi-local operators**

We often encounter the case where the operator is not given by a strict \( k \)-local operator but by a *quasi-local* operator. For example, we consider a 1-local operator \( \sum a_i \) which evolves with a spatially local Hamiltonian \( H \). Then, because of the Lieb–Robinson bound [37, 38], the time-evolved operator \( A(t) = \sum a_i e^{-iHt} \) is given by the form of

\[
a_i(t) = \sum X a_X,
\]

(45)

where \( \sum_{\text{diam}(X) \geq 1} \| a_X \| \leq \text{const} e^{-(t-v)\xi} \) with \( \xi \) and \( v \) \( \mathcal{O}(1) \) constants which depend only on the details of the Hamiltonian; that is, the non-local couplings between spins decay exponentially with respect to the spatial distance outside the light cone which grows linearly with the time. The operator \( A(t) \) is approximately \( \mathcal{O}(t^2) \)-local (\( D \): dimension of the system), but contains terms up to \( N \)-body coupling. For this quasi-local operators, we can also prove the Chernoff–Hoeffding inequality. For simplicity, we only consider small-dimensional systems, namely \( D = \mathcal{O}(1) \).

To this aim, we first decompose the system into a set of ‘supersites’ with multiple sites (figure 6); each of the supersites has a length of \( \mathcal{O}(t) \) (i.e. the width of the light cone) and consists of \( \mathcal{O}(t^D) \) sites. The number of supersite is \( \tilde{N} = \mathcal{O}(N/t^D) \). In the description of the supersite, the operator \( A(t) \) is given by

\[
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\begin{equation}
A(t) = \sum_{l \geq 0} A_l,
\end{equation}

where \( A_l \) contains couplings between supersites which are distance \( l \) apart from each other.

Owing to the Lieb–Robinson bound, each of \( \{ A_l \} \) is \( \mathcal{O}(t^D) \)-local and \( g(l) \)-extensive with

\begin{equation}
g(l) = g_0 t^D e^{-\text{const} \cdot l},
\end{equation}

where \( g_0 \) is an \( \mathcal{O}(1) \) constant which does not depend on the system size \( N \) and the time \( t \). Note that because one supersite contains \( \mathcal{O}(t^D) \) sites, a local norm of one supersite is proportional to \( t^D \). Then, our task is to obtain the moment generating function \( M(A(t), \rho, \tau) \) for operator (46) with (47). It is given in the following theorem:

**Theorem 9.** Let \( A(t) \) be given in the form of equations (46) with (47). Then, the moment-generating function for a product state \( M(A(t), \rho_{\text{Prod}}, \tau) \) is bounded from above by

\begin{equation}
M(A(t), \rho_{\text{Prod}}, \tau) \leq \text{const} \cdot \tau^2 g_0^2 N t^D
\end{equation}

for \( \tau \leq \text{const} \cdot 1/(g_0 t^D) \), where the coefficient depends only on the system dimension \( D \) and details of the system parameters.

As in the derivation of the inequality (42), the probability distribution for \( A(t) \) can be also bounded from above by

\begin{equation}
\text{tr}(\Pi_x(t) \rho_{\text{Prod}}) \leq \exp \left\{ -\frac{x^2}{\text{const} \cdot g_0^2 t^D N} \right\}.
\end{equation}

This implies that as long as \( t \) is small the Chernoff–Hoeffding inequality holds for the time-evolved operator \( A(t) \).
5. Proof of results

5.1. Proof of theorem 3

We begin with the following inequality:

\[ \text{tr}(e^{(A+B)}\rho) = \sum_{j=1}^{n} p_j \langle \psi_j | e^{(A+B)} | \psi_j \rangle = \sum_{j=1}^{n} p_j \langle \psi_j | e^{\sum_{A} A} e^{-\tau A} e^{\sum_{B} B} | \psi_j \rangle \]

\[ \leq \|e^{\sum_{B} B} e^{\sum_{A} A} e^{-\tau A}\| \sum_{j=1}^{n} p_j \|e^{\tau A} | \psi_j \rangle|| \|e^{\sum_{B} B} | \psi_j \rangle|| \]

\[ = \|e^{\sum_{B} B} e^{\sum_{A} A} e^{-\tau A}\| \sum_{j=1}^{n} \sqrt{p_j \langle \psi_j | e^{2\tau A} | \psi_j \rangle} \sqrt{p_j \langle \psi_j | e^{2\tau B} | \psi_j \rangle} \]

\[ \leq \|e^{\sum_{B} B} e^{\sum_{A} A} e^{-\tau A}\| \sqrt{\text{tr}(e^{2\tau A} \rho)} \sqrt{\text{tr}(e^{2\tau B} \rho)}, \] (50)

where we define \( \rho = \sum_j p_j | \psi_j \rangle \langle \psi_j | \) and used the Schwartz inequality in the second inequality. Then, our task is to estimate the norm of \( \|e^{\sum_{B} B} e^{\sum_{A} A} e^{-\tau A}\| \). Here, the conditions for the operators, namely \( k \)-locality and \( g \)-extensiveness, play central roles in the estimation.

For this purpose, we define \( e^{-xB} e^{\sum_{A} A} e^{-xA} =: U(x) \) and obtain

\[ \frac{dU(x)}{dx} = -BU - UA + e^{-xB} e^{\sum_{A} A} (A+B) e^{-xA} \]

\[ = -BU + e^{-xB} e^{\sum_{A} A} Be^{-xA} e^{xB} U = [(\hat{B}(x) - B)] U, \] (51)

where \( \hat{B}(x) := e^{-xB} e^{\sum_{A} A} Be^{-xA} e^{xB} \). We thus obtain

\[ U(\tau) = T \left[ e^\int_0^\tau [(\hat{B}(x) - B)] dx \right], \] (52)

where \( T[\cdot] \) is the time-ordering operator. We then arrive at the inequality of

\[ \| U(\tau) \| \leq e^\int_0^\tau \| \hat{B}(x) - B \| dx. \] (53)

We notice that \( \hat{B}(x) \) is given by

\[ \hat{B}(x) - B = \sum_{m,n=0}^{\infty} \frac{x^{n+m}}{n! m!} \text{ad}_B^n[\text{ad}_{A+B}^m(B)] - B = \sum_{n=0}^{\infty} \frac{x^{n+m}}{n! m!} \text{ad}_B^n[\text{ad}_{A+B}^m(B)], \] (54)

where \( \text{ad}_B^n[\cdot] = [B, \text{ad}_B^{n-1}([B, \cdot])]. \)

By using the basic lemma 1, we obtain

\[ \| \text{ad}_{A+B}^m(B) \| \leq \| \text{ad}_{A+B}^{m-1}([A, B]) \| \leq (2\lambda)^{m-1} m! \|([A, B])\|, \] (55)

where we defined \( \lambda := 2g \) and use the fact that \( A + B \) is at most \( 2g \)-extensive. Similarly, we have

\[ \| \text{ad}_B^n[\text{ad}_{A+B}^m(B)] \| \leq 2^{m-1} \lambda^{n+m-1} (n+m)! \|([A, B])\|. \] (56)

Therefore, we calculate the upper bound of \( \| \hat{B}(x) - B \| \) as
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\[ \| B(x) - B \| \leq \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} \frac{|x|^{n+m}}{n! m!} 2^{n-1} \lambda^{n+m-1}(n + m)! \| [A, B] \| \]

\[ = \sum_{m=1}^{\infty} \frac{(\lambda |x|)^m}{2\lambda} 2^m (1 - \lambda |x|)^{-m-1} \| [A, B] \| \]

\[ = \frac{|x|}{(1 - 3\lambda |x|)(1 - \lambda |x|)} \| [A, B] \| \]  

(57)

for \( \lambda |x| < 1/3 \), where we use the Taylor expansion of \( (1 - x)^{-m-1} = \sum_{n=0}^{\infty} \frac{x^n}{n!} (m + 1)(m + 2) \cdots (m + n) \) in the first equality. Because we have assumed \( |\tau|\lambda < 1/4 \) for \( \tau \), we finally obtain

\[ \| U(\tau) \| \leq \exp \left[ \frac{\| [A, B] \|}{\lambda^2} \int_{0}^{\lambda |\tau|} \frac{t}{(1 - t)(1 - 3t)} dt \right] \]

\[ = \exp \left[ \frac{\| [A, B] \|}{\lambda^2} (2^{-1} \log(1 - \lambda |\tau|) - 6^{-1} \log(1 - 3\lambda |\tau|)) \right] \leq \exp \left[ \frac{3\tau^2}{2} \| [A, B] \| \right], \]  

(58)

where we use the inequality \( 2^{-1}\log(1 - x) - 6^{-1}\log(1 - 3x) \leq 3x^2/2 \) for \( 0 \leq x \leq 1/4 \).

Thus, from the inequalities (50) and (58), we arrive at the inequality (B.1) for \( |\tau| < 1/(4\lambda) \). This completes the proof. \( \square \)

5.2. Proof of corollary 4

Because of \( n \leq 2^{m_0} \), we first denote

\[ A = \frac{1}{n} \sum_{j=1}^{n} A_j = \sum_{j=1}^{2^{m_0}} \tilde{A}_j, \]  

(59)

where \( \tilde{A}_j = A_j/n \) for \( j \leq n \) and \( \tilde{A}_j = 0 \) for \( n < j \leq 2^{m_0} \). Note that each of \( \{\tilde{A}_j\}_{j=1}^{2^{m_0}} \) is now \( k \)-local and \( (g/n) \)-extensive. For the proof, we begin with

\[ A = \sum_{j=1}^{2^{m_0}-1} \tilde{A}_j + \sum_{j=2^{m_0}+1}^{2^{m_0}} \tilde{A}_j =: A_0 + A_1, \]  

(60)

where \( A_0 \) and \( A_1 \) are \( (g/2) \)-extensive. According to theorem 3, we obtain

\[ M(A, \rho, \tau) \leq \frac{M(2A_0, \rho, \tau) + M(2A_1, \rho, \tau)}{2} + \frac{3\tau^2}{2} \| [A_0, A_1] \| \]

\[ \leq \frac{M(2A_0, \rho, \tau) + M(2A_1, \rho, \tau)}{2} + \frac{3\lambda g N \tau^2}{8}, \]  

(61)

where we utilize the inequality \( \| [A_0, A_1] \| \leq \lambda gN/4 \). For \( M(2A_0, \rho, \tau) \) and \( M(2A_1, \rho, \tau) \), we apply the same procedure. We then obtain
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\[
M(A, \rho, \tau) \leq \frac{M(4A_{00}, \rho, \tau) + M(4A_{01}, \rho, \tau) + M(4A_{10}, \rho, \tau) + M(4A_{11}, \rho, \tau)}{4} + \frac{3\lambda gN\tau^2}{4},
\]

where we decompose \( A_0 = A_{00} + A_{01} \) and \( A_1 = A_{10} + A_{11} \) in the same manner as in equation (60). By repeating this process \( m_0 \) times, we can prove corollary 4. \( \square \)

5.3. Proof of theorem 5

From the assumption of (28), we have

\[
\rho = \Pi^{(j)}_{|x| \leq \sigma} \rho
\]

for all of \( \{A^0_j\}_{j=1}^\sigma \). Now, \( \{A^0_j\}_{j=1}^\sigma \) are given by the summation of non-overlapping local operators. Hence, regarding the spectral properties of \( \{A^0_j\}_{j=1}^\sigma \), we obtain the following inequality [32] for any \( q \)-local operator \( \mathcal{O} \):

\[
\| \Pi^{(A^0_j)}_{|x| \geq h} A^m \rho \| \leq \| O \| \quad \text{for} \quad \Delta \epsilon \leq 2gq,
\]

\[
= 0 \quad \text{for} \quad \Delta \epsilon > 2gq.
\]

where each of \( \{\Pi^{(A^0_j)}_{|x| \geq h}\}_{j=1}^\sigma \) denotes the projection operator onto the eigenspace of \( A^0_j \) which is in \([\epsilon, \infty)\). By using inequalities (63) and (64), we have

\[
\Pi^{(A^0_j)}_{|x| \geq h} A^m \rho = \Pi^{(A^0_j)}_{|x| \geq h} A^m \Pi^{(A^0_j)}_{|x| \leq \sigma} \rho = 0 \quad \text{for} \quad h - \sigma > 2gkm,
\]

where we use the fact that \( A^m \) is at most \((mk)\)-local. This equality gives

\[
\text{tr}(A^m \rho) = \text{tr}(A_m A_{m-1} \cdots A_2 A_1 \rho)
\]

with

\[
A_s = \frac{1}{n} \sum_{j=1}^\sigma \Pi^{(A^0_j)}_{|x| \leq \sigma + 2gk(s-1)} A^0_j
\]

for \( s = 1, 2, \ldots, m \). Note that

\[
\|A_s\| \leq \frac{1}{n} \sum_{j=1}^\sigma \| \Pi^{(A^0_j)}_{|x| \leq \sigma + 2gk(s-1)} A^0_j \| \leq \frac{\sigma + 2gk(s-1)}{\sigma + 2gk(s-1) - 1} \sum_{j=1}^\sigma = \sigma + 2gk(s-1).
\]

From equation (66) and inequality (68), we obtain

\[
\text{tr}(A^m \rho) \leq \lambda^m [(m-1) + \sigma/\lambda][(m-2) + \sigma/\lambda] \cdots \sigma/\lambda.
\]

Thus, we arrive at

\[
\text{tr}(e^{\sigma A} \rho) \leq \sum_{m=0}^{\infty} \frac{(\lambda \tau)^m}{m!} [(m-1) + \sigma/\lambda][(m-2) + \sigma/\lambda] \cdots \sigma/\lambda = (1 - \lambda \tau)^{-\sigma/\lambda}
\]
Connecting the probability distributions of different operators and generalization of the Chernoff–Hoeffding inequality for $0 \leq \tau \leq \lambda$. The last equality results from the Taylor expansion of $(1 - x)^z = \sum_{n=0}^{\infty} \frac{x^n}{n!} s(s + 1) \cdots (s + n - 1)$. This completes the proof. \hfill \Box

5.4. Proof of corollary 6

We can obtain inequality (36) immediately from lemma 2 and theorem 5. From lemma 2, the Hamiltonian can be decomposed into $k$-local and $(gk)$-extensive operators in the form of equation (9), say $\{H_j^g\}_{j=1}^{\tilde{n}}$, where $H_j^g|\Omega\rangle = 0$ for $j = 1, 2, 3, \ldots, \tilde{n}$ because $H$ is frustration-free. From inequality (64) and $q$-locality of the operator $A$, the energy distribution of $|\Omega\rangle$ with respect to each of the Hamiltonians $\{H_j^g\}_{j=1}^{\tilde{n}}$ is completely localized at most with the width $2gkq$, i.e. $\sigma = 2gkq$. Then, inequality (31) in theorem 5 gives

$$\frac{||\Pi_{x \geq x} A|\Omega\rangle||^2}{||A|\Omega\rangle||^2} \leq \left(\frac{x}{2gkq}\right)^{gk} \exp\left(-\frac{x - 2gkq}{k\lambda}\right), \quad \text{for } x \geq 2gkq,$$

(71)

which reduces to inequality (36). Notice that the Hamiltonian is now $(gk)$-extensive instead of $g$-extensive; hence, the parameter $\lambda$ in inequality (31) should be replaced by $k\lambda$. \hfill \Box

5.5. Proof of lemma 4

The proof is immediately given by applying corollary 4 and inequality (14). First, from corollary 4, we have

$$M(A, \rho_{Prod}, \tau) \leq \frac{1}{2^{m_0}} \sum_{j=1}^{\tilde{n}} M(2^{m_0} A_j^g/\tilde{n}, \rho_{Prod}, \tau) + \frac{3\lambda g N \tau^2}{8} [\log_2 \tilde{n}].$$

(72)

By replacing $\tau$ with $\frac{2^{m_0}}{\tilde{n}} g\tau$ in inequality (14), we obtain

$$M(2^{m_0} A_j^g/\tilde{n}, \rho_{Prod}, \tau) \leq \frac{4}{k} N \tau^2 \left(\frac{2^{m_0} g\tau}{\tilde{n}}\right)^2$$

(73)

for $j = 1, 2, \ldots, \tilde{n}$. This reduces inequality (72) to

$$M(A, \rho_{Prod}, \tau) \leq \frac{1}{2^{m_0}} \sum_{j=1}^{\tilde{n}} \frac{4}{k} N \left(\frac{2^{m_0} g\tau}{\tilde{n}}\right)^2 + \frac{3\lambda g N \tau^2}{8} [\log_2 \tilde{n}]$$

$$\leq N \tau^2 \left(\frac{8g^2}{k} + \frac{3\lambda g}{8} [\log_2 \tilde{n}]\right),$$

(74)

where we use $2^{m_0} \leq 2\tilde{n}$. Hence, lemma 4 is proved. \hfill \Box

5.6. Proof of theorem 7

For the proof, we calculate the moment $\langle A^m \rangle$ separately. The main idea for the calculations is to decompose $\langle A^m \rangle$ as follows. We begin with $m = 1$ and $m = 2$, and consider the decomposition of
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\[ \langle A^1 \rangle = \frac{1}{\bar{n}} \sum_{j=1}^{\bar{n}} \langle A_j^c \rangle, \]

\[ \langle A^2 \rangle = \frac{1}{\bar{n}^2} \sum_{i,j=1}^{\bar{n}} \langle A_i^c A_j^c \rangle = \frac{1}{\bar{n}^2} \sum_{i<j} \langle (A_i^c + A_j^c)^2 \rangle - \frac{\bar{n}-2}{\bar{n}^2} \sum_{j=1}^{\bar{n}} \langle (A_j^c)^2 \rangle. \]

(75)

The point of these decompositions is that we only have to calculate a set of the moment functions, which are constructed from at most two operators. For example, \( A_i^c + A_j^c \) corresponds to the case of \( \bar{n} = 2 \); hence, the upper bound of \( \langle (A_i^c + A_j^c)^2 \rangle \) can be efficiently estimated from inequality (42).

In the same manner, we aim to decompose \( \langle A^m \rangle \) so that we have to calculate a set of the moment functions constructed from at most \( m \) operators. For this purpose, we consider the following decomposition:

\[ A^m = \sum_{j=0}^{m-1} \theta_j S_{m-j}. \]

(76)

Here, \( \{\theta_j\}_{j=0}^{m-1} \) are integers and

\[ S_{m-j} := \frac{1}{\bar{n}^m} \sum_{|\Xi|=m-j} |\Xi|^m A^m_{\Xi}, \quad A_{\Xi} := \frac{1}{|\Xi|} \sum_{i \in \Xi} A_i^c, \]

where \( \Xi \) is a positive-integer set of size \( |\Xi| \) with elements from \( \{1, 2, \ldots, \bar{n}\} \), e.g. \( \Xi = \{i_1, i_2, i_3, \ldots, i_{|\Xi|}\} \). In appendix A, we show that the integers \( \{\theta_j\}_{j=0}^{m-1} \) are given by

\[ \theta_j = (-1)^j \binom{\bar{n} - m + j - 1}{j}. \]

(78)

By using this decomposition, we obtain

\[ |\langle A^m \rangle| \leq \sum_{j=0}^{m-1} \frac{\theta_j}{\bar{n}^m} \sum_{|\Xi|=m-j} |\Xi|^m |\langle A^m_{\Xi} \rangle|. \]

(79)

Here, the operator \( A_{\Xi} \) is a summation of \( |\Xi| \) operators; hence, the inequality (42) implies that \( \text{tr}(\Pi_{\Xi}^2 \rho_{\text{Prod}}) \) decays as \( e^{-\text{const.} |\Xi|^2/\bar{n}^2} \), namely Gaussian decay with the variance \( \mathcal{O}(N \log |\Xi|) \). Thus, we obtain

\[ |\langle A^m_{\Xi} \rangle| \leq c_1 \Gamma \left( \frac{|\Xi| + 1}{2} \right) (c_2 N \log |\Xi|)^{m/2} \leq c_1 \Gamma \left( \frac{m + 1}{2} \right) (c_2 N \log m)^{m/2}, \]

(80)

where \( \Gamma(x) \) is the gamma function, and \( c_1 \) and \( c_2 \) are constants of \( \mathcal{O}(1) \) that depend on \( g \) and \( k \). Note that \( A_{\Xi} \) is now the summation of at most \( m \) operators \( (|\Xi| \leq m) \).

The remaining problem is to count the number of summands in equation (79). First, the number of sets \( \Xi \) that satisfy \( |\Xi| = m - j \) is given by \( \binom{\bar{n}}{m-j} \). Hence, the total number of summands in equation (76) is
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\[ \sum_{j=0}^{m-1} |\theta_j| \left( \frac{\bar{n}}{m-j} \right) = \sum_{j=0}^{m-1} \left( \frac{\bar{n} - m + j - 1}{j} \right) \left( \frac{\bar{n}}{m-j} \right) \]
\[ = \sum_{j=0}^{m-1} \frac{1}{j!} \left( \frac{\bar{n} - m + 1}{(m-j)!} \right) \frac{\bar{n}!}{(\bar{n} - m + j)!} \]
\[ = \sum_{j=0}^{m-1} \frac{1}{j!} \left( \frac{\bar{n} - m}{(m-j)!} \right) \frac{\bar{n}!}{(\bar{n} - m + j)!} \]
\[ \leq \left( \frac{\bar{n}}{m} \right) \sum_{j=0}^{m-1} \left( \frac{m}{j} \right) \leq 2^m \left( \frac{\bar{n}}{m} \right). \]  

By combining inequalities (79)–(81), we obtain

\[ |\langle A^m \rangle| \leq \frac{2^m}{\bar{n}^m} \left( \frac{\bar{n}}{m} \right) c_1 \Gamma \left( \frac{m+1}{2} \right) \left( c_2 N \log m \right)^{m/2} \]
\[ \leq c_1 (2Nc_2m \log m)^{m/2}, \]  

where we use the inequalities \( \left( \frac{\bar{n}}{m} \right) \leq \bar{n}^m \) and \( \Gamma \left( \frac{m+1}{2} \right) \leq (m/2)^{m/2} \). To connect inequality (82) to the distribution function of \( A \), we use the following inequality:

\[ |\langle A^m \rangle| \geq x^m \text{tr} (\Pi_{\geq x} \rho_{\text{Prod}}) \quad \text{for} \quad x > 0, \]

which yields with (82) the following inequality:

\[ \text{tr} (\Pi_{\geq x} \rho_{\text{Prod}}) \leq c_1 \left( \frac{2Nc_2m \log m}{x^2} \right)^{m/2}. \]  

By defining \( m_0 \) as the minimum integer such that

\[ \frac{2Nc_2m \log m}{x^2} \leq \frac{1}{e}, \]  

we obtain

\[ \text{tr} (\Pi_{\geq x} \rho_{\text{Prod}}) \leq c_1 e^{-m_0/2}. \]  

Now, the integer \( m_0 \) satisfying (85) has the value of \( \frac{\log(x^2)}{N \log(N/x^2)} \) and inequality (86) reduces to (43). Hence, the theorem is proved. \( \square \)

5.7. Proof of theorem 9

We calculate the moment-generating function for \( A(t) \) with the form of equation (46). For this purpose, we first decompose \( A(t) \) as

\[ A(t) = \sum_{i \geq 0} A_i = \sum_{s \geq 1} Q_s \quad \text{with} \quad Q_s := \sum_{l = s}^{l+1} A_l, \]  

where
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where \( l_1 = 0 \) and the set of \( \{ l_s \} \) is chosen appropriately such that \( Q_s \) is at most \([g_0 t^D 2^{-2s}]\)-extensive; from equation (47), we have to choose \( l_s \) as \( l_s = O(s) \).

We then define \( Q_{g_s} := \sum_{s \geq 1} Q_s \) (i.e. \( Q_{g_1} = A(t) \)) and decompose \( M(A(t), \rho_{\text{prod}}, \tau) \) as

\[
M(A(t), \rho_{\text{prod}}, \tau) = M(Q_{g_1}, \rho_{\text{prod}}, \tau) = \frac{M(2Q_1, \rho_{\text{prod}}, \tau) + M(2Q_{g_2}, \rho_{\text{prod}}, \tau)}{2} + E_{r1},
\]

where \( E_{r1} := M(Q_{g_1}, \rho_{\text{prod}}, \tau) - [M(2Q_1, \rho_{\text{prod}}, \tau) + M(2Q_{g_2}, \rho_{\text{prod}}, \tau)]/2. \) Note that \( Q_{g_1} = Q_1 + Q_{g_2} \). Similarly, we decompose \( M(2Q_{g_2}, \rho_{\text{prod}}, \tau) \) as

\[
M(2Q_{g_2}, \rho_{\text{prod}}, \tau) = \frac{M(2^2Q_2, \rho_{\text{prod}}, \tau) + M(2^2Q_{g_3}, \rho_{\text{prod}}, \tau)}{2} + E_{r2},
\]

where \( E_{r2} := M(2Q_{g_2}, \rho_{\text{prod}}, \tau) - [M(2^2Q_2, \rho_{\text{prod}}, \tau) + M(2^2Q_{g_3}, \rho_{\text{prod}}, \tau)]/2. \) By repeating this process, we reach the equality

\[
M(Q_{g_1}, \rho_{\text{prod}}, \tau) = \sum_{s \geq 1} M(2^sQ_s, \rho_{\text{prod}}, \tau) + 2E_r,
\]

where

\[
E_r := M(2^{s-1}Q_{g_s}, \rho_{\text{prod}}, \tau) - \frac{M(2^sQ_s, \rho_{\text{prod}}, \tau) + M(2^sQ_{g_{s+1}}, \rho_{\text{prod}}, \tau)}{2}.
\]

Our task is then to estimate the terms \( M(2^sQ_s, \rho_{\text{prod}}, \tau) \) and \( E_r \). We will treat the two terms separately.

We first estimate the function \( M(2^sQ_s, \rho_{\text{prod}}, \tau) \). From the definition of \( Q_s \) in equation (87), we apply the lemma 4 to \( M(2Q_1, \rho, \tau) \). Now, \( 2^{s-1}Q_{s-1} \) is \( O(l_s^D) \)-local and \( (g_0 t^D 2^{s-1}) \)-extensive; hence,

\[
M(2^{s-1}Q_{s-1}, \rho_{\text{prod}}, \tau) \leq \text{const} \cdot \tau^2 \bar{N}(g_0 t^D 2^{-s})^2 l_s^D = \text{const} \cdot \tau^2 g_0^2 N 2^{-2s} (st)^D,
\]

for \( \tau \leq \text{const} \cdot 2^s N/(g_0 t^D) \) and \( D = O(1) \), where we use \( l_s = O(s) \) and \( \bar{N} = O(N t^D) \). By using this inequality, we obtain

\[
\sum_{s \geq 1} \frac{M(2^sQ_s, \rho, \tau)}{2^s} \leq \text{const} \cdot \tau^2 g_0^2 N t^D
\]

for \( \tau \leq \text{const} \cdot 1/(g_0 t^D) \).

We second estimate the value \( E_r \). For the purpose, we have to extend the basic theorem 3 to the quasi-local operators:

**Lemma 5.** Let \( A \) and \( B \) be quasi-local operators such that

\[
A = \sum_{q \geq q_0} A_q, \quad B = \sum_{q \geq q_0} B_q
\]

where \( A_q \) and \( B_q \) are \( q \)-local and \( g(q) \)-extensive with
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\[ g(q) := \frac{q}{k_0} e^{-\left(q/k_0\right)^2}, \quad (95) \]

where \( \gamma \) is a positive constant. Then, for an arbitrary quantum state \( \rho \) and \( |\tau| < \text{const} \cdot 1/(g_0^2 \gamma^2) \), we have

\[ M(A + B, \rho, \tau) \leq \frac{M(2A, \rho, \tau) + M(2B, \rho, \tau)}{2} + \text{const} \cdot \gamma^3 g^2 k_0 \mathcal{N} e^{-\text{const} \cdot (g_0/k_0)^2 \tau^2}. \quad (96) \]

This lemma immediately gives the upper bound of \( \mathbb{E}_s \) by substituting \( A \rightarrow 2^{s-1} Q_s, \ B \rightarrow 2^{s-1} Q_{s+1}, \ g \rightarrow g_0^D 2^{-s-1}, \ k_0 \rightarrow 1, \ \gamma \rightarrow D \) and \( \mathcal{N} \rightarrow \tilde{\mathcal{N}} \) and \( g_0 \rightarrow \text{const} \cdot l^D \) in (96), respectively:

\[ \sum_{s \geq 1} 2^{-s+1} \mathbb{E}_s \leq \text{const} \cdot \sum_{s \geq 1} g_0^2 l^D \tilde{\mathcal{N}} 2^{-s-1} e^{-\text{const} \cdot l \tau^2} \]

\[ = \text{const} \cdot \tau^2 g_0^2 \mathcal{N} l^D \quad (97) \]

for \( \tau \leq \text{const} \cdot 1/(g_0 l^D) \), where we use \( \tilde{\mathcal{N}} = \mathcal{O}(N/l^D) \) and include the \( D \)-dependence into the coefficient since we here assume that \( D \) is an \( \mathcal{O}(1) \) constant.

6. Summary and future work

In the first half of this paper, we proved a general theorem on the moment-generating function, which connects a set of moment-generating functions \( \{ M(\rho, \tau, A_i) \}_{i=1}^n \) to \( M(\rho, \tau, \sum_{i=1}^n A_i) \). The crucial point of this theorem is that it is restricted to few-body operators instead of arbitrary operators. This result is quite general in the sense that we do not need any assumption on the quantum state \( \rho \) and few-body operators are the most general observables when we analyze realistic quantum many-body systems. Moreover, experimentally, this analysis may be helpful to infer probability distributions for other eigenbases that are difficult to measure experimentally; it is often the case that we can prepare projective measurements only onto simple eigenbases. As one of the applications, we utilize this upper bound to generalize the Chernoff inequality so that it may be applied to more general observables beyond the summation of single-site operators as in figure 1.

On the other hand, we have left several open problems. First, in corollary 4, the error term in (26) is proportional to \( \log \tilde{n} \). This term hampers us in theorem 7 from generalizing the Chernoff inequality for generic few-body operators in a complete manner, i.e. in the strict Gaussian form instead of the quasi-Gaussian form. Thus far, we have not clarified whether this estimation is qualitatively optimal, because the scaling of \( \log \tilde{n} \) is too subtle to observe numerically.

Second, as an important future direction, can we apply the present techniques to analyze more general quantum states? Our approach gives strong statements on the Chernoff inequality, whereas the range of application is now restricted to the cases where the quantum state \( \rho \) is given by the product states or short-range entangled states. One of the most prominent classes is the class of gapped ground states, or
Connecting the probability distributions of different operators and generalization of the Chernoff–Hoeffding inequality equivalently ground states in non-critical phases. A Chernoff-type inequality has been proved [28] in such systems as well but in a weaker way as $e^{-|x|/\Theta(N)}$ instead of the Gaussian decay form of $e^{-x^2/2\Theta(N)}$. This kind of probability-distribution analysis provides us useful information for constructing the approximate projection of ground states, which has been a backbone in recent analysis of ground states [28, 35, 36]. It is quite intriguing to know whether we can refine the weak Chernoff inequality for the gapped ground states to the Gaussian form.
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Appendix A. Derivation of equation (78)

For the derivation, we need to subtract the overcounted terms. To make the point clear, we begin with the case of $m = 2$:

$$A^2 = \left( \sum_{j=1}^{a} A_j \right)^2. \quad \text{(A.1)}$$

In this case, from equation (76), we have

$$S_0 = \sum_{i<j} (A_i^c + A_j^c)^2, \quad S_1 = \sum_{j=1}^{a} (A_j^c)^2. \quad \text{(A.2)}$$

Then, in $S_0$, the terms $A_i^c A_j^c (i \neq j)$ are not overcounted, but the terms $A_i^c A_j^c$ are counted $(\bar{n} - 1)$ times; that is, we overcount the terms $(\bar{n} - 2)$ times and have to subtract $(\bar{n} - 2)S_1$. We thus obtain $A^2 = S_0 - (\bar{n} - 2)S_1$, namely $\theta_0 = 1$ and $\theta_1 = -(\bar{n} - 2)$.

In the same manner, by subtracting the overcounted terms, we arrive at the following recurrence equation for general $m$:

$$\theta_{j_0} = -\sum_{j=0}^{j_0-1} \theta_j \left( \bar{n} - m + j_0 \right) + 1 \quad \text{for} \quad 0 \leq j_0 \leq m - 1 \quad \text{(A.3)}$$

with $\theta_0 = 1$. We obtain equation (78) by solving this equation. We prove it by the inductive method. For $j = 0$, it is clear that $\theta_0 = 1$, and we assume that the equality is true for $j \leq j_0 - 1$. Then, we obtain

$$\theta_{j_0} = -\sum_{j=0}^{j_0-1} (-1)^j \binom{\bar{n} - m + j_0 - 1}{j} \binom{\bar{n} - m + j_0}{j_0 - j} + 1. \quad \text{(A.4)}$$

Our task is to show the equality
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\[ - \sum_{j=0}^{n-1} (-1)^j \left( \binom{n - m + j - 1}{j} \binom{n - m + j_0}{j_0 - j} \right) + 1 = (-1)^b \binom{n - m + j_0 - 1}{j_0}, \tag{A.5} \]

which gives us equation (78).

For the derivation of equation (A.5), we use the inductive method again. First, by denoting \( M = n - m \), the inequality reduces to

\[ - \sum_{j=0}^{n-1} (-1)^j \left( \binom{M + j - 1}{j} \binom{M + j_0}{j_0 - j} \right) + 1 = (-1)^b \binom{M + j_0 - 1}{j_0}. \tag{A.6} \]

For \( j_0 = 1 \), we have

\[ - \binom{M - 1}{0} \binom{M + 1}{1} + 1 = -M = (-1)^0 \binom{M + 1 - 1}{1}, \tag{A.7} \]

and hence the equality is true. We then assume that the equality is true for the case of \( j_0 \) and prove it for the case of \( j_0 + 1 \). We begin with the decomposition of

\[ - \sum_{j=0}^{n-1} (-1)^j \left( \binom{M + j - 1}{j} \binom{M + j_0 + 1}{j_0 + 1 - j} \right) + 1 \]

\[ = - \sum_{j=0}^{n-1} (-1)^j \left( \binom{M + j - 1}{m} \binom{M + j_0 + 1}{j_0 - j + 1} \right) + 1 - (-1)^b \binom{M + j_0 - 1}{j_0} \binom{M + j_0 + 1}{j_0 + 1 - j_0}. \tag{A.8} \]

For the calculation of the first term in equation (A.8), we utilize the Pascal’s rule as

\[ \binom{M + j_0 + 1}{j_0 - j + 1} = \binom{M + j + (j_0 - j + 1)}{j_0 - j} = \binom{M + j_0}{j_0 - j} + \binom{M + j_0}{j_0 - j + 1}, \tag{A.9} \]

which yields

\[ - \sum_{j=0}^{n-1} (-1)^j \left( \binom{M + j - 1}{j} \binom{M + 1 + j_0}{j_0 - j + 1} \right) + 1 \]

\[ = - \sum_{j=0}^{n-1} (-1)^j \left( \binom{M + j - 1}{j} \left( \binom{M + j_0}{j_0 - j} + \binom{M + j_0}{j_0 - j + 1} \right) \right) + 1 \]

\[ = (-1)^b \binom{M + j_0 - 1}{j_0} - \sum_{j=0}^{n-1} (-1)^j \binom{M + j - 1}{j_0 - j + 1} \left( \binom{M + j_0}{j_0} \right) \]

\[ = (-1)^b \binom{M + j_0 - 1}{j_0} - \sum_{j=0}^{n-1} (-1)^j \binom{j_0 + 1}{j} \binom{M + j_0}{j_0 + 1} \]

\[ = (-1)^b \binom{M + j_0 - 1}{j_0} + (-1)^b \binom{j_0 + 1}{j_0} \binom{M + j_0}{j_0 + 1} + (-1)^{b+1} \binom{M + j_0}{j_0 + 1}. \tag{A.10} \]
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The second term in equation (A.8) is also given by

$$(-1)^j \binom{M + j_0 - 1}{j_0} \binom{M + j_0 + 1}{j_0 + 1} = (-1)^j \binom{M + j_0 - 1}{j_0} (M + j_0 + 1). \quad (A.11)$$

By combining equations (A.10) and (A.11) and substituting the combination in equation (A.8), we arrive at

$$\sum_{j=0}^{k} (-1)^m \binom{M + j - 1}{j} \binom{M + j_0 + 1}{j_0 + 1} + 1$$

$$= (-1)^{j_0} \binom{M + j_0 - 1}{j_0} + (-1)^{j_0} \binom{M + j_0 }{j_0 + 1} - (-1)^{j_0} \binom{M + j_0 - 1}{j_0} (M + j_0 + 1)$$

$$= (-1)^{j_0} \binom{M + j_0 }{j_0 + 1} - (-1)^{j_0} \binom{M + j_0 - 1}{j_0 } (M + j_0) = (-1)^{j_0 + 1} \binom{M + j_0}{j_0 + 1}, \quad (A.12)$$

where we use the equality

$$(-1)^{j_0} \binom{M + j_0 - 1}{j_0 } (M + j_0) = (-1)^{j_0} \frac{(M + j_0)!}{j_0! (M - 1)!} (M + j_0)$$

$$= (-1)^{j_0} \frac{j_0 + 1}{(j_0 + 1)! (M - 1)!}. \quad (A.13)$$

Thus, we prove equation (A.5) for the case of $j_0 + 1$. This completes the proof. \qed

Appendix B. Proof of lemma 5

For the proof, we reconsider the norm of $\| \text{ad}_B^n \left[ \text{ad}_A^n \right] \|$ which were given by (56) for strict $k$-local operators. We notice that from the inequalities (50) and (53) the moment-generating function $M(A + B, \rho, \tau)$ is bounded from above by

$$M(A + B, \rho, \tau) \leq \frac{M(2A, \rho, \tau) + M(2B, \rho, \tau)}{2} + \int_0^{\tau} \| \tilde{B}(x) - B \| dx. \quad (B.1)$$

We thus need to calculate

$$\| \tilde{B}(x) - B \| = \| e^{-xB} e^{x(A+B)} B e^{-x(A+B)} e^{xB} - B \|

= \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} \frac{|x|^{n+m}}{n! m!} \| \text{ad}_B^n \left[ \text{ad}_A^n \right] \|. \quad (B.2)$$

The difficulty lies in that the operators $A$ and $B$ contain non-local terms up to $N$-body operators. To calculate the norm of the multi-commutator norm, we have to prove the following lemma.
Lemma 6. Let $A$ be an operator that is given by the form

$$A = \sum_{q \geq q_0} A_q$$

where $A_q$ is $q$-local and $g(q)$-extensive with $\log[g(q)]$ a concave function. Then, for an arbitrary operator $O_L$ which is supported in a subset $L$, the norm of the multi-commutator $\text{ad}^m_A(O_L)$ is bounded from above by

$$\| \text{ad}^m_A(O_L) \| \leq \frac{2|L| \cdot \| O_L \|}{(m - 1)!} G(m, |L|, q_0)$$

where the function $G(m, |L|, q_0)$ is defined as

$$G(m, |L|, q_0) := \sum_{M = q_0(m+1)}^{\infty} \left[ g\left(\frac{M}{m}\right) \right]^m [M(|L| + M)]^{m-1}.$$  

In particular, for an operator $B$ such that

$$B = \sum_{q \geq q_0} B_q$$

with each of $\{B_q\}$ a $q$-local and $g(q)$-extensive operator with $\log[g(q)]$ defined above, we obtain

$$\| \text{ad}^m_B(B) \| \leq \frac{N}{m!} \frac{G'(m, q_0)}{2}$$

where the function $G'(m,q_0)$ is defined as

$$G'(m, q_0) := \sum_{M = q_0(m+1)}^{\infty} \left[ 2g\left(\frac{M}{m}\right) \right]^{m+1} M^{2m}.$$  

We defer the proof to section B.1.

By applying lemma 6 to $\text{ad}^m_B[\text{ad}^m_A + B(B)]$ with the definition of $g(q)$ in equation (95), we obtain

$$\| \text{ad}^m_B[\text{ad}^m_A + B(B)] \| \leq \frac{N/2}{\tilde{m}!} \sum_{M = q_0(\tilde{m}+1)}^{\infty} \left[ \frac{4g\left(\frac{M}{m}\right)}{k_0^2} e^{-2[M(\tilde{m}k_0)]^{\gamma}} \right]^{\tilde{m}+1} M^{2\tilde{m}}$$

$$\leq \left( c_1 g(k_0)^{\tilde{m}+1} N \right) \frac{(\tilde{m}^{\gamma})^{2\tilde{m}+1} e^{-c_2 g(k_0)^{\gamma}}}{k_0 \cdot \tilde{m}!},$$

where $c_1$ and $c_2$ are $O(1)$ constants and $\tilde{m} = n + m$; note that $A + B = \sum_{q \geq q_0} (A_q + B_q)$ and $A_q + B_q$ is at most $[2g(q)]$-extensive. Then, the left-hand side of the inequality (B.2) is bounded from above by
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\begin{align}
\sum_{n=0}^{\infty} \sum_{m=1}^{\infty} \frac{|x|^{n+m}}{n! \cdot m!} \| \text{ad}_A^n[\text{ad}_A^n + \text{ad}_B^n(B)] \| \\
\leq e^{-c(q_0/k_0)^{1/\gamma}} \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} \frac{|x|^{n+m}}{n! \cdot m!} \frac{(c_1gk_0)^{m+1}N}{k_0 \cdot m!} (m\gamma)^{2\hat{m}+1} \\
\leq g \gamma^2 N e^{-c(q_0/k_0)^{1/\gamma}} \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} (c^*|x|)^{n+m} = \text{const} \cdot \gamma^2 g^2 k_0 N e^{-c(q_0/k_0)^{1/\gamma}} |x|, \tag{B.10}
\end{align}

for $|x| < 1/c^*$, where $c^* = \text{const} \cdot gk_0\gamma^2$. By applying the inequality (B.10) to (B.1) with equation (B.2), we obtain the inequality (96). This completes the proof.

### B.1. Proof of lemma 6

For simplicity, we set $\|O_L\| = 1$. We start from the expression

\[ \text{ad}_A^m(O_L) = \sum_{q_1, q_2, \ldots, q_m} [A_{q_1}, [A_{q_{n-1}}, \ldots [A_{q_2}, O_L] \ldots]]. \]

By using lemma 1, we obtain

\[ \| [[A_{q_n}, [A_{q_{n-1}}, \ldots [A_{q_2}, O_L] \ldots]]] \| \leq 2^m g(q_1)g(q_2) \cdots g(q_m)|L|(|L|+q_1)(|L|+q_1+q_2) \cdots (|L|+q_1+q_2+\cdots+q_{m-1}). \tag{B.11} \]

The norm of $\text{ad}_A^m(O_L)$ is bounded from above by

\[ \| \text{ad}_A^m(O_L) \| \leq \sum_{q_1, q_2, \ldots, q_m} 2^m g(q_1)g(q_2) \cdots g(q_m)|L|(|L|+q_1)(|L|+q_1+q_2) \cdots \times (|L|+q_1+q_2+\cdots+q_{m-1}) \\
= \sum_{M \geq q_0m} \sum_{q_1+q_2+\ldots+q_m=M} 2^m g(q_1)g(q_2) \cdots g(q_m)|L|(|L|+q_1) \times (|L|+q_1+q_2) \cdots (|L|+q_1+q_2+\cdots+q_{m-1}), \tag{B.12} \]

where the summation over $M$ starts from $q_0m$ because each of $\{q_i\}_{i=1}^m$ is larger than $q_0$ from the definition (B.3). Here, because $\log[g(q)]$ is a concave function, we have $\sum_{s=1}^m \log[g(q_s)] \leq m \log[g(M/m)]$ for $q_1+q_2+\cdots+q_m=M$; hence, the summmand in the inequality (B.12) is upperbounded by

\[ g(q_1)g(q_2) \cdots g(q_m)|L|(|L|+q_1)(|L|+q_1+q_2) \cdots (|L|+q_1+q_2+\cdots+q_{m-1}) \leq \left[ g \left( \frac{M}{m} \right) \right]^m |L| \cdot |L|+M-q_0(m-1)|L|+M-q_0(m-2)|L|+M-q_0 \cdots |L|+M-q_0, \tag{B.13} \]

where we use the inequality $(q_1+q_2+\cdots+q_s=M-(q_{s+1}+q_{s+2}+\cdots+q_m) \leq M-q_0(m-s)$ for $s=1,2,\ldots,m-1$. By combining the two inequalities (B.12) and (B.13), we obtain
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\[ \| \text{ad}_A^n(O_L) \| \]

\[ \leq \sum_{M \geq qm} \sum_{q_1 + q_2 + \ldots + q_n = M} \left[ 2g\left( \frac{M}{m} \right) \right]^m |L| \cdot \left[ |L| + M - q_0(m - 1) \right] \]

\[ \cdot \left[ |L| + M - q_0(m - 2) \right] \cdots \left[ |L| + M - q_0 \right] \]

\[ \leq \sum_{M \geq qm} \left( \frac{m + M - q_0m - 1}{m - 1} \right)^m \left[ 2g\left( \frac{M}{m} \right) \right]^m |L| \cdot \left[ |L| + M - q_0(m - 1) \right] \]

\[ \cdot \left[ |L| + M - q_0(m - 2) \right] \cdots \left[ |L| + M - q_0 \right] \]

\[ = \frac{|L|}{(m - 1)!} \sum_{M \geq qm} \left[ 2g\left( \frac{M}{m} \right) \right]^m \prod_{s=1}^{m-1} (M - q_0m + s)(|L| + M - q_0s) \]

\[ \leq \frac{2|L|}{(m - 1)!} \sum_{M \geq qm} \left[ g\left( \frac{M}{m} \right) \right]^m [M(|L| + M)]^{m-1} = \frac{2|L|}{(m - 1)!} G(m, |L|, q_0), \]

(B.14)

where, in the second inequality, we use the fact that the number of summand from \( \sum_{q_1 + q_2 + \ldots + q_n = M} \) is at most \( (m + M - q_0m - 1) \) for \( q_i \geq q_0 \) for \( s = 1, 2, \ldots, m \). Hence, the first inequality (B.4) is proved.

The inequality (B.7) is proved in the same way. The inequality (B.12) is now replaced by

\[ \| \text{ad}_A^{-1}(B) \| \]

\[ \leq \sum_{q \geq q_0} 2^{m-1} g(q) g(q_2) \cdots g(q_{m-1})(q(q + q_1)(q + q_1 + q_2) \cdots (q + q_1 + q_2 + \ldots + q_{m-2})) \| B \| \]

\[ \leq N \sum_{q \geq q_0} 2^{m-1} g(q) g(q_2) \cdots g(q_{m-1})(q(q + q_1)(q + q_1 + q_2) \cdots (q + q_1 + q_2 + \ldots + q_{m-2})) \]

\[ = \sum_{M \geq qm} \sum_{q + q_1 + q_2 + \ldots + q_{m-1} = M} 2^{m-1} g(q) g(q_2) \cdots g(q_{m-1})(q(q + q_1)(q + q_1 + q_2) \cdots (q + q_1 + q_2 + \ldots + q_{m-2})). \]

(B.15)

where in the second inequality we use \( \| B \| \leq \sum_{q \geq q_0} g(q)N \). This inequality, in the same way as the derivation of (B.14), yields

\[ \| \text{ad}_A^{-1}(B) \| \leq \frac{N}{2} \sum_{M \geq qm} \sum_{q + q_1 + q_2 + \ldots + q_{m-1} = M} \left[ 2g\left( \frac{M}{m} \right) \right]^m [M - q_0(m - 1)] \]

\[ \cdot [M - q_0(m - 2)] \cdots [M - q_0] \]

\[ \leq \frac{N}{2(m - 1)!} \sum_{M \geq qm} \left[ 2g\left( \frac{M}{m} \right) \right]^m \prod_{s=1}^{m-1} (M - q_0m + s)(M - q_0s) \]

\[ \leq \frac{N}{2(m - 1)!} \sum_{M \geq qm} \left[ 2g\left( \frac{M}{m} \right) \right]^m M^{2m-2}. \]

(B.16)

Hence, the inequality (B.7) is proved. \( \square \)

We thus prove lemma 6.
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