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Abstract

Interpretability of predictive models is becoming increasingly important with growing adoption in the real-world. We present RuleNN, a neural network architecture for learning transparent models for sentence classification. The models are in the form of rules expressed in first-order logic, a dialect with well-defined, human-understandable semantics. More precisely, RuleNN learns linguistic expressions (LE) built on top of predicates extracted using shallow natural language understanding. Our experimental results show that RuleNN outperforms statistical relational learning and other neuro-symbolic methods, and performs comparably with black-box recurrent neural networks. Our user studies confirm that the learned LEs are explainable and capture domain semantics. Moreover, allowing domain experts to modify LEs and instill more domain knowledge leads to human-machine co-creation of models with better performance.

1 Introduction

Difficult-to-interpret, black-box predictive models have been shown to harbor undesirable biases (e.g., racial bias in computing risk of recidivism among criminals (Angwin et al., 2016; Liptak, 2017)). Renewed interest in interpretability (BlackBoxNLP) has led to techniques for explaining not only the inner workings of the model but also to explain how it derives a prediction.

While various techniques for explainability exist (see survey by Guidotti et al. (2018)), one popular approach explains predictions from a black-box model by using a surrogate models (Ribeiro et al., 2016). Another extracts explanations from neural network layer activations, especially when said activations appeal to human intuition such as attention (Bahdanau et al., 2015) which may be interpreted as importance weights assigned to (latent) features derived by the model. While such approaches are useful, they raise questions such as whether the purported explanation provided by the surrogate correctly reflects the process employed by the black-box model to arrive at the prediction (sometimes called inexact explanation (Chu et al., 2018)). Similarly, attention only provides noisy explanations (Serrano and Smith, 2019). Such approaches leave room for improvement because explainability is treated as an after-thought whereas our goal is to treat it as a first-class citizen. In other words, is it possible to devise a neural network that directly learns a model expressed in a clear, human-readable dialect?

First-order logic (FOL) is a human-interpretable fragment of logic that includes existential (∃) and universal (∀) quantification along with propositional logic’s conjunction (∧), disjunction (∨) and negation (¬) operators. FOL can model diverse applications such as data integration (Singla and Domingos, 2006), image interpretation (Donadello et al., 2017), and as the next example shows, natural language processing (NLP).

Consider identifying sentences denoting communication between two parties in a legal contract.
Figure 1: Legal contract sentence and an LE for label communication (syntax simplified for brevity).

\[
\text{Figure 1: Legal contract sentence and an LE for label communication (syntax simplified for brevity).}
\]

Figure 1 shows such a sentence along with linguistic abstractions in PropBank notation (Palmer et al., 2005) extracted using shallow semantic parsing. It consists of two actions, \texttt{transmit.01} and \texttt{register.02}, with arguments \texttt{A0}, \texttt{A1} and \texttt{Argm}. Figure 1 also shows an FOL rule that assigns label \texttt{communication} by evaluating linguistic clues. We refer to such rules as linguistic expressions (LE). More precisely, the LE in the figure assigns \texttt{communication} if: action belongs to the sentence, surface form of the action belongs to a dictionary containing “inform” and “transmit”, and its \texttt{A1} argument matches a dictionary containing “notice”. Not only does the LE’s conditions evaluate to true on the sentence example, but attribution, i.e., which parts of the sentence led to the prediction is also clear: \texttt{transmit.01}, rather than \texttt{register.02}, leads to the predicted label because the surface form corresponding to \texttt{transmit.01}'s action and its \texttt{A1} argument is “transmit” and “notice”, respectively. This allows domain experts to verify the LE’s semantics and explain predictions without encountering aforementioned complications due to the use of surrogate models, for instance.

FOL rules may be learned using inductive logic programming (ILP) (Muggleton, 1996), statistical relational learning (StarAI) (Getoor and Taskar, 2007) or neuro-symbolic AI (Evans and Grefenstette, 2018). None of these however, target NLP. FOL rules consist of predicates which are Boolean functions that specify conditions for the rule to hold, e.g., \texttt{Contains} and dictionary-match conditions in Figure 1. Thus, we need to: 1) learn discriminative predicates, 2) combine them into LEs, and 3) learn multiple LEs in case one is insufficient. Figure 2 summarizes our approach. We leverage natural language understanding (NLU) to generate well defined, human-interpretable predicates. Our main contribution is RuleNN, a neural network (NN) comprising predicate generation (PGM) and clause generation (CGM) modules for learning and combining discriminative predicates to form LEs. By adding more modules, RuleNN can learn multiple LEs jointly. We also show how to extract LEs expressed in crisp FOL from RuleNN post-hoc that may, in turn, be handed to domain experts for verification and even modification, to instill further domain expertise going beyond the available training data.

By evaluating on two real-world sentence classification datasets and comparing against a host of baselines, we show that LEs learned by RuleNN lead to large gains in terms of area under the precision-recall curve (AUC-PR). Averaging across labels, RuleNN’s AUC-PR is \(6.8 \times 1.5 \times\) that of ILP, StarAI, other neuro-symbolic AI approaches, respectively. We also compare against black-box methods that are far less explainable. In particular, we show that RuleNN’s LEs are comparable to bi-directional LSTMs (Hochreiter and Schmidhuber, 1997) with GloVE embeddings (Pennington et al., 2014). A user study with 4 domain experts confirms that RuleNN’s LEs are interpretable, capture domain semantics and are conducive to human-machine model co-creation. We make the following contributions:

- Propose LEs for explainable NLP constructed using predicates from NLU.
- Propose RuleNN, a modular NN for learning multiple LEs. Given predicates, RuleNN can learn rules for any application, not just NLP.
- Compare with ILP, StarAI, neuro-symbolic AI and LSTMs on real sentence classification data.
- Evaluate explainability of LEs via a user study.
- Illustrate human-machine co-creation by showing how humans interact with explainable LEs.

2 Related Work

Inductive logic programming (ILP) (Muggleton, 1996) learns rules that perfectly entail the positive examples and reject all negatives. Top-down ILP systems (Muggleton et al., 2008; Corapi et al., 2010; Cropper and Muggleton, 2015) in particular,
generate rules before testing them on data. Since a 0-error rule may not exist, noise-tolerant ILP (Muglethon et al., 2018) learns rules that minimize error which is more suited for noisy real-world scenarios. We compare RuleNN against top-down and noise-tolerant ILP in Section 5.

Markov logic network (MLN) (Richardson and Domingos, 2006), a member of statistical relational learning (StarAI) (Getoor and Taskar, 2007), comprises weighted rules to extend Markov random fields (Pearl, 1988) to the first-order setting. A long line of work exploring various techniques culminated in the LSM heuristic (Kok and Domingos, 2010) that learns MLN rules before estimating parameters. Since such a stepwise approach can be computationally expensive, BoostSRL (Khot et al., 2011) jointly learns rules and parameters by approximating the gradient using functional gradient boosting (Friedman, 2001). RuleNN replaces logical operations with differentiable functions, thus learning LEs end-to-end without approximations. Section 5 reports results of LSM and BoostSRL.

Neuro-symbolic AI employs neural networks for rule induction (Yang et al., 2017; Evans and Grefenstette, 2018; Dong et al., 2019). To the best of our knowledge however, none of these address NLP tasks such as sentence classification. NeuralLP (Yang et al., 2017) for instance, learns restricted chain rules to predict links in knowledge graphs. δILP (Evans and Grefenstette, 2018) learns recursion by materializing all possible logic programs thus incurring exponential complexity. Neural Logic Machines (Dong et al., 2019) translate FOL to tensor operations and multi-layer perceptrons thus precluding extraction of FOL rules. In contrast, we learn LEs for NLP by constructing predicates from NLU, RuleNN’s complexity is proportional to the number of rules, and we also extract FOL rules once training has converged. Other combinations of FOL and neural networks include Kazemi and Poole (2018); Sourek et al. (2018); Donadello et al. (2017); Gupta et al. (2020) and neural theorem provers (Rocktäschel and Riedel, 2017), which convert user-specified rules into neural networks. In particular, neural module networks (Gupta et al., 2020) convert compositional questions into modules in a neural network with the goal being to learn all parameters jointly. In contrast to RuleNN, none of these directly learn rules from labeled data.

Recall that in Figure 1, the sentence comprises actions and we evaluate the LE on each action. This is in fact multiple instance learning (MIL) (Dietterich et al., 1997; Amores, 2013) where one instance (e.g., sentence) contains a set of instances (e.g., actions) and is strictly more general than independent and identically distributed (IID) classification. Previous use of MIL includes aspect-based sentiment analysis (Pappas and Popescu-Belis, 2014). In Section 5, we compare RuleNN against MIL classifiers including MIRI (Bjerring and Frank, 2011), a MIL rule-learner, and MITI (Blockeel et al., 2005), a MIL decision tree learner.

3 Constructing Predicates based on Natural Language Understanding

In this section, we describe how to define human interpretable predicates by leveraging semantic role labeling (SRL) (Jurafsky and Martin, 2014) and syntactic parsing. In Section 4, we show how to learn discriminative LEs on top of such predicates.

3.1 From Linguistic Features to Predicates

We begin by introducing first-order logic constructs such as logical predicates, constants and facts before applying them to the NLP domain. We ground all definitions via examples subsequently.

Definition 3.1 (Logical Predicate). A predicate is a Boolean-valued function returning true (1) or false (0). Formally, let $x$ denote a logical variable that takes values from domain of constants $\text{Dom}$. Then $\text{Pred}(x_1, \ldots, x_n)$ denotes an $n$-ary predicate where $x_i$ is either a logical variable or constant in $\text{Dom}$. Pred$(x_1, \ldots, x_n)$ denotes a ground atom that evaluates to either true or false if $x_i$ denotes a constant, $\forall i=1, \ldots n$. A fact is an atom that holds true.

Given our interest in sentence classification, we will be dealing with logical constants corresponding to sentences and actions extracted from them. We describe two ways to generate predicates for NLP, the first of which uses SRL arguments and dictionaries.

Definition 3.2 (SRL Predicate). Given SRL argument SemAttr and dictionary $h$, predicate $\text{SemAttrMatches}_h(a)$ is true if $h$ contains action $a$’s surface form corresponding to SemAttr.

Let $h = \{w_1, \ldots, w_d\}$ denote a dictionary of semantically related words (or phrases) such that $w_i \in \mathcal{V}$, $\forall i = 1, \ldots, d$, where $\mathcal{V}$ denotes the vocabulary. Also, let $\mathcal{H}$ denote a set of dictionaries such that $\forall h \in \mathcal{H} : h \subseteq \mathcal{V}$ and let $\text{SemAttr}$ denote an
argument for an action extracted using SRL. Using Definition 3.2, one can define one predicate\(^1\) per SRL argument per dictionary \(h \in \mathcal{H}\).

**Definition 3.3 (Syntactic Predicate).** Given syntactic argument \(\text{SynAttr}\) and \(v \in \text{Dom}(\text{SynAttr})\), predicate \(\text{IsSynAttr}_v(a)\) holds true if action \(a\)'s value of \(\text{SynAttr}\) is \(v\).

The second type of predicate we propose is derived from syntactic arguments of actions such as tense and voice. Let \(\text{SynAttr}\) denote such an argument whose domain is denoted by \(\text{Dom}(\text{SynAttr})\) (e.g., \(\text{Dom}(\text{voice}) = \{\text{active, passive}\}\)). Definition 3.3 then allows creation of one predicate per domain value \(v\) per syntactic argument.

The main construct in FOL is a rule or clause:

\[
R : c \leftarrow b_1, b_2, \ldots, b_n
\]

where \(R\) is an identifier, \(b_1, \ldots, b_n\) denote predicates in its body and \(c\) denotes the head predicate. If the body is true then the head is also true, which in the context of classification, will be the label predicate \(\ell(x)\) which in turn, if true, implies that the instance denoted by \(x\) is to be assigned the label. In short, we treat clauses as binary classifiers. For multiple labels, we utilize distinct label predicates and learn distinct clauses.

**Definition 3.4 (Linguistic Expression or LE).** A clause defined over logical variables representing sentence \(s\) and action \(a\), includes a distinguished binary predicate \(\text{Contains}(s, a)\) which is true if \(a\) belongs to \(s\), and whose body contains SRL and/or syntactic predicates (see Definitions 3.2 and 3.3).

Figure 3 (a) shows actions and their arguments extracted from the example in Figure 1 expressed in PropBank annotation schema (Palmer et al., 2005). One such action is \(\text{transmit.01}\), whose SRL arguments include \(\text{notice}\) (A1, the target of the action), \(\text{electronically}\) (ARGM, how the action is performed.) and \(\text{registered mail}\) (A0, the agent of the action). We use shorthand \(a.SemAttr\) to refer to action \(a\)'s surface form associated with \(SemAttr\). Figure 3 (b) and (c) show two dictionaries and the facts generated using these, respectively. Dict1 contains three tokens, one of which matches the surface form of \(\text{transmit.01}\), i.e. \(\text{transmit.01.verb} = \text{transmit}\). This leads to the fact \(\text{MatchesDict}(\text{Dict1, transmit.01.verb})\) which is syntactic sugar for the SRL predicate produced with \(SemAttr\) verb and dictionary Dict1 in accordance with Definition 3.2. Similarly, \(\text{transmit.01.A1} = \text{notice}\) and dictionary Dict2 leads to another fact \(\text{MatchesDict}(\text{Dict2, transmit.01.A1})\).

### 3.2 Problem Formulation

Definition 3.4 states that an LE contains two kinds of logical variables and \(\text{Contains}\) is the only predicate defined on sentence \(s\) (neither Definition 3.2 nor 3.3 introduce a predicate over \(s\)). This implies that we need to predict sentence labels based on the facts defined over actions. Indeed, the LE’s body in Figure 1 contains free variable \(a\) not appearing in the head and under standard existential semantics this implies that the head is true only if there exists an \(a\) which satisfies the body.

Let \(\mathcal{D} = \{(x_1, y_1), \ldots, (x_n, y_n)\}\) denote a binary class, labeled sample where \(x_i\) is a constant denoting an instance to be classified (in our case, sentences) with label \(y_i \in \{0, 1\}\). Let \(\mathcal{R}_i\) denote \(x_i\)'s constituents (in our case, the set of actions from \(x_i\)). Also, let \(\mathcal{P} = \{\text{Pred}_1, \ldots, \text{Pred}_N\}\) denote unary predicates defined using Definitions 3.2 and 3.3. Since all predicates are unary, we can represent all facts associated with \(x_i\) using a predicate
matrix $M \in \{0, 1\}^{R_i \times |P|}$ such that $M_{kj} = 1$ if $\text{Pred}_j(a)$ is true and 0 otherwise, where $a$ denotes the $k$th action in $R_i$. Figure 4 shows an example of a predicate matrix. Our task is to learn (possibly, multiple) LEs that capture $\text{inn}$'s label $y_i$.

4 RuleNN: Learning Linguistic Expressions with Neural Networks

We now present RuleNN, a neural network for learning LEs from labeled data. Since LEs are discrete objects, we first present a parameterized predicate that is defined in terms of learnable parameters. Subsequently, we introduce predicate and clause generation modules. By adding more of these modules, the architecture scales to facilitate learning of multiple, longer LEs.

4.1 Parameterized Predicate and Predicate Generation Module

Parameterized predicate (PP) expresses a linear (more precisely, convex) combination of predicates from $P$. Consider $P$’s convex hull which is the smallest convex set containing all its predicates. Since $P(a) \in \{0, 1\}, \forall P \in P$ (Definition 3.1), any point in the convex hull may be expressed as:

$$PP_P(a; \alpha) = \sum_{P_i \in P} \alpha_i P_i(a), \forall a \in R_i, x_i \in D$$

such that $\sum_i \alpha_i = 1, \alpha_i \geq 0 \forall i = 1, \ldots, |P|$

Given $\alpha = [\alpha_1, \ldots, \alpha_{|P|}]^\top$, parameterized predicate $PP_P(a; \alpha)$ returns a distinct predicate combination of $P$. In particular, when $\alpha$ is a one-hot encoding $PP_P(a; \alpha)$ results in a distinct predicate in $P$ which corresponds to a corner of the convex hull. In fact, the hull spans a $(|P| - 1)$-simplex. Figure 5 shows the convex hull of 3 predicates that forms a 2-simplex or triangle and points in blue highlight salient predicate combinations.

Given an update scheme, e.g. backpropagation, $PP_P(a; \alpha)$ can switch from one predicate (combination) to another by updating $\alpha$. Thus, PPs enable learning LEs via gradient-based optimization. Figure 6 (a) depicts PP as a combination of layers or a predicate generation module (PGM). To enforce the non-negativity and summation constraints, we derive $\alpha$ (shown in blue) from auxiliary variables $\gamma \in \mathbb{R}^{|P|}$ (shown in green) using the softmax transform (Srivastava and Sutton, 2017):

$$\alpha_i = \frac{e^{\gamma_i}}{\sum_{j=1}^{P} e^{\gamma_j}}, \forall i = 1, \ldots, |P|$$

$PP_P(a; \alpha)$ (vector in red in Figure 6 (a)) is then given by the matrix-vector product $M\alpha$ where $M$ denotes the predicate matrix of some $x_i \in D$.

4.2 Clause Generation Module

Figure 1’s LE is a conjunction of two SRL predicates; such combinations can be learned by combining multiple PGMs into a clause generation module (CGM). Let $m$ denote the number of predicates in an LE. Following other works (Yang et al., 2017; Sourek et al., 2018), CGMs replace non-differentiable logical conjunction with a smooth $t$-norm (Esteva and Godo, 2001). While various $t$-norms exist, product $t$-norm leads to better results (Evans and Grefenstette, 2018). Note that, RuleNN’s architecture does not rely on product $t$-norm and may easily switch to another $t$-norm if desired. Product $t$-norm of $PP_P^1(a; \alpha_1), PP_P^2(a; \alpha_2)$ is given by Hadamard product or element-wise multiplication $PP_P^1(a; \alpha_1) \otimes PP_P^2(a; \alpha_2), \forall a \in R_i, \forall x_i \in D$ (see Figure 6 (b)).

4.3 RuleNN Architecture

Let $k$ denote the desired number of LEs to learn. Figure 7 depicts RuleNN consisting of $k$ CGMs shown in solid boxes (corresponding to $k$ LEs), consisting of $m$ PGMs per CGM shown in dashed boxes (corresponding to $m$ predicates within each LE). Our motivation for learning multiple LEs is because a single rule may not result in high precision and high recall due to the precision-recall trade-off. Thus, learning a disjunction of more than
describes our notation for easy reference. While RuleNN supports learning where \((superscript)\) subscript denote index of \((sub)\)gradient is available. The (scalar) \(\exists m \alpha_i \) if \(\forall j \), if \(\exists x \) for the sentence, can lead to improved results. One LE, i.e., the label is assigned if any LE holds true for the sentence, can lead to improved results.

In detail, the bottom left of Figure 7 shows a predicate matrix \(M\) for some \(x \in \mathcal{D}\) whose constituent actions are given by \(\mathcal{R}\). To model conjunction, \(j^{th}\) CGM’s output is computed by element-wise multiplying \(|\mathcal{R}|\)-dimensional vectors \(\mathbf{P}_{i,j} \) produced by corresponding PGMs, where (superscript) subscript denote index of (CGM) PGM. Given outputs of the CGMs, 2 operations remain: 1) existential over actions following the semantics of the LE, and 2) disjunction over all LEs. We treat existential as a disjunction-like operator. Since logical disjunction is also not differentiable, neuro-symbolic AI replaces it with a \(t\)-conorm such as \(\max\) (Dong et al., 2019) whose (sub)gradient is available. The (scalar) \(\max\) across all CGM outputs models both the existential and disjunction to return a score for \(x\) that may be compared to its label \(y\) in \(\mathcal{D}\) via a loss function. Table 1 describes our notation for easy reference.

4.4 Further Optimizations and LE Retrieval

While RuleNN supports learning \(m\) PPs per CGM, if \(\exists i \neq i'\) such that \(\alpha_i^j = \alpha_{i'}^j\), then \(j^{th}\) CGM consists of \(< m\) distinct PPs. Effectively, RuleNN learns \(k\) LEs containing \(up to m\) PPs each. To handle class skew, i.e., \(\mathcal{D}\) consists of more negative than positive examples, we utilize negative sampling (Mikolov et al., 2013). We also apply dropout (Srivastava et al., 2014) just before max-pooling to zero-out outputs from randomly chosen CGMs. Once learning has converged, we can use Algorithm 1 to retrieve LEs expressed in FOL. Given \(\alpha_1, \ldots, \alpha_m\) learned from a single CGM, Algorithm 1 considers each \(m\)-combination of predicates from \(\mathcal{P}\) and returns it as an LE if (Line 4): 1) its associated weight (product of corresponding numbers in \(\alpha_i, \forall i = 1, \ldots, m\)) is non-zero, and 2) it evaluates to true on some instance in \(\mathcal{D}\). When learning \(k\) CGMs, we invoke Algorithm 1 once per CGM and union the LEs. Algorithm 1’s complexity is exponential in \(m\) but it is efficient for short LEs which makes sense since longer LEs are hard to interpret. In practice, post-hoc retrieval results in a few hundred LEs (Section 5 discusses how to navigate such a set of LEs).

5 Experiments

Datasets: We experiment with two datasets: TREC (Li and Roth, 2002) comprising questions, and the real-world Contracts data (proprietary) comprising sentences from legal contracts among enterprises. Contracts calls for out-of-domain generalization since its training set involves contracts with IBM as first party while the test set includes more diverse companies. Table 2 provides broad-level statistics. Sentences in Contracts may be labeled with 0, 1 or more labels (multi-label classification), so we treat each label as a binary class labeling task.
(a) lists per-label\(^2\) class skew, which is defined as the ratio of positive sentences divided by negatives. Note that, C denotes Communication (the label in the running example in Figure 1). Each sentence is processed using System\(T\)’s (Krishnamurthy et al., 2008) SRL and dependency parser. We extract each action’s tense, aspect, mood, modalclass, voice and polarity (syntactic arguments), and also semantic arguments such as A0, A1, Argm etc. Table 3 (a) lists the number of predicates constructed using hand-crafted dictionaries for each label following the process described in Section 3. We use TREC’s standard train/test split to aid comparison which also exhibits significant class skew (Table 3 (b)), automatically construct dictionaries by capturing surface forms (from the training set) that discriminate well among its labels and construct predicates by extracting the same syntactic and semantic arguments stated previously.

**Methods Compared:** RuleNN learns \(k=50\) LEs containing up to \(m=4\) predicates. We set dropout=0.5, batchsize=64, stepsize=0.01 and use SGD with momentum=0.9. We compare against NeuralLP and \(\partial\)ILP, from neuro-symbolic AI; LSM and BoostSRL (BSRL), from StarAI; MITI and MIRI, from multiple instance learning; and top-down ILP system metagol (MG) (Cropper and Muggleton, 2015) and its noise-tolerant variant Metagol\(NT\) (MG\(NT\)) (Muggleton et al., 2018). All of these are described in Section 2, and learn rules which we denote by □ (aka “white-box” method).

![Figure 8: (a) \(\partial\)ILP results. (b) Quality gains due to increasing \(k\). (c) RuleNN per-epoch time vs. \(k\) (x-axis) and \(m\). (d) Convergence vs. epochs (x-axis). (e) Domain experts aid generalization where \(U\) denotes all users \{a, b, c, d\}.](image-url)
5.1 Comparative Results

Table 3 (c) and Figure 8 (a) report area under precision-recall curve (AUC-PR) for all methods. **Vs. predicate-based and □ methods:** It is unlikely that there exists any LE which perfectly entails the positives and rejects all negative examples. Thus, MG learns 90 rules (NR) and MGNT’s AUC-PR is poor. Both LSM and BSRL are susceptible to class skew (Khot et al., 2011). Despite running for 5 days, LSM did not provide a result (denoted by -) on Contracts, the larger of the 2 datasets. NN-based MINet outperforms MITI and MIRI. RuleNN shows impressive performance despite class skew and scale. Averaged across labels, it outperforms MINet by 16% on TREC and 595% on Contracts. Among □ methods, RuleNN outperforms BSRL by 25% on TREC and 109% on Contracts.  

**Vs. neural-symbolic methods:** NeuralLP learns chain rules (also called closed paths) for link prediction which differs from LE structure defined in Section 3. RuleNN outperforms it by 69% on TREC and 48% on Contracts. αILP’s prohibitive complexity, $O(|P|^{mk})$, prevents us from learning more than 2 LEs containing 2 predicates only (settings

![Figure 9: LEs learned by RuleNN with a sentence example each on which they hold true.](image)

**5.2 Explainability of Learned LEs**

Algorithm 1 produces 188 LEs for C in Contracts. While this may seem excessive, it is possible to build a graphical user interface (GUI) (Yang et al., 2019) that allows for instance, to filter LEs based on a precision threshold and rank LEs based on say, recall, to efficiently navigate through such a set of LEs. Unfortunately, we know of no objective met-
ric that can be automatically computed to directly measure LE’s explainability. Thus, we contrast example LEs learned by RuleNN with BSRL’s, one of the better performing rule-learning baselines.

Besides the LE in Figure 1, Figure 9 shows 3 more RuleNN LEs with example sentences where \( a.\text{SemAttr} \) contains \( w \) is true when \( a.\text{SemAttr} \) includes token \( w \) which is useful when SRL extracts an extended piece of the sentence as \( a.\text{SemAttr} \) (e.g., \( A_0 \) in \( S_3 \) in Figure 9). Clearly, all involved terms are Communication-specific. For instance, \( S_3 \) shows how verb notify appears in a sentence implying communication thus \( R_2 \) including it in its SRL predicate makes sense. Besides SRL predicates, these LEs also include syntactic predicates capturing the fact that legal contracts are often written in passive voice (\( R_1 \)) or future tense (\( R_3 \)). In contrast, an LE learned by BSRL is:

\[
\text{communication}(s) \leftarrow \text{Contains}(s,a) \\
\text{\quad \quad \quad \quad \quad \quad \quad \quad} \land a.\text{mood} = \text{imperative} \\
\text{\quad \quad \quad \quad \quad \quad \quad \quad} \land a.\text{tense} = \text{present participle}
\]

which is interpretable but may not make sense given domain semantics since an action satisfying these conditions may imply a label besides C. Figure 10 shows more LEs learned by RuleNN for labels T&T (term and termination) and L (liability).

5.3 Human-Machine Co-creation: User Study

Having shown that RuleNN learns explainable, high-quality LEs, we were interested in finding out whether domain experts find the same and in particular, whether the interaction improves the LEs? 4 data scientists, with knowledge of NLU and FOL, were given 188 LEs learned for C. The goal was to select LEs whose semantics could be verified. Via the GUI mentioned earlier, participants could modify LEs (by dropping/adding predicates) and evaluate them on Contracts training set. Each participant took half an hour to select \( \approx 6-8 \) LEs. This reduction from 188 LEs translates to a 96% model compression and shows that with human’s expertise, RuleNN’s LEs can be made smaller and thus more interpretable. To model collaborative and iterative development in the real-world, we union LEs produced by each subset of 3 participants to attain 4 explainable models. As Figure 8 (e) shows, 3 of these outperform BiLSTM by \( \approx 25\% \) in terms of F-measure (precision and recall’s harmonic mean). As an example LE modification, consider \( R_3 \) (Figure 9) which contains the predicate \( a.\text{tense} = \text{future} \). Since a sentence may imply communication even if it is not in future tense (e.g., Figure 1’s sentence is in present tense), participants dropped this predicate to improve the LE’s recall by 5% (precision remained \( \approx 75\% \)). Even if we learn the right patterns (many Contracts’ sentences are in future tense), domain expertise may still aid generalization thus going beyond available training data. Yang et al. (2019) provides more details on the user study, design of the UI used to conduct it and related aspects.

6 Conclusion and Future Work

Our experiments indicate that neuro-symbolic RuleNN outperforms other rule induction techniques in terms of efficiency and quality of rules learned even in the presence of challenging conditions such as class skew. Allowing domain experts to instill their expertise into LEs can also enable human-machine co-creation of explainable models.

Ideas presented here are general enough to enable other applications. RuleNN can be used for any MIL task assuming predicates are given and PGMs can be used to learn combinations of base predicates \( P \) even if the structure of the rule differs from LEs. As an extension, it may even be possible to determine the number of LEs \( k \) from the data using recurrent neural networks (Yang et al., 2017). RuleNN can learn rules combining any previously built classifier’s output probabilities (assuming such probabilities lie within \([0, 1]\)). Note that, RuleNN’s philosophy is distinct from other explainable AI approaches (Ribeiro et al., 2016; Serrano and Smith, 2019). We show that it is possible to learn human-interpretable models by designing neural networks keeping explainability in mind.

As opposed to learning an explainable model (e.g., RuleNN), one may also choose to explain a black-box model. Such efforts are usually restricted to explaining outcomes and only provide a shallow understanding of the overall model, if at all (Guidotti et al., 2018). While recent embeddings (Devlin et al., 2019) may lead to improved accuracy, these remain poorly understood (Moradshahi et al., 2019). One avenue of future work is to learn explainable rules that domain experts can interact with on top of such embeddings. Another is to learn rules and dictionaries jointly, which may also aid sentiment analysis (Wilson et al., 2005).
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