Feed-forward back-propagation (FFBP) algorithm for property prediction in friction stir spot welding of aluminium alloy
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Abstract. Facing the issue of cost and efficiency in experiments and tests in determining the properties of the welded structure is a challenge in friction stir spot welding (FSSW) optimization. Employing the machine learning technique of artificial neural network (ANNs) to develop a prediction model with fewer experiments and tests is a gentle solution to forecast the properties of the spot weld structures. In this study, the extended full factorial design with respect to the tool speed, plunge depth, and dwell time are applied to the FSSW specimens of aluminium A5052-H122 of 2mm thick through 27 experiments and evaluated via tensile shearing load testing. The multilayer neural network of feed-forward and back-propagation (FFBP) algorithm was engaged to learn and train the neural network iteratively with a set of weights and bias of 27 variations of inputs to fit the predicted tensile shear loads of the spot weld structures. Based on the resulted of regression plot, it is shown that the correlation coefficient (R) is perfect for training with the value of 0.999 and for testing the correlation coefficient (R) is reached to 0.958. However, the correlation coefficient is relatively good for validation with R equal to 0.921. For all data sets, the correlation coefficient is good with R of 0.833. It can be seen that the ANNs prediction model is relatively good since the correlation coefficient relatively close to 1.
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1. Introduction
The issue in manufacturing demanding the process has to be quick and accurate in improving the quality of the manufacturing products. Friction stir spot welding (FSSW) as solid state welding process, has been broadly applied not only in manufacturing but also in many applications. FSSW is one of the welding technique used in Aluminium alloy as the variant of friction stir welding (FSW), developed by TWI in the UK in 1991 [1], offers advantageous more over low distortion and low energy consumption that normally used to replace resistance spot welding (RSM) due to weld consistency, short electrode tip life, and welding defect e.g. porosity or void [2]. Basically, FSSW is a complex process, affecting by factors of parameter such as spindle speed. The FSSW process generally
composed of three significant actions of plunging, stirring, and retracting as depicted in Figure 1. The plunging acts to move the FSSW tool reaches the workpiece until the tool pin plunged into the predetermined depth in the workpiece. When the shoulder reaches the top surface of the workpiece, friction is expanded and heat is generated significantly. The generated heat was formed due to friction among rotated tool and workpiece [2,3,4,5]. Furthermore, the stirring serves plastic deformation in the workpiece and allows the tool rotating at a certain time to form weldment [4]. Finally, the FSSW process is over through extracting the tool to the original position.

![Figure 1. The FSSW Process: (a) Plunging, (b) Stirring, and (c) Extraction [7].](image)

2. Problem Identification
Recent issue in manufacturing where such processes must be ran rapidly and properly to further improvement and performance of the welded structures, studies to optimize of FSW process has been done to define optimal settings of parameters. However, this technique competes with experiment cost as the price of raw materials and time-consuming. One heuristic approach is considered by employing machine learning technique to solve such issue that occurred many in manufacturing[6,7,8,9], and in welding [8,10]. An approach of machine learning technique such as Artificial Neural Networks (ANNs) can be found in [11,12,13,14].

3. Implementation of Artificial Neural Network
As a computational model, ANNs have been widely applied in engineering or manufacturing for optimization and forecasting. It is adopted brain system of human [15] consists of causality relation among factors yield outputs. This neural network is designed in such away able to determine outputs came from any alteration inputs accurately. The resulted output in this study is the mechanical properties of welded structure i.e. tensile strength influenced by input of governed parameters rotational speed and travel speed respectively. It is expected this machine learning technique is used instead of experimental work and test so that such of cost spent for experiment and tests can be eliminated and consequently reduce the time.

Basically the network can be described mathematically as a function of \( f \) about a distribution of \( x \) over \( y \) (\( f: x \rightarrow y \)). The networks could be composed of input, hidden, and output layer[16]. The network must be trained previously via function with trial and error of given ANN architecture and proposed algorithm to find the best solution. Training is complimented through multiplication and summation of weight and bias[17].

Figure 2 represents a basic structure of FF-BP neural network [18,19]. The tangent sigmoid (Tansig) (\( \text{Tansig}(x) \)) and linear \( \chi(x) \) are used as backpropagation function. The process of the neural network lay on the number of layers and neurons, where time is being an issue for such of complex structure of the network [16,17].
4. Experimental work
This study involved experimental work and mechanical testing. The extended full factorial design $3^3$ [21] was employed in the experimental work with respect to 3 factors at 3 levels. The 27 experiments of TSL-tests were performed to obtain 27 sets of input-output patterns for ANNs prediction model with 3 repetitions of each FSSW specimens to obtain the mean TSL which can be seen in Table 1. The FSSW specimen was made by using two pieces of 40×125 mm sheets with a 40×40 mm overlap area according to JIS Z3136:1999 standard [22], as depicted in Figure 3a. The type of FSSW tool was a flat shoulder with a cylindrical pin tool as depicted in Figure 3b made of VCN-150 steel that can withstand the high-temperature experience during the process with the chemical composition of AA5052-H112 and VCN-150 Steel are referenced in [23] and in [24] respectively.

![Figure 2. Basic Structure of Neural Network [18].](image)

![Figure 3. (a) Geometry of FSSW specimen AA5052-H112 in millimeters, (b) dimension of FSSW Tool.](image)
Table 1. TSL-tests Result from 27 Experiments as Output Response in ANNs Prediction Model.

| Test No. | Input Spindle speed (rpm) | Tool plunge depth (mm) | Dwell time (s) | Output Mean TSL (N) |
|----------|---------------------------|------------------------|----------------|-------------------|
| 1        | 1000                      | 2.5                    | 5              | 2923              |
| 2        | 1000                      | 2.5                    | 7              | 1772              |
| 3        | 1000                      | 2.5                    | 9              | 3369              |
| 4        | 1000                      | 3                      | 5              | 3179              |
| 5        | 1000                      | 3                      | 7              | 3900              |
| 6        | 1000                      | 3                      | 9              | 4255              |
| 7        | 1000                      | 3.5                    | 5              | 3179              |
| 8        | 1000                      | 3.5                    | 7              | 4313              |
| 9        | 1000                      | 3.5                    | 9              | 4255              |
| 10       | 1200                      | 2.5                    | 5              | 1988              |
| 11       | 1200                      | 2.5                    | 7              | 2018              |
| 12       | 1200                      | 2.5                    | 9              | 2334              |
| 13       | 1200                      | 3                      | 5              | 3852              |
| 14       | 1200                      | 3                      | 7              | 3287              |
| 15       | 1200                      | 3                      | 9              | 3699              |
| 16       | 1200                      | 3.5                    | 5              | 3846              |
| 17       | 1200                      | 3.5                    | 7              | 4165              |
| 18       | 1200                      | 3.5                    | 9              | 4387              |
| 19       | 1400                      | 2.5                    | 5              | 3846              |
| 20       | 1400                      | 2.5                    | 7              | 1901              |
| 21       | 1400                      | 2.5                    | 9              | 4387              |
| 22       | 1400                      | 3                      | 5              | 3365              |
| 23       | 1400                      | 3                      | 7              | 3121              |
| 24       | 1400                      | 3                      | 9              | 3125              |
| 25       | 1400                      | 3.5                    | 5              | 3980              |
| 26       | 1400                      | 3.5                    | 7              | 4100              |
| 27       | 1400                      | 3.5                    | 9              | 4650              |

5. Model Development

The topology of the ANN network model as depicted in Figure 4, was developed having one input layers consists of three neurons which corresponds to three inputs of main parameters i.e. spindle speed ($v$), tool plunge depth ($d$), and tool dwell time ($t$) [25]. Two hidden layer with each 15 and 7 neurons are set. A neuron was set in the output layer corresponds to output response of the tensile shear load (TSL). The data sets of 27 input-output patterns were then trained, tested and validated in Matlab environment. 70% of data was used for training, 15% for validation, and 15% for testing the model. The tensile shear load was considered as an output of neural networks. The conceptual structure for this proposed ANN is represented in the Figure 4.

In the network back propagation algorithm is involved which consists of two processes i.e. forward process and backward process. The forward process propagate input vector through the network to provide output at the output layer, and backward process propagates the error values back through the network to determine how the weights are to be changed during the training. The BP algorithm is used with a double hidden layer improved with training function called Trainlm with number of neurons of 15 for hidden layer-1 and 7 neurons for hidden layer-2.
6. Result and Discussion
In this session, the prediction model of the tensile shear load had been developed through ANN model. A detail result of 27 variation of TSL Test with 3 repetitions is tabulated in Table 1. Figure 5 represents the regression plot for all patterns in training, validation, and testing sets in the prediction model.

Figure 4. Topology of the Structure for a network in this study.

Figure 5. Regression Plot for all Patterns in Training, Validation, and Testing.
Based on the resulted plot, it is shown that the correlation coefficient (R) is perfect for training with the value of 0.999 and for testing the correlation coefficient (R) is reached to 0.958. However, the correlation coefficient is relatively good for validation with R equal to 0.921. For all data sets, the correlation coefficient is good with R of 0.833. It can be seen that the ANNs prediction model is relatively good since the correlation coefficient relatively close to 1.

7. Conclusion
The prediction system model for tensile shear load friction stir spot welding has been developed in this work. The proposed system model is develop in such away aimed to determine the desire information for the coming tensile shear load based on the selected parameters with reference the tensile shear load measurements. The extended full factorial design 3\(^3\)was employed in the experimental work with respect to 3 factors at 3 levels. The 27 experiments of TSL-tests were performed to obtain 27 sets of input-output patterns for ANNs prediction model with 3 repetitions of each FSSW specimens to obtain the mean TSL. The multilayer neural network of feed-forward and backpropagation algorithm which consists of one input layer, two hidden layers, and one output layer is used to learn and train the neural network iteratively with a set of weights and bias of 27 variations of inputs to fit the predicted tensile shear loads of friction stir spot weld. Based on the resulted of regression plot, it is shown that the correlation coefficient (R) is perfect for training with the value of 0.999 and for testing the correlation coefficient (R) is reached to 0.958. However, the correlation coefficient is relatively good for validation with R equal to 0.921. For all data sets, the correlation coefficient is good with R of 0.833. It can be seen that the ANNs prediction model is relatively good since the correlation coefficient relatively close to 1.

Acknowledgements
Authors are thankful to Universiti Teknologi MARA Malaysia and Binus ASO School of Engineering Indonesia to provide the facility for study in friction stir spot welding including tensile shear load tests and the Matlab software.

References
[1] Yang X W, Fu T, Li W Y 2014Friction stir spot welding: a review on joint macro-and microstructure property and process modelling Advances in Materials Science and Engineering (2014)11
[2] Muhayat N, Putra B P 2019 Mechanical Properties and Microstructure of Friction Stir Spot Welded 6082-T6 Aluminium Alloy Joint In MATEC Web of Conferences 269(18) 1-5
[3] Mishra R S, and Ma Z Y 2005 Friction stir welding and processing Materials Science and Engineering 50(1-2) 1-78
[4] Almanar  I P, Hussain Z 2012 Basic Considerations for Weldment Formation in Friction Stir Welding Nova Science Publishers Incorporated
[5] Nandan  R, DebRoy T, Bhadeshia H K D H 2008 Recent advances in friction stir welding process weldment structure and propertiesProgress in Materials Science 53(6) 980-1023
[6] Su P, Gerlich A, North T H, Bendzsak G J 2006 Energy utilisation and generation during friction stir spot weldingScience and Technology of Welding and Joining11(2) 163-9
[7] Shen Z, Ding Y, Gerlich A P 2019 Advances in friction stir spot welding Critical Reviews in Solid State and Materials Sciences (0) 1-78
[8] Niyati  M, Eftekhari Moghadam A M 2010 Estimation of products final price using bayesian analysis generalized poisson model and artificial neural networks Journal of Optimization in Industrial Engineering (2) 55-60
[9] Maleki E, Sherafatnia K 2016 Investigation of single and dual step shot peening effects on mechanical and metallurgical properties of 18CrNiMo7-6 steel using artificial neural network Int J Mater Mech Manuf (4)100-5
[10] Zhou J, Ren J, Yao C 2017 Multi-objective optimization of multi-axis ball-end milling Inconel 718 via grey relational analysis coupled with RBF neural network and PSO algorithm Measurement (102) 271-85

[11] Okuyucu H, Kurt A, Arcaklioglu E 2007 Artificial neural network application to the friction stir welding of aluminum plates Materials & design 28(1) 78-84

[12] Shojaeefard M H, Behnagh R A, Akbari M, Givi M K B, Farhani F 2013 Modelling and Pareto optimization of mechanical properties of friction stir welded AA7075/AA5083 butt joints using neural network and particle swarm algorithm Materials & Design (44) 190-8

[13] Al-Bastaki Y 2009 An Artificial Neural Networks-Based on-Line Monitoring Odor Sensing System J Comput Sci 5(11) 878-82

[14] Chen S C, Lin S W, Tseng T Y, Lin H C 2006 Optimization of back-propagation network using simulated annealing approach IEEE International Conference on Systems Man and Cybernetics (4) 2819-24

[15] Dawes C J 1995 An introduction to friction stir welding and its development Welding & Metal Fabrication 63(1) 13

[16] Fausett L 1994 Fundamentals of neural networks architectures algorithms and applications Prentice Hall Inc

[17] EvgueniY, Libing Y 2007 Application of adaptive neuro-fuzzy inference system techniques and artificial neural networks to predict solid oxide fuel cell performance in residential microgeneration installation Journal of Power Sources 170(1) 122-9

[18] Thanasarn T, Warisarn C 2013 Comparative Analysis between BP and LVQ Neural Networks for the Classification of Fly Height Failure Patterns in HDD Manufacturing Process in Proceeding conference paper ICEAST4

[19] Di W, Bhardwaj A, Wei J 2018 Deep Learning Essentials: Your hands-on guide to the fundamentals of deep learning and neural network modeling Packt Publishing

[20] Ripley B D 2007 Pattern recognition and neural networks Cambridge University Press

[21] Ruiz E M 2006 Design of Experiments for Engineers and Scientists Journal Technometrics 48(2) 304–5

[22] Japanese Standards Association 1999 Specimens Dimensions and Procedure for Shear Testing Resistance Spot and Embossed Projection Welded Joints Japanese Standards Association, JapanJIS (3136)

[23] Muhayat N, Triyono R D R, Maret S, Zubaydi I A 2018 Effect of Tool Plunge Depth and Pin Profile on Mechanical Properties of Friction Stir Spot Welded AA5052 Joints Journal of Mechanical Engineering 5(1) 181-91

[24] Nur A, Wahab A, Lesmanah U 2017 Analisa Pengaruh Perbandingan Elektroda RB 3.2 mm dan RB 4.0 mm Terhadap Kekuatan Tarik dan Kekerasan Pada Baja AISI 4340 Jurnal Teknik Mesin 3(02)

[25] Chie H H, Armansyah 2018 Prediction Model of Tensile Strength Property in Friction Stir Welding Using Artificial Neural Network (ANNs) Proceedings of the International Conference on Industrial Engineering and Operations Management 466-72