Effective and holographic theories of strongly-correlated phases of matter with broken translations
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We review recent progress in the effective description of strongly-correlated phases of matter with spontaneously broken translations, such as charge density waves or Wigner crystals. In real materials, disorder is inevitable and pins the Goldstones of broken translations. We describe how pinning can be incorporated in the effective field theory at low energies, without making any assumption on the presence of boost symmetry. We review the essential role played by gauge-gravity duality models in establishing these effective field theories with only approximate symmetries. We close with a discussion on the relevance of these models for the phenomenology of dc and ac transport in strongly-correlated strange and bad metals, such as high temperature superconductors.
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I. INTRODUCTION

Strongly-correlated states of matter present a serious theoretical challenge, as perturbation theory typically fails to describe them. High critical temperature ($T_c$) superconductors [1] constitute an archetypal example and have resisted theoretical efforts to account for their phenomenology since their discovery, [2, 3]. The absence of long-lived quasiparticles, as reported by photo-emission experiments, and their unconventional transport properties are two signatures of their incompatibility with the Fermi liquid paradigm, [4]. The Hubbard model [5], marginal Fermi liquid theory [6] and various field theories with a large (infinite) number of degrees of freedom [7] aided by random interactions [8] all provide some degree of insight into this problem.

Progress in understanding the physics at play in these systems has been complicated by the variety of phases that appear to be competing (or working in concert) in different regions of the phase diagram characterized by temperature, doping, magnetic field, pressure, etc.

Hydrodynamics and effective field theory methods [9–11] offer a complementary avenue by eschewing the microscopic details of strongly-correlated systems, as done for example in the cases of graphene [12] and bad metals [13]. The price to pay is that the analysis is limited to low energies, late times and long distances, and breaks down at very low temperatures (in particular in the vicinity of any quantum critical point where fluctuation effects cannot be neglected). The effective frameworks also take as input a number of parameters which are constrained by various consistency requirements but the values of which can only be computed within a microscopic completion.

Gauge-gravity duality (also referred to colloquially as holography) maps a strongly-coupled, large $N$ matrix model (where $N$ is the rank of the gauge group) to classical Einstein gravity coupled to a set of matter fields,
such phases from first principles, and acts as a testing
On the other hand, gauge-gravity duality allows to model
explicit breaking and of the effective field theory cut-off.
Still, within the range of validity of the low energy classical gravity
theory, the equation of state and transport coefficients of
the dual effective field theory can be computed.

In applying these tools, identifying the right set of sym-
metries is paramount, as this will dictate the starting
point of the effective approach. This does so by deter-
mining the set of hydrodynamic conservation equations
governing the low energy dynamics of the system in one
case, or by acting as a guiding principle to write down
the appropriate bulk action in the second.

The aim of this review is to describe recent progress
in effective hydrodynamic and holographic theories of
phases with spontaneously broken translations, moti-
vated by the ubiquity of such phases in the phase di-
agram of strongly-correlated electron materials, in par-
ticular cuprate or iron-based high \( T_c \) superconductors,
kagome materials, organic conductors, transition met-
als dichalcogenides, etc. While translational ‘spin-charge
stripe’ order was long anticipated on theoretical grounds
to play an important role in underdoped cuprates and
other doped Mott insulators \([17–23]\), and was experi-
mentally confirmed subsequently in most families of un-
derdoped cuprate materials \([24]\) as well as in numerical
studies of the Hubbard model \([25, 26]\), recent experi-
ments suggest that charge density fluctuations \([27]\) and
short-range charge density wave order are actually found
across the phase diagram, \([28–37]\).\(^1\) These observations
prompted a number of investigations of the impact of
such fluctuating charge order on transport and spectro-
scopic experiments, \([39–44]\).

In seeking to apply effective field theory methods to
this problem, one is inevitably confronted with the im-
 pact of disorder and other sources of explicit translation
symmetry breaking on the dynamics of the charge den-
sity wave, leading to the phenomenon of pinning, \([45]\).
When the explicit breaking is weak, the symmetry rules
which usually tightly constrain effective field theories are
relaxed and it becomes more arduous to develop a con-
 sistent double expansion, in powers of the strength of the
explicit breaking and of the effective field theory cut-off.
On the other hand, gauge-gravity duality allows to model
such phases from first principles, and acts as a testing
arena for effective field theories with approximate sym-
metries.

The first two sections II-III give a brief review of hy-
drodynamics and of holographic methods. In section IV,
we then describe recent progress in incorporating back-
ground strain in the hydrodynamics of spontaneously
broken translation phases, without assuming any par-
ticular boost symmetry, and expand on verifications of
this theory by various holographic models. Next, in sec-
tion V, we turn to the physics of pseudo-spontaneous
translation symmetry breaking in hydrodynamics and in
holography, and discuss phenomenological implications.
We also comment on the role of topological defects and
magnetic fields.

II. HYDRODYNAMICS

Hydrodynamics \([46]\) is based on symmetries and on the
conservation equations that derive from them. Symme-
tries and their spontaneous breaking provide a natural
route to classifying states of matter, formalized by Lan-
dau’s theory of second-order phase transitions \([47]\). This
is an example of effective field theory, valid around the
critical temperature at which the phase transition occurs,
where the relevant degrees of freedom are only the order
parameter and its fluctuations.

Hydrodynamics and its extensions to non-liquid states
of matter (e.g. elasticity theory) \([48]\) constitute another
class of effective field theories, which describe the long-
distance, late-time dynamics of the system. Microscopic
degrees of freedom are integrated out in this limit, and
are reorganized into fast and slow degrees of freedom.
Fast degrees of freedom equilibrate on time and length
scales short compared to the local equilibration scales,
which are typically set by the temperature of the system.
Slow degrees of freedom are protected by symmetries and
need to be retained in the effective field theory — they
are the conserved densities of the system, such as energy,
charge or momentum. Their evolution is described by
conservation laws descending from the symmetries pre-
viously mentioned. They cannot decay locally and are
transported away on scales much larger than the local
equilibration scales to other regions of the system by hy-
drodynamic modes, such as sound or diffusion.

More concretely, the equations of motion for the con-
served densities \( n^a \) take the form

\[
\dot{n}_a(t, x) + \nabla \cdot j_a(t, x) = 0. \quad (1)
\]

Upper dots stand for time derivatives, \( \dot{\cdot} \equiv \partial/\partial t \). For a
fluid with a conserved \( U(1) \) charge, the \( n^a \)'s are the set of
energy \( \varepsilon \), momentum \( \pi^a \) and charge \( n \) densities. The spa-
tial currents \( j^a \) are generally not slow operators.\(^2\) They
decay locally in the thermal bath of conserved densities,

\(^1\) A recent numerical study of the Hubbard model also reports
fluctuating stripes across the phase diagram, \([58]\).

\(^2\) In special cases they can be. For example, in a system invariant
so that their vacuum expectations values obey so-called constitutive relations, i.e. local expansions in terms of the densities and external sources:

\[ \langle j_a \rangle = \alpha_{ab}^{(0)} \langle n^b \rangle + \alpha_{ab}^{(1)} \nabla \langle n^b \rangle + \cdots \]  

(2)

The angular brackets denote a thermal average. The \( \alpha_{ab}^{(0),(1)} \) are transport coefficient matrices, order by order in the gradient expansion, with dots denoting higher-order terms. Which of these coefficients are nonzero depends on the details of the system and the symmetry breaking pattern. The underlying reason why such expansions are possible is related to the central assumption to hydrodynamics: all microscopic, high energy modes relax on short scales of the order the thermalization time/length, and can be integrated out. At longer scales, only hydrodynamic fields are retained and are the sole source of non-analyticities in the retarded Green’s functions. In other words, in the hydrodynamic regime, the retarded Green’s functions only contain the gapless hydrodynamic poles.

In this review, we will limit ourselves to expansions to first order in gradients. We will also ignore the effects of fluctuations, [49, 50], which generally spoil the analyticity of retarded Green’s functions and of the dispersion relations of the hydrodynamic modes beyond first order in gradient terms. In gauge-gravity duality, these fluctuations are suppressed by the \( N \rightarrow +\infty \) limit, [51].

Inserting (2) in (1), these become evolution equations for the vevs of the conserved densities, which can now be solved. Taking a spatial Fourier transform and dropping angular brackets for convenience, we obtain a set of dynamical equations given by

\[ \dot{n}^a(t,q) + M_{ab}(q) \cdot n^b(t,q) = 0. \]  

(3)

By construction, the matrix \( M_{ab}(q) = M_0 + M_1 q + M_2 q^2 + \cdots \) has a local expansion in powers of the wave-vector \( q \), with each term suppressed by the cutoff length of hydrodynamics \( \ell_{th} \).

We would now like to compute the retarded Green’s functions of the system. As usual, this implies turning on a time-dependent deformation of the Hamiltonian

\[ H_0 \mapsto H(t) = H_0 - \int d^d x \ n^a(t,x) \delta \mu_{e,a}(t,x) \]  

(4)

under Galilean boosts, the corresponding Ward identity gives an operator equation between the charge current and momentum operators, so that the charge current is a slow operator in this case. In a relativistic system, the Lorentz boosts Ward identity equates the momentum and energy current operators, so the energy current becomes a slow operator as well.

\[ (\omega > 0) \]  

3 Throughout this review, we work in a hydrodynamic frame where the time components of the conserved currents match the microscopic conserved densities, and dissipative corrections only enter with spatial gradients. Any time derivative correction can be traded for spatial derivatives by using the equations of motion and constitutive relations at lower order in derivatives.

(5)

\[ \chi_{ab}(x-x') = -\frac{\delta^2 W[\mu_e]}{\delta \mu^a(x) \delta \mu^b(x')} \]  

(6)

Here \( \chi \) is the matrix of static susceptibilities, obtained by functional differentiation of the equilibrium free energy

\[ \chi_{ab}(x-x') = -\frac{\delta^2 W[\mu_e]}{\delta \mu^a(x) \delta \mu^b(x')} \]  

(7)

where \( W = -T \log \text{Tr} e^{-\beta H} \). This matrix encodes the linear response of the system to static perturbations \( \delta \mu_e(x) \). It should be positive definite in order for the system to be locally thermodynamically stable.

Taking a Laplace transform of (5) (see [9] for more details) leads to the retarded Green’s functions

\[ G^{R}_{ab}(\omega, q) = \delta n^a(\omega, q) \frac{\delta n^b(\omega, q)}{\delta \mu_e(\omega, q)} = -(i\omega - M)^{-1} M \chi \]  

(8)

leading to a quadratically dispersing, diffusive mode \( \omega = -iD_n q^2 + \cdots \). The diffusivity can be measured by the following Kubo formula

\[ \chi_{nn} \omega \rightarrow 0 \lim_{q \rightarrow 0} \frac{\omega}{q^2} \ln G^{R}_{nn}(\omega, q). \]  

(9)

Instead, in the longitudinal sector, a neutral fluid would have two linearly dispersing sound modes \( \omega = \pm c_s q - i \frac{\Gamma}{2} q^2 \), where the longitudinal sound velocity is determined by the various static susceptibilities and the sound attenuation \( \Gamma \) by first-order in gradients dissipative corrections to the constitutive relation of the energy current and stress tensor, see e.g. [48].

Hydrodynamics only gives access to gapless poles with a vanishing dispersion relation at zero wavevector \( \omega(q = 0) = 0 \), the hydrodynamic modes. Non-hydrodynamic, gapped modes of the system cannot reliably be included in the hydrodynamics in general, except in certain special circumstances, for instance when the gap is generated by breaking weakly one of the symmetries of the system [52, 53]. One of the goals of this review is to explain how to incorporate such weakly-gapped degrees of freedom in the low energy effective field theory. Generic gapped modes which do not fall in the previous category typically signal the breakdown of the effective field theory description [54, 55] and can only be accounted for by supplementing hydrodynamics with a microscopic completion.\(^4\)

\[ \text{Remarkably, when the gradient expansion can be systematically computed in a microscopically complete framework, the dispersion relation of gapped modes can be obtained by resumming the hydrodynamic series, [54].} \]
III. HOLOGRAPHIC METHODS

The hydrodynamic construction outlined in the previous section can be systematically carried out order by order in the gradient expansion. The procedure quickly becomes intractable analytically due to the proliferation of terms to be considered, [56]. The equation of state and each transport coefficient needs to be measured experimentally or computed in a microscopic model.

Most microscopic models, nevertheless, face serious difficulties whenever the system under investigation is either strongly interacting, made of a large number of constituents, placed at finite chemical potential, finite temperature or when its real time dynamics is considered. Under these circumstances, the AdS-CFT correspondence provides a self-consistent framework to attack these problems and guide new interdisciplinary explorations. Holography posits a duality between a large class of quantum field theories with gauge group of dimension $N$ and higher-dimensional gravitational theories (for details we refer to a number of reviews and textbooks now available in the literature [15, 59–63]). The duality was originally discovered in the context of string theory [14, 64, 65], which provides a precise formulation of these problems and guide new interdisciplinary explorations. Holography posits a duality between a large class of quantum field theories with gauge group of dimension $N$ and higher-dimensional gravitational theories (for details we refer to a number of reviews and textbooks now available in the literature [15, 59–63]).

From a formal point of view, the duality is built on the correspondence provides a self-consistent framework to attack these problems and guide new interdisciplinary explorations. Holography posits a duality between a large class of quantum field theories with gauge group of dimension $N$ and higher-dimensional gravitational theories (for details we refer to a number of reviews and textbooks now available in the literature [15, 59–63]). The duality was originally discovered in the context of string theory [14, 64, 65], which provides a precise formulation of the conjecture, between a supersymmetric gauge theory $\mathcal{N} = 4$ super Yang-Mills with gauge group $SU(N)$ and a string theory (type IIB string theory on $AdS_5 \times S^5$), now widely accepted as proven. The simplifying limit of classical gravity without extended objects corresponds to considering a dual field theory in the regime of strong coupling and in the large $N$ limit and is known as the bottom-up approach. Bottom-up holographic methods have been applied in several directions such as quantum chromodynamics (QCD) and heavy ion collisions [67, 68], condensed matter many-body systems and quantum information [15, 16, 69–71].

In the dual field theory generating functional $W$ with the gravitational on-shell path integral. The field theory operators and sources are given by the specific coefficients of the asymptotic expansion of dynamical fields living in the curved, higher-dimensional, bulk spacetime. Thermal, finite density states in the dual field theory are captured by gravitational charged black hole solutions in the bulk, with the field theory temperature given by the Hawking temperature at the event horizon and the chemical potential by the boundary value of the bulk gauge field. From this gravitational background, all thermodynamic quantities can be computed, as well as the static susceptibilities. Linear perturbations of the gravitational solution together with opportune boundary conditions for the bulk fields [72] yield the real-time, space-dependent retarded Green’s functions, the poles of which are given by the quasi-normal modes of the black hole solution. This linear analysis also gives access to all linear transport coefficients through the appropriate Kubo formulas. This way, one can obtain the dispersion relations of the low-energy excitations in the dual field theory as well as those of the non-hydrodynamic modes of the system, going far beyond the hydrodynamic regime [73, 74]. Holographic results have been successfully matched to the predictions of charged, relativistic linearized hydrodynamics [75–79]. Besides providing a concrete test bed for hydrodynamics, holography is a microscopically complete framework which allows to compute all transport coefficients, from which important lessons on strongly-coupled dynamics can be extracted. A case in point is the famous viscosity-entropy-ratio bound [81, 82].

As in the case of hydrodynamics, and more in general effective field theories, bottom-up holography is based and built on symmetries as guiding principles. Using the well-established holographic dictionary, local symmetries in the bulk are mapped into global symmetries of the boundary field theory. Any combination of explicit or spontaneous symmetry breaking can be considered. Explicit breaking corresponds to the presence of a source in the dual field theory which appears in Ward identities and spoils conservation equations; spontaneous breaking, on the contrary, is characterized by the appearance of a non-trivial vacuum expectation value for an operator – the condensate – which breaks a (subset of) the symmetries of the action from which it is derived [83]; finally, the pseudo-spontaneous regime appears when a small (to be quantified more precisely later) source is added on top of a purely spontaneous state [84, 85]. From the bulk point of view, this distinction is encoded in the asymptotic behaviour of the field responsible for the symmetry breaking close to the boundary of the AdS spacetime [86]. The corresponding boundary Ward identities can be computed directly from the bulk as well (see for example [87] for the simplest case of a global $U(1)$ symmetry).

The holographic description of broken-symmetry, strongly-coupled phases of matter with an eye towards condensed matter was initiated in [88–90] by considering the spontaneous breaking of a global $U(1)$ symmetry – a superfluid state. Superfluid hydrodynamics correctly predicts the low energy dynamics of holographic superfluids. [91–96].

Holographic lattices breaking translations explicitly were constructed numerically a few years later in [97, 98].

---

5 The acronyms stand for Anti de Sitter spacetime [57] and conformal field theory [58] – the two endpoints of the original strings-inspired holographic duality. In this review, we will ignore more general situations in which the UV fixed point of the dual field theory is not a Lorentz invariant conformal field theory.

6 Here, $N$ is the rank of the dual gauge field theory [66]. In the absence of a precisely identified dual field theory, this limit has to be understood as a large number of degrees of freedom. See [15] for a discussion on this point.

7 The full nonlinear structure of the hydrodynamic theory can be also derived from the gravitational equations using the fluid-gravity correspondence [80].
Before being analyzed from a holographic point of view, static massive gravity theory \cite{108} different classes: (I) de Rham-Gabadadze-Tolley (dRGT) cal observables. The homogeneous models fall into different simplification in the computations of physical This property is due to existence of specific global struc-
tures in which translations are broken but the background metric and the dual stress tensor remain homogeneous (independent of the spatial coordinates). This property is due to existence of specific global structures which mix with spacetime symmetries, leading to a tremendous simplification in the computations of physical observables. The homogeneous models fall into different classes: (I) de Rham-Gabadadze-Tolley (dRGT) massive gravity theory \cite{108}, (II) ‘axion’ models \cite{111–116} (see \cite{117} for a review), (III) Q-lattices \cite{118}, (IV) higher-forms models \cite{119} and (V) helical lattices \cite{121–124} and (VI) "solidon" models \cite{125}. Irrespective of the specific holographic model employed, in the regime of weak explicit breaking, the low energy dynamics match well with the field theory expectations for a metallic phase with slowly-relaxing momentum, \cite{52, 103, 104, 126–128}.

A common feature of all holographic model is that the graviton acquires a mass, \cite{108, 110, 129}.

Closely following the global $U(1)$ case, instabilities towards holographic spatially modulated phases breaking translations spontaneously were investigated as well, \cite{121, 132–135}. In these studies, one looks for a spatially modulated, normalizable bulk mode (i.e., without a source at the boundary) in the translation-invariant, homogeneous bulk geometry. The outcome of this analysis is an instability curve displaying the maximum temperature at which the mode can be found vs the wavevector of the modulation (see figure 1), i.e., the onset of the instability. The apex of this curve gives the thermodynamically preferred wavevector with the highest critical temperature, below which a fully backreacted, spatially modulated phase breaking translations spontaneously can be expected to be found. As such, when the preferred trajectory within the instability curve is followed (red bullets in figure 1), these phases are true global minima of the thermodynamic free energy. \cite{136}. The breaking of parity and time reversal through Chern-Simons couplings in the bulk and/or an external magnetic field played an important role originally to generate the instabilities, but is not always necessary, \cite{137}. The original works focused on inhomogeneous instabilities, but helical phases proved easier to construct at first, \cite{138–140}. Backreacted inhomogeneous phases spatially modulated along one direction were constructed in \cite{141–143}, bearing on the expertise developed to construct explicit holographic lattices. Generalizations to two-dimensional, checkerboard or triangular patterns are found in \cite{144, 145}, with the triangular lattice providing the minimum free energy state. Remarkably, these phases all include circulating current loops together with spontaneous parity breaking, which is reminiscent of the loop current order proposed to underlie the pseudogap phase of underdoped cuprate high $T_c$ superconductors, \cite{146}. This phenomenology is a direct consequence of the bulk Chern-Simons term.

Probe branes constructions can also display spatially modulated instabilities \cite{147–149}. Being top-down models descending from specific string theory realizations, they have the advantage of offering a more precise field theory interpretation. On the other hand, it is not clear how one should interpret the spontaneous spatial modulation of charge and current densities, since in these setups momentum and temperature fluctuations are frozen.

Phases in which the breaking of translations and of a global $U(1)$ are intertwined are of interest to model pair density wave phases \cite{150}, which are thought to play an important role in the phase diagram of underdoped cuprate high $T_c$ superconductors. They have been argued to be the mother phase from which daughter charge density wave and superconducting phases emerge. Holographic realization of these phases are found in \cite{121, 132–135}.

\textsuperscript{8} See \cite{99–102} for further numerical constructions of holographic lattices.

\textsuperscript{9} dRGT corresponds to a precise fine-tuned choice of more general Lorentz-violating massive gravity theories built in terms of Stückelberg fields \cite{109}. This fine tuning is not necessary around Lorentz-violating vacua. In this sense, the axion models in item (II) are not different from the dRGT model, which ultimately represents only an infinitesimal sub-class of them. See \cite{110} for a more detailed discussion of this point in the context of holographic models.

\textsuperscript{10} Before being analyzed from a holographic point of view, static black hole solutions including matter in the form of free scalar and p-form fields were constructed in \cite{120}.

\textsuperscript{11} See \cite{130} for a discussion about the connections between elasticity theory and (massive) gravity.
IV. HYDRODYNAMICS OF PHASES WITH BROKEN TRANSLATIONS

Continuous, global symmetries can be spontaneously broken in the ground state (see [83] for a recent introduction). Formally, this means that the ground state is invariant under a smaller set of symmetries than the Hamiltonian of the system. A corresponding number of gapless modes, the Goldstone bosons, appear in the spectrum. In the simplest case of an internal symmetry and when the broken generators commute, the number of Goldstones is given by the number of broken generators. In other cases, such as that of spacetime symmetries [167], the counting rule is more complicated, see [168] for a review.

Hydrodynamics can be advantageously extended to systems with spontaneously broken symmetries, like superfluid Helium or crystalline solids; [48]. The set of slow degrees of freedom is enlarged to include the Goldstone modes, the dynamical evolution of which is described by so-called Josephson equations (historically, the Josephson equation describes the phase difference in a superconductor in the presence of an external voltage).

In this review, we focus on the case of broken translations, such as crystalline solids, charge density waves and Wigner crystals. We incorporate the effects of background strain, which proves important to match to existing holographic studies. Moreover, strain/pressure is also a common experimental tool in the investigation of broken translation phases in strongly-correlated materials and has a strong effect on the onset of the charge density wave and superconducting phases, [169, 170].

A. Thermodynamics

For simplicity, we assume the system is two-dimensional ($d=2$), isotropic and that translations are spontaneously broken in all spatial directions – extensions to anisotropic or higher-dimensional crystals are conceptually straightforward but technically tedious, due to more complicated tensor structures and a larger number of transport coefficients. We will not consider the coupling to background sources, which can be realized along the lines of [164, 165]. We also do not assume any particular boost symmetry.

Since spatial translations are spontaneously broken in all directions, we expect as many Goldstone modes as there are broken translations. The Goldstones of broken translations are often called phonons and are related to the displacements of the underlying crystal structure, which we denote by $u^i$. They transform non-linearly under spatial translations $x^i \rightarrow x^i + a^i$ as

$$u^i \rightarrow u^i + a^i.$$  \hspace{1cm} (10)

The free energy of the system must be invariant under these shifts, so that it only depends on the non-linear, Lagrange strain tensor, [48]

$$u_{ij} = \nabla_i u_j + \frac{1}{2} \nabla_i u_k \nabla_j u^k.$$  \hspace{1cm} (11)

Lower-case Latin indices $i, j, \ldots$ are raised and lowered with the Kronecker delta $\delta_{ij}$ and run over spatial dimensions.

The elastic part of the equilibrium free energy density of the system is then, by isotropy,

$$f_{el} = \frac{B_o(X, Y)}{2} X^2 + G_o(X, Y) Y$$  \hspace{1cm} (12)

where we have defined $X \equiv u_1^2$, $Y \equiv u_{ij} u^{ij} - \frac{1}{2} (u_1^2)$ and suppressed the dependence on temperature and chemical potential for now.\footnote{One could equivalently define a generic function $f_{el}(X, Y)$. Our parametrization makes the linear limit $X, Y \rightarrow 0$ and the limit of zero background strain clearer. In $d > 2$, this function would depend on $d$ independent scalars, [125, 177].}

The first parameter $X$ corresponds

\footnote{See also [153] for a homogeneous model realizing the concomitant spontaneous breaking of translations together with a global $U(1)$ symmetry – a supersolid phase.}
to a purely volumetric deformation, $\Delta V/V = X$, while
the second, $Y$, to a deviatoric deformation which modifies
the shape of the material but not its total volume. Accordingly, the coefficients $B_o, G_o$ are the bare nonlinear
bulk and shear moduli, respectively. If translations are
broken in one dimension only, there is only a bulk modulus. Both quantities are nonlinear functions of the
deformation parameters $X, Y$ and, in what follows, of
temperature and chemical potential as well.

Since we wish to compute the linear response of the system to external perturbations, the first step is to de-
termine the static susceptibilities. To this end, we expand
the static free energy to quadratic order in fluctuations
using

$$u_i = m x^i + (1 + m) \delta \phi \xi (x), \quad i = \{x, y\}, \quad (13)$$

where $m$ is a real parameter, and we have assumed that
the linear perturbations $\delta \phi \xi$ depend only on one spatial
dimension. As we are about to see, the $\delta \phi \xi$ are the Gold-
stones modes of the system.

A nonzero $m$ represents a nonzero, isotropic back-
ground strain on the state:

$$X = u_i^l = u_o + O(\nabla), \quad u_o \equiv m(m + 2). \quad (14)$$

For this state, $Y = O(\nabla^2)$. In this configuration, the
equilibrium free energy density $f_{el}$, and the bare elastic
moduli $B_o, G_o$ are functions of $u_o$.

Anisotropic strains can easily be considered by allowing
for additional off-diagonal terms of the type $u_i \sim x_j$
(see e.g. [178]). The first term $m x^i$ in Eq.(13) can be
thought as the additional displacement from the would-
be equilibrium configuration $m = 0$ to the actual con-
figuration with background strain $m \neq 0$. In this sense,
for $m \neq 0$, the Goldstone fields $\delta \phi \xi (x)$ parametrize
the low-energy dynamics around the configuration with back-
ground strain $u_o$.

Plugging in the expansion (13) in the elastic free energy
(12) and expanding to quadratic order in fluctuations, we
generate it by expanding around the state with background
strain in Eq.(13). In [164], we have defined a background elastic pressure $p_{el} = -(1 + u_o) \partial_{u_o} (u_o^2 B_o)/2$ due to the nonzero background strain $u_o$, as well as the renormalized, effective nonlinear
bulk and shear moduli

$$B \equiv \frac{1}{2} (1 + u_o)^2 \partial_{u_o}^2 (u_o^2 B_o),$$

$$G \equiv (1 + u_o)^2 G_o + \frac{u_o^2}{2} (1 + u_o)^2 \partial_Y B_o - p_{el}. \quad (16)$$

The bare bulk and shear moduli are renormalized due
to the nonzero background strain. In the limit of zero
strain, we recover $B(u_o = 0) = B_o$ and $G(u_o = 0) = G_o$.

The free energy in Eq.(15) now displays a linear term in
$\delta \phi \xi$ with coefficient $p_{el}$. This linear term implies that
the system is not in mechanical equilibrium whenever $m$ is
nonzero: a background strain is applied to the system, through non-trivial boundary conditions and the resulting sum of external forces does not vanish. Instead, in mechanical equilibrium, there is no
background displacement, $m = 0$, and $p_{el} = 0$. The
standard treatment of elasticity theory (see e.g. [48])
assumes the reference configuration, the choice of which
is arbitrary, to correspond with the state of mechanical
equilibrium. Nevertheless, this new term might be
relevant for many experiments which study phases with
broken translations under the application of pressure.

It appears as well in the viscoelastic description of pre-strained materials [179–185] and it has been recently
considered in the relativistic viscoelastic framework of
[164] under the name of crystal or lattice pressure.

Turning on background external sources $f \rightarrow f - s_\parallel \lambda_\parallel - s_\perp \lambda_\perp$, we obtain the Goldstone static suscepti-
bilities after integrating out the Goldstones:

$$\chi_{\lambda_\parallel, \lambda_\parallel} \equiv \frac{\partial^2 f_{el}}{\partial s_\parallel^2} = \frac{1}{B + G}.$$  

$$\chi_{\lambda_\perp, \lambda_\perp} \equiv \frac{\partial^2 f_{el}}{\partial s_\perp^2} = \frac{1}{G}.$$

$B + G$ and $G$ should both be positive definite in order for
the phase to be locally thermodynamically stable, which follows from the usual requirement that the determinant
of the Hessian of the free energy be positive definite. We
will see later on that this ensures that sound modes have a
positive velocity squared. Through (16), we observe that
both the bulk and shear moduli have a non-trivial depen-
dence on background strain. Varying the background
strain may lead to thermodynamic instabilities, signaled
by divergences in the static susceptibilities (17) when $G$
$B + G$ change sign. Determining whether these insta-
bilities are actually present requires to know their func-
tional dependence on $u_o$ and is beyond the effective field
theory approach.

By their properties under parity transformations $x \rightarrow
-x$, we also expect the longitudinal phonon $\lambda_\parallel$ to couple
to entropy and charge. To this end, we include tem-
perature and chemical potential dependence in the bare

---

16 This maps to the formulation of [164] as follows: $u^i \leftrightarrow \Phi^I - x^I$, $u^I \leftrightarrow k^I - \delta^I, \quad m = \frac{1}{\alpha} - 1.$

17 This term also appears in the relativistic treatment of [164]. Here we generate it by expanding around the state with background
strain in Eq.(13). In [164], $p_{el}$ is introduced directly as a force contribution to the free energy. There, the reference contribu-
tion is not assumed to minimize the free energy. After matching
conventions, both approaches give the same results.

18 This leads to $s_\perp = G \lambda_\perp, s_\parallel = (G + B) \lambda_\parallel.$
moduli \( B_o(u^i; T, \mu) \) and \( G_o(u^i; T, \mu) \) in (12). Linearizing around (13) together with \( \{ T, \mu \} = \{ T_o, \mu_o \} + \{ \delta T, \delta \mu \} \) allows to identify the off-diagonal susceptibilities

\[
\chi_{\lambda \lambda_i} = - \frac{\partial (2) f_{\delta \ell}}{\partial \delta \ell} = \frac{\partial_B \partial_{\delta \ell}}{B + G},
\]

\[
\chi_{\lambda \lambda_i} = - \frac{\partial (2) f_{\delta \ell}}{\partial \delta \ell} = \frac{\partial_T \partial_{\delta \ell}}{B + G}.
\]

They are nonzero even in the absence of background strain and correspond physically to the chemical and thermal expansion of the system under strain.

The full longitudinal static susceptibility matrix reads:

\[
\chi_{\alpha \|} = \begin{pmatrix}
\chi_{\alpha \alpha} & \chi_{\alpha \sigma} & 0 \\
\chi_{\sigma \alpha} & \chi_{\sigma \sigma} & \chi_{\sigma \lambda} \\
0 & 0 & \chi_{\pi \pi}
\end{pmatrix}.
\]

The equality of off-diagonal components follows from invariance under PT symmetry.

In the transverse sector, the susceptibility matrix \( \chi_{\alpha \perp} \) is diagonal with the two nonzero elements \( \chi_{\perp \perp}, \chi_{\pi \perp} \), given by (17), and \( \chi_{\pi \perp} = \chi_{\pi \pi} \), by isotropy.

### B. Dynamics

We are now ready to state the equations that govern the dynamics of the system in the hydrodynamic regime. Assuming rotation, translation and \( U(1) \) symmetry, these are the conservation of energy, charge and momentum density

\[
\dot{\varepsilon} + \nabla \cdot j^i = 0, \quad \dot{\mu} + \nabla \cdot j = 0, \quad \dot{\tau} + \nabla \cdot \tau^i = 0,
\]

(20)

together with the Josephson equation for the dynamic evolution of the Goldstones:

\[
\frac{d}{dt} u^i = -v^i + \ldots .
\]

(21)

d/\!d\!t \equiv \partial_t + v^i \nabla_i \text{ stands for the material derivative and the dots for dissipative corrections to this relation.}

We can arrive at (21) in the following way. The Goldstone fields are canonically conjugate to the momentum density, i.e. the conserved charge that generates the broken symmetry:

\[
\mathcal{L} = [\pi^i(x), u^j(x')] = -\delta^{(2)}(x - x') (\delta^i_j + \nabla^i u^j).
\]

(22)

Then, we deform the Hamiltonian by an external velocity source \( H_o \rightarrow \hat{H} = H_o - \int d^2x \pi^i v^i_x \) and use the Schrödinger equation to compute the time evolution of the displacement:

\[
\dot{u}^i = i [H, u^i] = v^i + \partial \nabla_j u^i.
\]

(23)

Since \( u^i \) must be time-independent in thermodynamic equilibrium \( (v^i = v^i_o) \), this means that the Josephson relation must take the form

\[
\dot{u}^i = (v^i_o - v^i) (\delta^i_j + \nabla_j u^i) + \ddot{u}^i,
\]

(24)

in agreement with (5). Taking a divergence or a curl of (24) with sources off leads to (21). We have allowed for a possible dissipative correction \( \ddot{u}^i \).

In our thermodynamic ensemble, the first law of thermodynamics is

\[
df = -s dT - n d\mu + h^{ij} d(\nabla_i u_j),
\]

(25)

where \( h^{ij} \equiv \partial f/\partial (\nabla_i u_j) \) is

\[
h^{ij} = \left( XB_o + \frac{X^2}{2} \partial_x B_o + Y \partial_x G_o \right) X^{ij}
\]

(26)

\[+ \left( 2G_o + Y \partial_y G_o + \frac{X^2}{2} \partial_y B_o \right) Y^{ij}, \]

with

\[
X^{ij} = \frac{\partial X}{\partial \nabla_i u_j} = \delta^{ij} + \nabla^i u^j,
\]

(27)

\[Y^{ij} = \frac{\partial Y}{\partial \nabla_i u_j} = 2 (u^i_j + u^i k \nabla_k u^j) - XX^{ij}.\]

(28)

Using that the entropy density must be conserved \( s + \nabla_i (sv^i + j^i_o / T) = 0 \) in the absence of dissipative (gradient) corrections, the ideal constitutive relations are found to be

\[
\dot{j}^i = (\varepsilon + p) v^i + h^{ij} v_j + h^{kl} v^i \nabla_j u_k + \tilde{j}^i,
\]

(29)

\[\dot{\tau}^{ij} = p \delta^{ij} + h^{ij} + h^{kl} \nabla_j u^l + v^i \pi^j + \tilde{\tau}^{ij},\]

(30)

\[\dot{j}^i = n v^i + \tilde{j}^i.\]

(31)

Here \( p \) is the thermodynamic pressure, which verifies \( p = -f = -s + s_T + n \mu + v_k \pi^k \). It is straightforward to verify that the stress tensor \( \tau^{ij} \) is symmetric by substituting the expression for \( h^{ij} \) in terms of \( u^{ij} \) in (28). \( \tilde{j}^i, \tilde{\tau}^{ij} \) and \( \tilde{j}^i \) all stand for dissipative corrections which are at least first order in gradients.

The form of dissipative corrections are determined by a well-known algorithm. We start by allowing all possible terms that are spatial derivatives of the fields (the conserved densities and the Goldstones) consistent with the symmetries – for instance, we do not allow terms that violate parity. Then, we require that these terms do not lead to non-localities in the equations of motion. Finally, we check that the entropy current is positive definite, also imposing Onsager relations. The outcome of this procedure, which we detail in appendix A, leads to the following constitutive relations:

\[
\dot{\tilde{j}}^i = -\sigma^{ij} \nabla_j \mu - \alpha^{ij} \nabla_j T - \frac{1}{2} \xi^{ij} \nabla^k h_{kj},
\]

(32)

\[
\dot{\tilde{\tau}}^{ij} = -\alpha^{ij} \nabla_j \mu - \frac{\tilde{\kappa}^{ij}}{2} \nabla_j T - \frac{1}{2} \xi^{ij} \nabla^k h_{kj},
\]

(33)

\[\dot{\tilde{\tau}}^{ij} = -\eta^{ijkl} \nabla_k (\nabla_l v^i),\]

\[\dot{\tilde{\tau}}^{ij} = \xi^{ij} \nabla_j \mu + \xi^{ij} \nabla_j T + \xi^{ij} \nabla^k h_{kj} ,
\]

\[\dot{\tilde{\tau}}^{ij} = \tilde{j}^i + \mu^i - h_{ij} \tilde{u}^j + v_j \tilde{\tau}^{ij}.\]
In the absence of background strain, all the transport matrices would have a trivial index structure and depend on temperature and chemical potential only.\textsuperscript{19} e.g., $\sigma^{ij} = \sigma^{(o)}(T, \mu)\delta^{ij}$ or $\eta^{ijkl}\nabla_{(k}u_{l)} = -\eta\sigma^{ij} - \frac{2}{3}\zeta k\delta^{ij}$, where we have defined the shear rate tensor $\sigma_{ij} = \nabla_{s}v_{ij} - \frac{2}{3} \nabla v_{ij}$.

In the presence of background strain, the strain tensor $u_{ij}$ provides an independent rank-2 tensor. This gives rise to new terms in the transport matrices, which all take the form $\sigma^{ij}_0 = \sigma^{(o)}(T, \mu, u_{ij})\delta^{ij} + \sigma^{(u)}(T, \mu, u_{ij})u^{ij}$ in $d = 2\text{\textsuperscript{20}}$ with some arbitrary dependence on $u_{ij}$ (since $X = \mu_0$ and $Y = 0$ when evaluated on the background (13)). There is more freedom in the viscosity rank-4 tensor, which takes the general form

$$\eta_{ijkl} = 2\eta^{(0)}(\delta_{ik}\delta_{jl} - \frac{1}{2}\delta_{ij}\delta_{kl}) + \zeta^{(0)}\delta_{ij}\delta_{kl} + 2\eta^{(u)}(\delta_{ik}u_{jl} - \frac{1}{2}\delta_{ij}u_{kl} - \frac{1}{2}u_{ij}\delta_{kl} + \frac{1}{4}u_{m}^{m}\delta_{ij}\delta_{kl}) + 2\left(\zeta^{(u)} - \zeta^{(0)}\right)u_{(ij)}\delta_{kl}$$

(32)

where angular brackets stand for the transverse, traceless part of the tensor.

C. Linear response

With the constitutive relations in hand, we can now investigate the linear response of the system about the equilibrium state $\{T, s, \mu, n, v^i, \pi^i, u^k\} = \{T_0, s_0, \mu_0, n_0, 0, 0, 0\}$ to perturbations $e^{-i\omega t + iqx}$.\textsuperscript{(33)}

We have made use of the underlying translation invariance of the system to decompose the linear perturbation in plane waves.

We start with the transverse sector. In contrast to the fluid case discussed at the end of Section II (see also \textsuperscript{[9]}), the transverse Goldstone field mixes with transverse momentum to form a pair of sound modes propagating in opposite directions:

$$\omega = \pm q \sqrt{\frac{G}{\chi_{\pi\pi}} - \frac{i}{2} \left(\frac{\eta}{\chi_{\pi\pi}} + G\chi_{\pi\pi}\right) q^2 + O(q^3)} .$$

(34)

This is the celebrated shear sound mode of crystalline solids. Its velocity is real provided that the matrix of static susceptibility is positive definite, which implies $G > 0$ and $\chi_{\pi\pi} > 0$. The sound attenuation receives two contributions

$$\eta = \eta^{(0)} + \frac{u_0}{2}\eta^{(u)} , \quad \xi = \frac{1}{1 + u_0}\left(\xi^{(0)} + \frac{u_0}{2}\xi^{(u)}\right) .$$

(35)

Here, as in the longitudinal sector, we find that the effect of the extra terms in the constitutive relations due to background strain can be hidden away in a redefinition of the transport coefficients contributing to linear response. This is advantageous as this means there is no proliferation of transport coefficients. For instance, the shear Kubo formula that usually measures the shear viscosity for a fluid becomes

$$\eta^{(0)} + \frac{u_0}{2}\eta^{(u)} \equiv \eta = -\lim_{\omega \to 0} \frac{1}{\omega}\text{Im}G_{\pi\pi\pi\pi}(\omega, q = 0)$$

and it is the linear combination (35) which appears, not the individual transport coefficients $\eta^{(0)}$ and $\eta^{(u)}$.

There is a similar Kubo formula for $\xi$:

$$\xi = \lim_{\omega \to 0} \frac{1}{\omega}\text{Im}G_{\pi\pi\pi\pi}(\omega, q = 0)$$

and for $\xi$:

$$\xi = \lim_{\omega \to 0} \frac{1}{\omega}\text{Im}G_{\pi\pi\pi\pi}(\omega, q = 0)$$

(37)

which as we will see defines the Goldstone diffusivity.

In the longitudinal sector, there are four modes: two sound modes propagating in opposite directions and two diffusive modes. Their expressions are in general quite complicated, and so we report them only for a neutral, relativistic system (in which one of the diffusive mode disappears)\textsuperscript{21}

$$\omega = \pm c_||q - \frac{i}{2}\Gamma \|q^2 , \quad \omega = -iD\|q^2 ,$$

$$c_||^2 = \frac{B + G}{\chi_{\pi\pi} + T^2 \left(s_\lambda - s_h\lambda\right)^2} ,$$

$$\Gamma_|| = \frac{\eta + \zeta}{\chi_{\pi\pi}} + \frac{\xi}{c_||^2} \left(\eta^2 - T\left(s_\lambda - s_h\lambda\right)^2\right) ,$$

$$D_|| = \frac{(B + G)\chi_{\pi\pi}\xi}{c_||^2(\lambda_\lambda) .}$$

Here $\chi_{\lambda_\lambda} = \partial s/\partial \lambda_\lambda = -\partial p_{\text{cl}}/\partial T_0$, and similarly $\chi_{\epsilon\epsilon} = c_v T_0$ (with $c_v$, the heat capacity), computed fixing $\lambda_\lambda$. Similarly to the transverse sector, only certain linear

\textsuperscript{19} Throughout this review, we do not consider states with a background fluid velocity. See \textsuperscript{[186]}, \textsuperscript{[171-176]}.

\textsuperscript{20} In $d > 2$, additional tensor structures such as $u^i_1 u^k_2$ would enter.

To map to the formulation of \textsuperscript{[164]}, higher-order terms in their strain $u^{ij}_d$ need to be considered.

\textsuperscript{21} See the appendix A for details on how to take this limit. See also \textsuperscript{[165]} for the complete expressions at finite density.
combinations of transport coefficients appear (e.g. $\xi$ instead of both $\xi^{(0)}_u$ and $\xi^{(u)}_h$). After matching conventions, these expressions agree with [164, 165]. The modes can be worked out in full generality (absence of boost symmetry, finite density, nonzero background strain), but become rather complicated. The appearance of instabilities related to a change of sign of $B + G$ is manifest in the expression for $D_h$, as the corresponding purely imaginary mode would then cross to the upper half complex frequency plane.

At very low temperatures, we expect the sound modes to be mostly carried by the Goldstone field and the longitudinal momentum density, while the diffusive mode corresponds to thermal diffusion. At temperatures close to the critical temperature, the sound modes are carried by thermal and momentum fluctuations, while the diffusive mode is predominantly carried by the Goldstone mode.\textsuperscript{22}

D. Holography

Elastic properties in holographic models with broken translations have been investigated for some time [110, 187]. While hydrodynamics for Galilean-invariant phases with broken translations is an old subject [48, 188–190], it was revisited in [41], which incorporated phase relaxation by defects and pinning by disorder in a hydrodynamic framework without assuming Galilean invariance. This led to a flurry of activity in the holographic community, intent on verifying the match between the holographic and hydrodynamic approaches, [158, 161, 164–166, 191–194]. Ultimately, this lead to a consistent hydrodynamic construction with nonzero background strain and with coupling to external sources, [164, 165].

The presence of an isotropic background strain (equivalently, a background elastic pressure $p_{el}$) is a common feature of many of these homogeneous holographic models, which at an operational level can be directly observed by identifying an extra contribution $p_{el}$ to the (relativistic) momentum susceptibility, $\chi_{\pi\pi} = \varepsilon + p - p_{el}$. More importantly, this implies that the states considered are not global (or even local) minima of the holographic thermodynamic free energy, [136, 145] (when the free energy is minimized, $p_{el} = 0$). In spite of this, they are locally thermodynamically stable, with a positive definite static susceptibility matrix. Accordingly, they do not have poles in the upper half complex frequency plane.

The underlying conformal invariance of holographic models places a number of constraints on the equation of state and transport coefficients, since the stress-energy tensor is now traceless $T^\mu_\mu = 0$. For instance, the transverse and longitudinal speeds of sound obey a simple relation, [125, 164]:

$$c^2 = \frac{1}{d-1} + 2 \frac{d-2}{d-1} c_\perp^2.$$ (40)

Increasing the background strain gives additional contributions to the effective elastic moduli through (16). Depending on the specific functional dependence on strain, this may lead to thermodynamic instabilities if the effective elastic moduli vanish (this leads in turn to a divergence of the corresponding susceptibilities (17)). These thermodynamic instabilities have dynamical counterparts, as e.g. the transverse sound velocity (34) becomes complex or the longitudinal diffusive mode $D_h$ (39) crosses to the upper half plane. The conjectured endpoint of this instability is the nucleation of topological defects, which relax the background strain, and probably leads to a plastic behaviour and the failure of the rigidity of the system.\textsuperscript{23} Viscoelasticity with background strain (or equivalently stress) has been discussed in several engineering-oriented works [179–185]. The onset of instability in the dispersion relation of the low-energy modes has been experimentally observed in [198, 199] and recently re-formulated in the context of relativistic effective field theories [200, 201]. Those instabilities have not yet been investigated by holographic methods, though see [178] for first steps with a pure shear strain.

In holographic systems, the black hole horizon provides a large bath of $O(N^2)$ degrees of freedom. It is natural to expect that the Goldstone can relax into this bath. This is embodied by a modernized version of the “membrane paradigm”, [202, 203], whereby transport coefficients characterizing linear response are expressed in terms of the black hole solution evaluated on the black hole horizon through the construction of radially conserved bulk fluxes, [204,100, 205].

This was used to great effect to compute the linear, relativistic transport coefficients (31) in holographic models of spontaneously broken translations, either homogeneous [191, 192] or inhomogeneous, [206, 207]. In homogeneous holographic models, it is very well understood how to encode for quantum critical infrared fixed points with broken translations, [113, 124]. Near such critical phases, it was observed [192] that some of the transport coefficients are not independent

$$\xi_\mu = -\left(\frac{\mu}{\chi_{\pi j_o}}\right)\sigma_o, \quad \xi = \left(\frac{\mu}{\chi_{\pi j_o}}\right)^2 \sigma_o.$$ (41)

where for relativistic phases $\chi_{\pi j_o} = \sigma_o T_o - p_{el}$. Effectively, the Goldstone relaxation processes are governed

\textsuperscript{22} This could be verified explicitly by deriving the fluctuations eigenvectors of the hydrodynamics equations and also from the holographic computation of quasinormal modes, as done for a superfluid in [96].

\textsuperscript{23} In this sense, this mechanism shares several commonalities with the Landau instability for superfluids triggered by a background superfluid velocity [195] and already observed in bottom-up holographic models [196, 197].
by the incoherent (i.e. without momentum drag) diffusivity \(\sigma\), which also controls the thermal diffusivity with open circuit boundary conditions, [208, 209].

This can be understood as arising from the dominance of the following effective interaction between the momentum and the heat current \(j_q^i\) in the infrared Hamiltonian:

\[
\Delta H = \frac{1}{\chi_{3q}} \int d^d x \pi_i j_q^i. \tag{42}
\]

This in turn implies that

\[
\dot{u}^i = i \{ H, u^i \} = \frac{j_q^i}{\chi_{3q}}. \tag{43}
\]

Plugging this in the Kubo formula for \(\xi_{\mu\nu} \) and \(\xi, (37), (38), \) and evaluating them, leads to (41). The reader may wonder why the specific coupling (42) appears rather than some arbitrary linear combination of the electric and heat currents. It is plausible that this is an artifact of the homogeneous holographic Q-lattice/massive gravity models, where the heat current plays a distinguished role in relaxation processes, [163, 210]. Whether this remains true in homogeneous helical models [140, 157] or in inhomogeneous models [141–143] is an open question.24 A complete match between the hydrodynamics of the previous sections and those models is also yet to appear.25

E. Emergent higher-form symmetries and topological defects

Ordinary, 0-form symmetries (such as a global U(1)) give rise to conserved, one-form currents (e.g. \(\nabla_{\mu} J^\mu = 0\) in relativistic notation). The associated conserved charges are point-like objects. [216] pointed out the existence of more general symmetries associated to differential forms of a higher rank. A prototypical example is the U(1) of electromagnetism in four spacetime dimensions. There, the Bianchi identity can be reformulated as the conservation equation of a magnetic U(1) symmetry by Hodge dualizing the Maxwell field strength \(J^{\mu\nu} = 1/2 \epsilon^{\mu\nu\rho\sigma} F_{\rho\sigma}\). The charge \(Q = \int_{\Sigma} *J\) counts the number of magnetic lines across a codimension-2 surface \(\Sigma\), and its associated conserved current is now a two-form \(\nabla_{\mu} J^{\mu\nu} = 0\). Among various applications, this provides a starting point for a consistent formulation of magnetohydrodynamics [217].

A similar treatment can be applied to phases with a spontaneously broken global U(1) symmetry (superfluids). Keeping to relativistic notation, the absence of topological defects (vortices) implies that derivatives commute, \(\nabla_\mu \nabla_\nu \phi = 0\), where \(\phi\) here is the superfluid phase. Defining \(J^{\mu\nu} = \epsilon^{\mu\nu\rho\sigma} \nabla_{\rho} \phi\) leads to an emergent conservation equation for the higher-form symmetry \(U(1)_\omega\) associated to the conservation of winding planes, \(\nabla_{\mu} J^{\mu\nu} = 0\), [218]. Indeed, the condensate vanishes at the location of a defect and its phase is not defined there. The phase picks up a nonzero winding number around a defect, \(n = 1/(2\pi) \oint df \neq 0\).

For superfluids, [218] showed that this emergent symmetry is in fact anomalous: upon coupling to a background gauge field, its conservation equation is broken by a mixed anomaly given by the electric field. This is a mixed anomaly as it is the source of the microscopic U(1) which breaks the conservation of the emergent \(U(1)_\omega\).

Emergent symmetries are often anomalous and their higher-form generalizations are no exception, [216, 219]. Such anomalies give rise to anomaly matching conditions, which put strong constraints on the hydrodynamic gradient expansion, [218], and give rise to dissipationless transport, [220]. It would be interesting to derive analogous constraints on the hydrodynamics of broken translation phases. Preliminary investigations of the higher-form symmetry formulation26 of these phases can be found in [53, 164].

In the condensed phase, the winding operators \(W_{ij} = \int d^2 x \nabla_i u_j\) are conserved and measure elastic deformations of the crystal/density wave. They lead to undamped propagation of uniform bulk and shear strains, e.g.27

\[
\eta(\omega) \equiv \frac{i}{\omega} G_{x'y'x'y}(\omega, q = 0) = \eta + G \frac{i}{\omega}. \tag{44}
\]

This infinite dc ‘shear conductivity’ is the analogue of dissipationless charge transport in superfluids.

At finite temperatures, bound pairs of defects/anti-defects (dislocations or disclinations) nucleate. Above the Berezinsky-Kosterlitz-Thouless temperature, thermal fluctuations lead to their unbinding and they become mobile – the BKT phase transition. [222–225].28 Mobile defects relax the windings, and the corresponding emergent symmetry is explicitly broken.29 This leads to relaxation of the longitudinal and transverse phonons,

\[
\hat{\lambda}_{||,\perp} = -\Omega_{||,\perp} \lambda_{||,\perp} + \ldots \tag{45}
\]

This equation is valid when the anisotropic rates \(\Omega_{||}\) and \(\Omega_{\perp}\) are small, close to the BKT phase transition.1 The

24 We have been informed this is currently under investigation, [211].
25 Probe brane models can also display spontaneous breaking of translations, [148, 149]. Importantly, because of the presence of an additional long-lived mode [212–215], the hydrodynamics presented in this review does not apply directly to these holographic models.
26 This differs from the dual formulations of [23, 221].
27 Notice the difference with the Kubo formula in Eq.(36) in which the divergent \(1/\omega\) term would not appear.
28 See [20–23, 221] for the quantum case.
29 The explicit breaking of higher form symmetries has been considered using effective field theory methods in [226].
phase relaxation rates are set by the viscosities of the normal phase and the density of free defects $n_f$, e.g. $\Omega_\perp \sim n_f / \Omega_{\text{normal}}$.\cite{225,30} ‘Climb’ motion of dislocations is usually suppressed compared to ‘glide’, i.e. $\Omega_\parallel \ll \Omega_\perp$. In the language of higher-form symmetries, the emergent higher-form symmetry counting winding planes is broken by irrelevant operators (the defects),\cite{218}. Evaluating (44) again, the viscosities of the condensed phase are finite but large, $\eta(\omega = 0) = \eta + G / \Omega_\perp$.

V. PSEUDO-SPONTANEOUS BREAKING OF TRANSLATIONS

The total momentum of the system is always conserved, due to the translation invariance of the ambient spacetime in which the crystal lives. Thus, the emergent continuous translation symmetry at long distances in crystalline solids cannot be explicitly broken. In systems at finite density such as metals, the conduction electrons (or more generally the charge carriers at strong coupling) can be considered in some regimes (typically, low enough temperatures) to be weakly-coupled to lattice degrees of freedom and other sources of inelastic scattering. The electron momentum then becomes approximately conserved, with an emergent electronic translation symmetry in the infrared broken by irrelevant operators (such umklapp, impurities). In an electronic charge density wave or Wigner crystal phase, electronic translations are spontaneously broken and give rise to a spatially modulated electronic density of states (see\cite{13} for a review). New Goldstone degrees of freedom emerge, called phasons or sometimes phonons by abuse of terminology (not to be confused with the phonons of the underlying lattice).

It then becomes interesting to study how the weak explicit breaking mentioned above affects the dynamics of the Goldstones. These acquire both a small mass $m_0$ and a damping $\Omega$, leading to a nonzero real and imaginary part in their $q = 0$ dispersion relation, respectively. Phenomenologically, the spontaneous, spatially modulated phase is no longer free to slide and is pinned at a frequency $\omega_0 \sim c_0 q_0$ proportional to the mass of the Goldstone – which now has a finite correlation length. Correspondingly, there is a gap in the real part of the the frequency-dependent conductivity with a peak at a frequency $\omega \sim \omega_0$, representing the energy cost to de-pin the density wave.\cite{31}

Pinning of charge density waves is an old subject,\cite{228,229}, and was confirmed in many experiments on quasi one-dimensional materials,\cite{45}. It was revived in recent years, spurred on by a combination of mounting experimental evidence on the role of charge density wave phases or fluctuations across the phase diagram of cuprate high $T_c$ superconductors,\cite{28–33,35–37} (see\cite{34} for a review); theoretical developments on the application of hydrodynamics and related effective field theoretic descriptions of transport to strongly-correlated electronic materials,\cite{13,128,230,231}; and the development of holographic methods for phases with broken translations.

Following the initial work of\cite{41}, which incorporated pinning by explicit breaking of translations and damping by defects into a hydrodynamic framework, a number of groups set out to investigate these phases using holographic methods. The original expectation was that these systems would display a pinning frequency $\omega_0$ and a momentum relaxation rate $\Gamma$, but no phase relaxation rate $\Omega$, as none of these holographic models included mobile elastic defects.\cite{33} It then initially came as a surprise when it was recognized that they exhibited a finite phase relaxation rate governed by the pseudo-Goldstone mass and diffusivity $\Omega = G q_0^2 \xi$, \cite{42,234} with further confirmations in \cite{162,163,193,235–237}.

The main theoretical achievement of this collective effort is the construction of a hydrodynamic theory of pseudo-spontaneously broken translations,\cite{44,154}, which explains the observations above and which we now describe. For simplicity we will consider states without background strain throughout this section, but this can be incorporated straightforwardly,\cite{154}.

A. Hydrodynamics

When translations are weakly broken explicitly, the free energy at quadratic order in fluctuations now includes a mass term for the Goldstone modes\cite{34}

$$\delta f^{(2)} = \frac{B}{2} \left( \nabla^2 \phi_0 \right)_i^2 + \frac{G}{2} \left( \nabla \times \delta \phi \right)_i^2 + \frac{G q_0^2}{2} \delta \phi_i \delta \phi^i$$

(46)

which shifts the unpinned static susceptibility matrices $\chi_{o,\parallel}$ and $\chi_{o,\perp}$ as

$$\chi^{-1}_o \mapsto \chi^{-1} = \chi^{-1}_o + \Delta \chi^{-1}$$

(47)

where $\Delta \chi^{-1}$ is a matrix whose only nonzero elements are $(\Delta \chi^{-1})_{\lambda_i \lambda_j} = (\Delta \chi^{-1})_{\lambda_\perp \lambda_\perp} = G q_0^2 / q^2$. As a result, the static susceptibility matrix $\chi$ becomes nonlocal.

The charge and energy conservation equations in (20) remain unchanged. On the other hand, since translations are broken explicitly, momentum is no longer conserved

$$\dot{\pi}^i + \nabla_j \tau^{ij} = -\Gamma \pi^i - G q_0^2 \delta \phi^i$$

(48)

\cite{33} Though see \cite{232,233} for a holographic construction of phases with static discommensurations.

\cite{34} The mass term can be thought to originate from expanding a $\cos u_i$ deformation of the Hamiltonian of the system to quadratic order in fluctuations, so the $u_i$ are still compact scalars.
The $\Gamma$ term is allowed on general grounds and captures momentum relaxation, while the second term encodes the effects of the mass of the Goldstone, and can be derived by computing $\pi^{\alpha} = i[H, \pi^{\alpha}]$ including a mass deformation (46) in the Hamiltonian $H$ and using the commutator (22).

The constitutive relations and the Josephson equation can all contain terms linear in $\phi$ without any spatial gradient, since the shift symmetry is broken. These terms are constrained by locality and Onsager relations. After imposing these constraints, the constitutive relations and the Josephson equation read

$$j^i = -\sigma^i \xi T + \xi \mu h^i,$$

$$\jmath^i = -\alpha \xi \phi T + \xi \mu h^i,$$

$$\pi^{ij} = -v \xi \delta^{ij} - \xi T h^i T - \xi h^i,$$

$$\phi^i = v^i + \xi \mu \nabla + \xi T \nabla T - \xi h^i,$$

where $h^i = \partial f / \partial \phi^i = Gd^2 \delta \phi^i - \nabla j h^i$ and in the absence of background strain the transport coefficients are no longer matrices. These dissipative corrections ensure that the equations of motion remain local [44] and that the divergence of the entropy current is positive, [154].

Translating the $h^i$ terms to fields $\phi^i$ generates new relaxation terms in the constitutive relations and Josephson equations, proportional to $\xi^2$ and various dissipative transport coefficients: $\xi^T$ and $\xi$. For instance, the Josephson equations take the form

$$\delta \phi^i = -\Omega \delta \phi^i + O(\nabla^i)$$

where the damping term

$$\Omega = Gq^2 \xi$$

is universally determined by the Goldstone mass and $\xi$. The parameter $\xi$ is a diffusive transport coefficient of the translation invariant theory which enters in the attenuation of sound and diffusive modes of section IV and encodes dissipation of the Goldstone mode in the thermal bath over long distances.

In the framework of effective theories, (51) is a direct consequence of locality [44] or the second law of thermodynamics [154] with external sources on. [35]

In the presence of explicit breaking, $\Omega$ captures the relaxation of the pseudo-Goldstone mode in the surrounding bath of thermal excitations. In [237], it was shown that in the absence of a gap the time-dependent Ginzburg-Landau equation gives a good account of the dynamics of these systems near $T_c$. For one-dimensional systems with quasi-perfect nesting of the modulation wavevector and gapping of the Fermi surface, the charge density wave formation is described by the Peierls instability, [45]. The gap equation is BCS-like and the density of uncondensed electrons is exponentially suppressed at low temperatures. In this case, there are very few thermal excitations that the pseudo-Goldstone can relax into and we expect the damping $\Omega$ to be suppressed, which explains why it has not been discussed in previous literature, [45]. In other words, in the absence of a thermal bath, the Goldstone mode is gapped and cannot ‘leak’ to arbitrarily low energies.

Pinning also introduces new relaxation parameters in the constitutive relations for the currents

$$j^i = \nu \xi \delta \phi^i + O(\nabla), \quad \jmath^i = \nu \xi \delta \phi^i + O(\nabla)$$

with

$$\Omega_n = Gq^2 \xi, \quad \Omega_s = Gq^2 \xi T.$$  

With translations broken explicitly weakly, the quasi-normal modes of the system have both an imaginary and a real gap

$$\omega \pm = \pm \sqrt{\frac{G}{\chi}} - \frac{i}{2} \left( \Gamma + Gq^2 \xi \right) + O(q^2, g^2).$$

In the equation above, we have assumed the scaling $\omega \sim g$, $\Gamma \sim g^2$, where $g$ is the source of the microscopic operator breaking translations explicitly. This assumption can be lifted, and then the dispersion relation takes a more complicated form. The expression (54) makes manifest the damped oscillator behavior of the system, with a pinning frequency $\omega_p = q \sqrt{G/\chi}$, and two contributions to the damping rate: $Gq^2 \xi$ takes a universal form in terms of parameters of the effective field theory, while $\Gamma$ does not. The only gapless modes left are two diffusive modes transporting charge and thermal fluctuations. Their expressions, as well as the leading $q$-dependence of the gapped modes can easily be computed with (49) in hand, but their expressions are not particularly illuminating and we leave it to the interested reader to write them down.

In [154], extra coefficients have been reported when coupling to external sources. Since these terms originate from extra freedom in how currents are coupled to external sources when symmetries are explicitly broken, they only appear in the numerator of retarded Green’s functions and do not affect the poles. In particular, they do not affect the relations (51) and (53). It is also not known at the time of writing this review how they affect the electric conductivity, which will be our primary focus in the next section. For simplicity, we will then omit these terms and refer to [154] for details. This is justified to some extent by the fact that these terms are either absent from or can be redefined away in the holographic models with pseudo-spontaneous breaking investigated so far, [42, 160, 162, 163, 234, 238].

35 Analogous relations apply for other symmetry-broken phases, such as superfluids [44, 154, 238], QCD in the chiral limit [239, 240], nematic phases, (anti-)ferromagnets [44] and quasicrystals [241, 242].
B. Charge transport in pinned crystals

In a translation-invariant system at nonzero density, the electric conductivity is infinite in the dc limit \( \sigma_{dc} \equiv \sigma(\omega = 0) \). This is because at nonzero density the electric current, which is a fast mode, overlaps with the (electronic) momentum density, which is conserved. This is manifested in a nonzero cross-susceptibility \( \chi_{JP} \) between the charge and momentum operators. Hence the electric current cannot relax, which manifests itself as a divergence of the zero frequency conductivity. This can be proven rigorously on general grounds using the memory matrix formalism, see e.g. [16]. This continues to be true when translations are spontaneously broken (e.g. for an electronic charge density wave in a clean system). Using the hydrodynamics equations of the previous sections, the conductivity can be obtained from the Ward identity for charge conservation:\(^{36}\)

\[
\sigma(\omega) \equiv \frac{i}{\omega} G_{jj}(\omega, q = 0) = \frac{i}{\omega} \lim_{q \to 0} \frac{\omega^2}{q^2} G_{nn}^R(\omega, q) \tag{55}
\]

and is found to be

\[
\sigma(\omega) = \sigma_o + \frac{n_o^2}{\chi_{\pi\pi}} \frac{i}{\omega}. \tag{56}
\]

The \( \omega = 0 \) pole in the imaginary part is physical and cannot be removed by contact terms. As announced, its residue is directly proportional to the off-diagonal susceptibility \( \chi_{JP} = n_o \), which is identified as the charge density of the system. It gives rise to a delta function in the real part through Kramers-Kronig relations. There is also a finite contribution to the real part, captured by the transport coefficient \( \sigma_o \). It is always nonzero except in Galilean-invariant system, where it vanishes as a consequence of the Ward identity for Galilean boosts, \( j^i = \pi^i \) (where for simplicity we set the electric charge and particle mass to unity in this formula). Intuitively, it is the contribution to electric transport of ‘incoherent’ processes (meaning which do not give rise to dissipationless current) \(^{208}\). It has no equivalent in a simple quasi-particle picture. It would also be present in a translation-invariant fluid without Galilean boosts, and there it transports fluctuations of entropy per unit charge \( \delta(n/s) \) diffusively, \(^{16}\) (when translations are spontaneously broken, the eigenmode is more complicated due to the coupling to the longitudinal Goldstone).

When translations are explicitly broken, the electronic momentum is no longer conserved. In the regime where it relaxes slowly enough to be kept in the effective field theory as a light mode, the conductivity is strongly modified. It is helpful to first consider the case without spontaneous breaking, \(^{103}\). The only relaxation parameter is the momentum relaxation rate \( \Gamma \), and the electric conductivity becomes\(^{37}\)

\[
\sigma(\omega) = \sigma_o + \frac{n_o^2}{\chi_{\pi\pi}} \frac{1}{\Gamma - i\omega} + \mathcal{O}(\Gamma^0). \tag{57}
\]

The \( \omega = 0 \) pole is now located at \( \omega = -i\Gamma \) and is identified with slowly-relaxing momentum. In real space, we expect \( \langle \pi^i(t) \rangle \sim n_0^\pi e^{-t/\Gamma} \). The real part of the conductivity shows a sharp peak centered at zero frequency (the Drude peak), of width \( \Gamma \) and weight \( n_o^2/(\chi_{\pi\pi}\Gamma) \). In the weakly-relaxing regime, \( \Gamma \ll \Lambda \) (\( \Lambda \) being the thermalization scale), the dc conductivity \( \sigma_{dc} = \sigma_o + n_o^2/(\chi_{\pi\pi}\Gamma) \approx n_o^2/(\chi_{\pi\pi}\Gamma) \) is large and completely dominated by this ‘Drude’ contribution. The system is a hydrodynamic metal where the electronic momentum relaxes by inelastic scattering off impurities or by Umklapp processes.

By contrast, when translations are pseudo-spontaneously broken, the frequency-dependent conductivity becomes

\[
\sigma(\omega) = \sigma_o + \frac{n_o^2}{\chi_{\pi\pi}} \frac{(i\omega - \Omega) + 2n_o\Omega_n + \frac{\Omega^2}{\omega^2}(\Gamma - i\omega)}{(\omega + i\Gamma)(\omega + i\Omega) - \omega^2}. \tag{58}
\]

Compared to the case without spontaneous breaking of translations, we observe new contributions to inelastic scattering, proportional to \( q_o^2 \) and contained in the \( \omega_o, \Omega \) and \( \Omega_n \) terms. The lineshape interpolates between a Lorentzian centered at \( \omega_o \) when \( \Omega \) and \( \Omega_n \) can be neglected (matching previous hydrodynamic treatments of

---

\(^{36}\) While in hydrodynamics the continuity equation is a dynamical equation for the time evolution of vevs of operators, the Ward identity is a consequence of the U(1) symmetry and is more fundamental. It is an operator equation which can be used inside Green’s functions.

\(^{37}\) This formula is really only correct to order \( \mathcal{O}(1/\Gamma) \). Generally, susceptibilities will receive \( \mathcal{O}(\Gamma) \) corrections which need to be included in order to consistently describe the dc conductivity to order \( \mathcal{O}(\Gamma^0) \), \(^{243}\).
the collective zero mode, [45]), and a Drude-like peak centered at \( \omega = 0 \) when the damping rates become more important, as is illustrated in figure 2.

The dc conductivity

\[
\sigma_{dc} = \sigma_o + \frac{n_e^2 \chi_{\pi\pi} \Omega - 2 n_o \Omega_n - \frac{\Omega^2}{\omega_o^2}}{\Gamma \Omega + \omega_o^2} \tag{59}
\]

is non-vanishing due to the nonzero symmetry-breaking terms \( \Omega, \Omega_n \) and to the ‘non-Galilean’ transport coefficient \( \sigma_o \). Previous hydrodynamic treatments (see e.g. [45]) usually assume the Galilean limit, where the coefficients \( \sigma_o, \xi_o \) and consequently \( \omega_o \) would be zero, but did not account for \( \Omega \) in the dynamics of the collective mode. Here, in the Galilean limit (setting \( n_o = n e \) and \( \chi_{\pi\pi} = mn \), where \( e \) is the electron unit charge, \( n \) the density and \( m \) the mass), the resistivity \( \rho = 1/\sigma(\omega = 0) \) is

\[
\rho_{\text{Galilean}} = \frac{m}{ne^2} \Gamma + \frac{1}{(ne)^2 \xi} \tag{60}
\]

In other words, we do not expect a translation-broken phase such as a charge density wave to be necessarily insulating; the inelastic scattering of the Goldstone into the bath of thermal excitations provides a conduction channel. In electronic charge density wave materials, such as those reviewed in [45], the Fermi surface may only be partially gapped in the charge density wave phase. The second term in (60) captures the inelastic scattering of the Goldstone mode into these uncondensed electrons. Instead, if the Fermi surface is fully gapped, \( \Omega = 0 \) and the collective mode does not contribute to dc transport, as in [45]. Said otherwise, in the absence of gapless thermal excitations, there is a finite energy cost to make the density wave slide.

The resistivity (60) takes a Drude-like form with a ‘transport scattering rate’

\[
\frac{1}{\tau_{tr}} = \Gamma + \frac{1}{(mn)\xi} \tag{61}
\]

In general, this picture is misleading, as there is no single pole located at \( \omega = -i/\tau_{tr} \) as in the Drude model (57). Rather, both poles (54) give important contributions to the lineshape. When the Goldstone damping rate is large compared to \( \Gamma \) and \( \omega_o \), the poles are located at

\[
\omega_- = -i \left( \frac{\Omega - \omega_o^2}{\Omega} + \ldots \right), \quad \omega_+ = -i \left( \Gamma + \frac{\omega_o^2}{\Omega} + \ldots \right),
\]

where the dots denote subleading \( 1/\Omega \) corrections. The \( \omega_- \) pole recedes deep in the lower-half plane and drops out of the effective theory, while the \( \omega_+ \) one remains long-lived. Accordingly, the ac conductivity becomes Drude-like, as in the blue solid line of figure 2. In [42], this process takes place at very low temperatures.

Above \( T_c \), we also expect to recover a Drude-like conductivity as in (57), dominated by a single pole \( \omega \approx -i \Gamma \). In [237], it was shown that this occurs through a vanishing of the residue of the \( \omega_- \) pole, while \( \Omega \) remains finite through the phase transition. Above \( T_c \), there is no condensate but \( \Omega \) captures the fluctuations of the order parameter.

Moving away once again from the Galilean limit, the dc conductivity (59) no longer depends on the explicit symmetry-breaking parameter \( q_o \) after inserting the relations (51) and (53). At low temperatures, inelastic scattering off impurities is expected to dominate the momentum relaxation rate, and does not contribute any temperature dependence \( \Gamma \sim T^0 \). Then, the primary temperature dependence of the resistivity originates from incoherent scattering processes encapsulated in the diffusive transport coefficients \( \sigma_o, \xi_o \) and \( \xi \), in sharp contrast to metallic phases. In a metal, extrinsic processes dominate the resistivity through the scattering rate, \( \rho_{dc} \sim \Gamma \), while when translations are pseudo-spontaneously broken, intrinsic ones do.

### C. Holography

Pseudo-spontaneous breaking of translation symmetry has been implemented in several holographic models in the past years [42, 155–157, 160, 162, 163, 193, 232, 235–237, 244–246]. Independently of the concrete model at hand, this limit is always achieved by introducing on top of the purely spontaneous state a small space-dependent source for a boundary operator which is therefore responsible for the explicit translation symmetry breaking.\(^{38}\)

This body of work firmly established the validity of the hydrodynamic theory of pseudo-phonons presented above \(^{39}\) and more specifically of the relation (51). Recent works \([44, 154]\) further confirmed that this relation is not an artifact either of the homogeneity of the holographic models used or of the large \( N \) limit inherent to the holographic approach. Various works also established a GMOR-like relation between the mass of the pseudo-Goldstone, the condensate and the source of explicit breaking, \([42, 157, 162, 193, 235, 237, 246, 247]\).\(^{40}\)

Holographic models can easily account for phases which are either insulating, where the resistivity diverges towards low temperatures, \([157, 232]\), or metallic, \([42]\), with a vanishing resistivity at low temperatures. The former case is in some respects more similar to conventional charge density wave systems, in the sense that a gap forms and the damping rate \( \Omega \) does not make a large contribution to the dc conductivity, as evidenced from

\(^{38}\) In some of the examples, this boundary operator is the same which breaks translations spontaneously.

\(^{39}\) For the reasons mentioned in footnote 25, the hydrodynamics of probe brane setups are of a different nature.

\(^{40}\) The GMOR relation itself was shown to hold in holographic QCD models, see e.g. \([248]\), and in holographic models where a \( U(1) \) global symmetry is pseudo-spontaneously broken, \([87]\).
the negligible value of the dc conductivity compared to the height of the off-axis peak in the ac conductivity, [235]. An important difference is that the gap is algebraic, and the resistivity diverges like a power-law. In the helical, homogeneous setup of [235], this scaling is rooted in the critical behavior of the infra-red geometry, in the near-horizon, near-extremal limit. Indeed, as is well-known in holographic models, such critical geometries leave a strong imprint on the scaling of transport observables at low temperatures, [113, 124]. It is then surprising that the resistivity continues to scale in the inhomogeneous construction of [232], even though there is no evidence so far of scaling behavior in the geometry. A better understanding of this result remains an open question.

In the metallic case, an inverse transfer of spectral weight is observed [42] as the off-axis peak in the ac conductivity smoothly interpolates back to a Drude-like peak at zero frequency upon lowering the temperature, as depicted in figure 2. This is accompanied by a non-trivial motion of the poles in the lower half complex frequency plane. At low enough temperature, the poles are once again purely imaginary, and the width of the Drude-like peak is controlled by the pole closest to the real axis. Its partner quickly recedes down the axis and becomes incoherent. Whether this behavior can be reproduced in a more realistic, inhomogeneous state is not known. Nonetheless, it bears intriguing resemblance to what is observed experimentally in cuprate high-Tc superconductors and many other strongly-correlated materials, as we will describe in section VII.

Given that \( \Omega = G q_o^2 \xi \) and \( \Omega_n = G q_o^2 \xi_n \), the same effective interaction we described in section IV D around (42) operates near homogeneous holographic quantum critical phases with pseudo-spontaneously broken translations (keeping in mind further checks are needed in more complicated holographic models). This further implies that the low-temperature resistivity is controlled by a single, diffusive transport coefficient \( \sigma_0 \) of the clean state, with subleading contributions from explicit symmetry breaking (assuming disorder and umklapp processes to be irrelevant and/or contribute no significant temperature dependence to the momentum relaxation rate), \( \rho_{dc} \sim (sT/\mu_o)^2/\sigma_0 + \mu T/\mu_o \). As the transport coefficient \( \sigma_0 \) can be computed in terms of data at the black hole horizon, it is sensitive to the scaling properties of the low temperature critical phase, and hence so is the resistivity. This does not suffice to explain the results of [232] but resonates with the scaling form of the low temperature resistivity uncovered there.

When the spontaneous spatially modulated structure is coupled to an explicit lattice, one expects their periodicities to become commensurate for sufficiently large lattice strength. This phenomenon is beyond homogeneous constructions, [249]. Instead, more realistic inhomogeneous constructions display commensurability effects [250]. The black hole horizon is strongly spatially modulated by the spontaneous structure, which is weak in the ultraviolet near the boundary (since it is not sourced) but important in the infrared. The explicit lattice is strong in the ultraviolet but irrelevant (weak) in the infrared. The commensurability that develops between these two structures is a reflection of a strong UV-IR mixing upon increasing the UV lattice strength and turns the system into a Mott insulator, [232], albeit with an algebraic rather than exponential gap and reminiscent of underdoped cuprates.

VI. MAGNETIC FIELDS

External magnetic fields are a valuable experimental probe in the study of strongly correlated electronic phases of matter. They are particularly important in the context of two-dimensional systems in which they produce a rich collection of new physical phenomena [251]. Moreover, the interplay between translational symmetry breaking and the presence of an external magnetic field results in a complex structure of low-energy excitations, including the appearance of a type-II Goldstone boson with quadratic dispersion \( Re(\omega) \sim k^2 \) -- the magnetophonon. This mode arises from the hybridization of the original longitudinal and transverse phonons into a gapless magnetophonon and a gapped magnetoplasmon, which is now allowed because of the time reversal symmetry breaking induced by the magnetic field [252]. As a consequence, the original Goldstone modes are not anymore independent, \( [\phi_i, \phi_j] \neq 0 \). Following the Watanabe-Brauner argument [253–255], the number of Goldstone modes is reduced and their dispersion converted into a quadratic type.

Early accounts of the dynamics of two-dimensional pinned charge density waves in presence of an external magnetic field are given in [256, 257]. Their hydrodynamics were revisited recently in [44, 258, 259]. In the presence of pinning and a magnetic field, new relations of the type (51) arise. [258] considered the match between the hydrodynamic ac conductivity and experimental measurement in GaAs heterojunctions, [251, 260, 261], in which Wigner crystallization occurs at large enough magnetic fields in between Quantum Hall plateaux. The conductivity is characterized by the peak frequency, \( \omega_{pk} \), the magnetophonon damping rate \( \Omega \) and an extra asymmetry parameter \( a \) compared to the case without a magnetic field. Topological defects and pinning are expected to give independent contributions to the magnetophonon damping rate \( \Omega \). These rates can be computed using the memory matrix formalism. For a defect-dominated phase, the ratio \( \Omega/(\omega_{pk} a) = 2 \), while for a disorder-dominated phase where the magnetophonon predominantly relaxes into the electric current, \( \Omega/(\omega_{pk} a) = 1 \). Interestingly, these values seem to account well for fits to the experimental results at low temperatures or strong magnetic fields. In the disorder-dominated case, the relaxation mechanism into a hydrodynamic current is reminiscent
of the analogous mechanism in holographic systems discussed in sections IV D and V C.

From the holographic perspective, the introduction of an external magnetic field in homogeneous models with broken translations has been considered in [194, 262, 263]. A full holographic calculation of all linear transport coefficients together with matching to the hydrodynamic dispersion relation for the modes has not been performed yet.

VII. DISCUSSION; TRANSPORT IN STRANGE METALS AND PSEUDO-SPONTANEOUS BREAKING OF TRANSLATIONS

Can the physics of pseudo-spontaneous breaking of translations shed light on the phenomenology of high Tc superconductors, in particular on their strange metallic phase? Transport experiments famously measure a resistivity linear in temperature [264] which extends for optimally doped samples from above room temperature to the lowest temperatures experimentally available when a magnetic field suppresses superconductivity. This observation brings two important puzzles. The absence of resistivity saturation at high temperatures violates the Mott-Ioffe-Regel bound [265, 266] and precludes any notion of quasiparticle-based transport, calling for other descriptions of transport in systems with short-lived excitations [13]. Charge transport in conventional metals with long-lived quasiparticles is often analyzed with the Drude model. Applying this framework to the resistivity of strange metals identifies a ‘Planckian’ scattering rate, [267], which on theoretical grounds can be argued to be the shortest relaxation timescale consistent with Heisenberg’s uncertainty principle, [7, 268] – see [269] for a recent review on Planckian dissipation in metals and bounds on transport.

At low temperatures, the persistence of a T-linear component to the resistivity over a range of doping [270, 271] clashes both with Fermi liquid predictions of a T² resistivity, which is only fully recovered beyond the superconducting dome for very overdoped samples, and with conventional expectations of transport in the vicinity of a quantum critical point, [7], where quantum critical behavior is not expected outside the quantum critical cone.

The slope of the T-linear resistivity appears to be of the same order of magnitude across different materials, [271], which hints at a universal mechanism underpinning this phenomenon. Extrapolations of the resistivity to zero temperature show that the disorder of the sample does not play an important role, with values of the residual resistivity varying sometimes over an order of magnitude or more across materials. Further evidence of disorder-independence comes from ion-irradiation experiments [272–275], which show that resistivity curves simply shift upwards when disorder is increased without any change in the slope of the T-linear component.

Transport experiments also report a T² cotangent of the Hall angle, [276], and a magnetoresistance linear in the magnetic field at large field over a range of dopings, [277–279]. This is once again at odds with quasiparticle-based transport and the Boltzmann equation, which predicts that the resistivity and the Hall angle are controlled by the same transport timescale, and that the magnetoresistance is quadratic in field. Instead, the different temperature dependencies of the resistivity and Hall angle are often interpreted in a two-timescale scenario, [280–282]. More generally, there is some experimental support for two sectors contributing to transport, one coherent and the other incoherent, [279, 283, 284].

Turning to optics, the ac in-plane conductivity in the strange metal regime above the temperature at which superconductivity sets in is Drude-like, with a peak centered at zero frequency and a width of order T. At higher temperatures, a number of compounds reveal a transfer of spectral weight and the zero frequency peak moves off-axis to a nonzero frequency, [40, 266]. The ac conductivity also features an infrared contribution [285–287] extending beyond the peak, which scales as \( |\sigma_\omega| \sim \omega^{-2/3} \), [288, 289]. This is weaker than the expected Drude scaling \( |\sigma_\omega| \sim \omega^{-1} \). This resonates with the two-component analysis of transport, however fits to optics data typically assume that the dc conductivity solely originates from the Drude component, ascribing a frequency dependence to the infrared component which vanishes as \( \omega \to 0 \). It would be interesting to investigate to what extent this constraint in fitting optics can be relaxed and cross-referenced to dc transport data.

These experimental facts pose an immediate conundrum when attempting to interpret them in the framework of a metal with slowly-relaxing momentum. The ac conductivity at not too high temperatures suggests a Drude analysis may work, but fails to account for the appearance of an off-axis peak at higher temperatures or for the infrared non-Drude contribution. The ac conductivity of a slowly-relaxing metal is given in (57). If momentum relaxes weakly, Γ is small compared to some parameter determining the scale at which other degrees of freedom start to be important, usually temperature. But this theoretical assumption contradicts the experimental observation that Γ ∼ O(T). The dc conductivity should be dominated by the ‘coherent’ contribution from the Drude peak, \( \sigma_{coh} \sim n_o^2/(\chi_n T) + O(\Gamma^0) \). Γ strongly depends on disorder strength, [16], and so this contradicts the experiments where disorder is varied by ion-irradiation referred to in the previous paragraph.

While experimentally difficult to establish, the notion of coherent and incoherent charge transport in a slowly-relaxing metal is easy to understand from a theoretical standpoint. All that is required is to give up Galilean invariance, which imposes that the electric current is equal to the momentum density – thereby killing any incoherent contribution to transport. Doing so, new processes are allowed that conduct charge but do not drag momentum, and neatly encapsulated in appearance of the transport coefficient \( \sigma_o \) in the dc conductivity (57). These pro-
cesses naturally appear in hydrodynamics [208], memory matrix approaches [16, 128] and in holographic models [243].

Relaxing Galilean invariance is not enough though, as in a metal with slowly relaxing momentum such incoherent processes inevitably give contributions to transport (of order $\Gamma^0$) subleading compared to the coherent contribution (of order $1/\Gamma$). There are several avenues one can think of to suppress the coherent contribution to transport:

i) suppress the Drude weight through some emergent particle-hole symmetry that would effectively set $n_0 = 0$;

ii) assume strong explicit breaking of translations;

iii) more radically, require that $\chi_{\pi \pi} \to +\infty$, [220];

iv) short-circuit the large contribution from slowly-relaxing momentum by assuming translations are spontaneously broken, [40].

Strange metals arise in doped Mott insulators, which leads to disregard i) (in contrast to the example of graphene near the charge neutrality point). The ability to synthesize very clean samples with a low residual resistivity [278] also works against ii). iii) was recently considered [220]. There, the authors argue that strange metals arise in the vicinity of an ordered phase where the order parameter has the same symmetries as loop currents [146] and that this would lead to the divergence of all susceptibilities in the same symmetry sector. It is interesting to note that holographic checkerboards, [131, 144, 145], naturally feature such current loops intertwined with translation symmetry breaking thanks to the bulk Chern-Simons terms.

Finally, let us consider (iv) how pseudo-spontaneous translation symmetry breaking may shed light on transport in strange metals. Further motivation for this is found in recent reports of charge density fluctuations across the phase diagram, [28–37], rather than restricted to the underdoped regime as previous experiments suggested, [2]. This is backed up by numerical (Determinant Quantum Monte Carlo) studies of the Hubbard model which also report intertwined charge and spin stripes at optimal doping and in the overdoped regime, [38]. Theoretical arguments on the impact of fluctuating charge density wave order on strange metal transport have been given in [39–44] (see as well the earlier references [20–22, 290] where the emphasis is more on the underdoped range).

Let us first discuss the ac conductivity in a pinned crystal, (58). It is straightforward to see that the frequency dependence deriving from this formula interpolates between a Drude-like peak centered at $\omega = 0$ if pinning $q_o$ is sufficiently weak compared to the typical frequency scales set by $\Gamma$ and $\Omega$, and an off-axis peak once pinning becomes stronger. A precise inequality can be derived from (58), asking when all maxima in $\text{Re} \sigma(\omega)$ are for $\omega = 0$ or complex frequencies. This is as far as effective approaches can take us, since to determine how the frequency dependence of the conductivity varies in any given system requires a microscopic calculation or an experimental measurement. In gauge-gravity duality models, the peak can remain off-axis at all temperatures in the ordered phase, [157, 232, 235, 237], or interpolate between being on-axis and off-axis, [42, 160]. In spectroscopic experiments, whether an off-axis peak develops at high temperatures seems very material-dependent – materials where this behavior is seen are compiled in [40]. In YBa$_2$Cu$_4$O$_8$, the ac conductivity interpolates from Drude-like to an off-axis peak upon Zn-disordering, [291]. This is in qualitative agreement with charge transport in the pseudo-spontaneous regime, since stronger disorder will lead to an increase in the pseudo-Goldstone mass $q_o$ and in the pinning frequency $\omega_o$. It would be interesting to better understand the effects of Zn-doping on pinning charge density wave fluctuations in scattering experiments, [292–294], especially in light of the results in [29].

Turning now to dc transport, it is clear that by looking at the dc conductivity of a pinned crystal (59) alone, it will be hard to disentangle the individual contributions of various scattering processes.\footnote{See [295] for an attempt at fitting the hydrodynamic theory of pinned charge density waves in a magnetic field to magnetotransport data in a cuprate. While this analysis has the merit of fitting a consistent set of data on a single material, the set of data used does not allow to unambiguously determine all the parameters in the effective theory.} This said, we can distinguish two types of processes:

- First, extrinsic processes, encapsulated in the momentum relaxation rate $\Gamma$. This is through this relaxation coefficient that e.g. disorder or umklapp processes feed in the dc conductivity. Their scaling is expected to be sensitive to irrelevant deformations and to the details of the disorder distribution, leading to scattering rates $\Gamma_{\text{ext}} \sim T(g/T\Delta)^2 \ll T$, [127, 296, 297]. For this reason, it is unlikely they are the origin of the $T$-linear resistivity.

- Second, intrinsic processes, coming from dissipation into the bath of thermal, critical excitations, encapsulated in transport coefficients such as $\sigma_o$, $\xi$, and $\xi_o$.

These are much stronger candidates as the source of $T$-linear resistivity. Gauge-gravity duality allows to easily calculate these transport coefficients and verify that indeed they their temperature dependence reflects the scaling properties of the underlying critical phase, [208, 209, 297]. These results have inspired scaling theories to explain transport data in cuprates, such as [298, 299]. A crucial extra ingredient compared to previous attempts at a scaling theory (e.g. [300]) is the introduction of
anomalous scaling dimensions for the charge density at the critical point, [113, 301–303].

As we have already emphasized in section V B, introducing pseudo-spontaneous breaking of translations short-cuts the extrinsic contribution to the resistivity, which is now $\rho_{dc} \sim \mathcal{O}(\Gamma^0)$ rather than $\mathcal{O}(1/\Gamma)$ in a metal. The order $\mathcal{O}(\Gamma^0)$ terms are determined by $\sigma_o$, $\xi_\mu$ and $\xi$, are intrinsic and are dominant against the extrinsic $\mathcal{O}(\Gamma)$ terms. From (58) and (59), it is clear that they contribute both to the coherent (the peak) and to the incoherent (the infrared band) parts of the conductivity. This gives further motivation to revisit the two-component analysis of ac conductivity data, which customarily assumes that the infrared band does not contribute to the dc conductivity.

It is reasonable to assume that the temperature dependence of $\Gamma \sim \gamma_0 + \gamma_2 T^2 + \ldots$, capturing the expected temperature dependence of disorder (the zero temperature residual resistivity) and umklapp (the Fermi liquid-like behavior recovered outside the superconducting dome). What might the temperature dependence of intrinsic processes be? This is a difficult question, barring a concrete microscopic model of cuprates. The scaling theories alluded to above give one possible answer, but have not been extended to the pseudo-spontaneous case yet.

An alternative relies on theoretical arguments by which diffusivities $D$ in strongly-correlated systems tend to saturate a Planckian bound, [13],

$$D \gtrsim v^2 \tau_{Pl}, \quad \tau_{Pl} = \frac{\hbar}{k_B T}.$$

Here $v$ is some characteristic velocity, which is sometimes argued to the Fermi velocity, the Lieb-Robinson velocity or the butterfly velocity (see e.g. [308]). Through this general mechanism, applied to the diffusive transport coefficients $\sigma_o$, $\xi_\mu$ and $\xi$, we may expect various disorder-independent, $T$-linear contributions to the resistivity, split between the coherent and incoherent terms. This resonates with the analysis of the magnetoresistance data of [279], which found necessary to include a $T$-linear component in both coherent and incoherent contributions.

The diffusivity $\sigma_o$ is directly related to the thermal diffusivity, [297]. Energy diffusion is likely to be universal in a critical phase. Indeed, measurements of this observable in hole-, [309], and electron-doped cuprates, [310], as well as in crystalline insulators, [311, 312], all suggest that the thermal diffusivity in these materials is close to a Planckian bound.

The reader may legitimately wonder why the same ought to hold for the Goldstone diffusive coefficient $\xi$. The Goldstones are weakly-coupled in the low energy effective field theory, [10, 177, 313], and so it does not naturally follow that they relax on Planckian scales (the attenuation of superfluid phonons being a case in point). On the other hand, in sections IV D, V C and VI, we have highlighted a dissipation mechanism into hydrodynamic currents at play both in holographic systems and in 2d electron gases hosting Wigner crystal phases. This mechanism links the Goldstone diffusivity $\xi$ to the thermal diffusivity, which itself is likely to be close to a Planckian bound in a strongly-correlated system.

Pseudo-spontaneous breaking of translations thus appears to be a promising avenue to understand various features of strange and bad metals. While it is difficult to be more conclusive at this stage, further analyses of experimental data, revolving around the influence of disorder on charge density fluctuations, a systematic analysis of charge, heat and magneto-transport data on the same compound, and a refinement of the two-component analysis of optics data, may give further support to this hypothesis or disprove it.

ACKNOWLEDGEMENTS

We would like to thank Aristomenis Donos for collaboration at an early stage of this work and for several fruitful discussions on the topics of this review. We would like to thank Luca Delacrétaz, Sean Hartnoll, Erik van Heumen, Akash Jain, Stephen Kivelson, John Tranquada, Jan Zaanen for numerous inspiring discussions on the topic of phases with spontaneously broken translations over the years. We would also like to thank all our collaborators for our common work, which provided part of the basis for this review. We also thank Sean Hartnoll, Akash Jain, Matti Järvinen, Alexander Krikun, Li Li and Vaios Ziogas for pointing out various misprints and providing helpful feedback on a previous version of this manuscript. M.B. acknowledges the support of the Shanghai Municipal Science and Technology Major Project (Grant No.2019SHZDZX01). The work of B.G. is supported by the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation program (grant agreement No758759).

Appendix A: Positivity of entropy production

In this Appendix, we give more details on the steps leading to the Lorentz invariant constitutive relations (31). Using (28) together with the first law of thermodynamics

$$Tds = d\varepsilon - \mu dn - v_i d\pi^i - h^{ij} d(\nabla_i u_j) \quad (A1)$$
The ideal equations of motion are used to remove all time derivatives in the constitutive relations to take the following form:

\[ j^i = -\sigma_o^{ij} \nabla_j \mu - \alpha_o^{ij} \nabla_j T - \gamma^i \mu \left( K_j + \nabla^k h_{kj} \right), \tag{A4} \]

\[ j^i_q = -\sigma_o^{ij} \nabla_j \mu - \frac{\kappa^{ij}}{T} \nabla_j T - \gamma^i \mu \left( K_j + \nabla^k h_{kj} \right), \tag{A5} \]

\[ \mathring{\sigma}^{ij} = -\eta^{ijkl} \nabla(k v_l), \]

\[ \mathring{\mu} = \xi^i \nabla_i \mu + \xi^j \nabla_j T + \chi^i \left( K_j + \nabla^k h_{kj} \right). \tag{A7} \]

The Onsager relations further fix

\[ \gamma^i = \xi^i, \quad \gamma T = \xi T \tag{A8} \]

Recall that all the transport coefficient matrices and tensors are decomposed as e.g. \( \sigma_o^{ij} = \sigma^o(\delta^{ij} + \sigma(u) u^i u^j) \), and the final coefficient appearing in (A7) is a linear combination of \( \sigma^o(0) \) and \( \sigma(u) \), for instance \( \sigma_o = \sigma^o(0) + \left( u_o/2 \right) \sigma(u) \).

At linearized level, it is enough for us to impose positivity of (A7), but in general, one should instead require the quadratic form on the right-hand side of (A2) to be positive definite. Positivity of (A7) follows if all eigenvalues are positive, which in turn is equivalent to all principal minors of this matrix being positive. The following constraints are sufficient to that effect

\[ \xi_o, \xi_o, \eta, \xi_o, \eta \geq 0, \quad \xi_o \xi_o \geq \xi_o, \quad \xi_o \xi_o \geq T \xi_T. \tag{A9} \]

The Lorentz boost Ward identity implies that \( j^i = \pi^i \). At ideal level, using (28) this fixes

\[ \chi_{\pi \pi} = \varepsilon + p - p_{cl} \tag{A10} \]

while at first order in gradients, from (A4) and (A8), the following relations between the longitudinal transport coefficients

\[ T \xi_T + \mu \xi^i = p_{cl} = 0 \]
\[ T \alpha_o + \mu \sigma_o - p_{cl} \xi^i = 0 \tag{A11} \]

or in matrix form:

\[ \sigma_i^{ij} + \frac{\mu}{T} \sigma_o^{ij} + \frac{1}{T} h_{ik} \xi^j_k = 0 \]
\[ \sigma_i^{ij} + \frac{\mu}{T} \sigma_o^{ij} + \frac{1}{T} h_{ik} \xi^j_k = 0 \tag{A12} \]

\[ \xi_T^i + \frac{\mu}{T} \xi_T^{ij} + \frac{1}{T} h_{ik} \xi_T^j_k = 0. \]

The constitutive relations then become

\[ \mathring{j}^i = -T \sigma_o^{ij} \nabla_j \frac{\mu}{T} - \gamma^i \nabla^k h_{kj}, \]

\[ \mathring{j}^i_q = \left( \mu \sigma_o^{ij} + h^i \xi_T^j \right) \nabla_j \frac{\mu}{T} - \left( \mu \xi^j_i + h^i \xi_T^j \right) \nabla^k h_{kj} \frac{\mu}{T}, \]

\[ \mathring{\sigma}^{ij} = -\eta^{ijkl} \nabla(k v_l), \]

\[ \mathring{\mu} = T \xi_T^{ij} \nabla_j \frac{\mu}{T} + \xi_T^{ij} \nabla^k h_{kj} \frac{\mu}{T}. \tag{A13} \]

In the Galilean limit, the Galilean boost Ward identity enforces \( j^i \propto \pi^i \) and instead:

\[ \sigma_o^{ij} = 0, \quad \sigma_o^{ij} = 0, \quad \xi_T^{ij} = 0. \tag{A14} \]
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