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Abstract: This work is to overcome the data confidentiality issue and lack of security due to possibility of unstable connections, inflexibility in transmission rate in a distributed environment. This work is carried in three stages. Firstly, the secure path is identified based on energy, link quality, and delay towards the destination node. The quality of the link is considered due to the node mobility in the mobile network. Secondly, in the identified secured path, the next algorithm called Distributed Caching and Fault-tolerant Communication (DCFC) protocol is employed to monitor the failure occurring on routing tree and initiates failure recovery technique which is suitable for increasing the data transmission rate with very less failure. Thirdly, Trusted Security Policy based Routing Algorithm (TSPRA) is implemented to overcome the packet drops and increased overhead due to lack of security which proves that data are well secured due to specific access control policies and increasing the high secured data size. Henceforth the level of security is increased with respect to reliability, recovery, confidentiality, and integrity. Reliability is proved based on the linking of all the possible positive factors of the distributed mobile communication in a single system. This performance leads to enhancement of productivity, personal safety and ability to protect their way to public service in terms of communication through wireless networks in a distributed environment.
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I. INTRODUCTION

The utmost impact on our regular lives is wireless communication among mobile devices. Heterogeneous devices which have been established using various routing networks require the suitable functionality in a distributed manner. In this environment, mobile networks routing takes more number of multiple hops and this is a major challenging task because of mobility node, peer to peer mode of communication, lack of predefined infrastructure, time, security, energy consumption and power. A major component in mobile network is security in communication for proper functioning with suitable protocol [1]. The major issue in any distributed system is security. Security mechanisms are used for safeguarding the system from intruders and to satisfy the requirements of the security applications. Integrity and availability schemes are concentrated in the distributed storage systems [2]. Security level is assigned to each transaction for a multilevel protection in a distributed database system. Hence the level of security is increased with respect to reliability, recovery, confidentiality and integrity. A source node uses either direct link or a multiple hop routing method for enhancing communication between two nodes. A high transmission range is possible in the multi hop method. Performance may be behind in packet delivery to the nodes at destination due to node mobility. [2]. A research on routing protocol being done during the recent years in the area of mobile networks says that, on demand routing protocols is better compared to other routing algorithms in the presence of mobility of nodes in terms of routing overhead and packet delivery ratio. Battery powered mobile nodes with less capacity, affect various parameters like throughput, energy conservation and delay time in the network. Hence, an efficient energy based protocol is needed to enhance the duration of the node and network. The potential for significant increases in the accessibility of information technology is offered by distributed computing.

II. RELATED WORKS

In recent years, there are several studies on distributed caching, security in routing related parameters. The few work on caching technologies is given by [3]-[9] which provides distributed methods of dynamism and, mobility which has to be addressed with highly dynamical approaches. These methods provides different challenges such as efficient access to distributed data sources, communication failures, dynamic load balancing and lack of flexibility. Caching is a major role in mobile computing with its capability to improve the performance and availability limitations of weakly-connected and disconnected operation. But evaluating the other methods of planning to caching process for mobile computing is quite complex. The work based on fault tolerance is given by [10] – [17] which provide lack of security during routing leads to loss of packets and increase in overhead. The work on routing algorithm for mobile computing is given by [18] such as agreement routing algorithm to improve the performance factor in data transmission. The work on Mobile Agents is given by [19] which is used in this work for monitoring the failure nodes and algorithm to recover the failure nodes is implemented.

III. RESEARCH METHODOLOGY

A systematic study of existing routing protocols is done and simulated with dynamic network size. Three steps involved to implement this paper.
1. Identification of Secure Routing Path in Mobile Distribution Algorithm which computes the reliability of each of the neighbor nodes and picks a node in such a way that it has highest reliability and moves forward and repeats the process till reaching the destination to place the nodes randomly in the network.

2. Design of Distributed Caching and Fault Tolerant Communication on Secure Routing Path in Mobile Distribution Algorithm.

3. Design and implementation of Secure Policies on Fault Tolerant Communication on Secure Routing Path in Mobile Distribution algorithm.

Each step is explained below with the results obtained.

IV. RELIABLE SECURITY PATHS IN MOBILE COMPUTING

The major factor in mobile networks is to ensure the better network with suitable algorithm. In distributed mobile networks, there is a possibility of communication failures, unstable connection and lack of flexibility. In this environment, generally mobile networks routing take more number of hops arises from mobility of the nodes, peer-to-peer mode of communication, lack of predefined infrastructure, time, power, security and energy consumption. The major challenging task is to address security and energy simultaneously. The reliable path which is suitable for strong link, less delay and energy in distributed environment is identified based on the shortest path algorithm. Hence there is increase in the level of security with respect to reliability, recovery, confidentiality and integrity. To identify the suitable path from all the possible nodes, this algorithm is implemented. Initially, a reliable path is established among the nodes on the basis of parameters link strength, delay and energy. The shortest path with best link strength, least delay and least energy consumption is determined [20]. The path taken by a source may not exist and there could be a lack of performance in packet delivery to the nodes of destination after a small interval of time as a result of node activity. The efficient path is calculated based on the product of the link quality and residual energy with respect to the delay. The path which has the high secured mechanism is considered as the most reliable path.

\[
Secure \ Path = \frac{Link \ strength \times Residual \ Energy}{Delay}
\]  

(1)

The calculation is based on energy, estimated link quality, and delay towards the destination node. Estimating the delay and energy is not up to the requirement to identify the data transmission without congestions from one end to the other end. The link strength status is identified by a physical layer and its information is passed on the upper layer which indicates a smaller link eminent zone [21]. The signal strength is weaker in this region, leading to link failure. Hence the low signal strength link is discarded from the selection of route. The node which has a higher link quality is considered as the best link strength. For more than one node has the same link quality, the secured path is calculated on the basis of smaller delay and energy consumption. Equation 1 is not considered in the noise occurred in the path, since the wavelength carrier removes the noise. Among all the paths available, the path which has a high link strength and known for less duration for transmission of data is calculated. If, the link strength is not up to the level, next path is calculated despite the duration being high. Hence the formula proves the equality of the secured path to link strength with less residual energy and delay. This is experimented between two nodes among 15 numbers of nodes. The nodes assumed for communication is node 4 and node 12. Fig. 1 to Fig. 4 shows the various identified reliable paths Fig. 5 is identified as the best reliable path based on the link strength, residual energy and delay.
Failure Monitoring Algorithm

The Mobile Agent monitors the failures of the tree members. Fig. 6 shows the failure monitoring by the mobile agents. The notations used are:

- MA: Mobile agent
- MH: Mobile host
- AACK: Active acknowledgement message
- aack_timer: Timer for receiving AACK
- AC: Active message

1. Begin
2. MAi periodically transmits AC to MHi
3. If MHi receives AC from MAi, then
4. MHi send AACK to MAi
5. End if
6. If aack_timer expires, then
7. MHi is about to fail, if MAi not receives AACK from MHi,
8. End if
9. New mobile agent MAnew is generated by MHi.
10. Monitoring task is initiated by MAnew
11. If MHi is about to fail, then
12. MAnew is shifted to other trusted MHi
13. End if
14. If MHi detects failure of MHi+1, then
15. Initiates failure recovery technique
16. End if
17. End

Each MA, regularly transmits the Active message shortly called as AC message to its MHi to be aware of failed or

V. DISTRIBUTED CACHING AND FAULT TOLERANT COMMUNICATION (DCFC)

Caching technique is added to improve the routing strategy in the distributed network following the identification of the reliable path. Evaluation of various caching plans for mobile computing is always difficult. Each mobile host is deployed by a distributed mobile agent within the reliable route for detecting faults. Mobile Agent plays a major role in this algorithm, with initial monitoring of the failures occurring in the routing tree [22]. Mechanism to recover the failure is initiated, if a mobile host detects, the failure of its immediate level nodes. Based on game theory with proper selection of caching policy, the content distribution is performed Simulation results are used for showing the enhancement of the reliability of the proposed technique DCFC and for reducing communication failure.

A. Failure Monitoring Algorithm

The Mobile Agent monitors the failures of the tree members. Fig. 6 shows the failure monitoring by the mobile agents. The notations used are:

- MA: Mobile agent
- MH: Mobile host
- AACK: Active acknowledgement message
- aack_timer: Timer for receiving AACK
- AC: Active message

TABLE-1: Performance Comparison of different Secured Path between Node 4 to Node 12

| Secured path | Quality link | Duration | Energy level |
|--------------|--------------|----------|--------------|
| 4 – 8 - 12   | 0.0172       | 1.0397   | 1.9269       |
| 4 – 9 - 12   | 0.0247       | 0.9026   | 1.8348       |
| 4 – 10 - 12  | 0.0811       | 0.9219   | 1.9089       |
| 4 – 5 – 8 - 12| 0.1052      | 1.4467   | 2.8189       |

The node which has a higher more link quality is considered as the best link strength. It is implemented using MATLAB. From the table, the most reliable path is based on the maximum value of secured mechanism is 4 – 5 – 8 - 12. All possible reliable paths are calculated based on the time, cost, and energy consumption. The results obtained shows that delay and link strength is up to the level, more consumption of energy. In other path, energy consumption and time is less but weak link. Therefore the same set of reliable communication is implemented in DCFC technique and the same is simulated in Ns-2 to improve the routing strategy in single implementation method.

Fig. 4. Secured paths between Node 4 and Nnode 12 via Node 5 and Node 8

Fig. 5. The Most secured path between Node 4 and Node 12 through node 5 and Node 8 based on Secured Mechanism

Fig. 6. Monitoring the Network Failure

Fig. 7. MH1 fails
Fig. 8. New MA at MH2 recovers MH1 active by a mobile agent. Every interval with pre-defined time, mobile agent decrements the parameter, ‘t’ for its immediate lower level nodes. Based on receiving AC message from i\textsuperscript{th} Mobile Agent, Active Acknowledge (AACK) message is sent by MA\textsubscript{i}. If AACK message is not received by MA\textsubscript{i}, monitoring of the immediate next lower level nodes is generated to perform effectively if needed. Monitoring of the task is initiated by the new mobile agent (MA\textsubscript{new}) and all the nodes are informed about its location. When the current MH\textsubscript{i} is tend to fail or not able to communicate, it itself moves its MA\textsubscript{i} to other secured MH\textsubscript{j}, from that the task is monitored by MA\textsubscript{i}. The trusted MH is selected based on its previous failure history. The MH with least number of failure counts is assumed to be trusted. Technique to recover failure is initiated. This method of failure monitoring, results in the absence of failure and low overhead.

B. Technique of Failure Recovery

Failure recovery technique is initiated, if immediate level nodes have failed [8]. The recovery process is taken based on the capability and availability of nodes. This process takes place in three various situations.

1. Chooses a new node and generates new MA which performs the same task as before. Fig. 7 show a failure in MH1 is detected. Then a new mobile agent MA2 is created and deployed in MH2 which then takes over the job of MH1 as illustrated in Fig. 8. The child MH5 of failed MH1 is then connected to MH2.

2. If failure node is at immediate lower level then replacing the failed one is available as follows.
   - Mobile Host checks its lower level nodes, is there any suitable node for replacement.
   - It is allowed to take over the role of failed MH, if any node exists.
   - The updates about the location and its replacement are informed to all the nodes in the path between the failed node and the Mobile Host.

Fig. 9 shows MH3 fails which there is a failure of an immediate lower level node of MH2. In Fig. 10, MH2 designates MH4 which is the child of MH3 to recover the job. It then informs the other child MH6 to connect to MH4.

3. If no lower level nodes available or no new node for node replacement of failed node, then
   - The immediate higher level node is recommended by MH to take the role of failed node.
   - All the available nodes in the path are informed by the new node about its location and its replacement.

C. Game theory based selection of Caching policy

The mobile nodes pre-fetch the data when it is received from the internet, share and
store the information. The procedures involved in this approach are presented in the following algorithm. The notations used are

\[ \begin{align*}
  n_i & \quad \text{Any MH in the system} \\
  P & \quad \text{public cache} \\
  x_i & \quad \text{most downloaded websites} \\
  Q & \quad \text{node has possibility to download} \\
  \text{CP} \{n_i, n_j,\} & \quad \text{Caching Policy} \\
  \text{UF}_{n_i} & \quad \text{utility function for } n_i \\
  \{n_i, n_j,\} & \quad \text{neighboring nodes.}
\end{align*} \]

While selecting caching policy, to improve the total expected utility of nodes is also executed. The utility function (\( \text{UF}_{n_i} \)) is used to select the caching policy (CP) of \( n_i \) for the website Q at time t. When any copy of the website is retrieved, a request from Q can be satisfied. This process can be possible only during following situations such as the when the websites are not updated often and quick diffusing of content among users that cache it. A feasibility condition is defined if the request is raised by the node for a website during time slot. This inequality proves that the node request is satisfied. Here \( \text{CP}_{n_{ij}} = 1 \) reveals that the node keeps the needed website in its public cache. The condition will be satisfied during the situations when \( n_i \) meets \( n_j \).

As per the parameters delivery Ratio, throughput, packet drop, and overhead ratio, evaluates the performance of the new algorithm. This content based distribution is performed with related to game theory of caching policy. The results prove that the proposed technique improves the security level by reducing the average packet drop and delay involved in identifying and recovering from failures. In presence of increased mobile hosts and cache sizes, the proposed DCFCC has 24% and 16% reduced packet drops, respectively, when compared to existing RMP technique. Similarly, it attains 29% and 18% reduces delay when the mobile hosts and cache sizes are increased [23].

VI. TRUSTED SECURITY POLICY AND ROUTING ALGORITHM (TSPRA)

This proposed algorithm implemented the concept as, full access control is assigned to the mobile host (MH) with least access control and maximum reputation value is assigned to MHs with least reputation value which is offered by a technique of mobile agent monitoring. To reduce storage overhead, bloom filters are used to store the access control policy. For data transmission, agreement routing process is used as routers to forward the data based on the nodes with maximum availability function and access control [22].

The results shown in simulation that provides better in security while reduction of overhead in storage and in packet drops.

A. Access Policy

Access Control Policy (ACP) is available in every mobile host for which consists of the following access permissions. Forward (F), Process (P), Read (R) and Modify (M). Any particular combinations of permissions, Mobile Host may possess an ACP with A MH with RMFP permissions possess full access control, who belongs to the top or administrator level.

B. Bloom Filter

Bloom filter (Q) is used for the need of large amount of memory required by the amount of source data. It has better advantage in space compared to the other data structures for representing sets. Hash functions are computed over the element to fit a data element w into \( Z \).

\( Z \) is inserted into the filter by setting the bits \( H_i(z) \) to one. On other hand, \( c \) is assumed to be member of \( Y \) if any bits \( H_i(z) \) are set and guaranteed not to be member if any bit \( H_i(z) \) is not set. Utilization of memory is effectively managed and storage overhead is reduced by this technique.

C. Cumulative Reputation Value Estimation

Residing of mobile agent with each MH is calculated based on attempts to honest make by the MH. Level of honesty is evaluated with respect to MH performs the recommendations from others MAs are obtained. Then each MH is assigned with cumulative reputation value (CRV) which is a combination of the recommendations from other MHs and its direct interaction with MHS.

D. Honesty

The trust obtained by MH \( i \) and its nearby node MH \( j \) is honest after the observations towards MH \( i \) are termed as Honesty (\( T_{i,j}(i) \)). Based on monitoring the access permissions (AP), level of honesty is calculated by MH \( i \). Where, \( \text{hon}_i(i) \) represents the honesty level of MH \( i \) which the MA has noted at interval t. It depends on the parameters such as number of packets that are successfully received and number of packets that are forwarded to the gateway. MH \( i \) is dishonest for low AP, MH \( i \) is partly honest for medium AP, MH \( i \) is honest for AP, is high.

E. Trusted Security Policy

Each host in the mobile multicast tree (MH) is deployed with an agent of distributed mobile nodes (MA). It executes the following process:

- If the number of attempts to the honest level (MH), the interactions with other MHs are evaluated directly.
- Based on interactions, the recommendations from others MAs are obtained similarly.
- Each MH is assigned with cumulative reputation value (CRV) which is a combination of the recommendations from other MHs and its direct interaction with MHS.

VII. RESULTS AND DISCUSSIONS

A. Impact of network size on attackers

The performance is analyzed between DCFCC and TSPRA based on variable number of nodes from 21 to 53, Table 3 shows the analysis between DCFCC and TSPRA of variable number of nodes for fixed attacker size as 2 and cache size as 50kb. The results prove that TSPRA outperforms better in performance metrics than DCFCC. In this case, the node size is varied from 21 to 53 keeping the size of attackers as 2 and cache size 50Kb. Fig.12 to 15 illustrates the delay, packet drop, throughput and packet delivery ratio of both TSPRA, compared with the DCFCC.
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Simulation results show that TSPRA has 43% reduced delay, 49% lesser drop, 27% higher throughput and 32% higher delivery ratio when compared to DCFC, in presence of increased number of attackers as 2 and cache size as 50Kb.

### Table –II: Performance comparison of variable nodes with attacker 2 and cache size 50kb

| Number of Nodes | DCFC Delay | TSPRA Delay | DCFC Drop | TSPRA Drop | DCFC Throughput | TSPRA Throughput | DCFC Delivery Ratio | TSPRA Delivery Ratio |
|-----------------|------------|-------------|-----------|------------|-----------------|-----------------|------------------|-------------------|
| 21              | 3.799      | 3.747       | 2593      | 2594       | 5816            | 6085            | 0.68             | 0.696             |
| 29              | 5.665      | 5.344       | 6104      | 3328       | 7489            | 10644           | 0.54             | 0.759             |
| 37              | 5.818      | 3.714       | 7004      | 3874       | 8707            | 11362           | 0.53             | 0.700             |
| 45              | 7.755      | 2.685       | 1186      | 2841       | 7266            | 11535           | 0.38             | 0.798             |
| 53              | 8.785      | 2.685       | 1209      | 2841       | 7143            | 11535           | 0.37             | 0.798             |

B. Impact of Cache size on Attackers

The performance is analyzed between DCFC and TSPRA based on variable cache size from 50kb to 250kb. Table IV shows the analysis between DCFC and TSPRA of variable cache size fixed attacker size as 2 and node size as 53. The results prove that TSPRA outperforms better in performance metrics than DCFC. In this case, the cache size is varied from 50 to 250Kb by assigning the number of nodes as 53 and attackers as 2. Figure 16 to 19 illustrates all the performance metrics for both proposed DCFC and TSPRA techniques.

### Table-IV: Performance comparison of variable cache size with attacker 2 and 53 nodes

| Cache Size | DCFC Delay | TSPRA Delay | DCFC Drop | TSPRA Drop | DCFC Throughput | TSPRA Throughput | DCFC Delivery Ratio | TSPRA Delivery Ratio |
|------------|------------|-------------|-----------|------------|-----------------|-----------------|------------------|-------------------|
| 50         | 8.785      | 2.3364      | 12090     | 2627       | 7143            | 11735           | 0.375            | 0.813             |
| 100        | 8.612      | 2.5996      | 13786     | 3162       | 7683            | 13032           | 0.36             | 0.803             |
| 150        | 8.5        | 2.3739      | 16966     | 3435       | 7737            | 15059           | 0.32             | 0.811             |
| 200        | 8.142      | 2.5996      | 19098     | 7211       | 9428            | 13032           | 0.33             | 0.803             |
| 250        | 9.318      | 3.5941      | 25647     | 3162       | 8775            | 18716           | 0.26             | 0.72              |

Fig.12. Variable Nodes with Delay (Attacker 2, Cache Size50kb)

Fig.13. Variable Nodes with Drop (Attacker 2, Cache Size 50kb)

Fig.14. Variable Nodes with Throughput (Attacker 2, Cache Size 50kb)

Fig.15. Variable Nodes with Delivery Ratio (Attacker 2, Cache Size 50kb)

Fig. 16. Variable Cache Size with Delay (Attacker 2, 53 Nodes)

Fig. 17. Variable Cache Size with Drop (Attacker 2, 53 Nodes)

Fig. 18. Variable Cache Size with Throughput (Attacker 2, 53 Nodes)
This work identified the secured path based on link quality and implemented the failure recovery technique in the path and finally the data path is not affected for variable attackers and variable nodes. The high performance in TSPRA leads to enhancement of productivity, personal safety and ability to protect their way to public service in terms of communication through wireless networks is implemented in a distributed environment. Even a faster way of communication and unfailingly is reliable due to adaptable features in this method. These performance factors proved that the improvement in security with high memory capacity, less delay, less overhead ratio and overall increase in network lifetime of wireless sensor network. If the cache size is improved, the performance is affected to some extent. This has to be considering for the further work.

FUTURE WORKS
Mobile distributed networks with cloud computing has an attention received recently for the future work. Cloud computing technology integrates the heterogeneous storage devices through diverse functions such as distributed file systems and provides facilities of data storage and service functions. Cloud computing has number of advantages includes reduction in energy consumption, memory capacity and overhead ratio. However, bandwidth and the security constraints becomes a hold up in this centralized processing architecture. Hence in future, this work may be moved in the direction of extending the presented solutions to mobile cloud environment.
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