DMRG and Monte Carlo studies of CrI$_3$ magnetic phases and the phase transition
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Abstract. The monolayer of CrI$_3$ has been reported to exhibit the ferromagnetic order, with a Curie temperature of 45$K$ and off-plane easy axis, which has attracted much attention in the community of condensed matter physics. Using the Density Matrix Renormalization Group method, we investigate the role of correlation effects and using classical Monte Carlo simulations analyze the nature of phase transitions in the XXZ Hamiltonian on a honeycomb lattice, which can effectively model CrI$_3$. We show, that the magnetic ordering of the Hamiltonian’s ground state can be well approximated by classical models in a wide range of the anisotropy parameter space. Using classical Monte Carlo simulations we estimate the Curie temperature of 49.7$K$ which is in good agreement with experimental result.
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1. Introduction

In recent years, the wide class of two-dimensional van der Waals crystals, which includes semiconductors, superconductors, semi-metals, topological insulators, charge density waves materials, ferroelectrics and magnetics, has been extensively studied both by theoretical and experimental methods [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16]. These materials have many potential applications in novel approaches towards electronics, like spintronics, valleytronics, and optoelectronics [3, 17, 18, 19, 20, 21]. Moreover, in such materials the long range magnetic order has been observed [22, 23, 24, 25, 26, 27, 28, 29, 30]. The ferromagnetic order has been found in monolayers of CrI$_3$ and Cr$_2$Ge$_2$Te$_6$ [31, 32], and anti-ferromagnetic order in the monolayer FePS$_3$ [33, 34]. Also, topologically protected magnetic skyrmions were predicted to appear in these materials [35]. The magnetic order has also been foreseen and later confirmed experimentally in many other materials [36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48].

It has been shown by Mermin and Wagner that in two-dimensional systems with spin-rotational symmetry and short-range exchange interactions, the long-range magnetic order cannot exist [49]. Thus, the description of magnetic properties of 2D crystals is focused on the mechanism of breaking spin-rotational invariance. In general, it can be achieved by dipolar interactions, single ion anisotropy and anisotropy of the exchange interactions.

The magnetic order in monolayer of CrI$_3$ can be described by the spin $S = 3/2$ XXZ model with a single ion anisotropy on the honeycomb lattice [50, 51]. This material is ferromagnet with off-plane spin orientation below the Curie temperature $T_c = 45K$ [32]. The proposed Hamiltonian exhibits four possible types of classical magnetic order: in-plane ferromagnetic, in-plane anti-ferromagnetic, off-plane ferromagnetic and off-plane anti-ferromagnetic. Appropriate parameters for CrI$_3$ have been determined using ab-initio methods [50, 51]. Other phases can be achieved in CrI$_3$ by introducing defects [52], strain [53, 54] and charge doping [54, 55], which effectively enhance magnetic anisotropy.

Although multilayer and bulk CrI$_3$ have already been studied [56, 57, 58], to the best of our knowledge the monolayer system has not been analyzed for magnetic phase stability as a function of anisotropy parameters. In this work we address this gap, because monolayer CrI$_3$ is a building block for the more complex systems mentioned above, and full understanding of its properties might facilitate their analysis in the future. For that purpose we use the Density Matrix Renormalization Group (DMRG) to obtain the groundstate of the spin Hamiltonian at zero temperature in a wide range of the parameter space. By comparison with classical predictions, the effect of quantum correlations is determined. At finite temperature and realistic parameters, we perform Monte Carlo calculations which allows us to estimate the temperature of phase transition.

The paper is organized as follows. In section 2 we present the explicit form of quantum model and its classical approximation, which are being studied. The details on how DMRG simulations were performed, along with obtained results, are given in section 3. In section 4 we provide predictions of the Curie temperature for isolated CrI$_3$ acquired from Monte Carlo calculations. Finally, section 5 concludes the paper.
2. Methodology

2.1. Effective spin Hamiltonian

The crystalline structure of CrI$_3$ consists of chromium atoms arranged on a honeycomb lattice. Each chromium atom has an octahedron-shaped environment with iodine atoms lying on its nodes. The chromium atom with its environment is depicted in fig. 1a, while the whole lattice structure of the monolayer CrI$_3$ is shown in fig. 1b.

![Figure 1: (a) Chromium atom with its octahedral iodine environment. (b) The honeycomb crystalline lattice of CrI$_3$.](image)

It has been shown, that the XXZ model with the spin $S = 3/2$ on the honeycomb lattice can be used to describe the behavior of two-dimensional CrI$_3$ [50]. The effective Hamiltonian can be explicitly written as

$$H = -\left( J \sum_{\langle i,i' \rangle, i \neq i'} \vec{S}_i \cdot \vec{S}_{i'} + \lambda \sum_{\langle i,i' \rangle, i \neq i'} S^z_i S^z_{i'} + \sum_i D (S^z_i)^2 \right), \quad (1)$$

where $Z$ axis was chosen as the off-plane direction. The Heisenberg isotropic exchange interaction between spin particles corresponds to the $J$ parameter. The anisotropic symmetric exchange, originating from the spin-orbit interaction of the ligand I atoms across the $\simeq 90$ degree Cr-I-Cr bonds, is represented by $\lambda$. Finally, single ion anisotropy arising from the interaction between the spin–orbit coupling and the distorted octahedral environment of Cr atoms, is described by the $D$ term.

The minus sign standing at the beginning of eq. (1) was chosen to favor the ferromagnetic interactions for $J > 0$, and the alignment of spins in the off-plane axis for $D > 0$. This comes from the analysis of the effective spin model derived from atomistic interactions in CrI$_3$, see Ref. [50].

The convention with a minus sign standing at the beginning of eq. (1) was chosen to favor the ferromagnetic interactions for $J > 0$, and the alignment of spins in the off-plane axis for $D > 0$.

The main goal of this work is to analyze the groundstate of the above Hamiltonian by means of numerical calculations, for varying values of $J$, $\lambda$ and $D$. 
2.2. Classical approximation

Hamiltonian proposed in eq. (1) can exhibit four types of magnetic order (depicted in fig. 2): ferromagnetic off-plane, antiferromagnetic off-plane, ferromagnetic in-plane and antiferromagnetic in-plane. These phases compete with each other, when the system parameters are varied, with a ferromagnetic order favored for $J > 0$ and an antiferromagnetic order for $J < 0$.

![Image of magnetic orders](image-url)

Figure 2: Four possible magnetic orders appearing in eq. (1). (a) Ferromagnetic off-plane. (b) Antiferromagnetic off-plane. (c) Ferromagnetic in-plane. (d) Antiferromagnetic in-plane. Note, that figures (c) and (d) show only two out of infinitely many arrangements of spins in the XY plane. These two cases should be rather thought of as superpositions of all of the states, for which neighbouring spins (c) are aligned in the same direction, or (d) are aligned in the opposite directions.

To approximate the ground state energy, and at the same time the phase exhibited by the system, we prepared four classical product states. In the first one spins were aligned in parallel in the Z axis, in the second one antiparallel in the Z axis, in the third one parallel in the X axis, and finally in the fourth case antiparallel in the X axis. For each of these four states we calculated the expectation value of energy of the Hamiltonian given in eq. (1), and picked the one with the lowest value as the ground state energy.

2.3. DMRG method

The DMRG method has been originally designed by Steven R. White [59, 60] for efficient numerical simulation of 1D quantum many-body gaped systems with short-range interactions.
In the DMRG algorithm the Hamiltonian is projected onto the subspace of the whole Hilbert space, in which the low-lying eigenstates, in particular the ground state, are located. When increasing the size of the system, the size of the corresponding Hilbert space can be reduced by keeping only the significant values of the reduced density matrix of the entire system, when it is spatially divided into two smaller subsystems. DMRG is such a powerful method for these kinds of systems, because the groundstate entanglement entropy, associated with the eigenvalues of the reduced density matrix, increases according to the so-called area law [61].

For a 1D system, edges of the system consist of just two ends of the chain, so its area is constant. This fact allows simulations to be carried out even for 1D chains of infinite length, because the projected Hilbert space has approximately constant dimension. DMRG has been further generalized to two and three dimensional systems, by the application of modern tensor network approaches, like Matrix Product States (MPS) [62] and Projected Entangled-Pair States (PEPS) [63]. In such a case, the dimension of the projected Hilbert space is not constant, but still determined by the area law, which often allows to perform simulations of larger systems than the Exact Diagonalization (ED) method. In our calculations we were using the DMRG algorithm in the MPS formalism.

In order to investigate the properties of the XXZ model we are projecting the 2D honeycomb lattice onto a 1D spin chain, as depicted in fig. 3. The system under study has periodic boundary conditions along both of the basis vectors. The Hamiltonian is divided into sectors with conserved quantum numbers. In our case, the conserved quantity is the total value of spin in the Z axis. DMRG was executed separately on each of these sectors, to obtain the ground state energy and the energy of first two excited states.

To check the scaling of the properties obtained from the finite DMRG in the torus geometry we repeated the calculations for a selected set of Hamiltonian’s parameters using the infinite DMRG algorithm (iDMRG) in the infinite cylinder geometry.

3. DMRG simulations at zero temperature

We started our calculations with the case of isolated CrI$_3$, for which the parameters of the Hamiltonian were determined by means of DFT calculations [50], and are equal to $D = 0$ meV, $J = 2.2$ meV and $\lambda = 0.09$ meV. As mentioned in the previous section, we focused on a honeycomb lattice in torus geometry depicted in fig. 3 and chose 9 unit cells as the system’s size, giving in total 18 spin $S = 3/2$ sites. It should be noted that the full Hilbert space of such a system is equal to $4^{18}$, which is far beyond the capabilities of exact simulation methods. Because of that, we are allowing for an MPS’s bond truncation during the execution of DMRG, with the maximally allowed error of $10^{-10}$. The ground state corresponds to a ferromagnetic order in the Z axis with the total energy $E_{GS} = -139.1175$ meV, which is exactly equal to the classical energy. Subsequently, we modify Hamiltonian’s parameters and investigate the ground state properties within the regimes of the four possible classical phases. Because the impact of a single ion anisotropy $D$ on the magnetic order in the whole system is significantly smaller than the one coming from the exchange interaction between particles [50] we focused mainly on the analysis of the properties of the system for varying
values of parameters $J$ and $\lambda$, while fixing the value of $D$. We carried out calculations for 
$D \in \{-0.4, 0.001, 0.4\}$ meV and $J, \lambda \in \{-0.5, -0.45, \ldots, 0.45, 0.5\}$ meV. In this analysis of 
the dependence of the magnetic phase on the selected set of parameters we restricted the 
lattice size to 4 unit cells while preserving the torus geometry, giving a total of 8 spin $S = 3/2$
particles.

In fig. 4 we present magnetic phases predicted by the classical approximation of the 
XXZ model, which are further compared with the results obtained from DMRG. The 
average value of spin in the $Z$ axis is shown in fig. 5, and in-plane correlations defined as 
$(\langle S_i^+ S_{i'}^- \rangle + \langle S_i^- S_{i'}^+ \rangle)/2$, where indices $i$ and $i'$ correspond to the nearest neighbouring sites, are 
depicted in fig. 6. We note that it is not possible to measure the average value of spin in X or 
Y axes separately, as such measurements would always give 0. Combinations of values from 
fig. 5 and fig. 6 give four possible outcomes.

In the first case, the spins are fully aligned in the $Z$ axis in the absence of coexisting 
correlation in the $XY$ plane, resulting in ferromagnetic ordering in the off-plane axis (top-
right corner of the parameter space). In fig. 5 we see a black area, where the average spin 
value is equal to -1.5, which corresponds to a situation where all spins are fully aligned in the 
negative $Z$ axis direction. However, the ground state is degenerate, and a scenario where all 
spins are aligned in the positive off-plane axis direction is just as likely, and corresponds to 
the same energy value.
In the second case, both the average value of spin in the Z axis and correlation in the XY plane are equal to 0. After looking closely at the exact spin value at each site we noticed, that they are alternately arranged in opposite directions in the off-plane axis, thus staggered sublattice polarization is finite, which explains the average spin value equal to 0 in this direction and zero correlation between spins in the XY plane. Therefore, these results correspond to an antiferromagnetic order in the Z axis (bottom-left corner).

In the third case, the combination of the average value of spin in the Z axis equal to 0 with positive correlation between neighbouring sites in the XY plane (reaching a maximum value of 2.347) gives a ferromagnetic order in the XY plane (bottom-right corner).

The last, fourth case is analogous to the last one discussed, where the only difference is the negative correlation between spin sites (with a minimum value of -2.341), which corresponds to an antiferromagnetic order in the XY plane (top-left corner).

We confirm that the properties of the ground state of the fully quantum spin model are in agreement with classical predictions in the major part of the parameter space, for which calculations were conducted. Moreover, in line with the formalism adopted in the definition of the Hamiltonian eq. (1) it can be seen, that $D < 0$ favors the in-plane phases, while $D > 0$ favors the off-plane ones. Additionally, some noise at the phase transitions can be seen, which is related to convergence problems in DMRG and is not of physical origin.

Figure 4: Magnetic phases predicted by the classical approximation.

Figure 5: Average value of spin in the Z axis.
Energy differences between the quantum and classical models. We can determine how well the classical approximation works by calculating the correlation energy $E_{\text{corr}} = E_{\text{DMRG}} - E_{\text{clas}}$, the differences between energies obtained from the DMRG calculations ($E_{\text{DMRG}}$) and classical approximations ($E_{\text{clas}}$). They are shown in fig. 7. The correlation energy is zero for the $Z$ axis ferromagnetic phase, and is the largest in magnitude for ferromagnetic and antiferromagnetic phases in the $XY$ plane. It increases gradually with the strength of $J$. Comparing fig. 7 with fig. 5 and fig. 6 one can notice that the correlations are strongest close to phase boundaries, e.g. around $\lambda = 0.2$ eV and $D = 0.4$ eV. In Appendix A the values of energy gap and average entanglement entropy are presented. The energy gaps are finite within the off-plane phases, while in-plane phases are gapless. Oppositely, the average entanglement entropy is finite within the in-plane phases and vanishes within the off-plane phases, with exception of the antiferromagnetic phase in the $Z$ axis, where a non-zero entanglement can be present. The maxima of the average entanglement entropy overlap with maxima of correlation energies.

Scaling of system’s properties For $D \in \{-0.4, 0.001, 0.4\}$ and picked values of $J$ and $\lambda \in \{-0.5, 0.5\}$ we repeated calculations using the iDMRG algorithm on an infinite cylinder. Aforementioned parameters correspond to all of the corners in the diagrams presented in this
The circumference of the cylinder was equal to 2 sites, while one unit cell of the infinite MPS (iMPS) contained 4 sites. Of all off the subspaces with conserved total value of spin in the Z axis, we chose only two - the one with $\langle S_z \rangle = 0$ and $\langle S_z \rangle = 3/2 \cdot N = 6$, where $N$ is the number of sites in the unit cell of the iMPS. We chose these subspaces, because we knew these were the regions where the groundstates were lying. Using (the same as in the case of the finite algorithm) maximally allowed truncation error of $10^{-10}$ and conducting at most 1000 sweeps of the iDMRG we found, that system’s properties predicted by the finite algorithm are also reproduced by the infinite method. Results of the iDMRG for gradually increasing value of maximally allowed bond size $\chi$ are presented in Appendix A.

4. Monte Carlo simulations at finite temperature

In this section we would like to return to the case of the isolated CrI$_3$ and analyze its properties at finite temperatures. For that purpose we could also use tensor networks techniques, such as purification \[64, 65, 66, 67, 68\] and the METTS (minimally entangled typical thermal state) algorithm \[68, 69, 70\]. The purification method, by introducing the ancilla environment (which extends the considered Hilbert space), directly computes the thermal density matrix using imaginary time evolution. This approach works well for high temperatures, but its cost grows rapidly with the decrease of temperature. To diminish this issue METTS algorithm can be used, which blends imaginary time evolution with Monte Carlo sampling. Therefore, to investigate the whole temperature range for the system under study we would have to combine purification with METTS, which in combination with large local Hilbert space of spin $S = 3/2$ particles would require huge computational overhead.

However, in the previous section we showed that classical approximation can be successfully used to describe the magnetic phase of the isolated CrI$_3$. This observation suggests, that also its thermodynamic properties could be efficiently studied by methods of classical physics, which prompted us to use Monte Carlo simulation \[71, 72\], which is the most common method used to solve effective classical spin models of low-dimensional nanostructures \[73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88\]. In this work this technique was used to determine the Curie temperature and the type of phase transition. We note here, that the thermodynamics of a physical system depend on the full spectrum of its Hamiltonian, so the application of the classical approximation is not fully justified. Even though, results obtained in this section are in good agreement with experiments.

The average spin $\langle |S_z| \rangle$ value as a function of temperature obtained from MC calculations, for the parameter set predicted for the isolated CrI$_3$, is shown in fig. 8(a). We focused on three different systems consisting of $L \times L$ unit cells (one unit cell contained two spins), with periodic boundary conditions along both of the basis vectors. The calculations were conducted for $L = 10, 12$ and $15$, yielding $200, 288$ and $450$ spin particles, respectively. The simulation was performed on two types of initial conditions (IC): random and ordered ones. For the ordered IC, each spin was oriented straight along the Z-axis ($S_z = 3/2$), while for the random IC the orientation of spins was initiated by uniformly distributed random numbers. Results for the ordered IC are shown in the main plot of fig. 8(a), while the ones for
random IC are depicted in the inset. The discontinuous phase transition is characterized by the existence of the hysteresis, in contrast to the continuous one. There are no visible differences between the two types of IC, which strongly suggests, that the hysteresis in the system under consideration does not exist, so the phase transition is continuous.

The Curie temperature $T_c$ in the MC simulation can be easily determined by finding the maximum value of magnetic susceptibility $\chi$, which in turn can be obtained as a magnetization standard deviation [72]

$$\chi = \frac{N}{k_BT} \left( \langle S_z^2 \rangle - \langle S_z \rangle^2 \right),$$

where $N$ is the total number of spins in the system (here $N = 2L^2$). The relationship between magnetic susceptibility $\chi$ and temperature is shown in fig. 8 (b). Peaks of $\chi$ are visible near the experimental value of $T_c = 45K$. The inset in fig. 8 (b) shows the scaling of the position of $\chi$ peaks with the inverse length $1/L$, and has been interpolated by the linear regression. In the thermodynamic limit $1/L \rightarrow 0$, the peak position corresponds to the Curie temperature $T_c$ of the macroscopic system, and it has been estimated at $T_c = 49.7K$. This result is closer to the value obtained in the experiment than previously recorded lower-bound of $33K$, and upper-bound of $85K$ [50].

5. Conclusions

CrI$_3$ can exhibit various types of magnetic ordering by introducing defects [52], strain [53, 54] and charge doping [54, 55]. We analyzed the role of correlation effects and studied phase transitions in the XXZ model on a honeycomb lattice, which is an effective model for CrI$_3$. For this purpose we used the finite DMRG method on a lattice with torus geometry, and iDMRG on an infinite cylinder. We found, that magnetic order realized in the ground state
of the XXZ model can be predicted by classical means with high precision. The correlation energy is zero for the off-plane ferromagnetic phase, and is the largest in magnitude for the in-plane ferromagnetic and antiferromagnetic phases.

Our results make it possible to find such a set of $J$, $\lambda$ and $D$ parameters for which the energy gap is the largest, making the resulting phase more stable. The combination of large, positive $D$ with $J$ and $\lambda$, being both positive or negative, give the highest stability. Moreover, by combining results from fig. 7 and fig. A2 it is possible to choose such a set of Hamiltonian’s parameters, where large values of entanglement entropy overlap with maximal correlation energies. Thanks to this, it is possible to obtain a strongly correlated, non-classical quantum state, which is of great interest.

We performed classical MC calculations on a lattice with torus geometry to determine the Curie temperature for CrI$_3$, and obtained the value $T_c = 49.7K$, which is in good agreement with experiment ($45K$).
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Appendix A.

Energy gap. The differences in energy between the ground state and the first excited one are depicted in fig. A1. Increasing the value of $D$ opens the energy gap in the system (especially for large values of $J$ and $\lambda$, where both are positive or negative at the same time), giving the maximum value of 4.85 meV for $J = \lambda = -0.5$ meV and $D = 0.4$ meV.

Entanglement entropy. We measured the (half-chain) von Neumann entanglement entropy for all nontrivial bonds of the ground state MPSs. Subsequently, we averaged these values over all conducted partitions of the lattice. Fig. A2 depicts the average entanglement entropy observed in the system under study. It can be seen that, as expected, its largest values are obtained for the in-plane phases, reaching the maximum value of 1.903. However, we can
Figure A1: Energy gap between the ground state and first excited state.

also see some entanglement generated in the lattice in the antiferromagnetic phase in the $Z$ axis, which gradually increases as we approach the phase boundaries.

Figure A2: Average entanglement entropy in the XXZ model.

**Scaling of system’s properties** In tables A1 to A3 we compare results obtained from DMRG and iDMRG methods. We launched iDMRG multiple times with increasing value of maximally allowed bond size $\chi$. We can see, that the properties of the system’s groundstate are consistent between the two methods used and also do not change with the increasing value of $\chi$. It should be noted, that varying values of $\chi$ gave different excited states, but in this work we are interested only in the groundstate of the system.
| D  | J   | \(\lambda\) | DMRG  | iDMRG          |
|----|-----|------------|-------|----------------|
|    |     |            | \(\chi = 1000\) | \(\chi = 2000\) | \(\chi = 3000\) |
| -0.4 | -0.5 | -0.5     | -2.61813 | -2.61394     | -2.61394     |
|     | -0.5 | 0.5      | -1.52755 | -1.49697     | -1.49697     |
|     | 0.5  | -0.5     | -1.52755 | -1.49697     | -1.49697     |
|     | 0.5  | 0.5      | -2.475   | -2.475       | -2.475       |
| 0.001 | -0.5 | -0.5     | -3.48795 | -3.48618     | -3.48618     |
|     | -0.5 | 0.5      | -1.78903 | -1.76248     | -1.76248     |
|     | 0.5  | -0.5     | -1.78903 | -1.76248     | -1.76248     |
|     | 0.5  | 0.5      | -3.37725 | -3.37725     | -3.37725     |
| 0.4 | -0.5 | -0.5     | -4.36585 | -4.36492     | -4.36492     |
|     | -0.5 | 0.5      | -2.10218 | -2.07989     | -2.07989     |
|     | 0.5  | -0.5     | -2.10218 | -2.07989     | -2.07989     |
|     | 0.5  | 0.5      | -4.275   | -4.27499     | -4.27499     |

Table A1: Mean energy per node.

| D  | J   | \(\lambda\) | DMRG  | iDMRG          |
|----|-----|------------|-------|----------------|
|    |     |            | \(\chi = 1000\) | \(\chi = 2000\) | \(\chi = 3000\) |
| -0.4 | -0.5 | -0.5     | 0     | 0              | 0              |
|     | -0.5 | 0.5      | 0     | 0              | 0              |
|     | 0.5  | -0.5     | 0     | 0              | 0              |
|     | 0.5  | 0.5      | 1.5   | 1.5            | 1.5            |
| 0.001 | -0.5 | -0.5     | 0     | 0              | 0              |
|     | -0.5 | 0.5      | 0     | 0              | 0              |
|     | 0.5  | -0.5     | 0     | 0              | 0              |
|     | 0.5  | 0.5      | 1.5   | 1.5            | 1.5            |
| 0.4 | -0.5 | -0.5     | 0     | 0              | 0              |
|     | -0.5 | 0.5      | 0     | 0              | 0              |
|     | 0.5  | -0.5     | 0     | 0              | 0              |
|     | 0.5  | 0.5      | 1.5   | 1.5            | 1.5            |

Table A2: Average value of spin in the \(Z\) axis.
\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
D & J & \(\lambda\) & DMRG & iDMRG & \(\chi = 1000\) & \(\chi = 2000\) & \(\chi = 3000\) \\
\hline
-0.4 & -0.5 & -0.5 & -0.42120 & -0.39787 & -0.39787 & -0.39787 \\
 & -0.5 & 0.5 & -2.35530 & -2.33065 & -2.33065 & -2.33065 \\
 & 0.5 & -0.5 & 2.35530 & 2.33065 & 2.33065 & 2.33065 \\
 & 0.5 & 0.5 & 0 & 0 & 0 & 0 \\
\hline
0.001 & -0.5 & -0.5 & -0.31161 & -0.30305 & -0.30305 & -0.30305 \\
 & -0.5 & 0.5 & -2.38443 & -2.35844 & -2.35844 & -2.35844 \\
 & 0.5 & -0.5 & 2.38443 & 2.35844 & 2.35844 & 2.35844 \\
 & 0.5 & 0.5 & 0 & 0 & 0 & 0 \\
\hline
0.4 & -0.5 & -0.5 & -0.25103 & -0.24679 & -0.24679 & -0.24679 \\
 & -0.5 & 0.5 & -2.34179 & -2.31411 & -2.31411 & -2.31411 \\
 & 0.5 & -0.5 & 2.34179 & 2.31411 & 2.31411 & 2.31411 \\
 & 0.5 & 0.5 & 0 & 0 & 0 & 0 \\
\hline
\end{tabular}
\caption{Average correlation in the XY plane.}
\end{table}
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