Which Parameter Controls Ring Current Electron Dynamics
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Predicting the electron population of Earth’s ring current during geomagnetic storms still remains a challenging task. In this work, we investigate the sensitivity of 10 keV ring current electrons to different driving processes, parameterised by the Kp index, during several moderate and intense storms. Results are validated against measurements from the Van Allen Probes satellites. Perturbing the Kp index allows us to identify the most dominant processes for moderate and intense storms respectively. We find that during moderate storms (Kp < 6) the drift velocities mostly control the behaviour of low energy electrons, while loss from wave-particle interactions is the most critical parameter for quantifying the evolution of intense storms (Kp > 6). Perturbations of the Kp index used to drive the boundary conditions at GEO and set the plasmapause location only show a minimal effect on simulation results over a limited L range. It is further shown that the flux at L ~ 3 is more sensitive to changes in the Kp index compared to higher L shells, making it a good proxy for validating the source-loss balance of a ring current model.
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1 INTRODUCTION

The Earth’s ring current is a dynamic region and the enhancement of its electron and ion populations is one of the main characteristics during geomagnetic storms. While ions contribute most of the energy to the ring current (Williams, 1981; Zhao et al., 2016), low energy electrons (~ 1–100 keV) are also an important field of research, as the main source of spacecraft charging (Baker, 2000; Choi et al., 2011; Ganushkina et al., 2017). The focus of this study is the 10 keV electron flux, which constitutes a major portion of the population responsible for surface charging, and can additionally excite whistler-mode chorus waves (Hwang et al., 2007), which have a profound impact on radiation belt dynamics (see reviews by Millan and Thorne, 2007; Shprits et al., 2008a,b; Thorne, 2010, and references therein). Although there have been major advances in ring current modeling in recent years, accurately reproducing electron flux during storm times still remains a challenge.

The main source of ring current electrons is the plasma sheet population which gets transported towards Earth due to the convection electric field and substorm-associated impulsive electric fields (e.g. Zhao et al., 2016). Electrons are transported from the nightside to the dayside, due to the gradient-curvature (GC) drifts and the \(E \times B\)-drift (Roederer, 1970), and can complete drifts around Earth. Depending on the energy of the particles, either the GC drift or \(E \times B\) drift dominates. For the electrons at approximately 10 keV considered in this study, the \(E \times B\) drift dominates. During active periods, the strong convection electric field is capable of transporting these electrons down to L shells of 3 (Zhao et al., 2016), and they typically need about 8 h to complete a full drift around the Earth.
(Schulz and Lanzerotti, 1974). This means that at the beginning of a geomagnetic storm, strong flux enhancements are apparent at low $L$ shells first on the nightside and the ring current shows a great magnetic local time (MLT) asymmetry, until electrons have completed their first drift around the Earth.

The ring current source mechanisms are counteracted by different loss processes. First of all, electrons inside the bounce or drift loss-cone are lost to the Earth’s atmosphere. Electrons are scattered into the loss-cone by wave-particle interactions leading to a diminution of electron flux. It has been shown that whistler-mode chorus waves are very effective in scattering low energy electrons (e.g. Millan and Thorne, 2007). Whistler mode chorus waves are observed in the low density plasmatrough and therefore the plasmapause location is an important parameter for the dynamics of the ring current. Inside the plasmasphere, hiss waves can lead to pitch-angle scattering of electrons, but several previous studies speculated, that these waves resonate more effectively with $>100$ keV electrons and do not significantly scatter 10 keV electrons (e.g. Orlova et al., 2016). Electrons can also be lost, during their drift, when they encounter the magnetopause, which moves closer to Earth when the geomagnetic activity increases. Owing to the slow drift period of ring current encounters, encounters with the dayside magnetopause can introduce asymmetries in the distributions of the electron populations around Earth (Allison et al., 2017).

In the last decades, several ring current models have been developed, incorporating the processes mentioned above (e.g. Jordanova et al., 2006; Ganushkina et al., 2012; Fok et al., 2014; Aseev et al., 2019). The influence of different electric and magnetic field models on the ring current has been studied in detail (Jordanova et al., 2010; Yu et al., 2017; Aseev et al., 2019) and electron lifetime models due to whistler waves have been validated (Chen et al., 2015; Ferradas et al., 2019). Aseev et al. (2019) investigated the influence of the coupling of source and loss processes on the electron phase space density during the St. Patrick’s Day 2013 geomagnetic storm. It was found that the electric field and electron lifetimes are likely to be the main cause of discrepancies between model results and observations at $L < 4.5$. However, it is difficult to determine the contribution of each process on the overall dynamics of the ring current as magnetospheric models are often driven by different input parameters. Hence, it is challenging to directly compare the sensitivity of different model parameters. This work circumvents this issue by using the Kp index as the only input to the model. Kp is a geomagnetic index with a 3 h cadence and monitors the subauroral geomagnetic disturbance globally in a semi-logarithmic manner. Despite the rather large time cadence, Kp has been shown to be a good proxy for various processes in the magnetosphere including the strength of the convection electric field (Thomsen, 2004), wave power of whistler-mode waves (e.g. Wang et al., 2019), and plasmapause location (Carpenter and Anderson, 1992), making it a widely used activity metric in radiation belt and ring current modelling.

In this work, we investigate which input parameters are most critical for the dynamics of the electron ring current under different levels of geomagnetic activity. To this end, we perform a sensitivity analysis of ring current processes in terms of Kp, for several intense storms and moderately disturbed periods. The results of one intense storm and one moderate event, both of which occurred in March 2013, are presented here, while four more events are displayed in the Supplementary Material.

### 2 Methodology

#### 2.1 Geomagnetic Storms in March, 2013 and Electron Flux Observations

Two geomagnetic storms occurred in March 2013, both of which are analysed in this work. The first event is the St. Patrick’s Day storm, with a Dst minimum of $-132$ nT (see Figure 1A). This intense storm has a Kp maximum of 7- by convention and has been well studied previously (e.g. Boyd et al., 2014; Yu et al., 2015; Zhao et al., 2015; Ferradas et al., 2019). The second event is a moderately disturbed time with a Kp maximum of 5+ and a Dst minimum of $-59$ nT (see Figure 1E), which occurred at the end of March 2013 and has been also considered in several studies (e.g. Zhao et al., 2016; Ripoll et al., 2017; Reidy et al., 2021).

Following Reeves et al. (2003), we characterize this event as a moderate storm. These two events are selected, since the Van Allen Probes twin satellites (RBSP-A and RBSP-B), providing us with in situ electron flux measurements for validation, have their apogee at ~ 00–01 MLT during March 2013 and therefore directly measure the incoming electrons from the plasmasheet, enabling us to better validate the source-loss balance on the nightside.

We use data from the Helium, Oxygen, Proton, and Electron (HOPE) instrument (Funsten et al., 2013), which is capable of measuring unidirectional electron flux from 1 eV to 50 keV. In this work, we compare against observations at 10 keV and local 54° pitch-angle. We are choosing this pitch-angle channel because missing data is rare for this channel and a pitch-angle in the middle of the distribution should reflect better the whole distribution compared to a pitch-angle at one of the edges. For each point in time, the local pitch-angle channel is mapped to the equatorial plane using the T89 magnetic field model (Tsyganenko, 1989), and we interpolate the simulation results in time, radial distance, MLT, energy and equatorial pitch-angle to those of the observations.

#### 2.2 Quantification of Comparison

We quantify this validation by calculating three different metrics following the suggestions in Liemohn et al. (2021). The accuracy of the simulation is described by the root-mean-square error (RMSE), bias by the mean error (ME) and association by the Pearson correlation coefficient (CC). Additionally, we use the mean absolute error (MAE) to quantify the spread of simulation results in the sensitivity analysis. Since the electron flux can span over several magnitudes, these metrics are calculated on logarithmic flux. Hence, values lie within one order of magnitude, allowing us to use these simple metrics instead of more complicated ones, which are more difficult to interpret (Liemohn et al., 2021). Because of the nature of the satellite’s orbit, it spends most of his time at large radial distances from Earth ($L > 4.5$). These would result in a strong bias in the calculated metrics towards errors at those distances. Therefore,
additionally to the uncorrected metrics, we provide bias-corrected metrics by weighting them inversely to the number of data points at a given radial distance:

\[
\begin{align*}
\text{wRMSE} &= \sqrt{\frac{\sum_i w_i (x_i - y_i)^2}{\sum_i w_i}}, \\
\text{wMAE} &= \frac{\sum_i w_i |x_i - y_i|}{\sum_i w_i}, \\
\text{wME} &= \bar{x} - \bar{y} = \frac{\sum_i w_i x_i - \sum_i w_i y_i}{\sum_i w_i}, \\
\text{wCC} &= \frac{\text{cov}(x, y, w)}{\sqrt{\text{cov}(x, x, w)\text{cov}(y, y, w)}} \quad \text{with} \\
\text{cov}(x, y, w) &= \frac{\sum_i w_i (x_i - \bar{x})(y_i - \bar{y})}{\sum_i w_i}.
\end{align*}
\]  

The weights \( w_i \) are calculated by counting the number of observations in the corresponding 0.25 L bin and reciprocate the result. Measurements below \( L = 2 \) are stripped since simulation results very close to Earth do not change much during the simulation and are only effected by the initial condition.

2.3 Reduced VERB-4D Model: VERB-CS

The four-dimensional Versatile Electron Radiation Belt code (VERB-4D) Shprits et al. (2015); Aseev et al. (2019) solves the modified Fokker-Planck equation in MLT, radial distance \( R \) and the two modified adiabatic invariants \( V \) and \( K \) Subbotin and Shprits (2012):

\[ K = \frac{J}{\sqrt{8m_0\mu}} \quad \text{and} \quad V = \mu(K + 0.5)^2, \]  

where \( \mu \) and \( J \) are the first and second adiabatic invariants (Schulz and Lanzerotti, 1974) and \( m_0 \) is the electron rest mass. In this work, we are dealing with \(< 10 \text{ keV} \) ring current electrons, which are dominated by convection rather than diffusion. Under weak pitch-angle diffusion, and for relatively monotonic diffusion coefficients in the pitch-angle dimension (Albert and Shprits, 2009), the pitch-angle distribution is expected to reach the lowest normal mode and decay with the same rate at all pitch-angles. This allows us to treat pitch-angle diffusion as an exponential loss process with electron lifetimes estimated as an inverse of the diffusion coefficient right at the edge of the loss cone (Shprits et al., 2006). Additionally, in this setup the loss in the loss cone does not need to be explicitly modeled, allowing us to simulate only a limited range of pitch-angles. Radial diffusion is also very
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![FIGURE 1](image-url) | Kp and Dst time series and results of the simulations in March 2013. (A) Kp (bars) and Dst (blue line) time series of the intense storm. (B) Radial distance of RBSP-B orbit mapped to the equatorial plane during the intense storm. (C) Comparison of RBSP-B (black) and baseline VERB-CS result (red) for 10 keV electron flux at 54°local pitch-angle at the spacecraft’s location. (D) Same data as in (C) but linearized in radial distance. Panels (E–H) have the same format as (A–D) but for the moderate storm.
TABLE 1 | Metrics computed for the comparison of log10 (flux) of VERB results and RBSP-B observations for both events. For details, see Section 2.2.

| Metric | Intense Storm | Moderate Storm |
|--------|---------------|----------------|
| RMSE   | 0.81          | 0.67           |
| ME     | 0.48          | 0.12           |
| CC     | 0.65          | 0.64           |
| wRMSE | 0.96          | 0.65           |
| wME   | 0.54          | 0.16           |
| wCC   | 0.60          | 0.66           |

weak at low energies (Lyons and Schulz, 1989) and for energies < 300 keV chorus waves lead to a competition between acceleration and loss (Horne et al., 2005). Finally, we are only looking at events, where the magnetopause stays outside GEO for almost the full simulation duration, and is therefore unlikely to affect our results. We end up with the reduced modified Fokker-Planck equation solved in this work:

\[
\frac{df}{dt} = \langle v_f \rangle \frac{df}{dp} + \langle v_p \rangle \frac{df}{dR} - \frac{f}{\tau_{\text{wave}}}
\]

that describes the time evolution of phase space density (PSD) f. The equation contains advection terms \( \frac{df}{dt} \) and \( \frac{df}{dp} \) with respect to MLT, \( \phi \), and equatorial radial distance, \( R \), and a loss term due to wave-particle interactions. This model has been previously used for data assimilative predictions of Earth’s ring current (Aseev and Shprits, 2019) and is hereinafter referred to as VERB-CS (Convection Simplified).

The coefficients of these terms are bounce averaged drift velocities \( \langle v_f \rangle \) and \( \langle v_p \rangle \), consisting of the E \( \times B \) drift and the gradient and curvature drift. These drifts are calculated using the Kp-dependent T89 magnetic field model (Tsyganenko, 1989) and in the case of the E \( \times B \) drift, the Volland-Stern (Volland, 1973; Stern, 1975) electric field model with the Maynard-Chen (Maynard and Chen, 1975) Kp-dependent parameterization is used.

The 4D numerical grid used in this work consists of 49 points in MLT and 29 points in R starting at 1 R_E and ending at 6.6 R_E. The logarithmic V and linear K grids consist of 31 and 11 points respectively and are set up in such a way that ensures that the desired energy of 10 keV for the equatorial pitch-angle range, which is defined by the equatorially mapped 54° local pitch-angle channel of RBSP-B, is covered over the whole spatial grid.

The initial condition for PSD is extracted from the last full trajectory of the RBSP-B satellite before the start of the simulation, assuming that the initial flux is symmetric in MLT. Periodic boundary conditions are used for MLT and the lower radial boundary condition at \( R = 1 \) is set to 0, while the upper boundary condition at geostationary orbit (\( R = 6.6 \)) is provided by the Kp-dependent Denton model (Denton et al., 2015).

Electron lifetimes, \( \tau_{\text{wave}} \), due to wave-particle interactions correspond to either hiss or chorus associated lifetimes depending on whether a particle is inside the plasmasphere or outside. The plasmapause location is determined by the Kp-dependent C&A model (Carpenter and Anderson, 1992). Orlova and Shprits (2014) calculated and parameterised electron lifetimes associated with interactions with chorus waves, using wave properties derived from CRRES data (Spasojevic and Shprits, 2013). Similarly, Spasojevic et al. (2015) calculated wave properties of hiss waves from RBSP data, which was later translated into electron lifetimes (Orlova et al., 2016). Both the hiss and chorus lifetime models depend on radial distance, MLT, electron energy and Kp.

2.4 Setup of the Sensitivity Analysis

To find the dominant process or processes controlling the dynamics of the ring current electrons, we perform several sensitivity runs of VERB-CS with various perturbations of the Kp time series. In this work, the sensitivity analysis focuses on describing how uncertainty in the input variables affects the final output. Since all variability of the inputs of the VERB-CS model are driven by the Kp index, we can introduce variability by perturbing Kp and quantify the resulting uncertainty in flux. By doing a one-factor-at-a-time (OAT) analysis, we can see the effects of different processes in the model and quantify the effect of the variability of each input on the ring current simulation. To this end, the Kp input of a single part of the model is perturbed, while all other parts of the model are driven by the original Kp history. We perform two different experiments: one adding Gaussian noise with a variance of one to the original Kp time series; and another adding a uniform offset of ±1 to the original Kp history. Examples of such perturbed Kp time histories can be seen in Figures 2A, 3A.

In the case of the Gaussian noise experiments, we are interested in the range of simulation results, defined as the 10th and 90th percentiles of electron flux along the RBSP-B trajectory for each point in time. We make this choice so that the impact of statistical outliers is reduced. We have tested how many simulations are necessary for convergence and found that 16 simulations are enough to see no significant change when adding additional simulations (see Supplementary Figure S2).

In the OAT sensitivity analysis we investigate the influence of changes in the plasmapause location; boundary conditions at GEO; drift velocities calculated from the electric and magnetic field; and electron lifetimes due to chorus and hiss scattering. We also present simulation results when the Kp input is perturbed for all processes combined.

3 BASELINE SIMULATION RESULTS

In Figure 1 the VERB-CS results are displayed alongside RBSP-B observations and geomagnetic indices (Panel a and e) for the two considered events: a storm that occurred on 17 March 2013 and a period of disturbed activity from 27 until 29 March 2013. Panels b and f show the radial distance of the satellite mapped to the equatorial plane during the events. Panels c and g show observations and results along the satellite’s orbit presented linearly in time, while the x-axis of Panels d and h is modified in a way such that the radial distance and not the time is presented linearly, ensuring that there is no bias towards certain radial distances in our plots. The exact setup is displayed in
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**Table 1** Metrics computed for the comparison of log10 (flux) of VERB results and RBSP-B observations for both events. For details, see Section 2.2.

| Metric | Intense Storm | Moderate Storm |
|--------|---------------|----------------|
| RMSE   | 0.81          | 0.67           |
| ME     | 0.48          | 0.12           |
| CC     | 0.65          | 0.64           |
| wRMSE | 0.96          | 0.65           |
| wME   | 0.54          | 0.16           |
| wCC   | 0.60          | 0.66           |
Supplementary Figure S1. For this study, plotting with equidistant radial distance on the x-axis is preferred, since it is later shown that at middle radial distances (L ~ 3), we see the highest variance of model results.

Looking at VERB-CS results for the St. Patrick Day storm (left column), we can see that the VERB-CS model predicts an enhancement with the rise of Kp and agrees well for L > 5, although there is an overestimation at radial distances of three to
four Earth radii. This issue is discussed further in Section 5 where the contributions of each parameter are investigated. The simulation results for the moderate geomagnetic activity (right column) show good agreement with observations and the enhancement of the 10 keV electron flux is correctly reproduced during this geomagnetically disturbed time.

Table 1 displays metrics quantifying the comparison between measurements and simulation results. It is apparent that the weighted metrics show worse performance of the model compared to the uncorrected metrics, which indicates that the model performs better at high L shells near GEO. All three weighted metrics indicate as well that the model gives worse results for the intense storm than the moderate storm. The model shows a positive bias in both events, although it is much higher for the intense storm as indicated by ME and wME. The correlation coefficient is comparable between both events, which is surprising because of the relatively good agreement for the second event. Small scale fluctuations in the flux measurements could be the cause for this, which are not resolved by our model. The simulation results shown in Figure 1 are our baseline simulations for the following sensitivity analysis.

### 4 SENSITIVITY ANALYSIS RESULTS

The simulated electron flux when perturbing the processes in an OAT manner can be seen in Figures 2B–E. Comparing the range of simulated 10 keV electron flux when adding Gaussian noise (blue shaded regions) shows that perturbing the plasmapause location and boundary conditions does not have as large of an effect as compared to perturbing electron lifetimes, or drift velocities, through perturbations in the electric and magnetic field. The impact of the variance of the plasmapause location and boundary conditions is confined in a limited L range: plasmapause location only effecting low L shells, and boundary conditions effecting high L shells close to the boundary. Conversely, perturbing drift velocities and electron lifetimes results in a large variance across all L shells, with a maximum variability around L ~ 3. This is especially the case for electron lifetimes, where the perturbations show a substantial effect on the electron flux in this region.

Adding uniform offsets to the model’s processes (green and magenta lines), leads to a larger change in the resulting electron flux in almost all cases as compared to using the Kp with added Gaussian noise.

As a final step, Figure 2F shows the variance, when perturbing plasmapause location, boundary conditions and drift velocities simultaneously, but leaving the lifetime as in the baseline simulation. It should be noted that this variance is not as large as when perturbing electron lifetimes alone. Interestingly enough, when we perturb all processes combined including electron lifetimes (Panel g), the uncertainty is again smaller compared to perturbing electron lifetimes alone (Panel e). Adding a positive uniform offset to all processes results in the simulated electron flux becoming smaller, as electron loss dominates over other processes, which is a very interesting and somewhat counter-intuitive result.

Table 2 reinforces these statements quantitatively, by displaying the wMAE and wME calculated by comparing the positive offset against the negative offset simulations, and the 10th and 90th percentiles of the Gaussian-noise-simulations. The metrics in this case do not describe the errors of simulations but rather the range of them. Looking at the uniform offset results, the wMAE describes the span between the simulation while the sign of the wME shows whether the positive (positive sign) or negative (negative sign) offset simulation leads to higher flux results. For the Gaussian-noise-experiments, the wMAE equals the wME, since the difference between the 90th to the 10th percentile is always positive by definition.

Figure 3 has the same format as Figure 2, showing the results for the moderate storm. As it has been seen for the intense storm, the perturbations of plasmapause location and boundary conditions result only in small variances over a limited L range. Panel e shows that electron lifetimes have less of an effect on the simulation results compared to the intense storm, while the most impactful parameter on the electron flux for the moderate storm are the drift velocities (Panel d). Perturbing drift velocities, through perturbations in electric and magnetic field, using the Gaussian noise method leads to a clear positive bias, due to the non-linearity of the electric and magnetic field models and the semi-logarithmic nature of the Kp index itself. The largest range of simulation results when perturbing electron lifetimes or drift velocities is apparent at L ~ 3, as it has been already observed for the intense storm. This region is very sensitive to perturbations of the source-loss balance of the model.

Adding a uniform offset of ±1 to the Kp input that drives various processes leads to large variability of simulation results, especially when perturbing drift velocities. This substantial effect is also apparent, when all processes combined are perturbed (Panel f), where adding a positive offset to Kp leads to higher electron flux, while adding a negative offset leads to smaller flux values.
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**Table 2** Metrics computed for the comparison between the simulation results using uniform offsets, and the results of the 10th and 90th percentile when adding Gaussian noise. For details, see Section 2.2.

|               | Uniform ± 1 | Gaussian Noise Percentiles |
|---------------|-------------|---------------------------|
|               | wMAE        | wME                       |
|               | wMAE        | wME                       |
| Plasmapause location (PP) | 0.28        | 0.29                      |
| Boundary conditions (BC)    | 0.33        | 0.31                      |
| Drift velocities (DV)       | 1.08        | 1.07                      |
| Electron lifetimes          | 2.01        | 1.92                      |
| PP + BC + DV                | 1.18        | 1.39                      |
| All combined               | 1.45        | 2.04                      |

|               | Uniform ± 1 | Gaussian Noise Percentiles |
|---------------|-------------|---------------------------|
|               | wMAE        | wME                       |
|               | wMAE        | wME                       |
| Plasmapause location (PP) | 0.14        | 0.09                      |
| Boundary conditions (BC)    | 0.26        | 0.31                      |
| Drift velocities (DV)       | 1.33        | 1.03                      |
| Electron lifetimes          | 0.55        | 0.50                      |
| All combined               | 0.93        | 1.07                      |

**Bold values indicate the maximum absolute value of each metric for each event.**
Comparing the calculated metrics for both events (Table 2), we can see that the maximum wMAE, observed for drift velocities for the moderate storm, is substantially lower than the maximum value observed for electron lifetimes in the case of the intense event. Generally speaking, the moderate storm shows a smaller range of perturbed simulation results. It is also interesting that the sign of the wME is different for both events, when the full simulation is perturbed. Contrary to the intense storm, it is not the loss processes controlling the dynamics of the ring current, but for moderate events, the drift velocities due to the changes of electric and magnetic field.

5 DISCUSSION

We have presented the results of a sensitivity analysis in terms of Kp for a moderate and an intense storm. Perturbing the Kp input for the calculation of the plasmapause location and the boundary condition model does not have a very significant influence on the resulting
electron flux in the case of either a strong or a moderate storm. The Denton et al. (2015) model provides the mean values of electron flux at GEO, which are used in this work, as well as statistical percentiles for each value of Kp. Aseev et al. (2019) investigated how this statistical variance influences the ring current and comparing with their results, the influence on electron flux due to this statistical spread is larger than the influence of a perturbation of the model’s Kp input. It is well known that the plasmapause location influences magnetosphere dynamics (e.g. Wang et al., 2020), and it is therefore surprising, that perturbing this plasma boundary has only a small impact on simulation results. This effect may not be most accurately estimated due to uncertainties of the C&A model, which describes the plasmapause location in a very simple MLT-independent manner and therefore, does not represent the full dynamics of the plasmasphere during a geomagnetic storm.

The parameters with the largest impact, when perturbed through their Kp input, are drift velocities and electron lifetimes (see Figures 2, 3). Drift velocities are strongly influenced through the change of the convection electric field during geomagnetically disturbed times. For intense storms, it has been shown that the convection electric field can saturate Liemohn et al. (2002); Califf et al. (2014), hence reducing the effect of the electric field during those times. This can also be seen in our results: for the moderate storm, the sensitivity due to the electric field still dominates over loss processes, while loss dominates over convection for the considered intense storm.

Whether loss or source processes dominate shows the largest effect at L ~ 3, which is consistent with the results presented in Aseev et al. (2019). While the electron flux at higher L near the GEO boundary responds quickly to changes in the convection field and boundary conditions, deeper L shells show slower dynamics. We conclude that the flux at L ~ 3 is a good proxy for validating the balance of source and loss processes during geomagnetic storms. For moderate storms (Kp < 6), this balance seems to be correctly modelled by VERB-CS for 10 keV electrons, while we see overestimation in the simulated flux blow L = 4 during intense storms. Figures 3D,F show that decreasing the Kp uniformly by one does not resolve the overestimation completely (third pass of the satellite). This shows that modeling errors of the electron flux supplied by the outer radial boundary are unlikely to be responsible for this source-loss imbalance alone.

To understand how our model behaves with a more complex electric field model, we run the same events using the model by Weimer (2005) and see almost the same overestimation of flux for the intense storm (see Supplementary Figure S8) and similar behaviour for the moderate event. It is concluded that VS. captures the general dynamics of the global convection field correctly compared to more complex models. Statistical studies have shown that strong large-scale electric fields are present at low L shells during intense storms. (Rowland and Wygant, 1998; Califf et al., 2014), which are not described by the simple Volland-Stern model. Fine electric field structures like these could alter the drift trajectories of electrons, and therefore also our simulation results, significantly. However, since we observe overestimation of flux for different events and MLT sectors (see Supplementary Figures S3, S6, S7), it seems unlikely that such a local phenomenon is the main issue of a global source-loss imbalance.

Another potential parameterization error is the magnetic field used for calculating drift velocities. The T89 model predicts compression and stretching of the magnetosphere during geomagnetically active times, but not to the same extend as newer models (e.g. Tsyganenko and Sitnov, 2005) explicitly designed for handling storm times (McCollough et al., 2008). On the dayside, compression of the magnetic field leads to more loss of particles to the magnetopause (Keika et al., 2005), while on the nightside the stretching results in a weaker magnetic fields. Since the strength of the E × B-drift scales inversely with |B| and electrons at 10 keV are not affected much by the gradient-curvature-drift, this results in stronger convection and higher flux enhancements on the nightside during storms (Ganushkina et al., 2012). We conclude that newer magnetic field models would not help to reduce overestimation observed on the nightside, but should still be considered in future studies to represent a more accurate picture of the Earth’s magnetic field.

These points make the investigation of the loss of electrons very important to better reproduce electron flux during intense storm events. Recent statistical wave studies have shown that chorus waves can be effective in scattering low energy electrons in the pre-midnight sector (Wang et al., 2019) and an event specific study has also shown stronger chorus wave activity in the pre-midnight sector as expected (Yu et al., 2022). This scattering process is currently not properly accounted for in the lifetimes used in our model and therefore this lack of loss may be responsible for the overestimation at L ~ 3.

For the moderate geomagnetically disturbed time, with a Kp maximum of 5+, electron flux observations are well reproduced by our model (see Figure 1) and all input models used in VERB-CS have been validated to at least Kp 6. The T89 models uses six bins between Kp = 0 and Kp = 5- for its parameterization, which could cause inaccuracies in the sensitivity analysis when combined with other models which use different parameterization boundaries. With the exception of T89, all the parameterized models used here are smooth functions of Kp, which reduces the effect of boundaries in the Kp parameterizations to a minimum. Therefore, we can conclude that for these Kp levels, our model is a realistic representation of Earth’s ring current and the sensitivity analysis represents the sensitivity of the ring current itself. Regarding intense storm events, most of the empirical input models are not valid for such high Kp levels, hence it is difficult to estimate how well they will perform when extrapolated to very high activity levels. Despite these limitations, magnetospheric models often achieve convincing results using these parameterizations (e.g. Ganushkina et al., 2012; Aseev and Shprits, 2019; Ferradas et al., 2019) and also VERB-CS is capable of reproducing electron flux observations at a range of L shells for the St. Patrick’s Day storm. Our results reveal the state as well as the limits of our current understanding of the electron dynamics of the ring current and allow prioritizing future efforts of improving predictive capabilities.

6 CONCLUSION

In this work we have investigated the sensitivity of the major driving processes on electron ring current dynamics. Although only two events were presented here, the same controlling processes were identified for comparable storm events (see
Supplementary Figures S4–S7). We showed that for moderate and intense storms, different processes dominate the behavior of the 10 keV electron population. Our conclusions are as following:

1. During intense storm events, perturbing electron lifetimes has the strongest effect on the evolution of the ring current electron flux within geosynchronous orbit. This result indicates the dominant role of wave-particle interactions and potentially other loss processes, that are currently not accounted for in VERB-CS, for the dynamics at these energies.
2. For moderate storms, the ring current is most strongly affected by changes of the drift velocities caused by the changes in the electric and magnetic fields.
3. High L shells near GEO are not strongly affected by perturbations of Kp, while the electron flux at L ~ 3 is very sensitive to the assumed parameters and shows under- and overestimation. The validation of the ring current codes at tens of keV should include the low L-shell region at L ~ 3 where the simulations are most sensitive to the assumptions about loss and transport mechanisms.
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