Short-Term Load Forecasting Based on the Analysis of User Electricity Behavior
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Abstract: The smart meter is an important part of the smart grid, and in order to take full advantage of smart meter data, this paper mines the electricity behaviors of smart meter users to improve the accuracy of load forecasting. First, the typical day loads of users are calculated separately according to different date types (ordinary workdays, day before holidays, holidays). Second, the similarity between user electricity behaviors is mined and the user electricity loads are clustered to classify the users with similar behaviors into the same cluster. Finally, the load forecasting model based on the Online Sequential Extreme Learning Machine (OS-ELM) is applied to different clusters to conduct load forecasting and the load forecast is summed to obtain the system load. In order to prove the validity of the proposed method, we performed simulation experiments on the MATLAB platform using smart meter data from the Ireland electric power cooperation. The experimental results show that the proposed method is able to mine the user electricity behaviors deeply, improve the accuracy of load forecasting by the reasonable clustering of users, and reveal the relationship between forecasting accuracy and cluster numbers.
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1. Introduction

With the development of smart grid technology, massive deployment of the advanced metering infrastructure (AMI) and all kinds of monitoring systems generate and accumulate a large amount of data [1]. The smart meter is an important part of AMI and it can obtain the precise user electricity load within a certain time interval (such as 15 min, 30 min, etc.) [2]. Compared with many traditional systems, the smart meter is able to generate more data in a shorter time period, which means that most data are collected without deep analysis. It is important to mine the values of these data fully; for example, the user electricity behaviors can be mined via smart meter data and the accuracy of load forecasting can be improved according to user electricity behaviors. Load forecasting has always been a key operation and planning approach of power systems, as it affects many decisions relating to power systems such as economic dispatching, automatic generating control, security evaluation, maintenance scheduling, and energy commercialization [3,4]. Accurate load forecasting can start and stop a power system generator set both economically and reasonably, and plays an important role in maintaining the security and stability of the power grid operation, maintaining the normal production and life of society, and effectively reducing the generation costs [5]. Load forecasting can be divided into four categories; super short-term, short-term, medium-term, and long-term based on different purposes, and their time ranges of forecasting are within 1 h in the future, one day or a week, one month to one year, and 3 to 5 years in the future, respectively [6–8]. This paper mainly makes a short-term load forecasting of user electricity load.
In recent years, there have been many studies about short-term load forecasting, regarding the influence factors of load forecasting, accumulated temperature effect caused by continuous high temperatures during the summer, demand side management, and the impact which the renewable energy grid has on electricity load, considered respectively in [9–11]. In the construction of the forecasting model, the forecasting models for load demand in buildings are presented by using the time-series approach [12]. A power load forecasting model based on support vector machine and particle swarm optimization is proposed in [13]. A Least Squares Support Vector Machine (LS-SVM) forecasting model based on K-means is proposed in [14]. Multiple linear regression, stepwise linear regression, and neural network methods are introduced in [15], which also improves the neural network prediction model to increase the forecasting accuracy. However, classical load forecasting is limited by the lack of user load data, as it generally makes direct load forecasting of system data [16].

However, the relationship between electricity loads of different users is not considered, which affects the load forecasting accuracy. A smart meter can record a user’s consumption details and classify user loads into clusters, which can effectively mine the relationship between electricity loads of different users (mine the relationship between electricity behaviors of users). In the analysis of user electricity behaviors, medium-term and long-term analyses are made about user electricity behaviors in [17], and appropriate algorithms and the optimal clustering number of mining user electricity behavior similarity are compared in depth. User electricity loads are clustered according to the similarity between user electricity load curves in [18–20], through the analysis of the clustered load curves, a reasonable real-time electricity price strategy is put forward to achieve “peak load shifting” of the load curves. The loads are clustered according to user electricity behaviors to estimate the electricity consumption habits and capacities of different users, and an electricity price strategy based on user electricity behaviors is proposed accordingly [21–23]. Electricity price is forecasted according to user electricity behavior and electricity price strategy [24]. This study shows that deep mining of the smart meter user electricity behaviors helps to improve the accuracy of load forecasting; The date type is usually introduced while making load forecasting, therefore the date type should also be considered regarding clustering loads. User electricity loads are clustered and classified to determine load forecasting. However, clustering does not calculate typical day load curves respectively according to different date types; the analysis of user electricity behaviors is not accurate enough and the data used is not smart meter data, which affects the accuracy of load forecasting [25,26]. The parallel K-means algorithm is firstly adopted to cluster the daily load and then the random vector functional-link net is used to make load forecasting for every cluster [27]. User electricity loads are also clustered and classified for load forecasting in [28–31]. However, the chosen typical day load curves in clustering do not distinguish date type and average day load; typical day load curves are not calculated according to different date types, which causes the analysis of user electricity behaviors to be not accurate enough and affects the accuracy of load forecasting.

According to the above analysis, in this paper, first the average load data of the same type of date within one month are calculated according to different date types (ordinary workdays, day before holidays, holidays) and the typical day load curves of users are obtained. Second, similarity between user electricity behaviors under different date types are considered to cluster users, which classifies the users with similar electricity behaviors into the same cluster, and the users from various clusters have many differences in their electricity behaviors. Finally, the load forecasting model based on OS-ELM is adopted for different user clusters for load forecasting and aggregated to get the system load. In order to prove the validity of the proposed method, we perform simulation experiments on the MATLAB platform using smart meter data from the Ireland electric power cooperation.

2. Analysis of User Electricity Behavior

Based on different electricity equipment and preferences, users have various behaviors. Not considering the differences between these user behaviors will seriously restrain the improvement of load forecasting accuracy. With the gradual popularization of smart meters, detailed electricity
information from users can be accurately obtained, and it is of great significance to improve load forecasting accuracy via in depth studies of user electricity behaviors and by mining the relationship between user behaviors. Therefore, user behaviors are analyzed in depth in this section and related works about load forecasting are demonstrated below.

This paper mainly adopts the smart meter data of Irish households from the Irish Social Science Data Archive (ISSDA) [32]. These data recorded the electricity load of users from 14 July 2009 to 31 December 2010 every 30 min. This paper randomly selects 3000 households and uses three months of their smart meter data from 20 July 2009 to 20 October 2009 as the experimental data. Because these 3000 households were selected randomly, the results can reflect the whole situation of electricity usage. The sum of the electricity load from 3000 households is regarded as the system load in the experiment.

The load curves of the system and a domestic user on the same day are shown in Figure 1. It can be seen that the load curve shapes of the system and single user have a big difference; the system load forecast cannot reflect the future electricity load of a singular user. Therefore, it can improve the accuracy of load forecasting by aggregating the user load forecast to obtain the system load forecast.

![Figure 1. Load curves of the system and one domestic user on 18 August 2009.](image1)

The electricity load curves of two different users on the same day are shown in Figure 2. It can be seen that the load curves of different users are not the same; this is due to the fact that every user owns different electrical equipment, and has different usage times and preferences. Therefore, the users with similar electricity behaviors can be classified into the same cluster by in depth mining of their behaviors, and the behaviors of users from different clusters are not the same.

![Figure 2. Load curves of two different domestic users on 16 September 2009.](image2)
The day load curves of a domestic user over the course of one week are shown in Figure 3. It can be seen that the electricity loads of the same user is different at various times, therefore, the differences between user habits at various times should be considered during load clustering. In load forecasting, date type is usually taken into consideration as an influencing factor, so date type should be introduced in load clustering.

![Figure 3: Load curves of a domestic user from 19 July 2009 to 25 July 2009. (a) The user load curve on 20 July; (b) The user load curve on 21 July; (c) The user load curve on 22 July; (d) The user load curve on 23 July; (e) The user load curve on 24 July; (f) The user load curve on 25 July; (g) The user load curve on 19 July.](image)

It can be said that the reasonable clustering of user loads is very important and necessary for load forecasting. K-means is adopted to cluster loads in this paper. Smart meter data can probably be lost during transmission, so the average of the first three loads with the same date type and time is used to supplement the missing data reasonably. Mining the similarity between user electricity behaviors has to do with their load curve shape and it has nothing to do with the specific electricity consumption. Therefore, the typical load data of every date type should be normalized before clustering. Date type is considered in this paper and it is divided into ordinary workdays, day before holidays, and holidays. The average electricity loads of three types of dates within one month is regarded as the typical day load data of the respective date type. The typical day loads of every date type are then normalized and the normalized data are joined to participate in the load clustering as the typical loads of users; there are $48 \times 3 = 144$ dimensions (there are 48 load values every day and the joined load values of the three date types are 144) based on which load clustering is performed to mine the similarity between user behaviors. The adopted normalization is the most used extremum method during load clustering, as follows:

$$x'_{ij} = \frac{x_{ij}}{\max_i}$$  \hspace{1cm} (1)
where \( x_{ij} \) denotes the load data of user \( i \) at the \( j \)th moment, \( \max x_i \) denotes the maximum typical day load data of some date type, and \( x'_{ij} \) is the normalized data.

The normalized load curve of a user is shown in Figure 4, and the load peak, valley values, and the variations of the user load in different types of dates can be clearly seen.

![Figure 4. The normalized load curve of a domestic user.](image)

These data are clustered after they are normalized. In order to ensure that the algorithm does not fall into the local optimum, the experiment conducts iterative operations 500 times, and the chosen data set is respectively classified into 1–6 clusters. Because the ultimate objective is to conduct load forecasting, the study of the relationship between the cluster number and forecasting accuracy is required, and the appropriate cluster number depends on the forecasting accuracy.

3. Short-Term Load Forecasting Model Based on OS-ELM

3.1. OS-ELM Algorithm

OS-ELM (Online Sequential Extreme Learning Machine) is a new type of learning algorithm that uses the single hidden layer feed-forward neural network, and this algorithm can be applied to problems of classification and regression [33]. In the traditional extreme learning machine algorithm, when new data are obtained, the historical data will be repeatedly trained together with new data, which requires a lot of time. OS-ELM effectively avoids the repeated training of data and greatly improves the learning efficiency by using a partitioned matrix method [34–36].

An OS-ELM description is as follows:

In any different size \( N \) training sample \( z = \{(x_i, t_i) | x_i \in \mathbb{R}^n, t_i \in \mathbb{R}, i = 1, \ldots, N\} \), the number of nodes in the hidden layer is \( L \), and the activation function is \( g(a_j, b_j, x) \), where \( a_j \) is the input weight and \( b_j \) is the threshold of hidden layer nodes.

Any given values of \( a_j \) and \( b_j \) can approximate any zero error of the different training samples. It can be expressed as Equation (2):

\[
O_i = \sum_{j=1}^{L} \beta_j g(a_j, b_j, x) = t_i \tag{2}
\]

where \( O_i \) is the output vector, and \( \beta_j \) are the output weights. Equation (2) can be simplified further as follows:

\[
H\beta = T \tag{3}
\]
where $\beta_{L \times M} = [\beta_1, \beta_2, ..., \beta_l]^T, T_{N \times M} = [T_1, T_2, ..., T_N]^T$, and $H$ is the hidden layer output matrix which can be calculated by Equation (4):

$$H(a_1, ..., a_L; b_1, ..., b_L; x_1, ..., x_L) = 
\begin{bmatrix}
g(a_1, b_1, x_1) & ... & g(a_L, b_L, x_1) \\
... & ... & ...
g(a_1, b_1, x_N) & ... & g(a_L, b_L, x_N)
\end{bmatrix}_{N \times L}$$  \hspace{1cm} (4)

where the $j$-th column in matrix $H$ shows the $j$-th hidden layer node’s output given an input $x_1, x_2, ..., x_N$.

OS-ELM algorithm process:

Step 1: Initialization phase: selecting the suitable data in data set $z$ as a short period of a training set to initialize the network, the number of hidden layer nodes is $L$.

1. The input weight $a_j$ and threshold value $b_j$ of the hidden layer node are randomly selected, $j = 1, 2, ..., L$.
2. The hidden layer and output matrix calculation, as shown in Equation (5);

$$H_0 = \begin{bmatrix}
g(a_1, b_1, x_1) & ... & g(a_L, b_L, x_1) \\
... & ... & ...
g(a_1, b_1, x_N) & ... & g(a_L, b_L, x_N)
\end{bmatrix}_{N_0 \times L}$$  \hspace{1cm} (5)

3. The initial output weights calculation, as shown in Equation (6).

$$\beta^0 = P_0 H_0^T T_0$$  \hspace{1cm} (6)

$P_0 = (H_0^T H_0)^{-1}, T_0 = (t_1, t_2, ..., t_{N_0})^T$.

$k = 0, k$ is the number of data segments sent to the network.

Step 2: Online learning phase:

1. The newly added $k+1$th data block is shown in Equation (7);

$$z_{k+1} = \{(x_i, t_i)\}_{i=\sum_{l=0}^{k}N_l+1}^{\sum_{l=0}^{k+1}N_l}$$  \hspace{1cm} (7)

2. The hidden layer matrix of newly added data calculation, as shown in Equation (8);

$$H_{k+1} = \begin{bmatrix}
g(a_1, b_1, x_{1, \sum_{l=0}^{k}N_l+1}) & ... & g(a_L, b_L, x_{1, \sum_{l=0}^{k}N_l+1}) \\
... & ... & ...
g(a_1, b_1, x_{N, \sum_{l=0}^{k}N_l+1}) & ... & g(a_L, b_L, x_{N, \sum_{l=0}^{k}N_l+1})
\end{bmatrix}_{N \times L}$$  \hspace{1cm} (8)

And the output expressed as $T_{k+1} = (t_{\sum_{l=0}^{k}N_l}, ..., t_{\sum_{l=0}^{k+1}N_l})^T$.

3. The output weights calculation formula is shown in Equation (9).

$$\beta^{k+1} = \beta^k + P_k H_{k+1}^T (T_{k+1} - H_{k+1} \beta^k)$$  \hspace{1cm} (9)

Assuming that there is $k$ data set being inputted into the power grid security situation prediction model, then $P_k = H_k^T H_k$ is obtained. Then the new training data block is added, and $P_{k+1}$ can be expressed as Equation (10).

$$P_{k+1} = \begin{bmatrix} H_K \\ H_{K+1} \\ H_{K+1} \end{bmatrix}^T \begin{bmatrix} H_K \\ H_{K+1} \end{bmatrix}$$  \hspace{1cm} (10)
and $P_{k+1}$ can also be expressed as Equation (11) through further calculation.

$$P_{k+1} = P_k - P_k H_{k+1}^T (I + H_{k+1} P_k H_{k+1}^T)^{-1} H_{k+1} P_k$$  \hspace{1cm} (11)

(4) Set $k = k + 1$, return to Step 2, and update the output weights constantly until all the data have been processed.

The OS-ELM algorithm only uses a small part of data for training and learning in the initial stage, and the training data is discarded after the training. Additionally, the parameters $H$ and $\beta$ which are obtained by training are stored in the network; in the continuous learning phase, inputting change data updates parameters in real time, which greatly enhances the network generalization ability.

3.2. Forecasting Model

The first two months of data is used as training data and the last month of data is used as testing data. Besides these smart meter data, the local historical temperature data are obtained from [37] (the highest temperature, the lowest temperature, and average temperature). Considering that all various factors (such as temperature, date type, etc.) have an effect on user loads, the data sample of load forecasting is constructed as shown in Table 1.

As shown in Table 1, every data sample is composed of 12 variables (because date type has already been considered in the sample construction, date type is not added to the sample as a dimension of the data).

| Dimension | Variables | Description                                          |
|-----------|-----------|------------------------------------------------------|
| $x_1 - x_4$ | Historical Load | The load from two hours before the current time          |
| $x_5 - x_9$ | Historical Load | The load from 5 days with the same date type and time before the current time |
| $x_{10} - x_{12}$ | Temperature | The highest temperature, the lowest temperature, and average temperature of the current day |

After clustering the chosen experimental data, the users are classified into different clusters. The sum of the user electricity load from every cluster is taken as the partial system load of the corresponding cluster, and then load forecasting is made for every cluster. The sum of the partial system load is taken as the total system load forecast.

The first two months of data from the sample was chosen to be the training sample and the last month of data was chosen to be the testing sample. The experimental objective was to forecast the user electricity load every 30 min within the period of one day. The specific model flowchart is shown in Figure 5.
4. Analysis of Examples

As this paper studies how deep mining of user electricity behaviors increases the accuracy of load forecasting, in order to exclude the influences from other factors, parameters are set to be the same during the experiment of the whole forecasting phase, the number of neurons in hidden layer is $L = 20$, the activation function is $\sin$, the number of added data blocks for each time is one, the number of data contained in every data block is one, and the experiment is conducted in the MATLAB R2014b platform.

This paper adopts MAPE (Mean Absolute Percent Error) as the measurement criteria for the accuracy of load forecasting, as follows:

$$\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \times 100\%$$ \hspace{1cm} (12)

where $n$ is the number of clusters, $y_i$ is the practical value of the partial system load from the $i$-th cluster, and $\hat{y}_i$ is the forecast value of partial system load from the $i$-th cluster. At the same time, the maximum and average of MAPE (MAX-MAPE and MID-MAPE) are chosen within one day as the general measurement criteria for load forecasting accuracy on that day.
Because this paper makes short-term load forecasting, the whole next day load is required to be forecasted at one time. Whereas, as shown in Table 1, the load values from the two hours before the forecasted time are used, and when the load after the next two hours is forecasted, the load forecast within the next two hours must be used. Because these values are forecast values instead of real values, the MAPE is accumulated, and on the whole, the MAPE curves present a rising trend.

In order to verify the validity of the proposed sample construction method and forecasting model, this paper performs the following comparison experiment: A. The date type is not considered during clustering, and the typical day load of users is clustered directly after normalization. While performing load forecasting, the date type is considered to be a factor to construct the sample (add another dimension of data $x_{13}$ into Table 1 to express the date type); B. The date type is considered during clustering, and the load forecasting is performed using the proposed model; C. The date type is considered during clustering, and the load forecasting is performed using the traditional ELM forecasting model. No clustering is also compared for all experiments; that is to say, $K = 1$.

A. Using the proposed forecasting model, the variation curves of MAPE under different clustering conditions are shown in Figure 6 (without considering the date type).

![Figure 6](image_url)  
**Figure 6.** The variation curves of MAPE (Mean Absolute Percent Error) under different clustering conditions in experiment A.

$K$ is the number of clusters. From Figure 6, we can see that the MAPE of the load forecasting firstly decreases with increasing $K$ (the decrease of the MAPE corresponds to the increase of the forecasting accuracy). With $K = 3$, MAPE is at its minimum, and then MAPE increases with increasing $K$ (the forecasting accuracy decreases).

At this time, the corresponding $K$, and the maximum and average MAPE of the load forecasting are shown in Table 2.

**Table 2.** The maximum and average MAPE of the load forecasting under different clustering conditions in experiment A.

| $K$ | MAX-MAPE (%) | MID-MAPE (%) |
|-----|--------------|--------------|
| $K = 1$ | 8.77 | 5.31 |
| $K = 2$ | 7.35 | 4.56 |
| $K = 3$ | 5.21 | 2.91 |
| $K = 4$ | 6.56 | 3.58 |
| $K = 5$ | 6.69 | 3.43 |
| $K = 6$ | 7.67 | 4.32 |

B. Using the proposed forecasting model, the variation curves of MAPE under different clustering conditions are shown in Figure 7 (considering the date type).
= 4, and the forecasting accuracy with different clustering conditions are shown in Figure 8 (considering the date type). The date factor while analyzing user electricity behaviors makes load forecasting; the load forecasting accuracy must be influenced without considering the date type. This is because in experiment A, the load forecasting accuracy using the condition of considering the date type during load clustering is generally better than using the condition of not considering the date type. The maximum and average MAPE of load forecasting under different clustering conditions in experiment B are shown in Table 3.

Table 3. The maximum and average MAPE of load forecasting under different clustering conditions in experiment B.

| K   | MAX-MAPE (%) | MID-MAPE (%) |
|-----|--------------|--------------|
| 1   | 7.36         | 4.55         |
| 2   | 6.42         | 3.78         |
| 3   | 5.84         | 3.30         |
| 4   | 4.21         | 2.47         |
| 5   | 5.49         | 3.06         |
| 6   | 6.67         | 3.81         |

It can be seen from Figure 7 and Table 3 that the forecasting accuracy is at its minimum when \( K = 4 \), and the forecasting accuracy with \( K = 1 \) (the analysis of user similarity is not performed, the load forecasting is performed directly) is much lower than with \( K = 4 \).

By comparing Figure 6 with Figure 7, and Table 2 with Table 3, it is obvious that the forecasting accuracy using the condition of considering the date type during load clustering is generally better than using the condition of not considering the date type. This is because in experiment A, the date type was not considered during load clustering, and the date type is generally considered while making load forecasting; the load forecasting accuracy must be influenced without considering the date factor while analyzing user electricity behaviors.

C. Using the traditional ELM forecasting model, the variation curves of MAPE under different clustering conditions are shown in Figure 8 (considering the date type).

Figure 7. The variation curves of MAPE under different clustering conditions in experiment B.

Figure 8. The variation curves of MAPE under different clustering conditions in experiment C.
The maximum and average MAPE of the forecasting within one day and the corresponding cluster numbers are shown in Table 4; apparently the forecasting error is at its minimum when $K = 4$, and it can be seen that $K = 4$ is the best number of clusters and the maximum of load forecasting accuracy can be obtained.

Table 4. The maximum and average MAPE of load forecasting under different clustering conditions in experiment C.

| $K$   | MAX-MAPE (%) | MID-MAPE (%) |
|-------|--------------|--------------|
| $K = 1$ | 7.15         | 4.56         |
| $K = 2$ | 6.63         | 3.99         |
| $K = 3$ | 6.23         | 3.48         |
| $K = 4$ | 5.52         | 3.07         |
| $K = 5$ | 6.67         | 3.79         |
| $K = 6$ | 7.19         | 4.15         |

Through comparison of experiments A and B, we can see that we can increase the load forecasting accuracy if we cluster the user with consideration of the date type, and then perform load forecasting to obtain the partial system load forecasts and aggregate them to obtain the system load forecast. We can conclude that when the similarity between user electricity behaviors is mined deeply, clustering is conducted, and load forecasting is made on the basis of clustering, we can obtain a more precise accuracy of load forecasting.

Through comparison of experiments B and C, in the traditional ELM forecasting model, the historical data will be repeatedly trained together with new data when new data are obtained, while OS-ELM effectively avoids the repeated training data. In this way, the new data will correct the parameters, therefore OS-ELM greatly improves the training speed and the forecasting accuracy by using the partitioned matrix method.

According to the above study, for the proposed sample construction method and forecasting model for the chosen data set, the forecasting accuracy is at its maximum when the users are classified into four clusters. The clustering result of the normalized user loads is shown in Figure 9.

![Figure 9](image-url)

**Figure 9.** The effect pictures as the number of clusters is four. (a) The first cluster; (b) The second cluster; (c) The third cluster; (d) The fourth cluster.
The good clustering effect is shown in Figure 9; the red line is the center line of clustering, and the other colored lines are the normalized load curves of different users. It can be seen that the load curves of users who are from the same cluster are very similar and the load curves of users who are from various clusters are vastly different.

5. Conclusions

The network model that uses smart meters makes it convenient to conduct online load forecasting. This paper studies how to deeply mine the similarity between user electricity behaviors according to the requirements of load forecasting, and how to increase the forecasting accuracy on the system level according to the similarity between user behaviors. We have proven the validity of the proposed sample construction method and forecasting model using smart meter data of actual domestic users, which provides a reference for the analysis of user electricity behaviors and the research of load forecasting. Although this paper only adopts the load data of domestic users, the proposed model can also be applied to load forecasting for commercial and industrial users.
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