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Abstract

This thesis presents a study of the effect and generation of non-adiabatic perturbations in Cosmology.

We study adiabatic (curvature) and entropy (isocurvature) perturbations produced during a period of cosmological inflation that is driven by multiple scalar fields with an arbitrary interaction potential. A local rotation in field space is performed to separate out the adiabatic and entropy modes. The resulting field equations show explicitly how on large scales entropy perturbations can source adiabatic perturbations if the background solution follows a curved trajectory in field space, and how adiabatic perturbations cannot source entropy perturbations in the long-wavelength limit. It is the effective mass of the entropy field that determines the amplitude of entropy perturbations during inflation. We show why one in general expects the adiabatic and entropy perturbations to be correlated at the end of inflation, and calculate the cross-correlation in the context of a double inflation model with two non-interacting fields [1]. Then, we consider two-field preheating after inflation, examining conditions under which entropy perturbations can alter the large-scale curvature perturbation and showing how our new formalism has advantages in numerical stability when the background solution follows a non-trivial trajectory in field space [1, 2].

Then we compare the latest cosmic microwave background data with theoretical predictions including correlated adiabatic and CDM isocurvature perturbations with a simple power-law dependence. We find that there is a degeneracy between the amplitude of correlated isocurvature perturbations and the spectral tilt. A negative (red) tilt is found to be compatible with a larger isocurvature contribution. The main result is that current microwave background data do not exclude a dominant contribution from CDM isocurvature fluctuations on large scales, and marginally favour a significant fraction [3].

We then study perturbations in Randall-Sundrum-type brane-world cosmologies. The density perturbations generate Weyl curvature in the bulk, which in turn backreacts on the brane via stress-energy perturbations. On large scales, the perturbation equations contain a closed system on the brane, which may be solved without solving for the bulk perturbations. Bulk effects produce a non-adiabatic mode, even when the matter perturbations are adiabatic, and alter the background dynamics. As a consequence, the standard evolution of large-scale fluctuations in general relativity is modified. The metric perturbation on large-scales is not constant during high-energy inflation [4].

The effect of non-linear perturbations on initiating inflation is examined from the perspective of both spacetime embedding and scalar field dynamics. Scalar field dynamics that is consistent with the embedding constraints are examined, with the additional treatment of damping effects. The effects of inhomogeneities
on the embedding problem also are considered. A category of initial conditions are identified that are not acausal and can develop into an inflationary regime [5].

Finally the work is summarised and current and future extensions are discussed.
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Chapter 1

Introduction

In this thesis I have aimed to present the work I did during my PhD. It is based on
the publications and a preprint I collaborated on during that time [1, 2, 3, 4, 5]. My other publication [6] was completed before starting my PhD and so is not
included in the thesis.

In this introduction Chapter I try to place the work done during the thesis
in context. To do this I give a summary of the current state of cosmology both
in terms of theory and experiment. My summary is centered around the issue of
adiabatic and entropy perturbations in Cosmology and is by no means exhaustive.
There are a large number of good text books available where a more exhaustive
treatment is available, see for example [7, 8].

1.1 Big bang cosmology

The big bang model is based on the assumption that the Universe is isotropic
and homogeneous on large scales. There is much evidence for this. In particular
the cosmic microwave background (CMB) has been measured to be isotropic to
one part in $10^5$ [9]. Together with the weak Copernican principle, i.e. all cosmic
observers see a nearly isotropic CMB, this implies that the universe is nearly
homogeneous on large scales [10]. Large scale structure studies support this.

This assumption then leads to the following space-time metric:

$$ds^2 = -dt^2 + a(t)^2 \left\{ \frac{dr^2}{1 - Kr^2} + r^2 d\theta^2 + \sin^2 \theta + d\varphi^2 \right\}$$

where $a(t)$ is the scale factor, $t$ is the time coordinate, $r, \theta, \varphi$ are the spatial polar
coordinants and $K$ is the curvature which can be negative, zero or positive.

Using the Einstein equations and assuming the matter in the universe is a
mixture of perfect fluids we get the Friedman equation:

$$H(t)^2 = \frac{8\pi G}{3} \rho(t) - \frac{K}{a(t)^2} \quad \text{(1.1)}$$
where $H = \dot{a}/a$ is the Hubble parameter, $G$ is Newton’s constant, $\rho$ is the energy density.

In the 1920’s Hubble observed that the red shift of light emitted from galaxies increases with their distance and thus showed that $H$ is positive and so the Universe is expanding. If $\dot{a}$ is positive then $a$ must have been zero at some time in the past. This model of a Universe expanding from an initial singularity is often referred to as the ‘big bang’ model. However at very high energy densities quantum corrections are thought to change the Friedman equation and perhaps avoid the singularity.

From energy momentum conservation we get the continuity equation

$$d(\rho a^3) = -pd(a^3)$$

where $p$ is the pressure. For the simple equation of state

$$p = w\rho,$$

we then get

$$\rho \propto a^{-3(1+w)}.$$

Some cases of interest are

| Case                  | Equation     | Result                  |
|-----------------------|--------------|-------------------------|
| Radiation:            | $p = \frac{1}{3}\rho$ | $\rho \propto a^{-4}$   |
| Matter:               | $p = 0$      | $\rho \propto a^{-3}$   |
| Vacuum energy:        | $p = -\rho$  | $\rho \propto \text{constant}$ |

So for a Universe consisting of matter, radiation and vacuum energy (also known as a cosmological constant) the Friedman equation becomes

$$H(t)^2 = \frac{8\pi G}{3} \left( \frac{\rho_r(t_0)a(t_0)^4}{a(t)^4} + \frac{\rho_m(t_0)a(t_0)^3}{a(t)^3} + \rho_v(t_0) \right) - \frac{K}{a^2}$$

where subscripts $r, m$ and $v$ refer to radiation, matter and vacuum respectively. The constants of integration are set at some initial time $t_0$. As $a$ is increasing with time, it can be seen from the above equation that the Universe can go through different stages where different components in the Friedman equation will dominate. Clearly if $\rho_v(t_0)$ is non-zero and $K$ is non-positive, then eventually the vacuum energy will dominate no matter how large the other initial densities or curvature are. If $K$ is positive then it is possible that the expansion will be halted and reversed before the vacuum energy dominates the expansion. Current experimental data roughly indicates the following sequence of events: About 15 billion years ago there was the big bang, and the Universe was radiation dominated. After several hundred thousand years, the Universe became matter dominated. Then about three billion years ago (red-shift one), the Universe
became vacuum energy dominated. In order for the Universe to have such a long period of radiation and matter domination, $K$ must be very close to zero.

For radiation the temperature $T$ is related to the energy density by

$$\rho \propto T^4.$$  

Today the radiation component of the Universe is still detectable even though it only contributes a minute fraction of the current energy density of the Universe. It has been red-shifted to microwave frequencies and is known as the cosmic microwave background. It has a black body spectrum due to the radiation being in thermal equilibrium. Its detection was one of the main pieces of evidence for the big bang theory. Thus the temperature magnitude and evolution of the early Universe can be inferred. This allows the modelling of the formation of helium and the other light elements from hydrogen during the early Universe, a process known as “big bang nuclear synthesis” (BBN). These inferred proportions of hydrogen, helium and other light elements are in good agreement with observations and provide further solid evidence for big bang Cosmology.

### 1.2 Structure formation

Although the Friedman equation provides an excellent description of the behaviour on average, there is still the task of explaining the formation of galaxies and galaxy clusters. Clearly gravitational attraction will cause any inhomogeneities present in the Universe to increase with time. So the early Universe would have to be more homogeneous than today, but still there need to be some inhomogeneities that can grow into the large scale structure we see today.

In the hot early Universe, the CMB radiation would have been coupled to the baryons by Thomson scattering. The average path lengths of the photons would have been very short as a consequence. However as the Universe expanded and the temperature dropped to about $10^3$ K the radiation became decoupled from the baryons and so the path length of the photons became almost unlimited. Thus, since several hundred thousand years after the big bang, the radiation photons would have been free streaming. As a consequence when we observe them, we are able to see a snap shot of what the Universe looked like at the time of decoupling. In effect we have a picture of the spatial temperature variation on a sphere surrounding us with a radius of about fifteen billion light years. This allows us to infer what the density inhomogeneities were at that time.

The first accurate detection of the inhomogeneities (or perturbations) was made by the COBE satellite [9]. It measured the temperature variation on degree scales and showed it to be one part in $10^5$. It also found that the power spectrum of the perturbations was close to scale invariant. This is a particularly simple perturbation spectrum as it implies there is no characteristic length scale for the perturbations.
In reality the scale invariance is broken on scales smaller than COBE was able to measure. This is because the equations describing the evolution of cosmological perturbations (see for example [11]) show that a characteristic scale for the perturbations is the Hubble length \(1/H\). Typically the adiabatic pressure does not affect the perturbations on scales larger than the Hubble length. During the standard cosmological evolution the Hubble radius is increasing in size faster than the scale of the perturbations, i.e. for a perturbation with a wave number \(k/a\), the ratio \(k/(aH)\) will be increasing with time. Thus perturbations with scales initially greater than the Hubble length will eventually have scales smaller than the Hubble length. At this stage, pressure can counteract the tendency of gravitational collapse of the perturbations. This can lead to ‘acoustic oscillations’ where the magnitude of the perturbation oscillates with time. These oscillations lead to peaks in the CMB power spectrum which have been observed in recent CMB experiments [12, 13, 14].

1.3 Inflation

Although the big bang model is well validated by experiment, it does seem to require rather special initial conditions. At the time of decoupling the Hubble horizon (which is roughly equal to the causal horizon) would only be about one square degree. Yet the CMB is the same temperature to one part in \(10^5\) in all parts of the sky. What’s more the deviations from homogeneity have the special form of having a scale invariant power spectrum on scales larger than the Hubble horizon. In the big bang model there is no causal way of achieving this special setup and it just has to be put in by hand as an initial condition. These are known as the ‘homogeneity’ and ‘inhomogeneity’ problems, i.e. why is the Universe so homogeneous and why are the deviations from homogeneity of such a special form.

Another unusual thing is how close the curvature \(K\) must be to zero in order to have such a long radiation and matter dominated era. This is known as the flatness problem.

A natural solution to these and various other problems can be provided by the model known as inflation (see [8] for a recent review). From particle physics models one expects that under the extreme conditions of the early Universe there would be one or more scalar fields. It can be shown (see for example [15]) that provided the potential energy of the scalar field dominates the gradient and velocity energy in a volume larger than a Hubble volume and the potential is sufficiently flat, then any inhomogeneities in the field will be smoothed out. The criterion that the potential energy has to dominate over a Hubble volume to some extent undermines the solution to the horizon problem. If the ‘chaotic inflation’ scenario is considered, where the scalar field is taken to be distributed randomly throughout the Universe at the Planck time, then it can be shown that in some...
areas this criterion will be met just by chance, i.e. there is a finite probability of the criterion being met and so if there is a large area of randomly fluctuating scalar field, there is a large probability that the criterion will be met somewhere. However if one wants to consider inflation starting in some isolated patch well after the Planck time, such as in ‘new inflation’, then the homogeneity criterion becomes more restrictive. This issue is examined further in Chapter 6.

The other criterion that the potential must be sufficiently flat is quantified by the slow roll conditions:

$$
\epsilon(\phi) = \frac{1}{16\pi G} \left( \frac{V''}{V} \right)^2 \ll 1 \\
|\eta(\phi)| = \left| \frac{1}{8\pi G} \frac{V''}{V} \right| \ll 1
$$

where $\phi$ is the scalar field value, primes denote differentiation with respect to $\phi$ and $V$ denotes the potential of $\phi$. It can be shown that if the slow roll conditions are satisfied then the scale factor accelerates with time and the curvature is driven to zero and so inflation solves the flatness problem. To be more specific

$$
\ddot{a} > 0
$$

where dot denotes differentiation with respect to proper time. This is in contrast to ordinary matter where $a$ deaccelerates and the curvature moves away from zero.

For a homogeneous scalar field, the evolution is given by the Klein Gordon equation

$$
\ddot{\phi} + 3H \dot{\phi} + \frac{dV}{d\phi} = 0
$$

For a homogeneous scalar field dominated Universe the Friedman equation is given by

$$
H^2 = \frac{8\pi G}{3} \left( \frac{\dot{\phi}^2}{2} + V(\phi) \right).
$$

Applying the slow roll conditions, the Klein Gordon and Friedman equations can be approximated by

$$
H^2 \approx \frac{8\pi G}{3} V(\phi)
$$

and

$$
3H \dot{\phi} \approx -V'(\phi).
$$
A common potential used is

\[ V = \frac{1}{2}m^2\phi^2 \]

where \( \sqrt{V''} = m \) is the effective mass of \( \phi \).

Remarkably inflation also solves the inhomogeneity problem. On sub-Hubble scales, quantum fluctuations in the value of \( \phi \) occur. In inflation the Hubble scale is almost constant, while the scale factor is rapidly increasing. Thus the sub-Hubble vacuum fluctuations eventually are stretched to super-Hubble scales. At this stage they lead to classical perturbations in the value of \( \phi \) on super-Hubble scales.

It can be shown (see for example [8]) that the power spectrum of fluctuations generated by inflation has spectral index

\[ n = 1 + 2\eta - 6\epsilon \]

where \( n = 1 \) represents scale invariance. These fluctuations are inherited by the radiation era when the scalar field decays into radiation and other forms of matter after inflation ends. So remarkably, the same slow roll conditions solve the homogeneity, flatness and inhomogeneity problems.

### 1.4 Reheating

Inflation ends when the slow roll conditions are violated. This is the stage when \( \phi \) (the ‘inflaton’) oscillates in the valley of the potential \( V \). It is then thought to decay into photons (\( \gamma \)), non-baryonic or ‘cold dark matter’ matter (\( c \)), baryonic matter (\( b \)) and neutrinos (\( \nu \)). This process is known as ‘reheating’.

Simple aspects of this process of the transfer of energy from the inflaton can be modelled by the addition of a scalar field \( \chi \) which has a coupling term \( \frac{1}{2}g^2\phi^2\chi^2 \) in the potential, where \( g \) is a coupling constant. Neglecting perturbations in the metric (a full discussion or perturbations is given in Chapter 2), the equation of motion for the perturbation of wave number \( k \) of \( \chi \) is given by:

\[ \ddot{\delta\chi}_k + 3H\dot{\delta\chi}_k + \left( \frac{k^2}{a^2} + g^2\phi^2 \right)\delta\chi_k = 0. \]

At the end of inflation \( \phi \) is oscillating in the valley of the potential. For \( V = \frac{1}{2}m^2\phi^2 \) the behaviour of \( \phi \) is well approximated by

\[ \phi \approx \phi_0 \sin mt \]

where \( \phi_0 \) is the amplitude of the oscillations. For small wave lengths (\( k/a \gg H \)) the expansion can be neglected. The perturbation equation can then be transformed to the well known Mathieu equation (see for example [16])

\[ \frac{d^2\delta\chi_k}{dz^2} + (A - 2q \cos 2z)\delta\chi_k = 0 \]
where \( A = k^2/(m^2 a^2) + 2q, \) \( q = g^2 \phi_0^2/(4m^2), \) and \( z = mt. \) The behaviour of this equation can be understood with the aid of the Mathieu chart \([16]\) where there exist bands of instability where for certain value of \( A \) and \( q \) there is exponential growth of \( \delta \chi_k. \) Including expansion means that modes of \( \delta \chi_k \) move in and out of bands of resonance. This process is known as ‘preheating’ \([17, 18]\). This represents the transfer of energy from the homogeneous field \( \phi \) into the perturbations of \( \chi. \) The homogeneous field \( \phi \) represents a condensate of zero momentum particles while \( \delta \chi_k \) represent bosons with momentum \( k. \) Thus preheating models the exponential production of bosons. Fermions can also be considered. Once most of the energy of \( \phi \) has been transferred into \( \delta \chi \) then the \( \chi \) and remaining \( \phi \) particles can in turn decay into other particles which eventually thermalize and make up the contents of the radiation era.

The effect of having a preheating phase is to end the oscillating phase of \( \phi \) more rapidly and it can lead to a higher temperature. There is also the possibility that the super-Hubble scale perturbations could be amplified. This would have the undesirable consequence of the complicated and uncertain physics of preheating having an effect on the observed anisotropies in the CMB. This issue will be discussed further in Chapter \([3]\).

### 1.5 Adiabatic and entropy perturbations

Another special property of the fluctuations generated by a single scalar field is that they are adiabatic, i.e. the perturbation in \( \phi \) can be expressed as a time shift in the background scalar field:

\[
\delta \phi = \dot{\phi}(t) \delta t(t, \mathbf{x})
\]

where \( \mathbf{x} \) is the spatial position vector and \( \delta t \) is the time shift of the background solution needed to produce the perturbation.

The adiabatic nature of the perturbations is inherited by the perturbations in the radiation era once the scalar field decays. So we have

\[
\delta t = \frac{\delta \rho_\gamma}{\rho_\gamma} = \frac{\delta \rho_\nu}{\rho_\nu} = \frac{\delta \rho_c}{\rho_c} = \frac{\delta \rho_b}{\rho_b}
\]

Using the continuity equation

\[
\dot{\rho} = -3H(\rho + p)
\]

the adiabatic condition becomes

\[
\frac{3}{4} \frac{\delta \rho_\gamma}{\rho_\gamma} = \frac{3}{4} \frac{\delta \rho_\nu}{\rho_\nu} = \frac{\delta \rho_c}{\rho_c} = \frac{\delta \rho_b}{\rho_b}.
\]
This can also be expressed in terms of perturbations in particle number \( n \)

\[
\delta \left( \frac{n_i}{n_j} \right) = 0
\]

where \( i \) and \( j \) can be \( \gamma, \nu, c \) or \( b \). Although the adiabatic condition is quite restrictive, it does seem to be in good agreement with observations (see for example [12, 13, 14]) and as mentioned above is also predicted by the simplest inflationary models. However a priori there seems to be no reason why the primordial perturbations have to satisfy the adiabatic condition.

For example if there are two scalar fields (\( \phi \) and \( \chi \)) present during inflation then the perturbations in each field do not necessarily have to correspond to the same time shift, i.e.

\[
\frac{\delta \phi}{\phi} \neq \frac{\delta \chi}{\chi}.
\]

The generation of and evolution of adiabatic perturbations during multi-field inflation models is examined further in Chapter 2. Another important issue that is discussed is the possibility of there being correlations between the adiabatic and entropy perturbations.

If there are entropy perturbations in the inflation stage, these can lead to entropy perturbations in the radiation dominated phase. For example we could have

\[
\frac{\delta \rho_c}{\rho_c} \neq \frac{3}{4} \frac{\delta \rho_\gamma}{\rho_\gamma}.
\]

The entropy perturbation is defined as that part of the perturbation which does not satisfy the adiabatic condition, i.e.

\[
S_{c\gamma} = \frac{\delta \rho_c}{\rho_c} - \frac{3}{4} \frac{\delta \rho_\gamma}{\rho_\gamma}
\]

where \( S_{c\gamma} \) is the entropy perturbation between cold dark matter and photons.

The effect of entropy perturbations in the radiation era on the observed CMB spectrum is discussed in Chapter 4. Using current data the magnitude and correlation of the entropy perturbation is estimated.

### 1.6 Brane world cosmology

String/M-theory theory predicts the existence of extra spatial dimensions. As a simple example, our Universe could be a three plus one hyper-surface (the ‘brane’) embedded in a four plus one space-time (the ‘bulk’).
Until recently it was thought that any extra dimensions would be too small to be detectable, since it was thought that the deviations in gravity would contradict existing experiments. However Arkani-Hamed et. al. \[19\] presented models with large compact extra dimensions, and then Randall and Sundrum (RS) \[20, 21\] showed that even an infinite extra dimension is possible since gravity can be localized near the brane by the curvature of the bulk.

In the RS model, the bulk is anti-de Sitter and the brane has positive vacuum energy (the ‘tension’) which cancels out the bulk negative vacuum energy. The particles of the standard model are confined to the brane.

There has been much interest in seeing whether such a scenario would have any cosmological implications (see \[22\] for a review). In particular the question of whether the extra dimension would lead to an identifiable signature on the CMB is of great interest.

The bulk affects the perturbation equations on the brane in two ways. It adds terms which are quadratic in the brane energy momentum tensor. It also adds terms from the projected Weyl tensor of the bulk. These can be viewed as an additional fluid on the brane and so lead to the possibility of additional entropy perturbations. This and other related issues are discussed in Chapter 4.
Chapter 2

Adiabatic and entropy perturbations from inflation

2.1 Introduction

As discussed in the introduction, inflation in the early universe has become the standard model for the origin of structure. Inhomogeneities in the present matter distribution can be traced back to quantum fluctuations in the fields driving inflation which are stretched beyond the Hubble scale during inflation. In the simplest models of inflation driven by a single scalar field, these fluctuations produce a primordial adiabatic spectrum whose amplitude can be characterized by the comoving curvature perturbation $\mathcal{R}$, which remains constant on super-Hubble scales until the perturbation comes back within the Hubble scale long after inflation has ended.

As soon as one considers more than one scalar field, one must also consider the role of non-adiabatic fluctuations. This can have important consequences, both in affecting the evolution of the curvature perturbation (often referred to as the ‘adiabatic perturbation’), but also in the possibility of seeding isocurvature (or ‘entropy’) perturbations after inflation.

Previous studies have demonstrated that non-adiabatic pressure perturbations can alter the curvature perturbation on super-Hubble scales either during inflation \[23, 24\] or after \[23, 26, 27, 28, 29, 30\]. A general formalism to evaluate the curvature perturbation at the end of inflation in multiple field models was developed in Ref. \[31\]. In the presence of non-adiabatic fluctuations, one must follow the evolution of perturbed fields on super-Hubble scales, in particular tracking the perturbation in the integrated expansion \[12, 31, 33, 34, 35, 27\], in order to evaluate the large-scale curvature perturbation at late times \[36, 37, 38, 23, 31, 33, 34, 39, 40\].

However no similar formalism has been developed so far to evaluate the isocurvature perturbation in the general case. Instead, isocurvature perturbations have
been studied in a number of particular models of inflation [41, 36, 37]. These fluctuations typically arise as baryon modes (e.g. [42]) or cold dark matter modes [43], but neutrino isocurvature modes have also been considered [44]. Recently, it has been pointed out [45, 46] that it is rather natural to expect the curvature and isocurvature perturbations to be correlated, which yields distinctive observational results [47], in contrast to the pure or uncorrelated isocurvature perturbations usually tested against observations [48, 49].

In this Chapter we will develop a general formalism to study the evolution of both curvature and isocurvature perturbations in a wide class of multi-field inflation models by decomposing field perturbations into perturbations along the background trajectory in field space (the adiabatic field perturbation), and orthogonal to the background trajectory (the entropy field). We allow an arbitrary interaction potential for the fields, and, although we concentrate upon the case of two scalar fields, the general approach can be easily extended to $N$ fields, where there will be $N-1$ entropy fields orthogonal to the background trajectory. This was done for a specific assisted inflation model in Ref. [50]. We will work in the metric based approach of Bardeen [51] in order to define gauge-invariant cosmological perturbations, but our formalism can also be applied to the study of multiple scalar fields in other approaches [52, 53, 54].

We begin by reviewing the standard results obtained in single field models, emphasizing the suppression of non-adiabatic fluctuations on large-scales. We then extend our analysis to general two-field models, defining an adiabatic field and an entropy field, whose fluctuations, though uncorrelated on small scales, may develop correlations through the subsequent evolution.

### 2.2 Perturbation equations for multiple scalar fields

We consider $N$ scalar fields with Lagrangian density:

$$\mathcal{L} = -V(\phi_1, \ldots, \phi_N) - \frac{1}{2} \sum_{i=1}^{N} g^{\mu\nu} \phi_{I,\mu} \phi_{I,\nu},$$

and minimal coupling to gravity. In order to study the evolution of linear perturbations in the scalar fields, we make the standard splitting $\phi_I(t, x) \rightarrow \phi_I(t) + \delta \phi_I(t, x)$. The field equations, derived from Eq. (2.1) for the background homogeneous fields, are

$$\ddot{\phi}_I + 3H \dot{\phi}_I + V_{\phi_I} = 0,$$
where \( V_x = \partial V / \partial x \), and the Hubble rate, \( H \), in a spatially flat Friedmann-Robertson-Walker (FRW) universe, is determined by the Friedman equation:

\[
H^2 = \left( \frac{\dot{a}}{a} \right)^2 = \frac{8\pi G}{3} \left[ V(\varphi_I) + \frac{1}{2} \sum_I \dot{\varphi}_I^2 \right],
\]

(2.3)

with \( a(t) \) the FRW scale factor.

Consistent study of the linear field fluctuations \( \delta \varphi_I \) requires that we also consider linear scalar perturbations of the metric, corresponding to the line element:

\[
ds^2 = -(1 + 2A)\,dt^2 + 2aB_i\,dx^i\,dt + a^2 [(1 - 2\psi)\delta_{ij} + 2E_{ij}]\,dx^i\,dx^j,
\]

(2.4)

where we have not at this stage specified any particular choice of gauge \([11, 51, 55]\).

Scalar field perturbations, with comoving wavenumber \( k = 2\pi a/\lambda \) for a mode with physical wavelength \( \lambda \), then obey the perturbation equations

\[
\ddot{\delta \varphi}_I + 3H\dot{\delta \varphi}_I + \frac{k^2}{a^2}\delta \varphi_I + \sum_J V_{\varphi_I \varphi_J} \delta \varphi_J
= -2V_{\varphi_I} A + \dot{\varphi}_I \left[ \dot{A} + 3\dot{\psi} + \frac{k^2}{a^2} (a^2 \dot{E} - aB) \right].
\]

(2.5)

The metric terms on the right-hand-side, induced by the scalar field perturbations, obey the energy and momentum constraints

\[
3H \left( \dot{\psi} + HA \right) + \frac{k^2}{a^2} \left[ \psi + H(a^2 \dot{E} - aB) \right] = -4\pi G \delta \rho,
\]

\[
\dot{\psi} + HA = -4\pi G \delta q.
\]

(2.6)

(2.7)

The total energy and momentum perturbations are given in terms of the scalar field perturbations by

\[
\delta \rho = \sum_I \left[ \dot{\varphi}_I \left( \dot{\delta \varphi}_I - \dot{\varphi}_I A \right) + V_{\varphi_I} \delta \varphi_I \right]
\]

(2.8)

\[
\delta q_i = -\sum_I \dot{\varphi}_I \delta \varphi_{I,i}.
\]

(2.9)

These two equations can be combined to construct a gauge-invariant quantity, the comoving density perturbation \([51]\)

\[
\epsilon_m \equiv \delta \rho - 3H \delta q
= \sum_I \left[ \dot{\varphi}_I \left( \dot{\delta \varphi}_I - \dot{\varphi}_I A \right) - \ddot{\varphi}_I \delta \varphi_I \right],
\]

(2.10)

\[\text{1 We follow the notation of Ref. [11], apart from our use of } A \text{ rather than } \phi \text{ as the perturbation in the lapse function.}\]
which is sometimes used to represent the total matter perturbation.

Because the anisotropic stress vanishes to linear order for scalar fields minimally coupled to gravity, we have a further constraint on the metric perturbations:

$$\left(a^2 \dot{E} - aB\right) + H \left(a^2 \dot{E} - aB\right) + \psi - A = 0. \quad (2.11)$$

The coupled perturbation equations (2.3)–(2.9) and (2.11) are probably most often solved in the zero-shear (or longitudinal or conformal Newtonian) gauge, in which $a^2 \dot{E}_\ell - aB_\ell = 0$. The two remaining metric perturbation variables which appear in the scalar field perturbation equation, $A_\ell \equiv \Phi$ and $\psi_\ell \equiv \Psi$, are then equal in the absence of any anisotropic stress by Eq. (2.11).

Another useful choice is the spatially flat gauge, in which $\psi_Q = 0$. The scalar field perturbations in this gauge are sometimes referred to as the Sasaki or Mukhanov variables, which have the gauge-invariant definition

$$Q_I \equiv \delta \varphi_I + \frac{\dot{\varphi}_I}{H} \psi. \quad (2.12)$$

The shear perturbation in the spatially flat gauge is simply related the curvature perturbation, $\Psi$, in the zero-shear gauge:

$$a^2 \dot{E}_Q - aB_Q = a^2 \dot{E} - aB + \frac{1}{H} \psi = \frac{1}{H} \Psi. \quad (2.13)$$

The energy and momentum constraints, Eqs. (2.6) and (2.7), in the spatially flat gauge thus yield

$$k^2 a^2 \Psi = -4\pi G \epsilon_m, \quad (2.14)$$
$$H A_Q = -4\pi G \delta q_Q, \quad (2.15)$$

where $\epsilon_m$ is given in Eq. (2.10), and from Eq. (2.9) we have $\delta q_Q = -\sum_I \dot{\varphi}_I Q_I$.

The equations of motion, Eq. (2.5), rewritten in terms of the Sasaki-Mukhanov variables, and using Eqs. (2.14) and (2.15) to eliminate the metric perturbation terms in the spatially flat gauge, become:

$$\ddot{Q}_I + 3H \dot{Q}_I + \frac{k^2}{a^2} Q_I$$
$$+ \sum_J \left[ V_{\varphi_I \varphi_J} - \frac{8\pi G}{a^3} \left( \frac{a^3}{H} \dot{\varphi}_I \dot{\varphi}_J \right)^2 \right] Q_J = 0. \quad (2.16)$$

### 2.2.1 Curvature and entropy perturbations

The comoving curvature perturbation $\delta \rho$, $\delta p$ is given by

$$\mathcal{R} \equiv \psi - \frac{H}{\rho + p} \delta q$$
$$= \sum_I \left( \frac{\dot{\varphi}_I}{\sum_j \dot{\varphi}_j^2} \right) Q_I. \quad (2.17)$$
This can also be given in terms of the metric perturbations in the longitudinal gauge as \[ R = \Psi - \frac{H}{\dot{H}}\left(\dot{\Psi} + H\Phi\right). \] (2.18)

For comparison we give the curvature perturbation on uniform-density hypersurfaces,

\[-\zeta \equiv \psi + H\frac{\delta \rho}{\dot{\rho}},\] (2.19)

first introduced by Bardeen, Steinhardt and Turner \[60\] as a conserved quantity for adiabatic perturbations on large scales \[61, 27\]. It is related to the comoving curvature perturbation in Eq. (2.17) by a gauge transformation

\[-\zeta = R + \frac{2}{3(\rho + p)} \left(\frac{k}{aH}\right)^2 \Psi, \] (2.20)

where we have used the constraint equation (2.14) to eliminate the comoving density perturbation, \(\epsilon_m\). Note that \(R\) and \(-\zeta\) thus coincide in the limit \(k \to 0\).

Both \(R\) and \(-\zeta\) are commonly used to characterise the amplitude of adiabatic perturbations as both remain constant for purely adiabatic perturbations on sufficiently large scales as a direct consequence of local energy-momentum conservation \[27\], allowing one to relate the perturbation spectrum on large scales to quantities at the Hubble scale crossing during inflation in the simplest inflation models \[60, 62\].

A dimensionless definition of the total entropy perturbation (which is automatically gauge-invariant) is given by

\[ S = H\left(\frac{\delta p}{\dot{\rho}} - \frac{\delta \rho}{\dot{\rho}}\right), \] (2.21)

which can be extended to define a generalised entropy perturbation between any two matter quantities \(x\) and \(y\):

\[ S_{xy} = H\left(\frac{\delta x}{\dot{x}} - \frac{\delta y}{\dot{y}}\right). \] (2.22)

The total entropy perturbation in Eq. (2.21) for \(N\) scalar fields is given by

\[ S = \frac{2\left(\dot{V} + 3H\sum \dot{\varphi}_j^2\right)\delta V + 2\dot{V}\sum I \dot{\varphi}_I\left(\dot{\varphi}_I - \varphi_I A\right)}{3\left(2\dot{V} + 3H\sum \dot{\varphi}_j^2\right)\sum I \varphi_I^2}, \] (2.23)

where the perturbation in the total potential energy is given by \(\delta V = \sum I V_{\varphi_I}^{\delta \varphi_I}\).
The change in $R$ on large scales (i.e., neglecting spatial gradient terms) can be directly related to the non-adiabatic part of the pressure perturbation \cite{23, 27, 63}

$$\dot{R} \approx -3H \frac{\dot{p}}{\dot{\rho}} S.$$ (2.24)

We will now consider the evolution of the adiabatic and entropy perturbations in both one- and two-field models of inflation.

### 2.2.2 Single field

Perturbations in a single self-interacting scalar field obey the gauge-dependent equation of motion

\[
\ddot{\delta \varphi} + 3H \dot{\delta \varphi} + \left( \frac{k^2}{a^2} + V_{\varphi \varphi} \right) \delta \varphi = -2V_{\varphi} A + \dot{\varphi} \left[ \dot{A} + 3 \dot{\psi} + \frac{k^2}{a^2} (a^2 \dot{E} - aB) \right],
\] (2.25)

subject to the energy and momentum constraint equations given in Eqs. (2.6–2.9).

The scalar field perturbation in the spatially flat gauge has the gauge-invariant definition, Eq. (2.12),

\[
Q_\varphi \equiv \delta \varphi + \dot{\varphi} \frac{\dot{\psi}}{H}.
\] (2.26)

For a single field this is directly related to the curvature perturbation in the comoving gauge, where the momentum, $\delta q = -\dot{\varphi} \delta \varphi$, vanishes

\[
R = \psi + \frac{H}{\dot{\varphi}} \delta \varphi = \frac{H}{\dot{\varphi}} Q_\varphi.
\] (2.27)

It is not obvious that the intrinsic entropy perturbation for a single scalar field, obtained from Eq. (2.23),

\[
S = \frac{2V_{\varphi}}{3\dot{\varphi}^2(3H \dot{\varphi} + 2V_{\varphi})} \left[ \dot{\varphi} \left( \delta \varphi - \dot{\varphi} A \right) - \dot{\varphi} \delta \varphi \right],
\] (2.28)

should vanish on large scales. Because the scalar field obeys a second-order equation of motion, its general solution contains two arbitrary constants of integration, which can describe both adiabatic and entropy perturbations. However, $S$ for a single scalar field is proportional to the comoving density perturbation given in Eq. (2.10), and this in turn is related to the metric perturbation, $\Psi$, via Eq. (2.14), so that \cite{28}

\[
S = -\frac{V_{\varphi}}{6\pi G \dot{\varphi}^2 [3H \dot{\varphi} + 2V_{\varphi}]} \left( \frac{k^2}{a^2} \Psi \right).
\] (2.29)
In the absence of anisotropic stresses, $\Psi$ must be of order $A_Q$, by Eq. (2.11), and hence the non-adiabatic pressure becomes small on large scales $[31, 28, 35]$. The amplitude of the asymptotic solution for the scalar field at late times (and hence large scales) during inflation thus determines the amplitude of an adiabatic perturbation.

The change in the comoving curvature perturbation is given by

$$\dot{\mathcal{R}} = \frac{H k^2}{H a^2} \Psi,$$  

(2.30)

and hence the rate of change of the curvature perturbation, given by $d \ln \mathcal{R}/d \ln a \sim (k/aH)^2$, becomes negligible on large scales during single-field inflation.

### 2.2.3 Two fields

In this section we will consider two interacting scalar fields, $\phi \equiv \varphi_1$ and $\chi \equiv \varphi_2$. The analysis developed here should be straightforward to extend to include additional scalar fields, but we do not expect to see any qualitatively new features in this case, so for clarity we restrict our discussion here to two fields.

In order to clarify the role of adiabatic and entropy perturbations, their evolution and their inter-relation, we define new adiabatic and entropy fields by a rotation in field space. The “adiabatic field”, $\sigma$, represents the path length along the classical trajectory, such that

$$\dot{\sigma} = (\cos \theta) \dot{\phi} + (\sin \theta) \dot{\chi},$$  

(2.31)

where

$$\cos \theta = \frac{\dot{\phi}}{\sqrt{\dot{\phi}^2 + \dot{\chi}^2}}, \quad \sin \theta = \frac{\dot{\chi}}{\sqrt{\dot{\phi}^2 + \dot{\chi}^2}}.$$  

(2.32)

This definition, plus the original equations of motion for $\phi$ and $\chi$, give

$$\ddot{\sigma} + 3H \dot{\sigma} + V_\sigma = 0,$$  

(2.33)

where

$$V_\sigma = (\cos \theta) V_\phi + (\sin \theta) V_\chi.$$  

(2.34)

As illustrated in Fig. 2.1, $\delta \sigma$ is the component of the two-field perturbation vector along the direction of the background fields’ evolution. Conversely, fluctuations orthogonal to the background classical trajectory represent non-adiabatic perturbations, and we define the “entropy field”, $s$, such that

$$\delta s = (\cos \theta) \delta \chi - (\sin \theta) \delta \phi.$$  

(2.35)
Figure 2.1: An illustration of the decomposition of an arbitrary perturbation into an adiabatic ($\delta \sigma$) and entropy ($\delta s$) component. The angle of the tangent to the background trajectory is denoted by $\theta$. The usual perturbation decomposition, along the $\phi$ and $\chi$ axes, is also shown.

From this definition, it follows that $s =$constant along the classical trajectory, and hence entropy perturbations are automatically gauge-invariant [64]. Perturbations in $\delta \sigma$, with $\delta s = 0$, describe adiabatic field perturbations, and this is why we refer to $\sigma$ as the “adiabatic field”.

The total momentum of the two-field system, given by Eq. (2.9), is then

$$\delta q_{,i} = -\dot{\phi} \delta \phi_{,i} - \dot{\chi} \delta \chi_{,i} = -\dot{\sigma} \delta \sigma_{,i},$$

and the comoving curvature perturbation in Eq. (2.17) is given by

$$\mathcal{R} = \psi + H \left( \frac{\dot{\phi} \delta \phi + \dot{\chi} \delta \chi}{\dot{\phi}^2 + \dot{\chi}^2} \right),$$

$$= \psi + \frac{H}{\dot{\sigma}} \delta \sigma. \quad (2.37)$$

This expression, written in terms of the adiabatic field, $\sigma$, is identical to that given in Eq. (2.27) for a single field.

We can also write Eq. (2.37) as

$$\mathcal{R} = (\cos^2 \theta) \mathcal{R}_\phi + (\sin^2 \theta) \mathcal{R}_\chi,$$

$$= (\cos^2 \theta) \frac{H}{\dot{\sigma}} \delta \sigma + (\sin^2 \theta) \frac{H}{\dot{\sigma}} \delta \sigma. \quad (2.38)$$
where we define the comoving curvature perturbation for each of the original fields as

\[ \mathcal{R}_I \equiv \psi + \frac{H}{\dot{\varphi}_I} \delta \varphi_I = \frac{H}{\dot{\varphi}_I} Q_I. \]  

(2.39)

However, even fields with no explicit interaction will in general have non-zero intrinsic entropy perturbations on large scales in a multi-field system due to their gravitational interaction, so that \( \mathcal{R}_I \) for each field is not conserved. Although the intrinsic entropy perturbation for each field is still of the form given by Eq. (2.28), it is no longer constrained by Eq. (2.14) to vanish as \( k \to 0 \). This is in contrast to the case of non-interacting perfect fluids, where it is possible to define a constant curvature perturbation for each fluid on large scales [27].

The comoving matter perturbation in Eq. (2.10) can be written as

\[ \epsilon_m = \dot{\sigma} \left( \delta \sigma - \dot{\sigma} A \right) - \ddot{\sigma} \delta \sigma + 2V_s \delta s, \]  

(2.40)

which acquires an additional term, compared with the single-field case, due to the dependence of the potential upon \( s \), where

\[ V_s = (\cos \theta) V_\chi - (\sin \theta) V_\phi. \]  

(2.41)

The perturbed kinetic energy of \( s \) has no contribution to first-order as in the background solution \( \dot{s} = 0 \), by definition.

The total entropy perturbation, Eq. (2.23), for the two fields can be written as

\[ S = \frac{2}{3 \dot{\sigma}^2(3H \dot{\sigma} + 2V_\sigma)} \times \]  

\[ \times \left\{ V_\sigma \left[ \dot{\sigma} \left( \delta \sigma - \dot{\sigma} A \right) - \ddot{\sigma} \delta \sigma \right] + 3H \dot{\sigma}^2 \dot{\theta} \delta s \right\}. \]  

(2.42)

Combining Eqs. (2.14), (2.40) and (2.42), we can write

\[ S = -\frac{V_\sigma}{6\pi G \dot{\sigma}^2[3H \dot{\sigma} + 2V_\sigma]} \left( \frac{k^2}{a^2} \Psi \right) - \frac{2V_s}{3\dot{\sigma}^2} \delta s. \]  

(2.43)

Comparing this with the single-field result given in Eq. (2.29), we see that the entropy perturbation on large scales is due solely to the relative entropy perturbation between the two fields, described by the entropy field \( \delta s \).

The change in the comoving curvature perturbation is given by [28, 29]

\[ \dot{\mathcal{R}} = \frac{H k^2}{H a^2 \Phi} + \frac{1}{2} H \left( \frac{\delta \phi}{\phi} - \frac{\delta \chi}{\chi} \right) \frac{d}{dt} \left( \frac{\dot{\phi}^2 - \dot{\chi}^2}{\phi^2 + \chi^2} \right), \]  

(2.44)
which can be expressed neatly in terms of the new variables:

$$\dot{\mathcal{R}} = \frac{H k^2}{H a^2} \Psi + \frac{2H}{\dot{\sigma}} \dot{\theta} \delta s,$$

(2.45)

where

$$\dot{\theta} = -\frac{V_s}{\dot{\sigma}}.$$

(2.46)

The new source term on the right-hand-side of this equation, compared with the single-field case, Eq. (2.30), is proportional to the relative entropy perturbation between the two fields, $\delta s$. Clearly, there can be significant changes to $\mathcal{R}$ on large scales if the entropy perturbation is not suppressed and if the background solution follows a curved trajectory, i.e., $\dot{\theta} \neq 0$, in field space [35]. This can then produce a change in the comoving curvature on arbitrarily large scales (i.e., even in the limit $k \to 0$) [23, 28].

Equations of motion for the adiabatic and entropy field perturbations can be derived from the perturbed scalar field equations (2.5), to give

$$\delta\ddot{\sigma} + 3H\dot{\delta}\sigma + \left(\frac{k^2}{a^2} + V_{\sigma\sigma} - \dot{\theta}^2\right) \delta\sigma$$

$$= -2V_\sigma A + \dot{\sigma} \left[\dot{A} + 3\psi + \frac{k^2}{a^2}(a^2 \dot{E} - aB)\right]$$

$$+ 2(\dot{\theta} \delta s)' - 2\frac{V_\sigma}{\dot{\sigma}} \dot{\theta} \delta s,$$

(2.47)

and

$$\delta\ddot{s} + 3H\dot{\delta}s + \left(\frac{k^2}{a^2} + V_{ss} - \dot{\theta}^2\right) \delta s$$

$$= -2\frac{\dot{\theta}}{\dot{\sigma}} \left[\delta\dot{\sigma} - \dot{\sigma} A\right] - \delta\dot{\sigma},$$

(2.48)

where

$$V_{\sigma\sigma} = (\sin^2 \theta)V_{\chi\chi} + (\sin 2\theta)V_{\phi\chi} + (\cos^2 \theta)V_{\phi\phi},$$

(2.49)

$$V_{ss} = (\sin^2 \theta)V_{\phi\phi} - (\sin 2\theta)V_{\phi\chi} + (\cos^2 \theta)V_{\chi\chi}.$$  

(2.50)

When $\dot{\theta} = 0$, the adiabatic and entropy perturbations decouple. If we employ the slow-roll approximation for the background fields, $\dot{\phi} \simeq -V_{\phi}/3H$ and $\dot{\chi} \simeq -V_{\chi}/3H$, we obtain $\dot{\theta} \simeq 0$. This reflects the fact that the rate of change of $\theta$ is slow – instantaneously it moves in an approximately straight line in field space. But the integrated change in $\theta$ cannot in general be neglected. Even working within the slow-roll approximation, fields do not in general follow a straight line trajectory in field space. The equation of motion for $\delta\sigma$ then reduces to that for
a single scalar field in a perturbed FRW spacetime, as given in Eq. (2.25), while
the equation for $\delta s$ is that for a scalar field perturbation in an unperturbed FRW
spacetime.

The only source term on the right-hand-side in Eq. (2.48) for the entropy
perturbation comes from the intrinsic entropy perturbation in the $\sigma$-field (see
Eq. 2.28). From Eqs. (2.14) and (2.40) we have

$$\dot{\sigma}(\dot{\sigma} - \dot{A}) - \ddot{\delta}s = 2\dot{\theta}\delta s - \frac{k^2}{4\pi Ga^2}\Psi, \quad (2.51)$$

and hence we can rewrite the evolution equation for the entropy perturbation as

$$\ddot{\delta}s + 3H\dot{\delta}s + \left(\frac{k^2}{a^2} + V_{ss} + 3\dot{\theta}^2\right)\delta s = \frac{\dot{\theta}}{\dot{\sigma}}\frac{k^2}{2\pi Ga^2}\Psi. \quad (2.52)$$

Note that this evolution equation is automatically gauge-invariant and holds in
any gauge. On large scales the inhomogeneous source term becomes negligible,
and we have a homogeneous second-order equation of motion for the entropy
perturbation, decoupled from the adiabatic field and metric perturbations. If the
initial entropy perturbation is zero on large scales, it will remain so.

By contrast, we cannot neglect the metric back-reaction for the adiabatic field
fluctuations, or the source terms due to the entropy perturbations. Working in
the spatially flat gauge, defining

$$Q_\sigma = \delta\sigma + \dot{\sigma}\frac{\dot{\sigma}}{H}\psi, \quad (2.53)$$

and using

$$A_Q = 4\pi G\frac{\dot{\sigma}}{H}Q_\sigma, \quad (2.54)$$

we can rewrite the equation of motion for the adiabatic field perturbation as

$$\ddot{Q}_\sigma + 3H\dot{Q}_\sigma + \left[\frac{k^2}{a^2} + V_{\sigma\sigma} - \dot{\theta}^2 - \frac{8\pi G}{a^3}\left(\frac{a^3\dot{\sigma}^2}{H}\right)^2\right]Q_\sigma$$

$$= 2(\dot{\theta}\delta s) + 2\left(\frac{V_\sigma}{\dot{\sigma}} + \frac{\dot{H}}{H}\right)\dot{\delta}s. \quad (2.55)$$

When $\dot{\theta} = 0$, this reduces to the single-field equation of motion, but for a curved
trajectory in field space, the entropy perturbation acts as an additional source
term in the equation of motion for the adiabatic field perturbation, even on large
scales.

In order for small-scale quantum fluctuations to produce large-scale (super-
Hubble) perturbations during inflation, a field must be “light” (i.e., overdamped).
The effective mass for the entropy field in Eq. (2.52) is \( \mu_s^2 = V_{ss} + 3\dot{\theta}^2 \). For \( \mu_s^2 > \frac{3}{2}H^2 \), the fluctuations remain in the vacuum state and fluctuations on large scales are strongly suppressed. The existence of large-scale entropy perturbations therefore requires

\[
\mu_s^2 \equiv V_{ss} + 3\dot{\theta}^2 < \frac{3}{2}H^2.
\]  

2.3 Application to entropy/adiabatic correlations from inflation

Equations (2.52) and (2.55) are the key equations which govern the evolution of the adiabatic and entropy perturbations in a two field system. Together with constraint equations (2.51) and (2.54), for the metric perturbations, they form a closed set of equations. They allow one to follow the effect on the adiabatic curvature perturbation due to the presence of entropy perturbations, absent in the single field model. This in turn will allow us to study the resulting correlations between the spectra of adiabatic and entropy perturbations produced on large-scales due to quantum fluctuations of the fields on small-scales during inflation.

A useful approximation commonly made when studying field perturbations during inflation, is to split the evolution of a given mode into a sub-Hubble regime (\( k > aH \)), in which the Hubble expansion is neglected, and a super-Hubble regime (\( k < aH \)), in which gradient terms are dropped.

If we assume that both fields \( \phi \) and \( \chi \) are light (i.e., overdamped) during inflation, then we can take the field fluctuations to be in their Minkowski vacuum state on sub-Hubble scales. This gives their amplitudes at Hubble crossing (\( k = aH \)) as

\[
Q_I\big|_{k=aH} = \frac{H_k}{\sqrt{2k^3}} e_I(k),
\]

where \( I = \phi, \chi \), \( H_k \) is the Hubble parameter when the mode crosses the Hubble radius (i.e., \( H_k = k/a \)), and \( e_\phi \) and \( e_\chi \) are independent Gaussian random variables satisfying

\[
\langle e_I(k) \rangle = 0, \quad \langle e_I(k)e_J^*(k') \rangle = \delta_{IJ} \delta(k-k'),
\]

with the angled brackets denoting ensemble averages. It follows from our definitions of the entropy and adiabatic perturbations in Eqs. (2.31) and (2.33) that their distributions at Hubble crossing have the same form:

\[
Q_\sigma\big|_{k=aH} = \frac{H_k}{\sqrt{2k^3}} e_\sigma(k), \quad \delta s\big|_{k=aH} = \frac{H_k}{\sqrt{2k^3}} e_s(k),
\]
where \( e_\sigma \) and \( e_s \) are Gaussian random variables obeying the same relations given in Eq. (2.58), with \( I, J = \sigma, s \).

Super-Hubble modes are assumed to obey the equations of motion given in Eqs. (2.55) and (2.52), which we will write schematically as

\[
\begin{align*}
\hat{O}^\sigma(Q_\sigma) &= \hat{S}^\sigma(\delta s), \\
\hat{O}^s(\delta s) &= 0,
\end{align*}
\]

where \( \hat{O}^\sigma(Q_\sigma) \) and \( \hat{O}^s(\delta s) \) are obtained by setting \( k = 0 \) on the left-hand side of Eqs. (2.55) and (2.52) respectively, and \( \hat{S}^\sigma(\delta s) \) is given by the right-hand side of Eq. (2.55). As remarked before, there is no source term for \( \delta s \) appearing on the right-hand side of Eq. (2.52) once we neglect gradient terms. The general super-Hubble solution can thus be written as

\[
\begin{align*}
Q_\sigma &= A_+ f_+(t) + A_- f_-(t) + P(t), \\
\delta s &= B_+ g_+(t) + B_- g_-(t),
\end{align*}
\]

where the real functions \( f_\pm \) and \( g_\pm \) are the growing/decaying modes of the homogeneous equations, \( \hat{O}^\sigma(f_\pm) = 0 \) and \( \hat{O}^s(g_\pm) = 0 \), and \( P(t) \) is a particular integral of the full inhomogeneous equation (2.60). Note that the slow-roll growing-mode solution can thus be written as

\[
\begin{align*}
Q_\sigma &\simeq A f(t) + P(t), \\
\delta s &\simeq B g(t).
\end{align*}
\]

We can, without loss of generality, take \( f = 1 = g \) and \( P = 0 \) when \( k = aH \), so that the amplitudes of the growing modes at Hubble-crossing are given by Eqs. (2.59) as

\[
A(k) = \frac{H_k}{\sqrt{2k^3}} e_\sigma(k), \quad B(k) = \frac{H_k}{\sqrt{2k^3}} e_s(k).
\]

From Eq. (2.60), we see that the amplitude of the particular integral \( P(t) \) at later times will be correlated with the amplitude of the entropy perturbation, \( B \), and we can write \( P(t) = B \bar{P}(t) \), where \( \bar{P}(t) \) is a real function independent of the random variables \( e_\sigma, e_s \).

In order to quantify the correlation, we define

\[
\langle x(k) y^*(k') \rangle \equiv \frac{2\pi^2}{k^3} C_{xy} \delta(k - k').
\]

We note that in non-slow-roll scenarios the decaying modes may not be negligible on super-Hubble scales, which could affect the correlations between adiabatic and entropy perturbations.
The adiabatic and entropy power spectra are given by

\[ P_{Q_\sigma} \equiv C_{Q_\sigma Q_\sigma} \simeq \left( \frac{H_k}{2\pi} \right)^2 \left| f^2 \right| + \left| \tilde{P}^2 \right|, \tag{2.68} \]

\[ P_{\delta s} \equiv C_{\delta s \delta s} \simeq \left( \frac{H_k}{2\pi} \right)^2 \left| g^2 \right|, \tag{2.69} \]

while the dimensionless cross-correlation is given by

\[ \frac{C_{Q_\sigma \delta s}}{\sqrt{P_{Q_\sigma} \sqrt{P_{\delta s}}} \simeq \frac{g \tilde{P}}{\sqrt{g^2 \left| f^2 \right| + \left| \tilde{P}^2 \right|}}. \tag{2.70} \]

Note that the adiabatic power spectrum at late times is always enhanced if it is coupled to entropy perturbations [i.e., \( P(t) \neq 0 \), in Eq. (2.64)], as the entropy field fluctuations at Hubble-crossing provide an uncorrelated extra source.

As an illustration, we consider the correlations in the adiabatic and entropy perturbations at the start of the radiation era, produced after double inflation, as studied in Ref. [45]. The double-inflation potential for two non-interacting but massive scalar fields is:

\[ V = \frac{1}{2} m_\phi^2 \phi^2 + \frac{1}{2} m_\chi^2 \chi^2. \tag{2.71} \]

Following [36], it is possible to parametrise the background scalar field trajectory in polar coordinates when both fields are slow-rolling:

\[ \chi \simeq \sqrt{\frac{N}{2\pi G}} \sin \alpha, \quad \phi \simeq \sqrt{\frac{N}{2\pi G}} \cos \alpha, \tag{2.72} \]

where \( N = -\ln(a/a_{\text{end}}) \) is the number of e-folds until the end of inflation. The background trajectory can then be expressed as:

\[ N \simeq N_0 \frac{\sin \alpha}{(\cos \alpha)^2} \frac{1}{(R^2 - 1)}, \tag{2.73} \]

where \( R = m_\chi/m_\phi \). The scalar field position angle, \( \alpha \), can be related to the scalar field velocity angle, \( \theta \), which we used to define the adiabatic and entropy perturbations:

\[ \tan \theta \simeq -\frac{m_\chi^2}{3H_0} \sqrt{\frac{N}{2\pi G}} \tan \alpha. \tag{2.74} \]

The scalar field \( \chi \) is assumed to decay into cold dark matter while the scalar field \( \phi \) decays into radiation. The entropy/isocurvature at the start of the radiation-dominated era is described by

\[ S_{\text{rad}} \equiv \frac{\delta \rho_c}{\rho_c} - \frac{3}{4} \frac{\delta \rho_\gamma}{\rho_\gamma}. \tag{2.75} \]
In Ref. [45], it is shown how the super-Hubble perturbations in the radiation era can be determined in terms of the perturbations during the inflationary era. The fluctuations in both $\phi$ and $\chi$ fields can contribute to both the adiabatic and entropy perturbations. The adiabatic component comes directly from the comoving curvature perturbation, $R$, at the end of inflation, and is given by

$$R_{\text{rad}} \simeq -\sqrt{4\pi G} \sqrt{\frac{N_k}{k^3}} H_k \left[ (\sin \alpha_k) e_\chi(k) + (\cos \alpha_k) e_\phi(k) \right] . \quad (2.76)$$

The isocurvature perturbation at the start of the radiation-dominated era is related to the entropy perturbation between the two fields at the end of inflation [37]

$$S_{\text{rad}} \simeq -\frac{2}{3} m^2 \frac{1}{H} \left( \frac{\delta \chi}{\chi} - \frac{\delta \phi}{\phi} \right) , \quad (2.77)$$

which yields

$$S_{\text{rad}} \simeq -\sqrt{4\pi G} \sqrt{\frac{N_k}{k^3}} H_k \left[ R^4 \sec \alpha_k + \cosec \alpha_k \right] e_s(k) , \quad (2.78)$$

and

$$R_{\text{rad}} \simeq \sqrt{4\pi G} \sqrt{\frac{N_k}{k^3}} H_k \frac{R^2 \tan \alpha_k \sin \alpha_k}{\sqrt{R^2 \tan^2 \alpha_k + 1}} \times$$

$$\times \left\{ \left[ \frac{1}{R^2 \tan^2 \alpha_k} + 1 \right] e_\sigma(k) + \left[ \frac{1 - R^2}{R^2 \tan \alpha_k} \right] e_s(k) \right\} . \quad (2.79)$$

The entropy perturbation during the radiation era only depends on the entropy perturbation at Hubble-crossing during the inflationary era, while the adiabatic perturbation during the radiation era depends on both the adiabatic and entropy perturbations at Hubble-crossing. This is consistent with equations (2.52) and (2.47), showing that the entropy perturbation sources the adiabatic perturbation on super-Hubble scales, but not vice versa.

As both equations (2.78) and (2.79) depend on the random variable $e_s$, the adiabatic and entropy perturbations will be correlated, and we find

$$\frac{C_{R_{\text{rad}} S_{\text{rad}}}}{\sqrt{P_{R_{\text{rad}}}} \sqrt{P_{S_{\text{rad}}}}} \simeq \frac{(R^2 - 1) \sin 2\alpha_k}{2 \sqrt{R^4 \sin^2 \alpha_k + \cos^2 \alpha_k}} . \quad (2.80)$$

This correlation is investigated fully in [45] in terms of the usual scalar field perturbation variables. An interesting point that can easily be seen from Eq. (2.74) is that $R_{\text{rad}}$ will depend only on $e_\sigma$ if $R \equiv m_\chi/m_\phi = 1$. Thus, there will be no correlation if $R = 1$. As can be seen from Eq. (2.73), $\alpha$ will be constant for $R = 1$ and thus so will $\theta$; a straight-line background trajectory will be obtained for $R = 1$. This is consistent with Eq. (2.47), where it can be seen that the entropy component only sources the adiabatic component on large scales if $\theta \neq 0$. 
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2.4 Conclusions

We have introduced a new formalism in which to follow the evolution of adiabatic and entropy perturbations during inflation with multiple scalar fields. We decompose arbitrary field perturbations into a component parallel to the background solution in field space, termed the *adiabatic* perturbation, and a component orthogonal to the trajectory, termed the *entropy* perturbation. We have rederived the field equations in terms of these rotated fields in Eqs. (2.52) and (2.55). These show that the adiabatic perturbation on large scales can be driven by the entropy perturbation, while the entropy perturbation itself obeys a homogeneous second-order equation on super-Hubble scales. There can only be significant change in the large-scale comoving curvature perturbation if there is a non-negligible entropy perturbation, *and* if the background trajectory in field space is curved.

Our formalism can be applied to evaluate the correlation between the adiabatic and entropy perturbations at the end of inflation. As an example we considered the example of two non-interacting fields in double inflation, calculating the cross-correlation between the adiabatic and entropy perturbations.
Chapter 3

Preheating

3.1 Introduction

Standard inflationary models must end with a phase of reheating during which the inflaton, $\phi$, transfers its energy to other fields. Reheating itself may begin with a violently nonequilibrium “preheating” era, when coherent inflaton oscillations lead to resonant particle production (see [18] and refs. therein). Until recently, preheating studies implicitly assumed that preheating proceeds without affecting the spacetime metric. In particular, causality was thought to be a “silver bullet,” ensuring that on cosmologically relevant scales, the non-adiabatic effects of preheating could be ignored.

During preheating metric perturbations may be resonantly amplified on all length scales [29, 28, 65, 66]. Causality is not violated precisely because of the huge coherence scale of the inflaton immediately after inflation [29, 28] (see also [30]). Strong preheating (with resonance parameter $q \gg 1$; see Chapter 1 for overviews and notation) typically leads to resonant amplification of scalar metric perturbation modes $\Phi_k$, possibly even on super-Hubble scales (i.e., $k/aH \ll 1$).

Understanding when super-Hubble scales are amplified is crucial since preheating can lead to anisotropies in the CMB. Observational limits rule out those models that produce unbridled nonlinear growth, but models which pass the metric preheating test on COBE scales may nevertheless leave a non-adiabatic signature of preheating in the CMB.

3.2 Entropy suppression

In this section we use the entropy/adiabatic decomposition of the perturbation equations developed in Chapter 2 to investigate the dynamics of super-Hubble perturbations during a period of preheating at the end of inflation. We consider
three models, encompassed by the general effective potential

\[ V = \frac{1}{2} m^2 \phi^2 + \frac{\lambda}{4} \phi^4 + \frac{1}{2} g^2 \phi^2 \chi^2 + \tilde{g}^2 \phi^3 \chi. \]  

(3.1)

The essence of preheating lies in the parametric amplification of field perturbations due to the time-dependence of their effective mass, e.g., \( m^2 \equiv V_{\chi \chi} = g^2 \phi^2 \). In the simplest cases, the inflaton \( \phi \) simply oscillates at the end of inflation.

Preheating typically amplifies long-wavelength modes preferentially. As discussed in [29, 30, 28], amplification of super-Hubble modes does not lead to a violation of causality, due to the super-Hubble coherence of the inflaton oscillations set up by the prior inflationary phase. If \( \mathcal{R} \) is amplified on super-Hubble scales, this will alter the resulting imprint on the anisotropies of the CMB, and break the simple link between CMB observations and inflationary models.

We consider first the case where the inflaton is massive (\( m \neq 0 \)) and neglect its self-interaction (\( \lambda = 0 \)). The traditional resonance parameter for the strength of preheating at the end of inflation is

\[ q = \frac{g^2 \phi_0^2}{4m^2}, \]  

(3.2)

where \( \phi_0 \) is the initial value of \( \phi \) at the beginning of preheating. In the massive case, where modes move through the resonance bands of the Mathieu chart, and for inflation at high energies where the expansion of the universe is very vigorous, \( q \) needs to be much larger than one if the parametric resonance is to be efficient [18]. It is possible to have large \( q \) even for small coupling, \( g^2 \ll 1 \), as \( m \ll \phi_0 \sim M_{\text{Pl}} \). We can write the effective mass of the \( \chi \) during inflation as

\[ \frac{m^2_{\chi}}{H^2} \approx \frac{3q M_{\text{Pl}}^2}{\pi \phi_0^2}. \]  

(3.3)

It then follows from Eq. (3.3) that \( \chi \) must be heavy during inflation for this simple potential if efficient preheating is to be obtained.

Any change in the curvature perturbation \( \mathcal{R} \) on very large scales must be due to the presence of non-adiabatic perturbations. In [67, 68], it was shown how, if \( m^2_{\chi} \gg m^2_\phi \) during inflation with \( \lambda = 0 = \tilde{g} \), then the \( \chi \) field and hence any non-adiabatic perturbations on large scales are exponentially suppressed during inflation, and no change to \( \mathcal{R} \) occurs before backreaction ends the resonance.

However, when \( \tilde{g} \neq 0 \), the \( \chi \) field will have a nonzero vacuum expectation value (vev) during inflation even along the valley of the potential. In the slow-roll limit for \( \phi \), this vev is determined by \( V_\chi = 0 \), which gives (see Eq. 2.2)

\[ \chi \approx -\frac{g^2}{g^2 \phi}. \]  

(3.4)
The $\tilde{g}$ coupling has the effect of rotating the valley of the potential − which the attractor trajectory approximately follows − from $\chi = 0$, through an angle

$$\theta \approx -\frac{\tilde{g}^2}{g^2},$$

(3.5)

where, to ensure that the chaotic inflation scenario is not drastically altered, we assume

$$\frac{\tilde{g}}{g} \ll 1.$$  

(3.6)

The effect of $\tilde{g}$ is to change the attractor for both $\chi$ and $\delta\chi$ during inflation, since the $\chi$ and $\delta\chi$ equations of motion (Eqs. 2.2 and 2.3) gain inhomogeneous driving terms proportional to $\tilde{g}^2\phi^3$. This does not necessarily imply that $R$ will be amplified by preheating at the end of inflation as purely adiabatic perturbations along the slow-roll attractor now have a component along $\chi$ as well as $\phi$. In order to determine whether or not the evolution of the comoving curvature perturbation, $R$, on super-Hubble scales is affected, we need to follow the evolution of the entropy field perturbation $\delta s$, defined by Eq. (2.35), which gives

$$\delta s \approx \delta \chi + \frac{\tilde{g}^2}{g^2} \delta \phi.$$  

(3.7)

In the limit $\tilde{g}/g \to 0$ we recover $\delta s \to \delta \chi$. Crucially, the evolution equation (2.52) for the entropy perturbation has no inhomogeneous terms in the long-wavelength ($k \to 0$) limit, even for $\tilde{g} \neq 0$, and entropy perturbations will only be non-negligible on super-Hubble scales if the entropy field is light during inflation.

In the slow-roll limit and on large scales, the evolution equation (2.52) for the entropy perturbation has the approximate solution [69]

$$\delta s \propto a^{-3/2} \left( \frac{k}{aH} \right)^{-\nu},$$  

(3.8)

where

$$\nu^2 = \frac{9}{4} - \frac{\mu_s^2}{H^2},$$  

(3.9)

and the effective mass of the entropy field, $\mu_s$ is defined in Eq. (2.56). The power spectrum of entropy perturbations is

$$P_{\delta s} \propto H^3 \left( \frac{k}{aH} \right)^{3 - 2\Re(\nu)}.$$  

(3.10)

---

1 From Eq. (2.45) we see that $\dot{\theta} \delta s$ must be non-zero to change $R$ on large scales. Because $\dot{\theta} \approx 0$, from Eq. (3.5), the entropy remains decoupled from the adiabatic perturbation during slow-roll inflation in this model. But at the end of inflation, during preheating, $\dot{\theta} \neq 0$. 
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The real part of \( \nu \) vanishes for \( \mu_s^2/H^2 > 9/4 \), leaving a steep \( k^3 \) blue spectrum, which is exponentially suppressed with time.

Using Eqs. (2.50), (3.1), (3.5), and (3.6), one finds that

\[
\frac{\mu_s^2}{H^2} \approx \left[ 1 - 4q \left( \frac{\tilde{g}}{g} \right) \left( \frac{\phi}{\phi_0} \right)^2 \right]^{-1} \frac{3qM_{Pl}^2}{\pi^2\phi_0^2},
\]

(3.11)

\( \mu_s^2/H^2 \) has a local minimum for \( \tilde{g} = 0 \). Thus the additional \( \tilde{g} \) term in Eq. (3.1) serves to increase the entropy mass relative to the Hubble parameter, and so does not avoid the suppression of the entropy perturbation. The \( \tilde{g} \) term therefore does not significantly alter the spectral index of the spectrum of entropy perturbations, which remains steep if \( q \gg 1 \). The strongly blue spectrum implies that non-linear backreaction is dominated by small-scale modes, which go nonlinear long before the cosmological modes, implying that resonance ends before \( R \) changes [18, 67].

We have also integrated the field equations numerically to avoid relying on any slow-roll-type approximations. To numerically evaluate the entropy perturbation, one could simulate the original perturbation variables \( \delta \phi \) and \( \delta \chi \), using Eq. (2.5), and then work out \( \delta s \) algebraically via Eq. (2.35). However, this approach is prone to numerical instability when the entropy perturbation is suppressed. To illustrate this, we take \( \tilde{g} = 8 \times 10^{-3} g \) and \( g = 3.8 \times 10^5 \) After about 60 e-folds of inflation, one can see analytically that \( \delta s \sim 10^{-40} \). Numerically, \( \delta \chi \cos \theta \sim \delta \phi \sin \theta \sim 10^{-8} \) during inflation. So in order to obtain a high enough accuracy to model the suppression of \( \delta s \), we require that \( \delta \chi \cos \theta \) and \( \delta \phi \sin \theta \) have to be simulated to a relative accuracy of \( \sim 10^{-8}/10^{-40} = 10^{-32} \). This means approximately 32 significant figures are needed, which is beyond the capability of standard numerical ordinary differential equation integration routines.

If instead we use the new adiabatic and entropy field perturbations and integrate Eqs. (2.52) and (2.55), then this numerical instability does not occur, since one no longer needs to find the difference between two nearly equal quantities. Simulation results using these equations are compared with the results using the old field perturbation equations (2.5) in Fig. 3.1. The simulations show that the growth in \( R \) is driven by \( \delta s \), in concordance with Eq. (2.43). As can be seen, the numerical result using the field perturbation equations fails to track the exponential decay of the entropy during inflation and thus underestimates the delay in the growth of \( R \).

In practice, we find a similar instability if we try to construct the gauge-invariant metric perturbation, \( \Psi \), required in Eq. (2.52) in terms of the constraint Eq. (2.51). This includes the intrinsic entropy perturbation in the \( \sigma \) field, which does become small at late times/large scales, but results from the diminishing difference between finite terms. It is more stable numerically to follow the value
Figure 3.1: Numerical simulations of the entropy and comoving curvature perturbations during inflation and preheating, with $\lambda = 0$, $g = 2 \times 10^{-3}$, $\tilde{g} = 8 \times 10^{-3} g$ and $m = 10^{-6} M_{\text{pl}}$. The ‘new’ prefix indicates that the field perturbations were evaluated by numerically integrating Eqs. (2.52), and (2.55), while the ‘old’ prefix indicates that the perturbations were evaluated by integrating the original field equations (2.5). We have not included any higher-order corrections such as backreaction from small-scale perturbations which would shut down the resonant amplification of $\delta s$ at some point.

The massive inflaton potential ($m \neq 0$) safeguards the conservation of $\mathcal{R}$ by a
bootstrap effect: if preheating is strong, \( q \gg 1 \), then the entropy perturbation is heavy during inflation; on the other hand, if the entropy is light during inflation, then \( q \leq 1 \) and preheating is very weak. This is not altered by a rotation of the trajectory in field space (\( \tilde{g} \neq 0 \)) as can most quickly be seen by noting, from Eqs. (2.49) and (2.50), that
\[
V_{\sigma \sigma} + V_{ss} = V_{\phi \phi} + V_{\chi \chi} .
\]
(3.13)
Thus if the \( \chi \) field is very massive (\( V_{\chi \chi} \gg H^2 \)), we must have \( V_{\sigma \sigma} + V_{ss} \gg H^2 \).

For slow-roll inflation we require \( V_{\sigma \sigma} \ll H^2 \) and hence \( V_{ss} \gg H^2 \).

### 3.3 Unsuppressed entropy

The suppression does not necessarily occur in massless (\( m = 0 \)) self-interacting (\( \lambda \neq 0 \)) inflation models [66, 30, 70]. This latter class of models is almost conformally invariant, allowing analytical results from Floquet theory to be applied. The Floquet index, \( \mu_k \), which determines the rate of exponential growth, can reach its maximum as \( k/aH \to 0 \), when \( g^2/\lambda = 2n^2 \) for integer \( n \), thereby implying maximum growth for the longest-wavelength perturbations. Assuming slow-roll inflation driven by \( V \approx \lambda \phi^4/4 \), we see from Eq. (3.13) that \( V_{\sigma \sigma} + V_{ss} > V_{\chi \chi} = g^2\phi^2 \) and thus that the entropy field is massive (\( V_{ss} > 9H^2/4 \)) whenever
\[
\frac{g^2}{\lambda} > 8\pi \frac{\phi^2}{M_{Pl}^2} .
\]
(3.14)
However, we can have resonance at large scales for \( n = 1 \) and \( g^2/\lambda = 2 \), when the entropy field need not be heavy during inflation and no exponential suppression takes place, so that the subsequent growth of \( R \) is explosive [66]. The growth of \( R \) occurs before backreaction can shut off the resonant growth of the entropy perturbations \( \delta s \) [66, 30, 71, 70]. Although the region of parameter space around \( g^2/\lambda = 2 \) is thus ruled out, the same does not hold for \( g^2/\lambda \gg 1 \), since the entropy field is then heavy during inflation and \( \delta s \) is again suppressed.

Models where the entropy effective mass is simply very small during inflation but then becomes large at preheating can also effect large scales.

### 3.4 New cosmological effects

Beyond the effects discussed in [29, 28], metric preheating can lead to a host of interesting new effects.

- The growth of \( \zeta_k \) implies amplification of isocurvature modes in unison with adiabatic scalar modes on super-Hubble scales. Preheating thus yields the possibility of inducing a post-inflationary universe with both isocurvature and adiabatic modes on large scales. The effect of having mixtures of isocurvature and
adiabatic perturbations on the CMB is discussed in Chapter 4.

- Because the metric perturbations can go nonlinear, whether on sub- or super-Hubble scales, the corresponding $\chi$ density perturbations $\delta$ typically have non-Gaussian statistics. This is simply a reflection of the fact that $-1 \leq \delta < \infty$, so that the distribution of necessity becomes skewed and non-Gaussian. Further, when $\langle \chi \rangle = 0$ during inflation, $\chi$ perturbations in the energy density will necessarily be non-Gaussian (chi-squared distributed), even if $\delta \chi_k$ is Gaussian distributed, since stress-energy components are quadratic in the fluctuations (see e.g. [72]).

- Another new feature we can identify is the breaking of conformal invariance. Once metric perturbations become large on some scale, the metric on that scale cannot be thought of as taking the simple Friedmann-Robertson-Walker (FRW) form, and conformal invariance is lost. This is particularly important for the production of primordial magnetic fields, which are usually strongly suppressed due to the conformal invariance of the Maxwell equations in a FRW background. The coherent oscillations of the inflaton during preheating further provide a natural cradle for producing a primordial seed for the observed large-scale magnetic fields. A charged inflaton field, with kinetic term $D_\mu \phi (D^\mu \phi)^*$, will couple to electromagnetism through the gauge covariant derivative $D_\mu = \nabla_\mu - ieA_\mu$. This will naturally lead to parametric resonant amplification of the existing magnetic field, which could produce large-scale coherent seed fields on the required super-Hubble scales without fine-tuning [73]. (Note that a tiny seed field must exist during inflation due to the conformal trace anomaly and one-loop QED corrections in curved spacetime [74].)

\section{3.5 Conclusion}

The effect of preheating on the large-scale curvature perturbation has been examined using the formalism developed in Chapter 2. The mass of the entropy field during inflation is a crucial quantity. If the entropy field is heavy, then any fluctuations on large scales are suppressed to negligible values at the beginning of preheating. This squeezing of the entropy perturbation is most accurately modelled numerically using our evolution equation for the entropy perturbation. If it is estimated from the usual field equations, it may contain large numerical errors when there is a non-trivial background trajectory in field space.

For models where efficient preheating can occur with a light entropy during inflation, large scale perturbations are effected by preheating. A range of cosmological implications for such models was discussed.
Chapter 4

Correlated adiabatic and entropy perturbations and the Cosmic Microwave Background

4.1 Introduction

Increasingly accurate measurements of temperature anisotropies in the cosmic microwave background sky offer the prospect of precise determinations of both cosmological parameters and the nature of the primordial perturbation spectra. The recent Boomerang [12], DASI [13] and Maxima [14] data have shown evidence for three peaks in the CMB temperature anisotropy power spectrum as expected in inflationary scenarios. In this context the CMB data support the current ‘concordance’ model based on a spatially flat Friedmann-Robertson-Walker universe dominated by cold dark matter and a cosmological constant [75]. In addition, the CMB data no longer shows any signs of being in conflict with the big bang nucleosynthesis data [76].

In the studies which have estimated the cosmological and primordial parameters with these new data sets, only the case of purely adiabatic perturbations has been considered so far, i.e. the perturbation in the relative number densities, $\delta n/n$, of different particle species is taken to be zero. Although this assumption is justified for perturbations originating from single field inflationary models, it does not necessarily follow when there is more than one field present during inflation (see for example [23, 45, 1, 77, 78]). Other possible primordial modes are isocurvature [44, 46] (also referred to as “entropy”) modes in which the particle ratios are perturbed but the total energy density is unperturbed in the comoving gauge.

Most previous studies have examined the extent to which a statistically independent isocurvature contribution to the primordial perturbations may be constrained by CMB and large-scale structure data [18, 19]. It has recently been
shown that multi-field inflationary models in general produce correlated adiabatic and isocurvature perturbations \[45, 1, 77, 78\]. These correlations can dramatically change the observational effect of adding isocurvature perturbations \[47, 44, 46\]. Up until now, only the case of scale-invariant correlated adiabatic and entropy perturbations has been considered. Trotta et al. \[79\] found (with an earlier CMB dataset) that in this case the cold dark matter (CDM) isocurvature mode was likely to be very small if not entirely absent, though they did find that a neutrino isocurvature mode contribution \[44, 46\] was not ruled out. In this Chapter we examine whether a correlated CDM isocurvature mode is better favoured by the recent CMB data when a tilted power law spectrum is allowed.

### 4.2 Theory

Non-adiabatic perturbations are produced during a period of slow-roll inflation in the presence of two or more light scalar fields, whose effective masses are less than the Hubble rate. On sub-horizon scales, fluctuations remain in their vacuum state so that when fluctuations reach the horizon scale their amplitude is given by \(\delta \phi_{i\ast} \approx (H_{i\ast}/2\pi) \hat{a}_i\) where the subscript \(\ast\) denotes horizon-crossing and \(\hat{a}_i\) are independent normalised Gaussian random variables, obeying \(\langle \hat{a}_i \hat{a}_j \rangle = \delta_{ij}\). The total comoving curvature and entropy perturbation at any time during two-field inflation can quite generally be given in terms of the field perturbations, along and orthogonal to the background trajectory, (see Chapter 2)

\[
\begin{align*}
\hat{R} &\propto \cos \theta \, \delta \phi_1 + \sin \theta \, \delta \phi_2, \\
\hat{S} &\propto -\sin \theta \, \delta \phi_1 + \cos \theta \, \delta \phi_2,
\end{align*}
\]

(4.1)

(4.2)

where \(\theta\) is the angle of the inflaton trajectory in field space. Although the curvature and entropy perturbations are uncorrelated at horizon-crossing, any change in the angle of the trajectory, \(\theta\), will begin to introduce correlations. Further correlations may be introduced by the model dependent dynamics when inflation ends and the fields’ energy is transformed into radiation and/or dark matter. The comoving curvature perturbation, \(R_{rad}\), on large-scales during the radiation-dominated era is related to the conformal Newtonian metric perturbation, \(\Phi\), by \(R_{rad} = 3\Phi/2\). The isocurvature perturbation is

\[
S_{rad} = \frac{\delta \rho_{cdm}}{\rho_{cdm}} - \frac{3}{4} \frac{\delta \rho_{\gamma}}{\rho_{\gamma}}
\]

and remains constant on large scales until it re-enters the horizon. On large scales the CMB temperature perturbation can be expressed in terms of the primordial perturbations \[45\]

\[
\frac{\hat{\delta} T}{T} \approx \frac{1}{5} \left( \hat{R}_{rad} - 2 \hat{S}_{rad} \right).
\]

(4.3)
The general transformation of linear curvature and entropy perturbations from horizon-crossing during inflation to the beginning of the radiation era will be of the form
\[
\begin{pmatrix}
\hat{R}_{\text{rad}} \\
\hat{S}_{\text{rad}}
\end{pmatrix} = \begin{pmatrix}
1 & T_{RS} \\
0 & T_{SS}
\end{pmatrix}
\begin{pmatrix}
\hat{R}_s \\
\hat{S}_s
\end{pmatrix},
\]
(4.4)
Two of the matrix coefficients, $T_{RR} = 1$ and $T_{SR} = 0$, are determined by the physical requirement that the curvature perturbation is conserved for purely adiabatic perturbations and that adiabatic perturbations cannot source entropy perturbations on large scales [27]. The remaining terms will be model dependent. If the fields and their decay products completely thermalize after inflation then $T_{SS} = 0$ and there can be no entropy perturbation if all species are in thermal equilibrium characterised by a single temperature, $T$. This means that it is unlikely that a neutrino isocurvature perturbation could be produced by inflation unless the reheating temperature is close to that at neutrino decoupling shortly before primordial nucleosynthesis takes place. On the other hand, a cold dark matter species could remain decoupled at temperatures close to, or above, the supersymmetry breaking scale yielding $T_{SS}$. The simplest assumption being that one of the fields can itself be identified with the cold dark matter [45].

The slow evolution (relative to the Hubble rate) of light fields after horizon-crossing translates into a weak scale dependence of both the initial amplitude of the perturbations at horizon crossing, and the transfer coefficients $T_{RS}$ and $T_{SS}$. Parameterising each of these by simple power-laws over the scales of interest, requires three power-laws to describe the scale-dependence in the most general adiabatic and isocurvature perturbations,
\[
\hat{R}_{\text{rad}} = A_r k^{n_1} \hat{a}_r + A_s k^{n_3} \hat{a}_s,
\]
\[
\hat{S}_{\text{rad}} = B k^{n_2} \hat{a}_s.
\]
(4.5)

The generic power-law spectrum of adiabatic perturbations from single field inflation can be described by two parameters, the amplitude and tilt, $A$ and $n$. Uncorrelated isocurvature perturbations require a further two parameters, whereas we now have in general six parameters. The dimensionless cross-correlation
\[
\cos \Delta = \frac{\langle R_{\text{rad}} S_{\text{rad}} \rangle}{\left( \langle R_{\text{rad}}^2 \rangle \langle S_{\text{rad}}^2 \rangle \right)^{1/2}} = \frac{\text{sign}(B) \ A_s k^{n_3}}{\sqrt{A_r^2 k^{2n_1} + A_s^2 k^{2n_3}}}
\]
(4.7)
is in general scale-dependent.

### 4.3 Likelihood analysis

We will investigate in this Chapter the restricted case where all the spectra share the same spectral index and hence $\Delta$ is scale-independent. This might naturally
arise in the case of almost massless fields where the scale-dependence of the field perturbations is primarily due to the decrease of the Hubble rate during inflation, which is common to both perturbations and yields \( n_i < 0 \). In the following analysis we also allow \( n_i > 0 \), but we shall see that blue power spectra of this type are not favoured by the data.

We then have four parameters, \( A = \sqrt{A_r^2 + A_s^2} \), \( B \), \( \Delta \), and \( n \) describing the effect of correlated perturbations, where \( n = 1 + 2n_i \) is defined to coincide with the standard definition of the spectral index for adiabatic perturbations. We leave an investigation of the full six parameters for future work.

By defining the entropy-to-adiabatic ratio \( B^* = B/A \) the parameter \( A \) becomes an overall amplitude that can be marginalized analytically (see below). In the following, to simplify notation, we write \( A = 1 \) and drop the star from \( B \).

We limit the analysis to \( B > 0 \) and \( 0 < \Delta < \pi \), since there is complete symmetry under \( \Delta \to -\Delta \) and under \((B \to -B, \Delta \to \pi - \Delta)\). Further, we allow three background cosmological parameters to vary, \( \omega_b \equiv \Omega_b h^2 \), \( \omega_c \equiv \Omega_{cdm} h^2 \), and \( \Omega_\Lambda \) where \( \Omega_{b,cdm,\Lambda} \) is the density parameter for baryons, CDM and the cosmological constant, respectively. Since we assume spatial flatness, the Hubble constant is

\[
h^2 = \frac{\omega_c + \omega_b}{1 - \Omega_\Lambda}.
\]

Our aim is therefore to constrain the six parameters

\[
\alpha_i \equiv \{B, \Delta, n, \omega_b, \omega_c, \Omega_\Lambda\},
\]

by comparison with CMB observations. We consider the COBE data analysed in [80], and the recent high-resolution Boomerang [12] and Maxima data [14]. In order to concentrate on the role of the primordial spectra (and limit the numerical computation required) we will fix the reionisation history (no reionisation), neutrino masses (zero) and spatial curvature (zero). We will also neglect any contribution from tensor (gravitational wave) perturbations.

We will use a CMBFAST code [81] modified in order to allow correlated perturbations to calculate the expected CMB angular power spectrum, \( C_l \), for all parameter values. (Our \( C_l \) is defined as \( C_l = l(l+1)C_l^*/(2\pi) \) where \( C_l^* \) is the square of the multipole amplitude). The computations required can be considerably reduced by expressing the spectrum for a generic value of \( B \) and \( \Delta \) as a function of the spectra for other values. Let us denote the purely adiabatic and isocurvature spectra when \( B = 1 \) as \( [C_l]_{ad} \) and \( [C_l]_{iso} \) respectively, and the correlation term for totally correlated perturbations \( B = 1, \Delta = 0 \) as \( [C_l]_{corr} \). Then we can write the generic spectrum for arbitrary \( B \) and \( \Delta \) as

\[
C_l = [C_l]_{ad} + B^2[C_l]_{iso} + 2B \cos \Delta [C_l]_{corr}
\]

We can obtain \( [C_l]_{corr} \) from Eq. (4.8) and using any \( B \cos \Delta \neq 0 \). The library spectra \( [C_l]_{ad} \) and \( [C_l]_{iso} \) and \( [C_l]_{corr} \) can then be used to evaluate \( C_l \) for any \( B \) and
A different set of library spectra will be needed for each set of cosmological parameters. When \( n_1 \neq n_3 \) then \( \Delta \) is not generally scale independent and so it would be necessary to evaluate the shape of the cross-correlation spectra \([C_l]_{\text{corr}}\) for each form of \( \Delta(k) \), but one can always perform the scaling with respect to \( B \) analytically.

The remaining input parameters requested by the CMBFAST code are set as follows: \( T_{\text{cmb}} = 2.726 \, K, Y_{\text{He}} = 0.24, N_\nu = 3.04, \tau_c = 0 \). In the analysis of \( \tau_c \), the optical depth to Thomson scattering, was also included in the general likelihood and, in the flat case, was found to be compatible with zero at slightly more than 1\( \sigma \). Therefore here, to further reduce the parameter space, we assume \( \tau_c \) vanishes. We did not include the cross-correlation between band powers because it is not available, but it should be less than 10% according to [12]. An offset log-normal approximation to the band-power likelihood has been advocated by [80] and adopted by [12, 14], but the quantities necessary for its evaluation are not available. Since the offset log-normal reduces to a log-normal in the limit of small noise we evaluated the log-normal likelihood

\[
-2 \log L(\alpha_j) = \sum_i \frac{[Z_{\ell,t}(\ell_i; \alpha_j) - Z_{\ell,d}(\ell_i)]^2}{\sigma_{\ell}^2} \tag{4.9}
\]

where \( Z_{\ell} \equiv \log \hat{C}_{\ell} \), the subscripts \( t \) and \( d \) refer to the theoretical quantity and to the real data, \( \hat{C}_{\ell} \) are the spectra binned over some interval of multipoles centered on \( \ell_i \), \( \sigma_{\ell} \) are the experimental errors on \( Z_{\ell,d} \), and the parameters are denoted collectively as \( \alpha_j \).

The overall amplitude parameter \( A \) can be integrated out analytically using a logarithmic measure \( d \log A \) in the likelihood. Analogously, an analytic integration can get rid of the calibration uncertainty of the Boomerang and Maxima data (see [12, 14]), to obtain the final likelihood function that we discuss in the following. We neglected beam and pointing errors, but we checked that the results do not change significantly even increasing the calibration errors by 50%.

We assume a linear integration measure for all the other parameters.

In order to compare with the Boomerang and Maxima analyses we assume uniform priors as in [12], with the parameters confined in the range

- \( B \in (0, 3) \)
- \( \Delta \in (0, \pi) \)
- \( n \in (0.6, 1.4) \)
- \( \omega_b \in (0.0025, 0.08) \)
- \( \omega_c \in (0.05, 0.4) \)
- \( \Omega_\Lambda \in (0, 0.9) \).

As extra priors, the value of \( h \) is confined in the range \( (0.45, 0.9) \) and the universe age is limited to \( > 10 \, \text{Gyr} \) as in [12]. A grid of \( \sim 10,000 \) multipole CMB spectra is used as a database over which we interpolate to produce the likelihood function.

Figure 1 shows the one of the best cases in our database, corresponding to \((B, n, \omega_b, \omega_c, \Omega_\Lambda) = (0.3, 0.8, 0.02, 0.1, 0.7)\) and \( \Delta = 0 \). The case \( \Delta = \pi/4 \) provided an equally good fit. In the figure the adiabatic \(([C_l]_{\text{ad}})\), entropy \((B^2[C_l]_{\text{iso}})\)
Figure 4.1: A decomposition of the best fit spectra (solid line) which has $\Delta = 0$. The adiabatic (dashes), entropy (dash-dot) and correlation (dots) contributions are also plotted.

and correlated $(2B \cos \Delta [C_l]_{\text{corr}})$ components are shown. As can be seen, the effect of adding a positively correlated component is to reduce the height of the low-$l$ plateau relative to the acoustic peaks [17]. This is in contrast to the uncorrelated case where the addition of entropy perturbations reduces the peak height relative to the plateau.

We found a near-degeneracy between $B$ and $n$ when $\Delta = 0$: the effect of adding maximally correlated isocurvature perturbations mimics an increase in the primordial slope. This makes clear the importance of varying $n$ when studying correlated isocurvature perturbations: a lower $n$ allows a larger $B$ to be consistent with the CMB data.

In Fig. 2 we plot a series of two-dimensional likelihood functions; all the other parameters have been marginalized in turn. The contour lines of the cosmological parameters $\omega_b$ and $\omega_c$ are almost parallel to $B$ for $B < 1$. This means that the isocurvature perturbations do not alter significantly the best estimates for these cosmological parameters. On the other hand, increasing $B$ moves the region of confidence for $\Omega_\Lambda$ and of $n$ toward smaller values.

In Fig. 3 we plot the one-dimensional likelihood functions obtained by marginalizing all the remaining parameters. Panel $a$ shows that the contribution of isocurvature perturbations can be as large as the adiabatic perturbations, or even larger: we find that $B < 1.5$ to 95% c.l.. In contrast, if the isocurvature perturbations are uncorrelated, their fraction cannot exceed 70% ($B < 0.7$) to the same c.l..
It is intriguing to observe that the likelihood of $B$ peaks around 0.3: that is, a non-zero contribution of isocurvature perturbations is more likely than a vanishing contribution. In the same panel we show as a long dashed line the likelihood assuming experimental errors reduced to one third, a precision within reach of the forthcoming satellite experiments: the curve shows that this level of precision would allow the detection of a finite isocurvature contribution. Equally interesting, in panel $b$ we see that the likelihood of the correlation $\cos\Delta$ peaks near unity (maximal correlation), but has a not negligible probability everywhere in its domain. The likelihood functions for $n$ and $\Omega_\Lambda$ move toward smaller values, as anticipated, while the CDM and the baryon density estimates remain largely unaffected. The average values are

\begin{align*}
n &= 0.87 \pm 0.1, \quad \omega_b = 0.023 \pm 0.005, \\
\omega_c &= 0.12 \pm 0.04, \quad \Omega_\Lambda = 0.63 \pm 0.13.
\end{align*}
Figure 4.3: One-dimensional likelihood functions in arbitrary units. Green (light) solid lines for the purely adiabatic models (\( B = 0 \)); blue short-dashed lines for uncorrelated fluctuations (\( \cos \Delta = 0 \)); red (dark) solid lines for correlated fluctuations. See text for further explanation.

4.4 Conclusions

By contrast, Enqvist et al [49] found that a large uncorrelated isocurvature contribution is only consistent with blue tilted slopes. The reason for this difference is that correlations can cause the acoustic peak height to increase relative to the Sachs Wolfe plateau (see Fig. 1) unlike the case of independent perturbations where the relative height always decreases. Trotta et al [79] found that the CMB data was not consistent with a significant CDM isocurvature contribution because they restricted the primordial slope, \( n \), to be unity. As can be seen from Fig. 2 our \( n = 1 \) likelihood contours also indicate a very low isocurvature contribution. But when \( n \) is allowed to be less than one the isocurvature contribution can be even larger than the adiabatic contribution.

As can be seen from Figs. 2 and 3 our estimates of \( \omega_b \) and \( \omega_c \) are virtually unaffected by the addition of correlated CDM isocurvature perturbations. Thus,
in our model, the nature of the isocurvature component can be investigated almost independently of the composition of the matter component.

The main conclusion of this Chapter is that Boomerang and Maxima are consistent with a large correlated CDM isocurvature perturbation contribution when the spectral slopes are tilted to the red ($n < 1$). The higher precision of future satellite data has the potential to detect the isocurvature contribution, if any, thereby showing that inflation was not a single-field process.
Chapter 5

Non-adiabatic perturbations from brane world effects

5.1 Introduction

According to string and M-theory, gravity is a higher-dimensional theory, reducing to Einstein’s four-dimensional theory of general relativity at low enough energies. In the brane-world scenario, the standard model matter fields are confined to a 3-brane in $1 + 3 + d$ dimensions, while the gravitational field can propagate in the bulk, i.e., also in the $d$ extra dimensions, being localized at the brane at low energies. Recent developments show that the $d$ extra space dimensions need not be small, or even compact, thus allowing the intriguing possibility that corrections could occur even at TeV scales.

These exciting theoretical developments may offer a promising route towards a quantum gravity theory. However, as well as theoretical elegance, they must also pass the increasingly stringent tests provided by cosmological observations. Primarily, this involves developing higher-dimensional perturbation theory and then applying it to analyze the generation and evolution of density and tensor perturbations on the brane, leading to a prediction of the CMB anisotropies and galaxy distribution.

This is an ambitious and difficult programme, but initial steps have already been taken, at least in the case of a particular class of models that generalize the Randall-Sundrum models [20]. Large-scale adiabatic density perturbations from inflation on the brane have been computed [82] (see also [83]), using the conservation of the curvature perturbation on uniform-density hypersurfaces. This conservation follows from adiabaticity and the conservation of energy-momentum on the brane, and is independent of the form of the field equations [27]. In [82], the backreaction effect of metric fluctuations in the fifth dimension was neglected. In the general case, i.e., incorporating also the fluctuations in the nonlocal quantities that carry the bulk influence onto the brane, it has been shown that...
density perturbations contain a closed system on the brane—and thus can in prin-
ciple be evaluated purely from initial conditions on the brane, without knowledge
of bulk dynamics \[84\]. Note that not all large-scale scalar perturbations can be
computed intrinsically – the relation between the metric potentials \(A\) and \(\Psi\) is
mediated by anisotropic stress imprinted on the brane by the bulk Weyl tensor
and this stress cannot be evaluated without solving the bulk equations \[85\]. In
this Chapter, we solve the closed system described in \[84\] to find the evolution of
large-scale density perturbations on the brane. We show that extra-dimensional
effects introduce a non-adiabatic mode on the brane.

A general perturbation formalism has been developed \[86, 87\], encompassing
equations on the brane and in the bulk, and in principle able to describe all
scales. However, the general equations are extremely complicated, in particular
since the mode equations are partial differential equations. A first application of
the equations has been made to large-scale tensor perturbations from inflation
on the brane \[88\]. Unlike the scalar case, large-scale tensor perturbations cannot
be evaluated without the bulk perturbation equations.

We develop the outline argument presented first in \[84\], and analyze large-
scale density perturbations and their evolution, from after Hubble-crossing in
inflation through the radiation era. This provides part of the information needed
for predicting the large-angle scalar anisotropies generated in CMB temperature,
and seeing how the bulk effects modify general relativistic predictions. How-
ever, the Sachs-Wolfe (SW) effect cannot be computed without knowledge of the
Weyl anisotropic stress \[85\]. It is possible to estimate the SW effect by mak-
ing assumptions about the Weyl anisotropic stress \[89\], but a complete solution
requires solving the full 5D perturbation problem.

We show that in general, the perturbation \(\Phi\) (a covariant analog of the
Bardeen metric perturbation) is no longer constant during high-energy inflation,
but grows. However, \(\Phi\) is constant during the radiation era, as in general
relativity, except at most in the early radiation era, if the energy density is still
high relative to the brane tension.

5.2 Brane dynamics

We follow the 1+3 covariant approach and notation of \[84\] which is different
from (but ultimately equivalent to) the metric-based approach to perturbations
described in Chapter 2. The 5-dimensional (bulk) field equations are

\[
\widetilde{G}_{AB} = \kappa^2 \left[ -\Lambda g_{AB} + \delta(\chi) \left\{ -\lambda g_{AB} + T_{AB} \right\} \right],
\]

where tildes denote the bulk generalization of standard general relativity quan-
tities, and \(\kappa^2 = 8\pi/\widehat{M}_p^3\), where \(\widehat{M}_p\) is the fundamental 5-dimensional Planck
mass, which is typically much less than the effective Planck mass on the brane,
$M_p = 1.2 \times 10^{19}$ GeV. The brane is given by $\chi = 0$, so that a natural choice of coordinates is $x^A = (x^\mu, \chi)$, where $x^\mu = (t, x^i)$ are spacetime coordinates on the brane and the brane a moving hypersurface. The brane tension is $\lambda$, and $g_{AB} = \tilde{g}_{AB} - n_A n_B$ is the induced metric on the brane, with $n_A$ the spacelike unit normal to the brane. Standard-model matter fields confined to the brane make up the brane energy-momentum tensor $T_{AB}$ (with $T_{AB} n^B = 0$). The bulk cosmological constant $\tilde{\Lambda}$ is negative, and is the only 5-dimensional stress energy. (See [10] for the modification of this approach in the case where there is also a scalar field in the bulk.)

The most general background bulk with homogeneous and isotropic induced metric on the brane is the 5-dimensional Schwarzschild-anti-de Sitter metric [91], with the black hole mass leading to an effective radiation-like correction to the Friedmann equation on the brane [92].

The field equations induced on the brane are derived via an elegant geometric approach in [93], leading to new terms that carry bulk effects onto the brane:

$$G_{\mu\nu} = -\Lambda g_{\mu\nu} + \kappa^2 T_{\mu\nu} + \tilde{\kappa}^4 S_{\mu\nu} - \mathcal{E}_{\mu\nu},$$

where $\kappa^2 = 8\pi/M_p^2$. The various energy scales are related to each other via

$$\lambda = \frac{6\kappa^2}{\tilde{\kappa}^4}, \quad \Lambda = \frac{1}{2}\kappa^2 \left(\tilde{\Lambda} + \frac{1}{6}\tilde{\kappa}^2 \lambda^2\right),$$

and the high-energy regime is $\rho \gtrsim \lambda$. Bulk corrections to the Einstein equations on the brane are of two forms: firstly, the matter fields contribute local quadratic energy-momentum corrections via the tensor $S_{\mu\nu}$, and secondly, there are nonlocal effects from the free gravitational field in the bulk, transmitted via the projection $\mathcal{E}_{\mu\nu}$ of the bulk Weyl tensor. The matter corrections are given by

$$S_{\mu\nu} = \frac{1}{12} T_{\alpha}{}^{\alpha} T_{\mu\nu} - \frac{1}{4} T_{\mu\alpha} T^{\alpha}{}_{\nu} + \frac{1}{24} g_{\mu\nu} \left[3 T_{\alpha\beta} T^{\alpha\beta} - (T_{\alpha}{}^{\alpha})^2\right].$$

The projection of the bulk Weyl tensor is

$$\mathcal{E}_{AB} = \tilde{C}_{ACBD} n^C n^D,$$

which is symmetric and traceless and without components orthogonal to the brane, so that $\mathcal{E}_{AB} n^B = 0$ and $\mathcal{E}_{AB} \rightarrow \mathcal{E}_{\mu\nu} g_A^{\mu} g_B^{\nu}$ as $\chi \rightarrow 0$.

The Weyl tensor $\tilde{C}_{ABCD}$ represents the free, nonlocal gravitational field in the bulk, i.e., the part of the field that is not directly determined at each point by the energy-momentum tensor at that point. The local part of the bulk gravitational field is the Einstein tensor $\tilde{G}_{AB}$, which is determined locally via the bulk field equations ([5,1]). Thus $\mathcal{E}_{\mu\nu}$ transmits nonlocal gravitational degrees of freedom from the bulk to the brane, including tidal (or Coulomb), gravito-magnetic and transverse traceless (gravitational wave) effects [84].
If $u^\mu$ is the 4-velocity comoving with matter (which we assume is a perfect fluid or minimally-coupled scalar field), we can decompose the nonlocal term as

$$E_{\mu\nu} = -\frac{6}{\kappa^2\lambda} \left[ U (u_\mu u_\nu + \frac{1}{3} h_{\mu\nu}) + P_{\mu\nu} + Q_{\mu} u_\nu + Q_\nu u_\mu \right], \quad (5.6)$$

where $h_{\mu\nu} = g_{\mu\nu} + u_\mu u_\nu$ projects into the comoving rest-space. Here

$$U = -\frac{1}{6} \kappa^2 \lambda \varepsilon_{\mu\nu} u^\mu u^\nu$$

is an effective nonlocal energy density on the brane (which need not be positive), arising from the free gravitational field in the bulk. It carries Coulomb-type effects from the bulk onto the brane. There is an effective nonlocal anisotropic stress

$$P_{\mu\nu} = -\frac{1}{6} \kappa^2 \lambda \left[ h_\mu^\alpha h_\nu^\beta - \frac{1}{3} h^{\alpha\beta} h_{\mu\nu} \right] \varepsilon_{\alpha\beta}$$

on the brane, which carries Coulomb, gravito-magnetic and gravitational wave effects of the free gravitational field in the bulk. The effective nonlocal energy flux on the brane,

$$Q_\mu = \frac{1}{6} \kappa^2 \lambda h_\mu^\alpha \varepsilon_{\alpha\beta} u^\beta,$$

carries Coulomb and gravito-magnetic effects from the free gravitational field in the bulk. (Note that there is no energy flux in the bulk, and thus no transfer of energy between bulk and brane; this situation changes if bulk scalar fields are present \[87, 90\].)

### 5.3 Local and nonlocal conservation equations

The local and nonlocal bulk modifications may be consolidated into an effective total energy-momentum tensor:

$$G_{\mu\nu} = -\Lambda g_{\mu\nu} + \kappa^2 T^\text{tot}_{\mu\nu}, \quad (5.7)$$

where

$$T^\text{tot}_{\mu\nu} = T_{\mu\nu} + \frac{6}{\lambda} S_{\mu\nu} - \frac{1}{\kappa^2 \lambda} \varepsilon_{\mu\nu}.$$  \(5.8\)

The effective total energy density, pressure, anisotropic stress and energy flux are

$$\rho^\text{tot} = \rho \left( 1 + \frac{\rho}{2\lambda} \right) + \frac{6U}{\kappa^4 \lambda},$$

$$p^\text{tot} = p + \frac{\rho}{2\lambda} (\rho + 2p) + \frac{2U}{\kappa^4 \lambda},$$

$$\pi^\text{tot}_{\mu\nu} = \frac{6}{\kappa^4 \lambda} P_{\mu\nu},$$

$$q^\text{tot}_\mu = \frac{6}{\kappa^4 \lambda} Q_\mu.$$  \(5.12\)
The brane energy-momentum tensor separately satisfies the conservation equations, \( \nabla^{\nu} T_{\mu\nu} = 0 \), giving
\[
\dot{\rho} + \Theta (\rho + p) = 0, \tag{5.13}
\]
\[
D_\mu p + (\rho + p) A_\mu = 0, \tag{5.14}
\]
where a dot denotes \( u^\nu \nabla_\nu \), \( \Theta = D_\mu u^\mu \) is the volume expansion rate of the \( u^\mu \) congruence, \( A_\mu = \dot{u}_\mu \) is its 4-acceleration, and \( D_\mu \) is the projected covariant spatial derivative. The Bianchi identities on the brane imply that the projected Weyl tensor obeys the constraint
\[
\nabla^\mu \mathcal{E}_{\mu\nu} = \frac{6 \kappa^2}{\lambda} \nabla^\mu S_{\mu\nu}. \tag{5.15}
\]
This shows how nonlocal bulk effects are sourced by local bulk effects, which include spatial gradients and time derivatives: evolution and inhomogeneity in the matter fields can generate nonlocal gravitational effects in the bulk, which back-react on the brane. The brane energy-momentum tensor and the consolidated effective energy-momentum tensor are both conserved separately. Conservation of \( T_{\mu\nu} \) gives, upon using Eqs. (5.9)–(5.14), propagation equations for the nonlocal energy density \( \mathcal{U} \) and energy flux \( Q_\mu \). In linearized form, these are
\[
\dot{\mathcal{U}} + \frac{4}{3} \Theta \mathcal{U} + D^\mu Q_\mu = 0, \tag{5.16}
\]
\[
\dot{Q}_\mu + 4H Q_\mu + \frac{4}{3} D_\mu \mathcal{U} + \frac{4}{3} \mathcal{U} A_\mu \\
+ D^\nu P_{\mu\nu} = -\frac{1}{6} \kappa^4 (\rho + p) D_\mu \rho, \tag{5.17}
\]
where \( H = \dot{a} / a \) (\( = \frac{1}{3} \Theta \)) is the Hubble rate in the background. The nonlocal tensor mode, which is the part of \( P_{\mu\nu} \) that satisfies \( D^\nu P_{\mu\nu} = 0 \neq P_{\mu\nu} \), does not enter the nonlocal conservation equations. Furthermore, there is no evolution equation at all for \( P_{\mu\nu} \), reflecting the fact that in general the equations do not close on the brane, and one needs bulk equations to determine brane dynamics. There are bulk degrees of freedom whose impact on the brane cannot be predicted by brane observers, for example, incoming gravitational radiation from the bulk. The evolution of the nonlocal energy density and flux, which carry scalar and vector modes of the bulk gravitational field, is determined on the brane, while the evolution of the nonlocal anisotropic stress, which carries scalar, vector and tensor modes of the bulk field, is not.

The generalized Raychaudhuri equation on the brane in linearized form is
\[
\dot{\Theta} + \frac{1}{3} \Theta^2 - D^\mu A_\mu + \frac{1}{2} \kappa^2 (\rho + 3p) - \Lambda \\
= -\frac{1}{2} \kappa^2 (2\rho + 3p) \frac{\rho}{\lambda} - \frac{6 \mathcal{U}}{\kappa^2 \lambda}, \tag{5.18}
\]
where the general relativistic case is recovered when the right-hand side is set to
zero. In the background, this gives
\[ 
\dot{H} = -H^2 - \frac{\kappa^2}{6} \left[ \rho + 3p + \frac{\rho}{2\lambda}(2\rho + 3p) \right] 
+ \frac{1}{3} \Lambda - \frac{2}{\kappa^2 \lambda} U_o \left( \frac{a_o}{a} \right)^4 ,
\]
(5.19)
where the solution for \( U \) follows from Eq. (5.16), \( a_o \) is the initial scale factor and \( U_o = U(a_o) \). The first integral of this equation is the generalized Friedmann equation on the brane:
\[ 
H^2 = \frac{\kappa^2}{3} \rho \left( 1 + \frac{\rho}{2\lambda} \right) - \frac{1}{3} \Lambda + \frac{K}{a^2} - \frac{2}{\kappa^2 \lambda} U_o \left( \frac{a_o}{a} \right)^4 ,
\]
(5.20)
where \( K = 0, \pm 1 \). Local bulk effects modify the background dynamics. In particular, inflation at high energies \( (\rho \gtrsim \lambda) \) proceeds at a higher rate than the corresponding rate in general relativity. This introduces important changes to the dynamics of the early universe \[82, 83, 94\], and accounts for an increase in the amplitude of scalar and tensor fluctuations at Hubble-crossing \[82, 88\].

Using Eqs. 5.20 and 5.19 the condition for inflation becomes \[82\]
\[ 
w < -\frac{1}{3} \left( \frac{2\rho + \lambda}{\rho + \lambda} \right) ,
\]
(5.21)
where \( w = p/\rho \). As \( \rho/\lambda \to \infty \), we have \( w < -\frac{2}{3} \), while the general relativity condition \( w < -\frac{1}{3} \) is recovered as \( \rho/\lambda \to 0 \).

If \( U_o = 0 \), i.e., if the background bulk is conformally flat, then Eqs. (5.19) and (5.10) show that the effective equation of state index for the total energy-momentum tensor is
\[ 
w^{\text{tot}} \equiv \frac{p^{\text{tot}}}{\rho^{\text{tot}}} = \frac{w + 1 + 2w \rho/2\lambda}{1 + \rho/2\lambda} \approx 1 + 2w ,
\]
(5.22)
where the last equality holds at very high energies \( (\rho \gg \lambda) \). Thus for slow-roll inflation, \( w^{\text{tot}} \) and \( w \) are both close to \(-1\). The high-energy inflation condition \( w < -\frac{2}{3} \) is \( w^{\text{tot}} < -\frac{1}{3} \). During high-energy reheating with \( w \approx 0 \) on average, we have \( w^{\text{tot}} \approx 1 \), so that the effective equation of state is stiff, while high-energy radiation-domination \( (w = \frac{1}{3}) \) has \( w^{\text{tot}} \approx \frac{5}{3} \), i.e., an ultra-stiff effective equation of state. The effective sound speed at very high energies is also altered:
\[ 
(c_s^2)^{\text{tot}} \equiv \frac{\dot{p}^{\text{tot}}}{\dot{\rho}^{\text{tot}}} \approx c_s^2 + w + 1 ,
\]
(5.23)
where \( c_s^2 = \dot{p}/\dot{\rho} \).
5.4 Scalar perturbations on the brane

When the vorticity of the fluid vanishes, scalar perturbations are covariantly (as well as gauge-invariantly and locally) characterized as the case when all perturbed quantities are expressible as spatial gradients of scalars. In particular, the nonlocal perturbed bulk effects are described by \( D_\mu U \) and \( P_{\mu\nu} = \left[ h_\mu^{\alpha} h_\nu^{\beta} - \frac{1}{3} h^{\alpha\beta} h_{\mu\nu} \right] D_\alpha D_\beta P \). \( (5.24) \)

Note that the nonlocal traceless mode has spatial divergence \( (5.24) \):
\[
D_\nu P_{\mu\nu} = \frac{2}{3} D^2 (D_\mu P).
\]

The bulk gravitational field affects scalar perturbations via scalar Coulomb modes, given by the spatial gradients of the ‘potentials’ \( U, Q \) and \( P \).

For adiabatic matter perturbations the 4-acceleration is \( (5.25) \):
\[
A_\mu = -\frac{c_s^2}{\rho(1+w)} D_\mu \rho.
\]

The gradients \( (5.26) \):
\[
\Delta_\mu = a_D_\rho, \quad Z_\mu = a D_\mu \Theta,
\]
describe inhomogeneities in the matter and expansion \( (5.26) \), and the dimensionless gradients describing inhomogeneity in the nonlocal quantities are \( (5.27) \):
\[
U_\mu = \frac{a}{\rho} D_\mu U, \quad Q_\mu = \frac{1}{\rho} D_\mu Q, \quad P_\mu = \frac{1}{a\rho} D_\mu P.
\]

The spatial gradient of the conservation equations \( (5.13), (5.16) \) and \( (5.17) \), and the generalized Raychaudhuri equation \( (5.18) \), leads to a system of equations for these gradient quantities \( (5.18) \). The gradients define scalars via their comoving divergences:
\[
F \equiv aD^\mu F_\mu, \quad \text{with} \quad F = \Delta, Z, U, Q, P,
\]
where \( \Delta \) is a covariant analog of the Bardeen density perturbation \( \epsilon_m \) (see Eq. \( (2.10) \)). Then the system of equations governing scalar perturbations on the brane follows.
from the gradient system given in [84] as
\[
\dot{\Delta} = 3wH\Delta - (1 + w)Z, \tag{5.29}
\]
\[
\dot{Z} = -2HZ - \left( \frac{c_s^2}{1 + w} \right) D^2\Delta - \left( \frac{6\rho}{\kappa^2\lambda} \right) U
\]
\[
- \frac{1}{2}\kappa^2\rho \left[ 1 + (4 + 3w)^\frac{\rho}{\lambda} - \left( \frac{2c_s^2}{1 + w} \right) \frac{6U}{\kappa^4\lambda\rho} \right] \Delta, \tag{5.30}
\]
\[
\dot{U} = (3w - 1)HU - \left( \frac{4e_s^2}{1 + w} \right) \left( \frac{U}{\rho} \right) H\Delta
\]
\[
- \left( \frac{4U}{3\rho} \right) Z - aD^2Q, \tag{5.31}
\]
\[
\dot{Q} = (1 - 3w)HQ - \frac{1}{3a}U - \frac{2}{3}aD^2P
\]
\[
+ \frac{1}{6a} \left[ \left( \frac{8c_s^2}{1 + w} \right) \frac{U}{\rho} - \kappa^4\rho(1 + w) \right] \Delta. \tag{5.32}
\]

In general relativity, only the first two equations apply, with \(\lambda^{-1}\) set to zero in Eq. (5.30). In this case we can decouple the density perturbations via a second-order equation for \(\Delta\), whose independent solutions are adiabatic growing and decaying modes. Local bulk effects modify the background dynamics, while non-local bulk effects introduce new fluctuations. This leads to fundamental changes to the simple general relativity picture. There is no equation for \(\dot{P}\), so that in general, scalar perturbations on the brane cannot be predicted by brane observers without additional information from the unobservable bulk. Thus in general, one must solve also the scalar perturbations in the bulk in order to determine the perturbation evolution on the brane.

However, there is a crucially important exception to this, arising from the fact that \(P\) only occurs in Eqs. (5.29)–(5.32) via the Laplacian term \(D^2P\). We can use the shear propagation equation on the brane [84] to provide an order-of-magnitude comparison of \(P\) with \(\Delta\):
\[
\dot{\sigma}_{\mu\nu} + 2H\sigma_{\mu\nu} + E_{\mu\nu} + D_{(\mu}A_{\nu)} = \frac{3}{\kappa^2\lambda}P_{\mu\nu},
\]
where \(E_{\mu\nu}\) is the electric Weyl tensor on the brane. This equation, together with Eqs. (5.24) and (5.25) shows that
\[
\frac{1}{\kappa^2\lambda}|D^2P| \sim \frac{1}{\rho}|D^2\rho|,
\]
and then Eqs. (5.26)–(5.28) imply
\[
|P| \sim \frac{\kappa^2\lambda}{a^2\rho}|\Delta|.
\]
Then
\[ |aD^2P| \sim \frac{k^2}{a^2 H^2} \frac{\kappa^4 \rho}{a} |\Delta| , \]
on using the high-energy Friedmann equation \((H^2 \sim \kappa^2 \rho^2/\lambda)\). Thus, for \(k \ll aH\), i.e. on large scales, well beyond the Hubble horizon, we can neglect the \(D^2P\) term in Eq. (5.32) relative to the \(\Delta\) term. Thus on large scales, the system closes on the brane, and brane observers can predict scalar perturbations from initial conditions intrinsic to the brane, without the need to solve the bulk perturbation equations. Note that the \(D^2Q\) term in Eq. (5.31) may also be neglected relative to the \(U\) term. This follows from the shear constraint equation [84]

\[ D^\nu \sigma_{\mu\nu} - \frac{2}{3} D_\mu \Theta = -\frac{6}{\kappa^2 \lambda} Q_\mu , \]
which gives, on taking the divergence,
\[ |Q| \sim \frac{\kappa^2 \lambda}{a \rho} |Z| \sim \frac{1}{a H} |U| , \]
where the last relation follows from Eq. (5.30). Thus
\[ |aD^2Q| \sim \frac{k^2}{a^2 H^2} (H|U|) \]
and so we may neglect the \(D^2Q\) term in Eq. (5.31) relative to the \(U\) term. The system Eqs. (5.29)–(5.32) then reduces to 3 coupled equations in \(\Delta, Z\) and \(U\), plus a decoupled equation for \(Q\), which determines \(Q\) once the other 3 quantities are solved for. Thus there are in general 3 modes of large-scale density perturbations: a non-adiabatic mode is introduced by bulk effects. This mode is carried by fluctuations \(U\) in the nonlocal energy density \(U\), which are present even if \(U\) vanishes in the background. The fluctuations \(Q\) and \(P\) in the nonlocal energy flux and anisotropic stress do not affect the density perturbations on very large scales.

In qualitative terms, we can interpret these general results as follows. Bulk effects lead to an effective total energy-momentum tensor that is non-adiabatic. From Eqs. (5.9) and (5.10), we find a measure of the total effective non-adiabatic pressure perturbation, which is the covariant analog of \(\delta p^{tot} - (c_s^2)_{tot} \delta \rho^{tot}: \)
\[ aD_{\mu} p^{tot} - (c_s^2)^{tot} aD_{\mu} \rho^{tot} = \frac{6H \rho}{\kappa^4 \rho^{tot} \lambda} \left( 1 + \frac{\rho}{\lambda} \right) \times \]
\[ \times \left[ \frac{1}{3} - c_s^2 - \frac{\rho + p}{\rho + \lambda} \right] \{ 4U \Delta_{\mu} - 3(\rho + p)U_{\mu} \} . \] (5.33)
In addition, Eqs. (5.11) and (5.12) show that non-adiabatic stresses and fluxes are also present, due to nonlocal bulk effects. From this viewpoint, it is not surprising
that non-adiabatic modes arise in the density perturbations. An analysis of the non-adiabatic large scale mode in terms of the curvature perturbation is given in [85].

Note that an alternative interpretation is also possible. We can regard the nonlocal bulk effects as constituting a radiative "Weyl" fluid, with energy-momentum tensor $-\kappa^{-2}\mathcal{E}_{\mu\nu}$. This Weyl fluid has non-adiabatic stresses $\mathcal{P}_{\mu\nu}$, and is in motion relative to the matter fluid, with relative velocity parallel to $Q_{\mu}$. Although the matter fluid obeys energy-momentum conservation, the Weyl fluid does not; the momentum balance equation (5.17) shows that density inhomogeneity in the matter fluid sources a momentum transfer to the Weyl fluid.

Whatever intuitive interpretation we adopt, the concrete result is that large-scale density perturbations on the brane may be determined without knowledge of the bulk, and acquire a non-adiabatic mode due to effects from the free gravitational field in the bulk.

5.5 Large-scale density perturbations

We rewrite the coupled system for large-scale perturbations by introducing two useful new quantities. We define, following [95],

$$\Phi = \kappa^2 \rho a^2 \Delta, \quad (5.34)$$

which is a covariant analog of the Bardeen metric potential $\Phi_H$ (see Chapter 2), and the covariant local curvature perturbation

$$C = a D^\mu C_\mu, \quad C_\mu = a^3 D_\mu R^\perp, \quad (5.35)$$

where $R^\perp$ is the Ricci curvature of the surfaces orthogonal to $u^\mu$. (Note that these surfaces are in general shearing, and non-uniform in $\rho, \Theta, U$ and $R^\perp$.)

Then the coupled system for density perturbations, Eqs. (5.29)–(5.31), can be rewritten on large scales as

$$\dot{\Phi} = -H \left[ 1 + \frac{(1 + w)\kappa^2 \rho}{2H^2} \left( 1 + \frac{\rho}{\lambda} \right) \right] \Phi$$

$$+ \frac{(1 + w)\kappa^2 \rho}{4H} C - \frac{3(1 + w)a^2 \rho^2}{\lambda H} U, \quad (5.36)$$

$$\dot{C} = - \frac{72c_s^2 H U}{(1 + w)\lambda \kappa^2 \rho} \Phi, \quad (5.37)$$

$$\dot{U} = H \left[ 3w - 1 - \frac{4U}{\kappa^2 \lambda H^2} \right] U + \left( \frac{U}{3a^2 H \rho} \right) C$$

$$- \frac{2U}{3a^2 H \rho} \left[ 1 + \frac{\rho}{\lambda} + \frac{6c_s^2 H^2}{(1 + w)\kappa^2 \rho} \right] \Phi. \quad (5.38)$$
The general relativistic case is recovered when we set $\lambda^{-1}$, $U$ and $U$ to zero; in this case, Eq. (5.38) falls away, and Eq. (5.37) reduces to
\[ C = C_o, \quad \dot{C}_o = 0, \] (5.39)
which expresses conservation of the covariant curvature perturbation along each fundamental world-line. The value of $C_o$ will in general vary from world-line to word-line, so that its conservation is local, and is not an indicator of purely adiabatic perturbations. (In general relativity, $\dot{C} = 0$ on large scales for a flat background even when there are non-adiabatic perturbations [95].) Bulk effects destroy the local conservation of $C$ in general, by Eq. (5.37).

However, there is an important special case when local conservation is regained: when the nonlocal energy density $U$ vanishes in the background. This does not mean that fluctuations in the nonlocal energy density are zero, i.e., we still have $U \neq 0$ in general. It can be argued that vanishing $U$ in the background is more natural, if one believes that the bulk background should be conformally flat, and thus strictly anti-de Sitter. (Quantum effects may nucleate a black hole in the bulk [96], in which case the Schwarzschild-anti de Sitter bulk, with $U_o$ proportional to the black hole mass, would be a natural background.) From now on, we will assume a conformally flat background bulk and a spatially flat brane background; thus $U_o = 0 = K$ in the background generalized Friedmann equation (5.20). Equation (5.33) shows that the non-adiabatic total pressure perturbation is then proportional to $(\rho/\lambda)U$, which will be enhanced at high energies and suppressed at low energies.

When $U = 0$ in the background, Eq. (5.39) holds, and Eq. (5.38) gives
\[ U = U_o f, \quad \dot{U}_o = 0, \quad f = \exp \int_{a_o}^a (3w - 1)\, d\ln a. \] (5.40)
This shows that $U$ rapidly redshifts away during inflation, so that non-adiabatic effects from nonlocal bulk influence are small. By contrast, the modifications to the background dynamics from local bulk effects are strong during inflation at high energy.

The key equation (5.36) becomes
\[ \frac{d\Phi}{dN} + \left[ 1 + \frac{(1 + w)\kappa^2 \rho}{2H^2} \left( 1 + \frac{\rho}{\lambda} \right) \right] \Phi = \left[ \frac{(1 + w)\kappa^2 \rho}{4H^2} \right] C_o - \left[ \frac{3(1 + w)a_o^2 \rho^2}{\lambda H^2} \right] e^{2N} f U_o, \] (5.41)
where $N = \ln(a/a_o)$ is the number of e-folds. We have thus reduced the coupled system to one simple inhomogeneous linear equation, which may be integrated along the fundamental world-lines. Along each world-line, the constancy of $C_o$ and $\dot{U}_o$ allows us to track the change in $\Phi$ as $w$ changes, from inflationary behavior through to radiation- and matter-domination.
We can perform a qualitative analysis of the evolution of $\Phi$ as follows. Substituting $H^2$ from the generalized Friedman Eq. (5.20) into Eq. (5.41) and setting $U_0$, $K$ and $\Lambda$ to zero gives

$$\frac{d\Phi}{dN} + \left(1 + \frac{3}{2} (1 + w) \left(1 + \frac{\rho}{\lambda}\right) \left(1 + \frac{1}{2} \frac{\rho}{\lambda}\right)^{-1}\right) \Phi$$

$$= \frac{3}{4} (1 + w) C_0 \left(1 + \frac{1}{2} \frac{\rho}{\lambda}\right)^{-1}$$

$$- 9 (1 + w) a_0^2 \rho e^{N(1+3w)} U_0 \lambda^{-1} \kappa^{-2} \left(1 + \frac{1}{2} \frac{\rho}{\lambda}\right)^{-1}$$

(5.42)

For high-energy inflation $\rho \gg \lambda$ and so we can approximate Eq. (5.42) by

$$\frac{d\Phi}{dN} + (4 + 3 w) \Phi = \frac{3}{2} \left(1 + w\right) C_0 \lambda \rho - 18 \left(1 + w\right) a_0^2 e^{N(1+3w)} U_0 \kappa^2$$

(5.43)

As it is slow-roll inflation, we can assume $w$ and $\rho$ are constant when solving this equation. This gives

$$\Phi \approx \left(1 + w\right) \left(\frac{3}{2} \frac{\lambda C_0}{(4 + 3 w) \rho} - 18 \frac{U_0 a_0^2 e^{N(1+3w)}}{(5 + 6 w) \kappa^2}\right) + e^{(-4-3w)N} C_1$$

(5.44)

where $C_1$ is an integration constant. Using $w \approx -1$ and dropping the exponentially decaying terms this gives

$$\text{high-energy inflation: } \Phi \approx \frac{3}{2} (1 + w) C_0 \frac{\lambda}{\rho}.$$  

(5.45)

For the general relativity limit we use $\lambda \gg \rho$ and then following the same procedure as for the high energy case we get

$$\Phi_{gr} \approx \frac{3}{4} (1 + w) C_0.$$  

(5.46)

In general relativity, $\Phi$ remains constant on large scales during slow-roll inflation, independent of the form of the inflaton potential. In the brane-world, $\Phi$ is slowly increasing during high-energy slow-roll inflation, since $\Phi \sim \rho^{-1}$ and $\rho$ is slowly decreasing. This qualitative analysis is confirmed by the numerical integration of a simple phenomenological model shown in Fig. 1. We have modelled a smooth transition from inflation to radiation by $w = \frac{1}{3} [(2 - \alpha) \tanh(N - 50) - (1 - \alpha)]$, where $\alpha$ is a small positive parameter (chosen as $\alpha = 0.1$ in the plot). For more realistic models, i.e., where $V(\varphi)$ is specified, the evolution of $\Phi$ may be more complicated than shown in Fig. 1. For $\rho_0/\lambda \gg 1$, Eq. (5.49) shows that inflation ends at $N = 50 - 2 \ln[(1 - 2a)/3] \approx 47.4$, and at $N = 50$ in general relativity. Only the lowest curve still has $\rho/\lambda \gg 1$ at the start of radiation-domination ($N$ greater than about 53), and one can see that $\Phi$ is still growing, as confirmed by Eq. (5.49).
During reheating, in periods when \( w \) is approximately constant on average (for example, \( w \approx 0 \) for \( V = \frac{1}{2} m^2 \phi^2 \)), Eqs. (5.13) and (5.41) imply
\[
\text{high-energy } w \approx \text{constant reheating:} \quad \Phi \approx \frac{3(1 + w)}{2(7 + 6w)} \frac{\lambda}{\rho_0} C_o e^{3(1+w)N} + \text{const}. \tag{5.47}
\]
Thus high-energy \( w \approx \text{constant reheating} \) on the brane produces amplification of \( \Phi \), unlike general relativity, where \( \Phi \) remains constant on large scales during \( w \approx \text{constant reheating} \):
\[
\Phi_{\text{gr}} \approx \frac{3(1 + w)}{2(5 + 3w)} C_o. \tag{5.48}
\]
In the radiation era, the energy density redshifts rapidly, so that \( \rho \) quickly falls below the brane tension \( \lambda \). If the energy density at the end of reheating is high enough, then at the start of radiation-domination we have \( \rho \gg \lambda \), and we find that \( \Phi \) is amplified during high-energy radiation domination:
\[
\text{high-energy radiation: } \Phi \approx \frac{2}{9} \frac{\lambda}{\rho_0} C_o e^{4N} + \text{const}. \tag{5.49}
\]
At low energies on the brane, or in general relativity, we find that \( \Phi \) is constant:
\[
\text{low-energy radiation: } \Phi \approx \Phi_{\text{gr}} \approx \frac{1}{3} C_o. \tag{5.50}
\]
This qualitative result is confirmed in Fig. 1. After the radiation era, the energy scale has fallen well below the brane tension, so that in the matter era, we recover the general relativity result:
\[
\text{matter era: } \Phi \approx \Phi_{\text{gr}} \approx \frac{3}{10} C_o. \tag{5.51}
\]
In general relativity, the constancy of \( \Phi \) during slow-roll inflation and radiation- and matter-domination allows one to estimate the amplification in \( \Phi \). CMB large-angle anisotropies as measured by COBE place limits on the amplified \( \Phi \), and this in turn places constraints on the inflationary potential, since the potential determines the initial value of \( \Phi \). This simple picture is complicated by high-energy and non-local effects in the brane-world. Further discussion of large-angle CMB anisotropies on the brane is given in [85].

### 5.6 Conclusions

Using the 1+3 covariant formalism developed in [84], we have analyzed the evolution of large-scale density perturbations on the brane. Density inhomogeneity
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Figure 5.1: The evolution of $\Phi$ along a fundamental world-line for a mode that is well beyond the Hubble horizon at $N = 0$, about 50 e-folds before inflation ends, and remains super-Hubble through the radiation era. Labels on the curves indicate the value of $\rho_o/\lambda$, so that the general relativistic solution is the dashed curve ($\rho_o/\lambda = 0$).
on the brane generates Weyl curvature in the bulk, which in turn backreacts on the brane, in the form of a nonlocal energy-momentum tensor. Fluctuations in the nonlocal energy density induce a non-adiabatic mode in large-scale density perturbations. The fluctuations in the nonlocal energy flux are decoupled from the density perturbations, while the nonlocal anisotropic stress plays no role on large scales. This latter feature is what closes the system of brane density perturbation equations, allowing brane observers to evaluate the perturbations on the brane without solving for the bulk perturbations.

We showed that the local and nonlocal bulk effects arising during high-energy inflation, and any high-energy start to the radiation era, modify the simple picture of general relativity. The local covariant version of the metric perturbation, i.e., $\Phi$, is no longer constant on large scales during these regimes. We gave a rough estimate for slow-roll inflation in Eq. (5.45). Numerical integration will be required for the more complicated case, not investigated here, when the background bulk is not conformally flat, i.e., when the nonlocal energy density $U$ does not vanish in the background. In this case, the coupled system of equations (5.36)–(5.38) can no longer be reduced to one equation, since $C$ and $U$ are no longer locally conserved.

The formalism we have used is restricted to large scales. When a mode approaches the Hubble radius, the gradient terms can no longer be neglected, and the presence of these terms means that the system of equations no longer closes on the brane. A fuller investigation requires a formalism that can handle all scales, and which necessarily involves the evolution of perturbations in the bulk. A covariant formalism for bulk cosmological perturbations has not been developed, but a metric-based formalism has been developed [86, 87]. The equations of this formalism are very complicated, and considerable work remains to be done before smaller scale structure can be predicted and compared with observations of the acoustic peaks in the CMB anisotropies. Our results provide a useful initial step for further developments by showing what happens on very large scales.
Chapter 6

The effect of non-linear inhomogeneities on inflation

6.1 Introduction

In this Chapter we discuss in more detail the initial conditions required for inflation. In particular we examine what scales of non-linear perturbations can be smoothed out by inflation.

Inflation is the foremost idea for explaining the large scale homogeneity and near flatness of the universe, which are the two main unexplained observational features in the standard hot big-bang model. The large scale homogeneity or horizon problem amounts to the fact that under hot big-bang evolution, due to a decelerating scale factor $\ddot{a} < 0$, sufficiently separated regions of the present day observable universe would never have been in causal contact. Nevertheless, it appears the universe we observe looks very much the same, and in particular very smooth, in all directions. This fact is best seen in the CMB which has temperature fluctuations of only one part in $10^5$ when measured from any direction in the sky.

The inflation solution to this horizon problem is to picture the universe during an early epoch to undergo an accelerated expansion, $\ddot{a} > 0$. Such expansion can take an initially small causally connected patch and enlarge it to a size that comfortably encompasses our present day observed universe, thereby solving the horizon problem. To realize inflation, the equation of state within the inflationary patch must be of a very special form, possessing negative pressure. The potential energy of a scalar field has an equation of state that satisfies this requirement. This fact has been a key link towards a dynamical realization of inflation and thereby has further motivated the inflation solution.

As inflation is meant to solve the horizon problem, it is important that it does not require acausal initial conditions. In particular, the picture of inflation considered here is for the universe to emerge from an initial singularity and then
enter into a hot big-bang radiation dominated evolution. At some time $t_i$ after the initial singularity, the conditions appropriate for inflation should occur within a small patch that is contained within the causal horizon at that time. Chaotic inflation \cite{[7],[5]} does not fall into this picture as there inflation is thought to start at the Planck epoch with homogeneity assumed on the Planck scale. To realize the picture of a “local” inflation, two requirements must be satisfied. First a physically sensible embedding must be demonstrated of the inflating patch immersed within a non-inflating background \cite{[98],[99],[100]}. By embedding we mean matching the inflationary space time with the background space time at the boundary of the patch. Second, it must be shown that for $t > t_i$, the patch is dynamically stable to sustain inflation \cite{[101],[102],[103],[104],[105],[106],[107]}. For example, large fluctuations, which conceivably could enter the inflating patch at a maximum rate limited only by causality, should not destroy the inflationary conditions within the patch.

Recently, a convenient methodology has been developed in \cite{[99],[100]} for analyzing the embedding problem, based on the null Raychaudhuri equation \cite{[108],[109]}. In Sec. 6.2 the flat spacetime ($\Omega = 1$) formulation in \cite{[99]} is generalized to arbitrary spacetime curvature. Then, an alternative solution from \cite{[99]} to the embedding problem will be identified, which is especially attractive for an inflating patch with an open geometry. In Sec. 6.3, initial conditions for scalar field dynamics are presented, which are consistent with causality and our embedding solution and which evolve into successful supercooled or warm inflationary regimes. In Sec. 6.4 we combine the results in Sec. 6.2 and Sec. 6.3 to evaluate the effect of inhomogeneities on the embedding problem. Finally, Sec. 6.5 presents our conclusions.

### 6.2 Embedding conditions

The embedding of an inflationary patch within a background space time generally is regarded as unacceptable if there are any negative energy regions. This requirement often is referred to as the weak energy condition. The null Raychaudhuri equation is a useful diagnostic tool for determining the validity of this condition. This equation determines the evolution of the divergence $\theta \equiv \nabla^\alpha N_\alpha$ of the null ray vector $N^\alpha$ in a spacetime with an arbitrary, and not necessarily homogeneous, energy density distribution. In order for the weak energy condition to be valid, this equation implies that for a null geodesic the condition \cite{[99],[102]}

$$\frac{d\theta}{ds} \leq 0 \quad \text{(6.1)}$$

must be satisfied, where $s$ is an affine parameter along the null geodesic.

For application of Eq. (6.1) to the inflation embedding problem, the concept of anti-trapped and normal regions should be understood. Consider a sphere
centered on a comoving observer. If the space time were not expanding, photons emitted from the surface of the sphere, radially towards the observer, would converge at the observer. However, the expansion tends to work against the bundle of rays converging to a point. If the expansion is rapid enough, the bundle of rays will have diverging trajectories and then the spherical surface from which the rays originated is said to be an anti-trapped surface [103]. The spherical surface with a radius $x_{\text{mas}}$ is known as the minimally anti-trapped surface (MAS) if any sphere with a larger radius is anti-trapped. For inwardly directed null rays, the divergence, $\theta$, will be positive in anti-trapped regions of space. On the other hand, if $\theta$ is negative for inwardly directed null rays and positive for outwardly directed null rays, the region is called normal.

These definitions are convenient when analyzing the weak energy condition based on Eq. (6.1). For example, one can immediately conclude [99] that if an outer normal region bounds an inner anti-trapped region in a not necessarily homogeneous, spherically symmetric space time, the weak energy condition would be violated, thus implying negative energy is required at the boundary of such a configuration.

For the inflation problem, the inner region is modeled as the putative inflation patch (INF) and it is immersed within a outer background (BG) expanding spacetime region. As a first approximation, both the INF and BG regions are characterized by FRW metrics of the form

$$ds^2 = -dt^2 + a^2 \left( \frac{dr^2}{1 - Kr^2} + r^2 d\Omega^2 \right), \quad (6.2)$$

where $K = -1$ for an open geometry, 0 for a flat geometry and 1 for a closed geometry. The effect of inhomogeneities in the BG will be considered in Sec. 6.4. The INF patch should be homogeneous. In what follows, $\theta$ and $x_{\text{mas}}$ will be computed for a spacetime characterized by the metric Eq. (6.2). The results below are applicable for both the INF and BG regions, given that the appropriate parameters are used in Eq. (6.2) for the two different spacetime regions.

Proceeding with this calculation, the determinant of the metric Eq. (6.2) is

$$g = |\det(g_{\mu\nu})| = a^6 r^4 (1 - Kr^2)^{-1} \sin^2 \psi, \quad (6.3)$$

where $\psi$ is the polar angle. An incoming light ray (null vector) is given by

$$N^\alpha = \frac{1}{a} \left[ \delta_0^\alpha - a^{-1} (1 - Kr^2)^{1/2} \delta_1^\alpha \right], \quad (6.4)$$

with the divergence of the null rays being

$$\theta = \frac{1}{\sqrt{g}} (\sqrt{g} N^\alpha)_{,\alpha}, \quad (6.5)$$
Substituting equations (6.3) and (6.4) into (6.5) gives

$$\theta = \frac{2}{a} \left( H - \left(1 - Kr^2\right)^{1/2} \right)$$

(6.6)

with $H \equiv \dot{a}/a$ the Hubble parameter. The above recovers equation (10) of [99] for $K = 0$.

The physical distance is given by

$$x = a \int \left(1 - Kr^2\right)^{-1/2} dr$$

$$= a \arcsinh(r), \quad \text{for } K = -1$$

(6.7)

(6.8)

The MAS comoving distance, $r_{\text{mas}}$, must give a zero divergence and so from Eq. (6.6) with, for example, $K = -1$

$$H - \frac{(1 + r_{\text{mas}}^2)^{1/2}}{ar_{\text{mas}}} = 0,$$

(6.9)

from which we get, using equation (6.8),

$$x_{\text{mas}} = a \arcsinh \left[\left(H^2a^2 - 1\right)^{-1/2}\right].$$

(6.10)

From the Friedman equation:

$$H^2a^2 = \frac{K}{\Omega - 1}$$

(6.11)

Substituting (6.11) into (6.10) gives the solution for $x_{\text{mas}}$ as a function of $\Omega < 1$.

A similar equation can be derived for the closed case ($1 < \Omega < 2$) where an upper limit is needed on $\Omega$ to ensure that $1/H$ is smaller than the radius of the Universe.

Therefore, the general MAS size is given by

$$x_{\text{mas}}(t) = \frac{1}{H} \left\{ \begin{array}{ll}
\frac{1}{(1-\Omega)^{1/2}} \arcsinh \left(\sqrt{\frac{1-\Omega}{\Omega}}\right), & 0 < \Omega < 1 \\
1, & \Omega = 1 \\
\frac{1}{(\Omega-1)^{1/2}} \arcsin \left(\sqrt{\frac{\Omega-1}{\Omega}}\right), & 1 < \Omega < 2
\end{array} \right.$$

(6.12)

A plot of equation (6.12) is given in Fig. 6.1. As can be seen, the size of the MAS becomes arbitrarily large relative to the Hubble radius as $\Omega \to 0$.

The results for the $x_{\text{mas}}$ derived above are valid for either the INF or BG region. In [99], the case $\Omega = 1$ was treated, and our calculation above is consistent with them in this limit. Before proceeding with our analysis for general $\Omega$, let us review the results of [99] for $\Omega = 1$. The background spacetime in their work is pictured, as for us, as evolving in a hot big bang regime. For $\Omega = 1$ and standard forms of matter, e.g. radiation, non-relativic matter, etc., the Hubble horizon
Figure 6.1: A plot of MAS size as function of the density.

Figure 6.2: A Penrose diagram for local inflation (adapted from [99]). The arrow (ab) denotes a radially directed null-geodesic going from the normal background space time to the anti-trapped space time inside the patch. Shading represents anti-trapped regions.
sets the scale on which causal processes can take place. For definiteness, if we take the background causal horizon size as $x_{bg} = 1/H_{bg}$, then by Eq. (5.12) for $\Omega = 1$, $x_{bg} = x_{mas}^p$. Fig. 6.2 shows a Penrose diagram for an embedding that violates the weak energy condition. Here, at the beginning of inflation, $x_p^inf$ is represented by line OQ and $x_{mas}^inf$ is represented by line OP. An inflating patch is pictured to develop within some region inside the background (polygon OQRS in Fig. 6.2). In the inflationary patch, they assume a different Hubble parameter $H_{inf}$ and assume the size of this patch must be $x_{inf}^p > 1/H_{inf}$. This assumption can be justified by requiring the patch to be stable against perturbations and will be discussed further in the next section. By Eq. (5.12) it also implies $x_{mas}^inf = 1/H_{inf}$ for $\Omega = 1$. If the patch is to be set up by causal processes then we would expect it to be smaller than the background Hubble horizon, $x_p^inf < 1/H_{bg}$. These conditions combined imply $x_{mas}^bg = 1/H_{bg} > x_p^inf > x_{mas}^inf$. As such the region between $x_{mas}^bg$ and $x_p^inf$ is normal with respect to the BG-region and the region between $x_p^inf$ and $x_{mas}^inf$ is anti-trapped with respect to the inflating patch. Thus an in-going null ray will go from a negative divergence region to a positive divergence region. Based on Eq. (6.1) this leads to a violation of the weak energy condition. Due to this fact, in [99] they conclude that the only way to avoid this violation is to have $x_p^inf > 1/H_{bg}$ which may be impossible or at least very difficult to come about through causal processes.

Although this analysis assumed a homogeneous background, the general result of [99] was that if the inflationary patch contained a MAS then it must be larger than the background MAS. One of the main aims of this article is to further examine the implications this has for a causal embedding of an inflationary patch.

Our first observation is that there is an embedding consistent with both causality and the weak energy condition, in particular

$$x_{bg}^p, x_{mas}^inf > x_p^inf.$$  \hspace{1cm} (6.13)

Since $x_p^inf$ in Eq. (6.13) is smaller than $x_{bg}^p$, it implies consistency with causality. A region which is smaller than its MAS will have no anti-trapped surfaces. Thus in our proposed embedding Eq. (6.13), the INF-BG boundary is between two normal regions. As such, provided $\theta_{inf}^{\text{boundary}}$ is sufficiently smaller than $\theta_{bg}^{\text{boundary}}$, the weak energy condition is satisfied. One interesting feature of the embedding Eq. (6.13) is that for $\Omega_{inf} < 1$ it is acceptable for $x_p^inf > 1/H_{inf}$.

As inflation proceeds, $\Omega_{inf} \to 1$ and so $x_{mas}^inf \to 1/H_{inf}$. One of the main features of inflation is that modes of a matter perturbation become larger than the Hubble radius as the Universe expands. It follows that eventually $x_p^inf > 1/H_{inf}, x_{mas}^inf$ will need to occur. This will not cause violation of the weak energy condition provided that $x_p^inf > x_{bg}^mas$ at that time.

Fig. 6.3 shows a Penrose diagram of the proposed embedding. At point T in the figure, $x_p^inf = x_{bg}^p$ and at point P, $x_p^inf = x_{mas}^inf$. As can be seen the anti-trapped region develops in the patch only after the patch has become greater than the background MAS.
There is another embedding which does not violate the weak energy condition, in this case for $\Omega_{bg} > 1$, but it proves not to be as useful,

$$x_{\text{mas}}^{\text{inf}}, \ x_{\text{mas}}^{\text{bg}} < x_p^{\text{inf}} < \frac{1}{H_{bg}}.$$ (6.14)

This solution is restricted by the upper limit on $\Omega_{bg}$ that gives a lower limit (from Eq. 6.12) of $x_{\text{mas}}^{bg} \approx 0.8/H_{bg}$ for $\Omega = 2$. As the causal scale $x_p^{bg}$ can be only of the order of $1/H_{bg}$, such a large inflationary patch may still be acausal.

Additional information about embedding constraints can be obtained through the Israel junction conditions [110]. In [111, 112] conditions were derived for the embedding of one FRW spacetime within another. The Israel junction conditions require the extrinsic curvature on the background side of the boundary to be smaller than the extrinsic curvature on the patch side of the boundary if the boundary surface energy density is to be positive. It can then be shown [111, 112] that if the energy density of the background $\rho_{bg}$ is greater than that of the patch $\rho_{inf}$, the Israel junction conditions can be satisfied for an inflationary patch of arbitrary size and geometry with any background geometry. They also show for $\rho_{bg} < \rho_{inf}$, an embedding consistent with the Israel junction conditions and $x_p^{inf} < 1/H_{bg}$ requires the background geometry to be closed with the geometry of the inflationary patch arbitrary.
6.3 Dynamic Conditions

An immediate concern with the proposed embedding Eq. (6.13) regards the size of the inflationary patch. As far as the embedding conditions are concerned, the patch size simply must lie below the $x_{\text{mas}}$ line in Fig. 1. In particular, for $\Omega_{\text{inf}} > 1$ the inflationary patch size must be $< 1/H_{\text{inf}}$. However, for $\Omega_{\text{inf}} < 1$, the inflationary patch size can be $> 1/H_{\text{inf}}$. The primary question which remains is what the minimal initial inflation patch size can be in order to be dynamically stable for inflation to commence. For example, if the initial patch is too small, then large fluctuations initially outside the patch could enter inside at a rate sufficiently fast to destroy the inflationary conditions. In this section, the dynamic conditions necessary for inflation will be examined for both the scalar field and a background radiation component.

6.3.1 Scalar field

For scalar field driven inflation, the general dynamical conditions necessary for a finite spatial patch to initiate and sustain inflation have been considered in [101, 102, 103, 104, 105, 106] and a comprehensive review has been given in [107]. Here the requirements addressed in these works, primarily the review [107], will be systematically examined with emphasis on determining their implications for the minimal initial inflationary patch size. Our considerations of scalar field dynamics will generalize those in the above stated works, which focused on supercooled inflationary dynamics [113, 114, 97], in that here warm inflation dynamics [115] also will be treated.

The classical evolution equation for the scalar inflaton field has the general form

$$\ddot{\phi}(x, t) + [3H + \Gamma] \dot{\phi}(x, t) - a^{-2} \nabla^2 \phi(x, t) + \frac{\delta V(\phi)}{\delta \phi(x, t)} = 0,$$

(6.15)

where $\Gamma$ is a dissipative coefficient, which represents the effective interaction of the inflaton with other fields. Here and below $\phi(x, t)$ is a classical real number which contains the ensemble average of the quantum and/or thermal fluctuations. In supercooled inflation, it is assumed the inflaton is isolated, in which case $\Gamma = 0$. Thus no radiation is produced during inflation and the universe inflates in a supercooled state. On the other hand, in warm inflation the inflaton interacts with other fields, and the $\Gamma \dot{\phi}$ term is the simplest representation of their effect on the evolution of the inflaton, with generally $\Gamma > H$. Due to these interactions, radiation is dissipated from the inflaton system into the universe throughout the inflation period. In general, $\Gamma$ can vary as a function of the inflaton field mode to which it is associated, but here $\Gamma$ is treated as a constant.
There are two types of potential $V(\phi)$ in Eq. (6.13) that typically are treated in inflationary cosmology, a purely concave potential of the generic form $V \sim m^2 \phi^2 + \lambda \phi^4$ and a double well potential such as $V \sim (\phi^2 - m^2)^2$. Our discussion to follow will focus of the former type of potential and at the end we will comment on the case of the double well potential. Furthermore, for most of our discussion it will be adequate to consider the simplest case of a quadratic potential, $V = \frac{1}{2} m^2 \phi^2$. In this case, going to Fourier space where we put the universe in a box

$$\phi(x, t) = \sum_k \phi_k(t)e^{ik \cdot x}, \quad (6.16)$$

Eq. (6.13) becomes,

$$\ddot{\phi}_k + [3H + \Gamma] \dot{\phi}_k(t) + a^{-2}k^2 \phi_k(t) + m^2 \phi_k(t) = 0, \quad (6.17)$$

where $k^2 \equiv |k|^2$ with $k$ the comoving wave-vector and $k/a(t)$ the corresponding physical wave-vector at time $t$.

A necessary condition for inflation is that the zero mode $\phi_{k=0}$, must have a sufficiently large and long-sustained amplitude so that the potential energy $V = \frac{1}{2} m^2 \phi_0^2$ dominates the equation of state of the universe, thereby driving inflation. This leads to the familiar slow-roll conditions, which require the curvature of the potential to be sufficiently flat so that Eq. (6.17) for the zero mode becomes first order in time

$$\dot{\phi}_0 = -\frac{dV(\phi)}{d\phi_0} / 3H + \Gamma. \quad (6.18)$$

The dynamic initial condition problem is that the above requirements should not be too special and in particular should not violate causality. The most acute initial condition problem discussed in [107] and related works is that generally the initial inflaton field configuration will be very inhomogeneous, thus considerable contribution of gradient energy $(\nabla \phi)^2$ should be present. In its own right, the gradient term for comoving mode $k$ has energy density $\rho_\nabla = (k^2/2a^2)\phi_k^2$ and equation of state $p_\nabla = -\rho_\nabla/3$. From the scale factor equation

$$\frac{\ddot{a}}{a} = -\frac{4\pi G}{3} (\rho + 3p), \quad (6.19)$$

the effect of the gradient energy vanishes on the right hand side. As such, any additional contribution from vacuum energy still should drive inflation. However, excited modes with $k/a > 3H + \Gamma$ not only will possess gradient energy, but based on Eq. (6.17) are under-damped. As such, they also have a kinetic energy contribution $\rho_\phi \sim \dot{\phi}_k^2$, which has an equation of state $p_\phi = \rho_\phi$. If the kinetic energy components of these modes dominates the energy density in the universe, then from Eq. (6.19) inflation will cease to occur.
For the case of supercooled inflation, since $\Gamma = 0$, the simplest way to avoid this problem is to require that modes with $k/a \sim H$ initially should not be excited. In other words, the inflaton field initially should be smooth up to physical scales larger than $\sim 1/H$. However, under general conditions, the causal size of the pre-inflation patch also will be of order the Hubble radius $1/H$. As such this homogeneity requirement on the initial inflaton field impinges on being acausal, since this condition essentially requires initially smooth conditions up to the causal scale.

To treat excited modes with $k/a > H$ in the supercooled inflation case, the initial condition dynamics are much more complicated. A simple analytical method applied to this situation is the effective density approximation presented in [101, 105] and reviewed in Sec. 7.2 of [107]. In this approach, the inhomogeneities of the inflaton are treated in determining its evolution, but the effect of these inhomogeneities on the metric is only treated in the Friedmann equation through homogeneous terms that represent the effective gradient and kinetic energy densities as

$$
\left( \frac{\dot{a}}{a} \right)^2 \equiv H^2 = \frac{8\pi G}{3} \left[ \frac{1}{2} \phi_0^2 + \frac{1}{2} m^2 \phi_0^2 + \frac{1}{2} \sum_k \left( \dot{\phi}_k^2 + \left( \frac{k^2}{a^2} + m^2 \right) \phi_k^2 \right) + \rho_r \right] - \frac{K}{a^2}.
$$

(6.20)

For initial field configurations with sufficiently excited $k/a > H$ modes so that their gradient energies dominate the equation of state of the universe, the effective density approximation indicates the Friedmann and inflaton evolution equations are highly coupled. In particular, the Hubble parameter will be dominated by the gradient energy term and this will act back on the inflaton evolution through the $3H\dot{\phi}$ term. Furthermore, the initially large gradient terms also can in turn induce large kinetic energy in the modes. The outcome found in [101, 103, 107] (see also [103]) for this case is that the universe expansion is non-inflationary. On the other hand, for the excited $k/a > H$ modes with smaller amplitudes, their evolution will be oscillatory and once again the universe expansion is non-inflationary. For either of these two possibilities, this approximation method finds that after an initial period of detaining the universe in a non-inflationary regime, the effect of these higher modes becomes negligible. At this point the remaining vacuum energy dominates and eventually inflation proceeds.

Numerical simulations [104, 105] which exactly treat the effects on the metric due to the inhomogeneities in the inflaton field, in fact, do not support this final conclusion of the effective density approximation. Instead, the simulations find that once modes with $k/a > H$ are sufficiently excited, inflation generally does not occur or is highly suppressed. Although the final conclusion of the effective density approximation was incorrect, it at least indicated that there is nontrivial
interplay between the inflaton and metric evolution equations once significant short distance inhomogeneities are present in the inflaton field.

In contrast to the supercooled case, once $\Gamma > H$, the effective density approximation indicates that for modes with $\Gamma > k/a > H$, there is almost no feedback between the inflaton and Friedmann equations. The evolution equation for these inflaton modes is

$$\Gamma \dot{\phi}_k(t) = \left[ \frac{k^2}{a^2} + m^2 \right] \phi_k(t),$$

(6.21)

and in particular is independent of $H$. This in turn implies all these modes are over-damped. As such, they only contribute gradient energy to the equation of state of the universe, which alone is ineffective in preventing inflation. Thus up to the predictions of the effective density approximation, in contrast to the supercooled case, in this warm inflation case modes with $k/a < \Gamma$ show little coupling between the inflaton and Friedmann equations. It is evident that dynamics with a $\Gamma \dot{\phi}$ damping term should have qualitative differences for the initial condition problem compared to the case with $\Gamma = 0$. In particular, modes of physical wavelength smaller than the Hubble radius $1/H$ but larger than $1/\Gamma$ could still be substantially excited without destroying entrance into inflation. This implies inflationary patch sizes smaller than the Hubble radius may be dynamically stable in sustaining inflation and based on the results of Sec. 6.2, they also provide consistent spacetime embeddings, especially for $\Omega_{\text{inf}} < 1$. Furthermore, studies of warm inflation [115, 116, 117], including the first principles quantum field theory model [118], generally find that to obtain adequate inflationary e-folds, $N_e \approx 60$, it requires $\Gamma \approx N_e m^2/H$ with $m \sim H$ so that $\Gamma \approx N_e H$ and thus $1/\Gamma \ll 1/H$. As such, for warm inflationary conditions this simple analysis suggests that the smoothness requirement on the initial inflationary patch is at scales much smaller than the Hubble radius $1/H$, which therefore imposes no violation of causality.

These considerations can be extended to the more complicated situation where the inflaton evolution equation has nonlinear terms, such as the $\phi^4$ interaction term. For supercooled inflation, the effect of such interactions has been considered from the perspective of mode mixing for some special cases in [102, 103] and through computer simulations of scalar fields in one spatial dimension in [104, 105]. Up to the scope of these works, their analysis concludes that nonlinear interactions do not present any additional complications to the initial condition problem. For the warm inflation case, this conclusion can be stated in more general terms. In particular, the dissipative coefficient $\Gamma$ completely damps the evolution, thus suppressing mode mixing, of all modes with $k/a < \Gamma$. As such, initially excited modes with $k/a < \Gamma$ will evolve independently within the time scales relevant to the initial period when inflation begins. The only effect of excited modes with $k/a < \Gamma$ is to contribute gradient energy to the equation of state of the universe, and this alone is ineffective in suppressing inflation. Therefore, provided the inflaton field also initially maintains some vacuum energy, no
aspect of the inflaton’s dynamics in the early period acts to circumvent entrance into the inflation phase.

Although the above discussion addressed the main impediment in scalar field dynamics that can prevent inflation, there are a few smaller concerns worth mentioning here. One detail treated in [107] is inflaton initial conditions with large kinetic energy. For $\Gamma = 0$, it is shown in [107] that this problem is self-correcting, and so should not pose a major barrier in entering into the inflation phase. For $\Gamma > H$, the severity of this problem diminishes further since this damping term is an additional effect that helps suppress the initial kinetic energy. Another secondary detail is that above we only treated concave potentials. For double well potentials, $V \sim (\phi^2 - m^2)^2$, as in the case of new inflation [114], inflation requires the field to be well localized at the top of the potential hill $\phi = 0$ and almost at rest. These requirements are necessary, otherwise as found in various studies [119], the field can easily break up into several small domains with randomly varying signs of the amplitude. For the supercooled case, new inflation, the basic conclusion about the initial conditions required for inflation has been that they are not very robust [119, 120, 107]. The inclusion of a dissipative term $\Gamma > H$ will not necessarily improve this situation. On the one hand, such a term helps considerably to damp kinetic energy, thus allowing the inflaton to remain at the top of the hill longer and drive inflation. On the other hand, if such a damping term arises too early before inflation is to begin, since it freezes the evolution of excited inflaton modes, it could prevent the initial inflaton field configuration from equilibrating to $\phi = 0$.

Finally in the above discussion $\Gamma \neq 0$ generally represented warm inflation dynamics, although even for supercooled inflation, if radiation is present at the onset of inflation, such as in the new [114] and thermal [121] inflation pictures, the effective evolution of the inflaton could have a damping term of the form $\Gamma \dot{\phi}$. Since our focus is on the initial phase at the onset of inflation, it is possible the effect of such damping terms also may be applicable to the initial condition problem in some supercooled inflation models.

6.3.2 Radiation component

So far we only considered the inflaton field system, but in addition the universe could possess some background component of radiation energy density, $\rho_{t}^{bg}$. To realize inflation, minimally it requires the vacuum energy density $\rho_{v}$ to dominate in the patch, $\rho_{t}^{bg} < \rho_{v}$. If initially $\rho_{t}^{bg}$ is larger than $\rho_{v}$, expansion of the universe will red-shift the radiation. Thus provided the vacuum energy sustains itself during this early period, inflation eventually will start. This is the standard new and warm inflation pictures.

One could imagine that in some small patch inside a larger causally created spatial region, the inflaton field configuration is reasonably smooth and is sus-
taining a sizable vacuum energy of magnitude

$$\rho_v \approx \rho_{v}^{bg}.$$  \hfill (6.22)

As the universe expands $\rho_{v}^{bg}$ decreases and provided $\rho_v$ sustains itself, inflation will begin in the patch. However at this moment, there could be large energy fluctuations in the radiation bath or other fields that are just outside the putative inflationary patch. One would like to understand how probable it is for such a situation to curtail the inflation that had started in the patch.

To answer this question based solely on causality considerations, one should consider the case of a perturbation starting on the patch boundary and moving across the patch at the speed of light, and make the extreme assumption that as the perturbation overruns regions of the inflation patch, those regions convert back to being non-inflating. The question is what minimal initial inflationary patch size is needed so that its expansion under inflation is faster than its contraction due to the impinging perturbations. For the case of flat geometry $\Omega = 1$, this question was addressed in [107] and they concluded that the patch size should be at least 3 times the Hubble radius in order for inflation to succeed in enlarging the patch. For a general $\Omega$, we can address this question by evaluating the maximum distance a perturbation can travel in the patch between the initial $t_i$ and final $t_f$ time of inflation

$$x_{pert} = a(t) \int_{t_i}^{t_f} a^{-1} dt.$$  \hfill (6.23)

Note that since $a$ is growing rapidly, there is negligible error in taking $t_f \to \infty$ which implies $x_{pert}$ essentially is the event horizon. We have examined Eq. (6.23) for a variety of supercooled and warm inflation models and generally find $x_{pert} \approx x_{mas}$.

Thus in the most ideal case, an inflationary patch smaller than the event horizon can not be stable. Here an important point of syntax should be noted, that the generic size here is the event horizon and not the Hubble radius, although for the flat case, $\Omega = 1$, both are of the same order. The above is the ideal bound based on causality. However, realistic dynamics also must be considered.

One case which corresponds to external perturbations entering into an initially inflating patch is the case treated in Subsect. IIIA of the mixing of high wavenumber modes. For the inflaton field interacting with itself or with other fields, we argued above that if a dissipative term of the form $\Gamma \dot{\phi}$ is present in the inflaton effective evolution equation, then mode mixing up to wave-numbers $k/a < \Gamma$ will not occur within the time scale relevant to the initial condition problem.

In terms of the radiation bath, suppose a small vacuum dominated inflationary regime emerges, which is immersed inside a larger region containing radiation and gradient energy density. Since the inflationary patch has negative pressure,
the surrounding radiation will flow into it. The degree to which the pressure differences are significant to this process depends on the magnitudes of the radiation, gradient and vacuum energies in both regions as well as detailed dynamical considerations. Nevertheless, suppose the radiation tries to become uniform over the entire region, including the patch. Since the patch started to inflate, it meant that initially $\rho_v \sim \rho_{bg}$. As time commences, provided $\rho_v$ remains constant, since expansion of the background will decrease $\rho_{bg}$, it means the amount of radiation that flows into the inflationary patch will be less than $\rho_v$. Thus irrespective of whether the inflaton dynamics is supercooled or warm, the patch should sustain a type of warm inflation due to this influx of radiation from the regions that surround it.

A thorough understanding of the initial condition dynamics in presence of a background radiation component is complicated. To our knowledge, no quantitative analysis has been done along these lines. The review [107] only illustrated the problem with the example quoted above Eq. (6.23) based on causality considerations but offered no dynamical examples with respect to a background radiation component. Here we have offered one scenario where the background radiation component should not prevent inflation from occurring. In particular, this example demonstrates that causality bounds on the rate at which radiation or other energy fluctuations enter the patch are not the only aspect of this problem. In addition, the magnitude of the entering radiation must be adequately large to overwhelm the vacuum energy. We have offered arguments above that indicate this latter requirement is not generic.

### 6.4 Dynamical effects on embedding

As discussed in Sec. [72], a causally favourable embedding requires the inflationary patch to start smaller than the background MAS and then grow larger than it. A minimum condition for this to happen is that the particle horizon of the background eventually becomes greater than the background MAS.

For $p = \omega \rho$, the particle horizon is given by

$$d(t) = \frac{1}{H} \int_0^1 \frac{dx}{[x^2(1 - \Omega(t)) + \Omega(t)x^{1-3w}]^{1/2}}. \quad (6.24)$$

Comparing this equation with Eq. (6.12) it can be seen that the particle horizon will only become greater than the MAS if $\omega < 1/3$. This condition was also noted in [123] from a slightly different perspective. There the patch was taken to start larger than the background MAS.

\[\text{1The dynamics involves viscosity effects at the interface between the inflation and background regions. This viscosity is unrelated to the dissipative coefficient $\Gamma$ in Sec. 6.3.1, which represents the damping of the scalar field amplitude within the inflationary patch.}\]
It follows that our proposed embedding will not work for a pure radiation background which has $\omega = 1/3$. However, in general the background will consist of radiation and an inhomogeneous scalar field. As discussed in Sec. 6.3, the gradient energy of the scalar field has $\omega = -1/3$ and the potential energy has $\omega = -1$ while the kinetic energy has $\omega = 1$. It follows that if the background is gradient dominated our causal embedding scheme will be viable, whereas our scheme fails if the kinetic term dominates. However, the kinetic energy of the scalar field will be suppressed if the dissipative coefficient $\Gamma$ of Sec. 6.3 is sufficiently large. This is already required inside the putative inflation patch in order to realize inflation. Thus, it is not unreasonable to expect $\Gamma$ in the background region to be of the same magnitude.

### 6.5 Conclusion

This Chapter has investigated the initial condition problem of inflation from the perspective both of spacetime embedding and inflaton dynamics. Our study has highlighted two attributes of this problem which have not been addressed in other works. First, from the perspective of spacetime embedding, we have observed that the global geometry can play an important role in determining the size of the initial inflationary patch that is consistent with the weak energy condition. Second, from the perspective of inflaton dynamics, we have noted that a $\Gamma \dot{\phi}$ damping term could alleviate several problems which traditionally have led to large scale homogeneity requirements before inflation.

The purpose of this Chapter was to note for both these attributes, their salient features with respect to the initial condition problem. In the wake of this, several details emerge that must be understood. Below, we will review the main result we found for both attributes and then discuss the questions that must be addressed in future work.

For a causally generated patch a successful embedding can be achieved if the patch does not contain an anti-trapped region. We have shown that the MAS size can be arbitrarily larger than the Hubble scale provided $\Omega$ is made small enough. So if the patch Hubble horizon is taken as the minimum stable patch size, then the patch does not have to contain an anti-trapped region if $\Omega_{\text{inf}} < 1$. This generalizes the analysis of [99] which was only for $\Omega = 1$. However, without the effects of damping, it appears that the event horizon, not the Hubble horizon, is the minimum stable patch size. For the de Sitter case one can see analytically that the event horizon is equal to the MAS size regardless of $\Omega$ and numerical calculations suggest the same is true for power law inflation. However, radiation damping of perturbations could stabilize a patch smaller than the event horizon. In this case an open geometry for the patch would allow the patch not to contain an anti-trapped region and thus allow a causal embedding in an expanding background which does not violate the weak energy condition. Eventually the
patch should develop a MAS within it, but by then it could have expanded to be larger than the background MAS.

For the dynamics problem, with respect to the scalar field the new consideration was the effect of a $\Gamma \dot{\phi}$ damping term. We found that such a term could suppress many of the effects from initial inhomogeneities of the inflaton, which in studies traditionally done without this term lead to important impediments to entering the inflation regime. It appears evident that inclusion of such a damping term will lead to qualitative differences in the initial condition problem. The most interesting outcome is initial inflationary patches smaller than the Hubble radius $1/H$ may be able to inflate.

This Chapter examined the consequences of damping terms but did not delve into their fundamental origin. For the cosmological setting, such damping terms are typically associated with systems involving a scalar field interacting with fields of a radiation bath. In this case, such damping terms have been found in first principles calculations for certain warm inflation models [115], although more work is needed along these lines. It is worth noting here that in the early stages of certain supercooled inflaton scenarios where radiation is present, in particular new [114] and thermal [121] inflation, a careful examination of the dynamics may reveal damping terms similar to this. Since the initial stages are the crucial period for the initial condition problem, if further study supports the importance of such damping terms, it may be useful to better understand damping effects also in such scenarios.

Since the most suggestive situation for the damping terms is where in addition a radiation component is present in the universe, in Subsect. IIIB we also studied the effects of this component on the initial condition problem. Specifically we studied the case most suggestive for the initial stages of new and warm inflation, where a small inflation patch is submerged inside a larger radiation dominated spatial region. Our main observation has been that the minimal condition for the patch to inflate is that its vacuum energy density must be larger than the background radiation energy density. Provided the vacuum energy sustains itself, since expansion of the universe will dilute the radiation energy density, it is not clear-cut that the external radiation energy can act with sufficient magnitude to impede inflation inside the patch.

We have shown that the gradient terms, due to the inhomogeneous scalar field in the background space time, make it possible for the patch boundary to overtake the background MAS. However the kinetic energy of the scalar field must not be dominant for this to happen. This can be ensured by including a damping term in the scalar field equation.
Chapter 7

Conclusions

In this Chapter the results of the thesis are summarised and current and possible extensions of the work are discussed.

In Chapter 2 adiabatic and entropy perturbations from multi-field models were studied. A general perturbation was decomposed into components parallel (adiabatic) and perpendicular (entropy) to the background trajectory. We derived the evolution equations for the entropy and adiabatic perturbations. From these equations it was evident that on large scales the evolution of the adiabatic perturbation is driven by the entropy perturbation, whereas the entropy is not driven by the adiabatic perturbation. We found that inflationary potentials that have a small effective entropy mass can generate non-negligible entropy perturbations. Also, it was shown that it is only for a non-straight background trajectory that the entropy will source the adiabatic component on large scales.

We also analysed how correlations in the adiabatic and entropy components can arise in multi-field models. We found that when the adiabatic component is driven by the entropy component, it becomes correlated with it. The magnitude of this correlation depends on the relative magnitude of the homogeneous and inhomogeneous solutions of the adiabatic evolution equation. The magnitude of the isocurvature perturbation, in the radiation era, depends on the magnitude of the entropy perturbation at the end of inflation and the details of how the transition from the inflation to radiation era takes place. But, on large scales, it is independent of the adiabatic perturbation.

We analysed the non-interacting double inflation model using our decomposition. Our approach was useful in identifying the reason for the features of the resulting power spectra during the radiation era.

The question of whether preheating could affect the spectrum of perturbations on scales relevant to structure formation was addressed in Chapter 3. A range of models that might have this property were examined. A potential which has efficient preheating and does not suppress the entropy perturbation during inflation was shown to be necessary for preheating to affect large scale structure.

We found that when the mass of the entropy field is larger than the Hubble
parameter during inflation, the entropy perturbation will be exponentially suppressed and so preheating will not be able to effect large scale structure. We also found that our new entropy evolution equation was much more numerically robust, in tracking this suppression, when compared to using the usual field perturbation equations and constructing the entropy perturbation algebraically.

The formalism discussed in Chapter 2 (which originally appeared in [1]) has subsequently been extended by Bartolo et al. [78]. They derived generic slow roll expressions for the adiabatic and entropy perturbation. One question that we believe still needs to be resolved is how the entropy perturbation is transferred from the inflation to the radiation era. When there are couplings between the scalar fields, how these couplings influence the transfer is still not properly understood.

In Chapter 4 we studied the effect of including correlated adiabatic and entropy perturbations on parameter estimation using the CMB [3]. We proposed a generic form for the initial power spectra which should encompass a broad range of two-field inflation models. We then modified the program CMBFAST and showed how considerable savings in computation can be achieved by using library spectra.

We found that the current CMB data was consistent with a correlated CDM entropy perturbation of as high as twice the magnitude of the adiabatic perturbation. We also found a degeneracy between the primordial slope and the amount of correlated CDM entropy perturbation.

Subsequently Bartolo, et al. [124] have used the formalism we developed in [1] to derive consistency relations between the scalar and tensor slopes for two field models. These consistency relations could provide a detectable signature for two-field inflation models in the CMB.

In Chapter 5 we studied the the effect of having an extra spatial dimension on density perturbations in the brane world scenario [4]. We analysed super-Hubble scalar perturbations using a covariant approach, and found that they evolve differently from general relativity due to bulk effects. The metric perturbation is no longer constant on super-Hubble scales during inflation and high energy radiation.

We examined how the bulk Weyl curvature can be treated as an additional fluid on the brane with possibly non-adiabatic perturbations. We showed that on large scales the density perturbations on the brane are described by a closed system of equations, while on small scales there is no equation describing the evolution of the anisotropic pressure of the projected Weyl curvature on the brane and so the full five dimensional problem has to be studied. Subsequently Langlois et al. [85] have shown how even the SW effect cannot be computed on the brane without solving the 5D equations.

In Chapter 6 we examined how non-linear inhomogeneities effected the start of inflation [5]. We extended previous work to show that even for a non-flat geometry it was not possible to initiate inflation if there were perturbations on a scale smaller than the Hubble horizon.

We then examined the effect of including a damping term due to decay of
the inflaton into radiation during inflation as in the ‘warm inflation’ model. We
found this damping term set a new minimum wave length for the non-linear
perturbations that could be smoothed by inflation. This minimum wave-length
could be smaller than the Hubble distance and so this allows a causal mechanism
to be responsible for the initial configuration of the inflationary patch.
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