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ABSTRACT
As Software Product Lines (SPLs) are becoming a more pervasive development practice, their effective testing is becoming a more important concern. In the past few years many SPL testing approaches have been proposed, among them, are those that support Combinatorial Interaction Testing (CIT) whose premise is to select a group of products where faults, due to feature interactions, are more likely to occur. Many CIT techniques for SPL testing have been put forward; however, no systematic and comprehensive comparison among them has been performed. To achieve such goal two items are important: a common benchmark of feature models, and an adequate comparison framework. In this research-in-progress paper, we propose 19 feature models as the base of a benchmark, which we apply to three different techniques in order to analyze the comparison framework proposed by Perrouin et al. We identify the shortcomings of this framework and elaborate alternatives for further study.

Keywords
Combinatorial Interaction Testing, Software Product Lines, Pairwise Testing, Feature Models

1. INTRODUCTION
A Software Product Line (SPL) is a family of related software systems, which provide different feature combinations [31]. The effective management and realization of variability – the capacity of software artifacts to vary [32] – can lead to substantial benefits such as increased software reuse, faster product customization, and reduced time to market.

Systems are being built, more and more frequently, as SPLs rather than individual products because of several technological and marketing trends. This fact has created an increasing need for testing approaches that are capable of coping with large numbers of feature combinations that characterize SPLs. Many testing alternatives have been put forward [9, 12, 14, 22]. Salient among them are those that support Combinatorial Interaction Testing (CIT) whose premise is to select a group of products where faults, due to feature interactions, are more likely to occur. In particular, most of the work has focused on pairwise testing whereby the interactions of two features are considered [7,13,17,19,23,28, 30]. With all these pairwise testing approaches available the question now is: how do they compare? To answer this question, two items are necessary: a common benchmark of feature models, and an adequate comparison framework.

In this research-in-progress paper, we propose a set of 19 feature models as a base of the benchmark, which we apply to three different techniques in order to analyze the comparison framework proposed by Perrouin et al. We identify the shortcomings of this framework and elaborate alternatives for further study.

The organization of the paper is as follows. In Section 2 we present the basic background on feature models. Section 3 describes the basic terminology of CIT and how it is applied to SPLs. Section 4 presents the list of feature models that we proposed as basic benchmark. Section 5 summarizes and illustrates Perrouin et al.’s comparison framework. Section 6 sketches the three CIT algorithms used to illustrate both the benchmark and the comparison framework. Section 7 presents the results of our evaluation and its analysis. Section 8 briefly summarizes the related work and Section 9 outlines the conclusions and future work.

2. FEATURE MODELS AND RUNNING EXAMPLE
Feature models have become a de facto standard for modeling the common and variable features of an SPL and their relationships collectively forming a tree-like structure. The nodes of the tree are the features, which are depicted as labelled boxes, and the edges represent the relationships
among them. Thus, a feature model denotes the set of feature combinations that the products of an SPL can have [21].

Figure 1 shows the feature model of our running example, the Graph Product Line (GPL), a standard SPL of basic graph algorithms that has been extensively used as a case study in the product line community [24]. A product has feature GPL (the root of the feature model) which contains its core functionality, and a driver program (Driver) that sets up the graph examples (Benchmark) to which a combination of graph algorithms (Algorithms) are applied. The types of graphs (GraphType) can be either directed (Directed) or undirected (Undirected), and can optionally have weights (Weight). Two graph traversal algorithms (Search) are available: either Depth First Search (DFS) or Breadth First Search (BFS). A product must provide at least one of the following algorithms: numbering of nodes in the traversal order (Num), connected components (CC), strongly connected components (SCC), cycle checking (Cycle), shortest path (Shortest), minimum spanning trees with Prim’s algorithm (Prim) or Kruskal’s algorithm (Kruskal).

In a feature model, each feature (except the root) has one parent feature and can have a set of child features. Notice here that a child feature can only be included in a feature combination of a valid product if its parent is included as well. The root feature is always included. There are four kinds of feature relationships:

- **Mandatory features** are depicted with a filled circle. A mandatory feature is selected whenever its respective parent feature is selected. For example, features Driver and GraphType.

- **Optional features** are depicted with an empty circle. An optional feature may or may not be selected if its respective parent feature is selected. An example is feature Weight.

- **Exclusive-or relations** are depicted as empty arcs crossing over a set of lines connecting a parent feature with its child features. They indicate that exactly one of the features in the exclusive-or group must be selected whenever the parent feature is selected. For example, if feature Search is selected, then either feature DFS or feature BFS must be selected.

- **Inclusive-or relations** are depicted as filled arcs crossing over a set of lines connecting a parent feature with its child features. They indicate that at least one of the features in the inclusive-or group must be selected if the parent is selected. If for instance, feature Algorithms is selected then at least one of the features Num, CC, SCC, Cycle, Shortest, Prim, or Kruskal must be selected.

Besides the parent-child relations, features can also relate across different branches of the feature model with Cross-Tree Constraints (CTCs). Figure 1 shows the CTCs of GPL. For instance, Cycle requires DFS means that whenever feature Cycle is selected, feature DFS must also be selected. As another example, Prim excludes Kruskal means that both features cannot be selected at the same time in any product. These constraints as well as those implied by the hierarchical relations between features are usually expressed and checked using propositional logic, for further details refer to [8]. Now we present the basic definitions on which SPL testing terminology is defined in the next section.

**Definition 1. Feature List (FL) is the list of features in a feature model.**

The FL for the GPL feature model is [GPL, Driver, Benchmark, GraphType, Directed, Undirected, Weight, Search, DFS, BFS, Algorithms, Num, CC, SCC, Cycle, Shortest, Prim, Kruskal].

**Definition 2. A feature set, also called product in an SPL, is a 2-tuple \([\text{sel}, \text{sel}]\) where \(\text{sel}\) and \(\text{sel}\) are respectively the set of selected and not-selected features of a member product.** Let \(\text{FL}\) be a feature list, thus \(\text{sel}, \text{sel} \subseteq \text{FL}, \text{sel} \cap \text{sel} = \emptyset\), and \(\text{sel} \cup \text{sel} = \text{FL}\). The terms \(p, \text{sel}\) and \(p, \text{sel}\) respectively refer to the set of selected and not-selected features of product \(p\).

**Definition 3. A feature set \(fs\) is valid in feature model \(fm\), iff \(fs\) does not contradict any of the constraints introduced by \(fm\). We will denote with \(FS\) the set of valid feature sets for a feature model (we omit the feature model in the notation).**

For example, the feature set \(fs=\{\text{GPL, Driver, GraphType, Weight, Algorithms, Benchmark, Undirected, Prim}\}, \{\text{Search, Directed, DFS, BFS, Num, CC, SCC, Cycle, Shortest, Kruskal}\}\) is valid. As another example, a feature set with features DFS and BFS would not be valid because it violates the constraint of the exclusive-or relation which establishes that these two features cannot appear selected together in the same feature set. The GPL feature model denotes 73 valid feature sets, some of them depicted in Table 1 where selected features are ticked (√) and unselected features are empty.

**Definition 4. A feature \(f\) is a core feature if it is selected in all the valid feature sets of a feature model \(fm\), and is a variant feature if it is selected in some of the feature sets.**

For example, GPL, Driver, Benchmark, GraphType and Algorithms are core features and the remaining ones are variant features.

3. **COMBINATORIAL INTERACTION TESTING FOR SOFTWARE PRODUCT LINES**

Combinatorial Interaction Testing (CIT) is a testing approach that constructs samples to drive the systematic testing of software system configurations. When applied to
SPL testing, the idea is to select a representative subset of products where interaction errors are more likely to occur rather than testing the complete product family. In this section we provide the basic terminology of CIT within the context of SPLs.

**Definition 5.** A t-set ts is a 2-tuple \([\text{sel}, \text{ts}].\) representing a partially configured product, defining the selection of 1 features of the feature list FL, i.e. \(\text{ts.sel} \subseteq \text{FL} \land \text{ts.sel} \cap \text{ts.sel} = \emptyset\).

**Definition 6.** A t-set ts is valid in a feature model fm if there exists a valid feature set fs that covers ts. The set of all valid t-sets for a feature model is denoted with \(T_{\text{fs}}\).

**Definition 7.** A t-wise covering array tCA for a feature model fm is a set of valid feature sets that covers all valid t-sets denoted by \(f_{\text{ts}}\). We also use the term test suite to refer to a covering array.

Let us illustrate these concepts for pairwise testing, meaning \(t=2\). From the feature model in Figure 1, a valid 2-set is \([\text{Driver}, \text{Prim}]\). It is valid because the selection of feature Driver and the non-selection of feature Prim do not violate any constraints. As another example, the 2-set \([\text{Kraskal}, \text{DFS}]\), \(\emptyset\) is valid because there is at least one feature set, for instance fs1 in Table 1 where both features are selected. The 2-set \([\emptyset, \{\text{SCC}, \text{CC}\}]\) is also valid because there are valid feature sets that do not have any of these features selected, for instance feature sets fs0, fs1, and fs3. Notice however that the 2-set \([\emptyset, \{\text{Directed}, \text{Undirected}\}]\) is not valid. This is because feature GraphType is present in all the feature sets (mandatory child of the root) so either Directed or Undirected must be selected. In total, our running example has 418 valid 2-sets.

Based on Table 1, the three valid 2-sets just mentioned above are covered as follows. The 2-set \([\text{ Driver}, \text{ Prim}]\) is covered by feature sets fs1, fs2, fs3, fs4, fs6, and fs7. Similarly, the 2-set \([\text{ Kruskal, DFS}]\), \(\emptyset\) is covered by feature set fs1, and \([\emptyset, \{\text{SCC}, \text{CC}\}]\) is covered by feature sets fs0, fs2, and fs3.

**4. BASIC BENCHMARK**

We propose the use of 19 realistic feature models as a basis for a comparison benchmark. By realistic we mean that these models meet three basic requirements:

1. **Available Source Code.** Because the ultimate goal of this line of research is to evaluate the effectiveness of the testing approaches, it is thus of the utmost importance that the source code associated to the proposed feature models be available in a complete form, although perhaps not be thoroughly documented.

2. **Explicit Feature Model.** We consider feature models that are explicitly provided by the SPL authors. This requirement is to prevent any misunderstandings or omissions that any techniques to reverse engineering feature models from other artifacts can potentially have.

3. **Plausible number of products.** It does not take many features to create feature models with a huge number of potential products. We arbitrarily chose two million as the maximum number of products denoted by the feature models in the benchmark. We would argue this is a reasonable number of products that a large company or open source community could potentially maintain and most importantly thoroughly test.

In order to find the feature models that meet these criteria we searched proceedings from SPL-related venues such as SPLC, Vamos, ICSE, ASE, and FSE published over the last five years. In addition, we consulted the following websites and repositories: SPL Conqueror [33], FeatureHouse [2], SPL2go [4], and SPLOT [5]. Table 2 summarizes the feature models used in our evaluation. It shows the number of features, number of products, and their application domain with the reference from where they were obtained.

We should point out that some of the pairwise testing approaches identified and mentioned in Section 6 already use some examples from the SPLOT website; however, to the best of our knowledge, the criteria for their feature models selection is not specified precisely. In our experience with this repository, based on the information provided by the model authors on the SPLOT website itself, we either were not able to trace the code sources of the feature models or we found semantic mistakes in them.

We should stress that this list of feature models is by no means complete. Our expectation, as a result of this paper, is that the SPL community proposes new feature models to add or remove to this benchmark, perhaps filling in details that were not found by our search, and adding or refining our selection criteria.

---

**Table 1: Sample Feature Sets of GPL**

| FS | GPL | Driver (Dri) | GraphType (Gtp) | Weight (W) | Search (Se) | Algorithms (Alg) | Benchmark (B) | Directed (D) | Undirected (U) | Num (N) | Cycle (Cyc) | Shortest (Sh) | Prim | Kruskal (Kr) |
|----|-----|-------------|-----------------|------------|-------------|-----------------|----------------|--------------|-----------------|--------|-------------|--------------|------|-------------|
| fs0 | ✓   | ✓           | ✓               | ✓          | ✓           | ✓               | ✓              | ✓            | ✓                | ✓      | ✓           | ✓            | ✓    | ✓           |
| fs1 | ✓   | ✓           | ✓               | ✓          | ✓           | ✓               | ✓              | ✓            | ✓                | ✓      | ✓           | ✓            | ✓    | ✓           |
| fs2 | ✓   | ✓           | ✓               | ✓          | ✓           | ✓               | ✓              | ✓            | ✓                | ✓      | ✓           | ✓            | ✓    | ✓           |
| fs3 | ✓   | ✓           | ✓               | ✓          | ✓           | ✓               | ✓              | ✓            | ✓                | ✓      | ✓           | ✓            | ✓    | ✓           |
| fs4 | ✓   | ✓           | ✓               | ✓          | ✓           | ✓               | ✓              | ✓            | ✓                | ✓      | ✓           | ✓            | ✓    | ✓           |
| fs5 | ✓   | ✓           | ✓               | ✓          | ✓           | ✓               | ✓              | ✓            | ✓                | ✓      | ✓           | ✓            | ✓    | ✓           |
| fs6 | ✓   | ✓           | ✓               | ✓          | ✓           | ✓               | ✓              | ✓            | ✓                | ✓      | ✓           | ✓            | ✓    | ✓           |
| fs7 | ✓   | ✓           | ✓               | ✓          | ✓           | ✓               | ✓              | ✓            | ✓                | ✓      | ✓           | ✓            | ✓    | ✓           |

Driver (Dri), GraphType (Gtp), Weight (W), Search (Se), Algorithms (Alg), Benchmark (B), Directed (D), Undirected (U), Num (N), Cycle (Cyc), Shortest (Sh), Prim (Prim), Kruskal (Kr).

---

2. Definition based on [20].

3. Search performed during August-September 2013.

---

[2] We also omit here the feature model in the notation for the sake of clarity.

[3] Definition based on [20].
5. COMPARISON FRAMEWORK

In this section we present the four metrics that constitute the framework proposed by Ferrouin et al. for the comparison of pairwise testing approaches for SPLs [29]. We define them based on the terminology presented in Sections 2 and 3. For the following metric definitions, let $FS$ be a $t$-wise covering array of feature model $fm$. The corresponding equations are shown in Figure 2.

**Metric 1. Test Suite Size** is the number of feature sets selected in a covering array for a feature model, shown in Equation (1).

**Metric 2. Performance** is the time required for an algorithm to compute a covering array.

**Metric 3. Test Suite Similarity.** This metric is defined based on Jaccard’s similarity index and applied to variant features. Let $FM$ be the set of all possible feature models, $fs$ and $gs$ be two feature sets in $FS$, and $var : FS \times FM \rightarrow PL$ be an auxiliary function that returns the selected variant features of a feature set according to a FM. The similarity index of two feature sets is thus defined in Equation (2), and the similarity value for the entire covering array is defined by Equation (3).

It should be noted here that the second case of the similarity index, when there are no variant features on both feature sets, is not part of the original proposed comparison framework [29]. We added this term because in our search we found feature sets formed only with core features.

**Metric 4. Tuple Frequency.** Let $occurrence : TS \times 2^{FS} \rightarrow \mathbb{N}$ be an auxiliary function that counts the occurrence of a $t$-set (a tuple of $t$ elements) in all the feature sets of a covering array of a single feature model. The metric is defined in Equation (4).

The first two metrics are the standard measurements used for comparison between different testing algorithms, not only within the SPL domain. To the best of our understanding, the intuition behind the Test Suite Similarity is that the more dissimilar (value close to 0) the feature sets are, the higher chances to detect any faulty behaviour when the corresponding $t$-wise tests are instrumented and performed.

Along the same lines, the rationale behind tuple frequency is that by reducing this number, the higher the chances of reducing the repetition of executions of $t$-wise tests.

Let us provide some examples for the latter two metrics for the case of pairwise testing, $t=2$. Consider, for instance, feature sets $fs0$, $fs1$, $fs2$ and $fs7$ from Table 1. The variant features in those feature sets are:

$var(fs0, gpl) = \{Undirected, Weight, Prim\}$

$var(fs1, gpl) = \{Undirected, Weight, Search, DFS, Connected, Kruskal\}$

$var(fs2, gpl) = \{Directed, Search, DFS, Number, Cycle\}$

$var(fs7, gpl) = \{Undirected, Weight, Search, DFS, Connected, Number, Cycle\}$

An example is the similarity value between feature sets $fs0$ and $fs2$, that is $Sim(fs0,fs2,gpl) = 0/8 = 0.0$. The value is zero because those two feature sets do not have any selected variant features in common. Now consider $Sim(fs1,fs7,gpl) = 5/8 = 0.625$ which yields a high value because those feature sets have the majority of their selected features in common.

For sake of illustrating the Tuple Frequency metric, let us assume that the set of feature sets in Table 1 is a 2-wise covering array of GPL denoted as $tCA_{gpl}$. For example, the 2-set $ts0 = \{\{Driver\}, \{Prim\}\}$ is covered by feature sets $fs1$, $fs2$, $fs3$, $fs4$, $fs6$, and $fs7$. Thus, its frequency is equal to $occurrence(ts0,tCA_{gpl})/8 = 6/8 = 0.75$. As another example, the 2-set $ts1 = \{\{Kruskal, DFS\}, \emptyset\}$ is covered by feature set $fs1$. Thus its frequency is equal to $occurrence(ts1,tCA_{gpl})/8 = 1/8 = 0.125$.

Next we present the three algorithms that we used to assess this comparison framework on the feature models of the proposed benchmark.

6. ALGORITHMS OVERVIEW

In this section we briefly describe the three testing algorithms we used in our study.

6.1 CASA Algorithm

CASA is a simulated annealing algorithm that was designed to generate $n$-wise covering arrays for SPLs [17]. CASA relies on three nested search strategies. The outermost search performs one-sided narrowing, pruning the potential size of the test suite to be generated by only decreasing the upper bound. The mid-level search performs a binary search for the test suite size. The innermost search strategy is the actual simulated annealing procedure, which tries to find a pairwise test suite of size $n$ for feature model $FM$. For more details on CASA please refer to [17].

6.2 Prioritized Genetic Solver

The Prioritized Genetic Solver (PGS) is an evolutionary approach proposed by Ferrer et al. [16] that constructs a test suite taking into account priorities during the generation.\footnote{There are 24 2-wise pairs, out of the 418 pairs that GPL contains, which are not covered.}
were run in a cluster of 16 machines with Intel Core2 Quad runs for a meaningful statistical analysis. All the executions deterministic. For this reason we performed 30 independent executions. We described the statistical analysis performed and the issues found. All the data and code used in our analysis is available on [25].

7.1 Experimental Set Up

In this section we present the evaluation of the benchmark experimentation, and study of metaheuristics for solving optimization problems. For further details on PGS, please refer to [16].

6.3 ICPL

ICPL is a greedy approach to generate $n$-wise test suites for SPLs, which has been introduced by Johansen et al. [20]. It is basically an adaptation of Chvátal’s algorithm to solve the set cover problem. First, the set $TS$ of all valid $t$-sets that need to be covered is generated. Next, the first feature set (product) $fs$ is computed by greedily selecting a subset of $t$-sets in $TS$ that constitute a valid product in the input feature model and added to the (initially empty) test suite $tCA$. Henceforth, all $t$-sets that are covered by product $fs$ are removed from $TS$. ICPL then proceeds to generate products and adds them to the test suite $tCA$ until $TS$ is empty, i.e. all valid $t$-sets are covered by at least one product. To increase ICPL’s performance Johansen et al. made several enhancements to the algorithm, for instance they parallelized the data independent processing steps. For further details on ICPL please refer to [20].

7. Evaluation

In this section we present the evaluation of the benchmark using the comparison framework for the case of pairwise testing. We described the statistical analysis performed and the issues found. All the data and code used in our analysis is available on [25].

7.1 Experimental Set Up

The three algorithms, CASA, PGS and ICPL, are non-deterministic. For this reason we performed 30 independent runs for a meaningful statistical analysis. All the executions were run in a cluster of 16 machines with Intel Core2 Quad processors Q9400 (4 cores per processor) at 2.66 GHz and 4 GB memory running Ubuntu 12.04.1 LTS and managed by the HT Condor 7.8.4 cluster manager. Since we have 3 algorithms and 19 feature models the total number of independent runs is $3 \cdot 19 \cdot 30 = 1,710$. Once we obtained the resulting test suites we applied the metrics defined in Section 5 and we report summary statistics of these metrics. In order to check if the differences between the algorithms are statistically significant or just a matter of chance, we applied the Wilcoxon rank-sum test. In order to properly interpret the results of statistical tests, it is always advisable to report effect size measures. For that purpose, we have also used the non-parametric effect size measure $A_{12}$ statistic proposed by Vargha and Delaney [37], as recommended by Arcuri and Briand [5].

7.2 Analysis

The first thing we noticed is the inadequacy of the Tuple Frequency metric for our comparison purposes. Its definition, as shown in Equation (1), applies on a per tuple (i.e. $t$-set) basis. In other words, given a test suite, we should compute this metric for each tuple and we should provide the histogram of the tuple frequency. This is what the authors of [29] do. This means we should show 1,710 histograms, one per test suite which evidently is not a viable option to aggregate the information of this metric. An alternative is also presented in [29]. It consists on using the average of the tuple frequencies in a test suite taking into account all the tuples. Unfortunately we found that this average says nothing about the test suite. By using counting arguments we show that this average depends only on the number of features and the number of valid tuples of the model (i.e. the average is the same for all the test suites associated to a feature model), hence it is not suited to assess the quality of the test suite. The proof is presented in the Appendix. In the following we omit any information related to the Tuple Frequency metric and defer to our future work to study how to aggregate it.

In order to assess whether there was a correlation between the feature metrics, we calculated the Spearman rank’s correlation coefficient for each pair of metrics. Table 3 shows the results obtained plus the correlation values with the number of products and the number of features of the FMs.

$$\text{TestSuiteSize} = |tCA|$$

$$\text{Similarity}(fs, gs, fm) = \begin{cases} \frac{|\text{var}(fs, fm) \cap \text{var}(gs, fm)|}{|\text{var}(fs, fm) \cup \text{var}(gs, fm)|} & \text{if } |\text{var}(fs, fm) \cup \text{var}(gs, fm)| \neq 0 \\ 0 & \text{otherwise} \end{cases}$$

$$\text{TestSuiteSimilarity}(tCA, fm) = \frac{\sum_{fsi \in tCA} \sum_{fsj \in tCA} \text{Similarity}(fsi, fsj, fm)}{|tCA|^2}$$

$$\text{TupleFrequency}(ts, tCA) = \frac{\text{occurrence}(ts, tCA)}{|tCA|}$$

Figure 2: Framework Metrics Summary

| Metric | Formula |
|--------|---------|
| TestSuiteSize | $|tCA|$ |
| Similarity | $\begin{cases} \frac{|\text{var}(fs, fm) \cap \text{var}(gs, fm)|}{|\text{var}(fs, fm) \cup \text{var}(gs, fm)|} & \text{if } |\text{var}(fs, fm) \cup \text{var}(gs, fm)| \neq 0 \\ 0 & \text{otherwise} \end{cases}$ |
| TestSuiteSimilarity | $\frac{\sum_{fsi \in tCA} \sum_{fsj \in tCA} \text{Similarity}(fsi, fsj, fm)}{|tCA|^2}$ |
| TupleFrequency | $\frac{\text{occurrence}(ts, tCA)}{|tCA|}$ |

ICPL stands for “ICPL Covering array generation algorithm for Product Lines”. 
We can observe a positive and relatively high correlation among the number of products, features and test suite size. This is somewhat expected because the number of valid products is expected to increase when more features are added to a feature model. In the same sense, more features not only usually imply more combinations of features that must be covered by the test suite, but also usually mean that more test cases must be added.

Regarding performance, we expect the algorithms to take more time to generate the test suites for larger models. The positive correlation between the performance and the three previous size-related measures (products, features and size) supports this idea. However, the value is too low (around 0.3 on average) to clearly claim that larger models require more computation time.

The correlation coefficient between the similarity metric and the other metrics is low except for the performance where the higher the similarity, the longer time spent in building the test suite. In the case of number of products, the value is rather small (-0.015) to draw any conclusions. In the case of test suite size, we would expect larger test suites to have higher similarity values (positive correlation with test suite size), but this is not the case in general. We believe these results might be due to the fact that the similarity metric, as defined in Equation (3), only considers selected variant features; however, we would argue that unselected features must also be considered in computing similarity because they are also part of the t-sets, which should be covered by the test suites. It is part of our future work to evaluate alternatives to this metric.

Let us now analyse the metrics results grouped by algorithms, shown in Table 4 for the 19 feature models. In the table we highlight with dark gray the results that are the best for each metric. The results of the benchmark models reveal that CASA is the best algorithm regarding the size of the test suite (with a statistically significant difference), whereas for PGS and ICPL the differences in test suite size are not statistically significant. If we focus on performance time, ICPL is the clear winner followed by CASA. PGS is outperformed by CASA in test suite size and computation time. PGS is also the slowest algorithm, in part because it is not specifically designed to deal with feature models. Regarding the similarity metric, ICPL is the algorithm providing more dissimilar products (with a statistically significant difference) and CASA is the second one, but with no statistically significant difference with PGS. This is, as we have mentioned before, somewhat counter-intuitive because ICPL produces larger test suites than CASA, therefore we would expect that test suites with more products to have more similar products considering that the number of features in the feature models is finite. To elucidate why this is the case is part of our future work.

Finally, in Table 3 we show the $\tilde{A}_{12}$ statistic to assess the practical significance of the results. Given a performance measure $M$, $\tilde{A}_{12}$ measures the probability that running algorithm $A$ yields higher $M$ values than running another algorithm $B$. If the results of the two algorithms are equal, then $\tilde{A}_{12} = 0.5$. If $\tilde{A}_{12} < 0.3$ one would obtain higher values for $M$ with algorithm $A$, 30% of the times. In Table 3 we have highlighted the largest distance from 0.5 (equality) per quality indicator, note that 0.5 indicates no difference in the comparison. Recall that we have to highlight two

| Products | Features | TSize | Performance | Similarity |
|----------|----------|-------|-------------|------------|
| Products | 0.495    | 0.741 | 0.169       | -0.015     |
| Features | 1.000    | 0.537 | 0.336       | 0.180      |
| TSize    | 0.717    | 0.537 | 1.000       | -0.106     |
| Performance | 0.169 | 0.336 | 0.280       | 1.000      |
| Similarity | -0.015 | 0.180 | -0.106     | 0.440      |

(\textit{first two columns and two rows of the table}).
values per metric, because the direction of the comparison does not affect the interpretation of the result, although the value itself is complementary (both adding up to 1).

Regarding size, there is not statistically significant difference between ICPL and PGS, while CASA obtains the best results in more than 66% of the times. Regarding performance, ICPL is faster with a higher probability than the other algorithms. ICPL is faster than CASA in 93% of the times, moreover, ICPL is faster than PGS in 99.95% of the times. So, ICPL is clearly the best algorithm in performance without any doubts. Regarding similarity, ICPL is again the algorithm which obtains more dissimilar test suites. It obtains a lower value of similarity than CASA and PGS, in around 85% of the comparisons. As we have commented earlier in this section, this results of similarity are somehow unexpected, because smaller test suites ought to be more dissimilar than larger ones. For this reason, CASA would obtain lower values of test suite similarity, but it does not. Again, investigating why this is the case is part of our future work.

8. RELATED WORK

There exists substantial literature on SPL testing [9,12,14,22]. However, to the best of our knowledge there are neither benchmarks nor frameworks for comparing approaches. In the area of Search-Based Software Engineering a major research focus has been software testing [11,18], where there exists a plethora of articles that compare testing algorithms using different metrics. For example, Mansour et al. [26] compare five algorithms for regression testing using eight different metrics (including quantitative and qualitative criteria). Similarly, Uyar et al. [36] compare different metrics implemented as fitness functions to solve the problem of test input generation. To the best of our knowledge, in the literature on test case generation there is no well-known comparison framework for the research and practitioner community to use. Researchers usually apply their methods to open source programs and compute some metrics directly such as the success rate, the number of test cases and performance. The closest to a common comparison framework we could trace is the work of Rothermel and Harrold [32], where they propose a framework for regression testing.

9. CONCLUSIONS AND FUTURE WORK

In this research-in-progress paper, we put forward 19 feature models as a basis for a benchmark of CIT testing of SPLs. With this benchmark, we made an assessment of the comparison framework proposed by Perrouin et al. using three approaches (CASA, PGS and ICPL) for the case of pairwise testing. Overall the framework helped us identify facts such as that CASA obtains the smallest test suites, while ICPL is the fastest algorithm and also obtains the most dissimilar products. However, we also identified two shortcomings of this framework: i) similarity does not consider features that are not selected in a product, a fact that might skew the expected output, and ii) tuple frequency is applicable on a per tuple basis only, so its value as an aggregative measure is not clear. As future work we plan to evaluate other metrics that could be used to complement the framework, for this we will follow the guidelines for metrics selection suggested in [27]. In addition, we expect to integrate more feature models into the benchmark as well as to refine or extend the feature model selection criteria.
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11. APPENDIX

Let occurrence$_P$(ts, fs) compute the number of times (i.e. 0 or 1) that t-set ts appears in feature set fs. Thus we define occurrence(ts, tCA) as:

\[ \text{occurrence}(ts, tCA) = \sum_{fs \in TCA} \text{occurrence}_P(ts, fs) \]

\[ \text{Proof.} \text{ We can write the average tuple frequency as:} \]
\[ \frac{1}{|TS|} \sum_{ts \in TS} \frac{\text{occurrence}(ts, tCA)}{|tCA|} \]
\[ = \frac{1}{|TS| \cdot |tCA|} \sum_{ts \in TS} \text{occurrence}(ts, tCA) \]
\[ = \frac{1}{|TS| \cdot |tCA|} \sum_{ts \in TS} \sum_{fs \in TCA} \text{occurrence}_P(ts, fs) \]
\[ = \frac{1}{|TS| \cdot |tCA|} \sum_{fs \in TCA} \left( \sum_{ts \in TS} \text{occurrence}_P(ts, fs) \right) \]
\[ = \frac{1}{|TS| \cdot |tCA|} \sum_{fs \in TCA} |FL|(|FL| - 1) \]
\[ = \frac{|tCA|}{|TS| \cdot |tCA|} \frac{|FL|(|FL| - 1)}{2} \]
\[ = \frac{|FL|(|FL| - 1)}{2|TS|} \]
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