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Abstract

Deep reinforcement learning has shown promising results on an abundance of robotic tasks in simulation, including visual navigation and manipulation. Prior work generally aims to build embodied agents that solve their assigned tasks as quickly as possible, while largely ignoring the problems caused by collision with objects during interaction. This lack of prioritization is understandable: there is no inherent cost in breaking virtual objects. As a result, “well-trained” agents frequently collide with objects before achieving their primary goals, a behavior that would be catastrophic in the real world. In this paper, we study the problem of training agents to complete the task of visual mobile manipulation in the ManipulaTHOR environment while avoiding unnecessary collision (disturbance) with objects. We formulate disturbance avoidance as a penalty term in the reward function, but find that directly training with such penalized rewards often results in agents being unable to escape poor local optima. Instead, we propose a two-stage training curriculum where an agent is first allowed to freely explore and build basic competencies without penalization, after which a disturbance penalty is introduced to refine the agent’s behavior. Results on testing scenes show that our curriculum not only avoids these poor local optima, but also leads to 10% absolute gains in success rate without disturbance, compared to our state-of-the-art baselines. Moreover, our curriculum is significantly more performant than a safe RL algorithm that casts collision avoidance as a constraint. Finally, we propose a novel disturbance-prediction auxiliary task that accelerates learning.

1. Introduction

Advances in deep reinforcement learning (RL) for embodied agents has led to significant progress in visual navigation [61, 108, 47, 100, 80, 96, 10, 104] and manipulation [43, 106, 24, 98, 35, 21, 72]. In this paper, we focus on the relatively new embodied-AI problem of visual mobile manipulation [54, 83, 101], in particular the ArmPointNav task proposed by Ehsani et al. [16] set in the simulated mobile manipulation framework ManipulaTHOR. In ArmPointNav, the goal is to bring an object to a goal location. An agent must perform navigation and manipulation jointly by navigating to an object of interest, picking the object up using its attached 6-DOF robotic arm, and then carrying the object to a target location. Combining navigation and manipulation, especially when agents are expected to generalize to novel scenes and objects, is a challenging but important step towards building generally capable household robotic agents. Similarly, as for other embodied AI tasks, RL methods attain respectable performance for ArmPointNav, with a baseline achieving a success rate of 62% [16].

These relatively high success rates for ArmPointNav come, however, with a significant caveat: success only requires that an agent manages to bring an object to a goal and entirely ignores whether the agent collides with other objects during interaction. Ignoring collision avoidance when measuring success is not exclusive to ArmPointNav, but ubiquitous in pure navigation [96, 104, 14], pure manipulation [52, 43], and mobile manipulation [87, 92] tasks, even despite there being collision detection capabilities in relevant simulators [88, 83]. Furthermore, the popular SPL metric (success weighed by path length) [4] may even encourage collision, as it rewards agents for taking shortcuts that may result in collisions. With the introduction of mobile manipulation, where agents have more chances to interact with objects, the catastrophic impact of collisions becomes too obvious to ignore: Fig. 1 shows a prototypical example where an agent “successfully” completes the ArmPointNav task, but disturbs many objects in the scene. In fact, the ArmPointNav baseline of Ehsani et al. has only a 30% success rate without disturbance (collision) with other objects. This means that even a (relatively) high success rate should give little confidence that a policy can be safely deployed in the real world.

Unlike in the robotics community, where the importance of safety and collision avoidance are deeply ingrained [20]...
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In this paper, towards enabling safe deployment of real
robots, we propose to train embodied agents while priori-
tizing what we call disturbance avoidance: namely, we re-
quire that agents avoid moving any object that is not directly
related to the agents’ goal. For flexibility, we only con-
sider object positions at the start and end of an episode. For
example, this allows an agent to temporarily move an ob-
ject that would otherwise prevent it from reaching its goal.
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positions of objects being changed. For instance, an agent
might run into a wall (a collision) but, as the wall is not
moved by this collision, the scene is undisturbed. Indeed,
disturbance avoidance can be thought of as “visible collis-
ion avoidance”: collisions that do not result in a visual
change in the environment are ignored. We study distur-
bance avoidance, instead of collision avoidance, for three
reasons: (1) disturbance can be efficiently measured in sim-
ulation as it requires only checking how the pose of objects
has changed between time-steps, while collision detection
requires measuring contact forces; (2) our agents take as in-
put purely egocentric visual inputs and thus have a limited
capacity to learn about phenomena that they cannot directly
observe; (3) disturbance avoidance allows for the tempo-
rary movement of the objects so long as they are eventually
moved back to their original positions, a practical necessity
for some tasks.

A standard approach for encouraging safe behavior in
RL agents is simply to penalize unsafe behavior [41, 77,
89, 53]; in this vein, we modify the standard ArmPointNav
reward structure by introducing a penalty for object dis-
turbance. Perhaps surprisingly, in practice, training agents
from scratch using this new reward structure results in ex-
tremely unstable learning. Indeed, in many cases, agents
trained with this reward structure learn not to disturb any
objects by terminating early without reaching the goal: a
bad local optimum. We hypothesize that this object distur-
bance penalty discourages early exploration and thus results
in a highly suboptimal policy.

Inspired by this empirical finding, we propose a simple
but effective two-stage training curriculum: we first train
the agent with original reward (without penalty), and then
fine-tune the agent with penalized reward. During the first
stage, the agent can learn to solve the task with disturbance
as it has enough freedom to explore, while in the second
stage the agent can learn to adjust its behavior to avoid dis-
turbance when solving the task.

In what follows, we first focus on the original ArmPoint-
Nav task with its original reward and success criteria. For
this task, we show how several critical design decisions re-
sult in dramatic improvements over the existing state-of-
the-art [16]: an 11.1% absolute increase in success rate
(SR) on testing scenes with novel objects (same evaluation
setting below) after 20M training frames. With 45M train-
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Data-driven methods for visual navigation and manipulation. We classify the methods by the studied problem (navigation, manipulation, or both, i.e., mobile manipulation), whether they learn to avoid collision (disturbance), and their adopted algorithmic frameworks (supervised learning, MDP, and POMDP).

| Methods | Navigation? | Manipulation? | Avoid Collision? | Framework          |
|---------|-------------|---------------|------------------|--------------------|
| Ours    | ✓           | ✓             | ×                | POMDP              |
| [52]    | ✓           | ×             | ×                | MDP                |
| [27]    | ✓           | ×             | ×                | Supervised         |
| [40, 59]| ✓           | ✓             | ×                | MDP                |
| [40, 70, 104] | ✓       | ×             | ×                | MDP                |

In summary, in this paper we present the following contributions: (1) we propose a disturbance avoidance objective for embodied RL agents, (2) we introduce a state-of-the-art model for the original ArmPointNav task with extensive ablative experiments, (3) we provide strong empirical evidence that our two-stage curriculum can lead to agents which avoid disturbance while retaining high success rates, and (4) we offer a new auxiliary disturbance-prediction task which accelerates learning.

2. Related Work

Visual navigation and manipulation. A long history of work exists for both (stationary) tabletop manipulation using fixed-based arms [43, 24, 73, 58], pure embodied navigation [61, 108], and mobile manipulation [102, 46, 71, 32, 80, 62, 54]. Much of this prior work, especially traditional methods for manipulation [81, 71, 8, 44, 73, 75, 9, 15, 60], requires ground-truth knowledge of objects and the environment (such as their geometry) and becomes computationally expensive in high-dimensional settings. Data-driven methods relax these assumptions and enable agents to act from visual inputs. We summarized the data-driven related work in Table 1 from several perspectives. Our work focuses on ArmPointNav [16], a visual mobile manipulation task where agents must navigate in the ManipulaTHOR environment to find an object, pick it up using an attached arm, and then bring the object to a new location. The ManipulaTHOR environment consists of a set of visually complex scenes, supports navigation with a mobile robot, and allows for object manipulation with a 6-DOF arm through clutter. ArmPointNav follows the more general POMDP framework that only has egocentric depth observations and 3D goal sensors without other state information. Our method is built upon a recurrent model-free RL baseline provided by ManipulaTHOR, and focuses on disturbance avoidance discussed below.

Collision/disturbance avoidance. In safety-critical domains, collision avoidance is extremely important. Classic methods in motion planning [20, 51, 59, 59, 13, 38, 55], requires ground-truth knowledge of objects and the environment (such as their geometry) and becomes computationally expensive in high-dimensional settings. Data-driven methods relax these assumptions and enable agents to act from visual inputs. We summarized the data-driven related work in Table 1 from several perspectives. Our work focuses on ArmPointNav [16], a visual mobile manipulation task where agents must navigate in the ManipulaTHOR environment to find an object, pick it up using an attached arm, and then bring the object to a new location. The ManipulaTHOR environment consists of a set of visually complex scenes, supports navigation with a mobile robot, and allows for object manipulation with a 6-DOF arm through clutter. ArmPointNav follows the more general POMDP framework that only has egocentric depth observations and 3D goal sensors without other state information. Our method is built upon a recurrent model-free RL baseline provided by ManipulaTHOR, and focuses on disturbance avoidance discussed below.

Collision/disturbance avoidance. In safety-critical domains, collision avoidance is extremely important. Classic methods in motion planning [20, 51, 59, 59, 13], requires ground-truth knowledge of objects and the environment (such as their geometry) and becomes computationally expensive in high-dimensional settings. Data-driven methods relax these assumptions and enable agents to act from visual inputs. We summarized the data-driven related work in Table 1 from several perspectives. Our work focuses on ArmPointNav [16], a visual mobile manipulation task where agents must navigate in the ManipulaTHOR environment to find an object, pick it up using an attached arm, and then bring the object to a new location. The ManipulaTHOR environment consists of a set of visually complex scenes, supports navigation with a mobile robot, and allows for object manipulation with a 6-DOF arm through clutter. ArmPointNav follows the more general POMDP framework that only has egocentric depth observations and 3D goal sensors without other state information. Our method is built upon a recurrent model-free RL baseline provided by ManipulaTHOR, and focuses on disturbance avoidance discussed below.

Constrained MDPs and safe RL. An alternative formulation of collision avoidance is to frame avoidance as constraint (not a fixed penalty in reward) during policy optimization, i.e., frame the problem as a constrained MDP [13]. Algorithms solving constrained MDPs are frequently employed in the domain of safe RL. A popular approach in this area is to employ Lagrange multipliers in various RL algorithms [76, 55, 50, 29], allowing for the adaptive penalization of unwanted behavior. Despite being adaptive
and agnostic to the reward scale, Lagrangian methods have been shown to be sensitive to the initialization of the multipliers. In our experiments, we find our approach to be more performant than a competing, Lagrangian-based, safe RL baseline.

**Transfer and curriculum learning in RL.** Transfer learning is widely used in deep learning to transfer knowledge from a source domain to a target domain. Transfer learning is also popular in RL, such as continual RL setting. Our two-stage training methodology reframes the single task learning (success without disturbance) into “curriculum learning” on a task sequence, where the first task (stage) is to succeed with disturbance, and the second task (stage) is to succeed without disturbance. We show that this curriculum formulation is far more effective than direct learning on the final (hard) task, as learning on the early task is much easier and bootstraps learning the final task.

**Auxiliary tasks in RL.** Auxiliary tasks, co-trained with the main task (maximizing the total rewards) on the shared model weights, have been shown to have the promising capability to improve sample efficiency and asymptotic performance in visual RL. Supervised auxiliary tasks provide extra information to the policy via external signals, such as depth maps and game internal states, while self-supervised/unsupervised auxiliary tasks use existing information as signals, such as auto-encoders, forward and inverse dynamics, reward prediction, and contrastive learning. Our work introduces a supervised auxiliary task that predicts the “disturbance distance”, namely, how greatly an agent’s action will disturb the environment. Since this disturbance distance is one component of our reward, this task can be viewed as distilling knowledge of the reward’s composition to the agent.

### 3. Towards Disturbance-Free ArmPointNav

As preliminaries, we first introduce our model architecture (Sec. 3.1) for ArmPointNav. Then we formulate the concept of disturbance avoidance along with a new, corresponding, reward structure for ArmPointNav (Sec. 3.2). Next, we define a new auxiliary task, disturbance prediction, which could improve sample efficiency in training (Sec. 3.3). Finally, we discuss the training techniques on the new objective, and introduce our two-stage training curriculum (Sec. 3.4) that is most critical to final performance.

#### 3.1. Preliminaries: Model Architecture

For the task of ArmPointNav, given only egocentric depth observations and goal coordinates, an agent must interact with its environment so as to pick up a target object with its arm and then navigate to place that target object in a goal location. See App. A for more details.

We now describe our model architecture for ArmPointNav, based on the original baseline proposed by Ehsani et al. At a timestep $t \geq 0$, the model takes as input the current egocentric depth observation $o_t$, which is passed through a modified ResNet18 to produce the embedding $z_t = \text{ResNet}(o_t)$. The model then passes this embedding $z_t$ along with an embedding of distance to goal $g_t$, the encoding of previous action $a_{t-1}$, and the belief state $b_{t-1}$ from the previous timestep, to a single-layer GRU to produce the current belief state $b_t = \text{GRU}(b_{t-1}, \text{ResNet}(o_t), g_t, a_{t-1})$. Finally, following an actor-critic formulation, a linear layer is applied to the belief state $b_t$ to produce the agent’s policy $\pi(b_t)$ (i.e., a distribution over actions) and an estimate of the value of the agent’s current state $V(b_t)$.

Fig. 2 shows a summary of this architecture, and the new design choices we made compared to the original baseline. This agent is trained using the PPO algorithm to maximize the discounted cumulative rewards $\sum_{t=0}^{T} \gamma^t r_t$, with $\gamma = 0.99$ and $T = 200$. The reward function $r_t$ is defined in Eq. 1 in [16].

#### 3.2. Formulation of Disturbance Avoidance

Now we focus on the goal of training agents that are able to avoid disturbance. One of the simplest strategies for discouraging unwanted behavior in RL is to incorporate a penalty into the reward function for this behavior. We consequently add a penalty to the original reward function $r_t$ (Eq. 1 in [16]) to define a new reward function $r'_t$:

$$r'_t = r_t + \lambda_{\text{disturb}}(d_{t-1}^{\text{objects}} - d_t^{\text{objects}}),$$

where $\lambda_{\text{disturb}} > 0$ is a coefficient controlling the magnitude of the disturbance penalty, and $d_t^{\text{objects}}$ is the sum of 3D Euclidean distances of all objects (except the target object) from their initial locations at time $t$.

The **disturbance-free objective** is now defined as the discounted cumulative sum of these new rewards:

$$\sum_{t=0}^{T} \gamma^t r'_t = \sum_{t=0}^{T} \gamma^t r_t + \gamma^t \lambda_{\text{disturb}}(d_{t-1}^{\text{objects}} - d_t^{\text{objects}}).$$

Notice that if $\gamma = 1$ then the above sum telescopes to simply $\sum_{t=0}^{T} r_t - \lambda_{\text{disturb}} d_T^{\text{objects}}$. Thus, up to discounting, the disturbance-free objective can be interpreted as the original ArmPointNav objective with a soft constraint on the final total disturbance distance. This new objective discourages the agent from ending the episode with objects out of their original positions, but allows the agent to temporarily move objects as long as the agent eventually moves them back into their original locations. This behavior emerges in training (see Sec. 3.2).

#### 3.3. Disturbance Prediction as an Auxiliary Task

Beyond passing knowledge indirectly via a model-free method (i.e., with disturbance penalty as in Eq. 2), to im-
We make several improvements to the existing SoTA baseline from [16]. These improvements include: replacing the existing shallow CNN with a ResNet18, adding an embedding of the previous action $a_{t-1}$ to the agent’s inputs, and using polar, instead of Cartesian, goal coordinates $g_t \in \mathbb{R}^2$. These changes greatly increase performance (see Sec. 4.1). Building on the work of Ye et al. [104], we also enable support for training with arbitrary self-supervised auxiliary tasks given current belief $b_t$ for sample efficiency. Finally, we add a specific auxiliary task head for our novel next-step disturbance prediction task $\hat{c}_{t+1} \in \mathbb{R}^{|A|}$.


to prove sample efficiency, we also consider a model-based approach that explicitly requires the agent to predict object disturbance as an auxiliary task. Formally, given its current belief $b_t$ about the environment and the action $a_t$ it has decided to enact, the agent must predict the probability $\hat{c}_{t+1}$ of current action disturbing the environment. To produce this probability estimate in practice, we use an MLP denoted as Disturb:

$$\text{Disturb}(b_t, a_t) = \hat{c}_{t+1} \in [0, 1].$$

We obtain the ground-truth binary disturbance signal $c_{t+1}$ from the simulated environment: it is calculated by thresholding the current change in the disturbance distance:

$$c_{t+1} = \mathbb{1}(d_{t+1}^{\text{objects}} - d_t^{\text{objects}} \geq \tau) \in \{0, 1\},$$

where $\tau \approx 0.001$ m in our case.

As most ($\approx 90\%$) actions taken by the agent during training do not result in disturbance, there is a significant class imbalance for this task formulation. To mitigate this imbalance, we leverage the Focal loss [56], a modified cross entropy loss designed for class-imbalanced prediction. For every step $t$ in training, we compute the total loss for our agent as the sum of the usual actor, critic, and entropy losses from PPO as well as the auxiliary disturbance prediction loss $L_{\text{Focal}}(\hat{c}_t, c_t)$.

Our auxiliary task works in concert with our new objective: our auxiliary task can directly teach the agent to recognize the types of actions that result in disturbance, while our new objective encourages the agent to avoid such actions.

### 3.4. Two-Stage Training Curriculum

We train an agent using RL on the disturbance-free objective (Eq. 2), with an option of co-training any auxiliary task (e.g., Sec. 3.3). Directly training to optimize for the new objective from scratch is straightforward but, in practice, suffers from extreme instability with some “trained” models achieving near-zero success rates (see Sec. 4.2). As the disturbance penalty discourages the agent from interacting with the objects, we hypothesize that it may also prevent the agent from sufficiently exploring potential strategies before settling on a conservative approach: giving up partway...
through an episode to avoid potential object disturbance.

Inspired by the empirical findings and work in curriculum learning, we propose a two-staged training curriculum for learning with the disturbance-free objective (see Fig. 3). In the first stage, the agent is trained with the original reward function \(r_t\) (potentially co-trained with auxiliary tasks). As the agent is not penalized for causing disturbance, this allows the agent to freely explore and thus, as we show in our experiments, enables the agent to learn a policy with a high success rate. In the second stage, we fine-tune the agent from the previously learned model in the first stage using our new reward function \(r'_t\) (Eq. 1). In this stage, the agent learns to refine its behavior to better avoid disturbance, without sacrificing performance. Intuitively, we decompose the disturbance-free objective \(r'_t\) into a task sequence, with the first task being \(r\) and the second being \(r'\). The first task is easier to learn from scratch, and its goal is closely aligned with the second task.

4. Experiments

We evaluate our method on the ArmPointNav task within the manipulation framework ManipulaTHOR [16] set within AI2-THOR simulator [21]. Following [16], in all experiments we train our agents on the 19 training scenes, tune model hyperparameters (and report the ablation study results) on the 5 validation scenes, and finally report our best-validation-model results on the 5 testing scenes. Each scene has 720 data points (episodes). Due to space constraints, we report the agent performance when faced with novel objects (360 data points) in the main paper and report results on the less-challenging seen objects subset in App. D. For details on the ManipulaTHOR environment, see App. A.

We focus on two primary metrics, Success Rate (SR) and Success Rate without Disturbance (SRwoD) measuring the original objective and the disturbance-free objective, respectively. For each episode, we consider it successful without disturbance if it is successful and the final disturbance distance \(d_{\text{objects}}\) is less than a threshold (≈0.01 m). We use AllenAct [23] as our training framework. We provide more implementation details, such as hyperparameters, in App. E. All training code and model weights will be made open-source. Qualitative videos can be found in the supplementary materials.

In Sec. 4.1, we evaluate several small but critical design decisions that allow us to dramatically improve the SR of the baseline model from Ehsani et al. In Sec. 4.2, we describe how our two-stage training approach from Sec. 4.1 allows for large gains in SRwoD without sacrificing SR in the final disturbance-free setting.

Table 2. Ablating our improved baselines on validation scenes. Using a ResNet18 visual encoder, un-normalized advantages, polar goal coordinates, and adding previous actions, can significantly increase the performance of the baselines on validation scenes with novel objects. Reported metrics include Success Rate (SR) and Success Rate without Disturbance (SRwoD). The final improved baseline (last row) outperforms the original baseline from [16] (first row).

### 4.1. Improved Baseline for ArmPointNav

As described in Sec. 3.1, we improve and extend the original architecture for ArmPointNav. Below are the details of our decision choices. First, inspired by recent works [96, 95, 104, 61], we replace the simple visual encoder with a modified ResNet18 [33], use un-normalized advantage estimation in PPO [62] and add previous actions as an input to the GRU model. Moreover, we replace the original unsigned Cartesian coordinates \((x, y, z)\) in ArmPointNav by polar coordinates \((\rho, \alpha, \beta)\) as relative 3D goal coordinates.

Table 2 shows how these various design decisions impact the model performance on the validation set. All models are trained for 20M simulation steps, following Ehsani et al. Combining all the above modifications, we obtain a new baseline model (last row) that greatly outperforms the previous SoTA (row #1) by 17% absolute points in SR in the same training setting.

### 4.2. Results in the Disturbance-Free Setting

Before moving to our main results for the disturbance-free setting, we describe one additional design decision: we have enlarged the original action space \(A_{\text{small}}\) in ArmPointNav into \(A_{\text{large}}\) so as to include camera and arm rotation actions. We enlarge the action space in this way as, in a qualitative analysis of model failures, we found that agents

---

2 Note that this metric is abbreviated as SRwoD in the original paper [16]. However we find “SRwoD” to be less ambiguous.

3 Please refer to batch-wise normalization in advantage in [53].

4 where \(x = r \cos \alpha \sin \beta, y = r \sin \alpha \sin \beta, z = r \cos \alpha\) following the standard coordinate conversion.

5 As we use a newer, more physically accurate, version of AI2-THOR [17] and smaller batch sizes, the results of our re-implemented baseline are slightly lower than those in the original paper (SR: 61.7% vs. 62.1%; SRwoD: 29.8% vs. 32.7%).
often appeared to disturb objects in part due to (1) a lack of degrees of freedom in their arm movement and (2) an inability to change their camera’s viewing angle to see objects they might disturb. We also ablate this decision in App. D and find that it indeed has an impact on performance.

Table 3 summarizes our main results (using \( A_{\text{large}} \)). Each method is labeled by its stage in our curriculum (Fig. 1,4), the reward it received (\( r \) for original reward; \( r' \) for new reward), the weight initialization (from scratch or fine-tuned), number of training frames, and what auxiliary task it used. For none auxiliary task, “original” refers to the original baseline, and “new” refers to our improved variant. “Mean” column shows the averages over 5 random seeds while “IQM” column shows the averages over the 3 seeds with median performance, to reduce the effect of outliers, suggested by [2] (see Fig. 6 for plots with confidence intervals).

Table 3. Main results on testing scenes with novel objects using the large action space \( A_{\text{large}} \). Each method is labeled by its stage in our curriculum (Fig. 1,4), the reward it received (\( r \) for original reward; \( r' \) for new reward), the weight initialization (from scratch or fine-tuned), number of training frames, and what auxiliary task it used. For none auxiliary task, “original” refers to the original baseline, and “new” refers to our improved variant. “Mean” column shows the averages over 5 random seeds while “IQM” column shows the averages over the 3 seeds with median performance, to reduce the effect of outliers, suggested by [2] (see Fig. 6 for plots with confidence intervals).

Training from scratch learns to stop early with poor success rate (Block 2 and 3). Now we move on to the disturbance-free setting. The simplest way to train an agent that avoids disturbance is to directly train the policy with the new reward \( r' \) (Eq. 1) from scratch (i.e., Block 3). However, even when co-training auxiliary tasks, the agents simply fail to learn a reasonable policy in most seeds, with much worse average SR (and also SRwoD) when compared to Block 2 (trained with \( r \)). In fact, 16 out of 20 trials in Block 3 totally fail, with <10% SR. We investigate these failed trials and find that these agents pick up the target objects in 94.1% of episodes, but only choose to terminate the episode shortly.
after the pick-up within 7.1 steps (recall that the total horizon $T = 200$). This means that these agents learn a bad local optimum: pick up the target object to get the pick-up reward bonus, and then immediately terminate the episode to avoid any disturbance penalty. Such degradation in SR can be explained as a side effect of disturbance avoidance as suggested in Sec. 4.4.

**Two-stage training achieves higher SRwoD without sacrificing SR (Blocks 2, 3, and 5), and much better than PPO-Lagrangian (Block 4), with impressive robustness.** Our two-stage training curriculum (Block 5) allows agents to avoid degradation in SR, compared to training from scratch (Block 3), while also achieving a much higher SRwoD by $\sim10\%$ with similar SR, compared to training on the original reward (Block 2). It is also significantly more performant than the safe RL baseline, PPO-Lagrangian, which is sensitive to the initial coefficient. In the appendix Fig. 6, we show that our approach is also more robust to different seeds than training from scratch or using PPO-Lagrangian. Note that all agents were trained for 45M frames. Our proposed curriculum is highly effective and robust, easy to implement, and can be used with auxiliary task co-training. Because of these advantages, as embodied-AI tasks begin to take disturbance avoidance more seriously in an effort to enable real-world deployment, we expect that our approach’s simplicity and robustness will be its great advantages: any researcher in embodied AI can easily leverage our training approach to enable disturbance avoidance in their models.

**Emergence of temporary displacement.** As noted previously, our reward structure $r'$ allows agents to disturb objects, so long as they eventually move those objects back to their original positions (approximately). Perhaps surprisingly, we find that this behavior emerges in testing scenes: in a quantitative analysis, we find that the agents in Block 5 (Table 3) learn to temporarily move the other objects (and then recover their positions) in $\approx5\%$ of episodes.

**Success rate at various disturbance thresholds.** To show the detailed results on the relationship between disturbance distance and success rate, we plot the success without disturbance curves in Fig. 4 for our best performing models. We can see that Block 5 agents indeed outperform Block 2 agents in all the disturbance distance thresholds less than 2.5 meters, reaching around $80\%$ success rate when the disturbance distance threshold is less than 1 meter or at most 2 objects are disturbed.

**Qualitative results.** Fig. 5 shows an example of how our disturbance-free approach can achieve better performance on the task of ArmPointNav. See our supplementary materials for more qualitative results.

5. Conclusion

This paper highlights the importance of disturbance (collision) avoidance to embodied AI, with a focus on visual mobile manipulation. We first formalize the objective of disturbance avoidance for RL agents, and then provide extensive evidence that our two-stage training curriculum is much more effective and robust than training from scratch on that objective, leading to state-of-the-art performance on success rates without disturbance in ArmPointNav task. Moreover, we propose a new auxiliary task of disturbance prediction to improve sample efficiency. Although we evaluate our method only in ArmPointNav task due to the scarcity of benchmarks, we believe that all the components of our method, including the disturbance-free objective, the two-stage training curriculum, and the new auxiliary task, are general, and could be applied to other tasks to accelerate safe deployment of robots in the real world.
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