Abstract

Let $G$ be the general linear group of degree $n$ over an algebraically closed field $K$ of characteristic $p > 0$. We study the $m$-fold tensor product $\bar{S}(E)^{\otimes m}$ of the truncated symmetric algebra $\bar{S}(E)$ of the symmetric algebra $S(E)$ of the natural module $E$ for $G$. We are particularly interested in the set of partitions $\lambda$ occurring as the highest weight of a composition factor of $\bar{S}(E)^{\otimes m}$. We explain how the determination of these composition factors is related to the determination of the set of composition factors of the $m$-fold tensor product $S(E)^{\otimes m}$ of the symmetric algebra. We give a complete description of the composition factors of $\bar{S}(E)^{\otimes m}$ in terms of "distinguished" partitions.

Our main interest is in the classical case, but since the quantised version is essentially no more difficult we express our results in the general context throughout.

Introduction

Let $K$ be an algebraically closed field of characteristic $p > 0$. The problem of finding the irreducible characters of a connected reductive group $G$ over $K$ is one of the main problems of representation theory. In characteristic 0 the solution to this problem is enshrined in Weyl’s character formula (see e.g. [20], II, Chapter 5) and for the general linear group in the theory of Schur symmetric functions (see e.g. [16], , Section 3.5).

The problem in positive characteristic is often formulated in terms of the determination of decomposition numbers, i.e. the determination of the multiplicity of the simple module $L(\mu)$, of highest weight $\mu$, as a composition factor of the induced module $\nabla(\lambda)$, of highest weight $\lambda$. 
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In this paper we concentrate on the case $G = \text{GL}_n(K)$, the general linear group of degree $n$, over $K$. We are interested in the tensor product $S^\lambda(E) = S^{\lambda_1}(E) \otimes \cdots \otimes S^{\lambda_m}(E)$, of symmetric powers of the natural module $E$. For fixed degree $r$, the formal characters of the modules $S^\lambda(E)$ are related to the formal characters of the $\nabla(\mu)$ (the Schur symmetric functions) by a certain known unitriangular matrix (the transpose of the Kostka matrix, see e.g., [22], Section 6, Table 1, entry (2, 4)). Hence, the decomposition number problem would be solved if one could determine the composition factor multiplicities of the modules $S^\lambda(E)$. So this is a very important (and of course difficult) problem. Here, and in related work, we address the problem of determining the set of composition factors of $S^\lambda(E)$.

Let $m$ be a positive integer. Our method is to analyse first the tensor product of $m$ truncated symmetric powers and then to use this to analyse the tensor product of $m$ symmetric powers. Here we give an exposition of the general approach via the truncated symmetric powers. For general $m$, we give a complete list of the composition factors of $\bar{S}(E)^{\otimes m}$ in terms of “distinguished” partitions. One consequence of this description is that this list is also the list of composition factors $L(\lambda)$ of $S(E)^{\otimes m}$ for partitions $\lambda$ with first part at most $m(p - 1)$. In particular, for $m = n$, the composition factors of $\bar{S}(E)^{\otimes n}$ are the partitions of length at most $n$ with first part at most $n(p - 1)$.

As an immediate application of our approach we recover the tensor product theorem of Krop, [21] and Sullivan, [25]. This describes the composition factors of the symmetric powers of the natural module. Further, in our companion paper, [13], we obtain a direct analogue for the composition factors of a tensor product of two symmetric powers, [13], Theorem 4.6.

Moreover, with the methods used here and in [13], we obtain an application to the representation theory of the symmetric groups: specifically we determine which irreducible modules occur as composition factors of Specht modules labelled by partitions with third row length at most one, [13], Corollary 2.11.

Apart from its relevance to the modular character problem we have some other motivation for the consideration of tensor products of symmetric powers coming from our earlier work. In [12] we studied the problem of which polynomial injective modules are injective on restriction to the first infinitesimal subgroup $G_1$ and we gave a solution to this problem in terms of the “index of divisibility” of a polynomially injective module, [12], Theorem 4.1. The divisibility index, in turn, is determined by the set of composition factors of $S(E)^{\otimes (n-1)}$, [13], Lemma 3.9.

An explicit solution to the problem of finding all polynomially and infinitesimally injective modules would also resolve the sticking point of the paper by De Visscher and the first author, [10], Conjecture 5.2.

The results of this paper are also used in our recent work, [14]. There we study the invariants of Specht modules for a symmetric group under the
action of a smaller symmetric group. At a certain point (in the proof of [14], Lemma 2.1) we use some of the theory developed here to analyse these invariants and give a counterexample to a Conjecture of D. Hemmer, from [18], in each characteristic.

The layout of the paper is the following. Section one is preliminary and we use it to establish notation for the standard combinatorics and polynomial representation theory and connections with Hecke algebras that we shall need. In Section 2 we describe our approach to composition factors of tensor products of symmetric powers of $E$, via the truncated symmetric powers. In Section 3 we deal with a reciprocity principal for decomposition numbers. This section also contains some technical results on removal of a row or a node from a partition such that the corresponding simple modules occurs as a composition factor of $\bar{S}(E)^\otimes m$. These principles are used repeatedly in our determination of the composition factors.

In Section 4 we determine for which restricted partitions the corresponding irreducible module occurs as a composition factor of $\bar{S}(E)^\otimes m$, via the Mullineux involution on regular partitions. In Section 5 we introduce distinguished partitions and describe some of their properties. In Section 6 we complete the determination of the composition factors of $\bar{S}(E)^\otimes m$.

Our main interest is in the classical case, but since the quantised version is essentially no more difficult we express our results in the general context throughout.

1 Preliminaries

1.1 Combinatorics

The standard reference for the polynomial representation theory of $GL_n(K)$ is the monograph [16]. Though we work in the quantised context this reference is appropriate as the combinatorics is essentially the same and we adopt the notation of [16] wherever convenient. Further details may also be found in the monograph, [9], which treats the quantised case.

We begin by introducing some of the associated combinatorics. By a partition we mean an infinite sequence $\lambda = (\lambda_1, \lambda_2, \ldots)$ of nonnegative integers with $\lambda_1 \geq \lambda_2 \geq \ldots$ and $\lambda_j = 0$ for $j$ sufficiently large. If $m$ is a positive integer such that $\lambda_j = 0$ for $j > m$ we identify $\lambda$ with the finite sequence $(\lambda_1, \ldots, \lambda_m)$. The length $l(\lambda)$ of a partition $\lambda = (\lambda_1, \lambda_2, \ldots)$ is $0$ if $\lambda = 0$ and is the positive integer $m$ such that $\lambda_m \neq 0$, $\lambda_{m+1} = 0$, if $\lambda \neq 0$. For a partition $\lambda$, we denote by $\lambda'$ the transpose partition of $\lambda$. We write $\mathcal{P}$ for the set of partitions. Let $\lambda \in \mathcal{P}$. We define the degree of $\lambda = (\lambda_1, \lambda_2, \ldots)$ by $\deg(\lambda) = \lambda_1 + \lambda_2 + \cdots$. 
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We fix a positive integer $n$. We set $X(n) = \mathbb{Z}^n$. There is a natural partial order on $X(n)$. For $\lambda = (\lambda_1, \ldots, \lambda_n), \mu = (\mu_1, \ldots, \mu_n) \in X(n)$, we write $\lambda \leq \mu$ if $\lambda_1 + \cdots + \lambda_i \leq \mu_1 + \cdots + \mu_i$ for $i = 1, 2, \ldots, n-1$ and $\lambda_1 + \cdots + \lambda_n = \mu_1 + \cdots + \mu_n$. We shall use the standard $\mathbb{Z}$-basis $e_1, \ldots, e_n$ of $X(n)$, where $e_i = (0, \ldots, 1, \ldots, 0)$ (with 1 in the $i$th position), for $1 \leq i \leq n$. We write $\omega_i$ for the element $e_1 + \cdots + e_i$ of $X(n)$, for $1 \leq i \leq n$. We denote the element $\omega_n = (1, \ldots, 1)$ simply by $\omega$. We write $\Lambda(n)$ for the set of $n$-tuples of nonnegative integers.

We write $X^+(n)$ for the set of dominant $n$-tuples of integers, i.e., the set of elements $\lambda = (\lambda_1, \ldots, \lambda_n) \in X(n)$ such that $\lambda_1 \geq \cdots \geq \lambda_n$. We write $\Lambda^+(n)$ for the set of partitions into at most $n$-parts, i.e., $\Lambda^+(n) = X^+(n) \cap \Lambda(n)$. We shall sometimes refer to elements of $\Lambda(n)$ as polynomial weights and to elements of $\Lambda^+(n)$ as polynomial dominant weights. For a nonnegative integer $r$ we write $\Lambda^+(n, r)$ for the set of partitions of $r$ into at most $n$ parts, i.e., the set of elements of $\Lambda^+(n)$ of degree $r$.

We write $\text{Sym}(r)$ for the symmetric group on $\{1, 2, \ldots, r\}$. The symmetric group $W = \text{Sym}(n)$ acts naturally on $X(n)$. We write $w_0$ for the longest element of $W$, i.e., the element such that $w_0 \lambda = (\lambda_n, \ldots, \lambda_1)$, for $\lambda = (\lambda_1, \ldots, \lambda_n) \in X(n)$.

We fix a positive integer $l$. A partition $\lambda = (\lambda_1, \lambda_2, \ldots)$ is $l$-regular if there is no positive integer $i$ such that $\lambda_i = \lambda_{i+1} = \cdots = \lambda_{i+l-1} > 0$. We write $\mathcal{P}_{\text{reg}}^l$ for the set of $l$-regular partitions and $\mathcal{P}_{\text{reg}}(r)$ for the set of $l$-regular partitions of degree $r$.

We write $X_1(n)$ for the set of $l$-restricted partitions into at most $n$ parts, i.e., the set of elements $\lambda = (\lambda_1, \ldots, \lambda_n) \in \Lambda^+(n)$ such that $0 \leq \lambda_1 - \lambda_2, \ldots, \lambda_{n-1} - \lambda_n, \lambda_n < l$. Note that an element $\lambda \in \Lambda^+(n)$ belongs to $X_1(n)$ if and only if $\lambda'$ is an $l$-regular partition.

A dominant weight $\lambda \in X^+(n)$ has a unique expression $\lambda = \lambda^0 + l\bar{\lambda}$ with $\lambda^0 \in X_1(n), \bar{\lambda} \in X^+(n)$, moreover if $\lambda \in \Lambda^+(n)$ then $\bar{\lambda} \in \Lambda^+(n)$. We shall use this notation a great deal in what follows.

### 1.2 Rational Modules and Polynomial Modules

Let $K$ be a field. If $V, W$ are vector spaces over $K$, we write $V \otimes W$ for the tensor product $V \otimes_K W$. We shall be working with the representation theory of quantum groups over $K$. By the category of quantum groups over $K$ we understand the opposite category of the category of Hopf algebras over $K$. Less formally we shall use the expression “$G$ is a quantum group” to indicate that we have in mind a Hopf algebra over $K$ which we denote $K[G]$ and call the coordinate algebra of $G$. We say that $\phi : G \to H$ is a morphism of quantum groups over $K$ to indicate that we have in mind a morphism of Hopf algebras over $K$, from $K[H]$ to $K[G]$, denoted $\phi^*$ and called the co-morphism of $\phi$. We will say $H$ is a quantum subgroup of the quantum group $G$, over $K$, to indicate that $H$ is a quantum group with coordinate
algebra \( K[H] = K[G]/I \), for some Hopf ideal \( I \) of \( K[G] \), which we call the defining ideal of \( H \). The inclusion morphism \( i : H \to G \) is the morphism of quantum groups whose co-morphism \( i^\sharp : K[G] \to K[H] = K[G]/I \) is the natural map.

Let \( G \) be a quantum group over \( K \). The category of left (resp. right) \( G \)-modules is the the category of right (resp. left) \( K[G] \)-comodules. We write Mod\((G)\) for the category of left \( G \)-modules and mod\((G)\) for the category of finite dimensional left \( G \)-modules. We shall also call a \( G \)-module a rational \( G \)-module (by analogy with the representation theory of algebraic groups).

A \( G \)-module will mean a left \( G \)-module unless indicated otherwise. For a finite dimensional \( G \)-module \( V \) the dual space \( V^* = \text{Hom}_K(V, K) \) has a natural \( G \)-module structure. For a finite dimensional \( G \)-module \( V \) and a non-negative integer \( r \) we write \( V^{\otimes r} \) for the \( r \)-fold tensor product \( V \otimes V \otimes \cdots \otimes V \) and write \( V^{\otimes -r} \) for the dual of \( V^{\otimes r} \).

Let \( V \) be a finite dimensional \( G \)-module with structure map \( \tau : V \to V \otimes K[G] \). The coefficient space \( \text{cf}(V) \) of \( V \) is the subspace of \( K[G] \) spanned by the “coefficient elements” \( f_{ij}, 1 \leq i,j \leq m \), defined with respect to a basis \( v_1, \ldots, v_m \) of \( V \), by the equations

\[
\tau(v_i) = \sum_{j=1}^{m} v_j \otimes f_{ji}
\]

for \( 1 \leq i \leq m \). The coefficient space \( \text{cf}(V) \) is independent of the choice of basis and is a subcoalgebra of \( K[G] \).

We fix a positive integer \( n \). We shall be working with \( G(n) \), the quantum general linear group of degree \( n \), as in [9]. We fix a non-zero element \( q \) of \( K \).

We have a \( K \)-bialgebra \( A(n) \) given by generators \( c_{ij} \), \( 1 \leq i,j \leq n \), subject to certain relations (depending on \( q \)) , as in [9], 0.20. The comultiplication map \( \delta : A(n) \to A(n) \otimes A(n) \) satisfies \( \delta(c_{ij}) = \sum_{r=1}^{n} c_{ir} \otimes c_{rj} \) and the augmentation map \( \epsilon : A(n) \to K \) satisfies \( \epsilon(c_{ij}) = \delta_{ij} \) (the Kronecker delta), for \( 1 \leq i,j \leq n \). The elements \( c_{ij} \) will be called the coordinate elements and we define the determinant element

\[
d_n = \sum_{\pi \in \text{Sym}(n)} \text{sgn}(\pi)c_{1,\pi(1)} \cdots c_{n,\pi(n)}.
\]

Here \( \text{sgn}(\pi) \) denotes the sign of the permutation \( \pi \). We form the Ore localisation \( A(n)_{d_n} \). The comultiplication map \( A(n) \to A(n) \otimes A(n) \) and augmentation map \( A(n) \to K \) extend uniquely to \( K \)-algebraic maps \( A(n)_{d_n} \to A(n)_{d_n} \otimes A(n)_{d_n} \) and \( A(n)_{d_n} \to K_{d_n} \), giving \( A(n)_{d_n} \) the structure of a Hopf algebra. By the quantum general linear group \( G(n) \) we mean the quantum group over \( K \) with coordinate algebra \( K[G(n)] = A(n)_{d_n} \).

We write \( T(n) \) for the quantum subgroup of \( G(n) \) with defining ideal generated by all \( c_{ij} \) with \( 1 \leq i,j \leq n, i \neq j \). We write \( B(n) \) for quantum subgroup of \( G(n) \) with defining ideal generated by all \( c_{ij} \) with \( 1 \leq i < j \leq n \).
We call $T(n)$ a maximal torus and $B(n)$ a Borel subgroup of $G(n)$ (by analogy with the classical case).

We now assign to a finite dimension rational $T(n)$-module its formal character. We form the integral group ring $ZX(n)$. This has $\mathbb{Z}$-basis of formal exponentials $e^{\lambda}$, which multiply according to the rule $e^{\lambda} e^{\mu} = e^{\lambda + \mu}$, $\lambda, \mu \in X(n)$. For $1 \leq i \leq n$ we define $c_{ii} = c_{i+1} + I_{T(n)} \in K[T(n)]$, where $I_{T(n)}$ is the defining ideal of the quantum subgroup $T(n)$ of $G(n)$. Note that $c_{11} \ldots c_{nn} = d_n + I_{T(n)}$, in particular each $c_{ii}$ is invertible in $K[T(n)]$. For $\lambda = (\lambda_1, \ldots, \lambda_n) \in X(n)$ we define $\bar{e}^{\lambda} = \bar{e}^{\lambda_1}_{11} \ldots \bar{e}^{\lambda_n}_{nn}$. The elements $\bar{e}^{\lambda}$, $\lambda \in X(n)$, are group-like and form a $K$-basis of $K[T(n)]$. For $\lambda = (\lambda_1, \ldots, \lambda_n) \in X(n)$, we write $K_\lambda$ for $K$ regarded as a (one dimensional) $T(n)$-module with structure map $\tau : K_\lambda \rightarrow \lambda^* \otimes K[T(n)]$ given by $\tau(v) = v \otimes \bar{e}^{\lambda}$, $v \in K_\lambda$. For a finite dimensional rational $T(n)$-module $V$ with structure map $\tau : V \rightarrow V \otimes K[T(n)]$ and $\lambda \in X(n)$ we have the weight space

$$V^{\lambda} = \{ v \in V | \tau(v) = v \otimes e^\lambda \}.$$  

Moreover, we have the weight space decomposition $V = \bigoplus_{\lambda \in X(n)} V^{\lambda}$. We say that $\lambda \in X(n)$ is a weight of $V$ if $V^{\lambda} \neq 0$. The dimension of a finite dimensional vector space $V$ over $K$ will be denoted by $\dim V$. The character $\text{ch} V$ of a finite dimensional rational $T(n)$-module $V$ is the element of $ZX(n)$ defined by $\text{ch} V = \sum_{\lambda \in X(n)} \dim V^{\lambda} e^{\lambda}$.

For each $\lambda \in X^+(n)$ there is an irreducible rational $G(n)$-module $L_n(\lambda)$ which has unique highest weight $\lambda$ and such $\lambda$ occurs as a weight with multiplicity one. The modules $L_n(\lambda)$, $\lambda \in X^+(n)$, form a complete set of pairwise non-isomorphic irreducible rational $G$-modules. Note that for $\lambda = (\lambda_1, \ldots, \lambda_n) \in X^+(n)$ the dual module $L_n(\lambda)^*$ is isomorphic to $L_n(\lambda^*)$, where $\lambda^* = (-\lambda_n, \ldots, -\lambda_1)$. For a finite dimensional rational $G(n)$-module $V$ and $\lambda \in X^+(n)$ we write $[V : L_n(\lambda)]$ for the multiplicity of $L_n(\lambda)$ as a composition factor of $V$.

We write $D_n$ for the one dimensional $G(n)$-module corresponding to the determinant. Thus $D_n$ has structure map $\tau : D_n \rightarrow D_n \otimes K[G]$, given by $\tau(v) = v \otimes d_n$, for $v \in D_n$. Thus we have $D_n = L_n(\omega) = L_n(1, 1, \ldots, 1)$. We write $E_n$ for the natural $G(n)$-module. Thus $E_n$ has basis $e_1, \ldots, e_n$, and the structure map $\tau : E_n \rightarrow E_n \otimes K[G(n)]$ is given by $\tau(e_i) = \sum_{j=1}^n e_j \otimes c_{ji}$. We also have that $E_n = L_n(1, 0, \ldots, 0)$.

A finite dimensional $G(n)$-module $V$ is called polynomial if $\text{cf}(V) \leq A(n)$. The modules $L_n(\lambda)$, $\lambda \in X^+(n)$, form a complete set of pairwise non-isomorphic irreducible polynomial $G(n)$-modules. We write $I_n(\lambda)$ for the injective envelope of $L_n(\lambda)$ in the category of polynomial modules. We have a grading $A(n) = \bigoplus_{r \geq 0} A(n, r)$ in such a way that each $c_{ij}$ has degree 1. Moreover each $A(n, r)$ is a finite dimensional subcoalgebra of $A(n)$. The dual algebra $S(n, r)$ is known as the Schur algebra. A finite dimensional $G(n)$-module $V$ is polynomial of degree $r$ if $\text{cf}(V) \leq A(n, r)$. We write
pol(n) (resp. pol(n, r)) for the full subcategory of mod(G(n)) whose objects are the polynomial modules (resp. the modules which are polynomial of degree r).

For an arbitrary finite dimensional polynomial G(n)-module we may write V uniquely as a direct sum \( V = \bigoplus_{r=0}^{\infty} V(r) \) in such a way that \( V(r) \) is polynomial of degree \( r \), for \( r \geq 0 \). Let \( r \geq 0 \). The modules \( L_n(\lambda), \lambda \in \Lambda^+(n, r) \), form a complete set of pairwise non-isomorphic irreducible polynomial \( G(n) \)-modules which are polynomial of degree \( r \). We write \( \text{mod}(S) \) for the category of left modules for a finite dimensional \( K \)-algebra \( S \). The category \( \text{pol}(n, r) \) is naturally equivalent to the category \( \text{mod}(S(n, r)) \). It follows in particular that, for \( \lambda \in \Lambda^+(n, r) \), the module \( I_n(\lambda) \) is a finite dimensional module which is polynomial of degree \( r \).

We shall also need modules induced from \( B(n) \) to \( G(n) \). (For details of the induction functor \( \text{Mod}(B(n)) \to \text{Mod}(G(n)) \) see, for example, [8].) For \( \lambda \in X(n) \) there is a unique (up to isomorphism) one dimensional \( B(n) \)-module whose restriction to \( T(n) \) is \( K_\lambda \). We also denote this module by \( K_\lambda \). The induced module \( \text{ind}_{B(n)}^{G(n)} K_\lambda \) is non-zero if and only if \( \lambda \in X^+(n) \). For \( \lambda \in X^+(n) \) we set \( \nabla_n(\lambda) = \text{ind}_{B(n)}^{G(n)} K_\lambda \). Then \( \nabla_n(\lambda) \) is finite dimensional and its character is the Schur symmetric function corresponding to \( \lambda \). The \( G(n) \)-module socle of \( \nabla_n(\lambda) \) is \( L_n(\lambda) \). The module \( \nabla_n(\lambda) \) has unique highest weight \( \lambda \) and this weight occurs with multiplicity one. For \( \lambda \in X^+(n) \) we take as a definition of the Weyl module \( \Delta_n(\lambda) \) the dual module \( \nabla_n(-w_0\lambda)^* \). Thus \( \nabla_n(\lambda) \) and \( \Delta_n(\lambda) \) have the same character.

A filtration \( 0 = V_0 \leq V_1 \leq \cdots \leq V_r = V \) of a finite dimensional rational \( G(n) \)-module \( V \) is said to be good if for each \( 1 \leq i \leq r \) the quotient \( V_i/V_{i-1} \) is either zero or isomorphic to \( \nabla_n(\lambda_i) \) for some \( \lambda_i \in X^+(n) \). For a rational \( G(n) \)-module \( V \) admitting a good filtration for each \( \lambda \in X^+(n) \), the multiplicity \(|\{1 \leq i \leq r \mid V_i/V_{i-1} \cong \nabla_n(\lambda)\}| \) is independent of the choice of the good filtration, and will be denoted \( (V : \nabla_n(\lambda)) \).

For \( \lambda, \mu \in X^+(n) \) we have \( \text{Ext}_{G(n)}^1(\nabla_n(\lambda), \nabla_n(\mu)) = 0 \) unless \( \lambda > \mu \). Given Kempf’s Vanishing Theorem, [9], Theorem 3.4, this follows exactly as in the classical case, e.g., [4], Lemma 3.2.1 (or the original source [3], Corollary (3.2)). It follows that if \( V \) has a good filtration \( 0 = V_0 \leq V_1 \leq \cdots \leq V_t = V \) with sections \( V_i/V_{i-1} \cong \nabla_n(\lambda_i), 1 \leq i \leq t, \) and \( \mu_1, \ldots, \mu_t \) is a reordering of the \( \lambda_1, \ldots, \lambda_t \) such that \( \mu_i < \mu_j \) implies that \( i < j \) then there is a good filtration \( 0 = V_0' < V_1' < \cdots < V_t' = V \) with \( V_i'/V_{i-1}' \cong \nabla_n(\mu_i), 1 \leq i \leq t \).

Similarly it will be of great practical use to know that \( \text{Ext}_{G(n)}^1(\nabla_n(\lambda), \nabla_n(\mu)) = 0 \) when \( \lambda \) and \( \mu \) belong to different blocks. Here the relationship with cores of partitions diagrams (discussed later) will be crucial for us. For a partition \( \lambda \) we denote by \( \lambda \) the corresponding partition diagram (as in [16]). The l-core of \( \lambda \) is the diagram obtained by removing skew l-hooks, as in [19]. If \( \lambda, \mu \in \Lambda^+(n, r) \) and \( \lambda \) and \( \mu \) have different
$l$-cores then the simple modules $L_n(\lambda)$ and $L_n(\mu)$ belong to different blocks and it follows in particular that $\text{Ext}^i_{\hat{S}(n,r)}(\nabla(\lambda), \nabla(\mu)) = 0$, for all $i \geq 0$. A precise description of the blocks of the $q^*$-Schur algebras was found by Cox, see [2], Theorem 5.3.

For $\lambda \in \Lambda^+(n)$ the module $I_n(\lambda)$ has a good filtration and we have the reciprocity formula $(I_n(\lambda) : \nabla_n(\mu)) = [\nabla_n(\mu) : L_n(\lambda)]$ see e.g., [8], Section 4, (6).

1.3 The Frobenius Morphism

It will be important for us to make a comparison with the classical case $q = 1$. In this case we will write $\hat{G}(n)$ for $G(n)$ and write $x_{ij}$ for the coordinate element $c_{ij}$, $1 \leq i, j \leq n$. In this case we write $\hat{L}_n(\lambda)$ for the $\hat{G}$-module $L_n(\lambda)$, $\lambda \in X^+(n)$, and write $\hat{E}_n$ for $E_n$.

We return to the general situation. If $q$ is not a root or unity, or if $K$ has characteristic 0 and $q = 1$ then all $G(n)$-modules are completely reducible, see e.g., [8], Section 4, (8). We therefore assume from now on that $q$ is a root of unity and that if $K$ has characteristic 0 then $q \neq 1$. Also, from now on, $l$ is the smallest positive integer such that $1 + q + \cdots + q^{l-1} = 0$.

Now we have a morphism of Hopf algebras $\theta : K[\hat{G}(n)] \to K[G(n)]$ given by $\theta(x_{ij}) = c_{ij}^l$ for $1 \leq i, j \leq n$. We write $F : G(n) \to \hat{G}(n)$ for the morphism of quantum groups such that $F^l = \theta$. Given a $\hat{G}(n)$-module $V$ we write $V^F$ for the corresponding $G(n)$-module. Thus, $V^F$ as a vector space is $V$ and if the $\hat{G}(n)$-module $V$ has structure map $\tau : V \to V \otimes K[\hat{G}(n)]$ then $V^F$ has structure map $(\text{id}_V \otimes F) \circ \tau : V^F \to V^F \otimes K[G(n)]$, where $\text{id}_V : V \to V$ is the identity map on the vector space $V$.

For an element $\phi = \sum_{\xi \in X(n)} a_{\xi} \xi$ of $\mathbb{Z}X(n)$ we write $\phi^F$ for the element $\sum_{\xi \in X(n)} a_{\xi}^F \xi$. Then, for a finite dimensional $\hat{G}(n)$-module $V$ we have $\text{ch} V^F = (\text{ch} V)^F$. Moreover, we have the following relationship between the irreducible modules for $G(n)$ and $\hat{G}(n)$, see [9], Section 3.2, (5).

1.3.1 Steinberg’s Tensor Product Theorem For $\lambda^0 \in X_1(n)$ and $\bar{\lambda} \in X^+(n)$ we have

$$L_n(\lambda^0 + l\bar{\lambda}) \cong L_n(\lambda^0) \otimes \hat{L}_n(\bar{\lambda})^F. $$

Usually we shall abbreviate the quantum groups $G(n)$, $B(n)$, $T(n)$ to $G$, $B$, $T$ and $\hat{G}(n)$ to $\hat{G}$. Likewise, we usually abbreviate the modules $L_n(\lambda)$, $\nabla_n(\lambda)$, $\Delta_n(\lambda)$, $I_n(\lambda)$ and $\hat{L}_n(\lambda)$ to $L(\lambda)$, $\nabla(\lambda)$, $\Delta(\lambda)$, $I(\lambda)$ and $\hat{L}(\lambda)$, for $\lambda \in \Lambda^+(n)$, and abbreviate the modules $E_n$ and $D_n$ to $E$ and $D$.

1.4 A truncation functor

Let $N, n$ be positive integers with $N \geq n$. We identify $G(n)$ with the quantum subgroup of $G(N)$ whose defining ideal is generated by all $c_{ii} - 1$,
\( n < i \leq N \), and all \( c_{ij} \) with \( 1 \leq i \neq j \leq N \) and \( i > n \) or \( j > n \). We have an exact functor (the truncation functor) \( d_{N,n} : \text{pol}(N) \to \text{pol}(n) \) taking \( V \in \text{pol}(N) \) to the \( G(n) \) submodule \( \bigoplus_{\alpha \in \Lambda(n)} V^\alpha \) of \( V \) and taking a morphism of polynomial modules \( V \to V' \) to its restriction \( d_{N,n}(V) \to d_{N,n}(V') \). For a discussion of this functor at the level of modules for Schur algebras in the classical case see [16], Section 6.5.

For a finite sequence of nonnegative integers \( \alpha = (\alpha_1, \ldots, \alpha_m) \) we write \( S^\alpha(E_n) \) for the tensor product of symmetric powers \( S^{\alpha_1}(E_n) \otimes \cdots \otimes S^{\alpha_m}(E_n) \).

**Proposition 1.4.1** The functor \( d_{N,n} \) has the following properties:

(i) for polynomial \( G(N) \)-modules \( X,Y \) we have \( d_{N,n}(X \otimes Y) = d_{N,n}(X) \otimes d_{N,n}(Y) \);

(ii) for \( \alpha \) a finite sequence of nonnegative integers we have \( d_{N,n}S^\alpha(E_n) = S^\alpha(E_n) \);

(iii) for \( \lambda \in \Lambda^+(N,r) \) and \( X_\lambda = L_N(\lambda), \nabla_N(\lambda) \) or \( \Delta_N(\lambda) \) then \( d_{N,n}(X_\lambda) \neq 0 \) if and only if \( \lambda \in \Lambda^+(n,r) \);

(iv) for \( \lambda \in \Lambda^+(n,r) \), \( d_{N,n}(L_N(\lambda)) = L_n(\lambda) \), \( d_{N,n}(\nabla_N(\lambda)) = \nabla_n(\lambda) \) and \( d_{N,n}(\Delta_N(\lambda)) = \Delta_n(\lambda) \).

**Proof.** Part (i) is immediate. Part (ii) is an easy check as is part (iii). Part (iv) follows from [9], 4.2, (4).

\[ \square \]

### 1.5 Connections with the Hecke algebras

We now record some connections with representations of Hecke algebra of type \( A \). We fix a positive integer \( r \). We write \( l(\pi) \) for the length of a permutation \( \pi \). The Hecke algebra \( \text{Hec}(r) \) is the \( K \)-algebra with basis \( T_w \), \( w \in \text{Sym}(r) \), and multiplication satisfying

\[ T_wT_{w'} = T_{ww'}, \quad \text{if } l(ww') = l(w) + l(w'), \text{ and} \]
\[ (T_s + 1)(T_s - q) = 0 \]

for \( w, w' \in \text{Sym}(r) \) and a basic transposition \( s \in \text{Sym}(r) \).

Assume now \( n \geq r \). We have the Schur functor \( f : \text{mod}(S(n,r)) \to \text{mod}(\text{Hec}(r)) \), see [9], 2.1. For \( \lambda \) a partition of degree \( r \) we denote by \( \text{Sp}(\lambda) \) the corresponding (Dipper-James) Specht module.

**Proposition 1.5.1** The functor \( f \) has the following properties:

(i) \( f \) is exact;

(ii) for \( \lambda \in \Lambda^+(n,r) \) we have \( f\nabla_n(\lambda) = \text{Sp}(\lambda) \);

(iii) for \( \lambda \in \Lambda^+(n,r) \) we have \( f(L_n(\lambda)) \neq 0 \) if and only if \( \lambda \in X_1(n) \) and the set \( \{ f(L_n(\lambda))| \lambda \in X_1(n) \} \) is a full set of pairwise non-isomorphic simple \( \text{Hec}(r) \)-modules.
Proof. (i) is clear from the definition. For (ii) see [9] Proposition 4.5.8. and for (iii) see [9], 4.3, (9) and 4.4,(2).

There is an alternative description of the irreducible Hec(r)-modules. For \( \lambda \in \mathcal{P}_{\text{reg}}(r) \), we define \( D^\lambda \) (denoted \( D(\lambda) \) in [9]) to be the head of the Specht module \( \text{Sp}(\lambda) \). Then \( D^\lambda, \lambda \in \mathcal{P}_{\text{reg}}(r) \), is a complete set of pairwise non-isomorphic simple Hec(r)-modules. The relationship between these two labelings of the irreducible modules will be crucial for us in what follows.

We use the notation of [9], Section 4.4. There is an involutory algebra automorphism \( \# : \text{Hec}(r) \to \text{Hec}(r) \) given by \( \#(s) = -Ts + (q-1)1 \), for a basic transposition \( s \in \text{Sym}(r) \). For a Hec(r)-module \( V \) affording the representation \( \pi : \text{Hec}(r) \to \text{End}_K(V) \) we write \( V^\# \) for the \( K \)-space regarded as a module via the representation \( \pi \circ \# \).

The relationship between the labelings is:

\[
fL(\lambda) \cong (D^\lambda)^\#
\]

for \( \lambda \in X_1(n) \).

Therefore a direct relation between the two descriptions of the irreducible modules for the symmetric group is described in terms of the involution \( \mathcal{P}_{\text{reg}}(r) \to \mathcal{P}_{\text{reg}}(r), \lambda \mapsto \tilde{\lambda} \) defined by \( (D^\lambda)^\# \cong D^{\tilde{\lambda}} \). This bijection is named after G. Mullineux, who proposed, in [24], an algorithm to describe it explicitly in the classical case \( q = 1 \) and \( K \) a field of characteristic \( p \). The algorithm proposed by Mullineux makes perfect sense also in the quantised case. We write \( \text{Mull} : \mathcal{P}_{\text{reg}}(r) \to \mathcal{P}_{\text{reg}}(r) \) for this bijection and call it the Mullineux involution. Thus we have

\[
fL_n(\lambda) \cong D^{\text{Mull}(\lambda)}
\]

for \( \lambda \) an \( l \)-restricted partition of degree \( r \).

Mullineux’s original conjecture was proved by Ford and Kleshchev in [17]. The quantised version was proved by Brundan, [1]. This bijection is very important to us and we shall assume some familiarity with the Mullineux algorithm in later sections.

We state explicitly some of the most important properties of this map for us. We indicate an argument here since it will be important for us. The argument is essentially in [5] (in the classical case) but it is perhaps more convenient to use the language of tilting modules, as in [9]. For \( \lambda \in \Lambda^+(n,r) \) we write \( T_n(\lambda) \) for the corresponding tilting module, as in [9].

**Proposition 1.5.2** Let \( \lambda \) be a restricted partition of \( r \) and let \( \mu = \text{Mull}(\lambda') \). Then \( \mu \) is the unique maximal element of the set,

\[
S = \{ \tau \in \Lambda^+(n,r) | [\nabla_n(\tau) : L_n(\lambda)] \neq 0 \}.
\]
Proof. Let $\tau \in \Lambda^+(n, r)$. We have $[\nabla_n(\tau) : L_n(\lambda)] = (I_n(\lambda) : \nabla_n(\tau))$. Moreover, we have $I_n(\lambda) = T_n(\text{Mull}(\lambda'))$, [9], 4.3, (10), so that $\tau \in S$ if and only if $(T_n(\text{Mull}(\lambda')) : \nabla_n(\mu)) \neq 0$. But $T_n(\text{Mull}(\lambda'))$ has unique highest weight Mull($\lambda'$) so the result follows. \hfill $\Box$

## 2 Special Partitions and Good Partitions

The symmetric algebra $S(E_n)$ has the homogeneous ideal and $G(n)$-submodule $I$ generated by $e_1^1, \ldots, e_n^n$. We write $S(E_n)$ for the quotient $S(E_n)/I$. Then $S(E_n)$ inherits a grading and $G(n)$-module decomposition $S(E_n) = \bigoplus_{r=0}^{\infty} S^r(E_n)$. The images of the elements $e_1^{r_1} \cdots e_n^{r_n}$, with $0 \leq r_1, \ldots, r_n \leq l-1, r_1 + \cdots + r_n = r$ form a basis of $S^r(E_n)$ for $r \geq 0$.

Let $m \leq n$. For $\alpha = (\alpha_1, \ldots, \alpha_m) \in \Delta(m)$ we define $S'^{\alpha}(E_n) = S'^{\alpha_1}(E_n) \otimes \cdots \otimes S'^{\alpha_m}(E_n)$. Thus we have $S(E_n)^{\otimes m} = \bigoplus_{\alpha \in \Delta(m)} S'^{\alpha}(E_n)$.

We are now ready to make two key definitions.

**Definition 2.1.** Let $m \geq 1$.

(i) We will say that $\lambda \in \Lambda^+(n)$ is $m$-good (with respect to $n$) if $L_n(\lambda)$ is a composition factor of the $m$-fold tensor product $S(E_n)^{\otimes m}$.

(ii) We will say that $\lambda \in \Lambda^+(n)$ is $m$-special (with respect to $n$) if $L_n(\lambda)$ is a composition factor of $S(E_n)^{\otimes m}$.

From [12], Lemma 3.8 we get:

**Lemma 2.2.** An element $\lambda \in \Lambda^+(n)$ is $m$-good if and only if there exists $\mu \in \Lambda^+(n)$ of length at most $m$ such that $[\nabla_n(\mu) : L_n(\lambda)] \neq 0$.

**Lemma 2.3.** (The Stability Properties) Let $m, n, N$ be positive integers with $N \geq n$. Let $\lambda$ be a partition of length at most $n$. Then $\lambda$ is $m$-good (resp. $m$-special) with respect to $n$ if and only if $\lambda$ is $m$-good (resp. $m$-special) with respect to $N$.

**Proof.** For $\alpha \in \Delta(m)$ we have $d_{N,n}(S'^{\alpha}(E_N)) = S'^{\alpha}(E_n)$ from Proposition 1.4.1 (ii) and this, together with Proposition 1.4.1 (iv) gives the result for $m$-good partitions.

It is easy to check, from the explicit bases of $S(E_N)$ and $S(E_n)$, as above, that $d_{N,n}(S(E_N)) = S(E_n)$ from which we get that $d_{N,n}(S(E_N)^{\otimes m}) = S(E_n)^{\otimes m}$ by Proposition 1.4.1 (i). Now Proposition 1.4.1 (iv) gives the result for $m$-special partitions. \hfill $\Box$
Notation  In view of the above lemma, for a positive integer $m$, we shall say that a partition $\lambda$ is $m$-good (resp. $m$-special) if it is $m$-good (resp. $m$-special) with respect to $n$, for $n \geq l(\lambda)$.

We record an elementary observation.

Lemma 2.4. Let $\lambda, \mu \in \Lambda^+(n)$ and let $m_1, m_2 \geq 0$.
If $\lambda$ is $m_1$-good (resp. $m_1$-special) and $\mu$ is $m_2$-good (resp. $m_2$-special) then $\lambda + \mu$ is $(m_1 + m_2)$-good (resp. $(m_1 + m_2)$-special).

Proof. We suppose $n$ is sufficiently large. Let $S = S(E_n)$ and suppose that $\lambda \in \Lambda^+(n)$ is $m_1$-good and $\mu \in \Lambda^+(n)$ is $m_2$-good. Then $L_n(\lambda)$ occurs as a section of $S^\otimes m_1$ and $L_n(\mu)$ occurs as a section of $S^\otimes m_2$. Hence $L_n(\lambda) \otimes L_n(\mu)$ occurs as a section of $S^\otimes (m_1 + m_2)$. Now $L_n(\lambda) \otimes L_n(\mu)$ has highest weight $\lambda + \mu$ so that $L_n(\lambda + \mu)$ occurs as a composition factor of $L_n(\lambda) \otimes L_n(\mu)$, and hence of $S^\otimes (m_1 + m_2)$, i.e., $\lambda + \mu$ is $(m_1 + m_2)$-good.

The argument for special partitions is completely analogous.



Lemma 2.5. If $V$ is a homogeneous subspace of $M$ such that

$$M_r = (A_+ M)_r + V_r$$

for all $r$ then the multiplication map $A \otimes V \rightarrow M$ is surjective.

Proof. We have $M_0 = V_0 \leq AV$. Now assume $r > 0$ and $M_j \leq AV$ for $j < r$. Then

$$M_r = (A_+ M)_r + V_r \leq \sum_{j<r} AM_j + V \leq AV$$

so it follows by induction that $M_r \leq AV$ for all $r$. Hence $AV = M$, i.e., the map $A \otimes V \rightarrow M$ is surjective.



Proposition 2.6. (i) The $A$-module $M$ is graded free if and only if

$$\dim M_r = \sum_{i+j=r} \dim A_i . \dim M_j$$
for all \( r \geq 0 \)

(ii) Assume that \( M \) is graded free. A homogenous subspace \( V \) is free generating space (i.e., multiplication \( A \otimes V \to M \) is an isomorphism) if and only if the natural map \( V \to \overline{M} \) is an isomorphism.

Proof. Assume that \( M \) is graded free and \( V \) is a homogeneous subspace freely generating \( M \). Then the multiplication map \( A \otimes V \to M \) is a linear isomorphism and induces an isomorphism,

\[ A \otimes V/A_+ \otimes V \to \overline{M}. \]

Hence the natural map \( V \to \overline{M} \) is an isomorphism.

We give \( A \otimes V \) a grading with \( A \otimes V = \bigoplus_{r=0}^{\infty} (A \otimes V)_r \), with \( (A \otimes V)_r = \sum_{i+j=r} A_i \otimes V_j \), for \( r \geq 0 \). The isomorphism \( A \otimes V \to M \) gives

\[ \dim (A \otimes V)_r = \dim M_r \]

i.e.,

\[ \sum_{r=i+j} \dim A_i \dim V_j = \dim M_r \]

and hence

\[ \sum_{r=i+j} \dim A_i \dim \overline{M}_j = \dim M_r \]

for all \( r \geq 0 \).

Suppose conversely that \( \sum_{i+j=r} \dim A_i \dim \overline{M}_j = \dim M_r \) for all \( r \). Let \( V \) be any homogeneous subspace of \( M \) such that the natural map \( V \to \overline{M} \) is an isomorphism, i.e., \( V = \bigoplus_{r=0}^{\infty} V_r \), where \( V_r \) is a complement of \( (A_+ M)_r \) in \( M_r \) for each \( r \). By the Lemma 2.1 above, the multiplication map \( A \otimes V \to M \) is surjective. Hence the map

\[ \bigoplus_{r=i+j} A_i \otimes V_j \to M_r \]

is onto for all \( r \). But

\[ \sum_{r=i+j} \dim A_i \dim V_j = \sum_{r=i+j} \dim A_i \dim \overline{M}_j = M_r. \]

Therefore, the above map is an isomorphism and so the multiplication map is an isomorphism. Hence \( M \) is freely generated by \( V \). This proves everything.

We now suppose that \( A \) and \( M \) are \( T(n) \)-modules in such a way that the gradings \( A = \bigoplus_{r=0}^{\infty} A_r \) and \( M = \bigoplus_{r=0}^{\infty} M_r \) are module homomorphisms and that multiplication the multiplication map \( A \otimes A \to A \) the action \( A \otimes M \to M \) are \( T(n) \)-module homomorphisms.
Proposition 2.7. Assume that $M$ is graded free and let $V_r$ be a $T(n)$-module complement of $(A_n M)_r$ in $M_r$, for each $r$, and form the $T(n)$-module $V = \bigoplus_{r \geq 0} V_r$. Then, for $r \geq 0$, we have

$$M_r \cong \bigoplus_{i+j=r} A_i \otimes V_j$$

as $T(n)$-modules.

We shall apply the above generalities to a tensor product of copies of the symmetric algebra $S(E)$ on the natural module $E$ for $G(n)$. Let $S = S(E_n)$. Then $S$ has the subalgebra $R$ generated by $e_1, \ldots, e_n$. We note that $R$ is a $G(n)$-submodule and in fact $R$ is isomorphic to $S(\hat{E}_n)^F$, (where $F : G \to \hat{G}$ is the Frobenius morphism), via the $K$-algebra map taking $e_i \in \hat{E}_n$ to $e_i \in (S(E_n))$. Let $m \geq 0$. We set $A = R \otimes \cdots \otimes R (m \text{ times})$ and $H = S \otimes \cdots \otimes S (m \text{ times}).$ We regard $S$ as a module over $R$, via the inclusion map and hence $H = S \otimes \cdots \otimes S$ as a module over $A = R \otimes \cdots \otimes R$. As a $G(n)$-module we have $A \cong H^F,$ where $H = S(\hat{E}_n) \otimes \cdots \otimes S(\hat{E}_n)$. The natural map $S^{\otimes m} \to \overline{H}$ induces an isomorphism $S^{\otimes m} \to \overline{H}.$

Suppose $M$ is a polynomial $G(n)$-module with decomposition with homogeneous component $M_r$ of degree $r$, for $r \geq 0$, and each $M_r$ is finite dimensional. Then, for $\lambda \in \Lambda^+(n, r)$, we write $[M : L_n(\lambda)]$ for $[M_r : L_n(\lambda)].$

Proposition 2.8. For $\lambda \in \Lambda^+(n)$ we have

$$[S(E_n)^{\otimes m} : L_n(\lambda)] = \sum_{\mu, \tau \in \Lambda^+(n)} [\overline{H} : L_n(\mu)] \times [S(\hat{E}_n)^{\otimes m} : \hat{L}_n(\tau)] \times [L_n(\mu) \otimes \hat{L}_n(\tau)^F : L_n(\lambda)].$$

Proof. Let $r$ be the degree of $\lambda$. Then we have $[H : L_n(\lambda)] = [H_r : L_n(\lambda)].$ Now by Proposition 2.7 the $T(n)$-modules $H_r$ and $\bigoplus_{r=i+j} \overline{H}_i \otimes A_j$ have the same character. Hence we have

$$[H : L_n(\lambda)] = \sum_{r=i+j} [\overline{H}_i \otimes A_j : L_n(\lambda)] = \sum_{r=i+j} [\overline{H}_i \otimes \hat{H}_j^F : L_n(\lambda)]$$

$$= \sum_{r=i+j, \mu, \tau \in \Lambda^+(n)} [\overline{H}_i : L_n(\mu)] \times [\hat{H}_j^F : \hat{L}_n(\tau)^F] \times [L_n(\mu) \otimes \hat{L}_n(\tau)^F : L_n(\lambda)]$$

$$= \sum_{\mu, \tau \in \Lambda^+(n)} [\overline{H} : L_n(\mu)] \times [\hat{H} : \hat{L}_n(\tau)] \times [L_n(\mu) \otimes \hat{L}_n(\tau)^F : L_n(\lambda)]$$

as required.
If $K$ has characteristic $p > 0$ then we have the usual Frobenius $\hat{F} : \hat{G}(n) \to \hat{G}(n)$, whose comorphism takes $c_{ij}$ to $c_{ij}^p$, for $1 \leq i, j \leq n$. In that case we write $J$ for $H$ and $\bar{J}$ for $\overline{H}$. Repeating the above Proposition we obtain the following.

**Corollary 2.9.** Suppose $K$ has positive characteristic. Let $\lambda \in \Lambda^+(n)$. Then, for all sufficiently large $N$ (depending on $\lambda$) we have:

1. $[J : L_n(\lambda)] = [\overline{H} \otimes (\bar{J} \otimes \bar{J} \cdots \otimes \bar{J} \cdot \cdots \otimes \bar{J}) \hat{F}^{N-1} : L_n(\lambda)]$; and
2. $\lambda$ is $m$-good if and only if there exists an element $\mu^0 \in \Lambda^+(n)$ which is $m$-special for $G(n)$ and elements $\mu^1, \ldots, \mu^N \in \Lambda^+(n)$ which are $m$-special for $\hat{G}(n)$ such that $[L_n(\mu^0) \otimes (\hat{L}_n(\mu^1) \otimes \hat{L}_n(\mu^2) \cdot \cdots \otimes \hat{L}_n(\mu^N) \hat{F}^{N-1}) : L_n(\lambda)] \neq 0$.

### 3 Reciprocity, Row Removal and Node Removal

The following will be useful to us immediately and in Section 6.

**Lemma 3.1.** Let $\lambda$ be a non-restricted partition. If $\mu$ is a partition such that $L(\mu)$ is a composition factor of $L(\lambda) \otimes V$, for some polynomial module $V$, then $\mu$ is non-restricted.

**Proof.** We write $\lambda = \lambda^0 + l\bar{\lambda}$, with $\lambda^0, \bar{\lambda}$ partitions with $\lambda^0$ restricted and $\bar{\lambda} \neq 0$. Then $L(\lambda) \otimes V = L(\lambda^0) \otimes \hat{L}(\bar{\lambda})^F \otimes V$ so that $L(\mu)$ is a composition factor of $L(\lambda^0) \otimes \hat{L}(\bar{\lambda})$ for some partition $\tau$ such that $L(\tau)$ is a composition factor of $L(\lambda^0) \otimes V$. We have $\tau = \tau^0 + l\tau$, for partitions $\tau^0, \bar{\tau}$, with $\tau^0$ restricted. Then $L(\mu)$ is a composition factor of $L(\tau^0) \otimes (\hat{L}(\bar{\tau}) \otimes \hat{L}(\bar{\lambda}))$ and hence, by Steinberg’s tensor product theorem, we have $\mu = \tau^0 + l\bar{\mu}$, where $\hat{L}(\bar{\mu})$ is a composition factor of $\hat{L}(\bar{\tau}) \otimes \hat{L}(\bar{\lambda})$. Thus $\hat{L}(\bar{\mu})$ is polynomial of degree

$$\deg(\bar{\tau}) + \deg(\bar{\lambda}) \geq \deg(\bar{\lambda}) > 0.$$ 

Thus $\bar{\mu} \neq 0$ and $\mu$ is not restricted.

We shall also need the following result.

**Proposition 3.2.** Let $m$ be a positive integer. For a restricted partition $\lambda$, the following are equivalent:

1. $\lambda$ is $m$-good;
2. $\lambda$ is $m$-special;
3. $l(Mull(\lambda')) \leq m$.
Proof. We work with modules for quantum general linear groups of degree $n \geq r = \deg(\lambda)$.

(i) ⇒ (ii) Suppose that $\lambda$ is $m$-good. Then putting $H = S(E)^{\otimes m}$ we have $[H : L(\lambda)] \neq 0$. By Proposition 2.8 there exist partitions $\mu$ and $\tau$ such that $\mu$ is $m$-special and $[L(\mu) \otimes L(\tau)^F : L(\lambda)] \neq 0$. By Lemma 3.1, $\tau = 0$, so that $\lambda = \mu$, which is $m$-special.

(ii) ⇒ (i) This is clear.

(i) ⇒ (iii) Since $\lambda$ is $m$-good, by Lemma 2.2 we have $[\nabla(\mu) : L(\lambda)] \neq 0$ for some partition $\mu$ with at most $m$ parts. Hence applying the Schur functor $f : \mod(S(n,r)) \to \mod(\mathrm{Hec}(r))$ we get

$$[f\nabla(\mu) : fL(\lambda)] = [\mathrm{Sp}(\mu) : D^{\mathrm{Mull}(\lambda')} \neq 0.$$ 

Now, by [19], Corollary 12.2. we get that $\mathrm{Mull}(\lambda') \geq \mu$ and $\mathrm{Mull}(\lambda')$ has at most $m$ parts.

(iii) ⇒ (i). Suppose that $\mathrm{Mull}(\lambda')$ has at most $m$ parts and write $\mu = \mathrm{Mull}(\lambda')$. We have that $\nabla(\mu)$ appears as a section of a good filtration of $S^\mu E$, see e.g., [11], Lemma 3.8. Moreover applying the Schur functor to $[\nabla(\mu) : L(\lambda)]$ we get that,

$$[\nabla(\mu) : L(\lambda)] = [\mathrm{Sp}(\mu) : D^\mu] = 1$$

and $\lambda$ is $m$-good by Lemma 2.2.

We fix $n$. For $\lambda = (\lambda_1, \ldots, \lambda_n) \in \Lambda^+(n)$ with $\lambda_1 \leq m(l-1)$ we define $\lambda^1 \in \Lambda^+(n)$ by

$$\lambda^1 = (m(l-1) - \lambda_n, \ldots, m(l-1) - \lambda_2, m(l-1) - \lambda_1).$$

Remark 3.3. For a finite dimensional $G(n)$-module and $\lambda \in X^+(n)$ the composition multiplicity $[V : L(\lambda)]$ is the coefficient $a_\lambda$ of $\mathrm{ch} L(\lambda)$ in the expression $\mathrm{ch} V = \sum_{\mu \in X^+(N)} a_\mu \mathrm{ch} L(\mu)$ (with all $a_\mu$ non-negative integers). If follows that for finite dimensional $G(n)$-modules $U, V$ and $\lambda \in X^+(n)$ we have $[U \otimes V : L(\lambda)] = [U^* \otimes V^* : L(\lambda^*)]$. This observation will be used in the proof of the following result.

Lemma 3.4. (Reciprocity Principle.) Let $\lambda = (\lambda_1, \ldots, \lambda_n) \in \Lambda^+(n)$ with $\lambda_1 \leq m(l-1)$. Then $\lambda$ is $m$-special if and only if $\lambda^1$ is $m$-special.

Proof. Let $S = S(E)$ and $\tilde{S} = \tilde{S}(E)$. The images of the elements $e_1^{a_1} \cdots e_n^{a_n}$, with $0 \leq a_1, \ldots, a_n \leq l-1$ and $a_1 + \cdots + a_n = r$, form a basis of $\tilde{S}_r$. In particular we have $\tilde{S}_{n(l-1)} \cong D^{\otimes (l-1)}$ and $\tilde{S}_i = 0$ for $j > n(l-1)$. Let $0 \leq i \leq n(l-1)$. Then the multiplication map $\tilde{S}_j \otimes \tilde{S}_{n(l-1) - j} \to \tilde{S}_{n(l-1)}$ is
a $G(n)$-module map and a perfect pairing of $K$-spaces. Hence we have the natural isomorphism

$$\bar{S}_j \to \text{Hom}_K(\bar{S}_{n(l-1)-j}, \bar{S}_{n(l-1)}) = \bar{S}_{n(l-1)-j}^* \otimes D^{\otimes (l-1)}.$$  

Now we consider $\overline{H(L(\lambda))} = \bar{S} \otimes m$. Suppose $\lambda$ has degree $r$. Then we have

$$[\overline{H(L(\lambda))}] = [\overline{H_r(L(\lambda))}]$$

and

$$\bigoplus_{r=r_1+\cdots+r_m} \bar{S}_{r_1} \otimes \cdots \otimes \bar{S}_{r_m}$$

so that $[\overline{H(L(\lambda))}] \neq 0$ if and only if there exists $r_1, \ldots, r_m \geq 0$ such that $r = r_1 + \cdots + r_m$ and $[\bar{S}_{r_1} \otimes \cdots \otimes \bar{S}_{r_m} : L(\lambda)] \neq 0$. Moreover, we have

$$[\bar{S}_{r_1} \otimes \cdots \otimes \bar{S}_{r_m} : L(\lambda)] = [\bar{S}_{t_1} \otimes D^{\otimes (l-1)} \otimes \cdots \otimes \bar{S}_{r_m}^* \otimes D^{\otimes (l-1)} : L(\lambda)]$$

where $t_i = n(l-1) - r_i$, $1 \leq i \leq m$. Dualising we thus get

$$[\bar{S}_{r_1} \otimes \cdots \otimes \bar{S}_{r_m} : L(\lambda^*)] = [\bar{S}_{t_1} \otimes \cdots \otimes \bar{S}_{r_m}^* \otimes D^{\otimes m(l-1)} : L(\lambda^*)]$$

and this is

$$[\bar{S}_{t_1} \otimes \cdots \otimes \bar{S}_{r_m}^* : D^{\otimes m(l-1)} \otimes L(\lambda^*)].$$

But now $\lambda^* = (-\lambda_1, \ldots, -\lambda_2, -\lambda_3)$ and so

$$D^{\otimes m(l-1)} \otimes L(\lambda^*) = L(m(l-1) - \lambda_n, \ldots, m(l-1) - \lambda_2, m(l-1) - \lambda_1) = L(\lambda^*)$$

and the result follows.

Combining the stability and reciprocity principles we deduce the following.

**Proposition 3.5.** Let $m \geq 1$ and let $\lambda$ be a partition with $\lambda_1 = m(l-1)$. Then $\lambda$ is $m$-special if and only if $(\lambda_2, \lambda_3, \ldots)$ is $m$-special.

**Proof.** Suppose $\lambda$ has length $n$. Then, applying the reciprocity principle, we have that $\lambda$ is $m$-special if and only if $(m(l-1)-\lambda_n, m(l-1)-\lambda_{n-1}, \ldots, m(l-1)-\lambda_2, m(l-1)-\lambda_1)$ is $m$-special, i.e., if and only if $(m(l-1)-\lambda_n, m(l-1)-\lambda_{n-1}, \ldots, m(l-1)-\lambda_2)$ is $m$-special. However, applying the reciprocity principle once more, this is $m$-special if and only if $(\lambda_2, \lambda_3, \ldots, \lambda_n)$ is $m$-special.

We now describe the principles of row removal and node removal that will be used extensively in Section 5.
Proposition 3.6. Let \( n \geq 2 \) and \( m \geq 1 \). If \( \lambda = (\lambda_1, \ldots, \lambda_n) \) is an \( m \)-special (resp. \( m \)-good) partition then \( (\lambda_1, \ldots, \lambda_{n-1}) \) and \( (\lambda_2, \ldots, \lambda_n) \) are \( m \)-special (resp. \( m \)-good) partitions.

Proof. We give the argument for \( m \)-good. The \( m \)-special case is similar. We put \( \mu = (\lambda_1, \ldots, \lambda_{n-1}) \). Consider the natural module \( E = E_n \) for \( G(n) \). We have \( E_n = E_{n-1} \oplus L \), where \( L \) is the \( K \)-span of \( e_n \) (and \( E_{n-1} \) is the \( K \)-span of \( e_1, \ldots, e_{n-1} \)). We regard \( H = G(n-1) \times G(1) \) as a subgroup of \( G(n) \), in the obvious way. Then \( E_n = E_{n-1} \oplus L \) is an \( H \)-module decomposition. Since \( L(\lambda) \) is a composition factor of \( S(E_n) \) it is a composition factor of \( S^\alpha E_n \), for some sequence \( \alpha = (\alpha_1, \ldots, \alpha_m) \). The \( H \)-module \( L(\lambda) \) has highest weight \( \lambda \) and so has \( L_{n-1}(\mu) \otimes L_1(\lambda_n) \) as a composition factor.

For \( r \geq 0 \) we have \( S^r(\mathbb{E}) = \bigoplus_{\tau=1}^{r+2} S^{r+1}(E_{n-1}) \otimes S^2L \) as \( H \)-modules. It follows that \( L_{n-1}(\mu) \otimes L_1(\lambda_n) \) must be a composition factor of a module of the form \( S^{u_1}(E_{n-1}) \otimes \cdots \otimes S^{u_m}(E_{n-1}) \otimes M \), for some \( u_1, \ldots, u_m \geq 0 \), and one dimensional \( G(1) \)-module \( M \). Restricting to \( G(n-1) \) gives that \( \mu \) is \( m \)-good.

The result for \( (\lambda_2, \ldots, \lambda_n) \) is obtained by restricting to \( G(1) \times G(n-1) \) and arguing in the same way.

\[ \square \]

Constrained Modules and Node Removal

We fix \( m \geq 0 \). We say that a partition is \( m \)-constrained if it has at most \( m \) parts.

Definition 3.7. Let \( M \) be a finite dimensional polynomial module with a good filtration. We say that \( M \) is \( m \)-constrained if each \( \lambda \in \Lambda^+(n) \) such that \( (M : \nabla(\lambda)) \neq 0 \) is \( m \)-constrained. We say that \( M \) is \( m \)-deficient if \( (M : \nabla(\lambda)) = 0 \) for every \( m \)-constrained element \( \lambda \) of \( \Lambda^+(n) \).

Remark 3.8. Note that if \( M \) is a finite dimensional polynomial module with a good filtration and character \( \chi = \sum_{\lambda \in \Lambda^+(n)} r_\lambda \chi(\lambda) \) then \( M \) is \( m \)-constrained if \( \lambda \) is \( m \)-constrained whenever \( r_\lambda \neq 0 \) and \( M \) is a \( m \)-deficient if \( r_\lambda = 0 \) for all \( m \)-constrained \( \lambda \).

Lemma 3.9. Let \( M \) be finite dimensional polynomial module with a good filtration and suppose that \( M \) is \( m \)-deficient. Then for every finite dimensional polynomial module \( V \) with a good filtration the polynomial module \( M \otimes V \) is \( m \)-deficient.

Proof. By the above remark it is enough to show that the coefficient of \( \chi(\tau) \) in the character of \( M \otimes V \) is zero for all \( m \)-constrained \( \tau \in \Lambda^+(n) \). It follows that it is enough to note that for \( \lambda, \mu \in \Lambda^+(n) \) with \( \lambda \) being \( m \)-constrained the coefficient of \( \chi(\tau) \) in \( \chi(\lambda) \chi(\mu) \) is 0 for all \( m \)-constrained \( \tau \in \Lambda^+(n) \). So it is enough to show that for any symmetric function \( \psi \) in \( n \) variables \( \psi \chi(\lambda) \)
is a \( \mathbb{Z} \)-linear combination of Schur symmetric functions \( \chi(\tau) \) with \( \tau \) not \( m \)-constrained. The ring of symmetric functions is generated by the elementary symmetric functions \( e_r = \chi(1^r) \), for \( 1 \leq r \leq n \) so it enough to show that each \( e_r \chi(\lambda) \) is a sum of terms \( \chi(\tau) \), with \( \tau \) not \( m \)-constrained. However, by Pieri’s formula \( e_r \chi(\lambda) \) is a sum of terms \( \chi(\tau) \) where the diagram of \( \tau \) is obtained by adding boxes to the diagram of \( \lambda \), so the result is clear.

\[ \square \]

Lemma 3.10. Let \( \lambda \in \Lambda^+(n) \). Then \( \lambda \) is \( m \)-good if and only if \( I(\lambda) \) is not \( m \)-deficient.

Proof. We have that \( \lambda \) is \( m \)-good if and only if there exists some \( m \)-constrained partition \( \mu \) such that \( [\nabla(\mu) : \mathcal{L}(\lambda)] \neq 0 \), by Lemma 2.2. By reciprocity, as in Section 1.2, this is if and only if there exists an \( m \)-constrained partition \( \mu \) such that \( (I(\lambda) : \nabla(\mu)) \neq 0 \), i.e., if and only if \( I(\lambda) \) is not \( m \)-deficient.

\[ \square \]

Definitions

Let \( \lambda \) be a partition.

(i) We call a node \( R \) of \( \lambda \) (or more precisely of the diagram of \( \lambda \)) removable if the removal of \( R \) from the diagram of \( \lambda \) leaves the diagram of a partition, which will be denoted \( \lambda_R \). Thus the node \( R \) is removable node if it has the form \((i, \lambda_i)\) for some \( 1 \leq i \leq l(\lambda) \) and either \( i = l(\lambda) \) or \( \lambda_i > \lambda_{i+1} \).

(ii) An addable node \( A \) of \( \lambda \) is an element of \( \mathbb{N} \times \mathbb{N} \) such that the addition of \( A \) to the diagram of \( \lambda \) gives the diagram of a partition, which will be denoted \( \lambda_A \). Thus \( A \) is addable if it has the form \((i, \lambda_i + 1)\) for some \( 1 \leq i \leq l(\lambda) \) and either \( i = 1 \) or \( \lambda_i < \lambda_{i-1} \) or \( A = (l(\lambda) + 1, 1) \).

(iii) The residue of a node \( A = (i, j) \) of a partition \( \lambda \) is defined to be the congruence class of \( j - i \) modulo \( l \).

(iv) Let \( A \) and \( \lambda \) be removable or addable nodes of \( \lambda \). We shall say that \( A \) is lower than \( B \) if \( A = (i, r) \), \( B = (j, s) \) and \( i > j \).

(v) We say that a removable node of \( \lambda \) is suitable if its residue is different from the residue of each lower addable node.

(vi) We say that a removable node \( A = (i, \lambda_i) \) of \( \lambda \) is co-suitable if the transpose node \( A' = (\lambda_i, i) \) is a suitable node for \( \lambda' \).

Recall (or see [22], I, Section 1, Exercise 8) that partitions \( \lambda \) and \( \mu \) of the same degree have the same \( l \)-core if and only if for each \( 0 \leq r < l \) then number of nodes of \( \lambda \) of residue \( r \) is equal to the number of nodes of \( \mu \) with residue \( r \).

Lemma 3.11. Suppose that \( \lambda \) is a partition and \( R = (h, \lambda_h) \) is a suitable node of \( \lambda \). Then, for all \( n \) sufficiently large, we have:

(i) \( I_n(\lambda) \) is a direct summand of \( I_n(\lambda_R) \otimes E_n \);

(ii) if \( I_n(\lambda_R) \) is \( m \)-deficient then so is \( I_n(\lambda) \).

Furthermore if \( \lambda \) is \( m \)-good then so is \( \lambda_R \).
Proof. We have an embedding of $\nabla_n(\lambda R)$ in $I_n(\lambda R)$ and hence an embedding of $\nabla_n(\lambda R) \otimes E_n$ in $I_n(\lambda R) \otimes E_n$. Let $\mu = \lambda R$. By Pieri’s formula the character of $M = \nabla_n(\mu) \otimes E_n$ is the sum $\sum A \chi(\mu^A)$, with $A$ running over all admissible nodes of $\mu$ with $l(\mu^A) \leq n$. Thus we have $\text{ch} M = \sum \chi(\mu + \epsilon_i)$, with $i$ running over all $1 \leq i \leq n$ such that $(i, \mu_i + 1)$ is an admissible node of $\mu$. Thus $M$ has a good filtration $0 = M_{n+1} \leq M_n \leq \cdots \leq M_1 = M$, where $M_i/M_{i+1}$ is $\nabla_n(\mu + \epsilon_i)$ if $(i, \mu_i + 1)$ is admissible, and 0 otherwise. Let $J = M_h$. Then $M_h/M_{h+1}$ is $\nabla_n(\lambda)$ and $\text{Ext}^1_G(M_h/M_{h+1}, M_{h+1}) = 0$, since $M_{h+1}$ has a filtration with sections $\nabla(\mu + \epsilon_i)$, with $i > h$ and

$$\text{Ext}^1_G(M_h/M_{h+1}, \nabla(\mu + \epsilon_i)) = \text{Ext}^1_G(\nabla(\lambda), \nabla(\mu + \epsilon_i)) = 0$$

since $\lambda$ and $\mu + \epsilon_i$ have different cores and so the modules $\nabla(\lambda)$ and $\nabla(\mu + \epsilon_i)$ lie in different blocks.

Hence $\nabla_n(\lambda)$ embeds in $I_n(\lambda R) \otimes E_n$ and $I_n(\lambda R) \otimes E_n$ is injective so that $I_n(\lambda R) \otimes E_n$ contains the injective module $I_n(\lambda)$. Moreover if $I_n(\lambda R)$ is $m$-deficient then by Lemma 3.10 $I_n(\lambda R) \otimes E_n$ is $m$-deficient and so too is $I_n(\lambda)$. This proves (i) and (ii). The final assertion follows from (ii) and Lemma 3.10.

\[\square\]

4 Distinguished partitions and some Mullineux combinatorics

We shall assume some familiarity with the terminology of the Mullineux bijection, as explained in [21]. This applies to the case in which $l$ is prime but the combinatorics is in fact valid for $l$ arbitrary. A suitable reference for the more general context is [1].

The length of the edge of the diagram of a partition $\lambda$ is denoted $e(\lambda)$. The length of the $l$-edge (i.e., the sum of the lengths of the $l$-segments) will be denoted $e_l(\lambda)$. Recall that $\mathcal{P}_{\text{reg}}$ is the set of all $l$-regular partitions. We recall that the Mullineux involution $\text{Mull} : \mathcal{P}_{\text{reg}} \to \mathcal{P}_{\text{reg}}$ is defined recursively. For $\lambda \in \mathcal{P}_{\text{reg}}$ we call $\text{Mull}(\lambda)$ its Mullineux conjugate. The Mullineux conjugate of the empty set is the empty set. If $\lambda \in \mathcal{P}_{\text{reg}}$ is not empty and $\nu$ is the partition whose diagram is obtained by removing the $l$-edge from the diagram of $\lambda$ then $\text{Mull}(\lambda)$ is the unique $l$-regular partition such that the removal of the $l$-edge from the diagram of $\text{Mull}(\lambda)$ leaves the diagram of $\text{Mull}(\nu)$ and
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Lemma 4.3. Our interest in this set of partitions is explained by the following result.

If \( l \mid e_l(\lambda) \), then \( \lambda(\lambda) = \lambda' \). We shall use this property several times in what follows, without further reference.

For a partition \( \lambda \) it will be sometimes convenient to use the notation \( \lambda = a_1 t_1 a_2 t_2 \ldots \) to indicate that the entry \( a_1 \) appears \( t_1 \)-times, \( a_2 \) appears \( t_2 \)-times and so on.

Definition 4.1. Let \( 0 < m < l \). We say that a partition \( \lambda \) is \( m \)-distinguished if \( \lambda \) has the form \( \lambda^0 + l \bar{\lambda} \), with \( \lambda^0 = (l - m)^k a_1 \ldots a_m \), with \( k \geq 0 \), \( l - m > a_1 \geq \cdots \geq a_m \geq 0 \) and \( \bar{\lambda} \) a partition with \( \bar{\lambda}_1 < m \).

Our approach is to describe the composition factors of a tensor product of truncated symmetric powers in terms of the distinguished partitions.

Notation Let \( 0 < m < l \). We write \( \Phi_m \) to be the set of partitions \( \lambda = (\lambda_1, \lambda_2, \ldots) \) such that \( l(\lambda) \leq m \) and \( \lambda_1 - \lambda_m \leq l - m \).

We note that a partition \( \lambda \) belongs to \( \Phi_m \) if and only if we can write \( \lambda = r^m + \alpha \), for some \( r \geq 0 \) and a partition \( \alpha \) with \( \alpha_1 \leq l - m \), \( l(\alpha) < m \).

Remark 4.2. It is easy to see that if \( \mu \) is a \( (\text{non-zero}) \) \( l \)-regular partition with edge length at most \( l \) then \( \mu \in \Phi_m \), where \( m = l(\mu) \).

Our interest in this set of partitions is explained by the following result.

Lemma 4.3. Let \( 0 < m < l \). A restricted partition \( \lambda \) is \( m \)-distinguished if and only if \( \lambda' \in \Phi_{l - m} \).

Proof. If \( \lambda = (l - m)^k a_1 \ldots a_m \) as above then \( \lambda = (l - m)^k \cup \nu \), where \( \nu = a_1 \ldots a_m \). Thus we have \( \lambda' = ((l - m)^k)' + \nu' = k^{l - m} + \tau \), where \( \tau = \nu' \), and this has the required form to qualify as an element of \( \Phi_{l - m} \). Moreover the argument may be reversed and so the result holds. \( \square \)

Lemma 4.4. Let \( 0 < m < l \). If \( \lambda \in \Phi_m \) then \( e_l(\lambda) \leq l \).

Proof. We write \( \lambda = r^m + \alpha \) as above. If \( r = 0 \) then we have \( e(\lambda) = \alpha_1 + l(\alpha) - 1 < m + l - m - 1 = l \). If \( r = 1 \) then we have \( e(\lambda) = m + \alpha_1 + 1 - 1 \leq m + l - 1 = l \).

Now suppose \( r > 1 \). Then we have \( \lambda = (r - 1)^m + \mu \), where \( \mu = 1^m + \alpha \). By the case just considered we have \( e(\mu) \leq l \) so that the \( l \)-edge of \( \mu \) has length at most \( l \) and contains the node \((m, 1)\) and hence the first \( l \)-segment of \( \lambda \) contains the node \((m, r)\). In particular the first \( l \)-segment contains a node from the final row of \( \lambda \) and so there is only one \( l \)-segment, i.e., \( e_l(\lambda) \leq l \). \( \square \)
Lemma 4.5. Let $0 < m < l$. Let $\lambda \in \Phi_m$ and let $\mu$ denote the partition obtained by removing the $l$-edge of $\lambda$. Then we have $\mu \in \Phi_m$.

Proof. We write $\lambda$ in the form $r^m + \alpha$, as above. If $r = 0$ then $e_l(\lambda) = e(\lambda) < l$ and $\mu$ is obtained by removing the entire edge of $\lambda$. The result is clear in this case. Suppose now that $r > 0$ but $e(\lambda) \leq l$. Then $\lambda_1 + m - 1 \leq l$ so that $\lambda_1 \leq l - m + 1$. Since we remove the node $(1, \lambda_1)$ in obtaining $\mu$ we must have $\mu_1 \leq l - m$. Also, we remove the entire final row of $\lambda$ in obtaining $\mu$ so we must have $l(\mu) < m$. But now $l(\mu) < m$ and $\mu_1 \leq l - m$ gives $\mu \in \Phi_m$.

Now suppose $r > 0$, $e(\lambda) > l$ and so, by Lemma 4.4, $e_l(\lambda) = l$. Therefore the node $(m, 1)$ does not belong to the $l$-edge of $\lambda$. Thus we may write $\lambda = 1^m + \nu$, with $\nu \in \Phi_m$ and $\mu = 1^m + \tilde{\nu}$, where $\tilde{\nu}$ is obtained by removing the $l$-edge from $\nu$. We may assume inductively that $\tilde{\nu} \in \Phi_m$ and hence $\mu = 1^m + \tilde{\nu} \in \Phi_m$. □

Proposition 4.6. Let $0 < m < l$. The Mullineux correspondence restricts to a bijection $\Phi_m \leftrightarrow \Phi_{l-m}$.

Proof. It suffice to show that $\text{Mull}(\Phi_m) \subseteq \Phi_{l-m}$ since, replacing $m$ by $l - m$, we then get $\text{Mull}(\Phi_{l-m}) \subseteq \text{Mull}(\Phi_m)$.

Let $\lambda \in \Phi_m$ and let $\mu = \text{Mull}(\lambda)$. We write $\lambda = r^m + \alpha$, with $l(\alpha) < m$, $\alpha \preceq l - m$.

First suppose that $r = 0$. Then $e(\lambda) = \alpha_1 + l(\alpha) - 1 \leq l - m + m - 1 - 1 < l$ so that $\mu = \lambda' = \alpha' \in \Phi_{l-m}$.

Next suppose that $r > 0$ but $e(\lambda) < l$. Then $m + \lambda_1 - 1 < l$ and $\mu = \lambda'$ so that $\mu_1 = l(\lambda) = m$ and $l(\mu) = \lambda_1 \leq l - m$ so $\mu \in \Phi_{l-m}$.

Now suppose that $r > 0$, $e(\lambda) \geq l$ so that $e_l(\lambda) = l$. Let $\lambda$ be the partition obtained by removing the $l$-edge from $\lambda$ and let $\theta = \text{Mull}(\lambda)$. By Lemma 4.5 we have $\lambda \in \Phi_m$ so we can assume by induction that $\theta \in \Phi_{l-m}$, in particular $l(\theta) \leq l - m$.

We first consider the case in which $l(\theta) < l - m$. The $l$-edge of $\mu$ is the edge so that $l = \mu_1 + l - m - 1$, i.e., $\mu_1 = m + 1$. We have $l(\mu) = l - l(\lambda) = l - m$ so that $\mu_{l-m} > 0$ and $\mu_1 - \mu_{l-m} \leq m$ so that that $\mu \in \Phi_{l-m}$.

It remains to consider the case $l(\theta) = l - m$. Then we may write $\theta = l^{l-m} + \phi$, with $t = \theta_{l-m}$ and we have that $\mu = l^{l-m} + \psi$, where $\psi$ is the partition with $l(\psi) = l - m$ and such that the removal of the $l$-edge of $\psi$ leaves $\phi$. We can assume inductively that $\psi \in \Phi_{l-m}$ so that $\mu = l^{l-m} + \psi \in \Phi_{l-m}$. □

Corollary 4.7. An $l$-restricted $m$-distinguished partition is $m$-special.

Proof. Let $\lambda$ be a restricted $m$-distinguished partition. The we have $\lambda' \in \Phi_{l-m}$ by Lemma 4.3. Hence we have $\text{Mull}(\lambda') \in \Phi_m$, by Proposition 4.6 and hence $l(\text{Mull}(\lambda')) \leq m$ and so $\lambda$ is $m$-special by Proposition 3.2. □

We shall prove a generalisation of this.
**Definition 4.8.** Let now $\mu \in \mathcal{P}_{\text{reg}}$. The sequence of Mullineux components $\mu^1, \mu^2, \ldots$ of $\mu$ is defined as follows. Suppose that the first $l$-segment of $\mu$ ends in the row $r_1$, the second in $r_2$ etc. Then $\mu^1 = (\mu_1, \ldots, \mu_{r_1}), \mu^2 = (\mu_{r_1+1}, \ldots, \mu_{r_2})$ etc.

Note that, in the above situation, we have $\mu = \mu^1 \cup \cdots \cup \mu^t$.

We shall also develop an alternative notion, which will be useful in Section 5, to express $\mu$ in terms of its Mullineux components.

Let $\alpha, \rho$ be partitions with $\alpha \neq 0$. We shall say that the pair $(\alpha, \rho)$ is compatible if $\alpha_k \geq \rho_1$, where $h$ is the length of $\alpha$. If $(\alpha, \rho)$ is compatible we write $(\alpha | \rho)$ for the concatenation $(\alpha_1, \ldots, \alpha_h, \rho_1, \rho_2, \ldots)$. For $k \geq 2$ and partitions $\alpha^1, \alpha^2, \ldots, \alpha^{k+1}$, such that $\alpha^1, \ldots, \alpha^k \neq 0$ and such that the pair $(\alpha_i, \alpha_{i+1})$ is compatible for $1 \leq i \leq k$ the concatenation $(\alpha^1|\alpha^2|\cdots|\alpha^{k+1})$ is defined recursively by $(\alpha^1|\alpha^2|\cdots|\alpha^{k+1}) = (\alpha^1|\alpha^2|\cdots|\alpha^k)$.

Thus, in particular, if $\mu$ is a $l$-regular partition with Mullineux components $\mu^1, \ldots, \mu^t$, as above, we have $\mu = (\mu^1|\mu^2|\cdots|\mu^t)$.

We note that the notion of Mullineux components easily extends to arbitrary partitions. Thus, for an arbitrary partition $\lambda$ we write $\lambda = (\alpha | \rho)$, for partitions $\alpha, \rho$, where the first $l$-segment of $\lambda$ has final node in the last row of $\alpha$, i.e., we have $\alpha = \lambda$ if $e_i(\lambda) \leq l$ and if $e_i(\lambda) \geq l$ then $\alpha = (\lambda_1, \ldots, \lambda_h), \rho = (\lambda_{h+1}, \ldots)$, where $h$ is minimal such that $\lambda_1 - \lambda_{h+1} + h \geq l$. We then say that $\alpha$ is the first Mullineux component of $\lambda$ and say that the second Mullineux component of $\lambda$ is the first Mullineux component of $\rho$, and so on.

We shall use these components, in the general context, in Section 5.

**Lemma 4.9.** Let $\mu \in \mathcal{P}_{\text{reg}}$ have Mullineux components $\mu^1, \mu^2, \ldots, \mu^t$. Then

$$l(\text{Mull}(\mu)) = l(\text{Mull}(\mu^1)) + \cdots + l(\text{Mull}(\mu^t)).$$

**Proof.** We have that $l | e_i(\mu)$ if and only if $l | e_i(\mu^t)$. Therefore in the case $l | e_i(\mu)$ we get,

$$l(\text{Mull}(\mu)) = e_i(\mu) - l(\mu) = \sum_{i=1}^{t} e_i(\mu^t) - \sum_{i=1}^{t} l(\mu^t)$$

$$= \sum_{i=1}^{t} (e_i(\mu^t) - l(\mu^t)) = \sum_{i=1}^{t} l(\text{Mull}(\mu^t)).$$

For the case in which $l \nmid e_i(\mu)$ and so $l \nmid e_i(\mu^t)$ we get

$$l(\text{Mull}(\mu)) = e_i(\mu) - l(\mu) + 1 = \sum_{i=1}^{t} e_i(\mu^t) - \sum_{i=1}^{t} l(\mu^t) + 1$$

$$= \sum_{i=1}^{t-1} (e_i(\mu^t) - l(\mu^t)) + (e_i(\mu^t) - l(\mu^t) + 1)$$

$$= \sum_{i=1}^{t} l(\text{Mull}(\mu^t)).$$
Proposition 4.10. Let $\lambda$ be a $l$-restricted partition and $m$ be a positive integer. Then $\lambda$ is $m$-special if and only if it is possible to write

$$\lambda = \lambda^1 + \cdots + \lambda^t$$

where $\lambda^i$ is a restricted $m_i$-distinguished partition, for $1 \leq i \leq t$ and $m = m_1 + \cdots + m_t$.

Proof. Certainly any such a partition is $m$-special, by Corollary 4.7 and Lemma 2.4.

We now suppose that $\lambda$ is $l$-restricted and $m$-special and show that it has the required form. Thus $l(\text{Mull}(\lambda')) \leq m$ and it is clearly harmless to assume $l(\text{Mull}(\lambda')) = m$ (which we do).

We write $\mu = \lambda'$ and consider the sequence of Mullineux components $\mu^1, \ldots, \mu^t$ of $\mu$. We define $m_i = l(\text{Mull}(\mu^i))$, $1 \leq i \leq t$. Then we have $m = m_1 + \cdots + m_t$, by Lemma 4.9. Moreover, we have

$$\lambda = \mu' = (\mu^1 \cup \cdots \cup \mu^t)' = \lambda^1 + \cdots + \lambda^t$$

where $\lambda^i = (\mu^i)'$, $1 \leq i \leq t$. Thus it suffices to prove that $\lambda^i$ is $m_i$-distinguished and so, by Lemma 4.3, it suffices to prove that $\mu^i \in \Phi_{l-m_i}$, $1 \leq i \leq t$.

Suppose first that $1 \leq i \leq t$ and $e_l(\mu^i) = l$. (This is the case if $i < t$.) We have $l(\text{Mull}(\mu^i)) = l - l(\mu^i)$ so that $l(\mu^i) = l - m_i$. Suppose that the $l$-edge of $\mu^i$ ends at the node $(l-m_i,k)$ then (by considering the diagram obtained by removing the first $k-1$ columns from the diagram of $\mu^i$) we see that the length of the $l$-edge of $\mu^i$ is

$$(\mu^i)_1 - (k - 1) + l - m_i - 1$$

so that $(\mu^i)_1 = k + m_i$ and $(\mu^i)_1 - m_i \leq m_i$ and $\mu^i \in \Phi_{l-m_i}$, as required.

It remains to consider the case $i = t$ and $e_l(\mu^t) < l$. Then

$$m_t = l(\text{Mull}(\mu^t)) = l((\mu^t)') = (\mu^t)_1.$$

Moreover we have

$$l(\mu^t) = e_l(\mu^t) - m_t - 1 < l - m_t$$

and $\mu^t \in \Phi_{l-m_t}$, as required.

Finally we record a couple of results that will be needed in our treatment of composition factors.

□
Lemma 4.11. Let $1 < m < l$. If $\theta = (\theta_1, \ldots, \theta_m) \in \Phi_m$ then $(\theta_2, \ldots, \theta_m) \in \Phi_{m-1}$.

Proof. Certainly $(\theta_2, \ldots, \theta_m)$ has length at most $m - 1$. Also, we have
\[ \theta_2 - \theta_m \leq \theta_1 - \theta_m \leq l - m < l - (m - 1). \]

We now fix $n$ and consider the reflection with respect to $m$ of an $m$-distinguished partition.

Lemma 4.12. Let $\lambda$ be an $m$-distinguished partition and suppose that $n \geq l(\lambda)$. Then $\lambda^\dagger$ is $m$-distinguished.

Proof. We write
\[ \lambda = (l - m, \ldots, l - m, a_1, \ldots, a_m, 0, \ldots, 0) + l(\mu_1, \ldots, \mu_r, 0, \ldots, 0) \]
with $l - m > a_1 \geq \cdots \geq a_m \geq 0$ and $m > \mu_1 \geq \cdots \geq \mu_r \geq 0$. Then we have
\[
\begin{align*}
\lambda^\dagger &= (m(l - 1), m(l - 1), \ldots, m(l - 1)) - l(0, \ldots, 0, \mu_r, \ldots, \mu_1) \\
&- (0, \ldots, 0, a_m, \ldots, a_1, l - m, \ldots, l - m) \\
&= (l - m, \ldots, l - m) - (0, \ldots, 0, a_m, \ldots, a_1, l - m, \ldots, l - m) \\
&+ l(m - 1, \ldots, m - 1) - l(0, \ldots, 0, \mu_r, \ldots, \mu_1) \\
&= (l - m, \ldots, l - m, l - m - a_m, \ldots, l - m - a_1, 0, \ldots, 0) \\
&+ l(m - 1, \ldots, m - 1, m - 1 - \mu_r, \ldots, l - m - \mu_1, 0, \ldots, 0)
\end{align*}
\]
which is $m$-distinguished.

Remark 4.13. From the definition of $\tilde{S}(E)$ we see that a 1-special partition has first entry $\lambda_1 \leq l - 1$ and in particular $\lambda$ is restricted. Hence, from Proposition 4.10, $\lambda$ has the form $(l - 1, \ldots, l - 1, b)$ (with $l - 1 \geq b \geq 0$). Assume that $K$ has positive characteristic $p$. Thus $\lambda$ is 1-special for $\hat{G}(n)$ if it has the form $(p - 1, \ldots, p - 1, b)$. From Corollary 2.7 we get that every composition factor of $S(E)$ has the form
\[
L(\lambda^0) \otimes (L(\lambda^1) \otimes \cdots \otimes L(\lambda^t))^{F_1^{-1}}
\]
where $\lambda^0$ is 1-special for the group $G(n)$ and $\lambda^1, \ldots, \lambda^t$ are 1-special for the group $\hat{G}(n)$. Specialising to the classical case $q = 1$ we thus recover the description of Krop, [21], and Sullivan, [25], describing the composition factors of symmetric powers of $E$. 
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5 Towards the Main Results

We here assemble the final ingredients needed in the proofs of the main results. We first prove that if \( \lambda \) is an \( m \)-distinguished restricted partition then there exists a 1-distinguished partition \( \alpha \) and an \((m - 1)\)-distinguished restricted \( \mu \) such that \( L(\lambda) \) is a composition factor of \( L(\alpha) \otimes L(\mu) \). We begin with a couple of preliminary results, given in the next section.

**Notation** For non-negative integers \( b_1, \ldots, b_m \) we write \( Q(b_1, \ldots, b_m) \) for the partition obtained by arranging the numbers \( b_1, \ldots, b_m \) in descending order.

**Lemma 5.1.** Let \( (a_1, \ldots, a_m) \) and \( (b_2, \ldots, b_m) \) be partitions. Suppose that
\[
(b_2, \ldots, b_m) \geq (a_2, \ldots, a_m) \quad \text{and} \quad (a_1, \ldots, a_m) \geq Q(a_1, b_2, \ldots, b_m).
\]
Then we have \((a_2, \ldots, a_m) = (b_2, \ldots, b_m)\).

**Proof.** If \( a_1 \geq b_2 \) then \( Q(a_1, b_2, \ldots, b_m) = (a_1, b_2, \ldots, b_m) \) so we have \((a_1, a_2, \ldots, a_m) \geq (a_1, b_2, \ldots, b_m)\) and hence \((a_2, \ldots, a_m) \geq (b_2, \ldots, b_m)\) and therefore \((a_2, \ldots, a_m) = (b_2, \ldots, b_m)\).

If \( a_1 < b_2 \) then \( Q(a_1, b_2, \ldots, b_m) \) has first entry \( b_2 \) and since \((a_1, \ldots, a_m) \geq Q(a_1, b_2, \ldots, b_m)\) we get \( a_1 \geq b_2 \) and so this case does not arise. \( \square \)

**Remark 5.2.** Our interest in the above is via Pieri’s formula. Recall that for \( \mu \geq 1 \) and \( \lambda \in \Lambda^+(n) \) the character of the \( G(n) \)-module \( \nabla(a) \otimes \nabla(\lambda) \) is \( \sum_{\mu \in S} \chi(\mu) \), where \( S \) is the set of all partitions with at most \( n \) parts whose diagram may be obtained by adding a box to a different columns of the diagram of \( \lambda \), see [22], Chapter I, Section 5. Hence \( S^o E \otimes \nabla(\lambda) \) has a good filtration with sections \( \nabla(\mu) \), \( \mu \in S \). It is not difficult to convince oneself that if \( l(\lambda) < n \) and \( \lambda = (b_2, \ldots, b_m) \) then the set \( S \) has unique minimal element \( Q(a, b_2, \ldots, b_m) \). Thus, in this situation, the module \( V = \nabla(a) \otimes \nabla(b_2, \ldots, b_m) \) has a good filtration with \( 0 = V_0 \subset V_1 \subset \cdots \subset V_l = V \) with \( V_1 = \nabla(Q(a, b_2, \ldots, b_m)) \).

**Proposition 5.3.** Let \( 1 < m < l \) and let \( \lambda \) be a restricted \( m \)-distinguished partition of degree \( r \) and let \( n \geq r \). Then there exists a 1-distinguished partition \( \alpha \) and a restricted \((m - 1)\)-distinguished partition \( \mu \) such that the \( G(n) \)-module \( L(\lambda) \) is a composition factor of the \( G(n) \)-module \( L(\alpha) \otimes L(\mu) \).

**Proof.** We have \( \text{Mull}(\lambda') = (a_1, \ldots, a_m) \), for some \((a_1, \ldots, a_m) \in \Phi_m\), by Lemma 4.3 and Proposition 4.6. The partition \((a_1, \ldots, a_m)\) is the unique maximal element of the set \( \{\tau \in \Lambda^+(n, r) \mid \nabla(\tau) : L(\lambda) \neq 0\} \), by Proposition 1.5.2. The module \( \nabla(a_1, \ldots, a_m) \) occurs as a section in a good filtration of \( \nabla(a_1) \otimes \nabla(a_2, \ldots, a_m) \) (see the above Remark), in particular we have \( \nabla(a_1) \otimes \nabla(a_2, \ldots, a_m) : L(\lambda) \neq 0 \) and hence \( \nabla(a_1) \otimes L(\theta) : L(\lambda) \neq 0 \) for some \( \theta \in \Lambda^+(n) \) such that \( L(\theta) \) is a composition factor of \( \nabla(a_2, \ldots, a_m) \). By Lemma 3.1, \( \theta \) is restricted.
Let $\phi = \text{Mull}(\theta')$. Then, by Proposition 1.5.2, $\phi$ is the unique maximal element of the set $\{\tau \in \Lambda^+(n,s) \mid [\nabla(\tau) : L(\theta)] \neq 0\}$, where $s = \deg(\theta)$, in particular we have $\phi \geq (a_2, \ldots, a_m)$ and so $l(\phi) \leq m - 1$. We write $\phi = (b_2, \ldots, b_m)$.

Since $[\nabla(a_1) \otimes L(\theta) : L(\lambda)] \neq 0$, we have
$$[\nabla(a_1) \otimes \nabla(b_2, \ldots, b_m) : L(\lambda)] \neq 0.$$ 

Let $\xi \in \Lambda^+(n)$ be such that $\nabla(\xi)$ occurs as a section in a good filtration of $\nabla(a_1) \otimes \nabla(b_2, \ldots, b_m)$ and $[\nabla(\xi) : L(\lambda)] \neq 0$. Thus $(a_1, \ldots, a_m) \geq \xi$ so, by the Remark 5.2, we have $\xi \geq Q(a_1, b_2, \ldots, b_m)$.

Now we have $(a_1, \ldots, a_m) \geq \xi \geq Q(a_1, b_2, \ldots, b_m)$ and by Lemma 5.1, we have $(a_2, \ldots, a_m) = (b_2, \ldots, b_m)$, i.e., $\phi = (a_2, \ldots, a_m)$. By Lemma 4.11 we have $\phi \in \Phi_{m-1}$ and hence, by Lemma 4.3 and Proposition 4.6, $\theta$ is a restricted $(m-1)$-distinguished partition. Now $L(\lambda)$ is a composition factor of $L(\alpha) \otimes L(\theta)$ for some composition factor $L(\alpha)$ of $\nabla(a_1)$. By Lemma 3.1, $\alpha$ is restricted and hence of the form $(l-1, \ldots, l-1, b)$, i.e., a restricted 1-distinguished partition.

We now turn our attention to an analysis of the $l$-edge of a partition.

**Definitions and Notation**

Let $\lambda$ be a partition.

(i) We will denote the $l$-edge of a partition $\lambda$ by $E_l(\lambda)$.

(ii) We will say that $\lambda$ is _edge $l$-connected_ if the collection of nodes $E_l(\lambda)$ is connected. More precisely, if $\lambda$ has (non-zero) Mullineux components $\lambda^1, \lambda^2, \ldots, \lambda^{i+1}$ then $\lambda$ is edge $l$-connected if for each $1 \leq i \leq t$ the final node of the first $l$-segment of $(\lambda^i|\lambda^{i+1})$ lies directly above the node $(l(\lambda^i)+1, \lambda_1^{i+1})$.

This may be also expressed by the condition

(*) $\lambda_1^i - \lambda_1^{i+1} + l(\lambda^i) = l$, for $1 \leq i < t$.

Now write $\lambda = (\alpha|\rho)$, where $\alpha$ is the first Mullineux component. We say that $\lambda$ is _initially edge $l$-connected_ if either $\rho = 0$ or $\rho \neq 0$ and $\alpha_1 - \rho_1 + l(\alpha) = l$. Thus $\lambda$ is edge $l$-connected if and only if it is initially edge $l$-connected and $\rho$ is edge $l$-connected.

If $\lambda$ is not edge $l$-connected we will say that it is _edge $l$-disconnected_.

(iii) If $\lambda$ is a partition and $H$ is a skew $l$-hook in the diagram of $\lambda$ (as in [19], Chapter 17) we denote by $\lambda_H$ the partition whose diagram is obtained by removing $H$ from the diagram of $\lambda$.

**Lemma 5.4.** Let $\lambda$ be an edge $l$-connected partition such that $e_l(\lambda)$ is not divisible by $l$. 
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(i) If \( H \) is any skew \( l \)-hook of (the diagram of) \( \lambda \) then \( \lambda_H \) is edge \( l \)-connected, \( e_l(\lambda) \) not divisible by \( l \) and \( (\lambda_H)_1 = \lambda_1 \).

(ii) We have \( \text{core}(\lambda)_1 = \lambda_1 \).

**Proof.** (i) If \( e(\lambda) < l \) then the result is vacuously true. We assume now that \( \lambda \) is a counterexample of minimal degree. Thus we can write \( \lambda = (\alpha|\rho) \), with \( \alpha \) the first Mullineux component of \( \lambda \) and \( \rho \neq 0 \). Let \( h = l(\alpha) \). If no node of \( H \) belongs to the first \( h \) rows then we may write \( \lambda_H = (\alpha|\rho_J) \), for some skew \( l \)-hook \( J \) of \( \rho \). But then \( \rho_J \) is edge \( l \)-connected, \( e_l(\rho) \) is not divisible by \( l \) and \( (\rho_J)_1 = \rho_1 \), by minimality. But then the same holds for \( \lambda \). Hence \( H \) contains a node of the diagram of \( \alpha \).

Now the number of nodes in the part of the edge from \((1, \lambda_1)\) to \((h, \rho_1)\) is the edge length of \((\lambda_1 - \rho_1 + 1, \ldots, \lambda_h - \rho_1 + 1)\) i.e., \( \lambda_1 - \rho_1 + 1 + h - 1 = l \). So if \( H \) involves \((1, \lambda_1)\) then it ends in \((h, \rho_1)\). But this is impossible since then the removal of \( H \) from the diagram of \( \lambda \) would not result in the diagram of a partition. Hence \( H \) does not contain the node \((1, \lambda_1)\). Similarly, \( H \) cannot be contained entirely within the diagram of \( \alpha \). Thus \( H \) contains the nodes \((h, \rho_1)\) and \((h + 1, \rho_1)\).

Let \( \beta \) denote the first Mullineux component of \( \rho \) and write \( \rho = (\beta|\sigma) \), so that \( \lambda = (\alpha|\beta|\sigma) \). Let \( k = l(\beta) \). We note that \( H \) is contained within the diagram of \((\alpha|\beta|)\). This is of course true if \( \sigma = 0 \). For \( \sigma \neq 0 \) we would otherwise have that \( H \) contains the node \((h, \beta_1)\) and also nodes \((h + 1, \lambda_{h+1})\) and \((h + k + 1, \sigma_1)\) and hence would contain more nodes than are in the edge of \((\lambda_{h+1} - \sigma_1 + 1, \ldots, \lambda_{h+k+1} - \sigma_1 + 1)\) and we would have

\[
l > \lambda_{h+1} - \sigma_1 + 1 + k - 1 = \beta_1 - \sigma_1 + k = l.
\]

Let \( \mu = \lambda_H \). Thus we have \( \mu_1 = \lambda_1 \) and \( \mu_h = \rho_1 - 1 \) (since \( H \) contains the nodes \((h, \rho_1)\) and \((h + 1, \rho_1)\)). Now we have

\[
\mu_1 - \mu_h + (h - 1) = \lambda_1 - \rho_1 + h = l.
\]

Hence \( \mu \) has first Mullineux component \( \gamma = (\mu_1, \ldots, \mu_{h-1}) \) of length \( h - 1 \) and \( \mu \) is initially \( l \)-connected. Let \( \delta = (\mu_h, \ldots, \mu_{h+k}) \) so now \( \mu = (\gamma|\delta|\sigma) \). If \( \sigma \neq 0 \) then since

\[
\delta_1 - \sigma_1 + (k + 1) = \mu_h - \sigma_1 + k + 1 = \beta_1 - 1 - \sigma_1 + k + 1 = l
\]

we have that \( \delta \) is the second Mullineux component of \( \mu \) so that

\[
e_l(\lambda_H) = e_l(\gamma|\delta|\sigma) = l + l + e_l(\sigma) = e_l(\alpha) + e_l(\beta) + e_l(\sigma) = e_l(\lambda)
\]

and we are done.

So we can assume that \( \sigma = 0 \), i.e., \( \lambda = (\alpha|\beta) \) and \( e(\beta) < l \). But now we have

\[
e(\delta) \leq \delta_1 + (k + 1) - 1 = \rho_1 - 1 + k = \beta_1 - 1 + k \leq e(\beta)
\]
and again we are done unless \( e(\delta) = 0 \), i.e., unless \( \delta = 0 \). In that case we have \( 0 = \delta_1 = \mu_h = \rho_1 - 1 \), so \( \rho_1 = 1 \). We then have

\[
0 < e(\mu) = e(\gamma) \leq \mu_1 + (h - 1) - 1 = \lambda + h - \rho_1 - 1 = l - 1
\]

and the proof is complete.

(ii) This follows by repeated application of (i).

\[ \square \]

**Lemma 5.5.** Let \( \lambda \) be an \( l \)-regular partition. Assume that \( \lambda \) is edge \( l \)-connected and \( l \mid e_l(\lambda) \). Let \( \tilde{\lambda} \) be the partition whose diagram is obtained by removing the first column from the diagram of \( \lambda \). Then \( l(\text{Mull}(\lambda)) = l(\text{Mull}(\tilde{\lambda})) \).

**Proof.** We write \( \lambda = (\alpha|\rho) \), where \( \alpha \), of length \( h \), say, is the first Mullineux component of \( \lambda \). Note that the first \( l \)-segment does not end at \((h,1)\), for otherwise \( \rho \) would have the form \((1^s)\), and we would have \( e_l(\lambda) = e_l(\alpha) + s \) divisible by \( l \), which is incompatible with the \( l \)-regularity of \( \lambda \). Thus \( \tilde{\lambda} = (\tilde{\alpha}|\tilde{\rho}) \) (where the diagram of \( \tilde{\alpha} \) (resp. \( \tilde{\rho} \)) is obtained by removing the first column of the diagram of \( \alpha \) (resp. \( \rho \))). So we get

\[
l(\text{Mull}(\lambda)) = l(\text{Mull}(\alpha)) + l(\text{Mull}(\rho))
\]

and the proof is complete.

\[ \square \]

**Remark 5.6.** Suppose \((\alpha,\beta,\gamma)\) is a compatible triple of partitions (i.e., \((\alpha,\beta)\) and \((\beta,\gamma)\) are compatible pairs) and \( \lambda = (\alpha|\beta|\gamma) \). Let \( B \) be an addable node of \( \beta \) and let \( A \) be the corresponding addable node of \( \lambda \), i.e., the node such that \( \lambda^A = (\alpha|\beta^B|\gamma) \). Let \( S \) be an edge node of \( \beta \) and let \( R \) be the corresponding edge node of \( \lambda \), i.e., if \( S = (i,j) \) then \( R = (l(\alpha) + i, j) \). Then \( \text{res}(A) = \text{res}(R) \) if and only if \( \text{res}(B) = \text{res}(S) \).

In order to prove our final two lemmas we need one more useful remark.

**Remark 5.7.** Let \( \lambda \) be an \( l \)-regular partition with \( e_l(\lambda) \leq l \). We embed \( \lambda \) into the rectangular partition \( \mu = (\lambda_1)^{l(\lambda)} \). For any node \( B = (i,j) \) of the skew diagram \( [\mu] \setminus [\lambda] \) we have \( \text{res}(B) \neq \text{res}(1,\lambda_1) = \lambda_1 - 1 \). Indeed, since \( e_l(\lambda) \leq l \), we have that \( \lambda \) has only one \( l \)-segment and if \( l(\lambda),c \) is the last node of \( \mathcal{E}_l(\lambda) \), then \( \lambda_1 + l(\lambda) - c \leq l \). Thus we have \( 2 \leq i \leq l(\lambda) \) and \( c < j \leq \lambda_1 \). If \( \text{res}(B) = \lambda_1 - 1 \), then we would have that \( \lambda_1 - j + (i - 1) = 0 \mod l \). But this is impossible since,

\[
1 \leq \lambda_1 - j + (i - 1) < \lambda_1 + l(\lambda) - c \leq l.
\]
Lemma 5.8. Let $\mu$ be an $l$-regular partition. Assume that $\mu$ is edge $l$-disconnected. Then there is a co-suitable node $R$ of $\mu$ such that $\mu_R$ is $l$-regular and $l(Mull(\mu)) = l(Mull(\mu_R))$.

Proof. Assume not and that $\mu$ is a counterexample of minimal degree. Our strategy is to first work up from the point in the diagram at which connectedness first fails to show in particular that $\mu_1 = \mu_2$ and then work down from the top of the diagram using this information.

We write $\mu = (\mu_1|\mu_2|\cdots|\mu_m)$, where $\mu_1, \ldots, \mu_m$ are the (non-zero) Mullineux components. Let $h_i = l(\mu^i)$, for $1 \leq i \leq m$. We suppose that $k$ is minimal such that $(\mu_1|\cdots|\mu_k)$ is edge $l$-disconnected. Thus we have:

(*) $\mu^1_1 - \mu^1_{i+1} + h_i = l$, for $1 \leq i < k$ and $\mu^1_i - \mu^1_{i+1} + h_k > l$.

We write $R_i$ for the node $((\sum_{j<i} h_j + 1, \mu^1_i))$, for $1 \leq i \leq k$.

Step 1. We have $\text{res}(R_1) = \text{res}(R_2) = \cdots = \text{res}(R_k)$.

Proof of Step 1. For $1 \leq i < k$ we have $\mu^1_i - \mu^1_{i+1} + h_i = l$ so that $\mu^1_i - \sum_{j<i} h_j - 1$ is congruent (modulo $l$) to $\mu^1_{i+1} - h_i - \sum_{j<i} h_j - 1 = \mu^1_{i+1} - \sum_{j<i+1} h_j - 1$, i.e., $\text{res}(R_i) = \text{res}(R_{i+1})$.

Step 2. We have $\mu^1_i = \mu^2_i$.

Proof of Step 2. Suppose for a contradiction that we have $\mu^1_i > \mu^2_i$. Then $R_k$ is a removable node. We claim that $R_k$ is co-suitable. If not let $A$ be an addable node above $R_k$ whose residue is that of $R_k$.

We have $\mu^A = (\mu^1|\cdots|\mu^{i-1}|(\mu^i)^B|\mu^{i+1}|\cdots|\mu^m)$ for some $1 \leq i < k$ and some addable node $B$ of $\mu^i$. Now $R_k$ has the same residue as $R_i$, by Step 1. Let $S$ be the corresponding node of $\mu^i$, i.e., $S = (1, \mu^1_i)$. If $R_k$ and $A$ have the same residue then so do $S$ and $B$, by Remark 5.6. This is obviously not true if $B = (1, \mu^1_i + 1)$ and also impossible for $B \neq (1, \mu^1_i + 1)$ by Remark 5.7. Hence $R_k$ is co-suitable.

Now we have $\mu_{R_k} = (\tau^1|\cdots|\tau^m)$ where $\tau^i = \mu^i$ for $1 \leq i < k$, $\tau^k = (\mu^k_1 - 1, \mu^k_2, \ldots, \mu^k_{h_k})$ and $\tau^i = \mu^i$ for $i > k$. Moreover, it is easy to check that $\tau^1, \tau^2, \ldots, \tau^m$ are the Mullineux components of $\mu_{R_k}$. We also have that $l(Mull(\tau^i)) = l(Mull(\mu^i))$ for all $i$ so that

$$l(Mull(\mu_{R_k})) = \sum_{i=1}^m l(Mull(\tau^i)) = \sum_{i=1}^m l(Mull(\mu^i)) = l(Mull(\mu))$$

and we have a contradiction.

Step 3. We have $\mu^1_i = \mu^2_i$, for $1 \leq i \leq k$. 
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Proof of Step 3. Assume not and that $s$ is such that $\mu^s_i > \mu^s_j$ but $\mu^1_i = \mu^1_j$ for all $s < i \leq k$. We consider the node $R = R_s$. By the argument of Step 2, $R$ is co-suitable.

Let $a = \mu^1_s$. We claim that $\mu_R$ is $l$-regular. If not then the $(h_1 + \cdots + h_{s-1} + 1)$th row in the diagram of $\mu$ is followed by $l-1$ rows of length $a-1$. In particular we have $\mu^s = a(a-1)^{h_s-1}$. Therefore $h_s = l-1$. Moreover, we have $\mu^s_i - \mu^s_{i+1} + h_s = l$ so $\mu^s_{i+1} = a-1$. Hence we have $\mu^s_{i+1} = \mu^s_i = a-1$. But then $a-1$ is the length of the $l$ rows following the $(h_1 + \cdots + h_{s-1} + 1)$th row in the diagram of $\mu$. But $\mu$ is $l$-regular so this is impossible and the claim is established.

Now we have $\mu_R = (\tau^1|\cdots|\tau^m)$ where $\tau^i = \mu^i$ for $1 \leq i < s$, $\tau^s = (\mu^s_1 - 1, \mu^s_2, \ldots, \mu^s_{h^s}, \mu^s_{1}^{s+1})$, $\tau^i = (\mu^i_2, \ldots, \mu^i_{h^i}, \mu^i_1^{i+1})$, for $s < i < k$, $\tau^k = (\mu^k_2, \ldots, \mu^k_{h^k})$ and $\tau^i = \mu^i$ for $i > k$. Moreover, it is easy to check that $\tau^1, \tau^2, \ldots, \tau^m$ are the Mullineux components of $\mu_R$. We also have that $l(\text{Mull}(\tau^i)) = l(\text{Mull}(\mu^i))$ for $i \neq s, k$, $l(\text{Mull}(\tau^s)) = l(\text{Mull}(\mu^s)) - 1$ and $l(\text{Mull}(\tau^k)) = l(\text{Mull}(\mu^k)) + 1$. Therefore,

$$l(\text{Mull}(\mu_R)) = \sum_{i=1}^m l(\text{Mull}(\tau^i)) = l(\text{Mull}(\mu))$$

and we have a contradiction.

Step 4. Conclusion

Let $R$ be a removable node of $\mu$ such that $\mu_R = (\mu^1_1|\mu^2_1|\cdots|\mu^m_1)$, for a removable node $S$ of $\mu^1$. Then by Step 3 we have that $R \neq (1, \mu^1)$. It is easy to check that $R$ is co-suitable and if $\mu_R$ is an $l$-regular partition we have

$$l(\text{Mull}(\mu_R)) = l(\text{Mull}(\mu^1_1)) + l(\text{Mull}(\mu^2_1)) + \cdots + l(\text{Mull}(\mu^m_1)) = l(\text{Mull}(\lambda)) + l(\text{Mull}(\mu^2_2)) + \cdots + l(\text{Mull}(\mu^m_2)) = l(\text{Mull}(\mu)).$$

Hence, we may assume that $\mu_R$ is not $l$-regular so we have $\mu^1 = a^u(a-1)^{l-1-u}$, for some $2 \leq u \leq l-1$ and $\mu^2 = (a-1)^u \mu^{2}_{a+1} \cdots \mu^{2}_{s+2}$ with $\mu^{2}_{a+1} < a-1$.

Consider the node $R = (l-1+u, a-1)$. This is removable and has residue $a-u$. Moreover the addable nodes above $R$ are $(1, a+1)$ and $(u+1, a)$ and these have residues $a$ and $a-u-1$. Hence $R$ is co-suitable. Suppose that $\mu_R$ is $l$-regular. Then we have that $\mu_R = (\mu^1|\mu^2|\cdots|\mu^m)$, where $S = (u, a-1)$ and again

$$l(\text{Mull}(\mu_R)) = l(\text{Mull}(\mu^1)) + l(\text{Mull}(\mu^2)) + \cdots + l(\text{Mull}(\mu^m)) = l(\text{Mull}(\mu^1)) + l(\text{Mull}(\mu^2)) + \cdots + l(\text{Mull}(\mu^m)) = l(\text{Mull}(\mu)).$$
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Therefore we must have \( \mu^2 = (a-1)^u(a-2)^{l-1-u} \) and \( \mu^3 = (a-2)^u\mu^3_{u+1} \cdots \mu^3_{h_3} \) with \( \mu^3_{u+1} < a-2 \). Continuing in this way, we may assume that \( \mu = (\mu^1|\mu^2| \cdots |\mu^m) \) with \( \mu^i = (a-i+1)^u(a-i)^{l-1-u} \) for \( 1 \leq i \leq k-1 \) and \( \mu^k = (a-k+1)^u\mu^k_{u+1} \cdots \mu^k_{h_k} \) and \( 2 \leq u \leq l-1 \).

Consider finally the node \( R = ((k-1)(l-1) + u, a-k+1) \). This is removable and has residue \( a-u \). Moreover the addable nodes above \( R \) are \((1, a+1)\) and \((i-1)(l-1) + u+1, a-i+1)\), for \( 1 \leq i \leq k-1 \), with residues \( a \) and \( a-u+1 \). Hence \( R \) is co-suitable. In addition \( \mu_R \) is \( l \)-regular. We have \( \mu_R = (\mu^1|\cdots|\mu^k_S|\cdots|\mu^m) \), where \( S = (u, a-k+1) \) and

\[
\begin{align*}
l(Mull(\mu_R)) &= l(Mull(\mu^1)) + \cdots + l(Mull(\mu^k_S)) + \cdots + l(Mull(\mu^m)) \\
&= l(Mull(\mu^1)) + \cdots + l(Mull(\mu^k)) + \cdots + l(Mull(\mu^m)) \\
&= l(Mull(\mu)).
\end{align*}
\]

Thus \( \mu \) is not a counterexample and the proof is complete.

\[\square\]

It will be of great importance, especially for the proof of Lemma 5.9, to review the proof of Lemma 5.8 and give an explicit description of the removable node \( R \) we obtain with the properties of Lemma 5.8.

Let \( \mu \) be an \( l \)-regular partition which is \( l \)-disconnected. Then by Lemma 5.8 we have that there is a co-suitable node \( R \) of \( \mu \) such that \( \mu_R \) is \( l \)-regular and \( l(Mull(\mu)) = l(Mull(\mu_R)) \). By the proof of Lemma 5.8 we have that the node \( R \) is obtained in one of two different ways, depending on the shape of \( \mu \). We describe explicitly the two situations here. We write \( \mu = (\mu^1|\cdots|\mu^m) \) where \( \mu^1, \ldots, \mu^m \) are the (non-zero) Mullineux components. Let \( h_i = l(\mu^i) \) for \( 1 \leq i \leq m \). Let \( k \) be minimal such that \( (\mu^1|\cdots|\mu^{k+1}) \) is edge \( l \)-disconnected. Thus we have \( \mu^1_1 - \mu^1_{1+1} + h_i = l \), for \( 1 \leq i < k \) and \( \mu^1_i - \mu^1_{i+1} + h_k > l \).

**Case 1.** Assume that there is some \( 1 \leq i \leq k \) with \( \mu^1_i > \mu^1_j \). Let \( s = \max \{i | \mu^1_i > \mu^1_j, 1 \leq i \leq k\} \). Then we have that the co-suitable node \( R \) with the above properties is the node \( R = R_s = (\sum_{j<s} h_j + 1, \mu^1_i) \).

**Case 2.** Assume that \( \mu^1_i = \mu^1_j \) for all \( 1 \leq i \leq k \). Let \( t \) be the minimal value of \( 1 \leq i \leq k \) with the property that the Mullineux component \( \mu^l \) has a removable node, say \( T \), such that if \( R \) is the removable node of \( \mu \) with \( \mu_R = (\mu^1|\mu^2| \cdots |\mu^l_1| \cdots |\mu^l_k| \cdots |\mu^m) \) then \( \mu_R \) is \( l \)-regular. The existence of this node is guaranteed by the fact that \( \mu \) is \( l \)-disconnected. In this case it follows that, for some \( a \), we have \( \mu^j = (a-j+1)^u(a-j)^{l-u-1} \) for \( 1 \leq j \leq t-1 \) and \( \mu^l = (a-t+1)^u\mu^l_{a+1} \cdots \mu^l_{h_l} \) for some \( 2 \leq u \leq l-1 \). Moreover the node \( R = ((t-1)(l-1) + u, a-t+1) \) is the co-suitable node we obtain with the desired properties.
Some further Definitions, Notations and Remarks

(i) A weakly addable node for a partition $\lambda$ is an element of $\mathbb{N} \times \mathbb{N}$ which has the form, $(i, \lambda_i + 1)$ for some $1 \leq i \leq l(\lambda)$ or $(l(\lambda) + 1, 1)$. Observe, that an addable node of $\lambda$ is always a weakly addable node.

(ii) Let $\lambda$ be a partition. We write $\lambda$ as usual in the form $\lambda = \lambda^0 + l\lambda$, with $\lambda^0$ be $l$-restricted. Let $A = (i, \lambda_i + 1)$ be an addable node for $\lambda$ with $1 \leq i \leq l(\lambda^0) + 1$. We consider now $A^0 = (i, \lambda^0_i + 1)$. This is a weakly addable node for $\lambda^0$ and the nodes $A$ and $A^0$ have the same residue. We will refer to $A^0$ as the weakly addable node of $\lambda^0$ corresponding to the addable node $A$ of $\lambda$.

(iii) Let $\lambda = \lambda^0 + l\lambda$ be a non-restricted partition. Let $A_0 = (i, \lambda^0_i)$ be a removable node of $\lambda^0$ such that $\lambda_{A_0}^0$ is a restricted partition. Then $A = (i, \lambda_i)$ is a removable node for $\lambda$ and $\lambda_A = \lambda^0_{A_0} + l\lambda$. Moreover $A$ and $A_0$ have the same residue.

Lemma 5.9. Let $\lambda = \lambda^0 + l\lambda$ be a non-restricted partition with $l(\lambda) \leq l(\lambda^0)$. Let $\mu = (\lambda^0)\prime$. Assume that $\mu$ is edge $l$-disconnected. Then there is a suitable node $S = (i, \lambda_i)$ of $\lambda$ such that:

(i) the node $S_0 = (i, \lambda^0_i)$ is a suitable node of $\lambda^0$ and $\lambda^0_{A_0}$ is $l$-restricted; and

(ii) the node $R = (\lambda^0_i, i)$ is a co-suitable node of $\mu$ such that $\mu_R$ is $l$-regular and $l(Mull(\mu)) = l(Mull(\mu_R))$.

Proof. We will produce the node $S$ of $\lambda$ with the above properties using the co-suitable nodes of $\mu$ described in Lemma 5.8.

There is a co-suitable node $R$ of $\mu$ such that $\mu_R$ is $l$-regular and $l(Mull(\mu)) = l(Mull(\mu_R))$. By the discussion following the proof of Lemma 5.8 we may produce $R$ according to one of the cases below.

We write $\mu = (\mu^1|\mu^2|\cdots|\mu^m)$ where $\mu^1, \ldots, \mu^m$ are the (non-zero) Mullineux components. Let $h_i = l(\mu^i)$ for $1 \leq i \leq m$. Let $k$ be minimal such that $(\mu^1|\cdots|\mu^{k+1})$ is edge $l$-disconnected. Thus we have $\mu^1_i - \mu^1_{i+1} + h_i = l$, for $1 \leq i < k$ and $\mu^1_i - \mu^1_{i+1} + h_k > l$.

Case 1. Assume that $\mu^1_i > \mu^1_{i+1}$ for some $1 \leq i \leq k$ and $s = \max\{i | \mu^1_i > \mu^1_{i+1}, 1 \leq i \leq k\}$. Then we have that $R = R_s = (\sum_{j<s} h_j + 1, \mu^1_s)$. We consider first the transpose node $S_0 = (\mu^1_s, \sum_{j<s} h_j + 1)$ of $\lambda^0$. Since $R_s$ is co-suitable and $\mu_{R_s}$ is $l$-regular we have that $S_0$ is suitable and $\lambda^0_{S_0}$ is $l$-restricted. We take now the node $S = (\mu^1_s, \sum_{j<s} h_j + 1 + l(\mu^1_s))$ of $\lambda$. The node $S$ is removable. Hence, it remains to prove that is also suitable. We assume for a contradiction that it is not. Then there is an addable node, say $U = (r, \lambda_r)$, of $\lambda$ below $S$ with the same residue as $S$. Since $l(\lambda) \leq l(\lambda^0)$ we can take now the corresponding weakly addable node $U^0 = (r, \lambda^0_r)$ of $\lambda^0$. We have that $\text{res}(U^0) = \text{res}(U)$.

We consider now the transpose node $V = (\lambda^0_r + 1, r)$. We have that $\text{res}(V) = \text{res}(R_s)$. Moreover, since $U^0$ is a weakly addable node of $\lambda^0$
appearing lower than $S_0$ we get that $V$ can only have one of the following forms: $V = (1, \mu_1 + 1)$; $V = (\sum_{j<i} h_j + 1, \mu_1^i + k)$ for some $1 < i \leq s$ with $1 \leq k \leq \mu_{i-1}^{i-1} - \mu_1^i$; or $V = (\sum_{j<i} h_j + \ell, \mu_1^i + k)$ for some $1 \leq i < s$ and $2 \leq \ell \leq h_i$ with $1 \leq k \leq \mu_{i-1}^i - \mu_1^i$.

We can exclude directly the case $V = (1, \mu_1 + 1)$ because in this case $V$ is an addable node of $\mu$ and since \( \text{res}(V) = \text{res}(R_s) \), this contradicts the fact that $R_s$ is co-suitable.

Let $V = (\sum_{j<i} h_j + 1, \mu_1^i + k)$ for some $1 < i \leq s$ with $1 \leq k \leq \mu_{i-1}^{i-1} - \mu_1^i$. We compare the residue of $V$ with the residue of the node $R_i = (\sum_{j<i} h_j + 1, \mu_1^i)$. By Step 1 of the proof of Lemma 5.8 we have that \( \text{res}(R_i) = \text{res}(R_s) \) and so \( \text{res}(V) = \text{res}(R_i) \). Therefore, we get that $\mu_1^i - \sum_{j<i} h_j - 1$ is $\mu_1^i + k - \sum_{j<i} h_j - 1 \equiv 0 \pmod{\ell}$. Thus $k$ must be congruent to $0$ mod $\ell$. However, this is not the case since $\mu_{i-1}^{i-1} - \mu_1^i < \mu_1^{i-1} - \mu_1^i + h_i - 1 = l$ and so $1 \leq k < l$. Therefore we have a contradiction.

We have now the final case where $V = (\sum_{j<i} h_j + \ell, \mu_1^i + k)$ for some $1 \leq i < s$ and $2 \leq \ell \leq h_i$ with $1 \leq k \leq \mu_{i-1}^i - \mu_1^i$. We compare the residue of $V$ with the residue of the node $R_i = (\sum_{j<i} h_j + 1, \mu_1^i)$. Since $\text{res}(R_i) = \text{res}(R_s)$ we get that $\text{res}(V) = \text{res}(R_i)$. In particular we deduce that the nodes $(1, \mu_1^i)$ and $(\ell, \mu_1^i + k)$ have the same residue. This contradicts the Remark 5.7. Therefore we have that the node $S$ is a suitable node for $\lambda$.

We examine now the situation where the node $R$ is obtained from the second form of the partition $\mu$ as described in the remarks following Lemma 5.8.

**Case 2.** In this case we have that $\mu_1^i = \mu_2^i$ for all $1 \leq i \leq k$. Let $t$ be the minimal value of $1 \leq i \leq k$ with the property that the Mullineux component $\mu_t$ has a removable node, say $T$, such that if $R$ is the removable node of $\mu$ with $\mu_R = (\mu_1^1|\mu_2^1|\cdots|\mu_t^1|\cdots|\mu_k^1)$, then $\mu_R$ is $l$-regular. Then, for some $a$, we have $\mu^j = (a-j+1)^{a-j}(a-j)^{l-u-1}$ for $1 \leq j \leq t-1$ and $\mu^j = (a-t+1)^a\mu_{u+1}^t \cdots \mu_{h_i}^t$ for some $2 \leq u \leq l-1$ and the node $R = ((l-1)(l-1)+u, a-t+1)$ is the co-suitable node of $\mu$ with the properties of Lemma 5.8. We consider the transpose node $S_0 = (a-t+1, (l-1)(l-1)+u)$ of $\lambda^0$. Since $R$ is co-suitable and $\mu_R$ is $l$-regular $S_0$ is suitable and $\lambda_0^0$ is $l$-restricted. We take now the node $S = (a-t+1, (l-1)(l-1)+u+l_{\lambda_n-t+1})$ of $\lambda$. The node $S$ is removable. Hence, it remains to prove that is also suitable. We assume for contradiction that is not. Then there is an addable node, say $U = (r, \lambda_r)$, of $\lambda$ below $S$ with the same residue with $S$. Since $l(\lambda) \leq l(\lambda^0)$ we can take now the corresponding weakly addable node $U^0 = (r, \lambda^0_r + 1)$ of $\lambda^0$. We have that $\text{res}(U^0) = \text{res}(U)$.

We consider now the transpose node $V = (\lambda^0_r + 1, r)$. We have $\text{res}(V) = \text{res}(R)$. Moreover, since $U^0$ is a weakly addable node of $\lambda^0$ appearing lower than $S_0$ we get that $V$ can only have one of the following forms: $V = \ldots$
(1, a+1); or \( V = ((j-1)(l-1)+u+1, a-j+1) \) for \( 1 \leq j \leq t-1 \). Here the node \( V \) is always an addable node of \( \mu \) and so \( \text{res}(V) = \text{res}(R) \) contradicts the fact that \( R \) is co-suitable. Therefore we deduce again that the node \( S \) of \( \lambda \) is a suitable node and the proof is complete.

We finish this section with a Remark which follows immediately from Lemma 5.4.

**Remark 5.10.** Let \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m) \) be an \( l \)-restricted partition. The simple module \( L(\lambda) \) appears as composition factor of \( \nabla(\mu) \), for some partition \( \mu \) with \( l(\mu) < m \) if and only if \( l(\text{core}(\lambda)) < m \).

**Proof.** Assume first that there is a partition \( \mu \) with \( l(\mu) < m \) and \( [\nabla(\mu) : L(\lambda)] \neq 0 \). Since \( \text{core}(\lambda) = \text{core}(\mu) \) we get immediately that

\[
l(\text{core}(\lambda)) = l(\text{core}(\mu)) \leq l(\mu) < m.
\]

Assume now that \( [\nabla(\mu) : L(\lambda)] = 0 \) for every partition \( \mu \) with \( l(\mu) < m \). Then by Proposition 3.2 we get that \( l(Mull(\lambda')) = m \). Therefore, by the formula for \( l(Mull(\lambda')) \) given in the beginning of section 4 we have that

\[
m = \begin{cases} 
eq (l') - \lambda_1, & \text{if } l \mid e_l(\lambda'); \\
eq (l') - \lambda_1 + 1, & \text{if } l \nmid e_l(\lambda').
\end{cases}
\]

The first case gives that \( e_l(\lambda') = \lambda_1 + m > e(\lambda') \) which of course is impossible. Hence, we have that only the second case is possible. Therefore, \( e_l(\lambda') = m + \lambda_1 - 1 = e(\lambda') \) and \( l \nmid e_l(\lambda') \). Thus, \( \lambda \) is edge \( l \)-connected and \( l \nmid e_l(\lambda') \). Therefore by Lemma 5.4 we have that \( \text{core}(\lambda')_1 = m \) and so \( l(\text{core}(\lambda)) = m \).

6 The Main Results on Composition Factors

**Proposition 6.1.** Let \( m \) be a positive integer. Suppose that a partition \( \lambda \) can be written in the form \( \lambda = \lambda(1) + \cdots + \lambda(s) \), where \( \lambda(i) \) is an \( m_i \)-distinguished (not necessarily restricted) partition and \( m = m_1 + \cdots + m_s \). Then \( \lambda \) is \( m \)-special.

**Proof.** Lemma 2.4 immediately reduces considerations to the case \( s = 1 \). So we assume that \( \lambda \) is \( m \)-distinguished. We write \( \lambda = \lambda^0 + \bar{\lambda} \) for \( \lambda^0, \bar{\lambda} \in \Lambda^+(n) \) with \( \lambda^0 \) restricted and \( m \)-distinguished and \( \bar{\lambda}_1 < m \). From Corollary 4.7 we may assume that \( \bar{\lambda} \neq 0 \). Suppose that \( \bar{\lambda}_1 < m - 1 \). Then \( L(\lambda^0) \) is a
Proposition 6.2. Let \( \lambda \) be a partition and write \( \lambda = \lambda^0 + l\bar{\lambda} \), for partitions \( \lambda^0, \bar{\lambda} \), with \( \lambda^0 \) restricted. If \( \lambda \) is \( m \)-good then \( \lambda^0 \) is \( m \)-good.

Proof. If not, let \( \lambda = \lambda^0 + l\bar{\lambda} \) be a counterexample of minimal degree. We have that \( l(\bar{\lambda}) \leq l(\lambda^0) \). We see this in the following way. Let \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n) \) and suppose \( l(\lambda^0) < l(\bar{\lambda}) \). Let \( \bar{\lambda} = (\lambda_1, \lambda_2, \ldots, \lambda_{n-1}) \). By Proposition 3.6 \( \bar{\lambda} \) is \( m \)-good and by the minimality of the degree of \( \lambda \) we get that \( \lambda^0 \) is \( m \)-good. Since \( l(\lambda^0) < l(\bar{\lambda}) \) we have that \( \lambda^0 = \lambda^0 \) and so \( \lambda^0 \) is \( m \)-good and \( \lambda \) is not a counterexample. Therefore we assume from now on that \( l(\bar{\lambda}) \leq l(\lambda^0) \).
We have \( l(\lambda^0) \geq m + 1 \), for example by Lemma 2.2. We set \( \mu = (\lambda^0)' \). Hence, \( \mu \) is an \( l \)-regular partition with \( \mu_1 \geq m + 1 \). Moreover, since \( \lambda^0 \) is not \( m \)-good, we get by the Proposition 3.3, that \( l(\text{Mull}(\mu)) \geq m + 1 \).

**Case 1.** Assume that \( \mathcal{E}_l(\mu) \) is connected and that \( l \nmid e_l(\mu) \). Then by Lemma 5.4 we have that \( \text{core}(\mu)_1 = \mu_1 \geq m + 1 \) and so \( l(\text{core}(\lambda^0)) \geq m + 1 \). But then \( l(\text{core}(\lambda)) \geq m + 1 \), contradicting the fact that \( \lambda \) is \( m \)-good.

**Case 2.** Assume now that \( \mathcal{E}_l(\mu) \) is connected and \( l \mid e_l(\mu) \). Let \( \tilde{\lambda} \) be the partition obtained from \( \lambda \) by first row removal. Then by Proposition 3.6 we have that \( \tilde{\lambda} \) is \( m \)-good and by the minimality of degree we have that \( \tilde{\lambda}^0 \) is \( m \)-good. Let \( \tilde{\mu} \) the transpose of \( \tilde{\lambda}^0 \). Hence \( \tilde{\mu} \) is the partition obtained from \( \mu \) after removing the first column. Therefore we get by Lemma 5.5 that \( l(\text{Mull}(\tilde{\mu})) = l(\text{Mull}(\mu)) \geq m + 1 \), contradicting the fact that \( \tilde{\lambda}^0 \) is \( m \)-good.

**Case 3.** Therefore, we are left with the case in which \( \mathcal{E}_l(\mu) \) is disconnected. By Lemma 5.9 there is a suitable node \( S = (i, \lambda_i) \) of \( \lambda \) with the following properties: \( S_0 = (i, \lambda_i^0) \) is a suitable node of \( \lambda^0 \); \( \lambda_i^0 \) is \( l \)-restricted; the node \( R = (\lambda_i^0, i) \) is a co-suitable node of \( \mu \); \( \mu_R \) is an \( l \)-regular partition and; \( l(\text{Mull}(\mu_R)) = l(\text{Mull}(\mu)) \geq m + 1 \). We consider these three nodes here. Since \( S \) is a suitable node of \( \lambda \) we have that \( \lambda_S \) is \( m \)-good by Lemma 3.11. We write \( \lambda_S = \lambda_i^0 + l\lambda \). By the minimality of the degree of \( \lambda \) we get that \( \lambda_S^0 \) is \( m \)-good. We have that \( (\lambda_i^0)' = \mu_R \). Hence, \( l(\text{Mull}(\mu_R)) \leq m \) by Proposition 3.2. Therefore we have a contradiction. 

\[ \square \]

**Corollary 6.3.** Let \( \lambda \) be a partition and write \( \lambda = \lambda^0 + l\lambda \), for partitions \( \lambda^0, \lambda \), with \( \lambda^0 \) restricted. If \( \lambda \) is \( m \)-special then \( \lambda^0 \) is \( m \)-special.

**Proof.** Let \( \lambda \) be \( m \)-special, then it is \( m \)-good and so by Proposition 6.2 we have that \( \lambda^0 \) is \( m \)-good. By Proposition 3.2 we have then that \( \lambda^0 \) is also \( m \)-special.

\[ \square \]

**Proposition 6.4.** Let \( m \) be a positive integer. Let \( \lambda \) be a partition and write \( \lambda = \lambda^0 + l\lambda \), for partitions \( \lambda^0, \lambda \), with \( \lambda^0 \) restricted. Suppose \( \lambda^0 \) is \( m \)-special and \( \lambda_1 \leq m(l-1) \). Then \( \lambda \) can be written in the form \( \lambda = \lambda(1) + \cdots + \lambda(s) \), where \( \lambda(i) \) is an \( m_i \)-distinguished (not necessarily restricted) partition and \( m = m_1 + \cdots + m_s \). In particular \( \lambda \) is \( m \)-special.

**Proof.** By an admissible pair of sequences for a partition \( \mu \) we mean a sequence \((k_1, \ldots, k_t)\) of positive integers whose sum is \( m \) and a sequence \((\mu(1), \ldots, \mu(t))\) of partitions whose sum is \( \mu \) and such that \( \mu(i) \) is \( k_i \)-distinguished, for \( 1 \leq i \leq t \). Less formally, we shall say that \( \mu = \mu(1) + \cdots + \mu(t) \) is an admissible expression for \( \mu \). We shall write \( \mu(i)^0 \) for the restricted part and \( \tilde{\mu}(i) \) for the non-restricted part, i.e., \( \mu(i)^0 \) and
\( \hat{\mu}(i) \) are partitions, with \( \mu(i)^0 \) restricted, such that \( \mu(i) = \mu(i)^0 + l\hat{\mu}(i) \), for \( 1 \leq i \leq t \).

Suppose that the result is false and that \( \lambda \) is a partition of minimal degree for which it fails. By Proposition 4.10, \( \lambda \) is not restricted, i.e, \( \bar{\lambda} \neq 0 \). We choose \( r > 0 \) such that \( \bar{\lambda} - \omega_r \) is a partition. We put

\[
\mu = \lambda - l\omega_r = \lambda^0 + l\bar{\mu}
\]

where \( \bar{\mu} = \bar{\lambda} - \omega_r \). By minimality, \( \mu \) is writable in the required form.

**Step 1.** If \( \mu = \mu(1) + \cdots + \mu(t) \) is an admissible expression for \( \mu \), with \( \mu(i) \) a \( k_i \)-distinguished partition, for \( 1 \leq i \leq t \), then \( \hat{\mu}(i) = k_i - 1 \) for \( 1 \leq i \leq t \).

**Proof of Step 1.** If not then for some \( j \) we have \( \hat{\mu}(j) < k_j - 1 \). Now putting \( \lambda(i) = \begin{cases} \mu(i), & \text{if } i \neq j; \\ \mu(j) + l\omega_r, & \text{if } i = j \end{cases} \)

we have that each \( \lambda(i) \) is \( k_i \)-distinguished and \( \lambda = \lambda(1) + \cdots + \lambda(t) \), contrary to assumption.

**Step 2.** If \( \mu = \mu(1) + \cdots + \mu(t) \) is an admissible expression for \( \mu \), with \( \mu(i) \) a \( k_i \)-distinguished partition, for \( 1 \leq i \leq t \) then we have \( \mu(i)^0 < l - k_i \) for at least two values of \( i \) (with \( 1 \leq i \leq t \)).

**Proof of Step 2.** If not then, after reordering, we can assume that \( \mu(i)^0 = l - k_i \) for \( 1 \leq i \leq t - 1 \) so we get

\[
\lambda_1 = l + \mu_1 \\
\geq l + (l - k_1) + l(k_1 - 1) + \cdots + (l - k_{t-1}) + l(k_{t-1} - 1) + l(k_t - 1) \\
= l + (t - 1)l - (m - k_t) + lm - lt = m(l - 1) + k_t
\]

contrary to the fact that \( \lambda_1 \leq m(l - 1) \).

From now on we take \( t \) to be minimal such that there exists an admissible expression \( \mu = \mu(1) + \cdots + \mu(t) \).

**Step 3.** There exists an admissible expression \( \mu = \mu(1) + \cdots + \mu(t) \) with \( \mu(i)^0 = 0 \) for some \( 1 \leq i \leq t \).

**Proof of Step 3.** Given an admissible pair \( S \), say, for \( \mu \), consisting of the sequence \( (k_1, \ldots, k_t) \) of positive integers (whose sum is \( m \)) and sequence \( (\mu(1), \ldots, \mu(t)) \) or partitions, we define index\((S)\) to be the minimum of the set \( \{ k_i \mid 1 \leq i \leq t, \mu(i)^0 < l - k_i \} \). We consider admissible pairs for \( \mu \) whose index \( h \), say, is as small as possible. For such an admissible pair \( S \) we define
the defect \(d(S)\) to be the minimum of the set \(\{\mu(i)^0_1 \mid \mu(i)^0_1 < l - k_i, k_i = h\}\). We further assume that \(S\) is such that the defect of \(S\) is as small as possible. If \(d(S) = 0\) then we are done so we assume that \(S\) has positive defect.

We arrange the terms in the admissible expression \(\mu = \mu(1) + \mu(2) + \cdots + \mu(t)\) such that \(k_1 = h, d(S) = \mu(1)^0_1\) and \(\mu(2)^0_1 < l - k_2\) (using Step 2). Note that \(k_1 \leq k_2\) by minimality of the index. We choose \(u > 0\) such that \(\mu(1)^0_1 - \omega_u\) is a partition. Now by the definition of distinguished and the fact that \(\mu(1)^0_1 < l - k_1\) we have that \(u \leq k_1\). Since \(\mu(2)^0_1 < l - k_2\) and \(k_1 \leq k_2\) we have that \(\mu(2) + \omega_u\) is \(k_2\)-distinguished. But now, setting

\[
\nu(i) = \begin{cases} 
\mu(1) - \omega_u, & \text{if } i = 1; \\
\mu(2) + \omega_u, & \text{if } i = 2; \\
\mu(i), & \text{otherwise.}
\end{cases}
\]

we obtain an expression \(\mu = \nu(1) + \cdots + \nu(t)\) and the corresponding admissible pair \(T\), say, has index equal to the index of \(S\) (namely \(h\)) and smaller defect, a contradiction.

**Step 4. Conclusion.**

We write \(\mu = \mu(1) + \cdots + \mu(t)\) as in Step 3 and arrange the numbering so that \(\mu(1)^0_1 = 0\) and \(\mu(2)^0_1 < l - k_2\). If \(k_1 = 1\) then \(\bar{\mu}(1)_1 = 0\) so that \(\mu(1) = 0\), contradicting the minimality of \(t\). Thus we have \(k_1 > 1\). We choose \(u > 0\) such that \(\bar{\mu}(1) - \omega_u\) is a partition. Then \(\mu(1) - l\omega_u\) is \((k_1 - 1)\)-distinguished and \(\mu(2) + l\omega_u\) is \((k_2 + 1)\)-distinguished. Moreover, we have that

\[
\mu = (\mu(1) - l\omega_u) + (\mu(2) + l\omega_u) + \mu(3) + \cdots + \mu(r)
\]

is a an admissible expression for \(\mu\). Continuing in this way, we can find an admissible expression as above with \(k_1 = 1\), a contradiction.

The proof that \(\lambda\) may be written in the required form is complete. We get that \(\lambda\) is \(m\)-special from Proposition 6.1.

We now put together Propositions 6.1 and 6.4 and Corollary 6.3 to give the main result of the paper.

**Theorem 6.5.** Let \(m\) be a positive integer. A partition \(\lambda\) is \(m\)-special if and only if it can be written in the form \(\lambda = \lambda(1) + \cdots + \lambda(s)\), where \(\lambda(i)\) is an \(m_i\)-distinguished (not necessarily restricted) partition and \(m = m_1 + \cdots + m_s\).

**Proof.** A partition that is writable in the above form is \(m\)-special by Proposition 6.1. Suppose now that \(\lambda\) is \(m\)-special. Then, writing \(\lambda = \lambda^0 + l\bar{\lambda}\) for partitions \(\lambda^0\), \(\bar{\lambda}\), with \(\lambda^0\) restricted, we have that \(\lambda^0\) is \(m\)-special, by Corollary 6.3. Moreover, since the simple module \(L(\lambda)\) is a composition factor of
\[ \tilde{S}(E)^{\otimes m}, \] we have \( \lambda_1 \leq m(l - 1) \). Hence \( \lambda \) is writable in the required form, by Proposition 6.4.

\[ \blacksquare \]

**Corollary 6.6.** Let \( m \) be a positive integer. A partition \( \lambda \) is \( m \)-special if and only if it is \( m \)-good and \( \lambda_1 \leq m(l - 1) \).

**Proof.** If \( \lambda \) is \( m \)-special then it is \( m \)-good and \( \lambda_1 \leq m(l - 1) \). We now assume that \( \lambda \) is \( m \)-good and that \( \lambda_1 \leq m(l - 1) \). We write \( \lambda = \lambda^0 + l\lambda \) for partitions \( \lambda^0, \lambda \) with \( \lambda^0 \) restricted. Then, by Proposition 6.2 we have that \( \lambda^0 \) is \( m \)-good and so \( m \)-special by Proposition 3.2. Hence, since \( \lambda_1 \leq m(l - 1) \), we get by Proposition 6.4 that \( \lambda \) is \( m \)-special.

\[ \blacksquare \]

We now consider \( \lambda \in \Lambda^+(n) \) and apply the above in the case \( m = n \).

**Corollary 6.7.** Let \( \lambda \in \Lambda^+(n) \). Then \( \lambda_1 \leq n(l - 1) \) if and only if we can write \( n \) as a sum of positive integers \( n_1, \ldots, n_s \) and \( \lambda = \lambda(1) + \cdots + \lambda(s) \) with \( \lambda(i) \in \Lambda^+(n) \) an \( n_i \)-distinguished partition, for \( 1 \leq i \leq s \).

**Proof.** Clear from Proposition 6.4 and Corollary 6.6.

Let \( G = G(n) \) and let \( E \) be the natural module. An element \( \lambda = (\lambda_1, \ldots, \lambda_n) \) of \( \Lambda^+(n) \) is called \( n(l - 1) \)-bounded if \( \lambda_1 \leq n(l - 1) \). For such a partition \( \lambda \) we define the truncated tensor product \( \tilde{S}^\lambda(E) = \tilde{S}^{\lambda_1}(E) \otimes \cdots \otimes \tilde{S}^{\lambda_n}(E) \). It is clear that if \( \mu \in \Lambda^+(n) \) is such that \( L(\mu) \) is a composition factor of \( \tilde{S}^\lambda(E) \) then \( \mu_1 \leq n(l - 1) \), i.e., \( \mu \) is \( n(l - 1) \)-bounded. One therefore obtains a square matrix of decomposition numbers \( \{ [\tilde{S}^\lambda(E) : L(\mu)] \} \), with \( \lambda, \mu \) running over \( n(l - 1) \)-bounded partitions in \( \Lambda^+(n) \). Doty conjectures (in the classical situation) that this matrix is non-singular, see [23], Conjecture 4.2.11. We note that each \( L(\mu) \) with \( \mu \) an \( n(l - 1) \)-bounded partition, appears as the composition factor of some \( \tilde{S}^\lambda(E) \) - so at least the decomposition matrix conjectured to be non-singular contains no column consisting entirely of zeros.

**Corollary 6.8.** Let \( G = G(n) \) and let \( E \) be the natural module. For each \( n(l - 1) \)-bounded element \( \mu \) of \( \Lambda^+(n) \) there exists an \( n(l - 1) \)-bounded partition \( \lambda \in \Lambda^+(n) \) such that \( [\tilde{S}^\lambda(E) : L(\mu)] \neq 0 \).

**Proof.** Combining Theorem 6.5 and Corollary 6.7 we have that \( [\tilde{S}(E)^{\otimes n} : L(\mu)] \neq 0 \). Moreover, we have \( \tilde{S}(E) = \bigoplus_{j=0}^{n(l-1)} \tilde{S}^j(E) \). Hence \( \tilde{S}(E)^{\otimes n} \) is a direct sum of modules of the form \( \tilde{S}^{j_1}(E) \otimes \cdots \otimes \tilde{S}^{j_n}(E) \), for some \( 0 \leq j_1, \ldots, j_n \leq n(l - 1) \). Such a module is has the character of \( \tilde{S}^\lambda(E) \), for some \( n(l - 1) \)-bounded element \( \lambda \) of \( \Lambda^+(n) \). Hence we have \( [\tilde{S}^\lambda(E) : L(\mu)] \neq 0 \), for some \( n(l - 1) \)-bounded element \( \lambda \) of \( \Lambda^+(n) \).

\[ \blacksquare \]
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