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Abstract—Video captioning is a challenging task that captures different visual parts and describes them in sentences, for it requires visual and linguistic coherence. The attention mechanism in the current video captioning method learns to assign weight to each frame, promoting the decoder dynamically. This may not explicitly model the correlation and the temporal coherence of the visual features extracted in the sequence frames. To generate semantically coherent sentences, we propose a new Visual-aware Attention (VA) model, which concatenates dynamic changes of temporal sequence frames with the words at the previous moment, as the input of attention mechanism to extract sequence features. In addition, the prevalent approaches widely use the teacher-forcing (TF) learning during training, where the next token is generated conditioned on the previous ground-truth tokens. The semantic information in the previously generated tokens is lost. Therefore, we design a self-forcing (SF) stream that takes the semantic information in the probability distribution of the previous token as input to enhance the current token. The Dual-stream Decoder (DD) architecture unifies the TF and SF streams, generating sentences to promote the annotated captioning for both streams. Meanwhile, with the Dual-stream Decoder utilized, the exposure bias problem is alleviated, caused by the discrepancy between the training and testing in the TF learning. The effectiveness of the proposed Visual-aware Attention Dual-stream Decoder (VADD) is demonstrated through the result of experimental studies on Microsoft video description (MSVD) corpus and MSR-Video to text (MSR-VTT) datasets.

Index Terms—Video Captioning, Visual-aware Attention, Dual-stream Decoder, Mixed training learning, Exposure bias

I. INTRODUCTION

Video Captioning is the task of generating a meaningful natural sentence for a given video. This task combines video understanding and natural language processing methods to generate informative and fluent captioning. Applications e.g. video understanding, video summarization, and human-robot interaction depend on video captioning.

Recent works [1]–[10] are based on encoder-decoder framework, where convolution neural network (CNNs) extracts vectorial representation from the video and recurrent neural networks (RNNs) decodes those representations into natural language sentences. Even though some recent works have explored precise and effective visual information for text generation, the situation in video captioning is still challenging because: 1) Unlike image captioning, which merely understands static content in a single image, video captioning requires a model to obtain the coherence of the consecutive frames; 2) To generate semantically rich and accurate sentences, it should take the polysemy and synonyms as considered.

Inspired by the development of neural machine translation, the attention mechanism [1], [2], [11]–[13] has been widely used in current encoder-decoder frameworks for visual captioning, which guides the decoding process by generating a weighted average over the extracted feature vectors for each time step. [14], [15] apply a spatial/temporal attention mechanism to fuse object features. Although the attention module can provide precise and effective visual information for text generation, it ignores the visual relevance between adjacent words. [16] feeds the previous attention vector into the attention module to alleviate this problem. However, it still ignores the dynamic transmission and interrelationship of the visual features extracted by the attention mechanism for each frame.

For sentence generation, the teacher-forcing (TF) learning is used to generate the current token based on the previous ground-truth tokens in visual captioning [17], [18]. This causes the discrepancy between training and testing and the loss of semantic information in the probability distribution over the vocabulary. To address the exposure bias problem, some recent
methods [19], [20] directly optimize sentence-level task-based metrics (as rewards), using policy gradient and mixed-loss methods for reinforcement learning. However, reinforcement learning solutions usually suffer from slow and unstable training due to the high variance of reinforce-based policy gradients. Zhang et al. [21] sample context words from the ground-truth sequences and the predicted sequence during training to alleviate the exposure bias issue. Nevertheless, the semantic information in the probability distribution of previously generated tokens is abandoned in these methods, which can not solve the impact of the ambiguity of the current word on the generation of the next word.

For instance, in the predicted sentence of Figure 1, the token “score” has two semantics. It can be used as a verb to indicate with natural language. With the great success of artificial word on the generation of the next word. Which can not solve the impact of the ambiguity of the current training methods to generate sentences. In the field of visual mechanisms to extract visual features and employ TF learning captioning and video captioning, both of which use attention intelligence [22], [23], recent researches on visual captioning extract the visual coherent into considering, Qin et al. [15] and Fang et al. [1] develop a coarse-to-fine attention mechanism to take both the global and local features. Taking the visual coherent into considering, Qin et al. [16] feed the previous attention vector into the attention module. However, it still ignores the dynamic relationship transfer of the extracted visual features.

In the process of sentence generation, teacher-forcing (TF) learning which takes the previous ground-truth tokens as input, is widely used for captioning. TF will cause exposure bias problems, and also lose the semantic information in the probability distribution. Reinforcement learning is applied to optimize sentence-level task-based metrics using policy gradient and mixed-loss methods [19], [20]. Zhang et al. [21] sample context words from the ground-truth sequences and the predicted sequence to alleviate the exposure bias issue, without the slow and unstable training problem suffered in reinforcement learning. Some reconstruction network [27], [28] can also indirectly alleviate the exposure bias problem. Anyway, the rich semantic information in the probability distribution of the generated tokens is directly discarded without further exploration.

To solve the two problems mentioned above, we respectively proposed visual-aware attention mechanism and dual-stream decoder. The visual-aware attention mechanism employs a shared LSTM to construct the correlation and temporal coherence of the visual features extracted in the sequence frame. In dual-stream decoder, the SF stream is designed to take advantage of the rich semantic information of previous tokens. The SF stream is designed to take all the probability distribution of previously generated tokens into the model. The mixed training loss is used to generate the sentence which unifies TF learning and SF learning.

The main contributions of this paper are summarized threefold:

- We introduce a new visual-aware attention mechanism, an extension of the conventional attention mechanism, to model the dynamic transmission and relationship of the visual features extracted.
- The dual-stream decoder is proposed for linguistic knowledge embedding from all previous tokens. The TF stream and the SF stream are used to generate sentences simultaneously during training.
- Experiments on commonly-used datasets for video captioning illustrate the effectiveness of our proposed VADD approach.

II. RELATED WORK

Visual captioning is a multi-modal problem that involves extracting key information from vision and describing it with natural language. With the great success of artificial intelligence [22], [23], recent researches on visual captioning [17], [24] adopt sequence-learning based methods in encoder-decoder structure. Visual captioning includes image captioning and video captioning, both of which use attention mechanisms to extract visual features and employ TF learning training methods to generate sentences. In the field of visual captioning, the attention mechanism is first introduced into image captioning [25] and achieves outstanding results. In recent years, the Huang et al. [13] and Pan et al. [26] improve the performance of the attention mechanism by further strengthening the interaction between the linguistic and visual features. Compared with the attention mechanism in image captioning, the attention mechanism in video captioning needs to consider the sequential coherence of visual features. Zhang et al. [14] and Cherian et al. [12] utilize a hierarchical attention mechanism to extract spatio-temporal visual features. Hu et al. [15] and Fang et al. [1] develop a coarse-to-fine attention mechanism to take both the global and local features. Taking the visual coherent into considering, Qin et al. [16] feed the previous attention vector into the attention module. However, it still ignores the dynamic relationship transfer of the extracted visual features.

In this section, we present the proposed video captioning approach based on visual-aware attention mechanism and dual-stream decoder in detail. The overall framework of the proposed VADD is illustrated in Figure 2 where the input is the sequence of video frames \( \{v_1, v_2, \ldots, v_n\} \), and the output is the sequence of words \( \{y_1^*, y_2^*, \ldots, y_n^*\} \). For each video/sentence pair, we employ the pre-trained 2D/3D CNNs to extract appearance feature \( \{v_{a_1}, v_{a_2}, \ldots, v_{a_n}\} \) and motion feature \( \{v_{m_1}, v_{m_2}, \ldots, v_{m_n}\} \), where \( n \) is the number of sampled frames. We first introduce our proposed video captioning framework in Subsections II-A II-B and II-C then describe the training and inference process in Subsection II-D.
visual-aware attention mechanism is used to select the fused visual feature dynamically. The visual features extracted by the attention mechanism are tracked by an LSTM for each frame, the semantic information in the probability distribution of the previous token. The visual-aware attention mechanism is used to select the two kinds of features across time, formally:

\[
\hat{h}_t = \text{LSTM}_1(v_{m}, \circ v_{a_t}, \hat{h}_{t-1}) \tag{1}
\]

\[
\check{h}_t = \check{\text{LSTM}}_1(v_{m}, \circ v_{a_t}, \check{h}_{t-1}) \tag{2}
\]

where LSTM1 and \(\check{\text{LSTM}}\) are the forward LSTM and the reverse LSTM of the bidirectional LSTM1 respectively, \(\hat{h}_t\) and \(\check{h}_t\) are the output hidden states, and \(\circ\) denotes concatenate operation. To obtain the encoded feature of each frame, the output forward hidden state \(\hat{h}_t\) and the reverse hidden state \(\check{h}_t\) are concatenated. In this way, the encoded feature of each frame summarizes the features of both the preceding frames and the following frames. We denote the outputs of the encoder as \(V = \{x_1, x_2, \ldots, x_n\}\), where \(x_n = [\hat{h}_i; \check{h}_i]\).

### B. Visual-aware Attention Mechanism

Figure 3 shows the visual-aware attention module. Given a video sequence feature vectors \(V\) and the previous hidden state \(h_{t-1}\), conventional attention module employs the attention
function \( f_{att} \) to calculate a weighted average vector \( c_t \) as:
\[
c_t = f_{att}(V, h_{t-1}) \tag{3}
\]
In detail, the weights are calculated based on the correlation between visual features and the previous hidden state:
\[
u_{i,t} = w_u \tanh(W_{vu}x_i + W_{hu}h_{i-1}) \tag{4}
\]
\[
\alpha_t = \text{softmax}(u_t) \tag{5}
\]
where each \( x_i \) of \( V \) represents the visual feature of \( i \)-th frame, \( W_{vu}, W_{hu} \), and \( w_u \) are trainable parameters in \( f_{att} \), \( \alpha_t = \{\alpha_1, t, \alpha_2, t, \ldots, \alpha_n, t\} \in \mathbb{R}^n \) is a \( n \)-dimensional vector which sums to 1. The final attention feature \( c_t \) is generated by:
\[
c_t = \sum_{i=1}^{n} \alpha_{i,t} x_i \tag{6}
\]

Take the correlation and the temporal coherence of the visual features extracted in the sequence frame as consideration, and we utilize an LSTM to construct the sequential coherence of the visual features extracted by the attention mechanism on each frame. Formally, for the \( i \)-th at step \( t \):
\[
h_{i,t}^v = \text{LSTM}_2(\alpha_i x_i; h_{i,t-1}^v) \tag{7}
\]
where \( h_{i,t-1}^v \) is the hidden state of LSTM2 at step \( t-1 \), and the parameters of LSTM2, on different frames are shared, which is conducive to constructing the correlation of visual features between different frames. These features are fused into the attention mechanism to guide the extraction of visual features at the next time step. Formally, the \( c_t \) is updated as:
\[
c_t = f_{att}(V, h_{t-1} \circ h_{i,t-1}^v) \tag{8}
\]
\[
h_{i,t-1}^v = \sum_{i=1}^{n} h_{i,t-1}^v \tag{9}
\]

### C. Dual-stream Decoder

We design a dual-stream decoder to generate sentences, which includes the TF and SF stream, respectively. The TF stream is a traditional decoder, and the SF stream is designed to utilize the semantic information in the probability distribution over the words, which is beneficial to solving one-time ambiguity problems. To generate a text sequence, neural language model generate every token \( y_t \) conditioned on the previous tokens in an auto-regressive manner:
\[
\log p_\theta(y_t | x) = \sum_{t=1}^{m} \log p_\theta(y_t | y_{<t}, x) \tag{10}
\]
where \( \theta \) are model parameters, and \( y_{<t} \) indicates all tokens before step \( t \).

1) **Teacher-forcing Stream:** Similar to the previous method, the TF scheme is considered in training. The word tokens \( y_{<t}^m \) from the ground-truth sequence are fed into \( \theta \) to generate the next token. Specifically, in video captioning, an LSTM is used to unroll the target information. At the \( t \)-th step, the target hidden state \( h_t^l \) is given by:
\[
h_t^l = \text{LSTM}_3([W_c y_{t-1}^l, c_t^l, h_{t-1}^l]) \tag{11}
\]
where \( W_c \) represents the word embedding, which maps the one-hot vector to word vector. \( y_{t-1}^l \) is the ground-truth word at step \( t-1 \), \( c_t^l \) is the visual feature extracted by the visual-aware attention mechanism mentioned in (5). The probability distribution \( p_t^l \) over all the words in the target vocabulary is produced conditioned on the hidden state \( h_t^l \):
\[
p_t^l = \text{softmax}(W_p h_t^l) \tag{12}
\]
where \( W_p \) is trainable parameter, \( p_t^l \) is a \( D \)-dimensional vector of vocabulary size.

2) **Self-forcing Stream:** To take advantage of the complete semantic information embedded in \( p_t^l \), an SF stream parallel to the TF stream is designed. In detail, we feed the probability distributions obtained at the previous time step to the LSTM to promote the current token perceive richer and more specific information about the past:
\[
h_t^s = \text{LSTM}_4([W_c y_{p,t-1}^s, c_t^s, h_{t-1}^s]) \tag{13}
\]
\[
p_t^s = \text{softmax}(W_p h_t^s) \tag{14}
\]
where the \( h_{t-1}^s \) is the hidden state of LSTM4 in SF stream, and the \( c_t^s \) is the visual feature by the visual-aware attention mechanism. Note that the SF stream shares the \( W_c \) and \( W_p \) parameters with the TF stream, which maps the words generated by the two-stream to the same semantic space.

### D. Training and Inference

For full use of the semantic similarity between words, we train the whole network in an end-to-end manner by mixed training learning.

1) **Training:** In training phase both the TF and SF LSTM units are executed for \( m \) steps where \( m \) refers to the length of ground-truth \( Y' \). This process will generate two predicted sequences: \( Y^t = \{y_1^t, y_2^t, \ldots, y_m^t\} \) and \( Y^s = \{y_1^s, y_2^s, \ldots, y_m^s\} \), where \( Y^t \) corresponds to TF stream and \( Y^s \) for SF stream. The maximum likelihood estimation between the ground-truth and \( p_t^l \), \( p_t^s \) is used to training the TF stream and SF stream, respectively. The total loss is defined as:
\[
\mathcal{L}(\theta) = \mathcal{L}_t + \lambda \mathcal{L}_s \tag{15}
\]
where \( \mathcal{L}_t \) refers to the loss for the TF stream and \( \mathcal{L}_s \) for the SF stream, and \( \lambda \) is a hyper-parameter to balance the two terms. In detail, in the TF stream:
\[
\mathcal{L}_t = -\frac{1}{m} \sum_{t=1}^{m} \log(p_t^l(y_t | y_{<t}^l)) \tag{16}
\]
and in the SF stream:
\[ L_s = -\frac{1}{m} \sum_{t=1}^{m} \log(p_{t}^s|p_{1:t-1}^s) \]  
(17)

Note that the SF stream generates the current token based on the previous probability distributions \( p_{1:t-1}^s \).

2) Inference: Figure 4 shows the inference process for our VADD methods. To utilize the information learned in the two streams, we combine the predicted probability of \( p_t^l \) and \( p_t^s \) together by:
\[ p_t = \gamma p_t^l + (1 - \gamma) p_t^s \]  
(18)

where \( \gamma \) is used to control the proportion of information flow obtained from the two streams.

IV. EXPERIMENTS

In this section, we evaluate our proposed methods on two datasets: MSVD and MSR-VTT, via four popular metrics including BLEU-4, METEOR, ROUGE-L, and CIDEr, where the BLEU-4 metric mainly focuses on the fraction of \( n \)-grams between the ground-truth and the generated sentences, and the CIDEr metric is proposed for captioning tasks specifically and considered more consistent with human judgment.

A. Datasets

MSVD contains 1,970 YouTube short video clips. Each video is annotated with multilingual sentences, but we experiment with the roughly 40 captions in English. Similar to the prior work [18], we separate the dataset into 1,200 train, 100 validation, and 670 test videos.

MSR-VTT is another benchmark for video captioning which contains 10,000 open domain videos and each video is annotated with 20 English descriptions. There are 20 simple-defined categories, e.g. music, sports, movie, etc. We use the standard split in [29] for fair comparison which separates the dataset into 6,513 training, 497 validation, and 2,990 test videos.

B. Implementation Details

For the sentences in the benchmark datasets motioned above, we obtain a vocabulary by removing those rare words in training split with a threshold of two. We do minimum pre-processing to the annotated captions, i.e. convert them into lower case and remove punctuation. We add the \(<\text{start}>\) and \(<\text{end}>\) at the beginning and end of each caption, respectively, and the words that are not contained in vocabulary are replaced with \(<\text{unk}>\). We fix the length of sentences as 20, truncating those over-length sentences and adding \(<\text{pad}>\) token at the end of under-length sentences.

For videos, we sample 50 frames for each video and use ResNet-152 [30] as 2D CNN, ResNeXt-101 [31] as 3D CNN to extract appearance features and motion features respectively. ResNet-152 is trained on ILSVRC-2012-CLS image classification dataset [32] and ResNeXt-101 is trained on Kinetics action classification dataset [33].

Our model is optimized by Adam Optimizer [34], the initial learning rate is set to 0.0001 and divided by 3 every 5 epochs. The hidden size of the LSTM is to 512 and 1,024 for MSVD and MSR-VTT datasets, respectively. During testing, we use beam search with size 4 for the final caption generation.

C. Performance Comparison

To evaluate the effectiveness of our methods, we compare our model with state-of-the-art models for video captioning on both MSVD and MSR-VTT.

1) Ablation Study: To demonstrate the effectiveness of the proposed components, we separate our model for ablation study on MSVD and MSR-VTT. There are several different settings: a) Baseline: the traditional attention mechanism is utilized to generate sentences under the way of TF learning during training; b) VA refers to the visual-aware attention
Our CIDEr score is significantly higher than VTT dataset, our proposed method (V ADD) improves BLEU, and V ADD. Compared with the baseline, we can observe a considerable effects on METEOR and CIDEr. compared with the recent video captioning methods, our methods are also comparable to those compared ones. And quantitative results across most metrics indicate that the performances GRU-EVE [20], OA-BTG [13], SAAT [24] based on the object appearance features (Detector), our method (VADD) significantly outperforms all above of them even without the object appearance features (Detector). Our method captures the critical details of the video frame and make full use of the semantic information of previous generated words, so our model achieves 49.7 on CIDEr, which makes an improvement over ResNet [27] by 7.0% and the most state-of-the-art method STGCN [40] by a margin of 2.6%. Our method is slightly lower than GRU-EVE [37] on the METEOR metric, which can be attributed to the GRU-EVE [37] method using additional dictionaries to provide semantic information.

Table II shows the results of different methods on MSVD dataset. Compared with the recent video captioning methods, our method achieves the best performance in CIDEr and ROUGE_L. Our CIDEr score is significantly higher than SBAT [2], SAAT [24], and Two-Stream [38] by a large margin of 2%, 10.5%, and 18.7%, which confirms that our model can generate sentences that are more semantically similar to the reference sentence. Our model does not achieve very high scores on the ROUGE metrics, which is reasonable because our model captures the critical details of the video frame and make full use of the semantic information of previous generated words, so our model achieves 49.7 on CIDEr, which makes an improvement over ResNet [27] by 7.0% and the most state-of-the-art method STGCN [40] by a margin of 2.6%. Our method is slightly lower than GRU-EVE [37] on the METEOR metric, which can be attributed to the GRU-EVE [37] method using additional dictionaries to provide semantic information.

Table III shows the results of different methods on MSR-VTT dataset where λ is the trade-off parameter in [15]. Bold numbers are the best results.

| Method  | Venue  | B-4   | M     | R     | C     |
|---------|--------|-------|-------|-------|-------|
| TSA-ED  | CVPR ’18 | 51.7  | 34.0  | 51.2  | 74.9  |
| PickNet | CVPR ’18 | 46.1  | 33.1  | 69.2  | 76.0  |
| ResNet  | CVPR ’18 | 52.3  | 34.1  | 69.8  | 80.3  |
| SibNet  | ACM MM ’18 | 54.2  | 34.8  | 71.7  | 88.2  |
| GRU-EVE | CVPR ’19 | 47.9  | 35.0  | 71.5  | 78.1  |
| LG-DenseLSTM [8] | ACM MM ’19 | 50.4  | 32.9  | 69.9  | 72.6  |
| POS + CG [20] | ICCV ’19 | 52.5  | 34.1  | 71.3  | 88.7  |
| POS + VCT [3] | ICCV ’19 | 52.8  | 36.1  | 71.8  | 87.8  |
| FCVC-CF [1] | AAAI ’19 | 53.1  | 34.8  | 71.8  | 79.8  |
| TDCConvED [15] | AAAI ’19 | 53.3  | 33.8  | -     | 76.4  |
| MGSA [11] | AAAI ’19 | 53.4  | 35.0  | -     | 86.7  |
| Two-stream [38] | TPAMI ’20 | 54.3  | 33.5  | -     | 72.8  |
| SAAT [24] | CVPR ’20 | 46.5  | 33.5  | 69.4  | 81.0  |
| BILSTM-CG [9] | NPL ’20  | 53.3  | 35.2  | 71.6  | 84.1  |
| SBAT [2] | IJCAI ’20 | 53.1  | 35.3  | 72.3  | 89.5  |
| Baseline |       | 49.1  | 34.6  | 71.8  | 87.9  |
| VA (ours) |       | 51.8  | 34.8  | 72.2  | 88.8  |
| DD (ours) |       | 52.8  | 34.8  | 72.7  | 89.0  |
| VADD (ours) |       | 51.5  | 34.8  | 72.1  | 91.5  |

The ablation experimental results of aforementioned models with different components are shown in Table I and Table II. The experimental results is gradually increasing in baseline, VA, and VADD. Compared with the baseline, we can observe a improvement on all the evaluation metrics especially in BLEU and CIDEr for our proposed method. Specifically, on MSR-VTT dataset, our proposed method (VADD) improves BLEU and CIDEr by 3.1% and 2.4%, respectively. On MSVD dataset, our method improves them by 2.4% and 3.6%. We observe that compared with combined visual-aware attention mechanism (VADD), the DD has a superior results on MSVD datasets. The BLEU-4 metric. We analyze MSVD datasets contain far fewer video sentence pairs than MSR-VTT datasets, and most of the annotated captions are short sentences on MSVD datasets, increasing the challenge of training the visual-aware attention mechanism and weakens the effectiveness of its.

1) Trade-off Parameter of λ in Training: In our proposed DD and VADD methods, we combine two generated sequences with a trade-off parameter λ in [15] to control the importance of the TF stream and SF stream during training. The results in Table III show that both DD and VADD achieve their best performances at λ = 0.8. This is reasonable because if λ is too small, it will be tough for SF stream to model the semantic information in the probability distribution of the previous token; If λ is too large, it will interfere with the TF stream during training. We find that the loss function of SF stream is greater than that of TF stream. Therefore, λ = 0.8 plays a role in balancing the importance of the TF stream and the SF stream.

| Method  | λ   | B-4   | M     | R     | C     |
|---------|-----|-------|-------|-------|-------|
| DD      | 0.4 | 41.1  | 27.8  | 60.5  | 48.1  |
| VADD    | 0.8 | 41.6  | 28.0  | 60.9  | 48.9  |
| DD      | 1.0 | 41.1  | 28.0  | 60.9  | 48.2  |
| VADD    | 1.2 | 41.4  | 28.2  | 60.9  | 48.6  |

Table II shows the results of different methods on MSVD dataset. The BLEU-4 mainly focuses on the fraction of n-grams between the ground-truth and the generated sentences. Considering that our model has achieved high scores on the CIDEr metric, we have reason to assume that our model can generate sentences that have the same semantics as the reference sentence with different expressions.

2) Comparison with the State-of-the-arts: For MSR-VTT dataset, we use BLEU-4, METEOR, Rouge, and CIDEr to evaluate the generated sentences. As shown in Table I the quantitative results across most metrics indicate that the proposed VADD method outperforms the traditional ones. And our methods are also comparable to those compared ones.

Our method is 1.6% and 0.9% higher than the recent method SGN [41], on BLEU-4 and Rouge metrics, and has considerable effects on METEOR and CIDEr, compared with...
better than the baseline at the $\gamma$.

The generated captioning of Baseline, our method (V ADD), and the Ground Truth on MSR-VTT dataset.

2) Trade-off Parameter of $\gamma$ in Testing: To investigate the effect of $\gamma$ in (18) on model accuracy, we conduct a series of experiments with different $\gamma$ on MSR-VTT datasets during the testing phase. In order to enhance the reliability of the algorithm, we take the average of two experiments. The results are shown in Figure 5 the model accuracy decreases gradually, no matter when the $\gamma$ is too big (i.e., the predicted tokens is depending on the TF stream) or too small (i.e., the predicted tokens is depending on the SF stream). We analyze that the SF stream contains rich semantic information in sentence generation, but it is not easy to train itself without ground-truth word guidance. In addition, we observe that the result is still better than the baseline at the $\gamma = 1.0$ in the DD model. This means that the SF stream is merely used during training, and the information in it is abandoned during testing, which can be attributed to the mutual learning between the TF stream and the SF stream through the shared parameters $W_e$ and $W_p$ in (11) and (12). We argue that although the visual-aware attention mechanism has a disturbance to the SF stream, the combination of the TF stream and the SF stream is not a linear superposition of the two. Due to the shared parameters $W_e$ and $W_p$, the application of the visual-aware attention mechanism to the SF stream will also indirectly affect the TF stream, which results in a negative effect on the single SF stream, while has a positive effect on the combination of the SF stream and the TF stream. Therefore, when $\gamma$ is relatively small, the SF stream plays a major role. As $\gamma$ increases, the combination of the SF stream and TF stream play a positive effect.

E. Qualitative Results

Figure 6 shows cases of a few sentences generated by different methods and human-annotated ground-truth sentences. From these exemplar results, it is easy to see that all of these automatic methods can generate somewhat relevant sentences, while our proposed VADD can predict more relevant keywords, and generate a more accurate and coherent description. The baseline method have a weaker ability of recognition than our methods. e.g. “a group of kids” in the first example in the baseline, while our method can integrate contextual information to generate words “a cartoon characters”. Since there is no dynamic variational relationship of each frame, the baseline model tends to result in incorrect collocation, e.g. “talking about the building” in the second example. Contrarily, VADD can generate additional contextual coherence e.g. “a building is shown”. We can conclude that our proposed VADD can extract pivotal features dynamically and the semantic information in the probability distribution over the words from SF stream. In the third example, by enhancing the coherence between visions, our method can generate the correct description “motorcycle” while the baseline model generates the wrong word “bike”. In the fourth example, our method generates high-level semantic words “fashion show” by combining contextual semantic information, while baseline can only generate the descriptive phrase “walking on the stage”. All these examples once again demonstrate that our proposed method can capture more relevant visual information and richer semantic information.

V. CONCLUSION

In this paper, a video captioning model named VADD is proposed to enhance visual-aware attention and dual-stream decoder. We design the visual-aware attention mechanism to utilize the correlation and the temporal coherence of the visual features extracted in the sequence frame. Our visual-aware attention method takes attention value from the previous word and dynamic visual feature into the input of the current attention module. Moreover, the TF stream is a traditional text training
strategy. We exploit the SF stream to utilize the semantic information in the probability distribution over the words. In the training and inference phase, the two training learning strategies are combined to predict the current word. On two commonly used datasets, the experimental results demonstrate the effectiveness of the proposed approaches.
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