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Abstract. The return map for planar vector fields with nilpotent linear part (having a center or a focus and under an assumption generically satisfied) is found as a convergent power series whose terms can be calculated iteratively. The first nontrivial coefficient is the value of an Abelian integral, and the following ones are explicitly given as iterated integrals built with algebraic functions.

1. Introduction

The study of planar vector fields has been the subject of intense investigation, due to their importance in applications, and in connection to Hilbert’s 16th Problem [21]. Significant progress has been made in the geometric theory of these fields, as well as in bifurcation theory, normal forms, foliations, and the study of Abelian integrals (see the recent book [7]).

First return maps have been studied in relation to existence of closed orbits; more generally, return maps are important in a large array of applications (see [13] and references therein) and also in logic, in connection to o-minimality [19].

A fundamental result regarding the asymptotic form of return maps states that if the singular points of a $C^\infty$ vector field are algebraically isolated, there exists a semitransversal arc such that the return map admits an asymptotic expansion is positive powers of $x$ and logs (with the first term linear), or has its principal part a finite composition of powers and exponentials [14], [20].

In the case when the linear part of the vector field has non-zero eigenvalues there is a good understanding of the return map [2], [3], [4], [5], [8], [9], as well as for perturbations of Hamiltonians [10], [11], or for perturbations of integrable systems [12]. In the general setting, however, there are few results available [1], [6], [17], [18].

The present paper establishes an iterative procedure for calculating the return map as an integer power series for generic vector fields with nilpotent linear part in the case of a center or a focus. The first few
coefficients in these series are explicitly given. Using an algorithm given
here these coefficients can be found explicitly up to any (finite) order
in terms of iterated integrals involving algebraic functions.

A fundamental result concerning planar vector fields analytic near a
stationary point \((0,0)\) states that if the linear part is not zero, having
both eigenvalues zero, then such fields have the normal form near \((0,0)\)
\[
\dot{x} = y, \quad \dot{y} = a(x) + yb(x)
\]
with \(a(x), b(x)\) analytic at \(0\), with \(a\) (respectively, \(b\)) having a zero of
order at least two (respectively, one) at \(x = 0\) [15].

Furthermore, if the origin is a center or a focus, and if the linear part
of this system is not radial (i.e. does not have the form \(\dot{x} = \lambda x, \dot{y} = \lambda y\)),
then after an analytic change of variables (1) can be written as [16]
\[
\begin{align*}
\dot{z} &= -w f(z) + z^{l+1} g(z), \\
\dot{w} &= k z^{2k-1} f(z) + k w z^l g(z)
\end{align*}
\]
where
\[
1 \leq k \leq l + 1 \quad \text{and} \quad f(0) \neq 0
\]
The present paper studies the first return map for (2) under the sup-
plementary assumption:
\[
k \neq l + 1
\]

2. Main result

The main result is the following:

**Theorem 1.**

Consider the system (2) with \(f(z), g(z)\) analytic at \(0\) and satisfying
\([3], [7]\), and its transversal \(T\) : \(f(z) w = z^{l+1} g(z)\) \((z > 0, \text{small})\).

Then the first return to \(T\) of the solution with \(z(0) = \epsilon\) (with \(\epsilon\) small
enough) is at the point with \(z = Z(\epsilon)\) analytic in \(\epsilon\), with
\[
Z(\epsilon) = \epsilon + \sum_{n \geq l-k+2} \epsilon^n Z_n
\]
where \(Z_n\) can be calculated iteratively in terms of iterated integrals in-
volving algebraic functions.

The proof of Theorem 1 shows that \(T\) is indeed transversal. Also,
the proof contains, and it is built around, an algorithm for calculating
iteratively the coefficients \(Z_n\); in particular, the first two of them are
calculated: (61), (62) with the notations (9), (7), (27), (29), (52).

Necessary conditions for a system to have closed orbits (thus a cen-
ter) are discussed in §3.6.
3. Proof of Theorem

3.1. Normalization. Eliminating the time in (2) we obtain

\[
\frac{dw}{dz} = \frac{k z^{2k-1} f(z) + k w z' g(z)}{-w f(z) + z^{l+1} g(z)}
\]

Solutions of (2) provide smooth parametrizations for solutions of (5). There are points where the graph of a solution \( w(z) \) of (5) has vertical tangents; at such a point the parametrization (2) prescribes that \( w(z) \) is continued with another solution through the same point, and having a vertical tangent as well.

It is convenient to straighten the curve \( T \) using a substitution: let

\[
w = z^{l+1} F(z) + w_1
\]

with

\[
F(z) = \frac{g(z)}{f(z)}
\]

(note that \( F(z) \) is analytic at 0 since \( f(0) \neq 0 \). Equation (5) becomes

\[
\frac{d(w_1^2)}{dz} = -2k z^{2k-1} A(z) - w_1 z^{p+k-1} B(z)
\]

with the notations

\[
p = l - k + 1, \quad p \geq 1
\]

\[
A(z) = 1 + z^p F^2(z) \equiv A_F(z)
\]

\[
B(z) = 2 z \frac{dF}{dz} + 2(p + 2k) F(z) \equiv B_F(z)
\]

The problem translates into the study of the first return to the positive \( z \)-axis of solutions of (8) which start close enough to the origin, i.e. which satisfy the initial condition \( w(\epsilon) = 0 \) with \( \epsilon > 0 \) small enough.

It is convenient to introduce the small parameter \( \epsilon \) in the equation. With the notation

\[
z = \epsilon x, \quad w_1 = \epsilon^k y
\]

equation (8) becomes

\[
\frac{d(y^2)}{dx} = -2k x^{2k-1} A(\epsilon x) - \epsilon^p y x^{p+k-1} B(\epsilon x)
\]

While the initial condition \( w_1(\epsilon) = 0 \) becomes \( y(1) = 0 \), it is useful to study solutions with the more general initial condition \( y(\eta) = 0 \) with \( \eta \) in a neighborhood of 1.
It is assumed that
\begin{equation}
\eta \in (1 - \eta_0, 1 + \eta_0) \quad \text{for some fixed } \eta_0 \in (0, 1)
\end{equation}

3.2. **General behavior of solutions of (13).** In parametrized form equation (13) is
\begin{equation}
\dot{x} = -2y, \quad \dot{y} = 2k x^{2k-1} A(\epsilon x) + \epsilon^p y x^{p+k-1} B(\epsilon x)
\end{equation}

Consider the solution of (15) with the initial condition \(x(0) = \eta, y(0) = 0\) for some \(\eta > 0\). Let \((x_0, y_0)\) be the solution of the system (15) for \(\epsilon = 0\):
\[\dot{x}_0 = -2y_0, \quad \dot{y}_0 = 2k x_0^{2k-1}, \quad x_0(0) = \eta, \quad y_0(0) = 0\]

This solution satisfies
\begin{equation}
y_0^2 + x_0^{2k} = \eta^{2k}
\end{equation}
and clearly
\begin{equation}
x(t) = x_0(t) + O(\epsilon), \quad y(t) = y_0(t) + O(\epsilon) \quad (\epsilon \to 0)
\end{equation}
for any finite interval of time.

3.3. **Positive solutions of (13) for } x > 0\}. \text{ Lemma 2 shows that there exists a unique solution of (13) so that } y(\eta) = 0 \text{ and } y \geq 0 \text{ for } \epsilon = 0. \text{ It also shows that this solution is defined for } x \in [0, \eta] \text{ and establishes an iterative procedure for calculating its power series expansion in } \epsilon.

With the substitution \(y = u^{1/2}\) equation (13) becomes
\begin{equation}
\frac{du}{dx} = -2k x^{2k-1} A(\epsilon x) - \epsilon^p u^{1/2} x^{p+k-1} B(\epsilon x)
\end{equation}

**Lemma 2.** There exists \(\epsilon_0 > 0\) so that so that the following holds.

Let \(\eta\) with (14). \text{ For any } \epsilon \text{ with } |\epsilon| < \epsilon_0 \text{ equation (13) with the condition } u(\eta) = 0 \text{ has a unique solution } u = u(x; \epsilon, \eta) \text{ for } x \in [0, \eta]. \text{ We have } u(x; 0, \eta) > 0 \text{ for } x \in [0, \eta], \text{ and } u(x; \epsilon, \eta) \text{ is analytic in } \epsilon \text{ and } \eta.

**Proof of Lemma 2.**
Denote
\begin{equation}
P(x; \eta, \epsilon) = \frac{1}{\eta - x} \int_\eta^x \left[-2kt^{2k-1} A(\epsilon t)\right] dt
\end{equation}

\[= \frac{\eta^{2k-1}}{1 - x/\eta} \int_{x/\eta}^1 2k \sigma^{2k-1} A(\epsilon \eta \sigma) d\sigma\]

**Heuristics.** A particular vector field was studied in [6], unveiling the main ideas involved. In the present general case a few heuristic considerations are the following.
Looking for solutions of (13) with \( y(\eta) = 0 \) we obtain that
\[
y(x) \sim c(\eta - x)^{1/2} (1 + o(1)) \quad (x \to \eta)
\]
with \( c^2 = 2k\eta^{2k-1}A(\epsilon\eta) \).

Note that \( A(\epsilon\eta) = 1 + O(\epsilon) > 0 \) for \( \epsilon \) small enough, in view of (10). Therefore
\[
(20) \quad u = y^2 = (\eta - x)\tilde{P}(x; \eta, \epsilon) + \Delta(x)
\]
with \( \Delta = o(\eta - x) \) as \( x \to \eta \). In fact, substitution of (20) in (18) gives
\[
(21) \quad \Delta \sim \text{const} (\eta - x)^{3/2}
\]

These observations motivate the following substitutions.

Denote
\[
\xi = \sqrt{1 - \frac{x}{\eta}}
\]
(with the usual branch of the square root for \( x/\eta < 1 \)). Let
\[
(22) \quad \delta = \epsilon\eta
\]
Note that (19) can be written \( \tilde{P}(x; \eta, \epsilon) \equiv \eta^{2k-1}P(\xi; \delta) \) where
\[
(23) \quad P(\xi; \delta) = \xi^{-2} \int_{1-\xi^2}^{1} 2k\sigma^{2k-1} A(\delta\sigma) \, d\sigma
\]
\[
= 2k \int_{0}^{1} (1 - \xi^2s)^{2k-1} A(\delta(1 - \xi^2s)) \, ds
\]

With the substitution
\[
(24) \quad u(x) = (\eta - x)\eta^{2k-1} [P(\xi; \delta) + v(\xi; \delta)]
\]
equation (18) becomes
\[
(25) \quad \xi \frac{dv}{d\xi} + 2v = 2\delta^p\xi(1 - \xi^2)^{p+k-1} (P + v)^{1/2} B(\delta(1 - \xi^2))
\]

Note that \( y(\eta) = 0 \) implies \( u(\eta) = 0 \) and then necessarily \( v(0) = 0 \) by (19), (20), (21).

Lemma 2 follows with \( \epsilon_0 = \delta_0/(1 - \eta_0) \) if we show the following:

**Lemma 3.** These exists \( \delta_0 > 0 \) so that for any \( \delta \) with \( |\delta| < \delta_0 \) equation (23) has a unique solution \( v = v(\xi; \delta) \) so that \( v(0) = 0 \) and this solution is defined for \( \xi \in [0, 1] \).

Moreover, \( v(\xi; \cdot) \) is analytic for \( \delta \in \mathbb{C} \) with \( |\delta| < \delta_0 \).

The terms of its power series
\[
(26) \quad v(\xi; \delta) = \sum_{n \geq p} \delta^n v_n(\xi)
\]
can be calculated recursively. In particular, the first terms are as follows.

Using the notations

\[ \Phi_{p,k}(\xi) = \xi^{-2} \int_{1-\xi^2}^{1} s^{p+k-1} (1 - s^{2k})^{1/2} ds \]

\[ \Psi_k(\xi) = \xi^{-2} \int_{1-\xi^2}^{1} ds \frac{s^k}{(1 - s^{2k})^{1/2}} \int_{s}^{1} d\sigma \sigma^k (1 - \sigma^{2k})^{1/2} \]

and

\[ B_0 = 2(p+2k) F(0) \equiv B_{F,0}, \quad B_1 = 2(p+2k+1) F'(0) \equiv B_{F,1} \]

we have:

\[ v_p(\xi) = B_0 \Phi_{p,k}(\xi) \]

and, moreover, for \( p \geq 2 \) we have

\[ v(\xi; \delta) = \delta^p v_p(\xi) + \delta^{p+1} B_1 \Phi_{p+k+1,k}(\xi) + O(\delta^{p+2}) \]

while for \( p = 1 \) we have

\[ v(\xi; \delta) = \delta v_1(\xi) + \delta^2 \left[ B_1 \Phi_{2,k}(\xi) + \frac{1}{2} B_0^2 \Psi_k(\xi) \right] + O(\delta^3) \]

**Proof of Lemma 3.**

Multiplying (25) by \( \xi \) and integrating we obtain:

\[ v(\xi; \delta) = \xi^{-2} \left[ C + 2\delta^p \int_0^\xi t^2 (1 - t^2)^{p+k-1} [P(t; \delta) - v(t; \delta)]^{1/2} B(\delta(1 - t^2)) dt \right] \]

Since \( v(0) = 0 \) then the constant \( C \) must vanish. It follows that \( v \) is a fixed point (\( v = \mathcal{J}[v] \)) for the operator

\[ \mathcal{J}[v] (\xi; \delta) = 2\delta^p \xi^{-2} \int_0^\xi t^2 (1 - t^2)^{p+k-1} [P(t; \delta) + v(t; \delta)]^{1/2} B(\delta(1 - t^2)) dt \]

While for \( p = 1 \) we have

\[ \mathcal{J}[v] (\xi; \delta) = 2\delta^p \xi \int_0^1 s^2(1 - \xi^2 s^2)^{p+k-1} [P(\xi s; \delta) + v(\xi s; \delta)]^{1/2} B(\delta(1 - \xi^2 s^2)) ds \]

**Estimates for \( P(t; \delta) \):**

Let \( r > 0 \) be small enough so that \( F \) is analytic in a neighborhood of \( |z| \leq r \), and so that \( |A(z) - 1| \leq c_0 \) for all \( |z| \leq r \) for some \( c_0 \) with \( 0 < c_0 < 1/(2k) \) (see (10)).

Then from (23), for \( \xi \in [0, 1] \) and \( |\delta| \leq r \) we have the upper estimate

\[ |P(\xi; \delta)| \leq 2k(1 + c_0) \]
and the lower estimate
\[(35)\]
\[|P(\xi; \delta)| \geq 2k \int_0^1 (1-\xi^2 s)^{2k-1} ds - 2k \int_0^1 (1-\xi^2 s)^{2k-1} [A(\delta(1-\xi^2 s)) - 1] \, ds \]
\[\geq 2k \int_0^1 (1-s)^{2k-1} ds - 2k \int_0^1 (1-\xi^2 s)^{2k-1} |A(\delta(1-\xi^2 s)) - 1| \, ds \geq 1 - 2kc_0 > 0\]

The operator \(J\) is contractive:
Let \(M = \sup_{|z| \leq r} |B(z)|\).
Let \(\mu\) be a number with \(0 < \mu < 1 - 2kc_0\).
Let \(\delta_0 > 0\) be small enough, so that
\[(36)\]
\[\delta_0 \geq \frac{2}{3} \left[2k(1 + c_0) + \mu\right]^{1/2} M < \mu, \quad \delta_0 \frac{M}{3(1 - 2kc_0 - \mu)^{1/2}} < 1\]

Let \(B\) be the Banach space of functions \(f(\xi; \delta)\) continuous for \(\xi \in [0, 1]\) and analytic on the (complex) disk \(|\delta| < \delta_0\), continuous on \(|\delta| \leq \delta_0\), with the norm
\[\|f\| = \sup_{\xi \in [0, 1]} \sup_{|\delta| \leq \delta_0} |f(\xi; \delta)|\]
Let \(B_{\mu}\) be the ball \(B_{\mu} = \{f \in B; \|f\| \leq \mu\} \)
The operator \(J\) defined by (33) is defined on \(B_{\mu}\). Indeed, for \(f \in B_{\mu}\) we have
\[(37)\]
\[|P(t; \delta) + f(t; \delta)| \geq |P(t; \delta)| - |f(t; \delta)| \geq 1 - 2kc_0 - \mu > 0\]
therefore, since \(f\) and \(P\) are analytic in \(\delta\), then so is \((P + f)^{1/2}\), and therefore so is \(J[f]\).
Also, \(J B_{\mu} \subset B_{\mu}\) since for \(f \in B_{\mu}\), using (33), (34), (36) we have
\[|J \xi \delta| \leq |\delta|^p \frac{2}{3} \left[2k(1 + c_0) + \mu\right]^{1/2} M < \mu\]
Moreover, the operator \(J\) is a contraction on \(B_{\mu}\). Indeed, using the estimate
\[|(P + f_1)^{1/2} - (P + f_2)^{1/2}| \leq (f_1 - f_2) \sup_{f \in B_{\mu}} |P + f|^{-1/2} \leq \frac{|f_1 - f_2|}{2(1 - 2kc_0 - \mu)^{1/2}}\]
(by (37) we obtain
\[|J f_1 - J f_2| \leq c \|f_1 - f_2\| \quad \text{with} \quad c = \delta_0 \frac{M}{3(1 - 2kc_0 - \mu)^{1/2}} < 1\]
(by (34)).
Therefore the operator \(J\) has a unique fixed point in \(B_{\mu}\), which is the solution \(v(\xi; \delta)\), analytic for \(\delta \in \mathbb{C}\) with \(|\delta| < \delta_0\).
A recursive algorithm for calculating the power series in $\epsilon$:

To obtain the power series (26) substitute an expansion $v(\xi; \delta) = \sum_{n \geq 0} \delta^n v_n(\xi)$ in (25). It follows that for $n < p$ we have $\xi v'_n + 2v_n = 0$ with $v_n(0) = 0$, therefore $v_n(\xi) \equiv 0$ for $n < p$.

Using (23), (10) we obtain for $P(\xi; \delta)$ a power series in $\delta$, with coefficients polynomials in $\xi$:

\begin{equation}
(38) \quad P(\xi; \delta) = P_0(\xi) + \sum_{m \geq 0} \delta^{2p+m} P_{2p+m}(\xi)
\end{equation}

where

\begin{equation}
(39) \quad P_0(\xi) = \frac{1 - (1 - \xi^2)^{2k}}{\xi^2}
\end{equation}

and

\begin{equation}
(40) \quad P_{2p+m}(\xi) = \frac{2k}{2p + 2k + m} \frac{1 - (1 - \xi^2)^{2k+2p+m}}{\xi^2}
\end{equation}

with the notation

\begin{equation}
(41) \quad F^2(z) \equiv \sum_{m \geq 0} F_{2,m} z^m
\end{equation}

and in particular

\begin{equation}
(42) \quad F_{2,0} = F(0)^2
\end{equation}

Substitution of (26), (38), followed by expansion in power series in $\delta$ give

\begin{equation}
(43) \quad (P(\xi; \delta) + v(\xi; \delta))^{1/2} B \left( \delta(1 - \xi^2) \right) \equiv \sum_{n \geq 0} \delta^n R_n(\xi)
\end{equation}

where $R_n = R_n[v_p, \ldots, v_n, \xi]$.

From (25) and (43) we obtain the recursive system

\[ \xi \frac{dv_n}{d\xi} + 2v_n = 2\xi(1 - \xi^2)^{p+k-1} R_{n-p}, \quad n \geq p \]

with the only solution with $v_n(0) = 0$ given recursively by

\begin{equation}
(44) \quad v_n(\xi) = 2\xi^{-2} \int_0^\xi t^2(1 - t^2)^{p+k-1} R_{n-p}(t) \, dt
\end{equation}

The first terms:

To calculate the first few $R_n$ note that

\begin{equation}
(45) \quad (P(\xi; \delta) + v(\xi; \delta))^{1/2} B \left( \delta(1 - \xi^2) \right)
= B_0 P_0(\xi)^{1/2} + \delta B_1 P_0(\xi)^{1/2}(1 - \xi^2) + \delta^p \frac{B_0 v_p(\xi)}{2P_0(\xi)^{1/2}} + O(\delta^2)
\end{equation}
where $B_0, B_1$ are coefficients in the expansion $B(z) = B_0 + zB_1 + O(z^2)$, and in view of (11), they are (29).

In particular

\begin{equation}
(46) \quad v_p(\xi) = 2B_0 \xi^{-2} \int_0^{\xi} t^2(1 - t^2)^{p+k-1} P_0(t)^{1/2} \, dt
\end{equation}

\begin{equation*}
= B_0 \xi^{-2} \int_{1-\xi^2}^{1} s^{p+k-1}(1 - s^{2k})^{1/2} \, ds
\end{equation*}

which equals (30).

For $p \geq 2$ relation (45) is

\begin{equation}
(47) \quad (P + v)\frac{1}{2} B \left(\delta(1 - \xi^2)\right) = B_0 P_0(\xi)^{1/2} + \delta B_1 P_0(\xi)^{1/2}(1 - \xi^2) + O(\delta^2)
\end{equation}

and using (45) we obtain (31).

For $p = 1$ we have $O(\delta^{2p}) = O(\delta^{p+1})$ and there is one more term in the second nontrivial coefficient of $v(\xi; \delta)$. The calculation is straightforward: using relation (45) for $p = 1$ and (44) we obtain (32).

The following Corollary gathers the conclusions of the present section. Many quantities depend on the function $F$, see (7), (10), (11), (23), and we add the subscript $F$ for them:

**Corollary 4.** There exists $\epsilon_0 > 0$ so that for any $\eta$ with (14) and $\epsilon$ with $|\epsilon| < \epsilon_0$ equation (13) has a unique solution $y(x)$ on $[0, \eta]$ satisfying $y(\eta) = 0$ and $y > 0$ on $[0, \eta]$ for $\epsilon = 0$.

Moreover, this solution has the form

\begin{equation}
(48) \quad y(x) = \phi_F(x; \epsilon, \eta) \equiv (\eta - x)^{1/2} \eta^{k-1/2} \left[ P_F \left(\sqrt{1 - \frac{x}{\eta}; \epsilon \eta}\right) + v_F \left(\sqrt{1 - \frac{x}{\eta}; \epsilon \eta}\right)\right]^{1/2}
\end{equation}

with $P_F(\xi; \delta) \equiv P(\xi; \delta)$ given by (23) and $v_F(\xi; \delta)$ solution of (25) with $v_F(0; \delta) = 0$ and $v_F(\xi; 0) = 0$.

The map $(\epsilon, \eta) \mapsto v_F(\xi; \epsilon \eta)$ is analytic for $|\epsilon| < \epsilon_0$ and $\eta$ as in (14).

\end{proof}

3.4. Solutions of (13) in other quadrants and matching.

3.4.1. Solutions in the four quadrants. Corollary(44) gives an expression for the solution $y(x)$ of (13) for $x > 0$ and $y > 0$. Solutions in the other quadrants are found in the following way.

Let $\epsilon$ with $|\epsilon| < \epsilon_0$ with $\epsilon_0$ given by Lemma(2).
(i) Let \( y_1(x) = \phi_F(x; \epsilon, \eta) \) the solution (48) of (13), defined for \( x \in [0, \eta] \), with \( y_1(\eta) = 0 \). We have \( y_1(x) = (\eta^{2k} - x^{2k})^{1/2} + O(\epsilon) \) in view of (16), (17), and we will refer to \( y_1 \) as a ”solution in the first quadrant”.

Solutions ”in the other quadrants” are obtained as follows.

For a function \( F(z) \) denote by \( J_iF \) the following functions:

\[
(49) \quad (J_2F)(x) = (-1)^{p+k}F(-x), \quad (J_3F)(x, y) = (-1)^{p+k-1}F(-x), \\
(J_4F)(x) = -F(x)
\]

Note that \( J_2J_3 = J_4 \) and \( A_{J_2F} = A_F \).

(ii) It is easy to check that the function \( y_2(x) = \phi_{J_2F}(-x; \epsilon, \eta) \) is a solution of (13). It is obviously defined for \( x \in [-\eta, 0] \); we have \( y_2(-\eta) = 0 \) and \( y_2(x) = (\eta^{2k} - x^{2k})^{1/2} + O(\epsilon) \).

(iii) Similarly, the function \( y_3(x) = -\phi_{J_3F}(-x; \epsilon, \eta) \) is a solution of (13) defined for \( x \in [-\eta, 0] \). We have \( y_3(-\eta) = 0 \) and \( y_3(x) = -(\eta^{2k} - x^{2k})^{1/2} + O(\epsilon) \).

(iv) The function \( y_4(x) = -\phi_{J_4F}(x; \epsilon, \eta)(x; \epsilon, \eta) \) is a solution of (13) defined for \( x \in [0, \eta] \); we have \( y_4(\eta) = 0 \) and \( y_4(x) = -(\eta^{2k} - x^{2k})^{1/2} + O(\epsilon) \).

3.4.2. Matching at the positive y-axis. Let \( \eta, \tilde{\eta} \) satisfying (14) and let \( y_1(x) = \phi_F(x; \epsilon, \eta) \) solution as in (i), for \( x \in [0, \eta] \) and \( \tilde{y}_2(x) = \phi_{J_2F}(-x; \epsilon, \tilde{\eta}) \) solution as in (ii), for \( x \in [-\tilde{\eta}, 0] \).

The following Lemma finds \( \tilde{\eta} \) so that \( y_1(0) = \tilde{y}_2(0) \), therefore so that \( y_1 \) is the continuation of \( \tilde{y}_2 \):

**Lemma 5.** Let \( |\epsilon| < \epsilon_0 \). Let \( \eta \) so that \( |\eta - 1| \leq c_1|\epsilon| \) with \( c_1 \) small enough so that \( c_1\epsilon_0 < \eta_0 \).

There exists a unique \( \tilde{\eta} = \eta + O(\epsilon) \) so that

\[
(50) \quad \phi_F(0; \epsilon, \eta) = \phi_{J_2F}(0; \epsilon, \tilde{\eta})
\]

Denote this

\[
(51) \quad \tilde{\eta} = N_F(\eta, \epsilon)
\]

Moreover, \( N_F(\eta, \epsilon) \) depends analytically on \( \eta \) and \( \epsilon \) for \( |\epsilon| < \epsilon_1 \) for \( \epsilon_1 \) small enough. We have \( |\tilde{\eta} - 1| \leq c_2|\epsilon| \) for some \( c_2 > 0 \).

Furthermore we have, in the notations (27), (28), (29), and with

\[
(52) \quad \theta_p = (-1)^{p+k-1}
\]
that for $p \geq 2$

\begin{equation}
(53) \quad \tilde{\eta} = \mathcal{N}_F(\eta, \epsilon) = \eta + \epsilon^p \eta^{p+1} \frac{B_0 \Phi_{p,k}(1)}{2k}(1 + \theta_p)
\end{equation}

\[ + \epsilon^{p+1} \eta^{p+2} \frac{B_1 \Phi_{p+1,k}(1)}{2k}(1 - \theta_p) + O(\epsilon^{p+2}) \]

and for $p = 1$

\begin{equation}
(54) \quad \tilde{\eta} = \mathcal{N}_F(\eta, \epsilon) = \eta + \epsilon \eta^2 \frac{B_0 \Phi_{1,k}(1)}{2k}(1 + \theta_1)
\end{equation}

\[ + \epsilon^2 \eta^3 \frac{(1 - \theta_1) B_1 \Phi_{2,k}(1) + (1 + \theta_1)/k B_0^2 \Phi_{1,k}(1)^2}{2k} + O(\epsilon^3) \]

**Proof of Lemma 5.**

Using (48) equation (50) is equivalent to solving the implicit equation

\begin{equation}
(55) \quad G(\tilde{\eta}, \eta, \epsilon) = 0 \quad \text{where}
\end{equation}

\[ G(\tilde{\eta}, \eta, \epsilon) = \eta^{2k} [P_{J_2F}(1; \epsilon \tilde{\eta}) + v_{J_2F}(1; \epsilon \tilde{\eta})] - \eta^{2k} [P_F(1; \epsilon \eta) + v_F(1; \epsilon \eta)] \]

which is a function analytic in $(\tilde{\eta}, \eta, \epsilon)$ by Lemma 2.

We have $G(\eta, \eta, 0) = 0$ (by (38), (39), (26)) and

\[ \frac{\partial G}{\partial \tilde{\eta}}(\eta, \eta, 0) = 2k \eta^{2k-1} \neq 0 \]

therefore by the implicit function theorem and using the compactness of the interval $|\eta - 1| \leq c_1 \epsilon_0$, equation $G(\tilde{\eta}, \eta, \epsilon) = 0$ determines $\tilde{\eta} = \tilde{\eta}(\eta, \epsilon)$ as an analytic function if $|\epsilon| \leq \epsilon_1$ for $\epsilon_1$ small enough.

Since $\tilde{\eta}(\eta, 0) = \eta$ we have, for $|\epsilon| \leq \epsilon_1$ and $|\eta - 1| \leq c_1 \epsilon_1$,

\[ |\tilde{\eta}(\eta, \epsilon) - \eta| \leq |\epsilon| \sup_{|\epsilon| \leq \epsilon_1, |\eta - 1| \leq c_1 \epsilon_1} \left| \frac{\partial \tilde{\eta}}{\partial \epsilon} \right| = c'_1 |\epsilon| \]

therefore

\[ |\tilde{\eta}(\eta, \epsilon) - 1| \leq |\tilde{\eta}(\eta, \epsilon) - \eta| + |\eta - 1| \leq (c_1 + c'_1)|\epsilon| \equiv c_2|\epsilon| \]

We can assume $c_2 \epsilon_1 < \eta_0$ by lowering $\epsilon_1$.

The expansion of $\tilde{\eta}(\eta, \epsilon)$ in power series of $\epsilon$ is found by introducing the expansions (38), (26), (44) in (55) and noting that $P_0(1) = 1$, $P_{J_2F;2}(1) = P_2(1)$ (see (39), (40), (42)), and that the coefficients of $B_{J_2F}$ in (29) are $B_{J_2F;0} = (-1)^{p+k} B_0$ and $B_{J_2F;1} = (-1)^{p+k+1} B_1$. 

\[ \square \]
3.4.3. Matching at the negative \( y \)-axis. Let \( \eta, \tilde{\eta} \) satisfying (15) and \( |\eta - 1| \leq c_1|\epsilon| \) as in Lemma 5. Let \( \tilde{\eta} \) given by Lemma 5. Consider the solution \( \tilde{y}_3(x) = -\phi_{J_3F}(-x; \epsilon, \tilde{\eta}) \) as in (iii), for \( x \in [-\tilde{\eta}, 0] \), with \( \tilde{y}_3(-\tilde{\eta}) = 0 \). Therefore \( \tilde{y}_3 \) is the continuation of \( \tilde{y}_2 \).

Let \( \tilde{y}_4(x) = -\phi_{J_4F}(x; \epsilon, \tilde{\eta}) \) be a solution of (13) as in (iv), for \( x \in [0, \tilde{\eta}] \).

The following Lemma finds \( \tilde{\eta} \) so that \( \tilde{y}_3(0) = \tilde{y}_4(0) \), therefore so that \( \tilde{y}_4 \) is the continuation of \( \tilde{y}_3 \):

**Lemma 6.** Let \( |\epsilon| < \epsilon_1 \) and \( |\tilde{\eta} - 1| \leq c_2|\epsilon| \) with \( \epsilon_1 \) small enough so that \( \tilde{\eta} \) satisfies (12).

There exists a unique \( \tilde{\eta} > 0 \) so that

\[
\tilde{\eta} = \mathcal{N}_{J_4F}(\tilde{\eta}, \epsilon)
\]

where \( \mathcal{N}_F \) denotes the function (51) of Lemma 5.

Therefore \( \tilde{\eta} \) depends analytically on \( \tilde{\eta} \) and \( \epsilon \) for \( |\epsilon| < \epsilon_2 \) for \( \epsilon_2 \) small enough. We have \( |\tilde{\eta} - 1| \leq c_3|\epsilon| \) for some \( c_3 > 0 \).

Furthermore, the first coefficients of the \( \epsilon \) series of \( \mathcal{N}_{J_4F}(\eta, \epsilon) \) and \( \mathcal{N}_F(\eta, \epsilon) \) coincide:

\[
\mathcal{N}_{J_4F}(\eta, \epsilon) = \mathcal{N}_F(\eta, \epsilon) + O(\epsilon^{p+2})
\]

**Proof.**

Note that the equation (56) for \( \tilde{\eta} = \tilde{\eta}(\tilde{\eta}, \epsilon) \) is the same as the equation (55) for \( \tilde{\eta} = \tilde{\eta}(\eta, \epsilon) \), only with \( F \) replaced by \( J_3F \). Noting that \( F_{J_4F;0}(1) = F_{2}(1) \) and that \( B_{J_3F;0} = \theta_p B_0, B_{J_3F;1} = -\theta_p B_1 \) Lemma 6 follows from Lemma 5.

3.5. The first return map. Let \( \eta \) satisfying (14) and \( \epsilon_2 \) as in Lemma 6. Then \( \tilde{\eta} \) given by Lemma 6 is the first return to the positive \( x \)-axis of the solution with \( x(0) = \eta, y(0) = 0 \) and it is analytic in \( \epsilon \) and \( \eta \):

\[
\tilde{\eta} = \mathcal{N}_{J_3F}(\mathcal{N}_F(\eta, \epsilon), \epsilon)
\]

At this point it is enough to take \( \eta = 1 \). Going back through the substitutions (12), (3), we obtain that the first return map to the transversal \( w = z^{l+1}F(z) \) (with \( z > 0 \) small) of the solution of (2) with \( z(0) = \epsilon, w(0) = \epsilon^{l+1}F(\epsilon) \) is attained for

\[
z = \epsilon \mathcal{N}_{J_3F}(\mathcal{N}_F(1, \epsilon), \epsilon) \equiv \epsilon + \sum_{n \geq p+1} Z_n \epsilon^n
\]
and the terms of this convergent power series in $\epsilon$ can be calculated recursively.

In particular, the first terms are obtained from (53), (54), (58): for $p \geq 2$ we have

\[(61) \quad z = \epsilon + 2 \epsilon^{p+1} \frac{B_0 \Phi_{p,k}(1)}{2k} (1 + \theta_p) + 2 \epsilon^{p+2} \frac{B_1 \Phi_{p+1,k}(1)}{2k} (1 - \theta_p) + O(\epsilon^{p+3})\]

and for $p = 1$

\[(62) \quad z = \epsilon + 2 \epsilon^2 \frac{B_0 \Phi_{1,k}(1)}{2k} (1 + \theta_1)
\quad + 2 \epsilon^3 \left[ \frac{(1 - \theta_1) B_1 \Phi_{2,k}(1) + (1 + \theta_1)/k B_0^2 \Phi_{1,k}(1)^2}{2k}
\quad + \left( \frac{B_0 \Phi_{1,k}(1)}{2k} (1 + \theta_1) \right)^2 \right] + O(\epsilon^3)\]

3.6. Closed trajectories. Relation (60) together with the constructive method presented allows to calculate, recursively, the coefficients $Z_n$, and therefore to decide whether the origin is a center or a focus: the origin is a center if and only if all $Z_n$ vanish.

As a practical matter, for each value of $p = l - k + 1$ all the power series should first be properly ordered (the order in which the terms appear does depend on the value of $p$) and then the series can be calculated (at least in principle) to any order $n_0$. The conditions $Z_n = 0$ for $n \leq n_0$ can be written in terms of the function $F$, and they are necessary conditions for the fixed point to be a center.

The first such conditions follow from the first two nontrivial terms calculated here: using (61), (62) for the origin to be a center we must have $Z_{p+1} = Z_{p+2} = 0$ which implies $B_0 (1 + \theta_p) = 0$ and $B_1 (1 - \theta_p) = 0$, which in turn means that if $p + k - 1$ is odd then we must have $F''(0) = 0$, while if $p + k - 1$ is even, then we must have $F(0) = 0$.
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