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Abstract
There exist large amounts of heterogeneous digital data. This phenomenon is called Big Data which will be examined. The examination of Big Data has been launched as Big Data analytics. In this paper, we present the literature review of definitions for Big Data analytics. The objective of this review is to describe current reported knowledge in terms of what kind of Big Data analytics is defined in the articles that can be found in ACM and IEEE Xplore databases in June 2013. We found 19 defining parts of the articles for Big Data analytics. Our review shows that Big Data analytics is verbosely explained, and the explanations have been meant for professionals. Furthermore, the findings show that the concept of Big Data analytics is unestablished. Big Data analytics is ambiguous to the professionals - how would we explain it to laypeople (e.g. leaders)? Therefore, we launch the term data-milling to illustrate examining heterogeneous data or as part of competitive advantage. Our example concerns investments of coal power plants in Europe.
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1. Introduction
Big Data has as a term appeared literally first times towards the end of the 1990’s [1]. In the year 2012, Chaudhuri[2] crystallizes the term as follows: “Big Data symbolizes the aspiration to build platforms and tools to ingest, store and analyze data that can be voluminous, diverse, and possibly fast changing”.

It is not clear who are professionals and who are laypeople in Big Data era. For example, computer scientists, statisticians, mathematicians, and informatics have Big Data capabilities [3]. Usually, laypeople are not interested in platforms and tools – they are interested in results of analyzed data. Furthermore, laypeople might be worry about growing data masses (“90% of the data in the world today has been created in the last two years alone” [4]) and their analysis (“3% of the potentially useful data is tagged, and even less analyzed” [5]).

There are many challenges in examining heterogeneous (i.e. diverse) data. We want to use the term data-milling to illustrate examining heterogeneous data. Before we launch the term data-milling (Section 3), we have to research how the term Big Data analytics is defined (Section 2). Therefore, we make literature review. Furthermore, we research an example from energy industry and discuss through the example (Section 4). The example is connected to the decision-making from the coal power plants investments in Europe.

Our research strategy is partly descriptive and partly improving. Our literature review of Big Data analytics describes current status of the phenomenon Big Data. Through launching the term data-milling we try to improve understanding of the phenomenon Big Data, as well as, possibilities of data analytics.

2. Literature Review of Big Data Analytics
Reviews of research literature are conducted to provide "a theoretical background for subsequent research", to learn “the breadth of research on a topic of interest” and to answer “practical questions by understanding what existing research has to say on the matter” [6]. We do not make systematic literature review as “a form of secondary study that uses a well-defined methodology to identify, analyze and interpret all available evidence related to a specific research question in a way that is unbiased and (to a degree) repeatable” [7]. However, we will explicitly explain the procedure of our literature review. Therefore, we have partly adapted two review guidelines: Okoli and Schabram[6], Kitchenham and Charters[7].

The topic of our review is how Big Data analytics has been defined. A definition can be described as “a statement expressing the essential nature of something” [8] has further stated the following way [9]: “Definitions are statements describing a concept, and terms are expressions used to
refer to concepts”. Our review process has the following steps:

1. Specifying the search terms
2. Selecting the databases
3. Searching for the papers
4. Appraising the hits and selecting the papers
5. Citing the definitions from the papers

We made three delimitations: the articles are fetched in databases according to Science and mathematical sciences, and the terms are searched only from the titles of the papers. We have specified our search terms when we planned our research strategies. However, we made three experimental searches. In the first experimental search, three articles were found when the search data-milling (Table 1).

| Database                        | Hits |
|--------------------------------|------|
| IEEE Xplore                    | 0    |
| ACM                            | 0    |
| ScienceDirect (Elsevier)       | 0    |
| SpringerLink                   | 0    |
| Web of Science – WoS (ISI)     | 3    |

When the articles were examined more closely, it was noticed that the titles of articles had been wrongly written into the Web of Science – WoS (ISI) database, the word mining should have been used instead of the word milling.

In the second experimental search, we tried to find out definitions for advanced data analytics. However, we did not find any. In the third experimental search, we used the search term Big Data analytics without quotation marks. We got 71 hits (Table 2).

| Database                        | Hits |
|--------------------------------|------|
| IEEE Xplore                    | 31   |
| ACM                            | 26   |
| ScienceDirect (Elsevier)       | 5    |
| SpringerLink                   | 1    |
| Web of Science – WoS (ISI)     | 8    |

When we searched “big data analytics” we found 29 articles (Table 3). We appraised the hits and we the desired to select papers only from two databases, ACM and IEEE Xplore ones.

We went through all IEEE Xplore hits [10,11,12,13,14,15,16,17,18,19,20,21]. Two ACM hits referred to the same IEEE article [17]. Contents of two ACM hits are similar, and therefore, we used only one reference [23]. Finally, we went through only 11 ACM hits [22,23,24,25,26,27,28,29,30,31,32]. Main content of one ACM hit [28] is similar to the content of the IEEE article [13]. First, we cited the papers to find out the statements expressing big data analytics. We marked the excluded parts on three dots (….) and we commented on direct quotations as an additional clarification in the brackets ({}). We found the following statements (excluding [18,20,31]):

1. “In order to promptly derive insight from big-data, enterprises have to deploy big-data analytics into an extraordinarily scalable delivery platform. . . Our MOBB approach has been designed for data-intensive tasks (e.g., big-data analytics) that typically require special platforms such as MapReduce cluster and especially, can run in parallel” [10]
2. “A big data analytics ecosystem built around MapReduce is emerging alongside the traditional one built around RDBMS” [11]
3. “Across disciplines, big data has been attracting significant attention globally from government funding agencies, academia, and industry. The field of AI is no exception, with its particular emphasis on developing specialized data mining methods to explore big data, among other closely related research topics that can be broadly labeled as analytics” [12]
4. “Parallel database systems and MapReduce systems (most notably Hadoop) are essential components of today’s infrastructure for Big Data analytics” [13,28]
5. “Big data analytics use compute-intensive data mining algorithms that require efficient high-performance processors to produce timely results. Cloud computing infrastructures can serve as an effective platform for addressing both the computational and data storage needs of big data analytics applications . . . Advanced data mining techniques and associated tools can help extract information from large, complex datasets that is useful in making informed decisions in many business and scientific applications including tax payment collection, market sales, social studies, biosciences, and high-energy physics. Combining big data analytics and knowledge discovery techniques with scalable computing systems will produce new insights in a shorter time . . . Developers and researchers can adopt the software as a service (SaaS), platform as a service (PaaS), and infrastructure as a service (IaaS) models to implement big data analytics solutions in the cloud. The SaaS model {the first SaaS definition:} offers complete big data analytics applications to end users, who can exploit the cloud’s scalability in both data storage and processing power to execute analysis on large or
complex datasets . . . {the second SaaS definition;} provides a well-defined data mining algorithm or ready-to-use knowledge discovery tool as an Internet service to end users, who can access it directly through a Web browser . . . {the third SaaS definition;} A single and complete data mining application or task (including data sources) offered as a service” [14]
6. “Cloud computing makes data analytics an attractive preposition for small and medium organisations that need to process large datasets and perform fast queries” [15]
7. “Big Data analytics is a fast growing and influential practice” [16]
8. “we consider click stream processing (most widely used case of Big Data analytics). In future, predictive models and feature sets can be identified for other Big Data analytics workloads/data sets” [17]
9. “A key part of big data analytics is the need to collect, maintain and analyze enormous amounts of data efficiently. To address these needs, frameworks based on MapReduce are used for processing large data-sets using a cluster of machines” [19]
10. “The need to process and analyze such massive datasets has introduced a new form of data analytics called Big Data Analytics. Big Data analytics involves analyzing large amounts of data of a variety of types to uncover hidden patterns, unknown correlations and other useful information. Many organizations are increasingly using Big Data analytics to get better insights into their businesses, increase their revenue and profitability and gain competitive advantages over rival organizations . . . Big Data analytics platform in today’s world often refers to the Map-Reduce framework . . . Map-Reduce framework provides a programming model using “map” and “reduce” functions over key-value pairs that can be executed in parallel on a large cluster of compute nodes . . . The other key aspect of Big Data analytics is to push the computation near the data. Generally, in a Map-Reduce environment, the compute and storage nodes are the same, i.e. the computational tasks run on the same set of nodes that hold the data required for the computations” [21]
11. “In the age of big data, businesses compete in extracting the most information out of the immense amount of data they acquire. Since more information translates almost directly into better decisions that provide a much sought-after competitive edge, big data analytics tools promising to deliver this additional bit of information are highly-valued. There are two major issues that have to be addressed by any such tool. First, they have to cope with massive amounts of data . . . Second, the tools have to be general and extensible. They have to provide a large spectrum of data analysis methods ranging from simple descriptive statistics to complex predictive models. Moreover, the tools should be easily extensible with new methods without major code development” [22]
12. Many state-of-the-art approaches to both of these challenges {more and more data comes in diverse forms, the proliferation of ever-evolving algorithms to gain insights from data} are largely statistical and combine rich databases with software driven by statistical analysis and machine learning. Examples include Google’s Knowledge Graph, Apple’s Siri, IBM’s Jeopardy-winning Watson system, and the recommendation systems of Amazon and Netflix. The success of these big-data analytics-driven systems, also known as trained systems, has captured the public imagination, and there is excitement about bringing such capabilities to other applications in enterprises, healthcare, science, and government” [23]
13. “Big data analytics has become critical for industries and organizations to extract useful information from huge and chaotic data sets to support their core operations in many business and scientific applications. Meanwhile, the computing speed of commodity computers and the capacity of storage systems continue to improve while their unit prices continue to decrease. Nowadays, it is a common practice to deploy a large scale cluster with commodity computers as nodes for big data analytics” [24]
14. “Decision makers of all kinds, from company executives to government agencies to researchers and scientists, would like to base their decisions and actions on this data. In response, a new discipline of big data analytics is forming. Fundamentally, big data analytics is a workflow that distills terabytes of low-value data (e.g., every tweet) down to, in some cases, a single bit of high-value data (Should Company X acquire Company Y? Can we reject the null hypothesis?). The goal is to see the big picture from the minutia of our digital lives . . . The term analytics (including its big data form) is often used broadly to cover any data-driven decision making. Here, we use the term for two groups: corporate analytics teams and academic research scientists. In the corporate world, an analytics team uses their expertise in statistics, data mining, machine learning, and visualization to answer questions that corporate leaders pose. They draw on data from corporate sources (e.g., customer, sales, or product-usage data) called business information, sometimes in combination with data from public sources interactions (e.g. tweets or demographics) . . . In the academic world, research scientists analyze data to test hypotheses and form theories. Though there are undeniable differences with corporate analytics (e.g., scientists typically choose their own research questions, exercise more control over the source data, and report results to knowledgeable peers), the overall analysis workflow is often similar . . . today’s big data analytics is a throwback to an earlier age of mainframe computing . . . as an emerging type of knowledge work” [25]
15. “In order to extract value out of the data, the analysts need to apply a variety of methods {advanced analytical methods} ranging from statistics to machine learning and beyond” [26]
16. “A big data environment presents both a great opportunity and a challenge due to the explosion and heterogeneity of the potential data sources that extend the boundary of analytics to social networks, real time streams and other forms of highly contextual data that is
characterized by high volume and speed” [27]

17. “the important aspects of “big data” analytics:

- **Big**: the vast volumes and fast growth of datasets, requiring cost-effective storage (e.g., HDDs) and scalable solutions (e.g., scale-out architectures);
- **Fast**: the need for low-latency data analytics that can keep pace with business decisions;
- **Total**: the trend toward integration and correlation of multiple, potentially heterogeneous, data sources;
- **Deep**: the use of sophisticated analytics algorithms (e.g., machine learning and statistical analysis);
- **Fresh**: the need for near real-time integration as well as analytics on recently generated data.” [29]

18. “Big data analytics is the process of examining large amounts of data (big data) in an effort to uncover hidden patterns or unknown correlations. Big Data Analytics Applications (BDA Apps) are a new type of software applications, which analyze big data using massive parallel processing frameworks (e.g., Hadoop)” [30]

19. “Today’s data explosion, fueled by emerging applications, such as social networking, micro blogs, and the “crowd intelligence” capabilities of many sites, has led to the “big data” phenomenon. It is characterized by increasing volumes of data of disparate types (i.e., structured, semi-structured and unstructured) from sources that generate new data at a high rate (e.g., click streams captured in web server logs). This wealth of data provides numerous new analytic and business intelligence opportunities like fraud detection, customer profiling, and churn and customer loyalty analysis. Consequently, there is tremendous interest in academia and industry to address the challenges in storing, accessing and analyzing this data. Several commercial and open source providers already unleashed a variety of products to support big data storage and processing” [32]

The statements illustrate that big data analytics is ambiguous. However, the following statements can be taken to crystallize it:

- “Big Data analytics involves analyzing large amounts of data of a variety of types to uncover hidden patterns, unknown correlations and other useful information” [21]
- “Big data analytics has become critical for industries and organizations to extract useful information from huge and chaotic data sets to support their core operations in many business and scientific applications” [24]
- “big data analytics is a workflow that distills terabytes of low-value data . . . down to, in some cases, a single bit of high-value data . . . The goal is to see the big picture from the minutia of our digital lives” [25]
- “Big data analytics is the process of examining large amounts of data (big data) in an effort to uncover hidden patterns or unknown correlations” [30]

3. Data-milling

The computing world goes towards the ongoing cycle of data-milling (Figure 1). We get information nuggets, even without will, and our reactions depend on us.

![Data-milling](image)

Information nuggets reveal different meanings for laypeople. Even one nugget can make deeper understanding and lead reactions (e.g. does something by her or give assignment) or it is just “nice to know” and does not lead any reaction. It is already fact that not hidden data enables innovations. All depends on what the laypeople invent to do with the information nuggets from heterogeneous data. Furthermore, when the information nuggets are available, it will be more difficult to present the throws and claims without grounds.

![Key-questions of data-milling](image)

Data-milling will find a lot of information nuggets which help us to form an opinion or to decide the matter. It is not necessarily to have predefined questions for data-milling.
However, it is important even for laypeople to understand complexity and possible value of data-milling (Figure 2). The key-questions are derived partly descriptive and inferential analytics and partly from the simple taxonomy of business analytics which is divided into three categories [33]: descriptive analytics uses the data to answer the questions the questions concerning the past and the present, predictive analytics answers the questions concerning the future, and prescriptive analytics answers the questions, what should be done and why.

It is important for laypeople to understand that they do not have to understand even complex statistical things (Figure 3). First, we can use descriptive statistics to present some facts based on information nuggets which are categorical or numerical. If it seems to be worth for laypeople to use professionals for inferential statistics, they both have some kind of common sense about “what may be calculated” and “what is worth calculating”. There will be no mind in data analytics for laypeople if they do not have basic know-how from the interpretations of the results of the data analyses (i.e. what have be calculated and why). Laypeople may need professionals to do descriptive statistics. However, professionals are used for inferential statistics, as well as, to do data-milling (i.e. assignments are made).

![Figure 3](image1.png)

**Figure 3.** Key-questions for inferential statistics

Nowadays, there are professionals that have deep analytic skills [35]. When they examine Big Data, they have to have, first of all, know-how from algorithms, because data mining is needed and it “is about applying algorithms to data, rather than using data to “train” a machine-learning engine of some sort” [36]. The need for data mining can be crystallized within Hiltunen’s[37] clause “it is possible to analyze all the qualitative data in quantitative form by using text and data mining tools”.

4. Discussion through Coal Power

When we tried to find information nuggets for indicators for investments in the coal power plants in Europe until the year 2020, we realized that we need a lot of data, for example, from social media, TV, news, and politics. First of all, there are a lot of potential indicators [38,39], not to mention, there is a vast amount of data that is not used in analytics or as a data source for indicators. Such data could contain vital information about organizations (e.g. products, processes, customers, competitors, and partners), and market trends. We started to talk about data-milling for providing information nuggets for indicators instead of unfamiliar big data analytics.

We illustrated data-milling implicitly by business intelligence and strategic management for better competitive advantage (Figure 4). Actually, the business intelligence layer contains, for example, both descriptive statistics and inferential statistics.

![Figure 4](image2.png)

**Figure 4.** Data-milling is a part of competitive advantage

There are miscellaneous data sources in Figure 4. Furthermore, there are even miscellaneous indicators (Table 4) adapted from Marr[40] and those are selected especially for our example case. The indicator called market growth rate shows if the market is growing or shrinking. This is a good indicator for predicting the future. The indicator called relative market share shows how well we are developing our market share compared with our competitors. The indicator called carbon footprint is used to sum the direct emission of the greenhouse gases from the burning of fossil fuels for energy consumption and transportation. Furthermore, this indicator effects directly to the politics and the politics has effects against or favor investment decision for coal power plants. The indicator called energy consumption is used to sum the direct emission of the greenhouse gases from the burning of fossil fuels for energy consumption and transportation. Furthermore, this indicator effects directly to the politics and the politics has effects against or favor investment decision for coal power plants. The indicator called waste consumption rate is a favorite indicator for the investment decision. It measures the coal power plant.

When we have information nuggets for the selected indicators, we are going to use descriptive statistics to find out unfamiliar facts based on information nuggets. We assume, for example, that our set of indicators can be changed. We believe that we will find uncover hidden
patterns, unknown correlations and other useful information.

| Indicator | Description | Source |
|-----------|-------------|--------|
| Market growth rate | To what extent are we operating in markets with future potential? | Available market research data |
| Relative market share | How well are we developing our market share in comparison to our competitors? | Annual reports |
| Carbon footprint | How well do we safeguard the environment in the execution of our business operations? | Scientific journals/research general values for the coal plant power |
| Energy consumption | What is the energy consumption produced by coal power? | Energy companies annual reports |
| Savings levels due to conservation and improvement efforts | To what extent are we actively reducing the environmental impact of our business? | Total level of savings (in carbon emission, water usage, energy usage or cost) |
| Waste consumption rate | To what extent are we recovering our waste for reuse or recycling for the energy production? | Energy statistics |

5. Conclusion

There are a lot of heterogeneous data and it might be openly available. For example, public sector, mainly at the governmental level (e.g. the United States and Britain), has been made data available for free for anyone to use – the “openness of data means in practice that data has been made as easy as possible for anyone to use” [41].

In this article, we launched the term data-milling to represent the searching of the information nuggets from the heterogeneous data. To justify the launched term data-milling, we made the literature review in which we searched the definitions of Big Data analytics. Our review showed that Big Data analytics is verbosely explained. We used only four statements from 19 to crystallize Big Data analytics.

Our research strategy was partly descriptive and partly improving. Our literature review of Big Data analytics gave the description of current status of the phenomenon Big Data. The launched term data-milling improves the understanding of the phenomenon Big Data, as well as, possibilities of data analytics. However, explanatory research strategy and exploratory research strategy illustrate the reason for data-milling appositely, i.e. seek an explanation for a situation or a problem, try to find out what is happening, seeks new insights and generates new ideas and hypotheses for future research [42].
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