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Abstract—Place recognition or loop closure detection is one of the core components in a full SLAM system. In this paper, aiming at strengthening the relevancy of local neighboring points and the contextual dependency among global points simultaneously, we investigate the exploitation of transformer-based network for feature extraction, and propose a Hierarchical Transformer for Place Recognition (HiTPR). The HiTPR consists of four major parts: point cell generation, short-range transformer (SRT), long-range transformer (LRT) and global descriptor aggregation. Specifically, the point cloud is initially divided into a sequence of small cells by down-sampling and nearest neighbors searching. In the SRT, we extract the local feature for each point cell. While in the LRT, we build the global dependency among all of the point cells in the whole point cloud. Experiments on several standard benchmarks demonstrate the superiority of the HiTPR in terms of average recall rate, achieving 93.71% at top 1% and 86.63% at top 1 on the Oxford RobotCar dataset for example.
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I. INTRODUCTION

In robotics or autonomous driving domain, Simultaneous Localization and Mapping (SLAM) system plays key roles on high-precision navigation. Generally, a SLAM system usually suffers from drift pose errors over time due to intrinsic sensor noise. These drift errors could be corrected by incorporating sensing information taken from places that have been visited before, a.k.a., loop closure detection, which requires algorithms that are able to recognize revisited places.

The revisited place can trigger the back-end optimization to reduce the accumulated drift error over time once it is recognized. Conventionally, place recognition or loop closure detection problem has been investigated by exploiting visual information from cameras, and has achieved significant advances in the past twenty years [1]. However, performance of visual methods is significantly affected by illumination variation, camera’s field of view and viewing orientation.

Thanks to the rapid development of the LiDAR technology, place recognition or loop closure detection in point cloud has drawn more and more attention recently [2]–[14]. In contrast to cameras, LiDAR has a 360-degree field of view, and LiDAR rays are not easily affected by lighting changes. A point cloud obtained by modern LiDAR sensors can contain more than hundreds of thousands of 3D points of the

world, which can capture quite decent details of surrounding geometric structure of places. Therefore, it make senses to exploit LiDAR sensor for place recognition irrespective of the time of day and even weather conditions as well.

Unfortunately, existing solutions for place recognition with 3D LiDAR data are neither robust nor fast enough to meet the demand of real-world SLAM applications. For example, PointNetVLAD [4] and PCAN [15] treat point cloud as a sequence of un-ordered independent points, both of which ignore the relevancy of local structural points in the point cloud and get a relatively low accuracy. SOE-Net [8] integrates local information for a point by adopting three different directional convolutions to the cube where the point lies. The convolution kernels are fixed once trained, even though the contents of the point clouds are various. To capture local information, some works focus on adding additional handcrafted features to the input of the network. LPD-Net [5] extracts 10 types of artificially designed features offline and feeds them into the network in parallel with the original points. NDT-Transformer [9] has to discretize the raw point cloud into regular grid map and represents the grid cells with Normal Distribution Transform in advance. The pre-processing procedure in the two methods are inapplicable for real-time loop closure detection in SLAM. Apart from these, most of the methods utilizing NetVLAD [16] as the aggregation module to gather the global information are memory-intensive and inefficient.

To address the issues mentioned above, we propose a novel transformer architecture named HiTPR (Hierarchical Transformer for Place Recognition) for large scale place recognition problem. The transformer’s self-attention mechanism has already made significant achievement in NLP (natural language processing) [17]–[19] and CV (computer vision) [20]–[23] domains. Different from very recent transformer models for place recognition problem, e.g., the SOE-Net [8] and NDT-Transformer [9], where the transformer mechanism is explored only by building long range context dependencies after point feature extraction, we fully investigate the transformer’s capabilities on both extracting local features and gathering global contextual relationships among all points in the point cloud as well.

Compared to the regular convolution operator with fixed kernels, the self-attention in transformer is adaptive to the content of the input point cloud, thus resulting in more robust and generative features. Besides, because the shape of point cloud has the characteristic of invariance to permutation of points and can be considered as a collection of unordered discrete points, it is innately suitable to be processed with transformer. In transformer [17], the input data is transformed...
to three distinct embedding vectors habitually called Query, Key and Value in NLP, respectively. We follow the naming convention in this paper. The output of the transformer is the weighted sum of the Value and the weights which are derived from the relation function between Query and Key.

In our work, the point cloud is firstly processed online, split into a sequence of small cells by down-sampling and nearest neighbors searching. Each cell is a small set of the points containing a sample center point and its neighbors that may exhibit varying shape. Then, in the short range transformer (SRT), we extract the local features of the sampled center points within the cells where the sampled points are located. Sampling and short range transformer are beneficial to model the relations of the neighboring points in Euclidean space and save the computational resources. However, the sampling and short range transformer operations break the inherent structural information in the point cloud. Therefore, we also introduce a long range transformer (LRT), where the global relation among the point cells in the whole point cloud is encoded by stacking the transformer blocks with the residual connection. Short range transformer and long range transformer are cascaded in our network.

II. RELATED WORKS

A. Handcrafted Descriptors for PR and LCD

Handcrafted descriptors are applied to loop closure detection at the earliest. ESF (Ensemble of Shape Functions) [24] introduces a global shape descriptor to describe distance, angle and area distributions on the surface of a point cloud. PFH (Persistent Feature Histogram) [25] and FPFH (Fast Point Feature Histogram) [26] extract a local geometry feature around each point and treat the feature histogram as the descriptor to align two point clouds with overlap views. SegMatch [3] recognizes places by matching the corresponding 3D segments but doesn’t rely on the perfect segmentation. M2dp [13] solves the loop detection problem by projecting the 3D point cloud to multiple 2D planes. Then the point cloud descriptor is obtained from the density signature for each of the 2D planes. Besides, Scan-Context [27] and LiDAR-Iris [2] exploit the expanded bird view of the point cloud and describe the point cloud by encoding height information of the surrounding objects.

B. Learning Based Methods for PR and LCD

The first end-to-end work for large scale point cloud based place recognition is PointNetVLAD [4]. It treats PointNet [28] as the local feature extractor and aggregates the features with the NetVLAD [16] pooling layer to produce a discriminative global descriptor. LPD-Net [5] extracts local contextual information using graph neural network inspired by DGCNN [29] and intensively relies on additional handcrafted features, such as change of curvature and 2D scattering. PCAN [15] uses PointNet [28] to extract local point features, and then it makes use of PointNet++ [30] to produce an attention map which is integrated into the NetVLAD [16] layer during feature aggregation. Locus [7] extracts and encodes topological and temporal information related to components in a scene thus relying on the segmentation results. Different from the PointNet and graph convolution, Xia et al. [8] designed the SOE-Net to extract local features, which introduces the PointOE module by integrating the local information from eight orientations inspired by PointSIFT [31]. DH3D [6] recognizes the places and refines the 3D pose with a Siamese network simultaneously. LCDNet [10] designs a network with a shared encoder and two heads used for global descriptors and relative pose estimation, respectively. Similar to LCDNet, OverlapNet [12] also accomplishes the two tasks but assumes the relative pose is only up to a yaw angle.

C. Transformer Models in Point Cloud Processing

Guo et al. [32] proposes PCT (Point Cloud Transformer) for point cloud classification and segmentation, which stacks multiple self-attention modules and concatenates the features as contextual information. Point Transformer [33] is proposed by Zhao et al. in a deep network architecture and achieves the state-of-the-art performance on classification and segmentation. As did in image-based transformer models, this method enlarges the receptive field by sampling and grouping layer by layer to capture the global information. In dealing with loop closure detection task, DAGC [34] introduces a dual attention mechanism consisting of a point-wise attention as well as a channel-wise attention and combines with graph convolution to describe a point cloud. NDT-Transformer [9] and SOE-Net [8] uses the handcrafted NDT cells and raw point data as the input of the network,

Fig. 1. Our network architecture consists of point cell generation, short range transformer, long range transformer and aggregation modules.
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Fig. 2. The short range transformer architecture for each point cell. Red points denote the sampled center points to be transformed to $Q_S$ vectors while aqua green points denote the neighboring points to be transformed to $K_S$ and $V_S$ vectors. The sampling rate $\tau$ and the number $K$ of the neighbors can be adjusted in practice.

respectively, followed by a point-wise transformer to build the global relations.

III. The Hierarchical Transformer Model for Large Scale Place Recognition

The self-attention in Transformer models is the key component used to extract more correlation information from the input data. The whole process involves linearly projecting each input embedding (i.e., the transformed data by linear operations) into three different spaces, producing three new representations known as Query, Key and Value. These new embeddings will be used to obtain a score that can represent the dependency or correlation among the input points. A self-attention function can be described as mapping a Query and a set of Key-Value pairs to an output.

In this section, we introduce the details of the proposed transformer model for place recognition based on the point cloud. Fig. 5 shows the overall architecture of our proposed point cloud based hierarchical transformer network, where the short range transformer aims at producing local descriptors, and the stacked long range transformer concentrates on gathering global contextual information before aggregating a distinctive global descriptor.

For easier understanding of our work, by analogy with the original transformer in NLP [17], we treat each point as a word and its neighbors as a sentence in the short range transformer. The local feature of the point is represented with the sum of neighbors weighted by self-attention within the divided point cells. In the long range transformer, the whole point cloud is treated as a sentence, in which each point cell is a word. We will build the relations among all of the point cells in the point cloud.

A. The Point Cell Generation

We downsample from the original point cloud utilizing FPS (Farthest Point Sampling) algorithm [30] to generate the point cells,

$$C = \{C_1, C_2, ..., C_N\} \in \mathbb{R}^{N \times (K+1) \times 3},$$

where $C_n = [P_n, P_{n1}, P_{n2}, ..., P_{nK}] \in \mathbb{R}^{(K+1) \times 3}, n = 1, 2, ..., N$ and $N$ is the number of the point cells in the sampled point cloud depending on the sampling rate $\tau$. The point cell $C_n$ contains $K + 1$ points, with $P_n$ being the center point of it, and $P_{nk}$ being the neighboring point of $P_n$ searched from the original point cloud, where $k = 1, 2, ..., K$. The benefits arising from the point cell generation include a limitation on the number of points involved in the computation of transformer’s features, as well as preserving the original point cloud’s topological information as much as possible. The cells may overlap with each other especially when $K$ is larger than sampling rate $\tau$. The points in the cells are transformed to embedding vectors by the same MLP (Multi-Layer Perceptron) block, and the dimension of the transformed embeddings $C'_n = [E_n, E_{n1}, E_{n2}, ..., E_{nK}]$ is $\mathbb{R}^{(K+1) \times D_1}.$

B. The Short Range Transformer for Local Features

In the short range transformer (SRT) block shown in Fig. 2 we extract a local feature for each point cell. As mentioned above, there are two types of point embedding in each point cell, i.e., one for the center point and the other for its neighbors. We use the terminologies Query ($Q_S$), Key ($K_S$) and Value ($V_S$) as the input embedding for the short range transformer block, where $Q_S$ is an embedding which is transformed from the center-point embedding through a linear transformation, while $K_S$ and $V_S$ are obtained from the neighboring point embedding through two independent linear transformations, respectively. The local feature of each point cell is extracted by calculating a weighted sum of $V_S$, where the weights are obtained according to the relation between $Q_S$ and $K_S$.

We use a subtraction operation [35] as the relation function to achieve the self-attention in our short range transformer block. Instead of adopting the dot product between $Q_S$ and $K_S$ in the classic relation function, subtraction self-attention is implemented by the subtraction $Q_S - K_S$. Using subtraction operation, $Q_S$ has to be repeated first so that it can be subtracted from $K_S$ and $V_S$. This operation leads to a vector attention which is adaptive to both different
\( S_n = \sum_{k=1}^{K} \text{Softmax}(LN(MLP(Q_S - K_S + \delta))) \circ (V_S + \delta), \quad (2) \)

where \( LN \) is the Layer Normalization.

To perform better, the position encoding is added to both self-attention and to \( V_S \) as in [33]. Through the SRT block, a sequence of local features \( F_S \) corresponding to point cells \( C \) are obtained as follows:

\[
F_S = [F_{S1}, F_{S2}, \ldots, F_{SN}] \in \mathbb{R}^{N \times D_S},
\]

where \( D_S \) is the dimension for each local feature.

C. The Long Range Transformer for Global Information

Long range transformer (LRT) is the second stage of the point feature extraction procedure in our HiTPR network. This module can encode the global contextual relations among all of the point cells. Different from the previous transformer based methods which count in all points, we only exploit the local features extracted from the point cells, whose quantity is much smaller than that of the points in the original point cloud. In this stage, we take the local features \( F_S = [F_{S1}, F_{S2}, \ldots, F_{SN}] \) from the SRT block as the input of the LRT, and feed them into one MLP block, which is followed by three independent parallel linear transformations \( W_Q, W_K \) and \( W_V \) to produce the Query (\( Q_L \in \mathbb{R}^{N \times D_k} \)), Key (\( K_L \in \mathbb{R}^{N \times D_k} \)) and Value (\( V_L \in \mathbb{R}^{N \times D_v} \)) for the LRT module, shown in Fig.1 and Eq.4.

\[
Q_L, K_L, V_L = MLP(F_S) \ast (W_Q, W_K, W_V). \quad (4)
\]

Note that \( W_q, W_k \) and \( W_v \) are trained parameters as well. Afterwards, we utilize dot-product as the attention function and feed \( Q_L, K_L \) and \( V_L \) into the attention module to generate the result (Eq.5).

\[
\text{Attn} = \text{LRT}(Q_L, K_L, V_L) = \text{Softmax}(\frac{Q_L K_L^T}{\sqrt{D_k}}) V_L, \quad (5)
\]

where \( D_k \) is the dimension of \( K_L \). Throughout the linear transformation \( \text{Lin} \), batch normalization \( \text{BatchNorm} \), and activation function \( \text{Act} \) in sequence, the result from attention module is transformed to produce the LRT feature with the residual connection (Eq.6).

\[
F_L^m = \text{Act}(\text{BatchNorm}(\text{Lin}(\text{Attn}))) + F_L^{m-1}, \quad (6)
\]

where \( m = 1, 2, \ldots, M \) indicates the index of the stacked LRT blocks and \( F_L^0 = \text{MLP}(F_S) \). We concatenate the features from multiple LRT blocks along the dimension to generate the total long range feature (Eq.7).

\[
F_L = \text{Concat}(F_L^m) \in \mathbb{R}^{N \times D_L}, \quad (7)
\]

where \( D_L \) is the dimension of the long range feature, which is \( M \) times the dimension of features extracted from a single LRT block.

D. Global Descriptor and Metric Learning

To represent the point cloud effectively, instead of adopting NetVLAD [16] as in [4], [5], we aggregate a global descriptor \( F_G \in \mathbb{R}^{1 \times D_G} \) by a max-pooling operator on the \( F_L \in \mathbb{R}^{N \times D_L} \), because we have already encoded the global contextual information in long range transformer. The aggregation module sequentially consists of a linear transformation, a batch normalization, an activation function as well as a max-pooling operator.

At the end of the network, the loss function for metric learning is used for minimizing the Euclidean distance between descriptors extracted from point clouds sampled at the same place and maximizing the Euclidean distance between descriptors extracted from point clouds sample at different places. We use the lazy quadruplet loss proposed in [4] as the loss function, which can select hard pair samples to enhance the role of the negative samples on training.

IV. Experiments

A. Benchmark Datasets and Experimental Settings

Datasets: As in previous papers, we use the benchmark datasets created in [4] to train and evaluate our proposed model. It contains a modified Oxford RobotCar dataset and three in-house datasets: University Sector(U.S.), Residential Area(R.A.), and Business District(B.D.). The Oxford RobotCar dataset was collected within a pretty long period, capturing many different combinations of weather, traffic and pedestrians, including reverse loop, along with long-term changes such as construction and roadworks [36]. Each point cloud in all of the datasets has 4096 points after removing the ground plane, with each point’s coordinate value shifted to zero mean and re-scaled to the range of [-1,1]. Two point clouds are defined as positive pairs if the distance between their centers is no larger than 10m, while two point clouds whose distance is over 50m are defined as negative pairs. For better training and evaluation, the Oxford datasets are divided into two parts, 21711 submaps for training and 3030 submaps for test, both of which do not overlap with each other. The other three inhouse datasets are also used for the benchmark datasets in the previous papers, which contain much fewer samples (about 4500 submaps totally) compared with the Ox. dataset. Because of the imbalance problem between the Ox. and inhouse datasets, we only used the latter for test, which are not used for training. Evaluation metrics: Similar to the previous works [4], [5], [15], we adopt the top 1% (@1%) and top 1 (@1) average recall rate as the evaluation metrics. Implementation details: Our HiTPR network consists of four modules, i.e., a point cell
TABLE I
COMPARISON RESULTS ON THE AVERAGE RECALL AT TOP 1% AND AT TOP 1 OF DIFFERENT BASELINE NETWORKS TRAINED ON OX., U.S., R.A. AND B.D., RESPECTIVELY. HITPR-S8 REPRESENTS THE RESULTS WHEN SAMPLE RATE IS 8. THE HIPTPR-F8 REPRESENTS THE RESULTS TO USE THE SAME HANDCRAFTED FEATURES AS LPD-NET BASED ON HIPTPR-S8. THE LAST TWO ROWS ARE USED TO SEPARATELY ILLUSTRATE THE FUNCTION OF THE HANDCRAFTED FEATURES AND DEMONSTRATE OUR BETTER RESULTS THAN THE LPD-NET.

| No Handcrafted Features | Ave recall @ 1% | Ave recall @ 1% |
|-------------------------|----------------|----------------|
|                         | Ox. | U.S. | R.A. | B.D. | Ox. | U.S. | R.A. | B.D. |
| PN_VLAD [4]            | 80.33 | 72.63 | 60.27 | 65.30 | 62.76 | 65.96 | 55.31 | 38.87 |
| PCAN [15]              | 81.81 | 79.05 | 71.18 | 66.82 | 69.08 | 62.50 | 57.00 | 38.14 |
| DHID-4066 [6]          | 84.26 | -     | -     | -     | 73.28 | -     | -     | -     |
| DAGC [34]              | 87.49 | 83.49 | 75.68 | 71.21 | 73.34 | -     | -     | -     |
| LPD-Net* [5]           | 91.61 | 86.02 | 78.85 | 75.36 | 82.41 | 77.25 | 65.66 | 69.51 |
| SOE-Net* [8]           | 93.41 | -     | -     | -     | 84.20 | -     | -     | -     |
| HiTPR-S8(Ours)         | 93.61 | 85.57 | 75.00 | 71.30 | 86.61 | 75.78 | 63.10 | 64.45 |
| HiTPR(Ours)            | 93.71 | 90.21 | 87.16 | 79.79 | 86.63 | 80.86 | 78.16 | 74.26 |

| Handcrafted Features   | Ave recall @ 1% | Ave recall @ 1% |
|------------------------|----------------|----------------|
|                        | Ox. | U.S. | R.A. | B.D. | Ox. | U.S. | R.A. | B.D. |
| LPD-Net [5]            | 94.20 | 94.71 | 89.66 | 87.04 | 85.57 | 84.02 | 81.18 | 81.19 |
| HiTPR-F8(Ours)         | 94.64 | 94.01 | 89.11 | 88.31 | 87.77 | 86.00 | 81.32 | 81.80 |

generator, a short range transformer (SRT), a stacked long range transformer (LRT), and a feature aggregate. In the point cell generation module, the sampling rate, τ and the number of neighboring points, K, are set to 4 and 32, respectively. The dimension of the input embedding, D_in, is 64. In the SRT module, the dimensions of Q_S, K_S, V_S and the positional encoding δ are all set to 512. The dimension of the local features output from the SRT module is 64. In the LRT module, the dimension D_k for Q_L and K_L is set to 64, while the dimension D_v for V_L is set to 256. The dimension of the feature output from a single LRT block is set to 256. Four LRT blocks are cascaded to construct the stacked long range transformer module, with the dimension D_L of the concatenated long range features being 1024. We feed the final long range feature into the aggregation module to generate the global feature whose dimension D_G is 1024. At the end of the network, we use lazy quadruplet loss as the loss function and set the hyperparameters α and β to 0.5 and 0.2, respectively. We use Adam [37] with an initial learning rate of $5 \times 10^{-5}$ to train our network 20 epochs iteratively on the Pytorch platform. The learning rate decays to $1 \times 10^{-5}$ eventually. The numbers of positive samples and negative samples in the quadruplet are 2 and 8, respectively.

B. Quantitative Results

The results of the compared methods are shown in Table I. It shows that our method HiTPR achieves best performance in terms of both distinctiveness and generalization, while the HiTPR-S8 represents the results when the sample rate τ is 8 for computation reduction purposes. HiTPR-F8 represents the results to use the same handcrafted features as LPD-Net based on HiTPR-S8. The LPD-Net* indicates the version in which the handcrafted features are removed from the original LPD-Net [5]. We remove the handcrafted features based on the facts that most previous works in LiDAR-based place recognition do not extract handcrafted features as their network input. Therefore, for a fair comparison, we also compare the LPD-Net without the handcrafted features, i.e., the LPD-Net*. With the handcrafted features acquired from offline pre-computation, we still use LPD-Net as the original one. The LPD-Net can achieve 94.20% on top 1% recall and 85.57% on top 1 recall. Our HiTPR network can achieve a comparable performance with LPD-Net and even surpass LPD-Net at top 1 recall evaluation metric without the pre-computed handcrafted features. Our HiTPR-F8 can generally achieve better results than LPD-net. The SOE-Net [8] utilizes an improved metric learning loss function that plays the major role on the improvement. To fully reflect the feature extraction capability of our model, and ignore the effect brought by different loss functions, we compared the result of the SOE-Net trained under lazy quadruplet loss function as used by the other compared works, which is named as SOE-Net* in Table I. In this paper, we focus on the methods applied in the SLAM system so that some transformer-based works relying on pre-processed Lidar database or queries, such as NDT-Transformer [9], are not compared here. Most of the existing works [8], [9] use transformer to extract global contextual features and then work along with NetVlad [16]. Thus, transformer is only a part of their networks. In contrast, we extract point features with the transformer and propose an integral and hierarchical transformer-based network to extract the local and global features, where transformer acts as the core.

In addition, we show the average recall of different networks at top 25 on the Ox., U.S., R.A. and B.D. datasets in Fig. 3. Obviously, our method can achieve more accurate results than the other compared methods, especially at top 1, which is more practical in real world applications.

C. Ablation Studies

We conduct all the ablation studies including training and testing only on the Oxford RobotCar dataset. In the ablation studies for neighboring size $K$, sampling rate $τ$ is set to 8, while in the ablation studies for $D_S$ and $D_G$, it is set to 4. The detailed results consisting of neighboring size $K$, dimension $D_S$ of SRT features, dimension $D_G$ of output
features and sample rate $\tau$ are shown in Table II.

**Different neighboring size $K$ for SRT:** We implement the short range transformer with different number $K$ of neighboring points, which affects the size of point cells. It demonstrates that the recall rate improves as $K$ increases. However, considering the time cost and memory consumption, we do not keep increasing and only select an acceptable value to complete our experiments described above. For memory reduction purposes, we set $K = 16$ other than $K = 32$ to implement the subsequent ablation experiments.

**Different dimension $D_S$ of SRT features:** The study demonstrates that our network can achieve the best performance when $D_S$ equals 64. This setting is preserved in the other ablation studies.

**Different dimension $D_G$ of the output features:** The ablation experiment on $D_G$ shows that the global descriptors have more expressive ability with higher dimension. We choose $D_G = 1024$ as our experimental setting. Although the dimension used in our work is higher than the previous papers, they achieve better or similar results in the lower dimension, e.g. the 1% recall is 94.92 and 94.66 when the dimension is 256 and 512 respectively in LPD-Net [5].

**Different sampling rate $\tau$:** We set different $\tau$ to implement this ablation experiment. Table II demonstrates that when the sample rate is relatively larger, $\tau = 16$ and 32, the recall increases significantly as the sample rate decreases. When the sample rate is small such as $\tau = 2, 4$ and 8, the recall has small changes, and even when we use more point cells, e.g., $\tau = 1$, the recall has no further increase. Therefore, our approach can produce a robust global descriptor even though the downsampled point cloud is extremely sparse for computation and memory reduction purposes.

**Computational Cost Analysis:** We evaluate required computational resources for different networks in terms of the number of parameters, floating point operations (FLOPs) and runtime per frame. All networks are run on a single NVIDIA Tesla P40 GPU (24G memory). We present the results in Table III. Compared with the previous works, our network costs shorter time per frame with fewer parameters.

### V. Conclusion

In this paper, we propose a hierarchical transformer network to extract a discriminative and generalized descriptor from point cloud for place recognition. Our approach leverages short range transformer to encode the local feature of each point cell and long range transformer to gather contextual information for all of the point cells. Experiments on standard benchmark datasets demonstrate the superiority and effectiveness of our approach.
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**TABLE II**

| Neighbors | @1% | @1 | Dimension $D_S$ | @1% | @1 | Dimension $D_G$ | @1% | @1 | Sampling rate $\tau$ | @1% | @1 |
|-----------|-----|---|----------------|-----|---|----------------|-----|---|-------------------|-----|---|
| K = 8     | 90.40 | 80.73 | $D_S = 32$ | 92.72 | 84.97 | $D_G = 32$ | 83.45 | 68.48 | $\tau = 1$ | 93.14 | 86.14 |
| K = 12    | 92.60 | 84.53 | $D_S = 64$ | 93.06 | 85.24 | $D_G = 64$ | 86.18 | 73.25 | $\tau = 2$ | 94.17 | 87.91 |
| K = 16    | 92.62 | 85.15 | $D_S = 128$ | 91.66 | 83.15 | $D_G = 128$ | 89.10 | 78.26 | $\tau = 4$ | 93.06 | 85.24 |
| K = 24    | 92.96 | 85.50 | $D_S = 256$ | 91.29 | 82.95 | $D_G = 256$ | 91.25 | 82.09 | $\tau = 8$ | 92.62 | 85.15 |
| K = 32    | 93.53 | 86.36 | $D_S = 512$ | 92.50 | 84.85 | $D_G = 512$ | 91.80 | 85.56 | $\tau = 16$ | 91.10 | 81.60 |
| K = 32    | 93.61 | 86.61 | $D_S = 1024$ | 91.84 | 83.36 | $D_G = 1024$ | 93.06 | 85.24 | $\tau = 32$ | 88.70 | 76.74 |

---

**TABLE III**

| Network     | Params | FLOPs | Runtime |
|-------------|--------|-------|---------|
| PN_VLAD [4] | 19.78M | 214   | 37.8ms  |
| PCAN [15]   | 20.42M | 339   | 102.1ms |
| LPD-Net [5] | 19.81M | 355   | 49.3ms  |
| HiTPR(Ours) | 2.72M  | 308   | 36.2ms  |
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