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Abstract

We study the problem of reinforcement learning for a task encoded by a reward machine. The task is defined over a set of properties in the environment, called atomic propositions, and represented by Boolean variables. One unrealistic assumption commonly used in the literature is that the truth values of these propositions are accurately known. In real situations, however, these truth values are uncertain since they come from sensors that suffer from imperfections. At the same time, reward machines can be difficult to model explicitly, especially when they encode complicated tasks. We develop a reinforcement-learning algorithm that infers a reward machine that encodes the underlying task while learning how to execute it, despite the uncertainties of the propositions’ truth values. In order to address such uncertainties, the algorithm maintains a probabilistic estimate about the truth value of the atomic propositions; it updates this estimate according to new sensory measurements that arrive from exploration of the environment. Additionally, the algorithm maintains a hypothesis reward machine, which acts as an estimate of the reward machine that encodes the task to be learned. As the agent explores the environment, the algorithm updates the hypothesis reward machine according to the obtained rewards and the estimate of the atomic propositions’ truth value. Finally, the algorithm uses a Q-learning procedure for the states of the hypothesis reward machine to determine an optimal policy that accomplishes the task. We prove that the algorithm successfully infers the reward machine and asymptotically learns a policy that accomplishes the respective task.

1 Introduction

Reinforcement learning (RL) studies the problem of learning an optimal behavior for agents with unknown dynamics in potentially unknown environments. When the task assigned to the agent admits a certain form of compositionality, such as decomposition to temporally dependent sub-tasks, a variety of methods incorporate high-level knowledge that can help the agent explore the environment more efficiently [1]. This high-level knowledge is usually expressed through abstractions of the environment and sub-task sequences [2, 3, 4] or in linear temporal logic [5, 6]. Intuitively, such methodologies inform the agent about the compositionality of the task, including its decomposition to sub-tasks as well as the sub-task execution sequences that lead to its completion. Consequently, the agent learns sub-task policies to execute such sequences and accomplish the overall task. Recently, the authors in [7] proposed the concept of reward machines in order to provide high-level information to the agent in the form of rewards. Reward machines are finite-state structures that encode a possibly non-Markovian reward function. They decompose a task into several temporally related subtasks, such as “get coffee and bring it to the office without encountering obstacles”. Reward machines allow the composition of such subtasks in flexible ways, including concatenations, loops, and conditional rules, providing the agent access to high-level temporal relationships among the subtasks. These subtasks are defined over a set of properties in the environment, called atomic propositions, and represented by Boolean variables, such as “office” and “obstacle” in the aforementioned example. Intuitively, as the agent navigates in the environment, it transits between the states within a reward machine; such transitions are triggered by the truth values of the atomic propositions. After every such transition, the reward machine outputs the reward the agent should obtain according to the encoded reward function. Furthermore, [7] develops a Q-learning method that learns the optimal policy associated with the reward function that is encoded by the reward machine.

In many practical situations, the reward machines encode complex temporal relationships among the subtasks and are hence too difficulty to construct. Therefore, the need emerges for the learning
agent to learn how to accomplish the underlying task without having a priori access to the respective reward machine. The work [8] develops an algorithm that infers both the reward machine and an optimal RL policy from the trajectories of the system.

The procedure of inferring and using a reward machine is tightly connected to the values of the atomic propositions; such values trigger the reward machine’s transitions, which output the reward the agent should obtain. In related literature, there are two main methods to encode the learning agent’s access to the truth values of the atomic propositions. First, the agent has access to a so-called labelling function, a map that provides which atomic propositions are true in which areas of the environment, e.g., which room of an indoor environment has an office. Second, the agent accurately detects the truth values of the atomic propositions from sensors as it navigates in the environment.

The aforementioned methods rely on assumptions that are unrealistic in practical scenarios. Firstly, many situations involve agents operating in a priori unknown environments, and hence accurate knowledge of a labelling function cannot be obtained a priori. Secondly, autonomous agents are endowed with sensors that naturally suffer from imperfections, such as misclassifications or missed object detections. Consequently, the truth values of the atomic propositions are uncertain. When the reward machine that encodes the task is a priori unknown, uncertainties in such values complicate significantly the RL problem since they interfere with the estimation of the reward machine and, consequently, the learning of a suitable policy. Therefore, it is necessary to develop RL algorithms that are robust to such uncertainties.

In this paper, we investigate an RL problem for a task encoded by a reward machine over a set of atomic propositions. The reward machine and the labelling function associated with the atomic propositions are a priori unknown. The agent obtains the truth values of the atomic propositions via measurements from sensors that suffer from imperfections, leading to uncertainties in the atomic propositions’ truth values. Our main contribution lies in the development of an RL algorithm that learns a policy that achieves the given task despite the a priori unknown reward machine and the atomic proposition uncertainties. In order to account for such uncertainties, the algorithm holds a probabilistic belief over the truth values of the atomic propositions and it updates this belief according to new sensory measurements that arrive from the exploration of the environment. Furthermore, the algorithm maintains a so-called hypothesis reward machine to estimate the unknown reward machine that encodes the task. It uses the rewards the agent obtains as it explores the environment and the aforementioned belief on the atomic propositions to update this hypothesis reward machine. Finally, the algorithm deploys a q-learning procedure that is based on the hypothesis reward machine and the probabilistic belief to learn an optimal policy that accomplishes the underlying task. An illustrative diagram of the proposed algorithm is depicted in Fig. 1.

We establish theoretical guarantees on the algorithm’s convergence to a policy that accomplishes the underlying task. Our guarantees rely on the following sufficient conditions. First, the belief updates lead to better estimation of the truth values of the atomic propositions. That is, there exists a finite time instant after which the probability that the estimated propositions’ values match the actual ones is more than 0.5. Second, the learning agent explores the environment sufficiently well in each episode of the proposed RL algorithm. More specifically, the length of each episode is larger than a predefined constant associated with the size of the operating environment and of the reward machine that encodes the task. Based on the aforementioned assumptions, we prove that the proposed algorithm 1) asymptotically infers a reward machine that is equivalent to the one encoding the underlying task, and 2) asymptotically learns a policy that accomplishes this task.

Finally, we carry out experiments comparing the proposed algorithm with a baseline version that does not update the beliefs of the propositions’ truth values as well as with nominal q-learning and double deep q-network (DDQN) algorithms. The experiments show that the proposed algorithm outperforms the baseline version and the nominal algorithm in terms of convergence. The experiments further show the robustness of the proposed algorithm to inaccurate sensor measurements.

2 Related Work

Previous RL works on providing higher-level structure and knowledge about the reward function focus mostly on abstractions and hierarchical RL; in such cases, a meta-controller decides which subtasks to perform, and a controller decides which actions to take within a subtask (e.g., [9, 3, 10]). Other works use temporal logic languages to express a specification, and then generate the corresponding
Figure 1: Overview of the proposed reinforcement-learning algorithm, consisting of perception updates, inference of the reward machine, and q-learning.

reward functions, typically using deterministic automata (DA) [11, 5, 12, 6, 13, 14, 15, 16, 17, 18]. Inspired by [7], we use in this work the concept of reward machines, which encode more compactly and expressively high-level information on the reward function of the agent. In particular and unlike DA, reward machines offer the ability of assigning separate state-action reward functions to each of their states; the learning agent obtains rewards depending on the transitions of the reward machine and hence each transition can be viewed as a separate sub-task. Therefore, the reward machine gives a certain structure to the agent in the sense that it informs it about the decomposition of the task into sub-tasks and the sequence these sub-tasks must be executed. Consequently, the agent learns how and in what sequence to execute the different sub-tasks towards the completion of the overall task. Additionally, unlike the works in the related literature, we consider that the reward machine that encodes the task at hand is a priori unknown.

There exists a large variety of works dealing with perception uncertainty [19, 20, 21, 22, 23, 24, 25, 26, 27, 28]. However, most of these works consider the planning problem, which consists of computing an optimal policy by explicitly employing the underlying agent model. Furthermore, the considered uncertainty usually arises from probabilistic dynamics, which is resolved either by active-perception procedures, belief-state propagation, or analysis with partially observable Markov decision processes (POMDPs). Besides, the works that consider high-level reward structure (like temporal logic [19, 20, 22, 24]), assume full availability of the respective reward models, unlike the problem setting considered in this paper.

Several recent works consider tasks encoded by Non-Markovian reward functions that are a priori unknown, using both automata [29, 30, 31, 32] as well as reward machines [33, 34, 8]. In such works, the agents infer the reward function from the executed trajectories in the environment. Similarly, [35] develops an algorithm that infers probabilistic reward machines. The aforementioned works, however, do not consider uncertainty in the truth values of the atomic propositions; [29] and [33] assume partial environment state observability by employing POMDP models, while considering the truth values of atomic propositions in the environment known. In contrast, in this work we consider uncertainty in the semantic representation of the environment, i.e., the truth value of the environment properties that define the agent’s task is a priori unknown.
3 Problem Formulation

This section formulates the considered problem. We first describe the model of the learning agent and the environment, the reward machine that encodes the task to be accomplished, and the observation model of the sensor the agent uses to detect the values of atomic propositions.

3.1 Agent Model

We model the interaction between the agent and the environment by a Markov decision process (MDP) [36, 37], formally defined below.

**Definition 1.** A labelled MDP (l-MDP) is a tuple \( \mathcal{M} = (S, s_I, A, \mathcal{T}, R, \mathcal{AP}, L_G, \hat{L}, \gamma) \) consisting of the following: \( S \) is a finite state space, resembling the operating environment; \( s_I \in S \) is an initial state\(^1\); \( A \) is a finite set of actions; \( \mathcal{T} : S \times A \times S \to [0, 1] \) is a probabilistic transition function, modelling the agent dynamics in the environment; \( R : S^* \times A \times S \to \mathbb{R} \) is a reward function, specifying payoffs to the agent; \( \gamma \in [0, 1) \) is a discount factor; \( \mathcal{AP} \) is a finite set of Boolean atomic propositions, each one taking values in \{True, False\}; \( L_G : S \to 2^{\mathcal{AP}} \) is the ground-truth labelling function, assigning to each state \( s \in S \) the atomic propositions that are true in that state; \( \hat{L} : S \to 2^{\mathcal{AP}} \) is an estimate of the ground-truth labelling function \( L_G \). We define the size of \( \mathcal{M} \), denoted as \(|\mathcal{M}|\), to be \(|S|\) (i.e., the cardinality of the set \( S \)).

The atomic propositions \( \mathcal{AP} \) are Boolean-valued properties of the environment; we denote by \( s \models p \) if an atomic proposition \( p \in \mathcal{AP} \) is true at state \( s \in S \). The ground-truth labelling function \( L_G \) provides which atomic propositions are true in the states of the environment, i.e., \( L_G(s) = P \subseteq \mathcal{AP} \) is equivalent to \( s \models p \), for all \( p \in P \). We consider the setting where \( L_G \) is unknown to the agent, which detects the truth values of \( \mathcal{AP} \) through sensor units such as cameras or range sensors. Since such sensors suffer from imperfections (e.g., noise), the agent maintains a time-varying probabilistic belief \( \hat{L}_i : S \times 2^{\mathcal{AP}} \to [0, 1] \) about the truth values of \( \mathcal{AP} \), where \( i \) denotes a time index. More specifically, for a state \( s \in S \) and a subset of atomic propositions \( P \subseteq \mathcal{AP} \), \( \hat{L}_i(s, P) \) represents the probability of the event that \( P \) is true at \( s \), i.e., \( \hat{L}_i(s, P) = \Pr(\bigcap_{p \in P} s \models p) \). Notice that at each time index \( i \) and for every state \( s \in S \), it holds that \( \sum_{P \subseteq \mathcal{AP}} \hat{L}_i(s, P) = 1 \). The prior belief of the agent might be an uninformative prior distribution. We assume that the truth values of the propositions are mutually independent in each state, i.e.,

\[
\Pr\left(\bigcap_{p \in P} s \models p\right) = \prod_{p \in P} \Pr(s \models p), \quad \forall s \in S, P \subseteq \mathcal{AP}
\]

and also between every pair,

\[
\Pr(s \models P \land s' \models P') = \Pr(s \models P)\Pr(s' \models P'), \forall s, s' \in S, P, P' \subseteq \mathcal{AP}
\]

The agent’s belief \( \hat{L}_i \), for some time index \( i \geq 0 \), determines the agent’s inference of the environment configuration, and hence the estimate \( \hat{L} \) of the labelling function. More specifically, we define \( \hat{L} : (S \times 2^{\mathcal{AP}} \to [0, 1]) \times S \to 2^{\mathcal{AP}} \), with

\[
\hat{L}(\hat{L}_i, s) = \{ p \in \mathcal{AP} : \hat{L}_i(s, p) \geq 0.5 \},
\]

i.e., the most probable outcomes. The following example illustrates the relation between \( L_G \) and \( \hat{L} \).

**Example 1.** Let the 10-state office workspace be shown in Fig. 2. The set of atomic propositions is \( \mathcal{AP} = \{c,o,X\} \), corresponding to “coffee”, “office”, and “obstacle”, respectively. The ground-truth labelling function, shown at the top of Fig. 2, is defined as \( L_G(s_{12}) = \{c\}, L_G(s_{22}) = L_G(s_{23}) = \{X\}, L_G(s_{24}) = \{o\}, \) and \( \emptyset \) in the rest of the states. Imperfect sensory measurements might lead to a distribution \( \hat{L} \) and an estimate \( \hat{L} \) as shown at the bottom of Fig. 2, i.e., \( \hat{L}(s_{12}) = \{c,X\}, \hat{L}(s_{22}) = \{c\}, \hat{L}(s_{14}) = \hat{L}(s_{24}) = \{o\}, \hat{L}(s_{23}) = \{o, X\}, \) and \( \emptyset \) in the rest of the states.

\(^1s_I\) can also be a distribution of initial states.
actions

Given a trajectory \( s \), the reward is a function of the whole trajectory; this allows the reward function to be non-Markovian [7].

The discount factor defined in Def. 1. Note that the definition of the reward function assumes that the uncertainly leads to the estimate \( \hat{L}(L, s) : S \to 2^{\{c, o, X\}} \), according to which the truth values of several properties are incorrect (e.g. X in \( s_{12} \) or the absence of X in \( s_{22} \)).

A policy is a function that maps states in \( S \) to a probability distribution over actions in \( A \). At state \( s \in S \), an agent, using policy \( \pi \), picks an action \( a \) with probability \( \pi(s, a) \), and the new state \( s' \) is chosen with probability \( T(s, a, s') \), defined in Def. 1. A policy \( \pi \) and the initial state \( s_I \) together determine a stochastic process; we write \( S_0A_0S_1 \ldots \) for the random trajectory of states and actions.

A trajectory is a realization of the agent’s stochastic process \( S_0A_0S_1 \ldots S_kA_kS_{k+1} \) with \( s_0 = s_I \). Its corresponding label sequence is \( \ell_0\ell_1 \ldots \ell_k \) with \( \ell_j = L_G(s_j) \), for all \( j \leq k \). Similarly, the reward sequence is \( r_0r_1 \ldots r_k \), where \( r_j = R(s_0 \ldots s_ajs_{j+1}) \), for all \( j \leq k \). A trajectory \( s_0a_0s_1 \ldots s_ka_kS_{k+1} \) achieves a reward \( \sum_{j=0}^{k} \gamma^j R(s_0 \ldots s_ajs_{j+1}) \), where \( \gamma \) is the discount factor defined in Def. 1. Note that the definition of the reward function assumes that the reward is a function of the whole trajectory; this allows the reward function to be non-Markovian [7].

Given a trajectory \( s_0a_0s_1 \ldots s_{k+1} \) and a belief \( \hat{L}_i \), we naturally define then the observed label sequence by \( \ell_0\ell_1 \ldots \ell_k \), with \( \ell_j = \hat{L}(\hat{L}_i, s_j) \) for all \( j \leq k \) and some \( i \geq 0 \).

**Example 2** (Continued). Let the 10-state office workspace be shown in Fig. 2. Assume that the agent receives award 1 if it brings coffee to the office without encountering states with obstacles, and zero otherwise. Let us now consider a state sequence \( s_{11}s_{12}s_{13}s_{14}s_{24} \) of a trajectory. According to the ground-truth labelling function (see top of Fig. 2), such a trajectory would produce the label and reward sequence \( (0, 0)(c, 0)(0, 0)(0, 0)(0, 1) \). However, the observed label and reward sequence, based on the estimate \( \hat{L} \) (see bottom of Fig. 2), is \( (0, 0) ((c, X), 0) (0, 0)(0, 0)(0, 1) \).

### 3.2 Reward Machines

Encoding a (non-Markovian) reward in a type of finite state-machine is achieved by reward machines, introduced in [7] and formally defined below.

**Definition 2.** A reward machine is a tuple \( \mathcal{A} = (V, v_I, 2^{AP}, R, \delta, \sigma) \) that consists of the following: \( V \) is a finite set of states; \( v_I \in V \) is an initial state; \( R \) is an input alphabet; \( \delta : V \times 2^{AP} \to V \) is a deterministic transition function; \( \sigma : V \times 2^{AP} \to R \) is an output function. We define the size of \( \mathcal{A} \), denoted by \( |\mathcal{A}| \), to be \( |V| \) (i.e., the cardinality of the set \( V \)).

The run of a reward machine \( \mathcal{A} \) on a sequence of labels \( \ell_0 \ldots \ell_k \in (2^{AP})^* \) is a sequence \( v_0(\ell_0, r_0)v_1(\ell_1, v_1) \ldots v_k(\ell_k, v_k) \) of states and label-reward pairs such that \( v_0 = v_I \) and for all \( j \in \{0, \ldots, k\} \), we have
\[\delta(v_j, \ell_j) = v_{j+1}\] and \[\sigma(v_j, \ell_j) = r_j\]. We write \(A(\ell_0 \ldots \ell_k) = r_0 \ldots r_k\) to connect the input label sequence to the sequence of rewards produced by the reward machine \(A\). We say that a reward machine \(A\) encodes the reward function \(R\) of an L-MDP on the ground truth if, for every trajectory \(s_0a_0 \ldots s_ka_k s_{k+1}\) and the corresponding label sequence \(\ell_0 \ldots \ell_k\), the sequence of rewards equals \(A(\ell_0 \ldots \ell_k)\). Moreover, given a fixed \(i \geq 0\), we say that a reward machine \(A\) encodes the reward function \(R\) on \(\hat{L}_i\) if for every trajectory \(s_0a_0 \ldots s_ka_k s_{k+1}\) and the corresponding observed label sequence \(\hat{\ell}_0 \ldots \hat{\ell}_k\), the sequence of rewards equals \(A(\hat{\ell}_0 \ldots \hat{\ell}_k)\). Note, however, that there might not exist a reward machine that encodes the reward function on \(\hat{L}_i\), as the next example shows.

**Example 3** (Continued). Let the 10-state office workspace be shown in Fig. 2. Assume that the agent receives award 1 if it brings coffee to the office without encountering states with obstacles, and zero otherwise. Such a task is encoded by the reward machine shown in Fig. 3. Let also the state sequence of a given trajectory be \(s_{11} s_{12} s_{13} s_{14} s_{24}\). As stated before, the trajectory produces, via the ground-truth labelling function, the label and reward sequence \((-c, 0) (c, 0) (\emptyset, 0) (\emptyset, 0) (c, 0) (\emptyset, 0)\). Such a label sequence produces the run of the reward machine

\[v_0(\emptyset, 0)v_0(c, 0)v_1(\emptyset, 0)v_1(\emptyset, 0)v_1(c, 0)v_3.\]

The observed label and reward sequence, based on the estimate \(\hat{L}\), is \((\emptyset, 0) ((c, X), 0) (\emptyset, 0)(\emptyset, 0)(\emptyset, 0)(\emptyset, 0) (c, 0) (\emptyset, 0)\), which produces the reward-machine run

\[v_0(\emptyset, 0)v_0((c, X), 0)v_2(\emptyset, 0)v_2(\emptyset, 0)v_2(\emptyset, 0)v_2(\emptyset, 0).\]

which clearly does not comply with the observed reward sequence. Hence, we conclude that the reward machine does not encode the reward function on \(\hat{L}\). In fact, note that we cannot construct a reward machine that encodes the reward function on \(\hat{L}\). The actual reward function of bringing coffee from \(s_{12}\) to the office in \(s_{24}\) cannot be expressed via the set \(AP\) with this specific \(\hat{L}\), because of the ambiguity in the states satisfying “o” and “c”; a single accepting trajectory does not correspond to a unique observed label sequence.

### 3.3 Observation Model

The probabilistic belief is updated based on an observation model \(O\). More specifically, at each time step, the agent’s perception module processes a set of sensory measurements regarding the atomic propositions \(AP\). In the Bayesian framework, the observation model is used for the update of the agent’s belief, as specified in the following definition.
Definition 3. Let \( Z(s_1, s_2, p) \in \{\text{True, False}\} \) denote the perception output of the agent, when the agent is at state \( s_1 \), for the atomic proposition \( p \in AP \) at \( s_2 \). The joint observation model of the agent is \( \mathcal{O} : S \times S \times AP \times \{\text{True, False}\} \rightarrow [0, 1] \), where \( \mathcal{O}(s_1, s_2, p, b) \) represents the probability that \( Z(s_1, s_2, p) = \text{True} \) if the truth value of \( p \) is identical to \( b \).

More specifically, the joint observation describes the likelihoods \( \mathcal{O}(s_1, s_2, p, \text{True}) = Pr(Z(s_1, s_2, p) = \text{True} \mid s_2 \models p) \) and \( \mathcal{O}(s_1, s_2, p, \text{False}) = Pr(Z(s_1, s_2, p) = \text{True} \mid s_2 \not\models p) \). An accurate observation model is the one for which \( \mathcal{O}(s_1, s_2, p, b) = 1 \) for \( b = \text{True} \) and \( \mathcal{O}(s_1, s_2, p, b) = 0 \) for \( b = \text{False} \). In the Bayesian framework, the observation model is used for the update of the agent’s belief. Nevertheless, in the absence of such observation model, one can perform the update in a frequentist way.

3.4 Problem Statement

We consider an l-MDP-modeled autonomous agent, whose task is encoded by a reward machine that is unknown to the agent. The ground-truth labelling function \( L_G \), providing the truth values of the atomic propositions, is also unknown to the agent. The formal definition of the problem statement is as follows.

Problem 1. Let an l-MDP agent model be \( \mathcal{M} = (S, s_1, A, T, R, AP, L_G, \hat{L}, \gamma) \) with unknown ground-truth labelling function \( L_G \) and transition function \( T \). Let also an unknown reward machine that encodes the reward function \( R \) on the ground truth be \( A \), representing a task to be accomplished. Develop an algorithm that learns a policy \( \pi \) that maximizes \( Z(s_1) = \mathbb{E}_\pi [\sum_{i=0}^{\infty} \gamma^i R(S_0, A_0 \ldots S_{i+1})] \).

Remark 1. We note that the problem of unknown ground-truth labelling function \( L_G \) and uncertain sensor observations does not apply only to cases with reward machines, but also to more general RL frameworks that employ labelling-function mappings to identify properties of the environment (e.g., [7, 42, 31, 35]). However, reward machines [7] constitute state-of-the-art tools when it comes to symbolic RL with task decomposition. Additionally, reward machines naturally depend on the atomic propositions of the environment and hence on the respective labelling function. Therefore, inference of an unknown reward machine poses a unique challenge when such a labelling function is uncertain. For the aforementioned reasons, we focus on the problem of RL with unknown reward machines. Nevertheless, we illustrate how the proposed algorithm, given in the next section, applies to more general RL frameworks.

4 Joint Inference of Reward machines and Policies for RL

The main results of the paper consist of the development of a methodology that accommodates the uncertainty in the ground-truth labelling function \( L_G \) and the environmental observations. One can incorporate such a methodology to standard RL algorithms to account for the aforementioned uncertainty. For the sake of presentation, we illustrate the incorporation of our methodology to the JIRP algorithm [8], which considers the joint inference of reward machines and policies with perfect knowledge of the environment semantics. Consequently, we provide in this section an overview of JIRP, before proceeding to the main results of the paper.

The JIRP algorithm [8] (see Algorithm 1) aims at learning the optimal policy for maximizing \( Z(s_1) \) by maintaining a hypothesis reward machine (RM) \( \mathcal{H} \) (initialized with a set of states \( V \) in line 1). Its main component is the QRMEpisode() (shown in Algorithm 2), originally proposed in [7] for accurately known reward machines. The QRM episode outputs a set \((\lambda, \rho)\), called trace, and a set \( Q \) of q-functions \( q^v \) (initialized in line 2), one for each state \( v \in V \) of the hypothesis reward machine; recall that a reward machine decomposes the overall task into sub-tasks, one for each one of its states. The current state \( v \) of the hypothesis reward machine guides the exploration by determining which q-function is used to choose the next action (line 3 of Alg. 2). However, in each single exploration step, the algorithm updates the q-functions that correspond to all reward-machine states (lines 7 and 11 of
Algorithm 1 JIRP Algorithm

1: $\mathcal{H} \leftarrow \text{Initialize}(V)$
2: $Q = \{q^v|v \in V\} \leftarrow \text{Initialize}()$
3: $X \leftarrow \emptyset$
4: for episode $n = 1, 2, \ldots$ do
5: \hspace{1em} $(\lambda, \rho, Q) \leftarrow \text{QRM\_episode}(\mathcal{H}, Q, \mathcal{L})$
6: \hspace{1em} if $\mathcal{H}(\lambda) \neq \rho$ then \hspace{1em} // The trace $(\lambda, \rho)$ is inconsistent with $\mathcal{H}$
7: \hspace{2em} $\text{Add}(X, (\lambda, \rho))$ \hspace{1em} // Append the set $X$ with the trace $(\lambda, \rho)$
8: \hspace{1em} $\mathcal{H} \leftarrow \text{Infer}(X)$ \hspace{1em} // Infer a new reward machine from $X$
9: \hspace{1em} $Q \leftarrow \text{Initialize}()$
10: end if
11: end for

Algorithm 2 QRM\_episode($\mathcal{H}$, $Q$, $\mathcal{L}$)

Input: A reward machine $\mathcal{H} = (V, v_I, 2^P, \mathbb{R}, \delta, \sigma)$, a set of $q$-functions $Q = \{q^v|v \in V\}$, a labelling function $\mathcal{L}$.
1: $s \leftarrow \text{InitialState}(); v \leftarrow v_I, \lambda \leftarrow \emptyset; \rho \leftarrow \emptyset$
2: for $0 \leq t < \text{episode}()$ do
3: \hspace{1em} $a \leftarrow \text{GetEpsilonGreedyAction}(q^v, s)$
4: \hspace{1em} $s' \leftarrow \text{ExecuteAction}(s, a)$ \hspace{1em} // Transition in $1$-MDP $\mathcal{M}$ based on $\mathcal{T}(s', a, s)$
5: \hspace{1em} $v' \leftarrow \delta(v, \mathcal{L}(s, a, s'))$ \hspace{1em} // Transition in $\mathcal{H}$
6: \hspace{1em} $r \leftarrow \text{ObserveReward}()$
7: \hspace{1em} $q^v(s, a) \leftarrow \text{Update}(r, s')$ \hspace{1em} // Update of $q$-function for state $v$ of $\mathcal{H}$
8: \hspace{1em} for $\hat{v} \in V \setminus v$ do
9: \hspace{2em} $\hat{v}' \leftarrow \delta(\hat{v}, \mathcal{L}(s, a, s'))$ \hspace{1em} // Transition in $\mathcal{H}$
10: \hspace{2em} $\hat{r} \leftarrow \sigma(\hat{v}, \mathcal{L}(s, a, s'))$ \hspace{1em} // Reward calculation from $\mathcal{H}$
11: \hspace{2em} $q^\hat{v}(s, a) \leftarrow \text{Update}(\hat{r}, s')$ \hspace{1em} // Update of $q$-function for state $\hat{v}$ of $\mathcal{H}$
12: end for
13: $\text{Append}(\lambda, \mathcal{L}(s, a, s'))$; $\text{Append}(\rho, r)$
14: $s \leftarrow s'; v \leftarrow v'$
15: end for
16: return $(\lambda, \rho, Q)$

Furthermore, the algorithm uses the sets $\lambda$ and $\rho$ to collect the labelling and reward sequences $\mathcal{L}(s, a, s')$ and $r$, respectively, from the agent trajectory (line 13 of Alg. 2). Note that the returned rewards in $\rho$ are observed (line 6 of Alg. 2), since the reward machine encoding the actual reward function is not known. Instead, JIRP operates with a hypothesis reward machine, which is updated using the traces of QRM\_episode(). In particular, the episodes of QRM are used to collect traces and update $q$-functions. As long as the traces are consistent with the current hypothesis reward machine, QRM explores more of the environment using the reward machine to guide the search. However, if a trace $(\lambda, \rho)$ is detected that is inconsistent with the hypothesis reward machine (i.e., $\mathcal{H}(\lambda) \neq \rho$, line 6 of Alg. 1), JIRP stores it in a set $X$ (line 7 of Alg. 1) - the trace $(\lambda, \rho)$ is called a counterexample and the set $X$ a sample. Once the sample is updated, the algorithm re-learns a new hypothesis reward machine (line 8 of Alg. 1) and proceeds. More information can be found in [8, 7]. We further detail the various functions used in Alg. 2: The function $\text{GetEpsilonGreedyAction}(q^v, s)$ chooses an action based on an $\varepsilon_a$-greedy method, i.e., it chooses the action $\text{argmax}_{a \in A}(q^v(s, a))$ with probability $1 - \varepsilon_a$ and a random action $a \in A$ with probability $\varepsilon_a$ for a small positive constant $\varepsilon_a$. The function $\text{Update}(r, s')$ updates $q^v(s, a)$ based on

$$q^v(s, a) \leftarrow q^v(s, a) + \alpha_{lr} \left( r + \gamma \max_{a' \in A} q^v(s', a') - q^v(s, a) \right)$$

for a constant $\alpha_{lr}$ representing the learning rate.
5 Joint Learning of Reward Machines and Policies with Partially Known Semantics

This section gives the main results of this paper, which is joint perception and inference of policies and reward machines. In particular, we extend the JIRP algorithm, presented in Section 4, to take into account the uncertainty in the labelling function. More specifically, our algorithm tries to infer the reward machine $\mathcal{A}$ that encodes the reward function on the most probable outcomes, $L(\hat{L}_j, \cdot)$, i.e., $\mathcal{A}(\hat{a}_0, \ldots, \hat{a}_k) = r_0 \ldots r_k$ for some $j \geq 0$. At the same time, the agent’s belief is updated at every time step based on the observation model of Definition 3. Similarly to [19], if the agent’s knowledge about the environment has changed significantly, the agent then updates its belief $\hat{L}$ and aims to infer a new reward machine.

Algorithms 3 and 4 illustrate the aforementioned procedure. The algorithms are similar to 1 and 2, respectively, with three main differences: first, Alg. 3 aims to approximate a reward machine $\mathcal{A}$ that encodes the reward functions on the “current” belief $L(\hat{L}_h, \cdot)$; second, Alg. 4 updates this belief using the observation obtained by the agent in its state (line 14 of Alg. 4); third, Alg. 3 updates the belief $L(\hat{L}_h, \cdot)$, and consequently the reward machine $\mathcal{H}$, if it is different enough from what is dictated by the obtained observations (lines 13-18 of Alg. 3). We present next the reasoning of Alg. 3 and 4 in more detail.

Algorithm 3 uses a hypothesis reward machine $\mathcal{H}$ (line 1 of Alg. 3) to guide the learning process. Similarly to [8], it runs multiple QRM episodes to update the Q functions, and uses the collected traces to update the counterexamples in the set $X$ and $\mathcal{H}$ (lines 7-12 of Alg. 3). Nevertheless, in our case, $\mathcal{H}$ aims to approximate the reward machine $\mathcal{A}$ that encodes the reward function on the most probable outcomes, $L(\hat{L}_h, \cdot)$, since that is the available information to the agent: $\hat{L}_h$ is the “current” belief that the agent uses in its policy learning and reward-machine inference. This is illustrated via a modified version of the QRM episode algorithm (QRM_episode_mod invoked in line 7 of Alg. 3), shown in Algorithm 4. In particular, QRM_episode_mod uses the probabilistic belief $\hat{L}_h$ in order to navigate in the hypothesis reward machine $\mathcal{H}$ (lines 5, 9 of Alg. 4). Moreover, $\hat{L}_h$ is used to update the counterexample set $X$ with the inconsistent traces (line 15 of Alg. 4 and lines 8-12 of Alg. 3). Hence, Alg. 3 aims to infer the reward machine that encodes the reward function on the belief $\hat{L}_h$. Of course, as illustrated in Example 1, there might not exist a reward machine that encodes the reward function on $\hat{L}_h$. In that case, the algorithm cannot infer the “correct” reward machine. For this reason, the modified QRM-episode algorithm updates a recurring probabilistic belief $\hat{L}_j$ (line 14) in a Bayesian manner and based on the observation model of Def. 3; we provide the function BayesUpdate() in Section 5.1. The environment probabilistic belief $\hat{L}_h$ used in the policy- and reward-machine-learning is updated with the current belief $\hat{L}_j$ only if the two are significantly different (lines 13-18 of Algorithm 3), which is evaluated by the function SignifChange(). More specifically, if $\hat{L}_j$ is significantly changed with respect to the estimate $\hat{L}_h$, the algorithm updates $\hat{L}_h$ accordingly, re-initializes the $Q$ functions, the hypothesis reward machine $\mathcal{H}_h$, and the counterexample set $X$. We provide the function SignifChange(), which evaluates the difference among $\hat{L}_h$ and $\hat{L}_j$ using a divergence test, in Section 5.2.

5.1 Information Processing

This section provides the BayesUpdate($\hat{L}_{j-1}, s'$) function (line 14 of Alg. 4) that updates the probability distribution $\hat{L}_j$ based on the observation made by the agent at state $s'$.

When at state $s'$, the agent will receive new perception outputs according to the observation model $O(s', \ldots)$ for all states and atomic propositions. The agent then employs the observations to update its learned model of the environment in a Bayesian approach. For ease of notation, let $\hat{L}_j = \hat{L}_j(s, p)$ and $O(b) = O(s', s, p, b)$. Given the prior belief of the agent $\hat{L}_{j-1}$ and the received observations $Z$, the posterior belief follows

$$Pr(s \models p|Z(s', s, p) = \text{True}) = \frac{\hat{L}_{j-1} O(\text{True})}{\hat{L}_{j-1} O(\text{True}) + (1 - \hat{L}_{j-1}) O(\text{False})} \quad (2a)$$

$$Pr(s \models p|Z(s', s, p) = \text{False}) = \frac{\hat{L}_{j-1} (1 - O(\text{True}))}{\hat{L}_{j-1} (1 - O(\text{True})) + (1 - \hat{L}_{j-1}) (1 - O(\text{False}))} \quad (2b)$$
Algorithm 3 Joint Perception and Learning Algorithm

1: $\mathcal{H} \leftarrow \text{Initialize}(V)$
2: $Q = \{q^v | v \in V\} \leftarrow \text{Initialize}(V)$
3: $X \leftarrow \emptyset$
4: $j \leftarrow 0$
5: $\hat{L}_h \leftarrow \hat{L}_0$
6: for episode $n = 1, 2, \ldots$ do
7:  $(\lambda, \rho, Q, \hat{L}_j) \leftarrow \text{QRM}_{\text{episode}}(\mathcal{H}, Q, \hat{L}_h, \hat{L}_j)$
8:  if $\mathcal{H}(\lambda) \neq \rho$ then // The trace $(\lambda, \rho)$ is inconsistent with $\mathcal{H}$
9:     add $(\lambda, \rho)$ to $X$ // Append the set $X$ with the trace $(\lambda, \rho)$
10:     $\mathcal{H} \leftarrow \text{Infer}(X)$ // Infer a new reward machine from $X$
11:     $Q \leftarrow \text{Initialize}()$
12:  end if
13:  if $\text{SignifChange}(\hat{L}_h, \hat{L}_j)$ then // $\hat{L}_j$ has changed significantly with respect to $\hat{L}_h$
14:     $\mathcal{H} \leftarrow \text{Initialize}(V)$
15:     $Q \leftarrow \text{Initialize}(V)$
16:     $X \leftarrow \emptyset$
17:     $\hat{L}_h \leftarrow \hat{L}_j$
18:  end if
19: end for

Algorithm 4 $\text{QRM}_{\text{episode}}(\mathcal{H}, Q, \hat{L}_h, \hat{L}_j)$

Input: A reward machine $\mathcal{H} = (V, v_1, 2^P, \mathbb{R}, \delta, \sigma)$, a set of $q$-functions $Q = \{q^v | v \in V\}$, two probabilistic beliefs $\hat{L}_h, \hat{L}_j$.

1: $s \leftarrow \text{InitialState}(); v \leftarrow v_1, \lambda \leftarrow []; \rho \leftarrow []$
2: for $1 \leq t < \text{eplength}$ do
3:  $a \leftarrow \text{GetEpsilonGreedyAction}(q^v, s)$
4:  $s' \leftarrow \text{ExecuteAction}(s, a)$ // Transition in $l$-MDP $\mathcal{M}$ based on $T(s', a, s)$
5:  $v' \leftarrow \delta(v, \hat{L}(\hat{L}_h, s'))$ // Transition in $\mathcal{H}$ based on $\hat{L}_h$
6:  $r \leftarrow \text{ObserveReward}()$
7:  $q^v(s, a) \leftarrow \text{Update}(r, s')$ // Update of $q$-function for state $v$ of $\mathcal{H}$
8:  for $v \in V \setminus v_1$ do
9:      $\hat{v}' \leftarrow \delta(\hat{v}, \hat{L}(\hat{L}_h, s'))$ // Transition in $\mathcal{H}$ based on $\hat{L}_h$
10:     $\hat{r} \leftarrow \sigma(\hat{v}, \hat{L}(\hat{L}_h, s'))$ // Reward calculation from $\hat{H}$ based on $\hat{L}_h$
11:     $q^{\hat{v}}(s, a) \leftarrow \text{Update}(\hat{r}, s')$ // Update of $q$-function for state $\hat{v}$ of $\hat{H}$
12: end for
13: $j \leftarrow (n - 1) \cdot \text{eplength} + t$
14: $\hat{L}_j \leftarrow \text{BayesUpdate}(\hat{L}_{j-1}, s')$ // Update probabilistic belief $\hat{L}_j$
15: Append($\lambda, \hat{L}(\hat{L}_h, s')$); Append($\rho, r$)
16: $s \leftarrow s'; v \leftarrow v'$
17: end for
18: return $(\lambda, \rho, Q, \hat{L}_j)$

for all $s \in S$ and $p \in AP$. Depending on the truth value observed for $p$, $\text{BayesUpdate}(\hat{L}_{j-1}, s')$ updates $\hat{L}_j$ according to one of the aforementioned expressions. Besides, for any $P \subseteq AP$, $\hat{L}_j(s, P) = \prod_{p \in P} \hat{L}_j(s, p)$.

5.2 Divergence Test on the Belief

This section provides the $\text{SignifChange}(\hat{L}_h, \hat{L}_j)$ function (line 13 of Alg. 3) that compares the distributions $\hat{L}_h$ and $\hat{L}_j$.

As mentioned before, if the agent’s current estimate about the atomic propositions, encoded by the current belief $\hat{L}_j$, has not changed significantly from its previous estimate (encoded by $\hat{L}_h$), then the agent will continue executing the algorithm using the current $\hat{L}_h$. However, if its estimate has changed
significantly, the agent will update its belief and aim to infer a new reward machine (lines 13-18 of Alg. 3). The algorithm compares the two distributions, $\hat{L}_h$ and $\hat{L}_j$ via the function SignifChange().

The function uses the Jensen-Shannon divergence to quantify the change in the belief distribution between two consecutive time steps. We note here that alternative divergence methods would also work without altering the correctness of the algorithm (proven in Sec. 5.4). We choose the Jensen-Shannon divergence due to its symmetry, finite value, and its efficiency for generic distributions over atomic propositions. The cumulative Jensen-Shannon divergence over the states and the propositions can be expressed as

$$D_{JSD}(\hat{L}_h||\hat{L}_j) = \frac{1}{2}D_{KL}(\hat{L}_h||\hat{L}_m) + \frac{1}{2}D_{KL}(\hat{L}_j||\hat{L}_m) =$$

$$\frac{1}{2} \sum_{s \in S} \sum_{p \in AP} \hat{L}_h(s,p) \log \frac{\hat{L}_h(s,p)}{\hat{L}_m(s,p)} + (1 - \hat{L}_h(s,p)) \log \frac{1 - \hat{L}_c(s,p)}{1 - \hat{L}_m(s,p)}$$

$$+ \frac{1}{2} \sum_{s \in S} \sum_{p \in AP} \hat{L}_j(s,p) \log \frac{\hat{L}_j(s,p)}{\hat{L}_m(s,p)} + (1 - \hat{L}_j(s,p)) \log \frac{1 - \hat{L}_c(s,p)}{1 - \hat{L}_m(s,p)}$$

where $\hat{L}_m = \frac{1}{2}(\hat{L}_h + \hat{L}_j)$ is the average distribution. One of the input parameters to the algorithm is a threshold $\gamma_d$ on the above divergence; SignifChange$(\hat{L}_h, \hat{L}_j)$ returns False if $D_{JSD}(\hat{L}_h||\hat{L}_j) < \gamma_d$ and True if $D_{JSD}(\hat{L}_h||\hat{L}_j) \geq \gamma_d$, determining whether the agent will use its previous estimate $\hat{L}(\hat{L}_h, \cdot)$ or update $\hat{L}_h$ to guide the learning and reward machine inference.

5.3 Inference of Reward Machines

The goal of reward-machine inference is to find a reward machine $H$ that is consistent with all the counterexamples in the sample set $X$, i.e., such that $H(\lambda) = \rho$ for all $(\lambda, \rho) \in X$, for the current belief $\hat{L}_h$. Unfortunately, such a task is computationally hard in the sense that the corresponding decision problem “given a sample $X$ and a natural number $k > 0$, does a consistent Mealy machine with at most $k$ states exist?” is NP-complete [8, 38]. In this paper we follow the approach of [8], which is to learn minimal consistent reward machines with the help of highly-optimized SAT solvers [39, 40, 41]. The underlying idea is to generate a sequence of formulas $\phi^X_k$ in propositional logic for increasing values of $k \in \mathbb{N}$ (starting with $k = 1$) that satisfy the following two properties:

- $\phi^X_k$ is satisfiable if and only if there exists a reward machine with $k$ states that is consistent with $X$;
- a satisfying assignment of the variables in $\phi^X_k$ contains sufficient information to derive such a reward machine.

By increasing $k$ by one and stopping once $\phi^X_k$ becomes satisfiable (or by using a binary search), we construct an algorithm that learns a minimal reward machine that is consistent with the given sample.

As stressed in Example 1, a reward machine that encodes $R$ on $\hat{L}_h$ might not exist and the inference procedure might end up creating an arbitrarily large Mealy machine and yielding very high computation times (trying to compute a Mealy machine that does not exist). To prevent such cases, one can limit the maximum allowable number of states of the Mealy machine and the maximum number of episodes used to generate the counterexamples, and use the last valid inferred Mealy machine (or the initial estimate if there is no valid one). We note that such a technique requires knowledge of an upper bound on the number of states of the reward machine. Practically, this bound could be a conservatively large number that could be derived from the total number of atomic propositions $AP$. Nevertheless, large bounds could lead to high computational times in cases the algorithm is trying to infer a reward machine that does not exist due to inaccuracies in $\hat{L}_h$. Such complexity stems from the inherent scalability issues of the employed SAT-based optimizers and can be alleviated by modifying the underlying algorithms to obtain polynomial-time heuristics [8, Sec. 4.3]. In the experimental results, the proposed algorithm, such cases did not prevent the successful convergence of the proposed algorithm.

A sufficient condition for a reward machine that encodes $R$ on $\hat{L}_h$ to exist is sufficient accuracy of $\hat{L}_h$, i.e., $\hat{L}(\hat{L}_h, s) = \{p \in AP : \hat{L}_h(s,p) \geq 0.5\} = L_G(s)$, for all $s \in S$ (see (1)). Intuitively, such a
property implies that the most probably atomic-proposition estimates are the correct ones. We show later that such a property can be achieved with an unambiguous observation model and sufficient exploration of the environment. In case \( \hat{L}(\hat{L}_h, s) \neq L_G \), it is not straightforward to derive conditions for the existence of a reward machine that encodes \( R \) on \( \hat{L}_h \). Based on intuition, one could argue that small inaccuracies in \( \hat{L}_h \), such as wrong labels in just one of the environment states, could lead to such a property. Consider, however, the grid example of Fig. 2 and the case where \( \hat{L}(\hat{L}_h, s_{1j}) = L_G(s_{1j}) \) for all \( i \in \{1, 2\}, j \in \{1, \ldots, 5\} \), except for \( \hat{L}(\hat{L}_h, s_{14}) = \{\text{“}X\text{”}\} \neq L_G(s_{14}) = \{\text{“}o\text{”}\} \), i.e., the sensor falsely detects an obstacle at state \( s_{14} \). In that case, there is no reward machine that encodes \( R \) on \( \hat{L}_h \): if such a reward machine \( \mathcal{A} \) existed, its reward sequence \( \mathcal{A}(\hat{\ell}_0, \ldots, \hat{\ell}_k) \), given an input label sequence from any trajectory \( s_{0a0} \ldots s_{k, k+1} \) and based on \( \hat{L}_h \), would need to match the observed reward sequence. Consider, however, the trajectory \( s_{11} s_{12} s_{13} s_{14} s_{24} \), which gives the observed label sequence \( \{\text{“}c\text{”}\}, \{\text{“}X\text{”}\}, \{\text{“}o\text{”}\} \). In order for \( \mathcal{A}(\{\text{“}c\text{”}\}, \{\text{“}X\text{”}\}, \{\text{“}o\text{”}\}) \) to match the observed reward sequence, which is 0, 0, 0, 1, \( \mathcal{A} \) would have to neglect the obstacle label “X”. In that case, however, the reward machine would output a reward sequence of 0, 0, 0, 1 also for the trajectory \( s_{11} s_{12} s_{22} s_{23} s_{24} \), which gives the observed label sequence \( \{\text{“}c\text{”}\}, \{\text{“}X\text{”}\}, \{\text{“}X\text{”}\}, \{\text{“}o\text{”}\} \), i.e., \( \mathcal{A}(\{\text{“}c\text{”}\}, \{\text{“}X\text{”}\}, \{\text{“}X\text{”}\}, \{\text{“}o\text{”}\}) = 0, 0, 0, 1 \). The observed reward sequence, however, is a sequence of zeros due to encounter of obstacles. Hence, there is no reward machine that encodes \( R \) on \( \hat{L}_h \).

Similarly, one might argue that if \( \hat{L}(\hat{L}_h, s) \) is not equal to \( L_G \), then there is no reward machine that encodes \( R \) on \( \hat{L}_h \). Consider, however, the scenario where the task is to bring coffee or water to the office without encountering any obstacles and the extra atomic proposition “water” is found in \( s_{14} \). The aforementioned guarantees are based on two sufficient conditions. First, the estimate \( \hat{L}(\hat{L}_h, \cdot) \) becomes identical with the ground-truth labelling function \( L_G \) after a finite number of episodes. Second, the length of each episode is larger than \( 2|\mathcal{A}| + 1 \) where \( \mathcal{A} \) is the unknown reward machine that encodes the task to be accomplished. The first condition is tightly connected to the observation model \( \mathcal{O} \) of the agent (see Def. 3) and its effect on the Bayesian updates (2). Intuitively, when there is no ambiguity in the observation model, i.e., it is sufficiently accurate or inaccurate, the Bayesian updates (2), along with consistent observations, lead to accurate estimation of \( L_G \). In the next section, we show that such ambiguity implies \( \mathcal{O}(s_1, s_2, p, \text{True}) = Pr(Z(s_1, s_2, p) = \text{True}|s_2 = p) > \mathcal{O}(s_1, s_2, p, \text{False}) = Pr(Z(s_1, s_2, p) = \text{False}|s_2 \neq p) \) or \( \mathcal{O}(s_1, s_2, p, \text{True}) = Pr(Z(s_1, s_2, p) = \text{True}|s_2 = p) < \mathcal{O}(s_1, s_2, p, \text{False}) = Pr(Z(s_1, s_2, p) = \text{False}|s_2 \neq p) \) and we illustrate that, in such cases, observations that are consistent with the truth values of \( \mathcal{A} \) and the observation model lead to convergence of \( \hat{L}(\hat{L}_h, \cdot) \) to \( L_G(\cdot) \). Nevertheless, such conditions are only sufficient for accurate estimation of \( L_G \). The experiments of Section 6 illustrate that the proposed algorithm learns how to accomplish the underlying task even with random observation models.

The convergence results are given in the following Theorem, whose proof can be found in the Appendix:

**Theorem 1.** Let \( \mathcal{M} = (S, S, A, T, R, AP, \hat{L}, \gamma) \) be an l-MDP and \( \mathcal{A} \) be a reward machine that encodes the reward function \( R \) on the ground truth. Further, assume that there exists a constant \( n_f > 0 \) such that \( \hat{L}(\hat{L}_h, \cdot) = L_G(\cdot) \), for all episodes \( n > n_f \) of Algorithm 3. Then, Algorithm 3, with elength \( \geq 2|\mathcal{A}| + 1\), converges almost surely to an optimal policy in the limit.

\(^2\)Note that this implies that \( \{p \in AP : \hat{L}_h(s, p) \geq 0.5\} = L_G(s) \) for all \( s \in S \).
Remark 2. It can be concluded that the main differences of the proposed algorithm with respect to JIRP [8] consist of the updates of the labelling-function estimate (Sec. 5.1) and the divergence test (Sec. 5.2). As mentioned before, however, these techniques can be applied to more general RL frameworks that rely on labelling functions [42, 31]. Such an application follows a procedure similar to the extension of the JIRP algorithm in the proposed methodology. More specifically, all the operations of the respective algorithms can be implemented based on a labelling-function estimate \( \hat{L} \). Since the algorithms in these works rely on exploration of the environment by the agents, as commonly done in RL, sensor observations can be used to update a running estimate \( \hat{L} \), as done in Sec. 5.1. Then, a divergence test can determine the update of \( \hat{L}_h \) with \( \hat{L}_i \), as done in Sec. 5.2.

5.5 Accurate estimation of \( L_G \)

This section provides further insights on the relation of the Bayesian updates (2) and the observation model \( O \) towards the accurate estimation of \( L_G \) by \( \hat{L} \) given in (1). For ease of exposition, we assume that the agent receives observations about atomic proposition \( p \in AP \) in a state \( s \) only when it is located at that state. In the following, we use \( O(s, s, p, \text{True}) = O_T \) and \( O(s, s, p, \text{False}) = O_F \).

We derive a closed-form expression for the probabilistic belief \( \hat{L}_N(s, p) \) regarding an atomic proposition \( p \in AP \) in a state \( s \) after \( N \) observations. From these \( N \) observations, we consider that \( N_T \) observations correspond to the detection \( Z(s, s, p) = \text{True} \) and \( N_F \) observations correspond to \( Z(s, s, p) = \text{False} \), with \( N = N_T + N_F \). We first show that \( \hat{L}_N(s, p) \) will be the same regardless of the order of the observations. Indeed, let \( \hat{L}_i(s, p) \) be the belief at the \( i \)-th iteration, with \( i \geq 0 \). Assume that the agent then obtains first an observation \( Z(s, s, p) = \text{True} \) followed by \( Z(s, s, p) = \text{False} \). According to (2), it holds that

\[
\hat{L}_{i+1} = \frac{\hat{L}_i O_T}{\hat{L}_i O_T + (1 - \hat{L}_i) O_F} \\
\hat{L}_{i+2} = \frac{\hat{L}_{i+1}(1 - O_T)}{\hat{L}_{i+1}(1 - O_T) + (1 - \hat{L}_{i+1})(1 - O_F)} = \frac{\hat{L}_i O_T(1 - O_T)}{\hat{L}_i O_T(1 - O_T) + O_F(1 - \hat{L}_i)(1 - O_F)}
\]

where we omit the argument \((s, p)\) for brevity. On the contrary, assume that the agent obtains first an observation \( Z(s, s, p) = \text{False} \) followed by \( Z(s, s, p) = \text{True} \). According to (2), it holds that

\[
\hat{L}_{i+1} = \frac{\hat{L}_i (1 - O_T)}{\hat{L}_i (1 - O_T) + (1 - \hat{L}_i)(1 - O_F)} \\
\hat{L}_{i+2} = \frac{\hat{L}_{i+1} O_T}{\hat{L}_{i+1} O_T + (1 - \hat{L}_{i+1}) O_F} = \frac{\hat{L}_i O_T(1 - O_T)}{\hat{L}_i O_T(1 - O_T) + O_F(1 - \hat{L}_i)(1 - O_F)},
\]

from which we conclude that \( \hat{L}_{i+2} \) is the same in both cases. By induction, after \( N = N_T + N_F \) observations, \( \hat{L}_N \) will be the same regardless of the sequence of \( N_T \) and \( N_F \) observations.

We now proceed to derive a general closed-form expression for \( \hat{L}_N \). Since the sequence of observations does not alter such an expression, we assume, without loss of generality, that the agent obtains first \( N_T \) observations followed by \( N_F \) observations. After \( N_T \) observations \( Z(s, s, p) = \text{True} \), iterative application of (2a) yields

\[
\hat{L}_{N_T} = \frac{\alpha^{N_T}}{\alpha^N + (\alpha - 1) \sum_{i=0}^{N_T-1} \alpha^i}
\]

where we denote \( \alpha = \frac{O_T}{O_F} \). After another \( N_F \) observations \( Z(s, s, p) = \text{False} \), iterative application of (2b) yields

\[
\hat{L}_N = \frac{(1 - \alpha O_F)^{N_F}}{D_F}
\]
where

\[ D_F = (1 - O_F)^{N_F} \hat{L}_N^1 + O_F(1 - \alpha)(1 - \alpha O_F)^{N_F - 1} \]

\[ + O_F(1 - O_F)(1 - \alpha) \sum_{i=0}^{N_F - 2} (1 - \alpha O_F)^i (1 - O_F)^{N_F - 2 - i} \]

Substituting \( \hat{L}_{N_T} \) in \( \hat{L}_N \) yields

\[ \hat{L}_N = \frac{\alpha^{N_T} (1 - \alpha O_F)^{N_F}}{D_N} \] (5)

where

\[ D_N = \alpha^{N_T} O_F(1 - \alpha)(1 - \alpha O_F)^{N_F - 1} + (1 - O_F)^{N_F} \left( \hat{L}_0^{-1} + (\alpha - 1) \sum_{i=0}^{N_F - 1} \alpha^i \right) \]

\[ + a^{N_T} O_F(1 - O_F)(1 - \alpha) \sum_{i=0}^{N_F - 2} (1 - \alpha O_F)^i (1 - O_F)^{N_F - 2 - i} \]

Note that, the case \( O_F = O_F \), i.e., \( \alpha = 1 \), leads to \( \hat{L}_N = \hat{L}_0 \) for all \( N > 0 \). Such cases entail an ambiguous observation model and are equivalent to cases without the updates (2); the probability of observing \( Z(s, s, p) = \text{True} \) is the same regardless of whether \( s \models p \) or \( s \not\models p \) and the updates (2) fail to estimate \( L_G \). In cases of an unambiguous observation model, however, satisfying \( O_T > O_F \) or \( O_T < O_F \), observations that are consistent with \( O \) and the truth value of \( p \) in \( s \) lead to accurate estimation of \( L_G \). By consistent observations, we mean observations satisfying \( N_T = O_T N \) and \( N_F = (1 - O_T)N \) in case \( s \models p \) and \( N_T = O_F N \) and \( N_F = (1 - O_F)N \) in case \( s \not\models p \).

In order to formally prove the aforementioned conjecture, one would ideally need to show that \( \hat{L}_{N+1} > \hat{L}_N \) in case \( s \models p \) and \( \hat{L}_{N+1} < \hat{L}_N \) in case \( s \not\models p \). The complexity of the expression (5), however, renders such a procedure significantly difficult. Instead, we plot \( \hat{L}_N \) in (5) as a function of \( N \) for different values of the observation model satisfying \( O_T > O_F \) and \( O_T < O_F \). In particular, we consider four different cases formed by \( O_T > O_F, O_T < O_F \) and \( s \models p, s \not\models p \). In each of these cases, we generate 500 different combinations of \( O_T \) and \( O_F \) randomly from a uniform distribution. In the cases where \( O_T > O_F \), we choose \( O_T \) randomly in the interval \((0, 1)\) and \( O_F \) in the interval \((0, O_F)\). Reversely, in the cases where \( O_T < O_F \), we choose \( O_F \) randomly in the interval \((0, 1)\) and \( O_T \) in the interval \((0, O_T)\). In all cases we choose \( \hat{L}_0 \) randomly from a uniform distribution in \((0, 1)\). To obtain observations consistent with the observation model, we further choose \( N_T = O_T N, N_F = (1 - O_T)N \) when \( s \models p \) and \( N_T = O_F N, N_F = (1 - O_F)N \) when \( s \not\models p \). The results for the four different cases are depicted in Fig. 4. One can conclude from the figure that the \( \hat{L}_N(s, p) \) converges to 1 and 0 for when \( s \models p \) and \( s \not\models p \), respectively.

### 5.6 Extension to continuous spaces

In cases where the state \( S \) or action space \( A \) is continuous, the tabular q-updates of the QRM algorithm (Alg. 4) cannot be implemented. In such cases, one can employ a parametrization \( \theta^\beta \in \mathbb{R}^\ell \), for some \( \ell \in \mathbb{N} \), in order to approximate the \( q \) function for each state of the hypothesis reward machine. In particular, we define \( q^\beta(s, a; \theta^\beta) : S \times A \times \bar{V} \times \mathbb{R}^\ell \rightarrow \mathbb{R} \) as a parametric approximation of \( q^\beta(s, a) \) for each state-action pair \( (s, a) \in S \times A \) and reward-machine state \( v \in \bar{V} \); \( \bar{V} \) is defined as \( \bar{V} = \{1, \ldots, V\} \), where \( V \) is an upper bound on the number of reward-machine states. Such an approximation is typically modelled using deep neural networks. The q-learning update of Alg. 4 (lines 7 and 11) is then performed by minimizing the loss function \( \mathbb{E}_{s, a, s', \gamma, \beta} [q^\beta(s, a; \theta^\beta) - y]^2 \) [31], where \( p_{\theta^\beta} \) is the probability distribution of state-visit over \( S \) under an arbitrary stochastic policy \( \beta \) and \( y = R(s, \ldots, s') + \gamma \max_{a' \in A} q^\beta(s', a'; \theta^\beta) \). One could also append an intrinsic reward \( r^{in} \) to the aforementioned update; such an intrinsic reward takes positive values when the agent observes a new label during exploration in an episode and zero otherwise and has been shown to aid with learning [31, 42].

We note that, although the underlying spaces are continuous, the atomic propositions naturally induce a discrete abstraction \( S_A = \{S_{A_1}, \ldots, S_{A_M}\} \) of the continuous state space \( S \). Such an abstraction
Figure 4: Evolution of $\hat{L}_N(s, p)$ according to the Bayesian updates (2).
is formed by grouping states where the same atomic propositions hold true. That is, given \( s, s' \in S \) and \( S_{AI} \in S_{A} \) a discrete state, it holds \( s, s' \in S_{AI} \) if and only if there exists a subset \( P \subset AP \) of atomic propositions satisfying \( s \models p \) and \( s' \models p \) for all \( p \in P \). Therefore, the ground-truth labelling function \( L_G : S \rightarrow 2^{AP} \) is naturally extended from \( S \) to \( S_{A} \), i.e., \( L_G : S_{A} \rightarrow 2^{AP} \). Finally, we note that one could use appropriate tools, such as the options framework [42], to abstract the continuous state and action spaces to discrete ones and apply the proposed algorithm.

6 Experimental Results

We test the proposed algorithm in three different environments, described in the following. In all environments, we employ the RC2 SAT solver [44] from the PySAT library [45] towards reward-machine inference. All experiments were conducted on a Lenovo laptop with 2.70-GHz Intel i7 CPU and 8-GB RAM.

6.1 HouseExpo floor plans

We first test the algorithm in floor plan environments based on the indoor layouts collected in the HouseExpo dataset [43]. HouseExpo consists of indoor layouts, built from 35,126 houses with a total of 252,550 rooms. There are 25 room categories, such as bedroom, garage, office, boiler room, etc. The dataset provides bounding boxes for the rooms with their corresponding categories, along with 2D images of layouts. We pre-process these layouts to generate grid-world-like floor plans, where every grid is labelled with the type of the room it is in (see Fig. 5). We use these labels as atomic propositions to define tasks encoded as reward machines. In particular, we use the set of atomic propositions \( AP = \{ \text{kitchen, bathroom, bedroom, office, indoor} \} \).

In the experiments, an episode terminates when the agents receive a non-zero reward or the maximum number of steps allowed in one episode is exceeded. This maximum number of steps per episode is 1000, whereas the maximum number of total training steps is 500,000. Furthermore, we set the Jensen-Shannon divergence threshold \( \gamma_d \) of Section 5.2 to \( 10^{-5} \), and Algorithm 4 selects a random action with probability \( \varepsilon_a = 0.3 \).

We compare the following experimental settings regarding the observation model and the belief updates:

1. Time-varying Bayesian Observation Model (TvBNN): We use a number of training HouseExpo layouts to train a Bayesian neural network, which the algorithm uses as an observation model in test layouts for the experiments. The algorithm samples observation probabilities of the atomic propositions' truth value from the neural network at the beginning of every training episode.

2. Fixed Bayesian Observation Model (FiBNN): We use a number of training HouseExpo layouts to train a Bayesian neural network, which the algorithm uses as an observation model in test layouts for the experiments. The algorithm samples observation probabilities of the atomic propositions' truth value from the neural network only once, at the beginning of training.

3. Random Observation Model: The algorithm uses an observation model whose observation probabilities are uniformly sampled from the interval \([0.1,0.9]\).

4. Random Observation Model-2: The algorithm uses an observation model whose observation probabilities are uniformly sampled from the interval \([0.4,0.5]\).

5. No Belief Updates: The algorithm uses a belief function that is randomly initialized, without updating it.

The Bayesian observation model in the first two settings is a neural network of three densely connected layers with flipout estimators [46]. The loss function is the expected lower-bound loss, and a combination of Kullback-Leibler divergence and categorical cross entropy. Given the information about a grid in a floor plan, the Bayesian neural network (BNN) predicts category probabilities of the room where the grid is located. The input vector consists of the 2D coordinates of the grid, the size and the number of neighbours of the room. The output is the predicted probabilities of the room type. The training set consists of 3,000 pre-processed layouts from the HouseExpo dataset, which we select based on the floor plan size and the number of different room categories. After pre-processing, to eliminate variance with respect to the initial position of grids, we rotate every
training layout 3 times by 90 degrees, and then add each rotated version to the training set. In all aforementioned cases, we simulate the observations to be consistent with the respective observation model, i.e., observe that $Z(s_1, s_2, p) = \text{True}$ and $Z(s_1, s_2, p) = \text{False}$ with probabilities $O(s_1, s_2, p, \text{True})$ and $1 - O(s_1, s_2, p, \text{True})$, respectively, when $s_2 \models p$, and with probabilities $O(s_1, s_2, p, \text{False})$ and $1 - O(s_1, s_2, p, \text{False})$, respectively, when $s_2 \not\models p$.

For the reward-machine-inference part of the algorithm, we limit the maximum allowable number of states for the hypothesis reward machine to 4. Similarly, we limit the maximum allowable size of the trace sets, which is the number of episodes whose traces are recorded, to 20. In case the inference exceeds the allowed number of states, the process is stopped and the training continues with the last valid hypothesis reward machine until the next inference step.

We first specify the following task to the agent: $\phi_1 = \text{“Go to bedroom or office, and then to the kitchen”}$, which is encoded by the reward machine shown in Fig. 6.

We execute the proposed algorithm in 75 test floor plans. For each one of the first four experimental settings, where updates according to an observation model are performed, the learning agent is trained 5 times in each test floor plan, each one corresponding to a different random seed, leading to a total of 375 runs. For the last setting that does not include belief updates, we removed 12 test floor plans where the inference procedure took unreasonably long time to finish, resulting in 63 test floor plans. This is attributed to the fact that the belief functions are randomly initialized and not updated throughout the training. For this last setting, the learning agent is also trained 5 times in each test floor plan,
each one corresponding to a different random seed, leading to a total of 290 runs. In each one of
the aforementioned runs, we perform an evaluation episode every 100 training steps and register the
obtained rewards. Figure 7 and Table 1 show the results. In particular, Fig. 7a depicts the progression
of the rewards during training for the time-varying BNN (TvBNN), separated in the ones belonging to
the 25th and 75th percentiles, and the ones belonging to the 10th and 90th percentiles; The figure also
depicts the median values with solid line. We omit the plots for the other observation models since they
converge after a similar amount of steps, as can be verified by Table 1. In particular, Table 1 shows the
training steps required for convergence for the 25th (Q1), 50th (Q2), and 75th (Q3) percentiles of the
attained rewards for all cases of observation models. More specifically, we compute the 1th percentile
as follows: for each training step, we write the obtained rewards for all the 375 runs in increasing order
and calculate the 1th position; subsequently, the training steps for the 1th percentile are the training
steps required for this position to become 1. The table also depicts the ratio of successful inferences of
reward machines (RS), and the average number of belief updates (BU) of after the JSD divergence
test.

Figures 7b-7d demonstrate the progression of belief updates throughout the training; Fig. 7b shows
the number of training runs (y-axis) in which the belief function is updated for the kth time (x-axis). For instance, in the time-varying BNN ("TvBNN") setting, the learning agent updates its belief
for the third time in around 20 runs out of 375 training runs (5 runs per every floor plan where a
reward machine is successfully inferred). Fig. 7c shows the number of the step (y-axis) in which the
belief function is updated for the kth time on average (x-axis), and Fig. 7d displays the average Jensen-
Shannon divergence value that led to the kth belief update. The time-varying BNN ("TvBNN") setting
allows the learning agent to obtain a belief function that represents the environment well in a couple of
steps. When sampling observation probabilities once, as in the fixed BNN ("FiBNN") setting, it slows
down the process since the sampled observation might not be informative. Regarding the random
observation model, due to the wide uniform distribution range, the agent samples probabilities that
are close to zero or one, resulting to a more unambiguous observation model; that is, the agent is more
“certain” that an atomic proposition won’t or will be observed, respectively. This is the reason why
the second random observation model performs more belief updates until the divergence score drops
below the threshold. Overall, it is expected to see that, in the BNN settings, the algorithm performs
fewer belief updates compared to the random settings.

In view of the aforementioned results, one concludes that the labelling-function belief converges
after much fewer steps than the ones needed for the learning of the optimal policy. Therefore, the
different observation models used do not affect significantly the inference of the reward machine or the
speed of the q-learning’s convergence to the optimal policy, as long as such observation models lead to
accurate estimation of the ground-truth labelling function. This fact can be verified by the experiments
of Sec. 5.4, where the labelling-function estimate converges after approximately 500 updates (training
steps), which is much fewer than the thousands of steps needed for learning the optimal policy (see
Fig. 7 and Table 1).

Table 1: Convergence results of the proposed algorithm under different observation models in 5 inde-
dependent runs for 75 test indoor layouts in the first HouseExpo floorplan experiment.

| Settings | TvBNN | FiBNN | Random | Random2 | No Update |
|----------|-------|-------|--------|---------|-----------|
| Q1       | 95,800| 109,600| 103,000| 107,800 | 500,000   |
| Q2       | 44,400| 48,900 | 40,100 | 45,700  | 189,900   |
| Q3       | 9,900 | 22,700 | 11,200 | 17,200  | 35,000    |
| RS       | 75/75 | 75/75 | 75/75  | 75/75   | 63/75     |
| BU       | 1.6   | 2.79  | 3.73   | 6.64    | -         |

To test the capabilities of our method in a more complicated scenario, we set a second task as
φ2 = “Go to kitchen while avoiding the bathroom, and then go to the bathroom while avoiding the
bedroom”, which is encoded by the reward machine shown in Fig. 8.

For this second task, we execute the proposed algorithm in 7 test floor plans with 5 different random
seeds, resulting to a total of 35 runs. Figure 9 and Table 2 show the convergence results and belief
updates, similar to the ones for φ1, for the first four settings; we omit the last one (no belief updates)
since training fails to yield an inferred reward machine. We conclude that all observation models
Figure 7: (a): Attained rewards of 5 independent runs for every 100 training steps in 75 test indoor layouts for task $\phi_1$ using TvBNN: The darker region is bounded by 25th and 75th percentiles, while the lighter region is bounded by 10th and 90th. The solid line represents the median. (b)-(d): Progression of belief updates during training for task $\phi_1$.

Figure 8: Ground truth reward machine of the task $\phi_2$. 
Figure 9: (a): Attained rewards of 5 independent runs for every 100 training steps in 7 test indoor layouts for task $\phi_2$ using TvBNN: The darker region is bounded by 25th and 75th percentiles, while the lighter region is bounded by 10th and 90th. The solid line represents the median. (b)-(d): Progression of belief update during training for task $\phi_2$.

lead to accurate estimation of the ground-truth labelling function and hence to successful inference of the reward machine and learning of the optimal policy. According to Table 2, the belief update patterns are similar to the ones observed for $\phi_1$. The average number of belief updates is smaller for the BNN observation settings compared to the random observation settings. The TvBNN setting requires the fewest number of belief updates on average, whereas the Random-2 setting requires the highest number of updates. Finally, one can still conclude that the proposed algorithm outperforms the nominal setting, where no belief updates are performed.

Table 2: Convergence results of the proposed algorithm under different observation models in 5 independent runs for 7 test indoor layouts in the second HouseExpo floorplan experiment.
6.2 Office world

We next test the proposed algorithm in the office-world environment shown in Fig. 10a. The environment is a $12 \times 9$ grid world with four atomic propositions $\mathcal{AP} = \{a, b, c, d\}$ corresponding to coffee $a$, mail $b$, obstacle $c$, and office $d$. The task assigned to the agent is to get coffee, then mail, and eventually arrive at the office without encountering the obstacle. The reward machine that encodes the aforementioned task is given in Figure 10b. In the experiments, an episode terminates when the agent reaches the accepting state or it exceeds the maximum number of 2000 steps per episode. The maximum number of training steps is 1,500,000. We set the Jensen-Shannon divergence threshold $\gamma_d$ to $\gamma_d = 10^{-5}$ and Algorithm 4 selects a random action with probability $\varepsilon_a = 0.3$.

We consider the following experimental settings, where we compare different observation models as well as with standard learning-algorithms of the related literature. In what follows, we use the acronym JPL (Joint Perception and Learning) for the proposed algorithm.

1. True Observation model (JPL-true): The proposed algorithm uses an accurate and unambiguous observation model that gives the ground-truth probability of observing an atomic proposition at a state, i.e., $O(s_1, s_2, p, \text{True}) = 1$ and $O(s_1, s_2, p, \text{False}) = 0$.

2. False Observation model (JPL-false): The proposed algorithm uses an inaccurate and unambiguous observation model that gives false probabilities of observing an atomic proposition at a state, i.e., $O(s_1, s_2, p, \text{True}) = 0$ and $O(s_1, s_2, p, \text{False}) = 1$.

3. Random Observation model (JPL-random): The algorithm uses an observation model whose observation probabilities are uniformly sampled from the interval $[0.1, 0.9]$.

4. Random Observation model-2 (JPL-random2): The algorithm uses an observation model whose observation probabilities are uniformly sampled from the interval $[0.4, 0.6]$.

5. Q-learning: We test the traditional Q-learning algorithm [47] with a randomly initialized labelling-function belief, without updating it or inferring a reward machine. Our implementation extends the original algorithm by providing a vector of binary values indicating whether each atomic proposition is observed by the agent (1) or not (0) according to its belief function.

6. DDQN: We test the double deep Q-learning (DDQN) algorithm [?], with a randomly initialized labelling-function belief, without updating it or inferring a reward machine. Our implementation augments the state space with the sequence of the last 200 labels observed according to the agent’s belief function. We use a neural network of 6 hidden layers, each consisting of 64 neurons.
In all aforementioned cases, we simulate the observations to be consistent with the respective observation model, i.e., observe that \( Z(s_1, s_2, p) = \text{True} \) and \( Z(s_1, s_2, p) = \text{False} \) with probabilities \( O(s_1, s_2, p, \text{True}) \) and \( 1 - O(s_1, s_2, p, \text{True}) \), respectively, when \( s_2 \models p \), and with probabilities \( O(s_1, s_2, p, \text{False}) \) and \( 1 - O(s_1, s_2, p, \text{False}) \), respectively, when \( s_2 \not\models p \).

We run the aforementioned cases in the office environment for 10 independent runs, each corresponding to a different random seed. In each one of the aforementioned runs, we perform an evaluation episode every 100 training steps and register the obtained rewards. The results are shown in Fig. 11 and Table 3. In particular, Fig. 11a shows the progression of rewards collected in test episodes for the random observation model (JPL-random) as well as for the Q-learning and DDQN algorithms. One concludes that the proposed algorithm successfully learns the optimal policy, whereas Q-learning and DDQN fail to learn a policy that accomplishes the task; such a result demonstrates that simply augmenting the state space with observed labels is not sufficient neither with a Q-table nor with a Q-function approximated by a neural network. We omit the reward-progression plots for the other cases of observation models, since they yield similar convergence results with the first random observation model. Table 3 shows the training steps required for convergence for the 25th (Q1), 50th (Q2), and 75th (Q3) percentiles of the attained rewards for the aforementioned cases, as in Sec. 6.1. The table also depicts the average number of belief updates (BU) of \( \hat{L}_h \).

Figures 11b-11d further show how the information-processing mechanism of the proposed algorithm handles the belief updates. On average, JPL-true and JPL-false obtain a belief function that satisfies the JSD constraint, \( \gamma_d = 10^{-5} \), in one episode, hence Figs. 11b, 11c, and 11d have only one data point for these algorithms; JPL-random2 satisfies the JSD threshold in 6 episodes, 3 more than what JPL-random, since the observation model is more ambiguous; i.e., it carries less information due to a narrow range of values used to draw probabilities ([0.4, 0.6] vs [0.1, 0.9]).

Table 3: Convergence results of the proposed algorithm under different observation models in 10 independent runs in the office-world environment.

| Setting       | JPL-true   | JPL-false  | JPL-random | JPL-random2 |
|---------------|------------|------------|------------|-------------|
| Q1            | 1,929,000  | 1,019,800  | 958,500    | 1,003,700   |
| Q2            | 776,000    | 776,000    | 818,300    | 737,600     |
| Q3            | 412,100    | 423,300    | 315,600    | 412,100     |
| BU            | 1          | 1          | 2.8        | 5           |

### 6.3 Craft-world Environment

Finally, we test the proposed algorithm in the craft-world environment shown in Fig. 12a. The environment is a 12 x 9 grid world with five atomic propositions \( \mathcal{AP} = \{w, i, t, h, f\} \) corresponding to wood \( w \), iron \( i \), toolshed \( t \), workbench \( h \), and factory \( f \). The task assigned to the agent is to build stairs by following the instructions below:

1. Get wood \( w \) (toolshed \( t \) cannot be used before getting wood),
2. Use toolshed \( t \) (using workbench \( h \) before toolshed resets again),
3. Use workbench \( h \),
4. Get iron \( i \) (using factory \( f \) before collecting iron resets task), and
5. Use factory \( f \).

The reward machine for such a task is shown in Fig. 12b. In the experiments, an episode terminates when the agent reaches the accepting state or it exceeds the maximum number of 400 steps per episode. The maximum number of training steps is 2,000,000. We set the Jensen-Shannon divergence threshold \( \gamma_d = 10^{-5} \) and Algorithm 4 selects a random action with probability \( \varepsilon_a = 0.3 \). We evaluate the same algorithmic observation-model cases as in the office-world case of Sec. 6.2.

The results for 10 independent runs, each corresponding to a different random seed, are shown in Fig. 13. Figure 13a show the progression of rewards obtained in test episodes for the first random
Figure 11: (a): Attained rewards of 10 independent runs for every 100 training steps for the office-world task using the first random observation model: The darker region is bounded by $25^{th}$ and $75^{th}$ percentiles, while the lighter region is bounded by $10^{th}$ and $90^{th}$. The solid line represents the median. (b)-(d): Progression of belief update during training for the office-world task.
(a) Craft world with five atomic propositions: wood $w$, iron $i$, toolshed $t$, workbench $h$, and factory $f$. The blue triangle indicates the initial state of an episode.

(b) Reward machine for the craft-world environment. The task is to build stairs by getting wood $w$ (toolshed $t$ cannot be used before getting wood), then using toolshed $t$ (using workbench $h$ before toolshed resets) and workbench $h$ consecutively. Finally, the agent should obtain iron $i$ (using factory $f$ before collecting iron resets task) and process all items in the factory $f$.

Figure 12: Craft-world environment.

Table 4: Convergence results of the proposed algorithm under different observation models in 10 independent runs in the craft-world environment.

| Setting     | JPL-true | JPL-false | JPL-random | JPL-random2 |
|-------------|----------|-----------|------------|-------------|
| Q1          | 1,937,600| 1,907,600 | 1,950,800  | 1,985,800   |
| Q2          | 1,435,600| 1,242,800 | 1,531,200  | 1,825,600   |
| Q3          | 1,196,400| 1,129,600 | 1,256,000  | 1,484,400   |
| BU          | 1        | 1         | 3.6        | 6.83        |

7 Conclusion and Discussion

We develop a reinforcement algorithm subject to reward-machine-encoded tasks and perceptual limitations. The algorithm holds probabilistic beliefs over the truth value of the atomic propositions and uses a hypothesis reward machine to estimate the reward machine that encodes the task to be accom-
(a) Progression of reward using (i) the proposed algorithm with a random observation model, (ii) a Q-learning algorithm, and a (iii) DDQN algorithm.

(b) Average number of runs for the $k^{th}$ belief update.

(c) Average number of runs for the $k^{th}$ belief update.

(d) Average value of the JSD that led to the $k^{th}$ update.

Figure 13: (a): Attained rewards of 10 independent runs for every 100 training steps for the craft-world task using the first random observation model: The darker region is bounded by 25$^{th}$ and 75$^{th}$ percentiles, while the lighter region is bounded by 10$^{th}$ and 90$^{th}$. The solid line represents the median. (b)-(d): Progression of belief update during training for the office-world task.
plished. Both the beliefs and the hypothesis reward machine are updated by using the agent’s sensor measurements and the obtained rewards from the agent’s trajectories. The algorithm uses the aforementioned beliefs and the hypothesis reward machine in a q-learning procedure to learn an optimal policy that accomplishes this task.

Currently, the theoretical guarantees, provided by Theorem 1, presuppose that the algorithm obtains a good enough estimate of the atomic propositions’ value, as encoded in the ground truth labelling function \( L_G \), i.e., \( \hat{L}(\hat{E}_h, \cdot) = L_G(\cdot) \). The definition of \( \hat{L}(\hat{E}_h, \cdot) \) in (1), based on the most probable atomic propositions \( p \) for state \( s \), i.e., \( \hat{E}_h(s, p) \geq 0.5 \), mildens such an assumption, which is further verified to hold by the experimental results. Additionally, Sec. 5.4 illustrates that unambiguous observation models, i.e., when the probability of observing an atomic proposition when it is true is different than the probability of observing it when it is false, lead to accurate estimation of the ground-truth labelling function when the obtained observations are consistent with these observation models. Such an estimation is achieved even by the time-varying observation models used in Sec. 6, illustrating the robustness of the proposed approach to the choice of observation model. Along the same lines, the experimental results show that the proposed algorithm, used with a large variety of unambiguous observation models, achieves estimation of the ground-truth labelling function in much fewer steps than the ones needed for inferring the reward machine and learning an optimal policy. Therefore, we conclude that the selection of observation model does not practically affect the convergence of the algorithm to the optimal policy. Larger sets of atomic propositions would naturally lead to more complex reward machines and a proportional increase in convergence is expected both in the labelling-function estimation as well as the reward-machine inference and learning of the optimal policy.

We further note that larger reward machines, possibly describing more complex tasks, yield higher computational times. In our implementation, inference of reward machines with more than 7 states resulted in unreasonably high computation times. As mentioned in Sec. 5.3, modification of the inference algorithm would be able to alleviate such issues. We argue, however, that reward machines up to 7 states can describe significantly complicated tasks, such as Minecraft [31] or Atari tasks [42]. In the future, we will consider uncertain observation models that are not consistent with the obtained observations and cases where the ground-truth values of the atomic propositions change with time.
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inaccurate) enough and the agent explores sufficiently many label sequences, intuition suggests that Algorithm 4) might prevent the algorithm from learning a reward machine, since \( \hat{r} \) without the updates from the new observations. Nevertheless, the potential perception updates (line 14 of Algorithm 4) might prevent the algorithm from learning a reward machine, since \( \hat{L} \) might be changing after a finite number of episodes. However, if the observation model is accurate (or inaccurate) enough and the agent explores sufficiently many label sequences, intuition suggests that \( \hat{L} \) will be constantly improving, leading to less frequent updates with respect to the divergence test.
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We provide here the proof of Theorem 1. We first need some necessary concepts, starting with the attainable trajectory:

**Definition 4.** Let \( M = (S, s_1, A, T, R, AP, \hat{L}, \gamma) \) be an \( l \)-MDP and \( m \in \mathbb{N} \) a natural number. We call a trajectory \( \zeta = s_0a_0s_1\ldots s_ka_k s_{k+1} \in (S \times A)^* \times S \) \( m \)-attainable if (i) \( k < m \) and (ii) \( T(s_i, a_i, s_{i+1}) > 0 \) for each \( i \in \{0, \ldots, k\} \). Moreover, we say that a trajectory \( \zeta \) is attainable if there exists an \( m \in \mathbb{N} \) such that \( \zeta \) is \( m \)-attainable.

Since the function GetEpsilonGreedyAction() (line 3 of Algorithm 4) follows an \( \varepsilon_q \)-greedy policy, we can show that the proposed algorithm almost surely explores every attainable trajectory in the limit, i.e., with probability 1 as the number of episodes goes to infinity.

**Lemma 1.** [8, Lemma 1] Let \( m \in \mathbb{N} \) be a natural number. Then, Algorithm 3, with \( eplength \geq m \), almost surely explores every \( m \)-attainable trajectory at least once in the limit.

Similar to Def. 4, we call an observed label sequence \( \hat{\lambda} = \hat{\ell}_0, \ldots, \hat{\ell}_h \) \( m \)-attainable on \( \hat{L}_h \) if there exists an \( (m) \)-attainable trajectory \( s_0 a_0 s_1 \ldots s_k \hat{L}_k s_{k+1} \) such that \( \hat{\ell}_j = \hat{L}(\hat{L}_h, s) \) for each \( j \in \{0, \ldots, k\} \).

Consider now Algorithm 3 and assume that the condition of \( \text{SignifChange}(\hat{L}_h, \hat{L}_j) \) (line 13) is not satisfied after a certain number of episodes, i.e., \( \hat{L}_h \) remains fixed. Then, Lemma 1 implies that Algorithm 3 almost surely explores every \( m \)-attainable label sequences on \( \hat{L}_h \) in the limit, formalized in the following corollary.

**Corollary 1.** Assume that there exists an \( n_r > 0 \) such that \( \text{SignifChange}(\hat{L}_h, \hat{L}_j) = \text{False} \) (line 13 of Algorithm 3), for all episodes \( n > n_r \). Then Algorithm 3, with \( eplength \geq m \), explores almost surely every \( m \)-attainable label sequence on \( \hat{L}_h \) in the limit.

Therefore, if Algorithm 3 explores sufficiently many \( m \)-attainable label sequences on some distribution \( \hat{L}_h \) and for a large enough value of \( m \), it is guaranteed to infer a reward machine that is “good enough” in the sense that it is equivalent to the reward machine encoding the reward function \( R \) on \( \hat{L}_h \) and on all attainable label sequences on \( \hat{L}_h \), assuming that such a reward machine exists (see Example 1). This is formalized in the next lemma.

**Lemma 2.** [8, Lemma 2] Let \( M = (S, s_1, A, T, R, AP, \hat{L}, \gamma) \) be an \( l \)-MDP and assume that there exists a reward machine \( A_h \) that encodes the reward function \( R \) on \( \hat{L}(\hat{L}_h, \cdot) \) for some belief \( \hat{L}_h \). Assume that there exists an \( n_r > 0 \) such that \( \text{SignifChange}(\hat{L}_h, \hat{L}_j) = \text{False} \) (line 13 of Alg. 3), for all episodes \( n > n_r \). Then, Algorithm 3, with \( eplength \geq 2^{|M|+1}(|A_h| + 1) - 1 \), almost surely learns a reward machine in the limit that is equivalent to \( A_h \) on all attainable label sequences on \( \hat{L}_h \).

Following Lemma 2, Algorithm 3 will eventually learn the reward machine encoding the reward function on \( \hat{L}_h \), when \( \hat{L}_h \) is fixed. Intuitively, Lemma 2 suggests that, eventually, the algorithm is able to learn a reward machine that encodes the reward function on a fixed estimate \( \hat{L}(\hat{L}_h, \cdot) \), i.e., without the updates from the new observations. Nevertheless, the potential perception updates (line 14 of Algorithm 4) might prevent the algorithm from learning a reward machine, since \( \hat{L}_j \) might be changing after a finite number of episodes. However, if the observation model is accurate (or inaccurate) enough and the agent explores sufficiently many label sequences, intuition suggests that \( \hat{L}_j \) will be constantly improving, leading to less frequent updates with respect to the divergence test.
(line 13 of Algorithm 3). Therefore, there exists a finite number of episodes, after which \( \hat{L}_h \) will be fixed to some belief \( \hat{L} \) and \( \hat{L}(\hat{L}_f, \cdot) \) will be “close” to the ground-truth function \( L_G \). By applying then Lemma 2, we conclude that Algorithm 3 will learn the reward machine that encodes the reward function on \( \hat{L}_f \), and consequently converge to the \( q \)-function that defines an optimal policy. This is used in the proof of Theorem 1 that follows.

**Proof of Theorem 1.** Note first that the \( \varepsilon \)-greedy action policy, imposed by the function \( \text{GetEpsilonGreedyAction}() \), and \( \text{eplength} \geq |\mathcal{M}| \) imply that every action-pair of \( \mathcal{M} \) will be visited infinitely often. Moreover, \( \text{SignifChange}(\hat{L}_h, L_j) \) will be always false for all episodes \( n > n_f \), since \( \hat{L}_h \) will be an accurate enough estimate. By definition, the reward machine \( \mathcal{A} \) that encodes the reward function on the ground truth encodes the reward function on \( \hat{L}_h \) as well. Therefore, Lemma 2 guarantees that Algorithm 3 eventually learns a reward machine \( \mathcal{H} \) that is equivalent to \( \mathcal{A} \) on all attainable label sequences.

According to Observation 1 of [7], given the l-MDP \( \mathcal{M} = (S, s_I, A, T, R, \mathcal{AP}, \hat{L}, \gamma) \) and the reward machine \( \mathcal{A} = (V, v_I, 2\mathcal{AP}, R, \delta, \sigma) \), one can construct an l-MDP \( \mathcal{M}_H = (S \times V, (s_I, v_I), A, T', R', \mathcal{AP}, \hat{L}, \gamma) \) with

\[
T'((s, v), a, (s', v')) = \begin{cases} 
T(s, a, s'), & \text{if } v' = \delta(v, L(s')) \\
0, & \text{otherwise}
\end{cases}
\]

\[
R'((s, v), a, (s', v')) = \sigma(v, L(s'))
\]

and a Markovian reward function such that every attainable label sequence of \( \mathcal{M}_H \) receives the same reward as in \( \mathcal{M} \). Thus, an optimal policy for \( \mathcal{M}_H \) will be also optimal for \( \mathcal{M} \). Due to the \( \varepsilon \)-greedy action policy, the episode length being \( \text{eplength} \geq |\mathcal{M}| \), and the fact that the updates are done in parallel for all states of the reward machine \( \mathcal{H} \), every state-action pair of the l-MDP \( \mathcal{M}_H \) will be visited infinitely often. Therefore, convergence of q-learning for \( \mathcal{M}_H \) is guaranteed [47]. Finally, since an optimal policy for \( \mathcal{M}_H \) is optimal for \( \mathcal{M} \), Algorithm 3 converges to an optimal policy too.

\[\square\]