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Abstract—We consider a mixed autonomy scenario where the traffic intersection controller decides whether the traffic light will be green or red at each lane for multiple traffic-light blocks. The objective of the traffic intersection controller is to minimize the queue length at each lane and maximize the outflow of vehicles over each block. We consider that the traffic intersection controller informs the autonomous vehicle (AV) whether the traffic light will be green or red for the future traffic-light block. Thus, the AV can adapt its dynamics by solving an optimal control problem. We model the decision process of the traffic intersection controller as a deterministic delay Markov decision process owing to the delayed action by the traffic controller. We propose Reinforcement-learning based algorithm to obtain the optimal policy. We show - empirically - that our algorithm converges and reduces the energy costs of AVs drastically as the traffic controller communicates with the AVs.

I. INTRODUCTION

The autonomous vehicles (AVs) have the potential to disrupt the traffic-intersection control technology. When there are only AVs, the traffic-intersection controller can plan the motions of the AVs in order to avoid collision at the intersection and provide the information to the AVs which then follow the dynamics. However, in the near future, the human-driven vehicles (HDVs) and AVs will co-exist. The traffic intersection controller cannot communicate with the HDVs. Rather the traffic intersection controller needs to rely on the traffic-lights to avoid collisions at the intersection.

When there is a mixed autonomy, the traffic-intersection controller can not plan ahead since the behaviour of the HDVs are uncertain and may not follow any trajectory computed by the traffic-intersection controller. Hence, the question grasps the research community whether we can exploit the advantage of AVs in designing the traffic-intersection controller for mixed autonomy. The advent of artificial intelligence has the potential to revolutionise the traffic-light control algorithms as they can learn and adapt to the state of the traffic. The pertinent question is can we develop a learning-based algorithm to control traffic-light duration for mixed autonomy by exploiting the advantage of the AVs.

In this paper, we consider a scenario where the traffic intersection controller decides whether the traffic-light will be green or red at each lane for each traffic-light block (TLB) across a multiple time horizon (Section II). The objective is to minimise the queue-length at each lane and maximise the outflow of vehicles. Since the traffic intersection controller can communicate with the AV, we consider that the traffic intersection controller decides $d_{av}$ steps ahead from a certain time. Hence, the decision taken by the traffic intersection controller at the current time will be implemented at $d_{av}$ TLB ahead in the future. The traffic intersection controller communicates with the AVs of its decision. If an AV is not following any other vehicle or is far away from the preceding vehicle at a lane, it adapts its dynamics (Section II-C) based on the decision. For example, if the traffic intersection controller informs that the traffic-light will be green after $d_{av}$-time instances, the AV adapts its dynamics to enter the intersection at the maximum speed that at instance, otherwise, the AV adapts its dynamics to stop at a distance from the intersection such that when the traffic light controller informs the time when the traffic-light will be green the AV can accelerate and enter the intersection at the maximum speed.

We model the decision process of the traffic intersection controller as a deterministic delayed Markov Decision Process (DDMDP) (Section III) since the traffic intersection controller’s decision at a time instance is employed after a delay. The state is considered to be the queue length of the lanes. The reward is considered to be the difference between the queue lengths at two consecutive time instances. Computing an optimal decision is computationally challenging. The decision affects the dynamics of the vehicles in a non-linear non-smooth manner (Section II-B) and one needs to compute the profile of the vehicles at every instance. The behaviour of the HDVs, and the arrivals of the vehicles are difficult to predict. Further, because of the delay in implementing the action, the traffic intersection controller is unaware of the exact state when the action will be implemented. We use a Reinforcement-learning (RL) based algorithm to learn the optimal policy for the traffic intersection controller using the $Q$-learning approach. Using the intelligent driver model (IDM), we simulate the vehicles’ dynamics when the vehicles are HDV and when the AV is close to its preceding vehicle. When the AV is far from its preceding vehicle we propose an optimal control approach to compute the acceleration of the
AV which depends on the decision of the traffic intersection controller by minimising the fuel-cost or the square integral of the change in velocity (Section II-C).

We numerically investigate the proposed approach in two different scenarios (Section IV): i) AVs and HDVs coexist with equal proportion, and ii) only HDVs exist. For both the scenarios, the algorithm converges in a reasonable time. The queue-lengths are stabilised. Since the traffic intersection controller informs the leading AVs about the time where they can enter the intersection, our numerical analysis shows that total change in velocity of the AVs are very small compared to the corresponding values of the HDVs as the traffic intersection controller communicates with the AV.

Algorithms to control the traffic-light duration at urban intersection based on dynamic programming or by control theory have been proposed, for instance, in [1], [2], [3], [4], [5], [6]. See also [7], [8] for broad reviews. Solutions using RL to cope with complex optimisation problems and uncertainties have been proposed in [9], [10], [11], [12], [13], [14], [15], [16]. See also [17], [8] for broad reviews and [18] for a recent survey about the use of RL techniques. However, all the above work did not consider the scenario where AVs can coexist with the HDVs. Recently, [19], [20] consider RL-based algorithm for mixed autonomy. However, all the above papers did not consider the possibility that the AVs can be informed about the time when they can enter the intersection. Compared to the above work, in our work, we model the decision process as a DDMDP. Further, we consider an optimal control algorithm for the AVs where they adapt to the information provided by the traffic intersection controller.

Some authors considered traffic-light-free intersection control designs when there are only AVs. See, e.g., [21], [22], [23] and the references therein. Several other authors proposed decentralised algorithm based on the coordination among the AVs [24], [25]. However, in the near future AVs and HDVs will coexist, hence, those approaches can not be applied when there are HDVs since the traffic-light will be control the movement of the HDVs. Hence, we require new control mechanism for mixed autonomy.

II. SYSTEM MODEL

We, first, describe the urban intersection system that we consider (Section II-A). Subsequently, we describe the dynamics of the HDVs and AVs on the basis of the decision of the traffic intersection controller (Sections II-B and II-C) which we use to compute the optimal decision of the traffic intersection controller in the next section (Section III).

A. The Urban Intersection system

We consider a signalised urban intersection consisting of 4 lanes (Figure 1). We partition the urban intersection in Figure 1 in three main parts:

1) a Merging Zone (MZ) of size $L_M \times L_M$, delimiting the area where vehicles of different lanes converge;
2) a Control Zone (CZ) of length $L_C$ for each lane, where vehicles travel before entering the MZ;
3) an Exiting Zone (EZ) of length $L_E$ for each lane, where vehicles travel after crossing the MZ.

A vehicle is considered to exit the intersection when it covers a distance greater than $L_C + L_M + L_E$. A traffic light is placed at the junction between the CZ and the MZ of each lane (4 traffic lights in total). Each vehicle enters the MZ when the respective traffic light is in a green status. Conversely, a vehicle stops within the CZ when the respective traffic light exhibits a red status. Once the vehicles enter the MZ they cross the intersection.

Each TLB is of fixed duration (e.g., few seconds to minutes). The traffic intersection controller decides whether the traffic-light will be green or red at a lane for each TLB. We assume that the duration of a TLB is $T_{RL}$. An amber light of fixed duration is added at each stage of traffic-light switching. Note that for consecutive TLBs, the traffic-light can be red or green at a lane depending on the decision of the traffic intersection controller. Thus, if for $m$-consecutive TLBs the traffic-light is red, then the traffic-light is red for $mT_{RL}$ duration.

At $k$-th TLB, i.e., at $t_k$-th time the traffic intersection controller decides traffic-light for $k + d_{n}$-th TLB which will be implemented at $t_k + T_{delay}$. Hence $T_{delay} = d_{n} T_{RL}$. The delay is due to two reasons–i) the traffic intersection controller needs time to compute the optimal decision. We employ a Reinforcement Learning (RL) based algorithm to learn the optimal policy (Section III); ii) the traffic intersection controller provides AVs (if they are leading vehicle) the exact information at which TLB they can enter the intersection so that they can optimise their dynamics. The delay $T_{delay}$ ensures the AVs can adapt the dynamics. The current traffic signal is therefore the result of a past control input of the intersection controller. Note that the HDVs only follow the traffic-lights.

The goal of the RL-based traffic light controller to fulfil the following:

1) minimise the queue length in each lane,
2) maximise the rate of vehicles outflow.

![Fig. 1. Traffic light controlled intersection in a mixed autonomy scenario](image-url)
We, now, introduce some notations which we use throughout this section. We denote by \( c(i,j) \) the \( i \)-th vehicle at lane \( j \), where \( i \in \{1, 2, \ldots, N_{\max}\} \), with \( N_{\max} \) maximum number of vehicles admitted in the intersection at the \( j \)-th lane, and \( j \in \{1, 2, \ldots, n_l\} \), with \( n_l = 4 \) for the urban intersection in Figure [7].

\[ v_{\text{free}} \] is the maximum allowable speed within the intersection system. A vehicle \( c(i,j) \), entering the control zone of the \( j \)-th lane at time \( t = t_{i,j} \) and travelling with a constant speed \( v_{\text{free}} \) is supposed to enter the merging zone at:

\[ t_{i,j}^m = t_{i,j} + \frac{L_C}{v_{\text{free}}}, \tag{1} \]

The above represents the time at which the vehicle \( c(i,j) \) would enter the merging zone without any traffic.

A vehicle \( c(i,j) \), entering the control zone of the \( j \)-th lane at time \( t = t_{i,j} \) and travelling with a constant speed \( v_{\text{free}} \) is supposed to exit the merging zone at:

\[ t_{i,j}^f = t_{i,j} + \frac{L_C + L_M}{v_{\text{free}}}. \tag{2} \]

The above represents the time at which the vehicle \( c(i,j) \) would exit the merging zone without any traffic. The above expressions are used to compute the wait-time of a vehicle which is the additional time the vehicle \( c(i,j) \) spends at the intersection system.

We denote by \( C^{(t_k)} \) the set of \( N \) vehicles in all the lanes of the intersection system at \( t = t_k \). The HDVs set and the AVs set, respectively \( C^{(t_k)}_{HD} \) and \( C^{(t_k)}_{AV} \), are both subsets of \( C^{(t_k)} \): \( C^{(t_k)}_{HD} \subseteq C^{(t_k)} \) and \( C^{(t_k)}_{AV} \subseteq C^{(t_k)} \). Each vehicle maintains its own affiliation subset \( C^{(t_k)}_{HD} \) or \( C^{(t_k)}_{AV} \) for the entire cruise.

We denote with \( p_{i,j}(t_k), v_{i,j}(t_k), \) and \( u_{i,j}(t_k) \) respectively the position, the speed, and the acceleration of the \( i-j \)-th vehicle in the intersection at \( t = t_k \). Each \( i \)-th vehicle entering the control zone of the \( j \)-th lane at \( t = t_i \) will be initialised with an initial position \( p_{i,j}(t_i) = 0 \).

**Definition 1.** Given two vehicles of the same \( j \)-th lane, \( c(k,j) \) and \( c(i,j) \), such that \( p_{k,j}(t) > p_{i,j}(t) \) \( \forall t, k < i \) and \( i > 1 \), then \( c(i,j) \) is the front vehicle of \( c(i,j) \), i.e., the immediately preceding vehicle of \( c(i,j) \).

**Definition 2.** A pair of lanes \( (j, k) \) are non-conflicting if there are no intersection points that can lead to vehicles crashes. Let \( L \) be the set of non-conflicting pairs.

For example, the lane 1 and 3 are non-conflicting. However, the lanes 2 and 1 are conflicting. \( L = \{(1, 3), (2, 4)\} \). A traffic-controller can only make traffic-lights green simultaneously for the non-conflicting pair of lanes.

Throughout the paper, the following assumptions take place.

**Assumption 1.** A vehicle \( c(i,j) \in C \) can only go forward or stay still; i.e., no turning, backward gears, or lane changing are allowed.

**Assumption 2.** A vehicle \( c(i,j) \in C_A \) is considered sensors equipped. \( c(i,j) \) is able to estimate \( p_{i-1,j}(t) \) and \( v_{i-1,j}(t) \) if \( c(i-1,j) \in C_{HD} \), while can access the actual values of \( p_{i-1,j}(t) \) and \( v_{i-1,j}(t) \) if \( c(i-1,j) \in C_A \) when \( (i-1,j) \) is the front vehicle (cf. Definition [7] of \( (i,j) \)).

The first assumption can be relaxed by considering more complicated decision process and the dynamics. The second assumption entails that a AV can adapt to the preceding vehicle.

**B. Dynamics of Human Driven Vehicle**

The dynamics of a HDV is described with the Intelligent Driver Model (IDM) [26]. It is an easy-to-tune adaptive cruise control system able to avoid vehicles collision in car-following mode. The dynamics for a general \( c(i,j) \in C \) having a front vehicle \( c(i-1,j) \in C \) is defined by:

\[ \dot{v}_{i,j}(t) = u_{\text{max}} \left( 1 - \frac{v_{i,j}(t)}{v_{\text{free}}} \right) - \frac{(s^*_i(t) - v_{i,j}(t))^2}{s^*_i(t) + c^2}, \tag{3} \]

where \( s^*_i(t) \) is the desired speed of the \( (i,j) \)-th vehicle, \( u_{\text{max}} \) is the maximum acceleration, \( s^*_i(t) = p_{i-1,j}(t) - p_{i,j}(t) \) is the current inter-vehicle distance, and \( s^*_i(t) \) is the desired inter-vehicle distance:

\[ s^*_i(t) = \frac{v_{i,j}(t) + T_{i,j}v_{i,j}(t) + \Delta v(i-1,j)(t)}{2 \sqrt{u_{\text{min}}}}, \tag{4} \]

where \( \Delta v(i-1,j)(t) = v_{i,j}(t) - v_{i-1,j}(t) \) is the vehicles difference in speed, \( u_{\text{min}} \) is the maximum deceleration, \( s^*_i(t) \) is the jam distance and \( T_{i,j} \) the safety time gap between two vehicles.

The dynamics of the vehicle \( c(i,j) \) when it observes a red-light and the vehicle \( c(i-1,j) \) passes the CZ, then the vehicle \( c(i,j) \) then needs to decelerate irrespective of the dynamics of the vehicle \( c(i-1,j) \). Here, we consider the red-light as a static vehicle situated at the end of the CZ of the lane. Thus, \( \Delta v(i-1,j) = 0 \), while \( s^*_i(t) = p_{TL}(t) - p_{i,j}(t) \) is the current distance of the vehicle \( c(i,j) \) from the traffic light where \( p_{TL}(t) = L_C \) and \( v_{TL}(t) = 0 \) for all \( t \). Thus, the last term in the right-hand side of Equation (3) is replaced by the following term

\[ \frac{\left(s^*,(i,T_L)(t) - \Delta s^*,(i,T_L)(t)\right)^2}{s^*,(i,T_L)(t) + c^2}, \tag{5} \]

where \( s^*,(i,T_L)(t) \) is the desired distance from the traffic light with \( \Delta v(i-1,j)(t) = 0 \) in place of \( \Delta v(i-1,j)(t) \).

When the vehicle \( c(i,j) \) is \( d_{\text{follow}} \) distance away from the preceding vehicle or there is no other vehicle in the lane, then the reaction of the vehicle \( c(i,j) \) would not be sensitive to the dynamics of the preceding vehicle. An HDV \( c(i,j) \) having an inter-vehicle distance \( s^*,(i,j)(t) > d_{\text{follow}} \) and observing a green light follows Equation (3) with \( \Delta v(i-1,j)(t) = \infty \). Thus, it would behave like the preceding vehicle situated at the infinity. On the other hand the vehicle \( c(i,j) \) facing the red-light will follow Equation (3) with \( \Delta v(i-1,j)(t) = \infty \) till
the distance from the MZ becomes less than \(d_{\text{follow}}\). Since the red-light is considered to be a static vehicle at the position \(p_{\text{TTL}}(t) = L_c\), hence the dynamics of the vehicle \(c(i,j)\) will be the same as the Equation (5) where the last term is replaced by (5) as described in the previous paragraph and \(p_{\text{TTL}}(t) - p_{\text{i,j}}(t) \leq d_{\text{follow}}\) and the traffic-light is red.

We only left to describe the dynamics when the vehicle \(c(i,j)\) is the lead vehicle in the CZ and faces the amber light. If \(p_{\text{i,j}}(t) - p_{\text{TTL}}(t) \leq d_{\text{follow}}\), then the vehicle \(c(i,j)\) will follow Equation (5) with the preceding vehicle either \(\infty\) or at \(p_{\text{i,j}}(t)\) if \(p_{\text{i,j}}(t) - p_{\text{i,j}}(t) \leq d_{\text{follow}}\). If \(p_{\text{i,j}}(t) \leq d_{\text{follow}}\), then the vehicle \(c(i,j)\) will follow the scenario where the traffic-light is red. Intuitively, if the amber-light is switched on and the vehicle \(c(i,j)\) is very close to the intersection, it will follow its dynamics, otherwise, the vehicle would decelerate to stop.

C. Autonomous vehicle

The AV \(c(i,j)\) enters the CZ at time \(t_0\). If an AV \(c(i,j)\) is far away from its preceding vehicle \(c(i-1,j)\), i.e., \(p_{i-1,j}(t) - p_{i,j}(t) > d_{\text{follow}}\) or if it is the lead vehicle then the AV moves at the constant speed, till the time reaches \(t_k\), i.e., \(t_k = T_{\text{RL}}[t/T_{\text{RL}}]\). When the the traffic-intersection controller decides whether the traffic-light will be green or red at the \(k + d_\text{a}\)-th TLB at each lane. The traffic-controller then broadcasts the information to all the AVs. Since each TLB is of \(T_{\text{RL}}\) duration, thus, the decision is implemented at time \(t_k + d_\text{a}\). Recall that \(d_{\text{delay}} = d_\text{a}\). The AV then computes its acceleration/deceleration solving an optimisation problem which we describe next.

Specifically, the AV would want to find the control input acceleration/deceleration \(u_{i,j}(t)\) which governs the dynamics as follows

\[
\dot{v}_{i,j}(t) = u_{i,j}(t), \quad \ddot{v}_{i,j}(t) = v_{i,j}(t),
\]  

(6)

We now describe how the AV \(c(i,j)\) computes \(U_{i,j}(t)\)

When the traffic-light at any lane changes from the \(k + d_\text{a}\)-th period to \(k + d_\text{a}\)-th period then the amber light of duration \(T_{\text{alert}}\) is applied.

If at \(t = t_k\) the AV with \(p_{i,j}(t_k) = p_{i,k}\) and \(v_{i,j}(t_k) = v_{i,k}\), is informed by the intersection controller that at \(t = t_k + T_{\text{delay}}\) the traffic light will be set to a red status, then \(u_{i,j}(t)\) will be the solution of the following optimisation:

\[
\mathcal{P}_1 : \min_{u_{i,j}(t)} \frac{1}{2} \int_{t_k}^{t_{\text{cross}}} u_{i,j}^2(t)dt,
\]

subject to:

\[
\begin{align*}
\dot{p}_{i,j}(t_k) &= p_{i,k}, \quad v_{i,j}(t_k) = v_{i,k}, \\
v_{i,j}(t) &\leq v_{\text{max}} \forall t \in [t_k, t_{\text{cross}}], \\
v_{i,j}(t) &\geq 0 \forall t \in [t_k, t_{\text{cross}}], \\
p_{i,j}(t_{\text{cross}}) &= L_C, \\
t_{\text{cross}} &\geq t_k + T_{\text{delay}} + T_{\text{alert}}, \\
t_{\text{cross}} &\leq t_k + T_{\text{delay}} + T_{\text{RL}}.
\end{align*}
\]  

(7)

The objective indicates that the AV tries to minimise the total energy cost which is represented as the integral of the square of \(u_{i,j}(t)\). The first constraint represents the initial conditions and the vehicle dynamics. \(t_{\text{cross}}\) is the time at which the AV will enter the MZ, hence, the velocity must follow the constraints that the lower bound of the velocity is \(0\) and the upper bound of velocity is \(v_{\text{max}}\). Since \(t_{\text{cross}}\) is the time at which the vehicle must enter the MZ, thus, the position at that time must be \(L_C\). The penultimate equation represents that the vehicle can not enter the MZ before the start of the TLB \(k + d_\text{a}\). hence \(t_{\text{cross}} \geq t_k + T_{\text{delay}} + T_{\text{alert}}\). Note that \(T_{\text{alert}} = 0\), if the decision of the traffic intersection controller is the same for the lane \(j\) for \(k + 1\)-th and \(k\)-th periods. The final constraint ensures that the vehicle must cross the intersection before the end of the \(k + d_\text{a}\)-th period, i.e., before the start of the \(k + d_\text{a} + 1\)-th period. Note that the decision variable is \(u_{i,j}(t)\) and \(t_{\text{cross}}\).

In order to obtain an optimal solution, we relax the constraints and add the following penalties in the objective

\[
\begin{align*}
K_{\text{max}} \{&\max(0, (v_{i,j}(t) - v_{\text{max}}))\}, \\
K_{\text{min}} \{&\max(0, -v_{i,j}(t))\}, \\
K_{\text{tmax}} \{&\max(0, (t_k + T_{\text{delay}} + T_{\text{alert}}) - t_{\text{cross}})\}, \\
K_{\text{tmin}} \{&\max(0, (t_{\text{cross}} - (t_k + T_{\text{delay}} + T_{\text{alert}))\}.
\end{align*}
\]  

(8) - (11)

to the cost in Equation (7). For \(t \geq t_{\text{cross}}\) we set a constant maximum speed profile \(v_{i,j}(t) = v_{\text{max}}\), thus allowing an increase of the throughput. The delay \(d_\text{a}\) is chosen such that there always exists a solution of the optimisation problem. Note that if we increase \(d_\text{a}\), we are guaranteed to obtain an optimal solution, however, high value of \(d_\text{a}\) may not serve its purpose.

In contrast, if at \(t = t_k\) the AV \((i,j)\), having \(p_{i,j}(t_k) = p_{i,k}\) and \(v_{i,j}(t_k) = v_{i,k}\), is informed by the intersection controller that at \(t_{\text{stop}} = t_k + T_{\text{delay}}\) the traffic light will be set to a red status, then the deceleration will be the solution of the following optimisation:

\[
\mathcal{P}_2 : \min_{u_{i,j}(t)} \frac{1}{2} \int_{t_k}^{t_{\text{stop}}} u_{i,j}^2(t)dt,
\]

subject to:

\[
\begin{align*}
p_{i,j}(t_k) &= p_{i,k}, \quad v_{i,j}(t_k) = v_{i,k}, \\
p_{i,j}(t_{\text{stop}}) &= L_C - d_\text{a}, \quad v_{i,j}(t_{\text{stop}}) = 0, \\
v_{i,j}(t) &\leq v_{\text{max}} \forall t \in [t_k, t_{\text{stop}}], \\
v_{i,j}(t) &\geq 0 \forall t \in [t_k, t_{\text{stop}}].
\end{align*}
\]  

(12)

Also in this case we relax the optimisation problem by relying on a penalty function approach.

Compared to \(\mathcal{P}_1\), in \(\mathcal{P}_2\), the AV \((i,j)\) stops at time \(t_{\text{stop}}\). Further, the AV stops at \(d_\text{a}\) distance from the MZ. It will ensure that when the traffic-light becomes green, the AV can accelerate and enter the intersection at the maximum speed. The optimal solution always exists and is computed numerically via MATLAB.

The AV \((i,j)\) will follow the dynamics either computed by relaxed version of \(\mathcal{P}_1\) or by relaxed version of \(\mathcal{P}_2\) depending on the decision of the traffic-intersection controller. At \(k' > k\)-th period, the vehicle \((i,j)\) updates its dynamics if the traffic intersection controller decides to make the traffic-light as green at the \(k'\)-th period (which will be implemented at the \(k' + d_\text{a}\)-th TLB) if the decision of the traffic intersection
controller at the \( k \)-th period was to make the traffic light at red at lane \( j \) for \( k + d_a \)-th TLB. In this case, the vehicle \( c(i, j) \) again solves the optimisation problem \( \mathcal{P}_1 \) starting from \( t_k \) with \( t_k \) replacing \( t_i \) for each of the constraints of \( \mathcal{P}_1 \). The vehicle \( c(i, j) \) will enter the intersection inside the \( k’ + d_a \)-th TLB.

Once the vehicle \( c(i, j) \) gets the information that the traffic-light will be green from the traffic intersection it will not update its dynamics unless \( p_{i-1, j}(t) - p_{i, j}(t) \leq d_{\text{follow}} \) at a certain time \( t \), i.e., the vehicle \( c(i, j) \) gets close to its preceding vehicle. In this case, the AV will discard the solution returned by the optimisation problem and the information from the traffic intersection controller and computes the acceleration/deceleration according to the IDM model as described in Section II-B from that time onwards throughout the journey.

### III. Decision Making strategy

In this section, we describe how the intersection controller takes its decision using a RL-based algorithm. Henceforth, we assume that vehicles’ dynamics are discretised with a sampling time \( T_S \), while the intersection controller works at fixed time-steps \( T_{\text{RL}} = n T_S \), with \( n \in \mathbb{N} \) fixed. Therefore, the amber traffic light duration and the RL agent delay, already mentioned in Section II-A, are respectively \( T_{\text{am}} = n T_S \), with \( m < n \in \mathbb{N} \) fixed. \( T_{\text{RL}} \) is exactly equal to the length of TLB.

We characterise the decision process for urban intersection traffic-light control as a DDMP [27] with constant action and cost delays.

The considered DDMP is a tuple \( \langle S, A, p, g, d_a, d_e \rangle \) where \( S \) is the state set, \( A \) is the control input (action) set, \( p \) the transition probability describing the dynamics of the system to be controlled, \( g : S \times A \times S \to \mathbb{R} \) the reward function quantifying the benefit of a certain action choice given a particular state of the process (reward), \( d_a \) the constant action delay, and \( d_e = d_a \) the constant delay to observe the reward.

The controller at each \( k \)-th time instance observes the state of the system and has to select a control input that will be applied at the \((k + d_a)\)-th step. This means that, at the \( k \)-th time instance the action selected at the \((k - d_a)\)-th time instance is applied. The reward is measured after \( k + d_a + 1 \)-th time instance when the action is decided at the \( k \)-th time instance. As shown in [28] a DDMDP with action and cost delay is reducible to a classical MDP without delay. The equivalent MDP is a tuple \( \langle I, A, p, g_a \rangle \), where \( I : S \times A^{d_a} \) and \( g_a : S \times A^{d_a} \times A \times S \times A^{d_a} \to \mathbb{R} \) are respectively the "modified" state set and the "modified" reward function.

Throughout the paper we denote:

- \( s^{(k)} \in S \) the state of the RL system at the \( k \)-th time instant;
- \( a^{(k)} \in A \) the RL control input (action) at the \( k \)-time instant;
- \( I^{(k)} = (s^{(k)}, a^{(k)}, \ldots, a^{(k-1)}) \in I \) the information needed for optimal action selection at the \( k \)-th time instant;
- \( g_a(s^{(k)}, a^{(k)}, i^{(k+1)}) = g(s^{(k)}, a^{(k-d_a)}, s^{(k+1)}) \) the reward function.

Note that the reward function at the \( k \)-th instance does not depend on the action at the \( k \)-th instance since the reward at the \( k \)-th instance depends on the action decided at the \( k - d_a \)-th instance \( a^{(k-d_a)} \). The transition probability \( p \) for the original DDMP can be extended to this modified DDMP by observing the following \( p(I^{(k+1)} | I^{(k)}, a) = p(I^{(k+1)} | s^{(k)}, a) \) for all \( e^T_k I^{(k+1)} = s^{(k+1)} \), \( e^T_k I^{(k)} = s^{(k)} \), and \( e^T_{k+1} I^{(k)} = a \), the rest of elements are 0, where \( e_m \) is the unit vector with only the \( m \)-th component is 1, and the rest are 0.

#### A. State Action and Reward in the urban intersection

We now characterise the state, the action and the reward in our setting. First, we introduce some notations.

Hereinafter we will refer to \( \mathbb{N} \cup \{0\} \) as \( \mathbb{N}_+ \); and to \( \mathbb{B} = \{0; 1\} \) as the Boolean domain.

1) State: The state \( s^{(k)} \in S \) at the \( k \)-th time instant is equal to \( X^{(k)} \), where: \( X^{(k)} \in \mathbb{N}_+^{n_1} \) is a vector in which the \( j \)-th element \( x^{(k)}_j \) element represents the number of vehicles in the CZ of the \( j \)-th lane.

2) Action: The action \( a^{(k)} \in A \) at the \( k \)-th time instant is a vector having the number of elements equal to the number of lanes \( A := \mathbb{B}^{n_1} \). At the \( k \)-th instance, the traffic controller decides which lane to be open, i.e., for which lane the traffic-light will be green at the \( k + d_a \)-th TLB. If \( a_j^{(k)} = 1 \), the traffic-light will be green, if \( a_j^{(k)} = 0 \), the traffic-light will be red for lane \( j \) at the \( k + d_a \)-th TLB. Note that only those lanes which are non-conflicting can be open simultaneously. Therefore, we reduce the problem imposing that the actions of non-conflicting lanes are equal. Hence, \( a_j^{(k)} = a_l^{(k)} \) if the pair \((j, l)\) are non-conflicting. Thus, the action space can be reduced to only choosing elements for the set \( L \), i.e., the non-conflicting lanes.

3) Reward function: The traffic-intersection controller wants to minimise the queue length at each lane, and maximise the outflow of vehicles at a given instance. Hence, we consider the reward-function as the following Thus, maximising

\[
g(s^{(k)}, a^{(k-d_a)}, s^{(k+1)}) = \| W X^{(k)} \|_1 - \| W X^{(k+1)} \|_1,
\]

where \( W \in \mathbb{R}^{n_1} \) is the weight vector. The weights vector \( W \) allows to assign to each lane a relative priority. If we want to impose a higher priority for the \( j \)-th lane, we will assign to the \( j \)-th element of \( W \) a higher value than the others \((w_i < w_j, \forall i \neq j)\). Imposing \( W = [1, 1, \ldots, 1] \) each lane assume the same relevance in the optimisation.

#### B. Optimal Policy and Q-Learning

The traffic-intersection controller has to learn an optimal control law (policy) \( \pi : I \to A \); i.e., the one that maximises the expected value of the discounted cumulative reward given the state \( I^{(k)} \). We also assume that \( d_a \) decided actions are already awaiting execution at \( k = 0 \) which constitutes the initial state \( I^{(0)} \).


\[
E \left[ \sum_{k=0}^{H} \gamma^k g(s^{(k)}, a^{(k-d_a)}, s^{(k+1)}) \right], \tag{14}
\]

where \( \gamma \in [0, 1] \) is a discounted factor (a constant real value quantifying how much important the future reward is compared to the immediate one) and \( H \) is the horizon of the optimisation problem to be solved.

In the following we rely on a tabular Q-Learning algorithm [29]: an off-policy value function approach that uses Q-values. Since we have only used a simulation model to simulate the vehicle dynamics, thus, off-policy evaluation is not costly.

Note that in order to find the optimal policy \( \pi \), we need to evaluate the \( Q \)-function for the modified DDMP. Hence, we will compute \( Q(I^{(k)}, a^{(k)}) \) for all \( (I^{(k)}, a^{(k)}) \) and then finding the optimal policy as

\[
\pi^*(I^{(k)}) = \arg \max_{a^{(k)}} Q(I^{(k)}, a^{(k))}). \tag{15}
\]

The reward inherently depends on the dynamics of the vehicles which have been described in Sections II-B and II-C which in turn depend on the decision of the traffic intersection controller. The dynamics is non-linear and discontinuous as well.

Note that as \( d_a \) increases the state-space will increase, however, it will help to obtain a solution for the AV’s optimisation problem.

IV. IMPLEMENTATION

To evaluate the proposed approach we design a MATLAB framework.

The considered simulation example consists of the 4 lanes intersection described in Section II (\( n_l = 4 \)) having a merging zone of size \( L_M = 30 \text{ m} \), while the control zone length \( L_C \) and the exit zone length \( L_E \) of each lane are both equal to \( 400 \text{ m} \). The maximum speed limit is set to \( \nu_{\text{max}} = 13 \text{ m/s} \). The vehicle arrival rate follows a Poisson process with \( \lambda = 450 \text{ veh h}^{-1} \). Each vehicle is set to enter the intersection with an initial position \( p_{i,j}(t_0) = 0 \) (corresponding to the maximum distance from the merging zone), an initial speed \( v_{i,j}(t_0) \) randomly sampled in \([9 \text{ m/s}^{-1}, 11 \text{ m/s}^{-1}] \), and an initial acceleration \( a_{i,j}(t_0) \) randomly sampled in \([0 \text{ m/s}^{-2}, 0.5 \text{ m/s}^{-2}] \). We set the capacity of the intersection equal to \( N_{\text{max}} = 100 \), i.e., if there are 100 vehicles at the intersection, the intersection will be closed for access from any lane. We randomly set the amount of AVs entering the intersection in order to compare the proposed approach on two different scenarios:

1) 50% of AVs and 50% of HDVs;
2) only HDVs.

We consider the same jam distance and the same safety time gap for each vehicle modelled as an IDM (respectively \( s_{i,j} = 2 \text{ m} \) and \( T_{i,j} = 5 \text{s} \)), and we set the \( \epsilon = 1.6 \text{ m} \) in order to avoid a high deceleration when the bumper-to-bumper distance of two subsequent vehicles is close to zero. We set \( \delta_s = 12 \text{ m} \). It allows a soft acceleration profile once the AV receives the information that the traffic light will be green. We set \( d_{\text{follow}} = 5 \text{ m} \).

The RL controller training is performed solving an infinite horizon Q-Learning problem and starts with an intersection having zero vehicles. We set \( W = [1, 1, \ldots, 1] \), hence, the controller did not prioritise among the lanes.

We performed both the simulation considering \( T_{\text{RL}} = 15 \text{s} \), \( T_{\text{delay}} = 2T_{\text{RL}} = 30 \text{s} \), and \( T_{\text{alert}} = 3 \text{s} \), i.e, \( d_a = 2 \). In Figure 2 the average vehicles’ waiting time and the averaged cumulative reward of the performed trainings are shown respectively. In particular the blue plots are related to the scenario of an equally distributed number of AVs and HDVs in the intersection, while the orange depict the result obtained in the scenario of only HDVs. We can observe that in both the simulations the vehicles waiting time assumes a pseudo-periodic behaviour in correspondence of reward. However, no significant differences between the two different scenarios can be observed as also highlighted in Figure 3 where the respective average lane queues are shown.

On the other hand, as expected, the clear advantage of introducing AVs can be observed by comparing the energy consumption of the two different vehicles. Indeed, as highlighted in Table 1 where for both vehicle types some statis-
cal indices of the integral of the squared acceleration profiles over time are shown. AVs outperform HDVs. Moreover, comparing only the statistical HDVs values of this integral in both scenarios, in the 100% HDVs setting, respectively, the mean and standard deviation take a higher value. Therefore, we can conclude that the introduction of AVs also decreases the total energy of HDVs.

V. CONCLUSION AND FUTURE WORK

We model the decision process of a traffic intersection controller as a DDMDP and propose a RL-based algorithm to compute the optimal policy to decide whether the traffic-light will be green or red at each lane over a long-time period. The decision taken by the traffic-light controller is applied after a delay which is communicated to the AVs. Thus, the AVs can adapt their dynamics in a better way. Numerically, we show that the AVs can in fact minimise total acceleration and deceleration compared to the HDV without increasing the wait-time due to the delayed decision process.

The characterisation of the optimal policy for different set of rewards are left for the future. The consideration of the scenario where the AVs have an unreliable communication with the traffic-intersection constitutes an important future research direction. The investigation of the delay parameter on the performace has been left for the future.
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