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The stochastic quantization method is applied to \( \mathcal{N}=1 \) supersymmetric Yang-Mills theory, in particular in 4 and 10 dimensions. In the 4 dimensional case, based on Itō calculus, the Langevin equation is formulated in terms of the superfield formalism. The stochastic process manifestly preserves both the global \( \mathcal{N}=1 \) supersymmetry and the local gauge symmetry. The expectation values of the local gauge invariant observables in SYM\(_4\) are reproduced in the equilibrium limit. In the superfield formalism, it is impossible in SQM to choose the so-called Wess-Zumino gauge in such a way to gauge away the auxiliary component fields in the vector multiplet, while it is shown that the time development of the auxiliary component fields is determined by the Langevin equations for the physical component fields of the vector multiplet in an “almost Wess-Zumino gauge”. The physical component expressions of the superfield Langevin equation are naturally extended to the 10 dimensional case, where the spinor field is Majorana-Weyl. By taking a naive zero volume limit of the SYM\(_{10}\), the IIB matrix model is studied in this context.

§1. Introduction

\( \mathcal{N}=1 \) supersymmetric Yang-Mills theory in ten dimensions\(^1\) has attracted special interest in relation to superstring theories, not only because it describes a part of the low energy effective theory of superstrings\(^2\) but also because its reduction to one dimension describes an \( N \) D-particle system as the light-cone eleven dimensional M-theory.\(^3\) In a naive zero volume limit with large \( N \), it provides a constructive definition of type IIB superstring,\(^4\) where the supersymmetry is enhanced to \( \mathcal{N}=2 \), inherited from the Green-Schwarz superstring action. The constructive approach is supported by the fact that, due to the \( \mathcal{N}=2 \) supersymmetry, the light-cone IIB superstring field theory\(^5\) can be derived from the Schwinger-Dyson equation, or the so-called loop equation,\(^6\) for Wilson loops in the IIB matrix model.\(^7\) Since there is no manifestly Lorentz invariant formulation of IIB superstring field theory, the light-cone setting is necessary to investigate the equivalence. While if the large \( N \) matrix model provides a constructive definition of type IIB superstring, we prefer to keep the manifest Lorentz covariance to obtain some hints for a manifestly Lorentz invariant description of superstring field theories. This motivates us to apply the stochastic quantization method (SQM)\(^8\),\(^9\) to large \( N \) matrix models. As a significant advantage of SQM, it enables us to calculate the expectation values of gauge invariant observables, such as the Wilson loop, without the gauge fixing in terms of the Langevin equation that preserves the manifest Lorentz covariance. The application of SQM systematically incorporates a certain class of Schwinger-Dyson equations (loop equations) of the fundamental system. In the four-dimensional case,\(^10\) the non-perturbative effects in the supersymmetric Yang-Mills theory have been studied.
extensively in relation to the “old fashioned” matrix models in the context of the Dijkgraaf-Vafa theory,\(^{11,12}\) where the basic idea is also based on the analysis of the Schwinger-Dyson equation (loop equation). This also motivates us to apply SQM to the four-dimensional case in the superfield formalism.

In this note, we consider stochastic quantization of \(\mathcal{N} = 1\) supersymmetric Yang-Mills theory (SYM\(_d\)) in \(d\)-dimensions, in particular \(d = 4, 10\). Our main interest is to apply SQM to the IIB matrix model. In a previous work,\(^{13}\) we applied SQM to a prototype of reduced models, i.e., a naive zero volume limit of \(U(N)\) Yang-Mills theory. We obtained a collective field theory of Wilson loops that resembles the covariantized bosonic part of the light-cone IIB superstring field theory. In order to develop the collective field theory approach in the context of SQM, we clarify the symmetry properties of the underlying stochastic process for SYM. SQM was first applied to supersymmetric models, free vector and chiral scalar fields, by Breit-Gupta-Zaks\(^{14}\) in the superfield formalism. Ishikawa\(^{15}\) extended its application to supersymmetric QED\(_4\), incorporating the \(U(1)\) local gauge invariance in this context. The regularization procedure for supersymmetric QED\(_4\) was also discussed in Ref.\(^{16}\) in terms of the Schwinger-Dyson equation. In these works, it was clarified that the supersymmetric extension of the Langevin systems produces Langevin equations with kernels for auxiliary component fields and physical fermion fields.\(^{17}\) In the application of SQM to SYM\(_4\), it is necessary to incorporate both the non-abelian structure of the interaction and the global supersymmetry. For SYM\(_{10}\), the basic problem is to apply SQM to the Majorana-Weyl fermion. In order to make manifest the covariance of the Langevin equations both under the local gauge transformation and under the global supersymmetry transformation, we first apply SQM to \(SU(N)\) SYM\(_4\) in the superfield formalism.\(^{18}\) Using the superfield Langevin equation, the expectation values of local gauge invariant observables for SYM\(_4\) are reproduced in the equilibrium limit. We also derive the corresponding Fokker-Planck equation written in terms of the superfield, which implies that the probability distribution reproduces that of SYM\(_4\) formally in the equilibrium limit. It is shown that the superfield Langevin equation manifestly preserves both the local gauge symmetry and the global \(\mathcal{N} = 1\) supersymmetry in the sense of Itô. Its geometrical meaning is also clarified in superspace by introducing a nontrivial path-integral measure that defines a local gauge invariant partition function in the superfield formalism. Next, we extend it to the ten-dimensional case. Since there is no superfield formalism for SYM\(_{10}\), the Langevin equations for \(SU(N)\) SYM\(_4\) expressed in terms of physical component fields \((\lambda, \bar{\lambda}, v_m)\) are naturally extended to those for \(SU(N)\) SYM\(_{10}\) by introducing a chiral projection for the two Majorana noise variables. Then, we study the IIB matrix model by taking the naive zero volume limit of \(U(N)\) SYM\(_{10}\). The Fokker-Planck Hamiltonian is also derived for the purpose of constructing a collective field theory of Wilson loops in this context.

The paper is organized as follows. In §2, we formulate the Langevin equation and the Fokker-Planck equation for SYM\(_4\) in the superfield formalism. In §3, we decompose the superfield Langevin equation into its components. We introduce an “almost Wess-Zumino gauge” to gauge away the auxiliary fields in the vector superfield. In a precise sense, the Wess-Zumino gauge fixing is impossible for the superfield
Langevin equation. However, we show that the time development of the auxiliary fields is completely determined by only the component fields in the Wess-Zumino gauge. Section 4 is devoted to the Euclidean formulation for component Langevin equations. We extend the formulation in component fields for SYM\(_4\) to SYM\(_{10}\) in §5. The IIB matrix model is discussed in §6. In Appendix A, we introduce a local gauge invariant definition of the partition function in the superfield formalism to derive the Fokker-Planck equation. In particular, we demonstrate the local gauge invariance of the superspace path-integral measure. Appendix B is devoted to a derivation of the supersymmetric kernel for the superfield Langevin equation. The gauge fixing problem is also discussed there and we derive the superfield Langevin equation in the “almost Wess-Zumino gauge”. In Appendix C, we derive the component expressions for the superfield Langevin equation.

§2. SYM\(_4\) in SQM

We apply SQM to (SYM)\(_4\) in the superfield formalism to make its covariance manifest. Although we work in the Minkowski space in the following two sections, it is always possible to perform the Wick rotation to the Euclidean space for the convergence of the Langevin equation, then back to the Minkowski space by analytic continuation.\(^{14}\) The Euclidean prescription is discussed in §4.

A vector superfield \(V = V^\dagger\) is given by

\[
V(x, \theta, \bar{\theta}) = C + i\theta \chi - i\bar{\theta}\bar{\chi} + \frac{i}{2}\theta^2[M + iN] - \frac{i}{2}\bar{\theta}^2[M - iN] - \theta\sigma^m\bar{\theta}v_m \\
+ i\theta^2\bar{\theta}[\bar{\lambda} + \frac{i}{2}\sigma^m\partial_m\bar{\chi}] - i\bar{\theta}^2\theta[\lambda + \frac{i}{2}\sigma^m\partial_m\chi] + \frac{1}{2}\theta^2\bar{\theta}^2[D + \frac{1}{2}\partial^2C],
\]

where the superfield \(V\) and its component fields are \(SU(N)\) algebra-valued: \(V = V^a t_a\) with \(t_a \in su(N)\), which satisfy \([t_a, t_b] = i\varepsilon^{abc}t_c\) and \(\text{Tr}(t_a t_b) = k\delta_{ab}\). We use a notation closely related to that in Ref. 19. The transformation property of the vector superfield under the local gauge transformation is given by

\[
e^{2V} \rightarrow e^{-i\Lambda^\dagger}e^{2V}e^{i\Lambda},
\]

where \(\Lambda\) and \(\Lambda^\dagger\) are \(SU(N)\) algebra-valued chiral superfields which satisfy \(\bar{D}_\alpha\Lambda = D_\alpha A^\dagger = 0\). By introducing a local gauge covariant chiral superfield \(W_\alpha\), the so-called “Gluino field”, and its conjugation \(\bar{W}_\dot{\alpha}\),

\[
W_\alpha = -\frac{1}{8}\bar{D}^2e^{-2V}D_\alpha e^{2V},
\]

\[
\bar{W}_\dot{\alpha} = \frac{1}{8}D^2e^{2V}\bar{D}_\dot{\alpha}e^{-2V},
\]

the action of SYM\(_4\) is given by

\[
S = \int d^4x d^2\theta d^2\bar{\theta}\frac{1}{4kg^2} \text{Tr}\left(W^\alpha W_\alpha \delta^2(\theta) + \bar{W}_\dot{\alpha}\bar{W}_\dot{\alpha} \delta^2(\theta)\right),
\]

\[
= \frac{1}{kg^2} \int d^4x \text{Tr}\left(-\frac{1}{4}v_{mn}v^{mn} - \frac{i}{2}\lambda\sigma^m\partial_m\bar{\lambda} - \frac{i}{2}\bar{\lambda}\sigma^m\partial_m\lambda + \frac{1}{2}D^2\right). \quad (2.4)
\]
Here, the expression with component fields is written in the Wess-Zumino gauge, where $v_{mn} = \partial_m v_n - \partial_n v_m + i [v_m, v_n]$ and $\mathcal{D}_m \lambda = \partial_m \lambda + i [v_m, \lambda]$. In the following, we do not assume the Wess-Zumino gauge.

We define the time evolution of the vector superfield, $V(\tau + \Delta \tau) = V(\tau) + \Delta V(\tau)$, with respect to the stochastic time $\tau$ in terms of Itô calculus. We use discretized notation to allow a clear understanding. The Langevin equation is defined from the Fokker-Planck equation that reproduces the probability distribution $e^{-S}$ with $S$ in (2.4) in the equilibrium limit for $\tau \to \infty$. First, we regard $e^{2V}$ as a fundamental variable, because of its simple transformation property. Then we derive the Langevin equation for the vector superfield $V$.

To derive the superfield Langevin equation, we assume the following form for the time evolution of $e^{2V}$: $e^{2V}(\tau + \Delta \tau) = e^{2V}(\tau) + \Delta e^{2V}(\tau)$.

$$\begin{align*}
e^{2V}(\tau + \Delta \tau, z) &= e^{-\Delta \tau X(\tau, z) + \Delta w(\tau, z)} e^{2V}(\tau, z), \\
\langle \Delta w_{ij}(\tau, z) \Delta w_{kl}(\tau, z') \rangle_{\Delta w_{\tau}} &= 2k \Delta \tau \left( \delta_{ij} \delta_{jk} - \frac{1}{N} \delta_{ij} \delta_{kl} \right) \delta(z - z'), \\
\delta(z - z') &= \delta^2(\theta - \theta') \delta^2(\bar{\theta} - \bar{\theta'}) \delta^4(x - x'), \quad (2.5)
\end{align*}$$

where $z$ denotes the set of coordinates $(x, \theta, \bar{\theta})$ in superspace, $\Delta w(\tau, z)$ is a noise superfield, and $X(\tau, z)$ is determined from the Fokker-Planck equation so as to reproduce the superfield SYM$_4$. We assume that $X$ and $\Delta w$ are $SU(N)$ algebra-valued: $X = X_a t^a$ and $\Delta W = \Delta w_a t^a$. In the following, $\langle \ldots \rangle_{\Delta w_{\tau}}$ indicates that the expectation value is evaluated by means of the noise correlation at the stochastic time $\tau$ defined in (2.5). Up to order $\Delta \tau$, we obtain

$$\Delta e^{2V}(\tau, z) = \left( - \Delta \tau X(\tau, z) + \Delta w(\tau, z) \right) e^{2V}(\tau, z). \quad (2.6)$$

We now comment on the contact term which would appear on the r.h.s. of the Langevin equation (2.6) in Itô calculus. It can be evaluated from the noise correlation in (2.5) as

$$\begin{align*}
\langle \frac{1}{2} \Delta w(\tau, z)_{ik} \Delta w(\tau, z)_{kj} e^{2V}(\tau, z) \rangle_{\Delta w_{\tau}} \\
&= k \Delta \tau \frac{N^2 - 1}{N} \delta_{ij} \lim_{z' \to z} \delta(z - z') e^{2V}(\tau, z). \quad (2.7)
\end{align*}$$

To evaluate this term precisely, we might need a regularization procedure. The regularization for the $\delta$-function, $\delta^4(x - x')$, can be realized by smearing it, while the relation $\lim_{\theta' \to \theta, \bar{\theta}' \to \bar{\theta}} \delta^2(\theta - \theta') \delta^2(\bar{\theta} - \bar{\theta}') = 0$ is a direct consequence of the supersymmetry. We thus, as a working hypothesis to derive the basic Langevin equation for SYM$_4$, ignore the contribution which comes from this type of ill-defined contact terms.$^9$ In non-supersymmetric theories, such as lattice gauge theories, this type of contact terms, in general, plays a particular role for the general coordinate

$^9$ As a regularization procedure, the prescription $\delta^4(0) \delta^2(\theta - \theta') \delta^2(\bar{\theta} - \bar{\theta})|_{\theta' = 0, \bar{\theta}' = 0}$ is consistent with regularization by dimensional reduction. $^{21}$
invariance of the Langevin equation in Itô calculus.\textsuperscript{22)\textsuperscript{22}}\textsuperscript{22} This type of contact terms is also the origin of anomalies in the context of SQM. We discuss this point later.

For the time evolution, we require that

\begin{equation}
V(\tau + \Delta \tau) = V(\tau + \Delta \tau), \quad \text{Tr}V(\tau + \Delta \tau) = 0.
\end{equation}

(2.8)

The hermiticity of the vector superfield is ensured as follows. Let us rewrite the Langevin equation (2.5) as

\begin{equation}
e^{2V}(\tau + \Delta \tau) = e^{\frac{1}{2}(\Delta \tau X(\tau) + \Delta w(\tau))}e^{2V(\tau)}e^{\frac{1}{2}(-\Delta \tau e^{-2V}X(\tau)e^{2V} + e^{-2V}\Delta w(\tau)e^{2V})}.
\end{equation}

(2.9)

This expression implies that the \(SU(N)\) algebra-valued quantities \(X\) and \(\Delta w\) must satisfy the hermiticity conditions

\begin{equation}
X(\tau) = e^{-2V}X(\tau)e^{2V},
\end{equation}

\begin{equation}
\Delta w(\tau) = e^{-2V}\Delta w(\tau)e^{2V}.
\end{equation}

(2.10)

We choose \(X\) so that the first constraint is satisfied. The hermiticity assignment (2.10) for the noise superfield defines the hermitian conjugation of its components, which implies that the noise superfield, \(\Delta w\), is not a vector superfield. From the definition of the hermitian conjugation for the noise superfield, we obtain their correlations,

\begin{equation}
\langle \Delta w_{ij}^{\dagger}(\tau, z)\Delta w_{kl}^{\dagger}(\tau, z')\rangle_{\Delta w} = 2k\Delta \tau \left(\delta_{il}\delta_{jk} - \frac{1}{N}\delta_{ij}\delta_{kl}\right)\delta(z - z'),
\end{equation}

\begin{equation}
\langle \Delta w_{ij}(\tau, z)\Delta w_{kl}^{\dagger}(\tau, z')\rangle_{\Delta w} = 2k\Delta \tau \left((e^{2V})_{il}(e^{-2V})_{kj} - \frac{1}{N}\delta_{ij}\delta_{kl}\right)\delta(z - z').
\end{equation}

(2.11)

We note that the noise correlation (2.11) is not the definition of the hermitian conjugate \(\Delta w^{\dagger}\), but it follows from (2.6) and (2.10). The definition of the hermitian conjugation of the noise superfield (2.10) is realized by determining the conjugate component fields so as to satisfy (2.10), which is possible because the noise superfield is not a vector superfield. Therefore, it is realized only by the white (Gaussian) noise correlation defined in (2.5). In particular, in the sense of Itô calculus, the noise variable is not correlated with the equal stochastic time dynamical variables. This means that the r.h.s of the noise correlation in (2.11) is not the expectation value.

From (2.9), we obtain a form of the Langevin equation in which the hermiticity of the vector superfield is manifest throughout the time development:

\begin{equation}
\Delta e^{2V} = \frac{1}{2} \left( -\Delta \tau X(\tau) + \Delta w(\tau) \right) e^{2V(\tau)}
\end{equation}

\begin{equation} + e^{2V(\tau)} \frac{1}{2} \left( -\Delta \tau X(\tau) + \Delta w(\tau) \right) .
\end{equation}

(2.12)

Since this Langevin equation is equivalent to (2.6), we consider (2.6) in the following for simplicity.

Before we derive the corresponding Fokker-Planck equation and determine the explicit form of the quantity \(X\), we comment on the transformation property of the
Langevin equation (2.6) under the stochastic-time independent local gauge transformation, which means that the transformation parameters, \( \Lambda \) and \( \Lambda^\dagger \) in (2.2), do not depend on the stochastic time. The l.h.s. of (2.6) is transformed as \( \Delta e^{2V} \rightarrow e^{-i\Lambda^\dagger}(\Delta e^{2V})e^{i\Lambda} \). For the covariance of the Langevin equation, we require

\[
X \rightarrow e^{-i\Lambda^\dagger}Xe^{i\Lambda^\dagger},
\]
\[
\Delta w \rightarrow e^{-i\Lambda^\dagger}\Delta we^{i\Lambda^\dagger}.
\]

We note that the noise correlation in (2.5) and the first equation in (2.11) are invariant while the second equation in (2.11) is covariant under the transformation (2.13). The hermiticity assignment in (2.10) is also consistent with the transformation property. Hence, we conclude that the Langevin equation and the noise correlation manifestly preserve the global \( \mathcal{N} = 1 \) supersymmetry, as well as the local gauge symmetry, if we obtain \( X \) in the Langevin equation which satisfies the hermiticity condition and the transformation property in (2.10) and (2.13), respectively.

The Fokker-Planck equation which corresponds to the Langevin equation (2.6) is given by (see Appendix A)

\[
\frac{\partial}{\partial \tau}P(\tau, e^{2V}) = \int dz \hat{E}_a(z)\left(\hat{E}^a(z) + X(z)^a\right)P(\tau, e^{2V}).
\]

Here \( \hat{E}_a(z) \) has been introduced as an analogue of the left Lie derivative on a group manifold:

\[
\hat{E}_a(z) = \frac{1}{2} \mathcal{L}_a(z) \frac{\delta}{\delta V^b(z)},
\]
\[
K_a^b(z) = \frac{1}{\kappa} \int_0^1 ds \text{Tr}\left(e^{2sV(z)}t_a e^{-2sV(z)}\right),
\]
\[
K_a^c(z)K^b_c(z) = \delta_a^b.
\]

It satisfies the relation \( \hat{E}_a(z)e^{2V(z')} = t_a e^{2V(z')} \delta(z - z') \). The local gauge invariant definition of the expectation value of an observable \( F[e^{2V}] \) is given by

\[
\langle F[e^{2V}](\tau) \rangle_{\Delta w} = \int F[e^{2V}]P(\tau, e^{2V}) \sqrt{G}DV.
\]

Here \( \langle ... \rangle_{\Delta w} \) indicates that the expectation value is evaluated with respect to all the noise for \( \tau' \leq \tau - \Delta \tau \). On the r.h.s., we have introduced the metric, \( G^{ab} \equiv \frac{1}{4} \mathcal{L}_a L_c^e \delta^{eb} \) and \( G_{ab} \equiv 4K_a^cK_b^c \), to define a local gauge invariant superspace path-integral measure, \( \sqrt{G}DV \). Here, \( G \) denotes \( \det G_{ab} \). (See Appendix A for details.) To reproduce the superfield action for \( \mathcal{N} = 1 \) SYM in the equilibrium limit, we simply choose

\[
X(z) \equiv \hat{E}(z)S,
\]
\[
= \kappa \left(e^{2V} \frac{\delta S}{\delta (e^{2V})^t} - \frac{1}{N} \text{Tr}(e^{2V} \frac{\delta S}{\delta (e^{2V})^t})\right),
\]
\[
= -\frac{1}{4g^2} \left(e^{2V} D^a W_a e^{-2V} + \bar{D}_a \bar{W}^a\right).
\]
where
\[
\mathcal{D}^\alpha W_\alpha \equiv D^\alpha W_\alpha + \left\{ W_\alpha, e^{-2V} D^\alpha e^{2V} \right\}, \\
\bar{\mathcal{D}}_\dot{\alpha} \bar{W}^{\dot{\alpha}} \equiv \bar{D}_{\dot{\alpha}} \bar{W}^{\dot{\alpha}} + \left\{ \bar{W}^{\dot{\alpha}}, e^{2V} \bar{D}_{\dot{\alpha}} e^{-2V} \right\}.
\] (2.18)

This satisfies the hermiticity condition (2.10) and the transformation property (2.13). We note that, in the Wess-Zumino gauge, the two terms \( W^\alpha W_\alpha \) and \( \bar{W}^{\dot{\alpha}} \bar{W}^{\dot{\alpha}} \) in the superfield Lagrangian (2.4) are equivalent, up to an imaginary total divergence term which does not contribute to the equations of motion. In fact, the reality condition \( \int d^4 x d^2 \theta \text{Tr} W^\alpha W_\alpha = \int d^4 x d^2 \bar{\theta} \text{Tr} \bar{W}^{\dot{\alpha}} \bar{W}^{\dot{\alpha}} \) implies that \( e^{2V} D^\alpha W_\alpha e^{-2V} = \bar{D}_{\dot{\alpha}} \bar{W}^{\dot{\alpha}} \). For the manifest hermiticity, we employ both terms. For the perturbative analysis, we can discard one of them in the basic Langevin equation.

We thus obtain the Langevin equation for \( e^{2V} \),
\[
(\Delta e^{2V}) e^{-2V}(\tau, z) = -\Delta \tau \hat{E}(\tau, z) S + \Delta w(\tau, z) ,
\] (2.19)
where \( \hat{E}(\tau, z) = t_a \hat{E}^a(\tau, z) \). We also comment that the Fokker-Planck equation,
\[
\frac{\partial}{\partial \tau} P(\tau) = \frac{1}{k} \int dz \text{Tr} \hat{E}(z) \left( \hat{E}(z) + (\hat{E}(z) S) \right) P(\tau) ,
\] (2.20)
is invariant under the local gauge transformation. In the equilibrium limit, this indicates that the probability distribution behaves formally as \( P(\tau, e^{2V}) \to e^{-S} \). In a precise sense, what we have shown is that \( e^{-S} \) is a stationary solution of the Fokker-Planck equation (2.20). This ensures that the expectation values of local gauge invariant observables for SYM\(_4\) are reproduced in the equilibrium limit. This does not imply, however, the existence of a unique equilibrium distribution, which can be proven only for a smooth positive semi-definite stationary solution describing a finite number of degrees of freedom. In this respect, to prove the existence of a unique equilibrium distribution for SYM\(_4\), we need a regularization procedure to reduce the number of degrees of freedom that preserves the global supersymmetry as well as the local gauge symmetry. It is also necessary to introduce a so-called stochastic gauge fixing procedure to give a drift force to the longitudinal degrees of freedom. We discuss the gauge fixing procedure in the next section. Equation (2.10) also clearly shows that we need the path-integral measure \( \sqrt{G} \mathcal{D} V \) even in the equilibrium limit for the definition of the local gauge invariant partition function in the path-integral formalism.

Now we derive the Langevin equation for the vector superfield \( V(z) \). To do this, we evaluate the r.h.s. of (2.19). We find
\[
(\Delta U) U^{-1} = \Delta V^a (\partial_a U) U^{-1} + \frac{1}{2} \Delta V^a \Delta V^b (\partial_a \partial_b U) U^{-1} + O(\Delta \tau^{3/2}) ,
\] (2.21)
where \( U \equiv e^{2V} \). We again ignore the contribution from the contact term. Then, (2.21) reads
\[
\Delta V^a(\tau, z) = \frac{1}{2} \left( -\Delta \tau \hat{E}(\tau, z) S + \Delta w(\tau, z) \right) L_b^a(\tau, z) .
\] (2.22)
The construction of the superfield Langevin equation (2.22) and the Fokker-Planck equation (2.24) is a direct analogue of that in the lattice gauge theories, where the underlying stochastic process is well established.\(^{17,23}\) As mentioned above, the contact term contribution, which we have ignored here not because it is ill-defined but because of the supersymmetry requirement, plays an essential role for the covariant nature of the Langevin equation in lattice gauge theories.\(^{22}\) In a lattice gauge theory, because the link variable is a group element, the stochastic process and the integration are defined on the group manifold. The geometry of the group manifold in the lattice gauge theory is reflected in general coordinate invariant forms of the Langevin equation and the Fokker-Planck equation in the sense of Itô calculus. However, in case of SYM\(_4\) in the superfield formalism, the fundamental variable \(U = e^{2V}\) is not a group element, and the requirement is too strong to give a well-defined Langevin equation. As we explain in Appendix A, we need only the invariance of the partition function under the local gauge transformation of the superfield. Since the local gauge transformation is interpreted as a Killing vector on the superspace, it is not necessary to require the general coordinate invariant form under arbitrary general coordinate transformations for the covariance of the Langevin equation and the corresponding Fokker-Planck equation.

The geometrical interpretation of the covariant nature of the superfield Langevin equation (2.22) is the following. In the derivation of (2.22), one would define a covariant form of \(\Delta V^a\), \(\Delta_{\text{cov}} V^a \equiv \Delta V^a + \Delta \tau \Gamma^a_{bc} \mathcal{G}^{bc}\).\(^{24}\) The local gauge transformation of the second term of this expression, \(\Delta \tau \Gamma^a_{bc} \mathcal{G}^{bc} = -\Delta \tau \mathcal{G} - \frac{i}{2} \partial_b (\mathcal{G}^{bc} \mathcal{G}_{ab})\), would yield a contact term and it would cancel the non-covariant contact term that would appear in the transformation of the time development of \(\Delta V(\tau, z)\):

\[
\delta (\Delta V^a(z)) = \int dz' \Delta V^b(z') \frac{\partial \delta V^a(z)}{\partial V^b(z')} + \int dz' dz'' \frac{1}{2} \Delta V^b(z') \Delta V^c(z'') \frac{\partial^2 \delta V^a(z)}{\partial V^b(z') \partial V^c(z'')} ,
\]

\[
= - \frac{i}{2} (\Lambda^a(z))^b \partial_c L^b_a(z) \Delta V^c(z) + \frac{i}{2} \partial_c L^a_b(z) A^b(z) \Delta V^c(z) + (\text{contact term}) .
\]

Here, since we have ignored the contact term contribution, it is not necessary to introduce a general coordinate invariant expression. The covariance is manifest if we simply write the Langevin equation (2.22) and the noise correlation as

\[
\Delta V^a(\tau, z) = - \Delta \tau \mathcal{G}^{ab}(\tau, z) \frac{\delta S}{\delta V^b(z)} + \Delta_w \Xi^a(\tau, z) ,
\]

\[
\langle \Delta_w \Xi^a(\tau, z) \Delta_w \Xi^b(\tau, z') \rangle_{\Delta w} = 2 \Delta \tau \mathcal{G}^{ab}(\tau, z) \delta(z - z') ,
\]

where we have introduced a collective noise superfield, \(\Delta_w \Xi^a(\tau, z) = \frac{1}{2} \Delta w^a(\tau, z) L^a_b(\tau, z)\). \(\mathcal{G}^{ab}(\tau, z)\) can be regarded as a kernel written in the superfield (see Appendix B). This is one of the main results of this paper. We note that, in the collective noise correlation in (2.24), the r.h.s. is not the expectation value, because in Itô calculus,
the noise variable is uncorrelated with the equal stochastic-time dynamical variables. This property is essential to construct a collective field theory in the SQM approach. The corresponding Fokker-Planck equation written in terms of the superfield is given by

\[
\frac{\partial}{\partial \tau} P(\tau, V) = \int dz \frac{\delta}{\delta V^a(z)} \left\{ \frac{\delta S}{\delta V^b(z)} + \frac{\delta S}{\delta V^b(z)} P(\tau, V) \right\}, \tag{2.25}
\]

where \( P(\tau, V) \) is a scalar probability, defined in (2.16). As an application, with the Langevin equation (2.24), we can derive the supersymmetric Schwinger-Dyson equation for Wilson loops (or the supersymmetric loop equation) written in the superfield formalism, which has already been found in Ref. 25)

Although we have postponed the explicit evaluation of the contact term (2.7), it could be done by using the background field method with a regularization procedure that preserves the global supersymmetry and the background local gauge symmetry. If the evaluation successfully extracted a non-trivial contribution from the contact term, as has been precisely shown in the case of lattice gauge theories,\(^22\) we would obtain, in a formal sense, the Langevin equation and the Fokker-Planck equation

\[
\Delta V^a(\tau, z) = -\Delta \tau G^{ab}(\tau, z) \frac{\delta S}{\delta V^b(z)} - \Delta \tau F^a_{bc}(\tau, z) + \Delta w^a(\tau, z),
\]

\[
\frac{\partial}{\partial \tau} P(\tau) = \int dz \frac{1}{\sqrt{G}} \frac{\delta}{\delta V^a(z)} \left\{ \sqrt{G} G^{ab}(\tau, z) \left( \frac{\delta}{\delta V^b(z)} + \frac{\delta S}{\delta V^b(z)} \right) P(\tau) \right\}. \tag{2.26}
\]

In contrast to the lattice gauge theory case, the second term on the r.h.s. of the Langevin equation is ill-defined without the regularization procedure, due to a \( \delta(z - z') \) type singularity. One way to solve this problem is to introduce an explicit regularization procedure applied to the noise correlation defined in (2.5). Although a prototype of such a regularization procedure has been discussed,\(^14\) we do not consider such a possibility in this note.

§3. Superfield Langevin equation in component fields

In this section, we consider the component expansion of the superfield Langevin equation (2.22) [or equivalently, (2.24)]. In the application of SQM to the free supersymmetric vector model (the abelian limit of SYM\(_4\)) in the superfield formalism, Breit, Gupta and Zaks\(^14\) showed that it is necessary to perform the component expansion without choosing a special gauge, such as the Wess-Zumino gauge. In general, the Langevin equations for physical components, \((v_m, \lambda, \bar{\lambda}, D)\), include the stochastic time evolution for the auxiliary components, \((C, \chi, \bar{\chi}, M, N)\). In order to eliminate these auxiliary fields, one needs the Langevin equations for the auxiliary fields, \((C, \chi, \bar{\chi}, M, N)\). This means that the auxiliary fields cannot be gauged away in the superfield Langevin equation by requiring the Wess-Zumino gauge. Instead, they are eliminated by using their own Langevin equations. In view of the transformation properties of the superfield Langevin equation, this situation results from the fact that the variation with respect to the stochastic time is not covariant under the stochastic-time dependent local gauge transformation. As we showed at the
end of the previous section, the superfield Langevin equation is covariant under the stochastic-time independent local gauge transformation for which the transformation parameter, i.e. a chiral superfield $A(z)$, is stochastic-time independent. While we need a stochastic-time dependent local gauge transformation for which the transformation parameter $A(\tau, z)$ is stochastic-time dependent in order to choose the Wess-Zumino gauge in the superfield Langevin equation. Therefore, we need a component expansion without the Wess-Zumino gauge fixing. A non gauge fixing analysis is also necessary to show explicitly the role of the auxiliary fields, in particular $C$, in the superspace path-integral measure defined in Appendix A. Unfortunately, an explicit component expansion without the Wess-Zumino gauge is extremely tedious. Instead of doing this, we derive the superfield Langevin equation in an “almost Wess-Zumino gauge”, in which the auxiliary fields appear only through their derivatives with respect to the stochastic time. This is achieved through a redefinition of the vector superfield with the local gauge transformation that does not change the component degrees of freedom. Under the transformation, the action of SYM$_4$ is transformed to the expression in the Wess-Zumino gauge. While in SQM, all the auxiliary component fields remain and it is impossible to gauge away the auxiliary component fields. Since the auxiliary fields appear in the superfield Langevin equation only through their derivatives with respect to the stochastic time, the time development of the auxiliary fields is completely determined by the values of the physical component fields, $(v_m, \lambda, \bar{\lambda}, D)$, and the noise component fields in the “almost Wess-Zumino gauge”. A detailed derivation demonstrating this fact is given in Appendix B.

By introducing the Lie derivative $L_V$ defined by $L_V X \equiv [V, X]$, the superfield Langevin equation (2.22) (or equivalently (2.24)) can be expressed as

$$\Delta V(\tau, z) = \Delta^2 \frac{1}{4g^2} \left( (1 - e^{-2L_V})^{-1} L_V DW + (e^{2L_V} - 1)^{-1} L_V D \bar{W} \right) + \Delta w \Xi(\tau, z),$$

$$\Delta w \Xi(\tau, z) \equiv (e^{2L_V} - 1)^{-1} L_V \Delta w(\tau, z). \quad (3.1)$$

We introduce a superfield $V|_{WZ}(\tau, z)$, which consists of only the component fields in the Wess-Zumino gauge. The auxiliary degrees of freedom in the vector multiplet are represented by the chiral superfields $A(\tau, z)$ and $A(\tau, z)$ as follows:

$$e^{2V} \equiv e^{+iA^\dagger} e^{2V|_{WZ} e^{-iA}},$$

$$V|_{WZ}(\tau, z) = -\theta \sigma^m \bar{\theta} v_m(\tau, x) + i \bar{\theta}^2 \bar{\theta} \lambda(\tau, x) - i \bar{\theta} \theta \lambda(\tau, x) + \frac{1}{2} \theta^2 \bar{\theta}^2 D(\tau, x). \quad (3.2)$$

We call this redefinition of the vector superfield the “almost Wess-Zumino gauge”. As shown in Appendix B, it follows from (3.1) and (3.2) that the superfield Langevin equation in the “almost Wess-Zumino gauge” is given by

$$\Delta V|_{WZ} + \frac{L_V|_{WZ}}{(e^{2L_V|_{WZ}} - 1)} \Delta \Theta^\dagger + \frac{L_V|_{WZ}}{(1 - e^{-2L_V|_{WZ}})} \Delta \Theta$$
\[
\Delta \tau \frac{1}{4g^2} \left\{ \frac{L_V|_{WZ}}{(1 - e^{-2L_V|_{WZ}})} \mathcal{D}W|_{WZ} + \frac{L_V|_{WZ}}{e^{2L_V|_{WZ}} - 1} \mathcal{D}\bar{W}|_{WZ} \right\} + \Delta w|_{WZ} \bar{\Xi} \Delta w|_{WZ}, \quad (3.3)
\]

Here, the suffix "|_{WZ}" indicates that the quantity is evaluated with respect to the vector superfield in the Wess-Zumino gauge, \( V|_{WZ}(\tau, z) \). The time evolution of the auxiliary fields has been collected in the chiral superfields \( \Delta \Theta(\tau, z) \) and \( \Delta \Theta^\dagger(\tau, z) \):

\[
\Delta \Theta^\dagger \equiv \frac{(1 - e^{-iL_A})}{L_A^\dagger} \Delta A^\dagger, \\
\Delta \Theta \equiv \frac{(e^{-iL_A} - 1)}{L_A} \Delta A. \quad (3.4)
\]

\( \Delta \Theta \) and \( \Delta \Theta^\dagger \) consist of the auxiliary component fields in the vector multiplet and their derivatives with respect to the stochastic time. From the chiral conditions \( \hat{D}_a \Delta \Theta = \hat{D}_a \Delta \Theta^\dagger = 0 \), these collective chiral superfields can be expanded as

\[
\Delta \Theta(\tau, z) = \Delta \Theta(\tau, y, \theta), \\
\Delta \Theta^\dagger(\tau, z) = \Delta \Theta^\dagger(\tau, y^\dagger, \bar{\theta}),
\]

where \( y^m = x^m + i\theta \sigma^m \bar{\theta} \) and \( y^{m\dagger} = x^{m\dagger} - i\theta \sigma^m \bar{\theta} \). Equation (3.5) shows that all the auxiliary fields remain, while the time evolution of these auxiliary fields, \( (\hat{C}, \hat{\chi}, \hat{M}, \hat{N}) \), is completely determined by the components in the Wess-Zumino gauge, \((v_m, \lambda, \bar{\lambda}, D)\).

The residual component of the local gauge transformation is now given by \( a(y) \), where \( a(x) \) is an arbitrary real function and \( a(y)^\dagger = a(y^\dagger) \). The transformation property for the components in the Wess-Zumino gauge is given by \( v_m(x) \rightarrow v_m(x) + D_m a(x), \lambda(x) \rightarrow \lambda(x) + i[\lambda(x), a(x)] \) and \( D(x) \rightarrow D(x) + i[D(x), a(x)] \).

The noise superfield in the Wess-Zumino gauge, \( \Delta w|_{WZ}(\tau, z) \), yields the same correlation as that satisfied by \( \Delta w(\tau, z) \). As a consequence, the correlation between \( \Delta w|_{WZ} \) and \( \Delta w^\dagger|_{WZ} \) is reduced from \( (2.11) \) as

\[
\langle \Delta w|_{WZ}(\tau, z) \Delta w^\dagger|_{WZ}(\tau, z^\prime) \rangle_{\Delta w} = 2k\Delta \tau \left( \delta_{ij}\delta_{kj} - \frac{1}{N} \delta_{ij}\delta_{kl} \right) \delta(z - z^\prime). \quad (3.6)
\]

The hermiticity condition is also given by

\[
\Delta w^\dagger|_{WZ}(\tau, z) = e^{-2L_V|_{WZ}} \Delta w|_{WZ}(\tau, z). \quad (3.7)
\]

The decomposition of the superfield Langevin equation in the “almost Wess-Zumino gauge” is given in Appendix C. Here we only give the result after eliminating
the auxiliary fields. For the components in the Wess-Zumino gauge, \((v_m, \lambda, \bar{\lambda}, D)\), the Langevin equations are given by

\[
\Delta v_m = -\frac{\Delta \tau}{2} \frac{1}{g^2} (D^m v_m + \lambda \sigma_m \bar{\lambda} + \bar{\lambda} \sigma_m \lambda) + \Delta W_{v_m},
\]

\[
\Delta \lambda = -\frac{\Delta \tau}{2} \frac{1}{g^2} \sigma^m \bar{\sigma}^n D_m D_n \lambda + \Delta W_\lambda + \frac{1}{4} \sigma^m D_m \Delta w|_\theta^\dagger,
\]

\[
\Delta \bar{\lambda} = -\frac{\Delta \tau}{2} \frac{1}{g^2} \bar{\sigma}^m \sigma^n D_m D_n \bar{\lambda} + \Delta W_{\bar{\lambda}} - \frac{1}{4} \bar{\sigma}^m D_m \Delta w|_\theta,
\]

\[
\Delta D = \frac{\Delta \tau}{2} \frac{1}{g^2} D^m D_m D + \Delta W_D - \frac{1}{4} D^m D_m \Delta w|.
\]

(3.8)

Here, we have introduced the collective noise fields \(\Delta W_{v_m}, \Delta W_\lambda, \Delta W_{\bar{\lambda}}\) and \(\Delta W_D\), which consist of the components of the noise superfields. These collective noise fields are defined by

\[
\Delta W_{v_m} \equiv -\frac{1}{4} \Delta w|_{\theta \sigma m \bar{\theta}} - \frac{1}{4} \Delta w^\dagger|_{\theta \sigma m \bar{\theta}},
\]

\[
\Delta W_\lambda \equiv \frac{i}{4} \Delta w|_{\theta \bar{\theta}^2} + \frac{i}{4} \Delta w^\dagger|_{\theta \bar{\theta}^2},
\]

\[
\Delta W_{\bar{\lambda}} \equiv -\frac{i}{4} \Delta w|_{\bar{\theta} \bar{\theta}^2} - \frac{i}{4} \Delta w^\dagger|_{\bar{\theta} \bar{\theta}^2},
\]

\[
\Delta W_D \equiv \frac{1}{2} \Delta w|_{\bar{\theta} \bar{\theta}^2} + \frac{1}{2} \Delta w^\dagger|_{\bar{\theta} \bar{\theta}^2}.
\]

(3.9)

In order to confirm that these Langevin equations reproduce the action for SYM in the Wess-Zumino gauge \([22]\) in the equilibrium limit, we clarify the kernel structure of these Langevin equations. The correlations for the noise component fields are given by

\[
\langle (\Delta W_{v_m})^a_x (\Delta W_{v_n})^b_y \rangle_{\Delta w_r}
\]

\[
= -\Delta \tau \delta^{ab} \eta_{mn} \delta^{44}(x - y),
\]

\[
\langle (\Delta W_\lambda + \frac{1}{4} \sigma^m D_m \Delta w|_\theta^\dagger)_{\alpha} (\Delta W_{\bar{\lambda}} - \frac{1}{4} \bar{\sigma}^m D_m \Delta w|_\theta )_{\beta} \rangle_{\Delta w_r}
\]

\[
= -i \Delta \tau (\sigma^m \epsilon)^\alpha_{\alpha} (D_m)^{ab} \delta^{44}(x - y),
\]

\[
\langle (\Delta W_D - \frac{1}{4} D^m D_m \Delta w|)_{\alpha} (\Delta W_D - \frac{1}{4} D^m D_m \Delta w|)_y \rangle_{\Delta w_r}
\]

\[
= -\Delta \tau \delta^{ab} D^m D_m \delta^{44}(x - y).
\]

(3.10)

This result shows that the kernels for the Langevin equations for \(v_m, (\lambda, \bar{\lambda})\) and \(D\) are given by \(-\frac{1}{2}, -\frac{i}{2} (\sigma^m \epsilon)^\alpha_{\alpha} (D_m)^{ab}\) and \(-\frac{1}{2} D^m D_m\), respectively. The appearance of the kernels is inevitable, because the canonical dimension of the stochastic time is \([\Delta \tau] = 2 - d\) (where \(d=4\) in this case). Without them, we would have to introduce some dimensional parameters artificially into the Langevin equations for the fermion fields and the auxiliary fields on dimensional grounds. However, these parameters would break the supersymmetry at finite stochastic time, because the time development
of each component field would be scaled in a different way. These kernels in the
component expressions of the superfield Langevin equation and the noise correlations
do not affect the equilibrium distribution.

We now add a comment on the numerical factor $-\frac{1}{2}$ of the kernels. This negative
factor is absorbed through the Wick rotation to Euclidean space. The $U(1)$ limit of
the superfield kernel contributes $\frac{1}{4}$. The remaining factor 2 comes from the normalization
of the Langevin equation. In fact, even in the $U(1)$ case, we can start from the superfield Langevin equation $\Delta V = -\Delta \tau \frac{1}{2} \delta \Phi + \Delta w$ and the noise correlation
$\langle \Delta w^a \Delta w^b \rangle = \Delta \tau \delta^{ab} \delta(z - z')$, in order to obtain the component Langevin equations
without any numerical kernel factors, employing the notation of Ref. 19). Our results
coincide with those obtained in Ref. 14) in the $U(1)$ limit.

In the last part of this section, we briefly illustrate the stochastic gauge fixing
procedure\textsuperscript{27}) for SYM$_4$ in the superfield formalism. The gauge fixing procedure is not
necessary in the construction of the collective field theory of Wilson loops. However,
in the perturbative analysis with gauge variant quantities, there are two important
issues in the context of SQM. One is to show that the SQM approach simulates the contribution of the Faddeev-Popov ghost in the path-integral approach. The other is
the perturbative renormalizability in SQM. For the Yang-Mills case, the stochastic
gauge fixing procedure is equivalent to the Faddeev-Popov prescription in the path-
integral method.\textsuperscript{27}-\textsuperscript{29}) The perturbative renormalizability of Yang-Mills theory in
SQM is shown by introducing the stochastic action principle.\textsuperscript{30}-\textsuperscript{32}) In particular,
the BRST symmetry of the stochastic action enables us to apply a standard proof in
terms of the Ward-Takahashi identities for the 1-P-I effective stochastic action.\textsuperscript{33}) For
SYM$_4$ in the superfield formalism, the stochastic gauge fixing procedure introduces
additional auxiliary fields, a chiral and an anti-chiral superfield corresponding to the
gauge degrees of freedom, through the local gauge transformation.\textsuperscript{34}) Let us
consider the stochastic-time dependent (inverse) local gauge transformation $e^{2iA^\dagger} e^{2V} e^{-iA}$, where $D_\alpha A^\dagger = 0$ and $\bar{D}_\dot{\alpha} A = 0$, and we define the auxiliary chiral and
anti-chiral superfields in a manner similar to that in (3.4) for the “almost Wess-
Zumino gauge”:

$$
\Phi^\dagger \equiv \frac{e^{-i L A^\dagger}}{L_{A^\dagger}} - \frac{1}{\Delta \tau} \Delta A^\dagger ,
$$

$$
\Phi \equiv \frac{e^{-i L A}}{L_A} - \frac{1}{\Delta \tau} \Delta A ,
$$

(3.11)

where $D \Phi^\dagger = \bar{D} \Phi = 0$. Then we obtain

$$
\Delta V + i \frac{L_V}{(e^{2L_V} - 1)} \Phi^\dagger \Delta \tau - i \frac{L_V}{(1 - e^{-2L_V})} \Phi \Delta \tau
= \Delta \tau \frac{1}{4g^2} \left\{ \frac{L_V}{(1 - e^{-2L_V})} D W + \frac{L_V}{(e^{2L_V} - 1)} \bar{D} \bar{W} \right\} + \Delta w \Xi ,
$$

$$
\Delta w \Xi \equiv \frac{L_V}{(e^{2L_V} - 1)} \Delta w .
$$

(3.12)

It is obvious that this Langevin equation is covariant under the arbitrary (stochastic-
time dependent) local gauge transformation $e^{2V} \rightarrow e^{-i\Sigma^\dagger} e^{2V} e^{i\Sigma}$ and $e^{iA} \rightarrow e^{iA} e^{i\Sigma}$, where the superfields $\Sigma$ and $\Sigma^\dagger$ are stochastic-time dependent chiral and anti-chiral, respectively. The transformation of $A$ and $A^\dagger$ induces a transformation of $\Phi$ and $\Phi^\dagger$:

$$
\Phi^\dagger \rightarrow e^{-iL \Sigma^\dagger} \Phi^\dagger + i \left( e^{-iL \Sigma^\dagger} - 1 \right) \frac{L \Sigma^\dagger}{\Delta \tau} \Delta \Sigma^\dagger,
\Phi \rightarrow e^{-iL \Sigma} \Phi + i \left( e^{-iL \Sigma} - 1 \right) \frac{L \Sigma}{\Delta \tau} \Delta \Sigma.
$$

(3.13)

The stochastic gauge fixing term does not contribute to the expectation value of gauge invariant observables in the equilibrium limit. This can be shown by using the corresponding time evolution equation for observables in which the additional term appears as the generator of the infinitesimal local gauge transformation,

$$
G(\Phi, \Phi^\dagger) = \frac{i}{k} \int dz Tr \left( \Phi^\dagger(z) - e^{2L V} \Phi(z) \right) \hat{E}(z),
$$

(3.14)

which forms the algebra

$$
\left[ G(\Phi_1, \Phi_1^\dagger), G(\Phi_2, \Phi_2^\dagger) \right] = -iG \left( [\Phi_1, \Phi_2], [\Phi_1^\dagger, \Phi_2^\dagger] \right).
$$

(3.15)

In terms of the Langevin equation (3.12), the stochastic gauge fixing procedure is defined by specifying $\Phi$ and $\Phi^\dagger$, which play the role of the Zwanziger gauge fixing functions, as functions of the vector superfield $V$. For example, we can choose $\Phi$ and $\Phi^\dagger$ as $i\alpha D^2D^2 V$ and $-i\alpha D^2D^2 V$, respectively, with $\alpha$ the gauge parameter. These gauge fixing functions are almost uniquely determined by the condition $\bar{D}\Phi = D\Phi^\dagger = 0$ and dimensional arguments. The gauge fixed superfield Langevin equation reproduces the well-known superpropagator with a gauge parameter$^{35}$ defined in the path-integral approach in the equilibrium limit. In fact, it can be directly confirmed that this stochastic gauge fixing term in the superfield formalism includes one that appears in the Yang-Mills case$^{27}$ in the component expansion. For this type of stochastic gauge fixing, it is also possible to prove that the Faddeev-Popov probability distribution$^{35}$ is reproduced in the equilibrium limit.$^{34}$ This is a simple extension of the Yang-Mills case$^{28},29$ to SYM.$^4$

Another important issue is the perturbative renormalizability, including the non-renormalization theorem, which is a particular feature of supersymmetric theories, in the context of the SQM approach. The renormalizability as well as the non-renormalization theorem are demonstrated by introducing the BRST invariant structure in terms of the stochastic action principle. Since $^{33,36,37} (3.13)$ defines a “5-th”-dimensional local gauge symmetry, it is straightforward to introduce a 5-dimensional BRST symmetry, as is well known in the Yang-Mills case.$^{32},36,37$ Then, a consistent truncation of the 5-dimensional BRST symmetry yields a BRST symmetry in the extended phase space, following the general method for the construction of BRST invariant stochastic action for first-class constraint systems.$^{33,37}$ The BRST symmetry of the stochastic action yields the Ward-Takahashi identities, which, with the power counting argument, ensure the renormalizability of the BRST
invariant stochastic action. The stochastic action principle is also useful for an explicit perturbative calculation. In order to preserve both the local gauge symmetry and the global supersymmetry, we employ regularization by dimensional reduction.\textsuperscript{21) It is possible to apply the background field method in SQM\textsuperscript{38) to SYM\textsuperscript{439)} at the one-loop level. The details of this point are reported in Ref.\textsuperscript{40)} Here we comment on the difference between the stochastic gauge fixing procedure and the almost Wess-Zumino gauge. In the stochastic gauge fixing procedure, we choose the Zwanziger gauge fixing functions, $\Phi$ and $\Phi^\dagger$, as functions of the vector superfield, $V$. This breaks the extended local gauge covariance of the Langevin equation, while it preserves the global supersymmetry manifestly in the superfield formalism. The time development of the local gauge invariant observables expressed with the superfield does not depend on the gauge fixing functions. On the other hand, in view of the stochastic gauge fixing procedure, we identify the Zwanziger gauge fixing functions with the derivatives of the auxiliary component fields in the vector multiplet with respect to the stochastic time in the almost Wess-Zumino gauge, as is clear from (3.4) and (3.11). In this case, since the vector superfield is restricted to the Wess-Zumino gauge, $V|_{WZ}$, we need to perform an extended local gauge transformation to define the supersymmetry transformation within the Wess-Zumino gauge. We note that although the time development of the auxiliary fields remains, the time development of local gauge invariant observables does not depend on the auxiliary fields. The reason for this is the same as in the case of the stochastic gauge fixing procedure.

\section*{4. Langevin equations and the Fokker-Planck equation for the physical component fields in Euclidean SYM\textsubscript{4}}

For an extension to SYM\textsubscript{10}, we reconstruct the Langevin equation for SYM\textsubscript{4} with a 4-dimensional Majorana spinor by starting from the action of SYM\textsubscript{4} in Minkowski space-time and explain the Euclidean prescription for the Majorana fermion. SYM\textsubscript{4} in Minkowski space-time is defined by

$$ S = \int d^4x \frac{1}{g^2} \text{Tr}( -\frac{1}{4} v_{mn} v^{mn} + i \bar{\psi} D \psi ) . $$

Here, $\psi$ is a Majorana spinor: $\psi^t \equiv ((\lambda_\alpha)^t, (\bar{\lambda}\dot{\alpha})^t)$. $\gamma^m$ are 4-dimensional $\gamma$-matrices in a Weyl representation that satisfy $\{\gamma^m, \gamma^n\} = -2\eta^{mn}$, with $\eta^{mn} = (-, +, +, +)$. The charge conjugation matrix $C$ satisfies $(\gamma^m)^t = -C^{-1}\gamma^m C$, $C^t = -C$. The Majorana fermion satisfies the relation $\psi^c \equiv C \bar{\psi}^t = \psi$. The model possesses local gauge symmetry and $\mathcal{N}=1$ supersymmetry:

$$ \delta A_\mu = i\bar{\epsilon}\gamma_\mu \psi , $$

$$ \delta \psi = -\frac{1}{2} v^{mn} \gamma_{mn} \epsilon . $$

We fix the Wick rotation prescription for the Majorana fermion, following Nico-
laï, 41) though the Majorana spinor does not exist in the Euclidean space, that keeps the explicit connection of the Euclidean theory to the Minkowskian one. We introduce the independent Majorana spinors ψ and ψ̄ and impose the constraint

\[ \mathcal{C} \psi^\dagger = \psi. \] (4.3)

We then perform the Wick rotation, \( x^0 = -i \tau \), \( \gamma^0 = -i \gamma^4 \). The expression of the Euclidean action is given by \( iS \equiv -S_E \), where

\[ S_E = \int d^4x \frac{1}{g^2} \text{Tr} \left( \frac{1}{4} v_{mn}^2 - \frac{i}{2} \bar{\psi} \gamma^\tau \psi \right). \] (4.4)

The Euclidean supersymmetry transformation is the same as that in Minkowskian space-time. To prove the supersymmetry of the Euclidean action, it is sufficient to note that the “charge conjugation” matrix satisfies a relation such as \( \gamma_m^\dagger = -\gamma_m^\tau \mathcal{C} \), with \( m = 1, 2, 3, 4 \).

The time evolution of the component fields in (3.3), for \( v_m(\tau + \Delta \tau) \equiv v_m(\tau) + \Delta v_m(\tau) \), \( \psi(\tau + \Delta \tau) \equiv \psi(\tau) + \Delta \psi(\tau) \), is described by the following Langevin equation with the Majorana fermion. It reproduces the probability distribution \( e^{-S_E} \) with \( S_E \) in (4.1) for \( \tau \rightarrow \infty \):

\[
\begin{align*}
\Delta v_m(\tau) &= -\Delta \tau \frac{1}{g^2} \left( \mathcal{D}_m v_{mn} - \bar{\psi} \gamma_m \psi \right)(\tau) + \Delta \xi_m(\tau), \\
\Delta \psi(\tau) &= -\Delta \tau \frac{1}{g^2} \mathcal{P}^2 \psi(\tau) + \Delta \chi(\tau), \\
\Delta \chi(\tau) &= \Delta \xi(\tau) + i \mathcal{P} \Delta \eta(\tau). 
\end{align*}
\] (4.5)

Since the Majorana fermion fields, ψ and ψ̄, are not independent, the Langevin equation for \( \bar{\psi} \) is given by “charge conjugation”, \( \Delta \bar{\psi}(\tau) = -\Delta \tau \bar{\psi} \mathcal{P}^2(\tau) + \Delta \bar{\chi}(\tau) \) with \( \Delta \bar{\chi}(\tau) = \Delta \xi(\tau) - i \mathcal{P} \Delta \eta(\tau) \), where we write \( \bar{\psi} \mathcal{D}_m \equiv \mathcal{D}_m \bar{\psi} \). We have introduced the noise variables \( \Delta \xi_\mu \), \( \Delta \xi \) and \( \Delta \eta \), which are a 4-dimensional vector and two Majorana spinors. All these noise variables are \( SU(N) \) algebra-valued. Their correlations are defined by

\[
\begin{align*}
\langle \Delta \xi_m^a(\tau, x) \Delta \xi_n^b(\tau, y) \rangle &= 2 \Delta \tau \delta^{ab} \delta_{mn} \delta^4(x - y), \\
\langle \Delta \xi_m^a(\tau, x) \Delta \eta_{\beta}(\tau, y) \rangle &= -\langle \Delta \eta_{\beta}(\tau, y) \Delta \xi_m^a(\tau, x) \rangle = \Delta \tau \delta^{ab} \delta_{\alpha\beta} \delta^4(x - y).
\end{align*}
\] (4.6)

This yields the correlation for the collective noise \( \Delta \chi \) as

\[
\langle \Delta \chi_\alpha^a(\tau, x) \Delta \chi_\beta^b(\tau, y) \rangle = 2 \Delta \tau (\mathcal{P}_\alpha \mathcal{C})_{\alpha\beta}(-i \mathcal{D}_m^a x) \delta^4(x - y).
\] (4.7)

The Fokker-Planck equation for the component fields is also derived from (4.5).

The time evolution of an observable \( \mathcal{O}(v_m, \psi_\alpha) \) is given by \( \Delta \mathcal{O} = -\Delta \tau \mathcal{H}_{\text{FP}} \mathcal{O} \), with

\[
\begin{align*}
\mathcal{H}_{\text{FP}} &= \int d^4x \left\{ \frac{1}{g^2} \left( \mathcal{D}_m v_{mn} - \bar{\psi} \gamma_m \psi \right)^a(x) - \frac{\delta}{\delta v_m^a(x)} \right\} \frac{\delta}{\delta v_m^a(x)} - \int d^4x \left( \gamma_m \mathcal{C} \right)_{\alpha\beta} (-i \mathcal{D}_m^a x) \left( \frac{1}{g^2} \left( \mathcal{C}^{-1} \mathcal{D} \psi(x) \right)_{\beta}^b - \frac{\delta}{\delta \psi_\beta^b(x)} \right) \frac{\delta}{\delta \psi_\alpha^a(x)}.
\end{align*}
\] (4.8)
Here, we have used the left derivative for the fermionic variables. We also obtain the following Fokker-Planck equation for the probability distribution:

\[
\frac{\partial P}{\partial \tau} = \int d^4 \gamma \frac{\delta}{\delta v_m^a} \left\{ \left( \frac{\delta S_E}{\delta v_m^a} + \frac{\delta}{\delta \bar{v}_m^a} \right) P \right\} + \int d^4 \gamma \frac{\delta}{\delta \bar{v}_m^a} \left( (-i\bar{\psi}) C^{ab}_\alpha \beta \left\{ \left( \frac{\delta S_E}{\delta \bar{\psi}_\beta} + \frac{\delta}{\delta \psi^\beta} \right) P \right\} \right).
\] (4.9)

Hence, we obtain the action \[\text{in the equilibrium limit, } \lim_{\tau \to \infty} P = e^{-S_E}.\]

§5. SYM\textsubscript{10} in SQM

Now, we consider the ten-dimensional case. We begin with the Euclidean action of \(SU(N)\) SYM\textsubscript{10},

\[
S = \int d^{10} \bar{x} \frac{1}{g^2} \text{Tr}\left( \frac{1}{4} F_{\mu\nu}^2 - \frac{i}{2} \bar{\psi} \Gamma \psi \right),
\] (5.1)

where \(A_\mu\) and \(\Psi\), which are a vector and a Majorana-Weyl spinor in ten dimensions, are \(SU(N)\) algebra-valued. \(F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu - i \left[ A_\mu, A_\nu \right]\) and \(D_\mu \Psi = \partial_\mu \Psi - i \left[ A_\mu, \Psi \right]\). The \(\Gamma_\mu\) are 10-dimensional \(\gamma\)-matrices which satisfy \(\{ \Gamma_\mu, \Gamma_\nu \} = -2\delta_{\mu\nu}\).

We use the convention \(\Gamma_j = i \sigma_1 \otimes \gamma_j\) for \(j = 1, \ldots, 8\), \(\Gamma_9 = i \sigma_3 \otimes 1\) and \(\Gamma_{10} = i \sigma_2 \otimes 1\). With real symmetric \(\gamma_i\) that satisfy \(\{ \gamma_i, \gamma_j \} = 2 \delta_{ij}\), all the \(\Gamma_\mu\) are anti-hermitian, and \(\Gamma_1 = i \Gamma_1 \cdots \Gamma_{10}\) is real symmetric. For later convenience, we fix the chirality of the spinor as \(\Gamma_1 \Psi = \Psi\). Here, \(\Psi\) is defined by “charge conjugation”: \(\bar{\Psi} = -\Psi^t C\). The charge conjugation matrix \(C\) satisfies the relation \(\Gamma_\mu = -C^{-1} \Gamma_\mu^t C\), where \(C^t = -C\), which ensures the relations necessary to prove the supersymmetry of the Euclidean action, such as \(\bar{e} \Gamma_{\mu_1} \cdots \Gamma_{\mu_M} \bar{\psi} \Gamma_{\mu_{M+1}} \cdots \Gamma_{\mu_{M+1}} \epsilon\). The model possesses local gauge symmetry and \(N = 1\) supersymmetry: \(\delta A_\mu = ie \Gamma_\mu \bar{\psi} \), \(\delta \Psi = -\frac{1}{2} F_{\mu\nu} \Gamma_{\mu\nu} \).

The Langevin equations for SYM\textsubscript{10} are given by

\[
\Delta A_\mu (\tau) = -\Delta \frac{1}{g^2} \left( D_\nu F_{\mu\nu} + \bar{\psi} \Gamma_\mu \psi \right)(\tau) + \Delta \xi_\mu (\tau),
\]
\[
\Delta \bar{\psi} (\tau) = -\Delta \frac{1}{g^2} \bar{\psi} D^2 \psi (\tau) + \Delta \xi (\tau) + i \bar{\psi} \Delta \eta (\tau).
\] (5.2)

Here, we have introduced the noise variables \(\Delta \xi_\mu\), \(\Delta \xi\) and \(\Delta \eta\), a 10-dimensional vector and two 10-dimensional Majorana-Weyl spinors. All these noise variables are \(SU(N)\) algebra-valued. The main difference between these Langevin equations and those for SYM\textsubscript{4} appears in the following noise correlations, which include the chiral projection corresponding to the Majorana-Weyl condition on the noise variables:

\[
\langle \Delta \xi_{\mu}^a (\tau, x) \Delta \xi_{\mu}^b (\tau, y) \rangle = 2 \Delta \delta^{ab} \delta_{\mu\nu} \delta^{10} (x - y),
\]
\[
\langle \Delta \xi_{\alpha}^a (\tau, x) \Delta \eta_{\beta}^a (\tau, y) \rangle = - \langle \Delta \eta_{\beta}^a (\tau, y) \Delta \xi_{\alpha}^a (\tau, x) \rangle
\]
\[
= \Delta \delta^{ab} \frac{1}{2} (1 + \Gamma_{11})_{\alpha\beta} \delta^{10} (x - y).
\] (5.3)
Here we note the chirality assignment of the fermionic (Majorana-Weyl) noise variables. The time development must preserve the chirality of the Majorana-Weyl fermion, while the operator $D / \mathcal{C}$ flips it. Thus, we define the chirality of the two independent Majorana noises, $\Gamma_{11} \Delta \xi = \Delta \xi$ and $\Gamma_{11} \Delta \eta = - \Delta \eta$. By the definition $\Delta \eta \equiv C^{-1} \Delta \eta$, yields

$$
\langle \Delta \xi^\alpha_a (\tau) \Delta \eta^b_\beta (\tau) \rangle = - \Delta \tau \delta^{ab} \left( \frac{1}{2} (1 + \Gamma_{11}) C^{-1} \right) \delta^{10} (x - y). \quad (5.4)
$$

By introducing a collective fermionic (Majorana-Weyl) noise variable $\Delta \chi$, the correlation can be written in the compact form

$$
\Delta \chi \equiv \Delta \xi + i D / \mathcal{C} \Delta \eta,
\langle \Delta \chi^\alpha_a (\tau, x) \Delta \chi^b_\beta (\tau, y) \rangle = 2 \Delta \tau \left( \frac{1}{2} (1 + \Gamma_{11}) C^{-1} \right) \delta^{ab} \left( -i D^{ab}_\mu \right) \delta^{10} (x - y). \quad (5.5)
$$

For the Majorana-Weyl fermion, $\Psi$ and $\bar{\Psi}$ are not independent of each other, and we have $\Delta \bar{\Psi} (\tau) = - \Delta \tau \bar{\Psi} \bar{\Psi}^2 (\tau) + \Delta \chi (\tau)$, where $\Delta \chi (\tau) = \Delta \xi (\tau) - i \Delta \eta \bar{\Psi} (\tau)$.

The time development of an observable $\mathcal{O} (A_\mu, \Psi)$ is also defined by $\Delta \mathcal{O} = - \Delta \tau \mathcal{H}_{FP} \mathcal{O}$, with the Fokker-Planck Hamiltonian

$$
\mathcal{H}_{FP} = \int d^1 10 \{ \frac{1}{g^2} (D_\nu F_{\mu \nu} + \bar{\Psi} \Gamma_\mu \Psi)^a (x) - \frac{\delta}{\delta A^a_\mu (x)} \} \frac{\delta}{\delta A^a_\mu (x)} + \int d^1 10 \{ \frac{1}{2} (1 + \Gamma_{11}) (-i D/ \mathcal{C}) C^{-1} \} \delta^{ab} \left( \frac{1}{g^2} (i C D / \Psi (x))^b_\beta - \frac{\delta}{\delta \Psi^b_\beta} \right) \delta \delta \Psi^a_\alpha (x) \}. \quad (5.6)
$$

This formally ensures that the path-integral measure with \ref{5.1} is reproduced in the equilibrium limit, $\lim_{\tau \to \infty} P = e^{-S}.$

§6. IIB Matrix Model in SQM

Now we discuss a zero volume limit of the Langevin equation \ref{5.2}. One of our main interests is to apply it to the IIB matrix model\cite{4} and to construct a collective field theory of Wilson loops. For the bosonic part, the construction is illustrated in this context.\cite{13} The IIB matrix model is obtained as a naive zero volume limit of the $SU(N)$ SYM_{10} in \ref{5.1}.

$$
S_{\text{IIB}} = - \frac{1}{g^2} \text{Tr} \left( \frac{1}{4} [A_\mu, A_\nu]^2 + \frac{1}{2} \bar{\Psi} \Gamma_\mu [A_\mu, \Psi] \right). \quad (6.1)
$$
This model possesses $\mathcal{N} = 2$ supersymmetry. One of the $\mathcal{N} = 2$ results from the zero volume limit of the $\mathcal{N} = 1$ supersymmetry of SYM$_{10}$, and the other is enhanced in the zero volume limit which is a reminiscence of the Green-Schwarz IIB superstring action:

$$\begin{align*}
\delta_1 A_\mu &= i\bar{\epsilon} \Gamma_\mu \Psi , \\
\delta_1 \Psi &= \frac{i}{2}[A_\mu, A_\nu] \Gamma_{\mu\nu} \epsilon , \\
\delta_2 A_\mu &= 0 , \\
\delta_2 \Psi &= \lambda 1 .
\end{align*}$$

(6.2)

Here, the transformation parameters, $\epsilon$ and $\lambda$, are Majorana-Weyl spinors in ten dimensions and $1$ is the $N \times N$ unit matrix. In the definition of the IIB matrix model, the matrix variables are $N \times N$ hermitian matrices with non-zero traces. After taking the zero volume limit of $SU(N)$ SYM$_{10}$, the model is extended to be $U(N)$ algebra-valued. Although a precise proof of the finiteness has been given for the $SU(N)$ algebra-valued case, the trace part is necessary for the realization of the $\mathcal{N} = 2$ supersymmetry.

The reduced version of the Langevin equation is defined by the zero volume limit of (5.2), with an extension of the fundamental variables and the noise to be $U(N)$ algebra-valued:

$$\begin{align*}
\Delta A_\mu(\tau) &= -\Delta \tau \frac{1}{g^2} \left( [A_\nu, [A_\nu, A_\mu]](\tau) + \bar{\Psi} \Gamma_\mu \Psi(\tau) \right) + \Delta \xi_\mu(\tau) , \\
\Delta \Psi(\tau) &= \Delta \tau \frac{1}{g^2} \bar{\Gamma}_\mu [A_\mu, [A_\nu, A_\nu]](\tau) + \Delta \chi(\tau) , \\
\Delta \chi(\tau) &\equiv \Delta \xi(\tau) + \Gamma_\mu [A_\mu, \Delta \eta](\tau) .
\end{align*}$$

(6.3)

The correlation of noise variables is also obtained from the zero volume limit of (5.3). It is given by

$$\begin{align*}
\langle \Delta \xi_\mu(\tau)_{ij} \Delta \xi_\nu(\tau)_{kl} \rangle &= 2 \Delta \tau \delta_{il} \delta_{kj} \delta_{\mu\nu} , \\
\langle \Delta \xi_\alpha(\tau)_{ij} \bar{\Delta} \eta_\beta(\tau)_{kl} \rangle &= -\langle \bar{\Delta} \eta_\beta(\tau)_{kl} \Delta \xi_\alpha(\tau)_{ij} \rangle = \Delta \tau \delta_{il} \delta_{kj} \frac{1}{2}(1 + \Gamma_{11})_{\alpha\beta} .
\end{align*}$$

(6.4)

This yields

$$\langle \Delta \chi_\alpha(\tau)_{ij} \Delta \chi_\beta(\tau)_{kl} \rangle = 2 \Delta \tau \left( \frac{1}{2}(1 + \Gamma_{11})G_{\mu} C^{-1} \right)_{\alpha\beta} \left\{ \delta_{il} (A_\mu)_{kj} - \delta_{kj} (A_\mu)_{il} \right\} .$$

(6.5)

For actual calculations, it is sufficient to consider a generalized Langevin equation for the Wilson loops, while, in the field theoretical interpretation of SQM, the Hamiltonian operator is given by the Fokker-Planck Hamiltonian. From the zero volume limit of (5.6), we obtain the Fokker-Planck Hamiltonian for the IIB matrix model:

$$\mathcal{H}_{IIB} = \left\{ \frac{1}{g^2} \left( [A_\nu, [A_\nu, A_\mu]] + \bar{\Psi} \Gamma_\mu \Psi \right)_{ij} - \frac{\delta}{\delta(A_\mu)_{ij}} \right\} \frac{\delta}{\delta(A_\mu)_{ij}} .$$
\[- \frac{1}{g^2} \left( \Gamma_\mu [A_\mu, \Gamma_\nu [A_\mu, \Psi]] \right)_{\alpha \beta} \frac{\delta}{\delta (\Psi_\alpha)_{ij}} \]
\[- \left( \frac{1}{2} (1 + \Gamma_{11}) \Gamma_\mu C^{-1} \right) \alpha \beta \left\{ \delta_{ij} (A_\mu)_{kj} - \delta_{kj} (A_\mu)_{ij} \right\} \frac{\delta^2}{\delta (\Psi_\beta)_{kl} \delta (\Psi_\alpha)_{ij}} \right). \tag{6.6} \]

In principle, we can construct the Lorentz invariant collective field theory of the Wilson loops,

\[ W_M \equiv \text{Tr} \prod_{n=1}^M U_n, \]
\[ U_n = e^{i \epsilon (k_\mu A_\mu + \lambda_\alpha \Psi)}, \tag{6.7} \]

in IIB matrix model from the time evolution described by the Langevin equation. It is also possible by changing the variable to the Wilson loop in the Fokker-Planck Hamiltonian. We now comment on some implications of the Langevin equation. The derivation of the generalized Langevin equation for Wilson loops is straightforward. It is believed to describe the time development of string fields in IIB superstring field theory. However, its continuum limit is non-trivial. Since the expectation value of the generalized Langevin equation yields the Schwinger-Dyson equation (loop equation) in the equilibrium limit, we obtain a linear combination of two Schwinger-Dyson equations, one coming from the Langevin equation for the bosonic matrices and the other from the fermionic matrices, which are essentially the same as those investigated in Ref. 7) to derive the light-cone IIB string field theory. The difference results from the fact that the Langevin equation for the Majorana-Weyl fermion includes the kernel. This means that the Schwinger-Dyson equation for the fermionic variables is not the insertion of the equation of motion derived from the original IIB matrix model, as it includes an additional covariant derivative. These insertions can be re-expressed in terms of the momenta \( k_\mu \) and \( \lambda_\alpha \) and the differential operation with respect to these momenta. In the double scaling limit, this insertion of the additional covariant derivative causes a higher power of \( \epsilon \). As a consequence, in the naive continuum limit, some of the contributions from the insertion of the fermionic Langevin equation vanish. Therefore we need either a prescription for the continuum limit in which these contributions remain finite in the continuum limit or to give a physical meaning to these vanishing pieces. There is a known example in which a similar situation exists. In old fashioned matrix models, matrix-vector models describe the non-critical open-closed string theories. In that case, the scaling of the time coordinate along the boundary (open string end points) is different from the scaling on the bulk in the continuum limit. Then, if we ignore the difference in the scaling behavior of the time coordinate, some parts of the string field theory Hamiltonian vanish in the double scaling limit of the matrix-vector model. However, the significant fact is that the higher order of \( \epsilon \) (the continuum limit implies \( \epsilon \to 0 \)) includes the open string interactions and the contributions, which vanish in the naive continuum limit, are necessary to close the algebraic structure of the string field theory Hamiltonian. It is a consequence of the integrability of the non-critical string field theory constraints.
obvious at present whether such a mechanism is also effective in the case of the IIB matrix model. Further investigation of the construction of a manifestly Lorentz invariant collective field theory of Wilson loops is under investigation in the context of SQM.

§7. Conclusion

In this paper, we have applied SQM to SYM both in four and ten dimensions. In the superfield formalism for SYM_4, the local gauge symmetry, as well as the global \( \mathcal{N} = 1 \) supersymmetry, is manifestly preserved in the sense of Itô calculus. In particular, the Langevin equation and the corresponding Fokker-Planck equation are formulated in a geometrically covariant form in superspace, where a non-trivial path-integral measure is introduced to define the local gauge invariant partition function. This is a manifestation of the covariant nature of Itô stochastic calculus. The metric in superspace can be regarded as a kernel of the superfield Langevin equation. In component fields, we obtained kerneled Langevin equations for fermion fields and the auxiliary component fields in the vector multiplet. The kerneled forms of the component Langevin equations are necessary, as demonstrated by dimensional arguments. We have shown that in order to obtain the Langevin equations for the physical component fields in the vector multiplet, it is possible to choose the “almost Wess-Zumino gauge”, in which the time development of the auxiliary component fields is completely determined by the component fields in the Wess-Zumino gauge. Although all the auxiliary component fields remain, we have obtained the Langevin equations for the component fields in the Wess-Zumino gauge through a consistent truncation of the component Langevin equations. In ten dimensions, though there is no superfield formulation, the structures of the Langevin equations and the Fokker-Planck Hamiltonian are similar to those in the 4-dimensional case, except that, corresponding to the Majorana-Weyl condition, the chiral projection is introduced for the fermionic noise correlation. This formulation may be useful for the construction of collective field theories of Wilson loops in SYM both in four and ten dimensions. We have also derived the Langevin equation and the Fokker-Planck Hamiltonian for the IIB matrix model by taking the zero volume limit of those for SYM_10. Application of our formulation to lower dimensional SYM_d (i.e. \( d = 3, 6 \)) is straightforward.

Finally, we add some remarks on the regularization in the SQM approach and the equivalence of SQM and the path-integral method in quantizing SYM. In a precise sense, what we have shown is that, apart from the stochastic gauge fixing procedure, which simulates the contribution of the Faddeev-Popov determinant, the path-integral measure \( e^{-\mathcal{S}} \) for SYM is a stationary solution of the corresponding Fokker-Planck equation. We have assumed the existence of a unique equilibrium with which we expect the stationary solution coincides in the infinite limit of the stochastic time. For a system with a finite number of the degrees of freedom, there is a theorem that asserts the existence of the equilibrium limit and its uniqueness under certain conditions for the Fokker-Planck equation and for its stationary solution.\(^{28}\) In order to apply this theorem to the systems discussed in this note, we need a
regularization procedure that reduces the number of degrees of freedom of SYM to a finite number by preserving the global supersymmetry as well as the local gauge symmetry. The large N reduction of SYM, realized by taking the naive zero volume limit, can be regarded as such a regularization procedure for finite N. In fact, the finiteness of the partition function and the correlation functions has been proved even for the non-supersymmetric YM case. In this sense, the reduced model of $SU(N)$ YM theory, for which we have constructed a collective field theory of Wilson loops, may provide an example that has a unique equilibrium limit in the SQM approach and the equilibrium distribution is equivalent to that defined in the path-integral approach. On the other hand, for the supersymmetric case, the fermionic path-integral yields a Pfaffian for the path-integral measure. In general, this Pfaffian is not real. In particular, in the ten-dimensional case, the Pfaffian is complex and it may cause a serious problem in defining the stochastic process. By contrast, in four dimensions, the Pfaffian is positive semi-definite. Therefore, it may be safe to say that the $SU(N)$ SYM also provides the other example for which we can define a reliable stochastic process that has a unique equilibrium limit. However, our interest is to take the continuum limit by taking $N \to \infty$. In the large N limit, we expect that there exists a spontaneous breakdown of the $U(1)^d$ symmetry, and the space-time may collapse in the reduced model of $U(N)$ YM theory. The reduced model of $U(N)$ SYM may become a large N limit of the continuum SYM: there is no non-trivial double scaling limit to a superstring theory. Unfortunately, it seems that we have to leave the verification of the existence of a unique equilibrium limit for the stochastic process defined by the physically interesting cases for a later work.

As a regularization procedure in the superfield formalism for SYM, we have assumed the following prescription for the superspace $\delta$-function:

$$\delta^8(0) \equiv \delta^4(x - x', \theta - \theta') \delta^2(\bar{\theta} - \bar{\theta}') \bigg|_{x = x', \theta = \theta', \bar{\theta} = \bar{\theta}'} = 0. \quad (7.1)$$

This prescription is indicated by the regularization through dimensional reduction. In general, in the SQM approach via Itô calculus, the origin of anomalies is traced to the contact term, and we have to regularize $\delta^8(0)$ with a suitable regularization procedure. In SYM, there exists a superconformal anomaly which, in the regularization through dimensional reduction, comes from the counterterm in the superfield formalism. Therefore, the prescription is consistent with the origin of the anomaly in this case. For SYM, by contrast, we can keep the contact term that is proportional to the space-time $\delta^{10}(0)$. It is possible to derive the Ward-Takahashi identity for the Yang-Mills gauge current, and there exists the gauge anomaly, as expected from the contact term, if we adopt the heat kernel regularization to evaluate the contact term of the fermionic noise variables in the background gauge field. It is not clear, however, whether the regularization procedure is consistent with the global supersymmetry. The regularization with the heat kernel method may also be useful to regularize the superspace $\delta^8(0)$ in the superspace formalism for SYM. In this case, we can keep the contact term with the heat kernel regularization. This regularization procedure may be preferable for the purpose of further investigation of the correspondence of SYM in the superfield formalism to LGT.
As we have briefly illustrated in §3, it is necessary to introduce the stochastic gauge fixing procedure for the perturbative analysis with gauge variant quantities. This is formulated by introducing a chiral and an anti-chiral superfield, as the Zwanziger gauge fixing functions, and specifying them as functions of the vector superfield $V$. It is then possible to demonstrate the non-renormalization theorem and the perturbative renormalizability for $\text{SYM}_4$ in the superfield formalism in terms of the BRST invariant stochastic action principle. It has also been shown that the SQM approach is formally equivalent to the Faddeev-Popov prescription in the path-integral approach by specifying the Zwanziger gauge fixing functions. In order to support the formal proof, we have also carried out a one-loop perturbation by applying the background field method. The one-loop $\beta$-function for the gauge coupling is identical to that given in the path-integral method. This supports the equivalence of the stochastic gauge fixing procedure and the Faddeev-Popov prescription.

One of our main interests is to apply SQM to large $N$ reduced models and to construct collective field theories of Wilson loops, as illustrated in the naive zero volume limit of the YM case. By developing the SQM approach, we hope to obtain some hints for the construction of a manifestly Lorentz invariant formulation of string field theories, in particular, for IIB superstring field theory. It seems also to be possible to evaluate the expectation values of Wilson loops in terms of the Langevin equations. To do this, we have to clarify the structure of the ground states in collective field theories of large $N$ reduced models. Regarding the application of SQM to the IIB matrix model, since the Pfaffian is complex, we may encounter some difficulties in defining a reliable stochastic process using the Langevin equation. Another way to give a physical meaning in the SQM approach is to interpret the collective field theory Hamiltonian as a Hamiltonian constraint for the IIB superstring field theory. This interpretation was also given in the prototype. It is an open question whether the collective field theory Hamiltonian constraint can be reduced to string field theory Hamiltonians in non-covariant gauges such as the light-cone gauge.
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Appendix A

Derivation of the Fokker-Planck Equation

In this appendix, we derive the Fokker-Planck equation. To do this, we define a supersymmetric local gauge invariant path-integral measure and introduce a probability density in the superfield formalism.
Let us introduce a differential operator \( \hat{E}_a(z) \) defined by

\[
\frac{\partial}{\partial V^a(z)} e^{2V(z)} = 
\frac{2}{k} \int_0^1 ds \text{Tr} \left( e^{2sV(z)} t_a e^{-2sV(z)} t_b e^{2V(z)} \right) t_b e^{2V(z)},
\]

\[
\hat{E}_a(z) \equiv \frac{\partial}{\partial V^a(z)} e^{2V(z)}, \quad K^c_a(z) L^b_c(z) = L^c_a(z) K^b_a(z) = \delta^b_a. \quad (A.1)
\]

Here, \( z \) denotes the set of coordinates \((x, \theta, \bar{\theta})\) in superspace. The coefficients \( L^b_a(z) \) and \( K^b_a(z) \) satisfy \( L^b_a(z)^\dagger = L^b_a(z) \) and \( K^b_a(z)^\dagger = K^b_a(z) \).

By definition, we have

\[
\hat{E}_a(z) e^{2V(z)} = t_a e^{2V(z)}, \quad \left[ \hat{E}_a(z), \hat{E}_b(z) \right] = -i f_{abc} \hat{E}_c(z). \quad (A.2)
\]

The coefficients \( L^b_a(z) \) and \( K^b_a(z) \) also satisfy Maurer-Cartan type equations:

\[
L^c_a(z) \partial_t L^d_b(z) - L^c_b(z) \partial_t L^d_a(z) = -2i f_{abc} L^d_c(z),
\]

\[
\partial_b K^a_c(z) - \partial_c K^a_b(z) = +2i f_{abc} K^b_c(z) K^c_a(z). \quad (A.3)
\]

We can also introduce an alternative definition of the differential operator \( \hat{E}^{(R)}_a(z) \):

\[
\hat{E}^{(R)}_a(z) \equiv L^b_a(z) \frac{\partial}{\partial V^b(z)} e^{2V(z)} = t_a e^{2V(z)} t_a, \quad \left[ \hat{E}^{(R)}_a(z), \hat{E}^{(R)}_b(z) \right] = +if_{abc} \hat{E}^{(R)}_c(z). \quad (A.4)
\]

Although \( U(z) \equiv e^{2V(z)} \) is not a group element, the differential operators \( \hat{E}_a(z) \) and \( \hat{E}^{(R)}_a(z) \) are analogues of the left and right Lie derivatives on the group manifold, respectively. As we need the functional derivative, we define the following:

\[
\hat{\delta}_a = \frac{1}{2} \int dz L^b_a(z) \frac{\delta}{\delta V^b(z)} \equiv \int dz \hat{E}_a(z). \quad (A.5)
\]

The functional derivative with respect to the vector superfield is defined by

\[
\frac{\delta V^b(z')}{\delta V^a(z)} = \delta(z - z') \delta^b_a, \quad \delta(z - z') = \delta^2(\theta - \theta') \delta^2(\bar{\theta} - \bar{\theta}') \delta^4(x - x'). \quad (A.6)
\]

The differential operator \( \hat{E}_a(z) \) also satisfies the relations

\[
\hat{E}_a e^{2V(z)} = t_a e^{2V(z)}, \quad \left[ \hat{E}_a, \hat{E}_b \right] = -if_{abc} \hat{E}_c. \quad (A.7)
\]
Let $F[U]$ be a functional of $U(z)$. Then the time evolution of $F[U]$ is given by,

$$
\Delta F[U] = \int dz \Delta U(z)_{ij} \frac{\delta F}{\delta U(z)_{ij}} + \frac{1}{2} \int dz dz' \Delta U(z)_{ij} \Delta U(z')_{kl} \frac{\delta^2 F}{\delta U(z)_{ij} \delta U(z')_{kl}},
$$

$$
= \int dz \left( -\Delta \tau X(z) + \Delta w(z) \right) U(z) \frac{\delta F}{\delta U(z)} + \frac{1}{2} \int dz dz' \left( \Delta w(z) U(z) \right) \left( \Delta w(z') U(z') \right) \frac{\delta^2 F}{\delta U(z) \delta U(z')},
$$

$$
= -\Delta \tau \int dz \left( X(z) U(z) \right) \frac{\delta F}{\delta U(z)} i_j \delta U(z)_{ij} + \Delta \tau \int dz \left( \dot{E}^a(z) U(z) \right) i_j \left( \dot{E}_a(z) U(z) \right) k_l \delta U(z)_{ij} \delta U(z)_{kl} \frac{\delta^2 F}{\delta U(z) \delta U(z')},
$$

$$
= \Delta \tau \int dz \left( -X(z)^a \dot{E}_a(z) + \dot{E}^a(z) \dot{E}_a(z) \right) F[U]. \quad (A.8)
$$

In order to derive the Fokker-Planck equation, we define the probability distribution $P(\tau, U)$ as

$$
\langle F[U(\tau)] \rangle_{\Delta w} = \int F[U] P(\tau, U) \sqrt{G} \mathcal{D}V. \quad (A.9)
$$

In this expression, the measure of the integral is defined as follows. Let us introduce a metric defined by $G^{ab}(z) \equiv \frac{1}{4} L_c^a(z) L_c^b(z) = \frac{1}{4} L_c^a(z) L_c^b(z)$, $G_{ab}(z) \equiv 4K_c^a(z) K_c^b(z) = 4K_c^a(z) K_c^b(z)$ and $G(z) \equiv \det G_{ab}(z)$. We note that $G_{ab}^\dagger = G_{ab}$; that is, the metric is real. The integration measure is defined by

$$
d\mu(U) \equiv \sqrt{G} \mathcal{D}V, \quad \sqrt{G} = \prod_x \sqrt{G(z)}; \quad \mathcal{D}V = \prod_x dC(x) d\chi(x) dv(x) d\lambda(x) d\bar{\lambda}(x) dD(x). \quad (A.10)
$$

This definition is similar to that of the Haar measure on a group manifold. We give a proof of the invariance of the integration measure under the stochastic-time independent local gauge transformation

$$
U \rightarrow e^{-i\Lambda^\dagger} U e^{i\Lambda}, \quad U^{-1} \rightarrow e^{-i\Lambda} U^{-1} e^{i\Lambda^\dagger}, \quad (A.11)
$$

where $\Lambda$ and $\Lambda^\dagger$ are $SU(N)$ algebra-valued chiral superfields: $\bar{D}_a \Lambda = D_\alpha \Lambda^\dagger = 0$. The local gauge transformation is expressed in terms of the vector superfield $V(z)$ as

$$
\delta V^a(z) = -\frac{i}{2} (\Lambda^\dagger(z))^b L_b^a(z) + \frac{i}{2} L_a^b(z) \Lambda^b(z). \quad (A.12)
$$
From (A.3), the variation on the vector superfield satisfies the Killing vector equation:

$$\delta G_{ab} = -i(A^c)\hat{E}_c G_{ab} + iA^c \hat{E}^{(R)}_c G_{ab},$$

$$= \delta V^c \frac{\partial}{\partial V^c} G_{ab},$$

$$= \delta G_{ac} \frac{\partial (\delta V^b)}{\partial V^c} + \delta G_{cb} \frac{\partial (\delta V^a)}{\partial V^c}.$$  \hspace{1cm} (A.13)

This implies that the integration measure is transformed by a total derivative under the local gauge transformation. By changing the integration variable through the local gauge transformation, we obtain

$$\delta \int F[U] P(\tau, U) \sqrt{G}DV = -i \int D\vec{V} \int dz \hat{E}_a(z) \left( (A^c(z))e F[U] P(\tau, U) \sqrt{G} \right)$$

$$+ i \int D\vec{V} \int dz \hat{E}^{(R)}_a(z) \left( A^c(z) F[U] P(\tau, U) \sqrt{G} \right),$$

$$= 0.$$  \hspace{1cm} (A.14)

Hence, we conclude that the definition of the probability distribution is local gauge invariant. It is also confirmed that we can integrate by parts with respect to the derivative operations $\hat{E}_a(z)$ and $\hat{E}^{(R)}_a(z)$, defined in (A.5).

Now, it is easy to derive the Fokker-Planck equation. It is given by

$$\frac{\partial}{\partial \tau} P(\tau, U) = \int dz \hat{E}_a(z) \left( \hat{E}^a(z) + X^a(z) \right) P(\tau, U).$$  \hspace{1cm} (A.15)

To reproduce $N=1$ SYM$_4$ in the equilibrium limit, we simply choose

$$X^a(z) = \hat{E}^a(z) S,$$  \hspace{1cm} (A.16)

with $S$ in (2.4). It is also clear that we need the path-integral measure (A.10) even in the equilibrium limit for the definition of the local gauge invariant partition function in the path-integral formalism:

$$Z \equiv \int e^{-S} \sqrt{G}DV.$$  \hspace{1cm} (A.17)

To end this appendix, we check the invariance of the Fokker-Planck equation under the local gauge transformation. Since $\hat{E}(z) S$ is transformed as $\hat{E}(z) S \rightarrow e^{-iA^a} \left( \hat{E}(z) S \right) e^{iA^a}$, the differential operator $\hat{E}$ must be transformed as $\hat{E} \rightarrow e^{-iA^a} \hat{E} e^{iA^a}$.

Under this transformation, we have $\hat{E}_a' e^{2V'} = \tilde{t}_a e^{2V'}$, where by definition $\hat{E}_a' = \tilde{E}_a$ and $\tilde{t}_a = e^{-iA^a} \tilde{t}_a e^{iA^a}$. The transformed elements of the $SU(N)$ algebra also satisfy $[\tilde{t}_a, \tilde{t}_b] = i f_{ab}^c \tilde{t}_c$, $(\tilde{t}^a)_{ij} (\tilde{t}_a)_{kl} = k(\delta_{il} \delta_{kj} - \frac{1}{N} \delta_{ij} \delta_{kl})$. Hence the Fokker-Planck equation is invariant.

**Appendix B**

A Kerneled Form of the Superfield Langevin Equation
and the Almost Wess-Zumino Gauge for the Component Expansion

In this appendix, we clarify that the superfield Langevin equation includes a kernel written in terms of the superfield. In terms of the kernelized form of the superfield Langevin equation, we point out that the Wess-Zumino gauge is impossible in the superfield Langevin equation. In order to decompose the superfield Langevin equation into its components, we redefine the vector superfield so that the auxiliary component fields appear in the superfield Langevin equation only through their derivatives with respect to the stochastic time. We refer to (B.18) as the superfield Langevin equation in the “almost Wess-Zumino gauge”.

Let us introduce the Lie derivative \( L_V \), which is defined by \( L_V X = [V, X] \). If we define the inner product \( (X \cdot Y) = \frac{1}{k} \text{Tr}(XY) \), then we have \( (X \cdot L_V Y) = (Y \cdot (L_V)\tau X) = -(Y \cdot L_V X) \). This also satisfies the relation \([L_V, L_{V'}] = L_{[V, V']}\). By introducing the notation \( (L_V)^{a\ b} \equiv \left(t_a \cdot L_V t^b \right) \), we define the operators

\[
K \equiv \frac{1}{2L_V} (1 - e^{-2L_V}), \\
L \equiv \frac{2L_V}{1 - e^{-2L_V}},
\]

which correspond to the coefficients \( K^{a\ b} \) and \( L^{a\ b} \), respectively. In this notation, the two equivalent Langevin equations (2.19) and (2.22) are expressed as follows. (2.19) becomes

\[
\frac{(e^{2L_V} - 1)}{L_V} \Delta V(\tau, z) = \Delta \tau \frac{1}{4g^2} \left( e^{2L_V} \mathcal{D} W + \bar{\mathcal{D}} \bar{W} \right) + \Delta w(\tau, z),
\]

and (2.22) becomes

\[
\Delta V(\tau, z) = \Delta \tau \frac{1}{4g^2} \left( (1 - e^{-2L_V})^{-1} L_V \mathcal{D} W \right. \\
\left. + (e^{2L_V} - 1)^{-1} L_V \bar{\mathcal{D}} \bar{W} \right) + \Delta w \Xi(\tau, z),
\]

\[
\Delta w \Xi(\tau, z) \equiv (e^{2L_V} - 1)^{-1} L_V \Delta w(\tau, z).
\]

Here, we have defined

\[
\mathcal{D} W \equiv D^\alpha W_\alpha + \{W_\alpha, e^{-2V} D^\alpha e^{2V}\}, \\
\bar{\mathcal{D}} \bar{W} \equiv \bar{D}_\alpha \bar{W}^\alpha + \{\bar{W}^\alpha, e^{2V} \bar{D}_\alpha e^{-2V}\}.
\]

From these expression, the equivalence is trivial. We also confirm the hermiticity of the Langevin equations. The hermitian conjugation of (B.3) (2.19) is given by

\[
\frac{(1 - e^{-2L_V})}{L_V} \Delta V^\dagger(\tau, z) = \Delta \tau \frac{1}{4g^2} \left( e^{-2L_V} \bar{\mathcal{D}} \bar{W} + \mathcal{D} W \right) + \Delta w^\dagger(\tau, z).
\]

The hermiticity assignment of the noise superfield gives

\[
\Delta w^\dagger(\tau, z) = e^{-2L_V} \Delta w(\tau, z).
\]
By multiplying \((B.5)\) by \(e^{2L_V}\), we find that \(\Delta V(\tau, z)\) satisfies the same Langevin equation as \(\Delta V(\tau, z)\). Hence, \(\Delta V(\tau, z) = \Delta V(\tau, z)\) holds if the time evolution begins with the initial condition \(V^\dagger(0, z) = V(0, z)\).

\[(B.3)\quad (2.22)\) can also be expressed in the form

\[
\Delta V(\tau, z) = -\Delta \tau (e^{2L_V} - 1)^{-1} L_V (1 - e^{-2L_V})^{-1} L_V \frac{\delta S}{\delta V} + \Delta_w \Xi(\tau, z). \quad (B.7)
\]

This means that we choose the superfield kernel \((e^{2L_V} - 1)^{-1} L_V (1 - e^{-2L_V})^{-1} L_V\) for the Langevin equation in the superfield formalism. We note that this gives simply the factor \(\frac{1}{4}\) in the \(U(1)\) limit.

We next discuss the Wess-Zumino gauge for the superfield Langevin equation. In order to impose the Wess-Zumino gauge condition, \(C = \chi = \bar{\chi} = M = N = 0\), the chiral superfields \(\Lambda\) and \(\Lambda^\dagger\) are given as follows in the linear approximation of the local gauge transformation \(e^{2V} = e^{-iA^\dagger} e^{2V} e^{iA}\):

\[
\Lambda(z) = \Lambda(y, \theta) = iC(y) - 2\theta \chi(y) - \theta^2 (M(y) + iN(y)) ,
\]

\[
\Lambda^\dagger(z) = \Lambda^\dagger(y^\dagger, \bar{\theta}) = -iC(y^\dagger) - 2\bar{\theta} \bar{\chi}(y^\dagger) - \bar{\theta}^2 (M(y^\dagger) - iN(y^\dagger)) , \quad (B.8)
\]

where \(y^m = x^m + i\theta \sigma^m \bar{\theta}\) and \(y^{m\dagger} = x^m - i\theta \sigma^m \bar{\theta}\). This is not sufficient, because the transformation is highly nonlinear. Suppose that the chiral superfields \(\Lambda\) and \(\Lambda^\dagger\) are determined completely to gauge away the auxiliary component fields. Then we obtain a gauge transformed form of the vector superfield from that in the Wess-Zumino gauge. Explicitly, we have

\[
e^{2V} \equiv e^{+iA^\dagger} e^{2V|_{WZ}} e^{-iA} ,
\]

\[
V|_{WZ}(z) = -\theta \sigma^m \bar{\theta} v_m(x) + i\theta^2 \bar{\theta} \bar{\chi}(x) - i\bar{\theta}^2 \theta \lambda(x) + \frac{1}{2} \theta \bar{\theta} \theta \bar{\theta} D(x) . \quad (B.9)
\]

The residual component of the chiral superfields for the local gauge transformation is now given by \(a(y)\), where \(a(x)\) is a real function, but \(a(y)^\dagger = a(y^\dagger)\). The transformation property of the vector superfield \((B.9)\) under this residual gauge transformation is given by

\[
e^{2V'} \equiv e^{-ia(y^\dagger)} e^{2V} e^{ia(y)} ,
\]

\[
e^{-ia(y^\dagger)} e^{+iA^\dagger} e^{ia(y)} e^{-ia(y^\dagger)} e^{2V|_{WZ}} e^{ia(y)} e^{-ia(y)} e^{-iA} e^{ia(y)} ,
\]

\[
\equiv e^{+iA^\dagger} e^{2V|_{WZ}} e^{-i\Lambda} . \quad (B.10)
\]

This defines the residual local gauge symmetry for the components in the Wess-Zumino gauge, i.e., \(v_m(x) \to v_m(x) + D_m a(x)\), \(\lambda(x) \to \lambda(x) + i[\lambda(x), a(x)]\) and \(D(x) \to D(x) + i[D(x), a(x)]\). It also rotates the auxiliary component fields \(\Lambda'(y, \theta) = e^{-ia(y)} \Lambda(y, \theta) e^{ia(y)}\).

In order to obtain an expression for the superfield Langevin equation that is convenient to decompose into component fields, we substitute the definition of superfield \((B.9)\) into \((B.2)\). We have shown that the Langevin equation is covariant.
under the stochastic-time independent local gauge transformation, while (B.9) is the stochastic-time dependent local gauge transformation due to the stochastic-time dependence of the chiral superfield $A(\tau, z)$, which represents the auxiliary degrees of freedom in the vector multiplet. The r.h.s. of (B.2) is covariant; that is

$$
\left( e^{2L_V} DW + \bar{D}W \right) = e^{+iA^\dagger} \left( e^{2L_V|WZ} DW|WZ + \bar{D}W|WZ \right) e^{-iA^\dagger},
$$

$$
\Delta w(\tau, z) = e^{+iA^\dagger} \Delta w|WZ(\tau, z) e^{-iA^\dagger}. \quad (B.11)
$$

We note that $e^{2L_V} = e^{+iL_{A^\dagger}} e^{2L_V|WZ} e^{-iL_A}$. As it is clear from the definition, $\Delta w|WZ(\tau, z)$ satisfies the same correlation relation as $\Delta w(\tau, z)$. As a consequence, the correlation between $\Delta w|WZ$ and $\Delta w|WZ^\dagger$ is given by

$$
\langle \Delta w|WZ(\tau, z) \Delta w|WZ^\dagger(\tau, z') \rangle \Delta w = 2k\Delta \tau \left( \delta_{il} \delta_{kj} - \frac{1}{N} \delta_{ij} \delta_{kl} \right) \delta(z - z'). \quad (B.12)
$$

However, this does not mean that the noise superfield is a vector superfield. The hermiticity condition is also given by

$$
\Delta w|WZ(\tau, z) = e^{-2L_V|WZ} \Delta w|WZ(\tau, z). \quad (B.13)
$$

The l.h.s. of the Langevin equation (B.2) is not covariant under the stochastic-time dependent local gauge transformation. The l.h.s. reads

$$
(\Delta e^{2V}) e^{-2V} = \left( \frac{e^{2L_V} - 1}{L_V} \right) \Delta V,
$$

$$
= \left( \frac{e^{iL_{A^\dagger}} - 1}{L_{A^\dagger}} \right) \Delta A^\dagger + e^{iL_{A^\dagger}} \frac{e^{2L_V|WZ} - 1}{L_V|WZ} \Delta V|WZ
$$

$$
+ e^{iL_{A^\dagger}} e^{2L_V|WZ} \frac{e^{-iL_A} - 1}{L_A} \Delta A. \quad (B.14)
$$

Since the Langevin equation is not covariant under the stochastic-time dependent local gauge transformation, the auxiliary component fields cannot be gauged away. This means that it is impossible to take the Wess-Zumino gauge in the superfield Langevin equation. In order to simplify its expression, we redefine the time development of the auxiliary superfields that does not include the components in the Wess-Zumino gauge,

$$
\Delta \Theta = \left( \frac{1 - e^{-iL_{A^\dagger}}}{L_{A^\dagger}} \right) \Delta A^\dagger,
$$

$$
\Delta \Theta = \frac{e^{-iL_A} - 1}{L_A} \Delta A. \quad (B.15)
$$

These collective superfields are also chiral:

$$
\bar{D}_\alpha \Delta \Theta = D_\alpha \Delta \Theta^\dagger = 0,
$$

$$
\Delta \Theta(y, \theta)^\dagger = \Delta \Theta^\dagger(y^\dagger, \bar{\theta}). \quad (B.16)
$$
They may be expanded as
\[ \Delta \Theta(z) = \Delta \Theta(y, \theta) , \]
\[ \equiv \Delta \tilde{C}(y) + 2i\theta \Delta \tilde{\chi}(y) + i\theta^2 (\Delta \tilde{M}(y) + i\Delta \tilde{N}(y)) , \]
\[ \Delta \Theta^\dagger(z) = \Delta \Theta^\dagger(y^\dagger, \bar{\theta}) , \]
\[ \equiv \Delta \tilde{C}(y^\dagger) - 2i\bar{\theta} \Delta \tilde{\bar{\chi}}(y^\dagger) - i\bar{\theta}^2 (\Delta \tilde{M}(y^\dagger) - i\Delta \tilde{N}(y^\dagger)) . \] (B.17)

Therefore, by using the definition, auxiliary component fields appear in the superfield Langevin equation only through their derivatives with respect to the stochastic time. The superfield Langevin equation in the “almost Wess-Zumino gauge” is given by
\[ \Delta V|_{WZ} + \frac{L_V|_{WZ}}{(e^{2L_V|_{WZ}} - 1)} \Delta \Theta + \frac{L_V|_{WZ}}{(1 - e^{-2L_V|_{WZ}})} \Delta \Theta^\dagger = \Delta \tau \frac{1}{4g^2} \left\{ \frac{L_V|_{WZ}}{(1 - e^{-2L_V|_{WZ}})} \delta W|_{WZ} + \frac{L_V|_{WZ}}{(e^{2L_V|_{WZ}} - 1)} \sigma^m \delta w|_{WZ} \right\} + \Delta w_{\Xi}|_{WZ} , \]
\[ \Delta w_{\Xi}|_{WZ} \equiv \frac{L_V|_{WZ}}{(e^{2L_V|_{WZ}} - 1)} \Delta w|_{WZ} . \] (B.18)

We note that, though all the auxiliary component fields remain, the time evolution of these auxiliary component fields, \((\tilde{C}, \tilde{\chi}, \tilde{\bar{\chi}}, \tilde{M}, \tilde{N})\), is completely determined by the components in the Wess-Zumino gauge, i.e., \((v_m, \lambda, \bar{\lambda}, D)\).

**Appendix C**

*Derivation of Langevin Equations for Component Fields*

In this appendix, we derive the Langevin equations for the component fields of SYM4 in the superfield formalism. The component expansion is obtained for (B.18).

For the time development of the auxiliary component fields, \((\tilde{C}, \tilde{\chi}, \tilde{\bar{\chi}}, \tilde{M}, \tilde{N})\), (B.18) can be reduced to
\[ \Delta \Theta^\dagger = \Delta \tau \frac{1}{4g^2} \sigma^m \delta w|_{WZ} + \frac{1}{2} \Delta w|_{WZ} , \]
\[ \Delta \Theta = \Delta \tau \frac{1}{4g^2} \bar{\sigma}^m \delta w|_{WZ} + \frac{1}{2} \Delta w^\dagger|_{WZ} . \] (C.1)

Here, we have used the hermiticity condition (B.13). The reduction is not correct for the components proportional to \(\theta \sigma^m \tilde{\theta}, \tilde{\theta} \bar{\theta}^2, \tilde{\theta}^2 \bar{\theta}\) and \(\theta^2 \bar{\theta}^2\). For \((\tilde{C}, \tilde{\chi}, \tilde{\bar{\chi}}, \tilde{M}, \tilde{N})\), (C.1) reads
\[ \Delta \tilde{C} = -\Delta \tau \frac{1}{2} g^2 \bar{D} + \frac{1}{2} \Delta w|_{WZ} , \]
\[ \Delta \tilde{\chi} = -i \Delta \tau \frac{1}{2} \sigma^m D_m \bar{\lambda} - i \frac{1}{2} \Delta w|_{\theta} , \]
\[ \Delta \tilde{\bar{\chi}} = -i \Delta \tau \frac{1}{2} \bar{\sigma}^m D_m \lambda + i \frac{1}{2} \Delta w|_{\bar{\theta}} , \]
\[ \Delta \bar{M} + i \Delta \bar{N} = -i \Delta w^\dagger |_{\theta} , \]
\[ \Delta \bar{M} - i \Delta \bar{N} = i \Delta w |_{\bar{\theta}} . \]  
(C.2)

The components of the noise superfields \( W(z) \equiv (\Delta w(z), \Delta w^\dagger(z)) \) are given by the following definition (where we have suppressed the suffix “\( |_{\text{WZ}} \)” for the noise superfield for simplicity):
\[ W = W + \theta W |_{\theta} + \bar{\theta} W |_{\bar{\theta}} + \theta^2 W |_{\theta^2} + \bar{\theta}^2 W |_{\bar{\theta}^2} + \theta \sigma^m \theta W |_{\sigma^m \theta} + \bar{\theta} \sigma^m \bar{\theta} W |_{\bar{\sigma}^m \bar{\theta}} + \theta^2 \bar{\theta} W |_{\theta^2 \bar{\theta}} + \bar{\theta}^2 \theta W |_{\bar{\theta}^2 \theta} . \]  
(C.3)

The correlation is defined in (2.5). It reads
\[ \langle \Delta w^a | (\tau, x) \Delta w^b |_{\theta} \rangle_{\Delta w_r} = \langle \Delta w^a |_{\theta} (\tau, x) \Delta w^b | (\tau, x') \rangle_{\Delta w_r} = 2 \Delta \tau \delta^{ab} \delta (x - x') , \]
\[ \langle \Delta w^a |_{\theta} (\tau, x) \Delta w^b |_{\bar{\theta}} (\tau, x') \rangle_{\Delta w_r} = \langle \Delta w^a |_{\bar{\theta}} (\tau, x) \Delta w^b |_{\theta} (\tau, x') \rangle_{\Delta w_r} = 2 \Delta \tau \delta^{ab} \delta (x - x') , \]
\[ \langle \Delta w^a |_\theta (\tau, x) \Delta w^b |_{\bar{\theta} \beta} (\tau, x') \rangle_{\Delta w_r} = \langle \Delta w^a |_{\bar{\theta} \beta} (\tau, x) \Delta w^b |_\theta (\tau, x') \rangle_{\Delta w_r} = 4 \Delta \tau \epsilon_{\alpha \beta} \delta^{ab} \delta (x - x') , \]
\[ \langle \Delta w^a |_\theta (\tau, x) \Delta w^b |_{\sigma^m \beta} (\tau, x') \rangle_{\Delta w_r} = \langle \Delta w^a |_{\sigma^m \beta} (\tau, x) \Delta w^b |_\theta (\tau, x') \rangle_{\Delta w_r} = 4 \Delta \tau \eta^{mn} \delta^{ab} \delta (x - x') . \]  
(C.4)

The hermitian conjugates of the noise component fields are determined from the condition (B.13). In the almost Wess-Zumino gauge, the hermitian conjugate is trivial for \( \Delta w^\dagger |_\theta \), \( \Delta w^\dagger |_{\bar{\theta}} \), \( \Delta w^\dagger |_{\theta^2} \) and \( \Delta w^\dagger |_{\bar{\theta}^2} \). The non-trivial components are given by
\[ \Delta w^\dagger |_{\sigma^m \theta} = \Delta w |_{\sigma^m \theta} + 2 [v_m, \Delta w] , \]
\[ \Delta w^\dagger |_{\bar{\sigma}^m \bar{\theta}} = \Delta w |_{\bar{\sigma}^m \bar{\theta}} + 2 i [\bar{\lambda}, \Delta w] + \bar{\sigma}^m [v_m, \Delta w |_{\bar{\theta}}] , \]
\[ \Delta w^\dagger |_{\theta^2 \bar{\theta}} = \Delta w |_{\theta^2 \bar{\theta}} + 2 i [\lambda, \Delta w] - \sigma^m [v_m, \Delta w |_{\bar{\theta}}] , \]
\[ \Delta w^\dagger |_{\bar{\theta}^2 \theta} = \Delta w |_{\bar{\theta}^2 \theta} - [D, \Delta w] + \eta^{mn} [v_m, \Delta w |_{\theta^2 \bar{\theta}}] + i \{ \bar{\lambda}, \Delta w |_{\bar{\theta}} \} - i \{ \lambda, \Delta w |_{\theta} \} - \eta^{mn} [v_m, \Delta w] . \]  
(C.5)

As is clear from the Langevin equations for the auxiliary component fields (C.2), it is impossible to fix the gauge to the Wess-Zumino gauge, \( \bar{C} = \bar{\chi} = \bar{\lambda} = M = N = 0 \). We note that there remains time development of the auxiliary component fields that is completely determined by the components in the Wess-Zumino gauge \( (v_m, \lambda, \bar{\lambda}, D) \). This is the reason that we call the superfield Langevin equation (B.18) the “almost Wess-Zumino gauge”.  

To obtain the Langevin equations for \( (v_m, \lambda, \bar{\lambda}, D) \) which include the auxiliary component fields, it is convenient to express (B.18) as
\[ \Delta V |_{\text{WZ}} = \frac{L_V |_{\text{WZ}}}{1 - e^{-2L_V |_{\text{WZ}}}} \left( \Delta \tau \frac{1}{4g^2} D W |_{\text{WZ}} - \Delta \Theta + \frac{1}{2} \Delta w^\dagger \right) \]
\[ + \frac{L_V|_{WZ}}{(e^{2L_V|_{WZ}} - 1)} \left( \Delta \tau \frac{1}{4g^2} \bar{D} \bar{W}|_{WZ} - \Delta \Theta^\dagger + \frac{1}{2} \Delta w \right). \tag{C.6} \]

We note the covariant structure of the auxiliary component contributions in \((C.6)\) under the residual local gauge transformation ensures the residual local gauge covariance of the component Langevin equations. As a result of the definition of the “almost Wess-Zumino gauge”, we can expand the expression for a superfield \(F\) as

\[ \frac{L_V|_{WZ}}{(1 - e^{-2L_V|_{WZ}})} F = \frac{1}{2} F + \frac{1}{2} [V|_{WZ}, F] + \frac{1}{6} [V|_{WZ}, [V|_{WZ}, F]]; \]

\[ \frac{L_V|_{WZ}}{(e^{2L_V|_{WZ}} - 1)} F = \frac{1}{2} F - \frac{1}{2} [V|_{WZ}, F] + \frac{1}{6} [V|_{WZ}, [V|_{WZ}, F]]. \tag{C.7} \]

Substituting the component expansion in the Wess-Zumino gauge into the superfield Langevin equation \((C.6)\), we obtain the component expressions for \((v_m, \lambda, \bar{\lambda}, D)\):

\[ \Delta v_m = -\frac{\Delta \tau}{2g^2} \left( D^n v_{mn} + \lambda \sigma_m \bar{\lambda} + \bar{\lambda} \sigma_m \lambda \right) + \Delta W_{v_m}, \]

\[ \Delta W_{v_m} = -\frac{1}{4} \Delta w|_{\theta \sigma^m \bar{\theta}} - \frac{1}{4} \Delta w^\dagger|_{\theta \sigma^m \bar{\theta}} , \]

\[ \Delta \lambda + \frac{i}{2} \sigma^m D_m \Delta \bar{\chi} = -\frac{\Delta \tau}{2g^2} \bar{\sigma}^m \sigma^n D_m D_n \lambda + \Delta W_{\lambda}, \]

\[ \Delta W_{\lambda} = \frac{i}{4} \Delta w|_{\theta \bar{\theta}^2} + \frac{i}{4} \Delta w^\dagger|_{\theta \bar{\theta}^2} , \]

\[ \Delta \bar{\lambda} + \frac{i}{2} \bar{\sigma}^m D_m \Delta \bar{\chi} = -\frac{\Delta \tau}{2g^2} \sigma^m \bar{\sigma}^n D_m D_n \bar{\lambda} + \Delta W_{\bar{\lambda}} , \]

\[ \Delta W_{\bar{\lambda}} = -\frac{i}{4} \Delta w|_{\bar{\theta} \bar{\theta}^2} - \frac{i}{4} \Delta w^\dagger|_{\bar{\theta} \bar{\theta}^2} , \]

\[ \Delta D + \frac{1}{2} D^m D_m \Delta \bar{C} = \frac{\Delta \tau}{2g^2} D^m D_m D + \Delta W_D , \]

\[ \Delta W_D = -\frac{i}{2} \Delta w|_{\theta \bar{\theta}^2} + \frac{i}{2} \Delta w^\dagger|_{\theta \bar{\theta}^2} . \tag{C.8} \]

Here we have used the Langevin equations for the auxiliary component fields. For example, in the Langevin equation for \(D\), there appears the non-covariant expression \(\frac{1}{6} [v^m, [v_m, -\Delta \bar{C} - \frac{\Delta \tau}{2} g^2 D + \frac{1}{2} \Delta w]]\), which vanishes with the help of the Langevin equation for \(\Delta \bar{C}\) in \((C.2)\).

In order to obtain the Langevin equations for the components in the Wess-Zumino gauge, we use the Langevin equations for the auxiliary component fields. Finally, we obtain the Langevin equations for the components in the Wess-Zumino gauge:

\[ \Delta v_m = -\frac{\Delta \tau}{2g^2} (D^n v_{mn} + \lambda \sigma_m \bar{\lambda} + \bar{\lambda} \sigma_m \lambda) + \Delta W_{v_m}, \]

\[ \Delta \lambda = -\frac{\Delta \tau}{2g^2} \sigma^m \bar{\sigma}^n D_m D_n \lambda + \Delta W_{\lambda} + \frac{1}{4} \sigma^m D_m \Delta w|_{\bar{\theta}} , \]
\[ \Delta \lambda = -\frac{\Delta \tau}{2} \frac{1}{2g^2} \sigma^m \sigma^n \mathcal{D}_m \mathcal{D}_n \lambda + \Delta W_\lambda - \frac{1}{4} \sigma^m \mathcal{D}_m \Delta w | \theta , \]
\[ \Delta D = \frac{\Delta \tau}{2} \frac{1}{g^2} \mathcal{D}^m \mathcal{D}_m D + \Delta W_D - \frac{1}{4} \mathcal{D}^m \mathcal{D}_m \Delta w | . \] (C.9)

These Langevin equations actually reproduce the action for SYM$_4$ in the Wess-Zumino gauge. This fact can be confirmed by determining the kernel structure of these Langevin equations. The correlations for the noise component fields are given by
\[ \langle (\Delta W_\nu_m)^a_x (\Delta W_\nu_n)^b_y \rangle \Delta w_r \]
\[ = -\frac{1}{2} 2 \Delta \tau \delta^{ab} \eta_{mn} \delta^4 (x - y) , \]
\[ \langle (\Delta W_\lambda + \frac{1}{4} \sigma^m \mathcal{D}_m \Delta w | \theta )^a_x (\Delta W_\lambda - \frac{1}{4} \sigma^m \mathcal{D}_m \Delta w | \theta )^b_y \rangle \Delta w_r \]
\[ = -\frac{i}{2} 2 \Delta \tau (\sigma^m \epsilon)^{\beta}_\alpha (\mathcal{D}_m)^{ab} \delta^4 (x - y) , \]
\[ \langle (\Delta W_D - \frac{1}{4} \mathcal{D}^m \mathcal{D}_m \Delta w |) x (\Delta W_D - \frac{1}{4} \mathcal{D}^m \mathcal{D}_m \Delta w |) y \rangle \Delta w_r \]
\[ = -\frac{1}{2} 2 \Delta \tau \delta^{ab} \mathcal{D}^m \mathcal{D}_m \delta^4 (x - y) . \] (C.10)

This result shows that the kernels for the Langevin equations for $\nu_m$, $\lambda$, $\bar{\lambda}$ and $D$ are given by $-\frac{1}{2}$, $-\frac{i}{2} (\sigma^m \epsilon)^{\beta}_\alpha (\mathcal{D}_m)^{ab}$ and $-\frac{1}{2} \mathcal{D}^m \mathcal{D}_m$, respectively.
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