THE LASSERRE HIERARCHY FOR EQUIANGULAR LINES WITH A FIXED ANGLE
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Abstract. We compute the second and third levels of the Lasserre hierarchy for the spherical finite distance problem. A connection is used between invariants in representations of the orthogonal group and representations of the general linear group, which allows computations in high dimensions. We give new linear bounds on the maximum number of equiangular lines in dimension $n$ with common angle $\arccos \alpha$. These are obtained through asymptotic analysis in $n$ of the semidefinite programming bound given by the second level.
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1. Introduction

In discrete geometry, linear programming bounds are important for bounding the quality of geometric configurations [30, 67, 19, 2, 20]. These bounds have been used to show that constructions are optimal, for example the sphere packings coming from the $E_8$ and Leech lattices [65, 21]. Moreover, the best known asymptotic bounds for binary codes [54], spherical codes and sphere packing densities [43, 24], and certain problems in Euclidean Ramsey theory [3, 17] are derived from the linear programming bounds.

However, for many instances the linear programming bounds are not sharp and research is being done into semidefinite programming bounds. Initiated by Schrijver for binary codes, and Bachoc and Vallentin for the kissing number problem, three-point semidefinite programming bounds have been developed which take into account interactions between triples of points, as opposed to pairs of points for the linear programming bounds [63, 4, 23, 18]. For the equiangular lines problem, this has
been generalized to a hierarchy of \( k \)-point bounds [28]. For many problems, these higher-order bounds lead to significant improvements, including new optimality proofs via sharp bounds; see, e.g., [5, 23, 31]. However, until now, no new asymptotic results in the dimension have been derived from these bounds.

The Lasserre hierarchy [48] and the dual sum-of-squares approach by Parrilo [61] are important for obtaining bounds for hard problems in combinatorial optimization; see, e.g., [49, 35, 51]. De Laat and Vallentin have generalized the Lasserre hierarchy for the independent set problem to a continuous setting so that it can be applied to problems in discrete geometry [29]. The first level of the hierarchy reduces to the linear programming bound. The second level, however, is a 4-point bound from which the \( k \)-point bound with \( k = 4 \) mentioned above can be derived by removing many of the constraints. Hence, the second level of the Lasserre hierarchy, although more difficult to compute, is likely to improve bounds. The second level of this hierarchy has only been computed for an energy minimization problem in dimension 3 [27]. We would also like to mention that an adaptation of this hierarchy for the sphere packing problem was given recently [22]. In summary, computing the higher levels of this hierarchy is a promising approach for various problems in discrete geometry.

In this paper, we compute the second and third level of the Lasserre hierarchy for the equiangular lines problem with a fixed angle \( \arccos \alpha \). This problem asks to determine the maximum number \( N_\alpha(n) \) of lines through the origin in \( \mathbb{R}^n \) such that the angle between any pair of lines is \( \arccos \alpha \). Recently, there have been several breakthroughs for this problem, starting with the result by Bukh in 2016 that \( N_\alpha(n) \) is at most linear in \( n \) for any fixed \( \alpha \) [15]. In 2018 Balla, Dräxler, Keevash, and Sudakov showed \( \limsup_{n \to \infty} N_\alpha(n)/n \) is at most 1.93 unless \( \alpha = 1/3 \), in which case it is 2 [7]. In 2021 Jiang, Tidor, Yao, Zhang, and Zhao showed

\[
N_\alpha(n) = \left\lfloor \frac{(a + 1)(n - 1)}{(a - 1)} \right\rfloor
\]

for \( \alpha = 1/a \) with \( a \) an odd integer \( a \geq 3 \) and all sufficiently large \( n \) [41]. The significance of these particular inner products \( \alpha = 1/a \) lies in the fact that the equiangular lines problem without fixed angle can be solved in any dimension by computing \( N_\alpha(n) \) for a given finite list of such \( \alpha \); see [47]. The linear bound by Bukh holds for all dimensions, but the slope is huge. The results from [7] and [41] hold only for \( n \geq n_\alpha \) for a very large \( n_\alpha \). In these results, the parameters are so large because the proofs rely on Ramsey theory.

Asymptotically linear bounds not relying on Ramsey theory have also been given [36, 6]. The best current bound was given by Balla in 2021. He proved (Theorem 1 in [6]) for all dimensions \( n \) and for \( \alpha \in (0, 1) \) the bound

\[
N_\alpha(n) \leq \frac{\sqrt{n}}{2\alpha^3} + \frac{1 + \alpha}{2\alpha} n.
\]

Our main result is the following conjecture, which we prove for \( \alpha = 1/a \) with \( a = 3, 5, 7, 9, 11 \).

**Conjecture 1.1.** Let \( \alpha \in (0, 1) \). The optimal objective of the second level \( \text{las}_2(n) \) of the Lasserre hierarchy for bounding \( N_\alpha(n) \) satisfies

\[
\text{las}_2(n) \leq c_\alpha + \frac{1 + \alpha}{2\alpha} n
\]

for \( n \geq n_\alpha \), where \( c_\alpha \) does not depend on the dimension.
We prove \( N_\alpha(n) \leq c_\alpha + \frac{1+\alpha}{2\alpha} n \) for all \( n \geq n_\alpha \). The constants \( n_{1/9} \) and \( n_{1/11} \) can also be made smaller by solving finitely many semidefinite programs.

For the values of \( \alpha \) mentioned, we provide both an explicit small \( c_\alpha \) and an explicit small \( n_\alpha \), so we give new bounds in many dimensions not covered by (1.1). Furthermore, because of the \( \sqrt{n} \) term, we also improve on (1.2) for these \( \alpha \). Our explicit linear bounds are listed in Table 1.1. These are the first asymptotic bounds in the dimension coming from semidefinite programming. We have also computed the third level of the Lasserre hierarchy, with which we obtain new bounds for fixed dimensions. More detailed results are given in Section 6. The third level also provides numerical evidence for the existence of linear bounds for all dimensions, of which the asymptotic slopes improve on (1.2) and our bound (1.3).

We would like to reflect briefly on how surprising Conjecture 1.1 is for a semidefinite programming bound. For fixed \( n \), finite convergence of the Lasserre hierarchy is guaranteed, so in principle this hierarchy can be used to solve any equiangular lines problem. However, for a fixed level of the hierarchy, it could have been that the bound on \( N_\alpha(n) \) becomes very bad for large \( n \). Indeed, this is the behavior we see for the Delsarte and \( k \)-point bounds, where for any fixed \( \alpha \) and \( k \), the bound on \( N_\alpha(n) \) grows rapidly as a function of \( n \). This is a testament to the strength of the Lasserre hierarchy.

For the Lasserre hierarchy we follow [29]. Consider the infinite graph \( G \) on the vertex set \( S^{n-1} \), where two distinct vertices \( x \) and \( y \) are adjacent if \( x \cdot y \) do not lie in some prescribed set \( D \). For finite \( D \) we call such \( G \) a spherical finite distance graph and for the equiangular lines problem with a fixed angle we set \( D = \{ \pm \alpha \} \). An independent set is a subset of the vertex set in which no two vertices are adjacent. Denote by \( \mathcal{I}_t \) the set of all independent sets of size at most \( t \). This set is given a topology; see [29]. Let \( C(X) \) be the space of real-valued continuous functions on a topological space \( X \), and define the operator \( A_t : C(\mathcal{I}_t \times \mathcal{I}_t) \rightarrow C(\mathcal{I}_{2t}) \) by

\[
A_t K(S) = \sum_{J, J' \in \mathcal{I}_t, J \cup J' = S} K(J, J').
\]

Here \( C(\mathcal{I}_t \times \mathcal{I}_t) \) is the space of continuous functions \( K(J, J') \) that are symmetric in \( J \) and \( J' \). We define \( C(\mathcal{I}_t \times \mathcal{I}_t) \) to be the cone of positive kernels, which is the set of the symmetric continuous functions that satisfy

\[
\sum_{i,j=1}^{N} c_i c_j K(J_i, J_j) \geq 0
\]

| \( \alpha \) | \( c_\alpha \) | \( n_\alpha \) |
|---|---|---|
| 1/3 | 4 | 13 |
| 1/5 | 30 | 87 |
| 1/7 | 116 | 261 |
| 1/9 | 316 | 166018 |
| 1/11 | 699 | 751307 |

Table 1.1. We prove \( N_\alpha(n) \leq c_\alpha + \frac{1+\alpha}{2\alpha} n \) for all \( n \geq n_\alpha \). The constants \( n_{1/9} \) and \( n_{1/11} \) can also be made smaller by solving finitely many semidefinite programs.
for all $N \geq 0$, $c \in \mathbb{R}^N$, and $J_1, \ldots, J_N \in \mathcal{I}_t$. The Lasserre hierarchy for this problem is

$$
\begin{align*}
\text{minimize} & \quad K(\emptyset, \emptyset) \\
\text{subject to} & \quad K \in \mathcal{C}([I_t \times I_t]_{\geq 0}), \\
& \quad A_t K(S) \leq -1_{\mathbb{I}_{t=1}}(S), \quad S \in \mathcal{I}_{2t} \setminus \{\emptyset\},
\end{align*}
$$

(1.4)

where $1_{\mathbb{I}_{t=1}}$ is the indicator function of the set $\mathbb{I}_{t=1}$ of independent sets of size 1. Let us verify that this program bounds the independence number. If $C$ is an independent set and $K$ a feasible kernel, then we have

$$
0 \leq \sum_{J, J' \in \mathcal{I}_t \atop J, J' \subseteq C} K(J, J') = \sum_{S \in \mathcal{I}_{2t} \atop S \subseteq C} A_t K(S) \leq K(\emptyset, \emptyset) - |C|,
$$

which shows any feasible solution to (1.4) gives an upper bound on the independence number.

To compute the second ($t = 2$) and third ($t = 3$) levels we make essential use of symmetry. The action of the orthogonal group $O(n)$ on $S^{n-1}$ induces an action on $\mathcal{I}_t$ and $\mathcal{I}_{2t}$, and hence a linear action on $\mathcal{C}(\mathcal{I}_t \times \mathcal{I}_t)$ and $\mathcal{C}(\mathcal{I}_{2t})$ by $\gamma K(J, J') = K(\gamma^{-1}J, \gamma^{-1}J')$ and $\gamma f(S) = f(\gamma^{-1}S)$. By compactness of the orthogonal group, one may restrict to $O(n)$-invariant kernels, which are kernels $K$ satisfying $\gamma K = K$ for all $\gamma \in O(n)$. After this restriction, it is sufficient to impose the constraints $A_t K(S) \leq -1_{\mathbb{I}_{t=1}}(S)$ for orbit representatives $S$ of $\mathcal{I}_{2t} \setminus \{\emptyset\}$, of which there are finitely many. Indeed, we may enumerate them by listing all matrices of size at most $2t$ that are positive semidefinite and have rank at most $n$ with ones on the diagonal and elements from $D$ elsewhere. These matrices are Gram matrices of the orbit representatives and, up to simultaneous permutations of rows and columns, are in one to one correspondence with the orbits.

The first level of the hierarchy is equal to the Lovász theta prime number [27], and this can be reduced to the Delsarte, Goethals, Seidel linear programming bound using Schoenberg’s characterization [62, 2]. In this paper, we give a procedure for parametrizing the kernels $K \in \mathcal{C}(\mathcal{I}_t \times \mathcal{I}_t)$ for general $t$, through which we can compute the $t$-th level of the hierarchy using semidefinite programming.

We construct positive, $O(n)$-invariant kernels as follows. Under the action of $O(n)$, the space $\mathcal{I}_t$ decomposes as a disjoint union of finitely many orbits $X_1, \ldots, X_N$. Fix an orbit representative $R_i$ for each orbit $X_i$, and let $H_i$ be the stabilizer subgroup of $O(n)$ with respect to $R_i$. Given an irreducible, unitary representation $\pi: O(n) \to U(V)$, for each $i$ we let $e_{\pi,i,1}, \ldots, e_{\pi,i,d_{\pi,i}}$ be a basis of the space of invariants $V^{H_i} = \{v \mid \pi(h)v = v \text{ for all } h \in H_i\}$.

For $J \in \mathcal{I}_t$, define $i(J)$ to be the index such that $J \in X_{i(J)}$ and let $s: \mathcal{I}_t \to O(n)$ be a function such that $s(J)R_{i(J)} = J$ for all $J \in \mathcal{I}_t$. For each $\pi$ let $F^\pi_\pi$ be a positive semidefinite matrix whose rows and columns are indexed by pairs $(i, j)$ with $1 \leq i \leq N$ and $1 \leq j \leq d_{\pi,i}$, where we assume only finitely many of these matrices are nonzero. The kernel $K \in \mathcal{C}(\mathcal{I}_t \times \mathcal{I}_t)$ defined by

$$
(1.5) \quad K(J_1, J_2) = \sum_{\pi} \sum_{j_1, j_2} F^\pi_{i(j_1), i(j_2), j_1, j_2} \langle \pi(s(J_1))e_{\pi,i(j_1), j_1}, \pi(s(J_2))e_{\pi,i(j_2), j_2} \rangle
$$

is continuous, positive, $O(n)$-invariant, and does not depend on the choice of the function $s$. Moreover, any positive, $O(n)$-invariant kernel can be written as a
uniformly absolutely converging sequence of such kernels (in fact, as a single infinite series of the above form). A similar characterization of positive, invariant kernels goes back to Schoenberg [62] for the sphere and Bochner for general homogeneous spaces [13]. In [26, Theorem 3.4.4] a variant for finitely many orbits is given.

In all applications in this paper, the vectors in $R_i$ are linearly independent. In this case, the stabilizer subgroups $H_i$ when considering the $t_i$-th level of the Lasserre hierarchy are isomorphic to $S(R_i) \times O(n - t_i)$, where $t_i = |R_i|$ and $S(R_i)$ is a finite subgroup of $O(t_i)$. To compute the inner product in (1.5), we need to explicitly construct bases of $V^{H_i}$.

Historically, a description of the invariant subspace $V^{O(n - t)}$ was found when studying the Stiefel manifold $O(n)/O(n - t)$. In 1977, Gelbart discovered a beautiful connection between the harmonic analysis of the Stiefel manifold and the representation theory of general linear groups [34]. Using weight theory, the irreducible representations of $O(n)$ and of $GL(t)$ can both be labeled by tuples $\lambda$ of integers, and he showed that the dimension of $V^{O(n - t)}$ is equal to the dimension of the representation of $GL(t)$ with the same label $\lambda$. Later Gross and Kunze [38] gave an explicit isomorphism with additional properties between $V^{O(n - t)}$ and the representation of $GL(t)$. To construct explicit bases of the invariant subspaces and to compute the inner products, we will use: bases of the representations of $GL(t)$; the isomorphism by Gross and Kunze; and further techniques to deal with the finite groups $G$. With this explicit description of the invariant subspaces, the kernel in (1.5) can be evaluated at points. This allows us to set up and compute the second and third level of the Lasserre hierarchy for spherical finite distance problems.

In Section 2 and 3 we discuss an explicit formulation of the matrix coefficients of $GL(t)$ and the construction of Gross and Kunze. In Section 4 these constructions are used to compute the invariants subspaces. In Section 5 an efficient semidefinite programming formulation is presented. In Section 6 we discuss computational results, where we first give improved bounds on $N_\alpha(n)$ in fixed dimensions, as shown in Figures 6.1 and 6.2, and then consider bounds for more general spherical finite distance problems. In Section 7 an asymptotic analysis of the bounds is given, which leads to the proof of Conjecture 1.1 for the values of $\alpha$ mentioned. Finally, in Section 8 we give a formulation for the limit semidefinite program.

2. REPRESEMENTS OF THE GENERAL LINEAR GROUP

In this section we give an explicit procedure to compute the matrix coefficients of the representations of the general linear group $GL(t)$ over the complex numbers. We use Weyl’s construction of the representations, following Chapter 15 in [33]. It is necessary to go through this material in some detail, since we will use the specifics of this construction in Section 4 and 8.

Let $\lambda = (\lambda_1, \ldots, \lambda_t)$ be a partition of $d$ with $\lambda_1 \geq \cdots \geq \lambda_t \geq 0$. The Young diagram associated with $\lambda$ consists of left-aligned rows of boxes, with $\lambda_i$ boxes in the $i$th row. For instance, the Young diagram of the partition $(4, 3, 1)$ is

To the partition $\lambda$ we may associate two other tuples of integers: The conjugate partition $\mu$, with $\mu_j$ the length of column $j$ in the diagram of $\lambda$, and the tuple of
integers \( a = (a_1, \ldots, a_t) \), defined by \( a_i = \lambda_i - \lambda_{i+1} \) (setting \( \lambda_{t+1} = 0 \)), so that \( a_i \) is the number of columns with length \( i \) in the Young diagram of \( \lambda \). In our example, the conjugate partition is \( \mu = (3, 2, 2, 1) \) and we have \( a = (1, 2, 1) \).

Let \( \mathbb{C}^t \) be the tautological representation of \( \text{GL}(t) \), which is the representation that sends a matrix to itself, and consider the subrepresentation of \( (\mathbb{C}^t)^{\otimes d} \) given by

\[
A^a \mathbb{C}^t = \text{Sym}^{a_t} (\Lambda^t \mathbb{C}^t) \otimes \text{Sym}^{a_{t-1}} (\Lambda^{t-1} \mathbb{C}^t) \otimes \cdots \otimes \text{Sym}^{a_1} (\mathbb{C}^t).
\]

To improve readability, we will use \( \cdot \) for both the tensor and symmetric tensor products, since the length of the wedge product prevents confusion. To obtain an irreducible representation, we consider a quotient of \( A^a \mathbb{C}^t \). Let \( p \) and \( q \) be the lengths of two consecutive columns of the Young diagram and let \( v_1, \ldots, v_p, w_1, \ldots, w_q \in \mathbb{C}^t \). Let \( r \) be an integer with \( 1 \leq r \leq q \). Consider the difference between an element of \( A^a \mathbb{C}^t \) of the form

\[
x \cdot (v_1 \wedge \cdots \wedge v_p) \cdot (w_1 \wedge \cdots \wedge w_q) \cdot y
\]

and

\[
x \cdot \left( \sum (v_1 \wedge \cdots \wedge w_1 \wedge \cdots \wedge w_r \wedge \cdots \wedge v_p) \right) \cdot (v_1 \wedge v_{i_2} \wedge \cdots \wedge v_{i_r} \wedge w_{i_{r+1}} \wedge \cdots \wedge w_q) \cdot y,
\]

where the sum is over all \( 1 \leq i_1 < i_2 < \cdots < i_r \leq p \) and the elements \( w_1, \ldots, w_r \) are inserted at the positions \( i_1, \ldots, i_r \) in \( v_1 \wedge \cdots \wedge v_p \). Next, consider the subspace generated by such differences. This subspace is invariant under the action of \( \text{GL}(t) \) and hence the quotient of \( A^a \mathbb{C}^t \) by this subspace is a representation of \( \text{GL}(t) \). This representation is denoted by \( W \) and the associated group homomorphism by

\[
(2.1) \quad \rho : \text{GL}(t) \to \text{GL}(W).
\]

This is an irreducible polynomial representation of \( \text{GL}(t) \), and all irreducible polynomial representations of \( \text{GL}(t) \) are obtained in this way for a unique \( \lambda \); see Theorem 6.3 and Proposition 15.47 in [33].

We now construct a basis of \( W \) using the semistandard tableaux on the Young diagram of \( \lambda \). A tableau is obtained by placing in each box of the Young diagram an integer between 1 and \( t \). We say a tableau is semistandard if the entries in each row are nondecreasing and the entries in each column are strictly increasing. Let \( T \) be a tableau and let \( T(i,j) \) be the entry of \( T \) in the \( i \)th row and the \( j \)th column. Define \( e_T \) to be the image in \( W \) of the element

\[
\prod_{j=1}^{\lambda_1} e_{T(1,j)} \wedge e_{T(2,j)} \wedge \cdots \wedge e_{T(\mu_j,j)} \in A^a \mathbb{C}^t,
\]

where \( e_1, \ldots, e_t \) is the standard basis of \( \mathbb{C}^t \). The set of all \( e_T \) with \( T \) a semistandard tableau on \( \lambda \) is a basis of \( W \) (Proposition 15.55 in [33]).
We would now like to compute the matrix coefficients of the representation \( \rho \) with respect to the semistandard tableaux basis. For a tableau \( T \) we have

\[
\rho(A)e_T = \rho(A) \prod_{j=1}^{\lambda_1} e_{T(1,j)} \wedge e_{T(2,j)} \wedge \cdots \wedge e_{T(\mu_j,j)}
\]

\[
= \prod_{j=1}^{\lambda_1} A e_{T(1,j)} \wedge A e_{T(2,j)} \wedge \cdots \wedge A e_{T(\mu_j,j)}
\]

\[
= \sum_S \prod_{j=1}^{\lambda_1} A_{S(1,j),T(1,j)} e_{S(1,j)} \wedge A_{S(2,j),T(2,j)} e_{S(2,j)} \wedge \cdots \wedge A_{S(\mu_j,j),T(\mu_j,j)} e_{S(\mu_j,j)},
\]

where the sum runs over all tableaux \( S \). Using multilinearity, we obtain

\[
\rho(A)e_T = \sum_S A_{S,T} \left( \prod_{j=1}^{\lambda_1} e_{S(1,j)} \wedge e_{S(2,j)} \wedge \cdots \wedge e_{S(\mu_j,j)} \right) = \sum_S A_{S,T} e_S,
\]

where we define

\[
A_{S,T} = \prod_{j=1}^{\lambda_1} \prod_{i=1}^{\mu_j} A_{S(i,j),T(i,j)}.
\]

Let \( T_1, \ldots, T_m \) be the list of all semistandard tableaux on the Young diagram associated to \( \lambda \). The dimension \( m \) is given by (Theorem 6.3 of [33])

\[
m = \dim W = \prod_{1 \leq i < j \leq t} \frac{\lambda_i - \lambda_j + j - i}{j - i}.
\]

Equip \( W \) with the inner product \( \langle \cdot, \cdot \rangle \) for which \( e_{T_1}, \ldots, e_{T_m} \) are orthonormal. For each tableau \( S \) we then have

\[
e_S = \sum_{i=1}^{m} \langle e_{T_i}, e_S \rangle e_{T_i}.
\]

The proof of Proposition 15.55 in [33] may be used to give an algorithm to compute these numbers, which we describe below. The matrix coefficients of the representation \( W \) are then given by

\[
\langle e_{T_i}, \rho(A)e_{T_j} \rangle = \sum_S A_{S,T_j} \langle e_{T_i}, e_S \rangle.
\]

Let \( T \) be a tableau on the Young diagram associated to \( \lambda \) and \( e_T \) the associated element of \( W \). We encode \( T \) as a list of vectors of integers, where the \( i \)th vector corresponds to the \( i \)th column of \( T \). For instance the tableau

\[
\begin{array}{ccc}
a_1 & b_1 & c_1 \\
a_2 & b_2 & c_2 \\
a_3 & \\
\end{array}
\]

will be encoded as \( \{(a_1,a_2,a_3), (b_1,b_2), (c_1,c_2)\} \). We order such tableaux using the reverse lexicographical ordering, i.e. \( T' > T \) if the last entry in the last vector where \( T' \) differs from \( T \) is larger.

For an integer \( 1 \leq s \leq \lambda_1 \), let \( (a_1, \ldots, a_p) \) be the \( s \)-th column of \( T \) and \( (b_1, \ldots, b_q) \) be the \((s+1)\)-th column of \( T \). For \( 1 \leq r \leq q \) and integers \( 1 \leq i_1 < \cdots < i_r \leq p \), let \( \Phi(T, s, r, i_1, \ldots, i_r) \) be the tableau obtained from \( T \) where we replace the first \( r \)
entries in column $s + 1$ by $a_{i_1}, \ldots, a_{i_r}$ and replace the $i_1, \ldots, i_r$ entries in column $s$ by $b_1, \ldots, b_r$. The algorithm below returns a vector with the coordinates of $e_T$ in the basis $e_{T_1}, \ldots, e_{T_m}$. The algorithm is recursive and terminates since at every call we increase the position of the tableau in the reverse lexicographic order. The last step uses the quotient in the definition of $W$.

Algorithm 1 Algorithm to decompose a tableau into semistandard tableaux

```
procedure ssdecomp(T)
    If there is a column in $T$ with two identical entries, return 0.
    Else, let $\sigma$ be the permutation of $T$ which orders each column to become strictly increasing and does not exchange elements between different columns.
    Replace $T$ by $\sigma(T)$.
    If $T$ is semistandard, return a vector with sign($\sigma$) at the appropriate entry and zeros otherwise.
    Else, find $r$ and $s$ such that $T(r, s) > T(r, s + 1)$.
    Return sign($\sigma$) $\sum_{1 \leq i_1 < \cdots < i_r \leq p}$ ssdecomp($\Phi(T, s, r, i_1, \ldots, i_r)$).
end procedure
```

3. The Gross-Kunze construction

We see the group $O(n - t)$ as a subgroup of $O(n)$ by fixing the first $t$ coordinates. Given a representation $\pi: O(n) \to GL(V)$, the space of $O(n - t)$-invariants is

$$V^{O(n-t)} = \{ v \in V \mid \pi(A)v = v \text{ for all } A \in O(n - t) \}.$$ 

In this section we give an explicit description of the $O(n - t)$-invariant subspaces of the irreducible representations of $O(n)$ for $2t < n$. For this we give an exposition of a construction by Gross and Kunze [39] and prove additional properties required in our setting.

First, Gross and Kunze construct invariants in the case of the complex orthogonal group

$$O(n, \mathbb{C}) = \{ Q \in \mathbb{C}^{n \times n} \mid Q^TQ = 1 \},$$

whereas we are interested in the real orthogonal group $O(n)$. This problem is resolved by complexifying. There is a natural inclusion $O(n) \subseteq O(n, \mathbb{C})$ and $O(n, \mathbb{C})$ is the complexification of $O(n)$, which means that for any smooth homomorphism $\alpha$ from $O(n)$ to a complex Lie group $G$, there is a unique holomorphic homomorphism $\alpha_C$ from $O(n, \mathbb{C})$ to $G$ with $\alpha(A) = \alpha_C(A)$ for all $A \in O(n)$; see, e.g., [40, Chapter 15].

Let $V$ be a finite dimensional, complex vector space. We consider a representation of $O(n)$ on $V$ to be a smooth group homomorphism from $O(n)$ to $GL(V)$ and a representation of $O(n, \mathbb{C})$ on $V$ to be a holomorphic group homomorphism from $O(n, \mathbb{C})$ to $GL(V)$. Holomorphic maps are in particular smooth and $O(n)$ is a smooth submanifold of $O(n, \mathbb{C})$. Hence, the restriction of a representation of $O(n, \mathbb{C})$ to $O(n)$ is a representation of $O(n)$. By the definition of the complexification and setting $G = GL(V)$, we see that any representation $\pi$ of $O(n)$ is the restriction of a unique representation $\pi_C$ of $O(n, \mathbb{C})$.

We now show that complexification interacts well with invariant subspaces. Since $O(n - t) \subseteq O(n - t, \mathbb{C})$ we have

$$V^{O(n-t, \mathbb{C})} \subseteq V^{O(n-t)}.$$
For the other direction, we use polar decomposition. Any matrix $A \in O(n, \mathbb{C})$ can be written uniquely as

$$A = U e^{iX}$$

with $U$ in $O(n)$ and $X$ in the Lie algebra $\mathfrak{o}(n)$ of $O(n)$ consisting of the skew-symmetric matrices of size $n$; see, e.g., [40, Proposition 15.2.1]. Since $\pi_\mathbb{C}$ is a homomorphism we have

$$\pi_\mathbb{C}(U e^{iX}) = \pi_\mathbb{C}(U) \pi_\mathbb{C}(e^{iX}) = \pi_\mathbb{C}(U) e^{d\pi_\mathbb{C}(iX)} = \pi_\mathbb{C}(U) e^{id\pi(X)} = \pi(U) e^{id\pi(X)},$$

where $d\pi_\mathbb{C}: \mathfrak{o}(n, \mathbb{C}) \to \mathfrak{gl}(n)$ and $d\pi: \mathfrak{o}(n) \to \mathfrak{gl}(n)$ are the differentials of $\pi_\mathbb{C}$ and $\pi$. Here we used that $d\pi_\mathbb{C}$ is holomorphic. Now let $v$ be a vector in $V$ invariant under $O(n-t)$. Then $d\pi(X)v = 0$ for any $X$ in the Lie algebra $\mathfrak{o}(n-t)$. By the above, for $A \in O(n-t, \mathbb{C})$ there are $U \in O(n-t)$ and $X \in \mathfrak{o}(n-t)$ such that $A = U e^{iX}$. Hence we have

$$\pi_\mathbb{C}(A)v = \pi(U)e^{id\pi(X)}v = \pi(U)(I + id\pi(X) + \frac{1}{2}(id\pi(X))^2 + \ldots)v = \pi(U)v = v,$$

which shows

$$V_{O(n-t)} \subseteq V_{O(n-t, \mathbb{C})}.$$

This shows the invariant subspaces agree in the real and complex case.

The $O(n-t, \mathbb{C})$-invariant subspaces of the irreducible representations of $O(n, \mathbb{C})$ are described by Gross and Kunze in [39]. The irreducible representations are induced by representations of the general linear group. Let $(\rho, W)$ be an irreducible, polynomial representation of $GL(t)$. Let $\omega$ be the complex $t \times n$ matrix

$$\omega = \begin{pmatrix} I_t & iI_t & 0 \end{pmatrix},$$

and let $\epsilon$ be the $n \times t$ matrix

$$\epsilon = \begin{pmatrix} I_t \\ 0 \end{pmatrix}.$$

For each $w \in W$, define a function $\phi(w): O(n, \mathbb{C}) \to W$ by

$$\phi(w)(x) = \rho(\omega x)w.$$ (3.1)

We then define the vector space of right translates of such functions

$$V = \text{span} \{ \pi_\mathbb{C}(\xi)\phi(w) \mid \xi \in O(n, \mathbb{C}), w \in W \},$$

where $\pi_\mathbb{C}(\xi)\phi(w)(x) = \phi(w)(x\xi)$. This space carries an action of $O(n, \mathbb{C})$ by right translation. Because $h\epsilon = \epsilon$ for $h \in O(n-t, \mathbb{C})$, it follows that the subspace $\phi(W)$ is invariant under right translation by an element of $O(n-t, \mathbb{C})$. The following theorem is a special case of Theorem 7.6 in [39].

**Theorem 3.1.** The vector space $V$ with right translation is a finite dimensional, holomorphic representation of $O(n, \mathbb{C})$. Moreover, the space $V^{O(n-t, \mathbb{C})}$ is precisely $\phi(W)$. Every holomorphic irreducible representation of $O(n, \mathbb{C})$ with non-trivial $O(n-t, \mathbb{C})$-invariants is of this form for a unique polynomial representation $(\rho, W)$ of $GL(t)$.

Restricting to $O(n)$ gives a full description of the invariant subspaces in the real case. Henceforth, when we speak of $V$ we shall mean the representation of $O(n)$ obtained by restricting the representation of $O(n, \mathbb{C})$ constructed in Theorem 3.1.

We define on $V$ the inner product

$$\langle f, g \rangle = \int_{O(n)} \langle f(x), g(x) \rangle \, dx,$$
where in the integrand any inner product on $W$ is used. By standard properties of the Haar measure, this makes the representation of $O(n)$ unitary. By uniqueness of such inner products, this shows that the above integral is independent of the choice of inner product on $W$ up to multiplication by a positive real number. We now show that in the semistandard tableaux basis, the matrix coefficients of $\pi$ are real. This allows us to restrict to real matrices in the semidefinite program.

**Proposition 3.2.** The numbers $\langle \phi(e_{T_i}), \pi(y)\phi(e_{T_j}) \rangle$ are real for all $y \in O(n)$.

**Proof.** We may define a conjugation $\overline{[\cdot]}$ on $W$ by conjugating the components of a vector in the semistandard tableaux basis. Let $\eta$ be the orthogonal matrix $\text{diag}(I_t, -I_{n-t})$. We then have $\omega\eta = (I_t - iI_t 0)$. Given the fact that the matrix coefficients of the representation $\rho$ in the semistandard tableaux basis are polynomials with real coefficients, we then have

$$
\rho(\omega\eta xe)v = \overline{\rho(\omega\eta xe)v}
$$

for all $x, y \in O(n)$ and all $v \in W$. Hence we have

$$
\langle \phi(e_{T_i}), \pi(y)\phi(e_{T_j}) \rangle = \int_{O(n)} \langle \rho(\omega xe)e_{T_i}, \rho(\omega xe)e_{T_j} \rangle dx
$$

$$
= \int_{O(n)} \langle \rho(\omega xe)e_{T_i}, \rho(\omega xe)e_{T_j} \rangle dx
$$

$$
= \int_{O(n)} \overline{\langle \rho(\omega xe)e_{T_i}, \rho(\omega xe)e_{T_j} \rangle} dx
$$

$$
= \langle \phi(e_{T_i}), \pi(y)\phi(e_{T_j}) \rangle. \quad \Box
$$

4. Invariants under the stabiliser subgroups

Recall that $\mathcal{I}_t$ is the set of subsets of $S^{n-1}$ of size at most $t$ with inner products in the finite subset $D$ of $[-1,1]$. We fix a representative $R_i$ for each orbit $X_i$ of the action of $O(n)$ on $\mathcal{I}_t$ and let $H_i$ be the stabilizer subgroup of $O(n)$ with respect to $R_i$. In Section 3 we give a construction of the irreducible representations $V$ of $O(n)$ indexed by tuples $\lambda$, and we give a basis $\phi(e_{T_1}), \ldots, \phi(e_{T_n})$ of $V^{O(n-t)}$, where $T$ ranges over the semistandard tableaux on the Young diagram associated to $\lambda$ containing entries from 1 to $t$. In this section we show how we can use this to construct bases $e_{\pi,i,1}, \ldots, e_{\pi,i,d_x}$ of the spaces $V^{H_i}$ as needed in (1.5).

We can choose the representatives $R_i$ to lie in the span of the first $t_i = |R_i|$ coordinates. We assume for notational simplicity that the vectors in $R_i$ are linearly independent, which is true for all applications considered in this paper. We think of $O(n - t_i)$ as acting on the last $n - t_i$ coordinates, so that

$$
H_i = S(R_i) \oplus O(n-t_i),
$$

where $S(R_i)$ is a finite group of orthogonal transformations that act in the first $t_i$ coordinates and act on $R_i$ by permuting elements. We will abuse notation and think of these transformations as $t_i \times t_i$ matrices, knowing that they act as the identity on the last $n - t_i$ coordinates. We have

$$
V^{H_i} = (V^{O(n-t_i)})^{S(R_i)}
$$

and we may first construct a basis of $V^{O(n-t_i)}$ and then a basis of the $S(R_i)$-invariants inside $V^{O(n-t_i)}$. 

Given the definitions of the representations $\rho$ and $\pi$ of $\text{GL}(t)$ and $\text{O}(n)$ and recalling $t_i \leq t$, we have

\begin{equation}
(\pi(\xi)\phi(e_T))(x) = \rho(\omega x \xi)e_T = \sum_S \prod_{j=1}^{\lambda_1} \prod_{k=1}^{\mu_j} (\omega x \xi)_{S(k,j),T(k,j)} e_S,
\end{equation}

where the sum runs over all tableaux $S$ with entries from 1 to $t$ on the Young diagram associated to the partition $\lambda$. This shows we have $\pi(\xi)\phi(e_T) = \phi(e_T)$ for all $\xi \in \text{O}(n - t_i)$ if the tableau $T$ only has entries ranging from 1 to $t_i$, and thus the vectors $\phi(e_T)$ lie inside $V^{\text{O}(n-t_i)}$ as we range over such $T$. As before, the subspace $V^{\text{O}(n-t_i)}$ has dimension equal to the corresponding representation of $\text{GL}(t_i)$. Hence a basis of $V^{\text{O}(n-t_i)}$ is given by the set of $\phi(e_T)$, where $T$ ranges over semistandard tableaux with entries from 1 to $t_i$. Henceforth we enumerate the tableaux in such a way that the first $m_i$ semistandard tableaux give a basis for $V^{\text{O}(n-t_i)}$ and the bases for the spaces $V^{\text{O}(n)} \subseteq V^{\text{O}(n-1)} \subseteq \cdots \subseteq V^{\text{O}(n-t)}$ are nested.

To use the basis of $V^{\text{O}(n-t_i)}$ to construct a basis for $V^H$, we use the following procedure. First, we construct the matrices generating the groups $S(R_i)$. For this we fix an ordering of the vectors in $R_i$ and denote also by $R_i$ the $n \times t_i$ matrix with these vectors as columns. The Gram matrix $R_i^T R_i$ of $R_i$ is a matrix with ones in the diagonal and elements from $D$ elsewhere. Given a permutation $\sigma$ of the columns, denote by $P_\sigma$ the corresponding $t_i \times t_i$ permutation matrix. If $P_\sigma^T R_i^T R_i P_\sigma = R_i^T R_i$, then there exists a corresponding $r_\sigma \in S(R_i)$ given by

\[ r_\sigma = R_i P_\sigma (R_i^T R_i)^{-1} R_i^T. \]

and we observe that $r_\sigma$ satisfies $r_\sigma R_i = R_i P_\sigma$. To obtain the generators for the group $S(R_i)$, we take the generators $\sigma$ of the symmetric group on $t_i$ elements which satisfy $P_\sigma^T R_i^T R_i P_\sigma = R_i^T R_i$ and take the corresponding matrices $r_\sigma$.

To obtain a basis for the space $V^H$, we look for linear combinations of the vectors $\phi(e_{T_k})$ with $1 \leq j \leq m_i$ such that $\pi(r_\sigma) \sum_j c_j \phi(e_{T_j}) = \sum_j c_j \phi(e_{T_j})$ and in order to do so we compute a basis for the solution space of the system

\begin{equation}
\sum_{j=1}^{m_i} \langle \phi(e_{T_k}), (\pi(r_\sigma) - I)\phi(e_{T_j}) \rangle c_j = 0
\end{equation}

for all $1 \leq k \leq m_i$ and all generators $r_\sigma$ of $S(R_i)$. For each basis element $c$ we get the basis element $\sum_j c_j \phi(e_{T_j})$ of $V^H$.

Let us look at an example. Let $t = 2$ and consider an orbit $X$ such that the elements of $X$ have cardinality two. Let $r$ be the $n \times n$ orthogonal matrix which maps $e_2$ to $-e_2$ and fixes the orthogonal complement of $e_2$. We may choose a representative $R = \{v_1, v_2\}$ of $X$ such that $rv_1 = v_2$ and $rv_2 = v_1$. Then the group $S(R)$ is the group of two elements $\{I, r\}$. Unwinding definitions with (4.1) and using

\[ \rho(\omega x r e) = \rho(\omega x e) \rho \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \]

we have $\pi(r)\phi(e_T) = \phi(e_T)$ if there is an even number of twos in the tableau $T$ and $\pi(r)\phi(e_T) = -\phi(e_T)$ if there is an odd number of twos in $T$. Then $H = S(R) \oplus \text{O}(n - 2)$ is the stabiliser of $R$. A basis of $V^H$ is given by the set of those $\phi(e_T)$ for which $T$ is a semistandard tableau with an even number of twos.
5. Semidefinite programming formulation

In this section we give the semidefinite programming formulation. We also discuss a projective formulation for the case of bounding $N_o(n)$, and we give implementation details.

To solve (1.4) using semidefinite programming we parametrize the positive kernels using (1.5). To do this explicitly we need to compute inner products of the form

$$\langle \pi(s(J_1))e_{\pi,i_1,j_1}, \pi(s(J_2))e_{\pi,i_2,j_2}\rangle.$$ 

Here $V$ is the irreducible representation of $O(n)$ as constructed in Section 3, and $\{e_{\pi,i,j}\}_j$ is the basis of $V^{H_i}$ as constructed in Section 4, where $H_i$ is the stabilizer subgroup of $O(n)$ with respect to the orbit representative $R_i$ of the orbit $X_i$. Recall that $s$ is a function $X_i \rightarrow O(n)$ such that $s(J)R_i(J) = J$ for all $J \in X_i$, and define $S = s(J_1)^{-1}s(J_2)$. Then the above inner product is equal to

$$\langle e_{\pi,i_1,j_1}, \pi(S)e_{\pi,i_2,j_2}\rangle,$$

where $i_1 = i(J_1)$ and $i_2 = i(J_2)$.

As before, we view $O(n - t_{i_1}) \subseteq O(n)$ as a subgroup by extending with an identity block $I_{t_{i_1}}$ in the top left corner and similarly for $O(n - t_{i_2}) \subseteq O(n)$. If $S$ and $S'$ are orthogonal matrices of which the top left $t_{i_1} \times t_{i_2}$ blocks agree, then there exist matrices $h_{i_1} \in O(n - t_{i_1})$ and $h_{i_2} \in O(n - t_{i_2})$ such that $h_{i_1}Sh_{i_2} = S'$. This follows from the following fact: If two tuples of vectors $(v_1, v_2, \ldots), (w_1, w_2, \ldots)$ with $v_i, w_i \in \mathbb{R}^m$ satisfy $v_i \cdot v_j = w_i \cdot w_j$ for all $i$ and $j$, then there exists an $h \in O(m)$ such that $hv_i = w_i$. By the invariance properties of the basis, we then have

$$\langle e_{\pi,i_1,j_1}, \pi(S)e_{\pi,i_2,j_2}\rangle = \langle e_{\pi,i_1,j_1}, \pi(S')e_{\pi,i_2,j_2}\rangle.$$ 

Hence to calculate $\langle e_{\pi,i_1,j_1}, \pi(S)e_{\pi,i_2,j_2}\rangle$, one may replace $S$ by any orthogonal matrix $S'$ with the same top left $t_{i_1} \times t_{i_2}$ block.

To find the top left $t_{i_1} \times t_{i_2}$ block of $S$, we first compute $s(J_1)$. Fix an ordering of the vectors in $R_{i_1}$ and $J_1$, and denote also by $R_{i_2}$ and $J_1$ the matrices with these vectors as their columns. Let $A = R_{i_1}^T R_{i_1}$ and let $P$ be a permutation matrix for which $A = P^T J_1^T J_1 P$. Let $Q$ be an orthogonal matrix with the first $t_{i_1}$ columns given by the corresponding columns of $J_1 P A^{-1} R_{i_1}^T$. The representative $R_{i_1}$ is chosen to be supported in the first $t_{i_1}$ coordinates, so we have $Q R_{i_1} = J_1 P$, and we can define $s(J_1) = Q$. The matrix $s(J_2)$ is computed similarly. Then the top-left $t_{i_1} \times t_{i_2}$ block of $S = s(J_1)^{-1}s(J_2)$ is given by the corresponding block of

$$\begin{align*}
(J_1 P_{i_1} A_{i_1}^{-1} R_{i_1}^T)^T J_2 P_{i_2} A_{i_2}^{-1} R_{i_2}^T.
\end{align*}$$

(5.1)

In the implementation we construct $S \in O(n)$ as a $2t \times t$ matrix with orthonormal columns of which the top-left $t_{i_1} \times t_{i_2}$ block agrees with the corresponding block of (5.1).
We now define \( w_{\pi,i,j} \) by \( \phi(w_{\pi,i,j}) = e_{\pi,i,j} \) and evaluate the inner product as follows:

\[
\langle e_{\pi,i_1,j_1}, \pi(S)e_{\pi,i_2,j_2} \rangle \\
= \int_{O(n)} \langle \phi(w_{\pi,i_1,j_1})(x), \phi(w_{\pi,i_2,j_2})(xS) \rangle \, dx \\
= \int_{O(n)} \langle \rho(\omega xe)w_{\pi,i_1,j_1}, \rho(\omega xe)w_{\pi,i_2,j_2} \rangle \, dx \\
= \sum_k \int_{O(n)} \langle \rho(\omega xe)w_{\pi,i_1,j_1}, e_{T_k} \rangle \langle e_{T_k}, \rho(\omega xe)w_{\pi,i_2,j_2} \rangle \, dx,
\]

where the matrix coefficients in the integrand of the last integral can be computed using (2.3). Notice that the integrand is a polynomial in the top-left \( 2t \times 2t \)-part of \( x \).

By using the recursive approach from [37] for evaluating the integral of a monomial over \( O(n) \) we can compute the inner product \( \langle e_{\pi,i_1,j_1}, \pi(S)e_{\pi,i_2,j_2} \rangle \) explicitly as a polynomial in the entries of \( S \) where the coefficients are rational functions in the dimension \( n \). This shows how we can express the kernel \( K \) from (1.5) explicitly in terms of the matrices \( F^\pi \) defining the kernel.

By fixing \( d \) and considering representations \( \pi \) with \( |\lambda| \leq d \) we can now generate the following semidefinite program, where the entries of the constraint matrices are explicitly computed rational functions in the dimensions \( n \) over the ground field of the algebraic numbers:

\[
\begin{align*}
\text{minimize} & \quad K(0,0) \\
\text{subject to} & \quad F^\pi \succeq 0, \\
& \quad \pi = \pi_\lambda, \lambda = (\lambda_1, \ldots, \lambda_t), |\lambda| \leq d, \\
& \quad A_i K(R) \leq -1_{\mathbb{R}}(R), \quad R \in \mathcal{R}_{2t}.
\end{align*}
\]

In the program, \( \mathcal{R}_{2t} \) is a set containing a representative of each orbit in \( \mathcal{I}_{2t} \). To bound \( N_{\alpha}(n) \) we consider the spherical finite distance problem with \( D = \{ \pm \alpha \} \).

In this case we can alternatively obtain upper bounds by considering the graph on the projective space \( \mathbb{R}P^{n-1} \) with \( [x] \sim [y] \) if \( x \cdot y = \alpha \) or \( x \cdot y = -\alpha \). This leads to a reduction in the number of variables and constraints. The kernels are defined in the same way as in (1.5), but there are some minor differences. Firstly, the invariant space \( V^H \) is unchanged if \( |\lambda| \) is even, but vanishes if \( |\lambda| \) is odd. This follows from the fact that \( -I \) stabilizes every element in the projective space and the formula

\[
\pi(-I)\phi(v)(x) = \rho(-\omega x)e = (-1)^{|\lambda|}\rho(\omega x)e v = (-1)^{|\lambda|}\phi(v)(x).
\]

Secondly, there are fewer orbits, since now we consider two Gram matrices as representatives of the same orbit not only if they are equal up to simultaneous permutations of rows and columns, but also if they are equal up to simultaneous multiplication by \( -1 \) of a subset of rows and columns. Both of these changes lead to a smaller semidefinite program. In contrast to the nonprojective version, the resulting semidefinite programs exist over the rational numbers for \( t = 2 \) and the odd integers \( n \) we tried. We have observed empirically that for \( t = 2 \) the projective and nonprojective bounds are the same, but that for \( t = 3 \) and \( d > 4 \) there exist cases where they are different.

We wrote the software to set up the semidefinite programs in Julia [12] using the Nemo [32] computer algebra system, where we use Calcium [42] for exact arithmetic with algebraic numbers. For solving the semidefinite programs we use the solver.
SDPA-GMP [57]. Setting up the semidefinite programs, especially for the third level of the hierarchy, is computationally demanding. We pregenerate the part of the zonal matrices not depending on the dimension \( n \), which is fast for \( t = 2, 3 \) and \( d \leq 4 \), but takes about a week for the \( t = 3 \) and \( d = 5 \) case on a single core of a modern computer. After that, the whole process of setting up and solving the semidefinite programs takes a few seconds for \( \text{las}_2 \) using degree 4 polynomials and a few hours for \( \text{las}_3 \) using degree 5 polynomials. For the case \( t = 3 \) and \( d \geq 4 \) the algebraic numbers become complicated which means setting up the semidefinite programs in such a way that the entries of the constraint matrices are rational functions in \( n \) is no longer feasible. Hence, for these cases we only generate the semidefinite programs for fixed dimensions. The source code and data files for the proofs can be found in the ancillary files of the arXiv version of this paper, including documentation on how to use the code.

6. New bounds in fixed dimensions

6.1. Improved bounds on \( N_\alpha(n) \). There has been extensive research into the determination of \( N_\alpha(n) \). As mentioned in the introduction, usually only inner products \( \alpha = 1/a \) with \( a \) an odd natural number are considered, since these are the only cases for which there may exist equiangular line configurations of size larger than \( 2n \) [50], and the determination of \( N_\alpha(n) \) for these values of \( \alpha \) solves the equiangular lines problem without fixed angle in dimension \( n \) [47]. In [50, 59, 16] the equations

\[
N_{1/3}(n) = \begin{cases} 
28 & \text{for } 7 \leq n \leq 14, \\
2(n-1) & \text{for } n \geq 15
\end{cases}
\]

and

\[
N_{1/5}(n) = \begin{cases} 
276 & \text{for } 23 \leq n \leq 185, \\
\left\lfloor \frac{3}{2}(n-1) \right\rfloor & \text{for } n \geq 185,
\end{cases}
\]

are shown, but for \( a \geq 7 \) less is known (see, e.g., [45, Appendix A]). As mentioned in the introduction, the correct values are known for very large dimensions and there exist general upper and lower bounds.

A fundamental result in the linear/semidefinite programming approach is the Delsarte, Goethals, and Seidel [30] linear programming bound. Since this bound takes into account constraints between pairs of points, it is called a 2-point bound which we denote by \( \Delta_2 \). In [4, 10] this is generalized to a 3-point bound \( \Delta_3 \) and computed for the equiangular lines problem, and in [55, 28] this is generalized to a \( k \)-point bound \( \Delta_k \) and computed for \( k = 4, 5, 6 \). As mentioned in the introduction we have \( \Delta_2 = \text{las}_1 \). The bounds \( \text{las}_2 \) and \( \text{las}_3 \) considered in this paper thus provide an alternative generalization of the linear programming bound. As shown in Figure 6.2, for \( a = 7 \) and for many dimensions the bounds \( \text{las}_2 \) and \( \text{las}_3 \) are much stronger than any of the previous bounds coming from semidefinite programming or elsewhere. Similar results hold for larger values of \( a \), but we do not include the plots because they look qualitatively similar.

One common feature of \( \Delta_k \) for \( k = 3, 4, 5, 6 \) is that starting at \( n = a^2 - 2 \) they stabilize and produce the constant bound

\[
\frac{(a^2 - 2)(a^2 - 1)}{2}
\]
on $N_{1/a}(n)$ until a certain dimension $D_k(a)$. For $a = 5$ there is an exceptional configuration related to the Leech lattice of $(a^2 - 2)(a^2 - 1)/2 = 276$ points in dimension $a^2 - 2$ [25, 50]. This configuration stays optimal until a construction of $[(n - 1)(a + 1)/(a - 1)]$ equiangular lines in dimension $n$ (see [15]) matches (6.1), which happens in dimension

\begin{equation}
\frac{(a^2 - 2)(a - 1)^2}{2} + 1.
\end{equation}

The general situation is different, however, since it is known that a configuration of $(a^2 - 2)(a^2 - 1)/2$ lines in dimension $a^2 - 2$ cannot exist for a number of values of $a$ starting at $a = 7$ [9, 58]. In fact, in [45] it is shown that for those values of $a$ there is no configuration of $(a^2 - 2)(a^2 - 1)/2$ equiangular lines in dimensions $a^2 - 2 \leq n \leq D_k(a)$.

It is therefore of interest to find better semidefinite programming bounds on $N_{1/a}(a^2 - 2)$ and to increase the range of dimensions for which we know that (6.1) gives an upper bound on $N_{1/a}(n)$. As can be seen in Table 6.1, the bounds las$_2$ and las$_3$ are equal to (6.1) for a significantly larger range of dimensions. Furthermore, we have obtained an example where las$_3$ improves over las$_2$ and las$_1$ and hence the linear programming bound for a dimension lower than $a^2 - 2$. For $a = 7$ and $n = 13$ the bound improves from 17 to 16.
In [66, 45] explicit quadratic expressions are given for $D_3(a)$ and $D_4(a)$. Based on the data in Table 6.1 we conjecture that for $\text{las}_2$ and $\text{las}_3$ the corresponding expressions are cubic instead of quadratic. Recall that (6.2) is quartic in $a$.

6.2. **Bounds for more general distance sets.** In this section we discuss some applications of $\text{las}_2$ to problems where the allowed distance set $D$ is not of the form $\{\pm \alpha\}$. For some of these computations the cardinality of $D$ is 3 as opposed to 2. Here nothing changes in the formulation of the bounds, but the number of orbits to consider increases greatly and $\text{las}_3$ becomes too hard to compute. For instance, with inner products $\{1/7, -1/7\}$ there are 156 orbits with sets of size 6, while with inner products $\{1/7, -1/7, 0\}$ there are 25506 such orbits. For completeness we also mention applications we tried where we did not get new results.

The first application we consider is to a problem with sets of matrices having orthogonal rows. Following [1, 44], a Hadamard matrix of order $n$ is a $(+1, -1)$-valued $n \times n$ matrix $H$ such that $HH^T = nI$, and a weighing matrix of order $n$ and weight $k$ is a $(+1, -1, 0)$-valued $n \times n$ matrix such that $WW^T = kI$. Two Hadamard matrices $H_1$ and $H_2$ of order $n$ are said to be quasi-unbiased for parameters $(l, a)$ if $a^{-1/2}H_1H_2^T$ is a weighing matrix of weight $l$. Note that necessarily $l = n^2/a$. Hadamard matrices $H_1, \ldots, H_f$ of order $n$ are said to be quasi-unbiased for parameters $(l, a)$ if they are pairwise quasi-unbiased for those parameters. Table 1 of Araya, Harada, and Suda [1] has a list of the possible parameters for quasi-unbiased Hadamard matrices.
Table 6.1. The largest dimension $n$ for which the respective bounds can be used to show \((6.1)\) holds. In parentheses we list the largest dimension for which the bound is exactly equal to \((a^2 - 2)(a^2 - 1)/2\). The bound $\Delta_3$ is computed in \([10, 46]\) and the bounds $\Delta_4, \Delta_5, \Delta_6$ are computed in \([28]\). The column labeled ‘intersection’ shows the dimension from \((6.2)\) for reference.

$$
\begin{array}{cccccccc}
 n & \Delta_2 = \text{las}_1 & \Delta_3 & \Delta_4 & \Delta_5 & \Delta_6 & \text{las}_2 & \text{las}_3 & \text{intersection} \\
 5 & 23 & 60 & 65 & 69 & 70 & 82 (80) & 90 (89) & 185 \\
 7 & 47 & 131 & 145 & 158 & 169 & 243 (239) & 272 (271) & 847 \\
 9 & 79 & 227 & 251 & 273 & 300 & 535 (530) & 610 (610) & 2529 \\
 11 & 119 & 347 & 381 & 413 & 448 & 1000 (993) & 1152 (1152) & 5951 \\
 13 & 167 & & & & & & 1676 (1668) & 1946 (1946) & 12025 \\
 15 & 223 & & & & & & 2604 (2595) & 3040 (3040) & 21855 \\
 17 & 287 & & & & & & 3823 (3813) & 4483 (4483) & 36737 \\
 19 & 359 & & & & & & 5374 (5362) & 6321 (6321) & 58159 \\
 21 & 439 & & & & & & 7294 (7281) & 8603 (8603) & 87801 \\
 23 & 527 & & & & & & 9626 (9611) & 11377 (11377) & 127535 \\
 25 & 623 & & & & & & 12407 (12391) & 14692 (14692) & 179425 \\
\end{array}
$$

Table 6.2. Improved bounds on the maximum number of quasi-unbiased Hadamard matrices of order $n$ with parameters $(l, a)$.

$$
\begin{array}{cccccccc}
 n & l & a & \text{Lower bound from [1]} & \text{Upper bound from [1]} & \Delta_3 [44] & \text{las}_2 \\
 16 & 4 & 64 & 8 & 35 & 15 & 15 \\
 24 & 4 & 144 & 2 & 85 & 25 & 23 \\
 24 & 9 & 64 & 16 & 85 & 95 & 95 \\
 32 & 9 & 256 & 8 & 155 & 47 & 31 \\
 36 & 9 & 144 & - & 199 & 79 & 67 \\
 40 & 4 & 400 & - & 247 & 101 & 39 \\
 40 & 25 & 64 & - & 28 & 30 & 30 \\
 48 & 4 & 576 & 2 & 361 & 276 & 47 \\
 48 & 9 & 256 & 16 & 361 & 104 & 96 \\
 48 & 16 & 144 & - & 361 & 316 & 316 \\
 48 & 36 & 64 & 2 & 28 & 30 & 30 \\
\end{array}
$$

of order up to 48 together with bounds for the maximum size of these sets. Kao, Suda, and Yu \([44]\) applied the semidefinite programming bound $\Delta_3$ to derive bounds based on an observation that normalizing the rows of a set of $f$ quasi-unbiased Hadamard matrices for parameters $(l, a)$ gives a spherical 3-distance set in $S^{n-1}$ with $|X| = nf$ and inner products $\{\pm l^{-1/2}, 0\}$. We apply las$_2$ using polynomial representations of degree $|\lambda| \leq 8$ to give the bounds as listed in Table 6.2.

We applied our bound to a problem involving “Q-antipodal Q-polynomial schemes with 3 classes” as described by Martin, Muzychuk, Williford \([53]\), but we observed that las$_2$ produces the same results as listed in the table in \([44]\).
Another application of bounds for 3-distance sets is to the maximum size of a 3-distance set in $S^{n-1}$ for any possible choice of angles [56, 64]. Here a theorem by Nozaki [60] is used so that for each inner product $d_3$ only finitely many other inner products $d_1$ and $d_2$ need to be considered. By using sums-of-squares techniques the bounds $\Delta_2 = \text{las}_1$ and $\Delta_3$ can be applied [56, 64, 52]. We applied $\text{las}_2$ to this problem, and did get improvements for some parameters, but overall could not get new results because like $\Delta_2$ and $\Delta_3$, $\text{las}_2$ becomes unbounded as $d_3 \to 1$

Finally, we tried to disprove the existence of certain strongly regular graphs; see Cameron [11, Chapter 8] for an introduction to these graphs and also the more complete monograph by Brouwer and Van Maldeghem [14]. The existence of a strongly regular graph with a given set of parameters implies the existence of a spherical 2-distance set in a certain dimension and with certain inner products; see Theorem 5.1 in [11, Chapter 8]. We applied $\text{las}_3$ with $|\lambda| \leq 5$ to all sets of parameters listed as open in [14, Chapter 12] with at most 200 vertices, without getting a new result.

7. Asymptotic analysis of the bounds

In this section we explain how we obtain a computer generated and verified proof of Conjecture 1.1 for $a = 3, 5, 7, 9, 11$.

First we observe empirically that the degree of the required representations does not grow. In fact, for large dimensions, we only use the representations with $\lambda = (0, 0), (3, 1), (4, 0)$. Though it is not necessary for our proof, we have the following conjecture:

**Conjecture 7.1.** The optimal value of $\text{las}_2$ for bounding $N_a(n)$ can be obtained by using only the representations with $\lambda = (0, 0), (2, 0), (3, 1), (4, 0)$. Moreover, for dimensions beyond the stable range the representation with $\lambda = (2, 0)$ is not needed.

As numerical evidence for Conjecture 1.1 we observed that the function $\text{las}_2(n)$ can be expanded in terms of $n, 1, n^{-1}, n^{-2}, \ldots$, and through interpolation we find the first few coefficients in this expansions for many values of $\alpha$. We found that the first expansion coefficient satisfies the formula $\left(1 + \alpha\right)/\left(2\alpha\right)$. For $\alpha = 1/5$, the expansion of $\text{las}_2(n)$ seems to be particularly well-behaved having rational coefficients:

\[
3n + 6 + \frac{120}{n} + \frac{5530}{n^2} + \frac{1449485}{3n^3} + \frac{2961283225}{72n^4} + O\left(\frac{1}{n^5}\right).
\]

To prove Conjecture 1.1 for a given value of $\alpha$ we construct, for each sufficiently large $n$, a feasible solution to the semidefinite program $\text{las}_2(n)$ such that the corresponding sequence of objective values is linear in $n$ with slope $\left(1 + \alpha\right)/\left(2\alpha\right)$. For this we consider the perturbed hierarchy $\text{las}_{2,4}(n)$, where we subtract $1/n^4$ from the right hand side of each inequality constraint in (5.2) and force each eigenvalue of each block matrix to be at least $1/n^4$. Let $\{F^\lambda(n)\}_\lambda$ be the optimal solution of $\text{las}_{2,4}(n)$ lying on the central path of the interior-point method. We now make the ansatz that there exist matrices $A^{k,\lambda}$, whose entries are algebraic numbers of low degree and reasonable bit size, such that

\[
F^\lambda(n)_{(i_1, j_1), (i_2, j_2)} = \sum_{k=0}^\infty A^{\lambda,k}_{(i_1, j_1), (i_2, j_2)} n^{1+\lambda_1+2\lambda_2-t_{i_1}-t_{i_2}-k},
\]

where, as before, $t_i$ is the cardinality of the orbit representative $R_i$. Then we use the interior-point solver to numerically compute a near optimal solution approximately
on the central path of las\(_{2,4}(n)\) for dimensions \(N, N+1, \ldots, N+L\), and we use this to compute approximations of the coefficient matrices \(A^{\lambda,0}, \ldots, A^{\lambda,l-1}\) via interpolation. We then use the LLL algorithm to find the entries of the coefficient matrices exactly as algebraic numbers, and denote by \(\text{sol}(n)\) the solution whose matrices are given by the truncation of (7.2) using these \(l\) rounded coefficient matrices.

We found good values for the parameters \(l, L, N\) through experimentation. If the dimension \(N_\alpha\), beyond which the solutions are feasible, is to be made small, the number of terms \(l\) in the truncation should not be too small and not too large. Perhaps this is due to Runge’s phenomenon. After that, \(N\) and \(L\) should be chosen such that we find \(A^{\lambda,0}, \ldots, A^{\lambda,l-1}\) in sufficiently high precision so that we can round them correctly. For the results presented in this paper we use \(N = 10^{10}\) and the parameters \(l\) and \(L\) listed in Table 7.1.

Next, we verify that \(\text{sol}(n)\) is a solution for \(\text{las}_{2,4}(n)\). Since the entries of both \(\text{las}_{2}(n)\) and \(\text{sol}(n)\) are exact rational functions in \(n\), we can compute the slack in the inequality constraints of the solution \(\text{sol}(n)\) to \(\text{las}_{2}(n)\) as exact rational functions in \(n\) (where a positive slack means the inequality constraint is satisfied strictly). We then fix an integer \(n_\alpha\) and evaluate these rational functions at \(n_\alpha + n\). We then verify that the coefficients of the numerator and denominator polynomials are all positive, which proves the slacks are positive for \(n \geq n_\alpha\), and hence the inequality constraints are satisfied for all \(n \geq n_\alpha\). Then we compute the determinants of the leading principal submatrices, evaluate these rational functions in \(n_\alpha + n\), and check that all coefficients of the numerator and denominator polynomials are positive, which proves the solution matrices are positive semidefinite for all \(n \geq n_\alpha\). Finally, we check that the objective function is linear in \(n\) with slope \((\alpha + 1)/(2\alpha)\), which gives a computer verified proof of Conjecture 1.1 for this value of \(\alpha\). Note that although floating point computations are used to obtain the proofs, the verification procedure is implemented entirely in exact arithmetic.

To make the value \(n_\alpha\), beyond which we can prove our bound holds, as small as possible we solve finitely many semidefinite programs in fixed dimensions. We only do this for the values \(a = 3, 5, 7\), but in principle it could be done for \(a = 9, 11\) too. First, we solve \(\text{las}_{2,4}(n)\) or \(\text{las}_{2,5}(n)\). Then, we approximate the floating point solution by a rational solution and we check in exact arithmetic whether the rounded solution is feasible for \(\text{las}_{2}(n)\) and has objective below \(f_\alpha(n)\). The reason we use two different perturbations is that \(\text{las}_{2,4}(n)\) does not give good enough bounds in low dimensions and it is too difficult to find a feasible solution for \(\text{las}_{2,5}(n)\) in high dimensions. We use \(\text{las}_{2,4}(n)\) for \(N_{\alpha,4} \leq n < N_\alpha\) and \(\text{las}_{2,5}(n)\) for \(N_{\alpha,5} \leq n \leq N_{\alpha,4}\).

| \(\alpha\) | \(f_\alpha(n)\) | \(N_\alpha\) | \(l\) | \(L\) | \(N_{\alpha,4}\) | \(N_{\alpha,5}\) |
|---|---|---|---|---|---|---|
| 1/3 | \(2n + 4\) | 500 | 9 | 12 | 17 | 12 |
| 1/5 | \(3n + 30\) | 2235 | 10 | 15 | 253 | 87 |
| 1/7 | \(4n + 116\) | 13739 | 9 | 11 | 4638 | 261 |
| 1/9 | \(5n + 316\) | 166018 | 9 | 12 | | |
| 1/11 | \(6n + 699\) | 751307 | 9 | 12 | | |

Table 7.1. Parameters used to obtain the interpolations.
Table 7.2. Approximate slopes of $\lambda a_3$ for degrees $d = 4$ and $d = 5$ and inner products $a = 1/a$ together with the slope $(a + 1)/2$ given by $\lambda a_2$ and the correct asymptotic slope $(a + 1)/(a - 1)$ proven by [41].

| $a$ | $\frac{a+1}{2}$ | $d = 4$ | $d = 5$ | $\frac{a+1}{a-1}$ |
|-----|----------------|--------|--------|----------------|
| 5   | 3              | 2.000  | 2.000  | 1.500          |
| 7   | 4              | 2.003  | 2.003  | 1.333          |
| 9   | 5              | 2.428  | 2.065  | 1.250          |
| 11  | 6              | 3.171  | 2.268  | 1.200          |
| 13  | 7              | 4.038  | 2.617  | 1.167          |
| 15  | 8              | 4.968  | 3.066  | 1.143          |
| 17  | 9              | 5.943  | 3.585  | 1.125          |

For $\alpha = 1/7$, for example, the interpolation procedure shows that
\[ \lambda a_2(n) \leq 4n + a_1 + a_2 n^{-1} + \cdots + a_8 n^{-7} \]
for certain explicitly given $a_1, \ldots, a_8 \in \mathbb{Q}[\sqrt{2}]$. From this we can then derive that $N_{1/7}(n) \leq 4n + 116$ for all $n \geq 13739$. Next we solve finitely many semidefinite
programs to decrease the dimension $N_\alpha = 13739$ to $n_\alpha = 261$. In Table 1.1 we list
the bounds obtained with this approach. Note that the same approach works, in
principle, for other values of $\alpha$ not listed in the table, but we did not perform these
computations.

For $t = 3$ we seem to get asymptotically linear bounds with a better slope
than with $t = 2$. However, since computing the third level of the hierarchy for
$d > 5$ is currently too computationally demanding we do not have the equivalent
of Conjecture 7.1. The bounds might very well improve as we increase $d$ beyond 5,
and we do not know the slope of the asymptotically linear behavior as the degree $d$
goes to infinity. In Table 7.2 we give the numerically computed slopes for $d = 4$ and
$d = 5$.

8. The limit semidefinite program

In this section we give a formulation for the limit semidefinite program. To do so
we prove a fact about the asymptotic behavior of the Gross-Kunze construction.

Let $\langle u, v \rangle_{U(t)}$ be the unique (up to positive scalars) inner product on $W$ such
that the restriction of $\rho$ to the compact group $U(t)$ is a unitary representation. The
following conjecture describes the asymptotic behavior of the inner product defined
in Section 3.

Conjecture 8.1. For each $\lambda$ there exists a strictly positive scalar $c$ such that
\[ n^{1|\lambda|} \langle \phi(u), \phi(v) \rangle = c \langle u, v \rangle_{U(t)} + O(n^{-1}) \]
for all $u, v \in W$.

We prove this conjecture for $t = 2, 3$ and $|\lambda| \leq 4$. First, we set up a semidefinite
program for which the matrix $M$ defined by $M_{i,j} = \langle e_T^i, e_T^j \rangle_{U(t)}$ is the unique (up
to positive scalars) solution. Consider the differential
\[ d\rho: \mathfrak{gl}(t) \to \mathfrak{gl}(W) \]
of (2.1), which is a representation of Lie algebras. Here $\mathfrak{gl}(t)$ and $\mathfrak{gl}(W)$ are the Lie algebras of all complex linear endomorphisms of $\mathbb{C}^t$ and $W$, respectively. We now give the matrix coefficients of $d\rho$. Because $d\rho$ is linear, it suffices to compute the matrix coefficients in the basis $E_{r,s} = e_r e_s^T$. We have $E_{r,s} e_k = \delta_{sk} e_r$ and hence

$$d\rho(E_{r,s}) e_T = \sum_{S \in D_{r,s}(T)} e_S,$$

where the sum ranges over the set $D_{r,s}(T)$ of all tableaux $S$ which may be obtained from $T$ by changing exactly one $s$ to an $r$. The matrix coefficients of the representation are then given by

$$\langle e_T, d\rho(E_{r,s}) e_T \rangle = \sum_{S \in D_{r,s}(T)} \langle e_T, e_S \rangle.$$

By uniqueness of the inner product, $M$ is the unique (up to positive scalars) positive definite matrix satisfying the equation

$$\rho(x^* M \rho(x) = M$$

for all $x \in U(t)$. By differentiating, this condition implies

$$(8.1) \quad dp(X)^* M = -Md\rho(X)$$

for all $X \in u(t)$. Using the exponential map and connectedness of the unitary group, this condition is sufficient too. By linearity it suffices to enforce this condition on a basis of the skew-hermitian complex matrices $u(t)$. The explicit formula for the matrix coefficients of $d\rho$ and an explicit choice of basis of $u(t)$ give a practical way of checking whether a given matrix defines the inner product $\langle \cdot, \cdot \rangle_{U(t)}$.

We now consider the asymptotic expansion of $n^{\lambda}|\langle \phi(u), \phi(v) \rangle|$. Let $a$ be a multi-index with $|a| = 2|\lambda|$ and let $x^a = \prod_{i,j=1}^{n-t} x_{ij}^{a_{ij}}$ be the corresponding monomial on $O(n)$. For fixed $a$, Theorem 4.3 in [8] gives the asymptotic expansion:

$$\int_{O(n)} x^a \, dx = n^{-|\lambda|} \sum_{k=0}^{\infty} H_k(a) n^{-k},$$

where $H_k(a)$ is a certain combinatorial quantity related to the Brauer algebra. This gives an expansion of the form

$$\langle \phi(e_T), \phi(e_{T'}) \rangle = n^{-|\lambda|} \sum_{k=0}^{\infty} c_{ij}^k n^{-k},$$

for certain integers $c_{ij}^k$. We wrote code to calculate the quantity $H_0(a)$ and hence the leading coefficient matrix $(c_{ij}^0)$. For $t = 2, 3$ and $|\lambda| \leq 4$, we verified in exact arithmetic that this matrix $(c_{ij}^0)$ is a positive definite solution to the system (8.1). As a sidenote, we suspect that this asymptotic expansion is related to the expansion (7.1) and ultimately to our asymptotic solutions in Section 7.

We now give a formulation for the limit semidefinite program. In our current set-up for las, we use the Gross-Kunze construction with a representation of GL(t). However, we could have used the construction with GL(2t). In this case, we could still locate the $O(n-t)$-invariants using the argument from Section 4. Using the Gross-Kunze construction with 2t is computationally more expensive, since there are more variables, but it has the following property. Let $S = \text{diag}(s, I_{n-2t})$ be an
orthogonal matrix which is block-diagonal with the first block $s$ of size $2t \times 2t$. All matrices $S$ occurring in $\mathcal{L}_i$ can be chosen to be of this form. We then have

$$\langle \phi(e^T_i), \pi(S)\phi(e^T_j) \rangle = \int_{O(n)} \langle \rho(\omega x)e^T_i, \rho(\omega xS)e^T_j \rangle \, dx$$

$$= \int_{O(n)} \langle \rho(\omega x)e^T_i, \rho(\omega xS)e^T_j \rangle \, dx$$

$$= \sum_k \left( \int_{O(n)} \langle \rho(\omega x)e^T_i, \rho(\omega xS)e^T_j \rangle \, dx \right) \langle e^T_k, \rho(s)e^T_j \rangle$$

$$= \sum_k \langle \phi(e^T_i), \phi(e^T_k) \rangle \langle e^T_k, \rho(s)e^T_j \rangle.$$

In short, if $2t$ is used in the Gross-Kunze construction, then a separation of variables occurs where all dependence on $n$ is in the $\langle \phi(e^T_i), \phi(e^T_k) \rangle$ term. Hence the limit semidefinite program as $n \to \infty$ can be written in terms of the inner product $\langle \cdot, \cdot \rangle_{U(t)}$.
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