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Abstract

Existing state-of-the-art methods for open-domain question-answering (ODQA) use an open book approach in which information is first retrieved from a large text corpus or knowledge base (KB) and then reasoned over to produce an answer. A recent alternative is to retrieve from a collection of previously-generated question-answer pairs; this has several practical advantages including being more memory and compute-efficient. Question-answer pairs are also appealing in that they can be viewed as an intermediate between text and KB triples: like KB triples, they often concisely express a single relationship, but like text, have much higher coverage than traditional KBs. In this work, we describe a new QA system that augments a text-to-text model with a large memory of question-answer pairs, and a new pre-training task for the latent step of question retrieval. The pre-training task substantially simplifies training and greatly improves performance on smaller QA benchmarks. Unlike prior systems of this sort, our QA system can also answer multi-hop questions that do not explicitly appear in the collection of stored question-answer pairs.

1 Introduction

Open-domain question answering (ODQA) is a well-studied knowledge-intensive task. State-of-the-art methods require retrieving relevant knowledge from a large corpus or datastore before reasoning over this retrieved evidence. Most existing methods retrieve documents (Chen et al., 2017a; Lee et al., 2019; Karpukhin et al., 2020) or structured KB triples (Verga et al., 2021). Recently, a few works have proposed retrieving from a collection of question-answer (QA) pairs—an approach made feasible by advances in scalable automatic question generation. In this setting, a new question is answered by retrieving paraphrases from a question index, and returning the associated answer (Xiao et al., 2021; Lewis et al., 2021). Notably, the RePAQ system from (Lewis et al., 2021) won the 2020 EfficientQA competition (Min et al., 2021), outperforming closed-book QA (CBQA) models by a significant margin and matching the prior SoTA performance on NQ (Kwiatkowski et al., 2019).

A collection of QA pairs is appealing for several reasons. As opposed to text passages and much like a KB triple, QA pairs are often concise, tending to express a single relationship. However, unlike KB triples, QA collections have good coverage of actually asked questions like those in standard open QA datasets. RePAQ demonstrated several advantageous properties such as memory and computational efficiency, strong selective QA performance (i.e. selectively abstaining from answering), and effective ensembling with text-retrieval QA systems.

However, question-retrieval QA systems have several limitations as well. First, there is no large-scale supervised data for question-question retrieval. This contrasts with the step of retrieving text given a question, where supervised data is used to build retrievers like DPR (Karpukhin et al., 2020). To address this, RePAQ uses a latent-retrieval training process (similar to REALM (Lee et al., 2019)), in which the retriever is trained using the downstream end loss from the QA task. This requires asynchronously updating the index as training proceeds, a process that is complex and computationally expensive. This is also a problem for domains with limited QA data: as we will show, RePAQ’s performance is disappointing on smaller datasets like WebQuestions (Berant et al., 2013), containing only 3K training instances. To address this problem, we introduce a novel pre-training task for question retrieval, which can be applied to any text-QA dataset, which great improves performance on smaller datasets.

A second problem is that RePAQ is limited to answering questions explicitly stored in the index, or paraphrases of such questions. This contrasts
Figure 1: During pre-training, the encoder first encodes textual input and use special token representation to query the QA-memory. The retrieved QA-pairs are integrated to the decoder to generate outputs.

with QA systems that retrieve from KBs, which can typically generate complex queries that combine the atomic triples in the KB. To address this, we present an extended model that answers multi-hop questions by iteratively retrieving from a question-answer corpus, the first question-retrieval-based QA system that addresses this task.

In more detail, we propose a new QA-Memory-Augmented Transformer (QAMAT) with better compositionality paired with a lower complexity training strategy. QAMAT is based on a T5 encoder-decoder (Raffel et al., 2020) paired with an integrated key-value memory (Khandelwal et al., 2019; Borgeaud et al., 2021) populated with question-answer pairs (See Figure 1). Given an input, the encoder generates a query representation scored against the QA memory and retrieves the top-K relevant QA pairs. The encoder then reprocesses the input along with the retrievals forming a QA-injected representation which is passed to the decoder to attend to and generate.

To reduce the training (fine-tuning) sample complexity, we propose to first pre-train QAMAT on a large-scale corpus to teach the model to retrieve and interpret QA pairs. We construct the pre-training corpus by leveraging existing methods for question generation, producing a very large set of potentially interesting questions from text passages (Zhou et al., 2017; Alberti et al., 2019; Lewis et al., 2021). For each QA pair and the passage it was generated from, we mask the answer and train the model to fill the mask by retrieving and using an appropriate QA pair. We show that pre-training greatly boosts the model’s performance and helps the model generalize to different domains. For example, the pre-trained model can achieve a zero-shot performance of 40% EM on NQ and TriviaQA without any fine-tuning.

The effectiveness of this pre-training task means that we can avoid the expensive latent training procedure used by RePAQ, and instead use an efficient two-stage training pipeline. In the first stage, we use a small local in-batch memory of QA pairs to optimize the QA pair encoder. We then freeze the encoder and construct the index for the global memory. In the second stage, we retrieve from this fixed global memory and continue to optimize the remaining parameters—including the parameters used to construct queries to the global memory—for better performance.

Lastly, we extend QAMAT to build QAMAT+, which iteratively retrieves from the memory to generate outputs. We demonstrate that QAMAT+ effectively chains multiple QA-pairs together to answer multi-hop questions in HotpotQA (Yang et al., 2018) and Musique (Trivedi et al., 2021). Such compositional reasoning capability is nonexistent in RePAQ (Lewis et al., 2021).

In summary, we develop a new QA augmented architecture which extends the lines of research considering QA pairs as a representation of knowledge as well as those on memory-augmented language models. When paired with our proposed pre-training strategy (section 4), we address many of the shortcomings of previous QA-indexing-based approaches leading to lower sample complexity training and the ability to perform compositional reasoning (subsection 3.5).

2 Related Work

2.1 Retriever-Reader Models

Retrieval-and-read models have been widely studied to address knowledge-intensive tasks and achieve state-of-the-art performance on most QA tasks. These methods use two models, one to retrieve from a passage index based on BM25 (Robertson and Zaragoza, 2009), and one to perform reading comprehension on the returned passages (Chen
et al., 2017b). More recently, deep retrieval models have gained more popularity to replace traditional string-similarity retriever.

DPR (Karpukhin et al., 2020) is a widely used supervised approach to achieve better results than BM25 on a large collection of text retrieval tasks (Thakur et al., 2021). Contrastive learning is used to train the deep retriever model to distinguish between annotated positive and mined negative candidates. More recently, ColBERT (Khattab and Zaharia, 2020) has been proposed to integrate more fine-grained late fusion between query and context to improve DPR.

Retrieval Augmented Generation (RAG) (Lewis et al., 2020), Fusion-in-Decoder (FiD) (Izacard and Grave, 2021) and End-to-end training of Multi-Document Reader and Retriever (EmDR) (Singh et al., 2021) are proposed to read retrievals to extract or generate answers. These models require a trained retriever/reranker to obtain top-K results, which are fed to the reader to generate the answer. As discussed in section 1, our model provides better interpretability due to atomic knowledge representation. In subsection 5.4, we also demonstrate that our model’s inference speed is 5x faster.

### 2.2 Question Generation

The problem of question generation (Zhou et al., 2017) has attracted attention from the community in recent years. It has been used for data augmentation (Alberti et al., 2019) to improve current QA systems or to improve retrieval systems (Nogueira et al., 2019). Pan et al. (2021) also demonstrated that by connecting generated single-hop questions, we can train zero-shot multi-hop question answering systems. Besides QA, it has also been widely used in other domains like evaluating factual consistency of summarization (Eyal et al., 2019; Wang et al., 2020) or enhancing contextualized representation (Jia et al., 2021). Most related to our work is PAQ (Lewis et al., 2021), which aims to generate and use QA pairs as retrieval units for question answering. The efficacy of this data was further verified when it was used to train DPR, yielding better domain generalization (Oğuz et al., 2021).

### 2.3 Memory-Augmented Language Models

End-to-end memory-augmented language models aim to train a model to explicitly access external memory. The current work is focused on storing entities (Févry et al., 2020), entity mentions (Dhingra et al., 2019; Sun et al., 2021; de Jong et al., 2022) or knowledge triples (Verga et al., 2021). Memory attention layers are then used to influence the computation of transformer layers. These entities and fact-centric memories are naturally atomic and interpretable, and models employing them have shown competitive performance on entity-focused QA datasets like Web-Question-SP (Yih et al., 2016) and ComplexWebQuestions (Talmor and Berant, 2018). However, these models are limited to integrating entity-centric knowledge and classifying the answer w.r.t a pre-defined entity list. For example, these models cannot handle questions with non-entity answers, e.g. number, date, noun phrases, etc, which are ubiquitous in various QA datasets like NQ (Kwiatkowski et al., 2019), SQuAD (Rajpurkar et al., 2016), or HotpotQA (Yang et al., 2018).

### 3 Our Model: QAMAT

#### 3.1 Problem Definition

The input to our model is a piece of text $X = x_1, \cdots, x_n$, where $X$ is either a question during fine-tuning or a paragraph in pre-training. Pre-training is formulated as a span corruption task (Raffel et al., 2019): given an example in the pre-training corpus as $(X, \{Q^k, A^k\}_{k=1}^m)$, where $A^1, \cdots, A^m$ correspond to spans in the input $X$. We sample $k$ spans from $X$ as a cloze answer and replace all tokens within a span with a [MASK] token, and the model needs to recover all the answers. During fine-tuning, we add an artificial [MASK] in the question front, and let the model recover this as the answer. The pre-training/fine-tuning objective function is to maximize the masked language model objectives $p(Y|X) = \sum_{m_i \in \mathcal{M}} h_i(Y|X, m_i)p(m_i|X)$, which marginalizes over the entire memory $M$. However, due to its intractability in a large-scale memory, we adopt an approximation to only sum over the top-K memory entries $\text{Top}_K(M)$.

We define the encoder function as $f_\theta$, which takes an input sequence $X$ as input to generate a sequence of vector $\mathcal{F}_\theta(X) \in \mathbb{R}^{n \times d}$, where $n$ is the input length and $d$ is the hidden size. The designated position of $\mathcal{F}_\theta(X)$ will be used as the query and memory representation, which are denoted as $f_\theta(X; [\text{MASK}]) \in \mathbb{R}^d$ (at [MASK] position) and memory key/value as $f_\theta(m^k_i; [\text{CLS}]) \in \mathbb{R}^d$ (at [CLS] position). For brevity, we leave out [MASK] and [CLS] and simply use $f_\theta(\cdot)$.

We also define a broadcast operator $B^k_i(x)$ to
broadcast a vector into a matrix by assigning the vector \( x \) to \( k \)-th row while filling the rest with zero, i.e. \( B^m_k(x) = [0, \ldots, x^T, \ldots, 0] \).

### 3.2 Dense Retriever

The memory \( M \) contains separate key and value components, where the key \( m^k_i \) contains a question, and the corresponding value \( m^v_i \) contains the question-answer concatenation. To retrieve the top-K QA-pairs from the memory, we use our encoder \( f_\theta \) to encode \( X \) and \( m_i \) separately and select the top-K entries \( Top_K(M) \) based on their inner product, i.e. \( Top_K(m_i \in M) f_\theta(X) \cdot f_\theta(m^k_i) \).

### 3.3 Neural Memory Integration

After the model retrieves the Top-K candidates, their corresponding memory values \( m^v_i \) need be leveraged into the encoder to influence the decoder outputs in a differentiable fashion. We write our objective \( p(Y|X) \) as:

\[
\begin{align*}
\sum_{m_i \in Top_K(M)} p(Y|X, m_i) &\cdot p(m_i|X) \\
= &\sum_{m_i \in Top_K(M)} p(m_i|X) g_\theta(Y | f_\theta(X) + B^e_k f_\theta(m^v_i)) \\
\approx &g_\theta(Y) \sum_{m_i \in Top_K(M)} p(m_i|X) (f_\theta(X) + B^e_k f_\theta(m^v_i)) \\
= &g_\theta(Y | f_\theta(X) + B^e_k \sum_{m_i \in Top_K(M)} p(m_i|X) f_\theta(m^v_i)) \\
p(m_i|X) = &\frac{g_\theta(Y | f_\theta(X) + B^e_k f_\theta(m^v_i))}{\sum_{m_i \in Top_K(M)} g_\theta(Y | f_\theta(X) + B^e_k f_\theta(m^v_i))}
\end{align*}
\]

The probability \( p(Y|X, m_i) \) is parameterized by a decoder function \( g_\theta \), which takes a memory-infused encoder representation \( f_\theta(X) + B^e_k f_\theta(m^v_i) \) as input. We approximate this marginal probability by pulling weighted summation inside the decoder function \( g_\theta \) to derive an aggregated memory-infused encoder representations \( f_\theta(X) + B^e_k f_\theta(m^v_i) \).

The retrieval weight \( p(m_i|X) \) is calculated as the softmax over the retrieval score over top-K items. For simplicity, \( H(X, Top_K(M), p(m_i|X)) \) is used to denote this encoder representation, thus the objective can be written as follows:

\[
p(Y|X) = g_\theta(Y | H(X, Top_K(M), p(m_i|X))) \tag{1}
\]

As shown in the upper part of Figure 2, we first use weighted-sum over the neural representation of retrieved memory entries \( f_\theta(m^v_i) \) and then simply add it to the encoder representation to infuse the retrieved QA-pair information. These two operations are both differentiable, which makes the it possible to train retriever latently. In essence, the retriever will increasing weights \( p(m_i|X) \) on more relevant memory items instead of irrelevant ones.

### 3.4 Neural + Discrete Memory Integration

A disadvantage of adopting weighted-sum \( \sum_{i} p(m_i|X) f_\theta(m^v_i) \in \mathbb{R}^d \) is that all the information from all of the top-K documents are overly compressed into a \( d \)-dimension vector, whereas the token retrieval representation contains more information. Therefore, we propose to add a fine-grained token-wise representation \( H(X, Top_K(M)) \) to help the model access the retrieved discrete values \( m_i \) directly. The representation is obtained by encoding the concatenation of the input \( X \) and retrieved discrete tokens \( \hat{X} = \text{Concat}[m_1; \ldots; m_k; X] \in \mathbb{R}^{(n+k|m)} \times d \).

Such discrete memory integration greatly enriches the representation for \( m_i \) and enables cross-attention between the query and retrieval, addressing the bottleneck problem. However, such discrete representation cannot propagate gradients back to the retriever. Finally, we propose to combine the neural memory \( H(X, \cdot) \) and discrete memory \( \hat{H}(X, \cdot) \) integration to combine their merits.

\[
p(Y|X) = g_\theta(Y | H'(X, Top_K(M), p(m_i|X)) + \lambda \hat{H}(X, Top_K(M))) \tag{2}
\]

where the \( \lambda \) is the balancing factor to weight the two representations. We use \( H'(\ldots) = [0; H(\ldots)] \) to represent the concatenation of zero-matrix \( 0 \in \mathbb{R}^{k|m} \times d \), which has consistent dimension with \( \hat{H} \).
After leveraging $\hat{H}$, our model demonstrates significant improvements on the downstream tasks with 14% on TriviaQA and 10% on HotpotQA.

$H(\mathcal{X}, \text{Top}_K(\mathcal{M}), p(m|\mathcal{X}))$ is only used to latently train the retriever, after training, we can drop it and only use the concatenated representation $\hat{H}(\mathcal{X}, \text{Top}_K(\mathcal{M}))$ as the encoder representation. The decoder $g_\theta$ will attend to $\hat{H}$ and perform a greedy search over vocabulary to generate output.

### 3.5 Multi-hop Extension

To further extend QAMAT’s capability to perform compositional reasoning, we propose a cascaded architecture (depicted in Figure 3) known as QAMAT+, where the model learns to perform multiple rounds of retrieval before feeding the augmented inputs to the decoder. Specifically for two-hop reasoning, we use $\mathcal{X}$ as the query to retrieve a first-round of top-K memory values $\text{Top}_K(\mathcal{M}; 1)$ with our learned retriever $f_\theta$ described in subsection 3.2. Next, we augment the query by concatenating the retrieved values as $\mathcal{X}_1 = [\text{Top}_K(\mathcal{M}; 1); \mathcal{X}]$. This new query $\mathcal{X}_1$ is used to perform a second round of retrieval to obtain additional top-K memory values, $\text{Top}_K(\mathcal{M}; 2)$. Based on $\text{Top}_K(\mathcal{M}; 2)$, we compute the hybrid encoder representation $H(\mathcal{X}_1, \text{Top}_K(\mathcal{M}; 2))$ and $\hat{H}(\mathcal{X}_1, \text{Top}_K(\mathcal{M}; 2))$ to compute $p(Y|\mathcal{X}_1; \theta)$.

![Figure 3: QAMAT+ architecture: Multi-Hop framework for question-answer memory integration.](image)

### 4 Training

#### 4.1 Pre-training Corpus

Our QA-pairs are constructed by combining 30M deduplicated QA-pairs from PAQ (Lewis et al., 2021) (originally 65M, we delete paraphrases to keep a subset) and 30M additional QA-pairs generated from our own pipeline. The additional QA-pairs are populated from non-overlapping passage blocks to increase the knowledge coverage over Wikipedia. Our QA generation pipeline is similar to (Lewis et al., 2021) but trained solely on SQuAD 2.0 (Rajpurkar et al., 2018) and filtered with a cheap reading comprehension model rather than FiD (Izacard and Grave, 2021), the details are described in the Appendix. The final statistics of our QA-memory is described in Table 1, where the total size is comparable to RePAQ.

| Memory          | Size | #Passages | Training Data       |
|-----------------|------|-----------|---------------------|
| Dedup-PAQ       | 30M  | 10M       | NaturalQuestions    |
| Additional      | 30M  | 10M       | SQuAD 2.0           |
| Combined        | 60M  | 20M       | -                   |

Table 1: The breakdown statistics of our QA corpus.

We denote the entire memory as $\mathcal{M}$ and formulate the pre-training corpus as $\{\mathcal{X}, \{Q_k, A_k\}_{k=1}^m\}$, where $\mathcal{X}$ is the passage aligned with multiple QA-pairs $\{Q_k, A_k\}_{k=1}^m$ generated from it.

#### 4.2 End-to-End Training

During training, the retrieval process is integrated into the model’s training loop. The most widely adopted approach to accomplish this is approximate nearest neighbor search (ANNS) efficiently implemented by several libraries like ScaNN (Guo et al., 2020), FAISS (Johnson et al., 2019), etc. These libraries require a fixed set of dense vectors to construct the index and perform a Nearest-Neighbor search using approximate algorithms. However, our memory encoder $f_\theta$ is continuously updated, which poses great challenges for ANNS index building. REALM (Guu et al., 2020) and RePAQ (Lewis et al., 2021) use an asynchronous index building sub-process to refresh the index every $K$ steps, which is known to be extremely computationally expensive, especially with a large memory. To avoid such expensive computation overhead, we are inspired by TOME (de Jong et al., 2022) to adopt a two-stage training as shown in Figure 4.

![Figure 4: Two stage training procedure: in-batch training with a batch-specific memory and end-to-end gradient updates, global training with a fixed global memory and partial gradient updates.](image)
tries from each instance in the batch. Assuming we have a batch size of $B$ containing examples $\{X_i, \{Q_k^i, A_k^i\}_{k=1}^K\}_{i=1}^B$. For each example there exist $K$ positive QA-pairs generated from the given context $X_i$. Additionally, we mine $K$ hard negative QA-pairs $\{Q_k^i, A_k^i\}_{k=1}^K$ for each input $X_i$ to increase retrieval difficulty. This hard negative mining is done with BM25 (Robertson and Zaragoza, 2009) similar to DPR (Karpukhin et al., 2020). We construct the in-batch memory by aggregating the $K \times B$ positive QA-pairs and $K \times B$ hard negative memory entries, so the in-batch memory $M$ contains a total of $2K \times B$ QA-pairs (roughly a few thousand). Due to the small size of the memory, we can construct the memory index very efficiently. Thus, it enables us to continuously update the memory encoder parameters $f_0$ to achieve strong QA-pair retrieval performance.

Global Pre-training and Fine-Tuning In this stage, we first freeze the memory encoder $f_0$ to generate memory-key embedding for the entire memory to build its index. We then incorporate the on-device approximate search algorithm\(^1\) to perform the nearest-neighbor search over the memory index to retrieve the top-K QA-pairs. Formally, we propose to maximize the same objective as Equation 2 but with stop-gradient applied to $p(m|X)$ term. In this step, the model will only update the query model $f_0$ and the decoder model $g_0$. During fine-tuning, we follow the same recipe as the global pre-training. Instead of feeding masked passages as inputs, we use questions with pseudo [MASK] token in the front as the input.

4.3 Multihop Extension

For our extension model QAMAT+, since the retrieval augmentation process cannot be learned laterally, i.e. the gradient propagation is blocked in the concatenation step, we add additional supervision to maximize the groundtruth retrieval probability $p(m_1|X)$ for the first-round retrieval $m_1$. We add such retrieval supervision objective to the original objective $p(Y|X^1)$, where $X^1$ is the retrieval-augmented inputs as described in subsection 3.5.

5 QA Experiments

5.1 Implementation Details

Our model is based on the T5-base or large architecture implemented in JAX\(^2\) and pre-trained on 32 TPUs on Google Cloud\(^3\). During in-batch training, our query and index encoder $f_0$ are shared and initialized from the T5 encoder (during global training the index encoder is fixed and the query encoder continues to be updated). Our decoder $g_0$ is similarly initialized from the T5 decoder. In total, we construct $\sim 60M$ question-answer pairs as the global memory. The memory key is the question tokenized by T5 sentencepiece model into 32 tokens, and the memory value is the answer concatenated with its question tokenized into 40 tokens. 

The memory is indexed by a pre-computed matrix $M_k \in \mathbb{R}^{M \times d}$ computed based on its keys (questions). The corresponding top-K memory values (question+answer) will be fetched.

During in-batch pre-training, we use a large batch size of 512 and a learning rate of 1e-3, where each example contains a positive Q-A pair and 7 hard negative QA-pairs mined through BM25 (Robertson and Zaragoza, 2009). The in-batch memory contains a total of 4096 entries, we set Top-k of 4 and update over all the modules. After 100K steps of in-batch pre-training, we switch to global pre-training with global memory retrieval. We decrease the batch size to 32 and enlarge Top-K to 16 for larger memory. We update only the query encoder and decoder for another 100K steps. Finally, we set K to 32 to fine-tune on downstream datasets with a decreased learning rate of 5e-4.

5.2 Datasets

We evaluate our framework on the three most widely used single-hop open-domain question-answering datasets and two multi-hop open-domain question-answering datasets.

NQ-Open The NaturalQuestions (Kwiatkowski et al., 2019) dataset consists of naturally occurring Google queries and their answers. We follow Lee et al. (2019) to keep questions that have a "short answer type". It consists of 79168 training examples, 8757 dev examples, and 3610 test examples.

TriviaQA The TriviaQA dataset is a collection of trivia question-answer pairs that were scraped from the web (Joshi et al., 2017). We use their unfiltered

---

\(^1\)https://github.com/google-research/language/tree/master/language/mentionmemory

\(^2\)https://github.com/google-research/t5x

\(^3\)https://cloud.google.com/tpu/
version to evaluate our model consisting of 78785 training, 8837 dev, and 113313 test examples.

WebQuestions The WebQuestion dataset contains questions that were sampled from Google Suggest API (Berant et al., 2013). The answers are annotated from FreeBase, the training set contains 3417 examples, the dev set contains 361 examples, and the test set contains 2032 examples.

HotpotQA The HotpotQA dataset contains questions generated by human workers by reading two passages (Yang et al., 2018). The questions are designed to require multiple hops and include both bridge questions and comparison questions. The training set contains a total of 90564 examples, the dev-set contains 7405 examples for evaluation.

Musique The Musique dataset contains questions created by composing multiple questions from existing single-hop questions and was constructed to contain less bias and artifacts (Trivedi et al., 2021). In our experiments, we consider only the subset of 2-hop questions, resulting in a training set of 14376 examples and a dev set of 1252 examples for evaluation. While the dataset was originally designed as a distractor setting (given a question and a small number of passages, return the answer), we instead consider an open-domain setting.

5.3 Baselines

We compare our model with baselines from the following categories. 1) CBQA large language models (T5 XXL), which directly outputs an answer without retrieval. 2) Entity/KG memory-augmented models that use memory attention to incorporate entity-level features into language models (Entities-as-Experts (EaE) (Févry et al., 2020), Fact-Injected Language Model (FilM) (Verga et al., 2021), MentionMemory (TOME) (de Jong et al., 2022)). 3) Retrieve-and-read model, which retrieves passages to pass to a reader model which predicts the answer. 4) QA-retrieval models, which train a retriever to collect QA-pairs from a large datastore, and then rerank these QA-pairs (top 50-100) with original query with cross-attention. The highest-ranked answer is returned as the final answer.

5.4 Single-Hop Results

Our results are summarized in Table 2 which reports exact-match (EM) score.

Comparison with RePAQ Our main comparison is with the previous best QA-retrieval-based approach "RePAQ w/ rerank (XXL ALBERT)". This model has a similar number of parameters to QAMAT (Large). Without using an explicit re-ranking procedure, our model performs slightly worse on NQ but obtains significant gains on TriviaQA and WebQuestion. Especially on WebQuestion, which only contains 3K training examples, RePAQ performs significantly worse than the other datasets because it requires a high volume of examples to update the retriever from scratch. With our proposed pre-training strategy, QAMAT can initialize from a much better checkpoint to decrease the sample complexity, yielding an absolute 6% EM improvement. Additionally, without any fine-tuning, we demonstrate that our model already achieves promising results across these datasets, nearly matching the performance of "RePAQ w/o rerank".

Comparison with retrieve-and-read models In comparison to this class of model, QAMAT roughly matches the performance of RAG, though it still lags behind the SoTA model FiD. However, FiD requires reading 100 passages, i.e. 20k tokens while our best model works more efficiently by only reading top-32 QA-pairs, i.e. 1.2k tokens. To investigate the speed difference between these approaches, we compared their inference speeds using the same hardware (32 Google Cloud v3 TPUs). We found that QAMAT can answer 240 Qs/sec, while FiD only answers 50 Qs/sec, a 5x inference time speedup over FiD.

5.5 Multi-hop Results

Since the document corpora source of HotpotQA and Musique are different from single-hop QA datasets, we adopt question generation model trained on SQuAD 2.0 (Rajpurkar et al., 2018) to generate questions for these two datasets. To create the document corpora, we gather all of the provided positive and negative documents, obtaining 500K passages for HotpotQA and 85K passages for Musique. We then use the trained generation models to populate 3M QA pairs for HotpotQA and 500K QA pairs for Musique. These QA pairs are then used as the memory source for QAMAT+, simulating a (slightly smaller) open-domain setup. When training QAMAT+ on Musique, we initialize from HotpotQA's in-Batch pre-trained checkpoint, which can bring 5-7% F1 improvement.

\[^4\]It's worth noting that the question generation models are trained using some of these datasets' training data so this is not truly "zero-shot" performance.
Table 2: The main experimental results on single-hop question answering datasets (NQ=NaturalQuestions, TQA=TriviaQA, WQ=WebQuestions), † means Best-effort replication using our own implementation.

| Model (Test Set) | NQ | TQA | WQ |
|------------------|----|-----|----|
| T5-3B (Roberts et al., 2020) | 30.4 | 35.1 | 33.6 |
| T5-11B (Roberts et al., 2020) | 32.6 | 42.3 | 37.2 |
| EaE (Févry et al., 2020) | - | 43.2 | - |
| FILM (Verga et al., 2021) | - | 29.1 | - |
| TOME-2 (de Jong et al., 2022) | - | 53.4 | - |
| DensePhrases (Lee et al., 2021) | 40.9 | 50.7 | - |
| REALM (Guu et al., 2020) | 40.4 | 55.8 | 40.7 |
| DPR (Karpukhin et al., 2020) | 41.5 | 57.9 | 42.4 |
| RAG-Seq (Lewis et al., 2020) | 44.5 | 56.8 | 45.2 |
| FiD (Izacard and Grave, 2021) | 48.2 | 65.0 | - |
| RePAQ (Lewis et al., 2021) | 41.2 | 38.8 | 29.4† |
| RePAQ+Rerank (Lewis et al., 2021) | 47.6 | 50.7 | 37.6† |
| QAMAT Zero-Shot (Base) | 37.9 | 34.1 | 25.9 |
| QAMAT Zero-Shot (Large) | 39.8 | 40.0 | 25.1 |
| QAMAT Fine-tuned (Base) | 44.5 | 53.2 | 43.0 |
| QAMAT Fine-tuned (Large) | 45.5 | 54.8 | 43.6 |
| MDR+T5-Decoder (Xiong et al., 2020) | 62.6 | 26.8 | |
| RePAQ (Lewis et al., 2021)† | 47.8 | 18.6 | |
| QAMAT | 42.0 | 16.7 | |
| QAMAT+ | 57.6 | 29.8 | |

Table 3: The main experimental results on MultiHop QA datasets with QAMAT and QAMAT+, † means Best-effort replication using our own implementation.

| Model (Dev Set F1 Score) | HPQ | MusQ |
|---------------------------|-----|-----|
| T5-3B (Roberts et al., 2020) | 27.8 | 7.5 |
| T5-11B (Roberts et al., 2020) | 30.2 | 9.0 |
| MDR+T5-Decoder (Xiong et al., 2020) | 62.6 | 26.8 |
| RePAQ (Lewis et al., 2021)† | 47.8 | 18.6 |
| QAMAT | 42.0 | 16.7 |
| QAMAT+ | 57.6 | 29.8 |

Table 4: The retrieval recall and EM score of different retrieval numbers on test sets.

| Pre-training Stages | NQ-Recall@K | TQA-Recall@K |
|---------------------|-------------|--------------|
| Only In-Batch       | 0.41        | 0.58         |
| Only Global         | 0.46        | 0.66         |
| In-Batch → Global   | 0.39        | 0.42         |

Table 5: Downstream EM performance of models when pre-trained using in-batch, global, or both stages.

In Table 3, we show that QAMAT+ achieves promising results on both multi-hop datasets, outperforming T5-CBQA and RePAQ by a large margin. Additionally, QAMAT+ performs considerably better than the single-hop QAMAT, demonstrating the effectiveness of performing multi-round retrieval. Though QAMAT+ still lags behind the document-based model (MDR+T5 Decoder) on HotpotQA, it surpasses it on the more challenging Musique dataset. These encouraging results suggest the potential for QAMAT+ to perform compositional reasoning over multiple QA-pairs, which greatly increases the coverage of QA datastore to cover more composite factual information.

5.6 Ablation Studies

Number of Retrievals To understand the properties of our model better, we first investigate the impact of the number of retrievals, $K$, on the model’s performance. We gradually increase the $K$ to col-

select the recall and final QA performance. The results are shown in Table 4. We observe that even though retrieval recall continues to increase beyond $K > 20$, the EM score saturates much earlier. Future research could improve performance further by developing decoders to more accurately exploit these larger retrievals sets.

Importance of Two-Stage Pre-training We next analyze the importance of the two-stage pre-training from section 4 by removing either the in-batch or global stage. From our results shown in Table 5, we can see that using in-batch pre-training alone leads to a degradation in performance when compared to the two-stage approach. This is likely because the model is never exposed to the full set of hard negatives which will be encountered when performing retrieval over the global memory. On the other hand, if we directly pre-train the global-memory model without any in-batch initialization, the retriever performance is nearly random and the decoder consequently learns to ignore the retrieval and simply memorize question-answer pairs.

6 Conclusion

In this paper, we propose a more accurate and efficient architecture to utilize QA-pairs as representation units of knowledge. Our proposed model QAMAT outperforms RePAQ significantly, while leveraging our less expensive training procedure. Furthermore, we show how a QA-backed model can perform compositional reasoning and address more complex queries. In the future, we hope to further close the gap with state-of-the-art document-based retrieve-and-read models and extend this approach to a broader set of tasks.
Limitations

Our approach has several limitations: 1) we use generated question-answer pairs as a knowledge base, which are extracted from web documents. In order to maintain high quality and faithfulness, the question generation pipeline needs to be well trained with a sufficient amount of clean data. Such conditions might not hold for other domains outside of Wikipedia like biomedical text, thus the general QA-as-Knowledge-Base concept could require additional innovations to extend to other areas. 2) Our latent retrieval learning requires quasi paired data to learn the alignment between the query and memory. This is hard to satisfy in some domains with noisier data or only a very weak alignment between a query and the memory. 3) Our model requires mined intermediate retrieval signals to train QA-MAT+, which currently relies on lexical-overlap-based heuristics. In other cases, this may not be sufficient and instead might require a more principled design to mine better intermediate supervision.

Ethical Statement

Our work encourages the model to ground on the existing knowledge populated from large textual collections. We believe it is a reasonable towards building more trustworthy and more robust machine learning models. Having better attributions to knowledge source could help humans better understand the model’s rationale for decision making. However, we do admit that the question generation models used to populate the QA knowledge base could potentially exacerbate the biases already present in the original Wikipedia data. We will keep working on this direction to minimize its potential negative impacts.
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A Question Answer Pairs as Knowledge Base

We can see QA-pairs as a virtual knowledge graph, where the question template defines the relation, the topic entity in the question defines the head entity node, and the answer denotes the tail entity. A typical example is given in Figure 5, such compositionality makes the QA-pair more controllable and easy to reason over than documents.

Figure 5: QA pairs can be seen as virtual knowledge base, where the question can represent complex relations connecting subject and answer.

B Question Generation

Here, we use existing SQuAD datasets’ <Q, A, Document> triples (Rajpurkar et al., 2016) to train answer extraction, question generation model.

Answer Extraction Specifically, our answer extraction model takes a document as the input and trains an encoder-decoder model to generate a potential answer. We use beam search over the trained model to find the highest-likely answers in the given document. In our experiment, the answer extraction model is trained with the SQuAD dataset, where the document is given as the input, and the answer spans are the prediction targets.

Question Generation For the question generation model, we take the SQuAD dataset and use document + extracted answer as the input to generate questions as the outputs. This step is also accomplished by an encoder-decoder model, which is mainly purposed for reading comprehension problems, where the annotated questions are highly correlated with the document containing very few hallucinations. However, the questions in SQuAD (Rajpurkar et al., 2016) could be contextualized or ambiguous, which could lead to ambiguity problems to hurt the retrieval performance. Therefore, we add question filtering to select the most accurate QA pairs.

Question Filtering For the question filtering model, we take the document + generated question to generate an answer. We compare the predicted answer vs. the original answer to see if they match each other. If not, the QA-pair will be filtered based on such inconsistency. We use a reading comprehension model trained with SQuAD to predict the answer. The predicted answer based on the document will match with the original QA-pair to decide its consistency. Such an option runs much faster, providing much higher recall but lower precision compared to the open-domain FiD filtering used in (Lewis et al., 2021).

We visualize our question generation pipeline mentioned above in Figure 6.

C Ablation Study

We experiment with two variants of memory to see their performance difference.

C.1 PAQ memory

The first version is the standard PAQ corpus (Lewis et al., 2021) containing 65M QA pairs, where these QA-pairs are generated by models trained on NQ (Kwiatkowski et al., 2019) and filtered through FiD model (Izacard and Grave, 2021) also trained on NQ (Kwiatkowski et al., 2019). This memory is highly precise due to ODQA-filtering process, however, it only covers information from 9M out of the 20M passage blocks used in DPR (Karpukhin et al., 2020).
Our memory contains 30M PAQ corpus being de-duplicated, i.e. only one question corresponds to an answer span. We generate 30M additional QA-pairs based on the left-out 10M documents from PAQ (Lewis et al., 2021) and add these complementary QA-pairs to form our 60M memory to increase the coverage. However, since our filtering procedure is based on reading comprehension, the precision of QA-pairs is lower than the original PAQ memory.

| Memory  | NQ  | TriviaQA | WebQuestions |
|---------|-----|----------|--------------|
| PAQ 65M | 44.7| 48.0     | 39.4         |
| Ours 60M| 44.5| 53.2     | 43.0         |

Table 6: Impact of different memory over the downstream QA dataset performance.

As can be seen, from Table 6, using the most precise but low-coverage PAQ memory from PAQ (Lewis et al., 2021) yields the worse results on TriviaQA and WebQuestions. After adding an additional 30M PAQs to the memory generated by our pipeline, we are able to achieve 4-5% improvements on these two datasets while still maintaining NQ’s performance.

C.2 Size of Pre-training Corpus

Next, we investigate the impact of the size of the pre-training corpus. As a baseline, we repurpose the aligned query-passage corpus used to train DPR (Karpukhin et al., 2020) which we adapt to our setting by simply reversing the pairs (120K passage -> question retrieval). Additionally, we vary the size of generated pre-training corpus (from 1M to 20M instances) to see its impact on the model’s final downstream performance. From Table 7, we can see that the smaller-sized pre-training corpus can drastically reduce the model’s performance, with up to a 5% drop seen on TriviaQA.

| Pre-train Examples | NQ | TQA | WQ |
|--------------------|----|-----|----|
| 120K               | 42.5| 48.2| 39.7|
| 1M                 | 42.8| 48.8| 40.2|
| 5M                 | 43.8| 51.5| 41.7|
| 10M                | 44.3| 52.1| 42.5|
| 20M                | 44.5| 53.2| 43.0|

Table 7: Impact of pre-training corpus size on final downstream EM performance. The upper portion is pre-trained using the DPR-reverse corpus described in subsection 5.6 and the lower portion uses subsets of our generated pre-training corpus (subsection 4.1)

D MultiHop QA Training

In order to train the multi-hop QA model, we need to have intermediate supervision for the query augmentation process. Here we use a string-based match to derive what are the most possible intermediate questions from a collection of pre-generated QA pairs. We depict the mining process as Figure 8.
Figure 8: We first find the final question based on answer string matching with the pre-generated question, and then base on that to trace back the intermediate question.