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Abstract. Motivated by the random Lorentz gas, we study deterministic walks in random environment and show that (in simple, yet relevant, cases) they can be reduced to a class of random walks in random environment where the jump probability depends (weakly) on the past. In addition, we prove few basic results (hopefully the germ of a general theory) on the latter, purely probabilistic, model.

1. Introduction

The motion of a point particle among periodically distributed elastically reflecting convex bodies has been intensively studied for many years, both in the case of diluted obstacles and in the opposite case of high density. Diluted obstacles (the Boltzmann-Grad limit) can be treated by kinetic theory and lattice dynamics ideas (see [23] and related work). The high density case has required more specific dynamical systems tools, starting with the seminal work of Bunimovich, Sinai and Chernov [2] until the recent and much more precise results obtained in [8]. In particular, the latter result uses the new standard pairs and martingale problem techniques introduced in the field by Dolgopyat (see [7] for an elementary introduction to such ideas and references to the original works).

All the above deal with the periodic case, yet any material is expected to have defects. Hence, the study of obstacles distributed according to a random, translation invariant process is of paramount importance.

Unfortunately very few results are available in the non periodic case with the notable exception of the low density regime (Boltzmann-Grad limit), see [22] and reference therein. For high obstacle density the only results are [13, 14], where recurrence is proven for special examples, and [9], where the Central Limit Theorem
is proven when the periodicity is broken only in a finite region (hence translation invariance is violated).

However some basic results hold in full generality: [4, 26] establish a criteria for recurrence and [13] shows that recurrent systems are ergodic. For example, by the criteria in [4, 26], the problems of recurrence and ergodicity are reduced, in the two dimensional case, to establishing a CLT, see [14] for details. Also, establishing recurrence in the case of a one dimensional array of obstacles (tubes) is substantially simpler and has been obtained in [6, 5, 28, 16]. Nevertheless, even in the simpler one dimensional situation, the study of rate of mixing and CLT is wide open.

Part of the difficulty in studying the above problems stems from the fact that, on the one hand, one needs non trivial results for the dynamical system and, on the other hand, one has to overcome the same obstacles that exist in analysing the problems of random walks in random environment (see [33] for a review on the subject). In particular, on the dynamical system side it seems necessary to establish some type of memory loss. In other words, one must show that the deterministic dynamics is akin to a random process.

In this article we aim at separating the above two difficulties, so that they can be (hopefully) solved independently. To this end we investigate more general models: a) deterministic random walks in random environment (see section 3); b) random walks (with memory) in random environment (see section 4). The former include the random Lorentz gases; the latter include persistent random walks but allows for infinite memory.

These two classes of models are connected by the following conjecture: relevant classes of deterministic walks in random environment are equivalent to the above purely probabilistic models. Hence, e.g., establishing the CLT for the probabilistic model implies the CLT for the deterministic walk.

1.1. Results and structure of the paper. The paper is organised as follows: in the next section we discuss briefly the Lorentz gases establishing, in the process, several notations needed in the following. In Section 3 we describe a general class of deterministic walks in random environment which encompass both the Lorentz gas and the example with a simpler dynamics that we will consider later.

In Section 4 we describe the class of random systems. We establish properties under which one can prove the ergodicity of the random process as seen from the particle. In particular, if one would succeed in reducing the Lorentz gas to such a probabilistic model, then one would automatically recover all the known results. Of course, we believe that much more would follow form such a reduction. As a first step, in Section 5, we prove the reversibility of the associated probabilistic model. In the same section we show that if one restricts the dynamics to a Markov one dimensional expanding map, then the dynamical part of the problem can be completely obliterated and one is led to known purely probabilistic models.

Next, in Section 6, we explore more realistic (but still one dimensional) models. We explain under which conditions the deterministic dynamics can be obliterated yielding a probabilistic model as in Section 4. In Section 7 we verify such conditions for a class of one dimensional non-Markov expanding maps. In the following sections we prove the statements of Section 6.

Notation. In the following we will use \( C_\# \) to designate a generic constant that depends only on the parameters or the assumptions of the considered model. The
The actual value of $C_\#$ is immaterial. In particular, the value of $C_\#$ can change from one occurrence to the next.

2. The Random Lorentz Gas

The random Lorentz gas consists of a distribution of convex, non overlapping, obstacles in $\mathbb{R}^d$, $d \geq 2$ and independent point particles that move of free motion and collides elastically with the obstacles. If one describes the particle density by a distribution, then the problem is reduced to studying the motion of one particle with an initial distribution given by a measure. If the obstacle distribution is described by some probability measure, then the goal is to study the dynamics of the particle for almost all obstacle distributions.

Of course, the problem depends heavily on the obstacle distribution. Two reasonable assumptions are that the distribution enjoys some type of stationarity and ergodicity with respect to some subgroup of the space translations. Also a key issue is the existence or not of trajectories that can spend an unboundedly long time without experiencing any collision. Given the many possibilities, let us restrict to small perturbations of a periodic array of discs on $\mathbb{Z}^2$. Note however that similar examples can be considered for $d = 1$ (Lorentz tubes [6, 5, 28]) and $d > 2$.

Following [14] we start with an exactly periodic distribution of discs of radius $R$ centred on the square lattice $\mathbb{Z}^2$, such a periodic array divides naturally $\mathbb{R}^2$ in cells. We assume that $R < 1/2$, which implies that the obstacles do not overlap. We require that trajectories that are non horizontal nor vertical will eventually collide with one of the obstacle.

**Lemma 2.1.** In a periodic Lorentz gas with obstacles made by discs of radius $R$ centred on the square lattice $\mathbb{Z}^2$ if $R > \sqrt{2} / 2$, then the only trajectories that never experience a collision are either horizontal or vertical.

**Proof.** By periodicity, we can reduce the motion to a motion on the torus $\mathbb{R}^2/\mathbb{Z}^2$ with just one obstacle of radius $R$ at its center. Also we can limit ourselves to trajectories of the type $\xi + (1, \omega)t \mod 1$ with $\omega \in (0, 1]$ since the other cases can be obtained by symmetry. Note that a flow on the torus in the direction $v_\omega := (1, \omega)$ induces the rotation $f(s) = s + \omega \mod 1$ on the Poincaré section $\{(0, s)\}_{s \in [0, 1]}$. In addition the shadow, in the direction $v_\omega$, of the obstacle on the Poincaré section is a segment of length $2R\sqrt{1+\omega^2}/\omega$. Accordingly, the trajectory can avoid collisions only if the rotation on the section always avoids some interval of such a length. It follows $\omega \notin \mathbb{Q}$. On the other hand if $\omega = \frac{p}{q}$, $p, q \in \mathbb{N}$ relatively prime, then $f$ has all periodic orbits. Let us consider first the case $p < q$, then $q = ap + b$ for some $a, b \in \mathbb{N}, b < p$. Accordingly,

$$1 - f^a(0) = 1 - a \frac{p}{q} = \frac{b}{p} \frac{a + b}{p} \leq \frac{1}{a + 1} \leq \frac{1}{2}.$$  

Thus the maximal gap in the trajectory of $f$ is of length $1/2$ and hence if $2R\sqrt{1+\omega^2}/\omega > \frac{1}{2}$ all trajectories will collide with the center obstacle. This is implied by $R > \frac{1}{2\sqrt{2}}$.

We are left with the case $\omega = 1$. In this case, if $R > \frac{1}{2\sqrt{2}}$ then the shadow of the obstacle is larger than 1, thus it covers all the Poincaré section, hence the claim.  \[\Box\]

In the following we assume $R > \frac{1}{2\sqrt{2}}$. 

Next, in each cell we assume that there is another disc of radius \( r \) with center in a \( \delta \)-neighborhood of the center of the cell. We assume that \( r + \delta + R < 1/\sqrt{2} \), which imply that the obstacles do not overlap. Moreover, we assume \( R > \frac{1}{2\sqrt{2}} \) which implies that, in absence of the center obstacle, the only trajectories that never collide are either horizontal or vertical. Note that the above implies \( r + \delta < \frac{1}{2\sqrt{2}} \).

It then suffices to ask \( r - \delta + R > \frac{1}{2} \) to ensure that the horizontal and vertical trajectories collide with the center obstacle, hence establishing that the array has the finite horizon property. The locations of the central obstacle in different cells is an i.i.d. random variable. See Figure 1.a for an illustration.

The above is a reasonable model for a material with a periodic structure and random impurities. Let \( ||\omega_z|| \leq \delta \) be the displacement of the center obstacle from the center of the cell \( z \in \mathbb{Z}^2 \). The obstacles are distributed according to a product measure \( \mathbb{P} \) on \( \Omega = \{ \omega \in \mathbb{R}^2 : ||\omega|| \leq \delta \} \times \mathbb{Z}^2 \). On \( \Omega \) are defined the translations \( \tau_z : \Omega \to \Omega \) by \( \tau_z(\bar{\omega}) = (\bar{\omega}) + z \).

Next, consider a particle with position \( q \in \mathbb{R}^2 \) and velocity \( p \), \( ||p|| = 1 \), moving among the obstacles with elastic collisions.

Let \((q(t), p(t))\) be the position and velocity at time \( t \). Natural questions are: does it exist an asymptotic velocity (Law of large numbers)
\[
V = \lim_{t \to \infty} t^{-1}[q(t) - q(0)].
\]
If so, does the Central Limit Theorem holds? That is, does
\[
\frac{1}{\sqrt{t}}[q(t) - q(0) - Vt]
\]
converge in law to a Gaussian Random Variable \( \mathbb{P} \) a.s. (quenched CLT).

2.1. **Poincaré section.** Consider a single cell (see Figure 1.b) and let \( C = \bigcup_{i=1}^{4} C_i \).

\( C_i \) being one of the bold arcs centered at the corners of the box, and let \( G_{(0,0)} = C \times [-\pi/2, \pi/2] \) be the angle that the post-collisional velocity forms with the external normal. Next, let \( \{B_i\}_{i=1}^{4} \) be the segments constituting the boundary of the box not contained in the obstacles (see Figure 1.b) and set \( G_{(1,0)} = B_1 \times [-\pi/2, \pi/2], G_{(-1,0)} = B_2 \times [-\pi/2, \pi/2], G_{(0,1)} = B_3 \times [-\pi/2, \pi/2] \) and \( G_{(0,-1)} = B_4 \times [-\pi/2, \pi/2] \). Next, let \( W = \{(0,0), (\pm 1, 0), (0, \pm 1)\} \), \( \mathcal{B} = \bigcup_{w \in W} G_w \) and consider the phase space \( \mathcal{B} = \mathcal{B} \times \mathbb{Z}^2 \). This is a Poincaré section.
For each $\bar{\omega}$, given a particle at $(x, z) \in B$, we follow its motion till it hits $B$ again, this defines a map $f_{\bar{\omega}}(x)$. The Poincaré map $F_{\omega} : B \rightarrow B$ associated to the billiard flow is then defined by

$$F_{\omega}(x, z) = (f_{\bar{\omega}+(\bar{\omega}, x)}(x), z + e(\bar{\omega}, x))$$

(2.3)

$$e(\bar{\omega}, x) = \sum_{w \in \mathcal{W}} \mathbb{1}_{G_w}(x)w,$$

where $\mathbb{1}_B$ is the characteristic function of the set $B$.

### 2.2. The random process.

For each initial density $h_0$ and $\bar{\omega} \in \Omega$ we have thus defined the random variables

$$(x(\bar{\omega}, n), z(\bar{\omega}, n)) = F_{\bar{\omega}}^n(x, z).$$

Let $\mathcal{M} = \{(z(n)) \in (\mathbb{Z}^2)^\mathbb{N} : z(0) = 0, z(n+1) - z(n) \in \mathcal{W}\}$ be the path space and consider the random process on $\Omega_* = \Omega \times \mathcal{M}$ defined as follows. For each $\bar{\omega} \in \Omega$ define the conditional probability

$$\mathbb{P}_*\{\{z(1), \ldots, z(n)\} \mid \bar{\omega}\} = \int_B \prod_{k=0}^{n-1} \mathbb{1}_{G_w(k)}(x(\bar{\omega}, k))h_0(x)dx,$$

(2.4)

where $w(k) = z(k+1) - z(k)$. While $\bar{\omega}$ is distributed according to $\mathbb{P}$.

Next, we introduce the transfer operators

$$\mathcal{L}_{\bar{\omega}, z,w}\varphi(x) = \sum_{\{y : f_{\bar{\omega}+w}(y) = x\}} \left| \det \partial_y f_{\bar{\omega}+w}(y) \right|^{-1} \mathbb{1}_{G_w}(y)\varphi(y).$$

Changing variable repeatedly, yields

$$\mathbb{P}_*\{\{z(1), \ldots, z(n)\} \mid \bar{\omega}\} = \int_B \mathcal{L}_{\bar{\omega}, z(n-1), w(n-1)} \cdots \mathcal{L}_{\bar{\omega}, z(0), w(0)}h_0.$$

Thus the measure $\mathbb{P}_*$ can be expressed as products of transfer operators. The process $\mathbb{P}_*$ is, in general, not Markov, however we conjecture:

**Conjecture.** Under some appropriate technical conditions on $\mathbb{P}$ and $h_0$, there exist $\nu \in (0, 1)$ and $C_\# > 0$ such that for all $\bar{\omega} \in \Omega$

$$\left| \mathbb{P}_*(z(n) \mid z^n, \bar{\omega}) - \mathbb{P}_*(\bar{\omega}_m(n-m) \mid \bar{\omega}_{m}(n-m), \tau_{z(m)}\bar{\omega}) \right| \leq C_\# \nu^{n-m},$$

where $z^k = z(1), \ldots, z(k-1)$, $\bar{\omega}^k = \bar{\omega}_m(1), \ldots, \bar{\omega}_m(k-1)$ with $\bar{\omega}_m(k) = z(m+k) - z(m)$.

If the above were true, then one could reduce the study of the dynamical system to a purely probabilistic problem, albeit not an easy one. See however Section 4 for the beginning of a theory in some related cases.

Next, we introduce a large class of dynamical systems, generalising the Lorentz models. Then, we will prove the above conjecture for simple, and not so simple, dynamical systems, giving an idea of what some appropriate technical conditions might mean (see Theorem 6.1).

---

1Using the probabilistic usage we will often suppress the $\bar{\omega}$ dependency, when this does not create confusion.

2In the present case the set on which we take the sum consists of only one element and the determinant of the Jacobian of the $f_{\bar{\omega}}$ is always one.
3. Deterministic walks in random environment

As already mentioned there is an extreme scarcity of results pertaining to the high density random Lorentz Gas. It is then sensible to consider simpler models in which one can start to solve some of the outstanding difficulties. To this end, following Lenci [14], it is convenient to see the Lorentz gas as a special case of a more general class of models: deterministic walks in random environment. Even for such models very few results exist. Exceptions are [17] in which a zero-one law for systems with local dynamics which are markovian, but deterministic, is established and [29] which considers statistical properties for a related (simplified) model with local dynamics consisting of expanding linear maps of the circle or hyperbolic toral automorphisms.

The model can be stated in rather general terms, for simplicity let us restrict to the case of the $\mathbb{Z}^d$ lattice with bounded jumps $W \subset \mathbb{Z}^d$, $\# W < \infty$,\footnote{That is, only jumps $w \in W$ are allowed.} and local dynamics which live all on the same phase space $\mathcal{M}$.

Consider the set $A = \{(f_\alpha, M, G_\alpha)\}_{\alpha \in A}$, where $(A, S)$ is a measurable space\footnote{For most of our concrete applications, $(A, S)$ will simply be a finite set with the discrete $\sigma$-algebra.}, $f_\alpha : \mathcal{M} \to \mathcal{M}$ are maps such that $(\alpha, x) \in A \times \mathcal{M} \mapsto f_\alpha(x) \in \mathcal{M}$ is measurable, and $G_\alpha = \{G_{\alpha, w}\}_{w \in W}$ are partitions of $\mathcal{M}$ such that, for each $w \in W$, the map $(\alpha, x) \mapsto \mathbb{1}_{G_{\alpha, w}}(x)$ is measurable. The environment is described by the probability space $\Omega = A^\mathbb{Z}$ equipped with a translation invariant probability $\mathbb{P}$. Also we assume that all the maps $f_\alpha : \mathcal{M} \to \mathcal{M}$ are nonsingular with respect to some reference measure $m$ on $\mathcal{M}$. Then, for each realisation $\bar{\omega} \in \Omega$ we can define the dynamics $\mathbb{P}_{\bar{\omega}}(\cdot, \cdot) : \mathcal{M} \times \mathbb{Z}^d \to \mathcal{M} \times \mathbb{Z}^d$:

$$
\mathbb{P}_{\bar{\omega}}(x, z) = (f_{\omega_{n+1}(\bar{\omega}, x)}(x), z + e(\bar{\omega}, x)),
$$

$$
e(\alpha, x) = \sum_{w \in W} \mathbb{1}_{G_{\alpha, w}}(x)w,$

and $(x(n), z(n)) = \mathbb{P}_{\bar{\omega}}^n(x(0), z(0))$. The randomness at fixed environment rests in the initial condition: $z(0) = z_0$ while $x(0)$ is distributed according to some probability measure $\mu$ absolutely continuous with respect to $m$. We will assume, w.l.o.g., $z_0 = 0$. Then the path $(z(n))_{n \in \mathbb{N}}$ belongs to $\mathbb{M} = \{(z_n) \in (\mathbb{Z}^d)^\mathbb{N} : z_0 = 0, z_{n+1} - z_n \in W\}$, which we call the space of admissible paths, and $\mathbb{P}_\star$ is the law of the resulting process on $\Omega_\star = \Omega \times \mathbb{M}$.

Each $f_\alpha$ admits a transfer operator $L_{f_\alpha} : L^1(\mu) \to L^1(\mu)$ defined by

$$
(3.1) \quad \int_{\mathcal{M}} (L_{f_\alpha} \phi) \psi \, dm = \int_{\mathcal{M}} \phi \cdot \psi \circ f_\alpha \, dm
$$

for all $\phi \in L^1(\mu)$ and $\psi \in L^\infty(\mu)$.

Let $h_0$ be the density of the initial condition $(d\mu = h_0 \, dm)$. Then, setting $w(n) = z(n+1) - z(n)$, a repeated use of (3.1) in (2.4) yields

$$
(3.2) \quad \mathbb{P}_\star(z(1), \ldots, z(n) \mid \bar{\omega}) = \int_{\mathcal{M}} L_{\bar{\omega}, z(n-1), w(n-1) \ldots, \bar{\omega}, z(0), w(0)} h_0 \, dm
$$

for each $\bar{\omega} \in \Omega$ and each admissible path $(z(n)) \in \mathbb{M}$, and with

$$
(3.3) \quad L_{\bar{\omega}, z, w}(\phi) = L_{f_{\omega_{n+1}(\bar{\omega}, z)} \mathbb{1}_{G_{\alpha, w}}}(\phi).
$$
3.1. The point of view of the particle. An important process associated to our deterministic walk is the process of the environment as seen from the particle. This is the dynamical system defined on $\Omega \times M$ by

$$F(\bar{\omega}, x) = (\tau_{e(x)}(\bar{\omega}), f_{\omega_0(\bar{\omega}, x)}(x)).$$

This is known to be a fruitful point of view, in particular if one knows the invariant measure. As noted by Lenci [13, 14], in an important subclass of deterministic random walks the invariant measure can be trivially computed.

**Lemma 3.1.** If all the maps $f_\alpha$ have the same invariant measure $\lambda$ and the set $G_\alpha$ is deterministic (i.e., it does not depend on $\alpha$), then the probability measure $P_0 = P \times \lambda$ is invariant for the map $F$.

**Proof.** Let $E_0$ be the expectation with respect to $P_0$. Since the set $G_\alpha$ is deterministic, we can write $e(\alpha, x) = e(x)$ for all $\alpha \in A$ and $x \in M$. For each bounded measurable function $\varphi$ we have

$$E_0(\varphi \circ F) = \int \varphi(\tau_{e(x)}(\bar{\omega}), f_{\omega_0(x)}(x))P(d\bar{\omega})\lambda(dx)$$

$$= \int \varphi(\tau_{e(x)}(\bar{\omega}), f_{\tau_{e(x)}(\bar{\omega})}(x))P(d\bar{\omega})\lambda(dx)$$

$$= \int \varphi(\bar{\omega}, f_{\omega_0}(x))P(d\bar{\omega})\lambda(dx)$$

$$= \int \varphi(\bar{\omega}, x)P(d\bar{\omega})\lambda(dx) = E_0(\varphi),$$

where we have used first the invariance of $P$ with respect to the translations and then the invariance of $\lambda$ with respect to the maps $f_\alpha$. □

We have obtained a dynamical system with a finite measure.

**Lemma 3.2.** In the hypotheses of Lemma 3.1 the limit

$$V = \lim_{n \to \infty} \frac{1}{n} z(n)$$

exists $P_0$ a.s.. Moreover, if $(\Omega \times M, F, P_0)$ is ergodic, then $V = \lambda(e)$.

**Proof.** Setting $(\bar{\omega}(n), x(n)) = F^n(\bar{\omega}, x)$ yields $\frac{1}{n} z(n) = \frac{1}{n} \sum_{k=0}^{n-1} e(x(k))$. Hence the existence of the limit follows from Birkhoff ergodic theorem for the dynamical system $(\Omega \times M, F, P_0)$ applied to $\varphi(\bar{\omega}, x) = e(\omega_0, x) = e(x)$. If the system is ergodic, then the limit equals the average of $\varphi$ with respected to $P_0$ which is equal to $E_0(\varphi) = \lambda(e)$. □

As an application we have the following Lemma (which is implicit in [6]).

**Lemma 3.3.** For the Lorentz gas described in section 2, with $r + \frac{R}{\sqrt{2}} < \frac{1}{2}$ and $\delta$ small enough, we have $V = 0$.\(^5\)

\(^5\) The conditions are certainly not optimal, however to obtain the result for a larger set of parameters entails a more refined analysis of the geometry of the trajectories and such an analysis exceeds our present goals.
Proof. We apply [14, Theorem 5.4] to prove that \((\Omega \times \mathcal{M}, \mathcal{F}, \mathbb{P}_0)\) is ergodic. Then, Lemma 3.2 implies that \(V = \lambda \left( \sum_{w \in W} wG_w \right)\) which is zero due to the fact that \(\lambda\) is invariant for the change \(p \rightarrow -p\).

To verify the hypotheses of [14, Theorem 5.4] it suffices to prove that there are non singular trajectories that go from the interior of any \(B_i\) to the interior of any other \(B_j\) (here and in the following we use the notation of Figure 1.b) for \(\delta = 0\), the result will then follow by the continuity of the non singular trajectories with respect to the positions of the obstacles. Let us start with a trajectory connecting \(B_2\) to \(B_1\).

Consider the trajectory \(\ell_0\) starting from \((0, h), h \geq r\), with direction \((1, 0)\).\(^6\) If \(h = 1/2 - R/\sqrt{2} =: h_0\) then the trajectory reflects on the obstacle \(C_1\) at the point \((1/2 - R/\sqrt{2}, 1/2 - R/\sqrt{2})\) and, after reflection, has the direction \((0, -1)\). Note that if \(r + \frac{R}{\sqrt{2}} < \frac{1}{4}\), then such trajectory misses \(C_5\) and the next collision is with \(C_4\) while the previous is with \(C_2\). Accordingly, if we increase \(h\) the velocity, after the collision with \(C_1\), rotates clockwise till, for some \(h_+ > h_0\), the trajectory is tangent to \(C_4\), let \(v_- := v(\theta_-)\), with \(v(\theta) = (\cos \theta, \sin \theta)\) and \(\theta_- \in (-\pi, -\pi/2)\), be the velocity at tangency. On the other hand for \(h = 1/2\) the trajectory is periodic between \(C_2\) and \(C_1\) and if we decrease \(h\) the velocity, after reflection with \(C_1\), rotates counterclockwise. Thus there exists \(h_+\) such that the trajectory, after reflection with \(C_1\) is tangent to the upper side of \(C_5\), let \(v_+ := v(\theta_+)\), \(\theta_+ \in (\pi, 3\pi/2)\), be the velocity at tangency. It follows that the trajectories we are considering, for \(h \in (h_-, h_+)\), will first collide with \(C_1\) and then with \(C_5\). In addition, the velocity after collision will go continuously from \(v_+\) to \(v_-\) while the collision point will belong to an interval \(I\) on the boundary of \(C_5\) delimited by the points \(r(\sin \theta_+, -\cos \theta_+))\) and \(r(\sin \theta_-, -\cos \theta_-))\). Moreover, in this open interval the velocity after colliding with \(C_5\) cannot belong to \(\{v_+, v_-\}\) since \(v_+\) and \(v_-\), at the points in \(I\), point toward the interior of \(C_5\). Also, near \(v_+\), the post collisional velocity with \(C_5\) rotates clockwise. Hence there exists an interval \((\tilde{h}_-, \tilde{h}_+) \subset (h_-, h_+)\) such that the angle \(\theta\) of the velocity \(v(\theta)\), after colliding with \(C_5\), varies continuously from \(\pi/2\) to \(-\pi/2\). Thus, for \(h \in (\tilde{h}_-, \tilde{h}_+)\), the intersection of the trajectory with the line \(\{(\tilde{h}_-, \tilde{h}_+)\} \in \mathbb{R}\) goes continuously from \(+\infty\) to \(-\infty\). Accordingly, there exists a value for which the trajectory crosses the center of \(B_1\) without any further collision. By symmetry such a trajectory connects the interiors of \(B_2\) and \(B_1\), and the same holds for \(\delta\) small enough.

Analogously there are trajectories connecting \(B_3\) and \(B_4\).

Let us now construct trajectories that connect \(B_2\) to \(B_3\). The diagonal trajectory tangent to \(C_5\) is given by \(\frac{1}{\sqrt{2}}(-r, r) + t(1, 1)\). Such a line intersects the boundary \(\{-1/2, s\} \in [-1/2, 2/1] = \{0\}\) at the point \((-1/2, -1/2 + r\sqrt{2})\) hence either it enters in \(B_2\), if \(R < r\sqrt{2}\), or it collides with \(C_3\), if \(1/2 > R > r\sqrt{2}\).

In the latter case we can consider all the trajectories that collide at \((-r, r)\) symmetrically with respect to the diagonal. When the angle of the trajectory with the normal to \(C_5\) goes from \(\pi/2\) to \(0\) the trajectory goes from colliding with \(C_3\) to colliding with \(C_2\), hence for intermediate angles there must be trajectories that enter \(B_2\). By symmetry such trajectories connect \(B_2\) and \(B_3\) and will survive for small, but positive, \(\delta\). The same argument provides trajectories that connect

\(^6\) Here we have chosen coordinates in which the center of \(C_5\) is \((0, 0)\).
$B_3, B_1; B_1, B_4$ and $B_4, B_2$. We have thus verified the hypothesis of [14, Theorem 5.4].

4. Gibbs random walks in random environment

We do not expect the process described by $P_*$ to be Markov, yet we expect that the jump rates have a weak dependence of the past, provided the maps are strongly chaotic. To be more precise, we conjecture that the process is a random walk in random environment with weak memory. In the probabilistic literature random walks with a finite memory are called persistent, here we expect the memory to be infinite although depending weakly on the far past, like a potential of a Gibbs measure. Let us specify exactly what we mean by this.

Let $(A, \mathcal{S})$ be a measurable space and $\mathcal{W} \subset \mathbb{Z}^d$, $2 \leq \mathcal{W} < \infty$. Consider the measurable space $\Omega = A^{\mathcal{W}}$ and a translation invariant, ergodic, probability distribution $P$ that describes the distribution of the environments $\bar{\omega} \in \Omega$. For each $n \in \mathbb{N}$ and $(\omega_0, \ldots, \omega_{n-1}) \in \mathcal{W}^n$, assume that are given compatible probabilities $p(\bar{\omega}, n, \cdot)$ on $\mathcal{W}^n$, i.e.

$$\sum_{(\omega_0, \ldots, \omega_{n-1}) \in \mathcal{W}^n} p(\bar{\omega}, n, \omega_0 \ldots \omega_{n-1}) = 1,$$

and

$$p(\bar{\omega}, n, \omega_0 \ldots \omega_{n-1}) = \sum_{\omega \in \mathcal{W}} p(\bar{\omega}, n + 1, \omega_0 \ldots \omega_{n-1} \omega)$$

for all $\bar{\omega} \in \Omega$, $n \geq 0$ and $(\omega_0, \ldots, \omega_{n-1}) \in \mathcal{W}^n$. Assume also that all the maps $\bar{\omega} \mapsto p(\bar{\omega}, n, \omega_0 \ldots \omega_{n-1})$ are measurable. We have then for each $\bar{\omega} \in \Omega$ a probability measure $P_{\bar{\omega}}$ on the space $\mathcal{W}^\mathbb{N}$ by Kolmogorov extension theorem. By the monotone class theorem, the map $G \mapsto P_{\bar{\omega}}(G)$ is measurable for any measurable set $G \subset \mathcal{W}^\mathbb{N}$, and we can thus define a probability measure $P_*$ on $\Omega \times \mathcal{W}^\mathbb{N}$ by

$$P_*(d\bar{\omega}, d\bar{w}) = P(d\bar{\omega})P_{\bar{\omega}}(d\bar{w}).$$

Remark 4.1. The measure $P_*$ can be naturally identified with a measure on the space $\Omega_\ast = \Omega \times \mathcal{M}$, where $\mathcal{M} = \{(z_n) \in (Z^d)^\mathbb{N} : z_0 = 0, z_{n+1} - z_n \in \mathcal{W}, \forall n\}$ is the space of admissible paths starting at $0$, since there is a 1-to-1 correspondence between elements of $\mathcal{W}^n$ and admissible paths of length $n$, via the relations $w_k = z_{k+1} - z_k$.

4.1. The weak memory requirement. We find convenient, although not strictly necessary, to require the following assumption that ensures that all admissible paths have positive probability:

\textbf{(Pos):} for $P$-a.e. $\bar{\omega} \in \Omega$, for all $n \geq 0$ and all $\bar{w} \in \mathcal{W}^\mathbb{N}$,

$$p(\bar{\omega}, n, \bar{w}_0 \ldots \bar{w}_{n-1}) > 0.$$

Let $P_{\bar{\omega}}(\bar{w}_n | \bar{w}_0 \ldots \bar{w}_{n-1})$ be the conditional probability $\frac{p(\bar{\omega}, n+1, \bar{w}_0 \ldots \bar{w}_{n-1} \bar{w}_n)}{p(\bar{\omega}, n, \bar{w}_0 \ldots \bar{w}_{n-1})}$. The weak memory requirement is made precise by the following:

\textbf{(Exp):} there exist $C_\ast > 0$ and $\nu \in (0, 1)$ such that for $P$-a.e. $\bar{\omega} \in \Omega$, all $n > m \geq 0$ and all $\bar{w} \in \mathcal{W}^\mathbb{N}$

$$|P_{\bar{\omega}}(\bar{w}_n | \bar{w}_0 \ldots \bar{w}_{n-1}) - P_{\bar{\omega}}(\bar{w}_n | \bar{w}_m \ldots \bar{w}_{n-1})| \leq C_\ast \nu^{n-m},$$

where $z_m = \sum_{k=0}^{m-1} \bar{w}_k$.

Remark 4.2. This is the property we have conjectured to be true for the random Lorentz gas at the end of Section 2.
Note that the above condition implies loss of memory:

**Lemma 4.3.** If $\mathbb{P}_* \text{ satisfies } (4.1)$, then (using the notation of Remark 4.1),

$$|\mathbb{P}_*(z_{n+1} | z_{n-m+1}, \ldots, z_n, \bar{\omega}) - \mathbb{P}_*(z_{n+1} | z_1, \ldots, z_n, \bar{\omega})| \leq C_0 \nu^m.$$  

**Proof.** Let $\mathcal{P}(z_{n-m+1})$ be the set of admissible paths $(w_0, \ldots, w_{n-m})$ that arrive in $z_{n-m+1}$, i.e. $\sum_{i=0}^{n-m} w_i = z_{n-m+1}$, and set $w_i = z_i + 1$ for $i = n - m + 1, \ldots, n$. Then we have, using (Exp):

$$\mathbb{P}_*(z_{n+1} | z_{n-m+1}, \ldots, z_n, \bar{\omega}) = \sum_{w \in \mathcal{P}(z_{n-m+1})} \frac{p(\bar{\omega}, n + 1, w_0 \ldots w_n)}{\mathbb{P}_*(z_{n-m+1}, \ldots, z_n | \bar{\omega})}$$

$$= \sum_{w \in \mathcal{P}(z_{n-m+1})} \mathbb{P}_\omega(w_n | w_0 \ldots w_{n-1}) \frac{p(\bar{\omega}, n, w_0 \ldots w_{n-1})}{\mathbb{P}_*(z_{n-m+1}, \ldots, z_n | \bar{\omega})}$$

$$= \mathbb{P}_{\tau_{n-m+1} \bar{\omega}}(w_n | w_{n-m+1} \ldots w_{n-1}) + O(\nu^m),$$

and

$$\mathbb{P}_*(z_{n+1} | z_1, \ldots, z_n, \bar{\omega}) = \mathbb{P}_\omega(w_n | w_0 \ldots w_{n-1})$$

$$= \mathbb{P}_{\tau_{n-m+1} \bar{\omega}}(w_n | w_{n-m+1} \ldots w_{n-1}) + O(\nu^m).$$

$\square$

4.2. **The point of view of the particle and three further assumptions.** One can define the process of the environment as seen from the particle. It is given by the dynamical system on the space $\Omega_* = \Omega \times \mathcal{W}^N$ defined by

$$\mathcal{F}_*(\bar{\omega}, \bar{w}) = (\tau_{w_0} \bar{\omega}, \tau_* \bar{w}),$$

where $\tau_* : \mathcal{W}^N \to \mathcal{W}^N$ is the unilateral shift. Note that, in general, $\mathbb{P}_*$ is not invariant for $\mathcal{F}_*$. Next, let us show that some easy properties of the Markov case persist in the present context, under reasonable extra conditions.

**Remark 4.4.** Note that in the probabilistic literature, see for instance [33], it is more usual to consider the random process $\tilde{\omega}(n) = \tau_{z(n)} \bar{\omega}$ on $\Omega = \mathcal{W}^N$, and its law $\mathbb{P}$ when $\bar{\omega}(0)$ is distributed according to $\mathbb{P}$ (as we did in Section 3.1). When the set of periodic environments has probability 0, these two points of view are equivalent, since the map which associates to each $(\bar{\omega}, \bar{w}) \in \Omega_*$ the corresponding sequence $(\tilde{\omega}(n)) \in \mathcal{P}$ is invertible almost everywhere and realizes a conjugacy between the two dynamical systems $(\Omega_*, \mathcal{F}_*, \mathbb{P}_*)$ and $(\mathcal{P}, \tau, \mathbb{P})$, where $\tau$ is the shift on $\mathcal{P}$. The same comments hold also for the definition given in Section 3.1. See also Remark 4.2 for further comments.

We are interested in the asymptotic properties for $z_n$. Note that if we define $\varphi(\bar{\omega}, \bar{w}) = w_0$, then we have $z_n = \sum_{k=0}^{n-1} \varphi \circ \mathcal{F}_*^k$.

The next assumption will imply the existence of a $\mathcal{F}_*$-invariant measure:

**Abs:** There exists $C_0 > 0$ such that for $\mathbb{P}$-a.e. $\tilde{\omega} \in \Omega$, all $n \geq 0$, all $k \geq 1$ and all $\bar{w} \in \mathcal{W}^N$,

$$C_0^{-1} \leq \sum_{(w_1, \ldots, w_k) \in \mathcal{W}^k} \frac{p(\tau_{-(w_1+\ldots+w_k)} \bar{\omega}, n + k, w_1 \ldots w_k \bar{w}_0 \ldots \bar{w}_{n-1})}{p(\bar{\omega}, n, \bar{w}_0 \ldots \bar{w}_{n-1})} \leq C_0.$$

To legitimate this assumption, we prove two relevant facts.
Lemma 4.5. If there exists a probability measure \( Q_* \) equivalent to \( \mathbb{P}_* \), invariant for \( \mathcal{F}_* \) and such that \( c^{-1} \leq \frac{dQ_*}{d\mathbb{P}_*} \leq c \) for some \( c > 0 \), then (Abs) holds with \( C_0 = c^2 \). In particular, (Abs) holds if \( \mathbb{P}_* \) is \( \mathcal{F}_* \)-invariant.

Proof. For all measurable set \( B \subset \Omega \) and all cylinder \( [\bar{w}_0 \ldots \bar{w}_{n-1}] \subset \mathcal{W}^N \), the preimage \( \mathcal{F}_*^{-k}(B \times [\bar{w}_0 \ldots \bar{w}_{n-1}]) \) is equal to the disjoint union

\[
\bigcup_{(w^1, \ldots, w^k) \in \mathcal{W}^k} \tau_{-(w^1+\ldots+w^k)}(B) \times [w^1 \ldots w^k \bar{w}_0 \ldots \bar{w}_{n-1}].
\]

Let \( B' = B \times [\bar{w}_0 \ldots \bar{w}_{n-1}] \). By definition of \( \mathbb{P}_* \), we have

\[
\mathbb{P}_*(B') = \int_B p(\bar{w}, n, \bar{w}_0 \ldots \bar{w}_{n-1}) \mathbb{P}(d\bar{w})
\]

and

\[
\mathbb{P}_*(\mathcal{F}_*^{-k}B') = \sum_{(w^1, \ldots, w^k) \in \mathcal{W}^k} \int_{\tau_{-(w^1+\ldots+w^k)}B} p(\bar{w}, n + k, w^1 \ldots w^k \bar{w}_0 \ldots \bar{w}_{n-1}) \mathbb{P}(d\bar{w})
\]

\[
= \int_B \sum_{(w^1, \ldots, w^k) \in \mathcal{W}^k} p(\tau_{w^1+\ldots+w^k} \bar{w}, n + k, w^1 \ldots w^k \bar{w}_0 \ldots \bar{w}_{n-1}) \mathbb{P}(d\bar{w})
\]

thanks to the translation invariance of \( \mathbb{P} \).

Since \( \mathbb{P}_*(B') \leq cQ_*(B') = cQ_*(\mathcal{F}_*^{-k}B') \leq c^2 \mathbb{P}_*(\mathcal{F}_*^{-k}B') \), we have

\[
\int_B p(\bar{w}, n, \bar{w}_0 \ldots \bar{w}_{n-1}) \mathbb{P}(d\bar{w}) \leq c^2 \int_B \sum_{(w^1, \ldots, w^k) \in \mathcal{W}^k} p(\tau_{w^1+\ldots+w^k} \bar{w}, n + k, w^1 \ldots w^k \bar{w}_0 \ldots \bar{w}_{n-1}) \mathbb{P}(d\bar{w}),
\]

and similarly,

\[
\int_B \sum_{(w^1, \ldots, w^k) \in \mathcal{W}^k} p(\tau_{w^1+\ldots+w^k} \bar{w}, n + k, w^1 \ldots w^k \bar{w}_0 \ldots \bar{w}_{n-1}) \mathbb{P}(d\bar{w}) \leq c^2 \int_B p(\bar{w}, n, \bar{w}_0 \ldots \bar{w}_{n-1}) \mathbb{P}(d\bar{w}).
\]

Since the set of cylinders is countable, this proves the lemma. \( \square \)

We say that the process is reversible if \( \mathcal{W} \) is symmetric (i.e. \( -w \in \mathcal{W} \) for all \( w \in \mathcal{W} \)) and, for \( \mathbb{P} \)-a.e. \( \bar{w} \in \Omega \), all \( n \geq 0 \) and all \( \bar{w} \in \mathcal{W}^N \):

\[
p(\bar{w}, n, w_0 \ldots w_{n-1}) = p(\tau_{w_0+\ldots+w_{n-1}} \bar{w}, n, -w_{n-1}, \ldots, -w_0).
\]

Note that this definition of reversibility is more akin to the one used in Dynamical Systems than the one used in Markov processes (the self-adjointness of the generator). However it does have relevant implications.

Lemma 4.6. If the process is reversible, then \( \mathbb{P}_* \) is \( \mathcal{F}_* \)-invariant. In particular, (Abs) is verified, by Lemma 4.5.
Proof. It suffices to consider a measurable set $B'$ of the form $B' = B \times [\bar{w}_0, \ldots, \bar{w}_{n-1}]$. We have:

$$
\mathbb{P}_* (F_*^{-1} B') = \mathbb{P}_* \left( \bigcup_{w \in \mathcal{W}} \tau_{-w}(B) \times [w, \bar{w}_0, \ldots, \bar{w}_{n-1}] \right)
$$

$$
= \sum_{w \in \mathcal{W}} \int_{\tau_{-w}(B)} p(\bar{\omega}, n + 1, w, \bar{w}_0, \ldots, \bar{w}_{n-1}) \mathbb{P}(d\bar{\omega})
$$

$$
= \sum_{w \in \mathcal{W}} \int_B p(\tau_{-w}\bar{\omega}, n + 1, w, \bar{w}_0, \ldots, \bar{w}_{n-1}) \mathbb{P}(d\bar{\omega})
$$

$$
= \sum_{w \in \mathcal{W}} \int_B p(\tau_{(\bar{w}_0 + \cdots + \bar{w}_{n-1})}\bar{\omega}, n + 1, -\bar{w}_{n-1}, \ldots, -\bar{w}_0, -w) \mathbb{P}(d\bar{\omega})
$$

$$
= \int_B p(\bar{\omega}, n, \bar{w}_0, \ldots, \bar{w}_{n-1}) \mathbb{P}(d\bar{\omega}) = \mathbb{P}_*(B').
$$

Remark 4.7. Lemma 4.5 suggests that (Abs) may be too strong. Yet, there are simple models (e.g. Sinai walk, see Example 1 in Section 5.2) for which there does not exist an invariant probability measure absolutely continuous with respect to $\mathbb{P}_*$. Hence some condition is necessary.

As common for random walks, we require an ellipticity assumption:

(Ell): There exist $\gamma_0 > 0$ and $n_* \geq 0$ such that for $\mathbb{P}_*$-a.e. $\bar{\omega} \in \Omega$, all $n \geq n_*$ and all $\bar{w} \in \mathcal{W}^N$,

$$
\mathbb{P}_* (\bar{\omega} n | \bar{w}_0 \ldots \bar{w}_{n-1}) \geq \gamma_0.
$$

Next, we state an ergodicity assumption on the probability measure $\mathbb{P}$:

(Pro): Let $\mathcal{V}(\mathcal{W}) = \{ z \in \mathbb{Z}^d : z = w_0 + \cdots + w_{n-1}, n \in \mathbb{N}, w_i \in \mathcal{W} \}$. We assume that $G = \mathcal{V}(\mathcal{W})$ is an additive group and that $\mathbb{P}$ is ergodic with respect to the action of $G$.

Remark 4.8. It might not be necessary to assume that $\mathcal{V}(\mathcal{W})$ is a group, but we will not pursue this direction, as the examples we have in mind satisfies the above assumption: e.g., $\mathcal{V}(\mathcal{W})$ is an additive group whenever $\mathcal{W}$ is symmetric. We leave to the interested reader possible weakening of property (Pro). We nevertheless mention that a closer look at the proof of Theorem 4.9 reveals that it remains valid if $\mathbb{P}$ is ergodic for each translation $\tau_z$, $z \in \mathbb{Z}^d$, $z \neq 0$ (for instance if $\mathbb{P}$ is mixing when $d = 1$, or if $\mathbb{P}$ is i.i.d. when $d > 1$), without any extra assumption on $\mathcal{W}$.

4.3. A few basic results.

The above assumptions are justified by the following Theorem. The rest of the section is devoted to its proof.

Theorem 4.9. Suppose that the conditions (Pos), (Exp), (Abs), (Ell) and (Pro) hold. Then there exists a unique $F_*-$invariant probability measure $\mathbb{Q}_*$ equivalent to $\mathbb{P}_*$ and the dynamical system $(\Omega_*, F_*, \mathbb{Q}_*)$ is ergodic. In particular, we have

$$
\lim_{n \to \infty} \frac{z_n}{n} = V,
$$
\( P_\ast \)-a.s., with \( V = \int_{\Omega} \varphi dQ_\ast \in \mathbb{R}^d \).\(^7\)

**Remark 4.10.** If \( P_\ast \) is invariant, then

\[
V = \int_{\Omega} \varphi dP_\ast = \sum_{w \in \mathcal{W}} w \int_{\Omega} p(\bar{w}, 1, w) P(d\bar{w}).
\]

As a simple but important consequence, we deduce the recurrence in 1-d:

**Corollary 4.11.** Under the conditions of the above theorem, if \( d = 1 \) and \( V = 0 \), then the process \((z_n)\) is recurrent: \( z_n = 0 \) infinitely often, \( P_\ast \)-a.s.

**Proof of Corollary 4.11.** We refer to [27] for a nice survey on the recurrence of cocycles. Since \((\Omega_\ast, \mathcal{F}_\ast, Q_\ast)\) is ergodic by Theorem 4.9 when \( d = 1 \), the walk is recurrent if \( V = 0 \), see [1] or [27, Theorem 3]. Note that this result for recurrence of cocycles is stated for invertible dynamical systems, but it can be extended to non-invertible systems using the natural extension, see for instance [15, Appendix B]. \( \square \)

**Remark 4.12.** When \( d = 2 \) and \( V = 0 \), if \((z_n)\) satisfies an annealed central limit theorem, i.e. if \( \frac{1}{\sqrt{n}} z_n \) converges in law to a Gaussian distribution under the probability measure \( Q_\ast \), then the process \((z_n)\) is recurrent by the results of Conze [4] and Schmidt [26].

From now on and till the end of the section we will assume conditions \((\text{Pos})\), \((\text{Exp})\), \((\text{Abs})\), \((\text{Ell})\) and \((\text{Pro})\) if not explicitly stated otherwise.

To prove Theorem 4.9, we will analyze the properties of the transfer operator \( \mathcal{L}_\ast \) associated to \( \mathcal{F}_\ast \) with respect to \( P_\ast \). More precisely, we will show that the operator \( \mathcal{L}_\ast \) enjoys some regularization properties on a space of Hölder functions. We first define the usual separation time on \( \mathcal{W}_N \) by

\[
s(\bar{w}, \bar{w}') = \inf\{ n \geq 0 : \bar{w}_n \neq \bar{w}'_n \},
\]

and for \( 0 < \nu < 1 \), the metric \( d_\nu(\bar{w}, \bar{w}') = \nu^{s(\bar{w}, \bar{w}')} \) on \( \mathcal{W}_N \).

For a measurable function \( f : \Omega \times \mathcal{W}_N \rightarrow \mathbb{C} \), we set:

\[
\|f\|_\infty = \text{ess sup}_{\bar{w} \in \Omega} \sup_{\bar{w}' \in \mathcal{W}_N} |f(\bar{w}, \bar{w}')|,
\]

\[
|f|_\nu = \text{ess sup}_{\bar{w} \in \Omega} \sup_{\bar{w}' \neq \bar{w}'} \frac{|f(\bar{w}, \bar{w}) - f(\bar{w}, \bar{w}')|}{d_\nu(\bar{w}, \bar{w}')},
\]

and define

\[
\mathcal{H}_\infty = \{ f : \Omega \times \mathcal{W}_N \rightarrow \mathbb{C} : \|f\|_\infty < \infty \},
\]

\[
\mathcal{H}_\nu = \{ f : \Omega \times \mathcal{W}_N \rightarrow \mathbb{C} : \|f\|_\nu := \|f\|_\infty + |f|_\nu < \infty \}.
\]

The space \( \mathcal{H}_\nu \) is a Banach algebra. The following result about density of \( \mathcal{H}_\nu \) is based on very classical ideas, but we include it here for completeness:

**Lemma 4.13.** For any function \( \varphi \in L^1(P_\ast) \), there exists \((\varphi_\epsilon)_\epsilon \subset \mathcal{H}_\nu \) such that \( \varphi_\epsilon \rightarrow \varphi \) in \( L^1(P_\ast) \). Moreover, if \( \varphi \) is bounded, \((\varphi_\epsilon)_\epsilon \) can be chosen such that \( \sup_{\epsilon} \|\varphi_\epsilon\|_\infty < \infty \).

\(^7\) Recall that \( \varphi(\bar{w}, \bar{w}) = \bar{w}_0 \).
Proof. We first consider the case where \( \varphi = 1_B \) is the indicator function of a measurable set \( B \subset \Omega_* \). We endow \( \Omega_* \) with the metric \( d_*((\bar{\omega}, \bar{w}), (\bar{\omega}', \bar{w}')) = d_Q(\bar{\omega}, \bar{\omega}') + d_v(\bar{w}, \bar{w}') \), where \( d_Q \) is any metric defining the product topology on \( Q \). The metric \( d_* \) defines the topology on \( \Omega_* \). For any open set \( O \subset \Omega_* \), we define

\[
\varphi_{k,O}(\bar{\omega}, \bar{w}) = \min\{k d_*(\bar{\omega}, \bar{w}), \Omega_\setminus O \}, 1\}
\]

We clearly have \( 0 \leq \varphi_{k,O} \leq \varphi_{k+1,O} \leq 1 \), and \( \lim_k \varphi_{k,O}(\bar{\omega}, \bar{w}) = 1_{O}(\bar{\omega}, \bar{w}) \) for all \((\bar{\omega}, \bar{w}) \in \Omega_* \). The function \( \varphi_{k,O} \) is clearly Lipschitzian with respect to the metric \( d_* \), which also implies that \( \varphi_{k,O} \in H_* \). Since \( P_* \) is a probability measure on the compact metric space \( \Omega_* \), it is outer regular, see [25, Theorem 2.17]: for any Borel set \( B \subset \Omega_* \) and any \( \epsilon > 0 \), there exists an open set \( O_{\epsilon} \subset \Omega_* \) such that \( B \subset O_{\epsilon} \) and \( P_*(O_{\epsilon} \setminus B) \leq \epsilon \). By the dominated convergence theorem

\[
\lim_{k \to \infty} \int_{\Omega_*} |\varphi_{k,O} - 1_{O_*}| \, dP_* = 0.
\]

We choose \( k_{\epsilon} \geq 0 \) such that \( \int_{\Omega_*} |\varphi_{k_{\epsilon},O} - 1_{O_*}| \, dP_* \leq \epsilon \) and set \( \varphi_\epsilon = \varphi_{k_{\epsilon},O} \). By the above arguments, we have \( \varphi_\epsilon \in H_\nu \), \( \|\varphi\|_\infty \leq 1 \), and

\[
\|\varphi_\epsilon - 1_B\|_{L^1(P_*)} \leq \|\varphi - 1_{O_*}\|_{L^1(P_*)} + P_*(O_{\epsilon} \setminus B) \leq 2\epsilon,
\]

which proves the convergence in \( L^1(P_*) \). Next, assume \( \varphi \in L^\infty \). Without loss of generality we can assume \( \varphi \geq 0 \) and \( \|\varphi\|_\infty = 2 \). Let \( B_1 = \{\xi \in \Omega_* : \varphi(\xi) \geq 1\} \) and

\[
B_k = \left\{\xi \in \Omega_* : \varphi(\xi) \geq 2^{-k} + \sum_{j=0}^{k-1} 1_{B_j} 2^{-j}\right\}.
\]

By construction \( \|\varphi - \sum_{j=0}^{k-1} 1_{B_j} 2^{-j}\|_\infty \leq 2^{-k} \), hence we can use the above approximations of the characteristic functions to approximate \( \varphi \) in \( L^1 \) with a sequence with norm bounded by 2. The case \( \varphi \in L^1 \) can be obtained by approximation by bounded functions.

Next, we state a useful technical lemma.

Lemma 4.14. Under assumptions \( (\text{Pos}) \), \( (\text{Exp}) \) and \( (\text{Ell}) \) there exists \( \gamma_* \in L^\infty(\Omega, P), \gamma_* > 0 \) such that, for all \( n > n_* \) and \( \bar{w} \in \mathcal{W}_n \), we have

\[
\gamma_*(\omega) \leq \frac{p(\bar{\omega}, n, \bar{w}_0 \ldots \bar{w}_{n-1})}{p(\tau_{\bar{\omega}} \bar{\omega}, n-1, \bar{w}_1 \ldots \bar{w}_{n-1})} \leq \gamma_*(\omega)^{-1}
\]
Proof. For all $n > n_*$, we have

$$\frac{p(\bar{\omega}, n, \bar{w}_0 \ldots \bar{w}_{n-1})}{p(\tau_{\bar{w}_0} \bar{\omega}, n-1, \bar{w}_1 \ldots \bar{w}_{n-1})} = \frac{p(\bar{\omega}, n, \bar{w}_0 \ldots \bar{w}_{n-1})}{p(\tau_{\bar{w}_0} \bar{\omega}, n-1, \bar{w}_1 \ldots \bar{w}_{n-1})} \cdot \frac{p(\bar{\omega}, n-1, \bar{w}_0 \ldots \bar{w}_{n-2})}{p(\tau_{\bar{w}_0} \bar{\omega}, n-1, 1, \bar{w}_1 \ldots \bar{w}_{n-1})}
\geq \frac{\mathbb{P}(\bar{w}_{n-1} | \bar{w}_0 \ldots \bar{w}_{n-2})}{\mathbb{P}(\tau_{\bar{w}_0} \bar{\omega}, n-1, \bar{w}_1 \ldots \bar{w}_{n-1})} \cdot \frac{p(\bar{\omega}, n-1, \bar{w}_0 \ldots \bar{w}_{n-2})}{p(\tau_{\bar{w}_0} \bar{\omega}, n-1, \bar{w}_1 \ldots \bar{w}_{n-1})} \cdot \frac{p(\bar{\omega}, n, 1, \bar{w}_0 \ldots \bar{w}_{n-2})}{p(\tau_{\bar{w}_0} \bar{\omega}, n, 1, \bar{w}_1 \ldots \bar{w}_{n-2})} \cdot \frac{C_\# \nu^n}{C_\# \nu^n} \cdot \frac{1}{\mathbb{P}(\tau_{\bar{w}_0} \bar{\omega}, n-1, \bar{w}_1 \ldots \bar{w}_{n-1})} \cdot \frac{1}{\mathbb{P}(\tau_{\bar{w}_0} \bar{\omega}, n, \bar{w}_1 \ldots \bar{w}_{n-2})}
\geq \prod_{j=n_*+1}^{n} \left(1 - C_\# \gamma_0^{-1} \nu^n\right) \frac{p(\bar{\omega}, n, 1, \bar{w}_0 \ldots \bar{w}_{n-2})}{p(\tau_{\bar{w}_0} \bar{\omega}, n-1, \bar{w}_1 \ldots \bar{w}_{n-2})}
\geq \prod_{j=n_*+1}^{n} \left(1 - C_\# \gamma_0^{-1} \nu^n\right) \frac{p(\bar{\omega}, n, 1, \bar{w}_0 \ldots \bar{w}_{n-2})}{p(\tau_{\bar{w}_0} \bar{\omega}, n-1, \bar{w}_1 \ldots \bar{w}_{n-2})}
$$

where we have used (\text{Exp}) at the third line and (\text{Ell}) at the last line. The lower bound follows then by (\text{Pos}), provided that $C_\# \gamma_0^{-1} \nu^n < 1$, which we can always ensure by eventually redefining $n_*$. The upper bound can be established similarly.\footnote{Note however that (\text{Ell}) is not needed to prove the upper bound.}

\end{proof}

\begin{remark}
Note that a slight strengthening of (\text{Pos}) would imply that $\gamma_*$ can be chosen to be constant.\footnote{That is, one could ask, for all $n > n_*$, $\inf_{\bar{\omega} \in \Omega} p(\bar{\omega}, n, \bar{w}_0 \ldots \bar{w}_{n-1}) > 0$, which holds in all the example we have in mind.} Then Lemma 4.14 would imply: for each $k \in \mathbb{N}$, there exists $C_k > 0$ such that for $\mathbb{P}$-a.e. $\bar{\omega} \in \Omega$, all $n \geq 0$ and all $\bar{w} \in \mathcal{W}^n$,

$$C_k \leq \sum_{(w_1, \ldots, w_k) \in \mathcal{W}^k} \frac{p(\tau_{(w_1, \ldots, w_k)} \bar{\omega}, n + k, \bar{w}_1 \ldots w_k \bar{w}_0 \ldots \bar{w}_{n-1})}{p(\bar{\omega}, n, \bar{w}_0 \ldots \bar{w}_{n-1})} \leq C_k.
$$

Hence the all point of (\text{Abs}) rests in the uniformity with respect to $k$.

We now define what will turn out to be the potential associated to $\mathcal{L}_\bar{\omega}$,

\begin{lemma}
There exists a measurable function $J : \Omega \times \mathcal{W}^n \rightarrow \mathbb{R}^+$ such that for all $n \geq 0$

$$\text{(4.3) \quad ess\ sup \sup_{\bar{\omega} \in \Omega, \bar{w} \in \mathcal{W}^n} \left| \frac{p(\bar{\omega}, n, \bar{w}_0 \ldots \bar{w}_{n-1})}{p(\tau_{\bar{w}_0} \bar{\omega}, n-1, \bar{w}_1 \ldots \bar{w}_{n-1})} - J(\bar{\omega}, \bar{w}) \right| \leq C_\# \nu^n.}
$$

Moreover, $J$ belongs to $\mathcal{H}_\nu$, and $J(\bar{\omega}, \bar{w}) > 0$ for $\mathbb{P}$-a.e $\bar{\omega} \in \Omega$ and all $\bar{w} \in \mathcal{W}^n$.

\end{lemma}
We have to prove that, for all $n \geq n_*$, \( \| J \|_\nu < \infty \) and has thus a limit $J(\bar{\omega}, \bar{w})$. Taking the limit $m \to \infty$ in (4.5), we obtain (4.3) for all $n \geq n_*$. From (4.4), it follows that $\| J \|_\infty < \infty$, which also allows to deduce (4.3) for all $n \geq 0$. The fact that $\| J \|_\nu < \infty$ is a direct consequence of (4.3).

The positivity of $J$ follows then by Lemma 4.14.

Accordingly, log $J$ is Hölder with respect to the usual metric on the shift. Hence it can be seen as a potential of a Gibbs measure. Of course, such a Gibbs measure is random, depending on $\bar{\omega}$, and non translation invariant, but it is a natural generalisation of the usual random walk in random environment situation in which one has a random Markov chain on $\mathcal{W}^N$.

The transfer operator $L_*$ has the following expression:

**Lemma 4.17.** For any $f \in L^1(\mathbb{P}_*)$, we have

$$ (4.6) \quad L_* f(\bar{\omega}, \bar{w}) = \sum_{w \in W} J(\tau_{-w} \bar{\omega}, w \bar{w}) f(\tau_{-w} \bar{\omega}, w \bar{w}). $$

**Proof.** We have to prove that, for all $f \in L^1(\mathbb{P}_*)$ and $g \in L^\infty(\mathbb{P}_*)$,

$$ (4.7) \quad \int_{\Omega_*} f g \, d\mathbb{P}_* = \int_{\Omega_*} L_* f g \, d\mathbb{P}_*, $$
where $L, f$ is given by (4.6). We first assume that both $f$ and $g$ are bounded, and depend only on $(\bar{\omega}, \bar{w}_0, \ldots, \bar{w}_{k-1})$ for some $k \geq 1$. For any $n \geq k$, we have

$$\int_{\Omega} f \circ F^*_n d\mathbb{P}_* = \int_{\Omega} \int_{W^n} f(\bar{\omega}, \bar{w}_0, \ldots, \bar{w}_{k-1}) g(\tau_{\bar{w}_0} \bar{\omega}, \bar{w}_1, \ldots, \bar{w}_k) \mathbb{P}_\omega(d\bar{\omega}) \mathbb{P}(d\bar{w})$$

$$= \int_{\Omega} \sum_{\bar{w}_0, \ldots, \bar{w}_n \in W} p(\bar{\omega}, n + 1, \bar{w}_0 \ldots \bar{w}_n) f(\bar{\omega}, \bar{w}_0, \ldots, \bar{w}_{k-1}) g(\tau_{\bar{w}_0} \bar{\omega}, \bar{w}_1, \ldots, \bar{w}_k) \mathbb{P}(d\bar{\omega})$$

$$= \sum_{\bar{w}_0, \ldots, \bar{w}_n \in W} \int_{\Omega} p(\tau_{\bar{w}_0} \bar{\omega}, n + 1, \bar{w}_0 \ldots \bar{w}_n) f(\tau_{\bar{w}_0} \bar{\omega}, \bar{w}_0, \ldots, \bar{w}_{k-1}) g(\tau_{\bar{w}_0} \bar{\omega}, \bar{w}_1, \ldots, \bar{w}_k) \mathbb{P}(d\bar{\omega})$$

$$= \int_{\Omega} \left( \sum_{\bar{w} \in W} p(\tau_{\bar{w}} \bar{\omega}, n + 1, \bar{w} \bar{w}_0 \ldots \bar{w}_{n-1}) \right) \left( \sum_{\bar{w} \in W} p(\tau_{\bar{w}} \bar{\omega}, n, \bar{w}_0 \ldots \bar{w}_{n-1}) \right) f(\bar{\omega}, \bar{w}, \bar{w}_0, \ldots) g(\bar{\omega}, \bar{w}) \mathbb{P}(d\bar{\omega}, d\bar{w})$$

where we have used the translation invariance of $\mathbb{P}$ at the third line. Taking the limit as $n \to \infty$ and using Lemma 4.16, we obtain (4.7). The result for general $f$ and $g$ is obtained by approximation.

Define for each $k \geq 1$,

$$J_k(\bar{\omega}, \bar{w}) = \prod_{i=0}^{k-1} J_i(\bar{\omega}, \bar{w}) = \lim_{n \to \infty} \frac{p(\bar{\omega}, n, \bar{w}_0 \ldots \bar{w}_{n-1})}{p(\tau_{\bar{w}_0} \bar{\omega}, n, \bar{w}_0 \ldots \bar{w}_{n-1})}.$$

It is immediate to verify that, for any $f \in L^1(\mathbb{P}_*)$,

$$L_k f(\bar{\omega}, \bar{w}) = \sum_{w^k \in W^k} J_k(\tau_{-w^k} \bar{\omega}, w^k \bar{w}) f(\tau_{-w^k} \bar{\omega}, w^k \bar{w})$$

where, for $w^k = (w_0, \ldots, w_{k-1})$, $\tau_{-w^k} = \tau_{-(w_0 + \cdots + w_{k-1})}$.

We introduce, for $w^k = (w_0, \ldots, w_{k-1}) \in W^k$, the map

$$\psi_{w^k}(\bar{\omega}, \bar{w}) = (\tau_{-w^k} \bar{\omega}, w^k \bar{w}),$$

so that

$$L_k f = \sum_{w^k \in W^k} J_k \circ \psi_{w^k} f \circ \psi_{w^k}.$$  

**Lemma 4.18.** $J_k$ belong to $\mathcal{H}_\nu$ for all $k \geq 1$.

**Proof.** Recall the notation $p_n(\bar{\omega}, \bar{w}) = \frac{p(\bar{\omega}, n, \bar{w}_0 \ldots \bar{w}_{n-1})}{p(\tau_{\bar{w}_0} \bar{\omega}, n, \bar{w}_0 \ldots \bar{w}_{n-1})}$, and set

$$p_{n,k}(\bar{\omega}, \bar{w}) := \frac{p(\bar{\omega}, n, \bar{w}_0 \ldots \bar{w}_{n-1})}{p(\tau_{\bar{w}_0} \bar{\omega}, n - k, \bar{w}_k \ldots \bar{w}_{n-1})} = \prod_{i=0}^{k-1} p_{n-i}(F^*_i(\bar{\omega}, \bar{w})).$$

By Lemma 4.16, we have

$$\left| J(F^*_i(\bar{\omega}, \bar{w})) - p_{n-i}(F^*_i(\bar{\omega}, \bar{w})) \right| \leq C \nu^{n-i},$$

and, consequently, using the inequality

$$\left| \prod_{i=0}^{k-1} a_i - \prod_{i=0}^{k-1} b_i \right| \leq \sum_{i=0}^{k-1} |a_i - b_i| \prod_{j \neq i} \max\{a_j, b_j\},$$
valid for all non-negative sequences \((a_i), (b_i)\), we obtain

\[
|J_k(\bar{w}, \bar{w}) - p_{n,k}(\bar{w}, \bar{w})| \leq C_\# \nu^n \sum_{i=0}^{k-1} \nu^{-i} \prod_{j \neq i} \max\{\|J\|_\infty, \|p_{n-i}\|_\infty\}
\]

\[
= C_k \nu^n.
\]

where \(C_k\) depends only on \(k\), since \(\sup_n \|p_n\|_\infty < \infty\) by \((\text{Abs})\) and \(\|J\|_\infty < \infty\) by Lemma 4.16. The lemma follows immediately. \(\square\)

**Lemma 4.19.** There exists \(C_\# > 0\) such that \(C^{-1}_\# \leq L_k^\#(\bar{w}, \bar{w}) \leq C_\#\) for all \(k \geq 0\), \(\mathbb{P}\)-a.e. \(\bar{w} \in \Omega\) and all \(\bar{w} \in \mathcal{W}^k\).

**Proof.** This is a simple reformulation of \((\text{Abs})\), as

\[
L^\#_k(\bar{w}, \bar{w}) = \sum_{(w_0, \ldots, w_{k-1}) \in \mathcal{W}^k} J_k(\tau_{-(w_0 + \ldots + w_{k-1})}(\bar{w}), w_0 \ldots w_{k-1} \bar{w})
\]

\[
= \lim_{n \to \infty} \sum_{(w_0, \ldots, w_{k-1}) \in \mathcal{W}^k} p(\bar{w}, n, w_0 \ldots w_{n-1}) \tau_{-(w_0 + \ldots + w_{k-1})}(\bar{w}, n - k, w_k \ldots w_{n-1}).
\]

\(\square\)

**Lemma 4.20.** There exist \(C_\# > 0\) and \(\xi \in (0, 1)\) such that for all \(n \geq 0\) and all \(f \in \mathcal{H}_\nu\),

\[
\|L^\#_n f\|_\infty \leq C_\# \|f\|_\infty,
\]

\[
\|L^\#_n f\|_\nu \leq C_\# \xi^n \|f\|_\nu + C_\# \|f\|_\infty.
\]

**Proof.** For \(f \in \mathcal{H}_\nu\), we have

\[
\|L^\#_n f\| \leq \sum_{w^n \in \mathcal{W}^n} J_n \circ \psi_w^n \|f\| \circ \psi_w^n \leq \|f\|_\infty \|L^\#_n \psi w\| \leq C_\# \|f\|_\infty,
\]

by Lemma 4.19. This proves \(\|L^\#_n f\|_\infty \leq C \|f\|_\infty\). We also have, setting \(\eta = \psi_w^n(\bar{w}, \bar{w})\) and \(\eta' = \psi_w^n(\bar{w}, \bar{w}')\)

\[
|L^\#_n f(\bar{w}, \bar{w}) - L^\#_n f(\bar{w}, \bar{w}')| \leq \sum_{w^n \in \mathcal{W}^n} J_n(\eta)\|f(\eta) - f(\eta')\| + |J_n(\eta) - J_n(\eta')|\|f(\eta')\|
\]

\[
\leq \left( \sum_{w^n \in \mathcal{W}^n} J_n(\eta)\|f\|_\nu + \sum_{w^n \in \mathcal{W}^n} |J_n| \|f\|_\infty \right) d_\nu(w^n \bar{w}, w^n \bar{w}')
\]

\[
\leq (L^\#_n \psi(\bar{w}, \bar{w})|f\|_\nu + (\mathcal{W}^n|J_n| \|f\|_\infty) \nu^n d_\nu(\bar{w}, \bar{w}')).
\]

By Lemma 4.19, this shows that, for all \(n \geq 0\) and \(f \in \mathcal{H}_\nu\),

\[
\|L^\#_n f\|_\nu \leq C_\# \nu^n \|f\|_\nu + (1 + (2W)^n\|J_n\|_\nu) \|f\|_\infty
\]

\[
\leq C_\# \nu^n \|f\|_\nu + C_\# \|f\|_\infty.
\]

In particular, \(L^\# : \mathcal{H}_\nu \to \mathcal{H}_\nu\) is a continuous operator.

Take \(k \geq 0\) such that the term \(\bar{\nu} := C_\# \nu^k\) in front of \(\|f\|_\nu\) is strictly less than 1 and set \(\xi = \bar{\nu}^{\frac{k}{r}}\). Writing \(n = qk + r\), with \(0 \leq r < k\), we have, by iterating the previous inequality,

\[
\|L^\#_n f\|_\nu \leq \bar{\nu}^q \|L^\#_k f\|_\nu + C_\# C_k(1 - \bar{\nu}^{-1}) \|f\|_\infty
\]

\[
\leq \bar{\nu}^q \sup_{r < k} \|L^\#_r \mathcal{H}_\nu \to \mathcal{H}_\nu \|f\|_\nu + C_\# \|f\|_\infty
\]

\[
\leq C_\# \xi^n \|f\|_\nu + C_\# \|f\|_\infty.
\]
Lemma 4.21. There exists a continuous projection \( \Pi : L^1(\mathbb{P}_*) \to L^1(\mathbb{P}_*) \) with 
\[ \Pi(L^1(\mathbb{P}_*)) = \ker(\id - \mathcal{L}_*) \]
such that
\[ \frac{1}{n} \sum_{k=0}^{n-1} \mathcal{L}_*^k \to \Pi \]
in the strong operator topology.

Proof. For \( h \in \mathcal{H}_v \), Lemma 4.20 implies that \( \left\{ \frac{1}{n} \sum_{k=0}^{n-1} \mathcal{L}_*^k h \right\}_{n \geq 1} \) is bounded in 
\( L^\infty(\mathbb{P}_*) \). By the Banach-Alaoglu theorem, since \( L^\infty(\mathbb{P}_*) \) is the dual of \( L^1(\mathbb{P}_*) \), the set 
\( \left\{ \frac{1}{n} \sum_{k=0}^{n-1} \mathcal{L}_*^k h \right\}_{n \geq 1} \) is weakly relatively compact in \( L^1(\mathbb{P}_*) \). This holds for 
all \( h \in \mathcal{H}_v \), which is dense in \( L^1(\mathbb{P}_*) \) by Lemma 4.13, and so by the Kakutani-
Yosida theorem \([10, VIII.5.2, 5.3]\), the operators \( \frac{1}{n} \sum_{k=0}^{n-1} \mathcal{L}_*^k \) converge in the strong 
operator topology to the projection \( \Pi \) with range the set of fixed points of \( \mathcal{L}_* \) in 
\( L^1(\mathbb{P}_*) \) and kernel the closure of \( (\id - \mathcal{L}_*)(L^1(\mathbb{P}_*)) \).

Define
\[ h_* = \Pi \mathbb{1} = \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} \mathcal{L}_*^k \mathbb{1}, \]
in \( L^1(\mathbb{P}_*) \). By Lemma 4.21 we have \( \mathcal{L}_* h_* = h_* \). We clearly have 
\( \int_{\Omega} h_* d\mathbb{P}_* = 1 \), and the fact that \( C^{-1}_\# \leq h_* \leq C_\#, \mathbb{P}_*-\text{a.e.} \), is an immediate consequence of Lemma
4.19. Consequently, the probability measure \( \mathbb{Q}_* \) defined by
\[ (4.8) \quad d\mathbb{Q}_* = h_* d\mathbb{P}_* \]
is \( \mathcal{F}_* \)-invariant and equivalent to \( \mathbb{P}_* \).

Next, we show that \( \Pi(L^1(\mathbb{P}_*)) \) is the one-dimensional subspace generated by \( h_* \).
Firstly, we prove a useful inclusion in \( \mathcal{H}_v \).

Lemma 4.22. If \( f \in L^\infty(\mathbb{P}_*) \) and \( \mathcal{L}_* f = f \), then \( f \in \mathcal{H}_v \).\(^{10}\)

Proof. Let \( (\varphi_\epsilon) \in \mathcal{H}_v \) be such that \( ||f - \varphi_\epsilon||_{L^1(\mathbb{P}_*)} = O(\epsilon) \) and \( ||\varphi_\epsilon||_{\infty} = O(1) \), 
such a sequence exists by Lemma 4.13. We have
\[ f = \mathcal{L}_*^nf = \mathcal{L}_*^n \varphi_\epsilon + \mathcal{L}_*^n(f - \varphi_\epsilon) \]
\[ =: \varphi_\epsilon^{(n)} + \gamma_\epsilon^{(n)}. \]
This decomposition satisfies
\[ ||\gamma_\epsilon^{(n)}||_{L^1(\mathbb{P}_*)} = ||\mathcal{L}_*^n(f - \varphi_\epsilon)||_{L^1(\mathbb{P}_*)} \leq ||f - \varphi_\epsilon||_{L^1(\mathbb{P}_*)} = O(\epsilon), \]
and
\[ ||\varphi_\epsilon^{(n)}||_{\nu} \leq ||\mathcal{L}_*^n \varphi_\epsilon||_{\nu} \leq C#_{\#} ||\varphi_\epsilon||_{\nu} + C# ||\varphi_\epsilon||_{\infty} = O(\xi^n ||\varphi_\epsilon||_{\nu} + 1), \]
using Lemma 4.20. If we choose \( n_\epsilon \) such that \( \xi^{n_\epsilon} ||\varphi_\epsilon||_{\nu} = O(1) \) and set \( \widehat{\varphi}_\epsilon = \varphi_\epsilon^{(n_\epsilon)} \)
and \( \gamma_\epsilon = \gamma_\epsilon^{(n_\epsilon)} \), we then have \( f = \widehat{\varphi}_\epsilon + \gamma_\epsilon \) with \( ||\gamma_\epsilon||_{L^1(\mathbb{P}_*)} = O(\epsilon) \) and \( ||\widehat{\varphi}_\epsilon||_{\nu} = O(1) \).

For \( \delta > 0 \), we define
\[ B_{\epsilon, \delta} = \{ |f - \widehat{\varphi}_\epsilon| > \delta \} = \{ |\gamma_\epsilon| > \delta \}, \]
which satisfies \( \mathbb{P}_*(B_{\epsilon, \delta}) \leq \delta^{-1} ||\gamma_\epsilon||_{L^1(\mathbb{P}_*)} \) by Markov’s inequality.

\(^{10}\) That is, there exists an element in the equivalence class of \( f \) that belongs to \( \mathcal{H}_v \).
This implies that there exists \( B = \bar{\omega}, \bar{w}, \bar{w}' \in \mathcal{W}^\mathbb{N} \) such that both \((\bar{\omega}, \bar{w})\) and \((\bar{\omega}, \bar{w}')\) do not belong to \( B_{\varepsilon, \delta} \), we have
\[
|f(\bar{\omega}, \bar{w}) - f(\bar{\omega}, \bar{w}')| = |f_\varepsilon(\bar{\omega}, \bar{w}) - f_\varepsilon(\bar{\omega}, \bar{w}')| + |f_\varepsilon(\bar{\omega}, \bar{w}) - f_\varepsilon(\bar{\omega}, \bar{w}')|
\leq |f_\varepsilon|_d(\bar{w}, \bar{w}') + |f_\varepsilon(\bar{\omega}, \bar{w}) + |f_\varepsilon(\bar{\omega}, \bar{w}')| \\
\leq C d_\varepsilon(\bar{w}, \bar{w}') + 2\delta.
\]
We set \( B_\delta = \bigcap_{k \geq 0} \bigcup_{j \geq k} B_{2^{-j}, \delta} \), which satisfies \( P_*(B_\delta) = 0 \), since
\[
P_* \left( \bigcup_{j \geq k} B_{2^{-j}, \delta} \right) = O \left( \sum_{j \geq k} \|\gamma_{2^{-j}}\|_{L^1(P_*)} \right) = O \left( \sum_{j \geq k} 2^{-j} \right) = o(1).
\]
Thus, \( B = \bigcup_{n \in \mathbb{N}} B_{1/n} \) is also of zero measure and, eventually changing \( f \) on the zero measure set \( B \), we have \( f \in H_\nu \).

We can now prove the main theorem:

**Proof of Theorem 4.9.** The probability measure \( Q_* \), defined by (4.8) is \( F_* \)-invariant and equivalent to \( P_* \). If \( B \subset \Omega \), is a \( F_* \)-invariant set, we have
\[
L_* (\mathbb{1}_B h_*) = L_* (\mathbb{1}_B (F_* h_*)) = \mathbb{1}_B L_* (h_*) = \mathbb{1}_B h_*,
\]
and so \( \mathbb{1}_B h_* \) is a fixed point of \( L_* \) in \( L^\infty(P_*) \). By Lemma 4.22, we have \( \mathbb{1}_B h_* \in H_\nu \), and so \( \mathbb{1}_B = h_*^{-1}(h_*,\mathbb{1}_B) \in H_\nu \). This implies that there exists \( N_B > 0 \) such that \( \mathbb{1}_B(\bar{\omega}, \bar{w}) = \mathbb{1}_B(\bar{\omega}, w_0, \ldots, w_{N_B-1}) \).

By the invariance of \( B \) it follows, for each \( m \geq N_B \),
\[
\mathbb{1}_B(\bar{\omega}, w_0, \ldots, w_{N_B-1}) = \mathbb{1}_B \circ F^m_*(\bar{\omega}, w_0, \ldots, w_{N_B-1})
\]
(4.9)
By (Pro) we can choose \( m \) and \( w_{N_B}, \ldots, w_{m-1} \) such that \( w_0 + \cdots + w_{m-1} = 0 \). It follows that \( \mathbb{1}_B(\bar{\omega}, \bar{w}) = \mathbb{1}_B(\bar{\omega}) \). Then (4.9) implies \( \tau_{w_0 + \cdots + w_{m-1}} \omega, w_m, \ldots, w_{N_B+m-1} \in \mathcal{W}^m \). Accordingly, \( B \) is invariant for the group generated by \( \mathcal{W} \) and, by (Pro) again, it is either of zero or full measure due to ergodicity of \( P \), which concludes the proof.

**Lemma 4.23.** For all \( f \in L^1(P_*) \), we have
\[
\Pi f = \left( \int_{\Omega_*} f \, dP_* \right) h_*.
\]
**Proof.** For each \( \varphi \in L^\infty \) we have
\[
\int_{\Omega_*} \varphi \Pi f \, dP_* \left( \int_{\Omega_*} \varphi \, dP_* \right) h_*.
\]
\[
\int_{\Omega_*} \varphi \Pi f \, dP_* = \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} \int_{\Omega_*} \varphi \, L_k \, f \, dP_* = \int_{\Omega_*} \varphi \, F_k \, f \, dP_*
\]
(4.9)
where, in the second equality, we have used Lebesgue dominated convergence Theorem and, in the second line, we have used the Birkhoff theorem and the ergodicity of \( Q_* \) (and hence of \( P_* \)) established in Theorem 4.9.

\[\text{---} \]
\[\text{\footnotesize 11 Since } h_* \text{ belongs to } H_\nu \text{ by Lemma 4.22 and so does } h_*^{-1} \text{ since } \inf h_* > 0.\]
4.4. Application to deterministic walks in random environment. Deterministic walks in random environment, as presented in Section 3, naturally define random processes as described in the previous subsections. Indeed, if \( \{ (f_\alpha, \mathcal{M}, G_\alpha) \}_{\alpha \in A} \) is a deterministic walk in random environment, where all maps \( f_\alpha \) are non-singular with respect to some reference measure \( m \) on \( \mathcal{M} \), and the initial condition is given by an absolutely continuous probability measure \( d\mu = h_0 dm \), then the probabilities \( p(\bar{\omega}, n, w_0 \ldots w_{n-1}) \) are given by

\[
(4.10) \quad p(\bar{\omega}, n, w_0 \ldots w_{n-1}) = \int_{\mathcal{M}} \mathcal{L}_{\bar{\omega}, z_{n-1}, w_{n-1}} \ldots \mathcal{L}_{\bar{\omega}, z_0, w_0} h_0 dm,
\]
as we have seen in Section 3. Recall that \( w_n = e(\bar{\omega}_{z_n}, x_n) \), where \( (x_n, z_n) = F_n \bar{\omega}(x_0, z_0) \).

Remark 4.24. Note that we have a priori defined two different notions of environment as seen from the particle, in subsections 3.1 and 4.2, but the map \( \Phi : \Omega \times \mathcal{M} \to \Omega \times \mathcal{W}^\mathbb{N} \) defined by \( \Phi(\bar{\omega}, x) = (\bar{\omega}, \bar{w}) \) with \( \bar{w} = (w_n)_n \), is a semi-conjugacy between \( (\Omega \times \mathcal{M}, F) \) and \( (\Omega \times \mathcal{W}^\mathbb{N}, F_*) \), and if the maps \( f_\alpha \) are expansive, it is invertible a.e.

If we are able to check the assumptions (Pos), (Exp), (Abs), (Ell) and (Pro), then Theorem 4.9 applies, and we deduce the existence of a deterministic drift \( V \).

An particular situation, which we have already encountered in Lemma 3.1, occurs when all maps \( f_\alpha \) preserve the same invariant measure \( d\lambda = h_0 dm \), and the set \( G_\alpha \) is deterministic, i.e. \( G_{\alpha, w} = G_w \) does not depend on \( \alpha \in A \). In this case, the measure \( P_* \) on \( \Omega \times \mathcal{W}^\mathbb{N} \) is invariant under \( F_* \), since it is the push-forward of \( P_0 = P \times \lambda \), which is \( F \)-invariant and the condition (Abs) is automatically satisfied by Lemma 4.5.

Remark 4.25. Lemma 3.2 and Remark 4.10 agree, since

\[
\sum_{w \in \mathcal{W}} w \int_{\Omega} p(\bar{\omega}, 1, w) P(d\bar{\omega}) = \sum_{w \in \mathcal{W}} w \int_{\Omega} \int_{\mathcal{M}} \mathcal{L}_{\bar{\omega}, 0, w} h_0 dm \mathcal{P}(d\bar{\omega})
= \sum_{w \in \mathcal{W}} w \int_{\Omega} \int_{\mathcal{M}} \mathcal{L}_{f_* w} \mathbb{1}_{G_w} h_0 dm \mathcal{P}(d\bar{\omega})
= \sum_{w \in \mathcal{W}} w \int_{G_w} h_0 dm
\]

and

\[
\mathbb{E}_0(e \circ \pi) = \int_{\Omega} \int_{\mathcal{M}} e(\pi(\bar{\omega}, x)) h_0(x) m(dx) P(d\bar{\omega})
= \int_{\Omega} \int_{\mathcal{M}} e(\bar{\omega}_0, x) h_0(x) m(dx) P(d\bar{\omega})
= \sum_{w \in \mathcal{W}} w \int_{G_w} h_0 dm.
\]

5. Examples

In this section we discuss several concrete examples of the previous abstract models.
5.1. Lorentz gas as a deterministic walk in random environment. It is easy to verify that the Random Lorentz gas presented in Section 2 is a special example of a deterministic walk in random environment. However the Random Lorentz gas has several special features:

(1) the maps \( f_{\alpha} \) have all the same invariant measure \( \lambda \), the Lebesgue measure;
(2) the set \( \mathcal{G}_\alpha \) is non random, i.e. it does not depend from \( \alpha \);
(3) the associated random process is reversible, in particular \( \lambda(e) = 0 \).

The first two facts are obvious. Let us discuss the third, which we believe to be a key property in this research program (see [30, 31, 12, 32] where, in special models, a similar property is instrumental in establishing the CLT). The dynamics is reversible under the involution \((q, p) \rightarrow (q, -p)\), which, at the level of the Poincaré map, writing \( x \in \cup_{w \in \mathcal{W}} G_w \) as \( x = (w, s, \theta) \),

\[ i(w, s, \theta, z) = (-w, s, z + w). \]

Also, let \( \pi(w, s, \theta, z) = (w, s, \theta) \) and \( i_1(w, s, \theta) = (-w, s, \theta) \) so that \( i_1 \circ \pi = \pi \circ i \).

Thus, choosing as initial measure the common invariant measure of the Poincaré maps \( h_0 \) (hence \( h_0 \circ i_1 = h_0 \)), we have

\[
\mathbb{P}_\star \{ \{z(1), \ldots, z(n)\} \mid \bar{\omega} \} = \int_{\mathcal{B}} \prod_{k=0}^{n-1} 1_{G_{w(k)}^\circ \pi \circ \mathcal{F}_{\bar{\omega}}^k(x, 0) \circ h_0(x) dx
\]

\[
= \int_{\mathcal{B}} \prod_{k=0}^{n-1} 1_{G_{w(k)}^\circ \pi \circ \mathcal{F}_{\bar{\omega}}^k \circ i(i_1(x), e(x)) h_0(x) dx
\]

\[
= \int_{\mathcal{B}} \prod_{k=0}^{n-1} 1_{G_{w(k)}^\circ \pi \circ \mathcal{F}_{\bar{\omega}}^{-k}(x, -e(x)) h_0(x) dx
\]

\[
= \int_{\mathcal{B}} \prod_{k=0}^{n-1} 1_{G_{-w(k)}^\circ (f_{\bar{\omega}_z}^{-1}(k) \circ \cdots \circ f_{\bar{\omega}_z}^{-1}(1)(x)) h_0(x) dx,
\]

where, in the third line, we have used the invariance of the measure with respect to \( i_1 \) and the relation \( e(i_1(x)) = -e(x) \); while, in the last line, we have used the formula

\[ \mathbb{P}_\star \{ \{z(1), \ldots, z(n)\} \mid \bar{\omega} \} = \int_{\mathcal{B}} \prod_{k=0}^{n-1} 1_{G_{-w(k)}^\circ (f_{\bar{\omega}_z}^{-1}(k) \circ \cdots \circ f_{\bar{\omega}_z}^{-1}(1)(x)) h_0(x) dx.
\]

Then, setting \( \hat{w}(k) = -w(n-1-k) \), \( \hat{z}(k) = \sum_{j=0}^{k-1} \hat{w}(j) \) and \( \bar{\omega} = \tau_{z(n)} \hat{\bar{\omega}} \),

\[
\mathbb{P}_\star \{ \{z(1), \ldots, z(n)\} \mid \bar{\omega} \} = \int_{\mathcal{B}} \prod_{k=0}^{n-1} 1_{G_{\bar{\omega}_z}^\circ (f_{\bar{\omega}}^{-1}(k) \circ \cdots \circ f_{\bar{\omega}}^{-1}(1)(x)) h_0(x) dx
\]

\[
= \mathbb{P}_\star \{ \{\hat{z}(n-1), \ldots, \hat{z}(0)\} \mid \tau_{z(n)} \hat{\bar{\omega}} \).
\]

Note that \( \hat{z}(k) = z(n-k) - z(n) \). Which is the reversibility of the random process. In particular Lemma 4.6 applies.

Footnotes:

12 The curvilinear coordinate \( s \) is chosen such that the segments \( s \rightarrow (w, s) \) and \( s \rightarrow (-w, s) \), \( w \neq 0 \) go in the same direction.

13 Recall that we are considering the case of deterministic gates, although the following consideration easily extend to the general case. In particular, \( e \) is a function of \( x \) only, and we have \( e(w, s, \theta) = w \).
The Lorentz gas has a dynamics that is hard to study. To make further progresses let us consider simpler local dynamics.

5.2. Markovian models. To try to get a better feeling for the difficulties involved in studying the above questions, let us try to invent a model stripped of all the technical difficulties present in the Lorentz gas dynamics. For simplicity let us discuss the case $d = 1$, although similar considerations hold in any higher dimensional lattice. To simplify the dynamics $f$ in (2.3) let us suppose that it is a map from $[0, 1]$ to itself. Hence the map $F_\omega$ acts on $[0, 1] \times \mathbb{Z}$. Also, we assume that the environment is a random variable distributed according to a Bernoulli product measure over the space $\Omega = A^Z = \{-1, 1\}^Z$.

**Example 1.** The dynamics is defined by the map $f_\alpha(x) = 4x \mod 1$ for $\alpha \in A$, with $G_{-1,-1} = [0, 1/4]$, $G_{-1,+1} = [1/4, 1]$ and $G_{+1,-1} = [0, 3/4]$, $G_{+1,+1} = [3/4, 1]$.

**Remark 5.1.** Here we are considering a more general situation than the one described for the Lorentz gas insofar also the gates are random. This is indeed the general case also for the Lorentz gas. We considered the case of deterministic gates only to simplify the exposition.

Also, we consider the initial distribution $h_0 = 1$. Then an elementary computation shows that

$$
P_\ast(z(n+1) - z(n) = \pm 1 \mid \tilde{\omega}, z(n), \ldots, z(0)) = \left| G_{\tilde{\omega}(z(n), \pm 1} = \frac{1}{2} + \frac{\tilde{\omega} z(n)}{4}.

This is an example of Sinai’s walk, hence we do not have the classical CLT.

**Example 2.** Assume that $G_{\alpha,-1} = G_{-1} = [0, 1/2]$ and $G_{\alpha,+1} = G_{+1} = (1/2, 1]$ for any $\alpha$ and the maps are defined by

\[
f_{-1}(x) = \begin{cases} \frac{2x}{4x} & \text{mod 1} \quad x \in [0, 1/4] \\ \frac{2x - 1}{2x} & x > 3/4. \end{cases}
\]

Again we consider the initial distribution $h_0 = 1$. Denote by $L_{\alpha,w}$ the operator $L_{\alpha,w}(\phi) = L \phi (L_{G_{\alpha}} \phi)$. The two dimensional vector space $V = \{a_{-1} \mathbb{1}_{G_{-1}} + a_{+1} \mathbb{1}_{G_{+1}} : a_{-1}, a_{+1} \in \mathbb{R}\}$ is left invariant by the operators $\{L_{\alpha,w}\}_{\alpha,w}$. Since $h_0 \in V$, this allows to compute the transition probabilities by using formula (3.2). If $\phi = a_{-1} \mathbb{1}_{G_{-1}} + a_{+1} \mathbb{1}_{G_{+1}}$, a direct computation shows that $L_{\alpha,w}(\phi) = a_w L_{\alpha,w}(\mathbb{1})$, and thus $L_{\alpha,w} L_{\alpha,w}(\phi) = a_w L_{\alpha,w} L_{\alpha,w}(\mathbb{1})$. For any $\tilde{\omega}$ and $z(1), \ldots, z(n), z(n+1)$, denote by $\alpha_k = \tilde{\omega} z(k)+w(k)$ and $w_k = w(k) = z(k+1) - z(k)$. We have

$$
P_\ast(z(1), \ldots, z(n) \mid \tilde{\omega}) = \int L_{\alpha_{k-1}\ldots\alpha_{k-n-1},w_{k-1}\ldots,w_0}(\mathbb{1})

Set $\phi = L_{\alpha_{n-2}\ldots\alpha_{0},w_{n-2}\ldots,w_0}(\mathbb{1}) = a_{-1} \mathbb{1}_{G_{-1}} + a_{+1} \mathbb{1}_{G_{+1}} \in V$. We have

$$
P_\ast(z(1), \ldots, z(n) \mid \omega) = \int L_{\alpha_{n-1},w_{n-1}, w_{n-2}\ldots,w_0}(\mathbb{1})

and

$$
P_\ast(z(1), \ldots, z(n), z(n+1) \mid \tilde{\omega}) = a_{w_{n-1}} \int L_{\alpha_{n-1},w_{n-1}, w_{n-2}\ldots,w_0}(\mathbb{1}).
It follows that
\[
P_\omega(z(n+1) | z(1), \ldots, z(n), \omega) = \frac{\int \mathcal{L}_{\alpha_n \omega_n} \mathcal{L}_{\alpha_{n-1} \omega_{n-1}} 1}{\int \mathcal{L}_{\alpha_{n-1} \omega_{n-1}} 1}
\]
which is a function of \(z(n-1), z(n)\) and \(z(n+1)\) only. We have obtained a persistent random walk, that is a walk where the transition probability depends not only on the current position of the particle but also on its previous position.

**Initial conditions.** A natural question that arises at this point is what happens if one starts by a different initial measure. A moment thought shows that this is a non trivial issue. For instance, in the first example, there exists a Cantor set if one starts by a different initial measure. A moment thought shows that this is a moment.

**Remark 5.2.** The above examples (among other obvious limitations) are unreasonable in one key aspect: their Markov structure. It is inevitable to ask what happens when the Markov structure is absent (as for billiards). The next section is devoted to investigating such a situation.

6. **Non-Markovian examples: general discussion**

We now consider a model of \(d\)-dimensional deterministic random walk in random environment \(A = \{(f_\alpha, \mathcal{M}, G_\alpha)\}_{\alpha \in A}\) for a finite set \(A\), where \(\mathcal{M} = [0, 1]\), all maps \(f_\alpha : [0, 1] \to [0, 1]\) are piecewise \(C^2\) and uniformly expanding (i.e. \(|f'_\alpha| \geq \lambda > 1\)), and the partitions \(G_\alpha = \{G_{\alpha, w}\}_{w \in W}\) are made of subintervals of \([0, 1]\), for a given bounded subset \(W \subset \mathbb{Z}^d\).

Let \(P\) be a translation invariant probability on the set \(\Omega = A^{\mathbb{Z}^d}\). For a given environment \(\omega \in \Omega\), we have the dynamics \(F_\omega(\cdot, \cdot) : \mathcal{M} \times \mathbb{Z}^d \to \mathcal{M} \times \mathbb{Z}^d\) given by
\[
F_\omega(x, z) = (f_{\omega_{x+e(\omega, z)}}(x), z + e(\omega, z, x)),
\]
where \(e(\alpha, x) = \sum_{w \in W} 1_{G_{\alpha, w}}(x) w\).

We are interested in the quenched evolution, \((x_n, z_n) = F^n_\omega(x_0, z_0)\), of such a system when the initial condition \(x_0\) is distributed according to the probability measure
\[
\mu(\varphi) = \int_0^1 \varphi(x, 0) h_0(x) \, dx
\]
for some \(h_0 \in BV\), with \(\inf h_0 > 0\).

Recall the definition of the probability measure \(P_\omega\) and the dynamical system \((\Omega_\omega, F_\omega)\) of the point of view of the particle, from Section 4.
Our goal is to reduce the study of this model to a probabilistic one. To this end we need some technical conditions.

6.1. Conditions (C1), (C2), (C3).
Let \( T = \{ f_\alpha \}_{\alpha \in A} \) be a finite set of maps on \([0,1]\), and \( \mathcal{H} \) be the (finite) set of all the possible intervals of the partitions, i.e. \( \mathcal{H} = \{ G_{\alpha,w} \}_{w \in \mathcal{W}, \alpha \in A} \).

**Notation.** The set \( T \times H \) is canonically isomorphic to \( \Sigma = A \times (A \times \mathcal{W}) \), with correspondence \( \rho : \Sigma \to T \times H \) given, for \( \sigma = (\alpha, \beta) \), by \( \rho(\sigma) = (f_\alpha, G_\beta) \). Hence, we can use the notation \( (T_\sigma, H_\sigma) = (f_{\pi_1 \circ \rho^{-1}(\sigma)}, G_{\pi_2 \circ \rho^{-1}(\sigma)}) \), \( \pi_1(\alpha, \beta) = \alpha \) and \( \pi_2(\alpha, \beta) = \beta \). We will often write \( \Sigma = T \times H \).

Let \( \tau : \Sigma^\mathbb{N} \to \Sigma^\mathbb{N} \) be the unilateral shift. We denote \( T_\sigma^n = T_{\sigma_n} \circ \ldots \circ T_{\sigma_1} \) and \( H_\sigma^n = \bigcap_{j=0}^{n-1} (T_\sigma^j)^{-1}(H_{\sigma_{j+1}}) \).

Let \( \mathcal{L}_{\sigma_k} \) be the transfer operator of the map \( T_{\sigma_k} \) with respect to the Lebesgue measure, i.e.

\[
\mathcal{L}_{\sigma_k} f(x) = \sum_{T_{\sigma_k} y = x} \frac{f(y)}{|T_{\sigma_k}(y)|}.
\]

We set \( \hat{\mathcal{L}}_{\sigma_k} f = \mathcal{L}_{\sigma_k}(f 1_{H_{\sigma_k}}) \) and \( \hat{\mathcal{L}}_\sigma^n = \hat{\mathcal{L}}_{\sigma_n} \circ \ldots \circ \hat{\mathcal{L}}_{\sigma_1} \). We can write \( \hat{\mathcal{L}}_\sigma^n f(x) = \sum_{T_{\sigma_k} y = x} g^n_\sigma(y) f(y) \), where \( g^n_\sigma = g_\sigma \times \ldots \times g_\sigma \circ T_{\sigma_n}^{-1} \), with \( g_\sigma = 1_{H_{\sigma_k}} |T_{\sigma_k}| \). Let \( \Theta^{-1} = \inf_{f \in T} \inf_x |T'(x)| \), then \( \|g^n_\sigma\|_\infty \leq \Theta^n \).

We will only consider systems that satisfy

**(C1):** There exists \( \delta_* > 0 \) such that for all \( \sigma_1 \in T \times H \), \( \inf \hat{\mathcal{L}}_{\sigma_1} 1 \geq \delta_* \).

Observe that this condition is satisfied if, for any choice of \( T \) and \( H \), \( T \) admits at least one full branch inside \( H \). By iteration, we also have that \( \inf \hat{\mathcal{L}}_{\sigma}^n 1 \geq \delta_*^n \) for any \( \sigma \in \Sigma^\mathbb{N} \) and \( n \geq 1 \). Next, we define the functionals

\[
\Lambda_\sigma(f) = \lim_{n \to \infty} \inf \frac{\hat{\mathcal{L}}_\sigma^n f}{\hat{\mathcal{L}}_\sigma^n 1}.
\]

This limit exists since the sequence is increasing and bounded. Indeed,

\[
\inf \frac{\hat{\mathcal{L}}_\sigma^{n+1} f}{\hat{\mathcal{L}}_\sigma^{n+1} 1} \geq \inf \frac{\hat{\mathcal{L}}_{\sigma_{n+1}}(\hat{\mathcal{L}}_\sigma^n 1 \hat{\mathcal{L}}_\sigma^n f)}{\hat{\mathcal{L}}_{\sigma_{n+1}} 1\hat{\mathcal{L}}_\sigma^n 1} \\
\geq \inf \frac{\hat{\mathcal{L}}_\sigma^n f}{\hat{\mathcal{L}}_\sigma^n 1} \inf \frac{\mathcal{L}_{\sigma_{n+1}}(\hat{\mathcal{L}}_\sigma^n 1)}{\hat{\mathcal{L}}_{\sigma_{n+1}} 1} = \inf \frac{\hat{\mathcal{L}}_\sigma^n f}{\hat{\mathcal{L}}_\sigma^n 1},
\]

and \( -\|f\|_\infty \leq \inf \frac{\hat{\mathcal{L}}_\sigma^n f}{\hat{\mathcal{L}}_\sigma^n 1} \leq \|f\|_\infty \). In particular, for all \( n \geq 0 \), we have

\[
(6.1) \quad \Lambda_\sigma(f) \geq \inf \frac{\hat{\mathcal{L}}_\sigma^n f}{\hat{\mathcal{L}}_\sigma^n 1}.
\]

The \( \Lambda_\sigma \) satisfy the following properties:

- \( \Lambda_\sigma(1) = 1 \);
- \( |\Lambda_\sigma(f)| \leq \|f\|_\infty \);
- \( f \geq g \) implies \( \Lambda_\sigma(f) \geq \Lambda_\sigma(g) \) (monotonicity);
- \( \Lambda_\sigma(\lambda f) = \lambda \Lambda_\sigma(f) \), for \( \lambda > 0 \) (positive homogeneity);
- \( \Lambda_\sigma(f + g) \geq \Lambda_\sigma(f) + \Lambda_\sigma(g) \) (super-additivity);
\( \Lambda_\sigma(f + b) = \Lambda_\sigma(f) + b \) for all \( b \in \mathbb{R} \).

All the above follows immediately from the definition. Note that it is not clear at
the moment if \( \Lambda_\sigma \) is linear or not.

Next, we define

\[
\rho_\sigma = \Lambda_{\tau_\sigma}(\tilde{\varphi}_{\sigma,1}) \; ; \; \rho = \inf_{\sigma \in \Sigma^n} \rho_\sigma.
\]

Let \( Z^\sigma_n \) be the partition of smoothness intervals of \( T^\sigma_n \), and \( \widehat{Z}^\sigma_n \) be the coarsest partition which is finer than \( Z^\sigma_n \) and enjoying the property that the elements of the partition are either disjoint from \( \mathcal{H}_\sigma^\sigma \) or contained in \( H^\sigma_n \).

Let us define the collections of intervals

\[
\begin{align*}
Z^\sigma_{\alpha,\ast} &= \{ Z \in \widehat{Z}^\sigma_n \mid Z \subset H^\sigma_n \}, \\
Z^\sigma_{\alpha,b} &= \{ Z \in Z^\sigma_{\alpha,\ast} \mid \Lambda_\sigma(\mathbb{1}_Z) = 0 \} \\
Z^\sigma_{\alpha,b} &= \{ Z \in Z^\sigma_{\alpha,\ast} \mid \Lambda_\sigma(\mathbb{1}_Z) > 0 \}.
\end{align*}
\]

**Definition 1.** We will call contiguous two elements of \( Z^\sigma_{\alpha,\ast} \) that are either contiguous in the usual sense, or separated by a connected component of \( (H^\sigma_n)^c = \bigcup_{j=0}^{n-1}(T^\sigma_0)^{-1}(H^\sigma_{j+1}) \).

We can now introduce the second condition needed to state our results.

\((C2)\): there exist constants \( K \geq 0 \) and \( \xi \geq 1 \) such that for any \( n \) and \( \sigma \in \Sigma^N \),

at most \( K\xi^n \) elements of \( Z^\sigma_{\alpha,b} \) are contiguous. In addition, \( \theta := \xi\Theta < \min\{\rho, 1\} \). In particular, \( \rho > 0 \).

Let us turn to the third and last condition.

\((C3(N, N'))\): \( \hat{\epsilon}(N, N') := \min_{k \leq N} \inf_{\sigma \in \Sigma^N} \inf_{Z \in Z^\sigma_{\alpha,b}} \min_{x \in [0, 1]} (\mathcal{E}^{N'}_{\sigma}(\mathbb{1}_Z)(x)) > 0. \)

Note that, by \((6.1)\), condition \( C3(N, N') \) implies \( \Lambda_\sigma(\mathbb{1}_Z) \geq \epsilon(N, N') > 0 \) for all \( Z \in Z^\sigma_{\alpha,b} \), \( n \leq N \), and \( \sigma \in \Sigma^N \). This is morally what we need in the following, however in Lemma 9.3 the above more precise condition is used.

We remark also that \( m' \geq m \) implies \( \hat{\epsilon}(n, m') \geq \hat{\epsilon}(n, m) \) and \( n \geq n' \) implies \( \hat{\epsilon}(n, m) \leq \hat{\epsilon}(n', m) \). Thus, setting

\[
\epsilon_*(n) = \min\{\hat{\epsilon}(n, m) : m \geq n, \hat{\epsilon}(n, m) > 0\},
\]

we have \( \epsilon_*(N) > 0 \) if and only if \( (C3(N, N')) \) holds for some \( N' \geq N \). Also if \( \epsilon_*(n) > 0 \), then \( \epsilon_*(n') > 0 \) for all \( n' \leq n \), however \( \epsilon_* \) is not necessarily a decreasing function.

**6.2. The results.**

We now state our main result, whose proof is given in Section 8.

**Theorem 6.1.** There exists an integers \( n_2 \geq 1 \), depending only on the classes \( \mathcal{T} \) and \( \mathcal{H} \), explicitly computable (see Remark 6.2), such that if \( (C1), (C2) \) and \( (C3(n_2, n_3)) \) hold for some \( n_3 \geq n_2 \), then the condition \( (\text{Exp}) \) holds. In particular, the property of loss memory from Lemma 4.3 is verified.

**Remark 6.2.** The definition of \( n_2 \) is a bit cumbersome but explicit: given \( (\mathcal{T}, \mathcal{H}) \) define the constants (see Lemma 9.3 for their meaning)\(^{14}\)

\[
C_n = 3(C + 1) + 2K(3C + 2); \quad C_n = \frac{(3C + 2)(2K\xi + 1)\Theta}{\epsilon_*(n)}
\]

\(^{14}\) Note that \( C_n = \infty \) if \( \epsilon_*(n) = 0 \).
where $C$ is such that $\sqrt{Z} g^n_\sigma \leq C\|g^n_\sigma\|_\infty$ for all $n, \sigma$ and $Z \in Z^n_{\alpha, \sigma}$. Recall the definitions of $\rho$ and $\theta$ from (C2) and define (as in Lemma 9.5) $n_0 = \left\lceil \frac{\ln 4 C^2 \rho^{-1}}{\ln \rho^{-1}} \right\rceil$. If $\epsilon_0(n_0) = 0$, then define $n_2 = n_0$.\footnote{In this case $(C3(n_2, n_3))$ fails for all $n_3 \geq n_2$ and hence Theorem 6.1 does not apply.} If $\epsilon_0(n_0) > 0$, then $C_n \leq \infty$ for all $n \leq n_0$, and we can set (as in Remark 9.9) $a = \max\{1, \frac{15}{11} \max_{i \leq n_0} C_i, 15\}$ and $B = 1 + 2a C_n$ (used in Lemma 9.6). Finally we define (as introduced in Lemmata 9.7, 9.8)

$$n_2 = \left\lceil \frac{\ln 4a B (1 + 2C_{n_0} \rho^{-n_0})}{\ln \theta^{-1} \rho} \right\rceil.$$

According to Remark 6.2, to check the hypothesis of Theorem 6.1 one has first to check (C1), (C2); compute $n_0$ and find $N'$ for which $(C3(n_0, N'))$ holds; use it to compute $n_2$ and look for an $n_3$ for which $(C3(n_2, n_3))$ holds. Given $(T, \mathcal{H})$, this can be rather laborious as we will see in Section 7.

As we already pointed out in Section 5, the choice of the initial condition might play an important role. The following result states that if we restrict ourselves to initial conditions absolutely continuous to Lebesgue, with density in $BV$ bounded uniformly away from 0, this difference is not so important in the sense that for large times, the transition probabilities are exponentially close. For two different initial densities $h_0, h'_0 \in BV$ with inf $h_0 > 0$ and inf $h'_0 > 0$, we denote by $\mathbb{P}_*$ and $\mathbb{P}'_*$ the probability measures corresponding to $h_0$ and $h'_0$ respectively. In section 8 we prove:

**Theorem 6.3.** Under the assumptions of Theorem 6.1, we have for all realisation of the environment $\bar{\omega} \in \Omega$, $n \geq 0$ and all densities $h_0, h'_0$ as above:

$$|\mathbb{P}_*(z(n) \mid z(1), \ldots, z(n-1), \bar{\omega}) - \mathbb{P}'_*(z(n) \mid z(1), \ldots, z(n-1), \bar{\omega})| \leq C_{h_0, h'_0} \nu^n,$$

where $C_{h_0, h'_0} > 0$ depends only on the densities $h_0$ and $h'_0$.

Next, we consider the situation where all maps $f_\alpha$ preserve a common density $h_0 \in BV$ such that inf $h_0 > 0$, and when the partitions $\mathcal{G}_\alpha$ are deterministic, i.e. $G_{\alpha, w} = G_w$ does not depend on $\alpha \in A$. In this situation, the dynamical system $(\Omega_*, \mathcal{F}_*, \mathbb{P}_*)$ is measure-preserving, and so condition (Abs) holds by Lemma 4.5.

**Theorem 6.4.** Under the assumptions of Theorem 6.1, if the maps $f_\alpha$ preserve a common density, the partitions $\mathcal{G}_\alpha$ are deterministic, and if furthermore condition (Pro) of Section 4.2 holds, then the dynamical system $(\Omega_*, \mathcal{F}_*, \mathbb{P}_*)$ is ergodic. In particular, $\mathbb{P}_*$-a.e.,

$$\lim_{n \to \infty} \frac{1}{n} z(n) = \sum_{w \in \mathcal{W}} w \int_{G_w} h_0 dm.$$

**Remark 6.5.** The assumption that the maps all preserve a common measure and that the partitions are deterministic is only used to check the validity of condition (Abs) thanks to Lemma 4.5, and to have an explicit formula for the drift. If for a concrete example, one is able to check (Abs) by any other mean, then Theorem 4.9 applies and there exists $V \in \mathbb{R}^d$ such that $\lim_{n \to \infty} \frac{1}{n} z(n) = V$, $\mathbb{P}_*$-a.s. .

The proofs of Theorem 6.4 will be provided in Section 8.
7. Existence of Non-Markovian examples: $\beta$-maps

To ensure that the hypotheses of Theorem 6.1 are non empty it suffices to verify them in some limiting regime, e.g. when the dynamics has a lot of expansion. This is the aim of the present section. To further simplify things we will limit ourselves to $\beta$ maps, a popular class of dynamical systems.

7.1. General $\beta$-maps. More precisely, we consider the situation where the class of maps is $\mathcal{T} = \{T_{\beta_1}, T_{\beta_2}\}$ for $\beta_2 > \beta_1 > 1$, with $T_{\beta}(x) = \beta x \mod 1$ and the partitions $\mathcal{G}_{\alpha}$ are such that $\mathcal{H} = \{0, \frac{1}{\beta}, \frac{1}{2}, 1\}$. Note that $\mathcal{W}$ is not specified, and $\mathcal{G}_{\alpha}$ can be random.\(^{16}\) For $\sigma \in \Sigma^N = (\mathcal{T} \times \mathcal{H})^N$, we denote by $\beta_{\sigma}$ the value of $\beta$ such that $T_{\sigma_i} = T_{\beta_{\sigma_i}}$. For simplicity, we will fix $\varpi > 1$ and assume that $\beta_1 = \beta$ and $\beta_2 = \varpi \beta$. We will show that assumptions (C1), (C2) and (C3) are verified for a large set of $\beta$. When needed, we will denote by $\mathcal{Z}^n_{\sigma}(\beta)$ the partition of smoothness intervals of $T^n_{\sigma}$, to emphasize the dependence on $\beta$, and similarly for the objects defined in equation (6.3). We will do the same with the subsets of the partition defined in Section 6.

Proposition 7.1. There exists a set $\mathcal{B} \subset (1, \infty)$ and $C > 0$, with $\text{Leb}(\mathcal{B} \cap (1, t)) \leq C \log t$, for $t > 1$, such that the model described above satisfies the assumptions of Theorem 6.1 when $\beta \notin \mathcal{B}$.

The rest of the section is devoted to the proof of Proposition 7.1. It suffices to check conditions (C1), (C2) and (C3) as explained in Remark 6.2.

7.1.1. Condition (C1). This condition is satisfied if every map $T \in \mathcal{T}$ admits at least one full branch inside any interval $H \in \mathcal{H}$. This is the case whenever $\beta \geq 3$.

7.1.2. Condition (C2). We first give a general criterion to check this condition. Let $\mathcal{Z}^n_{\sigma,f}$ be the collection of elements $Z$ in $\mathcal{Z}^n_{\sigma,*}$ such that $T^n_{\sigma}Z = [0, 1]$, and let $\mathcal{Z}^n_{\sigma,u} = \mathcal{Z}^n_{\sigma,*} \setminus \mathcal{Z}^n_{\sigma,f}$.

We call a system $\xi$-full branched, $\xi > 0$, if there exists $K > 0$ such that for all $\sigma \in \Sigma$ and $n$, the number of contiguous elements in $\mathcal{Z}^n_{\sigma,u}$ is less than $K \xi^n$. A system $\xi$-full branched satisfies (C2) with the same $K, \xi$.

Lemma 7.2. Calling $C^n_\sigma$ the maximal number of contiguous elements in $\mathcal{Z}^n_{\sigma,u}$, holds

$$C^n_\sigma \leq 2 \sum_{i=0}^{n-1} (C^{(1)} + 2)^i C^{(1)},$$

where $C^{(1)}$ is the supremum over all $\sigma$ of $C^1_\sigma$.

Proof. The proof is by induction on $n$. Clearly it is true for $n = 1$. Let us suppose it true for $n$. The elements of the partition $\mathcal{Z}^n_{\sigma,*}$ are formed by $\{T^{-1}_{\sigma}Z \cap Z_1\}$ where $Z \in \mathcal{Z}^n_{\tau_{\sigma,*}}$ and $Z_1 \in \mathcal{Z}^1_{\sigma,*}$. Now, if $Z_1 \in \mathcal{Z}^1_{\sigma,f}$, the elements maintain the same nature, i.e. if $Z \in \mathcal{Z}^n_{\tau_{\sigma,f}}$ (resp. $\mathcal{Z}^n_{\tau_{\sigma,u}}$) then $T^{-1}_{\sigma}Z \cap Z_1 \in \mathcal{Z}^{n+1}_{\sigma,f}$ (resp. $\mathcal{Z}^{n+1}_{\sigma,u}$). So we have in $Z_1$ at most $C^n_{\tau_{\sigma}}$ contiguous elements of $\mathcal{Z}^{n+1}_{\sigma,u}$. The only problem arises when a block of contiguous elements ends at the boundary of $Z_1$ since in such a case it can still be contiguous to others elements of $\mathcal{Z}^{n+1}_{\sigma,u}$. Yet, if the contiguous elements of $Z_1$ are in $\mathcal{Z}^1_{\sigma,f}$, then there can be at most a block of length $2C^n_{\tau_{\sigma}}$. One

\(^{16}\)For instance, $\mathcal{W} = \{-1, +1\}$ and whether $[0, \frac{1}{2}]$ and $(\frac{1}{2}, 1]$ correspond to $-1, +1$ or $+1, -1$ respectively is random.
must then analyze what can happen if \( Z_1 \in Z_{\tau,\sigma}^1 \). In this case, a set of contiguous elements can either have only partial preimages in \( Z_1 \), hence we get a shorter group of contiguous elements, or all the group can have preimages. In this last case, the worst case scenario is when the elements contiguous to the groups (that must belong to \( Z_{\tau,\sigma}^n \)) are cut while taking preimages. This means that at most two new contiguous elements can be generated, but in this case the group must end at the boundary of \( Z_1 \). Since there are at most \( C_{\sigma}^1 \) contiguous elements in \( Z_{\tau,\sigma}^1 \), in this way we can generate at most \( C_{\sigma}^1 (C_{\tau,\sigma}^n + 2) \) contiguous elements that, again in the worst case scenario, can be contiguous to two blocks belonging to the neighboring elements in \( Z_{\tau,\sigma}^1 \). Accordingly, \[
C_{\sigma}^{n+1} \leq C_{\sigma}^1 (C_{\tau,\sigma}^n + 2) + 2 C_{\tau,\sigma}^n = (C_{\sigma}^1 + 2) C_{\tau,\sigma}^n + 2 C_{\sigma}^1 \leq 2 \sum_{i=0}^{n} (C^{(1)} + 2)^i C^{(1)},
\]
where we have used the induction hypothesis. \( \square \)

Hence any system is \( \xi \)-full branched with \( \xi = C^{(1)} + 2 \) and \( K = \frac{2 C^{(1)} + 1}{C^{(1)} + 1} \).

Next, we estimate \( \rho \). Remark that \( \rho_{\sigma} \geq \inf \hat{\mathcal{L}}_{\sigma} \mathbb{I} \). Let \( N \) to be the minimal number of full branches of \( T \) inside \( H \) for any \( T \in \mathcal{T} \) and \( H \in \mathcal{H} \),

\[
\hat{\mathcal{L}}_{\sigma} \mathbb{I}(x) = \sum_{T_{\sigma_i} y = x} \mathbb{I}_{H_{\sigma_i}}(y) \frac{1}{|T_{\sigma_i}(y)|} \geq \frac{N}{M},
\]
with \( M = \sup_{T} |T^r(x)| \). Thus \( \rho \geq \frac{N}{M} \), and condition \((C2)\) is satisfied provided \((C^{(1)} + 2) \Theta < \frac{N}{M}\).

For \( \beta \) transformations \( C^{(1)} = 2, \Theta = \beta^{-1}, M = \varpi \beta \) and \( N \geq \lfloor \frac{\varpi}{\beta} \rfloor - 1 \). Thus, remembering \((6.2)\), \( \rho \geq \frac{\lfloor \frac{\varpi}{\beta} \rfloor - 1}{\frac{\varpi}{\beta}} \); \( \xi = 4; \Theta = 4 \beta^{-1}; K = \frac{4}{3} \) and \((C2)\) is satisfied if \( 4 \varpi \beta < \beta (\lfloor \frac{\varpi}{\beta} \rfloor - 1) \), which happens if \( \beta \geq 8 \varpi + 4 \).

### 7.1.3. Condition \((C3)\)

We start with a parameter selection.

**Lemma 7.3.** For each \( m \geq 1 \), there exists a set \( B_m \subset (1, \infty) \) and \( C_m > 0 \) such that \( \text{Leb}(B_m \cap (1, t)) \leq C_m \log t \) for all \( t > 1 \) and if \( 1 < \beta \notin B_m \), then
\[
(7.1)
\forall n \leq m, \ \forall \sigma \in \Sigma^N, \ \forall Z \in Z_{\tau,\sigma}^n(\beta),
T_{\sigma}^{n+1} (Z \cap H_{\sigma}^{n+1}) = [0, 1] \text{ or } T_{\sigma}^{n} Z \subset H_{\sigma}^{n+1}.
\]

This lemma, proven shortly, establishes a dichotomy between good and bad elements of \( Z_{\tau,\sigma}^{n}(\beta) \) when \( \beta \notin B_m \); either \( T_{\sigma}^{n} Z \cap H_{\sigma}^{n+1} \) is large enough to cover \([0, 1]\) after one more iteration if \( Z \) is good, or it is empty if \( Z \) is bad.

**Corollary 7.4.** If \( \beta \notin \bigcup_{k \leq n} B_k \) then \( \hat{\epsilon}(n, n + 1) \geq \frac{1}{(2 \varpi \beta)^{n+1}} \).

**Proof.** By Lemma 7.3, for \( Z \in Z_{\tau,\sigma}^k(\beta), k \leq n, \) we have \( T_{\sigma}^{n+k} (Z \cap H_{\sigma}^{n+k+1}) = T_{\tau_{\sigma + k}}^{n+k}(T_{\sigma + k}^{n+k}(Z \cap H_{\sigma + k}^{n+k+1}) \cap H_{\tau_{\sigma + k}}^{n+k+1}) = [0, 1] \) and then
\[
\hat{\mathcal{L}}_{\sigma}^{n+k} \mathbb{I}_Z(x) = \sum_{T_{\sigma_{\tau+k}} y = x} \mathbb{I}_Z(y) \mathbb{I}_{H_{\sigma_{\tau+k}}^{n+k}}(y) \geq \frac{1}{\sup |(T_{\sigma}^{n+k+1})'|} \geq \frac{1}{(2 \varpi \beta)^{n+1}},
\]
and \( \hat{\mathcal{L}}_{\sigma}^{n+k} \mathbb{I}_Z(x) \leq \mathcal{L}_{\sigma}^{n+k} \mathbb{I}_Z(x) \leq 2^{n+1}, \) since \( \mathcal{L}_{T_{\tau,\sigma}} \mathbb{I}_x(x) \leq 2 \). \( \square \)
Proof of Proposition 7.1. We choose \( B = (1, \beta_0) \cup \bigcup_{k=1}^\beta B_k \) for some \( \beta_0 > 2 \cdot 25^2 \varpi + 1 \). Since \( K = \frac{4}{3} \), we have \( C_* = \frac{25}{3} \). Note that if \( \beta \geq \beta_0 \), then \( \frac{\ln 4\varpi^2}{\ln \theta^{-1}} < 1 \) and, by Remark 6.2, \( n_0 = \inf \{ n \geq 1 : \epsilon_\ast(n) > 0 \} \). But \( \epsilon_\ast(1) \geq (1, 2) \geq (2\varpi \beta)^{-2} \), hence \( n_0 = 1 \). Accordingly, \( C_1 \leq \frac{25}{3} \varpi^2 \beta; \ a \leq \frac{25}{4} \varpi^2 \beta^2 \) and \( B \leq 1 + \frac{25}{10} \varpi^2 \beta^2 \) which yields, for all \( \beta_0 \) large enough,

\[
n_2 = \left[ \frac{\ln 4\alpha B(1 + 2C_1 \rho^{-1})}{\ln \theta^{-1} \rho} \right] \leq \frac{5 \ln \beta + D_1}{\ln \beta - D_2}
\]

for some constants \( D_1 \geq 0 \) depending only on \( \varpi \). We can thus choose \( \beta_0 \) large enough so that \( n_2 \leq 6 \). \( \square \)

The rest of the section is devoted to the proof of Lemma 7.3. The basic idea is to discard the \( \beta \) for which the \( n \)-th iterates of elements of \( \partial \hat{Z}_n(\beta) \) come too close to \( \{0, \frac{1}{2}, 1\} \).

Lemma 7.5. For all \( \sigma \in \Sigma^N \) and \( n \geq 1 \), one has \( T_\sigma(\partial \hat{Z}_n(\beta)) \subset Q_n(\beta) := \{0, 1\} \cup \left( T_n(1), T_n(\frac{1}{2}) \right) / i = 1, \ldots, n, \sigma \in \Sigma^N \} \).

Proof. We proceed by induction, the result being clearly true for \( n = 1 \). Note that \( Q_n(\beta) \cap T_{\sigma,0}(Q_n(\beta)) \subset Q_{n+1}(\beta) \). Since every \( Z \in \hat{Z}_n^{\sigma+1}(\beta) \) is of the form \( Z = Z' \cap (T_{\sigma,0})^{-1}(Z'') \) for \( Z' \in \hat{Z}_n(\beta) \) and \( Z'' \in \hat{Z}_{n,\sigma}^{\sigma}(\beta) \), if \( a \in \partial \hat{Z}_n(\beta) \), then either \( a \in \partial \hat{Z}_n(\beta) \) or \( T_\sigma a \in \partial \hat{Z}_{n,\sigma}^{\sigma}(\beta) \). In the first case, \( T_n^{1+1} a \in T_{\sigma,0}(T_n(\hat{Z}_n(\beta))) \subset Q_{n+1}(\beta) \), and in the second case, \( T_n^{1+1} a \in T_{\sigma,0}(T_n(\hat{Z}_n(\beta))) \subset Q_1(\beta) \subset Q_{n+1}(\beta) \). \( \square \)

We thus see that we need to control all the orbits of 1 and \( \frac{1}{2} \). To this end, for \( x \in (0, 1] \) and \( \sigma \in \Sigma^N \), we introduce the map \( \phi_n^{x, \sigma} : (1, \infty) \to [0, 1] \) defined by \( \phi_n^{x, \sigma}(\beta) = T_n^\sigma(x) \).\(^{18}\) For non negative integers \( i_1, \ldots, i_n \), we define

\[
I_{i_1, \ldots, i_n}^{x, \sigma} = \{ \beta \in (1, \infty) \mid h_{\sigma, i_k - 1}^x(\beta) \} = i_k, \ k = 1, \ldots, n \}.
\]

Note that \( I_{i_1, \ldots, i_n}^{x, \sigma} = \left[ \frac{i_1}{x}, \frac{i_1 + 1}{x} \right) \) if \( \beta_{i_1} = \beta_1 \), \( I_{i_1, \ldots, i_n}^{x, \sigma} = \left[ \frac{i_1}{x}, \frac{i_1 + 1}{x} \right) \) if \( \beta_{i_1} = \beta_2 \), and that in both cases, \( I_{i_1}^{x, \sigma} \subset \left[ \frac{i_1}{x}, \frac{i_1 + 1}{x} \right) \). The family \( \{ I_{i_1, \ldots, i_n}^{x, \sigma} \}_{n \geq 0} \) forms a partition into finitely many (at most \( \lceil \frac{1}{x} \rceil + 1 \)) intervals of \( I_{i_1, \ldots, i_n}^{x, \sigma} \). From the relation \( \phi_{n+1}^{x, \sigma}(\beta) = \phi_{n+1}^{x, \sigma}(\beta) \mod 1 \), we deduce easily by induction:

Lemma 7.6. The map \( \phi_{n+1}^{x, \sigma} \) is \( C^1 \) and strictly increasing on each interval \( I_{i_1, \ldots, i_n}^{x, \sigma} \), and verifies \((\phi_{n+1}^{x, \sigma})'(\beta) \geq \beta^{n-1} \).

Lemma 7.7. For each \( x \in (0, 1] \) and \( n \geq 1 \), there exists \( C_{x,n} > 0 \) and a set \( B_{n,x} \subset (1, \infty) \), with \( \text{Leb}(B_{n,x} \cap (1, t)) \leq C_{x,n} \log t \), such that, if \( \beta \notin B_{n,x} \),

\[
\forall \sigma \in \Sigma^N, \ d(\phi_{n+1}^{x, \sigma}(\beta), (0, 1/2, 1)) > 3 \beta^{-1}.
\]

Proof. Fix \( n \geq 1 \) and \( \sigma \in \Sigma \), and consider \( \beta \in I_{i_1, \ldots, i_n}^{x, \sigma} \). We have \( \beta^{-1} \leq \varpi x i_1^{-1} \) and thus \( d(\phi_{n+1}^{x, \sigma}(\beta), (0, 1/2, 1)) > 3 \varpi x i_1^{-1} \) whenever

\[
(7.2) \quad d(\phi_{n+1}^{x, \sigma}(\beta), (0, 1/2, 1)) > 3 \varpi x i_1^{-1}.
\]

\(^{17}\)Note that we will only consider \( x = \frac{1}{4} \) and \( x = 1 \) in the following.

\(^{18}\)Recall that \( T_\sigma = T_{\beta_1} \), and \( \beta_1 = \beta, \beta_2 = \varpi \beta \).
Define $B_{x,σ}^{i_1}$ to be the set of $β$ in $I_{i_1}^{x,σ}$ which do not satisfy (7.2). By Lemma 7.6, the Lebesgue measure of $B_{x,σ}^{i_1} \cap I_{i_1}^{x,σ}$ is less than $1$ and thus contains at most $C_{σ,xb,n1}^{i_1}$ elements, the set $B_{x,σ}^{i_1}$ has a measure less than $C_{σ,xb,n1}^{i_1}$. For $j = 1, 2$, set $B_{x,σ}^{i_1} = \bigcup_{σ | β_{σ,β} = β_1} B_{x,σ}^{i_1}$. For $n$ fixed, the condition (7.2) depends on $σ$ only through its $n$ first terms, and thus $B_{x,σ}^{i_1}$ is of measure less than $C_{σ,xb,n1}^{i_1}$. The set $B_{x,σ}^{i_1} = \bigcup_{j=1,2} \bigcup_{i_1 \geq 1} B_{x,σ}^{i_1}$ then satisfies the conclusion of the lemma.

We can now conclude the proof:

**Proof of Lemma 7.3.** We set $B_m = \bigcup_{1 \leq n \leq m} B_{n,1/2} \cup B_{n,1}$ and we proceed by induction over $n \leq m$. Note that if $Z \in Z_{σ,1}^{n,1}(β)$, then $Z \cap H_{σ,1}^{n} = Z$ for all $k \leq n$.

If $Z \in Z_{σ,1}^{1}(β)$, then either $Z$ is a full interval of $Z_{σ,1}^{1}(β)$ and so $T_{σ}^{2}(Z) = [σ, β]$, or one of the endpoints of $Z$ is $1$ or $0$. In the latter case, the other endpoint of $Z$ must be sent after one iteration to $0$ or $1$ and so if $T_{σ}^{2}(Z) \cap H_{σ}^{1}$ is not empty, then $T_{σ}^{3}(Z) \cap H_{σ}^{2} > 3β^{-1}$ by Lemma 7.7. The interval $T_{σ}^{3}(Z) \cap H_{σ}^{2}$ therefore contains at least one full interval of $Z_{σ,1}^{1}(β)$, which implies $T_{σ}^{3}(Z) \cap H_{σ}^{2} = [0, 1]$.

Now, we suppose that (7.1) holds for $n$ and we prove it holds for $n + 1 < m$.

Any $Z \in Z_{σ,1}^{n+1}(β)$ is of the form $Z = Z' \cap (T_{σ}^{n})^{-1}(Z'')$ with $Z' \in Z_{σ,1}^{n}(β)$ and $Z'' \in Z_{σ,1}^{n}(β)$. If both endpoints of $Z$ belong to the interior of $Z'$, then $T_{σ}^{n}Z = Z'' \in Z_{σ,1}^{n}(β)$ and we have

$$T_{σ}^{n+2}(Z) = T_{σ}^{n+2}(T_{σ}^{n}Z \cap H_{σ}^{2}) = T_{σ}^{n+2}(Z' \cap H_{σ}^{2}) = [0, 1],$$

or

$$T_{σ}^{n+1}Z = T_{σ}^{1}Z = T_{σ}^{2}Z = T_{σ}^{2}Z' \cap H_{σ}^{2} \subset H_{σ}^{2},$$

according to whether $Z''$ is a good or bad element of $Z_{σ,1}^{n}(β)$ respectively.

If one endpoint of $Z$ is also an endpoint of $Z'$, then $T_{σ}^{n}Z = [T_{σ}^{n}a, b]'$ with $a \in \partial Z_{σ,1}^{n}(β)$ and $b \in \partial Z_{σ,1}^{n}(β)$. By Lemma 7.5, $T_{σ}^{n}a = T_{σ}^{n}x$, with $σ \in \Sigma$, $0 \leq i \leq n$ and $x \in \{\frac{i}{2}, 1\}$. We consider two subcases: either $b \notin \{\frac{i}{2}, 1\}$ or $b \in \{\frac{i}{2}, 1\}$.

In the first subcase, we have $y := T_{σ,1}^{n+1}b \in \{0, 1\}$. Therefore, $T_{σ}^{n+1}Z = [T_{σ,1}^{n+1}T_{σ}^{n}x, y]$. Since $i + 1 \leq n + 1 \leq m$, $b \notin B_{n+1,1}$ and one of the endpoints of $T_{σ}^{n+1}Z$ belongs to $\{0, 1\}$, it follows that $T_{σ}^{n+1}Z \cap H_{σ}^{n+2}$, if it is non empty, is an interval of length strictly larger than $3β^{-1}$ by Lemma 7.7 and thus contains at least one full interval of $Z_{σ,1}^{n+1}(β)$. Consequently, $T_{σ}^{n+2}(Z) \cap H_{σ}^{n+2} = [0, 1]$.

In the second subcase, $T_{σ}^{n}Z = [T_{σ}^{n}x, b]$ has one endpoint belonging to $\{0, \frac{i}{2}, 1\}$, and so, as above, we obtain that $T_{σ}^{n}Z \cap H_{σ}^{n+1}$, if it is non empty, is of length strictly larger than $3β^{-1}$ by Lemma 7.7. We deduce that $T_{σ}^{n}Z \cap H_{σ}^{n+1}$ contains at least one full interval of $Z_{σ,1}^{n+1}(β)$, which implies that $T_{σ}^{n+2}(Z) \cap H_{σ}^{n+2} = [0, 1]$.

---

19In the following, $C_{σ,xb,n1}$ will denote a constant, the value of which may change from one line to another, depending on $σ$, $x$, and $n$, but not on $i$.

20We write $[x, y]$ to denote the interval joining $x$ and $y$, disregarding whether $x \leq y$ or $x \geq y$.

21Note that if $T_{σ}^{n}a = 0$, then we are reduced to the previous situation.
Finally, if both endpoints of $Z$ are also endpoints of $Z'$, then $Z = Z' \in \mathbb{Z}^{n-1}$.

Since $Z \in \mathbb{Z}^{n+1}_+(\beta)$, we have $T^n Z \subset H_{\alpha_{n+1}}$, and so by our induction hypothesis, we can only have $T^n Z = T^{n+1}(Z' \cap H_{\alpha_{n+1}}) = [0, 1]$. This implies $T^{n+2}(Z \cap H_{\alpha_{n+2}}) = [0, 1]$ and concludes the induction. \hfill $\Box$

7.2. Markov maps with non-Markov gates. The reader might wonder if it is possible to produce an example more similar to the Lorentz gas. In particular, one in which the invariant measure of the maps is always the same and the gates are deterministic, so that one knows explicitly the invariant measure of the process of the environment as seen from the particle.

This is indeed possible: let $\mathcal{T} = \{ T_{\beta_1}, T_{\beta_2} \}$, with $\beta_2 > \beta_1$ both integers, and partitions $\mathcal{G}_n = \mathcal{G}$ deterministic with $\mathcal{W} = \{-1, 0, +1\}$ and $G_{-1} = [0, y]$, $G_0 = (y, 1 - y)$ and $G_{+1} = (1 - y, 1]$, for $0 < y < \frac{1}{2}$. Proceeding similarly to the previous section, but using $y$ as a parameter, instead of $\beta$, we have:

**Proposition 7.8.** Let $\omega > 1$. Then for each $1 < \beta_1 < \beta_2 < \omega \beta_1$ integers, there exists a measurable set $\mathcal{B}_{\beta_1, \beta_2} \subset (0, \frac{1}{2})$, with $\text{Leb}(\mathcal{B}_{\beta_1, \beta_2}) = O(\beta_1^{-1})$ as $\beta_1 \to \infty$, such that the model described above, with $y \not\in \mathcal{B}_{\beta_1, \beta_2}$, satisfies the assumptions of Theorems 6.1.

In particular, this class of models is non-empty when $\beta_1$ is large enough. Since all maps in $\mathcal{T}$ preserve the Lebesgue measure and all gates are deterministic, Theorem 6.4 also applies and we therefore have $\frac{z(n)}{n^2} \to 0$ a.e., since the drift is equal to

$$V = \sum_{w \in \mathcal{W}} w \int_{G_{\omega}} h_0 dm = \sum_{w \in \{-1, 0, +1\}} w |G_w| = 0.$$  

By corollary 4.11, the walk $(z_n)$ is then recurrent.

8. Equivalence with a Gibbs random walk

In this section, we prove Theorem 6.1. The proof will rely on a property of exponential loss of memory for compositions of the operators $\mathcal{L}_\sigma$. More precisely, we will investigate the properties of compositions of the form $\mathcal{L}_{\sigma}^n f$, in order to understand better the asymptotics of the probabilities $p(\tilde{w}, n, w_0 \ldots w_{n-1})$. For convenience, we will consider bi-infinite sequences $\sigma \in \Sigma^\mathbb{Z} = (\mathcal{T} \times \mathcal{H})^\mathbb{Z}$, with $\tau : \Sigma^\mathbb{Z} \to \Sigma^\mathbb{Z}$ the bilateral shift. We can extend the definitions of $\mathcal{L}_\sigma$, $\rho_\sigma$, $C_\sigma$ and $\Lambda_\sigma$ to the case $\sigma \in \Sigma^\mathbb{Z}$ in a straightforward way.

What we mean by loss of memory is made precise by the following result proven in Section 9.

**Proposition 8.1.** Under the hypothesis of Theorem 6.1 there exist $\nu \in (0, 1)$, a family of positive numbers $\{ \rho_\sigma \}_{\sigma \in \Sigma^\mathbb{Z}}$ and a family of positive functions $\{ h_\sigma \}_{\sigma \in \Sigma^\mathbb{Z}}$ in $\text{BV}$ such that $\Lambda_\sigma(h_\sigma) = 1$ and for all $\sigma \in \Sigma^\mathbb{Z}$, $f \in \text{BV}$ and $n \geq 0$:

$$\left\| \mathcal{L}_{\sigma}^n f \rho_\sigma \cdots \rho_{\sigma^{n+1}} - \Lambda_\sigma(f) h_{\sigma^{n+1}} \right\|_{\infty} \leq C_\# \nu^n \| f \|_{\text{BV}}.$$  

**Remark 8.2.** The above statement is similar to the one in [24]. Note however that here the setting is very different insofar in [24] only small holes and nearby maps

$\text{Condition (Pro)}$ is satisfied here, since $\mathcal{W}$ is symmetric.
are considered. The upgrade of the result to large holes and arbitrary maps (as we inescapably need) turns out to be highly non trivial.

In the following we will need the following information on $\Lambda_\sigma$ and $h_\sigma$, which are proven at the end of Section 9.

**Lemma 8.3.** Under the hypothesis of Theorem 6.1 there exist $\varrho > 0$ such that, for all $n \geq 0$ and $\sigma \in \Sigma^Z$, $\inf h_\sigma \geq \varrho$ and $\|h_\sigma\|_\infty \leq 1 + a$. In addition, $\sup \rho_\sigma < \infty$ and for all $f \in BV$, $\Lambda_{\tau_\sigma}(\hat{L}_nf) = \rho_\sigma \ldots \rho_{\tau_{n-1}n} \Lambda_\sigma(f)$: $\hat{L}_nh_\sigma = \rho_\sigma \ldots \rho_{\tau_{n-1}n} h_{\tau_\sigma}$.

To prove Proposition 8.1, we will adapt the strategy of [20]. More precisely, we will show that the family of cones

$$C^\sigma_\sigma = \{h \in BV \mid h \neq 0, h \geq 0, \sqrt{h} \leq a\Lambda_\sigma(h)\}$$

is strictly invariant under compositions of large enough length of transfer operators (i.e. $\hat{L}_n^\sigma C^\sigma_\sigma \subset C^\sigma_\sigma$ for all $n \geq n_0$) for a suitable $a > 0$, see Lemma 9.5. From this, we will deduce that $\hat{L}_n^\sigma$ has uniform finite diameter in $C^\sigma_{\tau_\sigma}$ for the corresponding Hilbert metric (Lemma 9.14), which will imply that $\hat{L}_n^\sigma$ is a strict contraction for the Hilbert metric, and then enjoys exponential loss of memory.

To deduce Theorem 6.1 from Proposition 8.1, we will also need the following technical lemma, which will be proven at the end of Section 9:

**Lemma 8.4.** There exists $\varrho' > 0$ such that for all $n \geq 0$ and $\sigma \in \Sigma^N$, we have $\inf \hat{L}_n^\sigma \geq \varrho'\Lambda_{\tau_\sigma}(\hat{L}_n^\sigma)$ and $\|\hat{L}_n^\sigma\|_\infty \leq B\Lambda_{\tau_\sigma}(\hat{L}_n^\sigma)$.

Recall from Section 4 that the transition probabilities are given by (4.10). For $(\tilde{\omega}, \tilde{w}) \in \Omega_\ast$, we define $\sigma = \sigma(\tilde{\omega}, \tilde{w}) \in \Sigma^N$ such that $\hat{L}_{\tau_{\sigma}}\omega = \hat{L}_{\sigma(\tilde{w}, \tilde{w}_0 \ldots \tilde{w}_{n-1})}$, so that

$$p(\tilde{\omega}, n, \tilde{w}_0 \ldots \tilde{w}_{n-1}) = \int \hat{L}_{\tau_{\sigma}}h_0d\mu.$$

We will still denote by $\sigma \in \Sigma^Z$ an arbitrary element of $\Sigma^Z$ which coincides with $\sigma$ for future components (for instance, given an arbitrary $\sigma_\ast \in \Sigma^Z$, we identify $\sigma \in \Sigma^N$ with the element $\tilde{\sigma} \in \Sigma^Z$ defined by $\tilde{\sigma}_i = \sigma_i$ if $i \geq 1$ and $\tilde{\sigma}_0 = (\sigma_0)_0$ if $i = 0$).

We are now ready to prove the announced results.

**Proof of Theorem 6.1.** We have

$$P_{\tilde{\omega}}(\tilde{w}_n \mid \tilde{w}_0 \ldots \tilde{w}_{n-1}) = \frac{p(\tilde{\omega}, n+1, \tilde{w}_0 \ldots \tilde{w}_n)}{p(\tilde{\omega}, n, \tilde{w}_0 \ldots \tilde{w}_{n-1})} = \frac{\int \hat{L}_{\tau_{\sigma}}^{n+1}h_0d\mu}{\int \hat{L}_{\tau_{\sigma}}^nh_0d\mu}$$

and

$$P_{\tau_{\sigma}}(\tilde{\omega}_m \mid \tilde{w}_m \ldots \tilde{w}_{n-1}) = \frac{p(\tau_{\sigma}, \tilde{\omega}, n-m+1, \tilde{w}_0 \ldots \tilde{w}_n)}{p(\tau_{\sigma}, \tilde{\omega}, n-m, \tilde{w}_0 \ldots \tilde{w}_{n-1})} = \frac{\int \hat{L}_{\tau_{\sigma}}^{n-m+1}h_0d\mu}{\int \hat{L}_{\tau_{\sigma}}^{n-m}h_0d\mu}.\label{8.3}$$

\[23\] The constant $a$ is defined in Remark 6.2
\[24\] By using a generalised variation, e.g. [11, 3], one could probably treat more singular maps.
We refrain from exploring this possibility to keep the exposition simpler.
\[25\] The constant $B$ is defined in Remark 6.2.
We can then write
\[ \frac{\int \mathcal{L}_\sigma^{n+1} h_0 dm}{\int L_\sigma^n h_0 dm} = \frac{\rho_{\tau^{n+1}} \int \mathcal{L}_\sigma^{n+1} h_0 dm}{\rho_{\tau^n} \cdots \rho_{\tau^{n-1}}} \frac{\rho_{\tau^n} \cdots \rho_{\tau}}{\int L_\sigma^n h_0 dm}. \]

Using Proposition 8.1, we have
\[ (8.4) \quad \left| \frac{\int \mathcal{L}_\sigma^n h_0 dm}{\rho_{\tau^n} \cdots \rho_{\tau^{n-1}}} - \Lambda_\sigma(h_0) \int h_{\tau^n} dm \right| \leq C \nu^n \|h_0\|_{BV}, \]
which also implies
\[ (8.5) \quad \left| \frac{\rho_{\tau^n} \cdots \rho_{\tau^{n-1}}} {\int \mathcal{L}_\sigma^n h_0 dm} - \left( \Lambda_\sigma(h_0) \int h_{\tau^n} dm \right)^{-1} \right| \leq C \nu^n \frac{\|h_0\|_{BV}}{(\inf h_0)^2}, \]
since, by Lemmata 8.3 and 8.4,
\[ \frac{\int \mathcal{L}_\sigma^n h_0 dm}{\rho_{\tau^n} \cdots \rho_{\tau^{n-1}}} \geq (\inf h_0) \frac{\inf \mathcal{L}_\sigma \mathbf{1}}{\rho_{\tau^n} \cdots \rho_{\tau^{n-1}}} \geq (\inf h_0) \frac{\delta \Lambda_\sigma(h_0) (\mathcal{L}_\sigma \mathbf{1})}{\rho_{\tau^n} \cdots \rho_{\tau^{n-1}}} = \delta'(\inf h_0), \]
and \( \Lambda_\sigma(h_0) \int h_{\tau^n} dm \geq \delta \inf h_0. \)

Note that we also have, using again Lemmata 8.4 and 8.3,
\[ \frac{\int \mathcal{L}_\sigma^n h_0 dm}{\rho_{\tau^n} \cdots \rho_{\tau^{n-1}}} \leq \|h_0\|_{\infty} - \frac{\|\mathcal{L}_\sigma \mathbf{1}\|_{\infty}}{\rho_{\tau^n} \cdots \rho_{\tau^{n-1}}} \leq B \|h_0\|_{\infty}. \]

Consequently, using (8.4) with \( n \) replaced by \( n+1 \), (8.5), Lemma 8.3 and the above inequalities:
\[ \left| \frac{\int \mathcal{L}_\sigma^{n+1} h_0 dm}{\int \mathcal{L}_\sigma^n h_0 dm} - \rho_{\tau^{n+1}} \int h_{\tau^{n+1}} dm \right| \leq \left| \frac{\int \mathcal{L}_\sigma^{n+1} h_0 dm}{\rho_{\tau^n} \cdots \rho_{\tau^{n+1}}} - \Lambda_\sigma(h_0) \int h_{\tau^{n+1}} dm \right| \times \frac{\rho_{\tau^n} \cdots \rho_{\tau^{n+1}}}{\int \mathcal{L}_\sigma^n h_0 dm} + \rho_{\tau^n} \Lambda_\sigma(h_0) \int h_{\tau^{n+1}} dm \left| \frac{\rho_{\tau^n} \cdots \rho_{\tau^{n+1}}}{\int \mathcal{L}_\sigma^n h_0 dm} - \frac{1}{\Lambda_\sigma(h_0) \int h_{\tau^n} dm} \right| \leq C \nu^n \left( \frac{\|h_0\|_{BV}}{\inf h_0} + \frac{\|h_0\|_{BV}^2}{(\inf h_0)^2} \right). \]

Hence, there exists \( C_{h_0} \) depending only on \( h_0 \) such that, for all \( n \geq 0 \),
\[ (8.6) \quad \sup_{\sigma \in \Sigma} \left| \frac{\int \mathcal{L}_\sigma^{n+1} h_0 dm}{\int \mathcal{L}_\sigma^n h_0 dm} - \rho_{\tau^{n+1}} \int h_{\tau^{n+1}} dm \right| \leq C_{h_0} \nu^n. \]

Equation (8.6), by (8.2) and (8.3), implies \((\text{Exp})\).

**Proof of Theorem 6.3.** By (8.6), we have
\[ \sup_{\sigma \in \Sigma} \left| \frac{\int \mathcal{L}_\sigma^{n+1} h_0 dm}{\int \mathcal{L}_\sigma^n h_0 dm} - \frac{\int \mathcal{L}_\sigma^{n+1} h'_0 dm}{\int \mathcal{L}_\sigma^n h'_0 dm} \right| \leq (C_{h_0} + C_{h'_0}) \nu^n, \]
for all \( n \geq 0 \), and the theorem follows with \( C_{h_0, h'_0} = C_{h_0} + C_{h'_0} \). □

**Proof of Theorem 6.4.** By Theorem 4.9, the discussion in Section 4.4, and since \((\text{Exp})\) already holds by Theorem 6.1, it is enough to show that assumptions \((\text{Pos})\) and \((\text{Ell})\) are satisfied for the probabilities defined by \((4.10)\).
Verification of (Pos). By Proposition 8.1, Lemma 8.3 and equation (6.2)
\[ p(\bar{\omega}, n, \bar{w}_0 \ldots \bar{w}_{n-1}) = \int \hat{L}_\sigma^n h_0 dm = \rho_\sigma \cdots \rho_{\tau^{n-1} \sigma} \int \hat{L}_\sigma^n h_0 dm \]
\[ \geq \rho^n \left( \Lambda_\sigma(h_0) \int h_{\tau^{n-1} \sigma} - C_\# \nu^n \| h_0 \|_{BV} \right) \geq \rho^n (\rho \inf h_0 - C_\# \nu^n \| h_0 \|_{BV}) . \]
Consequently, \( p(\bar{\omega}, n, \bar{w}_0 \ldots \bar{w}_{n-1}) > 0 \) for all \( n \) large enough, and since this quantity is non-increasing, this proves the positivity for all \( n \geq 0 \).

Verification of (Ell). By (8.6) and Lemma 8.3, we have for all \( n \geq 0 \),
\[ P_{\bar{\omega}}(\bar{w}_n | \bar{w}_{n-1} \ldots \bar{w}_0) = \int \hat{L}_\sigma^{n+1} h_0 dm \int \hat{L}_\sigma^n h_0 dm \geq \rho \tau^n \int \hat{L}_\sigma^{n+1} h_0 dm \int \hat{L}_\sigma^n h_0 dm - C_{h_0} \nu^n \]
\[ \geq \rho \frac{\varrho}{1 + \alpha} - C_{h_0} \nu^n , \]
which proves (Ell). \( \square \)

9. Loss of Memory

To prove Proposition 8.1, we will adapt the strategy of [20] to our non-stationary case, and employ the theory of Hilbert metrics, that we recall below.

Definition 2. Let \( V \) be a vector space. We will call convex cone a subset \( C \subset V \) which enjoys the following properties:
(i) \( C \cap -C = \emptyset \).
(ii) \( \forall \lambda > 0, \lambda C = C \).
(iii) \( C \) is a convex set.
(iv) \( \forall f, g \in C, \forall \alpha \in \mathbb{R} \alpha_n \rightarrow \alpha, g - \alpha_n f \in C \Rightarrow g - \alpha f \in C \cup \{0\} \).

We now define the Hilbert metric on \( C \):

Definition 3. The distance \( d_C(f, g) \) between two points \( f, g \) in \( C \) is given by
\[ \alpha(f, g) = \sup \{ \lambda > 0 \mid g - \lambda f \in C \} , \]
\[ \beta(f, g) = \inf \{ \mu > 0 \mid \mu f - g \in C \} , \]
\[ d_C(f, g) = \log \frac{\beta(f, g)}{\alpha(f, g)} , \]
where we take \( \alpha = 0 \) or \( \beta = \infty \) when the corresponding sets are empty.

The next theorem shows that every positive linear operator is a contraction, provided that the diameter of the image is finite.

Theorem 9.1 ([18, Theorem 1.1]). Let \( V_1 \) and \( V_2 \) be two vector spaces, \( C_1 \subset V_1 \) and \( C_2 \subset V_2 \) two convex cones and \( L : V_1 \rightarrow V_2 \) a positive linear operator (which implies \( L(C_1) \subset C_2 \)). If we denote
\[ \Delta = \sup_{f, g \in L(C_1)} d_{C_2}(f, g) , \]
then
\[ d_{C_2}(Lf, Lg) \leq \tanh \left( \frac{\Delta}{4} \right) d_{C_1}(f, g) \forall f, g \in C_1 . \]

The following lemma links the Hilbert metric to suitable norms on \( V \):
Lemma 9.2 ([21, Lemma 2.2]). Let \( \| \cdot \| \) be a norm on \( \mathcal{V} \) such that
\[
\forall f, g \in \mathcal{V} \quad g - f, g + f \in \mathcal{C} \Rightarrow \| f \| \leq \| g \|
\]
and let \( \ell: \mathcal{C} \to \mathbb{R}^+ \) be a homogeneous and order preserving function, i.e.
\[
\forall f \in \mathcal{C}, \forall \lambda \in \mathbb{R}^+ \quad \ell(\lambda f) = \lambda \ell(f),
\]
\[
\forall f, g, h \in \mathcal{C} \quad g - f \in \mathcal{C} \Rightarrow \ell(f) \leq \ell(g),
\]
then
\[
\forall f, g \in \mathcal{C} \quad \ell(f) = \ell(g) > 0 \Rightarrow \| f - g \| \leq (e^{d \ell(f,g)} - 1) \text{ min}(\| f \|, \| g \|).
\]

From now on, we will always assume that conditions \((C1)\) and \((C2)\) hold. Our main tool will be the following Lasota-Yorke type inequality:

Lemma 9.3. If condition \((C3(N, N'))\) holds, then for any \( n \leq N \), for any \( \sigma \in \Sigma^N \) and \( h \in \text{BV} \), we have
\[
\sqrt[n]{\tilde{L}^n_\sigma h} \leq C_\sigma (\xi \Theta)^n \sqrt[n]{h} + C_N \Lambda_\sigma (\| h \|),
\]
where \( C_\sigma = 3(C + 1) + 2K(3C + 2), \) \( C_N = \frac{(3C+2)(2K+1)}{\epsilon_1(N)} \), and \( C \) is such that
\[
\mathcal{V} \mathcal{Z} g^n_\sigma \leq C \| g^n_\sigma \|_{\infty} \text{ for all } n, \sigma \text{ and } Z \in \mathcal{Z}_\sigma^N.
\]

Proof. Remark that the case \( n = 0 \) is immediate, since \( C_\sigma \geq 1 \) and \( C_N \geq 0 \). We thus only consider \( n \geq 1 \).

First notice that \( \tilde{L}^n_\sigma (h1_Z) = 0 \) if \( Z \in \mathcal{Z}_\sigma^N \setminus \mathcal{Z}_\sigma^N \). We can then write
\[
\tilde{L}^n_\sigma h = \sum_{Z \in \mathcal{Z}_\sigma^N} \tilde{L}^n_\sigma (h1_Z) = \sum_{Z \in \mathcal{Z}_\sigma^N} (1_Z g^n_\sigma h) \circ (T^n_{\sigma Z})^{-1},
\]
where \( (T^n_{\sigma Z})^{-1} \) is the inverse branch of \( T^n_{\sigma Z} \) restricted to \( Z \). Accordingly,
\[
\sqrt[n]{\tilde{L}^n_\sigma h} \leq \sum_{Z \in \mathcal{Z}_\sigma^N} \sqrt[n]{1_Z T^n_{\sigma Z}(g^n_\sigma h) \circ (T^n_{\sigma Z})^{-1}}.
\]

We estimate each term of the sum separately.
\[
\sqrt[n]{1_Z T^n_{\sigma Z}(g^n_\sigma h) \circ (T^n_{\sigma Z})^{-1}} \leq \sqrt[n]{Z h g^n_\sigma + 2 \sup_Z |h g^n_\sigma|}
\]
\[
\leq 3 \sqrt[n]{Z h g^n_\sigma + 2 \inf_Z |h g^n_\sigma|}
\]
\[
\leq 3 \| g^n_\sigma \|_{\infty} \sqrt[n]{Z h + 3 \sup_Z |h| \sqrt[n]{Z g^n_\sigma + 2 \inf_Z |h g^n_\sigma|}}
\]
\[
\leq 3 \| g^n_\sigma \|_{\infty} \sqrt[n]{Z h + 3(C + 1) \sup_Z |h| g^n_\sigma + 2 \| g^n_\sigma \|_{\infty} \inf_Z |h|}
\]
\[
\leq 3(C + 1) \| g^n_\sigma \|_{\infty} \sqrt[n]{Z h + (3C + 2) \| g^n_\sigma \|_{\infty} \inf_Z |h|}.
\]

By assumption \((C3(N, N'))\), we have for each \( x \in [0, 1] \),
\[
\inf_{Z \in \mathcal{Z}_\sigma^N} \frac{\tilde{L}^N_{\sigma Z}(x)}{\tilde{L}^N_{\sigma Z}(1)} \geq \hat{\epsilon}(N, N') \geq \epsilon_\ast(N) > 0.
\]

\(^{26}\)The constant \( C \) exists by the usual bounded distortion estimates. In particular, note that if all the maps in \( T \) are piecewise linear, then \( C = 0 \).
Accordingly, for each \( x \in [0, 1] \), \( h \in \text{BV} \) and \( Z \in \mathcal{Z}_{\sigma,b}^{n} \) holds

\[
\mathcal{E}_{\sigma}^{N'}((h\mathbbm{1}_{Z}) (x)) \geq \inf_{Z} |h| \mathcal{L}_{\sigma}^{N'}(x) \geq \inf_{Z} |h| \epsilon_{*}(N) \mathcal{L}_{\sigma}^{N'}(x).
\]

To deal with elements in \( \mathcal{Z}_{\sigma,b}^{n} \), we use condition \((C2)\) which insures that elements of \( \mathcal{Z}_{\sigma,b}^{n} \) can be separated by at most \( K \xi \) elements of \( \mathcal{Z}_{\sigma,b}^{n} \). For each \( Z \in \mathcal{Z}_{\sigma,b}^{n} \), let \( I_{\pm}(Z) \) be the union of the contiguous elements of \( \mathcal{Z}_{\sigma,b}^{n} \) on the left and on the right of \( Z \) respectively. Clearly, for each \( Z' \in I_{\pm}(Z) \), holds

\[
\inf_{Z'} |h| \leq \inf_{Z} |h| + \bigvee_{I_{\pm}(Z)} h.
\]

Accordingly,

\[
\sum_{Z \in \mathcal{Z}_{\sigma,b}^{n}} \inf_{Z} |h| \leq 2K \xi^{n} \left[ \sum_{Z \in \mathcal{Z}_{\sigma,b}^{n}} \inf_{Z} |h| + \bigvee_{I_{\pm}(Z)} h \right].
\]

For all \( x \), we thus have

\[
\sum_{Z \in \mathcal{Z}_{\sigma,b}^{n}} \inf_{Z} |h| \leq (2K \xi^{n} + 1) \sum_{Z \in \mathcal{Z}_{\sigma,b}^{n}} \inf_{Z} |h| + 2K \xi^{n} \bigvee_{I_{\pm}(Z)} h
\]

\[
\leq (2K \xi^{n} + 1) \frac{1}{\epsilon_{*}(N)} \sum_{Z \in \mathcal{Z}_{\sigma,b}^{n}} \mathcal{L}_{\sigma}^{N'}(h \mathbbm{1}_{Z}) (x) + 2K \xi^{n} \bigvee_{I_{\pm}(Z)} h
\]

\[
\leq (2K \xi^{n} + 1) \frac{1}{\epsilon_{*}(N)} \mathcal{E}_{\sigma}^{N'}(|h| (x)) + 2K \xi^{n} \bigvee_{I_{\pm}(Z)} h.
\]

We can then conclude

\[
\bigvee_{I_{\pm}(Z)} \mathcal{E}_{\sigma}^{n} h \leq [3(C + 1) + (3C + 2)2K \xi^{n}] \| g_{n}^{\sigma} \|_{\infty} \bigvee_{I_{\pm}(Z)} h
\]

\[
+ (3C + 2)(2K \xi^{n} + 1) \| g_{n}^{\sigma} \|_{\infty} \frac{1}{\epsilon_{*}(N)} \mathcal{E}_{\sigma}^{N'}(h) (x).
\]

Taking the inf over \( x \) and recalling that \( \| g_{n}^{\sigma} \|_{\infty} \leq \Theta_{n}^{\sigma}, \inf_{x} \mathcal{E}_{\sigma}^{N'}(h) (x) \leq \Lambda_{\sigma}(h) \), \( \xi \geq 1 \) and \( \xi \Theta < 1 \) by \((C2)\), we obtain the result.

We will show that the family of cones

\[
\mathcal{C}_{\sigma}^{n} = \{ h \in \text{BV} \mid h \neq 0, h \geq 0, \bigvee_{I_{\pm}(Z)} h \leq a \Lambda_{\sigma}(h) \}
\]

is strictly invariant under the transfer operators defined above.

Recall that, under assumption \((C2)\), \( \theta = \xi \Theta < \rho \).

**Lemma 9.4.** For all \( \sigma \) and all \( g \in \text{BV} \), \( g \geq 0 \), we have \( \Lambda_{\tau_{\sigma}}(\mathcal{L}_{\sigma}^{g}, g) \geq \rho_{\sigma} \Lambda_{\sigma}(g) \). In particular, \( \Lambda_{\tau_{\sigma}}(\mathcal{L}_{\sigma}^{g}, g) \geq \rho_{\sigma} \Lambda_{\sigma}(g) \), and \( \Lambda_{\tau_{\sigma}}(\mathcal{E}_{\sigma}^{g}) \geq \rho_{\sigma} \).

**Proof.** If we prove the first part of the statement, the second part follows by iteration, since \( \rho_{\sigma} \geq \rho \) for all \( \sigma \). For each \( g \in \text{BV} \), \( g \geq 0 \) and \( x \in [0, 1] \),

\[
\frac{\mathcal{E}_{\sigma}^{n}(\mathcal{L}_{\sigma}^{g}, g)(x)}{\mathcal{L}_{\sigma}^{n}(x)} \geq \frac{\mathcal{E}_{\sigma}^{n}(\mathcal{E}_{\sigma}^{g})(x)}{\mathcal{L}_{\sigma}^{n}(x)} \geq \frac{\mathcal{E}_{\sigma}^{n}(\mathcal{E}_{\sigma})(x)}{\mathcal{L}_{\sigma}^{n}(x)} = \frac{\inf_{Z} \mathcal{E}_{\sigma}^{n}(g)}{\mathcal{L}_{\sigma}^{n}(x)}
\]

and taking the inf on \( x \) and the limit \( n \rightarrow \infty \), we get the result. \( \square \)
Lemma 9.5. Let \( n_0 \geq \lceil \frac{\ln 4C^2}{\ln \delta} \rceil \) such that \( C^2 \tau_{n_0} N' \) holds for some \( N' \geq n_0 \), then for all \( a \geq a_0 = \frac{15}{11} \max(1, n_0) \frac{C_\sigma}{C_\sigma' \delta} \), and \( \sigma \), we have

\[
\hat{L}_{n_0}^a \subset C^{2a} \tau_{n_0} \sigma \quad \forall n \geq 0 \quad \text{and} \quad \hat{L}_{n_0}^a C_\sigma \subset C^{a/2} \tau_{n_0} \sigma \quad \forall n \geq n_0.
\]

Proof. Let \( n_0 \in \mathbb{N} \) which will be chosen later. Let \( h \in C_{\sigma}^a \), then we can write each \( n \) as \( n = kn_0 + m \), \( m < n_0 \), and by Lemma 9.3, we have

\[
\sqrt{\hat{L}_{n_0}^a} h \leq C_* \theta^{n_0} \sqrt{\hat{L}_{n_0}^{(k-1)n_0 + m}} h + C_{n_0} \Lambda_{\tau^{(k-1)n_0 + m}_{\sigma}} (\hat{L}_{n_0}^{(k-1)n_0 + m})
\]

\[
\leq C_* \theta^{n_0} \sqrt{\hat{L}_{n_0}^{m}} h + \frac{n_0}{\rho^{n_0}} \sum_{i=0}^{k-1} \left[ C_* \theta^{n_0} \right]^i \Lambda_{\tau^{(k-i-1)n_0 + m}_{\sigma}} (\hat{L}_{n_0}^{(k-i-1)n_0 + m}) + C_{m}(C_* \theta^{n_0})^k \Lambda_{\sigma}(h).
\]

Using Lemma 9.4, we obtain

\[
\sqrt{\hat{L}_{n_0}^a} h \leq \left[ \left( \frac{1}{4} + a_0 \frac{11 \frac{C_\sigma}{C_\sigma' \delta}}{1} \right) \right] \Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a h).
\]

If \( k = 0 \) we have

\[
\sqrt{\hat{L}_{n_0}^a} h \leq 2a C_* \Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a h).
\]

For \( k > 0 \) let us set \( \tau = \theta \rho^{-1} \), by (C2) \( \tau < 1 \), and let \( n_0 \) such that \( \alpha = C_* \theta^{n_0} \leq \frac{1}{4} \). Since \( C_* \geq 3 \) then \( C_* \tau^{n_0} \leq \frac{1}{12} \). Hence

\[
\sqrt{\hat{L}_{n_0}^a} h \leq \left[ \left( \frac{1}{4} + a_0 \frac{11 \frac{C_\sigma}{C_\sigma' \delta}}{1 - \alpha} \right) \right] \Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a h) \leq \frac{1}{2} a \Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a h).
\]

\[\Box\]

Lemma 9.6. Let \( B = 1 + 2a_0 C_* \). If \( (C^2 \tau_{n_0} N') \) holds, then for each \( h \in BV \), \( h \geq 0 \), \( n \in \mathbb{N} \) and \( \sigma \in \Sigma^N \),

\[\Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a 1) \Lambda_{\sigma}(h) \leq \Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a h) \leq B \Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a 1) \Lambda_{\sigma}(h).\]

Proof. For \( x \in [0, 1] \), we have

\[
\frac{\hat{L}_{n_0}^a (\hat{L}_{n_0}^a h)(x)}{\Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a 1)(x)} \geq \frac{\hat{L}_{n_0}^a (\hat{L}_{n_0}^a h)(x)}{\Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a 1)(x)} \geq \frac{\hat{L}_{n_0}^a (\hat{L}_{n_0}^a h)(x)}{\Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a 1)(x)} \inf \frac{\hat{L}_{n_0}^a h}{\Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a 1)(x)}
\]

where we have used twice the fact that \( \hat{L}_{n_0}^m \Lambda_{\sigma} = \hat{L}_{n_0}^m \Lambda_{\sigma} \). Taking the inf on \( x \) and the limit \( m \to \infty \), we get the first inequality. For the second, for \( x \in [0, 1] \), we have

\[
\frac{\hat{L}_{n_0}^a (\hat{L}_{n_0}^a h)(x)}{\Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a 1)(x)} = \frac{\hat{L}_{n_0}^a (\hat{L}_{n_0}^a h)(x)}{\Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a 1)(x)} \frac{\hat{L}_{n_0}^a (\hat{L}_{n_0}^a h)(x)}{\Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a 1)(x)} \leq \frac{\hat{L}_{n_0}^{m_0} h(x)}{\Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a 1)(x)} \frac{\hat{L}_{n_0}^{m_0} h(x)}{\Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a 1)(x)},
\]

which, by taking the inf on \( x \) and the limit \( m \to \infty \), yields

\[
\Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a h) \leq \| \hat{L}_{n_0}^a 1 \| \Lambda_{\sigma}(h).
\]

By applying Lemma 9.5 to \( 1 \in C_{\sigma}^a \), we obtain \( \sqrt{\hat{L}_{n_0}^a 1} \leq 2a_0 C_* \Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a 1) \). Thus

\[
\| \hat{L}_{n_0}^a 1 \| \leq \Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a 1) + \sqrt{\hat{L}_{n_0}^a 1} \leq (1 + 2a_0 C_*) \Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a 1) = B \Lambda_{\tau^{n_0}_{\sigma}} (\hat{L}_{n_0}^a 1).
\]
Lemma 9.7. Let \( n_1(\delta) = \left\lceil \frac{\ln \delta^{-1}}{\ln \theta^{-1}} \right\rceil \). Then, for each \( \delta \in (0, 1) \) and \( n \geq n_1(\delta) \), the partition \( \hat{\mathcal{Z}}^n_\sigma \) has the property
\[
\sup_{Z \in \hat{\mathcal{Z}}^n_\sigma} \Lambda_\sigma(\mathbb{1}_Z) \leq \delta.
\]

Proof. Remark that \( n_1(\delta) \) is well defined due to condition \( (C2) \) and is such that for all \( n \geq n_1(\delta) \), \( \theta^n \rho^{-n} \leq \delta \). Then, for \( Z \in \hat{\mathcal{Z}}^n_\sigma \),
\[
\hat{L}_\sigma^n \mathbb{1}_Z(x) = \sum_{T^n \ni x} g^n_\sigma(y) \mathbb{1}_Z(y) \leq \|g^n_\sigma\|_{\infty} \leq \theta^n.
\]
Accordingly, for each \( x \in [0,1] \),
\[
\frac{\hat{L}_\sigma^m \mathbb{1}_Z(x)}{\hat{L}_\sigma^n \mathbb{1}_Z(x)} \leq \frac{\theta^n}{\Lambda_{\tau^n}(\hat{L}_\sigma^n \mathbb{1}_Z)}.
\]
Taking the inf on \( x \) and the limit \( m \to \infty \), this yields
\[
\Lambda_\sigma(\mathbb{1}_Z) \leq \frac{\theta^n}{\Lambda_{\tau^n}(\hat{L}_\sigma^n \mathbb{1}_Z)} \leq \theta^n \rho^{-n} \leq \delta
\]
where we have used Lemma 9.4. \( \square \)

Lemma 9.8. Let \( n_2(a) = n_1 [(4aB(1 + 2C_n \rho^{-n})]^{-1} \). If \( \text{\textit{(C3(n_0, N')}} \) holds, then for each \( a \geq a_0 \), \( n \geq n_2 \) and \( h \in C^n_\sigma \) there exists \( Z \in \hat{\mathcal{Z}}^n_\sigma \) with
\[
\inf_Z h \geq \frac{1}{4} \Lambda_\sigma(h).
\]

Proof. For each \( n, m \) with \( n < m \), we can write
\[
\hat{L}_\sigma^m h(x) = \sum_{Z \in \hat{\mathcal{Z}}^n_\sigma} \hat{L}_\sigma^m (h \mathbb{1}_Z)(x) = \sum_{Z \in \hat{\mathcal{Z}}^n_\sigma} \hat{L}_\sigma^n (h \mathbb{1}_Z)(x).
\]
Suppose the lemma is not true. Then, we have
\[
\hat{L}_\sigma^m h(x) = \sum_{Z \in \hat{\mathcal{Z}}^n_{\sigma,b}} \hat{L}_\sigma^m (h \mathbb{1}_Z)(x) + \sum_{Z \in \hat{\mathcal{Z}}^n_{\sigma,g}} \hat{L}_\sigma^m (h \mathbb{1}_Z)(x)
\]
\[
\leq \sum_{Z \in \hat{\mathcal{Z}}^n_{\sigma,b}} \hat{L}_\sigma^m \mathbb{1}_Z(x) \frac{\Lambda_\sigma(h)}{4} + \sum_{Z \in \hat{\mathcal{Z}}^n_{\sigma,g}} \hat{L}_\sigma^m \mathbb{1}_Z(x) \bigvee_{Z} h + \|h\|_{\infty} \sum_{Z \in \hat{\mathcal{Z}}^n_{\sigma,b}} \hat{L}_\sigma^m \mathbb{1}_Z(x)
\]
\[
\leq \hat{L}_\sigma^m \mathbb{1}_Z(x) \frac{\Lambda_\sigma(h)}{4} + \sum_{Z \in \hat{\mathcal{Z}}^n_{\sigma,g}} \left[ \Lambda_{\tau^m}(\hat{L}_\sigma^m \mathbb{1}_Z) + \bigvee_{Z} \hat{L}_\sigma^m \mathbb{1}_Z \right] \bigvee_{Z} h
\]
\[
+ \|h\|_{\infty} \sum_{Z \in \hat{\mathcal{Z}}^n_{\sigma,b}} \hat{L}_\sigma^m \mathbb{1}_Z(x).
\]
If \( Z \in \hat{\mathcal{Z}}^n_{\sigma,b} \), by Lemma 9.6, we have \( \Lambda_{\tau^m}(\hat{L}_\sigma^m \mathbb{1}_Z) \leq B \Lambda_{\tau^m}(\hat{L}_\sigma^m \mathbb{1}_Z) \Lambda_\sigma(\mathbb{1}_Z) = 0 \), which implies
\[
\hat{L}_\sigma^m \mathbb{1}_Z(x) \leq \bigvee_{Z} \hat{L}_\sigma^m \mathbb{1}_Z \leq 2C_n^{m/n_0 + 1} \theta^{m} \leq 2C_n (C_1 \theta \rho^{-1})^n \Lambda_{\tau^m}(\hat{L}_\sigma^m \mathbb{1}_Z),
\]
by inequality (9.1) and Lemma 9.4.
If $Z \in Z^n_{\sigma,g}$, the same argument gives
\[
\sqrt{\mathcal{L}_\sigma^m \mathbb{I}_Z} \leq 2C_n^{m/n_0 + \epsilon} g_m + 2C_n \rho^{-n_0} \Lambda_{\tau_\sigma}(\hat{\mathcal{L}}_\sigma^m \mathbb{I}_Z) \\
\leq \left[ 2C_* (C_*^{1/n_0} \tau_\sigma^{-1})^m + 2C_n \rho^{-n_0} B \Lambda_\sigma (\mathbb{I}_Z) \right] \Lambda_{\tau_\sigma}(\hat{\mathcal{L}}_\sigma^m \mathbb{I}).
\]
Setting $\kappa = C_*^{1/n_0} \tau_\sigma^{-1} \leq 4^{-1/n_0}$ and using Lemma 9.6 again, we have
\[
\Lambda_{\tau_{\sigma}}(\hat{\mathcal{L}}_\sigma^m h) \leq \frac{\Lambda_\sigma (h)}{4} \Lambda_{\tau_{\sigma}}(\hat{\mathcal{L}}_\sigma^m \mathbb{I}) \\
+ \sum_{Z \in Z^n_{\sigma,g}} \Lambda_{\tau_{\sigma}}(\hat{\mathcal{L}}_\sigma^m \mathbb{I}) \sqrt{h} \left[ (1 + 2C_{n_0} \rho^{-n_0}) \Lambda_{\sigma} (\mathbb{I}_Z) + 2C_* \kappa^m \right] \\
+ \|h\|_\infty \sum_{Z \in Z^n_{\sigma,b}} 2C_* \kappa^m \Lambda_{\tau_{\sigma}}(\hat{\mathcal{L}}_\sigma^m \mathbb{I}).
\]
Dividing this inequality by $\Lambda_{\tau_{\sigma}}(\hat{\mathcal{L}}_\sigma^m \mathbb{I})$ and taking the limit $m \to \infty$ yields
\[
\Lambda_\sigma (h) \leq \frac{\Lambda_\sigma (h)}{4} + B (1 + 2C_n \rho^{-n_0}) \sqrt{h} \sup_{Z \in Z^n_{\sigma,g}} \Lambda_{\sigma} (\mathbb{I}_Z) \\
\leq \left[ \frac{1}{4} + aB (1 + 2C_n \rho^{-n_0}) \sup_{Z \in Z^n_{\sigma,g}} \Lambda_{\sigma} (\mathbb{I}_Z) \right] \Lambda_\sigma (h) \leq \frac{1}{2} \Lambda_\sigma (h)
\]
where we applied Lemma 9.7. This yields the announced contradiction. \qed

**Remark 9.9.** From now on we set $a = \max\{a_0, 1\}$.

**Remark 9.10.** Since $\mathcal{T} \times \mathcal{H}$ is finite, there exists $M > 1$ such that $\|\hat{\mathcal{L}}^1_\sigma \mathbb{I}\|_\infty \leq M$. Hence, by condition (C1), $\delta_*^n \leq \inf \hat{\mathcal{L}}^1_\sigma \mathbb{I} \leq \|\hat{\mathcal{L}}^n_\sigma \mathbb{I}\|_\infty \leq M^n$ for all $n \geq 0$ and $\sigma \in \Sigma^N$.

**Lemma 9.11.** If (C3$(n_2, n_3)$) holds for some $n_3 \geq n_2$, then there exists $\rho > 0$ such that
\[
\inf \hat{\mathcal{L}}^n_\sigma f \geq \rho \Lambda_{\tau_{\sigma}}(\hat{\mathcal{L}}^n_\sigma f),
\]
for all $n \geq n_3$, all $\sigma \in \Sigma^N$ and all $f \in C^n_{\sigma}$.

**Proof.** We first remark that, by Lemma 9.8, for each $f \in C^n_{\sigma}$, there exists $Z \in Z^n_{\sigma,g}$ such that
\[
\inf_Z f \geq \frac{1}{4} \Lambda_{\sigma} (f).
\]
Consequently, for any $\ell \geq 0$, we have
\[
\inf \hat{\mathcal{L}}^\ell_\sigma f \geq \frac{1}{4} \Lambda_{\sigma} (f) \inf \frac{\hat{\mathcal{L}}^\ell_\sigma \mathbb{I}_Z}{\hat{\mathcal{L}}^\ell_\sigma \mathbb{I}} \inf \hat{\mathcal{L}}^\ell_\sigma \mathbb{I}.
\]
Since condition (C3$(n_2, n_3)$) holds, one has
\[
\inf \frac{\hat{\mathcal{L}}^\ell_\sigma \mathbb{I}_Z}{\hat{\mathcal{L}}^\ell_\sigma \mathbb{I}} \geq \epsilon_*(n_2)
\]
for all $\sigma \in \Sigma^N$, $Z \in Z^n_{\sigma,g}$ and $\ell \geq n_3$, and we thus get
\[
\inf \hat{\mathcal{L}}^\ell_\sigma f \geq \frac{\epsilon_*(n_2)}{4} \Lambda_{\sigma} (f) \inf \hat{\mathcal{L}}^\ell_\sigma \mathbb{I}.
\]
We first prove Lemma 9.11 when \( n = n_3 \) and then extend it to all \( n \geq n_3 \). By Lemma 9.6,
\[
\Lambda_\sigma(f) \geq B^{-1} \frac{\Lambda_{\tau^{n_3}\sigma}(\hat{L}_\sigma^{n_3} f)}{\Lambda_{\tau^{n_3}\sigma}(\hat{L}_\sigma^{n_3} 1)} \geq B^{-1} \frac{\Lambda_{\tau^{n_3}\sigma}(\hat{L}_\sigma^{n_3} f)}{\sup \hat{L}_\sigma^{n_3} 1}.
\]
By Remark 9.10 and (9.2) with \( \ell = n_3 \), we obtain
\[
\inf \hat{L}_\sigma^{n_3} f \geq \hat{\varrho} \Lambda_{\tau^{n_3}\sigma}(\hat{L}_\sigma^{n_3} f),
\]
with \( \hat{\varrho} = B^{-1} \varepsilon_\varrho(n_2) \left( \frac{1}{\rho} \right)^{n_3} \).

By Lemma 9.5, \( \hat{L}_\sigma^{n_0} C_\sigma \subset C_{\tau^{n_0}\sigma} \) for all \( \sigma \). We thus have
\[
\inf \hat{L}_\sigma^{n_0 + k n_0} f \geq \hat{\varrho} \Lambda_{\tau^{n_3+k n_0}\sigma}(\hat{L}_\sigma^{n_3+k n_0} f),
\]
for all \( k \geq 0 \), \( \sigma \in \Sigma^N \) and \( f \in C_\sigma \).

Let now \( n \geq n_3 \). We write \( n = k n_0 + n_3 + r = n' + r \) with \( r < n_0 \). We have
\[
\inf \hat{L}_\sigma^n f = \hat{L}_{\tau^{n'}\sigma} \hat{L}_\sigma^r f \geq \hat{\varrho} \Lambda_{\tau^{n'}\sigma}(\hat{L}_\sigma^r f) \inf \hat{L}_{\tau^{n'}\sigma} 1
\]
\[
\geq \hat{\varrho} \delta^r \Lambda_{\tau^{n'}\sigma}(\hat{L}_\sigma^r f)
\]
\[
\geq \hat{\varrho} \delta^r \Lambda_{\tau^{n'}\sigma}(\hat{L}_\sigma^r 1).
\]
But,
\[
\Lambda_{\tau^{n'}\sigma}(\hat{L}_\sigma^r 1) = \lim_{k \to \infty} \inf \frac{\hat{L}_\sigma^k f}{\hat{L}_\sigma^k 1} \geq M^{-r} \inf \frac{\hat{L}_\sigma^k f}{\hat{L}_\sigma^k 1} = M^{-r} \Lambda_{\tau^{n'}\sigma}(\hat{L}_\sigma^r 1)
\]
\[
\geq M^{-n_0} \Lambda_{\tau^{n'}\sigma}(\hat{L}_\sigma^r 1).
\]
We have thus proved the result with \( \varrho = \hat{\varrho} \left( \frac{\varrho}{1} \right)^{n_0} \), \( \Box \)

**Corollary 9.12.** It holds true \( \rho \leq 1 \), where \( \rho \) is defined in (6.2).\(^{27}\)

**Proof.** By Lemma 9.4 and Lemma 9.11, with \( f = 1 \), we see that, for all \( n \geq n_3 \), \( \inf \hat{L}_\sigma^n 1 \geq \varrho \rho^n \) but \( \inf \hat{L}_\sigma^n 1 \leq \int \hat{L}_\sigma^n 1 \leq 1 \), so \( \rho \leq 1 \). \( \Box \)

**Remark 9.13.** Since by Remark 9.10, \( ||\hat{L}_\sigma^n 1||_\infty \leq M^n \) and \( \inf \hat{L}_\sigma^n 1 \geq \delta^n \) for all \( n \geq 0 \) and \( \sigma \in \Sigma^N \), we have
\[
\inf \hat{L}_\sigma^n 1 \geq \hat{\varrho} \Lambda_{\tau^{n}\sigma}(\hat{L}_\sigma^n 1),
\]
with \( \varrho' = \min \{ \varrho, 1, \frac{\varrho}{M^{2}}, \ldots, (\frac{\varrho}{M})^{n_3 - 1} \} \).

**Lemma 9.14.** If (C3(\( n_2, n_3 \))) holds for some \( n_3 \geq n_2 \), then for all \( \sigma \in \Sigma^N \) and \( n \geq n_3 \), one has
\[
\hat{L}_\sigma^n C_\sigma \subset C_{\tau^{n}\sigma}
\]
with finite diameter less than \( \Delta_n \), uniformly in \( \sigma \).

\(^{27}\) Hence the min in condition (C2) was, a posteriori, superfluous.
Proof. By (9.2), we have
\[
\inf \hat{L}_\sigma^n h \geq \frac{\epsilon_r(n_3)}{4} \Lambda_{\sigma}(h) \inf \hat{L}_\sigma^n \mathbb{1},
\]
for any \( \sigma \in \Sigma^\mathbb{Z} \), \( h \in C_\sigma^a \) and \( n \geq n_3 \) and, using Lemmata 9.5 and 9.6,
\[
\sup \hat{L}_\sigma^n h \leq \Lambda_{r+\sigma}(\hat{L}_\sigma^n h) + \sqrt{\hat{L}_\sigma^n h \leq \left(1 + \frac{a}{2}\right) B \Lambda_{\sigma}(h) \Lambda_{r+\sigma}(\hat{L}_\sigma^n \mathbb{1})}.
\]
A simple adaptation of the proof of [19, Lemma 3.1] yields
\[
d_{C_\sigma^a}(g, \mathbb{1}) \leq \log \left[ \frac{\max \{(1 + \nu) \Lambda_{\sigma}(g), \sup g\}}{\min \{(1 - \nu) \Lambda_{\sigma}(g), \inf g\}} \right]
\]
for any \( g \in C_\sigma^{u_a} \) with \( 0 < \nu < 1 \). By Lemma 9.5 \( \hat{L}_\sigma^n (C_\sigma^a) \subset C_\sigma^{u_a/2} \), so we can choose \( \nu = \frac{1}{2} \) and, recalling Remark 9.10, we obtain:
\[
\text{diam}_{C_{\sigma_{n_\nu}}}(\hat{L}_\sigma^n(C_\sigma^a)) \leq 2 \log \left[ \frac{\max \left\{ \left(\frac{1}{2}, B M^n(1 + \frac{a}{2})\right) \right\}}{\min \left\{ \frac{1}{2}, \epsilon_r(n_3) \sigma, \frac{\sigma}{4}\right\}} \right] =: \Delta_n < \infty
\]
for any \( \sigma \in \Sigma^\mathbb{Z} \).

Since we are interested in functions of the form \( \hat{L}_{r-n-\sigma} f \), we will need to consider functions \( f \) that belong to the intersections of all the cones \( C_\sigma^a \), \( \sigma \in \Sigma^\mathbb{Z} \). For this purpose, we introduce the family of cones
\[
C_\sigma^{a_{\text{inf}}} = \{ f \in \text{BV} : f \neq 0, f \geq 0, \sqrt{f} \leq a \inf f \}.
\]
We have \( C_\sigma^{a_{\text{inf}}} \subset C_\sigma^a \) for any \( \sigma \in \Sigma^\mathbb{Z} \), and thus \( d_{C_\sigma^a} \leq d_{C_\sigma^{a_{\text{inf}}}} \) by Theorem 9.1.

**Lemma 9.15.** There exist \( \nu \in (0,1) \) and a family of positive functions \( \{ h_\sigma \}_{\sigma \in \Sigma^\mathbb{Z}} \) in BV such that for all \( f \in C_\sigma^{a_{\text{inf}}} \), \( \sigma \in \Sigma^\mathbb{Z} \) and \( n \geq 0 \):
\[
\left| \frac{\hat{L}_\sigma^n f}{\Lambda_{\sigma}(\hat{L}_\sigma^n f)} - h_\sigma \right|_\infty \leq C_\# \nu^n,
\]
and
\[
\left| \frac{\Lambda_{\sigma}(\hat{L}_\sigma^n f)}{\hat{L}_\sigma^n f} - h_\sigma^{-1} \right|_\infty \leq C_\# \nu^n.
\]
Furthermore, \( h_\sigma \in C_\sigma^{a_{\text{inf}}} \), \( \| h_\sigma \|_\infty \leq 1 + a \) and \( \inf h_\sigma \geq \sigma > 0 \) for all \( \sigma \in \Sigma^\mathbb{Z} \), where \( \sigma \) is defined in Lemma 9.11.

**Proof.** Writing \( n \geq 2n_3 \) as \( n = kn_3 + r \), with \( k \geq 2 \) and \( r < n_3 \), for all \( f \in C_\sigma^{a_{\text{inf}}} \), \( \sigma \in \Sigma^\mathbb{Z} \) and \( m \geq 0 \), we have by Theorem 9.1 and Lemma 9.14:
\[
d_{C_\sigma^a}(\hat{L}_\sigma^{n-r} f, \hat{L}_\sigma^{n+m-(r+m)} f) \leq \gamma^{k-2} d_{C_\sigma^{a_{\text{inf}}}}(\hat{L}_\sigma^{2n_3+r} f, \hat{L}_\sigma^{n+m} f),
\]
with \( \gamma = \text{tanh} \left( \frac{\Delta_n}{a} \right) \). 

Since both \( \hat{L}_\sigma^{n+r} f \) and \( \hat{L}_\sigma^{n+r+m} f \) belong to \( C_\sigma^{a_{-(k-1)n_3}} \), by Lemma 9.14 again, as \( f \in C_\sigma^{a_{\text{inf}}} \subset C_\sigma^{a_{-(k-1)n_3}} \cap C_\sigma^{a_{-(n+m)}} \), we have, using Lemma 9.14 one more time:
\[
d_{C_\sigma^{a_{-(k-1)n_3}}}(\hat{L}_\sigma^{2n_3+r} f, \hat{L}_\sigma^{n+m} f) \leq \Delta_{n_3}.
\]
Consequently, for all \( n \geq 2n_3, m \geq 0, \sigma \in \Sigma^\mathbb{Z} \) and \( f \in C_\sigma^{a_{\text{inf}}} \),
\[
d_{C_\sigma^a}(\hat{L}_\sigma^{n-r} f, \hat{L}_\sigma^{n+m} f) \leq C_\# \nu^n,
\]
with \( \nu = \frac{1}{\gamma \delta} \).

Using Lemma 9.2 with \( \| \cdot \| = \| \cdot \|_\infty \) and \( \ell(\cdot) = \Lambda_\sigma(\cdot) \), we get

\[
\left\| \frac{\tilde{L}_{n_\sigma}^n f}{\Lambda_\sigma(\tilde{L}_{n_\sigma}^n f)} - \frac{\tilde{L}_{n_\sigma}^{n_\sigma + m_\sigma} f}{\Lambda_\sigma(\tilde{L}_{n_\sigma}^{n_\sigma + m_\sigma} f)} \right\|_\infty \leq (e^{\delta_\sigma} \tilde{L}_{n_\sigma}^{n_\sigma + m_\sigma} f, \tilde{L}_{n_\sigma}^{n_\sigma + m_\sigma} f - 1) \left\| \frac{\tilde{L}_{n_\sigma}^n f}{\Lambda_\sigma(\tilde{L}_{n_\sigma}^n f)} \right\|_\infty.
\]

Since \( \tilde{L}_{n_\sigma}^n f \in C_\sigma^a \), we have

\[
(9.3) \quad \| \tilde{L}_{n_\sigma}^n f \|_\infty \leq \Lambda_\sigma(\tilde{L}_{n_\sigma}^n f) + \sqrt{\tilde{L}_{n_\sigma}^n f} \leq (1 + a) \Lambda_\sigma(\tilde{L}_{n_\sigma}^n f),
\]

and we deduce that

\[
\left\| \frac{\tilde{L}_{n_\sigma}^n f}{\Lambda_\sigma(\tilde{L}_{n_\sigma}^n f)} - \frac{\tilde{L}_{n_\sigma}^{n_\sigma + m_\sigma} f}{\Lambda_\sigma(\tilde{L}_{n_\sigma}^{n_\sigma + m_\sigma} f)} \right\|_\infty \leq C\#\nu^n.
\]

This implies that \( \frac{\tilde{L}_{n_\sigma}^n f}{\Lambda_\sigma(\tilde{L}_{n_\sigma}^n f)} \) is a Cauchy sequence in \( L^\infty \), and thus converges to a function \( h_\sigma \in L^\infty \). Since \( C_\sigma^a/2 \) is closed in \( L^\infty \) and \( \tilde{L}_{n_\sigma}^n f \in C_\sigma^a/2 \) for \( n \geq n_0 \) by Lemma 9.5, we have \( h_\sigma \in C_\sigma^a/2 \). Passing to the limit \( m \to \infty \) in the previous relation, we obtain

\[
\left\| \frac{\tilde{L}_{n_\sigma}^n f}{\Lambda_\sigma(\tilde{L}_{n_\sigma}^n f)} - h_\sigma \right\|_\infty \leq C\#\nu^n,
\]

for all \( n \geq 2n_3 \), and all \( \sigma \in \Sigma^\sigma \). Using the same reasoning, we have for any pair \( f, f' \in C_\sigma^{n_\sigma} \),

\[
(9.4) \quad \left\| \frac{\tilde{L}_{n}^n f}{\Lambda_\sigma(\tilde{L}_{n}^n f)} - \frac{\tilde{L}_{n}^{n} f'}{\Lambda_\sigma(\tilde{L}_{n}^{n} f')} \right\|_\infty \leq C\#\nu^n,
\]

which proves that the limit \( h_\sigma \) does not depend on the choice of \( f \in C_{inf}^a \). By Lemma 9.11, \( \tilde{L}_{n_\sigma}^n f \geq \rho_\sigma(\tilde{L}_{n_\sigma}^n f) \) for all \( n \geq n_3 \), whence we obtain \( \inf h_\sigma \geq \rho_\sigma \). Remark that (9.3) implies \( \| h_\sigma \|_\infty \leq 1 + a \). When \( n < 2n_3 \), we have

\[
\left\| \frac{\tilde{L}_{n_\sigma}^n f}{\Lambda_\sigma(\tilde{L}_{n_\sigma}^n f)} - h_\sigma \right\|_\infty \leq \frac{M^{2n_3} \sup f}{\delta_\sigma^{2n_3}} + (1 + a) \left( \frac{M^{2n_3}}{\delta_\sigma^{2n_3}} + 1 \right) \leq C\#\nu^n,
\]

where \( M > 1 \) and \( 0 < \delta_\sigma < 1 \) are defined in Remark 9.10. For \( n \geq n_3 \) and \( f \in C_{inf}^a \), since \( \inf h_\sigma \geq \rho_\sigma \) and \( \inf \frac{\tilde{L}_{n_\sigma}^n f}{\Lambda_\sigma(\tilde{L}_{n_\sigma}^n f)} \geq \rho_\sigma \) by Lemma 9.11, we have

\[
\left\| \frac{\Lambda_\sigma(\tilde{L}_{n_\sigma}^n f)}{\Lambda_\sigma(\tilde{L}_{n_\sigma}^n f)} - h_\sigma^{-1} \right\|_\infty \leq \rho_\sigma^{-2} \left\| \frac{\tilde{L}_{n_\sigma}^n f}{\Lambda_\sigma(\tilde{L}_{n_\sigma}^n f)} - h_\sigma \right\|_\infty \leq C\#\nu^n.
\]

We handle the case \( n < n_3 \) as previously, since \( \| h_\sigma \|_\infty \leq 1 + a \).

**Lemma 9.16.** For all \( \sigma \in \Sigma^\sigma \), there exists \( \lambda_\sigma \geq \rho_\sigma \) such that \( \tilde{L}_\sigma^n h_\sigma = \lambda_\sigma \cdots \lambda_{n_3-1} h_n \sigma \) for all \( n \geq 1 \).

**Proof.** Applying Lemma 9.6 with \( h = \tilde{L}_\sigma^n 1 \), we have by definition of \( \rho_\sigma = \Lambda_\sigma(\tilde{L}_\sigma^n 1) \):

\[
\rho_\sigma \leq \frac{\Lambda_\sigma(\tilde{L}_\sigma^{n+1} 1)}{\Lambda_\sigma(\tilde{L}_\sigma^n 1)} \leq B \rho_\sigma.
\]
Consequently, there exist a subsequence \( \{n_j\} \) and \( \lambda_\sigma \in [\rho_\sigma, B\rho_\sigma] \) such that
\[
\lambda_\sigma = \lim_{j} \frac{\Lambda_\tau\sigma(\tilde{L}_{\tau-n_j}\sigma \mathbb{1})}{\Lambda_\sigma(\tilde{L}_{\tau-n_j}\sigma \mathbb{1})}.
\]

We can now compute
\[
\tilde{L}_{\sigma}^n h_\sigma = \lim_{j} \tilde{L}_{\sigma}^n \frac{\tilde{L}_{\tau-(n_j+1)}\sigma \mathbb{1}}{\Lambda_\sigma(\tilde{L}_{\tau-n_j}\sigma \mathbb{1})} = \lim_{j} \frac{\tilde{L}_{\tau-(n_j+1)}\sigma \mathbb{1}}{\Lambda_\tau\sigma(\tilde{L}_{\tau-n_j}\sigma \mathbb{1})} \frac{\Lambda_\tau\sigma(\tilde{L}_{\tau-n_j}\sigma \mathbb{1})}{\Lambda_\sigma(\tilde{L}_{\tau-n_j}\sigma \mathbb{1})} \frac{\Lambda_\sigma(\tilde{L}_{\tau-n_j}\sigma \mathbb{1})}{\Lambda_\sigma(\tilde{L}_{\tau-n_j}\sigma \mathbb{1})} = \frac{\tilde{L}_{\tau-(n_j+1)}\sigma \mathbb{1}}{\Lambda_\tau\sigma(\tilde{L}_{\tau-n_j}\sigma \mathbb{1})} \frac{\Lambda_\tau\sigma(\tilde{L}_{\tau-n_j}\sigma \mathbb{1})}{\Lambda_\sigma(\tilde{L}_{\tau-n_j}\sigma \mathbb{1})} = \lambda_\sigma h_\sigma.
\]
The general case \( n \geq 1 \) is obtained by a simple induction. \( \square \)

**Lemma 9.17.** For all \( \sigma \in \Sigma^N \), the functional \( \Lambda_\sigma \) (restricted to BV) is linear, positive, and enjoys the property \( \Lambda_\tau\sigma(\tilde{L}_{\sigma}^n f) = \rho_\sigma \cdots \rho_{\tau-1}\sigma \Lambda_\sigma(f) \) for all \( f \in \text{BV} \) and \( n \geq 1 \). Moreover, \( \lambda_\sigma = \rho_\sigma \) and \( \left\| \frac{\tilde{L}_{\sigma}^n f}{\tilde{L}_{\sigma}^n \mathbb{1}} - \Lambda_\sigma(f) \right\|_{\infty} \leq C\# \nu^n \|f\|_{\text{BV}} \) for all \( f \in \text{BV} \).

**Proof.** For \( f \in C^0_{\text{inf}} \), we can write
\[
\frac{\tilde{L}_{\sigma}^n f}{\tilde{L}_{\sigma}^n \mathbb{1}} = \frac{\tilde{L}_{\sigma}^n f}{\Lambda_\tau\sigma(\tilde{L}_{\sigma}^n \mathbb{1})} \frac{\Lambda_\tau\sigma(\tilde{L}_{\sigma}^n \mathbb{1})}{\Lambda_\sigma(\tilde{L}_{\sigma}^n \mathbb{1})} \frac{\Lambda_\sigma(\tilde{L}_{\sigma}^n \mathbb{1})}{\Lambda_\sigma(\tilde{L}_{\sigma}^n \mathbb{1})}.
\]
So
\[
\left\| \frac{\tilde{L}_{\sigma}^n f}{\tilde{L}_{\sigma}^n \mathbb{1}} - \frac{\Lambda_\tau\sigma(\tilde{L}_{\sigma}^n f)}{\Lambda_\tau\sigma(\tilde{L}_{\sigma}^n \mathbb{1})} \frac{\Lambda_\tau\sigma(\tilde{L}_{\sigma}^n \mathbb{1})}{\Lambda_\sigma(\tilde{L}_{\sigma}^n \mathbb{1})} \frac{\Lambda_\sigma(\tilde{L}_{\sigma}^n \mathbb{1})}{\Lambda_\sigma(\tilde{L}_{\sigma}^n \mathbb{1})} \right\|_{\infty} = \frac{\left\| \frac{\tilde{L}_{\sigma}^n f}{\Lambda_\tau\sigma(\tilde{L}_{\sigma}^n \mathbb{1})} - h_\sigma \right\|_{\infty}}{\Lambda_\tau\sigma(\tilde{L}_{\sigma}^n \mathbb{1})} \left\| \frac{\Lambda_\tau\sigma(\tilde{L}_{\sigma}^n \mathbb{1})}{\Lambda_\sigma(\tilde{L}_{\sigma}^n \mathbb{1})} \right\|_{\infty} + \left\| h_\sigma \right\|_{\infty} \left\| \frac{\Lambda_\tau\sigma(\tilde{L}_{\sigma}^n \mathbb{1})}{\Lambda_\sigma(\tilde{L}_{\sigma}^n \mathbb{1})} - h_\sigma^{-1} \right\|_{\infty}.
\]

Since \( \left\| \frac{\Lambda_\tau\sigma(\tilde{L}_{\sigma}^n \mathbb{1})}{\Lambda_\tau\sigma(\tilde{L}_{\sigma}^n \mathbb{1})} \right\|_{\infty} \leq \rho^{-1} \) for \( n \geq n_3 \) by Lemma 9.11, we get, using Lemma 9.15, for all \( f \in C^0_{\text{inf}} \) and \( n \geq n_3 \):
\[
(9.5) \quad \left\| \frac{\tilde{L}_{\sigma}^n f}{\tilde{L}_{\sigma}^n \mathbb{1}} - \frac{\Lambda_\tau\sigma(\tilde{L}_{\sigma}^n f)}{\Lambda_\tau\sigma(\tilde{L}_{\sigma}^n \mathbb{1})} \right\|_{\infty} \leq C\# \nu^n \|f\|_{\infty}.
\]

But, \( \Lambda_\sigma(f) = \lim_{n \to \infty} \frac{\tilde{L}_{\sigma}^n f}{\tilde{L}_{\sigma}^n \mathbb{1}} \) by definition, and, since \( \frac{\Lambda_\tau\sigma(\tilde{L}_{\sigma}^n f)}{\Lambda_\tau\sigma(\tilde{L}_{\sigma}^n \mathbb{1})} \) are constants, we deduce that \( \lim_{n \to \infty} \frac{\tilde{L}_{\sigma}^n f}{\tilde{L}_{\sigma}^n \mathbb{1}} - \Lambda_\sigma(f) = 0 \).

Now, if \( f \in \text{BV} \), we have \( f + c \in C^0_{\text{inf}} \) for \( c = (1 + a^{-1})\|f\|_{\text{BV}} \), so we get that \( \Lambda_\sigma(f + c) = \lim_{n \to \infty} \frac{\tilde{L}_{\sigma}^n (f + c)}{\tilde{L}_{\sigma}^n \mathbb{1}} \) in \( L^\infty \) for all \( f \in \text{BV} \), since \( \Lambda_\sigma(f + c) = \Lambda_\sigma(f) + c \). The linearity of \( \Lambda \) follows from the linearity of the limit.
Next, as \( \hat{L}_n^a f \in BV \), we know that
\[
\Lambda_{\tau \sigma}(\hat{L}_n^a f) = \lim_{n \to \infty} \frac{\hat{L}_n^a f}{\hat{L}_n^a \mathbb{1}} = \Lambda_{\tau \sigma}(f) \Lambda_{\tau \sigma}(\hat{L}_n^a \mathbb{1}) = \rho_{\sigma} \Lambda_{\tau \sigma}(f).
\]
But then \( \rho_{\sigma} = \lambda_{\sigma} \) is obtained by taking \( f = h_{\sigma} \), since \( \Lambda_{\sigma}(h_{\sigma}) = 1 \). In particular, we have \( \Lambda_{\tau n \sigma}(\hat{L}_n^a f) = \rho_{\sigma} \cdots \rho_{\tau n - 1 \sigma} \Lambda_{\tau \sigma}(f) \) for all \( f \in BV \), so \( \frac{\Lambda_{\tau n \sigma}(\hat{L}_n^a f)}{\Lambda_{\tau n \sigma}(\hat{L}_n^a \mathbb{1})} = \Lambda_{\tau \sigma}(f) \).

But if we look back to (9.5), the above implies that for all \( f \in C^a_{inf} \) and \( n \geq n_3 \):
\[
\left\| \frac{\hat{L}_n^a f}{\hat{L}_n^a \mathbb{1}} - \Lambda_{\sigma}(f) \right\|_\infty \leq C_\# \nu^n \| f \|_{\infty}.
\]
This can be easily extended to all \( n \geq 0 \), since \( \left\| \frac{\hat{L}_n^a f}{\hat{L}_n^a \mathbb{1}} - \Lambda_{\sigma}(f) \right\|_\infty \leq 2 \| f \|_{\infty} \). We can again cover the general case \( f \in BV \) using the fact that \( f + c \in C^a_{inf} \) for \( c = (1 + a^{-1}) \| f \|_{BV} \), which finally implies
\[
\left\| \frac{\hat{L}_n^a f}{\hat{L}_n^a \mathbb{1}} - \Lambda_{\sigma}(f) \right\|_\infty \leq C_\# \nu^n \| f + c \|_{\infty} \leq C_\# \nu^n \| f \|_{BV}.
\]

\[\Box\]

**Remark 9.18.** Following closely the ideas of [20], it is possible to prove that \( \Lambda_{\sigma} \) can be interpreted as a non-atomic measure \( \mu_{\sigma} \), i.e. \( \Lambda_{\sigma}(f) = \int f \, d\mu_{\sigma} \) for all \( f \in BV \), and that the measure \( \nu_{\sigma} \) defined by \( d\nu_{\sigma} = h_{\sigma} d\mu_{\sigma} \) satisfies \( (T^n_{\sigma})_* \nu_{\sigma} = \nu_{\sigma} \). Since we will not make use of these facts, we leave their proofs to the interested reader.

The main properties of \( \Lambda_{\sigma} \) being proved, we can now improve Lemma 9.15 by extending it to general functions in \( BV \) and deduce Proposition 8.1:

**Proof of Proposition 8.1.** By (9.4) with \( f' = h_{\sigma} \), for any \( f \in C^a_{\sigma} \), we get using Lemma 9.17
\[
\left\| \frac{\hat{L}_n^a f}{\rho_{\sigma} \cdots \rho_{\tau n - 1 \sigma}} - \Lambda_{\sigma}(f) h_{\tau n \sigma} \right\|_\infty \leq C_\# \nu^n \Lambda_{\sigma}(f) \leq C_\# \nu^n \| f \|_{\infty}.
\]
Now, if \( f \in BV \), we have \( f + ch_{\sigma} \in C^a_{\sigma} \) for all \( \sigma \in \Sigma^2 \) with \( c = 2(1 + a^{-1}) \| f \|_{BV} \). Indeed, since \( \bigvee h_{\sigma} = \frac{\alpha}{2} \Lambda_{\sigma}(h_{\sigma}) = \frac{\alpha}{2} \) by Lemma 9.15, we have
\[
\bigvee (f + ch_{\sigma}) \leq \bigvee f + c \bigvee h_{\sigma} \leq \bigvee f + \frac{ac}{2},
\]
and
\[
\Lambda_{\sigma}(f + ch_{\sigma}) = \Lambda_{\sigma}(f) + c \geq \inf f + c.
\]
So \( f + ch_{\sigma} \in C^a_{\sigma} \) if \( c \geq 2(a^{-1} \bigvee f - \inf f) \), which is the case for our particular choice of \( c \). Consequently, we have
\[
\left\| \frac{\hat{L}_n^a (f + ch_{\sigma})}{\rho_{\sigma} \cdots \rho_{\tau n - 1 \sigma}} - \Lambda_{\sigma}(f + ch_{\sigma}) h_{\tau n \sigma} \right\|_\infty \leq C_\# \nu^n \| f + ch_{\sigma} \|_{\infty} \leq C_\# \nu^n \| f \|_{BV},
\]
which leads to (8.1) after simplifications, since
\[
\hat{L}_n^a (f + ch_{\sigma}) = \hat{L}_n^a f + c \rho_{\sigma} \cdots \rho_{\tau n - 1 \sigma} h_{\tau n \sigma}
\]
and \( \Lambda_{\sigma}(f + ch_{\sigma}) = \Lambda_{\sigma}(f) + c. \) \[\Box\]
Proof of Lemma 8.3. By Remark 9.10, we have $\rho_\sigma \leq \|\hat{L}_1\|_\infty \leq M$, and so $\sup_\sigma \rho_\sigma \leq M < \infty$. The remaining statements are immediate consequences of Lemmata 9.15, 9.16 and 9.17. □

Proof of Lemma 8.4. This follows immediately from Lemma 9.6 and Remark 9.13. □
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