Element specificity of transient extreme ultra-violet magnetic dichroism
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In this work we combine theory and experiment to study transient magnetic circular dichroism (tr-MCD) in the extreme ultraviolet spectral range (XUV) in bulk Co and CoPt. We use the *ab-initio* method of real-time time-dependent density functional theory (RT-TDDFT) to simulate the magnetization dynamics in the presence of ultrafast laser pulses. From this we demonstrate how tr-MCD may be calculated using an approximation to the excited-state linear-response. We apply this approximation to Co and CoPt and show computationally that element-specific dynamics of the local spin moments can be extracted from the tr-MCD in XUV energy range, as is commonly assumed. We then compare our theoretical prediction for the tr-MCD for CoPt with experimental measurement and find excellent agreement at many different frequencies including the $M_{23}$-edge of Co and $N_{67}$- and $O_{23}$-edges of Pt.

Ultrafast magnetization dynamics induced by femtosecond laser pulses is a rapidly developing research field. This is due to the vast increase in speed that such processes offer over traditional methods of magnetic manipulation. Due to short timescales and the push towards smaller length scales, the problem is intrinsically quantum-mechanical and thus challenging to understand and predict. In this regard, both theory and experiment must work together in order to comprehensively understand the problem.

However in joint theory/experiment work there can be a *tower of babel* effect, where researchers misunderstand each other even when discussing the same physics. This is due to the fact that the quantities measured experimentally are often indirect measurements of those that are simulated. One such example is the field of femtomagnetism,¹ where the magnetization dynamics is studied using magneto-optical probes such as magneto optical Kerr effect (MOKE),⁰ second harmonic generation (nSHG),⁰ and magnetic dichroism (MCD)⁰. In these techniques it is assumed that the transient dynamics of the measured response is proportional to the magnetic moment. In particular, in MCD in the XUV energy range, it is assumed that the dynamics of specific peaks in the response function can be allocated to individual elements and thus observe element-specific magnetization dynamics. For this reason, MCD has become a powerful tool in probing spin dynamics. For example, the observation of a transient ferromagnetic state during all optical switching would not be possible without element specific probes.

In theoretical work on ultrafast spin dynamics, the fundamental quantity calculated is the spin magnetic moment itself. This is either found directly such as in Landau-Lifshitz-Gilbert (LLG) dynamics, or from the difference in the number of up/down spin electrons such as in the superdiffusive spin transport model⁰ or the Boltzmann equation⁰, or via the expectation value of the Pauli matrices with spinor wavefunctions as is done in non-collinear real-time time-dependent density functional theory (TDDFT).⁰ Hence there is a disconnect between theory and experiment, which hinders direct comparison, and ultimately our understanding of ultrafast spin dynamics. Thus, a robust theoretical approach is required in order to bridge this divide.

TDDFT is an *ab-initio* simulation method for studying the charge and spin dynamics induced by laser pulses in realistic materials.⁰ In contrast to other theoretical approaches, the only input parameters are the atomic geometry and the laser pulse parameters. A Schrödinger-like equation is then used to propagate 2-component Pauli spinors in time, from which the expectation value of observables, such as the magnetic moment, may be calculated. Real time (RT) TDDFT has proved successful in predicting and understanding ultrafast spin dynamics in bulk ferromagnetics⁰,¹, Heusler compounds,¹ Co/Cu interfaces,¹ CoPt interfaces,¹ and Ni/Pt multilayers¹,¹. Furthermore, linear response (LR) TDDFT was recently shown to successfully calculate the static MCD spectra for Fe, Co and Ni which requires a good description of the quantum mechanical electronic structure.¹ Thus TDDFT is an ideal tool for connecting the worlds of experimental and theoretical spin dynamics. In this work we will use TDDFT to answer the question of whether element specific dynamics can be extracted from transient MCD spectra. In particular whether peaks can uniquely be assigned to individual elements, whether the dynamics of these peaks reproduce the local spin dynamics, and whether the dynamics of peaks at different frequencies agree. Furthermore we will compare the calculated MCD spectra directly with experiments.

Both of scientific and technological interest are multi-component magnetic system such as CoPt as they show novel and intriguing functionalities when exposed to ultrashort optical excitation; both in the field of spintronics¹⁹,²⁰ and for future all-optical data storage.²¹
Element-specific and interface sensitive measurements in CoPt \cite{22} are therefore a prerequisite to understand the microscopic details of the interplay of the constituent elements, in particular as optically induced spin transfer (OISTR) \cite{23} between Pt and Co is expected. To study such rich and complex spin dynamics governed by a distinct magnetic response of Co and Pt atoms as well as between the Co atom in bulk Co and in CoPt, time resolved XUV MCD is an ideal experimental probe as it can access the relevant dichroic resonances in the 50-75 eV spectral range simultaneously in a single measurement. However, quantitative element-specificity is challenging to achieve as the relevant \(M_{23}\)-edge of Co and the \(N_{67}\)- and \(O_{23}\)-edges of Pt \cite{24, 20} are partly overlapped. Comparison of calculated tr-MCD spectra to both experiment and the calculated spin dynamics is therefore a requirement to assess the quality of calculated tr-MCD spectra as well as comment on the element specificity of tr-MCD technique itself.

**Theoretical approach:** within LR-TDDFT, the linear response of the interacting system can be calculated\cite{10} from that of the non-interacting Kohn-Sham (KS) system using the Dyson-like equation:

\[
\chi(\omega) = \chi_{s}(\omega) + \chi_{s}(\omega)(v + f_{xc}) \chi(\omega),
\]

where \(v\) is the bare Coulomb interaction and \(f_{xc}\) is the exchange-correlation (XC) kernel. The non-interacting response function, \(\chi_{s}\), is given by:

\[
\chi_{s}(r, r', \omega) = \sum_{nmk}(f_{nk} - f_{mk}) \frac{\phi_{nk}^{*}(r) \phi_{mk}^{*}(r') \phi_{nk}(r') \phi_{mk}(r)}{\omega - \epsilon_{n} + \epsilon_{m} + i\eta},
\]

where \(f_{nk}\) is the occupation, \(\epsilon_{nk}\) is the eigenvalue and \(\phi_{nk}\) is the eigenvector of the \(nk\)th KS orbital. The dielectric response function can be calculated from this interacting response function, \(\chi\), by using the relation:

\[
\varepsilon^{-1}_{ij}(\omega) = \delta_{ij} + v \chi_{ij}(\omega).
\]

From the magneto optical function\cite{27}, which is the experimental observable, can then be calculated using:

\[
\Delta \delta(\omega) + i \Delta \beta(\omega) = \frac{i \varepsilon_{xy}(\omega)}{2 \sqrt{\varepsilon_{xx}(\omega)}}.
\]

This approach has been very successful for calculating the static magneto-optical response function for Fe, Co and Ni\cite{13}.

Since by definition TDDFT must reproduce the exact change in the density of the system following a small perturbation, even when it is already driven by a pump laser, then the Dyson-like equation of Eq. 1 must remain valid at any point in time. However, in order to find transient spectra one needs to modify the non-interacting response function, \(\chi_{s}\). We approximate this using the transient occupations\cite{13} of the KS orbitals \(\langle f_{nk}(t) \rangle\), found by projecting the time-dependent KS orbitals into the ground-state orbitals:

\[
f_{nk}(t) = \sum_{m} f_{mk}(0) \langle \psi_{mk}(t) | \phi_{nk} \rangle^2,
\]

which can then be used with Eqs. 1, 8 and 2 to approximate the behavior of the dielectric as a function of time. Formally this corresponds to linear response TDDFT of an excited-state wavefunction, but neglecting both memory and initial-state dependence of the kernel and approximating the KS response. In the following we will validate this approximation before comparing theoretical results to the experimental data. For the details of TDDFT and computational details we refer the reader to the supplementary information.

**Experimental technique:** the static measurement of the magneto-optical function, \(\Delta \beta\), was performed at the BESSY II synchrotron facility on the beamline UE112-PGM-1 in the XUV range from 45 eV to 75 eV. Femtosecond pulses in the same spectral range were generated through high harmonic generation in neon, resulting in discrete harmonic emission peaks separated by \(2\hbar \omega = 2 \times 1.55\) eV. Here, photons are circularly polarized by a 4-mirror phase shifter\cite{22, 28} and energetically dispersed after transmission through the magnetized sample. In both measurements we record the transmitted intensity \((I_{\pm})\) of circularly polarized photons through the magnetic sample for its two magnetization directions \((\pm)\). We calculate the absorptive part of the magneto-optical function according to:

\[
\Delta \beta(\omega) = -\frac{e \tan \theta}{4d\omega} P \log(I_{+}/I_{-})
\]

where \(d\) is the thickness of the sample, \(P\) the degree of circular polarization, \(\theta\) the grazing angle of incidence and \(I_{\pm}\) the absorption for left and right circularly polarized light. For details we refer to the supplementary information.

**Results for the static case:** in Fig 5(a) we show the static MCD spectra for CoPt, both measured experimentally and computed via LR-TDDFT. As can be seen, the line-shape is well reproduced by LR-TDDFT – the Co \(M_{23}\)-edge at 60 eV, Pt \(O_{5}\)-edge at 54 eV and Pt \(N_{67}\)-edge at 72 eV are very well reproduced by theoretical simulations. The Pt \(O_{23}\)-edge at 68 eV is red shifted by 3 eV in theory as compared to experiments. This extends the good agreement between experiment and theory found in Ref. [18] for simple ferromagnets to the case of more complex materials. Furthermore, we can numerically decompose the total MCD signal into contributions for the Co and Pt individually. This is achieved by switching off the transitions from Pt 4\(f\) and 5\(p\) or Co 3\(p\) states for calculating the non-interacting response function of Eq. 2. The pure Co contribution in CoPt, shown in Fig. 5(a), has a pronounced peak at 60 eV, which is the \(M_{23}\) edge corresponding to \(3p \to 3d\) transitions. While the Pt
contribution (Fig. 3(b)) shows the $O_{23}$ peaks at 65 eV and 54 eV ($5p \rightarrow 5d$) with higher energy peaks coming from the $N_{67}$ edge around 72 eV ($4f \rightarrow 5d$).

However, it is important to note that there is cross-contamination between the Co and Pt edges. This can be clearly seen for the Co peak at 60 eV where Pt $O_{23}$-edges contributes significantly and for the Pt $O_{23}$-edge where transitions from Co states contribute significantly. This raises the question of whether the dynamics as traced by the intensity of the peak at 60 eV and 54 eV can corresponds to the dynamics of the Co and Pt local moment respectively, as is generally assumed to be the case [15, 29, 34].

**Transient MCD:** having studied the MCD spectra for the static case, we now excite the system using an ultrafast laser pulse and observe the dynamics of the magnetization and the MCD spectra. We choose a linearly polarized laser pulse with frequency $\omega = 1.55$ eV, FWHM=40 fs, and a total incident fluence of 12 mJ/cm$^2$. The same pulse is used both experimentally and for theoretical simulations. In Fig. 2 we show the evolution of the calculated MCD spectra at three different times during the simulation and compare it to the tr-MCD spectra of bulk Co. In all cases we see a decrease in the magnitude of the local moment (see Fig. 3) which can be seen in the dynamics of the MCD signal. In the case of bulk Co, this demagnetization is due to the excitation of electrons from 3$d$ to higher lying delocalized states as well as spin-orbit mediated spin-flips (as observed in Ref. [8]). In the case of CoPt the dynamics is the results of two processes acting in tandem: (i) OISTR which causes the minority spins to transfer from the Pt to Co (as observed in Refs. [15, 16]) and (ii) spin-orbit mediated spin-flips [8, 12, 35–37] which causes the Pt majority spins to flip into Pt as well as Co minority states leading to a further decrease in the local moment.

We can extract the dynamics of the intensity of various MCD peaks calculated using LR-TDDFT and compare this to the dynamics of the magnetization obtained using RT-TDDFT. In Fig. 3 we first show the response of bulk Co where we find that the $M_{23}$-edge peak amplitude as a function of time reproduces the dynamics of the local spin moment. In the more complex CoPt system, we find that the Co $M_{23}$-edge peak follows the Co moment while both the $O_{19}$- and $N_{23}$-edges of Pt follow the Pt magnetization dynamics. This computationally validates (a) the approximation used for the non-interacting response function, indicating that the change in the occupation numbers is the most important contribution to the magnetization dynamics in early times and (b) the common interpretation of MCD data, which assigns the dynamics of specific peaks to the dynamics of specific elements.

For the ground-state MCD spectra, we saw that there was significant contribution from Pt $O_{23}$-edge to the Co peak at 60 eV. Despite this, we see that the dynamics of this peak could still follow the Co magnetization dynamics. To resolve this apparent contradiction, we plot in the Fig. 3(b) the dynamics of the Co $M_{23}$-edge without the Pt core states (i.e. suppressing all transition from Pt 4$f$ and 5$p$ states in $\chi_4$). We find that since this cross-contamination does not significantly change over time, this does not affect the dynamics of the Co $M_{23}$-edge peak. Thus despite significant overlap of Co and Pt edges, element specific magnetization dynamics can

---

**FIG. 1:** Ground-state $\Delta \beta$ for CoPt obtained experimentally (green dots) and by using TDDFT (red line). Theoretical data obtained by suppressing transitions from Pt 4$f$ and 5$p$ states is shown in (a) and by suppressing transitions from Co 3$p$ states is shown in (b).

**FIG. 2:** Transient $\Delta \beta$ for (a) bulk Co and (b) CoPt obtained using LR-TDDFT. The results for laser excited system are shown at various time steps. The pump laser used is linearly polarized red laser pulse with FWHM = 40 fs and incident fluence = 12 mJ/cm$^2$. 

be extracted from the MCD data. However, this is by no means guaranteed for all materials with overlapping edges. What one needs is a joint experimental and theoretical effort, where theory can help disentangle various experimental features by switching off element selective transitions.

**Comparison of dynamics between theory and experiments:** Having answered the question of whether the theoretical tr-MCD spectra may be used to extract element specific dynamics, we next compare our calculated tr-MCD spectra to the experimental data. This is shown in Fig. 4 at several XUV frequencies corresponding to Co and Pt peaks. For the Co $M_{23}$-edge we see good agreement between theory and experiment. It is noteworthy that no scaling of the data was performed and we directly compare the experimental and theoretical $\Delta \beta(\omega)$. However, since there are slight deviations between the static theoretical and experimental peak intensities (see Fig. 5) the data is rigidly shifted (in $y$-axis) to ensure that for $t<0$ the theoretical peak intensities match the experiment.

For Pt, we examine three frequencies, the $O_3$-edge peak at 57.2 eV and 54.1 eV, and the $N_7$-edge peak at 72.1 eV which has opposite sign to the other two. In all cases, the TDDFT results show again an excellent agreement to the experimental data, even reproducing the difference in the magnitude of the response between the $O_3$- and $N_7$-edge peaks.

Note, we performed our simulations for just the first 100fs following the laser pulse. After this time lattice heating and electron-phonon interaction become dominant which causes further demagnetization, however such processes are not included in our TDDFT simulations.

In conclusion, we used TDDFT to answer several questions regarding the interpretation of experimental transient MCD data. Firstly we demonstrated that there can be cross-contamination of peaks in multi-element systems, casting doubt on whether element specific dynamics can be extracted from such data. However, based on our approximation to the transient MCD spectra using real-time TDDFT, we have removed this doubt. Specifically in CoPt, we show that the individual Co and Pt local spin moments in CoPt may be found by using the MCD peak dynamics at the respective $M_{23}$-, $N_7$- and $O_3$-edges. Finally we found excellent agreement in the transient behaviour as seen in our calculated tr-MCD spectra and the experimental data.

That MCD is element specific for complex magnets despite overlapping edges is by no means guaranteed, however a joint experimental and theoretical effort can help disentangle various experimental features. By developing a simple theoretical approach that allows for direct comparison between theory and experiment a more detailed understanding of the microscopic physical processes at
play in ultrafast spin dynamics can now be achieved.
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Supplementary Information:

Theoretical Details: TDDFT is an in-principle exact approach for calculating electron dynamics induced by external fields, such as laser pulses. It is the time-dependent extension of ground-state (GS) density functional theory (DFT) which provides an accurate and computationally efficient description of both the linear and non-linear response regimes. Both DFT and TDDFT map a system of interacting electrons to a system of non-interacting electrons. This fictitious system is known as the Kohn-Sham (KS) system and defined such that it reproduces the same GS density (DFT) or density evolution (TDDFT) of the interacting system. It was proven, Hohenberg-Kohn theorem for DFT, Runge-Gross theorem for TDDFT, that knowledge of this density is sufficient in order to extract all observables of the system. To study spin dynamics, TDDFT is extended to reproduce the exact dynamics of the density and the magnetization density. For this case, the KS equation to be propagated is:

$$i \frac{\partial \phi_j(r,t)}{\partial t} = \left[ \frac{1}{2} \left( -i \nabla + \frac{1}{c} A_{\text{ext}}(t) \right)^2 + v_s(r,t) + \frac{1}{2e} \sigma \cdot B_s(r,t) + \frac{1}{4e^2} \sigma \cdot (\nabla v_s(r,t) \times -i \nabla) \right] \phi_j(r,t)$$ (7)

where $\phi_j(r,t)$ are two-component Pauli spinors, $A_{\text{ext}}(t)$ is the external laser field, written as a purely time-dependent vector potential, $\sigma$ are the Pauli matrices, $v_s(r,t) = v_{\text{ext}}(r) + v_{\text{H}}(r,t) + v_{\text{XC}}(r,t)$ is the KS effective scalar potential, and $B_s(r,t) = B_{\text{ext}}(r,t) + B_{\text{XC}}(r,t)$ is the KS effective magnetic field. These effective potentials ensure that the dynamics of the density, $n(r,t)$, and magnetization density, $m(r,t)$, is equal to that of the interacting system. The problem is defined by the external potentials, where the external scalar potential $v_{\text{ext}}(r)$ includes the electron-nuclei interaction, while $B_{\text{ext}}(r,t)$ is any external magnetic field which interacts with the electronic spins via the Zeeman interaction. The Hartree potential, $v_{\text{H}}(r,t)$ is the classical electrostatic interaction. Finally, the XC potentials, the scalar $v_{\text{XC}}(r,t)$, and the XC magnetic field, $B_{\text{XC}}(r,t)$, which require approximation. In the present work we use the adiabatic approximation, where these may be calculated using a DFT XC energy functional, $E_{\text{XC}}[n,m]$:

$$v_{\text{XC}}(r,t) = \left. \frac{\delta E_{\text{XC}}[n,m]}{\delta n(r)} \right|_{n,m=n(r,t),m(r,t)}$$ (8)

$$B_{\text{XC}}(r,t) = \left. \frac{\delta E_{\text{XC}}[n,m]}{\delta m(r)} \right|_{n,m=n(r,t),m(r,t)}.$$ (9)

The last term of Eq. (7) is the spin-orbit coupling term.

Response function: if the external perturbation is small, the linear response version of TDDFT can be used
in the form of Eq. (1) of the paper \(\chi(\omega) = \chi_0(\omega) + \chi_s(\omega) (v + f_{xc}) \chi(\omega)\). This is a matrix equation in reciprocal space of vectors \(\mathbf{G}\) i.e. \(\chi\) which represents the response of the density to an external perturbation is a matrix. The reason for this is that an external perturbation, \(e^{i(\mathbf{G}+q)\cdot \mathbf{r}}\) generates a response in the density of the form \(e^{i(\mathbf{G}+q)\cdot \mathbf{r}}\). To solve this equation for \(\chi\) one requires inversion of the matrix \(1 - (v + f_{xc})\chi_s\) in \(\mathbf{G}\) space. This in turn allows for inclusion of the microscopic components known as the local field effects (LFE). These LFE are crucial for accurate description of the response function\cite{18}. In the present work these LFE are included and we found that we needed a matrix of 70 \times 70 for convergence. It was also shown in Ref. \cite{18} that many-body correction to the KS band structure are important. In the present work we have included these corrections by first calculating a fully spin-polarized GW spectral function to determine the correct position of the Co 3p, Pt 4f and 5p states and then red shifting the KS states to these correct energies.

**Computational details:** all calculations are performed using the highly accurate full potential linearized augmented-plane-wave method\cite{40}, as implemented in the ELK\cite{41} code. A smearing width of 0.027 eV was used for ground-state and RT-TDDFT calculations and a smearing of 1 eV was used for linear response calculations. All states greater than 95 eV below Fermi-level were treated as Dirac spinors, i.e. obtained by solving the Dirac equation. All the other states are treated as Pauli spinors obtained by solving the Schrödinger equation including spin-orbit and other relativistic corrections (e.g mass correction and Darwin terms). All states up to 90 eV above the Fermi level were included in the calculations. A bulk FCC Co unit cell with lattice parameter of 3.21 Å was used. An ordered 50-50 alloy for CoPt was simulated using a Li\(_{10}\) unit cell with lattice parameter of \(a = 7.2 \text{ Å}, c = 7.0 \text{ Å}\). The Brillouin zone was sampled with a 8 \times 8 \times 8 mesh for CoPt and 10 \times 10 \times 10 for bulk Co. The XC energy functional was LDA\cite{42}, which was extended to treat non-collinear systems according to the method of Kübler\cite{43}. For time propagation the algorithm detailed in Ref. \cite{44} was used with a time-step of 2.42 atto-seconds.

The final magnetization value for each atom is converged with these parameters. We obtained a magnetic moment of 1.66 \(\mu_B\) per atom for bulk Co. In the case of CoPt a moment of 1.87 \(\mu_B\) on Co atoms and an induced moment of 0.38 \(\mu_B\) on Pt atom was obtained. During the time propagation we see that there are small oscillations (with large period) around the final value of the moment (see Fig. 3 of the manuscript). These oscillations are numerical and get damped as you increase the number of k-points. In contrast to this, the rapid oscillations seen in Figs. 3(b)-(d) of the manuscript are due to the electrons moving back and forth with the frequency of the electric field (as well as higher harmonics). The local moments are extracted by integration of the magnetization within a sphere around the each atom and this leads to a doubling of the frequency of any oscillation and hence the frequency in Figs. 3(b)-(d) of the manuscript is twice that of the pump-pulse frequency in Fig. 3(a).

At this point it is important to note the difference between the results for bulk Co in the present case and in the previous work in Ref. \cite{18} there are three differences: (i) in the present work an average width of 1 eV for 3p\(_{1/2}\) and 3p\(_{3/2}\) states is considered, while in the previous work a state dependent width was used. The net result of this is that the intensity of the post M\(_{23}\)-edge peak is large, (ii) in the present work states up to 90 eV above the Fermi level are used, while in the previous work states up to 300 eV above the Fermi level were used. The net result of this that the pre-edge features are suppressed and (iii) a \(\mathbf{k}\)-point mesh of 10 \times 10 \times 10 is used in the present work, which is half of what was used before. The reason for all these is the computational demand: in the present case we need to perform a full time propagation which is computationally very demanding and memory intensive.

**Experimental Details:**

![Graph](image)

**FIG. 5:** \(\Delta \beta(\omega)\) obtained experimentally at the synchrotron facility BESSY II for the Co/Pt multilayer (green dots) and measured with a high harmonic source at selected photon energies of the Co\(_{0.5}\)Pt\(_{0.5}\) alloy. The good agreement supports our approximation of the effective thickness of magnetized Pt in the Co/Pt multilayer.

The Co/Pt multilayer, [Co(0.4 nm)/Pt(0.7 nm)]\(_{30}\), and the Co\(_{0.5}\)Pt\(_{0.5}\)(15 nm) alloy samples were grown by magnetron sputtering on free-standing Si\(_3\)N\(_4\) (20 nm thickness) and aluminum (200 nm thickness) membranes, respectively. The Co/Pt multi-layer has an out-of-plane anisotropy with a coercive field of 250 mT, while the CoPt alloy is magnetized in-plane and has a smaller co-
erce field of < 10 mT.

The static measurement of the absorptive part of the magneto-optical function, $\Delta \beta$, was measured for the multi-layer $[\text{Co}(0.4 \text{ nm})/\text{Pt}(0.7 \text{ nm})]_{30}$ at the undulator beamline UE112-PGM1 of BESSY II, HZB, with variable polarization and an energy resolution $E/\Delta E = 30000$ in the spectral range from 45 eV to 75 eV (green dots in Fig. 5). Here, we confirmed the degree of circular polarization of $P_{\text{circ}} = 0.99$ in an independent measurement. To calculate $\Delta \beta(\omega)$ we estimate that the induced magnetic moment of the Pt atoms extends 0.2 nm from each Co/Pt interface [18], such that we can approximate an identical effective thickness of Co and Pt of 30 - 0.4 nm. Importantly, this implies that the static $\Delta \beta$ is comparable to a Co$_{0.5}$Pt$_{0.5}$ alloy. Time and frequency resolved $\Delta \beta(\omega, t)$ as shown in Fig. 4 was measured in an optical pump (fluence 12 mJ/cm$^2$, center photon energy $h\nu = 1.55eV$, pulse duration $\Delta \tau = 50$ fs), resonant XUV probe experiment in an collinear geometry. Femtosecond pulses in the extreme ultraviolet spectral range were generated via high harmonic generation by focusing laser pulses (central photon energy $\omega = 55\times 5$ mJ, repetition rate $\nu = 3$ kHz) into a neon gas cell. The discrete, odd harmonics with photon energy $\omega = 2\times \nu$, $3\times \nu$, $5\times \nu$ were filtered and detected by an XUV-sensitive charge-coupled device camera. The sample is mounted under a grazing angle of $\theta = 50$ degree for a finite projection of the k vector of the circularly polarized XUV pulses and the magnetization of the sample. We integrate the transmitted intensity, $I_{\pm}$, of one harmonic and calculate $\Delta \beta$ according to Eqn. (8), taking into account the finite and energy dependent degree of polarization [23, 28] and the angle of incidence, but ignoring smaller corrections due to refraction at the vacuum/sample interface [18]. $\Delta \beta(t < 0)$ of the Co/Pt alloy as determined in the time resolved high harmonic experiment are also shown in Fig. 1 (red diamonds) and show an excellent agreement with the static measurements, corroborating our approximation of the effective Pt thickness within the Co/Pt multilayer.
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