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Abstract—We propose an attentive neural network for the task of named entity recognition in Vietnamese. The proposed attentive neural model makes use of character-based language models and word embeddings to encode words as vector representations. A neural network architecture of encoder, attention, and decoder layers is then utilized to encode knowledge of input sentences and to label entity tags. The experimental results show that the proposed attentive neural network achieves the state-of-the-art results on the benchmark named entity recognition datasets in Vietnamese in comparison to both hand-crafted features based models and neural models.
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I. INTRODUCTION

Named entity recognition (NER) is one of fundamental sequence labeling tasks as well as other tasks such as word segmentation, part-of-speech (POS) tagging, or noun phrase chunking. The NER task aims to identify named entities in the given texts and then to assign named entities to particular entity types such as location, organization or person name. NER task plays a crucial role in natural language understanding and downstream applications such as relation extraction, entity linking, question answering, or machine translation.

In the previous studies, NER approaches make use of linear statistical models to label entity tags such as Hidden Markov models (HMM), maximum entropy models (ME), or conditional random fields (CRF) ([11]). However, most those kinds of models rely heavily on hand-crafted features and task-specific resources, leading that those models are difficult to adapt to new tasks or to shift to new domains. For example, in English, orthographic features and external resources of gazetteers are commonly used in NER task. For Vietnamese, the approach in [2], [3] used the information of word, word shapes, part-of-speech tags, chunking tags as hand-crafted features for CRF to label entity tags.

In the past few years, neural networks for NER have been proposed to deal with drawbacks of statistical-based NER models by extracting automatically features instead creating heavily hand-crafted features. Neural architectures for NER often make use of the combination of either recurrent neural network (RNN) and CRF or convolution neural network (CNN) and CRF to extract automatically information from the inputs and detect NER labels. Reference [4], among others, proposed a neural architecture by using recurrent neural network with long short-term memory units (LSTM) ([5]) and CRF to label NER tags. Moreover, the combination of bidirectional LSTM, CNN, and CRF is introduced to obtain benefits from both word- and character-level representations automatically for detecting NER labels as in [6]. Recently, as in [7], a combination of language model (LM), LSTM, and CRF is used to extract knowledge from raw texts and empower the sequence labeling task including NER task. For Vietnamese, a non-hand-crafted feature based model which is combination of LSTM, CNN, and CRF is applied to solve the task of Vietnamese NER as in [8]. Moreover, ZA-NER model ([9]) which is based on a combination of bidirectional LSTM and CRF is proposed to extract named entities.

In this paper, we introduce an attentive neural network (VNER) for Vietnamese NER task without using any hand-crafted features or task-specific resources. In the proposed neural network, we incorporate a neural language model to encode the character-based words. Similar to [7], the prediction of the next character in the language model is adapted to predict the next word. Moreover, the pre-trained word embeddings are also utilized to extract knowledge from word level. The concatenation of character-based word and pre-trained word embedding is then used as the vector representation of a word- or token-layer. A bidirectional LSTM is then applied as an encoder layer to encode the knowledge of the input sentence. We then make use of a LSTM as a decoder together with an attention mechanism to decode the outputs of encoder layer. Finally, a CRF layer is used to model context dependencies and entity labels.

For the experiment, we evaluate the VNER model on two benchmark datasets of Vietnamese NER task which are VLSP-2016 ([10]) and VLSP-2018[1] NER datasets. The experimental results show that the VNER model achieves the state-of-the-art results compared to both hand-crafted based models and neural models.

II. RELATED WORK

Named entity recognition is a fundamental NLP research problem that has been studied for years. In the literature,
proposed approaches for NER task can be divided into two types: the first type is based on linear statistical approaches and the second type is based on neural models.

In the first approach, based-statistical NER systems have been dominated for years. These systems rely on a pre-defined set of hand-crafted features such as lemma, word embeddings, semantic dictionary, word-shape, POS tags, or chunking tags. Each sentence is represented as a set of features and then fed into a linear model such as HMM, ME, or CRF to label entity tags for each word or token. In comparison with neural models, this type of NER systems is straightforward and requires less resources. In addition, these system are also proved to work well for low-resource languages such as Vietnamese. However, these kinds of NER systems are relied heavily on the feature set use, and on hand-crafted features that are expensive to construct and are difficultly reusable.

For the second approach, thanks to the recent advancements in computing technology, neural-based models have emerged as a powerful tools for a number of research problems, including sequence labeling tasks. Neural-based NER systems are end-to-end systems that require no exclusively pre-defined features. Those proposed models are based on complex deep learning architecture such as RNN, LSTM, or CNN ([4], [6]–[8]). Word embeddings and/or character embeddings are often used to represent the semantic relations of words or characters. Other information such as POS tags or chunking tags are also used to provide additional syntactic information. Sentences are represented as vector representations and fed into variety architectures of deep neural networks to encode knowledge from them. A CRF layer then can be used on top to infer entity tags for words or tokens. Consequently, neural models are easy to adapt to new domains and can achieve state-of-the-art results on many sequence labeling problems. However, due to this type of models that is quite complex, these models require large training data and take time for training.

There have been considerable work proposed by Vietnamese researchers in solving the NER problem such as dynamic feature induction model ([11]), CRF model ([2]), or LSTM ([8], [9]). CRF-based model achieves state-of-the-art results on the VLSP 2016 and VLSP 2018 competitions; however, it still suffers from the linear statistical model drawbacks as mentioned above. Our proposed attentive neural network has similar architecture as the ones mentioned in [8], [9] with additional highway layers for enhancing word embeddings and character embeddings at run time. Moreover, an attention mechanism is used to further improve the system performance.

III. VNER: AN ATTENTIVE NEURAL NETWORK FOR VIETNAMESE NAMED ENTITY RECOGNITION

In this section, we describe the components (layers) in the architecture of VNER model. The neural architecture of the proposed model is visualized in Figure 1. The VNER model includes the layers of word, encoder, attention, and decoder.

A. Word Layer

As mentioned in Section I, a word is the concatenation of both character- and word-based vector representations. The visualization of word layer is illustrated in Figure 2. Specifically, for the character-based word, we adopt character-level layer in [7] to represent the vector representation of character-based word by using the neural language model. The character-level language models are trained on unannotated sequence of the input sentence. Furthermore, we make use of two LSTM networks to model the sequence of characters in both forward and backward directions. For each word in the input sentence, the prediction of all characters in each word is the next word, helping to capture better lexical information of the next word rather than its spelling.
In addition, we employ four highway units ([12]) to enhance the output’s performance of language model. Specifically, the highway units compute non-linear transformation as follows:

$$ O = H(x) = t ⊕ \Phi(W_{H}x + b_{H}) $$  

where $\Phi$ is non-linear activation function, $\odot$ is the element-wise product, and $t = \sigma(W_{T}x + b_{T})$ is transform gate. In our model, four highway units are applied to both forward and backward directions of LSTM networks. The two first highway units transfer the output of forward LSTM network $O_{f_{i}}$ to $O_{b_{i}}^{f}$ and $O_{b_{i}}^{N}$, in which $O_{f_{i}}^{N}$ and $O_{b_{i}}^{B}$ are used in forward language model and word layer, respectively. Similarly, the two transformations of the two last highway units that transfer $O_{b_{i}}$ to $O_{b_{i}}^{f}$ and $O_{b_{i}}^{N}$ are used in backward language model and word layer, respectively.

Finally, the vector representation of a word $w_{i}$ is the concatenation of its pre-trained embedding $E_{i}$, the forward transformation of highway units $O_{f_{i}}^{N}$, and the backward transformation of highway units $O_{b_{i}}^{N}$. The representation of a word $w_{i}$ in the input sentence $x = (x_{1}, x_{2}, ..., x_{n})$ containing $n$ words. A forward LSTM network aims to encode the input sequence $x$ from the start to the end of the input sequence and to generate a hidden representation $\tilde{h}_{f_{i}}$ at every word $t$; and a backward LSTM network encodes the input sequence from the end to start of the input sequence and computes a hidden representation $\tilde{h}_{b_{i}}$ at every word $t$.

The representation of a word $w_{i}$ in the input sentence $x$ using the bidirectional LSTM encoder is then obtained by concatenating its forward hidden representation and backward hidden representation as follows:

$$ \tilde{w}_{i} = [\tilde{E}_{i}; \tilde{O}_{f_{i}}^{N}; \tilde{O}_{b_{i}}^{N}] $$

**B. Encoder Layer**

In order to capture the information of whole input sequence, we make use of bidirectional LSTM networks to encode an input sequence. Precisely, for a given input sentence $x = (x_{1}, x_{2}, ..., x_{n})$ containing $n$ words. A forward LSTM network aims to encode the input sequence $x$ from the start to the end of the input sequence and to generate a hidden representation $\tilde{h}_{f_{i}}$ at every word $t$; and a backward LSTM network encodes the input sequence from the end to start of the input sequence and computes a hidden representation $\tilde{h}_{b_{i}}$ at every word $t$.

The representation of a word $w_{i}$ in the input sentence $x$ using the bidirectional LSTM encoder is then obtained by concatenating its forward hidden representation and backward hidden representation as follows:

$$ \tilde{h}_{i} = [h_{f_{i}}^{T}, h_{b_{i}}^{T}] $$

**C. Attention Layer**

The attention mechanism has gained popularity in recent years in training neural networks. Reference [13] proposed and successfully applied attention mechanism to jointly translate and align words for the task of neural machine translation. Ideally, attention mechanism is often applied in between the layers of encoder and decoder, aiming to selectively focus on parts of encoder layer’s outputs corresponding to time step in the decoder layer. Specifically, the attention layer first takes the outputs of encoder layer as inputs to compute probability distribution of encoder’s outputs for each word $w_{i}$ at the time step $t$ of decoder layer as follows:

$$ \text{score}(h_{t}, \tilde{h}_{e}) = h_{t} \cdot \tilde{h}_{e}^{T}, $$

$$ \alpha_{t}(e) = \frac{\exp(\text{score}(h_{t}, \tilde{h}_{e}))}{\sum_{e} \exp(\text{score}(h_{t}, \tilde{h}_{e}'))} $$

$$ c_{t} = \sum_{e} \alpha_{t}(e) \tilde{h}_{e} $$

in which $h_{t}$ is hidden state of decoder layer at time step $t$; $\alpha_{t}(e)$ is the attention weights according to the hidden states of encoder layer $\tilde{h}_{e}$ and $h_{t}$; and $c_{t}$ is the context vector of attention layer.

**D. Decoder Layer**

This layer aims to decode and label entity tags which are dependency tags. Therefore, it is beneficial to observe the relationships between entity tags in neighborhoods and jointly decode the highest probability of entity tags for a given input sentence. For example, it is meaningless to label $I$–$PER$ after $I$–$ORG$ in the NER task with BIO annotation. To do so, firstly, we make use of a LSTM network which is considered as a decoder to process the outputs of encoder and attention layers. Given the outputs of encoder layer $h_{e} = [h_{e_{1}}, h_{e_{2}}, ..., h_{e_{n}}]$, the input of decoder layer at each time step $t$ is the concatenation of three elements which are the hidden state $h_{e_{t}}$ of encoder layer, the previous state of decoder layer $h_{d_{t-1}}$, and the context vector of attention layer $c_{t}$ as follows:

$$ h_{d_{t}} = [h_{e_{t}}; h_{d_{t-1}}; c_{t}] $$
Secondly, we apply CRF model to the outputs of the decoder to model dependency tags. Formally, as in [6], we use \( z = (z_1, z_2, \ldots, z_n) \) to represent the output of the decoder in which \( z_i \) is the vector representation of \( i \)th word in the input sentence; \( \mathcal{Y}(z) \) stands for the set of all possible sequences for \( z \); and \( y = (y_1, y_2, \ldots, y_n) \) represents the sequence of labels for \( z \). The probabilities of possible label sequences \( y \) given \( z \) are defined as follows:

\[
p(y|z; \mathbf{W}, \mathbf{b}) = \frac{\prod_{i=1}^{n} \psi_i(y_i-1, y_i, z)}{\sum_{y' \in \mathcal{Y}(z)} \prod_{i=1}^{n} \psi_i(y'_{i-1}, y'_i, z)}
\]

where \( \psi_i(y'_i, y, z) = \exp(\mathbf{W}^T y'_i, z_i + \mathbf{b} y'_i, y) \) are potential functions; and \( \mathbf{W}^T y'_i, z_i + \mathbf{b} y'_i, y \) are weight matrix and bias corresponding to the label pair \((y'_i, y)\), respectively.

**E. Joint Training**

As mentioned in Section III-A, in the VNER model, we make use of both forward and backward neural language models to jointly learn character-based word embeddings. Specifically, due to both neural language models which consider the predictions to words and utilize the character sequence as the inputs, the probabilities for the models of both forward \( p_f \) and backward \( p_b \) to generate words are defined as follows:

\[
p_f(x_1, \ldots, x_n) = \prod_{i=1}^{n} p_f(x_i|c_{i-1}, \ldots, c_{i-1})
\]

\[
p_b(x_1, \ldots, x_n) = \prod_{i=1}^{n} p_b(x_i|c_{i+1}, \ldots, c_{n})
\]

where \( x_i \) is the \( i \)th word; and \( c_{i,j} \) is the \( j \)th character of the \( i \)th word.

By combining the equations of 8, 9, and 10, the objective function of joint model used to label NER tags can be defined as the following equation:

\[
\mathcal{J} = - \sum_i \left( p(y|z_i) + \lambda (\log p_f(x_i) + \log p_b(x_i)) \right)
\]

in which \( \lambda \) is a hyper-parameter.

**IV. EXPERIMENTS**

### A. NER datasets

In our experiments, we evaluate the VNER model on two benchmark datasets for Vietnamese NER which are VLSP-2016 NER task and VLSP-2018 NER task. Specifically, VLSP-2016 dataset consists of four entity types including location (LOC), organization (ORG), person (PER), and miscellaneous (MISC). VLSP-2016 dataset additionally provides the information about word segmentation, part-of-speech, and chunking tags. Similarly, VLSP-2018 dataset also contains four types of entity which are LOC, ORG, PER, and MISC. However, unlike VLSP-2016 dataset, VLSP-2018 dataset is only annotated without having any additional information such as word segmentation, POS, or chunking tags. In addition, VLSP-2018 dataset contains nested entities which contain other entities inside them. In this paper, we conduct experiments on single-layer for VLSP-2016 dataset. In that case, we retain only the entities tags of the outer-most level. For the VLSP 2018 dataset, we experiment our model on both single-layer and nested entities. Table I shows the statistic of our two experimental NER datasets.

### B. Experimental Settings

Due to VLSP-2016 dataset that does not have development set, hence we create a development set by sampling randomly 2000 samples of train set as in [11]; and the rest of train set is used for training VNER model. We then train VNER model on both VLSP-2016 and VLSP-2018 datasets with the train set and further tune up the model with the development set. The parameters used to train VNER model are summarized in Table II.

### C. Results

For VLSP-2016 dataset, we compare VNER model with CRF model based on hand-crafted features ([2], [3]) (henceforth, feature-based CRF) which is the state-of-the-art model on this dataset. To do so, we evaluate VNER model on three setups as reported in [2]. In the first setup, we use only word information to train VNER model without using the information of annotated POS and chunking tags. For the second setup, we train VNER model by using all annotated information including word, POS tags, and chunking tags. For the last setup, we rely on the Underthesea toolkit to generate POS and chunking tags for the sentences in VLSP-2016 dataset. We
This paper proposed an attentive neural model, namely VNER to recognize named entities in Vietnamese. The VNER model is constructed by four main layers including word layer, encoder layer, attention layer, and decoder layer. A series of experiments on benchmark datasets for Vietnamese NER task showed that VNER model outperforms both hand-crafted features, both VNER and ZA-NER models are trained on the original data of VLSP-2018 NER dataset. Furthermore, in order to observe the effect of attention layer on VNER model, we disable this layer and apply CRF model instead. Table V shows the performance of three models on recognizing named entities of VLSP-2018 NER dataset. Concretely, while VNER model outperforms both feature-based CRF and ZA-NER models with 77.52 F1 score of VNER model compared to 76.63 F1 score and 74.00 F1 score for feature-based CRF model and ZA-NER model, respectively, the VNER model without attention layer shows the low performance with 73.23 F1 score.

In the second experiment for nested entities, we use the same experimental setup as run-#4 in [2]. For each token, we define a joint tag which indicates a combination of both tags from level 1 and level 2. Table IV illustrates an example of joint tags used in our experiment. By doing so, our model is able to work with nested named entities. Table VI shows the performance of our system compared to Feature-based CRF model. In fact, VNER model outperforms Feature-based CRF by more than 3% of F1 score.

Table III shows the performance of VNER model and baseline models in terms of F1 score. Note that all results of baseline models are reported from their original experiments. Overall, VNER model outperforms all baseline models across four setups of training data. In the first setup, VNER model obtains a comparable result compared to feature-based CRF model with 90.37 F1 score for VNER model in comparison to 90.03 F1 score for feature-based CRF model. For the second setup, four models used all information about word and the annotation of POS, and chunking tags to train those models. VNER model shows a large improvement with 95.33 F1 score in comparison with 77.88 F1 score of three baseline models including feature-based CRF, VnCoreNLP, and vie-ner-lstm with the F1 scores of 93.93, 92.91, and 92.05, respectively. Similar to three above setups, in the VnCoreNLP setup, VNER model also outperforms VnCoreNLP model where PER entity was reconstructed by merging contiguous syllables to a word form. Concretely, VNER model achieves 89.58 F1 score in comparison with 88.55 F1 score of VnCoreNLP. The motivation behind is to make the dataset to be more realistic. Because the annotated POS tags are not available in the real-world application.
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