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Abstract. Enterprise plays the role of resource amplifier or resource converter in production activities, whose function is often closely related to the activities in a value chain. The procurement activity of the enterprise is one of the key links in a value chain. Supplier evaluation and selection in the procurement activity is critical to the quality of the final product. To deal with the problem that multiple attribute decision was there, determination of attribute weights was uncertain, and fast computation could not be achieved in traditional supplier evaluation and selection research. The granular computing is applied to supplier evaluation and selection research, which a multi-attribute based on bit granular matrix is used to study supplier evaluation and selection problem in a value chain. The attribute redundancy of evaluation index in mixed information is solved in this paper by using the knowledge reduction method of granular computing theory. The attribute weight matrix is calculated by the calculation method of attribute index weight based on knowledge, which is used to evaluate the importance of attributes. The experimental results show that this method can provide the reference for enterprises to select suppliers quickly and efficiently.

1. Introduction
Modern industries must choose suppliers who meet their own needs to survive and develop. It can achieve cost reduction, efficiency enhancement, quality improvement, and service quality. Therefore, how to effectively evaluate and select suppliers has become an important issue in all industries [1].

The earliest systematically study of supplier evaluation was done by Dickson [2]. In 1966, he studied a large number of questionnaire feedback data and then proposed 23 evaluation indicators for supplier evaluation. On this basis, Weber studied 74 literature on supplier selection from 1976 to 2000, and then found that the key indicators of supplier evaluation and selection were price, quality and delivery [3]. Price has long been a major factor in supplier evaluation and selection. With the development of science and technology and the increasingly fierce competition in domestic and foreign markets, the competition among suppliers is no longer the traditional "low price winner". That is to say, when selecting the right supplier, not only the price should be considered, but also factors such as product quality, historical service, and maintenance ability should be considered [4]. With the increasing pressure of resources and environment, the concept of environmental protection is deeply rooted in people's minds, and it is imperative to develop green suppliers [5].

In the actual supplier evaluation and selection, there is a multi-attribute decision [6]. However, it is difficult to achieve the optimization of multiple objectives at the same time. For example, the optimal service of the supplier and the lowest price are a pair of possible conflicting goals. The buyer wants to get the best service from the supplier at the lowest price. In fact, to improve the supplier's service level,
it needs to increase its construction or operation cost, and it may increase exponentially with the improvement of service level.

The study of supplier evaluation and selection has gone through three stages: qualitative method, quantitative method, and combination method [7-10]. In recent years, many scholars have adopted rough sets to deal with the fuzzy, incomplete and objective nature of attribute weight in supplier evaluation and selection, and achieved certain results [9-10]. However, the above researches on supplier evaluation and selection based on rough set have some problems such as lack of focus, inability to evaluate rapidly, etc.

Granular computing is one of the knowledge discovery and data mining, to imitate the human way of thinking to solve the problem of a complex [11]. It can be viewed from different angles, analyze problems. It is used to grasp the connotation and essence of things by decomposing problems into different levels. Further, the hidden key information is mined. The solution to the problem is obtained by dividing the complex multi-attribute problem into a simple one. Many scholars have done a lot of research and obtained gratifying research results, in data mining, knowledge discovery, information decision, pattern recognition and other aspects [11-13]. Therefore, grain calculation is a solution method for complex problems [14].

In this paper, granular computing is applied to the supplier evaluation and selection. It is used to study and solve the redundancy of evaluation index attribute, and realize the supplier evaluation and selection of multi-attribute decision based on the focus. It can provide the right supplier for the enterprise to consolidate the position of enterprises in the supply chain, which is conducive to control the cost of enterprises, improve customer satisfaction, and further enhance the core competitiveness of enterprises. Therefore, it is a matter of great theoretical and practical significance to construct an effective supplier evaluation and selection system.

2. Basic information of supplier evaluation and selection

As a pillar industry of Fujian Province, the construction industry has made important contributions to the economic and social development, urban and rural construction and improvement of people's livelihood in Fujian province. However, the construction industry has also become an industry with high energy consumption and heavy pollution (air pollution, noise pollution, and et al.). The government pay a great importance attention to the reform and development of the construction industry and has vigorously developed the green construction industry. Among them, choosing the right green supplier is an effective way to achieve this goal. Therefore, six candidate suppliers of a practical green building project in Qingdao is used to the research object in this paper [10].

| Supplier candidate | Product superiority | Operations management | Cooperative potential | Green management | Users’ satisfaction |
|--------------------|---------------------|-----------------------|----------------------|-----------------|-------------------|
| 1                   | Good                | Great                 | General              | Great           | Dissatisfied      |
| 2                   | Great               | Good                  | Great                | Good            | Satisfied         |
| 3                   | Great               | Great                 | Great                | Good            | Very satisfied    |
| 4                   | Great               | Great                 | Good                 | General         | Satisfied         |
| 5                   | Great               | Good                  | Great                | General         | Very satisfied    |
| 6                   | General             | General               | General              | Great           | Dissatisfied      |

According to the appointment in paper [10], the supplier selection criteria and decision attributes in the rating table are numerically normalized according to the three-point system.
Table 2. Green building supplier selection knowledge base.

| Supplier candidate | Product superiority | Operations management | Cooperative potential | Green management | Users’ satisfaction |
|--------------------|---------------------|-----------------------|-----------------------|------------------|--------------------|
|                    | C1                  | C2                    | C3                    | C4               | D                  |
| 1                  | 2                   | 3                     | 1                     | 3                | 1                  |
| 2                  | 3                   | 2                     | 3                     | 2                | 2                  |
| 3                  | 3                   | 3                     | 3                     | 2                | 3                  |
| 4                  | 3                   | 3                     | 2                     | 1                | 2                  |
| 5                  | 3                   | 2                     | 3                     | 1                | 3                  |
| 6                  | 1                   | 1                     | 1                     | 3                | 1                  |

3. Basic concept of multi-attribute granulation knowledge evaluation

Definition 1: Supplier selection is defined as an information system, \( S=\langle U, C, D \rangle \), supplier selection decision table \( T=\langle U, A, C, D \rangle \), where \( U \) is the non-empty set which is a collection of all the supplier information that needs to be discussed, and \( A \) is a non-empty evaluation attribute set, which is composed of supplier evaluation attribute set \( C \) and supplier decision attribute set \( D \). The equivalent class of \( IND(C) \) is the conditional class of supplier evaluation. The equivalent class of \( IND(D) \) is the decision-making class of supplier selection.

Definition 2: Define a supplier selection knowledge base \( K=\langle U, G \rangle \). \( G \) is a set of equivalent relation of \( U \). An arbitrary non-empty set \( S(\subseteq G) \) is given, where equivalence class \( U/IND(S) = \{Y_1, Y_2, \ldots, Y_i, \ldots, Y_m \} \) (\( 1 \leq i \leq m \)) is called knowledge granular \( G \). Each knowledge granular \( G \) is represented by a binary number, whose binary number is \( l \). \( l \) is the potential of \( U \). If the \( u_k \subseteq Y_i (1 \leq k \leq l) \), the binary number corresponding to the \( i \) bit is 1, otherwise 0.

Definition 3: Attribute dependency \( k \) describes the compatibility of supplier selection system, that is the dependence of supplier decision attribute \( D \) and supplier condition attribute \( C \). When \( k=1 \), the supplier selection decision table is consistent; otherwise, the supplier selection decision table is inconsistent.

In a supplier selection decision table, decision attribute \( D \) is denoted as \( k \) dependent on condition attribute \( C \), which is expressed as follows:

\[
k = \gamma_c(D) = \frac{\text{card}(\text{pos}_c(D))}{\text{card}(U)}
\]

Where, \( \text{pos}_c(D) \) is the condition attribute \( C \)-positive region of decision attribute \( D \), \( \text{card}(\bullet) \) is the number of non-zero elements in \( C \), \( \text{card}(\text{pos}_c(D)) = \sum_{NE(i)=1} c_i \), \( NE(i) = c_i \) is the number of non-zero elements in \( C \).

Definition 4: Attribute index weight, which refers to the importance degree of each supplier condition attribute in supplier selection system relative to supplier decision attribute.

The weight of a supplier’s condition attribute is calculated. This condition attribute is deleted from the supplier selection decision table, and the classification ability of the supplier selection decision table is calculated, which is then reduced by attribute dependency \( k \).

\[
\omega_k = \gamma_c(D) - \gamma_{c-\epsilon}(D)
\]

Attribute weight is used to set the attribute weight of supplier condition attribute.

Definition 5: Definition \( \{Y_{m \times l}, X_{n \times l}, C_{m \times n}\} \) as Bit Granular Matrix(BGrM) [15], where

\[
C_{m \times n} = C_{XX} = Y \times X'
\]

Where, Matrix \( C_{m \times n} \) reflects subordinative relation of equivalent classes \( Y_i \) and \( X_j \). \( Y \) and \( X \) represent the equivalence classes which is derived from supplier condition attribute \( C \) and supplier decision attribute \( D \).
\[
Y_{m \times l} \overset{\Delta}{=} Y = \begin{pmatrix}
Y_1 \\
\vdots \\
Y_m
\end{pmatrix} = \begin{pmatrix}
a_{11} & \ldots & a_{1l} \\
\vdots & \ddots & \vdots \\
a_{m1} & \ldots & a_{ml}
\end{pmatrix}
\]

\[
X_{n \times l} \overset{\Delta}{=} X = \begin{pmatrix}
X_1 \\
\vdots \\
X_n
\end{pmatrix} = \begin{pmatrix}
b_{11} & \ldots & b_{1l} \\
\vdots & \ddots & \vdots \\
b_{n1} & \ldots & b_{nl}
\end{pmatrix}
\]

**Definition 6:** According to the existing supplier’s selection of knowledge base \( K = (U, G) \), where a condition attribute \( g \in G \), if \( IND(G) = IND(G - \{g\}) \), condition attribute \( g \) is the redundant attribute. The data of this attribute is not required to be collected in the supplier evaluation. Otherwise, condition attribute \( g \) is required knowledge of \( G \).

4. **Supplier selection and evaluation method based on multi-attribute granulation**

The supplier selection and evaluation method based on multi-attribute granulation can be divided into the following five steps:

- **Step 1:** The attributes of each indicator system is determined according to the evaluation needs.
- **Step 2:** The conditional attribute matrix and decision attribute matrix of supplier selection are constructed, and the initial supplier selection knowledge base is established.
- **Step 3:** According to the actual situation, the supplier selection knowledge base is preprocessed to generate the supplier selection knowledge base.
- **Step 4:** Information granulation is carried out by using knowledge of multi-attribute granulation, and the weight of attribute index of condition attribute is calculated.
- **Step 5:** The evaluation value of each supplier is calculated according to the attribute index weight of the condition attribute and the conditional attribute value of each supplier, and the best supplier can be selected according to the descending order.

4.1. **Data granulation**

According to Definition 2, the supplier selected of the knowledge base after data preprocessing is carried out by the corresponding information granulation, that is, the binary matrix is constructed by binary code.

The green construction supplier selection knowledge base shown in table 2 is taken as an example. Decision attribute can be decomposed into binary information granular of 3 objects, \( d_1 = \{100001\}, d_2 = \{010100\}, d_3 = \{001010\} \), and their granularity is 1, 2 and 3 respectively. The steps are as follows:

1. Decision Attribute BGrM
2. for each \( D \)
3. if equal flag=1;
4. else flag=0;
5. end for

The binary information granular of conditional attribute can also be obtained according to the definition and the above steps.

4.2. **Merged the same rule**

In the supplier selection decision table, line by line scan is adopted. If the same rules occur, the same decision rules are merged.

4.3. **Attribute index weight of condition attribute**

In view of the disadvantages of setting the attribute weight based on experience, the importance of the evaluation index is obtained objectively by extracting the attribute importance method with the help of the multi-attribute decision-making idea.
The attribute index weight of each supplier selection decision table is calculated. The steps are as follows:

Step 1: Attribute dependency \( k \) of decision attribute \( D \) on condition attribute \( C \) in the supplier selection decision table is calculated according to Definition 3.

Step 2: Attribute index weight \( \omega_i(\omega_i = \gamma_c(D) - \gamma_{c-c_i}(D)) \), which the importance degree of each condition attribute \( c_i \) relative to supplier decision attribute \( D \) is calculated according to Definition 4.

4.4. Knowledge reduction method of granular computing theory

According to Definition 6, knowledge reduction method of granular computing theory to simply the information collection work is constructed and the subsequent evaluation work of the supplier is simplified.

5. Supplier selection and evaluation example

This paper takes six candidate suppliers of a practical green building project in Qingdao as the research object. The steps are as follows:

Step 1: The attributes of supplier selection and evaluation are determined according to the survey results [10].

Step 2: Supplier selected condition attribute matrix \( C \) and decision attribute matrix \( D \) is constructed.

Step 3: Following the data preprocessing method [10], the supplier selection knowledge base is generated and the green construction supplier selection knowledge base is obtained in table 2.

Step 4: Information granulation is carried out by using knowledge of multi-attribute granulation, and the weight of attribute index of condition attribute is calculated.
\[
\omega = \begin{pmatrix}
0 & 0.3333 & 0 & 0.3333
\end{pmatrix}
\]

Step 5: It can be known that operation management \( c_2 \) and green management \( c_4 \) are the minimum attribute reduction by using the knowledge reduction method of granular computing theory.

The conclusion which green management \( c_4 \) is an important attribute is consistent with the result calculated by knowledge entropy [10].

6. Conclusion

In this paper, a supplier selection and evaluation method based on multi-attribute granulation is proposed. Bit Granular Matrix is used to extract attribute index weight to achieve the objective evaluation of supplier condition attribute weight. The fast knowledge reduction algorithm based on granular computing theory is implemented to simplify the workload of the follow-up supplier evaluation. Reference is provided for enterprises to select suppliers. Therefore, the method proposed in this paper is feasible and efficient in supplier selection and evaluation. In the next stage, the application of Bit Granular Matrix in supplier evaluation and selection is further explored.
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