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Abstract—The inverse problem of inferring clinical gold-standard electrocardiogram (ECG) from photoplethysmogram (PPG) that can be measured by affordable wearable Internet of Healthcare Things (IoHT) devices is a research direction receiving growing attention. It combines the easy measurability of PPG and the rich clinical knowledge of ECG for long-term continuous cardiac monitoring. The prior art for reconstruction using a universal basis, such as discrete cosine transform (DCT), has limited fidelity for uncommon ECG shapes due to the lack of representative power. To better utilize the data and improve data representation, we design two dictionary learning frameworks, the cross-domain joint dictionary learning (XDJDL), and the label-consistent XDJDL (LC-XDJDL), to further improve the ECG inference quality and enrich the PPG-based diagnosis knowledge. Building on the K-SVD technique, the proposed joint dictionary learning frameworks extend the expressive power by optimizing simultaneously a pair of signal dictionaries for PPG and ECG with the transforms to relate their sparse codes and disease information. The proposed models are evaluated with a variety of PPG and ECG morphologies from two benchmark datasets that cover various age groups and disease types. The results show the proposed frameworks achieve better inference performance than previous methods with average Pearson coefficients being 0.88 using XDJDL and 0.92 using LC-XDJDL, suggesting an encouraging potential for ECG screening using PPG based on the proactively learned PPG-ECG relationship. By enabling the dynamic monitoring and analysis of the health status of an individual, the proposed frameworks contribute to the emerging digital twins paradigm for personalized healthcare.

Index Terms—Digital twins, electrocardiogram (ECG), Internet of Healthcare Things (IoHT), joint dictionary learning, photoplethysmogram (PPG), sparse coding.

I. INTRODUCTION

CARDIOVASCULAR diseases (CVDs) have become a leading cause of death globally. From alarming reports of the World Health Organization, an estimated 17.9 million people died from CVDs in 2019, representing 32% of all global deaths [2].

Electrocardiogram (ECG) is a widely used gold-standard for cardiovascular diagnostic procedures. By measuring the electrical activity of the heart and conveying information regarding heart functionality, continuous ECG monitoring is proven to be beneficial for the early detection of CVDs [3]. However, most conventional ECG equipment is restrictive on users’ activities. Newer clinical ambulatory ECG monitoring devices, such as the Zio patch [4], have alleviated the above-mentioned issues, although potential skin irritation during long-term adhesive wear remains, especially for people with sensitive skin. In addition, a prescription is needed to obtain the Zio patch, thus not easily accessible to the general public. Apple Watch [5] and wearable devices alike, such as KardiaMobile [6], are moderately affordable and can show real-time ECG without adhesion to the skin, but they generally require active user participation and are usually for short-duration measurement of 30-s periods, making it infeasible for long-term continuous ECG monitoring. Table I summarizes the comparison of different ECG sensing techniques discussed above.

Given the constraints of the ECG sensors, researchers have made efforts toward long-term continuous ECG monitoring by inferring full ECG waveform from optical sensors, such as the photoplethysmogram (PPG) sensors [1], [7], [8]. PPG sensors are ubiquitously seen in the wearable Internet of Healthcare Things (IoHT) devices and have become a common modality for monitoring heart conditions due to the maturity of the technology and low cost [9]. It measures the optical response of the blood volume changes at the peripheral ends, including fingertips [10], and provides valuable information about the cardiovascular system via daily use of the pulse oximeter. Compared to ECG, PPG is more user-friendly in long-term continuous monitoring without constant user participation.

PPG and ECG are physiologically related as they embody the same cardiac process in two different signal-sensing domains. The peripheral blood volume change recorded by PPG is influenced by the contraction and relaxation of the heart muscles, which are controlled by the cardiac electrical signals triggered by the sinoatrial node [11]. The waveform shape (i.e., signal morphology), pulse interval, and amplitude
Fig. 1. Illustration of the proposed framework. (a) ECG and PPG signals are first preprocessed to obtain temporally aligned and normalized pairs of cycles. (b) 80% pairs of ECG and PPG signal cycles from each subject are used for training paired dictionaries $D_p$, $D_e$, and a linear transform $W$ which will be applied in the test phase to infer the ECG signals.

To overcome the limitation of the DCT method and develop the synergy of model and data, our work aims at improving data representation through a more versatile and adaptive framework based on dictionary learning to demonstrate the feasibility of ECG waveform inference from PPG signal as an inverse filtering problem. In addition to the algorithmic improvement, sparse coding, and dictionary learning frameworks are proven to perform efficiently in IoT platforms in terms of cutting down power consumption and computation cost [17], [18]. Thus, by investigating the dictionary learning based approach in this article, we strike a balance between the model complexity and practical cost in IoT applications.

Our proposed cross-domain joint dictionary learning (XDJDL) method for ECG reconstruction from PPG is summarized in Fig. 1. A further-developed label-consistent XDJDL (LC-XDJDL) model is also proposed when the disease label information is available. The PPG and ECG signals are first preprocessed into normalized signal cycles to facilitate the subsequent training. In the training phase, the ECG-PPG dictionary pair is jointly updated with a stable linear mapping that relates the sparse representations of the two measurements. In LC-XDJDL, an additional linear mapping that enforces the label consistency for the PPG sparse codes will be learned to further improve the ECG reconstruction performance and enrich the knowledge base for diagnosis from PPG.

Extending the preliminary results reported in [1], the contribution of this work is threefold:

1) To the best of our knowledge, together with our earlier dissemination of preliminary results in a conference publication [1], this article presents the first clinical application of frameworks based on dictionary pair learning for ECG waveform inference from PPG. The XDJDL framework enables the synergistic utilization of the advantages of PPG and ECG signals for better preventive healthcare. Furthermore, a new LC-XDJDL is proposed in this article to add the label-consistency constraint for PPG sparse codes. The benefits of LC-XDJDL are not limited to improving the quality of ECG reconstruction, but also making the PPG-based heart disease diagnosis interpretable as the transform that relates the
sparse codes of PPG to disease labels can help to gain intuitive insights on how a certain disease can impact PPG.

2) On top of the preliminary work reported in our earlier conference publication, extended work is included in this journal version: a) the datasets used for experimental evaluation are expanded to 75 subjects with a variety of age and ECG morphological patterns collected from different cardiovascular pathologies; b) the inferred ECG signals are evaluated in both overall waveform shape and the morphology and timing of the subwaves for a fine-granular evaluation; and c) our proposed frameworks are compared with a series of prior art dictionary learning algorithms and outperform them, suggesting that the developed learning methods can accurately infer ECG from PPG.

3) In the discussions, we extend the evaluation of the proposed framework when the cardiac cycle information in the test set can only be obtained from the PPG signals. We analyze the practicality of applying our proposed ECG inference techniques in low-power and low-cost healthcare IoT devices. We also present the limitations of the proposed method in two challenging cases with a leave-one-out experiment and a preliminary experiment on an extra dataset where PPG and ECG are distorted by motion artifacts during running.

II. RELATED WORK

A. ECG Reconstruction From PPG

There are many prior arts extracting physiological parameters [19], [20] or classifying arrhythmia [21], [22], [23], [24] from the input ECG or PPG signals using machine learning methods. However, direct parameter estimation or automatic diagnosis is insufficient for medical practitioners to interpret. The ECG signal, rather than the derived results via black-box models, is still the gold-standard tool on which cardiologists rely and make further decisions. Our proposed technique in this article providing the reconstructed ECG waveform offers complementary support and allows the manual check from cardiovascular experts with their medical expertise and clinical experiences.

Very limited prior work has been devoted to PPG-based ECG inference. The pilot study [7], [8] proposed to relate the waveforms of PPG and ECG in the DCT domain by a linear model. In the participant-specific case where a linear model is trained from and tested for the same individual, this DCT method achieved a mean reconstruction correlation of 0.94. In contrast, for the group-based model, the achieved mean correlation degraded to 0.79. This suggests that there is still substantial room for improvement when extending to the group-based model case where a universal mapping needs to be trained by a wider variety of ECG morphologies from multiple people. To address these above-mentioned issues, we consider dictionary learning-based sparse representation for ECG and PPG as it provides a richer and more adaptive representation than the universal dictionary DCT by better leveraging data. And, we will use this as a foundation to develop joint dictionary learning models for reconstruction. The theoretical basis of the principled methods, including the DCT and our proposed dictionary learning frameworks, is the underlying physiological and signal processing mechanisms [8]. Neural networks, with strong expressive power and high structural flexibility, are also adopted to solve this problem [25], [26]. However, current neural network-based PPG-to-ECG algorithms using black-box end-to-end signal synthesis lack interpretability, and our ongoing efforts are being made to investigate neural networks with low complexity and interpretability.

B. Dictionary Learning

Algorithms that learn a single dictionary for signal representation [27], [28], [29] have been well-studied. They have been successfully applied to cardiac signal processing, including recent research showing that ECG signals can be well-represented as a sparse linear combination of atoms from an appropriately learned dictionary for such applications as ECG classification and compression [30], [31], [32].

In the domain of image processing and computer vision, these single dictionary learning strategies [33], [34] have been extended to joint dictionary learning tasks [35], [36]. For image super-resolution [16], [37], [38], coupled dictionary learning frameworks are proposed to learn a dictionary pair for low- and high-resolution image patches while enforcing the similarity of their sparse codes with respect to their dictionaries. One assumption from this model is that the transform matrix between the two sparse codes is an identity matrix. In person reidentification [39] and photo-to-sketch [40] problems, a linear mapping between the codings of input and output images are introduced into the objective function for semi-coupled dictionary learning. In both training schemes, the updates of the mapping and dictionaries are separately done within each iteration, making the dictionary computation less aware of the signal transform.

Our method aims at boosting reconstruction performance from PPG to ECG by using a joint dictionary learning framework. Unlike the super-resolution problem [16], [37], [38] where the input and output reside in the same signal domain, the problem of ECG reconstruction from PPG extends to two different sensing domains and an identity transfer matrix may not be adequate to capture the transform between the domains. To address this, XDJDL introduces a PPG-to-ECG mapping, which spans the two sensing modalities with low waveform correlation, providing more flexibility and generalization for the two learned dictionaries. Different from [39] and [40], we update the linear transform and the dictionary in the same step, which can optimize the capability of the obtained dictionaries for both signal representation and transformation. This kind of transform-aware joint dictionary learning formulation is one of the major differences from other coupled dictionary learning frameworks. This framework can also be easily generalized to different constraints. For instance, in the proposed LC-XDJDL model, we add a label-consistency regularization term to the objective function of the XDJDL model, which encourages the transformed sparse codes from the same class to be similar.
III. PROPOSED FRAMEWORK

A. Physiological Background and Preprocessing

As briefly discussed in the introduction, PPG and ECG are physiologically related because the corresponding cycles of them represent the same cardiac process during the respective heartbeat measured in two sensing modalities. Different phases in one cardiac cycle progress as follows [10], [41] with fiducial points labeled in Fig. 1(a): the heart’s pacemaker at the sinoatrial node first triggers the depolarization and contraction of the atria, resulting in the P-wave of ECG. The wave of depolarization then proceeds to initiate ventricular contraction that generates the QRS wave complex of ECG. Simultaneously, blood is pumped to the body and microvascular blood volume increases, resulting in the ascending slope of PPG. Finally, ventricular repolarization and relaxation follow to form the T-wave of ECG and blood flows back toward the heart, leading to the descending slope of PPG.

To establish the quantitative relationship between the corresponding cycles of ECG and PPG, we preprocess the two signals during the training phase to obtain temporally aligned and normalized pairs of signals, so that the critical temporal features of both waveforms are synchronized for learning and evaluation. We have followed the procedures used in [7]. The preprocessing method we adopt is rooted in the aforementioned underlying physiological relationships between PPG and ECG signals, which is independent of the dataset selection. First, considering the synchronization issue between separate ECG and PPG devices, we align the whole ECG and PPG sequences according to the moment when the ventricles contract and the blood flows to the vessels, which corresponds to the R peaks of ECG and the onsets of PPG in the same cycle. Both the onset and R peaks are detected by the beat detection functions from the PhysioNet Cardiovascular Signal Toolbox [42]. Then, we detrend the aligned signals by a second-order difference operator-based algorithm [7] to eliminate the baseline drift related to respiration, motion, vasomotor activity, and change in contact surface [10]. To prepare for the learning of the cycle-wise relation during one heartbeat, the detrended PPG and ECG signals are partitioned into cycles by the R2R [7] segmentation scheme, where the partition points are the R peaks of the ECG signal. After the segmentation, each cycle is linearly interpolated to length \(d\) to mitigate the influence of the HR variation. Finally, we normalize the amplitude of each cycle by subtracting the sample mean and dividing by the sample standard deviation. The preprocessed PPG and ECG signal cycles are stored in data matrices \(\mathbf{P}\) and \(\mathbf{E}\), respectively.

B. Cross-Domain Joint Dictionary Learning (XDJDL)

1) K-SVD Model: As one of the most popular dictionary learning methods, the K-SVD model is composed of two main optimization steps: 1) linear sparse coding based on the current overcomplete dictionary with \(k\) atoms and 2) updating the dictionary by the SVD method [27].

Let \(\mathbf{X} \in \mathbb{R}^{d \times n}\) be a set of input signals, with each column \(\mathbf{x}_i\) being a training sample. K-SVD aims to solve the following \(\ell_0\)-norm constraint problem:

\[
\min_{\mathbf{D}, \mathbf{A}} \| \mathbf{X} - \mathbf{D} \mathbf{A} \|_F^2 \\
\text{s.t.} \quad \| \mathbf{a}_j \|_0 \leq t_0, \quad j = 1, \ldots, n
\]

where \(\mathbf{D} \in \mathbb{R}^{d \times k}\) is the reconstructive dictionary with \(k\) atoms; \(\mathbf{A} \in \mathbb{R}^{n \times k}\) is the corresponding sparse codes of \(\mathbf{X}\), with each column denoted as \(\mathbf{a}_j\); and \(t_0\) is a parameter for sparsity constraint. Frobenius norm is used to calculate the element-wise \(\ell_2\)-norm in the given matrix.

In this article, we aim to tackle the ECG inference from PPG by learning a dictionary pair for ECG and PPG along with a linear transform between the sparse representations of the two signals. The reconstructive dictionary pair characterizes the two structural domains of the two biomedical signals, and the mapping function reveals the intrinsic relationship between ECG and PPG signals in the sparse domain. We impose the linear mapping error as one regularization term in the objective function, and convert it to a problem that can be optimized by the K-SVD dictionary learning method. The details of the model formulation and optimization algorithm are discussed in the following sections.

2) Proposed XDJDL Model: We denote the PPG and ECG datasets as \(\mathbf{P} = [\mathbf{X}_p, \mathbf{T}_p] \in \mathbb{R}^{d_p \times (n+m)}\) and \(\mathbf{E} = [\mathbf{X}_e, \mathbf{T}_e] \in \mathbb{R}^{d_e \times (n+m)}\), respectively. Each column of \(\mathbf{P}\) and \(\mathbf{E}\) is denoted as \(\mathbf{p}_i \in \mathbb{R}^{d_p \times 1}\) and \(\mathbf{e}_i \in \mathbb{R}^{d_e \times 1}\), representing one PPG/ECG cycle during the same cardiac cycle. The goal is to learn the patterns (in terms of dictionaries, mappings, etc.) from the training data \(\mathbf{X}_p \in \mathbb{R}^{d_p \times n}\) and \(\mathbf{X}_e \in \mathbb{R}^{d_e \times n}\) to infer the test ECG dataset \(\mathbf{T}_e \in \mathbb{R}^{d_e \times m}\) from PPG \(\mathbf{T}_p \in \mathbb{R}^{d_p \times m}\).

We formulate the XDJDL framework as follows:

\[
\min_{\mathbf{A}_p, \mathbf{A}_e, \mathbf{D}_p, \mathbf{D}_e, \mathbf{W}} \| \mathbf{X}_p - \mathbf{D}_p \mathbf{A}_p \|_F^2 + \alpha \| \mathbf{X}_p - \mathbf{D}_p \mathbf{A}_p \|_F^2 \\
+ \beta \| \mathbf{A}_e - \mathbf{W} \mathbf{A}_p \|_F^2 \\
\text{s.t.} \quad \| \mathbf{a}_{p,j} \|_0 \leq t_p, \text{ and } \| \mathbf{a}_{e,j} \|_0 \leq t_e, \quad j = 1, \ldots, n
\]

where \(\mathbf{D}_p \in \mathbb{R}^{d_p \times k_p}\) and \(\mathbf{D}_e \in \mathbb{R}^{d_e \times k_e}\) are dictionaries learned for \(\mathbf{X}_p\) and \(\mathbf{X}_e\), respectively; \(\mathbf{A}_p \in \mathbb{R}^{k_p \times n}\) and \(\mathbf{A}_e \in \mathbb{R}^{k_e \times n}\) are the corresponding sparse coding matrices. Each column of \(\mathbf{A}_p\) and \(\mathbf{A}_e\) is denoted as \(\mathbf{a}_{p,j}\) and \(\mathbf{a}_{e,j}\) with the sparsity bounded above by \(t_p\) and \(t_e\).

For the objective function in (2), \(\| \mathbf{X}_e - \mathbf{D}_e \mathbf{A}_e \|_F^2\) and \(\| \mathbf{X}_p - \mathbf{D}_p \mathbf{A}_p \|_F^2\) are the data fidelity terms for ECG and PPG cycle sets, respectively. The term \(\| \mathbf{A}_e - \mathbf{W} \mathbf{A}_p \|_F^2\) represents the mapping error between the sparse codes of ECG and PPG signals, which enforces the transformed sparse codes of PPG to approximate that of ECG. Intuitively, we can enforce the two sparse representations for ECG and PPG from the same cycle to be the same and set the regularization term as \(\| \mathbf{A}_e - \mathbf{A}_p \|_F^2\). However, since ECG and PPG are from two different signal sensing modalities and the waveform difference between the two signals is significant, directly pushing their sparse representations to be similar could compromise the generalization of the two learned dictionaries.

From the formulation in (2), we can jointly learn the dictionaries for ECG and PPG datasets, which produce a good
representation for each sample in the training set with strict sparsity constraints. Meanwhile, we learn the linear approximation of the transform that relates the sparse codes of PPG and ECG, and use it to entail the intrinsic relationship between certain PPG atoms and ECG atoms from their corresponding dictionaries.

3) Optimization: Equation (2) can be rewritten as follows:

\[
\begin{align*}
\min_{D_A, A_p, W} & \left\| \left( \frac{X_c}{\sqrt{\alpha} A_c} \right) - \left( \frac{D_e \sigma}{\sqrt{\alpha} D_p} \right) \left( \frac{A_c}{\sqrt{\beta} W} \right) \right\|_F^2 \\
\text{s.t.} & \quad \|a_{cj}\|_0 \leq t_e, \quad \|a_{jp}\|_0 \leq t_p, \quad j = 1, \ldots, n
\end{align*}
\]

where \(I\) is an identity matrix and \(0\) is a zero matrix. Let \(X \triangleq (X_c, \sqrt{\alpha} X_p, 0)^T \in \mathbb{R}^{(2d+k_c) \times n}\), \(D \triangleq (D_e, 0, -\sqrt{\beta} I; 0, \sqrt{\alpha} D_p, \sqrt{\beta} W)^T \in \mathbb{R}^{(2d+k_p) \times (k_e+k_p)}\), and \(A \triangleq (A_c, A_p)^T \in \mathbb{R}^{(k_e+k_p) \times n}\). The optimization of (3) can be written as the following problem:

\[
\begin{align*}
\min_{D_A} & \left\| X - DA \right\|_F^2 \\
\text{s.t.} & \quad \|a_{cj}\|_0 \leq t_e, \quad \|a_{jp}\|_0 \leq t_p, \quad j = 1, \ldots, n
\end{align*}
\]

where \(a_{cj}\) denotes the \(j\)th column of \(A_c\) and \(A_p\) is defined as the first \(k_c\) rows of sparse matrix \(A\) while \(A_p\) is the last \(k_p\) rows of sparse matrix \(A\). The formulation in (4) now resembles (1), suggesting that K-SVD can be adapted for this optimization. The only difference between (1) and (4) is the local sparsity constraint, which will be addressed in the following optimization procedures.

Step 0 (Initialization): To initialize \(D\) and \(A\), we need to initialize their components: \(D_e, D_p, W, A_c,\) and \(A_p\). First, we randomly select a subset of columns from training data \(X_c\) and \(X_p\) to form \(D_e\) and \(D_p\). Then, we initialize the sparse codes \(A_c\) and \(A_p\) by solving (7) with respect to \(\{D_e, X_c, t_e\}\) and \(\{D_p, X_p, t_p\}\), respectively. Finally, we use the ridge regression model to initialize \(W\):

\[
\min_W \left\| A_c - W A_p \right\|_F^2 + \lambda \left\| W \right\|_F^2.
\]

This has a closed-form solution as follows:

\[
W = A_c A_p^T \left( A_p A_p^T + \lambda I \right)^{-1}.
\]

After the initialization, we use a two-step iterative optimization to minimize the energy in (4), whereby step one is sparse coding and step two is dictionary updating by SVD.

Step 1 (Sparse Coding): Given \(D\), the step of sparse coding finds the sparse representation \(a_j\) for \(x_j\), for \(j = 1, \ldots, n\), by solving

\[
\begin{align*}
\min_{a_j} & \quad \|x_j - D a_j\|_2^2 \\
\text{s.t.} & \quad \|a_j\|_0 \leq \tau
\end{align*}
\]

where \(a_j\) is the \(j\)th column of the sparse representation matrix \(A\) and \(x_j\) is the \(j\)th training sample in matrix \(X\).

Many approaches were proposed to solve (7) [43]. Here, we adopt the orthogonal matching pursuit (OMP) method [44], which is a greedy method that provides a good approximation with convergence in limited iterations. As mentioned earlier, the local sparsity constraints imposed on (4) will affect the direct application of OMP. One workaround is to solve the following problem in (8) in place of (4):

\[
\begin{align*}
\min_{D_A} & \quad \left\| X - DA \right\|_F^2 \\
\text{s.t.} & \quad \|a_j\|_0 \leq t_e + t_p, \quad j = 1, \ldots, n
\end{align*}
\]

where \(a_j\) is the vertical concatenation of \(a_{c}, j\) and \(a_{p}, j\) in (4), and \(t_e\) and \(t_p\) are the sparsity constraints for the upper and bottom parts of \(a_j\), respectively. During the OMP process in each iteration, we will only keep the largest sparse coefficients in \(a_{c}\) to ensure the local sparsity constraints.

Step 2 (Dictionary Update): To update the \(k\)th atom, \(d_k\), in dictionary \(D\) and its corresponding coefficients, \(a_{ck}\), in the \(k\)th row of \(A\), we apply SVD to the residue term \(R_k \triangleq X - \sum_{j \neq k} a_{ck}\). In practice, we only select the training samples that use the atom \(d_k\) and avoid filling in the zeros entries of \(a_{ck}\) during the update. We do so through denoting the nonzero entries in \(a_{ck}\) as \(\tilde{a}_{ck}\) and correspondingly, \(R_k\) as \(\tilde{R}_k\). The updated atom \(d_k\) and the related coefficients \(\tilde{a}_{ck}\) will then be computed by

\[
\begin{align*}
\min_{d_k, \tilde{a}_{ck}} & \quad \left\| \tilde{R}_k - d_k \tilde{a}_{ck} \right\|_F^2. \\
\end{align*}
\]

To solve (9), we use the SVD method on the residue term [27], i.e., \(\tilde{R}_k = U \Sigma V^T\). Then, \(d_k\) and \(\tilde{a}_{ck}\) can be updated as follows:

\[
\begin{align*}
d_k &= U(:, 1) \\
\tilde{a}_{ck} &= \Sigma (1, 1) V^T (1, :).
\end{align*}
\]

Note that taking \(D \triangleq (D_e, 0, -\sqrt{\beta} I; 0, \sqrt{\alpha} D_p, \sqrt{\beta} W)^T\) as a whole in the dictionary update phase does not solve this optimization problem because the zero matrices part and the identity matrix part in \(D\) cannot be guaranteed in the update of the dictionary by SVD. A remedy to the above problem is to decompose the dictionary update problem for \(D\) into the following two subproblems by revisiting the matrix form of the optimization problem in (3).

1) Update \(D_e, A_c\):

\[
< D_{e*}, A_{c*} > = \arg \min_{D_{e},A_c} \left\| X_c - D_e A_c \right\|_F^2.
\]

We use SVD to update all atoms in \(D_e\) and the corresponding nonzero entries in \(A_c\) by solving (11) with the same procedure as in (9) and (10). The columns of \(D_e\) are \(\ell_2\) normalized.

2) Update \(D_p, A_p,\) and \(W\): The updated ECG sparse representation matrix \(A_{c*}\) from subproblem 1) then serves as an input to the second subproblem here to update \(W, D_p,\) and \(A_p\) in the following:

\[
< D_{p*}, A_{p*}, W* > = \arg \min_{D_{p},A_p,W} \left\| \sqrt{\alpha} X_p - \sqrt{\alpha} D_p \sqrt{\beta} A_p \right\|_F^2.
\]

We treat \((\sqrt{\alpha} D_p, \sqrt{\beta} W)^T\) as a whole dictionary, and use the SVD method in (9) and (10) to update it together with the nonzero entries in \(A_p\). The linear transform and the dictionary are updated simultaneously, which
addresses the problem of isolated update raised in [39] and [40] and is one of the major differences from other coupled dictionary learning models.

After solving the two subproblems, \( \mathbf{D} \) and \( \mathbf{A} \) can be assembled by filling in the submatrices. The main steps of XDJDL are summarized in Algorithm 1.

### C. Label Consistent XDJDL

For cases where the disease type is known or can be predicted, such as from the PPG signals that we have, we can further leverage the disease label. In this section, we examine the effect of adding a label consistency regularization term to the objective function in (2) as follows:

\[
\min_{\mathbf{D}_e, \mathbf{A}_e, \mathbf{D}_p, \mathbf{A}_p, \mathbf{W}, \mathbf{H}} \quad \|\mathbf{X}_e - \mathbf{D}_e \mathbf{A}_e\|^2_F + \alpha \|\mathbf{X}_p - \mathbf{D}_p \mathbf{A}_p\|^2_F + \beta \|\mathbf{A}_e - \mathbf{W} \mathbf{A}_p\|^2_F + \gamma \|\mathbf{Q} - \mathbf{H} \mathbf{A}_p\|^2_F
\]

s.t. \( \|\mathbf{a}_{p,j}\|_0 \leq t_p \) and \( \|\mathbf{a}_{e,j}\|_0 \leq t_e \), \( j = 1, \ldots, n \).

(13)

where \( \mathbf{Q} \triangleq [q_1, q_2, \ldots, q_n] \in \mathbb{R}^{e \times n} \) is a discriminative representation matrix [45] in which each column \( \mathbf{q}_i = [0, 0, \ldots, 0, 1, 1, 0, \ldots, 0]^T \in \mathbb{R}^{e \times 1} \) corresponds to a discriminative coding for an input signal. The nonzero elements in \( \mathbf{q}_i \) occur at the corresponding disease label, which is similar to the one-hot encoding with the number of ones as a tunable parameter. The additional regularization term \( \|\mathbf{Q} - \mathbf{H} \mathbf{A}_p\|^2_F \) represents the discriminative sparse code error, which enforces the transformed sparse codes of PPG to approximate the discriminative codes in \( \mathbf{Q} \). It yields such dictionaries that the signals from the same class have very similar sparse codes, i.e., enforcing the label consistency in the sparse representations.

We add the label-consistency regularization term for two main purposes: one is to improve the ECG reconstruction quality by using additional class information to constrain the degrees of freedom of the PPG sparse codes. The other is to enrich the knowledge base of PPG for the diagnosis of a certain set of diseases of interest. CVDs weaken the heart functionality, which further impacts the blood circulation in the body, thus PPG manifests certain disease information. By enforcing the consistency between the sparse codes of PPG and disease labels, one can gain insights into how the disease is revealed on PPG by inspecting the specific columns of the PPG sparse coding matrix \( \mathbf{A}_p \) and the label matrix \( \mathbf{Q} \).

Similarly, (13) can be written in the matrix form

\[
\min_{\mathbf{D}_e, \mathbf{A}_e, \mathbf{D}_p, \mathbf{A}_p, \mathbf{W}, \mathbf{H}} \quad \left\| \left( \begin{array}{cc} \mathbf{X}_e & \mathbf{0} \\ \sqrt{\alpha} \mathbf{X}_p & \sqrt{\beta} \mathbf{D}_p \\ 0 & \sqrt{\gamma} \mathbf{W} \\ \sqrt{\gamma} \mathbf{A}_p & 0 \\ \sqrt{\gamma} \mathbf{H} & 0 \\ \sqrt{\gamma} \mathbf{A}_e \end{array} \right) \right\|_F^2
\]

s.t. \( \|\mathbf{a}_{e,j}\|_0 \leq t_e \) and \( \|\mathbf{a}_{p,j}\|_0 \leq t_p \), \( j = 1, \ldots, n \).

(14)

The two-step optimization method in Section III-B3 can still be applied to find the optimal solution to both the dictionary pair and the linear mappings \( \mathbf{W} \) and \( \mathbf{H} \). In the test phase, the PPG sparse representation matrix \( \mathbf{A}_p \) is obtained by applying sparse coding with the learned \( \mathbf{D}_p \), \( \mathbf{H} \), the test sample matrix \( \mathbf{T}_p \), and the label matrix \( \mathbf{Q} \).

### IV. EXPERIMENTAL EVALUATION

#### A. Dataset

The Medical Information Mart for Intensive Care III (MIMIC-III) [46], [47] is a publicly available database assembled by researchers at MIT. It comprises a large number of ICU patients with de-identified health data from their hospital stays. To evaluate our proposed framework and algorithm, we have extracted a small subset of the MIMIC-III database as follows. First, we select waveforms that contain both lead-II ECG and PPG signals sampled at 125 Hz from the MIMIC-III waveform database. Then, the selected waveforms are cross-referenced with the corresponding patient profile by subject ID in the MIMIC-III clinical information database. Patients with the four types of CVDs are further selected: 1) congestive heart failure (CHF); 2) myocardial infarction (MI), including ST-segment elevated (STEMI) and non-ST segment elevated (NSTEMI); 3) hypotension (HYPO); and 4) coronary artery disease (CAD). These diseases are all included in the “diseases of the circulatory system” in the ICD-9 international disease classification codes. After that, we analyze the signal pair quality using the PPG SQI function from the PhysioNet cardiovascular signal toolbox [42] and keep the pair segments that are evaluated as “acceptable” or “excellent.”
The resulting dataset consists of 33 patients, with each patient having only one of the four diseases in the record. Each patient has three sessions of 5-min ECG and PPG paired recordings collected within several hours, resulting in 34,000+ ECG/PPG cycle pairs in total. Table II shows the composition of the collected dataset.

| Disease | Number of patients | Number of cycles |
|---------|--------------------|------------------|
| CHF     | 7                  | 7075 (20.0%)     |
| MI      | 7                  | 7106 (20.8%)     |
| HYPO    | 7                  | 8281 (24.2%)     |
| CAD     | 12                 | 11781 (34.4%)    |
| Total   | 33                 | 34243 (100%)     |

CHF: congestive heart failure, MI: myocardial infarction, HYPO: hypotension, CAD: coronary artery disease

B. Metrics for Evaluation

As shown in Fig. 3(a), a complete ECG cycle contains five major points, including P, Q, R, S, and T, which segment the ECG cycle into P wave, QRS complex, and T wave. The shape information of those waves is useful for further diagnosis. The interval parameters (PR interval, QRS interval, and QT interval) defined by those five fiducial points are also important for examining a patient’s heart conditions [48]. Thus, to evaluate the quality of the reconstructed ECG, we take into consideration both the morphological metrics and the accuracy of time interval recovery.

1) Evaluation of Waveform Morphology: We apply the Pearson correlation (ρ) and relative root mean squared error (rRMSE) as the metrics for evaluating the ECG morphological reconstruction. They are defined as follows:

\[
\rho = \frac{(x - \bar{x})^T(\hat{x} - \bar{\hat{x}})}{\|x - \bar{x}\|_2 \|\hat{x} - \bar{\hat{x}}\|_2}
\]

\[
rRMSE = \frac{\|x - \hat{x}\|_2}{\|x\|_2}
\]

where \(x\), \(\hat{x}\), \(\bar{x}\), and \(\bar{\hat{x}}\) denote the reference ECG cycle, the recovered ECG cycle, and the average of all coordinates of the vectors \(x\) and \(\hat{x}\), respectively.

2) Evaluation of Time Interval Recovery: Three important ECG interval parameters are studied in this work, including the PR interval, the QRS duration, and the QT interval. Normally, the PR interval lasts 0.12–0.20 s, which begins from the onset of the P wave and ends at the beginning of the QRS complex. We use the segment from P point to R point of ECG as the approximated PR interval in this article. A prolonged PR interval can indicate the possibility of first-degree heart blockage [48]. The duration of the QRS complex is normally 0.12 s or less, for ventricular depolarization. A prolonged QRS complex indicates impaired conduction within the ventricles. The QT interval is from the onset of the QRS complex to the end of the T wave, which is normally less than 0.48 s. A prolonged QT interval may lead to ventricular tachycardia [48].

We apply a combination of several established algorithms [49], [50], [51] to detect the major fiducial points of both the ground-truth ECG and the reconstructed ECG to obtain the above-mentioned interval parameters. We apply the mean absolute error (MAE) in (16) to evaluate the time recovery accuracy

\[
MAE = \frac{1}{N} \sum_{n=1}^{N} |L_{tec} - L_{ref}|
\]

where \(L_{tec}\) and \(L_{ref}\) are the interval length (in seconds) of the reconstructed ECG and ground-truth ECG signals, respectively, and \(N\) is the total number of cycles for evaluation.

C. Overall Morphological Reconstruction

We compare our proposed XDJDL method with the state-of-the-art in ECG reconstruction from PPG, which used a DCT-based method [8]. In addition, we apply several representative and state-of-the-art models of coupled or semi-coupled dictionary learning, including CPDL [39], ScSR [37], SCDL [40], and CDL [38], to compare with the proposed XDJDL method on the ECG reconstruction task. The codes for the prior art are downloaded from the respective authors’ websites. The configurations of the prior art methods are listed in Table III. The characteristics of these models can be concluded as: 1) the way they represent the signals with any sparsity constraints and 2) whether the cross-domain signal representations are assumed to be identical or linearly related by a learnable mapping. We notice that there is newer related work of dictionary learning, including CPDL [39], ScSR [37], SCDL [40], and state-of-the-art models of coupled or semi-coupled dictionary learning, including CPDL [39], ScSR [37], SCDL [40], and CDL [38], to compare with the proposed XDJDL method on the ECG reconstruction task. The codes for the prior art are downloaded from the respective authors’ websites. The configurations of the prior art methods are listed in Table III. The characteristics of these models can be concluded as: 1) the way they represent the signals with any sparsity constraints and 2) whether the cross-domain signal representations are assumed to be identical or linearly related by a learnable mapping. We notice that there is newer related work of dictionary learning, such as [52]. We examine and find the problem setup in [52] essentially falls in the category: 1) that being an \(\ell_1\) constrained problem and 2) where the cross-domain mapping is assumed to be identical. This problem setup is similar to the setting in ScSR [37], [52] was dealing with a different application scenario.

To make a fair comparison, we evaluate the DCT-based reconstruction method in the group-model training mode where a single linear transform \(W_{DCT}\) is learned using training data from all patients, i.e., a generic model is learned to capture the signal relation for a group of subjects. The normalized PPG/ECG cycle length is chosen as \(d = 300\). For XDJDL, the dictionary size for ECG cycles is \(k_e = 320\), and the dictionary size for PPG cycles is \(k_p = 9000\). The sparsity parameters are set to be \(t_e = 10\) and \(t_p = 10\). The weights...
for regularization terms are $\alpha = 1$ and $\beta = 1$. For other dictionary learning models, we have also done grid-search for hyperparameter selection. We split the data from each patient into training and test sets, and the training data ratio is 80%.

Table IV shows the quantitative comparison of the ECG morphological reconstruction performance. From the statistics of the sample mean, standard deviation, and median of $\rho$ and rRMSE, we can see that our proposed XDJDL method outperforms both the DCT-based algorithm and other representative coupled/semi-coupled dictionary learning models. Specifically, the average rRMSE is reduced from 0.49 to 0.39, or 20.4% lower than CDL [38], which is the second-best among all competing models.

Table V compares ECG signal inference among XDJDL, LC1-XDJDL, and LC2-XDJDL methods. On average, the Pearson coefficient improves from 0.88 to 0.90 with the predicted label information, and to 0.92 with the ground-truth disease type as input. The improvement in terms of the rRMSE is also consistent with the Pearson coefficient. In addition to the reconstruction performance
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**Fig. 2.** Qualitative comparison of the ECG signals inferred by different approaches. Examples are (a) 71-years-old female with CHF, (b) 87-years-old female with MI, and (c) 82-years-old female with CAD. From top to bottom: the input PPG signal from which the ECG is inferred in group-model mode, results by DCT method [8], CPDL [39], ScSR [37], SCDL [40], CDL [38], and our proposed XDJDL.
Fig. 3. (a) Shows two cycles of the reference ECG signal and (b) shows two cycles of the inferred ECG signal. In the first cycle of (a), the green curve represents the P wave, the red curve is the QRS complex, and the dark blue curve shows the T wave. The PR interval, QRS duration, and the QT interval are all labeled in the second cycle of (a).

improvement, the label-consistent mapping that relates the PPG sparse codes to disease type in LC-XDJDL helps us understand the role of PPG in diagnosis with a rich ECG knowledge base.

D. Subwave Morphological Reconstruction

In the above section, we have shown that our proposed XDJDL outperforms the DCT model and other representative dictionary learning models, and its performance can be better if the disease label (LC-XDJDL) can be utilized for ECG reconstruction and monitoring.

In this section, we zoom into the reconstruction performance of the subwave of ECG cycles using XDJDL and LC-XDJDL methods. Because each subwave refers to different atrial and ventricular depolarization and repolarization activities, by zooming in, we can have a better idea of how our methods behave on the inference for different phases of heart activities. A combination of the ECG major point detection algorithms [49], [50], [51] is used to locate P/Q/R/S/T points of ECG waveform, which helps segment the ECG cycle into subwaves for the evaluation of morphological reconstruction.

Fig. 3 shows an example of the major points detection results on two cycles of the reference ECG [Fig. 3(a)] and the reconstructed ECG [Fig. 3(b)] from a patient with CAD. In this example, we observe that the locations of the detected major points in both signals are close, indicating a good reconstruction of the ECG waveform. We empirically separate the adjacent ECG cycles at a point that splits the neighboring R–R peaks at the ratio of six to four. After that, a complete ECG cycle is divided into three subwaves, including the P wave that starts from the border point on the left of the ECG cycle and ends at the Q point, the QRS complex from Q to S point, and the T wave from the S point to the right border point. Only a very small portion of reference and reconstructed ECG cycle pairs cannot be detected with a consistent set of fiducial points. The overall number of effective cycles for subwave evaluation is around 92% out of all test cycles, and those effective cycles only have a slightly improved Pearson coefficient (1% on average) compared to the original test dataset.

Table VI lists the reconstruction performance on the three subwaves of the ECG cycle in terms of the mean of the Pearson coefficient $\rho$ and rRMSE using XDJDL, LC1-XDJDL, and LC2-XDJDL models. The comparison of results across models is consistent with the results of the overall comparison in Table V. We also observe that the reconstruction for the QRS complex is better than that for the T wave, which is better than that for the P wave. The mean Pearson coefficient of the QRS complex by LC2-XDJDL is 0.94, higher than the overall cycle reconstruction of 0.92, while that of the T wave is slightly lower than the overall performance with the mean Pearson coefficient of 0.89 and that of the P wave is 0.86.

In addition to the mean of the Pearson coefficient and rRMSE, Fig. 4 shows the comparison of the statistics of the Pearson coefficient $\rho$ and rRMSE using XDJDL, LC1-XDJDL, and LC2-XDJDL models. The comparison of results across models is consistent with the results of the overall comparison in Table V. We also observe that the reconstruction for the QRS complex is better than that for the T wave, which is better than that for the P wave. The mean Pearson coefficient of the QRS complex by LC2-XDJDL is 0.94, higher than the overall cycle reconstruction of 0.92, while that of the T wave is slightly lower than the overall performance with the mean Pearson coefficient of 0.89 and that of the P wave is 0.86.
the proposed models. Specifically, the medians of $\rho$ of P wave are 0.95, 0.96, and 0.96, respectively, those of QRS complex are all 0.98, and those of T wave are all 0.97; the medians of $\rho$ of P wave are 0.35, 0.33, and 0.32, those of QRS complex are 0.25, 0.23, 0.22, and those of the T wave are 0.27, 0.25, and 0.24, respectively. Analysis of these boxplots suggests that our proposed models can preserve the relation between PPG and QRS complex well. The overall reconstruction performance can be improved if the relations between PPG and P wave are better learned.

E. Time Interval Recovery

In addition to the morphological reconstruction evaluation, we evaluate whether the time intervals are well preserved. The labeling of those intervals is shown in Fig. 3.

From columns 2–4 in Table VII, we can compare the average of the reconstructed intervals and the reference intervals. For PR intervals, the difference between the reconstructed and reference is approximately 4%; for QR durations, such difference is within 3%; and for QT intervals, the difference is less than 1%. This suggests that, on average, the timing information of the intervals is preserved well. From column 5–7 in Table VII, we also notice that the MAEs of the PR interval are 0.030, 0.026, and 0.025 s using XDJDL, LC1-XDJDL, and LC2-XDJDL models, respectively. The relatively smaller error in the timing of PR interval recovery is consistent with the result of P wave reconstruction performance shown in Section IV-D. Nevertheless, the MAE of the timing for the QRS complex is around 11 ms, which is just a quarter of the smallest grid on the conventional hand copy of ECG recorders (40 ms) and is negligible given the sampling rate (125 Hz) of the ECG signal in the MIMIC III dataset. The MAE of the QT interval is around 27 ms, which is less than three-quarters of the smallest grid on ECG graph paper and is around 8% of the QT interval (0.331 s).

V. DISCUSSION

A. Result Using PPG-Based Segmentation Scheme

In Section IV, we have evaluated our proposed models based on the assumption that the cycle information from ECG signals is available to separate the ECG/PPG time-series signals into training and test cycles. But in practice, we may not have the groundtruth of cycle segmentation from ECG. Thus, we consider such realistic scenarios of reconstructing the ECG from the “estimated cycles” of PPG that are segmented by the PPG onsets instead of the R peaks of ECG signals. The PPG onsets are used for segmentation rather than the PPG peaks because of the underlying physiological meaning as we have mentioned in Section III-A. For ease of notation, we denote:

1) $R2R$: The segmentation scheme based on R peaks of ECG for both training and test data, which is used in Section IV.

2) $O2O-1$: The segmentation scheme based on PPG onsets for both training and test data.

3) $O2O-2$: The segmentation scheme based on R peaks of ECG for training data and based on PPG onsets for test data.

Due to the discrepancy between the detected locations of PPG onset and R peak of ECG from the same cycle, the “estimated PPG cycles” using $O2O$ schemes slightly vary from the PPG cycles which are segmented by $R2R$. To single out the contribution to the ECG reconstruction error due to the discrepancy in the waveform shape rather than the misalignment of the ECG peaks, we evaluate $O2O$ schemes after compensating the time offset between the reconstructed ECG and original ECG signals. This is done by shifting each reconstructed ECG cycle in time so that the original and reconstructed ECG signals are matched according to their R peaks. The comparison result is shown in Table VIII. Compared to $R2R$, when using the $O2O-1$ scheme, the average Pearson coefficient drops from 0.88 to 0.70, and the average $rRMSE$ rises from 0.39 to 0.66. And using the $O2O-2$ scheme can help improve the performance compared to $O2O-1$, where the mean Pearson coefficient becomes 0.80 and the mean $rRMSE$ becomes 0.55.

B. Evaluation on the Capnobase TBME-RR Dataset

In this section, we experimented with the Capnobase TBME-RR database [53] that contains 42 8-min sessions from 29 children and 13 adults during elective surgery and routine anesthesia. Each session corresponds to a unique participant and contains simultaneously recorded PPG and ECG signals. The signals are recorded with a sampling frequency of 300 Hz. The dataset covers a wide range of participant’s age, which is from one-year-old to 63 years old with the median age being 14. Thus, this dataset is used for a supplementary evaluation of the proposed method from the angle of age variety in addition to disease variety in the MIMIC-III dataset.

We first pruned the signals according to the artifact labels provided in the dataset and preprocessed the signals using the method in Section III-A to obtain aligned and normalized signal pairs. To be consistent in the evaluation, as in Section IV, we selected the first 80% of the data from each subject as the training set and the rest for testing.

Table IX summarizes the performance comparison using the Capnobase TBME-RR dataset. Our proposed XDJDL method

| Reconstruction Scheme | Mean (in seconds) | MAE (in seconds) |
|------------------------|-------------------|------------------|
| XDJDL                 | PR    | QRS | QT  | PR | QRS | QT  |
| LC1-XDJDL             | 0.164 | 0.115 | 0.331 | 0.030 | 0.012 | 0.030 |
| LC2-XDJDL             | 0.166 | 0.116 | 0.331 | 0.026 | 0.011 | 0.027 |
| Reference             | 0.172 | 0.113 | 0.328 | -   | -   | -   |

| Reconstruction Scheme | $\rho$ | $\mu$ | med | $\sigma$ | $\rho$ | $\mu$ | med | $\sigma$ |
|-----------------------|-------|------|-----|---------|-------|------|-----|---------|
| XDJDL (O2O-1)         | 0.70  | 0.84 | 0.32 | 0.66    | 0.57  | 0.39 |
| XDJDL (O2O-2)         | 0.80  | 0.88 | 0.24 | 0.55    | 0.48  | 0.32 |
| XDJDL (R2R)           | 0.88  | 0.96 | 0.23 | 0.39    | 0.29  | 0.31 |
outperforms all the other groups in terms of the mean and median rRMSE by a large margin. Even though the CDL [38] method is 0.1% better than our proposed method in mean and median correlation coefficient $\rho$, our method achieves 26% smaller $\sigma$ of $\rho$ than the CDL method, showing that our proposed method achieves a good performance of ECG reconstruction more consistently for all participants.

C. Feasibility Analysis of the Proposed Method for the Internet of Healthcare Things

In this section, we analyze two important practicality issues when applying our proposed ECG reconstruction techniques to healthcare IoT devices. One issue is energy consumption. The sensors used to capture physiological signals, e.g., PPG signals, are mostly wearable devices, which are powered by batteries [9]. Thus, being energy efficient is necessary to ensure continuous signal acquisition, data transmission, and monitoring. The other issue is computational cost. As mentioned in [9] and [54], applications that require lower latency need higher computational capabilities. Thus, the computational load of the algorithms needs to be considered in real-world scenarios.

The first issue about energy consumption in wearable devices can be resolved by the existing mature technologies like the Bluetooth low-energy module commonly applied for low-power wireless communication in wearable healthcare devices [55]. In the test phase of our proposed XDJDL and LC-XDJDL frameworks, PPG signals acquired by wearable devices can be transmitted to the IoT devices, such as smartphones, at low power with the help of those modules. For the second issue about computational cost, with the dictionary pairs constructed locally and stored in the cloud or edge devices, the computational cost is mainly from sparse coding and lightweight matrix multiplication. Since sparse coding via OMP in our proposed methods is proven to be able to be executed on the IoT platform in real time [18], we envision that our proposed frameworks can satisfy the practical requirements well.

To further evaluate quantitatively the feasibility of applying our proposed method to IoHT platforms, we examine the following metrics to measure the usage of computational resources to reconstruct one ECG cycle.

1) Computational time.
2) Energy consumption.
3) Memory space.

The specifications of the laptop we used for the experiment are as follows: Processor: i7-8650U; Architecture: Intel x86; CPU Frequency: 1.90 GHz; Cores: 4; and RAM: 24 GB. Our test here is designed to resemble an online inference scenario in which new sequences of continuous ECG waveform need to be inferred by the IoHT system with the input PPG waveform. The experiment is repeated 100 times to evaluate the computational time and memory space for each cycle. Note that the actual energy consumption estimation can be complex, as it depends on the operating system, the temperature inside and outside the device, and the efficiency of the power supply. Thus, we use floating-point operations (FLOP) here as the measure for energy consumption, as it is independent of hardware configurations given the algorithm. With FLOP, the energy in joule can be estimated as it is proportional to FLOP given FLOP per second (FLOPS) per watt, i.e., FLOPS/W, specified by the IoT device.

The computational resources consumed by our proposed methods are as follows: 1) the average computational time for generating one ECG cycle is 15.67 and 18.91 ms using XDJDL and LC2-XDJDL methods, respectively. This processing time is one to two orders of magnitude shorter than a heart cycle (around 0.5 to 1 s per beat at rest), suggesting that the processing can be done in real time; 2) The 60 MFLOP/65 MFLOP and 31 MB/43 MB memory space required by the proposed XDJDL/LC2-XDJDL methods are well within the capability of such commonly seen IoT platforms as the Raspberry Pi 3B (RAM: 1 GB, 0.73 GFLOPS/W) [56] for the research prototype that has not been optimized for deployment. Considerable reductions in computing resources are possible with industry-grade implementation.

To evaluate the tradeoff between the accuracy and computational cost, we consider the comparison with the DCT method [8] and a deep learning method (TANN) for ECG reconstruction from PPG [25]. TANN [25] was tested using the source code implementation shared by its authors. Since TANN [25] and our proposed approaches are implemented on different platforms (Python versus MATLAB), we mainly focus on the FLOP and the number of model parameters as a surrogate of the memory space for a fair comparison of computational complexity. The FLOP counts the FLOPs consumed by each algorithm in synthesizing a 300-point ECG cycle from a PPG cycle with the same length. From Table X, we conclude that the DCT method is the most lightweight PPG-to-ECG algorithm and has an advantage in computational consumption while its accuracy is sacrificed by a large margin. As for TANN [25], even though its accuracy performance is 2% better than LC2-XDJDL in terms of the mean Pearson coefficient, TANN’s FLOP consumption is about an order of

| Reconstruction Scheme | $\rho$ | rRMSE |
|------------------------|-------|-------|
|                        | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ |
| DCT [8]                | 0.902 | 0.19   | 0.66  | 0.427  |
| CPDL [39]              | 0.956 | 0.68   | 0.049 | 0.282  |
| ScSR [37]              | 0.967 | 0.976  | 0.039 | 0.286  |
| SCID [40]              | 0.971 | 0.978  | 0.038 | 0.191  |
| CDL [38]               | 0.980 | 0.991  | 0.062 | 0.219  |
| XDJDL (proposed)       | 0.979 | 0.990  | 0.048 | 0.146  |

The table above shows the quantitative performance comparison for ECG waveform inference using the Capnobase TBME-RR Database in terms of mean and median $\rho$ and rRMSE.
magnitude higher than that of our proposed methods and its number of model parameters almost double ours. This comparison suggests that compared to neural network approaches, our algorithm has higher computational efficiency, which facilitates the deployment of this new type of ECG monitoring on IoT platforms and supports real-time applications that require lower latency. In light of the advantage of deep learning in representing the multiscale and fine-granular details of physiological signals, a forward-looking direction for our ongoing and future effort include to explore the lightweight implementation of neural network-based PPG-to-ECG mapping, aiming at achieving a better tradeoff between the precision of ECG reconstruction and the time-space costs. We have also indicated the explainability of the proposed methods and the comparison models in the last column of Table X. It is worth noting that TANN is lack of explainability due to its black-box design of the architectures, while our proposed methods are based on the underlying biomedical and statistical relations of PPG and ECG signals and strive for interpretability.

It is not easy to make a fair comparison with the other comparative algorithms based on dictionary learning [37], [38], [39], [40] in terms of computational resources. This is because: 1) their inference stages require solving optimization problems that have already been implemented in the optimized software, such as .mex files. The .mex files only provide interfaces to execute the external subroutines developed by C/C++, but the source codes for solving the optimization problems are not accessible, making it infeasible to count the FLOP of these algorithms and 2) they were mainly proposed in the computer vision domain rather than specifically targeted at PPG-to-ECG application.

D. Limitations of the Proposed Method

1) Performance of Leave-One-Out Experiment: As a proof of concept and considering the current moderate amount of available data, we have so far split each patient’s data into training and test sets. This corresponds to the trend of “precision medicine” to tailor the healthcare practice to individual patients. Meanwhile, we are curious how the algorithm would behave if the test patient is never seen in the training phase, corresponding to the situation of training models for the whole population or patient groups categorized by gender, age, race, or other ways. We will examine this through leave-one-out experiments.

We apply a preclustering process based on the ECG data to select a subgroup of patients with similar ECG features for the leave-one-out experiment. First, we reduce the dimension of the ECG cycles by principal component analysis (PCA), and then we use K-means to cluster the ECG features after PCA. Based on the clustered ECG features, we select the largest cluster of ECGs from 19 patients. The mean Pearson coefficient for the leave-one-out experiment on the 19 patients is 0.74 (std: 0.15 and median: 0.77).

From the result, we can see that as expected, the leave-one-out experiment is more challenging case given the large variability of ECG data morphologies of ICU patients and the limited number of patients in the collected dataset. Based on the results in Section IV-C, we see the encouraging capability of recovering large variations in ECG from relatively small variations in PPG across cycles and patient populations. This suggests a strong potential for predicting ECG from PPG of unseen patients through further research and larger data collection. In our follow-up work, we are considering an improved problem definition and data collection procedure to enhance the generalization capability of learning.

2) Performance Evaluation on Motion Dataset: So far, we have demonstrated in this article the feasibility and improved accuracy of ECG waveform inference from PPG using the proposed methods on two benchmark datasets [46], [53] in Sections IV-C and V-B. Those datasets were collected under a resting condition with relatively small movement artifacts. Noises and artifacts were still present in those datasets but in a controlled manner, which leads to good quality of data acquisition and is beneficial for the feasibility study and accuracy improvement of reconstructing ECG from PPG. In this section, we consider a more challenging scenario where IoHT devices are worn during exercise and show the preliminary results with the motion-contaminated signals.

We adopt the 2015 IEEE Signal Processing Cup dataset [57] for evaluation, which consists of paired PPG and ECG signals from 13 participants during physical exercises. This dataset provided by the Samsung Research Lab in the U.S. aimed to facilitate the study of accurate HR monitoring of PPG signals from wrist-type sensors and included ECG signals as a reference. The PPG signals were collected from the wrist while the subjects ran on a treadmill at speeds of 6, 8, 12, or 15 km/h, respectively. Simultaneously, the ECG signals were collected from the chest and the acceleration signal was recorded from the wrist by a three-axis accelerometer. All signals were sampled at 125 Hz. Each subject ran once and the total length of the recording was 5 min per subject.

Since the quality of PPG signals is crucial to ECG reconstruction, we first use the absolute error of the PPG estimated HR as a metric to exclude the participants with extremely corrupted PPG signals. Because HR represents the frequency characteristic of PPG that affects the accuracy of determining a PPG cycle. The HR is estimated from the PPG by a state-of-the-art adaptive multitrace carving (AMTC) [58] algorithm that tracks the HR from the spectrum of PPG by dynamic programming and adaptive trace compensation. The reference HR values are given in the dataset. Three out of the thirteen participants are excluded as their HR estimation error is quite off likely due to data collection issues and the remaining ten participants’ data are used for learning and testing the XDJDL model. In addition, to improve the quality of noise-contaminated PPG, we employ an off-the-shelf denoising algorithm by recursive least square (RLS) adaptive filtering [8], [59]. It treats the contaminated PPG as the sum of the underlying cleaned PPG and motion-induced noise. Since the acceleration signals are correlated with the motion, they are used to estimate the motion artifacts for PPG noise removal. We will compare the ECG reconstruction performance from PPG signals before and after denoising.

Fig. 5(a) shows the comparison of the statistics of the Pearson coefficient and rRMSE in boxplots for ECG
reconstructed from the PPG signal without denoising (referred to as “raw PPG”) and RLS filtered PPG signal (referred to as “cleaned PPG”). The average Pearson coefficient of the reconstructed ECG using raw PPG is 0.49 (median: 0.69 and std: 0.51) and using cleaned PPG is improved to 0.61 (median: 0.72 and std: 0.37). This improvement can be attributed to that the spurious peaks and waves in the motion-contaminated PPG are removed by the RLS filtering. While the noise due to motion is mitigated, distortions in PPG and even ECG waveforms are still present as shown in Fig. 5(b). Treating potentially corrupted ECG as the reference and distorted PPG as the input might misguide the learning system, and produce unreliable waveform reconstruction. Fig. 5(b) shows an example with close to average performance. We observe that on one hand, the cleaned PPG has clearer cycle shapes than the raw PPG; and on the other hand, some of the physiological characteristics representing the blood flow process are irregular after RLS motion artifacts removal, such as the peak in the third cycle and the ascending and descending slopes in the fifth cycle. Also, the reference ECG signals contain varying ST segment elevations over consecutive cycles during motion. We expect such limitations can be addressed with the development of more advanced PPG and ECG denoising and waveform preserving approaches for preprocessing and the availability of a larger dataset under different types of activities (such as walking, running, driving, climbing stairs, etc.).

E. Future Work Toward Explainable AI

Our proposed XDJDNL and LC-XDJDL models accomplished to infer the ECG based on PPG by leveraging the biomedical and statistical relationship between the signals. This is an initial effort to demonstrate a potential benefit from our “explainable” AI, rather than black-box data-driven AI, to provide the more user-friendly PPG measurements inferred ECG data for the medical professionals to interpret and offer medical insights. Our framework also helps transfer the rich ECG knowledge base from decades of medical practice to augment the PPG diagnosis for public health. Given the challenge of making the ECG inference more accurate for an unseen group of subjects, e.g., by age, gender, or other medical and health condition, we are extending our current work with a neural network to further enrich the representation and learn the relation when sufficient data is available. Our ongoing efforts have been focused on both developing a data collection pipeline for more diversity and coverage of training data and exploring an explainable generative model with strong expressive power to improve the generalization performance. With the step-by-step capturing of complex models by utilizing the biomedical, statistical, and physical meanings, as well as harnessing the power of the data, we aim to provide explainable AI with our ongoing efforts.

VI. Conclusion

We have proposed an XDJDNL framework and the extended LC-XDJDL model for ECG waveform inference from the PPG signal. Compared to the prior art using the DCT method, our proposed method better leverages the data to improve data representation while extending over a model-based approach. The promising experimental results with the average Pearson coefficient being 0.88 using XDJDNL and 0.92 using LC-XDJDL validate that our proposed models can learn the relation between PPG and ECG and reconstruct ECG well. From the analysis for subwave reconstruction and timing of interval recovery, we observe that we can restore the QRS complex and the QT interval in high precision, which is essential for ECG monitoring and to gain more PPG-based diagnosis knowledge. This work reveals the potential of long-term and user-friendly ECG screening from the PPG signals that we can acquire from the daily use of low cost, low-power wearable devices for IoT and digital twins applications in healthcare.

Our ongoing work and future endeavor will strive to improve the accuracy and generalization capability of the ECG waveform inference from PPG while maintaining sound interpretability. Future research and development may consider improving the robustness to exercise conditions by developing more advanced PPG and ECG denoising and waveform-preserving algorithms and collecting datasets under different types of activities.
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