A statistical physics viewpoint on the dynamics of the bouncing ball
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Abstract. We compute, in a statistical physics perspective, the dynamics of a bouncing ball maintained in a chaotic regime thanks to collisions with a plate experiencing an aperiodic vibration. We analyze in details the energy exchanges between the bead and the vibrating plate, and show that the coupling between the bead and the plate can be modeled in terms of both a dissipative process and an injection mechanism by an energy reservoir. An analysis of the injection statistics in terms of fluctuation relation is also provided.
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1. Introduction

During the last decades, physicists have developed several tools to study the statistical properties of physical systems violating the requirements of standard statistical mechanics of thermal equilibrium. Such systems are ubiquitous in nature. For instance, the dynamics of the system can be so slow that the thermodynamic equilibrium is, in practice, never reached as is the case for materials below the glass transition [1]. Conversely, some systems may require a continuous injection of energy to be maintained in a steady-state. This energy injection may occur in the bulk, like in active systems, or from the boundary as is typical in shaken or sheared materials. Bulk driven systems can be found for instance in biology where, due to improvements of observation techniques, the fluctuations of tiny active units like molecular motors can now be studied [2–4]. On the other side, granular media are a typical example of an externally driven system that, due to the dissipative nature of the contact between the grains, cannot sustain a fluctuating state in the absence of driving. Such granular systems cannot be described by the classical tools of thermodynamics [5, 6].

Model granular media experiments have become a convenient mean of investigating the physics of non-equilibrium steady state (NESS) systems [7–11]. Specially, the
interest in the effects of the dissipative nature of the collisions between the particles led to the experimental realization of granular gases obtained, in three-dimensions (3D), by vibrating the container [12–14] and, in two-dimensions (2D), by considering beads covering partially a horizontal surface animated by a vertical motion [15]. All these experiments, together with their theoretical counterpart, revealed deviations from the equilibrium statistics, especially in the velocity distributions [16].

At this point, it is particularly interesting to raise the question of the thermalization of the system. Indeed, especially in the case of 2D experiments, one can wonder if the deviation of the velocity statistics from the equilibrium ones comes from the dissipative nature of the collisions between the particles or from the peculiar nature of the thermostat the beads are in contact with. Let us for instance remark that, for a dissipative gas in contact with a thermostat, a decrease of the kinetic temperature is expected from an increase of the density (because of the increase of the collision rate) [17]. In the experiments, however, one rather observes an increase of the temperature with the density [16, 18]. It is thus natural to question the quality of the thermostat constituted by the vibrating plate in the 2D experiments.

Thinking of the most simple realization of a system in contact with the vibrated plate, one naturally comes to the problem of the bouncing bead which has been widely studied during the late 1980’s to investigate the route to chaos by period doubling [19, 20]. In the chaotic regime, the system can however be regarded as a single particle in contact with an energy reservoir and one can instead focus on the statistical properties of the energy of the bead, like its average value and its fluctuations. In their experimental realization of the problem, using a sinusoidal motion of the plate, Warr et al observed that the probability distribution function (PDF) of the particle velocity is well-approximated by a Gaussian distribution, and the PDF of the particle energy by a Boltzmann-type distribution [21]. However, a detailed study of the correlation of the energy states through the collisions reveals partial synchronization of the bead motion with that of the vibrating surface, even if the bead experiences a chaotic trajectory [22]. In addition, in another study, it has been shown that the removal of part of the synchronization with the plate motion, can lead to an increase of the average energy of the particle for the same characteristics of the plate vibration [23], questioning again the notion of thermostat.

We study from a statistical physics perspective the dynamics of a bouncing particle maintained in a chaotic regime thanks to collisions with a plate experiencing an aperiodic vibration. Indeed, we proposed lately a manner to produce experimentally an aperiodic vibration of the plate while keeping the vibration characteristics, especially its maximum velocity, well-defined. We thus proposed an alternative way to produce a random vibration of the plate which differs significantly from the random vibration used in some recent experiments [24]. Here, we report on statistical properties of the particle trajectory which is obtained numerically in order to get a sufficiently large set of data. We first show that the height, velocity and energy distributions resemble the equilibrium distributions [21], leading to a measure of the particle temperature. Then, we analyze in details the energy exchanges between the bead and the vibrating plate, and show that these energy exchanges can be modeled in terms of both a dissipative process and an injection mechanism by an energy reservoir. The latter partition of the energy exchanges makes possible to recover the weak reversibility (any transition from
one value of the energy to another is possible in reverse direction) that makes possible the use of several tools of non-equilibrium thermodynamics. We thus subsequently estimate an effective rate of entropy production, and evaluate the validity of fluctuation relations, each of these tools leading to the introduction of its own temperature scale, that can be compared to one another.

2. Description of the system

The system under study consists of a bead bouncing freely upon a horizontal plate which oscillates along the vertical direction (figure 1). An experimental study of this system has been reported in [22]. Here, we present a numerical study of this system, allowing us to reach a much better statistics. We denote by \( z(t) \) the height of the plate and by \( v(t) \equiv \frac{dz}{dt} \) its velocity. In the same way, \( h(t) \) and \( u(t) \equiv \frac{dh}{dt} \) are the height and the velocity of the bead. We choose a common height reference, in such a way that \( h = z \) when the bead and the plate are in contact.

The overall trajectory of the bead consists of a series of collisions with the plate, at time \( t_n \) (where \( n \) is the index of the collision), separated by a time \( \Delta t_n \equiv t_{n+1} - t_n \) of free fall. The dissipative nature of the collisions is accounted for by introducing a single parameter, the restitution coefficient \( e \), such that the rebound velocity of the bead (its velocity relative to the velocity of the plate after the collision) is proportional to the impact velocity (the bead velocity relative to the velocity of the plate before the collision), i.e.

\[
 u_n^+ - v_n = -e(u_n^- - v_n).
\] (1)

In equation (1), \( v_n \) stands for the velocity of the plate at the collision \( n \), and \( u_n^- \) and \( u_n^+ \) for the velocity of the bead before and after the collision, respectively. Note that we thus assume that the collisions are instantaneous and that \( e \) is independent from the impact velocity \( u_n^- - v_n \), which is a good approximation for most of the practical cases [22, 25, 26].

Between two subsequent collisions, during the free fall from time \( t_n \) to time \( t_{n+1} \), the bead is only subject to the acceleration due to gravity \( g \) and its height given by

\[
 h(t) = h_n + u_n^+(t - t_n) - \frac{g}{2} (t - t_n)^2
\] (2)

where \( h_n \equiv h(t_n) = z(t_n) \) is the height at \( t = t_n \).
Provided the height of the plate \( z(t) \) is known at all times, one can determine the entire trajectory of the bead by using the equations accounting for the collisions (equation (1)) and for the free fall (equation (2)). Indeed, from the knowledge of the takeoff velocity of the bead, \( u_n^+ \) right after the collision \( n \) at time \( t_n \), one can determine the next collision time \( t_{n+1} \) from equation (2) and the condition \( h(t_{n+1}) = z(t_{n+1}) \). The velocity of the bead before the collision at \( t_{n+1} \) is then given by \( u_{n+1}^- = u_n^+ - g (t_{n+1} - t_n) \). Then, one can use the collision rule equation (1) to calculate the takeoff velocity of the bead, \( u_{n+1}^+ \) right after the collision \( n + 1 \). The procedure can be iterated to determine the entire trajectory [19].

The aim of our study is to report on statistical properties of the ball trajectory in a chaotic regime. A common way to achieve a chaotic regime consists in imposing a sinusoidal plate-motion, \( z(t) = A \sin(\omega t) \), with a large dimensionless acceleration \( \Gamma = A \omega^2/g \) [19, 20]. However, even if a large \( \Gamma \) insures that the bead experiences a chaotic motion, unwanted synchronization effects still remain [22]. Techniques to avoid these effects could consist in using quasi-periodic [27] or random motion of the plate [24, 28]. Quasi-periodic motion of the plate does not make the underlying frequency disappear and there is still a risk of partial synchronization. The random motion of plate is achieved, in practice, by feeding an electromagnetic, mechanical, system with a random driving signal (a colored Gaussian noise in [24]) which is then filtered by the mechanical system. Even if the motion of the plate is characterized subsequently, it is difficult to impose all the characteristics of the plate motion. We proposed lately an alternative protocol [22] that gets rid of some of the ball-plate synchronization effects, while keeping constant the maximum velocity \( \omega A \) reached by the plate during each of the cycles. The motion of the plate consists of a series of sinusoidal cycles, \( z_i(t) = A_i \sin(\omega_i t) \) such that \( A_i \omega_i = A \omega (\forall i) \). The cycle \( i \) begins at time \( t_i \) such that \( z_i(t_i) = 0 \) and lasts for a duration \( 2\pi/\omega_i \). This choice insures that the vertical position of the plate \( z \), its velocity, \( v_i \) and its acceleration are continuous at all time, whatever the choice of the set of \( \omega_i \). The plate motion is thus well-characterized—not only in the model, but also in its experimental counterpart.

From now on, in order to avoid temporal synchronization of the bead motion with the motion of the plate, the \( \omega_i \) are chosen randomly, with uniform probability, in an interval of width 25% around the central value \( \omega \), namely \( \omega_i \in \left[ \frac{7}{8} \omega, \frac{9}{8} \omega \right] \). We remind that the series of amplitude \( A_i \) is accordingly chosen so as to insure \( A_i \omega_i = A \omega (\forall i) \). In addition, even if the maximum acceleration \( A_i \omega_i^2 \) is not constant from one cycle to another, we use, for convenience, the dimensionless acceleration \( \Gamma \equiv A \omega^2/g \) as the control parameter specifying the working conditions.

### 3. Statistical characterization of the trajectory

We first determine the probability distribution function of the velocity \( u \) and of the height \( h \) of the bead through time. We thus consider the probabilities \( P_t(u) \) and \( P_t(h) \) that, all along the trajectory, the bead moves with the velocity \( u \) or be at the height \( h \), respectively. Results are shown in figure 2. Note that we use dimensionless quantities,
Introducing further the mass of the bead, \( m \) (even if it does not play any role in the dynamics), to make the next expressions look more familiar, we observe that \( P_t(u) \) and \( P_t(h) \) are well-described by equilibrium distributions [6]

\[
P_t(u) \propto \exp\left( -\frac{m \, u^2}{2kT} \right) \tag{3}
\]

\[
P_t(h) \propto \exp\left( -\frac{mg \, h}{kT} \right) \tag{4}
\]

with the same characteristic energy, \( kT \), for both height, \( h \), and velocity, \( u \). The result holds true as long as the restitution coefficient \( e \) remains close to unity. Thus, from the velocity and height distributions, we get a first energy which characterizes the velocity and height fluctuations. In equilibrium, microscopic, systems, this energy is proportional to the temperature of the system, \( T \), the multiplicative constant being the Boltzmann constant, \( k \). The width of the velocity distribution is a measure of the system temperature. In our, out-of-equilibrium, macroscopic, system, we do not have any equivalent of such universal constant and we will, even if it has the dimension of an energy, use the word ‘temperature’ when referring to the characteristic energy \( kT \) to make the discussion more familiar to readers used to equilibrium systems.

From the same set of data, one can compute the distribution of the total energy \( E = \frac{1}{2} m \, u^2 + m \, g \, h \). Results are shown in the left panel of figure 3. In accordance with the distributions of \( u \) and \( h \) (equations (3) and (4)), we expect

\[
P_t(E) \propto \sqrt{E} \exp\left( -\frac{E}{kT} \right). \tag{5}
\]

We again observe an excellent agreement with the numerical data. It is then convenient to use the energy distribution \( P_t(E) \) to assess the dependence of the temperature \( kT \) on the restitution coefficient \( e \) and characteristics of the plate vibration. To do so, for a given set of values of the restitution coefficient \( e = 0.80, 0.85, 0.90, 0.95 \) and 0.99, we vary the intensity of the plate vibration by tuning the amplitude \( A \) and we measure
the resulting temperature $kT$ be considering the fluctuations of the energy over about $5 \times 10^5$ bead-plate collisions. The results are reported in the right panel of figure 3. We observe that the temperature $kT$ is proportional to the typical energy $E_0 \equiv m(A \omega)^2$, the dependence on $e$ leading to

$$kT = (1.00 \pm 0.01) \frac{m(A \omega)^2}{1 - e}. \quad (6)$$

Note that the above result holds true only if the restitution coefficient $e$ is close to 1, limit to which we restrict our study. This is the reason why equation (6) differs slightly from the prediction of Warr et al in which the restitution coefficient can depart significantly from unity [21].

We considered, up to now, probabilities of quantities measured all along the trajectory of the bead, through time. Alternatively, one may consider probability distributions of quantities at the collisions, instead. In particular, we report in figure 4 the probability distribution of the total energy at the collisions, $P_c(E)$, which will prove

\[ Figure 3. \] Left: distribution $P(E)$ of the total energy $E$ through time. Numerical data are shown in blue, while the red line is the interpolation with equation (5) ($e = 0.975, \Gamma = 5$). Right: temperature $kT$ versus $E_0/(1 - e)$ for various values of $(e, \Gamma)$. The darker the symbol is, the closer to unity is the coefficient of restitution. The red line points out equality ($e \in [0.80; 0.99] \text{ and } \Gamma \in [1.34; 5]$).

\[ Figure 4. \] Distribution $P_c(E)$ through collisions versus $E/E_0$. Numerical data are shown in blue, while the red line is the interpolation with equation (7) ($e = 0.975, \Gamma = 5$).
useful in the next section. We observe a clear exponential behavior well accounted for by

\[ P(E) = \frac{1}{kT} \exp\left(-\frac{E}{kT}\right) \]  

with the same temperature \( kT \). The difference between equations (5) and (7) comes from the reweighting, in the temporal average, of energy value \( E \) by the duration of the free fall between two successive collisions. Indeed, the duration of flight associated with larger energy is larger. More precisely, in our working conditions, the maximum height reached by the bead is large compared to the typical amplitude \( A \) of the plate motion. In this limit, the duration of the flight is proportional to the takeoff velocity, \( u^+ \). In the same limit, the potential energy is negligible as compared to the kinetic energy and \( u^+ \propto \sqrt{E} \). Taking thus into account that the free-fall duration between two successive collisions is proportional to \( \sqrt{E} \), one easily deduces equation (7) from equation (5).

In summary, at first sight, the system exhibits probability distributions that greatly resemble equilibrium distributions in spite of the peculiar, and dissipative, nature of the ‘thermostat’. From the probability distributions, one obtains a single temperature \( kT \). However, the latter must be taken with care. Indeed, for instance, the temperature that we define here is not a property of the thermostat alone as it depends on the mass, \( m \), of the bead—see equation (6). In addition, we have shown that an equilibrium distribution for the energy is also obtained when considering the state of the system at the collisions only, as reported in figure 4. Doing so, we disregard the fact that the duration of the states depends on the associated energy, which removes the factor \( \sqrt{E} \) in front of the exponential in the energy distribution. However, from a formal point of view, we can regard the statistics of energy states separated by contacts of the system (the bead) with the thermostat. In the following, we shall consider statistical properties of quantities at the collisions, in particular the energy increments, to discuss the quality of the ‘thermostat’ and the potential definitions of the temperature.

4. Energy exchanges

We have shown, by studying the distributions of the velocity \( u \), height \( h \) and total energy \( E \), that the bouncing bead could be described, to a good approximation, as an equilibrium system at temperature \( kT \) (section 3). A natural question is thus to know whether the vibrating plate, which both injects and dissipates energy, indeed plays the role of a thermostat at temperature \( kT \). In this section, we first characterize the statistics of energy increments, and then proceed to a more detailed analysis in terms of probability fluxes.

4.1. Statistics of energy exchanges

At each collision, the total energy of the bead evolves from a value \( E \), before the collision, to \( E' \), after the collision. The collision occurring at constant height, the variation is only due to the change in the kinetic energy, such that \( E' - E \equiv \Delta E = \frac{m}{2}[(u^+)^2 - (u^-)^2] \).
Energy exchanges can be characterized by reporting the probability distribution $P_c(\Delta E)$ of the increments $\Delta E$ of the total energy $E$ through the collisions. Results are reported in figure 5. We first notice that the distribution is asymmetric, which is already a clue that the system is not in contact with a classical thermostat. The most probable value is positive but, we remind, the mean value is zero since, on average, the bead neither loses nor gains energy. The left tail of the distribution is essentially exponential, while its right tail decays faster than exponentially. Such a distribution of energy increments is reminiscent of the BHP distribution reported, among others, in closed turbulent flows [29, 30].

4.2. Probability flux between configurations

4.2.1. Reversibility of the dynamics To analyze more precisely the dynamics of energy exchanges, we turn to a detailed characterization of the transition probabilities between different energies. Our goal is to test whether the energy-exchange dynamics obeys a reversibility property, a standard requirement for a microscopic heat reservoir [31]. There is a priori no reason that such a macroscopic and dissipative system like a bead on a vibrating plate satisfies this property. However, we wish to assess how far a simple macroscopic system can be analyzed and modeled in terms of concepts coming from statistical physics of microscopic systems and thermodynamics. In the following, we will refer to two distinct notions of reversibility. We will call ‘strong’ reversibility the property that the direct and reversed trajectories have the same probability to be observed. The property that the reversed trajectory of any existing trajectory has a non-zero probability to be observed will be denoted as ‘weak’ reversibility.

We first define $\mathcal{P}(E \rightarrow E')$, the probability for the system to evolve from energy $E$ to $E'$ during a collision with the plate. This quantity can be directly measured in the numerical simulations, and will play a key role in the following analysis. To be more specific, $\mathcal{P}(E \rightarrow E')$ is a probability density, in the sense that $\mathcal{P}(E \rightarrow E')dE'_{dE'}$ is the probability to observe a transition from the energy interval $[E, E + dE']$ to the energy interval $[E', E' + dE']$. Strong reversibility corresponds to the fact that the probability to observe a given trajectory is equal to the probability to observe the time-reversed trajectory. In other words, $\mathcal{P}(E \rightarrow E') = \mathcal{P}(E' \rightarrow E)$. This property can be explicitly
tested in the numerical simulations. Note that the assumption that the dynamics is Markovian is not required to test the reversibility properties.

We report, in figure 6, maps of the probability $\mathcal{P}(E \rightarrow E')$ in the $(E, E')$-plane, the value of the probability $\mathcal{P}(E \rightarrow E')$ being converted into gray levels. The value of the binning in energy, $\delta E$, used to measure these maps has been chosen as a reasonable trade-off between having a good enough resolution (thus a small $\delta E$) and a good enough statistics in each box (thus a large enough $\delta E$).

Reversibility would manifest itself on these maps as a symmetry about the diagonal. Strong reversibility would correspond to an exact symmetry of the map, while weak reversibility would be fulfilled if the domain of the map where transition probabilities are non-zero was symmetric.

Besides, one clearly sees that the transitions occur in a delimited region of the energy map. Interestingly, this region is delimited by two curves $E'_{\text{max}}$ and $E'_{\text{min}}$ that can easily be determined analytically, considering that the maximal and minimal velocities of the bead after collisions are obtained from plate velocities equal to $v = A\omega$ and $v = -A\omega$ respectively. A simple calculation then leads to

$$E'_{\text{max}} = e^2E + e(1 + e)\sqrt{2EE_0} + \frac{1}{2}(1 + e)^2E_0 \quad (8)$$

$$E'_{\text{min}} = e^2E - e(1 + e)\sqrt{2EE_0} + \frac{1}{2}(1 + e)^2E_0. \quad (9)$$

When equations (8) and (9) are reported on the probability map (figure 7), one clearly sees that all the transitions indeed occur between these two limiting curves. Moreover, we observe that, for a given value of $E$, the two local maxima of the probability $\mathcal{P}$ correspond to $E'_{\text{min}}(E)$ and $E'_{\text{max}}(E)$. Indeed, transitions from $E$ to $E'_{\text{min}}(E)$ and $E'_{\text{max}}(E)$
are more frequent because they correspond to collisions occurring for the minimal or maximal velocity of the plate. Due to the quasi-sinusoidal vertical motion, the plate spends more time in these regions of extremal velocity which are associated with the minimum acceleration.

4.2.2. Test of the Markovian properties of the dynamics

A key issue in the study of the dynamics of the system is to know whether it is Markovian or not, that is, if the transition rate between two energy values \( E \) and \( E' \) depends on the previous trajectory before reaching \( E \), or only on the starting energy \( E \). In order to test this property, we need to define new quantities.

The transition rate from energy \( E \) to energy \( E' \), \( J(E \rightarrow E') \) is simply defined from the relation \( J(E \rightarrow E') = P(E)J(E \rightarrow E') \), where \( P(E) \) is the probability to observe an energy \( E \), as defined in section 3. With this definition, the transition rate is actually averaged over all previous energy states visited prior to \( E \). A test of the Markov character of the dynamics should thus consider at least the previous energy state \( E_1 \).

To test this property, one should in principle compute \( J(E_2 \rightarrow E_3) \) for various values of \( E_1 \) and check that the result is independent of \( E_1 \). Performing the test in this way however requires a lot of statistics to reach sufficient accuracy. In order to simplify the test and to obtain more reliable data, we simply condition the transition rate on the value of \( E_1 \) being smaller or larger than \( E_2 \). We thus introduce \( J_{\text{sup}}(E_2 \rightarrow E_3) \), the transition rate from \( E_2 \) to \( E_3 \) given that \( E_1 > E_2 \). Similarly, we define \( J_{\text{inf}}(E_2 \rightarrow E_3) \) as the transition rate from \( E_2 \) to \( E_3 \) given that \( E_1 < E_2 \). Then, if the dynamics is indeed Markovian, these two transition rates should be equal, namely,

Figure 7. (Left) Map of the probability \( P \) of the energy of the system to evolve from \( E \) to \( E' \) in a single collision. Values are converted to gray levels (logarithmic scale), the larger values being brighter. White circles are from equations (9) and (8). The yellow line is the diagonal. (Right) Maxima of \( P \) (blue squares), theoretical curves \( E_{\text{min}}(E) \) and \( E_{\text{max}}(E) \) (continuous lines) and their symmetries (red circles and continuous lines) about the diagonal (left: \( e = 0.85, \Gamma = 4, \delta E = 0.05 E_0 \)).
We report, in figure 8, maps of the transition rates $T_{\text{sup}}(E_2 \rightarrow E_3)$, the transition rate from $E_2$ to $E_3$ given that the previous energy $E_1$ was such that $E_1 > E_2$. (Right) Map of $T_{\text{inf}}(E_2 \rightarrow E_3)$, the transition rate from $E_2$ to $E_3$ given that the previous energy $E_1$ was such that $E_1 < E_2$ (gray level, logarithmic scale) ($e = 0.85$, $\Gamma = 4$, $\delta E = 0.05 \, E_0$).

Figure 9. Evolution of $T_{\text{sup}}(E_2 \rightarrow E_3)$ (red lines) and $T_{\text{inf}}(E_2 \rightarrow E_3)$ (blue lines) as a function of $E_3$ for $E_2 = 3$, 7 and 11 $E_0$ (top, middle and bottom respectively). The curves have been shifted for clarity ($e = 0.85$, $\Gamma = 4$, $\delta E = 0.05 \, E_0$).

$$T_{\text{sup}}(E_2 \rightarrow E_3) = T_{\text{inf}}(E_2 \rightarrow E_3).$$

We report, in figure 8, maps of the transition rates $T_{\text{sup}}(E_2 \rightarrow E_3)$ and $T_{\text{inf}}(E_2 \rightarrow E_3)$.

Since it is difficult to compare one map to another in order to check if they are similar, we plot in figure 9 the evolution of $T_{\text{sup}}(E_2 \rightarrow E_3)$ and $T_{\text{inf}}(E_2 \rightarrow E_3)$ as a function of $E_3$ for three different values of $E_2$. One clearly sees that $T_{\text{sup}}$ and $T_{\text{inf}}$ are very close to one another, with small discrepancies only for the smallest values of the arrival energy $E_3$. As a result, we will assume in the following that the dynamics of the bead can be described as Markovian to a good approximation, and proceed to the analysis in a Markovian framework.
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4.3. Injected and dissipated energy increments

The presence of irreversible transitions suggests that, not surprisingly, the dissipation of energy due to the inelastic collisions plays an important role. A natural idea is then to decompose the energy exchange $\Delta E = E' - E$ during a collision into dissipated, $E_{\text{diss}}$, and injected, $E_{\text{inj}}$, energy increments, satisfying $\Delta E = E_{\text{inj}} - E_{\text{diss}}$. Although physically motivated, this decomposition is actually not unique, as we explain below. It has to obey two basic requirements: (i) the dissipated energy increments are always positive, $E_{\text{diss}} \geq 0$; (ii) the dissipated energy increments reduce to $E_{\text{diss}} = (1 - e^2)E$ in the limit of zero driving. A popular form of the dissipated energy increments is $E_{\text{diss}} = \frac{1}{2}(1 - e^2)(u^- - v)^2$, that is the dissipated energy in the moving frame of the plate. However, we are looking for the dissipated energy in the frame of the laboratory, and it is not obvious that the dissipated energy should take the same expression in all frames. Other forms of the dissipated energy can indeed be considered.

To provide a guide to the definition of the dissipated energy increments, we actually need to be more specific about the properties we expect from the increments of the injected energy, $E_{\text{inj}}$. Our idea here is to try to model energy injection as an equilibrium reservoir. A minimal requirement would be that all transitions are reversible. Assuming that such transitions (associated to injection only) can be represented by a map qualitatively similar to the ones shown in figure 6, a necessary condition of reversibility is the symmetry of the limiting curves about the diagonal.

We first note that equations (8) and (9) have a nontrivial symmetry that can be revealed as follows. Rewriting these equations into (setting $E_0 = 1$ for convenience),

$$E' = e^2E \pm e(1 + e)\sqrt{2E} + \frac{1}{2}(1 + e^2),$$

where $E'$ stands for $E'_{\text{max/min}}$, we can make the following transformation,

$$X = \frac{E' + e^2E}{\sqrt{2}}, \quad Y = \frac{E' - e^2E}{\sqrt{2}}.$$

This transformation can be interpreted geometrically as a contraction of the $E$ axis, defining $x = e^2E$ and $y = E'$, followed by a rotation of the $(x, y)$-axes by $45^\circ$. Equation (11) then reads, in the variables $(X, Y)$,

$$X = \frac{\sqrt{2}}{(1 + e^2)} Y^2 + \frac{\sqrt{2}}{8} (1 + e^2)$$

exhibiting a symmetry about the $X$ axis (the curve is invariant by reversing the sign of $Y$).

This geometrical property suggests the following physical interpretation. The transition $E \rightarrow E'$ can be decomposed into a dissipation step $E \rightarrow E''$, followed by an injection step $E'' \rightarrow E'$. Such interpretation leads us to define the dissipated energy increments as $E_{\text{diss}} = (1 - e^2)E$, and, consequently, the injected energy as $E_{\text{inj}} = E' - e^2 E$. This decomposition has the advantage that the probability map of the injected energy increments $E'' \rightarrow E'$ has a symmetric envelope with respect to the diagonal, as a result of the symmetry seen in equation (13). This symmetry is confirmed in the maps of
4.4. Deviation from thermal equilibrium

4.4.1. Rate of entropy production

On general ground, a way to characterize the breaking of strong reversibility is the entropy production, which is zero when the dynamics obeys strong reversibility, and positive otherwise. A definition of entropy production has been proposed by Gaspard [32] in the framework of Markovian stochastic systems with discrete configurations. The proper way to deal with a continuous configuration space is to introduce a relatively sophisticated coarse-graining procedure, involving the so-called \((\varepsilon, \tau)\)-entropies (or \(\varepsilon\)-entropies if time is discrete) which can be used to measure experimentally the entropy production [33].

Here, however, we wish to follow a simpler procedure. Our main goal is to have a simple measure of the irreversibility of the transition map shown in figure 10, relative to the energy injection mechanism. On a phenomenological ground, we thus propose the following ad hoc definition of an effective entropy production

\[
\sigma = \frac{\delta E^2}{2} \sum_{E', E''} \left[ \mathcal{P}(E'' \rightarrow E') - \mathcal{P}(E' \rightarrow E'') \right] \ln \left( \frac{\mathcal{P}(E'' \rightarrow E')}{\mathcal{P}(E' \rightarrow E'')} \right).
\]  

(14)

We emphasize that this heuristic definition is inspired by, but not identical to, the rigorous definition introduced in [32]. The effective entropy production \(\sigma\) can be considered as a measure of the departure from strong reversibility (or detailed balance in the case of Markovian dynamics) in the injected energy map shown in figure 10. Note that we use the same discretization of energy as on the map, and that we have included in

\[\mathcal{P}(E'' \equiv e^2E \rightarrow E')\] reported in figure 10. The transitions are weakly reversible meaning that, if a transition from \(E''\) to \(E'\) is observed, the reverse transition from \(E'\) to \(E''\) can also be observed. However, the map is not symmetric as a whole, indicating that strong reversibility is not satisfied.

\[P(E'' \equiv e^2E \rightarrow E')\]
the definition (14) a factor $\delta E^2$ in order for $\sigma$ to converge to a finite value in the small $\delta E$ limit. Quite importantly, $\sigma$ would be ill-defined if one of the transitions, allowed in one direction, was not permitted in the reverse direction, that is, if weak reversibility was not obeyed. This is why an appropriate partition in dissipated and injected increments is necessary. This is also the reason why an entropy production cannot be measured in this framework for the energy dissipation.

In practice, the effective entropy production $\sigma$ computed from equation (14) depends on the binning in energy $\delta E$ used to measure the transition maps. In order to get a value of $\sigma$ corresponding to the continuous limit, we extrapolate the observed linear decrease of $\sigma(\delta E)$ to $\delta E = 0$. We observe in figure 11 that $\sigma$, which does not depend on the dimensionless acceleration $\Gamma$, is a function of $(1 - e)$ only, vanishing for $e = 1$, according to

$$\sigma = (2.05 \pm 0.05)(1 - e) + (2.3 \pm 0.1)(1 - e)^2.$$  

\label{15}

Thus, the violation of the strong reversibility property is indeed growing for decreasing $e$, i.e. when dissipation is increased.

Pushing further the tentative analogy with the thermodynamic entropic production, $\sigma$ can be used to measure a temperature scale $kT_\sigma$, according to the relation $kT_\sigma = \overline{E_{\text{inj}}} / \sigma$, where $\overline{E_{\text{inj}}}$ denotes the average of the injected energy. Such a definition is essentially dimensional and phenomenological. A tentative interpretation, in the framework of thermal motors, could be that $\sigma / \overline{E_{\text{inj}}} = 1/kT_1 - 1/kT_2$, where $kT_1$ and $kT_2$ would be the temperatures of the 'cold' and 'hot' energy sources respectively, but we are not able to provide significant evidence in favor of this interpretation in the present system. From the numerical data (figure 12, left), we get $\overline{E_{\text{inj}}} = [2.00 - (2.77 \pm 0.05)(1 - e)] E_0$. Then, reporting $kT_\sigma / E_0$ as a function of $1/(1 - e)$ (figure 12, right), we observe that, in the limit $e \to 1$,

$$kT_\sigma = (1.00 \pm 0.02) \frac{E_0}{(1 - e)},$$  

\label{16}

Figure 11. Effective entropy production $\sigma$ versus $(1 - e)$ for several values of $(e, \Gamma)$. Red line: $\sigma = 2(1 - e)$. The rate $\sigma$ depends on the restitution coefficient $e$, but not on $\Gamma$. Each point corresponds to several values of $\Gamma$ (i.e. 1.34, 1.70, 2.35, 2.86, 3.44, 4.00 and 5.00).
very close to the temperature $kT$ defined in section 3 from the distribution of the energy.

4.4.2. Test of detailed balance on the transition rates

An additional test of detailed balance can be performed by testing directly the detailed balance property on the transition rates $T(E \to E')$ defined in section 4.2.2. If detailed balance was holding with respect to the energy distribution $P(E) \propto \exp(-E/kT)$, the transition rate $T$ would satisfy

$$T(E \to E') \exp(-E/kT) = T(E' \to E) \exp(-E'/kT)$$

which would lead to the relation

$$- \ln \left[ \frac{T(E \to E')}{T(E' \to E)} \right] = \frac{1}{kT} (E' - E).$$

Lifting the assumption of detailed balance, inspired by equation (18), one may define the function

$$g(E, E') = - \ln \left[ \frac{T(E \to E')}{T(E' \to E)} \right].$$

If detailed balance was holding, a scatter plot of $g(E, E')$ as a function of the difference $E' - E$ would lead, according to equation (18), to a straight line of slope $1/kT$.

Because of the existence of irreversible transitions (figure 6, section 4.2), $g(E, E')$ is ill-defined for the increments of the total energy. However, by construction, the map of the injected increments possesses the adequate symmetry and, by analogy with equation (19), one can estimate $g(E'', E')$, where $E'' = e^2 E$. If the detailed balance was holding, $g(E'', E')$ would obey the relation

$$g(E'', E') = \frac{1}{kT_{inj}} (E' - E'').$$

![Figure 12. (Left) Mean injected energy $\bar{E}_{inj}/E_0$ versus $(1 - e)$. (Right) temperature $kT_s/E_0$ versus $1/(1 - e)$ for several values of $\Gamma$ (1.34, 1.70, 2.35, 2.86, 3.44, 4.00 and 5.00). Red line: $kT_s = E_0/(1 - e)$.](image)
where $kT_{\text{inj}}$ is an effective temperature characterizing the injection reservoir. Note that $kT_{\text{inj}}$ may differ from $kT$ due to the presence of dissipation in addition to the injection mechanism. We report in figure 13 the scatter plot of $g(E'\prime, E')$ as a function of $E' - E''$. We observe that points accumulate close to a mean straight line, but with a finite transverse extension. Hence, strictly speaking, the detailed balance does not hold as anticipated from the map shown in figure 10, but the presence of a mean line around which points accumulate suggests an interpretation of the results as a ‘blurred’ detailed balance relation. Although this is not fully justified on theoretical ground, we propose to use the slope of the best linear interpolation as an effective temperature $kT_{\text{inj}}$. Measuring $kT_{\text{inj}}$ for different values of the restitution coefficient $e$, we empirically obtain

$$kT_{\text{inj}} = (0.50 \pm 0.02) \frac{E_0}{(1 - e)}. \tag{21}$$

A surprising result is that the temperature $kT_{\text{inj}}$ is found to be smaller than (the half of!) the temperature $kT$ characterizing the distributions of velocity and height of the bead (section 3). Although we do not have a clear explanation for this measured value of the injection temperature, we discuss in appendix how the temperature measured by fitting a ‘noisy’ detailed balance relation can significantly differ from the ‘true’ value of the injection temperature. Hence the result given in equation (21) does not rule out the possibility that the ‘true’ injection temperature is higher than the system temperature.

4.4.3. Fluctuation relations To gain further insight on the injection process, we now analyze the fluctuations of injected energy from the point of view of fluctuation relations (Gallavotti–Cohen, or Crooks, relation) [9, 11, 34–36]. We introduce the mean injected power during $n$ successive impacts

$$\dot{w}_n(i) = \frac{\sum_{k=i}^{i+n} E_{\text{inj}}(k)}{(t_{i+n} - t_i)}. \tag{22}$$
Note that the theorem is generally expressed using time averaging. Here, in the sake of continuity, we use a fixed number $n+1$ of successive impacts, instead of a fixed time window. The fluctuation relation gives some characteristics of the probability of events $\dot{w}_n(t)$. It assumes, in particular, that for large enough values of $n$, there exists a function $f$ such that $P(\dot{w}_n) = \exp \left\{ -nf(\dot{w}_n) \right\}$. Then a fluctuation relation holds if the asymmetry function $\delta(\dot{w}_n) \equiv f(-\dot{w}_n) - f(\dot{w}_n)$ obeys a linear relation, namely:

$$
\delta(\dot{w}_n) \equiv \frac{1}{n\tau} \ln \left[ \frac{P(\dot{w}_n)}{P(-\dot{w}_n)} \right] = \beta_{\text{GC}} \dot{w}_n, \quad n \to \infty.
$$

A temperature associated to this fluctuation relation may be defined as

$$
kT_{\text{GC}} \equiv \frac{1}{\beta_{\text{GC}}}. \quad (24)
$$

Note that we cannot strictly reach this limit since we have finite statistics. However, we measured for each set of data associated to the parameters $(e, \Gamma)$, the correlation number of impacts $n_c$, i.e. the typical number of impacts needed for the system to lose memory. On the one hand, we observe that it is necessary to consider at least $n > 5 n_c$ collisions to get correct averages. On the other hand, we cannot average over very large number $n$ of collisions, because the width of $P(\dot{w}_n)$ is decreasing with $n$. Taking into account these two limitations, we decided to average until the asymmetry function is defined in the range $\dot{w}_n \in [0; 5 \overline{E_{\text{inj}}}]$. We noticed that we could not reach the long-time limit for values of $e$ too close to unity ($e > 0.95$). As a consequence, we report results for $e \in [0.8; 0.95]$, only.

In figure 14, we report examples of the distribution $P(\dot{w}_n)$ and the associated asymmetry function $\delta(\dot{w}_n)$. We observe that the fluctuation relation is not satisfied in its standard form equation (23), as $\delta(\dot{w}_n)$ is not linear in the injected power $\dot{w}_n$. However, we observe, by increasing the number $n$ of successive impacts considered in the average, that the width of the distribution $P$ decreases and that the asymmetry function evolves toward a linear law. In figure 15, we report the slope of the asymmetry function at the origin ($\dot{w}_n \to 0$) as a function of $n$. We observe that the latter slope tends to a constant.
value for $n \approx 45$. We then get an estimate of the temperature $kT_{GC}$ which is defined as the inverse of the slope (equation (24)). Reproducing this protocol for several values of $(\epsilon, \Gamma)$ and reporting the data as a function of $1/(1-\epsilon)$ (figure 15), we get

$$kT_{GC} = (0.20 \pm 0.02) \frac{E_0}{(1-\epsilon)}. \quad (25)$$

This temperature is again proportional to $E_0/(1-\epsilon)$, alike $kT$, $kT_\sigma$ and $kT_{inj}$.

5. Discussion and conclusion

In this work, we aimed at analyzing a very simple driven mechanical system, a bead bouncing on a vibrated plate, using concepts from equilibrium and nonequilibrium statistical physics. We first observed that the distributions of the velocity and height of the bead, as well as of the total energy, follow a simple equilibrium form, with a characteristic energy $kT$ that depends in a simple way on the physical parameters characterizing, on the one hand, the driving by the vibrating plate and, on the other hand, the energy dissipation during inelastic collisions between the bead and the plate. Note that, the characteristic energy can be used to define an effective temperature which, however, depends on the mass of the particle, unlike the temperature of standard thermostats.

Yet, a more careful and detailed analysis reveals that this apparently simple equilibrium picture actually hides a complex nonequilibrium dynamics at the level of the energy exchanges between the bead and the plate. A simple analysis in terms of a single reservoir at temperature $kT$ fails: indeed, the reservoir does not follow standard requirements of reversibility of the transition, in the sense that some transitions between two energy values that are possible in one direction are not possible in the reverse direction.

We show that reversibility can be partly recovered by separating a dissipative contribution from the energy exchanges between the bead and the plate. Provided an appropriate definition of the increments of dissipated energy, we restore the weak reversibility of the increments of injected energy which means that all the transitions

Figure 15. (Left) $\beta_n/E_0$ as a function of $n$ [$\epsilon = 0.90$, $\Gamma = 4$]. (Right) Temperature $kT_{GC}/E_0$ versus $1/(1-\epsilon)$ obtained for several values of $(\epsilon, \Gamma)$. Red line: $kT_{GC} = 0.2 E_0/(1-\epsilon)$ ($\Gamma \in [2.35; 5]$ and $\epsilon \in [0.8; 0.90]$).
that are possible in one direction are possible in the reverse direction. Such procedure makes possible to perform tests on the statistical properties of the energy increments.

First, one can assess an effective entropy production (section 4.4.1) and, then, using the relation with the heat flux across the system, define a temperature scale $kT_e$, which is thus found to be of the order of $kT$. Second we find that strict detailed balance is violated but that, making use of the partial symmetry of the probability map, we reveal that the data show a trend toward a ‘blurred’ version of detailed balance. The temperature, $kT_{\text{inj}}$ extracted from this approximate detailed balance relation is proportional, but not equal, to the temperature $kT$ of the bead. More surprisingly, while one would expect, due to the presence of dissipation, that an injection reservoir would be characterized by a temperature higher than that of the bead, $kT_{\text{inj}} \approx 0.5 kT$ is found to be significantly lower than $kT$. We propose a tentative way out of this conundrum by showing in appendix that the breaking of detailed balance also induces a bias in the temperature measurement that could account for the paradoxical result obtained. Further research in this direction would actually be needed to confirm this potential explanation. Finally, we complement the analysis of the data by considering briefly another—now standard—way of characterizing an energy injection source, namely the fluctuation relations. Even if the fluctuation relation in its standard form is not satisfied, it is still possible to extract a temperature scale from the data, leading to a temperature value $T_{\text{GC}} \approx 0.2 kT$.

We see that even one of the simplest driven macroscopic system one can think of can hardly be described in details by equilibrium statistical physics concepts, despite the equilibrium form of the distribution of velocity and height of the bead. Note that, in spite of the proliferation of their values, we find that all temperatures scale in the same way, meaning that the ratios $kT_e/kT$, $kT_{\text{inj}}/kT$ and $kT_{\text{GC}}/kT$ are all independent of the acceleration $\Gamma$ and of the restitution coefficient $e$. However, we observe that the precise value of the temperature depends on the tool we use, which is not a surprise as they do not characterize exactly the same physical processes.

To conclude, let us emphasize that the fact standard equilibrium concepts do not apply in this strongly driven system was expected and does not come as a surprise. What is actually more surprising is that these concepts at least partially apply, and still provide reasonable guidelines to study the system. Indeed, the probability distributions of velocity, height and energy take an equilibrium form with an effective temperature, and a ‘noisy’ version of detailed balance holds once a suitable splitting between dissipated and injected energy is made. The fact that not all temperatures measured coincide is certainly the price to pay in order to describe such a nonequilibrium systems with close-to-equilibrium concepts. Future work should probably try to identify a theoretical framework which possibly unifies the description using genuine nonequilibrium concepts.

**Appendix. Measuring temperature without detailed balance**

In this appendix, we discuss how the lack of detailed balance may lead to a temperature, measured from a ‘blurred’ detailed balance relation as shown on figure 13, that is different from the ‘nominal’ temperature at which degrees of freedom are seen to equilibrate.
Let us consider a nonequilibrium reservoir such that a system put in contact with it equilibrates at a temperature $T_0$. In the absence of detailed balance, a nonzero probability flux,

$$ J(E, E') = \mathcal{P}(E \to E') - \mathcal{P}(E' \to E), \quad (A.1) $$

is present between energies $E$ and $E'$. The probabilities $\mathcal{P}(E \to E')$ obey the relation

$$ \mathcal{P}(E \to E') = \mathcal{T}(E \to E') C \exp(-E/kT_0) \quad (A.2) $$

where $C \exp(-E/kT_0) = P(E)$ is the energy probability distribution. A straightforward calculation leads to

$$ g(E, E') = -\ln \frac{\mathcal{T}(E \to E')}{\mathcal{T}(E' \to E)} = \frac{E' - E}{kT_0} - \ln \left[ 1 + \frac{J(E, E') \exp(E'/kT_0)}{C \mathcal{T}(E' \to E)} \right]. \quad (A.3) $$

Let us now assume that the scatter plot of $g(E, E')$ remains reasonably close to a straight line of slope $1/kT_{\text{eff}}$. The temperature $T_{\text{eff}}$ is basically measured from the scatter plot by computing a (weighted) average of the type

$$ \frac{1}{kT_{\text{eff}}} = \left\langle \frac{g(E, E')}{E' - E} \right\rangle = \frac{1}{kT_0} - \left\langle \frac{1}{E' - E} \ln \left( 1 + \frac{J(E, E') \exp(E'/kT_0)}{C \mathcal{T}(E' \to E)} \right) \right\rangle \quad (A.4) $$

which immediately shows that the temperature $T_{\text{eff}}$ measured from the scatter plot of $g(E, E')$ a priori differs from the temperature $T_0$. The corrective term has a complicated expression from which it is difficult to guess its sign. However, the above calculation suggests the following scenario to understand the surprising result found in section 4.3 that the injection reservoir has a temperature $T_{\text{inj}}$ that is smaller than the temperature $T$ at which the bead equilibrates. According to equation (A.4), it would be possible that the injection reservoir has a nominal temperature $T_0 > T$, but that the temperature $T_{\text{inj}}$ measured from the scatter plot of $g(E, E')$ is smaller than $T_0$. Although this scenario is speculative, it offers a tentative way to reconcile our observations with the intuition that the temperature of the reservoir should be larger than $T$, given the additional presence of dissipation.
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