Machine translation considering context information using Encoder-Decoder model
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Abstract—In the task of machine translation, context information is one of the important factors. But considering the context information model dose not proposed. The paper propose a new model which can integrate context information and make translation. In this paper, we create a new model based Encoder Decoder model. When translating current sentence, the model integrates output from preceding encoder with current encoder. The model can consider context information and the result score is higher than existing model.

I. INTRODUCTION

In the field of natural language translation, using deep learning model gets great results. Among them, Encoder Decoder model [3] that proposed in 2014 captures the whole sentence as information gave great results. The paper said its performance was reduced by 60% as error rate compared with phrase-based machine translation.

Current translation model makes sequence to sequence translation. In other words, the model outputs 1 translated sentence against 1 input sentence. However, we usually make translation considering the relationship with the preceding and following sentences. Therefore, it is difficult that the current translation model successfully translates sentences that are not completed by oneself. For example, it is assumed that a meaning of a polysemic word is mistaken. Therefore, a model which can not capture the context can not generate a correct translation and it is necessary to improve.

The main purpose of this paper is to propose a new model that create translations considering the context of the preceding sentences.

II. RELATED WORK

Recurrent Neural network Language model (RNNLM) [1], Long short term memory (LSTM) [2] have high results in natural language processing using deep learning.

RNNLM is an application of RNN to a language model, which accepts variable length input by creating a loop in the network. However, RNN often cause a gradient explosion, so it is difficult to hold longterm memory.

LSTM solve this problem. LSTM solve weak points of RNN by managing data to be stored by the gate. With this characteristic, LSTM can hold longterm memory.

III. PROPOSED TECHNIQUE

A. Model

We use the Encoder Decoder model as the basis of our model. An example of the Encoder Decoder model is shown in Figure 1. In Figure 1, x and y represent word IDs, i and j represent word vectors, and p and q represent internal states of Encoder and Decoder. t represents each state at time t.

The Encoder Decoder model distributes learning objects by preparing LSTM for longterm memory in each of Encoder and Decoder, and achieves high results. On the Encoder side, the one-hot vector of the input word is converted into distributed representation, and LSTM reads it in order. After capturing end-of-sentence word, expresses the whole sentence as one vector and passes it to Decoder. On the Decoder side, after receiving the sentence vector, the translated result is generated referring to the received sentence vector and the word information which the model has generated in the past.

In the model, Encoder outputs intermediate language of sentences [4]. An intermediate language is conceptual information of a sentence, the same expression is used in all languages, and conversion is not required.

In this research, we aim to make translation with context information of the preceding sentence by improving Encoder Decoder model that output the intermediate language. As a feature of the model, it saves the Encoder output of the previous sentence and combines it with the output of Encoder of the translated sentence. Figure 2 shows proposed model. In Figure 2, x and y represent word IDs, i and j represent word vectors, and p and q represent internal states of Encoder and Decoder. αi,t represents each state at time t in the n th sentence.

B. Algorithm

We inserts vertical LSTM in Encoder Decoder model to incorporate not only horizontal word time series data but also vertical context time series data. In the proposed model, if the current sentence is in the middle of a paragraph, the context information of the previous sentence is taken in and a translated sentence is output. If it is the beginning of a paragraph, the model translates only with the context information of the current sentence like the usual Encoder Decoder model.
D. Experiment and Evaluation

And if a word become unknown word, we replaced the word is easy to become unknown word by limitation of vocabulary. In addition, we replace number to 0 because number break of the paragraph as the break of the context. So we is first sentence of context. And if so, th Encoder’s output is combined with th Encoder’s output.

Algorithm 1

| Algorithm 1 |
|-------------|
| 1: while \( l < L \) do |
| 2: while \( n < N \) do |
| 3: //Encoder process |
| 4: \( n \leftarrow n + 1 \) |
| 5: \( x_n \leftarrow E[[l][n]] \) |
| 6: \( i_n \leftarrow \tanh(W_{xi} \cdot x_n ) \) (1) |
| 7: \( p_n \leftarrow LSTM_{encoder}(W_{ip} \cdot i_n + W_{pp} \cdot p_{n-1} ) \) (2) |
| 8: end while |
| 9: //Connect process |
| 10: if \( E[[l][0]] == \text{"\text{*\text{*}}\text{"} \) then |
| 11: \( q_1 \leftarrow LSTM_{connect}(W_{pq} \cdot p_0 ) \) |
| 12: else |
| 13: \( q_1 \leftarrow LSTM_{connect}(W_{pq} \cdot p_n + W_{pp} \cdot p_{n-1} ) \) (3) |
| 14: end if |
| 15: \( m \leftarrow 1 \) |
| 16: //Decoder process |
| 17: repeat |
| 18: \( m \leftarrow m + 1 \) |
| 19: \( q_m \leftarrow LSTM_{decoder}(W_{qq} \cdot q_{m-1} + W_{qq} \cdot q_{m-1} ) \) (4) |
| 20: \( j_m \leftarrow \tanh(W_{jq} \cdot q_m ) \) (5) |
| 21: \( y_m \leftarrow \text{softmax}(W_j y + j_m ) \) (6) |
| 22: until \( y_m == \text{EOS} \) |
| 23: end while |

The algorithm is described in Algorithm 1. \( E[[l][n]] \) is the word ID of the \( n \) th source language with \( n \) rows and \( L \) and \( N \) are the number of lines and the number of words in the source language.

(1) and (5) respectively represent the conversion of one-hot expression and distributed expression of words, (2) and (4) represent the internal state of the LSTM at the times \( m \) and \( n \), (6) represents the probability distribution of the next word. Compared to the Encoder Decoder model, a new point is (3). In line 10, it distinguish whichever the sentence is first sentence of context. And if so, \( t \) th Encoder’s output is combined with \( t - 1 \) th Encoder’s output.

C. Dataset

We use Wikipedia Japanese-English Kyoto Related Documents Bilingual Corpus\(^1\) which has 500,000 sentences of Japanese-English bilingual data as a dataset. We consider the break of the paragraph as the break of the context. So we insert the word "**" to represent the sentence is first sentence of context. In addition, we replace number to 0 because number is easy to become unknown word by limitation of vocabulary. And if a word become unknown word, we replaced the word to "UNK".

In this paper, we use 427,910 Japanese-English sentences as a learning data, and 21,456 sentences as a test data.

D. Experiment and Evaluation

The result is shown as Figure 3 and Figure 4. The orange line represents existing model’s output and the blue line represents proposed model’s. In Figure 3, 1 iteration on the horizontal axis indicates 1 batch (64 sentences) was processed, and the vertical axis represents loss. In Figure 4, 1 epoch on the horizontal axis indicates whole learning data was processed, and the vertical axis represents epoch.

In addition, We select two group of sentences from output of proposed model. One is successfully incorporated a context information and generated a translation and the other is fail to translation. Figure 5 shows successful one and Figure 6 shows unsuccessful one.

E. Loss and BLEU

Figure 3 and Figure 4 show that the proposed method succeeds in achieving higher results than the conventional method if same learning data are used. Moreover, while the number of times of learning is small, the accuracy of the existing method is better, but the accuracy of the proposed method gradually improves as learning progresses. This is because the proposed method learns passing context information and normal translation at the same time, and can not generate a translation well if there are many learning objects and a small number of learnings, but as learning progressed, passing context information and translation can be learned well. In fact, the BLEU score reaches a peak at around 50 epoch in the existing method, but in the proposed method, the score continues to grow smoothly without becoming a peak, and the score of the conventional method is over 100 epoch.

\(^1\)https://alaginrc.nict.go.jp/WikiCorpus/
However, new Buddhist schools that emerged during the Kamakura era supported the Homurajyu theory as they were supposed to do.

Table 1. TEST DATA

| Test Data | Proposed | Existing |
|-----------|----------|----------|
| Izanagi then instructed Amaterasu Omikami to rule Takamahara. | 

**Figure 3. Iteration (batch) loss**

**Figure 4. BLEU**

### IV. CONCLUSION

In this research, we focused on the problem of not being able to capture context information of the existing Encoder Decoder model, and proposed a model that could capture context information. Moreover, when we do experiment with the model, the accuracy was inferior to the conventional method in a small number of learnings, but when learning progressed, the result that exceeds the conventional method was obtained. When we compared the translation results of the two models, it was found that the proposed method understands the context and generates a translation. As a result, we succeeded in further extending the translation accuracy that gets stuck in the middle of learning in existing model by incorporating context information.

The following two points will be mentioned as future issues. The first is the lack of data sets. In this paper, we do an experiment only with 1/500 of the data set of the conventional method. In research using deep learning, the size of the learning data is directly linked to the accuracy, and this is a problem that must be resolved as soon as possible.

Second, the context information of the sentence currently being translated may not be transmitted well and the information may be lost if too much context information of the previous sentence is incorporated. In most cases, the most important part of the information needed to translate a sentence is considered to be the translation sentence. So, it may be necessary to intentionally limit the context information up to the preceding sentence.
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