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Abstract

The emergence of communication systems between agents which learn to play referential signalling games with realistic images has attracted a lot of attention recently. The majority of work has focused on using fixed, pretrained image feature extraction networks which potentially bias the information the agents learn to communicate. In this work, we consider a signalling game setting in which a ‘sender’ agent must communicate the information about an image to a ‘receiver’ who must select the correct image from many distractors. We investigate the effect of the feature extractor’s weights and of the task being solved on the visual semantics learned by the models. We first demonstrate to what extent the use of pretrained feature extraction networks inductively bias the visual semantics conveyed by emergent communication channel and quantify the visual semantics that are induced.

We then go on to explore ways in which inductive biases can be introduced to encourage the emergence of semantically meaningful communication without the need for any form of supervised pretraining of the visual feature extractor. We impose various augmentations to the input images and additional tasks in the game with the aim to induce visual representations which capture conceptual properties of images. Through our experiments, we demonstrate that communication systems which capture visual semantics can be learned in a completely self-supervised manner by playing the right types of game. Our work bridges a gap between emergent communication research and self-supervised feature learning.

1 Introduction

Deep-agent emergent language research aims to develop agents that can cooperate with others, including humans. To achieve this goal, these agents necessarily communicate with particular protocols through communication channels. In emergent-
communication research, the communication protocols are learned by the agents, and researchers often investigate how these protocols compare to natural human languages. In this paper, we study the emergence of visual semantics in such learned communication protocols, in the context of referential signalling games (D. K. Lewis, 1969). Although previous research has looked into how pre-linguistic conditions, such as the input representation (either symbolic or raw pixel input) (Lazaridou, Hermann, Tuyls, & Clark, 2018), affect the nature of the communication protocol, we highlight some features of the referential game that can improve the semantics, and hence push it towards a more natural form, and away from a pure image-hashing solution that could naively solve the game perfectly. We then explore the effects of linking language learning with feature learning in a completely self-supervised setting where no information on the objects present in a scene is provided to the model at any point. We thus seek to build a bridge between recent research in self-supervised feature learning with recent advances in self-supervised game play with emergent communication channels.

The idea that agents might learn language by playing visually grounded games has a long history (Cangelosi & Parisi, 2002; Steels, 2012). Research in this space has recently had something of a resurgence with the introduction of a number of models that simulate the play of referential games (D. K. Lewis, 1969) using realistic visual inputs (Havrylov & Titov, 2017; Lazaridou, Peysakhovich, & Baroni, 2017; Lee, Cho, Weston, & Kiela, 2017). On one hand, these works have shown that the agents can learn to successfully communicate to play these games; however, on the other hand, there has been much discussion as to whether the agents are really learning a communication system grounded in what humans would consider to be the semantics of visual scenes. Bouchacourt and Baroni (2018) highlight this issue in the context of a pair of games designed by Lazaridou et al. (2017) which involved the sender and receiver agents being presented with pairs of images. They show that the internal representations of the agents are perfectly aligned, which allows them to successfully play the game but does not enforce capturing conceptual properties. Moreover, when the same game is played with images made up of random noise, the agents still succeed at communicating, which suggests that they agree on and rely on incomprehensible low-level properties of the input which drift away from human-interpretable properties. This finding should perhaps not be so surprising; it is clear to see that one easy way for agents to successfully play these visual communication games would be by developing schemes which create hash-codes from the visual content at very low levels (perhaps even at the pixel level).

Havrylov and Titov (2017) explored a different, and potentially harder, game than that proposed by Lazaridou et al. (2017). In their game (see Section 3 for full details), the sender sees the target image and the receiver sees a batch of images formed of a number of distractor images plus the target one. The sender agent is then allowed to send a variable-length message, up to a maximum length, from a fixed vocabulary to the receiver. The later then needs to use that message to identify the target. As opposed to Lazaridou et al. (2017)’s game in which both agents see only a pair of images, this setting requires the message to include information that will allow the receiver to pick the target image from a batch of 128 images. In their work, they show some qualitative examples in which it does appear that the generated language does in some way convey the visual semantics of the scene (in terms of ‘objectness‘ —
correlations between the sequences of tokens of the learnt language and objects, as perceived by humans, known to exist within the images). There are however many open questions from this analysis; one of the key questions is to what extent the ImageNet-pretrained VGG-16 CNN (Simonyan & Zisserman, 2015) used in the model is affecting the language protocol that emerges.

In this work, we explore visual semantics in the context of Havrylov and Titov (2017)’s game by carefully controlling the visual feature extractor that is used and augmenting the game play in different ways. We seek to explore what factors encourage the emergent language to convey visual semantics rather than falling back to a communication system that just learns hashes of the input images. More concretely, we:

- Study the effect of different weights in the CNN used to generate the features (pretrained on ImageNet and frozen as in the original work, randomly initialised and frozen, and, learned end-to-end in the model). We find that models with a feature extractor pretrained in a supervised way capture the most semantic content in the emergent protocol.

- Investigate the effect of augmentations that make the game harder by changing the image given to the sender (adding noise and/or random rotations), but not the receiver. Overall, adding noise seems to only make the game slightly harder as the communication success drops, while rotation improves the visual semantics metrics.

- Explore the effect of independently augmenting the images given to the sender and the receiver (random cropping and resize to the original image size, random rotations and colour distortion), so they do not see the exact same image. We show that it is possible to get a fully learned model that captures similar amounts of semantic notions as a model with a pretrained feature extractor.

- Extend the game to include a secondary task (guessing the rotation of the sender’s input) in order to assess whether having agents perform more diverse tasks might lead to stronger visual semantics emerging. We find that without a complex sequence of data augmentation transforms and any supervision, a more meaningful communication protocol can emerge between agents that solve multiple tasks.

- Analyse the effect of pretraining the feature extractor network in a self-supervised framework before engaging in the multi-task game. We show that solving such a self-supervised task helps ground the emergent protocol without any human supervision and is even more beneficial for the semantic content captured by a fully learned model.

We draw attention to the fact that other than in the cases where we use pretrained feature extractors, our simulations are completely self-supervised, and there is no explicit signal of what a human would understand as the ‘visual semantics’ given to the models at any point. If our models are to communicate visual semantics through their communication protocols, then they must learn how to extract features that provide suitable information on those semantics from raw image pixel data.
The remainder of this paper is structured as follows: Section 2 looks at related work, which necessarily covers a wide range of topics. Section 3 describes our baseline game and model, building upon Havrylov and Titov (2017). Section 4 describes and discusses a range of investigations that explore what can make the emergent communication protocol convey more semantically meaningful information. Finally, section 5 concludes by summarising our findings and makes suggestions for ways in which these could be taken further forward in the future.

2 Related Work

In this section, we cover the background literature relevant to our work: the emergence of semantic concepts in artificial communication protocols, without previously embedded knowledge from pretrained features. As our work seeks to bridge research in disparate areas, our discussion necessarily crosses a broad range of topics from the ‘meaning of images’ to emergent communication through game play to feature learning, whilst at the same time considering neural architectures that allow us to build models that can be trained. We first discuss the way humans perceive real-world scenes and what it is that one comprehends as visual semantics. We then proceed and give an overview of the history of multi-agent cooperation games which led to the research field of emergent communication. We look at recent advances that allow us to train emergent communication models parameterised by neural networks using gradient-based methods, and end by looking at recent advances in feature learning.

2.1 What do humans perceive as ‘visual semantics’?

When presented with a natural image, humans are capable of answering questions about any objects or creatures, and about any relationships between them (Biederman, 2017). In this work, we focus on the first question, the what?, i.e. the object category (or the list of categories). Research on the way humans perceive real-world scenes such as Biederman (1972) talk about the importance of meaningful and coherent context in perceptual recognition of objects. Their study compares the accuracy of identifying a single object in a real-world jumbled scene versus in a coherent scene. On the other hand, theories such as that by Henderson and Hollingworth (1999) support the idea the object identification is independent of global scene context. A slightly more recent psychophysical study (Fei-Fei, Iyer, Koch, & Perona, 2007) shows that humans, in a single glance of a natural image, are capable of recognising and categorising individual objects in the scene and distinguishing between environments, whilst also perceiving more complex features such as activities performed or social interactions.

Despite the debate between these two and many other models of scene and object perception, it is clear that the notion of ‘objects’ is important in how a scene is understood by a human. Throughout this work we consider an object-based description of natural images (aligned with what humans would consider to be objects or object categories) to be suitable for the measurement of semantics captured by an emergent communication protocol. Our specific measures are detailed in Section 3.3.
2.2 Emergent Communication

**Background.** The emergence of language in multi-agent settings has traditionally been studied in the language evolution literature which is concerned with the evolution of communication protocols from scratch (Nowak & Krakauer 1999; Steels 1997). These early works survey mathematical models and software simulations with artificial agents to explore how various aspects of language have begun and continue to evolve. One key finding of Nowak and Krakauer (1999) is that signal-object associations are only possible when the information transfer is beneficial for both parties involved, and hence that cooperation is a vital prerequisite for language evolution. Our work is inspired by the renewed interest in the field of emergent communication which uses contemporary deep learning methods to train agents on referential communication games (Baroni 2020; Cao et al. 2018; Chaabouni, Kharitonov, Dupoux, & Baroni 2019; Evtimova, Drozdov, Kiela, & Cho 2017; Havrylov & Titov 2017; Lazaridou et al. 2018, 2017; Lee et al. 2017; Li & Bowling 2019; Mordatch & Abbeel 2017; Sukhbaatar, Szlam, & Fergus 2016). Their works all build toward the long-standing goal of having specialised agents that can interact with each other and with humans to cooperatively solve tasks and hence assist them in the daily life such as going through different chores.

**Protolanguage and Properties.** Recent work by Baroni (2020) highlights some of the priorities in current emergent language research and sketches the characteristics of a useful protolanguage for deep agents. It draws on the idea from linguistics that human language has gone through several stages before reaching the full-blown form it has today, and it had to start from a limited set of simple constructions (Bickerton 2014). By providing a realistic scenario of a daily interaction between humans and deep agents, Baroni (2020) emphasises that a useful protolanguage first needs to use words in order to categorise perceptual input; then allow the creation of new words as new concepts are encountered, and only after, deal with predication structures (i.e. between object-denoting words and property-or-action-denoting words). The focus of our work is on the categorisation phase as we explore whether it is possible for deep agents to develop a language which captures visual concepts whilst simultaneously learning features from natural images in a completely self-supervised way.

In the referential game setting used in our work, the protolanguage is formed of variable-length sequences of discrete tokens, which are chosen from a predefined, fixed vocabulary. The learned protocol is not grounded in any way, such that the messages are not forced to be similar to those of natural language. As described in Section 2.1, we believe it is a reasonable assumption that if the game were to be played by human agents they would capture the object’s category and its properties that help distinguish the target from the distractor images.

2.3 Games

Lewis’s classic signalling games (D. K. Lewis 1969) have been extensively studied for language evolution purposes (Nowak & Krakauer 1999; Steels 1997), but also in game theory under the name ‘cheap talk’ games. These games are coordination problems in which agents must choose one of several alternative actions, but in which, their deci-
sions are influenced by their expectations of other agents’ actions. Similar to Lewis’s games, image reference games are coordination problems between multiple agents that require a limited communication channel through which information can be exchanged for solving a cooperative task. The task usually requires one agent transmitting information about an image, and a second agent guessing the correct image from several others based on the received message (Havrylov & Titov, 2017; Lazaridou et al., 2018, 2017). Other examples of cooperative tasks which require communication between multiple agents include: language translation (Lee et al., 2017), logic riddles (Foerster, Assael, de Freitas, & Whiteson, 2016), simple dialog (Das, Kottur, Moura, Lee, & Batra, 2017) and negotiation (M. Lewis, Yarats, Dauphin, Parikh, & Batra, 2017).

One of the goals in emergent communication research is for the developed protolanguage to receive no, or as little as possible, human supervision. However, reaching coordination between agents solving a cooperative task, while developing a human-friendly communication protocol has been shown to be extremely difficult (Chaabouni et al., 2019; Kottur, Moura, Lee, & Batra, 2017; Lowe, Foerster, Bourau, Pineau, & Dauphin, 2019). In these games, the emergent language has no prior meaning (neither semantics nor syntax) and it converges to develop these by learning to solve the task through many trials or attempts. Lee, Cho, and Kiela (2019) proposes a translation task (i.e. encoding a source language sequence and decoding it into a target language) via a third pivot language. They show that auxiliary constraints on this pivot language help to best retain original syntax and semantics. Other approaches (Havrylov & Titov, 2017; Lazaridou et al., 2017; Lee et al., 2017) directly force the agents to imitate natural language by using pretrained visual vectors, which already encode information about objects. Lowe, Gupta, Foerster, Kiela, and Pineau (2020), on the other hand, discusses the benefits of combining expert knowledge supervision and self-play, with the end goal of making human-in-the-loop language learning algorithms more efficient.

Our work builds upon Havrylov and Titov (2017)’s referential game (which we describe in more detail in Section 3) but is also trying to learn the feature extractor, in contrast to the original game in which the feature extractor was pretrained on an object classification task. Therefore, the extracted features are not grounded in the natural language. We take inspiration from all the mentioned papers and investigate to which extent the communication protocol can be encouraged to capture semantics and learn a useful feature extractor in a completely self-supervised way by just solving the predetermined task.

2.4 Differentiable neural models of representation

The research works in the previous two subsections predominantly utilise models that communicate with sequences of discrete tokens. Particularly in recent work, the token-producing and token-consuming parts of the models are typically modelled with neural architectures such as variants of recurrent neural networks such as LSTMs. One of the biggest challenges with these models is that the production of discrete tokens necessarily involves a sampling step in which the next token is drawn from a categorical distribution, which is itself parameterised by a neural network. Such a sampling operation is non-differentiable, and thus, until recently, the only way to learn such models was by using reinforcement learning, and in particular unbiased, but high-variance monte-
carlo estimation methods such as the REINFORCE algorithm (Williams 1992) and its variants.

Over the last six years there has been much interest in neural-probabilistic latent variable models, perhaps most epitomised by Kingma and Welling (2014)’s Variational Autoencoder (VAE). The VAE is an autoencoder that models its latent space, not as continuous fixed-length vectors, but as multivariate normal distributions. The decoder part of the VAE however only takes a single sample of the distribution as input. Although they contain a discrete stochastic operation in the middle of the network (sampling $y \sim \mathcal{N}(\mu, \Sigma)$), VAEs are able to be trained with gradient descent using what has become popularly known as the reparameterisation trick since the publication of the VAE model (Kingma & Welling, 2014), although the idea itself is much older (Williams, 1992).

The reparameterisation trick only applies directly when the distribution can be factored into a function that is continuous and differentiable almost everywhere. In 2017 this limitation was addressed independently by two set papers (Jang, Gu, & Poole, 2017; Maddison, Mnih, & Teh, 2017) that introduced what we now know as the Gumbel Softmax estimator, which is a reparameterisation that allows us to sample a categorical distribution ($t \sim \text{Cat}(p_1, \ldots, p_K) ; \sum_i p_i = 1$) from its logits $x$.

One way to utilise this is to use the Gumbel-softmax approximation during training, and replace it with the hard max at test time, however this can often lead to problems because the model can learn to exploit information leaked through the continuous variables during training. A final trick, the straight-through operator, can be used to circumvent this problem (Jang et al., 2017). Combining the Gumbel-softmax trick with the STargmax results in the Straight-Through Gumbel Softmax (ST-GS) which gives discrete samples and with a usable gradient. The straight-through operator is biased but has low variance; in practice, it works very well and is better than the high-variance unbiased estimates one could get through REINFORCE (Havrylov & Titov, 2017). In short, this trick allows us to train neural network models that incorporate fully discrete sampling operations using gradient-based methods in a fully end-to-end fashion.

To conclude this subsection we would like to highlight that autoencoders, variational autoencoders and many of the models used for exploring emergent communication with referential games are all inherently linked. All of these models attempt to compress raw data into a small number of latent variables, and thereby capture salient information, whilst discarding information which is not relevant to the task at hand. The only thing that is different in these models is the choice of how the latent variables are modelled. In particular, the central part of the model by Havrylov and Titov (2017) that we build upon in this paper (see Section 3), is essentially an autoencoder where the latent variable is a variable-length sequence of categorical variables, this is in many ways similar to the variational autoencoder variant demonstrated by Jang et al. (2017) which used fixed length sequences of Bernoulli or categorical variables.

---

1The loss used is not one of reconstruction, however, it certainly strongly encourages the receiving agent to reconstruct the feature vector produced by the sender agent.
2.5 Feature Learning

Among a variety of unsupervised approaches for feature representation learning, the self-supervised learning framework is one of the most successful as it uses pretext tasks such as image inpainting (Pathak, Krahenbuhl, Donahue, Darrell, & Efros, 2016), predicting image patches location (Doersch, Gupta, & Efros, 2015) and image rotations (Gidaris, Singh, & Komodakis, 2018). Such pretext tasks allow for the target objective to be computed without supervision and require high-level image understanding. As a result, high-level semantics are captured in the visual representations which are used to solve tasks such visual referential games. Kolesnikov, Zhai, and Beyer (2019) provide an extensive overview of self-supervised methods for feature learning.

Recently, some of the most successful self-supervised algorithms for visual representation learning are using the idea of contrasting positive pairs against negative pairs. Hénaff, Razavi, Doersch, Eslami, and van den Oord (2019) tackles the task of representation learning with an unsupervised objective, Contrastive Predictive Coding (van den Oord, Li, & Vinyals, 2018), which extracts stable structure from still images. Similarly, Ji, Henriques, and Vedaldi (2018) presents a clustering objective that maximises the mutual information between class assignments for pairs of images. They learn a neural network classifier from scratch which directly outputs semantic labels, rather than high dimensional representations that need external processing to be used for semantic clustering. Despite the recent surge of interest, Chen, Kornblith, Norouzi, and Hinton (2020) has shown through the strength of their approach that self-supervised learning still remains undervalued. They propose a simple framework, SimCLR, for contrastive visual representation learning. SimCLR learns meaningful representations by maximising similarity between differently augmented views of the same image in the latent space. One of the main contributions of this work is that it outlines the critical role of data augmentations in defining effective tasks to learn useful representations. We will also explore this framework in some of our experiments detailed in Section 4.2.

Our attempt at encouraging the emergence of semantics in the learned communication protocol is most similar to previous works which combine multiple pretext tasks into a single self-supervision task (Chen, Zhai, Ritter, Lucic, & Houlsby, 2019; Doersch & Zisserman, 2017). Multi-task learning (MTL) rests on the hypothesis that people often apply knowledge learned from previous tasks to learn a new one. Similarly, when multiple tasks are learned in parallel using a shared representation, knowledge from one task can benefit the other tasks (Caruana, 1997). MTL has proved itself useful in language modelling for models such as BERT (Devlin, Chang, Lee, & Toutanova, 2018) which obtains state-of-the-art results on eleven natural language processing tasks. More recently, Radford et al. (2019) combine MTL and language model pretraining, and propose MT-DNN, a model for learning representations across multiple natural language understanding tasks. In this work, we are also interested in the effect of solving multiple tasks on the semantics captured in the communication protocol.
Figure 1: Havrylov and Titov (2017)'s game setup and model architecture.

3 Baseline Experimental Setup

In this section we provide the details of our experimental setup; we start from Havrylov and Titov (2017)'s image reference game. The objective of the game is for the Sender agent to communicate information about an image it has been given to allow the Receiver agent to correctly pick the image from a set containing many (127 in all experiments) distractor images.

3.1 Model Architecture

Havrylov and Titov (2017)'s model and game are illustrated in Figure 1. The Sender agent utilises an LSTM to generate a sequence of tokens given a hidden state initialised with visual information and a Start of Sequence (SoS) token. To ensure that a sequence of only discrete tokens is transmitted, the output token logits produced by the LSTM cell at each timestep are sampled with the Straight-Through Gumbel Softmax operator (GS-ST) [2]. The Receiver agent uses an LSTM to decode the sequence of tokens produced by the Sender, from which the output is projected into a space that allows the Receiver’s image vectors to be compared using the inner product. Havrylov and Titov (2017) use a fixed VGG16 CNN pretrained on ImageNet to extract image features in both agents. The model is trained using a hinge-loss objective to maximise the score for the correct image whilst simultaneously forcing the distractor images to have low scores. The Sender can generate messages up to a given maximum length; shorter codes are generated by the use of an end of sequence (EoS) token. Although not mentioned in the original paper, we found that the insertion of a BatchNorm layer in the Sender between the CNN and LSTM, and after the LSTM in the Receiver, was critical for learnability of the model and reproduction of the original experimental results.

Havrylov and Titov (2017) experimented with ST-GS, the relaxed Gumbel Softmax and REINFORCE in their work, however, we focus our attention on ST-GS here.
3.2 Training Details

Our experiments use the model described above with some modifications under different experimental settings. In all cases, we perform experiments using the CIFAR-10 dataset rather than the COCO dataset used in the original work (to replicate the original results requires multiple GPUs due to the memory needed, as well as considerable training time\(^3\)). In light of the smaller resolution images and lower diversity of class information, we choose a word embedding dimension of 64, hidden state dimension of 128, and total vocabulary size of 100 (including the EoS token). We also limit the maximum message length to 5 tokens. The training data is augmented using color jitter \(p_{bri} = 0.1, p_{con} = 0.1, p_{sat} = 0.1, p_{hue} = 0.1\), random grayscale transformation \((p = 0.1)\), and random horizontal flipping \((p = 0.5)\), so there is very low probability of the model seeing exactly the same image more than once during training. The batch size is set to 128, allowing for the Receiver to see features from the target image plus 127 distractors. Most simulations converge or only slowly improve after about 60 epochs, however for consistency, all results are reported on models trained to 200 epochs where convergence was observed to be guaranteed for well-initialised models\(^4\).

3.3 Metrics

Our key objective is to measure how much visual semantic information is being captured by the emergent language. If humans were to play this game, it is clear, as discussed in Section 2.1, that a sensible strategy would be to describe the target image by its semantic content (e.g. “a yellow car front-on” in the case of the example in Figure 1). It is also reasonable to assume in the absence of strong knowledge about the make-up of the dataset (for example, that the colour yellow is relatively rare) that a semantic description of the object in the image (a “car”) should have a strong part to play in the communicated message if visual semantics are captured. Work such as Hare, Lewis, Enser, and Sandom (2006) considers the semantic gap between object/class labels and the full semantics, significance of the image. However, in the case of the CIFAR-10 dataset in which most images have a single subject, “objectness” can be considered a reasonable measure of semantics.

With this in mind, we can measure to what extent the communicated messages capture the object by looking at how the target class places in the ranked list of images produced by the Receiver. More specifically, in the top-5 ranked images guessed by the Receiver, we can calculate the number of times the target object category appears, and across all the images we can compute the average of the ranks of the images with the matching category. In the former case, if the model captures more semantic information, the number will increase; in the latter, the mean-rank decreases if the model captures more semantic information. A model which is successful at communicating

\(^3\)We found that about 32GB of RAM spread across four RTX-2080Ti GPUs was required with the sender, receiver and feature extractor each being placed on a different GPU, and the loss being computed on the forth. Each epoch of 74624 games (for each batch of 128 images we played the 128 possible games by taking each image in turn as the target) took around 7 minutes to complete. The convergence of the communication rate to a steady level took at least 70 epochs.

\(^4\)Certain model configurations were more sensitive to initialisation; this is discussed further in the next section.
and performs almost ideal hashing would have an expected top-5 number of the target class approaching 1.0 and expected average rank of 60, whilst a model that completely captures the “objectness” (and still guesses the correct image) would have an expected top-5 target class count of 5 and expected mean rank of 7.35. In addition to these metrics for measuring visual semantics, we also measure top-1 and top-5 communication success rate (receiver guesses correctly in the top-1 and top-5 positions) and the message length for each trial. On average across all games, there are 13.7 images with the correct object category in each game (on the basis that the images are uniformly drawn without replacement from across the 10 classes and the correct image and its class are drawn from within this). If the message transmitted only contained information about the object class, then the communication success, when considering the top-1 and top-5 choices of the Receiver, would be on average 0.07, and 0.36 respectively. Since we observe that throughout the experiments there is a significant trade-off between the semantics measures and the top-1 communication rate, we consider top-5 rate a better indication of the capacity of the model to succeed at the task while learning notions of semantics. If the communication rate in top-5 is higher than the average, it means that the message must contain additional information about the correct image, beyond the type of object. However, we do not easily have the tools to find out what that extra information might be; it could be visual semantics such as attributes of the object, but it could also be some robust hashing scheme.

4 Experiments, Results and Discussion

This section describes a number of experiments and investigations into the factors that influence the emergence of visual semantics in the baseline experimental setup described in the previous section, as well as extended versions of that baseline model. We start by exploring to what extent using a pretrained feature extractor influences what the agents learn to communicate and then look at different ways in which semantically meaningful communication can be encouraged without any form of supervision (including supervised pretraining).

4.1 The effect of different weights in the visual feature extractor

Generating and communicating hash codes is very clearly an optimal (if very unhuman) way to play the image guessing game successfully. In Havrylov and Titov (2017)’s original work there was qualitative evidence that this did not happen when the model was trained, and that visual semantics were captured. An important first question is: to what extent is this caused by the pretrained feature extractor?

We attempt to answer this question by exploring three different model variants: the original model with the CNN fixed and initialised with ImageNet weights; the CNN fixed, but initialised randomly; and, the CNN initialised randomly, but allowed to update its weights during training. Results from these experiments are summarised in Table 1. The first observation relates to the visual-semantics measures; it is clear (and unsurprising) that the pretrained model captures the most semantics of all the models. It is also reasonable that we observe less semantic alignment with the end-to-end model;
Figure 2: The game-play and semantic performance over the training epochs of the
three model variants using a: pretrained, random or fully learned feature extractor CNN.
The loss plot shows that the learned and random models converge much faster than the
pretrained one, and have lower variance allowing the agents to evolve a successful game
strategy.

without external biases, this model should be expected to move towards a hashing so-
lution. It is perhaps somewhat surprising however that the end-to-end model and the
random model have a similar communication success rate, however, it is already known
that a randomly initialised CNN can provide reasonable features (Saxe et al., 2011).
During training, the Sender and Receiver convergence had particularly low variance
with both the end-to-end and random models, allowing the agents to quickly evolve
a successful strategy. This is in contrast to the pretrained model which had markedly
higher variance as can be seen from the plots in Figure 2.

One might question if the end-to-end model would be handicapped because it had
more weights to learn in the same number of epochs (200 for all models), however, as
the results show, the end-to-end model has the best performance. We also investigated
if the models required more training time; nevertheless, training all the models for 1000
epochs yielded only a 2% improvement in communication rate across the board.

4.2 Making the game harder with augmentation

We next investigate the behaviour of the same three model variants while playing a
slightly more difficult game. The input image to the Sender is randomly transformed,
and thus will not be pixel-identical with any of those seen by the Receiver. For the
model to communicate well it must either capture the semantics or learn to generate
highly-robust hash codes.

Noise and Rotation. We start by utilising transformations made from random noise
and random rotations. The added noise is generated from a normal distribution with
Table 1: The effect of different weights in the feature extractor CNN. Measures are averaged across 7 runs of the game for each model on the CIFAR-10 validation set. Communication rate values in brackets are standard deviations across games, which show the sensitivity to different model initialisations and training runs. The message length standard deviation is measured across each game and averaged across the 7 runs, and show how much variance there is in transmitted message length.

| Feature extractor       | Comm. rate | Message length | Top-5 comm. rate | #Target class in top-5 | Target class avg. rank |
|-------------------------|------------|----------------|------------------|------------------------|------------------------|
| Pretrained & fixed      | 0.90 (±0.02) | 4.93 (±0.34)   | 1                | 1.86                   | 46.25                  |
| Random & frozen         | 0.93 (±0.03) | 4.90 (±0.39)   | 1                | 1.69                   | 51.65                  |
| Learned end-end         | 0.94 (±0.02) | 4.90 (±0.39)   | 1                | 1.5                    | 57.14                  |

Table 2: The effect of different weights in the feature extractor CNN when the model is augmented by adding noise and/or random rotations to the Sender agent’s input images, and when independently augmenting both agent’s inputs images following the SimCLR framework (Chen et al., 2020). Measures as per Table 1.

| Feature extractor       | Comm. rate | Message length | Top-5 comm. rate | #Target class in top-5 | Target class avg. rank |
|-------------------------|------------|----------------|------------------|------------------------|------------------------|
| Sender images augmented with Gaussian noise: | | | | | |
| Pretrained & fixed      | 0.89 (±0.02) | 4.93 (±0.33)   | 0.99             | 1.86                   | 46.39                  |
| Random & frozen         | 0.94 (±0.01) | 4.90 (±0.38)   | 1                | 1.66                   | 52.45                  |
| Learned end-end         | 0.94 (±0.02) | 4.92 (±0.33)   | 1                | 1.51                   | 57.33                  |
| Sender images augmented with random rotations: | | | | | |
| Pretrained & fixed      | 0.8 (±0.05)  | 4.94 (±0.32)   | 0.99             | 2.03                   | 42.9                   |
| Random & frozen         | 0.80 (±0.12) | 4.87 (±0.45)   | 0.98             | 1.7                    | 51.43                  |
| Learned end-end         | 0.92 (±0.04) | 4.92 (±0.32)   | 1                | 1.59                   | 55.8                   |
| Sender images augmented with Gaussian noise and random rotations: | | | | | |
| Pretrained & fixed      | 0.76 (±0.02) | 4.92 (±0.38)   | 0.98             | 2.01                   | 42.85                  |
| Random & frozen         | 0.67 (±0.26) | 4.77 (±0.57)   | 0.92             | 1.62                   | 51.37                  |
| Learned end-end         | 0.90 (±0.06) | 4.94 (±0.29)   | 1                | 1.58                   | 55.8                   |
| Sender & Receiver images independently augmented (SimCLR-like): | | | | | |
| Pretrained & fixed      | 0.48 (±0.03) | 4.90 (±0.41)   | 0.86             | 2.14                   | 38.08                  |
| Random & fixed          | 0.42 (±0.10) | 4.92 (±0.33)   | 0.85             | 1.68                   | 47.94                  |
| Learned end-end         | 0.72 (±0.05) | 4.91 (±0.39)   | 0.98             | 2.00                   | 42.37                  |
mean 0 and variance 0.1, and the rotations applied to the input images are randomly chosen from \( \{0^\circ, 90^\circ, 180^\circ, 270^\circ\} \).

The first part of Table 2 shows the effect of adding either noise or rotations, or both. In general noise results in a slight increase in the communication success rate. More interestingly, for randomly rotated Sender images the augmentation tends to increase the visual semantics captured by all the models, although this is most noticeable in the pretrained variant. At the same time, the communication success rate of the pretrained model drops; it is an open question as to whether this could be resolved by sending a longer message. Finally, the models augmented with both noise and rotations do no show any improvement over the rotation only game in terms of the semantics measure. As one might guess, noise only makes the game harder, a fact which is reflected in the slight drop of communication success, but does not explicitly encourage semantics.

**More complex transformations.** We continue by adding a more complex composition of data augmentations to the game. Chen et al. (2020) have recently shown that combinations of multiple data augmentation operations have a critical role in contrastive self-supervised learning algorithms and improve the quality of the learned representations. We implement their transformation setup in our game, with sender and receiver having differently augmented views of the same image. We follow the combination proposed by Chen et al. for the CIFAR-10 experiment which consists in sequentially applying: random cropping (with flip and resize to the original image size) and random colour distortions. We test if the combination does improve the learned representations in a self-supervised framework as ours, which however does not use a contrastive loss in the latent space, but the aforementioned hinge-loss objective (see Section 3.1). It is also worth noting that we continue using a VGG-16 feature extractor, as opposed to the ResNet (He, Zhang, Ren, & Sun, 2016) variants used by Chen et al. (2020). The game is played as described in Section 3, but this time each image is randomly transformed twice, giving two completely independent views of the same example, and hence, making the game objective harder than with the noise and rotation transformations.

The lower part of Table 2 shows the results of the newly-augmented game for the different configurations of feature extractors used previously (pretrained with ImageNet and fixed; random and fixed; and, learned end-to-end). The results show that, indeed, by extending the augmentations and composing them randomly and independently for Sender and Receiver, the communication task becomes harder, hence the communication success is lower than in the previous experiments. However, as Chen et al. (2020)’s results have also shown, the quality of the representations improves considerably, especially for the model ‘Learned end-end’, and this is reflected in the improvement of our measures for the amount of semantic information captured in the learned communication protocol. Specifically, the number of times the target class appears in top-5 predictions increases by almost half a point for the pretrained and learned model, and

---

5The details of the data augmentations are provided in the appendix of Chen et al. (2020) and available at [https://github.com/google-research/simclr](https://github.com/google-research/simclr).

6In the noise and rotation case only the sender’s image was transformed. It is conceivable in this case that the sender might learn to de-noise or un-rotate the feature in order to establish a communication protocol. If images are transformed on both sides of the model, the agents won’t have an easy way of learning a ‘correct’ inverse transform.
Figure 3: Extended game with the Receiver also required to guess the orientation of the Sender’s image.

the average rank of the target class lowers (over 10 units for the learned model) which indicates that the protocol captures more content information and is less susceptible to only hashing the images. Using this approach, the learned model achieves the highest communication success while also getting semantic results close to the model with an ImageNet pretrained feature extractor.

It is particularly interesting to observe that by the relative simplicity of applying the same transformations to the images as Chen et al. (2020) we encourage semantic alignment in a completely different model architecture and loss function. This suggests that the value of Chen et al. (2020)’s proposal for contrastive learning is more towards the choice of features rather than the particular contrastive loss methodology.

4.3 Making the game harder with multiple objectives

Figure 4: Extended game with the Sender augmented with an additional loss based on predicting the orientation of the input image.
Table 3: End-to-End learned models with an additional rotation prediction task. Measures as per Table 1 except for the inclusion of the accuracy of rotation prediction.

| Model                     | Comm. rate | Top-5 comm. rate | #Target class in top-5 | Target class avg. rank | Rot. acc. |
|---------------------------|------------|------------------|------------------------|------------------------|-----------|
| Receiver-Predicts (Fig. 3) | 0.58       | 0.96             | 1.85                   | 48.75                  | 0.80      |
| Sender-Predicts (Fig. 4)   | 0.72       | 0.98             | 2.05                   | 42.89                  | 0.83      |

The experimental results with the model setups shown in Tables 1 and 2 clearly show that the fully-learned models always collapse towards game-play solutions which are not aligned with human notations of visual semantics. Conversely, the use of a network that was pretrained in a supervised fashion to classify real-world images has a positive effect on the ability of the communication system to capture visual semantics. On the other hand, using a different experimental setup involving a complex set of independent transformations of the images given to the sender and receiver helps the learned model acquire and use more of the visual-semantic information, similar to the pretrained model. However, this improvement comes at the cost of reducing the communication success rate as the game becomes much harder when using the proposed augmentations.

We continue by exploring if it might be possible for a communication protocol with notions of visual semantics to emerge directly from pure self-supervised game-play. In order to achieve this, we propose that the agents should not only learn to play the referential game, but they should also be able to play other games (or solve other tasks). In our initial experiments we formulate a setup where the agents not only have to play the augmented version of the game described in Section 4.2 (with both noise and rotations randomly applied to the image given to the Sender, but not the Receiver), but also one of the agents has to guess the rotation of the image given to the Sender as shown in Figures 3 and 4.

This choice of the additional task is motivated by Gidaris et al. (2018) who showed that a self-supervised rotation prediction task could lead to good features for transfer learning, on the premise that in order to predict rotation the model needed to recognise the object. The rotation prediction network consists of three linear layers with Batch Normalisation before the activation functions. The first two layers use ReLU activations, and the final layer uses a Softmax to predict the probability of the four possible rotation classes. Except for the final layer, each layer outputs 200-dimensional vectors. Cross-Entropy is used as the loss function for the rotation prediction task ($L_{rotation}$). All other model parameters and the game-loss definition match those described in Section 3.

Results of these experiments are shown in Table 3. We ran a series of experiments to find optimal weightings for the two losses such that the models succeed at the communication task while also acquiring notions of visual semantics. Both experiments presented, with the Sender-predicts model (Figure 4) and the Receiver-predicts model (Figure 3), used a weighted addition $0.5 \cdot L_{rotation} + L_{game}$, where $L_{game}$ refers to the original hinge-loss objective for the game proposed by Havrylov and Titov (2017).
For the latter model we also tried using additive loss with learned weights (following [Kendall, Gal, and Cipolla (2018)]) however this created a model with good gameplay performance, but an inability to predict rotation (and poor semantic representation ability).

Training these models is harder than the original Sender-Receiver model because the gradients pull the visual feature extractor in different directions; the game achieves good performance when the features behave like hash codes, whereas the rotation prediction task requires much more structured features. This conflict means that it is difficult to train the models such that they have the ability to solve both tasks. Clearly further work in developing optimisation strategies for these multi-game models is of critical importance in future work.

Whilst there is still a way to go to achieve the best levels of game-play performance shown in Tables 1 and 2 it is clear that these fully self-supervised end-to-end trained models can both learn a communication system to play the game(s) that diverges from a hashing solution towards something that better captures semantics. The lower game-play performance might however just be a trade-off one has to live with when encouraging semantics with a fixed maximum message length; this is discussed further at the end of the following subsection.

4.4 Playing games with self-supervised pretraining

Having observed that a completely learned model, with the right augmentations or instructed to solve multiple tasks which enforce notions of ‘objectness’, can already acquire some visual semantics, we end by exploring the effect of combining these two approaches: the multi-task game described in Section 4.3 with the previously mentioned self-supervised SimCLR framework ([Chen et al. (2020)]). The goal of this is to test whether a pretrained feature extractor, also trained on a task which does not require human intervention, can further improve the meaning of the communication protocol, pushing it towards a more human-like version. This set of experiments was performed with the Sender-Predicts model described in Section 4.3. We employ independent augmentations for the Sender and Receiver agents that match those detailed in the second half of Section 4.2. To some extent, this resembles [Lowe et al.]'s Supervised Self-Play approach in which self-play in a multi-agent communication game and expert knowledge are interleaved. In our case, however, the VGG16 feature extractor network was pretrained with [Chen et al. (2020)]’s framework in a completely self-supervised way.

The results of the multi-objective game played with the Sender-predicts model, in the initial setup and with the modified SimCLR transforms, are presented in Table 4. We compare the different type of weights in the feature extractor again: learned end-to-end, pretrained in a self-supervised way and fixed, or allowed to change during the game-play. For the games which only start with a self-supervised pretrained VGG16, we chose to fix the weights of the feature extractor for the first 5 epochs before allowing any updates. This was based on empirical results which showed that it helped to stabilise the LSTM and Gumbal-softmax part of the models before allowing the gradients to flow through the pretrained feature extractor part. We hypothesise that this is due to the risk of bad initialisation in the LSTMs which can cause the models to fail to converge at the communication task. This observation can be generalised over all the experiments
Table 4: The effect of interleaving self-supervision and multi-agent game-play. The game setup has two tasks: Sender Predicting Rotation as per Table 3 while using various augmentations (original and SimCLR same or individual).

| Feature Extractor                        | Comm. rate | Top-5 comm. rate | #Target class in top-5 | Target class avg. rank | Rot. acc. |
|------------------------------------------|------------|------------------|------------------------|------------------------|-----------|
| **Sender & Receiver images augmented with the original transforms:** |            |                  |                        |                        |           |
| Learned end-end                          | 0.72       | 0.98             | 2.05                   | 42.89                  | 0.83      |
| Pretrained SS end-end                    | 0.84       | 0.99             | 2.19                   | 40.19                  | 0.79      |
| Pretrained SS & fixed                    | 0.80       | 0.99             | 2.23                   | 39.72                  | 0.7       |
| **Sender & Receiver images augmented with SimCLR transforms:** |            |                  |                        |                        |           |
| Learned end-end                          | 0.53       | 0.92             | 2.22                   | 37.16                  | 0.80      |
| Pretrained SS end-end                    | 0.49       | 0.89             | 2.18                   | 38.74                  | 0.79      |
| Pretrained SS & fixed                    | 0.42       | 0.85             | 2.14                   | 39.57                  | 0.78      |

in this work, as all the models with a fixed feature extractor appear to be slightly more unstable than those with learned ones, in contrast to fully learned models which always converged (see Figure 2).

As the results show, the model which best captures visual semantics is the one learned end-to-end using the SimCLR transforms. It is again obvious that between the two setups, the second makes the game significantly harder as the agents are now also required to extract and encode information about the object orientation, on top of seeing independently augmented input images. This is reflected in the drop of the top-1 communication success, although this does not hold for the top-5 rate. If the semantics improve, it implicitly means that more of the object category is captured in the learned language which diverges from a hashing protocol. As previously mentioned in Section 3.3, if the model only transmitted information about the object, the top-5 communication rate would be on average 0.36. Since this metric is significantly higher, it implies that the message must contain additional information, beyond the type of object. This could be visual semantics such as attributes of the object, but it could also just be a more robust hashing scheme based on pixel or low-level feature values.

Another interesting observation is that using a self-supervised pretrained feature extractor, in the original setup, helps improve communication success and the semantics measures at the same time. This finding confirms that self-supervised pretraining in this type of game can be as beneficial, or even better, as the supervised pretraining on ImageNet used in a less complex variant of the game (see Table 2).

5 Conclusions and Future Work

In this paper, we have explored different factors that influence the human interpretability of a communication protocol, that emerges from a pair of agents learning to play a referential signalling game with natural images. We first quantify the effect that using a pretrained visual feature extractor has on the ability of the language to capture visual se-
mantics. We empirically show that using pretrained feature extractor weights from a supervised task inductively biases the emergent communication channel to become more semantically aligned, whilst both random-fixed and learned feature extractors have less semantic alignment, but better game-play ability due to their ability to learn hashing schemes that robustly identify particular images using very low-level information.

We then perform an analysis of the effect that different forms of data augmentation and transformation have on the agents’ ability to communicate object type related information. Inducement of zero-mean Gaussian noise into the sender’s image does not serve to improve the semantic alignment of messages but does perhaps have a mild effect of improving the robustness of the hashing scheme learned by the models. The addition of rotation to the sender’s image results in a mild improvement in the semantic alignment, although in the case of the models with fixed feature extractors this is at the cost of game-play success rate. More complex combinations of data transforms applied independently to the sender’s and receiver’s images, are demonstrated to give a sizeable boost to the visual semantic alignment for the model learned in an end-to-end fashion.

We then demonstrate that it is possible to formulate a multiple-game setting in which the emergent language is more semantically grounded also without the need for any outside supervision. We note these models represent difficult multi-task learning problems, and that the next steps in this direction would benefit from full consideration of multi-task learning approaches which deal with multiple objectives that conflict (e.g. [Kendall et al., 2018] Sener & Koltun, 2018).

Finally, we have shown that pretraining the visual feature extractor on a self-supervised task, such as that of [Chen et al. (2020)], can further improve the quality of the semantics notions captured by a fully learned model. One way of looking at self-supervised pretraining is to consider it as self-play of a different game, before engaging in the main communication task/game. From this point of view, further work in the area of emergent communication should explore other combinations of self-supervised tasks. Creating environments in which agents have to solve multiple tasks, concurrently or sequentially, while using the correct type of data augmentations seems to balance the trade-off between performing the task well and developing a communication protocol interpretable by humans. As [Lowe et al. (2020)] has also shown, interleaving supervision and self-play can benefit multi-agent tasks while reducing the amount of necessary human intervention.

Clearly there are many research directions that lead on from the points we have highlighted above. We, however, would draw attention to perhaps the two most important ones: better disentanglement and measurement of semantics; and more investigations into the role of self-play with multiple tasks.

If emergent communication channels are to be truly equatable to the way that humans communicate performing similar tasks, then we need to build models that more clearly disentangle different aspects of the semantics of the visual scenes they describe. Although throughout the paper we have used ‘objectness’ as an initial measure of sematicity, we would be the first to admit how crude this is. We have highlighted in the discussion of results, that when a model has both high semantics (using our objectness measures) and high game-play success rates we do not know what kind of information is being conveyed, in addition to information about the object, to allow the model to successfully play the game; it could be information about semantically meaningful
object attributes (or even other objects in the scene), or it could just be some form of robust hash code describing the pixels. The reality of current models is that it’s probably somewhere in between, but it is clear that what is needed is a better-formalised strategy to distinguish between the two possibilities. We suspect that to achieve this we require a much more nuanced dataset with very fine-grained labels of objects and their attributes. This would then ultimately allow the challenge of disentangling meaningful semantic attribute values in the communication protocol to be addressed.

Our experimental results clearly show that pretraining, which can be seen as a form of self-play, can clearly benefit a model. Building upon these results we would like to encourage further research in the emergent communication area to consider self-supervision as additional games which can be combined with the communication task as a way of encouraging human-interpretablity of emergent communication protocols. Such a direction seems entirely natural given what is known and has been observed about how human infants learn.
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