A Strongly-Labelled Polyphonic Dataset of Urban Sounds with Spatiotemporal Context
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Abstract—This paper introduces SINGA:PURA, a strongly labelled polyphonic urban sound dataset with spatiotemporal context. The data were collected via several recording units deployed across Singapore as a part of a wireless acoustic sensor network. These recordings were made as part of a project to identify and mitigate noise sources in Singapore, but also possess a wider applicability to sound event detection, classification, and localization. This paper introduces an accompanying hierarchical label taxonomy, which has been designed to be compatible with other existing datasets for urban sound tagging while also able to capture sound events unique to the Singaporean context. This paper details the data collection, annotation, and processing methodologies for the creation of the dataset. We further perform exploratory data analysis and include the performance of a baseline model on the dataset as a benchmark.

I. INTRODUCTION

The collection of high-quality data for domain-specific problems is a major challenge in deep learning, and particularly so for tasks in the audio domain. Publicly available audio datasets captured in real-world contexts are few and far in between, owing to the high monetary and technical requirements needed to embark on audio data acquisition projects. As a result, synthetic data generation is often employed using software libraries such as Scaper \cite{arXiv:1405.4270} and Pyroomacoustics \cite{arXiv:1709.07073} in order to meet the training requirements of deep learning systems. Although these software libraries have been extremely helpful in the experimentation and development of many audio-based deep learning systems, synthetic data can never fully replicate the nuances of sounds recorded in real acoustic environments. The resulting covariate shift is fatal in many deep learning systems, thus leading to well-known problems of performance degradation when systems trained on synthetic data are deployed in the real world. Beyond generic sound event detection or classification system, urban sound tagging systems are amongst the applications in which real data are of extreme importance.

Audio data have unique distributions which are highly dependent not only on the sound sources themselves, but also on factors including the sonic environments and recording equipment. Moreover, when the sound itself is dependent on human activities, as is the case in urban sounds, further context (like the location and time of the recording) is often useful for both humans and machines to fully understand the sonic environment. Unsurprisingly, the complex and layered nature of urban sounds means that synthetic samples are unable to perfectly replicate the real-world distribution of the frequency and timing of a given collection of urban sound sources. Hence, synthetic training samples are inadequate as training data for neural urban sound tagging systems. To develop systems which are able to cope with the complexity of the real world — such as those in wireless acoustic networks deployed in Singapore \cite{arXiv:1807.08375}, Germany \cite{arXiv:1809.04889}, Spain \cite{arXiv:1906.10384}, and the United States \cite{arXiv:2011.00336} — training with real-world data is vital.

At the time of writing, there exists no publicly available, strongly labelled urban sound dataset consisting of recordings in real-world contexts. This paper introduces the SINGA:PURA (Singapore: Polyphonic Urban Audio) dataset, which is an urban sound dataset of 6547 strongly labelled recordings made in real acoustic environments with the corresponding spatiotemporal metadata attached to each recording. These recordings were made by single-channel sensors and multi-channel sensor arrays deployed across the island of Singapore via a wireless acoustic sensor network described in \cite{arXiv:1807.08375}. In addition to urban sound tagging, this dataset would provide new grounds for applications of more complex tasks, such as sound event localization and detection, in urban settings.

II. EXISTING URBAN SOUND DATASETTES

Although there are a number of datasets for generic sound classification \cite{arXiv:1405.4270, arXiv:1606.09708} and synthetic datasets for urban sound classification \cite{arXiv:1906.02759, arXiv:1906.02760}, there are currently only two main non-synthetic datasets of urban sound recordings that are publicly available. Specifically, they are the UrbanSound datasets \cite{arXiv:1606.09708}, and the SONYC Urban Sound Tagging datasets \cite{arXiv:1809.04889, arXiv:1906.10384}. We briefly discuss these datasets, as well as the related FSD50k dataset, in this section.

A. Freesound FSD50k Dataset

Although not an urban sound dataset by design, FSD50k \cite{arXiv:1906.02760} is to date one of the most comprehensive publicly available audio datasets. The dataset consists of over 100 hours

\footnote{The dataset and detailed documentation are publicly available at https://doi.org/10.21979/N9/Y8UQ6F. In addition to the strongly labelled recordings, we have also included 72406 unlabelled recordings as part of the dataset.}
of sounds drawn from Freesound, which is a database of audio clips licensed under various Creative Commons licenses. The recordings were annotated based on the AudioSet ontology [9]. Many smaller and task-specific datasets have been derived from Freesound, including the UrbanSound datasets [16].

However, since the audio data were crowdsourced and users on the Freesound platform are free to enter anything (or nothing) to describe their recordings, there is no proper documentation on the recording conditions, devices, and methods for these data. Moreover, the audio formats and number of channels vary across the entire dataset. Hence, these limitations apply to all datasets derived from FSD50k, such as the UrbanSound datasets, as well.

B. UrbanSound and UrbanSound8k Datasets

UrbanSound and UrbanSound8k are amongst the first datasets designed specifically for urban sound tagging [16]. They were curated using recordings from Freesound [10]. Both variants of UrbanSound consist of 10 coarse-level sound classes, namely air conditioner, car horn, children playing, dog bark, drilling, engine idling, gun shot, jackhammer, siren, and street music. The main UrbanSound dataset consists of 1302 potentially polyphonic recordings with only events from one class labelled strongly in each recording. UrbanSound8k contains 8732 labeled monophonic sound excerpts.

C. SONYC Urban Sound Tagging Datasets

The SONYC Urban Sound Tagging (SONYC-UST) dataset is a weakly labelled audio dataset of urban sound recordings. The audio was recorded by an urban acoustic sensor network under the Sounds of New York City (SONYC) project [8]. Early versions of the dataset only included the audio data [17]. Starting from version 2, the dataset also includes coarse spatiotemporal context (STC) of the location and time that each recording was made [3].

The IEEE AASP Challenge on Detection and Classification of Acoustic Scenes and Events (DCASE) featured urban sound tagging as Task 5 in the 2019 and 2020 editions. The 2019 challenge utilized an early version (v0.2.0 and v0.3.0) of the dataset without spatiotemporal context. Recognizing the importance of spatiotemporal context in urban sound tagging, the 2020 challenge featured the second version (v2.2.0 and v2.3.0) of the dataset. Top-ranked systems from the 2020 challenge [18, 19] demonstrated the efficacy of incorporating spatiotemporal features into deep learning systems for the classification of audio events whose distributions are context-dependent, such as that in urban sound tagging.

III. THE SINGA:PURA DATASET

This section will describe the data acquisition, annotation, and processing methodologies for the creation of the SINGA:PURA dataset.

A. Data Acquisition

Our data collection effort utilizes the wireless acoustic sensor network first introduced and detailed in [4]. Each sensor unit is located in a public location, and houses either a single-channel Knowles SPH0645 microphone or a seven-channel MiniDSP UMA-8 v2 microphone array. The microphone in each sensor unit is controlled by a Raspberry Pi 3 Model B, which doubles as a data collection unit for spatiotemporal information. All was recorded at a 44.1 kHz sampling rate. Pictures of the sensor units in their actual deployment contexts can be seen in Fig. 1.

The recordings in the SINGA:PURA dataset are collected from 14 individual sensors deployed across four neighborhoods in Singapore, and span the duration between 3 August 2020 and 31 October 2020. The four neighborhoods consisted of two in the eastern region of Singapore and two in the western region of Singapore. The breakdown of the deployment by neighborhood, as well as the type of microphone is shown in Table I.

| Neighborhood | Microphone | No. of Units |
|--------------|------------|--------------|
| East 1       | SPH0645    | 2            |
| East 2       | SPH0645    | 3            |
| West 1       | UMA-8 v2   | 4            |
| West 2       | SPH0645    | 5            |

The label taxonomy was derived from the taxonomy used in the SONYC-UST datasets [3, 17], but has been adapted to fit the local context while retaining compatibility with the SONYC-UST ontology. Hence, this allows the SINGA:PURA dataset to be used in conjunction with the SONYC-UST datasets when training urban sound tagging models by simply omitting the labels that are absent in the SONYC-UST taxonomy from the recordings in the SINGA:PURA dataset.

Our adapted taxonomy retains the original 8 coarse classes from SONYC-UST and introduces 6 new coarse classes, each possibly subsuming new fine classes as well. In addition, we have included a catch-all “Others” class to capture sound events that exist in the SINGA:PURA dataset, but do not fit well into any of the coarse class labels. Our taxonomy also
Fig. 2. Label taxonomy for the SINGA:PURA dataset. Green boxes with solid outlines are classes common to both SINGA:PURA and SONYC-UST ontology. Red boxes with dotted outlines are classes newly introduced in SINGA:PURA ontology. The blue box with dashed outline indicates the class included in SONYC-UST ontology but excluded from SINGA:PURA ontology.

preserves all the fine classes in the SONYC-UST ontology except for the "ice-cream truck" class, since ice cream trucks do not exist in Singapore. In summary, our label taxonomy consists of 14 coarse classes and 40 fine classes, as illustrated in Fig. 2.

C. Annotation

The recorded audio data were split into 10-second chunks, before being individually annotated by a team of five annotators. Recordings with audible sensor faults were firstly excluded from the published dataset before being sent to the annotators to undergo the annotation process. The annotation process included identification of sound events, their fine class labels, their onset times, their offset times, and their estimated proximity from the sensor, thus resulting in polyphonic strong labels of all identifiable sound events in each recording. Each 10-second recording was annotated by at least one annotator, but some recordings were independently annotated by multiple annotators. In the case of recordings where the class labels of the sound events were ambiguous sound events, all annotators listened and a consensus decision was made to determine the sound classes, onsets, and offsets of the sound events.

All listening was done via Audio Technica ATH-M50x headphones, with playback levels matching that of white noise at an A-weighted equivalent sound pressure level of 65 dB. Calibration to the playback levels was performed on a GRAS 45BB KEMAR Head and Torso Simulator using the automatic calibration method described in [20].

D. Dataset structure

The audio recordings are provided in the Free Lossless Audio Codec (FLAC) format at the original sampling rate of 44.1 kHz and are organized into folders according to the dates when the recordings were made.

The sound event labels are provided as a comma-separated values (CSV) file. The CSV file is organized in a similar manner to the label files used in DCASE sound event detection tasks, such as that used for DCASE 2021 Task 4 [21]. Each
row in the label file represents exactly one sound event. The columns indicate the name of the recording, sound class, proximity, onset, and offset. A recording may contain multiple sound events and these are represented by multiple rows in the label file accordingly.

The spatiotemporal metadata is also provided as a separate CSV file, with each row containing the spatiotemporal context for each recording. Specifically, the columns in this CSV file indicate the sensor unit identifier, the date and time of recording, the day of the week, and the neighborhood the sensor was deployed in.

Table II shows a comparison between the SINGA:PURA dataset and other existing non-synthetic datasets.

IV. EXPLORATORY DATA ANALYSIS

In total, 6547 recordings of 10 seconds were annotated, totaling to 18.2 hours of audio data. Of these, 38 recordings were found to have no sound events in the taxonomy illustrated in Fig. 2. All fine-level class labels have at least one example in the other 6595 recordings in the dataset, except for the “car crash” class (class 3-2). Hence, only 39 of the 40 fine-level sound classes in Fig. 2 will be represented in the current version of the SINGA:PURA dataset.

The distribution of the individual sound events by class is shown in Fig. 3. Sound events are considered as continuous intervals of time, so it is possible for a single recording to contain two sound events of the same class, even if the time intervals when they are active are overlapping. We can see that the “non-machinery impact” class (class 3) has the highest frequency of occurrence, followed by the “animal” class (class 9). The high occurrence of the “animal” class is largely due to the presence of cicadas and crickets chirping in a large number of recordings, since they are very commonly found in Singapore.

In contrast, the distribution of the number of recordings with at least one sound event by coarse-level class is shown in Fig. 4. We can see that certain sound classes, such as the “engine” class (class 1) and the “non-machinery impact” class (class 3), appear in many recordings. Since a given recording may have multiple sound events, the total number shown in all the bars exceeds the total number of recordings (6547) in the SINGA:PURA dataset.

The distribution of the total active duration of sound events by coarse-level class across the entire dataset is shown in Fig. 5. We can see that the distribution is unbalanced across the coarse classes and follows an inverse power law, which is typical of real recordings in urban environments. In a similar manner as Fig. 4, the total duration represented by all the bars in Fig. 5 is longer than that of all the recordings in the SINGA:PURA dataset because each recording may have multiple sound events that overlap.

Fig. 6 shows the average active duration of sound events by coarse-level class. As expected, sound classes that are characterized by stationary or ambient sounds, such as the “engine” class (due to the presence of traffic) and the “weather” class (due to the presence of rain), naturally have longer average durations compared to other classes. On the other hand, sound classes characterized by impulsive sounds, such as the “non-machinery impact” class (class 3) and the “brake” class (class 12) naturally have shorter average durations compared to other classes.

Fig. 7 shows the distribution of the maximum number of overlapping sound events at any point in time in a recording. The most common degree of polyphony in the dataset is two, while the maximum degree of polyphony is seven. Beyond a degree of polyphony of three, the distribution shows an
TABLE II
COMPARISON OF NON-SYNTHETIC URBAN SOUND DATASETS

| Dataset          | Location          | No. of classes | Coarse | Fine | STC | No. of Channels | Label Type         | Duration (hours) |
|------------------|-------------------|----------------|--------|------|-----|-----------------|-------------------|-----------------|
| SINGA:PURA       | Singapore         | 14             | 40     |      | 1 or 7|                 | Strong polyphonic  | 18.2            |
| SONYC-UST v2.3   | New York City     | 8              | 23     |      | 1   |                 | Weak polyphonic    | 51.4            |
| SONYC-UST v1.0   | New York City     | 8              | 23     |      | 1   |                 | Weak polyphonic    | 8.5             |
| UrbanSound       | Varies, unknown   | 10             |        |      |     |                 | Strong monophonic  | 18.5            |
| UrbanSound8k     | Varies, unknown   | 10             |        |      |     |                 | Weak monophonic    | 9.7             |

exponential decrease, as can be seen form the logarithmic scale used in the y-axis of Fig. 7.

Lastly, Fig. 8 shows the co-occurrence matrix of the coarse-level sound classes at the recording level. It can be seen that certain classes of sound events tend to occur together in a recording (e.g. engine, non-machinery impact, alert signal, human voice, and animal), while some classes of sound events rarely or never occur together in the same recording (e.g. water with either machinery impact or powered saw).

V. BASELINE MODEL
As a baseline model, we adapted the baseline model from Task 5 (Urban Sound Tagging with Spatiotemporal Context) of the DCASE 2020 Challenge [22] for the SINGA:PURA dataset. The adapted system and training process are detailed in [23] and we replicate the results here for ease of reference. The system in [23] is identical to the model in [22] except for the prediction layer which was changed to accommodate the additional sound classes in the SINGA:PURA dataset. The model was initially trained on the SONYC-UST v2.2 dataset [3] with coarse labels. The original output layer was then detached and replaced with a 14-class output layer. The model was then fine-tuned for coarse-level prediction on the SINGA:PURA dataset. The overall and class-wise performances of the model are shown in Table III. For the summary of results, we report the micro- and macro-aggregated areas under the precision-recall curve (AUPRC) as well as a micro-aggregated F1 score. For the class-wise results, we report the AUPRC. Although the results cannot (and should not) be directly compared in a conventional sense, we also include the performance of the coarse-level model trained on the SONYC-UST v2.2 dataset from [22] as a rough reference.

VI. CONCLUSIONS
This paper introduces a non-synthetic polyphonic urban sound dataset with spatiotemporal context and strong labels. The data collection was done via a wireless acoustic sensor network deployed across Singapore. The multi-channel nature of a number of the recordings from the dataset also opens the possibility of localizing sound events within the dataset on top of detecting or classifying them. Lastly, an expanded label taxonomy for urban sounds compatible with the SONYC-UST taxonomy was introduced, thus allowing for benchmarking of urban sound tagging systems across multiple cities.
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