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Abstract
Natural language processing (NLP) and neural networks (NNs) have both undergone significant changes in recent years. For active learning (AL) purposes, NNs are, however, less commonly used – despite their current popularity. By using the superior text classification performance of NNs for AL, we can either increase a model’s performance using the same amount of data or reduce the data and therefore the required annotation efforts while keeping the same performance. We review AL for text classification using deep neural networks (DNNs) and elaborate on two main causes which used to hinder the adoption: (a) the inability of NNs to provide reliable uncertainty estimates, on which the most commonly used query strategies rely, and (b) the challenge of training DNNs on small data. To investigate the former, we construct a taxonomy of query strategies, which distinguishes between data-based, model-based, and prediction-based instance selection, and investigate the prevalence of these classes in recent research. Moreover, we review recent NN-based advances in NLP like word embeddings or language models in the context of (D)NNs, survey the current state-of-the-art at the intersection of AL, text classification, and DNNs and relate recent advances in NLP to AL. Finally, we analyze recent work in AL for text classification, connect the respective query strategies to the taxonomy, and outline commonalities and shortcomings. As a result, we highlight gaps in current research and present open research questions.

1 Introduction
Data is the fuel of machine learning applications and therefore has been steadily increasing in value. In many settings an abundant amount of unlabeled data is produced, but in order to use such data in supervised machine learning, one has no choice but to provide labels. This usually entails a manual labeling process, which is often non-trivial and can even require a domain expert, e.g., in patent classification \[52\][23], or clinical text classification \[75\][24][28]. Moreover, this is time-consuming and rapidly increases monetary costs, thereby quickly rendering this approach infeasible. Even if an expert is available, it is often impossible to label each datum due to the vast size of modern datasets. This especially impedes the field of Natural Language Processing (NLP), in which both the dataset and the amount of text within each document can be huge, resulting in unbearable amounts of annotation efforts for human experts.

Active Learning (AL) aims to reduce the amount of data annotated by the human expert. It is an iterative cyclic process between an oracle (usually the human annotator) and an active learner. In contrast to passive learning, in which the data is simply fed to the algorithm, the active learner chooses which samples are to be labeled next. The labeling itself, however, is done by a human expert, the so-called human in the loop. Having received new labels, the active learner trains a new model and the process starts from the beginning. Using the term active learner, we refer to the composition of a model, a query strategy, and a stopping criterion. In this work the model is w.l.o.g. a text classification model, the query strategy decides which instances should be labeled next, and the stopping criterion defines when to stop the AL loop. According to Settles \[85\] there are three main scenarios for AL: (1) Pool-based, in which the learner has access to the closed set of unlabeled instances, called the pool; (2) stream-based, where the learner receives one instance at a time and has the options to keep it, or to discard; (3) membership query synthesis, in which the learner creates new artificial
instances to be labeled. If the pool-based scenario operates not on a single instance, but on a batch of instances, this is called batch-mode AL \[85\]. Throughout this work we assume a pool-based batch-mode scenario because in a text classification setting the dataset is usually a closed set, and the batch-wise operation reduces the number of retraining operations, which cause waiting periods for the user.

The underlying idea of AL is that few representative instances can be used as surrogate for the full dataset. Not only does a smaller subset of the data reduce the computational costs, but also it has been shown that AL can even increase the quality of the resulting model compared to learning on the full dataset \[83, 24\]. As a consequence, AL has been used in many NLP tasks, e.g. text classification \[95, 39\], named entity recognition \[88, 94, 89\], or machine translation \[35\] and is still an active area of research.

In recent years, deep learning (DL) approaches have dominated most NLP tasks’ state-of-the-art results. This can be attributed to advances in neural networks (NNs), above all Convolutional Neural Networks (CNN; \[48\]) and (Bidirectional-)Long Short-Term Memory (LSTM; \[38, 51\]), which were eventually adopted into the NLP domain, and to the advances of using word embeddings \[66, 65, 74\] and contextualized word embeddings \[76, 20\]. Both NN architectures and text representations have raised the state-of-the-art results in the field of text classification considerably (e.g., \[103, 41\]). If these improvements were transferrable to AL, this would result in a huge increase in efficiency. For the AL practitioner, this either means achieving the same performance using fewer samples, or having an increase in performance using the same amount of data. Another favorable development is that transfer learning, especially the paradigm of fine-tuning pre-trained language models (LMs), has become popular in NLP. In the context of AL this helps especially in the small data scenario, in which a pre-trained model can be leveraged to train a model by fine-tuning using only little data, which would otherwise be infeasible. Finally, by operating on sub-word units LMs also handle out-of-vocabulary tokens, which is an advantage over many traditional methods.

Resulting from these advances, existing AL surveys have become both incomplete in some parts and outdated in others: They lack comparison against the current state of the art models, do not provide results for more recent large-scale datasets, and most importantly, they are lacking the aforementioned advances in NNs and text representations. Surprisingly, despite the current popularity of NNs, there is only little research about NN-based active learning in the context of NLP, and even less thereof in the context of text classification (see Section 3.2 and Section 4.2 for a detailed summary). We suspect this is due to the following reasons: (1) Many DL models are known to require large amounts of data \[103\], which is in strong contrast to AL aiming at requiring as little data as possible (2) there is a whole AL scenario based on artificial data generation, which unfortunately is a lot more challenging for text in contrast to for example images, for which data augmentation is commonly used in classification tasks \[100\]; (3) NNs are lacking uncertainty information regarding their predictions (as explained in Section 3.2), which complicates the use of a whole prominent class of query strategies.

This survey aims at summarizing the existing approaches of (D)NN-based AL for text classification. Our main contributions are as follows:

1. We provide a taxonomy of query strategies and classify strategies relevant for AL for text classification.
2. We survey existing work at the intersection of AL, text classification, and (D)NNs.
3. Recent advances in text classification are summarized and related to the AL process. It is then investigated, if and to what degree they have been adopted for AL.
4. The experimental setup of previous research is collectively analyzed regarding datasets, models, and query strategies in order to identify recent trends, commonalities, and shortcomings in the experiments.
5. We identify research gaps and outline future research directions.

Thereby we provide a comprehensive survey of recent advances in NN-based active text classification. Having reviewed these recent advances, we illuminate areas that either need re-evaluation, or have not yet been evaluated in a more recent context. As a final result, we develop research questions outlining the scope of future research.

2 Related Work

Settles \[85\] provides a general active learning survey, summarizing the prevalent AL scenario types and query strategies. They present variations of the basic AL setup like variable labeling costs or alternative query types, and most notably, they discuss empirical and theoretical research investigating the effectiveness of AL. They mention research suggesting that AL is effective in practice and has increasingly gained adoption in real world applications. However, it is pointed out that empirical research also reported cases in which AL performed worse than passive learning and that the theoretical analysis of AL is incomplete. Finally, relations to related research areas are illustrated, thereby connecting AL among others to reinforcement learning and semi-supervised learning.
The survey of Fu, Zhu, and Li [25] is focused around a thorough analysis of uncertainty-based query strategies, which are categorized into a taxonomy. This taxonomy differentiates at the topmost level between the uncertainty of i.i.d. instances and instance correlation. The latter is a superset of the former and intends to reduce redundancy among instances by considering feature, label, and structure correlation when querying. Moreover, they perform an algorithmic analysis for each query strategy and order the strategies by their respective time complexity, highlighting the increased complexity for correlation-based strategies.

Another general survey covering a wide range of topics was conducted by Aggarwal et al. [1]. They provide a flat categorization of query strategies, which is quite different from the taxonomy of Fu, Zhu, and Li [25] and divides them into the following three categories: (1) “heterogenity-based”, which sample instances by their prediction uncertainty or dissimilarity compared to existing labeled instances, (2) “performance-based”, which select instances based on a predicted change of the model loss, and (3) “representativeness-based”, which select data points to reflect a larger set in terms of their properties, usually achieved by the means of distribution density [1]. Similarly to [85], they present and discuss many non-standard variations of the active learning scenario.

An NLP-focused active learning survey was performed by Olsson [71]. This work’s main contribution is a survey of disagreement-based query strategies, which use the disagreement among multiple classifiers to select instances. Moreover, Olsson reviews practical considerations, e.g., selecting an initial seed set, deciding between stream-based and pool-based scenario, and deciding when to terminate the learning process.

Although some NN-based applications are mentioned, none of the above surveys covers NN-based AL in depth. Besides, none is recent enough to cover NN-architectures, which have only recently been adapted successfully to text classification problems like e.g., KimCNN [48]. The same holds true for recent advances in NLP such as word embeddings, contextualized language models (explained in Section 4.1), or resulting advances in text classification (discussed in Section 4.1 and Section 4.2). We intend to fill these gaps in the remainder of this survey.

3 Active Learning

The goal of AL is to create a model using as few labeled instances as possible, i.e. minimizing the interactions between the oracle and the active learner. The AL process (illustrated in Figure 1) is as follows: The oracle requests unlabeled instances from the active learner (query, see Figure 1 step 1), which are then selected by the active learner (based on the selected query strategy) and passed to the oracle (see Figure 1 step 2). Subsequently, these instances are labeled by the oracle and returned to the active learner (update, see Figure 1 step 3). After each update step the active learner’s model is retrained, which makes this operation at least as expensive as a training of the underlying model. This process is repeated until a stopping criterion is met (e.g., a maximum number of iterations or a minimum threshold of change in classification accuracy).

![Figure 1: An overview of the AL process: Model, query strategy, and (optionally a) stopping criterion are the key components of an active learner. The main loop is as follows: First the oracle queries the active learner, which returns a fixed amount of unlabeled instances. Then, for all selected unlabeled instances are assigned labels by the oracle. This process is repeated until the oracle stops, or a predefined stopping criterion is met.](image)

The most important component for AL is the query strategy. In the introduction we claimed that a large fraction of query strategies are uncertainty-based. To analyze this we provide a taxonomy of query strategies in the following section and highlight the parts in which uncertainty is involved. For a general and more detailed introduction on AL refer to the surveys of Settles [85] and Aggarwal et al. [1].

3.1 Query Strategies

In Figure 2 we classify the most common AL query strategies based on a strategy’s input information, which denotes the numeric value(s) a strategy operates on. In our taxonomy the input information can be either random or one of
data, model, and prediction. These categories are ordered by increasing complexity and are not mutually exclusive.Obviously, the model is a function of the data, as well as the prediction is a function of model and data, and moreover,in many cases a strategy use multiple of these criteria. In such cases we assign the query strategy to the most specificcategory (i.e. prediction-based precedes model-based, which in turn precedes data-based).

Figure 2: A taxonomy of query strategies for AL. The key distinction is at the first level, where the query strategies arecategorized by their access to different kinds of input information. From the second to the penultimate level we formcoherent subclasses, and the final level shows examples for the respective class. This taxonomy is not exhaustive due tothe abundance of existing query strategies, and it is biased towards query strategies in NLP.

**Random** Randomness has traditionally been used as a baseline for many tasks. In this case, random sampling selectsinstances at random and is a strong baseline for AL instance selection [55, 83, 81]. It often performs competitive tomore sophisticated strategies, especially when the labeled pool has grown larger [84, 22].

**Data-based** Data-based strategies have the lowest level of knowledge, i.e. they only operate on the raw input data andoptionally the labels of the labeled pool. We categorize them further into (1) strategies relying on data-uncertainty, whichmay use information about the data distribution, label distribution, and label correlation, and (2) representativeness,which tries to geometrically compress a set of points, by using fewer representative instances to represent the propertiesof the entirety.
Model-based The class of model-based strategies has knowledge about both the data and the model. These strategies query instances based on measure provided by the model given an instance. An example for this would be a measure of confidence for the model’s explanation of the given instance [26], for example, how reliable the model rates encountered features. This can also be an expected quantity, for example in terms of the gradient’s magnitude [86]. While predictions from the model can still be obtained, we impose the restriction that the target metric must be an (observed or expected) quantity of the model, excluding the final prediction. Model-based uncertainty is a noteworthy subclass here, which operates using the uncertainty of a model’s weights [26]. Sharma and Bilgic [87] describe a similar class, in which the uncertainty stems from not finding enough evidence in the training data, i.e. failing to separate classes at training time. They refer to this kind of uncertainty as insufficient evidence uncertainty.

Prediction-based Prediction-based strategies select instances by scoring their prediction output. The most prominent members of this class are prediction-uncertainty-based and disagreement-based approaches. Sharma and Bilgic [87] denote prediction-based uncertainty by conflicting-evidence uncertainty, which they, contrary to this work, count as another form of model-based uncertainty. There is sometimes only a thin line between the concepts of model-based and prediction-based uncertainty. Roughly speaking, prediction-based uncertainty corresponds in a classification setting to inter-class uncertainty, as opposed to model-based uncertainty, which corresponds to intra-class uncertainty. In literature, uncertainty sampling [55] usually refers to prediction-based uncertainty, unless otherwise specified.

Ensembles When a query strategy combines the output of multiple other strategies, this is called an ensemble. We only classify the concept of ensemble strategies within the taxonomy (see disagreement-based subclass in Figure 2) without going into detail due to several reasons: (1) Ensembles are again composed of primitive query strategies, which can be classified using our taxonomy. (2) Ensembles can be hybrids, i.e. they can be a mixture of different classes of query strategies. Moreover, the output of an ensemble is usually a function of the disagreement among the single classifiers, which is already covered in previous surveys of Olsson [71] and Fu, Zhu, and Li [25].

We are not the first to provide a classification of query strategies: Aggarwal et al. [1] provide an alternative classification, which divides the query strategies into heterogeneity-based models, performance-based models, and representativeness-based models. Heterogeneity-based models try to sample diverse data points, w.r.t. the current labeled pool. This class includes among others uncertainty sampling and ensembles, i.e. no distinction is made between ensembles and single-model strategies. Performance-based models aim to sample data targeting an increase of the models performance, for example a reduction in the model’s error. This intersects with our model-based class, however, it lacks strategies which focus on a change of parameters (e.g., expected gradient length [86]) as opposed to changes in a metric. Lastly, representativeness-based strategies sample instances so that the distribution of the subsample is as similar as possible to the training set. Although similar to our data-based class, they always assume the existence of a model, which is not the case for data-based strategies.

Fu, Zhu, and Li [25] separate query strategies into uncertainty-based and diversity-based classes. Uncertainty-based strategies assume the i.i.d. distribution of instances; they compute a separate score for each instance, which is the basis for the instance selection. Diversity-based strategies are a superset thereof and additionally consider correlation amongst instances. Thereby they characterize uncertainty and correlation as critical components for query strategies. This classification successfully distinguishes query strategies by considering exclusively uncertainty and correlation. However, it is less transparent in terms of the input information, which our taxonomy highlights. Nevertheless, correlation is a factor orthogonal to our taxonomy and can be added as an additional criterion.

After creating our taxonomy, we discovered a recent categorization of uncertainty in deep learning [26], which distinguishes between data-, model-, and predictive-uncertainty, similar to the taxonomy’s first level (data-, model-, prediction-based query strategies). Although this classification comes naturally from the data’s degree of processing, we emphasize that we are not the first to come up with this abstraction.

By using the input information as decisive criterion, this taxonomy provides an information-oriented view on query strategies. It highlights in which parts and how uncertainty has been invoked in existing query strategies. Uncertainty in terms of NNs is, however, is known to be challenging as described in Section 3.2. Moreover, we use the taxonomy to categorize recent work in AL for text classification in Section 4.3.

3.2 Neural-Network-Based Active Learning

In this section we investigate the question, why neural networks are not more prevalent in AL applications. This can be attributed to two central topics: Uncertainty estimation in NNs, and the contrast of NNs requiring between big data and AL dealing with small data. We examine these issues from a NN perspective, alleviating the NLP focus.
Previous Work Early research in NN-based AL can be divided into uncertainty-based \cite{16}, and ensemble-based \cite{60, 63} strategies. The former often use prediction entropy \cite{62, 81} as measure of uncertainty, while the latter utilize the disagreement among the single classifiers. Settles, Craven, and Ray \cite{86} proposed the expected gradient length (EGL) query strategy, which selects instances by the expected change in the model’s weights. Zhang, Lease, and Wallace \cite{104} were first to use a CNN for AL. They proposed a variant of the expected gradient length strategy \cite{86}, in which they select instances that are expected to result in the largest change in embedding space, thereby training highly discriminative representations. Sener and Savarese \cite{84} observed uncertainty-based query strategies not to be effective for CNN-based batch-mode AL, and proposed core-set selection, which samples a small subset to represent the full dataset. Ash et al. \cite{5} proposed BADGE, a query strategy for DNNs, which uses k-means++ seeding \cite{4} on the gradients of the final layer, in order to query by uncertainty and diversity.

Finally, Generative Adversarial Networks (GANs; \cite{30}) have also been applied successfully for AL tasks: Zhu and Bento \cite{106} use GANs for query synthesis of images within an active learner using an SVM model. The instances are synthesized so that they would be classified with high uncertainty. The authors report this approach to outperform random sampling, pool-based uncertainty sampling using an SVM \cite{95}, and in some cases passive learning, while having the weakness to generate too similar instances. The approach itself is neither pure NN-based, nor does it belong to the pool-based scenario, however, it is the first reported use of GANs for AL. Ducoffe and Precioso \cite{22} use adversarial attacks to find instances that cross the decision boundary with the aim to increase the model robustness. They train two CNN architectures and report results superior to the core-set \cite{84} strategy on image classification tasks. It is obvious that GANs inherently belong to the membership query synthesis scenario. Therefore their performance correlates with the quality of artificial data synthesis, i.e. they are usually not that effective for NLP tasks. This has already been recognized and first improvements towards a better text generation have been made \cite{105}.

Uncertainty in Neural Networks One of the earliest and in many variations adopted class of strategies is uncertainty sampling \cite{83, 95}. Unfortunately, this widely-used concept is not straightforward to apply for NNs, as they do not provide an inherent indicator of uncertainty. In the past, this has been tackled among others by ensembling \cite{50, 36, 12}, or by learning error estimates \cite{70}. More recent approaches furthermore use Bayesian extensions \cite{11}, obtain uncertainty estimations using dropout \cite{91, 27}, or use probabilistic NNs to estimate predictive uncertainty \cite{51}. However, ensemble and Bayesian approaches quickly become infeasible on larger datasets, and NN architectures are generally known to be overconfident in their predictions \cite{33, 51}. Consequently, uncertainty in NNs is only insufficiently solved and therefore still remains a highly relevant research area.

Contrasting Paradigms DNNs are known to excel in particularly at large-scale datasets, but often having large amounts of data available is a strict requirement to perform well at all (e.g., \cite{103}). AL on the other hand tries to minimize the labeled data. The small labeled datasets can be a problem for DNNs, since they are known to overfit on small datasets (e.g., \cite{93, 100}), which results in bad generalization performance on the test set. Moreover, DNNs often offer little advantage over shallow models when they are trained using small datasets \cite{89}, thereby lacking justification for their higher computational costs. On the other hand we clearly cannot require AL to label more data, since this would defeat its purpose. Therefore there has been research on dealing with (D)NNs using small datasets, however, it is only a scarce amount, especially in relation to the large volume of NN literature in general. Handling small datasets is mostly circumvented by using pre-training \cite{37, 97} or other transfer learning approaches \cite{13, 8, 97}. Finally, the search for optimal hyperparameters is often neglected and instead the hyperparameters of related work are used, which are optimized for large datasets, if at all.

4 Active Learning for Text Classification

In Sections 4.1 and 4.2 we first summarize recent methods in text classification and NNs. We elaborate on each method’s importance in the context of AL, and analyze its adoption by recent research where applicable. For insufficiently adopted methods, we present how they could advance AL for text classification. Most importantly, we present an overview of recent experiments in AL for text classification and analyze commonalities and shortcomings.

4.1 Recent Advances in Text Classification

Representations Traditional methods use the bag-of-words (BoW) representation, which are sparse and high-dimensional. However, with the introduction of word embeddings like word2vec \cite{66, 65}, GloVe \cite{74}, or fastText \cite{46}, word embeddings have replaced BoW representations in many cases. This is due to several reasons: (1) They represent semantic relations in vectors space and avoid the problem of mismatching features as for example due to synonymy; (2) incorporating word embeddings resulted in superior performance for many downstream tasks \cite{66, 74, 46}; (3) unlike bag-of-words, word vectors are dense, low-dimensional representations, which makes them applicable to a wider range
of algorithms – especially in the context of NNs which favor fixed-size inputs. Various approaches have been presented in order to obtain similar fixed size representations for word sequences, i.e. sentences, paragraphs or documents [53].

Word embeddings are representations, which provide exactly one vector per word and in consequence one meaning as well. This makes them also unaware of the current word’s context and therefore makes them unable to detect and handle ambiguities. Unlike word embeddings, language models (LMs) compute the word vector using the word and the surrounding context [76]. This results in a contextualized representation, which inherits the advantages of word embeddings, and at the same time allows for context-specific representation (in contrast to static embeddings) [76]. ELMo was the first LM to gain wide adoption and surpassed state of the art models on several NLP tasks [76]. Shortly thereafter, BERT [20] was introduced and provided bidirectional pre-training-based language modelling. The process to create a BERT-based model consists of a pre-training and a fine-tuning step as opposed to ELMO’s direct feature-based approach in which contextualized vectors are obtained from the pre-trained model and used directly as features [20]. By masking, i.e. randomly removing a fraction of tokens during training, the training was adapted to predict the masked words. This made the bidirectional training possible, which would otherwise be obstructed because a word could “see itself” when computing its probability of occurrence given a context [20]. Following this, XLNet [102] introduced a similar approach of pre-training and fine-tuning using an autoregressive language model, however, it overcame BERT’s limitation as it does not rely on masking data during pre-training [102], and moreover, successfully manages to integrate the recent TransformerXL architecture [17]. Since then, a variety of LMs have been published, which further optimize the pre-training of previous LM architectures (e.g., RoBERTa [59] and ELECTRA [15]), or distill the knowledge into a smaller model (e.g., DistilBERT [82]). Similarly to word embeddings, there are approaches to use LMs in order to obtain sentence representations from LMs [80].

All mentioned representations offer a richer expressiveness than traditional BoW representations and therefore are well-suited for active learning purposes.

Neural-Network-Based Text Classification A well-known CNN architecture presented by Kim [48] (KimCNN) operates on pre-trained word vectors and achieved state of the art results at the time using only a simple but elegant architecture. The investigated CNN setups did not require much hyperparameter tuning and confirmed the effectiveness of dropout [91] as a regularizer for CNN-based text classification.

The word embeddings of fastText [46] differ from other word embeddings in the sense that the approach is (1) supervised and (2) specifically designed for text classification. Being a shallow neural network, it is still very efficient, while still obtaining performances comparable to deep learning approaches at that time.

Howard and Ruder [41] developed Universal Language Model Fine-tuning (ULMFiT), a LM transfer learning method using the AWD-LSTM architecture [64], which outperformed the state of the art on several text classification datasets when trained on only 100 labeled examples, and thereby achieved results significantly superior to more sophisticated architectures of previous work. Context-specific LMs like BERT [20] and XLNet [102] yield a context-dependent vector for each token, thereby strongly improving NN-based text classification [20] [102] [92]. State of the art in NN-based text classification is LM-based fine-tuning with XLNet, which has a slight edge over BERT in terms of test error rate [102] [92]. ULMFiT follows closely thereafter, and KimCNN is still a strong contender. Notably, ULMFiT, BERT and XLNet all perform transfer learning, which aims to transfer knowledge from one model to another [79] [13], thereby massively reducing the required amounts of data.

4.2 Text Classification for Active Learning

Traditional AL for text classification heavily relied on query strategies based on prediction-uncertainty [55] and ensembling [58]. Common model choices included support vector machines (SVMs; [95]), naive bayes [69], logistic regression [39] and neural networks [50]. To the best of our knowledge, no previous survey covered traditional AL for text classification, however, ensembling-based AL for NLP has been covered in depth by Olsson [71].

Regarding modern NN-based AL for text classification, the relevant models are primarily CNN- and LSTM-based deep architectures: Zhang, Lease, and Wallace [104] claim to be the first to consider AL for text classification using DNNs. They use CNNs and contribute a query strategy, which selects the instances based on the expected change of the word embeddings and the model’s uncertainty given the instance, thereby learning discriminative embeddings for text classification. An, Wu, and Han [2] evaluated SVM, LSTM and gated recurrent unit (GRU; Cho et al. [14]) models, and reported that the latter two significantly outperformed the SVM baseline on the Chinese news dataset ThucNews. Lu and MacNamee [61] investigated the performance of different text representations in a pool-based AL scenario. They compared frequency-based text representations, word embeddings and transformer-based representations used as input features for a SVM-based AL and different query strategies, in which transformer-based representations yielded consistently higher scores. Prabhu, Dognin, and Singh [78] investigate sampling bias and apply active text classification on the large scale text corpora of Zhang, Zhao, and LeCun [103]. They demonstrate FastText.zip [47] with (entropy-based) uncertainty sampling to be a strong baseline, which is competitive compared to recent approaches in active text classification. Moreover, they use this strategy to obtain a surrogate dataset (comprising from 5% to 40% of
the total data) on which a LSTM-based LM is trained using ULMFiT \[41\], reaching accuracy levels close to a training on the full dataset. Unlike past publications, they report this uncertainty-based strategy to be effective, robust, and at the same time computationally cheap. This is the most relevant work in terms of the intersection between text classification, NNs and DL.

| Publication | Datasets | Model(s) | Query Strategy Class(es) |
|-------------|----------|----------|--------------------------|
| [44]        | 20N, R21, RV2, SPM | NB, SVM, kNN | 1. Prediction uncertainty (LC)  
              |                       |                      | 2. Prediction uncertainty (CTH)  
              |                       |                      | 3. Prediction uncertainty (disagreement) |
| [104]       | CR, MR, SJ, MRL, MUR, DR | CNN | 1. Model uncertainty (EGL)  
              |                       |                      | 2. Prediction Uncertainty (entropy) |
| [10]        | RMA      | SVM      | 1. Prediction uncertainty (CTH)  
              |                       |                      | 2. Prediction uncertainty (disagreement) |
| [90]        | TQA, MR  | SVM, CNN, BiLSTM | Prediction uncertainty (disagreement) |
| [60]        | MR, SJ, TQA, CR | SVM, CNN, BiLSTM | 1. Prediction uncertainty (entropy)  
              |                       |                      | 2. Prediction uncertainty (disagreement) |
| [78]        | SGN, DBP, YHA, YRP, YRF, AGN, ARP, ARF | FTZ, ULMFiT | Prediction uncertainty (entropy) |
| [61]        | MRL, MDS, BAG, G13, ACR, SJ, AGN, DBP | SVM | 1. Prediction uncertainty (CTH)  
              |                       |                      | 2. Prediction uncertainty (disagreement)  
              |                       |                      | 3. Data-based (EGAL)  
              |                       |                      | 4. Data-based (density) |

Table 1: An overview of recent work on AL for text classification. We referred to the datasets using short keys, which can be looked up in Table 2 in the Appendix. Models: Naive Bayes (NB), Support Vector Machine (SVM), k-Nearest Neighbours (kNN), Convolutional Neural Network (CNN), \([\text{Bi}]\)Long Short-Term Memory (\([\text{Bi}]\)LSTM), FastText.zip (FTZ), Universal Language Model Fine-Tuning (ULMFiT). Query strategies: Least confidence (LC), Closest-to-hyperplane (CTH), expected gradient length (EGL). Random selection baselines were omitted.

4.3 Commonalities and Limitations of Previous Experiments

Table 1 shows the most recent AL for text classification experiments, all of them more recent than the surveys of Settles \[85\] and Olsson \[71\]. For each publication we list the utilized datasets, models, and classes of query strategies (with respect to the taxonomy in Section 3.1). We present this table in order to get insights about the recently preferred classification models and query strategy classes.

We can draw multiple conclusions from Table 1. It is obvious that a significant majority of these query strategies belong to the class of prediction-based query strategies, more specifically to the prediction-uncertainty and disagreement-based sub-classes. In addition to that, we can identify several shortcomings: First, in many experiments two or more standard datasets are evaluated, but very often there is little to no intersection between the experiments in terms of their datasets. As a result we lose comparability against previous research. For recent research, this can seen in Table 1, where the only larger intersections is between the works of Zhang, Lease, and Wallace \[104\] and Lowell, Lipton, and Wallace \[60\]. Siddhant and Lipton \[90\] provide at least some comparability against Zhang, Lease, and Wallace \[104\] and Lowell, Lipton, and Wallace \[60\] through one dataset each. Additionally, RMA \[3\] is a subset of R21 \[54\], which are used by Bloodgood \[10\] and Hu, Mac Namee, and Delany \[44\], so they might be comparable to some degree. \[78\] are the only ones to evaluate on the more recent large-scale text classification datasets \[103\], and although these datasets are more realistic in terms of their size, the authors omitted the classic datasets, so it is difficult to relate their contributions to previous work. Moreover, as a result of this, we do not know if and to what degree past experiments generalize to DNNs \[78\].
Finally, it is not clear if recent (D)NNs benefit from the same query strategies, i.e. past findings may not apply to modern NN architectures: Prabhu, Dognin, and Singh [78] identified contradicting statements in recent literature about the effectiveness of using prediction uncertainty in combination with NNs. They achieved competitive results using a FastText.zip (FTZ) model and a prediction uncertainty query strategy, which proved to be very effective while requiring only a small amount of data, despite all reported weaknesses concerning NNs and uncertainty estimates.

5 Open Research Questions

Uncertainty Estimates in Neural Networks In Section 3 it was illustrated that uncertainty-based strategies have been used successfully in combination with non-NN models, and in Section 4.3 it was shown that they also account for the largest fraction of query strategies in recent NN-based AL. Unfortunately, uncertainty in NNs is still challenging due to inaccurate uncertainty estimates, or limited scalability (as described in Section 3.2).

Representations As outlined in Section 4.1, the use of text representations in NLP has shifted from bag-of-words to static and contextualized word embeddings. These representations evidentially provide many advantages like disambiguation capabilities, non-sparse vectors, and an increase in performance for many tasks. Although there have been some applications [104, 78, 61], there is no AL-specific systematic evaluation to compare word embeddings and LMs using NNs. Moreover, they are currently only scarcely used, which hints at either a slow adoption, or some non-investigated practical issues.

Small Data DNNs DL approaches are usually applied in the context of large datasets. AL, however, necessarily intends to keep the (labeled) dataset as small as possible. In Section 3 we outlined why small datasets can be challenging for DNNs, and as a direct consequence as well for DNN-based AL. Using pre-trained language models, this problem is alleviated to some degree because fine-tuning allows training models using considerably smaller datasets. Nonetheless, it is to be investigated how little data is still necessary to successfully fine-tune a model.

Comparable Evaluations In Section 4.3 we provided an overview of the most common AL strategies for text classification. Unfortunately, the combinations of datasets used in the experiments are often completely disjoint, e.g. Siddhant and Lipton [90], Lowell, Lipton, and Wallace [60], and Prabhu, Dognin, and Singh [78]. As a consequence, comparability is decreased or even lost, especially between more recent and past work. Comparability is, however, crucial to verify if past insights regarding shallow NN-based AL still apply in context of DNN-based AL [78].

Learning to Learn There is an abundance of query strategies to choose from, which we have (non-exhaustively) categorized in Section 3.1. This introduces the problem of choosing the optimal strategy. The right choice depends on many factors like data, model, or task, and can even vary between different iterations during the AL process. As a result, learning to learn (or meta-learning) has become popular and can be used to learn the optimal selection [42], or even learn query strategies as a whole [6, 49].

6 Conclusions

In this survey, we investigated (D)NN-based AL for text classification and inspected factors obstructing its adoption. We created a taxonomy, distinguishing query strategies by their reliance on data-based, model-based, and prediction-based input information. We analyzed query strategies used in AL for text classification and categorized them into the respective taxonomy classes. We presented the intersection between AL, text classification and DNNs, which is to the best of our knowledge the first survey of this topic. Furthermore, we reviewed (D)NN-based AL, identified current challenges and state of the art, and pointed out that it is both underresearched and often lacks comparability. In addition to that, we presented relevant recent advances in NLP, related them to AL, and showed gaps and limitations for their application. One of our main findings is that uncertainty-based query strategies are still the most widely used class, regardless of whether the analysis is restricted to NNs. LM-based representations offer finer-grained context-specific representations while also handling out-of-vocabulary words. Moreover, we find fine-tuning-based transfer learning alleviates the small data problem to some degree but lacks adoption. Most important DNNs are known for their strong performance on many tasks and first adoptions in AL have shown promising results [104, 90]. All these gains would be highly desirable for AL. Therefore improving the adoption of DNNs in AL is crucial, especially since the expected increases in performance could be either used to improve the classification results while using the same amount of data or to increase the efficiency of the labeling process by reducing the data and therefore the labeling efforts. Based on these findings we identify research directions for future work in order to further advance (D)NN-based AL.
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A Appendix

### A.1 Datasets

The following table provides additional information about the datasets which were referred to in Section 4.2.

| Id | Name          | Type | Publication | #Train   | #Test  |
|----|---------------|------|-------------|----------|--------|
| TQA | TREC QA       | MC   | [57]        | 5,500    | 500    |
| CR  | Customer Reviews | MC   | [43]        | *315     | -      |
| ACR | Additional Customer Reviews | MC   | [21]        | *325     | -      |
| MDS | Multi-Domain Sentiment | B    | [9]         | **8,000  | -      |
| BAG | Blog Author Gender | B    | [67]        | 3,100    | -      |
| G13 | Guardian 2013  | MC   | [7]         | 6,520    | -      |
| MR  | Movie Reviews  | B    | [73]        | 10,662   | -      |
| MRL | Movie Reviews Long | B    | [72]        | 2,000    | -      |
| MUR | Music Review   | B    | [9]         | 2,000    | -      |
| DR  | Doctor Reviews | MC   | [98]        | 58,110   | -      |
| SJ  | Subjectivity   | B    | [72]        | 10,000   | -      |
| 20N | 20newsgroups   | MC   | [45]        | ***18,846 | -      |
| R21 | Reuters-21578  | ML   | [54]        | 21578    | -      |
| RMA | Reuters ModApté | ML   | [5]         | 9,603    | 3,299  |
| RV2 | RCV1-V2        | ML   | [56]        | 23,149   | 781,265|
| SPM | Spam           | B    | [19]        | 1,000    | -      |
| AGN | AG News        | MC   | [32]        | 120,000  | 7,600  |
| SGN | Sogou News     | MC   | [99]        | 450,000  | 60,000 |
| DBP | DBPedia        | MC   | [103]       | 560,000  | 70,000 |
| YRP | Yelp Review Polarity | B | [103] | 560,000 | 38,000 |
| YRF | Yelp Review Full | MC  | [103]       | 650,000  | 50,000 |
| Dataset   | Type          | Size     | Train Size   | Test Size  |
|-----------|---------------|----------|--------------|------------|
| YAH       | Yahoo! Answers MC | 1,400,000 | 1,400,000    | 60,000     |
| ARP       | Amazon Review Polarity B | 3,600,000 | 3,600,000    | 40,000     |
| ARF       | Amazon Review Full MC | 3,000,000 | 3,000,000    | 650,000    |

Table 2: A collection of widely-used text classification datasets. The column "Type" denotes the classification setting (B = binary, MC = multi-class, ML = multi-class multi-label). The columns "#Train" and "#Test" show the size of the train and of the test set. In the case that no predefined splits were available "#Train" represents the full dataset’s size. Each dataset was assigned a short id (first column), which we use in the paper for reference.

(*) documents, (**) labels reduced to positive/negative, (***) 20news-bydate with duplicates removed