Incorporation of Speech Duration Information in Score Fusion of Speaker Recognition Systems
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Abstract—In recent years identity-vector (i-vector) based speaker verification (SV) systems have become very successful. Nevertheless, environmental noise and speech duration variability still have a significant effect on degrading the performance of these systems. In many real-life applications, duration of recordings are very short; as a result, extracted i-vectors cannot reliably represent the attributes of the speaker. Here, we investigate the effect of speech duration on the performance of three state-of-the-art speaker recognition systems. In addition, using a variety of available score fusion methods, we investigate the effect of score fusion for those speaker verification techniques to benefit from the performance difference of different methods under different enrollment and test speech duration conditions. This technique performed significantly better than the baseline score fusion methods.

Index Terms—speaker recognition, i-vectors, score fusion, short-duration

I. INTRODUCTION

Over recent years, following the success of the identity vector (i-vector) based speaker verification (SV) methods [1], these systems have made significant progress [2]. As speaker recognition technology reaches its maturity, real-life applications impose a drastic limitation for the systems in terms of environmental noise and speech duration variability during authentication. The problem of duration variability is known to be one of importance for practical speaker recognition applications, and has also been addressed to a certain extent in the literature in the context of i-vector based speaker recognition systems [3]. Furthermore, in the biannual speaker recognition evaluation (SRE) challenge held by National Institute of Standards and Technology (NIST), in year 2014, NIST coordinated a special i-vector challenge [4], where the duration variability was one of the dominant challenges.

Most of the studies on i-vector based speaker recognition focus on recognition problems, where i-vectors are extracted from speech recordings of sufficient length. Therefore, the majority of modeling techniques simply assume that the extracted i-vectors give a reliable estimation of the attributes of the speaker. However, since the duration of recordings can be very short (on the order of less than 5 seconds) in many real-life applications, such as speaker identification tasks in broadcast data, this assumption fails to hold.

Only recently, a number of solutions have been proposed addressing the problem of duration variability. For example, in [3], [5], and [6], authors do not treat i-vectors as point estimates of the hidden variables in the eigenvoice model, but rather as random vectors. In this slightly different perspective, the i-vectors appear as posterior distributions, parameterized by the posterior mean and the posterior covariance matrix. In [7] Borgstrom and McCree proposed a framework of super vector bayesian speaker comparison (SV-BSC), which keeps account of the observation noise throughout modeling and scoring. In [3] with expanding the work in [7] Garcia-Romero and McCree reformulate SV-BSC and reach to SV-PLDA that facilitates the use of practical techniques, such as length normalization, and multi-cut enrollment averaging. In [8] Vesnicer et al. address the problem of duration variability through weighted statistics and demonstrate how established feature transformation techniques regularly used in the area of speaker recognition, such as PCA or WCCN, can be modified to take the duration into account.

In [9], Rastoeanu and Lazar make a comparison of different features and methods for score fusion for an independent speaker verification application. In this paper, scores obtained with several types of features were fused with combination methods such as mean, max, min, weighted sum, and classification methods such as: support vector machines (SVM), linear discriminant analysis (LDA). Based on the result of this paper, fusion methods outperformed the baseline GMM-UBM method. In [10], for fusion of different classifiers in speaker verification systems, Hautamaki et al. use classifier ensemble selection, which can be seen as sparse regularization applied to logistic regression. However, none of the mentioned studies take duration variability into account for score fusion.

In this paper we investigate the effect of speech duration on the performance of three speaker recognition systems representing the current state-of-the-art: Gaussian Mixture Model-Universal Background Model (GMM-UBM) [11], Total Variability Space (TVS) [1], [12] and Probabilistic Linear Discriminant Analysis (PLDA) [13] scoring in TVS. Furthermore, using a wide range of available score fusion methods, we investigate the effect of score fusion of these speaker verification techniques, to benefit from the performance difference of different methods under different enrollment and test speech duration conditions.

This paper is organized as follows. A background on speaker recognition, and description of speaker recognition systems and score fusion methods used in this study are given
in Section II. Experimental setup and results are presented and discussed in Sections III and IV respectively. Finally, conclusion and future works are given in Section V.

II. OVERVIEW OF SPEAKER RECOGNITION SYSTEMS

A. Feature extraction

Feature extraction as transformation of the speech signal to a set of feature vectors representing the desired attribute, can be done using several different features. In this study, similar to most studies involving speech and speaker recognition, the Mel-Frequency Cepstral Coefficients (MFCCs) are used due to their better performance compared to other features [14].

Sometimes to improve the robustness of features to channel differences, feature normalization methods such as cepstral mean subtraction [15], cepstral mean and variance normalization, and feature warping are used. In this study we used feature warping [16].

To increase the quality and effectiveness of modeling, non-speech frames need to be discarded prior to modeling. Here, voice activity detection (VAD) is done using bi-gaussian modeling of speech frames on log energy distribution of the input frames.

B. Speaker Modelling

1) GMM-UBM: GMMs are typically used to represent the acoustic feature space in speaker recognition systems [17].

In this method, first, using expectation-maximization (EM) algorithm [18], a GMM called universal background model (UBM) is trained from multiple sessions from multiple speakers. For the enrollment step, given an utterance, the speaker model is adapted from UBM using maximum posterior adaptation (MAP) [19]. Typically, only the mean is adapted.

2) Total variability space (TVS): The supervector of mean vectors in UBM is of a very high dimensionality, and the number of parameters to adapt is very high. Assuming speech consists of a speaker factor and an additive channel factor, speech model can be formulated as

\[ M_s = S + C, \]

where \( M_s \) is speaker and channel dependent supervector, \( S \) is speaker dependent supervector and \( C \) is channel dependent supervector. Eq. 1 can be rewritten as [17]

\[ M_s = M_0 + V y + U x + D z, \]

where \( M_0 \) is speaker and channel independent mean supervector, \( V \) is a low-rank eigenvoice matrix representing speaker space, \( U \) is a low-rank eigenchannel matrix representing channel space, and \( D \) is diagonal matrix which is modeling the Gaussian noise, and \( x, y, \) and \( z \) are random vectors with a standard normal prior [17]. These vectors can be jointly computed using the joint factor analysis (JFA) approach.

In [11] Dehak et al. have shown that even though JFA is successful in increasing the performance of the recognition systems, there remains speaker variability in the channel factor. They proposed a method combining both factors in a single matrix know as T matrix.

\[ M_s = M_0 + T w \]

where \( M_0 \) is speaker and channel independent mean supervector, \( T \) is a rectangular matrix of low rank, and \( w \) is the identity vector (i-vector) and is a random variable with an standard posterior distribution. In this approach, the speaker and channel factors are combined into a single vector \( w \) in a lower dimensional space, postponing the speaker and channel factor separation task.

C. Scoring

For GMM-UBM system, given a set of feature vectors \( X \) and a speaker model \( M_{hyp} \), the similarity score is computed as

\[ score = \log p(X|M_{hyp}) - \log p(X|M_0) \]

For TVS system, an i-vector is extracted from the test utterance, and compared to the i-vector extracted from the enrollment utterance using similarity measures. In this study, similarity comparison is done using cosine distance scoring, and probabilistic linear discriminant analysis (PLDA) [6]. LDA and length normalization were used prior to PLDA in this study [12].

One of the known methods that improve the accuracy of speaker recognition systems, and emphasized by the speaker recognition community, is score fusion of multiple subsystems. Score fusion takes advantage of the fact that different systems make different mistakes, and by combining their output scores, the overall system can reduce the dependence of output decisions on the mistakes of a particular system.

In this study, we focus on simple mean, logistic regression (LR) and neural networks (NN) methods.

III. EXPERIMENT SETUP

All systems in the experiments were trained with 19 dimensional MFCC features plus log-energy coefficient along with their delta and delta-delta parameters. 25 msec window with 10 msec window shift is used for feature extraction. Static log-energy feature is excluded, making the final dimensionality of features 59. Feature warping is done on each 300 frames (3sec windows). Bi-gaussian VAD is done using same windowing parameters as feature extraction. Details of training, development and test experiments are shown below.

A. Training

For training the speaker recognition system, VoxForge online corpus [20] which is a user generated corpus is used. This decision was motivated due to huge number of speakers and short-duration of the utterances in this corpus. The corpus consists of many English dialects from native and non-native speakers. Due to a big unbalance between the dialects and genders, we decided to limit the study to only male speakers with North American English dialect. A summary of the training data is given in Table I.

This user generated corpus consists of two parts, registered speakers and anonymous speakers. Speech from registered users, were labeled based on their usernames and used for the supervised modeling steps (LDA and PLDA). For models that did not require labels, the whole data was used. Furthermore,
the maximum number of sessions per speaker was limited. Distribution of these sets are shown in Fig. 1.

A UBM consisting of 1024 gaussians was trained on all the available data. The same data was used for training of the T matrix with a rank of 500. The ranks of LDA and PLDA models were set to 150 and 75 respectively, according to the best performance achieved on the training data.

B. Development and test

To minimize the effect of channel difference and to keep the focus on duration variability, Wall Street Journal (WSJ0, and WSJ1) corpus were chosen as development and test sets respectively. To be able to analyze the effect of speech duration, a wide range of enrollment and test speech duration were targeted (0.1, 0.2, 0.5, 1, 2, 5, 10, 20, and 50 seconds). The motivation behind the aforementioned duration setup was that typically segment duration distribution follows a log normal distribution.

To generate this data, speech data of each speaker from WSJ corpus was first concatenated, then split to sessions containing 50 seconds of speech. For each speaker, one session is chosen for enrollment and maximum of 50 of the remaining sessions were used for test/development. As we want to investigate the effect of different enrollment and test durations, we randomly generate 8 shorter sessions from each session with approximately 0.1 to 20 seconds of human speech. For applying a feature warping, minimum recording duration of each part should be more than 3 seconds. By doing this, 9 set of enrollment scenarios and 9 set of test/development scenarios are created.

Details about number of speakers and number of sessions for development and tests data can be found in Table I.

For the sake of simplicity, only T-norm score normalization is done on the output of the subsystems [21]. All identification tests are done under closed-set conditions. Logistic regression (LR) score fusion is done using BOSARIS toolkit [22]. For neural network (NN) score fusion, a feed-forward network consisting 4 nodes in the hidden layer was used.

### Table I

| Corpus  | Labeled | Unlabeled | Devel | Test |
|---------|---------|-----------|-------|------|
| WSJ0    | 19009   | 9637      | 822   | 2625 |
| WSJ1    | 521     | 66        | 132   |      |

IV. Results and Discussion

Two sets of experiments were done on the test data. In the first set of experiments, all 81 sets of data were combined and accuracy of each subsystem as well as the results for score fusion using mean, LR, and NN were calculated. Score fusion models were trained using the development data. In the second experiment, LR and NN score fusion models were trained on each enrollment and development duration condition separately, creating 81 model for each system. Accordingly, the tests were done using the models trained with the corresponding enrollment and test duration, and accuracies were reported on the whole data. These results are shown in Table II. It is important to note that the high error rates in this table are caused by the very short tests durations (0.1, 0.2, 0.5, and 1 seconds). In fact, experiments with very short durations on at least one side of enrollment or test cover 69% of the total experiments.

One might expect that training a score fusion model for each duration condition will reduce the performance of the fused scores by limiting the amount of training data. However, as it is seen on the Table II the best performance achieved for speaker verification system is achieved with duration-based system, reducing the error by 1.75%.

To gain insight on the reason for this behavior, a third set of experiments are done on each duration condition, and results were reported independently. In Fig. 2, the error rates of the GMM method is shown. As expected, as the duration of test and enrollment increases, the error rate becomes lower. Due to space saving, only the results for speaker identification experiments are visualized.

To observe the effectiveness of TVS-cosine method, the relative error reduction (RER) rate of this system compared to the base GMM system is shown in Fig. 2. It can be seen that the biggest relative increase of accuracy occurred around 2 second enrollment and test, which correspond to the training distribution shown in Fig. 1. On the other hand, there is a stable increase of accuracy where the length of enrollment and test is very short, which corresponds to better modeling of TVS-cosine for these situations due to reduction of number of parameters for adaptation as mentioned before. Another interesting observation made is that the TVS-cosine fails to increase accuracy in most cases when the length of enrollment is longer than 20 seconds.

The relative error reduction of TVS-PLDA compared to TVS-cosine is visualized in Fig. 2. Here a similar effect to previous case can be observed. These results show the dependence of the accuracy gain of PLDA to the duration of enrollment and test, as well as the distribution of training data.

To see how the duration-based LR takes advantage of the dependency of performance of different systems to durations, the relative error reduction of duration-based LR compared to LR is visualized in Fig. 2. The normalized weights of 0.17, 0.37, and 0.46 were assigned to GMM, TVS-cosine, and TVS-PLDA respectively by the LR model.
In this figure, it is observable that in most of the conditions there is a small increase in the error rate. This event was expected and can be explained by significant reduction in amount of training data used for training the duration-based system compared to overall system. On the other hand, where the enrollment duration matches the distribution of training data (Fig. 1) and the duration of test is longer than 2 seconds, it can be seen that the duration-based system could reduce the error by up to 66%.

It also can be seen that even though by limiting the score fusion training data for each case we expect a lower accuracy gain in the duration-based score fusion, the extra accuracy gained comes from special conditions where the performance of the subsystems vary a lot for different duration of enrollment and test.

V. CONCLUSION AND FUTURE WORK

In this study we investigated the effect of duration of enrollment and test sets on different state-of-the-art speaker recognition systems. Furthermore, using several score fusion methods, we investigated the effect of score fusion of these speaker verification techniques, to benefit from the performance difference of different methods under different enrollment and test speech duration conditions. Based on our observations, duration-based technique performed better than the baseline overall score fusion methods. When we compared the accuracy of duration-based methods with overall baseline methods, it was observed that there is a dependency between the gained accuracy of TVs-based methods, and duration of enrollment and test sets, as well as the distribution of the data used for training the T matrix and gained accuracy of PLDA model are correlated. It was also observed that as the duration of enrollment and test recordings increases, the TVs-cosine and TVs-PLDA methods, with respect to GMM-UBM method give a lower gain in accuracy.

These observations motivate us to investigate the possibility of taking advantage of this performance difference of different systems for a more effective score fusion method. To this goal we investigated training a separate score fusion model for each duration condition, however this method could not give the expected gain in accuracy due to the fact that by splitting the available data for training score fusion, and training multiple models, the effectiveness of these models decrease. However, still some improvement in the overall accuracy of the systems was observed.

To prevent this condition, based on the dependence of the accuracy gain of TVs-cosine and TVs-PLDA methods to the duration of their training data, we hypothesized that there can be found a function for predicting the duration dependent weights of each subsystem

\[
 s = \sum_{\text{subsystems}} w_i s_i
\]

\[
 w_i = f_i(d_{\text{enroll}}, d_{\text{test}}|\Gamma_{\text{train}})
\]

where \( s \) is the final score, \( s_i \) is the output score of the \( i \)th subsystem, \( w_i \) is the corresponding weight of the \( i \)th subsystem, \( f_i \) is a subsystem specific function, mapping the duration of enrollment \( d_{\text{enroll}} \) and duration of test \( d_{\text{test}} \) and distribution of the training data \( \Gamma_{\text{train}} \) to the desired weight.

Further studies are needed to formulate such functions for each subsystem.
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