Probing Dark Matter Self-interaction with Ultra-faint Dwarf Galaxies
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Self-interacting dark matter (SIDM) has gathered growing attention as a solution to the small scale problems of the collisionless cold dark matter (DM). We investigate the SIDM using stellar kinematics of 23 ultra-faint dwarf (UFD) galaxies with the phenomenological SIDM halo model. The UFDs are DM-dominated and have less active star formation history. Accordingly, they are the ideal objects to test the SIDM, as their halo profiles are least affected by the baryonic feedback processes. We found no UFDs favor non-zero self-interaction and some provide stringent constraints within the simple SIDM modeling. Our result challenges the simple modeling of the SIDM, which urges further investigation of the subhalo dynamical evolution of the SIDM.

INTRODUCTION

Collisionless cold dark matter (CDM) has successfully explained the large scale structures of the Universe, such as the galaxy clusters (e.g. [1–4]). On smaller scales than the galaxies, however, it has been pointed out that some observed features seem to conflict with the CDM predictions (for reviews, see Refs. [5, 6]). For example, observations of the rotation curves of the gas-rich dwarf galaxies favor cored dark matter (DM) halo profiles, while the CDM predicts cuspy profiles [7–10].

Self-interacting dark matter (SIDM) [11] has gathered growing attention as a solution to those discrepancies (see also Ref. [5] for a review). The DM scattering thermalizes the inner halo and makes the isothermal cores. The SIDM provides a consistent fit to the DM halo profile of the dwarf galaxies for a scattering cross sections per unit mass \( \sigma/m \) of \( O(1) \text{ cm}^2/\text{g} \) [12–17] [18]. The required cross-section, however, has a tension with the upper limits, \( \sigma/m \lesssim 0.1–1 \text{ cm}^2/\text{g} \), obtained from the studies of merging and relaxed galaxy clusters [19–27]. Due to this tension, more interests are put on the velocity-dependent self-interaction, which evade the cluster constraints.

While the SIDM provides a consistent fit to the dwarf galaxies, however, it is still not conclusive whether the collisionless CDM cannot explain those features. The discrepancies between the observations and the CDM predictions are based on the simulations without the baryonic effects. The baryonic effects could alter the predictions and make the collisionless CDM consistent with the observations. For example, bursty star formation might cause CDM to heat up at the center of the dwarf galaxies and form the cored DM profile [28–33]. To separate those possibilities, it is ideal to investigate the DM self-interaction in the environments with fewer baryons.

In this letter, we discuss the constraints on the DM self-interaction cross-section by comparing the phenomenological modeling of the SIDM halo profile [34, 35] and the stellar kinematics of the 23 ultra-faint dwarf (UFD) galaxies. The UFDs are considered to be more DM-dominated and have less active star formation history. Besides, the typical DM velocities of the UFDs, \( v = O(10) \text{ km/s} \), are close to those of the dwarf galaxies which seem to favor the SIDM. Therefore, the UFDs are ideal environments to derive robust constraints on the velocity-dependent cross-section at the typical velocity of \( v \sim 10 \text{ km/s} \).

MODELS

The stellar motion in a DM dominated system such as a dwarf spheroidal galaxy (dSph) is governed by the DM gravitational potential, \( \Phi_{\text{DM}} \). Assuming that an UFD is a spheroidally symmetric and DM dominated steady-state system, the DM potential relates to the moments of the stellar distribution function through the Jeans equation [36]:

\[
\frac{\partial \nu(r) \sigma^2(r)}{\partial r} + \frac{2 \beta_{\text{ani}}(r) \sigma^2(r)}{r} = -\nu(r) \frac{\partial \Phi_{\text{DM}}}{\partial r}, \tag{1}
\]

where \( r \) denotes the radius from the center of the UFD and \( \nu(r) \) is the intrinsic stellar distribution. The velocity dispersions of the stars are defined by \( \sigma_r, \sigma_\theta \) and \( \sigma_\phi \) in a spherical coordinate system. Here, from spherical symmetry, we take \( \sigma_\phi = \sigma_\theta \), and the stellar orbital anisotropy is defined by \( \beta_{\text{ani}}(r) = 1 - \sigma_\theta^2/\sigma_r^2 \). In this work, we adopt a general and realistic anisotropy modeling derived by Ref. [37]:

\[
\beta_{\text{ani}}(r) = \frac{\beta_0 + \beta_\infty (r/r_s)^\eta}{1 + (r/r_s)^\eta}, \tag{2}
\]

where the four parameters are the inner anisotropy \( \beta_0 \), the outer anisotropy \( \beta_\infty \), the sharpness of the transition \( \eta \), and the transition radius \( r_s \).

Solving Eq. (1), we obtain the intrinsic velocity dispersion profiles, \( \sigma_r(r) \). However, such intrinsic dispersions
are not directly observed, and only the line-of-sight velocity distribution and the stellar surface density profile are measurable. Therefore, we integrate $\sigma_r(r)$ along the line-of-sight [36],

$$\sigma^2_{\text{iso},s}(R) = \frac{2}{\Sigma(R)} \int_R^\infty dr \left(1 - \beta_{\text{ani}}(r) \frac{R^2}{r^2}\right) \nu(r) \sigma^2_s(r) \sqrt{1 - R^2/r^2},$$  \hspace{1cm} (3)

where $R$ is a projected radius, and $\Sigma(R)$ is the surface density profile derived from the intrinsic stellar density $\nu(r)$ through an Abel transform. For the stellar density profile, we adopt the Plummer profile [38].

In order to determine the gravitational potential of the SIDM halo, we adopt the halo model in Refs. [34, 35]. In the vicinity of the center of the DM halo, we assume that the halo profile can be described by isothermal halo model,

$$h''(x) + 2 \frac{h'(x)}{x} = -e^{h(x)}, \quad \lim_{x \to 0} h(x) = \lim_{x \to 0} h'(x) = 0.$$  \hspace{1cm} (4)

Here, we define a normalized halo density, $h \equiv \ln(\rho/\rho_0)$ and a normalized radius $x = r/r_c$ ($r_c = \sigma_0/\sqrt{4\pi G \rho_0}$), where $\rho_0$ and $\sigma_0$ denote the DM density and the velocity dispersion at the center of the halo [39], respectively. On the other hand, at a larger scale than some radius $r > r_1$, we assume that the halo is described by the Navarro-Frenk-White (NFW) profile [40],

$$\rho = \frac{\rho_s}{r/r_s(1 + r/r_s)^2}.$$  \hspace{1cm} (5)

At the halo transition radius $r = r_1$, we impose continuity conditions of the density and the mass,

$$\rho_0 e^{h(x_{c1})} = \frac{\rho_s}{x_{c1}(1 + x_{c1})^2}, \quad \mathcal{R}_{\text{iso}}(r_1) = \mathcal{R}_{\text{NFW}}(r_1),$$  \hspace{1cm} (6)

where $\mathcal{R} = M(r)/(4\pi \rho^3 r^2)$ is the ratio of the mass and the density, $M(r) = \int_r^\infty d^3r' \rho(r')$ is the total halo mass within the radius $r$, $x_{c1} \equiv r_1/r_s$, and $x_s \equiv r_1/r_s$. As the central isothermal region is formed by the DM self-interaction, $r_1$ is determined by the self-interaction cross section via,

$$\rho(r_1) \frac{\langle \sigma v \rangle}{m} \simeq \rho(r_1) \frac{\sigma(v)}{m} \simeq \frac{\sqrt{\pi}}{4t_{\text{age}}}. $$  \hspace{1cm} (7)

Here, $\sigma$ is the velocity averaged scattering cross section and we have used the relation between the mean relative velocity, $\langle v \rangle$, and $\sigma_0$, $\langle v \rangle = 4\sigma_0/\sqrt{\pi}$. With Eqs. (6) and (7), we derive the isothermal profile parameters $(\rho_0, \sigma_0)$ when the NFW profile parameters $(\rho_s, r_s)$, $\sigma/m$, and $t_{\text{age}}$ are given.

When small values of $(\rho_s, r_s, \sigma/m \times t_{\text{age}})$ are given, there is a unique solution for Eqs. (6) and (7). However, there can be multiple solutions for relatively large values of $(\rho_0, r_s, \sigma/m \times t_{\text{age}})$. In that case, we choose the solution which has the minimum value of $r_s$ among the multiple solutions. This is because we assume that the SIDM halo profile gradually evolves from the NFW profile and the isothermal core, i.e., $r_s$ is smaller in the past. Note that for parameters satisfying

$$\frac{\sigma}{m} \gtrsim 9 \text{ cm}^2/\text{g} \left(\frac{0.1 M_\odot}{\rho_s}\right)^{3/2} \left(\frac{1 \text{kpc}}{r_s}\right) \left(\frac{10 \text{ Gyr}}{t_{\text{age}}}\right),$$  \hspace{1cm} (8)

there is no solution consistent with continuity conditions (6) and (7). For such a large cross-section, the description with the isothermal core + NFW outskirt is no more valid, and hence, we discard such a large cross-section in this analysis.

In Ref. [35], the 8 classical dSphs are used to investigate the DM self-interacting cross-section. There, it is required that the parameters of the NFW profiles fall in the region which encompasses those of the most massive 15 subhalos from the CDM-only simulation of Ref. [41]. This requirement is motivated to study how the SIDM ameliorates the too-big-to-fail problem of the underlying CDM-only simulation [42, 43]. In our analysis, on the other hand, we do not employ this requirement since we use the UFDs, which are not in conflict with this problem. Instead, we require that the NFW parameters satisfy the concentration-mass relation of the subhalos suggested by the simulations in Ref. [44] (see also Ref. [45]):

$$c_0^0(M_{200}, x_{\text{sub}}) = c_0 \left[1 + \sum_{i=1}^3 a_i \log_{10} \left(\frac{M_{200}}{10^8 h^{-1} M_\odot}\right)\right] \times [1 + b \log_{10}(x_{\text{sub}})],$$  \hspace{1cm} (9)

Here, $c_0 = 19.9$, $a_i = \{-0.195, 0.089, 0.089\}$, and $b = -0.54$ which are the best-fit parameters for the concentration-mass relation. $M_{200}$ is the enclosed mass within $r_{200}$ in which the spherical overdensity is 200 times the critical density of the Universe, $\rho_{\text{crit}}$, that is $M_{200} = 200 \times (4\pi/3) r_{200}^3 \rho_{\text{crit}}$. $x_{\text{sub}} \equiv r_{\text{sub}}/r_{200,\text{host}}$ is a subhalo distance from the center of a host halo divided by $r_{200}$ of the host halo. This requirement is based on the modeling of Refs. [34, 35] in which the NFW parameters should be the ones not affected by the DM self-interaction.

In order to obtain $x_{\text{sub}}$, we need to estimate $r_{200}$ of the Milky Way halo, $r_{200,\text{MW}}$. The masses of the Milky Way estimated from a variety of methods are consistent with $M_{200,\text{MW}} \simeq 1 \times 10^{12} M_\odot$, but there exists a large uncertainty with $M_{200,\text{MW}} \simeq 0.5 - 2.0 \times 10^{12} M_\odot$ [46]. Therefore, $r_{200,\text{MW}}$ associated with the mass errors also has a large uncertainty, $r_{200,\text{MW}} \simeq 210 \pm 50$ kpc. From Eq. (9), the error of $r_{200,\text{MW}}$, however, may give only a small impact on the concentration. Thus, we fix
r_{200,MW} = 210 \text{ kpc.}

\section*{DATA}

In this work, we investigate SIDM properties for 23 UFDs associated with the Milky Way (Segue 1, Segue 2, Boötes I, Hercules, Coma Bernices, Canes Venatici I, Canes Venatici II, Leo IV, Leo V, Ursa Major I, Ursa Major II, Reticulum II, Draco II, Triangulum II, Hydra II, Pisces II, Grus 1, Grus 2, Horologium I, Tucana 2, Tucana 3, Tucana 4, and Willman 1). The basic structural properties (the positions of the centers, the distances, and the half-light radii with the Plummer profile) of their galaxies are adopted from the original observation papers [47–54]. For the stellar-kinematics of their member stars, we utilize the currently available data taken from each spectroscopic observation paper [55–67]. The membership selections for each galaxy follow the methods described in the cited papers. The unresolved binary stars in a stellar kinematic sample may affect the measured velocity dispersion of our target galaxies due to binary orbital motion. However, several papers show that binary star candidates can be excluded from the member stars and suggest that such an effect is much smaller than the measurement uncertainty of the velocity. Therefore, we suppose that the effect of binaries can be negligible.

\section*{ANALYSIS AND RESULTS}

We perform the fitting with the likelihood function
\[ \log(L_{tot}) = \log(L_{\text{dis}}) + \log(L_{\text{CDM}}) + \log(L_{r_{1/2}}). \]

The contribution from the stellar kinematic data is calculated by,
\[ -2 \log(L_{\text{dis}}) = \sum_i \left[ \frac{(v_i - V)^2}{\sigma_i^2} + \log(2\pi\sigma_i^2) \right]. \]  

(10)

Here, \( i \) runs the member stars of each UFD with the line-of-sight velocity \( v_i \) and \( V \) is the mean line-of-sight velocity of the member stars. The dispersion of the line-of-sight velocity \( \sigma_i^2 \) is the squared sum of the intrinsic dispersion in Eq. (3) and the measurement error \( \epsilon_i \):
\[ \sigma_i^2 = \sigma_{i,\text{er}}^2(R_i) + \epsilon_i^2. \]

We always take \( V \) to maximize the likelihood \( L_{\text{dis}} \), i.e.,
\[ d\log(L_{\text{dis}})/dV = 0. \]

Besides, we impose the concentration-mass relation for the NFW parameters, by including the likelihood,
\[ -2 \log(L_{\text{CDM}}) = \frac{(\log_{10}(c_{200}) - \log_{10}(c_{200}^0))^2}{\sigma_{\text{CDM}}^2}. \]  

(11)

Here, \( c_{200} \) is estimated from the NFW parameters and \( c_{200}^0 \) is the median subhalo concentration-mass relation in Eq. (9) with \( \sigma_{\text{CDM}} = 0.13 \) [44].

We also add the uncertainty of the half-light radius \( r_{1/2} \) in the Plummer profile by adding 
\[ -2 \log(L_{r_{1/2}}) = (r_{1/2} - r_{1/2}^0)^2/\delta r_{1/2}^2, \]
where \( r_{1/2}^0 \) and \( \delta r_{1/2} \) are the measured value and its error, respectively.

Using the likelihood function, \( \log(L_{tot}) \), we fit the 8 parameters, \( \rho_s, r_s, \beta_0, \beta_\infty, r_\beta, \eta, r_{1/2}, \) and \( \sigma/m \). In the Bayesian analysis, we assume that the prior distributions of the NFW parameters and the half-light radius are the flat distributions of the following expressions in the ranges of
\[ -4 \leq \log_{10}(\rho_s [M_\odot/pc^3]) \leq 2, \quad 0 \leq \log_{10}(r_s, \beta [pc]) \leq 4, \quad 1 \leq \eta \leq 10, \quad 0 \leq 2\beta_{\infty} \leq 1(2) \]
and
\[ 0 \leq r_{1/2} [pc] \leq 1000, \]  
respectively. As for the SIDM cross-section, we consider the log-flat distribution in
\[ -3 \leq \log_{10}(\sigma/m \ [cm^2/g]) \leq 3. \]
We estimate the posterior distribution via Markov chain Monte Carlo by the algorithm of Ref. [68]. We also perform the fitting via maximum likelihood estimation (MLE), which provides
prior-independent constraints.

In Fig. 1, we show the fitting results of $\sigma/m$ for $t_{\text{age}} = 10$ Gyr. For the Bayesian analysis, we show the median of $\sigma/m$ with 1σ and 2σ credible intervals. The figure shows that the posterior distributions of $\sigma/m$ reach the lower limit of its prior distribution. Thus, no UFDs strongly favor non-zero self-interaction cross-section. This also means that the upper limit of $\sigma/m$ strongly depends on the prior distribution in the Bayesian analysis.

For the MLE, we estimate the 1(2)$\sigma$ confidence intervals via $-2\Delta \log(L_{\text{tot}}) = 1$ and 4. We have checked that the estimated intervals by the MLE are consistent with the bootstrap Monte-Carlo simulation. The figure again shows that no UFDs favor non-zero cross-section. In particular, the fitting results for Segue 1 and Willman 1 are consistent with zero cross-section at 1σ C.L. and provide the 2σ upper-limit $8.6 \times 10^{-2}$ cm$^2$/g and 0.39 cm$^2$/g, respectively.

In Fig. 2, we show the 1σ estimation of $(v)$-$\langle \sigma v \rangle/m$ with the MLE for Segue 1 and Willman 1, which correspond to two dimensional contours of $-2\Delta \log(L_{\text{tot}}) = 2.3$. Compared with the favored SIDM cross-section in the previous study using the dwarf irregular galaxies [9], the low surface brightness galaxies [69] (blue), and galaxy clusters [70] (green) (see Ref. [34] for details), the Segue 1 and Willman 1 place stringent upper limits.

CONCLUSION

We investigated the SIDM by using the stellar kinematics of the 23 UFD galaxies with the phenomenological modeling of the SIDM halo profile. We found all the UFD galaxies are consistent with collisionless DM.

In particular, Segue 1 and Willman 1 provide stringent constraints on the self-interacting cross-section: $\sigma/m < O(0.1)$ cm$^2$/g. As seen in Fig. 2, our result with the UFDs is in considerable tension with the DM self-interaction strength preferred by the dwarf irregular and the low surface brightness galaxies which are more affected by the baryonic feedback effects than the UFDs. In the present framework, it would not be easy to explain this discrepancy with the DM velocity dependent cross-section, as the typical velocities of the DM in the UFDs and those in the dwarf irregular galaxies are close with each other [71].

It should be emphasized that our analysis is based on the simple steady-state modeling of the SIDM in Refs. [34, 35]. If some of the UFDs are in the core-collapse phase, for example, the simple model does not describe their halo profiles properly, which could invalidate the constraints obtained in this work. (See Ref. [72] for the study of the SIDM using the classical dSphs in which the core-collapse process is taken into account semi-analytically [73].) The estimation of the core-collapse time scale of the subhalo, however, may depend on subtle dynamics such as the tidal-stripping, and hence, needs further studies [12, 13, 16, 74–78].
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