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Abstract. The goal of this series of papers is to give a new non-commutative approach to problems about the density of reductions such as the conjecture of Joshi-Rajan, and the generalization of the conjecture of Serre. In this paper, we prove integral Grothendieck Riemann-Roch which was proved by Pappas in the case \( \text{char}(k) = 0 \). As a corollary we prove an integral analogue of Kontsevich’s comparison theorem, and we show that if a smooth projective variety \( X \) has a full exceptional collection then there is an explicit formula of the motive of \( X \) up to bounded torsion.
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1. Introduction

The goal of this series of papers is to give a new non-commutative approach to problems about the density of reductions such as the conjecture of Joshi-Rajan [Jos16, Conj.4.1.1], and a generalization of the conjecture of Serre [Jos16, Conj.3.1.1]. The density of reductions is related to the representation theorem of algebraic groups via the global Langlands problem. In this article, we are interested in the comparison between Chow motives and non-commutative motives. With \( \mathbb{Q} \)-coefficient, the comparison was settled by Kontsevich [Kon09] and Tabuada [Tab14]. They showed that there is a fully faithful functor from the \( \mathbb{Q}(1) \)-orbit category of Chow motives with \( \mathbb{Q} \)-coefficients to the category of non-commutative motives with \( \mathbb{Q} \)-coefficients (see [Tab14]). This fully faithful functor arises from the Grothendieck Riemann-Roch theorem [BS58], [Man09]. The purpose of this paper is to prove an integral analogue of it via integral Grothendieck Riemann-Roch theorem.

To formulate the Grothendieck Riemann-Roch theorem [BS58], Grothendieck uses the Chern character \( \text{ch}(E) \) and Todd class \( Td(E) \) of a vector bundle \( E \) on a smooth variety. For a smooth projective variety \( X \) of dimension \( d \) over a field \( k \) and a vector bundle \( E \) on \( X \), we will see that the Chern character \( l! \cdot \text{ch}(E) \) and Todd class \( T_l \cdot Td(E) \) are well-defined in the Chow group \( \text{CH}^r(X) \) of \( X \) with integral-coefficients for any \( l \geq d \) where we set \( T_m := \prod_{p \text{ prime number}} p^{e \lfloor \frac{m}{p^e} \rfloor} \).

For natural numbers \( d \) and \( e \geq d \), we denote the category of smooth projective varieties of dimension less than or equal to \( d \) that can be embedded in the projective space \( \mathbb{P}_k^e \) by \( \text{SmProj}^{\leq d}_{(e)}(k) \).

Our main goal is the following theorem.

Theorem 1.1. (Integral Grothendieck Riemann-Roch theorem) Let \( f : X \to Y \) be a projective morphism of smooth projective varieties over a field \( k \). We assume \( X, Y \in \text{SmProj}^{\leq d}_{(e)}(k) \). Then for all \( x \in K_0(X) \) there exist an equation

\[
 f_*(l!^2 \cdot (T_l)^2 \cdot \text{ch}(x) \cdot Td(T_X)) = l!^2 \cdot (T_l)^2 \cdot \text{ch}(f_*x) \cdot Td(T_Y)
\]

in \( \text{CH}^r(Y) \) for any \( l \geq d + e \).

In the case \( \text{char}(k) = 0 \), Theorem 1.1 is can be deduced from Pappas’s integral Grothendieck Riemann-Roch [Pap07, Theorem 2.2]. His proof use resolution of singularities and Bertini’s theorem thus is not available in positive characteristic. We recall his theorem as Theorem A.1 in the appendix.

Let us mention applications of our integral Grothendieck Riemann-Roch theorem. We denote by \( \text{KM}(k) \) the category of Gillet-Soulé’s \( K \)-motives (see [GS09], or our Section 3), and we denote by \( \text{KM}^{\leq d}_{(e)}(k) \) the smallest full subcategory of \( \text{KM}(k) \) which contains the image of the functor \( \text{SmProj}^{\leq d}_{(e)}(k) \to \text{KM}(k) \).
and is closed under finite coproducts. Recall \( \text{KM}(k) \) is the idempotent completion of a category whose objects are smooth projective varieties, and for smooth projective \( X \) and \( Y \), we have \( \text{hom}_{\text{KM}(k)}(X,Y) = K_0(X \times Y) \) (see section 3). We denote by \( \text{KMM}(k) \) the category of non-commutative motives (see [Tab14]).

**Corollary 1.2.** (Integral analogue of Kontsevich’s comparison theorem) We assume that the base field \( k \) is perfect. For natural numbers \( d \) and \( e \), \( l \geq 2d + e \), there is a \( \mathbb{Z}[\frac{1}{l + 1}] \)-linear functor

\[
\Phi_{\mathbb{Z}[\frac{1}{l + 1}]} : \text{KM}^{d}_{(e)}(k)_{\mathbb{Z}[\frac{1}{l + 1}]} \to \text{Chow}(k)_{\mathbb{Z}[\frac{1}{l + 1}]} / - \otimes T_{\mathbb{Z}[\frac{1}{l + 1}]}\]

where \( T_{\mathbb{Z}[\frac{1}{l + 1}]} \) is the Tate motive. The functor \( \Phi_{\mathbb{Z}[\frac{1}{l + 1}]} \) making the following diagram commute:

\[
\begin{array}{ccc}
d\text{gc}(k) & \overset{\text{perfd}_k}{\longrightarrow} & \text{SmProj}^{d}_{(e)}(k) \\
\downarrow & & \downarrow \\
\text{KMM}(k)_{\mathbb{Z}[\frac{1}{l + 1}]} & \overset{\theta}{\longrightarrow} & \text{KM}^{d}_{(e)}(k)_{\mathbb{Z}[\frac{1}{l + 1}]} \overset{\Phi_{\mathbb{Z}[\frac{1}{l + 1}]}{\longrightarrow}}{\longrightarrow} \text{Chow}(k)_{\mathbb{Z}[\frac{1}{l + 1}]} / - \otimes T_{\mathbb{Z}[\frac{1}{l + 1}]}\end{array}
\]

where \( \theta \) is the natural fully faithful functor. After applying \( - \otimes \mathbb{Q} \), the lower row is compatible with the fully faithful functor \( \text{Chow}(k)_{\mathbb{Q}} / - \otimes T_{\mathbb{Q}} \to \text{KMM}(k)_{\mathbb{Q}} \) described in [Tab14, section 8].

This corollary generalises a generalization of Orlov’s work on motives and derived categories [Orl05].

**Corollary 1.3.** For smooth projective varieties \( X, Y \) in \( \text{SmProj}^{d}_{(e)}(k) \) and \( l \geq 2d + e \), if there is a fully faithful triangulated \( k \)-linear functor \( D^b(X) \hookrightarrow D^b(Y) \), then there is a split injective morphism

\[
M(X)_{\mathbb{Z}[\frac{1}{l + 1}]}(dY)[2dY] \hookrightarrow \bigoplus_{i=0}^{dX+dY} M(Y)_{\mathbb{Z}[\frac{1}{l + 1}]}(i)[2i]
\]

in \( \text{DM}(k, \mathbb{Z}[\frac{1}{l + 1}]) \).

By using the decomposition of a non-commutative motive of smooth proper variety which has a full exceptional collection (see [MT15, Lemma 5.1]), we obtain the following.

**Corollary 1.4.** For a smooth projective variety \( X \) in \( \text{SmProj}^{d}_{(e)}(k) \) and \( l \geq 2d + e \), if the twisted derived category of \( (X) \) has a full exceptional collection \( < E_1, E_2, ..., E_m > \), then there exist integers \( r_1, r_2, ..., r_m \in \{0, ..., \dim X \} \) giving rise to a canonical isomorphism in \( \text{DM}^\text{eff}(k) \):

\[
M(X)_{\mathbb{Z}[\frac{1}{l + 1}]} \cong \bigoplus_{i=1}^{m} \mathbb{Z}[-]^{1\over(l+1)i}[i][2r_i].
\]

We summarise the strategy of the proof of Theorem 1.1. In section 2.1 and section 2.2, we recall some of the properties of the Grothendieck group and the definition of Chern character and Todd class. In section 2.3, we define integral Chern character and integral Todd class, and in section 2.4 we prove some properties of these such as the additive formula (2.13), and the tensor product formula (2.14). In section 2.6, we prove the integral Grothendieck Riemann-Roch for sections of projective bundles. In section 2.7, we prove integral Grothendieck Riemann-Roch for projections from trivial projective bundles. In section 2.8, we recall deformation to the normal cone, and use it to prove the integral Grothendieck Riemann-Roch for closed embeddings. Finally, in 2.9, we combine the above special cases to prove the integral Grothendieck Riemann-Roch.

### 1.1. Notation and conventions.
We consider the following categories, and ring associated to a field \( k \), natural numbers \( d, e, r \), and a commutative ring \( R \). Where ever possible, we have used notation already existing in the literature.

- \( \text{SmProj}^{d}_{(e)}(k) \): the full subcategory of \( \text{SmProj}(S) \) whose objects can be embedded in \( \mathbb{P}^e_k \) and dimension of objects is less than or equal to \( d \).
\[ R_r = \mathbb{Z}[\frac{1}{r}] \]

\(\text{KM}_{(o)}^{\leq d}(k)\): the smallest full subcategory of \(\text{KM}(k)\) (see section 3) which contains the image of the functor \(\text{SmProj}_{(o)}^{\leq d}(k) \to \text{KM}(k)\) and is closed under finite coproducts

\(\text{Chow} / - \otimes T\): is the orbit category (see Section 3).

\(\text{Chow}(k) \rightarrow \text{Chow}(k) / - \otimes T\): the natural functor from \(\text{Chow}(k)\) to \(\text{Chow}(k) / - \otimes T\).

2. INTEGRAL GROTHENDIECK RIEMANN-ROCH THEOREM

We begin by recalling some of the properties of the Grothendieck group of vector bundles and coherent sheaves. This material is contained in Fulton’s book [Ful98].

2.1. Grothendieck group of vector bundles and coherent sheaves. For any scheme \(X\), we write \(K^0(X)\) for the Grothendieck group of locally free sheaves, \(K_0(X)\) denotes the Grothendieck group of coherent sheaves. There is a canonical morphism

\[ K^0(X) \to K_0(X) \]

which takes a vector bundle to its sheaf of sections. When \(X\) is smooth variety over a field \(k\) then this map is an isomorphism. For any map \(f : X \to Y\) of schemes, the pullback of bundles induces a homomorphism

\[ f^* : K^0(Y) \to K^0(X). \]

For a proper morphism \(f : X \to Y\), there is a homomorphism

\[ f_* : K_0(X) \to K_0(Y) \]

which take \([\mathcal{F}]\) to \(\Sigma_{i \geq 0} (-1)^i [R^i f_* \mathcal{F}]\). The tensor product of bundles makes \(K^0(X)\) a ring and makes \(K_0(X)\) a \(K^0(X)\)-module:

\[ K^0(X) \otimes K_0(X) \to K_0(X) \]

where \([E] \cdot [\mathcal{F}]\) goes to \([E \otimes_{O_X} \mathcal{F}]\). As with Chow groups, the projection formula holds:

\[ f_*(f^* y \cdot x) = y \cdot f_* x \in K_0(Y) \]

for a proper map \(f : X \to Y\) and \(x \in K_0(X), y \in K_0(Y)\).

2.2. Chern class. Now recall some fundamental facts about Chern classes of vector bundles, and the definition of the Chern character and Todd class.

Let \(E\) be a vector bundle on a scheme \(Y\), suppose \(f : X \to Y\) is a proper morphism. Then the projection formula

\[ (2.1) \quad f_*(c_i(f^*E) \cap x) = c_i(E) \cap f_*(x) \]

holds in the Chow group \(CH_*(Y)\) for all \(x \in CH^*(X)\), and all \(i\) (see [Ful98, Theorem 3.2(c)]). Let \(E\) be a vector bundle on a scheme \(Y\), and let \(f : X \to Y\) be a flat morphism. Then the pullback formula

\[ (2.2) \quad f^*(c_i(E) \cap y) = c_i(f^* E) \cap f^*(y) \]

holds in the Chow group \(CH_* (X)\) for all \(y \in CH_*(Y)\), and all \(i\) (see [Ful98, Theorem 3.2(d)]). For any exact sequence

\[ 0 \to E' \to E \to E'' \to 0, \]

of vector bundles, the Whitney sum

\[ (2.3) \quad c_i(E) = \Sigma_{i+j=i} c_i(E')c_j(E'') \]

holds in \(CH_*(X)\). More generally, for any filtration

\[ 0 = E_0 \subset E_1 \subset \ldots \subset E_{r-1} \subset E_r = E \]

of vector bundles, such that for \(i = 1, \ldots, r\) the \(Q_i = E_i/E_{i-1}\) are also vector bundles, the Whitney sum

\[ (2.4) \quad c_i(E) = \sum_{i_1+i_2+\ldots+i_r = i} \prod_{m=1}^{r} c_{i_m}(Q_m) \]
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Thus for a number \( m \in \mathbb{N} \), by [Hir95, Lemma 1.7.3], if we multiply the class of the Todd class \( Td(E) \in \mathbb{Q}[a_1, a_2, ..., a_r]_{d}^{\text{Sym}(r)} \) by \( l! \), we can regard \( l! \cdot \text{ch}(E) \) as an element of \( \mathbb{Z}[a_1, a_2, ..., a_r]_{d}^{\text{Sym}(r)} \):

\[
l! \cdot \text{ch}(E) \in \mathbb{Z}[a_1, a_2, ..., a_r]_{d}^{\text{Sym}(r)}.
\]

Set

\[
T_m := \prod_{p \text{ prime number}} \frac{[m]}{p^{[m/p]}},
\]

for a number \( m \in \mathbb{N} \). By [Hir95, Lemma 1.7.3], if we multiply the class of the Todd class \( Td(E) \in \mathbb{Q}[a_1, a_2, ..., a_r]_{d}^{\text{Sym}(r)} \) by \( T_1 \), we can regard \( T_1 \cdot Td(E) \) as an element of \( \mathbb{Z}[a_1, a_2, ..., a_r]_{d}^{\text{Sym}(r)} \):

\[
T_1 \cdot Td(E) \in \mathbb{Z}[a_1, a_2, ..., a_r]_{d}^{\text{Sym}(r)},
\]

and also if we multiply the class of the inverse of the Todd class \( Td(E)^{-1} \) is an exact sequence of vector bundles on \( E \) by \( T_1^{-1} \), we can regard \( T_1 \cdot Td(E)^{-1} \) as an element of \( \mathbb{Z}[a_1, a_2, ..., a_r]_{d}^{\text{Sym}(r)} \):

\[
T_1 \cdot Td(E)^{-1} \in \mathbb{Z}[a_1, a_2, ..., a_r]_{d}^{\text{Sym}(r)}.
\]

Since the product \( (T_1 \cdot Td(E)) \cdot (T_1 \cdot Td(E)^{-1}) \) is equal to \( T_1^2 \cdot 1 \in \mathbb{Z}[a_1, a_2, ..., a_r]_{d}^{\text{Sym}(r)} \), we have an equality (2.8)

\[
(T_1 \cdot Td(E)) \cdot (T_1 \cdot Td(E)^{-1}) = T_1^2 \cdot [X]
\]

in \( CH^*(X) \).

For a flat morphism \( f : X \to Y \), a vector bundle \( E \) on \( Y \) and a number \( l \geq \max \{ \dim X, \dim Y \} \), by the equation (2.2) we have

\[
l! \cdot \text{ch}(f^*E) = f^* (l! \cdot \text{ch}(E))
\]

(2.9)

\[
T_1 \cdot Td(f^*E) = f^* (T_1 \cdot Td(E))
\]

(2.10)

in \( CH^*(X) \), and for a proper morphism \( f : X \to Y \) by the projection formula (2.1) we have

\[
f_* (l! \cdot \text{ch}(f^*E) \cap \alpha) = l! \cdot \text{ch}(E) \cap f_* \alpha
\]

(2.11)

\[
f_* (T_1 \cdot Td(f^*E) \cap \alpha) = T_1 \cdot Td(E) \cap f_* \alpha
\]

(2.12)

for any \( \alpha \in CH^*(X) \).

Take \( l \geq d \). Let \( E_1 \) and \( E_2 \) be vector bundles of rank \( r_1 \) and \( r_2 \) on smooth variety \( X \), we assume there is an exact sequence of vector bundles on \( X \):

\[
0 \to E_1 \to E \to E_2 \to 0.
\]

Let us now prove \( \text{ch}(E) = \text{ch}(E_1) + \text{ch}(E_2) \). Set \( a_1, a_2, ..., a_{r_1} \) to be Chern roots of \( E_1 \), and \( b_1, b_2, ..., b_{r_2} \) to be Chern roots of \( E_2 \). By the Whitney sum (2.3), we have

\[
c_t(E) = c_t(E_1)c_t(E_2).
\]

Thus \( a_1, a_2, ..., a_{r_1}, b_1, b_2, ..., b_{r_2} \) are Chern roots of \( E \). Now consider the homogeneous polynomial

\[
T_n := \sum_{i=1}^{r_1} a_i^n + \sum_{i=1}^{r_2} b_i^n.
\]

The Chern character \( l! \cdot \text{ch}(E) \) is equal to \( \sum_{i=0}^d \frac{n!}{n!} T_n \) in \( CH^*(X) \). By the definition, we have the additive formula in \( CH^*(X) \)

\[
l! \cdot \text{ch}(E) = \sum_{i=0}^d \frac{n!}{n!} (\sum_{i=1}^{r_1} a_i^n) = \sum_{i=0}^d \frac{n!}{n!} (\sum_{i=1}^{r_2} b_i^n)
\]

(2.13)

\[
= l! \cdot \text{ch}(E_1) + l! \cdot \text{ch}(E_2).
\]

In the same way, we have the additive formula

\[
T_1^2 \cdot Td(E) = T_1 \prod_{i=1}^{r_1} (\sum_{n=0}^d \frac{(-1)^n B_n}{n!} a_i^n) \cdot T_1 \prod_{j=1}^{r_2} (\sum_{n=0}^d \frac{(-1)^n B_n}{n!} b_j^n) = T_1 \cdot Td(E_1) \cdot T_1 \cdot Td(E_2)
\]

(2.14)
in $\text{CH}^*(X)$. Thanks to the additive formula (2.13), the map
\[
\mathbb{Z}[\text{Vect}(X)] \to \text{CH}^*(X)
\]
\[\Sigma m_i E_i \mapsto \Sigma m_i \cdot l! \cdot \text{ch}(E_i)\]
induces a homomorphism of additive groups
\[\text{ch} : R^0(X) \to \text{CH}^*(X).\]

2.4. Chern character of tensor products. We set
\[\exp(l^i(\alpha)) = \sum_{n=0}^{\infty} \frac{1}{n!} \alpha^n.\]
It is easy to see that there are polynomials $f_j \in R_l[a,b]$ satisfying the product rule
(2.15)
\[\exp(l^i(a)) \exp(l^j(b)) = \exp(l^i(a + b) + \sum_{j=0}^{l+1} a^j b^{l+1-j} f_j).\]
Notice that if we consider $R[a,b]$ as a graded ring with $a$ and $b$ of degree one, then the error term
\[\sum_{j=0}^{l+1} a^j b^{l+1-j} f_j\]
has degree $\geq l + 1$.

For a vector bundle $F$ of rank $e$, and let $c_1, ..., c_e$ be Chern roots of $F$, then
\[l! \cdot \text{ch}(F) = l! \cdot \sum_{n=1}^{e} \exp(l^i(c_n))\]
in $\mathbb{Z}[c_1, c_2, ..., c_e]_{\text{Sym}(e)}$.

Lemma 2.1. Let $X$ be a smooth variety of dimension $d$ over $k$. For a vector bundle $E$ of rank $r$, and a vector bundle $E'$ of rank $r'$. Let $a_1, ..., a_r$ be Chern roots of $E$ and $b_1, ..., b_{r'}$ be Chern roots of $E'$. Then
\[a_i + b_j, \quad 1 \leq i \leq r \quad 1 \leq j \leq r'.\]
are Chern roots of $E \otimes E'$.

Proof. In the case $r = 1$ and $r' = 1$, since $c_1(E \otimes E') = c_1(E) + c_1(E')$ in $\text{CH}^*(X)$, we have
\[c_t(E \otimes E') = 1 + c_1(E)t + c_1(E')t = 1 + a_1t + b_1t = 1 + (a_1 + b_1)t.\]

By the splitting principal there is a flat projective map $f : P \to X$ and vector bundles $E_i$ and $E'_j$ on $P$ giving filtrations of vector bundles
\[0 \subset E_1 \subset \cdots \subset E_{r-1} \subset E_r = f^*E\]
and
\[0 \subset E'_1 \subset \cdots \subset E'_{r'-1} \subset E'_r = f^*E'\]
such that $L_i = E_i/E_{i-1}$ and $L'_i = E'_i/E'_{i-1}$ are line bundles for any $i$. Thanks to these filtrations, there is a bi-filtration of $f^*(E \otimes E')$ such that the each of $(i,j)$-graded piece is isomorphic to the line bundle $L_i \otimes L'_j$ on $P$. By the definition of Chern roots, we know $c_1(L_i) = a_i$ and $c_1(L'_j) = b_j$, thus we have $c_t(L_i \otimes L'_j) = 1 + (a_i + b_j)t$. By the Whitney sum 2.4 we have
\[c_t(E \otimes E') = \prod_{0 \leq i \leq r} \prod_{0 \leq j \leq r'} c_t(L_i \otimes L'_j) = \prod_{0 \leq i \leq r} \prod_{0 \leq j \leq r'} (1 + (a_i + b_j)t) \in \text{CH}^*(P)[[t]].\]
The proof is then achieved.

By the equation (2.15), if $l \geq d$ then We have that (2.16)
\[l!^2 \cdot \text{ch}(E \otimes E') = l!^2 \cdot \sum_{i=1}^{r} \sum_{j=1}^{r'} \exp(l^i(a_i + b_j)) = \left( l! \cdot \sum_{i=1}^{r} \exp(l^i(a_i)) \right) \left( l! \cdot \sum_{j=1}^{r'} \exp(l^j(b_j)) \right) = l! \cdot \text{ch}(E) \cdot l! \cdot \text{ch}(E')\]
in $\text{CH}^*(X)$.
2.5. Chern character of exterior powers. Let $a_1, \ldots, a_r$ be Chern roots of a vector bundle $E$ on a smooth variety $X$ of dimension $d$. Then the Chern polynomial of the exterior powers $\bigwedge^p E$ satisfies the following:

$$c_i(\bigwedge^p E) = \prod_{i_1 < i_2 < \cdots < i_p} (1 + (a_{i_1} + a_{i_2} + \cdots + a_{i_p})t).$$

Example 2.2. ([Full98, Example 3.2.5]) Let $a_1, \ldots, a_r$ be Chern roots of a vector bundle $E$ on smooth variety $X$ of dimension $d$. We will show the equation

$$(2.17)\quad T_l \cdot \Sigma_{p=0}^r (-1)^p \text{ch}(\bigwedge^p E) = T_l \cdot Td(E)^{-1} c_d(E)$$

in $\text{CH}^*(X)$. Since $l!$ divides $T_l$, both sides of the equation have integral coefficients. Thus it is enough to show that the equation holds in $\mathbb{Q}[a_1, a_2, \ldots, a_r]^{\text{Sym}(r)}$. Since the Chern roots of $\bigwedge^p E$ are $\{-a_{i_1} - a_{i_2} - \cdots - a_{i_p} | i_1 < i_2 < \cdots < i_p\}$, for $l \geq d$ we have

$$(2.18)\quad \Sigma_{p=0}^r (-1)^p \text{ch}(\bigwedge^p E) = \Sigma_{p=0}^r (-1)^p \sum_{i_1 < i_2 < \cdots < i_p} \exp(l)(-a_{i_1} - a_{i_2} - \cdots - a_{i_p})$$

in $\mathbb{Q}[a_1, a_2, \ldots, a_r]^{\text{Sym}(r)}$, where $\exp(l)(\alpha) = \Sigma_{n=0}^l \frac{1}{n!} \alpha^n$. By the product rule of $\exp(l)$ (see Equation (2.15)) we have

$$(2.19)\quad \Sigma_{p=0}^r (-1)^p \sum_{1 \leq i_1 < i_2 < \cdots < i_p \leq r} \exp(l)(-a_{i_1} - a_{i_2} - \cdots - a_{i_p}) = \prod_{i=1}^r (1 - \exp(l)(-a_i))$$

in $\mathbb{Q}[a_1, a_2, \ldots, a_r]^{\text{Sym}(r)}$. Recall that in $\mathbb{Q}[[x]]$ we have

$$\frac{x}{1 - \exp(-x)} = \Sigma_{n=0}^\infty \frac{(-1)^n B_n}{n!} x^n.$$ 

From this we obtain

$$x = (1 - \exp(-x)) \left( \Sigma_{n=0}^\infty \frac{(-1)^n B_n}{n!} x^n \right)$$

$$= \left( 1 - \exp(l)(-x) + f(x) \right) \left( \Sigma_{n=0}^l \frac{(-1)^n B_n}{n!} x^n + g(x) \right)$$

$$= \left( 1 - \exp(l)(-x) \right) \left( \Sigma_{n=0}^l \frac{(-1)^n B_n}{n!} x^n \right) + h(x)$$

where $f(x)$, $g(x)$ and $h(x)$ are in $(x^{l+1})\mathbb{Q}[[x]]$. This equality induces the following equality of symmetric polynomials

$$\prod_{i=1}^r (1 - \exp(l)(-a_i)) \left( \Sigma_{n=0}^l \frac{(-1)^n B_n}{n!} a_i^n \right) = a_1 a_2 \cdots a_r + Q_{d+1} + Q_{d+2} + \cdots + Q_{2r} = c_d(E) + Q_{d+1} + Q_{d+2} + \cdots + Q_{2r}$$

where the $Q_{d+i} \in \mathbb{Q}[a_1, a_2, \ldots, a_r]$ are symmetric polynomials of degree $d + i$. By the equation (2.18) and the equation (2.19), we know

$$\prod_{i=1}^r (1 - \exp(l)(-a_i)) = \Sigma_{p=0}^r (-1)^p \text{ch}(\bigwedge^p E).$$

By the definition, we know $Td(E) = \prod_{i=1}^r \Sigma_{n=0}^l \frac{(-1)^n B_n}{n!} a_i^n$. On the other hand, we know $Q_{d+i} = 0$ in $\text{CH}^*(X)_{R_{d+i}}$ thus we have the equation

$$\Sigma_{p=0}^r (-1)^p \text{ch}(\bigwedge^p E) = Td(E)^{-1} c_d(E)$$

in $\mathbb{Q}[a_1, a_2, \ldots, a_r]^{\text{Sym}(r)}$. 


2.6. Integral Grothendieck Riemann-Roch for sections of projective bundles. Let $X$ be a smooth variety of dimension $d$ over $k$, and let $N$ be a vector bundle of rank $r$ on $X$. Take $l \geq r + d$. Let $f$ be the closed immersion $X \hookrightarrow \mathbb{P}_X(N \oplus 1)$ which is the composition of the zero section $X \to N$ and canonical open immersion $N \to \mathbb{P}_X(N \oplus 1)$. Let $p$ be the natural projection $\mathbb{P}_X(N \oplus 1) \to X$.

\[
\begin{array}{c}
X \xrightarrow{f} \mathbb{P}_X(N \oplus 1) \\
\downarrow p \\
X
\end{array}
\]

In this setting we prove the following.

**Proposition 2.3.** Suppose $l \geq r + d$. For any vector bundle $E$ on $X$, the equation

\[
(2.20) \quad T_l^2 \cdot (l!)^2 \cdot Td(T_{\mathbb{P}_X(N\oplus 1)}) \cdot \text{ch}(f_*[E]) = f_*(T_l^2 \cdot (l!)^2 \cdot Td(T_X)\text{ch}(E))
\]

holds in $\text{CH}^*(\mathbb{P}_X(N \oplus 1))$.

**Proof.** Let $Q$ be the universal quotient bundle of $p$ on $\mathbb{P}_X(N \oplus 1)$ i.e.

\[
Q := p^*(N \oplus 1)/(L^\text{taut})
\]

where $L^\text{taut}$ is the tautological bundle of $p$. Let $s$ be the section of $Q$ determined by the projection of the trivial factor in $p^*(N \oplus 1)$ to $Q$. In this setting, for any vector bundle $E$ on $X$, the Koszul complex induces the following resolution of $f_*E$:

\[
0 \to \bigwedge^1 Q^\vee \otimes p^*E \to \ldots \to Q^\vee \otimes p^*E \to p^*E \to f_*E \to 0
\]

see the details in [Ful98, §15.1]. By Whitney sum formula (2.13) and the tensor product formula (2.16), we have

\[
(2.21) \quad (l!)^2 \cdot \text{ch}(f_*E) = \sum_{p=0}^{d} (-1)^p l! \cdot \text{ch}\left(\bigwedge^p Q^\vee\right) \cdot l! \cdot \text{ch}(p^*E)
\]

in $\text{CH}^*(\mathbb{P}_X(N \oplus 1))$. By Example 2.2, we have

\[
(2.22) \quad T_l \cdot \sum_{p=0}^{d} (-1)^p \text{ch}\left(\bigwedge^p Q^\vee\right) = T_l \cdot c_d(Q) \cdot Td(Q)^{-1}
\]

in $\text{CH}^*(\mathbb{P}_X(N \oplus 1))$. Since $l!$ divides $T_l$, combine the equations (2.21) and (2.22), we obtain the equality

\[
(2.23) \quad l! \cdot T_l \cdot \text{ch}(f_*E) = l! \cdot T_l \cdot c_d(Q) \cdot Td(Q)^{-1} \cdot \text{ch}(p^*E)
\]

in $\text{CH}^*(\mathbb{P}_X(N \oplus 1))$. By [Ful98, Proposition 14.1] we know

\[
(2.24) \quad f_* f^* \alpha = c_d(Q) \alpha
\]

in $\text{CH}^*(\mathbb{P}_X(N \oplus 1))$ for any $\alpha \in \text{CH}^*(\mathbb{P}_X(N \oplus 1))$, where $f^* \alpha$ is the pull-back along regular embedding $f$. Thus we have equalities

\[
(2.25) \quad l! \cdot T_l \cdot \text{ch}(f_*[E]) = l! \cdot T_l \cdot c_d(Q) \cdot Td(Q)^{-1} \cdot \text{ch}(p^*E) = f_*(f^*(T_l \cdot Td(Q)^{-1}) \cdot f^*(l! \cdot \text{ch}(p^*E))).
\]

Now since $N$ is the normal bundle of $f$, and the varieties $X$ and $\mathbb{P}_X(N \oplus 1)$ are smooth over $k$, there is an exact sequence of a vector bundle on $X$

\[
(2.26) \quad 0 \to T_X \to f^*T_{\mathbb{P}_X(N\oplus 1)} \to N \to 0.
\]

So by the equation (2.10) and the additive formula of integral Todd class (2.14), [Ful98, Proposition 6.3], we have

\[
(2.27) \quad T_l^2 \cdot Td(T_X) = T_l \cdot Td(N)^{-1} \cdot f^*(T_l \cdot Td(T_{\mathbb{P}_X(N\oplus 1)}))
\]
in \( \text{CH}^*(X) \). Now we know \( f^*p^*E = E \) and \( f^*Q = N \), so since \( l! \cdot \text{ch} \) and \( T_l \cdot Td \) commute with pull-backs along a regular embedding (see [Ful98, Proposition 6.3]), if we multiply (2.25) by \( T_l \cdot Td(T_{\mathbb{P}_X(N+1)}) \) we have the following

\[
(l! \cdot T_l \cdot \text{ch}(f_*[E])) \cdot T_l \cdot Td(T_{\mathbb{P}_X(N+1)}) \overset{(2.25)}{=} f_* \left( f^*(T_l \cdot Td(Q)^{-1}) \cdot f^*(l! \cdot \text{ch}(p^*E)) \right) \cdot T_l \cdot Td(T_{\mathbb{P}_X(N+1)})
\]

\[
\overset{\text{proj.form.}}{=} f_*(T_l \cdot Td(N)^{-1} \cdot l! \cdot \text{ch}(E) \cdot f^*(T_l \cdot Td(Td_{\mathbb{P}_X(N+1)})))
\]

\[
\overset{(2.27)}{=} f_*(T_l^2 \cdot Td(T_X) \cdot l! \cdot \text{ch}(E))
\]

in \( \text{CH}^*(\mathbb{P}_X(N+1)) \). Thus we obtain the desired equality

\[
T_l^2 \cdot (l!)^2 \cdot Td(T_{\mathbb{P}_X(N+1)}) \cdot \text{ch}(f_*[E]) = f_*(T_l^2 \cdot (l!)^2 \cdot Td(T_X) \cdot \text{ch}(E))
\]

in \( \text{CH}^*(\mathbb{P}_X(N+1)) \). \( \square \)

### 2.7. Integral Grothendieck Riemann-Roch for projections.

For smooth projective varieties \( X \) and \( Y \) over \( k \), we consider the map

\[
K_0(X) \otimes K_0(Y) \rightarrow K_0(X \times Y)
\]

\[
[E] \otimes [G] \mapsto [p^*E \otimes q^*G]
\]

where \( p \) is the projection \( X \times Y \rightarrow X \) and \( q \) is the projection \( X \times Y \rightarrow Y \), and the map

\[
\text{CH}^*(X) \otimes \mathbb{Z} \rightarrow \text{CH}^*(X \times Y)
\]

\[
Z \otimes W \mapsto p^*Z \otimes q^*W
\]

Consider the composition

\[
\psi : K_0(X) \otimes K_0(Y) \rightarrow K_0(X \times Y) \xrightarrow{p_*} K_0(X)
\]

and the composition

\[
\phi : \text{CH}^*(X) \otimes \mathbb{Z} \rightarrow \text{CH}^*(X \times Y) \xrightarrow{p_*} \text{CH}^*(X).
\]

For a vector bundle \( E \) on \( X \) and a vector bundle \( G \) on \( Y \), by the projection formula, we have

\[
(2.28) \quad \psi(E \otimes G) = p_* (p^*E \otimes q^*G) = E \otimes p_*q^*G
\]

in \( K_0(X) \). Let us study \( p_*q^*G \).

#### Lemma 2.4.

Consider the Cartesian diagram of Noetherian schemes

\[
\begin{array}{ccc}
N' & \xrightarrow{h'} & N \\
g' \downarrow & & \downarrow g \\
M' & \xrightarrow{h} & M
\end{array}
\]

where \( g \) is proper. If \( h \) is flat, then there is an equation

\[
h^*g_\alpha = g'_*h'^*\alpha
\]

in \( K_0(M') \) for any \( \alpha \in K_0(N) \).

**Proof.** It is enough to show that

\[
h^*R^ig_\alpha F \simeq R^ig'_*h'^*F
\]

for any \( i \in \mathbb{Z} \) and any coherent sheaf \( F \) on \( N \). This isomorphism holds in the case \( h \) is flat. \( \square \)

We denote the structure map of \( X \) by \( f \), the structure map of \( Y \) by \( g \).

\[
\begin{array}{ccc}
X \times Y & \xrightarrow{q} & Y \\
p \downarrow & & \downarrow g \\
X & \xrightarrow{f} & \text{Spec } k
\end{array}
\]
For a vector bundle $G$ on $Y$, by the definition of push-forward for the Grothendieck group, we have
\begin{equation}
\label{2.29}
g_*G = (\Sigma_{i=0}^\infty (-1)^i \dim_k H^i(Y, G)) \cdot [\mathcal{O}_{\text{Spec}k}] \in K_0(\text{Spec} k).
\end{equation}
By Lemma 2.4 and the equation (2.29), we have
\begin{equation}
\label{2.30}
p_*q^*G = f^*g_*G = (\Sigma_{i=0}^\infty (-1)^i \dim_k H^i(Y, G)) \cdot [\mathcal{O}_X]
\end{equation}
in $K_0(X)$. Combine the equations (2.28) and (2.30), we have
\begin{equation}
\label{2.31}
\psi(E \otimes G) \equiv E \otimes p_*q^*G \equiv (\Sigma_{i=0}^\infty (-1)^i \dim_k H^i(Y, G)) \cdot E
\end{equation}
in $K_0(X)$.

Since $\text{ch}$ and $\text{Td}$ commute with pull-backs, (2.9) and (2.10) respectively, and $T_{X \times Y} \cong p^*T_X \oplus q^*T_Y$ and the additive formula for Todd classes (2.14) and tensor product formula for Chern character (2.16) we have
\begin{equation*}
p^* \left( l! \cdot \text{ch}(E) \cdot T_l \cdot Td(T_X) \right) \cdot q^* \left( l! \cdot \text{ch}(G) \cdot T_l \cdot Td(T_Y) \right) = \left( (l!)^2 \cdot \text{ch}(p^*E \otimes q^*G) \right) \cdot T_l^2 \cdot Td(p^*T_X \oplus q^*T_Y)
\end{equation*}
in $\text{CH}^*(X \times Y)$ for any vector bundle $E$ on $X$ and any vector bundle $G$ on $Y$. Thus the diagram
\begin{equation}
\begin{array}{ccc}
K_0(X) \otimes K_0(Y) & \xrightarrow{\text{proj}} & \text{CH}^*(X) \otimes \mathbb{Z} \text{CH}^*(Y) \\
\downarrow p^*(-) \oplus q^*(-) & & \downarrow (l!)^2 \cdot T_l^2 \cdot Td(T_{X \times Y}) \\
K_0(X \times Y) & \xrightarrow{\text{proj}} & \text{CH}^*(X \times Y)
\end{array}
\end{equation}
commutes.

For a cycle $Z$ on $X$, a cycle $W$ on $Y$, by the projection formula of cycles, we have
\begin{equation}
\label{2.33}
\phi(Z \otimes W) = p_* (p^*Z \cdot q^*W) = Z \cdot p_*q^*W.
\end{equation}
We denote by $W_0$ the 0-dimensional part of $W$. Then by the definition of the flat pull-back of cycles and proper push-forward of cycles, we have
\begin{equation}
\label{2.34}
p_*q^*W = (\deg W_0) \cdot [X]
\end{equation}
By the equations (2.33), we have
\begin{equation}
\label{2.35}
\phi(Z \otimes W) = (\deg W_0) \cdot [Z].
\end{equation}

**Proposition 2.5.** If $Y = \mathbb{P}^m$ and $l \geq \dim X + m$, then the equation
\begin{equation*}
(\text{(l!)^2} \cdot T_l^2 \cdot \text{ch}(p_*x) \cdot Td(T_X)) = p_* \left( (\text{(l!)^2} \cdot T_l^2 \cdot \text{ch}(x) \cdot Td(T_{X \times Y})) \right)
\end{equation*}
holds in $\text{CH}^*(X)$ for any $x \in K_0(X \times Y)$.

**Proof.** Consider $Y = \mathbb{P}^m$. The Grothendieck group $K_0(Y)$ is generated by $[\mathcal{O}(n)]$, $n \geq 0$ (see [Ful98, Example 15.1.1]). For a vector bundle $E$ on $X$, by (2.31) we have
\begin{equation}
\label{2.36}
l! \cdot \text{ch}(\psi([E] \otimes [\mathcal{O}(n)])) \cdot T_l \cdot Td(T_X) = \chi(\mathbb{P}^m, \mathcal{O}(n)) \cdot l! \cdot \text{ch}([E]) \cdot T_l \cdot Td(T_X).
\end{equation}
Also by the equation (2.35), we have
\begin{equation}
\label{2.37}
\phi(l! \cdot \text{ch}(E) \cdot T_l \cdot Td(T_X) \otimes l! \cdot \text{ch}(\mathcal{O}(n)) \cdot T_l \cdot Td(T_{\mathbb{P}^m}))
\end{equation}
\begin{equation*}
= \deg \left( (l! \cdot \text{ch}(\mathcal{O}(n)) \cdot T_l \cdot Td(T_{\mathbb{P}^m})))_0 \right) \cdot l! \cdot \text{ch}([E]) \cdot T_l \cdot Td(T_X).
\end{equation*}
By Hirzebruch Riemann-Roch theorem we have
\begin{equation}
\label{2.38}
\chi(\mathbb{P}^m, \mathcal{O}(n)) = \deg \left( (\text{ch}(\mathcal{O}(n)) \cdot Td(T_{\mathbb{P}^m})))_0 \right).
\end{equation}
By equations (2.36), (2.37) and (2.38) we obtain that
\begin{equation*}
\text{ch}(\psi([E] \otimes [\mathcal{O}(n)])) \cdot Td(T_X) = \phi(\text{ch}(E) \cdot Td(T_X) \otimes \text{ch}(\mathcal{O}(n)) \cdot Td(T_{\mathbb{P}^m})).
\end{equation*}
i.e. in the following diagram

\[
\begin{array}{ccc}
K_0(X) \oplus K_0(Y) & \xrightarrow{\psi} & K_0(X \times Y) \\
\downarrow & & \downarrow p_* \\
K_0(X) & \xrightarrow{(l!)^2 \cdot \text{ch}(-) \cdot Td(T_X)} & \text{CH}^*(X)
\end{array}
\]

the outer square and the upper square are commutative (see (2.32)). Since we take \( Y = \mathbb{P}^m \) the map \( K_0(X) \otimes K_0(Y) \rightarrow K_0(X \times Y) \) is surjective (see [Ful98, example 15.1.1]), so the lower square in the diagram also commutes. Hence we obtain that

\[(l!)^2 \cdot T^2_{\ast} \cdot \text{ch}(p_\ast x) \cdot Td(T_X) = p_\ast((l!)^2 \cdot T^2_{\ast} \cdot \text{ch}(x) \cdot Td(T_{X \times Y})) \]

in \( \text{CH}^*(X) \).

**2.8. Integral Grothendieck Riemann-Roch for closed embeddings.** Let \( f : X \rightarrow Y \) be a closed immersion of quasi-projective varieties over field \( k \). We denote the normal cone of \( f \) by \( C_X Y \), and the zero-section \( X \rightarrow C_X Y \) by \( s \). In this setting, there is a quadruple \( (M, \varrho, q, F) \) (see [Ful98, Chapter 5]):

\[(2.39) X \times \mathbb{P}^1 \xrightarrow{F} M \xrightarrow{q} \mathbb{P}^1 = \text{Proj} k[t_0, t_1] \xrightarrow{\varrho} Y \]

satisfying followings

- \( M \) is the blowing up of \( Y \times \mathbb{P}^1 \) along \( X \times \{\infty\} \)
- \( \varrho \) is flat.
- \( F \) is a closed immersion
- Over \( \mathbb{P}^1 \setminus \{\infty\} = \mathbb{A}^1, \varrho^{-1}(\mathbb{A}^1) = Y \times \mathbb{A}^1 \) and the closed embedding \( \varphi \) is the trivial embedding \( X \times \mathbb{A}^1 \rightarrow Y \times \mathbb{A}^1 \).
- Over \( \{\infty\} \), \( \varphi \) is \( s : X \rightarrow C_X Y \).
- The composition of maps \( p \circ \varphi \) is equal to the composition of maps \( X \times \mathbb{P}^1 \xrightarrow{pr_1} X \xrightarrow{i} Y \).
- The divisor \( M_\infty = \varrho^{-1}(\infty) \) is the sum of two effective Cartier divisors:

\[ M_\infty = \mathbb{P}_X(C_X Y \oplus 1) + \tilde{Y} \]

where \( \tilde{Y} \) is the blowing up of \( Y \) along \( X \).

**Example 2.6.** ([Ful98, Example 5.1.1]) Assume \( Y \) is quasi-projective variety over a field \( k \). Let \( i : Y \rightarrow M \) be the closed embedding of \( Y \) at \( t_0/t_1 = 0 \), and \( j \) (resp. \( k \)) is the canonical embedding of \( \mathbb{P}_X(C_X Y \oplus 1) \) (resp. \( \tilde{Y} \)) in \( M \) over \( t_1/t_0 = 0 \). Then

\[ i_*[Y] = j_*[\mathbb{P}_X(C_X Y \oplus 1)] + k_*[\tilde{Y}] \]

in \( \text{CH}^*(M) \), where \([-]\) indicates the cycle associated to a closed subvariety.

We trace the discussion in [Ful98, 15.2]. Let \( f : X \rightarrow Y \) be a closed embedding of smooth projective varieties, \( d_X \) be the dimension of \( X \), and \( d_Y \) be the dimension of \( Y \). Take \( l \geq d_Y \). We prove the following.

**Proposition 2.7.** Suppose \( l \geq d_Y \). Then for any vector bundle \( E \) on \( X \) there is an equality

\[(2.40) (l!)^2 \cdot T^2 \cdot \text{ch}(f_\ast E) Td(T_Y) = (l!)^2 \cdot T^2 \cdot f_\ast(\text{ch}(E) Td(T_X)) \]

in \( \text{CH}^*(Y) \).
Proof. Consider the quadruple \((M, g, p, F)\) (see (2.39)). There is a commutative diagram

\[
\begin{array}{ccc}
X & \xrightarrow{\mathcal{F}} & \mathbb{P}_X(N \oplus 1) + \tilde{Y} \\
\downarrow & & \downarrow \\
\mathbb{P}^1 & \xrightarrow{\mathcal{G}} & \mathbb{P}^1
\end{array}
\]

where \(N\) is the normal cone of \(f\), and \(p\) is the natural projection, \(i_\infty\) (resp. \(i_0\)) is \(\{\infty\}\)-section (resp. \(\{0\}\)-section), \(j_0\) is the natural embedding \(g^{-1}(\{0\}) = Y \hookrightarrow M\) and \(j_\infty\) is the natural embedding \(g^{-1}(\{\infty\}) = M^\infty \hookrightarrow M\). We denote the natural embedding \(\tilde{Y} \hookrightarrow M\) by \(g\). We note that \(\dim \mathbb{P}_X(N \oplus 1) = d_Y\), \(\dim \tilde{Y} = d_Y\) and \(\dim M = d_Y + 1\), every square in the diagram is Cartesian. Let \(E\) be a vector bundle on \(X\). Let \(\tilde{E} := p^*E\), and choose a resolution \(G_*\) of \(F_*\) on \(M\):

\[
(2.41) \quad 0 \to G_n \to G_{n-1} \to \ldots \to G_0 \to F_* (\tilde{E}) \to 0.
\]

We note \(\varnothing \circ F : \mathbb{P}^1 \to \mathbb{P}^1\) and \(\varnothing : M \to \mathbb{P}^1\) are fit, and since \(\tilde{E}\) is a vector bundle on \(X \times \mathbb{P}^1\) thus \(F_* \tilde{E}\) is flat over \(\mathbb{P}^1\). We know the exact sequence (2.41) consists of coherent sheaves which are flat over \(\mathbb{P}^1\). Thus the restriction of the exact sequence (2.41) to the fibers \(j_0 : Y \hookrightarrow M\) and \(j_\infty : M^\infty \hookrightarrow Y\) remain exact, we know \(j_0^* G_*\) is a resolution of \(j_0^* F_* (\tilde{E})\) and We know \(j_\infty^* G_*\) is a resolution of \(j_\infty^* F_* (\tilde{E})\).

Since we have \(\tilde{E} = p^*E\), \(p \circ i_\infty = \text{id}_X\), we obtain an equality of coherent sheaves:

\[
(2.42) \quad j_\infty^* F_* \tilde{E} = f_* i_\infty^* \tilde{E} = f_* i_0^* p^* E = f_* E.
\]

Since we know \(j_0^* G_*\) is a resolution of \(j_0^* F_* (\tilde{E})\), thus \(j_\infty^* G_*\) is the resolution of \(f_* E\). Also we know \(\tilde{E} = p^*E\) and \(p \circ i_\infty = \text{id}_X\), we have an equality of coherent sheaves:

\[
(2.43) \quad j_\infty^* F_* \tilde{E} = \mathcal{F}_* \mathcal{F}_\infty^* \tilde{E} = \mathcal{F}_* \mathcal{F}_0^* \mathcal{F} \to \tilde{E} = \mathcal{F}_* \mathcal{F} \to \tilde{E}.
\]

Since we know \(j_\infty^* G_*\) is the resolution of \(j_\infty^* F_* (\tilde{E})\), thus \(j_\infty^* G_*\) is the resolution of \(\mathcal{F}_* \tilde{E}\).

Since \(\mathcal{F}(X)\) is disjoint with \(\tilde{Y}\), thus \(k^* G_*\) is the resolution of \(\mathcal{F}_* \tilde{E}\) on \(\mathbb{P}_X(N \oplus 1)\), and \(g^* G_*\) is acyclic.

By the projection formula (2.11) we have

\[
(2.44) \quad j_0_* (l! \cdot \text{ch}(f_* E)) = j_0_* (l! \cdot \text{ch}(j_0^* G_*)) \overset{\text{proj.form}}{=} l! \cdot \text{ch}(G_*) \cap j_0_* [Y].
\]

By example 2.6, we know

\[
(2.45) \quad l! \cdot \text{ch}(G_*) \cap j_0_* [Y] = l! \cdot \text{ch}(G_*) \cap (k_* [\mathbb{P}_X(N \oplus 1)] + g_* [\tilde{Y}]).
\]

Continuing, with the projection formula (2.11) for \(k\) and \(g\), since we know \(g^* G_*\) is acyclic, we have

\[
(2.46) \quad l! \cdot \text{ch}(G_*) \cap (k_* [\mathbb{P}_X(N \oplus 1)] + g_* [\tilde{Y}]) \overset{\text{proj.form}}{=} k_* (l! \cdot \text{ch}(k^* G_*)) + g_* (l! \cdot \text{ch}(g^* G_*)) = k_* (l! \cdot \text{ch}(\mathcal{F}_* \tilde{E})).
\]

Let \(Q\) be the universal quotient bundle of the projection \(\mathbb{P}_X(N \oplus 1) \to X\) on \(\mathbb{P}_X(N \oplus 1)\). Since we assume \(l \geq d_Y = \dim \mathbb{P}_X(N \oplus 1) = d_X + \text{rank}\ N\), thus by by the equation (2.25) and \(\mathcal{F} Q = N\), we have

\[
(2.47) \quad l! \cdot T_1 \cdot \text{ch}(\mathcal{F}_* \tilde{E}) = \mathcal{F}_* (l! \cdot T_1 \cdot \text{ch}(E))
\]

in \(\text{CH}^*(\mathbb{P}_X(N \oplus 1))\). Now we have the following equations:

\[
(2.48) \quad j_0_* (l! \cdot T_1 \cdot \text{ch}(f_* E)) = l! \cdot T_1 \cdot \text{ch}(G_*) \cap j_0_* [Y]
\]

\[
(2.49) \quad l! \cdot T_1 \cdot \text{ch}(G_*) \cap (k_* [\mathbb{P}_X(N \oplus 1)] + g_* [\tilde{Y}])
\]

\[
(2.50) \quad l! \cdot T_1 \cdot k_* (\text{ch}(\mathcal{F}_* \tilde{E}))
\]

\[
(2.51) \quad l! \cdot T_1 \cdot k_* (\text{ch}(E))
\]
in $\text{CH}^*(M)$. Let $q$ be the composition of the blowing down $M \to Y \times \mathbb{P}^1$ followed by the projection to $Y$. Since $q \circ j_0 = \text{id} Y$ and $q \circ k \circ \overline{f} = f$, applying $q_*$ to (2.48), we deduce
\[(2.49) \quad l! \cdot T_l \cdot \text{ch}(f_* E) = f_*(l! \cdot T_l \cdot Td(N)^{-1} \cdot \text{ch}(E)).\]

Since $N$ is the normal cone of $f$, by the additive formula of integral Todd class, we have
\[T_l^2 \cdot Td(T_X) = T_l \cdot Td(N)^{-1} \cdot T_l \cdot f^* Td(T_Y),\]
and by the projection formula, we obtain
\[T_l^2 \cdot f_* Td(T_X) = T_l \cdot f_* Td(N)^{-1} \cdot T_l \cdot Td(T_Y).\]

Thanks to this equation, if we multiply the equation (2.49) by $T_l \cdot Td(T_Y)$ then we obtain
\[l! \cdot T_l^2 \cdot \text{ch}(f_* E) \cdot Td(T_Y) = f_*(l! \cdot T_l^2 \cdot Td(N)^{-1} \cdot \text{ch}(E)) \cdot T_l \cdot Td(T_Y) = f_*(l! \cdot T_l^2 \cdot \text{ch}(E) \cdot Td(T_X)).\]

This is what we want. \(\square\)

2.9. Proof of Integral Grothendieck Riemann-Roch.

**Theorem 2.8 (Integral Grothendieck Riemann-Roch).** Let $f : X \to Y$ be a projective morphism of smooth projective varieties over a field $k$. We assume $X, Y \in \text{Sm Proj}^\leq(k)$. Then for all $x \in K_0(X)$
\[f_*(l!)^2 \cdot T_l^2 \cdot \text{ch}(x) Td(T_X)) = (l!)^2 \cdot T_l^2 \cdot \text{ch}(f_* x) Td(T_Y)\]
in $\text{CH}^*(Y)$ for any $l \geq d + e$.

**Proof.** We fix a closed immersion $i : X \to \mathbb{P}^e_k$. Then the projective map $f$ induces a closed embedding
\[\overline{f} : X \xrightarrow{(f,i)} Y \times \mathbb{P}^e\]
and a projection
\[p : Y \times \mathbb{P}^e \to Y.\]
such that $f = p \circ \overline{f}$. In Proposition 2.7, we proved that for $l \geq d + e \geq \dim Y + e$ there is an equality
\[p_*(l!)^2 \cdot T_l^2 \cdot \text{ch}(y) Td(T_Y) = (l!)^2 \cdot T_l^2 \cdot \text{ch}(p_* y) Td(T_Y)\]
in $\text{CH}^*(Y \times \mathbb{P}^e)$ for any $x \in K_0(X)$. In Proposition 2.5, we proved that for $l \geq d + e \geq \dim Y + e$ there is an equality
\[p_*(l!)^2 \cdot T_l^2 \cdot \text{ch}(y) Td(T_Y) = (l!)^2 \cdot T_l^2 \cdot \text{ch}(p_* y) Td(T_Y)\]
in $\text{CH}^*(Y)$ for any $y \in K_0(Y \times \mathbb{P}^e)$. Combining these two equalities with $y = f_* x$, we obtain the claim. \(\square\)

3. Integral analogue of Kontsevich’s comparison theorem

In this section we assume that the base field $k$ is perfect, we prove integral Kontsevich’s comparison by using our integral Grothendieck Riemann-Roch theorem. To prove the result, we use the following map called integral Mukai vector.

Let us recall the category $\text{KM}(k)$ of Gillet-Soulé’s $K$-motives from [GS09, Def.5.1, 5.4, 5.6]. The category $\text{KM}(k)$ is the idempotent completion of the category whose objects are the regular projective $k$-varieties over $k$ and whose morphisms, for regular projective $k$-varieties $X, Y$, are given by
\[\text{KM}(k)(X, Y) := K_0(X \times Y).\]

Composition is defined as follows:
\[\text{KM}(k)(X, Y) \times \text{KM}(k)(Y, Z) \to \text{KM}(k)(X \times Z) \quad [F] \times [G] \mapsto p_{13*} [p_{12}^* F \otimes p_{23}^* G].\]

The identity of $X$ is given by the object in $\text{KM}(k)(X, X)$ corresponding to $[\Delta_X, O_X] \in K_0(X \times X)$ where $\Delta_X$ is the diagonal morphism of $X$. 
Let $T \in \text{Chow}(k)$ be the Tate motive. Let us recall the orbit category $\text{Chow}(k)/-\otimes T$. The orbit category $\text{Chow}(k)/-\otimes T$ has same objects as $\text{Chow}(k)/-\otimes T$. Its morphisms from $M$ to $N$ are in bijection with

$$\bigoplus_{i \in \mathbb{Z}} \text{hom}_{\text{Chow}}(M, N \otimes T^i).$$

For a morphism $f \in \text{hom}_{\text{Chow}/-\otimes T}(M, N)$, we denote by $f_i$ the $i$-th component of $f$. Given objects $M, N$ and $K$ and morphisms

$$f = \{f_i\}_{i \in \mathbb{Z}} \in \bigoplus_{i \in \mathbb{Z}} \text{hom}_{\text{Chow}}(M, N \otimes T^i) \quad g = \{g_i\}_{i \in \mathbb{Z}} \in \bigoplus_{i \in \mathbb{Z}} \text{hom}_{\text{Chow}}(N, K \otimes T^i),$$

the $l$-th component of the composition $g \circ f$ is the finite sum

$$(3.1) \quad \sum_{r \in \mathbb{Z}} (g_{l-r} \otimes T^r) \circ f_r.$$

The identity $(\text{id}_M)$ of $M$ in $\text{Chow}/-\otimes T$ is given by $\text{id}_M \in \text{hom}_{\text{Chow}}(M, M) \subset \text{hom}_{\text{Chow}/-\otimes T}(M, M)$, i.e. $(\text{id}_M)_0 = \text{id}_M$ and $(\text{id}_M)_j = 0$ for any $j \neq 0$.

**Theorem 3.1.** We assume that the base field $k$ is perfect. For natural numbers $d$, $e$, and $l \geq 2d + e$, there is a $\mathbb{Z}[\frac{1}{l+1}]$-linear functor

$$\Phi_{\mathbb{Z}[\frac{1}{l+1}]} : \text{KM}^{\leq d}_{(e)}(k)_{\mathbb{Z}[\frac{1}{l+1}]} \rightarrow \text{Chow}(k)_{\mathbb{Z}[\frac{1}{l+1}]} / -\otimes \mathbb{T}_{\mathbb{Z}[\frac{1}{l+1}]}$$

where $\mathbb{T}_{\mathbb{Z}[\frac{1}{l+1}]}$ is the Tate motive. Moreover there is a natural fully faithful functor $\Theta : \text{KM}^{\leq d}_{(e)}(k)_{\mathbb{Z}[\frac{1}{l+1}]} \rightarrow \text{KMM}(k)_{\mathbb{Z}[\frac{1}{l+1}]}$ and the functor $\Phi_{\mathbb{Z}[\frac{1}{l+1}]}$ makes the following diagram commute:

$$
\begin{array}{ccc}
\text{dgcat}(k) & \xrightarrow{\text{perf}_{d_0}(-)} & \text{Sm Proj}^{\leq d}_{(e)}(k) \\
U & \downarrow & \\
\text{KMM}(k)_{\mathbb{Z}[\frac{1}{l+1}]} & \xrightarrow{\Theta} & \text{KM}^{\leq d}_{(e)}(k)_{\mathbb{Z}[\frac{1}{l+1}]} \xrightarrow{\Phi_{\mathbb{Z}[\frac{1}{l+1}]}} \text{Chow}(k)_{\mathbb{Z}[\frac{1}{l+1}]} / -\otimes \mathbb{T}_{\mathbb{Z}[\frac{1}{l+1}]} \\
\end{array}
$$

where $\text{KMM}(k)$ is the category of non-commutative motives (see [Tab14]). After applying $-\otimes \mathbb{Q}$, the lower row is compatible with the fully faithful functor $\text{Chow}(k)_\mathbb{Q} / -\otimes \mathbb{T}_\mathbb{Q} \rightarrow \text{KMM}(k)_\mathbb{Q}$ described in [Tab14, section 8].

**Proof.** For simplicity of notation we write $R$ instead of $\mathbb{Z}[\frac{1}{l+1}]$. Let us start with the functor $\Theta$. Since $l!$ and $T_l$ are invertible elements in $R$, and $T_l \cdot Td(E)$ and $l! \cdot \text{ch}(E)$ have integer coefficients for any vector bundle $E$ on $X$, thus $\text{ch}(E)$ and $Td(E)$ are well defined in $\text{CH}^*(X)_R$. For a smooth projective variety $X \in \text{KM}^{\leq d}_{(e)}(k)_R$, we define $\Theta(X) = U(X)$, and for a morphism $a \in \text{KM}(k)(X,Y)_R = K_0(X \times Y)_R$ we define $\Theta(a) = a \in K_0(X \times Y)_R = \text{KMM}(U(X),U(Y))$ (see [MT15]). Obviously $\Theta$ is a $R$-linear fully faithful functor.

Let us consider $\Phi_R$. For a smooth projective variety $X$, we define $\Phi_R(X) = \pi(M(X)_R)$. For a morphism $\alpha \in \text{KM}(X \times Y)_R = K_0(X \times Y)_R$, we define

$$\Phi_R(\alpha) = \tau(l)_{(\alpha)} = \text{ch}(\alpha) \cdot p_2^* Td(T_Y) \in \text{CH}^*(X \times Y) = \text{Chow}(k)_R / -\otimes T_R(X,Y)$$

where $p_2$ is the projection $X \times Y \rightarrow Y$. Let us show that $\Phi_R$ satisfies the functoriality conditions. Consider a triple of smooth projective varieties $(X,Y,Z)$ in $\text{Sm Proj}^{\leq d}_{(e)}(k)$ and correspondences $a \in K_0(X \times Y)_R$.
and \( b \in K_0(Y \times Z)_R \).

We denote the projection \( X \times Z \to X \) by \( r_X \) and \( X \times Z \to Z \) by \( r_Z \). By the definition of \( \Phi_R \), we have an equality

\[
\Phi_R(b \circ a) = \text{ch} \left( \pi_{13}^* (p_{12}^* a \otimes p_{23}^* b) \right) \cdot r_Z^* Td(T_Z)
\]

in \( \text{CH}^*(X \times Z)_R \). The morphism \( \pi_{13} \) can be decomposed in to an immersion \( X \times Y \times Z \to X \times Z \times \mathbb{P}^e \) and a projection \( X \times Z \times \mathbb{P}^e \to X \times Z \), thus thanks to integral Grothendieck Riemann-Roch for closed embeddings (Proposition (2.7)) and projections (Proposition (2.5)), for \( l \geq 2d + e \) we have an equation

\[
\text{ch} \left( \pi_{13}^* (p_{12}^* a \otimes p_{23}^* b) \right) \cdot Td(T_X \times Y \times Z) = \pi_{13}^* \left( \text{ch}(p_{12}^* a \otimes p_{23}^* b) \cdot Td(T_X \times Y \times Z) \right)
\]

in \( \text{CH}^*(X \times Z)_R \). Thus by combining equations (3.2) and (3.3) we have an equality

\[
\Phi_R(b \circ a) = \pi_{13}^* \left( \text{ch}(p_{12}^* a \otimes p_{23}^* b) \cdot Td(T_X \times Y \times Z) \right) \cdot Td(T_X \times Z)^{-1} \cdot r_Z^* Td(T_Z)
\]

in \( \text{CH}^*(X \times Z)_R \). Since we know \( r_X^* T_X \oplus r_Z^* T_Z = T_X \times Z \), we have

\[
\Phi_R(b \circ a) = \pi_{13}^* \left( \text{ch}(p_{12}^* a \otimes p_{23}^* b) \cdot Td(T_X \times Y \times Z) \right) \cdot r_X^* Td(T_X)^{-1}
\]

Since we know \( p_{12}^* r_X^* T_X = \pi_{13}^* r_X^* T_X \) and \( p_{12}^* r_Y^* T_Y \oplus p_{23}^* r_Z^* T_Z = T_X \times Y \times Z \).

By using this equation, we have

\[
\Phi_R(b \circ a) = \pi_{13}^* \left( \text{ch}(p_{12}^* a \otimes p_{23}^* b) \cdot p_{12}^* p_Y^* Td(T_Y) \cdot p_{23}^* r_Z^* Td(T_Z) \right)
\]

By the Grothendieck Riemann-Roch for closed embedding (Proposition 2.7), we have an equation

\[
\Phi_R(\Delta_* [O_X]) = \Delta_* (\text{ch}([O_X]) \cdot Td(T_X)) \cdot Td(T_X)^{-1} \cdot p_1^* Td(T_X)
\]

in \( \text{CH}^*(X \times X)_R \). We know \( T_{X \times X} = p_1^* T_X \oplus p_2^* T_X \), thus we have an equation

\[
\Phi_R(\Delta_* [O_X]) = \Delta_* (\text{ch}([O_X]) \cdot Td(T_X)) \cdot p_1^* Td(T_X)^{-1}
\]
By the projection formula \((2.12)\), we have an equation
\[
\Phi_R(\Delta_*[O_X]) = \Delta_*\left(\text{ch}(O_X) \cdot Td(T_X)\right) \cdot p_1^*Td(T_X)^{-1}
\]
with \(\text{proj.form} = \Delta_*\left(\text{ch}(O_X) \cdot Td(T_X) \cdot \Delta^*p_1^*Td(T_X)^{-1}\right)\)
\[p_1 \circ \Delta = \text{id}_X\]
in \(CH^*(X \times X)_R\). Thus we obtain the claim. \(\square\)

**Lemma 3.2.** Let \(X,Y\) be smooth projective varieties. If there is a fully faithful triangulated \(k\)-linear functor \(F : D^b(X) \hookrightarrow D^b(Y)\), then there is a split injective
\[
X \hookrightarrow Y
\]
in \(\text{KM}(k)\).

**Proof.** We consider the following commutative diagram
\[
\begin{array}{ccc}
X \times Y & \rightarrow & X \\
\downarrow p_{13} & & \downarrow p_{23} \\
X \times X & \rightarrow & X \\
\end{array}
\]

By [BvdB03], \(F\) has a right adjoint \(G\). By [Orl03, Theorem 3.2.1], \(F\) can be represented by an object \(F \in D^b(X \times Y)\) and \(G\) can be represented by an object \(G \in D^b(Y \times X)\). We have an equivalence of functors
\[
\text{id}_{D^b(X)} \simeq G \circ F,
\]
by [Orl03, Proposition 2.1.2] and [Orl03, Theorem 3.2.1] we have an equality
\[
\Delta_*O_X = p_{13*}\left(p_{12}^*F \otimes L p_{23}^*G\right)
\]
in \(D^b(X \times X)\) where \(\Delta\) is the diagonal map of \(X\). Consider the morphisms \([F] \in \text{KM}(k)(X,Y) = K_0(X \times Y)\) and \([G] \in \text{KM}(k)(Y,X) = K_0(Y \times X)\). By the equation \((3.6)\), we have
\[
\text{id}_X = [\Delta_*O_X] = [G] \circ [F]
\]
in \(\text{KM}(k)(X,X) = K_0(X \times X)\). \(\square\)

**Lemma 3.3.** For smooth projective varieties \(X,Y\) in \(\text{SmProj}_{\leq d}(k)\) and \(l \geq 2d + e\), if there is a split injective map
\[
F : X_{R_{l+1}} \hookrightarrow Y_{R_{l+1}}
\]
in \(\text{KM}(k)_{R_{l+1}}\) then the map \(\Phi_{R_{l+1}}(F) \in \text{hom}_{\text{Chow}/-\otimes T(X,Y)}\) induces the split injective map
\[
\Phi_{R_{l+1}}(F) : M(X)_{R_{l+1}} \hookrightarrow \bigoplus_{i \in \mathbb{Z}} M(Y)_{R_{l+1}}(i)[2i]
\]
in \(\text{DM}(k)_{R_{l+1}}\), where \(\text{DM}(k)\) is the triangle category of mixed motives defined by Voevodsky [Voe00].

**Proof.** We denote by \(G\) retraction of \(F\). Since we know \(G \circ F = \text{id}_{X_{R_{l+1}}}\) in \(\text{KM}(X,X)\), we have an equality:
\[
\text{id}_{\pi(M(X))} = \Phi_{R_{l+1}}(\text{id}_{X_{R_{l+1}}}) = \Phi_{R_{l+1}}(G \circ F) = \Phi_{R_{l+1}}(G) \circ \Phi_{R_{l+1}}(F).
\]
By the definition of compositions of the orbit category \((3.1)\), we know
\[
\sum_{r \in \mathbb{Z}} (\Phi_{R_{l+1}}(G)_{l-r} \otimes T^r) \circ \Phi_{R_{l+1}}(F)_r = \begin{cases} \text{id}_{M(X)_{R_{l+1}}} & l = 0 \\ 0 & l \neq 0. \end{cases}
\]
By this equation, we obtain that the morphism
\[ M(X)_{R_{l+1}} \rightarrow \bigoplus_{i \in \mathbb{Z}} M(Y)_{R_{l+1}}(i)[2i] \rightarrow M(X)_{R_{l+1}} \]
is equal to the identity \( id_{M(X)_{R_{l+1}}} \).

**Corollary 3.4.** For smooth projective varieties \( X, Y \) in \( \text{SmProj}^{\leq d}(k) \) and \( l \geq 2d + e \), if there is a fully faithful triangulated \( k \)-linear functor \( D^b(X) \rightarrow D^b(Y) \), then there is a split injective
\[ M(X)_{R_{l+1}}(d_Y)[2d_Y] \rightarrow \bigoplus_{i \in \mathbb{Z}} M(Y)_{R_{l+1}}(i)[2i] \]
in \( \text{DM}^{\text{eff}}(k, R_{l+1}) \) where \( d_X = \text{dim } X \) and \( d_Y = \text{dim } Y \).

**Proof.** By Lemma 3.2 and Lemma 3.3, we have a split injective in \( \text{DM}(k, R_{l+1}) \):
\[ (3.9) \]
\[ M(X)_{R_{l+1}} \rightarrow \bigoplus_{i \in \mathbb{Z}} M(Y)_{R_{l+1}}(i)[2i]. \]

For any \( i \in \mathbb{Z} \) there is an isomorphism (see [Voe00])
\[ \text{DM}(k, R_{l+1})(M(X)_{R_{l+1}}, M(Y)_{R_{l+1}}(i)[2i]) \simeq \text{CH}^{i+d_Y}(X \times Y)_{R_{l+1}}, \]
thus the map \( (3.9) \) induces the desired split injective map of motives
\[ M(X)_{R_{l+1}} \rightarrow \bigoplus_{i = -d_Y}^{d_X} M(Y)_{R_{l+1}}(i)[2i]. \]

By the cancellation theorem [Voe10], we have a split injective map
\[ (3.10) \]
\[ M(X)_{R_{l+1}}(d_Y)[2d_Y] \rightarrow \bigoplus_{i \in \mathbb{Z}} M(Y)_{R_{l+1}}(i)[2i]. \]
in \( \text{DM}^{\text{eff}}(k) \).

**Corollary 3.5.** For a smooth projective variety \( X \) in \( \text{SmProj}^{\leq d}(k) \) and \( l \geq 2d + e \), if the derived category of \( X \) has a full exceptional collection \( \langle E_1, E_2, ..., E_m \rangle \), then there is an isomorphism
\[ \bigoplus_{j \in \mathbb{Z}} M(X)_{R_{l+1}}(j)[2j] \simeq \bigoplus_{i = 1}^{m} \bigoplus_{j \in \mathbb{Z}} R_{l+1}(j)[2j] \]
in \( \text{DM}(k, R_{l+1}) \)

**Proof.** The full exceptional collection induces an isomorphism of non-commutative motives (see [MT15, Lemma 5.1])
\[ U(X)_{R_{l+1}} \simeq \bigoplus_{i = 1}^{m} U(k)_{R_{l+1}}. \]

By Theorem 3.1 there is an isomorphism in \( \text{KM}(k)_{R_{l+1}} \)
\[ X_{R_{l+1}} \simeq \prod_{i = 1}^{m} \text{Spec } k_{R_{l+1}} \]
Applying \( R_{l+1}\)-linear functor \( \Phi_{R_{l+1}} \) to this isomorphism, we obtain an isomorphism in \( \text{DM}(k, R_{l+1}) \):
\[ \bigoplus_{j \in \mathbb{Z}} M(X)_{R_{l+1}}(j)[2j] \simeq \bigoplus_{i = 1}^{m} \bigoplus_{j \in \mathbb{Z}} R_{l+1}(j)[2j]. \]
This is what we want.
By the same discussion as in [MT15], we provide the explicit formula. We need the following lemmas.

**Lemma 3.6.** For a triple $A$, $B$, and $C$ in $\text{DM}^{\text{eff}}(k)$, and morphisms $F : A \to B$, $G : B \to C$ and $E : A \to C$ such that $E = G \circ F$, if $E$ is split injective then $F$ is split injective.
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**Proof.** We denote by $\tilde{E}$ by the split surjective from $C$ to $A$. Then we have $\tilde{E} \circ G \circ F = id_A$. \hfill $\square$

**Lemma 3.7.** For a triple $A$, $B$, and $C$ in $\text{DM}^{\text{eff}}(k)$ and split injective maps $F : A \hookrightarrow C$ and $G : B \hookrightarrow C$. Suppose $\text{hom}_{\text{DM}^{\text{eff}}}(A, B) = 0$ and $\text{hom}_{\text{DM}^{\text{eff}}}(B, A) = 0$ then there is a split injective

$$A \oplus B \hookrightarrow C.$$  

**Proof.** We denote by $\tilde{F}$ (resp. $\tilde{G}$) the split surjective $C \to A$ (resp. $C \to B$). Since we assume $\text{hom}_{\text{DM}^{\text{eff}}}(A, B) = 0$ and $\text{hom}_{\text{DM}^{\text{eff}}}(B, A) = 0$, we have $\tilde{G} \circ F = 0$ and $\tilde{F} \circ G = 0$. Thus the map

$$(\tilde{F}, \tilde{G}) : C \to A \oplus B$$

is split surjective. \hfill $\square$

**Lemma 3.8.** For a motive $M \in \text{DM}^{\text{eff}}(k, R)$ and a PID $R$, if there is a split injective map

$$F : M \hookrightarrow \bigoplus_{i=0}^{d} R(i)[2i]^{\oplus m}$$

in $\text{DM}^{\text{eff}}(k, R)$ for some $m \in \mathbb{N}$ and an integer $d$, then there are integer $w \in \mathbb{N}$ and integers $0 \leq i_v \leq d$ for $0 \leq v \leq w$ such that there is an isomorphism

$$M \simeq \bigoplus_{0 \leq v \leq w} R(i_v)[2i_v]$$

in $\text{DM}^{\text{eff}}(k, R)$.

**Proof.** We note that there is an equality of $R$-modules

$$(3.11) \quad \text{DM}^{\text{eff}}(k, R)(R(i)[2i], R(j)[2j]) = \begin{cases} R & i = j \\ 0 & i \neq j. \end{cases}$$

Firstly we prove that for an object $C \in \text{DM}^{\text{eff}}(k, R)$ satisfying that there is a split injective

$$C \hookrightarrow \bigoplus_{i=0}^{l} R(i)[2i]^{\oplus m}$$

and

$$(3.12) \quad \text{DM}^{\text{eff}}(R(i)[2i], C) = 0,$$

for any $0 \leq i \leq l$ then $C = 0$. We denote by $G$ the split surjective map $\bigoplus_{i=0}^{l} R(i)[2i]^{\oplus m} \to C$. For any projection on the coordinate $\pi : R(j)[2j] \to \bigoplus_{i=0}^{d} R(i)[2i]^{\oplus m}$, by the condition (3.12), we know $G \circ \pi = 0$. Thus the split surjective map $G = 0$, i.e. $C = 0$.

Let us prove the claim. We fix an integer $0 \leq i \leq l$. The split injective map $F$ induces a split injective morphism of $R$-modules

$$(3.13) \quad \text{hom}_{\text{DM}^{\text{eff}}}(R(i)[2i], M) \hookrightarrow \text{hom}_{\text{DM}^{\text{eff}}}(R(i)[2i], \bigoplus_{j=0}^{l} R(j)[2j]^{\oplus m}) \overset{(3.11)}{\simeq} R^{\oplus m},$$

and since $R$ is PID, thus there is an integer $0 \leq m_i \leq m$ such that there is an isomorphism of $R$-modules

$$(3.14) \quad \text{hom}_{\text{DM}^{\text{eff}}}(R(i)[2i], M) \simeq R^{\oplus m_i}.$$
By (3.13), (3.14), the split injective map $F$ induces a split injective map

$$F_i : R^\oplus m_i \xrightarrow{(3.14)} \text{hom}_{DM^\text{eff}}(R(i)[2i], M) \xrightarrow{(3.13)} R^\oplus m.$$  

We denote by $e_j \in R^\oplus m_i$ the $j$-th coordinate, i.e. $e_j = (0, 0, ..., 1, 0)$. Since $F$ is split injective, there are elements $r_j \in R^\oplus m$ for $m_i + 1 \leq j \leq m$ such that a set

$$\{ \tilde{F}(e_1), \tilde{F}(e_2), ..., \tilde{F}(e_m), r_{m+1}, ..., r_m \}$$

is a basis of $R^\oplus m$.

We take

$$\bigoplus_{j=1}^{m_i} e_j \in \bigoplus_{j=1}^{m_i} R^\oplus m_i \xrightarrow{(3.14)} \bigoplus_{j=1}^{m_i} \text{hom}_{DM^\text{eff}}(R(i)[2i], M) = \text{hom}_{DM^\text{eff}}(R(i)[2i]^{\oplus m_i}, M)$$

and, by using isomorphism (3.11), we take

$$E : R(i)[2i]^{\oplus m_i} \to R(i)[2i]^{\oplus m} \quad (0, ..., 0, 1, 0, ..., 0) \mapsto \tilde{F}(e_j).$$

Then there is a following commutative diagram:

$$\begin{array}{ccc}
M & \xrightarrow{F} & \bigoplus_{j=0}^{l} R(j)[2j]^{\oplus m} \\
\downarrow \text{nat.map} & & \downarrow E \\
R(i)[2i]^{\oplus m} & \xrightarrow{\bigoplus_{j=1}^{m_i} e_j} & R(i)[2i]^{\oplus m_i}
\end{array}$$

because for the projection on the $j$-th coordinate $\pi_j : R(i)[2i] \to R(i)[2i]^{\oplus m_i}$ we have

$$F \circ \bigoplus_{j=1}^{m_i} e_j \circ \pi_j = F \circ e_j \xrightarrow{(3.15)} \text{nat.map} \circ \tilde{F}(E_j)$$

in $\text{hom}_{DM^\text{eff}}(R(i)[2i], \bigoplus_{j=0}^{l} R(j)[2j]^{\oplus m})$. By lemma 3.6, the map $\bigoplus_{j=1}^{m_i} e_j$ is split injective since $E$ is split injective. We denote $\bigoplus_{j=1}^{m_i} e_j$ by $P_i$.

Let us consider a map

$$P = \bigoplus_{i=0}^{l} P_i : \bigoplus_{i=0}^{l} R(i)[2i]^{\oplus m_i} \to M.$$  

Since each of $P_i$ is split injective, by Lemma 3.7 and (3.11), the map $P$ is split injective.

Consider $C := \text{Cone}(P : \bigoplus_{i=0}^{l} R(i)[2i]^{\oplus m_i} \to M)$. Since $M$ is a direct summand of $\bigoplus_{i=0}^{l} R(i)[2i]^{\oplus m}$, the object $C$ is also a direct summand of $\bigoplus_{i=0}^{l} R(i)[2i]^{\oplus m}$. For any $0 \leq i \leq l$, by the definition of $P_i$ we have an isomorphism

$$\text{hom}(R(i)[2i], P) : \text{hom}(R(i)[2i], \bigoplus_{i=0}^{l} R(i)[2i]^{\oplus m_i}) \simeq \text{hom}(R(i)[2i], M).$$

Thus $\text{hom}_{DM^\text{eff}}(R(i)[2i], C) = 0$. Thus $C = 0$.

**Corollary 3.9.** For a smooth projective variety $X$ in $\text{Sm Proj}^{\leq d}(k)$ and $l \geq 2d + e$, if the derived category of $X$ has a full exceptional collection $< E_1, E_2, ..., E_m >$, then there is a choice of integers $r_1, r_2, ..., r_m \in \{0, ..., \dim X\}$ giving rise to a canonical isomorphism

$$M(X)_{Z[\frac{1}{(l+1)!}]} \simeq \bigoplus_{i=1}^{m} \mathbb{Z}[\frac{1}{(l+1)!}](r_i)[2r_i].$$

**Proof.** By Corollary 3.5, we have a split injective map

$$M(X)_{R_{l+1}} \hookrightarrow \bigoplus_{j=1}^{m} \bigoplus_{i \in \mathbb{Z}} R_{l+1}(i)[2i].$$
By the discussion in the proof of Corollary 3.4, the map induces a split injective map

\[ M(X)_{R_{l+1}} \hookrightarrow \bigoplus_{j=1}^{m} \bigoplus_{i=0}^{d_X} R_{l+1}(i)[2i]. \]

By Lemma 3.8, there is an isomorphism

\[ M(X)_{R_{l+1}} \cong \bigoplus_{v=1}^{w} R_{l+1}(i_v)[2i_v] \]

for some integers \(0 \leq i_v \leq d_X\) and \(w \in \mathbb{N}\). We will show that \(w = m\). By Theorem 3.1 we have

\[ \pi(M(X)_{R_{l+1}}) \cong \bigoplus_{i=1}^{m} \pi(R_{l+1}) \]

and \(\pi(R_{l+1}(i_v)[2i_v]) \cong \pi(R_{l+1})\), we have

\[ \pi(M(X)_{R_{l+1}}) \cong \bigoplus_{v=1}^{w} \pi(R_{l+1}(i_v)[2i_v]) \cong \bigoplus_{v=1}^{w} \pi(R_{l+1}). \]

Thus we obtain \(w = m\). \(\square\)

**APPENDIX A. PAPPAS’S INTEGRAL GROTHENDIECK RIEMANN–ROCH THEOREM**

In this section, we recall Pappas’s integral Grothendieck Riemann–Roch theorem [Pap07], and we show that in the case \(\text{ch}(k) = 0\) Theorem 1.1 is deduced by Pappas’s integral Grothendieck-Riemann-Roch. Let \(X\) be a smooth variety, \(E\) be a vector bundle. Let \(a_1, \ldots, a_r\) be Chern roots of \(E\). For any \(m\), we will denote the degree \(m\) part of the symmetric polynomial \(Td(E) \in \mathbb{Q}[a_1, \ldots, a_r]^{\text{Sym}(r)}\) by \(Td_m(E)\). By [Hir95, Lemma 1.7.3], the polynomial

\[ \mathfrak{T}_m := T_m Td_m(E) \]

has integral coefficients, where we set \(T_m := \prod_{p \text{ prime number}} p^{v_{p}(m)}\). By definition, we then have

\[ T_l \cdot Td(E) = \sum_{m=0}^{\dim X} T_l T_m \mathfrak{T}_m \]

in \(\text{CH}^{*}(X)\) for any \(l \geq \dim X\). For any \(m \in \mathbb{N}\), we will also denote the degree \(m\) part of the symmetric polynomial \(\text{ch}(E) \in \mathbb{Q}[a_1, \ldots, a_r]^{\text{Sym}(r)}\) by \(\text{ch}_m(E)\). We set

\[ s_m(E) := m! \text{ch}_m(E), \]

giving identities

\[ l! \cdot \text{ch}(E) = \sum_{m=0}^{\dim X} \frac{l!}{m!} s_m \]

in \(\text{CH}^{*}(X)\) for any \(l \geq \dim X\). Set the polynomial

\[ \mathfrak{C} \mathfrak{T}_m(E) := T_m \cdot (\text{ch}(E) Td(T_X))_m = \sum_{j=0}^{m} \frac{T_m}{j! \cdot T_{m-j}} \cdot (s_j(E) \mathfrak{T}_{m-j}(T_X)) \]

in \(\mathbb{Q}[a_1, \ldots, a_r]^{\text{Sym}(r)}\), where \((\text{ch}(E) Td(T_X))_m\) is the degree \(m\) part of the polynomial \(\text{ch}(E) Td(T_X)\). By [Pap07, Lemma 2.1], \(\mathfrak{C} \mathfrak{T}_m\) is a homogeneous polynomial in \(\mathbb{Z}[a_1, \ldots, a_r]\). For any \(l \geq \dim X\) there exist an identity

(A.1) \[ T_l \cdot \text{ch}(E) Td(T_X) = \sum_{m=0}^{\dim X} \frac{T_l}{T_m} \mathfrak{C} \mathfrak{T}_m(E) \]

in \(\text{CH}^{*}(X)\).
Theorem A.1 (Integral Grothendieck Riemann-Roch [Pap07, Theorem 2.2]). Suppose $k$ is a field of characteristic 0. Let $X$ and $S$ be smooth quasi-projective varieties over $k$ and let $f : X \to S$ be a projective morphism over $k$. Set $d = df = \dim X - \dim S$ and suppose that $\mathcal{F}$ is a coherent sheaf on $X$.

(a) If $d \geq 0$ then

\[
\frac{T_{d+n}}{T_n} \mathcal{C} \Sigma_n(f_*[\mathcal{F}]) = f_*(\mathcal{C} \Sigma_{d+n}(\mathcal{F}))
\]

holds in $\text{CH}^n(S)$.

(b) If $d < 0$ then

\[
\mathcal{C} \Sigma_n(f_*[\mathcal{F}]) = \frac{T_n}{T_{d+n}} f_*(\mathcal{C} \Sigma_{d+n}(\mathcal{F}))
\]

holds in $\text{CH}^n(S)$.

Over a characteristic zero base field, Pappas’s integral Grothendieck Riemann-Roch leads to the following strengthening of our integral Grothendieck Riemann-Roch Theorem 1.1 (our theorem needs $l \geq d + e$ where $X, Y$ are of dimension $\leq d$ and embeddable in $\mathbb{P}^e$).

Theorem A.2. We assume that the base field $k$ is of characteristic 0. Let $f : X \to Y$ be a projective morphism of smooth projective varieties over a field $k$. For any $x \in K_0(X)$, there exists an equality

\[
f_*(T_l \cdot \text{ch}(x) Td(T_X)) = T_l \cdot \text{ch}(f_*x) Td(T_Y)
\]

in $\text{CH}^\ast(Y)$ for any $l \geq \max\{\dim X, \dim Y\}$.

Proof. We denote $\dim X$ by $d_X$ and $\dim Y$ by $d_Y$. For any $l \geq \max\{\dim X, \dim Y\}$, in the case $d \geq 0$, if we multiply equations in Theorem A.1 by $\frac{T_l}{T_{d+n}} \in \mathbb{Z}$, then we have

\[
\frac{T_l}{T_n} \mathcal{C} \Sigma_n(f_*x) = \frac{T_l}{T_{d+n}} f_*(\mathcal{C} \Sigma_{d+n}(x))
\]

in $\text{CH}^\ast(Y)$. Thus by the equation (A.1), we obtain the claim. In the case $d < 0$, if we multiply equations in Theorem A.1 by $\frac{T_l}{T_n} \in \mathbb{Z}$ we have

\[
\frac{T_l}{T_n} \mathcal{C} \Sigma_n(f_*x) = \frac{T_l}{T_{d+n}} f_*(\mathcal{C} \Sigma_{d+n}(x))
\]

Thus by the equation (A.1), we obtain the claim. \hfill $\square$

We denote by $\text{Sm Proj}^{\leq d}(k)$ the full subcategory of $\text{Sm Proj}(k)$ such that dimension of objects is less than or equal to $d$. By the same discussion in the proof of Theorem 3.1, Theorem A.2 induces the following.

Corollary A.3. We assume that the base field $k$ is of characteristic 0. For natural numbers $d$ and $l \geq 3d$, there is a $\mathbb{Z}[\frac{1}{(l+1)!}]$-linear functor

\[
\Phi_{Z_{[\frac{1}{(l+1)!}]}} : \text{KM}^{\leq d}(k)_{Z_{[\frac{1}{(l+1)!}]}} \to \text{Chow}(k)_{Z_{[\frac{1}{(l+1)!}]}} / - \otimes T_{Z_{[\frac{1}{(l+1)!}]}}
\]

where $T_{Z_{[\frac{1}{(l+1)!}]}}$ is the Tate motive. The functor $\Phi_{Z_{[\frac{1}{(l+1)!}]}}$ making the following diagram commute:

\[
\begin{array}{ccc}
\text{dgcat}(k) & \xleftarrow{\text{perf}_{d_y}(-)} & \text{Sm Proj}^{\leq d}(k) \\
U & \Downarrow & \rightarrow \\
\text{KMM}(k)_{Z_{[\frac{1}{(l+1)!}]}} & \xrightarrow{\theta} & \text{KM}^{\leq d}(k)_{Z_{[\frac{1}{(l+1)!}]}} & \xrightarrow{\Phi_{Z_{[\frac{1}{(l+1)!}]}}} & \text{Chow}(k)_{Z_{[\frac{1}{(l+1)!}]}} / - \otimes T_{Z_{[\frac{1}{(l+1)!}]}}
\end{array}
\]

where $\theta$ is the natural fully faithful functor. After applying $- \otimes \mathbb{Q}$, the lower row is compatible with the fully faithful functor $\text{Chow}(k)_{\mathbb{Q}} / - \otimes \mathbb{Q} \to \text{KMM}(k)_{\mathbb{Q}}$ described in [Tab14, section 8].
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