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Abstract

In this paper, we propose a unified framework for sampling, clustering and embedding data points in semi-metric spaces. For a set of data points \( \Omega = \{x_1, x_2, \ldots, x_n\} \) in a semi-metric space, there is a semi-metric that measures the distance between two points. Our idea of sampling the data points in a semi-metric space is to consider a complete graph with \( n \) nodes and \( n \) self edges and then map each data point in \( \Omega \) to a node in the graph with the edge weight between two nodes being the distance between the corresponding two points in \( \Omega \). By doing so, several well-known sampling techniques developed for community detections in graphs can be applied for clustering data points in a semi-metric space. One particularly interesting sampling technique is the exponentially twisted sampling in which one can specify the desired average distance from the sampling distribution to detect clusters with various resolutions.

Each sampling distribution leads to a covariance matrix that measures how two points are correlated. By using a covariance matrix as input, we also propose a softmax clustering algorithm that can be used for not only clustering but also embedding data points in a semi-metric space to a low dimensional Euclidean space. Our experimental results show that after a certain number of iterations of “training,” our softmax algorithm can reveal the “topology” of the data from a high dimensional Euclidean space by only using the pairwise distances. To provide further theoretical support for our findings, we show that the eigendecomposition of a covariance matrix is equivalent to the principal component analysis (PCA) when the squared Euclidean distance is used as the semi-metric for high dimensional data.

To deal with the hierarchical structure of clusters, our softmax clustering algorithm can also be used with a hierarchical agglomerative clustering algorithm. For this, we propose an iterative partitional-hierarchical algorithm, called iPHD, in this paper. Both the softmax clustering algorithm and the iPHD algorithm are modularity maximization algorithms. On the other hand, the \( K \)-means algorithm and the \( K \)-sets algorithm in the literature are based on maximization of the normalized modularity. We compare our algorithms with these existing algorithms to show how the choice of the objective function and the choice of the distance measure affect the performance of the clustering results. Our experimental results show that those algorithms based on the maximization of normalized modularity tend to balance the sizes of detected clusters and thus do not perform well when the ground-truth clusters are different in sizes. Also, using a metric is better than using a semi-metric as the triangular inequality is not satisfied for a semi-metric and that is more prone to clustering errors.
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I. INTRODUCTION

The community detection/clustering is a fundamental technology for data analysis and it has a lot of applications in various fields, including machine learning, social network analysis, and computational biology for protein sequences. It is worth noting that clustering is in general considered as an ill-posed problem, but previous studies always claim that there exist a ground-truth of clusters.

In Figure 1, for example, one takes a quick glance at (a) will say that there are five communities in the two-dimensional space and that is more than the others have. In practically, those figures are exactly the same dataset but present at different resolutions. We can say that such a community detection/clustering problem do not have a unique ground-truth, that is, the answer depends on your perspectives. For this, we developed a probabilistic-based framework with the adaptive parameters. The key idea of the framework
is to sample a network by the exponentially twisted sampling which helps us to detect the graph with various resolution.

One of our main contributions of this paper is that we provide a unified framework for sampling, clustering, and embedding in semi-metric spaces, where the distance measure does not necessarily satisfy the triangular inequality. Unlike most previous methods, by using a covariance matrix as input, the softmax clustering algorithm that can be used for not only clustering but also embedding data points in a semi-metric space to a low dimensional Euclidean space. Also, we show that the eigendecomposition of a covariance matrix is equivalent to the principal component analysis (PCA) when the squared Euclidean distance is used as the semi-metric for high dimensional data. However, there are two drawbacks of the softmax clustering algorithm: (i) the output of the algorithm may not be a cluster, and (ii) the dataset may exist a hierarchical structure of clusters. For this, we introduce the iterative Partitional-Hierarchical community Detection (iPHD) algorithm, and our idea is to add a hierarchical agglomerative clustering algorithm after the softmax clustering algorithm. We then show an illustration for various resolutions with different average distances $\bar{d}$ by selecting various $\lambda$.

Another contribution of this paper is to discuss the performance comparison problem between algorithms. We can divide the problem into two parts: (i) choice of the objective function, and (ii) choice of the distance measure affect the performance of the clustering results. In the first part, both algorithms we propose above are modularity maximization algorithms. On the other hand, the $K$-means algorithm and the $K$-sets algorithm in the literature are based on maximization of the normalized modularity. To evaluate the performance of iPHD and $K$-sets$^+$ algorithm, we conduct two experiments: (i) community detection of signed networks generated by the stochastic block model, and (ii) clustering of a real network from the LiveJournal dataset [1], [2]. Our experiments show that the normalized modularity tends to balance the sizes of the detected communities. Besides, there is an interesting situation that the wrong clustering result has a higher objective value. For this, via the duality between a semi-cohesion and a semi-metric, and the shortest-path algorithm, we can convert a similarity measure into a distance metric then clustering by the $K$-sets algorithm. The experimental results show that using a metric is better than using a semi-metric as the triangular inequality in not satisfied for a semi-metric and that might cause misclustering of some data points.

The rest of this paper is organized as follows. In Section 2, we introduce a probabilistic framework of graph sampling and propose the softmax clustering algorithm and the iterative Partitional-Hierarchical community Detection (iPHD) algorithm. In Section 3, we discuss the performance comparison problem between algorithms and the pros and cons of the choice of the distance measures. The experimental results are presented after each corresponding section. The paper is concluded in Section 4.
II. CLUSTERING AND EMBEDDING DATA POINTS IN SEMI-METRIC SPACES

A. Semi-metrics and semi-cohesion measures

In this section, we consider the problem of embedding data points in a semi-metric space to a low dimensional Euclidean space. For this, we consider a set of \( n \) data points, \( \Omega = \{x_1, x_2, \ldots, x_n\} \) and a distance measure \( d(x, y) \) for any two points \( x \) and \( y \) in \( \Omega \). The distance measure \( d(\cdot, \cdot) \) is assumed to be a semi-metric and it satisfies the following three properties:

\( \text{(D1)} \) (Nonnegativity) \( d(x, y) \geq 0 \).
\( \text{(D2)} \) (Null condition) \( d(x, x) = 0 \).
\( \text{(D3)} \) (Symmetry) \( d(x, y) = d(y, x) \).

The semi-metric assumption is weaker than the metric assumption in [3], where the distance measure is assumed to satisfy the triangular inequality.

Given a semi-metric \( d(\cdot, \cdot) \) for \( \Omega \), it is defined in [4] the induced semi-cohesion measure as follows:

\[
\gamma(x, y) = \frac{1}{n} \sum_{z_2 \in \Omega} d(z_2, y) + \frac{1}{n} \sum_{z_1 \in \Omega} d(x, z_1) - \frac{1}{n^2} \sum_{z_2 \in \Omega} \sum_{z_1 \in \Omega} d(z_2, z_1) - d(x, y).
\]

(1)

It was shown in [4] that the induced semi-cohesion measure satisfies the following three properties:

\( \text{(C1)} \) (Symmetry) \( \gamma(x, y) = \gamma(y, x) \) for all \( x, y \in \Omega \).
\( \text{(C2)} \) (Null condition) For all \( x \in \Omega \), \( \sum_{y \in \Omega} \gamma(x, y) = 0 \).
\( \text{(C3)} \) (Nonnegativity) For all \( x, y \) in \( \Omega \),

\[
\gamma(x, x) + \gamma(y, y) \geq 2\gamma(x, y).
\]

(2)

Moreover, one also has

\[
d(x, y) = (\gamma(x, x) + \gamma(y, y))/2 - \gamma(x, y).
\]

(3)

Thus, there is a one-to-one mapping (a duality result) between a semi-metric and a semi-cohesion measure. In this paper, we will simply say data points are in a semi-metric space if there is either a semi-cohesion measure or a semi-metric associated with these data points.

The embedding problem is usually to map the data points in a semi-metric space to a low dimensional Euclidean space so that the change of the distance between any two points can be minimized. In general, such an embedding problem is formulated as an optimization problem that minimizes the sum of the errors of the distances and thus requires a very high computational effort. Instead of preserving the distances, our objective in this paper is merely to preserve the “topology” of the data points. Our idea of doing this is to use a self-organized clustering algorithm to cluster data points into \( K \) sets and then embed each data point into a \( K \)-dimensional Euclidean space by using its covariance to the \( K \) clusters as the \( K \) coordinates.

B. Exponentially twisted sampling

In this section, we use the notion of sampled graphs in [5], [6] to define the covariance/correlation measure. For this set of data points in a semi-metric space, we can view it as a complete graph with \( n \) self edges and an edge between two points is assigned with a distance measure. If we sample two points \( X \) and \( Y \) uniformly, then we have the following sampling bivariate distribution:

\[
p(x, y) = \frac{1}{n^2},
\]

(4)
for all $x, y \in \Omega$. Using such a sampling distribution, the average distance between two randomly selected points is

$$E_p[d(X, Y)] = \frac{1}{n^2} \sum_{x \in \Omega} \sum_{y \in \Omega} d(x, y).$$

(5)

Suppose we would like to change another sampling distribution $p_\lambda(x, y)$ so that the average distance between two randomly selected points, denoted by $\bar{d}$, is smaller than $E_p[d(X, Y)]$ in (5). By doing so, a pair of two points with a shorter distance is selected more often than another pair of two points with a larger distance. For this, we consider the following minimization problem:

$$\min \quad D(p_\lambda \| p)$$

s.t.  

$$\sum_{x \in \Omega} \sum_{y \in \Omega} p_\lambda(x, y) = 1,$$

$$\sum_{x \in \Omega} \sum_{y \in \Omega} d(x, y) \cdot p_\lambda(x, y) = \bar{d},$$

(6)

where $D(p_\lambda \| p)$ is the Kullback-Leibler distance between the two probability mass functions $p_\lambda(x, y)$ and $p(x, y)$, i.e.,

$$D(p_\lambda \| p) = \sum_{x \in \Omega} \sum_{y \in \Omega} p_\lambda(x, y) \log \left( \frac{p_\lambda(x, y)}{p(x, y)} \right).$$

(7)

The solution of such a minimization problem is known to be the exponentially twisted distribution as follows:

$$p_\lambda(x, y) = C \cdot \exp(\lambda \cdot d(x, y)) \cdot p(x, y),$$

(8)

where

$$C = \frac{1}{\sum_{x \in \Omega} \sum_{y \in \Omega} \exp(\lambda \cdot d(x, y)) \cdot p(x, y)}$$

(9)

is the normalization constant. As the distance measure $d(\cdot, \cdot)$ is symmetric and $p(x, y) = 1/n^2$, we know that $p_\lambda(x, y) = p_\lambda(y, x)$. Moreover, the parameter $\lambda$ can be solved by the following equation:

$$\frac{\partial F}{\partial \lambda} = \sum_{x \in \Omega} \sum_{y \in \Omega} d(x, y) \cdot p_\lambda(x, y) = \bar{d},$$

(10)

where $F = \log(1/C)$ is the energy function.

If we choose $\lambda < 0$, then $\bar{d} \leq E_p[d(X, Y)]$. To illustrate this, we generate a five-circle dataset on a plane (as shown in Figure 2(a)), where each circle contains 250 points and thus a total number of 1250 points in this dataset. In Figure 2(b), we plot the average distance $\bar{d}$ as a function of $\lambda$. Clearly, as $\lambda \to \infty$, $\bar{d}$ approaches to the maximum distance between a pair of two points. On the other hand, as $\lambda \to -\infty$, $\bar{d}$ approaches to the minimum distance between a pair of two points. The plot in Figure 2(b) allows us to solve (10) numerically.

C. Clusters in a sampled graph

Now with the exponentially twisted distribution, we can define sampled graphs as in [5], [6].

**Definition 1. (Sampled graph [6])** Let $G$ be the complete graph with $n$ nodes and $n$ self edges. Each node in $G$ corresponds to a specific data point in $\Omega$ and the edge weight between two nodes is the distance measure between the corresponding two points in $\Omega$. The graph $G$ sampled by randomly selecting an ordered pair of two nodes $(X, Y)$ according to the symmetric bivariate distribution $p_\lambda(x, y)$ in (8) is called a sampled graph and it is denoted by the two-tuple $(G, p_\lambda(\cdot, \cdot))$. 


Let
\[ p_\lambda(x) = \sum_{y \in \Omega} p_\lambda(x, y) \] (11)
be the marginal probability that the point \( x \) is selected by using the sampling distribution \( p_\lambda(\cdot, \cdot) \). The higher the probability is, the more important that point is. As such, \( p_\lambda(x) \) can be used for ranking data points according to the sampling distribution \( p_\lambda(\cdot, \cdot) \), and it is called the centrality of point \( x \) for the sampled graph \( (G, p_\lambda(\cdot, \cdot)) \). For example, if we use the original sampling distribution (with \( \lambda = 0 \)), then
\[ p_0(x) = \frac{1}{n^2} \sum_{y \in \Omega} d(x, y) \] (12)
and it is known as the closeness centrality in the literature (see e.g., the book [7]). In this paper, we use \( C(x) \) to denote the centrality of \( x \), i.e., \( C(x) = p_\lambda(x) \), and \( C(S) \) to denote the centrality of the points in \( S \), i.e., \( C(S) = \sum_{x \in S} C(x) \). As a generalization of centrality, relative centrality in [5] is a (probability) measure that measures how important a set of nodes in a network is with respect to another set of nodes.

**Definition 2. (Relative centrality)** For a sampled graph \( (G, p_\lambda(\cdot, \cdot)) \), the relative centrality of a set of nodes \( S_1 \) with respect to another set of nodes \( S_2 \), denoted by \( C(S_1|S_2) \), is defined as the conditional probability that the randomly selected point \( Y \) is inside \( S_1 \) given that the randomly selected point \( X \) is inside \( S_2 \), i.e.,
\[ C(S_1|S_2) = \frac{p_\lambda(S_1, S_2)}{p_\lambda(S_2)} , \] (13)
where
\[ p_\lambda(S_1, S_2) = \sum_{x \in S_1} \sum_{y \in S_2} p_\lambda(x, y), \text{ and } \]
\[ p_\lambda(S_2) = \sum_{x \in S_2} p_\lambda(x). \] (15)
Clearly, if we choose $S_2 = \Omega$, then the relative centrality of a set of points $S_1$ with respect to $\Omega$ is simply the *centrality* of the set of points in $S_1$. Based on the notion of relative centrality, a community can be defined as a set of points that are relatively “closer” to each other than to the whole set of data points.

**Definition 3. (Community strength and communities (clusters))** For a sampled graph $(G, p_\lambda(\cdot, \cdot))$, the community strength of a set of nodes $S \subset \Omega$, denoted by $\text{Str}(S)$, is defined as the difference of the relative centrality of $S$ with respect to itself and its centrality, i.e.,

$$\text{Str}(S) = C(S|S) - C(S).$$

In particular, if a subset of points $S \subset \Omega$ has a nonnegative community strength, i.e., $\text{Str}(S) \geq 0$, then it is called a community or a cluster (in this paper, we will use community and cluster interchangeably).

As in [5], one can also define the modularity for a partition of a network as the average community strength of a randomly selected point.

**Definition 4. (Modularity)** Consider a sampled graph $(G, p_\lambda(\cdot, \cdot))$. Let $\mathcal{P} = \{S_k, k = 1, 2, \ldots, K\}$, be a partition of $\{1, 2, \ldots, n\}$, i.e., $S_k \cap S_{k'}$ is an empty set for $k \neq k'$ and $\bigcup_{k=1}^K S_k = \{1, 2, \ldots, n\}$. The modularity $Q(\mathcal{P})$ with respect to the partition $S_k$, $k = 1, 2, \ldots, K$, is defined as the weighted average of the community strength of each subset with the weight being the centrality of each subset, i.e.,

$$Q(\mathcal{P}) = \sum_{k=1}^K C(S_k) \cdot \text{Str}(S_k).$$

As the modularity for a partition of $\Omega$ is the average community strength of a randomly selected node, a good partition of a network should have a large modularity. In view of this, one can then tackle the community detection/clustering problem by looking for algorithms that yield large modularity. For this, let us define the covariance between two points $x$ and $y$ in Definition 5 and this will lead to another representation of the modularity.

**Definition 5. (Covariance)** For a sampled graph $(G, p_\lambda(\cdot, \cdot))$, the covariance between two points $x$ and $y$ is defined as follows:

$$\gamma_\lambda(x, y) = p_\lambda(x, y) - p_\lambda(x)p_\lambda(y),$$

where $p_\lambda(x, y)$ is in (18). Moreover, the covariance between two sets $S_1$ and $S_2$ is defined as follows:

$$\gamma_\lambda(S_1, S_2) = \sum_{x \in S_1} \sum_{y \in S_2} \gamma_\lambda(x, y).$$

Two sets $S_1$ and $S_2$ are said to be positively correlated if $\gamma_\lambda(S_1, S_2) \geq 0$.

It is straightforward to see that

$$\gamma_\lambda(S_1, S_2) = p_\lambda(S_1, S_2) - p_\lambda(S_1)p_\lambda(S_2),$$

and

$$Q(\mathcal{P}) = \sum_{k=1}^K p_\lambda(S_k, S_k) - p_\lambda(S_k)p_\lambda(S_k)$$

$$= \sum_{k=1}^K \gamma_\lambda(S_k, S_k)$$

If we let $\lambda \to 0$, then it is easy to see that $\gamma_0(x, y)$ is proportional to the semi-cohesion measure $\gamma(x, y)$ in (17). Thus, the covariance in (18) is a generalization of the semi-cohesion measure $\gamma(x, y)$ and it allows us to detect clusters with various resolutions in terms of the average distance $\bar{d}$. In the next section, we will propose a softmax clustering algorithm that finds a partition to achieve a local maximum of the modularity in (21).
The softmax clustering algorithm

In this section, we propose a probabilistic clustering algorithm, called the softmax clustering algorithm in Algorithm 1 based on the softmax function. The softmax function maps a $K$-dimensional vector of arbitrary real values to a $K$-dimensional probability vector. The algorithm starts from a non-uniform probability mass function for the assignment of each data point to the $K$ clusters. Specifically, let $p_i(k)$ denote the probability that node $i$ is in cluster $k$. Then we repeatedly feed each point to the algorithm to learn the probabilities $p_i(k)$'s. When point $i$ is presented to the algorithm, its expected covariance $z_{i,k}$ is computed for $k = 1, 2, \ldots, K$. Instead of assigning point $i$ to the cluster with the largest positive covariance (the simple maximum assignment in the literature), Algorithm 1 uses a softmax function to update $p_i(k)$'s. Such a softmax update increases (resp. decreases) the confidence of the assignment of point $i$ to clusters with positive (resp. negative) covariances. The softmax update depends on the inverse temperature $\theta$ that is increased every iteration by an annealing parameter $\epsilon$. When $\theta \to \infty$, the softmax update simply becomes the maximum assignment. The “training” process is repeated until the objective value $\sum_{k=1}^{K} \gamma(S_k, S_k)$ converges to a local optimum. The algorithm then outputs its final partition and the corresponding embedding vector for each data point from the average covariances to the $K$ clusters.

Now we show that Algorithm 1 converges to a local maximum of the objective function $\sum_{k=1}^{K} \gamma(S_k, S_k)$. For this, we need the following properties in Lemma 6 to show that the objective function is increasing after each update and thus converges to a local optimum in Theorem 8.

**Lemma 6.** Suppose $X$ is a random variable with the probability mass function $P(X = k) = p_k$, $k = 1, 2, \ldots, K$, and that $g(X)$ is not a constant (w.p.1) for some $g: \mathbb{R} \mapsto \mathbb{R}$. Let

$$\Lambda(\theta) = \log \left( \mathbb{E}[e^{\theta g(X)}] \right).$$

Then $\Lambda(\theta)$ is strictly convex and thus $\Lambda'(\theta)$ is strictly increasing in $\theta$.

**Proof.** Since $\Lambda(\theta) = \log \left( \mathbb{E}[e^{\theta g(X)}] \right)$ is differentiable, we have from the Equation (3.17) that

$$\Lambda'(\theta) = \frac{\mathbb{E}[g(X)e^{\theta g(X)}]}{\mathbb{E}[e^{\theta g(X)}]},$$

$$\Lambda''(\theta) = \frac{\left( \mathbb{E}[(g(X))^2 e^{\theta g(X)}] \right)(\mathbb{E}[e^{\theta g(X)}]) - \left( \mathbb{E}[g(X)e^{\theta g(X)}] \right)^2}{(\mathbb{E}[e^{\theta g(X)}])^2}. \quad (23)$$

From the Schwartz inequality, we know that for any two random variables $Z_1$ and $Z_2$.

$$|\mathbb{E}[Z_1Z_2]|^2 \leq (\mathbb{E}[Z_1^2])(\mathbb{E}[Z_2^2]). \quad (24)$$
Moreover, the above inequality becomes an equality only when \( Z_1 = c Z_2 \) (w.p.1) for some constant \( c \). From (24) and \( \theta \geq 0 \), it follows that
\[
E \left[ (g(X) e^{\theta g(X)})^2 \right] E \left[ (e^{\theta g(X)})^2 \right] - \left( E \left[ g(X) e^{\theta g(X)} \right] \cdot g(X) E \left[ e^{\theta g(X)} \right] \right)^2 \geq 0
\]
As \( g(X) \) is not a constant (w.p.1), the above inequality is strict. Thus, we have
\[
\Rightarrow \Lambda''(\theta) > 0.
\]

Note from Lemma 6 that \( \Lambda'(0) = E[g(X)] \) and thus \( \Lambda'(\theta) > \Lambda'(0) \) for \( \theta > 0 \). This leads to the following corollary.

**Corollary 7.** Under the assumptions in Lemma 6 for all \( \theta > 0 \),
\[
\frac{E[g(X) e^{\theta g(X)}]}{E[e^{\theta g(X)}]} > E[g(X)].
\]

For more mathematically rigorous derivations, see [9], Lemma 8.1.5, Corollary 8.1.6, Proposition 7.1.4, and Proposition 7.1.8.

**Theorem 8.** Given a symmetric matrix \( \Gamma = (\gamma_{ij}) \) with \( \gamma_{ii} = 0 \) for all \( i \), the following objective value
\[
\sum_{k=1}^{K} \sum_{i=1}^{n} \sum_{j=1}^{n} \gamma_{ij} p_i(k) p_j(k) \tag{25}
\]
is increasing after each update in Algorithm 1. Thus, the the objective values converge monotonically to a finite constant.

**Proof.** Suppose that \( i_0 \) is the point updated in Step (6) of Algorithm 1. After the update, the objective value in (25) can be written as follows:
\[
\sum_{k=1}^{K} \left( \sum_{i \neq i_0} \sum_{j \neq i_0} \gamma_{ij} p_i(k) p_j(k) + \sum_{j \neq i_0} \gamma_{i_0 j} \tilde{p}_{i_0}(k) p_j(k) + \sum_{i \neq i_0} \gamma_{ii} p_i(k) \tilde{p}_{i_0}(k) + \gamma_{ii} \gamma_{i_0 i_0} \tilde{p}_{i_0}(k) \tilde{p}_{i_0}(k) \right). \tag{26}
\]
Since \( \gamma_{ij} = \gamma_{ji} \) (symmetric) and \( \gamma_{ii} = 0 \) for all \( i \), we have from (26) that the difference, denoted by \( \Delta_{Obj} \), between the objective value after the update and that before the update can be computed as follows:
\[
\Delta_{Obj} = \sum_{k=1}^{K} 2 \cdot \left[ \sum_{i \neq i_0} \gamma_{i_0 j} \tilde{p}_{i_0}(k) p_j(k) - \sum_{j \neq i_0} \gamma_{i_0 j} p_{i_0}(k) p_j(k) \right] \\
= 2 \cdot \sum_{k=1}^{K} \left[ \tilde{p}_{i_0}(k) \left( \sum_{j \neq i_0} \gamma_{i_0 j} p_j(k) \right) - p_{i_0}(k) \left( \sum_{j \neq i_0} \gamma_{i_0 j} p_j(k) \right) \right] \tag{27}
\]
\[
= 2 \cdot \sum_{k=1}^{K} \left[ \tilde{p}_{i_0}(k) z_{i_0}(k) - p_{i_0}(k) z_{i_0}(k) \right].
\]
Now view \( z_i(k) \) as \( g(k) \), \( p_{i_0}(k) \) as \( P(X = k) \) in Lemma 6 Then
\[
\tilde{p}_{i_0}(k) = \frac{e^{\theta z_i(k)} p_i(k)}{\sum_{\ell=1}^{K} e^{\theta z_i(\ell)} p_{i}(\ell)} = \frac{e^{\theta g(k)} p_{i_0}(k)}{E[e^{\theta g(X)}]} \tag{28}
\]
Note from (28) that $\Delta_{\text{Obj}}$ can also be written as follows:

$$
\Delta_{\text{Obj}} = 2 \left[ \sum_{k=1}^{K} z_{i_0}(k) \frac{e^{\theta z_{i_0}(k)} p_{i_0}(k)}{\sum_{\ell=1}^{K} e^{\theta z_{i_0}(\ell)} p_{i_0}(\ell)} - \sum_{k=1}^{K} p_{i_0}(k) z_{i_0}(k) \right]
$$

(29)

From the Corollary 7, we conclude that $\Delta_{\text{Obj}} > 0$ for all $\theta > 0$. Since the objective values in (25) are bounded, the objective values converge monotonically to a finite constant.

Now we explain the reason why we have to initialize each node with a non-uniform probability mass function $p_i(k)$. Suppose the probability mass function $p_i(k)$ is a uniform distribution, i.e., $p_i(k) = \frac{1}{K}$ for all $i$ and $k$. We then have

$$
z_i(k) = \sum_{j \neq i} \gamma_{ji} p_j(k) = \left( \sum_{j \neq i} \gamma_{ji} \right) \frac{1}{K}.
$$

(30)

Thus,

$$
z_i(1) = z_i(2) = \ldots = z_i(K) = \beta,
$$

(31)

for some constant $\beta$. This then leads to

$$
\tilde{p}_i(k) = \frac{e^{\theta \beta} \cdot \frac{1}{K}}{\sum_{\ell=1}^{K} e^{\theta \beta} \cdot \frac{1}{K}} = \frac{1}{K}.
$$

(32)

Thus, the probability mass function $p_i(k)$ will remain the same as the initial assignment after each update, and the algorithm is trapped in a bad local optimum. On the contrary, if we start from a non-uniform probability mass function for each node, then it is less likely to be trapped in a bad local optimum.

Recall that in each update

$$
\tilde{p}_i(k) = \frac{e^{\theta z_i(k)} p_i(k)}{\sum_{\ell=1}^{K} e^{\theta z_i(\ell)} p_i(\ell)}, \quad k = 1, 2, \ldots, K.
$$

(33)

When $\theta$ is very large, the denominator of $\tilde{p}_i(k)$ can be approximated as follows:

$$
\sum_{\ell=1}^{K} e^{\theta z_i(\ell)} p_i(\ell) \approx \max_{1 \leq \ell \leq K} e^{\theta z_i(\ell)} p_i(\ell).
$$

(34)

Let $k_0 = \arg \max_{1 \leq \ell \leq K} e^{\theta z_i(\ell)} p_i(\ell)$. Then

$$
\tilde{p}_i(k) \xrightarrow{\theta \to \infty} \delta_{i,k_0} = \begin{cases} 
1, & i = k_0 \\
0, & i \neq k_0
\end{cases}.
$$

(35)

which shows that the softmax update becomes the maximum assignment when $\theta \to \infty$. As the inverse temperature $\theta$ is increased by the annealing parameter $\epsilon$ after each update, we conclude that eventually the softmax update becomes the maximum assignment in Algorithm 1. Thus, Algorithm 1 will output a deterministic partition when the algorithm converges.
E. An illustrating experiment with three rings

In this section, we conduct an illustrating experiment for the softmax clustering algorithm. For this experiment, we generate an artificial dataset with three non-overlapping rings (as shown in Figure 3). The total number of nodes \( n \) is 300 with 100 nodes in each ring (cluster). Though the plot in Figure 3 reveals that these 300 points are in fact in a two-dimensional space, one can imagine that these 300 points might be given from a very high dimensional Euclidean space (this can be easily done by using a measure preserving transformation that transform theses 300 points into a very high dimensional Euclidean space). For this experiment, we only need the Euclidean distance between any two points and we suppose that we are given a \( 300 \times 300 \) distance matrix (that might be in fact from a very high dimensional Euclidean space). We then use (1) to compute the semi-cohesion measure (matrix) and use that matrix as the input of Algorithm 1. For the other inputs of Algorithm 1 we set the number of clusters \( K = 6 \), the inverse temperature \( \theta = 0.00025 \) and the annealing parameter \( \epsilon = 0.000025 \). Though the number of clusters is set to be 6 at the beginning, the softmax clustering algorithm converges to only three clusters (that match the number of ground-truth clusters). Even though both the probabilistic partition \( (p_i(1), p_i(2), \ldots, p_i(6)) \) and the corresponding embedding vector \( (z_i(1), z_i(2), \ldots, z_i(6)) \) of point \( i \) are the 6-dimensional vectors, there are only three nonzero coordinates in the probabilistic partition vectors when the algorithm converges. In Figure 4, we show our experimental results for the probabilistic partition \( p_i(k)'s \) and the corresponding embedding vector \( z_i(k)'s \) in 3D plots by using the final three nonzero coordinates, i.e., \( k \in \{3, 5, 6\} \). Each node is marked with the same color as that in its ground-truth ring in Figure 3. The parameter \( T \) is the number of iterations that the \( n \) data points are used for “training” the algorithm. In particular, for \( T = 1 \), the probabilistic partition \( p_i(k)'s \) is a random vector as we do not know how to classify a point to a cluster yet. As \( T \) increases, one can see that the softmax clustering algorithm is gaining some “confidence” on how a point should be classified to these \( K \) clusters after several iterations of “training.” At \( T = 15 \), each probabilistic partition vector converges to a delta function and that results in a deterministic partition of three clusters for the \( n \) points. On the other hand, we can also see that the “topology” of the three rings start to emerge from our embedding vectors as \( T \) increases. Interestingly enough, if we knew the final three coordinates (before any training), then we can see from the plot of \( z_i(k) \) at \( T = 1 \) in Figure 4 (b)
that the data points have been already divided into three clusters. From this illustrating experiment, we
demonstrate that our softmax clustering algorithm not only performs well for clustering but also allows us
to visualize the original manifold of the input data by embedding them into a low-dimensional Euclidean
space. Finally, we note that it is better that we set the initial number of clusters $K$ to be larger than the
number of ground-truth clusters as otherwise we might force the algorithm to merge several ground-truth
clusters into a single cluster. It is also not necessary to start from $K = n$ as it might be costly to compute.

F. Further supporting evidence by using the eigendecomposition of the semi-cohesion measure

In this section, we provide further supporting evidence for our softmax clustering algorithm that uses
the semi-cohesion matrix as its input. We do this by using the eigendecomposition of the semi-cohesion
measure matrix. In Figure 5, we use the largest two eigenvalues and their corresponding eigenvectors to
represent the $x$- and $y$-coordinate of each point in the two-dimensional space. Comparing to the ground-
truth plot in Figure 3, one can see that the original “topology” of the manifold can be “preserved” by
projecting these two eigenvectors on a two-dimensional space. To further verify this, we construct
another artificial dataset with five non-overlapping rings in a two-dimensional space (see Figure 6). The
total number of nodes $n$ is 500 with 100 nodes in each cluster/ring. As shown in Figure 6 and Figure 7,
the original “topology” of the manifold can also be “preserved” by projecting these two eigenvectors on
a two-dimensional space.

In the following, we use the MATLAB built-in function called “teapotGeometry” to generate a teapot
plot in the three-dimensional space. By using the largest three eigenvalues of the semi-cohesion matrix
and their corresponding eigenvectors to represent $x$, $y$- and $z$-coordinate in the three-dimensional space,
we can see from Figure 8 that the original manifold still can be preserved by projecting these three
eigenvectors on a three-dimensional space.

To test the high-dimensional data, we generate a five-dimensional dataset that contains two teapots of
the same size: one is located in the one-, two-, three-dimensional space, and the other is in the three-,
four-, five-dimensional space. As shown in Figure 9, we still preserve the original manifold even though
we are not using the largest three eigenvalues and their corresponding eigenvectors. However, if we use the
corresponding eigenvectors from small eigenvalues, there will be significant interference and that makes
the original manifold very difficult to see.

In Figure 10 and Figure 11, we plot the distributions of the eigenvalues for the two semi-cohesion
matrices obtained from the three-ring dataset in Figure 3 and the five-ring dataset in Figure 6. As shown
in Figure 10 and Figure 11, these two distributions are very similar, and they both have a significant gap
between the largest two of eigenvalues and the others. One surprise finding is that all the eigenvalues of
the two semi-cohesion matrices are non-negative, which implies that the semi-cohesion matrix obtained
from an Euclidean distance in $\mathbb{R}^p$ is a positive semi-definite matrix. We will discuss its connections to
PCA further in the next section.

G. Connections to PCA

In this section, we discuss the connections between the eigendecomposition of a semi-cohesion measure
and the principal component analysis (PCA). As all the data points are in a high dimensional Euclidean
space in our previous experiments, let us consider using the squared Euclidean distance to generate the
semi-cohesion measure. For this, let $d_{hs}(x, y)$ be one-half of the squared Euclidean distance between any
two points $x$ and $y$ in a high dimensional Euclidean space, i.e.,

$$d_{hs}(x, y) = \frac{1}{2}(x - y)^T(x - y).$$  (36)
Fig. 4: $p_i(k)$’s and $z_i(k)$’s for $K = 6$, $k \in \{3, 5, 6\}$ in 3-D plots for various training iterations $T$. 

(a) $p_i(k)$’s in a 3-D plot

(b) $z_i(k)$’s in a 3-D plot
Fig. 5: Embedding by using the largest two eigenvectors as the X-Y coordinates of each point for the three-ring dataset.

Fig. 6: The ground-truth plot of the five-ring dataset.
Fig. 7: Embedding by using the largest two eigenvectors as the X-Y coordinates of each point for the five-ring dataset.

Fig. 8: Use the largest three of eigenvectors as X-Y-Z coordinates of each point.
Fig. 9: Two teapots from 5D to 3D embedding

Fig. 10: The distribution of eigenvalues for the three-ring dataset.
Thus, the semi-cohesion measure $\gamma(\cdot, \cdot)$ in (1) can be computed by

$$
\gamma(x, y) = \frac{1}{2n^2} \sum_{z_2 \in \Omega} \sum_{z_1 \in \Omega} \left[ (x - z_1)^T (x - z_1) + (y - z_2)^T (y - z_2) \\
- (z_1 - z_2)^T (z_1 - z_2) - (x - y)^T (x - y) \right]
$$

$$
= \frac{1}{2n^2} \sum_{z_2 \in \Omega} \sum_{z_1 \in \Omega} \left[ x^T x - 2z_1^T x + z_1^T z_1 + y^T y - 2z_2^T y + z_2^T z_2 \\
- z_1^T z_1 + 2z_1^T z_2 - z_2^T z_2 - x^T x + 2x^T y - y^T y \right]
$$

$$
= \frac{1}{n^2} \sum_{z_2 \in \Omega} \sum_{z_1 \in \Omega} \left[ x^T y + z_1^T z_2 - z_1^T x - z_2^T y \right]
$$

Let $c = \frac{1}{n} \sum_{z_2 \in \Omega} z_2 = \frac{1}{n} \sum_{z_1 \in \Omega} z_1$ be the centroid of all the points in the dataset. Then the semi-cohesion measure in (37) can be written as follows:

$$
\gamma(x, y) = (x - c)^T (y - c).
$$
Without loss of generality, one can always subtract every point from its centroid to obtain another zero-mean dataset \( \Omega = \{ x_1, x_2, \ldots, x_n \} \in \mathbb{R}^p \). For such a zero-mean dataset, the cohesion measure of two points is simply the inner product between the two points, i.e.,

\[
\gamma(x, y) = x^T y. \tag{40}
\]

Let

\[
Q = [x_1 \ x_2 \ \ldots \ x_n].
\]

Then, the \( n \times n \) semi-cohesion measure matrix

\[
\Gamma_{n \times n} = \begin{bmatrix}
    x_1^T x_1 & x_1^T x_2 & \ldots & x_1^T x_n \\
    x_2^T x_1 & x_2^T x_2 & \ldots & x_2^T x_n \\
    \vdots & \vdots & \ddots & \vdots \\
    x_n^T x_1 & x_n^T x_2 & \ldots & x_n^T x_n 
\end{bmatrix} = \begin{bmatrix}
    x_1^T \\
    x_2^T \\
    \vdots \\
    x_n^T 
\end{bmatrix} \begin{bmatrix}
    x_1 \\
    x_2 \\
    \vdots \\
    x_n 
\end{bmatrix} = Q^T Q. \tag{41}
\]

For all \( z \in \mathbb{R}^p \),

\[
z^T \Gamma z = z^T Q^T Q z = (Q z)^T (Q z) \geq 0. \tag{42}
\]

Thus, the semi-cohesion matrix obtained from using the squared Euclidean distance is a positive semi-definite matrix. As such, there are \( n \) nonnegative eigenvalues. Let \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n \geq 0 \) be the \( n \) nonnegative eigenvalues of \( \Gamma \), and \( v_i \) be the corresponding (normalized) eigenvector for \( \lambda_i \) with \( \|v_i\| = 1 \). Thus, for \( i = 1, 2, \ldots, n \),

\[
\Gamma v_i = \lambda_i v_i.
\]

Moreover, these \( n \) eigenvectors are orthogonal, i.e., \( v_i^T \cdot v_j = 0 \), for all \( i \neq j \). Now let \( V \) be the \( n \times n \) matrix with \( i^{th} \) column being the \( i^{th} \) eigenvector, i.e.,

\[
V = [v_1 \ v_2 \ \ldots \ v_n]
\]

and \( D \) be the \( n \times n \) diagonal matrix with the \( i^{th} \) diagonal element being the \( i^{th} \) eigenvalue, i.e.,

\[
D = \begin{bmatrix}
    \lambda_1 & \ldots & 0 \\
    0 & \lambda_2 & \ldots \\
    \vdots & \vdots & \ddots \\
    0 & 0 & \ldots & \lambda_n
\end{bmatrix}.
\]

Thus,

\[
\Gamma V = \Gamma [v_1 \ v_2 \ \ldots \ v_n] = [\lambda_1 v_1 \ \lambda_2 v_2 \ \ldots \ \lambda_n v_n] = [v_1 \ v_2 \ \ldots \ v_n] \begin{bmatrix}
    \lambda_1 & \ldots & 0 \\
    0 & \lambda_2 & \ldots \\
    \vdots & \vdots & \ddots \\
    0 & 0 & \ldots & \lambda_n
\end{bmatrix} = V D. \tag{43}
\]

As the matrix \( V \) is an orthogonal matrix, its inverse \( V^{-1} \) is simply its transpose matrix, i.e., \( V^{-1} = V^T \). In view of (43), we then have

\[
\Gamma = VDV^T = \sum_{i=1}^{n} \lambda_i v_i^T v_i. \tag{44}
\]
Next, we assume that there is a low dimensionality space $\mathbb{R}^{p_0}$ and its semi-cohesion measure matrix can be denoted by

$$\tilde{\Gamma} = \sum_{k=1}^{p_0} \lambda_k v_k v_k^T \quad (45)$$

where

$$v_k = \begin{bmatrix} v_{k,1} \\ v_{k,2} \\ \vdots \\ v_{k,n} \end{bmatrix}. \quad (46)$$

Then,

$$\tilde{\Gamma}_{ij} = \sum_{k=0}^{p_0} \lambda_k v_{k,i} v_{k,j} \quad (47)$$

and

$$x'_i = \begin{bmatrix} \sqrt{\lambda_1} v_{1,i} \\ \sqrt{\lambda_2} v_{2,i} \\ \sqrt{\lambda_3} v_{3,i} \\ \vdots \\ \sqrt{\lambda_{p_0}} v_{p_0,i} \end{bmatrix}. \quad (48)$$

Thus, the eigendecomposition of the semi-cohesion matrix with the squared Euclidean distance is equivalent to using the principal component analysis (PCA) to map $x_i \in \mathbb{R}^p$ from a high-dimensional space to $x'_i \in \mathbb{R}^{p_0}$ in a low-dimensional space.

### H. Using the softmax clustering algorithm with a hierarchical agglomerative clustering

There are two drawbacks of the softmax clustering algorithm: (i) the output of the algorithm may not be a cluster that satisfies the definition of a cluster in Definition 3 and (ii) the dataset may exist a hierarchical structure of clusters. To address these two drawbacks, one can use the same approach as described in the iterative Partitional-Hierarchical community Detection (iPHD) algorithm in [6]. The key idea is to add a hierarchical agglomerative clustering after the softmax clustering algorithm. The hierarchical agglomerative clustering algorithm then repeatedly merges two positively correlated clusters (produced by the softmax algorithm) into a new cluster until there is only one cluster left or every pair of two clusters are negatively correlated. The output clusters from such a hierarchical agglomerative clustering can be shown to satisfy the definition of a cluster in Definition 3. Moreover, it also allows us to see the hierarchical structure of clusters. The detailed algorithm is shown in Algorithm 2.

In the iterative partitional-hierarchical algorithm in Algorithm 2, the modularity is non-decreasing when there is a change of the partition. Thus, the algorithm converges to a local optimum of the modularity in a finite number of steps. When the algorithm converges, every set returned by Algorithm 2 is indeed a cluster.

As an illustrating example of the iPHD Algorithm, we consider the five-circle dataset in Figure 2 (a). As shown in Figure 2 (b), one can select a particular $\lambda$’s so that the average distance is $\bar{d}$ under the sampling distribution $p_{\lambda}(\cdot, \cdot)$. In Table I we list the average distance $\bar{d}$ for various choices of $\lambda$. Now we feed the covariance matrix from the sampling distribution $p_{\lambda}(\cdot, \cdot)$ into the iPHD Algorithm. It is clear to see from Figure 12 that various choices of $\lambda$ lead to various resolutions of the clustering algorithm.
\textbf{ALGORITHM 2: The Iterative Partitional-Hierarchical (iPHD) Algorithm}

\textbf{Input:} A symmetric covariance matrix $\Gamma = (\gamma_{ij})$, the number clusters $K$, the inverse temperature $\theta > 0$, and the annealing parameter $\epsilon \geq 0$.

\textbf{Output:} A partition $\mathcal{P} = \{S_k, k = 1, 2, \ldots, K_0\}$ with some $K_0 \leq K$, and an embedding of data points $\{z_i(k), i = 1, 2, \ldots, n, k = 1, 2, \ldots, K_0\}$.

\begin{itemize}
  \item (0) Initially, choose arbitrarily $K$ disjoint nonempty sets $S_1, \ldots, S_K$ as a partition $\mathcal{P}$ of $\Omega$.
  \item (1) Run the softmax clustering algorithm in Algorithm \[\text{\textit{Algorithm 1}}\] with the initial partition $\mathcal{P}$. Let $\mathcal{P}'$ be its output partition.
  \item (2) Run the hierarchical agglomerative algorithm in [6] with the initial partition $\mathcal{P}'$. Let $\mathcal{P}$ be its output partition.
  \item (3) Repeat from (1) until there is no further change of the partition.
  \item (4) Output the partition and the corresponding embedding $\{z_i(k), i = 1, 2, \ldots, n, k = 1, 2, \ldots, K_0\}$ with
    \[z_i(k) = \sum_{j \in S_k} \gamma_{j,i}.\]
\end{itemize}

Specifically, for $\lambda = -0.5$ (and $\bar{d} = 2.6055$), there are five clusters detected by the iPHD algorithm. Points in different clusters are marked with different colors. For $\lambda = -0.01$ (and $\bar{d} = 31.1958$), there are four clusters detected by the iPHD algorithm. Finally, for $\lambda = -0.0001$ (and $\bar{d} = 36.6545$), there are only three clusters detected by the iPHD algorithm.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
$\lambda$ & -0.5 & -0.01 & -0.0001 & 0 & 1 \\
\hline
$\bar{d}$ & 2.6055 & 31.1958 & 36.6545 & 36.7121 & 87.8800 \\
\hline
\end{tabular}
\caption{The average distance $\bar{d}$ for various choices of $\lambda$.}
\end{table}

\section{III. Performance Comparisons}

\subsection{A. Choice of the objective function}

In this section, we compare the performance of clustering algorithms that use different objective functions. Our softmax clustering algorithm and its iPHD extension use the modularity $\sum_{k=1}^{K} \gamma(S_k, S_k)$ as its objective function. On the other hand, the K-sets$^+$ algorithm in [4] uses the normalized modularity $\sum_{k=1}^{K} \frac{1}{|S_k|} \gamma(S_k, S_k)$ as its objective function.

Here we briefly review the K-sets$^+$ algorithm. In [3], a clustering algorithm, called the K-sets algorithm, was proposed for clustering data points in metric spaces. The K-sets algorithm is conceptually simple, and it relies on a new distance measure, called the \textit{triangular distance} ($\Delta$-distance) in [3]. The K-sets algorithm, started from a random partition of $K$ sets, repeatedly assigns every data point to the closest set in terms of the $\Delta$-distance until there is no further change of the partition. The K-sets algorithm was extended to the K-sets$^+$ algorithm in [4] for clustering data points in semi-metric spaces. The key problem for such an extension is that the \textit{triangular distance} ($\Delta$-distance) might not be nonnegative in a semi-metric space. For this, the K-sets$^+$ algorithm uses the adjusted $\Delta$-distance defined below.

\textbf{Definition 9. (Adjusted $\Delta$-distance)} For a semi-cohesion measure $\gamma(\cdot, \cdot)$ on a set of data points $\Omega = \{x_1, x_2, \ldots, x_n\}$, the adjusted $\Delta$-distance from a point $x$ to a set $S$, denoted by $\Delta_a(x, S)$, is defined as follows:

\[
\Delta_a(x, S) = \begin{cases} 
\frac{|S|}{|S|+1} \Delta(x, S), & \text{if } x \notin S, \\
\frac{|S|-1}{|S|} \Delta(x, S), & \text{if } x \in S \text{ and } |S| > 1, \\
\infty, & \text{if } x \in S \text{ and } |S| = 1.
\end{cases}
\] (49)
where

\[
\Delta(x, S) = \gamma(x, x) - \frac{2}{|S|} \gamma(x, S) + \frac{1}{|S|^2} \gamma(S, S),
\]

(50)

Instead of using the \(\Delta\)-distance for the assignment of a data point in the K-sets algorithm, the K-sets\(^+\) algorithm uses the adjusted \(\Delta\)-distance for the assignment of data points. It was shown in [4] that the K-sets\(^+\) algorithm can also be used for clustering data points with a symmetric similarity measure (that measures how similar two data points are) and it converges monotonically to a local optimum of the optimization problem for the objective function \(\sum_{k=1}^{K} \frac{1}{|S_k|} \gamma(S_k, S_k)\) within a finite number of iterations. The detailed algorithm is shown in Algorithm [3]
To further verify the above insight, we test the K-sets+ algorithm. Recall that the iPHD algorithm uses the modularity $\sum_{k=1}^{K} \gamma(S_k, S_k)$ as its objective function and the K-sets+ algorithm uses the normalized modularity $\sum_{k=1}^{K} \frac{1}{|S_k|} \gamma(S_k, S_k)$ as its objective function. For our experiments, we follow the procedure in [10] to generate signed networks from the stochastic block model with two communities. Each sign network consists of $n$ nodes and two ground-truth blocks. However, the sizes of these two blocks are chosen differently. There are three key parameters $p_{in}$, $p_{out}$, and $p$ for generating a test network. The parameter $p_{in}$ is the probability that there is a positive edge between two nodes within the same block and $p_{out}$ is the probability that there is a negative edge between two nodes in two different blocks. All edges are generated independently according to $p_{in}$ and $p_{out}$. After all the signed edges are generated, we then flip the sign of an edge independently with the crossover probability $p$.

In our experiments, the total number of nodes is $n = 2000$ with four choices of $n_1 = \{1000, 1300, 1600, 1900\}$ in the first block (and thus $n_2 = \{1000, 700, 400, 100\}$ in the second block). Let $c = (n/2 - 1)p_{in} + np_{out}/2$ be the average degree of a node, and it is set to be 6, 8, and 10, respectively. Also, let $c_{in} = np_{in}$ and $c_{out} = np_{out}$. The value of $c_{in} - c_{out}$ is set to be 5 and that is used with the average degree $c$ to uniquely determine $p_{in}$ and $p_{out}$. The crossover probability $p$ is in the range from 0.01 to 0.5 with a common step of 0.01. We generate 20 graphs for each $p$ and $c$. We remove isolated nodes, and thus the exact numbers of nodes in the experiments might be less than 2000. We show the experimental results with each point averaged over 20 random graphs. The error bars represent the 95% confident intervals.

To test these two algorithms, we use the similarity matrix $\Gamma$ with

$$\Gamma = A + 0.5A^2,$$

where $A$ is the adjacency matrix of the signed network after randomly flipping the sign of an edge. Such a similarity matrix was suggested in [10] for community detection in signed networks as it allows us to “see” more than one step relationship between two nodes.

In Figure 13, Figure 14, Figure 15, and Figure 16 we show the experimental results for edge accuracy (the percentage of edges that are correctly detected) as a function of the crossover probability $p$.

From our experimental results, we can observe that the K-sets+ algorithm does not perform well when the sizes of communities are considerably different. The reason is that the normalized modularity tends to balance the sizes of the two detected communities. Also, increasing the average degree $c$ in the stochastic block model also increases the edge accuracy for both algorithms. This might be due to the fact that the tested signed networks with a larger average degree are more dense. Thus, if we would like to cluster data with communities of the same size, we should use the K-sets+ (that maximizes the normalized modularity) to obtain more precise results. On the contrary, if the ground-truth communities are not of the same size, we should use the iPHD algorithm (that maximizes the modularity).

To further verify the above insight, we test the iPHD algorithm and the K-sets+ algorithm on the real-world dataset from the LiveJournal [1], [2]. LiveJournal is a free on-line community with almost

---

**Algorithm 3: The K-sets+ Algorithm [4]**

**Input:** A data set $\Omega = \{x_1, x_2, \ldots, x_n\}$, a symmetric matrix $\Gamma = (\gamma(\cdot, \cdot))$ and the number of sets $K$.

**Output:** A partition of sets $\{S_1, S_2, \ldots, S_K\}$.

1. **(0)** Initially, choose arbitrarily $K$ disjoint nonempty sets $S_1, \ldots, S_K$ as a partition of $\Omega$.
2. **(1)** for $i = 1, 2, \ldots, n$ do
   - Compute the adjusted $\Delta$-distance $\Delta_\gamma(x_i, S_k)$ for each set $S_k$. Find the set to which the point $x_i$ is closest in terms of the adjusted $\Delta$-distance. Assign that point $x_i$ to that set.
3. **(2)** Repeat from (1) until there is no further change.
10 million members in which a significant fraction of members are highly active. In our experiment, we extract the largest two non-overlapping communities. The total number of nodes $n$ is 2583 with 1243 and 1340 nodes in each community. The crossover probability $p$ is in the range from 0.01 to 0.25 with a common step of 0.01 and we use the same similarity matrix $\gamma$ in (51).

In Figure 17 we show our experimental results for vertex accuracy (the percentage of vertices that are correctly clustered) as a function of the crossover probability $p$. As shown in Figure 17 the K-sets$^+$ do not perform very well. However, it achieves a higher objective value (in terms of the normalized modularity) than that of the ground-truth communities. This is very interesting as the K-sets$^+$ algorithm
are two communities, $N_1 = 400$, $N_2 = 1600$.
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**Fig. 15**: The stochastic block model with 400 and 1600 nodes in each community.

Two Communities, $N_1 = 100$, $N_2 = 1900$
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**Fig. 16**: The stochastic block model with 100 and 1900 nodes in each community.

does its job to produce communities with high normalized modularity values. But this does not imply that these communities with high normalized modularity values are close the ground-truth communities. We will further discuss this in the next section.

**B. Choice of the similarity/dissimilarity measure**

In the previous section, we show that it is possible for a clustering algorithm to produce communities/clusters with higher objective values than that of the ground-truth communities and they are not even close to the ground-truth communities. Such an observation makes us wonder whether one can fix this
problem by using a “right” similarity measure. It is known in [4] that one can convert a similarity measure $\gamma(x, y)$ into a semi-cohesion measure $\tilde{\gamma}(x, y)$ as follows:

$$\tilde{\gamma}(x, y) = \gamma(x, y) - \frac{1}{n} \gamma(x, \Omega) - \frac{1}{n} \gamma(y, \Omega) + \frac{1}{n^2} \gamma(\Omega, \Omega) + \sigma \delta(x, y) - \frac{\sigma}{n}, \quad (52)$$

where $\delta(x, y)$ is the usual $\delta$ function (that has value 1 if $x = y$ and 0 otherwise), and $\sigma$ is a constant that satisfies

$$\sigma \geq \max_{x \neq y} [\gamma(x, y) - (\gamma(x, x) + \gamma(y, y))/2]. \quad (53)$$

Once we have the semi-cohesion measure, we can use the duality result in (3) to construct a semi-metric

$$\tilde{d}(x, y) = (\tilde{\gamma}(x, x) + \tilde{\gamma}(y, y))/2 - \tilde{\gamma}(x, y). \quad (54)$$

To convert such a semi-metric into a metric $\tilde{d}^*(x, y)$, we can use the shortest-path algorithm, e.g., the Dijkstra algorithm [11], to compute the minimum distance between $x$ and $y$. Clearly, the minimum distance satisfies the triangular inequality and thus one can use the K-sets algorithm in [3] with the distance metric $\tilde{d}^*(x, y)$.

In Figure 18 we show the experimental result for vertex and edge accuracy for the LiveJournal dataset [1], [2] by using the K-sets algorithm in [3] with the distance metric $\tilde{d}^*(x, y)$. Each point in Figure 18 is the best result in 500 tries of the K-sets algorithm with random initialization. As shown in Figure 18 both the performance for edge accuracy and that of vertex accuracy are good except for the three abnormal results at $p = 0.125$, $p = 0.20$ and $p = 0.25$ as there are only two negative edges between the two communities in this dataset. If the edge signs of these two edges are flipped, then we might cluster most of the nodes into a wrong cluster. Thus, even though the total number of edge errors is still two, the number of vertex errors is tremendous. In comparison with the results from the K-sets+ algorithm in Figure 17 there is a significant performance improvement by using the K-sets algorithm that uses the distance metric $\tilde{d}^*(x, y)$. This shows that the choice of the distance measure has a great impact on the performance of the clustering algorithm.
Fig. 18: The result for the K-sets algorithm by using the LiveJournal dataset.

Fig. 19: A line graph with 5 nodes

To gain the intuition why using a metric is better than using a semi-metric, let us consider a simple line graph with 5 nodes as shown in Figure 19. There is only one negative edge, i.e., the edge between node 1 and 2, and the rest three edges are positive edges. Intuitively, such a signed network should be clustered into two communities \{1\} and \{2, 3, 4, 5\}. Note that the adjacency matrix $A$ for the signed network is

$$A = \begin{bmatrix} 0 & -1 & 0 & 0 & 0 \\ -1 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 1 \\ 0 & 0 & 0 & 1 & 0 \end{bmatrix}.$$  

(55)

Now treat the adjacency matrix $A$ as the similarity measure $\gamma(\cdot, \cdot)$ and use (52) and (54) to convert such a similarity measure into a semi-metric. This leads to

$$\tilde{d} = \begin{bmatrix} 0 & 2 & 1 & 1 & 1 \\ 2 & 0 & 0 & 1 & 1 \\ 1 & 0 & 0 & 0 & 1 \\ 1 & 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 0 & 0 \end{bmatrix}.$$  

(55)

It is known in [3] that the normalized modularity satisfies the following identity:

$$\sum_{k=1}^{K} \frac{1}{|S_k|} \gamma(S_k, S_k) = \sum_{i=1}^{n} \gamma(i, i) - \sum_{k=1}^{K} \frac{1}{|S_k|} \tilde{d}(S_k, S_k).$$  

(56)
Thus, maximizing the normalized modularity is equivalent to minimizing \( \sum_{k=1}^{K} \frac{1}{|S_k|} \tilde{d}(S_k, S_k) \). For the ground-truth communities \( \{1\} \) and \( \{2, 3, 4, 5\} \), we have

\[
\sum_{k=1}^{K} \frac{1}{|S_k|} \tilde{d}(S_k, S_k) = 0 + \frac{6}{4} = \frac{3}{2}.
\]

However, for the partition of the two communities \( \{1, 4, 5\} \) and \( \{2, 3\} \), we have

\[
\sum_{k=1}^{K} \frac{1}{|S_k|} \tilde{d}(S_k, S_k) = \frac{4}{3} + 0 = \frac{4}{3},
\]

which is smaller than \( 3/2 \) for the ground-truth communities. This example shows that maximizing the normalized modularity with a semi-metric may lead to a partition that has a higher objective value than that of the ground-truth communities.

Now let us convert the semi-metric in (55) into a metric by computing the minimum distance between any two points and this leads to

\[
\tilde{d}^* = \begin{bmatrix}
0 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0
\end{bmatrix}.
\]  

(57)

For the ground-truth communities \( \{1\} \) and \( \{2, 3, 4, 5\} \),

\[
\sum_{k=1}^{K} \frac{1}{|S_k|} \tilde{d}(S_k, S_k) = 0,
\]

and this is the best objective value. Note that for the partition of the two communities \( \{1, 4, 5\} \) and \( \{2, 3\} \),

\[
\sum_{k=1}^{K} \frac{1}{|S_k|} \tilde{d}(S_k, S_k) = \frac{4}{3} + 0 = \frac{4}{3}.
\]

The advantage of converting a semi-metric into a metric can be further explained from the three-node graph in Figure 20. There the triangular inequality is not satisfied. Since the distance between node B and node C is 0, it is intuitive to treat B and C as the same node. However, as the triangular inequality is not satisfied, node A sees them differently and that might cause misclustering of node B and node C.

![Fig. 20: Three nodes with a semi-metric](image)

The line graph in Figure 19 shows that it is possible for a clustering algorithm to produce communities/clusters with higher objective values than that of the ground-truth communities and they are not even close to the ground-truth communities. In Figure 21, we provide another example for a tree with 5
nodes. The only negative edge is the edge between node 4 and 5. Clearly, the ground-truth communities are \{5\} and \{1, 2, 3, 4\}. But for the partition with the two communities \{1, 2, 5\} and \{3, 4\} has a larger normalized modularity than that of the ground-truth communities.

\[
d = \begin{bmatrix}
0 & 0 & 1 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 \\
1 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 2 \\
1 & 1 & 1 & 2 & 0
\end{bmatrix}
\]

(a) a tree with 5 nodes (b) semi-metric matrix

Fig. 21: Another illustrating example for a tree with 5 nodes.

IV. CONCLUSION

In this paper, we proposed a unified framework for sampling, clustering and embedding data points in semi-metric spaces. We introduced the whole concept of clustering in a sampled graph with the exponentially twisted sampling. Then, we proposed a probabilistic clustering algorithm, called the softmax clustering algorithm based on the softmax function and the covariance for not only clustering but also embedding data points in a semi-metric space to a low dimensional Euclidean space. We showed that the softmax clustering algorithm converges to a local optimum when the inverse temperature \(\theta\) is increased to infinity. To show the effect of the softmax clustering algorithm, we also conducted an illustrating experiment by using an artificial dataset with three non-overlapping rings. Furthermore, we provided supporting evidence by using the eigendecomposition of the semi-cohesion measure from artificial datasets and showed that the eigendecomposition of the semi-cohesion matrix with the squared Euclidean distance is equivalent to using the principal component analysis (PCA) to map from a high-dimensional space to a low-dimensional space. Also, to address drawbacks of the softmax clustering algorithm, we extended the iPHD algorithm and showed that experimental results with various choices of \(\lambda\) lead to various resolutions of the clustering algorithm.

Besides, we focused on (i) how the choice of the objective function and (ii) the choice of the similarity/dissimilarity measure affect the performance of the clustering results. In the first part, we followed the procedure in [10], and experimental results showed that those algorithms based on the maximization of normalized modularity tend to balance the size of detected clusters. In the second part, we showed that using a metric is better than using a semi-metric as the triangular inequality is not satisfied for a semi-metric and that is more prone to clustering errors.
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