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Abstract

To feed people in the coming decades, an increase in sustainable animal food production is required. The efficiency of the global food production system is dependent on the knowledge and improvement of its submodels, such as food animal production. Scientists use statistical models to interpret their data, but models are also used to understand systems and to integrate their components. However, empirical models cannot explain systems. Mechanistic models yield insight into the mechanism and provide guidance regarding the exploration of the system. This review offers an overview of models, from simple empirical to more mechanistic models. We demonstrate their applications to amino acid transport, mass balance, whole-tissue metabolism, digestion and absorption, growth curves, lactation, and nutrient excretion. These mechanistic models need to be integrated into a full model using big data from sensors, which represents a new challenge. Soon, training in quantitative and computer science skills will be required to develop, test, and maintain advanced food system models.
INTRODUCTION

Food animal production has been a component of agricultural output for more than 11,000 years (1). This is at least partially driven by the desire to consume animal products, which likely arises from consumption of meat during the preagricultural period (2). That desire continues today, as evidenced by increases in animal product consumption as expendable income increases (3).

The animal production system contributes to human-edible nutrients through provision of meat, dairy products, and eggs. Animal-based food products also contribute to human health, mainly in children. Global human health is being negatively affected by unbalanced diets and obesity in all countries (4). However, undernutrition is still a big problem in low-income countries (5), where billions of people consume diets that are deficient in energy or micronutrients (3). Animal proteins rank highest in protein quality, considering composition and bioavailability of essential amino acids (6). Animal products are an important source of many nutrients in the human diet. These positive factors must be weighed against the impact of animal production on the overall food supply and its environmental impact (7).

The world’s land mass is composed of 0.84 billion hectares that are permanently frozen or with growing seasons too short to produce significant vegetation (8), 6.1 billion hectares of arid land (9) with minimal vegetative output, 1.6 billion hectares suitable for grain crop cultivation and production, 4 billion hectares that are forested, and 1.8 billion hectares that are suitable for grazing (8). Considering output per hectare, the potential production of fibrous crops is approximately 31.2 million tonnes (mmt)/y and of grain crops is 2,980 mmt/y (8).

In comparison, there are an estimated 28.8 billion food animals in the world today, of which 3.9 billion are ruminants (cattle, buffaloes, sheep, and goats) or have significant hind-gut fermentation that can make extensive use of dietary fiber and 24.9 billion nonruminants that can make minimal use of dietary fiber (8). Accounting for animal size in each category yields 1,292 mmt of fiber-fermenting animals and 212 mmt of non-fiber-fermenting animals. If people (average mass of 62 kg; 10) are added to the latter category, the mass becomes 680 mmt today, and assuming no change in animal numbers, the non-fiber-fermenting world mass will grow to 814 mmt by 2050. These animals result in annual production of 248.1 mmt of meat (chickens, turkeys, ducks, geese, other birds, pigs, rabbits, asses, horses, mules, guinea fowl, other rodents, and terrestrial snails) and 87 mmt of eggs from non-fiber fermenters and 86.1 mmt of meat (cattle, buffalo, sheep, goats, camels, and other camels) and 827.9 mmt of milk from fiber fermenters per year. This approximates to 28.5 kg of protein and 561 Mcal of energy per hectare of arable land (~1.42 billion hectares) for fiber fermenters and 36.4 kg of protein and 584 Mcal of energy per hectare of arable land for non-fiber fermenters.

For both classes of food animals, improving efficiency of human-edible food production from a given land mass is a priority. In addition to expanding the food supply, this also reduces environmental impact. From mass balance, greater animal product nutrient capture per unit of nutrient consumed results in reduced nutrient excretion (11). Gains in animal efficiency have been very large where feed availability has been high owing to dilution of a fixed maintenance cost with greater rates of production (11).

Additional efficiency gains may have also occurred through improved nutrition. Imbalance of nutrients relative to requirements contributes to inefficiency, as excess nutrients, other than energy, are generally excreted. If vitamins, minerals, or amino acids are provided in inadequate quantities relative to the genetic potential for production, production will be reduced, or the animal will become sick and nonproductive. In such a case, other nutrients cannot be used at maximum levels, and the animal excretes them. Thus, although the efficiency of the limiting nutrient will be high, the efficiency of the other nutrients will be reduced. Balancing all the nutrients to achieve
equanimity relative to potential production avoids the problem, resulting in gains in efficiency. Such gains have been realized in all animal production species through the application of greater nutritional knowledge to feeding programs, but greater advances have been realized for non-fiber fermenters. For example, growing pigs can be fed to achieve 80% nitrogen (N) efficiency (12), whereas growing cattle typically achieve less than 40% N efficiency (13). Although a portion of the difference is due to inherent differences in dietary N digestibility, the absorbed efficiencies are also lower in beef animals. Additional focus not only on maximizing production to dilute out maintenance costs but also in achieving greater efficiency at a given level of production is required. This latter goal requires better knowledge of the mechanisms underlying requirements.

For complex systems such as the food system, models must be used to integrate the individual components to provide quantitative relationships between inputs and outputs. With adequate models, one can explore resource allocation subject to system constraints to identify optimum solutions under varying conditions. Models also aid in understanding the system and available knowledge, thus providing direction for further research (14, 15). Thus, the important driving mechanisms of a system must be captured in the models so that they are able to provide predictions of the full range of possible outcomes.

Because consumption of animal-source foods—and consequently livestock production—will continue to increase to supply humans with adequate protein and nutrients in both developed and developing countries (16), in this review, we discuss the development and applications of mechanistic nutrition models as a strategy to improve animal agriculture and its sustainability.

We include discussion covering all aspects of modeling from empirical to more mechanistic models; advantages and limitations; and current examples of models of nutrient digestion, growth, lactation, and nutrient excretion. In particular, we include a broad discussion of topics of interest, such as precision livestock farming, and integration of models, while highlighting the importance of mechanistic modeling for sustainable food production and challenges, as well as future directions.

NUTRITIONAL MODELING FOR SUSTAINABLE AGRICULTURE

Because the food system is complicated (Figure 1), unintended consequences can occur when changes are adopted based solely on an empirical assessment of an isolated piece of the system (17). For the most part, the system self-optimizes based on economics. An oversupply of output from one part of the system is taken advantage of by another part of the system, with output price driving rational use. However, if one desires to constrain the system to achieve goals that are not reflected in the current economic framework (an environmental goal) or to project outcomes for the future (a 50% increase in the required food supply), it is impossible to envision the resulting shifts in the system (18). It is also impossible to empirically test the impact of some changes, e.g., global climate change. Thus, systemic responses must be explored using models of the system.

The accuracy of such projections will depend on the adequacy of the model and the complexity of the question (19). If one is simply interested in the total food supply, submodels representing the parts of the food system likely could be fairly simple (20). However, if one is interested in the supply and use of individual key nutrients, such as energy, amino acids, vitamins, or minerals, the required complexity becomes much greater, and if one also desires to represent the impact of environmental stress and potential genetic adaption to such stress on the biological components of the system, the problem becomes very large. Finally, consideration of even a limited number of system modifiers, such as fertilizers, herbicides, insecticides, nutrient supply, probiotics, antibiotics, or management practices, requires even greater complexity in the underlying biological models.
Model Characterization

As France & Thornley (21) described, models can be used for data description or for predicting outcomes based on novel inputs. Biologists have used models for several centuries for both purposes (22), but the vast majority of use is for the former as part of the normal statistical analyses commonly performed to assign probabilities to treatment effects. All models consist of three elements: (a) the inputs or driving variables, (b) the parameters and model structure, and (c) the predicted outcome or output. Inputs are generally denoted using $X$ with a subscript to denote different inputs. Model parameters are generally denoted using Greek letters such as $\alpha$, $\beta$, and $\lambda$, and outputs as $\hat{Y}$, with a subscript to denote different predictions if there are multiple. Thus, a simple model can be denoted as

$$\hat{Y}_i = \alpha X_i + \beta.$$  \hspace{1cm} (1)

Models of both types can be further subdivided based on three criteria, again laid out by France & Thornley (21). Models that contain a time element—that is, they predict through time—are denoted as dynamic versus static models that do not contain time and thus predict a single outcome based on the inputs. Growth models provide an example of the former (23). These models will predict body weight at any point in the life span of an animal given inputs of age and any other driving factors required by the model. By comparison, one might also predict body weight from animal circumference. Provided the circumference-to-weight ratio is not a function of age, this
would be a static model. In this latter case, time, age, is not a driving element of the model, whereas animal circumference is a driving variable.

The second model descriptor denotes the treatment of variance. Equation 1 is a deterministic model in that it provides a single prediction for a given value of \( X \). Thus, sources of variation in the system are ignored. In contrast, a stochastic model explicitly represents variation sources. For example, if Equation 1 represents a biological function in an animal, then \( \alpha \) and \( \beta \) will be subject to genetic variance. Additionally, \( X \) will have measurement error, as will \( Y \). All four sources of variance can be explicitly represented in the model

\[
\hat{Y}_i \sim N(\mu_Y, \sigma_Y^2) = \alpha \sim N(\mu_\alpha, \sigma_\alpha^2)X_i \sim N(\mu_X, \sigma_X^2) + \beta \sim N(\mu_\beta, \sigma_\beta^2).
\]

In this case, they are modeled as normal distributions with a mean of \( \mu \) and a variance of \( \sigma^2 \) for each, but other variance distributions can be used. Alternatively, the variance can be aggregated into a single generic error term (\( \epsilon \)), as is typically done for statistical models:

\[
\hat{Y}_i = \alpha X_i + \beta + \epsilon_i \sim N(0, \sigma^2_\epsilon).
\]

Thus, there is a population of predicted outcomes (\( \hat{Y} \)) for each value of \( X \).

The third category defines models as either empirical or mechanistic. The former describes the class of models defined by Equation 1 if they describe animal performance, for example, as a function of energy intake. The key point is that predictions of output are made using inputs from the same level of aggregation or function, i.e., animal intake and animal output. However, a myriad of underlying mechanisms result in the positive relationship between energy intake and product synthesis, and these are not encoded in the equation.

Conversely, equations that draw on elements of underlying function to describe higher-level function are mechanistic. As an example, one can represent energy supply to the animal as a function of digested nutrients and animal performance as a function of nutrient partitioning to maintenance and production. This captures elements of function one level below the animal level and uses that information to predict performance. The lower-level process descriptions are empirical relationships (digestion, partitioning, and the yield of product per unit of nutrient supply), but the inclusion of lower-level function makes the model mechanistic. Essentially all mechanistic models are empirical at their lowest level. One can always descend another layer below the current, unless one has descended to a description of subatomic particles that truly represent the bottom level of aggregation. Thus, a food system model would by definition be a mechanistic model if it draws on submodels, e.g., crop and animal output.

### From Empirical to Mechanistic Elements

Early models of metabolic responses to nutrient inputs were empirical owing to the lack of underlying information and subsequently the lack of computational power. Knowledge of digestion and energy metabolism allowed Atwater & Bryant (24) to describe energy retention, heat production, and gas exchange as a function of nutrient intakes, heats of combustion, nutrient digestibilities, and nutrient use yielding physiological fuel values that are still in use today for some species. Over the last 120 years, efforts have focused on improving representations of nutrient and energy supply and the efficiency of energy and nutrient use by the animal, leading to ever more complicated models that have become more mechanistic (25–27). Nutrient supply subsystems consider ruminal degradation, microbial growth and action, intestinal digestion, and partitioning of nutrients to maintenance and multiple productive functions (25, 27). By aggregating the underlying subsystems, one can use knowledge gained from multiple experiments to describe animal function.
Such assembly and testing against additional animal performance measures provide another level of evaluation. Inadequate representations of an underlying process quickly become apparent when testing across a broad range of animal and diet types. Thus, model integration not only allows us to build from lower levels of function but also tests the completeness of the knowledge captured.

Smith (28) used these concepts to develop a model of the dairy cow by integrating cellular metabolism in 10 different body tissues. They identified several knowledge deficiencies that are still being addressed today. In general, there was an inadequate understanding of the quantitative aspects of metabolite metabolism for most tissues, including microbial metabolism in the rumen. Efforts were undertaken by the group at the University of California, Davis, over the subsequent 20 years, resulting in the development of several tissue models (29–39) that described tissue metabolism from cellular and subcellular processes. Key concepts from that work were used to reformulate the earlier animal model into a refined, more aggregated version (40–42) that remains in use for research purposes today. This latter model was used to identify another round of knowledge deficiencies that stimulated yet further experimental and modeling work (43–59). These efforts exemplify the potential value of using mechanistic models in concert with experimental work to evaluate knowledge sufficiency and identify areas of deficiency.

Use for Data Interpretation and Extension

Another use of models is in the interpretation and extension of experimental data. Every scientist uses statistical models to interpret their data. These are generally simple models that, in the case of analysis of variance (ANOVA), reduce to estimation of deviations from the study mean. However, the inclusion of covariate adjustments and linear or quadratic responses that reflect continuous variables results in models that begin to resemble Equation 3. Obviously, animals do not respond to varying nutrient supply in a discrete fashion, jumping from one ANOVA determined mean to the next. Thus, the use of continuous functions to represent the system begins to capture the true underlying mechanisms.

This approach has the added advantage of describing the system in mechanistic terms. Assessing empirical observations of transport activity for a tissue or cells by ANOVA may demonstrate that mean transport increases as substrate increases and that the process is saturable; however, it does not inherently provide biological parameters that can be used to understand the activity relative to substrate supply. Fitting a continuous function of the proper form yields estimates of affinity and maximal capacity of the system. These parameters can be observed to determine whether there was a change in affinity or maximal capacity in response to treatment. For example, one would expect amino acid transport rates to increase for muscle cells when treated with insulin. Assessing those rates at varying amino acid supply with high and low insulin and determining the maximal rate and affinity provides an indication of whether the response was mediated by increased active transporters (increased maximal rate) or by an alteration in the transporter protein conformation (increased affinity). This mechanistic model yields insight into the biological mechanisms and provides guidance regarding further exploration of the system.

Mass balance and knowledge of stoichiometry can be used to derive flux estimates for pathways that cannot be directly observed. Such mass balance models are generally designed to estimate additional fluxes within the system given constraints of available precursors, observed inputs and outputs, and known stoichiometric relationships (60, 61). These models may or may not include kinetic representations of the conversion among metabolites. van Milgen (62) developed a generic framework to construct mass balance systems that can be applied to a variety of problems. When applied to cellular or tissue metabolic networks, some aggregation of minor fluxes is generally undertaken, but because the major fluxes must be represented between each branch or pivot point,
they tend to be fairly detailed descriptions of the major pathways. Changes in the flux estimates associated with treatments can be compared with gene and protein expression data for proteins catalyzing that flux to identify potential driving mechanisms.

In many cases, mass balance solutions result in a range of possible solutions rather than a single unique solution. Although a range of possible solutions is not as satisfying as a single value, it still represents scientific progress. Consideration of nitrogen, carbon, and energy balance in addition to metabolite balance further constrains the problem and may result in unique solutions. The presence of bidirectional exchange fluxes is also problematic if information on the individual fluxes is desired. Mass balance approaches are able to derive only the net flux. Both identity problems can generally be resolved using appropriate isotopic tracers in combination with mass balance (49, 63–68).

When this work is conducted using steady-state observations, it can often be solved algebraically, but non–steady state data necessitate the use of dynamic models, and these models typically cannot be solved analytically. In such cases, numerical integration is used to solve the model with respect to time, and an optimizer is used to estimate fluxes based on minimizing residual errors using least-squares or maximum likelihood methods (49, 68). In such systems, the labeled fluxes are represented as a product of the unlabeled flux and the precursor pool enrichment. This ensures that isotopic movement in the system is linked to unlabeled flux. A critical assumption for all the tracer-based work is that tracer fractionation does not occur, which is not always the case (69).

Models of whole-tissue metabolism with isotope representations have been constructed (34, 70, 71), and studies have been conducted to collect data adequate for parameterization of the models (46, 72, 73). However, efforts to solve those problems proved intractable at the time. The major limitation was computation time, although experience with such large problems certainly contributed. The models required approximately 30 s to run to steady state. The latter data sets contained 200 or more observations for each tissue when the various isotopic tracers and substrate concentrations were considered. At 200 observations, 100 min were required to simulate all the data a single time. Optimizing 20 or 30 parameters using simplex or slope-based algorithms typically requires 2,000 or more interactions for convergence when the data have normal biological variance, and the initial parameter guesses are reasonably close to the final estimates, i.e., ±50%.

A single parameter estimate solution thus often required two weeks of computing time, and there was no information available for use in deriving reasonable initial parameter estimates for most of the substrate cycles; thus, the initial solutions were not meaningful. After a year of effort with little to show in return, other problems became more attractive to work on, and therefore these models remain unsolved in terms of parameter estimates.

Even if the problem had been solved for a reasonable parameter set, one should undertake solutions from multiple starting points to help avoid local solutions. This typically entails starting from initial parameter values that are set to values greater and less than the final estimate. Assessing all combinations of high and low for 20 parameters requires 1 million solves (220), which would have required 39,000 years of computing time on a single processor at that time. One would not likely need to assess all combinations, but even 10% of the combinations still approaches the half-life of the 14C isotope used in the experiments and greatly exceeds the life span of even the youngest and most naïve research scientist.

On current computers, each simulation would require 1 s or less, and the individual runs and the subsequent effort to ensure a global solution could be parsed to different processors within a large computing cluster, allowing a single solve in 30 min on 200 cores and the global solution in a few months on 10,000 cores if 10% of the possible combinations of starting points were explored. Thus, these models could be solved today. The key point is that mechanistic models are
generally much larger and thus computationally more expensive than small empirical models, and this should be considered when constructing the model and collecting the data. Making use of parallel processing on very large computing clusters is an absolute must when working with these types of models.

**ANIMAL PRODUCTION MODELS: THE MIGRATION FROM EMPIRICAL TOWARD MECHANISTIC REPRESENTATIONS**

Models of nutrient supply and requirements have been developed for all of the major animal agriculture species (25–27, 74, 75), plus species commonly used as models for human nutrition (76, 77). These models are generally composed of relationships at the animal level, with a few relationships representing some aspects of underlying function.

**Nutrient Digestion and Absorption**

Digestion models for monogastric species have generally been based on empirical representations of the process. Atwater & Bryant (24) described energy supply to the animal using static digestion coefficients for nonfibrous carbohydrate, protein, and lipids. Most current animal models of intestinal digestion continue to use such a representation, which implicitly assumes that digestion and absorptive processes can be reduced to a single fractional transfer coefficient that describes the entire process. This fails to capture any of the variation intrinsic to the feed or animal regulation of digestion and absorption. Feed variation has been addressed by defining a coefficient for each feed and summation of digested nutrients across feeds. This is an expedient solution that addresses the problem, but it does little to improve our knowledge of the feed factors that underpin the variance. The scientific effort that has been expended describing nutrient digestibilities for all the typical dietary ingredients for all the major animal species is substantial, and the work continues to allow ever-greater refinement of nutrient supply predictions. However, one must wonder whether, if even half of that effort could have been applied to gaining an understanding of the interaction of digestive elements with the ingredient matrix, we would now have a universal mechanistic solution that would negate the need of further ingredient description work.

Taghipoor et al. (78, 79) used a mechanistic approach including representations of the flow of digesta through the intestine, the effects of viscosity on mixing and diffusion of nutrients to the lumen wall, the reduction in digesta nutrient concentrations over time in the tract, and nutrient absorption. However, evaluations of the model were perfunctory owing to an absence of data, and thus it is unclear if the concepts encoded are truly consistent with the biological system. There has been much additional work on the representation of flow from the stomach and through the small intestine, where residence time and diffusion have been shown to be important elements. Despite the lack of data, the model provides an opportunity to begin to compare empirical observations of components of the system to evaluate the validity of the concepts used and the equation forms chosen.

The empirical models of digestion generally are fitted to total tract data and thus represent all elements of the tract, including the large intestine. The swine digestion model of Bastianelli et al. (80) is one of the few that specifically represented digestion within each compartment of the intestinal tract, including digestion and fermentation in the large intestine. Although measured data were inadequate to fit model parameters, the model did represent some of the phenomena described for different diets when compared with a moderately sized set of observations. This study highlights a major limitation of the mechanistic modeling, that of parameter identification. Each mechanism described in the model must be parameterized, and thus additional data are
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needed for such models that are not commonly available, requiring assumptions. Each assumption should be explored for its impact on the overall model and its conclusions. If the impact is small, efforts to collect the data required to derive the parameter are likely not worthwhile, but large effects generally should be explored experimentally.

Digestion and absorption in ruminants are further complicated by ruminal fermentation. Empirical models of ruminal fermentation have generally proven to be unsatisfactory owing to the complexity of the system. The large contribution of fermentation end products to the nutrient supply of the animal necessitated the creation of better models, which contributed to the development of mechanistic modeling in the ruminant nutrition field. Several models have been developed either as independent models or within larger animal model frameworks, with varying degrees of complexity (32, 81–85). Extensive testing of the Dijkstra and later Baldwin models has been undertaken (54, 86, 87), and these efforts have identified at least two mechanisms that remain problematic. Degradation rates of the insoluble protein and carbohydrate vary significantly across ingredients and even within sources. In situ incubations have generally been adopted to allow variation inherent to the ingredients to be used empirically as a driving variable, with moderate success. Errors of prediction of ruminal outflows are about 30%, but the error of measurement is high. Thus, it is not completely clear how much additional variation could be explained by a better characterization of the feed or of the degradation process.

The second area of deficiency encompasses microbial fermentation. The microbial population represents another diverse biological entity. The empirical representations used across these models predict microbial outflow from the rumen with 30% error, and predictions of volatile fatty acid production, the primary end products of fermentation, exhibit more than 20% errors with significant slope bias. The latter indicates that the model is inappropriately conceived relative to the true driving elements. Attempting to address the problem by incorporating thermodynamic mechanisms to control partitioning of carbon among the fatty acids provided no additional benefit (54), indicating that potential mechanism may not be a major factor within the range of diets commonly fed to lactating cows.

The problem appears to derive partially from inappropriate responses in microbial growth with respect to ruminal ammonia availability, which is also predicted with bias (88), and thus updates to the representation of nitrogen cycling across the rumen wall have been initiated. However, given the empirical nature of microbial metabolism in these models, it seems unlikely that significant additional progress will be made in prediction accuracy and precision in the absence of some type of representation of the underlying microbial metabolism.

**Growth**

Growth is the accumulation of the biomass over time and thus is a dynamic (time-dependent) process. The growth curve often is sigmoidal in shape (89), which reflects a low mass of rapidly multiplying cells early in life and a declining rate of cell division as maturity is approached. Models describing growth include linear, logarithmic, logistic, and Gompertz representations (Table 1), and these models have been used to determine that growth rate varies by species, genetic composition, age, physiologic state, nutrition, feed additives, management, and environmental factors. Of these, the Gompertz and logistic equations are the most used (90) (Figure 2), but others seem to be favored for some species (90–94).

In general, the models use animal age as a driving input. This likely derives from Brody's (100) observation that there was an exponential relationship between weight and cumulative feed intake, the latter providing the time element. Fitzhugh (101) pointed out that feed intake was not always available, and animal age could be substituted for this input.
Table 1  Growth models used in animal production

| Growth models         | Equation                                      | Descriptions                                                                 |
|-----------------------|-----------------------------------------------|-------------------------------------------------------------------------------|
| Linear (95)           | $W_t = Y_0 + \beta t$                         | Where $Y_0$ = the initial weight, $\beta$ = slope, $t$ = time, $\beta > 0$ if the animal is gaining, $\beta < 0$ if the animal is losing live body weight |
| Logarithmic (95)      | $W_t = e^{e - \beta / t}$                    | Where $t \neq 0$, $\alpha$ and $\beta$ are parameters, $t$ = time, $e = 2.71828$ |
| Logistic (95, 96)     | $W_t = \frac{Y_\infty}{1 + e^{-\alpha t}}$  | Where $t \geq 0$, $Y_\infty$ = limit to growth parameter, $\alpha$ and $\beta$ are parameters, $t$ = time, $e = 2.71828$, $Y_\infty$ are all positive |
| Gompertz (95, 97)     | $W_t = Y_\infty e^{-\alpha e^{-\beta t}}$   | Where $t \geq 0$, $Y_\infty$ = limit to growth parameter, $\alpha$ and $\beta$ are parameters, $t$ = time, $e = 2.71828$, $Y_\infty$ are all positive |
| Brody (95, 100)       | $W_t = \alpha e^{kt}$                         | Phase I: exponentially increasing                                             |
|                       | $W_t = Y_\infty(1 - \beta e^{-kt})$          | Phase II: exponentially decreasing after the point where the exponential growth ends |
|                       | Where $\alpha$ = parameter, $e = 2.71828$, $k$ = growth rate, $t$ = time |
|                       | $W_t = Y_\infty(1 - \beta e^{-kt})$          | Where $\beta$ = parameter, $e = 2.71828$, $k$ = growth rate, $t$ = time |
|                       | Von Bertalanffy (98)                          | Where $Y_\infty$ = the limit to growth parameter, $\beta = a/\eta$, $a$ = constant of integration, $\eta$ = constant, $\lambda$ = growth rate parameter, $1 - k$ = shape parameter, $e = 2.71828$, $t$ = time |
|                       | Schnute & Richards (99)                      | $W_t = \frac{W_f}{(1+\alpha e^{-kt})^{1/n}}$ Where $W_f$ = the asymptotic weight, $t$ = time, $k$ = growth rate, $h$, $p$, $n$ = constants, $e = 2.71828$ |
| Negative exponential (95) | $W_t = Y_\infty(1 - e^{-\beta t})$          | Where $t \geq 0$, $Y_\infty$ = the limit to growth parameter, $\beta$ = rate of growth parameter, $e = 2.71828$, $t$ = time, $Y_\infty$ and $\beta$ are positive |
| Morgan–Mercer–Flodin (91, 95) | $W_t = AB + kt^d/(B + t^d)$                  | Where $t$ = time, $A$ = mature weight, $B$ = initial weight, $k$ = the growth rate, $d$ = the shape parameter for an inflection point |

Figure 2

The number of publications that used different growth models, as summarized by Narinc et al. (90).
These empirical models have been used to identify slaughter age, management and health challenges, age of sexual maturity, and genetic potential in animals. They have also been used to explore differences among animals owing to genetics, management, and nutrition. Berry et al. (94) found that different strains of Holstein-Friesian females had differing maturing rates. In beef cattle, the growth curve shape has changed in response to genetic selection (101) and environmental conditions (92). Capturing growth curves changes in the nutrient requirement models can potentially reduce dietary costs by allowing more precise feeding programs.

Di Marco et al. (102) provided a more mechanistic representation using DNA growth and nutrient supply to drive growth of body components. The accumulation rate of DNA ($dQ_{DNA}/dt$) was represented as a function of protein mass ($Q_{Prt}$), mature DNA mass, and nutritional state:

$$\frac{dQ_{DNA}}{dt} = K_{DNA} \times Q_{Prt}^{X1} \times \left( \frac{Q_{DNAmx} - Q_{DNA}}{Q_{DNAmx}} \right) \times Nut. \quad 4.$$

The variable $Nut$ assumed a value of 1 in the reference state and exceeded 1 when energy and protein supply were greater than the reference state. $X1$, $K_{DNA}$, and $Q_{DNAmx}$ are parameters that must be derived from representative data. The quantity of DNA at any point in time was determined by numerical integration of Equation 4 from a starting DNA mass, i.e., at birth or conception.

Body protein mass ($Q_{Prt}$) was derived by numerical integration of the difference between rates of synthesis and degradation. Synthesis ($F_{AAPrt}$) was driven by the supply of amino acids (AA), the predicted DNA mass, and the ratio of protein to DNA relative to the ratio at maximal protein and DNA:

$$F_{AAPrt} = V_{AAPrt} \times Q_{Prt}^{X2} \times \left( \frac{Q_{Prtx} Q_{DNAmx} - Q_{Prt} Q_{DNA}}{1.0 + K_{AAPrt} / C_{AA}} \right). \quad 5.$$

Protein degradation was represented as a mass action function of protein mass and hormonal state:

$$F_{PrtAa} = K_{PrtAa} \times Q_{Prt}^{X3} \times Hor. \quad 6.$$

This model captures the concepts of hyperplastic growth of DNA catalyzed by the amount of protein present and proceeding at a declining rate until reaching 0 at a mature DNA mass, as well as protein synthesis driven by the mass of DNA modulated by the targeted ratio of protein to DNA. In this case, the maximal rate of protein synthesis should reflect ribosomal capacity and the quantity of mRNA coding for the aggregated growth components. Di Marco et al. (102) used the model to describe body and visceral protein mass for growing cattle, but the system could be applied to any level of aggregation, including individual cells.

When fat deposition was represented as a function of energy supply in excess of that required for maintenance and lean tissue growth, the model predicted empty body growth reasonably well (103) but had larger errors for predictions of body composition (104), indicating the model fails to capture the full range of mechanisms controlling body composition, which is not surprising given the level of aggregation.

In theory, representing maximal protein synthesis as a function of ribosomal activity rather than as a constant and including a representation of the expression of the specific mRNA coding for growth proteins would add explanatory power. If both weight gain and body composition can be predicted well, these models have value in managing individual animals to achieve optimum slaughter time, thus increasing meat output and minimizing costly fat production.
Lactation

Lactational yield has also been well characterized, with Wood’s (105) equation representing the hallmark early work from an empirical standpoint:

$$\hat{Y} = a(DIM)^b e^{-cn},$$

where $a$, $b$, and $c$ were parameters and $DIM$ represented days after parturition. He subsequently derived an alternative equation that was more mechanistic, representing energy supply and body reserves (106).

Dijkstra et al. (107) described the underlying mammary tissue growth and senescence from a mechanistic standpoint. They fitted the model to DNA or tissue mass for several species and adapted it for use with milk production curves. Hanigan et al. (58) modified the equation to represent continuous cell death, whereas the prior model assumed no cell death prior to parturition:

$$Q_{\text{Cells}}(t) = Q_{\text{Cells}}(T_0) \times e\left\{ \text{Sign} \times \mu_{\text{Division}}(T_0) \times \left[ 1 - e^{-K_{\text{Decay}} \times |t|} \right] - (K_{\text{Apoptosis}} \times |t|) \right\},$$

where $Q_{\text{Cells}}$ represented the mass of mammary cells (tissue) or mammary DNA, $\mu$ represented the growth rate at conception, $K_{\text{Decay}}$ the rate of loss of synthetic activity, and $K_{\text{Apoptosis}}$ the rate of cell death. Conceptually, the model assumes that a population of seed cells $[Q_{\text{Cells}}(T_0)]$ undergo binary cell division, yielding daughter cells that undergo clonal expansion at an initial rate of $\mu_{\text{Division}}(T_0)$, which declines ($K_{\text{Decay}}$) as parturition approaches, until completely ceasing proliferation at some point after parturition. Cell death was assumed to be by mass action based on the total cell population.

Cessation of proliferation after parturition is inconsistent with experimental evidence, and thus the model will not match in vivo cell turnover if such data are collected. However, in the absence of quantitative observations of cell turnover, one cannot address this limitation. Given accurate predictions of mammary cell mass, one can focus on a description of enzymatic activity per cell, which is more easily measured, and the two can be independently represented in the model (58).

One can use Equation 8 to infer response mechanisms by examining the temporal responses to factors of interest. As Hanigan et al. (108) noted, responses to varying nutrient inputs, somatotropin, and insulin appear to be due to changes in activity per cell, as there are no carryover effects from those treatments. If rates of cell division were stimulated or cell loss were inhibited by any of those factors, one would anticipate a difference in cell numbers and thus tissue activity between the control and treatments that grow with treatment length and persist upon treatment cessation. The lack of an apparent shift in cell numbers in response to somatotropin contrasts with the results of Capuco et al. (109), who found that indicators of the rate of proliferation and apoptosis suggested increased cell growth. Although the models are not sufficiently developed to eliminate a proliferative response to somatotropin, they point out the inconsistency of results across studies that evaluated short-term markers of cell turnover and the longer-term milk component responses. Thus, the mechanistic modeling work and the experimental work remain in disagreement, and this problem requires a scientific resolution.

The concepts of cell numbers and cell activity have been used as a basis for mechanistic representations of lactation (58, 110). Replacement of a more aggregated representation of overall cell activity (cell number times activity per cell) in Baldwin’s (85) model addressed several problems with predictions of milk production and composition and provided a more mechanistic framework for representing the effects of additional nutrients, hormones, photoperiod, and milking frequency, some of which have been modeled at the cellular level (61, 70, 111–113).
Nutrient Excretion

Several empirical models have been developed to predict nutrient excretion, including methane and ammonia. In the absence of knowledge of nutrition, these equations can be used, but where nutrient inputs are known, the excretion products can likely be more accurately predicted based on mass balance. If the nutrient is not absorbed and deposited in product, then it must be excreted. Thus, the validity and performance of these equations reflect the validity and performance of the underlying representations of nutrient digestion, absorption, and use, as discussed above. This offers another opportunity to evaluate model performance. If predictions of nutrient digestibility and use are made without bias and with acceptable precision, mass balance dictates that nutrient excretion should be predicted without bias.

Appuhamy et al. (114) developed a four-pool (reticulorumen, postreticulorumen, extracellular, and intracellular), mechanistic model to predict urinary and fecal water outputs of dairy cows. The model predicted fresh manure output for dairy cows with good accuracy and precision (root mean squared prediction error = 14.6%). Another model used mass balance to predict the ammonia emission from manure belts in poultry layer houses (115). Nutrient excretion by sows was predicted based on energy and nutrient partitioning (116). In that effort, urinary N was predicted with less precision than fecal and milk N, indicating additional driving factors should be considered. These efforts need to be expanded to more species and animal states, as the resulting models are essential tools for management of manure and nutrient excretion by agricultural animals to reduce environmental impact and maximize capture of nutrients in crops.

INTEGRATION OF MODELS FOR PROMOTING SUSTAINABLE FOOD PRODUCTION

Although integration of data and models remains a challenge even for computer science (117), it is an essential component of a sustainable food production system. Food production system models that utilize a range of subsystems (represented empirically or mechanistically; Figure 1) allow simulations of the full range of potential inputs and outputs, and are more likely to lead to significant, novel solutions to the problem of food sufficiency and security. The model integration process also helps ensure that trade-offs within the larger food system are properly weighted by capturing all the significant interactions in an entire model. For example, the gross efficiency of N use by ruminants is low, ranging between 10% and 40% (118), and ruminants produce large amounts of methane. However, they can make use of ingredients that are not human edible, resulting in positive additions to the human food supply. Identifying strategies to improve nitrogen efficiency and reduce methane production while maintaining positive human-edible food outputs will create value in the system, but these outputs must be accurately predicted and responsive to important inputs. Use of simpler empirical models fails to capture some of the potential input options, resulting in a priori discrimination against any inputs that act via the excluded mechanisms.

Information integration using mechanistic models also identifies knowledge gaps in animal nutrition and food production systems and provides information on the relative importance of that knowledge. On the negative side, mechanistic models are generally more complicated, often requiring more inputs and using more parameters that must be estimated. Therefore, there is also more potential for model problems that can lead to biased predictions. Integration of more mechanist models into a larger food system model (Figure 1) would allow simulations of the full range of potential inputs and is more likely to lead to significant, novel solutions. Capturing those mechanisms in food system models will allow the environmental costs to be weighed against making use of land not suitable for grain production to add to the food supply.
Amino acid feeding provides an example of the interaction of animal nutrition with other system elements. The deficiency of a single AA in the diet will reduce animal performance and cause greater urinary nitrogen excretion. The animal will therefore require more days to reach a target slaughter weight, resulting in more days of maintenance, reduced efficiency of gain, more urinary and fecal excretion, and fewer animals marketed from the facility over its lifetime. More land will be required to support feed requirements, and more energy will be consumed per unit of food to heat the building and manufacture the materials required to build the facility. More manure per unit of product owing to added days on feed, and more N in the manure owing to reduced N efficiency, will result in greater methane and ammonia emissions from the storage facility. However, slower-growing animals will have lower heat production, and thus their performance should be affected less by heat stress associated with climate change. Therefore, the loss in efficiency owing to heat stress will be less than for an animal that is growing at its full potential. Finally, the animal may be more susceptible to disease owing to undernutrition, which will increase production costs and further reduce the efficiency of production. If many farms experience similar deficiencies, food production from available land mass will decline, making it more difficult to maintain food sufficiency. This scenario underscores the complexity of the system. The balance of these forcing factors can be assessed with a food system model only if the underlying animal models contain mechanisms to represent the effects of amino acids, disease, heat stress, and energy partitioning responses and excretion is predicted mechanistically from mass balance.

The impacts of genetic selection in animals and plants should also be represented in the animal system if predictions are to be made very far into the future. Additionally, use of genetic information as an input to the models can improve model precision. Currently, mechanistic nutrition models do not generally consider the effects of genetics.

Regardless of the complexity chosen, the animal models would typically become subsystems of a whole-farm model (Figure 3). This allows aggregation of the different physiological states in an animal life cycle to yield total animal unit inputs and outputs from the enterprise. It also allows
representation of multiple different farm types to capture the range in farm diversity and provides estimates of outputs and economics at that level, which are useful for assessing business viability and risk. Farms may be organized, e.g., by watershed to determine water pollution or watersheds organized into regions.

The integration of models can help to identify limitations of the current system as a whole. We need further efforts in modeling research and computer science technology to effectively integrate submodels into a high-level model.

Movement toward greater integration of more mechanistic submodels will capture some important driving factors in the system; however, one must not forget that the models, despite their perceived complexity, remain simplified abstractions of reality. As such, there is always risk associated with their use. Limited knowledge of interactions among inputs variables (or among submodels) or missing input information in the model may result in unexpected outcomes. This is demonstrated by the use of dairy genetic selection models that included a representation of the genetic gain for milk production but did not represent reproductive performance for more than 40 years, leading to a continuous decline in reproductive efficiency until that criterium was added to the model (119). This is a perhaps not a perfect example, as the geneticists predicted this could happen, but it demonstrates the potential for the negative impact of model use on variables outside of the system and reinforces the importance of recognizing model scope not only when constructing the model but also in its application. More detailed submodels may capture all the major factors within each subsystem, but that does not ensure that all interactions among subsystems are captured, nor does it ensure that all interactions with external inputs and outputs are captured. Many of the current environmental problems are at least partial unintended consequences of human activity because the cost of environmental impact has not been represented in the economic system (120). Consideration of environmental impacts as discussed quantifies the impact of such activity so that informed decisions can be made. Less obvious external interactions will undoubtedly require consideration as they are identified. Model use may increase the importance of those interactions by moving the system to activity that is more sensitive to those inputs or outputs; however, model use does not create the interactions. They already exist, and they could exert negative influence on the system even if no models are used to force the system.

FUTURE DIRECTIONS OF PRECISION AGRICULTURE

Inclusion of increasing detail in models is the natural course of development of system models. This requires the collection of more inputs but results in a broader array of predicted outputs. Such a course of development meshes well with the reductionist nature of science and provides a method to integrate the knowledge generated from such activity. The challenge is ensuring that the underlying models accurately and precisely reproduce reality. Large, complex models require great care during development, as they are more difficult to parameterize and ensure proper function.

Parameter estimation in mechanistic models generally requires more robust data than those generated in typical factorial experiments using only two levels of each test factor. Such an approach may be adequate to identify the presence of a mechanism, but it does not provide the detail required to construct a full output response surface (the number of dimensions ranges from 2 to infinity depending on model complexity). Because investigators conducting modeling are often not part of the experimental team, the limitation of the factorial data is often not recognized and thus not addressed. Integration of experimental and modeling work within projects helps avoid this problem and improves scientific progress and efficiency. Short of that goal, the simple recognition
by experimentalists that mechanism identification should be followed by full response characterization would result in the generation of more complete data relative to model development needs.

The prevalence of sensors monitoring animal and equipment performance in agricultural systems has grown tremendously over the past decade and provides high-resolution data that can be used as model inputs and for model development. They can also be used for model calibration in the field. Models cannot be expected to represent each animal or plant within a farm with perfect accuracy owing to biological diversity and unrepresented forcing factors. Thus, the model will not perfectly represent each field or pen of animals. However, if measures of system performance are collected in real time, the model could be set up to self-calibrate to the data being collected from the specific field or pen. Such calibration will help ensure that the decision support system tied to the model generates unbiased and more precise predictions of outcomes. Thus, models and software must be designed to take advantage of those opportunities. Model sensitivity results should also be used to identify additional measurements that would aid model application so that efforts can be focused on developing methods of making those measurements.

As the range of data collection increases, the need for automation tools for model development intensifies. Mechanistic models are generally built based on a survey of the existing knowledge and decisions on the level of complexity required to achieve the stated objectives. Both are subject to potential bias. In the absence of a methodical, hypothesis-based approach to construction and testing, it is expedient to over-specify the model, which can result in poor model performance owing to inappropriate parameterization.

Machine learning uses artificial intelligence with algorithms to automatically create models for science, business, and government. This method uses advanced computer science to explore raw data and identify patterns and causalities necessary for detection or classification. This technique is based on inputs, outputs, and detection of patterns in the input variables (121); thus, the resulting models do not necessarily recreate the underlying biology. They simply identify a structure that results in high statistical association and correlation. This does not necessarily equate to knowledge of the system and can result in spurious results (122).

Mechanistic models are constructed to try to understand how the system works and to reproduce behavior based on the discovered mechanisms. Knowledge of the primary inputs and outputs, the potential pathways that are used, and the rate-limiting steps is used to construct the framework. Several of the pathways can be specified a priori based on the release of products unique to that pathway. However, other pathways may not be required owing to limited flux existing in that pathway, or they may be aggregated with other pathways to simplify the model. Ideally, these decisions would be checked for necessity by comparing model performance with and without the aggregation or omission. If there are only 1 or 2 of these decisions, this is quite easy to check, but if there are 20 such decisions, each with 2 potential outcomes, then all combinations should be checked, resulting in $2^{20}$ tests—obviously not something that should be attempted by hand.

Conceptually, an automation tool for model development should be possible, as the process of development follows a pattern that can be encoded, and it seems it could represent an extension of the current machine-learning algorithms. Much of the needed information is already present in the protein and metabolism databases. Potential model structures could be generated from a list of pathways and branching points, the molecular structure of pathway input and output molecules, and a list of possible equation forms that can be used to represent the kinetics. The stoichiometric code would have to consider positional information so that data from isotopic labeling experiments can also be used. This should include tracking of molecular pairing (isotopomers) to take advantage of that information. Such an approach would be extremely useful, as model construction and testing could be fully automated so that all possible levels of aggregation could be statistically tested. The potential models would each be fitted to available data and
ranked for consistency and quality of predictions. This latter step would require some logic to allow assumptions and to identify over-parameterization, as the data are rarely adequate to identify all parameters in more complicated models. Identification of over-parameterization could be used to exclude model structures suffering from such problems. Such a tool would allow for complete testing of potential model structures using a quantitative approach to ensure the resulting model is no more complicated than necessary (123).

The effective use of large volumes of disparate data and development and use of machine learning applied to mechanistic modeling represents a new challenge for food system scientists. Historically, food scientists have been trained primarily in experimental methods and classical statistical analyses, with the occasional individual taking up modeling. In the future, more scientists with training in quantitative and computer science skills will be required to develop, test, and help maintain advanced food system models.

DISCLOSURE STATEMENT

The authors are not aware of any affiliations, memberships, funding, or financial holdings that might be perceived as affecting the objectivity of this review.

ACKNOWLEDGMENTS

A portion of this work was carried out and supported as an activity of the National Animal Nutrition Program (NANP) to provide enabling technologies, support, and shared resources to the research community. The NANP, a National Research Support Project (NRSP-9) of State Agricultural Experiment Stations, is funded from Hatch funds administered by the National Institute of Food and Agriculture, US Department of Agriculture, Washington, DC.

LITERATURE CITED

1. Hartung J. 2013. A short history of livestock production. In Livestock Housing: Modern Management to Ensure Optimal Health and Welfare of Farm Animals, ed. A Aland, T Banhazi, pp. 21–34. Wageningen, Neth.: Wageningen Acad. Publ.
2. Vasey D. 1992. An Ecological History of Agriculture: 10,000 B.C.–A.D. 10,000. West Lafayette, IN: Purdue Univ. Press
3. Godfray HCJ, Garnett T. 2014. Food security and sustainable intensification. Philos. Trans. R. Soc. Lond. B Biol. Sci. 369:1–10
4. Ford ND, Patel SA, Narayan KMV. 2017. Obesity in low- and middle-income countries: burden, drivers, and emerging challenges. Annu. Rev. Public Health 38:145–64
5. Ayana G, Hailu T, Kuche D, Abera A, Eshetu S, et al. 2017. Linkages between health and agriculture sectors in Ethiopia: a formative research study exploring barriers, facilitators and opportunities for local level coordination to deliver nutritional programmes and services. BMC Nutr. 3:69
6. Elmadfa I, Meyer AL. 2017. Animal proteins as important contributors to a healthy human diet. Annu. Rev. Anim. Biosci. 5:111–31
7. Finley JW, Marshall E, Dimick D, Nelson GC, Mein JR, Gustafson DJ. 2017. Nutritional sustainability: aligning priorities in nutrition and public health with agricultural production. Adv. Nutr. 8:780–88
8. Food Agric. Organ. 2019. FAOSTAT Food and Agriculture Organization of the United Nations (FAO). Rome, Italy: Food Agric. Organ.
9. Food Agric. Organ. 2016. Trees, Forests and Land Use in Drylands: The First Global Assessment. Rome: Food Agric. Organ.
10. Walpole SC, Prieto-Merino D, Edwards P, Cleland J, Stevens G, Roberts I. 2012. The weight of nations: an estimation of adult human biomass. BMC Public Health 12:439
11. Niemann H, Kuhla B, Flachowsky G. 2011. Perspectives for feed-efficient animal production. *J. Anim. Sci.* 89:4344–63
12. Chung TK, Baker DH. 1992. Ideal amino acid pattern for 10-kilogram pigs. *J. Anim. Sci.* 70:3102–11
13. Wessels RH, Titzemeyer EC. 1997. Protein requirements of growing steers limit-fed corn-based diets. *J. Anim. Sci.* 75:3278–86
14. Dougherty HC, Kebreab E, Evered M, Little BA, Ingham AB, et al. 2017. The AusBeef model for beef production: I. Description and evaluation. *J. Agric. Sci.* 155:1442–58
15. Black JL. 2014. Brief history and future of animal simulation models for science and application. *Anim. Prod. Sci.* 54:1883–95
16. Natl. Acad. Sci. 2019. Animal agriculture. In *Science Breakthroughs to Advance Food and Agricultural Research by 2030*, Vol. 1, pp. 57–82. Washington, DC: Natl. Acad. Press
17. Inst. Med., Natl. Res. Counc. 2015. *A Framework for Assessing Effects of the Food System.* Washington, DC: Natl. Acad. Press
18. Shannon KL, Kim BF, McKenzie SE, Lawrence RS. 2015. Food system policy, public health, and human rights in the United States. *Annu. Rev. Public Health* 36:151–73
19. Natl. Res. Counc. 2012. *Assessing the Reliability of Complex Models: Mathematical and Statistical Foundations of Verification, Validation, and Uncertainty Quantification.* Washington, DC: Natl. Acad. Press. 144 pp.
20. Cirera X, Masset E. 2010. Income distribution trends and future food demand. *Philos. Trans. R. Soc. Lond. B Biol. Sci.* 365:2821–34
21. France J, Thornley JH. 1984. *Mathematical Models in Agriculture.* London: Butterworths
22. Dumas A, Dijkstra J, France J. 2008. Mathematical modelling in animal nutrition: a centenary review. *J. Agric. Sci.* 146:123–42
23. France J, Dijkstra J, Dhanoa M. 1996. Growth functions and their application in animal science. *Annu. Zootech.* 45:165–74
24. Atwater VO, Bryant AP. 1900. The availability and fuel value of food materials. In *Agriculture Experiment Station 12th Annual Report*, pp. 73–110. Washington, DC: US Gov. Print. Off.
25. Natl. Res. Counc. 2001. *Nutrient Requirements of Dairy Cattle.* Washington, DC: Natl. Acad. Press. 7th rev. ed.
26. Natl. Res. Counc. 2012. *Nutrient Requirements of Swine.* Washington, DC: Natl. Acad. Press. 11th rev. ed.
27. Natl. Res. Counc. 2016. *Nutrient Requirements of Beef Cattle.* Washington, DC: Natl. Acad. Press. 8th rev. ed.
28. Smith NE. 1970. *Quantitative simulation analyses of ruminant metabolic functions: basal; lactation; milk fat depression.* PhD thesis, Univ. Calif., Davis. 353 pp.
29. Smith NE, Baldwin RL. 1974. Effects of breed, pregnancy, and lactation on weight of organs and tissues in dairy cattle. *J. Dairy Sci.* 57:1055–60
30. Koong LJ, Baldwin RL, Ulyatt MJ, Charlesworth TJ. 1975. Iterative computation of metabolic flux and stoichiometric parameters for alternate pathways in rumen fermentation. *Comput. Programs Biomed.* 4:209–13
31. Reichl JR, Baldwin RL. 1975. A rumen linear programming model for evaluation of concepts of rumen microbial function. *J. Dairy Sci.* 59:439–54
32. Reichl JR, Baldwin RL. 1975. Rumen modeling: rumen input-output balance models. *J. Dairy Sci.* 58:879–90
33. Smith NE, Ely L, Baldwin RL, Dolkas C, Koong LJ, et al. 1975. Models of energy metabolism of intact animals: data tabulations, representation of basal metabolic activities and endocrine effects upon metabolism. *Comput. Biol. Med.* 5:315–23
34. Baldwin RL, Yang YT, Crist K, Grichting G. 1976. Theoretical model of ruminant adipose tissue metabolism in relation to the whole animal. *Fed. Proc.* 35:2314–18
35. Baldwin RL, Koong LJ. 1977. Dynamic model of ruminant digestion for evaluation of factors affecting nutritive value. *Agric. Syst.* 2:255–88
36. Murphy MR, Baldwin RL, Koong LJ. 1982. Estimation of stoichiometric parameters for rumen fermentation of roughage and concentrate diets. *J. Anim. Sci.* 55:411–21
37. Murphy MR, Baldwin RL, Ulyatt MJ, Koong IJ. 1983. A quantitative analysis of rumination patterns. J. Anim. Sci. 56:1236–40
38. Waghorn GC, Baldwin RL. 1984. Model of metabolite flux within mammary gland of the lactating cow. J. Dairy Sci. 67:531–44
39. Oltjen JW, Bywater AC, Baldwin RL, Garrett WN. 1986. Development of a dynamic model of beef cattle growth and composition. J. Anim. Sci. 62:86–97
40. Baldwin RL, France J, Beever DE, Gill M, Thornley JH. 1987. Metabolism of the lactating cow. III. Properties of mechanistic models suitable for evaluation of energetic relationships and factors involved in the partition of nutrients. J. Dairy Res. 54:133–45
41. Baldwin RL, France J, Gill M. 1987. Metabolism of the lactating cow. I. Animal elements of a mechanistic model. J. Dairy Res. 54:77–105
42. Baldwin RL, Thornley JH, Beever DE. 1987. Metabolism of the lactating cow. II. Digestive elements of a mechanistic model. J. Dairy Res. 54:107–31
43. Argyle JL, Baldwin RL. 1988. Modeling of rumen water kinetics and effects of rumen pH changes. J. Dairy Sci. 71:1178–88
44. Argyle JL, Baldwin RL. 1989. Effects of amino acids and peptides on rumen microbial growth yields. J. Dairy Sci. 72:2017–27
45. Miller PS, Reis BL, Calvert CC, DePeters EJ, Baldwin RL. 1991. Patterns of nutrient uptake by the mammary glands of lactating dairy cows. J. Dairy Sci. 74:3791–99
46. Knapp JR, Freathy HC, Reis BL, Calvert CC, Baldwin RL. 1992. Effects of somatotropin and substrates on patterns of liver metabolism in lactating dairy cattle. J. Dairy Sci. 75:1025–35
47. Cant JP, DePeters EJ, Baldwin RL. 1993. Mammary amino acid utilization in dairy cows fed fat and its relationship to milk protein depression. J. Dairy Sci. 76:762–74
48. Johnson HA, Baldwin RL, France J, Calvert CC. 1999. A model of whole-body protein turnover based on leucine kinetics in rodents. J. Nutr. 129:728–39
49. Johnson HA, Baldwin RL, France J, Calvert CC. 1999. Recycling, channeling and heterogeneous protein turnover estimation using a model of whole-body protein turnover based on leucine kinetics in rodents. J. Nutr. 129:740–50
50. Johnson HA, Baldwin RL, Klasing KC, France J, Calvert CC. 2000. A rodent model of protein turnover used to design an experiment for measuring the rates of channeling, recycling and protein synthesis. J. Nutr. 130:3097–102
51. Johnson HA, Baldwin RL. 2008. Evaluating model predictions of partitioning nitrogen excretion using the dairy cow model, Molly. Anim. Feed Sci. Technol. 143:104–26
52. Hanigan MD, Calvert CC, DePeters EJ, Reis BL, Baldwin RL. 1991. Whole-blood and plasma amino-acid uptakes by lactating bovine mammary-glands. J. Dairy Sci. 74:2484–90
53. Hanigan MD, Calvert CC, DePeters EJ, Reis BL, Baldwin RL. 1992. Kinetics of amino acid extraction by lactating mammary glands in control and sometribove-treated Holstein cows. J. Dairy Sci. 75:161–73
54. Ghimire S, Kohn RA, Gregorini P, White RR, Hanigan MD. 2017. Representing interconversions among volatile fatty acids in the Molly cow model. J. Dairy Sci. 100:3658–71
55. Gregorini P, Beukes P, Waghorn G, Pacheco D, Hanigan M. 2015. Development of an improved representation of rumen digesta outflow in a mechanistic and dynamic model of a dairy cow, Molly. Ecol. Model. 313:293–306
56. Gregorini P, Beukes PC, Romera AJ, Levy G, Hanigan MD. 2013. A model of diurnal grazing patterns and herbage intake of a dairy cow, MINDY: model description. Ecol. Model. 270:11–29
57. Hanigan MD, Palliser CC, Gregorini P. 2009. Altering the representation of hormones and adding consideration of gestational metabolism in a metabolic cow model reduced prediction errors. J. Dairy Sci. 92:5043–56
58. Hanigan MD, Rius AG, Kolver ES, Palliser CC. 2007. A redefinition of the representation of mammary cells and enzyme activities in a lactating dairy cow model. J. Dairy Sci. 90:3816–30
59. Hanigan MD, Appuhamy JADR, Gregorini P. 2013. Revised digestive parameter estimates for the Molly cow model. J. Dairy Sci. 96:3867–85
60. Hanigan MD, Crompton LA, Reynolds CK, Wray-Cahen D, Lomax MA, France J. 2004. An integrative model of amino acid metabolism in the liver of the lactating dairy cow. J. Theor. Biol. 228:271–89
61. Hanigan M, Crompton L, Metcalf J, France J. 2001. Modelling mammary metabolism in the dairy cow to predict milk constituent yield, with emphasis on amino acid metabolism and milk protein production: model construction. J. Theor. Biol. 213:223–39
62. van Milgen J. 2002. Modeling biochemical aspects of energy metabolism in mammals. J. Nutr. 132:3195–202
63. Crompton LA, France J, Dias RS, Kebreab E, Hanigan MD. 2008. Compartmental models of protein turnover to resolve isotope dilution data. In Mathematical Modelling in Animal Nutrition, Vol. I, ed. J France, E Kebreab, pp. 254–94. Wallingford, UK: CAB Int.
64. Crompton LA, France J, Reynolds CK, Mills JAN, Hanigan MD, et al. 2014. An isotope dilution model for partitioning phenylalanine and tyrosine uptake by the mammary gland of lactating dairy cows. J. Theor. Biol. 359:54–60
65. France J, Bequette B, Lobley G, Metcalf J, Wray-Cahen D, et al. 1995. An isotope dilution model for partitioning leucine uptake by the bovine mammary gland. J. Theor. Biol. 172:369–77
66. France J, Hanigan M, Bequette B, Metcalf J, Beever D, et al. 1997. A model for quantifying the contribution of extracellularly-derived peptides to milk protein synthesis in the ruminant mammary gland. J. Theor. Biol. 185:379–88
67. France J, Hanigan M, Reynolds C, Dijkstra J, Crompton L, et al. 1999. An isotope dilution model for partitioning leucine uptake by the liver of the lactating dairy cow. J. Theor. Biol. 198:121–33
68. Hanigan MD, France J, Mahjessh SJ, McNab WC, Bequette BJ. 2009. High rates of mammary tissue protein turnover in lactating goats are energetically costly. J. Nutr. 139:1118–27
69. Hristov AN. 2002. Fractionation of ammonia nitrogen isotopes by ruminal bacteria in vitro. Anim. Feed Sci. Technol. 100:71–77
70. Hanigan MD, Baldwin RL. 1994. A mechanistic model of mammary gland metabolism in the lactating cow. Agric. Syst. 45:369–419
71. Freedly HC, Knapp JR, Calvert CC, Baldwin RL. 1993. Development of a mechanistic model of liver metabolism in the lactating cow. Agric. Syst. 41:157–95
72. Forsberg NE, Baldwin RL, Smith NE. 1985. Roles of glucose and its interactions with acetate in maintenance and biosynthesis in bovine mammary tissue. J. Dairy Sci. 68:2544–49
73. Forsberg NE, Baldwin RL, Smith NE. 1985. Roles of lactate and its interactions with acetate in maintenance and biosynthesis in bovine mammary tissue. J. Dairy Sci. 68:2550–56
74. Natl. Res. Counc. 1994. Nutrient Requirements of Poultry. Washington, DC: Natl. Acad. Press. 9th rev. ed.
75. Natl. Res. Counc. 2007. Nutrient Requirements of Small Ruminants. Washington, DC: Natl. Acad. Press
76. Natl. Res. Counc. 1996. Rodents. Washington, DC: Natl. Acad. Press
77. NRC. 1975. Nonhuman Primates: Usage and Availability for Biomedical Programs. Washington, DC: Natl. Acad. Press. 132 pp.
78. Taghipoor M, Lescoat P, Licois J-R, Georgelin C, Barles G. 2012. Mathematical modeling of transport and degradation of feedstuffs in the small intestine. J. Theor. Biol. 294:114–21
79. Taghipoor M, Barles G, Georgelin C, Licois JR, Lescoat P. 2014. Digestion modeling in the small intestine: impact of dietary fiber. Marb. Biosci. 258:101–12
80. Bastianelli D, Sauvant D, Rerat A. 1996. Mathematical modeling of digestion and nutrient absorption in pigs. J. Anim. Sci. 74:1873–87
81. Dijkstra J, Neal HDSC, Beever DE, France J. 1992. Simulation of nutrient digestion, absorption and outflow in the rumen: model description. J. Nutr. 122:2239–56
82. Danfaer A. 1990. A dynamic model of nutrient digestion and metabolism in lactating dairy cows. PhD thesis, Natl. Inst. Anim. Sci., Denmark. 511 pp.
83. Baldwin RL, Koong LJ, Ulyatt MJ. 1977. A dynamic model of ruminant digestion for evaluation of factors affecting nutritive value. Agric. Syst. 2:255–88
84. Vetharaniam I, Vibart RE, Hanigan MD, Janssen PH, Tavendale MH, Pacheco D. 2015. A modified version of the Molly rumen model to quantify methane emissions from sheep. J. Anim. Sci. 93:3551–63
85. Baldwin RL. 1995. *Modeling Ruminant Digestion and Metabolism*. London: Chapman & Hall.
86. Bannink A, De Visser H, Klop A, Dijkstra J, France J. 1997. Causes of inaccurate prediction of volatile fatty acids by simulation models of rumen function in lactating cows. *J. Theor. Biol.* 189:353–66.
87. Bannink A, De Visser H, Van Vuuren AM. 1997. Comparison and evaluation of mechanistic rumen models. *Br. J. Nutr.* 78:563–81.
88. Li MM, White RR, Hanigan MD. 2018. An evaluation of Molly cow model predictions of ruminal metabolism and nutrient digestion for dairy and beef diets. *J. Dairy Sci.* 101:9747–67.
89. Parks J. 1970. Growth curves and the physiology of growth. I. Animals. *Ann. J. Physiol. Legacy Content* 219:833–36.
90. Nariç D, Öksüz Nariç N, AYGÜN A. 2017. Growth curve analyses in poultry science. *World's Poult. Sci.* 73:395–408.
91. Topal M, Bolukbasi SC. 2008. Comparison of nonlinear growth curve models in broiler chickens. *J. Appl. Anim. Res.* 34:149–52.
92. Kaplan S, Gürcan EK. 2018. Comparison of growth curves using non-linear regression function in Japanese quail. *J. Appl. Anim. Res.* 46:112–17.
93. Hojati F, Hossein-Zadeh NG. 2018. Comparison of non-linear growth models to describe the growth curve of Mehraban sheep. *J. Appl. Anim. Res.* 46:499–504.
94. Berry DP, Horan B, Dillon P. 2005. Comparison of growth curves of three strains of female dairy cattle. *Anim. Sci.* 80:151–60.
95. Panik MJ. 2014. *Growth Curve Modeling: Theory and Applications*. Hoboken, NJ: John Wiley & Sons. 454 pp.
96. Verhulst PF. 1838. Notice sur la loi que la population suit dans son accroissement. *Corresp. Math. Phys.* 10:113–21.
97. Gompertz B. 1825. On the nature of the function expressive of the law of human mortality, and on a new mode of determining the value of life contingencies. *Philos. Trans. R. Soc. Lond.* 115:513–83.
98. von Bertalanffy L. 1957. Quantitative laws in metabolism and growth. *Q. Rev. Biol.* 32:217–31.
99. López S. 2008. Non-linear functions in animal nutrition. In *Mathematical Modelling in Animal Nutrition*, Vol. 1, ed. J France, E Kebreab, pp. 47–88. Wallingford, UK: CAB Int.
100. Brody S. 1945. *Bioenergetics and Growth: With Special Reference to the Efficiency Complex in Domestic Animals*. New York: Reinhold Publ.
101. Fitzhugh HA Jr. 1976. Analysis of growth curves and strategies for altering their shape. *J. Anim. Sci.* 42:1036–51.
102. Di Marco ON, Baldwin RL, Calvert CC. 1989. Simulation of DNA, protein and fat accretion in growing steers. *Agric. Syst.* 29:21–34.
103. Di Marco ON, Baldwin RL. 1989. Implementation and evaluation of a steer growth model. *Agric. Syst.* 29:247–65.
104. Arnold RN, Bennett GL. 1991. Evaluation of four simulation models of cattle growth and body composition: Part II—simulation and comparison with experimental growth data. *Agric. Syst.* 36:17–41.
105. Wood PDP. 1967. Algebraic model of the lactation curve in cattle. *Nature* 216:164–65.
106. Wood PDP. 2009. The biometry of lactation. *J. Agric. Sci.* 88:333–39.
107. Dijkstra J, France J, Dhanoa M, Maas J, Hanigan M, et al. 1997. A model to describe growth patterns of the mammary gland during pregnancy and lactation. *J. Dairy Sci.* 80:2340–54.
108. Hanigan MD, Palliser CC, Rius AG, France J, Kebreab E. 2008. Modelling lactation potential in an animal model. In *Mathematical Modelling in Animal Nutrition*, pp. 485–506. Wallingford, UK: CAB Int.
109. Capuco AV, Wood DL, Baldwin R, McLeod K, Paape MJ. 2001. Mammary cell number, proliferation, and apoptosis during a bovine lactation: relation to milk production and effect of bST. *J. Dairy Sci.* 84:2177–87.
110. Vetharaniam I, Davis SR, Soboleva TK, Shorten PR, Wake GC. 2003. Modeling the interaction of milking frequency and nutrition on mammary gland growth and lactation. *J. Dairy Sci.* 86:1987–96.
111. Hanigan M, Crompton L, Bequette B, Mills J, France J. 2002. Modelling mammary metabolism in the dairy cow to predict milk constituent yield, with emphasis on amino acid metabolism and milk protein production: model evaluation. *J. Theor. Biol.* 217:311–30.
112. Hanigan MD, France J, Crompton LA, Bequette BJ. 2000. Evaluation of a representation of the limiting amino acid theory for milk synthesis protein. In Modelling Nutrient Utilization in Farm Animals, ed JP MacNamara, J France, DE Beever, pp. 127–44. Wallingford: CAB Int.

113. Castro JJ, Arriola Apelo SI, Appuhamy JADRN, Hanigan MD. 2016. Development of a model describing regulation of casein synthesis by the mammalian target of rapamycin (mTOR) signaling pathway in response to insulin, amino acids, and acetate. J Dairy Sci. 99:6714–36

114. Appuhamy JADRN, Wagner-Riddle C, Casper DP, France J, Kebreab E. 2014. Quantifying body water kinetics and fecal and urinary water output from lactating Holstein dairy cows. J Dairy Sci. 97:6177–95

115. Wang S, Zhao L, Wang X, Manuzon R, Darr M, et al. 2014. Estimation of ammonia emission from manure belt poultry layer houses using an alternative mass balance method. Trans. ASABE 57:937–47

116. Hansen AV, Strathe AB, Theil PK, Kebreab E. 2014. Energy and nutrient deposition and excretion in the reproducing sow: model development and evaluation. J Anim. Sci. 92:2458–72

117. Giabbanelli PJ, Mago VK. 2016. Teaching computational modeling in the data science era. Procedia Comput. Sci. 80:1968–77

118. Calsamiglia S, Ferret A, Reynolds CK, Kristensen NB, van Vuuren AM. 2010. Strategies for optimizing nitrogen use by ruminants. Animal 4:1184–96

119. Ma L, Cole JB, Da Y, VanRaden PM. 2019. Symposium review: genetics, genome-wide association study, and genetic improvement of dairy fertility traits. J Dairy Sci. 102:3735–43

120. Gonzalez-Redin J, Polhill JG, Dawson TP, Hill R, Gordon JJ. 2018. It’s not the ‘what’, but the ‘how’: exploring the role of debt in natural resource (un)sustainability. PLOS ONE 13:1–19

121. LeCun Y, Bengio Y, Hinton G. 2015. Deep learning. Nature 521:436–44

122. Baker Ruth E, Peña J-M, Jayamohan J, Jérusalem A. 2018. Mechanistic models versus machine learning, a fight worth fighting for the biological community? Biol. Lett. 14:20170660

123. Charlesworth MJ. 1956. Aristotle’s razor. Philo. Stud. 6:105–12

124. US Dep. Agric. 2019. The Integrated Farm System Model. Washington, DC: US Dep. Agric.
Contents

A Beautiful Life: High Risk–High Payoff in Genetic Science
Stephen J. O’Brien .................................................................................................................. 1

Evolution of Marsupial Genomes
Janine E. Deakin and Rachel J. O’Neill .................................................................................. 25

The Genetics and Epigenetics of Sex Change in Fish
Oscar Ortega-Recalde, Alexander Goikoetxea, Timothy A. Hore,
Erica V. Todd, and Neil J. Gemmell .................................................................................. 47

Cephalopod Biology: At the Intersection Between Genomic
and Organismal Novelties
Caroline B. Albertin and Oleg Simakov ............................................................................. 71

Omics Technologies for Profiling Toxin Diversity and Evolution
in Snake Venom: Impacts on the Discovery of Therapeutic
and Diagnostic Agents
Cassandra M. Modahl, Rajeev Kungur Brahma, Cho Yeow Kob,
Narumi Shioi, and R. Manjunatha Kini ............................................................................ 91

Conservation and Management of Salmon in the Age of Genomics
Robin S. Waples, Kerry A. Naish, and Craig R. Primmer ................................................. 117

The Immunoglobulins: New Insights, Implications, and Applications
Yi Sun, Tian Huang, Lennart Hammarström, and Yaofeng Zhao ..................................... 145

Importance of the Major Histocompatibility Complex (Swine
Leukocyte Antigen) in Swine Health and Biomedical Research
Sabine E. Hammer, Chak-Sum Ho, Asako Ando, Claire Rogel-Gaillard,
Mathieu Charles, Matthew Tector, A. Joseph Tector, and Joan K. Lunney .................. 171

The Role of the Gut Microbiome in Cattle Production and Health:
Driver or Passenger?
Eóin O’Hara, André L.A. Neves, Yang Song, and Le Luo Guan ..................................... 199

African Swine Fever Epidemiology and Control
Linda K. Dixon, Karl Stabl, Ferran Jori, Laurence Viat, and Dirk U. Pfeiffer .............. 221
Influenza A Virus Subpopulations and Their Implication in Pathogenesis and Vaccine Development
Amir Ghorbani, John M. Ngunjiri, and Chang-Won Lee ........................................ 247

Defining Pollinator Health: A Holistic Approach Based on Ecological, Genetic, and Physiological Factors
Margarita M. López-Uribe, Vincent A. Ricigliano, and Michael Simone-Finstrom ........................................ 269

The Gut–Liver Axis in the Control of Energy Metabolism and Food Intake in Animals
Robert Ringseis, Denise K. Gessner, and Klaus Eder ........................................ 295

Translational Advances in Pediatric Nutrition and Gastroenterology: New Insights from Pig Models
Douglas Burrin, Per Torp Sangild, Barbara Stoll, Thomas Thymann, Randal Buddington, Juan Marini, Oluyinka Olutoye, and Robert J. Shulman ........................................ 317

Use of Mechanistic Nutrition Models to Identify Sustainable Food Animal Production
Mark D. Hanigan and Veridiana L. Daley ........................................ 355

Regulation of Cell Fate Decisions in Early Mammalian Embryos
Ramiro Alberio ........................................ 377

Implications of Assisted Reproductive Technologies for Pregnancy Outcomes in Mammals
Peter J. Hansen ........................................ 395

Errata

An online log of corrections to Annual Review of Animal Biosciences articles may be found at http://www.annualreviews.org/errata/animal