Extended Poisson-Kac Theory: A Unifying Framework for Stochastic Processes with Finite Propagation Velocity
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Stochastic processes play a key role for modeling a huge variety of transport problems out of equilibrium, with manifold applications throughout the natural and social sciences. To formulate models of stochastic dynamics, the conventional approach consists in superimposing random fluctuations on a suitable deterministic evolution. These fluctuations are sampled from probability distributions that are prescribed \textit{a priori}, most commonly as Gaussian or Lévy. While these distributions are motivated by (generalized) central limit theorems, they are nevertheless \textit{unbounded}, meaning that arbitrarily large fluctuations can be obtained with finite probability. This property implies the violation of fundamental physical principles such as special relativity and may yield divergencies for basic physical quantities like energy. Here, we solve the fundamental problem of unbounded random fluctuations by constructing a comprehensive theoretical framework of stochastic processes possessing physically realistic finite propagation velocity. Our approach is motivated by the theory of Lévy walks, which we embed into an extension of conventional Poisson-Kac processes. The resulting extended theory employs generalized transition rates to model subtle microscopic dynamics, which reproduces nontrivial spatiotemporal correlations on macroscopic scales. It thus enables the modeling of many different kinds of dynamical features, as we demonstrate by three physically and biologically motivated examples. The corresponding stochastic models capture the whole spectrum of diffusive dynamics from normal to anomalous diffusion, including the striking “Brownian yet non-Gaussian” diffusion, and more sophisticated phenomena such as senescence. Extended Poisson-Kac theory can, therefore, be used to model a wide range of finite-velocity dynamical phenomena that are observed experimentally.
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I. INTRODUCTION

A. From infinite to finite-velocity stochastic processes

Stochastic processes are used extensively as theoretical models in the natural and social sciences [1]. They enable powerful coarse-grained mathematical descriptions of generic dynamical phenomena over a wide range of time and length scales [2–4], where all the underlying microscopic physical processes are effectively integrated out. To illustrate this concept, we consider the famous example of a tracer particle immersed in a fluid. The motion of this tracer can be determined, in principle, by specifying its own deterministic Newtonian equation of motion and those of all fluid particles, as well as a suitable potential describing their mutual interactions. Solving these equations equipped with initial conditions for all particle velocities and positions yields the exact temporal evolution of the tracer kinematic variables [5]. Nevertheless, this approach is often analytically intractable and numerically extremely demanding. Alternatively, the tracer motion can be modeled by a much simpler equation where a stochastic noise term with prescribed statistical properties is introduced, which describes effectively the force on the tracer resulting from its microscopic interactions with the fluid particles. This approach has the advantage that we do not need to resolve the motion of the fluid particles. In
particular, by assuming their velocities to be Gaussian distributed, the noise term can be shown to yield a Wiener process [6,7]. In the absence of additional external forces, the tracer position distribution is also Gaussian, which is expected as a result of the averaging of independent and identically distributed random displacements with finite variances that are induced by the microscopic interactions between the tracer and the fluid particles. This is a manifestation of the celebrated central limit theorem [4].

When these displacements follow instead distributions with infinite variances, the generalized central limit theorem prescribes that the statistics of the position process is modeled by a Lévy stable distribution [8]. A wide spectrum of stochastic processes is thus modeled by drawing random variables from one of these special probability density functions (PDFs), depending on the underlying physical properties of the system under investigation. All these distributions share the property of being unbounded, i.e., of noncompact support, which means that arbitrarily large random variables can potentially be sampled with finite probability.

However, this property is never satisfied in physical reality. For instance, in the previous example, it is clear that the velocities of the fluid particles cannot be arbitrarily large. Indeed, by sampling the propagation velocities from the unbounded tails of a Gaussian PDF, one may generate rare random realizations of the particle velocity that exceed the speed of light, thus violating fundamental principles of physics, most notably the theory of special relativity [9], even though the probability of such events is small enough that they are never realized in practice. While the relativistic constraint of a finite propagation velocity is most prominent on large astrophysical scales [10,11], there are also major consequences on small scales. Examples are the ballistic motion of a tracer in a rarified gas observed at very small timescales [12], the deviations from the diffusion approximation for photon scattering in random media [13], the breakdown of Fourier’s law in nanosystems [14,15], and the propagation of heat waves in superfluidic helium [16].

These violations become particularly prominent for all stochastic processes generating anomalous diffusion [17,18], where deviations from the normal diffusive behavior characteristic of Brownian motion are often modeled by sampling random variables from power-law-tailed PDFs [18–22]. When these distributions particularly describe fluctuations in the position of a random walker, the second moment of the resulting position distribution may grow faster in the long-time limit than for conventional Brownian motion, \( \langle r^2 \rangle \sim t^a \) with \( a > 1 \) instead of \( a = 1 \). This “superdiffusive” spreading is observed experimentally for a huge variety of natural phenomena in physical, chemical, and biological systems (see Refs. [22–24] for reviews). Historically, such striking anomalous dynamics was first modeled by Lévy flights [20,25]. These are Markovian random walks with instantaneous jumps, whose lengths are sampled from a stable Lévy distribution [19,20,26]. However, because of the power-law tails of this distribution, the second and all higher-order moments of the walker position statistics are mathematically not well defined [22]. Consequently, all corresponding physical quantities like energy would diverge.

To cure this deficiency, Lévy walks (LWs) are introduced. In this model, the random walker is required to spend an amount of time for each jump that is proportional to the sampled jump length [27–32]. From a different perspective, this is equivalent to requiring the random walker to move with constant velocity (the proportionality constant above) and change its direction after a random time sampled from a prescribed power-law-tailed distribution (this is then the counterpart of the jump length distribution in the Lévy flight model). These processes are most conveniently modeled as a special case of the broad class of continuous time random walks (CTRWs) with the additional constraint that the velocity is constant [17,22,29,33]. An extension of CTRWs to include persistent (or antipersistent) motion as a memory effect was also developed [34]. LWs thus provide a paradigmatic example of a stochastic process exhibiting finite propagation velocities, a crucial requirement to give this mathematical formalism physical meaning. Owing to the intrinsic spatiotemporal coupling, these processes exhibit intricate mathematical properties in terms of the shape of the corresponding position PDFs as well as the generalized (fractional) diffusion equations governing them [35–39]. Over the past two decades, LWs have been used widely to understand a wealth of phenomena particularly in the physical and biological sciences, many of them being observed experimentally (see Refs. [22,24,40], and further references therein).

A second fundamental class of stochastic dynamics possessing finite propagation velocities, which has been developed in parallel to LWs, is represented by Poisson-Kac (PK) processes. These models were originally formulated by Taylor in the context of turbulent diffusion [41]. But their first mathematical characterisation was given by Goldstein, who referred to them as persistent random walks. He showed that their statistics satisfy the telegrapher’s equation [42]. These processes became later established in the formulation proposed by Kac in a famous lecture from 1956 (reprinted in 1974 [43]). A PK process is defined therein as a one-dimensional random walk, where the direction of the walker’s velocity is flipped at random instances of time. The switching of the velocity direction is assumed to be governed by a Poisson counting process, which thus induces an exponential PDF of the times between successive direction changes or transitions. Kac then showed that in one dimension the Cattaneo equation (here identical to the telegrapher’s equation) can be derived for the walker position distribution, thus providing a stochastic interpretation of this equation [44]. In contrast
to the classical parabolic diffusion equation, the Cattaneo equation is a hyperbolic generalized diffusion equation stipulating a finite propagation velocity by satisfying special relativity [9,47].

Starting from this basic analysis, PK processes are exploited in different ways. Perhaps their most prominent application is as a model to generate dichotomous noise, which is bounded and colored (in contrast to the classical Wiener-induced white noise), as represented by its exponentially decaying two-point correlation function (see Refs. [48,49] for comprehensive reviews). Two-dimensional generalizations of PK processes have been studied in mathematical works by Kolesnik and collaborators [50,51]. On more physical grounds, these processes are used to derive the one-dimensional Dirac equation for a free electron [52] and for generalizing conventional hydrodynamical generalizations of PK processes and their applications, we refer to Ref.[45] .

Along these lines, the modeling of atomic processes extend the conventional theory formalized by Kac to general n spatial dimensions, while accounting for a d-dimensional set (d \leq n; either discrete or continuous) of different velocity states parametrized by a stochastic parameter whose dynamical evolution is modeled by a Poisson field, i.e., a continuous Markov chain process. As such, each state transition of this Poisson field corresponds to a transition of the generalized PK process to a different velocity state. These processes are defined with the long-term goal to provide a micro- or mesoscopic stochastic dynamical basis for extended thermodynamics by clarifying the consequences of a finite propagation velocity [45,55,56]. Along these lines, the modeling of atomic processes in the presence of quantum fluctuations related to transitions among the energy levels and to the second quantization of the electromagnetic field could also be investigated [57,58]. For a more detailed review of generalized PK processes and their applications, we refer to Ref. [45].

B. Toward a unifying theory of finite-velocity stochastic processes

So far, these two basic classes of stochastic models, LWs and generalized PK processes, coexist independently, without exploring any cross-links between them. However, both share the same fundamental feature that the propagation velocity is finite, which crucially distinguishes them from other, more common coarse-grained models of stochastic dynamics that instead can exhibit potentially infinite propagation speed. We furthermore remark that even the classical simple lattice random walk (respectively, all lattice models [59]) can be formulated in terms of finite propagation velocity processes [60]. The main purpose of our article is, therefore, to first formally establish the connection between LWs and PK processes. On this basis, we formulate a comprehensive theory of stochastic processes with finite propagation velocity and finite transition rates. We then explore the mathematical and physical consequences of such a theoretical framework.

We address the first problem in two different ways: We start by enquiring to which extent PK processes can be understood within the framework of LWs. A full answer to this question is obtained through the statistical description of LWs in terms of partial probability density waves (PPDWs) developed by Fedotov and collaborators [37,61]. Within this formalism, it can be demonstrated that, by assuming an exponential distribution of transition times, a one-dimensional LW is equal to the classical one-dimensional PK model with two states and equal-inmodulo and opposite-in-direction velocities [43]. From this argument, it follows that the one-dimensional PK process can be viewed as a special case of a LW; and Cattaneo-like fractional differential equations (i.e., Cattaneo in time and fractional regarding spatial operators) can be derived for LWs possessing power-law statistics of the transition times [35,37]. Clarifying this relation between LWs and PK processes yields our first main result.

However, this represents only an application of the PPDW formalism already established in Refs. [37,61]. Much more inspiring is the other direction of embedding LWs into a suitably amended theory of generalized PK processes. The formulation of such a theoretical framework is our second main result. We show that LWs can be viewed as a “nonautonomous” extension of PK processes, reflecting the explicit dependence of the transition rates on the time elapsed after the latest velocity transition. Upon a lift of the transition time, coordinate LWs in R^n can then be obtained from a new form of generalized PK processes in R^{n+1}. Here, the additional variable both behaves as a state variable and modulates the stochastic Poisson field governing the randomization dynamics of the generalized PK process. In practice, this transitional age variable can perform discontinuous transitions at each transition instant of the prescribed Poisson field. To emphasize the complementary nature of the lifted variable, we refer to this class of models as overlapping PK processes. Within this formalism, the age theory of LWs follows as a particular case [62].

By using this generalized theory of overlapping PK processes, we are able to explore entirely new classes of stochastic processes possessing finite propagation velocity, which we denote collectively as extended PK (EPK) processes. These are determined by spatiotemporal inhomogeneities, transitional asynchronies among the state variables, and correlations of the microscopic transition rates. The latter are quantities that can be measured experimentally [63–65] and, thus, can be specified ad hoc for the particular system under study. Our third main result is, thus, to illustrate the power of this new theoretical framework by presenting three relevant examples of EPK
processes, each characterized by different settings in their transitional structure. First, we employ our formalism to model random walks where the age of the walker after any velocity transition (i.e., the time elapsed) increases as a function of the number of transition events that occur (a feature that we call senescence). Second, we show that the transitional structure characterizing an EPK model naturally allows one to account for a hierarchical (multilevel) structure of the fluctuations that can capture Brownian yet not Gaussian diffusion (at short timescales) [66,67]. Third, we discuss how an EPK process possessing a continuous distribution of transition rates, which undergo uncorrelated Markov chain dynamics, also reproduces the long-term diffusive properties of a standard LW. Even more intriguingly, by introducing correlations in the transition dynamics of the rates, we demonstrate that the EPK model generates a subdiffusive LW dynamics.

C. Outline of the article

The presentation of our results is organized as follows. In Secs. II A–II C, we review PK processes and LWs. We then show that the former ones can be regarded as a special case of the latter ones. In Sec. II D, we formalize this connection by explicitly defining the concepts of state variables and transitional parameters. We discuss how the structure of PK processes (and, consequently, also of LWs) can be understood by identifying in the model what are the state variables and what are instead the transitional parameters. In Secs. III A and III B, we generalize conventional PK processes by defining overlapping state variables, a necessary conceptual equipment in order to formally embed LWs into a generalized PK formalism. Section III C further clarifies the concept of overlap in comparison to models where the dynamics of the relevant variables (i.e., those previously overlapping) are fully transitional independent. By modulating the transitional asynchrony between these and the other main state variables of the model, we define the most general form of EPK processes. In Sec. IV, we discuss in detail the three case studies of EPK processes mentioned previously and investigate their novel statistical features. These examples demonstrate the modeling power of our theoretical framework, which is sufficiently flexible to accommodate many unique features and, thus, encompasses a wide variety of stochastic models. We conclude with Sec. V, where we summarize our results and outline a spectrum of further applications of our theoretical framework to transport and collective phenomena in biology, as well as to classical and fundamental problems in statistical physics.

For any reader who wants to learn only about the physical essence of the new theory that we propose, we recommend to read through Secs. II A–II C explaining the connection between LWs and PK processes. Section III A then gives the basic idea of how to generalize ordinary PK processes leading to our extended theory. The main message of our work is summarized in Fig. 1.

FIG. 1. Schematic representation of the increasing level of generalization in stochastic kinematics with finite propagation speed, from Wiener processes (W), to Poisson-Kac processes (PK), to Lévy walks (LW), and finally to extended Poisson-Kac processes (EPK). The latter define the new class of stochastic models introduced in Sec. III. Overlapping Poisson-Kac processes, which are discussed specifically in Sec. III B, are one particular instance of these processes. Example orbits of realizations of these processes in two spatial dimensions are shown correspondingly. For two-dimensional LWs, we simulate the two-state model (see Sec. II C) with the transition rate Eq. (7) where $\xi = 1.5$. For the class of EPK processes, we choose a senescent LW (see Sec. IV A) with $\xi = 1$ and $\tau^0 = 1$. 
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II. POISSON-KAC PROCESSES AS A SPECIAL CASE OF LÉVY WALKS

In this section, we review the PPDW approach first introduced by Fedotov and collaborators as a model to describe the stochastic dynamic of a conventional LW [37,61]. We then employ it to establish a connection between LWs and PK processes. We demonstrate this relation by showing that the Cattaneo equation, which describes the temporal evolution of the PDF of a PK process, can be obtained as a special case in this framework. Without loss of generality, we discuss only the one-dimensional setting. Higher-dimensional extensions of both these processes are considered elsewhere [38,45,50,51,68–70], and our considerations extend straightforwardly to these settings. As a preparatory step for the derivation of EPK processes in Sec. III, we also discuss here how to identify (and formalize) the mathematical structure of PK processes (and likewise LWs). This discussion, although trivial when applied to such simple models, is valuable for constructing more complex stochastic dynamics with finite propagation speed.

A. Poisson-Kac processes in a nutshell

A classical one-dimensional PK process is defined by the stochastic differential equation [43,45,48,49]

$$dx(t) = b(-1)^\chi(t;\lambda) dt,$$  \( (1) \)

where \( x \) denotes the position of the random walker on the line at time \( t \), \( b \) is a positive constant that represents its propagation speed, and \( \chi(t;\lambda) \) is a Poisson process characterized by the transition rate \( \lambda \). For Eq. (1) to specify a temporal dynamic, at the initial time \( t = 0 \) we must equip the Poisson process \( \chi \) with a suitable initial condition, which is specified by choosing the probabilities for which \( \chi(0,\lambda) \) is equal to either zero or one. It is illustrative to compare the dynamic modeled by Eq. (1) with the one generated by a standard Wiener process. In the physics literature, this is described by the overdamped Langevin equation

$$dx(t) = \sqrt{2D\zeta(t)} dt,$$  \( (2) \)

where \( \zeta(t) \) is a Gaussian white noise with null ensemble average, \( \langle \zeta(t) \rangle = 0 \), and two-point correlation function \( \langle \zeta(t)\zeta(t') \rangle = \delta(t-t') \). Hence, a Wiener walker moves over constant time intervals \( dt \) with Gaussian-distributed random velocities possessing zero mean and variance equal to \( 2Dt \). By construction, therefore, the propagation speed of the Wiener walker is unbounded, but the probabilities of sampling large velocities decay exponentially. In contrast, the PK walker moves with constant propagation speed and switches the direction of its velocity after random time intervals, whose duration is determined by the change of parity governed by the Poisson counting process \( \chi \). By taking \( b,\lambda \to \infty \) while keeping the ratio \( D = b^2/(2\lambda) \) fixed, the so-called Kac limit, one can show that the Wiener process can be recovered as a limiting case of the PK process [43,45]. In that sense, the PK process Eq. (1) can be considered as a generalization of the Wiener process Eq. (2).

The PK process is characterized by an exponential distribution of interevent times and an exponential correlation function decay. Its position PDF \( P(x,t) \equiv \langle \delta(x-X(t)) \rangle \), where \( \langle \cdot \rangle \) denotes averaging over independent realizations of the Poisson process \( \chi \), obeys the Cattaneo equation [43]

$$\frac{1}{2\lambda} \frac{\partial^2 P(x,t)}{\partial t^2} + \frac{\partial P(x,t)}{\partial t} = D \frac{\partial^2 P(x,t)}{\partial x^2}. \quad \text{(3)}$$

The second moment \( \langle x^2 \rangle = \int x^2P(x,t)dt \) of this PDF grows linearly in the long-time limit; thus, it describes normal diffusive dynamics. Note that in the limit of \( \lambda \to \infty \) the ordinary diffusion equation is recovered from Eq. (3).

B. Lévy walks as specific continuous time random walks

A one-dimensional LW is a continuous stochastic processes possessing a bounded, constant propagation speed \( b \); thus, the walker velocity attains values \( \pm b \). With speed \( b \), a Lévy walker moves in one direction for a “running” time \( \tau \) after which it either definitely, or randomly, changes its direction of motion, called the velocity model or two-state model, respectively [33]. Accordingly, \( \tau \) may also be called the transition time. In full generality, we assume this variable to be sampled from a prescribed probability distribution \( T(\tau) \), where \( \tau \in [0,\infty) \). Crucially, for a LW, \( T(\tau) \) is chosen to possess power-law tails [17,22,28,29,32,33]. These fat tails enhance the probability of long directed jumps, in contrast to the Wiener process Eq. (2) where the probability of such jumps decays exponentially.

To characterize the statistics of this process, the main object to calculate is the position PDF \( P(x,t) \). Here, the underlying ensemble averaging is made over all random realizations of velocity transitions. Historically, for LWs the former has been achieved first within the framework of CTRWs. As is shown in the Appendix A, the CTRW description of a two-state LW [71] is specified by the equations for the walker position, \( x_n \), and the total elapsed time at each transition, \( t_n \);

$$x_{n+1} = x_n + b s_0(-1)^a \tau_n, \quad t_{n+1} = t_n + \tau_n, \quad \text{(4)}$$

where \( s_0 \) is a random variable attaining values \( \pm 1 \) with equal probability that specifies the initial direction of motion of the random walker, with a power-law-tailed transition time PDF such as, e.g.,
Clearly, we can choose many different functions for \( T(\tau) \), but we remark that the qualitative statistical behavior of the resulting stochastic dynamic is solely determined by the power-law scaling of \( T(\tau) \) for \( \tau \to \infty \).

On the level of the position PDF \( P(x,t) \), a master equation for \( P(x,t) \) can be derived and solved spatially in Fourier and temporally in Laplace transform. By using this analytical result, one can calculate straightforwardly the second moment of the process, \( \langle x^2(\tau) \rangle = \int_0^{\infty} x^2 T(\tau) dx \), and derive its characteristic scaling in the long-time limit [17,22,33]. For \( T(\tau) \) specified as in Eq. (5), the second moment \( \langle x^2 \rangle = \int_0^{\infty} \tau^2 T(\tau) d\tau \) diverges if \( \xi \leq 2 \). In this case, the fundamental condition underlying the central limit theorem is violated; consequently, LWs are characterized by the superdiffusive scaling \( \langle x^2(\tau) \rangle \sim \tau^\gamma \), where \( \gamma = 2 \) for \( 0 < \xi < 1 \) and \( \gamma = 3 - \xi \) for \( 1 < \xi < 2 \) [22,28–33].

Although the traditional formalisms defining PK processes and LWs are thus quite different [compare Eqs. (1) and (4)], our qualitative descriptions in this and the previous subsection should make intuitively clear that PK processes are nothing else but LWs, where one chooses for the transition time PDF \( T(\tau) \) an exponential distribution. This particular model has already been introduced as a “Brownian creeper” in Ref. [72], but there the authors do not elucidate further the connection with the mathematical formalism of PK processes.

C. Establishing the connection between Poisson-Kac processes and Lévy walks through the partial probability density wave function representation

The starting point of the statistical analysis formulated by Fedotov and collaborators [37,61] is the following, more general, expression for the transition time probability distribution \( T(\tau) \):

\[
T(\tau) = \lambda(\tau) \exp \left[ -\int_0^\tau \lambda(\theta) d\theta \right],
\]  

(6)

where \( \lambda(\tau) \) denotes a generalized transition rate. By setting \( \lambda(\tau) = \lambda = \text{const} \), Eq. (6) identifies the transition probability \( T(\tau) \) with the familiar Poissonian exponential distribution. In contrast, by setting

\[
\lambda(\tau) = \frac{\xi}{1 + \tau},
\]  

(7)

we obtain the power-law-tailed transition time probability distribution Eq. (5). This equation has a very neat physical interpretation: It models a peculiar type of persistence, where the probability of a transition decreases the longer the random walker moves in one specific direction [61]. We further highlight that \( \lambda(\tau) \) can alternatively be defined by the equation \( \lambda(\tau) = T(\tau)/\Lambda(\tau) \) [73], where \( \Lambda(\tau) = \exp \left[ -\int_0^\tau \lambda(\theta) d\theta \right] \) denotes the survival probability of the process. Even if at first glance this is just a rewriting of Eq. (6), this definition is very advantageous in practice, because it enables us to employ a huge toolbox of statistical methods that have been developed in other branches of the sciences for the estimation of the survival function \( \Lambda \) from empirical data [74].

Considering time-dependent transition rates, one can write down balance equations for the two PPDW functions \( p_{\pm}(x,\tau,t) \) [in Refs. [37,61], these quantities are called structural probability density functions, denoted by \( n_{\pm}(x,\tau,t) \)]. These represent the probability distributions of finding a random walker at the position \( x \) at time \( \tau \) with positive or negative (±) orientation of the velocity and transitional age \( \tau \), with which we denote the time interval after the latest transition in the velocity direction. The evolution equations for \( p_{\pm}(x,\tau,t) \) follow directly from their definition and are given by [37,61]

\[
\frac{\partial p_{\pm}(x,\tau,t)}{\partial t} = -\frac{\partial p_{\pm}(x,\tau,t)}{\partial x} + b \frac{\partial p_{\pm}(x,\tau,t)}{\partial x} - \lambda(\tau)p_{\pm}(x,\tau,t).
\]  

(8)

In order to solve these partial differential equations, we need to equip them with suitable initial and boundary conditions. As regards the former, we need to specify the initial spatial probability distribution of the random walker, \( p_0(x) \), the probabilities for each velocity direction, \( \phi_{\mp}^0(\tau) \), and the corresponding initial distributions of transitional ages, \( \phi_{\mp}^0(\tau) \). This yields

\[
p_{\pm}(x,\tau,0) = \phi_{\pm}^0 p_0(x) \phi_{\mp}^0(\tau).
\]  

(9)

In the original Refs. [37,61], it is assumed that the walker, at the initial time, possesses a transitional age \( \tau = 0 \) and uniformly distributed velocity directions. This means that, in Eq. (9), \( \phi_{\pm}^0 = 1/2 \) and \( \phi_{\mp}^0(\tau) = \delta(\tau) \), i.e.,

\[
p_{\pm}(x,\tau,0) = \frac{1}{2} p_0(x) \delta(\tau).
\]  

(10)

We remark that our general initial conditions enable the investigation of more subtle aspects of these stochastic dynamics, such as aging [62]. As regards the latter, boundary conditions for the PPDW functions \( p_{\pm}(x,\tau,t) \) are related to the details of the transition dynamics. As an example, let us assume that at any transition time \( \tau \) all walkers reverse the velocity direction. In this case, the boundary conditions at \( \tau = 0 \) are given by

\[
p_{\pm}(x,0,t) = \int_0^{\infty} \lambda(\tau') p_{\mp}(x,\tau',t)d\tau'.
\]  

(11)
Under these assumptions, the resulting process is called a “two-state model,” as it consists of an alternating switching between two states [33]. Other cases, like the “velocity model,” where particles choose their new direction randomly at any transition time, can also be modeled within this framework by generalizing Eq. (11).

Having well defined the model [75], we can now establish the connection between PK processes and LWs as discussed above is our first main result, which dimensional PK processes form a subset of LWs [37].

The relation between Wiener processes, PK processes, and LWs as discussed above is our first main result, which is schematically summarized in Fig. 1. Conversely, one may now raise the question whether we can exploit this connection in order to embed LWs into a suitably generalized PK formalism and, correspondingly, what novel diffusive features can be described within such a generalized theory. This problem is addressed in the following Sec. III yielding the new fourth outer layer depicted in Fig. 1.

D. Dissecting the structure of Poisson-Kac processes

Let us reconsider the process defined by Eq. (1). In fully general terms, this involves a set of state variables \( \Sigma_x \), which in our specific case contains only the process \( X(t) \) itself (note that uppercase letters refer to the stochastic processes while lowercase to their realization). These state variables are defined in some prescribed domain \( D_x \subseteq \mathbb{R}^n \), with \( n \) being the total number of such variables. In the case considered here, \( D_x = \mathbb{R} \). The dynamics of these state variables is controlled by a set of driving stochastic processes, also called transitional parameters, \( \Sigma_r \), which can assume values in the set \( D_r \subseteq \mathbb{R}^m \), with \( m \) being the total number of such values. The transitional parameters are chosen such that their joint process with the state variables is Markovian, while instead the state variables alone are non-Markovian. For Eq. (1), in particular, the only transitional parameter is the process \( S(t) = (-1)^{\ell(t, \lambda)} \), which attains values in \( D_r = \{-1, 1\} \). In agreement with the condition above, we have shown previously that, while \( X(t) \) alone is non-Markovian, the couple \( \{X(t), S(t)\} \) is Markovian instead. The dynamics of the state variables may also depend on a set of physical parameters \( \Sigma_p \), such as \( b \) and \( \lambda \) for the PK process Eq. (1), generally defined in the domain \( D_p \subseteq \mathbb{R}^p \), with \( p \) being the dimensionality of these parameters. Finally, the stochastic dynamic is given as a vector field \( f : D_x \times D_r \times D_p \to D_x \), expressing the temporal evolution of the state variables and depending on the elements of the set \( \Sigma_x \cup \Sigma_r \cup \Sigma_p \). Within this framework, it becomes clear how we can formulate correctly the primitive statistical description of this dynamic. This is achieved in terms of the PPDW functions of the state variables, which are additionally parametrized by the attainable values of the transitional parameters, owing to the Markovian recombination mechanism that they provide.

According to this framework, in its essence the structure of a PK process is constituted by the system \( \langle \Sigma_x, \Sigma_r, \Sigma_p, f \rangle \), where \( \Sigma_x = \{X\}, \Sigma_r = \{S\}, \Sigma_p = \{b, \lambda\} \), and \( f \) is specified by Eq. (1). The transitional parameter \( S \) parametrizes the statistical description of the process, thus determining the system of PPDW functions \( p(x, t; s), s \in D_r = \{-1, 1\} \). In our previous discussion, to simplify the notation, we identify \( p(x, t; 1) = P_+(x, t) \) and \( p(x, t, -1) = P_-(x, t) \). The statistics of the process is then fully determined by the Markovian evolution equations (14) for the PPDW functions.
III. FROM LÉVY WALKS TO EXTENDED POISSON-KAC PROCESSES

Motivated by the connection between LWs and PK processes just established through the PPDW approach, in this section, we formalize the family of EPK processes, the new class of stochastic processes with finite propagation speed that constitute the fourth layer of generalization in Fig. 1. All the other processes discussed so far can thus be recovered from them as special cases. We choose this terminology to distinguish them from the generalized PK processes previously discussed in the literature [45,55,56]. In fact, these processes can be obtained within our formalism.

First, we define the concept of overlap. This consists in introducing an additional coordinate to the classical description of PK processes. This coordinate is a state variable that can be interpreted as an internal time representing the transitional age of the process, i.e., the time elapsed from the last velocity transition. Simultaneously, this coordinate also plays the role of a transitional parameter, as it directly controls the stochastic machinery of the random velocity switches. We call this coordinate overlapping, as it belongs to both sets \( \Sigma_\tau \) and \( \Sigma_r \). The overlapping variable undergoes deterministic dynamics between different transitions and discontinuous Markovian jumps at each transition instant. Remarkably, we demonstrate that this formalism can capture a generic functional form for the transition time PDF, such as the power-law-tailed Eq. (5) characteristic of LW processes. This coupling between the state variables and the driving stochastic processes is, therefore, the key ingredient in order to embed LWs within a generalized theory of PK processes. We then derive the statistical description of general overlapping PK processes in terms of partial differential equations for their PPDW functions. These processes are, however, not the most general form of stochastic processes with finite propagation velocities and transition rates. For overlapping PK processes, in fact, the Markovian jump dynamics of the overlapping and state variables is assumed to be fully synchronized by definition. Clearly, different processes can be obtained if we relax this condition, e.g., by fully desynchronizing the transitional dynamics of overlapping and state variables. In fact, we provide a recipe for how the transitional synchronization between these processes can be modeled explicitly. We denote as EPK processes the stochastic models generated within this framework.

A. Formulating a stochastic equation for generalized Poisson-Kac processes

With the knowledge of the PPDW approach (see Sec. II C), it is worthwhile to return to the basic stochastic equation of motion (1) defining the classical one-dimensional PK process. This equation yields PK dynamics by using a constant transition rate \( \lambda \) for the corresponding Poisson counting process \( \lambda (t, \tau) \). In contrast to this, Eq. (6), which is used to define the transition time PDF \( T(t) \) more generally, involves a generalized transition rate \( \lambda (t, \tau) \) that depends on the transition time \( \tau \). This simple observation of having intrinsically different transition rates for PK processes and LWs suggests that LWs can be expressed in the form of the suitably amended PK process

\[
\begin{align*}
    dx(t) &= b(-x(t)) \lambda (t, \tau(t)) \, dt, \\
    \frac{d\tau(t)}{dt} &= dt.
\end{align*}
\]

Here, \( \lambda (t, \tau(t)) \) represents a generalized Poisson process whose transition rate \( \lambda \) depends generically on the value attained by the additional coordinate \( \tau \), the transitional age, which stands for the time elapsed after the last velocity transition. In turn, \( \tau \) is coupled to the physical time \( t \) by Eq. (16). For example, using the time-dependent transition rate Eq. (7) yields a generalized Poisson process characterized by the power-law transition time PDF Eq. (5) [76].

Equations (15) and (16) are valid only in the time interval between two velocity transitions. In order to extend them over the entire history of the process, we need to supplement them with boundary conditions at the transition times. Intuitively, these boundary conditions must involve the auxiliary variable \( \tau \) and be discontinuous. In fact, whenever a transition in \( \lambda (t, \tau(t)) \) occurs, the transitional age \( \tau \) is reset to zero. In contrast, because the transition changes only the velocity direction, the stochastic process \( x(t) \) is continuous at the transition time. In mathematical terms, assuming that a transition occurs at the time instant \( t^* \), we then set

\[
x(t^*_+) = x(t^*_-) \quad \text{and} \quad \tau(t^*_+) = 0,
\]

with the shorthand notation \( f(t^* \pm) = \lim_{\epsilon \to 0} f(t^* \pm \epsilon) \) and \( f \) any smooth or continuous function. For the transition rate Eq. (7), the PK process defined by Eqs. (15) and (16) equipped with the boundary conditions Eq. (17) generates a LW dynamics. This is demonstrated formally by calculating the evolution equations for the PPDW functions of the process \( x \), which can be shown to be equal to Eqs. (8) (see Appendix C). Within this setting, a LW can, therefore, be interpreted as a form of nonautonomous PK process depending explicitly on the internal time coordinate \( \tau \).

The observations above further suggest that LWs can be reformulated within the theory of PK processes by defining the new state variable

\[
y = \begin{pmatrix} x \\ \tau \end{pmatrix},
\]

This formulation is analogous to the lift of the time coordinate that is employed to transform a nonautonomous
one-dimensional dynamical system into an autonomous one in two dimensions [79]. It, thus, trivially leads to studying these processes in a space of dimension higher than one, for which we adapt the generalization of the theory of PK processes to higher-dimensional state spaces described in Refs. [45,80,81]. We note that this reformulated process belongs to the well-known class of renewal processes [82], which presents a big advantage. Since our process \( x \) admits only two states with velocities \( \pm b \), for the lifted state variable \( y \) we define the two generalized velocity vectors

\[
\mathbf{b}(1) = \begin{pmatrix} b \\ 1 \end{pmatrix}, \quad \mathbf{b}(-1) = \begin{pmatrix} -b \\ 1 \end{pmatrix}.
\]

Using the setting Eqs. (18) and (19) and assuming \( \lambda \) to depend on only the transitional age variable \( \tau \), the equations of motion (15) and (16) can be compactly expressed as

\[
dy(t) = \mathbf{b}[-1] \delta \left[t - \tau(t)\right] dt,
\]

equipped with the boundary conditions Eqs. (17) at each time instant when a state transition occurs. More general choices are also possible. For example, if we assume the dynamics of the transitional age \( T(t) \) to be a stochastic process possessing a Markovian transitional structure, the boundary condition for \( \tau(t_+^+) \) becomes

\[
\tau(t_+^+) = \tau' \quad \text{with probability } k[\tau', \tau(t^+_+)].
\]

Evidently, we need to assume the following conditions on the transition probability \( k(\tau', \tau) \):

\[
k(\tau', \tau) \geq 0 \quad \text{and} \quad \int_{-\infty}^{\infty} k(\tau', \tau) d\tau' = 1.
\]

The particular case of Eq. (17) corresponds to setting \( k(\tau', \tau) = \delta(\tau') \).

The formulation provided by Eqs. (18)–(20) elucidates the following characteristic features of the multivariate process \( Y(t) \): On the one hand, it possesses an evident skew product structure, because we can formally write

\[
Y(t) = \{X[t; T(t)], T(t)\}.
\]

In fact, while the transitional age process \( T(t) \) does not incorporate the position process \( X(t) \), the latter, in contrast, depends explicitly on time \( t \) and is simultaneously a nonlinear functional of \( T(t) \) through the Poissonian transition rate \( \lambda \). On the other hand, in Eq. (20), the noise is manifestly governed by the state variable \( \tau \). This coupling, thus, modulates the very fundamental stochastic structure of the fluctuations, as is made evident by the fact that the transition rate \( \lambda(\tau) \) controls the correlation properties of the resulting dynamics [83]. These properties reveal a striking change of paradigm with respect to conventional PK processes, which is determined by the overlap between the state variable \( y \) and the transitional parameters controlling the randomisation dynamics as just described. This peculiar feature defines a new class of stochastic processes with finite propagation velocity, called overlapping PK processes (OPK), that includes LWs as a special case.

B. Overlapping Poisson-Kac processes

We now formalize the concept of overlap introduced previously by specifying the formal structure of the multivariate stochastic process \( Y(t) \) (see Sec. II D). In fully general terms, we define a PK process to be overlapping if the following conditions hold true: (i) The sets of state variables, \( \Sigma_X \), and of transitional parameters, \( \Sigma_T \), possess a nonempty intersection

\[
\Sigma_O = \Sigma_X \cap \Sigma_T \neq \emptyset.
\]

(ii) The transition dynamics of the variables in \( \Sigma_T \) depend exclusively on the dynamics of those in its set complementary to \( \Sigma_O \), i.e., the set \( \Sigma_T/\Sigma_O \), which contains all variables belonging to \( \Sigma_T \) but not to \( \Sigma_O \). Furthermore, we assume the dynamics of these variables to be Markovian. We acknowledge that non-Markovian dynamics for these variables can also be considered but are not discussed in this context. These two properties imply that the transitional mechanism of an OPK process is essentially controlled by the Markovian transition dynamics of the variables in \( \Sigma_T/\Sigma_O \), while those in \( \Sigma_O \) are characterized by a smooth evolution equation unless when a transition occurs, at which time instant they perform discontinuous jumps. In this overlapped transition process, all the physical parameters characterizing the Markovian dynamics of the variables in \( \Sigma_T/\Sigma_O \) can be potentially modulated not only by the local state of the variables in \( \Sigma_O \), but also by that of the state variables belonging to \( \Sigma_X \).

This is the basic mechanism characterizing the evolution of a LW process, as defined by Eqs. (15) and (16) with the boundary conditions Eq. (17). For this stochastic model, we have \( \Sigma_X = \{Y\} = \{X, T\} \) and \( \Sigma_T = \{S, T\} \), with the generalized Poisson process \( S(t) = \{-1\} \delta \left[t - \tau(t)\right] \).

Consequently, we identify \( \Sigma_O = \{T\} \) and \( \Sigma_T/\Sigma_O = \{S\} \). In agreement with our previous argument, in a LW, therefore, the transitional age process \( T \) exhibits a smooth temporal dynamic (a linear growth in this specific case) except for randomly distanced discontinuities occurring at all times when the transitional parameter \( S \) performs a transition (here, specifically a sign flip).

With these definitions at our disposal, we can now derive the statistical characterization of a general OPK process. To keep our formalism general, we assume \( n \) spatial dimensions for the position process, \( X(t) \), with domain \( D_X \subseteq \mathbb{R}^n \), and \( m \leq n \) dimensions for the overlapped variables, \( T(t) \), with domain \( D_T \subseteq \mathbb{R}^m \). Correspondingly, we set \( \Sigma_X = \{Y\} = \{X, T\} \). Stochasticity is generated in the model by defining a set of \( n \)-dimensional velocity
The stochastic velocity vectors \( \mathbf{b}(\alpha) \), which depend on a stochastic parameter \( \alpha \in \mathcal{D}_\alpha \subseteq \mathbb{R}^d (d = 1, 2, \ldots, n) \). The set \( \mathcal{D}_\alpha \) can be either discrete or continuous, thus providing us with several modeling opportunities for the underlying stochastic dynamics of the overlapping PK process. The stochastic temporal evolution of these variables is specified by introducing a Poisson field \( \Xi(t; \lambda, A) \) in \( \mathbb{R}^d \), such that

\[
\mathbf{a}(t) = \Xi(t; \lambda, A),
\]

where \( \Xi(0; \lambda, A) = \alpha_0 \in \mathcal{D}_\alpha \). The Poisson field is a continuous stochastic process attaining values in \( \mathcal{D}_\alpha \) whose statistical description satisfies a continuous Markov chain dynamics defined by the transition rate function \( \lambda \geq 0 \) and by the transition probability kernel \( A \). We specify the functional dependence of these parameters below; further details on Poisson fields are given in Appendix B. In this setting, we therefore define \( \Sigma_T = \{ \Xi, \mathcal{T} \} \), \( \Sigma_o = \{ \mathcal{T} \} \), and \( \Sigma_T \Sigma_o = \{ \Xi \} \).

Finally, we assume for the lifted process \( \mathbf{y}(t) \) the following stochastic differential equation:

\[
d\mathbf{y}(t) = \mathbf{v}[\mathbf{y}(t)]dt + \mathbf{b}[\Xi(t), \mathbf{y}(t)]dt,
\]

where we introduce a deterministic biasing velocity field and a stochastic perturbation defined as, respectively,

\[
\mathbf{v}(\mathbf{y}) = \left( \frac{\mathbf{v}(\mathbf{x}, \mathbf{\tau})}{\mathbf{w}(\mathbf{x}, \mathbf{\tau})} \right), \quad \mathbf{b}(\alpha, \mathbf{y}) = \left( \frac{\mathbf{b}(\alpha, \mathbf{x}, \mathbf{\tau})}{0} \right).
\]

The stochastic velocity vectors \( \mathbf{b}: \mathcal{D}_\alpha \times \mathcal{D}_X \times \mathcal{D}_\tau \mapsto \mathbb{R}^n \), parametrized with respect to the states \( \alpha \) of the Poisson field \( \Xi(t) \), are also further modulated by an explicit dependence on the model state variables. If we neglect this dependence of the stochastic perturbation on the state variables and the deterministic field \( \mathbf{v} \) and we identify the Poisson field \( \Xi(t) \) with \( S(t) \), Eq. (26) is fully analogous to Eq. (20). In addition, even the constitutive properties of the Poisson field \( \Xi(t) \), i.e., the transition rate \( \lambda \) and the probability kernel \( A \), can be specified more generally as depending on the variables belonging to the set \( \Sigma_X \cup \Sigma_T \), i.e.,

\[
\lambda = \lambda(\mathbf{x}, \mathbf{\tau}, \alpha),
\]

The local functional dependence of the kernel \( A \) on the state variables \( \mathbf{x} \) preserves the validity of a locality principle for the stochastic process \( \mathbf{X}(t) \); i.e., nonlocal action at a distance is not allowed in our model. This would not be preserved if \( A \) also depended on \( \mathbf{x}' \); if such a dependence existed, it would, in fact, imply the possible occurrence of discontinuous spatial jumps \( \mathbf{x}' \mapsto \mathbf{x} \). At each transition time \( \tau^* \) of the Poisson field \( \Xi \), we equip Eq. (25) with the boundary condition

\[
\tau(t^*) = \tau' \quad \text{with probability } A[\mathbf{x}(t^*), \alpha, \mathbf{\tau}(t^*), \alpha', \tau'].
\]

Equations (25) and (26) explicitly state that, in any time interval in which no transitions in the Poisson field \( \Xi(t) \) occur, the dynamics of the overlapped variable \( \mathcal{T}(t) \) follows a strictly deterministic kinematics. In agreement with our previous arguments, the overlapped variables, thus, do not depend explicitly on the main transitional parameter, here \( \Xi(t) \), but only implicitly through its transition dynamics. Moreover, we remark that if \( A(\mathbf{x}, \alpha, \mathbf{\tau}, \alpha', \tau') \) is different from zero for \( \tau \neq \tau' \), at any transition instant of the stochastic process \( \Xi(t) \) the overlapped variables \( \mathcal{T}(t) \) may perform a discontinuous jump \( \tau' \mapsto \tau \). Consequently, \( \mathcal{T}(t) \) can display nonlocal dynamics, which is fully consistent with the locality principle of space-time interactions, provided that the variables do not correspond to any space-time coordinate or physical field (otherwise, the principle of bounded propagation velocity would be violated) but solely internal nongeometrical variables of the system (such as the transitional age).

The stochastic characterization of Eq. (25) is formally identical to that of conventional generalized PK processes that is derived in Refs. [45,80,81]. In our case, this is obtained in terms of the PDPD functions \( p(\mathbf{y}, \mathbf{t}, \alpha) = p(\mathbf{x}, \mathbf{t}, \alpha) \). Introducing the notation \( \mathbf{x} = (x_1, \ldots, x_n) \), \( \mathbf{\tau} = (\tau_1, \ldots, \tau_m) \), \( \nabla_x = (\partial_{x_1}, \ldots, \partial_{x_n}) \), and \( \nabla_\tau = (\partial_{\tau_1}, \ldots, \partial_{\tau_m}) \) and assuming the domains \( \mathcal{D}_\tau \) and \( \mathcal{D}_\alpha \) to be continuous, we obtain the evolution equation

\[
A = A(\mathbf{x}, \alpha, \mathbf{\tau}, \alpha', \tau').
\]

for any \( \tau' \in \mathcal{D}_\tau \) and \( \alpha' \in \mathcal{D}_\alpha \). Likewise, if the set \( \mathcal{D}_\alpha \) is discrete, Eqs. (30) and (31) still hold with the corresponding integral terms suitably substituted by summations. We note that, in this case, the function \( p(\mathbf{x}, \mathbf{t}, \alpha) \) is to be
interpreted as a probability (not a density) with respect to the stochastic variables \( \alpha \). It is straightforward to show that this general framework can generate LW dynamic as a special case; see Appendix C for the derivation.

C. Transitional asynchrony lines the route to extended Poisson-Kac processes

We now develop our EPK theory in its most general form by introducing the concept of transitional asynchrony. Let us illustrate this concept by reconsidering the dynamics of the variable \( \tau \), which we introduce for LWs to denote the transitional age. We now assume that \( \tau \) follows a Markovian transition dynamics with rate

\[
\frac{\partial p(x, \tau, t, \alpha)}{\partial t} = -\nabla_x \cdot [v(x, \tau)p(x, \tau, t, \alpha)] - \nabla_\tau \cdot [b(x, \tau, \alpha)p(x, \tau, t, \alpha)] - \nabla_\tau \cdot [w(x, \tau)p(x, \tau, t, \alpha)] - \lambda(x, \tau, \alpha)p(x, \tau, t, \alpha) + \int_{D_\alpha} \lambda(\tau, \alpha') A(x, \alpha, \alpha', \tau)p(x, \tau, t, \alpha') d\alpha'
\]

\[
-\mu(x, \tau)p(x, \tau, t, \alpha) + \int_{D_\tau} \mu(x, \tau') M(x, \tau, \tau') p(x, \tau', t, \alpha') d\tau'.
\]

(32)

In formal terms, this generalized PK process is specified by the sets of state and transitional variables \( \Sigma_X = \{X\} \) and \( \Sigma_\tau = \{\Xi, \mathcal{T}\} \), respectively. In contrast, the overlapping PK process Eq. (25) is defined by the sets \( \Sigma_X = \{X, \mathcal{T}\} \) and \( \Sigma_\tau = \{\Xi, \mathcal{T}\} \). Interestingly, these two different formal structures (in particular, characterized by different transitional mechanisms) lead to different statistical properties [compare Eqs. (30) and (32)]. Both are characterized by the interplay of the main transitional parameters \( \Xi(t) \) and \( \mathcal{T}(t) \) to determine the stochastic dynamic of the position process \( X(t) \). The difference between the two formulations is a consequence of the different synchronization between the processes \( \Xi \) and \( \mathcal{T} \). This concept is made evident by defining for each of the two transitional parameters the marginal transition time density \( T_{\Xi}(t_1) \) and \( T_{\mathcal{T}}(t_2) \), respectively. Likewise, for the joint process \( \{\Xi(t), \mathcal{T}(t)\} \), we can specify the corresponding bivariate transition time density function \( T_{\Xi,\mathcal{T}}(t_1, t_2) \). Correspondingly, we can define the conditional transition time density \( T_{\Xi,\mathcal{T}}(t_2|t_1) \) by the relation

\[
T_{\Xi,\mathcal{T}}(t_1, t_2) = T_{\Xi,\mathcal{T}}(t_2|t_1) T_{\Xi}(t_1).
\]

(33)

This quantity elucidates the different physics underlying the generalized PK process defined by Eqs. (32) and the OPK process Eq. (30). For the former,

\[
T_{\Xi,\mathcal{T}}(t_2|t_1) = T_{\mathcal{T}}(t_2)
\]

(34)

meaning that the processes \( \Xi(t) \) and \( \mathcal{T}(t) \) are transitonally independent. Clearly, in this case, the variable \( \tau \) loses its physical meaning of an elapsed time from the previous transition. For the latter,

\[
T_{\Xi,\mathcal{T}}(t_2|t_1) = \delta(t_2 - t_1);
\]

(35)

i.e., the two processes are transitonally synchronized. In this case, \( \tau \) is indeed an elapsed time, or transitional age.

Remarkably, all the previous considerations can be applied as well to any model parameters. For simplicity, let us consider a one-dimensional PK process (extending these arguments to the three-dimensional setting is straightforward), which is specified formally by the sets of state variables, transitional parameters, and model parameters \( \Sigma_X = \{X\}, \Sigma_\tau = \{\Sigma, \mathcal{T}\}, \) and \( \Sigma_\rho = \{b, \lambda\} \), respectively. We then assume \( b = b_0 \beta(t) \) and \( \lambda = \lambda_0 \beta(t) \). A new family of EPK processes can then be obtained by considering a subset of the model parameters as transitional variables, i.e., \( \Sigma_X = \{X\}, \Sigma_\tau = \{\Sigma, \mathcal{T}\}, \Sigma_\rho = \{b_0, \lambda_0\} \). Similarly, a new family of OPK processes can be obtained by considering them as both state and transitional variables, i.e., \( \Sigma_X = \{X, B, \Lambda\}, \Sigma_\tau = \{X, B, \Lambda\}, \) and \( \Sigma_\rho = \{b_0, \lambda_0\} \). Each of these classes of finite propagation velocity processes is characterized by different transitional structures, thus leading to different statistical properties. However, the argument above highlights that these two processes are particular cases of a wider class of models, where transitional asynchronies between the state variables and the main generator of microscopic stochasticity are encapsulated in the transitional time conditional density, for the example considered \( T_{\{\mu, \Lambda\}|S} \).
We denote these general models of stochastic dynamics with finite propagation velocity as EPK processes. The formulation of EPK theory that includes OPK processes (and LWs among them) as special cases is our second main result. Figure 1 pictorially describes the inclusive relationship between the main classes of stochastic kinematics formulated so far. The common denominator between all these stochastic models, except for Wiener processes (which are in this sense a singular limit), is the assumption of a finite propagation speed and finite transition rates. The main difference resides in the statistics of the transition times, which is exponential for PK processes, power-law tailed for LWs and fully generic for EPK processes, and in the existence (or absence) of transitional asynchronies among the state variables and the microscopic stochastic generator.

This analysis elucidates the physical meaning and the broad range of applications of our extension of conventional PK theory. Transitionally independent PK models generically yield microscopic processes subjected to external (environmental) fluctuations that influence their local dynamics, but they can be considered independent of the fluctuations in the local microscopic motion. Conversely, OPK models capture complex microscopic fluctuations, the statistical description of which requires the introduction of inner transitionally synchronized degrees of freedom. This is, for example, the case of the transitional age \( \tau \) for LW processes. In between these two limiting cases, a spectrum of intermediate situations can be defined ad hoc, by specifying the transitional time conditional density between the state variables and the main transitional process.

**IV. EXTENDED POISSON-KAC PROCESSES: CASE STUDIES**

We now discuss three specific examples of one-dimensional EPK processes. First, we introduce a transitional senescent random walk, where the transitional dynamic depends explicitly on the number of total transitions that already occurred. We specifically study an EPK model where the age to which the walker is reset following a velocity transition is parametrized as an increasing function of the total number of transitions that already occurred. We study an EPK model where the age to which the walker is reset following a velocity transition is parametrized as an increasing function of the total number of transitions that already occurred. Additionally, we consider the case of a general transitionally senescent random walk processes implementing this feature. A particular example is discussed in the context of LWs in Ref. [62], where a progressive decrease of the walker velocity \( b \) with the number of transitions is shown to yield qualitative effects for the statistics of motion. Here, we show how this feature can be easily accommodated within our general theory of EPK processes.

Transitional senescence can be represented by the fact that either the transition rate \( \lambda \) and/or the walker velocity \( b \) can become functions of the underlying stochastic counting process \( N(t) \), associated with the Markovian transitional structure of the process. The process \( N(t) \) enumerates the transitions that occur up to the time interval \([0, t]\). As a pedagogical example, we consider first the case of a general transitionally senescent PK process. The system of transitional parameters for this process is \( \Sigma_T = \{S, N\} \). Moreover, the state of system variables is \( \Sigma_X = \{X, N\} \), albeit the dynamics of \( N(t) \) is elementary. In fact, \( dN(t)/dt = 0 \) in any time interval between two transitions, and \( N(t) \rightarrow N(t) + 1 \) at any transition instant. Because counting process \( N(t) \) is transitionally synchronized with \( S(t) \), this is for all intents and purposes an OPK process. Its statistical description involves the family of PPDW functions \( p_s^{(n)}(x, t) = p(x, n, t, s) \) with \( s = \pm \) and \( n \in \mathbb{Z} \). To model in full generality the transition senescence, we assume both the transition rate \( \lambda_n \) and the velocity \( b_n \) to be functions of the counting state \( n \). The evolution equations for the associated OPK process are, thus, expressed by...
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FIG. 2. Superdiffusion for the model of a transitionally senescent LW; see Eq. (38) and further specifications in the text. Here, \( t^0 \) defines the senescence time. The special case \( t^0 = 0 \) corresponds to the conventional LW model without senescence. \( \xi \) is the exponent of the power-law distributed transition times; see Eqs. (5) and (7), respectively. For the speed of the walker, we choose \( b = 1 \). (a) Temporal evolution of the mean square displacement \( \sigma^2(t) \) for \( \xi = 1.5 \). We see that senescence enhances superdiffusion beyond the conventional LW solution. (b) The scaling exponent \( \gamma_{\text{eff}} \) as a function of \( \xi \) increases by increasing the senescence time \( t^0 \).

\[
\frac{\partial p^{(0)}_\pm(x,t)}{\partial t} = b_0 \frac{\partial p^{(0)}_\pm(x,t)}{\partial x} - \lambda_0 p^{(0)}_\pm(x,t),
\]
\[
\frac{\partial p^{(n)}_\pm(x,t)}{\partial t} = b_n \frac{\partial p^{(n)}_\pm(x,t)}{\partial x} - \lambda_n p^{(n)}_\pm(x,t) + \lambda_{n-1} p^{(n-1)}_\pm(x,t).
\]

The generalization to a senescent LW is now straightforward, as we just need to include the transitional age among the overlapping variables. Therefore, \( \Sigma_X = \{X,T,N\}, \Sigma_T = \{S,T,N\}, \) and, thus, \( \Sigma_O = \{T,N\}. \) The PPDW functions for this process are \( p^{(n)}_\pm(x,t) \equiv p(x,\tau,n,t,s) \), which, similar to Eq. (36), now read

\[
\frac{\partial p^{(0)}_\pm(x,\tau,t)}{\partial t} = b_0 \frac{\partial p^{(0)}_\pm(x,\tau,t)}{\partial x} - \lambda_0(p^{(0)}_\pm(x,\tau,t)),
\]
\[
\frac{\partial p^{(n)}_\pm(x,\tau,t)}{\partial t} = b_n \frac{\partial p^{(n)}_\pm(x,\tau,t)}{\partial x} - \lambda_n p^{(n)}_\pm(x,\tau,t) + \lambda_{n-1} p^{(n-1)}_\pm(x,\tau,t) + \int_0^\infty k_n(\tau,\tau') \lambda_{n-1}(\tau') p^{(n-1)}_\pm(x,\tau',t) d\tau'.
\]

Here, the transitional senescence of the process is expressed by the Markovian transition kernels \( k_n(\tau,\tau') \), which are assumed to depend on the counting state \( n \). The kernel \( k_n(\tau,\tau') \) may be an impulse Dirac delta function in \( \tau \) or may admit nonatomic support in \( \tau \), consisting in an interval of values of \( \tau \) for which \( k_n(\tau,\tau') > 0 \).

Equations (37) represent the statistical characterization of a general transitionally senescent LW. To illustrate how these processes can reveal novel dynamical features, we specify the senescing process such that, after any transition, the walker transitional age is not reset to zero but to a prescribed larger value. In this respect, we introduce a diverging sequence of non-negative numbers \( \{t^0_n\}_{n=0}^\infty \) with \( t^0_0 = 0 \) and \( t^0_0 < t^0_{n+1} \), such that

\[
k_n(\tau,\tau') = \delta(\tau - t^0_n), \quad \lambda_n(\tau) = \lambda(\tau), \quad (38)
\]

where \( \lambda(\tau) \) is specified by Eq. (7). Clearly, each \( \lambda_n(\tau) \) is defined in the age interval \( (t^0_n, \infty) \), which implies that the corresponding transition time densities also depend on \( n \). According to Eqs. (38), the age boundary conditions are

\[
p^{(n)}_\pm(x,\tau_0,t) = \int_{\tau_{n-1}}^{\infty} \lambda(\tau') p^{(n-1)}_\pm(x,\tau',t) d\tau'. \quad (39)
\]

We simulate numerically the stochastic process associated with Eqs. (37) by further assuming constant velocities \( b_n = b \) and \( t^0_0 = (n - 1) t^0 \) (for \( n > 0 \)) where \( t^0 \) is a constant positive parameter. In Fig. 2(a), we present the temporal evolution of the mean square displacement of this dynamic, \( \sigma^2(t) = \int_{-\infty}^{\infty} x^2 P(x,t) dx \), obtained from stochastic simulations. Here, we define the walker position distribution as \( P(x,t) = \sum_{n=0}^{\infty} \sum_{s=\pm} P_s^{(n)}(x,t) \) with the marginal PPDW functions \( P_s^{(n)}(x,t) = \int_{-\infty}^{\infty} P_s^{(n)}(x,\tau',t) d\tau' \). We simulate \( 10^7 \) trajectories, all initialized at the origin, with \( b = 1 \) and \( \xi = 1.5 \) for different values of the parameter \( t^0 \). For \( t^0 = 0 \), we recover the conventional LW, in which case \( \sigma^2(t) \sim t^{\gamma} \) with \( \gamma = (3 - \xi) \). In contrast, for \( t^0 \neq 0 \), we find the different long-term scaling \( \sigma^2(t) \sim t^{\gamma_{\text{eff}}} \), characterized by the effective exponent \( \gamma_{\text{eff}} \), which is physically intuitive, because the transitional senescence induces a
slowing-down in the transitional mechanism, which determines a more pronounced superdiffusive behavior. In Fig. 2(b), we present results for $\gamma_{\text{eff}}$ for different values of the parameter $\xi$ predicted by the stochastic simulations. Remarkably, we observe that $\gamma_{\text{eff}} > 1$ even for values $\xi > 2$ for which the corresponding LW ($r^p = 0$) displays an Einsteinian scaling, $\gamma = 1$. For $0 < \xi < 1$, the senescent LW exhibits ballistic diffusion, $\gamma_{\text{eff}} = 2$, similar to its nonsenescing counterpart. To analytically predict how $\gamma_{\text{eff}}$ depends on $\xi$ is an open problem left to further studies.

B. Brownian yet non-Gaussian diffusive extended Poisson-Kac processes

Brownian yet non-Gaussian diffusion is the hallmark of a specific class of transport phenomena in out-of-equilibrium systems [91,92]. It has recently been observed, among others, for beads diffusing on lipid tubes and networks [91,93–96], for passive tracers immersed in active suspensions [97], for heterogeneous populations of moving nematodes [98], and in the context of intracellular transport [99]. The terminology refers generically to dynamics where the position mean square displacement scales linearly with time, while the position statistics exhibits non-Gaussian tails. Clearly, this stochastic dynamic cannot be modeled by standard Brownian motion. Hence, the formulation of suitable stochastic processes that can capture this peculiar diffusive feature was subject to numerous theoretical investigations in recent years. According to the observation that a Laplace distribution with a linearly scaling second moment can be derived from a superstatistical approach [100], where Gaussian distributions are averaged over Laplace distributed diffusion coefficients [98], a family of “diffusing diffusivity” models has been proposed [67,101]. For these models, the position process is described by standard Brownian motion with a diffusion coefficient performing a prescribed stochastic dynamic. We note that microscopic derivations of this dynamic have recently been considered in the context of active matter [102]. Here, we show that EPK processes can naturally account for the hierarchical level of fluctuations generating Brownian yet non-Gaussian diffusion by allowing the walker speed to change over time according to a given Markov chain dynamics.

For simplicity, we consider a PK process and assume $b(t) = b_0 \beta(t)$, where $b_0 > 0$ is a constant parameter and $\beta(t)$ is a stochastic process attaining values in $\mathcal{D}_\beta = [0, b_{\text{max}}]$, which is characterized by a Markovian transition dynamics with a constant transition rate $\mu$ and the transition probability kernel $A(\beta, \beta')$ (see Appendix B). If we denote as $P_b(\beta, t)$ the probability density at time $t$ associated to this dynamic, we assume the process to admit the stationary distribution $P^\ast_b(\beta) = \lim_{t \to \infty} P(\beta, t)$. This requires the condition $A(\beta, \beta') = P^\ast_b(\beta)$. Consequently, we define the EPK process

$$\frac{dx(t)}{dt} = b_0 \beta(t)(-1)^{\lfloor x(t) \rfloor}.$$

Under these assumptions, $\Sigma_X = \{X\}$, $\Sigma_F = \{S, \beta\}$, and $\Sigma_p = \{b_0, \lambda\}$.

The statistical description of the EPK process Eq. (40) involves the PPDW functions $p_\pm(x, t; \beta) \equiv p(x, t; \beta, s)$. They are parametrized with respect to $s = \pm$, corresponding to the “microstochasticity” in the local particle movements associated with the Poissonian parity switching process, and with respect to $\beta \in \mathcal{D}_\beta$, corresponding to the “superstatistical structure” superimposed to the microscopic randomness [100]. Given the transitional independence of the parameters $S$ and $\beta$, the evolution equations for $p_\pm(x, t; \beta)$ can be derived similarly to Eq. (32), i.e.,

$$\frac{\partial p_\pm(x, t; \beta)}{\partial t} = b_0 \beta \frac{\partial p_\pm(x, t; \beta)}{\partial x} + \lambda (p_+(x, t; \beta) - p_-(x, t; \beta)) - \mu p_\pm(x, t; \beta) + \mu P^\ast_b(\beta) \int_{\mathcal{D}_\beta} p_\pm(x, t; \beta') d\beta'. \tag{41}$$

We now assume initial equilibrium conditions with respect to the transitional parameters $(s, \beta)$ and that all the particles are initially located at $x = 0$. This implies the initial condition $p_\pm(x, 0, \beta) = P^\ast_b(\beta) \delta(x)/2$. The solution of Eq. (41) with the above initial conditions admits a characteristic (and nontrivial) short-term behavior, provided that $\lambda \gg \mu$, i.e., that a separation of time scales exists between the two stochastic contributions modulating the walker dynamic Eq. (40). For short timescales $t \ll 1/\mu$, the recombination among the velocities is negligible, and, consequently, the short-time solution is simply the propagation of the initial condition via the PK mechanism.

Thus,

$$p_\pm(x, t; \beta) = \frac{P^\ast_b(\beta)}{2} \left[ G_{\pm,+}(x, t; b_0 \beta, \lambda) + G_{\pm,-}(x, t; b_0 \beta, \lambda) \right],$$

where $\mathcal{G}_{s_1, s_2}(x, t; b_0 \beta, \lambda)$ ($s_1, s_2 = \pm$) are the entries of the tensorial Green functions for the PPDW equations of the PK process with velocity equal to $b_0 \beta$ and transition rate $\lambda$ [103]. If $\lambda$ is large enough, keeping fixed the ratio $b_0 \beta / 2\lambda = D_0$, the PK process approaches its Kac limit, which is the parabolic diffusion equation. For each $\beta$, $[G_{\pm,+}(x, t; b_0 \beta, \lambda) + G_{\pm,-}(x, t; b_0 \beta, \lambda)] \to G_{D(\beta)}(x, t)$, where $G_{D(\beta)}(x, t)$ is the parabolic heat kernel for the value $D(\beta) = D_0 b_0^2$ of the diffusivity. Thus, the overall marginal density $P(x, t) = \int_{\mathcal{D}_\beta} [p_+(x, t; \beta') + p_-(x, t; \beta')] d\beta'$ approaches, in the Kac limit, the expression
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\[ P(x, t) = \int_0^\infty \frac{P_b^*(\beta)}{4\pi D_0 \beta^2 t} \exp \left( -\frac{x^2}{4D_0 \beta^2 t} \right) d\beta. \] (43)

Remarkably, if we assume $P_b^*(\beta)$ to be a generalized Gamma
distribution, i.e., $P_b^*(\beta) = 2\kappa A e^{-\beta^2}$ with $\kappa = D_0/D_*$ and
the normalization constant $A = (1 - e^{-\beta^2})^{-1}$, we recover
at short timescales the Laplace distribution
\[ P(x, t) = \frac{1}{\sqrt{4D^* t}} \exp \left( -\frac{|x|}{\sqrt{D^* t}} \right), \] (44)

which is the object of extensive investigations using a
variety of phenomenological diffusing diffusivity models
[66,67,98,101]. Our argument demonstrates that the process
Eq. (40) can be regarded as the archetype of such models,
with the advantage that the superstatistical effect has a clear-
cut physical interpretation in terms of the Markovian
recombination of the microscopic velocities of the random
walker.

In Fig. 3, we validate our theoretical predictions on the
short-time behavior of our model through stochastic simu-
lations of Eq. (40). We set $D_0 = 1$, $D^* = 1$, $\mu = 1/2$, and $\beta_{\text{max}} = \infty$. We use two different values of the transition
rate: $\lambda = \{10, 10^2\}$. We run $10^7$ independent trajectories,
each initially located at $x = 0$. In agreement with our
theoretical considerations, we observe an excellent agree-
ment between the simulation data and the Laplace distri-
bution Eq. (44) for $\lambda = 10^2$ [Fig. 3(a)] up to $t \leq 2 = 1/\mu$.
For longer times, the approach toward the long-term
asymptotics starts to appear, driven by the recombination
dynamics to be accurately approximated by its parabolic
Kac limit.

The asymptotic (long-term) behavior of Eq. (40) corre-
sponds to the Kac limit of Eq. (41). In this limit, $p_{\pm}(x, t, \beta) \approx P(x, t)P_b^*(\beta)/2$ and, following identical cal-
culations developed in Refs. [45,80,81], one recovers the
parabolic diffusion equation $\partial_t P(x, t) = D_{\text{eff}} \partial_x^2 P(x, t)$,
with an effective diffusivity $D_{\text{eff}} = D_0(\beta^2)/(1 - e^{-\beta^2})$, where $\langle \beta^2 \rangle = \int \beta^2 P_b^*(\beta) d\beta$. Correspondingly, the long-
time asymptotics of Eq. (41) is expressed by the Gaussian
heat kernel
\[ P(x, t) = \frac{1}{\sqrt{4\pi D_{\text{eff}} t}} \exp \left( -\frac{x^2}{4D_{\text{eff}} t} \right). \] (45)

Figure 4 confirms these predictions numerically. The
simulation protocol and model parameters used are the
same as for Fig. 3. We present only the case $\lambda = 10$, since
the long-term asymptotic behavior is the same for any value
of $\lambda$. In this case, $D_0 = 1$, and $\beta^2 = 1$, so that $D_{\text{eff}} = 1$. In
Fig. 4(a), the agreement between our prediction Eq. (45)
and the simulation data is excellent. In Fig. 4(b), we show
that the scaling of the mean square displacement $\sigma^2(t)$ is
linear in time over all the timescales considered. We note
that for finite $\beta_{\text{max}}$ a ballistic scaling for the mean square
displacement $\sigma^2(t) \sim t^2$ for times $t \leq 1/\lambda$ is also observed
due to the bounded propagation speed. This demonstrates
that our model Eq. (40) can successfully reproduce
Brownian yet non-Gaussian diffusive behavior.

C. Subdiffusive Lévy walks

In their original formulation based on CTRWs, LWs are
shown to capture ballistic, normal, and superdiffusive
behavior, according to the scaling properties of their
transition time density distribution [22]. Other diffusional
features, such as particularly subdiffusion, could be
achieved only in a generalized version of LW dynamics, where a power-law kinematic relation between the displacement of the walker and the transition time is imposed [70]. We remark that the occurrence of long-term subdiffusive scaling in stochastic processes possessing finite propagation velocity has also already been obtained for symmetric random walks on fractals [104] or generalized PK processes in prefractal media [105]. Motivated by these results, in this section, we show that we can formulate an EPK process that can capture short-term subdiffusion.

We consider an EPK process where the transition rate of the Poissonian switching process $S$ is described by the stochastic process $\Lambda(t)$ attaining values in the bounded interval $D_{\lambda} = [0, \lambda_{\text{max}}]$. Specifically, we assume $\Lambda$ to generate a Markov chain dynamics, with transition rate $\mu(\lambda)$ and probability transition kernel $M(\lambda, \lambda')$ (see Appendix B). The corresponding extended PK process can then be defined as

$$\frac{dx(t)}{dt} = b(-1)^{[\lambda(\ell)]}.$$  \hspace{1cm} (46)

The PPDW functions for this process, $p_{\pm}(x, t, \lambda) \equiv p(x, t, \lambda, s)$, are parametrized with respect to all the transitional parameters, here $s = \pm$ and $\lambda \in D_{\lambda}$. The transitional parameters are transitionally independent as in the previous example. The temporal evolution equations can then be obtained similarly to Eq. (32), i.e.,

$$\frac{\partial p_{\pm}(x, t, \lambda)}{\partial t} = \mp b \frac{\partial p_{\pm}(x, t, \lambda)}{\partial x} - \lambda [p_{+}(x, t, \lambda) - p_{-}(x, t, \lambda)] - \mu(\lambda) p_{\pm}(x, t, \lambda)$$

$$+ \int_{0}^{\lambda_{\text{max}}} \mu(\lambda') M(\lambda, \lambda') p_{\pm}(x, t, \lambda') d\lambda'.$$  \hspace{1cm} (47)

Solutions of these equations are uniquely determined by the initial condition $p_{\pm}(x, \lambda, 0) = \delta(x - x_{\lambda})$. First, we demonstrate that the process Eq. (46) generates a dynamic that shares the long-time statistical characteristics of the conventional LW. Let us assume $M(\lambda, \lambda') = \pi^*(\lambda)$, where $\pi^*(\lambda)$ is the equilibrium density function of the transition rate process. Under these assumptions, the transition time density for this process is given by

$$T(\tau) = \int_{D_{\lambda}} \lambda e^{-\lambda\tau} \pi^*(\lambda) d\lambda.$$  \hspace{1cm} (48)

This equation follows by recalling that, once we fix $\lambda$, the time $\tau$ elapsed before the next transition is a random variable sampled from an exponential distribution with mean $\lambda$. We now specify the equilibrium density as

$$\pi^*(\lambda) = (1 + \alpha) \lambda^\alpha$$  \hspace{1cm} (49)

with $\alpha > -1$ and $\lambda_{\text{max}} = 1$. In this case, $T(\tau) \sim \tau^{-(\alpha+2)}$ for large $\tau$. Therefore, this process reproduces qualitatively all the characteristic long-term diffusive features of the conventional LW as defined in Sec. II, provided we set $\xi = \alpha + 1$. In particular, we can show that (i) for $-1 < \alpha < 0$, the process is ballistic, i.e., $\sigma^{2}(t) \sim t^{2}$; (ii) for $0 < \alpha < 1$, the process is superdiffusive, $\sigma^{2}(t) \sim t^{2-\alpha}$; and (iii) for $\alpha > 1$, the process exhibits a linear Einsteinian scaling, $\sigma^{2}(t) \sim t$. Furthermore, we can show that (iv) the invariant function $p^*(z) = \pi^*(\lambda) P(x, t)\big|_{x=z\pi^*(\lambda)}$, with the probability density function for the process $P(x, t) = \int_{D_{\lambda}} [p_{+}(x, t, \lambda) + p_{-}(x, t, \lambda)] d\lambda'$, is the same as that of the conventional LW. We verify all these results in numerical simulations; see Figs. 5(a) and 5(b) for some representative examples. We note that the different transition time densities for the process Eq. (46) and the LW Eq. (16) affect only their short-time statistical properties.
FIG. 5. Statistical characterization of the EPK model Eq. (47) for equilibrated transition rate dynamics (a),(b) and for the general nonequilibrated case (c) (see the main text for details). (a) Mean square displacement \( \sigma_x^2(t) \) for \( \alpha = \{0.1, 0.3, 0.5, 0.7, 0.9\} \), where \( \alpha \) is the exponent of the power law determining the equilibrium density of the transition rates; see Eq. (49). Lines are generated by numerical simulations of the stochastic dynamic. Dashed lines indicate the scaling predictions for the extremal values of \( \alpha \) in the range considered. (b) Invariant long-time density \( p^* (z) [z = x/\sigma_x(t)] \) at \( \alpha = 0.5 \) (symbols), compared with the distribution of its corresponding LW (solid lines). (c) Mean square displacement \( \sigma_x^2(t) \) for the same EPK model in nonequilibrated conditions. Three different diffusive regimes are indicated by straight lines. Markers represent the results of numerical simulations. Solid lines indicate the different scaling regimes exhibited by this dynamic.

Remarkably, the formulation Eq. (46) of LW dynamics enables the explicit modeling of highly nontrivial transitional correlations through the full transition kernel \( \mathcal{M}(\lambda, \lambda') \). In particular, we assume that the transition rate process \( \Lambda \) does not possess an invariant density. This is ensured by the condition

\[
\int_{\mathcal{D}_t} \lambda \mathcal{M}(\lambda, \lambda') d\lambda > \lambda'.
\]

In physical terms, this condition induces a progressive shift over time toward higher and higher values of the transition rate. As a specific example, we assume \( \mathcal{M}(\lambda, \lambda') = (\lambda')^\nu/(a_2 + a_1) \) for \( \lambda \in [\lambda' - a_1/(\lambda')^\nu, \lambda' + a_2/(\lambda')^\nu] \) and zero otherwise, where \( a_1, a_2 > 0 \) (\( a_2 > a_1 \)) and \( \nu > 0 \) are constant. The shift is clearly determined by the fact that \( \lambda \) at each transition is sampled uniformly from an asymmetric interval \( [\lambda' - c(\lambda')a_1, \lambda' + c(\lambda')a_2] \), where \( c(\lambda') = (\lambda')^{-\nu} \) decreases progressively. This function is introduced to slow down the shift that would, otherwise, rapidly stop the motion. This shift toward higher values of \( \lambda \) determines a progressive decrease of the local diffusivity, leading potentially to subdiffusive behavior. This is verified in Fig. 5(c), where we plot \( \sigma_x^2 \) for this process obtained from numerical simulations. We run \( 10^5 \) independent trajectories. Starting from a ballistic scaling for short times, as typical of all processes possessing finite propagation velocity, the mean square displacement for \( t > 10^2 \) exhibits an anomalous long-time scaling with subdiffusive exponent \( \gamma = 0.8 \). We note that this scaling is observed over more than four decades, \( t \in [10^2, 10^8] \).

V. CONCLUSIONS AND PERSPECTIVES

Stochastic processes form a cornerstone of our mathematical description of physical reality. They enable the modeling of a wide variety of transport phenomena in the natural and social sciences, such as the random movements of cells, bacteria, and viruses, the fluctuations of climate, and the volatility of financial markets [1,18,23]. Typical stochastic models considered, however, fail to ensure finite velocities, thus violating Einstein’s theory of special relativity. While these models still capture the correct statistics of motion on sufficiently long timescales, their representation of the real world is thus intrinsically defective. Partially, they also lead to mathematical problems like diverging moments for the probability distributions of a random walker, with direct implications for physical observables obtained from such models. To solve this deep conceptual problem, stochastic processes with finite propagation speed have been introduced. Paradigmatic examples are PK processes [41–43] and LWs [27–32] yielding normal and anomalous diffusion, respectively. Despite their joint feature of finite propagation speeds, however, these two fundamental classes of stochastic processes have so far coexisted without exploring any cross-links between them.

Inspired by the novel formulation of LW dynamics proposed by Fedotov and collaborators [37,61], in this article we explored the connection between LWs and PK processes by showing that the latter models can be understood as a particular case of the former ones. Clarifying the relation between these two dynamics, by including Wiener processes as a special case, yielded our first main result. This is represented in Fig. 1 by the first three inner circles. In turn, this observation suggested the most natural stochastic differential equations describing LW path dynamics, Eqs. (15) and (16), which are obtained from suitably generalizing the formalism of PK processes. This formulation neatly results from the definition of a LW process and, in this sense, greatly differs from other phenomenological models published in the literature that
rly on subordination techniques [106,107] or fractional derivatives [108], as the statistical characterization involves first-order evolution equations in time and space, whose mathematical structure resembles the linear Boltzmann equation [109]. Owing to this analogy and to the analogy between the evolution equations for the partial densities and the mathematics of radiative transfer [110], the mathematical approaches developed in these two fields can be consistently transferred to the study of EPK processes [109,110]. With a reverse-engineering approach, we then used the cross-link between these processes to formulate a very general theoretical framework for stochastic models with finite propagation speed, which we called EPK theory. This theory contains LWs as a special case, as is depicted again in Fig. 1 by the fourth most outer circle. This is our second main result.

Motivated by experimental applications, we then demonstrated by three explicit, practical examples the potential and the modeling power offered by our novel theory. We showed that EPK processes can capture senescing phenomena, where the mechanism for velocity changes depends explicitly on the number of transitions occurred. From EPK theory, we also obtained a microscopic interpretation of the intriguing and very actively explored transport phenomenon associated with Brownian yet non-Gaussian diffusion [66,67]. Finally, we demonstrated that LWs may be not only superdiffusive but also subdiffusive, depending on more subtle microscopic details of the LW dynamic as captured by EPK theory. These novel diffusional features (anomalies) are ultimately obtained by exploiting the internal coupling between state variables and transitional parameters characteristic of EPK processes.

In this paper, we outlined the general framework of EPK theory in unbounded domains and in the absence of biasing fields (potential and/or pressure-driven velocity fields). The extension of our theory to transport problems in bounded settings can be achieved straightforwardly by applying the boundary conditions (absorbing, reflecting, or of mixed nature) already developed for hyperbolic transport problems involving PK processes and LWs [62,111,112]. The effects of external biasing fields can be included in two ways: The first one is to consider the EPK counterparts of the classical Ornstein-Uhlenbeck model, as discussed in Ref. [81] for simple PK processes. The second one is to consider the effect of the external potential on the transitional properties of the EPK model, by allowing for a dependence of the transition rates on the positional state variables. A number of important open problems and consequences still remain to be addressed, especially concerning the mathematical features of EPK models and their experimental applications.

From the perspective of stochastic theory, the first intriguing open problem is the formulation of a spectral theory of finite propagation speed processes (most notably, LWs among them). We have preliminary evidence that the constraint imposed by the finite velocity may manifest itself as a lower bound in the real part of the spectrum. If confirmed, it would be interesting to investigate whether this is a universal property of all stochastic processes possessing finite propagation velocity. In this direction, a second top-priority problem is to develop a homogenization theory for EPK processes. This is fundamental, as it could enable one to calculate the hierarchy of moments and correlation functions associated with these stochastic processes. These are essential quantities to explore theoretically the ergodic and aging properties of a given class of stochastic processes. In addition, these results are also relevant from the perspective of experimental applications. Indeed, both moments and correlations are observables that can often be measured with great accuracy in experiments. Therefore, by comparing experimental data with model predictions of these observables, they could be employed to discern the most suitable finite propagation speed stochastic model for a given empirical diffusion dynamics. To complement this argument, our considerations further suggest that experimentalists should make an effort to measure the probability distribution of diffusive observables (such as position and/or velocity) with sufficiently large statistics to assess reliably the tails of these distributions. While stochastic processes with or without finite propagation speed might exhibit the same long-term asymptotic scaling of moments and/or correlations, the presence of ballistic peaks in the tails of these distributions is a hallmark that the diffusion observed empirically possesses finite velocities. Finally, while in this work we have focused on the single-particle case, another relevant research direction is the study of the emerging collective behavior in ensembles of EPK particles potentially interacting among themselves. Along these lines, and by introducing persistence in terms of correlations, one may cross-link finite-velocity stochastic theory with the very recent field of active matter [113–117]. Given the additional biologically motivated features that can be included in EPK theory, it will be interesting to systematically investigate what EPK models can further reproduce in terms of biologically significant dynamics.

We conclude by highlighting that EPK processes are not only of fundamental importance as models of transport phenomena, but also that they can be applied to basic and fundamental problems of statistical physics, providing a novel view of the latter. The boundedness of the transition rates characteristic of EPK processes allows one to describe the dynamics of processes controlled by elementary events occurring at random transition times. This is the case of the quantum phenomenology associated with the interaction between molecules and photons. In this case, the elementary processes involve emission and absorption of energy quanta [57]. In this class falls also the stochastic representation of quantum systems interacting with an external environment [58]. At sufficiently high (ambient)
temperatures, these processes can be described by a Poissonian statistics of the transition times \[57,58\]. In the limit of very low temperatures, reachable, e.g., by means of laser cooling techniques, the transitional statistics becomes more complex and correlated \[118\], providing a natural application for EPK processes.

Another important field of application is the hydrodynamics of colloidal systems whenever particle-fluid interactions are accounted for in detail. Physically, this implies the transition from the Einstein-Langevin picture of Brownian motion (Stokes regime) to the realm where fluid inertia is no longer negligible (time-dependent Stokes regime) \[119,120\]. These effects, originally discovered by Stokes in 1851 \[119\], depending on the prescribed jump length distribution \[27\–33\]. This implies introducing a relation between \(\Delta_n\) and \(\tau_n\) in the form of

\[
\Delta_n = s_n b\tau_n, \tag{A2}
\]

where \(s_n\) are random variables attaining values \(\pm 1\) with equal probability. We highlight that this is not just a technicality, but it implies a complete change of perspective. Within this different interpretation, the waiting time \(\tau\) in the original CTRW formulation becomes in the LW the transition time for a velocity change in one direction. In the special case of a two-state model, the direction of motion is inverted at each transition event \[33\], \(\Delta_n = bs_0(-1)^n\tau_n\), where \(s_0 = \pm 1\) with equal probability determines the initial direction of motion.

**APPENDIX B: POISSON FIELDS: DEFINITION AND EVOLUTION EQUATION**

A \(d\)-dimensional Poisson field is a continuous stochastic process attaining values in a set, \(D_\alpha\), whose statistical description satisfies a continuous Markov chain dynamic defined by the transition rate function \(\lambda(\alpha) \geq 0\) and by the transition probability kernel \(A(\alpha, \alpha')\). The symbols \(\alpha, \alpha'\) denote \(d\)-dimensional vectors in \(D_\alpha\). Let us now assume \(D_\alpha\) to be continuous. Thus, the probability \(\text{Prob}([\Xi(t) \in (\alpha, \alpha + d\alpha)] = \hat{P}(\alpha, t)d\alpha\) (\(d\alpha\) denotes a \(d\)-dimensional infinitesimal volume in \(D_\alpha\)) is determined by the density function \(\hat{P}(\alpha, t)\) that satisfies the linear evolution equation

\[
\frac{\partial \hat{P}(\alpha, t)}{\partial t} = -\lambda(\alpha)\hat{P}(\alpha, t) + \int_{D_\alpha} \lambda(\alpha')A(\alpha, \alpha')\hat{P}(\alpha', t)d\alpha'. \tag{B1}
\]

The transition probability kernel \(A(\alpha, \alpha')\) is a left stochastic kernel; i.e., \(A(\alpha, \alpha') \geq 0\), \(\int_{D_\alpha} A(\alpha, \alpha')d\alpha = 1\) for all \(\alpha' \in D_\alpha\). If \(D_\alpha\) is discrete instead, the statistical description of the Poisson field \(\Xi(t)\) is obtained directly in terms of the probability \(P(\alpha, t) = \text{Prob}([\Xi(t) = \alpha \in D_\alpha])\), which satisfies an equation similar to Eq. (B1) with the integral term substituted by the summation.
\[ \sum_{\alpha \in D_\alpha} \lambda(\alpha') P(\alpha', t) = 0. \] Naturally, the condition on the transition kernel becomes \( \sum_{\alpha \in D_\alpha} \lambda(\alpha, \alpha') = 1 \) for every \( \alpha' \in D_\alpha \). We remark that any continuous Markov chain transition dynamic satisfies an equation similar to Eq. (B1) with given rate and kernel functions.

**APPENDIX C: LÉVY WALKS AS SPECIFIC OVERLAPPING POISSON-KAC PROCESSES**

For a one-dimensional LW (see Sec. II C), our general framework boils down to \( n = m = 1 \), \( x = \tau = \tau = \tau \), and \( \alpha = \alpha \), which attains only the discrete values \( D_\alpha = \{ \pm \} \). Moreover, \( \psi(x, \tau) = 0, \lambda = \lambda(\tau) \), \( \psi(x, \tau) = 1 \), and \( b(x, \tau, \alpha) = b(\alpha) \), with \( b(\pm) = \pm b \). Given the atomic nature of the transitional parameter \( S(t) \), we can define

\[ p(x, \tau, t, \alpha) = \sum_{s, \pm} p_s(x, \tau, t) \delta(\alpha - s), \quad (C1) \]

\[ A(x, \tau, \alpha, \alpha', \alpha') = \sum_{s, q = \pm} \tilde{A}_{sq}(\tau, \alpha') \delta(\alpha - s) \delta(\alpha' - q), \quad (C2) \]

in which the \( 2 \times 2 \) transition kernel \( A \) does not depend on the state variable \( x \). In order to recover a LW, it is sufficient to consider the factorization

\[ \tilde{A}_{sq}(\tau, \alpha') = A_{sq} k(\alpha, \alpha'). \quad (C3) \]

where \( A = (A_{sq})_{s, q = \pm} \) is a left stochastic matrix and \( k(\tau, \alpha') = \delta(\tau) \) (see Sec. II C). For the matrix \( A \), we consider the simplest form defining a two-state process, i.e.,

\[ A = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. \quad (C4) \]

Implementing all these simplifications in Eq. (30), we obtain the equations for the PPDW functions \( p_s(x, \tau, t) \):

\[
\frac{\partial p_s(x, \tau, t)}{\partial t} = -sb \frac{\partial p_s(x, \tau, t)}{\partial x} - \lambda(\tau) p_s(x, \tau, t) + \delta(\tau) \int_0^\infty \lambda(\tau') p_{\pi(s)}(x, \tau', t) d\tau'. \quad (C5)
\]

where \( \pi(s) \) represents the index flipping operation \( \pi(\pm) = \mp \), which accounts for the structure of the Markovian transition matrix \( A \). For any \( \tau > 0 \), the term \( \alpha \delta(\tau) \) is null, such that Eq. (C5) reduces to the Eq. (8) previously derived for LW processes (see Sec. II C). The impulsive forcing term \( \alpha \delta(\tau) \) in Eq. (C5) affects only the behavior of \( p_s(x, \tau, t) \) near \( \tau = 0 \). The resolution of this impulsive discontinuity can be achieved by integrating Eq. (C5) in the transitional age \( \tau \) over an interval \([ -\epsilon, \epsilon] \), with arbitrary \( \epsilon \to 0 \). This interval contains \( \tau = 0 \) as its internal point. In doing this, we are implicitly extending the domain of the PPDW functions \( p_s(x, \tau, t) \) to negative \( \tau \).

Performing the integration, the \( O(1) \) contributions stem solely from the convective term along the age abscissa, \( \partial p_s/\partial \tau \), and from the last impulsive recombination term \( \alpha \delta(\tau) \), while all other remaining terms are \( O(\epsilon) \). Thus, they are negligible in the limit \( \epsilon \to 0 \). In this way, Eq. (C5) yields

\[
- \int_{-\epsilon}^\epsilon \frac{\partial p_s(x, \tau, t)}{\partial \tau} d\tau + \int_0^\infty \lambda(\tau') p_{\pi(s)}(x, \tau', t) d\tau' = 0. \quad (C6)
\]

Since \( \lim_{\tau \to 0} p_s(x, \epsilon, t) = p_s(x, 0, t) \) and \( \lim_{\tau \to \epsilon^+} p_s(x, -\epsilon, t) = 0 \), Eq. (C6) reduces to the boundary condition Eq. (11). In point of fact, Eq. (C5) represents in a compact form both the evolution equations (8) and the age boundary condition (11). This equation possesses the typical integro-differential structure of a generalized PK process in the presence of an impulsive recombination in \( \tau \), in which the dynamics for \( \tau \in (0, \infty) \) give rise to Eqs. (8), whereas the impulsive discontinuity at \( \tau = 0 \) can be resolved by the boundary condition Eq. (11).

We highlight that within our generalized theory LWs can be defined straightforwardly in higher spatial dimensions. In contrast, only a few models in two spatial dimensions with ad hoc assumptions on the transitional dynamics have been obtained by using the conventional formalism of CTRWs [69]. As a matter of fact, all these models can be naturally recovered as special cases of our Eq. (30), as follows: First, in the product model, we assume that the random walker performs completely independent one-dimensional LWs in both the \( x \) and \( y \) directions. Therefore, within our formalism, the PPDW functions can be factorized as \( p(x, \tau, t, \alpha) = p(x, \tau, t, \alpha_x)p(y, \tau, t, \alpha_y) \), where we introduce transitional age variables \( \tau_x \) and \( \tau_y \) and independent stochastic parametrizations \( \alpha_x \) and \( \alpha_y \); in each direction. If we assume that all other characteristic parameters of these processes are the same as those of the one-dimensional LW discussed above, each PPDW function then satisfies the same Eq. (C5) in its corresponding spatial direction. Second, in the XY model, we assume that the random walker can move only along the \( x \) or \( y \) axis in either direction. In this case, we therefore set \( \tau = \tau, \alpha = \alpha \) with \( D_\alpha = \{0, 1, 2, 3\} \), and \( b(x, \tau, \alpha) = b(\alpha) = b(\cos(\alpha \pi/2), \sin(\alpha \pi/2)) \). As the stochastic parameter can attain only discrete values, we can make assumptions similar to Eqs. (C2) and (C3) with the only difference being in the definition of the Markovian transitional matrix; in this case, this is defined as

\[
A = \frac{1}{3} \begin{pmatrix} 0 & 1 & 1 & 1 \\ 1 & 0 & 1 & 1 \\ 1 & 1 & 0 & 1 \\ 1 & 1 & 1 & 0 \end{pmatrix}. \quad (C7)
\]

Finally, in the uniform model, we assume that the random walker at each transition can choose any random new
direction. We therefore set $\tau = \tau, \alpha = \alpha$ with $D_{\alpha} = [0, 2\pi)$, and $b(x, \tau, \alpha) = b(\alpha) = b(\cos(\alpha), \sin(\alpha))$. As the stochastic parameter here attains values in a continuous set, Eq. (30) applies directly with the transitional matrix

$$A(x, \alpha, \tau, \alpha', \tau') = \frac{\delta(\tau)}{2\pi}. \quad (C8)$$
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