Quantum Fisher information from randomized measurements
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The quantum Fisher information (QFI) is a fundamental quantity of interest in many areas from quantum metrology to quantum information theory. It can in particular be used as a witness to establish the degree of multi-particle entanglement in quantum many-body-systems. In this work, we use polynomials of the density matrix to construct monotonically increasing lower bounds that converge to the QFI. Using randomized measurements we propose a protocol to accurately estimate these lower bounds in state-of-art quantum technological platforms. We estimate the number of measurements needed to achieve a given accuracy and confidence level in the bounds, and present two examples of applications of the method in quantum systems made of coupled qubits and collective spins.

First introduced in quantum metrology to measure the ability for quantum states to perform interferometry beyond the shot-noise limit [1, 2], the quantum Fisher information (QFI) plays a fundamental role in different fields, including quantum information theory and many-body physics. As enhanced sensitivity for metrology and sensing requires the generation of multipartite entangled states [3], the QFI has raised significant interest as a witness of entanglement. In particular, the notion of entanglement ‘depth’—the minimum number of entangled particles in a given state—and the underlying structure of multipartite entanglement can be related to the value of the QFI [4, 5]. In many-body physics, the ability for the QFI to reveal the entanglement of mixed states makes it a key quantity in the study of spin models, revealing in particular universal entanglement properties of quantum states crossing a phase transition at finite temperature [6] and highlighting the role of multipartite entanglement in topological phase transitions [7]. This letter presents a protocol to estimate the QFI in state-of-art quantum devices via randomized measurements.

The challenge to measure the QFI arises from it being a highly non-linear function of the density matrix. The QFI is defined with respect to a given Hermitian operator $A$ and a quantum state $\rho$, and can be written in the following closed form

$$F_Q = 2 \text{Tr}(\frac{\rho \otimes 1 - 1 \otimes \rho}{\rho \otimes 1 + 1 \otimes \rho} S(A \otimes A)),$$

where $S$ is the swap operator defined through its action on basis states $|i_1\rangle, |i_2\rangle$ by $S(|i_1\rangle \otimes |i_2\rangle) = |i_2\rangle \otimes |i_1\rangle$. We clarify the form of Eq. (1) — noting that the fraction notation is allowed by the fact that the numerator and denominator commute — and relate it to the standard expression of the QFI: $F_Q = 2 \sum_{i,j} \lambda_i \lambda_j > \theta \frac{\lambda_i - \lambda_j^2}{\lambda_i + \lambda_j} |\langle i | A | j \rangle|^2$, with $\rho = \sum_i \lambda_i |i\rangle \langle i|$, in the Supplemental Material (SM) [8]. For pure states $\rho = \langle \psi | \psi \rangle$, the QFI is proportional to the variance of the operator $A$, $F_Q = 4(|\langle \psi | A | \psi \rangle|^2 - |\langle \psi | A | \psi \rangle|^4)$. According to the quantum Cramér-Rao relation, the QFI bounds the achievable precision in parameter estimation in quantum metrology [4]. Furthermore, for $N$ spins-1/2, with a collective spin operator $A = \frac{1}{2} \sum_{j=1}^N \sigma^{(j)}_x$ [12], all separable states satisfy $F_Q \leq N$ [3]. This means that, if $F_Q > N$, the state is entangled, and provides an advantage over all separable states for performing quantum metrology.

The QFI can also be used to certify multipartite entanglement in terms of $k$-producibility, i.e. a decomposition into a statistical mixture of tensor products of $k$-particle states, or $m$-separability, i.e. a decomposition into a statistical mixture of products of at least $m$ factors, of the state $\rho$ [5, 13, 14]. In particular, the inequality $F_Q > \Gamma(N, k)$, with $\Gamma(N, k) = \frac{N}{2} k^2 + \left( N - \frac{N}{k} \right)^2$, implies that a state is not $k$-producible, i.e. that it has an entanglement depth of at least $k + 1$. Note that one can show the QFI being above a certain threshold value by measuring a lower bound of it. This includes quantities associated with the expectation value of an observable, such as spin squeezing [3, 15–19], or multiple quantum coherence [20]. Recently, non-linear lower bounds to the QFI, not accessible by standard observable measurements, have also been introduced [21–26] and measured [27]. However, the finite distance between these bounds and the QFI typically limits the ability to certify quantum states for metrology, or to detect multipartite entanglement. If the quantum state is in a thermal state, the QFI can also be measured via dynamical susceptibilities [28]. However, the states used in the context of quantum metrology [4], and many-body dynamics [29], are usually out of equilibrium.

Here, we propose a systematic and state-agnostic way to estimate the QFI by measuring a converging series of monotonically increasing approximations $F_n$, $F_0 \leq F_1 \leq \cdots \leq F_n$, which rapidly tend to $F_Q$ as $n$ increases. Thus, each function $F_n$, being a lower-bound to the QFI, allows the verification of quantum metrological advantage and/or multipartite entanglement of the quantum state $\rho$. Moreover, each function $F_n$, being a polynomial function of the density matrix $\rho$, can be accessed by randomized measurements. Such protocols only require sin-
gle qubit random rotations and measurements and have been successfully applied to obtain Rényi entropies [30–34], negativities [11, 35–37], state overlaps [38] (which lead to the sub-QFI, a lower bound on the QFI measured in Ref. [27]), scrambling [39, 40] and topological invariants [41, 42]. Note that multipartite entanglement conditions can also be expressed as statistical moments of randomized measurements [43–47].

Construction of converging lower bounds— We define the bounds $F_n$ as

$$ F_n = 2 \text{Tr} \left( \sum_{l=0}^{n} (\rho \otimes \mathbb{1} - \mathbb{1} \otimes \rho)^2 (1 \otimes 1 - \rho \otimes 1) \mathcal{S}(A \otimes A) \right). $$

(2)

The construction of the above bounds is detailed in the SM [8], where we show that $\forall n \in \mathbb{N}$, $F_n \leq F_Q$ and $F_n \leq F_{n+1}$ with the inequalities saturating for pure and fully mixed states. For the first two bounds, we obtain

$$ F_0 = 4 \text{Tr} (\rho \cdot [A, A]), $$

(3)

$$ F_1 = 2 F_0 - 4 \text{Tr} (\rho^2 \cdot [A, A]). $$

(4)

where $[,]$ is the commutator. As shown in the SM [8], the constructed series $F_n$ converges exponentially with $n$ to $F_Q$. Note that the quantity $F_0$ was shown to be a lower bound of the QFI in Refs. [21–24], while the sub-QFI of Refs. [26, 27] is a lower bound to $F_0$. We remark that $F_0$ was proven to be faithful to the QFI with respect to global extrema [26].

Fig. 1(a) illustrates this convergence for different purities of the noisy GHZ state $\rho(p) = (1-p) |\text{GHZ}_N\rangle \langle \text{GHZ}_N| + p 1/2^N$ with $|\text{GHZ}_N\rangle = (|0\rangle^\otimes N + |1\rangle^\otimes N)/\sqrt{2}$, and $A = \frac{1}{2} \sum_{l=1}^{N} \sigma_l^{(l)}$ (where to maximize the QFI obtained for this state, we choose the direction $\mu = z$ for $A$). GHZ states of up to 20 qubits have been realized in recent quantum platforms [48–50]. This class of states can be used to achieve enhanced sensitivities in quantum metrology [4] as they exhibit non-trivial multipartite entanglement, which cannot be detected using spin-squeezing inequalities [4]. One of the important consequences of having a series of monotonically increasing bounds is that one detects multipartite entanglement more efficiently as $n$ increases. This is illustrated in Fig. 1(b), where for various values of $N$ and $k$, we consider the maximal value $p^*$, such that an entanglement depth of at least $k+1$ is detected via the inequality $F_n > \Gamma(N, k)$ (which implies $F_Q > \Gamma(N, k)$). The noise tolerance $p^*$ increases as a function of the order $n$ of the lower bounds and is upper bounded by the $p^*$ value corresponding to $F_Q$.

Randomized measurement protocol— Let us now show how the bounds $F_n$ can be accessed from randomized measurements. Such protocols first gave access to the purity $\text{Tr}(\rho^2)$ [31], and then later to any polynomial of the density matrix [10, 11, 33, 36]. What makes our bounds $F_n$ accessible from randomized measurements data is precisely that they are polynomials of $\rho$ (of order $n+2$).

A schematic of the protocol is shown in Fig. 2(a). For concreteness, we first consider a system of $N$ qubits, and discuss the case of collective spin systems further below.

In our protocol, the $N$-qubit quantum state $\rho$ is prepared in the experiment and we apply local random unitaries $u_i$ sampled from the circular unitary ensemble (CUE) (or a unitary 2-design [51]). We record as a bitstring $s = s_1, \ldots, s_N$ the outcomes of a measurement in a fixed computational basis. This sequence is repeated for $M$ distinct unitaries $u = u_1 \otimes \cdots \otimes u_N$, for which classical bit-strings $s^{(r)}$ with $r = 1, \ldots, M$ are stored [52].

From this data, we have enough information to reconstruct the density matrix in the limit $M \to \infty$ [53–55]. To access directly the function $F_n$, we use the classical shadow formalism [10], and assign to each recorded bit-string $s^{(r)} = s_1^{(r)}, \ldots, s_N^{(r)}$ an operator

$$ \hat{\rho}^{(r)} = \bigotimes_{l=1}^{N} \left[ 3 \left( u_l^{(r)} \right)^\dagger s_l^{(r)} | s_l^{(r)} \rangle \langle s_l^{(r)} | u_l^{(r)} - 1_2 \right]. $$

(5)

The operator $\hat{\rho}^{(r)}$ is known as a ‘classical shadow’ in the sense that the average over the unitaries and the bitstring measurement results gives $\mathbb{E}[\hat{\rho}^{(r)}] = \rho$. For different independently sampled shadows labelled $r, r'$, we obtain similarly that $\hat{\rho}^{(r)} \hat{\rho}^{(r')}$ are unbiased estimations of $\rho^2$ [10]. This approach using U-statistics [9] generalizes to estimate any power $\rho^j$, by using $j$ different shadows $\hat{\rho}^{(r_1)}, \ldots, \hat{\rho}^{(r_j)}$. Then by linearity, we write the unbiased estimator $\hat{F}_n$ of $F_n$ using combinations of $M \geq n+2$ different shadows $\hat{\rho}^{(r)}$. In particular, for $n = 0, 1$, from Eqs. (3)–(4) we obtain the following unbiased estimators for $F_0$ and $F_1$, respectively:

$$ \hat{F}_0 = \frac{4}{2!} \left[ \frac{M}{2} \right]^{-1} \sum_{r_1 \neq r_2} \text{Tr} (\hat{\rho}^{(r_1)} \hat{\rho}^{(r_2)} [\hat{\rho}^{(r_2)}, A] A), $$

(6)

$$ \hat{F}_1 = 2 \hat{F}_0 - \frac{4}{3!} \left[ \frac{M}{3} \right]^{-1} \sum_{r_1 \neq r_2 \neq r_3} \text{Tr} (\hat{\rho}^{(r_1)} \hat{\rho}^{(r_2)} \hat{\rho}^{(r_3)} [\hat{\rho}^{(r_3)}, A] A). $$

(7)
Notice that, using independent measurements, the experimental setting of randomized measurements remains the same as in quantum state tomography (QST). To measure a $N$-qubit quantum state \( \rho \) of rank \( \chi \) using QST with \( \epsilon \)-accuracy in terms of trace distance, requires \( M = O(\chi^2 2^N / \epsilon^2) \) measurements [56]. Meanwhile for randomized measurements that give access to polynomial functions of \( \rho \), the number of measurements to overcome statistical errors scale as \( 2^{\alpha N} \) with \( \alpha \approx 1 \) [31, 38, 39]. Furthermore, in tomography the classical post-processing of the measurement data is expensive, as it is based on storing and manipulating exponentially large matrices. In contrast, the use of classical shadows in randomized measurements, which have a tensor product structure, c.f. Eq. (5), leads to cheap estimation algorithms in post-processing runtime and memory usage [10, 11].

**Statistical errors** — Statistical errors associated with the estimation of \( F_n \) arise due to the application of a finite number \( M \) of random unitary transformations. In particular, as \( n \) increases, while the bound \( F_n \) becomes tighter the degree of the polynomial in \( \rho \) of \( F_n \), evaluated with \( M \) different shadows, increases. In order to provide rigorous performance guarantees for our protocol, we analytically study the probabilities \( \Pr[|F_n - F_\rho| \geq \epsilon] \) that the statistical errors are larger than a certain accuracy \( \epsilon \). Using the Chebyshev’s inequality \( \Pr[|F_n - F_\rho| \geq \epsilon] \leq \text{Var}[F_n]/\epsilon^2 \), we relate these to the variance \( \text{Var}[F_n] \) of our estimations. As shown in the SM [8], we provide an upper bound to \( \text{Var}[F_n] \) by generalizing the results of Ref. [10, 11] to arbitrary density matrix polynomials. This allows us to calculate for any \( N \)-qubit quantum state \( \rho \) the required number of measurements \( M \) to estimate \( F_n \) within a certain confidence interval, so that \( \Pr[|F_n - F_\rho| \geq \epsilon] \leq \delta \) for a given \( \delta \). Our results show that the required value of \( M \) scales as \( \alpha 2^N \) w.r.t \( N \), where \( \alpha \) can be calculated for any order \( n \) based on the knowledge of the state \( \rho \) and the operator \( A \) [8]. As an illustration, we calculate in particular the value of \( \alpha \) for pure GHZ states, and in the limit of high accuracy \( \epsilon \to 0 \). We find that, while \( F_0 \) can be evaluated with fewer measurements compared to \( F_1 \), there is an overall scaling of \( 2^N \) for both required values of \( M \).

To complement our analytical study, we numerically study the error scalings for \( F_0 \) and \( F_1 \) by simulating the experimental protocol. The average statistical error \( \mathcal{E} \) is computed by averaging over 50 simulated experimental runs the relative error \( \mathcal{E} = |F_n - F_\rho|/F_\rho \) of the estimated bound \( F_n \). We consider the \( N \)-qubit noisy GHZ state with \( A = \frac{1}{2} \sum_{z=1}^N \sigma_z^{(i)} \). Fig. 2(b,c) show the scaling of the average statistical error in estimating \( F_0 \) and \( F_1 \), as a function of rescaled number of measurements \( M/2^{0.7N} \) with \( a \) being adjusted by collapsing the data obtained for different \( N \) onto a single curve. The figures show that the required number of measurements to obtain an error accuracy of 0.1 scales overall as \( \sim 2^{0.7N} \) and \( \sim 2^{0.8N} \) for \( F_0 \) and \( F_1 \) respectively. In particular, for large \( M \) we observe a \( 1/\sqrt{M} \) scaling, which is the standard error decay obtained by performing an empirical Monte-carlo average. In the regime of smaller \( M \), the statistical error being high, decays much faster as \( 1/M \). These two error regimes are also apparent in the expression of the variance (see SM [8]). Second, as expected from the analytical expressions and seen above from the scaling exponents of \( F_0 \) and \( F_1 \), we observe that estimating \( F_1 \) requires slightly more measurements compared to \( F_0 \) (see also SM for non-rescaled data). Note that similar error scalings, and transition from \( 1/\sqrt{M} \) to \( 1/M \) behaviors have been observed for other types of cubic order terms related to entanglement negativities [11, 35]. In addition, importance sampling approaches can be incorporated in randomized measurement protocols, leading to change of scaling exponents governing statistical errors, and thus drastic reductions of the required number of measurements [57–60].

**Systematic errors**— Present quantum devices are vulnerable to systematic errors due to noise [61]. However, the effect of noise occurring during a measurement can be mitigated. First, in the presence of depolarization or qubit readout errors, estimation formulas from randomized measurements can be corrected to provide unbiased estimations [34, 38, 62, 63]. Furthermore, in the classical shadows formalism, robust estimations can be performed in the presence of an unknown noise channel. This is achieved via a calibration step, which uses a state that can be prepared with high fidelity [64–66]. Under the assumption of gate-independent, Markovian noise, the data obtained from such calibration provides a model to build robust classical shadows from randomized measurements.
In the presence of gate-dependent noise, this framework can also be used, showing as well error mitigation [64–66]. These techniques can be applied readily in our protocol.

Protocol for collective spin systems—We now extend our approach to an ensemble of $N$ particles described by a collective spin $S = \frac{N}{2}$. These systems implemented with ultracold atoms or trapped ions, are relevant to quantum metrology [15–18, 28] as they can feature large-scale multipartite entanglement [19]. Remarkably, our protocol provides access to the series $F_n$ in these systems with relatively low numbers of measurements $M$.

Consider for concreteness a set of $N$ ultracold bosons in a double-well potential, as illustrated in Fig. 3(a). It is convenient to write the state of the system in terms of $N + 1$ Fock states $|n_1, n_2\rangle$ or $|n_1 - n_2\rangle$ with $n_1, n_2 \in 0, \ldots, N$, the number of atoms in the left well and $n_2 = N - n_1$ atoms in the right well. The Bose-Hubbard Hamiltonian $H_t$ describing this system reads

$$H_t = \frac{J}{2}(\hat{a}^\dagger_R \hat{a}_R + \text{h.c.)} + \frac{U_{\text{int}}}{2} \sum_{\ell = L,R} \hat{a}_\ell (\hat{n}_\ell - 1) + \Delta_n (\hat{n}_L - \hat{n}_R),$$

where, $\hat{n}_{L,R} = \hat{a}^\dagger_{L,R} \hat{a}_{L,R}$ are the number operators given in terms of creation $\hat{a}^\dagger_{L,R}$ and annihilation $\hat{a}_{L,R}$ operators, $J$ is the tunneling matrix element, $U_{\text{int}}$ is the on-site interaction energy, and $\Delta_n$ is a random energy offset, c.f Fig. 3(a). It can be equivalently written using spin $S = \frac{N}{2}$ operators [67–69]. The random unitaries $U$ can be experimentally generated as $U = e^{-iH_0T} \cdots e^{-iH_1T}$ by choosing different random energy difference $\Delta_n$ in $H_n$ for some time interval $T$. The convergence of such unitaries $U$ to unitary 2-designs (which are required in order to build classical shadows) as a function of the depth $\eta$ has been studied in [31, 62, 70–72]. Note that these unitaries $U$, considered here for randomized measurements, can also be used to generate metrologically useful quantum states [73].

Comparing to the situation of $N$ qubits, the protocol to measure the series $F_n$ in this system differs only in applying global random unitaries $U$ instead of local random unitaries $u$. We first prepare a state $\rho$ of interest in this system, then generate and apply random unitaries $U$ followed by measurements of the populations $(n_1, n_2)$ in each well. Repeating this procedure for $M$ unitary matrices $U^{(r)}$, we collect measurement results $s^{(r)} = n_1^{(r)} - n_2^{(r)}$ with $r = 1, \ldots, M$. A classical shadow $\hat{\rho}^{(r)}$ of $\rho$ [10, 41, 53] is constructed from each measurement outcome $s^{(r)}$ and the applied unitary $U^{(r)}$ as

$$\hat{\rho}^{(r)} = \left[ (N + 2)(U^{(r)})^\dagger \left| s^{(r)} \right\rangle \left\langle s^{(r)} \right| U^{(r)} - \mathbb{1}_{N+1} \right].$$

Here, the classical shadow is a matrix of dimension $(N + 1) \times (N + 1)$. From this, we build our series of estimators $F_n$ from the measurement data in the same way as shown earlier for the $N$-qubit systems.

We investigate the statistical error scalings to estimate the lower bounds $F_0$ and $F_1$ by computing the average relative error $\mathcal{E}$. Consider the N00N state given by $|\text{N00N}\rangle = \frac{1}{\sqrt{2}}(|N, 0\rangle + |0, N\rangle)$ [4]. Such states provide optimal metrological sensitivities and are genuinely multipartite entangled, i.e. they have an entanglement depth of $N$ [4]. The observable $A$ is taken to be the population difference between the two wells and is defined as $A = \hat{n}_1 - \hat{n}_2$. We numerically analyze the scaling of statistical errors by directly generating global random unitaries from the CUE. For simplicity, we study a state $\rho(p) = (1 - p)|\text{N00N}\rangle \langle \text{N00N}| + p/2/(N + 1)$ subject to depolarisation noise of strength $p = 0.25$ as a function of rescaled axis $M/N^n$, and for various values of $N$ (see legends).

Conclusion and outlook — Our method to access the QFI can be used for asserting states capable of providing enhanced metrological sensitivities, or in the context of entanglement detection and quantum simulation. Importantly, we can make predictions on the required number of measurements to detect entanglement with a certain confidence interval. As a future direction, it would be interesting to compare the entanglement detection ‘power’ of different protocols based on randomized mea-
measurements. This includes in particular approaches based on the positive partial transpose condition \[11, 27, 36\], which can be applied in the multipartite case \[78\], and on statistical correlations of Pauli measurements \[43–47\].
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\text{Var}[\hat{p}_3] \leq 9 \frac{24|AB|}{M} \text{Tr}(\rho^4) + 18 \frac{2|AB|}{(M-1)^2} p_{\rho^2} + \frac{6|AB|}{(M-2)^2} \]

and consequently (D29) should read
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and then using Eqs. (G6) and (G10).
SUPPLEMENTAL MATERIAL

The Supplemental Material below provides additional elaboration to some of the ideas introduced in the main text. We start with Appendix A, where we detail the proof of our converging polynomial series of lower bounds \( F_n \) to the quantum Fisher information (QFI) along with alternate expressions of them; followed by the demonstration in Appendix B that these bounds converge exponentially to \( F_Q \) as \( n \to \infty \). Next, we go on to elaborate in Appendix C the construction of unbiased estimators \( \bar{F}_n \) of \( F_n \) from randomized measurements. In Appendix D, we provide the general recipe to evaluate the required number of randomized measurements \( M \) to estimate an arbitrary polynomial of the density matrix \( \rho \) with a given accuracy \( \epsilon \), and a confidence level \( \delta \). We follow this by providing an illustration of the same for quadratic and cubic monomials of \( \rho \) in Appendix E. Appendix F translates the findings of Appendix D to evaluate required number of randomized measurements for any lower bound \( F_n \) and we give an illustration of this formalism for \( F_0 \) and \( F_1 \) in Appendix G. Finally in Appendix H, we complement with some additional numerical simulations of our protocol, the analysis of the scalings of the average statistical errors \( \mathcal{E} \) for \( F_0 \) and \( F_1 \).

Appendix A: Derivation of our lower bounds \( F_n \)

In this section we prove that the quantities \( F_n \) defined in Eq. (2) of the main text are indeed lower bounds on the quantum Fisher information.

Let us start by clarifying the form of the QFI in Eq. (1) of the main text. First note that the denominator in the fraction may not be invertible; in that case the fraction denotes a multiplication by the Moore-Penrose pseudoinverse of the denominator; note also that this (pseudo)inverse commutes with the numerator, so that the fraction notation is indeed nonambiguous.

Consider the spectral decomposition of \( \rho \) in the form \( \rho = \sum_i \lambda_i |i\rangle \langle i| \), with \( \lambda_i \geq 0 \), \( \sum_i \lambda_i = 1 \) (all the systems and states we consider are finite-dimensional). Noting that the numerator in the fraction of Eq. (1) is \( (\rho \otimes \mathbb{I} - \mathbb{I} \otimes \rho)^2 = (\sum_{i,j} (\lambda_i |i\rangle \langle j| - \lambda_j |i\rangle \langle j|) (\mathbb{I} \otimes \rho)) = \sum_{i,j} (\lambda_i - \lambda_j)^2 |i\rangle \langle j| \) and that the (pseudo)inverse of the denominator is \( (\rho \otimes \mathbb{I} + \mathbb{I} \otimes \rho)^{-1} = (\sum_{i,j} (\lambda_i |i\rangle \langle j| + \lambda_j |i\rangle \langle j|))^{-1} = \sum_{i,j: \lambda_i + \lambda_j > 0} (\lambda_i + \lambda_j)^{-1} |i\rangle \langle j| \), we find that Eq. (1) can be more explicitly written as

\[
F_Q = 2 \sum_{i,j: \lambda_i + \lambda_j > 0} \frac{(\lambda_i - \lambda_j)^2}{\lambda_i + \lambda_j} \text{Tr}(|i\rangle \langle j| S(A \otimes A)) = 2 \sum_{i,j: \lambda_i + \lambda_j > 0} \frac{(\lambda_i - \lambda_j)^2}{\lambda_i + \lambda_j} |\langle i| A |j\rangle|^2,
\]

which is indeed the more common closed form for the QFI that one finds in the literature \cite{1, 2}.

In order to construct lower bounds on the QFI that can suitably be accessed through randomized measurements, the idea is to bound each factor \( \frac{(\lambda_i - \lambda_j)^2}{\lambda_i + \lambda_j} \) by a polynomial function of the eigenvalues \( \lambda_i \). This can be done by expanding the fraction in a Taylor series (noting that \( 0 < \lambda_i + \lambda_j \leq 1 \)), and truncating the series as follows:

\[
\frac{1}{\lambda_i + \lambda_j} = \sum_{\ell=0}^{\infty} (1 - \lambda_i - \lambda_j)^\ell \geq \sum_{\ell=0}^{n} (1 - \lambda_i - \lambda_j)^\ell
\]

for any \( n \in \mathbb{N} \). Thus expressing Eq. (A1) in terms of this expansion gives

\[
F_Q = 2 \sum_{i,j} \sum_{\ell=0}^{\infty} (\lambda_i - \lambda_j)^2 (1 - \lambda_i - \lambda_j)^\ell |\langle i| A |j\rangle|^2 \\
= 2 \text{Tr} \left( \sum_{\ell=0}^{\infty} (\rho \otimes \mathbb{I} - \mathbb{I} \otimes \rho)^2 (1 \otimes \mathbb{I} - \mathbb{I} \otimes \rho)^\ell S(A \otimes A) \right) \\
\geq 2 \sum_{i,j} \sum_{\ell=0}^{n} (\lambda_i - \lambda_j)^2 (1 - \lambda_i - \lambda_j)^\ell |\langle i| A |j\rangle|^2 \\
= 2 \text{Tr} \left( \sum_{\ell=0}^{n} (\rho \otimes \mathbb{I} - \mathbb{I} \otimes \rho)^2 (1 \otimes \mathbb{I} - \mathbb{I} \otimes \rho)^\ell S(A \otimes A) \right) \\
= F_n,
\]

(E3)
It is clear from Eq. (A3) that for any observable \( A \) and any state \( \rho \), \( F_n \) monotonically increases \( (F_{n+1} \geq F_n) \), that \( \forall n \in \mathbb{N}, F_Q \geq F_n \) and that \( F_n \) converges to \( F_Q \) as \( n \to \infty \). It is also easy to check that all \( F_n \)’s are directly equal to \( F_Q \) for pure and fully mixed states (in the latter case, \( F_n = F_Q = 0 \)).

By further expanding the powers \( (1 \otimes 1 - \rho \otimes 1 \otimes 1 \otimes \rho)^{\ell} = \sum_{q=0}^{\ell} \binom{\ell}{q} (-1)^q (\rho \otimes 1 + 1 \otimes \rho)^q \) in Eq. (A3), swapping the sums and using the hockey-stick identity \( \sum_{\ell=q}^{n} \binom{\ell}{q} = \binom{n+1}{q+1} \), one can express \( F_n \) as

\[
F_n = \sum_{q=0}^{n} \binom{n}{q+1} (-1)^q P_{q+2}
\]  

where

\[
P_{q+2} = 2 \text{Tr} \left( (\rho \otimes 1 - 1 \otimes \rho)^2 (\rho \otimes 1 + 1 \otimes \rho)^q S (A \otimes A) \right)
\]

contains the terms with an order \( q + 2 \) in the density matrix \( \rho \). We can give an alternative expression for \( P_q \) more directly in terms of powers of \( \rho \) and the operator \( A \) by expanding the terms inside the trace in the previous expression. After some manipulation of the sums, and introducing the coefficients \( C_m^{(q)} = \binom{q}{m} - 2 \binom{q}{m-1} + \binom{q}{m-2} \), we get

\[
P_{q+2} = 2 \sum_{m=0}^{q+2} C_m^{(q)} \text{Tr}(\rho^{q+2-m} A \rho^m A).
\]

Introducing now the cyclic permutation operator \( \Pi_{(q+2)} = \sum_{i_1, i_2, \ldots, i_{q+2}} \langle i_2, \ldots, i_{q+2}, i_1 | i_1, i_2, \ldots, i_{q+2} \rangle \) (where the \( |i_m\rangle \)'s are basis states for the Hilbert space that contains \( \rho \), and with implicit tensor products), which acts on \( q + 2 \) systems and shifts them a single step backwards \( (\Pi_{(q+2)} : |\psi_1\rangle \otimes |\psi_2\rangle \otimes \cdots \otimes |\psi_{q+2}\rangle \mapsto |\psi_2\rangle \otimes \cdots \otimes |\psi_{q+2}\rangle \otimes |\psi_1\rangle) \), we can write \( \text{Tr}(\rho^{q+2} A^2) = \text{Tr}(A \rho^{q+2} A) = \text{Tr}(\mathbb{1}^\otimes (q+1) \otimes A^2) \Pi_{(q+2)} \rho^q |\psi_{q+2}\rangle \langle \psi_{q+2}| \) and \( \text{Tr}(\rho^{q+2-m} A \rho^m A) = \text{Tr}(\mathbb{1}^\otimes (q+1-m) \otimes A \mathbb{1}^\otimes (m-1) \otimes A) \Pi_{(q+2)} \rho^q |\psi_{q+2}\rangle \langle \psi_{q+2}| \) for \( 1 \leq m \leq q + 1 \). [81] Using this and combining Eqs. (A4) and (A6), we get

\[
F_n = 2 \sum_{q=0}^{n} \binom{n}{q+1} (-1)^q \sum_{m=0}^{q+2} C_m^{(q)} \text{Tr}(\rho^{q+2-m} A \rho^m A) = 2 \sum_{q=0}^{n} \binom{n+1}{q+1} (-1)^q \text{Tr}(O^{(q+2)} \rho^q |\psi_{q+2}\rangle \langle \psi_{q+2}|)
\]

with the \((q + 2)\)-copy operator

\[
O^{(q+2)} = \left[ 2 (\mathbb{1}^\otimes (q+1) \otimes A^2) + \sum_{m=1}^{q+1} C_m^{(q)} (\mathbb{1}^\otimes (q+1-m) \otimes A \mathbb{1}^\otimes (m-1) \otimes A) \right] \Pi_{(q+2)}.
\]

Let us finally notice, for the sake of completeness, that one can also iteratively calculate each bound \( F_n \) from the previous ones and just the highest-order polynomial \( P_{n+2} \), by writing

\[
F_n = (-1)^n \left[ P_{n+2} - \sum_{r=0}^{n-1} \binom{n+1}{r+1} (-1)^r F_r \right]
\]

(which can be proven by using Eq. (A4) to expand the \( F_r \)’s above, swapping the sums and using \( \sum_{r=q}^{n} \binom{n+1}{r+1} (-1)^r = \binom{n+1}{q+1} (-1)^{n+1} \)).

**Appendix B: Convergence study of our lower bounds \( F_n \)**

In this section, we develop more on the convergence of our bounds \( F_n \) to \( F_Q \) for states that are neither pure, nor fully mixed. We start with

\[
\frac{1}{\lambda_i + \lambda_j} - \sum_{\ell=0}^{n} (1 - \lambda_i - \lambda_j)^\ell = \frac{(1 - \lambda_i - \lambda_j)^{n+1}}{\lambda_i + \lambda_j}.
\]
For any operator $A$, the finite distance $\xi_n$ between $F_Q$ and $F_n$ can then be written as

$$\xi_n = F_Q - F_n = 2 \sum_{i,j: \lambda_i + \lambda_j > 0} \frac{(\lambda_i - \lambda_j)^2}{\lambda_i + \lambda_j} |1 - \lambda_i - \lambda_j| |\langle i | A | j \rangle|^2 = O(\zeta^n), \tag{B2}$$

where $O$ is the “big O notation” and with

$$\zeta = \max_{i,j: \lambda_i + \lambda_j > 0, \lambda_i \neq \lambda_j, |i|A|j\rangle \neq 0} (1 - \lambda_i - \lambda_j). \tag{B3}$$

From the expression above, as $n \to \infty$ we thus have an exponential convergence of our bounds $F_n$ to $F_Q$ for any observable $A$ and any state $\rho$.

To illustrate this point, let us consider a $d$-dimensional pure state $|\psi\rangle$, and define the corresponding state $\rho(p) = (1 - p)|\psi\rangle\langle\psi| + p I/d$, mixed with the fully mixed state $I/d$ of noise strength $p$. Comparing Eqs. (A1) and (B2), and noting that all terms $(1 - \lambda_i - \lambda_j)$ appearing in the sum of Eq. (B2) are equal to $p + 2p/d$ for such a state, we can express the finite distance $\xi_n$ for $\rho(p)$ as

$$\xi_n = F_Q(1 - 2/d)^{n+1}p^{n+1} = (F_Q - F_0)(1 - 2/d)^n p^n \tag{B4}$$

(while the explicit calculation of $F_Q$ gives $F_Q = 4(\langle \psi | A^2 | \psi \rangle - \langle \psi | A | \psi \rangle^2)\frac{(1-p)^2}{1+p+2p/d}$. The above expression enables us to see the exponential convergence $(F_Q - F_n \propto (1 - 2/d)^n p^n)$ of the lower bound series $F_n$ to $F_Q$ for any fixed $d$-dimensional state $\rho(p)$ of noise strength of $p$. In particular, we highlight this convergence feature of our bounds in Fig. 4 by considering noisy GHZ states $(|\psi\rangle = |\text{GHZ}_N\rangle)$ with different values of the noise strength $p$, and with respect to the collective spin observable $A = \frac{1}{2} \sum_{i=1}^N \sigma_z^{(i)}$.

![Fig. 4](image-url)

**FIG. 4. Exponential convergence of the lower bounds $F_n$ to $F_Q$** — The above figure shows, for a noisy 10-qubit GHZ state and $A = \frac{1}{2} \sum_{i=1}^N \sigma_z^{(i)}$, the exponential convergence $F_Q - F_n \propto (1 - 2/d)^n p^n$ for various values of $p$ (see legend). Larger values of $p$ show a slower exponential convergence compared to smaller values of $p$ (as also seen in Fig. 1(a) of the main text).

**Appendix C: Constructing unbiased estimators of our lower bounds $F_n$**

In this section, we elaborate on the construction of unbiased estimators of our lower bounds (such that $\mathbb{E}[\hat{F}_n] = F_n$) from the properties of U-statistics [9]. To review the protocol introduced in the main text, we perform randomized measurements on a prepared $N$-qubit state by applying local random unitaries $u = u_1 \otimes \cdots \otimes u_N$ sampled from the CUE or a unitary 2-design followed by fixed computational basis measurements. Each distinct applied unitary $u^{(r)} = u_1^{(r)} \otimes \cdots \otimes u_N^{(r)}$ is followed by a computational basis measurement giving the bit-string outcome $s^{(r)} = s_1^{(r)} \ldots s_N^{(r)}$ with $r = 1, \ldots, M$. We define a single snapshot of the state classical shadow [10] as given previously in Eq. (5) as

$$\hat{\rho}^{(r)} = \bigotimes_{l=1}^N \left[ 3 \left( u_l^{(r)} \right)^\dagger | s_l^{(r)} \rangle \langle s_l^{(r)} | u_l^{(r)} - 1 \right], \tag{C1}$$

with the classical shadow giving the state in expectation, i.e. $\mathbb{E}[\hat{\rho}^{(r)}] = \rho$. 

To compute the above sums over two independent \( \rho \), these calculations by providing tighter bounds that could help in the future to estimate the randomized measurement using U-statistics we get estimators \( \hat{X}_{q+2} \) of \( X_{q+2} \) by replacing \( \rho \), in each of its \( q+2 \) copies, by \( \hat{\rho}(r_i) \) with \( i = 1, \ldots, q+2 \) and \( \forall i \neq j, r_i \neq r_j \), corresponding to independent realisations of the single random unitaries \( u(r_1), \ldots, u(r_{q+2}) \). We can then write the estimator as

\[
\hat{X}_{q+2} = \frac{1}{(q+2)!} M^{-1} \sum_{r_1 \neq \cdots \neq r_{q+2}} \text{Tr}(O^{(q+2)}(r_1) \cdots (r_{q+2})).
\]  

(C2)

The properties of U-statistics guarantee that \( \hat{X}_{q+2} \) is an unbiased estimator of \( X_{q+2} \) i.e \( \mathbb{E}[\hat{X}_{q+2}] = X_{q+2} \). From this we obtain the final expression of the estimator, using Eq. (A7), as

\[
\hat{F}_n = 2 \sum_{q=0}^{n} \left( \frac{n+1}{q+1} \right) (-1)^q \hat{X}_{q+2}.
\]  

(C3)

Appendix D: Recipe to estimate error bounds and the required number of randomized measurements for an arbitrary order polynomial function of \( \rho \)

In this section we introduce a method to analytically calculate the error bounds for any order polynomial function of the density matrix \( \rho \) describing the state of a \( N \)–qubit system. This will enable us to estimate the required number of randomized measurements \( M \) to estimate a function to be \( \epsilon \) close with a confidence level of \( \delta \), consequently giving us the measurement cost to estimate any arbitrary order lower bound \( F_n \) introduced earlier. Without loss of generality, we consider a polynomial function \( X_q \) generically defined as

\[
X_q = \text{Tr}(O(q)\rho^{\otimes q}),
\]  

(D1)

where the operator \( O(q) \) acts on \( q \) copies of the density matrix \( \rho \) and its U-statistic estimator \( \hat{X}_q \) is given by:

\[
\hat{X}_q = \frac{1}{q!} M^{-1} \sum_{r_1 \neq \cdots \neq r_q} \text{Tr}(O(q) \hat{\rho}(r_i)).
\]  

(D2)

We intend to calculate the required number of measurements \( M \) to estimate \( X_q \) with an error \( |\hat{X}_q - X_q| \leq \epsilon \) and with a certain confidence level \( \delta \). We start by recalling the Chebyshev’s inequality that bounds the probability our estimations \( \hat{X}_q \) being in a confidence interval:

\[
\Pr[|\hat{X}_q - X_q| \geq \epsilon] \leq \frac{\text{Var}[\hat{X}_q]}{\epsilon^2}.
\]  

(D3)

In the rest of this section, we develop the method to bound \( \text{Var}[\hat{X}_q] \) from above as the convergence of the estimator \( \hat{X}_q \) to its true value i.e \( X_q = \mathbb{E}[\hat{X}_q] \) is governed by its variance. Some special cases of variance involving quadratic and cubic single polynomial functions of \( \rho \) have been bounded in some previous works [10, 11]. Here, we extend these calculations by providing tighter bounds that could help in the future to estimate the randomized measurement budget of other polynomial functions of \( \rho \) of arbitrary order.

The variance of \( \hat{X}_q \) writes

\[
\text{Var}[\hat{X}_q] = \mathbb{E}[\hat{X}_q^2] - \mathbb{E}[\hat{X}_q]^2 = \frac{1}{q!^2} M^{-2} \sum_{r_1 \neq \cdots \neq r_q} \sum_{r_1' \neq \cdots \neq r_q'} \mathbb{E} \left[ \text{Tr}(O(q) \hat{\rho}(r_i)) \text{Tr}(O(q) \hat{\rho}(r'_i)) \right] - X_q^2
\]  

(D4)

\[
= \frac{1}{q!^2} M^{-2} \sum_{r_1 \neq \cdots \neq r_q} \sum_{r_1' \neq \cdots \neq r_q'} \text{Cov} \left[ \text{Tr}(O(q) \hat{\rho}(r_i)), \text{Tr}(O(q) \hat{\rho}(r'_i)) \right].
\]  

(D5)

To compute the above sums over two independent \( q \)-plets of indices \( \{r_1, r_2, \ldots, r_q\} \) and \( \{r'_1, r'_2, \ldots, r'_q\} \), one can first sum over the number \( k \) of indices that are in common in the two \( q \)-plets, then sum over these indices (renaming these...
joint indices $s_i$) and those that are not in common (renaming these $t_j, t_j'$); in addition, one can take these indices to be ordered, and sum over their permutations. Hence, one can write the previous sums as

$$\text{Var}[\hat{X}_q] = \frac{(M)^{-2} q}{q!^2} \sum_{k=0}^{q} \sum_{s_1 < \cdots < s_k \neq t_{k+1} < \cdots < t_q} \sum_{\pi, \tau} \text{Cov} \left[ \text{Tr}(O(q) \pi [\otimes_{i=1}^{k} \hat{\rho}^{(s_i)} \otimes_{j=k+1}^{q} \hat{\rho}^{(t_j)}] \pi^\dagger), \text{Tr}(O(q) \tau [\otimes_{i=1}^{k} \hat{\rho}^{(s_i)} \otimes_{j=k+1}^{q} \hat{\rho}^{(t_j')} \pi^\dagger) \right]$$

where the $s$ and $t^{(i)}$ indices satisfy $s_i \neq t_j, s_i \neq t_j', t_i \neq t_j'$ for all $i, j$, and where $\pi, \tau$ are permutation operators between $q$ copies (generalized swap operators) defined as $\pi \equiv \prod_{i_1, \ldots, i_q} |i(1), \ldots, i(q)\rangle \langle i(1), \ldots, i(q)|$ and equivalently for $\tau$. Since each $t_j$ or $t_j'$ index appears only once in the expectation values that compose the covariances, the corresponding $\hat{\rho}^{(t^{(i)})}$ all simply average to $\rho$; furthermore, all different combinations of the $s$ indices give the same value, equal e.g. to that obtained for $s_i = i \forall i$. Counting the number of different tuples $s_1 < \cdots < s_k, t_{k+1} < \cdots < t_q$ and $t_{k'+1} < \cdots < t_q'$ (which thus all give the same contribution), we get

$$\text{Var}[\hat{X}_q] = \frac{(M)^{-2} q}{q!^2} \sum_{k=0}^{q} \left( \begin{array}{c} M-k \\ \ q-k \end{array} \right) \sum_{\pi, \tau} \text{Cov} \left[ \text{Tr}(\pi^\dagger O(q) \pi [\otimes_{i=1}^{k} \hat{\rho}^{(i)} \rho \otimes (q-k)])], \text{Tr}(\tau^\dagger O(q) \tau [\otimes_{i=1}^{k} \hat{\rho}^{(i)} \rho \otimes (q-k)])] \right]$$

$$= \frac{(M)^{-2} q}{q!^2} \sum_{k=0}^{q} \left( \begin{array}{c} M-k \\ \ q-k \end{array} \right) \text{Var}[\text{Tr}(O(q)^k \otimes_{i=1}^{k} \hat{\rho}^{(i)})]$$

with

$$\text{Var}[\text{Tr}(\hat{O}_1 \hat{\rho}^{(1)})] \leq 2^N \text{Tr}(\hat{O}_1^2),$$

$$\text{Var}[\text{Tr}(\hat{O}_2 \hat{\rho}^{(1)} \otimes \hat{\rho}^{(2)})] \leq 2^{2N} \text{Tr}(\hat{O}_2^2).$$

A generalisation of the above conditions for the variance of a $k$th-order function $\text{Tr}(\hat{O}_k \hat{\rho}^{(1)} \otimes \cdots \otimes \hat{\rho}^{(k)})$ where $\hat{O}_k$ acts on $k$ copies of shadows $\otimes_{i=1}^{k} \hat{\rho}^{(i)}$, can be formulated by viewing the $k$-tensor product operator $\otimes_{i=1}^{k} \hat{\rho}^{(i)}$ as a single shadow in an augmented Hilbert space dimension of $2^k N$. This allows us to formulate the general bound:

$$\text{Var}[\text{Tr}(\hat{O}_k \hat{\rho}^{(1)} \otimes \cdots \otimes \hat{\rho}^{(k)})] \leq 2^{kN} \text{Tr}(\hat{O}_k^2).$$

This general condition enables us to bound $\text{Var}[\hat{X}_q]$ from Eq. (D7) as

$$\text{Var}[\hat{X}_q] \leq \sum_{k=1}^{q} \frac{(M-q)^{2k} N^{2kN}}{M!k!(q-k)!^2(M-2q+k)!} \text{Tr}(\langle O(q)^k \rangle^2) \leq \sum_{k=1}^{q} \frac{(M-q)^{2k} N^{2kN}}{k!(q-k)!^2(M-2q+k+1)^k} \text{Tr}(\langle O(q)^k \rangle^2)$$

where, in order to isolate the dependency on $M$ (as ultimately we want to obtain a bound on $M$), we used the fact that

$$\frac{(M-q)^{2k}}{M!k!(q-k)!^2(M-2q+k)!} \leq \frac{1}{M-M-k+1} \frac{M-q-1}{M-k} \frac{M-q-1}{M-k} \cdots \frac{M-2q+k+1}{M-q+1} \leq \frac{1}{(M-k+1)^k}.$$
One can ensure that $\Pr[|\hat{X}_q - X_q| \geq \epsilon] \leq \delta$, for a given $\delta \in [0, 1]$, if for instance each term of the sum above is less than $\delta/q$. Then it follows that in order to assert $X_q$ with a confidence level of at least $1 - \delta$ and $|\hat{X}_q - X_q| \leq \epsilon$ for any $\delta, \epsilon > 0$, it suffices to take a number of measurements

$$M \geq \max_{1 \leq k \leq q} \left\{ \left( \frac{q!^2}{k!(q-k)!} \frac{\text{Tr}(|O_k^{(q)}|^2)}{\epsilon^2\delta} \right)^{\frac{1}{2}} 2^N + k - 1 \right\}. \tag{D14}$$

The above expression provides the required measurement budget $M$ to evaluate the estimator of an arbitrary order polynomial function with any defined accuracy $\epsilon$ and confidence level of $1 - \delta$. In particular, for each of the $q$ possible values of $k$ the number of measurements is proportional to $\epsilon^{-2/k}$. In the limit of $\epsilon \to 0$ (and for a fixed $\delta$), the max in the above equation corresponds to $k = 1$ (linear contribution to the variance), with a required number of measurements $M \propto \epsilon^{-2}$.

**Appendix E: Illustration of error bounds and the required number of measurements for quadratic and cubic monomials of $\rho$**

This section is intended for interested readers and serves as an additional illustration. Based on our general expressions of Eq. (D12) or (D14), we are able to correct and provide improvements on the error bounds previously given in [11] for quadratic and cubic monomials of the state $\rho$, i.e. $p_2 = \text{Tr}(\rho^2) = \text{Tr}(\Pi_{(2)}\rho^{\otimes 2})$ and $p_3 = \text{Tr}(\rho^3) = \text{Tr}(\Pi_{(3)}\rho^{\otimes 3})$. The goal is to calculate the operator $O_k^{(q)}$ defined in Eq. (D8) and the rest of the steps are quite straightforward calculation as shown in the previous section.

For $p_2$, we have $q = 2$ and need to compute the operators $O_k^{(2)}$ with $k = 1, 2$ with $O^{(2)} = \Pi_{(2)}$, the two copy swap operator. The two permutations $\pi$ to sum over in Eq. (D8) are “the identity” and “the swap”, and it is easily checked that one gets $O^{(2)} = \frac{1}{2} \sum_{\pi} \pi \Pi_{(2)}\pi = \Pi_{(2)}$, so that we get

$$O^{(2)}_1 = \text{Tr}(\Pi_{(2)}[1 \otimes \rho]) = \rho, \quad O^{(2)}_2 = \Pi_{(2)}, \tag{E1}$$

so that

$$\text{Tr}(|O^{(2)}_1|^2) = \text{Tr}(\rho^2) = p_2, \quad \text{Tr}(|O^{(2)}_2|^2) = \text{Tr}(\Pi_{(2)}^2) = 2^2N. \tag{E2}$$

Now we can bound the variance of $\hat{p}_2$ by using Eq. (D12) as

$$\text{Var}[\hat{p}_2] \leq \frac{4}{M} \frac{2^N}{p_2} + \frac{2^{4N}}{(M-1)^2}. \tag{E3}$$

Using Eq. (D14) and the above findings, we can ensure that the estimation $\hat{p}_2$ of the purity satisfies $\Pr[|\hat{p}_2 - p_2| \geq \epsilon] \leq \delta$ for a given $\delta$ and $\epsilon$ when[84]

$$M \geq \max \left\{ \frac{8}{\epsilon^2 \delta} \frac{2^N}{6^2N} + 2 \right\}. \tag{E4}$$

Similarly for $p_3$, we start by defining the operator $O^{(3)} = \Pi_{(3)}$. Averaging over the 6 three-copy permutations $\pi$, it is easily found that $O^{(3)} = \frac{1}{3!} \sum_{\pi} \pi \Pi_{(3)}\pi = \frac{1}{2} (\Pi_{(3)} + \Pi_{(3)}^2)$, which leads to

$$O^{(3)}_1 = \text{Tr}(\Pi_{(3)}\Pi_{(3)}^2 = \frac{1}{2} (\Pi_{(3)} + \Pi_{(3)}^2) [1 \otimes \rho^{\otimes 2}]) = \rho^2, \quad O^{(3)}_2 = \text{Tr}(\Pi_{(3)}^2\Pi_{(3)}^2 = \frac{1}{2} (\Pi_{(3)} + \Pi_{(3)}^2) [1 \otimes \rho^{\otimes 2}]) = \frac{1}{2} (\rho \otimes 1 + 1 \otimes \rho)\Pi_{(2)}, \quad O^{(3)}_3 = \frac{1}{2} (\Pi_{(3)} + \Pi_{(3)}^2), \tag{E5}$$

so that

$$\text{Tr}(|O^{(3)}_1|^2) = \text{Tr}(\rho^4), \quad \text{Tr}(|O^{(3)}_2|^2) = \frac{1}{2} (\text{Tr}(\rho^2)^2 + p_2 2^N) \leq p_2 2^N, \quad \text{Tr}(|O^{(3)}_3|^2) = \frac{1}{2} (2^{3N} + 2^N) \leq 2^{3N}. \tag{E6}$$

(Where in the second expression we used the fact that the purity of a $2^N$-dimensional state satisfies $p_2 \geq \text{Tr}(\rho^2)/2^N$).

This enables us to write down the variance bound on $\hat{p}_3$ following Eq. (D12) as:

$$\text{Var}[\hat{p}_3] \leq \frac{9}{M} \text{Tr}(\rho^4) + 18 \frac{2^{3N}}{(M-1)^2} p_2^2 + 6 \frac{2^{6N}}{(M-2)^3}. \tag{E7}$$
Using now Eq. (D12), we obtain
\[ M \geq \max \left\{ \frac{27}{\epsilon^2 \delta} \frac{2^N}{\epsilon^2 \delta}, \sqrt{54} \frac{\epsilon}{\sqrt{\delta}} \frac{2^{3N/2}}{\epsilon \sqrt{\delta}} + 1, \sqrt{18} \frac{2^{2N}}{\epsilon^3 \delta \gamma} + 2 \right\}. \]  
(E8)

Appendix F: Error bounds and the required number of measurements for arbitrary order lower bounds \( F_n \)

Now, again using Eq. (D14), we ensure that the estimation \( \hat{p}_3 \) of \( p_3 \) satisfies \( \Pr[|\hat{p}_3 - p_3| \geq \epsilon] \leq \delta \) for a given \( \delta \) and \( \epsilon \) when\([85]\)

Now, based on the previous results of Appendix D, we can easily translate them to estimate the error bound for an arbitrary lower bound \( F_n \) on the quantum Fisher information. Recalling Eq. (C3) and using the Cauchy–Schwarz inequality, we can write

\[
\text{Var}[\hat{F}_n] = \text{Var} \left[ \sum_{q=0}^{n} \frac{n+1}{q+1} (-1)^q \hat{X}_{q+2} \right] \leq 4 \left( \sum_{q=0}^{n} \frac{n+1}{q+1} \sqrt{\text{Var}[\hat{X}_{q+2}]} \right)^2 \\
\leq 4 \left( (n+1) \max_{0 \leq q \leq n} \frac{n+1}{q+1} \sqrt{\text{Var}[\hat{X}_{q+2}]} \right)^2 \leq 4(n+1)^2 \max_{0 \leq q \leq n} \left( \frac{n+1}{q+1} \right)^2 \text{Var}[\hat{X}_{q+2}]. \]

(F1)

Using now Eq. (D12), we obtain

\[
\text{Var}[\hat{F}_n] \leq 4(n+1)^2 \max_{0 \leq q \leq n} \left( \frac{n+1}{q+1} \right)^2 \frac{(q+2)! 2^{kN}}{k!(q+2-k)!^2} \epsilon^2 \delta \frac{2^{kN}}{\epsilon^2 \delta} \text{Tr}(O^{(q+2)}_k)^2, \]

(F2)

where \( O^{(q+2)}_k \) is the \( k \)-copy operator defined in Eq. (D8), from the \((q+2)\)-copy operator \( O^{(q+2)} \) defined in Eq. (A8).

Using Chebyshev’s inequality, we can now ensure in particular that \( \Pr[|\hat{F}_n - F_n| \geq \epsilon] \leq \delta \), for some given accuracy \( \epsilon \) and confidence level \( \delta \), if for all \( q \), each term in the sum (including the prefactors) is upper-bounded by \( \epsilon^2 \delta/(q+2) \), or equivalently, if

\[
M \geq \max_{1 \leq k \leq q+2 \leq n+2} \left\{ \left( \frac{(n+1)^2}{q+1} \frac{(q+2)! 2^{kN}}{k!(q+2-k)!^2} \frac{\text{Tr}(O^{(q+2)}_k)^2}{\epsilon^2 \delta} \right)^{1/k} 2^N + k - 1 \right\}. \]

(F3)

The measurement budget \( M \) can now be evaluated by estimating \( \text{Tr}(O^{(q+2)}_k)^2 \) (either analytically or numerically) which is expressed as function of the state \( \rho \) and the operator \( A \). Analogous to the expression of Eq. (D14), we could potentially expect for the above confidence interval bound, \( n + 2 \) regimes where the measurements scale as \( M \propto \alpha^{2N}/\epsilon^2 \) with \( k = 1, \ldots, n+2 \).

Appendix G: Explicit error bounds and required number of measurements for \( F_0 \) and \( F_1 \)

In this section, we apply the recipe provided in Appendix F to evaluate the number of measurements required to estimate \( F_0 \) and \( F_1 \) for a given value of \( \epsilon \), and \( \delta \). We write down \( F_0 \) and \( F_1 \) following Eq. (A7) on two copies and three copies of the state \( \rho \) as

\[
F_0 = 2X_2 = 2 \text{Tr}(O^{(2)} \rho^2) \quad \text{and} \quad F_1 = 4X_2 - 2X_3 = 4 \text{Tr}(O^{(2)} \rho^2) - 2 \text{Tr}(O^{(3)} \rho^3). \]

(G1)

with

\[
O^{(2)} = 2 [1 \otimes A^2 - A \otimes A] \Pi^{(2)}, \quad \text{and} \quad O^{(3)} = 2[1 \otimes 1 \otimes A^2] - 1 \otimes A \otimes A - A \otimes 1 \otimes A] \Pi^{(3)}. \]

(G2) \quad (G3)

We start by bounding the variance of \( F_0 \) which can be easily achieved by using Eq. (F2). Here we would like to calculate the necessary two-copy operators \( O^{(2)}_k \) for different orders of \( k = 1, 2 \) with \( O^{(2)} \) defined in Eq. (G2), in order
to finally obtain an error bound on $F_0$ using Eq. (F3). As remarked earlier, the permutation operators $\pi$ on two-copies are the identity and the swap. We can thus write the scrambled operator $\tilde{O}^{(2)}$ as:

$$\tilde{O}^{(2)} = \frac{1}{2!} \sum_\pi \pi^1 O^{(2)} \pi = [1 \otimes A^2 - A \otimes A] \Pi_{(2)} + \Pi_{(2)} [1 \otimes A^2 - A \otimes A] = (A \otimes 1 - 1 \otimes A)^2 \Pi_{(2)}. \quad (G4)$$

This allows us to write the operators $O^{(2)}_k$ as:

$$O^{(2)}_1 = \text{Tr}_{(2)} (\tilde{O}^{(2)} [1 \otimes \rho]) = \rho A^2 + A^2 \rho - 2 A \rho A, \quad O^{(2)}_2 = \tilde{O}^{(2)}, \quad (G5)$$

and using the cyclic nature of the trace we can evaluate the following terms

$$\text{Tr}([O^{(2)}^2]) = \text{Tr}(2\rho^2 A^4 + 6 \rho A^2 \rho A^2 - 8 \rho A^3 \rho A) \quad (G6)$$

With the above concrete expressions and Eq. (F2), we can bound the variance of $\hat{F}_0$ as

$$\text{Var}[\hat{F}_0] \leq 16 \frac{2N}{M} \text{Tr}([O^{(2)}_1]^2) + 8 \frac{22N}{(M-1)^2} \text{Tr}([O^{(2)}_2]^2). \quad (G7)$$

One can see from Eq. (G7) that there exists two error scalings coming from the linear $\text{Tr}([O^{(2)}_1]^2)$ and quadratic terms $\text{Tr}([O^{(2)}_2]^2)$. With help of Eq. (F3), we can assert $F_0$ with a confidence level of at least $1 - \delta$ and $|\hat{F}_0 - F_0| \leq \epsilon$ for any $\delta, \epsilon > 0$, by satisfying

$$M \geq \max \left\{ 32 \frac{\text{Tr}([O^{(2)}_1]^2)}{\epsilon^2 \delta}, 4 \frac{\sqrt{\text{Tr}([O^{(2)}_2]^2)}}{\epsilon \sqrt{\delta}} \right\}. \quad (G8)$$

Similarly, to bound the variance of $\hat{F}_1$, we need to additionally calculate the third order terms $O^{(3)}_k$ with $k = 1, 2, 3$ for the three copy operator $O^{(3)}$ to obtain the global error bound on $\hat{F}_1$. Below, we would like to focus mainly on the explicit expression of $\text{Tr}([O^{(3)}_1]^2)$ which could be the relevant dominant contribution in the high accuracy regime $\epsilon \to 0$.

The average over of the 6 three-copy permutation operators $\pi$ for the scrambled operator $\tilde{O}^{(3)}$ can be written as

$$\frac{1}{3!} \sum_\pi \pi^1 \pi^2 \pi^3 = \frac{1}{3} \sum_\pi (\pi^1 [2(1 \otimes 1 \otimes A^2) - 1 \otimes A \otimes A - A \otimes 1 \otimes A]) (\pi^2 \Pi_{(3)} \pi^3).$$

Noting that $\pi^1 \Pi_{(3)} \pi$ is either equal to $\Pi_{(3)}$ or to $\Pi_{(2)}^2$ for all $\pi$, we find

$$\tilde{O}^{(3)} = \frac{1}{3} \left( 1 \otimes 1 \otimes A^2 + 1 \otimes A^2 \otimes 1 + A^2 \otimes 1 \otimes A - A \otimes 1 \otimes A - A \otimes A \otimes 1 \right) (\Pi_{(3)} + 2 \Pi_{(2)}) \quad (G9)$$

and we can then calculate the terms $O^{(3)}_k$ as

$$O^{(3)}_1 = \text{Tr}_{(2,3)} (\tilde{O}^{(3)} [1 \otimes \rho^{\otimes 2}]) = 2 \left( \rho A^2 \rho + \rho^2 A^2 + A^2 \rho^2 - A^2 A - \rho A \rho A - A \rho A \right) \quad (G10)$$

$$O^{(3)}_2 = \text{Tr}_{(3)} (\tilde{O}^{(3)} [1 \otimes \rho]) = \frac{1}{3} \left( \rho A^2 \otimes 1 + 1 \otimes \rho A^2 + A^2 \rho \otimes 1 + 1 \otimes A^2 \rho + A^2 \otimes \rho \otimes \rho A \right) \quad (G10)$$

$$O^{(3)}_3 = \tilde{O}^{(3)}. \quad (G10)$$

Using Eq. (F2), we can express the upper bound on $\text{Var} [\hat{F}_1]$ as

$$\text{Var} [\hat{F}_1] \leq \max \left\{ \frac{256N}{M} \text{Tr}([O^{(2)}_1]^2) + 128 \frac{22N}{(M-1)^2} \text{Tr}([O^{(2)}_2]^2), 144 \frac{2N}{M} \text{Tr}([O^{(3)}_1]^2) + 288 \frac{22N}{(M-1)^2} \text{Tr}([O^{(2)}_2]^2) + 96 \frac{24N}{(M-2)^2} \text{Tr}([O^{(3)}_2]^2) \right\}. \quad (G11)$$

Following the Chebyshev’s inequality and from Eq. (F3) we can provide the necessary error bounds where we can assert $F_1$ with a confidence level of at least $1 - \delta$ and $|\hat{F}_1 - F_1| \leq \epsilon$ for any $\delta, \epsilon > 0$, when we take the number of measurements

$$M \geq \max \left\{ \frac{512 \text{Tr}([O^{(2)}_1]^2) + 432 \text{Tr}([O^{(3)}_1]^2)}{\epsilon^2 \delta}, \frac{16 \sqrt{\text{Tr}([O^{(2)}_2]^2)} + 12 \sqrt{\text{Tr}([O^{(3)}_2]^2)}}{\epsilon \sqrt{\delta}} \right\} 2N + 1, 2 \frac{6 \text{Tr}([O^{(3)}_2]^2)}{\epsilon \delta} \frac{\epsilon \delta + 2N + 2}{\epsilon \delta + 2N + 2}. \quad (G12)$$
For illustration, let us evaluate the expressions of Eq. (G8) and Eq. (G12) in the high accuracy regime $\epsilon \to 0$ (i.e., $k = 1$), and in the context of pure $N$-qubit states $\rho = |\text{GHZ}_N\rangle \langle \text{GHZ}_N|$ and the operator $A = \frac{1}{2} \sum_{l=1}^{N} \sigma_z^{(l)}$. In this case, we find[86] that $\text{Tr}(\{O_{1}^{(2)}\}^2) = N^4/2$ and $\text{Tr}(\{O_{1}^{(3)}\}^2) = N^4/4$. This shows that both terms are directly proportional to $N^4$, and they do not contain an hidden exponential scaling. Explicitly we can write Eqs. (G8) and (G12) as $M \geq 16 \frac{N^4}{\epsilon^2} 2^N$ and $M \geq 256 \frac{N^4}{\epsilon^2} 2^N$, respectively. Importantly, while $F_1$ requires more measurements than $F_0$, the measurement budget $M$ scales $\propto 2^N$ for both quantities (for a fixed ‘relative’ accuracy $\epsilon = \gamma F_Q = \gamma N^2$, $\gamma \to 0$).

Appendix H: Additional numerical simulations

Here, we provide additional numerical simulations of the scalings of the statistical errors on our lower bounds $F_0$ and $F_1$. We consider an $N$-qubit noisy GHZ state $\rho(p) = (1-p) |\text{GHZ}_N\rangle \langle \text{GHZ}_N| + p \mathbb{I}/2^N$ parametrized by the noise strength $p$. The lower bounds $F_0$ and $F_1$ are computed with respect to the observable $A = \frac{1}{2} \sum_{l=1}^{N} \sigma_z^{(l)}$. We simulate the protocol by applying $M$ local random unitaries $u$ followed by measurements in a fixed basis to obtain estimates $F_n$. The average statistical error $\mathcal{E}$ is calculated by averaging the relative error $\mathcal{E} = |F_n - F|/F_n$ with $n = 0, 1$ over 50 experimental runs for different values of $M$. We find the maximum value of $M$ for which we obtain $\mathcal{E} \leq 0.1$ for different system sizes $N$ by using a linear interpolation function. This is plotted in Fig. 5, where the scaling exponents are fitted to the obtained values of $M$ vs $N$. We see that the exponential fits agree with the exponents found in the scaling analysis of the main text and remain favorable. The exponents $a$ and $b$ also highlight the fact that the measurements $M$ needed to obtain an error $\mathcal{E}$ is less for $F_0$ as compared to $F_1$.

![Scaling of the required number of measurements](image)

**FIG. 5.** Scaling of the required number of measurements — Panels (a) and (b) provide the number of measurements $M$ required to estimate $F_0$ and $F_1$ respectively below an error of 0.1 for different values of $p$ of a noisy GHZ state, with respect to $A = \frac{1}{2} \sum_{l=1}^{N} \sigma_z^{(l)}$. The dashed lines are exponential fits of the type $2^{b+aN}$ highlighting the scaling as a function of the system size $N$.

We now show below in Fig. 6 the non-rescaled plots of Figs. (2)(b,c)-(3)(b,c) of the main text for GHZ and N00N states mixed with depolarization noise of strength $p = 0.25$. We estimate $F_0$ with a lower statistical error than $F_1$ for the same number of measurements $M$ at the price of the bound $F_0$ being less tight compared to $F_1$. Fig. 6(a,b) and Fig. 6(c,d) explicitly highlight the trade-off of the required number of measurements to estimate a tighter bound ($F_1$ compared to $F_0$) with a certain precision.
FIG. 6. Statistical error comparisons between $F_0$ and $F_1$ — Panels (a) and (b) GHZ states and (c) and (d) N00N states, show for different system sizes $N$ (see legends), the average statistical error for $F_0$ (panels (a) and (c)) and $F_1$ (panels (b) and (d)) as a function of the number of measurements $M$. 