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We consider a typical circuit QED setup where a data artificial atom encodes a qubit and is dispersively coupled to a measurement resonator that in turn is coupled to a transmission line. We show theoretically that by placing a filter artificial atom in this transmission line, the effective decay of the data artificial atom into the transmission line (the Purcell decay) is suppressed. When strong control fields are present in the transmission line, the filter artificial atom is saturated and hence effectively switched off. This permits both control and measurement of the data artificial atom using a single transmission line, while maintaining the Purcell filtering capability and therefore a long coherence time of the data artificial atom in the absence of the control pulses. We also apply open systems optimal control techniques to optimize the π-pulse on the data artificial atom, achieving high fidelity. The considered setup is compatible with the frequency multiplexing, potentially enabling both control and measurement of several qubits using a single Purcell-filtered transmission line. Our work helps with the scalability of the superconducting quantum computers by decreasing the ratio between the number of qubits and the number of the required transmission lines. For the setups that already use one transmission line both for measurement and control, our work provides a way to filter out the qubit frequency completely without removing the possibility of controlling the system.

I. INTRODUCTION

Superconducting quantum computers with moderate numbers of qubits are already available [1–5]. To increase the number of qubits further, every part of the current setups needs to be improved: data artificial atoms (AAs) that encode the qubits, room-temperature electronics that controls these AAs, and the interconnect between them. Simplifying this interconnect is the focus of this article. In particular, we show how to reduce the number of the needed transmission lines attached to each AA. The current designs [1–5] use separate lines for control and measurement of the AA. The control line is directly attached to the AA, but has a very small coupling such that the decay of the AA into this line is smaller than the other decoherence rates. The measurement line is coupled through a resonator that has a large detuning from the qubit transition frequency of the AA.

The measurement line is often filtered to suppress the decay of the AA into it. Such decay is conventionally called the “Purcell decay”, and the filters are called the “Purcell filters”. The Purcell filters are designed to break the trade-off between fast measurement and small decay rate into the measurement line by filtering the frequencies close to the qubit transition of the AA, but not the frequencies close to the frequency of the resonator [6, 7] (see Figs. 1(a) and 1(b)). Other Purcell filter designs can be found in in Refs. [8, 9]. Addition of an unsaturable Purcell filter to a transmission line makes it more challenging to control the AA, precisely due to the fact that the qubit frequency is filtered out. If this frequency is filtered out completely, a separate control line is required [6, 7], but it is possible to make a trade-off between filtering and leaving a small coupling to perform control using the measurement line [6].

The qubit transition frequency could not be filtered out completely before the introduction of the Josephson quantum filter (JQF) [10, 11], which is another artificial atom. In the following, “AA” always means the data artificial atom that encodes the qubit, even though the JQF is also an artificial atom. The JQF matches the qubit transition of the AA (i.e., the transition frequencies of the two lowest energy levels are the same or close in AA and JQF), is strongly coupled to the control line, and is placed half a wavelength apart as shown in Fig. 1(c). When a strong control pulse is applied, the JQF becomes saturated and is effectively switched off. In the absence of the control pulses, the JQF prevents the decay at the qubit transition of the AA into the control line. Therefore, the JQF breaks the trade-off between fast control and small decay rate of the AA into the control line.

The contribution of this article is the realization that the JQF can also act as a Purcell filter when placed in the measurement line. Because the JQF can be saturated by strong control fields, it allows resonant control pulses to be sent in the measurement line, so that a separate control line is unnecessary. This results in the setup shown in Fig. 1(d). Because the control line is not directly attached to the AA, and due to the interference of the JQF, simple control pulses may not be sufficient to reach the extremely high gate fidelities needed for the fault-tolerant quantum computing [12]. Therefore, our results include the application of the quantum optimal control techniques that are compatible with the open system waveguide quantum electrodynamics setup that we consider.

Another way to decrease the number of the transmission lines is to use the frequency multiplexing [1–5, 7–12]. Without the Purcell filters, both control and mea-
FIG. 1. (a) Band-rejection Purcell filtering of an artificial atom (AA) using a stub filter. The measurement line is connected to the resonator (Res.) and has an open circuit stub with length $\lambda_{AA}/4$, where $\lambda_{AA}$ is the wavelength corresponding to the qubit transition of the AA. An alternative design of a band-rejection filter can be found in Ref. 3. (b) Band-pass Purcell filtering using a filter resonator placed $\lambda_{AA}/2$ away from the AA. The Purcell filter in the measurement line is not shown. (c) Filtering of the control line using a Josephson quantum filter (JQF) placed $\lambda_{AA}/2$ away from the AA. The Purcell filter in the measurement line is not shown. (d) The setup that we consider—JQF as a saturable Purcell filter in the combined measurement and control line.

The measurement can be frequency multiplexed. With the unsaturable Purcell filters, however, only the measurement is usually multiplexed. While the detailed investigation of the compatibility of JQFs as saturable Purcell filters and frequency multiplexing is out of scope for this article, such a combination would have the same low number of transmission lines as in Refs. 13, 15, but with the Purcell filtering of the AAs.

Addition of Purcell filtering using a JQF could also be useful outside of the quantum computation context. E.g., in the hybrid systems setup of Ref. 10, the decoherence of the AA was found to be the main error source, to which the decay into the two transmission lines attached to the resonator was a major contribution. While the output transmission line could be filtered with an unsaturable Purcell filter, the input transmission line needs to pass through the control pulses for the AA, which is only possible to filter completely with a saturable Purcell filter such as a JQF.

The rest of the article is organized as follows. In Sec. III we set up the theoretical model and choose the parameters. In Sec. IV we show that the Purcell decay is suppressed by the JQF. In Sec. V we show that the JQF does not disturb the measurement of the AA. In Sec. VI we show that AA can be controlled despite the presence of the JQF by finding the pulse shapes that implement a high-fidelity $\pi$-pulse. The article is concluded by Sec. VII.

II. SETUP

The considered setup is shown in Fig. I(d). It consists of AA coupled to a single transmission line through a resonator, and a JQF coupled to the same line. The JQF is placed at the $\lambda_{AA}/2$ from the resonator, where $\lambda_{AA}$ is the wavelength that corresponds to the frequency of the lowest two energy levels of the AA that encode the qubit. Both AA and JQF are assumed to be transmons, modeled as anharmonic oscillators. The model is set up for multiple AAs, resonators, and JQFs in view of a possible combination of the setup in Fig. I(d) with the frequency multiplexing, but in this article we only analyze the setup in Fig. I(d) in detail.

In the general case, there are $M$ resonators with positions $x_m$, frequencies $\omega_{r,m}$, decay rates $\kappa_m$, and corresponding annihilation operators $a_m$. There are also $N$ transmons (AAs and JQFs) with transition frequencies $\omega_{a,m}$ of the lowest two energy levels (which encode the qubit in the case of AA), anharmonicity parameters $\alpha_m$, and corresponding annihilation operators $b_m$. Out of $N$ transmons, $M$ are coupled to the resonators with the coupling strength $g_{r,m}$. The other $N-M$ transmons are directly attached to the transmission line with positions $x_m$ and decay rates $\gamma_m$. The annihilation operators $c_{\omega}$ of the transmission line correspond to the modes $\cos(k_{\omega}x)$ with positive wave vectors $k_{\omega}$, but use the angular frequencies $\omega$ as the integration variable. The dispersion relation is $\omega = k_{\omega}v_g$, with $v_g$ being the speed of light (group velocity) in the transmission line. The Hamiltonian can be written $H = H_I + H_f + H_s$. The transmission line field part is

$$H_f = \hbar \int_{0}^{\infty} \omega c_{\omega}^\dagger c_{\omega} d\omega;$$

the interaction part is

$$H_I = -\hbar \sum_{m=1}^{N} \int_{0}^{\infty} g_m(\omega)(c_{\omega} - c_{\omega}^\dagger)(O_m - O_m^\dagger) d\omega,$$

where $g_m(\omega) = G_m \sqrt{\omega \cos(k_{\omega}x_m)}$, $G_m = \sqrt{\Gamma_m/(2\pi\omega_m)}$,

$$\Gamma_m = \begin{cases} \kappa_m & \text{for } 1 \leq m \leq M, \\ \gamma_m & \text{for } M + 1 \leq m \leq N, \end{cases}$$

$$\omega_m = \begin{cases} \omega_{r,m} & \text{for } 1 \leq m \leq M, \\ \omega_{a,m} & \text{for } M + 1 \leq m \leq N, \end{cases}$$

$$O_m = \begin{cases} a_m & \text{for } 1 \leq m \leq M, \\ b_m & \text{for } M + 1 \leq m \leq N; \end{cases}$$
the system part is \( H_s = \sum_{m=1}^{N} H_{s,m} \), where
\[
H_{s,m} = \hbar \omega_{a,m} b_{m}^\dagger b_{m} + \frac{\alpha_{m}}{2}(b_{m}^\dagger)^2 b_{m}^2 \tag{6}
\]
for \( 1 \leq m \leq M \), and
\[
H_{s,m} = \hbar \omega_{a,m} b_{m}^\dagger b_{m} + \frac{\alpha_{m}}{2}(b_{m}^\dagger)^2 b_{m}^2 \tag{7}
\]
for \( M + 1 \leq m \leq N \). The rotating wave approximation is not applied immediately in \( H_s \). It will be applied after the effective Heisenberg equations of motion for the subsystems (resonators, AAs, and JQFs) are obtained to ensure that all the terms are present \[17\]. More details about this can be found in App. \[A\] where the master equation is derived starting from the Hamiltonian above and following Refs. \[10, 11, 17, 18\]. Here, we only give the outline of this derivation.

Interaction of matter with electromagnetic fields results, in general, in non-Markovian equations of motion \[19, 20\] caused by the fact that it takes a finite time for the photons to propagate between the atoms. The effective equations of motion where the field degrees of freedom are traced out, take the form of the delay differential equations. The delay differential equations are difficult to solve in the general case, however, and hence some kind of approximation is usually needed. We adopt the approximation that converts the time delays into propagation phase factors \[10, 11, 17, 18\].

Before we explain this approximation, we first note that we diagonalize \( H_{s,m} \) for every \( m \). For every pair of eigenstates \( | j_m \rangle, | j'_m \rangle \) of \( H_{s,m} \), we define operators \( \sigma_{m,jj'} = | j_m \rangle \langle j'_m | \) and matrix elements \( C_{m,jj'} = \langle j_m | O_m | j'_m \rangle \). We order the eigenstates such that the number of excitations increases or is constant with increasing \( j \). Since \( O_m \) is an annihilation operator, the rotating wave approximation ensures that \( \sigma_{m,jj'} \neq 0 \) only for \( j < j' \). We can write
\[
H_{s,m} = \hbar \sum_{j} \omega_{m,j} \sigma_{m,jj}, \tag{8}
\]
where \( \omega_{m,j} \) are the eigenfrequencies.

Assuming that the Hamiltonian is dominated by the terms \[8\], the approximation of the delayed terms can be written
\[
\sigma_{m,jj'}(t - t_x) \approx \sigma_{m,jj'}(t) e^{i(\omega_{m,j} - \omega_{m,j'}) t_x}, \tag{9}
\]
making the Heisenberg equations of motion for the \( N \) attached subsystems local in time. When a classical drive with frequency \( \omega_d \) is present, we make the approximation
\[
\sigma_{m,jj'}(t - t_x) \approx \sigma_{m,jj'}(t) e^{i\omega_d t_x} \tag{10}
\]
instead. Physically, this means that the driven subsystems oscillate with the drive frequency rather than their eigenfrequencies.

The derivation assumes a coherent state with the carrier frequency \( \omega_d \) as the input in the transmission line, and hence an additional drive Hamiltonian
\[
H_d = \hbar \sum_{m=1}^{N} \left( \Omega_m e^{-i\omega_d t} O_m^{\dagger} + (\Omega_m)^* e^{i\omega_d t} O_m \right) \tag{11}
\]
emerges with the Rabi frequencies
\[
\Omega_m = \sqrt{\frac{\omega_d}{\omega_m}} \Gamma_m \cos(k_{\omega_d} x_m) e^{i\phi}, \tag{12}
\]
which may be time-dependent due to the changing photon flux \( \dot{n} \) and phase \( \phi \).

The rotating frame is defined with respect to the Hamiltonian
\[
H_0 = \hbar \sum_{m=1}^{N} \sum_{j} \omega_{0,m,j} \sigma_{m,jj}, \tag{13}
\]
where frequencies \( \omega_{0,m,j} \) are chosen such that the factors \( e^{\pm i\omega_d t} \) in Eq. \[11\] are canceled, i.e., \( \frac{1}{\hbar}[H_0, O_m] = -i\omega_d O_m \). If there is no drive, we choose \( \frac{1}{\hbar}[H_0, O_m] = -i\omega_{a,m_0} O_m \) with \( 1 \leq m_0 \leq N \) instead. In the rotating frame with \( \omega_d \) as the reference frequency, the Hamiltonian is
\[
\hat{H} = \hbar \sum_{m=1}^{N} \sum_{j} (\omega_{m,j} - \omega_{0,m,j}) \sigma_{m,jj} + \text{Re}[\Omega] \hat{H}_{d,\text{Re}} + \text{Im}[\Omega] \hat{H}_{d,\text{Im}}, \tag{14}
\]
where we have picked one of the Rabi frequencies \( \Omega = \Omega_{m_0} \) with \( 1 \leq m_0 \leq N \) as the reference one. Defining
\[
\tilde{\Omega}_m = \frac{\text{Re}[\Omega_m]}{\text{Re}[\Omega]} = \frac{\text{Im}[\Omega_m]}{\text{Im}[\Omega]} = \sqrt{\frac{\omega_{m_0}}{\omega_m} \Gamma_m \cos(k_{\omega_d} x_m) \cos(k_{\omega_d} x_{m_0})}, \tag{15}
\]
we can write
\[
\tilde{H}_{d,\text{Re}} = \hbar \sum_{m=1}^{N} \tilde{\Omega}_m \left( O_m^{\dagger} + O_m \right), \tag{16a}
\]
\[
\tilde{H}_{d,\text{Im}} = i\hbar \sum_{m=1}^{N} \tilde{\Omega}_m \left( O_m^{\dagger} - O_m \right). \tag{16b}
\]
The ratios \( \tilde{\Omega}_m \) do not depend on the photon flux \( \dot{n} \) or phase \( \phi \), and hence \( \tilde{H}_{d,\text{Re}} \) and \( \tilde{H}_{d,\text{Im}} \) are independent of time. The time dependence of \( \hat{H} \) is contained in the factors \( \text{Re}[\Omega] \) and \( \text{Im}[\Omega] \). The master equation can be written
\[
\dot{\rho}_s = \mathcal{L}(\rho_s) = -i/\hbar [\hat{H}, \rho_s] + \frac{1}{2} \sum_{m,n=1}^{N} \left( O_m \rho_s O_m^{\dagger} - 0_m^{\dagger} O_{mn} \rho_s - \rho_s O_m^{\dagger} O_{mn} \right) + \frac{1}{2} \sum_{m,n=1}^{N} \left( O_m \rho_s O_m^{\dagger} - \rho_s O_m^{\dagger} O_{nm} \right) \tag{17}
\]
where $O_{mn} = \sum_{j,j'} \xi_{mn,j} C_{n,j} \sigma_{n,j'}$.

$$
\xi_{mn,j} = \frac{\sqrt{\gamma_m}}{2} \omega_{n,j} \times \left( e^{ik_{n,j} |x_m - x_n|} + e^{ik_{n,j} |x_m + x_n|} \right),
$$

(18)

$\omega_{n,j} = \omega_{n,j} - \omega_{n,j}$, $k_{n,j} = k_{n,j}$, and $\tilde{\rho}_m = e^{iH_0 t / h} \text{tr}\{\rho e^{-iH_0 t / h}\}$ is the density matrix with the transmission line field degrees of freedom traced out, in the rotating frame with respect to the Hamiltonian (15). If a classical drive is present, we set $k_{n,j} = k_{\omega_{n,j}}$ in Eq. (15), while keeping the factor $\omega_{n,j} / \sqrt{\omega_m \omega_n}$ unchanged.

The Schrieffe-Wolf transformation on the Hamiltonian (6) results in the dispersive shifts for every transmon energy level (21). We define

$$
\chi_m = \frac{g_{r,m}^2}{2(\omega_m - \omega_n)} \left( 1 - \frac{\omega_m - \omega_n + \alpha_m}{\omega_m - \omega_m - \alpha_m} \right),
$$

(19)

in terms of the difference of the dispersive shifts for the lowest two levels. For $\alpha_m \to \infty$, this reduces to the two-level system shift $\chi_m = g_{r,m}^2 / (\omega_m - \omega_n)$.

For the calculations below, we set the total number of subsystems $N = 2$, number of resonators $M = 1$, and the subsystem index is $m = 1, 2$. The parameters are chosen close to the ones in Ref. [11]. We set the frequency of the resonator $\omega_{n,1}/(2\pi) = 10$ GHz, resonator decay rate $\kappa_1/(2\pi) = 2$ MHz, transition frequencies of the lowest two energy levels of AA $\omega_{n,1}/(2\pi) = 8,000$ GHz and JQF $\omega_{n,2}/(2\pi) = 7,994$ GHz (shifted to match the frequency of the coupled eigenstate of AA and resonator), AA and JQF anharmonicities $\alpha_1/(2\pi) = \alpha_2/(2\pi) = -400$ MHz, JQF decay rate $\gamma_2/(2\pi) = 100$ MHz, and the dispersive shift between between AA and resonator $\chi_1/(2\pi) = 1$ MHz. Using Eq. (15), this sets the coupling between AA and resonator $g_{r,1}/(2\pi) = 109,544$ MHz. The resonator is placed at the origin, $x_1 = 0$, and the JQF is placed half a wavelength from the resonator, $k_{\omega_{n,1}} x_2 = \pi$.

We also choose $\Omega = \Omega_1$ as the reference Rabi frequency, and hence $\Omega_1 = 1$ and $\Omega_2 = \sqrt{\omega_1 \gamma_2/(\omega_2 \kappa_1)} \cos(k_{\omega_{n,1}} x_2)$.

### III. Suppressed Purcell Decay

First, we verify that the decay of a qubit stored in the subsystem with index $m = 1$ that consists of AA and resonator is reduced by adding a JQF (subsystem $m = 2$). The computational basis state $|0\rangle$ is defined to be the one where both the AA and the resonator are in their ground states, and therefore does not decay. The computational basis state $|1\rangle$ can be derived from the eigenvector of the matrix

$$
\begin{pmatrix}
\omega_{r,1} & g_{r,1} \\
g_{r,1} & \omega_{r,1}
\end{pmatrix},
$$

(20)

which is the Hamiltonian (6) written in the single-excitation subspace spanned by the states $a_1^\dagger |0\rangle$ and $b_1^\dagger |0\rangle$.

![Figure 2](image.png)

FIG. 2. Fidelity (23) as a function of time for the setup initialized in the state $|1\rangle = \sin(\theta) a_1^\dagger |0\rangle - \cos(\theta) b_1^\dagger |0\rangle$, where $\theta = 1/2 \arg[(\omega_{r,1} - \omega_{n,1})/2 + ig_{r,1}]$. The dash-dotted blue curve plots $e^{-\kappa_{\text{Purcell}} t}$ with $\kappa_{\text{Purcell}}$ given by Eq. (21). The horizontal dotted black line plots $F_{\text{dark}}$ given by Eq. (24). It overlaps the dashed green curve for large times.

We can write $|1\rangle = \sin(\theta) a_1^\dagger |0\rangle - \cos(\theta) b_1^\dagger |0\rangle$, where $\theta = 1/2 \arg[(\omega_{r,1} - \omega_{n,1})/2 + ig_{r,1}]$, and $\arg$ is the argument of a complex number. As explained above, the Hamiltonian (6) for the subsystem consisting of AA and resonator is written in the diagonal form (5) prior to the derivation of the master equation (17). Hence, $|0\rangle = |j_1\rangle$ and $|1\rangle = |j_1^\dagger\rangle$ for some eigenstate indices $j$ and $j'$. For a more straightforward notation below, we assume that $j = 0$ and $j' = 1$.

The decay of state $|1\rangle$ is suppressed by the large detuning of AA and resonator even without a JQF. From the master equation (17), the Purcell decay rate is

$$
\kappa_{\text{Purcell}} = |C_{1,0}|^2 \xi_{11,10} = \sin^2(\theta) \kappa_1 \frac{\omega_{1,10}}{\omega_{r,1}},
$$

(21)

where $\omega_{1,10} = \omega_{r,1} - \omega_{n,10} = \omega_{r,1}$ and

$$
\omega_{r,1} = \frac{\omega_{r,1} + \omega_{n,1}}{2} - \sqrt{\left(\frac{\omega_{r,1} - \omega_{n,1}}{2}\right)^2 + g_{r,1}^2}.
$$

(22)

Since the detuning $\omega_{r,1} - \omega_{n,1}$ is large, we can approximate $\sin^2(\theta) \approx (g_{r,1}/(\omega_{r,1} - \omega_{n,1}))^2$, resulting in $\kappa_{\text{Purcell}} \approx (g_{r,1}/(\omega_{r,1} - \omega_{n,1}))^2 \kappa_1 (\omega_{1,10}/\omega_{r,1})$. The only difference from the usual formula for the Purcell decay rate is an additional factor $\omega_{1,10}/\omega_{r,1}$, which could be absorbed into the definition of the resonator decay rate $\kappa_1$. For our parameters, $\omega_{1,10}/\omega_{r,1} = 0.7994$.

A Purcell filter needs to suppress the decay rate below $\kappa_{\text{Purcell}}$. We show in Fig. 2 that addition of a JQF accomplishes this. We initialize the AA and resonator system in state $|1\rangle$, and the JQF (if present) is initialized in its ground state. The plotted fidelity is given by

$$
F = \text{tr}_s[(\sigma_{11} \otimes I_2) \tilde{\rho}_s(t)],
$$

(23)

where $\text{tr}_s$ is the trace over the system degrees of freedom (the trace over the transmission line degrees of freedom.
tr\(_2\) has already been performed during the derivation of the master equation in App. A. We have also written the tensor product with the identity operator \(I_2\) on the subsystem \(m = 2\) (JQF) in Eq. (23) explicitly, so that it is more easily seen that \(F = \langle 1 \rangle tr_2 (\dot{\rho}_s) |1\rangle\), where \(tr_2\) is the trace over the subsystem \(m = 2\).

The solid red curve in Fig. 9 is the numerically calculated decay without a JQF, and the overlapping dash-dotted blue curve plots \(e^{-\gamma_{\text{Purcell}}t}\). We see that the behavior of the dashed green curve that shows the case with a JQF is qualitatively the same as when the JQF was placed in the dedicated control line [10, 11]. Subsystem 1 (coupled AA and resonator) and subsystem 2 have both bright states that decay rapidly and dark states that do not decay. The state, where AA and resonator are in the computational basis state \(|1\rangle\) and the JQF is in the ground state, has bright and dark parts. Because the coupling of the JQF to the transmission line is significantly larger, this state is mostly dark. After the rapid decay of the small bright part, the decay rate vanishes due to the fact that our model does not have other sources of decoherence besides the decay caused by the coupling to the transmission line. The fidelity after the bright part has decayed is

\[
F_{\text{dark}} = \left( \frac{\gamma_2}{\kappa_{\text{Purcell}} + \gamma_2} \right)^2,
\]

shown as the horizontal dotted black line in Fig. 9.

In practice, other sources of decoherence will be present, and hence the decay rate is not expected to be zero but still be reduced compared to the case without a JQF, similar to the experimental implementation of the JQF in the control line [11]. We also note that the JQF transition frequency is chosen to match the eigenfrequency of state \(|1\rangle\), i.e., \(\omega_{a,2}/(2\pi) = \omega_{1,1}/(2\pi) = 7.994\) GHz, and other frequencies of the JQF give an imperfect decay rate cancellation, as shown in Fig. 9.

In App. B we numerically show that the approximation (9) used in the derivation of the master equation (17) is responsible for the unphysical result where the decay rate becomes negative (i.e., fidelity increases with time). This is the case for the dashed green curve in Fig. 9, but requires a significant zoom factor to be seen. Not performing the approximation (9) results in the delay differential equations, which can be solved for the single-excitation subspace. This gives a modification of the “steady-state” value of the dashed green curve in Fig. 9 and a small positive long-time decay rate, as expected on physical grounds. Therefore, it is possible to estimate the fidelity error due to the approximation (9), putting it around \(2 \cdot 10^{-6}\).

**IV. REFLECTED PHASE**

When the resonator is probed by a resonant probe field \((\omega_d \approx \omega_{r,1})\), the phase of the reflected field is different for states \(|0\rangle\) and \(|1\rangle\), and this is the standard physical mechanism for state measurement in the superconducting quantum computers [1–5, 7]. While the theoretical description of this mechanism could be made more advanced [22, 23], we take the simple approach of only considering the expectation value of the reflected phase. Since the JQF is far detuned from the probe (around 2 GHz in our assumed parameters), it is weakly excited even for moderate powers of the probing field, and therefore the noise contribution is assumed to be negligible. In this case, only the expectation values of the reflected phase need to be examined. The argument is the following: if the measurement works without the JQF, and the JQF does not significantly modify the expectation values of the reflected phase, then the measurement is expected to work with the JQF.

In App. C we derive the expression for the reflection coefficient

\[
r = 1 - i \sum_{m=1}^{N} \sum_{j,j'} \frac{\omega_{m,j'} \sqrt{\gamma_1 T_{m}^\dagger T_{m}}}{\Omega_1} C_{m,j'} \times tr_s[\sigma_{m,j'} \tilde{\rho}_s] \cos(k_{\omega_d} x_m).
\]

at the position \(x_N^+ = x_N + \epsilon\) for \(\epsilon \to 0\) from above, i.e., just to the right of the last subsystem attached to the transmission line (the JQF). The expression is written in terms of the reference Rabi frequency \(\Omega_1\), and the overall propagation phase \(e^{2ik_{\omega_d} x_N}\) has been removed. The master equation (17) is solved to evaluate the expectation values \(tr_s[\sigma_{m,j'} \tilde{\rho}_s]\), and the reflection coefficient as a function of time is calculated. The true steady-state reflection coefficient for both of the two initial states, \(|0\rangle\) and \(|1\rangle\), is the same since state \(|1\rangle\) eventually decays into state \(|0\rangle\). Therefore, we evolve the master equation for a finite time, which is long enough for the transients to disappear, but short enough that state \(|1\rangle\) does not decay significantly. We choose evolution time \(t_f = 20/\kappa_1 \approx 1.6\ \mu s\) in Fig. 4.

**FIG. 3.** Fidelity (23) as a function of JQF transition frequency \(\omega_{a,2}\) for the setup that was initialized in the state \(|1\rangle\) and decayed for same time \(t_f = 10/\kappa_1 \approx 800\) ns as in Fig. 2, plotting the final value. The parameters are the same as in Fig. 2 except for \(\omega_{a,2}\).
and the curves with and without the JQF are shown. The setup where the two-level atom is attached control line, this can be accomplished with a simple rectangular pulse. The setup with the JQF and a resonator, we show that the state of the system. To verify the controllability of the system despite the complications arising from coupling to AA through a JQF and a resonator, we show that the state of the system is initialized either in state |0⟩ or state |1⟩, and the curves with or without the JQF are shown.

We consider two different probe Rabi frequencies, $\Omega_1/(2\pi) = 1$ MHz and $\Omega_2/(2\pi) = 4$ MHz [Fig. 4(a) and Fig. 4(b), respectively]. The former corresponds to $-137$ dBm [cf. Eq. (22)] and is chosen to have one photon on average inside an empty resonator that is probed on resonance ($\omega_d = \omega_{r,1}$) without a JQF in front. The latter Rabi frequency corresponds to $-125$ dBm and results in 16 photons on average in the same empty resonator setup. These average populations are modified slightly due to the addition of AA and JQF. While Figs. 4(a) and 4(b) illustrate the response of the AA and resonator system to different probe powers, both show that the change of the expectation value of the reflected phase due to presence of the JQF is negligible. Hence, by the discussion above, the state measurement should not be affected by the JQF.

V. CONTROL

To verify the controllability of the system despite the complications arising from coupling to AA through a JQF and a resonator, we show that the state of the system can be transferred from state |0⟩ to state |1⟩ with high fidelity. For a two-level atom with a directly attached control line, this can be accomplished with a simple rectangular pulse. The setup where the two-level atom is replaced with a transmon and JQF added in the control line [Fig 4(c)] requires pulses that are more carefully chosen [11, 24]. For the setup that we are considering here [Fig 4(d)], we choose a more general parametrization of the pulses, inspired by Refs. [25, 27], but with a different way to calculate the gradient, as explained below.

We set the carrier frequency of the drive equal to the transition frequency of coupled eigenstate of AA and resonator |1⟩ ($\omega_d = \omega_{1,1} = \omega_{a,2}$) and parametrize the time-dependent Rabi frequencies as Gaussian-filtered Fourier series to limit the bandwidth. The minimum and maximum values are constrained by applying the tanh function. We can write this parametrization

$$\Omega_{\max} \tanh \left( \frac{w(t) \sum_{p=1}^{N_c} a_p f_p(t)}{1} \right), \quad (26a)$$

$$\text{Im}[\Omega_{\max}] \tanh \left( \frac{w(t) \sum_{p=1}^{N_c} b_p f_p(t)}{1} \right), \quad (26b)$$

where $\Omega_{\max}$ is the maximum absolute value of the real and imaginary components of the Rabi frequency, $N_c$ is the maximum number of the Fourier terms,

$$f_p(t) = \frac{1}{\sigma_p \sqrt{\pi t_l}} \int_0^{t_l} \exp \left( -\frac{(t - t')^2}{2\sigma_p^2} \right) \sin(\omega_p t') \, dt', \quad (27)$$

$\omega_p = p \pi/t_l$, $w$ is a confined Gaussian window function [28] that fulfills $w(0) = w(t_l) = 0$. Without filtering, we have $\sin(0) = \sin(\omega_p t_l) = 0$ by construction, but this is no longer true for the filtered $f_p$, and therefore an additional window function was used. Expressions for $f_p(t)$ and $w(t)$ can be found in App. 14. The analytical expression for $f_p(t)$ was found not to be numerically stable for large $p$. Instead, we calculate $f_p(t)$ by the numerical integration [29] of Eq. (27).

Starting in state |0⟩, we maximize the fidelity

$$F = \text{tr}\left[ (\sigma_{1,1} \otimes \sigma_{2,0}) \hat{\rho}_s(t) \right], \quad (28)$$

at the final time $t = t_f$ as a function of the Fourier coefficients $a_p$ and $b_p$. Compared to the fidelity $F$ given by Eq. (28), the trace over the JQF is not performed, requiring it to be in the ground state |0⟩ at the end of the $\pi$-pulse. This is to ensure that the JQF does not disturb the state of AA by emitting a photon after the $\pi$-pulse is performed. The master equation (17) is be rewritten such that the elements of the density matrix $\hat{\rho}_s$ are arranged as a vector $\hat{\rho}_s$, resulting in $\hat{\rho}_s = L(t)\hat{\rho}_s$. In the same way, the matrix $M_F = \sigma_{1,1} \otimes \sigma_{2,0}$ is also written as a vector $M_F$, and hence we can write Eq. (28) as an inner product

$$\tilde{F} = M_F^\dagger \hat{\rho}_s(t). \quad (29)$$

We solve the master equation with the 4th order Runge-Kutta method and use the reverse mode automatic differentiation to calculate the gradient of Eq. (29).
FIG. 5. (a) Fidelity $\tilde{F} = 0.9993$. The choices of the 50 ns gate time and the required bandwidth $1/\sigma_1 \approx 126$ MHz are conservative. If the gate time is decreased, the fidelity decreases, but a larger bandwidth and amplitude of the pulses can enable high fidelity even for small gate times. Since it is possible to synthesize microwave pulses with bandwidths of several GHz $[36, 37]$, there is room for improvement for both the gate time and fidelity.

VI. CONCLUSION

We have shown theoretically that it is possible to construct a saturable Purcell filter using an artificial atom directly attached to the transmission line. This filter suppresses the Purcell decay when the control fields are absent and can be effectively switched off by saturation when the control fields are present. This allows both the control and measurement of the data artificial atom to be performed using a single transmission line while maintaining long coherence time. Our results can be used to decrease the number of needed transmission lines in superconducting quantum computers and other setups involving superconducting artificial atoms. Further reductions in the number of transmission lines could be achieved by combining saturable Purcell filters with the frequency multiplexing.
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Appendix A: Derivation of the master equation

In this appendix, we derive the master equation $[17]$, following Refs. $[10, 11, 17, 18]$. The Heisenberg equations of motion for the field operators are

$$
\dot{c}_\omega = -i\omega c_\omega - i \sum_{m=1}^{N} g_m(\omega)(O_m - O_m^\dagger) \tag{A1}
$$

with the solutions

$$
c_\omega(t) = c_\omega(0)e^{-i\omega t} - i \sum_{m=1}^{N} g_m(\omega)
\times \int_{0}^{t} \left( O_m(t-t') - O_m^\dagger(t-t') \right) e^{-i\omega t'} \, dt'. \tag{A2}
$$

Here and below, the indication of the time-dependence of the operators is omitted for brevity as long as it is of the
simple form: $c_{\omega}$ means $c_{\omega}(t)$ in the above expressions. Note that the term involving $O_{m}^{\dagger}$ is present, because the rotating wave approximation is not performed \[2\] in the Hamiltonian \[2\]. Once we calculate

$$c_{\omega} - c_{\omega}^{\dagger} = c_{\omega}(0)e^{-i\omega t} - c_{\omega}^{\dagger}(0)e^{i\omega t} - i \sum_{m=1}^{N} g_{m}(\omega) \times \left( \int_{0}^{t} \mathcal{O}_{m}(t-t') \left( e^{-i\omega t'} - e^{i\omega t'} \right) dt' \right)$$

$$- \int_{0}^{t} \mathcal{O}_{m}^{\dagger}(t-t') \left( e^{-i\omega t'} - e^{i\omega t'} \right) dt' \right), \tag{A3}$$

we see that terms arising from not performing the rotating wave approximation appear as additional $e^{\pm i\omega t}$ in the inner parentheses. These will allow us to extend the integrations over $\omega$ to the entire real line.

The expression for $c_{\omega} - c_{\omega}^{\dagger}$ is needed in the Heisenberg equation of motion for an arbitrary system operator $\mathcal{Q}$,

$$\dot{Q} = \frac{i}{\hbar}[H_{s}, \mathcal{Q}] + i \sum_{m=1}^{N} \int_{0}^{\infty} g_{m}(\omega) \times \left( [\mathcal{O}_{m}^{\dagger}, \mathcal{Q}] (c_{\omega} - c_{\omega}^{\dagger}) - (c_{\omega} - c_{\omega}^{\dagger}) [\mathcal{O}_{m}, \mathcal{Q}] \right) d\omega, \tag{A4}$$

written in the normal ordered form. When we insert Eq. \[A3\], the normal ordering becomes important. The integrations over $\omega$ are carried out first. We have

$$\int_{0}^{\infty} g_{m}(\omega) g_{n}(\omega) \left( e^{-i\omega t'} - e^{i\omega t'} \right) d\omega = \frac{i\pi G_{m} G_{n}}{2} \left( \delta(t' - \frac{x_{m} - x_{n}}{v_{g}}) + \delta(t' + \frac{x_{m} - x_{n}}{v_{g}}) \right) + \delta(t' - \frac{x_{m} + x_{n}}{v_{g}}) + \delta(t' + \frac{x_{m} + x_{n}}{v_{g}}) \right), \tag{A5}$$

where $\delta$ is the derivative of the Dirac delta function that has the property

$$\int_{0}^{t} \delta(t' - t_{x}) f(t - t') dt' = f(t - t_{x}), \tag{A6}$$

as long as $0 < t_{x} < t$, where $f$ is an arbitrary (operator-valued) function, and the integration limits are chosen as to be relevant to the present derivation. The case with $t_{x} = 0$ is defined with $f(t)/2$ on the right hand side of Eq. \[A5\]. Since $t_{x} = 0$ is equivalent to $x_{m}, x_{n} = 0$ in Eq. \[A5\], this case could also be addressed by setting $x_{m}, x_{n} = 0$ in the integral on the left hand side of Eq. \[A5\]. Thus,

$$\int_{0}^{t} \left( \delta(t' - \frac{x_{m} \pm x_{n}}{v_{g}}) + \delta(t' + \frac{x_{m} \pm x_{n}}{v_{g}}) \right) \frac{1}{2} \frac{\pi G_{m} G_{n}}{2} \mathcal{O}_{n}(t-t') dt' = \dot{\mathcal{O}}_{n} \left( t - \frac{|x_{m} \pm x_{n}|}{v_{g}} \right) \right), \tag{A7}$$

where $\theta_{H}$ is the Heaviside theta function.

Defining the noise operator

$$\mathcal{N}_{m} = \int_{0}^{\infty} g_{m}(\omega) c_{\omega}(0)e^{-i\omega t} d\omega, \tag{A8}$$

and applying the rotating wave approximation, we can write

$$\dot{\mathcal{Q}} = \frac{i}{\hbar}[H_{s}, \mathcal{Q}] + i \sum_{m=1}^{N} \left( [\mathcal{O}_{m}^{\dagger}, \mathcal{Q}] \mathcal{N}_{m} + \mathcal{N}_{m}^{\dagger} [\mathcal{O}_{m}, \mathcal{Q}] \right)$$

$$+ \sum_{m,n=1}^{N} \frac{i\pi G_{m} G_{n}}{2} \left( \mathcal{O}_{n} \left( t - \frac{|x_{m} - x_{n}|}{v_{g}} \right) \right)$$

$$+ \sum_{m,n=1}^{N} \frac{i\pi G_{m} G_{n}}{2} \left( \mathcal{O}_{n}^{\dagger} \left( t - \frac{|x_{m} - x_{n}|}{v_{g}} \right) \right) \mathcal{O}_{m}, \mathcal{Q}, \tag{A9}$$

where the Heaviside theta function factors resulting from Eq. \[A7\] are implicit. We make one more approximation by setting

$$\dot{\mathcal{O}}_{n}(t - t_{x}) \approx -i \sum_{j,j'} \omega_{n,j'j} C_{n,jj'} \sigma_{n,j'j} \left( t - t_{x} \right), \tag{A10}$$

where $\omega_{n,j'j} = \omega_{n,j'} - \omega_{n,j}$. This approximation can be viewed as applying Eq. \[A9\] and ignoring all the terms besides $\frac{i}{\hbar}[H_{s}, \mathcal{O}_{n}]$ due to the fact that the absolute frequencies $\omega_{n,j'j}$ are large compared to the couplings $G_{n}$. Thus, this is also a form of a rotating wave approximation.

In App. \[13\] equations of motion in the single-excitation subspace are derived from Eq. \[A9\] without any further approximations besides Eq. \[A10\]. For the master equation \[17\], Eq. \[A9\] needs to be approximated such that it becomes local in time, i.e. does not contain operators at previous times $t - |x_{m} \pm x_{n}|/v_{g}$. We use either approximation \[9\] or \[10\] together with the approximation \[A10\]. Additionally, we assume that the size of the ensemble is small, i.e., $|x_{m} \pm x_{n}|/v_{g}$ is short compared to the time scales of interest, and hence we set $\theta_{H}(t - |x_{m} \pm x_{n}|/v_{g}) = 1$ for all $t$.

Using the approximation \[9\], inserting $G_{m} = \sqrt{1/m/(2\pi\omega_{m})}$, identifying $\xi_{mn,j'j}$ given by Eq. \[13\] and $\mathcal{O}_{mn} = \sum_{j,j'} \xi_{mn,j'j} C_{n,jj'} \sigma_{n,j'j}$, we get

$$\dot{\mathcal{Q}} = \frac{i}{\hbar}[H_{s}, \mathcal{Q}] + i \sum_{m=1}^{N} \left( [\mathcal{O}_{m}^{\dagger}, \mathcal{Q}] \mathcal{N}_{m} + \mathcal{N}_{m}^{\dagger} [\mathcal{O}_{m}, \mathcal{Q}] \right)$$

$$+ \frac{1}{2} \sum_{m,n=1}^{N} \left( [\mathcal{O}_{m}^{\dagger}, \mathcal{Q}] \mathcal{O}_{mn} - \mathcal{O}_{mn}^{\dagger} [\mathcal{O}_{m}, \mathcal{Q}] \right) \right), \tag{A11}$$
The above equation with the drive approximation \[10\] is obtained by setting \(k_{n,j,j'} = k_{\omega_d}\) in Eq. \[18\]. Since the expectation values are the same in the Heisenberg and Schrödinger pictures, we have

\[
\langle Q \rangle = \text{tr}_s \text{tr}_f[Q \rho(0)] = \text{tr}_s[Q(0) \rho_s],
\]

where \(\text{tr}_s\) is the trace over the system (field) degrees of freedom, and \(\rho_s = \text{tr}_f[\rho]\). Taking the time derivative, we get

\[
\text{tr}_s \text{tr}_f[\dot{Q} \rho(0)] = \text{tr}_s[Q(0) \dot{\rho}_s].
\]

The above equation with the drive approximation \[m\] into the left hand side of Eq. \[13\]. The result is that the photon flux \(\dot{n}\) can then be rewritten in the form \(\text{tr}_s[Q(0)B]\), where \(B\) is some system operator expression. Using the right hand side of Eq. \[13\], the master equation is obtained as \(\dot{\rho}_s = B\).

For any system operator \(A\),

\[
\text{tr}_s \text{tr}_f[[A, Q] \rho(0)] = -\text{tr}_s[Q(0)[A(0), \rho]].
\]

In \(\text{tr}_s \text{tr}_f[[O_m, Q]N_m \rho(0)]\) and \(\text{tr}_s \text{tr}_f[N_m^\dagger [O_m, Q] \rho(0)]\), we assume that \(\rho(0) = \rho_s(0) \otimes \rho(0)\) with the state of the field \(\rho(0) = |\{\alpha_\omega\}\rangle \langle \{\alpha_\omega\}|\) being a multimode coherent state. This state can be written as the displaced vacuum state \(|\{\alpha_\omega\}\rangle = D(|\{\alpha_\omega\}\rangle)|\text{vac}\rangle\), where the displacement operator is

\[
D(|\{\alpha_\omega\}\rangle) = \exp \left( \int_0^\infty (\alpha_\omega c_\omega^\dagger (0) - \alpha_\omega^* c_\omega (0)) \ d\omega \right).
\]

We have

\[
c_\omega(0)|\{\alpha_\omega\}\rangle = \alpha_\omega|\{\alpha_\omega\}\rangle.
\]

To relate \(\alpha_\omega\) to the photon flux \(\hat{n}\), we define Fourier transformed operators \[38\]

\[
c_t = \frac{1}{\sqrt{2\pi}} \int_0^\infty c_\omega(0) e^{-i\omega t} \ d\omega,
\]

and then the photon flux is \(\hat{n} = \langle c_t^\dagger c_t \rangle = |\alpha_t|^2\), where

\[
\alpha_t = \frac{1}{\sqrt{2\pi}} \int_0^\infty \alpha_\omega e^{-i\omega t} \ d\omega.
\]

For the operators \[A8\], it holds that

\[
N_m|\{\alpha_\omega\}\rangle = \Omega_m e^{-i\omega_d t} |\{\alpha_\omega\}\rangle,
\]

where we have defined the Rabi frequency

\[
\Omega_m e^{-i\omega_d t} = \int_0^\infty g_m(\omega) \alpha_\omega e^{-i\omega t} \ d\omega.
\]

To go from Eq. \[A20\] to Eq. \[12\], a narrow-bandwidth approximation is made, \(g_m(\omega) \approx g_m(\omega_d)\), resulting in \(\Omega_m e^{-i\omega_d t} = \sqrt{2\pi} g_m(\omega_d) \alpha_t\). Since \(n = |\alpha_t|^2\), we set \(\alpha_t = \sqrt{n} e^{-i\omega_d t} e^{i\phi}\) for some phase \(\phi\), and then Eq. \[12\] is obtained. For the reflection coefficient calculations [Sec. IV and App. C], we also need to consider the case of the infinitely narrow bandwidth continuous wave input, where

\[
c_{\omega}(0)|\{\alpha_\omega\}\rangle = \sqrt{2\pi n} e^{i\phi} \delta(\omega - \omega_d)|\{\alpha_\omega\}\rangle.
\]

Using Eq. \[A19\], the terms \(\text{tr}_s \text{tr}_f[[O_m^\dagger, Q]N_m \rho(0)]\) and \(\text{tr}_s \text{tr}_f[N_m^\dagger [O_m, Q] \rho(0)]\) are simplified into the form where Eq. \[A13\] can be applied. These terms give rise to the drive Hamiltonian \[11\]. Together with the other terms rewritten either using either Eq. \[A14\] or in a similar way, we get the master equation

\[
\dot{\rho}_s = -\frac{i}{\hbar} [H_d + H_s, \rho_s] + \frac{1}{2} \sum_{m,n=1}^N \left( O_m \rho_s O_m^\dagger - O_m^\dagger O_m \rho_s \right) + \frac{1}{2} \sum_{m,n=1}^N \left( O_n \rho_s O_m^\dagger - \rho_s O_n^\dagger O_m \right).
\]

Transforming Eq. \[A22\] into the rotating frame with respect to the Hamiltonian \[13\] by substituting \(\rho_s = e^{-iH_0 t/\hbar} \rho_s e^{iH_0 t/\hbar}\) results in the master equation \[A17\] with

\[
\dot{H} = e^{iH_0 t/\hbar} (H_d + H_s) e^{-iH_0 t/\hbar} - H_0.
\]

Frequencies \(\omega_{0,m,j}\) in Eq. \[13\] are chosen such that \(\frac{\hbar}{\pi}[H_0, O_m] = -i\omega_d O_m\), and thus the factors \(e^{\pm i\omega_{0,m,j} t}\) in Eq. \[11\] are canceled. By inserting \(O_m = C_{m,j,j'} \sigma_{m,j,j'}\) into the rotating frame, the equivalent condition is

\[
\omega_{0,m,j} - \omega_{0,m,j'} = \omega_d
\]

for every \(C_{m,j,j'} \neq 0\). It is possible to satisfy this condition, since \(O_m\) is an annihilation operator, and hence \(C_{m,j,j'} \neq 0\) only if \(j\) and \(j'\) correspond to the eigenstates with excitation numbers \(N_{m,j}\) and \(N_{m,j'} = N_{m,j} + 1\), respectively. Thus, setting \(\omega_{0,m,j} = N_{m,j} \omega_d\) satisfies Eq. \[A24\]. With this choice, Eq. \[A23\] becomes Eq. \[14\].

**Appendix B: Delay differential equations for the decay**

In this appendix, we derive the model for the decay without the approximations \[9\] or \[10\] following the approach of Ref. \[10\]. In the single-excitation subspace, only 3 subsystem states are relevant: a single excitation in either AA, resonator, or JQF. Using the diagonal basis, the subsystem of AA and resonator is represented by the two eigenstates

\[
|1\rangle = \sin(\theta)|a_1\rangle|0_1\rangle - \cos(\theta)|b_1\rangle|0_1\rangle,
\]

\[
|2\rangle = \cos(\theta)|a_1\rangle|0_1\rangle + \sin(\theta)|b_1\rangle|0_1\rangle,
\]

where \(\theta = \frac{1}{2} \arg[(\omega_{t,1} - \omega_{s,1})/2 + ig_{r,1}]\). Eigenstates \(|0_1\rangle\) and \(|1\rangle\) are the same as the computational basis states...
We set the initial conditions $\tilde{\alpha}_{1,1}(0) = 1$, $\tilde{\alpha}_{1,2}(0) = \tilde{\alpha}_{2,1}(0) = 0$, $f_w(0) = 0$, and use the Euler method for the numerical solution. The Runge-Kutta method applied to the delay differential equations requires accurate interpolations between the time steps $\Delta t$. For the Euler method, if the delays $x_2/v_{g}$ are an integer multiple of the step size, no such interpolation is required. The drawback is a significantly larger number of time steps $N_t$ required to reach convergence. In Fig. 4b), we use $N_t = 10^{12}$. Compared to the master equation curves in Fig. 4a), the “steady-state” value in Fig. 4b) is shifted by about $2 \times 10^{-6}$, and the long-time decay rate is positive.

We consider the single-excitation state

$$|\psi(t)\rangle = \sum_{m,j} \alpha_{m,j}(t) \sigma_{m,j}(0) |\text{vac}\rangle + \int_{0}^{\infty} f_\omega(t) c_\omega^d(0) \mathrm{d}\omega |\text{vac}\rangle,$$

where $|\text{vac}\rangle = |0_1 \rangle |0_2 \rangle |\text{vac}_c\rangle$, and $|\text{vac}_c\rangle$ is the vacuum state for the transmission line. The equations of motion for the amplitudes $\alpha_{m,j}$ are found as

$$\dot{\alpha}_{m,j}(t) = \langle \text{vac} | \sigma_{m,j}(t) |\psi(t)\rangle.$$

Defining the inputs $f_{m,m}(t) = \int_{0}^{\infty} g_m(\omega) f_\omega(0) e^{-i\omega t} \mathrm{d}\omega$, slowly-varying quantities $\alpha_{m,j}(t) = \tilde{\alpha}_{m,j}(t)e^{-i\omega_{m,j} t}$ and $f_{m,m}(t) = f_{m,m}(t)e^{-i\omega_{m,m} t}$, and setting $x_1 = 0$ for simplicity, gives the delay differential equations.

$$\begin{align*}
\dot{\alpha}_{1,1}(t) &= -i(\omega_{1,1} - \omega_{a,1}) \tilde{\alpha}_{1,1}(t) - iC_{1,01}^* \tilde{f}_{1,in}(t) - |C_{1,01}|^2 \frac{\sqrt{\gamma_1}}{\omega_{1,1}} \tilde{\alpha}_{1,1}(t) - C_{1,02}^* C_{1,01} \frac{\sqrt{\gamma_1}}{\omega_{1,1}} \tilde{\alpha}_{1,2}(t) \\
\dot{\alpha}_{1,2}(t) &= -i(\omega_{1,2} - \omega_{a,1}) \tilde{\alpha}_{1,2}(t) - iC_{1,02}^* \tilde{f}_{1,in}(t) - |C_{1,02}|^2 \frac{\sqrt{\gamma_1}}{\omega_{1,1}} \tilde{\alpha}_{1,2}(t) - C_{1,02}^* C_{1,01} \frac{\sqrt{\gamma_1}}{\omega_{1,1}} \tilde{\alpha}_{1,1}(t) \\
\dot{\alpha}_{2,1}(t) &= -i(\omega_{2,1} - \omega_{a,1}) \tilde{\alpha}_{2,1}(t) - iC_{2,01}^* \tilde{f}_{2,in}(t) - |C_{2,01}|^2 \frac{\sqrt{\gamma_1}}{\omega_{2,1}} \tilde{\alpha}_{2,1}(t) + e^{2ik_{a,1}x_2} \tilde{\alpha}_{2,1}(t - 2x_2/v_g).
\end{align*}$$

where the appropriate Heaviside theta function factors on the delayed terms are implicit.

### Appendix C: Derivation of the reflection coefficient

In this appendix, we derive the input-output relations corresponding to the master equation (14). The voltage operator in the transmission line is

$$V(x) = -i \sqrt{\frac{\hbar Z_0}{\pi}} \int_{-\infty}^{\infty} \sqrt{\omega} (e^{\omega} - c_{\omega}^{d}) \cos(k_{\omega}x) \mathrm{d}\omega,$$

where $Z_0$ is the impedance of the transmission line. With the charge number operators $n_m \propto -i (C_m - O_m^*)$ for the subsystems attached to the transmission line, the above expression for $V(x)$ determines the interaction Hamiltonian $H_i \propto \sum_{m=1}^{N} V(x_m)n_m$, resulting in Eq. (2). This can be shown by performing the circuit quantization of the setup.

The voltage operator is split into the right-moving ($V_+$)
interacting creation or annihilation operators. I.e., we write
the delay differential equations (B6). In (b), and hence cannot be seen.
(b) The setup with a JQF corresponding to the dashed green curve of (a) calculated using the delay differential
equations (B6). In (b), \( F = |\alpha_{1,1}(t)|^2 \).

and left-moving \((V_-)\) parts, \( V(x) = V_+(x) + V_-(x) \), where

\[
V_\pm(x) = -i \sqrt{\frac{\hbar Z_0}{4\pi}} \int_0^\infty \sqrt{\omega}(c_\omega e^{\pm ik_\omega x} - c_\omega^\dagger e^{\mp ik_\omega x}) \, d\omega.
\]  

We have

\[
c_\omega e^{\pm ik_\omega x} - c_\omega^\dagger e^{\mp ik_\omega x} = c_\omega(0)e^{-i\omega t \pm ik_\omega x} - c_\omega^\dagger(0)e^{i\omega t \mp ik_\omega x} - i \sum_{m=1}^N g_m(\omega) \times \left( \int_0^t \mathcal{O}_m(t - t') \left( e^{-i\omega t' \pm ik_\omega x} - e^{i\omega t' \mp ik_\omega x} \right) \, dt' 
\right. 
- \left. \int_0^t \mathcal{O}_m^\dagger(t - t') \left( e^{-i\omega t' \pm ik_\omega x} - e^{i\omega t' \mp ik_\omega x} \right) \, dt' \right).
\]

The same comment about Eq. (A3) applies to Eq. (C3) — that additional terms are present due to not making the rotating wave approximation in the Hamiltonian (C2).

Only after calculating \( c_\omega e^{\pm ik_\omega x} - c_\omega^\dagger e^{\mp ik_\omega x} \), the resulting expression can be split into two parts involving either creation or annihilation operators. I.e., we write

\[
V_\pm(x) = V_{\pm}(x) + V_{\pm}^\dagger(x),
\]

where

\[
V_{\pm}(x) = V_{\pm,0}(x) \times \sqrt{\frac{\hbar Z_0}{4\pi}} \sum_{m=1}^N \mathcal{O}_m(t - t') \int_0^\infty \sqrt{\omega} g_m(\omega) \times \left( e^{-i\omega t' \pm ik_\omega x} - e^{i\omega t' \mp ik_\omega x} \right) \, d\omega \, dt',
\]

and

\[
V_{\pm,0}(x) = -i \sqrt{\frac{\hbar Z_0}{4\pi}} \int_0^\infty \sqrt{\omega} c_\omega(0)e^{-i\omega t \pm ik_\omega x} \, d\omega.
\]

The integral over \( \omega \) in Eq. (C4) is similar to the integral in Eq. (A4), and we get

\[
\int_0^\infty \sqrt{\omega} g_m(\omega) \left( e^{-i\omega t' \pm ik_\omega x} - e^{i\omega t' \mp ik_\omega x} \right) \, d\omega = i\pi G_m \left( \delta(t' + \frac{x - x_m}{v_g}) + \delta(t' - \frac{x + x_m}{v_g}) \right).
\]

While up to now the calculation for the right-moving and left-moving parts was symmetric, the asymmetry arises after the integration over \( t' \). Using Eq. (A6),

\[
\left. \begin{aligned}
\mathcal{V}_+(x) &= \mathcal{V}_{+,0}(x) - \sqrt{\frac{\hbar Z_0}{4\pi}} \sum_{m=1}^N (i\pi) G_m \\
& \times \left( \dot{\mathcal{O}}_m(t - \frac{x - x_m}{v_g}) \theta_H \left( t - \frac{x - x_m}{v_g} \right) \theta_H(x - x_m) \\
& + \dot{\mathcal{O}}_m(t - \frac{x + x_m}{v_g}) \theta_H \left( t - \frac{x + x_m}{v_g} \right) \theta_H(x - x_m). \right)
\end{aligned} \right\} (C7a)
\]

The right-moving part \( \mathcal{V}_+ \) has two types of contributions: those that are emitted directly to the right and those that are emitted to the left and then reflected from the boundary at \( x = 0 \). The left-moving part \( \mathcal{V}_- \) only has contributions from the emission directly to the left.

Under the approximations (A10) and (11),

\[
\left. \begin{aligned}
\mathcal{V}_+(x) &= \mathcal{V}_{+,0}(x) - \sqrt{\frac{\hbar Z_0}{4\pi}} \sum_{m=1}^N \sum_{j,j'} \pi_\omega m_{j,j'} G_m C_{m,j,j'} \\
& \times \sigma_{m,j,j'} \left( \theta_H(x - x_m)e^{ik_\omega(x - x_m)} + e^{ik_\omega(x + x_m)} \right),
\end{aligned} \right\} (C8a)
\]

\[
\left. \begin{aligned}
\mathcal{V}_-(x) &= \mathcal{V}_{-,0}(x) - \sqrt{\frac{\hbar Z_0}{4\pi}} \sum_{m=1}^N \sum_{j,j'} \pi_\omega m_{j,j'} G_m C_{m,j,j'} \\
& \times \sigma_{m,j,j'} \theta_H(x_m - x)e^{ik_\omega(x_m - x)},
\end{aligned} \right\} (C8b)
\]
The reflection coefficient is defined to be
\[ r = \frac{\text{tr}[V_+(x_N^+)] \rho}{\text{tr}[V_-(x_N^-)] \rho}, \] (C9)
where \( x_N^+ = x_N + \epsilon \) with \( \epsilon > 0 \) such that \( \epsilon \to 0 \) at the end of the calculation. We assume that the positions \( x_m \) are ordered such that they increase with increasing \( m \), and hence \( x_N^+ \) is the position just to the right of the last subsystem attached to the transmission line. Hence, \( V_-(x_N^+) = V_-(x_N^-) \). Using Eq. (A21), noting that due to Eq. (A21), we have \( \text{tr}[\sigma_{m,jj'}] \rho = \text{tr}[\sigma_{m,jj'}] \rho_x \exp(-i\omega_x t) \), and removing the overall propagation phase \( \exp(2i\omega_x x_N^+) \), the reflection coefficient
\[ r = 1 - i \sum_{m=1}^N \sum_{j,j'} \frac{\omega_{m,j} \omega_{m,j'}}{\sqrt{\omega_{w,m}}} \sqrt{\frac{\Gamma_m}{n}} C_{m,jj'} \times \text{tr}[\sigma_{m,jj'}] \rho_x \cos(\omega_x x_m) \exp(-i\omega_x t), \] (C10)
is obtained. Writing the photon flux \( \dot{n} \) in terms of the reference Rabi frequency \( \Omega \), using Eq. (12) with \( x_1 = 0 \), results in the expression (29) of the main text.

Appendix D: Optimal control

In this appendix, we give details about the optimal control used in Sec. 4 of the main text. The Gaussian-filtered Fourier component function (27) is given by
\[ f_p(t) = \sqrt{\frac{2}{\pi t}} \exp(-\omega_p^2 t^2/2) \left( \text{Re} \left( \exp(-i\omega_p t) \text{erf} \left( \frac{\sigma_p \omega_p + i t}{\sigma_1 \sqrt{2}} \right) \right) \right), \] (D1)
where \( \omega_p = p \pi / t_f \), and \( \text{erfi} \) is the imaginary error function. For large \( p \), this expression is a difference of two very large numbers and is numerically unstable. Instead, we use the numerical integration to evaluate Eq. (27). The window function in Eq. (26) is given by (28)
\[ w(t_n) = G(n) - G(-0.5)(G(n + L) + G(n - L)) \frac{G(-0.5 + L) + G(-0.5 - L)}{G(0.5 + L) + G(0.5 - L)}, \] (D2)
where \( L = N_t + 1 \) is the number of the time points (the interval \([0, t_f]\) is divided into \( N_t \) subintervals), and
\[ G(n) = \exp \left( -\frac{(n - 0.5 N_t)}{2L \sigma_w} \right)^2 \] (D3)
This expression fulfills \( w(0) = w(t_f) = 0 \) only approximately, but well enough that the deviation of \( \text{Re}[\Omega] \) and \( \text{Im}[\Omega] \) from zero at \( t = 0 \) and \( t = t_f \) is negligible (\( \sim 50 \text{ Hz in Fig. 3b} \)).

We solve the master equation in the vector form \( \dot{\rho}_N = L(t) \rho_N \) with the 4th order Runge-Kutta method. Defining \( \Delta t = t_i / N_t \), \( t_n = (\Delta t)n \), \( \rho_n = \rho_n(t_n) \), \( L_1 = L(t_n) \Delta t \), \( L_{2,n} = L(t_n + (\Delta t)/2) \Delta t \), \( L_{3,n} = L(t_n + (\Delta t)/2) \Delta t \), \( L_{4,n} = L(t_n + (\Delta t)) \Delta t \), it can be written
\[ \rho_{n+1} = L_{1,n} \rho_n, \] (D4a)
\[ \rho_{n+1} = L_{2,n} (\rho_n + \rho_{n+1/2}), \] (D4b)
\[ \rho_{n+1} = L_{3,n} (\rho_n + \rho_{n+1/2}), \] (D4c)
\[ \rho_{n+1} = L_{4,n} (\rho_n + \rho_{n+1}), \] (D4d)
\[ \rho_{n+1} = \rho_n + \rho_{n+1/2} + \rho_{n+1/3} + \rho_{n+1/4}. \] (D4e)
The reverse mode automatic differentiation applied to this algorithm requires storing or recomputing (during the backward propagation) the vectors \( \rho_n, \tilde{k}_1, \tilde{k}_2, \tilde{k}_3, \tilde{k}_4, \) and \( \tilde{k}_{n+1} \) for all \( n \). The vectors \( \rho_n \) can be recomputed after the forward propagation by applying the Runge-Kutta method backward in time, starting from \( \rho_N \). In our numerical simulations, we store as many of the vectors \( \rho_n \) as could be fit into memory, uniformly spaced over all the time indices \( n \). The vectors \( \rho_n \) between the stored ones are recomputed by applying the Runge-Kutta method backward in time. We find that this decreases the numerical error due to inexact recomputation of the vectors \( \rho_n \).

The vectors \( \tilde{k}_1, \tilde{k}_2, \tilde{k}_3, \) and \( \tilde{k}_4, \) are always recomputed but in an indirect way. We rewrite Eqs. (D4) into the form
\[ \tilde{\rho}_{n+1} = K_n \tilde{\rho}_n, \] (D5)
where
\[ K_n = I + \frac{1}{6} L_{1,n} + \frac{1}{3} \left( L_{2,n} + \frac{1}{2} L_{2,n} \right) L_{1,n} \]
\[ + \frac{1}{3} \left( L_{2,n} + \frac{1}{2} L_{2,n} L_{2,n} + \frac{1}{4} L_{2,n} L_{2,n} \right) \]
\[ + \frac{1}{6} \left( L_{3,n} + L_{3,n} L_{2,n} + \frac{1}{4} L_{3,n} L_{2,n} L_{2,n} \right) \]
\[ + \frac{1}{4} L_{3,n} L_{2,n} L_{2,n} L_{1,n}, \] (D6)
and apply the reverse mode automatic differentiation on this form.

The gradient of Eq. (29) at the final time \( t = t_f \) is then
\[ \frac{\partial \tilde{\rho}}{\partial a_p} = L_{1,f} \frac{\partial \tilde{\rho}_N}{\partial a_p}, \quad \frac{\partial \tilde{\rho}}{\partial b_p} = L_{1,f} \frac{\partial \tilde{\rho}_N}{\partial b_p}, \] (D7)
where
\[ \frac{\partial \tilde{\rho}_n}{\partial a_p} = \frac{\partial K_{n-1}}{\partial a_p} \tilde{\rho}_{n-1} + K_{n-1} \frac{\partial \tilde{\rho}_{n-1}}{\partial a_p}, \] (D8a)
\[ \frac{\partial \tilde{\rho}_n}{\partial b_p} = \frac{\partial K_{n-1}}{\partial b_p} \tilde{\rho}_{n-1} + K_{n-1} \frac{\partial \tilde{\rho}_{n-1}}{\partial b_p}. \] (D8b)
By substituting these equations into themselves for all \( n \) and defining the initial value \( \chi_{N_t} = M_t^\dagger \) and the adjoint equation

\[
\frac{\partial \tilde{F}}{\partial a_p} = \sum_{n=1}^{N_t} \chi_n \frac{\partial K_{n-1}}{\partial a_p} \tilde{\rho}_{n-1}, \tag{D10a}
\]

\[
\frac{\partial \tilde{F}}{\partial b_p} = \sum_{n=1}^{N_t} \chi_n \frac{\partial K_{n-1}}{\partial b_p} \tilde{\rho}_{n-1}, \tag{D10b}
\]

we end up with

\[
\frac{\partial \tilde{F}}{\partial a_p} = \sum_{n=1}^{N_t} \chi_n \frac{\partial K_{n-1}}{\partial a_p} \tilde{\rho}_{n-1}, \tag{D9}
\]

where the sums are can be efficiently evaluated by starting with \( n = N_t \) and propagating \( \chi_n \) backward using Eq. (D9). We give more details below, but first we summarize the entire procedure:

1. Propagate forward using Eqs. (D14), saving as many of the intermediate values \( \tilde{\rho}_{n-1} \), as can be fit into memory.
2. Initialize \( n = N_t \), and use \( \chi_{N_t} = M_t^\dagger \).
3. If \( \tilde{\rho}_{n-1} \) is not stored in memory, calculate it by propagating Eqs. (D14) backward in time, otherwise use the stored \( \tilde{\rho}_{n-1} \).
4. Evaluate the scalars given by Eqs. (D14).
5. Add contributions from this to the gradient using Eqs. (D15) for all \( a_p \) and \( b_p \).
6. Calculate \( \chi_{n-1} \) using Eq. (D17).
7. If \( n > 0 \), go to step 3 replacing \( n \) with \( n - 1 \). Otherwise, stop.

The above procedure needs a constant number of the computationally expensive matrix-vector multiplications for every time index \( n \), independent of the number of the parameters \( a_p \) and \( b_p \).

To derive the expressions for the above procedure, we first note that

\[
(\Delta t) \frac{\partial L(t)}{\partial a_p} = \frac{\partial \text{Re}[\Omega]}{\partial a_p} (t) T_{\text{Re}}, \tag{D11a}
\]

\[
(\Delta t) \frac{\partial L(t)}{\partial b_p} = \frac{\partial \text{Im}[\Omega]}{\partial b_p} (t) T_{\text{Im}}, \tag{D11b}
\]

where, assuming that the density matrix is written as a vector in the row-major form (i.e., \( \rho_{1,1} = (\tilde{\rho}_{k})_{N_t+1} \), \( N_t \) is the Hilbert space basis size, and \( 0 \leq l, l' \leq N_b - 1 \),

\[
T_{\text{Re}} = -\frac{i}{\hbar} (\Delta t) (\hat{H}_{d,\text{Re}} \otimes I - I \otimes \hat{H}_{d,\text{Re}}^T), \tag{D12a}
\]

\[
T_{\text{Im}} = \frac{i}{\hbar} (\Delta t) (\hat{H}_{d,\text{Im}} \otimes I - I \otimes \hat{H}_{d,\text{Im}}^T), \tag{D12b}
\]

and \( \hat{H}_{d,\text{Re}}, \hat{H}_{d,\text{Im}} \) are given by Eqs. (10). We define the following temporary vectors

\[
\tilde{l}_{0,n} = T_{\text{Re}} \tilde{\rho}_n, \quad \tilde{l}_{n} = L_{1,n} \tilde{\rho}_n, \tag{D13a}
\]

\[
\tilde{l}_{2,n} = L_{2,n} \tilde{\rho}_n, \quad \tilde{l}_{5,n} = T_{\text{Re}} \tilde{l}_{1,n}, \tag{D13b}
\]

\[
\tilde{l}_{4,n} = T_{\text{Re}} \tilde{l}_{2,n}, \quad \tilde{l}_{5,n} = L_{2,n} \tilde{l}_{0,n}, \tag{D13c}
\]

\[
\tilde{l}_{6,n} = L_{2,n} \tilde{l}_{1,n}, \quad \tilde{l}_{7,n} = L_{2,n} \tilde{l}_{3,n}, \tag{D13d}
\]

\[
\tilde{l}_{8,n} = L_{2,n} \tilde{l}_{5,n}, \quad \tilde{l}_{9,n} = T_{\text{Re}} \tilde{l}_{6,n}; \tag{D13e}
\]

\[
\tilde{m}_{0,n} = T_{\text{Im}} \tilde{l}_{n}, \quad \tilde{m}_{1,n} = L_{1,n} \tilde{\rho}_n, \tag{D13f}
\]

\[
\tilde{m}_{2,n} = L_{2,n} \tilde{\rho}_n, \quad \tilde{m}_{3,n} = T_{\text{Im}} \tilde{m}_{1,n}, \tag{D13g}
\]

\[
\tilde{m}_{4,n} = T_{\text{Im}} \tilde{m}_{2,n}, \quad \tilde{m}_{5,n} = L_{2,n} \tilde{m}_{0,n}, \tag{D13h}
\]

\[
\tilde{m}_{6,n} = L_{2,n} \tilde{m}_{1,n}, \quad \tilde{m}_{7,n} = L_{2,n} \tilde{m}_{3,n}, \tag{D13i}
\]

\[
\tilde{m}_{8,n} = L_{2,n} \tilde{m}_{5,n}, \quad \tilde{m}_{9,n} = T_{\text{Im}} \tilde{m}_{6,n}; \tag{D13j}
\]

and scalars

\[
S_{1,n,\text{Re}} = \chi_n \left( \frac{1}{6} l_{0,n-1} + \frac{1}{6} l_{5,n-1} + \frac{1}{12} l_{8,n-1} + \frac{1}{24} L_{3,n-1} l_{8,n-1} \right), \tag{D14a}
\]

\[
S_{2,n,\text{Re}} = \chi_n \left( \frac{2}{3} l_{0,n-1} + \frac{1}{6} l_{3,n-1} + \frac{1}{6} l_{4,n-1} + \frac{1}{6} l_{5,n-1} + \frac{1}{12} l_{9,n-1} + \frac{1}{12} l_{7,n-1} \right) \tag{D14b}
\]

\[
+ \frac{1}{6} L_{3,n-1} \left( \frac{1}{2} l_{0,n-1} + \frac{1}{2} l_{4,n-1} + \frac{1}{2} l_{5,n-1} + \frac{1}{4} l_{9,n-1} + \frac{1}{4} l_{7,n-1} \right), \tag{D14b}
\]

\[
S_{3,n,\text{Re}} = \chi_n \left( \frac{1}{6} l_{0,n-1} + \frac{1}{6} l_{4,n-1} + \frac{1}{12} T_{\text{Re}} L_{2,n-1} \left( l_{2,n-1} + \frac{1}{2} l_{6,n-1} \right) \right), \tag{D14c}
\]

\[
S_{1,n,\text{Im}} = \chi_n \left( \frac{1}{6} \tilde{m}_{0,n-1} + \frac{1}{6} \tilde{m}_{5,n-1} + \frac{1}{12} \tilde{m}_{8,n-1} + \frac{1}{24} L_{3,n-1} \tilde{m}_{8,n-1} \right), \tag{D14d}
\]

\[
S_{1,n,\text{Re}} = \chi_n \left( \frac{1}{6} l_{0,n-1} + \frac{1}{6} l_{5,n-1} + \frac{1}{12} l_{8,n-1} + \frac{1}{24} L_{3,n-1} l_{8,n-1} \right), \tag{D14a}
\]
The above definitions allow us to write
\begin{align}
S_{2,n,\text{Im}} &= \chi_n \left( \frac{2}{3} \tilde{m}_{0,n-1} + \frac{1}{6} \tilde{m}_{3,n-1} + \frac{1}{6} \tilde{m}_{4,n-1} + \frac{1}{6} \tilde{m}_{5,n-1} + \frac{1}{12} \tilde{m}_{9,n-1} + \frac{1}{12} \tilde{m}_{7,n-1} \right) \\
&\quad + \frac{1}{6} L_{3,n-1} \left( \tilde{m}_{0,n-1} + \frac{1}{2} \tilde{m}_{4,n-1} + \frac{1}{2} \tilde{m}_{5,n-1} + \frac{1}{4} \tilde{m}_{9,n-1} + \frac{1}{4} \tilde{m}_{7,n-1} \right), \\
S_{3,n,\text{Im}} &= \chi_n \left( \frac{1}{6} \tilde{m}_{0,n-1} + \frac{1}{6} \tilde{m}_{4,n-1} + \frac{1}{12} T_{\text{Re}} L_{2,n-1} \left( \tilde{m}_{2,n-1} + \frac{1}{2} \tilde{m}_{6,n-1} \right) \right),
\end{align}

(D14e)

The backward propagation in Eq. (D9) can also be written explicitly. Define
\begin{align}
\tilde{\mu}_{1,n} &= L_{2,n-1}^{\dagger} \tilde{x}_{n}, \\
\tilde{\mu}_{2,n} &= L_{3,n-1}^{\dagger} \tilde{x}_{n}, \\
\tilde{\mu}_{3,n} &= L_{2,n-1}^{\dagger} \tilde{\mu}_{1,n}, \\
\tilde{\mu}_{4,n} &= L_{3,n-1}^{\dagger} \tilde{\mu}_{2,n}, \\
\tilde{\mu}_{5,n} &= L_{2,n-1}^{\dagger} \tilde{\mu}_{3,n}.
\end{align}

(D16a)

(D16b)

(D16c)

Then
\begin{align}
\tilde{x}_{n-1} &= \tilde{x}_{n} \\
&\quad + L_{1,n}^{\dagger} \left( \frac{1}{6} \tilde{\mu}_{1,n} + \frac{1}{6} \tilde{\mu}_{3,n} + \frac{1}{12} \tilde{\mu}_{5,n} \right) \\
&\quad + \frac{2}{3} \tilde{\mu}_{1,n} + \frac{1}{6} \tilde{\mu}_{2,n} + \frac{1}{6} \tilde{\mu}_{3,n} + \frac{1}{6} \tilde{\mu}_{4,n} + \frac{1}{12} \tilde{\mu}_{5,n}.
\end{align}

(D17)
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