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Abstract

Sequencing-based technologies provide an abundance of high-dimensional biological datasets with skewed and zero-inflated measurements. Classification of such data with linear discriminant analysis leads to poor performance due to the violation of the Gaussian distribution assumption. To address this limitation, we propose a new semiparametric discriminant analysis framework based on the truncated latent Gaussian copula model that accommodates both skewness and zero inflation. By applying sparsity regularization, we demonstrate that the proposed method leads to the consistent estimation of classification direction in high-dimensional settings. On simulated data, the proposed method shows superior performance compared to the existing method. We apply the method to discriminate healthy controls from patients with Crohn’s disease based on microbiome data and to identify genera with the most influence on the classification rule.
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1 Introduction

Linear discriminant analysis (LDA) is a popular classification method due to its simple linear classification rule and Bayes optimality under the assumption that each class population is Gaussian with equal covariance matrix but different means. However, the complexity of modern high-dimensional data raises many challenges in application of classical LDA. For example, microbiome and single-cell RNA sequencing data not only contain a large number of variables relative to sample size, but also are highly skewed and zero-inflated (Silverman et al., 2020). In our motivating example of microbiome data from Vandeputte et al. (2017), we are interested in discriminating $n_1 = 29$ patients with Crohn’s disease from $n_2 = 106$ healthy controls based on $p = 101$ genera, and identifying key genera that affect the classification rule. First, a large number of genera relative to sample size makes standard LDA suffer in terms of interpretation and accuracy, as it performs no variable selection and the sample covariance matrix becomes close to singular (Bickel and Levina, 2004). Second, the advantages of LDA under the Gaussian assumption – simple linear classification rule and Bayes optimality – can clearly not be transferred to skewed and zero-inflated data. Since LDA is very sensitive to outliers (Hastie et al., 2009), large measurement values due to skewness and large proportions of zeros can significantly bias LDA parameter estimates leading to inaccurate classification.

There is a rich body of work extending classical LDA to high-dimensional settings. A common approach is to add regularization to the classification direction vector, e.g., the $\ell_2$ regularization (Guo et al., 2007) or the $\ell_1$ regularization (Witten and Tibshirani, 2011; Mai et al., 2012; Gaynanova et al., 2016). An alternative approach is to consider data piling phenomenon in high dimensions, that is that observations from each class can be projected to a single point. Ahn and Marron (2010) estimate classification direction by maximizing the distance between data piling sites, and Lee et al. (2013) regularize the degree of data piling. While these approaches improve accuracy of LDA in the presence of larger number of variables, they still rely on assumption of Gaussian distribution, leading to poor performance in the presence of skewness and zero-inflation. Several works consider relaxations of the Gaussian assumption. Ahn et al. (2021) consider an alternative trace ratio formulation of Fisher’s LDA, which is more robust to violations of Gaussianity than standard LDA.
Clemmensen et al. (2011) model each class as a mixture of Gaussian distributions with subclass-specific means and common covariance matrices. Witten (2011) and Dong et al. (2016) consider extensions of LDA model for RNA-seq data based on Poisson distribution and negative binomial distribution, respectively. Hernández and Velilla (2005) consider a fully nonparametric approach with kernel LDA. Lapanowski and Gaynanova (2019) consider optimal scoring formalization of kernel LDA with sparsity regularization. These methods, although useful for high-dimensional data, are still not fully tailored for skewness and zero-inflation.

In this work, we aim to simultaneously address the issues of high-dimensionality, skewness and zero-inflation in the LDA context. We propose to achieve this by formulating a new semiparametric LDA model via the truncated latent Gaussian copula designed for zero-inflated data (Yoon et al., 2020). Latent Gaussian copula models provide an elegant framework for the analysis of non-Gaussian data of (possibly) mixed types, such as skewed continuous (Liu et al., 2009), binary (Fan et al., 2017), ordinal (Quan et al., 2018; Feng and Ning, 2019), and zero-inflated (Yoon et al., 2020). These models capture dependencies among variables via the latent correlation matrix, which can be consistently estimated by inverting a bridge function that connects latent correlations to a rank-based measure of association (Kendall’s τ). Subsequently, these models have been used for graphical model estimation (Fan et al., 2017; Feng and Ning, 2019; Yoon et al., 2019) and canonical correlation analysis (Yoon et al., 2020) with non-Gaussian data. However, the use of latent Gaussian copulas in classification context has been limited. The existing approaches (Lin and Jeon, 2003; Han and Liu, 2014) are restricted to continuous data type, treating zeros as absolute. Furthermore, since standard LDA model assumes class-specific means, but the means are not identifiable under the Gaussian copula, Han et al. (2013) and Lin and Jeon (2003) enforce identifiability by enforcing marginal transformations to preserve means and variances between the observed and the latent Gaussian variables. Consequently, these approaches still rely on observation-level moment estimates, which are sensitive to zero inflation and outliers.

There are two major difficulties in adopting the truncated Gaussian copula model of Yoon et al. (2020) for LDA setting. The first difficulty is the identifiability of mean and variance parameters as described above, since the copula model is invariant under shifting and scaling of the bijective
marginal transformations. Secondly, the aforementioned unsupervised problems – graphical model estimation and canonical correlation analysis – only require a consistent estimator of latent correlation matrix. In contrast, LDA encompasses both estimations of classification direction (based on latent Gaussian level) and prediction of class labels on new data (observed at non-Gaussian level), thus requiring mapping of observed data to the latent level. This is a particularly challenging task for zero-inflated data, as the mapping from observed zeros to underlying latent Gaussian variables is not one to one.

To address the identifiability difficulty, we consider a joint mixed binary-truncated copula model, where the class label is treated as dichotomized latent Gaussian variable, and zero-inflated measurements follow the truncated Gaussian copula. The joint framework encapsulates all relationships between the class label and covariates via joint latent correlation matrix. Unlike Lin and Jeon (2003); Han and Liu (2014), our approach does not require marginal transformations to be mean and variance preserving, and consequently we do not rely on observation-level moment estimates. The optimal classification direction depends only on the joint latent correlation matrix. Furthermore, by adapting $\ell_1$-regularization, we prove that this classification direction can be estimated consistently in high-dimensional settings with the same rate as in sparse linear regression (Bickel et al., 2009). This is a non-trivial result as direct application of element-wise consistency of rank-based estimator of joint latent correlation matrix (Yoon et al., 2020) leads to suboptimal rate. To our knowledge, the closest result is obtained by Barber and Kolar (2018) for continuous Gaussian copula. However, their proof takes advantage of the closed form of the inverse bridge function. Due to significant complexity of bridge function in truncated case (Yoon et al., 2020), its inverse is not available in closed form, presenting significant new challenges for theoretical analyses.

To address the difficulty of predicting classes based on observed non-Gaussian data, we derive the posterior class probabilities conditional on observed measurements (zeros and non-zeros). We demonstrate that these probabilities can be computed using the truncated Gaussian distribution. Furthermore, we derive a Taylor approximation of the posterior probabilities that leads to a simple classification rule where the latent measurements corresponding to zeros are substituted with their conditional expectations.
In summary, our main contributions are: (a) a new LDA framework for skewed and zero-inflated data based on semiparametric mixed binary-truncated latent Gaussian copula model; (b) theoretical guarantees that the proposed framework leads to consistent estimation of classification direction in high-dimensional settings; (c) a principled approach for assigning class labels to observed zero-inflated data with non-unique mapping to latent space; (d) superior classification accuracy compared to existing methods on simulated data and microbiome data of Vandeputte et al. (2017).

The rest of the paper is organized as follows. In Section 2, we introduce the proposed classification model and describe the estimation procedures. In Section 3, we show the consistency of the estimated classification direction. In Section 4, we evaluate the classification accuracy of the proposed method with simulated datasets. In Section 5, we apply the proposed method to the quantitative microbiome dataset (Vandeputte et al., 2017) to discriminate healthy controls from patients with Crohn’s disease. In Section 6, we conclude the paper with a brief discussion.

2 Methodology

In Section 2.1, we define notations that are used throughout the paper. In Section 2.2, we propose a semiparametric linear classification model based on latent Gaussian copula after reviewing the probit regression model and its latent variable formulation. In Section 2.3, we derive the posterior probability under the proposed model and provide the Bayes classification rule.

2.1 Notation

For a vector $a \in \mathbb{R}^p$, we denote the $\ell_q$-norm, $q \in [0, \infty)$, by $\|a\|_q = (\sum_{j=1}^p |a_j|^q)^{1/q}$ and the $\ell_\infty$-norm by $\|a\|_\infty = \max_{1 \leq j \leq p} |a_j|$. For two vectors with the same size, $a, b \in \mathbb{R}^p$, we write $a < b$ to denote element-wise inequalities such that $a_j < b_j$, $\forall j = 1, \ldots, p$. For a matrix $A \in \mathbb{R}^{n \times p}$, $\|A\|_\infty = \max_{j,k} |a_{jk}|$ denotes its $\ell_\infty$-norm, and for a square matrix $C \in \mathbb{R}^{p \times p}$, $|C|$ denotes its determinant. For two matrices with the same size, $A, B \in \mathbb{R}^{n \times p}$, $A \odot B$ denotes the Hadamard product defined as $A \odot B = [a_{jk}b_{jk}] \in \mathbb{R}^{n \times p}$. For two functions $f$ and $g$, we denote their composite function by $f \circ g = f(g(x))$. We let $1(\cdot)$ denote the indicator function taking the value 1 when its argument is true and 0 otherwise. For a sequence of random variables, $X_1, \ldots, X_n, \ldots$, we write
\( X_n = O_p(a_n) \) if, for any \( \varepsilon > 0 \), there exists \( M, N > 0 \) such that \( \Pr(\lvert x_n/a_n \rvert > M) < \varepsilon \) for all \( n > N \). We let \( \Phi_d(a_1, \ldots, a_d; \Sigma) \) and \( \Phi(\cdot) \) respectively denote the \( d \)-dimensional standard Gaussian distribution function with the correlation matrix \( \Sigma \) evaluated at \( (a_1, \ldots, a_d)^T \) and the univariate standard Gaussian distribution function, respectively. We use \( C, C_1, \ldots \) to denote generic constants that do not depend on the sample size \( n \), dimension \( p \), and model parameters.

**2.2 Model**

Let \( Y \in \{0, 1\} \) be a random variable corresponding to class label and \( x = (X_1, \ldots, X_p)^T \in \mathbb{R}^p \) be a random vector of covariates. To accommodate possibly skewed and zero-inflated \( x \), we propose to model \( x \) using truncated latent Gaussian copula of Yoon et al. (2020). We first review standard Gaussian copula model, which is also referred to as nonparanormal (NPN) model (Liu et al., 2009).

**Definition 1** (Gaussian copula model). A random vector \( x \in \mathbb{R}^p \) satisfies the Gaussian copula model if there exist strictly increasing transformations \( \{f_j\}_{j=1}^p \) such that \( (Z_1, \ldots, Z_p)^T = (f_1(X_1), \ldots, f_p(X_p))^T \sim N_p(0, \Sigma) \), where \( \Sigma \) is a correlation matrix. We write \( x \sim \text{NPN}(0, \Sigma, f) \).

While Gaussian copula model can accommodate skewness through transformation functions \( \{f_j\}_{j=1}^p \), it does not allow zero-inflated variables. The model of Yoon et al. (2020) allows for both zero-inflation and skewness through the following extra truncation step.

**Definition 2** (Truncated Gaussian copula model). A random vector \( x \in \mathbb{R}^p \) satisfies the truncated latent Gaussian copula model if there exist a random vector \( x^* \sim \text{NPN}(0, \Sigma, f) \) and constants \( D_j, j = 1, \ldots, p \), such that \( X_j = 1(X_j^* > D_j)X_j^* \).

Combining the truncated Gaussian copula model for \( x \) with the latent Gaussian copula model for binary variable (Fan et al., 2017) leads to the joint model for the class assignment \( Y \) and covariates \( x \).

**Definition 3** (Latent Gaussian copula model for mixed binary-truncated data). A random vector \( (Y, x^T)^T \in \{0, 1\} \times \mathbb{R}^p \) satisfies the latent Gaussian copula model for mixed binary-truncated data
if there exist a random vector \((X_0^*, x^*) \sim \text{NPN}(0, \Sigma, f)\) and constants \(D_j, \ j = 0, \ldots, p\), such that

\[
\begin{align*}
Y &= 1(X_0^* > D_0), \\
X_j &= 1(X_j^* > D_j)X_j^*, \quad j = 1, \ldots, p.
\end{align*}
\]

(1)

A special case is \(D_j = -\infty, \ j = 1, \ldots, p\), in which \(x^*\) follows standard Gaussian copula (without truncation). Thus model (1) can also be used in binary classification settings with skewed (not necessarily zero-inflated) \(x\).

The Bayes classification rule assigns a new observation \(x\) to class 1 if \(\mathbb{P}(Y = 1|\mathbf{x}) > \mathbb{P}(Y = 0|\mathbf{x})\), and to class 0, otherwise. In the model (1), the class label \(Y\) depends on the covariates \(x\) through underlying joint latent correlation matrix \(\Sigma\). Due to the latent Gaussian layer, the conditional probability \(\mathbb{P}(Y = 1|\mathbf{x})\) under the model (1) is closely connected to probit regression model as we demonstrate below.

### 2.3 Classification rule

The probit regression model is given by \(\mathbb{P}(Y = 1|\mathbf{x}) = \Phi(\beta_0 + \beta^\top x)\), where \(\beta_0 \in \mathbb{R}\) and \(\beta \in \mathbb{R}^p\) are the intercept and regression coefficient, respectively. Under this model, the Bayes classifier is \(\delta(x) = 1(\beta_0 + \beta^\top x > 0)\). We show that the Bayes classifier under the model (1) takes a similar form with appropriate choices of \(\beta_0\) and \(\beta\).

First, consider the special case, where \(D_j = -\infty, \ j = 1, \ldots, p\); that is, \(x^*\) follows standard Gaussian copula (without truncation). By the definition, there exists latent Gaussian vector \((Z_y, Z_1, \ldots, Z_p) \sim N_{1+p}(0, \Sigma)\) such that \(Y = 1(X_0 > D_0) = 1(Z_y > \Delta_y), \ \Delta_y = f_0(D_0)\), and \(X_j = f_j^{-1}(Z_j)\). Let \(z = (Z_1, \ldots, Z_p)^\top\). Since \(f_j\)'s are strictly increasing, it follows that

\[
\mathbb{P}(Y = 1|\mathbf{x}) = \mathbb{P}(Z_y > \Delta_y|z).
\]

Divide the correlation matrix \(\Sigma\) into blocks corresponding to the latent \(Z_y\) and covariates \(z\) so that \(\text{Cov}(Z_y, z) = \Sigma_{21}^\top\) and \(\text{Cov}(z) = \Sigma_{22}\). By properties of the multivariate Gaussian distribution,
\(Z_y|z \sim N(\beta^\top z, v^2)\), where \(\beta^* = \Sigma_{22}^{-1} \Sigma_{21}\) and \(v^2 = 1 - \Sigma_{21}^\top \Sigma_{22}^{-1} \Sigma_{21}\). Hence,

\[
P(Y = 1|x) = P(Z_y > \Delta_y|z) = P \left( \frac{Z_y - \beta^\top z}{v} > \frac{\Delta_y - \beta^*\top z}{v} \right) = \Phi \left( \frac{\beta^*\top z - \Delta_y}{v} \right).
\]

Accordingly, since \(z = (f_1(X_1), \ldots, f_p(X_p))^\top = f(x)\), we have the same linear Bayes classifier as the probit model, \(\delta(x) = 1(\beta^*\top f(x) - \Delta_y > 0)\) with \(\beta_0 = -\Delta_y\) and \(\beta = \beta^* = \Sigma_{22}^{-1} \Sigma_{21}\).

Now, consider the general truncated case of model (1). Then \(X_j = 1(Z_j > \Delta_j)f_j^{-1}(Z_j)\) with \(\Delta_j = f_j(D_j), \ j = 1, \ldots, p\). For a new vector of covariates \(x \in \mathbb{R}^p\), let \(x_t \in \mathbb{R}^{p_t}\) and \(x_o \in \mathbb{R}^{p_o}\) be the subvectors with truncated and observed realizations, respectively, where \(p_t + p_o = p\). Likewise, let \(z_t\) and \(z_o\) be the corresponding latent Gaussian vectors, and \(\Delta_t\) and \(\Delta_o\) be the corresponding threshold vectors. Then it follows that

\[
P(Y = 1|x) = P(Z_y > \Delta_y|z_o, z_t < \Delta_t).
\]

Since \(Z_y|z \sim N(\beta^\top z, v^2)\) as before, the posterior probability can be written as

\[
P(Z_y > \Delta_y|z_o, z_t < \Delta_t) = \{P(z_t < \Delta_t|z_o)\}^{-1} \int_{\Delta_y}^{\infty} \int_{z_t < \Delta_t} p(z_y, z_t|z_o)dz_tdz_y
\]

\[
= \{P(z_t < \Delta_t|z_o)\}^{-1} \int_{z_t < \Delta_t} \left\{ \int_{\Delta_y}^{\infty} p(z_y|z_t, z_o)dz_y \right\} p(z_t|z_o)dz_t
\]

\[
= \{P(z_t < \Delta_t|z_o)\}^{-1} \int_{z_t < \Delta_t} \Phi \left( \frac{\beta_t^\top z_t + \beta_o^\top z_o - \Delta_y}{v} \right) p(z_t|z_o)dz_t
\]

\[
= \mathbb{E} \left\{ \Phi \left( \frac{\beta_t^\top z_t + \beta_o^\top z_o - \Delta_y}{v} \right) \right\} , \quad (2)
\]

where the expectation is over the multivariate Gaussian distribution of \(z_t\) given \(z_o\) truncated to the region \(\{a \in \mathbb{R}^{p_t}|a < \Delta_t\}\). If the expectation (2) is larger than 0.5, the Bayes classification rule assigns a new observation \(x\) to class 1, otherwise it assigns it to class 0.

Unfortunately, the expectation above has no closed form. We propose two approaches to address this difficulty as follows. First, we can sample \(z_t\) from the multivariate truncated Gaussian
distribution and approximate the posterior probability using the Monte-Carlo method as

$$\Pr(Y = 1 | x) = \mathbb{E}\left\{ \Phi \left( \frac{\beta_t^* z_t + \beta_o^* z_o - \Delta_y}{v} \right) \bigg| z_o, z_t < \Delta_t \right\} \approx \frac{1}{S} \sum_{s=1}^{S} \Phi \left( \frac{\beta_t^* z_t^{(s)} + \beta_o^* z_o - \Delta_y}{v} \right) ,$$

(3)

where \( \{z_t^{(s)}\}_{s=1}^{S} \) is an independent sample from the \( p_t \)-variate truncated Gaussian. This approach, however, is computationally demanding, and makes the classification rule dependent on the scaling factor \( v \) (recall that the classification rules of probit and standard Gaussian copula model do not depend on \( v \)). As an alternative, we consider the first-order Taylor approximation of the expectation around the mean \( \mu_t = \mathbb{E}(z_t | z_o, z_t < \Delta_t) \), which leads to (see Appendix A.1 for derivation),

$$\Pr(Y = 1 | x) = \mathbb{E}\left\{ \Phi \left( \frac{\beta_t^* z_t + \beta_o^* z_o - \Delta_y}{v} \right) \bigg| z_o, z_t < \delta_t \right\} \approx \Phi \left( \frac{\beta_t^* \mu_t + \beta_o^* z_o - \Delta_y}{v} \right) .$$

(4)

In general, the mean of multivariate truncated Gaussian distribution \( \mu_t \) has no closed form expression, and thus, it also needs to be estimated by Monte Carlo (MC) sampling. However, the classification rule based on (4) is linear, \( \delta(x) = 1(\beta_t^* \mu_t + \beta_o^* f_o(x_o) - \Delta_y > 0) \), so its main advantage over (3) is that it does not depend on the scaling factor \( v \).

For both (3) and (4), the truncated variables enter the classification rule only through the inner-product with \( \beta^* \). In Section 2.4, we estimate \( \beta^* \) using sparsity regularization, and thus, in practice, we only need to generate a subvector of \( z_t \) corresponding to non-zero elements in \( \beta_t^* \), which makes MC sampling faster.

2.4 Estimation of the classification direction

The Bayes classification rule under model (1) depends crucially on \( \beta^* = \Sigma_{22}^{-1} \Sigma_{21} \in \mathbb{R}^p \), which we refer to as classification direction. Recall that the best linear unbiased predictor of \( Z_y \), the latent Gaussian variable of the class label, is \( \mathbb{E}(Z_y | z) = \beta^* z \), and thus we can view \( \beta^* \) as the minimizer
of the mean squared error criterion:

$$\beta^* = \text{argmin}_{\beta \in \mathbb{R}^p} \mathbb{E} \left[ (Z_y - \beta^T z)^2 \right] = \text{argmin}_{\beta \in \mathbb{R}^p} \left( \beta^T \Sigma_{22} \beta - 2 \beta^T \Sigma_{12} \right).$$

(5)

In practice, $\Sigma_{12}$ and $\Sigma_{22}$ are unknown, and need to be estimated from the data. However, as $Z_y$ and $z$ are unobservable latent variables, $\Sigma_{21}$ and $\Sigma_{22}$ cannot be directly estimated using the sample correlation matrices. Instead, we propose to utilize rank-based estimators for $\Sigma_{12}$ and $\Sigma_{22}$ that take advantage of the bridge function connecting latent correlations to Kendall’s $\tau$ values (Fan et al., 2017; Yoon et al., 2020). The advantage of this connection is that it enables consistent estimation of latent correlations based on ranks without requiring estimation of underlying monotone transformations $f_j$.

Concretely, a strictly increasing bridge function $G$ is defined such that $G(\sigma_{jk}) = \mathbb{E}(\hat{\tau}_{jk}) = \tau_{jk}$, where $\sigma_{jk}$ is an element of the full correlation matrix $\Sigma$ corresponding to variables $j$ and $k$, $\tau_{jk}$ is the corresponding population Kendall’s $\tau$, and $\hat{\tau}_{jk}$ is the sample Kendall’s $\tau$

$$\hat{\tau}_{jk} = \frac{2}{n(n-1)} \sum_{1 \leq i \leq i' \leq n} \text{sign}(X_{ij} - X_{i'j}) \text{sign}(X_{ik} - X_{i'k}),$$

with $X_{ij}$ being the $i$-th observation of $X_j$ and $n$ being the sample size. The specific form of the bridge function $G$ depends on the type of observed variables. In our case, we are interested in binary/truncated pairs (correlations between binary class label and zero-inflated variables), and truncated/truncated pairs (correlations between zero-inflated variables). The corresponding bridge functions $G_{BT}$ and $G_{TT}$ have the following closed forms (Yoon et al., 2020):

$$G_{BT}(r; \Delta_j, \Delta_k) = 2\{1 - \Phi(\Delta_j)\} \Phi(\Delta_k) - 2\Phi_3(-\Delta_j, -\Delta_k, 0; \Sigma_{3a}(r)) - 2\Phi_3(-\Delta_j, -\Delta_k, 0; \Sigma_{3a}(r)),$$

$$G_{TT}(r; \Delta_j, \Delta_k) = -2\Phi_4(-\Delta_j, -\Delta_k, 0, 0; \Sigma_{4a}(r)) + 2\Phi_4(-\Delta_j, -\Delta_k, 0, 0; \Sigma_{4b}(r)).$$

(6)
The moment equation $G(\sigma_{jk}; \Delta_j, \Delta_k) = E(\hat{\tau}_{jk})$ and the strict monotonicity of $G$ enable estimation of the latent correlation matrix $\Sigma$ using the method of moments. To account for unknown $\Delta_j$, we replace it with the moment estimator $\hat{\Delta}_j = \Phi^{-1}(\hat{\pi}_j)$ as in Fan et al. (2017), where $\hat{\pi}_j = n_{0j}/n$ is the proportion of zeros in $X_j$ with $n_{0j} = \sum_{i=1}^n 1(x_{ij} = 0)$, leading to $\hat{\sigma}_{jk} = G^{-1}(\hat{\tau}_{jk}; \hat{\Delta}_j, \hat{\Delta}_k)$. As the resulting $\hat{\Sigma} = [\hat{\sigma}_{jk}]_{1 \leq j, k \leq p}$ is not guaranteed to be positive-semidefinite (Fan et al., 2017; Yoon et al., 2020), it is projected onto the cone of positive-semidefinite matrices to obtain $\Sigma_p$ (Fan et al., 2017), and Yoon et al. (2020) further consider $\tilde{\Sigma} = (1 - \nu)\Sigma_p + \nu I$ with a small positive constant $\nu$ to make $\tilde{\Sigma}$ positive definite. When $\nu = o(\sqrt{\log p/n})$, these modifications do not affect the consistency rates of resulting $\tilde{\Sigma}$, see Corollary 2 in Fan et al. (2017) and Theorem 7 in Yoon et al. (2020). In our implementation, we define $\hat{\Sigma} = \tilde{\Sigma}$ from the R-package mixedCCA (Yoon and Gaynanova, 2021) which uses the default value of $\nu = 0.01$, and we refer to $\hat{\Sigma}$ as rank-based estimator.

In summary, to estimate $\beta^*$, we propose to replace $\Sigma_{21}$ and $\Sigma_{22}$ in (5) with the corresponding rank-based estimators $\hat{\Sigma}_{21}$ and $\hat{\Sigma}_{22}$, respectively. In addition, we consider a $\ell_1$-regularization to account for high-dimensionality and to enhance the interpretability of the resulting classification rule. Specifically, we consider the following minimization problem:

$$\hat{\beta} = \arg\min_{\beta \in \mathbb{R}^p} \left( \frac{1}{2} \beta^T \hat{\Sigma}_{22} \beta - \beta^T \hat{\Sigma}_{21} + \lambda \|\beta\|_1 \right),$$

where $\lambda > 0$ is the tuning parameter that controls the sparsity level of $\hat{\beta}$. This optimization
problem is convex and can be efficiently solved via the coordinate descent algorithm. To obtain the solution for fixed $\lambda$, we utilize the solver written in C in the R-package MGSDA (Gaynanova, 2021).

### 2.5 Estimation of the classification rule

Here we describe how to obtain sample Bayes classification rule based on the optimal rule in Section 2.3 and estimated classification direction $\hat{\beta}$. The key difficulty is that both approximations of posterior probability (3) and (4) rely on the latent $z$, which is unobservable. We first show how to estimate subvector of $z$ corresponding to non-zero observed values in $x$, $z_o$. We then use this estimator to generate posterior samples for $z_t$, subvector of $z$ corresponding to zero values in $x$, to use directly in (3), and in computing conditional mean of $z_t$ for (4).

Let $(Y_i, x_i^\top) \in \mathbb{R}^{1+p}$, $i = 1, \ldots, n$, be a sample from the latent Gaussian copula model for binary/truncated mixed data as in Definition 3. For each $i$, we write $x_{i,t}$ and $x_{i,o}$ to denote the truncated and observed subvectors of $x_i$, respectively. Similarly, we denote the truncated and observed subvectors of a new observation $x^{\text{new}}$ by $x^{\text{new}}_t \in \mathbb{R}^p$ and $x^{\text{new}}_o \in \mathbb{R}^{p_o}$. We let $\hat{\Delta} = (\hat{\Delta}_1, \ldots, \hat{\Delta}_p)^\top$ be the threshold vector estimate, where $\hat{\Delta}_j = \Phi^{-1}(\hat{\pi}_j)$ and $\hat{\pi}_j = \frac{1}{n} \sum_{i=1}^n 1(x_{ij} = 0)/n$.

To estimate $z_{o}^{\text{new}}$ corresponding to observed $x_{o}^{\text{new}}$, we recall that from Definition 3 it holds that $z_{j,o}^{\text{new}} = f_j(x_{j,o}^{\text{new}}) = \Phi^{-1} \circ F_j(x_{j,o}^{\text{new}})$, where $F_j$ is the marginal distribution function of the $j$th latent variable $X_j^*$ (Liu et al., 2009). We propose to estimate $F_j$ using empirical cumulative distribution function, where we apply the winsorization similar to Han et al. (2013) to avoid $f_j(x_{j,o}^{\text{new}})$ being infinite. Specifically, based on observations $x_1, \ldots, x_n$, we consider

$$
\tilde{F}_j(t; \delta_n, x_{1j}, \ldots, x_{nj}) = W_j^{\delta_n} \left( \frac{1}{n} \sum_{i=1}^n 1(x_{ij} \leq t) \right),
$$
where

\[
W_j^{\delta_n}(x) = \begin{cases} 
\hat{\pi}_j, & \text{if } x \leq \hat{\pi}_j \\
x, & \text{if } \hat{\pi}_j < x \leq 1 - \delta_n \\
1 - \delta_n, & \text{if } 1 - \delta_n < x.
\end{cases}
\]

In our numerical studies, we use \(\delta_n = 1/(2n)\) as recommended by Han et al. (2013). Based on \(\hat{F}_j\)'s, we set \(\hat{f}_j = \Phi^{-1} \circ \hat{F}_j\) and obtain \(\hat{z}_o^{\text{new}}\) as \(\hat{z}_o^{\text{new}} = \hat{f}_j(x^{\text{new}})\).

Using \(\hat{z}_o^{\text{new}}\), we generate posterior samples \(z_t^{\text{new}(s)}, s = 1, \ldots, S\), as follows. Let \(\text{Var}(z_t^{\text{new}}) = \Sigma_t\), \(\text{Var}(z_o^{\text{new}}) = \Sigma_o\), and \(\text{Cov}(z_o^{\text{new}}, z_t^{\text{new}}) = \Sigma_{ot}\). By properties of multivariate Gaussian distribution, \(\mathbb{E}(z_t|z_o) = \Sigma_{ot}^T \Sigma_o^{-1} z_o\) and \(\text{Var}(z_t|z_o) = \Sigma_t - \Sigma_{ot}^T \Sigma_o^{-1} \Sigma_{ot}\). By plugging estimators \(\hat{z}_o^{\text{new}}, \hat{\Sigma}_t, \hat{\Sigma}_o, \hat{\Sigma}_{ot}, \) and using estimated truncation levels \(\hat{\Delta}_t\) (the subvector of \(\hat{\Delta}\) corresponding to \(z_t^{\text{new}}\)), we obtain multivariate truncated Gaussian distribution with the probability density

\[
p(z_t|\hat{z}_o^{\text{new}}, z_t < \hat{\Delta}_t) = \frac{N_{pt}(z_t|\hat{\mu}, \hat{\Gamma})}{P(z_t < \hat{\Delta}_t|z_o^{\text{new}} = \hat{z}_o^{\text{new}})}1(z_t < \hat{\Delta}_t),
\]

where \(\hat{\mu} = \Sigma_{ot}^T \Sigma_o^{-1} \hat{z}_o^{\text{new}}, \hat{\Gamma} = \hat{\Sigma}_t - \Sigma_{ot}^T \Sigma_o^{-1} \hat{\Sigma}_{ot}\). Combing posterior samples with the estimate \(\hat{\beta}\) from Section 2.4 and \(\hat{v} = \sqrt{1 - \hat{\Sigma}_{21}^T \hat{\Sigma}_{22} \hat{\Sigma}_{21}}\), gives estimate of the posterior probability (3)

\[
P(Y = 1|x) = \frac{1}{S} \sum_{s=1}^{S} \Phi \left( \frac{\beta_t^T z_t^{\text{new}(s)} + \beta_o^T \hat{z}_o^{\text{new}} - \hat{\Delta}_y}{\hat{v}} \right).
\]

Similarly, using \(\hat{\mu}_t = S^{-1} \sum_{s=1}^{S} z_t^{\text{new}(s)}\), we obtain estimate of posterior probability (4):

\[
P(Y = 1|x) = \Phi \left( \frac{\beta_t^T \hat{\mu}_t + \beta_o^T \hat{z}_o^{\text{new}} - \hat{\Delta}_y}{\hat{v}} \right).
\]

The corresponding sample Bayes rule assigns a new observation \(x^{\text{new}}\) to class 1 if the sample posterior probability is greater than 0.5 and to class 0, otherwise. Note that while expression (10) for posterior probability depends on \(\hat{v}\), the corresponding classification rule does not, similarly to standard LDA rule.
3 Theoretical Results

In this section we demonstrate that the estimated classification direction \( \hat{\beta} \) from (7) is a consistent estimator for \( \beta^* \). We make the following assumptions.

**Assumption 1** (Latent correlations). All the elements of \( \Sigma \) satisfy \( |\sigma_{jk}| \leq 1 - \varepsilon_r \) for some \( \varepsilon_r > 0 \).

**Assumption 2** (Thresholds). All the thresholds \( \Delta_j \) satisfy \( |\Delta_j| \leq M \) for some constant \( M > 0 \).

**Assumption 3** (Condition number). \( C(\Sigma) = \frac{\lambda_{\text{max}}(\Sigma)}{\lambda_{\text{min}}(\Sigma)} \leq C_{\text{Cov}} \) for some constant \( C_{\text{Cov}} \).

**Assumption 4** (Sparsity). \( \beta^* \) is sparse with the support \( S = \{ j : \beta^*_j \neq 0 \} \) with \( s = \text{card}(S) \).

**Assumption 5** (Sample size). \( s \log(p) = o(n) \).

Assumptions 1-2 are needed to guarantee consistency of estimated latent correlations in \( \hat{\Sigma}_{22}, \hat{\Sigma}_{21} \) (Yoon et al., 2020). Assumptions 3–5 are used to account for high-dimensional setting when \( p \) is large, potentially much greater than \( n \). We also take advantage of restricted eigenvalue condition.

**Definition 4** (Restricted eigenvalue condition). A \( p \times p \) matrix \( \Sigma \) satisfies restricted eigenvalue condition \( \text{RE}(s,3) \) with parameter \( \gamma = \gamma(\Sigma) \) if for all sets \( S \subset \{1, \ldots, p\} \) with \( \text{card}(S) \leq s \), and for all \( a \in C(S,c) = \{ a \in \mathbb{R}^p : \|a_S\|_1 \leq 3\|a_S\|_1 \} \), it holds that

\[
 a^\top \Sigma a \geq \frac{\|a_S\|_2^2}{\gamma}.
\]

First, we provide deterministic bound on estimation error, which is a standard bound for high-dimensional sparse regression (Bickel et al., 2009; Hastie, Tibshirani, and Wainwright, Hastie et al.; Negahban et al., 2012). For completeness, the proof is presented in the Appendix.

**Theorem 1.** Under Assumption 4, if \( \lambda \geq 2\|\hat{\Sigma}_{21} - \hat{\Sigma}_{22}\beta^*\|_\infty \) and \( \hat{\Sigma}_{22} \) satisfies \( \text{RE}(s,3) \) with parameter \( \gamma \), then

\[
 \|\hat{\beta} - \beta^*\|_2 \leq \frac{15}{2} \gamma \sqrt{s} \lambda.
\]
To derive probabilistic bound, we need to control the size of the tuning parameter, that is \( \| \hat{\Sigma}_{21} - \hat{\Sigma}_{22} \beta^* \|_\infty \), and also ensure that restricted eigenvalue condition on \( \Sigma \) implies the condition holds for \( \hat{\Sigma} \). Both proofs are non-trivial under the model (1). To illustrate the difficulty, the existing results on consistency of \( \hat{\Sigma} \) (Yoon et al., 2020) provide the following high probability bounds: \( \| \hat{\Sigma}_{21} - \Sigma_{21} \|_\infty \leq C \sqrt{\log p/n} \) and \( \| \hat{\Sigma}_{22} - \Sigma_{22} \|_\infty \leq C \sqrt{\log p/n} \). A direct application of these results to control \( \| \hat{\Sigma}_{21} - \hat{\Sigma}_{22} \beta^* \|_\infty \) gives

\[
\| \hat{\Sigma}_{21} - \hat{\Sigma}_{22} \beta^* \|_\infty \leq \| \hat{\Sigma}_{21} - \Sigma_{21} \|_\infty + \| (\Sigma_{22} - \hat{\Sigma}_{22}) \beta^* \|_\infty \\
\leq C \sqrt{\log p/n} + \| \hat{\Sigma}_{22} - \Sigma_{22} \|_\infty \| \beta^* \|_1 \leq C_1 \sqrt{\log p/n} \| \beta^* \|_1 .
\]

The above bound is clearly suboptimal as \( \| \beta^* \|_1 \) scales approximately like \( \sqrt{s} \), implying that the knowledge of true sparsity level is required to choose the tuning parameter \( \lambda \). In contrast, the results from sparse high-dimensional regression (Bickel et al., 2009; Hastie, Tibshirani, and Wainwright, Hastie et al.; Negahban et al., 2012) suggest that the optimal rate should be of the order \( \sqrt{\log p/n} \) without the extra dependence on \( s \).

Our main theoretical result is obtaining such a bound for \( \| \hat{\Sigma}_{21} - \hat{\Sigma}_{22} \beta^* \|_\infty \) term under model (1).

**Theorem 2.** Under Assumptions 1–3, for some constant \( C > 0 \),

\[
\| \hat{\Sigma}_{21} - \hat{\Sigma}_{22} \beta^* \|_\infty \leq C \sqrt{\frac{\log(p)}{n}}
\]

with probability at least \( 1 - p^{-1} \).

The full proof is presented in Appendix, and here we summarize argument at a high level. To our knowledge, the only similar result is obtained by Barber and Kolar (2018) in the case of continuous Gaussian copula of Definition 1. Their proof, however, takes advantage of the closed form of the inverse bridge function \( G^{-1} \) in the continuous case (it is a scaled cosine function). Due to significantly higher complexity of bridge function \( G_{TT} \) (6) in the truncated Gaussian copula case, its inverse is not available in closed-form, leading to a more challenging proof. Additional complication arises from substitution of true thresholds \( \Delta_j \) with their estimators \( \hat{\Delta}_j \), these thresholds being
unique to truncated case. To overcome these challenges, we consider a 2nd-order Taylor expansion of \( \tilde{\sigma}_{jk} = G_{TT}^{-1}(\tilde{\tau}_{jk}, \tilde{\Delta}_j, \tilde{\Delta}_k) \) with respect to \( \sigma_{jk} = G_{TT}^{-1}(\tau_{jk}, \Delta_j, \Delta_k) \). To control the first-order terms, we combine the bound on first derivatives of inverse bridge functions (Yoon et al., 2020) with a concentration bound for deviations of quadratic forms involving the Kendall’s \( \tau \) correlation matrix (Barber and Kolar, 2018)[Lemma E.2] and sign sub-Gaussian property of the Gaussian vectors (Barber and Kolar, 2018)[Lemma 4.5]. To control the second-order terms, we establish that the second derivatives of inverse bridge functions are bounded, and use these bounds in conjunction with element-wise convergence of \( \hat{\Sigma} \) and \( \hat{\Delta} \). Due to inverse bridge function not being available in closed form, establishing bounds on second derivative is highly non-trivial, and is a major technical part of the proof. A similar technique is used to prove that the restricted eigenvalue condition on \( \Sigma \) implies the condition holds for \( \hat{\Sigma} \), leading to our final estimation bound.

**Theorem 3.** Under Assumptions 1–5, if \( \lambda = C \sqrt{\log(p)/n} \) for some constant \( C > 0 \) and \( \Sigma_{22} \) satisfies RE(s,3) with parameter \( \gamma \), then

\[
\| \hat{\beta} - \beta^* \|_2^2 = O_p \left( \gamma^2 \frac{s \log(p)}{n} \right).
\]

The obtained rate in estimation error coincides with the optimal rate in sparse linear regression (Bickel et al., 2009; Hastie, Tibshirani, and Wainwright, Hastie et al.; Negahban et al., 2012).

4 Simulation

In this section, we empirically evaluate the performance of the proposed method, which we refer to as Copula Linear Discriminant Analysis (CLDA). We consider two approaches for estimating class-conditional probabilities as described in Section 2.5: formula (9) based on Monte Carlo approximation (CLDA_MC) and formula (10) based on Taylor approximation (CLDA_linear), where we use MC samples of size \( S = 100 \) from (8). For comparison, we consider high-dimensional COpula Discriminant Analysis (CODA) of Han et al. (2013), and Oracle classifier, where Oracle classifier uses the population classification rule at the latent Gaussian level.

To generate synthetic data, we fix the number of covariates \( p = 300 \), and consider three corre-
lation structures for the latent Gaussian vector associated with the covariates:

- Auto-regressive (AR): \( \Sigma_{22} = [0.7^{j-j'}]_{1 \leq j, j' \leq p} \).

- Compound symmetry (CS): \( \Sigma_{22} = 0.3I_p + 0.71_{p,p} \), where \( I_p \) is an identity matrix and \( 1_{p,p} \) is the \( p \times p \) matrix of ones.

- Geometric decaying eigenvalues (GD): \( \Sigma_{22} = \Gamma N \Gamma^\top \) where \( \Gamma \) is generated from the uniform distribution on \( p \)-dimensional orthogonal group following Theorem 2.2.1 of Chikuse (2003) and \( N \) is a diagonal matrix with geometrically decaying eigenvalues \( \nu_1 > \nu_2 > \cdots > \nu_p \).

\[
\nu_j = \frac{p(0.9^{j-1} - 0.9^j)}{1 - 0.9^p}, \quad j = 1, \ldots, p.
\]

In the AR setting, each variable is highly correlated with only a few variables. In the CS setting, all variables are moderately correlated. In the GD setting, the correlation structure mimics the one frequently observed in real high-dimensional data (Lee et al., 2013).

For fair comparison with CODA, we consider two types of models for data generation: joint model as in Definition 3 (favoring the proposed CLDA), and mixture model as defined in Han et al. (2013) (favoring CODA). For both joint and mixture settings, we choose monotone transformations and zero-inflation thresholds to mimic the quantitative microbiome profiling (QMP) data of Vandeputte et al. (2017), where data generation details are given in Sections 4.1 and 4.2. We generate the true classification direction vector \( \beta^* \) so that only the first \( s = p \times 5\% = 15 \) variables are non-zero, \( S = \{j : \beta^*_j \neq 0\} = \{1, \ldots, 15\} \). Throughout, we fix the sample sizes of training and test data at \( n = 150 \) and \( n_{\text{test}} = 300 \), respectively.

### 4.1 Joint model

We generate data from the latent Gaussian copula model for binary/truncated mixed data as in Definition 3. Recall that given full correlation matrix \( \Sigma \), the population direction is given by \( \beta^* = \Sigma_{22}^{-1} \Sigma_{21} \). To generate \( \beta^* \) with a given support \( S = \{j : \beta^*_j \neq 0\} \) for each of the three correlation structures \( \Sigma_{22} \) from above, we define \( \Sigma_{21} \) as follows.
Let $b = (b_1, \ldots, b_p)\top \in \{0, 1\}^p$ be the indicator vector for the signal variables such that $b_j = 1$ if $j \in S$ and $b_j = 0$, otherwise. Let $v^2 = 1 - \Sigma_{21}^\top \Sigma_{22}^{-1} \Sigma_{21} = 0.05$ be the prespecified conditional variance of $Z_y|z$. Then setting $\Sigma_{21} = (\sqrt{1 - v^2}/\sqrt{b}^\top \Sigma_{22} b) \cdot \Sigma_{22}$ ensures positive-definiteness of the full correlation matrix $\Sigma$ with corresponding $\beta^* = (\sqrt{1 - v^2}/\sqrt{b}^\top \Sigma_{22} b) \cdot b$.

Given $\Sigma$, we follow the synthetic microbiome data generation mechanism proposed in Yoon et al. (2019). Specifically, we select monotone transformations and truncation levels so that the resulting synthetic $x$ follow the empirical marginal cumulative distributions of the real QMP variables in Vandeputte et al. (2017). To investigate the effect of truncation, we divide all 101 QMP variables according to three truncation levels: no truncation (0%), low truncation (10%-50%), and high truncation (40%-80%). For each level, we use empirical cdfs of corresponding QMP variables to generate $p = 300$ covariates (as the number of QMP variables is less than 300, we use the same empirical cdf to generate multiple synthetic variables).

Let $\tilde{F}_j$ be the empirical cdf chosen to represent variable $X_j$. For $i = 1, \ldots, n$, we generate $(Z_{y,i}, z_i)\top \sim \text{NPN}(0, \Sigma)$ and obtain $y_i$ and $x_i = (x_{i1}, \ldots, x_{ip})\top$ as $Y_i = 1(Z_{y,i} > 0)$, $x_{ij} = \tilde{F}_j^{-} \circ \Phi(z_{ij})$, $j = 1, \ldots, p$, where $\tilde{F}_j^{-}(u) = \min\{x_{ij}|\tilde{F}_j(x_{ij}) \geq u\}$. As we threshold $Z_{y,i}$ at $\Delta_y = 0$, the resulting class sizes are approximately equal. Marginally, this data generation scheme for $x_j$ is the uniform sampling with replacement of the observations of the $j$th QMP variable but the joint association structure is induced by the prespecified latent correlation matrix $\Sigma$. Under the joint model, we define the Oracle classification rule as

$$\delta_j(x) = 1\left\{f(x)^\top \beta^* > 0\right\}.$$  \hfill (11)

4.2 Mixture model

Han et al. (2013) consider the following model:

$$x|Y = g \sim \text{NPN}(\mu_g, \Sigma, f), \quad g = 0, 1,$$  \hfill (12)

where $\mu_g$ is the mean of class $g = 0, 1$ and $\Sigma \in \mathbb{R}^{p \times p}$ is a common covariance matrix. Thus, unlike Definition 1, CODA allows latent Gaussian vector to have non-zero mean and covariance matrix by
restricting monotone transformations $f$ to be mean and variance preserving, i.e., each $f_j$ satisfies

$$E\{f_j(X_j)|Y = g\} = E(X_j|Y = g) = \mu_{g,j},$$

(13)

$$\text{Var}\{f_j(X_j)|Y = g\} = \text{Var}(X_j|Y = g) = \sigma_j^2, \quad j = 1, \ldots, p.$$  

(14)

Note that this model does not account for zero inflation; that is, it assumes continuous $x$.

To generate realistic simulation data, we set $\Sigma = S^{-1}\Sigma_{22}S^{-1}$, where $S = \text{diag}(s_1, \ldots, s_p)$ contains the sample standard deviations from QMP data and $\Sigma_{22}$ is one of the three correlation structures described above. We set the means $\mu_{g,j}$ based on discriminant direction $\beta^*$ as follows.

Let $\mu_a = (\mu_1 + \mu_0)/2$ and $\mu_d = \mu_1 - \mu_0$ be the overall mean and mean difference, respectively. Under model (12), the Bayes classification direction is given by $\beta^* = \Sigma^{-1}\mu_d$. When $P(Y = 1) = P(Y = 0)$, the Bayes error rate is given by $\alpha = \Phi(-\sqrt{\beta^*^\top\Sigma\beta^*/2})$. Given the support $S$, let $b \in \{0,1\}^p$ be the corresponding indicator vector such that $b_j = 1$ if $j \in S$ and $b_j = 0$, otherwise. Fixing the Bayes error rate $\alpha = 0.2$, we generate $\beta^*$ as $\beta^* = -2\Phi^{-1}(\alpha)b/\sqrt{b^\top\Sigma b}$, and obtain $\mu_d = \Sigma\beta^*$. Finally, we set $\mu_0 = C$ and $\mu_1 = C + \mu_d$, where the constant $C > 0$ is chosen sufficiently large to mimic the means of QMP data, leading to generated synthetic data with non-negative values.

Given $\mu_{g,j}$ and $\Sigma$ from above, we generate Gaussian $z_1, \ldots, z_n$ with equal class sizes, i.e., $n_1 = n_2 = n/2 = 75$, such that $z_i|Y_i = g \sim N(\mu_{g,j}, \Sigma)$. To obtain continuous $x_1^*, \ldots, x_n^*$ that follow model (12), we use the following mean and variance preserving strictly monotone transformation (Han et al., 2013; Liu et al., 2009):

$$x_{ij}^* = s_j \left[ \sqrt{12} \left\{ f_j^{-1}(z_{ij}) - 0.5 \right\} \right] + \mu_{g,j},$$

where $f_j^{-1}(z) = \Phi((z - \mu_{g,j})/s_j)$.

To generate zero-inflated data, we further obtain $x_1, \ldots, x_n$ by applying truncation $x_{ij} = 1(x_{ij}^* > D_j)x_{ij}^*$, where $D_j$, $j = 1, \ldots, p$, are independently drawn from Unif(0.1, 0.5) (low truncation level) or Unif(0.4, 0.8) (high truncation level). We set $x_i = x_i^*$ for the setting of no truncation (no
zero-inflation). Under the mixture model, the Oracle classification rule is given by

\[
\delta_M(x) = \begin{cases} 
1 & \left( f(x) - \mu_a \right)^\top \beta^* > 0 \\
0 & \text{otherwise}
\end{cases}.
\]  

(15)

4.3 Training and evaluation

The sparsity tuning parameters for both CLDA and CODA are chosen from the grid of length 100 using 5-fold cross-validation with the misclassification error rate as the tuning criterion. The optimization problems of CLDA and CODA involve the $\ell_1$ regularization, which shrinks the solution towards zero vector. Thus, the intercept terms $\hat{\Delta}_y$ and $\log(n_1/n_0)$ for the proposed model and CODA no longer produce optimal predictions. For the proposed model, we compensate the shrinkage effect by tuning $\Delta_y$ with the 100 equally spaced grid ranging from -1.5 to 1.5. For CODA, we use the optimal intercept for a sparse LDA (Mai et al., 2012); the details are in Appendix A.2.

We assess the prediction performances using the out-of-sample misclassification rate on test data of size $n_{\text{test}} = 300$. We consider 100 replications for each model type, correlation structure and truncation level. Figure 1 displays the results for the joint model in Section 4.1. The proposed CLDA uniformly outperforms CODA, and the difference becomes more significant as truncation level increases. These results are expected, as the joint model favors the proposed CLDA, and CODA is not designed for zero-inflated data, leading to poor performance at high truncation levels. Both approximations (9) and (10) of the conditional class probability lead to similar misclassification rates across all settings.

Figure 2 displays the results for the mixture model in Section 4.2. While the mixture model favors CODA, the proposed CLDA performs as well as CODA when truncation levels are less than 50%; no truncation and low truncation settings. However, CODA shows a significant deterioration under the high truncation level, having average misclassification rates close to random guessing (0.5) under AR and CS covariance settings. This is not the case for proposed CLDA, which maintains excellent performance even when truncation levels are high. As in the joint model, the two approximations (9) and (10) of the conditional class probability, lead to similar misclassification rates across all truncation levels and covariance settings.
Figure 1: Joint model, average misclassification rates and 2 standard error bars over 100 replications. Columns correspond to truncation levels and rows correspond to correlation structures. Compared models are Oracle (11), CLDA\textsubscript{linear} (10), CLDA\textsubscript{MC} (9), and CODA (Han et al., 2013).

5 Application to Quantitative Microbiome Data

We consider the QMP data of Vandeputte et al. (2017), processed as in Yoon et al. (2019). The data contain $p = 101$ genera from $n_1 = 29$ patients with Crohn’s disease ($Y = 0$), a type of inflammatory bowel disease, and $n_2 = 106$ healthy controls ($Y = 1$). Out of 101 genera, 39 have unknown names, and we label them as Unknown 1 – Unknown 39. The proportions of zeros across all 101 genera range from 1% to 96%, with 14 genera having no zeros. Our goal is to construct a classification rule that can separate patients with Crohn’s disease from the healthy controls, and identify genera that have the most influence on classification.

We compare the performance of CLDA\textsubscript{linear}, CLDA\textsubscript{MC} and CODA as in Section 4. We randomly split the data into 4/5 and 1/5 and use the former to train the classifiers via 5-fold...
Figure 2: Mixture model, average misclassification rates and 2 standard error bars under over 100 replications. Columns correspond to truncation levels and rows correspond to correlation structures. Compared models are Oracle (15), CLDA_linear (10), CLDA_MC (9), and CODA (Han et al., 2013).

cross-validation and the latter to evaluate their misclassification error rate. We choose the tuning parameters as described in Section 4.3 and use MC samples of size $S = 300$ from (8) to compute the posterior probabilities (9) and (10). Table 1 displays the average misclassification rates and model sizes over 30 random splits. Overall, the proposed CLDA significantly outperforms CODA with lower misclassification rate and smaller model size. Specifically, CLDA has the average misclassification rate of less than 3%, whereas CODA’s rate is around 9%. Furthermore, CLDA uses fewer genera for classification, selecting 14 variables on average, which is about 1/3 of the average model size of CODA, 37. The associated standard error of CLDA is also significantly smaller, indicating a more stable variable selection. The two approximations of the posterior probability used by CLDA, (9) and (10), lead to nearly identical misclassification rates, model sizes, and standard
Table 1: QMP data analysis, average misclassification rates and model sizes over 30 random splits with corresponding standard errors in parentheses.

| Method     | Misclassification rate | Average model size |
|------------|-------------------------|--------------------|
| CLDA_linear | 0.028 (0.005)           | 13.4 (0.8)         |
| CLDA_MC    | 0.027 (0.006)           | 13.7 (1.0)         |
| CODA       | 0.092 (0.011)           | 36.8 (2.8)         |

We further investigate and compare the selected genera by CLDA and CODA by considering their selection probabilities across 30 random splits. Table 2 lists the genera that are selected more than 90% of the times, i.e., at least 27 times out of 30. As before, there is agreement between the results of CLDA_linear and CLDA_MC. Both CLDA and CODA consistently select *Fusobacterium*. We find that the CLDA-estimated coefficients of *Fusobacterium* in \( \hat{\beta} \) are negative across all random splits indicating that an increase in *Fusobacterium* is positively associated with Crohn’s disease development (labelled as \( Y = 0 \)). This result is consistent with existing findings (Han, 2015; Strauss et al., 2011) of positive correlation between *Fusobacterium* and inflammatory bowel disease. When looking beyond *Fusobacterium*, CLDA and CODA select non-overlapping genera. Observe that the remaining 12 genera with highest frequency for CODA all have no zeros or just a few zeros (less than 12%). In contrast, the remaining 2 genera for CLDA have a high proportion of zeros, with *Succinivibrio* (58.2% of zeros) selected 28 out of 30 times, and the unknown genera in the *Comamonadaceae* family (79.3% of zeros) selected 30 out of 30 times. We consider the CLDA-estimated coefficients of *Succinivibrio*, which are positive across all splits. This indicates that a subject with a high level of *Succinivibrio* is likely to be healthy. This finding is consistent with existing results from animal studies. Werner et al. (2011) argue that depletion of luminal iron can prevent Crohn’s disease, and subsequently find that mice feeding on an iron sulfate free diet show a significant increase of *Succinivibrio*. Given this biological evidence and the fact that CLDA has better misclassification error rate, we suspect that high zero inflation in *Succinivibrio* makes CODA miss this important variable, and that CODA has selection bias towards variables with smaller proportion of zeros as is seen in Table 2.
Table 2: QMP data analysis, list of genera with selection frequency over 90% (more than 27 out of 30 random splits). The numbers in parentheses indicate zero proportions.

| Genera selected more than 27 times | CLDA_linear | CLDA_MC | CODA |
|-----------------------------------|-------------|---------|------|
| Fusobacterium                    | Fusobacterium (48.9%) | Fusobacterium (48.9%) |
| Succinivibrio                    | Succinivibrio (58.2%) | Bacteroides (0%) |
| Unknown 8                        | Unknown 8 (79.3%) | Bifidobacterium (2.2%) |
|                                   |              | Blautia (0%) |
|                                   |              | Coprococcus (0%) |
|                                   |              | Faecalibacterium (0%) |
|                                   |              | Prevotella (11.9%) |
|                                   |              | Roseburia (0%) |
|                                   |              | Ruminococcus (0%) |
|                                   |              | Unknown 11 (0%) |
|                                   |              | Unknown 25 (0%) |
|                                   |              | Unknown 35 (0%) |
|                                   |              | Unknown 5 (0%) |

6 Discussion

In this work we develop a binary classification model for zero-inflated data, and show the consistency of estimated classification direction in high-dimensional settings. On simulated data, our method achieves similar classification accuracy as existing competitor on continuous data, and significantly better accuracy on zero-inflated data. In an application to quantitative microbiome data, our method achieves significantly smaller misclassification error rate while also leading to a more parsimonious model. The selected genera align with existing results in microbiome literature.

There are several further research directions that could be pursued. First, our estimation consistency result is non-trivial leading us to develop a new technique to facilitate underlying theoretical analyses by combining sub-Gaussian properties of sign vector with newly established bounds on second derivatives of inverse bridge function for truncated/truncated cases. While this theoretical analysis has been restricted to mixed binary-truncated model in Definition 3, the developed technique can be applied more generally. In particular, it can be used to establish estimation consistency in high-dimensional settings within general semiparametric Gaussian copula regression modeling framework (Dey and Zipunnikov, 2022), which encompasses all continuous, binary, ordinal and truncated variable types. This generalization requires establishing bounds on first and second
derivatives of corresponding inverse bridge functions, which while technical, can be accomplished
in the similar ways as Section B.4 in Appendix. Secondly, our focus here is on binary classification
problem, and multi-class extensions are of interest. In case the classes have a natural ordering, e.g.,
a disease classification as “Mild”, “Moderate” or “Severe”, the extension is straightforward by con-
sidering mixed ordinal-truncated model, with corresponding bridge function for ordinal/truncated
case as derived in Huang et al. (2021). However, it is unclear how to incorporate unordered class
labels due to ambiguity in the underlying latent Gaussian representation, making it a compelling
question for future study.
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A Appendix

A.1 First-order Taylor approximation of the posterior probability

Let \( \mu_t = \mathbb{E}(z_t|z_0, z_t \leq \Delta_t) \) and

\[
g(z_t) = \Phi \left( \frac{\beta_t^\top z_t + \beta_o^\top z_o - \Delta y}{\nu} \right).
\]

Then, by Taylor,

\[
\mathbb{P}(Y = 1|x) = \mathbb{E}\{g(z_t)|z_o, z_t < \delta_t\} \\
\approx \mathbb{E}\{g(\mu_t) + \nabla g(\mu_t)^\top(z_t - \mu_t)|z_o, z_t < \delta_t\} \\
= g(\mu_t)
\]

A.2 Implementation details of CODA

CODA (Han et al., 2013) assumes that data satisfy the linear discriminant analysis assumption at the latent Gaussian level; that is,

\[
x|(Y = g) \sim \text{NPN}(\mu_g, \Sigma, f), \quad g = 0, 1,
\]

where \( \mu_g \) is the mean of class \( g = 0, 1 \) and \( \Sigma \in \mathbb{R}^{p \times p} \) is a common covariance matrix. To address the identifiability issue, CODA assumes that \( f_j \)'s preserves the population mean and variance, i.e.,

\[
\mathbb{E}(X_j) = \mathbb{E}\{f_j(X_j)\} = \mu_g \quad \text{and} \quad \text{Var}(X_j) = \text{Var}\{f_j(X_j)\} = \sigma_j^2.
\]

Under this model, the Bayes rule assigns a new observation \( x \) to class 1 if

\[
(f(x) - \mu_d)^\top \beta + \log \left( \frac{\mathbb{P}(Y = 1)}{\mathbb{P}(Y = 0)} \right) > 0
\]
and class 0, otherwise, where $\beta = \Sigma^{-1}(\mu_1 - \mu_0)$ and $\mu_a = (\mu_1 + \mu_0)/2$. The Bayes classification direction is estimated by solving

$$\hat{\beta}_{\text{CODA}} = \arg\min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2} \beta^\top \hat{S}\beta + \frac{\nu}{2} (\beta^\top \mu_d - 1)^2 + \lambda \| \beta \|_1, \right\}$$

where $\hat{S} = n_1 \hat{S}_1 / n + n_0 \hat{S}_0 / n$, $\hat{S}_1$ and $\hat{S}_0$ are sample Kendall’s $\tau$ covariance matrices and $\nu = (n_0 n_1) / n^2$. Given $\hat{\beta}_{\text{CODA}}$, the optimal intercept $\hat{\beta}_0^{\text{opt}}$ for a sparse LDA (Mai et al., 2012) is given by

$$\hat{\beta}_0^{\text{opt}} = -\hat{\mu}_d^\top \hat{\beta}_{\text{CODA}} + \frac{\hat{\beta}_{\text{CODA}}^\top \hat{S}_{\text{CODA}}}{\hat{\mu}_d^\top \hat{\beta}_{\text{CODA}}} \log \left( \frac{n_1}{n_0} \right).$$

Let $\hat{\mu}_g$, $g = 0, 1$, be the sample class means and $\hat{\mu} = \hat{\mu}_1 - \hat{\mu}_0$. The sample classification rule assigns a new observation $x_\text{new}$ to class 1 if

$$(\hat{f}(x_\text{new}) - \hat{\mu}_d) \hat{\beta}_{\text{new}} + \hat{\beta}_0^{\text{opt}} > 0.$$
and for all \( \mathbf{a} \in \mathcal{C}(S, c) = \{ \mathbf{a} \in \mathbb{R}^p : \| \mathbf{a}_{S^c} \|_1 \leq c \| \mathbf{a}_S \|_1 \} \), it holds that

\[
\mathbf{a}^\top \mathbf{\Sigma} \mathbf{a} \geq \frac{\| \mathbf{a}_s \|_2^2}{\gamma}.
\]

**Theorem 4.** Under Assumption 4, if \( \lambda \geq 2 \| \hat{\mathbf{\Sigma}}_{21} - \hat{\mathbf{\Sigma}}_{22} \beta^* \|_\infty \) and \( \hat{\mathbf{\Sigma}}_{22} \) satisfies RE\((s, 3)\) with parameter \( \gamma \), then

\[
\| \hat{\beta} - \beta^* \|_2 \leq \frac{15}{2} \frac{\sqrt{s}}{\gamma} \sqrt{s} \lambda.
\]

**Proof of Theorem 4.** This proof follows the proof of Theorem 2 in Gaynanova (2020). We repeat it here for completeness.

By the optimality condition of equation (9) in the main paper, we have

\[
\hat{\mathbf{\Sigma}}_{22} \hat{\beta} - \hat{\mathbf{\Sigma}}_{21} + \lambda \mathbf{g} = 0,
\]

where \( \mathbf{g} \) is a subgradient of \( \| \beta \|_1 \) at \( \hat{\beta} \). This gives

\[
(\hat{\beta} - \beta^*)^\top (\hat{\mathbf{\Sigma}}_{22} \hat{\beta} - \hat{\mathbf{\Sigma}}_{21} + \lambda \mathbf{g}) = 0,
\]

and thus

\[
(\hat{\beta} - \beta^*)^\top \hat{\mathbf{\Sigma}}_{22} (\hat{\beta} - \beta^*) - (\hat{\beta} - \beta^*)^\top (\hat{\mathbf{\Sigma}}_{21} - \hat{\mathbf{\Sigma}}_{22} \beta^*) + \lambda (\hat{\beta} - \beta^*)^\top \mathbf{g} = 0. \tag{19}
\]

Since \( \mathbf{g} \) is a subgradient of \( \| \beta \|_1 \) at \( \hat{\beta} \),

\[
(\hat{\beta} - \beta^*)^\top \mathbf{g} \geq \| \hat{\beta} \|_1 - \| \beta^* \|_1. \tag{20}
\]

By combining (19), (20), and Hölder’s and triangle inequalities, we have

\[
(\hat{\beta} - \beta^*)^\top \hat{\mathbf{\Sigma}}_{22} (\hat{\beta} - \beta^*) \leq (\hat{\beta} - \beta^*)^\top (\hat{\mathbf{\Sigma}}_{21} - \hat{\mathbf{\Sigma}}_{22} \beta^*) + \lambda \| \beta^* \|_1 - \lambda \| \hat{\beta} \|_1
\]

\[
\leq \| \hat{\beta} - \beta^* \|_1 \| \hat{\mathbf{\Sigma}}_{21} - \hat{\mathbf{\Sigma}}_{22} \beta^* \|_\infty + \lambda \| \beta^* \|_1 - \lambda \| \hat{\beta} \|_1.
\]
Using condition on $\lambda$ and Assumption 4,

\[
(\hat{\beta} - \beta^*)^\top \hat{\Sigma}_{22} (\hat{\beta} - \beta^*) \leq \frac{\lambda}{2} \|\hat{\beta} - \beta^*\|_1 + \lambda \|\beta^*\|_1 - \lambda \|\hat{\beta}\|_1 \\
= \frac{\lambda}{2} \|\hat{\beta}_S - \beta^*_S\|_1 + \frac{\lambda}{2} \|\hat{\beta}_{S^c}\|_1 + \lambda \|\beta^*_S\|_1 - \lambda \|\hat{\beta}\|_1 \\
= \frac{\lambda}{2} \|\hat{\beta}_S - \beta^*_S\|_1 + \frac{\lambda}{2} \|\hat{\beta}_{S^c}\|_1 + \lambda \|\beta^*_S\|_1 - \lambda \|\hat{\beta}_S\|_1 - \lambda \|\hat{\beta}_{S^c}\|_1.
\]

Using the triangle inequality,

\[
(\hat{\beta} - \beta^*)^\top \hat{\Sigma}_{22} (\hat{\beta} - \beta^*) \leq \frac{3\lambda}{2} \|\hat{\beta}_S - \beta^*_S\|_1 - \frac{\lambda}{2} \|\hat{\beta}_{S^c}\|_1 \leq \frac{3\lambda}{2} \|\hat{\beta}_S - \beta^*_S\|_1.
\]

As $(\hat{\beta} - \beta^*)^\top \hat{\Sigma}_{22} (\hat{\beta} - \beta^*)$ is non-negative and $\beta^*_{S^c} = 0$, (22) implies that $\|\hat{\beta}_{S^c}\|_1 \leq 3 \|\hat{\beta}_S - \beta^*_S\|_1$, and thus, $\hat{\beta} - \beta^*$ is in the cone $C(s, 3)$. Since $\hat{\Sigma}_{22}$ satisfies RE($s, 3$) with parameter $\gamma$, we have

\[
\|\hat{\beta}_S - \beta^*_S\|_2 \leq \sqrt{s} \sqrt{(\hat{\beta} - \beta^*)^\top \hat{\Sigma}_{22} (\hat{\beta} - \beta^*)}.
\]

Using $\|\hat{\beta}_S - \beta^*_S\|_1 \leq \sqrt{s} \|\hat{\beta}_S - \beta^*_S\|_2$, (23) and (24) imply that

\[
(\hat{\beta} - \beta^*)^\top \hat{\Sigma}_{22} (\hat{\beta} - \beta^*) \leq \frac{9}{4} \gamma s \lambda^2
\]
The bound for $\|\hat{\beta}_S - \beta^*_S\|_2$ can be obtained as follows. Since $\hat{\beta} - \beta^* \in C(S, 3)$,

$\|\hat{\beta} - \beta^*\|_1 = \|\hat{\beta}_S - \beta^*_S\|_1 + \|\hat{\beta}_{Sc} - \beta^*_{Sc}\|_1$ \hfill (26)

$\leq 4\|\hat{\beta}_S - \beta^*_S\|_1$ \hfill (27)

$\leq 4\sqrt{s}\|\hat{\beta}_S - \beta^*_S\|_2$ \hfill (28)

$\leq 4\sqrt{s}\gamma \sqrt{(\hat{\beta} - \beta^*)^\top \Sigma_{22}(\hat{\beta} - \beta^*)}$ \hfill (29)

$\leq 4\sqrt{s}\gamma \frac{3}{2} \sqrt{s}\gamma \lambda = 6s\gamma \lambda$. \hfill (30)

Let $a = \hat{\beta} - \beta^*$ for notational simplicity. For $j = 0, 1, \ldots, J$, let $T_j$ be the index set of $(j + 1)th$ $s$ largest (in absolute) components of $a$. Then, $a \in C(T_0, 3)$ as

$$\|a_{T_0}\|_1 = \|a\|_1 - \|a_{T_0}\|_1 \leq \|a\|_1 - \|a_S\|_1$$

$$= \|a_{Sc}\|_1$$

$$\leq 3\|a_S\|_1 \quad \text{since } a \in C(S, 3)$$

$$\leq 3\|a_{T_0}\|_1.$$  \hfill (31)

Furthermore, it follows that $\|a_{T_j}\|_0 = s$ for $j = 0, \ldots, J - 1$ with last $\|a_{T_J}\|_0 \leq s$. Also, for $j \geq 1$, $\|a_{T_j}\|_2 \leq \sqrt{s}\|a_{T_j}\|_\infty \leq \sqrt{s}\|a_{T_{j-1}}\|_1/s$. Thus, by the triangle inequality,

$$\|a\|_2 \leq \|a_{T_0}\|_2 + \sum_{j=1}^{J} \|a_{T_j}\|_2 \leq \|a_{T_0}\|_2 + \sum_{j=1}^{J} \sqrt{s}\|a_{T_j}\|_\infty$$

$$\leq \|a_{T_0}\|_2 + \sum_{j=0}^{J-1} \sqrt{s}\frac{1}{s}\|a_{T_j}\|_1 \leq \|a_{T_0}\|_2 + \frac{1}{\sqrt{s}}\|a\|_1.$$ \hfill (32)
Using that $\hat{\Sigma}_{22}$ satisfies $\text{RE}(s, 3)$ and $a \in C(T_0, 3)$,

$$
\| \hat{\beta} - \beta^* \|_2 = \| a \|_2 \leq \| a \tau_0 \|_2 + \frac{1}{\sqrt{s}} \| a \|_1 \\
\leq \sqrt{\gamma} \sqrt{(\hat{\beta} - \beta^*)^\top \hat{\Sigma}_{22} (\hat{\beta} - \beta^*) + 6 \sqrt{s} \gamma \lambda} \quad \text{as (24) and (30)} \\
\leq \frac{3}{2} \sqrt{s} \gamma \sqrt{\lambda} + 6 \sqrt{s} \gamma \lambda \quad \text{by (25)} \\
= \frac{15}{2} \gamma \sqrt{s} \lambda.
$$

\[\square\]

**Theorem 5.** Under Assumptions 1–5, for some constant $C > 0$, with probability at least $1 - p^{-1}$

$$
\| \hat{\Sigma}_{21} - \hat{\Sigma}_{22} \beta^* \|_\infty \leq C \sqrt{\frac{\log(p)}{n}}.
$$

**Proof.** Using $\beta^* = \Sigma^{-1}_{22} \Sigma_{21}$ and triangle inequality, we have

$$
\| \hat{\Sigma}_{21} - \hat{\Sigma}_{22} \beta^* \|_\infty = \| \hat{\Sigma}_{21} - \hat{\Sigma}_{22} \beta^* + \Sigma_{21} - \Sigma_{21} \|_\infty \\
= \| \hat{\Sigma}_{21} - \Sigma_{21} + \Sigma_{21} - \hat{\Sigma}_{22} \beta^* \|_\infty \\
\leq \| \hat{\Sigma}_{21} - \Sigma_{21} \|_\infty + \| \Sigma_{22} - \hat{\Sigma}_{22} \beta^* \|_\infty.
$$

For $\| \hat{\Sigma}_{21} - \Sigma_{21} \|_\infty$, it follows from Theorem 7 of Yoon et al. (2020) that, for some $C_1 > 0$,

$$
\| \hat{\Sigma}_{21} - \Sigma_{21} \|_\infty \leq C_1 \sqrt{\frac{\log(p)}{n}} \quad (33)
$$

with probability at least $1 - p^{-1}$.

Consider $\| \Sigma_{22} - \hat{\Sigma}_{22} \beta^* \|_\infty$. Recall that $\Sigma_{22} = G^{-1}(T, \Delta) = \big[G^{-1}(\tau_{jk}, \Delta_j, \Delta_k)\big]_{1\leq j,k \leq p}$, and $\hat{\Sigma}_{22} = G^{-1}(\hat{T}, \hat{\Delta})$, and let $G_{\tau}^{-1} = \partial G^{-1}(\tau, \Delta_j, \Delta_k)/\partial \tau$ be the partial derivative of the inverse bridge function with respect to $\tau$. By adding and subtracting $G^{-1}(\hat{T}, \Delta)$ from $G^{-1}(\hat{T}, \hat{\Delta})$ and applying
the mean value theorem to $G^{-1}(\hat{T}, \Delta)$ with respect to $\hat{T}$,

$$\hat{\Sigma}_{22} = G^{-1}(\hat{T}, \Delta) = G^{-1}(\hat{T}, \Delta) + \{G^{-1}(\hat{T}, \Delta) - G^{-1}(\hat{T}, \Delta)\}$$

$$= G^{-1}(T, \Delta) + G^{-1}(\hat{T}, \Delta) \circ (\hat{T} - T) + \{G^{-1}(\hat{T}, \Delta) - G^{-1}(\hat{T}, \Delta)\}$$

$$= \Sigma_{22} + G^{-1}_r(\hat{T}, \Delta) \circ (\hat{T} - T) + \{G^{-1}(\hat{T}, \Delta) - G^{-1}(\hat{T}, \Delta)\},$$

where $\tilde{T} = [\tilde{\tau}_{jk}]_{1 \leq j,k \leq p}$ and $\tilde{\tau}_{jk} \in (\hat{\tau}_{jk}, \tau_{jk})$. Therefore

$$(\Sigma_{22} - \hat{\Sigma}_{22})\beta^* = -G^{-1}_r(\hat{T}, \Delta) \circ (\hat{T} - T)\beta^* - \{G^{-1}(\hat{T}, \Delta) - G^{-1}(\hat{T}, \Delta)\}\beta^*.$$

By letting

$$G^{-1}_r(\tilde{T}, \Delta) = G^{-1}_r(T, \Delta) + \{G^{-1}_r(\tilde{T}, \Delta) - G^{-1}_r(T, \Delta)\},$$

we further have, by the triangle inequality, that

$$\|(\Sigma_{22} - \hat{\Sigma}_{22})\beta^*\|_{\infty} \leq \left\|G^{-1}_r(T, \Delta) \circ (\hat{T} - T)\beta^*\right\|_{\infty} + \left\|\{G^{-1}_r(\hat{T}, \Delta) - G^{-1}_r(T, \Delta)\} \circ (\hat{T} - T)\beta^*\right\|_{\infty}$$

$$+ \left\|\{G^{-1}(\hat{T}, \Delta) - G^{-1}(\hat{T}, \Delta)\}\beta^*\right\|_{\infty}.$$

We separately bound $I_1$, $I_2$, and $I_3$ in Lemmas 1, 2, and 3, respectively. Combining these bounds with (33) completes the proof.

**Theorem 6.** Under Assumptions 1–5, if $\lambda = C\sqrt{\log(p)/n}$ for some constant $C > 0$ and $\Sigma_{22}$ satisfies RE(s, 3) with parameter $\gamma$, then

$$\|\hat{\beta} - \beta^*\|_2^2 = O_p\left(\gamma^2 s \log(p) / n \right).$$

**Proof.** From Theorem 4, if $\hat{\Sigma}_{22}$ satisfies RE(s, 3) and $\lambda \geq 2\|\hat{\Sigma}_{21} - \hat{\Sigma}_{22}\|_{\infty}$, then

$$\|\hat{\beta} - \beta^*\|_2^2 \leq C_1 \gamma^2 s \lambda^2.$$
From Theorem 5, if \( \lambda = C \sqrt{\log(p)/n} \), then \( \lambda \geq 2\|\hat{\Sigma}_{21} - \hat{\Sigma}_{22}\|_\infty \) holds with probability at least \( 1 - p^{-1} \). From Lemma 6, if \( \Sigma_{22} \) satisfies RE(s,3) with parameter \( \gamma \), then with high probability so does \( \hat{\Sigma}_{22} \) with \( \gamma(\hat{\Sigma}_{22}) = C_1 \gamma(\Sigma_{22}) \). Combining these results gives that, with high probability,

\[
\|\hat{\beta} - \beta^*\|_2^2 \leq C_2^2 \gamma^2 s \log p \frac{p}{n},
\]

leading to the desired bound. \( \Box \)

### B.2 Main supporting lemmas

**Lemma 1.** Under Assumptions 1–5, for some constant \( C > 0 \),

\[
\|G^{-1}(T, \Delta) \circ (\hat{T} - T)\beta^*\|_\infty \leq C \sqrt{\log(p)/n}
\]

with probability at least \( 1 - 2/p \).

**Proof.** Let \( e_j \in \mathbb{R}^p \) be the vector with 1 in the \( j \)th component and 0 otherwise. Then, we have

\[
\|G^{-1}(T, \Delta) \circ (\hat{T} - T)\beta^*\|_\infty = \max_{1 \leq j \leq p} |e_j^\top G^{-1}(T, \Delta) \circ (\hat{T} - T)\beta^*|
\]

\[
= \max_{1 \leq j \leq p} \|m_j\|_2 |u^\top (\hat{T} - T)e_j|.
\]

where \( m_j = (G^{-1}(\tau_1, \Delta_1, \Delta_j)\beta^*_j, \ldots, G^{-1}(\tau_p, \Delta_p, \Delta_j)\beta^*_p)^\top \) and \( u = m_j/\|m_j\|_2 \) is a deterministic unit vector. Since \( |G^{-1}| \leq C_1 \) for some constant \( C_1 > 0 \) by Theorem 6 of Yoon et al. (2020), we have \( \|m_j\|_2 \leq C_1 \|\beta^*\|_2 \leq C_1 C_{\text{Cov}} \) by Lemma 4. Therefore,

\[
\|G^{-1}(T, \Delta) \circ (\hat{T} - T)\beta^*\|_\infty \leq C_1 C_{\text{Cov}} \max_{1 \leq j \leq p} |u^\top (\hat{T} - T)e_j|.
\]
Consider $u^\top (\hat{T} - T)e_j$. By Lemma 8, for any $\epsilon > 0$ and $0 < t \leq n/C_{\text{Cov}},$

$$P \left( \max_{1 \leq j \leq p} |u^\top (\hat{T} - T)e_j| \geq \epsilon \right) \leq p \cdot P \left( |u^\top (\hat{T} - T)e_1| \geq \epsilon \right)$$

$$\leq 2p \cdot P \left\{ \exp \left( t \cdot u^\top (\hat{T} - T)e_1 \right) \geq \exp(\epsilon t) \right\}$$

$$\leq 2p \cdot \mathbb{E} \left[ \exp \left( t \cdot u^\top (\hat{T} - T)e_1 \right) \exp(-\epsilon) \right]$$

$$\leq 2p \cdot \exp \left( \frac{t^2 C_{\text{Cov}}^2}{n} - \epsilon t \right)$$

$$= 2 \exp \left( \log(p) + \frac{t^2 C_{\text{Cov}}^2}{n} - \epsilon t \right).$$

Letting $\epsilon = 3C_{\text{Cov}}\sqrt{\log(p)/n}$ and $t = \sqrt{n \log(p)/C_{\text{Cov}}}$, we have

$$P \left( \max_{1 \leq j \leq p} |u^\top (\hat{T} - T)e_j| \leq 3C_{\text{Cov}}\sqrt{\log(p)/n} \right) \leq 1 - \frac{2}{p}.$$

Thus, for some constant $C > 0$, $\|G_{\tau}^{-1}(T, \Delta) \circ (\hat{T} - T)\beta^*\|_\infty \leq C\sqrt{\log(p)/n}$ with probability at least $1 - 2p^{-1}$.

**Lemma 2.** Under Assumptions 1–5, for some constant $C > 0$,

$$\left\| \left\{ G_{\tau}^{-1}(\hat{T}, \Delta) - G_{\tau}^{-1}(T, \Delta) \right\} \circ (\hat{T} - T)\beta^* \right\|_\infty \leq C\sqrt{\log(p)/n}$$

with probability at least $1 - p^{-1}$.

**Proof.** By the mean value theorem, for some $T = [\bar{\tau}_{jk}]_{1 \leq j,k \leq p}$, where $\bar{\tau}_{jk} \in (\hat{\tau}_{jk}, \tau_{jk})$, we have

$$\|\{G_{\tau}^{-1}(\hat{T}, \Delta) - G_{\tau}^{-1}(T, \Delta)\} \circ (\hat{T} - T)\beta^*\|_\infty = \|G_{\tau \tau}^{-1}(T, \Delta) \circ (\hat{T} - T) \circ (\hat{T} - T)\beta^*\|_\infty,$$

where $G_{\tau \tau}^{-1}$ is the 2nd partial derivative of inverse bridge function with respect to $\tau$. By Lemma 11, $|G_{\tau \tau}^{-1}| \leq C_1$ for some constant $C_1 > 0$. Since $|\bar{\tau}_{jk} - \tau_{jk}| \leq |\hat{\tau}_{jk} - \tau_{jk}| \leq |\tilde{\tau}_{jk} - \tau_{jk}|$, by Hölder’s
inequality,
\[
\|\{G_{\tau}^{-1}(\tilde{T}, \Delta) - G_{\tau}^{-1}(T, \Delta)\} \circ (\tilde{T} - T)\beta^*\|_\infty \leq \|G_{\tau}^{-1}(\tilde{T}, \Delta) \circ (\tilde{T} - T)\circ (\tilde{T} - T)\|_\infty \|\beta^*\|_1 \\
\leq C_1 \|\tilde{T} - T\|_\infty \|\tilde{T} - T\|_\infty \|\beta^*\|_1 \leq C_1 \|\tilde{T} - T\|_\infty^2 \|\beta^*\|_1.
\]

By Lemma 9, \(\|\tilde{T} - T\|_\infty^2 \leq C_2 \log(p)/n\) with probability at least \(1 - p^{-1}\), and by Lemma 4, \(\|\beta^*\|_1 \leq \sqrt{s}C_{\text{Cov}}\). Thus, under Assumption 5, for sufficiently large \(n\) and some constant \(C > 0\),
\[
\|I_2\|_\infty \leq C\sqrt{s} \log(p)/n \leq C \sqrt{\log(p)/n}.
\]
with probability at least \(1 - p^{-1}\).

\[\square\]

**Lemma 3.** Under Assumptions 1–5, for some constant \(C > 0\),
\[
\left\|\left\{G^{-1}(\tilde{T}, \tilde{\Delta}) - G^{-1}(\tilde{T}, \Delta)\right\}\beta^*\right\|_\infty \leq C \sqrt{\log(p)/n}
\]
with probability at least \(1 - p^{-1}\).

**Proof.** We reparameterize \(\Delta_j = \Phi^{-1}(\pi_j)\) and write \(G^{-1}(T, \Delta) = G^{-1}(T, \pi)\), where \(\pi = (\pi_1, \ldots, \pi_p)^\top\).

We also write \(G_{\pi_1}^{-1} = \partial G^{-1}(\tau, \pi_1, \pi_2)/\partial \pi_1\) and \(G_{\pi_2}^{-1} = \partial G^{-1}(\tau, \pi_1, \pi_2)/\partial \pi_2\). For each element of \(G^{-1}(\tilde{T}, \tilde{\pi}) - G^{-1}(\tilde{T}, \pi)\), the multivariate mean value theorem gives
\[
G^{-1}(\tilde{\tau}_{jk}, \tilde{\pi}_j, \tilde{\pi}_k) - G^{-1}(\tilde{\tau}_{jk}, \pi_j, \pi_k) = G_{\pi_1}^{-1}(\tilde{\tau}_{jk}, \tilde{\pi}_j, \tilde{\pi}_k)(\tilde{\pi}_j - \pi_j) + G_{\pi_2}^{-1}(\tilde{\tau}_{jk}, \pi_j, \tilde{\pi}_k)(\tilde{\pi}_k - \pi_k),
\]
for some \(\tilde{\pi}_j \in (\pi_j, \pi_j)\) and \(\tilde{\pi}_k \in (\pi_k, \pi_k)\), respectively.

Consider \(I_{3,1}\). By adding and subtracting \(G_{\pi_1}^{-1}(\tau_{jk}, \pi_j, \pi_k)(\pi_j - \pi_j)\) to \(I_{3,1}\), we have that
\[
G_{\pi_1}^{-1}(\tilde{\tau}_{jk}, \tilde{\pi}_j, \tilde{\pi}_k)(\tilde{\pi}_j - \pi_j) = \left\{G_{\pi_1}^{-1}(\tilde{\tau}_{jk}, \tilde{\pi}_j, \tilde{\pi}_k) - G_{\pi_1}^{-1}(\tau_{jk}, \pi_j, \pi_k) + G_{\pi_1}^{-1}(\tau_{jk}, \pi_j, \pi_k)\right\}(\tilde{\pi}_j - \pi_j)
\]
\[
= \left\{G_{\pi_1}^{-1}(\tilde{\tau}_{jk}, \tilde{\pi}_j, \tilde{\pi}_k) - G_{\pi_1}^{-1}(\tau_{jk}, \pi_j, \pi_k)\right\}(\tilde{\pi}_j - \pi_j) + G_{\pi_1}^{-1}(\tau_{jk}, \pi_j, \pi_k)(\tilde{\pi}_j - \pi_j).
\]
By applying the multivariate mean value theorem to \( \{G_{\pi_1}^{-1}(\tilde{\tau}_{jk}, \tilde{\pi}_{j}, \tilde{\pi}_{k}) - G_{\pi_1}^{-1}(\tau_{jk}, \pi_{j}, \pi_{k})\} \), we further have that

\[
G_{\pi_1}^{-1}(\tilde{\tau}_{jk}, \tilde{\pi}_{j}, \tilde{\pi}_{k})(\tilde{\pi}_{j} - \pi_{j}) = G_{\pi_1^{-1}}^{-1}(\tau_{jk}, \pi_{j}, \pi_{k})(\tau - \pi) + G_{\pi_1^{-1}1}(\tilde{\tau}_{jk}, \tilde{\pi}_{j}, \tilde{\pi}_{k})(\tilde{\pi}_{j} - \pi_{j})
\]

for some \( \tilde{\tau}_{jk} \in (\tau_{jk}, \tau_{jk}) \), \( \tilde{\pi}_{j} \in (\pi_{j}, \pi_{j}) \), and \( \tilde{\pi}_{k} \in (\pi_{k}, \pi_{k}) \). Thus, by the triangle inequality,

\[
\|G_{\pi_1}^{-1}(\hat{T}, \hat{\pi}) \circ (\hat{\Pi} - \Pi)\beta^*\|_{\infty} \leq \|G_{\pi_1^{-1}}^{-1}(T, \pi) \circ (\hat{T} - T) \circ (\hat{\Pi} - \Pi)\beta^*\|_{\infty}
\]

\[
+ \|G_{\pi_1^{-1}1}(T, \pi) \circ (\hat{\Pi} - \Pi)\beta^*\|_{\infty}
\]

\[
+ \|G_{\pi_1^{-1}2}(T, \pi) \circ (\hat{\Pi}^T - \Pi^T) \circ (\hat{\Pi} - \Pi)\beta^*\|_{\infty}
\]

\[
+ \|G_{\pi_1^{-1}}(T, \pi) \circ (\hat{\Pi} - \Pi)\beta^*\|_{\infty},
\]

where \( \Pi = \pi 1_p^\top \) and \( \hat{\Pi} = \hat{\pi} 1_p^\top \). We consider (34)–(36) and (37) separately as follows.

For (34)–(36), we know that \( |G_{\pi_1^{-1}}|, |G_{\pi_1^{-1}1}|, \) and \( |G_{\pi_1^{-1}2}| \) are bounded above by some positive constants by Lemmas 14, 12, 13, respectively. Also, for some constant \( C_1, C_2 > 0 \), \( \|\hat{\pi} - \pi\|_{\infty} \leq C_1 \sqrt{\log(p)/n} \) and \( \|\hat{T} - T\|_{\infty} \leq C_2 \sqrt{\log(p)/n} \) with probability at least \( 1 - p^{-1} \) by Lemmas 5 and 9. Since \( |\tilde{\pi}_{j} - \pi_{j}| \leq |\pi_{j} - \pi_{j}| \), \( \|\hat{\Pi} - \Pi\|_{\infty} \leq \|\hat{\Pi} - \Pi\|_{\infty} \) and

\[
\|\hat{\Pi} - \Pi\|_{\infty} = \|\hat{\Pi}^\top - \Pi^\top\|_{\infty} = \|\hat{\pi} - \pi\|_{\infty}.
\]

Hence, we can show that, for some constant \( C > 0 \), (34)–(36) are bounded above by \( C \sqrt{\log(p)/n} \) with probability at least \( 1 - p^{-1} \) by following the steps of Lemma 1.

For (37), we know that \( |G_{\pi_1^{-1}}| \) is bounded above by some positive constant by Lemma 10. Thus, by following the steps of Lemma 2, we can show that, for some constant \( C > 0 \), (37) is bounded above by \( C \sqrt{\log(p)/n} \) with probability at least \( 1 - p^{-1} \). By combining these results, we have that, for some constant \( C > 0 \),

\[
\|G_{\pi_1^{-1}}(\hat{T}, \hat{\pi}) \circ (\hat{\Pi} - \Pi)\beta^*\|_{\infty} \leq C \sqrt{\log(p)/n}
\]
with probability at least $1 - p^{-1}$.

By symmetrically applying above steps to $I_{3,2}$, we also have that, for some constant $C > 0$,

$$\|G_{\pi_2}^{-1}(\breve{T}, \breve{\pi}) \circ (\breve{\Pi} - \Pi)\|_{\infty} \leq C\sqrt{\frac{\log(p)}{n}}$$

with probability at least $1 - p^{-1}$. Combining (38) and (39) completes the proof.

\[ \square \]

**Lemma 4.** Let $\beta^* = \Sigma_{22}^{-1}\Sigma_{21}$. Under Assumptions 3–4

$$\|\beta^*\|_2 < C_{\text{Cov}} \quad \text{and} \quad \|\beta^*\|_1 < \sqrt{s}C_{\text{Cov}}.$$

**Proof.** Under Assumption 3

$$\|\beta^*\|_2 = \|\Sigma_{22}^{-1}\Sigma_{21}\|_2 \leq \|\Sigma_{22}^{-1}\|_{\text{op}}\|\Sigma_{21}\|_2.$$

At the same time, using $e_1 = (1, 0, \ldots, 0)^T$,

$$\lambda_{\text{max}}(\Sigma) \geq 1 \geq \|\Sigma e_1\|_2 = \sqrt{1 + \|\Sigma_{21}\|_2^2} > \|\Sigma_{21}\|_2.$$

Since $\|\Sigma_{22}^{-1}\|_{\text{op}} = \{\lambda_{\text{min}}(\Sigma)\}^{-1}$, we have that

$$\|\beta^*\|_2 \leq \|\Sigma_{22}^{-1}\|_{\text{op}}\|\Sigma_{21}\|_2 < \frac{\lambda_{\text{max}}(\Sigma)}{\lambda_{\text{min}}(\Sigma)} \leq C_{\text{Cov}}.$$

Under Assumption 4, it follows

$$\|\beta^*\|_1 \leq \sqrt{s}\|\beta^*\|_2 < \sqrt{s}C_{\text{Cov}}.$$

\[ \square \]

**Lemma 5.** For $j = 1, \ldots, p$, let $\pi_j = \Phi(\Delta_j)$ and $\hat{\pi}_j = n^{-1}\sum_{i=1}^n 1(X_{ij} = 0)$, where $\mathbb{E}(\hat{\pi}_j) = \pi_j$. 37
Also, let \( \pi = (\pi_1, \ldots, \pi_p)^\top \) and \( \hat{\pi} = (\hat{\pi}_1, \ldots, \hat{\pi}_p)^\top \). Then for any deterministic \( \|u\|_2 = 1 \) and \( t \),

\[
\mathbb{E}\left\{\exp(tu^\top (\hat{\pi} - \pi))\right\} \leq \exp\left(\frac{t^2C}{n}\right)
\]

for some constant \( C > 0 \).

**Proof.** For \( i = 1, \ldots, n \), let \( b_i = (1(X_{i1} = 0), \ldots, 1(X_{ip} = 0))^\top \) such that \( n^{-1}\sum_{i=1}^{n} b_i = \hat{\pi} \). By definition of the truncated latent Gaussian copula model, we have

\[
b_{ij} = 1(X_{ij} = 0) = 1(Z_{ij} \leq \Delta_j) = 1(Z_{ij} - \Delta_j \leq 0) = \frac{\text{sign}(Z_{ij} - \Delta_j) + 1}{2}.
\]

Since \( \tilde{z}_i = z_i - \Delta \overset{iid}{\sim} N_p(-\Delta, \Sigma_{22}) \), where \( z_i = (Z_{i1}, \ldots, Z_{ip})^\top \) and \( \Delta = (\Delta_1, \ldots, \Delta_p)^\top \), \( \text{sign}(\tilde{z}_i) - \mathbb{E}\{\text{sign}(\tilde{z}_i)\} \) is \( C(\Sigma_{22}) \)-subgaussian by Lemma 7, and thus \( \hat{\pi} - \pi = n^{-1}\sum_{i=1}^{n}\{b_i - \mathbb{E}(b_i)\} \) is sum of \( n \) iid \( C(\Sigma_{22}) \)-subgaussians. Thus,

\[
\mathbb{E}\left\{\exp(tu^\top (\hat{\pi} - \pi))\right\} = \mathbb{E}\left[\exp\left\{\frac{t}{n}\sum_{i=1}^{n} u^\top (b_i - \mathbb{E}(b_i))\right\}\right]
\leq \prod_{i=1}^{n} \exp\left(\frac{t^2C}{n^2}\right) = \exp\left(\frac{t^2C}{n}\right).
\]

\( \square \)

**Lemma 6.** Let \( \Sigma_{22} \) satisfy \( \text{RE}(s, 3) \) with parameter \( \gamma = \gamma(\Sigma_{22}) \). Let Assumptions 1, 2 and 5 hold.

Then with probability \( 1 - O(p^{-1}) \), \( \hat{\Sigma}_{22} \) satisfies \( \text{RE}(s, 3) \) with

\[
\hat{\gamma} = \hat{\gamma}(\hat{\Sigma}_{22}) \leq C\gamma
\]

for some constant \( C > 1 \).

**Proof.** Let \( a \in C(S, 3) = \{a \in \mathbb{R}^p : \|a_{S^c}\|_1 \leq 3\|a_S\|_1\} \). Let \( T_0 \) be the index set of the \( s \) largest
elements of \( \mathbf{a} \) in absolute value. Then it holds that \( \mathbf{a} \in \mathcal{C}(T_0, 3) \), and
\[
\|\mathbf{a}\|_1 = \|\mathbf{a}_S\|_1 + \|\mathbf{a}_S^c\|_1 \leq 4\|\mathbf{a}_S\|_1 \leq 4\sqrt{\delta}\|\mathbf{a}_S\|_2 \leq 4\sqrt{\delta}\|\mathbf{a}_{T_0}\|_2.
\]
Furthermore, following (32), it holds that
\[
\|\mathbf{a}\|_2 \leq \|\mathbf{a}_{T_0}\|_2 + \|\mathbf{a}\|_1 \sqrt{\delta} \leq 5\|\mathbf{a}_{T_0}\|_2.
\]
Consider
\[
a^\top \tilde{\Sigma}_{22} a = a^\top \Sigma_{22} a + a^\top (\tilde{\Sigma}_{22} - \Sigma_{22}) a \geq a^\top \Sigma_{22} a - |a^\top (\tilde{\Sigma}_{22} - \Sigma_{22}) a|.
\]
Following the proof of Theorem 5 and reparameterization of \( \Delta \) in terms of \( \Pi = \pi_1^\top \), we have the following decomposition
\[
\tilde{\Sigma}_{22} - \Sigma_{22} = G_{\tau}^{-1}(T, \Delta) \circ (\hat{T} - T) + G_{\tau\tau}^{-1}(T, \Delta) \circ (\hat{T} - T) \circ (\hat{T} - T)
\]
\[
= G_{\tau}^{-1}(T, \Delta) \circ (\hat{T} - T) + G_{\tau\tau}^{-1}(T, \Delta) \circ (\hat{T} - T) \circ (\hat{T} - T)
\]
\[
= G_{\tau}^{-1}(T, \Delta) \circ (\hat{T} - T) + G_{\tau\tau}^{-1}(T, \Delta) \circ (\hat{T} - T) \circ (\hat{T} - T)
\]
\[
+ G_{\pi_1}^{-1}(\hat{T}, \tilde{\pi}) \circ (\hat{\Pi} - \Pi) + G_{\pi_2}^{-1}(\hat{T}, \tilde{\pi}) \circ (\hat{\Pi} - \Pi)^\top
\]
\[
= G_{\tau}^{-1}(T, \Delta) \circ (\hat{T} - T) + G_{\pi_1}^{-1}(T, \pi) \circ (\hat{\Pi} - \Pi) + G_{\pi_2}^{-1}(T, \pi) \circ (\hat{\Pi} - \Pi)^\top
\]
\[
+ G_{\tau\tau}^{-1}(\hat{T}, \Delta) \circ (\hat{T} - T) \circ (\hat{T} - T)
\]
\[
+ G_{\pi_{11}}^{-1}(\hat{T}, \tilde{\pi}) \circ (\hat{\Pi} - \Pi) + G_{\pi_{12}}^{-1}(\hat{T}, \tilde{\pi}) \circ (\hat{\Pi} - \Pi)^\top
\]
\[
+ G_{\pi_{11}}^{-1}(\hat{T}, \tilde{\pi}) \circ (\hat{\Pi} - \Pi) + G_{\pi_{12}}^{-1}(\hat{T}, \tilde{\pi}) \circ (\hat{\Pi} - \Pi)^\top
\]
\[
+ G_{\pi_{21}}^{-1}(\hat{T}, \tilde{\pi}) \circ (\hat{\Pi} - \Pi) + G_{\pi_{22}}^{-1}(\hat{T}, \tilde{\pi}) \circ (\hat{\Pi} - \Pi)^\top,
\]
where \( \tilde{\tau}_{jk} \in (\tilde{\tau}_{jk}, \tau_{jk}), \tilde{\tau}_{jk} \in (\tilde{\tau}_{jk}, \tau_{jk}), \tilde{\pi}_j \in (\tilde{\pi}_j, \pi_j), \) and \( \tilde{\pi}_j \in (\tilde{\pi}_j, \pi_j) \). We will use one technique to bound all first order terms in (43), and another technique to bound all second-order terms.
Consider second-order terms in (43). Each term is bounded in the same way using Hölder’s inequality and bounds on second derivatives. Concretely, consider the term corresponding to $G_{\tau\tau}^{-1}$, that is

$$\left| a^\top G_{\tau\tau}^{-1}(\widehat{T}, \Delta) \circ (\widehat{T} - T) \circ (\widehat{T} - T)a \right| \leq \|a\|_1^2 \|\Sigma_{22}a\|_2 \leq a^\top \Sigma_{22}a C_1 \frac{s \log p}{n}. $$

By Lemma 11, the 2nd derivative is bounded $|G_{\tau\tau}^{-1}| \leq C$, thus, since $\widehat{\tau}_{jk}$ is between $\bar{\tau}_{jk}$ and $\bar{\tau}_{jk}$,

$$\left| a^\top G_{\tau\tau}^{-1}(T, \Delta) \circ (\widehat{T} - T) \circ (\widehat{T} - T)a \right| \leq C \|a\|_2 \|\widehat{T} - T\|_{\infty} \|T - T\|_{\infty} \leq C \|a\|_2 \|\widehat{T} - T\|_{\infty}^2. $$

Using the bound (40) on $\|a\|_1$, the condition that $\Sigma_{22}$ satisfies RE$(s, 3)$, and Lemma 9, it follows that with high probability

$$\left| a^\top G_{\tau\tau}^{-1}(T, \Delta) \circ (\widehat{T} - T) \circ (\widehat{T} - T)a \right| \leq C_1 \|a_S\|_2^2 \frac{s \log p}{n} \leq a^\top \Sigma_{22}a C_1 \gamma \frac{s \log p}{n}. $$

All the remaining 2nd order terms have the same bound as all the second derivatives are bounded, that is $|G_{\pi_j\pi_j}| \leq C$ by Lemma 12, $|G_{\pi_j\tau}| \leq C$ by Lemma 14, $|G_{\pi_j\pi_k}| \leq C$ by Lemma 13. Also $||\widehat{\pi} - \pi||_{\infty} \leq C_1 \sqrt{\log p/n}$ with high probability by Hoeffding’s inequality combined with union bound, and $||\widehat{T} - T||_{\infty} \leq C_2 \sqrt{\log p/n}$ with high probability by Lemma 9.

Consider first-order terms in (43). Each term is bounded in the same way using sub-gaussian properties in Lemma 5 (for $\widehat{\pi}$) and Lemma 8 (for $\widehat{T}$) combined with the fact that the first derivatives are both bounded and fixed. Concretely, consider the term corresponding to $G_{\tau}^{-1}$, that is

$$\left| a^\top G_{\tau}^{-1}(T, \Delta) \circ (\widehat{T} - T) \circ (\widehat{T} - T)a \right| = \left| \sum_{j=1}^p a_j e_j \right| G_{\tau}^{-1}(T, \Delta) \circ (\widehat{T} - T)a = \left| \sum_{j=1}^p a_j \left[ e_j^\top G_{\tau}^{-1}(T, \Delta) \circ (\widehat{T} - T)a \right] \right| \leq \|a\|_1 \max_{1 \leq j \leq p} \left| e_j^\top G_{\tau}^{-1}(T, \Delta) \circ (\widehat{T} - T)a \right| \leq 4 \sqrt{s} \|a_{T_0}\|_2 \max_{1 \leq j \leq p} \left| e_j^\top (\widehat{T} - T)b_j \right|. $$
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where $b_j = a \circ G^{-1}_\tau(T_j, \Delta)$ and the last inequality follow from (40). From Theorem 6 of Yoon et al. (2020), $|G^{-1}_\tau| \leq C$ for some constant $C > 0$, hence using (41)

$$\|b_j\|_2 \leq C\|a\|_2 \leq C_1\|a_{T_0}\|_2.$$ Combining this bound with Lemma 9, and following the proof of Lemma 1 gives, with high probability,

$$\max_j |e_j^\top (\hat{T} - T)b_j| \leq C_2\|a_{T_0}\|_2\sqrt{\log(p)/n},$$ and using that $\Sigma_{22}$ satisfies RE($s, 3$) gives

$$|a^\top G^{-1}_\tau(T, \Delta) \circ (\hat{T} - T)a| \leq C\|a_{T_0}\|_2^2 \sqrt{\frac{s\log(p)}{n}} \leq a^\top \Sigma_{22}a \ C\gamma \sqrt{\frac{s\log(p)}{n}}.$$ All the remaining first order terms have the same bound as the first derivatives $G^{-1}_\tau$ are fixed and bounded by Lemma 10, and $\hat{\pi}$ satisfy Lemma 5.

Combining the bounds on the first and second-order terms coupled with Assumption 5 gives with high probability

$$\left|a^\top (\hat{\Sigma}_{22} - \Sigma_{22})a\right| \leq a^\top \Sigma_{22}a C_3 \gamma \sqrt{\frac{s\log(p)}{n}}.$$ Combining this bound with (42) gives

$$a^\top \hat{\Sigma}_{22}a \geq a^\top \Sigma_{22}a \left(1 - C_3 \gamma \sqrt{\frac{s\log(p)}{n}}\right).$$ Under the scaling of Assumption 5, $C_3 \gamma \sqrt{\frac{s\log(p)}{n}} = o(1)$, thus it follows that $\gamma(\hat{\Sigma}) \leq C\gamma$ for some constant $C > 1$.

B.3 Supporting lemmas based on existing results

Lemma 7 (Barber and Kolar (2018) Lemma 4.5). Let $z \sim N_p(\mu, \Sigma)$. Then $\text{sign}(z) - \mathbb{E}\{\text{sign}(z)\}$ is $C(\Sigma)$-subgaussian.
Lemma 8 (Barber and Kolar (2018) Lemma E.2). For fixed $u$ and $v$ with $\|u\|_2, \|v\|_2 \leq 1$, for any $|t| \leq n/C$,

$$
\mathbb{E} \left[ \exp \left\{ t u^\top (\hat{T} - T) v \right\} \right] \leq \exp \left( \frac{t^2 C^2}{n} \right).
$$

Lemma 9 (De la Pena and Giné (2012) Theorem 4.1.8). For any $\delta > 0$,

$$
\|\hat{T} - T\|_\infty \leq \sqrt{\frac{4 \log (2(p^2)/\delta)}{n}}
$$

with probability at least $1 - \delta$. With $\delta = 1/2p$, $\|\hat{T} - T\|_\infty^2 \leq \frac{16 \log(p)}{n}$ with probability at least $1 - 1/2p$.

B.4 Bounds on partial derivatives of the inverse bridge function

Lemma 10. Let $G^{-1}(\tau)$ be the inverse bridge function for TT case, where $\tau = G_{TT}(r; \Delta_j, \Delta_k)$.

Under Assumptions 1–2, $|\partial G^{-1}(\tau)/\partial \pi_j| \leq C$ and $|\partial G^{-1}(\tau)/\partial \pi_k| \leq C$ for some constant $C > 0$.

Proof. By the multivariate chain rule, we have

$$
\frac{\partial G^{-1}(\tau)}{\partial \pi_j} = \frac{\partial G^{-1}(\tau)}{\partial \tau} \frac{\partial \tau}{\partial \Delta_j} \frac{\partial \Delta_j}{\partial \pi_j} = \frac{\partial G^{-1}(\tau)}{\partial \tau} \frac{\partial G(r; \Delta_j, \Delta_k)}{\partial \Delta_j} \frac{\partial \Delta_j}{\partial \pi_j}
$$

$$
:= A_1 A_2 A_3. \quad (44)
$$

By Theorem 6 in Yoon et al. (2020), $|A_1| \leq C$. By Lemma 15, $A_2$ is bounded. By Lemma 21, $A_3$ is bounded. The proof for $\pi_k$ is analogous. \qed

Lemma 11. Let $G^{-1}(\tau)$ be the inverse bridge function for TT case, where $\tau = G_{TT}(r; \Delta_j, \Delta_k)$.

Under Assumptions 1–2, $|\partial^2 G^{-1}(\tau)/\partial \tau^2| \leq C$ for some constant $C > 0$ independent of $r$, $\Delta_j$, $\Delta_k$. 
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Proof. Let $h(r) = \partial G(r; \Delta_j, \Delta_k)/\partial r$ and consider

\[
\frac{\partial^2 G^{-1}(\tau)}{\partial \tau^2} = \frac{\partial}{\partial \tau} \left\{ \frac{\partial G(r; \Delta_j, \Delta_k)}{\partial r} \right\}^{-1} = \frac{\partial}{\partial r} \left\{ \frac{\partial G(r; \Delta_j, \Delta_k)}{\partial r} \right\}^{-1} \frac{\partial r}{\partial \tau} \\
= \frac{\partial}{\partial r} \left\{ \frac{1}{h(r)} \left( \frac{\partial \tau}{\partial r} \right)^{-1} \right\} = \frac{\partial}{\partial r} \left\{ \frac{1}{h(r)} \right\} \left\{ \frac{\partial G(r; \Delta_j, \Delta_k)}{\partial r} \right\}^{-1} \\
= -\frac{1}{h(r)^2} \frac{\partial h(r)}{\partial r} \frac{1}{h(r)} = -\frac{1}{h(r)^3} \frac{\partial h(r)}{\partial r}.
\]

By Theorem 6 of Yoon et al. (2020), $h(r)$ is positive and bounded from below by a positive constant independent of $r$, $\Delta_j$, $\Delta_k$. By Lemma 19, $|\partial h(r)/\partial r|$ is bounded above by a positive constant. Thus, we have $|\partial^2 G^{-1}(\tau)/\partial \tau^2| < C$ for some $C > 0$.

**Lemma 12.** Let $G^{-1}(\tau)$ be the inverse bridge function for TT case, where $\tau = G_{TT}(r; \Delta_j, \Delta_k)$. Under Assumptions 1–2, $|G^{-1}_{\tau, \pi_j} = \partial^2 G^{-1}(\tau)/\partial \pi_j^2| \leq C$ for some constant $C > 0$ independent of $r$, $\Delta_j$, $\Delta_k$.

Proof. Let $h(r) = \partial G(r; \Delta_j, \Delta_k)/\partial r$ so that $G^{-1}(\tau)/\partial \tau = (\partial G(r; \Delta_j, \Delta_k)/\partial r)^{-1} = 1/h(r)$. By (44) and multivariate chain rule, we have

\[
\frac{\partial^2 G^{-1}(\tau)}{\partial \pi_j^2} = \frac{\partial}{\partial \pi_j} \left( \frac{1}{h(r)} \frac{\partial G(r; \Delta_j, \Delta_k)}{\partial \Delta_j} \frac{\partial \Delta_j}{\partial \pi_j} \right) \\
= \left[ \frac{\partial}{\partial \pi_j} \left\{ \frac{1}{h(r)} \right\} \right] \frac{\partial G(r; \Delta_j, \Delta_k)}{\partial \Delta_j} \frac{\partial \Delta_j}{\partial \pi_j} + \frac{1}{h(r)} \left[ \frac{\partial^2 G(r; \Delta_j, \Delta_k)}{\partial \pi_j \partial \Delta_j} \right] \frac{\partial \Delta_j}{\partial \pi_j} \\
+ \frac{1}{h(r)} \frac{\partial G(r; \Delta_j, \Delta_k)}{\partial \pi_j} \left[ \frac{\partial^2 \Delta_j}{\partial \pi_j^2} \right] \\
= \left[ \frac{\partial}{\partial \Delta_j} \frac{1}{h(r)} \right] \frac{\partial G(r; \Delta_j, \Delta_k)}{\partial \Delta_j} \frac{\partial \Delta_j}{\partial \pi_j} + \frac{1}{h(r)} \left[ \frac{\partial^2 G(r; \Delta_j, \Delta_k)}{\partial \pi_j \partial \Delta_j} \right] \frac{\partial \Delta_j}{\partial \pi_j} \\
+ \frac{1}{h(r)} \frac{\partial G(r; \Delta_j, \Delta_k)}{\partial \pi_j} \left[ \frac{\partial^2 \Delta_j}{\partial \pi_j^2} \right] \\
= \frac{\partial}{\partial \Delta_j} \frac{1}{h(r)} \left( \frac{\partial \Delta_j}{\partial \pi_j} \right)^2 + \frac{1}{h(r)} \frac{\partial^2 G(r; \Delta_j, \Delta_k)}{\partial \pi_j \partial \Delta_j} \left( \frac{\partial \Delta_j}{\partial \pi_j} \right)^2 \\
+ \frac{1}{h(r)} \frac{\partial G(r; \Delta_j, \Delta_k)}{\partial \pi_j} \frac{\partial^2 \Delta_j}{\partial \pi_j^2}.
\]

We next show that each term is bounded.
Consider $\partial\{h(r)\}^{-1}/\partial \Delta_j$. By the multivariate chain rule,

$$\frac{\partial\{h(r)\}^{-1}}{\partial \Delta_j} = -\frac{1}{h(r)^2} \frac{\partial h(r)}{\partial \Delta_j} = -\frac{1}{h(r)^2} \frac{\partial^2 G(r; \Delta_j, \Delta_k)}{\partial \Delta_j \partial r}.$$ 

The term $|\partial^2 G(r; \Delta_j, \Delta_k)/\partial \Delta_j \partial r|$ is bounded from above by Lemma 16, and $|1/h(r)|$ is bounded from above by Theorem 6 in Yoon et al. (2020). Furthermore, $|\partial G(r; \Delta_j, \Delta_k)/\partial \Delta_j|$ is bounded by Lemma 15, $|\partial^2 G(r; \Delta_j, \Delta_k)/\partial \Delta^2_j|$ is bounded by Lemma 17, and $|\partial \Delta_j/\partial \pi_j|, |\partial^2 \Delta_j/\partial \pi^2_j|$ are both bounded by Lemma 21. This concludes the proof. 

\[ \square \]

**Lemma 13.** Let $G^{-1}(\tau)$ be the inverse bridge function for TT case, where $\tau = G_{TT}(r, \Delta_j, \Delta_k)$. Under Assumptions 1–2, $|\partial^2 G^{-1}(\tau)/\partial \pi_k \pi_j| \leq C$ for some constant $C > 0$ independent of $r$, $\Delta_j$, $\Delta_k$.

**Proof.** Let $h(r) = \partial G(r; \Delta_j, \Delta_k)/\partial r$ so that $G^{-1}(\tau)/\partial \tau = (\partial G(r; \Delta_j, \Delta_k)/\partial r)^{-1} = 1/h(r)$. By (44) and multivariate chain rule, we have

$$\frac{\partial^2 G^{-1}(\tau)}{\partial \pi_k \pi_j} = \partial \left[ \frac{1}{h(r)} \frac{\partial G(r; \Delta_j, \Delta_k)}{\partial \Delta_j} \frac{\partial \Delta_j}{\partial \pi_j} \right] = \left[ \frac{\partial}{\partial \pi_k} \left\{ \frac{1}{h(r)} \right\} \right] \frac{\partial G(r; \Delta_j, \Delta_k)}{\partial \Delta_j} \frac{\partial \Delta_j}{\partial \pi_j} + \frac{1}{h(r)} \left[ \frac{\partial^2 G(r; \Delta_j, \Delta_k)}{\partial \pi_k \partial \Delta_j} \right] \frac{\partial \Delta_j}{\partial \pi_j} + \frac{1}{h(r)} \frac{\partial G(r; \Delta_j, \Delta_k)}{\partial \Delta_j} \left[ \frac{\partial^2 \Delta_j}{\partial \pi_k \partial \pi_j} \right].$$

As $\partial^2 \Delta_j/\partial \pi_k \pi_j = 0$, we further have that

$$\frac{\partial^2 G^{-1}(\tau)}{\partial \pi_k \pi_j} = \left[ \frac{\partial\{h(r)\}^{-1}}{\partial \Delta_k} \frac{\partial G(r; \Delta_j, \Delta_k)}{\partial \Delta_j} \frac{\partial \Delta_j}{\partial \pi_j} + \frac{1}{h(r)} \left[ \frac{\partial^2 G(r; \Delta_j, \Delta_k)}{\partial \Delta_k \partial \Delta_j} \frac{\partial \Delta_j}{\partial \pi_j} \right] \frac{\partial \Delta_j}{\partial \pi_j} \right]$$

where $|\partial \Delta_j/\partial \pi_j|$ and $|\partial \Delta_k/\partial \pi_k|$ are bounded above by some constant $C > 0$ by Lemma 21. Thus,
by the triangle inequality,
\[
\left| \frac{\partial^2 G^{-1}(\tau)}{\partial \pi_k \partial j} \right| \leq \left| \frac{\partial \{h(r)\}^{-1}}{\partial \Delta_k} \right| \frac{\partial G(r; \Delta_j, \Delta_k)}{\partial \Delta_j} \left( \frac{\partial \Delta_k}{\partial \pi_k} \right) \left( \frac{\partial \Delta_j}{\partial \pi_j} \right) + \left| \frac{1}{h(r)} \frac{\partial^2 G(r; \Delta_j, \Delta_k)}{\partial \Delta_k \partial \Delta_j} \right|
\]
\[
\leq C^2 \left| \frac{\partial \{h(r)\}^{-1}}{\partial \Delta_k} \right| \frac{\partial G(r; \Delta_j, \Delta_k)}{\partial \Delta_j} + C^2 \left| \frac{1}{h(r)} \frac{\partial^2 G(r; \Delta_j, \Delta_k)}{\partial \Delta_k \partial \Delta_j} \right|
\]

We next show that each term is bounded.

Consider \( \partial \{h(r)\}^{-1}/\partial \Delta_k \). By the multivariate chain rule,
\[
\frac{\partial \{h(r)\}^{-1}}{\partial \Delta_k} = -\frac{1}{h(r)^2} \frac{\partial h(r)}{\partial \Delta_k} = -\frac{1}{h(r)^2} \frac{\partial^2 G(r; \Delta_j, \Delta_k)}{\partial \Delta_k \partial r}.
\]
The term \( |\partial^2 G(r; \Delta_j, \Delta_k)/\partial \Delta_k \partial r| \) is bounded from above by Lemma 16, and \( |1/h(r)| \) is bounded from above by Theorem 6 in Yoon et al. (2020). Furthermore, \( |\partial G(r; \Delta_j, \Delta_k)/\partial \Delta_j| \) is bounded by Lemma 15, \( |\partial^2 G(r; \Delta_j, \Delta_k)/\partial \Delta_k \partial \Delta_j| \) is bounded by Lemma 18. This concludes the proof.

**Lemma 14.** Let \( G^{-1}(\tau) \) be the inverse bridge function for TT case, where \( \tau = G_{TT}(r, \Delta_j, \Delta_k) \).

Under Assumptions 1–2, \( |\partial^2 G^{-1}(\tau)/\partial \pi_j \partial \tau| \leq C \) for some constant \( C > 0 \) independent of \( r, \Delta_j, \Delta_k \).

**Proof.** Let \( h(r) = \partial G(r; \Delta_j, \Delta_k)/\partial r \) so that \( G^{-1}(\tau)/\partial \tau = (\partial G(r; \Delta_j, \Delta_k)/\partial r)^{-1} = 1/h(r) \). By the multivariate chain rule,
\[
\frac{\partial^2 G^{-1}(\tau)}{\partial \pi_j \partial \tau} = \frac{\partial}{\partial \pi_j} \left( \frac{\partial G^{-1}(\tau)}{\partial \tau} \right) = \frac{\partial}{\partial \pi_j} \left( \frac{1}{h(r)} \right) = \frac{\partial}{\partial \Delta_j} \left( \frac{1}{h(r)} \right) \frac{\partial \Delta_j}{\partial \pi_j} = -\frac{1}{h(r)^2} \frac{\partial h(r)}{\partial \Delta_j} \frac{\partial \Delta_j}{\partial \pi_j} = -\frac{1}{h(r)^2} \frac{\partial G(r; \Delta_j, \Delta_k)}{\partial \Delta_j} \frac{\partial \Delta_j}{\partial \pi_j}.
\]
The terms \( |\partial \Delta_j/\partial \pi_j|, |1/h(r)^2| \), and \( |\partial^2 G(r; \Delta_j, \Delta_k)/\partial \Delta_j \partial r| \) are bounded above by constants by Lemma 21, Theorem 6 of Yoon et al. (2020), and Lemma 16, respectively. Thus, for some constant \( C > 0 \), we have
\[
\left| \frac{\partial^2 G^{-1}(\tau)}{\partial \pi_j \partial \tau} \right| \leq C.
\]
B.5 Bounds on the partial derivatives of the bridge function

Here we bound partial derivatives of the bridge function $G(r; \Delta_j, \Delta_k)$ for TT case, where

$$G(r; \Delta_j, \Delta_k) = -2\Phi_4(-\Delta_j, -\Delta_k, 0, 0; \Sigma_{4a}) + 2\Phi_4(-\Delta_j, -\Delta_k, 0, 0; \Sigma_{4b}).$$

As the bridge function consists of two 4-dimensional Gaussian distribution functions, we will show that, whether $\Sigma_4 = \Sigma_{4a}$ or $\Sigma_4 = \Sigma_{4b}$, the absolute values of partial derivatives of $\Phi_4(-\Delta_j, -\Delta_k, 0, 0; \Sigma_4)$ are bounded from above.

**Lemma 15.** Under Assumptions 1–2, $|\partial G(r; \Delta_j, \Delta_k)/\partial \Delta_j|$ and $|\partial G(r; \Delta_j, \Delta_k)/\partial \Delta_k|$ are bounded above by some constant $C > 0$ independent from $r, \Delta_j, \Delta_k$.

**Proof.** By the Leibniz rule,

$$\frac{\partial}{\partial \Delta_j} \Phi_4(-\Delta_j, -\Delta_k, 0, 0; \Sigma_4) = \frac{\partial}{\partial \Delta_j} \int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\infty}^{0} \phi(z_1, z_2, z_3, z_4) dz_1 dz_2 dz_3 dz_4$$

$$= (-1) \int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\infty}^{0} \phi(-\Delta_j, z_2, z_3, z_4) dz_2 dz_3 dz_4.$$

Thus, regardless of $\Sigma_4 = \Sigma_{4a}$ or $\Sigma_4 = \Sigma_{4b}$,

$$\left| \frac{\partial}{\partial \Delta_j} \Phi_4(-\Delta_j, -\Delta_k, 0, 0; \Sigma_4) \right| = \int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\infty}^{0} \phi(-\Delta_j, z_2, z_3, z_4) dz_2 dz_3 dz_4$$

$$= \phi(-\Delta_j) \int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\infty}^{0} \phi(z_2, z_3, z_4) dz_2 dz_3 dz_4 - \phi(-\Delta_j) d\Delta_2 d\Delta_3 d\Delta_4,$$

where $\phi(z_2, z_3, z_4| - \Delta_j)$ is the conditional pdf given $Z_1 = -\Delta_j$. Therefore, the three-dimensional integral above corresponds to a probability (and is bounded by one), leading to

$$\left| \frac{\partial}{\partial \Delta_j} \Phi_4(-\Delta_j, -\Delta_k, 0, 0; \Sigma_4) \right| \leq \phi(-\Delta_j) \leq \phi(0) = 1/\sqrt{2\pi}.$$

The proof for $\Delta_k$ is analogous. \qed
Lemma 16. Under Assumptions 1–2, \(|\partial^2 G(r; \Delta_j, \Delta_k)|/\partial r \partial \Delta_j|\) and \(|\partial^2 G(r; \Delta_j, \Delta_k)|/\partial r \partial \Delta_k|\) are bounded above by some constant \(C > 0\).

Proof. We start from the partial derivative with respect to \(\Delta_j\) given in Lemma 15 as

\[
\frac{\partial}{\partial \Delta_j} \Phi_4(-\Delta_j, -\Delta_k, 0, 0; \Sigma_4) = (-1) \int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\infty}^{-\Delta_k} \phi(-\Delta_j, z_2, z_3, z_4; \Sigma_4) dz_2 dz_3 dz_4.
\]

Let \(\Sigma_4 = [\rho_{jk}]_{1 \leq j, k \leq 4}\) and consider the following multivariate chain rule:

\[
\frac{\partial}{\partial r} \int_0^0 \int_{-\infty}^{0} \int_{-\infty}^{-\Delta_k} \phi(-\Delta_j, z_2, z_3, z_4; \Sigma_4) dz_2 dz_3 dz_4 = \sum_{j<k} \left\{ \frac{\partial}{\partial \rho_{jk}} \int_0^0 \int_{-\infty}^{0} \int_{-\infty}^{-\Delta_k} \phi(-\Delta_j, z_2, z_3, z_4; \Sigma_4) dz_2 dz_3 dz_4 \frac{\partial \rho_{jk}}{\partial r} \right\}.
\]

In the above, we only consider partial derivatives with respect to \(\rho_{12}, \rho_{14}, \rho_{23},\) and \(\rho_{34}\) because \(\rho_{13}\) do not involve \(r\) whether \(\Sigma_4 = \Sigma_{4a}\) or \(\Sigma_4 = \Sigma_{4b}\), i.e., \(\partial \rho_{jk}/\partial r = 0\).

Consider the case \((j, k) = (2, 3)\). By Plackett (1954),

\[
\int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\infty}^{-\Delta_k} \frac{\partial \phi(-\Delta_j, z_2, z_3, z_4)}{\partial \rho_{23}} dz_2 dz_3 dz_4 = \int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\infty}^{-\Delta_k} \frac{\partial^2 \phi(-\Delta_j, z_2, z_3, z_4)}{\partial \rho_{23} \partial z_3} dz_2 dz_3 dz_4
\]

\[
= \int_{-\infty}^{0} \phi(-\Delta_j, -\Delta_k, 0, z_4) dz_4
\]

\[
= \int_{-\infty}^{0} \phi(z_4 | -\Delta_j, -\Delta_k, 0) \phi(-\Delta_j, -\Delta_k, 0) dz_4
\]

\[
= \phi(-\Delta_j, -\Delta_k, 0) \int_{-\infty}^{0} \phi(z_4 | -\Delta_j, -\Delta_k, 0) dz_4,
\]

where \(\phi(z_4 | -\Delta_j, -\Delta_k, 0)\) is the conditional pdf given \(Z_1 = -\Delta_j, Z_2 = -\Delta_k,\) and \(Z_3 = 0\). Therefore, above integral corresponds to a probability (and is bounded by one), leading to

\[
\int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\infty}^{-\Delta_k} \frac{\partial \phi(-\Delta_j, z_2, z_3, z_4)}{\partial \rho_{23}} dz_2 dz_3 dz_4 \leq \phi(-\Delta_j, -\Delta_k, 0) \leq |\Sigma_4|^{-1/2},
\]

where above inequalities hold because \(\phi(-\Delta_j, -\Delta_k, 0) \leq \phi(0, 0, 0) = |\Sigma_3|^{-1/2} \leq |\Sigma_4|^{-1/2}\) and
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\[ \Sigma_3 = \text{Var}\{(Z_1, Z_2, Z_3)\}. \] As Lemma 20 provides that \(|\Sigma_4|^{-1/2} \leq C\) for some constant \(C > 0\), we have the desired result. The case \((j, k) = (3, 4)\) is similar with the same bound.

For \((j, k) = (1, 2)\), again by Plackett (1954), we have

\[
\int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\infty}^{0} \frac{\partial \phi(-\Delta_j, -\Delta_k, z_3, z_4)}{\partial \rho_{12}} dz_2 dz_3 dz_4 = -\int_{-\infty}^{0} \int_{-\infty}^{0} \frac{\partial \phi(-\Delta_j, -\Delta_k, z_3, z_4)}{\partial \Delta_j} dz_3 dz_4.
\]

For notational convenience, let \(y = (-\Delta_j, -\Delta_k, z_3, z_4)^\top = (y_1, y_2, y_3, y_4)^\top\) and write

\[
\int_{-\infty}^{0} \int_{-\infty}^{0} \frac{\partial \phi(-\Delta_j, -\Delta_k, z_3, z_4)}{\partial \Delta_j} dz_3 dz_4 = \int_{-\infty}^{0} \int_{-\infty}^{0} \frac{\partial \phi(y_1, y_2, y_3, y_4)}{\partial \rho_{12}} dy_3 dy_4
\]

\[
= \int_{-\infty}^{0} \int_{-\infty}^{0} (-\omega_i^\top y) \phi(y_1, y_2, y_3, y_4) dy_3 dy_4, \tag{45}
\]

where \(\omega_i^\top\) is the \(i\)th row of \(\Sigma_4^{-1}\). Then, by extending the range of integrations, the absolute value of (45) is bounded above as

\[
\left| \int_{-\infty}^{0} \int_{-\infty}^{0} (-\omega_i^\top y) \phi(y_1, y_2, y_3, y_4) dy_3 dy_4 \right| \leq \int_{-\infty}^{0} \int_{-\infty}^{0} \omega_i^\top y \phi(y_1, y_2, y_3, y_4) dy_3 dy_4
\]

\[
\leq \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \omega_i^\top y \phi(y_1, y_2, y_3, y_4) dy_3 dy_4.
\]

By the triangle inequality,

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |\omega_i^\top y| \phi(y_1, y_2, y_3, y_4) dy_3 dy_4
\]

\[
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \sum_{i' = 1}^{4} |\omega_i y_i| \phi(y_1, y_2, y_3, y_4) dy_3 dy_4
\]

\[
\leq \sum_{i' = 1}^{2} |\omega_{i'} y_{i'}| \phi(y_1, y_2) + \sum_{i' = 3}^{4} |\omega_{i'}| \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |y_{i'}| \phi(y_1, y_2, y_3, y_4) dy_3 dy_4
\]

\[
\leq |\Sigma_4|^{-1/2} \left\{ \sum_{i' = 1}^{2} |\omega_{i'} y_{i'}| + \sum_{i' = 3}^{4} |\omega_{i'}| \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |y_{i'}| \phi(y_3, y_4, y_1, y_2) dy_3 dy_4 \right\},
\]

where the last inequality holds as \(\phi(y_1, y_2) \leq |\Sigma_2|^{-1/2} \leq |\Sigma_4|^{-1/2}\). Under Assumption 2, \(|y_1| = |\Delta_j| \leq M, |y_2| = |\Delta_k| \leq M\). By Lemma 20, whether \(\Sigma_4 = \Sigma_4a\) or \(\Sigma_4 = \Sigma_4b\), \(|\Sigma_4|^{-1/2}\) is bounded
above and all elements of $\Sigma^{-1}_4 = [\omega_{\ell'}]_{1 \leq \ell' \leq 4}$ are all bounded above. Thus, we have

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |\omega_1 y| \phi(y_1, y_2, y_3, y_4)dy_3dy_4 \leq C_1 + C_2 \sum_{\ell' = 3}^{4} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |y_{\ell'}| \phi(y_3, y_4|y_1, y_2)dy_3dy_4.
$$

By Lemma 23, for some constant $C > 0$,

$$
\sum_{\ell' = 3}^{4} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |y_{\ell'}| \phi(y_3, y_4|y_1, y_2)dy_3dy_4 = \sum_{\ell' = 3}^{4} \mathbb{E}(Y_{\ell'}|Y_1 = y_1, Y_2 = y_2) \leq C.
$$

This concludes the proof and the proof for $\Delta_k$ is analogous.

\[\square\]

**Lemma 17.** Under Assumptions 1 and 2, $|\partial^2 G(r; \Delta_j, \Delta_k)/\partial \Delta_j^2|$ and $|\partial^2 G(r; \Delta_j, \Delta_k)/\partial \Delta_k^2|$ are bounded above by some constant $C > 0$.

**Proof.** From the proof of Lemma 15, we have

$$
\frac{\partial}{\partial \Delta_j} \Phi_4(-\Delta_j, -\Delta_k, 0, 0; \Sigma_4) = (-1) \int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\infty}^{-\Delta_k} \phi(-\Delta_j|z_2, z_3, z_4)\phi(z_2, z_3, z_4)dz_2dz_3dz_4.
$$

By interchanging differentiation and integration,

$$
\frac{\partial^2}{\partial \Delta_j^2} \Phi_4(-\Delta_j, -\Delta_k, 0, 0; \Sigma_4) = (-1) \int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\infty}^{-\Delta_k} \frac{\partial}{\partial \Delta_j} \phi(-\Delta_j|z_2, z_3, z_4)\phi(z_2, z_3, z_4)dz_2dz_3dz_4
$$

$$
= \int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\infty}^{-\Delta_k} \Delta_j + \mu \frac{\partial}{\partial \Delta_j} \phi(-\Delta_j|z_2, z_3, z_4)\phi(z_2, z_3, z_4)dz_2dz_3dz_4,
$$

where $\mathbb{E}(z_1|z_2, z_3, z_4) = \mu$ and $\text{Var}(z_1|z_2, z_3, z_4) = v^2$ as in Lemma 22. Thus

$$
\left| \frac{\partial^2}{\partial \Delta_j^2} \Phi_4(-\Delta_j, -\Delta_k, 0, 0; \Sigma_4) \right| \leq \int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\infty}^{-\Delta_k} \left| \frac{\Delta_j}{v^2} \right| \phi(-\Delta_j|z_2, z_3, z_4)\phi(z_2, z_3, z_4)dz_2dz_3dz_4 \quad (46)
$$

$$
+ \int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\infty}^{-\Delta_k} \left| \frac{\mu}{v^2} \right| \phi(-\Delta_j|z_2, z_3, z_4)\phi(z_2, z_3, z_4)dz_2dz_3dz_4.
$$

(47)
Consider the first term (46). Following the proof of Lemma 15,

\[
\int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\Delta_k}^{-\Delta_j} \frac{\Delta_j}{v^2} \phi(-\Delta_j|z_2, z_3, z_4) \phi(z_2, z_3, z_4) dz_2 dz_3 dz_4 \\
= \frac{\Delta_j}{v^2} \left[ \int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\Delta_k}^{-\Delta_j} \phi(-\Delta_j, z_2, z_3, z_4) dz_2 dz_3 dz_4 \right] \\
\leq \frac{\Delta_j}{v^2} \left( \frac{1}{\sqrt{2\pi}} \right) \leq C, \tag{48}
\]

where the last inequality holds as \(|\Delta_j| \leq M\) under Assumption 2, and \(v^2\) is bounded below by Lemma 22.

Consider the second term (47). Let \(z_{-1} = (z_2, z_3, z_4)^\top\) and write \(\mu = rz_2 + z_3/\sqrt{2} - rz_4/\sqrt{2} = u^\top z_{-1}\) as in Lemma 22. Then, since \(\phi(-\Delta_j|z_2, z_3, z_4) \leq 1/\sqrt{2\pi v^2},\)

\[
\int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\Delta_k}^{-\Delta_j} \left| \frac{\mu}{v^2} \right| \phi(-\Delta_j|z_2, z_3, z_4) \phi(z_2, z_3, z_4) dz_2 dz_3 dz_4 \\
\leq \frac{1}{v^3 \sqrt{2\pi}} \int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\Delta_k}^{-\Delta_j} \left| u^\top z_{-1} \right| \phi(z_2, z_3, z_4) dz_2 dz_3 dz_4.
\]

Since \(u^\top z_{-1} \sim N(0, \frac{1+r^2}{2})\) and \(|u^\top z_{-1}|\) follows the folded Gaussian with mean \(E|u^\top z_{-1}| = \sqrt{(1+r^2)/\pi}\), we further have that

\[
\int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\Delta_k}^{-\Delta_j} \left| \frac{\mu}{v^2} \right| \phi(-\Delta_j|z_2, z_3, z_4) \phi(z_2, z_3, z_4) dz_2 dz_3 dz_4 \\
\leq \frac{1}{v^3 \sqrt{2\pi}} \int_{-\infty}^{0} \int_{-\infty}^{0} \int_{-\Delta_k}^{-\Delta_j} |u^\top z_{-1}| \phi(z_2, z_3, z_4) dz_2 dz_3 dz_4 \\
= \frac{1}{v^3 \pi} \sqrt{\frac{1+r^2}{2}} \\
\leq C,
\]

where the last inequality holds as \(|r| \leq 1 - \varepsilon_r\) and \(v^3\) is bounded below under Assumption 1. \(\square\)

**Lemma 18.** Under Assumptions 1 and 2, \(|\partial^2 G(r; \Delta_j, \Delta_k)/\partial \Delta_k \partial \Delta_j|\) is bounded above by some constant \(C > 0\).
Proof. By the Leibniz rule,
\[
\frac{\partial^2}{\partial \Delta_k \partial \Delta_j} \Phi_4(-\Delta_j, -\Delta_k, 0, 0; \Sigma_4) = \int_{-\infty}^{0} \int_{-\infty}^{0} \phi(z_3, z_4| -\Delta_j, -\Delta_k) \phi(-\Delta_j, -\Delta_k) dz_3 dz_4
\]
\[= \phi(-\Delta_j, -\Delta_k) \int_{-\infty}^{0} \int_{-\infty}^{0} \phi(z_3, z_4| -\Delta_j, -\Delta_k) dz_3 dz_4,
\]
where \(\phi(z_3, z_4| -\Delta_j, -\Delta_k)\) is the conditional pdf given \(Z_1 = -\Delta_j\) and \(Z_2 = -\Delta_k\). Thus, the two-dimensional integral above corresponds to a probability (and is bounded by one), leading to
\[
\left| \frac{\partial^2}{\partial \Delta_k \partial \Delta_j} \Phi_4(-\Delta_j, -\Delta_k, 0, 0; \Sigma_4) \right| \leq \phi(-\Delta_j, -\Delta_k) \leq \phi(0, 0) = |\Sigma_2|^{-1/2} \leq |\Sigma_4|^{-1/2},
\]
where \(\Sigma_2 = \text{Var}\{(Z_1, Z_2)\}\). As Lemma 20 provides that \(|\Sigma_4|^{-1/2} \leq C\) for some constant \(C > 0\), this concludes the proof.

Lemma 19. Under Assumptions 1 and 2, \(|\partial^2 G(r; \Delta_j, \Delta_k)/\partial r^2|\) is bounded above by some constant \(C > 0\).

Proof. We start from the partial derivative with respect to \(r\) given in Theorem 6 of Yoon et al. (2020) as
\[
\frac{\partial G(r, \Delta_j, \Delta_k)}{\partial r} = -2 \frac{\partial \Phi_4\{\Delta_i, \Delta_j, 0, 0; \Sigma_{4a}(r)\}}{\partial r} + 2 \frac{\partial \Phi_4\{\Delta_i, \Delta_j, 0, 0; \Sigma_{4b}(r)\}}{\partial r}
\]
\[= \sqrt{2} h_{14a}(r) + \sqrt{2} h_{23a}(r) + 2 h_{23a}(r) + 2 h_{12b}(r) + \sqrt{2} h_{14b}(r) + \sqrt{2} h_{23b}(r) + 2 h_{34b}(r),
\]
where \(h_{14a}(r)\) is defined as
\[
h_{14a}(r) = \frac{\partial \Phi(a_1, \ldots, a_4; \Sigma_{4a})}{\partial \rho_{14}(r)} = \int_{-\infty}^{a_3} \int_{-\infty}^{a_2} \phi(a_1, y_2, y_3, a_4; \Sigma_4) dy_2 dy_3
\]
and the rest of \(h_{ij}(r)\)’s are analogously defined.

As \(\partial G(r; \Delta_j, \Delta_k)/\partial r\) is a sum of \(h_{ij}(r)\)’s, we show that \(|\partial h_{ij}(r)/\partial r|\) is bounded above for all \(i\)
and \( j \) whether \( \Sigma_4 = \Sigma_{4a} \) and \( \Sigma_4 = \Sigma_{4b} \). Using the multivariate chain rule and triangle inequality,

\[
\left| \frac{\partial h_{ij}(r)}{\partial r} \right| = \left| \sum_{k<\ell} \frac{\partial h_{ij}(r)}{\partial \rho_{k\ell}} \frac{\partial \rho_{k\ell}}{\partial r} \right| \leq \sum_{k<\ell} \left| \frac{\partial h_{ij}(r)}{\partial \rho_{k\ell}} \right| \left| \frac{\partial \rho_{k\ell}}{\partial r} \right|.
\]

By Lemma 26, for all \( 1 \leq i < j \leq 4 \) and \( 1 \leq k < \ell \leq 4 \), \( |\partial h_{ij}(r)/\partial \rho_{k\ell}| \leq C \) for some constant \( C > 0 \). Also, as \( \rho_{k\ell} \)'s are linear in \( r \), \( |\partial \rho_{k\ell}/\partial r| \)'s are bounded above some positive constant. This concludes the proof.

\[ \square \]

### B.6 Auxiliary lemmas

From Theorem 4 in Yoon et al. (2020), the bridge function for TT case takes the following form

\[
G(r, \Delta_j, \Delta_k) = -2 \Phi_4(-\Delta_j, -\Delta_k, 0, 0; \Sigma_{4a}) + 2 \Phi_4(-\Delta_j, -\Delta_k, 0, 0; \Sigma_{4b})
\]

with \( \Delta_j = f_j(D_j) \), \( \Delta_k = f_k(C_k) \),

\[
\Sigma_{4a} = \begin{pmatrix}
1 & 0 & 1/\sqrt{2} & -r/\sqrt{2} \\
0 & 1 & -r/\sqrt{2} & 1/\sqrt{2} \\
1/\sqrt{2} & -r/\sqrt{2} & 1 & -r \\
-r/\sqrt{2} & 1/\sqrt{2} & -r & 1
\end{pmatrix}, \quad \Sigma_{4b} = \begin{pmatrix}
1 & r & 1/\sqrt{2} & r/\sqrt{2} \\
r & 1 & r/\sqrt{2} & 1/\sqrt{2} \\
1/\sqrt{2} & r/\sqrt{2} & 1 & r \\
r/\sqrt{2} & 1/\sqrt{2} & r & 1
\end{pmatrix}. \tag{49}
\]

**Lemma 20.** Let \( \Sigma_4 = \Sigma_{4a} \) or \( \Sigma_4 = \Sigma_{4b} \) from above, and let its inverse be \( \Sigma_4^{-1} = [\omega_{\ell \ell'}]_{1 \leq \ell, \ell' \leq 4} \).

Under Assumption 1, \( |\omega_{\ell \ell'}| \leq C_1, 1 \leq \ell, \ell' \leq 4 \), for some constant \( C_1 > 0 \). Also, \( |\Sigma_4|^{-1} \leq C_2 \) for some constant \( C_2 > 0 \) regardless of \( \Sigma_4 = \Sigma_{4a} \) or \( \Sigma_4 = \Sigma_{4b} \).

**Proof.** Computing determinants gives \( |\Sigma_{4a}| = |\Sigma_{4b}| = (1 - r^2)^2/4 \), and thus by Assumption 1, \( |\Sigma_4| \geq (1 - (1 - \epsilon_r^2)^2/4, \text{ whether } \Sigma_4 = \Sigma_{4a} \text{ or } \Sigma_4 = \Sigma_{4b} \). Also, the inverses of \( \Sigma_{4a} \) and \( \Sigma_{4b} \) are
given by

\[ \Sigma_{4a}^{-1} = \frac{1}{r^2 - 1} \begin{pmatrix} -2 & 2r & \sqrt{2} & -\sqrt{2}r \\ 2r & -2 & -\sqrt{2}r & \sqrt{2} \\ \sqrt{2} & -\sqrt{2}r & -2 & 0 \\ -\sqrt{2}r & \sqrt{2} & 0 & -2 \end{pmatrix}, \quad \Sigma_{4b}^{-1} = \frac{1}{r^2 - 1} \begin{pmatrix} -2 & 2r & \sqrt{2} & -\sqrt{2}r \\ 2r & -2 & -\sqrt{2}r & \sqrt{2} \\ \sqrt{2} & -\sqrt{2}r & -2 & 2r \\ -\sqrt{2}r & \sqrt{2} & 2r & -2 \end{pmatrix} \]

respectively. Under Assumption 1, \(|\omega_{\ell\ell}'s\)'s are all bounded above by \(2/\{1 - (1 - \varepsilon_r)^2\}\).

\[ \square \]

Lemma 21. Let \(\Delta = \Phi^{-1}(\pi)\). Then, under Assumption 2,

\[ \left| \frac{\partial \Delta}{\partial \pi} \right| \leq C_1 \quad \text{and} \quad \left| \frac{\partial^2 \Delta}{\partial \pi^2} \right| \leq C_2 \]

for some constants \(C_1, C_2 > 0\).

Proof. Since \(|\Delta| \leq M\) and \(\phi(|x|)\) is a decreasing function,

\[ \frac{\partial \Delta}{\partial \pi} = \left( \frac{\partial \pi}{\partial \Delta} \right)^{-1} = \left\{ \frac{\partial \Phi(\Delta)}{\partial \Delta} \right\}^{-1} = \frac{1}{\phi(\Delta)} \leq \frac{1}{\phi(M)}. \]

Furthermore, as the second derivative is given by

\[ \frac{\partial^2 \Delta}{\partial \pi^2} = \frac{\partial}{\partial \pi} \frac{1}{\phi(\Delta)} = \frac{\partial \Delta}{\partial \pi} \frac{1}{\phi(\Delta)} \frac{\partial}{\partial \Delta} \frac{1}{\phi(\Delta)} = -\frac{1}{\{\phi(\Delta)\}^3} \frac{\partial \phi(\Delta)}{\partial \Delta} = \frac{\Delta}{\{\phi(\Delta)\}^2} \]

we have

\[ \left| \frac{\partial^2 \Delta}{\partial \pi^2} \right| \leq \frac{M}{\{\phi(M)\}^2}. \]

\[ \square \]

Lemma 22. Let \((Z_1, Z_2, Z_3, Z_4) \sim N_4(0, \Sigma_4)\). Then, it follows that regardless of \(\Sigma_4 = \Sigma_{4a}\) or
\[ \Sigma_4 = \Sigma_{4b}, \text{ the conditional distribution of } Z_1 \text{ given } Z_2, Z_3, Z_4 \text{ is } N(\mu, v^2), \] where

\[ \mu := E(Z_1|Z_2, Z_3, Z_4) = rZ_2 + Z_3/\sqrt{2} - rZ_4/\sqrt{2} \]

\[ v^2 := \text{Var}(Z_1|Z_2, Z_3, Z_4) = (1 - r^2)/2. \]

**Proof.** The results follow from the properties of conditional normal distribution using the form of \( \Sigma_{4a} \) and \( \Sigma_{4b} \). \(\square\)

**Lemma 23.** Let \( y \sim N_4(0, \Sigma_4) \), where \( \Sigma_4 = \Sigma_{4a} \) or \( \Sigma_4 = \Sigma_{4b} \). Then, under Assumptions 1 and 2, for any \( 1 \leq k < \ell \leq 4 \) and \( 1 \leq i \leq 4 \),

\[ E(|Y_i| \mid Y_k = y_k, Y_\ell = y_\ell) \leq C_1, \]

\[ 0 < C_2 \leq \text{Var}(Y_i \mid Y_k = y_k, Y_\ell = y_\ell) \leq C_3 \]

for some \( C_1, C_2, C_3 > 0 \), where

\[ y_m = \begin{cases} 
-\Delta_j, & \text{if } m = 1; \\
-\Delta_k, & \text{if } m = 2; \\
0, & \text{otherwise.}
\end{cases} \]

**Proof.** We first calculate the conditional means and covariance matrices using the properties of
multivariate Gaussian distribution to obtain:

\[
\mathbb{E}(Y_1, Y_4 | Y_2 = -\Delta_k, Y_3 = 0; \Sigma_{4a}) = \frac{1}{2 - r^2} \begin{pmatrix} -\Delta_k r \\ \sqrt{2} \Delta_k (1 - r^2) \end{pmatrix},
\]

\[
\mathbb{E}(Y_2, Y_3 | Y_1 = -\Delta_j, Y_4 = 0; \Sigma_{4a}) = \frac{1}{2 - r^2} \begin{pmatrix} -\Delta_j r \\ \sqrt{2} \Delta_j (1 - r^2) \end{pmatrix},
\]

\[
\mathbb{E}(Y_3, Y_4 | Y_1 = -\Delta_j, Y_2 = -\Delta_k; \Sigma_{4a}) = \frac{1}{\sqrt{2}} \begin{pmatrix} \Delta_j r - \Delta_i \\ \Delta_i r - \Delta_j \end{pmatrix},
\]

\[
\mathbb{E}(Y_1, Y_2 | Y_3 = 0, Y_4 = 0; \Sigma_{4b}) = \begin{pmatrix} 0 \\ 0 \end{pmatrix},
\]

\[
\mathbb{E}(Y_1, Y_4 | Y_2 = -\Delta_k, Y_3 = 0; \Sigma_{4b}) = \frac{1}{2 - r^2} \begin{pmatrix} -\Delta_k r \\ -\sqrt{2} \Delta_k (1 - r^2) \end{pmatrix},
\]

\[
\mathbb{E}(Y_2, Y_3 | Y_1 = -\Delta_j, Y_4 = 0; \Sigma_{4b}) = \frac{1}{2 - r^2} \begin{pmatrix} -\Delta_j r \\ -\sqrt{2} \Delta_j (1 - r^2) \end{pmatrix},
\]

\[
\mathbb{E}(Y_3, Y_4 | Y_1 = -\Delta_j, Y_2 = -\Delta_k; \Sigma_{4b}) = \frac{1}{\sqrt{2}} \begin{pmatrix} -\Delta_j \\ -\Delta_k \end{pmatrix},
\]
\begin{align*}
\text{Var}(Y_1, Y_4|Y_2, Y_3; \Sigma_{4a}) &= \text{Var}(Y_2, Y_3|Y_1, Y_4; \Sigma_{4a}) \\
&= \text{Var}(Y_1, Y_4|Y_2, Y_3; \Sigma_{4b}) = \text{Var}(Y_2, Y_3|Y_1, Y_4; \Sigma_{4b}) = \left(1 - \frac{1}{2 - r^2}\right) \begin{pmatrix} 2 & \sqrt{2r} \\ \sqrt{2r} & 2 \end{pmatrix}, \\
\text{Var}(Y_1, Y_2|Y_3, Y_4; \Sigma_{4b}) &= \text{Var}(Y_3, Y_4|Y_1, Y_2; \Sigma_{4b}) = \frac{1}{2} \begin{pmatrix} 1 & -r \\ -r & 1 \end{pmatrix}, \\
\text{Var}(Y_3, Y_4|Y_1, Y_2; \Sigma_{4a}) &= \frac{2}{1 - r^2} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\end{align*}

Consider \(\text{Var}(Y_i|Y_k = y_k, Y_\ell = y_\ell)\). From the above, it is clear that all conditional variances are bounded below by some positive constant. It can be also seen that all conditional variances are bounded above as long as \(1 - r^2 \geq C\) for some constant \(C > 0\). Under Assumptions 1, \(|r| \leq 1 - \varepsilon_r\) and thus \(1 - r^2 \geq 1 - (1 - \varepsilon_r)^2 > 0\).

Consider \(E(|Y_i| |Y_k = y_k, Y_\ell = y_\ell)\). If \(i = j\) or \(i = \ell\), then \(E(|Y_i| |Y_k = y_k, Y_\ell = y_\ell) = |y_i|\) and the result is immediate under Assumption 2. For \(i \neq j, k\), let \(E(Y_i|Y_k = y_k, Y_\ell = y_\ell) = \mu_i\) and \(\text{Var}(Y_i|Y_k = y_k, Y_\ell = y_\ell) = \sigma_i^2\), where detailed expressions are given above. Then, by Lemma 27, we have that

\[
E\{|Y_i| |Y_k = y_k, Y_\ell = y_\ell\} = \left[\sigma_i \sqrt{\frac{2}{\pi}} \exp\left(-\frac{\mu_i^2}{2\sigma_i^2}\right) + \mu_i \left\{1 - 2\Phi\left(-\frac{\mu_i}{\sigma_i}\right)\right\}\right] \\
\leq \sigma_i \sqrt{\frac{2}{\pi}} + |\mu_i|.
\]

We can see from the above conditional means that, under Assumptions 1 and 2, \(|\mu_i|\) is bounded above by some positive constant. As we already showed that \(\sigma_i^2\) is bounded above, the proof is complete.

\begin{lemma}
Let \(y \sim N_4(0, \Sigma_4)\), where \(\Sigma_4 = \Sigma_{4a}\) or \(\Sigma_4 = \Sigma_{4b}\). Also let \(y_{-i}\) be the 3-dimensional
\end{lemma}
random vector without the $i$th component and $y_{-i} = (y_j, y_k, y_\ell)^\top$ be its realization such that

$$y_m = \begin{cases} -\Delta_j, & \text{if } m = 1; \\ -\Delta_k, & \text{if } m = 2; \\ 0, & \text{otherwise.} \end{cases}$$

Then, under Assumptions 1 and 2, for any $1 \leq i \leq 4$,

$$E(|Y_i| | y_{-i} = y_{-i}) \leq C$$

for some constant $C > 0$.

**Proof.** It follows by the conditional mean and variance formulas of the multivariate Gaussian distribution that, regardless of $\Sigma_4 = \Sigma_{4a}$ or $\Sigma_4 = \Sigma_{4b}$,

$$\text{Var}(Y_i | y_{-i} = y_{-i}; \Sigma_4) = \frac{(1 - r^2)}{2}, \quad i = 1, \ldots, 4,$$

and

$$E(Y_i | y_{-i} = y_{-i}; \Sigma_4) = \begin{cases} -\Delta_k r, & \text{if } i = 1; \\ -\Delta_j r, & \text{if } i = 2; \\ -\frac{\Delta_j - \Delta_k r}{\sqrt{2}}, & \text{if } i = 3; \\ -\frac{\Delta_k - \Delta_j r}{\sqrt{2}}, & \text{if } i = 4. \end{cases}$$

Under Assumptions 1 and 2, the absolute values of the conditional means and conditional variances are bounded above by $\sqrt{2}M$ and $1/2$, respectively. Then the result follows by Lemma 27.

**Lemma 25.** Let $\mathbf{y} \sim \mathcal{N}_4(0, \Sigma_4)$, where $\Sigma_4 = \Sigma_{4a}$ or $\Sigma_4 = \Sigma_{4b}$. Then, for any $1 \leq k < \ell \leq 4$ and
\[ 1 \leq i < j \leq 4, \]

\[ \mathbb{E}\{ |Y_i Y_j| \mid Y_k = y_k, Y_\ell = y_\ell \} \leq C \]

for some constant \( C > 0 \).

**Proof.** Let \( I = \{k, \ell\} \) and write \( y_I = (y_k, y_\ell)^\top = (y_{I_1}, y_{I_2})^\top \). We prove this lemma by considering the following three cases: \( \text{card}(\{i, j\} \cap I) = 0, 1, 2 \), namely cases 1, 2, and 3, respectively.

**Case 1.** Consider the case \( \text{card}(\{i, j\} \cap I) = 0 \). Let

\[
\mathbb{E}(Y_i | y_I) = \mu_i, \quad \text{Var}(Y_i | y_I) = \sigma_i^2, \\
\mathbb{E}(Y_j | y_I) = \mu_j, \quad \text{Var}(Y_j | y_I) = \sigma_j^2,
\]

whose detailed expressions are provided in Lemma 23. Also, let \( Z_i = Y_i / \sqrt{2} \sigma_i \sim N(\mu_i / \sqrt{2} \sigma_i, 1/2) \) and \( Z_j = Y_j / \sqrt{2} \sigma_j \sim N(\mu_j / \sqrt{2} \sigma_j, 1/2) \) and write

\[
|Y_i Y_j| = 2\sigma_i \sigma_j \left| \frac{Y_i}{\sqrt{2} \sigma_i} \frac{Y_j}{\sqrt{2} \sigma_j} \right| = 2\sigma_i \sigma_j \left| \frac{1}{4} (Z_i + Z_j)^2 - \frac{1}{4} (Z_i - Z_j)^2 \right|
\leq 2\sigma_i \sigma_j \left\{ \frac{1}{4} (Z_i + Z_j)^2 + \frac{1}{4} (Z_i - Z_j)^2 \right\},
\]

where the last inequality holds by the triangle inequality. We have that \((Z_i + Z_j)^2\) and \((Z_i - Z_j)^2\) follow non-central \( \chi^2_{df=1} \) distributions with non-centrality parameters \( \lambda_+ = \mu_i^2 / (2\sigma_i^2) + \mu_j^2 / (2\sigma_j^2) \) and \( \lambda_- = \mu_i^2 / (2\sigma_i^2) - \mu_j^2 / (2\sigma_j^2) \), and thus,

\[
\mathbb{E}\{ |Y_i Y_j| \mid Y_{I_1}, Y_{I_2} \} \leq \frac{\sigma_i \sigma_j}{2} \{ \lambda_+ + \lambda_- + 2 \}.
\]

By Lemma 23, we have \( \mathbb{E}\{ |Y_i Y_j| \mid Y_{I_1}, Y_{I_2} \} < C \) for some constant \( C > 0 \).
Case 2. For the case card \( \{i, j\} \cap I = 1 \), we assume, without loss of generality that, \( \{i, j\} \cap I = \{i\} \) and write

\[
\mathbb{E} \left\{ |Y_i Y_j| \mid Y_{I_1} = y_{I_1}, Y_{I_2} = y_{I_2} \right\} = |y_{I_1}| \mathbb{E} \left\{ |Y_j| \mid Y_{I_1} = y_{I_1}, Y_{I_2} = y_{I_2} \right\} \\
\leq M \mathbb{E} \left\{ |Y_j| \mid Y_{I_1} = y_{I_1}, Y_{I_2} = y_{I_2} \right\},
\]

where \( |y_k| \leq M \) by Assumption 2. Then, by Lemma 23, we have

\[
\mathbb{E} \left\{ |Y_i Y_j| \mid Y_{I_1} = y_{I_1}, Y_{I_2} = y_{I_2} \right\} \leq C
\]

for some constant \( C > 0 \).

Case 3. For the case \( \{i, j\} \cap I = \{i, j\} \), Assumption 2 gives that

\[
\mathbb{E} \left\{ |Y_i Y_j| \mid Y_{I_1} = y_{I_1}, Y_{I_2} = y_{I_2} \right\} = |y_{I_1} y_{I_2}| \leq M^2.
\]

This concludes the proof.

Lemma 26. Let \( h_{ij}(r) = \partial \Phi(a_1, \ldots, a_4; \Sigma_4) / \partial \rho_{ij}(r) \), where \( \Sigma_4 = [\rho_{ij}(r)]_{1 \leq i, j \leq 4} \). Then, for any \( 1 \leq i < j \leq 4 \) and \( 1 \leq k < \ell \leq 4 \),

\[
\left| \frac{\partial h_{ij}(r)}{\partial \rho_{k\ell}} \right| \leq C
\]

for some constant \( C > 0 \).

Proof. Let \( I = \{i, j\} \), \( K = \{k, \ell\} \). We write \( x_I = (x_i, x_j)^\top = (x_{I_1}, x_{I_2})^\top \) and \( \mathcal{R}_I = \{(x_i, x_j) | x_i < a_i, x_j < a_j\} \subset \mathbb{R}^2 \), where.

\[
a_m = \begin{cases} 
-\Delta_j, & \text{if } m = 1; \\
-\Delta_k, & \text{if } m = 2; \\
0, & \text{otherwise.}
\end{cases}
\]
We consider three cases where \( \text{card}(I \cap K) = 2, 1, 0 \).

Consider the case \( \text{card}(I \cap K) = 0 \), i.e., \( K = \{1, \ldots, 4\} - I = I^c \). By Plackett (1954)

\[
\frac{\partial h_I(r)}{\partial \rho_I} = \frac{\partial}{\partial \rho_I} \int_{R_{I^c}} \phi(a_I, x_{I^c}; \Sigma_4) \, dx_{I^c} = \frac{\partial}{\partial \rho_I} \int_{R_{I^c}} \phi(a_{I^c}, y_{I^c}; \Sigma_4) \, dy_{I^c} \leq |\Sigma_4|^{1/2}
\]

because \( \phi(a_I, a_{I^c}; \Sigma_4) \leq \phi(0, 0, 0; \Sigma_4) = |\Sigma_4|^{-1/2} \). By Lemma 20, we have

\[
\left| \frac{\partial h_I(r)}{\partial \rho_I} \right| \leq C
\]

for some constant \( C > 0 \).

Consider the case \( \text{card}(I \cap K) = 2 \), i.e., \( I = K \). For notational convenience, we write \( a_I = y_I \) and \( x_{I^c} = y_{I^c} \). Then,

\[
\frac{\partial h_I(r)}{\partial \rho_I} = \frac{\partial}{\partial \rho_I} \int_{R_{I^c}} \phi(a_I, x_{I^c}; \Sigma_4) \, dx_{I^c} = \frac{\partial}{\partial \rho_I} \int_{R_{I^c}} \phi(y_I, y_{I^c}; \Sigma_4) \, dy_{I^c} = \int_{R_{I^c}} \partial_{y_I} \phi(y_I, y_{I^c}; \Sigma_4) \, dy_{I^c}
\]

where the last equality is due to Plackett (1954). Let \( \omega_j^\top \) be the \( j \)th row of \( \Sigma_4^{-1} = [\omega_{ij}]_{1 \leq i, j \leq 4} \), \( \Sigma_I = \text{Var}(y_I) \), and \( \Sigma_{I^c|I} = \text{Var}(y_{I^c}|y_I) \). By differentiating the multivariate Gaussian density, we have

\[
\left| \int_{R_{I^c}} \partial^2 \phi(y_I, y_{I^c}; \Sigma_4) \, dy_{I^c} \right| = \left| \int_{R_{I^c}} \{ (\omega_{I^c}^\top y - \omega_I) \} \phi(y_I, y_{I^c}; \Sigma_4) \, dy_{I^c} \right| = \left| \phi(y_I; \Sigma_I) \int_{R_{I^c}} \{ (\omega_{I^c}^\top y - \omega_I) \} \phi(y_{I^c}|y_I; \Sigma_{I^c|I}) \, dy_{I^c} \right|.
\]

We also have that \( \phi(y_I; \Sigma_I) \leq \phi(0, 0; \Sigma_I) = |\Sigma_I|^{-1/2} \leq |\Sigma_4|^{-1/2} \) for any \( I \), and by Lemma 20, \( |\Sigma_4|^{-1/2} \leq C_2^{1/2} \) for some constant \( C_2 > 0 \). Thus,

\[
\left| \int_{R_{I^c}} \partial^2 \phi(y_I, y_{I^c}; \Sigma_4) \, dy_{I^c} \right| \leq C_2^{1/2} \left| \int_{R_{I^c}} \{ (\omega_{I^c}^\top y - \omega_I) \} \phi(y_{I^c}|y_I; \Sigma_{I^c|I}) \, dy_{I^c} \right|.
\]
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The absolute value of the integral of the last term is bounded as
\[
\left| \int_{\mathcal{R}_I} \left\{ (\mathbf{w}_I^\top y)(\mathbf{w}_I^\top y) - \omega_I \right\} \phi(y_{I^c}|y_I; \Sigma_{I^c|I})dy_{I^c} \right| \leq \int_{\mathcal{R}_I} \left| (\mathbf{w}_I^\top y)(\mathbf{w}_I^\top y) - \omega_I \right| \phi(y_{I^c}|y_I; \Sigma_{I^c|I})dy_{I^c}
\]
\[
\leq \int_{\mathbb{R}^2} \left| (\mathbf{w}_I^\top y)(\mathbf{w}_I^\top y) - \omega_I \right| \phi(y_{I^c}|y_I; \Sigma_{I^c|I})dy_{I^c}
\]
\[
\leq \int_{\mathbb{R}^2} \left| (\mathbf{w}_I^\top y)(\mathbf{w}_I^\top y) \right| \phi(y_{I^c}|y_I; \Sigma_{I^c|I})dy_{I^c} + |\omega_I|,
\]
where the second inequality is due to expanding the range of integration, and the third inequality is due to the triangle inequality. By Lemma 20, we know that, whether \( \Sigma_4 = \Sigma_{4a} \) or \( \Sigma_4 = \Sigma_{4b} \), \( |\omega_{jk}| \leq C_1 \), for all \( 1 \leq j, k \leq 4 \). Also, by the triangle inequality,
\[
\left| (\mathbf{w}_I^\top y)(\mathbf{w}_I^\top y) \right| = \sum_{j' = 1}^4 \sum_{j'' = 1}^4 \omega_{ij'}\omega_{ij''}y_{ij'}y_{ij''} \leq C_1^2 \sum_{j' = 1}^4 \sum_{j'' = 1}^4 |y_{ij'}y_{ij''}|
\]
Hence, for some constant \( C > 0 \),
\[
\left| \frac{\partial h_I(r)}{\partial \rho_I} \right| \leq C_2^{1/2} \int_{\mathbb{R}^2} \left| (\mathbf{w}_I^\top y)(\mathbf{w}_I^\top y) \right| \phi(y_{I^c}|y_I; \Sigma_{I^c|I})dy_{I^c} + C_2^{1/2}C_1
\]
\[
\leq C_2^{1/2} C_1^2 \sum_{j' = 1}^4 \sum_{j'' = 1}^4 \int_{\mathbb{R}^2} |y_{ij'}y_{ij''}| \phi(y_{I^c}|y_I; \Sigma_{I^c|I})dy_{I^c} + C_2^{1/2}C_1
\]
\[
\leq C,
\]
where the last inequality holds by Lemma 25.

Consider the case \( |I \cap K| = 1 \). We assume, without loss of generality, that \( I = \{i, j\} \) and \( K = \{j, \ell\} \), i.e., \( I \cap K = \{j\} \). Then, by Plackett (1954),
\[
\frac{\partial h_{ij}(r)}{\partial \rho_{j\ell}} = \frac{\partial}{\partial \rho_{j\ell}} \int_{-\infty}^{a_k} \int_{-\infty}^{a_k} \phi(a_i, a_j, x_k, x_\ell; \Sigma_4)dx_kdx_\ell = \int_{-\infty}^{a_k} \frac{\partial}{\partial a_j} \phi(a_i, a_j, x_k, a_\ell; \Sigma_4)dx_k.
\]
For notational convenience, let \( \mathbf{y} = (a_i, a_j, x_k, a_\ell)^\top = (y_i, y_j, y_k, y_\ell)^\top \) and write
\[
\frac{\partial h_{ij}(r)}{\partial \rho_{j\ell}} = \int_{-\infty}^{a_k} \frac{\partial}{\partial y_j} \phi(\mathbf{y}; \Sigma_4)dy_k = \int_{-\infty}^{a_k} (-\mathbf{w}_j^\top \mathbf{y})\phi(\mathbf{y}; \Sigma_4)dy_k.
\]
Then, we have that

\[
\left| \frac{\partial h_{ij}(r)}{\partial \rho_{ji}} \right| = \left| \int_{-\infty}^{a_k} (-\omega_j^\top y) \phi(y; \Sigma_4) dy \right|
\]

\[
\leq \int_{-\infty}^{a_k} \omega_j^\top y \phi(y; \Sigma_4) dy (\text{by expanding the range of integration})
\]

\[
\leq \sum_{i' \neq k} |\omega_{ji'} y_{i'}| \phi(y_{i'}, y_j, y_\ell; \Sigma_3) + \phi(y_{i}, y_j, y_\ell; \Sigma_3) \int_{-\infty}^{a_k} |\omega_{jk} y_k| \phi(y_{i}, y_j, y_\ell; \Sigma_4) dy_k,
\]

where the last inequality holds by the triangle inequality. By Lemma 20, \(|\omega_{jk}| \leq C_1\) for all \(1 \leq j, k \leq 4\), and by Assumption 2, \(|y_i| \leq M\) for all \(1 \leq i \leq 4\). This gives

\[
\left| \frac{\partial h_{ij}(r)}{\partial \rho_{ji}} \right| \leq \sum_{i' \neq k} |\omega_{ji'} y_{i'}| \phi(y_{i'}, y_j, y_\ell; \Sigma_3) + \phi(y_{i}, y_j, y_\ell; \Sigma_3) \int_{-\infty}^{a_k} |\omega_{jk} y_k| \phi(y_{i}, y_j, y_\ell; \Sigma_4) dy_k \leq 3C_1 M |\Sigma_4|^{-1/2} + C_1 |\Sigma_4|^{-1/2} \int_{-\infty}^{a_k} |y_k| \phi(y_{i}, y_j, y_\ell; \Sigma_4) dy_k.
\]

Again, by Lemma 20, \(|\Sigma_4|^{-1/2} \leq C_2^{1/2}\), and by Lemma 24, above integral is bounded above by some positive constant. Thus,

\[
\left| \frac{\partial h_{ij}(r)}{\partial \rho_{ji}} \right| \leq C
\]

for some constant \(C > 0\).

\[\qed\]

**Lemma 27.** Let \(X \sim N(\mu, \sigma^2)\). Then \(\mathbb{E}(|X|) \leq \sigma \sqrt{2/\pi} + |\mu|\)

**Proof.** For \(X \sim N(\mu, \sigma^2)\), \(|X|\) follows the followed Gaussian distribution with mean

\[
\mathbb{E}(|X|) = \sigma \sqrt{\frac{2}{\pi}} \exp \left( -\frac{\mu^2}{2\sigma^2} \right) + \mu \left\{ 1 - 2\Phi \left( -\frac{\mu}{\sigma} \right) \right\}.
\]
Since $\exp(-a^2) \leq 1$ and $0 \leq a\{1 - 2\Phi(a)\} \leq |a|$, $a \in \mathbb{R}$, we have that

$$
\mathbb{E}(|X|) = \sqrt{\frac{2}{\pi}} \exp\left(-\frac{\mu^2}{2\sigma^2}\right) + \mu \left\{1 - 2\Phi\left(-\frac{\mu}{\sigma}\right)\right\}
\leq \sqrt{\frac{2}{\pi}} + |\mu|.
$$

\[\square\]
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