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Figure 1: The AntTrap environment: an ant robot learns to run as fast as possible in the forward direction. The trap constitutes a sub-optimal local optimum from which most methods do not manage to escape.

ABSTRACT

A fascinating aspect of nature lies in its ability to produce a collection of organisms that are all high-performing in their niche. Quality-Diversity (QD) methods are evolutionary algorithms inspired by this observation, that obtained great results in many applications, from wing design to robot adaptation. Recently, several works demonstrated that these methods could be applied to perform neuro-evolution to solve control problems in large search spaces. In such problems, diversity can be a target in itself. Diversity can also be a way to enhance exploration in tasks exhibiting deceptive reward signals. While the first aspect has been studied in depth in the QD community, the latter remains scarcer in the literature. Exploration is at the heart of several domains trying to solve control problems such as Reinforcement Learning and QD methods are promising candidates to overcome the challenges associated. Therefore, we believe that standardized benchmarks exhibiting control problems in high dimension with exploration difficulties are of interest to the QD community. In this paper, we highlight three candidate benchmarks and explain why they appear
relevant for systematic evaluation of QD algorithms. We also provide open-source implementations\(^1\) in Jax allowing practitioners to run fast and numerous experiments on few compute resources.

**KEYWORDS**

Quality-Diversity, Benchmarks, Neuro-Evolution, Exploration

**1 INTRODUCTION**

Quality-Diversity (QD)\(^9\) is a family of optimization methods based on evolutionary algorithms (EA). Standard optimization methods aim to find an optimal solution that maximizes a criterion, often called fitness in the evolutionary community. In contrast, QD methods seek a population of diverse solutions that are all high-performing in their niche. A solution is described by a vector of scalar numbers, called solution behavior descriptor, that are used to characterize the novelty of a solution. A solution is considered novel compared to other solutions if its behavior descriptor is different from the descriptors of the other solutions. The difference can be quantified using a distance metric over the behavior descriptor space. \textsc{map-elites}\(^19\), a popular family of QD methods, splits the behavior descriptor space into a collection of cells and aims to find a solution that maximizes the fitness function in each cell. Such methods have been widely used across multiple domains to efficiently evolve collections of solutions. Having diverse solutions to a single problem is useful in many situations, for example to ease the sim-to-real gap, help for fast adaptation\(^8\) or simply to offer the user many possible options.

Classical QD methods rely on divergent random search to optimize both for quality and diversity. While this technique was proved to work in many benchmarks, it is limited by poor scaling capacities preventing its use in applications such as neuro-evolution and control in large search spaces. Recently, a few works\(^6, 20, 22\) showed that methods like \textsc{map-elites} can be extended to find good candidate solutions in neuro-evolution applications despite very large search spaces. Notably, \textsc{p-g-m-e}\(^20\) proposed to incorporate policy gradient updates to focus and accelerate the \textsc{map-elites} search. The authors trained simulated legged robots controlled by neural networks with nearly hundred thousand of parameters to run as fast as possible while obtaining diversity in the robots’ gaits.

Most of the mentioned works focus on applications where diversity is a target in itself. Diversity can also be a way to improve exploration in hard control tasks. While the former type of applications has been widely studied, the latter remains scarcer in the QD literature. Exploration is a central theme in many control frameworks such as Reinforcement Learning\(^27\) and remains a hard obstacle for these methods in many situations\(^1, 4, 28\). Recent works such as \textsc{qfg-pg}\(^22\) demonstrated that QD methods are promising candidates to offer an efficient and general method to solve these exploration difficulties. We believe that hard exploration in control problems involving neural controllers is an exciting research direction for the QD community. In this paper, we propose to highlight and study a set of three benchmarks that fit in that framework and that constitute good candidates for the systematic evaluation of any QD method for neuro-evolution. In addition, we provide open-source code of these environments in Jax\(^2\), enabling to run fast and numerous experiments even on limited compute resources.

**2 PROPOSED BENCHMARKS**

The three highlighted benchmarks are tasks where a controller (sometimes called actor in the reinforcement learning literature) interacts with an environment by taking continuous actions in an environment defined as a Markov Decision Process (MDP). An MDP\(^\mathcal{S} \mathcal{A} \mathcal{R} \mathcal{T}\) is described by its state space \(\mathcal{S}\), its action space \(\mathcal{A}\), its reward function \(\mathcal{R}\) and its transition function \(\mathcal{T}\). The state space \(\mathcal{S}\) corresponds to the set of possible information observed by the controller that can be used to choose actions in the action space \(\mathcal{A}\). Once an action is taken in a state, the next state reached in the environment is determined by the dynamics transition function \(\mathcal{T} : \mathcal{S} \times \mathcal{A} \rightarrow \mathcal{S}\). Each experienced transition is also associated with a reward determined by function \(\mathcal{R} : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}\).

We focus on neuro-evolution, meaning that each controller is defined with a neural network approximator that maps states to continuous actions \(\pi_\theta : \mathcal{S} \rightarrow \mathcal{A}\). The parameters \(\theta\) of the neural network define what we call the genotype of the controller.

In each task, we define the fitness of a controller as the sum of the rewards obtained by the controller along a trajectory. In order to assess the diversity of a controller, we further introduce a behavior descriptor (BD) space \(\mathcal{B}\) and a behavior descriptor extraction function \(\xi : \Theta \rightarrow \mathcal{B}\) that characterizes an aspect of the trajectory of the controller in the environment. Finally, every state in the environment can optionally be described by a state descriptor. In this work, we assume that there exist a mapping between state and behavior descriptors such that maximizing diversity in the state descriptor space leads in most cases to diversity in behavior descriptor space. In all the tasks we present, the behavior descriptor of a controller is simply defined as the final state descriptor of the controllers trajectory.

In this paper, we present three tasks: \textsc{point-maze}, \textsc{ant-maze} and \textsc{ant-trap}. Such tasks have already been widely used in previous works\(^6, 13, 21, 25\). The three tasks focus on evolving controllers in environments defined as MDPs, where the controller’s fitness will depend on its capacity to explore the environment.

![Figure 2: Presented benchmarks](Image 318x144 to 395x200)

\(^1\)https://github.com/adaptive-intelligent-robotics/QDax
2.1 POINT-MAZE

In POINT-MAZE, a controller is given 200 time-steps to find the exit of a maze, located in the top left corner, while starting in the bottom right corner. The state observed by the controller is its x/y position, thus a two-dimensional vector, and the action that the controller can take corresponds to an increment of its x/y position, hence a two dimension vector as well. The maze is a $2 \times 2$ square with two walls and the moves amplitude are limited to 0.1 (i.e. the action $[1, 1]$ corresponds to a [0.1, 0.1] move in the maze, unless a wall is hit). The reward at every time-step is defined as the negative Euclidean distance between the x/y position of the point in the maze at the end of an episode. The behavior space is hence $[-1, 1] \times [-1, 1]$.

The state descriptor space: at each step, the state descriptor is defined as the x/y position of the point. The state descriptor space is hence equal to the behavior descriptor space.

The fitness function: the fitness function is defined as the sum of the rewards collected by the agent in the environment.

This environment can be visualised on figure 2: the controller is the green sphere and the end of the maze corresponds to the red sphere.

- genotype space: the genotype space equals the possible weights of a neural networks with two hidden layers of size 64. Smaller networks would be expressive enough to learn how to exit the maze but we find interesting to impose a high-dimensional search space.
- behavior space: the behavior descriptor is defined as the x/y position of the point in the maze at the end of an episode. The behavior space is hence $[-1, 1] \times [-1, 1]$.
- state descriptor space: at each step, the state descriptor is defined as the x/y position of the point. The state descriptor space is hence equal to the behavior descriptor space.
- fitness function: the fitness function is defined as the sum of the rewards collected by the agent in the environment.

The ANT-MAZE can be seen as an advanced version of the POINT-MAZE, the exploration problem being enriched with a locomotion challenge: in POINT-MAZE, the action directly impacts the x/y position, whereas in ANT-MAZE, the action impacts the gait of the Ant, potentially leading to a move in the environment.

2.2 ANT-MAZE

The ANT-MAZE environment is modified from OpenAI Gym ANT-V2 [3], introduced in in [6] and inspired from [13]. In ANT-MAZE, a four-legged ant is given 3000 time-steps to reach a goal zone located at the bottom right of the environment, while starting at the bottom left of the maze. At each time-step, the state is the vector containing the angle and angular speed of each joint defining the ant robot body. The action is a 8-dimensional vector describing the torques applied to these joints (two joints for each four legs of the ant).

The reward is defined in the same way as in POINT-MAZE, it is the negative Euclidean distance between the x/y position of the center of gravity of the ant and the center of the goal area to reach. This maze is a $75 \times 75$ square with walls. It is particularly large and hence hard to solve [29].

This environment can be visualised on figure 2b, the ant is located at the bottom left and the goal area corresponds to the green area at the bottom right.

- genotype space: the genotype space equals the possible weights of a neural networks with two hidden layers of size 256. Unlike POINT-MAZE, it is necessary to have this typical size of genotype space to be able to get high fitness in this task.
- behavior space: the behavior descriptor is defined as the x/y position of the center of gravity of the ant at the end of the episode. The behavior space is hence $[-35, 40] \times [-35, 40]$.
- state descriptor space: at each step, the state descriptor is defined as the x/y position of the center of gravity of the ant. The state descriptor space is hence equal to the behavior descriptor space.
- fitness function: the fitness function is defined as the sum of the rewards collected by the agent in the environment.

The ANT-TRAP can be seen as an advanced version of the POINT-MAZE, the exploration problem being enriched with a locomotion challenge: in POINT-MAZE, the action directly impacts the x/y position, whereas in ANT-MAZE, the action impacts the gait of the Ant, potentially leading to a move in the environment.

2.3 ANT-TRAP

The ANT-TRAP environment derives from ANT-V2 as well and is inspired from HUMANOID-TRAP, an environment introduced in [7] and used in [6, 21].

In ANT-TRAP, a four-legged ant is given 1000 time-steps to run as fast as possible in the x direction in an environment where the ant faces a trap in its initial position. Just like in ANT-MAZE, the state contains angle and angular speed of the robot joints. The state also contains contact forces of the body parts with the ground and the trap, leading to a 113-dimensional vector. The action is the torque applied to the joints (8 dimensions). At each time-step, the reward is defined as the forward speed of the ant, plus some control costs and survival bonus.

- genotype space: the genotype space equals the possible weights of a neural networks with two hidden layers of size 256.
- behavior space: the behavior descriptor is the x/y position of the center of gravity of the ant at the end of the episode and we clip it in a region of interest. The behavior space is hence $[0, 30] \times [-8, 8]$.
- state descriptor space: at each step, the state descriptor is defined as the x/y position of the center of gravity of the ant, clipped as well. The state descriptor space is equal to the behavior descriptor space.
- fitness function: the fitness function is the sum of the rewards collected in the environment. Running into the trap prevents high speed and stops the ant, which prevents accumulating rewards.

The ANT-TRAP task gathers both exploration and locomotion challenges like ANT-MAZE but brings an interesting perspective to the benchmark through the fact that the fitness and behavior descriptor are not aligned. This makes it more difficult for MAP-ELITES and also for pure novelty seeking approaches as simply exploring the behavior descriptor space is not enough to find a performing solution.
3 EXPERIMENTS

3.1 Baselines and Ablations

To show the interest of these 3 benchmarks, we present results from qd-pg [22], comparing many baselines from different fields of continuous control learning algorithms.

These results include QD baselines, namely me-es, nsr-es, nsra-es from [6]. These baselines use mutations mechanisms based on Evolutionary Strategies like [24] to replace divergent random search in a QD loop. They also include state-of-the-art Reinforcement Learning algorithms, that we describe as pure Policy Gradient baselines. They rely on variants of the Policy Gradient theorem introduced in [26], and also include genetic mutations and crossovers towards a reward maximization objective, enriched or not with exploration incentives. It is also interesting to assess performances of a pure diversity seeking policy gradient method like DIAYN [10], which seeks diversity by maximizing an objective inspired by information theory. Diversity is learned through a set of skills (similar to behaviors) that visit different states. This error being increased each time a state is visited, hence giving incentives for exploration of novel states. Adversarially Guided Actor Critic (AGAC) [12] also introduces an exploration incentive to its learning process, through the use of an adversarial network. These methods help assessing the challenge that our benchmark represents for pure policy gradient based search, enriched or not with exploration incentives. It is also interesting to assess performances of a pure diversity seeking policy gradient method like DIAYN [10], which seeks diversity by maximizing an objective inspired by information theory. Diversity is learned through a set of skills (similar to behaviors) that visit different states. This approach could hence provide skills (behaviors) that explore the environment. We consider Population-based Reinforcement Learning methods as well: CEM-RL [23] mixes policy gradient and evolutionary updates towards a reward maximization objective, P3S-TD3 [17] trains a set of controllers and constrains diversity in the actions taken by these controllers. Finally, the baselines contains QD methods using policy gradients: PGA-ME [20] mixes genetic crossover and policy gradient updates in a MAP-ELITES grid and qd-pg [22] uses two types of policy gradient updates: one seeking for reward accumulation, the other seeking for novel or rare state visitation.

Results are gathered in Table 1. Results for me-es, nsr-es and nsra-es are only available for ant-maze and were taken from the original paper [6]. All the other results were run with 5 seeds for each baseline.

3.2 Results

How challenging are the considered benchmarks for evolutionary methods? As proved in [20] and [6], MAP-ELITES with genetic mutations and crossovers is not able to evolve a performing population of controllers on such high-dimensional genotype spaces. On the reported results 2, we can see that MAP-ELITES augmented with Evolution Strategies (ME-ES) is able to eventually reach good performance but with a very low data efficiency. This approach, based on estimations of the natural gradient, is limited by the available resources: it is time-efficient thanks to parallelism and important resources (thousands CPUs). This kind of infrastructure is unfortunately not available for most practitioners.

Given that MAP-ELITES and ME-ES do not use the structure of the controller (neural network can be differentiated) nor the time-step

| Algorithm | POINT-MAZE | ANT-MAZE | ANT-TRAP |
|-----------|------------|----------|----------|
| QD-PG     | −24 ± 0    | −1 ± 7   | 1540 ± 46|
| SAC       | −126 ± 0   | −26 ± 0  | 1075 ± 7 |
| TD3       | −129 ± 1   | −35 ± 1  | 1131 ± 4 |
| RND       | −102 ± 4   | −31 ± 1  | 1014 ± 27|
| CEM-RL    | −312 ± 1   | −26 ± 0  | 977 ± 3  |
| P3S-TD3   | −144 ± 14  | −60 ± 0  | 1173 ± 4 |
| AGAC      | −32 ± 49   | −43 ± 3  | 1113 ± 8 |
| DIAYN     | −96 ± 14   | −47 ± 4  | 949 ± 34 |
| PGA-ME    | −126 ± 0   | −18 ± 6  | 1455 ± 17|

Figure 3: Performance of baseline algorithms for POINT-MAZE (10⁶ steps), ANT-MAZE (10⁶ steps) and ANT-TRAP (10⁸ steps). Plots present median bounded by first and third quartiles. Figure taken from [22].
Table 2: Comparison of evolutionary methods on ANT-MAZE. Inspired from [22].

| Algorithm | Final Perf. | Steps to goal |
|-----------|-------------|---------------|
| QD-PG     | $-1 \pm 7$  | $8.4e7$       |
| CEM-RL    | $-26 \pm 0$ | $\infty$     |
| ME-ES     | $-5 \pm 0$  | $2.4e10$      |
| NSR-ES    | $-26 \pm 0$ | $\infty$     |
| NSRA-ES   | $-2 \pm 1$  | $2.1e10$      |

information available (rewards) that are available in these environments, these methods are limited in terms of final performance or at least data-efficiency that they can achieve.

How challenging are the considered benchmarks for pure policy gradients methods? Table 1 presents performances of state-of-the-art policy gradient algorithms and show that pure policy gradient methods cannot find high-performing solutions in these benchmarks. TD3 quickly converges to local minima in all the environments. Entropy regularization in SAC does not help to do better than TD3, this mechanism does not provide enough exploration to escape the local minima induced by the misleading rewards.

The exploration intrinsic reward used in RND was reported to help fully explore POINT-MAZE in some seeds but was too brittle to get high fitness on all the five seeds and manage to handle the most challenging exploration environment ANT-MAZE and ANT-TRAP.

DIAYN shows exploration capacity in POINT-MAZE but not enough to explore the whole maze. An issue with DIAYN is that once the skills are different enough to be discriminated, there is no more incentive to explore: hence, if the learned skills can be discriminated while reaching only states from the first part of the maze, they will be no incentive to try to reach a deeper part of the maze. Moreover, as soon as the behavior descriptor is not aligned with the fitness, like in ANT-TRAP, DIAYN produces very low fitness controllers, as there is no pressure for performance.

AGAC is the second best performing baseline on POINT-MAZE but suffers from a very high variance, and could not scale well to the other environments, probably suffering from the increase of the action space dimension. The last presented method trying to maintain diversity in the action space, P3S-TD3, got low results in the 3 environments.

Finally, the exploration mechanism based on CEM used in CEM-RL is also unable to provide enough exploration. The controllers trained by this algorithm converges to local optima in the three presented benchmarks.

How are the best methods performing on these tasks?

We can see a clear gap between QD-PG, PGA-ME and the other baselines in this benchmark. These two methods are the only able to get more than 1200 in ANT-TRAP and to pass -25 in ANT-MAZE (with a clear advantage for QD-PG on ANT-MAZE, able to score a median of -1). Even if the final best fitness obtained by PGA-ME is still far from the goal area, scoring above -25 shows that the best final controller had been able to go around all the walls. Nevertheless,

Table 3: We compare properties of some of the studied algorithms and their ability to solve or not the three proposed benchmarks. QPG (resp. DPG) stands for Quality (resp. Diversity) Policy Gradient. PG stands for Reinforcement Learning methods that do not rely on evolution.

| Environment | PG | QD + QPG | QD + QPG + DPG |
|-------------|----|----------|----------------|
| POINT-MAZE  | X  | X        | ✔             |
| ANT-MAZE    | X  | X        | ✔             |
| ANT-TRAP    | ✔  | ✔        | ✔             |

Table 4: Performance comparison of MuJoCo and Brax implementations of the presented environments. Represented values are steps per second on a single CPU. We give the mean and standard deviation for each value.

| Implem.        | POINT-MAZE | ANT-MAZE | ANT-TRAP |
|----------------|------------|----------|----------|
| MuJoCo/NumPy   | $9820 \pm 180$ | $1170 \pm 20$ | $1470 \pm 50$ |
| Brax/JAX       | $(1.52 \pm 0.13)e6$ | $4480 \pm 110$ | $7470 \pm 180$ |

we can see that PGA-ME cannot solve POINT-MAZE within the $10^6$ time-steps limit, showing that the genetic crossovers are lacking of data-efficiency when exploration is challenging and when the genotype space is high-dimensional. Finally, QD-PG is able to get strong performance on all three benchmarks but figure 3 shows that it suffers from a higher variance on ANT-MAZE. Furthermore, [22] acknowledges that QD-PG struggles on gait locomotion tasks from [20], because it is difficult to link the descriptors at time-step and trajectory level in these tasks. Table 3 summarize the properties of the presented baselines that seemed crucial to solve the tasks.

This study of ten algorithms from the literature shows that these three tasks are definitely challenging and we believe that the best performances obtained by QD-PG could still be improved in terms of data-efficiency. Furthermore, as the time of writing, getting high fitness in the three presented tasks in addition to the locomotion benchmarks presented in [11, 20] remains an open challenge.

4 JAX IMPLEMENTATION OF THE BENCHMARK

Google has recently introduced JAX [2], a package based on XLA that enables high-performance numerical computation in Python. JAX enables to compile code and to run it on hardware accelerators. As pointed out by [18], this a great tool for Quality Diversity methods, as they can take full advantage of the vectorization of many operations. Amongst others, the evaluations of the controllers in the environments can now be compiled and executed on hardware accelerators like GPU (or even TPU) thanks to a fully JAX-implemented physical simulator Brax [14]. [18] shows impressive improvements of MAP-ELITES run-time compared to previous implementations, even outperforming pure C++ implementations for batch sizes larger than 500 (and being 30 times faster for batch size of $10^5$) on a GPU.

We hence decided to use Brax to re-implement the environments presented in this work and made them publicly available in
QDax [5]. POINT-MAZE, that has no physical simulations, is implemented in JAX and follows Brax interface. To confirm the interest of this new implementation, we launch episodes of equal time duration of the MuJoCo and Brax versions of the environments.

Table 4 reports steps per second of our implementations when running on one CPU. With our Python/NumPy version of POINT-MAZE, we can launch 10000 steps per second, versus more than 1.5 millions steps per second with the JAX compiled version, resulting in a 150 speed-up factor. On one CPU, the JAX/Brax version of ANT-TRAP (resp. ANT-MAZE) is performing 5 (resp. 4) times more steps than the MuJoCo version.

Furthermore, whereas it is hard to scale with MuJoCo implementations, requiring use of tools like MPI to manage multiple processes, and impossible to make use of the hardware accelerator, the use of JAX.vmap is all it takes to batch the environment rollouts on the GPU. Although there is an initial loss of performance when running a single environment on GPU (compared to CPU), we experience a quasi-constant run-time to launch 1 versus 1000 parallel rollouts in our Brax implementations, using a single Tesla T4 GPU. Results reported on table 5.

5 CONCLUSION

We presented three control tasks that exhibit both a high dimensional search space and exploration difficulties. The results reported in this paper show that pure evolutionary methods and pure policy gradient methods struggle in these benchmarks and confirms the interest of the approaches mixing both. In addition, we show how these environments are complementary and hence convenient for a broader understanding of the studied algorithms, with different level of alignment between behavior descriptors and fitness. A JAX implementation of these benchmarks is made open-source. We think that these hard exploration benchmarks, put aside the locomotion benchmarks introduced in [20], build a coherent and complete additional set of benchmarks that can be used to assess exploration performances of Quality Diversity algorithms for neuro-evolution.
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