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An analysis of detector-efficiency in many-site Clauser-Horne inequalities is presented, for the case of perfect visibility. It is shown that there is a violation of the presented \( n \)-site Clauser-Horne inequalities if and only if the efficiency is greater than \( \frac{1}{2n} \). Thus, for a two-site two-setting experiment there are no quantum-mechanical predictions that violate local realism unless the efficiency is greater than \( \frac{1}{2} \). Secondly, there are \( n \)-site experiments for which the quantum-mechanical predictions violate local realism whenever the efficiency exceeds \( \frac{1}{2} \).

The Bell, Clauser-Horne-Shimony-Holt (CHSH), and Clauser-Horne (CH) inequalities state what correlations or probabilities are to be expected from a local realistic model. The experimental system used to test these inequalities (or rather, their prerequisites) is shown schematically in figure 1. Tests made to date are subject to different loopholes such as reduced efficiency, reduced visibility, and certain problems of obtaining strict locality, making the application of the above inequalities depend on extra assumptions. The search for experiments where less assumptions are needed have reached quite far, but one loophole remains: detector inefficiency, which is usually dealt with by making the no-enhancement assumption. The present paper is an analysis without use of this assumption of efficiency bounds for the CH inequality and some \( n \)-site generalizations of it.
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with

\[ X_1(\varphi_1, \varphi_2) : \Lambda \rightarrow V \]

\[ \lambda \mapsto X_1(\varphi_1, \varphi_2, \lambda) \]

\[ \forall \varphi_1, \varphi_2. \]

\[ X_2(\varphi_1, \varphi_2) : \Lambda \rightarrow V \]

\[ \lambda \mapsto X_2(\varphi_1, \varphi_2, \lambda) \]

(ii) Locality. A measurement result at one site should be independent of the detector orientation at the other site,

\[ X_1(\varphi_1, \lambda) \overset{\text{def}}{=} X_1(\varphi_1, \varphi_2, \lambda), \text{ independently of } \varphi_2 \]

\[ X_2(\varphi_2, \lambda) \overset{\text{def}}{=} X_2(\varphi_1, \varphi_2, \lambda), \text{ independently of } \varphi_1 \]

except at a null set, then, with \( A_i = X_i(a, \lambda) \) and \( B_i = X_i(b, \lambda) \),

\[ P(A_1 = B_2 = 1) + P(B_1 = A_2 = 1) - P(B_1 = B_2 = 1) \leq P(A_1 = 1) + P(A_2 = 1) - P(A_1 = A_2 = 1) \]

(1)

Proof: Given (i), the following inequality is obviously true:

\[ P(A_1 = B_2 = 1 \cup B_1 = A_2 = 1) \leq P(A_1 = 1 \cup A_2 = 1). \]

(2)

On the right-hand side we have

\[ P(A_1 = 1 \cup A_2 = 1) = P(A_1 = 1) + P(A_2 = 1) - P(A_1 = A_2 = 1), \]

(3)
and on the left-hand side, by use of (ii),

\[
P(A_1 = B_2 = 1 \cup B_1 = A_2 = 1)
\]

\[
= P(A_1 = B_2 = 1) + P(B_1 = A_2 = 1) - P(A_1 = B_1 = A_2 = B_2 = 1) 
\]

\[
\geq P(A_1 = B_2 = 1) + P(B_1 = A_2 = 1) - P(B_1 = B_2 = 1). \tag{4}
\]

This inequality is well suited for direct inclusion of noise and inefficiency, as can be seen in [9]. There, the Clauser-Horne inequality given in a slightly different form is used to investigate if it is violated by quantum mechanics at lower efficiencies than the 82.83% bound obtained from the CHSH inequality [2], and at which level of background noise this is possible. The calculation in [9] uses the quantum-mechanical expressions for the (ideal) probabilities, e.g.

\[
P_{\psi}(A_1 = A_2 = 1) = \langle \psi | 1_A, 1_A \rangle \langle 1_A, 1_A | \psi \rangle,
\]

\[
P_{\psi}(A_1 = 1) = \langle \psi | (| 1_A \rangle \langle 1_A | \otimes | 1_A \rangle \langle 1_A |) | \psi \rangle,
\]

and on the left-hand side, by use of (ii),

\[
P(A_1 = B_2 = 1 \cup B_1 = A_2 = 1)
\]

\[
= P(A_1 = B_2 = 1) + P(B_1 = A_2 = 1) - P(A_1 = B_1 = A_2 = B_2 = 1) 
\]

\[
\geq P(A_1 = B_2 = 1) + P(B_1 = A_2 = 1) - P(B_1 = B_2 = 1). \tag{4}
\]

Note that the assumption of independent errors at a constant rate is used in equation (5b), and this assumption will be used from here on in this paper. In [9], the parameters of \( \mathcal{B} \) (efficiency \( \eta \) and detector inefficiency \( \theta \)) and \( |\psi\rangle \) are varied randomly to show that there is a violation at no background if \( \eta > \frac{2}{3} \).

To obtain this bound analytically, the eigenvalues of \( \mathcal{B} \) would be needed, and the calculation is manageable. Unfortunately, this involves solving a fourth-degree polynomial equation, and since the degree of the polynomial will increase rapidly with \( n \), a method more suitable for the purpose of this paper will be presented. The two-site bound $\frac{2}{3}$ will be obtained analytically without too much calculation, and this will be generalized below.

**Theorem 2: (The lowest possible efficiency bound from the CH inequality)** In the case of independent errors at a constant rate, there is a violation of the CH inequality if and only if

\[
\eta > \frac{2}{3}.
\]

**Proof:** An important observation is that the CH inequality with the quantum probabilities from [9] inserted is equivalent to

\[
\eta \leq \min_{i=1,2} P_{\psi}(A_{1i} = 1) + P_{\psi}(A_{2i} = 1)
\]

\[
+ P_{\psi}(B_{1i} = A_{2i} = 1) + P_{\psi}(B_{1i} = B_{2i} = 1) - P_{\psi}(B_{1i} = B_{2i} = 1).
\]

\[
\eta \leq \frac{P_{\psi}(A_1 = 1) + P_{\psi}(A_2 = 1)}{P_{\psi}(A_1 = 1) + P_{\psi}(A_2 = 1) + P_{\psi}(B_1 = A_2 = 1) - P_{\psi}(B_1 = B_2 = 1)}.
\]

Clearly,

\[
P_{\psi}(A_1 = A_2 = 1) \leq \min_{i=1,2} P_{\psi}(A_i = 1) \tag{8a}
\]

\[
P_{\psi}(A_1 = B_2 = 1) \leq P_{\psi}(A_1 = 1) \tag{8b}
\]

\[
P_{\psi}(B_1 = A_2 = 1) \leq P_{\psi}(A_2 = 1) \tag{8c}
\]

\[
P_{\psi}(B_1 = B_2 = 1) \geq 0. \tag{8d}
\]

The lowest possible bound in [9] would be obtained when we have equality in (8a–d), and when \( P_{\psi}(A_1 = 1) = P_{\psi}(A_2 = 1) \) (which gives the best possible value in (8a–d)). We then would have

\[
\eta \leq \frac{2P_{\psi}(A_1 = 1)}{3P_{\psi}(A_1 = 1)} = \frac{2}{3}. \tag{9}
\]

A lower bound cannot be obtained; we have proved the only if part.

It is not possible to devise a quantum state giving equality in (8a–d) that violates the CH inequality [9], but there are states that come arbitrarily close, and such states will be used in the proof of the if part. Given \( \epsilon > 0 \) and using \( \theta = 2 \arctan(\epsilon) \), the quantum state (see [9]),

\[
|\delta\rangle = C \left( (1 - 2 \cos(\theta)) |0_{B_{1}}, 0_{B_{2}}\rangle + \sin(\theta) (|1_{B_{1}}, 0_{B_{2}}\rangle + |0_{B_{1}}, 1_{B_{2}}\rangle) \right)
\]

and the rotation

\[
\left( \begin{array}{c} |0_{A_{1}}\rangle \\ |1_{A_{1}}\rangle \end{array} \right) = \left[ \begin{array}{cc} \cos(\theta) & -\sin(\theta) \\ \sin(\theta) & \cos(\theta) \end{array} \right] \left( \begin{array}{c} |0_{B_{1}}\rangle \\ |1_{B_{1}}\rangle \end{array} \right)
\]

yields

\[
P_{|\delta\rangle}(A_1 = A_2 = 1) = K \neq 0 \tag{12a}
\]

\[
P_{|\delta\rangle}(A_1 = B_2 = 1) = K \tag{12b}
\]

\[
P_{|\delta\rangle}(B_1 = A_2 = 1) = K \tag{12c}
\]

\[
P_{|\delta\rangle}(B_1 = B_2 = 1) = 0 \tag{12d}
\]

\[
P_{|\delta\rangle}(A_1 = 1) = P_{|\delta\rangle}(A_2 = 1) = K(1 + \epsilon^2), \tag{12e}
\]
On the right-hand side we have Theorem 1 (i)–(ii) except at a null set, then

\[ \eta \leq \frac{2K(1 + e^2)}{3K} = \frac{2}{3}(1 + e^2). \]  

(13)

So when \( \eta > \frac{2}{3} \), there exists a quantum state that will give a violation of the CH inequality, which proves the if part.

A note here is that the \(|\delta\rangle\) used above is not an eigenvector to \(B\) as used in (3). A comparison shows that using the best possible \(|\delta\rangle\) at a given \(\eta\) gives a violation about 80% of the violation from the eigenvector \(|3\rangle\).

In the many-site case, a number of extensions of the CH inequality are possible. In the two-site case above, the inequality uses one- and two-detection probabilities. To generalize, a choice is made yielding a simple expression that contains only \((n - 1)\)- and \(n\)-detection probabilities. The sums used below denote a summation over all possible combinations.

**Theorem 3: (An \(n\)-site Clauser-Horne inequality)** If we have Theorem 1 (ii) except at a null set, then

\[ \sum P(\text{One } B \text{ and all other } A's=1) - \sum P(\text{Even number of } B's \text{ and all other } A's=1) \leq \sum P(\text{All } A's=1 \text{ except one}) - (n-1)P(\text{All } A's=1) \]  

(14)

**Proof:** The following inequality is obviously true:

\[ P(\cup \{ \text{One } B \text{ and all other } A's=1 \}) \leq P(\cup \{ \text{All } A's=1 \text{ except one} \}) \]  

(15)

On the right-hand side we have

\[ P(\cup \{ \text{All } A's=1 \text{ except one} \}) = \sum P(\text{All } A's=1 \text{ except one}) - (n-1)P(\text{All } A's=1), \]  

(16)

and on the left-hand side,

\[ \eta \leq \frac{\sum P_{w}(\text{All } A's=1 \text{ except one})}{\sum P_{w}(\text{One } B \text{ and all other } A's=1) + (n-1)P_{w}(\text{All } A's=1) - \sum P_{w}(\text{Even number of } B's \text{ and all other } A's=1)}. \]  

(20)

Clearly,

\[ P_{w}(\text{All } A's=1) \leq \min P_{w}(\text{All } A's \text{ but one}=1) \]  

(21a)

\[ P_{w}(\text{One } B \text{ and all other } A's=1) \leq P_{w}(\text{The same } A's=1) \]  

(21b)

\[ P_{w}(\text{Two or more } B's=1) \geq 0, \]  

(21c)

The lowest possible bound in (20) would be obtained when we have equality in (21a)–c), and when all \(P_{w}(\text{All } A's \text{ but one}=1)\) are equal (which gives the best possible value in (21a)). We then would have

\[ \eta \leq \frac{nP_{w}(\text{All } A's=1 \text{ but } A_n)}{(2n-1)P_{w}(\text{All } A's=1 \text{ but } A_n)} = \frac{n}{2n-1}. \]  

(22)

A lower bound cannot be obtained; we have proved the only if part.
Theorem 5: (A bound on $\eta$) Whenever

$$\eta > \frac{1}{2},$$

there exists an $n$ and an $\epsilon$, so that the $n$-particle quantum state $|\delta\rangle$ given above violates the corresponding $n$-particle CH inequality.

Or in other words, there are experiments for which the quantum-mechanical predictions violate local realism whenever the efficiency exceeds $\frac{1}{2}$.
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