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\textbf{ABSTRACT}

\textbf{Introduction:} Multivariate time series prediction of infectious diseases is significant to public health, and the deep learning method has attracted increasing attention in this research field.

\textbf{Material and methods:} An adaptively temporal graph convolution (ATGCN) model, which learns the contact patterns of multiple age groups in a graph-based approach, was proposed for COVID-19 and influenza prediction. We compared ATGCN with autoregressive models, deep sequence learning models, and experience-based ATGCN models in short-term and long-term prediction tasks.

\textbf{Results:} Results showed that the ATGCN model performed better than the autoregressive models and the deep sequence learning models on two datasets in both short-term (12.5% and 10% improvements on RMSE) and long-term (12.4% and 5% improvements on RMSE) prediction tasks. And the RMSE of ATGCN predictions fluctuated least in different age groups of COVID-19 (0.029 ± 0.003) and influenza (0.059±0.008). Compared with the Ones-ATGCN model or the Pre-ATGCN model, the ATGCN model was more robust in performance, with RMSE of 0.0293 and 0.06 on two datasets when horizon is one.

\textbf{Discussion:} Our research indicates a broad application prospect of deep learning in the field of infectious disease prediction. Transmission characteristics and domain knowledge of infectious diseases should be further applied to the design of deep learning models and feature selection.

\textbf{Conclusions:} The ATGCN model addressed the multivariate time series forecasting in a graph-based deep learning approach and achieved robust prediction on the confirmed cases of multiple age groups, indicating its great potentials for exploring the implicit interactions of multivariable variables.

1. Introduction

The struggle between humans and infectious diseases always exists: influenza [1] causes 290,000–650,000 deaths worldwide each year [2]; COVID-19 [3] is prone to spread widely due to unknown causes [4] and lack of effective treatment options [5]. Multivariate time series prediction [6] of infectious diseases is essential for emergency management of public health: onset time and outbreak size prediction determine the vaccination time [7] and the reserve of public health resources [8]; when facing emerging infectious diseases, predicting the epidemic trend is conducive to formulating prevention and control measures [9].

With the rise of big data, the patients’ age, gender, and geographic location can be used for prediction. Many studies have indicated that the epidemic prediction of multiple age groups has important research value. Firstly, prediction by the age group is conducive to accurate prevention and control measures, because people of different age groups show immune heterogeneity to the pathogen [10,11], and their clinical manifestations and mortality rates are also various [33,50]. For example, children 0 to 14 years of age are less susceptible to severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) infection than adults 15 to 64 years of age, whereas individuals more than 65 years of age are more susceptible to infection [33]; Influenza A subtype H3N2 causes more cases and deaths [12] in older adults than influenza A subtype H1N1 in America; and children aged 0-2 years are more susceptible to hand, foot and mouth disease (HFMD) than children aged 3–5 years in China [13].
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More importantly, the contact patterns of multiple age groups can help to improve the epidemic predictions, because human social contacts largely determine the transmission mode of infectious diseases and the time series of cases in multiple age groups have implicit associations. For example, the co-residence patterns of elderly persons in Africa increase their vulnerability to deaths of COVID-19 [14]; bring of students together at the start of the school year can produce annual cycles in disease transmission [45]; and gathering for holidays can provide opportunities for transmission of pneumococcus from children to older relatives [46].

Popular mathematical methods for multivariate time series prediction of infectious disease mainly include time-series autoregression models and compartmental disease transmission dynamic models. The classical autoregression models contain the autoregressive (AR) model [15] and global autoregressive (GAR) model [17], which uses observations from previous time steps as input to a regression equation to predict the value at the next time step. Such simple idea makes them fail to exploit latent interdependencies among variables. The vector autoregressive (VAR) model [16] can only consider the linear relationship between variables, which overlooks the complex non-linear interdependencies among variables. Classical compartmental dynamic models such as SIR (Susceptible, Infectious, or Recovered) and SEIR (Susceptible, Exposed, Infectious, or Recovered) cannot tackle the age influence on the disease spread. Age-stratified compartmental dynamic models [47–49] are a group of models that are widely used to predict disease transmission dynamics under different intervention scenarios by constructing differential equations for each age group independently, which also neglect the interdependencies between different age groups.

Recurrent neural networks (RNNs) are widely applied for multivariate time series prediction due to the ability to learn data representations and handle the uncertainty and non-linear problems. LSTM model or bidirectional LSTM model learned from the assembled data (e.g., incidence data, google trend, air pollution data, and lockdown measures) to forecast the epidemic trend [18,19]. Combined with the CNN module, the CNNRNN-Res model [20] and convolutional LSTM-based spatiotemporal model [21] extracted geographic interactions of influenza or COVID-19 to improve prediction accuracy. However, the LSTM-based model projects interactions among variables into a global hidden state, which is implicit and uninterpretable. And the CNN module is only applicable to multivariate time series with geographical adjacency and is not suitable for learning the interaction of abstract variables, such as multiple age groups.

On the other hand, graph neural networks (GNNs) are increasingly used in feature extraction and prediction of spatial-temporal time series: MRes-RGNN [22], ASTGCN [23] and STGCN [24] capture graph-based spatial-temporal dependencies jointly for traffic flow prediction. There are also several studies that use GNN to integrate population migration data for infectious disease prediction [25–28]. Different from RNNs, multivariate time series are processed in a graph structure in GNN, so the independence of time series can be defined by interaction weights and be learned in a data-driven way [29].

To this end, inspired by GNN and the epidemic knowledge of age groups, we innovatively propose an adaptively temporal graph convolution (ATGCN) model. ATGCN mainly overcomes two limitations of existing methods: (1) different from RNNs, ATGCN models the interactions of time series into a directed graph, which is explicit and interpretable; (2) ATGCN extends the concept of the geographic adjacency matrix in CNN and GNN modules into the interaction among abstract variables, e.g., the contact patterns of age groups.

Taking COVID-19 and influenza as prediction objects, this study aims to compare the performance of the proposed ATGCN with the autoregressive models and deep sequence learning models (models with RNNs as the core module) in short-term and long-term prediction tasks, and to explore the consistency of their performance in different age groups. Our major contributions are as follows:

1. We propose an adaptively temporal graph convolution model, which is a novel approach for epidemic prediction;
2. This paper addresses the multivariate time series prediction in a graph-based approach to exploit interdependencies among variables;
3. For the first time, this paper incorporates the domain knowledge of epidemic on multiple age groups to guide the design of the deep learning model.

2. Material and methods

2.1. Datasets for case studies

Two multivariate time series datasets, the COVID-19 dataset of Maryland, USA and the influenza dataset of Beijing, China are used to compare the effectiveness of models in infectious diseases prediction.

1. The COVID dataset of Maryland, USA. The dataset consists of time series of daily new confirmed cases of COVID-19 of multiple age groups, and it is updated every week by the state of Maryland. We downloaded it from the “Dataset Freshness Dashboard” (https://opendata.maryland.gov/stories/s/xdqw-5b5w) on January 1, 2021. Specifically, the confirmed cases are divided into nine age groups according to their ages: 0-9, 10-19, 20-29, 30-39, 40-49, 50-59, 60-69, 70-79, and over 80 years old. Because of the delay in data aggregation, the effect of working days, and other uncertain factors [30], there are sawtooth fluctuations in the time series of daily new confirmed cases. So this study carries out seven-day average on the original dataset. And the final dataset for prediction (from April 5, 2020 to January 1, 2021) is obtained, as shown in Fig. 1a.

2. The influenza dataset of Beijing, China. As shown in Fig. 1b, the dataset consists of time series of the weekly number of influenza cases of five age groups, which are 0–4, 5–14, 15–24, 25–59 and over 60 years old. It spans 263 weeks from September 30, 2013 to October 14, 2018. The influenza dataset is extracted from the system of influenza-like illness (ILI) surveillance, which is conducted by outpatient and emergency departments in all general hospitals in Beijing, reporting for the weekly number of ILI cases by age groups. The number of influenza cases is calculated using the reported number of ILI cases from the ILI surveillance system, multiplied by the proportion of ILI cases that are positive for influenza in each week [31], and the positive rate for influenza is provided by 24 sentinel hospitals through the virological test.

There are two reasons for choosing these two datasets for case studies:

1. The first reason is that the datasets can reflect two different contact patterns of multiple age groups: due to the regulation from the government policies, the COVID-19 dataset represents a situation that the average work and travel frequency of residents decrease. Meanwhile, on the contrary, their average social distance increase [50]. While the influenza dataset represents a social situation without non-pharmaceutical interventions, and the contact pattern of multiple age groups is more complex [33].

2. The second reason is that the two datasets have different temporal characteristics: The COVID-19 dataset has no obvious periodicity but with an upward trend (Fig. 1). There are three peak outbreaks in the dataset, and the scale of the third round of outbreaks is much higher than the previous two rounds, indicating that the epidemic in Maryland was still getting worse at that time. On the contrary, the influenza dataset has obvious annual periodicity, even though the scale of the outbreak varies from year to year. These two different temporal characteristics could challenge the prediction performance of a model. Because some models, e.g., the autoregressive model, are suitable for prediction tasks with dataset that has strong autocorrelation [34], while other models, such as RNN model, are adept at periodic time series predictions, we want to use these two types of datasets to verify the practicability of our proposed model.
2.2. Task definition and basic assumptions

Our study defines the epidemic prediction problem as a multivariate time series prediction task. \(x_t \in \mathbb{R}^m\) is the multivariate time series profile at time \(t\), whose elements are the new confirmed cases from \(m\) age groups. Further, we denote \(X = [x_{t1}, x_{t2}, \ldots, x_{tw}]\) as the available input data in a time-span of size \(w\) for model training. And the prediction target is the time series profile \(Y = x_{t+w:h} \in \mathbb{R}^m\), where \(h\) refers to the horizon of prediction.

Since the deep learning model learns the dependencies of variables from historical data and make prediction of future trend based on training data, our study assumes that the transmissibility of SARS-CoV-2 variants and influenza strains as well as human immunity to the pathogen is similar over the study period, and the human contact patterns of multiple age groups do not significantly change over this period.

2.3. Framework of ATGCN model

To discover the contact patterns among age groups, the ATGCN model treats their contact relationship as a directed graph \(G = (V, E)\), where \(V\) is the set of nodes and the \(E\) is the set of edges. \(v_i \in V\) denotes a node, which represents an age group in our study. And \(e_{ij} \in E\) denotes a weighted edge pointing from \(v_i\) to \(v_j\), which means the contact weight from the age group \(i\) to the age group \(j\). The adjacency matrix \(A \in \mathbb{R}^{N \times N}\) is a mathematical representation of \(G\), with \(A_{ij} = e_{ij}\). Because of the heterogeneity of immunity to the virus in different age groups [35], we assume that \(e_{ij} \neq e_{ji}\) in epidemic prediction tasks.

The diagram of the ATGCN model proposed in our study is shown in Fig. 2. The model is composed of an adaptive graph learning module, a LSTM module, a two-layer GCN module and two linear transformation layers as output module. By calculating the similarity among multivariate time series, the adaptive graph learning module computes a graph adjacency matrix \(A\), which is used later as an input to the GCN module. At the same time, the LSTM module extracts the long-distance periodic feature \(H\) from the input \(X\) in the time domain. Then, combined with \(A\), \(H\) is converted from a Euclidean structure to a directed graph structure \(G\), which works as the input of the two-layer GCN module. In addition, the trend of the time series itself cannot be ignored: the linear prediction \((\hat{X}_{t1})\) of \(X\) is calculated through the linear transformation module. Finally, \(\hat{X}_1\) and the output of the GCN module \(\hat{X}_2\) are summed up to obtain the final prediction result \(\hat{Y}\).

Python 3.7.3 and the deep learning platform PyTorch 1.7.1 are used to build the ATGCN model, and its key components are illustrated in detail in the following:

(1) The adaptive graph learning module. Constructing the graph adjacency matrix \(A\) is the premise of GCN operation. There are explicit or latent dependencies among multiple time series. For example, in the traffic flow prediction, there is a fixed topological relationship among the roads [34]. In the prediction of confirmed cases in multiple age groups, the contact pattern of multiple age groups is simultaneously affected by contact frequency, immune heterogeneity and other factors, so there are no explicit dependencies among age groups. If the model can automatically extract the contact pattern among multiple age groups, the latent dependencies of multivariate time series can be combined to improve the prediction. Our study adopts the adaptive graph learning module [29], which is illustrated as follows:

\[
M_1 = \tanh(aE_1\Theta_1),
\]

\[
M_2 = \tanh(aE_2\Theta_2),
\]

\[
A = \text{ReLU}(\tanh(a(M_1M_2^T - M_2M_1^T))).
\]

where \(E_1, E_2\) represent randomly initialized node embeddings, which are learnable during training; \(\Theta_1, \Theta_2\) are model parameters; \(a\) is a hyper-parameter for controlling the saturation rate of the activation function. The adaptive graph learning module measures the similarity between the embeddings of each node and computes the matrix \(A\) of the directed graph \(G\).

(2) The LSTM module. The LSTM module aims to extract the long-distance periodic feature \(H\) from the input \(X\) in the time domain. For
each element in the input sequence, each layer computes the following function:

\[ t_i = \sigma(W_{ih} x_t + b_i + W_{hh} h_{t-1} + b_h), \]
\[ f_i = \sigma(W_{if} x_t + b_i + W_{hf} h_{t-1} + b_h), \]
\[ g_i = \tanh(W_{ig} x_t + b_i + W_{hg} h_{t-1} + b_h), \]
\[ c_i = f_i \odot c_{i-1} + i_i \odot g_i, \]
\[ h_i = o_i \odot \tanh(c_i). \]

Where \( h_i \) is the hidden state at time \( t \), \( c_i \) is the cell state at time \( t \), \( x_t \) is the input at time \( t \), \( h_{t-1} \) is the hidden state of the layer at time \( t-1 \) or the initial hidden state at time 0, and \( i_i, f_i, g_i, o_i \) are the input, forget, cell, and output gates, respectively. \( \sigma \) is the sigmoid function, and \( \odot \) is the hadamard product.

(3) The GCN module. The two-layer graph convolution module can effectively convolve the second-order neighborhoods of the nodes to handle spatial dependencies in a graph. The graph convolutional operator is illustrated as follows:

\[ H' = \tilde{D}^{-1/2} A \tilde{D}^{-1/2} H \Theta, \]

where \( A = A_1 + I \) denotes the adjacency matrix with inserted self-loops and \( D_1 = \sum_{j=0} A_1 \) its diagonal degree matrix.

Its node-wise formulation is given by:

\[ h_i' = \Theta \sum_{j \in N(i)} \frac{e_{ij}}{\sqrt{d_i d_j}} h_j, \]

with \( d_i = 1 + \sum_{j \in N(i)} e_{ij} \), where \( e_{ij} \) denotes the edge weight from source node \( j \) to target node \( i \).

(4) The output module. The LSTM module and GRU module learn to capture the long-term dependence and the latent interaction among variables, but the historical information of the input sequence cannot be ignored. So, one linear transformation layer in the output module is applied to the input \( X \):

\[ \hat{X}_1 = X C^T + b, \]

where \( \hat{X}_1 \) denotes the linear prediction, \( C^T \) is the learnable weights, and \( b \) is the learnable bias of the linear transformation layer. Similarly, the output \( H' \) of the GRU module is dimensionally transformed by another linear transformation layer to obtain \( \hat{X}_2 \):

\[ \hat{X}_2 = H' C^T + b. \]

The final prediction result of the ATGCN model is the sum of \( \hat{X}_1 \) and \( \hat{X}_2 \):

\[ \hat{Y} = \hat{X}_1 + \hat{X}_2. \]

2.4. Baseline models

The performance of the ATGCN model is evaluated by comparing with baseline models, which are summarized as follows:

2.4.1. Autoregressive models

The AR model, VAR model, and GAR model have been the most popular models in time series prediction. Their core idea is to predict the future state using the linear combination of historical states, so the autoregressive models are suitable for predicting time series with obvious trends, e.g., the COVID-19 dataset of Maryland, USA.

The AR model treats the new confirmed cases of different age groups independently, i.e., it assumes different age groups are not correlated. The AR model is formalized as follows:

\[ x_{i+h}^{(i)} = \sum_{p=0}^{w-1} a_{i+p}^{(i)} x_{i+p}^{(i)} + \epsilon_{i+h} + c, \]

where \( p \) is the order of AR, \( w \) is the length of input window, \( x_{i+h}^{(i)} \) is the input signal from the \( i \)-th age group, and \( a_{i+p}^{(i)} \) is the weight parameter. \( \epsilon_{i+h} \) denotes the random noise at time \( t+h \), and \( c^{(i)} \) is the intercept term.

VAR can model the dependencies across different age groups, and it is more complex and expressive. VAR is formalized as follows:

\[ x_{i+h} = \sum_{p=0}^{w-1} W_{i+p} x_{i+p} + \epsilon_{i+h} + c, \]

where \( x_i \) is the input vector containing the historical sequences of all age groups, and \( W_{i+p} \) is the parameter matrix to capture the correlation among age groups.
The GAR model is a simplification of the AR model. GAR only uses one set of $a_{ij}$ and $c$ to predict different age groups, and it is suitable for scenarios where the training data is limited and the multivariate time series exhibit similar patterns. GAR is formalized as follows:

$$\hat{x}_{t+h} = \sum_{p=0}^{w-1} a_{p} x_{t-p} + \epsilon_{t+h} + c.$$  

2.4.2. Deep sequence learning models

We apply the recurrent neural network (RNN) model, convolutional neural network (CNN), and residual network (CNNRNN) model [20] to learn the long-term dependencies among age groups. These three models all rely on RNN as the core module for sequence learning and prediction, which are suitable for predicting time series with obvious periodicity, e.g., the influenza dataset of Beijing, China.

Our study utilizes the gated recurrent unit (GRU) in our RNN model. Unlike the LSTM module described above, GRU contains fewer parameters, and its iterative speed is faster:

$$r_{t} = \sigma(W_{r}x_{t} + b_{r} + W_{hr}h_{t-1} + b_{hr}),$$

$$z_{t} = \sigma(W_{z}x_{t} + b_{z} + W_{hz}h_{t-1} + b_{hz}),$$

$$n_{t} = \tanh(W_{n}x_{t} + b_{n} + r_{t} \odot (W_{hn}h_{t-1} + b_{hn})),$$

$$h_{t} = (1 - z_{t}) \odot n_{t} + z_{t} \odot h_{t-1},$$

where $r$, $z$, and $n$ are the reset, update, and new gates, respectively.

The CNNRNN model adds a CNN layer before the GRU. CNN layer performs a two-dimensional convolution operation [36] on the input $x_t$ to fuse multivariate time series. We can distinguish the difference between the CNN and GCN module from the perspective of multiple age groups: CNN processes data in the Euclidean structure, so it can only integrate the contact information between adjacent age groups. While GCN processes data in a graph structure, it can integrate the contact information among any two age groups, e.g., patients aging between 60–69 and 20–29, as long as there are interaction weights between them.

To avoid overfitting, the CNNRNN model adopts residual links [37] on the basis of the CNNRNN model. The residual links bypass some of the intermediate modules, which can effectively mitigate the gradient vanishing phenomenon during training. For more details of the three deep sequence learning models, please refer to the research paper by CMU [20].

2.4.3. Experience-driven ATGCN models

In order to verify the effectiveness of the adaptive graph learning module in the ATGCN model, we replace the graph learning module with two experience-driven adjacency matrices and input them into the ATGCN model. The two experience-driven matrices are:

1. A square matrix $A_1 \in \mathbb{R}^{m \times m}$ whose elements are one. The setting of $A_1$ is based on the simplest assumption that the contact patterns between all age groups are the same. And the ATGCN model based on $A_1$ is abbreviated as Ones-ATGCN.

2. A matrix that records the contact frequency of multiple age groups in China or USA, which is obtained through social contact surveys. For the prediction of the COVID-19 dataset of Maryland, we use the matrix (predefined-$A_2 \in \mathbb{R}^{m \times m}$) of the contact frequency of people in multiple age groups in Maryland, calculated based on human mobility surveillance system during the COVID-19 epidemic and previous social survey results [32] (please refer to supplementary material 1 for the detailed calculation process of $A_2$). As for the prediction of the influenza dataset of Beijing, we adopt a contact matrix (predefined-$A_3 \in \mathbb{R}^{m \times m}$) of multiple age groups in Shanghai during the normal period [33], assuming that the population contact frequency in Shanghai and Beijing is similar (in supplementary material 2). And the ATGCN model based on these two predefined matrices is abbreviated as Pre-ATGCN.

2.5. Experimental setting

All datasets are split into three sets: training set (60%), validation set (20%), and test set (20%) in chronological order. We tune the input window size for all models from the set (4, 8, 16, 32). For three deep sequence learning models, we tune the hidden dimension of GRU from (5, 10, 20, 40). The number of residual links is searched from set (4, 8, 16). The parameter optimization algorithm is Adam, and its learning rate is searched from (0.001, 0.015, 0.02). All models iterate 300 times on the training set, with prediction horizon= (1, 2, 4, 6, 8), respectively. Finally, we select the model that performs best on the validation set to make predictions on the test set. In this paper, the predictive period ranges from one day or one week (short-term prediction) to 8 days or 8 weeks (long-term prediction). The long-term period (8 days or 8 weeks) is relative to short-term period (1 day or 1 week). Thus, the ATGCN model is accurate in both within-year and inter-annual prediction.

We adopt three metrics for comparison: Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and R-squares (R2). The calculation of them is defined as follows:

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2},$$

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|,$$

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2},$$

where $n$ denotes the number of data points in the test set, $y_i$ denotes the true value, and $\hat{y}_i$ denotes the predicted value. The best possible score of R2 is 1.0, and it can be negative (because the model can be arbitrarily worse). And if an R2 score is close to 0, then the model always predicts an expected value of $y$, disregarding the input features.

3. Results

Table 1 provides the experimental results of ATGCN model and baseline models. ATGCN model achieves state-of-the-art results on most of the tasks, whether it is the COVID-19 dataset with obvious trends or the influenza dataset with periodicity. In the following, we will discuss the experimental results of the two datasets, respectively.

3.1. Predictions of the COVID-19

From Table 1, we observe that the ATGCN model has the highest overall prediction accuracy for the COVID-19 dataset (12.5% and 12.4% improvement compared with GAR on RMSE when h=1 and 8), followed by the experience-driven ATGCN models and autoregressive models, while the deep sequence learning models have the worst prediction performance.

Among the three autoregressive models, the GAR model performs best, especially in the short-term prediction (h=1, 2, 4). When h=6 or 8, R2 of AR (-0.408 and -1.19) and VAR (-2.36 and -3.201) show that the predictions of them are significantly lagged. Although the VAR model integrates information from other age groups, its accuracy is the worst. This may be because the strong consistency of the time series is beneficial to the GAR model, while the VAR model only linearly combines the features of each age group, and its modeling ability is insufficient.

As for the three deep sequence learning models, CNNRNN-Res has the highest accuracy, but it is still much lower than the GAR model and the ATGCN model. The negative $R^2$ indicates that the predictions of RNN and CNNRNN models have poor correlation with the test dataset in both short-term and long-term prediction. This may be because the COVID-19 data set has no obvious periodicity, and the distribution of the training set and the test set are quite different, which is not conducive to the training of the deep learning model with RNN as the core module.
### 3.2. Predictions of the influenza

As shown in Table 1, in the prediction of the influenza dataset which is periodic, the ATGCN model still achieves the best accuracy most of the time. (10% and 5% improvement compared with CNNRNN-Res on RMSE when h=1 and 8). The prediction results of the ATGCN model are well correlated with the test set, and its R² is much higher than the subsample result. When h=1, 4, or 6, the MAEs (0.0332, 0.084, 0.1273) of ATGCN are slightly higher than the corresponding deep sequence learning models (0.0313 of CNNRNN-Res, 0.0825 of RNN, and 0.1244 of CNNRNN).

Different from the results of the COVID-19 dataset, the performance of the deep sequence learning models this time is more accurate than that of the autoregressive models. The reason for this performance changes is that the CNNRNN-Res model and the ATGCN model are more suitable for forecasting seasonal infectious diseases. However, the GCN module in the ATGCN models the multiple age groups as a directed graph, which can learn the contact propagation between any two age groups; while the CNN module in the CNNRNN-Res can only learn the contact relationship between the adjacent age groups. Obviously, the ATGCN model is more in line with the actual transmission mode of infectious diseases.

#### 3.3. Predictions on multiple age groups

Because the models predict the number of confirmed cases for multiple age groups simultaneously, in the following, whether their prediction effect for each age group is consistent is compared. We select the GAR, CNNRNN-Res, and ATGCN model as representatives for analysis, because these three models perform best in their respective categories.

For the COVID-19 dataset, as shown in Fig. 3a, the RMSE of the GAR model and the ATGCN model of the nine age groups remains within the range of 0.33±0.003 and 0.29±0.003, while the RMSE of the CNNRNN-Res model is much higher and unstable (0.094±0.045). Fig. 4 shows the prediction results of the three models on the test set in detail. The ATGCN model and GAR model closely fit the real curves. However, the CNNRNN-Res model has lagged predictions on the onset time and lower predicted values of the outbreak size for age groups of 0–9 and 20–29, or larger predicted outbreak size for age groups of 30–39, 40–49, and above 80.

As for their performances on the influenza dataset (Fig. 3b), the ATGCN model has the most robust performances on the five age groups, and the performance of the ATGCN model is better than that of the other two models, which shows the superiority of the contact network structure of the ATGCN model.
and its RMSE is in the range of 0.059±0.008. Consistent with the results in Table 1, the effect of the GAR model on influenza decreases, in the range of 0.083±0.011 (RMSE). Though the prediction performance of CNNRNN-Res improves, with RMSE in the range of 0.064±0.020, its prediction accuracy for each age group still fluctuates the most. In Fig. 5, it can be found that ATGCN has the most accurate predictions on the onset time, while the lagged predictions of the GAR model are the most obvious, especially in age groups of 0–5 and 25–59. As for the prediction of peak size, the ATGCN model achieves good accuracy for each age group, except for the age group of 15–24.

The above results show that the prediction accuracy of CNNRNN-Res for different age groups fluctuates greatly. It cannot effectively integrate the interactive information of multiple age groups maybe for the reason that its CNN module only extracts the time series features of adjacent age groups. The RMSE of the GAR model on the two datasets fluctuates little because it uses the same parameter modeling for each age group,
and the time series trends of each age group are similar. The ATGCN model performs most robustly in age groups because it uses the GCN module to effectively integrate the interactive information of different age groups.

3.4. Contact patterns of multiple age groups

Graph adjacency matrix $A$ is produced by the adaptive graph learning module of the ATGCN model. A represents the contact patterns of multiple age groups, which are related not only to the frequency of contacts among age groups, but also to the immunity of age groups to the virus. So, the cell of $A$, $A_{ij}$, represents the risk of transmission from the $j$th age group to the $i$th age group.

Fig. 6 shows the graph adjacency matrices of the two datasets with $h=1$ or 8. For the influenza dataset (Fig. 6a and 6b), both matrices show consistent contact patterns. In the five age groups, adolescents aged 0–15 years are more susceptible to infections from people aged 15 and older. On the contrary, children aged 0–15 years present a low risk of transmission to the higher age group, and their impact is obvious only to the adjacent age group (i.e., 0.99 and 1 in the first row of Fig. 6a). This may be related to the low immunity of the younger age group to influenza virus and the relatively strong immunity of the older age group.

Since there are 9 age groups in the COVID-19 dataset, it is not easy to observe obvious patterns in Fig. 6c and 6d. So, we sum the rows or columns of the matrix: the sum of the rows represents the total risk of infection of one age group received from the others; the sum of the columns represents the total risks of transmission of one age group to other age groups. When $h=1$, there is no obvious difference between the influence of one age group on other age groups, which are evenly distributed between 3 and 4. This is due to the ATGCN’s short-term forecast for the COVID19 dataset being closer to the autocorrelation forecast. When $h=8$, the influence of incubation period is more obvious among different age groups: older people over 50 with low immunity are more likely to be infected (the sums of the first four rows are 4, 4.7, 3.8, and 5 in Fig. 6d), while young and middle-aged people under 40 are more likely to infect others (the sum of the four third columns are 3.08, 5, 4, and 4 in Fig. 6d), because young people have more active social contacts.

4. Discussion

With COVID-19 and influenza as the case study objects, the ATGCN model is more accurate than the autoregressive models and the deep sequence learning models in both short-term and long-term prediction tasks. ATGCN accurately predicts the onset time and outbreak size of both datasets, and its accuracies fluctuate least in different age groups. Compared with the Ones-ATGCN model or Pre-ATGCN model which are based on expert experiences, the ATGCN model with the adaptive graph learning module is more adaptable to scene changes and more robust in performance.

Based on the above research results, two issues need to be further discussed:

First, a suitable model should be selected when predicting infectious diseases with various transmission characteristics. In this study, COVID-19 is an emerging infectious disease. Though the pathogenic virus SARS-CoV-2 has the behavior of a seasonal respiratory virus [38], the population is generally susceptible to the virus [39], so at this stage, the temporal characteristics of COVID-19 are more affected by the government intervention measures [40]. While seasonal influenza occurs in spring and winter every year, and the number of onset cases has obvious periodicity. The experimental results show that the autoregressive models are more suitable for predicting the COVID-19 dataset, while
the deep sequence learning models have better performance on the influenza dataset. Because the ATGCN combines the characteristics of two sequence modules (the LSTM module and a linear transformation layer), its performance on the two datasets is both optimal. However, in the existing papers studying the prediction of infectious diseases, few of them have discussed the difference in the temporal characteristics of time series caused by the various rules of disease transmission. Accordingly, in practical application, more attention should be paid in selecting the appropriate forecasting models according to the temporal characteristics of infectious disease. Or a fusion model which can dynamically combine the advantages and adjust the weight of basic models [41,42] should be developed.

Secondly, domain knowledge of the infectious diseases should be further applied to the design of deep learning models and the feature selection, for the fusion of domain knowledge can improve the accuracy and interpretability of a model. As observed from this study, since the contact pattern of multiple age groups is an important factor for prediction, we chose the GCN module and the adaptive graph learning module as the core functional modules to learn the interaction relationship between multiple age groups. The experimental results also prove our choice that the graph neural network is more suitable for the learning contact pattern than the recurrent neural network. And with the expansion of the available infectious disease data, such as age, gender, and population movement trajectory, more deep learning models with epidemiological characteristics can be designed, based on the immune heterogeneity, age distribution, family residence pattern and other features of the susceptible population.

The limitations of the ATGCN model still exist: first, the adaptive graph learning module only updates the adjacency matrix $A$ within the time range of the training dataset, and when predicting the test dataset, the parameters of the ATGCN model are fixed and no longer updated. Therefore, the adjacency matrix $A$ used for test dataset prediction can only represent the historical multiple age group contact patterns, which will lead to a decrease in the accuracy of the ATGCN model. This is also the limitation of the basic assumption of our study: the contact pattern of the crowd is actually dynamic, rather than stable. Secondly, the ATGCN model cannot give the uncertainty of the prediction results and this is a common problem with deep learning models. However, uncertainty is important in public health management [43,44], because decision makers need to estimate the credibility of the results based on the upper and lower bounds, so as to plan the redundancy of public health resources. In addition, the limitation of data is a common problem in epidemic prediction. Neither the public available COVID-19 dataset nor the influenza dataset obtained through public health surveillance can truly reflect the scales of outbreak and the age structure of cases. The adjustment of diagnostic criteria, inadequate diagnosis capacity and asymptomatic infections can influence the patients’ healthcare-seeking behavior, leading to misdiagnosed or left untreated, especially in the early stage of an emerging epidemic, when the symptoms of the disease are poorly understood.

5. Conclusions

In this paper, we introduce a novel framework for time series prediction of multiple age groups, integrating graph convolution and adaptive graph learning module to combine the contact pattern of people into epidemic prediction. It addresses the multivariate time series forecasting in a graph-based deep learning approach and achieves robust prediction on the confirmed cases of multiple age groups. Experiments show that our model outperforms the state-of-the-art methods on two epidemic datasets, indicating its great potentials in exploring the implicit interactions of abstract multivariate variables. And our method demonstrates that integrating the domain knowledge of infectious diseases into the design of the deep learning framework can effectively improve the accuracy and applicability of the model.
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