Molecular collapse in graphene: sublattice symmetry effect
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Atomic collapse can be observed in graphene because of its large “effective” fine structure constant, which enables this phenomenon to occur for an impurity charge as low as $Z_c \sim 1 - 2$. Here, we investigate the effect of the sublattice symmetry on molecular collapse in two spatially separated charge tunable vacancies, that are located on the same (A-A type) or different (A-B type) sublattices. We find that the broken sublattice symmetry: (1) does not affect the location of the main bonding and anti-bonding molecular collapse peaks, (2) but shifts the position of the satellite peaks, because they are a consequence of the breaking of the local sublattice symmetry, and (3) there are vacancy characteristic collapse peaks that only occur for A-B type vacancies, which can be employed to distinguish them experimentally from the A-A type. As the charge, energy, and separation distance increase, the additional collapse features merge with the main molecular collapse peaks. We show that the spatial distribution around the vacancy site of the collapse states allows us to differentiate the molecular from the frustrated collapse.

I. INTRODUCTION

Atomic collapse is an electronic phenomenon from quantum electrodynamics (QED) that was predicted to occur in super heavy atomic nuclei\(^1\) nearly 70 years ago. An electron in a Coulomb potential formed by an atomic nucleus occupies circular orbits around the nucleus. As the atomic number $Z$ increases, relativistic quantum effects become more important. Beyond a critical value of $Z_c \approx 170$, the strong Coulomb potential pulls the electron orbit into the positron continuum, which makes the atom unstable. Initially the electron spirals down into the nucleus, after which it spirals away, emitting a positron in a process referred to as atomic collapse. Since the largest known natural element has $Z \approx 170$, it has been impossible to observe this phenomenon in real atoms\(^2\).

However, graphene with Dirac-like charge carriers provides an excellent opportunity for the realization of atomic collapse in two dimensions\(^3\,4\). The condition for $Z > 1/\alpha$ is easier to fulfill in graphene than in “natural” QED systems due to the favorable scaling of the effective “fine structure constant”. In graphene the Fermi velocity $v_F \approx 10^6$ m/s acts as the velocity of light and the effective fine structure constant becomes $\alpha = e^2/(\hbar v_F \kappa) \approx 2.19/\kappa$, where the effective dielectric constant $\kappa$ is largely determined by the environment, and typically takes values between 3 and $10^{10}$. Hence, a charge impurity with a critical charge as low as $Z_c \sim 1 - 2$ could induce atomic collapse in graphene. This was initially observed by clustering ionized Ca dimers on top of graphene in order to construct a supercritical “artificial nucleus”\(^5\). Later, researchers reported this phenomenon in other two dimensional graphene systems: (1) a vacancy charged with a scanning tunneling microscope (STM) tip\(^6\) and (2) a STM tip created potential\(^7\). Various theoretical works have investigated the physical behavior before and after atomic collapse in graphene with an atomic impurity placed on top of the graphene surface\(^8\,9\,10\,11\).

Recently, atomic collapse studies were extended to the case where two identical impurity charges are put at a certain distance, which can lead to molecular collapse patterns that depend on the distance between them\(^12\), while opposite charges resemble a dipole like system\(^13\). A new physical regime termed “frustrated supercritical collapse” was demonstrated\(^14,15\) in which the individual charges placed above the graphene layer are subcritical, while the global system behaves supercritically. In ad-
dation, it was shown theoretically and confirmed experimentally that a vacancy in graphene can stably host a positive charge, which can be gradually built up by applying voltage pulses with an STM tip. Thus, a vacancy in graphene can act as an artificial nucleus, which furthermore enhances the effective Coulomb potential as compared to a charge impurity placed on top of graphene, because now the charge center resides in the plane of graphene.

With improvements in sample quality vacancies are not ubiquitous type of defects. Still they can be purposely formed by removing an atom by ion irradiation. Such a vacancy leads to a quasilocalized zero energy state around the Dirac point as long as the local sublattice symmetry is broken. The corresponding wavefunction around the defect is located only on the sublattice with the majority of atoms. In contrast, when the local sublattice symmetry is preserved no vacancy peak occurs. Here, we will consider different arrangements of the two vacancy defects and examine how the global sublattice symmetry affects the molecular collapse resonances. By removing atoms of the same or different sublattices, the global sublattice symmetry is broken or preserved, which is reflected in different collapse resonances. The amount of charge on each vacancy and the distance between them are tuning parameters that allows us to drive the system from subcritical to supercritical.

The paper is structured as follows. In section II, we present the model and the method used to obtain the relevant quantities. The main results are discussed in section III. We conclude the paper in section IV.

II. MODEL

In order to simulate vacancies, a discrete model, such as the tight-binding approach, is more suitable than the continuum model based on the Dirac equation. The tight-binding Hamiltonian of graphene is given by the following expression

\[
\hat{H} = \sum_{\langle i,j \rangle} (t_{ij} \hat{a}_i^\dagger \hat{b}_j + H.c.) + \sum_i V_i \hat{a}_i^\dagger \hat{a}_i + \sum_i V_i \hat{b}_i^\dagger \hat{b}_i, \tag{1}
\]

where \(\hat{a}_i, (\hat{b}_i)\) represents the electron creation operator and \(\hat{a}_i^\dagger, (\hat{b}_i^\dagger)\) is the annihilation operator of an electron at the sublattice A(B) site \(i\). \(t_{ij} = -2.8\, \text{eV}\) is the hopping strength between the nearest neighbors. The last two terms denote the electrostatic potential \(V_i\) felt by the electron in graphene at the site \(i\). The Coulomb potential at position \((x, y)\) away from a charged vacancy centered at \((x_0, y_0)\) is

\[
V(x - x_0, y - y_0) = -\frac{\beta}{\sqrt{(x - x_0)^2 + (y - y_0)^2}}, \tag{2}
\]

where \(\beta = Z\alpha\) represents the effective charge. A cutoff at the distance \(r^*\) is introduced as an analogue to the size of the nucleus in QED. The natural minimal cutoff length of graphene is the distance between two carbon atoms \(a_{cc} = 0.142\, \text{nm}\). However, the vacancy charge is distributed over several C-atoms around the vacancy, and it was previously found that \(r^* = 0.5\, \text{nm}\) is able to explain the experimental atomic collapse results.

The system we are simulating is illustrated in Fig. 1 with the two single-atom vacancies placed at a distance \(R\). The vacancies can be charged by an STM tip as demonstrated in Ref. and the Coulomb charge centers are situated at the center of each missing atom. Blue and orange circles represent A and B-sublattice atoms, respectively. Global sublattice symmetry is broken (kept) if atoms of the same (different) sublattice are removed. Fig. 1 shows the latter case in an arrangement which we named A-B type vacancy. In contrast A-A type vacancy with two missing A-atoms breaks the global sublattice symmetry.

III. RESULTS AND DISCUSSION

In Fig. 2, we show a contour plot of the LDOS taken at the edge of one of the vacancies as a function of effective charge and energy for two equally charged vacancies separated by \(R \approx 5\, \text{nm}\) of A-A and A-B type. Comparing
Fig. 2(a) with Fig. 2(b) shows that the global sublattice symmetry breaking has a clear effect on the hole side of the spectrum (negative energy region) where the atomic collapse peaks can be observed, while on the electron side (positive energy region) the LDOS of both systems is the same.

In order to understand these results and distinguish the features that are labeled in Fig. 2 we start from a simpler case and show in Fig. 3 the LDOS for (a) pristine graphene with a single charge impurity on top of the layer, (b) single vacancy with one removed atom, the bi-vacancies (c) A-A type with \( R = \sqrt{3} \alpha_{cc} \), which is the next-nearest neighbor distance and corresponds with the shortest length between the two sublattices of the same type, and (d) A-B type with \( R = 2 \alpha_{cc} \), or the next-nearest neighbor sites. By comparing Fig. 3(a) with Figs. 3(b-d), we find that (1) a vacancy will introduce a weak satellite \( R_1^b \) (\( R_2^b \)) resonance beside the \( R_1 \) (\( R_2 \)) resonance [11]. (2) The bi-vacancy systems reach supercritical charge for lower values of \( \beta \) which is indicated with the vertical dashed lines in Figs. 3(b, c, and d). \( R_1 \) and \( R_2 \) states have the 1s and 2s atomic orbital symmetry [11], while \( P_1 \) corresponds to the 2p atomic orbital with angular momentum \( m = \pm 1 \). In the case of two sufficiently separated charges, the interaction between the 1s atomic orbitals of the two impurities splits the atomic states into a pair of bonding and anti-bonding molecular orbital states, where the bonding molecular orbital has a lower energy [20]. Taking this into account, we can further distinguish the collapse peaks in Fig. 2 where the first LDOS resonance peaks \( R_1^{b(a)} \) show the molecular collapse of the bonding (anti-bonding) molecular orbital. The splitting between these two states vanishes with increase of the effective charge \( \beta \) because of a decrease in the overlap between the wavefunctions that become more localized around the separate vacancies.

In addition to the molecular collapse peaks, the first strong peak in Figs. 2(a, b) is the localized vacancy peak (VP) with energy around the Dirac point. According to Lieb’s theorem graphene with equal missing atoms in each sublattice preserves the sublattice symmetry and should not show the zero energy state. Here, in Fig. 2(b), the same number \( N_A \) and \( N_B \) of atoms is removed, but nevertheless the LDOS shows two high intensity peaks at \( \beta = 0 \), which are located on each side of the Dirac point (VP- and VP+). These peaks mimic the bonding and the anti-bonding VP molecular states, as the individual vacancy induced wavefunctions spatially overlap due to the small distance between the defects. We found that these two peaks merge into a zero energy peak if the two vacancies are separated by a large distance and the overlap between the two states is negligible, or if a large broadening parameter is chosen, that would correspond to highly disordered samples. The reason why Lieb’s theorem does not hold lies in the fact that we are dealing with a finite size flake.

In Fig. 3 we show the LDOS (left figures) corresponding to the vacancy peaks and we show separately the LDOS on the A and B sublattice (right figures). From Fig. 4(a-c) we notice that the VP of the A-A type defect is fully localized on the B-sublattice, similar to what was previously demonstrated in Refs. [11,27] for the single vacancy problem. For both vacancy peaks of the A-B type (Figs. 4(d-i)) we find that the LDOS of the VP is equally split between the A and B sublattices. The vacancy of A(B)-sublattice has only a nonzero LDOS on the B(A)-sublattice.

The A-B type two vacancy system has additional LDOS peaks that are not present in the A-A type system which can be more clearly distinguished in Fig. 5 where we show the LDOS for three different values of \( \beta \). The main bonding and anti-bonding molecular collapse peaks (\( R_1^b \), \( R_1^a \), \( R_2^b \) and \( R_2^a \)) of A-A type and A-B type vacancy have the same energy. The additional satellite collapse peaks (\( R_1^{b,b} \), \( R_1^{a,a} \) and \( R_2^{b,b} \)) originate from the presence of the vacancies and are a consequence of the breaking of the local sublattice symmetry as shown in Ref. [11]. They show a much weaker LDOS signature and fade or merge quickly into the main molecular collapse peaks as the charge increases. Energy at which the \( R_1^{b,a} \) peaks in Fig. 2(a) was previously demonstrated in Refs. [11,27].
peak appears differs in the two cases, while R1\textsuperscript{b} and R2\textsuperscript{b} peaks, as noted earlier, are additional peaks that are present only in the case of A-B type vacancy.

For the purpose of further analysis, we plot in Figs. 6-9 the spatial LDOS and the sublattice components of the different peaks labeled in Fig. 2. According to LCAO approximations, the bonding and the anti-bonding molecular orbitals are respectively given by $|B_s\rangle = \sqrt{1/2}(|S_a\rangle + |S_b\rangle)$ and $|B_s\rangle = \sqrt{1/2}(|S_a\rangle - |S_b\rangle)$, with $|S_a\rangle$ and $|S_b\rangle$ the single atomic orbitals corresponding to the separate vacancies. The bonding (anti-bonding) state enhances (weakens) the intensity of the LDOS at the region between the two vacancies where the two wavefunctions overlap. From Fig. 6(a), Figs. 7(a, d), Fig. 8(a) and Figs. 9(a, d), the bonding feature is clearly observed, and can be distinguished from the anti-bonding one, shown in Figs. 6(d, g), Figs. 7(g, j), Fig. 8(d) and Fig. 9(g).

Separating individual sublattice components from the total spatial LDOS is useful for understanding the influence of the vacancies on the molecular collapse states. The spatial LDOS of the main molecular collapse resonances (R1\textsuperscript{b}, R1\textsuperscript{a}, R2\textsuperscript{b} and R2\textsuperscript{a}) are similar to those found in the two charged impurity (placed above the graphene sheet) problem\textsuperscript{20} and are therefore determined by the Coulomb potential. For the A-A type vacancy, the spatial LDOS distribution of R1\textsuperscript{b} and R1\textsuperscript{a} on A-sublattice in Figs. 6(b, c) resembles the B-sublattice components in Figs. 6(c, f), except around the vacancy where the LDOS is localized on the sublattice other than the one of the vacant site. The vacancy characteristic collapse peaks (R1\textsuperscript{a}) is the vacancy introduced satellites of the peaks R1\textsuperscript{a}, and its spatial LDOS on the sublattice with the local majority of atoms (Fig. 3(j)) shows high density around the vacancy center spreading out along the zigzag directions. Meanwhile, the spatial LDOS on the other sublattice (Fig. 3(h)) shows similar distribution maps as the main corresponding molecular collapse states. Because A-A type defect with two removed A-atoms preserves the symmetry along the y axis, the spatial LDOS and the sublattice component distributions in Fig. 3 are symmetric about $x = 0$. If we compare the two defect types, two features become notable. Beside the R1\textsuperscript{b} and the R2\textsuperscript{b} peaks that can be distinguished in the case of a A-B type defect (see Fig. 2(b)), the two sublattice components of the spatial LDOS are now rotationally symmetric with respect to 180° about $x = 0$ (C\textsubscript{2} symmetry), as can be seen in Figs. 7 and 8. In addition, the spatial LDOS is helpful to identify the correspondence between the molecular collapse resonances and the well-known atomic orbitals from a Coulomb potential. The spatial LDOS in Figs. 6(a, d, g) and Figs. 7(a, d, g, j) displays high LDOS in the Coulomb centers and decreases along the radial direction, which is typical for...
FIG. 5. The LDOS cuts of A-A and A-B type vacancies for (a) $\beta = 0.8$, (b) $\beta = 1.1$ and $\beta = 1.5$, obtained from Fig. 2.

FIG. 6. Spatial LDOS of A-A type vacancies for different resonances labeled in Fig. 2(a), $(E, \beta) = (-0.1 \text{ eV}, 0.8)$, $(-0.16 \text{ eV}, 1.1)$, $(-0.11 \text{ eV}, 1.1)$ from top to bottom, respectively. Left column shows the total LDOS and the sublattice components are plotted in the middle (A) and the right (B) columns. The insets show cuts of the LDOS along the x-axis for $y = \pm a_{cc}/2$ (left column), $y = -a_{cc}/2$ (middle column) and $y = +a_{cc}/2$ (right column). The separation distance between the two vacancies is $R \approx 5 \text{ nm}$.

FIG. 7. Spatial LDOS as in Fig. 6 but now for the A-B type vacancies with $R \approx 5 \text{ nm}$. Different resonances are labeled in Fig. 2(b), and we show results for $(E, \beta) = (-0.11 \text{ eV}, 0.8)$, $(-0.085 \text{ eV}, 0.8)$, $(-0.16 \text{ eV}, 1.1)$ and $(-0.089 \text{ eV}, 1.1)$ from top to bottom, respectively.

FIG. 8. Spatial LDOS as in Fig. 6 with A-A type vacancy with $R \approx 5 \text{ nm}$ for higher collapse states at $(E, \beta) = (-0.17 \text{ eV}, 1.5)$, $(-0.08 \text{ eV}, 1.5)$ and $(-0.3 \text{ eV}, 1.9)$ from bottom to top, respectively.
the 1s atomic orbital. The spatial LDOS in Fig. 8(a) and Figs. 9(a, d) shows lower intensity rings outside the high LDOS center (if the two vacancies are separated by a larger distance, these rings, and the spatial distribution features of R1 states discussed above, are more clearly visible), which is analogous to the 2s atomic orbital. The anti-bonding molecular equivalent of the 2s atomic orbital in Fig. 8(d) and Fig. 9(g) shows two lower intensity islands instead of a ring-like feature.

All of the collapse states that we have discussed so far have angular momentum \( m = 0 \). To complement the study, in Fig. 8(g) and Fig. 9(j) we present the spatial LDOS and its sublattice components for the higher states with angular momentum \( m = 1 \). Notice that there are low LDOS intensity nodes at the position of the Coulomb centers which demonstrate that these states are the counterparts of the atomic p orbitals. The six-fold symmetry shape of the LDOS accounts for the honeycomb structure of graphene, i.e. it locks the lobes of the p-orbital along the crystallographic directions. To distinguish these states from other collapse peaks we plot the spatial LDOS in Fig. 8(g) and Fig. 9(j) for large values of effective charge \( \beta \), thus overlap of the wavefunctions induced by the two impurities at the midpoint between the defects is reduced, and the bonding and the anti-bonding features are very weak.

Next, we study the dependence of the molecular collapse resonances on the inter-charge distance. The LDOS as a function of energy for several values of \( R \) is shown in Fig. 10 for effective charge \( \beta = 1.1 \). With increase of the vacancy separation, molecular bonding and anti-bonding collapse states come closer to each other, until they merge at high values of \( R (R \sim 15 - 40 \text{ nm}) \), when only the atomic collapse states are left. Because of a large effective charge \( \beta \), both charges are individually supercritical, and the collapse states exist for all values of the separation distance \( R \).

When both charges are individually subcritical but together exceed the critical value, a phenomenon known as frustrated atomic collapse, collapse states are present only for short inter-charge distances, and the spatial LDOS distribution of the molecular collapse resonances is different from the bonding or anti-bonding molecular orbitals. To further reflect on this difference, we plot in Fig. 11 the spatial LDOS and the sublattice component of the R1 resonance in the frustrated collapse regime. The spatial LDOS shows two high intensity peaks centered around the vacancies, which mimics the formation of a bonding molecular orbital. In order to illustrate that these R1 states are indeed different from the bonding molecular orbital resonances, a comparison is presented in Fig. 12. The plot shows a comparison between the two regions marked with black boxes in Figs. 6(b, c) and Figs. 11(b, c), where the black dot represents the location of the vacancy. In Fig. 12(a), the A-sublattice component has an enhanced LDOS distribution on the side closer to the second vacancy, which differs from Fig. 12(c).

FIG. 9. Spatial LDOS as in Fig. 8 for A-B type vacancy with \( R \approx 5 \text{ nm} \) and higher collapse states at \( (E, \beta) = (-0.17 \text{ eV}, 1.5), (-0.13 \text{ eV}, 1.5), (-0.08 \text{ eV}, 1.5) \) and \( (-0.3 \text{ eV}, 1.9) \) from top to bottom, respectively.
where the A-sublattice LDOS is distributed almost uniformly. The purple inset in Fig. 6(b) displays two peaks around the vacancies with a slightly lower intensity on the outer side, while, the purple inset in Fig. 11(b) does not exhibit a clear reduced LDOS between the two vacancies. In Fig. 12(b), the B-sublattice component has a very high intensity inside the blue circle (a combined effect of Coulomb potential and vacancy induced localized state); outside the circle, the LDOS gradually decreases as one moves away from the vacancy (the dominant effect of the Coulomb potential). Considering again the LDOS along a line, the purple inset in Fig. 6(c) has a strongly suppressed LDOS between the two vacancies. In contrast, in Fig. 12(d), the states are highly concentrated in a triangular area, a localization solely caused by the presence of a vacancy. Outside the triangular area, the LDOS distribution is quasi-uniform. For A-B type vacancies, except for the different distribution over the sublattices, the conclusions are the same as for the A-A case. Furthermore, as the vacancy induced high LDOS centers only resemble a bonding molecular orbital, the spatial LDOS should reveal which collapse regime is at play, frustrated atomic collapse or the formation of the bonding molecular orbitals.

FIG. 11. Spatial LDOS for the R1 resonance in frustrated atomic collapse regime. The total LDOS and the sublattice components, A and B, are shown in the left, middle and right panels, respectively. (a-c): A-A type vacancy, $E = -1.5$ meV, $\beta = 0.4, \quad$ (b): A-B type vacancy, $E = -9.3$ meV, $\beta = 0.47$, with $R \approx 5$ nm in both cases.

FIG. 12. Spatial LDOS around a vacancy in the frustrated (bottom figures) and the molecular (top figures) collapse regimes. The areas are marked with black squares in Figs. 6(b, c) (top row) and Figs. 11(b, c) (bottom row).

**IV. CONCLUSION**

We studied how the sublattice symmetry manifests in the molecular collapse of a two charged vacancy system. By comparing the A-A with A-B vacancy types we showed that the global sublattice symmetry in the latter case results in distinguishable signatures with additional molecular collapse peaks. The main bonding and antibonding molecular collapse peaks of the two types are located at the same energy positions, while the energy of the vacancy induced satellite collapse peaks differs. As the individual charge, energy and separation distance increase, these additional molecular collapse peaks merge into the main features.

Depending on both the symmetry and the distance between the vacancies, the VP shows various properties. When the symmetry is broken a single peak appears. However, in case of A-B type system we find that for small $R$-values this VP is split into a bonding and anti-bonding feature. Because the splitting between the peaks depends on the overlap, these two peaks merge at higher values of the effective charge. If the distance is large, a single peak appears. We also found higher collapse states with angular momentum $m = 1$, they correspond to the atomic $p$ orbitals, and exhibit a hexagonal symmetry of the spatial LDOS.

When both vacancies have each subcritical charge we identified a frustrated molecular collapse regime with decreasing distance between the two vacancies. In this regime the total system exhibits features similar to the molecular collapse state.
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