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Sections A and B respectively give theoretical and practical backing for our way of selecting the data. Section C presents an alternative way to construct confidence intervals for model parameters and high yields, using the profile likelihood method.

A A theoretical justification for our selection of data

Our construction of the data relies on taking the maximum yield for each farm, when this farm has returned data over multiple years. We give here justification that this way of selecting the data allows to make inference that is consistent with our initial aim, which was to estimate the maximum value of a one-year yield. Let \( Y \) be a random variable having the distribution of the one-year yield for a farm (over the whole of England and Wales). For a given farm in our sample, yields are recorded over \( N \) years, where \( N \in \{1, \ldots, 10\} \) is a discrete random variable, and we take the maximum such yield as an individual data point. In other words, our data is made of \( n = 1536 \) data points whose distribution is that of

\[
X = \max_{1 \leq i \leq N} Y_i,
\]

where the \( Y_i \) are independent copies of \( Y \). We suppose in what follows that \( N \) is independent of \( Y \) and thus of \( X \).

It should, first, be clear that \( X \) and \( Y \) have the same support and in particular the same right endpoint \( x^* \), so that making inference about the right endpoint using a sample from \( X \) rather than \( Y \) is indeed possible. We then have, for any \( t < x^* \),

\[
\forall y > 0, \quad P(X - t \leq y \mid X > t) = \frac{P(\max_{1 \leq i \leq N} Y_i \leq y + t) - P(\max_{1 \leq i \leq N} Y_i \leq t)}{1 - P(\max_{1 \leq i \leq N} Y_i \leq t)}.
\]
By independence of $N$ and the $Y_i$, the numerator above can be rewritten

\[
\begin{align*}
\mathbb{P}\left( \max_{1 \leq i \leq N} Y_i \leq y + t \right) - \mathbb{P}\left( \max_{1 \leq i \leq N} Y_i \leq t \right) \\
= \sum_{m=1}^{10} \left[ \mathbb{P}\left( \max_{1 \leq i \leq m} Y_i \leq y + t \right) - \mathbb{P}\left( \max_{1 \leq i \leq m} Y_i \leq t \right) \right] \mathbb{P}(N = m) \\
= \sum_{m=1}^{10} \left[ \{\mathbb{P}(Y \leq y + t)\}^m - \{\mathbb{P}(Y \leq t)\}^m \right] \mathbb{P}(N = m) \\
= \left[ \mathbb{P}(Y \leq y + t) - \mathbb{P}(Y \leq t) \right] \sum_{m=1}^{10} \mathbb{P}(N = m) \sum_{j=0}^{m-1} \{\mathbb{P}(Y \leq y + t)\}^j \{\mathbb{P}(Y \leq t)\}^{m-1-j}.
\end{align*}
\]

When $t$ is high, and regardless of the value of $y > 0$, $\mathbb{P}(Y \leq y + t)$ and $\mathbb{P}(Y \leq t)$ are close to 1; in other words, we have

\[
\begin{align*}
\mathbb{P}\left( \max_{1 \leq i \leq N} Y_i \leq y + t \right) - \mathbb{P}\left( \max_{1 \leq i \leq N} Y_i \leq t \right) &\approx \left[ \mathbb{P}(Y \leq y + t) - \mathbb{P}(Y \leq t) \right] \sum_{m=1}^{10} m \mathbb{P}(N = m) \\
&= \left[ \mathbb{P}(Y \leq y + t) - \mathbb{P}(Y \leq t) \right] \mathbb{E}(N)
\end{align*}
\]

when $t$ is high, for any $y > 0$. Similarly

\[
1 - \mathbb{P}\left( \max_{1 \leq i \leq N} Y_i \leq t \right) \approx [1 - \mathbb{P}(Y \leq t)] \mathbb{E}(N)
\]

when $t$ is high, and therefore

\[
\forall y > 0, \quad \mathbb{P}(X - t \leq y \mid X > t) \approx \frac{\mathbb{P}(Y \leq y + t) - \mathbb{P}(Y \leq t)}{1 - \mathbb{P}(Y \leq t)}
\]

\[
= \mathbb{P}(Y - t \leq y \mid Y > t).
\]

This implies that the generalised Pareto model appropriate to model the right tail of the one-year yield $Y$ is also a sensible model for the right tail of our multiple-year maximum $X$. In terms of bias, using multiple-year data is actually intuitively better than single-year data, since their values will tend to be larger and therefore closer to the true value of the right endpoint.

## B Sensitivity of our results to data selection

The validity of the technical argument in Section A rests on the assumption of independent and identically distributed yields across time and space. In our context where only ten years of data are available, evaluating precisely the amount of spatial and/or temporal dependence in the data is a very difficult task. Modelling spatial dependence would require a careful model of the physical processes underpinning wheat growth; in addition to the level of agricultural input, a sensible comprehensive model would need to consider the local chemical composition of soil, which is very difficult to gather and clearly not a simple function of location, as well as (at least!) the behaviour of rainfall, temperature and solar radiation across the regions of interest. State-of-the-art models, such as the model of Kern et al. (2018), are typically regression models with a view on modelling
average yield levels as a function of physical covariates. As a first step in the analysis of high yields, it is, we believe, advisable to start by a simpler model, which is why we adopted a model where yields are considered spatially independent.

We can, however, get an idea of the influence of temporal dependence through the use of alternative approaches to data selection, for example by working solely with one year of data, or by randomly choosing a year of data for each farm. To be more specific, we considered the following samples of yield:

- Yields for the year 2009/2012/2015 only,
- Yields for a single randomly selected year of data for each farm,
- Maximum yields over a randomly selected block of 5 years of data.

The rationale for these choices was that we wanted to test whether selecting an average year for yield (2009), a poor year for yield (2012), a good year for yield (2015), or yields over a randomly selected smaller number of years had significant consequences on our estimates. [That 2009, 2012 and 2015 can be considered “average”, “poor” and “good” years respectively for yield can be inferred from the boxplots given in Figure 1 of the main paper.] Let us repeat here that our final objective is to estimate the best possible yield under current growing conditions. As a consequence, we are not interested in the evolution of maximum yield through time and it is thus meaningful to compare these right endpoint estimates: even though the underlying parameters of the generalised Pareto model may well change when data is constructed by taking maxima over several years (if there is temporal dependence), the maximum possible value of yield, which is our target here, stays unaffected.

Numerical results are reported in Table 1, and illustrations of the finite-sample behaviour of the associated extreme value index estimator are given in Figures 1 and 2 along with the selected sample fraction in each case. It can be seen in this table that the obtained endpoint estimates for years 2009 and 2012 lie outside the confidence interval for the endpoint calculated using our original construction of the data. This, in our view, should be expected because 2009 and 2012 were respectively average and poor years for yield, and a selection of yield data that is not consistent with our objective of inferring the best possible yield cannot be expected to give sensible results. This is just as in the problem of estimating records in athletics: to do so, it makes sense to consider data made of the best performances of the best athletes (see Einmahl and Magnus, 2008), rather than work on the best performances of average or poor athletes. The estimate based on a single, randomly chosen year of data is also markedly lower than our initial estimate (although perhaps not significantly so at the 95% level). By contrast, the obtained endpoint estimates for year 2015 or for the data made of the best yields across 5 randomly selected years are in line with our initial estimate (if slightly higher but not significantly so), thus illustrating that if an effort is made to select data relevant to our purposes, the actual selection method does not have a strong influence on maximum yield estimates.
| Year                          | $n$  | $k$  | $t$   | Shape estimate $\hat{\gamma}$         | Scale estimate $\hat{\sigma}$ | $\hat{x}^* = t - \hat{\sigma}/\hat{\gamma}$ |
|------------------------------|------|------|-------|-----------------------------------------|--------------------------------|-----------------------------------------------|
| All years combined           | 1536 | 250  | 10.69 | $-0.11 (-0.22, 0.00)$                   | 0.76 (0.65, 0.91)            | 17.60 (14.02, 23.75)                          |
| 2009 only                    | 676  | 140  | 9.44  | $-0.22 (-0.35, -0.096)$                 | 0.85 (0.70, 1.08)            | 13.24 (12.31, 14.86)                          |
| 2012 only                    | 721  | 250  | 7.16  | $-0.17 (-0.28, -0.07)$                  | 1.09 (0.93, 1.29)            | 13.41 (11.88, 16.40)                          |
| 2015 only                    | 674  | 100  | 10.99 | $-0.095 (-0.27, 0.08)$                  | 0.73 (0.57, 0.99)            | 18.62 (14.02, 31.40)                          |
| One randomly chosen year per farm | 1536 | 200  | 9.96  | $-0.22 (-0.33, -0.12)$                  | 0.98 (0.83, 1.19)            | 14.32 (13.28, 15.88)                          |
| Five randomly chosen years combined | 1314 | 230  | 10.69 | $-0.093 (-0.21, 0.02)$                  | 0.74 (0.63, 0.89)            | 18.59 (14.02, 27.56)                          |

Table 1: Maximum yield level estimates $\hat{x}^*$ for our original data set and the data selected in alternative ways, along with a summary of sample sizes, threshold choices, shape estimates $\hat{\gamma}$ and scale estimates $\hat{\sigma}$. Numbers in brackets next to shape, scale and maximum yield estimates represent approximate 95% confidence intervals.
Figure 1: ML estimates of $\gamma$, for years 2009 (left), 2012 (middle), and 2015 (right) only.
Figure 2: ML estimates of $\gamma$, for data constructed by choosing a single randomly selected year for each farm (left) and the maximum yield over a randomly selected block of 5 years of data (right).
C An alternative view on confidence intervals using profile likelihood

Figures 3 and 4 on the next page provide 95% profile likelihood based confidence intervals for the shape parameter and for extreme return levels of wheat yield in a generalised Pareto model, using the full data set. The method for calculating such confidence intervals is explained in Chapters 3 and 4 of Coles (2001). The actual calculations are carried out numerically using the \texttt{gpd.fit} and \texttt{gpd.prof} routines part of the R package \texttt{ismev}, put together by Heffernan and Stephenson and maintained by Gilleland (2018).

It can be seen in Figure 3 that the 95% profile likelihood confidence interval for the shape parameter contains 0. In such a situation, the profile likelihood function becomes flatter as the return level $m$ increases, and the upper bound of the confidence interval tends to infinity as $m \to \infty$. This is illustrated in Figure 4, where one can see that the upper bound of the confidence interval for the return level escapes to the right of the plot as $m$ increases.
Figure 3: Full yield data set of size $n = 1536$, graph of the profile likelihood function for the shape parameter $\gamma$. The two intersections of the concave full line with the second-from-top horizontal full line define the 95% profile likelihood confidence interval for $\gamma$. The vertical dashed line is the line $\gamma = 0$. 
Figure 4: Full yield data set of size $n = 1536$, graphs of the profile likelihood functions for return levels $m \in \{n/10, n, 10n, 100n\}$. Top left: return level with exceedance probability $10/n$, top right: return level with exceedance probability $1/n$, bottom left: return level with exceedance probability $1/(10n)$, bottom right: return level with exceedance probability $1/(100n)$. In each graph, the two intersections of the concave full line with the second-from-top horizontal full line define the 95\% profile likelihood confidence interval.
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