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Abstract

The matrix element method (MEM) has been extensively used for the analysis of top quark and W-boson physics at the Tevatron, but in general without dedicated treatment of initial-state QCD radiation. At the LHC, the increased center-of-mass energy leads to a significant increase in the amount of QCD radiation, which makes it mandatory to carefully account for its effects. We here present several methods for inclusion of QCD radiation effects in the MEM, and apply them to mass determination in the presence of multiple invisible particles in the final state. We demonstrate significantly improved results compared to the standard treatment.
1 Introduction

The discovery and analysis of new physics particles, beyond the Standard Model, is one of the main goals for building the Large Hadron Collider (LHC). The presence of such new physics at an energy scale accessible by the LHC is indicated by shortcomings of the Standard Model, in particular its inability to explain the stability of the Higgs boson mass and the nature of the cosmological dark matter. New physics models which simultaneously explain these two riddles have certain common features: strongly produced particles charged under QCD, which are perhaps exclusively pair-produced and decay (mainly or exclusively) to stable invisible particles (i.e., particles with negligible interactions with the detector material). Even if the new physics includes singly produced resonances, these might very well decay mainly to final states including invisible particles.

The analysis of new physics processes with invisible particles in the final state is particularly challenging, due to the absence of invariant mass peaks. Even the determination of masses of the new particles typically requires large statistics [1]. This difficulty is further enhanced by the presence of QCD radiation (in particular initial-state radiation, i.e. QCD radiation that is not collinear with any of the decay products), which complicates the final states in several ways: by adding additional jets (that do not correspond to any decay products of the produced new physics particles), and by modifying the kinematics of the decay products through emission of particles with sizeable transverse momenta, which result in transverse boosts of the decay products.

Among the methods for extraction of model parameters, the one which takes into account the most information from the experimental events is the Matrix Element Method (MEM) [2]. The MEM has been used extensively for top quark physics by the experimental collaborations at the Tevatron [3], and has resulted in the most precise measurement of the top quark mass to date. The method is described in detail in section 2, and it here suffices to say that it uses the theoretical squared matrix element for the process to give a weight for each experimental event, for a given point in the parameter space of the model. One drawback of the method in its basic form is that only events with final states that perfectly match those in the considered matrix element can be used. While this is not a big problem at the Tevatron, where the phase space for additional QCD radiation is limited by the relatively low center-of-mass energy, events at the LHC have a large phase space for QCD radiation. It is therefore of crucial importance to develop the MEM to account also for such additional radiation.

In this paper, we suggest several methods to account for additional QCD radiation in processes with invisible particles in the final state, either by explicitly correcting for the QCD emission or by parametrizing its effect through an appropriate function. Partial results have already been reported in Ref. [4], but this paper provides a more extensive and detailed analysis. It is organized as follows: In section 2, we describe the details of the MEM. Section 3 is dedicated to the study of the MEM with initial-state QCD radiation at the parton level, using the parton shower Monte Carlo generator PYTHIA [5]. We study two example processes, top quark pair production with di-leptonic decay giving neutrinos as decay products for both top quarks, and Standard Model Higgs boson production with
decay to $W^+W^- \rightarrow l^+l^-\nu\bar{\nu}$. Although these are both Standard Model processes, they are representative for the type of new physics we are targeting—heavy particles with invisible particles in their decays, which makes it impossible to reconstruct the complete final state of any of the produced particles. In section 4 we turn to the more complicated case where both QCD radiation and hadronization as well as detector effects are taken into account. We give our conclusions in section 5.

Note that similar approaches to include QCD radiation have been explored by the D0 and CDF collaborations in Refs. [6].

2 The Matrix Element Likelihood Method

The Matrix Element Method (MEM) [2] provides a recipe for computing a likelihood that an experimental event agrees with a theoretical model. The information about the theoretical model is supplied in the form of the squared matrix element for a concrete process. One or several parameters of the model can be determined from the data by finding the maximum of the likelihood for a sample of events as a function of the parameters.

The likelihood measure for a single event, with measured momenta $p_{\text{vis}}^{i}$, to agree with the model, given a set of parameters $\alpha$, is defined as

$$P(p_{\text{vis}}^{i}|\alpha) = \frac{1}{\sigma}\int dx_1dx_2 \frac{f_1(x_1)f_2(x_2)}{2sx_1x_2} \left[ \prod_{i\in\text{final}} \int \frac{d^3p_i}{(2\pi)^32E_i} \right] |M_\alpha(p_i)|^2 \prod_{i\in\text{vis}} \delta(p_i - p_{\text{vis}}^{i}).$$  \(1\)

Here $f_1$ and $f_2$ are the parton distribution functions, $M_\alpha$ is the theoretical matrix element, and $\sigma$ is the total cross section, computed with the same matrix element. The normalization ensures that

$$\left[ \prod_{i\in\text{vis}} \int d^3p_{\text{vis}}^{i} \right] P(p_{\text{vis}}^{i}|\alpha) = 1.$$  \(2\)

The three-momenta $p_{\text{vis}}^{i}$ of the visible measured objects are matched with the corresponding momenta $p_i$ of the final-state particles in the matrix elements, while the momenta of invisible particles (neutrinos or weakly interacting new physics particles) are integrated over.

Quarks and gluons are matched with jets as visible objects, whose energy is typically not measured very precisely. Therefore one has to include a transfer function $W$ for jets, which parametrizes the combined effects of parton showering, hadronization and detector response:

$$P(p_{\text{vis}}^{i}|\alpha) = \frac{1}{\sigma}\int dx_1dx_2 \frac{f_1(x_1)f_2(x_2)}{2sx_1x_2} \left[ \prod_{i\in\text{final}} \int \frac{d^3p_i}{(2\pi)^32E_i} \right] |M_\alpha(p_i)|^2 \prod_{i\in\text{vis}} W_i(p_i, p_{\text{vis}}^{i}).$$  \(3\)

For leptons and photons it is mostly sufficient to approximate the transfer functions by a delta function, as above.
For a sample of \( N \) events, the combined likelihood is usually stated in terms of its logarithm:

\[
-\ln(L) = -\sum_{n=1}^{N} \ln P(p_{\text{vis}}^{n}\mid \alpha) + N \left[ \prod_{i \in \text{vis}} \int d^3p_{\text{vis}}^{i} \right] \text{Acc}(p_{\text{vis}}^{i}) \mathcal{P}(p_{\text{vis}}^{i}\mid \alpha),
\]

where \( p_{\text{vis}}^{n} \) are the measured momenta of the \( n \)th event. The acceptance function \( \text{Acc}(p_{\text{vis}}^{i}) \) corrects for the bias introduced by detector acceptance and event selection.

The MEM has been used extensively for top quark physics by the experimental collaborations at the Tevatron. At this time, the most precise determination of the top quark mass has been achieved with this technique, which can be attributed to the fact that in principle it takes into account all relevant experimental information. In most Tevatron analyses, only events for which the number of jets exactly matches the number of colored partons in the hard matrix element have been included. For instance, only two-jet events have been considered for the analysis of the di-leptonic top quark pairs. At the Tevatron this approach works, since the top quarks are relatively heavy compared to the beam energy and thus the phase space for extra radiation is highly suppressed.

However, at the LHC radiation of hard jets is expected to be abundant, not only for top pair production but also for new physics processes involving colored particles with masses of a few 100 GeV. With a center-of-mass energy of 14 TeV, the number of top pair events is reduced by more than 40% if a cut on extra jets with \( p_T > 40 \) GeV is imposed. This estimate is based on events generated with PYTHIA 6.4 and passed through the fast detector simulation PGS 4. As will be shown later, even the presence of additional jets with \( p_T < 40 \) GeV can lead to problems with fitting the signal events, so that a tighter cut will be necessary to sufficiently reduce the influence of jet radiation, hence leading to a large loss of signal statistics.

Alternatively, one could try to take into account events with extra jets by including matrix elements with more partons in the final state. Referring again to the example of di-leptonic top quark pairs, this would amount to matrix elements corresponding to the processes \( pp \rightarrow b\bar{b}l^+l^-\nu\bar{\nu} + n_q q + n_{\bar{q}} \bar{q} + n_g g \), which have \( n_q \) quarks, \( n_{\bar{q}} \) antiquarks and \( n_g \) gluons in the final state besides the usual top decay products. While this approach should allow to correctly include all events, it substantially increases the computation time, due to the complexity of the multi-particle matrix elements, the more complicated structure of the

\*In the likelihood, we have neglected the term \( \sum_{n=1}^{N} \ln(\text{Acc}(p_{\text{vis}}^{n})) \) since it is independent of any theoretical parameters \( \alpha \).

†When using selection cuts pertaining to individual jets, the likelihood can be shifted by a small bias even when the acceptance function is properly incorporated in the calculation. This is related to the fact that the transfer functions \( W_i \) only imperfectly model the effect of extra jets from final-state radiation. For the content of this paper this bias is irrelevant, since we mainly focus on the role of initial-state radiation, but let us remark that in principle one could construct an un-biased estimator with a more sophisticated parametrization of the transfer functions.

‡See Ref. [6] for approaches including extra jets.

§About 27% of events have one additional jet with \( p_T > 40 \) GeV, while about 15% have two or more extra jets.
phase space, and the combinatorics related to summing over quark flavors and gluons in the extra jets. Even if one restricts oneself to considering only up to one extra parton in the final state, the computing intensity of the likelihood fit is increased by more than one order of magnitude.

The large majority of extra jets originates from initial-state radiation (ISR). In the following two sections, several methods will be described which account for the main effect of ISR by performing kinematical corrections event by event, using matrix elements for the hard process only, without additional partons in the final state.

For concreteness, the numerical analyses in the following sections has been carried out for two representative processes with invisible particles in the decay, so that the final state is not fully reconstructable. Top quark pair production with di-leptonic decay,

$$pp \rightarrow t\bar{t} \rightarrow b\bar{b}l^+l^-\nu_l\bar{\nu}_l,$$  \hspace{1cm} (5)

is a typical case of pair production of heavy particles with relatively long and not fully reconstructable decay chains. As a second example we will consider Higgs production via gluon fusion,

$$pp \rightarrow gg \rightarrow h \rightarrow W^+W^- \rightarrow l^+l^-\nu_l\bar{\nu}_l,$$  \hspace{1cm} (6)

with the characteristic features of a $s$-channel resonance.

Numerical results shown in the following sections correspond to a center-of-mass energy of $\sqrt{s} = 14$ TeV, but the essential aspects do not change for lower values of $\sqrt{s}$. Two independent implementations of the MEM are employed: the first is a specialized private code written by us using matrix elements generated by COMPHEP 4.4 [9], the second is the flexible automated public tool MadWeight [10], which is based on the MadGraph/MadEvent framework [11].

The core task of both programs is the evaluation of the integration in eqs. (1), (3). For the process (5) this involves eight integration variables (six momentum components for the neutrino and the anti-neutrino, plus $x_1$ and $x_2$), but energy-momentum conservation reduces it to a four-dimensional integration. Instead of the final-state (anti-)neutrino momenta, we use the invariant masses of the top quarks and W bosons as integration variables, since the integrand has sharp resonance peaks as function of these variables. The transformation between the neutrino momenta and the intermediate invariant masses involves the solution of a coupled system of two quadratic equations, which can be performed analytically. The final expressions are rather long and will therefore not be shown here (see Ref. [10] for examples). The Breit-Wigner resonances of the form

$$\frac{1}{(q^2_k - m^2_k)^2 + m_k^2\Gamma_k^2} , \hspace{1cm} (k = t, \bar{t}, W^+, W^-),$$  \hspace{1cm} (7)

in the integrand can be mapped out by the additional variable transformation

$$q^2_k = m_k^2 + m_k\Gamma_k \tan t_k , \hspace{1cm} \frac{d(q^2_k)}{dt_k} = \frac{(q^2_k - m^2_k)^2 + m_k^2\Gamma_k^2}{\pi m_k\Gamma_k} ,$$  \hspace{1cm} (8)
Figure 1: Schematic depiction of the event topology for pair production of heavy particles $X$, together with initial-state radiation.

so that as a function of the $t_k$ the integrand becomes almost flat across the entire region $-\pi/2 \leq t_k \leq \pi/2$ and the integration can be performed numerically without difficulty. The outputs of the two programs agree very well for all results shown in the following sections.

3 Initial-State Radiation at Parton Level

In this section we restrict ourselves to an analysis at the parton level. Simulated “data” events have been generated with \textsc{Pythia} 6.4 [5] using CTEQ6L1 parton distribution functions [12]. The momenta of the final-state particles in (5) or (6), as well as those of the initial-state radiation, have been extracted from the \textsc{Pythia} event record for each event. No cuts on the parton momenta have been implemented and therefore the acceptance term in (4) is simply 1. This allows us to single out the effects of ISR without complications from final-state radiation, hadronization, underlying event and detector efficiencies. For simplicity and clarity of the discussion, we do not include backgrounds in the analysis.

The first technique that we propose here is based on the observation that the most significant effect of ISR is on the kinematics of the events; without proper inclusion of ISR the momentum balance of the decay products is violated. The proper kinematics of the hard scattering matrix element can be restored by simply boosting the hard event by the momenta of the ISR. Since the longitudinal incoming momenta are integrated over in the computation of the likelihood, see eqs. (1) and (3), it is sufficient to perform the boost for the transverse coordinates only. In practice, instead of boosting the measured final-state momenta, we perform the boost on the incoming partons of the matrix element, which is equivalent since the squared matrix element is a Lorentz scalar. With this technique we are only performing a kinematical boost, which allows us to sum up the ISR momenta for each incoming leg—the sequence of individual branchings does not play any rôle.

This boost correction is the simplest possible treatment of ISR, which only maintains the proper momentum balance, while the effects of the particular QCD vertices and internal propagators (labeled by numbers and $p_{a,b,...}$ in Fig. 1 respectively) are not taken into account.
It has the advantage of not increasing the computing time of the MEM likelihood fit compared to the situation without ISR.

However, one can try to do better by including Sudakov reweighting for the ISR. The Sudakov factor corresponds to the probability for no branching to occur between two scales \( p_{T,E_1}^2 < p_{T,E_0}^2 \). For ISR it is appropriate to formulate the Sudakov factor in terms of backwards evolution from the hard process to the incident proton. In this case it is given by

\[
\Delta_{\text{ISR}}(p_{T,E_0}^2, p_{T,E_1}^2) = \exp \left( - \int_{p_{T,E_1}^2}^{p_{T,E_0}^2} \frac{d(p_{T,E}^2)}{p_{T,E}^2} \frac{\alpha_s(p_{T,E}^2)}{2\pi} \sum_{j \in \{j \rightarrow i + X\}} \int_{z_{\text{min}}(p_{T,E}^2)}^{z_{\text{max}}(p_{T,E}^2)} dz \frac{P_{j \rightarrow i}(z)}{z} \frac{f_j(x_i/z, p_{T,E}^2)}{f_i(x_i, p_{T,E}^2)} \right) \tag{9}
\]

where the sum runs over all possible assignments of partons \( i, j \) (quarks or gluon) in the branching \( j \rightarrow i + X \). Here \( P_{j \rightarrow i} \) are the splitting functions, which for massless quarks read

\[
P_{qq}(z) = P_{qg} = \frac{4(1+z^2)}{3(1-z)}, \quad P_{qg}(z) = \frac{1}{2} \left[ z^2 + (1-z)^2 \right], \quad P_{gg}(z) = \frac{6[1-z(1-z)]^2}{z(1-z)}. \tag{10}
\]

Furthermore, \( z \) is the ratio between the pre-branching invariant mass squared of the parton-parton interaction and the post-branching invariant mass squared.

To account for the proper weight of the ISR, one needs the probability of having a splitting \( j \rightarrow i + X \) at some kinematic configuration \((p_{T,E}^2, z)\), which is given by taking the derivative of the Sudakov factor:

\[
P_j(p_{T,E}^2, z) = -\frac{d^2}{d(p_{T,E}^2)dz} \Delta_{\text{ISR}}(p_{T,E_0}^2, p_{T,E}^2)
\]

\[
= \frac{\alpha_s(p_{T,E}^2)}{2\pi p_{T,E}^2} \frac{P_{j \rightarrow i}(z)}{z} \frac{f_j(x_i/z, p_{T,E}^2)}{f_i(x_i, p_{T,E}^2)} \Delta_{\text{ISR}}(p_{T,E_0}^2, p_{T,E}^2) \tag{12}
\]

The branching probability for any kind of parton is then given by \( \sum_j P_j(p_{T,E}^2, z) \).

Evidently it is not possible to reconstruct the entire sequence of ISR branchings in the correct order from the event data. For most events, however, one microscopic branching process carries most \( p_T \) of all ISR from one leg, so that a reasonable approximation can be obtained by adding up all ISR momenta stemming from one leg and calculating the Sudakov factor for one single branching with the summed momentum \( p_{T,E}^2 = p_{T,\text{ISR}}^2 \).

Since the ISR tends to be emitted at low angles, we approximate the ratio \( z \) by the longitudinal momentum components,

\[
z \approx \frac{p_{\text{in},z}}{p_{\text{in},z} + p_{\text{rad},z}}, \tag{13}
\]

where \( p_{\text{in}} \) is the momentum of the incoming parton of the hard collision process and \( p_{\text{rad}} \) is the momentum of the ISR associated with this leg, see Fig. 1.

Fig. 2 shows numerical results for the MEM likelihood fit for the example of top quark pair production with di-leptonic decays, eq. (5). For reference, the solid curve shows the idealized
situation without ISR in the event generation, so that the events are directly produced by
the same matrix element that is used in the matrix element analysis, and contain exactly two
$b$-quarks and two leptons. The short-dashed curve corresponds to event generation with ISR,
but ISR is not accounted for in the likelihood fit; instead events with ISR with combined
$p_T > 40$ GeV have been vetoed. In this (parton-level) case, the fit yields a central value for
the top quark mass close to the true input value, but the statistical uncertainty is increased
by a factor of about 1.5 (as can be seen from the larger width of the curve).

The other curves in Fig. 2 demonstrate the effect of the boost correction. As expected,
the statistical error is not increased by this method. Applying only the kinematical boost
correction, without the Sudakov reweighting, leads to a central value for the fitted top mass
that is shifted downwards by about 0.5 GeV. While this is still marginally consistent within
errors, it is indicative of a slight bias. If in addition the Sudakov factor (12) is included, the
central value of the reconstructed top mass is much closer to the true input value and fully
consistent within errors.

Fig. 3 shows results for Higgs production with decay to $l^+ l^- \nu \bar{\nu}$ through a pair of W
bosons, see (6). As we can see from the figure, such $s$-channel resonance processes are even
more sensitive to the influence of ISR. Indeed, the Higgs mass is not properly reconstructed
by the MEM likelihood fit even if ISR jets with $p_T > 40$ GeV are vetoed—it is only when
the veto threshold is lowered to an unrealistically low value of 6 GeV that the fit becomes
marginally consistent with the correct input value $m_h = 180$ GeV. On the other hand, the
purely kinematical boost correction (without reweighting) already yields a fit result that is
very close to $m_h = 180$ GeV, while inclusion of the Sudakov reweighting leads to near-perfect
agreement with the input value.

This strong sensitivity of the MEM fit to ISR is a particular feature of processes with

Figure 2: Reconstruction of the top quark mass from a matrix element likelihood fit to 1000
parton-level di-lepton $t\bar{t}$ events at the LHC with $\sqrt{s} = 14$ TeV. A top mass of $m_t = 175$ GeV
has been used for the event generation. Shown in the plot are the idealized situation without
ISR in the event generation (solid curve), the influence of ISR if no correction method is
used (short dashed), the result for application of the kinematic boost correction only (long
dashed), and the boost correction with Sudakov reweighting (dash-dotted). The likelihood
reflects statistical errors only.

$\begin{align*}
L/L_{\text{max}} & \quad \text{No ISR in event generation} \\
& \quad \text{events with ISR,}
\quad \text{cut } p_T > 40 \text{ GeV} \\
& \quad \text{Boost correction only} \\
& \quad \text{Boost correction with}
\quad \text{Sudakov reweighting}
\end{align*}$
narrow s-channel resonances, where $\Gamma_{\text{res}} \ll m_{\text{res}}$ \textit{e.g.} process (6) with $m_h = 180$ GeV and $\Gamma_h \approx 0.6$ GeV]. When ignoring ISR with transverse momenta of a few GeV, it can become impossible to find final-state momentum configurations where both the W boson and the Higgs propagators are on-shell for a given event, since the magnitude of the momentum mismeasurement is larger than the Higgs width. Many events will therefore be poorly or wrongly reconstructed. In contrast, a pair production process without an s-channel resonance is much less sensitive to the precise value of the incident momenta $p_{\text{in}}$.

While the application of the boost correction method is straightforward at the parton level, the situation becomes more complex in a more realistic framework with jet fragmentation and hadronization, as will be shown in the next section.

4 Initial-State Radiation at Hadron Level

In this section the influence of ISR is investigated in a setup including parton showering, hadronization and a simple detector simulation in the event generation. As before, events have been generated with PYTHIA 6.4 \cite{6}, but now using fully hadronized events and including underlying event from additional parton interactions. These events have been passed through the fast detector simulation PGS 4 \cite{8} with general LHC detector parameters. For top quark pair production with di-leptonic decay (eq. (5)), all events in the sample are required to contain two reconstructed leptons and at least two reconstructed jets with $p_T > 50$ GeV, but no other selection cuts have been applied besides the intrinsic detector acceptance. The acceptance function in eq. (4) has been determined by producing one million events with PYTHIA/PGS for each $m_t$ value in the fit, and counting the number of events that
pass the selection cut. To account for jet smearing, a double-Gaussian transfer function (see eq. (3)) has been included for the jet energies, where the parameters of the double-Gaussian function have been tuned to a large sample of $t\bar{t}$ Monte-Carlo events generated with Pythia and passed through PGS. For the lepton energies and all angular variables, simple delta functions have been used in lieu of transfer functions.

For events with more than two jets, we assume that the extra jets come from ISR. In principle, heavy flavor tagging could be used to discriminate between the $b$ jets from top decay and the ISR, which is comprised mostly of light-quark jets. Since the $b$ jet identification is not unique, one would need to take into account the appropriate $b$-tagging efficiencies. However, this possibility is highly process-specific and would not work for processes where the heavy particles decay into light jets only, and we therefore choose not to exploit it here. For the sake of generality, we take the most conservative approach, and consider all permutations of the jets in the event, irrespective of their flavor content, as candidates to come from the top quark decay. The remaining jets are interpreted as stemming from ISR, where all jets reconstructed by PGS are included, without applying any additional cuts. The likelihoods for the permutations are added to form the event likelihood. Although most of these permutations correspond to incorrect jet-parton assignments, the amount of noise introduced into the fit is negligible since the wrong jet assignments typically result in very small likelihood values.

Fig. 4 shows how ISR can affect the likelihood fit in this more realistic case, if it is not accounted for in the matrix element treatment. The solid curve again shows the situation without ISR in the event generation. The short-dashed curve corresponds to inclusion of ISR in the event generation but not in the MEM likelihood fit, and events with more than two jets with $p_T > 40$ GeV have been excluded from the fit. In spite of this cut, the central value for the fitted top mass is shifted significantly compared to the input value $m_t = 175$ GeV, a feature that was not observed in the parton-level analysis (see Fig. 2). It can be explained by the fact that ISR typically generates multiple jets per events, and even if each jet has $p_T < 40$ GeV, the total transverse ISR momentum can be considerably larger. In events with very hard ISR, the kinematics of the final-state particles are substantially modified, so that the phase-space integration for matrix elements without ISR correction is sometimes pushed into an unphysical region. In such a situation, the fit results can depend on the details of the computer implementation of the MEM, and do not yield any meaningful information.

The situation improves somewhat when the jet $p_T$ cut is lowered to 20 GeV (dotted curve in Fig. 4), but the fit result is still clearly inconsistent with the input value $m_t = 175$ GeV. Moreover, such a low $p_T$ cut will be subject to large systematic experimental uncertainties.

It is therefore necessary to take into account and correct for ISR in the MEM fit. In order to perform the boost correction described in Section 3, each ISR jet needs to be associated

---

¶ ISR has been turned off for the generation of these events, since it otherwise would affect the fit.

∥ If an event has more than four jets we only permute the four hardest jets to save computing time.

∗∗ Even in the case without any ISR, the likelihood can be subject to a small bias caused by final-state radiation. This bias can in principle be eliminated by correcting the transfer functions for the effect of final-state radiation; see also footnote ‡ on page 2.
Figure 4: Reconstruction of the top quark mass from a matrix element likelihood fit to 1000 hadron-level di-lepton $t\bar{t}$ events at the LHC with $\sqrt{s} = 14$ TeV. A top mass of $m_t = 175$ GeV has been used for the event generation. The solid curve corresponds to the idealized situation without ISR in the event generation, while the result for uncorrected ISR is shown for a veto on extra jets with $p_T > 40$ GeV (short dashed) and $p_T > 20$ GeV (dotted). Also shown are the effect of the purely kinematical boost correction (dash-dotted) and the boost correction with ISR transfer functions (long dashed). The likelihood reflects statistical errors only.

with one of the incoming legs. A simple rule is to assume that jets in the left hemisphere stem from the incident parton coming from the right, and $vice versa$. As a first step, we will not include resolution functions for the ISR (in contrast to the other jets), in order to minimize the computing time, but we will comment on their rôle later. Similar to the parton-level analysis, the application of the kinematical boost correction (dash-dotted curve) leads to a considerably better agreement with the input value for the top mass.

As evident from the figure, the purely kinematical boost correction already leads to a satisfactory likelihood fit for top quark pair production events. The situation is different, however, for processes with a narrow $s$-channel resonance, like Higgs production. We have seen already at parton level that this class of processes is very sensitive to ISR. Numerical results for the MEM fit are shown in Fig. 5, which shows that the boost correction does not lead to a good fit. This can be explained by the fact that on average the measured ISR jet momenta do not agree sufficiently well with the parton-level ISR momenta. Such measurement inaccuracies have a substantial impact for Higgs production process due to its strong sensitivity on the $p_T$ of ISR.

While inclusion of Sudakov corrections was successful in the pure parton level case of Section 3, it turns out to be less useful in the fully hadronic case, and hardly improves the results from the pure boost correction. The reason for this is that the imperfect reconstruction of ISR in the detector has a much bigger impact on the likelihood fit.

There is however another way to account for these strong ISR effects, which drastically reduces the dependence on the detector acceptance. By including a transfer function for the transverse momentum of each incident particle (in addition to the transfer functions for the outgoing legs of the matrix element), we can successfully account not only for ISR that is visible in the detector, but also for the case when the ISR does not produce visible jets. We
Figure 5: Reconstruction of the Higgs boson mass from a matrix element likelihood fit to 1000 hadron-level di-lepton events at the LHC with $\sqrt{s} = 14$ TeV. A Higgs mass of $m_h = 180$ GeV has been used for the event generation. The different curve correspond to the following setups: idealized situation without ISR in the event generation (solid curve); ISR included in the simulation but no correction (short dashed); purely kinematical boost correction (dash-dotted); boost correction with ISR transfer functions (long dashed). The two long-dashed curves correspond to ISR transfer functions tuned to $t\bar{t}$ and $h \rightarrow WW$ Monte-Carlo events, respectively. The likelihood reflects statistical errors only.

use a two-component transfer function, employing a double-Gaussian if the measured ISR $p_T^{\text{vis}}$ is non-zero, and a single Gaussian in log-space for zero $p_T^{\text{vis}}$.

$$W_{\text{ISR}}(p_T, p_T^{\text{vis}}) = \begin{cases} \frac{1}{\sqrt{2\pi}(a_2 + a_3 a_5)} e^{-\frac{(p_T - p_T^{\text{vis}} - a_1)^2}{2(2a_2^2)}} + a_3 e^{-\frac{(p_T - p_T^{\text{vis}} - a_4)^2}{2(2a_5^2)}} & \text{for } p_T^{\text{vis}} > p_T^0, \\ \frac{1}{\sqrt{\pi}b_2 p_T} e^{-\frac{\log(p_T) - b_1^2}{2b_2^2}} & \text{for } p_T^{\text{vis}} < p_T^0, \end{cases}$$

with $a_i = b_{i0} + b_{i1} \sqrt{p_T} + b_{i2} p_T$. (14)

The boundary $p_T^0$ between the two regions should be chosen near the sensitivity limit of the detector (typically a few GeV), but we have checked that the results are not appreciably affected by varying $p_T^0$ between 5 and 15 GeV.

The free parameters $b_i, b_{ij}$ in (14) are tuned to Monte Carlo simulated data, and it has been checked that the transfer function provides a good approximation to the Monte Carlo data both for small (a few GeV) and large ($\sim 100$ GeV) values of $p_T$. This tune effectively accounts for Sudakov factors, as well as detector acceptance effects. When using ISR transfer functions one needs to integrate over the partonic $p_T$ of each leg, so that the total integration dimension is increased by two. Nevertheless, when using an adaptive algorithm like VEGAS [13], the integration time grows only by a factor of less than 10.

The increase in the number of degrees of freedom also leads to an increase of the width of the curve—however, the expected reduction in systematic effects and stability of the likelihood result due to the better control of QCD radiation using this method should by far make up for this.

Fig. 5 demonstrates the effect of the boost correction without and with ISR transfer functions for the Higgs production process (6). The plot shows that the ISR transfer functions
properly take into account the typical energy resolution and jet smearing effects and the fit result is consistent with the input value $m_h = 180$ GeV.

Note that Fig. 5 shows two curves for the result with ISR transfer functions, which correspond to transfer functions tuned to $t\bar{t}$ and $h \rightarrow WW$ Monte-Carlo events, respectively. The likelihood curves are almost identical for the two cases, which demonstrates that the transfer functions are quite insensitive to the hard process.

For the case of top quark pair production, the fit result for the boost correction with ISR transfer functions is shown by the long-dashed curve in Fig. 4. It agrees very well with the input value $m_t = 175$ GeV, but in contrast to Higgs production, the purely kinematical boost correction is already satisfactory so that the inclusion of the transfer functions does not significantly improve the results.

Since the integration over ISR transfer functions helps to improve the MEM likelihood fit, one could wonder whether it might be sufficient to ignore the measured ISR momenta altogether and instead simply integrate over the $p_T$ of ISR, weighted by the second line of eq. (14). We have tested this idea, but found that the results of such a fit are inconsistent with the true input values of $m_t$ or $m_h$, respectively. Similar to the corresponding case without integration over $p_T$ (dashed curves in Figs. 4 and 5), the best-fit values come out too large. This indicates that it is still important to include information about the observed QCD radiation jets into the fit, even if this information is distorted by detector effects.

So far we have shown that the boost correction method with ISR transfer functions is a robust and practical technique for dealing with initial-state QCD radiation in experimental likelihood fits based on the MEM. It remains to check how our method is affected by systematic uncertainties. The largest systematic uncertainty is expected to be related to the jet energy scale. This uncertainty can be taken into account by keeping the jet energy scale as a free parameter in the fit [3]. However, an extensive determination of the statistical and systematic uncertainties relating to the different methods (which are expected to be larger than the purely statistical uncertainties given by the likelihood fits in the figures), using pseudo-experiments with varying input masses and simulation parameters, is beyond the scope of this paper.

We will here instead focus on theoretical systematic error sources. As already mentioned above, we have checked that the variation of the lower $p_T$ cutoff for ISR jets within reasonable ranges has a negligible effect on the fit results. Similarly, is has been shown that the ISR transfer functions are approximately universal and depend very little on the details of the hard scattering process (see Fig [5]).

Furthermore, we estimate the systematic error stemming from the parton distribution functions (PDFs) by comparing fit results for CTEQ6L1 and CTEQ6M PDFs [12]. Here we only modify the PDFs in the MEM fit, while in both cases using the same event file and transfer functions, which have been determined with CTEQ6L1 PDFs. We find a negligible difference between the results for CTEQ6L1 and CTEQ6M PDFs and thus conclude that the systematic error from this source is very small.

Finally, missing virtual loop corrections in the hard matrix element are expected to have a very small influence on the detailed kinematics of the events. Since the matrix element
method is not making use of the total cross section for the determination of quantities such as masses and spins, such corrections are expected to have a negligible impact. We have explicitly checked this by running the same analyses on events generated using Powheg [14], with no significant difference in the results. The reader should note, however, that in order to ensure a well-defined meaning of quantities such as masses at sub-GeV precision, this procedure should, in the long run, be developed to work at full NLO level.

5 Conclusions

The Matrix Element Method (MEM) is a powerful tool for analyzing processes with invisible particles in the final state at hadron colliders. For each experimental event, the MEM computes a likelihood that this event agrees with a given theoretical process supplied in the form of the corresponding squared matrix element. However, the MEM uses matrix elements with a fixed number of external partons, making it difficult to include the high-multiplicity initial-state radiation (ISR) expected to be abundant at the LHC. In this paper, it has been shown explicitly that initial-state QCD radiation cannot be ignored in MEM fits, without risk of unstable and biased results. The simplest way to circumvent this problem, by applying a veto on events with sizeable ISR, is not acceptable since this cut would need to be so severe that the statistics of the signal event sample would be significantly depleted.

We have proposed a method to include the effect of ISR by correcting the momenta of the incident partons in the matrix element on an event-by-event basis. Concretely, the incoming parton momenta are boosted by the transverse momenta of the ISR. The effectiveness of the method has been demonstrated by carrying out a MEM fit for two characteristic physics processes with invisible particles in the final state, $pp \rightarrow t\bar{t} \rightarrow bbl^{+}l^{-}\nu\bar{\nu}$ and $pp \rightarrow h \rightarrow W^{+}W^{-} \rightarrow l^{+}l^{-}\nu\bar{\nu}$.

As a first step, simulated parton-level events were used to show that this boost correction significantly improves the result of the likelihood fit, such that the fitted masses of the top quark or Higgs boson are fully consistent with the respective input values. As a second step, we applied the boost correction method to a more realistic situation with fully hadronized events that were sent through a fast detector simulation. In this case, detector effects will typically lead to a mismatch between the reconstructed and the true transverse momenta of the ISR. This difference can be taken into account by including transfer functions for the incident particles into the likelihood fit. The transfer functions parametrize the distribution of reconstructed transverse momenta for a given partonic transverse momentum, as obtained from Monte Carlo data. As a byproduct, the transfer functions also effectively capture the effect of showering, Sudakov factors, and hadronization. We found that the boost correction method with transfer functions yields stable MEM fit results in excellent agreement with the underlying input values.

The proposed method increases the computing time for the likelihood fit only by a moderate amount (less than a factor of ten in all situations that we have studied). Furthermore it is very robust under the influence of theoretical systematic uncertainties.

In conclusion, our results demonstrate that the boost correction method with ISR transfer...
functions is a simple and effective technique for treating ISR in MEM likelihood fits. It is however important to validate our findings in a realistic experimental simulation with a proper treatment of experimental systematic effects.
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