Abstract

To plan a safe and efficient route, an autonomous vehicle should anticipate future motions of other agents around it. Motion prediction is an extremely challenging task which recently gained significant attention of the research community. In this work, we present a simple and yet strong baseline for uncertainty aware motion prediction based purely on transformer neural networks, which has shown its effectiveness in conditions of domain change. While being easy-to-implement, the proposed approach achieves competitive performance and ranks 1st on the 2021 Shifts Vehicle Motion Prediction Competition.

1 Introduction

Driving a car is a complex activity that requires drivers to understand the involved multi-actor scenes in real time and actions in a rapidly changing environment in a fraction of second. To be able to fully rely on autonomous vehicles to drive autonomously, desirable to correctly assess the confidence of the algorithm in its predictions, including situations under the condition of distributional shifts, e.g. in a unseen (new to algorithms) roads, cities, countries.

In order to fully rely at autonomous vehicles, it is necessary to be confident of a high level of generalization of all algorithms used for autonomous driving.

The motivation to understand and predict human motion is immense and it has a deep impact in related topics, such as, decision making, path planning, autonomous navigation, surveillance, tracking, scene under-standing, anomaly detection, etc.

The problem of forecasting where cars will be in the near future is, however, ill-posed by nature: human beings tend to be unpredictable on their decisions and car driving is neither exempt of it. These random nature in motion brings an open challenge to prediction algorithms, where algorithms are desired to be accurate and correctly grasp the uncertainty associated with their predictions.

The contributions of this work are summarized as follows: 1) we propose a unified transformer-based motion prediction framework for both multi-modal trajectory prediction and uncertainty estimation. 2) Our proposed approach achieves state-of-the-art performance, and ranks 1st on the Shifts Vehicle Motion Prediction Competition.

2 Related Work

The motion prediction task is one of the most important in the field of autonomous driving and has recently attracted a lot of attention from both academia and industry [1] [9] [8] [2] [17] [15]. Broadly, modern motion prediction methods can be divided in two classes:

1) Models where scene context information are processed from vectorized maps (HD maps) [7] [10].
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2) Models where high-definition maps and surroundings of each vehicle in cars’s vicinity rasterized to image representation, thus providing complete context and information necessary for accurate prediction of future trajectory [4] [14] [6].

Recently models based at transformers architectures, have shown theirs applicability both at computer vision tasks [5] [11], and at sequence to sequence tasks [16], [3], which opens a high potential of applicability Transformer based approaches for motion prediction task.

3 Method

We assume that object detections and tracks are provided by perception stack (running on the Yandex self driving car (SDC) fleet [13]) and focus only on the motion prediction.

The proposed method goal is to predict the most-likely movement trajectory of vehicles at time $T \in (0, 5]$ seconds in the future and model’s scalar uncertainty estimates, which can later be used in subsequent SDC pipeline algorithms as an estimate of the forecast uncertainty with a scene context that is particularly familiar or low risk in the case of low estimated uncertainty, or unfamiliar or high risk in the case of high estimated uncertainty.

In this section we describe the architecture of our model, the loss function used for training and implementation details.

The future is ambiguous and human motion is unpredictable and multimodal by nature. In order to account for such multimodal nature, we aim to produce up to $K=5$ different hypotheses (proposals) and their probabilities for the future trajectory which will be evaluated against the ground truth trajectory.

3.1 Input representation

Context information about the state of dynamic objects (i.e., vehicles, pedestrians), described by its position, velocity, linear acceleration, and orientation together with context information about the HD map including lane information (e.g., traffic direction, lane priority, speed limit, traffic light association), road boundaries, crosswalks, and traffic light states are rasterized into multi-channel images which are passed to transformer based model.

3.2 Model architecture

Our method can be represented as an image-based regression, model architecture shown at Fig 1 consists of two main stages:
• Transformer-based image processing encoder, namely modified ViT\(^5\) (modified in accordance to process multi-channel images) acts as a current state estimation for single vehicle. ViT uses multi-head self-attention\(^{18}\) removing image-specific inductive biases compared to CNN approaches and self-attention layers in ViT allows it to integrate information globally across the entire image so ViT doesn’t suffer from lacks of a global understanding of the images.

• Transformer based decoder which predicts \(K\) different hypothesis (proposals) for the future trajectory with the corresponding confidence values \(c_1^{1..5}\) which are normalized using softmax operator such that \(\sum c^{1..5} = 1\). Apart of predicting multi-trajectory plans proposed model predicts overall scene uncertainty score, which is described in more details later.

Multi channel images are initially split into fixed-size patches and processed further by visual transformer model. Dense encoded latent state produced by ViT later repeated \(N\) times, according to number of desired trajectories to be predicted.

Each of \(K\) latent state concatenated with \(S \sim \mathcal{N}(0,1)\), samples from Normal distribution, which is according to our internal experiments gives minor improvements in metrics comparing to sinusoidal Positional Encoding \(^{18}\), that can be interpreted by the absence of a relative or absolute positional correlation between sequential states. On the other hand samples from Normal distribution, concatenated with repeated latent state, helps decoder to transform repeated latent state to more diverse trajectories.

At the same time, property of multi-head attention attend globally, therefore, learning long-range relationships provides more opportunities for a correct assessment of uncertainties.

### 3.3 Loss function

We model possible future trajectories as the mixture of \(K\) Gaussian distributions, as it is allows model to predict multi-modal distribution, comparing to widely spread ADE loss, examples of model’s predictions are shown at Fig \(^2\) In this case our network outputs the means positions of the Gaussians \(\hat{x}_i\) while we fix the covariance of every Gaussian in the mixture to be equal to the identity matrix \(\sigma = I\), and for each trajectory model predicts trajectory probability \(c^k\) which are normalized using softmax operator such that \(\sum c^k = 1\). Then, given predicted \(\hat{x}_i, \sigma_i, c_i\) for the loss function we can use negative log-likelihood (NLL) of mixture of Gaussians defined by the predicted proposals given the ground truth coordinates \(X^{gt}\).

\[
X^{gt} = [(x_1, y_1), ..., (x_T, y_T)]
\]

\[
\hat{X} = [(\hat{x}_1, \hat{y}_1), ..., (\hat{x}_T, \hat{y}_T)], k = 1, ..., K
\]

where \(T\) is a prediction horizon, \(K\) - number of hypotheses.

We compute negative log probability of the ground truth trajectory under the predicted mixture of Gaussians with the means equal to the predicted trajectories and the identity matrix I as covariance:

\[
L_{\text{pose}} = -\log \sum_{k=1}^{K} c_k \mathcal{N}(X^{gt}; \mu = \hat{X}; \sigma = I)
\]

In order to evaluate model uncertainty, we propose to use second loss which is basically Root Mean Squared Error between predicted uncertainty measure and trajectory NLL value.

\[
L_{\text{uncertainty}} = \text{RMSE}(L_{\text{pose}}, \hat{U})
\]

where \(U\) - predicted uncertainty score, RMSE - Root Mean Squared Error function.

### 3.4 Implementation details

The output of our model is \(K = 5\) trajectories, each containing \(T = 25\) two dimensional coordinates. We train our model using AdamW \(^{12}\) optimizing for 40 full epochs of training set provided by shifts
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Figure 2: Qualitative results of Transformer based trajectory prediction on Shifts Vehicle Motion Prediction validation set. Bold olive line represents ground truth trajectory, other colored lines represents trajectories predicted by proposed model, legend shows probability of each predicted trajectory, and ADE (error) of that trajectory.

4 Experiments

We evaluate the effectiveness of Transformer based trajectory prediction method on the Shifts Vehicle Motion Prediction Challenge [13]. As shown in Table 1, our method ranks 1st on the leaderboard. The Shifts Motion Prediction Challenge main metric is R-AUC cNLL [13], which provides a full picture of the models performance incorporating both uncertainty estimation and predicted trajectories accuracy. It can be seen that despite the fact that according to R-AUC cNLL metric second method gives slightly better trajectories accuracy in terms of ADE, FDE, cNLL, our transformer-based approach produces more reliable uncertainties which reflect in better overall R-AUC cNLL.

5 Conclusions

In this work, we propose an fully transformer-based trajectory prediction model. It outperforms previous cnn-based and graph-based methods at the task of uncertainty aware motion prediction. Our model achieves state-of-the-art performance and ranks 1st on the Shifts Motion Prediction Challenge.
References

[1] Alexandre Alahi et al. “Social lstm: Human trajectory prediction in crowded spaces”. In: *Proceedings of the IEEE conference on computer vision and pattern recognition*. 2016, pp. 961–971.

[2] Yuning Chai et al. “Multipath: Multiple probabilistic anchor trajectory hypotheses for behavior prediction”. In: *arXiv preprint arXiv:1910.05449* (2019).

[3] Jacob Devlin et al. “Bert: Pre-training of deep bidirectional transformers for language understanding”. In: *arXiv preprint arXiv:1810.04805* (2018).

[4] Nemanja Djuric et al. “Uncertainty-aware short-term motion prediction of traffic actors for autonomous driving”. In: *Proceedings of the IEEE/CVF Winter Conference on Applications of Computer Vision*. 2020, pp. 2095–2104.

[5] Alexey Dosovitskiy et al. “An image is worth 16x16 words: Transformers for image recognition at scale”. In: *arXiv preprint arXiv:2010.11929* (2020).

[6] Liangji Fang et al. “Tpnnet: Trajectory proposal network for motion prediction”. In: *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition*. 2020, pp. 6797–6806.

[7] Jiyang Gao et al. “Vectornet: Encoding hd maps and agent dynamics from vectorized representation”. In: *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition*. 2020, pp. 11525–11533.

[8] Agrim Gupta et al. “Social gan: Socially acceptable trajectories with generative adversarial networks”. In: *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*. 2018, pp. 2255–2264.

[9] Namhoon Lee et al. “Desire: Distant future prediction in dynamic scenes with interacting agents”. In: *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*. 2017, pp. 336–345.

[10] Ming Liang et al. “Learning lane graph representations for motion forecasting”. In: *European Conference on Computer Vision*. Springer. 2020, pp. 541–556.

[11] Ze Liu et al. “Swin transformer: Hierarchical vision transformer using shifted windows”. In: *arXiv preprint arXiv:2103.14030* (2021).

[12] Ilya Loshchilov and Frank Hutter. “Decoupled weight decay regularization”. In: *arXiv preprint arXiv:1711.05101* (2017).

[13] Andrey Malinin et al. “Shifts: A dataset of real distributional shift across multiple large-scale tasks”. In: *arXiv preprint arXiv:2107.07455* (2021).

[14] Aleksey Postnikov, Aleksander Gamayunov, and Gonzalo Ferrer. “CovarianceNet: Conditional generative model for correct covariance prediction in human motion prediction”. In: *arXiv preprint arXiv:2109.02965* (2021).

[15] Aleksey Postnikov, Aleksandr Gamayunov, and Gonzalo Ferrer. “HSFM-Sigmann: Combining a Feedforward Motion Prediction Network and Covariance Prediction”. In: *arXiv preprint arXiv:2009.04299* (2020).

[16] Alec Radford et al. “Improving language understanding by generative pre-training”. In: (2018).

[17] Tim Salzmann et al. “Trajectron++: Dynamically-feasible trajectory forecasting with heterogeneous data”. In: *Computer Vision–ECCV 2020: 16th European Conference, Glasgow, UK, August 23–28, 2020, Proceedings, Part XVIII*. Springer. 2020, pp. 683–700.

[18] Ashish Vaswani et al. “Attention is all you need”. In: *Advances in neural information processing systems*. 2017, pp. 5998–6008.