Impact of Anisotropic Birefringence on Measuring Cosmic Microwave Background Lensing
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The power spectrum of cosmic microwave background lensing is a powerful tool for constraining fundamental physics such as the sum of neutrino masses and the dark energy equation of state. Current lensing measurements primarily come from distortions to the microwave background temperature field, but the polarization lensing signal will dominate upcoming experiments with greater sensitivity. Cosmic birefringence refers to the rotation of the linear polarization direction of microwave photons propagating from the last scattering surface to us, which can be induced by parity-violating physics such as axion-like dark matter or primordial magnetic fields. We find that, for an upcoming CMB-S4-like experiment, scale-invariant anisotropic birefringence with an amplitude corresponding to the current 95% upper bound can bias the measured lensing power spectrum by up to a factor of a few at small scales, $L \gtrsim 1000$. We show that the bias scales linearly with the amplitude of the scale-invariant birefringence spectrum. The signal-to-noise of the contribution from anisotropic birefringence is larger than unity even if the birefringence amplitude decreases to around 5% of the current upper bound. Our results indicate that measurement and characterization of possible anisotropic birefringence is important for lensing analysis in future low-noise polarization experiments.

I. INTRODUCTION

Cosmic microwave background (CMB) lensing refers to the deflection of CMB photons by the matter distribution along their path from the last scattering surface to the observer. This effect creates a displacement field on the microwave sky, causing subtle distortions in both the CMB temperature and polarization maps. This displacement leads to correlations of CMB temperature and polarization fluctuations on a wide range of angular scales, which can be used to reconstruct the lensing displacement field [1, 2]. Precise measurements of CMB lensing probes the matter distribution of the universe and places constraints on cosmological parameters such as the amplitude of matter density fluctuations, $\sigma_8$, and the energy density of matter, $\omega_m$, to which CMB lensing is particularly sensitive.

CMB lensing has been measured with increasing significance by several experiments, including Planck [3–5], ACT [6], BICEP [7], Polarbear [8, 9], and SPT [10, 11], and will be measured with higher precision in the upcoming experiments like Simons Observatory [12] and CMB-S4 [13]. To date, lensing detection from temperature maps dominates the signal-to-noise for all of these experiments. As map noise levels decrease, CMB polarization maps are eventually expected to provide higher signal-to-noise in upcoming surveys such as CMB-S4 [14].

Compared to temperature lensing, polarization lensing is much less affected by various contaminants such as the thermal and kinematic Sunyaev–Zeldovich (tSZ, kSZ) effects, which may significantly bias temperature-based lensing reconstruction [15, 16] at arcminute angular scales. However, polarization-based lensing reconstruction can also be biased by effects such as instrumental systematics [17, 18]. Another potential bias comes from cosmic birefringence, which refers to a rotation of CMB linear polarization plane caused by some parity-violating physics such as primordial magnetic fields or axion-like particles. Cosmic birefringence can potentially be isotropic, with a constant rotation independent of direction on the sky, or a direction-dependent anisotropic rotation. Several recent analyses of Planck polarization data find a tantalizing hint of isotropic birefringence [19–21]. Cosmic birefringence therefore has gained growing interest; for a recent review see, e.g., [22]). Anticipating such a discovery, multiple recent papers have explored the potential of future CMB experiments to constrain the mass of axion-like particles [23–26] and to probe models which produce both isotropic and anisotropic cosmic birefringence [27–30].

To leading order, an anisotropic rotation field induced by cosmic birefringence does not bias the reconstructed lensing field, thanks to the orthogonality between the lensing and rotation response in the CMB polarization field [31]. However, an anisotropic rotation field may potentially bias the reconstructed lensing power spectrum, a possibility which has not previously been considered in detail. In this paper we examine such a bias in the presence of a scale-invariant rotation field.

The paper is structured as follows. In Sec. II we summarize the basics of CMB lensing and cosmic birefringence. In Sec. III we review CMB lensing reconstruction...
on full-sky using the EB estimator and explain the motivation for investigating the bias to the reconstructed CMB lensing power spectrum. Sec. IV presents simulation procedures and numerical results. We discuss the results in Sec. V and conclude in Sec. VI.

II. LENSED AND ROTATED CMB POWER SPECTRA

Both CMB lensing and anisotropic cosmic birefringence affect the CMB polarization field in a similar way. In this section we first give an overview of their effects on the CMB polarization field in II A, followed by brief reviews of CMB lensing and cosmic birefringence in II B and II C, respectively. We then summarize some relevant results about power spectra in II D.

A. Overview

Linear polarization of the CMB can be described by the Stokes parameters $Q(\hat{n})$ and $U(\hat{n})$, measured with respect to a set of local orthogonal polarizers, with $\hat{n}$ an angular coordinate on the sky. The sky direction dependence of $Q$ and $U$ can be decomposed into spin-weighted spherical harmonics [32] to obtain rotation-invariant quantities $E$ and $B$ as [33, 34]

$$E_{\ell m} \pm i B_{\ell m} = -\int d^2 \hat{n} \pm 2 Y^*_{\ell m}(Q \pm i U)(\hat{n}),$$

with $E_{\ell m}$ and $B_{\ell m}$ the multipole moments of E-mode and B-mode polarization, respectively. Their power spectra are defined as

$$\langle E_{\ell m} E^*_{\ell' m'} \rangle = \delta_{\ell \ell'} \delta_{m m'} C^{EE}_{\ell},$$

$$\langle B_{\ell m} B^*_{\ell' m'} \rangle = \delta_{\ell \ell'} \delta_{m m'} C^{BB}_{\ell},$$

$$\langle E_{\ell m} B^*_{\ell' m'} \rangle = \delta_{\ell \ell'} \delta_{m m'} C^{EB}_{\ell},$$

where the $\langle ... \rangle$ is taken over different statistical realizations of the CMB. The primary CMB polarization fields have no off-diagonal covariance between different $\ell$ and $m$ values.

The effects of both CMB lensing and cosmic birefringence can be interpreted as small perturbations added to the primary CMB field, effected by the lensing potential, $\phi(\hat{n})$, for CMB lensing, and a rotation field, $\alpha(\hat{n})$, for cosmic birefringence. In the presence of both CMB lensing and cosmic birefringence, the CMB polarization fields can be described as

$$\tilde{E}_{\ell m} = E_{\ell m} + \delta E_{\ell m} + \mathcal{O}(\phi^{n_1} \alpha^{n_2}),$$

$$\tilde{B}_{\ell m} = B_{\ell m} + \delta B_{\ell m} + \mathcal{O}(\phi^{n_1} \alpha^{n_2}),$$

where $\delta E_{\ell m}, \delta B_{\ell m}$ denote the first-order perturbation from CMB lensing, $\delta E'_{\ell m}, \delta B'_{\ell m}$ denote that from the rotation field$^1$, and $\mathcal{O}(\phi^{n_1} \alpha^{n_2})$, with $n_1 + n_2 > 1$, represents the higher-order terms which mix the lensing and rotation effects. In the subsequent subsections we will discuss each of the terms in detail.

B. CMB lensing

CMB lensing distortion occurs when photons are deflected by gravitational potentials and measures the integrated mass distribution along the trajectories of photons (for a review, see, e.g. [35]). Lensing distortion results in an effective displacement field $d(\hat{n})$ acting on the primary CMB fields,

$$\tilde{T}(\hat{n}) = T(\hat{n} + d(\hat{n})), $$

$$\langle \hat{Q} \pm i \hat{U} \rangle(\hat{n}) = \langle Q \pm i U \rangle(\hat{n} + d(\hat{n})).$$

Under Born’s approximation and the assumption that all CMB photons come from the last scattering surface, and neglecting non-linear effects, the displacement field $d(\hat{n})$ can be expressed as a pure gradient,

$$d(\hat{n}) = \nabla \phi(\hat{n}), $$

where $\phi(\hat{n})$ is the lensing potential field given by

$$\phi(\hat{n}) = -2 \int_0^{\chi_s} d\chi \frac{\chi - \chi_s}{\chi \chi_s} \Psi(\hat{n}, \eta_0 - \chi),$$

in a flat universe, with $\chi_s$ the conformal distance to the last scattering surface, $\eta_0$ the conformal time today, and $\Psi$ the (Weyl) gravitational potential.

One can similarly decompose the lensing potential field in spherical harmonics as

$$\phi(\hat{n}) = \sum_{LM} \phi_{LM} Y_{LM}(\hat{n}), $$

with the multipole moments $\phi_{LM}$ related to its power spectrum as

$$\langle \phi_{LM} \phi^*_{LM'} \rangle = \delta_{LL'} \delta_{MM'} C^{\phi \phi}_{\ell}.$$

Using the Limber approximation, the power spectrum $C^{\phi \phi}_{\ell}$ can be expressed as

$$C^{\phi \phi}_{\ell} \approx \frac{8 \pi^2}{L^3} \int_0^{\chi_s} \chi d\chi \left( \frac{\chi - \chi_s}{\chi_s \chi} \right)^2 \mathcal{P}_\Psi(L; \eta_0 - \chi).$$

Here $\mathcal{P}_\Psi(k; \eta)$ is the power spectrum of the gravitational potential, which is connected to the matter power spectrum $P_m(k; \eta)$ by

$$P_\Psi(k; \eta) = \frac{9 \Omega^2_m(\eta) H^4(\eta) P_m(k; \eta)}{8 \pi^2} k,$$
with $\Omega_m(\eta)$ the fractional matter energy density and $H(\eta)$ the Hubble parameter at conformal time $\eta$. Hence, CMB lensing encodes information about the matter distribution, especially at late times (as the integrand in Eq. (10) peaks at $z \approx 2$). Measuring CMB lensing therefore constrains cosmological parameters such as the matter fluctuation amplitude $\sigma_8$, the matter density $\Omega_m$, the spatial curvature of the universe $\Omega_k$, the sum of neutrino masses $\sum m_\nu$, and the dark energy equation of state $w$, as previously demonstrated in, e.g., [10, 36].

A promising way to measure CMB lensing is through its effect on CMB polarization field [1, 2]. Following from Eq. (5), CMB lensing leads to perturbations in CMB E-mode and B-mode polarization fields, given by

$$\delta \tilde{E}_{Lm} = \sum_{LM} \sum_{\ell m'} (-1)^m \phi_{LM} \left( \frac{\ell}{L} \frac{L}{M} \frac{\ell'}{m'} \right) \times 2F^\phi_{\ell Lm} \epsilon_{\ell Lm'} E_{\ell' m'}$$

and

$$\delta \tilde{B}_{Lm} = \sum_{LM} \sum_{\ell m'} (-1)^m \phi_{LM} \left( \frac{\ell}{L} \frac{L}{m} \frac{\ell'}{m'} \right) \times 2F^\phi_{\ell Lm} \beta_{\ell Lm'} E_{\ell' m'}$$

to leading order in $\phi$, where $\epsilon_{\ell Lm'}$ and $\beta_{\ell Lm'}$ are parity terms defined as

$$\epsilon_{\ell Lm'} = \frac{1 + (-1)^{\ell+L+m'}}{2},$$

$$\beta_{\ell Lm'} = \frac{1 - (-1)^{\ell+L+m'}}{2i},$$

and the function $2F^\phi_{\ell Lm}$ is defined as

$$2F^\phi_{\ell Lm} = \begin{align*}
&\left[ -\ell (\ell + 1) + L(L + 1) + \ell' (\ell' + 1) \right] \\
&\times \sqrt{\frac{(2\ell + 1)(2L + 1)(2\ell' + 1)}{16\pi}} \left( \begin{array}{ccc}
\ell & L & \ell' \\
2 & 0 & -2
\end{array} \right).
\end{align*}$$

The perturbation to the CMB polarization fields introduces off-diagonal covariance in and between E-mode and B-mode polarization fields and therefore allows measuring the lensing potential by optimally weighting quadratic combinations of the CMB polarization fields (known as the quadratic estimator approach) [2]. In the next part we will see that rotations of the CMB polarization field have similar effects.

C. Cosmic Birefringence

In addition to the lensing distortion, CMB linear polarization may also undergo rotation in propagating from the last scattering surface to us. This phenomenon is called cosmic birefringence. Cosmic birefringence can be caused by parity-violating physics in the early universe, such as axion-like particles coupling to photons through Chern-Simons interaction [37–39], more general Lorentz-violating physics beyond the Standard Model [40], and primordial magnetic fields through frequency-dependent Faraday rotation [41–46]. The rotated linear polarization field can be expressed as

$$(Q' \pm iU')(\hat{n}) = e^{\pm i\alpha(\hat{n})}(Q \pm iU)(\hat{n}),$$

with $\alpha(\hat{n})$ the rotation field. We use primes to represent the rotated quantities.

As a specific example, cosmic birefringence is induced by a Chern-Simons-type interaction between photons and axion-like particles in the early universe with a Lagrangian given by

$$\mathcal{L}_{cs} = g_{\gamma a} F^{\mu\nu} \tilde{F}_{\mu\nu},$$

where $g_{\gamma a}$ is a dimensionless coupling constant, $a$ is the axion field, and $F^{\mu\nu}$ is the electromagnetic tensor with $\tilde{F}_{\mu\nu}$ being its dual. This term modifies the Euler-Lagrange equations for the electromagnetic field and induces a rotation in the polarization direction of a photon if $a$ varies along its propagation path [47–49], with the rotation angle given by

$$\alpha(\hat{n}) = \frac{g_{\gamma a}}{2} \Delta a,$$

where $\Delta a$ is the change of $a$ along the photon path from the last scattering surface to us.

A general rotation field can be separated into an isotropic constant piece $\bar{\alpha}$ and an anisotropic part $\delta \alpha(\hat{n})$ as

$$\alpha(\hat{n}) = \bar{\alpha} + \delta \alpha(\hat{n})$$

with

$$\langle \delta \alpha(\hat{n}) \rangle = 0.$$  

For example, some quintessence models predict both isotropic and anisotropic cosmic birefringence [50], while some massless scalar fields do not necessarily induce isotropic cosmic birefringence [51]. Isotropic cosmic birefringence violates global parity symmetry and induces odd-parity CMB TB and EB power spectra, but does not produce any correlations between CMB polarization fields at different angular scales.

In the subsequent analysis we consider only anisotropic cosmic birefringence with $\bar{\alpha} = 0$, as it behaves similarly to CMB lensing which is also anisotropic. Similar to Eq. (8), we can decompose the rotation field into multipole moments using spherical harmonics as

$$\alpha(\hat{n}) = \sum_{LM} \alpha_{LM} Y_{LM}(\hat{n}),$$

and the rotation field power spectrum is given by

$$\langle \alpha_{LM} \alpha^*_{L'M'} \rangle = \delta_{LL'} \delta_{MM'} C^\alpha_{L'L'M'M'}.$$
Anisotropies in the rotation field can result from inhomogeneities in the axion field, for example. If the axion field is seeded during inflation, it leads to a Gaussian random rotation field with a nearly scale-invariant spectrum at large scales \((L \lesssim 100)\), with an amplitude connected to the inflationary Hubble parameter \(H_1\):

\[
\frac{L(L+1)C^{\alpha\alpha}_L}{2\pi} = \left( \frac{H_{1g_{\eta}}}{4\pi} \right)^2 \equiv A_{CB}, \tag{23}
\]

where we have defined a dimensionless amplitude \(A_{CB}\) of the scale-invariant rotation power spectrum. Current best constraints on \(A_{CB}\) are given by ACTPol [52] and SPTPol [53] corresponding to a 2\(\sigma\) upper bound \(A_{CB} \leq 10^{-8}\). With improved sensitivity in the next-generation ground-based CMB experiments, we expect the constraint of \(A_{CB}\) to reach the level of \(10^{-7}\) [54–56].

In this paper we focus only on scale-invariant rotation field for conceptual simplicity, but the methodology is generally applicable to rotation field with any power spectrum. We expect the conclusion from other rotational power spectra to be qualitatively similar, but we leave a detailed quantitative analysis of such cases to future work.

Similar to CMB lensing in Eq. (12), a rotation field leads to perturbations in the CMB E-mode and B-mode polarization fields given by [31, 57]

\[
\delta E'_{\ell m} = -2 \sum_{LM} \sum_{m'} (-1)^m \alpha_{LM} \left( \frac{\ell}{-m} \frac{L}{M} \frac{\ell'}{m'} \right) F^\alpha_{LL'} \beta_{LL'} E_{Mm'}, \tag{24}
\]

\[
\delta B'_{\ell m} = 2 \sum_{LM} \sum_{m'} (-1)^m \alpha_{LM} \left( \frac{\ell}{-m} \frac{L}{M} \frac{\ell'}{m'} \right) F^\alpha_{LL'} \epsilon_{LL'} E_{Mm'}, \tag{25}
\]

to leading order in \(\alpha\) from Eq. (16)\(^3\), where we have assumed that \(C^{BB}_L\) is negligible before rotation. \(\beta_{LL'}\) and \(\epsilon_{LL'}\) are defined in Eq. (14), and \(2F^\alpha_{LL'}\) is defined as

\[
2F^\alpha_{LL'} \equiv \sqrt{\frac{(2\ell+1)(2L+1)(2\ell'+1)}{4\pi}} \left( \frac{\ell}{2} \frac{L}{0} \frac{\ell'}{-2} \right). \tag{26}
\]

Note that the parity indicators in Eq. (24) and Eq. (25) are opposite to the ones in Eq. (12) and Eq. (13), i.e., \(\delta E\) and \(\delta B_{\ell m}\) are only non-zero when \(\ell + L + \ell'\) is even and \(\delta B\) and \(\delta E'_{\ell m}\) are only non-zero when \(\ell + L + \ell'\) is odd. In this sense, we say that CMB lensing and anisotropic cosmic birefringence are orthogonal at leading order [31].

\(^2\) Note that \(A_{CB}\) defined in this paper is \(10^{-4}\) times of that in [52] and [53].

\(^3\) A non-perturbative treatment also exists; see [58] for an introduction.

![B-mode power spectrum contributions from a scale-invariant tensor mode \((r = 0.004)\), gravitational lensing, and 1st-order scale-invariant anisotropic birefringence with different amplitudes \((A_{CB} = 10^{-5}, A_{CB} = 10^{-6}, A_{CB} = 10^{-7}\) and \(A_{CB} = 10^{-8}\)) are shown, where we define \(D^{\beta\beta}_{\ell L} \equiv \ell(\ell + 1)C^{\beta\beta}_{\ell L}/2\pi\). All the power spectra shown above are generated by class_rot [59].

D. Summary remarks

Both CMB lensing and anisotropic cosmic birefringence lead to perturbations in the CMB E-mode and B-mode polarization fields. The resulting B-mode power spectrum reveals their relative contributions. In Fig. 1, we compare the B-mode power spectrum from a scale-invariant primordial tensor mode with \(r = 0.004\), gravitational lensing, and scale-invariant anisotropic rotation fields with different amplitudes \((A_{CB} = 10^{-5}, A_{CB} = 10^{-6}, A_{CB} = 10^{-7},\) and \(A_{CB} = 10^{-8}\)). Like CMB lensing, scale-invariant anisotropic rotation contributes predominantly to small-scale anisotropies in B-mode polarization, with a power spectrum generally orders of magnitude below the CMB lensing signal for observationally allowed amplitudes.

In addition to contributing to the CMB polarization power spectra, both CMB lensing and rotation lead to off-diagonal covariance between E-mode and B-mode polarization fields [57],

\[
\langle E_{\ell m} \delta B_{\ell' m'} \rangle_{\text{CMB}} = \sum_{LM} \left( \frac{\ell}{m} \frac{\ell'}{m'} \frac{L}{M} \right) f_{\ell L}^\beta \beta_{LM}^\*\phi^\*_{LM},
\]

\[
\langle E_{\ell m} \delta B'_{\ell' m'} \rangle_{\text{CMB}} = \sum_{LM} \left( \frac{\ell}{m} \frac{\ell'}{m'} \frac{L}{M} \right) f_{\ell L}^\alpha \alpha_{LM}^*\phi^*_{LM}, \tag{27}
\]

for \(\ell \neq \ell'\) and \(m \neq -m'\), \(f_{\ell L}^\beta\) and \(f_{\ell L}^\alpha\) are weight functions for \(\phi\) and \(\alpha\), given by

\[
f_{\ell L}^\beta = -\beta_{\ell L'} 2F_{\ell L'}^\alpha C_{\ell L'},
\]

\[
f_{\ell L}^\alpha = -2\epsilon_{\ell L'} 2F_{\ell L'}^\alpha C_{\ell L'}. \tag{28}
\]

Here \(\langle ... \rangle_{\text{CMB}}\) is an ensemble average over different realizations of the primary CMB, with a fixed realization of
both $\phi$ and $\alpha$. It then follows that

$$
\langle \tilde{E}_{\ell m} \tilde{B}_{\ell^\prime m^\prime} \rangle_{\text{CMB}} = \sum_{L M} \sum_{L' M'} \left( \frac{\ell}{m} \frac{\ell'}{m'} \frac{L}{-M} \right) f^{\ell \ell'}_{L M} \tilde{\phi}^*_{LM} 
+ \sum_{L M} \left( \frac{\ell}{m} \frac{\ell'}{m'} \frac{L}{-M} \right) f^{\alpha}_{LL'} \tilde{\alpha}^*_{LM},
$$

(29)

for $\ell \neq \ell'$ and $m \neq -m'$. Eq. (29) shows that the off-diagonal covariance between E-mode and B-mode polarization is contributed by a sum of lensing and rotation contributions, to leading order$^4$.

III. CMB LENSING RECONSTRUCTION BIAS DUE TO A ROTATION FIELD

In this section, we introduce the CMB lensing reconstruction pipeline considered in this work. In particular, we focus on the EB estimator, as it is expected to be a dominant source of statistical power for lensing reconstruction in upcoming experiments [2]. We then discuss the motivation and our methodology for evaluating the bias to the estimated lensing power spectrum from a rotation field.

A. Lensing reconstruction

The lensing potential can be reconstructed from the off-diagonal covariance generated by CMB lensing in Eq. (29) using a quadratic estimator approach. An estimator for lensed E and B maps is given by [2]

$$
\hat{\phi}_{LM} = A_L \sum_{\ell m} \sum_{\ell' m'} (-1)^M \left( \frac{\ell}{m} \frac{\ell'}{m'} \frac{L}{-M} \right)
\times \left( f^{\phi}_{LL'} \right)^* \tilde{E}_{\ell m} \tilde{B}_{\ell' m'},
$$

(30)

where $A_L$ is a normalization factor ensuring $\hat{\phi}_{LM}$ is unbiased, given by

$$
A_L = \left( \frac{1}{2L+1} \sum_{\ell' \ell} \left| f^{\phi}_{\ell\ell'} \right|^2 \frac{C_{\ell E}}{C_{\ell B}} \right)^{-1},
$$

(31)

and $\hat{C}_{EE}$ and $\hat{C}_{BB}$ are the total observed EE and BB power spectra with noise power spectrum included. The quadratic estimator $\hat{\phi}_{LM}$ collects all the off-diagonal correlations of a CMB map realization and average them by a weight function $f^{\phi}_{LL'}$.

From the reconstructed lensing potential, its power spectrum can be estimated as [36]

$$
\hat{C}_{L \phi}^{\delta \phi} = C_{L \phi}^{\delta \phi} - (\text{RD}) N_{L}^{(0)} - N_{L}^{(1)} L_{L}^{(MC)} - N_{L}^{(PG)},
$$

(32)

with $C_{L \phi}^{\delta \phi}$ given by

$$
C_{L \phi}^{\delta \phi} = \frac{1}{2L+1} \sum_{M=-L}^{L} \left| \hat{\phi}_{LM} \right|^2 .
$$

(33)

The remaining terms in Eq. (33) are noise biases that need to be subtracted: $(\text{RD}) N_{L}^{(0)}$ is the realization-dependent Gaussian noise (RDNO) [60] (Appendix A discusses the motivation to use this instead of the standard Gaussian noise $N_{L}^{(0)}$). $N_{L}^{(1)}$ represents the bias from connected terms in the CMB four-point function which contain the first-order lensing potential $C_{L}^{\phi \phi} - N_{L}^{(MC)}$ is the “Monte-Carlo” (MC) noise encapsulating biases not accounted for otherwise, such as higher-order reconstruction noise estimated from MC simulations, and $N_{L}^{(PG)}$ is the modeled foreground bias from extragalactic and galactic foregrounds like galactic dust, galaxy clusters and the cosmic infrared background.

B. Bias to $C_{L \phi}^{\delta \phi}$ from rotation

Now consider a scenario in which we perform lensing reconstruction on a set of polarization maps which have been unknowingly rotated: how will this affect our estimated $C_{L \phi}^{\delta \phi}$? To understand this, we can define an effective estimator

$$
\hat{\phi}_{LM} = A_L \sum_{\ell m} \sum_{\ell' m'} (-1)^M \left( \frac{\ell}{m} \frac{\ell'}{m'} \frac{L}{-M} \right)
\times \left( f^{\phi}_{LL'} \right)^* \tilde{E}_{\ell m} \tilde{B}_{\ell' m'},
$$

(34)

which uses the rotated-lensed quantities $\tilde{E}_{\ell m}$, $\tilde{B}_{\ell m}$ in place of the lensed-only ones.

This estimator does not bias the reconstructed lensing potential, up to leading order in $\phi$ and $\alpha$ (also see Appendix B of [57] for a similar discussion). This can be demonstrated by taking the ensemble average of $\hat{\phi}_{LM}$ over different CMB realizations,

$$
\langle \hat{\phi}_{LM}' \rangle_{\text{CMB}} = A_L \sum_{\ell m} \sum_{\ell' m'} \sum_{\ell M^\prime} (-1)^M
\times \left( \frac{\ell}{m} \frac{\ell'}{m'} \frac{L}{-M} \right) \left( \frac{\ell}{m} \frac{\ell'}{m'} \frac{L^\prime}{-M^\prime} \right)
\times \left( \left( f^{\phi}_{LL'} \right)^* f^{\phi}_{LL'} \hat{\phi}_{LM} \right) + \left( f^{\phi}_{LL'} \right)^* f^{\phi}_{LL'} \hat{\alpha}_{LM^\prime}.
$$

(35)

Applying the orthogonality relation of the Wigner-3j $^4$ Note that Eq. (29) does not contradict the fact that lensing and anisotropic rotation do not induce parity-odd power spectra, because the average is taken with fixed realizations of $\phi$ and $\alpha$; if, however, we also average over $\phi$ and $\alpha$ in Eq. (29), the resulting EB power spectrum will be zero.
disappears due to parity, and we get

\[ \sum_{m'm'} \left( \begin{array}{cc} \ell & \ell' \\ m & m' \end{array} \right) \left( \begin{array}{cc} L & L' \\ -M & M' \end{array} \right) = \frac{1}{2L+1} \delta_{LL'} \delta_{M,-M'}, \]

and the orthogonality of the parity indicators

\[ \epsilon_{\ell \ell'} \delta_{\ell \ell'} = 0, \] (37)

we can see that the leading-order rotation contribution disappears due to parity, and we get

\[ \langle \hat{\phi}'_{LM} \rangle_{\text{CMB}} = A_L \sum_{\ell' \ell} \frac{1}{2L+1} \frac{|\phi_{\ell \ell'}|}{C_{\ell \ell'}} \phi_{LM} \]

\[ = \phi_{LM}, \] (38)

which shows that our estimator for the lensing potential \( \phi \) remains unbiased.

However, we should emphasize that an unbiased \( \phi \) does not necessarily imply an unbiased \( C_{\ell \ell}^{\phi \phi} \). Similar to the fact that \( \langle x^2 \rangle = 0 \) does not imply \( \langle x \rangle = 0 \), the estimator \( C_{\ell \ell}^{\phi \phi} \) contains quadratic terms in \( \phi \) and thus may be biased. In addition, higher-order terms in Eq. (24) and Eq. (25) may also break the orthogonality between CMB lensing and anisotropic rotation and induce bias to \( C_{\ell \ell}^{\phi \phi} \).

Based on Eq. (32), we define the bias from rotation to the reconstructed CMB lensing power spectrum as

\[ \Delta (\hat{C}_{\ell \ell}^{\phi \phi})_{\text{rot}} = \langle \hat{C}_{\ell \ell}^{\phi \phi}_{\text{rot}} \rangle - \langle \hat{C}_{\ell \ell}^{\phi \phi} \rangle \] (39)

where \( \langle \ldots \rangle \) represents the average over the reconstructed lensing power spectra from different realizations of the sky, and \( \hat{C}_{\ell \ell}^{\phi \phi} \) refers to applying the power spectrum estimator given in Eq. (32) to rotated-lensed CMB maps.

Among the noise biases in Eq. (32), we assume that anisotropic rotation does not affect \( N^{(1)}_L \), \( N^{(MC)}_L \) and \( N^{(FG)}_L \) on full sky. RDN0, on the other hand, is calculated based on the observed CMB power spectrum and therefore will be affected by rotation as it changes the CMB polarization power spectra (as shown in Fig. 1). RDN0 is calculated based on both “data” and MC simulation, encapsulating all the disconnected terms in the CMB four-point correlation [60, 61]. Consequently, when compared with a standard MC \( N^{(0)}_L \), RDN0 automatically mitigates the biases from small changes to the CMB covariance, such that arising from rotation in the context of this paper. See Appendix A for further details.

We can then write Eq. (39) as

\[ \Delta (\hat{C}_{\ell \ell}^{\phi \phi})_{\text{rot}} = (\hat{C}_{\ell \ell}^{\phi \phi}_{\text{rot}} - \hat{C}_{\ell \ell}^{\phi \phi}) - (\langle \hat{C}_{\ell \ell}^{\phi \phi}(0) - \langle \hat{C}_{\ell \ell}^{\phi \phi}(0) \rangle), \] (40)

where \( \langle \hat{C}_{\ell \ell}^{\phi \phi}(0) \rangle \) and \( \langle \hat{C}_{\ell \ell}^{\phi \phi}(0) \rangle \) represent the average over the two sets of reconstructed lensing potential power spectra using rotated lensed and unrotated lensed CMB maps respectively, and \( \langle \hat{C}_{\ell \ell}^{\phi \phi}(0) \rangle \) and \( \langle \hat{C}_{\ell \ell}^{\phi \phi}(0) \rangle \) represent the corresponding average RDN0. We will show the computation of RDN0 in the following Section.

**IV. SIMULATION AND RESULTS**

As discussed in Sec. III, to estimate the bias \( \Delta (\hat{C}_{\ell \ell}^{\phi \phi})_{\text{rot}} \) in Eq. (40), we need two sets of simulated CMB polarization maps: one set with both CMB lensing and rotation, and the other set with CMB lensing only. The first set of simulations is generated by rotating the lensed simulations in pixel space with a random realization of rotation field. All simulations in this work are generated in CAR pixelization on the full sky using pixell [62]. We then use cmblensplus \(^6\) to perform the CMB lensing reconstruction on the full sky which avoids unnecessary complications due to partial sky coverage \(^8\). Below we summarize our simulation steps:

1. We generate 10 realizations of lensed CMB polarization maps \( \{X(\hat{n})\} \) \( (X \in \{E, B\}) \) as our mock data, based on a fiducial power spectrum that does not include the cosmic birefringence effect, \( \hat{C}_{\ell \ell}^{XX}(\text{fid}) \), given by the best-fit cosmology from Planck 2018 [63].

2. We generate 10 Gaussian realizations of an anisotropic rotation field, \( \{\alpha(\hat{n})\} \), assuming a scale-invariant power spectrum with \( A_{\text{CB}} = 10^{-7} \) as defined in Eq. (23), which corresponds to a \( 1\sigma \) upper limit for CMB-S3-like experiments [64]. This amplitude corresponds to an rms rotation of around 0.05 degrees.

3. We perform a pixel-wise polarization rotation on each \( X(\hat{n}) \) with the rotation field \( \alpha(\hat{n}) \) to make a set of 10 rotated-lensed CMB polarization maps, denoted as \( \{X'(\hat{n})\} \). Both \( \{X(\hat{n})\} \) and \( \{X'(\hat{n})\} \) are used as mock data.

4. We perform full-sky CMB lensing reconstruction using cmblensplus \(^6\) on both sets of mock data, \( \{X(\hat{n})\} \) and \( \{X'(\hat{n})\} \), and obtain an average lensing power spectrum for each set of simulations, denoted as \( \langle \hat{C}_{\ell \ell}^{\phi \phi} \rangle \) and \( \langle \hat{C}_{\ell \ell}^{\phi \phi}(0) \rangle \). We restrict lensing reconstruction to multipoles between \( \ell_{\min} = 30 \) to \( \ell_{\max} = 3000 \). We use the Knox formula for including detector noise in the power spectrum [66],

\[ \hat{C}_{\ell \ell}^{XX} = \hat{C}_{\ell \ell}^{XX}(\text{fid}) + \delta, \]

\[^6\] https://github.com/simonsobs/pixell
\[^7\] https://github.com/teeshyan/cmblensplus
\[^8\] There can be extra mean-field bias for cut-sky CMB lensing reconstruction [60].
FIG. 2. The fractional bias of the reconstructed lensing potential power spectrum from a scale-invariant anisotropic rotation field with amplitude $A_{\text{CB}} = 10^{-7}$ for a CMB-S3-like experiment and a CMB-S4-like experiment. We apply full-sky CMB lensing reconstruction using the EB estimator, for the CMB multipole range from $\ell_{\min} = 30$ to $\ell_{\max} = 3000$. The curves are binned by $\Delta \ell = 150$, and the error bars on $\Delta(\mathcal{C}^{\phi}_L)_{\text{rot}}$ are estimated from the scatter among the differences of the reconstructed CMB lensing power spectra using rotated-lensed CMB polarization realizations and using lensed CMB polarization realizations.

with the homogeneous detector noise power spectrum for polarization given by

$$N_{\ell} = \Delta_p^2 e^{(\ell+1)\theta_{\text{FWHM}}^2/(8 \ln 2)} ,$$

where $\Delta_p$ is the polarization noise level of the experiment and $\theta_{\text{FWHM}}$ is the full-width at half maximum (FWHM) of the beam in radians. Note that although experimental noise is modeled at the power spectrum level in $C_{\ell}^{XX}$, Gaussian noise in the map does not affect the estimation of lensing bias but introduces additional scatter in the result, so we choose not to include it in our simulated maps.

5. Following [60, 61], we calculate RDN0 for each map in $\{\tilde{X}\}$ and $\{\tilde{X}'\}$ by making two additional set of lensed CMB simulations, $\{\tilde{X}^{S_1}\}$ and $\{\tilde{X}^{S_2}\}$, based on the fiducial model without cosmic birefringence as in step 1, each containing 20 simulations. These two sets of independent realizations, $\{\tilde{X}^{S_1}\}$ and $\{\tilde{X}^{S_2}\}$, are needed in calculating RDN0 as a way to minimize errors from statistical uncertainties in covariance matrix estimation or mismodeling (see Appendix A for a more detailed discussion). For a given map, $\tilde{X}(\mathbf{n})$, we calculate its RDN0 as

$$(\text{RD})_{L}^{(0)} = \langle C_L^{\phi \phi}[\tilde{E}\tilde{B}_S^{S_1}, \tilde{E}\tilde{B}_S^{S_1}] + C_L^{\phi \phi}[\tilde{E}\tilde{B}_S^{S_1}, \tilde{E}\tilde{B}_S^{S_1}] 
+ C_L^{\phi \phi}[\tilde{E}\tilde{B}_S^{S_1}, \tilde{E}\tilde{B}_S^{S_1}] 
- C_L^{\phi \phi}[\tilde{E}\tilde{B}_S^{S_1}, \tilde{E}\tilde{B}_S^{S_1}] 
- C_L^{\phi \phi}[\tilde{E}\tilde{B}_S^{S_1}, \tilde{E}\tilde{B}_S^{S_1}] \rangle_{S_1, S_2},$$

and similarly we calculate RDN0 for a given rotated-lensed map $\tilde{X}'$ as

$$(\text{RD})_{L}^{(0)} = \langle C_L^{\phi \phi}[\tilde{E}\tilde{B}_S^{S_1}, \tilde{E}\tilde{B}_S^{S_1}] + C_L^{\phi \phi}[\tilde{E}\tilde{B}_S^{S_1}, \tilde{E}\tilde{B}_S^{S_1}] 
+ C_L^{\phi \phi}[\tilde{E}\tilde{B}_S^{S_1}, \tilde{E}\tilde{B}_S^{S_1}] 
- C_L^{\phi \phi}[\tilde{E}\tilde{B}_S^{S_1}, \tilde{E}\tilde{B}_S^{S_1}] 
- C_L^{\phi \phi}[\tilde{E}\tilde{B}_S^{S_1}, \tilde{E}\tilde{B}_S^{S_1}] \rangle_{S_1, S_2},$$

where the combinations in $[\ldots]$ represent the input maps for lensing reconstruction, and $\langle \ldots \rangle_{S_1, S_2}$ refers to an average over the two sets of MC simulations $(S_1, S_2)$ \footnote{In practice, due to memory constraints, we split the set, $S_1$, further into two subsets, $S_{11}$ and $S_{12}$, evenly; Similarly $S_2$ is ...}.

Using Eq. (43) and (44), we calculate RDN0 for each simulation in $(\text{RD})_{L}^{(0)}$ for each map, $\tilde{X}(\mathbf{n})$, and $\{\tilde{X}'(\mathbf{n})\}$.
and calculate the average within each set of simulations, denoted as \( \langle (\text{RD}) N_L^{(0)} \rangle \) and \( \langle (\text{RD}) N_L^{(0)} \rangle \) respectively. Note that, as mentioned in the last step, simulated CMB maps in Eq. (43) and (44) do not contain map noise, so the calculated RDN0 only contains contribution from cosmic variance.

6. We then estimate the lensing bias, \( \Delta \hat{C}_{L}^{\phi\phi} \) rot using Eq. (40), and calculate fractional bias defined as \( \Delta \hat{C}_{L}^{\phi\phi} \) rot \( /C_{L}^{\phi\phi} \), with \( C_{L}^{\phi\phi} \) the power spectrum of the CMB lensing potential from the fiducial model.

7. We repeat the above procedures for two sets of experimental configurations: CMB-S3-like and CMB-S4-like. The experimental configurations including the noise level and beam size are list in Table I.

In Fig. 2, we show the fractional bias, \( \Delta \hat{C}_{L}^{\phi\phi} \) rot \( /C_{L}^{\phi\phi} \), obtained from the procedure described above for both CMB-S3-like and CMB-S4-like experiments. We find that a rotation field with \( A_{CB} = 10^{-7} \), which is well below the current experimental constraint, is capable of introducing a percent-level bias to the reconstructed lensing power spectrum. The bias is most evident at small scales \( (L \gtrsim 1000) \), reaching up to 1.5% for CMB-S3-like experiments and slightly lower for CMB-S4-like experiments.

The signal-to-noise ratio (SNR) of the contribution from the anisotropic birefringence is

\[
\text{SNR} = \left( \frac{\sum L f_{\text{sky}} L \left( \Delta \hat{C}_{L}^{\phi\phi} \right)_{\text{rot}}^2 \left( C_{L}^{\phi\phi} + N_L^{(0)} \right)^2}{C_{L}^{\phi\phi}} \right)^{1/2},
\]

(45)

where \( N_L^{(0)} \) is calculated theoretically using cmbensplus that contains contributions from both cosmic variance and map noise, and \( f_{\text{sky}} = 0.4 \), accounting for the partial sky coverage of a ground-based experiment. Using Eq. (45), we estimate that the contribution of cosmic birefringence with \( A_{CB} = 10^{-7} \) has a SNR of 0.2 for a CMB-S4-like experiment.

| Expt       | \( \Delta_T \) [\( \mu K \)] | \( \theta_{\text{FWHM}} \) [\( \prime \)] |
|------------|-------------------------------|-----------------|
| CMB-S3-like| 7                             | 1.4             |
| CMB-S4-like| 1                             | 1.4             |

TABLE I. Experiments configurations considered in this study.

V. THE SOURCE OF BIAS

To understand the observed bias, we compare the four-point correlation function contained in \( \hat{C}_{L}^{\phi\phi} \):

\[
\langle \hat{E}_{\ell_1 m_1} \hat{B}_{\ell_2 m_2} \hat{E}_{\ell_3 m_3} \hat{B}_{\ell_4 m_4} \rangle,
\]

(46)

to the four-point correlation function in \( \hat{C}_{L}^{\phi\phi} \):

\[
\langle \hat{E}_{\ell_1 m_1} \hat{B}_{\ell_2 m_2} \hat{E}_{\ell_3 m_3} \hat{B}_{\ell_4 m_4} \rangle.
\]

(47)

To leading order, a dominant contribution to their difference is given by

\[
\langle \hat{E}_{\ell_1 m_1} \delta B_{\ell_2 m_2} \hat{E}_{\ell_3 m_3} \delta B_{\ell_4 m_4} \rangle
\]

\[
\propto \langle \hat{E}_{\ell_1 m_1} (\hat{E}_{\ell_2 m_2} \alpha_{LM}) E_{\ell_3 m_3} (\hat{E}_{\ell_4 m_4} \alpha'_{LM'}) \rangle,
\]

(48)

where we have applied Eq. (25) and used parentheses to indicate useful groupings of terms. As we have assumed \( \alpha \) to be a Gaussian random field, Eq. (48) can be simplified using Wick’s theorem into products of two-point correlation functions that fall into two classes: disconnected terms and connected terms.

A disconnected term can be expressed as

\[
\langle \hat{E}_{\ell_1 m_1} (\hat{E}_{\ell_2 m_2} \alpha_{LM}) \hat{E}_{\ell_3 m_3} (\hat{E}_{\ell_4 m_4} \alpha'_{LM'}) \rangle,
\]

(49)

where we have used Wick contraction notation to denote products of two-point correlation functions. This term is classified as a disconnected term of the CMB four-point correlation function, because fields within the same “group”, e.g., \( E_{\ell_2 m_2} \) and \( \alpha_{LM} \) (as indicated by the parentheses), follow the same contraction behaviour, i.e., contracting with a common group, \( E_{\ell_1 m_1} \) and \( \alpha'_{LM'} \). If, on the other hand, contraction behavior of fields in the same group is different, we classify the term as connected. For example, the term

\[
\langle \hat{E}_{\ell_1 m_1} (\hat{E}_{\ell_2 m_2} \alpha_{LM}) E_{\ell_3 m_3} (\hat{E}_{\ell_4 m_4} \alpha'_{LM'}) \rangle,
\]

(50)

is connected, and so is

\[
\langle \hat{E}_{\ell_1 m_1} (\hat{E}_{\ell_2 m_2} \alpha_{LM}) \hat{E}_{\ell_3 m_3} (\hat{E}_{\ell_4 m_4} \alpha'_{LM'}) \rangle.
\]

(51)

In both cases \( E_{\ell_2 m_2} \) and \( \alpha_{LM} \) do not contract with a common group. The distinction of disconnected and connected terms is important because the RDN0 technique that we apply mitigates the leading-order biases in the disconnected terms of the four-point correlation, such as that in Eq. (49), but cannot mitigate biases in the connected terms. Hence we expect that a dominant contribution to the observed bias in Sec. IV comes from the accumulated effect of all connected terms, such as Eq. (50) and (51).

In the above discussion we have neglected the effect of higher-order terms which mix lensing and rotation.
Higher-order terms break the orthogonality between lensing and rotation, leading to bias in $\widehat{\phi}$; they also contribute additional connected terms to $C^{\phi\phi}_L$. In Fig. 3 we show the contributions from leading-order and higher-order terms to the power spectrum, calculated using class_rot.\(^{10}\) We find that for $ACB = 10^{-7}$, higher-order terms generally contribute a few percent of the leading-order power spectrum bias.

If the contributions from connected terms, such as Eq. (50) and (51), are dominant and the higher-order terms can be neglected, we expect the size of the observed bias to scale linearly with $C^{\phi\phi}_L$ and thus linearly with $ACB$. To verify this, we repeat the steps in Sec. IV for $ACB = 10^{-6}$ and $10^{-8}$ and compare the resulting biases in Fig. 4. It is evident that the observed bias does indeed scale linearly with $ACB$. This also suggests that, if a rotation field with $ACB = 10^{-6}$, which is well below the current observational constraint, were present but not accounted for in CMB lensing reconstruction, our estimated $C^{\phi\phi}_L$ may be biased low by $\gtrsim 10\%$ at the small scales, and as shown in Fig. 2, the bias gets marginally worse at higher noise levels.

We also find that the bias, $\Delta(C^{\phi\phi}_L)_{\text{rot}} / C^{\phi\phi}_L$, has a shape that roughly follows that of the term $-N^{(0)}_L / C^{\phi\phi}_L$, as shown in Fig. 5. Terms in Eq. (50) and (51) are quadratic in $\alpha$ which are similar to the $N^{(1)}_L$ bias in CMB lensing, and the $N^{(1)}_L$ bias (quadratic in $\phi$) is in general not linear to $N^{(0)}_L$ in the context of CMB lensing (see, e.g., [67, 68]). The apparent linearity between the observed bias and $N^{(0)}_L$ seen in Fig. 5 is therefore surprising and may be a consequence of the scale-invariance of the rotation field considered here, or coincidental. We leave a detailed investigation of the shape of the bias to future work.

We have only considered the EB estimator for lensing reconstruction, but we expect a similar effect to be present with other polarization-based quadratic estimators, such as the EE estimators. As we expect polarization-based estimators to contribute substantial statistical power in CMB lensing reconstruction in a CMB-S3-like experiment and to dominate the statistical power in a CMB-S4-like experiment [13], rotation-induced bias is thus an important factor to account for. On the other hand, lensing reconstruction with the TT estimator should remain unaffected by rotation because it only affects CMB polarization fields; this suggests that an easy diagnostic of the rotation-induced bias is to compare the reconstructed lensing power spectrum obtained from TT and EB estimators and look for a reduction of power in the latter. Multiple methods for mitigating biases in CMB lensing measurements have been proposed. For example, the bias-hardening approach [60, 69–71] has been used to mitigate the mean-field bias in the reconstructed lensing map. In our case, however, this approach does not apply since the leading-order rotation fields do not produce mean-field bias in the reconstructed lensing map (see Eq. (38)). A simple approach to mitigating the rotation-induced bias arising from the connected four-point correlation is to first reconstruct the rotation fields using the quadratic estimator similar to the lensing reconstruction [57, 72] and then to de-rotate polarization maps using the reconstructed rotation fields, as originally proposed by [31]. We leave a detailed analysis of the effectiveness of this approach to future work.

\(^{10}\) The higher-order contribution is estimated by subtracting the leading-order lensing and rotation contributions from a non-perturbative calculation with both lensing and rotation.
FIG. 5. Comparing the observed bias (solid lines) with $-N^{(0)}_L/C^{\phi\phi}_L$ (dashed lines), where $N^{(0)}_L$ is obtained by averaging the $(\text{RD})N^{(0)}$ from the lensed simulations (without rotation). Note that as mentioned in Sec. IV, $(\text{RD})N^{(0)}$ only contains contribution from cosmic variance of CMB maps. The minus sign in front of $N^{(0)}_L$ is added to aid visual comparison.

VI. CONCLUSION

The CMB lensing power spectrum encodes a wealth of information of matter fluctuations over a broad range of redshifts. Bias to the CMB lensing power spectrum may thus lead to bias in the cosmological parameters extracted from it. For example, the sum of neutrino masses can be constrained using CMB lensing power spectrum as massive neutrino can suppress CMB lensing power spectrum by several percent due to its suppression effect on the matter power spectrum below the neutrino free-streaming scale [73, 74]; it has also been shown in [75] that bias in the high-$L$ ($L \gtrsim 1000$) may lead to bias in $\sigma_8^{\text{NL}}$ at 1σ level. Therefore, bias to the CMB lensing power spectrum needs to be carefully accounted for when constraining cosmological parameters.

In this paper we investigated the bias from anisotropic polarization rotation to the reconstructed CMB lensing power spectrum using the EB estimator. This bias has previously been investigated in the context of instrumental systematics [17, 18]. In this work we focus instead on a particular class of physically motivated models that produce anisotropic cosmic birefringence, such as axion-like particles coupling to photons through Chern-Simons interaction or primordial magnetic field. In addition, we aim to identify the dominant terms responsible for the rotation-induced bias to CMB lensing.

Our results show that scale-invariant anisotropic cosmic birefringence with $A_{\text{CB}} = 10^{-7}$ can induce a percent-level bias to reconstructed CMB lensing power spectrum at small scales ($L > 1000$) for both CMB-S3-like and CMB-S4-like experiments, and the bias scales linearly with $A_{\text{CB}}$. This effect can be detectable (i.e. SNR $\geq 1$) if $A_{\text{CB}} = 5 \times 10^{-7}$ with CMB-S4-like noise level.

We also found that the observed bias likely arises from the the connected terms in the CMB four-point correlation function induced by the leading-order perturbation from rotation; this explains the linear scaling of the bias with $A_{\text{CB}}$. Polarization-based lensing reconstruction is expected to dominate or contribute substantially to the statistical power in CMB lensing reconstruction in the next generation CMB experiments. Rotation-induced bias to the CMB lensing power spectrum, therefore, may lead to non-negligible bias in the constraints of cosmological parameters such as the sum of neutrino masses and $\sigma_8$ and poses a significant challenge to achieving the science goals in future CMB lensing analysis. Thus, a possible rotation field is an important factor to account for and mitigate during lensing reconstruction. We argued that the bias-hardened estimator approach to mitigate bias does not work for rotation-induced bias, because of the orthogonality between rotation and CMB lensing. A promising mitigation method is to first reconstruct the anisotropic rotation field and then de-rotate the CMB polarization field with the reconstructed rotation field before proceeding to lensing reconstruction, but its effectiveness in the presence of galactic foreground and partial sky coverage remains to be seen.

As we have demonstrated in this paper, the reconstructed lensing power spectrum is highly sensitive to the level of anisotropic cosmic birefringence. Although this lensing bias is by itself not significant enough (SNR $\approx 0.2 \sigma$ for $A_{\text{CB}} = 10^{-7}$ with CMB-S4-like noise level) to be used as a probe for cosmic birefringence signal, jointly estimating cosmic birefringence and CMB lensing once maps get to low enough noise levels may still provide a useful consistency check should a cosmic birefringence signal be detected in the future.
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Appendix A: Realization-dependent Gaussian noise (RDN0)

Here we review the realization-dependent Gaussian noise (RDN0) applied in Eq. (43) and (44). RDN0 is introduced in [60, 77] as a robust way to evaluate the reconstruction noise to CMB lensing power spectrum sourced by the disconnected terms of CMB four-point function (Gaussian noise). It has been applied in the CMB lensing power spectrum measurements of different experiments including [4, 6, 7]). In this section, we revisit the derivation of RDN0. We will adopt the flat-sky approximation in [60], but the result applies to both flat-sky and full-sky.
analyses.

We start by defining the Gaussian probability distribution function (PDF) of the unlensed CMB multipoles as

\[
P_g = \frac{1}{\sqrt{(2\pi)^N \det C}} \exp \left( -\frac{1}{2} \sum_{ab} \sum_{\ell'\ell} a_{\ell'} (C^{-1})_{\ell\ell'} b_{\ell} \right),
\]

where \( C \) is the covariance matrix between CMB multipoles, \( a_{\ell'}, b_{\ell} \) represent the CMB multipoles, and \( a, b \in \{ T, E, B \} \).

When CMB fields are distorted by weak lensing, CMB multipoles become weakly non-Gaussian. The PDF of the lensed CMB multipoles can then be approximated using the Edgeworth expansion as [78, 79]

\[
P \approx \left[ 1 + \sum_{abcd} \langle a_{\ell_a} b_{\ell_b} c_{\ell_c} d_{\ell_d} \rangle_c \frac{\partial}{\partial a_{\ell_a}} \frac{\partial}{\partial b_{\ell_b}} \frac{\partial}{\partial c_{\ell_c}} \frac{\partial}{\partial d_{\ell_d}} \right] P_g,
\]

where \( \langle a_{\ell_a} b_{\ell_b} c_{\ell_c} d_{\ell_d} \rangle_c \) represents the connected terms (also known as cumulants or trispectrum) contributed by CMB lensing, given by [77]

\[
\langle a_{\ell_a} b_{\ell_b} c_{\ell_c} d_{\ell_d} \rangle_c \approx \int_{\ell_{11}+\ell_1+\ell_2} f_{\ell_{11},\ell_1,\ell_2} f_{\ell_{12},\ell_1,\ell_2} C_{\ell_1,\ell_2}^\phi \delta_{\ell_{11},\ell_{22}} + \int_{\ell_{11}+\ell_1+\ell_2} f_{\ell_{11},\ell_1,\ell_2} f_{\ell_{12},\ell_1,\ell_2} C_{\ell_1,\ell_2}^\phi \delta_{\ell_{11},\ell_{22}} + \int_{\ell_{11}+\ell_1+\ell_2} f_{\ell_{11},\ell_1,\ell_2} f_{\ell_{12},\ell_1,\ell_2} C_{\ell_1,\ell_2}^\phi \delta_{\ell_{11},\ell_{22}},
\]

to the leading order of \( C_{\ell,\ell}^\phi \), where \( \ell_{11} = \ell_1 + \ell_2 \), and \( f_{\ell_{11},\ell_1,\ell_2} \) represents the weight functions for lensing potential as in [77].

We can then obtain an optimal estimator, \( \tilde{C}_{\ell,\ell}^\phi \), by maximizing the log-likelihood, \( \mathcal{L} \equiv \ln P \), with

\[
\frac{\partial \mathcal{L}}{\partial C_{\ell,\ell}^\phi} \left( \tilde{C}_{\ell,\ell}^\phi \right) = 0,
\]

and get [77]

\[
\tilde{C}_{\ell,\ell}^\phi \propto \sum_{abcd} \sum_{|L|=L} P^{-1} g f_{\ell,\ell} f_{\ell,\ell} + f_{\ell,\ell} f_{\ell,\ell} \tilde{P}_g,
\]

where we have defined

\[
f_{\ell,\ell} = \sum_{\ell'} f_{\ell,\ell'} \frac{\partial}{\partial a_{\ell}} \frac{\partial}{\partial b_{\ell',\ell}},
\]

and have omitted the normalization. One can further show that

\[
f_{\ell,\ell} \tilde{P}_g = \left( \tilde{x}_{\ell,\ell} - \langle \tilde{x}_{\ell,\ell} \rangle \right) \tilde{P}_g,
\]

where

\[
\tilde{x}_{\ell,\ell} \equiv \sum_{\ell'} f_{\ell,\ell'} a_{\ell} b_{\ell',\ell},
\]

in which \( \tilde{a}_{\ell} = \sum_{a',\ell'} C_{a\ell}^{-1} a'_{\ell'} \) represents the inverse-variance filtered CMB multipoles. Note that \( \tilde{x}_{\ell,\ell} \) resembles the unnormalized quadratic estimator for CMB lensing, and \( \langle \tilde{x}_{\ell,\ell} \rangle \) the mean-field bias\(^{11}\).

One can further show that

\[
P^{-1} f_{L,\ell} f_{L,\ell} P_g \propto \left[ \langle \tilde{x}_{\ell,\ell} \rangle - \langle \tilde{x}_{\ell,\ell} \rangle \right) \left( \tilde{x}_{\ell,\ell} - \langle \tilde{x}_{\ell,\ell} \rangle \right) - n_{L,\ell,\ell,\ell}^a c d,
\]

with

\[
\bar{n}_{L,\ell,\ell,\ell}^{a c d} = \sum_{\ell_1,\ell_2} f_{L,\ell_1} f_{L,\ell_2} \times
\]

\[
\left( \tilde{b}_{\ell_1,\ell_2} \tilde{b}_{\ell_1,\ell_2} C_{\ell_1,\ell_2}^{-1} + \tilde{b}_{\ell_1,\ell_2} \tilde{c}_{\ell_1,\ell_2} C_{\ell_1,\ell_2}^{-1} + \tilde{c}_{\ell_1,\ell_2} \tilde{c}_{\ell_1,\ell_2} C_{\ell_1,\ell_2}^{-1} + \tilde{b}_{\ell_1,\ell_2} \tilde{c}_{\ell_1,\ell_2} C_{\ell_1,\ell_2}^{-1} + \tilde{c}_{\ell_1,\ell_2} \tilde{c}_{\ell_1,\ell_2} C_{\ell_1,\ell_2}^{-1} + \tilde{b}_{\ell_1,\ell_2} \tilde{c}_{\ell_1,\ell_2} C_{\ell_1,\ell_2}^{-1} + \tilde{c}_{\ell_1,\ell_2} \tilde{c}_{\ell_1,\ell_2} C_{\ell_1,\ell_2}^{-1} + \tilde{b}_{\ell_1,\ell_2} \tilde{c}_{\ell_1,\ell_2} C_{\ell_1,\ell_2}^{-1} + \tilde{c}_{\ell_1,\ell_2} \tilde{c}_{\ell_1,\ell_2} C_{\ell_1,\ell_2}^{-1} \right),
\]

where we have used

\[
C_{\ell,\ell}^{-1} = \langle \tilde{a}_{\ell} \tilde{a}_{\ell} \rangle.
\]

With Eq. (A9), the optimal estimator for CMB lensing potential in Eq. (A5) becomes

\[
\tilde{C}_{\ell,\ell}^\phi \propto \sum_{abcd} \sum_{L=|L|} \left[ \left( \tilde{x}_{\ell,\ell} - \langle \tilde{x}_{\ell,\ell} \rangle \right) \left( \tilde{x}_{\ell,\ell} - \langle \tilde{x}_{\ell,\ell} \rangle \right) - n_{L,\ell,\ell,\ell}^{a c d} \right] + [b \leftrightarrow c] + [b \leftrightarrow d].
\]

\[\text{(A12)}\]

Note that \( \tilde{a}, \tilde{b}, \tilde{c}, \tilde{d} \) in Eq. (A10) correspond to filtered CMB multipoles from data, whereas the covariance matrices, e.g., \( C_{\ell,\ell} \), are to be estimated from simulations. In particular, we apply two sets of Monte-Carlo CMB realizations based on the same fiducial cosmological model to estimate the covariance matrix, denoted as \( S_1 \) and \( S_2 \). Specifically, \( S_1 \) is used to estimate the covariance matrices in the first parentheses of Eq. (A10); each product of covariance matrices in the second parenthesis of Eq. (A10) is estimated using \( S_1 \) and \( S_2 \) respectively (i.e., \( C_{\ell,\ell}^{-1} C_{\ell,\ell}^{-1} \)). This way of estimating the covariance matrix is less sensitive to errors in the covariance matrix from statistical uncertainties as well as mis-modeling. To see that, we can express the estimated covariance matrix as \( \tilde{C} = \tilde{C} + \Delta \tilde{C} \), with \( \tilde{C} \) the true covariance matrix and \( \Delta \tilde{C} \) the error. It is then easy to check that, when averaging

\[\text{\footnotesize{\textsuperscript{11}In the real experiments, the mean-field bias is estimated by averaging the reconstructed maps using simulated CMB realizations based on the fiducial model. The mean-field bias does not affect the result in this paper.}}\]
over different CMB realizations, the error in covariance matrix, $\Delta C$, does not contribute to $\langle n_L^{ab,cd} \rangle$ in the leading order. Since $S_1$ and $S_2$ are assumed to be independent, statistical uncertainties in $\hat{C}(RDN0)$ with a given set of simulations, we obtain the realization-dependent Gaussian noise $N_L^{(0)}$, and the omitted normalization in Eq. (A13), and the omitted normalization, we reproduce the naive Gaussian reconstruction noise $N_L^{(0)}$. However, one can see that $(\text{RD})N_L^{(0)}$ is more optimal because it preserves the critical realization-dependent information which is lost in $N_L^{(0)}$ after averaging. In addition, as previously discussed, RDN0 is also less sensitive to the errors in the covariance matrix such as the statistical uncertainties from the limited set of simulations used to calculate the covariance matrix and errors in the underlying fiducial model used to generate the simulations. It has been demonstrated in [61] that such an error in covariance matrix may lead to a catastrophic error (see Fig. 2 of [61]) in the estimated lensing power spectrum if the naive $N_L^{(0)}$ is used, and it is significantly reduced with RDN0.

Note that by averaging $(\text{RD})N_L^{(0)}$ over many CMB realizations, we reproduce the naive Gaussian reconstruction noise $N_L^{(0)}$. However, one can see that $(\text{RD})N_L^{(0)}$ is more optimal because it preserves the critical realization-dependent information which is lost in $N_L^{(0)}$ after averaging. In addition, as previously discussed, RDN0 is also less sensitive to the errors in the covariance matrix such as the statistical uncertainties from the limited set of simulations used to calculate the covariance matrix and errors in the underlying fiducial model used to generate the simulations. It has been demonstrated in [61] that such an error in covariance matrix may lead to a catastrophic error (see Fig. 2 of [61]) in the estimated lensing power spectrum if the naive $N_L^{(0)}$ is used, and it is significantly reduced with RDN0.
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