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Abstract

Drawing statistical inferences from large datasets in a model-robust way is an important problem in statistics and data science. In this paper, we propose methods that are robust to large and unequal noise in different observational units (i.e., heteroskedasticity) for statistical inference in linear regression. We leverage the Hadamard estimator, which is unbiased for the variances of ordinary least-squares regression. This is in contrast to the popular White’s sandwich estimator, which can be substantially biased in high dimensions. We propose to estimate the signal strength, noise level, signal-to-noise ratio, and mean squared error via the Hadamard estimator. We develop a new degrees of freedom adjustment that gives more accurate confidence intervals than variants of White’s sandwich estimator. Moreover, we provide conditions ensuring the estimator is well-defined, by studying a new random matrix ensemble in which the entries of a random orthogonal projection matrix are squared. We also show approximate normality, using the second-order Poincaré inequality. Our work provides improved statistical theory and methods for linear regression in high dimensions.
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1 Introduction

Drawing statistical inferences from large datasets in a way that is robust to model assumptions is an important problem in statistics and data science. In this paper, we study a central question in this area, performing statistical inference for the unknown regression parameters in linear models.

1.1 Linear models and heteroskedastic noise

The linear regression model

\[ Y = X \beta + \varepsilon \]  

is widely used and fundamental in many areas. The goal is to understand the dependence of an outcome variable \( Y \) on some \( p \) covariates \( x = (x_1, \ldots, x_p)^\top \). We observe \( n \) such data points, arranging their outcomes into the \( n \times 1 \) vector \( Y \), and their covariates into the \( n \times p \) matrix \( X \). We assume that \( Y \) depends linearly on \( X \), via some unknown \( p \times 1 \) parameter vector \( \beta \). The noise vector \( \varepsilon \) consists of independent random variables.

A fundamental practical problem is that the structure of noise \( \varepsilon \) affects the accuracy of inferences about the regression coefficient \( \beta \). If the noise level in an observation is very high, that observation contributes little useful information. Such an observation could bias our inferences, and we should discard or down-weight it. The practical meaning of large noise is that our model underfits the specific observation. However, we usually do not know the noise level of each observation. Therefore, we must
design procedures that adapt to unknown noise levels, for instance by constructing preliminary estimators of the noise. This problem of unknown and unequal noise levels, i.e., heteroskedasticity, has long been recognized as a central problem in many applied areas, especially in finance and econometrics.

In applied data analysis, and especially in the fields mentioned above, it is a common practice to use the ordinary least-squares (OLS) estimator $\hat{\beta} = (X^\top X)^{-1}X^\top Y$ as the estimator of the unknown regression coefficients, despite the potential of heteroskedasticity. The OLS estimator is still unbiased, and has other desirable properties—such as consistency—under mild conditions. For statistical inference about $\beta$, the common practice is to use heteroskedasticity-robust confidence intervals.

Specifically, in the classical low-dimensional case when the dimension $p$ is fixed and the sample size $n$ grows, the OLS estimator is asymptotically normal with asymptotic covariance matrix $C_\infty = \lim_{n \to \infty} nC$, with

$$C = \text{Cov}(\hat{\beta}) = (X^\top X)^{-1}X^\top \Sigma X(X^\top X)^{-1}. \quad (2)$$

Here the covariance matrix of the noise is a diagonal matrix $\text{Cov}(\epsilon) = \Sigma$. To form confidence intervals for individual components of $\beta$, we need to estimate diagonal entries of $C$. White (1980), in one of highest cited papers in econometrics, studied the following plug-in estimator of $C$, which simply estimates the unknown noise variances by the squared residuals:

$$\hat{C}_W = (X^\top X)^{-1}X^\top \text{diag}(\hat{\epsilon})^2 X(X^\top X)^{-1}. \quad (3)$$

Here $\hat{\epsilon} = Y - X\hat{\beta}$ is the vector containing the residuals from the OLS fit. This is also known as the sandwich estimator, the Huber-White, or the Eicker-Huber-White estimator. White showed that this estimator is consistent for the true covariance matrix of $\hat{\beta}$, when the sample size grows to infinity, $n \to \infty$, with fixed dimension $p$. Earlier closely related work was done by Eicker (1967); Huber (1967). In theory, these works considered more general problems, but White’s estimator was explicit and directly applicable to the central problem of inference in OLS. This may explain why White’s work has achieved such a large practical impact, with more than 34,000 citations at the time of writing.

However, it was quickly realized that White’s estimator is substantially biased when the sample size $n$ is not too large—for instance when we only have twice as many samples as the dimension. This is a problem, because it can lead to incorrect statistical inferences. MacKinnon and White (1985) proposed a bias-correction that is unbiased under homoskedasticity. However, the question of forming confidence intervals has remained challenging. Despite the unbiasedness of the MacKinnon-White estimate in special cases, confidence intervals based on it have below-nominal probability of covering the true parameters in low dimensions (see e.g., Kauermann and Carroll, 2001). It is not clear if this continues to hold in the high-dimensional case. In fact in our simulations we observe that these confidence intervals (CIs) can be anti-conservative in high dimensions. Thus, constructing accurate CIs in high dimensions remains a challenging open problem.

In this paper, we propose to construct confidence intervals via a variance estimator that is unbiased even under heteroskedasticity. Since the estimator (described later), is based on Hadamard products, we call it the Hadamard estimator. This remarkable estimator has been discovered several times (Hartley et al., 1969; Chew, 1970; Cattaneo et al., 2018), and the later works do not always appear to be aware of the earlier ones. The estimator does not appear to be widely known by researchers in finance and econometrics, and does not appear in standard econometrics textbooks such as Greene (2003), or in recent review papers such as Imbens and Kolesar (2016). We came upon the Hadamard estimator in 2017 while studying the bias of White’s estimator, and were surprised to find out about how early it was discovered. We emphasize that the papers above did not study many of the important properties of this estimator. For instance, it is not even clear based on these works under what conditions this estimator exists.

In our paper, we start by showing how to solve five important problems in the linear regression model using the Hadamard estimator: constructing confidence intervals, estimating signal-to-noise ratio (SNR), signal strength, noise level, and mean squared error (MSE) in a robust way under heteroskedasticity (Section 2.1). To use the Hadamard estimator, we need to show the fundamental result that it is well-defined (Section 2.2). We prove matching upper and lower bounds on the relation between the dimension
The distribution of this random variable is approximated by a standard normal distribution. We replace the unknown variance more generally, our inference result handles any linear combination—contrast—of a pivotal role in constructing confidence intervals and conducting hypothesis testing for the coefficients.

Next, we develop a new degrees-of-freedom correction for the Hadamard estimator, which gives more accurate confidence intervals than several variants of the sandwich estimator (Section 2.3). Finally, we also establish the rate of convergence and approximate normality of the estimator, using the second-order Poincaré inequality (Section 4). We also perform numerical experiments to validate our theoretical results (Section 5). Software implementing our method, and reproducing our results, is available from the authors’ GitHub page, http://github.com/dobriban/Hadamard.

Notation. For a positive integer \( n \), we denote \( [n] = \{1, \ldots, n\} \). For a vector \( v \in \mathbb{R}^n \), let \( \|v\| := (\sum_{i=1}^n v_i^2)^{1/2} \) be the Euclidean norm. For any matrix \( A \in \mathbb{R}^{m \times n} \), let \( \|A\| \) or \( \|A\|_{\text{op}} \) stand for the operator norm, defined by \( \|A\| := \sup_{v \in \mathbb{R}^n, v \neq 0} \frac{\|Av\|_2}{\|v\|_2} \). The Frobenius norm is defined by \( \|A\|_F := (\sum_{i=1}^m \sum_{j=1}^n A_{ij}^2)^{1/2} \); and the infinity norm is \( \|A\|_\infty := \max_{1 \leq i \leq m} \sum_{j=1}^n |A_{ij}| \).

## 2 Main Results

### 2.1 Solving five problems under heteroskedasticity

Under heteroskedasticity, some fundamental estimation and inference tasks in the linear model are more challenging than under homoskedasticity. As we will see, the difficulty often arises from a lack of a good estimator of the variance of the OLS estimator. For the moment, assume that there is an unbiased estimator of the coordinate-wise variances of the OLS estimator. That is, we consider a vector \( \hat{V} \) satisfying \( \mathbb{E} \hat{V} = V \) under heteroskedasticity, where \( V = \text{diag } C = \text{diag } \text{Cov}(\hat{\beta}) \) is defined through equation (2). To define this unbiased estimator, we collect some useful notation as follows, though the estimator itself shall be introduced in detail in Section 2.2. Let \( S = (X^\top X)^{-1} X^\top \) be the matrix used in defining the ordinary least-squares estimate, and \( Q = I_n - X (X^\top X)^{-1} X^\top \) be the projection into the orthocomplement of the column space of \( X \). Here \( I_n \) is the identity matrix. Let us denote by \( M \odot M \) the Hadamard—or elementwise—product of a matrix or vector \( M \) with itself.

Among others, the following five important applications demonstrate the usefulness of the unbiased variance estimator \( \hat{V} \).

**Constructing confidence intervals.** A first fundamental problem is inference for the regression coefficients. Assuming the noise \( \varepsilon \) in the linear model (1) follows a heteroskedastic normal distribution \( \varepsilon \sim \mathcal{N}(0, \Sigma) \) for a diagonal covariance matrix \( \Sigma \), the random variable \( (\hat{\beta}_j - \beta_j)/\sqrt{V_j} \) follows the standard normal distribution. We replace the unknown variance \( V_j \) of the OLS estimator by its approximation \( \hat{V}_j \) and focus on the distribution of the following approximate pivotal quantity

\[
\frac{\hat{\beta}_j - \beta_j}{\sqrt{\hat{V}_j}}.
\]

The distribution of this random variable is approximated by a \( t \) distribution in Section 2.3 and this plays a pivotal role in constructing confidence intervals and conducting hypothesis testing for the coefficients. More generally, our inference result handles any linear combination—contrast—of \( \beta \), see the result in Section 4.

**Estimating the SNR.** Recall that \( \|x\| = (\sum_i x_i^2)^{1/2} \) is the Euclidean norm of a vector \( x \in \mathbb{R}^n \). The signal-to-noise ratio (SNR)

\[
\text{SNR} = \frac{n\|\beta\|^2}{\mathbb{E}\|\varepsilon\|^2} = \frac{n\|\beta\|^2}{\text{tr } \Sigma}
\]

of the linear model (1) is a fundamental measure that quantifies the fraction of variability explained by the covariates of an observational unit. In genetics, the SNR corresponds to heritability if the response
y denotes the phenotype of a genetic trait (Visscher et al., 2008). Existing work on estimating this important ratio in linear models, however, largely focuses on the relatively simple case of homoskedasticity (see, for example, Dicker (2014); Janson et al. (2017)). Without appropriately accounting for heteroskedasticity, the estimated SNR may be unreliable.

As an application of the estimator \( \hat{V} \), we propose to estimate the SNR using

\[
\hat{\text{SNR}} = \frac{\|\hat{\beta}\|^2 - 1_p^T \hat{V}}{n^{-1} 1_p^T (Q \odot Q)^{-1} (\tilde{\varepsilon} \odot \tilde{\varepsilon})},
\]

where recall that \( \tilde{\varepsilon} \) is the vector of residuals in the linear model, and \( 1_p \) denotes a column vector with all \( p \) entries being ones. Above, \( (Q \odot Q)^{-1} \) denotes the inverse of the Hadamard product \( Q \odot Q \) of \( Q = I_n - X (X^T X)^{-1} X^T \) with itself (we will later study this invertibility in detail). The numerator and denominator of the fraction in (5) are unbiased for the signal part and noise part, respectively, as we show in the next two examples. As shown in Section A.12, this estimator is ratio-consistent.

**Estimating signal squared magnitude.** A further fundamental problem is estimating the magnitude of the regression coefficient \( \|\beta\|^2 \). From the identity \( E \|\hat{\beta}\|^2 = \|\beta\|^2 + \text{tr} (\text{Cov}(\hat{\beta})) \), it follows that an unbiased estimator of \( \text{tr} (\text{Cov}(\hat{\beta})) \) is \( 1_p^T \hat{V} \). Thus, an unbiased estimator of the squared signal magnitude is \( \|\hat{\beta}\|^2 - 1_p^T \hat{V} \).

**Estimating the total noise level.** As an intermediate step in the derivation of the unbiased estimator \( \hat{V} \), we obtain the identity

\[
\text{diag}(\Sigma) = (Q \odot Q)^{-1} E (\tilde{\varepsilon} \odot \tilde{\varepsilon}).
\]

That is, the vector \( \text{diag}(\Sigma) \) of the entries of \( \Sigma \) can be written as a matrix-vector product in the appropriate way. As a consequence of this, we can use \( (Q \odot Q)^{-1} (\tilde{\varepsilon} \odot \tilde{\varepsilon}) \) to estimate \( \text{diag}(\Sigma) \) in an unbiased way. In addition, we can use \( 1_p^T (Q \odot Q)^{-1} (\tilde{\varepsilon} \odot \tilde{\varepsilon}) \) as an unbiased estimate of the total noise level \( \text{tr}(\Sigma) = \sum_{i=1}^n \text{Var}(\varepsilon_i) \).

**Estimating the MSE.** An important problem concerning the least-squares method is estimating its mean squared error (MSE). Let \( \text{MSE} = E \|\hat{\beta} - \beta\|^2 \) be the MSE. Consider the estimator \( \hat{\text{MSE}} = \sum_{i=1}^n \hat{V}_i \). As in the part “Estimating signal squared magnitude,” it follows that \( \hat{\text{MSE}} \) is an unbiased estimator of the MSE. Later in Section 5 we will show in simulations that this estimator is more accurate than the corresponding estimators based on White’s and MacKinnon-White’s covariance estimators.

### 2.2 The Hadamard estimator and its well-posedness

This section specifies the variance estimator \( \hat{V} \). This estimator has appeared in Hartley et al. (1969); Chew (1970); Cattaneo et al. (2018), and takes the following form of matrix-vector product

\[
\hat{V} = A(\tilde{\varepsilon} \odot \tilde{\varepsilon}),
\]

where the matrix \( A \) is

\[
A = (S \odot S)(Q \odot Q)^{-1}.
\]

Here \( (Q \odot Q)^{-1} \) is the usual matrix inverse of \( Q \odot Q \) and recall that both \( Q \odot Q \) and \( \tilde{\varepsilon} \odot \tilde{\varepsilon} \) denote the Hadamard product. As such, \( \hat{V} \) is henceforth referred to as the Hadamard estimator. In short, this is a method of moments estimator, using linear combinations of the squared residuals.

While the Hadamard estimator enjoys a simple expression, there is little work on a fundamental question: whether this estimator exists or not. More precisely, in order for the Hadamard estimator to be well-defined, the matrix \( Q \odot Q \) must be invertible. Without this knowledge, all five important applications in Section 2.1 would suffer from a lack of theoretical foundation. While the invertibility can be checked for a given dataset, knowing that it should hold under general conditions gives us a confidence that the method can work broadly.
As a major thrust of this paper, we provide a deep understanding of under what conditions $Q \circ Q$ should be expected to be invertible. The problem is theoretically nontrivial, because there are no general statements about the invertibility of matrices whose entries are squared values of some other matrix. In fact, $Q = I_n - X(X^T X)^{-1}X^T$ is an $n \times n$ rank-deficient projection matrix of rank $n - p < n$. Therefore, $Q$ itself is not invertible, and it is not clear how its rank behaves when the entries are squared. However, we have the following lower bound on $n$ for this invertibility to hold.

**Proposition 2.1** (Lower bound). *If the Hadamard product $Q \circ Q$ is invertible, then the sample size $n$ must be at least*

$$n \geq p + \frac{1}{2} + \sqrt{2p + \frac{1}{4}}. \quad (8)$$

This result reveals that the Hadamard estimator simply does not exist if $n$ is only slightly greater than $p$, (say $p = n + 1$), though the OLS estimator exists in this regime. The proof of Proposition 2.1 comes from a well-known property of the Hadamard product, that is, if a matrix $B$ is of rank $r$, then the rank of $B \circ B$ is at most $r(r+1)/2$ (e.g., Horn and Johnson, 1994). For completeness, a proof of this property is given in Section A.2. Using this property, the invertibility of $Q \circ Q$ readily implies

$$n \leq \frac{(n-p)(n-p+1)}{2},$$

which is equivalent to (8).

In light of the above, it is tempting to ask whether (8) is sufficient for the existence of the Hadamard estimator. In general, this is not the case. For example, let $X = \begin{pmatrix} R \\ 0 \end{pmatrix}$ for any orthogonal matrix $R \in \mathbb{R}^{p \times p}$. Then, $Q \circ Q$ is not invertible as $Q$ is a diagonal matrix whose first $p$ diagonal entries are 0 and the remaining are 1. This holds no matter how large $n$ is compared to $p$. However, such design matrices $X$ that lead to a degenerate $Q \circ Q$ are very “rare” in the sense of the following theorem. Recall that $Q = I_n - X(X^T X)^{-1}X^T$.

**Theorem 1.** *The set $\{X \in \mathbb{R}^{n \times p} : Q \circ Q$ does not have full rank$\}$ has Lebesgue measure zero in $\mathbb{R}^{n \times p}$ if the inequality (8) is satisfied.*

Therefore, the lower bound in Proposition 2.1 is sharp. Roughly speaking, $n \geq p + c\sqrt{p}$, for $c > 0$, is sufficient for the invertibility of $Q \circ Q$. The proof of this result is new in the vast literature on the Hadamard matrix product. In short, our proof uses certain algebraic properties of the determinant of $Q \circ Q$ and employs a novel induction step. Section 3 is devoted to developing the proof of Theorem 1 in detail. To be complete, Cattaneo et al. (2018) show high-probability invertibility when $p > 2n$ for Gaussian designs. Our invertibility result is more broadly applicable.

Up to now, we have conditioned on $X$, working in a fixed design setting. To better appreciate the theoretical contributions of our paper, we consider a random matrix $X$ in the following corollary, which ensures that the Hadamard estimator is well-defined almost surely for popular random matrix ensembles of $X$ such as the Wishart ensemble.

**Corollary 2.2.** *Under the same conditions as in Theorem 1, if $X$ is sampled from a distribution that is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^{n \times p}$ (put simply, $X$ has a density), then $Q \circ Q$ is invertible almost surely.*

Although $Q \circ Q$ is invertible under very general conditions, our simulations reveal that the condition number of this matrix can be very large for $p$ close to $n$ due to very small eigenvalues. This is problematic, because the estimator can then amplify the error. Our next result shows that $Q \circ Q$ is well-conditioned under some conditions if $n > 2p$. We will show that this holds for certain random design matrices $X$.

Suppose for instance that the entries of $X$ are i.i.d. standard normal, $X_{ij} \sim \mathcal{N}(0,1)$. Then, each diagonal entry of $Q = I_n - X(X^T X)^{-1}X^T$ is relatively large, of unit order. The off-diagonal entries
are of order $1/n^{1/2}$. When we square the entries, the off-diagonal entries become of order $1/n$, while the diagonal ones are still of unit order. Thus, it is possible that the matrix is diagonally dominant, so the diagonal entries are larger than the sum of the off-diagonal ones. This would ensure well-conditioning. We will show rigorously that this is true under some additional conditions.

Specifically, we will consider a high-dimensional asymptotic setting, where the dimension $p$ and the sample size $n$ are both large. We assume that they grow proportionally to each other, $n, p \to \infty$ with $p/n \to \gamma > 0$. This is a modern setting for high-dimensional statistics, and it has many connections to random matrix theory (see e.g., Bai and Silverstein, 2010; Paul and Aue, 2014; Yao et al., 2015).

We will provide bounds on the largest and smallest eigenvalues. We can handle correlated designs $X$, where each row is sampled i.i.d. from a distribution with $p \times p$ covariance matrix $\Gamma$. Let $\Gamma^{1/2}$ be the symmetric square root of $\Gamma$.

**Theorem 2** (Eigenvalue bounds for the Hadamard product with a random design). Suppose the rows $x_i$ of $X$ are i.i.d. and have the form $x_i = \Gamma^{1/2} z_i$, where $z_i$ have i.i.d. entries with mean zero, unit variance and uniformly bounded $(8 + \delta)$-th moment. Suppose that $\Gamma$ is invertible. Then, as $n, p \to \infty$ such that for $\gamma_{p,n} := p/n$, we have $\limsup \gamma_{p,n} < 1/2$, the matrix $T = Q \odot Q$ with $Q = I_n - X(X^\top X)^{-1}X^\top$ satisfies the following eigenvalue bounds for any fixed $\xi > 0$ and sufficiently large $n$:

$$
\lambda_{\max}(T) < 1 - \gamma_{p,n} + \xi,
$$

and

$$
\lambda_{\min}(T) > (1 - \gamma_{p,n})(1 - 2\gamma_{p,n}) - \xi,
$$

with probability at least $1 - Cn^{-1-\delta/4}\xi^{-4-\delta/2}$ for some positive constant $C$ not depending on $\xi$.

See Section A.3 for a proof. Hence, if $p/n \to \gamma < 1/2$, then almost surely

$$(1 - \gamma)(1 - 2\gamma) \leq \liminf \lambda_{\min}(T) \leq \limsup \lambda_{\max}(T) \leq (1 - \gamma).$$

Practically speaking, the above result states that the condition number of $T$ is at most $1/(1 - 2\gamma)$ with high probability. Our invertibility results are stronger than those of Cattaneo et al. (2018). Specifically, we show generic invertibility in finite dimensional designs with probability one, and condition number bounds on non-Gaussian correlated designs that go beyond those considered in their work.

While Corollary 2.2 proves invertibility for continuous distributions, in practice some columns of $X$ can be discrete. In that case, we can still obtain invertibility or condition number bounds by applying Lemma A.2 used in the proof of Theorem 2. That result which has no assumptions on the continuity of $X$ and provides non-asymptotic bounds for the eigenvalues of the matrix.

As an illustration, we study an ANOVA design. For two integers $a \leq b$, we write $[a : b] = \{a, a + 1, \ldots, b\}$. Consider a sequence $1 \equiv n_0 < n_1 < n_2 < \cdots < n_p \equiv n$. Consider the ANOVA design where $X_{j,1} = 1$ for $j \in [1, n_1]$, $X_{j,2} = 1$ for $j \in [n_1 + 1, n_2]$, and so on, until $X_{j,p} = 1$ for $j \in [n_{p-1} + 1, n_p]$. It is readily verified that $x_i^\top R_i^{-1} x_i = 1/(n_j - n_{j-1} - 1)$ if $i \in [n_{j-1}, n_j]$. If $3 \leq \min_{j \in [p]}(n_j - n_{j-1}) \leq \max_{j \in [p]}(n_j - n_{j-1}) \leq C$, then $\lambda_{\min}(T) \geq 2/9$ and $\lambda_{\max}(T) \leq C/(C+1)$. Hence, we obtain a bound on the condition number of $T$.

### 2.3 Degrees-of-freedom adjustment

To obtain a confidence interval for $\beta_j$, we propose to approximate the distribution of the approximate pivot in (4) by a $t$-distribution. The key is to find a good approximation to the degrees of freedom. Let us denote by $V_j = \text{Var} \beta_j$, the expected value of $V_j$. Suppose the degrees of freedom of $V_j$ are $d_j$. Using the second moment properties of the $\chi^2_{d_j}$ variable, these degrees of freedom should obey that

$$
\mathbb{E} \hat{V}_j^2 \approx \frac{V_j^2}{d_j} \mathbb{E} \chi^4_{d_j} = V_j^2(1 + 2/d_j).
$$

\footnote{We thank a referee for raising this point.}
Consequently, we formally define
\[
d_j = \frac{2}{\frac{\mathbb{E} V_j^2}{V_j^2} - 1} = \frac{2V_j^2}{\mathbb{E} V_j^2 - V_j^2}.
\]
(9)

To proceed, we need to evaluate \(\mathbb{E} [\hat{V} \odot \hat{V}] \in \mathbb{R}^p\). The following proposition gives a closed-form expression of this vector assuming homoskedasticity. Let us denote
\[
E = \text{diag} \left[ (X^\top X)^{-1} \right] \odot \text{diag} \left[ (X^\top X)^{-1} \right].
\]
(10)

Recall that \(S = (X^\top X)^{-1} X^\top\).

**Proposition 2.3** (Degrees of freedom). *If the noise \(\varepsilon\) has i.i.d. normal entries, we have that the vector of degrees of freedom of \(\hat{V}\), defined in equation (9), has the form*
\[
d = \frac{2E}{\text{diag} \left[ (S \odot S) 1_n 1_n^\top (S \odot S)^\top \right] + 2 \text{diag} \left[ (S \odot S)(Q \odot Q)^{-1}(S \odot S)^\top \right] - E},
\]
(11)
*where the division is understood to be entrywise.*

See Section A.6 for a proof.

We call the inference method based on approximating \((\hat{\beta}_i - \beta_i)/\sqrt{V_j}\) by a t-distribution with the degrees of freedom specified by (11) the *Hadamard-t* method. This result also leads to a useful *degrees of freedom* heuristic. If the degrees of freedom \(d_i\) are large, this suggests that inferences for \(\beta_i\) are based on a large amount of information. On the other hand, if the degrees of freedom are small, this suggests that the inferences are based on little information, and may thus be unstable.

In our case, the t-distribution is still a heuristic, because the numerator and denominator are not independent under heteroskedasticity. However, the degree of dependence can be bounded as follows:
\[
\| \text{Cov}(\hat{\beta}, \hat{\varepsilon}) \|_{\text{op}} = \| S \Sigma (S^\top X^\top - I) \|_{\text{op}} = \| S (\Sigma - cI) (S^\top X^\top - I) \|_{\text{op}} \\
\leq \| S \|_{\text{op}} \| \Sigma - cI \|_{\text{op}} \| S^\top X^\top - I \|_{\text{op}} \leq \| \Sigma_{\text{max}} - \Sigma_{\text{min}} \|_{\text{op}} / 2 \sigma_{\text{min}}(X).
\]
(12)

In the first line, we have used that \(S = (X^\top X)^{-1} X^\top\). Hence, \(S(S^\top X^\top - I) = 0\). Indeed, \(SS^\top X = (X^\top X)^{-1} X^\top X (X^\top X)^{-1} X^\top = (X^\top X)^{-1} X^\top = S\).

For this reason, we can add a constant times \(S(S^\top X^\top - I) = 0\) in the second step. Then, we can use the inequality \(\| AB \|_{\text{op}} \leq \| A \|_{\text{op}} \| B \|_{\text{op}}\) for any two conformable matrices \(A, B\).

In (12), we have chosen \(c = (\Sigma_{\text{max}} + \Sigma_{\text{min}})/2\), where \(\Sigma_{\text{max}}\) and \(\Sigma_{\text{min}}\) denote the maximal and minimal entries of \(\Sigma\), respectively. Moreover, we have also used that \(\| S \|_{\text{op}} = 1/\sigma_{\text{min}}(X)\), while \(\| S^\top X^\top - I \|_{\text{op}} = \| X(X^\top X)^{-1} X^\top - I \|_{\text{op}} \leq 1\).

Now, for designs \(X\) of aspect ratios \(n \times p\) that are not close to 1, and with i.i.d. entries with sufficiently many moments, it is known that \(\sigma_{\text{min}}(X)\) is of the order \(n^{1/2}\). This suggests that the covariance between \(\hat{\beta}\) and \(\hat{\varepsilon}\) is small. Hence, this heuristic suggests that the t-approximation should be accurate. Moreover when \(V_j \sim V_j \to 0\) in probability, and under the conditions in Section 4.1, we also have that the limiting distribution is standard normal.

### 2.4 Hadamard estimator with \(p = 1\)

As a simple example, consider the case of one covariate, when \(p = 1\). In this case, we have \(Y = X \beta + \varepsilon\), where \(y, X, \varepsilon\) are \(n\)-vectors. Assuming without loss of generality that \(X^\top X = 1\), the OLS estimator takes the form \(\hat{\beta} = X^\top y\). Its variance equals \(V = \sum_{j=1}^n X_j^2 \Sigma_j\), where \(\Sigma_j\) is the variance of \(\varepsilon_j\), and \(X_j\) are the entries of \(X\).
The Hadamard estimator takes the form

\[ \hat{V} = \frac{\sum_{j=1}^{n} \frac{X_j^2 \varepsilon_j^2}{1 - 2X_j^2}}{1 + \sum_{j=1}^{n} \frac{X_j^4}{1 - 2X_j^2}}, \]

which is well-defined if all coordinates \( X_j^2 \) are small enough that \( 1 - 2X_j^2 > 0 \). See section A.7 for the argument. The unbiased estimator is not always nonnegative. To ensure nonnegativity, we need \( X_j^2 < 1/2 \) in this case. In practice, we may enforce non-negativity by using \( \max(\hat{V}, 0) \) instead of \( \hat{V} \), but see below for a more thorough discussion.

For comparison, White’s variance estimator is \( \hat{V}_W = \sum_{j=1}^{n} \frac{X_j^2 \varepsilon_j^2}{1 - X_j^2} \), while MacKinnon-White’s variance estimator (MacKinnon and White, 1985) can be seen to take the form

\[ \hat{V}_{MW} = \sum_{j=1}^{n} \frac{X_j^2 \varepsilon_j^2}{1 - X_j^2} = \sum_{j=1}^{n} \frac{X_j^2}{\sum_{i=1, i \neq j}^{n} X_i^2 \varepsilon_j^2}. \]

We observe that each variance estimator is a weighted linear combination of the squared residuals, where the weights are some functions of the squares of the entries of the feature vector \( X \). For White’s estimator, the weights are simply the squared entries. For MacKinnon-White’s variance estimator, the weights are scaled up by a factor \( 1/(1 - X_j^2) \) > 1. As we know, this ensures the estimator is unbiased under homoskedasticity. For the Hadamard estimator, the weights are scaled up more aggressively by \( 1/(1 - 2X_j^2) \) > 1, and there is an additional normalization step. In general, these weights do not have to be larger—or smaller—than those of the other two weighting schemes.

A critical issue is that the Hadamard estimator may not always be non-negative. It is well known that unbiased estimators may fall outside of the parameter space (Lehmann and Casella, 1998). When \( p = 1 \), almost sure non-negativity is ensured when the coordinates of \( X \) are sufficiently small. It would be desirable, but seems non-obvious, to obtain such results for general dimension \( p \).

In addition, the degrees of freedom from (11) simplifies to \( d = 1 + 1/\left( \sum_{j=1}^{n} \frac{X_j^4}{1 - 2X_j^2} \right) \). This can be as large as \( n - 1 \), for instance \( d = n - 1 \) when all \( X_j^2 = 1/n \). The degrees of freedom can only be small if the distribution of \( X_j^2 \) is very skewed.

### 2.5 Bias of classical estimators

As a byproduct of our analysis, we also obtain explicit formulas for the bias of the two classical estimators of the variances of the ordinary least-squares estimator, namely the White and MacKinnon-White estimators. This can in principle enable us to understand when the bias is small or large.

The estimator proposed by MacKinnon and White (1985), which we will call the *MW estimator*, is:

\[ \hat{\Sigma}_{MW} = \left( X^\top X \right)^{-1} \left[ X^\top \hat{\Sigma}_{MW} X \right] \left( X^\top X \right)^{-1}, \tag{13} \]

where \( \hat{\Sigma}_{MW} = \text{diag}(Q)^{-1} \text{diag}(\hat{\varepsilon})^2 \). This estimator is unbiased under homoskedasticity, that is, \( \Sigma = \sigma^2 I_n \). It is denoted as HC2 in the paper MacKinnon and White (1985). The same estimator was also proposed by Wu (1986), equation (2.6).

**Proposition 2.4** (Bias of classical estimators). Consider White’s covariance estimator defined in (3) and MacKinnon-White’s estimator defined in (13). Their bias for estimating the coordinate-wise variances of the OLS estimator equals, respectively

\[ b_W = (S \odot S) \left[ (Q \odot Q) - I_n \right] \hat{\Sigma} \]

for White’s covariance estimator, and

\[ b_{MW} = (S \odot S) \left[ \text{diag}(Q)^{-1} (Q \odot Q) - I_n \right] \hat{\Sigma} \]

for MacKinnon-White’s estimator. Here \( \hat{\Sigma} \) is the vector of diagonal entries of \( \Sigma \), the covariance of the noise.
See Section A.8 for a proof. In particular, MacKinnon-White’s estimator is known to be unbiased under homoskedasticity, that is when $\Sigma = I_n$ (MacKinnon and White, 1985). This can be checked easily using our explicit formula for the bias. Specifically suppose that $\Sigma = I_n$. Then, $\Sigma = 1_n$, the vector of all ones. Therefore, $(Q \odot Q)\Sigma = \text{vec}(\|q_j\|^2)$, the vector of squared Euclidean norms of the rows of $Q$. Since $Q$ is a projection matrix, $Q^2 = Q$, so $\|q_j\|^2 = Q_{jj}$. Therefore we see that

$$[\text{diag}(Q)^{-1}(Q \odot Q) - I_n]\Sigma = \text{diag}(Q)^{-1}\text{vec}(Q_{jj}) - 1_n = 0,$$

so that MacKinnon-White’s estimator is unbiased under homoskedasticity.

2.6 Some related work

There has been a lot of related work on inference in linear models under heteroskedasticity. Here we can only mention a few of the most closely related works, and refer to Imbens and Kolesar (2016) for a review. In the low-dimensional case, Bera et al. (2002) compared the Hadamard and White-type estimators and discovered that the Hadamard estimator lead to more accurate coverage, while the White estimators have better mean squared error.

As a heuristic to improve the performance of the MacKinnon-White (MW) confidence intervals in high dimensions, Bell and McCaffrey (2002) have a similar approach to ours, with a $t$ degrees of freedom correction. Simulations in the very recent review paper by Imbens and Kolesar (2016) suggest this method is the state of the art for heteroskedasticity-consistent inference, and performs well under many settings. However, this correction is computationally more burdensome than the MW method, because it requires a separate $O(p^3)$ computation for each regression coefficient, raising the cost to $O(p^4)$. In contrast, our method has computational cost $O(p^3)$ only. In addition, the accuracy of their method typically does not increase substantially compared to the MW method. We think that this could be due to the bias of the MW method under heteroskedasticity.

In this work, we have used the term “robust” informally to mean insensitivity to assumptions about the covariance of the noise. Robust statistics is a much larger field which classically studies robustness to outliers in the data distribution (e.g., Huber and Ronchetti, 2011). Recent work has focused, among many other topics, on high-dimensional regression and covariance estimation (e.g., El Karoui et al., 2013; Chen et al., 2016; Donoho and Montanari, 2016; Zhou et al., 2018; Diakonikolas et al., 2017, etc).

3 Existence of Hadamard estimator

In this section we develop the novel proof of the existence of the Hadamard estimator. We begin by observing that Theorem 1 is equivalent to the proposition below. This is because the Lebesgue measure admits an orthogonal decomposition using the SVD.

**Proposition 3.1.** Assume $r(r + 1)/2 \geq n$. Denote by $Q$ the set of all $n \times n$ projection matrices of rank $r$ and let $dQ$ be the Lebesgue measure on $Q$. Then, the set $\{Q \in Q : \text{rank}(Q \odot Q) < n\}$ has zero-$dQ$ measure.

We take the following lemma as given for the moment.

**Lemma 3.2.** Under the same assumptions as Proposition 3.1, there exists a $Q^* \in Q$ such that $\text{rank}(Q^* \odot Q^*) = n$.

A proof of Proposition 3.1 using Lemma 3.2 is readily given as follows.

**Proof of Proposition 3.1.** Let $p = n - r$. Consider the map from $\mathbb{R}^{n \times p}$ (ignoring the zero-Lebesgue measure set where $X$ is not of rank $p$) to $Q$:

$$X \in \mathbb{R}^{n \times p} \rightarrow Q = I - X(X^TX)^{-1}X^T \in Q.$$
It is easy to see that the map is a surjection and the preimage of this map for every \( Q \in \mathcal{Q} \) is rotationally equivalent to each other. Hence, it suffices to show that the set of \( X \) where the Hadamard product of \( I - X(X^T X)^{-1}X^T \) is degenerate is measure zero.

We observe that the determinant takes the form
\[
det \left( (I - X(X^T X)^{-1}X^T) \odot (I - X(X^T X)^{-1}X^T) \right) = \frac{f_1(X)}{f_2(X)},
\]
where \( f_1(X) \) and \( f_2(X) \) are polynomials in the \( np \) variables \( X_{ij}, 1 \leq i \leq n, 1 \leq j \leq p \). As a fundamental property of polynomials, one and exactly one of the following two cases holds:

(a) The polynomial \( f_1(X) \equiv 0 \) for all \( X \).

(b) The roots of \( f_1(X) \) are of zero Lebesgue measure.

Lemma 3.2 falsifies case (a). Therefore, case (b) must hold. Recognizing that the set of \( X \) where the Hadamard product of \( Q(X) \) is not full rank is a subset of the roots of \( f_1(X) \), case (b) confirms the claim of the present lemma.

Now we turn to prove Lemma 3.2. For convenience, we adopt the following definition.

**Definition 3.3.** For a set of vectors \( u_1, \ldots, u_r \in \mathbb{R}^n \), write \( \text{rank}^\odot(u_1, \ldots, u_r) \) the rank of the \( r(r+1)/2 \) vectors each taking the form \( u_i \odot u_j \) for \( 1 \leq i \leq j \leq r \).

First, we give two simple lemmas.

**Lemma 3.4.** Suppose two sets of vectors \( \{u_1, u_2, \ldots, u_r\} \) and \( \{u'_1, u'_2, \ldots, u'_{r'}\} \) are linearly equivalent, meaning that one can be linearly represented by the other. Then,
\[
\text{rank}^\odot(u_1, \ldots, u_r) = \text{rank}^\odot(u'_1, \ldots, u'_{r'}).
\]

**Lemma 3.5.** For any matrix \( P \) that takes the form \( P = u_1u_1^T + \ldots + u_ru_r^T \) for some vectors \( u_1, \ldots, u_r \), we have
\[
\text{rank}(P \odot P) = \text{rank}^\odot(u_1, \ldots, u_r).
\]

Making use of the two lemmas above, Lemma 3.2 is validated once we show the following.

**Lemma 3.6.** There exist vectors \( u_1, \ldots, u_r \) such that \( \text{rank}^\odot(u_1, \ldots, u_r) = n \) if \( r(r+1)/2 \geq n \).

To see this point, we apply the Gram–Schmidt orthonormalization to \( u_1, \ldots, u_r \) considered in Lemma 3.6, and get orthonormal vectors \( v_1, \ldots, v_r \). Write \( Q^* = v_1v_1^T + \ldots + v_r v_r^T \), which belongs to \( \mathcal{Q} \). Since \( u_1, \ldots, u_r \) and \( v_1, \ldots, v_r \) are linearly equivalent, Lemmas 3.4 and 3.5 reveal that
\[
\text{rank}(Q^* \odot Q^*) = \text{rank}^\odot(v_1, \ldots, v_r) = \text{rank}^\odot(u_1, \ldots, u_r) = n.
\]

Now we aim to prove Lemma 3.6.

**Proof of Lemma 3.6.** We consider a stronger form of Lemma 3.6: for generic \( u_1, \ldots, u_r \), any combination of \( n \) vectors from \( u_i \odot u_j \) for \( 1 \leq i \leq j \leq r \) have full rank. Here generic means that this statement does not hold only for a set of zero Lebesgue measure.

We induct on \( n \). The statement is true for \( n = 1 \). Suppose it has been proven true for \( n - 1 \). Let \( \mathcal{U} \) denote an arbitrary subset of \( \{ (i, j) : 1 \leq i \leq j \leq r \} \) with cardinality \( n \). Write \( P = (u_i \odot u_j)_{(i, j) \in \mathcal{U}} \).

It is sufficient to show that \( \det(P) \) is generically nonzero. As earlier in the proof of Proposition 3.1, it suffices to show that \( \det(P) \) is not always zero. Without loss of generality, let \( (i_0, j_0) \in \mathcal{U} \) be the first column of \( P \). Expressing the determinant of \( P \) in terms of its minors along the first column, we see that \( \det(P) \) is an affine function of \( u_{i_0}(1)u_{j_0}(1) \), with the leading coefficient being the determinant of a \( (n - 1) \times (n - 1) \) minor matrix that results from \( P \) by removing the first row and the first column. The induction step is complete if we show that this minor matrix, denoted by \( P_{1,1} \) is nonzero generically.
Write $u_i^{(-1)}$ the vector in $\mathbb{R}^{n-1}$ formed by removing the first entry from $u_i$ for $i = 1, \ldots, r$. Then, each of the $n-1$ column of $P_{v,1}$ takes the form $u_i^{(-1)} \odot u_j^{(-1)}$ for some $(i, j) \in U \setminus \{(i_0, 0)\}$. Since the induction step has been validated for $n-1$, it follows that the determinant of $P_{v,1}$ is nonzero in the generic sense.

To complete this section, we prove below Lemmas 3.4 and 3.5.

**Proof of Lemma 3.4.** Since $\{u'_1, u'_2, \ldots, u'_r\}$ can be linearly represented by $\{u_1, u_2, \ldots, u_r\}$, each $u'_j$ can be written as $u'_j = \sum_{i=1}^r a_i^j u_i$ for constants $a_i^j$. Using the representation, the Hadamard product between two vectors reads

$$u'_i \odot u'_j = \left( \sum_{i=1}^r a_i^j u_i \right) \odot \left( \sum_{i=1}^r a_i^j u_i \right) = \sum_{l_1, l_2} a_{l_1}^i a_{l_2}^j u_{l_1} \odot u_{l_2}.$$ 

This expression for $u'_i \odot u'_j$ suggests that $u'_i \odot u'_j$ is in the linear span of $u_{l_1} \odot u_{l_2}$ for $1 \leq l_1 \leq l_2 \leq r$. As a consequence of this, it must hold that

$$\text{rank}^\circ(u'_1, u'_2, \ldots, u'_r) \equiv \text{rank}(\{u'_i \odot u'_j : 1 \leq i \leq j \leq r\}) \leq \text{rank}(\{u_{l_1} \odot u_{l_2} : 1 \leq l_1 \leq l_2 \leq r\}) = \text{rank}^\circ(u_1, u_2, \ldots, u_r).$$

Likewise, we have $\text{rank}^\circ(u'_1, u'_2, \ldots, u'_r) \geq \text{rank}^\circ(u_1, u_2, \ldots, u_r)$. Taking the two inequalities together leads to an identity between the two ranks.

**Proof of Lemma 3.5.** As earlier in this section, we can write $P$ as

$$P \odot P = \sum_{1 \leq i, j \leq r} (u_i \odot u_j)(u_i \odot u_j)^\top.$$ 

Let $R$ be an $n \times r^2$ matrix formed by the $r^2$ columns $u_i \odot u_j$ for $1 \leq i, j \leq n$. Clearly, $\text{rank}(P \odot P) = \text{rank}(R)$ since $P \odot P = RR^\top$. The (column) rank of $R$ is $\text{rank}^\circ(u_1, \ldots, u_r)$ by Definition 3.3, as $u_i \odot u_j = u_j \odot u_i$). Hence, $\text{rank}(P \odot P) = \text{rank}^\circ(u_1, \ldots, u_r)$.

\textbf{4 Rate of Convergence}

We now turn to studying the rates of convergence of estimators analyzed in this paper. For this, we need to introduce some additional notation. We use $O(\cdot)$ and $o(\cdot)$ for the standard big-O and little-o notation. For two positive sequences $(a_n)_{n \geq 1}$, $(b_n)_{n \geq 1}$, we say $a_n = \Omega(b_n)$ if there exists a universal positive constant $c$ such that $a_n/b_n > c$. The condition number of a square matrix $B$ is denoted by $\kappa(B)$. Convergence in probability and convergence in distribution are denoted as $\Rightarrow_p$ and $\Rightarrow$, respectively.

We next give a fundamental result characterizing the sampling properties of the Hadamard estimator. This result bounds the relative error for estimating the vector of variances of all the entries of the OLS estimator. It shows that the estimation error is smaller when the aspect ratio $\gamma$ is small. We write $\hat{\Sigma}$ for the vector of the diagonal elements of $\Sigma$.

**Theorem 3 (Rate of convergence).** Under the conditions of Theorem 2, assume in addition that the fourth moment of the entries $\epsilon_i$, $i \in [n]$ is less than a constant $C \geq 3$ times the squared variance of the entries. Let $V$ denote the vector of variances of the entries of the OLS estimator. Then, under high-dimensional asymptotics as $n, p \to \infty$ such that $\lim \sup \gamma_{p,n} = \lim \sup p/n < 1/2$, we have for any constant $c > 1$ and some constant $C' > 1$ that for all $n$ large enough,
\[
\mathbb{P}\left( \frac{\| \hat{V} - V \|}{\| \Sigma \|} \geq \frac{t}{n} \right) \leq 2c \left[ \frac{1}{2} \sigma_{\min}(\Gamma)(1 - \gamma_{p,n}^{1/2})(1 - 2\gamma_{p,n}^{1/2}) \right]^2 + C'n^{-\frac{1}{2}}. 
\]

See Section A.9 for a proof.

### 4.1 Asymptotic normality

We already know that the estimator \( \hat{V} \) is unbiased for the variances of the coordinates of the OLS estimator \( V = \text{diag} \, \text{Cov}(\hat{\beta}) \), and in the previous section we have seen an inequality bounding the error \( \| \hat{V} - V \| \). In this section, we aim to study an estimator of \( w_p^\top \Sigma S S^\top w_p \) for a sequence \( (w_p)_{p \geq 1} \) of vectors \( w_p \in \mathbb{R}^p \). This represents the variance of \( w_p^\top \hat{\beta} \), and taking \( w_p \) to be the \( i \)-th canonical basis vectors in \( \mathbb{R}^p \), for all \( p \), it reduces to \( V_i \). The analysis will later be further used to derive an inferential method for \( w_p^\top \beta \).

We use the coordinate-wise case of estimating \( V_i \) for some \( i \in [p] \), to illustrate the idea. To study the asymptotic distribution of \( \hat{V}_i = A_i^\top (\varepsilon \circ \breve{\varepsilon}) \), where \( A_i^\top \) is the \( i \)-th row of \( A = (S \circ S)(Q \circ Q)^{-1} \), we consider the noise \( \varepsilon = \Sigma^{1/2} Z \) to be linear combination of a vector of sufficiently smooth functions \( Z \) of a Gaussian random vector, specified by the conditions in Theorem 4 below. In that case, we can express the residuals as \( \varepsilon = Q \Sigma^{1/2} Z \).

Thus, we see that the estimator \( \hat{V}_i \), a linear combination of squared entries of \( \varepsilon_i \), can be written as a symmetric quadratic form in \( Z \). In particular, if \( Z \sim \mathcal{N}(0,I_n) \), its distribution is a weighted linear combination of chi-squared random variables. For general \( w_p \), the above discussion still applies by replacing \( A_i^\top \) with \( [(w_p^\top S) \circ (w_p^\top S)](Q \circ Q)^{-1} \). For a linear combination of chi-squared random variables, we expect that it is close to a normal distribution if none of the weights is too large. This is formalized by a so-called second order Poincaré inequality (Chatterjee, 2009). We will use this result to obtain the approximation to the normality of the variance estimator, given in the following result, proved in Section A.10. Let \( d_{TV} \) denote total variation distance. For a function \( f : \mathbb{R} \to \mathbb{R} \), \( ||f||_\infty = \sup_{x \in \mathbb{R}} |f(x)| \) is the sup-norm.

**Theorem 4 (Approximate normality).** Assume \( \varepsilon = \Sigma^{1/2} Z \) where \( Z = (Z_1, \ldots, Z_n)^\top \) consists of independent entries that have means zero, variances one, and fourth moments bounded by \( C_4 \). Further suppose that for all \( i \in [n] \), \( Z_i = \psi_i(N_i) \), where \( (N_1, \ldots, N_n)^\top \sim \mathcal{N}(0, I_n) \), and \( \psi_i : \mathbb{R} \to \mathbb{R} \) are twice-differentiable functions such that for all \( i \in [n] \), \( \| \psi_i' \|_\infty < c_1 \) and \( \| \psi_i'' \|_\infty < c_2 \) for some positive constants \( c_1, c_2 \).

Let \( \hat{\Sigma} = (Q \circ Q)^{-1}(\varepsilon \circ \breve{\varepsilon}) \). For a sequence of vectors \( (w_p)_{p \geq 1} \), where \( w_p \in \mathbb{R}^p \) for all \( p \geq 1 \), of unit norm, we have that

\[
d_{TV}\left( \frac{w_p^\top S(\text{diag} \hat{\Sigma}) S^\top w_p - w_p^\top S \Sigma S^\top w_p}{\sqrt{\text{Var}[w_p^\top S(\text{diag} \Sigma) S^\top w_p]}}, \mathcal{N}(0, 1) \right) \leq C_0 \frac{\|G(w_p)\|}{\|G(w_p)\|_{Fr}},
\]

where

\[
G(w_p) = \Sigma^{1/2} Q \text{diag} \{(w_p^\top S) \circ (w_p^\top S)[(Q \circ Q)^{-1}]\} Q \Sigma^{1/2}
\]

and \( C_0 = \min\{C_4 - 1, 2\}^{-1}, 8\sqrt{5}c_1(4C_4 + 2)^{1/4}[(4C_4 + 2)^{1/4}c_2 + c_2] \).

We do not necessarily require \( Z_i, i \in [p] \), to have unit variances, since we can normalize them and absorb the constants into \( \Sigma \). It is also possible to allow \( C_4, c_1 \) and \( c_2 \) to grow to infinity, which allows for some heavy-tailed distributions for \( Z_i \). In addition, as a special case of this theorem, taking \( w_p \) to be the \( i \)-th canonical basis vectors in \( \mathbb{R}^p \), for all \( p \), leads to

\[
d_{TV}\left( \frac{\hat{V}_i - V_i}{\sqrt{\text{Var} \hat{V}_i}}, \mathcal{N}(0, 1) \right) \leq C_0 \frac{\|G(e_i)\|}{\|G(e_i)\|_{Fr}},
\]
Then, for \( G(w) = \Sigma^{1/2}Q \text{diag}[\varepsilon_i^T (S \otimes S)(Q \otimes Q)^{-1}]Q^{1/2} \).

In principle, this result could justify using normal confidence intervals for inference on \( V_i \) as soon as the upper bound provided is small. Moreover, the upper bound in Theorem 4 can be simplified as follows. Denote \( A(w) = [(w_p^T S) \otimes (w_p^T S)](Q \otimes Q)^{-1} \). We have the upper bound \( \|G(w_p)\| \leq \|\Sigma\|\|Q \text{diag}[A(w_p)]Q\| \) and the lower bound \( \|G(w_p)\|_{Fr} \geq \lambda_{\min}(\Sigma)\|Q \text{diag}[A(w_p)]Q\|_{Fr} \). Therefore, the upper bound simplifies to

\[
C_{0N}(\Sigma) \frac{\|Q \text{diag}[A(w_p)]Q\|}{\|Q \text{diag}[A(w_p)]Q\|_{Fr}}.
\]

This bound decouples as the product of a term depending on the unknown covariance matrix \( \Sigma \), and the known design matrix \( X \). Therefore, in practice one can evaluate the second term. Thus, the deviation from normality only depends on the unknown \( \Sigma \) through its condition number.

The subsequent proposition further characterizes conditions on the design matrix \( X \) that lead to \( \|G(w_p)\|/\|G(w_p)\|_{Fr} \to 0 \), thereby resulting in the asymptotic normality of the variance estimator of \( w_p^T S \Sigma S^T w_p \). We also verify that the random design matrix specified in Theorem 2 satisfies these conditions with probability tending to one. See Section A.11 for the proof.

**Proposition 4.1** (Conditions for asymptotic normality). For \( j \in [n] \), let \( S_j \) be the \( j \)-th column of \( S = (X^TX)^{-1}X^T \). Consider the following conditions, where \( c \) and \( C \) are two positive constants:

1. \( \lambda_{\min}(Q \otimes Q) > c \).
2. \( \max_j |w_p^T S_j| = o\left(n^{-1/4} [\lambda_{\min}(X^TX)]^{-1/2}\right) \).
3. \( c < \lambda_{\min}(\Sigma) < \lambda_{\max}(\Sigma) < C \).

Then, for \( G(w_p) \) from (17), we have

\[
\|G(w_p)\| = o\left(n^{-1/2}[\lambda_{\min}(X^TX)]^{-1}\right) \quad \text{and} \quad \|G(w_p)\|_{Fr} = \Omega\left(n^{-1/2}[\lambda_{\min}(X^TX)]^{-1}\right).
\]

In particular, \( \|G(w_p)\|/\|G(w_p)\|_{Fr} = O(1) \) and thus the total variation from (16) vanishes asymptotically. Moreover, for a random design matrix satisfying the conditions in Theorem 2, if \( \kappa(\Gamma) \) is bounded, the above conditions hold with probability tending to one; and thus \( w_p^T S(\text{diag} \hat{\Sigma})S^T w_p \) is asymptotically normal.

After this detailed analysis of \( w_p^T S \Sigma S^T w_p \) and its estimator \( w_p^T S(\text{diag} \hat{\Sigma})S^T w_p \), we discuss inference for \( w_p \beta \). This task crucially relies on the first conclusion in the following ratio-consistency lemma, which is a simple consequence of several bounds obtained in Proposition 4.1. The second conclusion in this lemma shows that although \( \hat{V}_i \)—the unbiased estimator of \( V_i \)—can be negative with a small probability, all \( \hat{V}_i \), for \( i \in [n] \), are simultaneously positive with probability tending to one. This finding is consistent with our numerical experiments. The proof of Lemma 4.2 is in Section A.13.

**Lemma 4.2** (Ratio-consistency). We have the following ratio-consistency results:

1. Under the conditions of Theorem 4 on the noise \( \varepsilon \), and conditions 1, 2, 3 from Proposition 4.1 on the data matrix \( X \), we have \( w_p^T S(\text{diag} \hat{\Sigma})S^T w_p / w_p^T S \Sigma S^T w_p \to 1 \).
2. If we further have \( \max_{1 \leq i \leq n} E|Z_i|^8 = O(n) \), then it follows that \( \max_{i=1}^n |\hat{V}_i/V_i - 1| = o_P(1) \).

The following result provides an inferential method for contrasts \( w_p \beta \). Its proof is built on Lemma 4.2, and is included in Section A.13.

**Theorem 5** (Inference for contrasts). Under the conditions of claim 1 of Lemma 4.2, and further assuming that, with \( S = (X^TX)^{-1}X^T \),

\[
\max_{j \in [n]} |w_p^T S \Sigma^{1/2} \varepsilon_j|^2 / w_p^T S \Sigma S^T w_p \to 0,
\]

we have \( (w_p^T \hat{\beta} - w_p^T \beta)/\sqrt{w_p^T S \text{diag} [(Q \otimes Q)^{-1}(\Xi \otimes \Xi)] S^T w_p} \Rightarrow \mathcal{N}(0,1) \).
Table 1: Type I error for the first coordinate.

| $\gamma = p/n$ | White | MW   | Hadamard | Hadamard-t |
|----------------|-------|------|----------|------------|
| 0.5            | 0.172 | 0.045| 0.042    | 0.039      |
| 0.75           | 0.347 | 0.059| 0.053    | 0.047      |

Condition 18 can be viewed as a delocalization property, where none of the coordinates of the vector $\Sigma^{1/2} S^T w_p$ dominate.

5 Numerical Results

In this section, we present several numerical simulations supporting our theoretical results. We consider the following cases:

Case 1: Take $X$ to have i.i.d. standard normal entries, and the noise to be $\varepsilon = \Sigma^{1/2} Z$, where $Z$ has i.i.d. standard normal entries. The noise covariance matrix $\Sigma$ is the diagonal matrix of eigenvalues of an AR-1 covariance matrix $T$, with $T_{ij} = \rho^{i-j}$.

Case 2: Take $X$ to have i.i.d. $t_{10}$ entries, and the noise to be $\varepsilon = \Sigma^{1/2} Z$ where $Z$ has i.i.d. standard normal entries. The noise covariance matrix $\Sigma$ is the diagonal matrix consisting of the coordinates of $|c^T X|$ where $c = (1, 0, \ldots, 0) \in \mathbb{R}^n$.

5.1 Mean type I error over all coordinates

We show the mean type I error of the normal confidence intervals based on the White, MacKinnon-White, and Hadamard methods over all coordinates of the OLS estimator.

In Figure 1, we show the results for Case 1. We take $n = 1000$, and three aspect ratios, $\gamma = 0.1, 0.5, 0.75$, varying $p$. We consider $\rho = 0$ (homoskedasticity), and $\rho = 0.9$ (heteroskedasticity). We draw one instance of $X$, and draw 1000 Monte Carlo repetitions of $\varepsilon$.

We observe that the CIs based on White’s covariance matrix estimator are inaccurate for the aspect ratios considered. They have inflated type I error rates. All other estimators are more accurate. The MW confidence intervals are quite accurate for each configuration. The Hadamard estimator using the degrees of freedom correction is comparable, and noticeably better if the dimension is high.

5.2 Coordinate-wise type I error

The situation is more nuanced, however, when we look at individual coordinates. In Table 1, we report the empirical type I error of the methods for the first coordinate in Case 1, where the average is over the Monte Carlo trials. In this case, the MW estimator can be either liberal or conservative, while the Hadamard estimator is closer to having the right coverage.

Figure 2 displays the mean type I error of each coordinate in Case 2. We also compare with the leave out (KSS) estimator developed in Kline et al. (2020). The results for Case 1 are in Section B of the appendix. To measure the overall accuracy, we also report the mean absolute deviation $\text{MAD} = p^{-1} \sum_{j=1}^p |\text{err}_j - 0.05|$ where err$_j$ refers to the type I error for the $j$-th coordinate. The White estimator has inflated type I errors especially for larger $p$. We also observe that although the MAD of the Hadamard estimator is large when $p = 800$, the degrees-of-freedom adjustment significantly improves the performance and achieves performance comparable to the MW estimator. The performance of the KSS estimator resembles that of the Hadamard-t estimator.
To further compare with other methods, we plot the mean type I error as a function of $p$ by taking $p$ equally spaced from 100 to 800 with gaps of 100, see Figure 3. The results including the KSS estimator and for Case 1 are reported in Section B of the appendix. We observe that the MW estimators are liberal for the first coordinate but accurate for the second coordinate. The CI based on the Hadamard estimator has a slightly inflated type I error for both coordinates for larger $p$, but the Hadamard-t estimator is accurate.
For comparison, we also conduct experiments using two variants of the bootstrap. First, we use the pairs bootstrap (Freedman, 1981), where each observation of the bootstrap sample \([X^*,Y^*]\) is sampled randomly with replacement from the rows of \([X,Y]\), see Figure 3. We also include the residual bootstrap, which samples with replacement the residuals \(Y - X\hat{\beta}\), and adds them to \(X\hat{\beta}\) to get the new \(Y^*\). Intuitively, this method is justified if the error terms are independent and identically distributed (see e.g., MacKinnon (2006) for a discussion). The corresponding results are in Figure 8.

Since the rows are sampled with replacement for the pairs bootstrap, when \(p\) is close to \(n\), the resampled \(X^\top X^*\) may be ill-conditioned or non-invertible. Figure 3 shows the results where the matrix inversion is done using a pseudoinverse when \(p > 500\). This leads to unstable confidence intervals, coverage and length. The lengths of the confidence intervals are in the right panel of Figure 8.

We also conduct experiments using the jackknife (or equivalently HC3 in MacKinnon and White (1985)), and see from Figures 7 and 9 that the jackknife is not accurate. This can be explained by the fact that the expression for the jackknife estimator therein was derived for a relatively small dimension \(p\).
5.3 Estimating the MSE

In Figure 4, we show the bias in estimating the MSE of the OLS estimator in Case 1 for the three methods where the numbers outside the bracket correspond to the mean biases of the 1000 Monte Carlo runs and the numbers inside the bracket stand for the standard deviation. For each method, we use the estimator which equals the sum of the variances of the individual component estimators.

The results are in line with those from the previous sections. Both MacKinnon-White’s and the Hadamard estimator perform much better than the White estimator. In addition, the Hadamard estimator is usually comparable to MacKinnon-White’s. More results for Case 2 are included in Section B of the Appendix.

5.4 Approximate Normality

Figure 5: Distribution of z-scores of a fixed coordinate of the Hadamard estimator.
In Figure 5, we show the distribution of z-scores of a fixed coordinate of the Hadamard estimator in Case 1. We use a similar setup to the previous sections, but we choose a larger sample size $n = 1,000$, and also smaller aspect ratios $p/n = 0.05$ and $p/n = 0.1$. We observe a relatively good fit to the normal distribution, but it is also clear that a chi-squared approximation may lead to a better fit.

6 Discussion and Future Work

In this paper, we have provided several fundamental theoretical results for the Hadamard estimator, which can be used to construct confidence intervals for the OLS estimator of coefficients in a linear model under heteroskedasticity. We showed that the Hadamard estimator is well-defined and well-conditioned for certain random design models. There are several important directions for future research. Can one develop similar results for nonlinear models? Is it possible to establish the non-negativity of the Hadamard estimator, possibly with some regularization? Is it possible to show approximate coverage results for our $t$-confidence intervals based on the degrees of freedom correction as given in (11)? Such results have been obtained in the low-dimensional case by Kauermann and Carroll (2001), for instance. However, establishing such results in high dimensions seems to require different techniques.

Beyond our current investigations, an important direction is the development of tests for heteroskedasticity. White’s original paper proposed such a test based on comparing his covariance estimator to the usual one under homoskedasticity. There are many other well-known proposals (Dette and Munk, 1998; Azzalini and Bowman, 1993; Cook and Weisberg, 1983; Breusch and Pagan, 1979; Wang et al., 2018). Perhaps most closely related to our work, Li and Yao (2019) have proposed tests for heteroskedasticity with good properties in low and high dimensional settings. Their tests rely on computing measures of variability of the estimated residuals, including the ratio of the arithmetic and geometric means, as well as the coefficient of variation. Their works and follow-ups such as Bai et al. (2016, 2018) show central limit theorems for these test statistics. They also show an improved empirical power compared to some classical tests for heteroskedasticity. It would be of interest to see if our covariance matrix estimator could be used to develop new tests for heteroskedasticity.

An important extension of the heteroskedastic model is the clustered observations model. Liang and Zeger (1986) proposed estimating equations for such longitudinal/clustered data. They allowed arbitrarily correlated observations for any fixed individual (i.e., within each cluster), and proposed a consistent covariance estimator in the low-dimensional setting. Can one extend our ideas to the clustered case?

Another important direction is to develop covariance estimators that have good performance in the presence of both heteroskedasticity and autocorrelation. The most well-known example is possibly the popular Newey-West estimator (West and Newey, 1987), which is a sum of symmetrized lagged autocovariance matrices with decaying weights. Is it possible to develop new methods inspired by our ideas suitable for this setting?

Our paper does not touch on the interesting but challenging regime where $n < p$. In that setting, Buhlmann, Dezeure, Zhang, (Dezeure et al., 2017) proposed bootstrap methods for inference with the lasso under heteroskedasticity, under the limited ultra-sparse regime, where the sparsity $s$ of the regression parameter is $s \ll n^{1/2}$. These methods are limited as they apply only to the lasso, and because they only concern the ultra-sparse regime. It would be interesting to understand this regime better.

It is possible that one could sometimes get better confidence intervals by adding some regularization to the starting estimator, such as starting with an $\ell_2$ regularized regression estimator. However, note that this would come at the cost of introducing some bias, so that each confidence interval would not be centered at the true parameter anymore. It is possible that by an appropriately small regularization, one could achieve a favorable “bias-variance” tradeoff for confidence intervals. However, the specific details are likely complex (e.g., how to tune the regularization) and deserve a separate investigation.
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**Appendix**

**Notation.** For two positive sequences \((a_n)_{n \geq 1}, (b_n)_{n \geq 1}\), we write \(a_n \asymp b_n\) if \(C^{-1}b_n \leq a_n \leq Cb_n\) for some positive constant \(C\).
A Proofs

A.1 Proof of unbiasedness of the Hadamard estimator

We consider estimators of the vector of variances of $\hat{\beta}$ of the form $\hat{V} = A \cdot (\hat{\varepsilon} \circ \hat{\varepsilon})$ where $A$ is a $p \times n$ matrix, and $M \circ M$ is the element-wise (or Hadamard) product of the vector or matrix $M$ with itself. Our goal is to find $A$ such that $E \hat{V} = V$, where $V = \text{diag} \text{Cov}(\hat{\beta})$. Here the diag operator returns the vector of diagonal entries of the matrix $M$, that is $\text{diag} M = (M_{11}, M_{22}, \ldots, M_{nn})^T$.

Recall that $S = (X^T X)^{-1} X^T$ is a $p \times n$ matrix. We have that $\hat{\beta} = Sy = S\varepsilon + \hat{\beta}$. Since $\text{Cov}(\varepsilon) = \Sigma$, we have that $\text{Cov}(\hat{\beta}) = S\Sigma S^T$. Thus, our goal is to find unbiased estimates of the diagonal of this matrix. The following key lemma re-expresses that diagonal in terms of Hadamard products:

**Lemma A.1.** Let $v$ be a zero-mean random vector, and $M$ be a fixed matrix. Then,

$$E(M \circ M)(v \circ v) = \text{diag}[M \text{diag} \text{Cov}(v) M^T].$$

In particular, let $\Sigma$ be a diagonal matrix, and let $\bar{\Sigma}$ be the vector of diagonal entries of $\Sigma$. Then

$$(M \circ M)\bar{\Sigma} = \text{diag}[M \Sigma M^T].$$

Alternatively, let $u$ be a vector. Then $(M \circ M)u = \text{diag}[M \text{diag}(u) M^T].$

**Proof.** Suppose $M$ has $k$ rows, and denote them by $m_i$, $i \in [k]$. Let also $\Sigma = \text{diag} \text{Cov}(v)$. Then, for any $i \in [k]$, the $i$-th entry of the left hand side equals, with $l$ denoting the number of columns of $M$,

$$E(m_i \circ m_i)^T (v \circ v) = E \sum_{j \in [l]} m_{ij}^2 v_{j \in [l]}^2 = \sum_{j \in [l]} m_{ij}^2 \Sigma_j.$$

The $i$-th entry of the right hand side equals $m_i^T \Sigma m_i = \sum_{j \in [l]} m_{ij}^2 \Sigma_j \in [l]$. Thus, the two sides are equal, which proves the first claim of the lemma. The second claim follows directly from the first claim, from the special case when the covariance of $v$ is diagonal. The third claim is simply a restatement of the second one.

We now apply the lemma as follows.

1. Let us use the lemma for $v = \varepsilon$ and $M = S$. Notice that we have $\text{Cov}(v) = \Sigma$ is diagonal, so the right hand side of the lemma is $\text{diag} SS^T = \text{diag} \text{Cov}(\hat{\beta})$, where the equality follows from our calculation before the lemma. Moreover, the left hand side is $E(S \circ S)(\varepsilon \circ \varepsilon) = (S \circ S)\bar{\Sigma}$, where we vectorize $\Sigma$, writing $\bar{\Sigma} = (\Sigma_{11}, \ldots, \Sigma_{nn})^T$. The equality follows because $\text{Cov}(\varepsilon) = \Sigma$ is diagonal. Thus, by the lemma, we have $\hat{V} = \text{diag} \text{Cov}(\hat{\beta}) = (S \circ S)\bar{\Sigma}$.

2. Let us now use the lemma for a second time, with $M = I$ and $v = \hat{\varepsilon}$. This shows that $E(\hat{\varepsilon} \circ \hat{\varepsilon}) = \text{diag} \text{Cov}(\hat{\varepsilon})$. By linearity of expectation, we obtain $E \hat{V} = A \cdot E(\hat{\varepsilon} \circ \hat{\varepsilon}) = A \cdot \text{diag} \text{Cov}(\hat{\varepsilon})$.

3. Finally, let us use the lemma for the third time, with $M = Q$ and $v = \varepsilon$. As in the first case, the left hand side equals $E(\hat{\varepsilon} \circ \hat{\varepsilon}) = (Q \circ Q)\bar{\Sigma}$. The right hand side equals $\text{diag}[M \text{diag} \text{Cov}(v) M^T] = \text{diag} Q\Sigma Q$, where we used that $Q$ is a symmetric matrix. Now, $\text{Cov}(\hat{\varepsilon}) = \text{Cov}(Q\varepsilon) = Q\Sigma Q$. Thus, we conclude $\text{diag} \text{Cov}(\hat{\varepsilon}) = \text{diag} Q\Sigma Q = (Q \circ Q)\bar{\Sigma}$.

Putting these conclusions together, we obtain that $\hat{V}$ is unbiased, namely $E \hat{V} = \text{diag} \text{Cov}(\hat{\beta})$, if $A(Q \circ Q)\bar{\Sigma} = (Q \circ S)\bar{\Sigma}$. This system of linear equations holds for any $\Sigma$ if and only if $A(Q \circ Q) = (Q \circ S)$. If $Q \circ Q$ is invertible, then we have (7). This shows that the original estimator $\hat{V}$ has the required form, finishing the proof.

For a sequence $(w_p)_{p \geq 1}$, we can also estimate $w_p^T S\Sigma S^T w_p$, the variance of $w_p^T \hat{\beta}$. Since we can use $(Q \circ Q)^{-1} (\hat{\varepsilon} \circ \hat{\varepsilon})$ to estimate $\text{diag}(\Sigma)$ in an unbiased way, and considering that $\Sigma$ is diagonal, an unbiased estimator of $w_p^T S\Sigma S^T w_p$ is $w_p^T S \text{diag}[(Q \circ Q)^{-1} (\hat{\varepsilon} \circ \hat{\varepsilon})]S^T w_p$. 
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A.2 Proof of Proposition 2.1

To prove the lower bound, we first claim that for any symmetric matrix $A$, $\text{rank } A \odot A \leq \left( \text{rank } A + 1 \right) / 2$. Therefore, in order for $Q \odot Q$ to be invertible, we need $n \leq \left( \frac{n^2 + 1}{2} \right)$. By solving the quadratic inequality, this is equivalent to $p \leq \left( \frac{2n + 1 - (8n + 1)^{1/2}}{2} \right)$.

To prove the claim about ranks, let $r$ be the rank of $A$, and let $A = \sum_{i=1}^{r} v_i v_i^\top$ be its eigendecomposition. Here $(v_i)_{i \in [r]}$ are orthogonal, but not necessarily of unit norm. Then, $A \odot A = \left( \sum_{i=1}^{r} v_i v_i^\top \right) \odot \left( \sum_{i=1}^{r} v_i v_i^\top \right) = \sum_{i=1}^{r} (v_i \odot v_i) (v_i \odot v_i)^\top + \sum_{1 \leq i < j \leq r} (v_i \odot v_j) (v_i \odot v_j)^\top$. This shows that the rank of $A \odot A$ is at most $r + r(r - 1)/2 = r(r + 1)/2$, as desired.

A.3 Proof of Theorem 2

Our first step is to reduce to the case $\Gamma = I_p$. Indeed, we notice that we can write $X = Z \Gamma^{1/2}$, where $Z$ is the matrix with rows $z_i$. Hence, $Q = I_n - X (X^\top X)^{-1} X^\top = I_n - Z (Z^\top Z)^{-1} Z^\top$. Therefore, we can take $\Gamma = I_p$.

The next step is to reduce the bounds on eigenvalues to bounds on certain quadratic forms. For all $i \in [p]$, let us define the $n \times n$ matrices $R_i = X^\top X - x_i x_i^\top = \sum_{j \neq i} x_j x_j^\top$. See Section A.4 for a proof of the following result.

**Lemma A.2** (Reduction to quadratic forms). We have the following two bounds on the eigenvalues of $T = Q \odot Q$ with $Q = I_n - X (X^\top X)^{-1} X^\top$:

$$\lambda_{\max}(T) \leq \max_{i \in [p]} \frac{1}{1 + x_i^\top R_i^{-1} x_i},$$

and

$$\lambda_{\min}(T) \geq \min_{i \in [p]} \frac{1 - x_i^\top R_i^{-1} x_i}{(1 + x_i^\top R_i^{-1} x_i)^2}.$$

To bound these expressions, we will use the following well-known statement about concentration of quadratic forms; its short proof is provided in Section A.5.

**Lemma A.3** (Concentration of quadratic forms, consequence of Lemma B.26 in Bai and Silverstein (2010)). Let $x \in \mathbb{R}^p$ be a random vector with i.i.d. entries and $\mathbb{E} [x] = 0$, for which $\mathbb{E} \left[ (\sqrt{n} x_i)^2 \right] = \sigma^2$ and $\sup_{i} \mathbb{E} \left[ (\sqrt{n} x_i)^{4+\eta} \right] < C$ for some $\eta > 0$ and $C < \infty$. Moreover, let $A_p$ be a random $p \times p$ symmetric matrix independent of $x$, with uniformly bounded eigenvalues. Then

$$\mathbb{P} \left( |x^\top A_p x - n^{-1} \sigma^2 \text{ tr } A_p|^2 n^{2+\eta/2} > t \right) \leq C t^{-1} n^{-(1+\eta/4)}.$$

Proceeding with the proof of Theorem 2, we can scale $X$ so that the variances of the entries of $X$ are $1/n$. Define the following events:

$$\Xi_1 = \bigcap_{i=1}^{n} \left\{ \left| \frac{1}{p} \text{ tr } R_i^{-1} - \frac{\gamma_{p,n}}{1 - \gamma_{p,n}} \right| \leq n^{-0.9999} \right\},$$

$$\Xi_2 = \bigcap_{i=1}^{n} \left\{ |x_i^\top R_i^{-1} x_i - n^{-1} \text{ tr } R_i^{-1}| < \xi \right\}.$$
We obtain $P(\Xi_n^c) \leq \ell^{-4-\delta/2}n^{-1-\delta/4}$ from Lemma A.3 and by taking a union bound over $[n]$. Next, we will verify that $P(\Xi_n^c) \leq 5n^{-1-\delta/4}$. Then by Lemma A.2, and applying the inequality $P(A \cap B) \geq 1 - P(A^c) - P(B^c)$ with $A = \Xi_1$, $B = \Xi_2$, the proof will be concluded.

Now to bound $P(\Xi_1^c)$, according to the rank inequality, see Theorem A.43 of Bai and Silverstein (2010), we can equivalently show $P\left(\left|p^{-1} \text{tr} R^{-1} - \frac{\gamma_{p,n}}{1-\gamma_{p,n}}\right| \leq n^{-0.9999}\right) > 1 - 5n^{-1-\delta/4}$ for sufficiently large $n$. We further define

$$
\Omega_1 := \left\{ \max_{i \in [n], j \in [p]} |x_{ij}| \leq n^{-0.001} \right\},
$$

$$
\Omega_2 := \bigcap_{i=1}^n \left\{ (1 - \sqrt{\gamma_{p,n}})^2 / 2 \leq \lambda_{\min}(R) \leq \lambda_{\max}(R) \leq 2(1 + \sqrt{\gamma_{p,n}})^2 \right\}.
$$

Since $E|X_{ij}|^{8+\delta} < \infty$ for $i \in [n], j \in [p]$, it can be checked that $P(\Omega_1^c) \leq n^{-1-\delta/4}$ by Chebyshev’s inequality and taking a union bound. To bound $P(\Omega_2^c)$, by the argument from Section 9.12.5 of Bai and Silverstein (2010), it can be readily checked that $P(\Omega_2^c | \Omega_1) < n^{-\ell}$ for any fixed $\ell > 0$. Then by taking $\ell$ large enough, $P(\Omega_2^c) \leq P(\Omega_2^c | \Omega_1) + P(\Omega_1^c) \leq 2 P(\Omega_1^c)$.

Let $v_0$ be a small positive constant, and take $x_\ell = (1 - \sqrt{\gamma_{p,n}})^2 / 3, x_r = 3(1 + \sqrt{\gamma_{p,n}})^2$. Denoting the imaginary unit by $i$, define the rectangular region

$$
\Upsilon = \{ z = x_\ell + iv : v \in [-v_0, v_0] \} \cup \{ z = x_\ell - iv : v \in [-v_0, v_0] \} \cup \{ z = x \pm iv_0 : x \in [x_\ell, x_r] \}
$$
in the complex plane.

For any $z$ in $\Upsilon$, let $m_n(z) := p^{-1} \text{tr}(R - zI)^{-1}$, and $m_c(z)$ be the solution to the self-consistent equation $[m_c(z)]^{-1} = -z + (p/n)^{-1}[1 + m_c(z)]^{-1}$ whose imaginary part has the same sign as that of $z$. This equation has a unique solution (Bai and Silverstein, 2010).

By Cauchy’s integral formula, we have

$$
\left( p^{-1} \text{tr} R^{-1} - \frac{\gamma_{p,n}}{1-\gamma_{p,n}} \right) I(\Omega_1 \cap \Omega_2) = \frac{1}{2\pi i} \oint_{\Upsilon} \frac{m_n(z) - m_c(z)}{z} I(\Omega_1 \cap \Omega_2) dz. \quad (19)
$$

Defining $\Omega_3 = \{|m_n(z) - m_c(z)| \leq n^{-0.9999}\}$, we have $P(\Omega_3^c | \Omega_1) \leq n^{-\ell}$ for any fixed $\ell > 0$. This is a consequence of the averaged local law from random matrix theory, see Theorem 3.5 of Yang (2020) for instance. Specifically, we apply their result for $d_N = \gamma_{p,n}$ and $\Sigma = I$. Note that for $\rho_2c$ defined in their equation (2.10), $\text{supp}(\rho_2c) = \{(1 - \sqrt{\gamma_{p,n}})^2, (1 + \sqrt{\gamma_{p,n}})^2\}$ with $D_{out}$ from their equation (3.10) and some small $\omega > 0, \Upsilon \subset D_{out}$. Additionally, the bounded support condition in their equation (3.15) is satisfied on $\Omega_1$. Then (3.21) in their Theorem 3.5 implies our desired bound.

By taking $\ell$ large enough, $P(\Omega_3^c) \leq P(\Omega_3^c | \Omega_1) + P(\Omega_1^c) \leq 2 P(\Omega_1^c)$. Therefore, combining the above bounds for the probabilities of $\Omega_1, \Omega_2, \Omega_3$ and by (19), we have

$$
P\left( p^{-1} \text{tr} R^{-1} - \frac{\gamma_{p,n}}{1-\gamma_{p,n}} \leq n^{-0.9999} \right) \geq 1 - P(\Omega_3^c) - P(\Omega_2^c) - P(\Omega_1^c) \geq 1 - 5 P(\Omega_1^c).
$$

This finishes the argument.

### A.4 Proof of Lemma A.2

We need to bound the smallest and largest eigenvalues of $T = Q \odot Q$. Now, for all $i, j \in [n], T^{ij} = Q^2 = (\delta_{ij} - x^T R^{-1} x)^2$, where $R = X^T X$ and $\delta_{ij}$ is the Kronecker delta which equals unity if $i = j$, and zero otherwise. We will use the following well-known rank-one perturbation formula for an invertible matrix $T$ and a vector $u$ of conformable size:

$$
(uu^T + T)^{-1} = T^{-1} - \frac{T^{-1} uu^T T^{-1}}{1 + u^T T^{-1} u}.
$$
We will also use a “leave-one-out” argument which has roots in random matrix theory (see e.g., Bai and Silverstein, 2010; Paul and Aue, 2014; Yao et al., 2015). For any \( i \in [n] \), letting \( R_i = X^\top X - x_i x_i^\top = \sum_{j \neq i} x_j x_j^\top \), we have \( R_i^{-1} = R_i^{-1} - \frac{R_i^{-1} x_i x_i^\top R_i^{-1}}{1 + x_i^\top R_i^{-1} x_i} \). For all \( i, j \in [n] \), the quantity that is squared in the \( i, j \)-th entry of \( T \) is thus

\[
x_i^\top R_i^{-1} x_j = x_i^\top R_i^{-1} x_j - \frac{x_i^\top R_i^{-1} x_i \cdot x_j^\top R_i^{-1} x_j}{1 + x_i^\top R_i^{-1} x_i} = \frac{x_i^\top R_i^{-1} x_j}{1 + x_i^\top R_i^{-1} x_i}.
\]

Also, for all \( i \in [n] \), we have \( x_i^\top R_i^{-1} x_i = \frac{x_i^\top R_i^{-1} x_i}{1 + x_i^\top R_i^{-1} x_i} \), so that the diagonal terms are

\[
T_{ii} = (1 - x_i^\top R_i^{-1} x_i)^2 = \frac{1}{(1 + x_i^\top R_i^{-1} x_i)^2}.
\]

By the Gershgorin disk theorem (Horn and Johnson, 1990, Thm 6.1.1), we have \( \lambda_{\max}(T) \leq \max_{i \in [n]} \left( T_{ii} + \sum_{j \neq i} |T_{ij}| \right) \). Thus,

\[
\lambda_{\max}(T) \leq \max_{i \in [n]} \frac{1 + \sum_{j \neq i} (x_i^\top R_i^{-1} x_j)^2}{(1 + x_i^\top R_i^{-1} x_i)^2}.
\]

Now, the sum in the numerator can be written as \( x_i^\top R_i^{-1} \left( \sum_{j \neq i} x_j x_j^\top \right) R_i^{-1} x_i = x_i^\top R_i^{-1} x_i \). Thus, the upper bound simplifies to \( \max_{i \in [n]} 1/(1 + x_i^\top R_i^{-1} x_i) \). Similarly, for the smallest eigenvalue, by the Gershgorin disk theorem (Horn and Johnson, 1990, Thm 6.1.1), we have \( \lambda_{\min}(T) \geq \min_{i \in [n]} \left( T_{ii} - \sum_{j \neq i} |T_{ij}| \right) \). We can express for all \( i \in [n] \)

\[
T_{ii} - \sum_{j \neq i} |T_{ij}| = \frac{1 - x_i^\top R_i^{-1} x_i}{(1 + x_i^\top R_i^{-1} x_i)^2}.
\]

Hence \( \lambda_{\min}(T) \geq \min_{i \in [n]} (1 - x_i^\top R_i^{-1} x_i)(1 + x_i^\top R_i^{-1} x_i)^2 \), finishing the proof.

### A.5 Proof of Lemma A.3

We will use the following Lemma quoted from Bai and Silverstein (2010).

**Lemma A.4 (Trace Lemma, Lemma B.26 of Bai and Silverstein (2010)).** Let \( y \) be a \( p \)-dimensional random vector of i.i.d. elements with mean zero. Suppose that \( E \left[ y_i^2 \right] = 1 \) for all \( i \in [p] \), and let \( A_p \) be a fixed \( p \times p \) matrix. Then for any \( q \geq 2 \),

\[
E \left[ |y^\top A_p y - \operatorname{tr}(A_p)|^q \right] \leq C_q \left( (E \left[ y_i^4 \right] \operatorname{tr}(A_p A_p^\top))^q/2 + E \left[ y_i^{2q} \right] \operatorname{tr}(A_p A_p^\top)^q/2 \right),
\]

for some constant \( C_q \) that only depends on \( q \).

**Proof.** Under the conditions of Lemma A.3, the operator norms \( \|A_p\|_2 \) are bounded by a constant \( C \), thus \( \operatorname{tr}(A_p A_p^\top)^{q/2} \leq pC^q \) and \( \operatorname{tr}(A_p A_p^\top) \leq pC^2 \). Consider now a random vector \( x \) with the properties assumed in the present lemma. For \( y = \sqrt{n}x/\sigma \) and \( q = 2 + \eta/2 \) with \( \eta > 0 \), using that \( E \left[ y_i^{2q} \right] \leq C \) and the other the conditions in Lemma A.3, Lemma A.4 thus yields

\[
\frac{n^q}{\sigma^{2q}} E \left[ x^\top A_p x - \frac{\sigma^2}{n} \operatorname{tr} A_p \right]^q \leq C \left( (pC^2)^q/2 + pC^q \right),
\]

or equivalently \( E \left[ x^\top A_p x - \frac{\sigma^2}{n} \operatorname{tr} A_p \right]^{2q/2} \leq Cn^{-(1+\eta/4)} \). By Markov’s inequality applied to the \( 2 + \eta \)-th moment of \( \varepsilon_p = x^\top A_p x - \frac{\sigma^2}{n} \operatorname{tr} A_p \), we obtain as required that for \( t > 0 \), \( \Pr(|\varepsilon_p|^{2q/2} > t) \leq C^{1-\eta/4}n^{-(1+\eta/4)} \). \( \Box \)
A.6 Proof of Proposition 2.3

We need to evaluate $\mathbb{E} \hat{\mathbf{V}} \odot \mathbf{V} = \mathbb{E} \hat{\mathbf{V}} \odot \mathbf{V} \in \mathbb{R}$. Note that this vector is the diagonal of $\mathbb{E} \hat{\mathbf{V}} \hat{\mathbf{V}}^\top$, which is equal to

$$
\mathbb{E} \hat{\mathbf{V}} \hat{\mathbf{V}}^\top = \mathbb{E} \mathbf{A} (\hat{\mathbf{e}} \odot \hat{\mathbf{e}}) (\hat{\mathbf{e}} \odot \hat{\mathbf{e}})^\top = \mathbb{E} \mathbf{A} \left( (\hat{\mathbf{e}} \hat{\mathbf{e}})^\top \right) \mathbf{A}^\top = \mathbb{E} \left( (\hat{\mathbf{e}} \hat{\mathbf{e}})^\top \right) \mathbf{A}^\top.
$$

Note that $\hat{\mathbf{e}} \hat{\mathbf{e}}^\top = Q \hat{\mathbf{e}}^\top Q$, since the residuals $\hat{\mathbf{e}} = Q \hat{\mathbf{e}}$. Using this expression and recognizing that $\hat{\mathbf{e}}$ has i.i.d. $\mathcal{N}(0, \sigma^2)$ entries, for any $i, j \in [n]$, the $(i, j)$-th element of $\mathbb{E} (\hat{\mathbf{e}} \hat{\mathbf{e}})^\odot 2$ is

$$
\mathbb{E} \left( \sum_{1 \leq l, k \leq n} Q_{il} \varepsilon_i \varepsilon_k Q_{kj} \right)^2 = \sum_{l \neq k} \mathbb{E} (Q_{il}^2 Q_{jk}^2 \varepsilon_i^2 \varepsilon_k^2 + Q_{il} Q_{jk} Q_{ik} Q_{jk} \varepsilon_i^2 \varepsilon_k^2 + Q_{il} Q_{jl} Q_{ik} Q_{jk} \varepsilon_i^2 \varepsilon_k^2) + \sum_{l=1}^n \mathbb{E} Q_{il}^2 Q_{jl}^2 \varepsilon_l^4
$$

$$
= \sum_{l \neq k} (Q_{il}^2 Q_{jk}^2 \sigma^4 + Q_{il} Q_{jk} Q_{ik} Q_{jk} \sigma^4 + Q_{il} Q_{jl} Q_{ik} Q_{jk} \sigma^4) + \sum_{l=1}^n Q_{il}^2 Q_{jl}^2 3 \sigma^4
$$

$$
= \sigma^4 \sum_{l \neq k} (Q_{il}^2 Q_{jk}^2 + 2 Q_{il} Q_{jk} Q_{ik} Q_{jk} + 3 \sigma^4 \sum_{l=1}^n Q_{il}^2 Q_{jl}^2)
$$

$$
= \sigma^4 \sum_{1 \leq l, k \leq n} Q_{il}^2 Q_{jk}^2 + 2 \sigma^4 \sum_{l=1}^n Q_{il}^2 Q_{jl}^2 + 2 \sigma^4 \left( \sum_{l=1}^n Q_{il} Q_{jl} \right)^2.
$$

To proceed, we recognize that $\sum_{1 \leq l, k \leq n} Q_{il}^2 Q_{jk}^2$ is the $(i, j)$-th element of

$$
[(Q \odot Q) 1_n] [(Q \odot Q) 1_n]^\top = (Q \odot Q) 1_n 1_n^\top (Q \odot Q),
$$

and $\left( \sum_{l=1}^n Q_{il} Q_{jl} \right)^2$ is the $(i, j)$-th element of $Q^2 \odot Q^2 = Q \odot Q$.

Summarizing the calculation above, we obtain

$$
\mathbb{E} (\hat{\mathbf{e}} \hat{\mathbf{e}})^\odot 2 = \sigma^4 (Q \odot Q) 1_n 1_n^\top (Q \odot Q) + 2 \sigma^4 Q \odot Q,
$$

from which it follows that

$$
\mathbb{E} \hat{\mathbf{V}} \odot \hat{\mathbf{V}} = \text{diag} \left[ A \left( \sigma^4 (Q \odot Q) 1_n 1_n^\top (Q \odot Q) + 2 \sigma^4 Q \odot Q \right) A^\top \right]
$$

$$
= \sigma^4 \text{diag} \left[ A(Q \odot Q) 1_n 1_n^\top (Q \odot Q) A^\top \right] + 2 \sigma^4 \text{diag} \left[ A(Q \odot Q) A^\top \right]
$$

$$
= \sigma^4 \text{diag} \left[ (S \odot S) 1_n 1_n^\top (S \odot S)^\top \right] + 2 \sigma^4 \text{diag} \left[ (S \odot S)(Q \odot Q)^{-1} (S \odot S)^T \right].
$$

Note that $V = \sigma^2 \text{diag} \left[ (X^T X)^{-1} \right]$ due to the assumption of homoskedasticity. Recalling (10), we find (11), finishing the proof.

A.7 Calculation for the case when $p = 1$

We compute each part of the unbiased estimator in turn. We start by noticing that $S = (X^T X)^{-1} X^T = X^\top$ is a $1 \times n$ vector. We continue by calculating $Q \odot Q$, where $Q = I - X(X^T X)^{-1} X^T = I - XX^\top$. Thus,

$$
Q_{ij}^2 = \begin{cases} 
X_i^2 X_j^2, & i \neq j \\
(1 - X_i^2)^2, & \text{else}.
\end{cases}
$$
Denoting \( u = X \odot X \), and \( D = I - 2 \, \text{diag}(X \odot X) \), we can write \( Q \odot Q = D + uu^\top \). Now, the estimator takes the form \( \hat{V} = (S \odot S)(Q \odot Q)^{-1}(\bar{\varepsilon} \odot \bar{\varepsilon}) \). Hence, we need to calculate \((S \odot S)(Q \odot Q)^{-1} = (X \odot X)(D + uu^\top)^{-1}\). We use the rank-one perturbation formula \( u^\top (D + uu^\top)^{-1} = \frac{u^\top D^{-1}u}{\text{trace}(D^{-1})} \). In our case,
\[
\sum_{j=1}^{n} \frac{u_j^2}{D_j} = \sum_{j=1}^{n} \frac{X_j^2}{1 - 2X_j^2},
\]
and \( u^\top D^{-1} \) has entries \( X_j^2/(1 - 2X_j^2) \) for \( j \in [n] \). This leads to the desired final answer:
\[
\hat{V} = u^\top (D + uu^\top)^{-1}\bar{\varepsilon} \odot \bar{\varepsilon} = \frac{\sum_{j=1}^{n} \frac{X_j^2}{1 - 2X_j^2}}{1 + \sum_{j=1}^{n} \frac{X_j^2}{1 - 2X_j^2}}.
\]

Next, since \( X^\top X = 1 \), we have for \( E \) from (10) that \( E = 1 \). Finally, for \( d \) from (11), since \( S = X^\top \), \( u = X \odot X \), and \( Q \odot Q = D + uu^\top \), so that \( u^\top 1_n = 1 \), we find
\[
d = \frac{1}{u^\top (D + uu^\top)^{-1}u} = 1 + \frac{1}{\text{trace}(D^{-1})} = 1 + \frac{1}{\sum_{j=1}^{n} \frac{X_j^2}{1 - 2X_j^2}},
\]
as desired.

### A.8 Proof of Proposition 2.4

To compute the bias of White’s estimator defined in (3), we proceed as follows. First we need to compute its expectation,
\[
\mathbb{E} \hat{C}_W = \mathbb{E} \hat{V} = (X^\top X)^{-1}[X^\top \mathbb{E} \text{diag}(\bar{\varepsilon} \odot \bar{\varepsilon})X](X^\top X)^{-1}.
\]
As we saw, \( \mathbb{E}(\bar{\varepsilon} \odot \bar{\varepsilon}) = \text{diag Cov}(\bar{\varepsilon}) = \text{diag} Q\Sigma Q = (Q \odot Q)\bar{\Sigma}. \) Thus,
\[
\text{diag} \mathbb{E} \hat{C}_W = \text{diag} \text{[diag} [Q \odot Q]\bar{\Sigma}]S^\top = (S \odot S)(Q \odot Q)\bar{\Sigma}.
\]
Again, as we saw, \( V = \text{diag Cov}(\hat{\beta}) = (S \odot S)\bar{\Sigma}. \) Therefore, the bias of White’s estimator is as in (14).

To compute the bias of MacKinnon-White’s estimator, we proceed similarly, starting with its expectation:
\[
\mathbb{E} \hat{C}_{MW} = (X^\top X)^{-1}[X^\top \mathbb{E} \text{diag}(\bar{\varepsilon} \odot \bar{\varepsilon})X](X^\top X)^{-1}.
\]
In this equation, the expression \( \text{diag} (Q) \) is interpreted as the diagonal matrix whose entries are those on the diagonal of \( Q \). Thus,
\[
\text{diag} \mathbb{E} \hat{C}_{MW} = \text{diag} \text{[diag} [Q \odot Q]\bar{\Sigma}]S^\top = (S \odot S)(Q \odot Q)\text{diag}(Q)^{-1}\bar{\Sigma}.
\]
Thus the bias is as in (15), finishing the proof.

### A.9 Proof of Theorem 3

We aim to bound \( \| \hat{V} - V \| \), where \( \| \cdot \| \) denotes usual Euclidean vector norm. Recalling that \( V = (S \odot S)\bar{\Sigma} \) and \( \hat{V} = (S \odot S)(Q \odot Q)^{-1}(\bar{\varepsilon} \odot \bar{\varepsilon}) \), where \( S = (X^\top X)^{-1}X^\top \), we have
\[
\| \hat{V} - V \| \leq \| S \odot S \| \text{op} \| (Q \odot Q)^{-1} \| \text{op} \| (\bar{\varepsilon} \odot \bar{\varepsilon}) - (Q \odot Q)\bar{\Sigma} \|.
\]

We will find upper bounds for each term in the above product.
In conclusion, we have for sufficiently large $n$
we have $P(\mathcal{E}_{1,n}) \geq 1 - o(n^{-\ell})$ for any constant $c > 1$ and $\ell > 0$.

To bound $\|Q \circ Q\|^{-1}_{\text{op}}$, denoting

$$
\mathcal{E}_{2,n} := \left\{ \|Q \circ Q\|^{-1}_{\text{op}} \leq c \left(1 - \gamma_{p,n} \right) \right\},
$$

by Theorem 2, we have $P(\mathcal{E}_{2,n}) \geq 1 - O(n^{-1-\delta/4})$ for any $c > 1$.

To bound $\alpha := \|\mathcal{E} \circ \mathcal{E} - (Q \circ Q)\Sigma\|$, we can express $\alpha^2 = \sum_{i=1}^{n} \alpha_i^2$, where for all $i \in [n]$, $\alpha_i^2 = (\hat{\varepsilon}_i^2 - (q_i \circ q_i) \Sigma \hat{\varepsilon}_i^2)$. From the earlier unbiasedness argument, $E \alpha_i^2 = (q_i \circ q_i) \Sigma \hat{\varepsilon}_i^2$, and thus $E \alpha_i^2 = \text{Var} \hat{\varepsilon}_i^2$. A simple calculation shows that, with $\Gamma_k = E \hat{\varepsilon}_k^4$ for all $k \in [n]$, we have

$$
\text{Var} \hat{\varepsilon}_i^2 = \sum_{k=1}^{n} \left( q_i^\top q_i (\Gamma_k - 3 \Sigma_k^2) + 2 ([q_i \circ q_i]^\top \Sigma_k^2] \right).
$$

Now for all $k \in [n]$, the excess kurtosis can be bounded as $\Gamma_k - 3 \Sigma_k^2 \leq (C - 3) \Sigma_k^2$. Therefore, we can bound by Markov’s inequality:

$$
P(\alpha \geq t) \leq \frac{\sum_{i=1}^{n} E \alpha_i^2}{t^2} = \frac{(C - 1) \sum_{i=1}^{n} (q_i \circ q_i)^\top \Sigma_k^2}{t^2} \leq \frac{(C - 1) \cdot \|Q \circ Q\| \Sigma^2}{t^2}.
$$

According to Theorem 2, $\|Q \circ Q\|_{\text{op}} \leq c (1 - \gamma_{p,n})$ holds with probability $1 - C' n^{-1-\delta/4}$ for some positive constant $C'$ and any constant $c > 1$. Hence

$$
P(\alpha \geq t) \leq \frac{2c (1 - \gamma_{p,n})^2 \|\hat{\Sigma}\|^2}{t^2} + C' n^{-1-\delta/4}.
$$

In conclusion, we have for sufficiently large $n$ and $p$ with $\gamma_{p,n} < 1/2$ that

$$
P \left( \frac{\|\hat{W} - V\|}{\|\hat{\Sigma}\|} > \frac{t}{n} \right) \leq P \left( an \|S \circ S\|_{\text{op}} \|Q \circ Q\|^{-1}_{\text{op}} > t \|\hat{\Sigma}\| \right)
$$

$$
\leq P \left( an \|S \circ S\|_{\text{op}} \|Q \circ Q\|^{-1}_{\text{op}} > t \|\hat{\Sigma}\| \|\mathcal{E}_{1,n}, \mathcal{E}_{2,n}\| + P(\mathcal{E}_{1,n}^c) + P(\mathcal{E}_{2,n}^c) \right)
$$

$$
\leq \frac{2c}{t^2} \frac{1}{\sigma_{\text{min}}(\Gamma)(1 - \gamma_{1/2})^2 (1 - 2\gamma_{p,n})^2} + C' n^{-1-\delta/4}.
$$

This proves the required result.
A.10 Proof of Theorem 4

For the given $Z$, any matrices $M_1, M_2 \in \mathbb{R}^{n \times n}$ and any vector $v \in \mathbb{R}^p$, we find

$$v^\top \text{diag}\{M_1[(M_2Z) \odot (M_2Z)]\} v = \sum_{i=1}^{n} v_i^2 \sum_{j=1}^{n} M_{1,ij} \left( \sum_{k=1}^{n} M_{2,jk} Z_k \right)^2$$

$$= \sum_{k_1,k_2=1}^{n} Z_{k_1} Z_{k_2} M_{2,jk_1} \left( \sum_{i,j=1}^{n} v_i^2 M_{1,ij} \right) M_{2,jk_2} = Z^\top M_2^\top \text{diag}[(v \odot v)^\top M_1] M_2 Z.$$

Taking $v = Sw_p$, $M_1 = (Q \odot Q)^{-1}$, $M_2 = Q \Sigma^{1/2}$ above, we find that

$$w_p^\top S(\text{diag} \hat{\Sigma}) S^\top w_p = Z^\top G(w_p) Z,$$

where $G(w_p)$ is defined in (17).

Recall the following claim from e.g., Bai and Silverstein (2010). Let $X = (X_1, \ldots, X_n)$, where $X_i$, $i \in [n]$, are i.i.d. real random variables with mean zero and variance one. Let $B = (b_{ij})_{i,n \in [n]}$ be a real symmetric matrix. Then we have

$$\text{Var}(X^\top BX) = \left( \mathbb{E}|X_1|^4 - 3 \right) \sum_{i=1}^{n} b_{ii}^2 + 2 \text{tr} B^2. \tag{22}$$

Let $g : \mathbb{R}^n \rightarrow \mathbb{R}$ be defined for all $z \in \mathbb{R}^n$ by $g(z) = w_p^\top S(\text{diag} \hat{\Sigma}) S^\top w_p = z^\top G(w_p) z$. By the moment assumptions on the entries of $Z$, we have

$$\min\{C_4 - 1, 2\} \|G(w_p)\|_F^2 \leq \text{Var}(Z) \leq \max\{C_4 - 1, 2\} \|G(w_p)\|_F^2 \leq (C_4 + 1) \|G(w_p)\|_F^2. \tag{23}$$

To use the second order Poincaré inequality, see Chatterjee (2009), Theorem 2.2, we need to bound the following quantities:

$$\kappa_0 = \left( \mathbb{E} \sum_{j=1}^{n} \left| \frac{\partial g}{\partial z_j} (Z) \right|^4 \right)^{1/2}, \quad \kappa_1 = \left[ \mathbb{E} \|\nabla_z g(Z)\|^4 \right]^{1/4}, \quad \kappa_2 = \left[ \mathbb{E} \|\nabla^2_z g(Z)\|_{op}^4 \right]^{1/4}.$$

In the following, we denote for all $j \in [n]$ by $G_j^\top$ the $j$-th row of $G = G(w_p)$, and omit the dependence on $w_p$ for simplicity. A direct calculation yields

$$\nabla g = 2GZ, \quad \frac{\partial g}{\partial z_j} = 2G_j^\top Z, \quad \nabla^2 g = 2G.$$

We have

$$2^{-4} \mathbb{E} \left| \frac{\partial g}{\partial z_j} (Z) \right|^4 = \mathbb{E} (Z^\top G_j G_j Z)^2 \leq 2 \text{Var} Z^\top G_j G_j^\top Z + 2 C_4 \|G_j G_j^\top\|^2 \leq (4 C_4 + 2) \|G_j\|^4,$$

where we use (22) in the last step. Then $\kappa_0 \leq 4(4 C_4 + 2)^{1/2} \left( \sum_{j \in [n]} \|G_j\|^4 \right)^{1/2} \leq 4(4 C_4 + 2)^{1/2} \|G\|_F \|G\|.$ We also have $\kappa_2 = 2 \|G\|$ and

$$2^{-1} \kappa_1 = (\mathbb{E} (Z^\top G_j G_j Z)^2)^{1/4} \leq (4 C_4 + 2)^{1/4} \|G_j G_j^\top\|^{1/2} \leq (4 C_4 + 2)^{1/4} \|G\|_F.$$
Therefore, we have
\[
\begin{align*}
&\quad d_{TV} \left( \frac{w_p^\top S (\text{diag} \, \hat{\Sigma}) S^\top w_p - w_p^\top \Sigma \Sigma^\top w_p}{\sqrt{\text{Var}[w_p^\top S (\text{diag} \, \hat{\Sigma}) S^\top w_p]}} , \mathcal{N}(0,1) \right) \\
&\leq \frac{2\sqrt{5}(c_1e_2 + c_2^4)}{\min\{C_4 - 1, 2\}} \|G\|_{Fr}^2 \\
&\leq \frac{8\sqrt{5}(4C_4 + 2)^{1/2}e_2 + 8\sqrt{5}(4C_4 + 2)^{1/4}c_2^4}{\min\{C_4 - 1, 2\}} \|G\|_{Fr}.
\end{align*}
\]
This proves the desired claim.

### A.11 Proof of Proposition 4.1

**Proof.** We consider \(\|G(w_p)\|_{Fr}\) first. For any vector \(v \in \mathbb{R}^p\), we find that
\[
\|Q \text{diag}(v)Q\|_{Fr}^2 = \sum_{j,k=1}^n \left( \sum_{\ell=1}^n Q_{j\ell} v_{\ell k} \right)^2 = \sum_{j,k=1}^n \sum_{\ell_1, \ell_2=1}^n Q_{j\ell_1} v_{\ell_1 k} Q_{\ell_1 \ell_2} v_{\ell_2 k} Q_{\ell_2 k} = \sum_{\ell_1, \ell_2=1}^n v_{\ell_1} [(Q^2)_{\ell_1 \ell_2}]^2 v_{\ell_2} = v^\top (Q \circ Q) v,
\]
where we use condition 3 in the first step, and \(Q^2 = Q\) in the second last step.

Recall that for \(j \in [n]\), \(S_j\) is the \(j\)-th column of \(S\). Then
\[
\|(w_p^\top S) \odot (w_p^\top S)\| = \left( \sum_{j=1}^n (w_p^\top S_j)^4 \right)^{1/2} \geq n^{-1/2} \sum_{j=1}^n (w_p^\top S_j)^2 = n^{-1/2} w_p^\top S \Sigma S^\top w_p = n^{-1/2} w_p^\top (X^\top X)^{-1} w_p.
\]
Substituting \(v^\top = [(w_p^\top S) \odot (w_p^\top S)](Q \circ Q)^{-1}\) into (24), by the above bound, and by the conditions \(\|Q \circ Q\| \geq c\) and \(\lambda_{\min}(\Sigma) > c\), we conclude that
\[
\|G(w_p)\|_{Fr} = \Omega(n^{-1/2}[\lambda_{\max}(X^\top X)]^{-1}).
\]

The upper bound for \(\|G(w_p)\|\) is obtained by
\[
\|G(w_p)\| \leq \|Q \Sigma Q\| \|\text{diag}([(w_p^\top S) \odot (w_p^\top S)](Q \circ Q)^{-1})\| \\
\leq C \max_{j \in [n]} \left( (w_p^\top S) \odot (w_p^\top S) \right) (Q \circ Q)^{-1} e_j = o \left( n^{-1/2}[\lambda_{\min}(X^\top X)]^{-1} \right),
\]
where the second step uses condition 3 and \(\|Q\| \leq 1\), and the third step uses conditions 1 and 2.

In the remainder, we show that the first two conditions hold probability tending to one under the random design \(X\) satisfying the conditions of Theorem 2. In a matrix form, write \(X = Z \Gamma^{1/2}\) with the \(i\)-th row being \(x_i = \Gamma^{1/2} z_i\) for all \(i \in [n]\), where \(z_i\) has independent entries with zero mean, unit variance and finite \((8+\delta)\)-th moment. The bound for \(Q \circ Q\) in condition 1 holds with probability tending to one, as a consequence of Theorem 2.

Next we verify condition 2. For any sequence of deterministic vectors \(w_p \in \mathbb{R}^p\) with a bounded norm, we have
\[
\mathbb{E} \left| w_p^\top (Z^\top Z)^{-1} z_k \right|^{8+\delta} \leq \mathbb{E} \left| w_p^\top \left( \sum_{i \neq k} z_i z_i^\top \right)^{-1} z_k \right|^{8+\delta} \leq C \mathbb{E} \left| w_p^\top \left( \sum_{i \neq k} z_i z_i^\top \right)^{-1} \right|^{8+\delta} = O(n^{-8-\delta}),
\]
where in the first step we use the Sherman–Morrison formula
\[ w_p^T (Z^T Z)^{-1} z_k = w_p^T \left( \sum_{i \neq k} z_i z_i^T \right)^{-1} z_k / \left[ 1 + w_k^T \left( \sum_{i \neq k} z_i z_i^T \right)^{-1} z_k \right] \leq w_p^T \left( \sum_{i \neq k} z_i z_i^T \right)^{-1} z_k. \]
and in the second step we use the moment bound \( \mathbb{E} |w_p^T z_k|^q \leq C \|w\|^q \) for any \( 0 \leq q \leq 8 + \delta \). This moment bound can be checked by applying Lemma A.4 with \( A_p = w_p w_p^T \) and using \( \text{tr}(w_p w_p^T) = \|w_p\|^2 \).
Therefore
\[
P \left( \max_{k \in [n]} |w_p^T S_{,k}| > n^{-7/8} \lambda_{\min}^{-1/2}(\Gamma) \right) = P \left( \max_{k \in [n]} \left| w_p^T \Gamma^{-1/2}(Z^T Z)^{-1} z_k \right| > n^{-7/8} \lambda_{\min}^{-1/2}(\Gamma) \right) \\
\leq n P \left( \left| w_p^T \Gamma^{-1/2}(Z^T Z)^{-1} z_k \right| > n^{-7/8} \lambda_{\min}^{-1/2}(\Gamma) \right) \\
\leq n^{1+\delta(8+\delta)} \lambda_{\min}^{-1}(\Gamma) \mathbb{E} |w_p^T \Gamma^{-1/2}(Z^T Z)^{-1} z_k|^{8+\delta} = O(n^{-\delta/8}).
\]

We further find \( \lambda_{\min}^{-1}(\Gamma) = O_P(n[\lambda_{\min}(X^T X)]^{-1}) \), where we use \( \lambda_{\min}(X^T X) \leq \lambda_{\max}(\Gamma) \lambda_{\min}(Z^T Z) = O_P(n \lambda_{\max}(\Gamma)) \) and that \( \kappa(\Gamma) \) is bounded. Then we find
\[
\max_{k \in [n]} |w_p^T S_{,k}| = O_P(n^{-3/8}[\lambda_{\min}(X^T X)]^{-1/2}).
\]
This shows the validity of condition 2 with probability tending to one. \( \square \)

### A.12 Consistency of the SNR estimator

The following result shows that the SNR estimator given in \( 5 \) is ratio-consistent.

**Proposition A.5 (Ratio-consistency of SNR estimator).** Assume the conditions of Theorem 4 on the noise \( \varepsilon \), and conditions 1 and 3 of Proposition 4.1 on the data matrix \( X \). In addition, suppose \( \|\beta\| = \Omega(1) \) and \( \lambda_{\min}(n^{-1} X^T X) \asymp 1 \). For \( \hat{\text{SNR}} \) from \( 5 \), and the signal-to-noise ratio \( \text{SNR} = n\|\beta\|^2 / \text{tr} \Sigma \), we have \( \hat{\text{SNR}} / \text{SNR} \to_p 1 \).

**Proof.** We already know that the numerator and the denominator of \( \hat{\text{SNR}} \) are unbiased estimators for \( \|\beta\|^2 \) and \( n^{-1} \text{tr} \Sigma \), respectively. The conclusion follows by applying Slutsky’s theorem if we can show
\[
\frac{(\|\hat{\beta}\|^2 - 1_p \hat{\text{V}})}{\|\beta\|^2} \to_p 1,
\] 
and
\[
\frac{1_p (Q \odot Q)^{-1} (\hat{\varepsilon} \odot \hat{\varepsilon})}{\text{tr} \Sigma} \to_p 1.
\]

We show \( 26 \) first by verifying that \( \text{Var} \left( (\|\hat{\beta}\|^2 - 1_p \hat{\text{V}}) / \|\beta\|^2 \right) \to 0 \). We have a decomposition for \( \|\hat{\beta}\|^2 \), given as \( \|\hat{\beta}\|^2 = \|\beta + S \varepsilon\|^2 = \|\beta\|^2 + 2 \beta^T S \varepsilon + \varepsilon^T S^T S \varepsilon \). By the assumptions \( \|\beta\| = \Omega(1) \), \( \lambda_{\min}(X^T X) \asymp n \), and \( \|\Sigma\| \asymp 1 \), we find
\[
\text{Var}(\|\hat{\beta}\|^2) \leq 8 \text{Var}(\beta^T S \varepsilon) + 2 \text{Var}(\varepsilon^T S^T S \varepsilon) \\
\leq C \|\beta\|^2 \|X^T X\|^{-1} X^T \Sigma X (X^T X)^{-1} \beta + C \|\Sigma S^T S\|^2 P \asymp O(\|\beta\|^2 n^{-1}).
\]

For \( 1_p \hat{\text{V}} \), using \( 21 \) with \( w_p = e_i \) and summing over \( i \in [n] \), we find \( 1_p \hat{\text{V}} = Z^T \Sigma^{1/2} Q \text{diag}(1_p (S \odot S)(Q \odot Q)^{-1}) Q \Sigma^{1/2} Z \). Then
\[
\text{Var}(1_p \hat{\text{V}}) \asymp \|\Sigma^{1/2} Q \text{diag}(1_p (S \odot S)(Q \odot Q)^{-1}) Q \Sigma^{1/2} \|^2 P \asymp 1_p (S \odot S)(Q \odot Q)^{-1} (S \odot S) 1_p,
\]
where in the second step we use (24) with \( v^T = 1_p^T (S \odot S)(Q \odot Q)^{-1} \). By \( \| S \odot S \| \leq \| S \|_{op}^2 \approx n^{-1} \) and \( (Q \odot Q)^{-1} \approx 1 \), we have \( \text{Var}(1_p^T \hat{V}) = O(n^{-1}) \). Therefore, combining this with (28) and \( \| \beta \| \approx 1 \), we conclude (26).

Then we verify (27) by checking that the variance of the left term tends to zero. Writing \( 1_p^T (Q \odot Q)^{-1} (\varepsilon \odot \varepsilon) = Z^T \Sigma^{1/2} Q \text{diag}[1_p^T (Q \odot Q)^{-1}] Q \Sigma^{1/2} Z \), we obtain
\[
\text{Var}(1_p^T (Q \odot Q)^{-1} (\varepsilon \odot \varepsilon)) \approx \| \Sigma^{1/2} Q \text{diag}[1_p^T (Q \odot Q)^{-1}] Q \Sigma^{1/2} \|_F^2 \approx 1_p^T (Q \odot Q)^{-1} 1_p \approx n,
\]
where in the second step we use (24). Since \( \text{tr} \Sigma \approx n \), we conclude (27).

\[
\square
\]

A.13 Proof of Lemma 4.2 and Theorem 5
A.13.1 Proof of Lemma 4.2

We start with the first conclusion. By (23) and the conclusion \( \| G(w_p) \|_{Fr} = o(n^{-1/2}[\lambda_{\min}(X^T X)]^{-1}) \) from Proposition 4.1, we have
\[
\text{Var} \{ w_p^T S \text{diag} \left[(Q \odot Q)^{-1} (\varepsilon \odot \varepsilon) \right] S^T w_p \} = o(n^{-1}[\lambda_{\min}(X^T X)]^{-2}).
\]
(29)

This and \( w_p^T S \Sigma S^T w_p = w_p^T (X^T X)^{-1} X^T \Sigma X (X^T X)^{-1} w_p \approx [\lambda_{\min}(X^T X)]^{-1} \) yield
\[
\frac{w_p^T S \text{diag} \left[(Q \odot Q)^{-1} (\varepsilon \odot \varepsilon) \right] S^T w_p}{w_p^T S \Sigma S^T w_p} \to_p 1.
\]

To show the second conclusion, it suffices to prove that for \( i \in [n] \),
\[
\mathbb{E} | \hat{V}_i - V_i |^4 = o(n^{-1}[\lambda_{\min}(X^T X)]^{-4}).
\]
(30)

This together with \( V_i = e_i^T S \Sigma S^T e_i \approx [\lambda_{\min}(X^T X)]^{-1} \) implies that for any \( \varepsilon_0 > 0 \),
\[
\mathbb{P} \left( \max_{i \in [n]} | \hat{V}_i / V_i - 1 | > \varepsilon_0 \right) \leq \sum_{i=1}^n \mathbb{P} \left( | \hat{V}_i / V_i - 1 | > \varepsilon_0 \right) \leq \sum_{i=1}^n \mathbb{E} | \hat{V}_i - V_i |^4 (\varepsilon_0 V_i)^{-4} = o(1).
\]

By (21) and using Lemma A.4, we have \( \mathbb{E} | \hat{V}_i - V_i |^4 \leq C \left[ \mathbb{E} | Z_i |^4 [G(e_i)]^4 \right] + \mathbb{E} | Z_i |^8 \text{tr} [G(e_i)]^4 \) for some positive constant \( C \). Then we bound \( \| G(w_p) \|_{Fr}^4 \) and \( \text{tr} [G(w_p)]^4 \) for any \( w_p \) of unit norm. Recalling the lower bound in (25), we have the upper bound for \( \| (w_p^T S) \odot (w_p^T S) \| \) given as
\[
\| (w_p^T S) \odot (w_p^T S) \| \leq \max_{j \in [n]} |w_p^T S_j| \left( \sum_{j=1}^n (w_p^T S_j)^2 \right)^{1/2}
\[
\leq \max_{j \in [n]} |w_p^T S_j| [\lambda_{\min}(X^T X)]^{-1/2} = o(n^{-1/4}[\lambda_{\min}(X^T X)]^{-1}),
\]

where the last step uses condition 2 of Proposition 4.1. Then using (24) we can check that
\[
\| G(w_p) \|_{Fr} = o(n^{-1/4}[\lambda_{\min}(X^T X)]^{-1}).
\]

Using \( \| G(w_p) \| = o(n^{-1/2}[\lambda_{\min}(X^T X)]^{-1}) \)—concluded from Proposition 4.1—we have for any \( w_p \) of unit norm that \( \text{tr} [G(w_p)]^4 = o(n^{-2}[\lambda_{\min}(X^T X)]^{-4}) \). Combining these bounds with \( \mathbb{E} | Z_i |^8 = O(n) \) for \( i \in [n] \), we conclude (30).

32
A.13.2 Proof of Theorem 5

By the first conclusion in Lemma 4.2 and Slustky’s theorem, it suffices to show that

$$\frac{w_p^T \hat{\beta} - w_p^T \beta}{\sqrt{w_p^T \Sigma S^T w_p}} \Rightarrow N(0, 1). \quad (31)$$

Let $f: \mathbb{R}^n \to \mathbb{R}$ be defined for all $z \in \mathbb{R}^n$ by $f(z) = w_p^T (\hat{\beta} - \beta) = w_p^T (X^T X)^{-1} X^T \Sigma^{1/2} z$. We have

$$E \sum_{j=1}^n \left| \frac{\partial f}{\partial z_j}(Z) \right|^4 = \sum_{j=1}^n \left| w_p^T (X^T X)^{-1} X^T \Sigma^{1/2} e_j \right|^4.$$

Therefore, applying Theorem 2.2 of Chatterjee (2009) with $\kappa_2 = 0$ and $\sigma^2 = w_p^T S \Sigma S^T w_p$, along with the assumption (18), we conclude (31).

B Additional simulation results

This section includes additional simulation results mentioned in Section 5.

B.1 Case 1

Figure 6 displays the mean type-I error for each coordinate over 1000 simulations in Case 1. It exhibits a similar pattern to that shown in Figure 2. We also plot the mean type-I error in the first and second coordinates over 1000 simulations in Figure 7. Compared with case 2 shown in Figure 3, where MW has an inflated type-I error for the first coordinate, here the MW estimator is more accurate, though still performing slightly worse than the Hadamard-t estimator. We also observe that the Hadamard-t estimator is more accurate compared with the MW estimator for larger $p$, as also reflected by MAD reported in Figure 6.

B.2 Case 2

It is observed from Table 2 and Figure 9 that the jackknife estimator performs poorly. The performance of KSS is similar to that of the Hadamard-t estimator.
Figure 7: Mean type-I error in the first and second coordinate over 1000 simulations each for Case 1. The error bars represent 95% Clopper-Pearson intervals for the coverage.

Table 2: Type-1 error in the first coordinate for various methods.

| Method     | Dimension | 100  | 200  | 300  | 400  | 500  | 600  | 700  | 800  |
|------------|-----------|------|------|------|------|------|------|------|------|
| MW         |           | 0.072| 0.080| 0.088| 0.100| 0.081| 0.100| 0.082| 0.071|
| Hadamard   |           | 0.067| 0.070| 0.064| 0.060| 0.051| 0.059| 0.056| 0.056|
| Hadamard-t |           | 0.063| 0.067| 0.061| 0.058| 0.045| 0.056| 0.048| 0.040|
| jackknife  |           | 0.061| 0.053| 0.031| 0.030| 0.011| 0.009| 0.003| 0.000|

Figure 10 illustrates the bias in estimating the MSE of the OLS estimators in Case 2. We observe the same pattern as in Case 1, where the MW and Hadamard estimator have comparable performance and both are much better than the White estimator.

Figure 8: Results for data generated from model in Case 2. Left: Mean type-I error in the first coordinate over 1000 simulations; Right: Mean length of the confidence intervals. The error bars represent 95% Clopper-Pearson intervals for the coverage.
Figure 9: Mean type-I error in the first and second coordinate over 1000 simulations each for Case 2. The error bars represent 95% Clopper-Pearson intervals for the coverage.

Figure 10: Bias in estimating MSE for data from Case 2.