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Abstract

The Lovász Local Lemma is a very powerful tool in probabilistic combinatorics, that is often used to prove existence of combinatorial objects satisfying certain constraints. Moser and Tardos [19] have shown that the LLL gives more than just pure existence results: there is an effective randomized algorithm that can be used to find a desired object. In order to analyze this algorithm Moser and Tardos developed the so-called entropy compression method. It turned out that one could obtain better combinatorial results by a direct application of the entropy compression method rather than simply appealing to the LLL. We provide a general statement that implies both these new results and the LLL itself.
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1 Introduction

Suppose that we are given a family \( \mathcal{A} \) of bad random events in some probability space. How can we show that with positive probability none of the events in \( \mathcal{A} \) happen? If the events in \( \mathcal{A} \) are mutually independent, then \( \Pr(\cap_{A \in \mathcal{A}} A) = \prod_{A \in \mathcal{A}} (1 - \Pr(A)) \), which is positive if the individual probabilities of all events in \( \mathcal{A} \) are less than 1. Although the events under consideration are not usually independent, their dependence is often limited or structured somehow. The famous Lovász Local Lemma (the LLL for short) provides a useful way to capture this limitation.

**Theorem 1.1** (Lovász Local Lemma [3]). Let \( \mathcal{A} \) be a finite set of random events in a probability space \( \Omega \). For \( A \in \mathcal{A} \) let \( \Gamma(A) \) be a subset of \( \mathcal{A} \setminus \{ A \} \) such that \( A \) is independent from the \( \sigma \)-algebra generated by \( \mathcal{A} \setminus (\Gamma(A) \cup \{ A \}) \). Suppose that there exists an assignment of reals \( \mu : \mathcal{A} \to [0; 1) \) such that for every \( A \in \mathcal{A} \) we have

\[
\Pr(A) \leq \mu(A) \prod_{B \in \Gamma(A)} (1 - \mu(B)).
\]

Then \( \Pr(\cap_{A \in \mathcal{A}} A) > 0 \).
Note that the condition (1) employs only “local” information about an event A, i.e. it refers only to the events in \( \Gamma(A) \) (hence the name “Local Lemma”). Therefore, the LLL can be applied even if the whole dependency structure of A is unknown or very hard to describe (which is almost always the case). This property allowed the LLL to become one of the most important tools in probabilistic combinatorics.

In their paper [5] Bissacot et al. strengthened the LLL by replacing the condition (1) with a weaker (and more complicated) one. This Improved LLL was successfully applied in [20] by Ndreca et al. to improve many combinatorial results previously obtained using the LLL. Another improvement to the LLL was made by Kolipaka et al. [17], who established a series of LLL-like statements that require more and more information about the dependency structure of A. One of these statements, the so-called Clique LLL, was applied in [17] to improve bounds for the acyclic edge coloring problem and the non-repetitive coloring problem.

In most applications of the LLL the events under consideration are determined by a set of mutually independent discrete random variables \( \mathcal{V} \). If each event \( A \in \mathcal{A} \) is determined by a subset \( \text{vbl}(A) \subseteq \mathcal{V} \), then we can let \( \Gamma(A) \) to be \( \{ B \in \mathcal{A} \setminus \{ A \} : \text{vbl}(B) \cap \text{vbl}(A) \neq \emptyset \} \). This setting for the LLL is called the variable framework. A major breakthrough was made by Moser and Tardos [19], who showed that in the variable framework there exists a simple Las Vegas algorithm with expected polynomial runtime that searches the probability space for a point which avoids all the bad events. It was later shown by Pegden [21] and Kolipaka and Szegedy [16] that this algorithm is efficient even under the conditions weaker than those of the LLL.

In order to analyze this algorithm Moser and Tardos developed the so-called entropy compression method. Roughly speaking, the method consists in two main stages. First, we provide some way to encode an execution process of the algorithm so that the outcomes of all random choices performed by the algorithm can be uniquely recovered from the resulting encoding. On the second stage we use the structure of this encoding to show that if the expected runtime of the algorithm were unbounded then this encoding would losslessly compress the original random data while reducing its Shannon entropy, which is impossible.

It was discovered lately (and somewhat unexpectedly) that one can obtain better combinatorial results by a direct application of the entropy compression method rather than simply appealing to the LLL. The idea was to construct a randomized procedure that solved a particular combinatorial problem (instead of proving the LLL in general) and then apply an entropy compression argument to show that this procedure had expected finite runtime. Examples can be found in [3], [8], [10] etc., and some of them are discussed in more details in Section 4.

Note that the entropy compression method is indeed a “method” that one can use to attack a problem rather than a general theorem that contains various combinatorial results as its special cases. Our goal here is to fill this gap and provide a generalization of the LLL, that, in particular, implies the new combinatorial results obtained using the entropy compression method. We formulate the new lemma in Section 2 and give a proof for it in Section 3. Section 4 is devoted to its applications, highlighting different aspects of using the lemma. There we show how entropy compression proofs can be “translated” into the language of probability and then derived from the lemma, and why the LLL is a particular case of it. Some of the examples given in Section 4 have less combinatorial flavor. They are intended to show that our lemma can be applied in situations far from the usual LLL-type results.

## 2 The Local Action Lemma

In this section we present the main result of this paper. We call it the Local Action Lemma (the LAL for short) for the reasons that will become apparent after the statement of the theorem.

Recall that a monoid is an algebraic structure with a single associative binary operation and an identity element. We will use the multiplicative notation for the monoid operation, and denote its identity element by 1. For a monoid \( M \), a subset \( B \subseteq M \) is called a generating set of \( M \) if \( M \) is the smallest set containing \( B \) that is closed under the monoid operation. If \( B \) is a fixed generating set of \( M \), then we refer to the elements of \( B \) as the generators of \( M \).

A (left) action of a monoid \( M \) on a set \( \mathcal{X} \) is a map \( \varphi : M \times \mathcal{X} \rightarrow \mathcal{X} \) that is compatible with the monoid operation, i.e.

\[
\varphi(\alpha \beta, x) = \varphi(\alpha, \varphi(\beta, x)),
\]
and \( \varphi(1, x) = x \)

for all \( \alpha, \beta \in M \) and \( x \in \mathcal{X} \). If a monoid action \( \varphi \) is fixed, then we say that \( M \) acts on \( \mathcal{X} \) and use the notation \( \alpha.x \) for \( \varphi(\alpha, x) \).

Let \( M \) be a monoid with a generating set \( B \). If \( \chi : B \to \mathbb{R}_+ \), then for each element \( \alpha \in M \) let

\[
\chi(\alpha) \coloneqq \inf \left\{ \prod_{i=1}^{k} \chi(\beta_i) : \beta_1, \ldots, \beta_k \in B, \prod_{i=1}^{k} \beta_i = \alpha \right\}.
\]

(2)

In most applications it is safe to assume that the infimum in (2) is attained at some particular \( \beta_1, \ldots, \beta_k \in B \). Nevertheless, that may not be the case if \( B \) is infinite, which will lead to some technical issues in the proof.

Suppose that \( \mathcal{X} \) is a non-empty set equipped with a \( \sigma \)-algebra \( \Sigma \). If a monoid \( M \) acts on \( \mathcal{X} \), then this action is measurable if for every \( \alpha \in M \) the map \( x \mapsto \alpha.x \) is measurable. We also use the following notational convention for conditional probabilities: If \( F \) is a random event and \( \Pr(F) = 0 \), then \( \Pr(E | F) = 0 \) for all events \( E \). Now we are ready to state the LAL.

**Theorem 2.1** (Local Action Lemma). Suppose that \( \mathcal{X} \) is a non-empty set equipped with a \( \sigma \)-algebra \( \Sigma \), and let \( \mathcal{G} \subseteq \Sigma \). Let \( M \) be an at most countable monoid with a generating set \( B \subseteq M \). Suppose that \( M \) acts measurably on \( \mathcal{X} \), and for every \( x \in \mathcal{X} \) and \( \alpha \in M \) we have \( \alpha.x \in \mathcal{G} \).

Let \( \Omega \) be a probability space, and let \( \mathcal{X} : \Omega \to \mathcal{X} \) be a random variable. For every \( x \in \mathcal{X} \) and \( \beta \in B \) such that \( \beta.x \in \mathcal{G} \) choose an arbitrary element \( g_\beta(x) \in M \) in such a way that the maps \( x \mapsto g_\beta(x) \) are measurable. For \( \beta \in B \) and \( \alpha \in M \) define

\[
P(\beta, \alpha) \coloneqq \sup_{\gamma \in \mathcal{G}} \Pr(g_\beta(\gamma.X) = \alpha | \alpha.\gamma.X \in \mathcal{G}).
\]

Suppose that for some \( \alpha \in M \) we have \( \Pr(\alpha.X \in \mathcal{G}) > 0 \). If there exists a function \( \chi : B \to \mathbb{R}_+ \) such that for every \( \beta \in B \) we have

\[
\chi(\beta) \geq 1 + \sum_{\alpha \in M} P(\beta, \alpha) \chi(\alpha \beta),
\]

(3)

then \( \Pr(X \in \mathcal{G}) > 0 \).

### 3 Proof of the LAL

Let \( B^* \) be the free monoid on the set \( B \). Then there exists a unique homomorphism \( \tau : B^* \to M \) such that \( \tau(\beta) = \beta \) for all \( \beta \in B \). If \( w = \beta_1 \ldots \beta_k \in B^* \), then let

\[
\chi(w) \coloneqq \prod_{i=1}^{k} \chi(\beta_i).
\]

Hence for every \( \alpha \in M \) we have

\[
\chi(\alpha) = \inf_{w \in \tau^{-1}(\alpha)} \chi(w).
\]

Note that the action of \( M \) on \( \mathcal{X} \) induces an action of \( B^* \) on \( \mathcal{X} \), namely if \( w \in B^* \) and \( x \in \mathcal{X} \), then \( w.x \coloneqq \tau(w).x \).

Suppose that \( \Pr(X \in \mathcal{G}) = 0 \). For every \( \alpha \in M \) and for every \( \varepsilon > 0 \) fix an element \( \tau_\varepsilon^{-1}(\alpha) \in \tau^{-1}(\alpha) \) such that \( \chi(\tau_\varepsilon^{-1}(\alpha)) < (1 + \varepsilon) \chi(\alpha) \). Consider the following randomized process, that generates an infinite random sequence \((w_0, \omega_1, \omega_2, \ldots)\) of elements of \( B^* \) such that \( \Pr(w_k.X \in \mathcal{G}) > 0 \) for every index \( k \), and an infinite random sequence \((\omega_1, \omega_2, \ldots)\) of elements of \( M \cup \{\ast\} \) (where \( \ast \notin M \)).

Let \( w_0 \in B^* \) be such that \( \Pr(w_0.X \in \mathcal{G}) > 0 \) (the existence of such \( w_0 \) is guaranteed by the conditions of the LAL). Now suppose that \( (w_0, \ldots, w_{k-1}) \) and \( (\omega_1, \ldots, \omega_{k-1}) \) are already defined. Note that \( w_{k-1} \neq 1 \), because \( \Pr(X \in \mathcal{G}) = 0 \). So let \( w_{k-1} = \beta v \) for some \( \beta \in B \) and \( v \in B^* \). Choose a random element \( x \in \{y \in \mathcal{X} : \beta.y \in \mathcal{G}\} \) according to the distribution of \( v.X \) conditioned on the event
\{\beta v.X \in G\}. If \( x \in G \), then \( \Pr(v.X \in G) > 0 \), so we can let \( w_k \coloneqq v \) and \( \alpha_k \coloneqq \ast \). Otherwise take \( \alpha_k \coloneqq g_\beta(x) \). Choose some positive value for \( \varepsilon \) (we will discuss the way of choosing it later). Observe that
\[
\Pr(\tau^{-1}(\alpha_k\beta)v.X \in G) = \Pr(\alpha_k\beta\tau(v).X \in G) \geq \Pr(\beta v.X \in G) > 0,
\]
so we can let \( w_k \coloneqq \tau^{-1}(\alpha_k\beta)v \).

**Definition 3.1.** Let \((w_0, \ldots, w_n)\) be a sequence of elements of \( B^* \) such that \( \Pr(w_k.X \in G) > 0 \) for every \( 0 \leq k \leq n \), and let \((\alpha_1, \ldots, \alpha_n)\) be a sequence of elements of \( M \cup \{\ast\} \). For every \( 1 \leq k \leq n \) let \( w_{k-1} = \beta_k v_k \), where \( \beta_k \in B \) and \( v_k \in B^* \). Suppose that for every \( 1 \leq k \leq n \) either \( \alpha_k = \ast \) and \( w_k = v_k \), or \( \alpha_k \in M \) and \( w_k = u_k v_k \) for some \( u_k \in \tau^{-1}(\alpha_k\beta_k) \). Then the pair of sequences \((w_0, \ldots, w_n), (\alpha_1, \ldots, \alpha_n)\) is called admissible. We will usually write \((w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n)\) to denote an admissible pair.

It is clear that the first entries of the sequences produced by the algorithm described above always form an admissible pair. Lemma 3.2 gives an upper bound on the probability for a given admissible pair to be produced in this way.

**Lemma 3.2.** Let \((w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n)\) be an admissible pair. Then the probability that the first entries of the sequences produced by the algorithm described above are \((w_0, \ldots, w_n)\) and \((\alpha_1, \ldots, \alpha_n)\) is at most
\[
\frac{\Pr(w_n.X \in G)}{\Pr(w_0.X \in G)} \prod_{1 \leq k \leq n; \alpha_k \in M} P(\beta_k, \alpha_k).
\]

In particular, this probability is at most
\[
\frac{1}{\Pr(w_0.X \in G)} \prod_{1 \leq k \leq n; \alpha_k \in M} P(\beta_k, \alpha_k).
\]

**Proof.** The proof is by induction on \( n \). If \( n = 0 \), then \((\varepsilon)\) is just equal to 1, so the statement is obvious in this case. Now suppose that the probability that the first entries of the sequences produced by the algorithm are \((w_0, \ldots, w_{n-1})\) and \((\alpha_1, \ldots, \alpha_{n-1})\) is at most
\[
\frac{\Pr(w_{n-1}.X \in G)}{\Pr(w_0.X \in G)} \prod_{1 \leq k \leq n-1; \alpha_k \in M} P(\beta_k, \alpha_k).
\]

Denote by \( x \) the element that was randomly chosen on the \( n \)th step of the algorithm from \{\( y \in X \colon \beta_n y \in G \}\) according to the distribution of \( v_n.X \) conditioned on the event \{\( \beta_n v_n.X \in G \}\). Consider the two cases.

**Case 1:** \( \alpha_n = \ast \). It means that \( x \in G \). The probability of this is
\[
\Pr(v_n.X \in G | \beta_n v_n.X \in G) = \frac{\Pr(v_n.X \in G)}{\Pr(\beta_n v_n.X \in G)} = \frac{\Pr(w_n.X \in G)}{\Pr(w_{n-1}.X \in G)}.
\]

Therefore, the probability that the first entries of the sequences produced by the algorithm are \((w_0, \ldots, w_n)\) and \((\alpha_1, \ldots, \alpha_n)\) is at most
\[
\frac{\Pr(w_n.X \in G)}{\Pr(w_{n-1}.X \in G)} \cdot \frac{\Pr(w_{n-1}.X \in G)}{\Pr(w_0.X \in G)} \prod_{1 \leq k \leq n-1; \alpha_k \in M} P(\beta_k, \alpha_k) = \frac{\Pr(w_n.X \in G)}{\Pr(w_0.X \in G)} \prod_{1 \leq k \leq n; \alpha_k \in M} P(\beta_k, \alpha_k).
\]

**Case 2:** \( \alpha_n \in M \). Then \( x \not\in G \) and \( g_\beta(x) = \alpha_n \). The probability of this is
\[
\Pr(g_\beta(v_n.X) = \alpha_n | \beta_n v_n.X \in G) = \frac{\Pr(g_\beta(v_n.X) = \alpha_n)}{\Pr(\beta_n v_n.X \in G)} = \frac{\Pr(g_\beta(v_n.X) = \alpha_n)}{\Pr(w_{n-1}.X \in G)}.
\]
Note that \( w_n.X = \tau(w_n).X = \alpha_n \beta_n \tau(v_n).X \). In particular, if \( \beta_n v_n.X \in \mathcal{G} \), then \( w_n.X \in \mathcal{G} \). Thus

\[
\Pr(g_{\beta_n}(v_n.X) = \alpha_n) = \Pr(g_{\beta_n}(v_n.X) = \alpha_n | w_n.X \in \mathcal{G}) \cdot \Pr(w_n.X \in \mathcal{G}) \\
= \Pr(g_{\beta_n}(\tau(v_n).X) = \alpha_n | \alpha_n \beta_n \tau(v_n).X \in \mathcal{G}) \cdot \Pr(w_n.X \in \mathcal{G}) \\
\leq P(\beta_n, \alpha_n) \cdot \Pr(w_n.X \in \mathcal{G}).
\]

Therefore, the probability that the first entries of the sequences produced by the algorithm are \((w_0, \ldots, w_n)\) and \((\alpha_1, \ldots, \alpha_n)\) is at most

\[
\frac{P(\beta_n, \alpha_n) \cdot \Pr(w_n.X \in \mathcal{G})}{\Pr(w_{n-1}.X \in \mathcal{G})} \prod_{1 \leq k \leq n} P(\beta_k, \alpha_k) = \frac{\Pr(w_n.X \in \mathcal{G})}{\Pr(w_0.X \in \mathcal{G})} \prod_{1 \leq k \leq n: \alpha_k \in M} P(\beta_k, \alpha_k).
\]

For an admissible pair \((w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n)\) denote

\[
P(w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n) \triangleq \prod_{1 \leq k \leq n: \alpha_k \in M} P(\beta_k, \alpha_k).
\]

**Definition 3.3.** An extended admissible pair is a sequence \((w_0, \ldots, w_{n-1}; \alpha_1, \ldots, \alpha_n)\), where \((w_0, \ldots, w_{n-1}; \alpha_1, \ldots, \alpha_{n-1})\) is an admissible pair and \(\alpha_n \in M\). Denote the set of all extended admissible pairs by \(E\).

Now we have to discuss how to choose \(\varepsilon\) on each step of the algorithm. Note that before defining \(\varepsilon\) on the \(k\)th step of the algorithm we have already constructed \((w_0, \ldots, w_{k-1})\) and \((\alpha_1, \ldots, \alpha_k)\). Moreover, \((w_0, \ldots, w_{k-1}; \alpha_0, \ldots, \alpha_k)\) form an extended admissible pair. So we can think of \(\varepsilon\) as a function \(\varepsilon : E \to \mathbb{R}_+\).

**Definition 3.4.** Let \(\varepsilon : E \to \mathbb{R}_+\). An \(\varepsilon\)-admissible pair is an admissible pair \((w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n)\) such that \(w_k = \tau_{\varepsilon_k}^{-1}(\alpha_k \beta_k) v_k\), where \(\varepsilon_k = \varepsilon(w_0, \ldots, w_{k-1}; \alpha_1, \ldots, \alpha_k)\), for every index \(k\) for which \(\alpha_k \in M\).

Note that if the algorithm uses a function \(\varepsilon : E \to \mathbb{R}_+\), then it can produce only \(\varepsilon\)-admissible sequences.

The following definition employs the observation that the elements of \(B^*\) are simply the finite sequences of elements of \(B\). In particular, we can define the length \(|w|\) of any element \(w \in B^*\).

**Definition 3.5.** For \(N \geq 0, w \in B^* \setminus \{1\}\) and \(\varepsilon : E \to \mathbb{R}_+\) let \(A_N^\varepsilon(w)\) be the set of all \(\varepsilon\)-admissible pairs \((w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n)\) for which the following conditions hold:

1. \(w_0 = w\);
2. the number of indices \(k\) such that \(\alpha_k \in M\) is at most \(N\);
3. \(|w_k| \geq |w_0|\) for all \(1 \leq k \leq n\);
4. either \(n = 0\), or \(\alpha_n \in M\).

**Lemma 3.6.** Suppose that \(N \geq 0\) and \(w \in B^* \setminus \{1\}\). Let \(w = \beta v\), where \(\beta \in B\) and \(v \in B^*\). Then

\[
\inf_{\varepsilon : E \to \mathbb{R}_+} \sum_{A_N^\varepsilon(w)} P(w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n) \leq \chi(\beta).
\]

**Proof.** Let us consider another set of \(\varepsilon\)-admissible pairs. Namely, for \(N \geq 0, w \in B^* \setminus \{1\}\) and \(\varepsilon : E \to \mathbb{R}_+\) let \(B_N^\varepsilon(w)\) be the set of all \(\varepsilon\)-admissible pairs \((w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n)\) for which the following conditions hold:

1. \(w_0 = w\);
2. the number of indices \(k\) such that \(\alpha_k \in M\) is at most \(N\);
3. \(|w_k| \geq |w_0|\) for all \(1 \leq k \leq n\);
4. \(|w_n| = |w_0|\).

There exists a bijection \(f : \mathcal{B}^*_N(w) \rightarrow \mathcal{A}^*_N(w)\). Indeed, if \((w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n) \in \mathcal{B}^*_N(w)\), then let \(k\) be the greatest index for which \(\alpha_k \in M\) (if \(n = 0\), then \(k := 0\)), and let

\[ f(w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n) := (w_0, \ldots, w_k; \alpha_1, \ldots, \alpha_k). \]  

(6)

It is easy to check that the map \(f\) defined by (6) is indeed a bijection between \(\mathcal{B}^*_N(w)\) and \(\mathcal{A}^*_N(w)\). Moreover, for any \((w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n) \in \mathcal{B}^*_N(w)\) we have

\[ P(w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n) = P(f(w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n)). \]

Therefore, it is enough to prove that

\[ \inf_{\varepsilon : E \rightarrow \mathbb{R}_+} \sum_{\mathcal{B}^*_N(w)} P(w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n) \leq \chi(\beta). \]  

(7)

The proof is by induction on \(N\). If \(N = 0\), then for every \(\varepsilon\) the set \(\mathcal{B}^*_0(w_0)\) contains only one pair, namely \((w_0; 0)\). Hence the left-hand side of (7) in this case is equal to 1, while \(\chi(\beta) \geq 1\) by (1).

Now suppose that \(N \geq 1\). For \(w \in B^* \setminus \{1\}\) let \(\mathcal{B}^*_N(w)\) be the set of all admissible pairs \((w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n)\) for which the following conditions hold:
1. \(w_0 = w\);
2. the number of indices \(k\) such that \(\alpha_k \in M\) is at most \(N\);
3. \(|w_k| \geq |w_0|\) for all \(1 \leq k \leq n\);
4. \(|w_n| = |w_0|\).

In particular, \(\mathcal{B}^*_N(w)\) is the subset of \(\mathcal{B}^*_N(w)\) consisting of all \(\varepsilon\)-admissible pairs.

Consider any pair \((w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n) \in \mathcal{B}^*_N(w)\) with \(n \geq 1\). Let \(r := |w_1| - |w_0|\). For \(0 \leq s \leq r\) let \(k_s\) be the least positive index such that \(|w_k| = |w_1| - s\), and let \(k_{r+1} := n + 1\). Clearly,

\[ 1 = k_0 < k_1 < \ldots < k_r < k_{r+1} = n + 1. \]

Suppose that \(w_0 = \beta v\) and \(w_1 = \beta_0 \beta_1 \cdots \beta_r v\), where \(\beta, \beta_0, \ldots, \beta_r \in B\) and \(v \in B^*\). Then for every \(0 \leq s \leq r\)

\[ w_k = \beta_s \cdots \beta_r v. \]

Moreover, for every \(0 \leq s \leq r\) the pair \((w_{k_s}, \ldots, w_{k_{s+1}}; \alpha_{k_{s+1}} + 1, \ldots, \alpha_{k_{s+1} - 1})\) is admissible. Furthermore, the number of indices \(k\) such that \(\alpha_k \in M\) for this pair is strictly less than \(N\), and \(|w_{k_{s+1}} - 1| = |w_{k_s}|\). Thus

\[ (w_{k_s}, \ldots, w_{k_{s+1} - 1}; \alpha_{k_{s+1}} + 1, \ldots, \alpha_{k_{s+1} - 1}) \in \mathcal{B}^*_N(w_{k_s}) = \mathcal{B}^* N^{-1}(\beta_s \cdots \beta_r v). \]  

(8)

By the induction hypothesis, for every \(\delta v = w \in B^*\) and every \(\delta > 0\) there exists \(\varepsilon[w, \delta] : E \rightarrow \mathbb{R}_+\) such that

\[ \sum_{\mathcal{B}^*_N(w_{k_s})} P(w_{k_s}, \ldots, w_n; \alpha_1, \ldots, \alpha_n) \leq (1 + \delta) \chi(\beta). \]  

(9)

Pick any \(\delta > 0\). For an integer \(m \geq 1\) choose \(\delta_m > 0\) in such a way that \((1 + \delta_m)^m \leq 1 + \delta\). Define \(\varepsilon : E \rightarrow \mathbb{R}_+\) in the following way.
1. For any \((w; \alpha) \in E\) let \(\varepsilon(w; \alpha) := \delta\).
2. Suppose that \((w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_{n+1}) \in E\), \(n > 0\), and \(|w_k| \geq |w_0|\) for all \(1 \leq k \leq n\). Let \(r := |w_1| - |w_0|\). For \(0 \leq s \leq r\) let \(k_s\) be the least positive index such that \(|w_k| = |w_1| - s\). Note that the indices \(k_s\) may be defined only for some first values of \(s\) (because there may be no such positive index \(k\) that \(|w_k| = |w_1| - s\)). Let \(S\) be the greatest number among \(0, \ldots, r\) for which \(k_S\) is defined. Then let

\[ \varepsilon(w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_{n+1}) := \varepsilon[w_{k_S}, \delta_{S+1}](w_{k_S}, \ldots, w_n; \alpha_{k_S+1}, \ldots, \alpha_n). \]
For our purposes it is irrelevant how we define \( \varepsilon \) on all other elements of \( E \).

Now, finally, consider a pair \((w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n) \in B_N^* (w)\) with \( n > 0 \). Recall that \( r = |w_1| - |w_0| = |\tau_{\delta}^{-1}(\alpha_1 \beta)| - 1, \) \( k_r \) is the least positive index such that \( |w_{k_r}| = |w_1| - s \) for any \( 0 \leq s \leq r, \) and \( k_{r+1} = n + 1 \). Also recall that \( w_0 = w = \beta v \) and \( w_1 = \tau_{\delta}^{-1}(\alpha_1 \beta) v = \beta_0 \beta_1 \beta_2 \ldots \beta_r v, \) where \( \beta, \beta_0, \ldots, \beta_r \in B \) and \( v \in B^* \). Then

\[
P(w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n) = P(\beta, \alpha_1) \prod_{s=0}^{r} P(w_{k_s}, \ldots, w_{k_{s+1}-1}; \alpha_{k_s+1}, \ldots, \alpha_{k_{s+1}-1}). \tag{10}
\]

Note that by (8) and the construction of \( \varepsilon \) we have

\[
(w_{k_s}, \ldots, w_{k_{s+1}-1}; \alpha_{k_s+1}, \ldots, \alpha_{k_{s+1}-1}) \in B_N^{[\beta_1 \ldots \beta_r v, \delta_{\tau_{\delta}^{-1}(\alpha_1 \beta)}+1]} (\beta_s \ldots \beta_r v). \tag{11}
\]

Observe that the set on the right-hand side of (11) is completely determined by \( w \) and \( \alpha_1 \). Therefore, combining (10) and (8), and using the notation \( r(\alpha) := |\tau_{\delta}^{-1}(\alpha \beta)| - 1 \) and \( \beta_0 \beta_1 \beta_2 \ldots \beta_{r(\alpha)}^{-1} = \tau_{\delta}^{-1}(\alpha \beta), \) we get

\[
\sum_{B_N^* (w)} P(w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n) \leq 1 + \sum_{\alpha \in M} P(\beta, \alpha) \prod_{s=0}^{r(\alpha)} \left( 1 + \delta_r(\alpha) + 1 \right) \chi(\beta_s^a) \\
= 1 + \sum_{\alpha \in M} P(\beta, \alpha) (1 + \delta_r(\alpha) + 1)^{r(\alpha) + 1} \prod_{s=0}^{r(\alpha)} \chi(\beta_s^a) \leq 1 + (1 + \delta)^2 \sum_{\alpha \in M} P(\beta, \alpha) \chi(\beta) \xrightarrow{\delta \to 0} 1 + \sum_{\alpha \in M} P(\beta, \alpha) \chi(\beta) \leq \chi(\beta),
\]

where the last inequality follows by (5). 

■

Now Theorem 2.1 follows almost immediately. Indeed, let \( w_0 \) be an element of \( B^* \) such that \( \Pr(w_0, X \in \mathcal{G}) > 0 \) with the minimal possible length. Note that \( w_0 \neq 1 \), so let \( w_0 = \beta v \), where \( \beta \in B \) and \( v \in B^* \). Choose some \( \varepsilon : E \to \mathbb{R}_+ \) and start the algorithm with these \( w_0 \) and \( \varepsilon \). Suppose that it produced sequences \((w_0, w_1, \ldots)\) and \((\alpha_1, \alpha_2, \ldots)\). Then by the choice of \( w_0 \) we have \( |w_k| \geq |w_0| \) for all \( k \). In particular, if \((\alpha_k, \alpha_k, \ldots)\) is the subsequence of \((\alpha_1, \alpha_2, \ldots)\) that consists of all entries \( \alpha_k \in M \), then

\[
(w_0, \ldots, w_{k_N}; \alpha_1, \ldots, \alpha_{k_N}) \in A_N^* (w_0).
\]

Note that the sequence \((\alpha_1, \alpha_2, \ldots)\) must contain infinitely many elements from \( M \), because if \( \alpha_k = * \), then \( |w_k| = |w_{k-1}| - 1 \). Hence the expected number of sequences from \( A_N^* (w_0) \) that appear as sequences of first entries of \((\alpha_1, \alpha_2, \ldots)\) is exactly \( N + 1 \). On the other hand, due to Lemmata 3.2 and 3.6 the infimum of their expected number over all \( \varepsilon : E \to \mathbb{R}_+ \) is at most

\[
\frac{1}{\Pr(w_0, X \in \mathcal{G})} \left( \inf_{\varepsilon : E \to \mathbb{R}_+} \sum_{A_N^* (w)} P(w_0, \ldots, w_n; \alpha_1, \ldots, \alpha_n) \right) \leq \frac{\chi(\beta)}{\Pr(w_0, X \in \mathcal{G})},
\]

i.e. it is bounded by some constant that is independent of \( N \). This contradiction completes the proof of Theorem 2.1.

4 Applications

4.1 Proper vertex colorings

Let us start with proving the following “toy” theorem.

Theorem 4.1. Every graph \( G(V, E) \) admits a proper vertex coloring by \( \Delta(G) + 1 \) colors.

\(^1\)All graphs considered here are finite, undirected, and simple.
We are using this very easy example to show how combinatorial statements can be transformed into instances for the LAL. Note that the LLL applied to this problem gives only a bound of about $e\Delta$ instead of $\Delta + 1$.

**Proof.** Many combinatorial problems (we will discuss several of them later) may be turned into special cases of the LAL in the following manner. If $A$ and $B$ are sets, then a partial function from $A$ to $B$ (notation: $f : A \to B$) is a map $f : A' \to B$ for some $A' \subseteq A$. Denote the set of all partial functions from $A$ to $B$ by $PF(A, B)$. For $f \in PF(A, B)$ let $\text{dom}(f) \subseteq A$ be the domain of $f$. If $\text{dom}(f) = A$, then to emphasize that fact we would sometimes call $f$ a total function from $A$ to $B$. If $A$ is finite and $B$ is at most countable, then $PF(A, B)$ is at most countable, so we may equip it with the $\sigma$-algebra $\Sigma_{A,B} := \mathcal{P}(PF(A, B))$ of all its subsets. The power set $\mathcal{P}(A)$ can be turned into a commutative monoid with the multiplication given by the union operation that acts on $PF(A, B)$ with

$$S,f = f|_{\text{dom}(f) \cup S}.$$

Clearly, this action is measurable with respect to $\Sigma_{A,B}$. Observe that if $A$ is finite, then as a monoid $\mathcal{P}(A)$ is generated by the set $\{\{a\} : a \in A\}$ of singletons. Slightly abusing the notation, we would identify the singletons with the corresponding elements of $A$. In particular, we would say that $\mathcal{P}(A)$ is generated by $A$, and write $a.f$ instead of $\{a\}.f$.

Consider a graph $G(V,E)$ with maximum degree $\Delta$. Then $PF(V, [\Delta + 1])$ is the set of all partial colorings of $G$. Let $\mathcal{G} \subseteq PF(V, [\Delta + 1])$ be the set of all proper partial colorings. Note that for every $S \in \mathcal{P}(V)$ and $f \in \mathcal{G}$ we have $S,f \in \mathcal{G}$ (any restriction of a proper coloring is proper). Now choose a total coloring of $G$ uniformly at random. That gives us a random variable $X \in PF(V, [\Delta + 1])$. We want to prove that $\text{Pr}(X \in \mathcal{G}) > 0$. Note that $V.X = \emptyset \in \mathcal{G}$, in particular, $\text{Pr}(V.X \in \mathcal{G}) = 1 > 0$.

Suppose that $f \notin \mathcal{G}$, but $v,f \in \mathcal{G}$ for some $v \in V$. Let $g_v(f) := \emptyset$. Then for $v \in V$ and $S \in \mathcal{P}(V)$ we have $P(v,S) \neq 0$ only if $S = \emptyset$. In the latter case

$$P(v,\emptyset) = \sup_{S \subseteq V} \text{Pr}(X|_{V \setminus S} \notin \mathcal{G} \mid X|_{V \setminus (S \cup \{v\})} \in \mathcal{G}).$$

In other words, we have to give an upper bound for the probability that a random coloring of $V \setminus S$ is improper given that its restriction to $V \setminus (S \cup \{v\})$ is proper. Since there can be no more than $\Delta$ forbidden colors for $v$ in the restricted coloring, this probability is at most $\Delta/(\Delta + 1)$. So it remains to find a function $\chi : V \to \mathbb{R}_+$ such that for every $v \in V$ we have

$$\chi(v) \geq 1 + \frac{\Delta}{\Delta + 1}\chi(v).$$

Setting $\chi(v) = \Delta + 1$ for all $v \in V$ completes the proof. \hfill \blacksquare

### 4.2 The LAL implies the Lopsided LLL

Now we are going to show the connection between the LAL and the LLL. Namely, we will prove that the Lopsided LLL, which is a strengthening of the LLL, may be derived as a particular case of the LAL.

**Theorem 4.2** (Lopsided Lovász Local Lemma, \[7\]). Let $A$ be a finite set of random events in a probability space $\Omega$. For $A \in A$ let $\Gamma(A)$ be a subset of $A \setminus \{A\}$ such that

$$\text{Pr}(A) \geq \text{Pr}\left(A \middle| \bigcap_{B \in S} \overline{B}\right)$$

for every $S \subseteq A \setminus (\Gamma(A) \cup \{A\})$. Suppose that there exists an assignment of reals $\mu : A \to [0;1)$ such that for every $A \in A$ we have

$$\text{Pr}(A) \leq \mu(A) \prod_{B \in \Gamma(A)} (1 - \mu(B)).$$

Then $\text{Pr}(\bigcap_{A \in A} \overline{A}) > 0$. 
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Proof. Consider the set PF(A, \{0, 1\}). Let \( G \subseteq PF(A, \{0, 1\}) \) be the set of partial functions that do not take the value 1. For \( \omega \in \Omega \) let \( X(\omega) \) be the total function from \( A \) to \( \{0, 1\} \) that is equal to 1 if and only if \( \omega \in A \). Our goal then is to show that \( X \in G \) with positive probability.

Note that \( A.X = \emptyset \in G \) with probability 1. If \( f \notin G \), but \( A.f \in G \) for some \( A \in A \), then let \( g_A(f) := \Gamma(A) \). Then \( P(A, S) \neq 0 \) only if \( S = \Gamma(A) \). In the latter case

\[
P(A, \Gamma(A)) = \sup_{S \subseteq A} \Pr(X|A|S \notin G \text{ and } X|A \setminus (S \cup (A \setminus \{0\})) \in G | X|A \setminus (S \cup (A \setminus \{1\})) \in G).
\]

Clearly, if \( A \in S \), then

\[
\Pr(X|A|S \notin G \text{ and } X|A \setminus (S \cup (A \setminus \{0\})) \in G | X|A \setminus (S \cup (A \setminus \{1\})) \in G) = 0.
\]

If, on the other hand, \( A \notin S \), then

\[
\Pr(X|A|S \notin G \text{ and } X|A \setminus (S \cup (A \setminus \{0\})) \in G | X|A \setminus (S \cup (A \setminus \{1\})) \in G) \leq \Pr\left(A \left| \bigcap_{B \in A \setminus (S \cup (A \setminus \{1\}))} B \right. \right) \leq \Pr(A).
\]

Thus we need to find a function \( \chi : A \to \mathbb{R}_+ \) satisfying

\[
\chi(A) \geq 1 + \Pr(A) \prod_{B \in \Gamma(A) \cup \{A\}} \chi(B)
\]

for all \( A \in A \). Take \( \chi(A) := 1/(1 - \mu(A)) \). Then

\[
1 + \Pr(A) \prod_{B \in \Gamma(A) \cup \{A\}} \chi(B) = 1 + \frac{\Pr(A)}{\prod_{B \in \Gamma(A) \cup \{A\}} (1 - \mu(B))} \leq 1 + \frac{\mu(A) \prod_{B \in \Gamma(A)} (1 - \mu(B))}{\prod_{B \in \Gamma(A) \cup \{A\}} (1 - \mu(B))} = 1 + \frac{\mu(A)}{1 - \mu(A)} = \frac{1}{1 - \mu(A)} = \chi(A),
\]

and we are done. \( \square \)

### 4.3 Non-repetitive sequences and non-repetitive colorings

The study of non-repetitive sequences and non-repetitive colorings is one of the first areas of combinatorics where the entropy compression method was successfully applied. Here we are going to present two of these results and reproduce them using the LAL.

A finite sequence \( a_1a_2\ldots a_n \) is non-repetitive, if there are no \( 1 \leq t \leq \lfloor n/2 \rfloor \) and \( 1 \leq s \leq n - 2t + 1 \) such that \( a_k = a_{k+t} \) for all \( s \leq k \leq s + t - 1 \). A well known result by Thue \cite{22} asserts that there exist arbitrarily long non-repetitive sequences of elements from \( \{0, 1, 2\} \). The following theorem is a choosability version of this result.

**Theorem 4.3** (Grytczuk et al. \cite{12}). Let \( L_1, L_2, \ldots, L_n \) be a sequence of sets with \( |L_k| \geq 4 \) for all \( 1 \leq k \leq n \). Then there exists a non-repetitive sequence \( a_1a_2\ldots a_n \) such that \( a_k \in L_k \) for all \( 1 \leq k \leq n \).

**Remark 4.4.** It is an open problem whether the same result is true for \( |L_k| \geq 3 \).

Proof. Let \( \mathcal{X} \) be the set of sequences \( a_1a_2\ldots a_m \) with \( 0 \leq m \leq n \) such that \( a_k \in L_k \) for all \( 1 \leq k \leq m \), and let \( \mathcal{G} \subseteq \mathcal{X} \) be the subset of all non-repetitive sequences. Let \( \{\beta\}^* \) be the free monoid with one generator. Then \( \{\beta\}^* \) acts on \( \mathcal{X} \) with \( \beta.a_1a_2\ldots a_m = a_1a_2\ldots a_{m-1} \) for \( m > 0 \) and \( \beta.\emptyset = \emptyset \). This action is, of course, measurable with respect to the \( \sigma \)-algebra \( \Sigma := P(\mathcal{X}) \). Choose a sequence \( X = X_1X_2\ldots X_n \) of length \( n \) from \( \mathcal{X} \) uniformly at random. Then \( \Pr(\beta^n.X \in \mathcal{G}) = 1 > 0 \). We want to show that \( \Pr(X \in \mathcal{G}) > 0 \).

Suppose that \( a_1a_2\ldots a_m \notin \mathcal{G} \), but \( a_1a_2\ldots a_{m-1} \in \mathcal{G} \). Then there is \( 1 \leq t \leq \lfloor m/2 \rfloor \) such that \( a_k = a_{k+t} \) for all \( m - 2t + 1 \leq k \leq m - t \). Let \( g_\beta(a_1a_2\ldots a_m) := \beta^{t-1} \) (if there is more than one such \( t \), choose any one of them).
What is $P(\beta, \beta^{t-1})$? We have

$$P(\beta, \beta^{t-1}) = \sup_{t \geq 0} \Pr \left( g_{\beta^t}^{\beta} . X = \beta^{t-1} \mid \beta^{t+t} . X \in \mathcal{G} \right) \leq \sup_{t \geq 0} \Pr \left( X_k = X_{k+t} \text{ for all } n - \ell - 2t + 1 \leq k \leq n - \ell - t \mid X_1 \ldots X_{n-\ell-t} \in \mathcal{G} \right) \leq \frac{1}{4^t}.$$ 

Hence it is enough to find a number $\chi \in \mathbb{R}_+$ such that

$$\chi \geq 1 + \sum_{t=1}^{\infty} \frac{\chi^t}{4^t} = \frac{1}{1 - \chi/4},$$

where the last equality is subject to $\chi < 4$. Setting $\chi = 2$ completes the proof. \hfill \blacksquare

A vertex coloring $f$ of a graph $G(V, E)$ is non-repetitive if there is no path $P$ in $G$ with even number of vertices (we call it the length of a path) such that the first half of $P$ receives the same sequence of colors as the second half of $P$, i.e. if there is no path $v_1, v_2, \ldots, v_{2t}$ such that $f(v_k) = f(v_{k+t})$ for all $1 \leq k \leq t$. The least number of colors that is needed for a non-repetitive coloring of $G$ is called the non-repetitive chromatic number of $G$ and is denoted by $\pi(G)$.

The first upper bound for $\pi(G)$ in terms of the maximum degree $\Delta(G)$ was given by Alon et al. [1], who proved that there is a constant $c$ such that $\pi(G) \leq c\Delta(G)^2$. Originally this result was obtained with $c = 2e^{16}$. The constant was then improved to $c = 16$ by Grytczuk [13], and then to $c = 12.92$ by Haranta and Jendrol’ [14]. All these results were based on the LLL.

Dujmović et al. [6] managed to improve the value of the aforementioned constant $c$ dramatically using the entropy compression method. Namely, they lowered the constant to 1, or, to be precise, they showed that $\pi(G) \leq (1 + o(1))\Delta(G)^2$ (assuming that $\Delta(G) \to \infty$).

The best known bound is given by the following theorem.

**Theorem 4.5** (Gonçalves et al. [10]). For every graph $G(V, E)$ with maximum degree $\Delta$ we have

$$\pi(G) \leq \left[ \Delta^2 + \frac{3}{2^{2/3}} \Delta^{5/3} + \frac{2^{2/3} \Delta^{5/3}}{\Delta^{1/3} - 2^{1/3}} \right].$$

**Proof.** Our framework will be the same as in the proofs of Theorems 4.1 and 4.2. Let $G(V, E)$ be a graph with maximum degree $\Delta$, and let $C$ be a set of colors of cardinality $|C| \geq \Delta^2 + \frac{3}{2^{2/3}} \Delta^{5/3} + \frac{2^{2/3} \Delta^{5/3}}{\Delta^{1/3} - 2^{1/3}}.

(13)

Let $\mathcal{G} \subseteq \mathcal{PF}(V, C)$ be the set of all non-repetitive partial colorings of $G$. Choose a total coloring $X \in \mathcal{PF}(V, C)$ uniformly at random. Note that $\Pr(V . X \in \mathcal{G}) = 1 > 0$, and we want to prove that $\Pr(X \in \mathcal{G}) > 0$.

If $f : V \to C$ and $f \notin \mathcal{G}$, but $v . f \in \mathcal{G}$ for some $v \in V$, then there exists an even path $P$ contained in $\text{dom}(f)$ that passes through $v$ and is colored repetitively by $f$. Let $g_v(f) := V(P_v')$, where $P_v'$ is the half of $P$ that contains $v$ (if there is more than one such path $P$, choose any one of them).

Let $v \in V$ and $S \in \mathcal{P}(V)$. Then $P(v, S) \neq 0$ only if $S = V(P_v')$ for a path $P$ of length $2t$ containing $v$, where $t = |S|$. In the latter case let $\Pi(S)$ be the set of all paths $P$ of length $2t$ such that $S = V(P_v')$. Then

$$P(v, S) = \sup_{U \subseteq V} \Pr \left( g_v(X|_{V \setminus U}) = S \mid X|_{V \setminus (U \cup S)} \in \mathcal{G} \right) \leq \sup_{U \subseteq V} \sum_{P \in \Pi(S)} \Pr \left( P \text{ is colored repetitively in } X|_{V \setminus U} \mid X|_{V \setminus (U \cup V(P_v'))} \in \mathcal{G} \right) \leq \sum_{P \in \Pi(S)} \frac{1}{|C|^t}.$$ 

Note that there are at most $t\Delta^{2t-1}$ paths of length $2t$ containing a given vertex $v \in V$. Indeed, there are $2t$ ways of choosing a position for $v$ on a path of length $2t$ and at most $\Delta^{2t-1}$ ways of choosing
a path of length $2t$ passing through $v$ assuming that the position of $v$ on a path is fixed, but in this manner we count every path twice. Finally, suppose that $\chi(v) = \chi \in \mathbb{R}_+$ is a constant independent of $v \in V$. Then it would suffice to have

$$\chi \geq 1 + \sum_{t=1}^{\infty} \frac{t\Delta^{2t-1} \chi^t}{|C|^t} = 1 + \frac{\Delta \chi/|C|}{(1 - \Delta^2 \chi/|C|)^2}, \tag{14}$$

where the last equality is subject to $\Delta^2 \chi/|C| < 1$. If we let $y := \Delta^2 \chi/|C|$, then (14) turns into

$$\frac{|C|}{\Delta^2} \geq \frac{1}{y} + \frac{1}{\Delta(1-y)^2}. \tag{15}$$

Following Gonçalves et al., we take $y = 1 - (2/\Delta)^{1/3}$, and (15) becomes

$$\frac{|C|}{\Delta^2} \geq 1 + \frac{3}{2^{2/3} \Delta^{1/3}} + \frac{2^{2/3}}{\Delta^{2/3} - (2\Delta)^{1/3}},$$

which is true by (13). \hfill \blacksquare

### 4.4 Acyclic edge colorings

An edge coloring of a graph $G$ is called an acyclic edge coloring if it is proper (i.e., adjacent edges receive different colors) and every cycle in $G$ contains edges of at least three different colors (there are no bichromatic cycles in $G$). The least number of colors needed for an acyclic edge coloring of $G$ is called the acyclic chromatic index of $G$ and is denoted by $a'(G)$. This notion was first introduced by Grünbaum [11].

As in the case of non-repetitive colorings, it is quite natural to ask for an upper bound on the acyclic chromatic index of a graph $G$ in terms of its maximum degree $\Delta(G)$. Since $a'(G) \geq \chi(G) \geq \Delta(G)$, this bound must be at least linear in $\Delta(G)$. The first linear bound was given by Alon et al. [2], who showed that $a'(G) \leq 64\Delta(G)$. Although it resolved the problem of determining the order of growth of $a'(G)$ in terms of $\Delta(G)$, it was conjectured that the sharp bound should be much lower.

**Conjecture 4.6** (Fiamčik [9], Alon et. al. [11]). For every graph $G$ we have $a'(G) \leq \Delta(G) + 2$.

Note that the bound in Conjecture 4.6 is only one more than Vizing’s bound on the chromatic index of $G$. However, this elegant conjecture is still far from being proven.

The first major improvement to the bound $a'(G) \leq 64\Delta(G)$ was made by Molloy and Reed [18], who proved that $a'(G) \leq 16\Delta(G)$. This bound remained the best for a while, until Ndreca et al. [20] managed to improve it to $a'(G) \leq [9.62(\Delta(G) - 1)]$. Again, first bounds for $a'(G)$ were obtained using the LLL. The bound $a'(G) \leq [9.62(\Delta(G) - 1)]$ by Ndreca et al. used an improved version of the LLL due to Bissacot et al. [5].

The best current bound for $a'(G)$ in terms of $\Delta(G)$ was obtained recently by Esperet and Parreau via the entropy compression method.

**Theorem 4.7** (Esperet & Parreau [3]). For every graph $G(V,E)$ with maximum degree $\Delta$ we have $a'(G) \leq 4(\Delta - 1)$.

Below we give two LAL-based proofs of Theorem 4.7 that differ in their ways of “translating” the algorithmic proof by Esperet and Parreau into the language of probability.

**First proof.** We start with the following claim, that plays a crucial role in our proof as well as in the original proof by Esperet and Parreau.

**Claim 4.8.** Let $G(V,E)$ be a graph with maximum degree $\Delta$. Suppose that some of its edges are colored properly by $k > 2\Delta$ colors, and suppose that an edge $e \in E$ is uncolored. Then there exist at least $k - 2(\Delta - 1)$ ways to color $e$ so that the resulting coloring is still proper and does not contain bichromatic 4-cycles going through $e$. 


Indeed, let \( e = uv \). If coloring \( e \) with a color \( c \) creates a bichromatic 4-cycle \( uvxy \), then the edges \( vx \) and \( uy \) must be already colored the same. On the other hand, any pair of edges \( vx \) and \( uy \) that are colored the same can give rise to at most one bichromatic 4-cycle, namely \( uvxy \). The number of edges adjacent to \( e \) is at most \( 2(\Delta - 1) \), and to each color that creates a bichromatic 4-cycle corresponds exactly one pair of edges adjacent to \( e \) that share their color. Therefore, the number of “forbidden” colors for \( e \) is at most \( 2(\Delta - 1) \), which establishes the claim.

The crucial idea of [8] (which is credited to Jakub Kozik by the authors) is to handle 4-cycles and cycles of length at least 6 separately. It can be done in the probabilistic framework in the following way. Let \( C \) be a set of colors of cardinality \( |C| \geq 4(\Delta - 1) \). Claim 4.8 ensures then that there exist proper edge colorings of \( G \) by colors \( C \) which do not contain bichromatic 4-cycles. Let \( X \subseteq \text{PF}(E, C) \) be the set of all such partial colorings, and let \( G \subseteq X \) be the set of all acyclic partial colorings. Choose a total coloring \( X \in X' \) uniformly at random. We want to show that \( \Pr(X \in G) > 0 \).

If \( f \in X \setminus G \) and \( e.f \in G \) for some \( e \in E \), then there is a cycle \( K \) of length at least 6 contained in \( \text{dom}(f) \) that passes through \( e \) and is colored bichromatically by \( f \). Let \( g_e(f) := K'_e \), where \( K'_e \) is a subset of \( E(K) \) that contains \( e \) and all other edges of \( K \) except for two arbitrary adjacent edges (if there is more than one such \( K \), choose any one of them).

Now \( P(e, S) \neq 0 \) only if \( S = K'_e \) for some cycle \( K \) of length \( 2t \geq 6 \), where \( 2t = |S| + 2 \). In the latter case let \( \Theta(S) \) be the set of all cycles \( K \) such that \( K'_e = S \). Then

\[
P(e, S) = \sup_{F \subseteq E} \Pr(g_e(X|_{E \setminus F}) = S \mid X|_{E \setminus (F \cup S)} \in G)
\leq \sup_{F \subseteq E} \sum_{K \in \Theta(S)} \Pr(K \text{ is colored bichromatically in } X|_{E \setminus F} \mid X|_{E \setminus (F \cup K'_e)} \in G).
\]

Note that the probability

\[
\Pr(K \text{ is colored bichromatically in } X|_{E \setminus F} \mid X|_{E \setminus (F \cup K'_e)} \in G)
\]

is non-zero only if \( E(K) \subseteq E \setminus F \). In that case the set \( E \setminus (F \cup K'_e) \) contains exactly two adjacent edges of \( K \). If \( f : E \setminus K'_e \rightarrow C \) is an acyclic coloring, then due to Claim 4.8 it can be extended to the whole set \( E \) properly and without bichromatic 4-cycles in at least \( (2(\Delta - 1))^{2t-2} \) ways (recall that \( |C| \geq 4(\Delta - 1) \)), but \( K \) is bichromatic in at most one of them. Therefore,

\[
\sup_{F \subseteq E} \sum_{K \in \Theta(S)} \Pr(K \text{ is colored bichromatically in } X|_{E \setminus F} \mid X|_{E \setminus (F \cup K'_e)} \in G)
\leq \sum_{K \in \Theta(S)} \frac{1}{(2(\Delta - 1))^{2t-2}}.
\]

Since there are at most \( (\Delta - 1)^{2t-2} \) cycles of length \( 2t \) passing through a given edge \( e \), it is enough to find a number \( \chi \in \mathbb{R}_+ \) such that

\[
\chi \geq 1 + \sum_{t=3}^{\infty} \frac{(\Delta - 1)^{2t-2} \chi^{2t-2}}{(2(\Delta - 1))^{2t-2}} = 1 + \frac{(\chi/2)^4}{1 - (\chi/2)^2},
\]

where the last equality is subject to \( \chi/2 < 1 \). Setting \( \chi = \sqrt{5} - 1 \) completes the proof.

**Second proof.** In the previous proof the set \( X \) was constructed in a clever and nontrivial way. It turns out, however, that the LAL is flexible enough to produce the same result in the case where the random coloring is just chosen uniformly at random from \( C^E \).

Let \( G \subseteq \text{PF}(E, C) \) be the set of all acyclic partial colorings, and let \( X \) be a total coloring chosen from \( \text{PF}(E, C) \) uniformly at random. If \( f : E \rightarrow C \) and \( f \notin G \), but \( e.f \in G \) for some \( e \in E \), then one of the following holds.

1. There is an edge \( h \in \text{dom}(f) \) that is adjacent to \( e \) and \( f(h) = f(e) \). In this case let \( g_e(f) := \emptyset \).
2. There is a 4-cycle contained in \( \text{dom}(f) \) that passes through \( e \) and is colored bichromatically by \( f \). In this case let \( g_e(f) := \emptyset \).
3. There is a cycle $K$ of length at least 6 contained in $\text{dom}(f)$ that passes through $e$ and is colored bichromatically by $f$. In this case let $g_e(f) := K'_e$, where $K'_e$ is defined in the same way as in the previous proof.

Again, if there is some ambiguity in the definition of $g_e(f)$, then choose any available option.

Now $P(e, S) \neq 0$ only if $S = \emptyset$ or $S = K'_e$ for some cycle $K$ of length $2t \geq 6$, where $2t = |S| + 2$. In the first case

$$P(e, \emptyset) = \sup_{F \subseteq E} \Pr \left( g_e(X|_{E \setminus F}) = \emptyset \mid X|_{E \setminus (F \cup \{e\})} \in \mathcal{G} \right) \leq \frac{2(\Delta - 1)}{4(\Delta - 1)} = \frac{1}{2},$$

where the inequality is due to Claim 4.8. In the second case let $\Theta(S)$ be the set of all cycles $K$ such that $K'_e = S$. Then, analogously to the first proof,

$$P(e, S) = \sup_{F \subseteq E} \Pr \left( g_e(X|_{E \setminus F}) = S \mid X|_{E \setminus (F \cup S)} \in \mathcal{G} \right) \leq \sup_{F \subseteq E} \sum_{K \in \Theta(S)} \Pr \left( K \text{ is colored bichromatically in } X|_{E \setminus F} \mid X|_{E \setminus (F \cup K'_e)} \in \mathcal{G} \right) \leq \sum_{K \in \Theta(S)} \frac{1}{(4(\Delta - 1))^{2t-2}}.$$

Finally, it is enough to find a number $\chi \in \mathbb{R}_+$ such that

$$\chi \geq 1 + \sum_{t=3}^{\infty} \frac{(\Delta - 1)^{2t-2} \chi^{2t-2}}{(4(\Delta - 1))^{2t-2}} + \frac{\chi}{2} = 1 + \frac{(\chi/4)^4}{1 - (\chi/4)^2} + \frac{\chi}{2}, \tag{17}$$

under the assumption that $\chi/4 < 1$. If we denote $y = \chi/2$, then (17) turns into

$$y \geq 1 + \frac{(y/2)^4}{1 - (y/2)^2},$$

which is the same as (10), so we can take $y = \sqrt{5} - 1$. \hfill \qed

### 4.5 Ramsey numbers

When there are many different types of “bad” events that must be avoided, the LLL results in many inequalities with many variables, because it must assign different numbers to different events. The LAL, on the other hand, assigns numbers to the generators of the monoid, which are usually “homogeneous” in some sense, even if there are many “bad” events to handle. For example, if we want to prove an upper bound for the acyclic chromatic index of a graph using the LLL, we have to introduce different variables for the events that happen when two adjacent edges are colored the same, and for the events corresponding to bichromatic cycles of different lengths. Then we have to write down the inequalities for each of these events, and solve them simultaneously. The resulting problem, though purely computational, is not very pleasant. On the other hand, as we saw in Section 4.4, the LAL gives us in this case only one inequality with a single variable $\chi$.

Let us illustrate this advantage of the LAL with the following example.

**Theorem 4.9** (Erdős; Spencer [3]). There is a positive constant $c$ such that $R(3, k) \geq (c+o(1)) \left( \frac{1}{\log k} \right)^2$, where $R(\ell, k)$ denotes the (off-diagonal) Ramsey number.

**Remark** 4.10. The best current bound is $R(3, k) \geq c \frac{k^2}{\log k}$ due to Kim [15].

Note that the LLL-based proof of Theorem 4.9 by Spencer boils down to the following analytic problem: What is the largest possible value of $n$ for which there exist $0 \leq x, y, p < 1$ with

$$\begin{align*}
\left( \frac{p^3}{2} \right) \leq & \ x(1 - x)^3(1 - y)^{\binom{k}{2}}; \\
\left( \frac{(1 - p)^2}{2} \right) \leq & \ y(1 - x)^{k^2 n/2}(1 - y)^{\binom{k}{2}}.
\end{align*}$$
Proof. Let us color the edges of $K_n$ red and blue randomly and independently, choosing the blue color for each edge with probability $p$. It gives us a random total function $X \in \text{PF}(E(K_n), \{\text{red, blue}\})$. Let $\mathcal{G} \subseteq \text{PF}(E(K_n), \{\text{red, blue}\})$ be the set of all partial colorings with no blue triangle or red $K_k$. We want to prove that $\Pr(X \in \mathcal{G}) > 0$ for a suitable choice of $p$ and $n < (c + o(1)) \left( \frac{k}{\log k} \right)^2$.

If $f : E(K_n) \to \{\text{red, blue}\}$ is not in $\mathcal{G}$, but $e.f \in \mathcal{G}$ for some $e \in E(K_n)$, then one of the following holds.

1. There is a blue triangle $\Delta$ in $\text{dom}(f)$ that contains the edge $e$. Then let $g_e(f) := E(\Delta)$.
2. There is a red subgraph $H \cong K_k$ in $\text{dom}(f)$ that contains the edge $e$. Then let $g_e(f) := E(H)$.

As usual, if there is some ambiguity in the definition of $g_e(f)$, then choose any available option.

Now $P(e, S) \neq 0$ only if $S = E(H)$ for a graph $H$ that contains $e$ and is isomorphic to either $K_3$ or $K_k$. In the first case,

$$P(e, E(\Delta)) = p^3,$$

and in the second case,

$$P(e, E(H)) = (1 - p)^{\binom{k}{2}}.$$

Since an edge $e$ is contained in $n - 2$ triangles and $\binom{n - 2}{k - 2}$ copies of $K_k$, it is enough to find a number $\chi \in \mathbb{R}_+$ such that

$$\chi \geq 1 + (n - 2)p^3 \chi^3 + \binom{n - 2}{k - 2} (1 - p)^{\binom{k}{2}} \chi^{\binom{k}{2}}.$$  (18)

So we get one inequality with two variables ($p$ and $\chi$). But if we denote $x := p\chi$ and $y := (1 - p)\chi$, then (18) turns into

$$(x - (n - 2)x^3) + \left( y - \binom{n - 2}{k - 2} y^{\binom{k}{2}} \right) \geq 1.$$  

Hence we can optimize

$$x - (n - 2)x^3$$

and

$$y - \binom{n - 2}{k - 2} y^{\binom{k}{2}}$$

separately, which is an easy one-variable maximization problem. The rest of the proof follows.  

4.6 A non-combinatorial example

All examples of using the LAL that we discussed before were combinatorial in nature and closely related to the LLL, which is not surprising, since the LAL was intended to be a generalization of the LLL. Nevertheless, the framework of the LAL is more general than the usual LLL framework. Here we give only one easy example of an application of the LAL that is far from usual type of results obtained using the Local Lemma.

Theorem 4.11. Let $(a_{ij})_{i,j=1}^{\infty}$ be a collection of non-negative real numbers such that

$$0 < \sum_{i,j=1}^{\infty} a_{ij} < \infty.$$  

For $i, j \geq 1$ let

$$b_{ij} := \frac{a_{ij}}{\sum_{k=1}^{\infty} \sum_{\ell=1}^{i+j-1} a_{k\ell}}.$$  

Here we assume that $0/0 = 0$. Then for every $x \in \mathbb{R}_+$ we have

$$1 + \sum_{i=1}^{\infty} \left( \sup_{j \geq 1} b_{ij} \right) x^i > x.$$  
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Corollary 4.12. Let \((a_j)_{j=1}^{\infty}\) be a sequence of non-negative real numbers such that \(0 < \sum_{j=1}^{\infty} a_j < \infty\). Let \(k\) be a positive integer. Then

\[
\sup_{j \geq 1} \left( \frac{a_j}{\sum_{i=1}^{j+k-1} a_i} \right) > \frac{1}{ek}.
\]

Proof of Corollary 4.12. It is easy to check that if \(k > 1\) and \(s \in \mathbb{R}^+\), then for every \(x \in \mathbb{R}^+\) we have

\[
1 + sx^k > x
\]

if and only if

\[
s > \frac{(k - 1)^{k-1}}{k^k} > \frac{1}{ek}.
\]

Let

\[
c_{ij} = \begin{cases} 0 & \text{if } i \neq k; \\ a_j & \text{otherwise}. \end{cases}
\]

Then by Theorem 4.11 applied to \((c_{ij})_{i,j=1}^{\infty}\) for every \(x \in \mathbb{R}^+\) we have

\[
1 + \left( \sup_{j \geq 1} \left( \frac{a_j}{\sum_{i=1}^{j+k-1} a_i} \right) \right) x^k > x.
\]

Therefore,

\[
\sup_{j \geq 1} \left( \frac{a_j}{\sum_{i=1}^{j+k-1} a_i} \right) > \frac{1}{ek},
\]

as desired. ■

Proof of Theorem 4.11. Upon replacing each \(a_{ij}\) with \(a_{ij}/\left(\sum_{i,j=1}^{\infty} a_{ij}\right)\) we may assume that

\[
\sum_{i,j=1}^{\infty} a_{ij} = 1.
\]

Let \(\mathbb{N}_0\) denote the set of non-negative integers, and \(\mathbb{N}_+\) denote the set of positive integers. Let \(a_{i,0} := 0\) for every \(i \in \mathbb{N}_+\). Let \(\{\beta\}^*\) be the free monoid with one generator. Then \(\{\beta\}^*\) acts on \(\mathbb{N}_+ \times \mathbb{N}_0\) with

\[
\beta(i,j) := \begin{cases} (i, j-1) & \text{if } j > 0; \\ (i,j) & \text{otherwise}. \end{cases}
\]

Let \(G := \mathbb{N}_+ \times \{0\}\). Since \(\sum_{(i,j) \in \mathbb{N}_+ \times \mathbb{N}_0} a_{ij} = 1\), we may consider a random variable \((I, J) \in \mathbb{N}_+ \times \mathbb{N}_0\) such that

\[
\Pr((I, J) = (i,j)) = a_{ij}.
\]

For \(i \in \mathbb{N}_+\) let \(g_{\beta((i,1))} := i - 1\). Then for any \(i \in \mathbb{N}_+\) we have

\[
P(\beta, \beta^{i-1}) = \sup_{n \geq 0} \Pr(I = i \text{ and } J - n - 1 = 0 \mid J - n - i \leq 0) = \sup_{n \geq 0} \frac{a_{i,n+1}}{\sum_{k=1}^{\infty} \sum_{\ell=1}^{n+1} a_{k\ell}} = \sup_{j \geq 1} b_{ij}.
\]

Since \(\Pr((I, J) \in G) = 0\), the LAL gives us that for every \(x \in \mathbb{R}_+\)

\[
x < 1 + \sum_{i=1}^{\infty} P(\beta, \beta^{i-1}) x^i = 1 + \sum_{i=1}^{\infty} \left( \sup_{j \geq 1} b_{ij} \right) x^i,
\]

as desired. ■
4.7 Choice functions

Our last example is a probabilistic application of the LAL. Let \( U_1, \ldots, U_n \) be a collection of pairwise disjoint non-empty finite sets. A choice function \( F \) is a subset of \( U_1 \cup \ldots \cup U_n \) such that \( |F \cap U_k| = 1 \) for all \( 1 \leq k \leq n \). A partial choice function \( P \) is a subset of \( U_1 \cup \ldots \cup U_n \) such that \( |P \cap U_k| \leq 1 \) for all \( 1 \leq k \leq n \). For a partial choice function \( P \) let

\[
\text{dom}(P) := \{1 \leq k \leq n : U_k \cap P \neq \emptyset\}.
\]

If \( P \) is a partial choice function and \( F \) is a choice function, then \( P \) occurs in \( F \) if \( P \subseteq F \).

The language of choice functions is very natural for describing combinatorial problems. For example, if \( G(V, E) \) is a graph, then we can assign to each vertex \( v \in V \) a set \( U_v := \{(k, v) : 1 \leq k \leq r\} \). After that assign to each edge \( uv \in E \) and \( 1 \leq k \leq r \) a partial choice function \( P^k_{uv} := \{(k, u), (k, v)\} \). Then a proper \( r \)-coloring of \( G \) is nothing else but a choice function \( F \) such that none of \( P^k_{uv} \) occurs in \( F \).

A multichoice function \( M \) is any subset of \( U_1 \cup \ldots \cup U_n \). Again, a partial choice function \( P \) occurs in a multichoice function \( M \) if \( P \subseteq M \). Suppose that we are given a finite family \( P_1, \ldots, P_m \) of non-empty “forbidden” partial choice functions. Clearly, there exists a choice function \( F \) that avoids all of \( P_1, \ldots, P_m \) if and only if there exists a multichoice function \( M \) such that

\[
|M \cap U_k| \geq 1 + |\{1 \leq j \leq m : \text{dom}(P_j) \ni k \text{ and } P_j \subseteq M\}| \tag{19}
\]

for all \( 1 \leq k \leq n \). Indeed, if \( F \) is a choice function that avoids all of \( P_1, \ldots, P_m \), then we can take \( M = F \). If, on the other hand, \( M \) satisfies \( \text{(19)} \), then for each \( 1 \leq k \leq n \) there is an element

\[
u_k \in (M \cap U_k) \setminus \left( \bigcup_{P_j \subseteq M} P_j \right).
\]

Then the set \( \{u_1, \ldots, u_n\} \) is a choice function avoiding \( P_1, \ldots, P_m \).

The theorem that we are going to prove asserts that in fact it is enough to prove \( \text{(19)} \) on average for some random multichoice function \( M \).

Theorem 4.13. Let \( U_1, \ldots, U_n \) be a collection of pairwise disjoint non-empty finite sets, and let \( P_1, \ldots, P_m \) be a family of non-empty partial choice functions. Let \( M_k \subseteq U_k \) be a random subset of \( U_k \) for each \( 1 \leq k \leq n \). Suppose that the variables \( M_k \) are mutually independent. Let \( M := \bigcup_{k=1}^n M_k \). If

\[
\mathbb{E} |M \cap U_k| \geq 1 + \mathbb{E} |\{1 \leq j \leq m : \text{dom}(P_j) \ni k \text{ and } P_j \subseteq M\}| \tag{20}
\]

for all \( 1 \leq k \leq n \), then there exists a choice function \( F \) in which none of \( P_1, \ldots, P_m \) occur.

Proof. Let \([n]\) denote the set \( \{1, \ldots, n\} \). For \( u \in U_1 \cup \ldots \cup U_n \) let \( p(u) := \Pr(u \in M) \). Then

\[
\mathbb{E} |M \cap U_k| = \sum_{u \in U_k} p(u),
\]

and

\[
\mathbb{E} |\{1 \leq j \leq m : \text{dom}(P_j) \ni k \text{ and } P_j \subseteq M\}| = \sum_{\text{dom}(P_j) \ni k} \Pr(P_j \subseteq M) = \sum_{\text{dom}(P_j) \ni k} \prod_{u \in P_j} p(u).
\]

So \( \text{(20)} \) says that

\[
\sum_{u \in U_k} p(u) \geq 1 + \sum_{\text{dom}(P_j) \ni k} \prod_{u \in P_j} p(u). \tag{21}
\]

Let \( \chi(k) := \sum_{u \in U_k} p(u) \) and \( \chi'(u) := p(u)/\chi(k) \) for \( 1 \leq k \leq n \) and \( u \in U_k \). Then \( \text{(21)} \) can be rewritten as

\[
\chi(k) \geq 1 + \sum_{\text{dom}(P_j) \ni k} \left( \prod_{u \in P_j} p'(u) \right) \left( \prod_{s \in \text{dom}(P_j)} \chi(s) \right). \tag{22}
\]
Let $\mathcal{X}$ be the set of all partial choice functions, and $\mathcal{G} \subseteq \mathcal{X}$ be the set of all partial choice functions in which none of $P_1, \ldots, P_m$ occur. Choose a random choice function $X$, picking an element $u \in U_k$ with probability $p'(u)$ and making choices for different $k$ independently. Then

$$\Pr(P_j \subseteq X) = \prod_{u \in P_j} p'(u),$$

so (22) turns into

$$\chi(k) \geq 1 + \sum_{\text{dom}(P_j) \supseteq k} \Pr(P_j \subseteq X) \left( \prod_{s \in \text{dom}(P_j)} \chi(s) \right). \tag{23}$$

We want to show that $\Pr(X \in \mathcal{G}) > 0$. Let $[n]$ denote the set $\{1, \ldots, n\}$. Then $\mathcal{P}([n])$ is a commutative monoid (with multiplication given by the union operation) generated by the set of singletons, that acts on $\mathcal{X}$ with

$$S.P := P \setminus \left( \bigcup_{k \in S} U_k \right).$$

Clearly, $\mathcal{G}$ is closed under the $\mathcal{P}([n])$-action. Also note that $\Pr([n].X \in \mathcal{G}) = 1 > 0$.

If $P$ is a partial choice function and $P \not\in \mathcal{G}$, but $k.P \in \mathcal{G}$, then for some $1 \leq j \leq m$ we have $P_j \subseteq P$ and $P_j \cap U_k \neq \emptyset$. Then let

$$g_k(P) := \text{dom}(P_j).$$

If there is more than one such $P_j$, then choose any one of them. Now for $1 \leq k \leq n$ and for $S \in \mathcal{P}([n])$ we have $P(k, S) \neq 0$ only if $k \in S$ and $S = \text{dom}(P_j)$ for some $1 \leq j \leq m$. In the latter case let $\Pi(S)$ be the set of all indices $1 \leq j \leq m$ such that $S = \text{dom}(P_j)$. Then

$$P(k, S) = \sup_{V \subseteq [n]} \Pr \left( g_k \left( X \setminus \left( \bigcup_{k \in V} U_k \right) \right) = S \mid X \setminus \left( \bigcup_{k \in V \cup S} U_k \right) \in \mathcal{G} \right)$$

$$\leq \sup_{V \subseteq [n]} \sum_{j \in \Pi(S)} \Pr \left( P_j \subseteq X \setminus \left( \bigcup_{k \in V \cup S} U_k \right) \mid X \setminus \left( \bigcup_{k \in V \cup S} U_k \right) \in \mathcal{G} \right)$$

$$= \sum_{j \in \Pi(S)} \Pr(P_j \subseteq X).$$

Hence (3) in this case turns into (23), and we are done. \hfill \blacksquare
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