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Abstract. Longest-chain protocols such as the one invented by Nakamoto for Bitcoin achieve liveness when the number of participating users is unknown, i.e., they are adaptive. However, they are not safe under network partitions, i.e., they do not achieve finality. On the other hand, there are many byzantine fault tolerant protocols that achieve finality, but not adaptivity. Indeed, the CAP theorem in the context of blockchains asserts that no protocol can simultaneously offer both adaptivity and finality.

We propose a new and simple blockchain protocol, the checkpointed longest chain, that offers a single protocol along with two distinct confirmation rules: one that guarantees finality, and another that is adaptive, thus letting clients make a local choice between adaptivity and finality. Our solution builds on and sheds insight on the design of finality gadgets, which have become popular methods for achieving deterministic finality in proof-of-work protocols. Furthermore, like most deployed blockchains, our proposed solution allows for coupled validity, i.e., the finalized blocks lie on a single chain, and therefore, nodes can attest to the validity of transactions while proposing blocks.

1 Introduction

The celebrated CAP theorem states that in the presence of a network partition, a distributed system cannot guarantee both consistency and availability [13]. Put differently, the theorem states that there are inherent safety/liveness trade-offs to be made in the design of distributed systems that are deployed over unreliable networks. Despite its negative implications, the CAP theorem has led to a more nuanced design of distributed systems, wherein the entire system is broken into different components and each component offers different guarantees. [14] highlights ways in which the negative implications of the CAP theorem can be mitigated in practice; prominent ways include focusing on consistency (with best effort availability), focusing on availability (with best effort consistency) and especially on application/user dependent focus on availability or consistency in the same distributed system protocol.

Blockchains are also distributed systems, and the trade-offs implicated by the CAP theorem are seen here too. Indeed, most blockchain protocols can be classified into two broad classes. The first class of designs employ the longest-chain rule (as introduced by Nakamoto in Bitcoin) or one of its variants. When network failures occur, these protocols remain available (offer liveness), but may violate consistency (safety). Moreover, these protocols only guarantee probabilistic safety instead of a deterministic guarantee. The other class of protocols are based on committee-based BFT algorithms, which make progress only when enough number of votes have been accrued for each block. These protocols can remain safe (safety is deterministic) during periods of asynchrony, but they do so by stalling completely.

It can be argued that in a blockchain, safety is of primary importance and therefore, safety-guaranteeing algorithms should be preferred. However, longest chain protocols have another desirable property called adaptivity: they remain safe and live irrespective of the number of participants
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in the system, as long as the fraction of adversaries is less than a threshold. Indeed, longest chain protocols have been shown to be safe and live in a model where some users can be “sleepy” for arbitrary periods of time. Committee-based BFT protocol do not guarantee such a property. This can be understood by realizing that sleepy users are difficult to distinguish from network failures for any protocol. This trade-off has been recently formalized in the form of a CAP theorem for blockchains [16], showing that “a fundamental dichotomy holds between protocols (such as Bitcoin) that are adaptive, in the sense that they can function given unpredictable levels of participation, and protocols (such as Algorand) that have certain finality properties”.

It is natural to ask whether the aforementioned dichotomy between different blockchain designs can be avoided by a careful design of a blockchain system, that allows different users to choose between adaptivity/availability and safety/finality. In particular, we seek a blockchain system wherein all (honest and active) peers follow a common block proposing mechanism, but different peers can choose between two different confirmation rules. One rule should be such that a user adopting it experiences liveness even when the number of active players is much less than the total number of players (e.g., the $k$-deep confirmation rule in longest-chain). The other rule must guarantee to give finality even under network partitions/periods of asynchrony. When the system is operating under desirable conditions, i.e., a large enough fraction of players are active and the network is synchronous, the set of blocks confirmed by the two rules must match. Such a design would be of interest in blockchains for many reasons. For example, for low-value transactions such as buying a coffee, one may prefer liveness over safety, whereas for high-value transactions, it is natural to choose safety over liveness. Moreover, such a trade-off allows each peer to make their own assumptions about the state of the network and choose a confirmation rule appropriately. Some recent works have tackled this problem with a variety of related formulations [11,15,18,22]. We provide a detailed comparison with these works in Section 2.

Checkpointed longest chain protocol Our main contribution is to propose a simple protocol, called the checkpointed longest chain protocol, which offers different users in the same blockchain system a choice between two different confirmation rules that have different adaptivity-finality trade-offs.

– **Block Proposal.** Just as in the longest chain protocol, honest miners build new blocks by extending the chain that they currently hold. In addition, some honest users participate in a separate checkpointing protocol, that marks certain blocks as checkpoints at regular intervals. An honest user adopts the longest chain that contains the latest checkpoint.

– **Confirmation rules.** The protocol’s adaptivity-guaranteeing confirmation rule is simply the $k$-deep rule. An honest user confirms a block if it sees $k$ blocks below it, for an appropriate choice of $k$. The protocol’s finality-guaranteeing rule is for honest users to treat all blocks in its chain up to the last checkpointed block as confirmed.

The protocol is designed such that new blocks continue to be mined at increasing heights, even if the participation level is low, but new checkpoints appear only if there is sufficient participation. This illustrates the adaptivity-guaranteeing property of the $k$-deep rule. On the other hand, checkpoints are guaranteed to be on a single chain irrespective of network conditions, while the longest chain containing the latest checkpoint may keep alternating between divergent chains. This implies the finality property of the checkpointing rule.

Below, we highlight the key design principles of our protocol, followed by the security guarantees.

**Validity of Blockchains** Our protocol keeps intact the intrinsic validity of blockchains. Roughly, validity means that the set of blocks that are confirmed all lie on a single, monotonically increasing
chain. Thus, the validity of a transaction can be inferred from just the blockchain leading up to the particular block. More precisely, an honest user that is constructing the block has the assurance that if the block is confirmed, all transactions in the block are confirmed, which means it accrues all the transaction rewards. Moreover, a user can infer that a certain transaction is confirmed simply by knowing that the transaction was included in a particular block and that the block was confirmed (as per either rule), without knowledge of the contents of other blocks. These properties are recognized to be important for the blockchain to be incentive-compatible and to enable light clients respectively. Further, validity of blockchains offers spam-resistance and is compatible with existing sharding designs. Although validity of blockchains is a common feature of a majority of protocols, recent high performance designs crucially decouple validation from consensus [2,18].

Interaction between Checkpointing and Longest Chain Protocol In our design, the longest chain rule (i.e., the block proposal rule) and the checkpointing rule satisfy some constraints with respect to each other. The interlocking structure of constraints between the checkpointing protocol and the longest chain protocol is illustrated in Figure 1 and detailed below.

- **P1: Consistency with previous checkpoints.** The sequence of checkpoints must be on a chain. This places a self-consistency condition on the checkpointing protocol.
- **P2: Checkpointed longest chain rule.** The longest chain protocol respect the previous checkpoints. Honest users build adopt the longest chain that contains the latest checkpoint and mine new blocks at the tip of this chain.
- **P3: Checkpoints are deep enough.** The checkpointing protocol should only checkpoint blocks that are sufficiently deep in some honestly held chain. Furthermore, such a chain should be made available along with the checkpoint message.

All these three conditions are required to achieve our goals. Condition **P1** is a requisite for a validity preserving protocol (in particular, a validity preserving, finality-guaranteeing confirmation rule). The condition **P2** says that honest nodes should adopt the longest checkpointed chain, rather than the longest chain. Given **P1**, the condition **P2** is required to ensure new checkpoints are produced after a period of asynchrony. Without this condition **P2**, the block proposal rule is simply the longest chain rule. During asynchrony, the longest chain may be one that does not include some of the checkpoints, and there is no correction mechanism to ever bring the longest chain downstream of the last checkpoint. Without the condition **P3**, the checkpointed longest chain rule (**P2**) can hurt safety and liveness even during synchrony. This is because the checkpointing protocol can now checkpoint a block at the tip of the blocktree that is not held by any honest node. This forces the honest nodes to switch from a longer chain to a shorter chain, leading to a wastage of honestly mined blocks and thereby compromising security.

![Fig. 1. The Checkpointed Longest Chain](image-url)
The Checkpointing Protocol  The checkpointing protocol in our design is a BFT consensus protocol. It is a slight modification of Algorand BA, that is presented in [7]. The protocol is extended from a single-iteration byzantine agreement protocol to a multi-iteration checkpointing protocol. In each iteration, nodes run the checkpointing protocol to checkpoint a new block, and 
P1 guarantees that the sequence of checkpoints lie on a single chain. Coupled with the chain adoption rule (longest checkpointed chain), these checkpoints offer deterministic finality and safety against network partitions. We state the safety guarantee of the checkpointing protocol as a basic checkpointing property (CP) as below:

- **CP0: Safety.** All honest users checkpoint the same block in one iteration of the checkpointing protocol, even during network partition. This checkpoint lies on the same chain as all previous checkpoints.

While one might consider different protocols for the checkpointing mechanism, the protocol must further satisfy some key properties during periods of synchrony.

- **CP1: Recency condition.** If a new block is checkpointed at some time, it must have been held at a certain depth \( k \) in the chain of an honest user at some point in the recent past.
- **CP2: Gap in checkpoints.** The interval between successive checkpoints must be large enough to allow CP1 to hold.
- **CP3: Conditional liveness.** If all honest nodes hold chains that are self-consistent (all but the last few blocks are common), then a new checkpoint will appear within a certain bounded time (i.e., there is an upper bound on the interval between two successive checkpoints).

CP1 helps in bounding the extent to which an honest user may have to drop honest blocks in its chain when it adopts a new checkpoint. Without this condition, (i.e., if arbitrarily old checkpoints can be issued), honest users may have to let go of many honestly mined blocks. This causes a loss in mining power, which we refer to as bleeding. Our choice of Algorand BA was made because it has this property. Other natural candidates such as PBFT [5] and HotStuff [23], do not have this property. We discuss this in detail in §8. CP2 ensures that the loss in honest mining power due to the above mechanism is limited. This condition can be incorporated by design. CP3 is a liveness property of the checkpointing protocol. It ensures new checkpoints appear at frequent intervals, leading to liveness of the finality-guaranteeing confirmation rule.

Security Guarantees (Informal) We show the following guarantees for proof-of-work longest chain along with Algorand BA (augmented with the appropriate validity condition).

1. The \( k \)-deep rule is safe and live if the network is synchronous from the beginning and the fraction of adversaries among online users is less than a half.
2. The checkpointing protocol, which is safe by design, is also live soon after the network partition is healed under the partially synchronous model.
3. The ledger from the checkpoint rule is a prefix of the ledger from the \( k \)-deep rule from the point of view of any user.

Proof Technique We prove these security guarantees using the following strategy. First, we show that if all honest users hold chains that obey the \( k \)-common prefix condition for an extended period of time, then new blocks get checkpointed at regular intervals, and these blocks are part of the common prefix of the honestly held chains. This tells us that under conditions in which the vanilla longest chain rule is secure, the checkpointed longest chain rule has exactly the same dynamics. It therefore inherits the same security properties of the longest chain rule. Secondly, we show that once sufficient time has passed after a network partition is healed, the chains held by the honest user under the checkpointed longest chain rule are guaranteed to have the common prefix property. Coupled with the first result, we infer that new checkpoints will eventually be confirmed thereby proving liveness of the checkpoint-based confirmation rule under partial synchrony.
Outline We review related works in §2 and place our results in the context of several recent works on the same topic as this paper. The similarities and differences in the techniques in our work with closely related works is pictorially illustrated in Figure 2. We state our network and security models formally in §3. A complete description of the checkpointed longest chain protocol is in §4. The formal security guarantees are stated in §5 with detailed proofs in §6 and §7.

2 Related Work

CAP Theorem. The formal connection between the CAP theorem to blockchains is recently made in [16], by providing an abstract framework in which a wide class of blockchain protocols can be placed, including longest chain protocols (both Proof-of-Work based [12] and PoS based, e.g., [9]) as well as BFT-style protocols (e.g., [8]). The main result of [16] says that a protocol (containing a block “encoding” procedure and a block confirmation rule) which is adaptive (i.e., which remains live in an unsized setting) cannot offer finality (i.e., deterministic safety, even under arbitrary network conditions) and vice-versa. [16] is mute on the topic of whether different block confirmation rules could offer different guarantees, which is the entire focus of this work. We are inspired in our formulation from analogous designs to adapt the CAP theorem in practical distributed system settings (Section 4 of [14]).

User-Dependent Confirmation Rules. The idea of giving users the option of choosing their own confirmation rule, based on their beliefs about the network conditions and desired security level was pioneered by Nakamoto themself, via choosing the value of $k$ in the $k$-deep confirmation rule. A recent work [17] allows users the option of choosing between partially synchronous confirmation rule and a synchronous one. However, neither of the confirmation rules are adaptive, as the block proposal rule itself is a committee-based one and cannot make progress once the participation is below a required level. Therefore, they do not “break” the CAP theorem as proposed in [16]. In contrast, our protocol offers users the choice of an adaptive system.

Checkpointing is a protocol run on top of the longest chain protocol (run by largely honest parties) that deterministically marks certain blocks as finalized; a simple form of checkpointing was pioneered by Satoshi Nakamoto (presumably honest). In the context of our work, checkpointing provides finality (essentially by fiat) while the longest chain rule ensures adaptivity. We can interpret our paper as an attempt to provide appropriate conditions on the interaction between the checkpointing and the longest chain protocol, and also to show how to realize such checkpointing in a distributed manner. We note that [15] is a recent work that studies the checkpointed ledger when the longest-chain protocol has super-majority adversaries; this regime is different from that studied in the present paper, where we assume that the longest-chain protocol has majority honest and the checkpointing protocol has $2/3$ honest users. For completeness, we have included the architecture of checkpointed ledger in the comparison in Figure 2.

Casper FFG and Gasper. Presented as finality gadgets, these are generalized checkpointing mechanisms. Pioneering work by [3] on Casper FFG constructed the notion of “economic security” (the finality gadget allows cryptographic proofs of malicious behavior which can be used to disincentivize such behavior). However, Casper FFG, as presented in [3], is not completely specified; a recent protocol, called Gasper [4], is complete and illustrates how Casper FFG may be combined with a longest-chain type rule termed LMD-Ghost. Since the finality gadget and the adaptive protocol are co-designed, we have not represented it in Figure 2. Gasper does not provide the security guarantees we seek in this work. Furthermore, a very recent work [18] reports a liveness attack.

Afgjort. Afgjort [11] is a recent finality gadget with goals similar to ours. Afgjort formally describes the desirable properties that a finality gadget must have. Afgjort takes an off-the-shelf longest chain protocol and adds a finality layer to it. Such a system can work as desired when the network is synchronous (as is indeed shown in [11]), but may fail in one of two ways in a partially synchronous setting: either the finality gadget stops finalizing new blocks, or it finalizes “conflicting” blocks,
Fig. 2. Four related works in our framework (counterclockwise): In Ebb-and-Flow [18], previous checkpoints are not respected by either the longest chain protocol or the checkpointing protocol. Hence checkpoints may not form a single chain and the final ledger is constructed by sanitization, which makes it impossible to have validation before block proposal. Afgjort [11] takes an off-the-shelf longest chain protocol and keeps checkpointing blocks on it. Due to lack of interaction between the longest chain protocol and the checkpointing protocol, the protocol may fail in a partially synchronous setting when the security of the blockchain is broken. The Checkpointed Ledger [15] and GRANDPA [22] are very similar to our design; the difference is that the checkpoints don’t need to be buried deep enough in the longest chain. This minor change makes the security analysis intricate, or the protocols may even become insecure under the partial synchronous setting.

i.e., blocks in two different chains. Thus Afgjort does not provide the guarantees we seek in this work.

**GRANDPA.** GRANDPA [22] develops a finality gadget on top of a block production mechanism. However, different from Afgjort, GRANDPA alters the underlying block production mechanism to respect blocks that has been finalized by the finality gadget. To ensure security, GRANDPA assumes a type of conditional eventual consensus: If nodes keep building on the last finalized block and don’t finalize any new blocks, then eventually they have consensus on a longer chain. It is not clear how this assumption can be formally proved for GRANDPA’s design and the security guarantee is incomplete. Furthermore, even in the regime of synchrony and all nodes being online, the design of GRANDPA will lead to additional forking for the longest chain. This is because, there is no consensus on the tip of the longest chain, and while the tip of the longest chain has been finalized, honest nodes may have mined a bunch of blocks on a different chain that may have to be discarded. This leads to a non-monotonic behavior in the chain length that needs careful analysis for security.

**Ebb-and-Flow protocols.** A recent work [18] has solved the dilemma (adaptivity vs finality) posed by the CAP theorem in a conceptual breakthrough. While we had formulated this problem independently and have been working for several months, this work “beat our result to the finish line” (uploaded online a few weeks prior to this manuscript). [18] introduces a technique to combine a longest chain protocol with any BFT-style one to obtain a protocol that has the properties we desire. More specifically, their protocol produces two different ledgers (ordered list of transactions), one that offers adaptivity and the other that offers finality. A user can choose to pick either one, depending on its belief about the network condition. These ledgers are proven to be consistent with each other (the finality guaranteeing ledger is a prefix of the adaptive one). While the outcomes of
the design of [18] are analogous to ours, the approach adopted and the resulting blockchain protocol are quite different. A major advantage of the approach in [18] is its generality: unlike other existing approaches, it offers a blackbox construction and proof which can be used to combine a variety of adaptive and finality preserving protocols.

However, unlike other finality gadgets, the design of [18] has an important stipulation: the sequence of blocks that are confirmed in their protocol do not necessarily form a single chain. Indeed, in the partially synchronous setting, the finality-guaranteeing confirmation rule can finalize blocks on two different forks one after the other. The design of [18] overcomes this apparent issue by constructing a ledger after the blocks have been finalized, and “sanitizing” it at a later step. The sanitization step implies that not all transactions in a confirmed block may be part of the ledger: for example, if it is a double spend relative to a transaction occurring earlier in the ledger, such transaction will be removed. Put differently, the validity of a particular transaction in a particular block is decided only once the block is confirmed, and not when the block is proposed. Most practical blockchain systems are designed with coupled validation, i.e., a honest block proposer can ensure that blocks contain only valid transactions. Our approach maintains coupled validity of blockchains and does not have this shortcoming, as highlighted in Section §1. Furthermore, our approach sheds insight on the architecture of several related finality gadgets (see Figure 2), and unifies these ideas to resolve the CAP theorem in a user-specific manner.

3 Security Model

Environment. A blockchain protocol \( \Pi \) is directed by an environment \( Z(1^\kappa) \), where \( \kappa \) is the security parameter, i.e., the length of the hash function output. This environment (i) initiates a set of participating nodes \( \mathcal{N} \); (ii) manages a public-key infrastructure (PKI) and assigns each node with a unique cryptographic identity; (iii) manages nodes through an adversary \( \mathcal{A} \) which corrupts a subset of nodes before the protocol execution starts; (iv) manages all accesses of each node from/to the environment including broadcasting and receiving messages.

Network model. The nodes’ individual timers do not need to be synchronized or almost synchronized. We only require they have the same speed. In our network, we have a variety of messages, including blocks, votes, etc. The following message delay bounds apply to all messages. Secondly, all messages sent by honest nodes are broadcast messages. Thirdly, all honest nodes re-broadcast any message they have heard. The adversary does not suffer any message delay. In general, we assume that the adversary controls the order of delivery of messages, but the end-to-end network delay between any two honest nodes is subject to some further constraints that are specified below. We operate under either one of the two settings specified below:

- M1 (Partial synchrony model): A global stabilization time, \( \text{GST} \), is chosen by the adversary, unknown to the honest nodes and also to the protocol designer. Before \( \text{GST} \), the adversary can delay messages arbitrarily. After \( \text{GST} \), all messages sent between honest nodes are delivered within \( \Delta \) time. Moreover, messages sent by honest nodes before \( \text{GST} \) are also delivered by \( \text{GST} + \Delta \).
- M2 (Synchrony model): All messages sent from one honest node to another are delivered within \( \Delta \) time.

Participation model. We introduce the notion of sized/unsized number of nodes to capture the notion that node network activity (online or offline) varies over time. It is important to note that we allow for adversarial nodes to go offline as well. A node can come online and go offline at any time during the protocol. An online honest node always executes the protocol faithfully. An offline node, be it honest or adversarial, does not send any messages. Messages that are scheduled to be delivered during the time when the node is offline are delivered immediately after the node comes online again. We consider two different scenarios:
Abstract protocol model. We describe here our protocol in the abstract framework that was developed in [16]. In this framework, a blockchain protocol is specified as a tuple $\Pi = (I, O, C)$, where $I$ denotes the instruction set, $O$ is an oracle that abstracts out the leader election process, and $C$ is a confirmation rule (e.g., the $k$-deep confirmation rule). The bounds on adversarial ratios are also specified through $O$. The rationale for adopting this framework is to point out precisely how we circumvent the CAP theorem for blockchains, which is the main result of [16].

The theorem states that no protocol $\Pi = (I, O, C)$ can simultaneously offer both finality (safety in the partially synchronous setting) and adaptivity (liveness in the unsized setting). Our checkpointed longest chain protocol is a 4-tuple $\Pi_{CLC} = (I, O, C_1, C_2)$, with two confirmation rules $C_1$ and $C_2$. This entire protocol can be split at a node level into two protocols: $\Pi_{\text{fin}} = (I, O, C_1)$ and $\Pi_{\text{ada}} = (I, O, C_2)$. The protocol $\Pi_{\text{fin}}$ guarantees (deterministic) safety and (probabilistic) liveness under network assumption M1 and participation level U1, just as many BFT-type consensus protocols do. It therefore guarantees finality. $\Pi_{\text{ada}}$ guarantees safety and liveness under network assumption M2 and participation level U2, just as longest chain protocols do. It thereby guarantees adaptivity. Finally, both $\Pi_{\text{fin}}$ and $\Pi_{\text{ada}}$ are safe and live under conditions M2 and U1; moreover, the set of blocks confirmed by $\Pi_{\text{fin}}$ at any time is a subset of those confirmed by $\Pi_{\text{ada}}$. A similar property is proven in [18].

Each node can choose one of the two confirmation rules according to their demands and assumptions. We specify the exact specifications of $I, O, C_1$ and $C_2$ and the associated security properties in the next section.

4 Protocol Description

Nodes in the protocol. In our protocol, let $N$ denote the set of all participating nodes. Among these, there are two subsets of participating nodes $N_1$ and $N_2$. We call nodes in $N_1$ miners, whose role is to propose new blocks. We call nodes in $N_2$ checkpoints, whose role is to vote for blocks on the blockchains they currently hold and produce checkpoints. Note that we allow for any relation among these sets, including the possibility that all nodes play both roles ($N_1 = N_2 = N$), or the two kinds of nodes are disjoint ($N_1 \cap N_2 = \phi$). The instruction set $I$ and the oracle $O$ is different for miners and checkpoints, and is specified below. Note that in the sized/unsized setting, both $N_1$ and $N_2$ are sized/unsized.

$I$ for all nodes. Every honest node holds a single blockchain at all times, which may be updated upon receiving new messages. The checkpointed longest chain rule states that a node selects (one of) the longest chain(s) that extend(s) the last checkpointed block it has heard of so far. To elaborate, a node keeps track of the last checkpoint it has heard of. If a node receives a longer chain that includes the last checkpoint, it adopts the received new chain. A node ignores all chains which do not contain the last checkpoint block as per their knowledge.

$I, O$ for miners. An honest miner adopts the tip of its checkpointed longest chain as the parent block. The miner forms a new block with a digest of the parent block and all transactions in its buffer, and broadcasts it when it is chosen as a leader by the oracle. The oracle $O$ chooses miners as leaders at random intervals, that can be modeled as a Poisson process with rate $\lambda$. This joint leader election process can be further split into two independent Poisson processes. Let the fraction of online adversarial miners be $\beta < 1/2$. The honest blocks arrive as a Poisson process of rate $(1-\beta)\lambda$, while the adversarial blocks arrive as an independent Poisson process of rate $\beta\lambda$.

$I, O$ for checkpoints. The checkpoints run a multi-iteration Byzantine Agreement (BA) protocol $\Pi_{BA}$ to checkpoint blocks, with each iteration checkpointing one block. Our protocol is a
slight variant of the Algorand BA protocol from [7]. The complete protocol is described in Appendix A with a minor modification from Algorand, which is highlighted in red. This modification is made so as to enable a consistency check across iterations without losing liveness. Briefly, the protocol works as follows. Each iteration is split into periods. Each period has a unique leader chosen by the oracle. The values on which consensus is to be achieved amongst all checkpointers are simply the chains held by the checkpointers. A key difference from the Algorand protocol is that we allow the checkpointers to change their values at the beginning of each period. The checkpointers aim to achieve consensus amongst these values. The final chain that has been agreed upon is broadcast to all honest nodes (not just checkpointers) together with a certificate. The block that is exactly \( k \)-deep in this chain is chosen as the checkpoint block in current iteration. Here, \( k \) is a parameter of the protocol \( \Pi_{CLC} \), and is chosen to be \( \Theta(\kappa) \). We call it the \textit{checkpoint depth parameter}.

We say that a checkpoint \textit{appears at time} \( t \) if the \( t \) is the first time that an honest node receives a checkpoint’s certificate and a chain in which the checkpoint is at least \( k \)-deep.

**Confirmation rules** We propose the following two confirmation rules for \( \Pi_{CLC} \), which have different security guarantees under different assumptions. Either rule can be adopted by any node in the protocol

- \( C_1 \): Confirm the chain up to the last known checkpoint.
- \( C_2 \): Confirm all but the last \( k' \) blocks in the checkpointed longest chain, i.e., in the chain that is currently held, where \( k' = \Theta(\kappa) \)

Note that every honest node may choose any value of \( k' \) that they wish.

**Intuition behind the checkpointing protocol** The checkpointing protocol is designed such that under optimistic conditions, a checkpoint is achieved within one period. These optimistic conditions are that the leader of a period is honest, the network is synchronous, and all chains held by honest checkpointers satisfy the common prefix property. The sequence of leaders for this protocol is guaranteed to be chosen in an i.i.d. fashion amongst online checkpointers by the oracle \( O \). We assume that the fraction of adversarial checkpointers is \( \beta' < 1/3 \). Thus, the probability of selecting an adversarial leader at any round is < 1/3.

We now state some key properties of the checkpointing protocol. These properties, \( \text{CP0, CP1, CP2, CP3} \) were introduced in §1 and are elaborated upon below.

- \( \text{CP0: Safety.} \) All honest nodes checkpoint the same block in one iteration of the checkpointing protocol, even during network partition. This checkpoint lies on the same chain as all previous checkpoints. This is a safety property of the checkpointing protocol, which will be essential in guaranteeing the safety of \( \Pi_{fin} \).
- \( \text{CP1: Recency condition.} \) If a new block is checkpointed at some time \( t \) by an honest node for the first time, it must have been held at depth exactly \( k \) in the chain of an honest node at some time \( t' \geq t - d \). Here, \( d \) is the \textit{recency parameter} of the protocol, that is \( O(\sqrt{\Delta}) \).
- \( \text{CP2: Gap in checkpoints.} \) If a new block is checkpointed at some time \( t \) by an honest node for the first time, then the next iteration of the checkpointing protocol (to decide the next checkpoint) will begin at time \( t + e \). Here, \( e \) is the \textit{inter-checkpoint interval} and should be chosen such that \( e \gg d \).
- \( \text{CP3: Conditional liveness.} \) If all honest nodes hold chains that are self-consistent (they satisfy \( k \)-common prefix property), during an iteration of the checkpointing protocol, then the checkpointing protocol finishes within \( O(\Delta) \) time. Thus, in a period where all honest nodes hold chains that are self-consistent, checkpoints appear within \( e + O(\Delta) \) time of each other.
5 Main Result

To state the main security result of our protocol, recall the notations set in §3. The complete protocol is denoted by $\Pi_{CLC} = (I,O,C_1,C_2)$ and its two user-dependent variations are $\Pi_{fin} = (I,O,C_1)$ and $\Pi_{ada} = (I,O,C_2)$. We also recall the notation $M1,M2$ for the partially synchronous and synchronous network model, and $U1,U2$ for the sized and unsized participation models. Clearly, $M1$ is a more general setting than $M2$ and $U2$ is a more general setting than $U1$. In Theorem 1 a result stated for a general setting also applies to the more restricted setting, but not vice-versa. We first define the notion of safety and liveness that we use for our protocols.

**Definition 1 (Safety).** A blockchain protocol $\Pi$ is safe if the set of blocks confirmed during the execution is a non-decreasing set. Put differently, $\Pi$ is safe if a block once confirmed by the confirmation rule remains confirmed for all time thereafter.

**Definition 2 (Liveness).** A blockchain protocol $\Pi$ is live if there exists constants $c,c'>0$ s.t. the number of new honest blocks confirmed in any interval $[r,s]$ is at least $\lfloor c(s-r)-c' \rfloor$.

We now state our main theorem, concerning the safety and liveness of $\Pi_{fin}$ and $\Pi_{ada}$.

**Theorem 1.** The protocol $\Pi_{CLC}$ has the following security guarantees for an execution that runs for a duration of $T_{max} = O(poly(\kappa))$ time, where $\kappa$ is the security parameter:

- **Security of $\Pi_{fin}$:** The protocol $\Pi_{fin}$ is safe, and is live after $O(GST+\kappa)$ time in the setting $(M1,U1)$, except with probability negligible in $\kappa$.
- **Security of $\Pi_{ada}$:** The protocol $\Pi_{ada}$ is safe and live in the setting $(M2,U2)$, except with probability negligible in $\kappa$.
- **Nested Protocols:** At any time $t$, the set of blocks confirmed by $\Pi_{ada}$ is a superset of the set of blocks confirmed by $\Pi_{fin}$ in all settings.

We recall that the fraction of online adversarial miners among all online miners is less than $1/2$, and the fraction of online adversarial checkpointers among all online checkpointers is less than $1/3$ at all times. Note that the appropriate bounds on adversarial participation is ensured through the oracle $O$, and so we do not mention that explicitly as a separate condition in the theorem. We provide a proof sketch for Theorem 1 below and a detailed proof is in §6 and §7.

**Proof sketch** Our proof for Theorem 1 can be split into two parts. First, in §6 we show that our checkpointing protocol $\Pi_{BA}$ satisfies the four checkpointing properties given in §4, namely CP0, CP1, CP2, CP3. Then, in §7 we show that our complete protocol $\Pi_{CLC}$ satisfies the desired security properties if it uses any sub-protocol for checkpointing that satisfies the above properties.

We first highlight some aspects of Theorem 1 that are straightforward to deduce, assuming that $\Pi_{BA}$ does satisfy the aforementioned properties. Firstly, the safety of $\Pi_{fin}$ under setting $(M1,U1)$ can be deduced from two facts: 1) (CP0) safety of $\Pi_{BA}$ holds under setting $(M1,U1)$, and 2) (P1) the checkpointed longest chain rule respects all previous checkpoints (see Fig. 3). Specially, CP0 of $\Pi_{BA}$ ensure that all checkpoints are uniquely decided by all honest nodes and they lie on a single chain by P1, while the checkpointed longest chain protocol instructs honest nodes to always adopt the longest chain with the last checkpoint block. Therefore, an honest node will always keep every checkpoint block it has seen forever.

Secondly, the security of $\Pi_{ada}$ under setting $(M2,U2)$ are deduced by two facts: 1) security of pure longest chain rule; 2) (P3) the checkpointing protocol respects the $k$-deep rule (see Fig. 4). P3 ensures that every checkpoint must be at least $k$-deep in the chain of some honest node when it is decided by $\Pi_{BA}$, while a block that is $k$-deep should remain in the longest chain of all honest nodes forever with high probability under synchrony [10,19,21]. Therefore, every checkpoint will
Fig. 3. Flowchart for proving the security property of $\Pi_{\text{fin}}$ under setting (M1, U1)

Fig. 4. Flowchart for proving the security property of $\Pi_{\text{ada}}$ under setting (M2, U2)

Fig. 5. Flowchart for proving the nesting property of $\Pi_{\text{fin}}$ and $\Pi_{\text{ada}}$
already be present in all honest nodes’ chains when it appears. Thus, the chains held by the nodes of the protocol are indistinguishable from the case where they are following the pure longest chain protocol. Given that the confirmation rule is also the same for both protocols (\(k\)-deep rule), \(\Pi_{\text{ada}}\) inherits the safety and liveness properties of the pure longest chain protocol.

Thirdly, the nesting property of the confirmed blocks also follow immediately by design, given that any checkpointed block must have been already \(k\)-deep in a node’s chain (\(P3\)) and the checkpointed longest chain is defined as the longest chain that contains the latest checkpoint (\(P2\)), see Fig. 5.

It remains to prove the liveness guarantee of \(\Pi_{\text{fin}}\) under setting (M1, U1). To prove this, first in \(\S6\) we evaluate the safety and liveness of our checkpointing protocol \(\Pi_{BA}\) – a modified version of Algorand BA and show that it does satisfy the desired checkpointing properties listed in \(\S1\). The most important property of \(\Pi_{BA}\) is the recency condition (CP1, proved in Lemma 4), saying that \(\Pi_{BA}\) only outputs checkpoints that are recently contained in some honest node’s chain. Without this one, the adversary could potentially make all honest nodes waste a long time mining on a chain that will never be checkpointed. Then in \(\S7\), we prove an important result of \(\Pi_{\text{ada}}\) under partial synchronous model: the safety and liveness property will hold after \(O(\text{GST})\) time. This is essential to guarantee the liveness of \(\Pi_{\text{fin}}\) as a block can be only checkpointed when it lies in the \(k\)-common prefix of the checkpointed longest chains of all honest nodes. Finally, combining all these results (see Fig. 3), we show that \(\Pi_{\text{fin}}\) is live after \(O(\text{GST})\) time with high probability, and hence complete the proof of the main theorem.

6 Checkpointing Properties

In this section, we prove several important properties of our modified Algorand BA protocol.

– It is safe even under asynchronous network (CP0, proved in Lemma 1). Moreover, it is deadlock free even under asynchronous network, in the sense that it can always proceed as long as messages will be delivered eventually (Lemma 2).
– It is live after GST if the local checkpointed longest chains of all honest nodes satisfy common prefix property (CP3, proved in Lemma 3).
– It only outputs recently inputted values after GST (CP1, proved in Lemma 4).

We first define some useful notations according to the BA protocol described in Appendix A.

Definition 3 (Potential starting value for period \(p\)). A value \(v\) that has been next-voted by \(t + 1\) honest nodes for period \(p - 1\).

Definition 4 (Committed value for period \(p\)). A value \(v\) that has been cert-voted by \(2t + 1\) nodes for period \(p\).

Definition 5 (Potentially committed value for period \(p\)). A value \(v\) that has been cert-voted by \(t + 1\) honest nodes for period \(p\).

Although we slightly altered Algorand BA protocol (which is highlighted in red in Appendix A), we note that our modification does not break the safety of the protocol or cause any deadlock in Lemma 1 and Lemma 2. At a high level, the validity check only causes less soft-votes from honest nodes, which is indistinguishable with the case where the leader is malicious and no value receives at least \(2t + 1\) soft-votes in some period. Therefore, the safety and deadlock-free property remain.

Lemma 1 (Asynchronous Safety, CP0). Even when the network is partitioned, the protocol ensures safety of the system so that no two honest nodes will finish one iteration of the protocol with different outputs.
Proof. The following properties hold even during a network partition.

- By quorum intersection, as each honest node only soft-votes one value, then at most one value is committed or potentially committed for each period $p$ in one iteration.
- If a value $v$ is potentially committed for period $p$, then only $v$ can receive $2t + 1$ next-votes for period $p$. Thus, the unique potential starting value for period $p + 1$ is $v$.
- If a period $p$ has a unique potential starting value $v \neq \bot$, then only $v$ can be committed for period $p$. Moreover, honest nodes will only next-vote $v$ for period $p$, so the unique potential starting value for period $p + 1$ is also $v$. Inductively, any future periods $p' > p$ can only have $v$ as a potential starting value. Thus, once a value is potentially committed, it becomes the unique value that can be committed or potentially committed for any future period, and no two honest nodes will finish this iteration of the protocol with different outputs.

\[\Box\]

Lemma 2 (Asynchronous Deadlock-freedom). As long as messages will be delivered eventually, a honest node can always leave period $p$, either by entering a higher period or meeting the halting condition for the current iteration.

Proof. We first prove that there can never exist $2t + 1$ next-votes for two different non-$\bot$ values from the same period $p$ by induction.

Start with $p = 1$. Note that every honest node sets $st^1_i = \bot$ and at most one value (say $v$) could receive more than $2t + 1$ soft-votes. Therefore only value $v$ and $\bot$ could potentially receive more than $2t + 1$ next-votes in period 1. Note that it is possible that both $v$ and $\bot$ receive more than $2t + 1$ next-votes: all the honest nodes could next-vote for $\bot$ in Step 4 and then next-vote for $v$ in Step 5 after seeing the $2t + 1$ soft-votes for $v$.

Assume that the claim holds for period $p - 1$ ($p \geq 2$): there exist at most two values each of which has $2t + 1$ next-votes for period $p - 1$, and one of them is necessarily $\bot$. Then there are three possible cases:

- Case 1: Only $\bot$ has $2t + 1$ next-votes for period $p - 1$. This is the same as the induction basis $p = 1$.
- Case 2: Only $v$ has $2t + 1$ next-votes for period $p - 1$. Then in period $p$, every honest node will have starting value $st^1_i = v$, so only $v$ could receive soft-vote and next-vote.
- Case 3: Both $\bot$ and $v$ have $2t + 1$ next-votes for period $p - 1$. Suppose a new value $v' \neq v$ receives $2t + 1$ next-votes for period $p$, then $v'$ must have $2t + 1$ soft-votes for period $p$ and at least $t + 1$ soft-votes are from honest nodes, which means that at least $t + 1$ honest nodes have received $2t + 1$ next-votes for $\bot$ for period $p - 1$ when they enter Step 2. Hence when they enter Step 4, they will next-vote $v'$ or $\bot$ instead of $v$. And they will not next-vote $v$ in Step 5 either. Then $v$ can have at most $t$ next-votes from honest nodes and at most $2t$ next-votes from all nodes for period $p$.

Therefore, we proved the claim for period $p$. Then we prove the lemma. Note that a node will stuck in period $p$ if and only if no value receives at least $2t + 1$ next-votes for period $p$. Then by the previous claim we proved, there are only two possible cases:

- Case 1: $\bot$ has $2t + 1$ next-votes for period $p - 1$. If no value has at least $2t + 1$ soft-votes for period $p$, then every honest node will just next-vote $\bot$ in Step 4 or Step 5 (since $2t + 1$ next-votes on $\bot$ for period $p - 1$ will eventually reach every honest node). Otherwise if some value $v$ has at least $2t + 1$ soft-votes for period $p$, then every honest node will next-vote $v$.
- Case 2: Only some value $v$ has $2t + 1$ next-votes for period $p - 1$. Then in period $p$, every honest node will have starting value $st^p_i = v$, so only $v$ could receive soft-vote and next-vote. And every honest node will next-vote $v$ in Step 4.
The original Algorand BA guarantees fast recovery from network partition: after GST, an agreement is reached in $O(\Delta)$ time. However, our protocol does not have such a strong liveness property as honest nodes may disagree on what is the longest chain for some time right after GST. Here in Lemma 3, we prove that our protocol is live and each iteration takes $O(\Delta)$ time to finish once the common prefix property of all honest nodes’ longest chains is recovered, which may take $O(\Delta)$ time as we will see in §7.

**Lemma 3 (Conditional Liveness After GST, CP3).** Suppose after time $T$, all honest nodes always have the same values, i.e., their local checkpointed longest chains satisfy common prefix property, then after $\max\{\text{GST}, T\}$, each iteration of Algorand BA will finish within $O(\Delta)$ time. Moreover, all honest nodes finish the same iteration within time $\Delta$ apart.

**Proof.** Let $N$ be the largest iteration number such that some honest node has committed some value $v$ before GST. Then all honest nodes will receive the certificate for $v$ within time $\Delta$ after GST and they will all enter iteration $N + 1$ after some time. If such $N$ does not exist, i.e., no value has been committed by any honest node before GST, then we set $N = 0$.

Further, let $p$ be the highest period that some honest node is working on in iteration $N + 1$ right before GST is. Then after time $\Delta$, all honest nodes will also start period $p$ as they receive $2t + 1$ next-votes for period $p - 1$. Soon after, some value $v$ (which may be $\perp$) will receive at least $2t + 1$ for period $p$ by Lemma 2 and all honest node will all start period $p + 1$ within time $\Delta$ apart.

Once all honest nodes start the same period $p$ within time $\Delta$ apart, the network partition seems to have never happened. Without partition, if all honest nodes have the same value, i.e., after $\max\{\text{GST}, T\}$, the following facts hold:

- By Lemma 2 there exist at most two values each of which has $2t + 1$ next-votes for every period, and one of them is necessarily $\perp$ if there exist exactly two.
- If a period $p$ is reached and the leader is honest, then all honest nodes finish the current iteration in period $p$ by their own time $6\Delta$, with the same output $v \neq \perp$. Moreover, all honest nodes finish within time $\Delta$ apart. Indeed, if there exists a potentially committed value $v$ for period $p - 1$, then $v$ will be the unique potential starting value for period $p$. In period $p$, the honest leader proposes $v$ in Step 1 and all honest nodes soft-vote $v$ in Step 2. In Step 3, by their own time $4\Delta$, all honest nodes have cert-voted $v$. Thus all of them finish the current iteration by their own time $6\Delta$, with output $v$. Otherwise if there is no potentially committed value in period $p - 1$, then the leader of period $p$ may propose its private input $v'$ or a value $v \neq \perp$ for which it has seen $2t + 1$ next-votes from period $p - 1$. In the first case, all honest nodes will soft-vote $v'$ in Step 2 as they all see $2t + 1$ next-votes for $\perp$ from period $p - 1$; in the second case, all honest nodes will soft-vote $v$ in Step 2 either by condition 1 or condition 2. In both cases, all honest nodes will cert-vote the same value in Step 3 by their own time 4$\Delta$ and finish the current iteration with that value by their own time 6$\Delta$.
- If a period $p$ is reached and there is no committed value for period $p$ (which only happens if the leader is malicious), then all honest nodes move to period $p + 1$ by their own time $8\Delta$, and they move within time $\Delta$ apart. Note that the honest nodes may start period $p$ not at the same time but within time $\Delta$ apart. Indeed, if no honest node has cert-voted in Step 3, then all honest nodes next-vote a common starting value $v$ in Step 4 if no one has seen $2t + 1$ next-votes for $\perp$ for period $p - 1$, or else all honest nodes next-vote $\perp$ in Step 4 or Step 5. In both cases, they all see these next-votes and move to period $p + 1$ by their own time $8\Delta$. If at least one honest node has cert-voted a value $v$ in Step 3, then $v$ must have received $2t + 1$ soft-votes and no other value could have received these many soft-votes by quorum intersection. Thus only $v$ could have received cert-votes. Since those honest nodes have helped rebroadcasting the soft-votes for $v$ by their own time $4\Delta$, all honest nodes see $2t + 1$ soft-votes for $v$ by their own
time $6\Delta$. Thus all honest nodes next-vote $v$ either in Step 4 or Step 5 by their own time $6\Delta$, and all see $2t + 1$ next-votes for the same value by their own time $8\Delta$. Note that some honest nodes may have next-voted for $\perp$ in Step 4 as well, thus there may also exist $2t + 1$ next-votes for $\perp$.

Combining the above facts together, since the leader in each period is honest with probability $> 2/3$, one iteration takes in expectation at most 1.5 periods and at most $10\Delta$ time. Moreover, all honest nodes finish within time $\Delta$ apart.

The liveness property showed in Lemma 3 conditions on the assumption that all honest nodes will have the same values after some time $T$. However, this assumption may not hold right after GST as the adversary could have a bank of private blocks that can be used to break the common prefix property. During this stage, Algorand BA may still output some values in favor of the adversary (e.g., the adversary sends its favorite chain to all honest nodes). But if the output value is too old in the sense that no honest node has that checkpointed block in its local longest chain for a long time, then all honest blocks mined during this time interval could be potentially wasted as they are not extending the last checkpoint. However, we show that Algorand BA with our cautious modification won’t let this happen in the following lemma.

**Lemma 4 (Recency Condition After GST, CP1).** After GST, if one honest node commits a value $v$ in one iteration at time $t$, then $v$ must have been the input value held by at least one honest node at time no earlier than $t - 8D\Delta$, where $D \sim \text{Geo}(p)$ with $p > 2/3$ being the fraction of honest nodes.

**Proof.** For a fixed iteration, We define $V_p$ to be the set of potential starting values for period $p$. Then $V_1 = \{\perp\}$ and also by Lemma 2 we have $1 \leq |V_p| \leq 2$, and $\perp \in V_p$ if $|V_p| = 2$ for all $p$. Note that $V_p = \{v, \perp\}$ is an bad set as $v$ may be an outdated value. Then we show that the state won’t remain in $\{v, \perp\}$ for the same $v$ for a long time.

Suppose the leader of period $p$ is honest and no honest node has value $v$ for period $p$, then we have the following two cases.

- Case 1: if the leader of period $p$ has received $2t + 1$ next-votes for $\perp$ for period $p - 1$ at the beginning of Step 1, then it will propose $v' \neq v$. Further no honest node will soft-vote or next-vote $v$. Therefore, the state of period $p + 1$ will be $\{\perp\}, \{v'\},$ or $\{v', \perp\}$.

- Case 2: if the leader of period $p$ has received $2t + 1$ next-votes only for $v$ for period $p - 1$ at the beginning of Step 1, then it will propose $v$. Further every honest node will soft-vote $v$ in Step 2 either by condition 1 or condition 2. Therefore, $v$ will be committed in period $p$.

Therefore, after GST, the state won’t remain in $\{v, \perp\}$ for the same $v$ from period $p$ to period $p + 1$, if the leader of period $p$ is honest and no honest node has value $v$ for period $p$. By Lemma 3 we know that after GST each period (even with a malicious leader) will finish in $8\Delta$ time. Combining these facts together, we can conclude the lemma.

We say the $i$-th checkpoints committed at some time $t$ by an honest node after GST is $D_i$-recent if it has been held at depth exactly $k$ in the chain of an honest node at some time $t' \geq t - D_i$. Then by Lemma 4 we have $D_i$ is stochastically dominated by $8D\Delta$, where $D \sim \text{Geo}(p)$ with $p > 2/3$. Let us define event $E$ to be the event that all checkpoints committed after GST and before $T_{\text{max}}$ are $d$-recent, where $d$ is called the recency parameter of the protocol. Then we have the following corollary directly from Lemma 4.

**Corollary 1.** There exists $d = O(\sqrt{\kappa \Delta})$ such that $P(E) \geq 1 - e^{-\Omega(\sqrt{\kappa})}$, where $\kappa$ is the security parameter.
Proof. Recall that there can be at most $T_{\text{max}}/e$ checkpoints by CP2. By the union bound, we have

$$\mathbb{P}(E^c) \leq \sum_i \mathbb{P}(D_i > d) \leq \frac{T_{\text{max}}}{e} \mathbb{P}((\text{Geo}(p) > d) \geq \frac{d}{8\Delta}) = \frac{T_{\text{max}}}{e} (1 - p)^{\frac{d}{8\Delta}} = e^{-\Omega(\sqrt{\kappa})}.$$ 

Thus we conclude that Algorand BA does provide the desired checkpointing properties CP0 CP3.

7 Checkpointed Longest Chain Properties

7.1 Comparison With Longest Chain Protocol

The security properties of the longest chain protocol has been intensely studied in recent years. The strong security properties have been demonstrated in increasing sophistication (both network models as well as tightness of security threshold): the pioneering work of [12] on the round by round network model has been extended to discrete and finely partitioned network model in [19] and to a continuous time network model in [21]. The tightness of the security threshold has been improved to the best possible in [10]. Despite this wealth of technical background, the checkpointed longest chain protocol has seemingly subtle differences with the vanilla longest chain protocol, but impact the analysis significantly. We discuss two of these issues next.

Synchrony versus Partial Synchrony. The security analyses of the longest chain protocol require that synchronous network conditions hold from the beginning of the protocol [10,12,19]. In the partially synchronous model, where messages may be arbitrarily delayed until some unknown time GST, the protocol’s security breaks down. More precisely, even after (a bounded time beyond) GST, safety and liveness may fail. We describe a possible attack scenario in Figure 6. The aforementioned works do not provide any security guarantees in the partially synchronous model. However, the method of analysis suggests that it is possible to provide some security guarantees after $O(\text{GST})$ time. This should hold for any adversarial power $\beta$ in which the protocol is secure in the synchronous regime. Consider the feasibility of a private attack, in which the adversary must mine a longer chain than that mined by the honest nodes. The adversary has some initial advantage immediately after GST by means of some private blocks (see Figure 6), but it will eventually lose out to the honest chain as the latter’s growth rate is strictly larger. The analysis of [10] suggests that the private attack is the worst-case attack. To the best of our knowledge, only [18] analyzes a longest chain protocol (the sleepy consensus protocol of [20]) in the partially synchronous setting, and they show desirable properties hold after $O(\text{GST})$ time, with the constant being approximately $1/(1 - 2\beta)$.

Non-Monotonic Chain Growth. The checkpointed longest chain protocol can behave very differently compared to the classical longest chain protocol when checkpoints appear. In the classical version, the chain length of each honest node grows monotonically. In contrast, in our protocol, the chain held by an honest node may reduce in length once it hears of a new checkpoint. This could happen if its current chain does not contain the new checkpoint. This has important ramifications for security. A key property used in analyzing the classical protocol is that (after GST), two honest blocks that appear more than $\Delta$ time apart must be at different heights (see e.g., [21]). This property needn’t hold for the checkpointed longest chain protocol; in fact, it can be violated if the adversary chooses to do so. In effect, this causes a bleeding (or wastage) of honest mining power. An instance of this is illustrated in Figure 7. The analysis of [18] uses many properties of longest
Fig. 6. An illustration of the private attack by an adversary in a partially synchronous system. The private chain is longer than the longest honest chain for a short while after GST, but not indefinitely after.

A chain protocol ‘off the shelf’ from [20]. However, for reasons highlighted above, we must establish new properties that hold deterministically for our protocol, irrespective of the adversary’s actions. These properties are weaker analogs of those satisfied by the longest chain protocol. This is to be expected, since the checkpointed longest chain protocol may behave just as the longest chain protocol irrespective of GST, if the adversary so wishes.

7.2 Definitions

We first define the notion of common prefix and chain quality.

**Definition 6 (k-Common Prefix).** We say that the k-common prefix property holds if for any two chains $C_1, C_2$ held by honest nodes at times $t_1 \leq t_2$ respectively, it holds that $C_1 \preceq C_2$.

**Definition 7 ((k, s)-Chain Quality).** We say that the (k, s)-chain quality property holds if for all honestly held chains $C$, every portion of $C$ with $k$ consecutive blocks mined after time $s$ contains at least one honest block.

Comparing to [12], our definition of k-common prefix is identical to theirs. Our definition of (k, s)-Chain Quality with $s = 0$ is identical to their definition of chain quality with parameter $\mu = 1/k$. We introduce the extra parameter $s$ to emphasize that the chain quality property holds only for the portion of the chain consisting of blocks mined after time $s = O(GST)$. In the partially synchronous model, we cannot hope to do better. In [12], the authors show that common prefix is identical to safety (also called persistence) and chain quality is identical to liveness for the $k$-deep confirmation rule. Thus, to prove security of $\Pi_{\text{ada}}$ after $O(GST)$, it suffices to show that k-common prefix and (k, s)-chain quality hold after time $O(GST)$, for $s = O(GST)$.
Fig. 7. An illustration of a reduction in chain length due to the appearance of a checkpoint. Consequently, two honest blocks may be at the same height, even if they are mined more than $\Delta$ time apart.
7.3 Proof Sketch

In this section, we analyze the security of the protocol by discretizing time into slots. Note that this is purely a proof strategy; we do not change any assumptions about the behavior of the nodes, nor of the message timings. Our proof is structured similar to that in [12]. It has three major parts that we describe below.

- First, we define the notion of a typical execution (Definition 8). A typical execution is one in which the number of mined honest and adversarial blocks over a sufficiently large period do not deviate from their mean by a large fraction. We introduce the notion of a convergence opportunity here, similar to [19]. We show that a typical execution occurs with high probability (Corollary 2).
- Next, we show necessary conditions for common-prefix violation and chain quality violation in terms of the mining process. These conditions are analogous to the condition in the classical longest chain protocol, which are roughly as follows: the number of adversarial blocks over an interval is more than the number of honest blocks over the same interval.
- Third, we show that these necessary conditions won’t happen after \( O(GST + \kappa) \) time in a typical execution (Lemma 10). Hence, with high probability, the common prefix property and the chain quality property of the checkpointed longest chain will hold after \( O(GST + \kappa) \) time (Corollary 3).

The first part is similar to existing works. Our main novelty lies in the second and third parts. As hinted above, we can at best hope to obtain weaker necessary conditions for common prefix violation and chain quality violation than those for the classical protocol. At the same time, a condition that is too weak may not be rare in a typical execution. We show that the necessary conditions are very similar for both \( k \)-common prefix violation and \((k, s)\)-chain quality violation. Moreover, we show that these conditions are impossible in a typical execution after \( O(GST + \kappa) \) time. Our analysis relies heavily on the properties of the checkpointing protocol proved in §6. For clarity, we further split this part of the proof into four steps.

- We reduce all common-prefix violation instances to a special case where two diverging chains are held by honest nodes at the same slot.
- We establish a lower bound on the lengths of honestly held chains in terms of convergence opportunities in an interval, with some slack to account for the possibility of bleeding.
- We establish the desired necessary condition for \( k \)-common prefix violation by analyzing the common portion and the forked portion of the two diverging honestly held chains.
- We establish the desired necessary condition for \((k, s)\)-chain quality violation by comparing the chain growth for honest chains in an interval with the number of adversarial blocks in the same interval.

In this section, whenever we refer to a block \( B \) being \( k \)-deep in a chain \( C \), we mean there are \( k \) or more blocks that are descendants of \( B \) in \( C \).

7.4 Typical Execution

From [41] we know that the block mining process is a Poisson process with rate \( \lambda \). This can be further split into an adversarial block mining process of rate \( \beta \lambda \) and an independent honest block mining process of rate \((1 - \beta)\lambda\), with \( \beta < 1/2 \). Therefore the number of honest/adversarial blocks mined in any interval is a Poisson random variable. By the Chernoff bound, we know that a Poisson random variable is tightly concentrated around its mean. However, we would like to obtain such a result for all intervals of length bigger than \( O(\kappa) \). Hence, for the sake of applying the union bound, we discretize time into slots: the \( i \)th slot is the time interval \([(i - 1) \cdot \Delta, i \cdot \Delta] \). The total
number of slots in the entire execution of the system is $t_{\text{max}} = \lceil T_{\text{max}}/\Delta \rceil = O(\text{poly}(\kappa))$. We abuse notation to let $\text{GST}$ denote the first slot that begins after the global synchronization time. All our analysis henceforth will be in the form of slots, but the protocol remains a continuous time one as described in [4].

We define the following random variables for slot $i$.

- $Y_i = 1$ if there is exactly one block that is mined by honest nodes in slot $i$ and there is no block that is mined by honest nodes in slot $i-1$ and $i+1$, otherwise 0. We follow the notation in [19] to call such slots as a convergence opportunity (such a block is also called loner in [21]).
- $Z_i$ is the number of adversarial blocks plus the number of honest blocks that are not a convergence opportunity, in slot $i$.

Let
\[
\bar{y} \triangleq \mathbb{E}[Y_i] = (1 - \beta)\lambda\Delta \ e^{-\Omega(\lambda\Delta)}.
\]

Further, $\mathbb{E}[Y_i + Z_i] = \lambda\Delta$, and hence
\[
\bar{z} \triangleq \mathbb{E}[Z_i] = \lambda\Delta - \bar{y}.
\]

For any $t_1 \leq t_2$, we define $Y[t_1, t_2] = \sum_{i=t_1+1}^{t_2} Y_i$ and $Z[t_1, t_2] = \sum_{i=t_1+1}^{t_2} Z_i$. With some abuse of notation, we let $Y[S]$ denote $\sum_{i \in S} Y_i$ for any set of slots $S \subseteq \mathbb{N}$. As we are now in discrete time, the notation $[t_1, t_2]$ denotes the set of slots $\{t_1, \ldots, t_2\}$. We have that
\[
\mathbb{E}[Y[t_1, t_2]] = \bar{y}(t_2 - t_1), \quad \mathbb{E}[Z[t_1, t_2]] = \bar{z}(t_2 - t_1).
\]

We note that for any $\beta < 1/2$ and any $\Delta$, there exists $\varepsilon > 0$ and $\lambda > 0$ s.t.
\[
\bar{y}(1 - 3\varepsilon) > \bar{z}.
\]

In particular, this implies $\bar{y} > \bar{z}$, and $(1 - \varepsilon)\bar{y} > \bar{z} + \varepsilon\bar{y}$. We shall operate under this regime. We also assume that $\lambda\Delta < 1$. This condition implies $\bar{y} = \Omega(\lambda\Delta)$, where the constants hidden by $\Omega(\lambda\Delta)$ do not depend on $\beta, \lambda, \Delta$.

With these notations in place, we can now define the notion of a typical execution.

**Definition 8 (Typical execution).** An execution is $(\varepsilon, \tau)$-typical for a $\beta$-corrupt system, for $\varepsilon \in (0, 1)$ and $\tau \in \mathbb{N}$, if the following events hold for any $t_1, t_2$ s.t. $t_2 - t_1 \geq \tau$:
\[
|Y[t_1, t_2] - \mathbb{E}[Y[t_1, t_2]]| \leq \varepsilon \mathbb{E}[Y[t_1, t_2]];
\]
\[
|Z[t_1, t_2] - \mathbb{E}[Z[t_1, t_2]]| \leq \varepsilon \mathbb{E}[Y[t_1, t_2]];
\]
\[
|Y[t_1, t_2] + Z[t_1, t_2] - (\mathbb{E}[Y[t_1, t_2] + \mathbb{E}[Z[t_1, t_2]])| \leq \varepsilon(\mathbb{E}[Y[t_1, t_2] + \mathbb{E}[Z[t_1, t_2]]).
\]

**Proposition 1.** For any $t_1 \leq t_2$, the following events hold with probability at least $1 - e^{-\Omega(\varepsilon^2\lambda\Delta(t_2 - t_1))}$:
\[
|Y[t_1, t_2] - \mathbb{E}[Y[t_1, t_2]]| \leq \varepsilon \mathbb{E}[Y[t_1, t_2]];
\]
\[
|Z[t_1, t_2] - \mathbb{E}[Z[t_1, t_2]]| \leq \varepsilon \mathbb{E}[Y[t_1, t_2]];
\]
\[
|(Y[t_1, t_2] + Z[t_1, t_2]) - (\mathbb{E}[Y[t_1, t_2] + \mathbb{E}[Z[t_1, t_2]])| \leq \varepsilon(\mathbb{E}[Y[t_1, t_2] + \mathbb{E}[Z[t_1, t_2]]).
\]

**Proof.** The Chernoff bound for a binomial or a Poisson random variable $X$ gives us
\[
\mathbb{P}(|X - \mathbb{E}X| \geq \delta \mathbb{E}X) \leq 2e^{-\delta^2\mathbb{E}X/3}
\]

We first prove the concentration bound on $Y[t_1, t_2]$. We cannot directly apply standard concentration inequalities on $Y[t_1, t_2]$ since $Y_i$’s are not independent random variables. However, for
any $i$, $Y_i$ and $Y_{i+3}$ are independent. Each $Y_i$ is Bernoulli($\bar{y}$). Hence, $Y[t_1, t_2]$ can be written as the sum of three binomial random variables.

$$Y[t_1, t_2] = \sum_i Y_{t_1,3i} + \sum_i Y_{t_1,3i+1} + \sum_i Y_{t_1,3i+2}.$$ 

Using the Chernoff bound and the union bound, we get that each of these three binomial random variables are within a factor of $\varepsilon/3$ from their mean, except with probability with probability $e^{-\Omega(\varepsilon^2 \lambda \Delta (t_2-t_1))}$. When this happens, the desired bound on $Y[t_1, t_2]$ follows.

Next, we note that $Y[t_1, t_2] + Z[t_1, t_2]$ is a Poisson random variable. Using the Chernoff bound for Poisson random variables, and the fact that $E(Y[t_1, t_2] + Z[t_1, t_2]) = \lambda \Delta (t_2 - t_1)$, we obtain that $Y[t_1, t_2] + Z[t_1, t_2]$ is within a factor of $\varepsilon$ from its mean except with probability $e^{-\Omega(\varepsilon^2 \lambda \Delta (t_2-t_1))}$.

It remains to bound $Z[t_1, t_2]$. For this, we need a slightly tighter bound on $Y[t_1, t_2]$ and $Y[t_1, t_2] + Z[t_1, t_2]$ than the one in the statement of the proposition; we replace $\varepsilon$ by $\varepsilon/3$. Both these bounds also hold except with probability $e^{-\Omega(\varepsilon^2 \lambda \Delta (t_2-t_1))}$. From these bounds, and the relation $\bar{y} > \bar{y}$, we can the desired bound on $Z[t_1, t_2]$.

There are at most $t_{\max}^2$ choices of $t_1, t_2$. The following corollary follows from Proposition 1 and the union bound.

**Corollary 2.** The protocol executes with $(\varepsilon, \tau)$-typical execution with probability at least $1 - e^{-\Omega(\varepsilon^2 \kappa)}$.

**Proof.** From Proposition 1 and the union bound, we get that the probability of a typical execution is at least $1 - t_{\max}^2 e^{-\Omega(\varepsilon^2 \lambda \Delta \tau)}$. We can choose $\tau$ large enough such that $\lambda \Delta \tau = \Theta(\kappa)$. We know that $t_{\max} = \text{poly}(\kappa)$. From this, the stated result follows.

### 7.5 Necessary Conditions for Common Prefix/Chain Quality Violation

We begin by noting some basic properties of the checkpointing protocol, and also introduce some new notation that is useful for this subsection. Our first result is a chain growth lemma (Lemma 9). The chain growth lemma highlights the extent of bleeding that can take place in the checkpointing protocol. Next, we focus on the common prefix property. We show that without loss of generality, we can assume that common-prefix violation occurs between two chains at the same slot (Lemma 7). Following this, we show that in the forked portion, the number of adversarial blocks over the forked portion must be at least half the total number of blocks. This gives us the desired necessary condition comparing the number of convergence opportunities and adversarial blocks over a sufficiently large period (Lemma 8). Finally, we analyze the chain quality property in Lemma 9.

#### Basic properties of checkpoints

Let us recall some properties of the checkpointing algorithm, re-stated in terms of slots instead of discrete time.

1. We say that a checkpoint appears in slot $t$ if the first time an honest node marks the checkpoint is in slot $t$. If a checkpoint appears at slot $t$, all honest nodes mark the checkpoint by the beginning of slot $t + 2$.
2. Let $d' \triangleq \lfloor d/\Delta \rfloor$. Any checkpoint that appears at slot $t > \text{GST} + d'$ was at least $k$-deep in a chain held by an honest node in some slot $t' \in \{t - d', \ldots, t\}$.
3. Let $e' = \lceil e/\Delta \rceil$. If two consecutive checkpoints appear at slots $t, t'$, then $t' \geq t + e'$.

Let $\text{GST} + d' < t_1^* \leq t_2^* \leq \ldots$ be the sequence of slots at which checkpoints appear after slot $\text{GST} + d'$. Let the corresponding checkpoint blocks be $B_1^*, B_2^*, \ldots$. Let $t_0^* \triangleq \text{GST}$. Define $S_l \triangleq \{t_l^* + 2, \ldots, t_{l+1}^* - d' - 2\}$ for all $l \geq 0$ and let $S \triangleq \cup_{l \geq 0} S_l$. We refer to each $S_l$ as an inter-checkpoint interval.
Chain growth results

Lemma 5 (Chain Length Lower Bound). Let \( t_1, t_2 \) be two slots such that \( t_1 \in S \) and and \( t_2 \geq t_1 + 2 \). Let \( C \) be a chain held by some honest node in slot \( t_1 \). Then all honest nodes will hold a chain of length at least \(|C|\) in slot \( t_2 \).

Proof. Let \( h \) be an honest node that holds chain \( C \) in slot \( t_1 \), and let \( h' \) be an arbitrary honest node (possibly \( h \)) that holds a chain \( C' \) in slot \( t_2 \). Since \( t_1 \in S \), we know that \( t \in S_l \) for some \( l \). Therefore \( B_l^* \) is the last checkpoint that is marked in \( C \). Clearly, all honest nodes will hear of \( C \) by the beginning of slot \( t_2 \), and would also have marked \( B_l^* \) as a checkpoint. We aim to show that \(|C'| \geq |C|\). There are now two cases to consider.

- Node \( h' \) has not marked any new checkpoint at the time it holds \( C' \). In this case, it will hold a chain at least as long as \( C \), as it is a chain that it has heard of that contains all the checkpoints that it has marked.
- Node \( h' \) has marked at least one new checkpoint at the time it holds \( C' \). In particular, it has marked \( B_{l+1}^* \). Note that \( B_{l+1}^* \) must be exactly \( k \)-deep in some honestly held chain \( C^* \) at some slot in the interval \([t_{l+1}^* - d', t_{l+1}^*]\) in which \( B_{l+1}^* \) was not marked as a checkpoint. By the first case, \( C^* \) must be at least as long as \( C \), since \( t_1 \leq t_{l+1}^* - d' - 2 \). Further, all honest nodes must hold a chain at least as long as \( C^* \) at the time of marking \( B_{l+1}^* \). Arguing inductively, we see that all honest nodes that have marked at least one new checkpoint compared to \( C \) also hold a chain at least as long as \( C \).

Lemma 6 (Chain Growth). Consider a chain \( C \) held by an honest node in a slot \( t \geq \text{GST} + 1 \). Suppose \( C \) contains an honest block \( B \) mined in slot \( s \) at height \( \ell \). Then \(|C| \geq \ell + Y|S \cap [s+2, t-2]|\).

Proof. From Lemma 5 we can deduce three useful facts. Firstly, the first converge opportunity block in \( S \cap [s+2, t-2] \) will be built at a height \( \geq \ell + 1 \), since all honest nodes by that slot would have adopted a chain at least as long as \( \ell \). Secondly, we see that all convergence opportunities in \( S \) are mined at distinct heights. This is because all convergence opportunities are spaced at least 2 slots apart. Thirdly, all honest nodes will adopt a chain that is at least as long as the chain mined by the last converge opportunity in \( S \cap [s+2, t-2] \). Together, these two statements prove the desired statement when \( s \in S \).

To prove the same result when \( s \notin S \), we consider the following two cases:

- Suppose \( s \notin S \), and \( s \geq \text{GST} \). This implies \( s \in \{t_1^*-d'-1, \ldots, t_1^*+1\} \) for some \( l \geq 1 \). Then in slot \( t_1^* + 2 \) all honest nodes will see both block \( B \) and checkpoint \( B_l \). Moreover, block \( B \) and checkpoint \( B_l \) are on the same chain \( C^* \), hence all honest nodes should hold a chain of length at least \( \ell \) in slot \( t_1^* + 2 \), simply because \( C^* \) contains \( B \). The rest of the proof is identical to the case \( s \in S \).
- Suppose \( s \notin S \) and \( s < \text{GST} \). Let \( B \) be the set of checkpoints with appearance time \( \leq \text{GST} \), i.e., for a block \( B^* \in B \), at least one honest node marks \( B^* \) before \( \text{GST} \). Then in slot \( \text{GST} + 1 \), all honest nodes will see a chain \( C^* \) that contains block \( B \) and all checkpoints in \( B \). Hence all honest nodes should hold a chain of length at least \( \ell \) in slot \( \text{GST} + 1 \), simply because \( C^* \) contains \( B \). The rest of the proof is identical to the case \( s \in S \).
Analysis of Common Prefix Property Let us first note a simple fact about the checkpointed longest chain rule. In what follows, we say a chain $C$ was held by an honest node in slot $t$ if it was held by the node at any time in the interval $((t - 1)\Delta, t\Delta]$.

Proposition 2. If a block $B$ is $k$-deep in a chain $C$ held by an honest node $h$ in slot $t$, then it either remains $k$-deep in $C'$ or is not present in $C'$, where $C'$ is an chain held by $h$ in slot $t'$.

The above statement is trivially true for the longest chain rule, since the chain length held by an honest node is monotonically increasing. It is not so immediate for the checkpointed longest chain rule, since the length of the chain held by a particular honest node may reduce upon adopting a new checkpoint block. A crucial point in the proof of this statement is the property that a checkpoint is always $k$-deep in all honest nodes' chains. The statement is illustrated in Figure 7.5 and is proven below.

Proof. As remarked above, the property holds trivially as long as the honest node $h$ adopts successive chains of increasing length. Consider the case when at some slot $t' \geq t$, $h$ adopts a new checkpoint block and truncates its chain in the process. Suppose block $B$ is present in both $C$ and $C'$. Then it must be an ancestor of the new checkpoint block. Since the new checkpoint block is at least $k$-deep in the new chain, so is block $B$.

![Fig. 8. Illustration of Lemma 2](image)

Both $B_1$, $B_2$ are $k$-deep in $C$. $B_1$ gets ousted in $C'$, while $B_2$ remains $k$-deep.

Lemma 7 (Common Prefix Reduction). Suppose the common prefix property is violated after slot $t_0$, i.e., there exist slots $t_1$ and $t_2$: $t_0 \leq t_1 \leq t_2$, honest nodes $h_1, h_2$ (possibly the same), and chains $C_1, C_2$, s.t. $C_1$ is held by $h_1$ at slot $t_1$, $C_2$ is held by $h_2$ at slot $t_2$, but $C_1|k \neq C_2$. Then the following event happens at some slot $t \in [t_1, t_2]$: there exists chain $C$ and $C'$ such that $C'|k \neq C$ while both $C'$ and $C$ are held by honest nodes in slot $t$.

We refer to this events as common prefix violation at slot $t$, and the pair of chains $C'$ and $C$ as a certificate of the violation. Lemma 7 stated for the checkpointed longest chain rule, is also true for the longest chain rule. The proofs are identical as well, given that the statement of Lemma 2 holds for both protocols. We provide the proof for completeness.

Proof. Let $t \geq t_1$ be the earliest slot at which there exists some chain $C$ held by an honest node $h$ (possibly $h_1$) s.t. $C_1|k \neq C$. Let $B$ be the block that is exactly $k$-deep in $C_1$; clearly, it is not present
in $C$. We now claim that there must be a chain $C'$ held by node $h_1$ at some time in slot $t$ that contains $B$. Note that $C$ and $C'$ satisfy the relation $C' \preceq k \not\preceq C$, thus proving the desired statement. It remains to show the claim.

Suppose $h_1$ never holds a chain containing $B$ in slot $t$. Then it must have adopted a chain that does not contain $B$ in an earlier slot. However, we have defined $t$ to be the earliest slot such that some chain held by an honest node does not contains $B$. Thus, we have shown the claim to be true. A technical point to note is that if an honest node adopts a new chain $C_{\text{new}}$ at time $s$ in slot $t$, it must have held the older chain $C_{\text{old}}$ at some time $(s - \epsilon)$ in slot $t$ itself.

![Figure 9](image_url) Block $B$ is $k$-deep in $C_1$. It remains so in $C'$. However, it is absent from $C$. In this case, $C'$ and $C$ form a certificate of $k$-common prefix violation.

**Lemma 8 (Necessary condition for common prefix violation).** Suppose $k$-common prefix violation occurs at slot $t$. Then there exist $t^* < t$ such that $Z[t^*, t] + Y[t^*, t] \geq k$ and $Z[t^*, t] \geq Y[S \cap [t^* + 2, t - 2]] - 1$.

**Proof.** The first condition $Z[t^*, t] + Y[t^*, t] \geq k$ is trivial, as a certificate of $k$-common prefix violation contains at least $k$ blocks. Then we focus on the derivation of the second condition. From Lemma 7, we know that there exists two honestly held chains $C, C'$ such that $C' \preceq k \not\preceq C$. Let $\ell$ be the height of the shorter of the two chains. Consider the last block on the common prefix of $C, C'$ that is a convergence opportunity. Denote it by $\overline{B}$, let its height be $\ell^*$ and let $\ell$ be the slot at which it was created. At the least, the genesis block is such a block, in which case $\ell = 0$. From Lemma 6, we know that $\ell \geq \ell^* + Y[S \cap [t^* + 2, t - 2]]$, which implies $\ell - \ell^* \geq Y[S \cap [t^* + 2, t - 2]]$. We now show that $Z[t^*, t] \geq \ell - \ell^* - 1$.

Firstly, we note that any adversarial blocks in $C, C'$ that are descendants of $\overline{B}$ must be mined in the interval $[t^*, t]$. Let $\hat{B}$ denote the last block on the common prefix of $C, C'$, let its height be $\hat{\ell}$. The portion of the common prefix from block $\overline{B}$ (excluded) to $\hat{B}$ (included) is composed entirely of adversarial blocks. This accounts for $\hat{\ell} - \ell$ adversarial blocks.

We now consider two possibilities regarding the number of checkpoints on the chains $C, C'$. In the first case, both chains have the same number of checkpoints marked. In this case, all checkpoints must be on the common prefix of $C, C'$. In the second case, one of the chains has one extra checkpoint. This checkpoint must have appeared in slot $t$ or slot $t - 1$, for otherwise, it would be adopted by the other chain too. In both cases, let $\hat{B}$ denote the last common checkpoint of the two chains. We now analyze the forked portion of the chains in both cases.
For the first case, we show that all convergence opportunity blocks that are descendants of $\hat{B}$ must be at distinct heights. Note that every chain ending at each such convergence opportunity blocks contain all checkpoints that appear until slot $t$. Thus, at the time when any honest node would have received such a chain (say $\tilde{C}$), it would adopt $\tilde{C}$ or a chain of at least $|\tilde{C}|$. This is because $\tilde{C}$ would contain all the checkpoints that this node would have marked until then. Since the miner of every convergence opportunity hears of broadcasts from all previous convergence opportunities before mining, the claimed result follows. For the second case, a slightly modified statement holds: all convergence opportunities that are descendants of $\hat{B}$ mined in slots $\leq t - 2$ must be at distinct heights. This can be proven by arguing in the same manner as above. Since the latter is a weaker claim than the former, we use the latter claim in the general case.

Note that all blocks in the forked portion are descendants of $\hat{B}$, and are therefore descendants of $\hat{B}$. Therefore, all convergence opportunity blocks in the forked portion mined in slots $\leq t - 2$ must be at distinct heights. Since they can be on at most one of the chains, they must be paired with either an adversarial block or a convergence opportunity from slot $t - 1$ or $t$. There can be at most one convergence opportunity from slots $\{t - 1, t\}$. From this, we conclude that the number of adversarial blocks in the forked portion is at least $\ell - \ell - 1$.

In summary, we can say that the number of distinct adversarial blocks in chains $C, C'$ combined that are descendants of block $B^*$ is at least $\ell - \ell - 1 + \ell - \ell = \ell - \ell - 1$. All these blocks are mined in slots in the range $[t^*, t]$. Thus, $Z[t^*, t] \geq \ell - \ell - 1$. Combined with the inequality $\ell - \ell \geq Y[S \cap [t^* + 2, t - 2]]$, we get the inequality: $Z[t^*, t] \geq Y[S \cap [t^* + 2, t - 2]] - 1$.

Analysis of Chain Quality Property With some abuse of notation, we use the term $(k, s)$-chain quality to refer to a slot $s$ instead of some time $s$.

**Proposition 3 (Chain Quality Reduction).** Suppose at some slot $t$, $(k, s)$-chain quality is violated, i.e., there exists an honestly held chain $C$ in slot $t$ that contains $k$-consecutive blocks mined after slot $s$ and there is no honest block amongst them. Then at some slot $t' \in (s, t)$, there exists a chain $C'$ held by an honest node such that the last $k$ blocks of $C'$ are all adversarial blocks.

**Proof.** Suppose, at some slot $t$, $(k, s)$-chain quality is violated. Clearly, $t > s$, else it is not possible for $C$ to contain blocks mined at slots $\geq s$. There are two cases to consider. First, we consider the case where there are no more honest blocks in $C$ after the string of $k$ consecutive adversarial blocks. Then the claim trivially follows with $t' = t$, $C' = C$. Next, consider the case where there exists an honest block in $C$ after the string of $k$ consecutive adversarial blocks. Let the block be $B$ and let its mining time be $t'$. Since these $k$ blocks are all mined after slot $t_0$, so is $B$ (i.e., $t' > s$). Then the portion of $C$ up to $B$ (but not including it) was held by the honest miner of block $B$. Call this sub-chain $C'$. From the condition on $C$, it is immediate that the last $k$ blocks of $C'$ are adversarial. Thus we have our claim.

If there exists an honestly held chain $C$ at slot $t$ such that the last $k$ blocks of $C$ are all adversarial blocks mined after slot $s$, we say that $(k, s)$-chain quality violation occurs at slot $t$. From Proposition 3, we assume without loss of generality that all violations of $(k, s)$-chain quality are such that $(k, s)$-chain quality violation occurs at slot $t$, for some $t > s$.

**Lemma 9 (Necessary Condition for Chain Quality Violation).** Suppose, for any slot $t \geq GST + 1$, $(k, s)$-chain quality is violated at slot $t$. Then there exists $t^* < t$ s.t. $Z[t^*, t] \geq k$ and $Z[t^*, t] \geq Y[S \cap [t^* + 2, t - 2]]$.

**Proof.** Let $C$ be the honestly held chain at slot $t$ for which chain quality is violated. Let $t^*$ be the time of mining of the last honest block in $C$. Let this block be called $B$ and let its height be $\ell$. By Lemma 6, we have $|C| \geq \ell + Y[S \cap [t^* + 2, t - 2]]$. We know that the portion of $C$ from height $\ell$ onward is composed only of adversarial blocks. These must be mined at or after slot $t^*$. Therefore,
Indeed, \(|C| - \ell \leq Z[t^*, t]|. This implies \(Z[t^*, t] \geq Y[|S| \cap [t^* + 2, t - 2]]\). Furthermore, we know that \(Z[t^*, t] \geq k\) by the condition that the last \(k\) blocks do not contain any convergence opportunity.

\[\]

### 7.6 Probabilistic guarantee

We begin with a proposition that transforms the necessary conditions from Lemmas 8 and 9 to a more convenient form for analysis.

**Proposition 4.** Suppose \(k\)-common prefix violation or \((k, s)\)-chain quality violation occurs at slot \(t\). Then there exist \(t^* < t\) such that \(Z[t^*, t] + Y[t^*, t] \geq k\) and \(Z[t^*, t] \geq Y[\max(GST, t^*) + 2, t - 2] - (1 + (t - t^*)/e')(d' + 3) - 1\).

**Proof.** By comparing the necessary conditions in Lemma 8 and Lemma 9, it suffices to show that \(Z[t^*, t^*] \geq Y[|S| \cap [t^* + 2, t - 2]| - 1\) implies \(Z[t^*, t^*] \geq Y[\max(GST, t^*) + 2, t - 2] - (1 + (t - t^*)/e')(d' + 3) - 1\). Indeed, \(Z[t^*, t] \geq Y[|S| \cap [t^* + 2, t - 2]| - 1\) implies

\[
Z[t^*, t] \geq Y[\max(GST, t^*) + 2, t - 2] - n(d' + 3) - 1,
\]

where \(n\) is the number of checkpoints that appear in the interval \([t^*, t]\). We now show a upper bound on \(n\): \(n \leq (t - t^*)/e' + 1\). Indeed, a block mined in slot \(t^*\) cannot be checkpointed at a slot earlier than \(t^*\). Of course, at slot \(t\), we only see checkpoints that appear until slot \(t\). No more than \([(t - t^*)/e'] \leq (t - t^*)/e' + 1\) checkpoints can appear over such an interval, as consecutive checkpoints are separated at least \(e'\) slots apart. Thus, \(n \leq (t - t^*)/e' + 1\). Therefore, \(Z[t^*, t] \geq Y[\max(GST, t^*) + 2, t - 2] - (1 + (t - t^*)/e')(d' + 3) - 1\).

We conclude the proof in this section by showing that the in a typical execution, the condition of Proposition 1 does not occur after slot \(t > C \cdot GST\) for some appropriate \(C > 0\). Therefore \(k\)-common prefix property and \((k, s)\)-chain quality property hold after slot \(t > C \cdot GST\).

**Lemma 10.** For \(\tau\) large enough, under \((\epsilon, \tau)\)-typical execution, there exist a constant \(C > 0\) such that \(k\)-common prefix property and \((k, s)\)-chain quality property holds after slot \(t > s\), where \(k = 2\lambda\Delta \tau\) and \(s = C \cdot GST\).

**Proof.** Suppose \(k\)-common prefix property or \((k, s)\)-chain quality property is violated at slot \(t > C \cdot GST\), then by Lemma 8 we have that there exists \(r < t\) such that

\[
Z[r, t] + Y[r, t] \geq k,
\]

and

\[
Z[r, t] \geq Y[\bar{r} + 2, t - 2] - (1 + (t - r)/e')(d' + 3) - 1,
\]

where \(\bar{r} = \max(r, GST)\). We only need to show that this event won’t happen under typical execution. If \(t - r < \frac{k}{2\lambda\Delta\tau} = \tau\), then under typical execution we have

\[
Y[r, t] + Z[r, t] \leq Y[r, r + \tau] + Z[r, r + \tau] \leq (1 + \epsilon)\lambda\Delta\tau < 2\lambda\Delta\tau = k,
\]

which contradicts Eqn. (1). Hence we have \(t - r \geq \frac{k}{2\lambda\Delta\tau} = \tau\).

Further we can rewrite Eqn. (2) as

\[
Z[r, t] \geq Y[\bar{r} + 2, t - 2] - (t - r)d_1/e' - d_2,
\]

where \(d_1 = d' + 3\) and \(d_2 = d' + 4\). Eqn. (3) describes a random walk with drift. Note that the extra terms on the right side of Eqn. (3) are small by the fact that \(d_2 = O(\sqrt{\tau}) = O(\sqrt{\tau})\) and \(e'\) can be chosen arbitrarily large.
As we have seen \( t - r \geq \tau \), then under typical execution we have

\[
Z[r,t] \leq (t-r)\bar{z} + \varepsilon(t-r)\bar{y} < (1-3\varepsilon)(t-r)\bar{y} + \varepsilon(t-r)\bar{y} = (1-2\varepsilon)(t-r)\bar{y}.
\]

Case 1: \( r > \text{GST} \), i.e., \( \bar{r} = r \). Then we have

\[
Y[r+2,t-2] \geq (1-\varepsilon)(t-r-4)\bar{y}.
\]

Therefore, we can always choose \( C' \) to be large enough such that \((1-2\varepsilon + d_1/C')(t-r)\bar{y} + d_2 < (1-\varepsilon)(t-r-4)\bar{y} \), given that \( \tau \), as well as \( t-r \), is large. Therefore, \( Z[r,t] < Y[\bar{r}+2,t-2]-(t-r)d_1/C'-d_2 \), which contradicts Eqn. (3).

Case 2: \( r \leq \text{GST} \), i.e., \( \bar{r} = \text{GST} \). Then we have

\[
Y[\bar{r}+2,t-2] \geq (1-\varepsilon)(t-\text{GST}-4)\bar{y} > (1-\varepsilon)(\frac{C-1}{C}t-4)\bar{y}.
\]

Again we can always let \( C' \) and \( C \) to be large enough such that \((1-2\varepsilon + d_1/e')(t-r)\bar{y} + d_2 < (1-\varepsilon)(C\frac{1}{C}-4)\bar{y} \), given that \( \tau \), as well as \( t \), is large. Then we have \( Y[\bar{r}+2,t-2] > Z[0,t]+d_1/t/e'+d_2 \geq Z[r,t]+d_1(t-r)/e'+d_2 \), which contradicts Eqn. (3). \( \square \)

Then we have the following corollary, which states that the common prefix property and the chain quality property of the checkpointed longest chain will hold after \( O(\text{GST}) \) time with high probability.

**Corollary 3.** If we choose \( k \) to be large enough such that \( k = \Theta(\kappa) \), then there exist a constant \( C > 0 \) such that \( k \)-common prefix property and \((k,C \cdot \text{GST})\)-chain quality property hold after slot \( C \cdot \text{GST} \) with probability at least \( 1 - e^{-\Omega(\sqrt{\kappa})} \).

**Proof.** All the analysis in this section conditions on that event \( E \) occurs (CP1 holds), and we have \( \mathbb{P}(E) \geq 1 - e^{-\Omega(\sqrt{\kappa})} \) by Corollary. Then combine it with Corollary and Lemma, and apply the union bound, we can conclude the proof. \( \square \)

### 8 Discussion

In this section we elaborate on several open threads of research opened by our work, as well as tie together related works in the literature into a common fabric.

**Choice of Algorand as the Checkpointing BFT Protocol.** We choose Algorand BA as our checkpointing protocol because it satisfies the desired properties CP0-CP3 as listed in §1. However, some other well-known BFT protocols fail to meet all these properties, and therefore we don’t use them as a candidate checkpointing protocol. Generally, BFT protocols can be categorized into two classes: 1) Classic BFT protocols, such as PBFT [5] and Hotstuff [23]; 2) Chained BFT protocols, such as Streamlet [6] and Chained Hotstuff [23]. PBFT and Hotstuff don’t satisfy the CP1 (the recency condition). The adversary could potentially lock on a block \( B \) privately when it becomes the leader of one view, and then the adversary finalizes \( B \) as a checkpoint after a long time when \( B \) is no longer in the best chain (\( B \) is a descendant of the last checkpoint but not in the longest chain). In this attack, all honest blocks mined during this time period could be potentially wasted as they are not extending \( B \). Further, this resource-bleeding attack could be turned into a perpetual liveness attack in the partial synchronous model. One simple way to fix this bug is by introducing randomness into the protocol: when a new honest leader does not hear any locked block from previous views, it will propose an empty block \( \perp \) to refresh the privately locked block, with a certain probability. However, this simple fix introduces unnecessary latency in the normal path when there is no attack and the network is synchronous, as it may need more views with honest
leaders to ensure progress. On the other hand, for Streamlet and Chained Hotstuff, the finalization of one block is supported by its descendants, therefore it is hard to design a checkpointed longest chain protocol such that all finalized checkpoints lie on a single blockchain. Therefore, finding or designing a good checkpointing protocol is non-trivial, and it would be interesting to see whether there is any other BFT protocol that fits our need and perhaps has better latency and lower communication cost.

**Checkpointing protocol properties.** The finality gadget in GRANDPA [22] and the finality layer of Afgjort [11] are also checkpointing protocols. The desired checkpointing properties in GRANDPA are very similar to ours: it has CP0, CP1 and CP3, but CP2 (gap in checkpoints) is missing. Without CP2, the mining bleeding could happen frequently, which lead to security vulnerabilities. Afgjort only requires CP0, but it has two other desired properties: The “Δ-updated” property guarantees that the chains held by honest nodes are at most Δ blocks beyond the last finalized block; “k-support property” ensures that any finalized block must have been on the chain adopted by at least k honest nodes. The “Δ-updated” property is in the opposite direction of our CP2: our protocol satisfies n/3-support. We defer a full comparison of all these properties and identifying the minimal set of desired properties to future work.

**Gasper as a checkpointed longest chain protocol.** Gasper [4] can also be viewed as a checkpointed longest chain protocol, where the underlying longest chain rule is *Latest Message Driven Greediest Heaviest Observed Subtree* (LMD GHOST) and the checkpointing protocol is *Casper the Friendly Finality Gadget* (Casper FFG). However, the security of LMD GHOST remains in question, which renders security analysis of Gasper informal. In Gasper, time is split into epochs, of C slots each. Every slot has a committee of size N/C, where N is the total number of participating nodes. Similar to our design, Gasper uses a fork choice rule called Hybrid LMD GHOST (HLMD), which adopts the best LMD GHOST chain containing the last justified block. In each slot, a proposer produces a new block and other nodes in the committee votes for a block, all following the HLMD rule in their local views. [18] recently reports a liveness attack on Gasper when C ≪ N, i.e., fairly large committee size per slot.

**Permissioning via PoW and PoS.** We note that BFT checkpointing is naturally implemented via PoS: the votes of the checkpointing nodes are tallied proportional to the stake held by the nodes. For the longest chain protocol, we note that the only modeling assumption we have made is that of independent Poisson block proposal rates; this is naturally met in a PoW implementation; it is possible this assumption is also met with a correctly parameterized PoS [1] — conducting such a systematic design is an interesting topic left to future work. Finally, we note that we admit a general adversary that can jointly control resources in both checkpointing and longest chain mining operations.

**Appendix**

**A Algorand BA is a Checkpointing Protocol**

We outline the full Algorand Byzantine Agreement (BA) protocol below for completeness. A minor modification (marked in red), adding validation, is the only addition to the original protocol. Honest checkpointer run a multi-iteration BA to commit checkpoints. The goal of the i-th iteration is to achieve consensus on the i-th checkpoint. Each iteration is divided into multiple periods and view changes will happen across periods. All checkpointer start period 1 of iteration 1 at the same time (time 0). Checkpoint i starts period 1 of iteration n after it receives 2t + 1 cert-votes for some value v for the same period p of iteration n − 1 and waits for another fixed time e, and only if it has not yet started an iteration n′ > n. Checkpointer i starts period p ≥ 2 of iteration n after it receives 2t + 1 next-votes for some value v for period p − 1 of iteration n, and only if it has not yet started a period p′ > p for the same iteration n, or some iteration n′ > n. For any iteration
n, checkpoint i sets its starting value for period p ≥ 2, \( st^p_i \), to v (the value for which 2t + 1 next-votes were received and based on which the new period was started). For p = 1, \( st^1_i = \bot \). The moment checkpoint i starts period p of iteration n, he finishes all previous periods and iterations and resets a local timer \( clock_i \) to 0. At the beginning of every period, every honest checkpoint i sets \( v_i \) to be the checkpointed longest chain in its view at that time.

Each period has a unique leader known to all checkpointers. The leader is assigned in an i.i.d. fashion by the permitter oracle \( O \). Each checkpoint i keeps a timer \( clock_i \) which it resets to 0 every time it starts a new period. As long as i remains in the same period, \( clock_i \) keeps counting. Recall that we assume the checkpointers’ individual timers have the same speed. In each period, a honest checkpoint executes the following instructions step by step.

**Step 1: [Value Proposal by leader]** The leader of the period does the following when \( clock_i = 0 \); the rest do nothing. If \((p = 1) \text{ OR } ((p ≥ 2) \text{ AND (the leader has received 2t + 1 next-votes for } ⊥ \text{ for period } p − 1 \text{ of iteration } n))\), then it proposes its value \( v_i \). Else if \((p ≥ 2) \text{ AND (the leader has received 2t + 1 next-votes for some value } v ≠ ⊥ \text{ for period } p − 1 \text{ of iteration } n)\), then the leader proposes \( v \).

**Step 2: [The Filtering Step]** Checkpointer i does the following when \( clock_i = 2Δ \). If\((p = 1) \text{ OR } ((p ≥ 2) \text{ AND (i has received 2t + 1 next-votes for } ⊥ \text{ for period } p − 1 \text{ of iteration } n))\), then i soft-votes the value \( v \) proposed by the leader of current period if (it hears of it) AND (the value is VALID OR i has received 2t + 1 next-votes for \( v \) for period \( p − 1 \)). Else if \((p ≥ 2) \text{ AND (i has received 2t + 1 next-votes for some value } v ≠ ⊥ \text{ for period } p − 1 \text{ of iteration } n)\), then i soft-votes \( v \).

**Step 3: [The Certifying Step]** Checkpointer i does the following when \( clock_i \in (2Δ, 4Δ) \). If i sees 2t + 1 soft-votes for some value \( v ≠ ⊥ \), then i cert-votes \( v \).

**Step 4: [The Period’s First Finishing Step]** Checkpointer i does the following when \( clock_i \in (4Δ, \infty) \) until he is able to finish period p. If i has certified some value \( v \) for period p, he next-votes \( v \). Else if \((p ≥ 2) \text{ AND (i has seen 2t + 1 next-votes for } ⊥ \text{ for period } p − 1 \text{ of iteration } n)\), he next-votes \( ⊥ \). Else he next-votes his starting value \( st^p_i \).

**Step 5: [The Period’s Second Finishing Step]** Checkpointer i does the following when \( clock_i \in (4Δ, \infty) \) until he is able to finish period p. If i sees 2t + 1 soft-votes for some value \( v ≠ ⊥ \) for period p, then i next-votes \( v \). If \((p ≥ 2) \text{ AND (i sees 2t + 1 next-votes for } ⊥ \text{ for period } p − 1 \text{ AND (i has not certified in period } p)\), then i next-votes \( ⊥ \).

Halting condition: Checkpointer i HALTS current iteration if he sees 2t + 1 cert-votes for some value \( v \) for the same period \( p \), and sets \( v \) to be his output. Those cert-votes form a certificate for \( v \). The block that is exactly \( k \)-deep in \( v \) is chosen as the checkpoint in current iteration.

A proposed value \( v \) (with block B being exactly \( k \)-deep in it) from period \( p \) of iteration \( n \) is VALID for checkpoint i (in the same period and iteration) if:

- Value \( v \) is proposed by the leader of that period;
- Block B is a descendant of all previously checkpointed blocks with smaller iteration number;
- Block B is contained in the checkpointed longest chain that the checkpointer i holds when entering period \( p \).

The notion of validity is used only in Step 2, first condition. This is the only place where new proposals are considered.
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