Abstract—This paper proposes a deep learning framework to design distributed compression strategies in which distributed agents need to compress high-dimensional observations of a source, then send the compressed bits via bandwidth limited links to a fusion center for source reconstruction. Further, we require the compression strategy to be progressive so that it can adapt to the varying link bandwidths between the agents and the fusion center. Moreover, to ensure scalability, we investigate strategies that depend only on the local channel state information (CSI) at each agent. Toward this end, we use a data-driven approach in which the progressive linear combination and uniform quantization strategy at each agent are trained as a function of its local CSI. To deal with the challenges of modeling the quantization operations (which always produce zero gradients in the training of neural networks), we propose a novel approach of exploiting the statistics of the batch training data to set the dynamic ranges of the uniform quantizers. Numerically, we show that the proposed distributed estimation strategy designed with only local CSI can significantly reduce the signaling overhead and can achieve a lower mean-squared error distortion for source reconstruction than state-of-the-art designs that require global CSI at comparable overall communication cost.
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I. INTRODUCTION

Distributed estimation is a fundamental problem in many signal processing applications. For example, in a wireless sensor network consisting of multiple spatially distributed sensors connected to a fusion center via bandwidth limited links, a common task is to reconstruct the source at the fusion center—with applications ranging from remote sensing, environmental monitoring, to surveillance, localization, tracking, edge AI inference, etc., [1]–[4]. As another example, in a cloud radio access network (C-RAN), also known as cell-free massive multiple-input multiple-output (MIMO) network, a central processor needs to decode the information transmitted by a user based on the signals received at geographically distributed base-stations [5], [6]. A common characteristic in many of these applications is that the observations at the distributed agents are typically high dimensional, yet the communication links between the agents and the central fusion center (also known as the fronthaul) are bandwidth limited. A key consideration in the design of distributed estimation schemes is therefore how to optimally reduce the dimension of the observations and to compress them at the distributed agents to satisfy the bandwidth constraints.

Toward this end, this paper considers a general model in which each agent observes a noisy version of a source signal through a linear channel; the agents are connected to a fusion center via bandwidth limited links; and the ultimate goal is to reconstruct the source at the fusion center. To reduce the communications between the agents and the fusion center, each agent applies a linear compression matrix to its high-dimensional observation, followed by a bank of per-dimension uniform quantizers. Upon receiving the compressed and quantized signals from all agents, the fusion center employs a linear estimator to recover the original source.

The optimal distributed compression and estimation scheme at the agents should be a function of the channel state information (CSI) from the source to all the agents. However, requiring global CSI presents scalability issues in terms of signaling overhead between the agents and the fusion center. This is because the agents are distributed in space, and a strategy requiring global CSI would need to collect all the CSI centrally. In this paper, we investigate the performance of the compression and quantization strategies designed solely based on the local CSI at each agent. Specifically, this paper shows that by adopting a data-driven approach, it is possible to learn the optimized local compression strategy at each agent based on its own CSI. Because of the reduced signaling overhead, such an approach can actually achieve a lower distortion when the channels need to be frequently re-estimated from time to time, as compared to a centralized design requiring global CSI, at comparable overall communication cost.

In many practical wireless distributed systems, the qualities of the links between the agents and the fusion center are often time varying, i.e., the number of bits each agent can transmit to the fusion center may vary from time slot to time slot. Progressive compression is a concept that gives each agent the capability of dynamically adjusting its compression rate according to the instantaneous conditions of the fronthaul links, while achieving the optimal rate-distortion frontier. Progressive coding is desirable for applications in which signal reconstruction is time sensitive. For example, in surveillance applications, it is beneficial to reconstruct a low-resolution image immediately (e.g., for detecting a potential threat), even if the communication links between the sensors and the fusion center temporarily experience deep fading [7]. This paper shows that with minor modifications, the proposed learning framework can be adapted to make the compression strategy distributed and progressive, while based only on local CSI.
A. Main Contributions

Most of the existing works in distributed estimation literature assume that the global CSI is available at the fusion center for the purpose of compression matrices design. However, for this assumption to hold in practical large-scale networks, extensive communication overhead between the agents and the fusion center is needed. This is because, in such schemes, the fusion center needs to first collect the high-dimensional observation matrices (i.e., CSI) from all the agents, and after designing the compression schemes, it must send the designed compression matrices back to the agents. In order to reduce such communication overhead, it is desirable to devise compression strategies at the agents based on the locally available CSI. But the design of local compression strategies for distributed systems based on the conventional optimization-based methods is quite challenging because it is not straightforward to define a local optimization objective function at each agent. Accordingly, the existing compression strategies based on local CSI typically focus on the heuristical objective of maximizing the local compression performance for each agent, e.g., through principal component analysis (PCA). In this paper, we show that such PCA-based local compression strategies are not optimal, and much more efficient local compression and quantization schemes can be designed via deep learning.

Moreover, as mentioned earlier, we are interested in designing progressive compression strategies, to deal with scenarios in which the capacities of the links between the agents and the fusion center are time varying. However, the associated constraints for developing a progressive transmission scheme are difficult to satisfy in most of the existing model-based methods. In this paper, we show that the challenges of designing a progressive compression strategy for distributed wireless systems can also be tackled using a data-driven deep learning approach.

The proposed deep learning framework in this paper consists of a fully-connected deep neural network (DNN) at each agent for designing the corresponding compression and quantization schemes and a linear minimum mean square error (LMMSE) estimator at the fusion center for recovering the source signal. In particular, the agent-side DNNs take the local CSI as input and outputs the design of the compression matrices employed by the agents to reduce the dimension of the observed signals. After dimension reduction, the observation signals are uniformly quantized and subsequently transmitted to the fusion center for signal estimation. Finally, the fusion center applies an LMMSE estimator in order to recover the source signal based on the quantized signals received from all the agents.

The training of the proposed DNN, which involves an intermediate quantization layer, is not a trivial task. This is because a quantization layer gives vanishing gradients, which inhibit the training of the network parameters prior to that layer through the conventional back-propagation algorithm. To get around with this issue, a straight-through estimator is widely used in machine learning literature, in which the quantization operation is approximated with another smooth and differentiable function [8]–[10]. But, for some application settings, e.g., [11], we observe that training of a DNN with quantization hidden layers using the straight-through estimator is still cumbersome. This paper proposes an alternative novel technique for training a DNN with an intermediate uniform quantization layer by modeling the quantization error as uniformly distributed noise, the range of which is a function of the quantization dynamic range and the number of quantization bits. However, the setting of the quantization dynamic range is still a challenging task, because in the training phase the design of the compression matrices is always changing due to the update of the DNN parameters, thus affecting the dynamic range. To deal with this so-called internal covariate shift phenomenon [12], this paper proposes to set the dynamic range as a scaled version of the standard deviation of the signals which can be empirically computed from the batch data. Moreover, the scaling factor can be learned by using back-propagation training. In the testing phase, the signals can be quantized according to the uniform quantizer with the dynamic range learned from the training phase.

Numerical results show that the proposed deep learning framework significantly outperforms the existing PCA-based method which uses local CSI. Further, when compared with compression strategies using global CSI, if the overhead of communicating CSI is accounted for, the proposed deep learning method can actually achieve a lower distortion than the state-of-the-art global CSI-based methods at comparable total signaling cost.

B. Related Work

One common way to meet the power and bandwidth budget constraints inherent in battery-powered wireless edge sensing devices (i.e., the agents) is to reduce the dimensionality of the observed signals, e.g., [5], [13]–[21]. The paper [13] shows that the problem of designing the optimal compression matrices for distributed estimation is in general nonconvex and NP-hard. To tackle this challenging optimization problem, the earlier works on dimensionality reduction in distributed estimation advocate the idea of PCA, in which each agent seeks to optimally compress its observations based on the available local information; see [14] in the context of wireless sensor network and [5] in the context of multi-antenna C-RAN. Such PCA-based methods mainly use eigenvalue decomposition and subspace projection. Although the PCA-based method leads to the optimal solution for a single agent scenario [16], for scenarios with multiple agents it is shown in [17] that the performance of such methods can be significantly improved by using iterative block coordinate descent (BCD). Further, [18] numerically investigates the optimality properties of the BCD algorithm, and shows that although for some scenarios (especially those with correlated sources), there is a gap between the performance of the optimal design and the one obtained from the BCD algorithm, this gap is often marginal. It should be mentioned that, in each iteration of the BCD algorithm, the design of the compression matrix at each agent is updated based on an optimal closed-form solution for given compression matrices at the other agents. As a result, in order to perform the steps of the BCD algorithm,
the optimizer needs to have access to the CSI of all agents, i.e., global CSI. The follow-up works in this line of research further consider dimension assignment (to each agent) in the design of the compression strategy, under the assumption that the total number of compression dimensions is given, e.g., [19]–[21]. Nevertheless, all of these methods are based on the assumption that the global CSI is available for compression design.

In this paper, we recognize that such global CSI-based compression strategies impose a significant amount of signaling overhead in a distributed wireless system. This is because to design compression strategies based on global CSI, all the CSI needs to be collected at the fusion center, then once the compression matrices are designed, they need to be sent back to the agents. Instead of relying on global CSI, this paper proposes a deep learning framework to design the compression strategies at the agents which only take the local CSI as the input. We numerically show that the proposed local CSI-based method can significantly reduce the signaling overhead of global CSI-based methods [17], [18], while being superior to existing local CSI-based methods such as [5], [14] which are based on local eigenvalue decomposition.

The aforementioned references [5], [13]–[21] tackle the distributed estimation problem by treating the source signal as a random parameter vector with known distribution. However, motivated by the fact that in some applications obtaining the statistical information of the source may not be feasible, there are other works in the literature (e.g., [22]–[26] and references therein) that treat the source as a deterministic vector. In this paper, we design the compression matrices at the agents using a data-driven approach, where the empirical distributions of the source signal, channels, and noise are implicitly exploited in the training phase. Further, to set the aggregation matrix at the fusion center, this paper employs the LMMSE estimator which explicitly uses the distribution of the source and the noise.

The distributed compression problem has long been studied in the information theory literature under the names of distributed source coding [27], [28], or the CEO problem [29], for which the focus has been the optimal use of the binning strategies for both lossless and lossy compression. This paper mostly follows the signal processing literature and restricts to linear processing strategies at the agents followed by uniform quantization. The optimization of binning strategies would be considerably more involved.

As already mentioned, this paper seeks to design distributed compression strategies at the agents that are progressive, in order to accommodate the dynamic transmission conditions. This is known as the successive refinement problem in the information theory literature. The paper [30] establishes the necessary and sufficient conditions for successive refinement for the single source coding problem. For example, Gaussian sources are shown to be successively refinable in terms of MSE distortion [30]. In [31], successive refinement is also studied for Wyner-Ziv coding, which has applications in distributed source coding for sensor networks [32]. For distributed estimation problem, [33] shows that the quadratic Gaussian CEO problem can be solved via successive Wyner-Ziv coding. Very recently, [7] proposes a deep learning-based non-linear compression for progressive transmission of image sources in a single-agent scenario. In this paper, we use a deep learning framework to design a distributed linear compression strategy where multiple agents progressively send additional dimensions to the fusion center for estimation purposes. Further, in contrast to [7], this paper also accounts for the practical quantization step and proposes a novel training procedure to deal with the challenges of training a DNN with intermediate quantization layers.

C. Paper Organization and Notations

The remainder of this paper is organized as follows. Section IV introduces the system model and the problem formulation for designing a progressive distributed estimation system. Section V shows how to design such a distributed compression system using a neural network and further discusses how to train the neural network. Section VI provides simulation results. Finally, conclusions are drawn in Section VII.

This paper uses lower-case letters for scalar variables, lower-case bold-face letters for vectors, and upper-case bold-face letters for matrices. Further, we use the superscripts $(\cdot)^\top$ and $(\cdot)^{-1}$ to denote the transpose and the inverse operations, respectively. The identity matrix with appropriate dimensions is denoted by $I$; $\mathbb{R}^{m \times n}$ denotes an $m$ by $n$ dimensional real space; $\mathcal{N}(0, \Sigma)$ represents the zero-mean circularly symmetric real Gaussian distribution with covariance matrix $\Sigma$; and $\mathcal{U}(a, b)$ represents a uniform distribution on the interval $[a, b]$. The notations $\log_{10}(\cdot)$ and $\mathrm{E}[\cdot]$ represent the decimal logarithm and expectation operators, respectively. Furthermore, $\|v\|_2$ indicates the Euclidean norm of a vector $v$, $|S|$ represents the cardinality of a set $S$, and $\text{vec}(M)$ denotes the vectorized representation of a matrix $M$. Finally, the hyperbolic tangent activation function is defined as $\tanh(x) \triangleq \frac{e^x-e^{-x}}{e^x+e^{-x}}$.

II. System Model and Problem Formulation

A. Signal Model

Consider a distributed wireless network consisting of $B$ spatially distributed agents and a fusion center. Each agent makes a noisy observation $y_i \in \mathbb{R}^M$ of the unknown random vector $x \in \mathbb{R}^N$, with distribution $f_x$, according to:

$$y_i = H_i x + z_i, \quad i = 1, \ldots, B,$$

where $H_i \in \mathbb{R}^{M \times N}$ is the observation matrix (or the channel matrix) of the $i$-th agent which is assumed to be known at the agent $i$ (or can be estimated, e.g., in the C-RAN application, via pilots), and $z_i \sim \mathcal{N}(0, \sigma^2 I)$ is the additive white Gaussian noise. Without loss of generality, we assume that the unknown random vector $x$ is zero mean. Further, we assume that there is no inter-agent communication; each agent needs to send a compressed version of its observation to the fusion center, for the reconstruction of the source $x$ at the fusion center. Typically, $x$ is independent and identically distributed (i.i.d.) over time and needs to be estimated in each time slot, while $H_i$ remains stationary over a coherence interval $T$.

This paper assumes the following compression strategy at the distributed agents. Due to the bandwidth limitation on the
channel between the agents and the fusion center, the $i$-th agent first applies an appropriate dimension-reducing linear transform to convert the observation vector $y_i$ into a $K$-dimensional vector with $K \leq M$ as:

$$v_i = W_i y_i, \quad i = 1, \ldots, B,$$

and then sends the quantized version of $v_i$ to the fusion center as:

$$\tilde{v}_i = Q_i(v_i), \quad i = 1, \ldots, B.$$  \tag{3}

Here $W_i \in \mathbb{R}^{K \times M}$ is a full row rank compression matrix employed at the $i$-th agent with compression rate of $\frac{K}{M}$. Further, $Q_i(\cdot)$ denotes a set of scalar $Q$-bit quantizers applied to different dimensions of the reduced dimension signal at the $i$-th agent, i.e., $v_i$. In this paper, we consider a uniform quantization scheme with a designable dynamic range $q_{i,k}$ for quantizing the $k$-th element of $v_i$.

Finally, the fusion center collects the quantized signals from all $B$ agents, i.e., $\tilde{v} = [\tilde{v}_1, \tilde{v}_2, \ldots, \tilde{v}_B]^\top$, and seeks to recover $x$ by employing a linear estimator as:

$$\hat{x} = C \tilde{v},$$  \tag{4}

where $C \in \mathbb{R}^{N \times BK}$ is the aggregation matrix.

For simplicity, we assume a symmetric scenario where the dimensions of the observations, the compression rate, and the quantization resolution for all the agents are the same, but the setup can be easily generalized to non-symmetric cases.

**B. Non-Progressive Distributed Estimation from Global CSI**

With the above communication models in place, the problem of minimizing the mean squared error (MSE) distortion at the fusion center of a distributed wireless network can be written as:

$$\begin{align*}
\text{minimize} & \quad \mathbb{E} \left[ \| \hat{x} - x \|_2^2 \right] \\
\text{subject to} & \quad \hat{x} = C \left[ \tilde{v}_1^\top, \ldots, \tilde{v}_B^\top \right]^\top, \\
& \quad \tilde{v}_i = Q_i(W_i H_i x + W_i z_i), \quad \forall i,
\end{align*}$$

where $q_i \triangleq [q_{i,1}, \ldots, q_{i,K}]^\top$ and the expectation in the objective function is over the distribution of $x$ and $\{z_i\}_{i=1}^B$.

Most of the existing works, e.g., [17]–[21], solve the distributed estimation problem at the fusion center under the assumption that it has access to the global CSI, i.e., $\{H_i\}_{i=1}^B$. Doing so for large-scale networks requires extensive communication between the agents and the fusion center at each coherence time. In particular, in order to formulate the problem [5] at the fusion center, the $i$-th agent must communicate its observation matrix $H_i$ to the fusion center at the beginning of each coherence interval. Then, the fusion center designs the compression matrices and quantization schemes for all $B$ agents together with the aggregation matrix $C$ by solving problem [5]. Finally, to deploy the designed compression and quantization schemes at the agents, the fusion center requires to inform agent $i$ about its corresponding designed compression matrix $W_i$ and quantization dynamic range vector $q_i$.

To account for the signaling overhead in this scheme, we note that each agent needs to transmit $MN$ channel gains to the agent, resulting in $BMN$ real-valued transmission from agents to the fusion center. Further, the fusion center needs to transmit back the design of a $K \times M$ compression matrix and $K$ quantization dynamic ranges to each agent, resulting in $BKM + BK^2$ real-valued transmission from the fusion center to all $B$ agents.

To quantify the amount of communications, suppose that within each coherence interval in which the observation matrices remain unchanged, we can perform $T$ different estimation stages. Under this assumption, the overall real-valued transmissions (per coherence interval) required between each agent and the fusion center can be computed for the global CSI-based methods as:

$$C_{\text{global}} = MN + MK + K + TK,$$

where $T$ and $K$ are the signaling overhead prior to est. stages and signaling in est. stages, respectively.

This communication burden can be significant. In the next subsection, we show that this communication overhead can be significantly reduced if the agents use the local CSI to design their corresponding compression and quantization schemes.

**C. Non-Progressive Distributed Estimation from Local CSI**

In this paper, we seek to reduce the communications between the agents and the fusion center at the beginning of each coherence interval by solving the problem [5] such that the compression matrix at each agent is designed based only on the local channel state information available at that agent, i.e., $H_i$, while the aggregation matrix $C$ is designed based on the effective observation matrix at the fusion center $W_i H_i$ and the effective noise covariance $\sigma^2 W_i W_i^\top$. To further reduce the communication overhead between the agents and the fusion center, it is desirable to design the quantization dynamic ranges for each agent based only on the statistical information including the distribution of the observation matrix (denoted by $f_{H_i}$), the source distribution, and the noise variance. Mathematically speaking, we seek to design the optimization variables in [5] based on the following mappings:

$$W_i = F_i(H_i), \quad \forall i,$$  \tag{7a}

$q_i = \bar{F}_i(f_{H_i}, f_x, \sigma^2), \quad \forall i,$  \tag{7b}

$$C = G_i([W_i H_i] \{q_i\}, \{\sigma^2 W_i W_i^\top\} \{q_i\}),$$  \tag{7c}

where functions $F_i(\cdot)$ and $\bar{F}_i(\cdot)$ respectively determine the compression scheme and the quantization dynamic range at the $i$-th agent, and function $G_i(\cdot)$ gives the linear estimator used at the fusion center.

By following such a design strategy, for scenarios in which the observations are high dimensional so that typically $K \ll M$, we can significantly reduce the number of required real-valued transmissions from all agents to the fusion center in the CSI acquisition phase from $BMN$ to $BKN + BK^2$, and further entirely eliminate the need for downlink transmission from the fusion center to the agents, since the compression and quantization schemes are already designed at each agent based on the local information. Following this discussion, the overall real-valued transmissions per coherence interval
required between each agent and the fusion center in the local CSI case is given by:

$$C_{\text{local}} = \frac{K N + K^2}{\text{signaling overhead prior to est. stages}} + \frac{T K}{\text{signaling in est. stages}}.$$  \hspace{1cm} (8)

We remark that in practical system implementation, these real-valued scalars all need to be digitized into bits before being transmitted. But since the main focus of this paper is on the fronthaul requirement for the quantization operations in the estimation stages, and since the estimations of $x$ typically operate at a faster time scale, for the purpose of accounting for the signaling overhead, we make the simplifying assumption that the quantizations in the signaling stage prior to the estimation of $x$ use fixed and a large number of bits per real value in order to ensure perfect reconstruction.

### D. Progressive Distributed Estimation from Local CSI

So far, we describe a distributed estimation setting in which each agent can always transmit a fixed number of bits, i.e., $KQ$ bits, to the fusion center for recovering a single vector $x$. However, in many practical scenarios, the capacity of the fronthaul links between each agent and the fusion center is time varying. As a result, the number of bits that each agent can transmit to the fusion center may not be known beforehand. It is therefore desirable to design a progressive compression scheme at each agent such that it can adjust its compression rate according to the instantaneous quality of the fronthaul link. Accordingly, in this paper, we investigate a distributed progressive transmission scheme in which agent $i$ progressively compresses the observation $y_i$ into maximum $K_{\text{max}}$ dimensions according to:

$$\tilde{v}_{i,k} = Q_{i,k}(w_{i,k}^T y_i), \quad k = 1, \ldots, K_{\text{max}},$$  \hspace{1cm} (9)

where $Q_{i,k}(\cdot)$ is a uniform $Q$-bit scalar quantizer with a dynamic range of $q_{i,k}$. Upon receiving the first $k \in \{1, \ldots, K_{\text{max}}\}$ dimensions from all $B$ agents, i.e., $\tilde{v}_{i,[k]} \triangleq [\tilde{v}_{i,1}, \ldots, \tilde{v}_{i,k}]^T$, $i = 1, \ldots, B$, the fusion center applies the corresponding linear estimator $C_k \in \mathbb{R}^{N \times BK}$ to obtain the following estimate for $x$:

$$\hat{x}_k = C_k \begin{bmatrix} \tilde{v}_{1,[k]}^T, \ldots, \tilde{v}_{B,[k]}^T \end{bmatrix}^T,$$  \hspace{1cm} (10)

with the corresponding MSE distortion of:

$$d_k = \mathbb{E}\left[\|\hat{x}_k - x\|_2^2\right].$$  \hspace{1cm} (11)

Thus, if each of the fronthaul links can support $kQ$ bits of transmission, then we achieve a distortion of $d_k$, for each of $k = 1, \ldots, K_{\text{max}}$.

For such a system as illustrated in Fig. 1, the overall system objective can be thought of as to minimize an aggregated cost function of all possible distortion metrics $D(d_1, \ldots, d_{K_{\text{max}}})$, while accounting for the different probabilities that the fronthaul links have different capacities.

With all the aforementioned models and design requirements in place, the overall optimization problem of interest can now be formulated as:

minimize

$$D(d_1, \ldots, d_{K_{\text{max}}})$$

subject to

$$d_k = \mathbb{E}\left[\|\hat{x}_k - x\|_2^2\right],$$

$$\hat{x}_k = C_k \begin{bmatrix} \tilde{v}_{1,[k]}^T, \ldots, \tilde{v}_{B,[k]}^T \end{bmatrix}^T,$$

$$\tilde{v}_{i,k} = Q_{i,k}(w_{i,k}^T y_i),$$

$$W_i = F_i(H_i),$$

$$q_{i} = F_i(f_{H_i}, f_{\sigma^2}),$$

$$C_k = G\left(\{W_{i,[k]}H_i\}, \{\sigma^2 W_{i,[k]}W_{i,[k]}^T\}\right),$$

where $W_{i,[k]} \triangleq [w_{i,1}, \ldots, w_{i,k}]^T$ and $W_i \triangleq W_{i,[K_{\text{max}}]}$. To the best of the authors’ knowledge, among the conventional designs for distributed wireless networks only the

![Fig. 1: System model for the distributed estimation of a source with progressive compression and reconstruction.](image-url)
PCA-based methods, e.g., [5], [14], [17], in which each agent utilizes the local CSI to design the compression matrices admit the progressive compression scheme in problem formulation [12]. More specifically, in these designs, the $k$-th row of the compression matrix at agent $i$ is set to be the eigenvector corresponding to the $k$-th largest eigenvalue of $H_i \Sigma_i H_i^\top + \sigma^2 I$ where $\Sigma_i$ is the covariance matrix of $x$ computed based on $f_x$. In the rest of the paper, PCA is also referred to as the eigenvalue decomposition (EVD) based scheme.

The PCA or EVD-based scheme is however developed for the single-agent scenario. In this paper, we show that the performance of the PCA or EVD-based approach can be significantly improved if a deep learning framework is used to design the progressive compression matrices (based on local CSI) in a data-driven fashion.

### III. END-TO-END DESIGN OF PROGRESSIVE DISTRIBUTED COMPRESSION STRATEGIES

In this section, we present how to design progressive distributed compression strategies using a deep learning framework. Furthermore, we discuss how to train the proposed deep learning architecture to jointly optimize the compression and quantization schemes at the agents as well as the estimation scheme at the fusion center.

#### A. DNN Architecture

The design of distributed estimation strategies involves optimizing three main components: (i) compression matrix at each agent, (ii) quantization scheme at each agent, and (iii) the aggregation matrix at the fusion center. In this subsection, we explain how each of these components is modeled in the proposed deep learning framework shown in Fig. 2.

1) **Compression Matrix Design:** As mentioned earlier, each agent needs to design its compression matrix $W_i \in \mathbb{R}^{K_{\text{max}} \times N}$ based on the available local CSI matrix $H_i$. To do so, agent $i$ employs an $L$-layer fully-connected DNN that maps the local CSI to the compression matrix as:

$$\tilde{w}_i = \sigma^{(i)}_L \left( A^{(i)}_L \sigma^{(i)}_{L-1} \cdots \sigma^{(i)}_1 \left( A^{(i)}_1 \tilde{h}_i + b^{(i)}_1 \right) \cdots + b^{(i)}_L \right),$$

where $\tilde{h}_i \triangleq \text{vec}(H_i)$ and $\tilde{w}_i \triangleq \text{vec}(W_i)$ are respectively the vectorized representations of the observation matrix and the compression matrix, $\{A^{(i)}_j, b^{(i)}_j\}_{j=1}^L$ is the set of the trainable weights and biases in the fully-connected DNN of agent $i$, and $\sigma^{(i)}_j$ is the corresponding activation function of the $j$-th layer. Note that the activation functions at different layers, i.e., $\sigma^{(i)}_1, \ldots, \sigma^{(i)}_L$, are design parameters of the network.

In the $k$-th stage of the progressive transmission scheme, agent $i$ utilizes the first $k$ rows of the compression matrix $W_i$ designed by the DNN according to [13].

2) **Quantizer Design:** The next component that needs be designed at the $i$-th agent is the quantization scheme applied to the compressed signals $v_{i,k} = \tilde{w}_{i,k} y_i$. In general, finding an optimal quantization scheme (i.e., discrete representation of a signal) using a deep learning framework is a challenging task. This is because the quantization operation which involves discretizing a continuous signal (almost) always leads to zero derivatives in the back-propagation step of the DNN training. As a result, gradients can never flow through a quantization operation, and consequently any trainable parameters before this operation cannot be trained with the conventional back-propagation method.

A commonly used trick in the machine learning literature to get around this issue is to employ a straight-through estimator which approximates the quantization operation in the back-propagation step with a smooth differentiable function, e.g., [9]-[10]. However, training a DNN with straight-through approximation for quantization can be challenging [11]. In this paper, inspired by the way that the quantization error is modeled in the information theory literature [34], we propose an alternative novel method to train a quantization scheme within a deep learning framework. In particular, we propose...
to fix the quantization scheme in each dimension to a uniform quantizer \[^{[35]}\] with a designable dynamic range. If we assume that the dynamic range of the \(k\)-th dimension for the \(i\)-th agent is given, i.e., \(q_{i,k}\), we then model the quantization error of a \(Q\)-bit uniform quantization as a uniformly distributed noise as follows:

\[
\hat{v}_{i,k} = v_{i,k} + e_{i,k},
\]

where

\[
e_{i,k} \sim U\left(\frac{-q_{i,k}}{2^Q}, \frac{q_{i,k}}{2^Q}\right).
\]

We remark that this model for quantization error is only used in the DNN training phase, i.e., in the operational phase (i.e., test phase), we perform the obtained uniform quantization scheme. Moreover, to enforce that the signal \(v_{i,k}\) falls into the presumed dynamic range \([-q_{i,k}, q_{i,k}]\), we apply a clipping function \(c(\cdot)\) as follows:

\[
c(v_{i,k}) = \begin{cases} 
- q_{i,k}, & \text{if } v_{i,k} < -q_{i,k}, \\
v_{i,k}, & \text{if } -q_{i,k} \leq v_{i,k} \leq q_{i,k}, \\
q_{i,k}, & \text{if } q_{i,k} < v_{i,k}.
\end{cases}
\]

Now, the remaining question is how to learn the dynamic range \(q_{i,k}\). One straightforward idea is to make \(q_{i,k}\) as a trainable parameter in the deep learning architecture. However, numerical results show that learning the dynamic range in this way is inefficient. This is because the distribution of the variable to be quantized (i.e., \(v_{i,k} = w_{i,k}^T y_i\)) changes during the training process, as the DNN parameters that lead to the design of \(w_{i,k}\) (as in \(^{(13)}\)) change.

This paper recognizes that the challenge of designing the dynamic range of a uniform quantizer is similar to the challenge of training a multi-layer DNN where the distribution of each layer’s inputs changes during training, as the parameters of the previous layers change \(^{(12)}\). In the multi-layer DNN training context, \(^{(12)}\) shows that the statistical information in training batch data can be directly exploited to tackle this so-called internal covariate shift phenomenon. Motivated by the results of \(^{(12)}\), we propose to use the statistics of the batch training data to obtain a reasonable design for the dynamic range of \(v_{i,k}\). In particular, since the appropriate quantization dynamic range is typically closely related to the standard deviation of the parameter that needs be quantized, we propose to set the dynamic range as a scaled version of the standard deviation computed based on the batch data \(B = \{v_{i,k}^{(j)}\}_{j=1}^{[B]}\) as:

\[
q_{i,k} = s_{i,k} \sigma_{v_{i,k}},
\]

where

\[
\sigma_{v_{i,k}} = \sqrt{\frac{1}{[B]} \sum_{j=1}^{[B]} (v_{i,k}^{(j)} - \mu_{v_{i,k}})^2},
\]

\[
\mu_{v_{i,k}} = \frac{1}{[B]} \sum_{j=1}^{[B]} v_{i,k}^{(j)},
\]

and \(s_{i,k}\) is an appropriate scaling factor. For example, for a Gaussian distributed \(v_{i,k}\), a good choice for the scaling factor is \(s_{i,k} \in [3, 4]\) to ensure that more than 99% of the time the realization of \(v_{i,k}\) is within the quantization dynamic range. But, to avoid setting the scaling factor based on any heuristic measures, we consider \(s_{i,k}\) to be trainable in the proposed deep learning framework.

To illustrate the advantages of the proposed dynamic range design based on batch statistics as compared to the idea of training the dynamic ranges using back-propagation procedure, Fig. \(^3\) plots the average MSE against the number of training epochs for these two methods in a distributed estimation setup with non-progressive compression where \(M = 64, N = 6, K = 4, x \sim \mathcal{N}(0, I), H_i \sim \mathcal{N}(0, I), \) and SNR = 0dB. It can be seen from Fig. \(^3\) that the proposed design utilizing the batch statistics is superior to the back-propagation training based design both from convergence and performance perspectives, i.e., the performance of the proposed design converges only after 50 epochs to a lower average MSE as compared to that of the back-propagation based design which converges after 100 epochs.

3) Progressive Linear Estimation Design: Finally, we discuss how to set the linear estimator by designing the mapping function \(\mathcal{G}(\cdot)\) at the fusion center. To do so, we can potentially model and learn the mapping function \(\mathcal{G}(\cdot)\) by using another multi-layer DNN. However, through simulations, we observe that an approximate LMMSE estimator in which the effect of quantization error is ignored already leads to excellent performance for each of the \(K_{\text{max}}\) stages of the progressive transmission, thus there is no need to use another DNN for this part.

To obtain the expression for such an approximate LMMSE estimator, suppose that \(Q \to \infty\) so that we can ignore the quantization error. Under this assumption, the collection of the received compressed signals at the fusion center from all \(B\) agents after the first \(k\) stages of the progressive compression

\[^{1}\text{We call the linear estimator in \(^{(21)}\) the approximate LMMSE since this is the LMMSE estimator when unquantized compressed signals are assumed to be available at the fusion center.}\]
In this neural network, the trainable parameters are the DNN architecture that represents an end-to-end distributed wireless degradation in the presence of the quantization error seems in (21) is the optimal linear estimator, and the performance in the absence of quantization error, the LMMSE estimator excellent performance of this estimator is due to the fact that computed based on the probability density function where $\Sigma$ expectation is over the distribution of channels {${\Theta}_i$ where $K$ is the effective observation matrix after $k$ stages of progressive compression at the fusion center and $z_k \sim \mathcal{N}(0, \Sigma_{ak})$ with

$$
\Sigma_{ak} = \Sigma_x U_k^\top (U_k \Sigma_x U_k^\top + \Sigma_z)^{-1},
$$

as the covariance matrix of the corresponding effective noise. Accordingly, the LMMSE estimation matrix is given by:

$$
C_k = \Sigma_x U_k^\top (U_k \Sigma_x U_k^\top + \Sigma_z)^{-1},
$$

where $\Sigma_x$ is the covariance matrix of $x$ which can be computed based on the probability density function $f_x$. The excellent performance of this estimator is due to the fact that in the absence of quantization error, the LMMSE estimator in (21) is the optimal linear estimator, and the performance degradation in the presence of the quantization error seems marginal.

The block diagram of the overall proposed neural network architecture that represents an end-to-end distributed wireless network with progressive transmission is illustrated in Fig. [2].

In this neural network, the trainable parameters are the DNN parameters $\{A^{(i)}_t, b^{(i)}_t\}_{t=1}^{L}$ at the agents for designing the compression matrices and the scaling factors $\{s_{i,k}\}_{k=1}^{K_{max}}$ for determining the quantization dynamic ranges for $K_{max}$ transmission stages from the agents to the fusion center.

### B. DNN Training

We now describe the training procedure of the DNN architecture in Fig. [2]. To do so, we need to define the loss function. As explained earlier, the objective of interest in this paper is to minimize the aggregation of the distortion metrics for $K_{max}$ different estimators in the progressive transmission scheme, i.e., $D(d_1, \ldots, d_{K_{max}})$. Similar to [7], this paper uses the sum of the distortions as the aggregated cost function, i.e.,

$$
\sum_{k=1}^{K_{max}} d_k = \sum_{k=1}^{K_{max}} \|\hat{x}_k - x\|^2_2.
$$

Accordingly, in the training procedure, we seek to design the trainable parameters by solving the following optimization problem:

$$
\min_{\Theta, \{s_i\}_{i=1}^{K_{max}}} \mathbb{E}_{H, x, z} \left[ \sum_{k=1}^{K_{max}} \|\hat{x}_k - x\|^2_2 \right],
$$

where $\Theta_i \triangleq \{A^{(i)}_t, b^{(i)}_t\}_{t=1}^{L}$, $s_i \triangleq \{s_{i,k}\}_{k=1}^{K_{max}}$, and the expectation is over the distribution of channels $H \triangleq [H^T_1, \ldots, H^T_{K_{max}}]^T$, the distribution of the unknown signal $x$, and the distribution of the noise at the agents $z \triangleq [z^T_1, \ldots, z^T_{K_{max}}]^T$. The parameter space consists of the compression matrix design of the agents and the corresponding quantization dynamic range design.

We assume certain distributions of the observation matrices $H$, signal of interest $x$, and the noise $z$ and accordingly generate a large data set consisting of the realizations of $H$, $x$, and $z$ for training purpose. The training problem can then be efficiently tackled by employing a stochastic gradient descent (SGD) algorithm.

### C. Implementation Details

We implement the proposed deep active learning framework on TensorFlow [36] and Keras [37] platforms and employ Adam optimizer [38] with a learning rate progressively decreasing from $10^{-2}$ to $10^{-5}$. For the agent-side DNNs which map the local CSI $H_i$ available at agent $i$ to the design of the compression matrix $W_i$, 2-layer neural networks with dense layers of widths $[2048, 1024, M \cdot K_{max}]$ are employed. For faster convergence, each dense layer is preceded by a batch normalization layer [12]. Further, we set the hidden layers’ activation functions to the hyperbolic tangent function, i.e., $\sigma_L^{(i)}(\cdot) = \tanh(\cdot)$, $\ell = 1, \ldots, L - 1$. Since scaling the compression matrix does not affect the system performance, we consider a normalization activation function at the last layer of the form $\sigma_L^{(i)}(\cdot) = \frac{\|\cdot\|_2}{\|\cdot\|_2}$ to ensure that the entries of the matrix $W_i$ are not getting unboundedly large in the training phase. Moreover, in order to accelerate the training procedure, the trainable weights and biases of the hidden layers for different agents are tied together, i.e., $A^{(i)}_t = A_t$ and $b^{(i)}_t = b_t$, $\forall \ell = 1, \ldots, L - 1$, while different dense layers are employed at the final layers to enable different agent DNNs to compress the received signals into different directions, even if their corresponding observation matrices are quite similar.

Finally, in order to optimize the scaling factors $s_{i,k}$’s in the expression of the dynamic ranges $q_{i,k}$’s (17), we define $s_{i,k}$’s as training variables in TensorFlow whose initial values are set to 4.

To study the ultimate performance of the proposed deep learning approach, we assume that the distributions of the channel $H$, the source $x$, and the noise $z$ are known, so that we can generate as many training data samples as needed to fully train the proposed deep learning module. We monitor the performance of the overall neural network during training by evaluating the empirical average of the loss function for an out-of-sample data set of size $10^5$ and keep the network model parameters that have produced the best validation-set performance so far. The training procedure is terminated when the performance of the validation set has not improved over several epochs.

### IV. Numerical Results

We now evaluate the performance of the proposed deep learning-based design for a distributed wireless network. We compare the performance of the proposed approach against several existing benchmarks. Before presenting the numerical results, we first briefly explain the considered baselines.
Finally, for the quantization design naturally leads to a progressive compression scheme. The eigenvalue of the covariance matrix of the received signal, i.e., standard deviation with the near-optimal scaling factors chosen by exhaustive search.

In this non-progressive global CSI-based approach, at the beginning of each coherence interval, the agents send the CSI information to the fusion center. As a result, the full CSI $\mathbf{H}$ and the entire observations $\mathbf{y} \triangleq [\mathbf{y}_1, \ldots, \mathbf{y}_M]^\top = \mathbf{H}\mathbf{x} + \mathbf{z}$ can be made available at the fusion center, and the optimal linear estimate of $\mathbf{x}$ can be obtained by applying the LMMSE as:

$$\hat{\mathbf{x}}^* = \Sigma_2 \mathbf{H}^\top (\mathbf{H}\Sigma_2 \mathbf{H}^\top + \sigma^2 \mathbf{I})^{-1} \mathbf{y}, \quad (23)$$

The performance of the optimal estimate in (23) provides a MSE lower bound for all other methods.

2) **Block coordinate descent (BCD) algorithm** [17], [18]: In this non-progressive global CSI-based approach, at the beginning of each coherence interval, the agents send the CSI information to the fusion center. Under the assumption that $Q \to \infty$, the fusion center then applies the block coordinate descent algorithm to iteratively update the design of each compression matrix $\mathbf{W}_i$ and the aggregation matrix $\mathbf{C}$. Once the algorithm converges, the fusion center sends back the design of $\mathbf{W}_i$ to agent $i$. To have a fair comparison with the proposed approach, we set the quantization dynamic range of each dimension to be a scaled version of the corresponding standard deviation with the near-optimal scaling factors chosen by exhaustive search.

3) **EVD based design with local CSI** [5], [17]: In this baseline method, each agent designs its compression matrix by PCA in which the $k$-th row of the compression matrix at agent $i$ is set to be the eigenvector corresponding to the $k$-th largest eigenvalue of the covariance matrix of the received signal, i.e., $\mathbf{H}_i \Sigma \mathbf{H}_i^\top + \sigma^2 \mathbf{I}$. It can be seen that such a compression matrix design naturally leads to a progressive compression scheme. Given the design of the compression matrices, we then use the LMMSE estimator in (21). Finally, for the quantization dynamic range design, we follow the exhaustive search method explained in the BCD baseline.

### A. Baseline Strategies

1) **Optimal estimation with no fronthaul bandwidth constraints**: In this centralized scheme, we assume that there are no bandwidth constraints for the links between the agents and the fusion center. As a result, the full CSI $\mathbf{H}$ and the entire observations $\mathbf{y} \triangleq [\mathbf{y}_1, \ldots, \mathbf{y}_M]^\top = \mathbf{H}\mathbf{x} + \mathbf{z}$ can be made available at the fusion center, and the optimal linear estimate of $\mathbf{x}$ can be obtained by applying the LMMSE as:

$$\hat{\mathbf{x}}^* = \Sigma_2 \mathbf{H}^\top (\mathbf{H}\Sigma_2 \mathbf{H}^\top + \sigma^2 \mathbf{I})^{-1} \mathbf{y}, \quad (23)$$

The performance of the optimal estimate in (23) provides a MSE lower bound for all other methods.

In the first experiment, we evaluate the performance of the proposed approach as a function of the number of compression dimensions $K$. To do so, we consider a distributed estimation setup with $N = 6$, $M = 64$, $B = 3$, $T = 200$, $K \in \{2, \ldots, 6\}$, $Q = 6$ bits per dimension, uncorrelated source $\mathbf{x} \sim \mathcal{N}(0, \mathbf{I})$, $\mathbf{H}_i \sim \mathcal{N}(0, \mathbf{I})$, and $\text{SNR} = 0$ dB. For the algorithms with progressive transmission, we set $K_{\text{max}} = 6$.

**Fig. 4**: Average MSE versus the number of dimensions $K$ that each agent transmits to the fusion center in a distributed compression setup with $M = 64$, $N = 6$, $B = 3$, $Q = 6$ bits per dimension, uncorrelated source $\mathbf{x} \sim \mathcal{N}(0, \mathbf{I})$, $\mathbf{H}_i \sim \mathcal{N}(0, \mathbf{I})$, and $\text{SNR} = 0$ dB. For the algorithms with progressive transmission, we set $K_{\text{max}} = 6$.

**Fig. 5**: Average MSE versus communication cost (i.e., $C_{\text{global}}$ or $C_{\text{local}}$) in a distributed compression setup with $M = 64$, $N = 6$, $B = 3$, $T = 200$, $K \in \{2, \ldots, 6\}$, $Q = 6$ bits per dimension, uncorrelated source $\mathbf{x} \sim \mathcal{N}(0, \mathbf{I})$, $\mathbf{H}_i \sim \mathcal{N}(0, \mathbf{I})$, and $\text{SNR} = 0$ dB. For the algorithms with progressive compression, we set $K_{\text{max}} = 6$.
fusion center based on the global CSI, which can lead to a larger communication overhead.

C. Global vs. Local CSI

To see the advantages of designing the compression matrices based only on the local CSI available at the agents, we compare the performances of different methods accounting for the overhead of communicating the CSI. Fig. 6 plots the average MSE achieved by different methods against the overall communication cost, i.e., \( C_{\text{global}} \) given in (6) for global CSI-based methods and \( C_{\text{local}} \) given in (8) for local CSI-based methods, for a distributed estimation setup with the same parameters as in the previous experiment, but with a channel coherence time of \( T = 200 \) (i.e., the channels stay constant while the source is i.i.d. and needs to be estimated over 200 time slots). It can be seen that the BCD algorithm utilizing the global CSI needs a much larger amount of overall communications to achieve a comparable MSE level as other methods which use the local CSI. This is because of the significant communication overhead required for sending the high-dimensional channel matrices from the agents to the fusion center in the global CSI-based designs. In contrast, the proposed approach only uses local CSI to design the compression scheme at the agents and requires only the lower-dimensional effective observation matrices for designing the aggregation function at the fusion center. In this way, the signaling overhead for achieving the same MSE value is significantly reduced.

The advantage of local CSI methods depends on the number of estimations within the coherence time, \( T \). Next, we seek to show the effect of \( T \) on the overall communication cost comparison between the proposed approach and the BCD algorithm. Suppose that we require the MSE distortion level to be \( 10^{-2} \). Accordingly, from Fig. 4, we find the value of \( K \) for each method that achieves the MSE distortion of \( 10^{-2} \). For such values of \( K \), Fig. 6 plots the normalized communication cost for the proposed approach and the BCD algorithm, i.e., \( C_{\text{local}}/T \) and \( C_{\text{global}}/T \), against the number of estimations within each coherence interval, \( T \). As it can be seen from Fig. 6, the proposed approach has a smaller normalized signaling overhead if \( T < 700 \). This implies that the proposed local CSI-based approach is suitable whenever the coherence time is smaller than several hundreds of time slots, while the global CSI-based methods such as the BCD algorithm are preferred for the truly static channel scenario where the coherence time is very large.

D. Correlated Source

Finally, we evaluate the performance of the proposed method for the case when the source signal \( x \) is correlated, i.e., \( x \sim \mathcal{N}(0, \Sigma_x) \) where the element in the \( i \)-th row and the \( j \)-th column of the covariance matrix is given by:

\[
\Sigma_x(i,j) = \rho^{|i-j|}, \quad (24)
\]

and \( \rho = 0.9 \). The other system parameters are the same as in Fig. 4. From Fig. 7, we observe that the general behavior of different methods is similar to that of the uncorrelated source scenario in Fig. 6. In particular, it can be seen that the performance gap between the progressive and the non-progressive compression schemes designed by the proposed DNN is still marginal. Further, the proposed deep learning approaches achieve much better performances as compared to the EVD-based approach when \( K \) is small. It is also observed that the BCD algorithm which utilizes the global CSI can slightly outperform the proposed DNN which only uses the local CSI. However, when we take the overall required signaling into account, the performance of the proposed DNN is superior to the BCD for practical values of \( T \), e.g., see Fig. 8 in which \( T = 200 \).
This paper proposes a deep learning framework to design the progressive dimension reduction matrix and quantization scheme at each agent for a distributed estimation task in a wireless network with fronthaul bandwidth constraints between the agents and the fusion center. In particular, the high-dimensional observations at each agent are compressed progressively using a linear matrix designed by the proposed deep learning framework, then quantized and transmitted to the fusion center for source reconstruction. Key features of the proposed learning framework are that it only requires local CSI at each agent and that compression can be done progressively. To tackle the challenge of training a DNN with quantization operations in the hidden layers, this paper proposes the novel idea of modeling the uniform quantization scheme by uniformly distributed quantization error inside the DNN and setting the quantization dynamic range based on the statistical information in the training data. Numerical results show that the proposed deep learning framework using local CSI requires significantly less communication cost to achieve the same MSE distortion as compared to the existing BCD algorithm that needs global CSI.

We remark that one of the crucial aspects of employing machine learning methods in practice is that how generalizable their performance is when there is a mismatch between training and testing sample distributions. For example in the problem setting considered in this paper, it is interesting to investigate the performance of the proposed approach if the channel distribution in the training set is different from the testing phase. While our preliminary results show that the trained DNN for i.i.d. Gaussian channel model can still achieve excellent performance in the scenarios with the correlated Gaussian channels, a complete investigation of how to ensure generalizability for different settings is an interesting future direction.

V. CONCLUSION

Fig. 8: Average MSE versus communication cost (i.e., $C_{\text{global}}$ or $C_{\text{local}}$) in a distributed compression setup with $M = 64$, $N = 6$, $B = 3$, $T = 200$, $K \in \{2, \ldots, 6\}$, $Q = 6$ bits per dimension, correlated source $x \sim \mathcal{N}(0, \Sigma_{x})$ where $\Sigma_{x}$ is given in [34], $\rho = 0.9$, $H_{i} \sim \mathcal{N}(0,1)$, and SNR = 0dB. For the algorithms with progressive transmission, we set $K_{\text{max}} = 6$.
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