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Abstract

In this paper, we study the following problem: Let $D \geq 2$ and let $E \subset \mathbb{R}^D$ be finite satisfying
certain conditions. Suppose that we are given a map $\phi : E \rightarrow \mathbb{R}^D$ with $\phi$ a small distortion on
$E$. How can one decide whether $\phi$ extends to a smooth small distortion $\Phi : \mathbb{R}^D \rightarrow \mathbb{R}^D$ which
agrees with $\phi$ on $E$. We also ask how to decide if in addition $\Phi$ can be approximated well by
certain rigid and non-rigid motions from $\mathbb{R}^D \rightarrow \mathbb{R}^D$. Since $E$ is a finite set, this question is basic
to interpolation and alignment of data in $\mathbb{R}^D$. The work in this paper appears in the research
memoir [10].
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We will work here and throughout in Euclidean space $\mathbb{R}^D$, $D \geq 2$ and $|.|$ will always denote the Euclidean norm on $\mathbb{R}^D$. Henceforth, $D$ is chosen and fixed.

We study the following problem:

(P) Problem. Let $E \subset \mathbb{R}^D$ be finite satisfying certain conditions which we will define precisely in the statements of our main results. Suppose that we are given a map $\phi : E \rightarrow \mathbb{R}^D$ with $\phi$ a small distortion on $E$. How can one decide whether $\phi$ extends to a smooth small distortion $\Phi : \mathbb{R}^D \rightarrow \mathbb{R}^D$ which agrees with $\phi$ on $E$. We also ask how to decide if $\Phi$ can be approximated well by certain rigid and non-rigid motions from $\mathbb{R}^D \rightarrow \mathbb{R}^D$.

1.1 Some insight

We provide some brief insight into problem (P):

- Example Whitney problem 1.
- Suppose we are given two sets of distinct points in $\mathbb{R}^D$. The data sets are indexed by the same set (labeled):
• Pairwise distances between corresponding points are equal in the two data sets.
• In other words, the sets are isometric.
• Can this correspondence be extended to an isometry of the whole of $\mathbb{R}^D$?

• **Example Whitney extension problem 2.**
• $E \subset \mathbb{R}^D$ be finite with some geometry.
• $\phi : E \to \mathbb{R}^D$, $\phi$ a small distortion on $E$. How can one decide whether $\phi$ extends to a small distorted diffeomorphism (in particular 1-1 and onto) $\Phi : \mathbb{R}^D \to \mathbb{R}^D$ which agrees with $\phi$ on $E$.
• How to decide if $\Phi$ can be approximated well by certain rigid and non-rigid motions from $\mathbb{R}^D \to \mathbb{R}^D$.

• **Example Whitney extension problem 3.**
• Let $1 \leq m \leq \infty$, $U \subset \mathbb{R}^D$ open.
• Let $\phi : U \to \mathbb{R}^D$ be a $C^m$ map. If $E \subset U$ is a "fat" compact set (with some geometry) and the restriction of $\phi$ to $E$ is an almost isometry with small distortion, how to decide when there exists a $C^m(\mathbb{R}^D)$ one-to-one and onto almost isometry $\Phi : \mathbb{R}^D \to \mathbb{R}^D$ with smooth distortion which agrees with $\phi$ in a neighborhood of $E$ and a Euclidean motion $A : \mathbb{R}^D \to \mathbb{R}^D$ away from $E$.

Given $E$ is finite, Problems 1 and 2 are interpolation problems.

• **Whitney extension problem 1:** The answer to this problem has been well known for sometime, see for example [44].
• Let $y_1, ... y_k$ and $z_1, ... z_k$ be distinct points in $\mathbb{R}^D$. Suppose that

$$|z_i - z_j| = |y_i - y_j|, \ 1 \leq i, j \leq k, \ i \neq j.$$ 

Then there exists a smooth isometry $\Psi : \mathbb{R}^D \to \mathbb{R}^D$, i.e

$$\frac{\Psi(x) - \Psi(y)}{|x - y|} = 1, \ x, y \in \mathbb{R}^D, \ x \neq y$$

satisfying

$$\Psi(y_i) = z_i, \ 1 \leq i \leq k.$$ 

• **Example Whitney extension problem 4.**
• $E \subset \mathbb{R}^D$ arbitrary.

• $\phi : E \to \mathbb{R}$. How can one decide whether $\phi$ extends to a smooth map $\Phi : \mathbb{R}^D \to \mathbb{R}$ which agrees with $\phi$ on $E$.

• For $D = 1$ and $E$ compact, this is the well-known Whitney extension problem. Progress on this problem has been made by G. Glaeser [22], Y. Brudnyi and P. Shvartsman and his collaborators, see [3, 5, 6, 7, 8] and in addition many papers (P. Shvartsman, arxiv), E. Bierstone, P. Milman and W. Pawlucki [11] and C. Wells [44]. See also Zobin [48, 49], E. Le Gruyer [25] and C. Fefferman and his collaborators, see [17, 16, 15] and in addition, many papers (C. Fefferman, arxiv).

• Shape registration or alignment problem.

• Given two distinct configurations in $\mathbb{R}^D$, do there exist combinations of rotations, translations, reflections and compositions of these which map the one configuration onto the other. This is called the shape registration or alignment problem where. In this sense, an old result called the Procrustes problem see for example [38], establishes:

• Let $y_1, ..., y_k$ and $z_1, ..., z_k$ be two sets of distinct points in $\mathbb{R}^D$. Suppose that

$$|z_i - z_j| = |y_i - y_j|, 1 \leq i, j \leq k, i \neq j.$$ 

Then there exists a Euclidean motion motion $\Phi_0 : x \to Tx + x_0$ such that $\Phi_0(y_i) = z_i, i = 1, ..., k$. If $k \leq D$, then $\Phi_0$ is proper.

2 Main results

2.1 Notation

Now and throughout, given a positive number $\varepsilon$, we assume that $\varepsilon$ is less than or equal to a positive constant determined by $D$. Henceforth, $C, c, c_1, ...$ will denote positive controlled constants depending only on $D$. These symbols need not denote the same constant in different occurrences. Throughout, we will use other symbols to denote positive constants which may not depend on $D$ or depend on $D$ but also on other quantities. These symbols need not denote the same constant in different occurrences.

Following are our main results:
2.2 Main Results

**Theorem 2.1** Given $\varepsilon > 0$, there exists $\delta > 0$ depending on $\varepsilon$ such that the following holds: Let $y_1, \ldots, y_k$ and $z_1, \ldots, z_k$ be two $1 \leq k \leq D$ sets of distinct points in $\mathbb{R}^D$. Suppose that

$$(1 + \delta)^{-1} \leq \frac{|z_i - z_j|}{|y_i - y_j|} \leq (1 + \delta), \quad 1 \leq i, j \leq k, \quad i \neq j. \quad (2.1)$$

Then there exists a diffeomorphism (in particular 1-1 and onto) $\Phi : \mathbb{R}^D \to \mathbb{R}^D$ with

$$(1 + \varepsilon)^{-1} |x - y| \leq |\Phi(x) - \Phi(y)| \leq |x - y|(1 + \varepsilon), \quad x, y \in \mathbb{R}^D \quad (2.2)$$

satisfying

$$\Phi(y_i) = z_i, \quad 1 \leq i \leq k. \quad (2.3)$$

**Theorem 2.2** Let $\varepsilon > 0$ and let $y_1, \ldots, y_k$ and $z_1, \ldots, z_k$ be two $1 \leq k \leq D$ sets of distinct points in $\mathbb{R}^D$ with

$$\sum_{i \neq j} |y_i - y_j|^2 + \sum_{i \neq j} |z_i - z_j|^2 = 1, \quad y_1 = z_1 = 0. \quad (2.4)$$

Then there exist constants $c, c'_1 > 0$ depending only on $D$ such the following holds: Set $\delta = c_{1} \varepsilon^{c}$ and suppose

$$||z_i - z_j| - |y_i - y_j|| < \delta, \quad i \neq j. \quad (2.5)$$

Then there exists a diffeomorphism $\Phi : \mathbb{R}^n \to \mathbb{R}^D$ satisfying (2.2) and (2.3).

**Theorem 2.3** Given $\varepsilon > 0$, there exists $\delta > 0$ depending on $\varepsilon$, such that the following holds. Let $y_1, \ldots, y_k$ and $z_1, \ldots, z_k$ be two $k \geq 1$ point configurations in $\mathbb{R}^D$. Suppose that

$$(1 + \delta)^{-1} \leq \frac{|z_i - z_j|}{|y_i - y_j|} \leq 1 + \delta, \quad i \neq j. \quad (2.6)$$

Then, there exists a Euclidean motion $\Phi_0 : x \to Tx + x_0$ such that

$$|z_i - \Phi_0(y_i)| \leq \varepsilon \text{diam} \{y_1, \ldots, y_k\} \quad (2.6)$$

for each $1 \leq i \leq k$. If $k \leq D$, then we can take $\Phi_0$ to be a proper Euclidean motion on $\mathbb{R}^D$.

**Theorem 2.4** Let $\varepsilon > 0$ and let $y_1, \ldots, y_k$ and $z_1, \ldots, z_k$ be two $k \geq 1$ sets of distinct points in $\mathbb{R}^D$ with

$$\sum_{i \neq j} |y_i - y_j|^2 + \sum_{i \neq j} |z_i - z_j|^2 = 1, \quad y_1 = z_1 = 0.$$
Then there exist constants $c, c' > 0$ depending only on $D$ such the following holds: Set $\delta = c\varepsilon'^c$ and suppose $||z_i - z_j| - |y_i - y_j|| < \delta$, $i \neq j$.

Then, there exists a Euclidean motion $\Phi_0 : x \to Tx + x_0$ such that

$$|z_i - \Phi_0(y_i)| \leq \varepsilon$$

(2.7)

for each $1 \leq i \leq k$. If $k \leq D$, then we can take $\Phi_0$ to be a proper Euclidean motion on $\mathbb{R}^D$.

The reminder of this paper proves Theorem 2.3, Theorem 2.4, Theorem 2.1 and Theorem 2.2.

We begin with:

3 \quad \varepsilon\text{-distorted diffeomorphisms in } \mathbb{R}^D.

Let $\varepsilon > 0$ and $\Phi : \mathbb{R}^D \to \mathbb{R}^D$ be a diffeomorphism. We say that $\Phi$ is “$\varepsilon$-distorted” provided

$$(1 + \varepsilon)^{-1}I \leq (\Phi'(x))^T\Phi'(x) \leq (1 + \varepsilon)I$$

as matrices, for all $x \in \mathbb{R}^D$. Here, $I$ denotes the identity matrix in $\mathbb{R}^D$.

We will use the following properties of $\varepsilon$-distorted maps:

- If $\Phi$ is $\varepsilon$-distorted and $\varepsilon < \varepsilon'$, then $\Phi$ is $\varepsilon'$-distorted.
- If $\Phi$ is $\varepsilon$-distorted, then so is $\Phi^{-1}$.
- If $\Phi$ and $\Psi$ are $\varepsilon$-distorted, then the composition map $\Phi \circ \Psi$ is $C\varepsilon$-distorted.
- Suppose $\Phi$ is $\varepsilon$-distorted. If $\tau$ is a piecewise smooth curve in $\mathbb{R}^D$, then the length of $\Phi(\tau)$ differs from that of $\tau$ by at most a factor of $(1 + \varepsilon)$. Consequently, if $x, x' \in \mathbb{R}^D$, then $|x - x'|$ and $|\Phi(x) - \Phi(x')|$ differ by at most a factor $(1 + \varepsilon)$.

The first three properties follow easily from the definition. The fourth property follows for example using Bochner’s theorem and it is this property which implies immediately that every $\varepsilon$-distorted diffeomorphism $\Phi : \mathbb{R}^D \to \mathbb{R}^D$ satisfies,

$$(1 + \varepsilon)^{-1}|x - y| \leq |\Phi(x) - \Phi(y)| \leq |x - y|(1 + \varepsilon), \ x, y \in \mathbb{R}^D. \quad (3.1)$$

It is also not difficult to show that $\Phi'(x)D\Phi'(x)$ together with the fact that $(\Phi'(x))^T\Phi'(x)$ is real and symmetric implies that

$$|(\Phi'(x))^T\Phi'(x) - I| \leq C\varepsilon, \ x \in \mathbb{R}^D.$$ 

This follows from working in an orthonormal basis for which $(\Phi'(x))^T\Phi'(x)$ is diagonal.
3.1 Examples.

In this subsection, we provide two useful examples of $\varepsilon$-distorted diffeomorphisms of $\mathbb{R}^D$ which we will use.

3.2 Slow twists.

We are interested in rotations which are $\varepsilon$-distorted diffeomorphisms, rotate non-rigidly close to the origin and become more rigid away. See Lemma 5.6

Example 1 Let $\varepsilon > 0$ and $x \in \mathbb{R}^D$. Let $S(x)$ be the $D \times D$ block-diagonal matrix

$$
\begin{pmatrix}
D_1(x) & 0 & 0 & 0 & 0 \\
0 & D_2(x) & 0 & 0 & 0 \\
0 & 0 & . & 0 & 0 \\
0 & 0 & 0 & . & 0 \\
0 & 0 & 0 & 0 & D_r(x)
\end{pmatrix}
$$

where for each $i$ either $D_i(x)$ is the $1 \times 1$ identity matrix or else

$$
D_i(x) = \begin{pmatrix}
\cos f_i(|x|) & \sin f_i(|x|) \\
-\sin f_i(|x|) & \cos f_i(|x|)
\end{pmatrix}
$$

where $f_i : \mathbb{R} \to \mathbb{R}$ are functions (corresponding to the blocks $D_i$) satisfying the condition: $t|f_i'(t)| < c\varepsilon$ some $c > 0$ small enough, uniformly for $t \geq 0$. Let $\Phi(x) = \Theta^T S(\Theta x)$ where $\Theta$ is any fixed matrix in $SO(D)$. Then it is straightforward to check that $\Phi$ is a $\varepsilon$-distorted diffeomorphism and we call it a slow twist (in analogy to rotations).

3.3 Slides.

We are interested in translations which are $\varepsilon$-distorted diffeomorphisms and translate non-rigidly close to the origin and become more rigid away. See Lemma 5.7

Example 2 Let $\varepsilon > 0$ and let $g : \mathbb{R}^D \to \mathbb{R}^D$ be a smooth map such that $|g'(t)| < c\varepsilon$ some $c > 0$ small enough, uniformly for $t \in \mathbb{R}^D$. Consider the map $\Phi(t) = t + g(t)$, $t \in \mathbb{R}^D$. Then $\Phi$ is a $\varepsilon$-distorted diffeormorphism. We call the map $\Phi$ a slide (in analogy to translations).
Remark 3.5 Lemma 5.6 and Lemma 5.7 below show us how to approximate $SO(D)$ and proper Euclidean motions by $\varepsilon$-distorted diffeomorphisms. Conversely, it is not too difficult to show, see [13] that given $\varepsilon > 0$ and $\Phi : \mathbb{R}^D \to \mathbb{R}^D$ a $\varepsilon$-distorted diffeomorphism, there exists a Euclidean motion $\Phi_0 : \mathbb{R}^D \to \mathbb{R}^D$ with $|\Phi(x) - \Phi_0(x)| \leq C\varepsilon$ for $x \in B(0, 10)$ the ball in $\mathbb{R}^D$ with center 0 and radius 10. Actually, using the well-known John-Nirenberg inequality, in [13] we proved the following:

**BMO theorem for $\varepsilon$-distorted diffeomorphisms:** Let $\varepsilon > 0$, $\Phi : \mathbb{R}^D \to \mathbb{R}^D$, a $\varepsilon$-distorted diffeomorphism and let $B \in \mathbb{R}^D$ be a ball. There exists $T_B \in O(D)$ and $C > 0$ such that for all $\lambda \geq 1$, we have

$$\text{vol} \{ x \in B : |\Phi'(x) - T_B(x)| > C\varepsilon\lambda \} \leq \exp(-\lambda)\text{vol}(B)$$

and slow twists in Example 1 show that the estimate above is sharp. The set

$$\{ x \in B : |\Phi'(x) - T_B(x)| \geq C\varepsilon\lambda \}$$

may well be small in a more refined sense but we did not pursue this investigation in [13].

4 Approximation by Euclidean motions in $\mathbb{R}^D$.

We begin with the proof of Theorem 2.3.

**Proof** Suppose not. Then for each $\ell \geq 1$, we can find points $y_1^{(\ell)}, \ldots, y_k^{(\ell)}$ and $z_1^{(\ell)}, \ldots, z_k^{(\ell)}$ in $\mathbb{R}^D$ satisfying (2.1) with $\delta = 1/l$ but not satisfying (2.4). Without loss of generality, we may suppose that $\text{diam} \{ y_1^{(\ell)}, \ldots, y_k^{(\ell)} \} = 1$ for each $\ell$ and that $y_1^{(\ell)} = 0$ and $z_i^{(\ell)} = 0$ for each $\ell$. Thus $|y_i^{(\ell)}| \leq 1$ for all $i$ and $\ell$ and

$$(1 + 1/l)^{-1} \leq \frac{|z_i^{(\ell)} - z_j^{(\ell)}|}{|y_i^{(\ell)} - y_j^{(\ell)}|} \leq (1 + 1/l)$$

for $i \neq j$ and any $\ell$. However, for each $\ell$, there does not exist an Euclidean motion $\Phi_0$ such that

$$|z_i^{(\ell)} - \Phi_0(y_i^{(\ell)})| \leq \varepsilon$$

for each $i$. Passing to a subsequence, $l_1, l_2, l_3, \ldots$, we may assume

$$y_i^{(l_\mu)} \to y_i^{\infty}, \mu \to \infty$$

and

$$z_i^{(l_\mu)} \to z_i^{\infty}, \mu \to \infty.$$

Here, the points $y_i^{\infty}$ and $z_i^{\infty}$ satisfy

$$|z_i^{\infty} - z_j^{\infty}| = |y_i^{\infty} - y_j^{\infty}|$$
for $i \neq j$. Hence, by Theorem ??, there is an Euclidean motion $\Phi_0 : \mathbb{R}^D \to \mathbb{R}^D$ such that $\Phi_0(y_i^\infty) = z_i^\infty$. Consequently, for $\mu$ large enough, (4.1) holds with $l_\mu$. This contradicts the fact that for each $l$, there does not exist a $\Phi_0$ satisfying (4.1) with $l$. Thus, we have proved all the assertions of the theorem except that we can take $\Phi_0$ to be proper if $k \leq D$. To see this, suppose that $k \leq D$ and let $\Phi_0$ be an improper Euclidean motion such that

$$|z_i - \Phi_0(y_i)| \leq \varepsilon \text{diam}\{y_1, \ldots, y_k\}$$

for each $i$. Then, there exists an improper Euclidean motion $\Psi_0$ that fixes $y_1, \ldots, y_k$ and in place of $\Phi_0$, we may use $\Psi_0 \circ \Phi_0$ in the conclusion of the Theorem. The proof of the Theorem is complete. $\square$

We now prove Theorem [2.4]

**Proof** The idea of the proof relies on the following Lojasiewicz inequality, see [24]. Let $f : U \to \mathbb{R}$ be a real analytic function on an open set $U$ in $\mathbb{R}^D$ and $Z$ be the zero set of $f$. Assume that $Z$ is not empty. Then for a compact set $K$ in $U$, there exist positive constants $\alpha$ and $\alpha'$ depending on $f$ and $K$ such that for all $x \in K$, $|x - Z|^\alpha \leq \alpha'|f(x)|$. It is easy to see that using this, one may construct approximating points $y'_1, \ldots, y'_k, z'_1, \ldots, z'_k \in \mathbb{R}^D$ (zeroes of a suitable $f$) with the following two properties: (1) There exist positive constants $c, c_1 > 0$ such that

$$|y_i - y'_i| \leq c \varepsilon^{c_1}$$

and

$$|z_i - z'_i| \leq c \varepsilon^{c_1}.$$  

(2) $|y'_i - y'_j| = |z'_i - z'_j|$ for every $i, j$. Thanks to (2), we may choose a Euclidean motion $\Phi_0 : \mathbb{R}^D \to \mathbb{R}^D$ so that $\Phi_0(y'_i) = z'_i$ for each $i$. Also, thanks to (1),

$$|\Phi_0(y_i) - \Phi_0(y'_i)| \leq c_2 \varepsilon^{c_1}$$

So it follows that

$$|\Phi_0(y_i) - z_i| \leq c_4 \varepsilon^{c_5}$$

which is what we needed to prove. $\square$

5 Auxiliary results.

We need two lemmas and a corollary which are consequences of the definitions of slow twists and slides.

As a consequence of slow twists (see Example [1], we have the following:
Lemma 5.6 Given $\varepsilon > 0$, there exists $\eta > 0$ depending on $\varepsilon$ for which the following holds. Let $\Theta \in SO(D)$ and let $0 < r_1 \leq \eta r_2$. Then, there exists an $\varepsilon$-distorted diffeomorphism $\Phi : \mathbb{R}^D \rightarrow \mathbb{R}^D$ such that

$$\begin{cases} \Phi(x) = \Theta x, & |x| \leq r_1 \\ \Phi(x) = x, & |x| \geq r_2 \end{cases}$$

As a consequence of slides (see Example 2), we have the following:

Lemma 5.7 Given $\varepsilon > 0$, there exists $\eta > 0$ depending on $\varepsilon$ such that the following holds. Let $\Phi_1 : x \mapsto Tx + x_0 : \mathbb{R}^D \rightarrow \mathbb{R}^D$ be a proper Euclidean motion. Let $r_1, r_2 > 0$. Suppose $0 < r_1 \leq \eta r_2$ and $|x_0| \leq c\varepsilon r_1$. Then there exists an $\varepsilon$-distorted diffeomorphism $\Phi_2 : \mathbb{R}^D \rightarrow \mathbb{R}^D$ such that

$$\begin{cases} \Phi_2(x) = \Phi_1(x), & |x| \leq r_1 \\ \Phi_2(x) = x, & |x| \geq r_2 \end{cases}$$

As a result of Lemma 5.6 and Lemma 5.7, we have the following corollary.

**Corollary 5.8** Given $\varepsilon > 0$, there exists $\eta > 0$ depending on $\varepsilon$ such that the following holds. Let $0 < r_1 \leq \eta r_2$ and let $x, x' \in \mathbb{R}^D$ with $|x - x'| \leq \varepsilon r_1$ for some $c > 0$ and $|x| \leq r_1$. Then, there exists an $\varepsilon$-distorted diffeomorphism $\Phi : \mathbb{R}^D \rightarrow \mathbb{R}^D$ such that $\Phi(x) = x'$ and $\Phi(y) = y$ for $|y| \geq r_2$.

We next need to introduce a technique which involves the combinatorics of certain hierarchical clusterings of finite subsets of $\mathbb{R}^D$. In this regard, we need the following:

**Lemma 5.9** Let $k \geq 2$ be a positive integer and let $0 < \eta \leq 1/10$. Let $E \subset \mathbb{R}^D$ be a set consisting of $k$ distinct points. Then, we can partition $E$ into sets $E_1, E_2, ..., E_{\mu_{\text{max}}}$ and we can find a positive integer $l$ $(10 \leq l \leq 100 + \binom{k}{2})$ such that the following hold:

$$\text{diam}(E_\mu) \leq \eta^l \text{diam}(E) \tag{5.1}$$

for each $\mu$ and

$$\text{dist}(E_\mu, E_{\mu'}) \geq \eta^{l-1} \text{diam}(E), \text{ for } \mu \neq \mu' \tag{5.2}$$

**Proof** We define and equivalence relation on $E$ as follows. Define a relation $\sim$ on $E$ by saying that $x \sim x'$, for $x, x' \in E$ if and only if $|x - x'| \leq \eta^l \text{diam}(E)$ for a fixed positive integer $l$ to be defined in a moment. By the pigeonhole principle, we can always find a positive integer $l$ such that $|x - x'| \notin (\eta^l \text{diam}(E), \eta^{l-1} \text{diam}(E)]$, $x, x' \in E$. and such that $10 \leq l \leq 100 + \binom{k}{2}$. Let us choose and fix such an $l$ and use it for $\sim$ as defined above. Then $\sim$ is an equivalence relation and the equivalence classes of $\sim$ partition $E$ into the sets $E_1, ..., E_{\mu_{\text{max}}}$ with the properties as required. □
6 A special case of Theorem \[2.1\]

In this section, we prove a special case of Theorem \[2.1\]. This is given in the following theorem.

**Theorem 6.10** Let \(\varepsilon > 0\) and let \(m\) be a positive integer. Let \(\lambda > 0\) be less than a small enough constant depending only on \(\varepsilon, m\) and \(D\). Let \(\delta > 0\) be less than a small enough constant depending only on \(\lambda, \varepsilon, m\) and \(D\). Let \(\delta > 0\) be less than a small enough constant depending only on \(\varepsilon, m\) and \(D\). Then the following holds: Let \(E := y_1, \ldots, y_k\) and \(E' := z_1, \ldots, z_k\) be \(k \geq 1\) distinct points in \(\mathbb{R}^D\) with \(k \leq D\) and \(y_1 = z_1\). Assume the following:

\[
|y_i - y_j| \geq \lambda^m \operatorname{diam}\{y_1, \ldots, y_k\}, \quad i \neq j
\]

and

\[
(1 + \delta)^{-1} \leq \frac{|z_i - z_j|}{|y_i - y_j|} \leq (1 + \delta), \quad i \neq j.
\]

Then, there exists an \(\varepsilon\)-distorted diffeomorphism \(\Phi : \mathbb{R}^D \to \mathbb{R}^D\) such that

\[
\Phi(y_i) = z_i, \quad 1 \leq i \leq k
\]

and

\[
\Phi(x) = x \text{ for } |x - y_1| \geq \lambda^{-1/2} \operatorname{diam}\{y_1, \ldots, y_k\}.
\]

**Proof** Without loss of generality, we may take \(y_1 = z_1 = 0\) and \(\operatorname{diam}\{y_1, \ldots, y_k\} = 1\). Applying Theorem \[2.3\] with \(10^{-9} \varepsilon \lambda^{m+5}\) in place of \(\varepsilon\), we obtain a proper Euclidean motion

\[
\Phi_0 : x \to Tx + x_0
\]

such that

\[
|\Phi_0(y_i) - z_i| \leq 10^{-9} \varepsilon \lambda^{m+5}
\]

for each \(i\). In particular, taking \(i = 1\) and recalling that \(y_1 = z_1 = 0\), we find that

\[
|x_0| \leq 10^{-9} \varepsilon \lambda^{m+5}.
\]

For each \(i\), we consider the balls

\[
B_i = B(\Phi_0(y_i), \lambda^{m+3}), \quad B_i^+ = B(\Phi_0(y_i), \lambda^{m+1}).
\]

Note that (6.1) shows that the balls \(B_i^+\) have pairwise disjoint closures since \(\Phi_0\) is an Euclidean motion. Applying Corollary \[5.8\] to Lemma \[5.7\] we obtain for each \(i\), a \(\varepsilon\)-distorted diffeomorphism \(\Psi_i : \mathbb{R}^D \to \mathbb{R}^D\) such that

\[
(\Psi_i \circ \Phi_0)(y_i) = z_i
\]
and
\[ \Psi_i(x) = x \] (6.10)
outside \( B_i^+ \). In particular, we see that
\[ \Psi_i : B_i^+ \rightarrow B_i^+ \] (6.11)
is one to one and onto. We may patch the \( \Psi_i \) together into a single map \( \Psi : \mathbb{R}^D \rightarrow \mathbb{R}^D \) by setting
\[ \Psi(x) := \begin{cases} \Psi_i(x), & x \in B_i^+ \\ x, & x \notin \bigcup_j B_j^+ \end{cases} \] (6.12)
Since the \( B_i^+ \) have pairwise disjoint closures (6.10) and (6.11) show that \( \Psi \) maps \( \mathbb{R}^D \) to \( \mathbb{R}^D \) and is one to one and onto. Moreover, since each \( \Psi_i \) is \( \varepsilon \)-distorted, it now follows easily that
\[ \Psi : \mathbb{R}^D \rightarrow \mathbb{R}^D \] (6.13)
is an \( \varepsilon \)-distorted diffeomorphism. From (6.8), (6.9) and (6.12), we also see that
\[ (\Psi \circ \Phi_0)(y_i) = z_i, \forall i. \] (6.14)
Suppose \( x \in \mathbb{R}^D \) with \( |x| \geq 5 \). Then (6.5) and (6.7) show that \( |\Phi_0(x)| \geq 4 \). On the other hand, each \( y_i \) satisfies
\[ |y_i| = |y_i - y_1| \leq \text{diam} \{y_1, \ldots, y_k\} = 1 \]
so another application of (6.5) and (6.7) yields \( |\Phi_0(y_i)| \leq 2 \). Hence, \( \Phi_0(x) \notin B_i^+ \), see (6.8). Consequently, (6.12) yields
\[ (\Psi \circ \Phi_0)(x) = \Phi_0(x), |x| \geq 5. \] (6.15)
From (6.13), we obtain that
\[ \Psi \circ \Phi : \mathbb{R}^D \rightarrow \mathbb{R}^D \] (6.16)
is an \( \varepsilon \)-distorted diffeomorphism since \( \Phi_0 \) is an Euclidean motion. Next, applying Lemma 5.7 with \( r_1 = 10 \) and \( r_2 = \lambda^{-1/2} \), we obtain an \( \varepsilon \)-distorted diffeomorphism \( \Psi : \mathbb{R}^D \rightarrow \mathbb{R}^D \) such that
\[ \Psi_1(x) = \Phi_0(x), |x| \leq 10 \] (6.17)
and
\[ \Psi_1(x) = x, |x| \geq \lambda^{-1/2}. \] (6.18)

Note that Lemma 5.7 applies, thanks to (6.7) and because we may assume \( \frac{\lambda^{-1/2}}{10} > \eta^{-1} \) with \( \eta \) as in Lemma 5.7 thanks to our “small \( \lambda \) hypothesis”.

We now define
\[ \tilde{\Psi}(x) := \begin{cases} (\Psi \circ \Phi_0)(x), & |x| \leq 10 \\ \Psi_1(x), & |x| \geq 5. \end{cases} \] (6.19)

In the overlap region \( 5 \leq |x| \leq 10 \), (6.15) and (6.17) show that \( (\Psi \circ \Phi_0)(x) = \Phi_0(x) = \Psi_1(x) \) so (6.19) makes sense.
We now check that \( \tilde{\Psi} : \mathbb{R}^D \rightarrow \mathbb{R}^D \) is one to one and onto. To do so, we introduce the sphere \( S := \{ x : |x| = 7 \} \subset \mathbb{R}^D \) and partition \( \mathbb{R}^D \) into \( S \), \( \text{inside}(S) \) and \( \text{outside}(S) \). Since \( \Psi_1 : \mathbb{R}^D \rightarrow \mathbb{R}^D \) is one to one and onto, (6.17) shows that the map

\[
\Psi_1 : \text{outside}(S) \rightarrow \text{outside}(\Phi_0(S))
\]  
(6.20)

is one to one and onto. Also, since \( \Psi_0 \Phi_0 : \mathbb{R}^D \rightarrow \mathbb{R}^D \) is one to one and onto, (6.15) shows that the map

\[
\Psi_0 \Phi_0 : \text{inside}(S) \rightarrow \text{inside}(\Phi_0(S))
\]  
(6.21)

is one to one and onto. In addition, (6.15) shows that the map

\[
\Psi_0 \Phi_0 : (S) \rightarrow (\Phi_0(S))
\]  
(6.22)

is one to one and onto. Comparing (6.19) with (6.20), (6.21) and (6.22), we see that \( \tilde{\Psi} : \mathbb{R}^D \rightarrow \mathbb{R}^D \) is one to one and onto. Now since, also \( \Psi_0 \Phi_0 \) and \( \Psi_1 \) are \( \varepsilon \)-distorted, it follows at once from (6.19) that \( \tilde{\Psi} \) is smooth and

\[
(1 + \varepsilon)^{-1} I \leq (\tilde{\Psi}'(x))^T \tilde{\Psi}'(x) \leq (1 + \varepsilon) I, \quad x \in \mathbb{R}^D.
\]

Thus,

\[
\tilde{\Psi} : \mathbb{R}^D \rightarrow \mathbb{R}^D
\]  
(6.23)

is an \( \varepsilon \)-distorted diffeomorphism. From (6.18), (6.19), we see that \( \tilde{\Psi}(x) = x \) for \( |x| \geq \lambda^{-1/2} \). From (6.14), (6.19), we have \( \tilde{\Psi}(y_i) = z_i \) for each \( i \), since, as we recall,

\[
|y_i| = |y_i - y_1| \leq \text{diam}\{y_1, ..., y_k\} = 1.
\]

Thus, \( \tilde{\Psi} \) satisfies all the assertions in the statement of the Theorem and the proof of the Theorem is complete. \( \square \)

7 Proof of Theorem 2.1 and Theorem 2.2

In this section, we prove Theorem 2.1 and Theorem 2.2. Theorem 2.1 follows immediately from the following result which is of independent interest. Theorem 2.2 follows exactly as in the proof of Theorem 2.1 using Theorem 2.4 in place of Theorem 2.3.

**Theorem 7.11** Given \( \varepsilon > 0 \), there exist \( \eta, \delta > 0 \) depending on \( \varepsilon \) such that the following holds. Let \( E := \{ y_1, ..., y_k \} \) and \( E' := \{ z_1, ..., z_k \} \) be \( k \geq 1 \) distinct points of \( \mathbb{R}^D \) with \( 1 \leq k \leq D \) and \( y_1 = z_1 \). Suppose

\[
(1 + \delta)^{-1} \leq \frac{|z_i - z_j|}{|y_i - y_j|} \leq (1 + \delta), \quad i \neq j.
\]  
(7.1)

Then, there exists an \( \varepsilon \)-distorted diffeomorphism \( \Phi : \mathbb{R}^D \rightarrow \mathbb{R}^D \) such that

\[
\Phi(y_i) = z_i
\]  
(7.2)
for each $i$ and
\[ \Phi(x) = x \] (7.3)

for
\[ |x - y_1| \geq \eta^{-1}\text{diam}\{y_1, \ldots, y_k\} . \]

**Proof** We use induction on $k$. The case $k = 1$ is trivial, we can just take $\Phi$ to be the identity map. For the induction step, we fix $k \geq 2$ and suppose we already know the Theorem when $k$ is replaced by $k' < k$. We will prove the Theorem for the given $k$. Let $\varepsilon > 0$ be given. We pick small positive numbers $\delta', \lambda, \delta$ as follows.
\[ \delta' < \alpha(\varepsilon, D) . \] (7.4)
\[ \lambda < \alpha'(\delta', \varepsilon, D) . \] (7.5)
\[ \delta < \alpha''(\lambda, \delta', \varepsilon, D) . \] (7.6)

Now let $y_1, \ldots, y_k, z_1, \ldots, z_k \in \mathbb{R}^D$ satisfy (7.1). We must produce an $\varepsilon$-distorted diffeomorphism $\Phi : \mathbb{R}^D \to \mathbb{R}^D$ satisfying (7.2) and (7.3) for some $\eta$ depending only on $\delta, \lambda, \delta', \varepsilon, D$. That will complete the proof of the Theorem.

We apply Lemma 5.9 to $E = \{y_1, \ldots, y_k\}$ with $\lambda$ in place of $\eta$. Thus, we obtain an integer $l$ and a partition of $E$ into subsets $E_1, E_2, \ldots, E_{\mu_{\max}}$ with the following properties:
\[ 10 \leq l \leq 100 + \binom{k}{2} . \] (7.7)
\[ \text{diam}(E_\mu) \leq \lambda^l\text{diam}(E) \] (7.8)
for each $\mu$.
\[ \text{dist}(E_\mu, E_{\mu'}) \geq \lambda^{l-1}\text{diam}(E) \] (7.9)
for $\mu \neq \mu'$. Note that
\[ \text{card}(E_\mu) < \text{card}(E) = k \] (7.10)
for each $\mu$ thanks to (7.8). For each $\mu$, let
\[ I_\mu := \{i : y_i \in E_\mu\} . \] (7.11)

For each $\mu$, we pick a “representative” $i_\mu \in I_\mu$. The $I_1, \ldots, I_{\mu_{\max}}$ form a partition of $\{1, \ldots, k\}$. Without loss of generality, we may suppose
\[ i_1 = 1 . \] (7.12)

Define
\[ I_{\text{rep}} := \{i_\mu : \mu = 1, \ldots, \mu_{\max}\} \] (7.13)
\[ E_{\text{rep}} := \{y_{i_\mu} : \mu = 1, \ldots, \mu_{\max}\} . \] (7.14)
From (7.8), (7.9), we obtain
\[(1 - 2\lambda l)\text{diam}(E) \leq \text{diam}(E_{\text{rep}}) \leq \text{diam}(E),\]
and
\[|x' - x''| \geq \lambda^{l-1}\text{diam}(E)\]
for \(x, x' \in S_{\text{rep}}, x' \neq x''\). Hence,
\[(1/2)\text{diam}(E) \leq \text{diam}(E_{\text{rep}}) \leq \text{diam}(E) \quad (7.15)\]
and
\[|x' - x''| \geq \lambda^m \text{diam}(E_{\text{rep}}) \quad (7.16)\]
for \(x', x'' \in E_{\text{rep}}, x' \neq x''\) where
\[m = 100 + \left(D \choose 2\right). \quad (7.17)\]
See (7.7) and recall that \(k \leq D\). We now apply Theorem 6.10 to the points \(y_i, i \in I_{\text{rep}}, z_i, i \in I_{\text{rep}}\) with \(\varepsilon\) in Theorem 6.10 replaced by our present \(\delta'\). The hypothesis of Theorem 6.10 holds, thanks to the smallness assumptions (7.5) and (7.6). See also (7.17), together with our present hypothesis (7.1). Note also that \(1 \in I_{\text{rep}}\) and \(y_1 = z_1\). Thus we obtain a \(\delta'\)-distorted diffeomorphism \(\Phi_0 : \mathbb{R}^D \to \mathbb{R}^D\) such that
\[\Phi_0(y_i) = z_i, i \in I_{\text{rep}} \quad (7.18)\]
and
\[\Phi_0(x) = x \text{ for } |x - y_1| \geq \lambda^{-1/2}\text{diam}\{y_1, ..., y_k\}. \quad (7.19)\]
Define
\[y'_i = \Phi_0(y_i), i = 1, ..., k. \quad (7.20)\]
Thus,
\[y'_i = z_i, \quad (7.21)\]
for each \(\mu\) and
\[(1 + C\delta')^{-1} \leq \frac{|z_i - z_j|}{|y'_i - y'_j|} \leq (1 + C\delta'), i \neq j \quad (7.22)\]
thanks to (7.1), (7.6), (7.20) and the fact that \(\Phi_0 : \mathbb{R}^D \to \mathbb{R}^D\) is a \(\delta'\)-distorted diffeomorphism. Now fix \(\mu(1 \leq \mu \leq \mu_{\text{max}})\). We now apply our inductive hypothesis with \(k' < k\) to the points \(y'_i, z_i, i \in I_{\mu}\). (Note that the inductive hypothesis applies, thanks to (7.10).) Thus, there exists
\[\eta_{\text{indhyp}}(D, \varepsilon) > 0, \delta_{\text{indhyp}}(D, \varepsilon) > 0 \quad (7.23)\]
such that the following holds: Suppose
\[(1 + \delta_{\text{indhyp}})^{-1}|y'_i - y'_j| \leq |z_i - z_j| \leq |y'_i - y'_j|(1 + \delta_{\text{indhyp}}), i, j \in I_{\mu} \quad (7.24)\]
and
\[y'_{i\mu} = z_{i\mu}. \quad (7.25)\]
Then there exists a \( \varepsilon \) distorted diffeomorphism \( \Psi_\mu : \mathbb{R}^D \to \mathbb{R}^D \) such that
\[
\Psi_\mu(y_i^\prime) = z_i, \ i \in I_\mu
\] (7.26)
and
\[
\Psi_\mu(x) = x, \text{ for } |x - y_i^\prime| \geq \eta_{\text{indhyp}}^{-1}\text{diam}(S_\mu).
\] (7.27)

We may suppose \( C\delta' < \delta_{\text{indhyp}} \) with \( C \) as in (7.22), thanks to (7.23) and our smallness assumption (7.4). Similarly, we may suppose that \( \eta_{\text{indhyp}}^{-1} < 1/2\lambda^{-1/2} \), thanks to (7.23) and our smallness assumption (7.5). Thus (7.24) and (7.25) hold, by virtue of (7.22) and (7.24). Hence, for each \( \mu \), we obtain an \( \varepsilon \)-distorted diffeomorphism \( \Psi_\mu : \mathbb{R}^D \to \mathbb{R}^D \), satisfying (7.26) and (7.27). In particular, (7.27) yields
\[
\Psi_\mu(x) = x, \text{ for } |x - y_i^\prime| \geq 1/2\lambda^{-1/2}\text{diam}(S_\mu).
\] (7.28)

Taking
\[
B_\mu = B(y_i^\prime, 1/2\lambda^{-1/2}\text{diam}(S_\mu)),
\] (7.29)
we see from (7.28), that \( \Psi_\mu : B_\mu \to B_\mu \) (7.30)
is one to one and onto since \( \Psi_\mu \) is one to one and onto. Next, we note that the balls \( B_\mu \) are pairwise disjoint.* (Note that the closed ball \( B_\mu \) is a single point if \( S_\mu \) is a single point.) This follows from (7.8), (7.9) and the definition (7.29). We may therefore define a map \( \Psi : \mathbb{R}^D \to \mathbb{R}^D \) by setting
\[
\Psi(x) := \begin{cases} 
\Psi_\mu(x), & x \in B_\mu, \text{ any } \mu \\
x, & x \notin \bigcup_\mu B_\mu
\end{cases}
\] (7.31)

Thanks to (7.30), we see that \( \Psi \) maps \( \mathbb{R}^D \) to \( \mathbb{R}^D \) one to one and onto. Moreover, since each \( \Psi_\mu \) is an \( \varepsilon \)-distorted diffeomorphism satisfying (7.28), we see that \( \Psi \) is smooth on \( \mathbb{R}^D \) and that
\[
(1 + \varepsilon)^{-1}I \leq (\Psi'(x))^T\Psi'(x) \leq (1 + \varepsilon)I, \ x \in \mathbb{R}^D.
\]
Thus,
\[
\Psi : \mathbb{R}^D \to \mathbb{R}^D
\] (7.32)
is an \( \varepsilon \)-distorted diffeomorphism. From (7.26) and (7.31), we see that
\[
\Psi(y_i^\prime) = z_i, \ i = 1, ..., k.
\] (7.33)

Let us define
\[
\Phi = \Psi \circ \Phi_0.
\] (7.34)
Thus
\[
\Phi \text{ is a } C\varepsilon \text{-distorted diffeomorphism of } \mathbb{R}^D \to \mathbb{R}^D
\] (7.35)
since \( \Psi, \Phi_0 : \mathbb{R}^D \to \mathbb{R}^D \) are \( \varepsilon \) distorted diffeomorphisms. Also
\[
\Phi(y_i) = z_i, \ i = 1, ..., k
\] (7.36)
as we see from (7.20) and (7.33). Now suppose that

\[ |x - y_1| \geq \lambda^{-1} \text{diam} \{y_1, \ldots, y_k\}. \]

Since \( \Phi_0 : \mathbb{R}^D \to \mathbb{R}^D \) is a \( \varepsilon \)-distorted diffeomorphism, we have

\[ |\Phi_0(x) - y'_1| \geq (1 + \varepsilon)^{-1} \lambda^{-1} \text{diam} \{y_1, \ldots, y_k\} \] (7.37)

and

\[ \text{diam} \{y'_1, \ldots, y'_k\} \leq (1 + \varepsilon) \text{diam} \{y_1, \ldots, y_k\}. \]

See (7.20).

Hence for each \( \mu \),

\[ |\Phi_0(x) - y'_\mu| \geq \left[ (1 + \varepsilon)^{-1} \lambda^{-1} - (1 + \varepsilon) \right] \text{diam} \{y_1, \ldots, y_k\} \]

\[ > 1/2 \lambda^{-1/2} \text{diam}(S_\mu). \]

Thus, \( \Phi_0(x) \notin \cup_\mu B_\mu \), see (7.29), and therefore \( \Psi_0 \Phi_0(x) = \Phi_0(x) \), see (7.31). Thus,

\[ \Phi(x) = \Phi_0(x). \] (7.38)

From (7.19) and (7.38), we see that \( \Phi(x) = x \). Thus, we have shown that

\[ |x - y_1| \geq \lambda^{-1} \text{diam} \{y_1, \ldots, y_k\} \]

implies \( \Phi(x) = x \). That is, (7.3) holds with \( \eta = \lambda \). Since also (7.35) and (7.36) hold we have carried out our inductive step completely and hence, the proof of the Theorem \( \Box \).

In this last section, we address the restriction \( k \leq D \) in Theorem 2.1.

8 A Counterexample.

In this final section, we show that in general one cannot expect to have Theorem 2.1 and Theorem 2.2 for \( k > D \). This is shown using the following counterexample.

**Counterexample:** Fix \( 2D + 1 \) points as follows. Let \( \delta > 0 \) be a small positive number depending on \( D \). Let \( y_1, \ldots, y_{2D+1} \in \mathbb{R}^D \) be the vertices of a regular simplex, all lying on the sphere of radius \( \delta \) about the origin. Then define \( y_{D+2} \cdots y_{2D+1} \in \mathbb{R}^D \) such that \( y_{D+1}, \ldots, y_{2D+1} \) are the vertices of a regular simplex, all lying in a sphere of radius 1, centered at some point \( w_1 \in \mathbb{R}^D \). Next, we define a map

\[ \phi : \{y_1, \ldots, y_{2D+1}\} \to \{y_1, \ldots, y_{2D+1}\} \]

as follows. We take \( \phi|_{\{y_1, \ldots, y_{2D+1}\}} \) to be an odd permutation that fixes \( y_{2D+1} \), and take \( \phi|_{\{y_{D+1}, \ldots, y_{2D+1}\}} \) to be the identity. The map \( \phi \) distorts distances by at most a factor \( 1 + C\delta \). Here, we can take \( \delta \)
arbitrarily small. On the other hand, for small enough \( \varepsilon_0 > 0 \) depending only on \( D \), we will show that \( \phi \) cannot be extended to a map \( \Phi : \mathbb{R}^D \to \mathbb{R}^D \) satisfying

\[
(1 + \varepsilon_0)^{-1} |x - x'| \leq |\Phi(x) - \Phi(x')| \leq |x - x'|(1 + \varepsilon_0), \; x, x' \in \mathbb{R}^D.
\]

In fact, suppose that such a \( \Phi \) exists. Then \( \Phi \) is continuous. Note that there exists \( T \in O(D) \) with \( \det T = -1 \) such that \( \phi(y_i) = Ty_i \) for \( i = 1, ..., D + 1 \). Let \( S_t \) be the sphere of radius \( r_t := \delta \cdot (1 - t) + t \cdot 1 \) centered at \( t \cdot w_1 \) for \( t \in [0, 1] \) and let \( S_t' \) be the sphere of radius \( r_t \) centered at \( \Phi(t \cdot w_1) \). Also, let \( Sh_t \) be the spherical shell

\[
\{x \in \mathbb{R}^D : r_t \cdot (1 + \varepsilon_0)^{-1} \leq |x - \Phi(t \cdot w_1)| \leq r_t \cdot (1 + \varepsilon_0)\}
\]

and let \( \pi_t : Sh_t \to S_t' \) be the projection defined by

\[
\pi_t(x) - \Phi(t \cdot w_1) = \frac{x - \Phi(t \cdot w_1)}{|x - \Phi(t \cdot w_1)|} \cdot r_t.
\]

Since \( \Phi \) agrees with \( \phi \), we know that

\[
|\Phi(x) - T x| \leq C \varepsilon_0 \delta, \; |x| = \delta.
\] (8.1)

Since \( \Phi \) agrees with \( \phi \), we know that

\[
|\Phi(x) - x| \leq C \varepsilon_0, \; |x - w_1| = 1.
\] (8.2)

Our assumption that \( \Phi \) is an approximate isometry shows that

\[
\Phi : S_t \to Sh_t, \; 0 \leq t \leq 1
\]

and

\[
(\pi_t) o (\Phi) : S_t \to S_t', \; 0 \leq t \leq 1.
\] (8.3)

We can therefore define a one-parameter family of maps \( \Psi_t, \; t \in [0, 1] \) from the unit sphere to itself by setting

\[
\Psi_t(w) = \frac{(\pi_t o \Phi)(tw_1 + r_tw) - \Phi(tw_1)}{|(\pi_t o \Phi)(tw_1 + r_tw) - \Phi(tw_1)|} = \frac{(\pi_t o \Phi)(tw_1 + r_tw) - \Phi(tw_1)}{r_t}
\]

from the unit sphere to itself. Then \( \Psi_t \) is a continuous family of continuous maps from the unit sphere to itself. From (8.1), we see that \( \Psi_0 \) is a small perturbation of the map \( T : S^{D-1} \to S^{D-1} \) which has degree -1. From (8.2), we see that \( \Psi_1 \) is a small perturbation of the identity. Consequently, the following must hold:

- Degree \( \Psi_t \) is independent of \( t \in [0, 1] \).
- Degree \( \Psi_0 = -1 \).
• Degree $\Psi_1 = +1$.

Thus, we have arrived at a contradiction, proving that there does not exist an extension $\Phi$ as above.

The counter example above could be motivated by the fact that the mapping swapping the real numbers $\eta$ and $-\eta$ and fixing the number 1 cannot be extended to a continuous bijection of the line.

The case of $k > D$ absent in Theorem 2.1 and Theorem 2.2 is investigated by us in the paper [11] where it is shown that we may allow for this case if roughly we require that on any $D + 1$ of the $k$ points which form a relatively voluminous simplex, the extension $\Phi$ is orientation preserving.

Acknowledgment: Support from the Department of Mathematics at Princeton, the National Science Foundation, The American Mathematical Society, The Department of Defense and the University of the Witwatersrand are gratefully acknowledged.

References

[1] E. Bierstone, P. Milman and W. Pawlucki, Differentiable functions defined on closed sets: A problem of Whitney, Inventiones Math 151(2), pp 329-352 (2003).

[2] E. Bierstone, P. Milman and W. Pawlucki, High-order tangents and Fefferman’s paper on Whitney’s extension problem, Annals of Mathematics, 164, pp 361-370 (2006).

[3] Y. Brudnyi, On an extension theorem, Funk. Anal. i Prilzhen, 4, pp 243-252 (1970).

[4] Y. Brudnyi and P. Shvartsman, The traces of differentiable functions to closed subsets on $\mathbb{R}^n$, in Function Spaces (Poznan, 1989), Teubner-Texte Math, 120, Teubner, Stuttgart, pp 206-210 (1991).

[5] Y. Brudnyi and P. Shvartsman, A linear extension operator for a space of smooth functions defined on subsets of $\mathbb{R}^n$, Dokl. Akad. Nauk SSSR 280, pp 268-270 (1985). English transl. in Soviet math. Dokl. 31, No 1, pp 48-51 (1985).

[6] Y. Brudnyi and P. Shvartsman, Generalizations of Whitney’s extension theorem, Int. Math. Research Notices 3, pp 515-574 (1994).

[7] Y. Brudnyi and P. Shvartsman, The Whitney problem of existence of a linear extension operator, J. Geometric Analysis, 7(4), pp 515-574 (1997).

[8] Y. Brudnyi and P. Shvartsman, Whitney’s extension problem for multivariate $C^{(1,w)}$ functions, Trans. Amer. Math. Soc, 353(6), pp 2487-2512 (2001).
[9] N. Charalambides, S. B. Damelin and B. Swartz, *On Isometries And Equivalences Between Point Configurations: Labelled and Unlabelled Data.*, arxiv 1705.06146.

[10] S. B. Damelin, *Near extensions and Alignment of data in $\mathbb{R}^n$: Whitney extensions of smooth near isometries, shortest paths, equidistribution, clustering and non-rigid alignment of data in Euclidean space*, John Wiley & Sons, November 2023.

[11] S.B. Damelin and C. Fefferman, *On Smooth Whitney Extensions of almost isometries with small distortion, Interpolation and Alignment in $\mathbb{R}^D$-Part 2*, arXiv:1411.2468.

[12] S.B Damelin and C. Fefferman, *On Smooth Whitney extensions of almost isometries with small distortion in $C^m(\mathbb{R}^n)$*, arXiv:1505.06950.

[13] C. Fefferman, S. B. Damelin and W. Glover, *BMO Theorems for $\varepsilon$ distorted diffeomorphisms on $\mathbb{R}^D$ and an application to comparing manifolds of speech and sound*, Involve 5-2, pp 159-172 (2012).

[14] C. Fefferman, *Distinguished Lecture Series: Charles Fefferman, “Interpolation of functions on $\mathbb{R}^n$”*,

https://terrytao.wordpress.com/2007/11/13/distinguished-lecture-series-i-charles-fefferman-interpolation-of-functions-on-rn/

and personal communications.

[15] C. Fefferman, *Whitney’s extension problems and interpolation of data*, Bull. Amer. Math. Soc.(N.S), 46(2), pp 207-220 (2009).

[16] C. Fefferman, *Whitneys extension problem for $C^m$*, Annals of Math, 164(1), pp 313-359 (2006).

[17] C. Fefferman, *A sharp form of Whitneys extension theorem*, Annals of Math, 161(1), pp 509-577 (2005).

[18] C. Fefferman and B. Klartag, *Fitting a $C^m$ Smooth Function to Data I*, Ann. of Math, 169(1), pp 315-346 (2009).

[19] C. Fefferman and B. Klartag, *Fitting a $C^m$ Smooth Function to Data II*, Rev. Mat. Iberoamericana, 25(1), pp 49-273 (2009).

[20] C. Fefferman, S. Mitter and H. Narayanan, *Testing the manifold hypothesis*, J. Amer. Math. Soc. 29, no. 4, 983–1049 (2016).

[21] C. Fefferman, S. Ivanov, Y. Kurylev, M. Lassas, H. Narayanan, *Reconstruction and interpolation of manifolds I: The geometric Whitney problem*, arXiv: 1508.00674.

[22] G. Glaeser, *Etudes de quelques algebres tayloriennes*, J d’Analyse 6, pp 1-124 (1958).

[23] J. Gower, *Generalized Procrustes analysis*, Psychometrika, 40, pp 33-51 (1975).
24] Ji, Shanyu, Kollár, János and Shiffman, Bernard, A global Lojasie wicz inequality for algebraic varieties, Transactions of the American Mathematical Society, 329(2), pp 813-818 (1992).

25] E. Le Gruyer, Minimal Lipschitz extensions to differentiable functions defined on a Hilbert space, Geom. Funct. Anal., 19(4):1101–1118, (2009).

26] P. Lemke and M. Werman, On the complexity of inverting the autocorrelation function of a finite integer sequence and the problem of locating n points on a line given the unlabeled distances between them, Preprint 453, IMA, (1988).

27] Y. Lipman, Bijective mappings of meshes with boundary and the degree in mesh processing, arXiv:1310.0955

28] Y. Lipman, Approximation of Polyhedral surface uniformization, arXiv:1301.6336.

29] Y. Lipman, Surface comparison with mass transportation, arXiv:0912.3488.

30] Y. Lipman and I. Daubechies, Conformal Wasserstein distances: comparing surfaces in polynomial time, arXiv:1103.4408.

31] P. J. Olver, Moving frames and differential invariants in centro-affine geometry, Lobachevskii J. Math. 31, 77-89 (2010).

32] P. J. Olver, Generating differential invariants, J. Math. Anal. Appl. 333, 450-471 (2007).

33] P.J. Olver, Moving frames, J. Symb. Comp. 36, 501-512 (2003).

34] A. L. Patterson, A direct method for the determination of the components of interatomic distances in crystals, Zeitschr. Krist, 90, pp 517-542 (1935).

35] P. Shvartsman, The Whitney extension problem and Lipschitz selections of set-valued mappings in Jet-spaces, Transactions of the American Mathematical Society, Volume 360, Number 10, October 2008, Pages 5529–5550.

36] P. Shvartsman, Whitney-type extension theorems for jets generated by Sobolev functions, Advances in Mathematics, 313(2017), pp 379-469.

37] P. Shvartsman, Talk-Sharp finitness principles, personal communications.

38] M. Werman and D. Weinshall, Similarity and Affine Invariant Distance Between Point Sets, PAMI, 17(8), pp 810-814.

39] M. Werman and S. Peleg, Bipartite graph alignment for points on a line or a circle, 8th ICPR, pp. 1114-1116 (1986).

40] M. Werman, E. M. Arkin and K. Kedem, J. S. B. Mitchell, J. Sprinzak, Alignment points into pairwise disjoint noise regions: Combinatorial bounds and algorithms subject to error, ORSA Journal on Computing, special issue on computational geometry, 27-52, (1992).

41] M. Werman and I. Omer, The bottleneck geodesic: Computing pixel affinity, CVPR, (2006).
[42] M. Werman and E. Begelfor, *Affine invariance revisited*, CVPR, (2006).

[43] M. Werman and I. Omer, *Image specific feature similarities*, ECCV, (2006).

[44] C. Wells, *Differentiable functions on Banach spaces with Lipschitz derivatives*, J. Differential Geometry, 8:135–152, (1973).

[45] H. Whitney, *Analytic extensions of differentiable functions defined in closed sets*, Trans. Amer. Math. Soc. 36, pp 63-89, (1934).

[46] H. Whitney, *Differentiable functions defined in closed sets*, Trans. Amer. Math. Soc. 36, pp 369-389 (1934).

[47] H. Whitney, *Functions differentiable on the boundaries of regions*, Annals of Math. 35, pp 482-485 (1934).

[48] N. Zobin, *Whitney’s problem on extendability of functions and an intrinsic metric*, Advances in Math, 133(1), pp 96-132 (1938).

[49] N. Zobin, *Extension of smooth functions from finitely connected planar domains*, Journal of Geom. Analysis, 9(3), pp 489-509, (1999).