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Abstract In the present paper we investigate the problem of the existence of a value for differential games without Isaacs condition. For this we introduce a suitable concept of mixed strategies along a partition of the time interval, which are associated with classical nonanticipative strategies (with delay). Imposing on the underlying controls for both players a conditional independence property, we obtain the existence of the value in mixed strategies as the limit of the lower as well as of the upper value functions along a sequence of partitions which mesh tends to zero. Moreover, we characterize this value in mixed strategies as the unique viscosity solution of the corresponding Hamilton–Jacobi–Isaacs equation.
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1 Introduction

In the present work we consider two-person zero-sum differential games which dynamics is defined through the doubly controlled differential equation

$$\frac{d}{ds} X_s = f(s, X_s, u_s, v_s), \ s \in [t, T],$$  \hspace{1cm} (1.1)

and which pay-off functional is described by

$$J := g(X_T).$$  \hspace{1cm} (1.2)

The initial data \((t, x)\) are in \([0, T] \times R^d\). Given two compact metric control state spaces \(U\) and \(V\), the both players use control processes \(u = (u_s)\) and \(v = (v_s)\) with values in \(U\) and \(V\), respectively. They control the state space process \(X = (X_s)\) which takes its values in \(R^d\); its dynamics is driven by a bounded, continuous function \(f = (f(t, x, u, v)) : [0, T] \times R^d \times U \times V \to R^d\) which is Lipschitz in \(x\), uniformly with respect to \((u, v)\), and the terminal pay-off function \(g : R^d \to R\) is supposed to be bounded and Lipschitz. Under these assumptions on \(f\) the above equation has a unique solution \(X = (X_s)_{s \in [t, T]}\), denoted by \(X_{t, x, u, v}\) in order to indicate the dependence on the initial data \((t, x)\) and the control processes \(u\) and \(v\) chosen by players 1 and 2, respectively; and for the associated pay-off functional we write \(J(t, x, u, v)\). While the objective of the first player consists in maximizing the pay-off at terminal time \(T\), the second player’s objective is to minimize it.

One important issue in the theory of two-person zero-sum differential games is the study of conditions under which the value of the game exists, i.e., under which the lower and the upper value functions of the game coincide. Indeed, with an appropriate concept of strategies, which will be introduced in Sect. 2, two value functions can be introduced, the lower and the upper one. For the case of a deterministic differential game with dynamics (1.1) and pay-off (1.2) the lower value function \(V : [0, T] \times R^d\) and the upper one \(U : [0, T] \times R^d\) are defined as follows:

$$V(t, x) = \sup_{\alpha} \inf_{\beta} J(t, x, \alpha, \beta),$$
$$U(t, x) = \inf_{\beta} \sup_{\alpha} J(t, x, \alpha, \beta), \quad (t, x) \in [0, T] \times R^d,$$  \hspace{1cm} (1.3)

where \(\alpha\) runs the set of admissible strategies for the first player, and \(\beta\) those for the second one. Given such a couple of admissible strategies \((\alpha, \beta)\), we define the associated pay-off functional \(J(t, x, \alpha, \beta)\) through the unique couple of controls \((u, v)\) such that \(\alpha(v) = u\) and \(\beta(u) = v\): \(J(t, x, \alpha, \beta) := J(t, x, u, v)\).

In the literature, since the pioneering works of Isaacs, there have been many works showing the existence of the value of the game, this means the equality between the lower and the upper value functions, under the so-called Isaacs condition saying that, for all \((t, x, p) \in [0, T] \times R^d \times R^d\),

$$\sup_{u \in U} \inf_{v \in V} f(t, x, u, v) p = \inf_{v \in V} \sup_{u \in U} f(t, x, u, v) p.$$  \hspace{1cm} (1.4)
Moreover, under this condition (1.4) the value function $V(= U)$ solves a partial differential equation, the so-called Hamilton–Jacobi–Isaacs equation. Such an existence result for the value was obtained in Evans and Souganidis (1984) in the context of nonanticipative Varaiya–Roxin–Elliot–Kalton strategies, see Elliot and Kalton (1972), Roxin (1969) and Varaiya and Lin (1967), and also in Bettiol et al. (2006), Cardaliaguet et al. (2000) and Plaskacz and Quincampoix (2000), but here for differential games with constraints. As concerns the context of positional strategies, we refer to Krasovskii and Subbotin (1988) for similar results.

For two-person zero-sum stochastic differential games the existence of a value was obtained in Fleming and Souganidis (1989) (cf. also Buckdahn et al. 2004; Rainer 2007) and later revisited and generalized in Buckdahn and Li (2008). We also refer the reader to Buckdahn et al. (2011) and the references therein for an overview and a more complete description of these approaches.

Our main goal in the present paper is to investigate the problem of the existence of a value without Isaacs condition. Having other approaches in the classical theory of differential games in mind, it is not surprising that we need a proper, suitable notion of mixed strategies. This proper notion of mixed strategies related with a suitable randomization allows to show that the lower and the upper value functions defined in mixed strategies coincide. Moreover, we prove that the value in mixed strategies $V = (V(t, x) = U(t, x))$ solves in viscosity sense the Hamilton–Jacobi–Isaacs equation

$$\frac{\partial}{\partial t}V(t, x) + H(t, x, \nabla_x V(t, x)) = 0, \quad (t, x) \in [0, T] \times R^d,$$

$$V(T, x) = g(x), \quad x \in R^d,$$

which Hamiltonian is given by

$$H(t, x, p) := \inf_{\nu \in \Delta V} \sup_{\mu \in \Delta U} \int_V \int_U f(t, x, u, v) \mu(du) \nu(dv) p,$$

$$(t, x, p) \in [0, T] \times R^d \times R^d.$$

Here $\Delta U$ and $\Delta V$ denote the set of probability measures on the set $U$ and $V$ (equipped with the Borel $\sigma$-field), respectively. It is worth pointing out that the supremum and the infimum in (1.6) commute due to the classical minmax theorem. This commutation between the supremum and the infimum in (1.6) constitutes also the key in the proof of the existence of the value in mixed strategies; it can be regarded as an automatically satisfied Isaacs condition concerning $\Delta U$ and $\Delta V$ interpreted as control state spaces. Having this in mind one could immediately define mixed strategies as nonanticipative strategies with delay for controls taking their values in $\Delta U$ and $\Delta V$, respectively. This would lead to the same value of the game, given by (1.5).

But proceeding like that would mean to use relaxed controls. However, being interested in strong controls, i.e., controls taking their values in the given control state space $U$ and $V$, respectively, we define controls and strategies, where the randomness—necessary for defining the concept of mixed strategies—appears in the choices
of the players and not in the values of the controls. In this sense our work can be considered as an extension of the famous Kuhn Theorem for repeated games (cf. Kuhn 1953 and also Aumann 1964) to the context of deterministic differential games. Not wanting to consider measure-valued controls, it is standard in stochastic analysis to consider an additional randomization. However, if both players use the same randomization and not independent ones, we don’t get (1.5) but only two classical Hamilton–Jacobi equations which Hamiltonians are the two terms in (1.4) which are different in general because the Isaacs condition is not supposed. Once independent randomization for the both players is accepted, it becomes clear that they have to be done along a partition which mesh tends to zero: it is the only possibility for the both players to have access to the same information at an increasing number of time points, becoming dense in $[0, T]$ in the limit. We show in our work that this approach leads to a value in strategies $V$ solving (1.5)–(1.6).

To the best of our knowledge, the existence of the value for differential games without Isaacs condition was only investigated in the case of positional strategies in Krasovskii and Subbotin (1988), Subbotin and Chentsov (1981) but with different techniques. Moreover, the nonanticipative strategies used in Bettiol et al. (2006), Cardaliaguet et al. (2000), Plaskacz and Quincampoix (2000) do not allow to write the game in a normal form (i.e., to play a strategy of one player against a strategy of the other one) and, consequently, they are not appropriate for the definition of mixed strategies. Here in our work we use the concept of nonanticipativity with delays (see Buckdahn et al. 2004, 2011; Cardaliaguet and Quincampoix 2008) and we define a corresponding notion of mixed strategies.

Let us also mention that our approach is not restricted to differential games with only terminal cost. Indeed, a differential game with running cost, which cost functional writes

$$J(t, x, u, v) = g(X_T) + \int_t^T h(s, X_s, u_s, v_s) \, ds,$$

can always be rewritten as a differential game without running cost. For this, we consider the $d + 1$-dimensional dynamics composed of Eq. (1.1):

$$\frac{d}{ds}X_s = f(s, X_s, u_s, v_s), \quad s \in [t, T]; \quad X_t = x;$$

and enlarged by

$$\frac{d}{ds}X_s = h(s, X_s, u_s, v_s), \quad s \in [t, T]; \quad X_T = 0.$$

This eliminates the running cost and, for the terminal cost $\bar{g}(x, \bar{x}) = g(x) + \bar{x}$, we have $J(t, x, u, v) = \bar{g}(X_T, \bar{X}_T)$. It shall be emphasized that the definition of our admissible controls and the nonanticipative strategies with delay, not being based on the dynamics (we have neither feedback controls nor positional strategies), is not influenced by the augmentation of the dimension of the dynamics.
Let us explain the organization of the paper and link it with some explanation concerning our approach: Sect. 2 is devoted to some preliminaries. We introduce there, in particular, the underlying filtered probability space $(\Omega, \mathcal{F}, \mathbb{F} = (\mathcal{F}_j)_{j \geq 1}, P)$ which we use for the randomization of the controls and the strategies. Given an arbitrary partition $\Pi$ of the interval $[0, T]$, we introduce the admissible controls for both players along this partition $\Pi$ and the corresponding nonanticipative strategies with delay (for short NAD-strategies). The specificity of the choice of our admissible controls along the partition $\Pi = \{0 = t_0 < \cdots < t_n = T\}$ consists in the fact that, given the available information $\mathcal{F}_i$ at time $t_i$, the admissible control processes for player 1 restricted to the time interval $[t_i, t_{i+1})$ are independent of those for player 2. This conditional independence of the control processes on subintervals defined by the partition $\Pi$ turns out to be the crucial element in our approach. We show that, along the partition $\Pi$, for every couple of NAD-strategies $\alpha, \beta$, there exists a unique couple of admissible controls $u, v$ of players 1 and 2, respectively, such that $\alpha(v) = u$ and $\beta(u) = v$. This allows to give a sense to the pay-off functional $J(t, x, \alpha, \beta)$. Since the admissible controls are random, also the pay-off functionals are random, and so are, a priori, $V^\Pi$ and $U^\Pi$, the lower and the upper value functions along the partition $\Pi$. In Sect. 3 we show that $V^\Pi$ and $U^\Pi$ satisfy along the partition $\Pi$ the dynamic programming principle (DPP). This principle allows to prove with the help of a backward iteration that $V^\Pi$ and $U^\Pi$ are deterministic. For this a key result is that $V^\Pi$ and $U^\Pi$ are invariant with respect to a certain class of bijective transformations $\tau : \Omega \to \Omega$ which law is equivalent to the underlying probability measure $P$, combined with a statement saying that any random variable with such an invariance property has to coincide $P$-almost surely with a constant. The proof extends an idea coming from Buckdahn and Li (2008), where it was developed for a Brownian framework. Furthermore, the fact that $V^\Pi$ and $U^\Pi$ are deterministic, allows to prove that

$$
V^\Pi(t, x) = \sup_{\alpha} \inf_{\beta} E[J(t, x, \alpha, \beta)], \quad U^\Pi(t, x) = \inf_{\beta} \sup_{\alpha} E[J(t, x, \alpha, \beta)],
$$

$$(t, x) \in [0, T] \times \mathbb{R}^d, \quad (1.7)
$$

where $\alpha$ runs the set of NAD-strategies along $\Pi$ for the first player, and $\beta$ those for the second player. This combined with standard estimates yields that $V^\Pi$ and $U^\Pi$ are jointly Lipschitz in $(t, x)$, with a Lipschitz constant which does not depend on the partition $\Pi$. From there we deduce in Sect. 4 that the lower and the upper value functions $V^\Pi$ and $U^\Pi$ converge uniformly on compacts to the unique solution of the Hamilton–Jacobi–Isaacs equation (1.5), as the maximal distance $|\Pi|$ between two neighboring points of the partition $\Pi$ tends to zero. Consequently, the limits of $V^\Pi$ and $U^\Pi$, $V := \lim_{|\Pi| \to 0} V^\Pi$ and $U := \lim_{|\Pi| \to 0} U^\Pi$ exist and coincide: $V = U$ is the value in mixed strategies of the game.

## 2 Preliminaries

Let $\lambda_2(dx) = dx$ denote the two-dimensional Borel measure defined on the quadrat $[0, 1]^2 \subset \mathbb{R}^2$ endowed with the Borel field $\mathcal{B}([0, 1]^2)$. Denoting by $\mathbb{N}$ the set of all
positive integers we introduce our underlying probability space \((\Omega, \mathcal{F}, P)\) as product space

\[
(\Omega, \mathcal{F}, P) := \left( ([0, 1]^2)^N, \mathcal{B}([0, 1]^2)^{\otimes N}, \lambda_2^{\otimes N} \right),
\]
i.e., \(\Omega = \{\omega = (\omega_j)_{j \geq 1} | \omega_j \in [0, 1]^2, j \geq 1\}\) is the space of all \([0, 1]^2\)-valued sequences, endowed with the product Borel-field \(\mathcal{F} = \mathcal{B}([0, 1]^2)^{\otimes N}\) and the product probability measure \(P = \lambda_2^{\otimes N}\). Moreover, letting \(\xi_j = (\xi_{j,1}, \xi_{j,2}) : \Omega \rightarrow [0, 1]^2\) denote the coordinate mapping on \(\Omega\):

\[
\xi_j(\omega) = (\xi_{j,1}(\omega), \xi_{j,2}(\omega)) = (\omega_{j,1}, \omega_{j,2}), \quad \omega = (\omega_{j,1}, \omega_{j,2})_{j \geq 1} \in \Omega,
\]
we have that \(\mathcal{F}\) is the smallest \(\sigma\)-field over \(\Omega\), with respect to which all coordinate mappings \(\xi_j, j \geq 1\), are measurable. In what follows we will also need the \(\sigma\)-fields \(\mathcal{G}_j := \xi_j^{-1}(\mathcal{B}([0, 1])) = \{\xi_{j,1} \in \Gamma | \Gamma \in \mathcal{B}([0, 1])\}\) and \(\mathcal{H}_j := \xi_j^{-1}(\mathcal{B}([0, 1]))\) generated by \(\xi_{j,1}\) and \(\xi_{j,2}\), respectively, \(j \geq 1\), as well as the \(\sigma\)-field

\[
\mathcal{F}_j := \sigma \{ \bigcup_{i \leq j} (\mathcal{G}_i \cup \mathcal{H}_i) \} = \sigma \{ \xi_i, 1 \leq i \leq j \},
\]
generated by the coordinate mappings \(\xi_1, \ldots, \xi_j\), for \(j \geq 1\). We remark that, for all \(j \geq 1\), the \(\sigma\)-fields \(\mathcal{G}_j, \mathcal{H}_j\) and \(\mathcal{F}_{j-1}\) are independent. Moreover, \(\mathcal{F} = (\mathcal{F}_j)_{j \geq 1}\) forms a time-discrete filtration, and \(\mathcal{F} = \vee_{j \geq 1} \mathcal{F}_j := \sigma \{ \bigcup_{j \geq 1} \mathcal{F}_j \}\). We also recall that a random time \(\tau : \Omega \rightarrow \{0, 1, 2, \ldots\}\) is an \(\mathcal{F}\)-stopping time, if \(\{\tau = j\} \in \mathcal{F}_j, j \geq 0\).

Let \(U\) and \(V\) be compact metric spaces; by \(\Delta U\) and \(\Delta V\) we denote the space of probability measures on \((U, \mathcal{B}(U))\) and on \((V, \mathcal{B}(V))\), respectively. The fact that all probability measure \(\mu \in \Delta U\) (\(\nu \in \Delta V\), resp.) coincides with the law of a suitable \(U\)-valued random variable (\(V\)-valued random variable, resp.) defined over the space \(([0, T], \mathcal{B}([0, T]))\) endowed with the one-dimensional Borel measure (it’s an elementary consequence of Skorohod’s Representation Theorem, refer to p. 70 in Billingsley 1999), implies, in particular, that

\[
\Delta U = \left\{ P_\xi | \xi \in L^0(\Omega, \mathcal{G}_j; P; U) \right\} \quad (\text{see footnote 1 below}),
\]

\[
\Delta V = \left\{ P_\xi | \xi \in L^0(\Omega, \mathcal{H}_j; P; U) \right\}, \quad j \geq 1.
\]

In order to introduce the dynamics of the controlled system we want to investigate, we shall begin with defining the admissible controls for the both players. We define them along a partition \(\Pi\) of the time interval \([0, T]\).

**Definition 2.1 (admissible control)** A process \(u \in L^0_F(0, T; U)\) (see footnote 2 below)\(^1\) is said to be an admissible control for player 1 along a partition \(\Pi = \{0 = \)

\(^1\) As usual, \(L^0(\Omega, \mathcal{G}_j; P; U)\) denotes the space of all \(U\)-valued random variables defined on \((\Omega, \mathcal{G}_j, P)\).

\(^2\) \(L^0_F(0, T; U)\) denotes the space of all measurable \(U\)-valued processus \(u = (u_t)_{t \in [0,T]}\) such that \(u_t\) is \(\mathcal{F}\)-measurable, for all \(t \in [0, T]\).


\[ t_0 < t_1 < \cdots < t_n = T \] of the interval \([0, T]\), if, for any \( j \) (\( 1 \leq j \leq n \)), its restriction \( u_{\pi(t_{j-1}, t_j)} \) to the interval \([t_{j-1}, t_j]\) is of the form \( u_{\pi(t_{j-1}, t_j)} = \sum_{k \geq 1} I_{\Gamma_{j,k}^1} u_{j,k} \), where \((\Gamma_{j,k})_{k \geq 1} \subset F_{j-1}\) is a partition of \( \Omega \) and \((u_{j,k})_{k \geq 1} \subset L^0_{G_j}(t_{j-1}, t_j; U)\). If this is the case, we write \( u \in \mathcal{U}_0^T \).

Similarly, we say that \( v \in L^0_F(0, T; V) \) is an admissible control along the partition \( \Pi \) for player 2, if, for any \( j \) (\( 1 \leq j \leq n \)), its restriction \( v_{\pi(t_{j-1}, t_j)} \) to the interval \([t_{j-1}, t_j]\) is of the form \( v_{\pi(t_{j-1}, t_j)} = \sum_{k \geq 1} I_{\Gamma_{j,k}^1} v_{j,k} \), where \((\Gamma_{j,k})_{k \geq 1} \subset F_{j-1}\) is a partition of \( \Omega \) and \((v_{j,k})_{k \geq 1} \subset L^0_{H_j}(t_{j-1}, t_j; V)\). If this is the case, we write \( v \in \mathcal{V}_0^T \).

Finally, for \( 0 \leq t \leq t_f \in \Pi \), we put

\[ \mathcal{U}_{t, t_f}^\Pi := \{ (u_s)_{s \in [t, t_f]} | u \in \mathcal{U}_0^T \} \quad \text{and} \quad \mathcal{V}_{t, t_f}^\Pi := \{ (v_s)_{s \in [t, t_f]} | v \in \mathcal{V}_0^T \}. \]

Let us describe now the dynamics of our differential game along a partition \( \Pi \) of the interval \([0, T]\). For this we consider a bounded continuous function \( f = (f(t, x, u, v)) : [0, T] \times R^d \times U \times V \rightarrow R^d \) which is supposed to be Lipschitz in \( x \), uniformly with respect to \((t, u, v)\). Given initial data \((t, x) \in [0, T] \times R^d\) and two controls \( u \in \mathcal{U}_{t,T}^\Pi \) and \( v \in \mathcal{V}_{t,T}^\Pi \), we define the continuous process \( X^{t,x,u,v} = (X^{t,x,u,v}_s)_{s \in [t, T]} \) as the unique solution of the following pathwise differential equation:

\[ X^{t,x,u,v}_s = x + \int_t^s f(r, X^{t,x,u,v}_r, u_r, v_r) \, dr, \quad s \in [t, T], \quad (u, v) \in \mathcal{U}_{t,T}^\Pi \times \mathcal{V}_{t,T}^\Pi. \]

(2.1)

We remark that standard estimates show

**Lemma 2.1** For a suitable real constant \( C \) independent of the partition \( \Pi \) we have, for all \((u, v) \in \mathcal{U}_{t,T}^\Pi \times \mathcal{V}_{t,T}^\Pi\), for all \((t, x), (t', x') \in [0, T] \times R^d\) and all \( s \in [t \land t', T]\),

\[ \begin{align*}
&\text{(i) } |X^{t,x,u,v}_s - x| \leq CT, \\
&\text{(ii) } |X^{t,x,u,v}_s - X^{t',x',u,v}_s| \leq C(|t - t'| + |x - x'|). 
\end{align*} \]

(2.2)

Let \( g : R^d \rightarrow R \) be a bounded Lipschitz function. For a game over the time interval \([t, T]\) along the partition \( \Pi = \{0 = t_0 < t_1 < \cdots < t_n = T\}\), with \( 0 \leq i \leq n - 1 \) such that \( t_i \leq t < t_{i+1} \), we consider the pay-off functional \( E[g(X^1_{t_i}, x_{u,v})] \) which player 1 tries to maximize through the control \( u \in \mathcal{U}_{t,T}^\Pi \) and player 2 tries to minimize through his choice of \( v \in \mathcal{V}_{t,T}^\Pi \). However, in order to guarantee the existence of a value of the game, we consider a game in which both players use nonanticipative strategies with delay (NAD-strategies).

**Definition 2.2** *(NAD-strategies)* Let \( \Pi = \{0 = t_0 < t_1 < \cdots < t_n = T\} \) be a partition of the interval \([0, T]\) and \( 0 \leq t \leq t_i \in \Pi \). We say that \( \beta : \mathcal{U}_{t, t_i}^\Pi \rightarrow \mathcal{V}_{t, t_i}^\Pi \) is an NAD-strategy for player 2 over the time interval \([t, t_i]\) along the partition \( \Pi \), if for all \( \mathbb{F}\)-stopping time \( \tau : \Omega \rightarrow \{0, 1, \ldots, n - 1\} \) and all controls \( u, u' \in \mathcal{U}_{t, t_i}^\Pi \) with
$u = u'$, $dsdP$-a.s. on $[[t, t_{\tau}]]$ (see footnote 3 below), it holds $\beta(u) = \beta(u')$, $dsdP$-a.s. on $[[t, t_{\tau+1}]]$. The set of all NAD-strategy for player 2 over $[t, t_{\tau}]$ along $\Pi$ is denoted by $B^\Pi_{t_{\tau},t_{\tau+1}}$.

In an obvious symmetric way we also introduce for player 1 the set of all NAD-strategies over the interval $[t, t_{\tau}]$ along $\Pi$, and we denote it by $A^\Pi_{t_{\tau},t_{\tau+1}}$.

The following result is crucial; it permits to associate couples of NAD-strategies with couples of admissible controls.

**Lemma 2.2** For all couple of NAD-strategies $(\alpha, \beta) \in A^\Pi_{t_{\tau},t_{\tau+1}} \times B^\Pi_{t_{\tau},t_{\tau+1}}$, there exists unique couple of admissible controls $(u, v) \in U^\Pi_{t_{\tau},t_{\tau+1}} \times V^\Pi_{t_{\tau},t_{\tau+1}}$ such that $\alpha(v) = u$, $\beta(u) = v$, $dsdP$-a.s. on $[t, t_{\tau}] \times \Omega$.

Although such a result is well-known for deterministic and stochastic differential games (see, for instance, Buckdahn et al. 2004, 2011), we want to sketch here the proof for the convenience of the reader, because the context we study differs a bit from that of Buckdahn et al. (2004, 2011).

**Proof** Let $\Pi = \{0 = t_0 < t_1 < \cdots < t_n = T\}$ be a partition of the interval $[0, T]$, $0 \leq t_i \leq t < t_{i+1} \leq t_i \in \Pi$, and $(\alpha, \beta) \in A^\Pi_{t_{\tau},t_{\tau+1}} \times B^\Pi_{t_{\tau},t_{\tau+1}}$. Then, due to the definition of NAD-strategies, $\alpha(v)$, $\beta(u)$ restricted to the interval $[t, t_{i+1}]$ depend only on the restrictions of the controls $v \in V^\Pi_{t_{\tau},t_{\tau+1}}$ and $u \in U^\Pi_{t_{\tau},t_{\tau+1}}$ to the interval $[t, t_i]$. But since this interval is empty or at most a singleton (and, hence, of Lebesgue measure zero), $\alpha(v)$, $\beta(u)$ restricted to the interval $[t, t_{i+1}]$ don’t depend on $v$ and $u$. Consequently, given arbitrary $u^0 \in U^\Pi_{t_{\tau},t_{\tau+1}}$, $v^0 \in V^\Pi_{t_{\tau},t_{\tau+1}}$, we put $u^1 := \alpha(v^0)$, $v^1 := \beta(u^0)$, and we have

$$\alpha(v^1) = u^1, \quad \beta(u^1) = v^1, \quad \text{on } [t, t_{i+1}].$$

Supposing that we have constructed $(u^{j-1}, v^{j-1}) \in U^\Pi_{t_{\tau},t_{\tau+1}} \times V^\Pi_{t_{\tau},t_{\tau+1}}$ such that $\alpha(v^{j-1}) = u^{j-1}$ and $\beta(u^{j-1})$ restricted to the interval $[t, t_{i+j}]$, we put $u^j := \beta(u^{j-1})$, $v^j := \alpha(u^{j-1})$. Then, obviously, $(u^j, v^j) \in U^\Pi_{t_{\tau},t_{\tau+1}} \times V^\Pi_{t_{\tau},t_{\tau+1}}$, $u^j, v^j = (u^{j-1}, v^{j-1})$, $dsdP$-a.s. on $[t, t_{i+j} - 1]$, and because of the NAD property of the strategies $\alpha$, $\beta$ we have $u^j = \beta(v^j)$, $v^j = \alpha(u^j)$, $dsdP$-a.s. on $[t, t_{i+j}]$. By iterating the argument up to $j = l - i$ we obtain the assertion of the lemma.

**Remark 2.1** Given a couple of NAD-strategies $(\alpha, \beta) \in A^\Pi_{t_{\tau},t_{\tau+1}} \times B^\Pi_{t_{\tau},t_{\tau+1}}$ the above Lemma 2.2 allows to define the dynamics $X^t,x,a,\beta = (X^t,x,a,\beta)_s \in \Gamma_{[t,T]}$ along the partition $\Pi$ over the interval $[t, t_{\tau}]$ through that of the couple of admissible controls $(u, v) \in U^\Pi_{t_{\tau},t_{\tau+1}} \times V^\Pi_{t_{\tau},t_{\tau+1}}$, associated with by the relation $\alpha(v) = u$, $\beta(u) = v$, $dsdP$-a.s. on $[t, t_{\tau}] \times \Omega$, i.e., $X^t,x,a,\beta := X^t,x,u,v, s \in \Gamma_{[t,t_{\tau}]}$.

After the above preliminary discussion we can now introduce the value functions of the game along a partition $\Pi = \{0 = t_0 < \cdots < t_n = T\}$ of the interval $[0, T]$.

---

3 The stochastic interval $[[t, t_{\tau}]]$ is defined as $\{(s, \omega) \in [t, T] \times \Omega | t \leq s \leq t_{\tau(\omega)}\}$. 
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For the initial data \((t, x) \in [0, T] \times \mathbb{R}^d\) we define the lower value function \(V\) and the upper value function \(U\) along a partition \(\Pi = \{0 = t_0 < \cdots < t_n = T\}\) as follows:

\[
V^\Pi(t, x) := \operatorname{esssup}_{\alpha \in A_{t, i}} \operatorname{essinf}_{\beta \in B_{t, i}} E \left[ g \left( X^t_{t_i}, x, \alpha, \beta \right) \mid \mathcal{F}_i \right],
\]

\[
U^\Pi(t, x) := \operatorname{essinf}_{\beta \in B_{t, i}} \operatorname{esssup}_{\alpha \in A_{t, i}} E \left[ g \left( X^t_{t_i}, x, \alpha, \beta \right) \mid \mathcal{F}_i \right],
\]  

for \(t_i \leq t < t_{i+1} < T\) \((0 \leq i \leq n - 1)\).

We emphasize that, since the lower and the upper value functions are defined as a combination of essential supremum and essential infimum over an indexed family of uniformly bounded, \(\mathcal{F}_i\)-measurable random variables, also they themselves are a priori bounded, \(\mathcal{F}_i\)-measurable random variables. (Recall the definition of the essential supremum and infimum, e.g., in Dunford and Schwartz 1957; Dellacherie 1977 or in the appendix of Karatzas and Shreve 1988, where a detailed discussion is made.) However, in the next section we will show that the lower and the upper value functions are deterministic. (The interested reader is also referred to Buckdahn and Li 2008, where a comparable approach, but in a completely different framework is done for stochastic differential games with Isaacs condition).

We also remark that we have the following statement as an immediate consequence of Lemma 2.1 and the fact the function \(g\) is bounded and Lipschitz:

**Lemma 2.3** Under our standard assumptions on the coefficients \(f\) and \(g\) we have that there is some constant \(L\) such that, for all \((t, x), (t', x') \in [0, T] \times \mathbb{R}^d\) and for all partition \(\Pi\),

\[
\begin{align*}
(i) \quad |V^\Pi(t, x)| &\leq L, \\
(ii) \quad |V^\Pi(t, x) - V^\Pi(t', x')| &\leq L|x - x'|, \text{ P-a.s.}
\end{align*}
\]  

**3 Lower and upper value functions along a partition**

The objective of this section is to study the properties of the above introduced lower and upper value functions along a partition \(\Pi = \{0 = t_0 < \cdots < t_n = T\}\) of the interval \([0, T]\). More precisely, we first establish a DPP which on its part will allow to prove that the both value functions are deterministic.

**Theorem 3.1** (Dynamic Programming Principle) Let \(\Pi = \{0 = t_0 < \cdots < t_n = T\}\) be an arbitrary partition of the interval \([0, T]\) and \((t, x) \in [0, T] \times \mathbb{R}^d\). Then, for \(i, l\) such that \(t_i \leq t < t_{i+1} \leq t_l\),

\[
\begin{align*}
V^\Pi(t, x) &= \operatorname{esssup}_{\alpha \in A_{t, i}} \operatorname{essinf}_{\beta \in B_{t, i}} E \left[ V^\Pi(t_l, X^t_{t_i}, x, \alpha, \beta) \mid \mathcal{F}_i \right], \\
U^\Pi(t, x) &= \operatorname{essinf}_{\beta \in B_{t, i}} \operatorname{esssup}_{\alpha \in A_{t, i}} E \left[ U^\Pi(t_l, X^t_{t_i}, x, \alpha, \beta) \mid \mathcal{F}_i \right], \text{ P-a.s.}
\end{align*}
\]  

For the proof which will be split in two lemmas, we will restrict to the lower value function along a partition; the proof for the upper value function along a partition uses
a symmetric argument. Keeping the notations introduced in the above theorem we put
\[
\tilde{V}_l^{\Pi}(t, x) = \operatorname{esssup}_{\alpha \in A_{t, l}^{\Pi}} \operatorname{essinf}_{\beta \in B_{t, l}^{\Pi}} E \left[ V^{\Pi} \left( t, X_{t_l}^{l, x, \alpha, \beta} \right) \mid \mathcal{F}_l \right]. \tag{3.2}
\]

We remark that \( \tilde{V}_l^{\Pi}(t, x) \) is an \( \mathcal{F}_l \)-measurable random variable.

**Lemma 3.1** Under our standard assumptions we have \( \tilde{V}_l^{\Pi}(t, x) \leq V^{\Pi}(t, x), \) \( P \)-a.s.

**Proof** Step 1. Let us fix arbitrarily \( \varepsilon > 0 \). Then, there exists \( \alpha_1^e \in A_{t, l}^{\Pi} \) such that
\[
\tilde{V}_l^{\Pi}(t, x) \leq \operatorname{essinf}_{\beta_1 \in B_{t, l}^{\Pi}} E \left[ V^{\Pi} \left( t, X_{t_l}^{l, x, \alpha_1^e, \beta_1} \right) \mid \mathcal{F}_l \right] + \varepsilon, \quad P \text{-a.s.} \tag{3.3}
\]

Indeed, setting \( I_1(\alpha) = \operatorname{essinf}_{\beta \in B_{t, l}^{\Pi}} E [ V^{\Pi} (t, X_{t_l}^{l, x, \alpha, \beta}) \mid \mathcal{F}_l ] \), we know from the properties of the essential supremum over a family of random variables that there is a countable sequence \( (\alpha_k)_{k \geq 1} \subset A_{t, l}^{\Pi} \) such that
\[
\tilde{V}_l^{\Pi}(t, x) = \operatorname{esssup}_{\alpha_1 \in A_{t, l}^{\Pi}} I_1(\alpha_1) = \sup_{k \geq 1} I_1(\alpha_k), \quad P \text{-a.s.} \tag{3.4}
\]

Then, obviously, \( \Delta_k := \{ \tilde{V}_l^{\Pi}(t, x) \leq I_1(\alpha_k) + \varepsilon \} \subset \mathcal{F}_l, \ k \geq 1, \) and putting \( \Gamma_k := \Delta_k \setminus \bigcup_{j < k} \Delta_j \), \( k \geq 1 \), we define an \( (\Omega, \mathcal{F}_l) \)-partition, i.e., a partition of \( \Omega \), composed of elements of the \( \sigma \)-field \( \mathcal{F}_l \). Let us now introduce the mapping \( \alpha_1^e := \Sigma_{k \geq 1} I_{\Gamma_k} \alpha_k(\cdot) : \ V_{t, l_l}^{\Pi} \to U_{t, l_l}^{\Pi}. \) It can be easily checked that such defined mapping belongs to \( A_{t, l_l}^{\Pi} \), and standard arguments (see, e.g., Buckdahn and Li 2008) allow to show that
\[
E \left[ V^{\Pi} \left( t, X_{t_l}^{l, x, \alpha_1^e, \beta_1} \right) \mid \mathcal{F}_l \right] = \sum_{j \geq 1} I_{\Gamma_j} E \left[ V^{\Pi} \left( t, X_{t_l}^{l, x, \alpha_j, \beta_1} \right) \mid \mathcal{F}_l \right],
\]

for all \( \beta_1 \in B_{t, l_l}^{\Pi}. \)

Therefore, again for all \( \beta_1 \in B_{t, l_l}^{\Pi}, \)
\[
\tilde{V}_l^{\Pi}(t, x) \leq \sum_{k \geq 1} I_{\Gamma_k} I_1(\alpha_k) + \varepsilon
\]
\[
\leq \sum_{k \geq 1} I_{\Gamma_k} E \left[ V^{\Pi} \left( t, X_{t_l}^{l, x, \alpha_k, \beta_1} \right) \mid \mathcal{F}_l \right] + \varepsilon
\]
\[
= E \left[ V^{\Pi} \left( t, X_{t_l}^{l, x, \alpha_1^e, \beta_1} \right) \mid \mathcal{F}_l \right] + \varepsilon.
\]

Given now an arbitrary \( \beta \in B_{t, T}^{\Pi} \) and any \( u_2 \in U_{t_l, T}^{\Pi} \) we make the following particular choice of \( \beta_1: \)
\[
\beta_1(u_1)(s) := \beta(u)(s), \quad s \in [t, t_l], \ u_1 \in U_{t_l, l_l}^{\Pi},
\]
where

\[ u(s) := \begin{cases} 
  u_1(s), & s \in [t, t_1] \\
  u_2(s), & s \in (t_1, T]. 
\end{cases} \]

Abbreviating, in what follows we will write for such a process composed over different intervals:

\[ u = u_1 \oplus u_2, \quad \beta_1(u_1) = \beta(u_1 \oplus u_2)_{|[t, t_1]} . \]

We observe that \( \beta_1 \in B_{t_1, t}^\Pi \), and as consequence of its nonanticipativity property, it is independent of the particular choice of \( u_2 \). Consequently,

\[
\tilde{V}_t^\Pi(t, x) \leq \epsilon + E \left[ V^\Pi \left( t, X_{t_1}^{t, x, \alpha_1^\epsilon, \beta_1} \right) \mid \mathcal{F}_i \right], \quad P\text{-a.s.,} \quad (3.5)
\]

for our particular choice of \( \beta_1 \), since we have seen that this relation holds true for all \( \beta_1 \in B_{t_1, t}^\Pi \).

**Step 2.** Let us now continue by discussing the expression \( V^\Pi \left( t, X_{t_1}^{t, x, \alpha_1^\epsilon, \beta_1} \right) \) inside the above conditional expectation in (3.5). For this end we consider a partition \( (O_j)_{j \geq 1} \) of \( R^d \), composed of nonempty Borel sets, such that, for all \( j \geq 1 \), the maximal distance between two elements of \( O_j \) is less than or equal to \( \epsilon \). Let us fix in all \( O_j \) an arbitrary element \( y_j \).

In analogy to Step 1 we see also here that, for every \( j \geq 1 \), there exists \( \alpha_2^{x, j} \in A_{t_1, T}^\Pi \) such that

\[
V^\Pi(t_1, y_j) = \text{esssup}_{\alpha_2 \in A_{t_1, T}} \text{essinf}_{\beta_2 \in B_{t_1, T}^\Pi} E \left[ g \left( X_T^{y_j, \alpha_2, \beta_2} \right) \mid \mathcal{F}_i \right] \leq \epsilon + \text{essinf}_{\beta_2 \in B_{t_1, T}^\Pi} E \left[ g \left( X_T^{y_j, \alpha_2^{x, j}, \beta_2} \right) \mid \mathcal{F}_i \right], \quad P\text{-a.s.}
\]

In dependence of our \( \beta \in B_{t_1, T}^\Pi \) already chosen in the preceding Step 1 we want to make now a particular choice of \( \beta_2 \in B_{t_1, T}^\Pi \). For this end we notice that, since \( (\alpha_1^\epsilon, \beta_1) \in A_{t_1, t}^\Pi \times B_{t_1, t}^\Pi \), due to Lemma 2.2 there exists a unique couple \( (\alpha_1^\epsilon, \beta_1) \in U_{t_1} \times V_{t_1} \) such that \( \alpha_1^\epsilon \left( v_1^\epsilon \right) = u_1^\epsilon \), and \( \beta_1(u_1^\epsilon) = v_1^\epsilon \). With the notations introduced in Step 1 we define now

\[
\beta_2(u_2) := \beta \left( u_1^\epsilon \oplus u_2 \right)_{|[t_1, T]}, \quad u_2 \in U_{t_1, T}^\Pi.
\]

It is straight-forward to check that \( \beta_1 \in B_{t_1, t}^\Pi \), and, consequently,

\[
V^\Pi \left( t_1, y_j \right) \leq \epsilon + E \left[ g \left( X_T^{y_j, \alpha_2^{x, j}, \beta_2} \right) \mid \mathcal{F}_i \right], \quad P\text{-a.s.} \quad (3.6)
\]
Thus, from the Lipschitz continuity of $V^\Pi(\cdot, \cdot)$ (see Lemma 2.3) we obtain

$$
V^\Pi(t_1, X_{t_1}^{t,x,\alpha_1^\varepsilon,\beta_1}) \leq C\varepsilon + \sum_{j \geq 1} V^\Pi(t_1, y_j) I_{\{X_{y_j}^{t,x,\alpha_1^\varepsilon,\beta_1} \in O_j\}} \\
\leq (C + 1)\varepsilon + \sum_{j \geq 1} I_{\{X_{y_j}^{t,x,\alpha_1^\varepsilon,\beta_1} \in O_j\}} E \left[ g\left(X_T^{y_j,y_j,\alpha_2^\varepsilon,\beta_2}\right) | F_t \right].
$$

(3.7)

Let us introduce now $\alpha_2^\varepsilon := \sum_{j \geq 1} I_{\{X_{y_j}^{t,x,\alpha_1^\varepsilon,\beta_1} \in O_j\}} \alpha_2^{\varepsilon,j}$. It is easy to verify that $\alpha_2^\varepsilon$ belongs to $A^{\Pi}_{t_1,T}$. On the other hand, for every $(\alpha_2^{\varepsilon,j}, \beta_2) \in A^{\Pi}_{t_1,T} \times B^{\Pi}_{t_1,T}$, there exists a unique couple $(u_2^{\varepsilon,j}, v_2^{\varepsilon,j}) \in U^{\Pi}_{t_1,T} \times V^{\Pi}_{t_1,T}$, such that

$$
\alpha_2^{\varepsilon,j}\left(v_2^{\varepsilon,j}\right) = u_2^{\varepsilon,j}, \quad \beta_2\left(u_2^{\varepsilon,j}\right) = v_2^{\varepsilon,j},
$$

and with its help we define

$$
(u_2^\varepsilon, v_2^\varepsilon) := \sum_{j \geq 1} I_{\{X_{y_j}^{t,x,\alpha_1^\varepsilon,\beta_1} \in O_j\}} \left(u_2^{\varepsilon,j}, v_2^{\varepsilon,j}\right) \in U^{\Pi}_{t_1,T} \times V^{\Pi}_{t_1,T}.
$$

Then, according to the definition of $\alpha_2^\varepsilon$ and the nonanticipativity of the elements of $A^{\Pi}_{t_1,T}$ (see Definition 2.2 for nonanticipative strategies), since $v_2^\varepsilon = v_2^{\varepsilon,j}$ on $\{X_{y_j}^{t,x,\alpha_1^\varepsilon,\beta_1} \in O_j\} \times [t_1, T]$, we also have

$$
\alpha_2^\varepsilon\left(v_2^\varepsilon\right) = \alpha_2^{\varepsilon,j}\left(v_2^{\varepsilon,j}\right) = \alpha_2^{\varepsilon,j}\left(v_2^{\varepsilon,j}\right) = u_2^{\varepsilon,j} = u_2^\varepsilon
$$

on $\{X_{y_j}^{t,x,\alpha_1^\varepsilon,\beta_1} \in O_j\} \times [t_1, T]$, $j \geq 1$.

Consequently, since $(\mathcal{O}_j)_{j \geq 1}$ forms a partition of $R^d$, it holds $\alpha_2^\varepsilon(v_2^\varepsilon) = u_2^\varepsilon$. Analogously, we obtain $\beta_2(u_2^\varepsilon) = v_2^\varepsilon$. Moreover, recalling that $(u_1^\varepsilon, v_1^\varepsilon) \in A^{\Pi}_{t_1,T} \times B^{\Pi}_{t_1,T}$ has been introduced such that $\alpha_1^\varepsilon(v_1^\varepsilon) = u_1^\varepsilon$, $\beta_1(u_1^\varepsilon) = v_1^\varepsilon$, we define a couple of controls $(u^\varepsilon, v^\varepsilon) \in U^{\Pi}_{t_1,T} \times V^{\Pi}_{t_1,T}$ by putting $u^\varepsilon := u_1^\varepsilon \oplus u_2^\varepsilon$ and $v^\varepsilon := v_1^\varepsilon \oplus v_2^\varepsilon$. Furthermore, we introduce

$$
\alpha^\varepsilon(v) := \alpha_1^\varepsilon(v_1) \oplus \alpha_2^\varepsilon(v_2), \quad \text{for } v_1 := v_{|[t_1,T]}, \quad v_2 := v_{|[t_1,T]}, \quad v \in V^{\Pi}_{t_1,T}.
$$

Then $\alpha^\varepsilon \in A^{\Pi}_{t_1,T}$, and $\alpha^\varepsilon(v^\varepsilon) = \alpha_1^\varepsilon(v_1^\varepsilon) \oplus \alpha_2^\varepsilon(v_2^\varepsilon) = u_1^\varepsilon \oplus u_2^\varepsilon = u^\varepsilon$, and, on the other hand, recalling the definition of $\beta_1$ and $\beta_2$, we have

$$
\beta\left(u^\varepsilon\right) = \beta\left(u_1^\varepsilon \oplus u_2^\varepsilon\right)_{|[t_1,T]} \oplus \beta\left(u_1^\varepsilon \oplus u_2^\varepsilon\right)_{|[t_1,T]} = \beta_1\left(u_1^\varepsilon\right) \oplus \beta_2\left(u_2^\varepsilon\right) = v_1^\varepsilon \oplus v_2^\varepsilon = v^\varepsilon.
$$
This shows that
\[(u^\varepsilon, v^\varepsilon) \in U_{t,T} \times V_{t,T} \text{ is the unique couple of controls which is }]
\[\text{associated with } (\alpha^\varepsilon, \beta) \in A_{t,T} \times B_{t,T}. \text{ Hence,}
\]
\[X_T^{u^\varepsilon, X^{t,x,\alpha^\varepsilon}_1, \beta_1, u^\varepsilon_2, v^\varepsilon_2} = X_T^{u^\varepsilon_1, X^{t,x,\alpha^\varepsilon}_1, u^\varepsilon_2, v^\varepsilon_2} = X_T^{t,x,\alpha^\varepsilon_1, \beta}, \quad (3.8)
\]
and, taking into account in addition the Lipschitz property of \(g\), we get
\[
\sum_{j \geq 1} \mathbf{1}_{\{X_T^{t,x,\alpha^\varepsilon_1, \beta_1} \in O_j\}} g\left(X_T^{t,x,\alpha^\varepsilon_1, \beta_1, u^\varepsilon_2, v^\varepsilon_2}\right) \\
= \sum_{j \geq 1} \mathbf{1}_{\{X_T^{t,x,\alpha^\varepsilon_1, \beta_1} \in O_j\}} g\left(X_T^{t,x,\alpha^\varepsilon_1, \beta_1, u^\varepsilon_2, v^\varepsilon_2}\right) \\
= \sum_{j \geq 1} \mathbf{1}_{\{X_T^{t,x,\alpha^\varepsilon_1, \beta_1} \in O_j\}} g\left(X_T^{t,x,\alpha^\varepsilon_1, \beta_1, u^\varepsilon_2, v^\varepsilon_2}\right) \\
\leq g\left(X_T^{t,x,\alpha^\varepsilon_1, \beta_1, u^\varepsilon_2, v^\varepsilon_2}\right) + C \varepsilon \\
= g\left(X_T^{t,x,\alpha^\varepsilon_1, \beta_1, u^\varepsilon_2, v^\varepsilon_2}\right) + C \varepsilon. \quad (3.9)
\]

Consequently, from (3.7) and (3.9),
\[V_{t_1, X^{t,x,\alpha^\varepsilon_1, \beta_1}} \leq C \varepsilon + E \left[ g\left(X_T^{t,x,\alpha^\varepsilon_1, \beta_1}\right) \mid \mathcal{F}_I \right], \quad P\text{-a.s.} \quad (3.10)
\]
Furthermore, from (3.5),
\[\tilde{V}_I^{t_1, X^{t,x,\alpha^\varepsilon_1, \beta_1}} \leq \varepsilon + E \left[ V_{t_1, X^{t,x,\alpha^\varepsilon_1, \beta_1}} \mid \mathcal{F}_I \right] \leq C \varepsilon + E \left[ g\left(X_T^{t,x,\alpha^\varepsilon_1, \beta_1}\right) \mid \mathcal{F}_I \right], \quad P\text{-a.s.} \quad (3.11)
\]
This relation holds true for our arbitrarily chosen and, hence, for all \(\beta \in B_{t,T}^{\Pi}\). It follows that
\[\tilde{V}_I^{t_1, X^{t,x,\alpha^\varepsilon_1, \beta_1}} \leq C \varepsilon + \text{essinf}_{\beta \in B_{t,T}^{\Pi}} E \left[ g\left(X_T^{t,x,\alpha^\varepsilon_1, \beta_1}\right) \mid \mathcal{F}_I \right] \leq C \varepsilon + \text{esssup}_{\alpha \in A_{t,T}} \text{essinf}_{\beta \in B_{t,T}^{\Pi}} E \left[ g\left(X_T^{t,x,\alpha, \beta}\right) \mid \mathcal{F}_I \right] \leq C \varepsilon + V_{t_1, X^{t,x,\alpha, \beta}} \quad (3.12)
\]
and the statement follows by letting \(\varepsilon\) tend to zero. \(\square\)

Let us now come the converse statement to Lemma 3.1.
Lemma 3.2  
Under our standard assumptions we have $\bar{V}_t^\Pi (t, x) \geq V^\Pi (t, x)$, $P$-a.s.

Proof  
Because of the symmetry of some arguments to those in the proof of Lemma 3.1, this proof here will be kept shorter.

Let us fix any $\alpha \in \mathcal{A}^\Pi_{t, t_i}$ and, for some arbitrarily chosen $v_2 \in \mathcal{V}_{t_i, T}$, we put $\alpha_1(v_1) := \alpha (v_1 \oplus v_2) |_{[t_i, t_i]}$, $v_1 \in \mathcal{V}_{t_i, t_i}$. Obviously, such defined mapping $\alpha_1$ belongs to $\mathcal{A}^\Pi_{t_i, t_i}$ and, as a consequence of its nonanticipativity, it doesn’t depend on the choice of $v_2$. Thus, from the definition of $\bar{V}_t^\Pi (t, x)$ it follows that

$$\bar{V}_t^\Pi (t, x) \geq \text{essinf}_{\beta_1 \in \mathcal{B}^\Pi_{t, t_i}} E \left[ V^\Pi (t_i, X_{t_i}^{t, x, \alpha_1, \beta_1}) | \mathcal{F}_t \right], \quad P$-a.s., \hspace{1cm} (3.13)$$

and, similarly to (3.5), we can show that, for any given $\varepsilon > 0$, there exists some $\beta_1^\varepsilon \in \mathcal{B}^\Pi_{t_i, t_i}$ such that

$$\bar{V}_t^\Pi (t, x) \geq E \left[ V^\Pi (t_i, X_{t_i}^{t, x, \alpha_1, \beta_1^\varepsilon}) | \mathcal{F}_t \right] - \varepsilon, \quad P$-a.s. \hspace{1cm} (3.14)$$

In analogy to the proof of Lemma 3.1 we discuss now the expression $V^\Pi (t_i, X_{t_i}^{t, x, \alpha_1, \beta_1^\varepsilon})$ inside the above conditional expectation in (3.14). For this we let $(u_{1}^\varepsilon, v_1^\varepsilon) \in \mathcal{U}_i^{t_i, t_i} \times \mathcal{V}_{t_i, t_i}$ denote the unique couple of admissible controls associated with $(\alpha_1, \beta_1^\varepsilon) \in \mathcal{A}^\Pi_{t_i, t_i} \times \mathcal{B}^\Pi_{t_i, t_i}$ by Lemma 2.2, i.e., such that $\alpha_1 (v_1^\varepsilon) = u_{1}^\varepsilon$, $\beta_1^\varepsilon (u_{1}^\varepsilon) = v_1^\varepsilon$, and we introduce the NAD-strategy $\alpha_2^\varepsilon \in \mathcal{A}^\Pi_{t_i, T}$ by putting $\alpha_2^\varepsilon (v_2) := \alpha (v_1^\varepsilon \oplus v_2) |_{[t_i, T]}$, $v_2 \in \mathcal{V}_{t_i, T}$. In order to construct an appropriate NAD-strategy $\beta_2^\varepsilon \in \mathcal{B}^\Pi_{t_i, T}$, we use the Borel partition $(\mathcal{O}_j)_{j \geq 1}$ and the sequence $y_j \in \mathcal{O}_j$, $j \geq 1$, introduced in the second step of the proof of Lemma 3.1. Choosing $\beta_2^\varepsilon,j \in \mathcal{B}^\Pi_{t_i, T}$ such that

$$V^\Pi (t_i, y_j) \geq \text{essinf}_{\beta_2 \in \mathcal{B}^\Pi_{t_i, T}} E \left[ g \left( X_{t_i}^{t_i, y_j, \alpha_2^\varepsilon, \beta_2}, \beta_2 \right) | \mathcal{F}_t \right] \geq E \left[ g \left( X_{t_i}^{t_i, y_j, \alpha_2^\varepsilon, \beta_2^\varepsilon,j} \right) | \mathcal{F}_t \right] - \varepsilon, \quad P$-a.s., \hspace{1cm} (3.15)$$

we define $\beta_2^\varepsilon \in \mathcal{B}^\Pi_{t_i, T}$ and $\beta^\varepsilon \in \mathcal{B}^\Pi_{t_i, T}$ by putting

$$\beta_2^\varepsilon (u_2) := \sum_{j \geq 1} I_{[X_{t_i}^{t_i, y_j, \alpha_2^\varepsilon, \beta_2^\varepsilon,j} \in \mathcal{O}_j]} \beta_2^\varepsilon,j (u_2), \quad u_2 \in \mathcal{U}_{t_i, T}, \hspace{1cm} (3.16)$$

$$\beta^\varepsilon (u) := \beta_1^\varepsilon (u_1) \oplus \beta_2^\varepsilon (u_2), \quad u_1 := u_{|[t_i, T]}, \quad u_2 := u_{|[t_i, T]}, \quad u \in \mathcal{U}_{t_i, T}.$$
\[
\widetilde{V}_l^\Pi(t, x) \geq E \left[ V^\Pi \left( t_l, X^l, x, \alpha^l\beta^l \right) \mid F_i \right] - \varepsilon \\
\geq \sum_{j \geq 1} E \left[ I_{\{x^l, x, \alpha^l\beta^l \in C \}} V^\Pi \left( t_l, y_j \right) \mid F_i \right] - C\varepsilon \\
\geq \sum_{j \geq 1} E \left[ I_{\{x^l, x, \alpha^l\beta^l \in C \}} g \left( X^l, y_j, \alpha^l\beta^l \right) \mid F_i \right] - C\varepsilon \\
= \sum_{j \geq 1} E \left[ I_{\{x^l, x, \alpha^l\beta^l \in C \}} g \left( X^l, y_j, \alpha^l\beta^l \right) \mid F_i \right] - C\varepsilon \\
\geq E \left[ g \left( X^l, x, \alpha^l\beta^l \right) \mid F_i \right] - C\varepsilon, \ P\text{-a.s.}
\]

(3.17)

Let \((u^1, v^1) \in U^\Pi_{t, T} \times V^\Pi_{t, T}\) be the unique couple of controls associated with \((\alpha^1, \beta^1) \in A^\Pi_{t, T} \times B^\Pi_{t, T}\) by Lemma 2.2. Then, it is straight-forward to show that the couple \((u^\varepsilon, v^\varepsilon) = (u^1_1 + u^1_2, v^1_1 + v^1_2) \in U^\Pi_{t, T} \times V^\Pi_{t, T}\) verifies \(\alpha(v^\varepsilon) = u^\varepsilon, \beta(u^\varepsilon) = v^\varepsilon\).

Consequently,

\[
\widetilde{V}_l^\Pi(t, x) \geq \sum_{j \geq 1} E \left[ I_{\{x^l, x, \alpha^l\beta^l \in C \}} g \left( X^l, y_j, \alpha^l\beta^l \right) \mid F_i \right] - C\varepsilon \\
= E \left[ g \left( X^l, x, u^\varepsilon, v^\varepsilon \right) \mid F_i \right] - C\varepsilon \\
\geq \inf_{\beta \in B^\Pi_{t, T}} \left[ g \left( X^l, x, \alpha, \beta^\varepsilon \right) \mid F_i \right] - C\varepsilon, \ P\text{-a.s.}
\]

(3.18)

Taking into account the arbitrariness of \(\alpha \in A^\Pi_{t, T}\) and of \(\varepsilon > 0\), we conclude

\[
\widetilde{V}_l^\Pi(t, x) \geq V^\Pi(t, x), \ P\text{-a.s.,}
\]

(3.19)

and the proof is complete. \(\Box\)

Obviously, the proof of the DPP for \(V^\Pi\) is an immediate consequence of the both preceding lemmas, and the proof for \(U^\Pi\) is analogous.

After having established the DPP for the lower and the upper value functions along a partition \(V^\Pi\) and \(U^\Pi\), we can now show that these a priori random fields are deterministic. More precisely, we have the following
Theorem 3.2 For all partition $\Pi$ of the interval $[0, T]$, the lower value function along a partition $V^\Pi$ as well as the upper one $U^\Pi$ is deterministic, i.e., for all $(t, x) \in [0, T] \times \mathbb{R}^d$,

$$V^\Pi(t, x) = E[V^\Pi(t, x)] \quad \text{and} \quad U^\Pi(t, x) = E[U^\Pi(t, x)], \ P\text{-a.s.}$$

Remark 3.1 The above theorem allows to identify the lower and the upper value functions along a partition with their deterministic versions: $V^\Pi(t, x) := E[V^\Pi(t, x)]$ and $U^\Pi(t, x) := E[U^\Pi(t, x)]$, $(t, x) \in [0, T] \times \mathbb{R}^d$.

In view of the symmetry of the arguments we will restrict the proof to the case of the lower value function along a partition $V^\Pi$. We consider a partition of the interval $[0, T]$ of the form $\Pi = \{0 = t_0 < \cdots < t_{n-1} < t_n = T\}$ and prove by backward iteration that the lower value function along a partition $V^\Pi$ is deterministic. For this we note that, for the first step of the backward iteration, we have the following.

Lemma 3.3 For the above introduced partition $\Pi$ and with the above notations we have that

$$V^\Pi(t_{n-1}, x) = \operatorname{esssup}_{\alpha \in \mathcal{A}_{n-1}^n} \operatorname{essinf}_{\beta \in \mathcal{B}_{n-1}^n} E\left[ g \left( X_{t_n}^{t_{n-1}, x, \alpha, \beta} \right) | \mathcal{F}_{t_{n-1}} \right]$$

is deterministic, i.e., $V^\Pi(t_{n-1}, x) = E[V^\Pi(t_{n-1}, x)]$, $P$-a.s., for all $x \in \mathbb{R}^d$.

Proof A crucial role will be played by the following auxiliary statement:

Let $\tau : \Omega \to \Omega$, $\omega \to \tau(\omega) = (\tau(\omega)_k)_{k \geq 1}$, be an arbitrary measurable bijection which law $P \circ [\tau]^{-1}$ is equivalent to the underlying probability measure $P$, such that $\tau'(\omega) := (\tau(\omega)_1, \ldots, \tau(\omega)_{n-1}, \omega) \in \Omega$, is $\mathcal{F}_{t_{n-1}} - \mathcal{B}(([0, 1]^2)^{n-1})$-measurable, and $\tau(\omega)_k = \omega_k$, $k \geq n$, $\omega \in \Omega$. Then

$$V^\Pi(t_{n-1}, x) \circ \tau = V^\Pi(t_{n-1}, x), \ P\text{-a.s.}$$

Let us prove this assertion. For this we notice first that, using the equivalence between $P \circ [\tau]^{-1}$ and $P$ as well as the bijectivity of $\tau$, we can change the order between $\operatorname{esssup}_{\alpha \in \mathcal{A}_{n-1}^n} \operatorname{essinf}_{\beta \in \mathcal{B}_{n-1}^n}$ and the transformation $\tau$ (The reader interested in details is referred to the corresponding proof in Buckdahn and Li 2008.), i.e., we have

$$V^\Pi(t_{n-1}, x) \circ \tau = \operatorname{esssup}_{\alpha \in \mathcal{A}_{n-1}^n} \operatorname{essinf}_{\beta \in \mathcal{B}_{n-1}^n} \left( E\left[ g \left( X_{t_n}^{t_{n-1}, x, \alpha, \beta} \right) | \mathcal{F}_{t_{n-1}} \right] \circ \tau \right), \ P\text{-a.s.}$$

Let us study now the expression $E[g(X_{t_n}^{t_{n-1}, x, \alpha, \beta})|\mathcal{F}_{t_{n-1}}](\tau)$, occurring in the above formula. For this we recall first that, due to the definition, for any couple of admissible control processes $(u, v) \in U_{t_{n-1}, t_n}^{\Pi_{t_{n-1}, t_n}} \times V_{t_{n-1}, t_n}^{\Pi_{t_{n-1}, t_n}}$, there exists an $(\Omega, \mathcal{F}_n)$-partition $(\Gamma_j)_{j \geq 1}$ and an associated sequence of couples of control processes $(u_j, v_j) \in L_{\mathcal{G}_n}^0(t_{n-1}, t_n; U) \times L_{\mathcal{H}_n}^0(t_{n-1}, t_n; V)$, $j \geq 1$, such that $(u, v) = \sum_{j \geq 1} I_{\Gamma_j}(u^j, v^j)$.
Since $\Gamma_j \in \mathcal{F}_{n-1}$, we can find a Borel function $f_j$ with $f_j(\xi_1, \ldots, \xi_{n-1}) = I_{\Gamma_j}$, $j \geq 1$. Then the relation
\[ I_{\tau^{-1}(\Gamma_j)}(\omega) = f_j(\tau'(\omega)), \quad \omega \in \Omega, \]
proves that $\tau^{-1}(\Gamma_j) \in \mathcal{F}_{n-1}$, $j \geq 1$. Hence, taking into account that the mapping $\tau : \Omega \rightarrow \Omega$ is bijective and $\tau(\omega)_n = \omega_n$, $\omega \in \Omega$, we see that also $(\tau^{-1}(\Gamma_j))_{j \geq 1}$ forms an $(\Omega, \mathcal{F}_{n-1})$-partition, and
\[
(u(\tau), v(\tau)) = \sum_{j \geq 1} I_{\Gamma_j}(\tau) \cdot (u^j, v^j) = \sum_{j \geq 1} I_{\tau^{-1}(\Gamma_j)} \cdot (u^j, v^j) \in \mathcal{U}_{i_{n-1}, i_{n}} \times \mathcal{V}_{i_{n-1}, i_{n}}, \quad (3.20)
\]
(Recall that $u^j$ is $\mathcal{G}_n$-measurable and, hence, a measurable function of $\zeta_{n,1}$, while $v^j$ is is $\mathcal{H}_n$-measurable and, thus, a measurable function of $\zeta_{n,2}$.)

On the other hand, a straight-forward application of the transformation $\tau : \Omega \rightarrow \Omega$ to Eq. (2.1) yields
\[ X_{t_2}^{i_{1}, x, u, v}(\tau) = X_{t_2}^{i_{1}, x, u(\tau), v(\tau)}. \]
Indeed, the only random processes in the Eq. (2.1) of the dynamics are the control processes $u$ and $v$.

Let us now consider an arbitrary couple of nonanticipative strategies $(\alpha, \beta) \in \mathcal{A}^{\Pi}_{i_{n-1}, i_{n}} \times \mathcal{B}^{\Pi}_{i_{n-1}, i_{n}}$ with which we associate the mappings $\alpha_{\tau} : \mathcal{V}_{i_{n-1}, i_{n}} \rightarrow \mathcal{U}_{i_{n-1}, i_{n}}$ and $\beta_{\tau} : \mathcal{U}_{i_{n-1}, i_{n}} \rightarrow \mathcal{V}_{i_{n-1}, i_{n}}$ defined as follows:
\[ \alpha_{\tau}(v) = \alpha \left(v \left(\tau^{-1}\right)\right)(\tau), \quad \beta_{\tau}(u) = \beta \left(u \left(\tau^{-1}\right)\right)(\tau), \]
for $u \in \mathcal{U}_{i_{n-1}, i_{n}}$, $v \in \mathcal{V}_{i_{n-1}, i_{n}}$. It can be easily checked that such defined mappings are themselves again nonanticipative strategies: $\alpha_{\tau} \in \mathcal{A}^{\Pi}_{i_{n-1}, i_{n}}$, $\beta_{\tau} \in \mathcal{B}^{\Pi}_{i_{n-1}, i_{n}}$. Moreover, from the bijectivity of $\tau$ it can be easily deduced that
\[ \left\{ \alpha_{\tau} | \alpha \in \mathcal{A}^{\Pi}_{i_{n-1}, i_{n}} \right\} = \mathcal{A}^{\Pi}_{i_{n-1}, i_{n}}, \quad \left\{ \beta_{\tau} | \beta \in \mathcal{B}^{\Pi}_{i_{n-1}, i_{n}} \right\} = \mathcal{B}^{\Pi}_{i_{n-1}, i_{n}}. \]

Given an arbitrary couple of nonanticipative strategies $(\alpha, \beta) \in \mathcal{A}^{\Pi}_{i_{n-1}, i_{n}} \times \mathcal{B}^{\Pi}_{i_{n-1}, i_{n}}$ we consider the couple of admissible controls $(u, v) \in \mathcal{U}_{i_{n-1}, i_{n}} \times \mathcal{V}_{i_{n-1}, i_{n}}$, associated with by the relations $\alpha(v) = u$, $\beta(u) = v$. Since $\tau'$ is $\mathcal{F}_{n-1}$-measurable and $\tau(\omega)_n = \omega_n$, $\omega \in \Omega$, we obtain
\[
E \left[g \left( X_{t_n}^{i_{n-1}, x, u, v}, \beta \right) \right] | \mathcal{F}_{n-1} \circ \tau = E \left[g \left( X_{t_n}^{i_{n-1}, x, u, v}, \alpha \right) \right] | \mathcal{F}_{n-1} \circ \tau = E \left[g \left( X_{t_n}^{i_{n-1}, x, u, v} \circ \tau \right) \right] | \mathcal{F}_{n-1} = E \left[g \left( X_{t_n}^{i_{n-1}, x, u(\tau), v(\tau)} \right) \right] | \mathcal{F}_{n-1}.
\]
On the other hand, we observe that, due to the definition of the strategies $\alpha_\tau$ and $\beta_\tau$ we have

$$u = \alpha(v) = \alpha(v(\tau) \circ \tau^{-1}), \quad \text{i.e., } u(\tau) = \alpha(v(\tau) \circ \tau^{-1})(\tau) = \alpha_\tau(v(\tau)),$$

and the symmetric argument yields $v(\tau) = \beta_\tau(u(\tau))$. Consequently, the unique couple of admissible controls associated with $(\alpha_\tau, \beta_\tau)$ is $(u(\tau), v(\tau))$, and we can conclude that

$$E\left[g\left(X_{t_{n-1}}^{\theta, x, \alpha, \beta}\right) | F_{n-1}\right] (\tau) = E\left[g\left(X_{t_n}^{\tau, x, \alpha, \beta}\right) | F_{n-1}\right].$$

Using this together with the fact that

$$\left\{\alpha_\tau | \alpha \in A_{n-1, l_n}\right\} = A_{n-1, l_n}, \quad \left\{\beta_\tau | \beta \in B_{n-1, l_n}\right\} = B_{n-1, l_n},$$

we obtain

$$V^\tau(t_{n-1}, x) \circ \tau = \text{esssup}_{\alpha \in A_{n-1, l_n}} \text{essinf}_{\beta \in B_{n-1, l_n}} E\left[g\left(X_{t_{n-1}}^{\theta, x, \alpha, \beta}\right) | F_{n-1}\right] \circ \tau$$

$$= \text{esssup}_{\alpha \in A_{n-1, l_n}} \text{essinf}_{\beta \in B_{n-1, l_n}} E\left[g\left(X_{t_{n-1}}^{\theta, x, \alpha, \beta}\right) | F_{n-1}\right]$$

$$= \text{esssup}_{\alpha \in A_{n-1, l_n}} \text{essinf}_{\beta \in B_{n-1, l_n}} E\left[g\left(X_{t_n}^{\tau, x, \alpha, \beta}\right) | F_{n-1}\right]$$

$$= V^\tau(t_{n-1}, x).$$

Hence, $V^\tau(t_1, x) \circ \tau = V^\tau(t_1, x)$, P-a.s., and the proof of Lemma 3.3 will be completed by the following result. \hfill \square

**Lemma 3.4** Let $\xi \in L^1(\Omega, F_{n-1}, P)$ be a random variable which is invariant with respect to all measurable bijection $\tau : \Omega \to \Omega$ which law $P \circ [\tau]^{-1}$ is equivalent to the underlying probability measure $P$, such that $\tau'(\omega) := (\tau(\omega)_1, \ldots, \tau(\omega)_{n-1})$, $\omega \in \Omega$, is $F_{n-1} - \mathcal{B}([0, 1]^{n-1})$-measurable, and $\tau(\omega)_k = \omega_k$, $k \geq n$, $\omega \in \Omega$. Then $\xi$ is almost surely constant, i.e., $\xi = E[\xi]$.

**Proof** We begin with noting that it suffices to prove this lemma under the additional assumption that $\xi$ is nonnegative. Otherwise, we can always decompose $\xi$ as a difference of its positive and its negative part, and observing that both parts are invariant with respect to $\tau$ on their turn we can make the proof for them separately.

Given $1 \leq i \leq n - 1$, $j = 1, 2$, let us denote by $\theta_{i,j}$ the vector of all coordinate mappings $(\xi_{1,1}, \xi_{1,2}, \xi_{2,1}, \xi_{2,2}, \ldots)$ but without the component $\xi_{i,j}$. Then, putting $\zeta(\omega) := \omega$, $\omega \in \Omega$, we can identify $\xi \equiv (\theta_{i,j}, \zeta_{i,j})$, and with this identification we can write $\xi(\omega) = \xi(\theta_{i,j}(\omega), \zeta_{i,j}(\omega))$, $\omega \in \Omega$. 
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Recalling that \( \xi \geq 0 \), let us now introduce the following \( \mathcal{F}_{n-1} \)-measurable mapping \( \varphi : \Omega \rightarrow [0, 1] \):

\[
\varphi(\omega) = \varphi(\theta_{i,j}(\omega), \xi_{i,j}(\omega)) = \frac{\int_0^{\xi_{i,j}(\omega)} (\xi(\theta_{i,j}(\omega), s) + 1) \, ds}{\int_0^1 \xi(\theta_{i,j}(\omega), s) \, ds + 1}, \quad \omega \in \Omega.
\]

Obviously, \( \varphi(\theta_{i,j}(\omega), \cdot) : [0, 1] \rightarrow [0, 1] \) is a continuous, strictly increasing bijection whose derivative is

\[
\frac{\partial}{\partial s} \varphi(\theta_{i,j}(\omega), s) = \frac{\xi(\theta_{i,j}(\omega), s) + 1}{\int_0^1 \xi(\theta_{i,j}(\omega), r) \, dr + 1}, \quad s \in [0, 1], \quad \omega \in \Omega.
\]

We now put

\[
\tau(\omega) := (\theta_{i,j}(\omega), \varphi(\theta_{i,j}(\omega), \xi_{i,j}(\omega))), \quad \omega \in \Omega.
\]

Such defined mapping \( \tau : \Omega \rightarrow \Omega \) satisfies the assumptions of the lemma. Indeed, due to the definition \( \tau \) is a bijection, \( \tau(\omega)_k = \omega_k, k \geq n, \omega \in \Omega \), and \( \tau' \) is \( \mathcal{F}_{n-1} \)-measurable. Moreover, the law \( P \circ [\tau]^{-1} \) is equivalent to the underlying probability measure \( P \). Indeed, for any nonnegative random variable \( \eta \) over \( (\Omega, \mathcal{F}, P) \) we have

\[
E\left[ \eta(\tau) \frac{\partial}{\partial s} \varphi(\theta_{i,j}, \xi_{i,j}) \right] = E\left[ \int_0^1 \eta(\theta_{i,j}, \varphi(\theta_{i,j}, s)) \frac{\partial}{\partial s} \varphi(\theta_{i,j}, s) \, ds \right] = E\left[ \int_0^1 \eta(\theta_{i,j}, s) \, ds \right] = E[\eta],
\]

where \( \frac{\partial}{\partial s} \varphi(\theta_{i,j}, s) > 0 \), for all \( s \in [0, 1] \). Consequently, we know from our assumption that the random variable \( \xi \) is invariant under the transformation \( \tau \), and, thus, observing that \( \int_0^1 \xi(\theta_{i,j}(\omega), s) \, ds \) does not depend on \( \xi_{i,j}(\omega) \), we have

\[
E[\xi^2] + E[\xi] = E[\xi(\xi + 1)]
\]

\[
= E[\xi(\tau)(\xi + 1)]
\]

\[
= E \left[ \xi(\tau) \left( \int_0^1 \xi(\theta_{i,j}, s) \, ds + 1 \right) \frac{\partial}{\partial s} \varphi(\theta_{i,j}, \xi_{i,j}) \right]
\]

\[
= E \left[ \xi \left( \int_0^1 \xi(\theta_{i,j}, s) \, ds + 1 \right) \right]
\]
\[ E \left[ \int_0^1 \xi(\theta, s) \, ds \right] + E[\xi] = E \left[ \left( \int_0^1 \xi(\theta, s) \, ds \right)^2 \right] + E[\xi]. \]

Consequently,

\[ E \left[ \int_0^1 \xi(\theta, s)^2 \, ds \right] = E \left[ \xi^2 \right] = E \left[ \left( \int_0^1 \xi(\theta, s) \, ds \right)^2 \right], \]

from where we see that

\[ E \left[ \int_0^1 \left( \xi(\theta, s) - \int_0^1 \xi(\theta, s) \, ds \right)^2 \, ds \right] = 0. \]

It follows that

\[ \xi = \int_0^1 \xi(\theta, s) \, ds, \quad P\text{-a.s.,} \quad 1 \leq i \leq n - 1, \quad j = 1, 2. \]

Therefore, taking into account that \( \xi \) is \( \mathcal{F}_{n-1} \)-measurable and iterating the above result, we get

\[
\xi = \int_0^1 \xi(\theta_{1,1}, s_{1,1}) \, ds_{1,1} = \int_0^1 \left( \int_0^1 \xi(\theta_{1,2}, s_{1,2}) \, ds_{1,2} \right) (\theta_{1,1}, s_{1,1}) \, ds_{1,1}
\]

\[ = \int_{[0,1]^2} \xi(s_1, (\xi_{2,1}, \xi_{2,2}, \ldots, \xi_{n-1,1}, \xi_{n-1,2})) \, ds_1
\]

\[ = \cdots = \int_{[0,1]^{2(n-1)}} \xi(s) \, ds, \quad P\text{-a.s.} \]

The proof of the lemma is complete now. \( \square \)

By iterating the argument developed in the both preceding lemmas, we can prove now Theorem 3.2.
**Proof** From the both preceding lemmas we see that together with \( V^\Pi(t_n, \cdot) := g(\cdot) \) also the function \( V^\Pi(t_{n-1}, \cdot) \) is deterministic. On the other hand, from the DPP satisfied by \( V^\Pi \) we obtain

\[
V^\Pi(t_{n-2}, x) = \operatorname{esssup}_{\alpha \in \mathcal{A}_{t_{n-2},t_{n-1}}} \operatorname{essinf}_{\beta \in \mathcal{B}_{t_{n-2},t_{n-1}}} E \left[ V^\Pi(t_{n-1}, X^\Pi_{t_{n-2},t_{n-1}}) \mid \mathcal{F}_{t_{n-2}} \right], \quad P\text{-a.s.,}
\]

for all \( x \in \mathbb{R}^d \). Hence, applying the argument of the both preceding lemmas again, but now for the deterministic function \( V^\Pi(t_{n-1}, \cdot) \) instead of \( g \) (recall that due to Lemma 2.1 also the function \( V^\Pi(t_{n-1}, \cdot) \) is bounded and Lipschitz), we conclude that also the function \( V^\Pi(t_{n-2}, \cdot) \) is deterministic. Iterating this argument, we see that all \( V^\Pi(t_l, \cdot) (0 \leq l \leq n) \) are deterministic. This implies that \( V^\Pi \) is a deterministic function. Indeed, let \( t_i \leq t < t_{i+1} \). For the conclusion that the nonrandomness of \( V^\Pi(t_{i+1}, \cdot) \) involves that of \( V^\Pi(t, \cdot) \), it suffices to replace the driving coefficient \( f(s, x, u, v) \) of the controlled dynamics by \( f(s, x, u, v)I_{[t_{i+1}]}(s) \). This substitution doesn’t change the values of \( V^\Pi(t_l, x) \), \( (i + 1 \leq l \leq n) \) and \( V^\Pi(t, x), x \in \mathbb{R}^d \), but now \( V^\Pi(t, x) \) coincides with the deterministic function \( V^\Pi(t_l, \cdot) \) associated with the driver \( f(s, x, u, v)I_{[t_{i+1}]}(s) \). The proof of Theorem 3.2 is complete. \( \Box \)

The both preceding major results, the DPP as well as the statement of nonrandomness yield the following important characterization of the lower and the upper value functions along a partition.

**Theorem 3.3** For all partition \( \Pi \) of the time interval \([0, T]\), and all \((t, x) \in [0, T] \times \mathbb{R}^d\), we have

\[
V^\Pi(t, x) = \operatorname{sup}_{\alpha \in \mathcal{A}_{t,T}} \operatorname{inf}_{\beta \in \mathcal{B}_{t,T}} E \left[ g \left( X^1_{t,T} \right) \right],
\]

\[
U^\Pi(t, x) = \operatorname{inf}_{\beta \in \mathcal{B}_{t,T}} \operatorname{sup}_{\alpha \in \mathcal{A}_{t,T}} E \left[ g \left( X^1_{t,T} \right) \right].
\]

**Proof** Let \( \Pi = \{0 = t_0 < \cdots < t_n = T\} \), \( t_i \leq t < t_{i+1} \) \((0 \leq i \leq n-1)\) and \( x \in \mathbb{R}^d \). Moreover, fix an arbitrary \( \varepsilon > 0 \). Then, due to (3.11) from the the proof of the DPP we know that there exists \( \alpha^\varepsilon \in \mathcal{A}_{t,T} \) such that, for all \( \beta \in \mathcal{B}_{t,T} \),

\[
V^\Pi(t, x) (= V^\Pi_{t,T}(t, x)) \leq E \left[ g \left( X^1_{t,T} \right) \mid \mathcal{F}_t \right] + \varepsilon, \quad P\text{-a.s.,}
\]

and from (3.18) we get for all \( \alpha \in \mathcal{A}_{t,T} \) the existence of \( \beta^{\alpha,\varepsilon} \in \mathcal{B}_{t,T} \) such that

\[
V^\Pi(t, x) (= V^\Pi_{t,T}(t, x)) \geq E \left[ g \left( X^1_{t,T} \right) \mid \mathcal{F}_t \right] - \varepsilon, \quad P\text{-a.s.}
\]

Consequently, considering that the function \( V^\Pi \) is deterministic and taking the expectation on both sides of (3.22) and (3.23), we get

\[
E \left[ g \left( X^1_{t,T} \right) \right] - \varepsilon \leq V^\Pi(t, x) \leq E \left[ g \left( X^1_{t,T} \right) \right] + \varepsilon.
\]
for all \((α, β) \in A_\Pi \times B_\Pi\). Thus, taking into account the arbitrariness of \(ε > 0\), the statement for \(V_\Pi\) follows directly, and that for \(U_\Pi\) can be verified analogously. The proof is complete. □

We observe that the latter Theorem 3.3 combined with (2.2) provides directly the following statement:

**Lemma 3.5** There is some real constant \(L\), only depending on the bound of \(f\) and the Lipschitz constants of \(f(s, \cdot, u, v)\) and of \(g\), such that, for all partition \(\Pi\) of the interval \([0, T]\) and \((t, x), (t′, x′) \in [0, T] \times \mathbb{R}^d\),

\[
|V_\Pi(t, x) - V_\Pi(t′, x′)| + |U_\Pi(t, x) - U_\Pi(t′, x′)| \leq L(|t - t′| + |x - x'|). \tag{3.24}
\]

### 4 Value in mixed strategies and associated Hamilton–Jacobi–Isaacs equation

The objective of this section is to show that the lower and the upper value functions along a partition \(V_\Pi, U_\Pi\) converge, as the maximal distance \(|\Pi_n|\) between two neighboring points of \(\Pi_n\) tends to zero as \(n \to +\infty\), and that their common limit function \(V\) is the viscosity solution of the Hamilton–Jacobi–Isaacs equation

\[
\begin{aligned}
\frac{\partial}{\partial t} W(t, x) + \sup_{\mu \in \Delta U} \inf_{v \in \Delta V} \left( \tilde{f}(t, x, \mu, v) \nabla W(t, x) \right) &= 0; \\
W(T, x) &= g(x),
\end{aligned}
\tag{4.1}
\]

where

\[
\tilde{f}(t, x, \mu, v) := \int_U \int_V f(t, x, u, v) \mu(du)v(dv), \quad \mu \in \Delta U, \quad v \in \Delta V.
\]

More precisely, our main result of this section is the following

**Theorem 4.1** Under our standard assumptions on the coefficients \(f\) and \(g\), the above Hamilton–Jacobi–Isaacs equation (4.1) possesses in the class of bounded continuous functions a unique viscosity solution \(V\). Moreover, for any sequence of partitions \(\Pi_n, n \geq 1,\) of the interval \([0, T]\) with \(|\Pi_n| \to 0\) as \(n \to +\infty\), both the sequence of the lower value functions along a partition \(V_\Pi\) as well as that of the upper value functions along a partition \(U_\Pi, n \geq 1\), converge uniformly on compacts to the function \(V\).

The definition of a continuous viscosity solution is by now standard, and the reader interested can find many literatures, e.g., refer to Crandall et al. (1992).

**Definition 4.1** A real-valued continuous function \(W \in C([0, T] \times \mathbb{R}^d)\) is called

(i) a viscosity subsolution of Eq. (4.1) if \(W(T, x) \leq \Phi(x)\), for all \(x \in \mathbb{R}^d\), and if for all functions \(\varphi \in C^1([0, T] \times \mathbb{R}^d)\) and \((t, x) \in [0, T] \times \mathbb{R}^d\) such that \(W - \varphi\) attains its local maximum at \((t, x)\),

\[
\frac{\partial \varphi}{\partial t}(t, x) + \sup_{\mu \in \Delta U} \inf_{v \in \Delta V} \left( \tilde{f}(t, x, \mu, v) \nabla \varphi(t, x) \right) \geq 0;
\]

(ii) a viscosity supersolution of Eq. (4.1) if \(W(T, x) \geq \Phi(x)\), for all \(x \in \mathbb{R}^d\), and if for all functions \(\varphi \in C^1([0, T] \times \mathbb{R}^d)\) and \((t, x) \in [0, T] \times \mathbb{R}^d\) such that \(W - \varphi\) attains its local minimum at \((t, x)\),

\[
\frac{\partial \varphi}{\partial t}(t, x) + \sup_{\mu \in \Delta U} \inf_{v \in \Delta V} \left( \tilde{f}(t, x, \mu, v) \nabla \varphi(t, x) \right) \leq 0;
\]

(iii) a viscosity solution of Eq. (4.1) if it is both a viscosity subsolution and a viscosity supersolution of Eq. (4.1).
(ii) a viscosity supersolution of Eq. (4.1) if $W(T, x) \geq \Phi(x)$, for all $x \in \mathbb{R}^d$, and if for all functions $\varphi \in C^1([0, T] \times \mathbb{R}^d)$ and $(t, x) \in [0, T) \times \mathbb{R}^d$ such that $W - \varphi$ attains its local minimum at $(t, x)$,

$$
\frac{\partial \varphi}{\partial t}(t, x) + \sup_{\mu \in \Delta U} \inf_{\nu \in \Delta V} \left( \tilde{f}(t, x, \mu, \nu) \nabla \varphi(t, x) \right) \leq 0;
$$

(iii) a viscosity solution of Eq. (4.1) if it is both a viscosity sub- and a supersolution of Eq. (4.1).

The whole section is devoted to the proof of the above theorem. The proof will be split in a sequel of auxiliary statements. Let us begin with observing that the equi-Lipschitz continuity of the families of lower and upper value functions along a partition, indexed with the help of the partitions $\Pi$ of the interval $[0, T]$, stated in Lemma 3.5, is crucial for the application of the Arzelà–Ascoli Theorem. Let us arbitrarily fix a sequence of partitions $(\Pi_n)_{n \geq 1}$ of the interval $[0, T]$, such that for the mesh of the partition $\Pi_n$ it holds: $|\Pi_n| \to 0$ as $n \to +\infty$. Then we have

**Lemma 4.1** There exists a subsequence of partitions, again denoted by $(\Pi_n)_{n \geq 1}$, and there are bounded Lipschitz functions $V, U : [0, T] \times \mathbb{R}^d \to \mathbb{R}$ such that $(V^{\Pi_n}, U^{\Pi_n}) \to (V, U)$, uniformly on compacts in $[0, T] \times \mathbb{R}^d$.

Later we will see that the function $(V, U)$ defined by this Lemma 4.1 coincide and are independent of the choice of the sequence of partitions.

**Proof** Indeed, from the Arzelà–Ascoli Theorem we know that, for any compact subset $K$ of $[0, T] \times \mathbb{R}^d$ and for any subsequence of partitions of $[0, T]$, there exist a subsequence $(\Pi_n')$ and functions $U', V' : K \to \mathbb{R}$ such that $(V^{\Pi_n'}, U^{\Pi_n'}) \to (V', U')$ uniformly on $K$, as $n \to +\infty$. By combining this result with a standard diagonalization argument we can easily prove the stated assertion. \qed

Let us fix the subsequence $(\Pi_n)_{n \geq 1}$ related with $U, V$ by Lemma 4.1. From Lemma 3.5 we have

**Corollary 4.1** For the real constant $L$ introduced in Lemma 3.5 we have, for all $(t, x), (t', x') \in [0, T] \times \mathbb{R}^d$,

$$
|V(t, x) - V(t', x')| + |U(t, x) - U(t', x')| \leq L(|t - t'| + |x - x'|). \quad (4.2)
$$

By taking into account the uniform boundedness of the functions $V^{\Pi}, U^{\Pi}$, parameterized by $\Pi$-partition of the interval $[0, T]$ (Indeed, they are bounded by the bound of $g$), this shows, in particular, that $V, U \in C_b([0, T] \times \mathbb{R}^d)$ are bounded continuous functions. We are able to prove that $V$ and $U$ are viscosity solutions of Eq. (4.1). For this let us begin with

**Proposition 4.1** The function $V$ is a viscosity solution of the Hamilton–Jacobi–Isaacs equation (4.1).

In order to prove this statement, we show in a first step that
Lemma 4.2 The function $V$ is a viscosity subsolution of the Hamilton–Jacobi–Isaacs equation (4.1).

Proof Since we know that, by definition (2.3) of $V^\Pi$, $V^\Pi(T, x) = g(x)$, $x \in \mathbb{R}^d$, for all partition $\Pi$, we also have $V(T, x) = g(x)$, $x \in \mathbb{R}^d$. Let $(t, x) \in [0, T) \times \mathbb{R}^d$ and $\varphi \in C^1([0, T] \times \mathbb{R}^d)$ be an arbitrary test function such that $\varphi(t, x) - V(t, x) = 0 \leq \varphi(s, y) - V(s, y)$, $(s, y) \in [0, T) \times \mathbb{R}^d$. Since $V \in C_b([0, T]; \mathbb{R}^d)$ is bounded, we can assume without loss of generality that $\varphi \in C^1_b([0, T] \times \mathbb{R}^d)$, i.e., that $\varphi$ itself as well as its first order derivatives are bounded. Recall that verifying that $V$ is a viscosity subsolution is equivalent with showing that

$$
\frac{\partial}{\partial t}\varphi(t, x) + \sup_{\mu \in \Delta_t} \inf_{\nu \in \Delta_t} \tilde{f}(t, x, \mu, \nu) \nabla \varphi(t, x) \geq 0. \quad (4.3)
$$

For proving the above relation we note that for any $\rho > 0$ and $M > 0$ we can find a positive integer $n_{\rho, M}$ such that, for all $n \geq n_{\rho, M}$,

$$
|\varphi(t, x) - V^\Pi_n(t, x)| \leq \rho, \quad \text{and} \quad V^\Pi_n(s, y) \leq \varphi(s, y) + \rho,
$$

for all $s \in [0, T]$, $|y| \leq M$.

Indeed, recall that $V^\Pi_n \to V$ converges uniformly on compacts, $V(t, x) = \varphi(t, x)$ and $V \leq \varphi$ on $[0, T] \times \mathbb{R}^d$.

Let $n \geq n_{\rho, M}$, $\Pi_n = \{0 = t^n_0 < \cdots < t^n_N = T\}$, and let $i = i_n$ be such that $t^n_i \leq t < t^n_{i+1} \leq t^n_l$. Then, from the DPP (Theorem 3.1) with respect to the partition $\Pi_n$ and since $V^\Pi_n$ is bounded by some constant $C$, uniformly with respect to $n \geq 1$, we have

$$
\varphi(t, x) - \rho \leq V^\Pi_n(t, x)
$$

$$
= \operatorname{esssup}_{\alpha \in A_{t^n_i, t^n_l}^n} \operatorname{essinf}_{\beta \in B_{t^n_i, t^n_l}^n} E \left[ V^\Pi_n \left( t^n_i, X^t, x, \alpha, \beta \right) | \mathcal{F}_t \right]
$$

$$
\leq \operatorname{esssup}_{\alpha \in A_{t^n_i, t^n_l}^n} \operatorname{essinf}_{\beta \in B_{t^n_i, t^n_l}^n} E \left[ \varphi \left( t^n_i, X^t, x, \alpha, \beta \right) | \mathcal{F}_t \right]
$$

$$
+ C P \left\{ |X^t, x, \alpha, \beta| > M | \mathcal{F}_t \right\} + \rho, \quad \text{P-a.s.} \quad (4.4)
$$

However,

$$
P \left\{ |X^t, x, \alpha, \beta| > M | \mathcal{F}_t \right\} \leq \frac{1}{M} E \left[ |X^t, x, \alpha, \beta| | \mathcal{F}_t \right] \leq \frac{1}{M} (|x| + TC_f),
$$

where we have used that $|X^t, x, \alpha, \beta| \leq |x| + TC_f$, with $C_f$ denoting the bound of $f$.

Thus, by choosing $M = M_\rho$ large enough, such that $\frac{C}{M} (|x| + TC_f) \leq \rho$, and recalling the equation for the dynamics of $X^t, x, \alpha, \beta$, we have for $n \geq n_{\rho, M_\rho}$

$$
-3\rho \leq \operatorname{esssup}_{\alpha \in A_{t^n_i, t^n_l}^n} \operatorname{essinf}_{\beta \in B_{t^n_i, t^n_l}^n} E \left[ \varphi \left( t^n_i, X^t, x, \alpha, \beta \right) - \varphi(t, x) | \mathcal{F}_t \right]
$$

$$
= \operatorname{esssup}_{\alpha \in A_{t^n_i, t^n_l}^n} \operatorname{essinf}_{\beta \in B_{t^n_i, t^n_l}^n} E \left[ \int_0^{t^n_i} \left( \frac{\partial}{\partial t} \varphi \left( r, X^t, x, \alpha, \beta \right) \right) dr | \mathcal{F}_t \right]
$$

$$
+ f \left( x, X^t, x, \alpha, \beta, (\alpha, \beta)_r \right) \nabla \varphi \left( x, X^t, x, \alpha, \beta \right) | \mathcal{F}_t \right], \quad (4.5)
$$
Here we have denoted by \((\alpha, \beta)_r\) the unique couple of control processes \((u, v) \in U_{t^n, t^n} \times V^n_{t^n, t^n}\) at time \(r\), associated with \((\alpha, \beta) \in A_{t^n, t^n} \times B_{t^n, t^n}\) by Lemma 2.2. Let us introduce the continuity modulus

\[
m(\delta) := \sup_{|r-t| + |y-x| \leq \delta, u \in U, v \in V} \left| \left( \frac{\partial}{\partial r} \varphi \right)(r, y) + f(r, y, u, v) \nabla \varphi(r, y) \right| \]

\[
- \left( \frac{\partial}{\partial r} \varphi(t, x) + f(t, x, u, v) \nabla \varphi(t, x) \right),
\]

\(\delta > 0\). Recalling that the function \(f(\cdot, \cdot, u, v)\) is bounded and uniformly continuous, uniformly with respect to \((u, v) \in U \times V\), and that the first order derivatives of \(\varphi\) are bounded continuous functions, we see that \(m : \mathbb{R}_+ \to \mathbb{R}_+\) is an increasing function with \(m(\delta) \to 0\), as \(\delta \downarrow 0\).

Thus, taking into account that

\[
|X^{r, x, \alpha, \beta}_r - x| \leq C f |r-t| \leq C f |t^n - t|, \quad r \in [t, t^n]\]

we obtain

\[
\left| \left( \frac{\partial}{\partial r} \varphi \right)(r, X^{r, x, u, v}_r) + f(r, X^{r, x, u, v}_r, u_r, v_r) \nabla \varphi(r, X^{r, x, u, v}_r) \right|
\]

\[
- \left( \frac{\partial}{\partial r} \varphi(t, x) + f(t, x, u_r, v_r) \nabla \varphi(t, x) \right) \leq m(C |t^n - t|), \quad r \in [t, t^n].
\]

(The constant \(C\) depends on \(x\), fixed in this proof.) Consequently, thanks to (4.5),

\[
-3 \rho - (t^n - t) \left( \frac{\partial}{\partial t} \varphi(t, x) + m(C |t^n - t|) \right)
\]

\[
\leq \text{esssup}_{\alpha \in A_{t^n, t^n}} \text{essinf}_{\beta \in B_{t^n, t^n}} E \left[ \int_t^{t^n} f(t, x, (\alpha, \beta)_r) \nabla \varphi(t, x) dr|\mathcal{F}_i \right], \quad P\text{-a.s.}
\]

(4.7)

Similarly to the argument of (3.3) in Step 1 of the proof of Lemma 3.1 we can show there is an NAD-strategy \(\alpha^p \in A_{t^n, t^n}\) such that

\[
-4 \rho - (t^n - t) \left( \frac{\partial}{\partial t} \varphi(t, x) + m(C |t^n - t|) \right)
\]

\[
\leq \text{essinf}_{\beta \in B_{t^n, t^n}} E \left[ \int_t^{t^n} f(t, x, (\alpha^p, \beta)_r) \nabla \varphi(t, x) dr|\mathcal{F}_i \right].
\]

(4.8)
Thus, since $V_{t,t^n} \subset B_{t,t^n}$ (Indeed, the controls $v \in V_{t,t^n}$ are identified with $\beta^v \in B_{t,t^n}$, where $\beta^v(u) := v, u \in U_{t,t^n}$), we obtain from (4.8) that, for all $v \in V_{t,t^n}$,

$$-4\rho - (t^n - t) \left( \frac{\partial}{\partial t} \varphi(t, x) + m(C|t^n - t|) \right) \leq \mathbb{E} \left[ \int_{t}^{t^n} f(t, x, (\alpha^\rho, v)_r) \nabla \varphi(t, x) dr | \mathcal{F}_i \right]. \quad (4.9)$$

Let $v \in V_{t,t^n}$ be now of the special form $v = \sum_{j=i+1}^{l} \xi_j I_{[t \lor t^n_{j-1}, t \lor t^n_{j})}$, $\xi_j \in L^0(\Omega, \mathcal{H}_j, P; V)$. Then,

$$E \left[ \int_{t}^{t^n} f(t, x, (\alpha^\rho, v)_r) \nabla \varphi(t, x) dr | \mathcal{F}_i \right] = \sum_{j=i+1}^{l} E \left[ \int_{t \lor t^n_{j-1}}^{t \lor t^n_j} f(t, x, \alpha^\rho(v)_r, \xi_j) \nabla \varphi(t, x) dr | \mathcal{F}_i \right]. \quad (4.10)$$

Let us put $u^\rho := \alpha^\rho(v) \in U_{t,t^n}$, and let $i + 1 \leq j \leq l$. Then, due to the definition of the controls from $U_{t,t^n}$, there exist an partition $(\Gamma_k)_{k \geq 1} \subset \mathcal{F}_{j-1}$ of $\Omega$ and a sequence $(u^k)_{k \geq 1} \subset L^0(\mathcal{G}_j, t \lor t^n_{j-1}, t \lor t^n_{j}; U)$ such that, for the restriction of $u^\rho$ to $[t \lor t^n_{j-1}, t \lor t^n_{j})$,

$$u^\rho_{[t \lor t^n_{j-1}, t \lor t^n_{j})} = \sum_{k \geq 1} I_{\Gamma_k} u^k.$$ 

Consequently, recalling that $\xi_j \in L^0(\Omega, \mathcal{H}_j, P; V)$ and that the three $\sigma$-fields $\mathcal{G}_j, \mathcal{H}_j$ and $\mathcal{F}_{j-1}$ are mutually independent, we have

$$E \left[ \int_{t \lor t^n_{j-1}}^{t \lor t^n_j} f(t, x, \alpha^\rho(v)_r, \xi_j) \nabla \varphi(t, x) dr | \mathcal{F}_i \right] = E \left[ \sum_{k \geq 1} I_{\Gamma_k} \int_{t \lor t^n_{j-1}}^{t \lor t^n_j} E \left[ f(t, x, u^k_r, \xi_j) \nabla \varphi(t, x) | \mathcal{F}_{j-1} \right] dr | \mathcal{F}_i \right].$$
We choose now $\varepsilon > 0$ arbitrarily small and we put $\rho = \varepsilon^2$. For $n \geq n_0$ large enough we can find some $l$ $(i + 1 \leq l \leq n)$, such that $\varepsilon \leq t_i^n - t \leq 2\varepsilon$. Indeed, recall that the mesh of $\Pi_n$ converges to zero, as $n \to +\infty$. Then it follows from (4.13) that

$$
-4 \rho - (t_i^n - t) \left( \frac{\partial}{\partial t} \varphi(t, x) + m \left( C |t_i^n - t| \right) \right) 
\leq \sum_{j=i+1}^l \left( t \vee t_j^n - t \vee t_{j-1}^n \right) \cdot \sup_{\mu \in \Delta U} \widetilde{f}(t, x, \mu, \xi_j) \nabla \varphi(t, x).
$$

We choose now $\varepsilon > 0$ arbitrarily small and we put $\rho = \varepsilon^2$. For $n \geq n_0$ large enough we can find some $l$ $(i + 1 \leq l \leq n)$, such that $\varepsilon \leq t_i^n - t \leq 2\varepsilon$. Indeed, recall that the mesh of $\Pi_n$ converges to zero, as $n \to +\infty$. Then it follows from (4.13) that

$$
-4 \left( t_i^n - t \right)^2 - (t_i^n - t) \left( \frac{\partial}{\partial t} \varphi(t, x) + m \left( C |t_i^n - t| \right) \right) 
\leq \left( t_i^n - t \right) \cdot \inf_{\nu \in \Delta V} \sup_{\mu \in \Delta U} \widetilde{f}(t, x, \mu, \nu) \nabla \varphi(t, x).
$$

Recall that $\widetilde{f}(t, x, \mu, \nu) := \int_{U \times V} f(t, x, u, v) \mu(du) \nu(dv)$. Hence, from (4.9), (4.10) and (4.11),

$$
-4 \rho - (t_i^n - t) \left( \frac{\partial}{\partial t} \varphi(t, x) + m \left( C |t_i^n - t| \right) \right) 
\leq E \left[ \int_{t}^{t_i^n} f \left( t, x, (\alpha^\rho, (\nabla \varphi(t, x)) \right) dr \right] 
\leq \sum_{j=i+1}^l \left( t \vee t_j^n - t \vee t_{j-1}^n \right) \cdot \sup_{\mu \in \Delta U} \widetilde{f}(t, x, \mu, \xi_j) \nabla \varphi(t, x),
$$

and from the arbitrariness of the random variables $\xi_j \in L^0(\Omega, \mathcal{H}_j, P; V)$, $i + 1 \leq j \leq l$ and the fact that $\Delta V = \{P_\xi|\xi \in L^0(\Omega, \mathcal{H}_j, P; V)\}$, we conclude

$$
-4 \rho - (t_i^n - t) \left( \frac{\partial}{\partial t} \varphi(t, x) + m \left( C |t_i^n - t| \right) \right) 
\leq \sum_{j=i+1}^l \left( t \vee t_j^n - t \vee t_{j-1}^n \right) \cdot \inf_{\nu \in \Delta V} \sup_{\mu \in \Delta U} \widetilde{f}(t, x, \mu, \nu) \nabla \varphi(t, x) 
= \left( t_i^n - t \right) \cdot \inf_{\nu \in \Delta V} \sup_{\mu \in \Delta U} \widetilde{f}(t, x, \mu, \nu) \nabla \varphi(t, x).
$$
Let us suppose that this latter relation doesn’t hold true. Then, there exist \( \delta > 0 \) with respect to the partition using the notations introduced there, we first deduce from the DPP (Theorem 3.1)

\[
\frac{\partial}{\partial t} \varphi(t, x) + \inf_{v \in \Delta V} \sup_{\mu \in \Delta U} \tilde{f}(t, x, \mu, v) \nabla \varphi(t, x) \geq 0. \tag{4.15}
\]

In order to conclude, we remark that, for all \((t, x, p) \in [0, T] \times R^d \times R^d\), the function \(H(t, x, \mu, v, p) := \tilde{f}(t, x, \mu, v) p\) is bilinear in \((\mu, v) \in \Delta U \times \Delta V\). The spaces \(\Delta U\) and \(\Delta V\) are compact and convex. Consequently,

\[
\inf_{v \in \Delta V} \sup_{\mu \in \Delta U} \tilde{f}(t, x, \mu, v) p = \sup_{\mu \in \Delta U} \inf_{v \in \Delta V} \tilde{f}(t, x, \mu, v) p, \quad (t, x, p) \in [0, T] \times R^d \times R^d, \tag{4.16}
\]

and relation (4.3) follows from (4.15). The proof is complete. \(\square\)

In order to complete the proof of Proposition 4.1 we also have to prove the following

**Lemma 4.3** The function \(V\) is the viscosity supersolution of the Hamilton–Jacobi–Isaacs equation (4.1).

**Proof** In the proof of Lemma 4.2 we have already noticed that \(V(T, x) = g(x), x \in R^d\). Let us fix again \((t, x) \in [0, T] \times R^d\) and consider a test function \(\varphi \in C^1([0, T] \times \mathbb{R}^d)\) which is bounded together with its first order derivatives, such that \(V(t, x) - \varphi(t, x) = 0 \leq V - \varphi\) on \([0, T] \times R^d\). In order to prove the statement we have to show that

\[
\frac{\partial}{\partial t} \varphi(t, x) + \sup_{\mu \in \Delta U} \inf_{v \in \Delta V} \tilde{f}(t, x, \mu, v) \nabla \varphi(t, x) \leq 0. \tag{4.17}
\]

Let us suppose that this latter relation doesn’t hold true. Then, there exist \(\delta > 0\), and \(\mu^* \in \Delta U\) such that

\[
0 < \delta < \frac{\partial}{\partial t} \varphi(t, x) + \sup_{\mu \in \Delta U} \inf_{v \in \Delta V} \tilde{f}(t, x, \mu, v) \nabla \varphi(t, x)
= \frac{\partial}{\partial t} \varphi(t, x) + \inf_{v \in \Delta V} \tilde{f}(t, x, \mu^*, v) \nabla \varphi(t, x) \tag{4.18}
\leq \frac{\partial}{\partial t} \varphi(t, x) + \tilde{f}(t, x, \mu^*, v) \nabla \varphi(t, x),
\]

for all \(v \in \Delta V\). On the other hand, given an arbitrarily small \(\rho > 0\) and \(M \geq C \rho^{-1}(|x| + C f T)\), there exists \(n_\rho \geq 1\), such that for all \(n \geq n_\rho\),

\[
|\varphi(t, x) - V_{\Pi_n}(t, x)| \leq \rho, \quad V_{\Pi_n}(s, y) \geq \varphi(s, y) - \rho, \quad s \in [0, T], \quad |y| \leq M.
\]

Let \(n \geq n_\rho\). Adapting the argument of the proof of the preceding Lemma 4.2 and using the notations introduced there, we first deduce from the DPP (Theorem 3.1) with respect to the partition \(\Pi_n\) that

\[
\varphi(t, x) + \rho \geq V_{\Pi_n}(t, x)
\]
$$= \text{esssup}_{\alpha \in A_{i,t_i}^n} \text{essinf}_{\beta \in B_{i,t_i}^n} E \left[ V^\Pi_n \left( t^n_i, X_{t_i}^{t,x,\alpha,\beta} \right) | F_i \right]$$

$$\geq \text{esssup}_{\alpha \in A_{i,t_i}^n} \text{essinf}_{\beta \in B_{i,t_i}^n} E \left[ \phi \left( t^n_i, X_{t_i}^{t,x,\alpha,\beta} \right) | F_i \right]$$

$$- CP \left\{ |X_{t_i}^{t,x,\alpha,\beta}| > M | F_i \right\} - \rho$$

$$\geq \text{esssup}_{\alpha \in A_{i,t_i}^n} \text{essinf}_{\beta \in B_{i,t_i}^n} E \left[ \phi \left( t^n_i, X_{t_i}^{t,x,\alpha,\beta} \right) | F_i \right] - 2\rho, \ P\text{-a.s.} \quad (4.19)$$

Consequently,

$$3\rho \geq \text{esssup}_{\alpha \in A_{i,t_i}^n} \text{essinf}_{\beta \in B_{i,t_i}^n} E \left[ \int_t^{t^n_i} \left( \frac{\partial}{\partial r} \phi \left( r, X_r^{t,x,\alpha,\beta} \right) + f \left( r, X_r^{t,x,\alpha,\beta}, (\alpha, \beta)_r \right) \nabla \phi \left( r, X_r^{t,x,\alpha,\beta} \right) \right) dr | F_i \right]$$

and using the continuity modulus $m(\cdot)$ introduced in the proof of Lemma 4.2 we obtain

$$3\rho - (t^n_i - t) \left( \frac{\partial}{\partial t} \phi(t, x) - m \left( C | t^n_i - t | \right) \right)$$

$$\geq \text{esssup}_{\alpha \in A_{i,t_i}^n} \text{essinf}_{\beta \in B_{i,t_i}^n} E \left[ \int_t^{t^n_i} f \left( t, x, (\alpha, \beta)_r \right) \nabla \phi(t, x) dr | F_i \right], \ P\text{-a.s.} \quad (4.20)$$

In the next step, observing that we can identify $U_{i,t_i}^\Pi_n$ as a subset of $A_{i,t_i}^\Pi_n$, and choosing $u \in U_{i,t_i}^\Pi_n$ of the form $u = \sum_{j=1}^l \xi_j I_{[t^n_i l, \vee t^n_{i-1} \vee t^n_j]}$, with $\xi_j \in L^0(\Omega, \mathcal{G}_j, \ P; \ U)$ such that $P_{\xi_j} = \mu^* (i + 1 \leq j \leq l)$, we get

$$3\rho - (t^n_i - t) \left( \frac{\partial}{\partial t} \phi(t, x) - m \left( C | t^n_i - t | \right) \right)$$

$$\geq \text{essinf}_{\beta \in B_{i,t_i}^\Pi_n} E \left[ \int_t^{t^n_i} f \left( t, x, u, (\beta(u)_r) \right) \nabla \phi(t, x) dr | F_i \right], \ P\text{-a.s.} \quad (4.21)$$

In analogy to the argument of (3.3) in Step 1 of the proof of Lemma 3.1 we now can construct some $\beta^\rho \in B_{i,t_i}^\Pi_n$ (depending on the control process $u$) such that

$$4\rho - (t^n_i - t) \left( \frac{\partial}{\partial t} \phi(t, x) - m \left( C | t^n_i - t | \right) \right)$$
\[ \begin{aligned}
&\geq E \left[ \int_{t_j^{i+1}}^{t_j^n} f(t, x, (u, \beta^\rho(u) \cdot t)) \, d\varphi(t, x) \, dr | \mathcal{F}_i \right] \\
&\geq E \left[ \sum_{j=i+1}^{l} \int_{t_j^{i+1}}^{t_j^n} f(t, x, (\xi_j, \beta^\rho(u) \cdot t)) \, d\varphi(t, x) \, dr | \mathcal{F}_i \right].
\end{aligned} \] (4.23)

We put now \( v := \beta^\rho(u) \), and we observe that, for any \( i + 1 \leq j \leq n \), the restriction of \( v \) to the interval \([t \vee t_j^{n-1}, t_j^n] \) belongs to \( \mathcal{V}_{j-1}^{\Pi_n} \). Consequently, by definition, \( v|_{[t \vee t_j^{n-1}, t_j^n]} \) is of the form \( v|_{[t \vee t_j^{n-1}, t_j^n]} = \sum_{k \geq 1} I_{t_j^{k}} v^k \), where \((\Gamma_k)_{k \geq 1} \subset \mathcal{F}_j \) is a partition of \( \Omega \) and \( v_k \in L^0_{\mathcal{H}_j}(t_j^{n-1}, t_j^n; V) \), \( k \geq 1 \). (For simplicity of notations we have suppressed in this representation the dependence on \( j \).) Thus, the independence of the three \( \sigma \)-fields \( \mathcal{H}_j \), \( \mathcal{G}_j \) and \( \mathcal{F}_{j-1} \) yields

\[ \begin{aligned}
E \left[ \int_{t_j^{i+1}}^{t_j^n} f(t, x, \xi_j, \beta^\rho(u) \cdot t) \, d\varphi(t, x) \, dr | \mathcal{F}_i \right] \\
= E \left[ \sum_{k \geq 1} I_{t_j^{k}} \int_{t_j^{i+1}}^{t_j^n} f(t, x, \xi_j, v^k_r) \, d\varphi(t, x) | \mathcal{F}_i \right] dr | \mathcal{F}_i \\
= E \left[ \sum_{k \geq 1} I_{t_j^{k}} \int_{t_j^{i+1}}^{t_j^n} f(t, x, \mu^*, P_{t_j^{k}}) \, d\varphi(t, x) | \mathcal{F}_i \right] \\
\geq (t \vee t_j^n - t \vee t_j^{n-1}) \cdot E \left[ \sum_{k \geq 1} I_{t_j^{k}} \inf_{v \in \Delta V}(\bar{f}(t, x, \mu^*, v) \, d\varphi(t, x)) | \mathcal{F}_i \right] \\
= (t \vee t_j^n - t \vee t_j^{n-1}) \cdot \inf_{v \in \Delta V}(\bar{f}(x, \mu^*, v) \, d\varphi(t, x)).
\end{aligned} \] (4.24)

Therefore, summing up (4.24) with respect to \( j \) and substituting the result in (4.23) we obtain

\[ \begin{aligned}
4\rho + (t_j^n - t) m (C|t_j^n - t|) \\
\geq (t_j^n - t) \cdot \left( \frac{\partial}{\partial t} \varphi(t, x) + \inf_{v \in \Delta V}(\bar{f}(x, \mu^*, v) \, d\varphi(t, x)) \right) \\
\geq \delta (t_j^n - t).
\end{aligned} \] (4.25)
Let now \( \varepsilon > 0, \rho = \varepsilon^2 \) and \(|\Pi_n| > 0\) be small enough, such that \( t^n_1 \) can be chosen such that \( \frac{\varepsilon}{2} \leq t^n_1 - t \leq \varepsilon \). Then, from (4.25) we have

\[
4\varepsilon^2 + \varepsilon m(C \varepsilon) \geq \frac{\varepsilon}{2} \delta.
\] (4.26)

Thus, first dividing this latter relation by \( \varepsilon \) and after letting \( \varepsilon \to 0 \), we get \( \delta \leq 0 \), which contradicts \( \delta > 0 \) in (4.18). Therefore, our hypothesis is wrong and we have (4.17). The proof is complete.\( \square \)

In analogy to Proposition 4.1 we can prove the following

**Proposition 4.2** Also the function \( U \in C_b([0, T] \times \mathbb{R}^d) \) is a viscosity solution of the Hamilton–Jacobi–Isaacs equation (4.1).

Finally, we are able to prove Theorem 4.1.

**Proof** Due to relation (4.16) we know that the bounded continuous functions \( V \) and \( U \) are viscosity solutions of the same Hamilton–Jacobi–Isaacs equation. On the other hand, since the Hamiltonian of this equation

\[
H(t, x, p) = \inf_{\nu \in \Delta_1} \sup_{\mu \in \Delta_1} (\tilde{f}(t, x, \mu, \nu) p), \quad (t, x, p) \in [0, T] \times \mathbb{R}^d \times \mathbb{R}^d,
\]

is bounded and continuous, Lipschitz in \( z \), uniformly with respect to \((t, x) \in [0, T] \in \mathbb{R}^d \), and

\[
|H(t, x, p) - H(t, x', p)| \leq C|p||x - x'|, \quad x, x' \in \mathbb{R}^d, \quad (t, p) \in [0, T] \times \mathbb{R}^d,
\]

it is by now well-known, that the viscosity solution of the Hamilton–Jacobi–Isaacs equation (4.1) is unique in the class of continuous functions with at most polynomial growth. Consequently, \( V = U \). On the other hand, recall that we have got \( V \) and \( U \) as limit over a converging subsequence of the sequence \( V^{\Pi_n} \) and \( U^{\Pi_n} \), respectively, where \((\Pi_n)_{n \geq 1}\) is an arbitrarily chosen sequence of partitions of \([0, T]\) such that \(|\Pi_n| \to 0 (n \to +\infty)\). Therefore, since the limit of the converging subsequence doesn’t depend on the choice of the sequence, it follows that \( V^{\Pi} \) and \( U^{\Pi} \) converge along all sequence of partitions \( \Pi \) with \(|\Pi| \to 0 \), and the limit is \( V = U \). The proof of Theorem 4.1 is complete.\( \square \)
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