Quantum time delay for unitary operators: general theory
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Abstract

We present a suitable framework for the definition of quantum time delay in terms of sojourn times for unitary operators in a two-Hilbert spaces setting. We prove that this time delay defined in terms of sojourn times (time-dependent definition) exists and coincides with the expectation value of a unitary analogue of the Eisenbud-Wigner time delay operator (time-independent definition). Our proofs rely on a new summation formula relating localisation operators to time operators and on various tools from functional analysis such as Mackey’s imprimitivity theorem, Trotter-Kato Formula and commutator methods for unitary operators. Our approach is general and model-independent.
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1 Introduction and main results

One can find a large literature on the notion of quantum time delay in the setup of scattering theory for self-adjoint operators (see for instance [2, 3, 5, 6, 7, 13, 14, 16, 17, 18, 25, 27, 28, 34, 35]). But as far as we know, there is no mathematical work on quantum time delay in the setup of scattering theory for unitary operators. The purpose of this paper is to fill in this gap by developing a general
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theory of quantum time delay for unitary operators in a two-Hilbert spaces setting. Namely, we present a suitable framework for the definition of time delay in terms of sojourn times in dilated regions for quantum scattering systems consisting in two unitary operators acting in two (apriori different) Hilbert spaces. Then, we prove under appropriate conditions the existence of this time delay and its equality with the expectation value of a unitary analogue of the Eisenbud-Wigner time delay operator appearing in the self-adjoint theory. This establishes in a general unitary setup, as was established before in a general self-adjoint setup [25], the identity between the time-dependent definition of time delay (with sojourn times) and the time-independent definition of time delay (with expectation value).

Our main result, properly stated in Theorem 5.3 and Remark 5.4, is the proof of the existence of the limit
\[ \lim_{r \to \infty} \tau^\text{sym}_r(\varphi) = \left( \varphi, -S^* U_0 \frac{dS}{dU_0} \varphi \right)_{H_0}. \]
To our knowledge, this formula is completely new. It establishes in the unitary setup the identity between the time-dependent definition of time delay and the time-independent definition of time delay. Under the additional assumption that the scattering system is elastic in some appropriate sense (namely, that the operator $S$ commutes with some function of a velocity operator $V$ defined in terms of $U_0$ and $Q$), we show in Theorem 5.9 that the simpler, non-symmetrised time delay

$$
\tau_r^{\text{nsym}}(\varphi) := (T_{r,1}(\varphi) + T_{r,2}(\varphi)) - T_r^0(\varphi)
$$

also exists in the limit $r \to \infty$ and satisfies

$$
\lim_{r \to \infty} \tau_r^{\text{nsym}}(\varphi) = \lim_{r \to \infty} \tau_r^{\text{sym}}(\varphi) = \left\langle \varphi, -S^* U_0 \frac{dS}{dU_0} \varphi \right\rangle_{\mathcal{H}_0}.
$$

We give now a more detailed description of the paper. In Section 2, we introduce the free propagator $U_0$ and the family of position operators $Q = (Q_1, \ldots, Q_d)$, and we present the general conditions of regularity and commutation that we impose on $U_0$ and $Q$ (Assumptions 2.2 and 2.4). These conditions, formulated in terms of the family of unitary operators

$$U_0(x) := e^{-ix \cdot Q} U_0 e^{ix \cdot Q}, \quad x \in \mathbb{R}^d,$$

imply the existence of a family of mutually commuting self-adjoint operators $V = (V_1, \ldots, V_d)$ with $V_j$ given by

$$V_j := s \cdot \left. \frac{d}{dx_j} \right|_{x=0} U_0(x) U_0^{-1}$$

on some appropriate core. The operators $V_j$ can be interpreted as the components of the velocity vector associated to $U_0$ and $Q_j$. Accordingly, the set $\kappa(U_0)$ of values in the spectrum $\sigma(U_0)$ where $V = 0$ (precisely defined in Definition 2.7) plays an important role and is called the set of critical values of $U_0$. It is a unitary analogue of the set of critical values introduced in [24, Def. 2.5] in the self-adjoint setup.

In Section 3, we use commutator methods for unitary operators [9] to construct a conjugate operator for $U_0$ and to prove a Mourre estimate for $U_0$ on the set $\sigma(U_0) \setminus \kappa(U_0)$ (Lemmas 3.1 and 3.3). As a consequence, we obtain in Theorem 3.4 a class locally $U_0$-smooth operators on $S^1 \setminus \kappa(U_0)$ and we show that the operator $U_0$ has purely absolutely continuous in $\sigma(U_0) \setminus \kappa(U_0)$. To illustrate these results, we present in Examples 3.5 and 3.6 the cases where the velocity vector $V$ is constant and $U_0$ is the time-one propagator for the Laplacian in $\mathbb{R}^d$.

In Section 4, we prove a formula which relates the evolution of the localisation operator $f(Q)$ under $U_0$ to a time operator $T_f$. First, we recall in Section 4.1 the properties of averaged localisation functions $R_f : \mathbb{R}^d \setminus \{0\} \to \mathbb{C}$ which appears naturally when dealing with quantum time delay. Then, in Section 4.2, we prove for appropriate vectors $\varphi \in \mathcal{H}_{\text{ac}}(U_0)$ the summation formula

$$
\lim_{r \to \infty} \frac{1}{2} \sum_{n \geq 0} \left\langle \varphi, \left( U_0^{-n} f(Q/r) U_0^n - U_0^n f(Q/r) U_0^{-n} \right) \varphi \right\rangle_{\mathcal{H}_0} = \left\langle \varphi, T_f \varphi \right\rangle_{\mathcal{H}_0}.
$$

The proof, given in Theorem 4.6, is not trivial: It involves commutator methods for families of self-adjoint and unitary operators, the class of locally $U_0$-smooth operators obtained in Section 3, operator identities following from the Trotter-Kato formula (Lemma 4.5) and a repeated use of Lebesgue’s dominated convergence theorem. The operator $T_f$ is similar to an operator appearing in the self-adjoint setup [24, Prop. 5.2]. Its precise definition is given in terms of a quadratic form (see Proposition 4.3), but formally

$$T_f = \frac{1}{2} (Q \cdot (\nabla R_f)(V) + (\nabla R_f)(V) \cdot Q).$$

In Section 4.3, Lemma 4.7, we show that the operators $T_f$ and $U_0$ satisfy under appropriate conditions the relation

$$U_0^{-1} [T_f, U_0] = -1.$$
which is the unitary analogue of the canonical time-energy commutation relation of the self-adjoint setup. Therefore, the operator $T_t$ can be interpreted as a time operator for $U_0$, and $T_t$ is equal in some suitable sense to the operator $-U_0 \frac{d}{dt}$. Indeed, by applying Mackey’s imprimitivity theorem [19], we are able to show that $T_t$ acts as the differential operator $-z \frac{d}{dz}$ ($z \in \mathbb{S}^1$) in a Hilbert space isomorphic to $\mathcal{H}_0$ (see Remark 4.8). In consequence, the formula (1.3) can be seen as an equality between on the l.h.s. the difference of times spent by the evolving state $U_0^r \phi$ in the future (first term) and in the past (second term) within dilated regions defined by the localisation operators $f(Q/r)$ and on the r.h.s. the expectation value in $\phi$ of the time operator $T_t$. At the end of Section 4.3, we illustrate these results once again with the cases where the velocity vector $V$ is constant and $U_0$ is the time-one propagator for the Laplacian in $\mathbb{R}^d$ (see Examples 4.9 and 4.10).

In Section 5.1, we prove (1.1), that is, the existence of the symmetrised time delay $\tau^\text{sym}_r(\phi)$ in the limit $r \rightarrow \infty$ and its identity with the expectation value of the unitary analogue of the Eisenbud-Wigner time delay operator (see Theorem 5.3 and Remark 5.4). The main ingredient of the proof is the summation formula (1.3). In Section 5.2, under the additional assumption that the scattering operator $S$ commutes with some appropriate function of the velocity operator $V$, we prove that the simpler, non-symmetrised time delay $\tau^\text{nsym}_r(\phi)$ also exists in the limit $r \rightarrow \infty$ and satisfies the same identity (that is, (1.2), see Theorem 5.9).

Before concluding, we would like to emphasize that our results here in the unitary setup are not a mere consequence of the corresponding results [24, 25] in the self-adjoint setup. The standard tools allowing one to go from unitary operators to self-adjoint operators (such as the Cayley transform, functional calculus or operator logarithms) are not suited for the problem of quantum time delay. Even more, various proofs in the present paper turn out to be more subtle than the corresponding proofs in the self-adjoint setup. Some of the reasons explaining this fact are the following:

- In the unitary setup, the sojourn times are defined as sums over a discrete time $n \in \mathbb{Z}$, whereas in the self-adjoint setup the sojourn times are defined as integrals over a continuous time $t \in \mathbb{R}$. So, in order to obtain results in the unitary setup, one has to evaluate infinite sums, which in general is more challenging than to evaluate improper integrals. In particular, the proof of the summation formula (1.3) is more technical than the proof of the corresponding integral formula of the self-adjoint setup [24, Thm. 5.5], and the proof of the existence of the non-symmetrised time delay (1.2) relies on a preliminary result based on the Poisson summation formula (Lemma 5.5) not needed in the self-adjoint setup.

- The unitary operators $U_0$ and $U$ that we consider are completely general. In particular, there are not supposed to be time-one propagators of some self-adjoint operators $H_0$ and $H$. In consequence, one cannot apply all the technics coming from the self-adjoint theory. Moreover, one does not have at disposal a predefined dense set $\mathcal{D} \subset \mathcal{H}_0$ (such as the domain of $H_0$) where to perform the necessary the calculations for the free theory. Instead, one has to come up with an assumption on $U_0$ specific enough to put into evidence a dense set of $\mathcal{D} \subset \mathcal{H}_0$ appropriate for the calculations, but general enough not to oversimplify the theory. Assumption 2.2 fulfills these requirements.

- In the self-adjoint setup, the unitary groups generated by the free Hamiltonian and the time operator satisfy in favorable situations the Weyl relation. Thus, one can apply Stone-von Neumann theorem to conclude that the time operator acts as the energy derivative in the spectral representation of the free Hamiltonian (see [24, Sec. 6]). In the unitary setup, the unitary groups generated by the free propagator and the time operator satisfy at best only an imprimitivity relation. Thus, one has to apply Mackey’s imprimitivity theorem, which is more complex than Stone-von Neumann theorem, to conclude that the time operator acts as the energy derivative in the spectral representation of the free propagator (see Section 4.3).

To conclude, we point out that the theory presented here is general, adapted to cover a variety of unitary scattering systems, both in the one and two-Hilbert spaces setting. Therefore, we plan in the
future to apply it to various unitary scattering systems, as for instance anisotropic quantum walks as presented in [22, 23].

Acknowledgements. The authors express their gratitude to the referees who dedicated time to review this manuscript and suggested various improvements to the text. In particular, we are really grateful to one referee who pointed to us possible alternative proofs for some of our results.

2 Free propagator and position operators

In this section, we recall needed facts on commutators methods, we introduce our assumptions on the free propagator and the position operators, and we describe a set of critical values of the free propagator which appears naturally under our assumptions.

We start by recalling some facts on commutators methods borrowed from [1, 11]. Let $H$ be a self-adjoint operator with domain $\mathcal{D}(H)$ and spectrum $\sigma(H)$ in a Hilbert space $\mathcal{H}_0$, and let $A$ be a second self-adjoint operator with domain $\mathcal{D}(A)$ in $\mathcal{H}_0$. We say that $H$ is of class $C^k(A)$ with $k \in \mathbb{N}$ if for some $\omega \in \mathbb{C} \setminus \sigma(H)$ the map

$$\mathbb{R} \ni t \mapsto e^{-itA}(H - \omega)^{-1}e^{itA} \in \mathcal{B}(\mathcal{H}_0)$$

is strongly of class $C^k$. In the case $k = 1$, the quadratic form

$$\mathcal{D}(A) \ni \varphi \mapsto \langle \varphi, (H - \omega)^{-1}A\varphi \rangle_{\mathcal{H}_0} - \langle A\varphi, (H - \omega)^{-1}\varphi \rangle_{\mathcal{H}_0} \in \mathbb{C}$$

extends continuously to a bounded operator denoted by $[(H - \omega)^{-1}, A]$. Furthermore, the set $\mathcal{D}(H) \cap \mathcal{D}(A)$ is a core for $H$ and the quadratic form

$$\mathcal{D}(H) \cap \mathcal{D}(A) \ni \varphi \mapsto \langle H\varphi, A\varphi \rangle_{\mathcal{H}_0} - \langle A\varphi, H\varphi \rangle_{\mathcal{H}_0} \in \mathbb{C}$$

is continuous in the topology of $\mathcal{D}(H)$. Thus, it extends uniquely to a continuous quadratic form $[H, A]$ on $\mathcal{D}(H)$ which can be identified with a continuous operator from $\mathcal{D}(H)$ to the adjoint space $\mathcal{D}(H)^*$, and the following equality holds:

$$[(H - \omega)^{-1}, A] = -(H - \omega)^{-1}[H, A](H - \omega)^{-1}.$$  \hfill (2.2)

In [11, Lemma 2], it has been shown that if $[H, A]D(H) \subset \mathcal{H}$, then $e^{itA}D(H) \subset D(H)$ for each $t \in \mathbb{R}$. Accordingly, we say in the sequel that $i[H, A]$ is essentially self-adjoint on $D(H)$ if $[H, A]D(H) \subset \mathcal{H}$ and if $i[H, A]$ is essentially self-adjoint on $D(H)$ in the usual sense.

Now, let $Q := (Q_1, \ldots, Q_d)$ be a family of mutually strongly commuting self-adjoint operators in $\mathcal{H}_0$ (the position operators). Then, any function $f \in L^\infty(\mathbb{R}^d)$ defines a $d$-variables functional calculus a bounded operator $f(Q)$ in $\mathcal{H}_0$. In particular, the operator $e^{ixQ}$, with $x \cdot Q := \sum_{j=1}^{d} x_j Q_j$, is unitary in $\mathcal{H}_0$ for each $x \in \mathbb{R}^d$. In this context, we say that $H$ is of class $C^k(Q)$ with $k \in \mathbb{N}$ if for some $\omega \in \mathbb{C} \setminus \sigma(H)$ the map

$$\mathbb{R}^d \ni x \mapsto e^{-ixQ}(H - \omega)^{-1}e^{ixQ} \in \mathcal{B}(\mathcal{H}_0)$$

is strongly of class $C^k$. Clearly, if $H$ is of class $C^k(Q)$, then $H$ is of class $C^k(Q_j)$ for each $j$.

Remark 2.1. The definitions are similar if we consider a bounded operator $B \in \mathcal{B}(\mathcal{H}_0)$ instead of a self-adjoint operator $H$. In such a case, we use the notation $B \in C^k(A)$ if the map (2.1), with $(H - \omega)^{-1}$ replaced by $B$, is strongly of class $C^k$, and we use the notation $B \in C^k(Q)$ if the map (2.3), with $(H - \omega)^{-1}$ replaced by $B$, is strongly of class $C^k$.

In the sequel, we assume the existence of a unitary operator $U_0 \in \mathcal{B}(\mathcal{H}_0)$ (the free propagator) with associated family of unitary operators

$$U_0(x) := e^{-ixQ}U_0e^{ixQ}, \quad x \in \mathbb{R}^d,$$

regular with respect to $Q$ in the following sense:
Assumption 2.2 (Regularity). The map 

$$\mathbb{R}^d \ni x \mapsto U_0(x)U_0^{-1} \in \mathcal{B}(\mathcal{H}_0)$$

is strongly differentiable on a core $\mathcal{D} \subset \mathcal{H}_0$ of the operator $Q^2$, and for each $j \in \{1, 2, \ldots, d\}$ the operator 

$$V_j \varphi := s \left. \frac{d}{dx_j} \right|_{x=0} iU_0(x)U_0^{-1} \varphi, \quad \varphi \in \mathcal{D},$$

is essentially self-adjoint, with self-adjoint extension denoted by the same symbol. The operator $V_j$ is of class $C^1(Q)$, and for each $k \in \{1, 2, \ldots, d\}$, $i[V_j, Q_k]$ is essentially self-adjoint on $\mathcal{D}(V_j)$, with self-adjoint extension denoted by $V_{jk}$. The operator $V_{jk}$ is of class $C^1(Q)$, and for each $\ell \in \{1, 2, \ldots, d\}$, $i[V_{jk}, Q_\ell]$ is essentially self-adjoint on $\mathcal{D}(V_{jk})$, with self-adjoint extension denoted by $V_{jk\ell}$.

Assumption 2.2 implies that the set $\mathcal{D}$ is a core for all the operators $V_j, V_{jk},$ and $V_{jk\ell}$. Assumption 2.2 also implies the invariance of the domains $\mathcal{D}(V_j)$ under the action of the unitary group $\{e^{itQ} \}_{t \in \mathbb{R}}$. Indeed, the condition $[V_j, Q_k]D(V_j) \subset \mathcal{H}$ and [11, Lemma 2] imply that $e^{itQ} \mathcal{D}(V_j) \subset \mathcal{D}(V_j)$ for each $t \in \mathbb{R}$. Thus $e^{itQ} \mathcal{D}(V_j) = \mathcal{D}(V_j)$ for each $t \in \mathbb{R}$, and since this holds for each $k \in \{1, 2, \ldots, d\}$ one obtains that $e^{itQ} \mathcal{D}(V_j) = \mathcal{D}(V_j)$ for each $x \in \mathbb{R}^d$. As a consequence, the operators 

$$V_j(x) := e^{-ixQ} V_j e^{ixQ}, \quad x \in \mathbb{R}^d,$$

are self-adjoint operators with domains $\mathcal{D}(V_j(x)) = \mathcal{D}(V_j)$. Similarly, the domains $\mathcal{D}(V_{jk})$ are left invariant by the unitary group $\{e^{itQ} \}_{t \in \mathbb{R}}$, and the operators 

$$V_{jk}(x) := e^{-ixQ} V_{jk} e^{ixQ}, \quad x \in \mathbb{R}^d,$$

are self-adjoint operators with domains $\mathcal{D}(V_{jk}(x)) = \mathcal{D}(V_{jk})$.

Remark 2.3. The operators $V_j$ and $V_{jk}$ can be interpreted as the components of the velocity vector and the acceleration matrix associated to the propagator $U_0$ and the position operators $Q_j$.

Our second main assumption on the operators $U_0(x)$ is a commutation assumption:

Assumption 2.4 (Commutation). $[U_0(x), U_0(y)] = 0$ for all $x, y \in \mathbb{R}^d$.

Assumption 2.4 implies that the operators $U_0(x)$ mutually commute in the strong sense, namely, if $E^{U_0(x)}$ denotes the spectral measure of $U_0(x)$ on the complex unit circle $\mathbb{S}^1 := \{e^{i\theta} \mid \theta \in [0, 2\pi]\}$, then

$$[E^{U_0(x)}(\Theta), E^{U_0(y)}(\Theta')] = 0$$

for all $x, y \in \mathbb{R}^d$ and all Borel sets $\Theta, \Theta' \subset \mathbb{S}^1$ (see [30, Prop. 5.27]).

Additional commutation relations are obtained in the following lemma:

Lemma 2.5. Let Assumptions 2.2 and 2.4 be satisfied. Then, the operators $U_0(x), (V_j(y)+i)^{-1}, (V_{jk}(z)+i)^{-1}$ mutually commute for all $x, y, z \in \mathbb{R}^d$ and all $j, k, \ell \in \{1, 2, \ldots, d\}$.

Proof. Let $j, k, \ell, m \in \{1, 2, \ldots, d\}$, $x, y \in \mathbb{R}^d$, and set 

$$R^{V_j(x)} := (V_j(x)+i)^{-1} \quad \text{and} \quad R^{V_{jk}(x)} := (V_{jk}(x)+i)^{-1}.$$ 

For any $\varphi, \psi \in \mathcal{H}_0$, there exist $(\varphi_n)_{n \in \mathbb{N}}, (\psi_n)_{n \in \mathbb{N}} \subset \mathcal{D}$ such that 

$$\lim_{n \to \infty} \|\varphi_n - (R^{V_j})^* \varphi\|_{\mathcal{D}(V_j)} = 0 \quad \text{and} \quad \lim_{n \to \infty} \|\psi_n - R^{V_{jk}} \psi\|_{\mathcal{D}(V_j)} = 0.$$
This, together with the facts that \([U_0(x), iU_0(y)U_0^{-1}] = 0\) and \(s \cdot \frac{d}{dy} \bigg|_{y=0} (iU_0(y)U_0^{-1})^* \varphi_m = V \varphi_m\), implies that

\[
\langle \varphi, R^{V_0}U_0(x)V_jR^{V_0}\psi \rangle_{\mathcal{H}_0} = \lim_{m \to \infty} \lim_{n \to \infty} \langle \varphi_m, U_0(x)V_j\psi_n \rangle_{\mathcal{H}_0}
\]

\[
= \lim_{m \to \infty} \lim_{n \to \infty} \frac{d}{dy} \bigg|_{y=0} \langle (iU_0(y)U_0^{-1})^* \varphi_m, U_0(x)\psi_n \rangle_{\mathcal{H}_0}
\]

\[
= \lim_{m \to \infty} \lim_{n \to \infty} \langle V_j \varphi_m, U_0(x)\psi_n \rangle_{\mathcal{H}_0}
\]

\[
= \langle \varphi, R^{V_0}V_jU_0(x)R^{V_0}\psi \rangle_{\mathcal{H}_0}.
\] (2.4)

Since \(\varphi, \psi\) are arbitrary, this implies that

\[
[U_0(x), R^{V_0}] = -R^{V_0} [U_0(x), V_j] R^{V_0} = 0.
\]

Therefore, we obtain that

\[
[U_0(x), R^{V(y)}] = e^{-iy \cdot Q} [U_0(x - y), R^{V_0}] e^{iy \cdot Q} = 0
\]

and thus the operators \(U_0(x)\) and \(R^{V(y)}\) commute.

A calculation as in (2.4) using the commutation of \(U_0(x)U_0^{-1}\) and \(R^{V(y)}\) implies that

\[
\langle \varphi, R^{V_0}V_jR^{V_0}\psi \rangle_{\mathcal{H}_0} = \langle \varphi, R^{V_0}R^{V_0}(V_jR^{V_0})\psi \rangle_{\mathcal{H}_0}.
\]

Since \(\varphi, \psi\) are arbitrary, this implies that

\[
[R^{V_0}, R^{V_0}(V_j)] = -R^{V_0} [V_j, R^{V_0}] R^{V_0} = 0.
\]

Therefore, we obtain that

\[
[R^{V_0}(x), R^{V_0}(y)] = e^{-ix \cdot Q} [R^{V_0}(x), R^{V_0}(y)] e^{ix \cdot Q} = 0,
\]

and thus the operators \(R^{V_0}(x)\) and \(R^{V_0}(y)\) commute.

Let \(e_\ell\) be the \(\ell\)-th standard orthonormal vector in \(\mathbb{R}^d\). Then, the commutation of \(R^{V_0}(x)\) and \(R^{V_0}(y)\) implies that

\[
R^{V_0}(x) \frac{R^{V_0}(y + \varepsilon e_\ell) - R^{V_0}(y)}{\varepsilon} = R^{V_0}(y + \varepsilon e_\ell) - R^{V_0}(y) \frac{R^{V_0}(x)}{\varepsilon}, \quad \varepsilon \in \mathbb{R} \setminus \{0\}.
\]

Taking the limit \(\varepsilon \to 0\) and using (2.2) and the strong commutation of \(V_j(x)\) and \(V_\ell(y)\), one obtains

\[
R^{V_0}(V_j(x), V_\ell(y)) = 0,
\]

Since the resolvent \(R^{V_0}(y)\) on the left is injective, this implies that \([R^{V_0}(x), V_\ell(y)] = 0\) on \(\mathcal{D}(V_\ell(y))\), and since \(\mathcal{D}(V_\ell(x))\) is a core for \(V_\ell(x)\), the last equality extends to \(\mathcal{D}(V_\ell(x))\). Therefore, we obtain that

\[
[R^{V_0}(x), R^{V_0}(y)] = -R^{V_0}(y) [R^{V_0}(x), V_\ell(y)] R^{V_0}(y) = 0,
\]

and thus the operators \(R^{V_0}(x)\) and \(R^{V_0}(y)\) commute.

The commutation of \(U_0(x)\) and \(R^{V_0}(y)\) implies that

\[
U_0(x) \frac{R^{V_0}(y + \varepsilon e_\ell) - R^{V_0}(y)}{\varepsilon} = R^{V_0}(y + \varepsilon e_\ell) - R^{V_0}(y) \frac{U_0(x)}{\varepsilon}, \quad \varepsilon \in \mathbb{R} \setminus \{0\}.
\]

Taking the limit \(\varepsilon \to 0\), and using (2.2), the commutation of \(U_0(x)\) and \(R^{V_0}(y)\), and the commutation of \(R^{V_0}(y)\) \(R^{V_0}(y)\), one obtains that

\[
R^{V_0}(U_0(x), V_\ell(y)) = 0
\]

\[
\iff R^{V_0}(R^{V_0}(x)U_0(x), V_\ell(y)) R^{V_0}(y) = 0
\]

\[
\iff R^{V_0}(U_0(x), V_\ell(y)) R^{V_0}(y) = 0.
\]
Therefore, we obtain that

$$[U_0(x), R^{U_0(y)}] = -R^{U_0(y)}[U_0(x), V_{k\ell}(y)] R^{U_0(y)} = 0,$$

and thus the operators $U_0(x)$ and $R^{U_0(y)}$ commute.

Finally, the commutation of $R^{U_0(x)}$ and $R^{U_0(y)}$ is proved in a similar way. The details are left to the reader. \(\square\)

Lemma 2.5 and [30, Prop. 5.27] imply that the operators $U_0(x)$, $V_j(y)$ and $V_{k\ell}(z)$ mutually commute in the strong sense for all $x, y, z \in \mathbb{R}^d$ and all $j, k, \ell \in \{1, \ldots, d\}$, that is, the spectral projections of $U_0(x)$, $V_j(y)$ and $V_{k\ell}(z)$ mutually commute for all $x, y, z \in \mathbb{R}^d$ and all $j, k, \ell \in \{1, \ldots, d\}$. Using these commutation relations, we can establish other useful facts:

**Lemma 2.6.** Let Assumptions 2.2 and 2.4 be satisfied.

(a) For all $j \in \{1, \ldots, d\}$, $x \in \mathbb{R}^d$ and $\varphi \in \mathcal{D}$, one has

$$s \cdot \frac{d}{dx_j} iU_0(x)U_0^{-1}\varphi = V_j(x)U_0(x)U_0^{-1}\varphi.$$

(b) For all $n \in \mathbb{Z}$ and $j \in \{1, \ldots, d\}$, one has

$$U_0^n(\mathcal{D}(Q_j) \cap \mathcal{D}(V_j)) = \mathcal{D}(Q_j) \cap \mathcal{D}(V_j).$$

(c) For all $n \in \mathbb{Z}$, $j \in \{1, \ldots, d\}$ and $\varphi \in \mathcal{D}(Q_j) \cap \mathcal{D}(V_j)$, one has

$$U_0^n Q_j U_0^{-n}\varphi = (Q_j - nV_j)\varphi,$$

and the operator $(Q_j - nV_j)$ is essentially self-adjoint on $\mathcal{D}(Q_j) \cap \mathcal{D}(V_j)$.

(d) For all $x \in \mathbb{R}^d$ and $n \in \mathbb{Z}$, the operator $(x \cdot Q - n(x \cdot V))$ is essentially self-adjoint on $\mathcal{D}(x \cdot Q) \cap \mathcal{D}(x \cdot V)$, with self-adjoint extension

$$(x \cdot Q - n(x \cdot V)) \upharpoonright \mathcal{D}(x \cdot Q) \cap \mathcal{D}(x \cdot V) = U_0^n(x \cdot Q)U_0^{-n}.$$

(e) For all $j, k \in \{1, \ldots, d\}$, one has $V_{jk}' = V_{kj}'$.

The result of point (c) has the following interpretation: After time $n$, the position $U_0^nQ_j U_0^{-n}$ of the quantum system with propagator $U_0$ is equal to the value $Q$ of its initial position minus $n$ times the value $V$ of its initial velocity.

**Proof.** (a) Let $\varphi \in \mathcal{D}$ and $\psi \in e^{-ixQ}\mathcal{D}$. Then, one has

$$\langle \psi, s \cdot \frac{d}{dx_j} iU_0(x)U_0^{-1}\varphi \rangle_{\mathcal{H}_0} = \lim_{\epsilon \to 0} \langle \psi, \frac{i}{\epsilon} \left( e^{-ixQ} U_0(\epsilon e_j) e^{ixQ} U_0^{-1} - e^{-ixQ} U_0 e^{ixQ} U_0^{-1}\varphi \right) \rangle_{\mathcal{H}_0}$$

$$= \lim_{\epsilon \to 0} \left( -\frac{i}{\epsilon} (U_0(\epsilon e_j)U_0^{-1} - 1)^* e^{ixQ} \psi, U_0 e^{ixQ} U_0^{-1}\varphi \right)_{\mathcal{H}_0}.$$

Since $e^{ixQ}\psi \in \mathcal{D}$, Assumption 2.2 implies that

$$-s \lim_{\epsilon \to 0} \frac{i}{\epsilon} (U_0(\epsilon e_j)U_0^{-1} - 1)^* e^{ixQ} \psi = V_j e^{ixQ} \psi.$$

Thus,

$$\langle \psi, s \cdot \frac{d}{dx_j} iU_0(x)U_0^{-1}\varphi \rangle_{\mathcal{H}_0} = \langle V_j e^{ixQ} \psi, U_0 e^{ixQ} U_0^{-1}\varphi \rangle_{\mathcal{H}_0} = \langle \psi, V_j(x)U_0(x)U_0^{-1}\varphi \rangle_{\mathcal{H}_0}.$$
with \( U_0(x)U_0^{-1}\varphi \in \mathcal{D}(V_j(x)) = \mathcal{D}(V_j) \) due to the commutation of \( V_j(x) \) and \( U_0(x)U_0^{-1} \). Since \( \mathcal{D} \) is dense in \( \mathcal{H}_0 \) and \( e^{-i x \cdot Q_j} : \mathcal{H}_0 \to \mathcal{H}_0 \) is a homeomorphism, the set of vectors \( \psi \) is dense in \( \mathcal{H}_0 \), and thus
\[
s^{-1} \frac{d}{ds} U_0(x)U_0^{-1}\varphi = V_j(x)U_0(x)U_0^{-1}\varphi.
\]

(b) Let \( \varphi \in \mathcal{D}(Q_j) \cap \mathcal{D}(V_j) \) and \( t \in \mathbb{R} \setminus \{0\} \). Then,
\[
(e^{-i t Q_j} - 1)U_0^{-1}\varphi = U(te_j)^{-1}(e^{-i t Q_j} - 1)\varphi + (U(te_j)^{-1} - U_0^{-1})\varphi,
\]
and point (a) and Lemma 2.6 imply for each \( \psi \in \mathcal{D} \) that
\[
\langle \psi, (U(te_j)^{-1} - U_0^{-1})\varphi \rangle_{\mathcal{H}_0} = \langle (U(te_j)U_0^{-1} - 1)\psi, U_0^{-1}\varphi \rangle_{\mathcal{H}_0} = \langle -i \int_0^t ds V_j(s)U_0^{-1}\psi, U_0^{-1}\varphi \rangle_{\mathcal{H}_0} = \langle \psi, i \int_0^t ds U_0^{-1}V_j(s)\varphi \rangle_{\mathcal{H}_0}.
\]
Since \( \mathcal{D} \) is dense in \( \mathcal{H}_0 \), it follows that
\[
(e^{-i t Q_j} - 1)U_0^{-1}\varphi = U(te_j)^{-1}(e^{-i t Q_j} - 1)\varphi + i \int_0^t ds U_0^{-1}V_j(s)\varphi,
\]
and thus that
\[
Q_jU_0^{-1}\varphi = \lim_{t \to 0} \frac{1}{t} (e^{-i t Q_j} - 1)U_0^{-1}\varphi = U_0^{-1}Q_j\varphi - U_0^{-1}V_j\varphi.
\]
Therefore, we have shown that \( U_0^{-1}(\mathcal{D}(Q_j) \cap \mathcal{D}(V_j)) \subset \mathcal{D}(Q_j) \) with
\[
U_0 Q_j U_0^{-1} \varphi = (Q_j - V_j) \varphi
\]
for all \( \varphi \in \mathcal{D}(Q_j) \cap \mathcal{D}(V_j) \). Since \( U_0^{-1} \) and \( V_j \) commute, we also have \( U_0^{-1}(\mathcal{D}(Q_j) \cap \mathcal{D}(V_j)) \subset \mathcal{D}(V_j) \), and thus
\[
U_0^{-1}(\mathcal{D}(Q_j) \cap \mathcal{D}(V_j)) \subset \mathcal{D}(Q_j) \cap \mathcal{D}(V_j). \quad (2.5)
\]
Starting with the expression \( (e^{-i t Q_j} - 1)U_0 \varphi \), we can show with similar arguments that
\[
U_0(\mathcal{D}(Q_j) \cap \mathcal{D}(V_j)) \subset \mathcal{D}(Q_j) \cap \mathcal{D}(V_j) \quad (2.6)
\]
and that
\[
U_0^{-1}Q_j U_0 \varphi = (Q_j + V_j) \varphi
\]
for all \( \varphi \in \mathcal{D}(Q_j) \cap \mathcal{D}(V_j) \). Using (2.5) and (2.6) we get
\[
\mathcal{D}(Q_j) \cap \mathcal{D}(V_j) = U_0 U_0^{-1}(\mathcal{D}(Q_j) \cap \mathcal{D}(V_j)) \subset U_0(\mathcal{D}(Q_j) \cap \mathcal{D}(V_j)) \subset (\mathcal{D}(Q_j) \cap \mathcal{D}(V_j)).
\]
Thus, we obtain \( U_0(\mathcal{D}(Q_j) \cap \mathcal{D}(V_j)) = (\mathcal{D}(Q_j) \cap \mathcal{D}(V_j)) \), which in turn implies for each \( n \in \mathbb{Z} \) that
\[
U_0^n(\mathcal{D}(Q_j) \cap \mathcal{D}(V_j)) = \mathcal{D}(Q_j) \cap \mathcal{D}(V_j).
\]
(c) We prove the first claim by induction on \( n \geq 0 \) (the case \( n \leq 0 \) is similar). The case \( n = 0 \) is trivial, the case \( n = 1 \) has been shown in the proof of point (b), and in the case \( n - 1 \geq 1 \) we assume that the claim is true. Then, to prove the claim in the case \( n \), we take \( \varphi \in \mathcal{D}(Q_j) \cap \mathcal{D}(V_j) \) and use successively
the fact that $U_0^{-1}(\mathcal{D}(Q_j) \cap \mathcal{D}(V_j)) = \mathcal{D}(Q_j) \cap \mathcal{D}(V_j)$, the induction hypothesis, the commutation of $V_j$ and $U_0$, and the claim in the case $n = 1$ to obtain the equalities

$$U_0^n Q_j U_0^{-n} \varphi = U_0(Q_j - (n - 1)V_j)U_0^{-1} \varphi$$
$$= U_0Q_jU_0^{-1} \varphi - (n - 1)V_j \varphi$$
$$= (Q_j - V_j) \varphi - (n - 1)V_j \varphi$$
$$= (Q_j - nV_j) \varphi.$$  

The second claim follows from the first claim if one takes into account the fact that $\mathcal{D}$ is a core for $Q_j$ and the inclusions

$$\mathcal{D}(Q_j) \cap \mathcal{D}(V_j) = U_0^n(\mathcal{D}(Q_j) \cap \mathcal{D}(V_j)) \supset U_0^n \mathcal{D},$$

which follow from point (b) and the definition of the set $\mathcal{D}$.

(d) Point (c) implies that

$$U_0^n(x \cdot Q)U_0^{-n} = (x \cdot Q - n(x \cdot V)) \quad \text{on} \quad \cap_{j=1}^d (\mathcal{D}(Q_j) \cap \mathcal{D}(V_j)). \quad (2.7)$$

Furthermore, point (b) implies that

$$\cap_{j=1}^d (\mathcal{D}(Q_j) \cap \mathcal{D}(V_j)) = \cap_{j=1}^d U_0^n(\mathcal{D}(Q_j) \cap \mathcal{D}(V_j)) \supset U_0^n \mathcal{D}.$$  

Since $\mathcal{D}$ is a core for $x \cdot Q$ (because $\mathcal{D}$ is dense in $\mathcal{D}(Q^2) \subset \mathcal{D}(x \cdot Q)$), it follows from (2.7) that the operator $(x \cdot Q - n(x \cdot V))$ is essentially self-adjoint on $\cap_{j=1}^d (\mathcal{D}(Q_j) \cap \mathcal{D}(V_j))$, and thus essentially self-adjoint on $\mathcal{D}(x \cdot Q) \cap \mathcal{D}(x \cdot V)$. This, together with the uniqueness of the self-adjoint extension of an essentially self-adjoint operator, implies that

$$\left( (x \cdot Q - n(x \cdot V)) \mid \mathcal{D}(x \cdot Q) \cap \mathcal{D}(x \cdot V) \right) = \left( (x \cdot Q - n(x \cdot V)) \mid \cap_{j=1}^d (\mathcal{D}(Q_j) \cap \mathcal{D}(V_j)) \right)$$
$$= U_0^n(x \cdot Q)U_0^{-n} \cap_{j=1}^d (\mathcal{D}(Q_j) \cap \mathcal{D}(V_j))$$
$$= U_0^n(x \cdot Q)U_0^{-n}.$$  

(e) Let $\varphi, \psi \in \mathcal{D}$. Using the facts that $\mathcal{D} \subset \mathcal{D}(V_j) \subset \mathcal{D}(V_j')$, that $V_j \mid \mathcal{D} = i[V_j, Q_k] \mid \mathcal{D}$, that $\mathcal{D} \subset \mathcal{D}(Q_j) \cap \mathcal{D}(V_j)$ and point (b), we obtain the equalities

$$\langle \varphi, V_j k \psi \rangle_{\mathcal{H}_0} = \langle V_j \varphi, iQ_k \psi \rangle_{\mathcal{H}_0} - \langle Q_k \varphi, iV_j \psi \rangle_{\mathcal{H}_0}$$
$$= \frac{d}{dt} \bigg|_{t=0} \left( (U_0(te)U_0^{-1} \varphi, Q_k \psi)_{\mathcal{H}_0} + (Q_k \varphi, U_0(te)U_0^{-1} \psi)_{\mathcal{H}_0} \right)$$
$$= \frac{d}{dt} \bigg|_{t=0} \left( (e^{-itQ_j} U_0 e^{itQ_j} U_0^{-1} \varphi, Q_k \psi)_{\mathcal{H}_0} + (Q_k \varphi, e^{-itQ_j} U_0 e^{itQ_j} U_0^{-1} \psi)_{\mathcal{H}_0} \right)$$
$$= \langle iU_0 Q U_0^{-1} \varphi, Q_k \psi \rangle_{\mathcal{H}_0} + \langle -iQ_j \varphi, Q_k \psi \rangle_{\mathcal{H}_0} + \langle Q_k \varphi, iU_0 Q U_0^{-1} \psi \rangle_{\mathcal{H}_0}$$
$$+ \langle Q_k \varphi, -iQ_j \psi \rangle_{\mathcal{H}_0}, \quad (2.8)$$

with

$$\langle -iQ_j \varphi, Q_k \psi \rangle_{\mathcal{H}_0} = \frac{d}{dt} \bigg|_{t=0} \langle e^{-itQ_j} \varphi, Q_k \psi \rangle_{\mathcal{H}_0} = \langle Q_k \varphi, iQ_j \psi \rangle_{\mathcal{H}_0}.$$  

Thus, using the fact that $s\frac{d}{dt} \big|_{t=0} (U_0(-te_k)U_0^{-1})^* = -iV_k$ on $\mathcal{D}$, we obtain

$$(2.8) = \langle Q_j U_0^{-1} \varphi, -iU_0^{-1} Q_k \psi \rangle_{\mathcal{H}_0} + \langle -iU_0^{-1} Q_k \varphi, Q_j U_0^{-1} \psi \rangle_{\mathcal{H}_0}$$
$$= \frac{4}{d} \bigg|_{t=0} \left( (Q_j U_0^{-1} \varphi, U_0^{-1} e^{-itQ_k} \psi)_{\mathcal{H}_0} + (U_0^{-1} e^{-itQ_k} \varphi, Q_j U_0^{-1} \psi)_{\mathcal{H}_0} \right)$$
$$= \frac{4}{d} \bigg|_{t=0} \left( (Q_j U_0^{-1} \varphi, e^{-itQ_k} U_0^{-1} (U_0(-te_k)U_0^{-1})^* \psi \rangle_{\mathcal{H}_0}$$
$$+ \langle e^{-itQ_k} U_0^{-1} (U_0(-te_k)U_0^{-1})^* \varphi, Q_j U_0^{-1} \psi \rangle_{\mathcal{H}_0} \right)$$
$$= \langle Q_j U_0^{-1} \varphi, -iQ_k U_0^{-1} \psi \rangle_{\mathcal{H}_0} + \langle Q_{j} U_0^{-1} \varphi, -i U_0^{-1} V_k \psi \rangle_{\mathcal{H}_0} + \langle -i Q_j U_0^{-1} \varphi, Q_j U_0^{-1} \psi \rangle_{\mathcal{H}_0}$$
$$+ \langle -i U_0^{-1} V_k \varphi, Q_j U_0^{-1} \psi \rangle_{\mathcal{H}_0}, \quad (2.9)$$
with
\[
\langle Q_j U_0^{-1} \varphi, -iQ_k U_0^{-1} \psi \rangle_{H_0} = \frac{d}{dt}|_{t=0} \langle Q_j U_0^{-1} \varphi, e^{-itQ_k} U_0^{-1} \psi \rangle_{H_0} = \langle iQ_k U_0^{-1} \varphi, Q_j U_0^{-1} \psi \rangle_{H_0}.
\]

Therefore, using the fact that $U_0^{-1}$, $V_k$ and $V'_k$ strongly commute, we obtain
\[
(2.9) = \langle Q_j U_0^{-1} \varphi, -iV_k U_0^{-1} \psi \rangle_{H_0} + \langle -iV_k U_0^{-1} \varphi, Q_j U_0^{-1} \psi \rangle_{H_0} = \langle U_0^{-1} \varphi, [V_k, Q_j] U_0^{-1} \psi \rangle_{H_0} = \langle U_0^{-1} \varphi, V'_k U_0^{-1} \psi \rangle_{H_0} = \langle \varphi, V'_k \psi \rangle_{H_0}.
\]

Since $\mathcal{D}$ is dense in $H_0$, it follows that $V'_k \psi = V_k \psi$. Thus, $V'_k = V_k$ on $\mathcal{D}$, and since $\mathcal{D}$ is a core for $V'_k$ and $V_k$, we conclude that $V'_k = V_k$.

In rest of the section, we introduce and describe a set of critical values of $U_0$ which appears naturally under our assumptions. For this, we use the notation $V := (V_1, \ldots, V_d)$ for the velocity vector operator, for each measurable function $f : \mathbb{R}^d \to \mathbb{C}$ we define the operator $f(V)$ by using the $d$-variables functional calculus, and we use the shorthand notation
\[
E^{U_0}(\lambda; \delta) := E^{U_0}(\{e^{i\theta} \mid \theta \in (\lambda - \delta, \lambda + \delta)\}), \quad \lambda \in [0, 2\pi), \delta > 0.
\]

**Definition 2.7 (Critical values of $U_0$).** A number $e^{i\lambda} \in S^1$ is called a regular value of $U_0$ if there exists $\delta > 0$ such that
\[
\lim_{\varepsilon \searrow 0} \|(V^2 (V^2 + 1)^{-1} + \varepsilon)^{-1} E^{U_0}(\lambda; \delta)\|_{\mathcal{B}(H_0)} < \infty.
\]
A number $e^{i\lambda} \in S^1$ that is not a regular value of $U_0$ is called a critical value of $U_0$, and we denote by $\kappa(U_0)$ the set of critical values of $U_0$.

**Lemma 2.8.** Let Assumptions 2.2 and 2.4 be satisfied.

(a) $\kappa(U_0)$ is closed.

(b) The limit $\lim_{\varepsilon \searrow 0} \|(V^2 (V^2 + 1)^{-1} + \varepsilon)^{-1} E^{U_0}(\Theta)\|_{\mathcal{B}(H_0)}$ is finite for each closed set $\Theta \subset S^1 \setminus \kappa(U_0)$.

(c) For each closed set $\Theta \subset S^1 \setminus \kappa(U_0)$, there exists $a > 0$ such that
\[
E^{U_0}(\Theta) = E^{V^2}([a, \infty)) E^{U_0}(\Theta).
\]

One could have the impression that the result of point (c) also holds in the other direction; namely that for each $a > 0$, there exists a closed set $\Theta \subset S^1 \setminus \kappa(U_0)$ such that
\[
E^{V^2}([a, \infty)) = E^{U_0}(\Theta) E^{V^2}([a, \infty)).
\]

But this is not true in general, as can be seen for instance in Example 3.6.

**Proof.** The proof of (a) is similar to the one of [24, Lemma 2.6(a)]. (b) follows directly by invoking a compacity argument. For (c), if $E^{U_0}(\Theta) = 0$ or $V^2$ is strictly positive, then the claim is trivial. So, assume that $E^{U_0}(\Theta) \neq 0$ and that $V^2$ is not strictly positive, that is, $0 \in \sigma(V^2)$. Suppose by absurd that there is no $a > 0$ such that $E^{U_0}(\Theta) = E^{V^2}([a, \infty)) E^{U_0}(\Theta)$. Then, for each $n \in \mathbb{N}^*$, there exists $\psi_n \in H_0$ such that $E^{V^2}([0, 1/n)) E^{U_0}(\Theta) \psi_n \neq 0$, and the vectors
\[
\varphi_n := \frac{E^{V^2}([0, 1/n)) E^{U_0}(\Theta) \psi_n}{\|E^{V^2}([0, 1/n)) E^{U_0}(\Theta) \psi_n\|_{H_0}}
\]
satisfy \( E^{\ell_2}(\Theta)\varphi_n = E^{V^2}(0, 1/n)\varphi_n = \varphi_n \) and \( \|\varphi_n\|_{\mathcal{H}_0} = 1 \). It follows from (b) that

\[
\text{Const.} \geq \lim_{\varepsilon \searrow 0} \| (V^2 (V^2 + 1)^{-1} + \varepsilon)^{-1} E^{\ell_2}(\Theta) \|_{\mathcal{B}(\mathcal{H}_0)}
\geq \lim_{\varepsilon \searrow 0} \| (V^2 (V^2 + 1)^{-1} + \varepsilon)^{-1} E^{\ell_2}(\Theta) \varphi_n \|_{\mathcal{H}_0}
= \lim_{\varepsilon \searrow 0} \| (V^2 (V^2 + 1)^{-1} + \varepsilon)^{-1} E^{V^2}(0, 1/n) \varphi_n \|_{\mathcal{H}_0}
\geq \lim_{\varepsilon \searrow 0} (n^{-1} (n^{-1} + 1)^{-1} + \varepsilon)^{-1} \| \varphi_n \|_{\mathcal{H}_0} = 1 + n,
\]

which leads to a contradiction when \( n \to \infty \).

3 Locally \( U_0 \)-smooth operators

In this section, we exhibit a class of locally \( U_0 \)-smooth operators and prove that \( U_0 \) has purely absolutely continuous spectrum in \( \sigma(U_0) \setminus \kappa(U_0) \) using commutator methods for unitary operators [9]. We start with the construction of a conjugate operator for \( U_0 \). For each \( j \in \{1, \ldots, d\} \), we set \( \Pi_j := V_j (V_j^2 + 1)^{-1} \). Since

\[
\Pi_j = (V_j + i)^{-1} + i (V_j - i)^{-1} (V_j + i)^{-1},
\]

with \((V_j \pm i)^{-1} \in C^1(Q_j)\), we have \( \Pi_j \in C^1(Q_j) \) [1, Prop. 5.1.5]. Thus \( \Pi_j \mathcal{D}(Q_j) \subset \mathcal{D}(Q_j) \), and the operator

\[
\mathcal{A} \varphi := \frac{1}{2} \sum_{j=1}^d (\Pi_j Q_j + Q_j \Pi_j) \varphi, \quad \varphi \in \cap_{j=1}^d \mathcal{D}(Q_j),
\]

is well-defined and symmetric. In fact, the operator \( \mathcal{A} \) is essentially self-adjoint:

**Lemma 3.1** (Conjugate operator for \( U_0 \)). Let Assumptions 2.2 and 2.4 be satisfied. Then, the operator \( \mathcal{A} \) is essentially self-adjoint on \( \mathcal{D}(Q^2) \), and its closure \( \mathcal{A} := \overline{\mathcal{A}} \) is essentially self-adjoint on any core for \( Q^2 \).

**Proof.** We apply the commutator criterion of essential self-adjointness [20, Thm. X.37]. Let \( \Pi := (\Pi_1, \ldots, \Pi_d) \), and for \( n > 1 \) define the self-adjoint operator \( N := Q^2 + \Pi^2 + n \) with domain \( \mathcal{D}(N) = \mathcal{D}(Q^2) \). In the form sense on \( \mathcal{D}(N) \), one has

\[
N^2 = Q^4 + \Pi^4 + n^2 + 2n Q^2 + 2n\Pi^2 + Q^2\Pi^2 + \Pi^2 Q^2
\]

\[
= Q^4 + \Pi^4 + n^2 + 2n Q^2 + 2n\Pi^2 + \sum_{j,k=1}^d (Q_j \Pi_k^2 Q_j + \Pi_k^2 Q_j) + R
\]

with \( R := \sum_{j,k=1}^d (\Pi_k [\Pi_k, Q_j] Q_j + Q_j [Q_j, \Pi_k] \Pi_k + [\Pi_k, Q_j]^2) \). Now, the following inequality holds

\[
\sum_{j,k=1}^d (\Pi_k [\Pi_k, Q_j] Q_j + Q_j [Q_j, \Pi_k] \Pi_k) \geq -d Q^2 - \sum_{j,k=1}^d |\Pi_k [\Pi_k, Q_j]|^2.
\]

Thus, there exists \( c > 0 \) such that \( R \geq -d Q^2 - c \). Altogether, we have shown in the form sense on \( \mathcal{D}(N) \) that

\[
N^2 \geq Q^4 + \Pi^4 + (n^2 - c) + (2n - d) Q^2 + 2n\Pi^2 + \sum_{j,k=1}^d (Q_j \Pi_k^2 Q_j + \Pi_k Q_j^2 \Pi_k),
\]
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Let \[ \|N\varphi\|_{H_0}^2 \geq \|\Pi_j Q_j \varphi\|_{H_0}^2 + \|Q_j \Pi_j \varphi\|_{H_0}^2, \]
which implies that
\[
\|A\varphi\|_{H_0} \leq \frac{1}{2} \sum_{j=1}^{d} \left( \|\Pi_j Q_j \varphi\|_{H_0} + \|\Phi_j \Pi_j \varphi\|_{H_0} \right) \leq d \|N\varphi\|_{H_0}.
\]

It remains to estimate the commutator \([A, N]\). In the form sense on \(\mathcal{D}(N)\), one has
\[
2[A, N] = \sum_{j,k=1}^{d} \left( [\Pi_j, Q_k]Q_j Q_k + Q_k[\Pi_j, Q_k]Q_j + Q_j[\Pi_j, Q_k]Q_k + Q_jQ_k[\Pi_j, Q_k] 
+ \Pi_j[Q_j, \Pi_k]\Pi_k + \Pi_j\Pi_k[Q_j, \Pi_k] + [Q_j, \Pi_k]\Pi_j + \Pi_k[Q_j, \Pi_k]\Pi_j \right).
\]
The last four terms are bounded. For the other terms, the fact that \(\Pi_j \in C^2(Q)\), together with the bounds
\[
\langle Q_j \varphi, B Q_k \varphi \rangle_{H_0} \leq \|B\|_{\mathcal{B}(H_0)} \langle \varphi, Q^2 \varphi \rangle_{H_0} \leq \text{Const.} \langle \varphi, N \varphi \rangle_{H_0}, \quad \varphi \in \mathcal{D}(N), \ B \in \mathcal{B}(H),
\]
leads to the desired estimate, namely, \(\langle \varphi, [A, N]\varphi \rangle_{H_0} \leq \text{Const.} \langle \varphi, N \varphi \rangle_{H_0}\).

The operator \(U_0\) is regular with respect to \(A\):

**Lemma 3.2.** Let Assumptions 2.2 and 2.4 be satisfied. Then, the operator \(U_0\) is of class \(C^2(A)\) with \([A, U_0] = U_0 \sum_{j=1}^{d} V_j^2 (V_j^2 + 1)^{-1}\).

**Proof.** Let \(\varphi \in \mathcal{S} \subset \mathcal{D}(Q^2)\). Using the fact that \([U_0, \Pi_j] = 0\) for each \(j \in \{1, \ldots, d\}\), we obtain
\[
\langle A\varphi, U_0 \varphi \rangle_{H_0} - \langle \varphi, U_0 A\varphi \rangle_{H_0}
= \frac{1}{2} \sum_{j=1}^{d} \left( \langle \Pi_j Q_j + Q_j \Pi_j \rangle \varphi, U_0 \varphi \rangle_{H_0} - \langle \varphi, U_0 (\Pi_j Q_j + Q_j \Pi_j) \varphi \rangle_{H_0} \right)
= \frac{1}{2} \sum_{j=1}^{d} \left[ d_{V_j} \right]_{\varphi = 0} \left( \langle -i(\Pi_j e^{-ix Q} + e^{ix Q} \Pi_j) \varphi, U_0 \varphi \rangle_{H_0} - \langle \varphi, iU_0 (\Pi_j e^{-ix Q} + e^{ix Q} \Pi_j) \varphi \rangle_{H_0} \right)
= \frac{1}{2} \sum_{j=1}^{d} \left[ d_{V_j} \right]_{\varphi = 0} \left( \langle \varphi, i\Pi_j [e^{-ix Q}, U_0] \varphi \rangle_{H_0} + \langle \varphi, i[e^{-ix Q} U_0 \Pi_j \varphi \rangle_{H_0} \right).
\]
Now, a direct calculation shows that
\[
[e^{-ix Q}, U_0] = (U_0(x)U_0^{-1} - 1) U_0 e^{-ix Q} = e^{-ix Q} U_0 (1 - U_0(-x)U_0^{-1}),
\]
and the fact that \(\Pi_j \in C^1(Q_j)\) implies that \(\Pi_j \varphi \in \mathcal{D}(Q_j)\). Thus,
\[
\langle A\varphi, U_0 \varphi \rangle_{H_0} - \langle \varphi, U_0 A\varphi \rangle_{H_0}
= \frac{1}{2} \sum_{j=1}^{d} \left[ d_{V_j} \right]_{\varphi = 0} \left( \langle e^{ix Q} \Pi_j \varphi, iU_0 (1 - U_0(-x)U_0^{-1}) \varphi \rangle_{H_0} + \langle (U_0(x)U_0^{-1} - 1)^* \varphi, iU_0 e^{-ix Q} \Pi_j \varphi \rangle_{H_0} \right)
= \frac{1}{2} \sum_{j=1}^{d} \left( \langle \Pi_j \varphi, U_0 V_j \varphi \rangle_{H_0} + \langle V_j \varphi, U_0 \Pi_j \varphi \rangle_{H_0} \right)
= \langle \varphi, U_0 \sum_{j=1}^{d} V_j^2 (V_j^2 + 1)^{-1} \varphi \rangle_{H_0}.
\]
Since $\mathcal{D}$ is a core for $Q^2$, and thus for $A$ by Lemma 3.1, this implies that $U_0 \in C^1(A)$ with

$$[A, U_0] = U_0 \sum_{j=1}^{d} V_j^2 (V_j^2 + 1)^{-1}.$$

Finally, since $U_0 \in C^1(A)$ and $\sum_{j=1}^{d} V_j^2 (V_j^2 + 1)^{-1} \in C^1(A)$, we infer from [1, Prop. 5.1.5] that

$$[A, U_0] = U_0 \sum_{j=1}^{d} V_j^2 (V_j^2 + 1)^{-1} \in C^1(A),$$

and thus that $U_0 \in C^2(A)$. \hfill $\square$

Using Lemma 3.2, we can prove a Mourre estimate for $U_0$ on the set $S^1 \setminus \kappa(U_0)$:

**Lemma 3.3** (Mourre estimate for $U_0$). Let Assumptions 2.2 and 2.4 be satisfied, and let $e^{i\lambda} \in S^1 \setminus \kappa(U_0)$. Then, there exist $a, \delta > 0$ such that

$$E^{U_0}(\lambda; \delta)U_0^{-1}[A, U_0]E^{U_0}(\lambda; \delta) \geq a E^{U_0}(\lambda; \delta).$$

**Proof.** Since $e^{i\lambda} \in S^1 \setminus \kappa(U_0)$ and $U_0$ and $V^2$ strongly commute, there exists $\delta > 0$ such that

$$\text{Const.} \geq \lim_{\epsilon \searrow 0} \left\| \left( V^2 (V^2 + 1)^{-1} + \epsilon \right)^{-1} E^{U_0}(\lambda; \delta) \right\|_{\mathcal{B}(\mathcal{H}_0)}$$

$$= \lim_{\epsilon \searrow 0} \left\| E^{U_0}(\lambda; \delta) \left( V^2 (V^2 + 1)^{-1} E^{U_0}(\lambda; \delta) + \epsilon \right)^{-1} E^{U_0}(\lambda; \delta) \right\|_{\mathcal{B}(\mathcal{H}_0)}$$

$$= \lim_{\epsilon \searrow 0} \left\| \left( V^2 (V^2 + 1)^{-1} E^{U_0}(\lambda; \delta) + \epsilon \right)^{-1} \right\|_{\mathcal{B}(\mathcal{H}_0, \lambda, \delta)},$$

(3.1)

with $\mathcal{H}_{\lambda, \delta} := E^{U_0}(\lambda; \delta)\mathcal{H}_0$. Furthermore, we have

$$\left\| \left( V^2 (V^2 + 1)^{-1} E^{U_0}(\lambda; \delta) + \epsilon \right)^{-1} \right\|_{\mathcal{B}(\mathcal{H}_{\lambda, \delta})} = (a + \epsilon)^{-1},$$

with $a \geq 0$ the infimum of the spectrum of $V^2 (V^2 + 1)^{-1} E^{U_0}(\lambda; \delta)$ in $\mathcal{H}_{\lambda, \delta}$. Thus, (3.1) entails the bound $a^{-1} \leq \text{Const.}$, which implies that $a \neq 0$. In consequence,

$$V^2 (V^2 + 1)^{-1} E^{U_0}(\lambda; \delta) \geq a E^{U_0}(\lambda; \delta),$$

with $a > 0$. This fact, together with the equality $[A, U_0] = U_0 \sum_{j=1}^{d} V_j^2 (V_j^2 + 1)^{-1}$ of Lemma 3.2, implies that

$$E^{U_0}(\lambda; \delta)U_0^{-1}[A, U_0]E^{U_0}(\lambda; \delta) = \sum_{j=1}^{d} V_j^2 (V_j^2 + 1)^{-1} E^{U_0}(\lambda; \delta)$$

$$\geq V^2 (V^2 + 1)^{-1} E^{U_0}(\lambda; \delta)$$

$$\geq a E^{U_0}(\lambda; \delta),$$

which proves the claim. \hfill $\square$

We now exhibit a class of locally $U_0$-smooth operators and prove that $U_0$ has purely absolutely continuous spectrum in $\sigma(U_0) \setminus \kappa(U_0)$. For this, we recall that an operator $B \in \mathcal{B}(\mathcal{H}_0)$ is locally $U_0$-smooth on an open set $\Theta \subset S^1$ if for each closed set $\Theta' \subset \Theta$ there exists $c_{\Theta'} \geq 0$ such that

$$\sum_{n \in \mathbb{Z}} \left\| BU_0^2 E^{U_0}(\Theta') \varphi \right\|_{\mathcal{B}(\mathcal{H}_0)}^2 \leq c_{\Theta'} \left\| \varphi \right\|_{\mathcal{H}_0}^2 \text{ for all } \varphi \in \mathcal{H}_0.$$
We also recall that the space $\mathcal{D}(A), \mathcal{H}_0]_{1/2,1}$ is defined by real interpolation (see [1, Sec. 3.4.1]). Since $\Pi_j \in C^1(Q_j)$ for each $j \in \{1, \ldots, d\}$, we have $\mathcal{D}(\langle Q \rangle) \subset \mathcal{D}(A)$. Therefore, it follows by interpolation [1, Thm. 2.6.3 & Thm. 3.4.3.(a)] that we have the continuous embeddings

$$\mathcal{D}(\langle Q \rangle^s) \subset (\mathcal{D}(A), \mathcal{H}_0]_{1/2,1} \subset \mathcal{H} \subset \left((\mathcal{D}(A), \mathcal{H}_0]_{1/2,1}\right)^* \subset \mathcal{D}(\langle Q \rangle^{-s}), s > 1/2. \quad (3.2)$$

**Theorem 3.4** (Locally $U_0$-smooth operators). Let Assumptions 2.2 and 2.4 be satisfied.

1. The spectrum of $U_0$ in $\sigma(U_0) \setminus \kappa(U_0)$ is purely absolutely continuous.
2. Each operator $B \in \mathcal{B}(\mathcal{D}(\langle Q \rangle^{-s}), \mathcal{H}_0)$, with $s > 1/2$, is locally $U_0$-smooth on $S^1 \setminus \kappa(U_0)$.

**Proof.** The first claim follows from Lemmas 3.2.3.3 and [9, Thm. 2.7]. The second claim follows from the embeddings (3.2) and [9, Prop 2.9].

**Example 3.5** ($V$ constant). Assume that there exist a dense set $\mathcal{G} \subset \mathcal{H}_0$ and $v \in \mathbb{R}^d \setminus \{0\}$ such that

$$s^d \frac{d}{dt} U_0(t \varepsilon) U_0^{-1} \varphi = v U_0(t \varepsilon) U_0^{-1} \varphi, \quad t \in \mathbb{R}, j \in \{1, \ldots, d\}, \varphi \in \mathcal{G}.$$ 

Then, $U_0(t \varepsilon) = e^{-itv} U_0$ on $\mathcal{G}$, and thus $U_0(t \varepsilon) = e^{-itv} U_0$ by the density of $\mathcal{G}$. It follows that $U_0(x) = e^{-i \varphi x} U_0$ for each $x \in \mathbb{R}^d$ and that $V = v$. Thus, Assumptions 2.2 and 2.4 are satisfied. Moreover, since we have for all $2^{-1} \leq s < s^d$ and $\delta > 0$

$$\lim_{\delta \searrow 0} \| (V^2 (V^2 + 1)^{-1} + \varepsilon)^{-1} E^{\mathcal{H}}(\lambda; \delta) \|_{\mathcal{B}(\mathcal{H}_0)} \leq \varepsilon^{-2} (\varepsilon^2 + 1) < \infty,$$

the set $\kappa(U_0)$ of critical values of $U_0$ is empty, and Theorem 3.4(a) implies that $\sigma(U_0) = \sigma_{ac}(U_0)$.

**Example 3.6** (Time-one propagator for the Laplacian). Let $U_0$ be the time-one propagator for the Laplacian in $\mathbb{R}^d$. That is, let $Q = (Q_1, \ldots, Q_d)$ and $P = (P_1, \ldots, P_d)$ be the usual families of position and momentum operators in the Hilbert space $\mathcal{H}_0 := L^2(\mathbb{R}^d)$, and let $U_0 = e^{-iP^2}$ be the time-one propagator for the operator $P^2$ in $\mathcal{H}_0$. In such a case, the set of Schwartz functions $\mathcal{G} := \mathcal{S}(\mathbb{R}^d)$ is a core for $Q^2$, we have for each $x \in \mathbb{R}^d$

$$U_0(x) = e^{-iQ^2} e^{-iP^2} e^{i\lambda x} = e^{-i(P^2 + x^2)},$$

and the operator $U_0(x) U_0^{-1} = e^{-i(P^2 + x^2)} e^{P^2}$ is strongly differentiable on $\mathcal{G}$. Straightforward calculations show that $V_j = 2P_j, V_j' = 2\delta_{jk}$ and $V_j'' = 0$ for $j, k \in \{1, \ldots, d\}$ and $\delta_{jk}$ the Kronecker delta function. Thus, Assumptions 2.2 and 2.4 are satisfied. Moreover, since we have for all $2^{-1} \leq s < s^d$ and $\delta > 0$

$$\lim_{\delta \searrow 0} \| (V^2 (V^2 + 1)^{-1} + \varepsilon)^{-1} E^{\mathcal{H}}(\lambda; \delta) \|_{\mathcal{B}(\mathcal{H}_0)} = \lim_{\delta \searrow 0} \| (4P^2 (4P^2 + 1)^{-1} + \varepsilon)^{-1} E^{\mathcal{H}}(\lambda; \delta) \|_{\mathcal{B}(\mathcal{H}_0)},$$

the set of critical values of $U_0$ is the singleton $\kappa(U_0) = \{1\}$, and Theorem 3.4(a) implies that $\sigma(U_0) = \sigma_{ac}(U_0)$.

## 4 Summation formula

In this section, we prove and give an interpretation of a summation formula which relates the evolution of the localisation operator $f(Q)$ under $U_0$ to a time operator $T_T$.
4.1 Averaged localisation functions

First, we recall some properties of a class of averaged localisation functions which appears naturally when dealing with quantum time delay. These functions, which are denoted \( R_f \), are constructed in terms of functions \( f \in L^\infty(\mathbb{R}^d) \) of localisation around the origin 0 of \( \mathbb{R}^d \). They were already used, in one form or another, in [12, 24, 25, 33, 34].

**Assumption 4.1.** The function \( f \in L^\infty(\mathbb{R}^d) \) satisfies the following conditions:

(i) There exists \( \rho > 0 \) such that \(|f(x)| \leq \text{Const.} \langle x \rangle^{-\rho}\) for almost every \( x \in \mathbb{R}^d \).

(ii) \( f = 1 \) on a neighbourhood of 0.

If \( f \) satisfies Assumption 4.1, then \( \text{s-lim}_{r \to \infty} f(Q/r) = 1 \). Furthermore, one has for each \( x \in \mathbb{R}^d \setminus \{0\} \)

\[
\left| \int_0^\infty \frac{d\mu}{\mu} (f(\mu x) - \chi_{[0,1]}(\mu)) \right| \leq \int_0^1 \frac{d\mu}{\mu} |f(\mu x) - 1| + \text{Const.} \int_1^{+\infty} d\mu \mu^{-(1+\rho)} < \infty,
\]

where \( \chi_{[0,1]} \) denotes the characteristic function for the interval \([0,1]\). Therefore the function

\[
R_f : \mathbb{R}^d \setminus \{0\} \to \mathbb{C}, \quad x \mapsto \int_0^{+\infty} \frac{d\mu}{\mu} (f(\mu x) - \chi_{[0,1]}(\mu))
\]

is well-defined. If \( \mathbb{R}_+^* := (0, \infty) \), endowed with the multiplication, is seen as a Lie group with Haar measure \( \frac{dw}{w} \), then \( R_f \) is the renormalised average of \( f \) with respect to the (dilation) action of \( \mathbb{R}_+^* \) on \( \mathbb{R}^d \).

In the next lemma we recall some differentiability and homogeneity properties of \( R_f \). We also give the explicit form of \( \nabla R_f \) when \( f \) is a radial function. The reader is referred to [34, Sec. 2] for proofs and details.

**Lemma 4.2.** Let Assumption 4.1 be satisfied.

(a) If \((\partial_j f)(x)\) exists for all \( j \in \{1, \ldots, d\} \) and \( x \in \mathbb{R}^d \), and if there exists some \( \rho' > 0 \) such that \(|(\partial_j f)(x)| \leq \text{Const.} \langle x \rangle^{-(1+\rho')}\) for each \( x \in \mathbb{R}^d \), then \( R_f \) is differentiable on \( \mathbb{R}^d \setminus \{0\} \) with partial derivative given by

\[
(\partial_j R_f)(x) = \int_0^\infty \frac{d\mu}{\mu} (\partial_j f)(\mu x).
\]

In particular, if \( f \in \mathcal{S}(\mathbb{R}^d) \) then \( R_f \in C^\infty(\mathbb{R}^d \setminus \{0\}) \).

(b) If \( R_f \in C^m(\mathbb{R}^d \setminus \{0\}) \) for some \( m \geq 1 \), then \( R_f \) satisfies the homogeneity properties

\[
dx \cdot (\nabla R_f)(x) = -1, \quad (4.1)
\]

\[
x^{|\alpha|} (\partial^\alpha R_f)(tx) = (\partial^\alpha R_f)(x), \quad (4.2)
\]

where \( x \in \mathbb{R}^d \setminus \{0\}, \ t > 0 \) and \( \alpha \in \mathbb{N}^d \) is a multi-index with \( 1 \leq |\alpha| \leq m \).

(c) If \( f \) is radial, i.e. there exists \( f_0 \in L^\infty(\mathbb{R}) \) such that \( f(x) = f_0(|x|) \) for almost every \( x \in \mathbb{R}^d \), then \( R_f \in C^\infty(\mathbb{R}^d \setminus \{0\}) \) and \( (\nabla R_f)(x) = -x^{-2} x \) for \( x \in \mathbb{R}^d \setminus \{0\} \).

Obviously, one can show as in Lemma 4.2(a) that \( R_f \in C^m(\mathbb{R}^d \setminus \{0\}) \) if \((\partial^\alpha f)(x)\) exists for all \( x \in \mathbb{R}^d \) and \( \alpha \in \mathbb{N}^d \) with \( |\alpha| \leq m \), and \(|(\partial^\alpha f)(x)| \leq \text{Const.} \langle x \rangle^{-(|\alpha|+\rho')}\) some \( \rho' > 0 \). However, this is not a necessary condition. In some cases (as in Lemma 4.2(c)), the function \( R_f \) is very regular outside the point 0 even if \( f \) is not continuous.
4.2 Proof of the summation formula

In the sequel, we let $D$ be any self-adjoint operator in $\mathcal{H}_0$ satisfying the following: $D$ and $U_0$ strongly commute, and if $\rho \in C^\infty_c(\mathbb{R})$, then there exists $\eta \in C^\infty_c(\mathbb{R})$ such that $\rho(D) = \rho(D)\eta(V^2)$. Obviously, the simplest choice is to take $D = V^2$, but in certain cases other choices can be more convenient. For instance, when $U_0$ is the time-one propagator of some self-adjoint operator $H_0$, that is, $U_0 = e^{-itH_0}$, it can be more advantageous to take $D = H_0$ (see Section 5.1 for more comments on this). With the operator $D$ at hand, we define for each $t \geq 0$ the set

$$D_t := \{ \varphi \in D((Q)^1) \mid \varphi = \zeta(U_0)\varphi = \rho(D)\varphi \text{ for some } \zeta \in C^\infty_c(S^1 \setminus \kappa(U_0)) \text{ and } \rho \in C^\infty_c(\mathbb{R}) \}.$$  

The sets $D_t$ are well-defined because the set of critical values $\kappa(U_0)$ is closed due to Lemma 2.8(a). Furthermore, we have $D_{t_1} \subset D_{t_2}$ if $t_1 \geq t_2$, and Theorem 3.4(a) implies that $D_t$ is included in the subspace $\mathcal{H}_{ac}(U_0)$ of absolute continuity of $U_0$.

In the next proposition, we define the operator $T_f$. For that purpose, we consider the operators $V^j_k$ as the components of a $d$-dimensional (Hessian) matrix which we denote by $V'$ ($V^\top$ stands for its matrix transpose). Also, we use sometimes the notation $C^{-1}$ for an operator $C$ a priori not invertible. In such a case, the operator $C^{-1}$ is restricted to a set where it is well-defined.

**Proposition 4.3 (Operator $T_f$).** Let Assumptions 2.2, 2.4 and 4.1 be satisfied, and assume that $R_f \in C^1(\mathbb{R}^d \setminus \{0\})$. Then, the map

$$t_f : D_1 \to \mathbb{C}, \quad \varphi \mapsto \frac{1}{d} \sum_{j=1}^d \left( \langle Q_j \varphi, (\partial_j R_f)(V)\varphi \rangle_{\mathcal{H}_0} + \langle (\partial_j R_f^\top)(V)\varphi, Q_j \varphi \rangle_{\mathcal{H}_0} \right),$$

is well-defined. Moreover, if $(\partial_j R_f)(V)\varphi \in D(Q_j)$ for each $j \in \{1, \ldots, d\}$, then the operator

$$T_f \varphi := \frac{1}{d} \left( Q \cdot (\nabla R_f)(V) + (\nabla R_f)(\frac{\nabla}{\nabla}) \cdot Q |V|^{-1} + i(\nabla R_f)(\frac{\nabla}{\nabla}) \cdot (V^\top V)|V|^{-3} \right) \varphi, \quad \varphi \in D_1,$$  

satisfies $t_f(\varphi) = \langle \varphi, T_f \varphi \rangle_{\mathcal{H}_0}$ for each $\varphi \in D_1$. In particular, $T_f$ is a symmetric operator if $f$ is real and $D_1$ is dense in $\mathcal{H}_0$.

**Remark 4.4.** (a) The operator on the r.h.s. of (4.3) is rather complicated, and one could be tempted to replace it by the simpler operator $\frac{1}{d} (Q \cdot (\nabla R_f)(V) + (\nabla R_f)(\frac{\nabla}{\nabla}) Q)$. Unfortunately, a precise meaning for this operator is not available at this level of generality; it can be rigorously defined only in concrete examples.

(b) If $\varphi \in D_1$ and $f$ either belongs to $\mathscr{S}(\mathbb{R}^d)$ or is radial, then the assumption $(\partial_j R_f)(V)\varphi \in D(Q_j)$ holds for each $j \in \{1, \ldots, d\}$. Indeed, due to Lemma 2.8(c) and the definition of $D_1$, there exists $\eta \in C^\infty_c((0, \infty))$ such that $(\partial_j R_f)(V)\varphi = (\partial_j R_f)(V)\eta|V|^2 \varphi$, and we have the inclusion $(\partial_j R_f)(V)\eta|V|^2 \in C^1(Q_j)$ due to Lemma 4.2 and [24, Prop. 5.1]. Thus, $(\partial_j R_f)(V)\varphi \in D(Q_j)$.

**Proof of Proposition 4.3.** Let $\varphi \in D_1$. Then, there exists $\eta \in C^\infty_c((0, \infty))$ such that $(\partial_j R_f)(V)\varphi = (\partial_j R_f)(V)\eta|V|^2 \varphi$. Thus, we have $\|(\partial_j R_f)(V)\varphi\|_{\mathcal{H}_0} \leq \text{Const.} \|\varphi\|_{\mathcal{H}_0}$ as in Remark 4.4(b), and we obtain

$$|t_f(\varphi)| \leq \text{Const.} \|\varphi\|_{\mathcal{H}_0} \|Q\varphi\|_{\mathcal{H}_0},$$

which implies the first part of the proposition. For the second part, it is sufficient to show that

$$\sum_{j=1}^d \langle (\partial_j R_f)(V)\varphi, Q_j \varphi \rangle_{\mathcal{H}_0} = \langle \varphi, \left( (\nabla R_f)(\frac{\nabla}{\nabla}) \cdot Q |V|^{-1} + i(\nabla R_f)(\frac{\nabla}{\nabla}) \cdot (V^\top V)|V|^{-3} \right) \varphi \rangle_{\mathcal{H}_0}.$$
Using Formula (4.2) and [8, Eq. 4.3.2], we get
\[
\sum_{j=1}^{d} \langle (\partial_j R_f)(V)\varphi, Q_j\varphi \rangle_{H_0} = \sum_{j=1}^{d} \langle (\partial_j R_f)(V)|V|^{-1}\varphi, Q_j\varphi \rangle_{H_0} \\
= \sum_{j=1}^{d} \lim_{\delta \to 0} \lim_{\epsilon \to 0} \left\langle (\partial_j R_f)(\frac{V}{|V|})\varphi, (V^2 + \epsilon)^{-1/2}Q_j(1 + i\delta Q_j)^{-1}\varphi \right\rangle_{H_0} \\
= \left\langle \varphi, (\nabla R_f)(\frac{V}{|V|}) \cdot Q|V|^{-1}\varphi \right\rangle_{H_0} \\
+ \pi^{-1} \sum_{j=1}^{d} \lim_{\epsilon \to 0} \lim_{\delta \to 0} \int_0^\infty dt \ t^{-1/2} \left\langle (\partial_j R_f)(\frac{V}{|V|})\varphi, (V^2 + \epsilon + t)^{-1}Q_j(1 + i\delta Q_j)^{-1}\varphi \right\rangle_{H_0} . 
\hspace{1cm} (4.4)
\]

Now, using Assumption 2.2 and the fact that \( \varphi = \eta(V^2)\varphi \) with \( \eta \in C_0^\infty((0, \infty)) \), we obtain that
\[
\lim_{\delta \to 0} \left[ (V^2 + \epsilon + t)^{-1}.Q_j(1 + i\delta Q_j)^{-1}\right] \varphi = 2i(V^2 + \epsilon + t)^{-2}(V^\nu V)\varphi .
\]

So,
\[
(4.4) = \pi^{-1} \sum_{j=1}^{d} \lim_{\epsilon \to 0} \lim_{\delta \to 0} \int_0^\infty dt \ t^{-1/2} \left\langle (\partial_j R_f)(\frac{V}{|V|})\varphi, 2i(V^2 + \epsilon + t)^{-2}(V^\nu V)\varphi \right\rangle_{H_0} \\
= \sum_{j=1}^{d} \lim_{\epsilon \to 0} \left\langle (\partial_j R_f)(\frac{V}{|V|})\varphi, i(V^2 + \epsilon)^{-3/2}(V^\nu V)\varphi \right\rangle_{H_0} \\
= \left\langle \varphi, i(\nabla R_f)(\frac{V}{|V|}) \cdot (V^\nu V)|V|^{-3}\varphi \right\rangle_{H_0} .
\]

and thus
\[
\sum_{j=1}^{d} \langle (\partial_j R_f)(V)\varphi, Q_j\varphi \rangle_{H_0} = \left\langle \varphi, (\nabla R_f)(\frac{V}{|V|}) \cdot Q|V|^{-1} + i(\nabla R_f)(\frac{V}{|V|}) \cdot (V^\nu V)|V|^{-3}\right\rangle_{H_0} .
\]

\( \Box \)

If \( f \) is radial, then \( (\partial_j R_f)(x) = -x^2 x_j \) due to Lemma 4.2(c), and Formula (4.3) holds by Remark 4.4(b). Thus,
\[
T_f = T := -\frac{1}{2} \left( Q \cdot \frac{V}{|V|} + \frac{V}{|V|} \cdot Q |V|^{-1} + i\nabla \cdot (V^\nu V) \right) \text{ on } D_1 .
\hspace{3cm} (4.5)
\]

In the next lemma, we establish identities necessary for the proof of the main theorem of this section. We use the symbol \( \mathcal{F} \) for the Fourier transformation on \( \mathbb{R}^d \), and the symbol \( dx \) for the measure on \( \mathbb{R}^d \) making \( \mathcal{F} \) a unitary operator in \( L^2(\mathbb{R}^d, dx) \).

**Lemma 4.5.** \( \text{Let Assumptions 2.2 and 2.4 be satisfied.} \)

(a) For each compact set \( I \subseteq \mathbb{R} \), \( f \in \mathcal{S}(\mathbb{R}^d) \), \( n \in \mathbb{Z} \) and \( \nu > 0 \), we have the identities
\[
U_0^{-n} f(\nu Q) U_0^n = f(\nu Q) U_0^n E^V(l) = \int_{\mathbb{R}^d} dx (\mathcal{F} f)(x) e^{i\nu x \cdot Q} e^{in \int_0^l ds (x^V(s))} E^V(l) E^V(l) , 
\hspace{2cm} (4.6)
\]
\[
E^V(l) U_0^{-n} f(\nu Q) U_0^n = E^V(l) \int_{\mathbb{R}^d} dx (\mathcal{F} f)(x) e^{-in \int_0^l ds (x^V(s))} E^V(l) , 
\hspace{2cm} (4.7)
\]

with \( \int_0^\nu ds (x \cdot V(sx)) E^{V^2}(l) \) the Bochner integral of the map \[ [0, \nu] \ni s \mapsto (x \cdot V(sx)) E^{V^2}(l) \in \mathcal{B}(\mathcal{H}_0). \]

(b) For each compact set \( I \subset \mathbb{R}, k \in \{1, \ldots, d\}, x \in \mathbb{R}^d \) and \( \nu > 0 \), we have the identity
\[
\frac{d}{dx_k} \int_0^\nu ds (x \cdot V(sx)) E^{V^2}(l) = \nu V_k(\nu x) E^{V^2}(l).
\]

with \( \frac{d}{dx_k} \) the derivative in the topology of \( \mathcal{B}(\mathcal{H}_0) \).

Proof. (a) Using functional calculus, we obtain
\[
U_0^{-n}f(\nu Q)U_0^n = f(\nu U_0^{-n}QU_0^n) = \int_{\mathbb{R}^d} dx (\mathcal{F}f)(x) e^{i\nu x(U_0^{-n}QU_0^n)} = \int_{\mathbb{R}^d} dx (\mathcal{F}f)(x) e^{i\nu U_0^{-n}(xQ)U_0^n}.
\]
Moreover, we know from Lemma 2.6(d) that
\[
U_0^{-n}(x \cdot Q)U_0^n = (x \cdot Q + n(x \cdot V)) \uparrow D(x \cdot Q) \cap D(x \cdot V).
\]
Thus, it follows by the Trotter-Kato formula [21, Thm. VIII.31] that
\[
U_0^{-n}f(\nu Q)U_0^n = \int_{\mathbb{R}^d} dx (\mathcal{F}f)(x) \lim_{m \to \infty} \left( e^{i\nu(xQ)/m} e^{i\nu n(xV)/m} \right)^m.
\]
Now, an induction argument shows that \( (e^{i\nu(xQ)/m} e^{i\nu n(xV)/m})^m = e^{i\nu(xQ)} e^{i\nu n(xV)} \sum_{x=1}^{m} x^V \left( \frac{d-x}{m} \right). \) Indeed, for \( m = 1 \) the claim is trivial. For \( m-1 \geq 1 \), we assume that the claim is true. Then, for \( m \geq 3 \) the change of variable \( y := \frac{m-1}{m} x \) and the induction hypothesis imply that
\[
\left( e^{i\nu(xQ)/m} e^{i\nu n(xV)/m} \right)^m = \left( e^{i\nu(xQ)/(m-1)} e^{i\nu n(xV)/(m-1)} \right)^{m-1} e^{i\nu(xQ)/m} e^{i\nu n(xV)/m}
\]
\[
= e^{i\nu(xQ)} e^{i\nu n(xV)} \sum_{x=1}^{m} x^V \left( \frac{d-x}{m} \right)^m e^{i\nu(xQ)/m} e^{i\nu n(xV)/m}
\]
\[
= e^{i\nu(xQ)} e^{i\nu n(xV)} \sum_{x=1}^{m} x^V \left( \frac{d-x}{m} \right)^m e^{i\nu(xQ)/m} e^{i\nu n(xV)/m}
\]
\[
= e^{i\nu(xQ)} e^{i\nu n(xV)} \sum_{x=1}^{m} x^V \left( \frac{d-x}{m} \right)^m .
\]
Thus,
\[
U_0^{-n}f(\nu Q)U_0^n E^{V^2}(l) = \int_{\mathbb{R}^d} dx (\mathcal{F}f)(x) e^{i\nu(xQ)} \lim_{m \to \infty} \left( e^{i\nu n(xV)} \sum_{x=1}^{m} x^V \left( \frac{d-x}{m} \right) E^{V^2}(l) \right).
\]
But, using the continuity of the map \( \mathcal{B}(\mathcal{H}_0) \ni B \mapsto e^B \in \mathcal{B}(\mathcal{H}_0) \), the mutual strong commutation of the operators \( V_j(\cdot) \) and the boundedness of the operator \( (x \cdot V((\frac{d-x}{m}))) E^{V^2}(l) \), we obtain that
\[
\lim_{m \to \infty} \left( e^{i\nu n(xV)} \sum_{x=1}^{m} x^V \left( \frac{d-x}{m} \right) E^{V^2}(l) \right) = e^{i\nu \int_0^\nu ds (x \cdot V(sx))} E^{V^2}(l) E^{V^2}(l) - E^{V^2}(l) E^{V^2}(l),
\]
with \( u \)-lim the limit in the topology of \( \mathcal{B}(\mathcal{H}_0) \). This concludes the proof of (4.6). The proof of (4.7) is similar.

(b) Let \( j \in \{1, \ldots, d\} \). Then, Assumption 2.2 and [1, Prop. 5.1.2(b)] imply that \( V_j \in C^2(Q, D(V_j), \mathcal{H}_0) \), which in turns implies that \( V_j \in C^2(Q, D(\mathcal{F}V_j), \mathcal{H}_0) \) (see [1, Sec. 5.2.2]). Thus, the map
\[
\mathbb{R}^d \ni x \mapsto V_j(x) E^{V^2}(l) \in \mathcal{B}(\mathcal{H}_0)
\]
is differentiable in the topology of $\mathcal{B}(\mathcal{H}_0)$, with derivative $\frac{d}{dx_k} V_j(x) E^{V^2}(I) = V^\prime_j(x) E^{V^2}(I)$. Using this fact, Lemma 2.6(e) and an integration by parts, one obtains that

$$\frac{d}{dx} \int_0^\nu ds \left( x \cdot V(sx) \right) E^{V^2}(I) = \int_0^\nu ds V_k(sx) E^{V^2}(I) + \int_0^\nu ds \sum_{j=1}^d x_j s V^\prime_k(sx) E^{V^2}(I)$$

which proves the claim.

The next theorem is the main result of this section; it relates the evolution of the localisation operator $f(Q)$ under $U_0$ to the operator $T_f$.

**Theorem 4.6** (Summation formula). Let Assumptions 2.2 and 2.4 be satisfied, and let $f \in \mathcal{S}(\mathbb{R}^d)$ be even and equal to 1 on a neighbourhood of $0 \in \mathbb{R}^d$. Then, we have for each $\varphi \in D_2$

$$\lim_{\nu \searrow 0} \frac{1}{2} \sum_{n \geq 0} \langle \varphi, (U_0^{-n} f(\nu Q) U_0^n - U_0^n f(\nu Q) U_0^{-n}) \varphi \rangle_{\mathcal{H}_0} = t_\nu(\varphi). \quad (4.8)$$

Note that the sum on the l.h.s. of (4.8) is finite for each $\nu > 0$ because $f(\nu Q)$ can be factorised as

$$f(\nu Q) = |f(\nu Q)|^{1/2} \cdot \text{sgn}(f(\nu Q)) |f(\nu Q)|^{1/2},$$

with $|f(\nu Q)|^{1/2}$ locally $U_0$-smooth on $\mathcal{S}_1 \setminus \kappa(U_0)$ due to Theorem 3.4(b). Furthermore, since Remark 4.4(b) applies, the r.h.s. of (4.8) can also be written as the expectation value $\langle \varphi, T_f \varphi \rangle_{\mathcal{H}_0}$.

**Proof.** (i) Let $\varphi \in D_2$ and $\nu > 0$. Then, there exist a real function $\eta \in C^\infty_c((0, \infty))$ and a compact set $I \subset (0, \infty)$ such that $\varphi = \eta(V^2) \varphi = E^{V^2}(I) \varphi$, and it follows from Lemma 4.5 that

$$\sum_{n \geq 0} \langle \varphi, (U_0^{-n} f(\nu Q) U_0^n - U_0^n f(\nu Q) U_0^{-n}) \varphi \rangle_{\mathcal{H}_0}$$

$$= \sum_{n \geq 0} \int_{\mathbb{R}^d} dx \langle \mathcal{F} f(x), \langle \varphi, \eta(V^2) e^{i\nu x} \psi \rangle_{\mathcal{H}_0} \rangle_{\mathcal{H}_0}$$

$$- e^{-in \int_0^\nu ds (x \cdot V(sx)) E^{V^2}(I)} \eta(V^2) \varphi \rangle_{\mathcal{H}_0}$$

$$= \sum_{n \geq 0} \int_{\mathbb{R}^d} dx \langle \mathcal{F} f(x), \langle \varphi, \left( e^{i\nu x} \eta(V^2) \right) e^{in \int_0^\nu ds (x \cdot V(sx)) E^{V^2}(I)} \rangle_{\mathcal{H}_0} \rangle_{\mathcal{H}_0}$$

$$- e^{-in \int_0^\nu ds (x \cdot V(sx)) E^{V^2}(I)} \eta(V^2) \varphi \rangle_{\mathcal{H}_0}$$

$$= \sum_{n \geq 0} \int_{\mathbb{R}^d} dx \langle \mathcal{F} f(x), \langle \varphi, \left( e^{i\nu x} \eta(V^2) \right) e^{in \int_0^\nu ds (x \cdot V(sx)) E^{V^2}(I)} \rangle_{\mathcal{H}_0} \rangle_{\mathcal{H}_0}$$

$$+ \sum_{n \geq 0} \int_{\mathbb{R}^d} dx \langle \mathcal{F} f(x), \langle \varphi, \left( e^{i\nu x} \eta(V^2) \right) e^{in \int_0^\nu ds (x \cdot V(sx)) E^{V^2}(I)} \rangle_{\mathcal{H}_0} \rangle_{\mathcal{H}_0}$$

$$- e^{-in \int_0^\nu ds (x \cdot V(sx)) E^{V^2}(I)} \eta(V^2) \varphi \rangle_{\mathcal{H}_0}.$$
But, by using the change of variable $x' = -x$ and the fact $F$ is even, one obtains that the second term in (4.9) is equal to zero. Thus,

$$
\lim_{\nu \to 0} \sum_{n \geq 0} \langle \varphi, (U_0^{-n}f(\nu Q)U_0^n - U_0^n f(\nu Q)U_0^{-n})\varphi \rangle_{\mathcal{H}_0}
$$

$$
= \lim_{\nu \to 0} \sum_{n \geq 0} \int_{\mathbb{R}^d} dx \langle \mathcal{F}f(x) \rangle \langle \varphi, \left( (e^{i\nu x}Q - 1)\eta(V(\nu x)^2) e^{in\int_0^t ds (x \cdot V(sx))E^V(l)} 
- e^{-in\int_0^t ds (x \cdot V(sx))E^V(l)} \eta(V(-\nu x)^2) (e^{i\nu x}Q - 1) \right) \varphi \rangle_{\mathcal{H}_0},
$$

and in point (ii) below we show that we can exchange the limit $\lim_{\nu \to 0}$ with the integrals over $\mu$ and $x$ in the last expression. This, together with the fact that $F$ is even, Lemma 4.2(a) and Proposition 4.3, implies that

$$
\lim_{\nu \to 0} \sum_{n \geq 0} \langle \varphi, (U_0^{-n}f(\nu Q)U_0^n - U_0^n f(\nu Q)U_0^{-n})\varphi \rangle_{\mathcal{H}_0}
$$

$$
= i \int_0^\infty d\mu \int_{\mathbb{R}^d} dx \langle \mathcal{F}f(x) \rangle \left( \left( (x \cdot Q)\varphi, e^{i\mu(x \cdot V)^2(l)} \varphi \right)_{\mathcal{H}_0} - \left( \varphi, e^{-i\mu(x \cdot V)^2(l)} (x \cdot Q)\varphi \right)_{\mathcal{H}_0} \right)
$$

$$
= \sum_{j=1}^d \int_0^\infty d\mu \int_{\mathbb{R}^d} dx \langle \mathcal{F}(\partial_j f)(x) \rangle \left( \left( Q_j\varphi, e^{i\mu(x \cdot V)} \varphi \right)_{\mathcal{H}_0} + \left( \varphi, e^{i\mu(x \cdot V)} Q_j\varphi \right)_{\mathcal{H}_0} \right)
$$

$$
= 2 \tau_f(\varphi).
$$

(ii) We show here that

$$
\lim_{\nu \to 0} \sum_{n \geq 0} \int_{\mathbb{R}^d} dx \langle \mathcal{F}f(x) \rangle \langle \varphi, \left( (e^{i\nu x}Q - 1)\eta(V(\nu x)^2) e^{in\int_0^t ds (x \cdot V(sx))E^V(l)} 
- e^{-in\int_0^t ds (x \cdot V(sx))E^V(l)} \eta(V(-\nu x)^2) (e^{i\nu x}Q - 1) \right) \varphi \rangle_{\mathcal{H}_0}
$$

$$
= \lim_{\nu \to 0} \int_0^\infty dt \int_{\mathbb{R}^d} dx \langle \mathcal{F}f(x) \rangle \langle \varphi, \left( (e^{i\nu x}Q - 1)\eta(V(\nu x)^2) e^{it\int_0^t ds (x \cdot V(sx))E^V(l)} 
- e^{-it\int_0^t ds (x \cdot V(sx))E^V(l)} \eta(V(-\nu x)^2) (e^{i\nu x}Q - 1) \right) \varphi \rangle_{\mathcal{H}_0},
$$

as required.
which is equivalent to
\[
\lim_{\nu \searrow 0} \sum_{n \geq 0} \int_0^1 dt \int_{\mathbb{R}^d} dx \langle \mathcal{F} f \rangle (x) \nonumber
\]
\[
\cdot \Big\langle \varphi, \left( e^{i \nu x \cdot Q} - 1 \right) \left( 1 - e^{it \int_0^\infty ds (x \cdot V(s x)) E^2(t)} \right) \eta(V(\nu x)^2) e^{i n \int_0^\infty ds (x \cdot V(s x)) E^2(t)} \left( e^{i \nu x \cdot Q} - 1 \right) \varphi \Big\rangle_{H_0} = 0. \tag{4.11}
\]

For this, it is sufficient to prove that we can exchange in (4.11) the limit \(\lim_{\nu \searrow 0}\) with \(\sum_{n \geq 0}\) and the integrals over \(t\) and \(x\). We present the calculations only for the first term on the l.h.s. of (4.11), since the second term can be handled in a similar way. So, let
\[
T(\nu, n) := \int_0^1 dt \int_{\mathbb{R}^d} dx \langle \mathcal{F} f \rangle (x) \nonumber
\]
\[
\cdot \Big\langle \varphi, \left( e^{i \nu x \cdot Q} - 1 \right) \left( 1 - e^{it \int_0^\infty ds (x \cdot V(s x)) E^2(t)} \right) \eta(V(\nu x)^2) e^{i n \int_0^\infty ds (x \cdot V(s x)) E^2(t)} \varphi \Big\rangle_{H_0}. \nonumber
\]

Since \(\mathcal{F} f \in \mathcal{S}(\mathbb{R}^d)\) and
\[
\left\| \left( e^{i \nu x \cdot Q} - 1 \right) \left( 1 - e^{it \int_0^\infty ds (x \cdot V(s x)) E^2(t)} \right) \eta(V(\nu x)^2) e^{i n \int_0^\infty ds (x \cdot V(s x)) E^2(t)} \right\|_{\mathcal{S}(H_0)} \leq \text{Const.}, \nonumber
\]

we have that
\[
|T(\nu, n)| \leq \text{Const.}, \tag{4.12}
\]
and thus \(T(\nu, n)\) is uniformly bounded in \(\nu > 0\) by a function in \(\ell^2(\{1, \ldots, n_0\})\) for any \(n_0 \in \mathbb{N}^*\).

For the case \(n > n_0\), let \(B_{\nu,n}^l(x) := e^{i n \int_0^\infty ds (x \cdot V(s x)) E^2(t)}\). Then, Lemma 4.5(b) implies that
\[
(\partial_l B_{\nu,n}^l)(x) \varphi = in \nu V_j(\nu x) E^2(t) B_{\nu,n}^l(x) \varphi = in \nu V_j(\nu x) B_{\nu,n}^l(x) \varphi, \nonumber
\]
and thus \(T(\nu, n)\) can be written as
\[
T(\nu, n) = \frac{\nu}{in} \sum_{j=1}^d \int_0^1 dt \int_{\mathbb{R}^d} dx \langle \langle Q \rangle^2 \varphi, A_{j,\nu,t}(x) (\partial_l B_{\nu,n}^l)(x) \varphi \rangle\rangle_{H_0}, \nonumber
\]
with
\[
A_{j,\nu,t}(x) := \langle \mathcal{F} f \rangle(x) \frac{1}{\nu} \left( e^{i \nu x \cdot Q} - 1 \right) (Q)^{-2} \left( 1 - e^{it \int_0^\infty ds (x \cdot V(s x)) E^2(t)} \right) V_j(\nu x) V(\nu x)^{-2} \eta(V(\nu x)^2). \nonumber
\]

Now, for each multi-index \(\alpha \in \mathbb{N}^d\) with \(|\alpha| \leq 2\), we have
\[
\left\| \partial_x^\alpha \left( e^{i \nu x \cdot Q} - 1 \right) (Q)^{-2} \right\|_{\mathcal{S}(H_0)} \leq \text{Const.} (\langle x \rangle). \tag{4.13}
\]

Thus, it follows from Assumption 2.2, Lemma 4.5(b), [24, Prop. 5.1] and the rapid decay of \(\mathcal{F} f\) that the map \(\mathbb{R}^d \ni x \mapsto A_{j,\nu,t}(x) \in \mathcal{S}(H_0)\) is twice strongly differentiable, with strong derivatives satisfying for all \(j, k \in \{1, \ldots, d\}\) and all \(m \in \mathbb{N}\)
\[
\left\| \partial_j \partial_k \left( \langle \partial_l A_{j,\nu,t} \rangle \right)(x) \right\|_{\mathcal{S}(H_0)} \leq \text{Const.} (\langle t \rangle \langle x \rangle)^{-m} \nonumber
\]
and
\[
\left\| \partial_k \left\{ \partial_l A_{j,\nu,t} \right\} V_k(\nu \cdot) V(\nu \cdot)^{-2}(x) \right\|_{\mathcal{S}(H_0)} \leq \text{Const.} \langle \nu \rangle \langle t \rangle^2 \langle x \rangle^{-m}. \tag{4.14}
\]
Combining this with the bound (4.14), we get for any $\nu \in (0, 1)$ and $n > n_0$ that

$$|T(\nu, n)| \leq \text{Const. } n^{-2}.$$  

This, together with the bound (4.12), implies that that $T(\nu, n)$ is uniformly bounded in $\nu \in (0, 1)$ by a function in $L^1(\mathbb{N})$. Thus, we can apply Lebesgue’s dominated convergence theorem to exchange the limit $\lim_{\nu \to 0}$ with the sum over $n$ in (4.11). Since the exchange of the limit $\lim_{\nu \to 0}$ with the integrals over $t$ and $x$ in (4.11) is trivial, the result follows.

(iii) We show here that we can exchange the limit $\lim_{\nu \to 0}$ with the integrals over $\mu$ and $x$ in the expression

$$\lim_{\nu \to 0} \int_0^\infty d\mu \int_{\mathbb{R}^d} dx \langle (\mathcal{F} f)(x) \varphi, (\frac{i}{2} (e^{i\nu x Q} - 1) \eta(V(x))^2) e^{i\frac{\nu}{2} \int_0^\infty ds (x'V(sx)) E^2(I)} \rangle_{\mathcal{H}_0}.$$  

We present the calculations only for the first term in (4.15), since the second term can be handled in a similar way. So, let

$$\bar{T}(\nu, \mu) := \int_{\mathbb{R}^d} dx \langle (\mathcal{F} f)(x) \varphi, (\frac{i}{2} (e^{i\nu x Q} - 1) \eta(V(x))^2) e^{i\frac{\nu}{2} \int_0^\infty ds (x'V(sx)) E^2(I)} \varphi \rangle_{\mathcal{H}_0}.$$  

Due to the bound (4.13) and the inclusion $\mathcal{F} f \in \mathcal{S}(\mathbb{R}^d)$, we have

$$|\bar{T}(\nu, \mu)| \leq \text{Const.} \mu,$$  

and thus $\bar{T}(\nu, \mu)$ is uniformly bounded in $\nu > 0$ by a function in $L^1((0, 1], d\mu)$.

For the case $\mu > 1$, let $\bar{B}_{\nu, \mu}^j(x) := e^{\frac{i}{2} \int_0^\infty ds (x'V(sx)) E^2(I)} \bar{B}_{\nu, n}^j(x)\varphi = i\mu V_j(\nu x) E^2(I) \bar{B}_{\nu, n}^j(x)\varphi$. Then, Lemma 4.5(b) implies that

$$(\partial_j \bar{B}_{\nu, \mu}^j)(x)\varphi = i\mu V_j(\nu x) E^2(I) \bar{B}_{\nu, n}^j(x)\varphi = i\mu V_j(\nu x) \bar{B}_{\nu, n}^j(x)\varphi,$$

and thus $\bar{T}(\nu, \mu)$ can be written as

$$\bar{T}(\nu, \mu) = \frac{1}{i\mu} \sum_{j=1}^d \int_{\mathbb{R}^d} dx \langle (Q)^2 \varphi, \bar{A}_{j, \nu}(x) (\partial_j \bar{B}_{\nu, n}^j)(x)\varphi \rangle_{\mathcal{H}_0},$$

with

$$\bar{A}_{j, \nu}(x) := (\mathcal{F} f)(x) \frac{1}{2} (e^{i\nu x Q} - 1)(Q)^{-2} V_j(\nu x) V(\nu x)^{-2} \eta(V(x))^2).$$

Furthermore, one can show as in point (ii) that that the map $\mathbb{R}^d \ni x \mapsto \bar{A}_{j, \nu}(x) \in \mathcal{B}(\mathcal{H}_0)$ is twice strongly differentiable, with strong derivatives satisfying for all $j, k \in \{1, \ldots, d\}$ and all $m \in \mathbb{N}$

$$\|(\partial_j \bar{A}_{j, \nu})(x)\|_{\mathcal{B}(\mathcal{H}_0)} \leq \text{Const. } \nu^{-m}$$

and

$$\|\partial_k \{(\partial_j \bar{A}_{j, \nu}) V_k(\nu \cdot)V(\nu \cdot)^{-2}\}(x)\|_{\mathcal{B}(\mathcal{H}_0)} \leq \text{Const. } \nu^{-m}.$$  

(4.17)
So, we can perform two successive integrations by parts with vanishing boundary contributions to get

\[
\tilde{T}(\nu, \mu) = \frac{i}{\mu} \sum_{j=1}^{d} \int_{\mathbb{R}^d} dx \left< \langle Q \rangle^2 \varphi, (\partial_j \tilde{A}_{j,\nu,\mu}) (x) \tilde{B}_{\nu,n}^l (x) \varphi \right>_{\mathcal{H}_0}
\]

\[
= -\frac{1}{\mu^2} \sum_{j,k=1}^{d} \int_{\mathbb{R}^d} dx \left< \langle Q \rangle^2 \varphi, \partial_k \{ (\partial_j \tilde{A}_{j,\nu,\mu}) V_k (\nu \cdot \cdot)^{-2} \} (x) \tilde{B}_{\nu,n}^l (x) \varphi \right>_{\mathcal{H}_0}.
\]

Combining this with the bound \( (4.17) \), we get for any \( \nu \in (0, 1) \) and \( \mu > 1 \) that

\[|\tilde{T}(\nu, \mu)| \leq \text{Const.} \mu^{-2}.\]

This, together with the bound \( (4.16) \), implies that that \( \tilde{T}(\nu, \mu) \) is uniformly bounded in \( \nu \in (0, 1) \) by a function in \( L^1 \left((0, \infty), d\mu \right) \). Thus, we can apply Lebesgue’s dominated convergence theorem to exchange the limit \( \lim_{\nu \to 0} \) with the integral over \( \mu \) in \( (4.15) \). Since the exchange of the limit \( \lim_{\nu \to 0} \) with the integral over \( x \) in \( (4.15) \) is trivial, the result follows. \( \square \)

### 4.3 Interpretation of the summation formula

In this section, we explain why the operator \( T_{\ell} \) can be considered as a time operator for \( U_0 \) and we give an interpretation of the summation formula \( (4.8) \). We start with a lemma which establishes crucial commutation relations between the operators \( T_{\ell} \) and \( U_0 \):

**Lemma 4.7.** Let Assumptions 2.2 and 2.4 be satisfied, and let \( f \in \mathcal{S}(\mathbb{R}^d) \) be real and equal to 1 on a neighbourhood of \( 0 \in \mathbb{R}^d \).

(a) We have

\[
T_{\ell} U_0^n \varphi = (U_0^n T_{\ell} - n U_0^n) \varphi, \quad n \in \mathbb{Z}, \: \varphi \in \mathcal{D}_1. \tag{4.18}
\]

(b) If \( \mathcal{D}_1 \) is dense in \( \mathcal{H}_0 \) and \( T_{\ell} \) is essentially self-adjoint on \( \mathcal{D}_1 \) with closure \( \overline{T_{\ell}} \), then we have the imprimitivity relation

\[
e^{is \overline{T_{\ell}}} \gamma(U_0) e^{-is T_{\ell}} = \gamma(e^{-is} U_0), \quad s \in \mathbb{R}, \: \gamma \in C(S^1). \tag{4.19}
\]

**Proof.** (a) Since \( \mathcal{D}((\langle Q \rangle)) = \bigcap_{j=1}^{d} \mathcal{D}(Q_j) \), we have the equality

\[\mathcal{D}_1 = \{ \varphi \in \bigcap_{j=1}^{d} \mathcal{D}(Q_j) \mid \varphi = \zeta(U_0) \varphi = \rho(D) \varphi \text{ for some } \zeta \in C_c(S^1 \setminus \kappa(U_0)) \text{ and } \rho \in C_c(\mathbb{R}) \},\]

and thus \( U_0^n \mathcal{D}_1 \subset \mathcal{D}_1 \) for each \( n \in \mathbb{Z} \) due to Lemma 2.6(c) and the definition of the operator \( D \). Moreover, if \( \varphi \in \mathcal{D}_1 \) and \( f \in \mathcal{S}(\mathbb{R}^d) \), then we have the inclusions \( (\partial_j R_{\ell}) (V) \varphi \in \mathcal{D}(Q_j) \cap \mathcal{D}(V_j) \) and \( |V|^{-1} \varphi \in \mathcal{D}(Q_j) \cap \mathcal{D}(V_j) \) for each \( j \in \{1, \ldots, d\} \). Therefore, using successively the strong commutation of \( U_0 \) and \( V \), Lemma 2.6(c), and the relations \( (4.1)-(4.2) \), we obtain

\[
\left( Q \cdot (\nabla R_{\ell}) (V) + (\nabla R_{\ell}) \left( \frac{\varphi}{|V|} \right) \cdot Q |V|^{-1} \right) U_0^n \varphi
\]

\[
= \sum_{j=1}^{d} \left( Q_j U_0^n (\partial_j R_{\ell}) (V) + (\partial_j R_{\ell}) \left( \frac{\varphi}{|V|} \right) Q_j U_0^n |V|^{-1} \right) \varphi
\]

\[
= U_0^n \sum_{j=1}^{d} \left( (Q_j + n V_j) (\partial_j R_{\ell}) (V) + (\partial_j R_{\ell}) \left( \frac{\varphi}{|V|} \right) (Q_j + n V_j) |V|^{-1} \right) \varphi
\]

\[
= U_0^n \left( Q \cdot (\nabla R_{\ell}) (V) + (\nabla R_{\ell}) \left( \frac{\varphi}{|V|} \right) \cdot Q |V|^{-1} \right) \varphi - 2n U_0^n \varphi.
\]
This, together with (4.3), implies that $T_f U_0^\dagger \phi = (U_0^0 T_f - n U_0^0) \phi$. 
(b) We know from (4.18) that $U_0^{-1} T_f U_0 \phi = (T_f - 1) \phi$ for each $\phi \in D_1$. Since $T_f$ is essentially self-adjoint on $D_1$, it follows that

$$U_0^{-1} T_f U_0 = U_0^{-1} T_f U_0 = T_f - 1.$$ 

Using this relation and functional calculus, we infer that

$$e^{i s T_f} \gamma(U_0) e^{-i s T_f} = \gamma(U_0 e^{i s T_f} U_0^0 e^{-i s T_f}) = \gamma(U_0 e^{i (T_f - 1)} e^{-i s T_f}) = \gamma(e^{-i s U_0}),$$

which proves the claim. □

If $D_1$ is dense in $H_0$ and $T_f$ is essentially self-adjoint on $D_1$, then (4.19) and Mackey’s imprimitivity theorem [19, Thm. 5] applied to the group $\mathbb{R}$ and the subgroup $\mathbb{Z}$ imply the existence of a continuous unitary representation $\sigma$ of $\mathbb{Z}$ in a Hilbert space $h_\sigma$ achieving the following: Let $F_\sigma$ be the set of functions $f_\sigma : \mathbb{R} \to h_\sigma$ such that

(i) $f_\sigma(n + s) = \sigma(n) f_\sigma(s)$ for all $n \in \mathbb{Z}$ and $s \in \mathbb{R}$,

(ii) $\|f_\sigma(\cdot)\|_{h_\sigma} \in L^2_{\text{loc}}(\mathbb{R})$,

(iii) $f_\sigma$ is strongly measurable,

let $\langle \cdot, \cdot \rangle_{H_\sigma}$ and $\|\cdot\|_{H_\sigma}$ be the scalar product and norm on $F_\sigma$ given by

$$\langle f_\sigma, g_\sigma \rangle_{H_\sigma} := \int_0^1 ds \langle f_\sigma(s), g_\sigma(s) \rangle_{h_\sigma} \quad \text{and} \quad \|f_\sigma\|_{H_\sigma} := \sqrt{\langle f_\sigma, f_\sigma \rangle_{H_\sigma}}, \quad f_\sigma, g_\sigma \in F_\sigma,$$

and let $H_\sigma$ be the Hilbert space completion of $F_\sigma$ for the norm $\|\cdot\|_{H_\sigma}$, that is,

$$H_\sigma := \{ f_\sigma \in F_\sigma \mid \|f_\sigma\|_{H_\sigma} < \infty \} / \{ f_\sigma \in F_\sigma \mid \|f_\sigma\|_{H_\sigma} = 0 \}.$$

Then, there exists a unitary operator $\mathcal{U} : H_0 \to H_\sigma$ satisfying for all $s \in \mathbb{R}$ and $\gamma \in C(S^1)$

$$\mathcal{U} e^{2\pi i s T_f} \mathcal{U}^{-1} = U_\sigma(s) \quad \text{and} \quad \mathcal{U} \gamma(U_0) \mathcal{U}^{-1} = P_\sigma(\gamma),$$

with $U_\sigma$ the induced continuous unitary representation of $\sigma$ from $\mathbb{Z}$ to $\mathbb{R}$ given by

$$(U_\sigma(s)f_\sigma)(t) := f_\sigma(t + s), \quad s, t \in \mathbb{R}, \quad f_\sigma \in H_\sigma,$$

and $P_\sigma$ given by

$$(P_\sigma(\gamma)f_\sigma)(s) := \gamma(e^{2\pi i s}) f_\sigma(s), \quad s \in \mathbb{R}, \quad f_\sigma \in H_\sigma, \quad \gamma \in C(S^1).$$

Therefore, the spectrum of $U_0$ is purely absolutely continuous and covers the whole unit circle $S^1$, and we get for all $\psi \in H_0$ and $\varphi \in D_1$ the equalities

$$\langle \psi, T_f \varphi \rangle_{H_0} = \langle \psi, T_f \varphi \rangle_{H_\sigma} = \int_0^1 ds \left\langle (\mathcal{U} \psi)(s), \frac{i}{2\pi} \frac{d(\mathcal{U} \varphi)(s)}{ds} \right\rangle_{h_\sigma},$$

with $\frac{d(\mathcal{U} \varphi)}{ds}(s)$ the distributional derivative at $s$ of the function $\mathbb{R} \ni s \mapsto (\mathcal{U} \varphi)(s) \in h_\sigma$. In particular, if we make the change of variable $z(s) := e^{2\pi i s} \in S^1$ and choose functions $\mathcal{U} \psi, \mathcal{U} \varphi : S^1 \to h_\sigma$ satisfying

$$(\mathcal{U} \psi)(s) = (\mathcal{U} \psi)(z(s)) \quad \text{and} \quad (\mathcal{U} \varphi)(s) = (\mathcal{U} \varphi)(z(s))$$

for each $s \in [0, 1)$, we obtain the identity

$$\langle \psi, T_f \varphi \rangle_{H_0} = \int_{S^1} dz \mu_{\sigma}(z) \left\langle (\mathcal{U} \psi)(z), -z \frac{d(\mathcal{U} \varphi)}{dz}(z) \right\rangle_{h_\sigma} \quad (4.20)$$
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with \( d\mu_ζ(z) := \frac{dz}{2\pi i z} \) the Haar measure on \( S^1 \).

If \( D_1 \) is dense in \( H_0 \), then Proposition 4.3 and Remark 4.4(b) imply that \( T_ℓ \) is symmetric, and the relations \( H_0 = \overline{T_1} \subset H_{ac}(U_0) \) imply that \( U_0 \) has purely absolutely continuous spectrum. However, the spectrum of \( U_0 \) may not cover the whole unit circle \( S^1 \). Either way, we expect that the operator \( T_ℓ \) is still equal to a differential operator in some Hilbert space isomorphic to \( H_0 \), but we have not been able to prove it in this generality.

If \( D_1 \) is not dense in \( H_0 \), then we are not aware of works using a relation like (4.18) to infer results on the spectral nature of \( U_0 \) or on the form of \( T_ℓ \). In such a case, we only know from Theorem 3.4(a) that \( U_0 \) has purely absolutely continuous spectrum in \( σ(U_0) \setminus κ(U_0) \). However, if one makes some additional assumption on the action of \( T_ℓ \) on \( D_1 \), one should be able to obtain further results on \( U_0 \) and \( T_ℓ \). We refrain to do it here, but we refer to [24, p. 324] for a discussion of this issue in the self-adjoint setup.

**Remark 4.8** (Interpretation of the summation formula). The results that precede have a nice physical interpretation. Lemma 4.7(a) implies that the operators \( T_ℓ \) and \( U_0 \) satisfy on \( D_1 \) the relation

\[
U_0^{-1}[T_ℓ, U_0] = -1,
\]

which is the unitary analogue of the canonical time-energy commutation relation of the self-adjoint setup. Accordingly, the operator \( T_ℓ \) can be interpreted as a time operator for \( U_0 \), and \( T_ℓ \) should be equal in some suitable sense to the operator \( -U_0 \frac{d}{dz} \). Indeed, this is essentially what tells us Equation (4.20): if \( D_1 \) is dense in \( H_0 \) and \( T_ℓ \) is essentially self-adjoint on \( D_1 \), then \( T_ℓ \) acts (after a change of variable) as the differential operator \( -z \frac{d}{dz} (z ∈ S^1) \) in the Hilbert space \( H_0 \) isomorphic to \( H_0 \).

On another hand, the l.h.s. of Formula (4.8) has the following meaning: For \( ν > 0 \) fixed, it can be interpreted as the difference of times spent by the evolving state \( U_0^νφ \) in the future (first term) and in the past (second term) within the region defined by the localisation operator \( f(νQ) \). Therefore, Formula (4.8) shows that this difference of times tends as \( ν → 0 \) to the expectation value in \( φ \) of the time operator \( T_ℓ \).

We conclude this section with an illustration of these results in the setups of Examples 3.5 and 3.6.

**Example 4.9** (\( V \) constant, continued). If \( Q \) and \( U_0 \) are such that \( V = ν ∈ ℝ^d \setminus \{0\} \) as in Example 3.5, then we have \( κ(U_0) = ∅ \). Therefore, if we set \( D = V^2 = ν^2 \), we obtain that

\[
D_1 = \{ \varphi ∈ D((Q)) | \varphi = ζ(U_0)φ = ρ(ν^2)φ \text{ for some } ζ ∈ C_∞(S^1) \text{ and } ρ ∈ C_∞(ℝ) \} \\
= D((Q)) \\
= ∩_{j=1}^d D(Q_j).
\]

Since (4.3) implies the equality \( T_ℓ = (VR_ℓ)(ν) · Q \) on \( D_1 \), it follows that \( T_ℓ \) is essentially self-adjoint on \( D_1 \), and thus (4.20) implies that \( T_ℓ \) acts (after a change of variable) as the differential operator \( -z \frac{d}{dz} (z ∈ S^1) \) in the Hilbert space \( H_0 \).

**Example 4.10** (Time-one propagator for the Laplacian, continued). If \( Q, P, U_0 \) and \( H_0 \) are as in Example 3.6, then we have \( V = 2P \) and \( κ(U_0) = \{1\} \). Furthermore, if we take \( f \) radial and set \( D = V^2 = 4P^2 \), then the set

\[
D_1 = \{ \varphi ∈ D((Q)) | \varphi = ζ(e^{-iP^2})φ = ρ(P^2)φ \text{ for some } ζ ∈ C_∞(S^1 \setminus \{1\}) \text{ and } ρ ∈ C_∞(ℝ) \}
\]

is dense in \( H_0 \), and a calculation using (4.5) shows the following equalities on \( D_1 \)

\[
T_ℓ = T = -\frac{i}{4} \left(Q · \frac{∂}{∂τ} + \frac{P}{τ} · Q |P|^{-1} + iP^{-2}\right) = -\frac{i}{4} \left(Q · \frac{P}{τ} + \frac{P}{τ} · Q\right).
\]

Thus, it follows from [2, p. 484-485] that \( T \) is symmetric on \( D_1 \) and acts as the differential operator \( -z \frac{d}{dz} (z ∈ S^1) \) in the spectral representation of \( U_0 \).
5 Quantum time delay

5.1 Symmetrised time delay

In this section, we prove the existence of symmetrised time delay for a quantum scattering system \((U_0, U, J)\) with free propagator \(U_0\), full propagator \(U\), and identification operator \(J\). The propagator \(U_0\) is a unitary operator that acts in the Hilbert space \(H_0\) and satisfies Assumptions 2.2 and 2.4 with respect to the family of position operators \(Q\). The propagator \(U\) is a unitary operator in a Hilbert space \(H\) that satisfies Assumption 5.1 below. The operator \(J : H_0 \to H\) is a bounded operator used to identify the Hilbert space \(H_0\) with a subset of the Hilbert space \(H\). The assumption on \(U\) asserts the existence, the isometry and the completeness of the generalised wave operators for the scattering system \((U_0, U, J)\). To state it, we use the notation \(P_{ac}(U_0)\) for the projection onto the subspace \(H_{ac}(U_0)\) of absolute continuity of \(U_0\) (and idem for \(U\)):

**Assumption 5.1 (Wave operators).** The wave operators

\[ W_\pm := \lim_{n \to \pm \infty} U^{-n} J U_0^n P_{ac}(U_0) \]

exist and are partial isometries with initial subspaces \(H^+_0 \subset H_0\) and final subspaces \(H_{ac}(U)\).

Sufficient conditions on the difference \(JU_0 - UJ\) guaranteeing the existence and the completeness of \(W_\pm\) are given, for instance, in [23, Sec. 2]. The main consequence of Assumption 5.1 is that the scattering operator

\[ S := W_+^* W_- : H_0^- \to H_0^+ \]

is a well-defined unitary operator commuting with \(U_0\).

We now define the sojourn times for the scattering system \((U_0, U, J)\), starting with the sojourn time for the free evolution \(\{U_0^n\}_{n \in \mathbb{Z}}\). Given a positive number \(r > 0\), a non-negative function \(f \in \mathcal{S}^+(\mathbb{R}^d)\) equal to 1 on a neighbourhood \(\Sigma\) of 0 \(\in \mathbb{R}^d\) and a vector \(\varphi \in D_0\), we set

\[ T_0^f(\varphi) := \sum_{n \in \mathbb{Z}} \langle U_0^n \varphi, f(Q/r) U_0^n \varphi \rangle_{H_0}. \]

The operator \(f(Q/r)\) is approximately equal to the projection onto the subspace \(E^0(\Sigma) H_0\) of \(H_0\), with \(r \Sigma := \{ x \in \mathbb{R}^d \mid x/r \in \Sigma \}\). Therefore, if \(\|\varphi\|_{H_0} = 1\), then \(T_0^f(\varphi)\) can be roughly interpreted as the time spent by the evolving state \(U_0^n \varphi\) inside \(E^0(\Sigma) H_0\). The quantity \(T_0^f(\varphi)\) is finite for each \(\varphi \in D_0\), since we know from Lemma 3.4(b) that the operator \(\|f(Q/r)\|^{1/2}\) is locally \(U_0\)-smooth on \(S^1 \setminus \kappa(U_0)\).

When defining the sojourn time for the full evolution \(\{U^n\}_{n \in \mathbb{Z}}\), one faces the problem that the localisation operator \(f(Q/r)\) acts in \(H_0\), while the operator \(U^n\) acts in \(H\). The obvious modification would be to use the operator \(Jf(Q/r)J^* \in \mathcal{B}(H)\), but the resulting definitions could be not general enough (see [25, Rem. 4.5] for a discussion of this issue in the case of scattering for self-adjoint operators). Sticking to the basic idea that the freely evolving state \(U_0^n \varphi\) should approximate, as \(n \to \pm \infty\), the corresponding evolving state \(U^n W_{\pm} \varphi\), one should look for operators \(L_n : H \to H_0\) satisfying the condition

\[ \lim_{n \to \pm \infty} \|L_n U^n W_{\pm} \varphi - U_0^n \varphi\|_{H_0} = 0. \]

Since we consider vectors \(\varphi \in D_0\), the operators \(L_n\) can be unbounded as long as \(L_n U^n W_{\pm} E^0(I)\) are bounded for all compact sets \(I \subset \mathbb{R}\) (if \(U_0\) is the time-one propagator of some Hamiltonian \(H_0\) and \(D = H_0\), then one can simply require that \(L_n E^0(I)\) are bounded for each compact set \(I \subset \mathbb{R}\)). With these operators \(L_n\) at hand, it is natural to define the sojourn time for the full evolution \(\{U^n\}_{n \in \mathbb{Z}}\) as

\[ T_{r,1}(\varphi) := \sum_{n \in \mathbb{Z}} \langle L_n U^n W_{\pm} \varphi, f(Q/r) L_n U^n W_{\pm} \varphi \rangle_{H_0}. \]
Another sojourn time appearing naturally in this context is
\[ T_2(\varphi) := \sum_{n \geq 0} \left( \langle \varphi, \varphi \rangle_{H_0} - \langle L_n U^n W_\varphi, L_n U^n W_\varphi \rangle_{H_0} \right). \]

The finiteness of \( T_{r,1}(\varphi) \) and \( T_2(\varphi) \) is proved under some additional assumptions in Lemma 5.2 below.

The term \( T_{r,1}(\varphi) \) can be roughly interpreted as the time spent by the scattering state \( U^n W_\varphi \) inside \( E^Q(r \Sigma) H_0 \) after being injected in \( H_0 \) by \( L_n \). If some slight abuse of notation is allowed to write the term \( T_2(\varphi) \) as
\[
T_2(\varphi) = \sum_{n \in \mathbb{Z}} \langle U^n W_\varphi, (1 - L_n^* L_n) U^n W_\varphi \rangle_{H_0},
\]
then \( T_2(\varphi) \) can be interpreted as the time spent by the scattering state \( U^n W_\varphi \) inside the time-dependent subset \( (1 - L_n^* L_n) H \) of \( H \). If \( L_n \) is considered as a time-dependent quasi-inverse for the operator \( J \) (see [36, Sec. 2.3.2] for a related notion of time-independent quasi-inverse), then the subset \( (1 - L_n^* L_n) H \) can be interpreted as an approximate complement of \( J H_0 \) in \( H \) at time \( n \). The necessity of the term \( T_2(\varphi) \) in the setup of two-Hilbert spaces quantum scattering can easily be illustrated when, for example, \( U_0 \) and \( U \) are time-one propagators of Hamiltonians presenting some multichannel structure (see for instance [26, Sec. 5]). On the other hand, when \( H_0 = H \), it is natural to set \( L_n = J^* = 1 \), and then \( T_2(\varphi) \) vanishes.

Within this general framework, we say that
\[
\tau_{\text{sym}}^r(\varphi) := T_r(\varphi) - \frac{1}{2}(T_0^r(\varphi) + T_r^s(S\varphi)),
\]
with \( T_r(\varphi) := T_{r,1}(\varphi) + T_2(\varphi) \), is the symmetrised time delay of the scattering system \( (U_0, U, J) \) with incoming state \( \varphi \) in the region defined by the localisation operator \( f(Q/r) \), and we say that
\[
\tau_{\text{sym}}^r(\varphi) := T_r(\varphi) - T_0^r(\varphi)
\]
is the non-symmetrised time delay of the scattering system \( (U_0, U, J) \) with incoming state \( \varphi \) in the region defined by the localisation operator \( f(Q/r) \). In the case of scattering for self-adjoint operators, the symmetrised time delay is the only time delay having a well-defined limit as \( r \to \infty \) for complicated scattering systems (see for example [4, 7, 12, 15, 16, 26, 29, 31, 32]).

Finally, for the next lemma, we need the auxiliary quantity
\[
\tau_{\text{free}}^r(\varphi) := \frac{1}{2} \sum_{n \geq 0} \langle \varphi, S^{n*} [U_0^{n-1} f(Q/r) U_0^n f(Q/r) U_0^{n-1}, S] \varphi \rangle_{H_0},
\]
which is finite for all vectors \( \varphi \in H_0^- \cap D_0 \) satisfying \( S\varphi \in D_0 \) (see [25, Eq. (4.5)]) for a similar definition in the case of scattering for self-adjoint operators).

**Lemma 5.2.** Let Assumptions 2.2, 2.4 and 5.1 be satisfied. Let \( f \in \mathcal{S}(\mathbb{R}^d) \) be non-negative and equal to 1 on a neighbourhood of 0 \( \in \mathbb{R}^d \). For each \( n \in \mathbb{Z} \), let \( L_n : H \to H_0 \) satisfy \( L_n U^n W_\varphi E^D(l) \in \mathcal{B}(H, H_0) \) for all compact sets \( l \subset \mathbb{R} \). Finally, let \( \varphi \in H_0^- \cap D_0 \) satisfy \( S\varphi \in D_0 \) and
\[
n \mapsto \| (L_n W_\varphi - 1) U_0^n \varphi \|_{H_0} \in \ell^1(-N) \quad \text{and} \quad n \mapsto \| (L_n W_\varphi - 1) U_0^n S \varphi \|_{H_0} \in \ell^1(N).
\]
Then, \( T_r(\varphi) \) is finite for each \( r > 0 \), and
\[
\lim_{r \to \infty} (\tau_{\text{sym}}^r(\varphi) - \tau_{\text{free}}^r(\varphi)) = 0.
\]

**Proof.** The proof consists in showing that the expression
\[
I_r(\varphi) := T_{r,1}(\varphi) - \frac{1}{2}(T_0^r(\varphi) + T_r^s(S\varphi)) - \tau_{\text{free}}^r(\varphi)
\]
\[
= \sum_{n \leq -1} \left( \langle L_n U^n W_\varphi, f(Q/r) L_n U^n W_\varphi \rangle_{H_0} - \langle U_0^n \varphi, f(Q/r) U_0^n \varphi \rangle_{H_0} \right)
\]
\[
+ \sum_{n \geq 0} \left( \langle L_n U^n W_\varphi, f(Q/r) L_n U^n W_\varphi \rangle_{H_0} - \langle U_0^n S \varphi, f(Q/r) U_0^n S \varphi \rangle_{H_0} \right)
\]
\[
- \frac{1}{2} \langle \varphi, f(Q/r) \varphi \rangle_{H_0} + \frac{1}{2} \langle S \varphi, f(Q/r) S \varphi \rangle_{H_0}
\]
(5.3)
converges as \( r \to \infty \) to \( -T_2(\varphi) \). But, apart from the boundary terms (5.3) which cancel out as \( r \to \infty \), this can be done as in the self-adjoint case [25, Lemma 4.2]. So, we leave the details to the reader. \( \square \)

The next Theorem establishes the existence of the symmetrized time delay; it is a direct consequence of Theorem 4.6, Definition (5.1) and Lemma 5.2.

**Theorem 5.3** (Symmetrised time delay). Let Assumptions 2.2, 2.4 and 5.1 be satisfied. Let \( f \in \mathcal{S}(\mathbb{R}^d) \) be non-negative, even and equal to 1 on a neighbourhood of \( 0 \in \mathbb{R}^d \). For each \( n \in \mathbb{Z} \), let \( L_n : \mathcal{H} \to \mathcal{H}_0 \) satisfy \( L_n U^n \mathbb{W}_L E^D(l) \in \mathbb{B}(\mathcal{H}, \mathcal{H}_0) \) for all compact sets \( l \subset \mathbb{R} \). Finally, let \( \varphi \in \mathcal{H}_0 \cap \mathcal{D}_2 \) satisfy \( S \varphi \in \mathcal{D}_2 \) and (5.2). Then, one has

\[
\lim_{r \to \infty} \tau_{r}^{\text{sym}}(\varphi) = \langle \varphi, S^*[T_r, S]\varphi \rangle_{\mathcal{H}_0},
\]

with \( T_r \) defined in (4.3).

**Remark 5.4.** Theorem 5.3 is the main result of the paper. It shows the identity of the symmetrised time delay defined in terms of sojourn times and an analogue of Eisenbud-Wigner time delay for general unitary scattering systems \((U_0, U, J)\). The l.h.s. of (5.4) is equal to the global symmetrised time delay of the scattering system \((U_0, U, J)\), with incoming state \( \varphi \), in the dilated regions defined by the localisation operators \( f(Q/r) \). The r.h.s. of (5.4) is the expectation value in \( \varphi \) of the Eisenbud-Wigner-type time delay operator \( S^*[T_r, S] \). When \( T_r \) acts in some suitable sense as the differential operator \(-U_0 \frac{d}{dU_0}\), which occurs in most of the situations of interest (see Section 4.3), one obtains an analogue of Eisenbud-Wigner formula for unitary scattering systems:

\[
\lim_{r \to \infty} \tau_{r}^{\text{sym}}(\varphi) = \left\langle \varphi, -S^* U_0 \frac{dS}{dU_0} \varphi \right\rangle_{\mathcal{H}_0}.
\]

### 5.2 Non-symmetrised time delay

We present in this section conditions under which the symmetrised time delay \( \tau_{r}^{\text{sym}}(\varphi) \) and the non-symmetrised time delay \( \tau_{r}^{\text{nsym}}(\varphi) \) are equal in the limit \( r \to \infty \). Physically, this cannot hold if the scattering is not elastic or is of multichannel type. But for simple scattering systems, the freely evolving states \( U_0^2 \varphi \) and \( U_0^2 S \varphi \) should spend the same time in the region defined by the localisation operator \( f(Q/r) \) in the limit \( r \to \infty \), and thus the equality of both time delays should be verified. Mathematically, this equality reduces to finding conditions under which

\[
\lim_{r \to \infty} (T_r^0(S\varphi) - T_r^0(\varphi)) = 0.
\]

Formally, the proof of (5.5) goes as follows: Suppose that the scattering operator \( S \) strongly commutes for each \( \nu > 0 \) with the operator \( \sum_{n \in \mathbb{Z}} f(\nu n V) \) (i.e. the scattering system is simple in the sense that it preserves some appropriate function of the velocity vector \( V \)). Then, using the change of variables \( \nu := 1/r \), one gets

\[
\lim_{r \to \infty} (T_r^0(S\varphi) - T_r^0(\varphi))
= \lim_{\nu \to 0} \sum_{n \in \mathbb{Z}} \langle \varphi, S^*[U_0^{-\nu} f(\nu Q) U_0^\nu, S]\varphi \rangle_{\mathcal{H}_0} - \langle \varphi, S^*[F_{\nu,f}(V), S]\varphi \rangle_{\mathcal{H}_0}
= \lim_{\nu \to 0} \sum_{n \in \mathbb{Z}} \langle \varphi, S^*[f(\nu Q + \nu n V) - f(\nu n V), S]\varphi \rangle_{\mathcal{H}_0}
= 0.
\]

A rigorous justification of this argument is given in Proposition 5.8 below. Before this, we need two technical lemmas and an assumption on the behaviour of the \( C_0 \)-group \( \{e^{ixQ}\}_{x \in \mathbb{R}^d} \) in the subspace \( \mathcal{D}(\langle V \rangle) \). We start with the first technical lemma:
Lemma 5.5. Let Assumptions 2.2 and 2.4 be satisfied. Take \( f \in \mathcal{S}(\mathbb{R}^d) \), \( \eta \in C_0^\infty((0, \infty)) \), and \( \varphi \in \mathcal{H}_0 \) such that \( \varphi = E^{\nu^2}(I)\varphi \) for some compact set \( I \subset (0, \infty) \). Finally, define for \( \nu \in (0, 1) \) and \( t \in \mathbb{R} \)
\[
g_\nu(t) := \int_{\mathbb{R}^d} dx (\mathcal{F}f)(x) \left\langle \varphi, \left( \eta(V(\nu x)^2) e^{it \int_0^I ds (x \cdot V(s x)) E^{\nu^2}(I)} - \eta(V^2) e^{\nu tx \cdot V E^{\nu^2}(I)} \right) \varphi \right\rangle_{\mathcal{H}_0}.
\]
Then, we have the equality
\[
\lim_{\nu \searrow 0} \sum_{n \in \mathbb{Z}} g_\nu(n) = \lim_{\nu \searrow 0} \int_{\mathbb{R}} dt g_\nu(t). \tag{5.6}
\]

Proof. The proof consists in two steps: In the first step, we show that the function \( g_\nu : \mathbb{R} \to \mathbb{C} \) satisfies the hypotheses of the Poisson summation formula [10, Thm. 8.32], and in the second step we show the equality (5.6).

(i) A direct calculation using the fact that \( f \in \mathcal{S}(\mathbb{R}^d) \) shows that \( g_\nu \in C^\infty \), with \( k \)-th derivative given by
\[
g^{(k)}_\nu(t) = (i\nu)^k \int_{\mathbb{R}^d} dx (\mathcal{F}f)(x) \left\langle \varphi, \eta(V(\nu x)^2) \left( \int_0^1 ds (x \cdot V(s x)) E^{\nu^2}(I) \right)^k e^{it \int_0^I ds (x \cdot V(s x)) E^{\nu^2}(I)} \right\rangle_{\mathcal{H}_0}.
\]

Moreover, one can show as in point (ii) of the proof of Theorem 4.6 that the map \( \mathbb{R}^d \ni x \mapsto C_{j,\nu}(x) \in \mathcal{B}(\mathcal{H}_0) \) is twice strongly differentiable, with strong derivatives satisfying for all \( j, k \in \{1, \ldots, d\} \) and \( m \in \mathbb{N} \)
\[
\| (\partial_j C_{j,\nu}(x) ) \|_{\mathcal{B}(\mathcal{H}_0)} \leq \text{Const.} \langle \nu \rangle^{-m}
\]
and
\[
\| \partial_k \left( (\partial_j C_{j,\nu}) V_1(\nu \cdot) V(\nu \cdot)^{-2} \right)(x) \|_{\mathcal{B}(\mathcal{H}_0)} \leq \text{Const.} \langle \nu \rangle^2 \langle x \rangle^{-m}. \tag{5.9}
\]
So, we can perform two successive integrations by parts with vanishing boundary contributions to get
\[ g_{\nu,1}(t) = \frac{i}{t^{\nu}} \sum_{j=1}^{d} \int_{\mathbb{R}^d} dx \langle \varphi, (\partial_j C_{j,\nu}) (x) B_{\nu,t}^j (x) \varphi \rangle_{\mathcal{H}_0} \]
\[ = -\frac{1}{t^{\nu^2}} \sum_{j,k=1}^{d} \int_{\mathbb{R}^d} dx \langle \partial_k (\partial_j C_{j,\nu}) (x) V_k (\nu \cdot V (\nu \cdot)^{-2}) \rangle (x) B_{\nu,t}^j (x) \varphi \rangle_{\mathcal{H}_0}. \]

Combining this with the bound (5.9), we obtain for \( \nu \in (0,1) \) and \( t \in \mathbb{R} \setminus \{0\} \) that
\[ |g_{\nu,1}(t)| \leq \text{Const.} \ t^{-2} \nu^{-2} \langle \nu \rangle^2. \] (5.10)

Since the function \( t \mapsto g_{\nu,1}(t) \) is uniformly bounded in \( t \in \mathbb{R} \), the bound (5.10) implies that \( g_{\nu,1} \) satisfies (5.8).

We now show that there exists \( \epsilon > 0 \) such that
\[ \left| \int_{\mathbb{R}} dt \ e^{-2\pi i n t} g_{\nu}(t) \right| \leq \text{Const.} \ (n)^{-\nu(1+\epsilon)} \ \nu \in (0,1), \ n \in \mathbb{Z}. \] (5.11)

The equation (5.7), together with calculations as above, shows that we have for \( \nu \in (0,1) \) and \( t \in \mathbb{R} \setminus \{0\} \) the estimate
\[ |g_{\nu}^{(k)}(t)| \leq \text{Const.} \ t^{-2} \nu^{2-k} \langle \nu \rangle^2. \] (5.12)

Thus, we can perform for \( n \in \mathbb{Z}^* \) two successive integrations by parts with vanishing boundary contributions to obtain the bound
\[ \left| \int_{\mathbb{R}} dt \ e^{-2\pi i n t} g_{\nu}(t) \right| = \left| (2\pi n)^{-2} \int_{\mathbb{R}} dt \ e^{-2\pi i n t} g_{\nu}^{(2)}(t) \right| \leq \text{Const.} \ n^{-2} \nu^{2-k} \langle \nu \rangle^2, \]
which implies (5.11).

(ii) Point (i) shows that we can apply the Poisson summation formula [10, Thm. 8.32] to get the equality
\[ \lim_{\nu \searrow 0} \sum_{n \in \mathbb{Z}} g_{\nu}(n) = \lim_{\nu \searrow 0} \int_{\mathbb{R}} dt \ g_{\nu}(t) + \sum_{n \in \mathbb{Z}^*} \int_{\mathbb{R}} dt \ e^{-2\pi i n t} g_{\nu}(t). \]

Furthermore, due to the estimate (5.12), we can perform two successive integrations by parts with vanishing boundary contributions in the integral \( \int_{\mathbb{R}} dt \ e^{-2\pi i n t} g_{\nu}(t) \) to obtain
\[ \lim_{\nu \searrow 0} \sum_{n \in \mathbb{R}} g_{\nu}(n) = \lim_{\nu \searrow 0} \int_{\mathbb{R}} dt \ g_{\nu}(t) - \sum_{n \in \mathbb{Z}^*} (2\pi n)^{-2} \int_{\mathbb{R}} dt \ e^{-2\pi i n t} g_{\nu}^{(2)}(t). \] (5.13)

Now, due to the estimate (5.12) and the convergence of the sum \( \sum_{n \in \mathbb{Z}} n^{-2} \), we can apply Lebesgue’s dominated convergence theorem in the last term of (5.13) to get
\[ \lim_{\nu \searrow 0} \sum_{n \in \mathbb{R}} g_{\nu}(n) = \lim_{\nu \searrow 0} \int_{\mathbb{R}} dt \ g_{\nu}(t) - \sum_{n \in \mathbb{Z}^*} (2\pi n)^{-2} \int_{\mathbb{R}} dt \lim_{\nu \searrow 0} e^{-2\pi i n t} g_{\nu}^{(2)}(t) = \lim_{\nu \searrow 0} \int_{\mathbb{R}} dt \ g_{\nu}(t), \]
which proves the claim. \( \square \)

For the second technical lemma, we need the following assumption on the \( C_0 \)-group \( \{e^{ixQ}\}_{x \in \mathbb{R}^d} \):

**Assumption 5.6.** The \( C_0 \)-group \( \{e^{ixQ}\}_{x \in \mathbb{R}^d} \) is of polynomial growth in \( D(V) \), that is, there exists \( r > 0 \) such that
\[ \| e^{ixQ} \|_{\mathcal{L}(\mathcal{D}(V),\mathcal{D}(V))} \leq \text{Const.} \ (x)^r \text{ for all } x \in \mathbb{R}^d. \]
Lemma 5.7. Let Assumptions 2.2, 2.4 and 5.6 be satisfied, and take \( \eta \in C^\infty_c((0,\infty)) \) and \( I \subset (0,\infty) \) a compact set. Then, there exists \( s > 0 \) such that

\[
\left\| \frac{1}{\nu} \left( \eta(\nu x)^2 e^{\frac{\nu}{2} \int_0^1 ds (x \cdot V(sx))E^2(l)} - e^{\frac{\nu}{2} V^2(l)} \right) \right\|_{\mathcal{B}(H_0)} \leq \text{Const.} (1 + |\mu|) \langle x \rangle^s
\]

for all \( \nu \in (0,1) \), \( \mu \in \mathbb{R} \) and \( x \in \mathbb{R}^d \).

Proof. For \( x \in \mathbb{R}^d \) and \( \mu \in \mathbb{R} \), we define the function

\[
g_{x,\mu} : (0,1) \to \mathcal{B}(H_0), \quad \nu \mapsto e^{\frac{\nu}{2} \int_0^1 ds (x \cdot V(sx))E^2(l)} \eta(V^2),
\]

which is continuous and satisfies in \( \mathcal{B}(H_0) \)

\[
g_{x,\mu}(0) := \lim_{\nu \to 0} g_{x,\mu}(\nu) = e^{i\mu x \cdot V E^2(l)} \eta(V^2). \tag{5.14}
\]

Since \( \eta(V^2) \in C^1_c(Q) \) (see [1, Def. 5.1.1(b)]), we also have in \( \mathcal{B}(H_0) \)

\[
\frac{1}{\nu} (\eta(\nu x)^2) - \eta(V^2) = \frac{1}{\nu} \int_0^1 dt \frac{d}{dt} \eta(V(t\nu x)^2) = i \sum_{j=1}^d x_j \int_0^1 dt e^{-it\nu x \cdot Q} \eta(V^2) \cdot \left[ \eta(V^2), Q \right] e^{it\nu x \cdot Q}. \tag{5.15}
\]

Therefore, by combining the identities (5.14) and (5.15), we obtain

\[
\frac{1}{\nu} \left( \eta(\nu x)^2 e^{\frac{\nu}{2} \int_0^1 ds (x \cdot V(sx))E^2(l)} - \eta(V^2) e^{\frac{\nu}{2} \mu x \cdot V E^2(l)} \right)
\]

\[
= \frac{1}{\nu} (\eta(\nu x)^2) - \eta(V^2) e^{\frac{\nu}{2} \int_0^1 ds (x \cdot V(sx))E^2(l)} + \frac{1}{\nu} (g_{x,\mu}(\nu) - g_{x,\mu}(0))
\]

\[
= i \sum_{j=1}^d x_j \int_0^1 dt e^{-it\nu x \cdot Q} \eta(V^2) \cdot \left[ \eta(V^2), Q \right] e^{it\nu x \cdot Q} e^{\frac{\nu}{2} \int_0^1 ds (x \cdot V(sx))E^2(l)} + \frac{1}{\nu} (g_{x,\mu}(\nu) - g_{x,\mu}(0)). \tag{5.16}
\]

Now, since \( \frac{1}{\nu} \int_0^1 ds (x \cdot V(sx))E^2(l) = \int_0^1 dt (x \cdot V(t\nu x))E^2(l) \), we have for \( \varepsilon \in \mathbb{R} \setminus \{0\} \) small enough

\[
g_{x,\mu}(\nu + \varepsilon) - g_{x,\mu}(\nu)
\]

\[
= \left( e^{i\mu \int_0^1 dt (x \cdot V(t(\nu+\varepsilon)x))E^2(l)} - e^{i\mu \int_0^1 dt (x \cdot V(t\nu x))E^2(l)} \right) \eta(V^2)
\]

\[
= e^{i\mu \int_0^1 dt (x \cdot V(t\nu x))E^2(l)} \left( e^{i\mu \int_0^1 dt x \cdot (V(t(\nu+\varepsilon)x) - V(t\nu x))E^2(l)} - 1 \right) \eta(V^2)
\]

\[
= e^{i\mu \int_0^1 dt (x \cdot V(t\nu x))E^2(l)} \left( e^{i\mu \int_0^1 dt x \cdot \sum_{j=1}^d x_j V_j' (t(\nu+\varepsilon)x)E^2(l)} - 1 \right) \eta(V^2),
\]

and multiplying by \( e^{-1} \) and taking the limit \( \varepsilon \to 0 \) in \( \mathcal{B}(H_0) \) we obtain

\[
g_{x,\mu}'(\nu) = i\mu e^{i\mu \int_0^1 dt (x \cdot V(t\nu x))E^2(l)} \int_0^1 dt x \sum_{j=1}^d x_j V_j'(t\nu x)E^2(l) \eta(V^2). \tag{5.17}
\]

This, together with (5.16) and the mean value theorem, implies that

\[
\left\| \frac{1}{\nu} \left( \eta(\nu x)^2 e^{\frac{\nu}{2} \int_0^1 ds (x \cdot V(sx))E^2(l)} - \eta(V^2) e^{\frac{\nu}{2} \mu x \cdot V E^2(l)} \right) \right\|_{\mathcal{B}(H_0)} \leq \text{Const.} |x| + \sup_{\xi \in [0,1]} \left\| g_{x,\mu}'(\xi\nu) \right\|_{\mathcal{B}(H_0)}
\]

\[
\leq \text{Const.} |x| + \text{Const.} |x|^2 |\mu| \sup_{\xi \in [0,1]} \sum_{j,k=1}^d \left\| V_{jk}(\xi\nu x)E^2(l) \eta(V^2) \right\|_{\mathcal{B}(H_0)}. \tag{5.18}
\]
Since
\[ V_j^\nu(x) E^{j\nu}(1) \eta(V^2) = e^{-i\mu x \cdot Q} V_j^\nu e^{i\mu x \cdot Q} E^{j\nu}(1) \eta(V^2), \]
with \( E^{j\nu}(1) \eta(V^2) \in \mathcal{B}(\mathcal{H}_0, \mathcal{D}(V)) \) and \( V_j^\nu \in \mathcal{B}(\mathcal{D}(V), \mathcal{H}_0) \), it follows from Assumption 5.6 that there exists \( r > 0 \) such that
\[ \| V_j^\nu(x) E^{j\nu}(1) \eta(V^2) \|_{\mathcal{B}([0,\infty))} \leq \text{Const.} (\mu)^r. \]
Therefore, we obtain from (5.18) that
\[ \left\| \frac{1}{2} \left( \eta(V(\nu x^2)) e^{i \int_0^s ds (x \cdot V(\nu x^2))} - \eta(V^2) e^{i \mu x \cdot V^2(1)} \right) \right\|_{\mathcal{B}([0,\infty))} \leq \text{Const.} (1 + |\mu|)(\nu)^{s+\epsilon}, \]
and thus the claim follows with \( s := r + 2 \).

For the next proposition, we need to define for \( \nu > 0 \) and for \( f \in \mathcal{S}(\mathbb{R}^d) \) equal to 1 on a neighbourhood of 0 \( \in \mathbb{R}^d \) the function
\[ F_{\nu,f} : \mathbb{R}^d \setminus \{0\} \to \mathbb{C}, \ x \mapsto \sum_{n \in \mathbb{Z}} f(\nu nx). \]
The function \( F_{\nu,f} \) is well-defined because \( f \in \mathcal{S}(\mathbb{R}^d) \), and if \( f \) is radial or \( d = 1 \), then \( F_{\nu,f}(x) \) depends only on the squared norm \( x^2 \) of \( x \in \mathbb{R}^d \setminus \{0\} \).

**Proposition 5.8.** Let Assumptions 2.2, 2.4, 5.1 and 5.6 be satisfied. Let \( f \in \mathcal{S}(\mathbb{R}^d) \) be non-negative, even and equal to 1 on a neighbourhood of 0 \( \in \mathbb{R}^d \). Let \( \varphi \in \mathcal{H}_0 \cap \mathcal{D}_2 \) satisfy \( S\varphi \in \mathcal{D}_2 \). Finally, suppose that \( V^2 \) and \( S \) strongly commute and that
\[ \left[ \eta(V^2) F_{\nu,f}(V), S \right] = 0 \quad \text{for all } \eta \in C_c^\infty((0,\infty)) \text{ and } \nu > 0. \]
Then, one has
\[ \lim_{\nu \searrow 0} \left( T_{1/\nu}^0(S\varphi) - T_{1/\nu}^0(\varphi) \right) = 0. \]
The operator \( \eta(V^2) F_{\nu,f}(V) \) in (5.19) is well-defined and bounded because \( \eta \in C_c^\infty((0,\infty)) \) and \( F_{\nu,f} \in \mathcal{S}(\mathbb{R}^d \setminus \{0\}) \). Furthermore, if \( f \) is radial or \( d = 1 \), then \( \eta(V^2) F_{\nu,f}(V) \) can be written as a function of \( V^2 \) and the condition (5.19) automatically follows from the strong commutation of \( V^2 \) and \( S \).

**Proof.** Let \( \varphi \in \mathcal{H}_0 \cap \mathcal{D}_2 \) satisfy \( S\varphi \in \mathcal{D}_2 \). Then, there exist a real function \( \eta \in C_c^\infty((0,\infty)) \) and a compact set \( I \subset (0,\infty) \) such that \( \varphi = \eta(V^2) \varphi = V^2(1) \varphi \). This, together with (5.19), Lemma 4.5(a) and the strong commutation of \( V^2 \) and \( S \), implies
\[
\begin{align*}
T_{1/\nu}^0(S\varphi) - T_{1/\nu}^0(\varphi) &= \sum_{n \in \mathbb{Z}} \left( \exp\left(\frac{1}{\nu} \int_{\mathbb{R}^d} dx \langle \mathcal{F} f(x), (\varphi, S^* \eta(V^2) U_0^{-n} f(\nu Q) U_0^2 E^{j\nu}(1), S) \varphi \rangle_{\mathcal{H}_0} \right) - \exp\left(\frac{1}{\nu} \int_{\mathbb{R}^d} dx \langle \mathcal{F} f(x), (\varphi, S^* \eta(V^2) F_{\nu,f}(V) E^{j\nu}(1), S) \varphi \rangle_{\mathcal{H}_0} \right) \right) \\
&= \sum_{n \in \mathbb{Z}} \left( \exp\left(\frac{1}{\nu} \int_{\mathbb{R}^d} dx \langle \mathcal{F} f(x), (\varphi, S^* \eta(V^2) e^{i \mu x \cdot V^2(1)} - \eta(V^2) e^{i \mu x \cdot V^2(1)} S, S) \varphi \rangle_{\mathcal{H}_0} \right) \right) \\
&= \sum_{n \in \mathbb{Z}} \left( \exp\left(\frac{1}{\nu} \int_{\mathbb{R}^d} dx \langle \mathcal{F} f(x), (\varphi, S^* \eta(V^2) e^{i \mu x \cdot V^2(1)} - \eta(V^2) e^{i \mu x \cdot V^2(1)} S, S) \varphi \rangle_{\mathcal{H}_0} \right) \right) \\
&= \sum_{n \in \mathbb{Z}} \left( \exp\left(\frac{1}{\nu} \int_{\mathbb{R}^d} dx \langle \mathcal{F} f(x), (\varphi, S^* \eta(V^2) e^{i \mu x \cdot V^2(1)} - \eta(V^2) e^{i \mu x \cdot V^2(1)} S, S) \varphi \rangle_{\mathcal{H}_0} \right) \right) \\
&= \sum_{n \in \mathbb{Z}} \left( \exp\left(\frac{1}{\nu} \int_{\mathbb{R}^d} dx \langle \mathcal{F} f(x), (\varphi, S^* \eta(V^2) e^{i \mu x \cdot V^2(1)} - \eta(V^2) e^{i \mu x \cdot V^2(1)} S, S) \varphi \rangle_{\mathcal{H}_0} \right) \right) \\
&= \sum_{n \in \mathbb{Z}} \left( \exp\left(\frac{1}{\nu} \int_{\mathbb{R}^d} dx \langle \mathcal{F} f(x), (\varphi, S^* \eta(V^2) e^{i \mu x \cdot V^2(1)} - \eta(V^2) e^{i \mu x \cdot V^2(1)} S, S) \varphi \rangle_{\mathcal{H}_0} \right) \right).
\end{align*}
\]
So, to prove the claim, it is sufficient to show that the two terms in (5.20) are equal to zero in the limit \( \nu \searrow 0 \). This is done in points (i) and (ii) below.

(i) For the first term in (5.20), we can adapt the proof of Theorem 4.6 to obtain the equalities

\[
\lim_{\nu \searrow 0} \sum_{n \in \mathbb{Z}} \int_{\mathbb{R}^d} dx \left( \mathcal{F} f(x) \right) \left( \langle \varphi, S^* \left( \left( e^{i\nu x \cdot Q} - 1 \right) \eta(V(\nu x)^2) e^{i\mu \int_{0}^{\infty} ds \langle x, V(s x) \rangle E^2(s) \rangle, \varphi \rangle \right) \right) = 0.
\]

Using Lemma 5.5 and the change of variables \( \mu := \nu t \) we obtain that this is equivalent to

\[
\lim_{\nu \searrow 0} \int_{\mathbb{R}^d} dx \left( \mathcal{F} f(x) \right) \left( \langle \varphi, \frac{1}{\nu} \left( (\eta(V(\nu x)^2) e^{i\mu \int_{0}^{\infty} ds \langle x, V(s x) \rangle E^2(s) \rangle - \eta(V^2) e^{i\mu x \cdot V E^2}(x) \rangle \right) \right) \right) = 0.
\]

(ii) For the second term in (5.20), it is sufficient to prove for \( \psi \in \mathcal{D}_2 \) satisfying \( \psi = \eta(V^2) \psi = E^2(\nu \psi) \psi \) that

\[
\lim_{\nu \searrow 0} \int_{\mathbb{R}^d} dx \left( \mathcal{F} f(x) \right) \left( \langle \varphi, \frac{1}{\nu} \left( \eta(V(\nu x)^2) e^{i\mu \int_{0}^{\infty} ds \langle x, V(s x) \rangle E^2(s) \rangle - \eta(V^2) e^{i\mu x \cdot V E^2}(x) \rangle \right) \right) \right) = 0.
\]

Now, under the assumption that we can exchange in (5.21) the limit \( \lim_{\nu \searrow 0} \) and the integrals over \( \mu \) and \( x \), then it follows by (5.16)-(5.17) that

\[
\lim_{\nu \searrow 0} \int_{\mathbb{R}^d} dx \left( \mathcal{F} f(x) \right) \left( \langle \varphi, \frac{1}{\nu} \left( \eta(V(\nu x)^2) e^{i\mu \int_{0}^{\infty} ds \langle x, V(s x) \rangle E^2(s) \rangle - \eta(V^2) e^{i\mu x \cdot V E^2}(x) \rangle \right) \right) \right) = 0.
\]

and then the change of variables \( \mu' := -\mu \) and \( x' := -x \) together with the parity of \( \mathcal{F} f \) implies that the last expression is equal to zero. Thus, it only remains to show that we can exchange in (5.21) the limit \( \lim_{\nu \searrow 0} \) and the integrals over \( \mu \) and \( x \) by applying Lebesgue’s dominated convergence theorem.

Define for \( \nu \in (0, 1) \) and \( \mu \in \mathbb{R} \)

\[
L(\nu, \mu) := \int_{\mathbb{R}^d} dx \left( \mathcal{F} f(x) \right) \left( \langle \varphi, \frac{1}{\nu} \left( \eta(V(\nu x)^2) e^{i\mu \int_{0}^{\infty} ds \langle x, V(s x) \rangle E^2(s) \rangle - \eta(V^2) e^{i\mu x \cdot V E^2}(x) \rangle \right) \right) \right).
\]

Then Lemma 5.7 and the rapid decay of \( \mathcal{F} f \) imply that

\[
|L(\nu, \mu)| \leq \text{Const.}(1 + |\mu|),
\]

with a constant independent of \( \nu \). Thus, \( |L(\nu, \mu)| \) is uniformly bounded in \( \nu \in (0, 1) \) by a function in \( L^1([-1, 1], d\mu) \).

For the case \( |\mu| > 1 \), set

\[
A^I_\mu(x) := e^{i\mu x \cdot V E^2(x)} \quad \text{and} \quad B^I_{\nu, \mu}(x) := e^{i\nu \int_{0}^{\infty} ds \langle x, V(s x) \rangle E^2(s)}.
\]

Then, we have

\[
(\partial_x A^I_\mu)(x) = i\mu V A^I_\mu(x) \psi.
\]
and Lemma 4.5(b) implies that

\[(\partial_j B^j_{\nu,\mu})(x)\psi = i\mu V_j(\nu x)B^j_{\nu,\mu}(x)\psi.\]

Therefore, with the notations \(C_j := \eta(V^2)\mathcal{V}V^{-2}\) and \(G_x := e^{-ixQ}\) we can rewrite \(L(\nu, \mu)\) as

\[L(\nu, \mu) := \frac{1}{i\mu} \sum_{j=1}^{d} \int_{\mathbb{R}^d} dx (\mathcal{F} f)(x) \left\langle \psi, \frac{i}{\mu} \left( G_{\nu x} C_j G^*_{\nu x} \partial_j B^j_{\nu,\mu} \right)(x) - C_j \partial_i A^i_{\mu}(x) \right\rangle_{\mathcal{H}_0}. \]

We shall now use repeatedly the following result: Let \(h \in \mathcal{S}(\mathbb{R}^d)\) and let \(Y := (Y_1, \ldots, Y_d)\) a family of self-adjoint strongly mutually commuting operators in \(\mathcal{H}_0\). If \(Y_1, \ldots, Y_d\) are of class \(C^2(\mathbb{R})\), then \(h(Y) \in C^2(\mathbb{R})\) and \([h(Y), Q_j], Q_k \in \mathcal{B}(\mathcal{H}_0)\) for all \(j, k \in \{1, \ldots, d\}\). Such a result has been proved in [24, Prop. 5.1] in a greater generality. Here, the operator \(C_j\) is of the type \(h(Y)\) since \(V_1, \ldots, V_d\) are self-adjoint strongly mutually commuting operators of class \(C^2(\mathbb{R})\). So, we can perform an integration by parts (with vanishing boundary contributions) with respect to the variable \(x_j\) to obtain

\[L(\nu, \mu) := -\frac{1}{i\mu} \sum_{j=1}^{d} \int_{\mathbb{R}^d} dx (\partial_j (\mathcal{F} f))(x) \left\langle \psi, \frac{i}{\mu} \left( G_{\nu x} C_j G^*_{\nu x} B^j_{\nu,\mu} \right)(x) - C_j A^j_{\mu}(x) \right\rangle_{\mathcal{H}_0}. \]

Now, the scalar product in the first term can be written as

\[\frac{1}{i\mu} \left\langle \psi, \frac{i}{\mu} \left( G_{\nu x} E G^*_{\nu x} (\partial_j B^j_{\nu,\mu}) \right)(x) - E (\partial_j A^j_{\mu})(x) \right\rangle_{\mathcal{H}_0} \quad \text{with} \quad E := \eta(V^2)V^{-2} \in \mathcal{B}(\mathcal{H}_0). \]

Thus, a second integration by parts leads to

\[L(\nu, \mu) := -\frac{1}{i\mu} \sum_{j=1}^{d} \int_{\mathbb{R}^d} dx (\partial_j^2 (\mathcal{F} f))(x) \left\langle \psi, \frac{i}{\mu} \left( G_{\nu x} E G^*_{\nu x} B^j_{\nu,\mu} \right)(x) - E A^j_{\mu}(x) \right\rangle_{\mathcal{H}_0}, \]

\[- \frac{1}{i\mu^2} \sum_{j,k=1}^{d} \int_{\mathbb{R}^d} dx (\partial_j (\mathcal{F} f))(x) \left\langle \psi, G_{\nu x} [E, Q_j] G^*_{\nu x} B^j_{\nu,\mu}(x) \right\rangle_{\mathcal{H}_0}, \]

\[- \frac{1}{i\mu} \sum_{j=1}^{d} \int_{\mathbb{R}^d} dx (\partial_j (\mathcal{F} f))(x) \left\langle \psi, G_{\nu x} [C_j, Q_j] G^*_{\nu x} B^j_{\nu,\mu}(x) \right\rangle_{\mathcal{H}_0}. \quad (5.22) \]

Then, by performing a third integration by parts, we obtain that the first term in (5.22) is equal to

\[\frac{i}{\mu^3} \sum_{j,k=1}^{d} \int_{\mathbb{R}^d} dx (\partial_j^3 (\mathcal{F} f))(x) \left\langle \psi, \frac{i}{\mu} \left( G_{\nu x} M_k G^*_{\nu x} (\partial_k B^j_{\nu,\mu}) \right)(x) - M_k (\partial_k A^j_{\mu})(x) \right\rangle_{\mathcal{H}_0}, \]

\[= -\frac{i}{\mu^3} \sum_{j,k=1}^{d} \int_{\mathbb{R}^d} dx (\partial_k \partial_j^2 (\mathcal{F} f))(x) \left\langle \psi, \frac{i}{\mu} \left( G_{\nu x} M_k G^*_{\nu x} B^j_{\nu,\mu} \right)(x) - M_k A^j_{\mu}(x) \right\rangle_{\mathcal{H}_0}, \]

\[+ \frac{1}{\mu^3} \sum_{j,k=1}^{d} \int_{\mathbb{R}^d} dx (\partial_j^3 (\mathcal{F} f))(x) \left\langle \psi, G_{\nu x} [M_k, Q_j] G^*_{\nu x} B^j_{\nu,\mu}(x) \right\rangle_{\mathcal{H}_0}, \]

with \(M_k := \eta(V^2)V^{-4} \in \mathcal{B}(\mathcal{H}_0)\). Furthermore, by mimicking the proof of Lemma 5.7 with \(\eta(V^2)\) replaced by \(M_k\), we obtain that there exists \(s > 0\) such that

\[\left\| \frac{i}{\mu} \left( G_{\nu x} M_k G^*_{\nu x} B^j_{\nu,\mu}(x) - M_k A^j_{\mu}(x) \right) \right\|_{\mathcal{B}(\mathcal{H}_0)} \leq \text{Const.} (1 + |\mu|)^s \]
for all $\nu \in (0, 1)$, $\mu \in \mathbb{R}$ and $x \in \mathbb{R}^d$. Thus, the first and the second terms in (5.22) can be bounded uniformly in $\nu \in (0, 1)$ by a function in $L^1(\mathbb{R} \setminus [-1, 1], d\mu)$. For the third term in (5.22), a direct calculation shows that it can be written as

$$-\frac{i}{\mu^2} \sum_{j,k=1}^d \int_{\mathbb{R}^d} dx \langle \mathcal{F} f \rangle(x) \langle G^*_\nu \psi, [C_j, Q_i] G^*_\nu C_k G^*_\nu (\partial_k B'_{\nu,\mu})(-x) G^*_\nu \psi \rangle_{H_0}.$$ 

So, by doing once more an integration by parts with respect to the variable $x_k$, we also obtain that this term can be bounded uniformly in $\nu \in (0, 1)$ by a function in $L^1(\mathbb{R} \setminus [-1, 1], d\mu)$. These last estimates together with the previous estimate for $\mu \in [-1, 1]$ shows that $|L(\nu, \mu)|$ is bounded uniformly in $\nu \in (0, 1)$ by a function in $L^1(\mathbb{R}, d\mu)$. Therefore, we can exchange the limit $\lim_{\nu \to 0}$ and the integration over $\mu$ in (5.21). Due to Lemma 5.7, we can also exchange the limit $\lim_{\nu \to 0}$ and the integration over $x$ in (5.21). □

The existence of the non-symmetrised time delay is now a direct consequence of Theorems 5.3 and Proposition 5.8:

**Theorem 5.9** (Non-symmetrised time delay). Let Assumptions 2.2, 2.4, 5.1 and 5.6 be satisfied. Let $f \in \mathcal{S}(\mathbb{R}^d)$ be non-negative, even and equal to 1 on a neighbourhood of $0 \in \mathbb{R}^d$. For each $n \in \mathbb{Z}$, let $L_n : \mathcal{H} \to \mathcal{H}_0$ satisfy $L_n U^n W_\infty E^D(I) \in \mathcal{B}(\mathcal{H}, \mathcal{H}_0)$ for all compact sets $I \subset \mathbb{R}$. Let $\psi \in \mathcal{H}_0 \cap D_2$ satisfy $S\psi \in D_2$ and (5.2). Finally, suppose that $V^2$ and $S$ strongly commute and that

$$[\eta(V^2) F_{\nu, r}(V), S] = 0 \quad \text{for all } \eta \in C_c^\infty((0, \infty)) \text{ and } \nu > 0.$$ 

Then, one has

$$\lim_{r \to \infty} \tau^{\text{nsym}}_r(\psi) = \lim_{r \to \infty} \tau^{\text{sym}}_r(\psi) = \langle \psi, S^*[T_f, S] \psi \rangle_{H_0},$$

with $T_f$ defined in (4.3).
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