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Abstract

Rapid advancements in spatial technologies including Geographic Information Systems (GIS) and remote sensing have generated massive amounts of spatially referenced data in a variety of scientific and data-driven industrial applications. These advancements have led to a substantial, and still expanding, literature on the modeling and analysis of spatially oriented big data. In particular, Bayesian inferences for high-dimensional spatial processes are being sought in a variety of remote-sensing applications including, but not limited to, modeling next generation Light Detection and Ranging (LiDAR) systems and other remotely sensed data. Massively scalable spatial processes, in particular Gaussian processes (GPs), are being explored extensively for the increasingly encountered big data settings. Recent developments include GPs constructed from sparse Directed Acyclic Graphs (DAGs) with a limited number of neighbors (parents) to characterize dependence across the spatial domain. The DAG can be used to devise fast algorithms for posterior sampling of the latent process, but these may exhibit pathological behavior in estimating covariance parameters. While these issues are mitigated by considering marginalized samplers that exploit the underlying sparse precision matrix, these algorithms are slower, less flexible, and oblivious of structure in the data. The current article introduces the Grid-Parametrize-Split (GriPS) approach for conducting Bayesian inference in spatially oriented big data settings by a combination of careful model construction and algorithm design to effectuate substantial improvements in MCMC convergence. We demonstrate the effectiveness of our proposed methods through simulation experiments and subsequently undertake the modeling of LiDAR outcomes and production of their predictive maps using G-LiHT and other remotely sensed variables.
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1 Introduction

Geographic Information Systems (GIS) and related technologies such as remote sensors, satellite imaging and portable devices that are capable of collecting precise positioning information have spawned much interest in the production of digitized geographic information, which, in turn, has led to the amassing of massive amounts of spatial data. Rapidly increasing availability and capabilities of remote sensing technologies and GIS have brought about substantial developments in modeling and analyzing spatial data in diverse scientific and data-driven industrial applications including, but not limited to, natural and environmental sciences; economics; climate science; ecology; forestry; and public health. With the abundance of spatial big data problems in the sciences and engineering, GIS and spatial data science will likely occupy a central place in the data revolution engulfing us.

With the scientific and technological communities embracing an era where open-access data-rich environments provide extraordinary opportunities to understand spatial and temporal complexity of processes, statisticians are increasingly encountering inferential questions that require complex and computationally challenging models. Analysts working with spatial technologies customarily seek to (i) estimate the variations and associations among several spatially referenced outputs; and (ii) predict outputs at new spatial locations. A generic paradigm for spatial models posits a joint probability law

\[
    [\text{data} \mid \text{process}] \times [\text{process} \mid \text{parameters}] \times [\text{parameters}]
\]

(1)

where each \(\cdot\) represents a legitimate probability law. The above posits an underlying “process” that generates the data. Modeling this process in a rigorous and computationally efficient manner without sacrificing richness in inference presents several challenges. How exactly the underlying process is specified depends upon the data attributes relevant to inference. We focus on point-referenced data, where spatial locations are indexed by coordinates on a map. The “process” is modeled as a spatial random field over the domain of interest and the observations are treated as a finite realization of this random field. Endowing the finite-dimensional realizations of a random field with a probability law that is multivariate normal leads to the pervasive Gaussian process (GP).

The GP is, perhaps, the most conspicuous of process specifications and offers flexibility and richness in modeling. However, GPs incur onerous computational costs that make them
impracticable for spatial big data analysis. The primary burden stems from storage and computations involving the massive spatial covariance matrices representing the dependencies inside the data. The elements of these matrices are covariance functions, or kernels, depending on parameters that describe the process. These covariance functions are nonlinear and, depending upon the scientific hypotheses the model represents (e.g., nonstationary dependence), can be computationally burdensome. For irregularly situated spatial locations, as is common in geostatistics, these covariance matrices are typically dense and offer no exploitable structure to facilitate computations. Even for a modestly large number of points by today’s norms ($\approx 50,000+$), the computational demands are prohibitive. Yet, spatial analysts encounter data sets with locations numbering in the millions. The size of such data sets easily exceed common CPU and memory configurations, which means we need to rely upon statistical models to enable such analyses within available computing resources.

There exists a very large literature on scalable GP approximations for extending spatial and spatiotemporal inference to big data including, but not limited to, low-rank methods (Quiñonero-Candela and Rasmussen, 2005; Snelson and Ghahramani, 2007; Banerjee et al., 2008; Cressie and Johannesson, 2008), covariance tapering (Furrer et al., 2006; Kaufman et al., 2008), domain partitioning (Sang and Huang, 2012; Stein, 2014), divide-and-conquer methods based on meta-posteriors (Guhaniyogi and Banerjee, 2018), recursive partitioning and hierarchical matrices (Ambikasaran et al., 2016; Katzfuss, 2017; Huang and Sun, 2018; Geoga et al., 2020; Jurek and Katzfuss, 2020), Gaussian random Markov random fields (GMRF; Rue and Held, 2005), composite likelihood methods (Eidsvik et al., 2014), and local approximations (Gramacy and Apley, 2015). We refer the reader to Sun et al. (2011), Banerjee (2017), and Heaton et al. (2019) for in-depth reviews and comparisons of scalable geostatistical methods.

One particular approach that has been garnering much attention in spatial and spatiotemporal big data analysis stems from representing the joint probability law of a finite realization of the spatial process using a directed acyclic graph (DAG) constructed from the spatial locations as the nodes of the graph with parents of each node as spatial neighbors. Vecchia (1988) used this idea as a method to approximate the multivariate Gaussian likelihood function corresponding to a realized GP over a finite but large number of locations. Datta et al. (2016a) extends such finite-dimensional approximations to a well-defined spatial
process, the Nearest-Neighbor Gaussian Process (NNGP), over continuous spatial domains by defining a set of reference locations over which the DAG is constructed. The conditional independence of the outputs given neighboring outputs that is imposed by the DAG yields a sparse precision (inverse of covariance) matrix resulting in a sparse likelihood approximation to the full GP likelihood (often called Vecchia’s approximation in the spatial literature).

Alternative methods to build the DAG have been considered (Quiroz et al., 2019; Katzfuss and Guinness, 2019). Recently, Peruzzi et al. (2020) introduced a class of meshed Gaussian processes (MGPs) for massive spatial data sets. MGPs are constructed by mapping the nodes of a pre-determined directed acyclic graph (DAG) to groups of spatial locations. Scalability to big data follows from special choices of DAGs; treed DAGs for multivariate outcomes can be associated to recursive domain partitioning (Peruzzi and Dunson, 2020), whereas DAGs with repeated patterns arise from domain tiling or axis-parallel tessellations. In the latter case, Peruzzi et al. (2020) show that additional computational speedups correspond to data on partly observed lattices when sampling the latent process a posteriori.

However, inefficiencies associated with excessive data augmentation may arise when the data are not regularly spaced. Bayesian inference about the latent process and the parameters governing it can be carried out by collecting dependent samples from their joint posterior distribution using Markov chain Monte Carlo (MCMC) methods. Features of the posterior distribution for the parameters of interest (e.g. their mean) are estimated using such dependent samples. Efficiency of MCMC depends on (i) the computational complexity (in terms of flops and time) of the algorithm used to generate a sample of size $T$, and (ii) the effective sample size (ESS) of such a sample. The ESS (which is typically $T^* < T$) is the size of an i.i.d. sample from the posterior distribution with the same variance as the sample from the Markov chain. Let $\{\theta_1, \ldots, \theta_T\}$ be the posterior samples of a parameter $\theta$ obtained upon convergence of an MCMC algorithm. Then, ESS is found as $T^* = T/\kappa(\theta)$, where $\kappa(\theta)$ is the autocorrelation time associated to the sequence $\theta_t, t = 1, \ldots, T$. Therefore, ESS measures the loss in efficiency due to the use of a Markov chain (Robert and Casella, 2005). A slowly mixing Markov chain, which exhibits high autocorrelations between successive samples, is linked to a lower ESS. Markov chains that mix poorly require substantially longer time to produce Monte Carlo samples that accurately characterize the posterior distribution. Unfortunately, mixing time increases with the dimension of the state space (see e.g. Dunson and
Poor mixing of MCMC in spatial contexts negatively impacts the quality of estimations and uncertainty quantification of the unknown covariance parameters when sampling the high-dimensional latent process. Marginalized or collapsed samplers exhibit considerable improvements in mixing because they obviate sampling the high-dimensional spatial effects, which are subsequently sampled after the posterior samples of the collapsed model have been obtained. Collapsed samplers are, however, effective only for Gaussian likelihoods and tend to be much slower as they entail more expensive matrix computations (Finley et al., 2019). Furthermore, the practical performance of these algorithms in quantifying posterior uncertainty about the covariance parameters may still be unsatisfactory. Improvements compared to (faster) non-marginalized samplers may be small. Coupled with the observation that ESS is frequently much higher for the latent process than it is for covariance parameters when considering unmarginalized samplers, one may attribute poor mixing to the absence of consistent estimators for the parameters in the spatial covariance function. This has been studied for the Matérn covariance kernel for in-fill or fixed-domain spatial asymptotics (Stein, 1990; Ying, 1991; Zhang, 2004), including in models with the nugget (Tang et al., 2020). In the Bayesian context, inconsistent estimation implies that the effect of the prior does not diminish even as we increase our sample size by populating the fixed spatial domain with locations. It is also well known that model parametrizations can impact performance of MCMC (Gelfand et al., 1995; Liu and Wu, 1999; van Dyk and Meng, 2001; Yu and Meng, 2011; Kastner, 2014). The connections between parametrizations and efficiency in spatial big data contexts have not been analyzed, but we expect them to play an important role. For example, a linear model of coregionalization (LMC; Matheron, 1982; Wackernagel, 2003) for modeling multivariate spatial dependence in a Bayesian regression model (see e.g. Zhang and Banerjee, 2020) is typically associated with a “noncentered” parametrization (Papaspiliopoulos et al., 2007) that inhibits posterior sampling efficiency in scenarios that are common in geostatistical settings, e.g. when the measurement error variance is small relative to the process variance, but is otherwise computationally convenient.

In this article, we combine three separate ideas to resolve the aforementioned issues. First, we enforce a gridded (Gri) reference set on an MGP model to ensure sizable scalability improvements for non-gridded multivariate outcomes that may be misaligned. Second, we
parametrize \((P)\) the LMC via Matérn covariances targeting explicit posterior sampling of the microergodic parameter (Stein, 1999), which is well identified. Third, we overparametrize the process covariance via a parameter splitting \((S)\) strategy related to half-t priors (Gelman, 2006). The latter two ideas are based on known results but, to the best of our knowledge, their impact on multivariate spatial regression models has not been considered. In the Matérn model, \(P\) and \(S\) imply that the sill \(\sigma^2\), range \(1/\phi\), and smoothness \(\nu\) all have mixed centering. We then demonstrate that the combination of Grid, Parametrize, and Split, leading to a GriPS regression, results in substantial improvements in efficiency even when sampling very high-dimensional latent effects.

Our proposed methodology and related software advancements are aimed for broad application in global-scale public and private land surface monitoring efforts that rely on next generation Light Detection and Ranging (LiDAR) systems and other remotely sensed data. LiDAR provides high-dimensional characterization of land surface structures at point-referenced locations, e.g., topography, vegetation, ice/snow. Repeat measurement from these systems, and coupling with other remotely sensed data, facilitate change detection and change attribution, e.g., natural and human induced disturbances. Next generation LiDAR systems include the National Science Foundation’s National Ecological Observatory Network (NEON) Airborne Observation Platform (Kampe et al., 2010), National Aeronautics and Space Administration (NASA) ICESAT-2 (ICESat-2, 2020), Global Ecosystem Dynamics Investigation (GEDI; GEDI 2020), and Goddard LiDAR, Hyper-Spectral, and Thermal imager (G-LiHT, Cook et al. 2013). The GEDI mission sensor, mounted on the International Space Station (ISS), began collecting data in 2019 and, like ICESAT-2 and G-LiHT, is key to global-scale mapping of forest change and quantifying forest loss contribution to atmospheric CO2 concentrations. Unlike traditional LiDAR data collection campaigns that exhaustively sample small regions, next generation LiDAR systems such as ICESAT-2, G-LiHT, and GEDI cover large spatial extents by sparsely sampling locations across the domain. While generating complete-coverage high resolution maps of forest outcomes is still of interest, there is also interest in creating predictive maps of the high-dimensional LiDAR signals over non-sampled locations.

The remainder of the article proceeds as follows. Section 2 provides an outline of a Bayesian multivariate spatial regression model and discusses the major bottlenecks that de-
tract from efficiency in MCMC samplers for current state-of-the-art models in big data set-
tings. We then introduce GriPS in Section 3 to circumvent such bottlenecks. Section 4.1 out-
lines the posterior sampling algorithm whose efficiency is demonstrated in Sections 4.2 and 5
through simulation experiments and subsequent analysis of LiDAR outcomes and production
of their predictive maps using G-LiHT and other remotely sensed variables.

2 Posterior sampling (in)efficiency in spatial regressions

2.1 Bayesian multivariate spatial regression models

Let $D \subset \mathbb{R}^d$ denote our spatial domain and $\ell \in D$ be a generic spatial location. A multivariate
spatial regression model describes the relationship between a vector of spatial outputs and
predictors while incorporating a multivariate spatial process and white noise. Thus,

$$y(\ell) = X(\ell)^\top \beta + w(\ell) + \varepsilon(\ell), \quad (2)$$

where $y(\ell) = (y_1(\ell), y_2(\ell), \ldots, y_q(\ell))^\top$ is the $q \times 1$ vector of outcomes at location $\ell$, $X(\ell)^\top = \text{blockdiag}\{x_i(\ell)^\top\}_{i=1}^q$ is a $q \times p$ matrix of spatially referenced predictors with each $x_i(\ell)$ being
$p_i \times 1$ vector of predictors corresponding to $y_i(\ell)$ at location $\ell$ and $p = \sum_{i=1}^q p_i$, $\beta$ is the
$p \times 1$ vector of corresponding regression coefficients, $w(\ell)$ and $\varepsilon(\ell)$ are $q \times 1$ vectors of
spatial random effects and random noise with elements $w_i(\ell)$ and $\epsilon_i(\ell)$, respectively, for
$i = 1, 2, \ldots, q$ such that $\varepsilon(\ell) \overset{i.d.}{\sim} N(0, D)$ with a diagonal $D = \text{diag}(\tau_1^2, \ldots, \tau_q^2)$.

We model the uncountable set $\{w(\ell) : \ell \in D\}$ as a $q$-variate multivariate Gaussian
process, denoted as $w(\ell) \sim GP(0, C_\theta(\cdot, \cdot))$, where $C_\theta(\cdot, \cdot)$ is a $q \times q$ matrix-valued cross-
covariance function indexed by parameters $\theta$ such that $C_\theta(\ell, \ell') = [\text{cov}\{w_i(\ell), w_j(\ell')\}]$ is the
$q \times q$ matrix with $(i, j)$th element given by the covariance between $w_i(\ell)$ and $w_j(\ell')$. Hence-
forth we suppress $\theta$ in the cross-covariance to simplify notation. A valid cross-covariance satisfies: (i) $C(\ell, \ell') = C(\ell', \ell)^\top$; and (ii) $\sum_{i=1}^n \sum_{j=1}^n z_i^\top C(\ell_i, \ell_j) z_j > 0$ for any integer $n$ and
any finite collection of points $\{\ell_1, \ell_2, \ldots, \ell_n\}$ and for all $z_i \in \mathbb{R}^q \setminus \{0\}$ (see, e.g., Genton and
Kleiber, 2015). Over any finite set $L \subset D$ the process has a multivariate normal distribution
$w_L \sim N(0, C_L)$, where $w_L$ is the $qn_L \times 1$ column vector and $C_L$ is the $qn_L \times qn_L$ block
matrix with the $q \times q$ matrix $C(\ell_i, \ell_j)$ as its $(i, j)$ block for $i, j = 1, \ldots, n_L$. 
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Let $\mathcal{T} = \{\ell_1, \ldots, \ell_n\} \subset \mathcal{D}$ be the set of locations where at least one of our $q$ spatial outcomes has been measured. We construct $y_T = [y(\ell_1)^T, \ldots, y(\ell_n)^T]^T$ as the $nq \times 1$ vector of $y(\ell_i)$’s over the $n$ locations, analogously define $w_T$ and $\varepsilon_T$, and let $X_T = [X(\ell_1) : \ldots : X(\ell_n)]^T$. A Bayesian hierarchical model is constructed from the above specifications as

$$p(\beta, w_T, \tau, \theta | y_T) \propto p(\tau, \theta) \times N(\beta; m_\beta, V_\beta) \times N(w_T; 0, C_T) \times N(y_T; X_T \beta + w, D_n),$$

where $\tau = \{\tau_1^2, \ldots, \tau_q^2\}$ and $D_n = \text{blockdiag}(\{D_i\}_{i=1}^n)$. The likelihood in (3) corresponds to $y = X\beta + w + \varepsilon$, where the specification over $\mathcal{T}$ is implicit.

Bayesian inference proceeds by sampling from the posterior distribution in (3) using MCMC algorithms. Efficiency of MCMC algorithms can be measured by effective sample size (ESS) per unit time. ESS is related to the autocorrelation in the Markov chains and measures the size of an equivalent i.i.d. sample, i.e., producing the same Monte Carlo error in ergodic averages, to the dependent MCMC samples (Liu and Chen, 1995; Robert and Casella, 2005). Scalable models effectively reduce the time for each MCMC iteration, but issues adversely affecting efficient sampling persist. We consider, in particular, the efficient inference for the cross-covariance parameters $\theta$ and the measurement error variances $\tau$.

### 2.2 Parametric specifications for multivariate spatial processes

Modeling the latent $q$-variate process $w(\cdot)$ in (2) requires specifying a valid cross-covariance function. We consider a linear model of coregionalization (LMC),

$$w(\ell) = \sum_{j=1}^k \lambda_j \omega_j(\ell) = \Lambda \omega(\ell)$$

Figure 1: Common parametrizations of Bayesian spatial regression models.
where \( \Lambda = [\lambda_1, \ldots, \lambda_k] \) is a \( q \times k \) full (column) rank matrix with \((i,j)\)th entry \( \lambda_{ij} \), and each \( \omega_j(\ell) \) is a univariate spatial process with correlation function \( \rho_j(\ell, \ell') = \rho(\ell, \ell'; \phi_j) \). The \( k \leq q \) components of \( \omega(\ell) \) are independent of each other (hence \( \text{cov}\{\omega_j(\ell), \omega_h(\ell')\} = 0 \) whenever \( h \neq j \)). This implies that \( \omega(\ell) \) is a multivariate spatial process with cross-correlation \( \rho(\ell, \ell'; \varphi) \) indexed by \( \varphi = \{\phi_1, \ldots, \phi_k\} \) and \( C(\ell, \ell'; \theta) = \Lambda \rho(\ell, \ell') \Lambda^\top \). Under stationarity, if \( ||\ell - \ell'|| = 0 \), then \( C(0; \theta) = \Lambda \rho(0; \varphi) \Lambda^\top = \Lambda \Lambda^\top \) since \( \rho(0; \varphi) = I_k \). Therefore, \( \Lambda \) identifies the Cholesky factorization of \( C(0) \) and is lower-triangular with positive diagonal entries (see, e.g., Finley et al., 2008; Zhang and Banerjee, 2020, and references therein for Bayesian LMC models). Model (2) becomes \( y = X\beta + (I_n \otimes \Lambda)\omega + \epsilon \). Integrating out \( w = (I_n \otimes \Lambda)\omega \) from the Gaussian likelihood fetches the density \( p(y \mid X, \beta, \tau, \theta) = N(y; X\beta, C_\theta + D_n) \), where \( C_\theta = (I_n \otimes \Lambda)\rho_\varphi(I_n \otimes \Lambda^\top) \) and \( \theta = \{\Lambda, \varphi\} \), irrespective of whether we take \( w \) or \( \omega \) as the latent process. Otherwise, different hierarchical model parametrizations can be considered (Papaspiliopoulos et al., 2007).

A centered parametrization (Figure 1a) implies that \( \theta \) and \( y \) are conditionally independent given \( w \). A noncentered parametrization (Figure 1b) considers \( \Lambda \) and \( \omega \) independent a priori. A fully-noncentered parametrization can be built by writing \( w = (I_n \otimes \Lambda)L_\varphi u \) where \( L_\varphi L_\varphi^\top = \rho_\varphi \) and \( u \) is white noise—the graphical model reads \( u \rightarrow y \) and \( \theta \rightarrow y \). The difference between centered and noncentered parametrizations is best appreciated via a simple example. If \( q = 1 \), in the centered model we may let \( \Lambda = \lambda > 0 \) and assign prior \( \sigma^2 \sim \text{InvG}(\sigma^2; a, b) \). Then, the full conditional posterior is \( p(\sigma^2 \mid w, y) = p(\sigma^2 \mid w) = \text{InvG}(\sigma^2; a^*, b^*) \) where \( a^* = a + n/2 \) and \( b^* = b + \frac{1}{2}w^\top C_\theta^{-1}w \). In the noncentered models, \( \Lambda = \lambda > 0 \) can be assigned e.g. a truncated Gaussian prior \( N(\lambda; m, v)1(\lambda > 0) \), resulting in a truncated Gaussian full conditional posterior, with variance \( v^* = (v^{-1} + \omega^\top \omega/\tau^2)^{-1} \), mean \( m^* = v^* \omega^\top (y - X\beta)/\tau^2 \), and truncation below zero. Updating \( \varphi \) in all models typically proceeds via Metropolis steps, hence the fully noncentered model provides no additional advantage and we will not consider it further.

Specifically, we expect the relative efficiency of the noncentered models to be poor when the ratio between the noise variance and process variance is small (Papaspiliopoulos et al., 2007). As this commonly occurs in geospatial settings, the centered parametrization might lead to better MCMC performance. However, noncentered models are advantageous as they involve \( k \) a-priori independent processes rather than \( q \) dependent ones, leading to more
convenient updates for $\Lambda$, especially when setting $k < q$ as in a spatial factor model (Ren and Banerjee, 2013; Taylor-Rodriguez et al., 2019; Zhang and Banerjee, 2020).

2.3 Weak identifiability of Matérn covariance functions

The LMC of Section 2.2 requires the specification of the $k$ correlation functions $\phi_j(\cdot, \cdot)$. The Matérn model is a parsimonious but flexible choice in this context. For a univariate spatial process $\omega(\cdot) \sim GP(0, C_\theta)$, one assumes that $\text{cov}\{\omega(\ell), \omega(\ell')\} = \sigma^2 \rho(\ell, \ell'; \{\phi, \nu\})$, where

$$
\rho(\ell, \ell'; \{\phi, \nu\}) = \frac{2^{1-\nu}}{\Gamma(\nu)} \phi^\nu \|\ell - \ell'\|^\nu K_\nu(\phi \|\ell - \ell\|),
$$

and $K_\nu$ is the modified Bessel function of the second kind of order $\nu$. We know that $\theta = \{\sigma^2, \phi, \nu\}$ are weakly identified (Banerjee et al., 2014). In fixed-domain asymptotics, only the microergodic parameter $\{\sigma^2 \phi^{2\nu}\}$ can be estimated consistently (Stein, 1990; Ying, 1991; Zhang, 2004; Tang et al., 2020). In practice, predictions at unknown locations are less sensitive to the individual parameters’ value, since $\sigma^2 \phi^{2\nu}$ matters more for spatial interpolation. Nevertheless, weak identifiability is expected to adversely impact MCMC mixing and convergence for $\{\sigma^2, \phi, \nu\}$. If one seeks to estimate the individual parameters and quantify uncertainty, informative priors become necessary. It is not uncommon in these contexts to fix some parameters to reasonable values, constrain the prior on a grid, or perform greedy searches for optimal values through cross-validation (Shirota et al., 2019; Banerjee, 2020).

2.4 Pitfalls of marginalization

Spatial dependence of the outcomes in (2) is modeled using the latent process. Integrating out the latent effects from (3) yields the marginal or collapsed Bayesian model

$$
p(\beta, \tau, \theta | y) \propto p(\tau, \theta) \times N(\beta; \mu_\beta, V_\beta) \times N(y; X\beta, C_\theta + D_n).
$$

Now we can sample the unknown parameters $\{\beta, \tau, \theta\}$ from (6). This is appealing because we avoid sampling the high dimensional $w$, a step that is known to significantly encumber MCMC mixing and convergence for parameters that are highly correlated to $w$ a posteriori. Even without $w$ in (6), we can sample from $p(w | y)$ by drawing one $w$ from $p(w | \beta, \tau, \theta, y)$, which is Gaussian, for each sampled value of $\{\beta, \tau, \theta\}$ from (6).
Sampling from (6), however, entails \((C_\theta + D_n)^{-1}\) and its determinant, which becomes prohibitive in big data settings. To further elucidate, the chief computational burden arises from the Cholesky decomposition of \(K_\theta = C_\theta + D_n\) or its inverse. Once the cholesky decomposition has been computed, say \(\text{chol}(K_\theta) = LFL^\top\), where \(L\) is unit lower triangular (with \(l_{ii} = 1\)) and \(F = \text{diag}[f_{ii}]\) is diagonal with \(f_{ii} > 0\), then

\[
\log N(y; X\beta, C_\theta + D_n) = \text{constant} - \frac{1}{2} \sum_{i=1}^{n} \log (f_{ii}) - \frac{1}{2} \sum_{i=1}^{n} \frac{u_i^2}{f_{ii}},
\]

(7)

where \(u_i\) is the \(i\)-th element of the vector \(u\) that solves the lower-triangular system \(Lu = y - X\beta\). Given the Cholesky decomposition, computing (7) is cheap (of \(O(nq)\)). However, the Cholesky decomposition itself involves \(O(n^3q^3)\) floating point operations (flops) and \(O(n^2q^2)\) in storage complexity and, hence, is impracticable for very large values of \(nq\).

One option to improve computational speed is to replace \(w(\cdot)\) with a low-rank process \(\tilde{w}(\cdot)\) with covariance function \(\tilde{C}_\theta(\ell, \ell') = C_\theta(\ell, S)\tilde{C}^{-1}_\theta(S)C_\theta(S, \ell')\), where \(S\) is a set of \(n_k\) knots (Banerjee et al., 2008). In this case, the Sherman-Woodbury-Morrison (SWM) identity and the matrix determinant lemma on the integrated covariance \(\tilde{C}_\theta + D_n = C_\theta(S, S)\tilde{C}^{-1}_\theta(S)C_\theta(S, \ell') + D_n\) imply that one only needs to compute \(\tilde{C}^{-1}_\theta(S)\) which is of size \(n_k \times n_k\) rather than \(n \times n\). Directly computing the SWM identity is not optimal and can be avoided using \(\text{chol}(C_\theta(S))\) (see Banerjee, 2017, for details).

Greater scalability is achieved when \(w(\cdot)\) is replaced by any DAG-based process such as an NNGP or an MGP. Here, \(C_\theta\) is replaced by \(\tilde{C}_\theta\) such that \(\tilde{C}^{-1}_\theta\) is sparse. Computations will ultimately depend on \((\tilde{C}^{-1}_\theta + D_n^{-1})^{-1}\) and its determinant. This relies on sparse libraries (e.g. sparse Cholesky) which, unfortunately, can impede iterative computations in big data analysis and may be circumvented in some special circumstances (Peruzzi and Dunson, 2020). Alternatively, one can directly model the responses as a sparse GP, in which case the original cross-covariance function \(C_\theta(\ell, \ell')\) is first replaced by \(\tilde{C}_\theta(\ell, \ell') = C(\ell, \ell') + \delta_{\ell=\ell'}\{D\}\), then the resulting full model’s precision \(\tilde{C}^{-1}_\theta\) is directly replaced by a sparse counterpart \(\tilde{\tilde{C}}^{-1}_\theta\). Now one does not need sparse Cholesky libraries as \(\tilde{\tilde{C}}^{-1}_\theta\) and its determinant are computed directly from the DAG Finley et al. (2019). This model does not include latent effects, but Vecchia approximations on the latent effects tend to produce inference closer to the full GP model than the response model (Katzfuss and Guinness, 2019). While marginalization avoids some issues related to model parametrization, it does not address the weak identifiability of
the Matérn parameters in (5). Finally, the marginal and response models are only feasible when all outcomes are Gaussian. Sampling \( w \) a posteriori is, therefore, more generally applicable.

### 2.5 QMGPs at irregularly-spaced locations

Let us return to the Bayesian hierarchical model in (3) that explicitly includes \( w \). While \( \beta \) and \( w \) can be directly updated using Gibbs steps from their (Gaussian) full conditional distributions and \( \tau \) can also be updated directly if we assign independent conjugate distributions (Inverse-Gamma) for each \( \tau_i^2 \), the cross-covariance parameters \( \theta \) do not render closed-form full conditional distributions. Therefore, we update \( \theta \) using some stationarity-preserving MCMC method such as Metropolis random walk of Hamiltonian Monte Carlo. These entail computing, up to a proportionality constant, a density proportional to

\[
p(w | \theta) = N(w; 0, C_\theta) \times p(\theta),
\]

where \( p(\theta) \) is any proper prior distribution for \( \theta \). Unfortunately, once again, we are faced with computing the inverse and determinant of a high-dimensional covariance matrix.

Scalable methods accrue significant benefits in computing \( p(w | \theta) \). In particular, a “cubic” meshed GP (QMGP; Peruzzi et al., 2020) produces a reversal in the balance of computational costs: evaluations of \( p(w | \theta) \) become faster than sampling \( w \)—usually they are about 10 times slower. In order to achieve such speedups, one requires that the so-called reference set \( S \) be defined on a regular grid. \( S \) is akin to the set of “knots” or “sensors” in low rank methods, whose choice is not a trivial matter, see e.g. Krause et al. (2008) or Guhaniyogi et al. (2011). Standard QMGPs are associated with MCMC efficiency losses when a gridded reference set does not overlap with the measurement locations. In this case the size of the latent effects might greatly exceed the sample size, with negative impacts on MCMC mixing and convergence of the centered parameters. We clarify this point after building the QMGP that we subsequently use in the remainder of the article.

For any given finite set \( L \) of spatial locations and a fixed reference set \( S \), let \( U = L \setminus S \) denote the non-reference locations. We partition the domain using an axis-parallel tessellation \( T = \{D_j\}_{j=1}^M \) such that \( \mathcal{D} = \bigcup_{j=1}^M D_j \), where \( M = \prod_{i=1}^d M_i \). We then partition the reference and non-reference sets into \( S = \bigcup_{i=1}^M S_i \) and \( U = \bigcup_{i=1}^M U_i \), where \( S_i = S \cap D_i \) and \( U_i = U \cap D_i \). Let the DAG \( \mathcal{G} = \{V, E\} \) have nodes \( V = A \cup B \) where \( A \) and
\( B \) are the 2M reference and non-reference nodes, respectively. \( T \) and \( G \) are linked via \( \eta : D \rightarrow V \) which maps any reference location to a node in \( A \) and any non-reference location to a node in \( B \). The parent set of nodes for \( v \in V \) is denoted as \( \text{Pa}[v] \), and \( E = \{\text{Pa}[v]\}_{v \in V} \). By construction, we let \( \text{Pa}[v] \subset A \) if \( v \in B \), i.e. non-reference nodes have no children. Furthermore, in the cubic MGP’s specification of \( G \) we have \( |\text{Pa}[v]| \leq d \) and \( |\text{Ch}[v] \cap A| \leq d \) whenever \( v \in A \), where \( d \) is the dimension of \( D \). For non-reference nodes, let \( \eta^{-1}(U_i) = b_i \) and \( \eta^{-1}(S_i) = a_i \). Then, we specify \( \text{Pa}[b_i] = \{a_i\} \) — non-reference locations’ parent set comprises reference locations in the same domain partition. These specifications for \( G \) imposes a coloring on \( G \) enabling parallel sampling of the latent random effects (see, e.g., Gonzalez et al., 2011), independently of observed locations \( T \) and \( d \). At \( L \), the new process has density \( p^* \),

\[
p^*(w_L) = \prod_{i=1}^{M} p(w_i | w_{[i]}) \prod_{\ell \in U_i} p(w(\ell) | w_i) ,
\]

where \( w_i = w(\eta^{-1}(v_i)) = w(S_i) = (w(\ell_1)^\top, \ldots, w(\ell_{n_{S_i}})^\top)^\top, w_{[i]} = w(\eta^{-1}(\text{Pa}[v_i])), \) using \( \eta^{-1} \) to find all reference locations mapped to the same node. We assume conditional independence at non-reference locations in this article. A Gaussian base process leads to (8) as a product of multivariate Gaussian densities; \( p^*(w_L) \) is then Gaussian with a sparse precision matrix – refer to Peruzzi et al. (2020) for more details.

For an observed location \( \ell \in T \cap D_i \), the standard MGP regression model is

\[
\begin{align*}
y(\ell) &= X(\ell)^\top \beta + w(\ell) + \epsilon(\ell) ; \quad \epsilon(\ell) \sim N(0, D) ; \\
w(\ell) &= H_L w_\ell + \xi(\ell) ; \quad \xi(\ell) \sim N(0, R_L),
\end{align*}
\]

where, denoting \( C_\ell = C(\ell, \ell) \), the set of parent locations as \( B = \eta^{-1}(\text{Pa}[\eta(\ell)]) \) and \( C_\ell = C(B, B) \), we have \( H_\ell = C_{\ell,[\ell]} C_{\ell,\ell}^{-1} \) and \( R_\ell = C_\ell - C_{\ell,[\ell]} C_{\ell,\ell}^{-1} C_{\ell,\ell} \). Since evaluating \( p(w | \theta) \) is required in posterior sampling of \( \theta \), the primary computing cost depends on \( C_{\ell,\ell}^{-1} \). The number of such inverses and their sizes depend on \( T \), \( S \), and \( U \), for a given \( G \) and \( T \). If \( T \) are gridded, we let \( S \supset T \) be the observed grid plus the missing grid locations, and \( U = \emptyset \). Only \( O(d) \) larger matrix inverses are needed, rather than \( M \), and \( w \) is sampled at \(|S| \) locations.

In fact, with stationary cross-covariances, for a given node \( v \), one can find “prototypes” \( v_{i#} \) and \( v_{i\ast} \) such that \( C_i = C_{i#} \) and \( C_{[i]} = C_{[i\ast]} \), and the number of prototype nodes is \( O(d) \). One computes the inverses for the prototypes and copies the result across the
whole domain. If $\mathcal{T}$ are not gridded, then we still let $\mathcal{S}$ be a grid, again leading to $O(d)$ large matrix solvers. However, now $\mathcal{T} = \mathcal{U}$ and we sample $w$ at $|\mathcal{S}| + |\mathcal{U}|$ locations. Since $n_S = |\mathcal{S}| \approx n$ to avoid over-smoothing the spatial surface, we would be using about twice as many latent variables as we have observations. Updates of the centered parameters proceed by evaluating $p(w_S | \theta) \times p(w_{\ell|} | w_S, \theta)$, which implies that the move from $\theta$ to $\theta'$ must agree with the current high-dimensional sample of the latent process at both reference and non-reference locations. Consequently, MCMC convergence will be slow. Clearly, the computational speedup of gridded reference sets may not compensate for such inefficiencies.

3 Grid, Parametrize, Split

We now generalize the computational advantages of QMGPs to non-gridded data, and rebuild the linear model of coregionalization to improve the overall sampling efficiency. We assume, without loss of generality, that the observed locations $\mathcal{T}$ are irregularly spaced. We target raw speed in the first subsection, efficiency in the next.

3.1 Reference set on a Grid

We build the reference set $\mathcal{S}$ as a grid, regardless of $\mathcal{T}$. If $\mathcal{D} = [0, 1]^d$, we may take $\mathcal{S} = \left\{ \left( \frac{j_1}{N_1}, \ldots, \frac{j_d}{N_d} \right) : (j_1, \ldots, j_d) \in \{1, \ldots, N_d\}^d \right\}$, so the number of reference locations is $n_S = \prod_{j=1}^d N_j$. From (9) we can partly marginalize the latent process at the observed locations. For a location $\ell \in D_i$ and conditioning on realizations of the latent process at $\mathcal{S}$, we have

$$y(\ell) = X(\ell) \beta + H_{\ell} w_{\ell|} + \epsilon(\ell) ; \quad \epsilon(\ell) \sim N(0, D + R_{\ell}) ,$$

(10)

where $w_{\ell|}$ are process realizations at locations $\eta^{-1}(\text{Pa}[b_i])$ since $\ell \in D_i$ and, hence, $\eta(\ell) = b_i$, $H_{\ell}$ and $R_{\ell}$ are $q \times n_S$ and $q \times q$ matrices, respectively. For a given $w_S$, if $\ell \in \mathcal{S}$ then $R_{\ell} = 0$ and $H_{\ell} w_{\ell|} = w_{\ell}$. In other words, (10) generalizes QMGPs to nongridded data without sampling at too many locations. Furthermore, while no issue arise if $\mathcal{T}$ and $\mathcal{S}$ partly overlap, in general they are exclusive.

Partial marginalization of the latent process removes the need to sample at non-reference locations. However, unlike full marginalization, the advantages induced by having $\mathcal{S}$ on a grid are maintained. Moreover, choosing a grid $\mathcal{S}$ such that $n_S < n$ leads to interpreting
as a “meshed” extension of the bias-adjusted predictive process (MPP; Finley et al., 2009). While computational considerations make it advantageous to choose $S$ on a grid, (10) does not preclude alternatives. For example, typical $T = S$ implies prediction locations do are not in the reference set, but here—assuming $X(\ell)$ are available—we can choose $S$ as the prediction set. Then, sampling $w_s$ yields the desired predictions. This feature can be used to produce model-based heat maps (i.e. raster images) of the latent process at any resolution. Finally, while partial marginalization is available for Gaussian first stage models, we expect analogous strategies to be similarly advantageous otherwise, taking advantage of conditional independence of all outcomes on the latent process.

### 3.2 Parametrize a Matérn LMC, Split its variance

This subsection does not assume $w$ is a QMGP. After letting $\tilde{\omega}(\ell) = (\tilde{\omega}_1(\ell), \ldots, \tilde{\omega}_k(\ell))^\top$ and $\tilde{\omega}_j(\ell) \sim GP(0, \tilde{C}_j)$, where

$$\tilde{C}_j(\ell, \ell') = \rho(\ell, \ell'; \{\phi_j, \nu_j\})$$

we write the LMC as $w(\ell) = \Lambda \omega(\ell) = \Lambda Q Q^{-1} \omega(\ell) = \tilde{\Lambda} \tilde{\omega}(\ell)$, where $Q = \text{diag}\{\phi_1^{\nu_1}, \ldots, \phi_k^{\nu_k}\}$. $\tilde{\Lambda} = \Lambda Q$ is thus a lower-triangular rescaling matrix whose $j$th diagonal element is $\lambda_{jj}^{\nu_j}$, which is the square root of the microergodic parameter (Stein, 1999)—its better identifiability impacts MCMC efficiency positively. The immediate consequence of this change is that posterior samples of $\Lambda$ will only be obtained via post-processing of MCMC output—we will instead directly sample $\tilde{\Lambda}$ and $\tilde{\omega}$.

The LMC is typically estimated as a noncentered parametrization, which as we mentioned is associated with poor mixing when the nuggets are small. We address this issue by parameter expansion (or splitting) of $\lambda_{jj}^2$: denoting $\Psi = \{\lambda_{11}, \ldots, \lambda_{kk}\}$, we find $L = \Lambda \Psi^{-1}$ as a lower triangular matrix with units along the diagonal. Letting $J = \text{diag}\{\sigma_1^{-1}, \ldots, \sigma_k^{-1}\}$, we write the LMC as $w(\ell) = \Lambda \omega(\ell) = L \Psi \omega(\ell)$. The split follows by writing $w(\ell) = \Lambda J J^{-1} \omega(\ell) = \bar{\Lambda} \bar{\omega}(\ell)$, where $\bar{\Lambda} = L \Psi J$, $\bar{\omega}_j(\ell) \sim GP(0, \sigma_j^2 \rho_j)$ and $\rho_j$ is as above. In practice, we sample $\omega$ alongside $\bar{\Lambda}$, whose $j$th diagonal element is $\bar{\lambda}_{jj} = \lambda_{jj} / \sigma_j$. The split entails an overparametrization of the variances as we assign a prior on $\bar{\Lambda}$ which is independent of the prior on $J$. If $q = 1$, we may assign a truncated Gaussian prior on $\bar{\Lambda}$ centered at zero.
Figure 2: DAG of the Bayesian spatial regression model using a PS parametrization. The relationship with a standard parametrization is summarised on the right.

with truncation below zero, and an inverse Gamma on $\sigma^2$, to get a half-t for $\lambda = \bar{\lambda} \sigma$ (Gelman, 2006). In the context of Bayesian factor models, a similar parameter expansion was introduced in Ghosh and Dunson (2009).

4 Bayesian GriPS regression

We build the model for $w$ by combining parametrization and splitting strategies:

$$w(\ell) = \Lambda \omega(\ell) = \Lambda Q J^{-1} Q^{-1} \omega(\ell) = \mathcal{A} r(\ell),$$  \hspace{1cm} (12)

where $\mathcal{A} = \Lambda Q J$ is a $q \times k$ matrix with zeros in the upper triangular part, the $k$-variate process is $r(\cdot) \sim \text{QMGP}(0, K(\cdot))$ such that $r(\ell) = (r_1(\ell), \ldots, r_k(\ell))^\top$ and, for each $j = 1, \ldots, k$, $r_j(\ell) \sim \text{QMGP}(0, K_j(\cdot))$ where $K_j(\cdot) = \sigma_j^2 \rho_j(\cdot)$ with $\rho_j(\cdot)$ as the Matérn correlation in (5). All independent QMGPs are built on the same domain partition $T$ and the same graph $\mathcal{G}$. The GriPS spatial regression model then becomes

$$y(\ell) = X(\ell)^\top \beta + Z_\ell r[\ell] + \varepsilon'(\ell) ; \quad \varepsilon'(\ell) \sim \mathcal{N}(0, D + \Sigma_\ell),$$  \hspace{1cm} (13)

where $Z_\ell = \mathcal{A} H_\ell$, $\Sigma_\ell = \mathcal{A} R_\ell \mathcal{A}^\top$. Writing (13) for locations $T$, we get

$$y = X \beta + Z r + \varepsilon' ; \quad \varepsilon' \sim \mathcal{N}(0, D_n + \Sigma),$$  \hspace{1cm} (14)

where $\otimes$ denotes the Kronecker product, $Z = (I_n \otimes \mathcal{A}) \mathcal{H}$, and $\Sigma = (I_n \otimes \mathcal{A}) \mathcal{R}(I_n \otimes \mathcal{A}^\top)$. In addition to the terms already appearing in (2), we now explicitly have $r$ representing the $nk \times 1$ vector of latent effects at the gridded reference set $S$. Furthermore, $\mathcal{H}$ is a sparse $nk \times n_S k$ matrix whose $i$th row block is filled with $H_\ell$, with zeroes at columns corresponding to locations in $S$ not in the parent set of $\ell$. Since the $k$ margins of the $r$
process are independent, the permutation of the columns of $H_{\ell_i}$ that arranges it according to the process margins is a block-diagonal matrix whose $j$th (of the total $k$) row block is $K_j(\ell, [\ell])K_j^{-1}(\ell)$. Similarly, $R_{\ell_i}$ is a diagonal $nk \times nk$ matrix whose $i$th block is $R_{\ell_i}$, itself diagonal with $j$th diagonal element $K_j(\ell, \ell) - K_j(\ell, [\ell])K_j^{-1}([\ell])K_j([\ell, \ell])$. We find $\Sigma$ as a block-diagonal matrix of dimension $n q \times n q$ with $q \times q$ blocks—the $i$th block is $\mathcal{A}R_{\ell_i}\mathcal{A}^T$.

We complete the Bayesian model by assigning multivariate Gaussian prior distributions to $\beta$ and the lower triangular elements of $\mathcal{A}$, and independent zero-mean Gaussian distributions truncated below zero for the diagonal elements of $\mathcal{A}$. We also assign independent Inverse Gamma priors for each $\sigma^2_j, j = 1, \ldots, k$ and each $\tau^2_i, i = 1, \ldots, q$. Figure 2 summarises the PS parametrization—GriPS regressions are noncentered on $\mathcal{A}$ and centered on $\varphi = \{\sigma^2_j, \phi_j, \nu_j\}_{j=1}^k$. Ultimately, we are interested in $\Lambda = \mathcal{A}J^{-1}Q^{-1}$, meaning that a PS parametrization is simultaneously centered and noncentered on $\Lambda$ since $J$ and $Q$ include the centered parameters. Next, we outline the sampling algorithms for estimation and prediction.

### 4.1 Estimation and Prediction

Updating $r$ proceeds following $\mathcal{G}$. Taking reference node $v_i \in \mathcal{A}$, the set $T_i$ are locations having $S_i$ as parent set, hence we can write $y_{T_i} = X_{T_i}\beta + Z_{T_i}r_i + \epsilon_{T_i}$ and $\epsilon_{T_i} \sim N(0, D_{T_i} + \Sigma_{T_i})$. Denote $\tilde{y}_{T_i} = I_{T_i}(y_{T_i} - X_{T_i}\beta)$ and $\tilde{D}_{T_i} = I_{T_i}(D_{T_i} + \Sigma_{T_i})I_{T_i}$, where $I_{T_i}$ is a diagonal matrix with zeros at elements corresponding to missing outcomes in $T_i$, ones elsewhere. Calling $\text{Ch}[v_i] = \{v_j : v_j \in \text{Pa}[v_i]\}$, we partition $H_j = [H_i : H_{[j] \setminus i}]$ for each $v_j \in \text{Ch}[v_i]$, and similarly $r_{[j]} = (r_{[j]}^T, r_{[j] \setminus i})^T$, where the $[j] \setminus i$ notation refers the set $\text{Pa}[v_j] \setminus \{v_i\}$. Then, the full conditional distribution of $r_i$ is Gaussian, with mean $g_i$ and covariance $G_i$ such that:

$$
G_i^{-1} = Z_{T_i}^T \tilde{D}_{T_i}^{-1} Z_{T_i} + R_i^{-1} + \sum_{j \in \text{Ch}[v_i]} H_{[j] \setminus i}^T R_j^{-1} H_{[j] \setminus i}.
$$

$$
G_i g_i = R_i^{-1} H_i r_i + Z_{T_i}^T \tilde{D}_{T_i}^{-1} \tilde{y}_{T_i} + \sum_{j \in \text{Ch}[v_i]} H_{[j] \setminus i}^T R_j^{-1} r_{[j] \setminus i}.
$$

Updating $\beta$ proceeds via its full conditional distribution, which is $N(\beta; m^{(n)}_\beta, V^{(n)}_\beta)$, where $V^{(n)-1}_\beta = V^{-1}_\beta + X^T(D_n + \Sigma)^{-1}X$ and $V^{(n)}_\beta m^{(n)}_\beta = V^{-1}_\beta m_\beta + X^T(D_n + \Sigma)^{-1}(y - Zr)$.

Updates for other unknowns may proceed via Metropolis steps: for $\mathcal{A}$ and $\tau$, the centered parametrization results in being target density being the prior $\pi(\mathcal{A})\pi(\tau)$, multiplied by the
following product of multivariate Gaussians

\[
\prod_{i \in \mathcal{T}} N(y_{\ell_i}; X_{\ell_i}\beta + \mathcal{Z}_{\ell_i}r_{\ell_i}, D + \Sigma_{\ell_i})\bigg|_{\text{obs}},
\]

where we restrict each term to the observed outcomes, i.e. each term is an \(l\)-dimensional Gaussian corresponding to the \(l \leq q\) observed outcomes at spatial location \(\ell_i\).

For \(\varphi = \left\{\sigma_j^2, \phi_j, \nu_j\right\}_{j=1}^k\), the Metropolis update following the centered parametrization targets the density obtained by multiplying the prior \(\pi(\varphi)\) to \(\prod_i^M N(r_i; H_i, R_i)\), which translates (8) for the GriPS coregionalization model. In our implementation, we use the robust adaptive Metropolis algorithm of Vihola (2012) to target an acceptance rate of about 0.23. We note that it is computationally easier to update \(A, \tau\) and \(\sigma^2\) than \(\phi\) and \(\nu\) as the latter two require recomputing the correlations. Finally, if \(\mathcal{T}\) is an incomplete grid and we choose \(\mathcal{S} \supset \mathcal{T}\) as the grid which “fills the gaps” in \(\mathcal{T}\), then the regression error is \(\varepsilon \sim N(0, D_n)\). In that case, with the prior distributions we have mentioned earlier, \(A\) and \(\tau\) can be updated via their full conditionals—refer to the supplementary material for details.

If \(\mathcal{S} \neq \mathcal{T}\), then those full conditionals are the correct updates for posterior sampling of model \(y = X\beta + \mathcal{Z}r + \tilde{\varepsilon}\) where \(\tilde{\varepsilon} \sim N(0, D_n)\), which is not (14) as \(\Sigma\) is omitted and is instead akin to a meshed version of the “unmodified” predictive process of Banerjee et al. (2008); we expect the performance of the two models to be very similar when \(\mathcal{S}\) is large and \(\mathcal{S} \supset \tilde{\mathcal{S}} \approx \mathcal{T}\). All applications in this article use Metropolis updates for (14) on nongridded data.

### 4.2 Applications on synthetic data

We illustrate the performance of GriPS in estimation and prediction in univariate spatial regressions using simulated data. Each generated data set includes a realization of a Gaussian process with Matérn covariance (5), fixing the smoothness \(\nu\) to its known value (either \(\nu = 0.5\) or \(\nu = 1.5\)). The outcomes are observed at irregularly-spaced locations in \([0, 1]^2\). The total number of observed locations is \(n = 5000\). Our main goal is the efficient estimation of the posterior distribution of \(\sigma^2, \phi, \tau^2\). Predictive performance is used to validate our methodology. We use a grid of \(n_{\text{out}} = 10000\) spatial locations as our test set. We set \(\mathcal{S}\) in GriPS models to overlap with the test set—we are thus sampling the spatial process at twice as many locations as there are observations. For \(\nu = 0.5\), we generate 50 datasets for each
Table 1: MCMC efficiency of GriPS in the estimation of Matérn parameters in univariate settings. For posterior samples of size 2500, we report effective sample size—absolute, per unit time, and relative to the NNGP response model.

| Efficiency | $\nu = 0.5$ | $\nu = 1.5$ |
|------------|-------------|-------------|
|             | ESS | ESS/s | Relative | ESS | ESS/s | Relative |
| QMGP        | $\phi$ | 245.46 | 12.78 | 52.11 | 125.40 | 6.49 | 50.59 |
| GriPS       | $\sigma^2$ | 248.68 | 12.95 | 49.04 | 224.83 | 11.68 | 97.44 |
|             | $\tau^2$ | 116.04 | 6.04 | 1.38 | 231.46 | 12.03 | 6.68 |
| QMGP latent | $\phi$ | 4.46 | 0.19 | 0.78 | 4.84 | 0.28 | 2.16 |
|             | $\sigma^2$ | 5.88 | 0.25 | 0.95 | 7.34 | 0.42 | 3.51 |
|             | $\tau^2$ | 206.54 | 8.78 | 2.00 | 356.89 | 20.50 | 11.39 |
| NNGP response | $\phi$ | 11.30 | 0.25 | 1.00 | 23.00 | 0.13 | 1.00 |
|             | $\sigma^2$ | 12.17 | 0.26 | 1.00 | 21.45 | 0.12 | 1.00 |
|             | $\tau^2$ | 201.44 | 4.38 | 1.00 | 310.28 | 1.80 | 1.00 |
| NNGP latent | $\phi$ | 5.81 | 0.09 | 0.38 | 3.88 | 0.02 | 0.16 |
|             | $\sigma^2$ | 8.39 | 0.13 | 0.51 | 7.56 | 0.04 | 0.33 |
|             | $\tau^2$ | 207.61 | 3.33 | 0.76 | 71.34 | 0.37 | 0.21 |

combination of $\sigma^2 \in \{1, 5\}$ and $\phi \in \{0.5, 5\}$, and similarly for $\nu = 1.5$ but with $\phi \in \{5, 25\}$, for a total of 400 datasets each of size $n_{\text{all}} = 15000$.

QMGP's based on GriPS are compared with unmodified “latent” QMGPs and NNGPs, both of which also sample the latent process, but without reparametrization or splitting. We also consider a “response” NNGP model which avoids sampling the latent process, and a stochastic partial differential equations approach (Lindgren et al., 2011) via integrated nested Laplace approximations (INLA; Rue et al., 2009) that avoids MCMC altogether. The SPDE-INLA approach scales to big data via a sparse GMRF approximation of the Gaussian field which requires the user to define a mesh of points. We fix the mesh at the test set—also the reference set in GriPS. Carefully assessing MCMC convergence for each of the 400 datasets is impractical. Hence, we fix the number of iterations to 5000 for all MCMC-based methods. In these settings, GriPS is almost always faster in computing 5000 MCMC iterations than the non sampling-based INLA SPDE method on the same task. We provide more details on the implemented methods in the supplementary material, along with additional figures and
Table 2: Accuracy in estimating the Matérn parameters $\phi, \sigma^2, \tau^2$ in univariate settings: root mean square error (RMSE), mean absolute percentage error (M%E), and uncertainty quantification in terms of coverage (UQ: Covg, with target 95%), averaged across 400 datasets.

Table 3: Accuracy in predictions at 10000 unobserved locations, averaged across 400 datasets, measured as root mean square prediction error (RMSPE), continuous ranked probability score (CRPS), and uncertainty quantification measured as coverage of 95% prediction intervals.
Figure 3: Effective sample size (log-scaled) in estimating $\sigma^2$, $\phi$, $\tau^2$ at different Matérn smoothness ($\nu = 0.5$ or $\nu = 1.5$), from an MCMC sample of size 2500.

Sampling efficiency in terms of effective sample size per unit time is shown in Table 1. As expected, the “latent” NNGP method is less efficient than its “response” counterpart. The latter displays performance similar to the unmodified QMGP model. On the other hand, the GriPS method is massively more efficient than all other methods when estimating $\sigma^2$ and $\phi$—the relative efficiency improvements are between one and two orders of magnitude.

These efficiency improvements are reflected in the accuracy of estimations, as shown in Table 2. In particular, GriPS provide more reliable uncertainty quantification as evidenced by the better coverage of the posterior 95% credible intervals (uncertainty intervals for all 400 data sets are reported in the supplementary material). Furthermore, GriPS-based methods most accurately estimate the exponential covariance parameters, with the smoother $\nu = 1.5$ slightly favoring an NNGP response model. However, in the latter scenario GriPS still achieves the best predictive performance, as shown in Table 3.

We have, thus far, considered unmodified QMGP's in our comparison, which use $S = \mathcal{T}$ with irregularly spaced locations. As a consequence, the net effect of the PS parametrization alone is unclear. We address this matter in the supplementary material by considering gridded data, in which case all QMGP models use the same reference set and thus all
performance differences will be attributable to the PS parametrization. The results of our analysis show that the efficiency improvements due to PS are even larger than shown in this section, and QMGP-GriPS is shown to be more than two orders of magnitude more efficient than an NNGP model of the response in estimating $\sigma^2$ and $\phi$.

5 Alaskan LiDAR data

We consider a large set of remotely sensed light detection and ranging (LiDAR) data, collected using the National Aeronautics and Space Administration (NASA) Goddard’s LiDAR, Hyperspectral, and Thermal (G-LiHT) Airborne Imager (Cook et al., 2013) sensor in Summer 2014 over a large region in Alaska. The data set includes observations of forest canopy height (labeled $p.90$ and measured in meters) and fractional forest cover ($f.cvr$) at 12,270,334 spatial locations, which we seek to jointly characterize in a multivariate regression model. Owing to the low flying altitude (355m) and narrow field of view (30°) of the sensor, the observed data locations are not uniformly spread out in the study area. Instead, they are
highly concentrated along swaths less than 200m wide and separated by 9km of unobserved areas. This data set has been considered in the context of univariate spatial regressions in Finley et al. (2019), to which we refer for additional details.

We select a sub-region of the data of size $150\text{km} \times 250\text{km}$ covering about 31.2% of the observed data, and sample 2.5 million spatial locations uniformly at random in this area to build the data set we consider. The resulting study area includes 17 strips of observed data. The effective dimension of our data is thus $nq = 5 \times 10^6$ accounting for $q = 2$. We seek to make predictions of both outcomes on the full sub-region (including the wide areas separating the observed strips) based on the spatial regression model (14) and using two covariates that are available across the entire study area as shown in Figure 4. The two covariates are: (i) percent forest cover measured in the year 2000 (labeled $tc$); and (ii) an indicator variable of forest loss ($loss$) that gives the number of years since 2000 that a location had a forest-destroying disturbance such as a fire. Outcomes and predictors are shown in Figure 4.

We build the reference set $S$ for GriPS by taking a grid (colored in orange in Figure 5) of regularly-spaced locations. Its size is $n_{orange} = 1.52 \times 10^6$ which we use to cover the selected study area. However, this grid is not dense enough to accurately characterize spatial dependence since only a small portion of the reference locations are near the observed outcomes. For this reason, we augment $S$ with an additional patterned grid (colored in blue in Figure 5)—of size $n_{blue} = 5.44 \times 10^5$—that is built to cover the 17 strips, but not the unobserved areas. Rather than aiming for perfectly overlapping this grid with the data, we create a regular pattern of blue strips by equally spacing their centers. The slight off-centering of some data swaths along this pattern motivates us to expand each grid strip symmetrically in both directions.

We implement the QMGP model on $S$ by partitioning the coordinates into 33 and 500 intervals, respectively. This patterned setup ensures that only a few matrix inverses have to be computed at each iteration. Given that $p.90 > 0$ and $0 < f.cvr < 1$, we fit (14) on $\tilde{p.90} = \log(p.90)$ and analogously take $\tilde{f.cvr} = \log(f.cvr/(1 - f.cvr))$. We ran MCMC for a total of 20,000 iterations, of which we discarded the first 5,000 as burn-in. Predictions on a test set made of 10,000 left-out observations are based on a thinned chain consisting of a total of 500 samples—memory constraints inhibit storage of a significantly larger number of
Figure 5: Construction of $S$ by overlaying a grid of regularly-spaced locations (orange) to a patterned grid (blue); alignment with the data swaths is achieved by rotating $S$.

samples—and shown in Table 5. Full prediction maps over the whole study areas along with uncertainty bands are shown in Figure 6. All predictions and their summaries have been performed after inverse-transforming all posterior samples from MCMC.

We implement GriPS on two alternative partitions of the spatial domain. The first partitioning scheme tessellates the domain into 33 intervals along the horizontal and 500 along the vertical axis, resulting in a coarse partitioning of $S$. The second uses the same partitioning for the horizontal axis, but 1000 intervals for the vertical axis. Prediction results from the two implementations are reported in Table 5. All other figures and tables refer to the coarse partition ($33 \times 500$) model. We observe that the coarser partitioning strategy is conservative as it results in relatively large regions including up to 140 spatial locations. Finer partitioning leads to faster computations at a minor cost in terms of predictive accuracy. Finally, Table 4 provides marginal summaries of the posterior distribution of the unknown covariance and regression parameters. Marginal posterior densities and the full Markov chains are available in the Appendix. We find that loss has a negative impact on both outcomes even after accounting for spatial variability via the bivariate latent process. The two margins are positively associated as evidenced by the positive value of the off-diagonal term of $\Lambda$ (their correlation at a distance $h = 0$ is estimated to be about $\sim 0.686$).

6 Discussion

We have introduced a Grid-Parametrize-Split (GriPS) strategy for resolving inefficiencies in MCMC sampling of spatial regression models and demonstrated its validity as an alternative
Figure 6: Predictions of $p.90$ and $f.cvr$ and uncertainty quantification in terms of the width of 95% credible intervals.
Table 4: Estimated posterior summaries for unknown covariance parameters $\theta$, regression coefficients $\beta$, and measurement errors $\tau^2$ for the GriPS regression on the Alaskan LiDAR data set.

| $\theta$ | $\lambda_{p.90}$ | $\phi_{p.90}$ | $\lambda_{f.cvr}$ | $\phi_{f.cvr}$ | $\lambda_{p.90,f.cvr}$ |
|-----------|------------------|----------------|-------------------|----------------|------------------------|
| 2.5% quantile  | 0.5085           | 232.5055       | 1.1588            | 357.3680       | 1.0777                 |
| mean       | 0.5213           | 246.4702       | 1.1798            | 376.1024       | 1.1118                 |
| 97.5% quantile | 0.5354           | 259.7343       | 1.2012            | 395.0176       | 1.1488                 |

| $\beta$ and $\tau^2$ | $\beta_{tc}$ (on p.90) | $\beta_{tc}$ (on f.cvr) | $\beta_{loss}$ (on p.90) | $\beta_{loss}$ (on f.cvr) | $\tau^2_{p.90}$ | $\tau^2_{f.cvr}$ |
|----------------------|-------------------------|-------------------------|---------------------------|---------------------------|----------------|----------------|
| 2.5% quantile        | 0.0032                  | 0.0162                  | -0.0018                   | -0.0192                   | 0.0157         | 0.1325         |
| mean                 | 0.0032                  | 0.0163                  | -0.0017                   | -0.0187                   | 0.0163         | 0.1430         |
| 97.5% quantile       | 0.0033                  | 0.0164                  | -0.0015                   | -0.0182                   | 0.0171         | 0.1533         |

Table 5: Prediction results over the test set, and timing, of the two implemented models.

|                      | 300 $\times$ 500 partition | 33 $\times$ 1000 partition |
|----------------------|-----------------------------|-----------------------------|
|                      | p.90 f.cvr                  | p.90 f.cvr                  |
| RMSPE                | 1.7045 0.1181               | 1.7320 0.1197               |
| Covg (95%)           | 0.9396 0.9384               | 0.9400 0.9401               |
| Time/iteration       | 8.18s                       | 3.98s                       |
| Num. iterations      | 20,000                      | 30,000                      |
| Total time           | 45.46h                      | 33.17h                      |
to methods not based on sampling the latent process a posteriori. Our development of the methodology and the subsequent numerical experiments cogently illustrate the effectiveness of GriPS in conducting spatial big data analysis. Our focus on MGPs, Matérn covariances and LMCs, and Gaussian outcomes suggests several possible directions for future research. On one hand, we expect our insight to be applicable more generally to Bayesian estimation of spatial regressions with latent processes (not necessarily MGPs). Moreover, research may focus on efficient Bayesian parametrizations of covariance models alternative to the Matérn and/or the LMC (see, e.g., Gneiting et al., 2010; Genton and Kleiber, 2015; Zhang and Banerjee, 2020), and on applying similar ideas to non Gaussian outcomes.

Other natural extensions include adapting DAG-based processes to spatial-temporal data analysis. Challenges specific to spatial-temporal domains include the identifying “neighbors” over space and time as the scale of associations along space significantly differ from that along time. Dynamic NNGPs (Datta et al., 2016b) resolve this problem by estimating neighbors instead of fixing them. QMGPs have been implemented on spatiotemporal domains (Peruzzi et al., 2020), but efficient estimation of the covariance parameters via MCMC remains challenging. Therefore, extensions of GriPS to spatial-temporal domains could circumvent some of these problems and can, possibly, provide easier and more effective analysis of spatial-temporal big data.
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A Full conditional updates of $\mathcal{A}$ and $\tau^2$

If the data are gridded or we sample $r$ at non-reference locations, full conditionals for $\mathcal{A}$ and $\tau$ are available. Let $Y$ be the $n \times q$ matrix whose $j$th column is $Y_j = y_j - X_j \beta_j$, i.e. the $j$th outcome at locations $\mathcal{T}$, minus the static linear predictor for the same outcome. Similarly denote as $F$ the $n \times k$ matrix whose $j$th column is the $j$th margin of the $r$ process. We can then write $Y = F \mathcal{A}^\top + E$ where $E$ is a $n \times q$ matrix such that $\text{vec}\{E\} \sim N(0, I_n \otimes D)$, with $\text{vec}\{\cdot\}$ the vectorization operator. For outcome $j$, let $F_{(j)}$ subset $F$ to columns corresponding to the nonzero elements in the $j$th row of $\mathcal{A}$, denoted as $\mathcal{A}_j \setminus \emptyset$. Then, with $D = \text{diag}\{\tau_1^2, \ldots, \tau_q^2\}$ the full conditional distribution of $\tau_j^2$ is $\text{InvGamma}(a_j^*, b_j^*)$ whose parameters are $a_j^* = a + n_j/2$ and $b_j^* = b + \frac{1}{2} \hat{E}_j^\top \hat{E}_j$, where $\hat{E}_j = Y_{j,\text{obs}} - F_{(j),\text{obs}} \mathcal{A}_{j \setminus \emptyset}^\top$ and $Y_{j, \text{obs}}$ is the $n_j \times 1$ vector collecting the observed elements of $Y_j$. Finally, $\mathcal{A}_{j \setminus \emptyset}$ has Gaussian full conditional distribution with precision $V_{\mathcal{A}_j}^{-1} = V_{\mathcal{A}_j}^{-1} + F_{(j),\text{obs}}^\top (I_{n_j} \otimes D^{-1}) F_{(j),\text{obs}}$ and mean $m_{\mathcal{A}_j}^{(n)} = V_{\mathcal{A}_j}^{-1} F_{(j),\text{obs}}^\top (I_{n_j} \otimes D^{-1}) Y_{j,\text{obs}}$.

B Comparisons on synthetic gridded data

We compare QMGP-GriPS to unmodified QMGPs and NNGP models of the response on gridded data. Since the data grid can be directly used as reference set, we can write $y(\ell) = X^\top \beta + w(\ell) + \varepsilon(\ell)$ where $\varepsilon(\ell) \sim N(0, D)$ and we will therefore not need to modify QMGPs. We thus relabel GriPS as QMGP-PS in this section.

While the overall simulation design is the same as in the main article, here we sample the univariate Gaussian process with Matérn covariance at $n = 15625$ spatial locations on a $125 \times 125$ grid using $D = [0, 1]^2$ as our spatial domain. Then, all process realizations inside the $[0.45, 0.55]^2$ region and at about 10% of the remaining locations (chosen uniformly at random) are removed from the data and considered as test set for predictions. All other design choices remain the same, implying that once again our comparisons are based on 400 datasets.

We report MCMC efficiency summaries in Table 6 and estimation and prediction results in Table 7. Compared to the synthetic data analysis in the main article and relative to unmodified QMGPs, there is only a slight improvement in QMGP-PS relative to QMGP-GriPS.
This is a positive result for GriPS since it implies the loss in performance when choosing $S \neq T$ is only minor, and attributes most of the improvements to the $PS$ parametrization. Furthermore, the simplifications arising in QMGPs from gridded data result in much faster computations. Relative to NNGP models of the response, we show here an additional 2-fold (or larger) improvement in MCMC efficiency, compared to the nongridded data setting. Estimation and prediction accuracy shown in Table 7 largely overlap with the nongridded data setting.

### C Details on implemented models

In the synthetic data applications, the prior distributions on $\tau^2$ was chosen as an inverse Gamma with parameters 2.01 and 1 for QMGP-GriPS latent QMGPs, and both NNGP models. $\pi(\sigma^2) = \text{Inv.Gamma}(2.01,1)$ for latent QMGPs and NNGPs, whereas in GriPS this parameter is expanded into $\sigma^2$ with prior $\pi(\sigma^2) = \text{Inv.Gamma}(\epsilon, \epsilon)$ with $\epsilon$ small (we set it to $10^{-3}$), and $\lambda \sim \pi(\lambda) = N_{\lambda>0}(0,1)$. The SPDE-INLA approach was implemented for $\nu = 0.5$ following Krainski et al. (2019), Chapter 2, setting $\alpha = \nu + 1 = 1.5$. Setting $\nu = 1.5$ was unsupported by \texttt{inla.spde2.pcmatern} in R-INLA. The priors on $\sigma^2, \phi$ were such that $Pr(\sigma > 2.5) = 0.01$ and $Pr(\phi < 0.1) = 0.01$. The mesh for INLA was fixed.
Table 6: MCMC efficiency in estimating the Matérn parameters in univariate gridded data settings. For posterior samples of size 2500, we report effective sample size—absolute, per unit time, and relative to the NNGP response model.

at a 10000-sized grid which overlapped with the spatial locations of the test set. In other words we used for INLA the same mesh as the reference set in the QMGP-GriPS method. Smaller meshes are associated with faster computations in INLAs but negatively impact predictions and estimation accuracy (especially about the nugget $\tau^2$). All models were run in a Ubuntu 20.04 workstation based on a 12-core, 24-thread AMD Ryzen 9 3900 CPU and 128GB of memory; R version 4.0.3 was linked to Intel MKL 2019.5-075 which includes efficient LAPACK (Anderson et al., 1999) and BLAS (Blackford et al., 2002) libraries for linear algebra. GriPS-based QMGPs were run on 12 threads using OpenMP (Dagum and Menon, 1998), all other models on 22 threads. Figure 8 summarises the compute times for each model, whereas Figure 9 reports all 95% posterior intervals for the estimation of the unknown covariance parameters. Effective sample size reported in the tables throughout the article was calculated using the `effectiveSize` function of R package `coda` (Plummer et al., 2006).
\[ \nu = 0.5, \quad \nu = 1.5 \]

### Estimation

|                      | \( \nu = 0.5 \) |                      | \( \nu = 1.5 \) |
|----------------------|------------------|----------------------|------------------|
|                      | RMSE             | M%E                 | UQ: Covg         | RMSE             | M%E                 | UQ: Covg         |
| QMGP -PS             | 1.0655           | 0.7269              | 0.8650           | 1.4607           | 0.0925              | 0.7200           |
| \( \phi \)           | 2.1736           | 0.3866              | 0.8600           | 1.9217           | 0.3385              | 0.8100           |
| \( \sigma^2 \)       | 0.0047           | 0.0584              | 0.7600           | 0.0017           | 0.017               | 0.8550           |
| \( \tau^2 \)         | 0.5750           | 1.0024              | 1.4607           | 0.0543           | 0.3468              | 0.4700           |
| QMGP latent          | 2.9009           | 0.6010              | 0.5700           | 2.8427           | 0.7441              | 0.4550           |
|                      | 0.0056           | 0.0696              | 0.6850           | 1.3032           | 8.0071              | 0.7400           |
| NNGP response        | 1.3121           | 1.0352              | 0.5550           | 1.7365           | 0.1765              | 0.7300           |
|                      | 1.8878           | 0.4124              | 0.5350           | 1.5838           | 0.3094              | 0.7000           |
|                      | 0.0034           | 0.0424              | 0.8500           | 0.0009           | 0.0137              | 0.8800           |

### Prediction

|                      | \( \nu = 0.5 \) |                      | \( \nu = 1.5 \) |
|----------------------|------------------|----------------------|------------------|
|                      | RMSPE            | CRPS                 | UQ: Covg         | RMSPE            | CRPS                 | UQ: Covg         |
| QMGP-PS              | 0.3373           | 0.1886               | 0.9502           | 0.2670           | 0.1461               | 0.9490           |
| QMGP latent          | 0.3374           | 0.1887               | 0.9506           | 0.4816           | 0.2607               | 0.9554           |
| NNGP response        | 0.3432           | 0.1914               | 0.9778           | 0.2789           | 0.1512               | 0.9782           |

Table 7: Top: accuracy in estimating the Matérn parameters \( \phi, \sigma^2 \) plus \( \tau^2 \), in univariate settings—root mean square error (RMSE), mean absolute percentage error (M%E), and uncertainty quantification in terms of coverage (UQ: Covg, with target 95%), averaged across 400 datasets. Bottom: accuracy in predictions—root mean square prediction error (RM-SPE), continuous ranked probability score (CRPS), and 95% coverage.

![Figure 8](image-url)  

Figure 8: Compute time for each model. The top figure refers to the analysis and models implemented in the main article, the bottom to those in this supplement.
Figure 9: Coverage of posterior 95% intervals in all 400 data sets in the synthetic data application appearing in the main article, and for all models. Orange lines represent the true values; blue lines are 95% (marginal) intervals that include the true value, grey lines are intervals that do not include the true value. Intervals are calculated using MCMC samples of size 2500. SPDE-INLA intervals are extracted from the approximated marginal posterior distributions.
D Additional details on the LiDAR data application

Figures 10 and 11 add to the posterior summaries reported in the main article.

Figure 10: Markov chains for the unknown parameters in the regression model for the LiDAR data.

![Figure 10](image)

Figure 11: Estimated marginal posterior densities of the covariance parameters $\theta = \{\Lambda, \phi\}$ and regression parameters $\beta$ and $\tau^2$.
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