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Abstract

The purpose of this paper is to derive the dynamical equations for the period vectors of a periodic system under constant external stress. The explicit starting point is Newton’s second law applied to halves of the system. Later statistics over indistinguishable translated states and forces associated with transport of momentum are applied to the resulting dynamical equations. In the final expressions, the period vectors are driven by the imbalance between internal and external stresses. The internal stress is shown to have both full interaction and kinetic-energy terms.

I. INTRODUCTION

As an application of Newtonian Dynamics, Molecular Dynamics (MD) simulations of many-particle systems play an important role in Biophysics, Chemical Physics, and Condensed Matter Physics[1–3]. As simulated systems, crystals are of periodic structures by themselves. For other systems, the periodic boundary conditions are often employed to reduce the number of degrees of freedom. In these situations, the system being studied can be described as a “dynamical crystal” filled with repeating cells. The particle position vectors inside a given cell, together with the independent period vectors (cell edge vectors, or basic vectors or lattice vectors in crystals) form a complete set of degrees of freedom of the system. The dynamics of the particles in the cell are determined by Newton’s second law. What about the period vectors?

In 1980, Andersen proposed an MD theory that allows the cell volume (but only the volume) to change in a simulation of fluids, subject to a constant external pressure [4]. Shortly thereafter, Parrinello and Rahman extended Andersen’s idea to a new MD theory (PRMD), in which the dynamical equations for the complete period vectors were proposed for constant external pressure and constant external stress respectively[5, 6], both in the framework of Lagrangian Dynamics. 

Since then, PRMD has been extensively used in simulation studies, for instance for phase transitions of crystal structures induced by external forces[7–11]. PRMD was also combined with the well-known Car-Parrinello MD [12–14]. Several other versions of PRMD under constant external pressure have since been proposed [15–21]. These indicate that the dynamics of the period vectors is an important physics problem that had not been solved before.

However, in 1983, Nosé and Klein pointed out that “The result is the usual Newton’s second law equation with a correction term arising from the change in shape of the MD cell” (just before Eqn (2.5) on page 1057 in [22]). This implies that the dynamics of the particles generated in PRMD is not Newton’s second law, due to the incomplete kinetic energy of particles in their Lagrangian. Another drawback in PRMD is that the generated dynamical equations of the period vectors under constant external stress do not have a form where the period vectors are driven by the imbalance between internal and external stresses (see Eqn (2.25) in [6]). In any case, PRMD can find the true equilibrium states under zero temperature and constant external pressure, when all velocities and accelerations are zero.

In 1997, inspired by the ideas in PRMD, we derived another set of dynamical equations for the period vectors in the case of constant external pressure, starting from a Lagrangian that includes the full kinetic energy of particles. However, we did not obtain a full expression of the internal stress in these dynamical equations, while the generated dynamics for the particles is Newton’s second law[23, 24].

Since all particles in all cells have to obey Newton’s second law, which will be kept intact throughout this paper, the complete dynamical equations of the period vectors must be derivable in the framework of Newtonian Dynamics directly. The purpose of this paper is to perform such a task specifically. As a first step, we apply Newton's second
law to halves of the whole system while considering external stress explicitly. Then statistics over indistinguishable translated states and forces associated with transport of momentum are applied to the obtained dynamical equations. In the resulting expressions, the period vectors are driven by the imbalance between internal and external stresses, so that in the corresponding equilibrium states, the two stresses balance each other. Furthermore, the internal stress is shown to have both full interaction and kinetic-energy terms.

This paper is organized as follows. The model is given in Sec. II. The application of Newtonian Dynamics on half systems is presented in Sec. III. The statistics over indistinguishable translated states and forces associated with transport of momentum to the obtained dynamical equations are done in Sec. IV. Sec. V is devoted to summary and discussion.

II. MODEL

The macroscopic bulk of a material with an inside microscopic periodic structure is taken as the model for this study. We use a, b, and c as the three independent period vectors, forming a right-handed triad. Then each cell can be denoted by the corresponding lattice translation vector $\mathbf{T} = T_a \mathbf{a} + T_b \mathbf{b} + T_c \mathbf{c}$, with integers $T_a$, $T_b$, $T_c$ ranging from negative infinity to positive infinity. As usual, let us call the centre cell of $\mathbf{T} = 0$ the “MD cell”, and the particles in that cell the “MD particles”. Since we study the properties of the inner part of the bulk around the MD cell, far-away surface effects are neglected. Then again, as in PRMD, all vectors of the MD particle positions and the periods are the full degrees of freedom of the system.

The dynamics for the MD particles is described by Newton’s second law

$$m_i \ddot{\mathbf{r}}_i = \mathbf{F}_i \quad (i = 1, 2, \ldots, n),$$

where $\mathbf{r}_i$ is the position vector of the $i$th MD particle with mass $m_i$, $\mathbf{F}_i$ is the net force acting on MD particle $i$ from all other particles of any cell, but no external force due to distance, and $n$ is the total number of MD particles. Then the only unknown dynamical equations are the ones for the period vectors.

The external action on the surface is expressed by the constant external stress tensor (or dyad) $\mathbf{\Upsilon}$. The corresponding external forces are modeled as applied by the surrounding external walls contacting the surface of the bulk. For the case of constant external pressure $p$, $\mathbf{\Upsilon} = p \mathbf{I}$, where $\mathbf{I}$ is an identity tensor or unit matrix, and the positive direction is defined from inside to outside of the bulk. By definition, the external force acting on an infinitesimal surface area vector $d\mathbf{s}$ of the bulk is $d\mathbf{F} = \mathbf{\Upsilon} \cdot d\mathbf{s}$. The net external force on the bulk is

$$\mathbf{F} = \oint_{sf} \mathbf{\Upsilon} \cdot d\mathbf{s} = \mathbf{\Upsilon} \cdot \oint_{sf} d\mathbf{s} = 0,$$

where the integral is over all the surface of the bulk, and therefore no acceleration for the bulk as a whole. The external stress $\mathbf{\Upsilon}$ is assumed to be symmetric, i.e., for all of its components $\Upsilon_{i,j} = \Upsilon_{j,i}$. This assumption ensures that the net external torque on the bulk is zero. We further assume that the bulk does not rotate.

In this paper, we only consider interactions of the form of pair potentials $\varphi^{(2)}(\mathbf{r}_{i,j}) = \varphi^{(2)}(|\mathbf{r}_i - \mathbf{r}_j|)$ between particles. Extension to many-body interactions can be done by referring our previous papers [23, 24]. From Newton’s Third Law and the periodicity of the system, it follows that the net of all forces acting on all MD particles is zero, i.e.

$$\sum_{i=1}^{n} m_i \ddot{\mathbf{r}}_i = \sum_{i=1}^{n} \mathbf{F}_i = 0.$$

Let us then employ the centre-of-mass coordinate system of MD cell for all the work throughout this paper. Then the total momentum of the MD cell is

$$\sum_{i=1}^{n} m_i \mathbf{\dot{r}}_i = 0.$$

As the period vectors may change with time, the volume $\Omega = (\mathbf{a} \times \mathbf{b}) \cdot \mathbf{c}$ and shape of the MD cell and those of the bulk should also change correspondingly.

III. INSTANTANOUS DYNAMICS

In order to find the dynamical equations for the period vectors, let us imagine a plane $PPP'$ that cuts the model bulk into a right part and a left part, with $\mathbf{S}$ as the area vector of the cross section between the two parts in the direction
where the integral is over the surface of the bulk in the \( R_h \) part. The net external force acting on the \( R_h \) part is

\[
F_{E,R} = \int_{R_h,sf} \mathbf{\Sigma} \cdot ds = \int_{R_h,sf} \mathbf{\Sigma} \cdot ds = \mathbf{\Sigma} \cdot \mathbf{S},
\]

where the integral is over the surface of the bulk in the \( R_h \) part. Let \( F_{L \rightarrow R} \) be the net force acting on the \( R_h \) part by the \( L_h \) part. Then the dynamical equation of the \( R_h \) part is

\[
M_R \mathbf{\ddot{r}}_{RC} = F_{L \rightarrow R} + \mathbf{\Sigma} \cdot \mathbf{S},
\]

where \( M_R \) and \( \mathbf{r}_{RC} \) are the total mass and acceleration of the centre of mass of the \( R_h \) part respectively.

Since surface effects are neglected, \( F_{L \rightarrow R} \) should be uniformly distributed cell by cell across the section \( \mathbf{S} \) between the two parts. Let us divide Eq. (5) by

\[
N_h = |\mathbf{S}|/|\sigma_h|,
\]

where \( \sigma_h = \partial \Omega / \partial \mathbf{h} \) is the (right) surface area vector of a cell with respect to the period \( \mathbf{h} \), then

\[
\frac{1}{N_h}M_R \mathbf{\ddot{r}}_{RC} = \mathbf{F}_h + \mathbf{\Sigma} \cdot \sigma_h,
\]

where \( \mathbf{F}_h \) is the net force, by the \( L_h \) part, acting on the “half cell bar” \( B_h \) composed of the MD cell and cells \( \mathbf{h}, 2\mathbf{h}, 3\mathbf{h}, 4\mathbf{h} \), etc., till the surface, as shown in Fig.1.

Denoting \( f_{j,T \rightarrow j',T'} \) as the force acting on particle \( j \) of cell \( T' \) from particle \( i \) of cell \( T \), and considering the periodicity of the system as previously in [23, 24], the net force, by the \( L_h \) part, acting on cell \( k \mathbf{h} \) \((k \geq 0)\) is

\[
F_{h,k} = \sum_{T} \sum_{i,j=1}^{n} f_{j,T \rightarrow i,kh} = \sum_{T} \sum_{i,j=1}^{n} f_{j,T-kh \rightarrow i,kh \rightarrow i} = \sum_{T} \sum_{i,j=1}^{n} f_{j,T-kh \rightarrow i,0} = \sum_{T} \sum_{i,j=1}^{n} f_{j,T \rightarrow i,0} = \sum_{T} \sum_{i,j=1}^{n} \mathbf{f}_{i,0 \rightarrow j,T},
\]
It follows that

\[ \mathbf{F}_{h,k} = \sum_{T} \sum_{i,j=1}^{n} f_{i,T} \mathbf{t}_{i,j,kh} = \sum_{T} \sum_{i,j=1}^{n} f_{i,T} \mathbf{t}_{i,j,kh-T} = \sum_{T} \sum_{i,j=1}^{n} f_{i,0} \mathbf{t}_{i,j,kh} \] (10)

Then the net force, by the \( L_h \) part, acting on the whole half cell bar \( B_h \) is

\[ \mathbf{F}_h = \sum_{i=0}^{\infty} \mathbf{F}_{h,i} = \sum_{T} \sum_{i,j=1}^{n} T_{h} f_{i,0} \mathbf{t}_{i,j,T} = \sum_{T} \sum_{i,j=1}^{n} T_{h} f_{i,0} \mathbf{t}_{i,j,T}. \] (11)

On the other hand, the total potential energy of the MD cell is

\[ E_{p,MD} = \sum_{i,j=1}^{n} \phi^{(2)}(|\mathbf{r}_i - \mathbf{r}_j|) + \frac{1}{2} \sum_{T \neq 0} \sum_{i,j=1}^{n} \phi^{(2)}(|\mathbf{r}_i - \mathbf{r}_j - \mathbf{T}|), \] (12)

where half of potential energy between any two distinct cells is assigned to each. Let us introduce a main interaction tensor (dyad):

\[ \varepsilon_{\text{main}} = -\frac{1}{2} \left[ \left( \frac{\partial E_{p,MD}}{\partial \mathbf{a}} \right) \mathbf{a} + \left( \frac{\partial E_{p,MD}}{\partial \mathbf{b}} \right) \mathbf{b} + \left( \frac{\partial E_{p,MD}}{\partial \mathbf{c}} \right) \mathbf{c} \right]. \] (13)

It follows that

\[ \varepsilon_{\text{main}} = \frac{1}{2N_h} \sum_{T \neq 0} \sum_{i,j=1}^{n} f_{i,0} \mathbf{t}_{i,j,T}. \] (14)

Remembering \( \mathbf{h}' \cdot \sigma_h = \delta_{h,h'} \Omega \) (\( \mathbf{h}' = \mathbf{a}, \mathbf{b}, \text{ or } \mathbf{c} \)), we have

\[ \mathbf{F}_h = \varepsilon_{\text{main}} \sigma_h. \] (15)

Using Eq.(3), the left hand side of Eq.(8) becomes

\[ \frac{1}{N_h} M_{R_h} \mathbf{\bar{\mathbf{r}}}_{RC} = \frac{1}{N_h} \sum_{T \in R_h} \sum_{i=1}^{n} m_i \left( \mathbf{\bar{r}}_i + \mathbf{\bar{T}} \right) = \frac{M_{\text{cell}}}{N_h} \sum_{T \in R_h} \mathbf{\bar{T}}, \] (16)

where the total cell mass is \( M_{\text{cell}} = \sum_{i=1}^{n} m_i \). Noticing that \( \mathbf{T} = T_a \mathbf{\bar{a}} + T_b \mathbf{\bar{b}} + T_c \mathbf{\bar{c}}, \) Eq. (16) may be written as

\[ \frac{1}{N_h} M_{R_h} \mathbf{\bar{\mathbf{r}}}_{RC} = \alpha_{h,a} \mathbf{\bar{a}} + \alpha_{h,b} \mathbf{\bar{b}} + \alpha_{h,c} \mathbf{\bar{c}}, \] (17)

where

\[ \alpha_{h,h'} = \frac{M_{\text{cell}}}{N_h} \sum_{T \in R_h} T_{h'} \text{ (} h = \mathbf{a}, \mathbf{b}, \mathbf{c} \text{).} \] (18)

In the \( R_h \) part, \( T_h \) is always non-negative, but for any \( T_{h' \neq h} \), we can assume that there exists another \( -T_{h'} \) that cancels it in the above summation. We therefore can neglect all non-diagonal terms \( \alpha_{h,h' \neq h} \). Then Eq.(8) becomes

\[ \alpha_{h,h} \mathbf{\ddot{h}} = (\varepsilon_{\text{main}} + \mathbf{\bar{T}}) \cdot \sigma_h \text{ (} h = \mathbf{a}, \mathbf{b}, \mathbf{c} \text{).} \] (19)

The dynamical equation Eq.(19) is essentially the same as in our previous works[23, 24], where only constant external pressure was considered.
FIG. 2: A sketch for two distinct states of the system which are exactly the same in all microscopic details except being translated slightly as a whole relative to each other. As a set of image particles, the black diamonds are on the right side in each cell of the right state, but on the left side in each cell of the left state. The black disks as another set of image particles are on the other sides in the states. Please also note that in these states all right parts from plane $PP'$ have the same number of cells.

IV. STATISTICS OF INSTANTANEOUS DYNAMICS

It would be reasonable to replace the main interaction tensor $\bar{\varepsilon}_{\text{main}}$ in Eq. (19) by the whole internal stress tensor, including kinetic-energy and interaction terms\textsuperscript{3, 25–29}, so that the period vectors are driven by the imbalance between the internal and external stresses. In this section we are going to pursue this goal. Let us focus on the interaction term based on statistics of indistinguishable translated states first and move on to the kinetic-energy one by considering forces associated with transport of momentum in the following subsections.

A. Full interaction term in internal stress

In Appendix B.3 of his book\textsuperscript{3}, Haile derives the full interaction term of internal stress as

$$\bar{\varepsilon} = \frac{1}{V} \sum_{I>J} (f_{J \rightarrow I}) (r_I - r_J),$$

where the particle indices $I$ and $J$ are running over all the material and $V$ is the total volume of the material, by taking an unweighted average of internal interactions passing through all possible parallel cross sections of the material. Following this idea, we may take an average of Eq. (8) over different locations of the cutting plane $PP'$ in Fig. 1. However the result is just a combination of Eqs. (8) and (1).

Still, there are some situations that should be included for statistics. For instance, as in Fig. 2, the two distinct states of the system are exactly the same in all microscopic details except being translated slightly as a whole relative to each other. Please note that in these states all right parts from plane $PP'$ have the same number of cells. Since they cannot be distinguished from a macroscopic point of view, we should take an unweighted average of Eq. (8) over all such configurations. Among these, Eq. (8) is the same except the net force $F_{h}$, acting on the half cell bar $B_{h}$ by the $L_{h}$ part, as in Fig. 1. Equivalently, this means that the net force $F_{h}$ in Eq. (8) is replaced by the unweighted average of it over all possible parallel locations of cutting planes $PP'$ that pass through the MD cell in Fig. 1. For clarity, let us still use $PP'$ in its original meaning (i.e., no “running”), but employ $QQ'$ for such a running plane. Let us do the statistics in the following four cases.

When the plane $QQ'$ runs from left to right passing through the MD cell, the probability for MD particle $i$ appearing on the left side of $QQ'$ is $(h - (r_i - r_0)) \cdot \sigma_h / \Omega$, where $r_0$ is the position vector of the left-bottom and far-away vertex of the MD cell. It can also be written as $(h_0 - r_i) \cdot \sigma_h / \Omega$ with $h_0 = h + r_0$. The corresponding averaged net force acting on this particle by the $L_{h}$ part, namely

$$f_{h,c1,i} = \frac{(h_0 - r_i) \cdot \sigma_h}{\Omega} \sum_T \sum_{j=1}^{n} f_{j,T \rightarrow i,0},$$

should be substracted from $F_{h}$.

Let us call all cells $T = T_{a}a + T_{b}b + T_{c}c$ with $T_h = 0$ as $T_h = 0$ slab. Then the averaged net force, by all particles in the $T_h = 0$ slab of the left side of $QQ'$, acting on the half cell bar $B_{h}$ of the right side of $QQ'$ (see Fig. 1), should be added to $F_{h}$.
Now let us consider the case of such interactions by the \( T_h = 0 \) slab on all cells \( h, 2h, 3h, 4h \), etc., till the surface, only. The resulting averaged net force should be equal to the averaged one by MD cell on all \( T \) cells with \( T_h > 0 \), for the periodicity of the system,

\[
f_{h,c2} = \frac{1}{\Omega} \sum_{i,j=1}^{n} \frac{(h_0 - r_i) \cdot \sigma_h}{\Omega} f_{i,0\rightarrow j,T} = \frac{1}{\Omega} \sum_{i,j=1}^{n} (f_{j,T \rightarrow i,0}) (r_i - h_0) \cdot \sigma_h. \quad (22)
\]

The third case is about such interactions by the MD particles of the left side of \( QQ' \) on the MD particles of the right side. The probability for any pair of MD particles \( i \) and \( j \) being on different sides of \( QQ' \) is \(|(r_i - r_j) \cdot \sigma_h|/\Omega\).

Then all the averaged interaction of pairs is

\[
f_{h,c3} = \frac{1}{\Omega} \sum_{i,j>1}^{n} (f_{j,0\rightarrow i,0}) (r_i - r_j) \cdot \sigma_h
= \frac{1}{2\Omega} \sum_{i,j>1}^{n} (f_{j,0\rightarrow i,0}) (r_i - h_0 - r_j + h_0) \cdot \sigma_h
= \frac{1}{2\Omega} \sum_{i,j>1}^{n} (f_{j,0\rightarrow i,0}) (r_i - h_0) \cdot \sigma_h + \frac{1}{2\Omega} \sum_{i,j>1}^{n} (f_{j,0\rightarrow i,0}) (r_j - h_0) \cdot \sigma_h
= \frac{1}{\Omega} \sum_{i,j>1}^{n} (f_{j,0\rightarrow i,0}) (r_i - h_0) \cdot \sigma_h. \quad (23)
\]

The final case is about the rest of such interactions. They are by all particles of the \( T_h = 0 \) slab of the left side of plane \( QQ' \) but excluding MD particles, acting on the MD particles of the right side of \( QQ' \). Let particle \( i \) be in the MD cell \((T = 0)\) and particle \( j \) in another cell \((T \neq 0)\) of the \( T_h = 0 \) slab. The probability for these particles being on opposite sides of the plane \( QQ' \) is \(|(r_i - r_j - T) \cdot \sigma_h|/\Omega = |(r_i - r_j) \cdot \sigma_h|/\Omega\), since \( T_h = 0 \). It is zero for \( i = j \). Then the averaged net force is

\[
f_{h,c4} = \frac{1}{\Omega} \sum_{T \neq 0} \sum_{i,j>1}^{n} (f_{j,T \rightarrow i,0}) (r_i - r_j) \cdot \sigma_h
= \frac{1}{2\Omega} \sum_{T \neq 0} \sum_{i,j=1}^{n} (f_{j,T \rightarrow i,0}) (r_i - h_0 - r_j + h_0) \cdot \sigma_h
= \frac{1}{2\Omega} \sum_{T \neq 0} \sum_{i,j=1}^{n} (f_{j,T \rightarrow i,0}) (r_i - h_0) \cdot \sigma_h - \frac{1}{2\Omega} \sum_{T \neq 0} \sum_{i,j=1}^{n} (f_{j,T \rightarrow i,0}) (r_j - h_0) \cdot \sigma_h
= \frac{1}{2\Omega} \sum_{T \neq 0} \sum_{i,j=1}^{n} (f_{j,T \rightarrow i,0}) (r_i - h_0) \cdot \sigma_h + \frac{1}{2\Omega} \sum_{T \neq 0} \sum_{i,j=1}^{n} (f_{j,-T \rightarrow i,-T}) (r_j - h_0) \cdot \sigma_h
= \frac{1}{\Omega} \sum_{T \neq 0} \sum_{i,j=1}^{n} (f_{j,T \rightarrow i,0}) (r_i - h_0) \cdot \sigma_h. \quad (24)
\]

Then the average net force \( \mathbf{F}_h' \), acting on the half cell bar \( B_h \) by the \( L_h \) part in Fig. 1 is

\[
\mathbf{F}_h' = \mathbf{F}_h - \left( \sum_{i=1}^{n} f_{h,c1,i} \right) + f_{h,c2} + f_{h,c4} + f_{h,c3}
\]
\[ F_h = \frac{1}{\Omega} \sum_{T \neq 0} \sum_{i,j=1}^n (f_{ij,T \rightarrow i,0}) (r_i - h_0) \cdot \sigma_h + \frac{1}{\Omega} \sum_{i \neq j}^n (f_{ij,0 \rightarrow i,0}) (r_i - h_0) \cdot \sigma_h \]

\[ = F_h + \frac{1}{\Omega} \sum_{i=1}^n F_i r_i \cdot \sigma_h - \frac{1}{\Omega} \left( \sum_{i=1}^n F_i \right) h_0 \cdot \sigma_h \]

\[ = F_h + \frac{1}{\Omega} \sum_{i=1}^n F_i r_i \cdot \sigma_h, \quad \text{(25)} \]

where we have used Eq. (3). Now, let us introduce

\[ \varepsilon_p = \frac{1}{\Omega} \sum_{i=1}^n F_i r_i. \quad \text{(26)} \]

Then we have

\[ F'_h = F_h + \varepsilon _p \cdot \sigma_h = \left( \varepsilon _{\text{main}} + \varepsilon _p \right) \cdot \sigma_h = \varepsilon \cdot \sigma_h, \quad \text{(27)} \]

where the full interaction term of the internal stress is

\[ \varepsilon = \varepsilon _{\text{main}} + \varepsilon _p. \quad \text{(28)} \]

As a matter of fact, Eq. (28) is equivalent to Eq. (20). If all MD particles are in an equilibrium state, i.e. \( F_i = 0 \), for \( i = 1, 2, ..., n \), the full interaction term of the internal stress becomes \( \varepsilon = \varepsilon _{\text{main}} \), which is normally not zero.

**B. Kinetic-energy term in internal stress**

In Appendix B.2 of his book [3], Haile derived the kinetic-energy term of internal stress by considering a force associated with pure transport of momentum across geometrical planes, without collisions or any other interactions. Newton’s second law tells us that for a specific particle, any force acting on it causes its momentum to change, and any change in momentum must be done by a force or forces acting on it. Let us consider particle \( p \) with mass \( m > 0 \) running with a fixed velocity \( v \neq 0 \) without being acted on by any force. However, if we accept the idea of forces associated with pure transport of momentum, the particle passes through any geometrical plane, such a force becomes manifest. The questions are where the force comes from and under what conditions it should be considered.

In order to answer the questions, we need to distinguish between material-based and space-based systems [30]. When we talk about some fixed specific particles, we are employing material-based systems, which always contain the same particles. In this description, Newton’s second law can definitely be satisfied and no additional forces are needed. On the other hand, when we talk about a particle passing through a geometrical plane, we may be considering space-based systems.

Let us view the above uniformly moving particle \( p \) in a space-based system description. Imagine \( A \) and \( B \) are two neighboring empty space boxes that are separated by a plane \( PP' \). The single particle \( p \) passes through this plane from \( A \) into \( B \) during a short time interval \( \Delta t > 0 \). Let us define the spatial system \( S_A \) as the system containing all particles in box \( A \), and similarly the spatial system \( S_B \) of any particles in box \( B \). In these systems, the total number of particles may change with time. The momentum increase for system \( S_B \) during \( \Delta t \) is \( mv \). In order to satisfy Newton’s second law applied on system \( S_B \), there must be a force \( \mathbf{f} = mv/\Delta t \neq 0 \), acting on system \( S_B \) during this period. Where does this force come from? Obviously, there is no regular force. If we do the same thing for system \( S_A \), we find that another force \( \mathbf{f}' = -\mathbf{f} \neq 0 \) is needed to satisfy Newton’s second law on system \( S_A \) for the same period \( \Delta t \). These two additional forces are needed at the same time only when particle \( p \) passes from one into the other system. So we may regard them as the interaction forces between the two systems, which means that \( S_A \) acts on \( S_B \) with the force \( \mathbf{f} \) and \( S_B \) acts on \( S_A \) with the other force \( \mathbf{f}' \). This interaction obeys Newton’s Third Law. If every aspect remains the same except that particle \( p \) moves from \( B \) into \( A \) with velocity \(-v\), the forces between the two systems remain exactly the same.

In the material-based system description, there is no transport of momentum into or from the system and therefore no need to consider any additional forces. If the space-based system description is employed, the net rate of transport of momentum into a system from a neighboring system, \( \mathbf{M} \), should be added to the acceleration side of Newton’s second law. The corresponding additional force \( \mathbf{F} = \mathbf{M} \) is needed and must be added to the other side of the equation to keep it satisfied. The neighboring space-based system losing \( \mathbf{M} \) needs another force \(-\mathbf{F} \) to satisfy its
own Newtonian dynamics. These additional forces can be regarded as interactions between the space-based systems, satisfying Newton’s Third Law. They do not change the physics, but are necessary to maintain the same physics when the point of view is changed.

As a matter of fact, space-based system descriptions are widely used in study of continuous media, gas, and other systems with “changing mass”, as materials or particles are very difficult to trace in such situations. For example, an ideal gas is placed into a sealed cuboid container in a dynamical equilibrium state. If we imagine to use a fixed geometrical plane $PP'$ to cut the gas into a left and a right part, then both parts are space-based systems, and particles may move from one into the other. Then the force associated with transport of momentum acrossing plane $PP'$ must be considered and should be balanced by the regular force of collisions between the gas and the container in the surface, so that each of the two parts is in an equilibrium state.

For a periodic system, if we use a material-based system description, we need to trace particles and also have to explicitly consider their collisions with the external wall when they reach the bulk surface. Instead, let us employ the space-based system description to focus on what happens inside the bulk, with all that is happening at the surface considered in the form of the external stress. So specifically, the above $L_h$ and $R_h$ parts in Fig. 1 are both space-based systems. Now let us consider the above statistics over the indistinguishable translated states with the help of $QQ'$ again, but of the force associated with transport of momentum. If we say the total amount of such indistinguishable translated states is the cell volume $\Omega$, the amount of them where MD particle $i$ can cross plane $QQ'$ during unit time is $|\dot{r}_i \cdot \sigma_h|$, with momentum $m_i \dot{r}_i$ being carried each. Although, during this period of time, the period vectors may change, the change should be very limited compared with the period vectors themselves especially when approaching equilibrium states, then neglected. Then the averaged rate of momentum change

$$ f_{h,tm} = \frac{1}{\Omega} \sum_{i=1}^{n} m_i \dot{r}_i \cdot \sigma_h $$

(29)

should be added to $F_h$. As a result, Eq. (27) is updated to

$$ F_h = F'_h + f_{h,tm} = (\vec{\epsilon} + \vec{\tau}) \cdot \sigma_h, $$

(30)

where the instantaneous kinetic-energy term of the internal stress is

$$ \vec{\tau} = \frac{1}{\Omega} \sum_{i=1}^{n} m_i \dot{r}_i \dot{r}_i. $$

(31)

Defining the instantaneous internal stress (or virial stress in [29]) as

$$ \vec{\pi} = \vec{\epsilon} + \vec{\tau}, $$

(32)

the period dynamics Eq. (19) becomes

$$ \alpha_{h,h}\ddot{h} = (\vec{\pi} + \vec{\Upsilon}) \cdot \sigma_h \quad (h = a, b, c). $$

(33)

The observable period vectors showing fixed values under certain external conditions (e.g. constant external pressure and temperature) should not depend on the directions of particles’ motions. Now let us perform a further unweighted average of Eq. (33) over all moving directions of the MD particles. We first arrive at the averaged kinetic-energy term of internal stress by averaging Eq. (31):

$$ \overline{\tau} = \frac{1}{3\Omega} \sum_{i=1}^{n} m_i |\dot{r}_i|^2 \overline{T} = \frac{2}{3\Omega} E_{k,MD} \overline{T}, $$

(34)

where $E_{k,MD}$ is the total kinetic-energy of the MD particles. The forces corresponding to this part of the internal stress should be balanced by the part of the external forces involved in collisions between the particles in the bulk surface and the surrounding external walls, as in the above example of an ideal gas. Accordingly, the averaged internal stress from Eq. (32) is

$$ \overline{\pi} = \overline{\epsilon} + \overline{\tau}. $$

(35)

Then the period dynamics Eq. (33) changes into

$$ \alpha_{h,h}\ddot{h} = (\overline{\pi} + \overline{\Upsilon}) \cdot \sigma_h \quad (h = a, b, c). $$

(36)
V. SUMMARY AND DISCUSSION

Keeping Newton’s second law for MD particles and applying it to macroscopic half-systems with additional statistics over indistinguishable translated states and forces associated with transport of momentum applied, we arrived at a group of coupled dynamical equations, Eqs. (1) and (36), for periodic systems under constant external stress. Eq. (36) shows that the system period vectors are driven by the imbalance between the internal and external stresses.

The internal stress has both kinetic-energy and interaction terms. The kinetic-energy term was obtained from the statistics of forces associated with transport of momentum when the two halves of the system are recognized as space-based ones. A further statistics over movement directions of particles was carried out based on the observability of the period vectors. This effect should be reflected in collisions of surface particles with external walls.

For further discussion of the total kinetic-energy of the MD particles, let us divide all MD particles into some local groups and suppose each group \( g \) only shows a macroscopic motion of velocity \( \dot{\mathbf{r}}_g \), while every particle \( i \) in the group has a thermal motion of velocity \( \dot{\mathbf{u}}_i \) and the macroscopic motion of velocity \( \dot{\mathbf{r}}_g \). In other words, for any particle \( i \) of the group, the total velocity is \( \dot{\mathbf{r}}_i = \dot{\mathbf{u}}_i + \dot{\mathbf{r}}_g \), and the total thermal motion of the group is zero, i.e.

\[
\sum_{i \in g} m_i \dot{\mathbf{u}}_i = 0.
\]  

Then the kinetic-energy for the group

\[
E_{k,g} = \frac{1}{2} \sum_{i \in g} m_i (\dot{\mathbf{u}}_i + \dot{\mathbf{r}}_g)^2 = \frac{1}{2} \sum_{i \in g} m_i \dot{\mathbf{u}}_i^2 + \frac{1}{2} \sum_{i \in g} m_i \dot{\mathbf{r}}_g^2,
\]  

which means the thermal kinetic energy and the macroscopic kinetic energy of the group is separated.

Then the total kinetic-energy of the MD particles \( E_{k,MD} \) can also be written as a sum of the total thermal kinetic energy and the total macroscopic kinetic energy of the MD particles. The former reflects the temperature of the system. The latter may be zero for many systems, e.g. crystals, and may be significantly important in other systems, e.g. fluids. Considering Eqs. (4) and (37), the total macroscopic momentum of the MD cell should be zero, i.e.

\[
\sum_{g \in MD} \sum_{i \in g} m_i \dot{\mathbf{r}}_g = 0.
\]  

The full interaction term is divided into the main interaction term (Eq. (13)) and the rest (Eq. (26)). The former reflects the main interactions between the two halves of the system, while the latter covers the statistical change of such interactions over the indistinguishable translated states. Similar to Eq. (13), the full interaction term, Eq. (28), may also be written as

\[
\mathbf{\varepsilon} = -\frac{1}{\Omega} \sum_{z \in DOF} \left( \frac{\partial E_{p,MD}}{\partial z} \right) \mathbf{z},
\]  

where DOF refers to all degrees of freedom of the system. With this form, the dynamics may be easily extended to cases of more accurate forces, e.g. forces from quantum mechanical computations.

As defined in Eq. (18), the mass-like coefficient \( \alpha_{h,h} \) is determined by the size and shape of the macroscopic bulk and only affects the rate of change for period vectors. Since we are only interested in properties of the inner part of the bulk, we therefore simply suggest to set \( \alpha_{a,a} = \alpha_{b,b} = \alpha_{c,c} = M_{cell} \), in order to make computation feasible.

With simulations for a series values of constant external stress, this approach may also be used in studying system properties that change with external stress. For instance, the very interesting piezoelectric and piezomagnetic effects could be simulated.
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