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Abstract

In our previous studies [17, 18], the commonly reported issue that most of the existing mapped WENO schemes suffer from either losing high resolutions or generating spurious oscillations in long-run simulations of hyperbolic problems has been successfully addressed, by devising the improved mapped WENO schemes, namely MOP-WENO-X, where “X” stands for the version of the existing mapped WENO scheme. However, all the MOP-WENO-X schemes bring about the serious deficiency that their resolutions in the region with high-frequency but smooth waves are dramatically decreased compared to their associated WENO-X schemes. The purpose of this paper is to overcome this drawback. We firstly present the definition of the locally order-preserving (LOP) mapping. Then, by using a new proposed posteriori adaptive technique, we apply this LOP property to obtain the new mappings from those of the WENO-X schemes. The essential idea of the posteriori adaptive technique is to identify the global stencil in which the existing mappings fail to preserve the LOP property, and then replace the mapped weights with the weights of the classic WENO-JS scheme to recover the LOP property. We build the resultant mapped WENO schemes and denote them as LOP-WENO-X. The numerical experiments demonstrate that the resolutions in the region with high-frequency but smooth waves of the LOP-WENO-X schemes are similar or even better than those of their associated WENO-X schemes and naturally much higher than the MOP-WENO-X schemes. Furthermore, the LOP-WENO-X schemes gain all the great advantages of the MOP-WENO-X schemes, such as attaining high resolutions and in the meantime preventing spurious oscillations near discontinuities when solving the one-dimensional linear advection problems with long output times, and significantly reducing the post-shock oscillations in the simulations of the two-dimensional problems with shock waves.
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1. Introduction

In the numerical calculation of hyperbolic conservation laws in the form

\[
\frac{\partial \mathbf{u}}{\partial t} + \nabla \cdot \mathbf{F}(\mathbf{u}) = 0,
\]

with proper initial conditions and boundary conditions, the class of weighted essentially non-oscillatory (WENO) schemes [23, 24, 19, 12, 22], which is an evolution of the essentially non-oscillatory (ENO) schemes [8, 9, 10, 7], is widely used due to its success in using a nonlinear convex combination of all the candidate stencils to automatically achieve high-order accuracy in smooth regions and without destroying the non-oscillatory property near shocks or other discontinuities. The classic WENO-JS proposed by Jiang and Shu [12] is the most popular one of the WENO schemes. By using the sum of the normalized squares of the scaled \(L_2\)-norms of all the derivatives of \(r\) local interpolating polynomials, a new measurement of the smoothness of the numerical solutions on substencils, named smoothness indicators, is devised to help to obtain \((2r-1)\)th-order of accuracy from the \(r\)th-order ENO schemes.
It is well-known that the WENO-JS scheme is a quite successful methodology for solving problems modeled by the hyperbolic conservation laws in the form of Eq.(1). However, despite its great advantages of efficient implementation and high-order accuracy, its convergence orders dropped for many cases such as at or near critical points of order \( n_{cp} = 1 \) in the smooth regions. Here, we refer to \( n_{cp} \) as the order of the critical point; e.g., \( n_{cp} = 1 \) corresponds to \( f'' = 0, f''' \neq 0 \) and \( n_{cp} = 2 \) corresponds to \( f'' = 0, f''' = 0, f'''' \neq 0 \), etc. In [11], Henrick et al. pointed out that the fifth-order WENO-JS scheme fails to yield the optimal convergence order at or near critical points where the first derivative vanishes but the third derivative does not simultaneously. In the same article, they derived the necessary and sufficient conditions on the nonlinear weights for optimality of the convergence rate of the fifth-order WENO schemes and these conditions were reduced to a simpler sufficient condition by Borges et al. [11], which could be easily extended to the \((2r-1)\)th-order WENO schemes [4]. Then, in order to address the drawback of the WENO-JS scheme discussed above, Henrick et al. [11] innovatively designed a mapping function satisfying the sufficient condition to achieve the optimal order of accuracy, leading to the original mapped WENO scheme, named WENO-M hereafter. Since then, obeying the similar criteria proposed by Henrick et al. [11], many different kinds of mapped WENO schemes have been successfully proposed [3][4][14][28][16][15].

In [4], by rewriting the mapping function of the WENO-M scheme in a simpler and more meaningful form and then extending it to a general class of improved mapping functions, Feng et al. proposed the group of WENO-IM(\(k,A\)) schemes and WENO-IM(2, 0.1) was recommended. WENO-IM(2, 0.1) can significantly decrease the dissipations of the WENO-M scheme leading to higher resolutions. However, in [28], Wang et al. indicated that the seventh- and ninth-order WENO-IM(2, 0.1) schemes generated evident spurious oscillations near discontinuities with a long output time. Furthermore, the present authors have reported that [16][17], even for the fifth-order WENO-IM(2,0.1) scheme, the spurious oscillations are also produced when the grid number increases. In [3], Feng et al. found that, when the WENO-M scheme was used for solving the problems with discontinuities, its mapping function may amplify the effect from the non-smooth stencils leading to a potential loss of accuracy near discontinuities and this loss of accuracy could be accumulated when the simulating time is large. To fix this issue, two additional requirements, that is, \( g'(0) = 0 \) and \( g'(1) = 0 \) \((g(x)\) denotes the mapping function), to the original criteria in [11] was proposed and then a piecewise polynomial mapping function satisfying these additional requirements was devised. The resultant scheme was denoted as WENO-PM\(k\) and \(k = 6\) was recommended. The WENO-PM6 scheme [3] obtained significantly higher resolution than the WENO-M scheme when computing the one-dimensional linear advection problem with long output times. However, it may generate the non-physical oscillations near the discontinuities as shown in Fig. 8 of [4] and Figs. 3-8 of [28].

Besides WENO-IM(2, 0.1) and WENO-PM6, many other modified mapped WENO schemes have been successfully proposed to enhance the conventional WENO-JS scheme’s performance, e.g., WENO-PPM\(n\) [14], WENO-RM\((\text{mod})\) [28], WENO-MAIM1 [16], WENO-ACM [15], MIP-WENO-ACM\(k\) [17] and et al. Despite that, as reported in literatures [4][28], most of these existing modified mapped WENO schemes can hardly avoid the spurious oscillations near discontinuities, especially for long output time simulations. In addition, when computing the 2D problems with shock waves, the post-shock oscillations become very serious for most of the existing modified mapped WENO schemes [15].

It was reported [17] that, for many existing mapped WENO schemes, e.g., WENO-PM6 [3], WENO-IM(2, 0.1) [4], WENO-MAIM1 [16], MIP-WENO-ACM\(k\) [17] and et al, the order of the nonlinear weights for the substencils of the same global stencil has been changed at many points in the mapping process. This is caused by weights increasing of non-smooth substencils and weights decreasing of smooth substencils. As far as it is known, this phenomenon occurs in all existing mapped WENO schemes. After a systematic theoretical analysis and a further verification with extensive numerical experiments, the authors claimed that the order-change of the mapped nonlinear weights may essentially cause the resolution loss or generate the non-physical numerical oscillations by existing mapped WENO schemes, when making long output time simulations. Then, the concept of order-preserving mapping has been defined and the order-preserving property was suggested as an additional criterion in the design of the mapping function. Following this criterion, the new mapped WENO scheme, say, MOP-WENO-ACM\(k\), was proposed. It was examined by numerical tests that the MOP-WENO-ACM\(k\) scheme can obtain the optimal convergence rates in smooth regions even in the presence of critical points. And also, it is able to remove spurious oscillations around discontinuities and to reduce the numerical dissipations so that the resolutions are very high for long output times. Furthermore, the MOP-WENO-ACM\(k\) scheme has a significant advantage in decreasing the post-shock oscillations when solving the 2D tests with shock waves. Lately, the idea of order-preserving mapping was successfully introduced into other
existing mapped WENO schemes and the resultant improved mapped schemes [13], say, MOP-WENO-X, gained all the benefits of the MOP-WENO-ACMk scheme. However, disappointedly, all the MOP-WENO-X schemes including MOP-WENO-ACMk fail to achieve high resolutions in the region with high-frequency but smooth waves, such as the Shu-Osher problem [24] and the Titarev-Toro problem [25, 27, 26]. Indeed, their resolutions are even much lower than the associated WENO-X schemes (see subsection 4.1 below).

Our major purpose in this study is to address the aforementioned shortcoming of the MOP-WENO-X schemes while maintaining their benefits. We propose the definition of the locally order-preserving (LOP) mapping, which is a development of the order-preserving (OP) mapping given in [17]. By using a posteriori adaptive technique, we apply the LOP property to various existing mapped WENO schemes leading to a new class of mapped WENO schemes, denoted as LOP-WENO-X. Firstly, a new function named postINDEX used to implement the posteriori adaptive technique is defined (see Definition 3 in subsection 3.2 below). Then, a general algorithm to construct LOP mappings based on the existing mappings by using the posteriori adaptive technique is proposed. We present the properties and the necessary proofs or analyses of the mappings of the LOP-WENO-X schemes. The convergence rates of accuracy of the LOP-WENO-X schemes have also been given. Solutions for 1D linear advection problems with initial conditions including high-order critical points and discontinuities at large output times have been discussed in detail. We demonstrate the great advantages of the LOP-WENO-X schemes in the region with high-frequency but smooth waves by solving the Shu-Osher and Titarev-Toro problems. At last, for 2D Euler equations, numerical experiments of accuracy tests and a benchmark problem with shock waves, are run to show the good performances of the LOP-WENO-X schemes.

We organize the remainder of this paper as follows. In Section 2, we briefly review the preliminaries to understand the procedures of the WENO-JS [12], WENO-M [11] and some other versions of mapped WENO schemes. The main contribution of this paper will be presented in Section 3, where we provide the posteriori adaptive technique to build a general method to introduce the locally order-preserving mapping and hence derive the LOP-WENO-X schemes for improving the existing mapped WENO-X schemes. Some numerical results of 2D Euler equations are provided in Section 4 to illustrate the performance and advantages of the proposed WENO schemes. Finally, we close this paper with concluding remarks in Section 5.

2. Preliminaries

2.1. The fifth-order WENO-JS scheme

For the hyperbolic conservation laws in Eq. (1), without loss of generality, we discuss its simplest form of the one-dimensional scalar equation

\[ u_t + f(u)_x = 0. \]  

(2)

Let \( I_j \) be a control volume of the given computational domain \([x_l, x_r]\) with the \( j \)th cell \( I_j := [x_{j-1/2}, x_{j+1/2}] \). The center and boundaries of \( I_j \) are denoted by \( x_j = x_l + (j - 1/2) \Delta x \) and \( x_{j+1/2} = x_j + \Delta x/2 \) with the cell size \( \Delta x = \frac{r-x}{N} \) leading to the uniform meshes. Let \( \hat{u}_j(t) \) be the numerical approximation to the cell average \( \check{u}(x_j, t) = \frac{1}{\Delta x} \int_{x_{j-1/2}}^{x_{j+1/2}} u(\xi, t) d\xi \), then the semi-discretization form of Eq. (2) can be written as

\[ \frac{d\hat{u}_j(t)}{dt} \approx -\frac{1}{\Delta x} (\hat{f}_{j+1/2} - \hat{f}_{j-1/2}), \]  

(3)

where \( \hat{f}_{j+1/2} = \hat{f}(u_{j+1/2}^+, u_{j+1/2}^-) \) is the numerical flux used to approximate the physical flux function \( f(u) \) at the cell boundaries \( x_{j+1/2} \). In this paper, the values of \( u_{j+1/2}^+ \) are calculated by the WENO reconstructions narrated later, and hereafter, we will only describe how \( u_{j+1/2}^- \) is approximated as the formulas for \( u_{j+1/2}^- \) are symmetric to \( u_{j+1/2}^+ \) with respect to \( x_{j+1/2} \). Also, for brevity, we will drop the “-” sign in the superscript.

In the fifth-order WENO-JS scheme, a 5-point global stencil \( S^5 = \{I_{j-2}, I_{j-1}, I_j, I_{j+1}, I_{j+2}\} \) is used to construct the values of \( u_{j+1/2}^- \) from known cell average values \( \hat{u}_j \). The global stencil is subdivided into three 3-point substencils \( S_s = \{I_{j+s-2}, I_{j+s-1}, I_{j+s}\} \) with \( s = 0, 1, 2 \). It is known that the third-order approximations of \( u(x_{j+1/2}, t) \) associated with...
these substencils are explicitly given by

\[ u_{j+1/2}^0 = \frac{1}{3} \bar{u}_{j-2} - \frac{7}{6} \bar{u}_{j-1} + \frac{11}{6} \bar{u}_j, \]
\[ u_{j+1/2}^1 = -\frac{1}{6} \bar{u}_{j-1} + \frac{5}{6} \bar{u}_j + \frac{1}{3} \bar{u}_{j+1}, \]  \[ u_{j+1/2}^2 = \frac{1}{3} \bar{u}_j + \frac{5}{6} \bar{u}_{j+1} - \frac{1}{6} \bar{u}_{j+2}. \]  \[ (4) \]

Through a convex combination of those third-order approximations of substencils, the \( u_{j+1/2} \) of global stencil \( S^5 \) is computed as follows

\[ u_{j+1/2} = \sum_{s=0}^{2} \omega_s u_{j+1/2}^s. \]  \[ (5) \]

The nonlinear weights of WENO-JS is calculated by

\[ \omega_s^{JS} = \frac{a_s^{JS}}{\sum_{i=0}^{2} a_i^{JS}}, \quad a_s^{JS} = \frac{d_s}{(\epsilon + \beta_s)^2}, \quad s = 0, 1, 2, \]  \[ (6) \]

where the ideal linear weights \( d_0 = 0.1, d_1 = 0.6, d_2 = 0.3, \epsilon > 0 \) is a very small number so that the denominator will not be zero, and the smoothness indicators \( \beta_s \) are given as [12]

\[ \beta_0 = \frac{13}{12} (\bar{u}_{j-2} - 2\bar{u}_{j-1} + \bar{u}_j)^2 + \frac{1}{4} (\bar{u}_{j-2} - 4\bar{u}_{j-1} + 3\bar{u}_j)^2, \]
\[ \beta_1 = \frac{13}{12} (\bar{u}_{j-1} - 2\bar{u}_j + \bar{u}_{j+1})^2 + \frac{1}{4} (\bar{u}_{j-1} - 3\bar{u}_{j+1})^2, \]
\[ \beta_2 = \frac{13}{12} (\bar{u}_j - 2\bar{u}_{j+1} + \bar{u}_{j+2})^2 + \frac{1}{4} (3\bar{u}_j - 4\bar{u}_{j+1} + 3\bar{u}_{j+2})^2. \]

The WENO-JS scheme fails to obtain the designed convergence rates of accuracy at or near critical points. More details can be found in [11].

2.2. The mapped WENO approach

To recover the designed convergence order at or near critical points, Henrich et al. [11] designed a mapping function taking the form

\[ (g^M)_s(\omega) = \frac{\omega (d_s + d_s^2 - 3d_s \omega + \omega^2)}{d_s^2 + (1 - 2d_s)\omega}, \quad s = 0, 1, 2. \]  \[ (7) \]

One can easily verify that \((g^M)_s(\omega)\) is a non-decreasing monotone function on \([0, 1]\) with finite slopes and satisfies the following properties.

**Lemma 1.** The mapping function \((g^M)_s(\omega)\) defined by Eq.(7) satisfies:

- **C1.** \( 0 \leq (g^M)_s(\omega) \leq 1, (g^M)_s(0) = 0, (g^M)_s(1) = 1; \)
- **C2.** \((g^M)_1(\omega) = d_2; \)
- **C3.** \((g^M)_s(\omega) = (g^M)_{s+1}(\omega), \quad s = 0. \)

After Henrich’s innovative work, many other mapping functions have been successfully designed [4, 3, 14, 28, 16, 15, 17]. Here, we directly express some mapping functions of these schemes succinctly as shown in Table 1. For more details and other versions of the mapping function, we refer to the references.
### Table 1. Mapping functions for different mapped WENO schemes.

| Scheme       | Mapping function          | Coefficients                                                                 | Parameter settings | \( n_x \) |
|--------------|---------------------------|-------------------------------------------------------------------------------|--------------------|----------|
| WENO-JS, [12] | \((g_{JS})_f(\omega) = \omega\) | None                                                                          | None               | -        |
| WENO-M, [11] | \((g_{M})_f(\omega) = \frac{\omega(d_i + d_i^2 - 3d_i\omega + \omega^2)}{d_i^2 + (1 - 2d_i\omega)}\) | None                                                                          | None               | 2        |
| WENO-PMk, [3] | \((g_{PMk})_f(\omega) = C_1(\omega - d_i)f^{k+1}(\omega + C_2) + d_i\) | \((C_1, C_2) = \begin{cases} \left((-1)^{k+1} \frac{d_i}{d_i^{k+1} + 1} \right), & 0 \leq \omega \leq d_i, \\ \left(- \frac{k+1}{d_i^{k+1} + 1}, \frac{d_i - (k + 2)}{k + 1} \right), & d_i < \omega \leq 1. \end{cases}\) | \( k = 6 \)       | \( k \) |
| WENO-IM(k, A), [4] | \((g_{IM})_f(\omega) = d_i + \frac{\omega - d_i f^{k+1}(\omega - d_i)f^{k+1}A}{(\omega - d_i)f^{k+1}A + \omega(1 - \omega)}\), \( A > 0, k = 2n, n \in \mathbb{N}^+ \) | None                                                                          | \( \begin{cases} k = 2, \\ A = 0.1 \end{cases} \) | \( k \) |
| WENO-PPMn, [14] | \((g_{PPMn})_f(\omega) = \begin{cases} \left(\frac{g_{PPM1, n}}{d_i} \right)(\omega) = d_i(1 + (a - 1)^2), & \omega \in [0, d_i], \\ \left(\frac{g_{PPM2, n}}{d_i} \right)(\omega) = d_i + b^2(\omega - d_i)^2, & \omega \in (d_i, 1]. \end{cases}\) | \( \begin{cases} a = \frac{\omega}{d_i}, \\ b = \frac{d_i - 1}{d_i - 1} \end{cases} \) | \( n = 5 \)       | 4        |
| WENO-RM(mn0), [23] | \((g_{RM})_f(\omega) = d_i + \frac{(\omega - d_i)^2}{a_0 + a_1(\omega + a_2\omega^2 + a_3\omega^3)}\) | \( \begin{cases} a_0 = d_i^2, \\ a_1 = -7d_i^3, \\ a_2 = 21d_i^4, \\ a_3 = (1 - d_i)^5 - 2 \sum_{i=0}^{2} a_i. \end{cases} \) | \( \begin{cases} m = 2, \\ n = 6 \end{cases} \) | 3, 4     |
| WENO-ACM, [15] | \((g_{ACM})_f(\omega) = \begin{cases} \frac{d_i}{2} \text{sgm}(\omega - \text{CFS}, \delta, A, k) + \frac{d_i}{2}, & \omega \leq d_i, \\ \frac{1 - d_i}{2} \text{sgm}(\omega - \text{CFS}, \delta, A, k) + \frac{1 + d_i}{2}, & \omega > d_i, \end{cases}\) | \( \text{sgm}(x, \delta, A, k) = \begin{cases} \frac{x}{|x|}, & |x| \geq \delta, \\ A(\delta^2 - x^2)^{3/2}, & |x| < \delta. \end{cases} \) | \( \begin{cases} B = 20, \\ k = 2, \\ \delta_1 = 1 - 6, \\ \text{CFS} = d_i/10. \end{cases} \) | \( \infty \)  |
2.3. Time discretization

In order to advance the ODEs (see Eq. (3)) resulting from the semi-discretized PDEs in time, we use the following explicit, third-order, strong stability preserving (SSP) Runge-Kutta method [23, 5, 3]

\[
\begin{align*}
\vec{U}^{(1)} &= \vec{U}^n + \Delta t \mathcal{L}(\vec{U}^n), \\
\vec{U}^{(2)} &= \frac{3}{4} \vec{U}^n + \frac{1}{4} \vec{U}^{(1)} + \frac{1}{4} \Delta t \mathcal{L}(\vec{U}^{(1)}), \\
\vec{U}^{n+1} &= \frac{1}{3} \vec{U}^n + \frac{2}{3} \vec{U}^{(2)} + \frac{2}{3} \Delta t \mathcal{L}(\vec{U}^{(2)}),
\end{align*}
\]

where \( \mathcal{L}(\cdot) := -\frac{1}{\Delta x} (f_{j+1/2} - f_{j-1/2}) \). \( \vec{U}^{(1)} \), \( \vec{U}^{(2)} \) are the intermediate stages, \( \vec{U}^n \) is the value of \( \vec{U} \) at time level \( t^n = n \Delta t \), and \( \Delta t \) is the time step satisfying some proper CFL condition. The WENO reconstructions will be applied to compute \( \mathcal{L}(\cdot) \). The well-known global Lax-Friedrichs flux, that is, \( f(a, b) = \frac{1}{4} [f(a) + f(b) - a(b - a)] \), will be employed.

3. The locally order-preserving (LOP) mapped WENO schemes

3.1. Definition of the locally order-preserving (LOP) mapping

In [17], the authors innovatively proposed the definition of the order-preserving (OP) and non-order-preserving (non-OP) mapping and claimed that the OP property plays an essential role in obtaining high resolution and avoiding spurious oscillations meanwhile for long output time simulations. However, the requirement, that is to make sure the mapping functions to be OP in the whole range of \( \omega \in (0, 1) \), is a sufficient, but not a necessary, condition for the low dissipation and robustness. Actually, this requirement is too strict in some sense. Therefore, we develop the locally order-preserving (LOP) mapping.

**Definition 1.** (locally order-preserving mapping) For \( \forall x_j \), let \( S^{2r-1} \) denote the \((2r-1)\)-point global stencil centered around \( x_j \). Assume that \( \{\omega_0, \cdots, \omega_{r-1}\} \) are the nonlinear weights associated with the \( r \)-point substencils \( \{S_0, \cdots, S_{r-1}\} \), and \( (g^X)_s(\omega) \), \( s = 0, \cdots, r - 1 \) is the mapping function of the mapped WENO-X scheme. If for \( \forall m, n \in [0, \cdots, r - 1] \), when \( \omega_m > \omega_n \), we have \( (g^X)^m_\omega(\omega_m) \geq (g^X)^n_\omega(\omega_m) \), and when \( \omega_m = \omega_n \), we have \( (g^X)^m_\omega(\omega_m) = (g^X)^n_\omega(\omega_m) \), then we say the set of mapping functions \( \{(g^X)^s_\omega(\omega), s = 0, \cdots, r - 1\} \) is locally order-preserving (LOP).

To maintain coherence and for the convenience of the readers, we state the definition of OP/non-OP point proposed in [17].

**Definition 2.** (OP/non-OP point) We say that a non-OP process occurs at \( x_j \), if \( \exists m, n \in [0, \cdots, r - 1] \), s.t.

\[
\begin{align*}
(\omega_m - \omega_n)((g^X)^m_\omega(\omega_m) - (g^X)^n_\omega(\omega_n)) < 0, & \quad \text{if } \omega_m \neq \omega_n, \\
(g^X)^m_\omega(\omega_m) \neq (g^X)^n_\omega(\omega_n), & \quad \text{if } \omega_m = \omega_n.
\end{align*}
\]

And we say \( x_j \) is a non-OP point. Otherwise, we say \( x_j \) is an OP point.

**Remark 1.** Naturally, if the set of mapping functions \( \{(g^X)^s_\omega(\omega), s = 0, \cdots, r - 1\} \) is not LOP, it must be non-OP.

3.2. Design of the LOP mapped WENO schemes

For illustrative purposes in the present study we mainly consider a limited number of existing WENO schemes as shown in Table [1] where we present their setting parameters. The notation \( n_X \) denotes the order of the specified critical point, namely \( \omega = d_i \), of the mapping function of the WENO-X scheme, that is, \( (g^X)^s_\omega(d_i) = \cdots = (g^X)^{n_X}_\omega(d_i) = 0, (g^X)^{n_X+1}_\omega(d_i) \neq 0 \). To simplify the presentation below, we have already presented \( n_X \) of the WENO-X scheme in the last column of Table [1]

**Lemma 2.** For the WENO-X scheme shown in Table [4], the mapping function \( (g^X)^s_\omega(\omega), s = 0, 1, \cdots, r - 1 \) is monotonically increasing over [0, 1].
Proof. See the references given in the last column of Table 1.

Before proposing Algorithm 1 to devise the posteriori adaptive OP mapping, we firstly give the postINDEX function and a set of function \( \mathcal{S}^X \) by the following definitions.

**Definition 3.** (postINDEX function) The postINDEX function is defined as follows

\[
\text{postINDEX}(a, b, X) = \left( \omega_a^{JS} - \omega_b^{JS} \right) \left( s_a^X(\omega_a^{JS}) - s_b^X(\omega_b^{JS}) \right),
\]

where \( a, b = 0, \cdots, r - 1 \), \( \omega_a^{JS}, \omega_b^{JS} \) are the nonlinear weights of the WENO-JS scheme, and \( g_a^X(\omega) \) is the mapping function of the existing mapped WENO-X scheme as shown in Table 1.

**Definition 4.** Define a set of function \( \mathcal{S}^X \) as follows

\[
\mathcal{S}^X = \left\{ \text{postINDEX}(a, b, X) : \text{postINDEX}(a, b, X) > 0 \right\} \bigcup \left\{ \text{postINDEX}(a, b, X) : \omega_a^{JS} - \omega_b^{JS} = g_a^X(\omega_a^{JS}) - g_b^X(\omega_b^{JS}) = 0 \right\}.
\]

For any existing \((2r - 1)\)th-order mapped WENO schemes, e.g., the mapped WENO-X schemes in Table 1, we have the following property.

**Lemma 3.** At \( x_j \), for \( \forall a, b = 0, 1, \cdots, r - 1 \) and \( a \neq b \), if \( \text{postINDEX}(a, b, X) \in \mathcal{S}^X \), then \( x_j \) is an OP point to the WENO-X scheme. Otherwise, if \( \exists a, b = 0, 1, \cdots, r - 1 \) and \( a \neq b \), s.t. \( \text{postINDEX}(a, b, X) \notin \mathcal{S}^X \), then \( x_j \) is a non-OP point to the WENO-X scheme.

**Proof.** According to Definitions 2, 3, and 4, we can trivially finish the proof.

By using the postINDEX function, we build a general method to introduce LOP mappings into the existing non-OP mapped WENO schemes, as given in Algorithm 1.

**Theorem 1.** The set of mapping functions \( \left\{ (g^{\text{LOP-X}}_{\lambda})_s(\omega_j^{JS}), s = 0, 1, \cdots, r - 1 \right\} \) obtained through Algorithm 1 is LOP.

**Proof.** Naturally, the WENO-JS scheme could be treated as a mapped WENO scheme whose mapping function is defined as \( g^{JS}(\omega) = \omega, s = 0, \cdots, r - 1 \), and it is easy to verify that the set of mapping functions \( \left\{ (g^{JS})_s(\omega), s = 0, \cdots, r - 1 \right\} \) is LOP while the widths of its optimal weight intervals (standing for the intervals about \( \omega = d_i \) over which the mapping process attempts to use the optimal weights, see [16, 15]) are zero. Thus, for the case of \( \lambda = 0 \) in Algorithm 1 (see line 22), the set of \( \left\{ (g^{\text{LOP-X}}_{\lambda})_s(\omega_j^{JS}), s = 0, 1, \cdots, r - 1 \right\} \) is LOP as \( \alpha_j^{JS} \) is the unnormalized weights associated with \( \omega_j^{JS} \). For the other case of \( \lambda = 1 \) in Algorithm 1 according to Lemma 3, we can directly get that the set of \( \left\{ (g^{\text{LOP-X}}_{\lambda})_s(\omega_j^{JS}), s = 0, 1, \cdots, r - 1 \right\} \) is LOP. Now, we have finished the proof.

We now define the modified weights which are LOP as follows

\[
\alpha_s^{\text{LOP-X}} = \frac{\alpha_s^{\text{LOP-X}}}{\sum_{l=0}^{r-1} \alpha_l^{\text{LOP-X}}}, \quad \alpha_s^{\text{LOP-X}} = (g^{\text{LOP-X}})_s(\omega_j^{JS}),
\]

where \( s = 0, \cdots, r - 1 \) and \( (g^{\text{LOP-X}})_s(\omega_j^{JS}) \) is computed through Algorithm 1. We denote by LOP-WENO-X the associated schemes.
Algorithm 1: A general method to construct LOP mappings.

input: $s$, index indicating the substencil $S_s$ and $s = 0, 1, \cdots, r - 1$

d, optimal weights
\(\alpha_{JS}^{s}\), nonnormalized nonlinear weights computed by the WENO-JS scheme
\(\omega_{JS}^{s}\), nonlinear weights computed by the WENO-JS scheme
\((g_X)_{JS}^{s}(\omega)\), nonnormalized nonlinear weights computed by the mapped WENO-X scheme

output: \(\{(g_{\text{LOP}} - X)_{JS}^{s}(\omega_{JS}^{s}), s = 0, 1, \cdots, r - 1\}\), the new set of mapping functions that is LOP

1 \((g_X)_{JS}^{s}(\omega), s = 0, 1, \cdots, r - 1\) is a monotonically increasing mapping function over [0, 1], and the set of mapping functions \(\{(g_X)_{JS}^{s}(\omega), s = 0, 1, \cdots, r - 1\}\) is non-OP;

2 // implementation of the ‘‘postINDEX’’ function in Definition 3
3 for \(s_1 = 0; s_1 \leq r - 2; s_1 + + \) do
4 \hspace{0.5cm} for \(s_2 = s_1 + 1; s_2 \leq r - 1; s_2 + + \) do
5 \hspace{1.0cm} \(\kappa = \text{postINDEX}(s_1, s_2, X)\);
6 \hspace{1.0cm} if \(\kappa \in S_X\) then
7 \hspace{1.5cm} \(\lambda = 1;\)
8 \hspace{1.0cm} else
9 \hspace{1.5cm} \(\lambda = 0;\)
10 \hspace{1.0cm} Break;
11 \hspace{1.0cm} end
12 \hspace{0.5cm} end
13 if \(\lambda = 0\) then
14 \hspace{0.5cm} Break;
15 \hspace{0.5cm} end
16 end
17 // get \((g_{\text{LOP}} - X)_{JS}^{s}\)
18 for \(s = 0; s \leq r - 1; s + + \) do
19 \hspace{0.5cm} if \(\lambda = 1\) then
20 \hspace{1.0cm} \((g_{\text{LOP}} - X)_{JS}^{s} = (g_X)_{JS}^{s}\);
21 \hspace{1.0cm} else
22 \hspace{1.5cm} \((g_{\text{LOP}} - X)_{JS}^{s} = \alpha_{JS}^{s}.// \alpha_{JS}^{s}\) is computed by Eq. (6)
23 \hspace{1.0cm} end
24 \hspace{0.5cm} end

3.3. Convergence properties

To study the properties of the mapping functions of the LOP-WENO-X schemes, we make a detailed analysis of the real-time mapping relationship. In constrast to commonly used mapping relationships that are directly computed by the designed mapping functions, the real-time mapping relationship here is obtained from the calculation of some specific problem at specified output time. Without loss of generality, we consider the following one-dimensional linear advection equation

\[
\frac{\partial u}{\partial t} + \frac{\partial u}{\partial x} = 0, \quad -1 \leq x \leq 1, \quad (12)
\]

with the initial condition of \(u(x, 0) = \sin(\pi x)\). In Fig. 1 and Fig. 2 we plot the real-time mapping relationships of the LOP-WENO-M and WENO-M schemes, the LOP-WENO-RM(260) and WENO-RM(260) schemes, as well as the designed mappings of the WENO-M and WENO-RM(260) schemes with \(t = 2.0\). We find that the real-time mapping relationships of the LOP-WENO-M and LOP-WENO-RM(260) schemes are identical to those of the WENO-M and WENO-RM(260) schemes respectively. Actually, after extensive tests, the same results are observed for all other considered LOP-WENO-X and WENO-X schemes, and we do not present them here just for simplicity. Thus, we summarize this property as follows.
Lemma 4. The real-time mapping relationship of the LOP-WENO-X scheme is identical to that of the corresponding existing mapped WENO-X scheme presented in Table 7 in smooth regions where $n_{cp} < r - 1$.

Then, we can trivially get the following Theorem.

Theorem 2. If $n_{cp} < r - 1$, the mapping function $(g_{LOP-X})'(\omega)$ obtained from Algorithm 1 satisfies the following properties:

C1. for $\omega \in (0, 1), (g_{LOP-X})'(\omega) \geq 0$;
C2. for $\omega \in \Omega, 0 \leq (g_{LOP-X})'(\omega) \leq 1$;
C3. $(g_{LOP-X})'(d_i) = d_i, (g_{LOP-X})'_1(d_i) = \cdots = (g_{LOP-X})'_{n_X}(d_i) = 0$ where $n_X$ is given in Table 1;
C4. $(g_{LOP-X})'_1(0) = 0, (g_{LOP-X})'_1(1) = 1, (g_{LOP-X})'_1(0) = (g_{LOP-X})'_1(1) = (g_{X})'_1(1)$.

Fig. 1. Comparison for the real-time mappings on solving Eq. (12) with $u(x, 0) = \sin(\pi x)$ using WENO-M and LOP-WENO-M.

It is worthy to indicate that Lemma 4 is not always true when the initial condition includes discontinuities. To show this, we solve Eq. (12) with an initial condition as follows

$$u(x, 0) = \begin{cases} 
\frac{1}{6}[G(x, \beta, z - \bar{\delta}) + 4G(x, \beta, z) + G(x, \beta, z + \bar{\delta})], & x \in [-0.8, -0.6], \\
1, & x \in [-0.4, -0.2], \\
1 - |10(x - 0.1)|, & x \in [0, 0.2], \\
\frac{1}{6}[F(x, \alpha, \alpha - \bar{\delta}) + 4F(x, \alpha, \alpha) + F(x, \alpha, \alpha + \bar{\delta})], & x \in [0.4, 0.6], \\
0, & \text{otherwise},
\end{cases}$$

where $G(x, \beta, z) = e^{-\beta(x-z)^2}$, $F(x, \alpha, \alpha) = \sqrt{\max(1-\alpha^2(x-a)^2,0)}$, and the constants are $\bar{\delta} = -0.7, \delta = 0.005, \beta = \log \frac{2}{36\delta^2} a = 0.5$ and $\alpha = 10$. For brevity in the presentation, we call this Linear Problem SLP as it is presented by Shu et al. in [12]. It is known that this problem consists of a Gaussian, a square wave, a sharp triangle and a semi-ellipse. In the calculations here, the periodic boundary condition is used and the CFL number is taken to be 0.1. We take a uniform cell number of $N = 800$ and a short output time of $t = 2$. In Fig. 3 we give the real-time mapping relationships of the LOP-WENO-X schemes, as well as the WENO-X schemes. It can be seen that the real-time mapping relationships of the LOP-WENO-X schemes are very different from those of the WENO-X schemes.

In Theorem 3 we give the convergence properties of the $(2r - 1)$th-order LOP-WENO-X schemes. As Theorem 2 is true, the proof of Theorem 3 is almost identical to that of the associated WENO-X schemes in the references presented in Table 1.
In this test, the computational domain is $(2x, 0)$. Theorem 3. The requirements for the $(2r - 1)$-th-order LOP-WENO-X schemes to achieve the optimal order of accuracy are identical to those of their associated $(2r - 1)$-th-order WENO-X scheme.

3.4. Long-run simulations of linear advection equation for comparison

3.4.1. With high-order critical points

In order to demonstrate the ability of the LOP-WENO-X schemes that they can preserve high resolutions for the problem including high-order critical points with long output times, we conduct the following test.

Example 1. We solve Eq. (12) with the periodic boundary condition by considering an initial condition that has high-order critical points, taking the form

$$u(x, 0) = \exp \left( - \frac{(x - 9.0)^5 \cos^9 (\pi(x - 9.0))}{(x - 9.0)^5 \cos^9 (\pi(x - 9.0))} \right).$$

In this test, the computational domain is $x \in (7.5, 10.5)$ and the CFL number is $(\Delta x)^{2/3}$.

The following $L_1$ and $L_{\infty}$ errors are computed to test the dissipations of the schemes

$$L_1 = h \cdot \sum_{i=1}^{N} \left| u_i^{\text{exact}} - (u_i) \right|, \quad L_{\infty} = \max_{1 \leq i \leq N} \left| u_i^{\text{exact}} - (u_i) \right|,$$

where $N$ is the number of the cells and $h$ is the associated uniform spatial step size. $(u_i)$ is the numerical solution and $u_i^{\text{exact}}$ is the exact solution. It is trivial to verify that the exact solution is $u(x, t) = \exp \left( - \frac{(x - 9.0)^5 \cos^9 (\pi(x - 9.0))}{(x - 9.0)^5 \cos^9 (\pi(x - 9.0))} \right)$.

In addition, the following increased errors are considered

$$\chi_1 = \frac{L_1^Y(t) - L_1^{W_{RM}(260)}(t)}{L_1^{W_{RM}(260)}(t)} \times 100\%, \quad \chi_{\infty} = \frac{L_{\infty}^Y(t) - L_{\infty}^{W_{RM}(260)}(t)}{L_{\infty}^{W_{RM}(260)}(t)} \times 100\%,$$

where $L_1^Y(t)$ and $L_{\infty}^Y(t)$ are the $L_1$ and $L_{\infty}$ errors of the WENO5-ILW scheme (say, the WENO5 scheme using ideal linear weights), and similarly, $L_1^Y(t)$ and $L_{\infty}^Y(t)$ are those of the scheme “Y”.

In Table 2, we present the $L_1$ and $L_{\infty}$ errors and the increased errors with $N = 300$ at various final times of $t = 15, 60, 150, 300, 600, 900, 1200$. We can find that: (1) the WENO-JS scheme produces the largest $L_1$ and $L_{\infty}$ errors, leading to the largest increased errors, among all considered schemes for each output time; (2) when the output
Fig. 3. Comparison for the real-time mappings on solving SLP using WENO-X and LOP-WENO-X.
leading to smaller increased errors; (3) however, when the output time gets larger, like oscillations on solving problems with discontinuities for long output times while their associated WENO-X schemes (except the case of “X = M”) are larger than those of their associated WENO-X schemes, these errors can maintain a acceptable level leading to tolerable increased errors that are far lower than those of the WENO-JS and WENO-M schemes, and moreover, the WENO-X schemes are able to avoid the spurious oscillations on solving problems with discontinuities for long output times while their associated WENO-X schemes
fail to prevent the spurious oscillations (for example, see Fig. 5 and Fig. 6).

Fig. 4 shows the performances of various considered schemes at output time $t = 1200$ with the grid number of $N = 300$. From Fig. 4 we can find that: (1) the WENO-JS scheme shows the lowest resolution, followed by the WENO-M scheme whose resolution is far lower than its associated LOP-WENO-M scheme; (2) the other LOP-WENO-X schemes give results with slightly lower resolutions than their associated WENO-X schemes but they still show far better resolutions than the WENO-M and WENO-JS schemes.

![Graphs showing performance of various WENO schemes](image)

**Fig. 4.** Performance of various WENO schemes for Example 1 at output time $t = 1200$ with $N = 300$.

### 3.4.2. With discontinuities

To show the advantage of the LOP-WENO-X schemes that they can not only preserve high resolutions but also prevent spurious oscillations especially for long output time computations, we solve Eq. (12) with the periodic boundary condition by considering the following initial condition.

**Example 2.** The initial condition is given by

$$u(x, 0) = \begin{cases} 
1.0, & x \in [-1.0, 0.0], \\
0.0, & x \in (0.0, 1.0]. 
\end{cases} \quad (16)$$

It simply consists of two constant states separated by sharp discontinuities at $x = 0.0$, $\pm 1.0$.

Firstly, we examine the convergence properties of the considered schemes with the output time $t = 2000$. Here, the CFL number is taken to be 0.1. For the purpose of comparison, we also present the results computed by the WENO5-ILW scheme.
We give the $L_1$, $L_\infty$ errors and the corresponding convergence orders in Table 3. We can see that: (1) the WENO-JS scheme produces significantly larger numerical errors than all other schemes and this indicates that it has the highest dissipation among all schemes; (2) the numerical errors generated by the LOP-WENO-M scheme are much smaller than its associated WENO-M scheme, especially for the $L_1$ errors for the computing cases of $N = 400, 800$, and this demonstrates the advantage of the LOP-WENO-M scheme of decreasing the dissipation; (3) the $L_1$ orders of the other mapped WENO-X schemes are clearly lower than those of their associated LOP-WENO-X schemes although their corresponding numerical errors are slightly smaller; (4) the $L_\infty$ errors of the LOP-WENO-X schemes are very close to, or even smaller for many cases than, their associated mapped WENO-X schemes. Moreover, if we take a view of the $x-u$ profiles, we can find that the resolution of the result computed by the WENO-M scheme is significantly lower than that of the LOP-WENO-M scheme, and the other mapped WENO-X schemes generate spurious oscillations but their associated LOP-WENO-X schemes do not. To manifest this, detailed tests will be conducted and the solutions will be presented carefully in the following pages.

Table 3. Numerical errors and convergence orders of accuracy on Example 2 at $t = 2000.0$.

| $N$   | WENO-JS |               | WENO-PPM5 |               | WENO-ACM |               |
|-------|---------|---------------|-----------|---------------|----------|---------------|
|       | $L_1$   | $L_\infty$    | $L_1$     | $L_\infty$    | $L_1$    | $L_\infty$    |
| 200   | 1.4933E02 | 4.7037E01 | 3.815      | 7.4402E01 | 3.8092E02 | 7.4402E01 |
| 400   | 3.8046E-02| 4.7037E-01 | 2.5851E-02| 7.4402E-01 | 1.0381E-01| 7.4402E-01 |
| 800   | 4.7945E-02| 4.7037E-01 | 2.5851E-02| 7.4402E-01 | 1.0381E-01| 7.4402E-01 |

To provide a better illustration, we re-calculate Example 2 by considered WENO schemes with the output time $t = 200$ using the uniform meshes of $N = 1600$ and $N = 3200$, respectively.

Fig. 5 shows the comparison of considered schemes with $t = 200$ and $N = 1600$. We can observe that: (1) all the LOP-WENO-X schemes provide the numerical results with significantly higher resolutions than those of the WENO-JS and WENO-M schemes, and moreover, they are all able to avoid the spurious oscillations that will be inevitably generated by most of their associated mapped WENO-X schemes; (2) it seems that the WENO-IM(2, 0.1) scheme almost does not generate spurious oscillations and it gains better resolutions than the LOP-WENO-IM(2, 0.1) scheme in most of the region; (3) however, if we take a closer look, we can see that the WENO-IM(2, 0.1) scheme also generates very slight spurious oscillations as shown in Fig. 5(a-2).

The comparison of considered schemes for the case of $t = 200$ and $N = 3200$ are shown in Fig. 6. We can find that: (1) as the grid number increases, the spurious oscillations produced by the WENO-IM(2, 0.1) scheme become more violent and they are easily to be observed, however, the LOP-WENO-IM(2, 0.1) scheme can still prevent the spurious oscillations but provide very high resolutions; (2) all the LOP-WENO-X schemes still evidently provide much better resolutions than those of the WENO-JS and WENO-M schemes; (3) as the grid number increases, the spurious...
oscillations generated by the WENO-X schemes appear to be closer to the discontinuities, and the amplitudes of these spurious oscillations become larger; (4) furthermore, even though the grid number increases, the LOP-WENO-X schemes can still avoid spurious oscillations but obtain the great improvement of the resolution.

Taken together, the results above suggest that the LOP property, satisfied by the posteriori adaptive OP mapping in the present study, can help to preserve high resolutions and meanwhile avoid spurious oscillations in the simulation of problems with discontinuities, especially for long output times. And this is a very important aspect of this paper.

**Fig. 5.** Performance of the considered WENO schemes for Example 2 at output time $t = 200$ with $N = 1600$. 
4. Numerical experiments for Euler equations

In this section, we apply the various considered schemes to solve the Euler equations. In all calculations, we choose $\epsilon$ in Eq. (6) to be $10^{-40}$ as recommended in [11, 4]. The local characteristic decomposition [12] is used when the WENO schemes are applied to solve the Euler system.
4.1. Comparisons of the performances on simulating problems with high-frequency smooth waves

In this subsection, we compare the numerical results of the LOP-WENO-X schemes with those of the MOP-WENO-X, WENO-X and WENO-JS schemes on calculating problems with high-frequency smooth waves. The considered problems are governed by the following one-dimensional Euler systems of compressible gas dynamics

\[
\frac{\partial \mathbf{U}}{\partial t} + \frac{\partial \mathbf{F}(\mathbf{U})}{\partial x} = 0, \tag{17}
\]

with

\[
\mathbf{U} = \begin{pmatrix} \rho, \rho u, E \end{pmatrix}^T, \quad \mathbf{F}(\mathbf{U}) = \begin{pmatrix} \rho u, \rho u^2 + p, u(E + p) \end{pmatrix}^T,
\]

where \(\rho, u, p\) and \(E\) are the density, velocity in the \(x\) coordinate direction, pressure and total energy, respectively. The relation of pressure \(p\) and total energy for ideal gases is defined by

\[p = (\gamma - 1)\left(E - \frac{1}{2}\rho u^2\right), \quad \gamma = 1.4.\]

4.1.1. Shu-Osher problem

**Example 3.** This problem was presented by Shu and Osher [24]. The computational domain of \([-5, 5]\) is initialized by

\[(\rho, u, p)(x, 0) = \begin{cases} (3.857143, 2.629369, 10.333333), & x \in [-5.0, -4.0], \\ (1.0 + 0.2 \sin(5x), 0, 1), & x \in [-4.0, 5.0]. \end{cases} \tag{18}\]

The transmissive boundary conditions are used at \(x = \pm 5\), and the output time is set to be \(t = 1.8\).

We compute this problem with a uniform cell number of \(N = 300\) by setting the CFL number to be 0.1. The solutions of density are given in Fig. 7 to Fig. 12 where the reference solution is computed by employing WENO-JS with \(N = 10000\). For comparison purpose, we also present the solutions of the associated MOP-WENO-X schemes proposed in our previous work [18] and that of WENO-JS. Obviously, WENO-JS provides the lowest resolution. Unfortunately, the resolutions of the MOP-WENO-X schemes are much lower than those of the WENO-X schemes. However, the LOP-WENO-X schemes can get comparable resolutions with those of the WENO-X schemes.

![Fig. 7. Results of LOP-/MOP-/WENO-M and WENO-JS on solving the Shu-Osher problem.](image-url)
4.1.2. Titarev-Toro problem

**Example 4.** This problem was presented by Titarev and Toro [25, 27, 26] and it is a more severe version of the Shu-Osher problem. The computational domain of \([-5, 5]\) is initialized by

\[
\begin{cases}
(1.515695, 0.5233346, 1.80500), & x \in [-5.0, -4.5], \\
(1.0 + 0.1 \sin(20\pi x), 0, 1), & x \in [-4.5, 5.0].
\end{cases}
\]

Also, the transmissive boundary conditions are used at \(x = \pm 5\), while the output time is set to be \(t = 5.0\) in this case.

We compute this problem with a uniform cell number of \(N = 1500\) by setting the CFL number to be 0.4. The solutions of density are given in Fig. 8 to Fig. 18 where the reference solution is computed by employing WENO-JS with \(N = 10000\). Again, for comparison purpose, we show the solutions of the associated MOP-WENO-X schemes and that of WENO-JS. Not surprisingly, WENO-JS provides the lowest resolution and the resolutions of the MOP-WENO-X schemes are much lower than those of the WENO-X schemes. Particularly, the resolutions of the LOP-WENO-X schemes are significantly higher than those of the WENO-X schemes. This is a remarkable competitive advantage of the LOP-WENO-X schemes compared to the MOP-WENO-X schemes.
4.2. 2D Euler equations

In this subsection, we consider the following two-dimensional Euler systems of compressible gas dynamics

\[
\frac{\partial U}{\partial t} + \frac{\partial F(U)}{\partial x} + \frac{\partial G(U)}{\partial y} = 0, \tag{20}
\]

with

\[
U = \begin{pmatrix} \rho, \rho u, \rho v, E \end{pmatrix}^T, \\
F(U) = \begin{pmatrix} \rho u, \rho u^2 + p, \rho uv, u(E + p) \end{pmatrix}^T, \\
G(U) = \begin{pmatrix} \rho v, \rho vu, \rho v^2 + p, v(E + p) \end{pmatrix}^T,
\]

where \(\rho, u, v, p\) and \(E\) are the density, components of velocity in the \(x\) and \(y\) coordinate directions, pressure and total energy, respectively. The relation of pressure \(p\) and total energy for ideal gases is defined by

\[p = (\gamma - 1) \left( E - \frac{1}{2} \rho (u^2 + v^2) \right), \quad \gamma = 1.4. \]
Two commonly used classes of finite volume WENO schemes in two-dimensional Cartesian meshes were studied carefully by Zhang et al. [29]. Here, we implement the one denoted as class A for our calculations. Now, we examine the performances of the considered WENO schemes on solving the following three benchmark tests.

4.2.1. Accuracy test 1

**Example 5.** We use this density wave propagation problem [13] to test the convergence orders of the considered WENO schemes. The initial condition on the computational domain $[-1.0, 1.0] \times [-1.0, 1.0]$ is given by

$$(\rho, u, v, p)(x, y, 0) = \left(1.0 + 0.2 \sin(\pi(x + y)), 0.7, 0.3, 1.0\right).$$

(21)

Here, the $L_1$ and $L_\infty$ errors are computed by

$$L_1 = h_x h_y \cdot \sum_{j=1}^{N_y} \sum_{i=1}^{N_x} \left| \rho_{i,j}^{\text{exact}} - (\rho_h)_{i,j} \right|, \quad L_\infty = \max_{1 \leq i \leq N_x, 1 \leq j \leq N_y} \left| \rho_{i,j}^{\text{exact}} - (\rho_h)_{i,j} \right|,$$

where $N_x, N_y$ is the number of cells in $x-$ and $y-$direction, and $h_x, h_y$ is the associated uniform spatial step size and we set $h = h_x = h_y$ in all calculations of this paper. $(\rho_h)_{i,j}$ is the numerical solution of the density and $\rho_{i,j}^{\text{exact}}$ is its exact
solution. We can easily check that the exact solution is $\rho(x, y, t) = 1.0 + 0.2 \sin(\pi(x + y - (u + v)t))$, $u(x, y, t) = 0.7$, $v(x, y, t) = 0.3$, and $p(x, y, t) = 1.0$.

The computational time is advanced until $t = 2.0$. The periodic boundary condition is used and the CFL number is taken to be $h^{2/3}$ so that the error for the overall scheme is a measure of the spatial convergence only.

The numerical errors and corresponding convergence orders of accuracy for the density $\rho$ are shown in Table 4. Again, for comparison purpose, we also present the results computed by the WENO5-ILW scheme. We can see that all the considered WENO schemes can achieve the design order of accuracy, while the error magnitude is larger for the WENO-JS scheme than for the other schemes. Moreover, as expected, the numerical errors with respect to all grid numbers of the LOP-WENO-X schemes are almost the same to those of the WENO-X schemes. It should be noted that, in terms of accuracy, the LOP-WENO-PM6, LOP-WENO-PPM5, LOP-WENO-RM(260) and LOP-WENO-ACM schemes provide the numerical errors equivalent to that of the WENO5-ILW scheme, but of course this is not always the case and we will show it in the next test.

4.2.2. Accuracy test 2

Example 6. Now we use a modified version of the density wave propagation problem [13] to test the convergence orders of the considered WENO schemes. Here, the initial condition on the computational domain $[-1.0, 1.0] \times$
\[ [-1.0, 1.0] \]

\[ (\rho, u, v, p)(x, y, 0) = \left( 1.0 + 0.2 \sin \left( \pi (x + y) - \frac{\sin(\pi (x + y))}{\pi} \right), 0.7, 0.3, 1.0 \right). \quad (22) \]

Again, the computational time is advanced until \( t = 2.0 \). And also the periodic boundary condition is used and the CFL number is taken to be \( h^{3/2} \). Trivially, the exact solution is \( \rho(x, y, t) = 1.0 + 0.2 \sin \left( \pi (x + y - (u + v) t - \frac{\sin(\pi (x + y - (u + v) t))}{\pi}) \right) \).

\( u(x, y, t) = 0.7, \) \( v(x, y, t) = 0.3, \) \( p(x, y, t) = 1.0. \)

The numerical errors and corresponding convergence orders of accuracy for the density \( \rho \) are shown in Table 5. It is noted that the \( L_\infty \) convergence order of the WENO-JS scheme drops by nearly 2 orders that leads to an overall accuracy loss shown with the \( L_1 \) convergence order. However, it is evident that the other schemes can retain the optimal convergence orders even in the presence of critical points. Unsurprisingly, in terms of accuracy, the LOP-WENO-X schemes give equally accurate numerical solutions like those of their associated WENO-X schemes. We point out that, for this test, only the LOP-WENO-ACM/WENO-ACM scheme provides the numerical errors equivalent to that of the WENO5-ILW scheme.
by using all considered schemes with a uniform mesh size of 800 × 800. Here, we set the CFL number to be 0.2. The transmissive boundary condition is used. We compute the solution up to two different output times \( t = 0.35, 0.60 \) by using all considered schemes with a uniform mesh size of 800 × 800. Here, we set the CFL number to be 0.5.

4.2.3. Shock-vortex interaction problem

**Example 7.** The shock-vortex interaction problem is a very favorable 2D test case for high-resolution schemes [20, 21]. The initial condition is given by

\[
\begin{align*}
    (\rho, u, v, p)(x, y, 0) = \begin{cases} 
        (1, \sqrt{\gamma}, 0, 1), \\
        \left( \rho_1 \left( \frac{\gamma - 1 + (y + 1)p_R}{\gamma + 1 + (y - 1)p_R} \right), u_1 \left( \frac{1 - p_R}{\sqrt{\gamma - 1 + p_R(y + 1)}} \right), 0, 1.3 \right), & \text{if } x < 0.5, \\
        (1, 0, 0, 1), & \text{if } x \geq 0.5.
    \end{cases}
\end{align*}
\]

The following perturbations is superimposed onto the left state,

\[
\delta \rho = \frac{\rho_1^2}{(y - 1)p_L} \delta T, \delta u = \frac{\gamma \rho}{\gamma p_0} e^{\alpha(r - 1)^2}, \delta v = -\frac{x - x_c}{r_c} e^{\alpha(r - 1)^2}, \delta p = \frac{\gamma \rho_1^2}{(y - 1)p_0} \delta T,
\]

where \( \epsilon = 0.3, r_c = 0.05, \alpha = 0.204, x_c = 0.25, y_c = 0.5, r = \sqrt{((x - x_c)^2 + (y - y_c)^2)/r_c^2}, \delta T = -(y - 1)e^2e^{2\alpha(r - 1)^2}/(4\gamma r). \)

The transmissive boundary condition is used. We compute the solution up to two different output times \( t = 0.35, 0.60 \) by using all considered schemes with a uniform mesh size of 800 × 800. Here, we set the CFL number to be 0.5.

Just for the sake of simplicity in presentation, we only show the density profiles of the WENO-M, WENO-PM6, WENO-IM(2, 0.1) schemes for \( t = 0.35 \) (see Fig. 19), and the density profiles of the WENO-PPM5, WENO-RM(260), WENO-ACM schemes for \( t = 0.6 \) (see Fig. 21). To unveil the advantage of the LOP-WENO-X schemes more precisely, we present the cross-sectional slices of density plots along the plane \( y = 0.65, 0.75 \) (see Fig. 20) and \( y = 0.25, 0.3 \) (see Fig. 22) of all considered schemes for \( t = 0.35 \) and \( t = 0.6 \), respectively. It can be seen that: (1) the main structure of the shock and vortex after the interaction were captured properly by all the considered schemes; (2) in the solutions of the WENO-X schemes, clear post-shock oscillations can be observed, whereas the post-shock oscillations are considerably reduced in the solutions of the associated LOP-WENO-X schemes; (3) it is easy to find that the amplitudes of the post-shock oscillations produced by the WENO-X schemes are much greater than those of their associated LOP-WENO-X schemes. In a word, the LOP-WENO-X schemes only produce some highly tolerable post-shock oscillations. This should be another merit of the mapped WENO schemes with LOP mappings.

![Fig. 18. Results of LOP-/MOP-/WENO-ACM and WENO-JS on solving the Titarev-Toro problem.](image-url)
Table 4. Numerical errors and convergence orders of accuracy for the density $\rho$ on Example 5 at $t = 2.0$.

| $N_x \times N_y$ | WENO5-ILW | L∞ order | L∞ error | L∞ error | L∞ error |
|------------------|------------|-----------|-----------|-----------|-----------|
| 60 × 40          | 2.95111E-05 | -         | 8.06075E-06 | 4.9915    | 1.44379E-04 | 6.11870E-05 |
| 60 × 60          | 2.71152E-06 | 4.9905    | 1.00517E-06 | 4.9958    | 4.51619E-06 | 6.03906E-06 |
| 60 × 80          | 6.44325E-07 | 4.9953    | 2.53073E-07 | 4.9988    | 4.95691E-06 | 3.97631E-06 |
| 100 × 100        | 2.11264E-07 | 4.9972    | 8.29769E-08 | 4.9975    | 1.47974E-06 | 4.75601E-07 |

| $N_x \times N_y$ | WENO-M | L∞ error | L∞ error | L∞ error | L∞ error |
|------------------|--------|-----------|-----------|-----------|-----------|
| 60 × 40          | 2.95584E-05 | -         | 8.07114E-06 | -         | 2.05584E-05 | -         |
| 60 × 60          | 2.71274E-06 | 4.9950    | 1.00546E-06 | 4.9940    | 2.71274E-06 | 4.9950    |
| 60 × 80          | 6.44416E-07 | 4.9964    | 2.53097E-07 | 4.9965    | 6.44416E-07 | 4.9964    |
| 100 × 100        | 2.11267E-07 | 4.9976    | 8.29769E-08 | 4.9977    | 2.11267E-07 | 4.9976    |

| $N_x \times N_y$ | WENO-PM6 | L∞ error | L∞ error | L∞ error | L∞ error |
|------------------|----------|-----------|-----------|-----------|-----------|
| 60 × 40          | 2.95519E-05 | -         | 8.06179E-06 | -         | 2.05519E-05 | -         |
| 60 × 60          | 2.71152E-06 | 4.9905    | 1.00517E-06 | 4.9915    | 2.71152E-06 | 4.9905    |
| 60 × 80          | 6.44334E-07 | 4.9954    | 2.53076E-07 | 4.9959    | 6.44334E-07 | 4.9954    |
| 100 × 100        | 2.11265E-07 | 4.9972    | 8.29769E-08 | 4.9975    | 2.11265E-07 | 4.9972    |

| $N_x \times N_y$ | WENO-ACM | L∞ error | L∞ error | L∞ error | L∞ error |
|------------------|----------|-----------|-----------|-----------|-----------|
| 60 × 40          | 2.95111E-05 | -         | 8.06083E-06 | -         | 2.05111E-05 | -         |
| 60 × 60          | 2.71152E-06 | 4.9905    | 1.00517E-06 | 4.9915    | 2.71152E-06 | 4.9905    |
| 60 × 80          | 6.44334E-07 | 4.9954    | 2.53076E-07 | 4.9959    | 6.44334E-07 | 4.9954    |
| 100 × 100        | 2.11265E-07 | 4.9972    | 8.29769E-08 | 4.9975    | 2.11265E-07 | 4.9972    |

| $N_x \times N_y$ | WENO5-ILW | L∞ error | L∞ error | L∞ error | L∞ error |
|------------------|------------|-----------|-----------|-----------|-----------|
| 60 × 40          | 2.95111E-05 | -         | 8.06075E-06 | 4.9915    | 1.44379E-04 | 6.11870E-05 |
| 60 × 60          | 2.71152E-06 | 4.9905    | 1.00517E-06 | 4.9958    | 4.51619E-06 | 6.03906E-06 |
| 60 × 80          | 6.44325E-07 | 4.9953    | 2.53073E-07 | 4.9988    | 4.95691E-06 | 3.97631E-06 |
| 100 × 100        | 2.11264E-07 | 4.9972    | 8.29769E-08 | 4.9975    | 1.47974E-06 | 4.75601E-07 |

| $N_x \times N_y$ | WENO-M | L∞ error | L∞ error | L∞ error | L∞ error |
|------------------|--------|-----------|-----------|-----------|-----------|
| 60 × 40          | 2.95584E-05 | -         | 8.07114E-06 | -         | 2.05584E-05 | -         |
| 60 × 60          | 2.71274E-06 | 4.9950    | 1.00546E-06 | 4.9940    | 2.71274E-06 | 4.9950    |
| 60 × 80          | 6.44416E-07 | 4.9964    | 2.53097E-07 | 4.9965    | 6.44416E-07 | 4.9964    |
| 100 × 100        | 2.11267E-07 | 4.9976    | 8.29769E-08 | 4.9977    | 2.11267E-07 | 4.9976    |

| $N_x \times N_y$ | WENO-PM6 | L∞ error | L∞ error | L∞ error | L∞ error |
|------------------|----------|-----------|-----------|-----------|-----------|
| 60 × 40          | 2.95519E-05 | -         | 8.06179E-06 | -         | 2.05519E-05 | -         |
| 60 × 60          | 2.71152E-06 | 4.9905    | 1.00517E-06 | 4.9915    | 2.71152E-06 | 4.9905    |
| 60 × 80          | 6.44334E-07 | 4.9954    | 2.53076E-07 | 4.9959    | 6.44334E-07 | 4.9954    |
| 100 × 100        | 2.11265E-07 | 4.9972    | 8.29769E-08 | 4.9975    | 2.11265E-07 | 4.9972    |

| $N_x \times N_y$ | WENO-ACM | L∞ error | L∞ error | L∞ error | L∞ error |
|------------------|----------|-----------|-----------|-----------|-----------|
| 60 × 40          | 2.95111E-05 | -         | 8.06083E-06 | -         | 2.05111E-05 | -         |
| 60 × 60          | 2.71152E-06 | 4.9905    | 1.00517E-06 | 4.9915    | 2.71152E-06 | 4.9905    |
| 60 × 80          | 6.44334E-07 | 4.9954    | 2.53076E-07 | 4.9959    | 6.44334E-07 | 4.9954    |
| 100 × 100        | 2.11265E-07 | 4.9972    | 8.29769E-08 | 4.9975    | 2.11265E-07 | 4.9972    |
Table 5. Numerical errors and convergence orders of accuracy for the density $\rho$ on Example 6 at $t = 2.0$.

| $N_x \times N_y$ | WENO-IS-LW | WENO-JS | LOP-WENO-RM(260) | LOP-WENO-IM(2, 0.1) | LOP-WENO-M | LOP-WENO-PM6 | LOP-WENO-ACM |
|------------------|-------------|---------|------------------|---------------------|-------------|---------------|--------------|
| 60 $\times$ 40   | 2.31214E-04 | -       | 1.5821E-04       | 4.8795              | -           | -             | -            |
| 60 $\times$ 60   | 3.1516E-05  | 4.9311  | 2.1879E-05       | 4.8795              | 4.6799E-05  | 4.3041        | 4.8402E-05   |
| 80 $\times$ 80   | 7.48937E-06 | 4.9724  | 5.24972E-06      | 4.9617              | 4.7699E-05  | 4.3041        | 4.8402E-05   |
| 100 $\times$ 100 | 2.46221E-06 | 4.9852  | 1.72697E-06      | 4.9825              | 1.76222E-05 | 4.3770        | 2.23573E-05  |

| $N_x \times N_y$ | WENO-M | WENO-PM6 | LOP-WENO-M | LOP-WENO-PM6 |
|------------------|--------|----------|------------|--------------|
| 60 $\times$ 40   | 2.31884E-04 | -       | 1.57466E-04 | -            |
| 60 $\times$ 60   | 3.0694E-05  | 4.8785  | 2.2009E-05   | -            |
| 80 $\times$ 80   | 7.4064E-06  | 4.9421  | 5.2584E-06   | -            |
| 100 $\times$ 100 | 2.4442E-06  | 4.9675  | 1.72528E-06  | -            |

| $N_x \times N_y$ | WENO-IEM(1, 0.1) | WENO-PPM5 | LOP-WENO-IEM(2, 0.1) | LOP-WENO-PPM5 |
|------------------|------------------|-----------|----------------------|--------------|
| 60 $\times$ 40   | 2.30237E-04      | -        | 1.5791E-04           | -            |
| 60 $\times$ 60   | 3.1434E-05       | 4.9639   | 2.1866E-05           | -            |
| 80 $\times$ 80   | 7.48937E-06      | 4.9814   | 5.2505E-06           | -            |
| 100 $\times$ 100 | 2.46354E-06      | 4.9888   | 1.7271E-06           | -            |

| $N_x \times N_y$ | LOP-WENO-RM(260) | WENO-ACM | LOP-WENO-ACM |
|------------------|------------------|----------|--------------|
| 60 $\times$ 40   | 2.31192E-04      | -        | -            |
| 60 $\times$ 60   | 3.1310E-05       | 4.9311   | -            |
| 80 $\times$ 80   | 7.48937E-06      | 4.9724   | -            |
| 100 $\times$ 100 | 2.46221E-06      | 4.9852   | -            |

| $N_x \times N_y$ | LOP-WENO-IM(2, 0.1) | LOP-WENO-PPM5 |
|------------------|----------------------|--------------|
| 60 $\times$ 40   | 2.35171E-04           | -            |
| 60 $\times$ 60   | 3.13732E-05           | 4.9609       |
| 80 $\times$ 80   | 7.51693E-06           | 4.9847       |
| 100 $\times$ 100 | 2.46739E-06           | 4.9923       |

| $N_x \times N_y$ | LOP-WENO-RM(260) | WENO-ACM | LOP-WENO-ACM |
|------------------|------------------|----------|--------------|
| 60 $\times$ 40   | 2.31192E-04      | -        | -            |
| 60 $\times$ 60   | 3.1310E-05       | 4.9311   | -            |
| 80 $\times$ 80   | 7.48937E-06      | 4.9724   | -            |
| 100 $\times$ 100 | 2.46221E-06      | 4.9852   | -            |
Fig. 19. Density plots for the Shock-vortex interaction, $t = 0.35$.

Fig. 20. Density cross-sectional slices plotted along the plane $y = 0.65, 0.75$ with $t = 0.35$. 
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Fig. 21. Density plots for the Shock-vortex interaction, $t = 0.6$.

Fig. 22. Density cross-sectional slices plotted along the plane $y = 0.25, 0.30$ with $t = 0.60$. 
5. Conclusions

We aim to develop a method to address the drawback that all the MOP-WENO-X schemes proposed in our previous work fail to achieve the same resolutions as their associated WENO-X schemes in the region with high-frequency smooth waves. To do this, we develop the locally order-preserving (LOP) mapping in this paper. By providing a posteriori adaptive technique, we apply the LOP mapping to many previously published mapped WENO schemes. We firstly find the global stencil in which the existing mapping is non-order-preserving (non-OP) through manipulating its mapped nonlinear weights of the associated substencils. Then, in order to recover the LOP property, we abandon these non-OP mapped weights and replace them with the weights of the classic WENO-JS scheme. We conduct numerical experiments to show that the LOP-WENO-X schemes provide similar or even higher resolutions than those of their associated WENO-X schemes in the region with high-frequency smooth waves. This is the major improvement of the LOP-WENO-X schemes. In addition, they can not only preserve high resolutions but also prevent spurious oscillations on solving problems with high-order critical points or discontinuities, especially for long-run simulations. We also find that there should be another competitive advancement that, when solving the 2D problems with shock waves, the LOP-WENO-X schemes can properly capture the main structures of the complicated flows and perform admirably in reducing the post-shock oscillations.
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