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ABSTRACT
The recently developed matrix-based Rényi’s α-order entropy enables measurement of information in data simply using the eigenspectrum of symmetric positive semi-definite (PSD) matrices in reproducing kernel Hilbert space, without estimation of the underlying data distribution. This intriguing property makes this new information measurement widely adopted in multiple statistical inference and learning tasks. However, the computation of such quantity involves the trace operator on a PSD matrix $G$ to power $\alpha$ (i.e., $\text{tr}(G^\alpha)$), with a normal complexity of nearly $O(n^3)$, which severely hampers its practical usage when the number of samples (i.e., $n$) is large. In this work, we present computationally efficient approximations to this new entropy functional that can reduce its complexity to even significantly less than $O(n^2)$. To this end, we leverage the recent progress on Randomized Numerical Linear Algebra, developing Taylor, Chebyshev and Lanczos approximations to $\text{tr}(G^\alpha)$ for arbitrary values of $\alpha$ by converting it into matrix-vector multiplications problem. We also establish the connection between the matrix-based Rényi’s entropy and PSD matrix approximation, which enables exploiting both clustering and block low-rank structure of $G$ to further reduce the computational cost. We theoretically provide approximation accuracy guarantees and illustrate the properties of different approximations. Large-scale experimental evaluations on both synthetic and real-world data corroborate our theoretical findings, showing promising speedup with negligible loss in accuracy.
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1 Introduction

Over the past decades, the utilization of information theoretic measure has been extensively explored in information theory and machine learning communities, ranging from entropy [Principe, 2010, Li and Wu, 2019] mutual information [Hjelm et al., 2018, Tschannen et al., 2019, Cheng and Carin, 2020] to information bottleneck [TISHBY, 1999, Alemi et al., 2016, Ngampruetikorn and Schwab, 2021]. In most applications, exactly access to these measures usually involves estimation of the probability density function (PDF) of data, which is computation infeasible, especially in high dimensional space [Fan and Li, 2006].

In [Giraldo et al., 2014, Giraldo and Principe, 2014], a novel information measure, named matrix-based Rényi’s α-order entropy was proposed, which enables us quantify the information (or interactions) in variables directly from given samples. Distinct from the classic entropy information definitions (e.g. Shannon, Rényi entropy) which rely on
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probability densities, it is defined on the eigenspectrum of a Gram matrix constructed by projecting data in reproducing kernel Hilbert space (RKHS), thus avoiding the evaluation of underlying distribution. This attractive property leads to a variety of applications for matrix-based Rényi’s entropy [Brockmeier et al., 2017, Alvarez-Meza et al., 2017, Yu et al., 2019]. Moreover, it has also been recently used in advanced deep learning problems such as the analysis of learning dynamics of convolution neural networks [Wickstrøm et al., 2019] and the robust learning against covariant shift [Yu et al., 2021a].

Despite of its practical utility, estimating matrix-based Rényi’s entropy involves calculating eigenvalues of a Gram matrix \( G \) of size \( n \times n \) (where \( n \) is the sample size, please refer to Definition 1), which usually requires a computational complexity of \( O(n^3) \) with traditional techniques such as Singular Value Decomposition (SVD) [Elad, 2010, Li et al., 2014], CUR decomposition [Mahoney and Drineas, 2009, Mahoney, 2011] and QR Factorization [Watkins, 2008, 2004]. This drawback poses great challenges for both storage and computing in practice. We therefore seek for computationally efficient methods with statistical guarantees to approximate the matrix-based Rényi’s entropy. To this end, we borrow the idea of trace estimation Avron and Toledo [2011] to design a randomized approximation algorithm for matrix-based Rényi’s entropy with integer order \( \alpha \), where we transfer matrix trace estimation into a matrix-vector multiplication problem. We further employ Taylor and Chebyshev series to approximate the power of fractional-order \( \alpha \).

This task requires estimating tails of the distribution or multiple modalities. On the other hand, it should be less than \( 2 \) even \( 1 \) when the learning task requires estimating tails of the distribution or multiple modalities. On the other hand, \( \alpha \) is suggested to be greater than \( 2 \) to emphasize mode behavior when we aim to characterize the mean behavior [Principe, 2010, Yu et al., 2019].

Moreover, it has also been recently used in advanced deep learning problems such as the analysis of learning dynamics of convolution neural networks [Wickstrøm et al., 2019] and the robust learning against covariant shift [Yu et al., 2021a].

We develop randomized approximations to matrix-based Rényi’s entropy that transforms the trace estimation into matrix-vector multiplications problem. We extend such strategy to arbitrary values of \( \alpha \) (integer-order and fractional-order) that reduce the overall complexity to roughly \( O(n^2 s) \) (\( s \) is the number of Gaussian vectors and \( s \ll n \)).

We additionally reveal the intrinsic connection between eigenspectrum estimation and Gram matrix approximation. To this end, we investigate the spectral structure of the Gram matrix and design a novel block low-rank approximation method, which enable us to further reduce the computational burden to \( O(n^2 / c + nck)(c, k \ll n) \), where \( c \) is the number of clusters and \( k \) denotes the order of rank.

We theoretically, we provide theoretical accuracy guarantees for each approximator above, and illustrate the properties or connections between them.

We evaluate the effectiveness of the proposed algorithms on large-scale simulation and real-world datasets, showing remarkable accelerating on various information related tasks.

## 2 Preliminaries

Entropy measures the uncertainty of a random variable using a single scalar quantity [Klir and Wierman, 2013]. For a continuous random variable \( X \) with PDF \( p(x) \) in a finite set \( \mathcal{X} \), the \( \alpha \)-entropy (\( \alpha > 0, \alpha \neq 1 \)) \( H_\alpha(X) \) is defined by

\[
H_\alpha(X) = \frac{1}{1 - \alpha} \log \int_{\mathcal{X}} p_\alpha(x) \, dx
\]

The limit case of Eq. (1) for \( \alpha \rightarrow 1 \) yields the well known Shannon’s entropy, i.e. \( H(X) = -\int_{\mathcal{X}} p(x) \log p(x) \, dx \). It is easy to see that Rényi’s entropy is a natural extension of Shannon entropy by introducing a hyper-parameter \( \alpha \).

In real-world applications, the choice of \( \alpha \) is task-specific. On the one hand, \( \alpha \) should be less than \( 2 \) or even \( 1 \) when the learning task requires estimating tails of the distribution or multiple modalities. On the other hand, \( \alpha \) is suggested to be greater than \( 2 \) to emphasize mode behavior when we aim to characterize the mean behavior [Principe, 2010, Yu et al., 2019].

It is worth noting that calculating Rényi \( \alpha \)-order entropy requires the prior about the PDF of data, which prevents its more widespread adoption in data-driven science. To alleviate this issue, an alternative measure, namely the matrix-based analogue to Rényi’s \( \alpha \)-entropy was proposed [Giraldo et al., 2014], which resembles quantum Rényi’s entropy in terms of the eigenspectrum of a normalized Hermitian matrix of the projected data in RKHS. It is defined as:

**Definition 1** Let \( \kappa : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \) be a real valued positive kernel that is also infinitely divisible [Bhatia, 2006]. Given \( \{x_i\}_{i=1}^n \subset \mathcal{X} \), each \( x_i \) being a real-valued scalar or vector, and the Gram matrix \( G \) obtained from \( G_{ij} = \kappa(x_i, x_j) \), a matrix-based analogue to Rényi’s \( \alpha \)-entropy can be defined as:

\[
S_\alpha(G) = \frac{1}{1 - \alpha} \log_2(\text{tr}(G^\alpha)) = \frac{1}{1 - \alpha} \log_2 \left[ \sum_{i=1}^n \lambda_i^\alpha(G) \right], \tag{2}
\]

It is easy to see that Rényi’s entropy is a natural extension of Shannon entropy by introducing a hyper-parameter \( \alpha \).

In real-world applications, the choice of \( \alpha \) is task-specific. On the one hand, \( \alpha \) should be less than \( 2 \) or even \( 1 \) when the learning task requires estimating tails of the distribution or multiple modalities. On the other hand, \( \alpha \) is suggested to be greater than \( 2 \) to emphasize mode behavior when we aim to characterize the mean behavior [Principe, 2010, Yu et al., 2019].

It is worth noting that calculating Rényi \( \alpha \)-order entropy requires the prior about the PDF of data, which prevents its more widespread adoption in data-driven science. To alleviate this issue, an alternative measure, namely the matrix-based analogue to Rényi’s \( \alpha \)-entropy was proposed [Giraldo et al., 2014], which resembles quantum Rényi’s entropy in terms of the eigenspectrum of a normalized Hermitian matrix of the projected data in RKHS. It is defined as:

\[
S_\alpha(G) = \frac{1}{1 - \alpha} \log_2(\text{tr}(G^\alpha)) = \frac{1}{1 - \alpha} \log_2 \left[ \sum_{i=1}^n \lambda_i^\alpha(G) \right], \tag{2}
\]
where \( G_{ij} = \frac{1}{n} \frac{K_{ij}}{\sqrt{K_{ii} K_{jj}}} \) is a normalized kernel matrix and \( \lambda_i(G) \) denotes the \( i \)-th eigenvalue of \( G \).

Let \( \Delta_n^+ \) be the set of positive definite matrices of size \( n \times n \) whose elements take real values. Then we know from [Giraldo et al., 2014] that \( S_{\alpha}(PGP^*) = S_{\alpha}(G) \) for any orthonormal matrix \( P \), and \( S_{\alpha}(\frac{1}{n} I) = \log_2(n) \) for identity matrix \( I \in \Delta_n^+ \). Moreover, \( S_{\alpha}(G) \leq S_{\alpha}(\frac{1}{n} I) \) for \( \alpha > 1 \).

**Definition 2** Given a collection of \( n \) samples \( \{ \mathbf{s}_i = (\mathbf{x}_i^1, \mathbf{x}_i^2, \ldots, \mathbf{x}_i^L) \}_{i=1}^n \), each sample contains \( L \) \( (L \geq 2) \) measurements \( \mathbf{x}_i^1 \in \mathcal{X}^1, \mathbf{x}_i^2 \in \mathcal{X}^2, \ldots, \mathbf{x}_i^L \in \mathcal{X}^L \) obtained from the same realization, and the positive definite kernels \( \kappa_1 : \mathcal{X}^1 \times \mathcal{X}^1 \mapsto \mathbb{R}, \kappa_2 : \mathcal{X}^2 \times \mathcal{X}^2 \mapsto \mathbb{R}, \ldots, \kappa_L : \mathcal{X}^L \times \mathcal{X}^L \mapsto \mathbb{R} \), a matrix-based analogue to Rényi’s \( \alpha \)-order joint-entropy among \( L \) variables can be defined as:

\[
S_{\alpha}(G^1, G^2, \ldots, G^L) = S_{\alpha} \left( \frac{G^1 \circ G^2 \circ \cdots \circ G^L}{\text{tr}(G^1 \circ G^2 \circ \cdots \circ G^L)} \right),
\]

where \( (G^i)_{ij} = \kappa_1(\mathbf{x}_i^1, \mathbf{x}_j^1), (G^2)_{ij} = \kappa_2(\mathbf{x}_i^2, \mathbf{x}_j^2), \ldots, (G^L)_{ij} = \kappa_L(\mathbf{x}_i^L, \mathbf{x}_j^L) \), and \( \circ \) denotes the Hadamard product.

Given Eqs. (2) and (3), the matrix-based Rényi’s \( \alpha \)-order mutual information \( I_{\alpha}(G^1; G^2) \) between variables \( \mathbf{x}^i \) and \( \mathbf{x}^j \) and total correlation \( T_{\alpha}(\mathbf{x}) \) amongst \( \mathbf{x}^1, \mathbf{x}^2, \ldots, \mathbf{x}^L \) in analogy of Shannon’s mutual information are given by:

\[
I_{\alpha}(G^1; G^2) = S_{\alpha}(G^1) + S_{\alpha}(G^2) - S_{\alpha}(G^1, G^2).
\]

\[
T_{\alpha}(\mathbf{x}) = \left[ \sum_{i=1}^L S_{\alpha}(G^i) \right] - S_{\alpha}(G^1, G^2, \ldots, G^L),
\]

As can be seen, the matrix-based entropy functional estimators are independent of the specific dimensions of \( \mathbf{x}^1, \mathbf{x}^2, \ldots, \mathbf{x}^L \) and avoid estimation of the underlying data distributions, which makes them suitable to be applied on data with either discrete or continuous distributions. Moreover, it is simple to verify that both \( I_{\alpha}(G^1; G^2) \) and \( T_{\alpha}(\mathbf{x}) \) are permutation invariant to the ordering of variables.

## 3 Approximating Matrix-based Rényi’s Entropy

In this section, we present computationally efficient approaches with statistical guarantees for approximating matrix-based Rényi’s entropy. Our general idea is to approximate \( \text{tr}(G^\alpha) \) from two perspectives: 1) approximating the trace operator by random approximation for arbitrary values of \( \alpha \) in cases of both integer and fractional; and 2) approximating the Gram matrix \( G \). Detailed proofs are provided in Section 4.

### 3.1 Randomized Approximation

Inspired by the work on randomized trace estimation [Avron and Toledo, 2011], we adopt random algorithms for calculating the matrix-based Rényi’s entropy. The following lemma [Boutsidis et al., 2017] characterizes an algorithm that approximates the trace of any symmetric positive semi-definite (PSD) matrix by computing inner products of the matrix with Gaussian random vectors.

**Lemma 1** Let \( G \in \mathbb{R}^{n \times n} \) be a symmetric positive semi-definite matrix. If \( g_1, g_2, \ldots, g_s \in \mathbb{R}^n \) are independent random standard Gaussian vectors, then for \( s = \lceil 20 \ln(2/\delta)/\epsilon^2 \rceil \), with probability at least \( 1 - \delta \),

\[
\left| \text{tr}(G) - \frac{1}{s} \sum_{i=1}^s g_i^\top G g_i \right| \leq \epsilon \cdot \text{tr}(G).
\]

Lemma 1 immediately implies Algorithm 1 for estimating matrix-based Rényi’s entropy for integer \( \alpha \) orders.

**Algorithm 1** Integer order matrix-based Rényi’s entropy estimation

1. **Input:** Kernel matrix \( G \in \mathbb{R}^{n \times n} \), number of random vectors \( s \), integer order \( \alpha \geq 2 \).
2. **Output:** Approximation to \( S_{\alpha}(G) \).
3. Generate \( s \) independent random standard Gaussian vectors \( g_i, i = 1, \ldots, s \).
4. **Return:** \( \hat{S}_{\alpha}(G) = \frac{1}{1-\alpha} \log_2(\frac{1}{s} \sum_{i=1}^s g_i^\top G^\alpha g_i) \).
Indeed, conventional eigenvalue-based approaches calculating the matrix-based Rényi’s entropy usually cost \(O(n^3)\) in time complexity. Algorithm 1 seeks for an approximation via matrix-vector multiplications, which costs only \(O(\alpha s \cdot \text{nnz}(G))\) (\(s \ll n\), where \(\text{nnz}(G)\) denotes the number of non-zero elements in \(G\) (\(\text{nnz}(G) \approx n^2\) when \(G\) is dense). Theorem 1 provides the quality-of-approximation result for Algorithm 1.

**Theorem 1** Let \(G \in \mathbb{R}^{n \times n}\) be a normalized PSD kernel matrix and \(\tilde{S}_\alpha(G)\) be the output of Algorithm 1 with 
\[
s = \lceil 20 \ln(2/\delta)/\epsilon^2 \rceil.
\]
Then with confidence at least \(1 - \delta\),
\[
\left| S_\alpha(G) - \tilde{S}_\alpha(G) \right| \leq \frac{1}{|\alpha - 1|} \log_2(\epsilon + 1).
\]

**Remark 1** Theorem 1 implies that Rényi’s entropy could be approximated by matrix-vector multiplication operations, leading substantially lower computational cost than eigenvalue-base methods. The approximation quality depends on the number of queried random vectors \(s\) and hyper-parameter \(\alpha\). In particular, with the increase of \(\alpha\), the approximation error decreases for \(\alpha > 1\) and increases otherwise.

### 3.2 Taylor Series Approximation

Note that the above approach could only handle integer powers of the kernel matrix. For fractional \(\alpha\) cases, it cannot be directly calculated in the same manner. To address this issue, we apply a Taylor series expansion to approximate the fractional power term. The implementing details are presented in Algorithm 2, where the power iteration algorithm \[\text{Boutsidis et al., 2017}\] is used to estimate \(\mu\), the largest eigenvalue of \(G\). As can be seen, it only involves matrix-vector multiplications, and the whole computational complexity becomes \(O(ms \cdot \text{nnz}(G))\).

**Algorithm 2** Fractional order matrix-based Rényi’s entropy estimation via Taylor series

1: Input: Kernel matrix \(G \in \mathbb{R}^{n \times n}\), number of random vectors \(s\), fractional order \(\alpha > 0\), polynomial order \(m > \alpha\), eigenvalue upper bound \(\mu\).
2: Output: Approximation to \(S_\alpha(G)\).
3: Generate \(s\) independent random standard Gaussian vectors \(g_i\), \(i = 1, \ldots, s\).
4: Return:
\[
\tilde{S}_\alpha(G) = \frac{1}{1 - \alpha} \log_2 \frac{\mu^\alpha}{s} \cdot \sum_{i=1}^{s} \sum_{n=0}^{m} \binom{\alpha}{n} g_i^\top \left( \frac{G}{\mu} - I_n \right)^n g_i.
\]

The following Theorem states the main quality-of-approximation result for Algorithm 2.

**Theorem 2** Let \(G \in \mathbb{R}^{n \times n}\) be a normalized PSD kernel matrix and \(\tilde{S}_\alpha(G)\) be the output of Algorithm 2 with 
\[
s = \lceil 20 \ln(2/\delta)/\epsilon^2 \rceil
\]
and
\[
m \geq \alpha + \begin{cases} 
W_0(\beta \sqrt{\frac{(1+\epsilon)^{\Gamma(\alpha+1)}}{\epsilon\pi}})/\beta & \text{if } \lambda_{\text{min}} > 0 \\
\sqrt{(1+\epsilon)^{\Gamma(\alpha+1)}}/\epsilon & \text{if } \lambda_{\text{min}} = 0
\end{cases}.
\]
Then with confidence at least \(1 - \delta\),
\[
\left| S_\alpha(G) - \tilde{S}_\alpha(G) \right| \leq \frac{1}{|\alpha - 1|} \log_2(2\epsilon + 1),
\]
where \(\beta = -\log(1 - \lambda_{\text{min}}/\mu)/(\alpha + 1)\), \(\lambda_{\text{min}}\) is the smallest eigenvalue of \(G\), and \(W_0\) is the principal branch of Lambert \(W\) function.

**Remark 2** Theorem 2 implies that the approximation error relies on the \(\lambda_{\text{min}}\), \(\lambda_{\text{max}}\) and the degree of Taylor series \(m\). The minimum requirement on the degree of the Taylor series is provided. It can be observed that the approximation error decays with the increase of \(m\). In particular, when \(\lambda_{\text{min}} \to \mu\), the Taylor series approximation is still consistent even for the limited case \(m = 1\).

### 3.3 Chebyshev Series Approximation

Chebyshev series provides another way to approximate the fractional power term. It leverages orthogonal polynomials to approximate analytic function. Let \(T_k(x) = \cos(k \arccos(2x/\mu - 1))\) with \(x \in [0, \mu]\) be the Chebyshev polynomials.
of the first kind for any integer \( k \geq 0 \), and let \( f_m(x) = c_0 T_0(x)/2 + \sum_{k=1}^m c_k T_k(x) \) with
\[
c_k = \frac{2\mu^\alpha \Gamma(\alpha + 1/2)\Gamma(\alpha)}{\sqrt{\pi} \Gamma(\alpha + 1) (\alpha + k)k},
\]
where \( (\alpha)_k = \alpha \cdot (\alpha - 1) \cdots (\alpha - k + 1) \) is the falling factorial and \( \mu \) is an upper bound estimation for the eigenvalues of \( G \). Algorithm 3 summarizes the procedures on approximating fractional order of matrix-based Rényi’s entropy, in which Clenshaw’s algorithm \cite{Clenshaw1955} is employed to calculate \( F_i(G) = g_i^\top f_m(G)g_i \).

**Algorithm 3** fractional order matrix-based Rényi’s entropy estimation via Chebyshev series

1: **Input:** Kernel matrix \( G \in \mathbb{R}^{n \times n} \), number of random vectors \( s \), fractional order \( \alpha > 0 \), polynomial order \( m > \alpha \), eigenvalue upper bound \( \mu \).
2: **Output:** Approximation to \( S_\alpha(G) \).
3: Calculate Chebyshev coefficients by:
\[
c_k = \frac{2\mu^\alpha \Gamma(\alpha + 1/2)\Gamma(\alpha)}{\sqrt{\pi} \Gamma(\alpha + 1) (\alpha + k)k}, k = 0, \ldots, m.
\]
4: Generate \( s \) independent random standard Gaussian vectors \( g_i, i = 1, \ldots, s \).
5: for \( i = 1, 2, \ldots, s \) do
6: \quad Set \( y_{m+1} = y_{m+1} = 0 \).
7: \quad for \( k = m, m - 1, \ldots, 0 \) do
8: \quad \quad \( y_k = c_k g_i + 4G y_{k+1}/\mu - 2y_{k+1} - y_{k+2} \).
9: \quad end for
10: Calculate \( F_i(G) = c_0 g_i^\top g_i/4 + c_i^\top (y_0 - y_2)/2 \).
11: end for
12: **Return:** \( \hat{S}_\alpha(G) = \frac{1}{1-\alpha} \log_2 \left( \frac{1}{s} \sum_{i=1}^s F_i(G) \right) \).

We establish the following quality-of-approximation guarantee for Algorithm 3:

**Theorem 3** Let \( G \in \mathbb{R}^{n \times n} \) be a normalized PSD kernel matrix and \( \hat{S}_\alpha(G) \) be the output of Algorithm 3 with \( s = \lceil 20 \ln(2/\delta)/\epsilon^2 \rceil \) and
\[
m \geq \alpha + \left\{ \begin{array}{ll}
\frac{\mu}{\lambda_{\min}} 2^\alpha \sqrt{\frac{\Gamma(\alpha + 1/2)\Gamma(\alpha)}{\epsilon \pi^{3/2}}} & \text{if } \lambda_{\min} > 0 \\
\frac{\mu}{\lambda_{\max}} 2^\alpha \sqrt{\frac{n \Gamma(\alpha + 1/2)\Gamma(\alpha)}{\epsilon \pi^{3/2}}} & \text{if } \lambda_{\min} = 0
\end{array} \right.
\]
Then with confidence at least \( 1 - \delta \),
\[
\left| S_\alpha(G) - \hat{S}_\alpha(G) \right| \leq \left| \frac{1}{1-\alpha} \right| \log_2 (3\epsilon + 1),
\]
where \( \lambda_{\min} \) and \( \lambda_{\max} \) are the smallest and largest eigenvalue of \( G \) respectively.

**Remark 3** We can draw similar conclusions with Theorem 2 with the only difference being that the number of terms \( m \) required in polynomial approximation to achieve desired accuracy are varying. Specifically, there are two important aspects to highlight:

- In Theorem 2 we take the square root of \( \alpha \), while in Theorem 3 it is of \( 2\alpha \). This suggests that comparatively fewer terms are needed by the Chebyshev approach when \( \alpha \) is large.

- When \( \lambda_{\min} > 0 \), i.e. the kernel matrix \( G \) is strictly positive definite, \( m \) is growing with \( 1/\epsilon \) logarithmically in Theorem 2 but polynomially in Theorem 3. This indicates that the Taylor series achieves better theoretical guarantee than Chebyshev series.

### 3.4 Block Low-Rank Kernel Approximation

In previous analysis, we can conclude that the main computation cost of algorithms above come from matrix-vector multiplications required in both power iteration and trace estimation. The number of arithmetic operations in matrix-vector multiplication is proportional to the density of kernel matrix, i.e. the number of non-zero elements. Considering that the kernel matrix is usually dense in practice, each matrix-vector multiplication still costs \( O(n^2) \) operations, which
is unaffordable for large matrices. Hence we expect to take full advantage of the structure of the kernel matrix to further reduce the computation burden.

To this end, we first establish the connection between the entropy approximation and the kernel matrix approximation in the following theorem.

**Theorem 4** For any symmetric PSD matrix $G$ and its approximation $\tilde{G}$, the matrix-based Rényi’s $\alpha$-order entropy of $G$ is bounded by

$$\left| S_\alpha(G) - S_\alpha(\tilde{G}) \right| \leq \left| \frac{\alpha}{1 - \alpha} \right| \log_2(\sqrt{n} \|G^{-1}\|_2 \|G - \tilde{G}\|_2 + 1).$$

Motivated by the recent progress on kernel approximation [Si et al., 2017], we consider leveraging both the clustering and low-rank structure of kernel matrices. Taking shift-invariant kernel matrices as an example, we first rewrite these kernels as $\kappa(x_i, x_j) = g(\sigma(x_i - x_j))$, where $g : \mathbb{R}^d \to \mathbb{R}$ is a measurable function and $\sigma$ is the scale parameter. Suppose that there exists a appropriate partition $V_1, \cdots, V_c$ for the given samples, where each $V_s \subset \{1, 2, \cdots, n\}$ and $V_s \cap V_t = \phi$ for any $1 \leq s, t \leq c, s \neq t$. On the one hand, the off-diagonal blocks become quite small for sufficiently large $\sigma$. In such cases, the majority of information is stored in the diagonal blocks. It is natural to use block approximation to replace the whole kernel matrices. On the other hand, for a relatively small $\sigma$, the impacts of off-diagonal blocks cannot be ignored since the kernel matrix remains dense. To approximate these off-diagonal blocks, we employ a low-rank structure to reduce the computational burden. As a result, the kernel matrix $G$ can be approximated by $\tilde{G}$ with block and low rank structure as given in (6).

$$G \approx \tilde{G} = \begin{bmatrix} G^{(1,1)} & G^{(1,2)} & \cdots & G^{(1,c)} \\ G^{(2,1)} & G^{(2,2)} & \cdots & G^{(2,c)} \\ \vdots & \vdots & \ddots & \vdots \\ G^{(c,1)} & G^{(c,2)} & \cdots & G^{(c,c)} \end{bmatrix}$$

(6)

where $G^{(s,s)}$ denotes diagonal blocks and $G^{(s,t)}_k$ denotes the rank-$k$ approximation for off-diagonal block $G^{(s,t)}$. Observing that

$$\|G - \tilde{G}\|_F^2 \leq \sum_{i,j} \kappa(x_i, x_j)^2 - \sum_{s=1}^c \sum_{i,j \in V_s} \kappa(x_i, x_j)^2,$$

therefore

$$\min \|G - \tilde{G}\|_F^2 \Leftrightarrow \max \sum_{s=1}^c \sum_{i,j \in V_s} \kappa(x_i, x_j)^2 := D.$$  

(7)

However, directly maximizing $D$ can result in all the data being assigned into the same cluster. A common way to solve this problem is to normalize $D$ by each cluster’s size $|V_s|$. This leads to the spectral clustering objective:

$$D_{\text{kernel}}(\{V_s\}_{s=1}^c) = \sum_{s=1}^c \frac{1}{|V_s|} \sum_{i,j \in V_s} \kappa(x_i, x_j)^2.$$  

(8)

Optimizing $D_{\text{kernel}}(\{V_s\}_{s=1}^c)$ is computational expensive since we have to access all entries in $G$. We present a lower bound for $D_{\text{kernel}}(\{V_s\}_{s=1}^c)$.

**Theorem 5** For any shift-invariant Lipschitz continuous kernel function $\kappa$,

$$D_{\text{kernel}}(\{V_s\}_{s=1}^c) \geq \frac{1}{2n} - R^2 D_{\text{means}}(\{V_s\}_{s=1}^c),$$

where $R$ is a constant depending on the kernel function, and

$$D_{\text{means}}(\{V_s\}_{s=1}^c) \equiv \sum_{s=1}^c \frac{1}{|V_s|} \sum_{i,j \in V_s} \|x_i - x_j\|_2^2$$

is the $k$-means objective function.

Theorem 5 suggests that the $k$-means algorithm is an ideal choice for selecting the partition $V_1, \cdots, V_c$. We then summarize the block low-rank kernel approximations in Algorithm 4, where the $k$ largest singular values and the corresponding singular vectors are calculated by Randomized SVD algorithm [Halko et al., 2011]. It takes $O(n_r n_c k)$
Algorithm 4 Block Low-Rank Kernel Matrix Approximation

1: **Input:** Shift-invariant kernel matrix \( G \in \mathbb{R}^{n \times n} \), rank \( k \), number of clusters \( c \).
2: **Output:** Approximation to \( G \).
3: Obtain a partition \( V_1, ..., V_c \) by the \( k \)-means algorithm with \( c \) clusters.
4: Rearrange the kernel matrix \( G \) as a block matrix by the partition \( V_1, \cdots, V_c \).
5: Obtain the best rank-\( k \) approximation of each off-diagonal block.
6: **Return:** Construct \( \tilde{G} \) by (6).

arithmetic operations for a \( n_r \times n_c \) sub-matrix. Therefore, the overall computational complexity is reduced to \( O(\frac{n^2}{c} + nck) \).

The following proposition gives the error bound for block low-rank kernel matrix approximation:

**Proposition 1** Given samples \( \{x_i\}_{i=1}^n \subset \mathbb{R}^d \) with a partition \( V_1, ..., V_c \). Let \( \tilde{G} \) be the output of Algorithm 4 and let the radius of partition \( V_i \) be \( r_i \) for \( 1 \leq i \leq c \). Assuming \( r_1 \leq r_2 \leq \ldots \leq r_c \), then for any shift-invariant Lipschitz continuous kernel function, we have

\[
\|G - \tilde{G}\|_F \leq 4Lk^{-\frac{1}{2}}\sqrt{2r} \tag{9}
\]

where \( L \) is the Lipschitz constant of the kernel function, and \( r = \sum_{i=1}^{c} r_i^2 |V_i| \sum_{j=i+1}^{c} |V_j| \).

Combing Theorem 4 and Proposition 1 together yields the following corollary:

**Corollary 1** Under the same conditions in Proposition 1, the approximation error of \( S_\alpha(G) \) is bounded by

\[
|S_\alpha(G) - S_\alpha(\tilde{G})| \leq \left| \frac{\alpha}{1 - \alpha} \right| \log_2(\sqrt{n}4Lk^{-\frac{1}{2}}) \cdot \sqrt{2r\|G^{-1}\|_2 + 1}).
\]

**Remark 4** Note that there is a trade-off for the choice of \( k \) and \( c \) between time complexity and approximation error. On one hand, selecting a small \( k \) or \( c \) may cause large approximation error, or even worse that the approximated kernel matrix loses its positive semi-definite property. On the other hand, block low-rank approximation may lose its benefits in terms of running time for large \( k \) or \( c \). In practice, we suggest xxx

3.5 **Approximation for Matrix-based Rényi’s \( \alpha \) Order Mutual Information and Total Correlation**

So far, we have developed random approximations (Taylor and Chebyshev series approximation) and Block + Low-Rank approximation for matrix-based Rényi’s entropy (i.e., Eq. (2)). These approximation algorithms can be applied straightforwardly to calculate matrix-based Rényi’s \( \alpha \) order mutual information (i.e., Eq. (4)) and total correlation (i.e., Eq. (5)). This is just because both quantities are just addition and subtraction of several entropy terms. Note that, mutual information and total correlation are fundamental statistics for downstream machine learning tasks, such as feature selection (ranking) and deep neural network training. Comprehensive experiments in Section 5.2 demonstrate the excellent accelerating effect of the proposed approximation algorithms in real-world machine learning problems.

4 **Proof of Main Results**

4.1 **Proof of Theorem 2**

**Proof.** We use the binomial series to build our algorithm, which is the Taylor series for function:

\[
(1+A)^\alpha = \sum_{j=0}^{\infty} \binom{\alpha}{j} A^j. \tag{10}
\]

Binomial series converge absolutely for symmetric matrices \( A \) with eigenvalues in \([-1, 1]\), for any given \( \alpha > 0 \). Taking \( \mu \) the maximum eigenvalue of \( A \), the eigenvalues of \( \frac{G}{\mu} - I_j \) now lie in interval \([-1, 0]\). Replacing \( A \) in (10) by \( \frac{G}{\mu} - I_j \) yields:

\[
G^\alpha = \mu^\alpha \cdot \left( \frac{G}{\mu} \right)^\alpha = \mu^\alpha \sum_{j=0}^{\infty} \binom{\alpha}{j} \left( \frac{G}{\mu} - I_j \right)^j. \tag{11}
\]
For convenience, we define \( C = \frac{G}{\mu} - I \) and the estimation error can be bounded as:

\[
\left| \mu^\alpha \sum_{i=1}^s \sum_{j=0}^m \binom{\alpha}{j} g_i^\top C^m g_i - \text{tr}(G^\alpha) \right|
\leq \mu^\alpha \left| \sum_{i=1}^s \sum_{j=0}^m \binom{\alpha}{j} g_i^\top C^m g_i - \sum_{j=0}^m \binom{\alpha}{j} \text{tr}(C^j) \right|
\leq \mu^\alpha \sum_{j=m+1}^\infty \binom{\alpha}{j} \text{tr}(C^j)
\leq \mu^\alpha \sum_{j=m+1}^\infty \binom{\alpha}{j} \text{tr}(C^j) + \mu^\alpha \sum_{j=m+1}^\infty \binom{\alpha}{j} \text{tr}(C^j)
\leq \epsilon \mu^\alpha \binom{\alpha}{j} \text{tr}(C^j) + \mu^\alpha \sum_{j=m+1}^\infty \binom{\alpha}{j} \text{tr}(C^j)
\]

(12)

[12] follows by applying Lemma 1 on matrix \( \sum_{j=0}^m \binom{\alpha}{j} C^j \), with probability at least 1 − \( \delta \). [13] follows by the property of binomial series. [14] follows by the von Neumann’s trace inequality, that for any two matrices \( A \) and \( B \), \( \text{tr}(AB) \leq \sum \lambda_i(A) \lambda_i(B) \), where \( \lambda_i(A) \) denotes the \( i \)-th eigenvalue of \( A \) (and respectively for \( \lambda_i(B) \)). Then \( \text{tr}(C^{m+1}C^n) \leq |\lambda_{min}(C)|^{m+1} \sum \lambda_i^n(C) = |\lambda_{min}/\mu - 1|^{m+1} \text{tr}(C^n) \), where \( \lambda_{min}(C) = \lambda_{min}/\mu - 1 \) is the smallest eigenvalue of \( C \), since all eigenvalues of \( C \) are negative.

We use the following lemma to establish the upper bound of binomial term \( \binom{\alpha}{m} \):

**Lemma 2** [Das 2019] Let \( \Gamma(x) \) be the gamma function and let \( R(x, y) = \Gamma(x + y)/\Gamma(x) \), then

\[
R(x, y) \geq x^y \quad \text{for } 1 \leq y \leq 2,
R(x, y) \geq x(x+1)^{y-1} \quad \text{for } y \geq 2.
\]

By transforming the binomial term into gamma functions, we have the following bound:

\[
\left| \binom{\alpha}{m+1} \right| = \left| \frac{\Gamma(\alpha + 1)}{\Gamma(m+2)\Gamma(\alpha - m)} \right|
\leq \frac{\Gamma(\alpha + 1)}{\Gamma(m+1)\Gamma(\alpha - m)}
\leq \frac{1}{\pi(m-\alpha+1)(m-\alpha+2)^\alpha} \quad 0 < \alpha < 1
\leq \frac{\Gamma(\alpha + 1)}{\pi(m-\alpha+1)(m-\alpha+1)^\alpha} \quad \alpha > 1
\leq \frac{\Gamma(\alpha + 1)}{\pi(m-\alpha+1)(m-\alpha+2)^\alpha}
\]

(15)

[15] follows by applying Lemma 2 on \( (\alpha - \alpha + 1, \alpha + 1) \). [16] follows by Euler’s reflection formula that for any fractional number \( z \), \( \Gamma(z)\Gamma(1-z) = \pi/\sin \pi z \). Finally the criterion for choosing \( m \) could be obtained by solving the following
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inequality:

\[ m \geq \alpha + \left\{ \begin{array}{ll} W_0(\beta \sqrt{(1+\epsilon)\Gamma(\alpha+1)})/\beta & \text{if } \beta > 0 \\
\alpha \sqrt{(1+\epsilon)\Gamma(\alpha+1)}/\epsilon \pi & \text{if } \beta = 0 \end{array} \right. \]

where $\beta = -\log(1 - \lambda_{\text{min}}/\mu)/(\alpha + 1)$.

4.2 Proof of Theorem 3

PROOF. Chebyshev series of the first kind is defined as $T_n(x) = \cos(n \arccos x)$ for $n \in \mathbb{N}$ on interval $[-1, 1]$. Since the eigenvalues of our kernel matrix all lie in $[0, \mu]$, the affine transformation

\[ F(x) = \frac{\mu}{2} (x + 1), \quad \hat{T}_n(x) = T_n \circ F. \]

allows us to define Chebyshev series on interval $[0, \mu]$. The coefficients of Chebyshev series $\hat{T}_n$ can be calculated by:

\[ c_n = \frac{2}{\pi} \int_{0}^{\pi} F^\alpha(\cos \theta) \cos(n \theta) \, d\theta \]

where $(\alpha)_n$ is the falling factorial: $(\alpha)_n = \alpha \cdot (\alpha - 1) \cdots (\alpha - n + 1)$. We now obtain the infinite series expression of the entropy term:

\[ \lambda^\alpha = \frac{c_0}{2} + \sum_{i=1}^{\infty} c_i \hat{T}_i(\lambda). \]

We denote $f_m(x) = c_0 + \sum_{i=1}^{m} c_i \hat{T}_i(x)$ be the Chebyshev series for convenience, then for each eigenvalue $\lambda$ of $G$:

\[ |\lambda^\alpha - f_m(\lambda)| = \left| \sum_{i=m+1}^{\infty} c_i \hat{T}_i(\lambda) \right| \]

\[ \leq \sum_{i=m+1}^{\infty} |c_i| \leq \sum_{i=m+1}^{\infty} \left| \frac{2\mu^\alpha \Gamma(\alpha + \frac{1}{2})}{\sqrt{\pi} \Gamma(\alpha + 1)(\alpha + i)} \right| \]

\[ \leq \frac{2\mu^\alpha}{\sqrt{\pi}} \sum_{i=m+1}^{\infty} \left| \frac{\Gamma(\alpha + \frac{1}{2}) \Gamma(\alpha + 1)}{\Gamma(\alpha + i + 1) \Gamma(\alpha - i + 1)} \right| \]

\[ \leq \frac{2\mu^\alpha \Gamma(\alpha + \frac{1}{2}) \Gamma(\alpha + 1)}{\pi^{3/2}} \sum_{i=m+1}^{\infty} \left| \frac{1}{(i - \alpha)^{2\alpha + 1}} \right| \]

\[ \leq \frac{2\mu^\alpha \Gamma(\alpha + \frac{1}{2}) \Gamma(\alpha + 1)}{\pi^{3/2}} \int_{\alpha}^{\infty} \frac{1}{(x - \alpha)^{2\alpha + 1}} \, dx \]

\[ = \frac{2\mu^\alpha \Gamma(\alpha + \frac{1}{2}) \Gamma(\alpha + 1)}{\pi^{3/2}} \frac{1}{2\alpha(m - \alpha)^{2\alpha}} \]

\[ = \frac{\mu^\alpha \Gamma(\alpha + \frac{1}{2}) \Gamma(\alpha)}{\pi^{3/2} (m - \alpha)^{2\alpha}}. \]
(17) follows by noticing that \( \hat{T}_n(x) \in [-1, 1] \) for any \( x \in [0, \mu] \). (18) follows by applying Lemma 2 on \( R(i - \alpha, 2\alpha + 1) \) similar to (15). (19) follows by Euler’s reflection formula similar to (16). (20) follows by noticing that \( n^{-k} \leq \int_{n-1}^{n} x^{-k} \, dx \) for \( n > 1 \) and \( k > 1 \).

If \( G \) has full rank, i.e., \( \lambda_{\min} > 0 \), then by choosing \( m \) as:

\[
m \geq \alpha + \sqrt{\frac{\mu}{\lambda_{\min}}} \sqrt{n \Gamma(\alpha + \frac{1}{2}) \Gamma(\alpha)} \frac{\epsilon}{\pi^{3/2}},
\]

we have

\[
|\lambda^\alpha - f_m(\lambda)| \leq \epsilon \lambda_{\min}^\alpha \leq \epsilon \lambda^\alpha.
\]

Then the trace of \( G^\alpha \) is bounded as:

\[
\left| \sum_{i=1}^{n} g_i^\top f_m(G) g_i - \text{tr}(G^\alpha) \right| \\
\leq \left| \sum_{i=1}^{n} g_i^\top f_m(G) g_i - \text{tr}(f_m(G)) \right| \\
+ |\text{tr}(f_m(G)) - \text{tr}(G^\alpha)| \\
\leq \epsilon \cdot \text{tr}(f_m(G)) + |\text{tr}(f_m(G)) - \text{tr}(G^\alpha)| \\
\leq \epsilon \cdot \text{tr}(G^\alpha) + (1 + \epsilon) \cdot |\text{tr}(f_m(G)) - \text{tr}(G^\alpha)| \\
\leq \epsilon \cdot \text{tr}(G^\alpha) + (1 + \epsilon) \cdot \sum_{i=1}^{n} |\lambda_i^\alpha - f_m(\lambda_i)| \\
\leq \epsilon \cdot \text{tr}(G^\alpha) + (1 + \epsilon) \cdot \sum_{i=1}^{n} \lambda_i^\alpha \\
\leq 3\epsilon \cdot \text{tr}(G^\alpha).
\]

(21) follows by applying Lemma 1 on matrix \( f_m(G) \).

Otherwise if \( G \) is rank deficient, i.e., \( \lambda_{\min} = 0 \), then by choosing \( m \) as:

\[
m \geq \alpha + \sqrt{\frac{\mu}{\lambda_{\max}}} \sqrt{n \Gamma(\alpha + \frac{1}{2}) \Gamma(\alpha)} \frac{\epsilon}{\pi^{3/2}},
\]

we have

\[
|\lambda^\alpha - f_m(\lambda)| \leq \frac{\epsilon}{n} \lambda_{\max}^\alpha.
\]

Then the trace of \( G^\alpha \) is bounded as:

\[
\left| \sum_{i=1}^{n} g_i^\top f_m(G) g_i - \text{tr}(G^\alpha) \right| \\
\leq \epsilon \cdot \text{tr}(G^\alpha) + (1 + \epsilon) \cdot \sum_{i=1}^{n} |\lambda_i^\alpha - f_m(\lambda_i)| \\
\leq \epsilon \cdot \text{tr}(G^\alpha) + \epsilon(1 + \epsilon) \cdot \lambda_{\max}^\alpha \\
\leq 3\epsilon \cdot \text{tr}(G^\alpha).
\]

\[\blacksquare\]
4.3 Proof of Theorem 4

Proof. Noticing that

$$\left| S_\alpha(G) - S_\alpha(\tilde{G}) \right| = \left| \frac{1}{1-\alpha} \log_2 \sum_{i=1}^n \lambda_i^\alpha(G) - \sum_{i=1}^n \lambda_i^\alpha(\tilde{G}) \right|$$

$$\leq \left| \frac{1}{1-\alpha} \log_2 \max_i \frac{\lambda_i^\alpha(\tilde{G})}{\lambda_i^\alpha(G)} \right|$$

$$= \left| \frac{\alpha}{1-\alpha} \log_2 \max_i \frac{\lambda_i(\tilde{G})}{\lambda_i(G)} \right|. \tag{22}$$

There is no restriction on the order of eigenvalues, i.e. we can reorder the eigenvalues $\lambda_i(G)$ and $\lambda_i(\tilde{G})$ arbitrarily for $i = 1, \ldots, n$. By Corollary 3.3 in [Li and Sun, 2005], there exists a permutation $\tau$ of $\{1, \cdots, n\}$ such that for normal non-singular matrix $A$,

$$\max_i \left| \frac{\mu_{\tau(i)}(G) - \lambda_i}{\lambda_i} \right| \leq \sqrt{n(n-s+1)}\|A^{-1}\|_2\|E\|_2. \tag{23}$$

where $\lambda_i$ and $\mu_i$ are eigenvalues of $A$ and $\tilde{A} = A + E$ respectively, assuming there exists a unitary matrix $U$ such that $U^*AU = \text{diag}(A_1, \ldots, A_s)$, where $1 \leq s \leq n$, and $A_i$ is an upper triangular matrix for $i = 1, \ldots, s$. When the approximation $\tilde{G}$ is symmetric, $\tilde{G}$ is also a normal matrix and $s = n$ is guaranteed. Combining (22) and (23) yields the result. ■

4.4 Proof of Theorem 5

Proof. For any shift-invariant kernel function, there exists a real valued function $f \in \mathbb{R}^d \mapsto \mathbb{R}$ so that for any data points $x_i, x_j \in \mathbb{R}^d$,

$$\kappa(x_i, x_j) = f(x_i - x_j) \geq f(0) - L\|x_i - x_j\|_2,$$

where $L$ is the Lipschitz constant of $f(\cdot)$. Then the elements of matrix $G$ satisfies:

$$G_{ij} = \frac{1}{n} \frac{\kappa(x_i, x_j)}{\kappa(x_i, x_i)\kappa(x_j, x_j)} = \frac{f(x_i - x_j)}{nf(0)}$$

$$\geq \frac{1}{nf(0)} (f(0) - L\|x_i - x_j\|_2)$$

$$= \frac{1}{n} - \frac{L}{nf(0)}\|x_i - x_j\|_2.$$

Let $R \equiv L/nf(0)$, we have

$$G_{ij} + R\|x_i - x_j\|_2 \geq \frac{1}{n}.$$

Taking the square of both sides

$$G_{ij}^2 + R^2\|x_i - x_j\|_2^2 + 2G_{ij}R\|x_i - x_j\|_2 \geq \frac{1}{n^2}.$$

From the classical arithmetic and geometric mean inequality, we get the following bound:

$$2G_{ij}R\|x_i - x_j\|_2 \leq G_{ij}^2 + R^2\|x_i - x_j\|_2^2,$$

hence

$$G_{ij}^2 + R^2\|x_i - x_j\|_2^2 \geq \frac{1}{2n^2}.$$
According to the definition of $D_{\text{kernel}}$:

$$D_{\text{kernel}}(\{V_s\}_{s=1}^c) = \sum_{s=1}^c \frac{1}{|V_s|} \sum_{i,j \in V_s} G_{ij}^2 \geq \sum_{s=1}^c \frac{1}{|V_s|} \sum_{i,j \in V_s} \left( \frac{1}{2n^2} - R^2 \|x_i - x_j\|_2^2 \right)$$

$$= \frac{1}{2n} - R^2 \sum_{s=1}^c \frac{1}{|V_s|} \sum_{i,j \in V_s} \|x_i - x_j\|_2^2 \geq \frac{1}{2n} - R^2 D_{\text{kmeans}}(\{V_s\}_{s=1}^c).$$

This completes the proof. □

4.5 Proof of Proposition 1

Proof. Denote $G(s,t)$ as one block of matrix $G$ with rows $V_s$ and columns $V_t$. By Theorem 2 in [Si et al., 2017], for any shift-invariant Lipschitz continuous kernel function with Lipschitz constant $L$, we have the following bound:

$$\|G(s,t) - G_k^{(s,t)}\|_F \leq 4Lk^{-\frac{1}{2}} \sqrt{|V_s|} |V_t| \min(r_s, r_t).$$

Summing up the inequality above for all off-diagonal blocks yields the final result:

$$\|G - \tilde{G}\|_F = \sqrt{\sum_{s,t=1...c, s < t} 2\|G(s,t) - G_k^{(s,t)}\|_F^2} \leq 4Lk^{-\frac{1}{2}} \sqrt{\sum_{s,t=1...c, s < t} 2|V_s| |V_t| \min^2(r_s, r_t)}$$

$$= 4Lk^{-\frac{1}{2}} \sqrt{2 \sum_{i=1}^c r_i^2 |V_i| \sum_{j=i+1}^c |V_j|}.$$ □

5 Experimental Results

We evaluate the performance of the proposed approximation algorithms on large-scale simulation and real-world data. All numerical studies are conducted with an Intel i7-10700 (2.90GHz) CPU, an RTX 2080Ti GPU and 64GB of RAM. Approximation algorithms are implemented both in C++ and Python, with k-means algorithm provided by OpenCV [Bradski, 2000], and fundamental linear algebra functions provided by Eigen [Guennebaud et al., 2010] and Pytorch [Paszke et al., 2019] respectively.

5.1 Simulation Studies

In our experiments, the simulation data are generated by mixture of Gaussian distribution $\frac{1}{2}N(-1, I_d) + \frac{1}{2}N(1, I_d)$ with $n = 10,000$ and $d = 10$, the size of the kernel matrix is then $10,000 \times 10,000$. We choose Gaussian kernel $\kappa(x_i, x_j) = \exp(-\|x_i - x_j\|_2^2/2\sigma^2)$ with $\sigma = 1$ for calculating matrix-based Rényi’s entropy. We set order of rank $k = 80$ and number of clusters $c = 20$ in block low-rank approximation experiments. To reduce the impact of randomness, we run each test for $K = 100$ times and report the mean relative error (MRE) and corresponding standard deviation (SD). The oracle $S_\alpha(G)$ is computed through the trivial $O(n^3)$ eigenvalue approach. We use the high resolution clock provided by the C++ standard library, whose precision reaches nanoseconds.

5.1.1 Randomized Approximation

We examine the performance of the trace estimation algorithm “Trace” and its combination with block low-rank approximation “Trace + Low-rank” for Rényi’s entropy with integer orders. Algorithm [1] is implemented with
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\[ \alpha \in \{2, 3, 5, 8\} \]. The number of random Gaussian vectors \( s \) ranges from 20 to 200 in increments of 20. The Time vs. MRE curves for different \( \alpha \) are shown in Figure 1 in which the shaded area indicates corresponding SD. We observe that when \( s \) is large enough, “Trace + Low-rank” runs faster than “Trace” while yielding comparable estimation error.

5.1.2 Taylor & Chebyshev Series Approximation

We further evaluate the approximation effect for fractional \( \alpha \) orders. The results on describing the impact of \( \alpha \) for Taylor series and Chebyshev series approximations are reported in Figure 2. We can see that the approximation error grows with the increase of \( \alpha \) for \( \alpha < 1 \) and decreases otherwise. This phenomenon supports our claims in Theorem 2 and 3, where the term \( |1 - \alpha^m| \) dominates the approximation error.

Moreover, we test Algorithms 2 and 3 with or without block low-rank kernel approximation by setting the number of terms \( m = 30 \) in polynomial series. Again, the number of random Gaussian vectors \( s \) ranges from 20 to 200 in increments of 20. The results are shown in Figure 3 and Table 1. It can be observed that the Chebyshev methods runs slightly slower than Taylor. For a large range of different \( \alpha \), Taylor and Chebyshev approaches produces similar MRE. Besides, the block low-rank methods save more than half of running time while only introducing negligible error in approximation.

Next we demonstrate that the proposed algorithms are applicable to different kinds of kernel functions. Considering the prerequisite that matrix based Rényi’s entropy supports only infinitely divisible kernels, we choose the following widely-used ones to constitute our benchmark:
We use the Gaussian kernel same as above with \( \alpha \) present in Figure 4. It can be seen that for fixed \( m \) and \( k \), although too small or too large values of \( \alpha \) or \( k \) are not desirable. Additionally, we also wish to provide practitioners some insights on how to appropriately select the most suitable approximation in real applications. The evaluation results are presented in Figure 3. It can be seen that for fixed \( \alpha \), \( m \) and \( c \), Taylor and Chebyshev series approximation achieve similar performance. This observation supports the effectiveness of approximating different kernel functions by Taylor and Chebyshev series.

### 5.1.3 Effect of Block Low-rank Approximation

We finally examine the performance of block low-rank kernel approximation with different number of clusters \( c \) and different ranks \( k \). Our purpose is to demonstrate that our approximations can reach a satisfactory trade-off in a suitable range of both \( c \) and \( k \), although too small or too large values of \( c \) or \( k \) are not desirable. Additionally, we also wish to provide practitioners some insights on how to appropriately select the most suitable approximation in real applications. We use the Gaussian kernel same as above with \( \alpha = 2.5 \), \( s = 100 \) and \( m = 40 \). To evaluate the impact of \( c \) and \( k \) respectively, we take a grid search for \( c \) varying from 2 to 20 with step 2 and \( k \) varying from 10 to 100 with step 10 using Chebyshev approximation. The results are shown in Figure 2. Obviously, the Chebyshev algorithm with block low-rank kernel approximation yield comparable estimation accuracy to the algorithms without matrix approximation for large \( c \) and \( k \), while saving nearly half of running time. We also find that the approximation error decreases with the increase of \( c \) in most cases, but with running time decreasing at the same time for small \( c \). This observation is just due to prevent too many zero eigenvalues appearing in \( G \).

### Table 1: Time and (MRE ± SD) × 10⁻³ for fractional \( \alpha \)-order Rényi’s entropy estimation with \( m = 30 \), \( s = 200 \).

| Method                  | \( \alpha \) | \( 0.1 \) | \( 0.2 \) | \( 0.4 \) | \( 1.5 \) | \( 4.5 \) |
|------------------------|--------------|----------|----------|----------|----------|----------|
| Eigenvalue             | 219.8        | -        | -        | -        | -        | -        |
| Taylor                 | 66.3         | 0.099 ± 0.074 | 0.160 ± 0.119 | 0.187 ± 0.148 | 0.491 ± 0.370 |
| Chebyshev              | 71.1         | 0.139 ± 0.099 | 0.443 ± 0.312 | 0.116 ± 0.087 | 0.924 ± 0.675 |
| Taylor + Low-rank      | 28.6         | 0.112 ± 0.085 | 0.405 ± 0.309 | 0.109 ± 0.076 | 1.068 ± 0.821 |
| Chebyshev + Low-rank   | 30.7         | 0.116 ± 0.084 | 0.133 ± 0.099 | 0.192 ± 0.166 | 0.606 ± 0.389 |

- Polynomial kernel: \( \kappa(x_i, x_j) = (x_i^T x_j + r)^p \) with \( r = 1 \) and \( p = 2, 4 \).
- Gaussian kernel: \( \kappa(x_i, x_j) = \exp(-||x_i - x_j||^2 / 2\sigma^2) \) with \( \sigma = 0.5, 1 \).

We set \( \alpha = 1.5 \) and \( m = 50 \), while \( s \) ranges from 10 to 100 in increments of 10. For polynomial kernel, we set \( d = 1000 \) to prevent too many zero eigenvalues appearing in \( G \). For Gaussian kernel, we keep the previous settings, and add the corresponding comparisons with low-rank structure due to its shift-invariant property. The evaluation results are presented in Figure 3. It can be seen that for fixed \( \alpha \), \( m \) and \( c \), Taylor and Chebyshev series approximation achieve similar performance. This observation supports the effectiveness of approximating different kernel functions by Taylor and Chebyshev series.
to the $O\left(\frac{n^2}{k} + nck\right)$ complexity of the approximated matrix-vector multiplication. In this sense, we recommend a range of $c$ between 10 and 20. Similarly, a range of $k$ between 50 and 100 is preferred.

Additionally, we evaluate such combination for a $50000 \times 50000$ Gram matrix. “Chebyshev + low-rank” approximations take less than 8 minutes to obtain the entropy value, whereas the original estimator requires more than 8 hours. From a practical viewpoint, we suggest using such combination to achieve an ideal effect.

5.2 Real-world Data Studies

Following Shannon’s definition of joint entropy and mutual information, corresponding extended information measures defined on matrix-based Rényi’s entropy could be derived accordingly Eqs. (4) and (5). In real-world scenarios, these extended information quantities enable much wider range of applications e.g. feature selection, dimension reduction and information based clustering. In this section, we will show that our approximation algorithms are also well-suited for these extended information measures, and can be directly applied to accomplish complex tasks as well as maintaining the outstanding performance of Rényi’s entropy. In the following experiments, we select Gaussian kernel with $\sigma = 1$ and $\alpha = 2$ for simplicity.
### 5.2.1 Mutual Information for Feature Selection

Given a set of features $S = \{X_1, \ldots, X_n\}$, the feature selection task aims to find a smallest subset of $S$ while trying to maximize the relevance about the labels $Y$. In the view of information theory, our goal is to maximize $I(\{X_{i_1}, \ldots, X_{i_k}\}; Y)$, where $i_1, \ldots, i_k$ indicate the selected features. However, the curse of high dimension causes this objective extremely hard to estimate. By employing the extension of multivariate matrix-based Rényi’s mutual information [Yu et al., 2019], we are finally granted direct measure to this information quantity. We evaluate the performance of matrix-based Rényi’s mutual information (RMI) and RMI approximated by our algorithms (ARMI) on 8 well-known classification datasets used in previous works [Dua and Graff, 2017, Koklu and Ozkan, 2020, Abolfathi et al., 2018, Yu et al., 2019, Vinh et al., 2016] which cover a wide range of instance-feature ratio, number of classes and data source domains, as shown in Table 2. For completeness, we compare with state-of-the-art information based feature selection methods, including Mutual Information-based Feature Selection (MIFS) [R. Battiti, 1994], First-Order Utility (FOU) [Brown, 2009], Mutual Information Maximization (MIM) [Lewis, 1992], Maximum-Relevance Minimum-Redundancy (MRMR) [Peng et al., 2005], Joint Mutual Information (JMI) [Yang, 1999] and Conditional Mutual Information Maximization (CMIM) [Fleuret, 2004].

In our experiments, continuous features are discretized into 5 bins by equal-width strategy [Vinh et al., 2014] for non-Rényi methods. We choose the Support Vector Machine algorithm implemented by libSVM [Chang and Lin, 2011] with RBF kernel ($\sigma = 1$) as the classifier and employ 10-fold cross validation. In our observation, classification error tends to stop decreasing after incrementally selecting the first $k = 8$ features (shown in the appendix), so we select the first 8 most informative features step by step through a greedy criterion and report the best validation error achieved by each method. Experiment results are shown in Table 3 in terms of classification error, with corresponding running time reported in Table 5 for RMI and ARMI. As we can see, ARMI achieves 5 to 10 times speedup comparing to original RMI on all datasets while introducing only less than 1% error in classification experiments, which is still significantly lower than other methods in comparison. This demonstrates the great potential of the proposed approximating algorithms in machine learning applications.

### 5.2.2 Mutual Information for Feature Ranking

Feature ranking provides an efficient way to implement feature selection, it aims to identify the most informative features about the label $Y$ for the given set $S = \{X_1, \ldots, X_n\}$. Instead of adding candidates step by step, feature ranking computes a coefficient $W(X_i)$ for each $X_i \in S$, and finds a subset of $S$ that maximizes $\sum_{j=1}^{k} W(X_{i_j})$, where $i_1, \ldots, i_k$ indicate the selected features. This approach avoids multivariate mutual information estimation, but ignores the interaction between different features, thus usually yields worse results than incremental selection.
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Table 4: Feature ranking results in terms of classification error (%).

| Method   | Covid | Optdigits | Statlog | Gesture | Spambase | Waveform | Galaxy | Beans |
|----------|-------|-----------|---------|---------|----------|----------|--------|-------|
| ADC [Sridhar et al., 1998] | 4.36  | 12.81     | 13.63   | 33.70   | 9.85     | 20.84    | 0.75   | 9.10  |
| NFIG [Setiono and Liu, 1996] | 4.36  | 75.16     | 15.76   | 33.65   | 11.21    | 20.84    | 0.67   | 9.10  |
| SU [Press et al., 1988]      | 4.34  | 18.33     | 15.46   | 33.65   | 10.13    | 20.84    | 0.63   | 9.10  |
| DAS [De Mántaras, 1991]      | 5.76  | 89.16     | 37.30   | 55.55   | 37.71    | 20.84    | 0.80   | 9.10  |
| WJE [Chi and Jabri, 1993]    | 5.76  | 22.40     | 20.19   | 48.73   | 24.41    | 20.84    | 0.89   | 9.10  |
| RMI [Yu et al., 2019]        | 3.99  | 13.24     | 14.79   | 33.54   | 10.28    | 20.68    | 0.51   | 8.34  |
| ARMI (Ours)                   | 3.83  | 13.29     | 14.82   | 33.62   | 10.24    | 20.76    | 0.51   | 8.29  |

Table 5: Running time (h) of RMI and ARMI on different tasks and datasets.

| Dataset   | Feature Selection | Feature Ranking | RMI | ARMI |
|-----------|------------------|-----------------|-----|------|
| Covid     | 2.56             | 0.47            | 0.42| 0.18 |
| Optdigits | 10.68            | 1.25            | 1.45| 0.61 |
| Statlog   | 8.48             | 1.71            | 1.22| 0.45 |
| Gesture   | 86.03            | 8.19            | 12.25| 2.55 |
| Spambase  | 4.88             | 1.15            | 0.68| 0.36 |
| Waveform  | 4.43             | 0.77            | 0.64| 0.30 |
| Galaxy    | 8.64             | 1.29            | 1.46| 0.38 |
| Beans     | 30.35            | 3.11            | 4.94| 0.89 |

Again, we evaluate all methods on the same datasets shown in Table 2, with the same discretization strategy and classifier settings. We compare Rényi’s entropy based methods with previous state-of-the-art information based feature ranking criterions, including Asymmetric Dependency Coefficient [Sridhar et al., 1998] (ADC), Normalized First-Order Information Gain [Setiono and Liu, 1996] (NFIG), Symmetrical Uncertainty [Press et al., 1988] (SU), Distance-based Attribute Selection [De Mántaras, 1991] (DAS) and Weighted Joint Entropy [Chi and Jabri, 1993] (WJE). For each method, 8 most informative features are selected by their corresponding ranking coefficients $W(X_i)$. We report the comparison results in terms of classification error in Table 4, and the running time in Table 5. We can observe that ARMI still achieves 2 to 5 times speedup comparing to RMI. It is worth noting that the Galaxy dataset contains an extremely informative feature named “redshift”, which leads to higher than 95% classification accuracy solely in identifying the class of a given star. Both RMI and ARMI can pick it out in the first place, but other methods even fail to choose it as the second high-weighted candidate.

5.2.3 Information Bottleneck for Image Classification

The Information Bottleneck (IB) objective was firstly introduced by [TISHBY, 1999] and has recently achieve great success for preventing overfitting in deep network training [Yu et al., 2021b, Ardizzone et al., 2020, Wu et al., 2020]. IB attempts to learn a representation $T$ that maximize $I(Y, T)$ and minimize $I(X, T)$ simultaneously, forcing the network to ignore irrelevant information of $X$ about $Y$ and thus improving robustness. IB is defined on mutual information and could be directly approximated:

$$L_{IB} = I(Y, T) - \beta I(X, T).$$

When parameterizing IB with a deep neural network, $X$ denotes input variable, $Y$ denotes the desired output (e.g., class labels), $T$ refers to the latent representation of one hidden layer. Usually, this was done by optimizing the IB Lagrangian (i.e., Eq. (24)) via a classic cross-entropy loss (which amounts to $\max I(Y; T)$ [Amjad and Geiger, 2019]) regularized by a differentiable mutual information term $I(X; T)$. In practice, $I(X; T)$ can be measured by variational approximation [Aleimi et al., 2016], Kolchinsky et al. [2019], mutual information neural estimator (MINE) [Belghazi et al., 2018], Elad et al. [2019] and the matrix-based Rényi’s $\alpha$ order entropy functional [Yu et al., 2021b].

Following the experiment settings in [Aleimi et al., 2016, Yu et al., 2021b], we select VGG16 [Simonyan and Zisserman, 2015] as the baseline network and CIFAR-10 as the classification dataset. We choose the last fully connected layer before softmax as the bottleneck layer. All models are trained for 400 epochs, with batch size 100, initial learning rate 0.1 reducing by a factor of 10 every 100 epochs. We follow the suggestion of [Yu et al., 2021b] and set $\beta = 0.01$. We evaluate the performance of IB and Approximated IB (AIB) with $s = 20$ combined with VGG16. The final classification accuracy and time spent on calculating IB / training network are reported in Table 6.
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Table 6: Test error and time spent on calculating IB / training network for different methods on CIFAR-10.

| Model                  | Error (%) | IB/Training Time (h) |
|------------------------|-----------|----------------------|
| VGG16                  | 7.36      | / 2.27               |
| VGG16+IB (α = 1.01)    | 5.66      | 1.13 / 3.40          |
| VGG16+IB (α = 2)       | 5.69      |                      |
| VGG16+AIB (α = 2)      | 5.74      | 0.23 / 2.50          |

For a fair comparison, we further consider the cases with α = 1.01 and α = 2. Both cases demonstrate that AIB achieves remarkable speedup without sacrificing prediction ability, comparing to directly calculating of IB. In particular, the cost time of AIB for training VGG16 is much less than that of IB, leading to a over 5 times accelerating effect. This improvement could be further enlarged with large batch sizes, which is widely adopted in modern fine tuning techniques [Smith et al.][2018].

6 Conclusion

In this paper, we develop computationally efficient approximations for matrix-based Rényi’s entropy. From the viewpoint of randomized linear algebra, we design random Gaussian approximation for integer-order matrix-based Rényi’s entropy and use Taylor and Chebyshev series to approximate fractional matrix-based Rényi’s entropy. Moreover, we exploit the structure of kernel matrices to design a memory-saving block low-rank approximation for calculating the matrix-based Rényi’s entropy. Statistical guarantees are established for the proposed approximation algorithms. We also demonstrate their practical usages in real-world applications including feature selection and (multi-view) information bottleneck. In the future, we will try to acquire tighter theoretical upper bounds, and establish theoretical lower bounds for matrix-based Rényi’s entropy. We will also continue to explore more practical applications of our fast matrix-based Rényi’s entropy in both machine learning and neuroscience.
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### A Power Iteration Algorithm

The power iteration algorithm is a well-known method to compute the largest eigenvalue of large-scale matrices. Lemma 3 establishes the theoretical bound of Algorithm 5.

**Algorithm 5 Power Iteration** [Boutsidis et al., 2017]

1. **Input:** Positive semi-definite matrix $G \in \mathbb{R}^{n \times n}$, integers $q, t > 0$.
2. **for** $j = 1, ..., q$ **do**
3. Randomly select a vector $x_0^j \in \{-1, +1\}^n$.
4. **for** $i = 1, ..., t$ **do**
5. $x_i^j = G \cdot x_{i-1}^j$.
6. **end for**
7. Compute $\tilde{\lambda}_j = \frac{x_i^j \cdot G \cdot x_i^j}{x_i^j \cdot x_i^j}$.
8. **end for**
9. **Output:** $\tilde{\lambda}_{\max} = \max_{j=1,...,q} \tilde{\lambda}_j$.

**Lemma 3** [Boutsidis et al., 2017] Let $\tilde{\lambda}_{\max}$ be the output of Algorithm 5 with $q = \lceil 4.82 \log(1/\delta) \rceil$ and $t = \lceil \log \sqrt{4n} \rceil$, then with probability at least $\delta$:

$$\frac{1}{6} \lambda_{\min} \leq \tilde{\lambda}_{\max} \leq \lambda_{\min}.$$  

The time complexity of computing the largest eigenvalue is thus $O(n \text{nnz}(G) \log n \log(1/\delta))$. It is usually marginal comparing to the complexity of trace estimation, so we ignore it in our main analysis for simplicity.

### B Supplementary Experiment Results

#### B.1 Taylor & Chebyshev Series Approximation

Additionally, we report the results for time vs. MRE curves of all approximation methods with $\sigma = 0.5$ in Gaussian kernel. we keep the previous experiment settings and set $m = 40$, $c = 15$. The results are shown in Figure 6 and Table 7.
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**B.2 Feature Selection**

We additionally report number of features vs. classification accuracy curves for all feature selection methods on 8 different datasets shown in Figure 7. Those for feature ranking methods are shown in 8. It can be seen that classification error is stable and directly comparable after selecting 8 features.

| Method         | Time (s) | α = 0.1 | α = 0.4 | α = 1.5 | α = 4.5 | α = 9.5 |
|----------------|----------|---------|---------|---------|---------|---------|
| Eigenvalue     | 219.8    | 0.074 ± 0.074 | 0.138 ± 0.098 | 0.152 ± 0.142 | 0.025 ± 0.017 |
| Taylor         | 88.5     | 0.117 ± 0.090 | 0.404 ± 0.321 | 0.054 ± 0.041 | 0.011 ± 0.009 |
| Chebyshev      | 93.7     | 0.118 ± 0.084 | 0.169 ± 0.125 | 0.162 ± 0.116 | 0.025 ± 0.015 |
| Taylor + Low-rank | 20.4   | 0.123 ± 0.092 | 0.456 ± 0.338 | 0.052 ± 0.041 | 0.013 ± 0.009 |
| Chebyshev + Low-rank | 21.6 | 0.107 ± 0.078 | 0.142 ± 0.102 | 0.137 ± 0.104 | 0.023 ± 0.017 |

Table 7: Time and MRE ×10⁻³ (SD ×10⁻³) for fractional α-order Rényi’s entropy estimation with σ = 0.5.
Figure 7: Number of Features vs. Classification Error curves for feature selection methods.

Figure 8: Number of Features vs. Classification Error curves for feature ranking methods.