Meta-Semi: A Meta-learning Approach for Semi-supervised Learning

Yulin Wang, Jiayi Guo, Shiji Song, Gao Huang∗
Department of Automation, Tsinghua University, Beijing, China
Beijing National Research Center for Information Science and Technology (BNRist)
wang-yl19@mails.tsinghua.edu.cn, guojy821@gmail.com
{shijis, gaohuang}@tsinghua.edu.cn

Abstract

Deep learning based semi-supervised learning (SSL) algorithms have led to promising results in recent years. However, they tend to introduce multiple tunable hyper-parameters, making them less practical in real SSL scenarios where the labeled data is scarce for extensive hyper-parameter search. In this paper, we propose a novel meta-learning based SSL algorithm (Meta-Semi) that requires tuning only one additional hyper-parameter, compared with a standard supervised deep learning algorithm, to achieve competitive performance under various conditions of SSL. We start by defining a meta optimization problem that minimizes the loss on labeled data through dynamically reweighting the loss on unlabeled samples, which are associated with soft pseudo labels during training. As the meta problem is computationally intensive to solve directly, we propose an efficient algorithm to dynamically obtain the approximate solutions. We show theoretically that Meta-Semi converges to the stationary point of the loss function on labeled data under mild conditions. Empirically, Meta-Semi outperforms state-of-the-art SSL algorithms significantly on the challenging semi-supervised CIFAR-100 and STL-10 tasks, and achieves competitive performance on CIFAR-10 and SVHN.

1 Introduction

The recent success of deep learning in supervised tasks is fueled by abundant annotated training data [21, 38, 39, 22, 14, 16]. However, collecting precise labels in practice is usually very time-consuming and costly. In many real-world applications, only a small subset of all available training data are associated with labels [31, 42]. Semi-supervised learning (SSL) is a learning paradigm that aims to improve the model performance by simultaneously leveraging labeled and unlabeled data [45, 9, 41].

In the context of deep learning, many successful SSL methods incorporate unlabeled data by performing unsupervised consistency regularization [22, 40, 28, 42, 7]. In specific, they first add small perturbations to the unlabeled samples, and then enforce the consistency between the model predictions on the original data and the perturbed data. Though impressive performance has been achieved, the state-of-the-art consistency based algorithms tend to introduce multiple tunable hyper-parameters. The final performance of the algorithms is usually conditioned on setting proper values for these hyper-parameters. However, in real semi-supervised learning scenarios, hyper-parameter searching is usually unreliable as the annotated data are scarce, leading to high variance when cross-validation is adopted [31]. This problem will become even more serious if the performance of the algorithm is sensitive to the hyper-parameter values. Furthermore, since the searching space grows exponentially with respect to the number of hyper-parameters [5], the computational cost may become unaffordable for modern deep learning algorithms.
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Another challenge to develop practical and robust deep SSL algorithms is how to exploit the labeled data more efficiently, as these data, although being scarce, have the precise and reliable annotations. Consistency based SSL algorithms [22, 40, 28, 42, 7] usually model the labeled and unlabeled data in separate terms in the loss function, where the unlabeled data receives no supervision, at least explicitly, from the former, leading to an inefficient use of the labeled data.

In this paper, we propose a meta-learning based SSL algorithm, named Meta-Semi, to efficiently exploit the labeled data, while requiring tuning only one additional hyper-parameter to achieve impressive performance under various conditions. The proposed algorithm is based on a simple intuition: if the network is trained with correctly “pseudo-labeled” unannotated samples, the final loss on labeled data should be minimized. To be specific, we start by explicitly defining a meta reweighting objective: finding the optimal weight $w$ for different pseudo-labeled samples to train a network, such that the final loss on labeled data is minimized. Note that the problem is computationally intensive to be directly solved via optimization algorithms. Therefore, we propose an approximated formulation, based on which a closed form solution can be obtained. We show theoretically that one meta gradient step is sufficient to obtain the approximate solutions at each training iteration. Finally, we propose a dynamical weighting algorithm to reweight pseudo-labeled samples with 0-1 weights. Theoretical analysis shows that our method converges to the stationary point of the supervised loss function.

Our algorithm is empirically validated on widely used image classification benchmarks (CIFAR-10, CIFAR-100, SVHN and STL-10) with modern deep networks (e.g., CNN-13 and WRN-28). Meta-Semi outperforms state-of-the-art SSL algorithms, including ICT [42] and MixMatch [7], on the challenging CIFAR-100 and STL-10 SSL tasks significantly, while achieves slightly better performance than on CIFAR-10. Besides, Meta-Semi is complementary to consistency based methods, i.e., performing consistency regularization in our algorithm further improves the performance. Moreover, sensitivity test on the only tunable hyper-parameter of Meta-Semi shows that the algorithm is quite robust to different hyper-parameter values.

2 Related Work

Consistency based semi-supervised learning has been extensively studied in the context of deep learning in recent years [37, 22, 40, 28, 42]. These methods leverage unlabeled data by adding an unsupervised regularization term to the standard supervised loss: $L_S + wL_{US}$, where $L_S$ is the conventional loss on labeled data, $L_{US}$ is the loss contributed by unlabeled data which is usually defined as a measure of discrepancy between the model predictions on the original unlabeled samples and their perturbed counterparts, and $w$ is a pre-defined coefficient. Existing approaches have proposed different ways to generate the perturbations for $L_{US}$, including data augmentation [3, 22, 37], adversarial noise [28], Dropout [32], data interpolation [42], etc. To enhance the model stability, an exponential moving average (EMA) on parameters or predictions is often adopted [22, 40]. The effectiveness of these approaches is conditioned on the proper setting of the coefficient $w$. As the recent methods [7, 6] usually integrate multiple regularization techniques, finding the proper hyperparameter setting becomes a challenging problem in practice, especially in the SSL scenarios where few samples are available for performing cross-validation.

Other semi-supervised learning algorithms. Early work on SSL can be categorized into cluster assumption based methods [18, 17] and graph assumption based methods [45, 4]. For deep learning based SSL, [19, 30] propose to train deep generators using both the labeled and unlabeled data to estimate the data distribution. Pseudo label based method [25] is also widely used in deep SSL. It progressively uses the highly confident model predictions to generate pseudo labels for unlabeled samples during training. Minimizing the entropy of the model prediction on unlabeled data is also proven effective for SSL [13, 28].

Meta learning. Since Meta-Semi follows a meta-learning paradigm, we briefly review the existing work on this topic. The idea of meta-learning is motivated by the goal of ‘learning to learn better’ [23, 1]. Meta-learning algorithms usually define a meta optimization problem to extract information from the learning process. For example, using the loss on a small amount of trustable data as the meta-objective is widely adopted in few-shot learning [33, 35]. MAML [12] proposes to minimize the meta loss directly via gradient descents. To address the challenge that naively minimizing the meta objective requires performing multiple meta update steps iteratively for every ‘real’ update step on model parameters, [36] propose an online approximation method to make the meta training

---

\[2\] Throughout the paper, the term “weights” always refer to the coefficients that we use to reweight each individual unlabeled sample, instead of referring to the parameters of neural networks.
process more tractable. The proposed algorithm is similar to that in [36], but our contributions lie in several important aspects. First, we propose to exploit the labeled data more efficiently in SSL by leveraging the meta-reweighting method, which not only reduces the required number of tunable hyper-parameters, but also effectively improves the performance. As far as we know, this idea has not been explored in the literature. Second, we propose a novel dynamical re-weighting process that is tailored for SSL. This is non-trivial since directly applying the method in [36] to SSL leads to inferior results (see: Table 1). Third, we provide a theoretical convergence analysis in the context of SSL, which utilizes different proof techniques from [36].

3 Method

In this section, we introduce the details of our Meta-Semi algorithm. Different from most existing methods that leverage unsupervised consistency regularization, we propose to solve the SSL problem in a meta-learning paradigm. As an overview, we first compute the cross-entropy loss of unlabeled samples using their corresponding pseudo labels. Then we reweight the loss on each unlabeled sample by solving a meta optimization problem that minimizes the supervised loss of labeled samples. As directly solving the meta problem is computationally intractable, we propose an approximation method to dynamically obtain the 0-1 approximate solutions, which only requires one meta gradient descent step. In addition, theoretical guarantees are provided to show that our method converges to the stationary point of the supervised loss.

3.1 Meta Optimization Problem

We start by presenting the weighted loss function of our method, and defining a meta optimization problem to determine the value of the weight for each unlabeled sample.

Suppose that the networks are trained with stochastic gradient descent (SGD). At each iteration, we sample a mini-batch of labeled samples $X = \{(x_i, y_i)\}$ together with a mini-batch of unlabeled samples $\mathcal{U} = \{(u_j, \tilde{y}_j)\}$, where $x_i$ and $y_i$ represent the $i$th labeled sample and its associated ground truth label, respectively, and $u_j$ and $\tilde{y}_j$ represent the $j$th unlabeled sample and its pseudo label, respectively. Following earlier work [42, 44], we use the MixUp augmentation [43] to generate a mixed version of the inputs to improve the generalization performance, instead of directly using $X$ and $\mathcal{U}$. The augmented mini-batch of training samples are denoted by $\tilde{X} = \{ (\tilde{x}_i, \tilde{y}_i) \}$ and $\tilde{\mathcal{U}} = \{ (\tilde{u}_j, \tilde{y}_j) \}$.

We defer the details on generating pseudo labels and obtaining $\tilde{X}$ and $\tilde{\mathcal{U}}$ to Section 3.3.

Consider training a deep network with parameters $\theta$. We first feed an unlabeled sample $\tilde{u}_j$ into the network, producing its prediction $p(\tilde{u}_j | \theta)$. Then we calculate the cross-entropy loss $L(\tilde{y}_j, p(\tilde{u}_j | \theta))$ using the corresponding soft pseudo label $\tilde{y}_j$. The loss of this sample is further reweighed by $w_j^* \in [0, 1]$ to construct the final loss function

$$ L_{\text{meta}} = \frac{1}{\sum_{j=1}^{\lvert \tilde{U} \rvert} w_j^*} \sum_{j=1}^{\lvert \tilde{U} \rvert} w_j^* L(\tilde{y}_j, p(\tilde{u}_j | \theta)). \tag{1} $$

Without loss of generality, we assume $L_{\text{meta}} = 0$ when $\sum_{j=1}^{\lvert \tilde{U} \rvert} w_j^* = 0$. The weight scalar $w_j^*$ is determined by minimizing the meta loss on the labeled data. To illustrate that, we first consider training the network with a similar weighted loss

$$ \theta^*(w) = \arg \min_{\theta} \sum_{j=1}^{\lvert \tilde{U} \rvert} w_j L(\tilde{y}_j, p(\tilde{u}_j | \theta)), \tag{2} $$

where $\theta^*(w)$ is the optimal solution that minimizes the weighted loss. Obviously, it is a function of the weight vector $w = [w_1, w_2, \ldots]^T$. Then the weights $w^*$ is solved by minimizing the loss on labeled data $X$ with $\theta^*(w)$, namely

$$ w^* = \arg \min_{w, j \in [0, 1], j = 1, \ldots, \lvert \tilde{U} \rvert} \sum_{i=1}^{\lvert \tilde{X} \rvert} L(\tilde{y}_i, p(\tilde{x}_i | \theta^*(w))). \tag{3} $$

Intuitively, our aim is to find a subset of pseudo-labeled samples, which, if used for training, are the most beneficial in terms of the generalization performance. The labeled data are leveraged to determine if each pseudo-labeled sample should be used, instead of directly being used for training as most existing SSL algorithms do [22, 40, 28, 42, 47]. We argue that this is a more effective approach to exploit the supervision information.
3.2 Approximating the Meta Solution

To solve the meta optimization problem Eqs. (2) and (3) efficiently, we introduce a method to obtain an approximate solution.

At the \( t \)-th step in the training process, consider estimating \( \theta^* (w) \) by performing \( M \) times of gradient descents starting from current values of network parameters \( \theta^t \):

\[
\theta_M^t \approx \theta^* (w), \quad \theta_0^t = \theta^t,
\]

\[(4)\]

\[
\theta_{m+1}^t = \theta_m^t - \alpha^t \left[ \frac{\partial \sum_{r=1}^{n} w_r L (\hat{y}_{jr}, p (\hat{u}_j | \theta_m^t))}{\partial \theta_m^t} \right], \quad m = 0, 1, \ldots, M - 1,
\]

\[(5)\]

where \( \alpha^t \) is the learning rate. As SGD has proven to be effective for optimizing deep networks, \( \theta_M^t \) is a reliable alternate of \( \theta^* (w) \) as long as \( M \) is sufficiently large.

Given that \( \theta^* (w) \) can be estimated by \( \theta_M^t \), a naive method of approximating \( w^* \) is to further estimate the gradient \( \nabla_w \sum_{r=1}^n L (\hat{y}_{jr}, p (\hat{x}_j | \theta^* (w))) \) with \( \theta_M^t \) and then repeatedly update \( w \) following similar gradient based optimization algorithms. However, it is computationally intensive to do that since updating \( w \) for \( N \) times requires \( MN \) steps of gradient descents on the network parameters. To get a efficient estimate of \( w^* \), we propose a dynamic approximation approach in the following.

First, to reduce the iterations of updating \( w \), we exploit a first order Taylor approximation of Eq. (5) at \( w = 0 \):

\[
w^* \approx \arg \min_{w_j \in [0,1], j=1, \ldots, |U|} w^t \left[ \frac{\partial \sum_{r=1}^n L (\hat{y}_{jr}, p (\hat{x}_j | \theta_M^t))}{\partial w_j} \right]_{w=0}.
\]

\[(6)\]

Notably, \( \theta_M^t \) is obtained using the gradients of the weighted loss according to Eq. (5), and thus it is differentiable with respect to \( w_j \). As the optimization objective in Eq. (6) is linear, it is straightforward to derive the solution:

\[
w_j^* \approx w_j^t = \begin{cases} 
1 & \left. \frac{\partial \sum_{r=1}^n L (\hat{y}_{jr}, p (\hat{x}_j | \theta_M^t))}{\partial w_j} \right|_{w=0} \leq 0 \\
0 & \left. \frac{\partial \sum_{r=1}^n L (\hat{y}_{jr}, p (\hat{x}_j | \theta_M^t))}{\partial w_j} \right|_{w=0} > 0 
\end{cases}
\]

\[(7)\]

where \( w_j^t \) denotes the approximate solution of \( w_j^* \). The required steps of gradient descents are reduced to \( M \) from \( MN \) by leveraging Eq. (7). However, the algorithm is still inefficient since a large \( M \) is necessary to get a sufficiently accurate \( \theta_M^t \). To further reduce the computational cost, an intriguing property can be leveraged. In the following proposition, we show that the results of Eq. (7) will remain the same if \( \theta_M^t \) in the equation is replaced by \( \theta_1^t \). In other words, Eq. (7) can be precisely solved using \( \theta_1^t \) instead of \( \theta_M^t \), and the former only needs one gradient descent step to obtain.

**Proposition 1.** Suppose that \( \theta_1^t \) is given by \( M \) steps of gradient descents starting from \( \theta_0^t = \theta^t \). Then we have

\[
\left. \frac{\partial \sum_{r=1}^n L (\hat{y}_{jr}, p (\hat{x}_j | \theta_1^t))}{\partial w_j} \right|_{w=0} = M \left. \frac{\partial \sum_{r=1}^n L (\hat{y}_{jr}, p (\hat{x}_j | \theta_1^t))}{\partial w_j} \right|_{w=0}, \quad 1 \leq j \leq |U|.
\]

\[(8)\]

**Proof.** See Appendix A. \( \square \)

With Proposition 1 we are ready to present the final form of our dynamically reweighting formula:

\[
w_j^t = \begin{cases} 
1 & \left. \frac{\partial \sum_{r=1}^n L (\hat{y}_{jr}, p (\hat{x}_j | \theta_1^t))}{\partial w_j} \right|_{w=0} \leq 0 \\
0 & \left. \frac{\partial \sum_{r=1}^n L (\hat{y}_{jr}, p (\hat{x}_j | \theta_1^t))}{\partial w_j} \right|_{w=0} > 0 
\end{cases}
\]

\[(9)\]

As we leverage a meta learning approach to reweight different pseudo-labeled samples, we call our method *Meta-Semi*. The pseudo code of *Meta-Semi* is presented in Algorithm 1. In summary, after each standard forward step of the pseudo-labeled samples, we first update the parameters with the loss of all samples weighted by zero. Such a meta updating step does not change the values of parameters, but construct a differentiable computational graph. Then we calculate the supervised loss on labeled
Algorithm 1: The Meta-Semi Algorithm.

1. Initialize: \( \theta^0 \)
2. for \( t = 1 \) to \( T \) do
3. Randomly sample \( \mathcal{X}, \mathcal{U} \)
4. Generate \( \hat{\mathcal{X}}, \hat{\mathcal{U}} \)
5. Compute \( p(\hat{u}_j | \theta^t) \), \( \hat{u}_j \in \hat{\mathcal{U}} \)
6. \( w \leftarrow 0 \), \( \theta_0 \leftarrow \theta^t \)
7. \( \nabla \theta_0 \leftarrow \frac{\partial \sum_{i=1}^{N}\sum_{j=1}^{N} L(\hat{y}_i, p(\hat{u}_j | \theta_0^{(i)}))}{\partial \theta_0} \)
8. \( \theta_i \leftarrow \theta_0 - \alpha t \nabla \theta_0 \)
9. Compute \( p(\hat{x}_i | \theta_i) \), \( \hat{x}_i \in \hat{\mathcal{X}} \)
10. Meta Gradient: \( \nabla w_t \leftarrow \frac{\partial \sum_{i=1}^{N} L(\hat{y}_i, p(\hat{u}_j | \theta_i^{(i)}))}{\partial w_j} \)
11. \( w_t \leftarrow \text{sign}(\max(-\nabla w_t, 0)) \) (Eq. \( \theta \))
12. \( \mathcal{L}_{\text{meta}} \leftarrow \frac{1}{\sum_{t=1}^{T}} \sum_{i=1}^{N} w_t^t L(\hat{y}_i, p(\hat{u}_j | \theta^t)) \)
13. \( \theta^{t+1} \leftarrow \theta^t - \alpha \frac{\partial \mathcal{L}_{\text{meta}}}{\partial \theta^t} \)
14. end for

Figure 1: Illustration of Meta-Semi. Herein, \( \nabla L(\hat{u}_i) \) and \( \nabla L(\hat{x}_i) \) denote \( \frac{\partial \mathcal{L}(\hat{y}_i, p(\hat{u}_j | \theta^t))}{\partial \theta^t} \) and \( \frac{\partial \mathcal{L}(\hat{y}_i, p(\hat{x}_i | \theta^t))}{\partial \theta^t} \), respectively. Our method trains the networks with pseudo-labeled samples whose gradient directions are similar to the average gradient of labeled samples.

Interpretation of meta gradients. A straightforward way to interpret the meta gradients is that it can be viewed as the influence on the supervised loss when the weight of certain pseudo-labeled sample changes slightly around zero during training. In fact, there exists a more intriguing and interesting interpretation. The meta gradients given in Eq. \( \theta \) can be expressed as

\[
\frac{\partial \sum_{i=1}^{N} L(\hat{y}_i, p(\hat{x}_i | \bar{\theta}^i))}{\partial w_j} \bigg|_{w=0} = \left[ \frac{\partial \sum_{i=1}^{N} \sum_{j=1}^{N} L(\hat{y}_i, p(\hat{x}_i | \bar{\theta}^i))}{\partial \bar{\theta}_0^i} \right]^T \left[ \frac{\partial \mathcal{L}(\hat{y}_i, p(\hat{x}_i | \bar{\theta}^i))}{\partial \bar{\theta}_0^i} \right] \bigg|_{w=0} \tag{10}
\]

which follows from \( \nabla \bar{\theta}_0^i = \sum_{k=1}^{N} w_k \frac{\partial \mathcal{L}(\hat{y}_i, p(\hat{x}_i | \theta^t))}{\partial \theta^t} \) and \( \bar{\theta}_0^i = \theta^t \). For the pseudo-unlabeled sample \( (\hat{u}_i, \hat{y}_i) \), its meta gradient is negatively proportional to the inner product of the average gradient of labeled samples and the gradient produced by itself. In other words, the sign of the meta gradient indicates whether the angle between the former and the later is larger than 90 degrees. Intuitively, if the pseudo label is correct, the corresponding gradient should guide the model towards a similar direction to the labeled samples, or at least should not be largely different from the supervised gradient in direction. In essence, Meta-Semi trains deep networks using pseudo-labeled samples whose gradient directions are similar to labeled samples. An illustration is shown in Figure 1.

3.3 Implementation Details

Pseudo labels. To obtain high quality pseudo labels for the original unlabeled mini-batch \( \mathcal{U} \), we first apply an exponential moving average (EMA) on model parameters, which has proven to be effective in providing supervision on unlabeled data [40, 42]. Then we feed every unlabeled sample \( u_j \) in \( \mathcal{U} \) into the EMA model, and take the corresponding softmax prediction as the soft pseudo label \( \hat{y}_j \).

MixUp augmentation is an important regularization technique used by state-of-the-art deep SSL algorithms [42, 7]. It improves the generalization performance of models by encouraging the ‘convex’ behavior between different samples. Given a pair of samples with corresponding annotations \( (x_1, y_1) \) and \( (x_2, y_2) \), MixUp is performed to generate an augmented sample via linear interpolation:

\[
\hat{x} = \lambda x_1 + (1 - \lambda) x_2, \quad \hat{y} = \lambda y_1 + (1 - \lambda) y_2. \tag{11}
\]
For all Assumption 1.

\[ \beta(C10) \text{ and CIFAR-100 (C100) with varying numbers of labeled samples are presented. It can be observed that the ratio generally increases before the 500th epoch, but gradually becomes stable or even decreases in the last part of the training process when the learning rate approaches 0. Therefore, it is empirically reasonable to assume that Assumption 1 holds.} \]

where \( \lambda \) is sampled from a pre-defined Beta distribution. In Meta-Semi, we leverage MixUp to generate the mixed training data \( \tilde{X} \) and \( \tilde{U} \). Formally, \( \tilde{X} \) is obtained from only the labeled set \( X \):

\[ \tilde{X} = \text{MixUp}(X, \text{Shuffle}(X), \lambda_1), \quad \lambda_1 \sim \text{Beta}(\beta, \beta), \quad (12) \]

where \( \beta \) is the parameter of the Beta distribution, and it is the only tunable hyper-parameter (excluding the hyper-parameters of a supervised learning algorithm) in our algorithm. With regards to \( \tilde{U} \), we ideally want the unlabeled data to extract more information from the labeled samples. Therefore, we first concatenate \( X \) and \( U \) together, and then apply the MixUp procedure:

\[ \tilde{U} = \text{MixUp}(W, \text{Shuffle}(W), \lambda_2), \quad W = \text{Concat}(X, U), \quad \lambda_2 \sim \text{Beta}(\beta, \beta), \quad (13) \]

where the one-hot ground truth labels are used for \( X \) and the soft pseudo labels are used for \( U \).

**Compatibility with consistency based methods.** As a matter of fact, Meta-Semi is compatible with existing consistency based algorithms, and they can be integrated when necessary. To see this, the regularization term can be simply appended to the loss function with an addition coefficient \( w \):

\[ L = L_{\text{meta}} + w L_{\text{consistency}}. \quad (14) \]

In experiments, we show that although Meta-Semi has already achieved state-of-the-art performance, its performance is still able to be significantly improved by integrating consistency regularization.

### 3.4 Convergence Analysis

In this section, we show theoretically that under some mild conditions, our method converges to the stationary point of the loss on labeled data. The convergence results of SGD based optimization methods with a fixed loss function has been well-known \cite{59}. However, it is still necessary to provide the convergence analysis of Meta-Semi since the optimization objective of our method is dynamically changed. To make it clear, we first define the supervised loss on the labeled mini-batch \( \tilde{X} \) by

\[ G(\tilde{X}, \theta^t) = \sum_{i=1}^{\mid\tilde{X}\mid} L(\tilde{y}_i, p(\tilde{x}_i|\theta^t)). \quad (15) \]

Thus, the expected loss on all the labeled data is \( \mathbb{E}_{\tilde{X}} G(\tilde{X}, \theta^t) \). Then we introduce the definition of Lipschitz-smooth and a mild assumption stating that the expected norm of gradients used for updating model parameters will not get too large compared with the gradient of the overall supervised loss.

**Definition 1.** A function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is said to be Lipschitz-smooth with constant \( L \) if

\[ \| \nabla f(x) - \nabla f(y) \| \leq L \| x - y \|, \quad \forall x, y \in \mathbb{R}^n. \]

**Assumption 1.** For all \( t \geq 0 \), there exists a positive scalar \( \sigma \), such that

\[ \mathbb{E}_{\tilde{X}, \tilde{U}} \| \nabla \theta L_{\text{meta}} \| ^2 \leq \sigma \| \nabla \theta^t \mathbb{E}_{\tilde{X}} G(\tilde{X}, \theta^t) \| ^2. \]

In fact, the assumption is not very strong. Roughly, since \( L_{\text{meta}} \) is computed using the ground truth labels and the pseudo labels based on the prediction of the EMA model, it is usually very close to the minima of the loss function, especially when the networks tend to be stable with sufficiently large \( t \). Empirically, we show that Assumption 1 holds in many cases of SSL, which is shown in Figure 2. Under this condition, the following proposition shows that our method converges to the stationary point of the loss on labeled data with proper learning rate schedules.
Then every limit point of the sequence \( \{ \theta_t \} \) generated by Meta-Semi is a stationary point of \( \mathbb{E}_{\tilde{X}} G(\tilde{X}, \theta^t) \), namely,

\[
\lim_{t \to \infty} \left\| \nabla_{\theta^t} \mathbb{E}_{\tilde{X}} G(\tilde{X}, \theta^t) \right\| = 0.
\]

**Proof.** See Appendix B.

### 4 Experiments

In this section, we empirically evaluate the effectiveness of the proposed Meta-Semi method, analyze its time complexity experimentally, and give sensitivity tests as well as ablation studies. All experiments are conducted using a single Nvidia Titan Xp GPU.

#### 4.1 Experimental Setup

Our experiments are based on four widely used image classification benchmarks, i.e., CIFAR-10/100 [20], SVHN [29] and STL-10 [10], and two modern deep networks, i.e., a 13-layer CNN (CNN-13) and the Wide-ResNet-28 (WRN-28). On CIFAR and SVHN, we randomly preserve the labels of certain numbers of samples (identical for each class), and remain all other samples unlabeled. On STL-10, we use pre-defined folds. Due to spatial limitation, details on data pre-processing, training/validation splitting, training configurations and baselines are deferred to Appendix C. These settings follow the common practice of SSL [31, 7, 42, 40, 2].

#### 4.2 Main Results

**Results on CIFAR** with various numbers of labeled samples are presented in Table 1. It can be observed that Meta-Semi consistently outperforms state-of-the-art SSL algorithms in terms of generalization performance, especially with relatively less labeled data and larger numbers of classes. For example, when using CNN-13, on CIFAR-10 with 4000 labels, Meta-Semi outperforms the competitive baseline, ICT, by 0.13% in absolute error, while with 1,000 labels on CIFAR-10 and with 4,000 labels on CIFAR-100, Meta-Semi yields more significant improvements of 2.17% and 2.46%, respectively.

**Table 2: Test errors on STL-10.** We adopt the same experimental setups as [7]. The best result is **bold-faced.**

| Method            | STL-10, 1000 labels |
|-------------------|---------------------|
| SWWAE             | 25.70%              |
| CC-GAN            | 22.20%              |
| MixMatch          | 10.18 ± 1.46%       |
| **Meta-Semi**     | **8.03 ± 0.24%**    |

**Table 1: Performance of Meta-Semi and state-of-the-art SSL algorithms on CIFAR with varying amount of labeled data.** We report the average test errors and the standard deviations of 5 trials. † refers to the experiments using the WRN-28 network, while all others use the CNN-13 network. In each setting, the best two results with CNN-13 and the best result with WRN-28 are **bold-faced.**

| Dataset | CIFAR-10 | CIFAR-100 |
|---------|----------|-----------|
|         | 1000     | 2000      | 4000      | 4000       | 10000     |
| Supervised | 39.95 ± 0.75% | 27.67 ± 0.12% | 20.42 ± 0.21% | 58.31 ± 0.89% | 44.56 ± 0.30% |
| Supervised + MixUp | 31.83 ± 0.65% | 24.22 ± 0.15% | 17.37 ± 0.35% | 54.87 ± 0.07% | 40.97 ± 0.47% |
| TI-model [42] | 28.74 ± 0.48% | 17.57 ± 0.44% | 12.36 ± 0.17% | 55.39 ± 0.55% | 38.06 ± 0.37% |
| Temp-ensemble [22] | 25.15 ± 1.46% | 15.78 ± 0.44% | 11.90 ± 0.25% | - | 38.65 ± 0.51% |
| Mean Teacher [40] | 18.27 ± 0.53% | 13.45 ± 0.30% | 10.73 ± 0.14% | 45.36 ± 0.49% | 35.96 ± 0.77% |
| VAT [28] | 18.12 ± 0.82% | 13.93 ± 0.33% | 11.10 ± 0.24% | - | - |
| SNTG [27] | 18.41 ± 0.52% | 13.64 ± 0.32% | 10.93 ± 0.14% | - | 37.97 ± 0.29% |
| Learning to Reweight [36] | 11.74 ± 0.12% | - | 9.44 ± 0.17% | 46.62 ± 0.29% | 37.31 ± 0.47% |
| MT + Fast SWA [7] | 15.58% | 11.02% | 9.05% | - | 33.62 ± 0.54% |
| ICT [42] | 12.44 ± 0.57% | 8.69 ± 0.15% | 7.18 ± 0.24% | 40.07 ± 0.38% | 32.24 ± 0.16% |
| Meta-Semi | 10.27 ± 0.66% | 8.42 ± 0.30% | 7.05 ± 0.27% | **37.61 ± 0.56%** | **30.51 ± 0.32%** |
| Meta-Semi + ICT | **9.29 ± 0.62%** | **7.05 ± 0.12%** | **6.42 ± 0.18%** | **37.12 ± 0.59%** | **29.68 ± 0.05%** |
| Mean Teacher † [20] | 17.32 ± 4.00% | 12.17 ± 0.22% | 10.36 ± 0.25% | - | - |
| MixMatch † [7] | 7.75 ± 0.32% | 7.03 ± 0.15% | 6.24 ± 0.06% | - | 30.84 ± 0.29% |
| **Meta-Semi †** | **7.34 ± 0.22%** | **6.58 ± 0.07%** | **6.10 ± 0.10%** | **29.69 ± 0.18%** |
Table 3: Test errors on SVHN with varying amount of labeled data. We report the average results and the standard deviations of 5 independent experiments. All results are based on CNN-13. The best results are \textbf{bold-faced}.

| Methods          | SVHN 500 labels | SVHN 1000 labels |
|------------------|----------------|-----------------|
| VAT [28]         | -              | 5.42%           |
| II-model [22]    | 6.65 \pm 0.53% | 4.82 \pm 0.17%  |
| Temp-ensemble [22] | 5.12 \pm 0.13% | 4.42 \pm 0.16%  |
| Mean Teacher [40] | 4.18 \pm 0.27% | 3.95 \pm 0.19%  |
| ICT [42]         | 4.23 \pm 0.15% | 3.89 \pm 0.04%  |
| SNTG [27]        | 3.99 \pm 0.24% | 3.86 \pm 0.27%  |
| Meta-Semi        | 4.12 \pm 0.21% | 3.92 \pm 0.11%  |
| \textbf{Meta-Semi + ICT} | \textbf{3.98 \pm 0.09%} | \textbf{3.77 \pm 0.05%} |

Table 4: Performance of \textit{Meta-Semi} v.s. baselines with fixed amount of training time. We report the mean test errors of both networks on Meta-Semi with 10,000 labels. The best results are \textbf{bold-faced}.

(a) CNN-13

| Training Time | 5.0h | 7.5h | 10.0h | 12.6h |
|---------------|------|------|-------|-------|
| ICT [42]      | 33.43% | 32.84% | 32.61% | 32.24% |
| \textbf{Meta-Semi} | \textbf{32.73%} | \textbf{31.81%} | \textbf{31.06%} | \textbf{30.84%} |

(b) WRN-28

| Training Time | 13.7h | 18.3h | 22.8h | 29.2h |
|---------------|-------|-------|-------|-------|
| ICT [42]      | 32.94% | 31.91% | 31.26% | 30.84% |
| \textbf{Meta-Semi} | \textbf{31.74%} | \textbf{30.85%} | \textbf{30.50%} | \textbf{30.13%} |

Figure 3: Test errors with varying $\beta$ on CIFAR-100 using 10,000 labels. The CNN-13 network is used. We also report the results of ICT [42] when the unsupervised consistency coefficient $w$ changes among the recommended range.

Table 5: Ablation study results. We report the test errors on CIFAR-100 with 4,000 and 10,000 labels. The CNN-13 network is used.

| Ablation          | CIFAR-100 4000 labels | CIFAR-100 10000 labels |
|-------------------|-----------------------|------------------------|
| Without parameter EMA | 47.68 \pm 0.27% | 37.15 \pm 1.02% |
| One-hot pseudo labels | 41.52 \pm 0.51% | 32.78 \pm 0.41% |
| MixUp on unlabeled data only | 37.69 \pm 0.50% | 30.56 \pm 0.39% |
| MixUp on labeled data only | 45.90 \pm 0.15% | 36.11 \pm 0.21% |
| Without MixUp | 46.71 \pm 0.05% | 35.98 \pm 0.69% |
| Reweighting with the constant 1 | 40.26 \pm 0.64% | 32.17 \pm 0.14% |
| Reweighting with -1 and 1 | 45.41 \pm 0.38% | 36.39 \pm 0.44% |
| \textbf{Meta-Semi} | 37.64 \pm 0.56% | 30.51 \pm 0.32% |
| \textbf{Meta-Semi + ICT} | 37.12 \pm 0.59% | 29.68 \pm 0.05% |

Results on STL-10 and SVHN are presented in Table 2 and Table 3 respectively. The results indicate that the test accuracy of Meta-Semi outperforms MixMatch by more than 2% on STL-10, and is comparable with state-of-the-art SSL algorithms on SVHN.

4.3 Hyper-parameter Sensitivity

The $\beta$ parameter for the Beta distribution in MixUp augmentation is the only additional hyper-parameter that needs to be tuned when Meta-Semi is implemented in new SSL tasks. To study the sensitivity of our method to $\beta$, we vary the value of $\beta$, and present the test errors in Figure 5. For comparison, we also present the results of ICT [42] when its two additional hyper-parameters ($\beta$ and the unsupervised regularization coefficient $w$) change among the recommended candidates provided by the original paper. One can observe that the performance of Meta-Semi is relatively stable when $\beta$ ranges from 0.1 to 1. In contrast, ICT is sensitive to both the two hyper-parameters. It has been shown that hyper-parameter searching is difficult on realistic SSL tasks [41]. Meta-Semi can be more easily applied as it requires less effort for tuning hyper-parameters.

4.4 Efficiency of Meta-Semi

Our method generally requires more training time for each iteration as it includes bi-level optimization. However, we find that our algorithm converges fast and if we consider a fixed amount of training time, it still outperforms the others, as shown in Table 4.

4.5 Ablation Study

To provide additional insights into our method, we further conduct the ablation experiments by removing or altering the components of Meta-Semi. The results are shown in Table 5. It can be seen that parameter EMA and performing MixUp on unlabeled data are both important techniques to achieve high generalization performance. The observation is consistent with [42]. In addition, if all pseudo-labeled samples are weighted by the constant 1, Meta-Semi is equivalent to a consistency based algorithm, which also shows effective performance.
5 Conclusion

In this paper, we have presented a novel semi-supervised classification algorithm under the meta-learning paradigm. The proposed Meta-Semi algorithm is capable of adapting to various SSL tasks with impressive performance via tuning only one additional hyper-parameter, and empirically we have observed that the model performance is robust to different settings of this hyper-parameter. Theoretically, we have provided the convergence analysis to show that Meta-Semi always converges to a stationary point under mild conditions. On four competitive datasets, Meta-Semi has achieved state-of-the-art performance compared to existing deep SSL algorithms.

Broader Impact

Semi-supervised learning is a widely used learning paradigm to reduce the time or economic cost of collecting annotations for large scale training sets. In this paper, we propose a Meta-Semi algorithm that requires tuning only one addition hyper-parameter to adapt to a wide variety of semi-supervised scenarios. Our method may benefit various realistic semi-supervised applications in terms of both reducing the computational cost of hyper-parameter searching and further improving the performance of machine learning systems. For examples, search engines, social media companies and online advertising agencies all have the requirements of deploying high performance image recognition models. They can collect a large number of unannotated training samples through the Internet, annotate only a small subset of them, and implement our algorithm to obtain a highly generalized deep network rapidly, which may significantly save the cost. In addition, our algorithm may have larger impacts on medical applications, where accurate annotations usually require to be given by experts and are thus especially difficult to acquire.

For the research community, the proposed Meta-Semi algorithm may open up the research investigating other methods to weight pseudo-labeled samples in semi-supervised learning, which is still an under explored topic.

On the other hand, since the proposed algorithm is mainly based on convolutional networks (CNNs), it may suffer from the common problems of CNNs, such as vulnerable to adversarial attacks. Moreover, semi-supervised learning may have privacy risks. Since the companies need to collect a large amount of unannotated data for semi-supervised learning algorithms, they may potentially infringe privacy by improperly accessing user data.

In general, we believe that the potential positive impacts of this paper significantly outweigh the negative ones in terms of both the practical implementations and the research value.
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Appendix: Meta-Semi: A Meta-learning Approach for Semi-supervised Learning

A Proof of Proposition 1

This section provides the proof of Proposition 1.

**Proposition 1.** Suppose that $\overline{\theta}_M$ is given by $M$ times of gradient descents starting from $\overline{\theta}_0 = \theta^t$. Then we have

$$
\frac{\partial \sum_{i=1}^{[\tilde{u}]} L(\tilde{y}_i, p(\tilde{x}_i|\overline{\theta}_M))}{\partial w_j} \bigg|_{w=0} = M \left[ \frac{\partial \sum_{i=1}^{[\tilde{u}]} L(\tilde{y}_i, p(\tilde{x}_i|\overline{\theta}_M^t))}{\partial w_j} \right] \bigg|_{w=0}, \quad \forall 1 \leq j \leq [\tilde{u}] .
$$

(17)

**Proof.** According to the updating rule $\overline{\theta}_M = \overline{\theta}_{M-1} - \alpha t \nabla_{\overline{\theta}_{M-1}} \sum_{k=1}^{[\tilde{u}]} w_k L(\hat{y}_k, p(\hat{u}_k|\overline{\theta}_{M-1}))$, we obtain:

$$
\frac{\partial \sum_{i=1}^{[\tilde{u}]} L(\tilde{y}_i, p(\tilde{x}_i|\overline{\theta}_M))}{\partial w_j} \bigg|_{w=0} = \left[ \frac{\partial \sum_{i=1}^{[\tilde{u}]} L(\tilde{y}_i, p(\tilde{x}_i|\overline{\theta}_M))}{\partial \overline{\theta}_M} \right] \bigg|_{w=0} \cdot \frac{T}{\partial w_j}.
$$

(18)

$$
= \left[ \frac{\partial \sum_{i=1}^{[\tilde{u}]} L(\tilde{y}_i, p(\tilde{x}_i|\overline{\theta}_M))}{\partial \overline{\theta}_M} \right] \bigg|_{w=0} \cdot \left( \frac{\partial \overline{\theta}_M}{\partial w_j}\left[ \frac{\partial \overline{\theta}_M}{\partial w_j} \right] + \alpha t \nabla_{\overline{\theta}_{M-1}} \sum_{k=1}^{[\tilde{u}]} w_k L(\hat{y}_k, p(\hat{u}_k|\overline{\theta}_{M-1})) \right) \bigg|_{w=0}.
$$

(19)

$$
= \left[ \frac{\partial \sum_{i=1}^{[\tilde{u}]} L(\tilde{y}_i, p(\tilde{x}_i|\overline{\theta}_M))}{\partial \overline{\theta}_M} \right] \bigg|_{w=0} \cdot \left( \frac{\partial \overline{\theta}_M}{\partial w_j}\left[ \frac{\partial \overline{\theta}_M}{\partial w_j} \right] + \alpha t \nabla_{\overline{\theta}_{M-1}} \sum_{k=1}^{[\tilde{u}]} w_k L(\hat{y}_k, p(\hat{u}_k|\overline{\theta}_{M-1})) \right) \bigg|_{w=0}.
$$

(20)

$$
= \left[ \frac{\partial \sum_{i=1}^{[\tilde{u}]} L(\tilde{y}_i, p(\tilde{x}_i|\overline{\theta}_M))}{\partial \overline{\theta}_M} \right] \bigg|_{w=0} \cdot \left( \frac{\partial \overline{\theta}_M}{\partial w_j}\left[ \frac{\partial \overline{\theta}_M}{\partial w_j} \right] + \alpha t \nabla_{\overline{\theta}_{M-1}} \sum_{k=1}^{[\tilde{u}]} w_k L(\hat{y}_k, p(\hat{u}_k|\overline{\theta}_{M-1})) \right) \bigg|_{w=0}.
$$

(21)

$$
= \left[ \frac{\partial \sum_{i=1}^{[\tilde{u}]} L(\tilde{y}_i, p(\tilde{x}_i|\overline{\theta}_M))}{\partial \overline{\theta}_M} \right] \bigg|_{w=0} \cdot \left( \frac{\partial \overline{\theta}_M}{\partial w_j}\left[ \frac{\partial \overline{\theta}_M}{\partial w_j} \right] + \alpha t \nabla_{\overline{\theta}_{M-1}} \sum_{k=1}^{[\tilde{u}]} w_k L(\hat{y}_k, p(\hat{u}_k|\overline{\theta}_{M-1})) \right) \bigg|_{w=0}.
$$

(22)

$$
= \left[ \frac{\partial \sum_{i=1}^{[\tilde{u}]} L(\tilde{y}_i, p(\tilde{x}_i|\overline{\theta}_M))}{\partial \overline{\theta}_M} \right] \bigg|_{w=0} \cdot \left( \frac{\partial \overline{\theta}_M}{\partial w_j}\left[ \frac{\partial \overline{\theta}_M}{\partial w_j} \right] + \alpha t \nabla_{\overline{\theta}_{M-1}} \sum_{k=1}^{[\tilde{u}]} w_k L(\hat{y}_k, p(\hat{u}_k|\overline{\theta}_{M-1})) \right) \bigg|_{w=0}.
$$

(23)

$$
= \left[ \frac{\partial \sum_{i=1}^{[\tilde{u}]} L(\tilde{y}_i, p(\tilde{x}_i|\overline{\theta}_M))}{\partial \overline{\theta}_M} \right] \bigg|_{w=0} \cdot \left( \frac{\partial \overline{\theta}_M}{\partial w_j}\left[ \frac{\partial \overline{\theta}_M}{\partial w_j} \right] + \alpha t \nabla_{\overline{\theta}_{M-1}} \sum_{k=1}^{[\tilde{u}]} w_k L(\hat{y}_k, p(\hat{u}_k|\overline{\theta}_{M-1})) \right) \bigg|_{w=0}.
$$

(24)

$$
= \left[ \frac{\partial \sum_{i=1}^{[\tilde{u}]} L(\tilde{y}_i, p(\tilde{x}_i|\overline{\theta}_M))}{\partial \overline{\theta}_M} \right] \bigg|_{w=0} \cdot \left( \frac{\partial \overline{\theta}_M}{\partial w_j}\left[ \frac{\partial \overline{\theta}_M}{\partial w_j} \right] + \alpha t \nabla_{\overline{\theta}_{M-1}} \sum_{k=1}^{[\tilde{u}]} w_k L(\hat{y}_k, p(\hat{u}_k|\overline{\theta}_{M-1})) \right) \bigg|_{w=0}.
$$

(25)

$$
= -M \alpha t \left[ \frac{\partial \sum_{i=1}^{[\tilde{u}]} L(\tilde{y}_i, p(\tilde{x}_i|\overline{\theta}_M))}{\partial \overline{\theta}_M} \right] \bigg|_{w=0} \cdot \left( \frac{\partial \overline{\theta}_M}{\partial w_j}\left[ \frac{\partial \overline{\theta}_M}{\partial w_j} \right] + \alpha t \nabla_{\overline{\theta}_{M-1}} \sum_{k=1}^{[\tilde{u}]} w_k L(\hat{y}_k, p(\hat{u}_k|\overline{\theta}_{M-1})) \right) \bigg|_{w=0}.
$$

(26)
In the above, the Eq. (23) is obtained as we have \( \theta^t_M = \theta^t_{M-1} = \ldots = \theta^t_0 \) when \( w = 0 \). The Eq. (25) follows repeatedly using Eqs. (18-23). Let \( M = 1 \), we have

\[
\frac{\partial}{\partial \theta_j} \sum_{i=1}^{[\hat{x}_i]} L(\hat{y}_i, p(\hat{x}_i | \theta^t_1)) \bigg|_{w=0} = -\alpha^t \left[ \frac{\partial}{\partial \theta^t} \left( \sum_{i=1}^{[\hat{x}_i]} L(\hat{y}_i, p(\hat{x}_i | \theta^t)) \right) \right]^T \left[ \frac{\partial L(\hat{y}_j, p(\hat{u}_j | \theta^t))}{\partial \theta^t} \right].
\]

(27)

By combining Eq. (26) and Eq. (27), we prove the desired proposition.

\[ \square \]

### B Proof of Proposition 2

This Section provides the proof of Proposition 2. In our proof, the MixUp augmentation is considered since it is an important part of our algorithm. We begin with a Lemma \([8]\) based on the definition of Lipschitz-smooth.

**Definition 1.** A continuously differentiable function \( f : \mathbb{R}^n \to \mathbb{R} \) is said to be Lipschitz-smooth with constant \( L \) if

\[
\| \nabla f(x) - \nabla f(y) \| \leq L \| x - y \|, \forall x, y \in \mathbb{R}^n.
\]

**Lemma 1.** Assume that the continuously differentiable function \( f : \mathbb{R}^n \to \mathbb{R} \) is Lipschitz-smooth with the scalar \( L \). Then

\[
f(x + y) \leq f(x) + y^T \nabla f(x) + \frac{L}{2} \| y \|^2, \forall x, y \in \mathbb{R}^n.
\]

Then we introduce a mild assumption to restrict the expected norm of the gradients. The assumption is empirically shown to be generally held in semi-supervised learning.

To clearly present the assumption and the proof, we first define two new symbols. Suppose that the supervised loss on the labeled mini-batch \( \hat{X} \) at \( t \)th step is denoted by

\[
G(\hat{X}, \theta^t) = \sum_{i=1}^{[\hat{x}_i]} L(\hat{y}_i, p(\hat{x}_i | \theta^t)).
\]

(28)

In addition, we denote the dynamically weighted loss of pseudo-labeled samples by

\[
F(\hat{X}, \hat{U}, \theta^t) = \mathcal{L}_{meta} = \frac{1}{\sum_{j=1}^{[\hat{U}]} w^j} \sum_{j=1}^{[\hat{U}]} w^j L(\hat{y}_j, p(\hat{u}_j | \theta^t)),
\]

(29)

Note that we assume \( F(\hat{X}, \hat{U}, \theta^t) = 0 \) if \( \sum_{j=1}^{[\hat{U}]} w^j = 0 \). Then we have the following assumption.

**Assumption 1.** For all \( t \geq 0 \), there exists a positive scalar \( \sigma \), such that

\[
\mathbb{E}_{\hat{X}, \hat{U}} \| \nabla_{\theta^t} F(\hat{X}, \hat{U}, \theta^t) \|^2 \leq \sigma \| \nabla_{\theta^t} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) \|^2.
\]

Now we are ready to present the detailed proof. Our proof is partially inspired by the proof of convergence for gradient based methods with diminishing stepsize provided by \([8]\).

**Proposition 2.** Assume that the loss function on labeled data \( G(\hat{X}, \theta^t) \) is Lipschitz-smooth with regards to \( \theta^t \) for all \( \hat{X} \), and that assumption \([8]\) holds. Suppose also that the learning rate \( \alpha^t > 0 \) satisfies:

\[
\lim_{t \to \infty} \alpha^t = 0, \quad \sum_{t=0}^{\infty} \alpha^t = \infty.
\]

(30)

Then every limit point of the sequence \( \{ \theta^t \} \) generated by Meta-Semi is a stationary point of \( \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) \), namely,

\[
\lim_{t \to \infty} \| \nabla_{\theta^t} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) \| = 0.
\]
Proof. The MixUp data augmentation needs to be considered because it is leveraged to generate \( \tilde{X} \) and \( \tilde{U} \) from the original data. On the basis of the original labeled samples \( \mathcal{X} \) and unlabeled samples \( \mathcal{U} \) (associated with original pseudo labels), we have

\[
\tilde{X} = \text{MixUp}(\mathcal{X}, \text{Shuffle}(\mathcal{X}), \lambda_1), \quad \lambda_1 \sim \text{Beta}(\alpha, \alpha),
\]

\[
\mathcal{W} = \text{Concat}(\mathcal{X}, \mathcal{U}),
\]

\[
\tilde{U} = \text{MixUp}(\mathcal{W}, \text{Shuffle}(\mathcal{W}), \lambda_2), \quad \lambda_2 \sim \text{Beta}(\alpha, \alpha).
\]

Given that the MixUp augmentation is performed between the mini-batch and itself with certain random permutation, we define the expected loss over all possible permutations by

\[
\mathcal{G}(\mathcal{X}, \theta^t, \lambda_1) = \mathbb{E}_{\tilde{X} \in \text{MixUp}(\mathcal{X}, \text{Shuffle}(\mathcal{X}), \lambda_1)} G(\tilde{X}, \theta^t)
\]

\[
= \mathbb{E}_{\tilde{X} \in \text{MixUp}(\mathcal{X}, \text{Shuffle}(\mathcal{X}), \lambda_1)} \sum_{i=1}^{|\tilde{X}|} L(\tilde{y}_i, \mathcal{X}(\tilde{x}_i)\theta^t),
\]

\[
\mathcal{F}(\tilde{X}, \mathcal{X}, \mathcal{U}, \theta^t, \lambda_2) = \mathbb{E}_{\tilde{U} \in \text{MixUp}(\mathcal{W}, \text{Shuffle}(\mathcal{W}), \lambda_2)} \left[ \sum_{j=1}^{[\tilde{u}]} w^j \right] F(\tilde{X}, \tilde{U}, \theta^t)
\]

\[
= \mathbb{E}_{\tilde{U} \in \text{MixUp}(\mathcal{W}, \text{Shuffle}(\mathcal{W}), \lambda_2)} \sum_{j=1}^{[\tilde{u}]} w^j L(\tilde{y}_j, \mathcal{X}(\tilde{u}_j)\theta^t),
\]

where the first argument \( \tilde{X} \) of \( \mathcal{F}(\cdot) \) is used for determining the dynamic weights of pseudo-labeled samples. Then we solve \( \mathcal{G} \) and \( \mathcal{F} \) in a closed form. Consider the following problem: \( N \) different items are paired to the same \( \lambda_1 \) items. Obviously, there are \( N! \) modes of pairing in total. If we fix certain pair, we will have \((N-1)!\) modes of pairing left. Therefore, if we combine all \( N! \) possible pairing modes together, we will find that any item is paired to every item (including itself) for \((N-1)!\) times. Similarly, in our problem, it is easy to obtain

\[
\mathcal{G}(\mathcal{X}, \theta^t, \lambda_1) = \frac{1}{|\mathcal{X}|!} \sum_{x_i, x_j \in \mathcal{X}} (|\mathcal{X}| - 1)! f_{ij}(\theta^t, \lambda_1) = \frac{1}{|\mathcal{X}|} \sum_{x_i, x_j \in \mathcal{X}} f_{ij}(\theta^t, \lambda_1),
\]

where \( x_i, x_j \) are the original samples that can be either labeled or unlabeled. The loss of the augmented sample generated by performing MixUp augmentation between \( x_i \) and \( x_j \) with \( \lambda_1 \) is denoted by \( f_{ij}(\theta^t, \lambda_1) \). In a similar way, we can obtain

\[
\mathcal{F}(\tilde{X}, \mathcal{X}, \mathcal{U}, \theta^t, \lambda_2) = \frac{1}{[\tilde{u}]!} \sum_{x_i, x_j \in \mathcal{X} \cup \mathcal{U}} w^j_{ij}(\lambda_2) f_{ij}(\theta^t, \lambda_2),
\]

where \( w^j_{ij}(\lambda_2) \) is the dynamic weight determined by

\[
w^j_{ij}(\lambda_2) = \begin{cases} 1 & \left[ \nabla_{\theta^t} G(\tilde{X}, \theta^t) \right]^T \left[ \nabla_{\theta^t} f_{ij}(\theta^t, \lambda_2) \right] \geq 0 \\ 0 & \left[ \nabla_{\theta^t} G(\tilde{X}, \theta^t) \right]^T \left[ \nabla_{\theta^t} f_{ij}(\theta^t, \lambda_2) \right] < 0 \end{cases}.
\]

Now, consider the following inequation

\[
\left[ \nabla_{\theta^t} G(\tilde{X}, \theta^t) \right]^T \left[ \nabla_{\theta^t} F(\tilde{X}, \tilde{U}, \theta^t) \right] = \frac{1}{[\tilde{u}]!} \sum_{j=1}^{[\tilde{u}]} w^j \left[ \nabla_{\theta^t} G(\tilde{x}_j, \theta^t) \right]^T \left[ \sum_{j=1}^{[\tilde{u}]} w^j [\nabla_{\theta^t} L(\tilde{y}_j, \mathcal{X}(\tilde{u}_j)\theta^t)] \right]
\]

\[
\geq \frac{1}{[\tilde{u}]!} \left[ \nabla_{\theta^t} G(\tilde{X}, \theta^t) \right]^T \left[ \sum_{j=1}^{[\tilde{u}]} w^j [\nabla_{\theta^t} L(\tilde{y}_j, \mathcal{X}(\tilde{u}_j)\theta^t)] \right].
\]
By taking the expectation over $\tilde{U} \in \text{MixUp}(\mathcal{W}, \text{Shuffle}(\mathcal{W}), \lambda_2)$, we further obtain
\[
\mathbb{E}\left[\tilde{U}\in\text{MixUp}(\mathcal{W},\text{Shuffle}(\mathcal{W}),\lambda_2)\right] \left[\nabla_{\theta'} G(\tilde{X}, \theta')\right]^T \left[\nabla_{\theta'} F(\tilde{X}, \tilde{U}, \theta')\right] \geq \frac{1}{|\mathcal{U}|} \left[\nabla_{\theta'} G(\tilde{X}, \theta')\right]^T \left[\nabla_{\theta'} F(\tilde{X}, \mathcal{X}, \tilde{U}, \theta', \lambda_2)\right]
\] (41)
\[
\geq \frac{1}{|\mathcal{U}|} \sum_{x_i, x_j \in \mathcal{X}, \tilde{U}} w_{ij}^t(\lambda_2) \left[\nabla_{\theta'} G(\tilde{X}, \theta')\right]^T \left[\nabla_{\theta'} f_{ij}(\theta', \lambda_2)\right]
\] (42)
\[
= \frac{1}{|\mathcal{U}|} \sum_{x_i, x_j \in \mathcal{X}} w_{ij}^t(\lambda_2) \left[\nabla_{\theta'} G(\tilde{X}, \theta')\right]^T \left[\nabla_{\theta'} f_{ij}(\theta', \lambda_2)\right]
\] (43)
\[
\geq \frac{1}{|\mathcal{U}|} \sum_{x_i, x_j \in \mathcal{X}} \left[\nabla_{\theta'} G(\tilde{X}, \theta')\right]^T \left[\nabla_{\theta'} f_{ij}(\theta', \lambda_2)\right]
\] (44)
\[
= \frac{1}{|\mathcal{U}|^2} \left[\nabla_{\theta'} G(\tilde{X}, \theta')\right]^T \left[\nabla_{\theta'} \mathcal{G}(\mathcal{X}, \theta', \lambda_2)\right].
\] (45)

Then by taking the expectation over $\tilde{X} \in \text{MixUp}(\mathcal{X}, \text{Shuffle}(\mathcal{X}), \lambda_1)$, we have
\[
\mathbb{E}[\tilde{X}\in\text{MixUp}(\mathcal{X},\text{Shuffle}(\mathcal{X}),\lambda_1)] \mathbb{E}[\tilde{U}\in\text{MixUp}(\mathcal{W},\text{Shuffle}(\mathcal{W}),\lambda_2)] \left[\nabla_{\theta'} G(\tilde{X}, \theta')\right]^T \left[\nabla_{\theta'} F(\tilde{X}, \tilde{U}, \theta')\right] \geq \frac{|\tilde{X}|}{|\mathcal{U}|^2} \left[\nabla_{\theta'} \mathcal{G}(\mathcal{X}, \theta', \lambda_1)\right]^T \left[\nabla_{\theta'} \mathcal{G}(\mathcal{X}, \theta', \lambda_2)\right].
\] (46)

Finally, we take the expectation over $\lambda_1, \lambda_2$ and all possible batches $\mathcal{X}, \mathcal{U}$. Following the convexity of $\|\cdot\|^2$, we have $\mathbb{E}([\|\cdot\|^2] \geq \|\mathbb{E}(\cdot)\|^2)$. Therefore, we obtain
\[
\mathbb{E}_{\tilde{X}, \tilde{U}} \left[\nabla_{\theta'} G(\tilde{X}, \theta')\right]^T \left[\nabla_{\theta'} F(\tilde{X}, \tilde{U}, \theta')\right] \geq \frac{|\tilde{X}|}{|\mathcal{U}|^2} \mathbb{E}_{\tilde{X}, \tilde{U}} \left[\nabla_{\theta'} \mathcal{G}(\mathcal{X}, \theta', \lambda)\right]^2
\] (49)
\[
\geq \frac{|\tilde{X}|}{|\mathcal{U}|^2} \mathbb{E}_{\tilde{X}, \tilde{U}} \left[\nabla_{\theta'} \mathcal{G}(\mathcal{X}, \theta', \lambda)\right]^2
\] (50)
\[
\geq \frac{|\tilde{X}|}{|\mathcal{U}|^2} \mathbb{E}_{\tilde{X}, \tilde{U}} \left[\nabla_{\theta'} \mathcal{G}(\tilde{X}, \theta')\right]^2.
\] (51)

where Inequality (49) is obtained as $\lambda_1, \lambda_2$ are mutually independent. Then we consider the updating rule of the stochastic gradient descent (SGD) algorithm:
\[
\Delta \theta = \theta^{t+1} - \theta^t = -\alpha^t \nabla_{\theta'} F(\tilde{X}, \tilde{U}, \theta^t).
\] (52)

Assume that the loss function on labeled data $G(\tilde{X}, \theta^t)$ is Lipschitz-smooth with the constant $L$. Following Lemma [1], we have
\[
G(\tilde{X}, \theta^{t+1}) \leq G(\tilde{X}, \theta^t) + [\nabla_{\theta'} G(\tilde{X}, \theta^t)]^T \Delta \theta + \frac{L}{2} \|\Delta \theta\|^2
\] (53)
\[
= G(\tilde{X}, \theta^t) + \alpha^t \left[\frac{1}{2} \alpha^t L \|\nabla_{\theta'} F(\tilde{X}, \tilde{U}, \theta^t)\|^2 - [\nabla_{\theta'} G(\tilde{X}, \theta^t)]^T [\nabla_{\theta'} F(\tilde{X}, \tilde{U}, \theta^t)]\right].
\] (54)

Take the expectation over all possible $\tilde{X}, \tilde{U}$, and thus we obtain the following inequality using Assumption 1 and Inequality (51):
\[
\mathbb{E}_{\tilde{X}} G(\tilde{X}, \theta^{t+1}) \leq \mathbb{E}_{\tilde{X}} G(\tilde{X}, \theta^t) + \alpha^t \left[\frac{1}{2} \alpha^t \sigma L - \frac{|\tilde{X}|}{|\mathcal{U}|^2} \|\nabla_{\theta'} \mathbb{E}_{\tilde{X}} G(\tilde{X}, \theta^t)\|^2\right].
\] (55)

As $\alpha^t \to 0$, there exists some positive constant $c$ such that for all $t$ greater than some index $\tilde{t}$, we have
\[
\mathbb{E}_{\tilde{X}} G(\tilde{X}, \theta^{t+1}) \leq \mathbb{E}_{\tilde{X}} G(\tilde{X}, \theta^t) - \alpha^t c \|\nabla_{\theta'} \mathbb{E}_{\tilde{X}} G(\tilde{X}, \theta^t)\|^2, \forall t \geq \tilde{t}.
\] (56)
We see that \( \{ \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) \} \) is monotonically decreasing for all \( t \geq \tilde{t} \). As \( G(\cdot) \) is computed using the cross-entropy loss over the predictions of networks, it follows \( \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) \geq 0 \). Therefore, \( \{ \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) \} \) converges to a finite value. By adding Inequality (56) over all \( t > \tilde{t} \), we obtain

\[
\epsilon \sum_{t=\tilde{t}}^{\infty} \alpha^t \| \nabla_{\theta^t} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) \|^2 \leq \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^{\tilde{t}}) - \lim_{t \to \infty} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) < \infty. \tag{57}
\]

It cannot exist an \( \epsilon > 0 \) such that \( \| \nabla_{\theta^t} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) \|^2 > \epsilon \) for all \( t \) greater than some \( \tilde{t} \). If so, as \( \sum_{t=0}^{\infty} \alpha^t = \infty \), the left side of Inequality (57) will come to infinity. Therefore, we must have:

\[
\lim_{t \to \infty} \inf \| \nabla_{\theta^t} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) \| = 0. \tag{58}
\]

In the following, we will show that \( \lim_{t \to \infty} \sup \| \nabla_{\theta^t} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) \| = 0 \). Firstly, assume the contrary, namely

\[
\lim_{t \to \infty} \sup \| \nabla_{\theta^t} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) \| \geq \epsilon > 0. \tag{59}
\]

Let \( \{ m_j \} \) and \( \{ n_j \} \) be the sequences of indexes such that

\[
m_j < n_j < m_{j+1}, \tag{60}
\]

\[
\frac{\epsilon}{3} < \| \nabla_{\theta^t} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) \|, \quad m_j \leq t < n_j, \tag{61}
\]

\[
\| \nabla_{\theta^t} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) \| \leq \frac{\epsilon}{3}, \quad n_j \leq t < m_{j+1}. \tag{62}
\]

Since \( G(\hat{X}, \theta^t) \) is Lipschitz-smooth, it is easy to see that \( \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) \) is also Lipschitz-smooth. Suppose that the corresponding Lipschitz constant is \( L' \). Let \( \tilde{j} \) be a sufficiently large index such that

\[
\sum_{t=m_{\tilde{j}}}^{\infty} \alpha^t \| \nabla_{\theta^t} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) \|^2 < \frac{\epsilon^2}{9\sqrt{\sigma} L'}. \tag{63}
\]

For any \( j \geq \tilde{j} \) and any \( m \) with \( m_j \leq m \leq n_j - 1 \), we have

\[
\| \nabla_{\theta^m} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^{m_j}) - \nabla_{\theta^m} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^m) \| \leq \sum_{t=m}^{n_j-1} \| \nabla_{\theta^{t+1}} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^{t+1}) - \nabla_{\theta^t} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) \| \tag{64}
\]

\[
\leq L' \sum_{t=m}^{n_j-1} \| \theta^{t+1} - \theta^t \| \tag{65}
\]

\[
= L' \sum_{t=m}^{n_j-1} \alpha^t \| \nabla_{\theta^t} F(\hat{X}, \hat{\theta}, \theta^t) \|. \tag{66}
\]

By taking the expectation over \( \hat{X}, \hat{\theta} \), we have

\[
\| \nabla_{\theta^m} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^{m_j}) - \nabla_{\theta^m} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^m) \| \leq L' \sum_{t=m}^{n_j-1} \alpha^t \| \mathbb{E}_{\hat{X}} \nabla_{\theta^t} F(\hat{X}, \hat{\theta}, \theta^t) \| \tag{67}
\]

\[
\leq \sqrt{\sigma} L' \sum_{t=m}^{n_j-1} \alpha^t \| \nabla_{\theta^t} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) \| \tag{68}
\]

\[
\leq \frac{3\sqrt{\sigma} L'}{\epsilon} \sum_{t=m}^{n_j-1} \alpha^t \| \nabla_{\theta^t} \mathbb{E}_{\hat{X}} G(\hat{X}, \theta^t) \|^2 \tag{69}
\]

\[
\leq \frac{3\sqrt{\sigma} L'}{\epsilon} \frac{\epsilon^2}{9\sqrt{\sigma} L'} \tag{70}
\]

\[
= \frac{\epsilon}{3}. \tag{71}
\]
where Inequality (69) follows from Inequality (61) and Inequality (68) follows from
\[ E_{\tilde{X}} \| \nabla_{\theta^m} F(\tilde{X}, \tilde{U}, \theta^t) \| \leq \sqrt{E_{\tilde{X}} \| \nabla_{\theta^m} F(\tilde{X}, \tilde{U}, \theta^t) \|^2} \leq \sqrt{\sigma \| \nabla_{\theta^m} E_{\tilde{X}} G(\tilde{X}, \theta^t) \|}. \] (72)
Thus, we have
\[ \| \nabla_{\theta^m} E_{\tilde{X}} G(\tilde{X}, \theta^m) \| \leq \| \nabla_{\theta^m} E_{\tilde{X}} G(\tilde{X}, \theta^n) \| + \frac{\epsilon}{3} \leq \frac{2\epsilon}{3}, \quad \forall j \geq t, m_j \leq m \leq n_j - 1. \] (73)
As the inequality holds for all \( m \geq m^*_j \), we finally obtain
\[ \lim_{t \to \infty} \| \nabla_{\theta^m} E_{\tilde{X}} G(\tilde{X}, \theta^t) \| = \lim_{t \to \infty} \sup \| \nabla_{\theta^m} E_{\tilde{X}} G(\tilde{X}, \theta^t) \| = 0. \] (75)
Therefore, we prove that \( \lim_{t \to \infty} \| \nabla_{\theta^m} E_{\tilde{X}} G(\tilde{X}, \theta^t) \| = 0. \)

C Details of Experiments

Datasets. (1) The CIFAR-10 / CIFAR-100 datasets consist of 60,000 32x32 colored images of 10 / 100 classes, 50,000 for training and 10,000 for test. Following the common practice ofSSL which contradicts Inequality (59), implying that
we merely perform random 2x2 translation to augment the training set, and hold out 1,000 images
we preserve 100, 200 and 400 labels per class respectively, corresponding to 1000, 2000, 4000 labeled
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C Details of Experiments

Datasets. (1) The CIFAR-10 / CIFAR-100 datasets consist of 60,000 32x32 colored images of 10 / 100 classes, 50,000 for training and 10,000 for test. Following the common practice of SSL which contradicts Inequality (59), implying that
we merely perform random 2x2 translation to augment the training set, and hold out 1,000 images
we preserve 100, 200 and 400 labels per class respectively, corresponding to 1000, 2000, 4000 labeled
samples in total. All other samples are unlabeled. We randomly split the dataset for 5 times to conduct
multiple experiments, and report the mean test errors associated with standard deviations. Similarly,
On CIFAR-100, evaluation is performed with 40 and 100 randomly preserved labeled samples per
class. (2) SVHN consists of 32x32 colored images of digits. 73,257 images for training, 26,032
images for testing and 531,131 images for additional training are provided. Following [27, 40],
we hold out 5k images from the training set as the validation set. Images are normalized with channel means and standard deviations for pre-processing. Then data augmentation is performed by 4x4 random translation followed by random horizontal flip [14, 16]. On CIFAR-10, we preserve 100, 200 and 400 labels per class respectively, corresponding to 1000, 2000, 4000 labeled samples in total. All other samples are unlabeled. We randomly split the dataset for 5 times to conduct multiple experiments, and report the mean test errors associated with standard deviations. Similarly,
On CIFAR-100, evaluation is performed with 40 and 100 randomly preserved labeled samples per
class. (3) STL-10 [10] contains 5,000 training examples divided into 10 predefined folds with 1000 examples
each, and 100,000 unlabeled images drawn from a similar—but not identical—data distribution. All
the samples are 96x96 colored images. We use the same experimental protocol as [17].

Networks. Our experiments are based on a 13-layer CNN (CNN-13) and the Wide-ResNet-28-2
(WRN-28) network. The CNN-13 network has been adopted as the standard model for experiments
by state-of-the-art SSL algorithms [42, 40, 2, 28, 27, 32]. Following [42], we remove the Gaussian
noise layer and the dropout layer in the network. Other methods use these techniques if mentioned
in their original papers, which provide stronger regularization. Some recent works adopt the WRN-
28 network [31, 7] in their experiments. We also implement Meta-Semi with WRN-28 to present
comparisons with them.

Large Validation Set. We note that the validation set we use may be relatively large in some settings
(e.g. 5,000 for validation on CIFAR-10 with 1,000 labeled examples). However, since most prior
SSL methods do so, we simply follow them to produce comparable results with them in the paper.
On the other hand, as discussed in the sensitivity test, our method is less sensitive to the only tunable
hyper-parameter \( \beta \) and thus requires less validation efforts. To further demonstrate this point, we
perform a four-fold cross-validation on CNN-13 based Meta-Semi with 1,000 labeled samples on
CIFAR-10 to search for the optimal \( \beta \). Our method achieves a test error of 10.96 \pm 0.56\%, which is
slightly higher than the 10.27 \pm 0.66\% of using addition 5,000 labeled samples for validation, but
still significantly outperforms baselines.

Training details. The CNN-13 network uses the SGD optimizer with a Nesterov momentum of
0.9. The L2 regularization coefficient is set to 1e-4, and the initial learning rate is set to 0.1. For
all experiments with CNN-13, we train the network for 600 epochs using the cosine learning rate
annealing technique [26, 15, 42]. The batch size of labeled samples and unlabeled samples are set
to 25 and 75 respectively. To generate pseudo labels for unlabeled samples, we use an exponential
moving average on model parameters with a decay rate of 0.999. For WRN-28, we adopt exactly the same training details as [7] except for the batch size: we use 32 for labeled samples and 96 for unlabeled samples. The ratio of labeled/unlabeled samples in each mini-batch is always set to 1:3 in Meta-Semi, which consistently achieves excellent performance on the validation set, and does not need to be tuned for the specific SSL task.

**Baselines.** Our method is compared with several state-of-the-art baselines including SSL algorithms and a meta-reweighting method.

- **Π-model [22]** enforces the model predictions to remain the same when different augmentation and dropout modes are performed.
- **Temp-ensemble [22]** attaches a soft pseudo label for each unlabeled sample by performing a moving average on the historical predictions of networks.
- **Mean Teacher (MT) [40]** establishes a teacher network by performing exponential moving average on the parameters of the model, and leverages the teacher networks to produces supervision for unlabeled data.
- **Virtual Adversarial Training (VAT) [28]** adds adversarial perturbations to the samples and enforce the model to have the same predictions on perturbed samples and the original samples.
- **Mean Teacher (MT) [40]** establishes a teacher network by performing exponential moving average on the parameters of the model, and leverages the teacher networks to produces supervision for unlabeled data.
- **Virtual Adversarial Training (VAT) [28]** adds adversarial perturbations to the samples and enforce the model to have the same predictions on perturbed samples and the original samples.
- **Smooth Neighbors on Teacher Graphs (SNTG) [27]** constructs a teacher graph to regularize the feature distribution of unlabeled samples.
- **Learning to Reweight [36]** proposes to reweight different training samples by solving a similar meta-learning problem to us. Since their original algorithm requires labels of all the training, we adopt a version modified for SSL in this paper. In specific, we retain our approach of generating pseudo-labeled samples, but use their reweighting strategy.
- **MT + Fast SWA [2]** is an improved MT algorithm using a fast stochastic weight averaging optimizer.
- **Interpolation Consistency Training (ICT) [42]** encourages the prediction on an interpolation of unlabeled samples to be consistent with the interpolation of the predictions on those points. They first use MixUp augmentation in deep SSL.
- **MixMatch [7]** is a holistic deep SSL approach that integrates various dominant consistency regularization techniques.

We implement these methods in the same codebase, and search for the best hyper-parameters for them on the validation set according to the recommendations provided by their original papers. Notably, for MixMatch [7], we fix the sharpening temperature $T = 0.5$ and the number of unlabeled augmentations $K = 2$, and adjust the $\alpha$ parameter for Beta distribution and the unsupervised loss coefficient $\lambda_U$, as suggested by the paper. We first reproduce the CIFAR-10 results of MixMatch reported by their paper, and then tune $\alpha$ and $\lambda_U$ on the validation set of CIFAR-100.