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Abstract—Transliteration converts words in a source language (e.g., English) into words in a target language (e.g., Vietnamese). This conversion considers the phonological structure of the target language, as the transliterated output needs to be pronounceable in the target language. For example, a word in Vietnamese that begins with a consonant cluster is phonologically invalid and thus would be an incorrect output of a transliteration system. Most statistical transliteration approaches, albeit being widely adopted, do not explicitly model the target language’s phonology, which often results in invalid outputs. The problem is compounded by the limited linguistic resources available when converting foreign words to transliterated words in the target language. In this paper, we present a phonology-augmented statistical framework suitable for transliteration, especially when only limited linguistic resources are available. We propose the concept of pseudo-syllables as structures representing how segments of a foreign word are organized according to the syllables of the target language’s phonology. We performed transliteration experiments on Vietnamese and Cantonese. We show that the proposed framework outperforms the statistical baseline by up to 44.68% relative, when there are limited training examples (587 entries).
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I. INTRODUCTION

In every language, new words are constantly being invented or borrowed from foreign languages (e.g., names of people, locations, organizations, and products). For example, the city’s name “Manchester” has become well known by people of languages other than English. These new words are often named entities that are important in cross-lingual information retrieval [1]–[5], information extraction [6], machine translation [7]–[11], and often present out-of-vocabulary challenges to spoken language technologies such as automatic speech recognition [12], spoken keyword search [13]–[15], and text-to-speech [16], [17]. Transliteration is a mechanism for converting a word in a source (foreign) language to a target language, and often adopts approaches from machine translation. In machine translation, the objective is to preserve the semantic meaning of the utterance as much as possible while following the syntactic structure in the target language. In transliteration, the objective is to preserve the original pronunciation of the source word as much as possible while following the phonological structures of the target language.

The amount of training data available for transliteration is often much less than that of machine translation. The amount of training data for machine translation is not limited to the adoption of new vocabulary or concepts from a foreign language while this is true for transliteration. It is therefore challenging for a statistical model to generalize well to implicitly learn the phonological rules of the target language for transliteration tasks. The lack of training data often results in non-interpretable outputs by statistical transliteration models [18]; these outputs are invalid because speakers of the target language are unable to pronounce these transliterated outputs. Given the limited training data for transliteration, performance of statistical transliteration approaches has often been suboptimal [7], [19]. On the other hand, symbolic transliteration approaches have been shown to produce phonologically-valid outputs with minimal training resources [20]. However, symbolic approaches are often limited by the complexity of the predefined rules, and therefore, underperform with larger datasets, as compared to statistical methods [20].

We propose a transliteration framework in which n-gram language modeling is augmented with phonological knowledge. We propose the concept of pseudo-syllables in statistical models to impose phonological constraints of syllable structure in the target language, yet retain acoustic authenticity of the source language as closely as possible. Our proposed framework integrates advantages of symbolic approaches on top of statistical transliteration models. The proposed approach ensures phonologically-valid outputs, while maintaining strengths of statistical models (e.g., language-independence, performance scaling up with training data size).

This work extends and expands our prior work [20] to include detailed formulations, experiments, analyses, and
discussions left out in the conference version. In particular, 
empirical validation has been generalized on two language 
pairs: English-to-Vietnamese and English-to-Cantonese, using 
the Vietnamese corpora from the IARPA BABEL program\(^1\) that 
was released for the NIST OpenKWS13 Evaluation \(^2\) and for 
the shared tasks at the Named Entity Workshop (NEWS) at ACL 
2018.\(^3\) The implementation of the proposed model, the symbolic 
systems and the customized tools for evaluating transliteration 
error rates are publicly available.\(^3\)

II. BACKGROUND

A. Phonology

We introduce three phonological concepts relevant to our 
discussion.

1) Syllable: A syllable is considered the smallest phonologi-
cal unit of a word \(^22\) with the following structure \([23], [24]\): 
\[O\ N\ [Cd]\ +\ [T]\]
where the “[ ]” specifies an optional unit. \(O\) denotes the Onset, 
which is a consonant or a cluster of consonants at the beginning 
of a syllable. \(N\) denotes the Nucleus, which contains at least a 
vowel. \(Cd\) denotes the Coda, which mostly contains consonants. 
\(T\) denotes lexical tone, a feature existing in many languages 
to distinguish different words \([25]–[27]\). The syllabic struc-
ture above is shared across most languages in the world \([24], 
[28], [29]\).

However, how consonants (‘c’) and vowels (‘v’) constitute 
Onset, Nucleus, Coda differs across languages. For instance, 
in English, an Onset can be a consonant cluster, such as “sn”, 
while no consonant cluster can be the Onset of a syllable in 
Vietnamese or Cantonese \([30]–[33]\).

2) Lexical Tones: In tonal languages, pitch is used to dis-
tinguish the meaning of words which are phonetically identical 
\([26], [34]\). This distinctive pitch level or contour is referred to as 
lexical tones \([35]\). For instance, there are 6 distinct lexical tones 
in Vietnamese \([36]\) and 6 distinct lexical tones in Cantonese 
\([37]\). Around 70% of languages are tonal \([35]\), concentrating in 
Africa, East and Southeast Asia \([38]\). Each lexical tone is com-
monly encoded in phonetic representation with a number. For example, 
consider two different Vietnamese words: \(b_<\ 0\ 3\) (cow) and \(b_\ <\ 6\) (bug). The two words are represented 
in phonetic units using X-SAMPA notation \([39]\), and have the 
same Onset \((b_<\)\) and Nucleus \((O)\), but are distinguished by 
the two different lexical tones \(\text{tone 3 and tone 6.}\)

3) Transliteration: In transliteration, a word in a source lan-
guage is converted to a target language while preserving the 
acoustic phonetic properties of the source language as much as 
possible. However, the syllabic structures of the transliterated 
output might differ from the syllabic structures of the original 
word \([7], [40], [41]\).

New phonetic units can be inserted into the transliteration 
output to imitate the pronunciation of the original word. When 
performing transliteration on words from a non-tonal language 
(e.g. English) to tonal languages, lexical tones need to be as-
signed to each syllable of the transliterated output. So far, only 
limited preliminary work has explored lexical tones in translit-
eration \([36], [42]\).

Another example of insertion in transliteration is the addi-
tion of new phonemes to the output. For example, converting 
a consonant cluster from English to many languages involves 
the insertion of an additional nucleus after the first consonant 
of a consonant cluster. This phenomenon is defined as epenthesis 
with the inserted nucleus usually being a “schwa” and observed 
in languages such as Vietnamese \([36]\), Japanese \([43], [44]\), 
Cantonese \([45], [46]\), and many more \([47]–[49]\).

Furthermore, certain phonemes of the source word might be 
deleted in the target language due to phonological constraints. 
For example, fricatives occurring at the syllable-final position 
of an English word tends to be omitted (deleted) in their corre-
spanding counter-part in Vietnamese \([36]\) and Cantonese \([50]\).

B. Machine Transliteration

1) Input and Aim: Suppose we are given a training dataset 
consisting of pairs of words from a source language (e.g. 
English) and their corresponding transliteration versions in a 
target language (e.g. Vietnamese). Each word of the source 
language, which we name as source word in short, is represented in 
orthographic form as a sequence of letters \(e = \{e_1, e_2, ..., e_m\}\). 
For each corresponding word in the target language, we can 
generate a sequence of phonemes \(e = \{e_1, e_2, ..., e_n\}\), which is 
also organized into syllables according to the phonological rules 
of the target language.

For example, given the English word \textit{Manchester}, its corre-
spanding transliteration in Vietnamese is “man chê sô’ to”\(^4\), 
written in Vietnamese text. Syllables of a Vietnamese word are 
separated by a whitespace. Vietnamese lexical tones are denoted 
by diacritics above the nuclei of the syllables, except tone 1 is 
not represented in text form by any diacritic mark.

2) Approaches: Symbolic systems for machine translitera-
tion encapsulates expert-defined rules for mapping graphemes 
of the source word to the target language, as well as handling 
the mismatches between the pronunciation of the source and 
target languages (such as the epenthesis of nuclei and deletion 
of sound). In \([51]\), an English-Chinese name transliteration al-
gorithm was devised using predefined rules. An English word 
was first divided into syllables, each syllable is further divided 
into sub-syllabic units. The sub-syllabic units were mapped to 
Pinyin characters. The syllables in Pinyin were then mapped to 
Chinese characters. The syllabification rules were deterministic 
and the phonetic mapping used a lookup table. In \([2]\), predefined 
“phonetically similar” English-Japanese (katakana) letters were 
used to derive English-Japanese symbol pronunciation similar-
ity matrices. To transliterate a new English word to Japanese, 
the decoder looked for the path that maximizes the total similarity 
across all letters. An English-Punjabi transliteration system of 
name entities was devised in \([52]\). Rules were defined to sym-
labify a source English word, with each syllable subsequently 
being mapped to a Punjabi syllable.

\(^1\)https://catalog.ldc.upenn.edu/LDC2017S01
\(^2\)The English-to-Vietnamese transliteration data in \([20]\) was released at NEWS 2018 (http://workshop.colips.org/news2018/shared.html)
\(^3\)https://github.com/ngohgia/transliteration
Standard statistical transliteration models are alignment-based. During training, the model learns (1) the distribution of how the source letters \( f \) are aligned to the target phonemes \( e \) and (2) the distribution of how the aligned source letters \( f \) are mapped to the target phonemes \( e \). During decoding, the model produces the sequence of target phonemes with the highest likelihood.

The early machine transliteration system requires an additional step to convert the source letters to source phonemes, essentially convert the problem into a phoneme-to-phoneme conversion [3], [4], [7], [53]. In [7], transliteration was posed as a generative process and the English phonemes - Japanese phonemes alignment was estimated with expectation maximization [54]. The same approach was applied to transliterate English word to Arabic text [53]. An adaptation was made by attaching the position of the vowel in a word (initial, medial, final) to each English vowel. The introduction of such contextual information helps the model learn the mapping of English letters to the less deterministically phonetic Arabic letters. In [3], English-Chinese transliteration was also performed using phonemic representation in an intermediate step. Instead of aligning English phonemes to Chinese phonemes directly, the English phonemes were aligned to sub-syllabic units (initial-final) of the Chinese word.

The second group of standard alignment-based machine transliteration systems transform source graphemes to target phonemes without an intermediate source graphemes to source phonemes step. The English-Arabic transliteration system in [4] performed two runs of alignment. In the first run, English letters were aligned to the Arabic characters and the most often aligned n-grams of English letters were extracted for the second run. In the second run, the selected English n-grams were realigned to the Arabic characters. In [1], an English-Chinese transliteration comprised of two steps, the first step used expert rules to append syllable nuclei to the sequence of English phonemes and the second step modeled the probabilities of mapping between English and Chinese phonemes.

The third group of standard statistical transliteration models uses a combination of methods. For example, the transliteration system for Arabic in [19] combined both phonetic-based and letter-based transliteration. The phonetic-based approach made use of the positional information of the vowel as in [53]. In [5], English-to-Korean transliteration was performed by combining the output from an ensemble of grapheme-based transliteration model, phoneme-based transliteration model, and grapheme-and phoneme-based transliteration model. The final output was produced by ranking with web data and relevance scores given by each transliteration model.

The joint source-channel model introduced in [55] (with a similar approach implemented in [56]) approaches statistical transliteration differently. Under the joint source-channel model, both the alignment and source-channel symbol mapping were handled intrinsically at the same time using intermediate tokens (grapheme-phoneme cosegments) comprising of both the source letters and the target phonemes. The joint source-channel model has been shown to improve the transliteration performance in various tasks (e.g. [57], [58]) and is used as the baseline for statistical transliteration in this work.

Recently, neural approaches have gained popularity in machine translation and other natural language processing tasks. End-to-end deep learning models are different from statistical transliteration models as they do not require explicit alignment between the source graphemes and the target graphemes. However, among the few work [59], [60] to date that applied neural approaches to machine transliteration, none have shown that they outperform standard statistical approaches.

3) Limitations of Statistical Approach: Fig. 1 illustrates how transliteration is performed via the alignment of grapheme-phoneme cosegments under the joint source-channel model. In this example, the English word DISNEYLAND is transliterated to Vietnamese. The Vietnamese pronunciation is represented by X-SAMPA symbols.

Each dotted box represents a cosegment of source word’s graphemes and target pronunciation’s phonemes. The arrows show the correspondence between the sequences of the English graphemes and sequences of the Vietnamese phonetic tokens via their cosegments. The grapheme-phoneme cosegments in Fig. 1 are the most likely sequence of cosegments given the input graphemes, with the cosegments and their probability distribution learned from a training dataset. The transliteration output is the sequence of phonetic tokens extracted from the most likely sequence of grapheme-phoneme cosegments. The numbers of tokens 3, 7, 11 and 16 denote Vietnamese lexical tones. The dot “.” of tokens 4, 8 and 12 are delimiters between syllables. The Vietnamese pronunciation can be mapped to Vietnamese text if the syllables conform to Vietnamese syllables’ structure.¹

In the standard statistical model for transliteration, phones, tones and syllabic delimiters of the target phonetic output are treated equally. Since there is no phonological constraint placed on the organization of the components of the target pronunciation, transliteration is not guaranteed to produce outputs with structures considered valid by the phonological rules of the Vietnamese pronunciation.

¹The grapheme to phoneme mapping in Vietnamese is virtually one-to-one, and lexical tones are embedded in diacritics in vowels. To more explicitly explain the motivation and design philosophy of the transliteration framework, we choose to use the X-SAMPA phonetic symbols to represent the Vietnamese graphemes. The lexical tones are represented as diacritics that are above the graphemes, but in X-SAMPA format lexical tones are represented numerically, making it easier to explain the model.

Fig. 1. Transliteration by the standard statistical transliteration model (no explicit phonological knowledge).
target language. Fig. 2 illustrates a scenario of which the standard transliteration model produces an output that is invalid according Vietnamese phonology:

- In the second syllable, there is a consonant cluster formed by phones at position 5 and 6. However, there is no consonant cluster in Vietnamese phonology [31].
- In the third syllable, there is no lexical tone, while under Vietnamese phonology, each syllable is assigned with one tone [36].

Empirically, at least 21% of transliteration outputs lacked lexical tones when we ran Sequitur [61] (an implementation of the joint source-channel model) on 100 English-Vietnamese word-pronunciation pairs extracted from NIST OpenKWS13 corpus [21].

III. PHONOLOGY-AUGMENTED STATISTICAL MODEL FOR TRANSLITERATION

To overcome the limitations of the traditional statistical transliteration model, we attempt to augment statistical transliteration with phonological knowledge. While many symbolic systems have been devised to capture the phonological rules involved in transliteration [2], [20], [51], [52], predefined rules are likely to make mistakes with words not observed in the training data. Symbolic approaches are thus outperformed by statistical models in larger data sets [20]. On the other hand, while statistical transliteration approaches like the joint source-channel model [55], [56] can capture the phonological intricacies in converting a source word to a phonetically equivalent in another language, such approaches require a relatively large amount of training data to be effective [20].

To overcome the limitations of the traditional statistical transliteration as well as the symbolic systems, we propose a phonology-augmented statistical model for transliteration by integrating phonological knowledge of the target language explicitly with a statistical model. Phonological constraints have often been introduced to transliteration. To adapt statistical machine translation tools into transliteration, many systems first converted the source written words into phonemes before performing alignment with the target phonemes [3], [4], [7], [53]. The initial grapheme to phoneme conversion implicitly projected the source graphemes into phonetic units, which could be organized into sub-units of syllables [3]. Some systems explicitly augmented the source word to improve the statistical model. For example, in the English-to-Chinese transliteration system described in [1], syllable nuclei were appended to the sequence of English phonemes to improve the accuracy of their conversion to Chinese. In [19], [53], attaching the position in a syllable (initial, medial, final) to each English vowel helped improve the mapping of English graphemes to Arabic graphemes. In our proposed model, the positional information of a unit in a syllable (onset, nucleus, coda) are also used. Unlike [19], [53], such contextual information is used to inform the cross-language mapping of not just the nucleus, but also the onset and coda. Impose conditions on the structure of the output syllables helps to improve the phonological validity of the transliteration output, and yet remains generalizable across languages. The same syllabic structure is shared across most languages [28], [29] and thus, utilizing this universal phonological property keeps the proposed framework relatively language-independent. On the other hand, when the transliteration output conforms to valid syllabic structures, the search space for the output is also bounded, which might make finding the correct output easier. For example, the consonant “l” in English can be mapped to different Vietnamese phonemes. However, conditioned on the corresponding sub-syllabic unit that “l” is mapped to in the output syllable, the number of possibilities would be smaller: “l” is more likely to correspond to an /n/ phoneme in Vietnamese if it is at the Coda position, and more likely to correspond to an /l/ phoneme if it is at the Onset position.

Furthermore, transliteration is performed directly from the source graphemes to the target phonemes. By avoiding using the intermediate source phonemes, the proposed model does not assume the specific language of the source word. The proposed model performs transliteration in three steps, as summarized in Fig. 3.

1. Pseudo-syllable formulation: graphemes of the source word are organized into pseudo-syllables. Source graphemes are assigned explicitly to the sub-syllabic units of each pseudo-syllable such that the units form valid syllabic structures defined by the target language’s phonology.
2. Pseudo-syllable-to-phoneme mapping: a language model is used to map the graphemes of each pseudo-syllable, given their assigned unit in a syllable, to the most likely phonemes.
3) Tone assignment: one tone is assigned to each syllable, based on the target language’s phonemes in each syllable.

A. Pseudo-Syllable Formulation

1) Scheme: Pseudo-syllable is a representation of how segments of a foreign word are arranged according to the syllable structure specified by the target language’s phonology. The concept is inspired by how native speakers process a foreign loanword by imposing native phonological constraints on the foreign word’s form [7], [45]. A pseudo-syllable’s structure is defined as: \( s_i = \{s_{1i}^O, s_{1i}^N, s_{1i}^Cd\} \), where \( s_{1i}^O, s_{1i}^N, s_{1i}^Cd \) are the Onset, Nucleus and Coda of the \( i \)-th pseudo-syllable respectively. Onset, Nucleus and Coda are sub-syllabic units constituting a syllable.

i. Graphemic labels assignment

To form pseudo-syllables from a source word, a segmentation function groups the source word’s graphemes into sub-syllabic units. Pseudo-syllables are formulated by grouping graphemes of the source word according to the labels that they are assigned to. The labels suggest which sub-syllabic unit the grapheme would be assigned to, and the grapheme’s relation with neighboring graphemes. For illustration, we will use five labels \( O, N, Cd, ON, X \) in our discussion:

- \( O \): Onset
- \( N \): Nucleus
- \( Cd \): Coda
- \( ON \): Onset, with a special token representing a new Nucleus inserted to the pseudo-syllable-containing this Onset. This label addresses the insertion phenomenon explained in Section II-A3.

- \( X \): eXcluded. Graphemes labelled by \( X \) are not assigned to any pseudo-syllable. This label addresses the deletion phenomenon explained in Section II-A3.

The sequence of labels assigned to all graphemes of a source word is the output of the pseudo-syllabic formulation step.

ii. Sub-syllabic units formation

2) Ground-Truth: To train a model for pseudo-syllabic formulation, a ground-truth of graphemic labels need to be determined from the original training pairs of original source words and target pronunciation. For a given training pair, a search is performed among all possible combinations of graphemic labels in order to find the candidate combination that produces a sequence of pseudo-syllables of the same structures as the target pronunciation’s. To reduce the computational complexity of the search, any partial sequence of graphemic labels that produces invalid pseudo-syllables (for example, pseudo-syllables that start with a coda) would be rejected without iterating through the remaining graphemes. Step 1 of Fig. 4 shows an example of a combination of graphemic labels. Given the sequence of graphemic labels in the figure, the corresponding pseudo-syllables are formed as follows:

- Labels at position 1, 4 and 7 are \( O \). Therefore, the corresponding graphemes ‘D’, ‘I’ and ‘L’ are assigned to the Onsets of pseudo-syllables \( s_1, s_4, \) and \( s_7 \) respectively.
- Labels at position 2, 5, 6 and 8 are \( N \). Therefore, the corresponding graphemes are assigned to the Nuclei of the pseudo-syllables. Note that since the graphemes ‘E’ and ‘Y’ at position 5 and 6 are adjacent and both given label \( N \), they are joined to form the Nucleus of pseudo-syllable \( s_3 \).
- Label at position 3 is \( ON \). Therefore, the corresponding grapheme ‘S’ is assigned to the Onset of pseudo-syllable \( s_1 \). A special token (@) is also inserted to the Nucleus position of pseudo-syllables \( s_1 \), representing an epenthesized nucleus.
- Label at position 10 is \( X \). Therefore, the corresponding grapheme ‘D’ is ignored.

The resulting pseudo-syllables of the word DISNEYLAND are shown in Fig. 4 as dotted boxes, with:

- \( s_1 = \{D, I\} \), where \( s_1^O = \{D\}, s_1^N = \{I\} \)
- \( s_2 = \{S, @\} \), where \( s_2^O = \{S\}, s_2^N = \{@\}\)
- \( s_3 = \{N, EY\} \), where \( s_3^O = \{N\}, s_3^N = \{EY\}\)
- \( s_4 = \{L, A, N\} \) with \( s_4^O = \{L\}, s_4^N = \{A\}, \) and \( s_4^Cd = \{\} \)

The graphemic labels in Fig. 4 shows a valid pseudo-syllable formation since the pseudo-syllables have the same syllabic structures \( O \ N \ . \ O \ N \ . \ O \ N \ . \ O \ N \ Cd \) as the syllables of the target pronunciation.

3) Training: Given a training example consisting of a pair of foreign word \( f = [f_1, f_2, \ldots, f_M] \) and its corresponding phonetic output \( e = [e_1, e_2, \ldots, e_N] \), the corresponding training example for graphemic labels can be deduced as follows:

Let \( I = [i_1, i_2, \ldots, i_M] \) be the sequence of graphemic labels assigned to the graphemes sequence \( f \). For \( 1 \leq m \leq M, i_m \in L \) where \( L \) is the set of all possible graphemic labels, \( L = \{O, N, Cd, ON, X\} \).

Let \( \Gamma(f, I) \) be the function to form sub-syllabic units from the sequence of graphemes \( f \) and sequence of graphemic labels \( I \) as described in Section III-A-ii. Function \( \Gamma \) is defined as:

\[
\Gamma(f, I) = s = [s_1, s_2, \ldots, s_K]
\]

\[
\Gamma(f, I) = [(s_1^O, s_1^N, s_1^Cd), \ldots, (s_K^O, s_K^N, s_K^Cd)]
\]

where \( s = [s_1, s_2, \ldots, s_K] \) is a sequence of pseudo-syllables, with \( (s_1^O, s_1^N, s_1^Cd) \) being the groups of graphemes assigned to the Onset, Nucleus and Coda unit of the \( k \)-th pseudo-syllable respectively.

A sequence of graphemic labels is found for \( f \) if \( e \) if the syllabic structures \( r_e \) of the pseudo-syllables \( s \) match the syllabic structures \( r_e \) of the target pronunciation \( e \). For example, in Fig. 4, the syllabic structures \( r_e \) and \( r_e \) are both \( [O, N], [O, N], \ldots, [O, N] \).
\( [O, N], [O, N, Cd] \). The syllabic structures \( r_e \) of the target pronunciation \( e \) can be trivially determined using a pronunciation-subsyllabic unit dictionary of the target language. For example, in the case of target transliteration output for Vietnamese, the language specific document of the OpenKWS13 is used as the pronunciation-subsyllabic unit dictionary [21]. The syllabic structures \( r_e \) can be directly determined from the pseudosyllables \( s \).

4) Decoding: We want to find the most likely graphemic roles \( l \) for all letters of the new example \( f \):

\[
I^* = \arg \max_{I} \{ 1 \mid f, D \} \tag{4}
\]

where \( D \) is the training data of graphemic labels produced in the previous section.

We model \( l \) as a Markov chain of n-gram, with \( n \) being an even number:

\[
I^* = \arg \max_{I} \prod_{i=1}^{M} p \left( l_i \mid (f_{i-n/2}, \ldots, f_{i+n/2}) \right) \tag{5}
\]

5) Smoothing: To deal with data sparsity, \( l_i \) in Eq. (5) is estimated from a weighted score of probability of smoothed n-grams:

\[
q(l_i) = \sum_{k=0}^{n/2} \sum_{t=0}^{n/2} \omega_{k,t} p \left( l_i \mid (f_{i-n/2}, \ldots, f_{i+n/2}) \right) \tag{6}
\]

where \((f_{i-n/2}, \ldots, f_{i+n/2})\) is a smoothed n-gram such that given \( 0 \leq k, t \leq n/2 \) (\( n \) is an even number):

\[
f_j = \begin{cases} f_j & \text{if } i-n/2 + t \leq j \leq i+n/2 - k \\ \text{if } f_j \text{ is a consonant} & \text{if } f_j \text{ is a vowel} \\ \text{otherwise} & \text{otherwise} \\ \text{otherwise} & \text{otherwise} \end{cases}
\]

where the empty token \( \_ \) represents the back-off case of which the smoothed n-gram is the shortened version of the original n-gram. For example, given the tri-gram of letters \((B, E, S)\), its smoothed n-grams are \((B, E, S), (C, E, S), (C, E, C)\). \( \omega_{k,t} \) is the weight corresponding to the smoothed n-gram, with \( \omega_{k,t} > \omega_{k',t'} \) for \( k + t < k' + t' \); for example; \( \omega_{1,0} \) (corresponding to \((C, E, S)\)) > \( \omega_{1,1} \) (corresponding to \((C, E, C)\)).

B. Pseudosyllable-to-Phoneme Mapping

Transliteration takes into account (1) graphemes of the source word, (2) how the word is pronounced in the source language, and (3) phonological rules of the target language [36], [45]. A formal equation of such relation can be given by:

\[
e^* = \arg \max_{e} p \left( e \mid f, v, \mathcal{L}_e \right) \tag{7}
\]

where \( e \) is the phonemes of the target language’s pronunciation, \( f \) and \( v \) are the graphemes and phonemes of the original word from the source language, and \( \mathcal{L}_e \) is the phonological rules of the target language.

In the proposed model, the relationship in Eq. (7) is simplified to:

\[
e^* = \prod_{k=1}^{K} \prod_{u \in \mathcal{U}} \arg \max_{e_k^u} p \left( e_k^u \mid s_k^u, v_k^u \right) \tag{8}
\]

with \( e_k^u, s_k^u, v_k^u \) being the target language’s phoneme, source language’s graphemes and source language’s phoneme of the sub-syllabic unit \( u \in \mathcal{U} = \{O, N, Cd\} \), of the \( k \)-th syllable in the target pronunciation or the \( k \)-th pseudo-syllable of the source word.

The source phonemes are produced with CMU text-to-phoneme tool for American English [62]. Note that we do not assume that the source words are in English, the source phonemes are only used as back-off to complement the source graphemes in performing the pseudo-syllables to phonemes mapping.

The mapping from pseudo-syllables to phonetic tokens in the proposed model is illustrated in Fig. 5. As seen from Fig. 5, pseudo-syllables formulated in Section III-A provide a streamlined model of the phonological constraints \( \mathcal{L}_e \) by modeling (1) valid syllabic structures in the target pronunciation, and (2) valid phonemes for each sub-syllable unit \( r \). The distribution \( p \left( e_k^u \mid s_k^u, v_k^u \right) \) of Eq. (8) can be learned from the training data prepared in Section III-A.

C. Lexical Tone Assignment

In most transliteration models, lexical tones are treated the same as other phonetic tokens of the transliterated output. Lexical tone assignment usually depends on large amounts of training data to be correct [3], [55]. Previous transliteration studies using tone assignment to complement output of statistical models have shown improvement in transliteration performance [42], [63].

Phonology studies show that in many tonal languages, the assignment of a lexical tone to a syllable is influenced by the syllable’s phonemes [36], [64], and the lexical tones of adjacent syllables (tone sandhi) [65], [66]. Similarly, we used tonal and phonetic context to model tone assignment to a syllable.

Let \( t \) be the lexical tones assigned to all syllables of a transliteration output, with \( t_k \) being the lexical tone assigned to the \( k \)-th syllable of the output:

\[
t = \arg \max_{t} \prod_{k} p \left( t_k \mid t_{k-1}, (e_k^O, e_k^N, e_k^Cd, t_{k+1}) \right) \tag{9}
\]

where \((e_k^O, e_k^N, e_k^Cd)\) are phonemes of the Onset, Nucleus, and Coda sub-syllabic unit in the \( k \)-th syllable of the output.
IV. Experiments

A. Transliteration for Different Language Pairs

1) Experimental Set-up: We performed transliteration on corpora of two language pairs: English-to-Vietnamese and English-to-Cantonese.\(^5\)

a) English-to-Vietnamese Corpus from NIST OpenKWS13 Evaluation: The Vietnamese corpus is released from the IARPA Babel program [21] for the NIST OpenKWS13 Evaluation (denoted as NIST OpenKWS13 dataset). From the scripted telephone speech of the OpenKWS13 lexicon, foreign words in the developmental data (evalpart1, which was publicly released) were designated as the test set (140 words) and shared among all experiments. Training-development data sub-corpora of size 100, 200, 300, 400, 500, 587 were also extracted. Each sub-corpus is split by the proportion of 75% to 25% into training and development sets. Each sub-corpus is repartitioned 4 times to create 4 different, non-overlapping training-development data sets. Each phonetic output of the foreign words is a sequence of Vietnamese phonemes in X-SAMPA [39] and one lexical tone (represented by a number from 1 to 6), separated by syllabic delimiters. The setup is described in details in [20].

b) English-to-Cantonese Corpus from Hong Kong Polytechnic University: This corpus comprises of 473 pairs of foreign words and their corresponding Cantonese pronunciations, extracted from a database of English loanwords in Hong Kong Cantonese, developed at the Hong Kong Polytechnic University [67] (denoted as Hong Kong Polytechnic Cantonese dataset).

Each pronunciation is a sequence of syllables of Cantonese in Jyutping [68] and one lexical tone (represented by a number from 1 to 6), separated by syllabic delimiters.\(^6\) Sub-corpora of size 100, 200, 300, 400 and 473 were randomly sampled for the experiments. Each sub-corpus of the Cantonese data set was split randomly into three sets, 60% for training the models, 20% for development, and 20% testing. Each sub-corpus is repartitioned 5 times to create 5 different, non-overlapping test sets (cross-validation).

2) Implementation Details: In each experiment, transliteration was performed using three different approaches:

a) Standard statistical approach (no phonological constraint): joint source-channel model implemented with Sequitur [61].

b) Symbolic approach: two symbolic systems for Vietnamese and Cantonese were implemented for the respective transliteration experiments of the two languages. The symbolic transliteration system used in these experiments was first proposed for Vietnamese language in [20] and further extended to Cantonese (Appendix A). The symbolic systems was optimized to the best of our capabilities to minimize the string error rate of the outputs. The error rates by the symbolic systems served as reference to compare the performance by the statistical models.

c) Proposed phonology-augmented statistical model for transliteration.

3) Evaluation Metrics: The error rates computed in our experiments were evaluated using SCLITE [69]:

a) Token error rate (TER): Tokens include both phonemes and syllable delimiters.

b) String error rate (SER): Any error within a string results in string error.

B. Results

In all experiments on Vietnamese and Cantonese corpora, the phonology-augmented statistical framework improved upon the transliteration performance of the standard joint-source channel model under limited-resource scenarios. As training data sizes increased, the transliteration performance by statistical models improved and caught up with the symbolic system’s performance. Transliteration error rates by the symbolic system for Vietnamese in Figs. 6(a)–6(b) (and also in Fig. 8(a)–8(e)) are flat across all sizes of the training data because the same test set was used. On the other hand, transliteration error rates by the symbolic system for Cantonese in Figs. 7(a)–7(b) (and also in Fig. 9(a)–9(e)) vary across different corpus sizes because some words that overlap across different folds of the cross-validation contributed multiple times to the error rates, even though the

---

\(^5\) It might be more linguistically precise to say Western-to-Vietnamese and Western-to-Cantonese, given some of the English words are not of Anglophone origin.

\(^6\) For Cantonese, we chose to use Jyutping (phoneme-baed graphemes) instead of logographic graphemes due to the following reasons: (1) Jyutping explicitly represents lexical tones, while logographic graphemes usually do not embed lexical tone information; (2) Logographic graphemes lack a standard system in Cantonese, especially for words specific to Cantonese and have no equivalent counterpart in Mandarin. We have a separate piece of work on pronunciation modeling for Han logographic languages under review.
Fig. 7. Performance of different transliteration models as a function of corpus size (Hong Kong Polytechnic Cantonese dataset).

symbolic system would produce the same outputs for these input words.

1) English-to-Vietnamese: From Figs. 6(a)–6(b), we see that the proposed model consistently outperforms the statistical baseline across all the training set sizes for English-to-Vietnamese.

The proposed model outperforms the baselines at the smallest training data size (100 word pairs): it improves the joint source-channel model by 23.71% relative in TER and by 15.85% relative in SER. The proposed model outperforms the baselines at the largest training data size (587 word pairs): it improves the joint source-channel model by 29.74% relative in TER and by 16.89% relative in SER. The proposed model also improves the symbolic system by 15.98% relative in TER.

2) English-to-Cantonese: From Figs. 7(a)–7(b), we observe that the proposed model outperforms the statistical baseline across all the training set sizes for English-to-Cantonese.

The proposed model outperforms the baselines at the smallest corpus size (100 word pairs): it improves the joint source-channel model by 12.77% relative in TER and by 2.27% relative in SER. The proposed system outperforms the symbolic baseline by 7.83% relative in TER and by 4.23% relative in SER. The proposed model also improves the symbolic system by 3.51% relative in TER.

Fig. 8. Performance of different transliteration models as a function of corpus size (Vietnamese dataset - NIST OpenKWS13 dataset).
C. Further Analysis on Syllabic and Sub-Syllabic Structure

Since the phonological knowledge of syllabic structures are used to better guarantee well-formed syllables in the transliteration output, we want to have a more detailed analysis of improvement by the proposed model over traditional statistical model at individual sub-syllabic positions.

a) Syllabic error rate: A syllable is the combination of tokens (for both phonemes and tones) within a pair of syllable’s delimiters. Each syllable is treated as a token and the error rate was computed as token error rate using SCLITE.

b) Onset, Nucleus, Coda, and Tone error rate: To compute the syllable error rate, the hypothesis and reference syllables are aligned to minimize the error distance between the two sequences. From these aligned sequences, output and reference syllables with the same number of sub-syllabic units are extracted. A sub-syllabic unit is counted as incorrect if it is different from the corresponding reference unit. Note that since the error rates of sub-syllabic units are only computed for the subset of output and reference syllables with the same number of units, we only approximate the actual error rates of the sub-syllabic units.

1) Vietnamese: As shown in Figs. 8(a)–8(e), the proposed model consistently outperforms the statistical baseline for all sub-syllabic units across all the training set sizes for Vietnamese. At the smallest training data size (100 entries), the proposed model improves the joint source-channel model by 16.62% relative for syllable error rate, 27.97% relative for onset, 33.29% relative for nucleus, 15.25% relative for coda, and 33.51% relative for tone error rate. At the largest training data size (587 entries), the proposed model improves the joint source-channel model by 22.33% relative for syllable error rate, 39.06% relative for onset, 27.52% relative for nucleus, 29.90% relative for coda, and 44.68% relative for tone error rate. The proposed model also improves the symbolic system by 1.42% relative for syllable error rate, 28.57% relative for coda error rate, and 32.32% relative for tone error rate.

2) Cantonese: As shown in Figs. 9(a)–9(e), the proposed model consistently outperforms the statistical baseline for all sub-syllabic units across all the training sets for Vietnamese. At the smallest training data size (100 entries), the proposed model improves the joint source-channel model by 3.92% relative for syllable error rate, 22.37% relative for onset, 10.27% relative for nucleus, 6.84% relative for coda, and 12.34% relative for tone error rate.

At the largest training data size (473 entries), the proposed model improves the joint source-channel model by 3.33% relative for syllable error rate, 10.27% relative for onset, 6.84% relative for coda, and 12.34% relative for tone error rate.

V. DISCUSSION

A. Statistical Modeling With Phonological Knowledge

The proposed framework can be interpreted as a statistically grounded framework that adopts symbolic transliteration
The proposed framework uses pseudo-syllables to define the general constraints on the structure of the transliteration output: how graphemes of the source word should conform to the phonology of the target language’s syllables. From the training data, the framework learns specific distributions of the combinations of graphemes that constitute the pseudo-syllables, the mapping of individual units of the pseudo-syllable to the target language’s phonemes, and the assignment of tones to each of the syllables. As a result, the transliteration performance of the proposed framework improves as the data sizes increase while the performance of the symbolic model is constant across all data sizes, as shown in Fig. 6–9.

In [70], we offered a more detailed analysis on the trade-off between data size and performance for the different models. Using a larger corpus (HCMUS corpus [57]), we compared the transliteration performance using TER and SER for the proposed framework, the standard joint-source channel model and the symbolic model. The proposed framework performs better than the symbolic system in TER for all corpus sizes larger than 350 words, and better than the symbolic system in all three metrics for all corpus sizes larger than 1,000 words.

While symbolic frameworks for transliteration are still highly valuable when little training data is available, they are also non-trivial to derive. We constructed two symbolic frameworks for Vietnamese and Cantonese with the idea of sharing as much general basic principles between them as possible. Nonetheless, while we tried our best to optimize their performance in terms of the string error rate (Fig. 6(b) and Fig. 7(b)), there are obviously many cases that our rules failed to capture, as evident by the high token error rate (Fig. 6(a) and Fig. 7(a)) and sub-syllabic unit error rates (Fig. 8(a)–Fig. 8(e) and Fig. 9(a)–Fig. 9(e)) as compared to the statistical models. Such difficulties would definitely render it highly challenging to extend a symbolic transliteration framework to other languages, or even different dialects of the same language.

The proposed approach ensures the transliteration output is valid, as specified by the target language’s phonology. Fig. 8(a) and 9(a) show that the proposed framework consistently improves the syllables’ error rate of the baseline statistical model across all languages and all data sizes. This evidence verifies the strength of the proposed approach. By augmenting a statistical model for transliteration with phonological knowledge, the proposed model better captures the syllabic structures and syllabic boundaries in scenarios with limited linguistic resources.

### B. Future Extensions

In our analysis of data size vs. performance trade-off between different transliteration models for Vietnamese language in [70], the phonology-augmented statistical framework performs consistently better than the joint source-channel model for corpora of size up to 1,500 word pairs. The joint source-channel model caught up with the proposed framework for corpora of size 1,500 word pairs and more. In our analysis for other languages with readily available large datasets for transliteration such as Mandarin and Japanese, we observe a similar trend. We suspect that such performance differences could be due to different model assumptions. Below we elaborate on some future extensions to potentially improve the proposed framework.

1) **Modeling Inter-Syllable Context:** In the proposed framework, pseudosyllable-to-phoneme mapping and tone assignment is contained within each syllable’s boundary. From our preliminary analysis, it is possible that inter-syllable context of phonemes may play some role in determining grapheme to phoneme mapping, as well as how a tone can be assigned to a syllable. Without considering syllable’s boundaries, the traditional transliteration model can capture such inter-syllabic context more easily and produces better performance given sufficient training data.

2) **Beyond Monosyllabic Tonal Languages:** In this work, we focus on monosyllabic tonal languages that share a similar phonological structure and lexical tones. The proposed model can be applied to languages such as Korean which, while not tonal, share similar syllable structures as Vietnamese and Cantonese.

3) **End-to-End Modeling:** Each of the three steps of the proposed model is optimized separately, which means an error in one step is propagated to the next with no mechanism to correct the mistake in a later step. The statistical baseline models syllabic segmentation, grapheme to phoneme and tone assignment together using the joint source-channel sequences, and thus, performs optimization for all the steps together. Approaches that we are currently exploring include generative models such as Bayesian graphical models, variational autoencoders, and generative adversarial networks (GANs).

### VI. Conclusion

We proposed a phonology-augmented statistical framework for transliteration. Using phonological knowledge to augment the statistical n-gram language modeling, our proposed framework ensures the transliteration outputs are valid, resulting in lower error rates compared with baseline approaches in limited-resources scenarios. On the other hand, using the concept of pseudo-syllables as an additional phonological constraint, while being largely generic and language-independent, offers an approach to automate the learning of syllable formulation instead of relying on exhaustive effort to build predefined symbolic systems.

### Appendix A

**Symbolic Framework**

Our symbolic cross-lingual framework was first proposed for Vietnamese language in [20]. The proposed framework was mainly a phoneme-to-phoneme system with the source words’ phones produced by a text-to-phoneme tool for American English [62], before being mapped to Vietnamese phonemes. We have since extended the symbolic framework to Cantonese by directly using the source words’ graphemes for the conversion. Using the source words’ graphemes, we can make use of the richer context of the graphemes without making strong assumptions on the source words’ origin. On the other hand, the algorithm of the symbolic framework remains the same.
A. Outline of the Symbolic Framework for Cantonese

Input: graphemes of a source word.
Output: a sequence of phonetic tokens of the target language that includes phonemes, syllabic delimiters and lexical tones. Cantonese phonemes are represented in Jyutping [68].

1) Syllable-splitting: Similar to Vietnamese, Cantonese is also a monosyllabic tonal language [71]. Hence, the strategy used for forming syllables in Cantonese is also similar to that for Vietnamese [20].
   a) Segmentation: Graphemes of the source word are segmented into vowel clusters and consonant clusters.
   b) Role assignment:
      * From the sequence of segments in the previous step, vowel clusters are assigned to Nucleus units.
      * Consonant clusters are assigned to Onset and Coda units as followed:
        - If the cluster has one consonant, it is assigned to the Onset role because <Consonant-Vowel> structure is more common than <Vowel-Consonant> or <Vowel> structure [72].
        - If the cluster has two consonants or more, the cluster is split into two parts: (1) the first part is assigned to the Coda of the preceding syllable, (2) the second part is assigned to the Onset of the following syllable

3) Post-processing:
   * Some Vowel clusters are split up to form the Nucleus of two adjacent syllables of the structures <Onset-Nucleus>, <Nucleus-Coda>.

2) Grapheme-to-phoneme mapping: Each of the source word’s sub-syllabic units are mapped to a target pronunciation’s phoneme [45], [46], [51], [73]–[75]. There are also more specific mapping rules that use the context of preceding and following sub-syllabic units of the source word’s graphemes to perform the mapping.

3) Lexical tone assignment: A lexical tone is assigned to each of the target pronunciation’s syllables based on its phones.

Fig. 10 shows how the world ALBANIA is transliterated to Cantonese under the symbolic framework.

B. Compensation Strategies

When converting words from one language to pronunciation in another, there are compensations need to be made such that the output pronunciation does not only best retain the acoustic authenticity of the source word, but also conforms to the target language’s phonology. We present in the following sections some of the compensation strategies used for Cantonese transliteration, with respect to each sub-syllabic unit.

1) Onset: Since Cantonese does not have consonant clusters, these clusters are split, with the epenthesis vowels added to form new syllables [46] [73].

   For consonant clusters where the first letter is a liquid, for example r in the consonant cluster rt, the liquid is usually deleted. This is because liquid is not salient compared to its neighboring phones and therefore is not perceived by Cantonese speakers [45] [46] [74]. Thus, the liquid is likely to be deleted in the output pronunciation. Furthermore, in Cantonese, Cadas are either stop or nasal [45].

C. Lexical Tones

There are some patterns for lexical tones observed among the Cantonese loanwords in our experimental data.

- Syllables with “p”, “t” or “k” as Coda only accept tone 1, 3 or 6.
- 95% of syllables with “p” as Coda have either tone 3 or tone 6.
- 90% of syllables with “m” as Coda have either tone 1 or tone 4.
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