Directional MCLP Analysis and Reconstruction for Spatial Speech Communication

Srikanth Raj Chetupalli, and Thippur V. Sreenivas, Senior member, IEEE
Dept. of Electrical Communication Engineering, Indian Institute of Science, Bengaluru, 560012.

Abstract—Spatial speech communication, i.e., the reconstruction of spoken signal along with the relative speaker position in the enclosure (reverberation information) is considered in this paper. Directional, diffuse components and the source position information are estimated at the transmitter, and perceptually effective reproduction is considered at the receiver. We consider spatially distributed microphone arrays for signal acquisition, and node specific signal estimation, along with its direction of arrival (DoA) estimation. Short-time Fourier transform (STFT) domain multi-channel linear prediction (MCLP) approach is used to model the diffuse component and relative acoustic transfer function is used to model the direct signal component. Distortionless array response constraint and the time-varying complex Gaussian source model are used in the joint estimation of source DoA and the constituent signal components, separately at each node. The intersection between DoA directions at each node is used to compute the source position. Signal components computed at the node nearest to the estimated source position are taken as the signals for transmission. At the receiver, a four channel loud speaker (LS) setup is used for spatial reproduction, in which the source spatial image is reproduced relative to a chosen virtual listener position in the transmitter enclosure. Vector base amplitude panning (VBAP) method is used for direct component reproduction using the LS setup and the diffuse component is reproduced equally from all the loud speakers after decorrelation. This scheme of spatial speech communication is shown to be effective and more natural for hands-free telecommunication, through either loudspeaker listening or binaural headphone listening with head related transfer function (HRTF) based presentation.

Index Terms—Spatial speech, Multi-channel linear prediction, perceptual spatial audio, beamforming

I. INTRODUCTION

Communication is an integral part of human interaction and growth. The invention of telephone has enabled long-distance telecommunication of speech. With the advent of digital high bit-rate communication channels, the visual aspect of communication has also been integrated into telecommunication and also extended to multi-party conversations and distant conferencing. However, these types of speech communications are not yet as effective and natural feeling similar to a direct acoustic communication mainly because the signals do not carry the “spatial dimension”. In traditional speech telecommunication, the source spectral attributes such as the speaker’s identity and emotion are well preserved (depending on the channel bit-rate). But, the spatial attributes such as the source position, or its movement, and other properties of speaking enclosure and background, such as indoor/outdoor, small/big enclosures, noisy/quiet ambiance, etc. are not emphasized.

Fig. 1. Transmitter and receiver setup for spatial speech communication; (i) distributed node microphone arrays at Tx; (ii) independent signal and DoA estimation at each node; (iii) virtual listener selection by Rx.

“Spatial speech communication” (SSC) is the communication of natural quality speech signal along with its spatial attributes at the transmitter and its reasonably good spatial reproduction at the receiver for a chosen virtual listener (VL) position in the transmitter space. The perceived spatial attributes include the source position, reverberation, size, and other acoustic characteristics of the transmitter enclosure. Signal acquisition at the transmitter should be hands-free, and the source is free to move inside the enclosure. The listener is also free to choose a VL position in the transmitter enclosure and the transmitter acoustic scene should be reproduced for the selected VL position at the receiver.

We consider a parametric spatial audio approach to spatial speech communication in the present work, aiming at perceptually transparent reconstruction. Inter-aural time, level differences (ITD, ILD), and inter-aural coherence (IC) cues in narrow frequency bands are identified as the important perceptual cues for the faithful reconstruction of a spatial audio scene [1]–[3]. Towards this, a parametric representation of the reverberant signal, which characterizes the source direction, and its directional and diffuse components, is found to be sufficient. Parametric approaches also allow for object-based coding of audio for efficient transmission, similar to the spatial audio object coding scheme [4], where the recorded acoustic scene is represented in terms of the source audio objects and their spatial attributes. A mono down-mix of the signal is transmitted along with the spatial attributes. Parametric approaches also allow for arbitrary loudspeaker arrangement for spatial reproduction (or even binaural reproduction for headset listening), flexible microphone placement for signal acquisition, and efficient coding for transmission and storage. Further, the receiver has the flexibility to modify the acoustic scene, i.e., to selectively suppress/enhance a specific source and change its position relative to the listener.
Source signal acquisition, its parametric representation comprising source position, directional and diffuse signal component estimation, and perceptually sensitive spatial reproduction at the receiver, are the three components of the SSC system. Determining the spatial attributes at the transmitter requires a specialized multi-channel recording facility. A compact microphone array has limited spatial coverage, and it is not effective in estimating the near field source positions. Therefore, we consider a distributed arrangement of compact microphone array nodes for signal acquisition as shown in Fig. 1, which provides for the transmitter to be hands-free, similar to natural acoustic communication. It also improves spatial coverage, and allows for source position estimation. However, the estimation of source spatial attributes using the microphone signals from all the array nodes requires aggregation of node signals at a fusion node, which has additional communication requirements. To avoid this, we consider a distributed computation scheme. The reverberant signal is decomposed into direct and diffuse signal components, and the source direction of arrival (DoA) is computed separately at each node. We use a modified version of the joint spatial filtering and multi-channel linear prediction (MCLP) approach, proposed in [5], for this purpose. The DoA estimates, computed at each of the nodes, are then fused in a geometric formulation to estimate the source position (relative to the microphone arrangement), similar to the approach presented in [6]. Finally, the signal components computed at the node nearest to the estimated source position are chosen for transmission to the receiver for spatial reconstruction.

The spatial reconstruction at the receiver is with respect to a chosen VL position in the transmitter enclosure; this requires a computation of the source direction relative to the VL position and correction for the amplitude scaling of the direct component since the transmitter signals are estimated at one of the nodes. The diffuse component can be assumed to be similar throughout the enclosure, i.e., a homogenous sound field, with the PSD of the diffuse component being the same at all positions in the enclosure [7].

Different spatial audio reproduction schemes are possible at the receiver. For loudspeaker (LS) listening, multiple loudspeakers arranged in a 2D or 3D configuration are used to reconstruct spatial speech. In this scheme, the listener position is fixed to be at the center of the LS configuration. In the present work, we consider a simple four loudspeaker setup in a 2D configuration for reproduction and also assume no additional reverberation at the receiver enclosure. Amplitude panning using vector-base amplitude panning (VBAP) method [8] is used to render the direct component, and the diffuse part is rendered equally from all loudspeakers after decorrelation and energy normalization [9]. In practice, the reconstructed spatial audio interacts with the receiver location acoustic characteristics, which need to be compensated before LS rendering. Binaural head-phone listening avoids the issue of receiver enclosure reverberation effects. It also has the advantage of minimum setup and the mobility of the listener at the receiver location. However, for effective binaural presentation, the head-related transfer function (HRTF) of the listener is required. Also, the listener should be aware that reproduced spatial scene moves with head rotation. This problem can be solved using a headset with motion tracking, similar to the devices used for virtual reality (VR) applications, and then adapt the rendering of transmitter source location suitably. In the present work, we use the method presented in [10] for binaural reproduction of spatial speech.

A. Related works

Spatial speech using the parametric spatial audio methods has been studied in the context of speech teleconferencing systems [2], [3], [11]. In directional audio coding (DirAC) [3], signal acquisition using a B-format microphone [12] is assumed, and energy analysis of the pressure gradient of recorded signals is used to compute the diffuseness and the source DoA parameters. Single-channel filters are then derived using the estimated parameters and applied to the omnidirectional microphone channel to estimate the direct and diffuse signal components. Although there is higher realism of the recorded sound using a B-format microphone, in particular for audio-visual applications, the fixed location of the 3D microphone becomes a limitation. Hence the parameter estimation accuracy decreases with source distance in reverberant enclosures. DirAC scheme has been extended by using signal acquisition through microphone arrays of omnidirectional elements [13]–[15]. In [13], microphone signals recorded using a four-channel uniform circular array are used to compute “pseudo” B-format microphone signals, followed by DirAC analysis for parameter estimation. In [14], [16], the authors assume plane wave propagation for the directional components and derive multi-channel spatial filters for the estimation of directional and diffuse components. The linearly constrained minimum variance design criterion is used for filter design, and the source DoA is computed using the ESPRIT approach [17]. Spatial audio analysis using ad-hoc distributed microphone arrays for signal acquisition has received less attention in the literature. Beamforming based approach of [14] is considered for signal estimation separately at each node, in [15]. The source position (instead of source DoA) is computed by fusion of DoA, estimated separately at each microphone array node using the ESPRIT approach [17]. Loudspeaker rendering is considered in most traditional spatial speech/audio approaches; however, the parameters computed in the parametric spatial audio methods can be used for binaural rendering cases using measured HRTFs also. A method for the binaural rendering of signals derived using DirAC spatial analysis is presented in [10].

II. TRANSMITTER SPATIAL ANALYSIS

A. Spatial analysis scheme

Consider a recording setup with $P$ nodes of compact microphone arrays distributed spatially in the enclosure, and a source is at position $s$, and let the chosen virtual listener (VL) position be $ℓ$. Let $M_p > 1$ be the number of microphones at $p^{th}$ node, and $x_{m,p}[t]$ denote the signal recorded at the $m^{th}$ microphone of the $p^{th}$ node. Therefore

$$x_{m,p}[t] = h_{m,p}[t] ⊛ s[t],$$

(1)
where $h_{m,p}[t]$ is the RIR for the $m^{th}$ microphone position of the $p^{th}$ node. We consider a decomposition of the microphone signal into its directional and diffuse components, $d_{m,p}[t]$ and $r_{m,p}[t]$ respectively,

$$ x_{m,p}[t] = d_{m,p}[t] + r_{m,p}[t], \quad (2) $$

where $d_{m,p}[t]$ is due to the direct component and $r_{m,p}[t]$ is due to the reflection components of RIR.

Also, let $x_{\ell}[t], d_{\ell}[t], r_{\ell}[t]$ denote the reverberant signal and the constituent components at the VL position $\ell$,

$$ x_{\ell}[t] = d_{\ell}[t] + r_{\ell}[t]. \quad (3) $$

The goal of spatial analysis for SSC is to estimate the signal components $d_{\ell}[t], r_{\ell}[t]$, and the source position $s$. The scheme is to determine the listener position signal decomposition and the source position relative to $\ell$ to be transmitted to the receiver.

In a spatially homogeneous sound field, the diffuse component PSD is approximately constant at any position in the enclosure [7], i.e.,

$$ \mathbb{E}\left\{ |\mathcal{F}\{r_{\ell}[t]\}(\omega)|^2 \right\} \approx \text{Constant}. \quad (4) $$

Since $r_{\ell}[t]$ is stochastic in nature, the component $r_{m,p}[t]$ at any microphone can be used as an estimate of $r_{\ell}[t]$. The direct component at any position in the enclosure is a delayed and attenuated copy of the source signal. Using the position coordinates of the source $s$ and the microphone $m,p$, we can approximate:

$$ d_{m,p}[t] \propto \frac{1}{|s-m,p|^2} s[t - \tau_{m,p}], \quad (5) $$

$$ d_{\ell}[t] \propto \frac{1}{|s-\ell|^2} s[t - \tau_{\ell}]. $$

Thus, the components $d_{\ell}[t]$ and $d_{m,p}[t]$ differ mainly in time alignment and amplitude scaling. Properly scaled $d_{m,p}[t]$ can be used as an estimate for $d_{\ell}[t]$, accepting small delay differences.

We first consider the estimation of the signal components $d_p[t], r_p[t]$, and the source DoA $\theta_p$ for each node $p$. We can then select a reference node $p^*$ to select the best signals for transmission to the receiver. The scheme for the estimation of signal components and the source DoA is shown in Fig. 2. We modify the joint spatial filtering and MCLP scheme proposed in [5] to estimate the direct and diffuse components as well as the source DoA. Thus, we have one set of estimates for each node: $\left\{ \hat{d}_p[t], \hat{r}_p[t], \hat{\theta}_p, \ 1 \leq p \leq P \right\}$, obtained using the above approach. DoA measurements from all the nodes are then used to estimate the source position $\hat{s}$; we can then choose node $p^*$ that is nearest to $\hat{s}$ and the signal components estimated at the node $p^*$ are used for transmission to the receiver.

**B. Reverberant signal model**

Let $x_m[n,k]$ denote the STFT representation of signal $x_m[t]$ recorded at the $m^{th}$ microphone of $p^{th}$ node (index omitted for brevity), and $n,k$ denote the discrete time and frequency indices respectively, $0 \leq k \leq K/2$ where $K$ is the size of discrete Fourier transform (DFT) used in the computation of STFT. We consider delayed multi-channel linear prediction (MCLP) model to estimate the diffuse component of the microphone signal [18]:

$$ x_m[n,k] = \sum_{m'=1}^{M} \sum_{l=0}^{L-1} g_{m,m',k}^* \left[ x_{m'}[n - D - l, k] + d_m[n,k] \right] + r_m[n,k], \quad (6) $$

The delay $D$ is judiciously chosen to avoid over-estimation of the diffuse component, yet preserve natural temporal correlations in speech STFT; the prediction order $L$ depends on the placement of source, microphone, and the length of RIR in the time domain (hence reverberation time of the enclosure). From our previous work [19], we choose $D = 2$, i.e., prediction using $L$ samples after skipping the immediate past sample, which is found to be optimum. $D = 2$ corresponds to 16 ms delay for STFT computed using 32 ms frame size with 75% overlap between successive frames; this preserves the direct component and a few early reflections in the residual component $d_m[n,k]$, and the predicted out component $r_m[n,k]$ is the diffuse component.

Let $x[n,k] = [x_1[n,k], \ldots, x_M[n,k]]^T$ be the vector of $M$ number of microphone observations,

$$ x[n,k] = d[n,k] + r[n,k], \quad (7) $$

where $d[n,k]$ and $r[n,k]$ are defined similar to $x[n,k]$. The prediction relation in (6) can be written compactly in vector form as,

$$ r[n,k] = G_k^H \phi_D[n,k], \quad (8) $$

where $G_k = [g_{1,k}, \ldots, g_{M,k}]$ is the stack of $M \times M$ MCLP coefficients, $g_{m,k}$ is the vector of stacked MCLP coefficients

$$ g_{m,k} = [g_{m,1,k}[0], \ldots, g_{m,1,k}[L-1], \ldots, g_{m,M,k}[0], \ldots, g_{m,M,k}[L-1]]^T, \quad (9) $$

and $\phi_D[n,k]$ is the vector of delayed STFT prediction samples

$$ \phi_D[n,k] = [x_1[n - D, k], \ldots, x_1[n - D - L + 1, k], \ldots, x_M[n - D, k], \ldots, x_M[n - D - L + 1, k]]^T. \quad (10) $$

![Fig. 2. Block diagram description of the proposed spatial analysis scheme.](image-url)
We approximate the prediction residual component \( d[n, k] \) based on the source DoA, using the plane wave signal model,

\[
d[n, k] \approx a_k d_1[n, k],
\]

\[
a_k = \left[ 1, e^{-j2\pi f_s \tau_{12}/K}, \ldots, e^{-j2\pi f_s \tau_{1M}/K} \right]^T,
\]

where \( \{ \tau_{12}, \ldots, \tau_{1M} \} \) denote the time-difference-of-arrival (TDOA) of the direct component at each of the microphones with respect to the first (reference) microphone, and \( f_s \) is the sampling rate. The total signal model, referred to as “directional MCLP” (dMCLP) from here onwards, is given by

\[
x[n, k] \approx a_k d_1[n, k] + G_H^k \phi_D[n, k].
\]

C. Directional and diffuse component estimation

Towards a Bayesian estimation approach, a time-varying complex Gaussian source model is assumed for the signal \( d_1[n, k] \),

\[
d_1[n, k] \sim \mathcal{C} \left( 0, \gamma_{nk}^{-1} \right),
\]

along with distortionless response constraint \( w_k^H a_k = 1 \) in the source direction. \( \gamma_{nk}^{-1} \) is the short time power spectral density (PSD) of the signal for the time-frequency bin \( (n, k) \). From (12), we have

\[
d_1[n, k] = w_k^H \left( x[n, k] - G_H^k \phi_D[n, k] \right).
\]

Thus, the model for microphone array observations is,

\[
\mathbb{P} \left( x[n, k] | \gamma_{nk}, G_k, w_k \right) = \frac{\gamma_{nk}}{\pi} \exp \left( -\gamma_{nk} |w_k^H \left( x[n, k] - G_H^k \phi_D[n, k] \right)|^2 \right).
\]

Assuming the STFT coefficients \( d_1[n, k] \) to be independent across time and frequency (given \( \gamma_{nk} \)) in the stochastic model of (15), we can write

\[
\mathbb{P} \left( X | \Theta \right) = \prod_{n=0}^{N-1} \prod_{k=0}^{K/2} \mathbb{P} \left( x[n, k] | \gamma_{nk}, G_k, w_k \right),
\]

where \( \Theta = \{ \gamma_{nk}, \forall n \}, G_k, w_k \), and \( \Theta = \{ \theta_k, \forall k \} \) is the set of all parameters. Maximum likelihood (ML) criterion can be used for the filter parameter estimation; i.e.

\[
\text{maximize } \left\{ \log \mathbb{P} \left( X | \Theta \right) \right\} = \mathcal{L} \left( \Theta \right).
\]

Due to the frequency independence assumption, it can be shown that the likelihood function is separable in \( k \), and ML estimation requires maximization of,

\[
\mathcal{L} \left( \theta_k \right) = \left\{ -\sum_{n=0}^{N-1} \gamma_{nk} |w_k^H \left( x[n, k] - G_H^k \phi_D[n, k] \right)|^2 \right. \]

\[
\left. + \sum_{n=0}^{N-1} \log \gamma_{nk} \right\}, \text{ subject to } w_k^H a_k = 1, \forall k.
\]

We use an iterative approach to maximize the objective function \( \mathcal{L} \left( \theta_k \right) \). Using the estimates \( \hat{\gamma}_{nk} \), and \( \hat{w}_k \) from the previous iteration, the prediction filter is computed by minimizing the negative likelihood:

\[
-\mathcal{L} \left( G_k \right) = \sum_{n=0}^{N-1} \hat{\gamma}_{nk} |\hat{w}_k^H \left( x[n, k] - G_H^k \phi_D[n, k] \right)|^2.
\]

An approximate solution for \( G_k \) is obtained as in [5]:

\[
\hat{G}_k = R_{\phi\phi}[k]^{-1} R_{\phi x}[k],
\]

\[
R_{\phi\phi}[k] = \sum_{n=0}^{N-1} \hat{\gamma}_{nk} \phi_D[n, k] \phi_D[n, k]^H,
\]

and \( R_{\phi x}[k] = \sum_{n=0}^{N-1} \hat{\gamma}_{nk} \phi_D[n, k] x[n, k]^H \).

The prediction residual is then computed by \( \hat{d}[n, k] = x[n, k] - G_H^k \phi_D[n, k] \). The optimization criterion for \( w_k \) can be stated using (18) as,

\[
\text{minimize } \{ w_k^H R_{\hat{d} \hat{d}} w_k \}, \text{ subject to } w_k^H a_k = 1,
\]

where \( R_{\hat{d} \hat{d}} \triangleq \sum_{n=0}^{N-1} \hat{\gamma}_{nk} d[n, k] d[n, k]^H \). This optimization problem is similar to the minimum variance distortionless response (MVDR) beamformer design [20], [21]. As in MVDR, the objective function is sensitive to errors in the steering vector \( a_k \), and hence a modified objective in terms of the predicted diffuse component \( \hat{r}[n, k] = \hat{G}_k^H \phi_D[n, k] \) is used, whose solution is

\[
\hat{w}_k = \frac{R_{\hat{r} \hat{r}}^{-1} a_k}{a_k^H R_{\hat{r} \hat{r}}^{-1} a_k},
\]

where \( R_{\hat{r} \hat{r}} \) is defined similar to \( R_{\hat{d} \hat{d}} \). Next, the desired signal variance parameter is computed by maximizing,

\[
\mathcal{L} \left( \gamma_{nk} \right) = \log \gamma_{nk} - \gamma_{nk} \left| \hat{w}_k^H \hat{d}[n, k] \right|^2,
\]

whose solution is the short-time PSD of the spatial filtered signal \( \hat{d}_1[n, k] = \hat{w}_k^H \hat{d}[n, k] \).

Time-domain AR modeling (order 21) of the signal at time frame \( n \) is used to estimate the PSD.

The direct component is obtained using the estimated MCLP and spatial filters as,

\[
\hat{d}_1[n, k] = \hat{w}_k^H \left( x[n, k] - \hat{G}_k^H \phi_D[n, k] \right),
\]

and the diffuse component is obtained as \( \hat{r}_1[n, k] = x_1[n, k] - \hat{d}_1[n, k] \). Since all the estimated quantities are in STFT domain, the overlapped analysis provides for reconstruction of the time domain signals \( \hat{d}_1[t] \) and \( \hat{r}_1[t] \).

In (23), the computation of spatial filter \( w_k \) requires the source steering vector \( a_k \). We consider the SRP-PHAT method [22] to estimate the source direction and the corresponding steering vector. SRP-PHAT is performed on the estimated multichannel prediction residual \( d[n, k] \), which comprises of stronger direct component compared to the microphone signals \( x[n, k] \). Let \( a_{k, \theta} \) denote the steering vector for a far-field source at an angle \( \theta \) at frequency bin \( k \),

\[
a_{k, \theta} = \left[ 1, e^{-j2\pi f_s \tau_{12}/K}, \ldots, e^{-j2\pi f_s \tau_{1M}/K} \right]^T,
\]

subject to \( w_k^H a_k = 1, \forall k \).
where $\tau_{m1}(\theta_i)$ is the TDOA between the $m^{th}$ microphone and the first microphone, for a source in the direction of $\theta_i$. In SRP-PHAT [22], the direction of the source is estimated by solving,

$$\hat{\theta}[n] = \arg \max_{\theta_i} \sum_{k=0}^{K/2} \| \hat{d}[n, k] \|^2,$$

where $\hat{d}[n, k] = \hat{d}[n, k]/\| \hat{d}[n, k] \|$ is the PHAT filtered (phase only) signal [23]. We compute the DoA estimate for several consecutive frames and then choose the mode of frame-wise DoAs as the estimated DoA $\hat{\theta}$ for the stationary source:

$$\hat{\theta} = \text{mode} \left( \{ \hat{\theta}[n], \forall n \} \right), \quad \text{and} \quad \hat{a}_k = a_{k, \hat{\theta}}. \quad (29)$$

Alternatively, GCC-PHAT [23], [24] based method can be used to compute the TDOA between microphone pairs, followed by source DoA estimation. For the case of two microphones in the array, SRP-PHAT and GCC-PHAT provide similar results. But the correlation computed on the integer delay grid in GCC-PHAT limits the DoA accuracy, and requires inter sample interpolation to improve the accuracy, hence SRP-PHAT is preferred.

A block diagram of the dMCLP scheme for the joint reverberant signal decomposition and DoA estimation is shown in Fig. 3. The iterative scheme consists of a cascade of MCLP and spatial filtering stages. At iteration-$i$, the microphone signals and the estimate of direct component signal PSD from the iteration $i-1$ are used to compute the MCLP coefficients for each frequency bin $k$, using (20). The prediction residual is then used to estimate the source DoA $\hat{\theta}$ using SRP-PHAT method. The steering vector $\hat{a}_k$ is computed for each $k$, as in (29), and used to design the spatial filter of (23). Direct component signal is estimated as the output of spatial filter, which is then used to compute the PSD estimate for next iteration. The estimate of $\gamma_{nk} = \| x[n, k] \|^2/M$ is used as the initialization for the first iteration, and the algorithm is executed for a pre-fixed number of iterations $i_{max}$.

**D. Source position**

Source DoAs, estimated at each node, $\{ \hat{\theta}_p, 1 \leq p \leq P \}$, are computed using SRP-PHAT through the iterations of dMCLP discussed above. We then compute the source position by the intersection of lines representing source direction from each of the nodes. For the purpose of discussion below, we assume the source and microphones to be in the same azimuth plane and the position estimation is in a two dimensional space. Extension to three dimensional source position is straigt forward, using non-coplanar microphone array nodes which can estimate the source elevation angle also.

Let the line $(\mathbf{n}_p + r_p \mathbf{i}_p)$, be the contour of possible source positions, where $r_p$ is the unknown distance of the source from $p^{th}$ node, $\mathbf{n}_p$ is the known position of $p^{th}$ node and $\mathbf{i}_p$ is the unit vector pointing in the estimated direction $\hat{\theta}_p$, illustrated in Fig. 7. The source position $\mathbf{s}$ is estimated by solving for the intersection of lines,

$$\hat{s} = \text{intersect} \{ \mathbf{n}_1 + r_1 \mathbf{i}_1, \ldots, \mathbf{n}_p + r_p \mathbf{i}_p \}.$$

A common intersection point may not exist in practice, because of estimation errors in DoA. We choose mean of the intersection points of pairs of DoA lines, computed after removing outliers, as the estimated source position.

**E. Signal selection**

We consider the node nearest to the estimated source position $\hat{s}$ as the best node $p^*$. The directional component $\hat{d}_{1,p^*}[t]$ and the diffuse component $\hat{r}_{1,p^*}[t]$ estimated at the reference microphone $r = 1$ at node $p^*$ are chosen for transmission to the receiver. Thus, $\hat{d}[t] = \hat{d}_{1,p^*}[t]$ and $\hat{r}[t] = \hat{r}_{1,p^*}[t]$, along with the source position estimate $\hat{s}$, are the parameters to be quantized and sent over the channel.

**III. RECEIVER SPATIAL RECONSTRUCTION**

The directional and the diffuse component signals estimated at the transmitter best node are used to compute the LS signals for spatial reconstruction at the receiver. The directional component is assumed to be coming from a point source and hence can be rendered using VBAP [8]. However, the diffuse component is decorrelated and hence rendered from all loudspeakers to create the ambiance of the transmitter location.

Let $\ell$ denote the virtual listener (VL) position in the transmitter space, which could be through a selection of coordinates by the receiver, who could move closer to the source or another location for better listening, which can be achieved through a GUI of the transmitter space made available at the receiver. Given the estimated source position $\hat{s}$, the angular position of the source with respect to the VL position $\ell$ is computed as $\angle(\ell - \hat{s})$. Note that the directional component
of the source signal is determined at the node nearest to the estimated source position and may have a different amplitude level compared to the required directional component at the VL position. Hence, to compensate for this, the received directional component signal is scaled by the difference in the radial distances between the node \( p^* \) and the VL position \( \ell \) for the source at \( s \).

\[
d^*[t] = \frac{||\hat{s} - n_{p^*}||}{||\hat{s} - \ell||} \hat{d}[t],
\]

where \( n_{p^*} \) is the best node position. We assume the diffuse component to be spatially homogeneous, and hence it is the same at the VL position as well as the reference node, \( r^*[t] = \hat{r}[t] \).

At the receiver, the mono signals \( d^*[t] \) and \( r^*[t] \) are separately mapped to the LS signals \( \{d_s[t], r_s[t], 1 \leq s \leq S\} \) using the scheme discussed below, and the signals \( \{d_s[t] + r_s[t], \forall \ s\} \) are finally played through the loudspeakers. A block diagram of the receiver reconstruction of spatial source signal is shown in Fig. 5.

### A. Direction component

The directional component is reconstructed using the VBAP method [8]. In VBAP, each LS is represented by a unit-length direction vector \( \{\mathbf{1}_s, \forall s = 1, \ldots, S\} \) with reference to a fixed listener position, and the direction of source \( s \) is expressed as,

\[
s = \sum_{s=1}^{S} g_s \mathbf{1}_s, \quad g_s \geq 0, \forall \ s = 1, \ldots, S.
\]

We assume that the loudspeakers and the associated power amplifiers are suitably calibrated and compensated to obtain uniform, comfortable loudness at the listener position. The weights \( \{g_s\} \) are normalized to a unit energy,

\[
g^*_s = g_s / E_g, \quad E_g \triangleq \sqrt{\sum_{s=1}^{S} g^2_s}, \quad \forall \ s = 1, \ldots, S,
\]

and applied to the directional component to generate the LS signals, \( d_s[t] = g^*_s d^*[t], \forall \ s \). The loudspeakers at the receiver position may not be exactly in a square formation; this can be compensated using the direction vectors \( \mathbf{1}_s \) and the corresponding weights \( g_s \) for a suitable listener position and the LS positions at the receiver.

### B. Diffuse component

The diffuse component is rendered such that the sound is perceived with natural reverberation of the transmit space without the dominant direction of the source but rather enveloping the listener (it is assumed that the receiver listener enclosure is reverber-free). The LS signals are derived from the single-channel signal \( r^*[t] \), such that they have the same spectral properties (PSD), but they are not correlated. Deriving the decorrelated signals is important [9] to (i) reduce the timbral artifacts such as comb filter effect, (ii) avoid precedence effect [25], and (iii) to create a real diffuse sound. Several approaches exist, such as phase randomization, or passing through suitably designed filters. In the latter approach, a filter is designed such that the magnitude spectrum is a unit constant, but the phase is changed to achieve inter LS decorrelation. The LS signals are computed by first passing \( r^*[t] \) through the decorrelation filters \( g_s[t] \), one for each LS, followed by energy normalization to maintain the relative levels of direct and diffuse components at the listener position; i.e., \( r_s[t] = (r^*[t] \circ g_s[t]) / \sqrt{S}, \forall \ s \).

### IV. Experimental Evaluation

#### A. Simulated enclosure Tx space

We consider two configurations of nodes for the distributed microphone arrays as shown in Fig. 6. The configuration-C1, consists of 4 nodes with 2 microphones at each node, and an inter microphone spacing of 20 cm. The transmitter enclosure size is \( 6 \times 5.5 \times 4.5 \) m\(^3\), indicated in Fig. 6(a). The configuration-C2, shown in Fig. 6(b), comprises of 3 nodes, two nodes with 3 microphones each along a straight line with an inter-microphone spacing of 10 cm; the third node is a 4 channel UCA of radius 10 cm. Reverberation time (RT60) of the enclosure is chosen as 0.6 s to suit the typical acoustically untreated living/office rooms. We consider three random source positions having azimuth coordinates of \((3, 2.85)\) m, \((3.6, 1.8)\) m, and \((1.8, 4)\) m respectively at an elevation of 1.1 m. The sources and the microphones are assumed to be in the same azimuth plane at 1.1 m. The image method [28] is used to simulate the RIRs between the source and each of the 8 or 10 microphone positions [29].

#### B. Tx signal decomposition and position estimation

First, we study the performance of direct component signal estimation and the source position estimation. Ten clean signals (5 each from male and female speakers) of the TIMIT database [30] are convolved with the simulated RIRs corresponding to each source position and mic position to obtain the microphone signals. STFT of the microphone signals is computed using a Hann window of duration 32 ms, and 75% overlap between successive analysis windows for the dMCLP analysis. The size of the DFT in STFT is chosen the same as the window size (512 for the signal sampling rate of 16 KHz). dMCLP order \( L \) is chosen as 32, and the delay parameter \( D \) is chosen to be 2; i.e., dMCLP utilizes \( L = 32 \) STFT samples.
Fig. 6. Simulated Tx enclosure with reverbation and two configurations of microphone arrays for spatial speech communication. (a) $C_1$ with 2 mics each at $P = 4$ nodes, (b) $C_2$ with variable number of mics (3,3,4) at $P = 3$ nodes. Three unknown source positions $s_1$, $s_2$, and $s_3$ and the chosen virtual listener position $\ell$ are as shown.

Fig. 7. Source position estimation illustration using two different microphone array node configurations. SRP-PHAT directional response contour at each node is shown (a,c) computed using the reverberant microphone signals $x[t]$, and (b,d) computed using dereverb signals $d[t]$ of MCLP. The lines corresponding to estimated node DoAs are shown along with the estimated source position (green) and ground truth source position (magenta). The SRP-PHAT estimation in (b,d) is significantly better than that of (a,c).

An illustration of the position estimation error using the microphone array configuration $C_1$ for the speech source at position $s_2$ is shown in Fig. 7(b) along with the SRP-PHAT directional response contours for each node. The performance can be compared to the same position estimation using the reverberant microphone signals without the MCLP shown in Fig. 7(a). Clearly, the reverberant signals show more erroneous direction estimates compared to that of dMCLP shown in Fig. 7(b). Similarly, Figs. 7(c,d) illustrate position estimation for the configuration $C_2$ and the source position $s_3$. Here also we can see narrower beamwidths and better source position estimate in 7(d) compared to 7(c). The better position estimation can be attributed to the suppression of the diffuse component through the dMCLP scheme. (This robustness to directionality through dMCLP becomes more important perceptually in the presence of multiple sources or higher Tx reverbation). Also, the 4 microphone UCA gives the best direction estimation compared to the other nodes of 2 or 3 mics.

Table I shows the average absolute error in the estimated DoA at each node and the RMS error of the source position estimation for the two node configurations $C_1, C_2$ of microphone arrays. The dMCLP DoA error is less than 0.5° in most of the cases; i.e., the DoA is identified to the nearest integer sampling grid position chosen in the SRP computation (for larger enclosures a smaller angular grid can be used). DoA estimated using the estimated directional component through the iterations of dMCLP scheme is found to be better than the estimation using direct microphone signals. Since the source position is computed for each block of the STFT signals and the source is assumed stationary, we can combine the source position estimates from successive blocks and then infer a more robust position estimate. This is done by forming a distribution of the estimated DoAs and then identifying the mode of the block-wise DoA estimates (non-linear mode filtering). Even the block-wise variation of DoA estimates is significantly less in the dMCLP scheme compared to the direct microphone signals based estimation. We have used uniform sampling in the DoA angular space for the SRP-PHAT computation at each node; therefore, the resulting spatial grid resolution decreases with an increase in the distance between the source and microphone array. Accordingly, a small error in DoA estimation can cause a larger error in the source position for a larger enclosure and farther sources; this can be seen in the estimation of source position $s_3$ using microphone array configuration $C_2$. Also, position estimation error depends on the nature of DoA errors; a positive error at a node may get compensated by a negative error at a different node. Thus, we can see that the position estimation depends on the placement of nodes, which needs to be optimized for better overall performance. (Also, the placement of furniture/utilities will determine a suitable placement of the ad-hoc array nodes).

| Table I: RMS position error (RMSPE) for two configurations $C_1, C_2$ of microphone array nodes and three source positions in an enclosure of $RT60 = 0.6$ sec. Absolute DoA error at each node is also shown along with the position error. |
|-------------------------------------------------|------------------|------------------|
| Snc. Pos. | Node Conf. | Node Conf. | Node Conf. |
|           | $C_1$      | $C_2$      | $C_2$      |
|-----------|------------|------------|-----------|
| $s_1$     | DoA Error | 1.27      | 1.04      | 0.29      | 0.29  |
|           | ($^\circ$) | 1.47      | 0.47      | 0.79      | 0.29  |
|           | RMSPE (cm) | 0.55      | 0.55      | -         | -     |
| $s_2$     | DoA Error | 0.54      | 0.54      | 0.37      | 0.37  |
|           | ($^\circ$) | 0.51      | 0.31      | 0.39      | 0.39  |
|           | RMSPE (cm) | 1.33      | 1.53      | 1.12      | 0.12  |
|           |            | 0.20      | 0.20      | -         | -     |
| $s_3$     | DoA Error | 0.35      | 0.13      | 0.01      | 0.01  |
|           | ($^\circ$) | 0.04      | 0.56      | 0.39      | 0.39  |
|           | RMSPE (cm) | 0.46      | 0.56      | -         | -     |
|           |            | 13.9      | 5.50      | 10.14     | 10.72 |

The table indicates the average absolute error in the estimated DoA at each node and the RMS error of the source position estimation for the two node configurations $C_1, C_2$ of microphone arrays. The dMCLP DoA error is less than 0.5° in most of the cases; i.e., the DoA is identified to the nearest integer sampling grid position chosen in the SRP computation (for larger enclosures a smaller angular grid can be used). DoA estimated using the estimated directional component through the iterations of dMCLP scheme is found to be better than the estimation using direct microphone signals. Since the source position is computed for each block of the STFT signals and the source is assumed stationary, we can combine the source position estimates from successive blocks and then infer a more robust position estimate. This is done by forming a distribution of the estimated DoAs and then identifying the mode of the block-wise DoA estimates (non-linear mode filtering). Even the block-wise variation of DoA estimates is significantly less in the dMCLP scheme compared to the direct microphone signals based estimation. We have used uniform sampling in the DoA angular space for the SRP-PHAT computation at each node; therefore, the resulting spatial grid resolution decreases with an increase in the distance between the source and microphone array. Accordingly, a small error in DoA estimation can cause a larger error in the source position for a larger enclosure and farther sources; this can be seen in the estimation of source position $s_3$ using microphone array configuration $C_2$. Also, position estimation error depends on the nature of DoA errors; a positive error at a node may get compensated by a negative error at a different node. Thus, we can see that the position estimation depends on the placement of nodes, which needs to be optimized for better overall performance. (Also, the placement of furniture/utilities will determine a suitable placement of the ad-hoc array nodes).
Spectrogram based illustration of the estimated signals using dMCLP, at node $n_1$ of configuration $C_1$ (nearest node to the source position $s_2$), is shown in Fig. 8. The estimated directional component in 8(c) is closer to the ground truth source signal shown in 8(a); the diffuse component shown in 8(d) comprises of the separated long-term reverb component of the source signal. Sharp onsets are seen only in the estimated directional component. In contrast, diffuse component at the corresponding time frames show temporally smeared spectra. Residual reverberation in the estimated directional component can be observed more at low-frequencies; for example, in the silence region around time instant 1 s; there is also some distortion at low frequencies as seen in the first harmonic. However, we found that these small distortions are inaudible, through the multi-loudspeaker rendering at the receiver, but audible in the headphone listening.

Table II shows the direct component estimation performance at each node quantitatively, based on the average segmental log spectral distortion (LSD) measure [32], using the reflection component (i.e., input reverb signal minus the original direct component) as the ground truth reference signal [33]. The LSD value is $\approx$ 3 dB, and it is approximately uniform at all the nodes and also for different source positions in both the nodal configurations. This indicates that the diffuse component estimation is less sensitive to the relative source-microphone placement in the dMCLP scheme.

The effect of radial (angular) grid resolution ($\theta_{\text{step}}$) used in the computation of SRP-PHAT, for the estimation of direct component and also it’s DoA, is shown in Table III. The results shown are for the source position $s_2$ estimation using the configuration $C_1$. As expected, we see that the dMCLP scheme does aid in directional component estimation as well as DoA estimation. In the present examples, a range of angular grid resolutions from 1° to 5° has minimal effect on the position estimation accuracy and the directional component signal estimation. However, increasing the grid resolution to 10° shows a significant increase in the source position error; the FwSNR also decreases by up to 1.5 dB. We note that the inter microphone spacing at each array node is more important for the accuracy of DoA and hence the source position estimation.

C. Rx Spatial Reconstruction

We examine two schemes of spatial rendering at the receiver, using either (i) loudspeakers, or (ii) headphone. In each of these modalities there are certain advantages and also

**Table II**

Reverb Signal Decomposition Performance at Each Node; Frequency Weighted SNR (FwSNR) of Directional Component and Log Spectral Distortion of Diffuse Component, for Different Source Positions and Ad-hoc Node Configurations.

| Sr. Pos. | Node $n_1$ | Configuration $C_1$ | FwSNR (dB) | LSD (dB) | Output (Input) | Configuration $C_2$ | FwSNR (dB) | LSD (dB) |
|----------|------------|--------------------|------------|----------|----------------|--------------------|------------|----------|
| $s_1$    | $n_1$      | 14.405 (5.253)     | 3.459      | 17.056 (7.366) |
| $s_2$    | $n_1$      | 15.366 (5.398)     | 3.350      | 14.329 (4.695) |
|          | $n_3$      | 14.822 (4.887)     | 3.466      | 14.739 (5.485) |
|          | $n_4$      | 14.798 (4.865)     | 3.256      | 2.820      |
| $s_2$    | $n_1$      | 19.500 (8.775)     | 3.585      | 14.855 (5.081) |
|          | $n_3$      | 16.039 (5.376)     | 3.267      | 17.488 (6.260) |
|          | $n_4$      | 12.826 (4.215)     | 3.372      | 13.557 (4.301) |
|          | $n_5$      | 12.954 (4.686)     | 3.335      | -         |
| $s_3$    | $n_1$      | 11.416 (4.284)     | 3.386      | 15.557 (5.482) |
|          | $n_2$      | 12.224 (4.045)     | 3.314      | 12.586 (4.174) |
|          | $n_3$      | 18.006 (7.102)     | 3.600      | 16.935 (5.329) |
|          | $n_4$      | 17.272 (5.903)     | 3.337      | -         |

Fig. 8. Narrow-band spectrogram of (a) direct component source signal, (b) reverberant mic signal at node $n_1$ of $C_1$, (c, d) directional and diffuse components estimated at node $n_1$. All spectrograms are shown with the same colormap and the large yellow regions in (b,d) indicate the effect of reverberation (diffuse component).
challenges. Since our goal is to meet a listener’s perceptual impression of “spatial speech”, we consider measuring the subjective quality using a MUSHRA like scoring scheme. The listeners score (i) naturalness and intelligibility of speech, and (ii) perceived source position.

1) Loudspeaker setup: We consider a four-channel loudspeaker (LS) setup, in which the speakers are placed at \{45\(^\circ\), 135\(^\circ\), 225\(^\circ\), and 315\(^\circ\)\} of the listener front position and approximately at equidistant from the actual listener position. (Any deviation from this symmetric configuration can be compensated in the signal rendering method). The loudspeakers are powered by a custom built power amplifier. The input signals to the power amplifier are fed from “Focusrite Scarlet 18i20” powered by a custom built power amplifier. The input signals are compensated in the signal rendering method). The loudspeakers are approximately at equidistant from the actual listener position.

2) Signal Reconstruction (rendering): We consider two experiments to study the perceived quality of spatial reconstruction. In Expt-1, we study only the direct component reconstruction without the additional diffuse component; in Expt-2, the complete reverberant signal estimated at the VL position \(\ell\) is reconstructed at the receiver. These two listening tests are chosen to explore the importance of diffuse signal component reconstruction at the receiver.

The scheme used to generate the listening test stimuli is shown in Fig. 9. For the ground truth, the direct component signal \(d_{k}[t]\), and the diffuse late reverb signal \(r_{k}[t]\) at the VL position \(\ell\) are computed using the known RIR at the transmitter enclosure. These are then used to generate the oracle reference signals in perceptual scoring. The dMCLP approach is also compared with the PWM based method for direct, diffuse component estimation as in [14]. In the PWM method, we consider signal acquisition using a separate 4-channel UCA (radius=0.1 m) placed at the VL position. PWM method is implemented using the known ground truth speech activity (for noise PSD estimation) and the known source DoA. The ground truth reverberant signal at the VL position \(x_{\ell}[t]\) is also low pass filtered to 2 KHz and used to generate the anchor signal \(x_{a}[t]\). In Expt-1, only the direct component signal \(d_{k}[t]\) is rendered from the given source direction, and in Expt-2, the complete reverberant signal is rendered using both the components \(d_{k}[t]\) and \(r_{k}[t]\). In Expt-1, the anchor signal \(x_{a}[t]\) is rendered from the ground truth source direction, whereas in Expt-2, \(x_{a}[t]\) is synthesized as a diffuse signal (no directional component) using the method discussed in sec. III-B.

The graphical user interface (GUI) for the MUSHRA like perceptual evaluation is shown in Fig. 10. Two test signals, a hidden reference signal and an anchor signal are assessed for their quality on a continuous scale of 0 – 100, in comparison to the explicit reference signal. Uniformly spaced qualitative markers Excellent, Good, Fair, Poor, Bad are provided for the listener. The listeners are asked to rate the four signals in terms of signal quality, intelligibility, source direction, and spatialization (overall spatial impression) with respect to the reference signal. The listeners are advised to play the reference signal and the test signals as many times as they desire before fixing the evaluation scores. Five listeners, students in the age group of 20–35 years, participated in the listening experiment. Two speech signals, one each from a male and a female speaker, taken from the TIMIT database are used as the source signals. We consider the three source positions shown in Fig. 6(a) for the evaluation, corresponding to a total of six sets of stimuli (3 source positions \(\times\) 2 signals (male/female)). Each listener repeats the two experiments, Expt-1, Expt-2, for each of the six sets of stimuli.

Listeners are asked to rate the quality of the randomized test stimuli, give a verbal description of the perceptual impression of each of the stimuli, and also describe the spatial impression. The verbal description was consistent across different listeners. In Expt-1, two stimuli (hidden reference signal and dMCLP estimated signal) are similar to each other and closer to the explicit reference; one stimulus (PWM method) has higher

| Table III | Effect of angular grid resolution of SRP-PHAT on the estimation performance for configuration \(C_4\). |
|---|---|---|---|---|---|
| lwSNR o/p | Node | \(1^\circ\) | \(2^\circ\) | \(5^\circ\) | \(10^\circ\) |
| \(n_1\) | 19.500 | 19.692 | 19.500 | 18.063 |
| \(n_2\) | 16.039 | 16.071 | 15.926 | 15.926 |
| \(n_3\) | 12.826 | 12.829 | 12.658 | 12.166 |
| \(n_4\) | 12.954 | 12.954 | 12.788 | 12.788 |
| Angle error | \(n_1\) | 0.53\(^\circ\) | 0.46\(^\circ\) | 0.54\(^\circ\) | 4.46\(^\circ\) |
| \(n_2\) | 0.31\(^\circ\) | 0.51\(^\circ\) | 2.51\(^\circ\) | 2.51\(^\circ\) |
| \(n_3\) | 1.53\(^\circ\) | 0.53\(^\circ\) | 0.46\(^\circ\) | 4.53\(^\circ\) |
| \(n_4\) | 0.20\(^\circ\) | 0.20\(^\circ\) | 2.20\(^\circ\) | 2.20\(^\circ\) |
| RMSPE (cm) | 3.83 cm | 2.17 cm | 3.08 cm | 15.03 cm |

Fig. 9. Stimuli generation for the MUSHRA based evaluation.

Fig. 10. MATLAB GUI used for MUSHRA test of blind comparison and scoring the quality/direction of the test signals in comparison to the reference at the bottom left.
We note that the spatial location of the reconstructed signal is computed using two-channel microphone arrays first, and the signals are used for the listener position in the dMCLP scheme. In contrast, for the PWM approach, we use a four-channel microphone array placed at the ground truth VL position and assume the ground truth source direction is known a-priori. Despite this computational advantage of the PWM method, the spatial reverberant signal reconstruction is comparable between the two approaches; however the direct component only reconstruction is better using the dMCLP approach. Mapping the signals estimated using the PWM approach to a different VL position would result in an inferior spatial image due to the excess residual reverberation in the directional component.

3) Effect of delay parameter: The analysis parameter $D$ at the transmitter is an important parameter determining the quantum of separation between the direct and diffuse components. These two separated signals are reconstructed differently at the receiver to create the natural listening effect to the Rx listener. Hence, we need to study the effect of the analysis delay parameter $D$ on the perceived quality of spatial reconstruction of the reverberant signal. We consider the source at position $s_2$ in Fig. 6 for the evaluation. Two test signals, one each from a male and a female speaker, are used to generate the stimuli signals. Thus, each listener scores two sets of test stimuli, and in each set, listens to a total of six test stimuli: hidden reference signal, anchor signal, and four test signals estimated at the node $n_2$, which is nearest to the source position $s_2$, are used for spatial reconstruction to determine the optimum $D$.

The listening experiment results are shown in Fig. 12(a). MUSHRA scores from one listener, who identified the hidden reference wrongly, are discarded, and the scores for the remaining four listeners are shown in the plot. The quality scores are better for delay parameter $D = 2$ compared to higher $D$, and $D = 1$ has a poor perceived quality. As we have noted in the Tx signal estimation experiments, the choice of $D = 1$ results in distortion of the directional signal component itself, which leads to the degradation of perceived quality in spatial reconstruction. On the other hand, $D = 2$ case has better signal estimation, resulting in a perceived spatial impression closer to the reference signal. A higher value of $D$ includes more residual reverberation in the estimated directional component, which is found to result in a different spatial image than the explicit reference and poorer perceived quality along with timbral artifacts.

4) Effect of node selection: For spatial reconstruction, we hypothesized that the signals at the array node nearest to the source position would be the best because of its high SRR. However, while reconstructing at the receiver, the perceptual quality and spatial impression become more important than just the SRR measure. Hence, we examine the selection of different nodes perceptually also. Similar to the experiment earlier, we consider the source at position $s_2$. Each listener listens to two sets of stimuli, with a total of six signals in each set: hidden reference signal, anchor signal, and four test signals estimated at the node $n_2$. The quality scores are better for node $n_2$ compared to higher $D$, and $D = 1$ has a poor perceived quality. As we have noted in the Tx signal estimation experiments, the choice of $D = 1$ results in distortion of the directional signal component itself, which leads to the degradation of perceived quality in spatial reconstruction. On the other hand, $D = 2$ case has better signal estimation, resulting in a perceived spatial impression closer to the reference signal. A higher value of $D$ includes more residual reverberation in the estimated directional component, which is found to result in a different spatial image than the explicit reference and poorer perceived quality along with timbral artifacts.
signals corresponding to the direct and diffuse components estimated at the nodes \( \{n_1, \ldots, n_4\} \) and the parameter \( D = 2 \).

Fig. 12(b) shows the effect of the selected array node for spatial reconstruction. The MUSHRA test samples based on the four nodes are randomized and presented to the five listeners individually. We omitted the scores from two listeners who wrongly identified the hidden reference, and show the scores for only three listeners (the omitted listeners probably needed more concentration or more example stimuli). We see that there is a preference to nodes \( n_2 \) and \( n_3 \), where node \( n_2 \) is nearest to the source position \( s_2 \) compared to the other nodes. This is expected since the signal estimation is better at the nodes nearer to the source position compared to farther nodes, where the residual reverberation can be high. Also, the strength of the direct component at a farther node is poorer compared to the reflections (low SRR). Because of this, the scaling of the direct component, given in eqn. (31), to approximate the signal at the VL position \( \ell \), results in amplification of the residual reverberation component, resulting in timbral artifacts. Hence the spatial reconstruction for a VL position based on the nearest array node does provide the best perceptual reconstruction also.

5) Binaural Reconstruction: We also studied the binaural rendering of spatial speech signals. We adopt the spatial reconstruction scheme proposed in [13] for binaural rendering. The rendering scheme is shown in Fig. 13. In this scheme, the playback signals are first generated for LS rendering and then convolved with the HRIRs corresponding to the LS directions and added together to generate the two-channel binaural input signals. The HRIR essentially introduces relative ITD and ILD cues between the left and right ears, which the LS signals would have induced for a listener at the center of the LS configuration. The chosen angles for the HRIR is to suit the earlier LS position simulation, so that we can use the same VBAP calculation for the rendering. (A different configuration of loudspeakers will require modified VBAP calculation and subsequent change in HRIRs for binaural rendering). We repeat the perceptual evaluation of signal reconstruction experiments as in sec. IV-C2 using the binaural rendering scheme also.

Fig. 14 shows the MUSHRA scores for the two experiments, corresponding to three listeners. The MUSHRA scores tend to be similar to the LS rendering case. In the direct component reconstruction evaluation of Expt-1, the hidden reference and the directional anchor are identified correctly by all the listeners; the dMCLP based reconstruction is rated better than the PWM approach. The spread in the dMCLP scores is higher for binaural reconstruction compared to the earlier LS rendering case (shown in Fig. 11(a)). This may be because the slight distortions due to dMCLP estimation may become audible when the signals are presented over the headphones and inaudible through the direct LS presentation. In the reverberant signal reconstruction evaluation of Expt-2, the hidden reference signal is often confused with the dMCLP or PWM stimuli, again similar to the LS reconstruction case (Fig. 11(b)); the dMCLP, PWM oracle test stimuli are rated to be closer to each other and also to the reference signal.\(^1\)

V. VIRTUAL SPATIAL SCENE RENDERING

We conducted informal listening experiments of transmitter space reproduction for the spatial speech communication, using a single stationary source case. Fig. 15 shows the interactive GUI using MATLAB for this listening test. Source position and the directional, diffuse components at the best array node are estimated using the scheme of sec. II. On the GUI, the estimated source position and the microphone array node positions are shown such that the listener at the receiver is aware and may choose to alter the VL position \( \ell \) in the transmitter space. The initial VL position is chosen to be close to the center of the transmit enclosure and oriented towards north. The real listener at Rx can change the VL position by using the mouse control. The listener is also allowed to choose between spatial reconstruction using (i) directional component only (as in Expt-1) or (ii) the reverberant signal,\(^1\)

\(^1\)Another alternative to binaural rendering is to directly convolve the directional component with the left/right HRIRs and then add the decorrelated diffuse component to both the left and right signals. However, externalization of the source in binaural perception becomes important in this.
which has both directional and diffuse components (as in Expt-2). For the initial VL position, the source is behind the virtual listener; the same is perceived by the real listener. Changing the VL position radially does provide a change in the perceived source position, consistently, for both direct component and reverberant signal reconstruction. In the case of reverberant signal reconstruction, moving the VL position away or towards the source caused the perception of source distance to change consistently; however, beyond ~ 2m from the source, the change in source distance is not noticeable. For the case of only directional component reconstruction, a decrease in the strength of the signal is noticed with increased source distance, and the sound is heard feebly.

VI. CONCLUSIONS

The joint estimation using directional filtering and MCLP in the dMCLP scheme is found to be effective for the estimation of direct and diffuse components, along with the source DoA. Ad-hoc distribution of microphone arrays permits inconspicuous placement, and is shown to be effective for source position estimation. The parameterization of the reverberant signal in terms of the directional, diffuse component signals and the estimated source position, is found to be effective for a spatial reconstruction at the receiver through a selection of the virtual listener position. Also, scene modification at the receiver, independent of the transmitter spatial analysis, is possible. Compared to the beamforming based approach, the perceived quality of spatial reconstruction is better even with a smaller number of microphone elements at each array node.
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