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Abstract

The emergence of neural networks has revolutionized the field of motion synthesis. Yet, learning to unconditionally synthesize motions from a given distribution remains challenging, especially when the motions are highly diverse. In this work, we present MoDi – a generative model trained in an unsupervised setting from an extremely diverse, unstructured and unlabeled dataset. During inference, MoDi can synthesize high-quality, diverse motions. Despite the lack of any structure in the dataset, our model yields a well-behaved, highly semantic latent space, which can be semantically clustered, constituting a strong motion prior that facilitates various applications including semantic editing and crowd simulation. In addition, we present an encoder that inverts real motions into MoDi’s natural motion manifold, issuing solutions to various ill-posed challenges such as completion from prefix and spatial editing. Our qualitative and quantitative experiments achieve state-of-the-art results that outperform recent SOTA techniques. Code and trained models are available at https://sigal-raab.github.io/MoDi.

1. Introduction

The field of motion synthesis includes a wide range of long-standing tasks whose goal is to generate a sequence of temporally coherent poses that satisfy given cues and/or spatio-temporal constraints and importantly, look natural. In particular, learning to synthesize human motion from a given data distribution is a challenging task, especially when the dataset is highly diverse, unstructured and unlabeled. In recent years, deep neural networks have become a popular tool for motion generation, and their excellent performance is imputed to their ability to learn motion priors from large scale datasets. However, learning a motion prior from a diverse dataset remains a challenge.

Previous works focus on synthesizing specific types of motion of limited diversity [30], conditioned by a set of frames [65] or by a label indicating a text or an action [54].

In this work, we present MoDi, an unconditional generative model that synthesizes diverse motions. MoDi is unsupervised and is trained on diverse, unstructured and unlabeled datasets, yielding a well-behaved, highly semantic latent space, facilitating a variety of synthesis operations.

Our design is inspired by the powerful architecture of StyleGAN [36], which has become a foundation for synthesis in the imaging domain, as it learns a well-structured latent space that allows incredible semantic editing capabilities [10]. However, there is a significant gap between the imaging and motion domains; Images possess a regularized 2D spatial structure with a relatively large number of degrees of freedom (DoF), while motion data is irregu-
lar, consisting of a skeletal graph with a temporal axis that has a smaller number of DoF. To mitigate this gap, we have conducted a thorough study of potential operators (2D vs. 3D convolutions, with and without skeleton-aware [2]), architectural variations (order and number of blocks, resolution, layers, etc.), and even proposed a new building block (a convolutional layer) that enables us to achieve state-of-the-art results in unconditional motion synthesis.

Our results show that MoDi learns a structured latent space that can be clustered into regions of semantically similar motions without any supervision. This latent space facilitates applications on diverse motions, including semantic editing, semantic interpolation between motions, and crowd simulation, that we show in the paper.

In addition, we present an encoder architecture that leverages the knowledge we acquired on the generative model architecture, to invert unseen motions into MoDi’s latent space, facilitating the usage of our generative prior on real world motions. Inversion by an encoder enables us to project motions into the latent space within a feed forward pass, instead of optimizing the latent code which requires several minutes for a single input [48]. Importantly, an encoder can better project a given motion to the well-behaved part of the latent space and can better assists in solving ill-posed problems where only part of the data is presented in the input (e.g., motion prediction from prefix) as it learns to target its projections to the healthy regions of the latent space instead of overfitting to the partial data.

We evaluate our model qualitatively and quantitatively on the Mixamo [5] and HumanAct12 [23] datasets, and show that it outperforms SOTA methods in similar settings. The strength of our generative prior is demonstrated through the various applications we show in this work, such as semantic editing, crowd simulation, prediction from prefix, motion fusion, denoising, and spatial editing.

2. Related Work

The emergence of neural networks has transformed the field of motion synthesis, and many novel neural models have been developed in recent years [31, 32]. Most of these models focus on specific human motion related tasks, conditioned on some limiting factors, such as motion prefix [7,9,24,27,62,64], in-betweening [17,25,26,37], motion re-targeting or style transfer [2–4,29,55], motion music [8,39,41,52], action [15,23,45,54], or text [6,11,22,46,53,54,63].

A large number of models focus on action conditioned generation. These works are closer in spirit to ours, hence in the following we elaborate about them. These models can be roughly divided to autoregressive [18, 19, 23, 24, 34, 42, 45, 65], diffusion-based [54] and GAN-based [16, 57, 58, 61].

Petrovich et al. [45] learn an action-aware latent representation by training a VAE. They sample from the learned latent space and query a series of positional encodings to synthesize motion sequences conditioned on an action. They employ a transformer for encoding and decoding a sequence of parametric SMPL human body models. Maheshwari et al. [42] generate single or multi-person pose-based action sequences with locomotion. They present generations conditioned by 120 action categories. They use a Conditional Gaussian Mixture Variational Autoencoder to enable intra and inter-category diversity. Wang et al. [56] employ a sequence of recurrent autoencoders. They replace the KL divergence loss by a discriminator to ensure the bottleneck distribution.

Some GAN-based models are combined with factors that limit their generalization, such as Gaussian processes [58] or auto encoders [57,61]. Degardin et al. [16] fuse the architectures of GANs and GCNs to synthesise the kinetics of the human body. Like us, they borrow a mapping network from StyleGAN [36]. However, their model does not utilize important aspects of StyleGAN such as multi-level style injection. As we demonstrate, these aspects significantly ameliorate the quality of the synthesized motions. Unlike the above conditional models, we present an unconditional method.

Only a few works enable pure unconditional synthesis. Holden et al. [31] presented a pioneering work in deep motion synthesis. Their latent space is not sufficiently disentangled, so they train a separated feed forward network for each editing task, while MoDi either performs editing in the latent space with no need to train an additional network (Sec. 4.1), or uses a single encoder for a variety of applications (Sec. 4.2). Another model that supports an unconstrained setting is MDM [54]. Although they use state-of-the-art diffusion models, we demonstrate that MoDi outperforms their unconditional synthesis setting (Sec. 5.1).

In order to process motion in a deep learning framework, many existing works convert the motion into a pseudo image, where the joints and time-frames are equivalent to image height and width, and joint features (e.g., coordinates) are equivalent to RGB channels [27, 31, 42, 45]. While this approach is straightforward and intuitive, joints are fundamentally different from image pixels in that they are not necessarily adjacent to each other as pixels are. A partial solution for this problem is presented in Tree Structure Skeleton Image (TSSI) [60], where some of the joints are replicated to ensure skeletal continuity in convolution. However, TSSI cannot reflect all neighborhood degrees.

The emergence of Graph-based convolutional networks has been adopted by the motion research community [58], since the human skeleton is naturally represented by a graph, where the joints and bones are represented with vertices and edges, respectively. A full motion is then considered as a spatio-temporal graph [16,61]. Since a single kernel shared by all joints cannot capture the fine nuances of each joint, more advanced techniques [2, 58] exploit the advantage of using finite size skeletons with predefined topol-
ogy. Each skeletal joint is unique in the way it relates to its neighbors. In our work, we adopt this approach and dedicate a unique kernel for each joint.

3. Method

At the crux of our approach lays a deep generative model trained in an unsupervised manner on an extremely diverse, unstructured and unlabeled motion dataset. Our network receives a noise vector drawn from an i.i.d Gaussian distribution and outputs a natural, temporally coherent human motion sequence. Once the generator is trained, the learned prior can be leveraged for various applications, and can be applied to either synthetic or real motions using an encoder model that receives a motion tensor and inverts it into the latent space of the generative model.

In recent years, generative works in the image domain have attained unprecedented synthesis quality [14, 28, 38], and our framework is inspired by one of the prominent methods – StyleGAN [35, 36]. However, StyleGAN as is cannot be used for motion synthesis since there is a significant domain gap between images and motions that makes the adaptation non-trivial. First, images possess a regularized spatial structure with an inductive bias of pixel neighborhood which is strongly exploited, while motions are irregular, consisting of joints whose features are adjacent in a tensor but are unnecessarily adjacent in the skeletal topology. Second, images have a relatively larger number of DoF comparing to the DoF of motion which is limited by the number of joints.

In order to bridge the gap, our architectural design employs structure-aware neural filters that enable us to cope with the irregular motion representation. Unlike previous works in the domain, we use 3D convolutions rather than 1D or 2D ones, facilitating essential modulation operators with a dedicated kernel for each skeletal joint. The benefit of 3D filters is detailed in Appendix B.1. In addition, to compensate for the low number of DoF and prevent overfitting, we engage a hierarchy that is shallower than the one used in the imaging domain. Moreover, we suggest a novel skeleton-aware convolutional-pooling filter to boost the performance of our networks.

Next, we discuss our structure-aware modules and network architecture, and present an inversion technique that projects a given motion into the learned latent space. In Sec. 4.1 we show that our latent space is semantically clustered and demonstrate semantic editing applications, and in Sec. 4.2 we demonstrate that ill-posed problems can be solved with our encoder. Finally, we show quantitative and qualitative evaluation of our framework and compare it to state-of-the-art alternatives (Section 5). We refer the reader to the supplementary video to see the results of our work.

Figure 2. 3D convolutional scaler: Each horizontal slice affects one entity in the fine character (left), and each vertical slice (xz plane) affects one entity in the coarse character (right). Each entity in the coarse character “sees” only weights related to relevant entities of the fine character, emphasized with saturated colors in the filter.

3.1. Motion Representation

We describe a motion using temporally coherent 3D joint rotations, \( \mathbf{R} \in \mathbb{R}^{T \times J \times K} \), where \( T \), \( J \) and \( K \) are the numbers of frames, joints and rotation features, respectively. We found that unit quaternions (4D) attain the best empirical results when used for rotation representation. The root joint position is represented by a sequence of global displacements, \( \mathbf{p} \in \mathbb{R}^{T \times 3} \), and their velocities, \( \mathbf{v} \in \mathbb{R}^{T \times 3} \). In addition, our network learns to refrain from foot sliding artifacts using binary foot contact labels, \( \mathbf{f} \in \{0,1\}^{T \times 2} \), that are concatenated to the joints axis. We zero-pad the feature dimension of the root location and the foot contact labels to the size of the rotation feature, \( K \), and add an extra dimension, so all entities (\( \mathbf{R}, \mathbf{v}, \mathbf{f} \)) possess the same number of features. Altogether we have \( \mathbf{R} \in \mathbb{R}^{T \times J \times K} \) (unchanged), \( \mathbf{v} \in \mathbb{R}^{T \times 1 \times K} \), and \( \mathbf{f} \in \mathbb{R}^{T \times 2 \times K} \). Once all features share the same size, we concatenate them and obtain the full motion space by

\[
\mathcal{M}_{\text{full}} \equiv \mathbb{R}^{T \times E \times K},
\]

where \( E = J + 3 \) is the number of entities (\( \mathbf{R}, \mathbf{v}, \mathbf{f} \)).

Let \( \mathcal{M}_{\text{nat}} \) denote the space of natural motions that are plausible for humans to enact. Each motion \( m \in \mathcal{M}_{\text{nat}} \) is represented by a tuple, \( [\mathbf{R}_m, \mathbf{v}_m, \mathbf{f}_m] \). Note that the subspace of all human motions, \( \mathcal{M}_{\text{nat}} \subseteq \mathcal{M}_{\text{full}} \), is extremely sparse, as most of the values in \( \mathcal{M}_{\text{full}} \) correspond to unnatural or impossible human motions.

Our network has a hierarchical structure in which the represented motion is evolving from coarse motion representation to a finer one. At each level \( \ell \) the number of frames, joints, entities and features is denoted by \( T_\ell, J_\ell, E_\ell \) and \( K_\ell \), respectively. The number of frames \( T_\ell \) increases between two consecutive levels by a factor of 2, and the number of joints increases by a topologically specified factor in order to obtain a meaningful refinement of the skeleton [2, 16]. More representation considerations are detailed in Appendix B.2.

3.2. Structure-aware Neural Modules

We consider the human skeleton as a directed graph, where the joints stand for vertices and the bones stand for directed edges. We associate each skeletal joint with the
edge that is directed towards it, hence they share the same features. The root joint, to which no edge is directed, is associated with an abstract edge that starts at the origin.

Some works [16, 61] use Graph Convolutional Networks (GCNs) for neural computation. Like GCNs, they employ the same kernels to all graph vertices. Unlike general graphs, the topology of the skeleton is known in advance, and has a finite size. These facts can be exploited to get better sensitivity to each joint’s unique role in the skeleton. We follow the works that exploit the knowledge of skeletal topology [2, 58] and dedicate separate kernels for each joint.

However, these works use naive pooling to up/down sample the skeletal (spatial) domain, which are essentially mere copying and averaging. Alternatively, we present a spatio-temporal convolutional operator, that scales the skeleton topology, as well as the temporal dimension. We use a convolution filter during down sampling and transposed convolution for up sampling, both share the same filter architecture. We achieve the desired functionality by adding a dimension to the kernels for the out going joints, similar to the way a dimension is added for the out going channels. The dimensions of each filter are then \(K_{t+1} \times K \times E_t \times E_t \times U\), where \(U\) is the filter width. Fig. 2 visualizes our novel convolutional scaler filter and Appendix B.1 elaborates about it.

In addition, we use one existing skeleton-aware module, namely in-place convolution [2], and add a third dimension to it too. The motivation for the extra dimension is the convenience of applying modulation, explained in Appendix B.1. Appendix B.1 also describes skeleton-aware modules in existing works (convolutional and pooling).

3.3. Generative Network Architecture

Our network receives a noise vector drawn from an i.i.d Gaussian distribution, \(Z\), and outputs a natural, temporally coherent, human motion sequence, as depicted in Fig. 3. Our generator \(G\) consists of two main parts: a mapping network that maps noise into a well-behaved, structured, latent space, and a fully convolutional neural network that maps a learned constant and the latent code into the final motion.

Mapping network Let \(Z = \mathcal{N}(\mathbf{0}, \mathbf{I})\) be a multivariate normal distribution. Given a latent code \(z \in Z\), a non-linear mapping network produces a latent value, \(w \in \mathcal{W}\), where \(\mathcal{W}\) is known to be disentangled and well behaved, as studied for images [44, 50] and for motions [16].

Motion synthesis network We use a hierarchical framework that learns to convert a learned constant into a motion representation via a series of skeleton-aware convolutional layers (Sec. 3.2), where the traditional skeletal pooling layer is replaced by our convolutional scaler. The layers in the motion synthesis network are modulated by style-codes that are injected in each level and modify second order statistics of the channels, in a spatially invariant manner [33]. The style codes are learned from the outputs of the mapping network, using affine transformation.

We employ a discriminator \([20]\), \(D\), that holds the reverse architecture of the synthesis network. It receives generated or real motion, and processes it in skeleton-aware neural blocks that downscale gradually. A recap of StyleGAN, and details on training setups and hyperparameters, are given in Appendices B.3 and D.2, respectively.

We train our network with all the StyleGAN losses [36]: adversarial loss, path length regularization and \(R1\) regularization. For completeness, these losses are detailed in Appendix B.3. We add two skeleton related losses.

Accurate foot contact is a major factor of motion quality. There is already special care for foot contact in the adversarial loss, as \(\mathcal{M}_{nat}\) contains foot contact labels. However, we noticed that encouraging the contact between the feet and the ground improves the naturalness of the motions, and discourages the phenomenon of “floating” feet. Hence, we add an encouragement regulation

\[
\mathcal{L}_{f_{cont}}^{G} = \mathbb{E}_{z \sim Z} \left[ -\log s(G(z)_F) \right],
\]

where \((\cdot)_F\) is the contact-label component of the motion, and \(s(\cdot)\) is the sigmoid function.

In addition we use contact consistency loss [40, 51], which requires that a high velocity should not be possible while a foot is touching the ground:

\[
\mathcal{L}_{f_{con}}^{G} = \mathbb{E}_{z \sim Z} \left[ \left\| FK (G(z))_f \right\|_2^2 \cdot s(G(z)_F) \right],
\]

where \(FK\) is a forward kinematic operator yielding joint locations, and \((\cdot)_f\) is feet velocity extracted from them.

Although our foot contact losses notably mitigate sliding artifacts, we further clean foot contact with a fully automatic procedure using standard IK optimization [40].

3.4. Encoder Architecture

Our encoder accepts an input motion and projects it onto the learned latent space such that it can be reconstructed by our synthesis network (with fixed weights), as depicted in Fig. 5. Note that the input motion can originate from a video footage (using 3D motion reconstruction [21]), a dataset, or a motion-capture system. Our encoder enables using the advantages of our well-behaved learned latent space on real motions rather than on generated ones. Moreover, the encoder aims its projections to the “healthy” part of the latent space, resulting in natural looking results to ill-posed tasks (see Sec. 4.2).

Our encoder, \(I\), holds the reverse architecture of the synthesis network, similarly to the discriminator \(D\). It processes the input motion in skeleton-aware neural blocks that downscale gradually, as shown in Fig. 4. Inversion quality is improved when using \(\mathcal{W}^+\) [1] rather than \(\mathcal{W}\). See Appendix B.4. for a recap regarding \(\mathcal{W}^+\).
Figure 3. Our motion generator combines structure-aware neural modules with a mapping network and style-codes injected to multiple levels of the generator. A detailed description of the architecture (e.g., layers, hyperparameters) is given in the appendix.

Figure 4. Our encoder receives an input motion (a), learns a hierarchy of skeleton aware layers (b) and outputs the latent value of that motion (c). Once the projected latent value is fed into the synthesis network (d) (with fixed weights), the input motion is reconstructed (e).

Figure 5. Inversion of two motions, (a) and (b). The original and the reconstructed motions are depicted at the top and bottom rows, respectively. The reconstruction is done by first projecting the real motions into \( \mathcal{W}^+ \) using the encoder, and then running the obtained latent values in the generator.

In order to train the encoder we split \( \mathcal{M}_{nat} \) into sets of train \( \mathcal{M}_{trn} \) and test \( \mathcal{M}_{tst} \), with a ratio of 80:20, respectively, and train the encoder on the training set only. The encoder is trained with several losses.

**Reconstruction loss** The main goal of the encoder is to predict a latent variable \( I(m) \in \mathcal{W}^+ \) such that \( G(I(m)) \) is as close as possible to the input motion \( m \):

\[
L^I_{rec} = \mathbb{E}_{m \sim \mathcal{M}_{trn}} \left[ \| m - G(I(m)) \|_2^2 \right].
\]  

**Foot contact loss** Unlike the unsupervised foot contact loss of the generator, the following loss \([51]\) is supervised:

\[
L^I_{fcon} = \mathbb{E}_{m \sim \mathcal{M}_{trn}} \left[ BCE(m_F, s(G(I(m))_F)) \right],
\]  

where \( \cdot \)\_\text{F} is the contact-label component of the motion, and \( s(\cdot) \) is the sigmoid function.

**Root loss** We noticed that the positions and rotations of the root converge slower than the rotations of the other joints, hence, we add a dedicated loss term:

\[
L^I_{root} = \mathbb{E}_{m \sim \mathcal{M}_{trn}} \left[ \| m_{\text{root}} - G(I(m))_{\text{root}} \|_2^2 \right],
\]  

where \( (\cdot)_{\text{root}} \) are the root velocity and rotation in a motion. This loss is equivalent to putting more weight on the root components in \( L^I_{rec} \).

**Position loss** In addition to the reconstruction loss that mainly supervises rotation angles, we regularize our encoder by a supervision on the joint position themselves:

\[
L^I_{pos} = \mathbb{E}_{m \sim \mathcal{M}_{trn}} \left[ \| F_K(m) - F_K(G(I(m))) \|_2^2 \right],
\]  

Finally, the total loss applied to the encoder is:

\[
L^I = L^I_{rec} + \lambda^I_{fcon} L^I_{fcon} + \lambda^I_{root} L^I_{root} + \lambda^I_{pos} L^I_{pos},
\]  

where we mostly use \( \lambda^I_{fcon} = 100, \lambda^I_{root} = 2, \lambda^I_{pos} = 0.1 \).

4. Applications

4.1. Latent Space Analysis and Applications

**Latent Clusters** We demonstrate that \( \mathcal{W} \) is well-structured by clustering it into meaningful collections of motions. Recall that MoDi learns form datasets that cannot be semantically clustered due to their unstructured nature.

In Fig. 6 we observe the latent space \( \mathcal{W} \), split into 8 clusters using K-means. The \( \mathcal{W} \) values belong to 10,000 randomly synthesized motions. We randomly choose several motions from each cluster and depict them. Clearly, motions represented by different clusters are semantically different, and motions that share a cluster are semantically similar.
Figure 6. The latent space \( \mathcal{W} \), split into 8 clusters using K-means, and visualized using T-SNE. Each point relates to one \( \mathcal{W} \) space instance, generated from random noise \( z \in \mathcal{Z} \). The visualized motions are the result of running these latent variables through our generator \( G \). We observe that the clusters indeed represent semantic grouping of the data.

Figure 7. Interpolation in the latent space: (a) interpolation to the mean motion (truncation); (b) interpolation between sampled motions. Note that the interpolated motions seem natural, even if the interpolation is performed between sitting and standing, a result that can be achieved if the interpolation is performed between the joint positions.

**Latent interpolation** We demonstrate the linearity of the latent space \( \mathcal{W} \) by interpolating between the latent values and observing the motions generated out of the interpolated values shown in Fig. 17. A formal definition, detailed descriptions, and analysis of our results are given in Appendix C.1.

**Editing in the latent space** If a latent space is sufficiently disentangled, it should be possible to find direction vectors that consistently correspond to individual factors of variation. Let \( a \) be an attribute related to motion. \( a \) can be any semantic attribute, such as motion speed, verticality measurement of parts in the body, or a motion style. Inspired by Shen et al. [50], we compute a score that measures \( a \) in a motion. For example, when measuring the verticality of a motion, a character doing a handstand would get a score of \(-1\), lying down would get a score of \(0\), and standing up would get a score of \(1\). Using a given score, we train an SVM, yielding a hyperplane that serves as a separation boundary. Denote the unit normal of the hyperplane by \( n \). Then \( G(w+n) \) possesses increased score of attribute \( a \) comparing to \( G(w) \). The only attribute that should change in such editing is \( a \), preserving the rest of the motion intact.

Unlike image datasets, that hold labeling for various attributes (age, gender,...), there is not much labeling in motion datasets. We create our own simple classifiers, and elaborate next regarding one of them, measuring *gradual right arm lifting*, denoted *gral*. *Gral* means that the right arm is lifted as time advances. Computing a score for the *gral* attribute is not straightforward, and is detailed in Appendix C.2. Our results are visualized in Fig. 8, where we show that the *gral* attribute gets stronger while stepping in the latent space, and the naturalness of motions as well as their semantics are kept. In our video clip we show that when such an attribute is artificially applied via geometric interpolation, the results are unnatural. Obtaining manual natural results would require an artist’s hard work.

**Crowd simulation** Given an input motion \( m \), we can sample variations in our latent space \( \mathcal{W} \) by simply sampling the neighborhood of the \( w \) that corresponds to \( m \). We sample in a Gaussian \( \sim \mathcal{N}(m, \sigma^2) \), with \( \sigma \) in the range 0.1-0.8. This way, one can simulate, for instance, people walking in the town square, a group of dancers, or a group of friends jumping from a bench. See Fig. 9 and our video for examples.
4.2. Solving Ill-posed Tasks with the Encoder

Many tasks in the motion domain are ill-posed. That is, there is more than one single solution to the task. We next present several examples, each of which using an encoder yields high quality results to ill-posed tasks. The tasks in this section are conditioned, and show that a generator that has been trained in an unconditional setting can be used for a variety of downstream tasks, as illustrated in Fig. 10.

All but the first of the following applications use the encoder as is, with no further training. The main idea in these applications is to use the encoder to invert a given arbitrary motion \( m \), into the healthy regions of the latent space (this happens with no additional effort), and then generate the motion using our generator. The result \( G(I(m)) \) is faithful to the input motion, but at the same time, it is projected into the manifold of natural motions. The fine output is imputed to the well-behaved nature of the latent space combined with the generator’s ability to generate natural motions only.

In the following paragraphs, we denote motion frame index by \( t \in [1 \ldots T] \). Recall \( T \) is the number of frames in a full motion.

**Prediction from Prefix** Given a motion prefix of length \( t \) (namely, \( t \) frames that represent the beginning of a motion sequence), complete the motion into length \( T \). Unlike the other tasks, for this task we re-train our encoder such that the input is zeroed in frames \([t+1] \ldots T\). The encoder is supervised by the full motion, using its full set of losses. Generalizing this solution to another ill-posed task, in-betweening, is straightforward.

**Motion Fusion** Given two input motions, take \([1 \ldots t]\) frames from the first and \([(t+1) \ldots T]\) frames from the second, and output one motion whose prefix is the first motion and suffix is the second one. A naïve concatenation of the frames would lead to a non continuous motion at the concatenation frame. Denote the concatenated motion by \( m \). Applying \( G(I(m)) \) smooths the frames around the concatenation area and yields a natural looking motion, while fidelity to the prefix and suffix motions is kept. Generalization to a variable number of motions is simple.

**Denoising** Given a noisy input motion \( m \), output a natural looking, smooth motion. Similar to motion fusion, we apply \( G(I(m)) \) and obtain a denoised output. Generalization to more types of corrupted motions is straightforward.

**Spatial Editing** Given an input motion \( m \), with several frames manually edited, output a natural looking, coherent motion. In the animation industry, often an animator is interested in a spatial change of an existing motion, such that the character performs an action in some frames, e.g., raise
a hand. Manually editing these frames in the spatial domain is exhaustive and requires a professional. We tackle this task by performing a bulky manual spatial edit, yielding a non-natural motion, and running it through $G \circ I$ to get a natural and coherent output.

**5. Experiments**

**Datasets** We use Mixamo [5] and HumanAct12 [23], as elaborated in Appendix D.1.

**5.1. Quantitative Results**

**Metrics** We use the metrics FID, KID, precision-recall and diversity, and describe them in Appendix D.3. The metrics build upon the latent features of an action recognition model. However, training such a model on Mixamo is challenging, as there is no action labeling in it. We resort to a creative solution, as detailed in Appendix D.3.

**Results** We compare our model with state-of-the-art synthesis networks, ACTOR [45] and MDM [54], on the HumanAct12 [23] dataset, and show the results in Tab. 1. Note that the compared works use state-of-the-art recent techniques, namely transformers and diffusion models: ACTOR uses transformers and MDM uses diffusion models. Yet, in the challenging setting of unconstrained synthesis, MoDi outperforms them by a large margin. To enable a comparison in an unconstrained setting, we re-train ACTOR by assigning the same label to all motion instances, and use MDM’s unconstrained variation. For the sole purpose of comparison with other works, we provide a version of MoDi, that skips style-mixing [36], as mixing may change the distribution of synthesised motions, yielding degradation in the metric score. Both versions are shown in Tab. 1.

**5.2. Qualitative Results**

The reader is encouraged to watch our supplementary video in order to get the full impression of the quality of our results. For completeness, we show one special motion in Fig. 11, and several more in Appendix D.5.

| Model          | FID ↓ | KID ↓ | Precision ↑ | Recall ↑ | Diversity ↑ |
|----------------|-------|-------|--------------|----------|-------------|
| ACTOR [45]     | 48.8  | 0.53  | **0.72**     | 0.74     | 14.1        |
| MDM [54]       | 31.92 | 0.96  | 0.66, 0.62   | 17.00    |             |
| MoDi (ours)    |       |       |              |          |             |
| with mixing    | 15.55 | 0.14  | 0.72, 0.75   | 17.36    |             |
| MoDi (ours)    | **13.03** | **0.12** | **0.71, 0.81** | **17.57** |             |

Table 1. Quantitative results for state-of-the-art works on the HumanAct12 dataset. The grayed line shows our original algorithm, without the changes that make it comparable. Note that our model leads in all the variations. Best scores are emphasised in **bold**.

**5.3. Ablation**

In Tab. 2 we show the results of a thorough study of potential architectures. We first show the metric scores when using a non skeleton-aware architecture. That is, when representing motion by pseudo images. The drawbacks of pseudo-images are detailed in Sec. 2. In the second study, we use joint locations rather than rotations. Appendix B.2 describes why generating rotations is better than generating locations. Our third study refrains from using our new convolutional scaler, and uses skeleton-aware pooling [2], testifying that our new filter improves the results. Next, we check the effect of removing one in-place convolution from the per hierarchy. Finally, we measure the scores for our final architecture, and conclude that our architectural choices outperform other alternatives.

Every training configuration is run 3 times, and every evaluation (per configuration) 5 times. The numbers in Tab. 2 are of the form $mean \pm std$. More ablation studies can be found in Appendix D.4.

**6. Conclusion**

One of the most fascinating phenomena of deep learning is that it can gain knowledge, and even learn semantics, from unsupervised data. In this work, we have presented a deep neural architecture that learns motion prior in a completely unsupervised setting. The main challenge has been to learn a generic prior from a diverse, unstructured and unlabeled motion dataset. This necessarily requires a careful design of a neural architecture to process the unlabeled data. We have presented MoDi, an architecture that distills a

![Figure 11. Qualitative result. More are in the video and in Appendix D.5.](image)

![Table 2. Quantitative results for various generator designs, on the Mixamo dataset. Best scores are emphasised in **bold**.](table)
powerful, well-behaved latent space, which then facilitates downstream latent-based motion manipulations.

Like any data-driven method, the quality of the generalization power of MoDi is a direct function of the training data, which, at least compared to image datasets, is still lacking. Another limitation is that skeleton-aware kernels, with dedicated kernels per joint, occupy large volumes, resulting in relatively large running time.

In the future, we would like to address the challenging problem of learning motion priors from video. Building upon networks like MoDi, with proper inductive bias, may open the way towards it.
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Appendix

A. Outline

This Appendix adds details on top of the ones given in the main paper. While the main paper stands on its own, the details given here may shed more light. The majority of this Supplementary recaps existing algorithmic elements that are used by our work.

In Appendix B we provide more details regarding our model; considerations that led us to choosing 3D convolutions and edge rotation representation, description of skeleton aware models in existing works, and more details on the StyleGAN architecture. Appendix C describes the \( W^+ \) space used for inversion, and the computation of the \( gral \) score, used for latent motion editing. Lastly, in Appendix D we elaborate on our experiments; we describe the datasets that we use, provide implementation details such as hyperparameters, detail metrics, and show additional ablative and additional qualitative results.

B. Model – Additional Details

B.1. Structure-aware Neural Modules – Additional Details

In this section we first describe our motivation in using 3D convolutions; then, we depict the way these convolutions are used by our networks. Finally, for information completeness, we describe skeleton aware neural modules from existing works, and the way we use some of them in a 3D convolutional setting.

3D convolutions – motivation

Described below are two ways to design the filters of skeleton-aware convolutions [2]. Recall that \( E, T, \ell, \) and \( U \) denote the number of entities and frames, the hierarchical level index, and the kernel width, respectively.

- Existing works use 3D filters of dimension \( (K_{\ell+1} \cdot E_{\ell+1}) \times (K_\ell \cdot E_\ell) \times U \). Such filters are applied by the neural model using 1D or 2D convolutions, over the time axis or time and joint-channels axes, respectively.

- Our work uses 5D filters of dimension \( K_{\ell+1} \times K_\ell \times E_{\ell+1} \times E_\ell \times U \). These filters are applied by the neural model using 3D convolutions, over the time and joint axes, and an additional axis that holds the output joints, to be described next.

The convolutions in existing works combine the joints and the channels into the same dimension, yielding a non intuitive representation that adds complexity to coding. For example, the output joints are received as channels, and
require reshaping to be represented as joints. It is common practice in most neural architectures to hold a dedicated dimension for the channels. Moreover, 3D filters introduce complication when combined with the StyleGAN algorithm, for two distinct reasons:

1. StyleGAN uses modulation, which is difficult to apply if the channels and the joints share the same dimension, as the style is injected to each channel separately (see Appendix B.3). By using 3D convolutions, i.e. 5D filters, we place the channels in their own dedicated dimension, so modulation becomes simple.

2. StyleGAN uses transposed convolutions, in which the axes are swapped such that the output and input channels switch places. Managing such a swap becomes straightforward when the channel dimensions are separated from the joint dimensions.

Note that it is possible to keep using 3D filters as done in other works. However, such usage, combined with StyleGAN’s components, adds complexity (multiple data reshapes, weights reshapes, and dimension swaps) to those implementing the model.

**3D convolutions – usage**  Figure 12 describes the way in which our networks use 3D convolutions. As explained in the main paper, we dedicate separate kernels to each joint. To convolve each separate kernel with the data, we use different dimensions for the input and output joints. The output joints axis is created by expanding the data by one dimension followed by zero padding, such that sliding the filters along the new axis enables using different weights for each output joint. Once convolution is completed, the result holds the joints data in the output joint axis, and the input joint axis becomes degenerated (of size 1) and is removed.

**Recap existing neural modules**  The modules described here are skeletal in-place convolution and skeletal pooling [2, 16, 58, 61]. In our work we create a 3D version of the skeletal in-place convolutional filter, and replace the skeletal pooling by our novel convolutional scaler filter.

In Fig. 13 we show a skeletal pooling procedure. Pooling is done by averaging the features of two entities, hence, it is equivalent to a convolution with weights of 0.5. Our new filter applies a convolution with learned weights, generalizing the pooling functionality, and allowing the network the freedom to choose the optimal weights.

In Fig. 14 we depict our 3D version of a skeleton-aware convolutional filter. Unlike our novel convolutional scaler filter, this filter is an in-place one, which means it retains the dimensions of its input, and cannot scale it.

**B.2. Motion Representation Considerations**

Some methods generate a sequence of 3D poses [16], where each location is specified by the 3D coordinates of each joint. However, the resulting representation is incomplete, since it does not reflect a rotation of a bone around its own axis. In particular, it does not contain all the information necessary to drive a rigged virtual 3D character, and the temporal consistency of the skeleton’s bone lengths is not guaranteed. While joint rotations may be recovered from joint positions via inverse kinematics (IK), the solution is not unique, and thus ill-posed. Furthermore, models that predict positions tend to yield a temporally jittery output, and require a post processing smoothing stage. Due to these considerations, we follow numerous recent works that are based on joint rotation representation [40, 42]. The motion generated by MoDi can be directly converted into an animation sequence without the need to apply neither IK nor temporal smoothing.

Our network is trained on a single set of bone lengths. Once a motion is generated, it can be retargeted to any other set of bone lengths using existing motion retargeting methods [2, 3, 12].

**B.3. Generative Network Architecture in Detail**

In this section we provide further details regarding the architectural building blocks of MoDi. Some of the description is based on StyleGAN [36] and is given here for information completeness.

**Generator**  In Fig. 15 we show additional details related to the motion generator. In particular, we depict the usage of modulation and demodulation [36], which has been shown to be safer compared to AdaIN [33] in terms of certain artefacts. The AdaIN block processes data, namely normalizes it and applies a new standard deviation. The modulation/demodulation block performs an equivalent (in expectation) operation on the weights. Let \( u \) denote a weight value within a filter, and let \( i, j \) and \( k \) denote the input channel index, output channel index, and filter spatial index, respectively. Instead of multiplying the data by a new standard deviation, we modulate the weights:

\[
u'_{ijk} = s_i \cdot u_{ijk},
\]

and instead of normalizing the data, we demodulate the weights:

\[
u''_{ijk} = u'_{ijk} / \sqrt{\sum_{i,k} u'_{ijk}^2}.
\]

**Discriminator**  Our discriminator, as well as its role in the training procedure, is depicted in Fig. 16. Our discriminator holds the reverse architecture of the synthesis network.
That is, it receives a generated or real motion, and processes it in neural blocks that gradually decrease in size. Like the motion synthesis network, our discriminator is based on structure-aware neural modules. In each hierarchical level, the skeletal topology becomes coarser using skeletal convolutions.

**Losses**  The generative network is trained with several losses. Our main loss is adversarial. In addition, we regularize the generator with foot contact and with path length, and regularize the discriminator with $R1$. All losses except for foot contact are used by StyleGAN too, and for completeness we describe them here.

**Adversarial loss**  We train our GAN with a non-saturating adversarial loss [20],

$$L_{adv}^G = - \mathbb{E}_{z \sim \mathcal{Z}} \left[ \log D(G(z)) \right], \quad (11)$$

$$L_{adv}^D = - \mathbb{E}_{m \sim \mathcal{M}_{nat}} \left[ \log D(m) \right] = - \mathbb{E}_{z \sim \mathcal{Z}} \left[ \log(1 - D(G(z))) \right]. \quad (12)$$

**Path length loss**  This loss [36] requires that a fixed-size step in $\mathcal{W}$ results in a non-zero, fixed-magnitude change in the generated motion.

$$L_{path}^G = \mathbb{E}_{w \sim \mathcal{W}, r \sim \mathcal{R}} \left[ \left\| J_w^T G(w) \ast r \right\|_2^2 - a \right]^2, \quad (13)$$

where $\mathcal{R}$ is a unit Gaussian space normalized by the number of joints and frames, $J_w = \partial G(w)/\partial(w)$, and $a$ is the accumulated mean gradient length.
Figure 15. Our motion generator in detail. (a) Adding style injection information to the architecture depicted in the main paper. \( A \) denotes a learned affine transformation. This transformation is applied on the latent code \( w \) to produce a style code \( S_\ell \), where \( \ell \) is the hierarchical level index. A different style code is injected to each layer. (b) Zoom in on the mapping network, which is an MLP with several linear layers. (c) Zoom in on the motion synthesis network, where a style code \( S_\ell \) modulates the layer’s weight. The styled weight is then used for a transposed convolution of the layer features. Recall that \( R_\ell, P_\ell \) and \( F_\ell \) denote the features in level \( \ell \) of rotations, root positions and foot contact labels, respectively. A transposed skeletal convolution applies the modulated weights on the data features from the previous (coarser) hierarchical level. Since the convolution is transposed, it results with larger dimensions, both in the temporal axis and in the joints axis.

Figure 16. Our discriminator holds the reverse architecture of the synthesis network. It receives a generated or real motion, and learns to output whether the input motion is real or fake. Using structure-aware neural modules, in each hierarchical level the skeletal topology becomes coarser and the number of frames is divided by 2.

**R1 loss** This loss [43] improves the functioning of the discriminator:

\[
L_{R1}^D = \mathbb{E}_{m \sim M_nat} \left[ \| \nabla_m D(m) \|_2^2 \right]. \tag{14}
\]

**Foot contact loss** The foot contact losses, \( L_{tch}^G \) and \( L_{fcon}^G \), are described in the main paper.

Altogether, the generator and discriminator losses are

\[
L^G = L_{adv}^G + \lambda_{tch} L_{tch}^G + \lambda_{fcon} L_{fcon}^G, \tag{15}
\]

\[
L^D = L_{adv}^D. \tag{16}
\]

We activate the regularizations \( L^G_{path} \) and \( L_{R1}^D \) in a lazy fashion, as done by Karras et al. [36].

**B.4. Encoder – Description of \( \mathcal{W}^+ \)**

Our inversion method uses the \( \mathcal{W}^+ \) space, which as an expansion of the latent space \( \mathcal{W} \), proposed by Abdal et al. [1]. A tensor in \( \mathcal{W}^+ \) is a concatenation of several different \( w \in \mathcal{W} \) vectors, one for each layer of the synthesis network. Each vector in \( \mathcal{W}^+ \) is used as a modulation input to a different layer. In contrast, when using \( \mathcal{W} \), the same \( w \) vector is used for all layers. Abdal et al. [1] show that \( \mathcal{W} \) is limited and an inversion from arbitrary images is much more accurate when using \( \mathcal{W}^+ \). In our experiments we have
w is denoted by \( \bar{w} \) in our model too. A truncated sequence regularizes out of distribution images. We show that truncation works well in our model too.

In the imaging domain, truncation has an important role in processing images. We demonstrate the linearity of the latent space \( \mathcal{W} \) by interpolating between the latent values and observing the motions generated out of the interpolated values. A special case, called truncation, is when the interpolation target is \( \bar{w} \).

In the imaging domain, truncation has an important role in regularizing out of distribution images. We show that truncation works well in our model too. A truncated sequence is denoted by \( w_i = \bar{w} + \frac{1}{C}(\tilde{w} - \bar{w}) \), where \( \bar{w} \in \mathcal{W}, C \) is the number of interpolation steps, and \( i \in [0 \ldots C] \). Clearly \( w_0 = \bar{w} \) and \( w_C = \tilde{w} \). We can replace \( \bar{w} \) by any sampled \( \tilde{w} \in \mathcal{W} \), and then the sequence is called interpolated rather than truncated. Let \( m_i = G(w_i) \) denote the motion generated out of each \( w_i \). Fig. 17 (a) and (b) shows the motions create out of truncation and interpolation, respectively.

We observe favorable characteristics in all interpolation sequences. First, \( m_i \) is semantically similar to \( m_{i-1} \), but it also changed towards the semantics of the target \( m_C \). When dealing with truncation, \( m_i \) is always milder than \( m_{i-1} \).

Second, we notice that the interpolation is between whole sequences rather than frames. For example, if in \( m_{i-1} \) the character jumps occasionally, then in \( m_i \) the character jumps in a similar frequency, but unnecessarily on the same frames.

Lastly, there are no unnatural motions in the sequence, although using simple geometric joint interpolation would have resulted in unnatural motions. Fig. 17(b) demonstrates this, where our latent interpolation yields natural motions at all stages. A naive geometric interpolation of edge rotations would result in abnormal pose between sitting to standing, with a vertical spine (see supplementary video).

C. Applications – Additional Details

C.1. Latent interpolation – Additional Details

In this section we elaborate regarding interpolation in the latent space, referred in the main paper. Figure 17, also shown in the main paper, is copied here so we can further describe it.

Let \( \tilde{w} \) be the mean of all \( w \in \mathcal{W} \), and let mean motion denote \( G(\tilde{w}) \), the motion generated by it. The mean motion is depicted at the bottom row of Fig. 17(a). This motion is similar for all variations of trained networks, and is what we intuitively expect: an idle standing, front facing character.

We demonstrate the linearity of the latent space \( \mathcal{W} \) by interpolating between the latent values and observing the motions generated out of the interpolated values. A special case, called truncation, is when the interpolation target is \( \bar{w} \).

In the imaging domain, truncation has an important role in regularizing out of distribution images. We show that truncation works well in our model too. A truncated sequence is denoted by \( w_i = \bar{w} + \frac{1}{C}(\tilde{w} - \bar{w}) \), where \( \bar{w} \in \mathcal{W}, C \) is the number of interpolation steps, and \( i \in [0 \ldots C] \). Clearly \( w_0 = \bar{w} \) and \( w_C = \tilde{w} \). We can replace \( \bar{w} \) by any sampled \( \tilde{w} \in \mathcal{W} \), and then the sequence is called interpolated rather than truncated. Let \( m_i = G(w_i) \) denote the motion generated out of each \( w_i \). Fig. 17 (a) and (b) shows the motions create out of truncation and interpolation, respectively.

We observe favorable characteristics in all interpolation sequences. First, \( m_i \) is semantically similar to \( m_{i-1} \), but it also changed towards the semantics of the target \( m_C \). When dealing with truncation, \( m_i \) is always milder than \( m_{i-1} \).

Second, we notice that the interpolation is between whole sequences rather than frames. For example, if in \( m_{i-1} \) the character jumps occasionally, then in \( m_i \) the character jumps in a similar frequency, but unnecessarily on the same frames.

Lastly, there are no unnatural motions in the sequence, although using simple geometric joint interpolation would have resulted in unnatural motions. Fig. 17(b) demonstrates this, where our latent interpolation yields natural motions at all stages. A naive geometric interpolation of edge rotations would result in abnormal pose between sitting to standing, with a vertical spine (see supplementary video).

C.2. Computing the gral score

Our classifier computes the gral (gradual right arm lifting) score in the following way. Let \( m = [R, S, F] \) be a selected motion. Recall \( R \) represents the rotation angles of the motion. Let \( R_{rs,t} \) and \( R_{re,t} \) denote the rotations of the right shoulder and the right elbow at time \( t \), respectively. Let \( [R_{rs,t}, ..., R_{rs,t+8}] \) be a temporal window of size 8. A similar window is created for \( R_{re} \). We compute the average angle in each window, and slide the window with stride of 4. Altogether we get the average computed \( T/4 \) times for both the right shoulder and the right elbow. Denote the sequence of average angles by \( \alpha_{rs} \) and \( \alpha_{re} \). The next step is to compute the difference between each element to the one preceding it, and obtain

\[
\text{score}_{rs,i} = \begin{cases} 
1, & \text{if } \alpha_{rs,i} > \alpha_{rs,i-1} \\
0, & \text{otherwise}
\end{cases}, \quad (17)
\]

\[
\text{score}_{re,i} = \begin{cases} 
1, & \text{if } \alpha_{re,i} > \alpha_{re,i-1} \\
0, & \text{otherwise}
\end{cases}, \quad (18)
\]

where \( i \in [1, T/4 - 1] \).

Clearly, if all scores are one, the arm is going up, and if they are all zero, the arm is going down. The average of all the values in the two score vectors is used as the final attribute score.

D. Experiments – Additional Details

D.1. Datasets

Mixamo – training and evaluation We construct our 3D motion dataset using the Mixamo [5] 3D animation collection, which contains approximately 2500 extremely diverse motions that are not constrained by any set of categories. These motions are applied on 70 characters. Examples of the motions in the dataset are elementary actions (jumping, walking), dance moves (samba, hip-hop), martial arts (boxing, capoeira), acrobatics (back/front flips, acrobatic...
jumps), and non-standard motions (running on a wall, flying).

We generate our data samples by first extracting the relevant edges from each motion (e.g., we drop the fingers). Then we crop each motion to partially overlapping sequences of frames, hence increasing the amount of data.

**HumanAct12 – evaluation** HumanAct12 [23] is not as diverse as Mixamo, and offers approximately 1200 motion clips, organized into 12 action categories and 34 subcategories. Due to its small number of motions, we use HumanAct12 for quantitative comparison only.

### D.2. Hyper-parameters and Training Details

In this section, we describe the details for the network architectures. Tab. 3 describes the architecture of our generator and discriminator networks. The sizes of the kernels are configurable by hyper-parameters, and in the table we specify which hyper-parameters we have used for our best model. Note that the number of joints varies according to the topology of the skeleton on which the network is trained. The values in Tab. 3 belong to the skeleton used by the model presented in this work. The structure of each hierarchical level in our generator and discriminator is described in Tab. 4. A hierarchy level in the motion synthesis network

| Name               | Hierarchy level | channels × joints × frames |
|--------------------|-----------------|----------------------------|
| Generator -        | 0               | 256 × 1 × 4                |
| Motion Synth. Net. | 1               | 128 × 2 × 8                |
|                    | 2               | 64 × 7 × 16                |
|                    | 3               | 64 × 12 × 32               |
|                    | 4               | 32 × 20 × 64               |
| Discriminator      | 0               | 32 × 20 × 64               |
|                    | 1               | 64 × 12 × 32               |
|                    | 2               | 64 × 7 × 16                |
|                    | 3               | 128 × 2 × 8                |
|                    | 4               | 256 × 1 × 4                |

| Name               | Hierarchy level | channels | joints | frames |
|--------------------|-----------------|----------|--------|--------|
| Generator -        | 0               | 256      | 1      | 4      |
| Motion Synth. Net. | 1               | 128      | 2      | 8      |
|                    | 2               | 64       | 7      | 16     |
|                    | 3               | 64       | 12     | 32     |
|                    | 4               | 32       | 20     | 64     |

Table 3. Architecture: Dimensions of all hierarchy levels.
contains input/output skips, and a hierarchy level in the discriminator contains a residual skip, both based on Karras et al. [36].

In our experiments, we use \( \lambda_{fcon} = 1, \lambda_{touch} = 0.01 \), batch size 16, learning rate 0.002 for both generator and discriminator, mixing 0.9, and train for 80,000 iterations. We use pytorch version 1.5.0, and CUDA version 10.1 on a GeForce GTX 1080 Ti GPU.

### D.3. Quantitative Metrics

Our metrics build upon the latent features of an action recognition model. However, training such a model on Mixamo is challenging, as there are no action labels in it.

Our approach to this challenge is interdisciplinary. Mixamo has textual labels, and using the Sentence-BERT [47] NLP model, we attain latent features representing the textual characteristics of each motion. Then we use K-means to cluster the embedding, and use each cluster as a pseudo action label. With action labels at hand, we train an action recognition model – STGCN [59]. The features extracted from this trained model are then used for metrics calculation. We randomly sample 2000 motions for calculating metric scores on the Mixamo dataset. We draw 1000 motions for scores on the HumanAct12 dataset, since it is a lot smaller.

Following is a brief description for each metric used for the quantitative results.

**FID** Fréchet inception distance is the distance between the feature distribution of generated motions and that of the real motions, namely the difference in mean and variance. Despite its simplicity, FID is an important metric widely used to evaluate the overall quality of generated motions [23, 45]. FID is borrowed from the image domain, where the inception network is used for features. To adjust this metric to the motion domain, we replace the inception by an action recognition network. A lower value implies better FID results.

**KID** Kernel Inception Distance (KID), proposed by Binkowski et al. [13], compares skewness as well as the values compared in FID, namely mean and variance. KID is known to work better for small and medium size datasets. Lower values are better.

**Precision and Recall** These measures are adopted from the discriminative domain to the generative domain [49]. Precision measures the probability that a randomly generated motion falls within the support of the distribution of real images, and is closely related with fidelity. Recall measures the probability that a real motion falls within the support of the distribution of generated images, and is closely related with diversity. Higher precision and recall values imply better results.

**Diversity** This metric measures the variance of generated motions [23, 45]. In the context of action recognition models, it measures the variance across all action categories, and therefore it suits an unconstrained generator. The diversity value is considered good if it is close to the diversity of the ground truth. In all our experiments, the diversity of the generated data was lower than the ground truth, so for clarity we mark it with an upwards pointing arrow, implying that for our case, higher is better.

### D.4. Additional Ablation

In Tab. 5 we conduct an ablation study of the encoder losses. The best scores are mostly obtained when not using the foot contact loss, and the second best ones are mostly obtained when using all losses. This is expected, as the foot contact loss biases the results towards more accurate foot contact on the account of other body parts accuracy. However, qualitatively, the human eye prefers coherent foot contact, and in our supplementary video the pleasing foot contact results can be noticed. The phenomenon of foot contact loss degrading the quantitative results, but upgrading the qualitative ones, has been also reported in a concurrent work, MDM [54].

As detailed in the main paper, the losses of the encoder are a reconstruction loss \( \mathcal{L}_{rec} \), a foot contact loss \( \mathcal{L}_{fcon} \), a root loss \( \mathcal{L}_{root} \), and a position loss \( \mathcal{L}_{pos} \). We measure the

| Name                      | Neural building blocks                                      |
|---------------------------|-------------------------------------------------------------|
| Generator - Motion Synth. Net. | Skeletal Conv. Scaler (upsample)  |
|                           | Skeletal Conv. (in-place)                                   |
|                           | Skeletal Conv. (in-place)                                   |
| Discriminator             | Skeletal Conv. (in-place)                                   |
|                           | Skeletal Conv. (in-place)                                   |
|                           | Skeletal Conv. Scaler (downsample)                          |
|                           | Add Residual                                                |

Table 4. Architecture: Building blocks in hierarchical levels. Skeletal operators are based on [2].

| Loss Error | Reconstr. (L2) | Reconstr. (L1) | Global root position (mm) | Local position (mm) | Global position (mm) |
|------------|----------------|----------------|---------------------------|---------------------|----------------------|
| all        | 293            | 318            | 59.0                      | 20.4                | 78.2                 |
| w/o \( \mathcal{L}_{fcon} \)   | 271            | 293            | 57.0                      | 21.2                | 76.0                 |
| w/o \( \mathcal{L}_{root} \)    | 300            | 321            | 47.0                      | 47.7                | 93.7                 |
| w/o \( \mathcal{L}_{pos} \)      | 319            | 328            | 472.2                     | 27.3                | 493.5                |

Table 5. Quantitative results for the encoder losses, on the Mixamo encoder test set. Best scores are emphasised in **bold**, second best are underlined.
Table 6. Quantitative results for the root position representation, on the Mixamo dataset. Best scores are emphasised in **bold**.

| Repr. | FID ↓ | KID ↓ | Diversity ↑ | Precision ↑ | Recall ↑ |
|-------|-------|-------|-------------|-------------|----------|
| Velocity | 11.3  | .118  | 15.8        | .470        | .696     |
| Location | 10.7  | .113  | 15.1        | .468        | .695     |

The performance of the encoder using several metrics. Recall \( \mathcal{M}_{test} \) denotes the encoder test set, \( m \) denotes an unseen motion, \( I \) denotes our trained encoder and \( G \) denotes our trained generator.

**Reconstruction L2 Error** This is the most important metric, as it makes sure the encoder is fulfilling its goal, *i.e.* project a motion data structure into the latent space such that the motion data structure generated from the projected value is as similar as possible to the original one. This metric is identical to the reconstruction loss, \( L_{rec}^I \), and is measured with

\[
E_{recL2}^I = \mathbb{E}_{m \sim \mathcal{M}_{test}} \left[ \|m - G(I(m))\|_2^2 \right].
\] (19)

**Reconstruction L1 Error** Same as the previous metric, but this time with L1. The error is measured by

\[
E_{recL1}^I = \mathbb{E}_{m \sim \mathcal{M}_{test}} \left[ \|m - G(I(m))\|_1 \right].
\] (20)

**Position Error** In addition to the reconstruction error that mainly measures rotation angle error, we measure the error of the joint position themselves. Since the global root position has a large error component, we split the error into the global root position error only, local position error relative to the root, and both accumulated together. These errors are measured by

\[
E_{rt}^I = \mathbb{E}_{m \sim \mathcal{M}_{test}} \left[ \|FK(m)_{rt} - FK(G(I(m)))_{rt}\|_2^2 \right],
\] (21)

\[
E_{nrt}^I = \mathbb{E}_{m \sim \mathcal{M}_{test}} \left[ \|FK(m)_{nrt} - FK(G(I(m)))_{nrt}\|_2^2 \right],
\] (22)

\[
E_{pos}^I = \mathbb{E}_{m \sim \mathcal{M}_{test}} \left[ \|FK(m) - FK(G(I(m)))\|_2^2 \right],
\] (23)

where \( FK \) is a forward kinematic operator yielding joint locations, \((\cdot)_{rt}\) is the root component of the position array, and \((\cdot)_{nrt}\) is the position array excluding its root component.

In Tab. 6 we run an ablation study of the root position representation. Predicting a root position that faithfully reflects the dataset and yields natural motions is challenging, and many existing works either avoid predicting global position, or predict it inaccurately, yielding a floating or jittery appearance. We study two possible representations for the root; a 3D location, or its velocity. The quantitative results of the two representations are comparable, and yet, the qualitative results have been in favor of the velocity representation, hence our choice.

**D.5. Additional Qualitative Results**

In Fig. 18 we show additional qualitative results. The reader is encouraged to watch the supplementary video in order to get the full impression of our results.
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