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Abstract

We present two conditional expectation bounds. In the first bound, \(Z\) is a random variable with \(0 \leq Z \leq 1\), \(U_i (i < t)\) are i.i.d. random objects with each \(U_i \sim U\), and \(W_i = \mathbb{E}[Z|U_i]\) are conditional expectations whose average is \(W = (W_0 + \cdots + W_{t-1})/t\). We show for \(0 < \varepsilon \leq 1\) that \(\mathbb{E}[Z] \leq \frac{\mathbb{P}_U\{W > \varepsilon\}^t}{t} + \frac{t\varepsilon}{t}\). In the second bound we replace the i.i.d. property with a weaker property, the so-called \(\beta\)-i.i.d. property, where \(0 < \beta < 1\). The conclusion then is that \(\mathbb{E}[Z] \leq \alpha + \frac{\beta\mathbb{P}\{W > \varepsilon\}^t}{t} + \frac{t\varepsilon}{t}\), where \(\alpha = 1 - \beta\). We show how to produce \(\beta\)-i.i.d. random objects from random walks on hybrid expander-permutation directed graphs where the transition matrix of the expander graph has spectral gap \(\beta\). These results underlie many security proofs in cryptography, for example, the classical Yao-Goldreich result that strongly one-way functions exist if weakly one-way functions exist, and the result of Goldreich et al. showing security preserving reductions from weakly to strongly one-way functions.

1 Introduction

Consider a random variable \(Z\) on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with \(0 \leq Z \leq 1\) and i.i.d. random objects \(U_i, 0 \leq i < t\), where \(U_i \sim U\) for some fixed \(U\). Take conditional expectations \(W_i = \mathbb{E}[Z|U_i]\) and let their average be \(W = (W_0 + \cdots + W_{t-1})/t\). From the law of iterated expectations and linearity of expectation, we know that \(\mathbb{E}[W] = \mathbb{E}[Z]\), but we would expect \(W\) to be more concentrated around this expectation since it is an average. However, it is not an average of independent random variables, so this concentration is difficult to quantify.

As a concrete example, let \(\Omega = [0, 1]^t\), the unit \(t\)-cube, and \(\mathbb{P}\) be the usual product measure on the \(\sigma\)-algebra \(\mathcal{F}\) of Borel sets in \(\Omega\). Fix \(p\) strictly between 0 and 1, and let \(Z(y_0, y_1, \ldots, y_{t-1})\) be the indicator function of the event \([0, p^{1/t}]^t\). Clearly, \(\mathbb{E}[Z] = p\). The \(t\) projection functions \(U_i(y_0, y_1, \ldots, y_{t-1}) = y_i\) are i.i.d. random objects. A simple computation shows that \(W_i = \mathbb{E}[Z|U_i]\) is given by

\[
W_i(x) = \begin{cases} 
p^{1-1/t}, & \text{if } x \leq p^{1/t}, \\
0, & \text{otherwise.}
\end{cases}
\]
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The random variables $W_i$ are identical, so $W = W_i$.

Now compare: $Z$ takes the value 1 with probability $p$; $W$ takes the value $p^{1-1/t}$ with probability $p^{1/t}$. For large $t$, $W$ is more concentrated, taking a value closer to the expectation $p$ on an event of probability $\mathbb{E}[Z]^{1/t}$. In fact, for any $\varepsilon$ such that $0 < \varepsilon < p^{1-1/t}$, $\mathbb{P}\{W > \varepsilon\} = \mathbb{E}[Z]^{1/t}$.

Our first main result, Theorem 3.1(i), says that something close to this holds in general: when $0 \leq Z \leq 1$ and $0 < \varepsilon < 1$,

$$\mathbb{E}[Z] \leq \mathbb{P}_U\{W > \varepsilon\}^t + t\varepsilon.$$  

(1)

Another result, Theorem 3.2(i), dispenses with the hypothesis that the random objects $U_i$ are identically distributed and the bound is given in terms of product of tail probabilities $\mathbb{P}_{U_i}\{W_i > \varepsilon_i\}$ plus a correction term $t\varepsilon$, where $\varepsilon$ is the average of the values $\varepsilon_i$.

Our second main result, Theorem 3.1(ii), weakens the hypothesis by replacing independence of the random objects $U_i$ with a property we call $\beta$-independence (where $0 < \beta \leq 1$). By this we mean that for all events $T_i$, if we set $\mathbb{P}\{U_i \in T_i\} = 1 - \nu_i$, then

$$\mathbb{P}\{\bigwedge_{0 \leq i < t} U_i \in T_i\} \leq \prod_{0 \leq i < t} (1 - \beta \nu_i).$$

(2)

With this hypothesis (but still requiring identical distribution of the random objects $U_i$) we conclude that

$$\mathbb{E}[Z] \leq (\alpha + \beta \mathbb{P}_U\{W > \varepsilon\})^t + t\varepsilon,$$

(3)

where $\alpha = 1 - \beta$. It is not difficult to see that 1-independence is equivalent to independence, so that part (i) of Theorem 3.1 is a special case of part (ii). We should note that Theorem 3.1(ii) does not require full $\beta$-independence. It suffices that (2) should hold when the events $T_i$ are identical:

$$\mathbb{P}\{\bigwedge_{0 \leq i < t} U_i \in T\} \leq (1 - \beta \nu)^t,$$

(4)

where $\mathbb{P}\{U_i \in T\} = 1 - \nu$. However, we show a related result, Theorem 3.2, which dispenses with the condition that the random objects $U_i$ be identically distributed, but requires full $\beta$-independence given by (2).

We regard these results as useful probabilistic tools similar to Chernoff bounds. But whereas Chernoff bounds are upper bounds on tail distributions for averages of independent random variables, Theorem 3.1(i) (formula (1) above) is a lower bound on tail distributions for averages of conditional expectations with respect to independent random objects. It is not surprising, then, that conditional expectation bounds turn up in security proofs for cryptographic constructions. A Chernoff bound will show that an efficient probabilistic algorithm has a high probability of returning the correct result. A conditional expectations bound will show that all efficient probabilistic algorithms have a low probability of breaking a cryptographic construction.

The earliest example of such a security proof was for Yao’s construction [38] of a strongly one-way function as a direct power of a weakly one-way function. (See Section 5 for precise definitions.) The idea is simple. From $F$, a weakly one-way function, define

$$F'(x_0 x_1 \cdots x_{t-1}) = (F(x_0), F(x_1), \ldots, F(x_{t-1})).$$
where $x_0, x_1, \ldots, x_{t-1} \in \{0, 1\}^n$ and $t = t(n)$ is suitably chosen polynomial. The proof that $F'$ is strongly one-way is not so simple.

The proof appeared first in an online draft of a text by Goldreich [13]. Let us formulate it in terms of a reduction between cryptographic primitives (as found in [27, 9, 25]). For one-way functions, a reduction is a pair $(R, R^*)$ where $R$ is an efficient transformation taking $F$ to $F'$ and $R^*$ is an efficient transformation taking each randomized function $G'$ attempting to invert $F'$ to a randomized function $G$ attempting to invert $F$. There is also a condition, detailed below, relating the probability that $G$ inverts $F$ to the probability that $G'$ inverts $F'$. In this situation we say $(R, R^*)$ reduces $F$ to $F'$. (It would be more accurate to say this is a reduction of the invertibility problem for $F$ to the invertibility problem for $F'$.)

Goldreich’s proof implicitly gives such a reduction. $R$ is the the direct power construction. The crux of the proof is to specify $R^*$ so that if $G'$ is probabilistic polynomial time (p.p.t.) computable then so is $G$, and whenever $G$ inverts $F$ with probability significantly less than 1, $G'$ inverts $F'$ with negligible probability. Reformulated, this is an instance of [1]. One then observes that to any p.p.t. function $G'$ attempting to invert $F'$, we may apply $R^*$ to obtain $G$. If $F$ is weakly one-way, $G$ inverts $F$ with probability significantly less than 1 and, thus, $G'$ inverts $F'$ with negligible probability; i.e., $F'$ is strongly one-way.

Goldreich et al. [15] later pointed out a drawback to the direct power reduction: it is not security preserving (see section 7 for the precise definition of security preserving). The reason is that the forward transformation $R$ takes $F$ with input size $n$ to $F'$ with input size $nt(n)$; $R^*$, then, takes $G'$ with input size $nt(n)$ to $G$ with input size $n$. It follows that if $S(n)$ is the security of $F$ against $G$ and $S'(n)$ is the security of $F'$ against $G'$, then $S(n)$ is of the same order as $S'(nt(n))$, which is much larger than $S'(n)$ when $S'$ has superpolynomial growth.

Goldreich et al. [15] (cf. also [13]) remedied this deficiency by replacing the direct power with a more elaborate expander graph construction which controls input size blowup. It gives a security preserving reduction in the restricted case where $F$ is a weakly one-way permutation and $F'$ is a strongly one-way permutation, but now rather than $S'(nt(n))$, the security is now $S'(n + \omega(\log n))$, which is of the same order as $S'(n)$ (in a sense made precise in section 7). In this case, Theorem 3.1(ii) does not suffice. If we frame the argument of [15] in terms of conditional expectation averages, we see that we no longer have independent random objects, but we do have random objects exhibiting a weaker property we call $\beta$-independence. This is the motivation for Theorem 3.1(ii).

The $\beta$-independence property is closely related to the hitting property of expander graphs. Goldreich et al. [15] employ directed graphs $G'$ which combine expander graphs with a weakly one-way permutation. They show that when $U_i$ is the $i$-th point on a random directed $t$-walk in $G'$, then a hitting property somewhat along the lines of [1] holds, where $T$ is a set of vertices in $G'$ and we need to compute the probability that it is hit by a random $t$-path.

Later work [9, 18, 5] provided security preserving reductions, again in restricted cases, using hash functions rather than expander graphs to control input size blowup.

Subsequent investigations showed hardness amplification using similar methods applied to various cryptographic primitives such as collision-resistant hash functions [7], encryption schemes [11], weakly verifiable puzzles [6, 22, 24], signature schemes and message authentication codes [10], commitment schemes [19, 8], pseudorandom functions and pseudorandom generators [10, 31], block ciphers [28, 32, 30, 37], and interactive protocols [3, 33, 20, 17].
The outline of the paper is as follows. In Section 2 we review terminology and results from probability theory, particularly those concerning conditional expectations. In Section 4 we prove the main results. In Section 5 we address the question of whether the \( \beta \)-independence property holds in hybrid expander-permutation directed graphs and show that the answer is yes. Although this result is not needed for the applications that follow, it is of independent interest and generalizes earlier work on hitting properties of expander graphs. In Section 6 we define and review the properties of weakly and strongly one-way functions. In Section 7 we use the conditional expectation inequality to show Goldreich's result that existence of weakly one-way functions implies the existence of strongly one-way functions. In Section 8 Goldreich et al. make a stronger assumption that there is a polynomial-time computable edge-coloring. We will also show in in Section 7 that the edge-coloring assumption is not necessary.

2 Probability Background

We recall some basic terminology and notation from probability theory. For more details see Ash and Loève.

Throughout \((\Omega, \mathcal{F}, \mathbb{P})\) is a probability space where \(\Omega\) the sample space, \(\mathcal{F}\) is a \(\sigma\)-algebra of events on \(\Omega\), and \(\mathbb{P}: \mathcal{F} \rightarrow [0, 1]\) is a \(\sigma\)-additive probability measure on \(\mathcal{F}\). A pair \((\Omega, \mathcal{F})\) where \(\mathcal{F}\) is a \(\sigma\)-algebra of events on \(\Omega\) is a measurable algebra.

Event \(S\) holds almost everywhere (a.e.) if \(\mathbb{P}(S) = 1\). The indicator function for an event \(S\) is

\[
1_S(x) = \begin{cases} 
1, & \text{if } x \in S, \\
0, & \text{otherwise,}
\end{cases}
\]

\(\mathbb{P}\) is uniformly distributed (on a finite space) if \(\Omega\) is finite, \(\mathcal{F} = 2^\Omega\) and \(\mathbb{P}(S) = |S|/|\Omega|\) for every \(S \subseteq \Omega\).

A random object on \((\Omega, \mathcal{F}, \mathbb{P})\) is a measurable function \(X\) from measurable algebra \((\Omega, \mathcal{F})\) to measurable algebra \((\Psi, \mathcal{F}')\); elements of \(\Psi\) are objects. When \(\Psi = \mathbb{R}\) and \(\mathcal{F}'\) is the \(\sigma\)-algebra of Borel sets \(\mathbb{R}\) \(X\) is a random variable. When \(\Psi = \mathbb{R} \cup \{-\infty, \infty\}\) and \(\mathcal{F}'\) is \(\sigma\)-algebra of extended Borel sets, \(X\) is an extended random variable. (In general, we may substitute other terms for object. A random \(n\)-bit string, for instance, is a random object \(X\) where \(\Psi = \{0, 1\}^n\) and \(\mathcal{F}'\) is the power set of \(\Psi\).)

For \(S \subseteq \Psi\) denote the inverse image \(X^{-1}[S] = \{a \in \Omega : X(a) \in S\}\) by \(\{X \in S\}\). Similarly abbreviate other events determined by \(X\). For example, \(\{X = b\}\) is the event \(\{a \in \Omega : X(a) = b\}\). Also, delete superfluous parentheses whenever possible, e.g., by writing \(\mathbb{P}\{X \in S\}\) rather than \(\mathbb{P}\{\{X \in S\}\}\). For clarity, we also write

\[
\bigcap_{i<t} \{X_i \in S_i\}
\]

rather than

\[
\bigcap_{i<t} \{X_i \in S_i\}.
\]

\[1\] The set of Lebesgue measurable sets would serve as well.
A simple consequence of our definition is that
\[
\{Y \in \{X \in S\}\} = \{X \circ Y \in S\},
\]
where \(\circ\) is functional composition.

For a random object \(X: (\Omega, \mathcal{F}) \to (\Psi, \mathcal{F}')\), the probability measure \(\mathbb{P}_X\) induced by \(X\) (or the distribution of \(X\)) is
\[
\mathbb{P}_X(S) = \mathbb{P}\{X \in S\}.
\]
The \(\sigma\)-algebra induced by \(X\) (a subalgebra of \(\mathcal{F}\)) is
\[
\sigma(X) = \{\{X \in S\} : S \in \mathcal{F}'\}.
\]

Random objects \(U_i: \Omega_i \to \Psi, i \in I\), are identically distributed if they induce the same probability measure, i.e., if for all \(i \in I\), \(\mathbb{P}_{U_i} = \mathbb{P}_U\) for some fixed \(U\); we write \(U_i \sim U\) to indicate and \(U_i\) and \(U\) are identically distributed. Random objects \(U_i: (\Omega, \mathcal{F}) \to (\Psi_i, \mathcal{F}'_i), i \in I\), are independent if for all events \(S_i \in \mathcal{F}'_i, i \in I\), events \(\{U_i \in S_i\}\) are mutually independent. Random objects that are independent and identically distributed are \(\text{i.i.d.}\).

The following definition extending the notion of independent random objects is not found in standard probability texts.

**Definition.** Fix \(\beta, 0 \leq \beta \leq 1\) and let \(\alpha + \beta = 1\). Suppose \(S_i, i \in I\), are events with
\[
\mathbb{P}(S_i) = \mu_i = 1 - \nu_i.
\]
Events \(S_i\) are mutually \(\beta\)-independent if for all \(J \subseteq I\)
\[
\mathbb{P}(\bigcap_{i \in J} S_i) \leq \prod_{i \in J} (1 - \beta \nu_i) = \prod_{i \in J} (\alpha + \beta \mu_i).
\]
Random objects \(U_i: (\Omega, \mathcal{F}) \to (\Psi_i, \mathcal{F}'_i), i \in I\), are \(\beta\)-independent if for all events \(S_i \in \mathcal{F}'_i, i \in I\), events \(\{U_i \in S_i\}\) are mutually \(\beta\)-independent. If random objects \(U_i: (\Omega, \mathcal{F}) \to (\Psi, \mathcal{F}')\) are \(\beta\)-independent and identically distributed, they are \(\beta\)-\(\text{i.i.d.}\).

It is not difficult to show that 1-independence of random objects is equivalent to independence. Also, 0-independence holds in all cases.

\(\mathbb{E}[Z]\) is the expectation of a random variable \(Z\) and \(\mathbb{E}_S[Z]\) denotes \(\mathbb{E}[1_S \cdot Z]\). The change of variables formula for expectation says that when \(X: (\Omega, \mathcal{F}) \to (\Psi, \mathcal{F}')\) is a random object and \(Z\) is an extended random variable on \((\Psi, \mathcal{F}', \mathbb{P}_X)\), then
\[
\mathbb{E}[Z] = \mathbb{E}[Z \circ X].
\]
Substituting \(1_S \cdot Z\) for \(Z\) gives
\[
\mathbb{E}_S[Z] = \mathbb{E}_{\{X \in S\}}[Z \circ X]. \tag{5}
\]
The notation for expectation obscures a fundamental distinction in these two equations (and also several equations below). The expectation on the left side of each equation is with respect to \(\mathbb{P}_X\), while the one on the right side is with respect to \(\mathbb{P}\).

As usual, \(\mathbb{P}(T|S)\) is the conditional probability of an event \(T\) given event \(S\) and \(\mathbb{E}[Y|S] = \mathbb{E}_S[Y]/\mathbb{P}(S)\) is the conditional expectation of an extended random variable \(Y\) given event
When the expectations are defined. (When \( \mathbb{P}(S_i) = 0 \) we take \( \mathbb{E}[Y|S_i] \) to be 0.)

The conditional expectation \( \mathbb{E}[Y|X] \), where \( Y \) is an extended random variable on \((\Omega, \mathcal{F}, \mathbb{P})\) and \( X: (\Omega, \mathcal{F}) \to (\Psi, \mathcal{F}')\) is a random object, is an extended random variable \( Z \) on \((\Psi, \mathcal{F}', \mathbb{P}_X)\). The diagram in Figure 1 summarizes the relationship between \( Y \) and \( \mathbb{E}[Y|X] \). This diagram does not commute. Rather, \( Z \) is the random variable on \((\Psi, \mathcal{F}', \mathbb{P}_X)\) that minimizes the mean square difference between \( Y \) and \( Z \circ X \). It can be shown that such a \( Z \) exists and is obtained by first defining a measure \( \mathbb{M}(S) = \mathbb{E}_{\{X \in S\}}[Y] \) on \((\Psi, \mathcal{F}', \mathbb{P}_X)\). \( \mathbb{M} \) is absolutely continuous with respect to \( \mathbb{P}_X \) so by the Radon-Nikodym Theorem (see Ash [2]) there is a random variable \( Z \) such that \( \mathbb{M}(S) = \mathbb{E}_S[Z] \). \( Z \) is unique a.e. with respect to \( \mathbb{P}_X \); i.e., if \( \mathbb{M}(S) = \mathbb{E}_S[Z'] \) for all \( S \in \mathcal{F}' \), then \( Z = Z' \) a.e. Let \( Z = \mathbb{E}[Y|X] \). (Some texts define \( \mathbb{E}[Y|X] \) to be \( Z \circ X \) rather than \( Z \), but the more usual notation for \( Z \circ X \) is \( \mathbb{E}[Y|S] \), where \( S = \sigma(X) \), since \( \sigma(X) \) determines \( Z \circ X \) a.e.) (When \((\Omega, \mathcal{F}, \mathbb{P})\) is a discrete space (i.e., \( \Omega \) is countable and \( \mathcal{F} = 2^\Omega \)), the definition of conditional expectation simplifies: \( Z = \mathbb{E}[Y|X] \) is given by \( Z(a) = \mathbb{E}[Y|X = a] \) whenever \( \mathbb{P}\{X = a\} > 0 \) and is assigned an arbitrary value, such as 0, otherwise.)

By construction we have
\[
\mathbb{E}_{\{X \in S\}}[Y] = \mathbb{E}_S[\mathbb{E}[Y|X]]
\]
for all \( S \in \mathcal{F}' \). Taking \( S = \Omega \) gives the law of iterated expectation
\[
\mathbb{E}[Y] = \mathbb{E}[\mathbb{E}[Y|X]].
\]

Conditional expectation, like expectation, is a linear operator so for random object \( X \), random variables \( Y, Z \), and real numbers \( a, b \).

\[
\mathbb{E}[aY + bZ|X] = a \mathbb{E}[Y|X] + b \mathbb{E}[Z|X].
\]

It is also monotonic: \( Y \leq Z \) implies \( \mathbb{E}[Y|X] \leq \mathbb{E}[Z|X] \). A simple consequence of linearity and monotonicity is that when \( S = \bigcup_{i \in J} S_i \) and \( Z \geq 0 \), then
\[
\mathbb{E}_S[Z|X] \leq \sum_{i \in J} \mathbb{E}_{S_i}[Z|X]. \quad (6)
\]
3 Conditional Expectation Bounds

We prove the main results of the paper.

**Theorem 3.1.** Let $Z$ be a random variable such that $0 \leq Z \leq 1$, and

$$U_i: (\Omega, \mathcal{F}) \to (\Psi, \mathcal{F}'), i < t,$$

be identically distributed with $U_i \sim U$ for some fixed $U$. Set $W_i = \mathbb{E}[Z|U_i]$, $W = (W_0 + W_1 + \cdots + W_{t-1})$ and take any $0 < \varepsilon < 1$.

(i). If the random objects $U_i$ are independent,

$$\mathbb{E}[Z] \leq \mathbb{P}_U\{W > \varepsilon\}^t + t\varepsilon.$$

(ii). If the random objects $U_i$ are $\beta$-independent,

$$\mathbb{E}[Z] \leq (\alpha + \beta \mathbb{P}_U\{W > \varepsilon\})^t + t\varepsilon,$$

where $\alpha + \beta = 1$.

**Proof.** Let $T = \{W > \varepsilon\}$, $S_i = \{U_i \in T\}$, and $S = \bigcap_{i < t} S_i$. By the law of total expectation

$$\mathbb{E}[Z] = \mathbb{E}[Z|S] \mathbb{P}(S) + \mathbb{E}[Z|\bar{S}] \mathbb{P}(\bar{S}),$$

bound the left side of this equation as follows.

$$\mathbb{E}[Z|S] \leq 1$$

since $Z \leq 1$. Independence of the random objects $U_i$ in part (i) of the theorem implies

$$\mathbb{P}(S) = \mathbb{P}(\bigcap_{i < t} S_i) = \prod_{i < t} \mathbb{P}_{U_i}(T) = \mathbb{P}_U\{W > \varepsilon\}^t,$$

and $\beta$-independence in part (ii) implies

$$\mathbb{P}(S) \leq \prod_{i < t} (\alpha + \beta \mathbb{P}_{U_i}(T)) = (\alpha + \beta \mathbb{P}_U\{W > \varepsilon\})^t.$$

From $\bar{S} = \bigcup_{i < t} \bar{S_i}$ and (6) we have

$$\mathbb{E}[Z|\bar{S}] \mathbb{P}(\bar{S}) = \mathbb{E}_{\bar{S}}[Z] \leq \sum_{i < t} \mathbb{E}_{\bar{S_i}}[Z],$$

which by (5) is equal to

$$\sum_{i < t} \mathbb{E}_{\bar{T}}[\mathbb{E}[Z|U_i]] = \sum_{i < t} \mathbb{E}_{\{W \leq \varepsilon\}}[W_i]$$

$$= \mathbb{E}_{\{W \leq \varepsilon\}}[\sum_{i < t} W_i]$$

$$= \mathbb{E}_{\{W \leq \varepsilon\}}[tW]$$

$$\leq t\varepsilon,$$

since $\bar{S_i} = \{U_i \in \bar{T}\}$ and $\bar{T} = \{W \leq \varepsilon\}$.

Substitution into (7) completes the proof. \(\square\)
Remark. We may relax the hypotheses of Theorem 3.1 so that rather than independence in part (i), we need only require that for every event $T$,

$$\mathbb{P}\{\bigwedge_{i<t} U_i \in T\} = \prod_{i<t} \mathbb{P}\{U_i \in T\},$$

and similarly for $\beta$-independence in part (ii).

We do not use the following theorem in this paper, but it may prove useful in other contexts where the random variables $U_i$ are not identically distributed.

**Theorem 3.2.** Let $Z$ be a random variable such that $0 \leq Z \leq 1$,

$$U_i: (\Omega, \mathcal{F}) \to (\Psi, \mathcal{F}', i < t),$$

be random objects with $W_i = \mathbb{E}[Z|U_i]$, $0 < \varepsilon_i < 1$ for $i < t$, and $\varepsilon = t^{-1} \sum_{i<t} \varepsilon_i$.

(i). If the random objects $U_i$ are independent,

$$\mathbb{E}[Z] \leq \prod_{i<t} \mathbb{P}_{U_i}\{W_i > \varepsilon_i\} + t\varepsilon.$$

(ii). If the random objects $U_i$ are $\beta$-independent,

$$\mathbb{E}[Z] \leq \prod_{i<t} (\alpha + \beta \mathbb{P}_{U_i}\{W_i > \varepsilon_i\}) + t\varepsilon,$$

where $\alpha + \beta = 1$.

**Proof.** Let $T_i = \{W_i > \varepsilon_i\}$, $S_i = \{U_i \in T_i\}$, and $S = \bigcap_{i<t} S_i$. As in the previous theorem, we bound the right side of

$$\mathbb{E}[Z] = \mathbb{E}[Z|S] \mathbb{P}(S) + \mathbb{E}[Z|\overline{S}] \mathbb{P}(\overline{S}).$$

As before, $\mathbb{E}[Z|S] \leq 1$. Also, for part (i) of the theorem,

$$\mathbb{P}(S) = \mathbb{P}\left(\bigcap_{i<t} S_i\right) = \prod_{i<t} \mathbb{P}_{U_i}(T_i),$$

and for part (ii),

$$\mathbb{P}(S) \leq \prod_{i<t} (\alpha + \beta \mathbb{P}_{U_i}(T_i)).$$

We have

$$\mathbb{E}[Z|\overline{S}] \mathbb{P}(\overline{S}) \leq \sum_{i<t} \mathbb{E}_{\overline{T_i}}[Z],$$

This last summation is equal to

$$\sum_{i<t} \mathbb{E}_{\overline{T_i}}[\mathbb{E}[Z|U_i]] = \sum_{i<t} \mathbb{E}_{\{W_i \leq \varepsilon_i\}}[W_i] \leq \sum_{i<t} \varepsilon_i,$$

since $\overline{T_i} = \{U_i \in T_i\}$ and $\overline{T_i} = \{W_i \leq \varepsilon_i\}$. The theorem follows by substitution. \qed
4 Expander Graphs and $\beta$-Independence.

Theorem 4.5, the main result of this section, provides a natural construction of $\beta$-independent random objects based on hybrid expander-permutation directed graphs.

Let $A$ be a Hermitian matrix of dimension $N$ (cf. Horn and Johnson [21] for basic results concerning Hermitian matrices). $A$ has $N$ real eigenvalues. List them (with repetitions according to multiplicities) in nonincreasing order:

$$\lambda_0(A) \geq \lambda_1(A) \cdots \geq \lambda_{N-1}(A).$$

We write $\lambda_i$ rather than $\lambda_i(A)$ when matrix $A$ is clear from context. Because $A$ is Hermitian, there is an orthonormal basis $u_0, u_1, \ldots, u_{N-1} \in \mathbb{R}^n$, where $u_i$ is an eigenvector associated with eigenvalue $\lambda_i(A)$.

We consider only real-valued matrices; under this restriction, the Hermitian matrices are precisely the symmetric matrices. We also consider only real-valued vectors. We write vectors in lower case boldface and denote the transpose of vector $v$ by $v^T$, so the inner product of column vectors $v$ and $w$ is $\langle v, w \rangle = v^T \cdot w$ and $|v|^2 = \langle v, v \rangle$. The Cauchy-Schwarz inequality states that $|\langle v, w \rangle| \leq |v| |w|$.

Let $G = (V, E)$ be a $d$-regular undirected graph and $A$ be its transition matrix; i.e., $A = (a_{i,j})$, where

$$a_{i,j} = \begin{cases} 1/d, & \text{if there is an edge from vertex } i \text{ to vertex } j, \\ 0, & \text{otherwise.} \end{cases}$$

$A$ is symmetric, nonnegative, and doubly stochastic. If $G$ is connected, then $A$ is irreducible (cf. Seneta [36] for basic results concerning nonnegative matrices). By the Perron-Frobenius Theorem, the largest eigenvalue of $A$ is $\lambda_0 = 1$, the common row sum. Also, this is a simple eigenvalue so $\lambda_0 > \lambda_1$ and no other eigenvalue is larger in magnitude than $\lambda_0$; it follows that $\lambda_{N-1} \geq -1$. If $G$ is not bipartite, then $\lambda_{N-1} > -1$. Under these conditions, define $\alpha = \alpha(A)$ to be the second largest eigenvalue magnitude of $A$, and $\beta$ to be the spectral gap of $A$, i.e., the difference between the largest and second largest eigenvalue magnitudes. That is,

$$\alpha = \max(|\lambda_1(A)|, |\lambda_{N-1}(A)|)$$

$$\beta = 1 - \alpha$$

**Definition.** A connected, non-bipartite graph $G = (V, E)$ is an $(N, d, \alpha)$-expander graph if $|V| = N$, $G$ is $d$-regular, and the second largest eigenvalue magnitude of its transition matrix is at most $\alpha$.

For the remainder of the section, $A$ is the transition matrix for an $(N, d, \alpha)$-expander graph $G$, $\alpha + \beta = 1$, and vectors $u_0, u_1, \ldots, u_{N-1} \in \mathbb{R}^n$ form an orthonormal basis, where $u_i$ is an eigenvector associated with eigenvalue $\lambda_i(A)$. We take $u_0$ to be $N^{-1/2}(1, 1, \ldots, 1)^T$.

For reference, we collect a few simple facts.

**Proposition 4.1.** Let $V_0$ be the subspace of $\mathbb{R}^n$ spanned by $u_0$ and $V_1$ its orthogonal space, the subspace spanned by $u_1, \ldots, u_{N-1}$.

(i). $V_0$ and $V_1$ are invariant under the action of $A$. 
(ii). Every vector \( \mathbf{w} \in \mathbb{R}^n \) can be decomposed as a sum of two vectors \( \mathbf{w} = \mathbf{x} + \mathbf{y} \) where \( \mathbf{x} \in V_0 \) and \( \mathbf{y} \in V_1 \).

(iii). If \( \mathbf{x} \in V_0 \), then \( A\mathbf{x} = \mathbf{x} \). If \( \mathbf{y} \in V_1 \), then \( |A\mathbf{y}| \leq \alpha|\mathbf{y}| \).

**Definition.** The projection matrix for set \( S \subseteq \{0,1,\ldots,N-1\} \) is the matrix \( \mathbf{P} = (p_{i,j}) \) where \( p_{i,i} = 1 \) if \( i \in S \) and all other entries \( p_{i,j} \) are 0.

Applying \( \mathbf{P} \) to a vector zeros out any coordinate in a position \( i \notin S \) so, in particular, \( |\mathbf{P}\mathbf{u}_0|^2 = |S|/N \).

**Lemma 4.2.** Let \( \mathbf{A}, \quad N, \quad d, \quad \alpha, \) and \( \beta \) be as above. Take projection matrices \( \mathbf{P} \) and \( \mathbf{P}' \) for \( S \) and \( S' \subseteq \{0,1,\ldots,N-1\} \) and set \( \mu = |S|/N, \mu' = |S'|/N \). Then for all vectors \( \mathbf{v} \)

\[
|\mathbf{P}\mathbf{P}'\mathbf{v}| \leq (\alpha + \beta \mu)^{1/2} (\alpha + \beta \mu')^{1/2} |\mathbf{v}|
\]

**Proof.** Observe that

\[
|\mathbf{P}\mathbf{P}'\mathbf{v}| = \langle \mathbf{u}, \mathbf{P}\mathbf{P}'\mathbf{v} \rangle.
\]

where \( \mathbf{u} \) is a unit vector parallel to \( \mathbf{P}\mathbf{P}'\mathbf{v} \). Put \( \mathbf{w} = \mathbf{P}\mathbf{u}, \mathbf{w}' = \mathbf{P}'\mathbf{v} \), and note that

\[
\langle \mathbf{u}, \mathbf{P}\mathbf{P}'\mathbf{v} \rangle = \langle \mathbf{P}\mathbf{u}, \mathbf{A}\mathbf{P}'\mathbf{v} \rangle = \langle \mathbf{w}, \mathbf{A}\mathbf{w}' \rangle.
\]

Decompose \( \mathbf{w} = \mathbf{x} + \mathbf{y} \) and \( \mathbf{w}' = \mathbf{x}' + \mathbf{y}' \) as in Proposition 4.1 ii). From bilinearity of the inner product,

\[
\langle \mathbf{w}, \mathbf{A}\mathbf{w}' \rangle = \langle \mathbf{x}, \mathbf{A}\mathbf{x}' \rangle + \langle \mathbf{x}, \mathbf{A}\mathbf{y}' \rangle + \langle \mathbf{y}, \mathbf{A}\mathbf{x}' \rangle + \langle \mathbf{y}, \mathbf{A}\mathbf{y}' \rangle.
\]

Proposition 4.1 implies \( \langle \mathbf{x}, \mathbf{A}\mathbf{y}' \rangle = \langle \mathbf{y}, \mathbf{A}\mathbf{x}' \rangle = 0 \), \( \langle \mathbf{x}, \mathbf{A}\mathbf{x}' \rangle = \langle \mathbf{x}, \mathbf{x}' \rangle = |\mathbf{x}| |\mathbf{x}'| \), and \( \langle \mathbf{y}, \mathbf{A}\mathbf{y}' \rangle \leq |\mathbf{y}| |\mathbf{y}'| \leq \alpha |\mathbf{y}| |\mathbf{y}'| \), so

\[
\langle \mathbf{w}, \mathbf{A}\mathbf{w}' \rangle \leq |\mathbf{x}| |\mathbf{x}'| + \alpha |\mathbf{y}| |\mathbf{y}'|.
\]

By the Cauchy-Schwarz inequality

\[
|\mathbf{x}| |\mathbf{x}'| + \alpha |\mathbf{y}| |\mathbf{y}'| \leq (|\mathbf{x}|^2 + |\mathbf{y}|^2)^{1/2} (|\mathbf{x}'|^2 + |\mathbf{y}'|^2)^{1/2} = |\mathbf{w}| |\mathbf{w}'|
\]

so \( |\mathbf{y}| |\mathbf{y}'| \leq |\mathbf{w}| |\mathbf{w}'| - |\mathbf{x}| |\mathbf{x}'| \). Thus,

\[
|\mathbf{x}| |\mathbf{x}'| + \alpha |\mathbf{y}| |\mathbf{y}'| \leq |\mathbf{x}| |\mathbf{x}'| + \alpha (|\mathbf{w}| |\mathbf{w}'| - |\mathbf{x}| |\mathbf{x}'|)
= \alpha |\mathbf{w}| |\mathbf{w}'| + \beta |\mathbf{x}| |\mathbf{x}'|.
\]

Clearly, \( |\mathbf{w}| = |\mathbf{P}\mathbf{u}_0| \leq |\mathbf{u}_0| = 1 \) and \( |\mathbf{w}'| = |\mathbf{P}'\mathbf{v}| \leq |\mathbf{v}| \).

Now \( \langle \mathbf{u}_0, \mathbf{w} \rangle = \langle \mathbf{u}_0, \mathbf{x} \rangle + \langle \mathbf{u}_0, \mathbf{y} \rangle = |\mathbf{u}_0| |\mathbf{x}| = |\mathbf{x}| \). But \( \langle \mathbf{u}_0, \mathbf{w} \rangle = \langle \mathbf{u}_0, \mathbf{P}\mathbf{u}_0 \rangle = \langle \mathbf{P}\mathbf{u}_0, \mathbf{u} \rangle \leq |\mathbf{P}\mathbf{u}_0| |\mathbf{u}| = \mu^{1/2} |\mathbf{u}| \), so \( |\mathbf{x}| \leq \mu^{-1/2} |\mathbf{u}| \).

Also, \( \langle \mathbf{u}_0, \mathbf{w}' \rangle = \langle \mathbf{u}_0, \mathbf{x}' \rangle + \langle \mathbf{u}_0, \mathbf{y}' \rangle = |\mathbf{u}_0| |\mathbf{x}'| = |\mathbf{x}'| \). But \( \langle \mathbf{u}_0, \mathbf{w}' \rangle = \langle \mathbf{u}_0, \mathbf{P}'\mathbf{v} \rangle = \langle \mathbf{P}'\mathbf{u}_0, \mathbf{v} \rangle \leq |\mathbf{P}'\mathbf{u}_0| |\mathbf{v}| = \mu^{1/2} |\mathbf{v}| \), so \( |\mathbf{x}'| \leq \mu^{-1/2} |\mathbf{v}| \). This shows

\[
\alpha |\mathbf{w}| |\mathbf{w}'| + \beta |\mathbf{x}| |\mathbf{x}'| \leq \alpha |\mathbf{v}| + \beta (\mu \mu')^{1/2} |\mathbf{v}|.
\]

Hence, we can conclude

\[
|\mathbf{P}\mathbf{P}'\mathbf{v}| = \langle \mathbf{u}, \mathbf{P}\mathbf{P}'\mathbf{v} \rangle \leq (\alpha + \beta (\mu \mu')^{1/2}) |\mathbf{v}|.
\]
By the Cauchy-Schwarz inequality,
\[ \alpha + \beta (\mu \mu')^{1/2} = \alpha^{1/2} \alpha^{1/2} + (\beta \mu)^{1/2}(\beta \mu')^{1/2} \leq (\alpha + \beta \mu)^{1/2}(\alpha + \beta \mu')^{1/2}, \]
which completes the proof.

Random walks on expander graph construction give rise to \( \beta \)-i.i.d. random objects.

In the simplest case we take an \((N, d, \alpha)\)-expander graph \( G = (V, E) \) with \( \alpha + \beta = 1 \) and an integer \( t \geq 0 \). A \( t \)-walk on \( G \) is a \((t + 1)\)-tuple \( y' = (y_0, y_1, \ldots, y_t) \) of (not necessarily distinct) vertices such that \( \{y_i, y_{i+1}\} \in E \) for \( i < t \). Let \( \Omega \) be the set of all \( t \)-walks on \( G \) and \( \mathbb{P} \) be the uniform probability measure on \( \Omega \). We shall see that the projection functions \( U_i \), defined by \( U_i(y') = y_i \) are \( \beta \)-independent. We could, of course, just take the projection functions defined in the same way on the Cartesian product \( V^{t+1} \), but this would entail a considerable increase in the number of bits needed to represent a sample point. We know that \( |\Omega| = N d^t \) because we generate each \( t \)-walk in a unique way by picking an initial vertex \( y_0 \) from \( V \) and then choosing each successive vertex \( y_{i+1} \) by traversing one of the \( d \) edges incident with \( y_i \). On the other hand, \( |V^{t+1}| = N^{t+1} \). Hence, representing a point in \( \Omega \) requires \([\lg N] + t \lg d \) bits while representing a point in \( V^{t+1} \) require \((t + 1)[\lg N] \) bits.

Now we generalize this scheme. Let \( F \) be a permutation on \( V \). Define \( E' \) to be the composition of \( F \) and the edge relation \( E \); i.e.,
\[ E' = F \circ E = \{(u, F(v)) \mid \{u, v\} \in E\} \]
giving a directed graph \( G' = (V, E') \) (possibly with loops). (Goldreich et al. use \( E' = E \circ F \).) \( G' \) is a \( d \)-regular directed graph in the sense that every vertex has both indegree and outdegree \( d \). Let \( \Omega \) be the set of directed \( t \)-walks \( y' = (y_0, y_1, \ldots, y_t) \), where \( \{y_i, y_{i+1}\} \in E' \) for \( i < t \), \( \mathbb{P} \) be the uniform probability measure on \( \Omega \), and \( U_i(y') = y_i \). Theorem \ref{thm:beta-independence} below shows that the projection functions \( U_i \) are \( \beta \)-independent. Before proving this, we need some preliminary results.

If \( G \) has transition matrix \( A \), then \( G' \) has transition matrix \( A' = AB \), where \( B \) is the permutation matrix for \( F \) (i.e., the \((i, j)\) entry of \( B \) is 1 if \( F(i) = j \) and 0 otherwise).

**Corollary 4.3.** Let \( A \) be the transition matrix for an \((N, d, \alpha)\)-expander graph with \( \alpha + \beta = 1 \) and \( A' = AB \), where \( B \) is a permutation matrix. Also let \( P \) and \( P' \) be projection matrices for \( S \) and \( S' \subseteq \{0, 1, \ldots, N - 1\} \) with \( \mu = |S|/N \) and \( \mu' = |S'|/N \). Then
\[ |v^T P A' P'| \leq |v^T| (\alpha + \beta \mu)^{1/2}(\alpha + \beta \mu')^{1/2}. \]

**Proof.** We have
\[
\begin{align*}
PA'P' &= PABP' \\
&= PA(BP'B^{-1})B \\
&= PAB,
\end{align*}
\]

\footnote{Some sources assert that since \( F \) is a permutation, \( G \) and \( G' \) have the same mixing properties. This is true, but since the adjacency matrix of \( G \) is not Hermitian, this assertion does not follow directly.}
where \( \mathbf{P''} = \mathbf{BP'B}^{-1} \). It is easy to see that \( \mathbf{P''} \) is the projection matrix for \( F^{-1}[S'] \). Now \( |F^{-1}[S']|/N = |S'|/N = \mu' \), so by Lemma 4.2
\[
|\mathbf{PAP''v}| \leq (\alpha + \beta \mu)^{1/2}(\alpha + \beta \mu')^{1/2}|v|.
\]
Thus, since \( \mathbf{B} \) is a permutation matrix,
\[
|\mathbf{vPA'P'}| = |\mathbf{vPAP''B}|
\leq |\mathbf{v}|(\alpha + \beta \mu)^{1/2}(\alpha + \beta \mu')^{1/2}.
\]
\[ \square \]

\( A' \) represents a step of a random walk on \( S' \). When it acts on a row vector representing a probability distribution on \( V \), the result is the succeeding probability distribution along the random walk. \( A' \) may also act on an improper probability distribution (i.e., one whose coordinates are nonnegative and sum to at most 1). Fix \( t \) and let \( S \) be a set of \( t \)-walks. The terminal probability vector \( \mathbf{v} \) of \( S \) is a row vector \( (p_0, p_1, \ldots, p_{N-1}) \) formed by partitioning \( S \) into events \( S_j = S \cap \{U_t = j\} \), for each vertex \( j \in V \) and setting \( p_j = \mathbb{P}(S_j) \). This is an improper probability distribution whose coordinates sum to \( \mathbb{P}(S) \). The action of \( A' \) on \( \mathbf{v} \) results in another improper probability distribution characterized in the following lemma. Here the truncation function \( Y \) is given by
\[
Y(y_0, y_1, \ldots, y_{t-1}) = (y_0, y_1, \ldots, y_{t-1}).
\]

**Lemma 4.4.** Let \( A' \) be a transition matrix for some \( d \)-regular directed graph. Let \( \Omega \) and \( \Psi \) be the the sets of directed \( t \)-walks and \((t-1)\)-walks, and \( \mathbb{P} \) and \( \mathbb{P}' \) be the uniform probability measures on \( \Omega \) and \( \Psi \), respectively. Note that \( Y : \Omega \to \Psi \) is a random object on \((\Omega, \mathbb{P})\). Let \( S' \subseteq \Psi \) and \( S = \{Y \in S'\} \). Then \( \mathbb{P}(S) = \mathbb{P}'(S') \) and \( \mathbf{v} = \mathbf{v}'A' \), where \( \mathbf{v} \) and \( \mathbf{v}' \) are the terminal probability vectors for \( S \) and \( S' \), respectively.

The proof is straightforward.

We come now to the main result of this section giving the construction of \( \beta \)-independent random objects.

**Theorem 4.5.** Let \( S = (V, E), (N, d, \alpha) \) and \( \beta \) be as above. Given \( F \), a permutation on \( V \), form directed graph \( S' = (V, E') \) with \( E' = F \circ E \). Let \( \Omega \) be the set of all directed \( t \)-walks in \( S' \) and \( \mathbb{P} \) be the uniform probability measure on \( \Omega \). Then the projection functions \( U_i \) are \( \beta \)-independent random objects on \((\Omega, \mathbb{P})\).

**Proof.** We need to show that for all \( S_i \subseteq V, i \leq t \),
\[
\mathbb{P}\{\bigwedge_{i \leq t} U_i \in S_i\} \leq \prod_{i \leq t} (\alpha + \beta \mu_i), \tag{9}
\]
where \( \mu_i = \mathbb{P}\{U_i \in S_i\} \).

We claim that it is enough to show this in the special case where \( S_0 = S_t = V \). In this case \( \{U_0 \in S_0\} = \{U_t \in S_t\} = \Omega, \mu_0 = \mu_t = 1, \) and \( \alpha + \beta \mu_0 = \alpha + \beta \mu_t = 1 \). In effect, this eliminates constraints on the initial and terminal vertices of walks. Then (assuming \( t > 2 \)) we may delete the initial and terminal vertices to obtain \( \mathbb{P}' \) for \((t-2)\)-walks rather than \( t \)-walks. That is, letting \( \mathbb{P}' \) be the uniform measure on the set of \((t-2)\)-walks,
\[
\mathbb{P}'\{\bigwedge_{1 \leq i \leq t-1} U_i \in S_i\} = \mathbb{P}\{\bigwedge_{0 \leq i \leq t} U_i \in S_i\} = \prod_{1 \leq i \leq t-1} (\alpha + \beta \mu_i).
\]
Put \( u = n^{-1}(1, 1, \ldots, 1) \), let \( A' \) be the transition matrix for \( G' \), and \( P_i \) be the projection matrices for \( S_i \) for \( i \leq t \).

By induction on \( t \), the terminal probability vector for
\[
\{ \bigwedge_{i \leq t} U_{i} \in S_{i} \}
\]  
(10)
in the space of \( t \)-walks on \( G' \) is
\[
u P_0 A' P_1 \cdots P_{t-1} A' P_t.\]  
(11)

For the base step, \( u \) is the uniform probability distribution and \( u P_0 \) is the terminal probability vector for \( \{ U_0 \in S_0 \} \) in the space of 0-walks since multiplication by the projection matrix \( P_0 \) selects precisely the coordinates at positions \( i \in S_0 \).

Now suppose the terminal probability vector for \( S' = \{ \bigwedge_{i \leq t-1} U_{i} \in S_{i} \} \) (in the space of \( (t-1) \)-walks) is given by
\[
u P_0 A' P_1 \cdots P_{t-2} A' P_{t-1}.\]

Following Lemma 4.4, compute the terminal probability vector of \( \{ Y \in S' \} \), the set of length 1 extensions of walks in \( S' \), by multiplying by \( A' \). Then select the \( t \)-walks with terminal vertices in \( S_t \) by multiplying by \( P_t \). This gives (11) as the terminal probability vector of (10) and completes the induction proof.

We may rewrite (11) as
\[
u (P_0 A' P_1)(P_1 A' P_2) \cdots (P_{t-1} A' P_t)
\]
since \( P_i P_i = P_i \) for \( 1 \leq i \leq t-1 \). By Corollary 4.3, multiplication by \( P_i A' P_{i+1} \) changes the magnitude of a vector by at most a factor of \((\alpha + \beta \mu_i)^{1/2}(\alpha + \beta \mu_{i+1})^{1/2}\), so (11) is bounded in magnitude by
\[
|u| \prod_{i \leq t-1} (\alpha + \beta \mu_i)^{1/2}(\alpha + \beta \mu_{i+1})^{1/2}
\]
which is equal to
\[
|u| (\alpha + \beta \mu_0)^{1/2}(\alpha + \beta \mu_t)^{1/2} \prod_{1 \leq i \leq t-1} (\alpha + \beta \mu_i).
\]

By assumption, \( \alpha + \beta \mu_0 = \alpha + \beta \mu_t = 1 \), so we can further simplify this to
\[
|u| \prod_{i \leq t} (\alpha + \beta \mu_i).
\]

Finally, compute the probability of (10) by summing the coordinates of its terminal probability vector (11); we do this by taking the inner product of (10) with the vector \( v = (1, 1, \ldots, 1)^T \). The result is bounded in magnitude by
\[
|u| |v| \prod_{i \leq t} (\alpha + \beta \mu_i).
\]

But \( |u| = n^{-1/2} \) and \( |v| = n^{1/2} \), so we have established (9).
5 Invertibility and One-Way Functions

In this section we present definitions and notation concerning one-way functions.

For a set $S$, let $I_S$ be the identity function on $S$. Consider functions $F: S \to T$ and $G: T \to S$. We say $G$ is a right inverse of $F$ if $F \circ G = I_T$ and is a left inverse of $F$ if $G \circ F = I_S$.  

It is useful to extend these notions to partial functions. A partial function $F$ from $S$ to $T$ (written $F: S \rightharpoonup T$) is a function that maps a subset of $S$ (the domain of $F$, denoted $\text{dom}(F)$) onto a subset of of $T$ (the range of $F$, denoted $\text{ran}(F)$). If $F: S \rightharpoonup T$ and $G: T \rightharpoonup U$, the composition of $F$ and $G$, written $G \circ F$, is a partial function from $S$ to $U$ that maps $s$ to $u$ if there is a $t$ such that $F(s) = t$ and $G(t) = u$. For partial functions $F: S \rightharpoonup T$ and $G: T \rightharpoonup S$, $G$ is a partial right inverse of $F$ if $F \circ G = I_{\text{ran}(F)}$ and is a partial left inverse of $F$ if $G \circ F = I_{\text{dom}(F)}$.

Like functions, partial functions are injective if and only if they have a (partial) left inverse. Unlike functions, which are surjective if and only if they have a left inverse, partial functions always have a partial right inverse. In cryptography, invertibility almost always refers to existence of an efficiently computable partial right inverse of some kind.

To make precise the notion of an efficiently computable partial right inverse we need probabilistic computation and, in particular, the concept of negligibility. Let $\varphi(n)$ be a proposition concerning the natural numbers $n \in \mathbb{N} = \{0, 1, 2, \ldots\}$. We say that $\varphi(n)$ holds infinitely often, and write $\varphi(n)$ i.o. or $(\exists^\infty n) \varphi(n)$, if

$$\forall m \ (\exists n \geq m) \varphi(n).$$

We say that $\varphi(n)$ holds almost always, and write $\varphi(n)$ a.a. or $(\forall^\infty n) \varphi(n)$, if

$$\exists m \ (\forall n \geq m) \varphi(n).$$

$\exists^\infty$ and $\forall^\infty$ are dual quantifiers: $\lnot (\exists^\infty n) \varphi(n)$ is equivalent to $(\forall^\infty n) \lnot \varphi(n)$ and $\lnot (\forall^\infty n) \varphi(n)$ is equivalent to $(\exists^\infty n) \lnot \varphi(n)$. It is helpful to keep this in mind when negating statements.

A function $p: \mathbb{N} \to \mathbb{R}^+$ is negligible if $p(n) = n^{-\omega(1)}$, i.e.,

$$(\forall c > 0) \ (\forall^\infty n) \ (p(n) \leq n^{-c}).$$

(Some sources use the term superpolynomially small rather than negligible.)

In contrast, $p$ is significant if $p(n) = n^{-O(1)}$, i.e.,

$$(\exists c > 0) \ (\forall^\infty n) \ (p(n) \geq n^{-c}).$$

($\mathbb{R}^+$ is the set of nonnegative reals.) The term negligible is standard in cryptography; the term significant is not.

Write $p(n) \approx q(n)$ if $|p(n) - q(n)|$ is negligible. Write $q(n) \gg p(n)$, or $p(n) \ll q(n)$, if $q(n) - p(n)$ is significant.

---

3 Other common terms for left inverse are retract and retraction. Other common terms for right inverse are coretraction and section.

4 The existence of partial right inverses for partial functions is equivalent to the Axiom of Choice. This is almost the same result as Axiom of Choice equivalent AC 5 in Rubin and Rubin [35], which says that the existence of right inverses for onto functions is equivalent to the Axiom of Choice.
Clearly, \( \approx \) is an equivalence relation on the set of functions from \( \mathbb{N} \) to \( \mathbb{R}^+ \). Also, \( \gg \) is irreflexive and transitive. It is easy to see that \( \approx \) is a congruence with respect to \( \gg \); i.e., if \( p(n) \approx p'(n) \) and \( q(n) \approx q'(n) \), then \( p(n) \gg q(n) \) if and only if \( p'(n) \gg q'(n) \).

Let \( F \) be a function from \( \{0, 1\}^\ast \) to \( \{0, 1\}^\ast \). Define the auxiliary function of \( F \) to be \( F(x) = (1^{|x|}, F(x)) \), where \( 1^{|x|} \) is the unary representation of the input length. Auxiliary functions are convenient when defining weakly and strongly one-way functions because they make public to an adversary attempting to invert \( F \) information about the length of a preimage. It is reasonable to suppose that an adversary would have this information.

We will take a probabilistic approach where the arguments of \( F \) are uniformly distributed random bit strings \( X_n \in \{0, 1\}^n \) and \( Y_n = F(X_n) \). \( Y_n \) may not be uniformly distributed; indeed, it need not have a fixed length for a given \( n \).

We require another modification: a probabilistic adversary. Thus, the adversary attempting to find \( X_n \) such that \( F(X_n) = (1^n, Y_n) \) is a p.p.t. partial function \( G(1^n, Y_n, R_n) \) computable in time polynomial in \( |(1^n, Y_n)| \), where \( R_n \) is a random bit string independent of \( X_n \). We may assume that \( R_n \) is uniformly distributed on \( \{0, 1\}^q(n) \) for some polynomial \( q(n) \).

For each \( n > 0 \) and polynomial \( q(n) \), \( (1^n, Y_n, R_n) \) is a random vector and \( P_{(1^n, Y_n, R_n)} \), denoted for the sake of simplicity as \( P^n \), is an induced probability measure on \( \Psi = \{1\}^\ast \times \{0, 1\}^n \). (Strictly speaking, this notation should specify the particular polynomial \( q(n) \) used.) In the definitions below the function \( I(1^n, y, r) = (1^n, y) \) acts as an identity function when the adversary is the p.p.t. function \( G \).

**Definition.** A polynomial time computable function \( F : \{0, 1\}^\ast \rightarrow \{0, 1\}^\ast \) is a **weakly one-way function** if

\[
(\exists \delta \gg 0) (\forall \text{p.p.t. } G) \left( P^n \{ F \circ G = I \} \leq 1 - \delta \right),
\]

or equivalently, there is a \( c > 0 \) such that for all p.p.t. \( G \), \( P^n \{ F \circ G = I \} \leq 1 - n^{-c} \) a.a.

A polynomial time computable function \( F \) is a **strongly one-way function** if

\[
(\forall \text{p.p.t. } G) \left( P^n \{ F \circ G = I \} \approx 0 \right),
\]

or equivalently, for all \( c > 0 \) and all p.p.t. \( G \), \( P^n \{ F \circ G = I \} \leq n^{-c} \) a.a. If, in addition to either of the conditions above, \( F \) is a length-preserving permutation (i.e., it is a bijection on \( \{0, 1\}^n \) when restricted to strings of length \( n \)), we say it is a **weakly or strongly one-way permutation**.

**Remark.** The notation used in this paper differs from the notation used in other sources. A typical definition (similar to the one found in [13]) says that \( F \) is weakly one-way if there is a \( c > 0 \) such that for every p.p.t. \( G \) and all large \( n \),

\[
P\{G(1^n, F(x)) \notin F^{-1}F(x)\} > n^{-c}
\]

where the probability is taken uniformly over \( x \in \{0, 1\}^n \) and the random bits used by \( G \). This is equivalent to the definition above.

Given \( F \) and \( G \) as above, let

\[
W = P^n \{ F \circ G = I \}.
\]
$W(1^n, y)$ is the probability that $\overline{G}$ successfully finds a length $n$ inverse of $y$. Taking the conditional probability with respect to $I$ averages over the random bit strings used by $\overline{G}$. Using this notation, we may prove a standard amplification result which yields a useful tail bound for $W$ when $F$ is a weakly one-way function \cite{15, 13}.

**Proposition 5.1.** Let $F$ be an auxiliary function and $\overline{G}$ be a randomized partial function with $W = \mathbb{P}^n \{ F \circ \overline{G} = I \}$. 

(i). Let $\overline{G}'$ be the randomized partial function computed by independently computing $\overline{G}$ $k$ times on a given input $(1^n, y)$ (with fresh random bits each time) and returning the first value $x$ such that $F(x) = (1^n, y)$ (if there is such a value). Let $W' = \mathbb{P}^n \{ F \circ \overline{G}' = I \}$. Then for any $0 < \varepsilon < 1$,

$$\mathbb{P}^n_I \{ W > \varepsilon \} = \mathbb{P}^n_I \{ W' > 1 - (1 - \varepsilon)^k \}.$$

(ii). If $F$ is a weakly one-way function where for every p.p.t. $\overline{G}$, $\mathbb{P}^n \{ F \circ \overline{G} = I \} \leq 1 - \delta$, and $\varepsilon = \varepsilon(n)$ and $\delta = \delta(n)$ are significant, then

$$\mathbb{P}^n_I \{ W > \varepsilon \} \ll 1 - \delta/2.$$

*Proof.* Fix a value $(1^n, y)$ in the range of $F$. $W(1^n, y) > \varepsilon$ asserts that the probability that $F \circ \overline{G}(1^n, y) = (1^n, y)$ is greater than $\varepsilon$ or, equivalently, the probability that $F \circ \overline{G}(1^n, y) \neq (1^n, y)$ is less than $1 - \varepsilon$. This happens if and only if the probability that $k$ independent computations of $F \circ \overline{G}(1^n, y)$ fail to yield $(1^n, y)$ is less than $(1 - \varepsilon)^k$; and this happens if and only if $W'(1^n, y) > 1 - (1 - \varepsilon)^k$. This proves part (i).

Now suppose $\varepsilon$ is significant. There is an integer $d$ such that $\varepsilon > n^{-d}$ a.a. In (i) take $k = n^{d+1}$ so almost always

$$\mathbb{P}^n_I \{ W > \varepsilon \} = \mathbb{P}^n_I \{ W' > 1 - (1 - \varepsilon)^k \} \leq \mathbb{P}^n_I \{ W' > 1 - (1 - n^{-d})^{n^{d+1}} \} \leq \mathbb{P}^n_I \{ W' > 1 - e^{-n} \}.$$

By Markov’s inequality and the weakly one-way assumption, we have almost always

$$\mathbb{P}^n_I \{ W' > 1 - e^{-n} \} \leq \mathbb{E}[W']/(1 - e^{-n}) \leq (1 - \delta)/(1 - e^{-n}) = 1 - \delta + e^{-n}(1 - \delta)/(1 - e^{-n}) \leq 1 - \delta + e^{-n} \ll 1 - \delta/2,$$

from which (ii) follows. $\square$

We often deal with partial functions defined only on arguments of certain prescribed lengths. The following technical result shows that under certain circumstances we can obtain weakly and strongly one-way functions (and permutations) from hard-to-invert partial functions by filling in undefined values.
Proposition 5.2. Let $F: \{0,1\}^* \rightarrow \{0,1\}^*$ be polynomial time computable with domain $\bigcup_{m \geq 0} \{0,1\}^{\tau(m)}$, where $\tau(m)$ is strictly increasing, computable in time polynomial in $m$, and for some $k > 0$, $\tau(m+1) \leq \tau(m)^k$. Define $F'(x)$ on strings $x$ of length $n$ as follows. Let $m$ be the largest integer such that $\tau(m) \leq n$, put $x = x'z$ where $|x'| = \tau(m)$, and set $F'(x) = F(x')z$ (the concatenation of $F(x')$ and $z$).

(i). If there is a $c > 0$ such that for all p.p.t. $\overline{G}$, $\mathbb{P}^{\tau(m)}\{\overline{F} \circ \overline{G} = 1\} \leq 1 - \tau(m)^{-c}$ a.a., then $F'$ is a weakly one-way function.

(ii). If for all $c > 0$ and all p.p.t. $\overline{G}$, $\mathbb{P}^{\tau(m)}\{\overline{F} \circ \overline{G} = 1\} \leq \tau(m)^{-c}$ a.a., then $F'$ is strongly one-way.

(iii). If for every $m \geq 0$, $F$ is a permutation (i.e., its restriction to each domain $\{0,1\}^{\tau(m)}$ is a bijection), then $F'$ is also a permutation.

Proof. Part (iii) is obvious.

For parts (i) and (ii) we derive an upper bound for $\mathbb{P}^n\{\overline{F}' \circ \overline{G}' = 1\}$, where $\overline{G}'$ is an arbitrary p.p.t. function.

From $\overline{G}$ construct a p.p.t. function $\overline{G}$ that attempts to invert $\overline{F}$ as follows on input $(1^{\tau(m)}, y)$. It takes successive values of $n$ in the interval $\tau(m) \leq n < \tau(m + 1)$, each time choosing a random bit string $z$ of length $n - \tau(m)$ and applying $\overline{G}$ to $(1^n, yz)$; if the result is of the form $xz$ and $F(x) = y$, it returns the value $x$ and terminates the computation.

In (i) of the proposition, there is a $c > 0$ such that

$$\mathbb{P}^{\tau(m)}\{\overline{F} \circ \overline{G} = 1\} \leq 1 - \tau(m)^{-c} \text{ a.a.}$$

$\overline{G}$ finds an inverse image $x$ (with respect to $\overline{F}$) of $(1^{\tau(m)}, y)$ only if there is an $n$ in the range $\tau(m) \leq n < \tau(m + 1)$ such that $\overline{G}'$ finds an inverse image $xz$ of $(1^n, yz)$. But

$$1 - \tau(m)^{-c} \leq 1 - n^{-c},$$

so

$$\mathbb{P}^n\{\overline{F}' \circ \overline{G}' = 1\} \leq 1 - n^{-c} \text{ a.a.}$$

Therefore, $F'$ is a weakly one-way function.

In part (ii) of the proposition, for all $c > 0$ and all p.p.t. $\overline{G}$,

$$\mathbb{P}^{\tau(m)}\{\overline{F} \circ \overline{G} = 1\} \leq \tau(m)^{-c} \text{ a.a.}$$

Again, $\overline{G}$ finds an inverse $x$ of $(1^{\tau(m)}, y)$ only if there is an $n$ in the range $\tau(m) \leq n < \tau(m + 1)$ such that $\overline{G}'$ finds an inverse $xz$ of $(1^n, yz)$. But $n < \tau(m + 1) \leq \tau(m)^k$ a.a., so

$$\mathbb{P}^n\{\overline{F}' \circ \overline{G}' = 1\} \leq n^{-c/k} \text{ a.a.}$$

and, therefore, $F'$ is a strongly one-way function. \qed

6 From Weakly to Strongly One-Way.

We now show that the existence of a weakly one-way function implies the existence of a strongly one-way function. As noted in the introduction, the first published proof \cite{13} implicitly defines a reduction $(\mathcal{R}, \mathcal{R}^*)$ between function inversion problems. We are in a position to give a more accurate account of $\mathcal{R}$ and $\mathcal{R}^*$. 
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Recall that from $F$ we define $F'$ by

$$F'(x_0x_1 \cdots x_{t-1}) = (F(x_0), F(x_1), \ldots, F(x_{t-1}))$$

where $t = t(n)$ is a polynomially bounded function and $|x_i| = n$ for all $i$. This defines $F'$ only for inputs $x' = x_0x_1 \cdots x_{t-1}$ of length $nt(n)$, but the Proposition 5.2 allows us to extend $F'$ to a total function. It is convenient to view $R$ as a polynomial time oracle Turing machine that computes the auxiliary function $F'$ by making queries to evaluate $F$ at $x_0, x_1, \ldots, x_{t-1}$. Similarly, $R^*$ is a probabilistic polynomial time oracle Turing machine that computes $G$ by making queries to evaluate the function $F$ and the randomized function $G'$ at various values.

We now show how the probability inequality in Theorem 3.1(i) figures in Goldreich’s proof [13].

**Theorem 6.1.** Suppose $F$ is a weakly one-way function, so that for some integer $c > 0$,

$$(\forall \text{ p.p.t. } G) \left( \Pr^n \{ F \circ G = I \} \leq 1 - n^{-c} \text{ a.a.} \right).$$

Then $F'$, defined as above with $t = n^{c+1}$, is a strongly one-way function.

**Proof.** Take an arbitrary p.p.t. $G'$. By Proposition 5.2(ii) it is enough to show that for all $d > 0$,

$$\Pr^{nt} \{ F' \circ G' = I \} \leq (nt)^{-d} \text{ a.a.}$$

Let $Z = \Pr^{nt} \{ F' \circ G' = I \}$ so $\mathbb{E}[Z] = \Pr^{nt} \{ F' \circ G' = I \}$ by the law of iterated expectation.

$R^*$ computes a randomized function $G$ which attempts to find the inverse of $F$ at $(1^n, y)$ as follows.

1. $R^*$ forms $y = (y_0, y_1, \ldots, y_{t-1})$ by choosing a random $i < t$ and setting $y_i = y$; then generating random $x'_j \in \{0, 1\}^n$ for each $j \neq i$ and putting $y_j = F(x'_j)$. (Here it queries the $F$ oracle).

2. It queries the $G'$ oracle on $(1^{nt}, y)$ and receives an answer $x_0x_1 \cdots x_{t-1}$, where $|x_j| = n$.

3. It checks that $F(x_j) = y_j$ for all $j < t$ (again, by querying the $F$ oracle) and, if so, returns $x_i$; otherwise, the function is undefined.

When this procedure returns a value $x_i$, $(1^n, y) = F(x_i)$.

Define $U_i(1^{nt}, y) = (1^n, y_i)$. The random objects $U_i$ are i.i.d. The probability that $G'$ successfully finds an inverse for $(1^{nt}, y)$ given that $y = y_i$ is $W_i(y)$, where $W_i = \mathbb{E}[Z | U_i]$. Therefore, $\Pr^n \{ F \circ G = I \}$ is $W = t^{-1} \sum W_i$. By Theorem 3.1(i)

$$\mathbb{E}[Z] \leq \Pr^t \{ W > \epsilon \} + t\epsilon.$$

Let $d$ be an arbitrary positive integer and put $\epsilon = n^{-d}t^{-d-1}/2$. By Proposition 5.1 $\Pr^t \{ W > \epsilon \} \leq 1 - n^{-c}/2$ a.a. Thus,

$$\Pr^t \{ W > \epsilon \} \ll (1 - n^{-c}/2)^{n^{c+1}} \leq (e^{-n^{c}/2})^{n^{c+1}} = e^{-n/2} \leq (nt)^{-d}/2.$$  

Also, $\epsilon t = (nt)^{-d}/2$. Consequently, $\Pr^{nt} \{ F' \circ G' = I \} = \mathbb{E}[Z] \leq (nt)^{-d}$ a.a.  

\[ \square \]
Using Proposition 5.2, we have the following corollary.

**Corollary 6.2.**

(i). If weakly one-way functions exist, then strongly one-way functions exist.

(ii). If weakly one-way permutations exist, then strongly one-way permutations exist.

### 7 A Security Preserving Reduction for One-Way Permutations.

In this section we restrict our attention to one-way permutations. Since $|F(x)| = |x|$, it is not necessary to to use an auxiliary function $F(x) = (1^{|x|}, F(x))$ – an adversary can infer this information from $|F(x)|$.

Definitions of *security preserving reduction* differ on details [15, 9, 25, 16, 14], but follow the same general pattern. $R$, with oracle access to cryptographic primitive $F$, computes $F'$. $R^*$, with oracle access to $G'$, computes $G$. The probability of $G$ breaking $F$ depends on the probability of $G'$ breaking $F'$. $(R, R^*)$ is a security preserving reduction if the security of $F'$ against $G'$ is of the same order or dominates the security of $F$ against $G$ (supposing the security function satisfies some reasonable growth condition, for example, being exponentially bounded).

When the cryptographic primitive is a one-way permutation, *breaking* means inverting. In this case let $G$ be a randomized function computed in time $T(n)$ (not necessarily a polynomial) and $\varepsilon(n)$ be the probability that $G$ inverts $F$. We define the *security* of $F$ against $G$ as $S(n) = T(n)/\varepsilon(n)$. This is essentially the expected time to invert $F$ by applying $G$ independently to random elements in the range of $F$. In this context we will say that $S'(n)$ dominates or is of the same order as $S(n)$ (written $S'(n) \succeq S(n)$) if there are positive constants $k$ and $c$ such that $S'(cn) \geq S(n)/n^k$ a.a. $S'(n)$ and $S(n)$ are of the same order (written $S'(n) \asymp S(n)$) if $S'(n) \asymp S(n)$ and $S(n) \asymp S'(n)$.

The reduction used in Theorem 6.1 is not security preserving because $R^*$ makes one query, of length $n^{c+2}$, to the $G'$ oracle. If the security of $F'$ against $G'$ is $S'(n)$, then the security of $F$ against $G$ is of the same order as $S'(n^{c+2})$, which is not of the same order as $S'(n)$ when $S'(n)$ is reasonably fast-growing.

We apply Theorem 5.1(ii) to show that the reduction of Goldreich et al. [15] is security preserving. In particular, $S(n)$ is essentially $S'(n + \omega(\log n))$, which is of the same order as $S'(n)$. This reduction applies just to one-way permutations rather than arbitrary one-way functions. It uses the set of $t$-walks in a hybrid expander-permutation directed graph in place of a direct power and $\beta$-independence in place of independence.

The expander graphs used for this reduction must be from a fully explicit family, defined as follows.

**Definition.** Let $G_m, m \geq 0,$ be a family of $d$-regular graphs where $G_m$ has vertex set $V_m = \{0, 1, \ldots, N_m - 1\}$ with $N_0 < N_1 < N_2 < \cdots$. A *rotation function* $R(N, u, j)$ for this family satisfies the following conditions.

1. It is defined if and only if for some $m$, $N = N_m$, $0 \leq u < N_m$, and $0 \leq j < d$.

2. For each edge $\{u, v\}$ in $G_m$, there is a unique pair $j, k$ such that $R(N_m, u, j) = (v, k)$ and $R(N_m, v, k) = (u, j)$.
A rotation function gives an implicit linear order (not necessarily the lexicographic order) on the \(d\) edges incident with vertex \(u\) in \(\mathbb{G}_m\). Intuitively, \(R(N_m, u, j) = (v, k)\) asserts that the \(j\)-th edge incident with \(u\) is the same as the \(k\)-th edge incident with \(v\).

A family of \(d\)-regular graphs is **fully explicit** if it has a polynomial time computable rotation function.

If \(\mathbb{G}_m, m \geq 0\), has a rotation function \(R(N, u, j)\) such that for every edge \(\{u, v\}\) in \(\mathbb{G}_m\) there is a \(j\) such that \(R(N_m, u, j) = (v, j)\), we let \(\kappa(u, v) = j\). Thus, \(\kappa\) defines an edge coloring. That is, the incident edges at each vertex have distinct colors. When this occurs for a polynomial time computable \(R(N, u, j)\) we have a fully explicit edge coloring.

There is an extensive literature on the construction of fully explicit families of \((N, d, \alpha)\)-expander graphs [29, 12, 23, 34, 1, 4].

**Remark.** Most applications involving fully explicit expander graph families require that the gap between \(N_m\) and \(N_{m+1}\) not grow too quickly. We require more, viz., that \(N_0, N_1, N_2, \ldots\) be a smoothly growing sequence of powers of two with \(N_m = 2^{cn}\) for some constant \(c\), and that \(d\) be a fixed power of two, say \(2^c\). For the remainder of this section we will assume that \(\mathbb{G}_m, m \geq 0\), is a fully explicit \((N, d, \alpha)\)-expander graph family satisfying the above conditions, with \(d\) fixed and \(\alpha < 1\). Hence, \(\mathbb{G}_m = (\{0, 1\}^n, E_m)\) with \(n = cm\). As a notational convenience, we will take \(E = \bigcup_{m \geq 0} E_m\) and write \(\mathbb{G}_m = (\{0, 1\}^n, E)\) rather than \(\mathbb{G}_m = (\{0, 1\}^n, E_m)\).

One example of an explicit family of expander graphs satisfying these conditions is the affine torus expander graph family of Margulis [29]. Gabber and Galil [12] established an upper bound for the second largest eigenvalue magnitude of graphs in this family, later improved by Jimbo and Maruoka [23]. Using these results, we may take \(n = 2m\) (so \(N_m = 2^{2m}\)), \(d = 8 = 2^3\), and \(\alpha = 5\sqrt{2}/8 \approx 0.88388\). Other constructions may give a better bound for \(\alpha\). The argument in [15] requires that \(\alpha \leq 1/2\), but the approach here based on \(\beta\)-independence works for any fixed bound less than 1.

Goldreich et al. [15] require an expander graph family which has a fully explicit edge coloring (but use different terminology). Many explicit expander graph constructions do, in fact, have a fully explicit edge coloring, but we will extend the proof in [15] so that we may dispense with this assumption.

Let \(t = t(n)\) be a polynomially bounded, strictly increasing function. We first describe the transformation \(\mathcal{R}\) taking \(F\), a weakly one-way permutation, to \(F'\), a slightly harder to invert permutation.

Take \(E' = F \circ E\). This gives a family of directed graphs \(\mathbb{G}'_m = (\{0, 1\}^n, E')\). Note that for each directed edge \((u, v)\) in \(\mathbb{G}'_m\), there is a unique \(v\) such that \(\{u, v\} \in E\) and \(F(v) = w\). This suggests two ways to color the directed edges of \(\mathbb{G}'_m\). If \(R(N_m, u, j) = (v, k)\), we have the coloring \(\kappa(u, w) = j\) and the coloring \(\kappa'(u, w) = k\). Thus, \(\kappa\) is an explicit out-edge coloring in the sense that at every vertex \(u\) of \(\mathbb{G}'_m\), the \(d\) out-edges are differently colored; and \(\kappa'\) is an explicit in-edge coloring in the sense that at every vertex \(w\), the \(d\) in-edges are differently colored.

Let \(x = (x_0, x_1, \ldots, x_t)\) be a directed \(t\)-walk in \(\mathbb{G}'_m\). The **forward representation** of \(x\) is

\[
\varphi(x) = (x_0, \kappa(x_0, x_1), \kappa(x_1, x_2), \ldots, \kappa(x_{t-1}, x_t)).
\]

In effect, we regard \(\mathbb{G}'_m\) and its out-edge-coloring as a finite automaton with alphabet \(\{0, 1, \ldots, d-1\}\), and \(\kappa(x_0, x_1)\kappa(x_1, x_2)\cdots\kappa(x_{t-1}, x_t)\) as the unique string causing this finite state machine to reach state \(x_t\).
automaton to transition through the states \( x_0, x_1, \ldots, x_t \). This walk representation uses fewer bits than just listing vertices. Clearly, \( \varphi \) is a bijection from the set of directed \( t \)-walks in \( G \) to \( V \times \{0, 1, \ldots, d-1\}^t \). We will identify \( V \times \{0, 1, \ldots, d-1\}^t \) with \( \{0, 1\}^{n+te} \). Since \( r \) and \( F \) are polynomial time computable, so are \( \varphi \) and \( \varphi^{-1} \).

The reverse representation of \( x \) is

\[
\rho(x) = (x_t, \kappa'(x_{t-1}, x_t), \kappa'(x_{t-2}, x_{t-1}), \ldots, \kappa'(x_0, x_1)).
\]

View this as taking \( G'_m \) together with its in-edge-coloring, reversing the edge directions to form another finite automaton, and specifying a succinct walk representation as before. As with \( \varphi \), \( \rho \) is a bijection from the set of directed \( t \)-walks in \( G \) to \( \{0, 1\}^{n+te} \). It is easy to see that \( \rho \) is polynomial time computable, but since \( F \) is weakly one-way, it does not follow that \( \rho^{-1} \) is polynomial time computable.

We now describe how \( R \) computes \( F' \), a permutation on \( \{0, 1\}^{n+te} \), from \( F \), a permutation on \( \{0, 1\}^n \), where \( n = cm \). For each \( t \)-walk \( x \) in \( G'_m \), \( F' \) maps \( \varphi(x) \) to \( \rho(x) \). In other words, \( F' = \rho \circ \varphi^{-1} \). To compute \( F'(x_0, k_1, \ldots, k_t) \), \( R \) begins at vertex \( x_0 \) in \( G'_m \), \( R \) repeatedly follows the \( k_i \)-th edge from the current vertex, then applies \( F \) to jump to a new vertex. Clearly, \( F' \) is a permutation. By this definition, \( F' \) is defined only on strings of length \( cm + te \) for \( m \geq 0 \), but we may use Proposition 5.2 to extend \( F' \) so that it is defined on strings of any length.

**Lemma 7.1.** From a weakly one-way permutation \( F \), construct \( F' \) as above with polynomially bounded \( t = t(n) \). Suppose \( \delta = \delta(n) \) is significant and that for all p.p.t. \( G \),

\[
P^n\{F \circ G = I\} \leq 1 - \delta \text{ a.a.}
\]

Then the following hold.

(i). For every p.p.t. \( G' \),

\[
P^{n+te}\{F' \circ G' = I\} \leq (1 - \beta \delta(n)/2)^t \text{ a.a.}
\]

(ii). If \( t \geq 7/\beta \), then for every p.p.t. \( G' \),

\[
P^{n+te}\{F' \circ G' = I\} \leq \max(1 - 2\delta(n), 1/2) \text{ a.a.}
\]

(iii). If \( \delta(n) \geq 1/2 \) a.a. and \( t = \omega(\log n) \), then for every p.p.t. \( G' \),

\[
P^n\{F' \circ G' = I\} \approx 0.
\]

**Proof.** (i) Let \( Z = P^{n+te}\{F' \circ G' = I\} \) so \( E[Z] = P^{n+te}\{F' \circ G' = I\} \). As in the proof of Theorem 6.1 we have \( R \) taking \( F \) to \( F' \) and must specify \( R^* \) taking each p.p.t. function \( G' \), which attempts to invert \( F' \), to another p.p.t. function \( G \), which attempts to invert \( F \). On a given input \( y \), \( R^* \), querying oracles for \( G' \) and \( F \), computes \( G \) as follows.

1. \( R^* \) chooses a random \( i \) in the interval \( 1 \leq i < t \), then generates a random sequence of integers \( k_1, k_2, \ldots, k_{t-i} \), where each \( k_j \) is in the range \( 0 \leq k_j < d \); \( (y_1, k_1, k_2, \ldots, k_{t-i}) \) is the forward walk representation of a random \( (t-i) \)-walk in \( G'_m \) with initial vertex \( y \). \( R^* \) applies \( F \) to obtain the reverse walk representation \( (y_t, k'_1, k'_2, \ldots, k'_{t-i}) \) then generates random integers \( k'_{t-i+1}, k'_{t-i+2}, \ldots, k'_{t} \) in the range \( 0 \leq k'_j < d \) to obtain \( y = (y_t, k'_1, k'_2, \ldots, k'_t) \), the reverse walk representation of a \( t \)-walk \( (y_0, y_1, \ldots, y_t) \) chosen randomly from \( t \)-walks such that \( y_i = y \).
2. \( R^* \) queries the \( G' \) oracle on \( y \) and receives an answer
\[
x = (x_0, k'_1, k'_2, \ldots, k'_n).
\]
3. \( R^* \) applies \( \varphi^{-1} \) to \( x \) to obtain a purported walk \((x_0, x_1, \ldots, x_t)\), and then applies \( \rho \). If the result matches \( y \), \( R^* \) has verified that \((x_0, x_1, \ldots, x_t)\) is indeed a \( t \)-walk and that \( x_i = y \) and \((x_{i-1}, x_i)\) is an edge in \( \mathcal{G}_m' \). In this case, there is a \( v \) such that \( \{x_{i-1}, v\} \) is an edge in \( \mathcal{G}_m \) and \( F(v) = x_i \), so \( R^* \) returns \( v = R(2^n, x_{i-1}, k'_n) \); otherwise, the function is undefined.

When this procedure returns a value \( v \), \( F(v) = y \).

Define \( U_i(y) = y_i \), where \( \rho^{-1}(y) = (y_0, y_1, \ldots, y_t) \). By Theorem 4.3 and the bijectivity of \( \rho \), the random objects \( U_i \) are \( \beta \)-i.i.d. The probability that \( G' \) successfully finds an inverse of \( y \), given that \( y = y_i \) is \( W_i(y) \), where \( W_i = \mathbb{E}[Z|U_i] \). Therefore, \( \mathbb{P}^n \{F \circ G = I|I\} \) is \( W = t^{-1} \sum W_i \). By Theorem 5.1(ii),
\[
\mathbb{E}[Z] \leq (\alpha + \beta \mathbb{P}^n \{W > \varepsilon\})^t + t \varepsilon.
\]

By Proposition 5.1 \( \mathbb{P}^n \{W > \varepsilon\} \ll 1 - \delta/2 \) Thus, almost always
\[
(\alpha + \beta \mathbb{P}^n \{W > \varepsilon\})^t \leq (\alpha + \beta(1 - \delta/2))^t = (1 - \beta\delta/2)^t.
\]

Hence, for every significant \( \varepsilon \), \( \mathbb{E}[Z] \ll (1 - \beta\delta/2)^t + t \varepsilon \), which proves (i).

(ii) The function \( f(x) = (1 - \beta x)^t \) is convex for \( x \geq 0 \) and
\[
f((\beta t)^{-1}) = (1 - 1/t)^t < e^{-1}.
\]

so it lies below the continuous piecewise linear function
\[
g(x) = \begin{cases} 
1 - (1 - e^{-1})\beta tx, & \text{if } 0 \leq x \leq (\beta t)^{-1}, \\
1 - e^{-1}, & \text{if } x > (\beta t)^{-1}.
\end{cases}
\]

In other words, \( f(x) \leq g(x) = \max \left(1 - (1 - e^{-1})\beta tx, e^{-1}\right) \) (see Figure 2). Thus, setting \( x = \delta/2 \) gives
\[
(1 - \beta\delta/2)^t \leq \max \left(1 - (1 - e^{-1})\beta t\delta/2, e^{-1}\right).
\]

But \( \beta t \geq 7 \) and \( (1 - e^{-1})/2 = 0.31606 \ldots \), so from part (i) of the theorem
\[
\mathbb{P}^{n+te} \{F' \circ G' = I\} \ll \max(1 - 2\delta, 1/2)
\]

(iii) This also follows from part (i). Since \( \delta \geq 1/2 \) a.a., \( 1 - \beta\delta/2 \leq 1 - \beta/4 \) a.a. We know \( t = \omega(\log n) \) a.a., so \( (1 - \beta\delta/2)^t \) is negligible.

To conclude, we show that the reduction of Goldreich et al. \[15\] from a weakly one-way permutation to a strongly one-way permutation is security preserving.

First, consider the reduction \((R_0, R_0')\) described in the proof of Lemma 7.1(ii) where \( t \geq 1/\beta \) is an even integer. (Recall that \( n = 2m \) and \( e = 3 \), so an even \( t \) ensures that \( n + te \)
is even.) If $F$ is a weakly one-way permutation, where there is a significant $\delta$ such that for all p.p.t. $G$, $\mathbb{P}^n\{ F \circ G = I \} \leq 1 - \delta$ a.a., then applying $R_0$ $s$ times to $F$ results in a permutation $F'$ such that for any p.p.t. $G'$ attempting to invert $F'$

$$\mathbb{P}^{n+\text{rte}}\{ F' \circ G' = I \} \leq \max(1 - 2^s\delta, 1/2) \text{ a.a.}$$

We know that for some $c > 0$, $\delta(n) < n^{-c}$ a.a., so, setting $s = \lceil c \log n \rceil$, we have that for every p.p.t. $G'$, $\mathbb{P}^n\{ F' \circ G' = I \} \leq 1/2$ a.a.

Next, consider the reduction $(R_1, R^*)$ described in the proof of Lemma 7.1(iii) where $t = \omega(n)$. Applying $R_1$ to $F'$ results in a permutation $F''$ such that for all p.p.t. $G''$ attempting to invert $F''$,

$$\mathbb{P}^n\{ F'' \circ G'' = I \} \approx 0.$$ 

Thus, a transformation $R$ consisting of $s$ applications of $R_0$ followed by an application of $R_1$ takes $F$ to $F''$, thereby increasing input length from $n$ to $n + \omega(\log n)$. Transformation $R^*$ consisting of an application of $R_1^*$ followed by $s$ applications of $R_0^*$ takes p.p.t. function $G''$ to p.p.t. function $G$, thereby decreasing input length from $n + \omega(\log n)$ to $n$. $R^*$, computing $G$, queries the oracle for $G''$ just once and the probability that $G$ inverts $F$ is precisely the probability that $G''$ inverts $F''$. $R^*$ runs in polynomial time (assuming constant time to answer a query). Thus, we have the following result.

**Theorem 7.2.** For reduction $(R, R^*)$ described above, if the security of $F''$ against $G''$ is $S''(n)$, then the security of $F$ against $G$ is $S(n) \asymp S''(n + \omega(\log n))$. Thus, $S(n) \asymp S''(n)$. That is, $(R, R^*)$ is a security preserving reduction taking weakly to strongly one-way functions.

**Remark.** The reduction of Theorem 7.2 takes every weakly one-way permutation to a strongly one-way permutation. In contrast, the proof of Theorem 6.1 shows that for every weakly one-way function there is a reduction to a strongly one-way function. It is not apparent from this proof that there is just one reduction that takes every weakly one-way function to a strongly one-way function. Thus, the reduction of Theorem 7.2 is security preserving but is also uniform in this sense.
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