STABILITY ESTIMATES FOR THE MAGNETIC SCHRÖDINGER OPERATOR WITH PARTIAL MEASUREMENTS

LEYTER POTENCIANO-MACHADO, ALBERTO RUIZ AND LEO TZOU

Abstract. In this article, we study stability estimates when recovering magnetic fields and electric potentials in a simply connected open subset in $\mathbb{R}^n$ with $n \geq 3$, from measurements on open subsets of its boundary. This inverse problem is associated with a magnetic Schrödinger operator. Our estimates are quantitative versions of the uniqueness results obtained by D. Dos Santos Ferreira, C. E. Kenig, J. Sjöstrand and G. Uhlmann in [13]. The moduli of continuity are of logarithmic type.
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1. Introduction

Let $\Omega \subset \mathbb{R}^n$ ($n \geq 3$) be a bounded open and connected set with smooth boundary $\partial \Omega$. We consider the following magnetic Schrödinger operator:

$$\mathcal{L}_{A,q} := D^2 + A \cdot D + D \cdot A + A^2 + q,$$

where $A^2 = A \cdot A$, $D = -i\nabla$, $D^2 = D \cdot D$, and $A = (A_j)_{j=1}^n \in W^{1,\infty}(\Omega; \mathbb{C}^n)$ and $q \in L^\infty(\Omega; \mathbb{C})$ denote the magnetic and electric potentials, respectively. Throughout this manuscript, we consider $A$ as a 1-form and then $dA$ as a 2-form, more precisely:

$$A = \sum_{j=1}^n A_j dx_j \quad \text{and} \quad dA = \sum_{1 \leq j < k \leq n} (\partial_{x_j} A_k - \partial_{x_k} A_j) dx_j \wedge dx_k.$$
The inverse boundary value problem (IBVP) under consideration in this article is to recover information (in $\Omega$) about the magnetic field $dA$ and the electric potential $q$ from voltage and current measurements on open subsets of $\partial \Omega$. To describe our results, we denote by $F$ and $B$ two arbitrary and nonempty subsets of $\partial \Omega$. The local boundary measurements are captured in the partial Dirichlet-Neumann (DN) map:

$$\Lambda_{A,q}^{B \to F} : H^{1/2}(B) \to H^{-1/2}(\partial \Omega), \quad f \mapsto (\nu \cdot (\nabla + i A)u_f)|_F,$$

where $\nu(x)$ is the outer unit normal of $x \in \partial \Omega$, the set $H^{1/2}(B)$ denotes the space consisting of all $f \in H^{1/2}(\partial \Omega)$ such that $\text{supp}(f) \subset B$ and $u_f \in H^1(\Omega)$ solves the equation $L_{A,q} u = 0$ in $\Omega$ with $u|_{\partial \Omega} = f$. The existence and the uniqueness of solutions is ensured if, for instance, we assume $0$ to be not a Dirichlet $L^2(\Omega)$-eigenvalue of $L_{A,q}$. According to the choice of the sets $F$ and $B$, we can mainly distinguish two classes of IBVPs:

- Full data. When $F = B = \partial \Omega$.
- Partial data. Either, $F \neq \partial \Omega$ or $B \neq \partial \Omega$ are nonempty sets.

The DN map associated to full data cases has a gauge invariance \cite{32}. In fact, if $\varphi \in C^1(\Omega)$ is a real-valued function with $\varphi|_{\partial \Omega} = 0$, then one has $\Lambda_{A,q}^{\partial \Omega \to \partial \Omega} = \Lambda_{A+\nabla \varphi,q}^{\partial \Omega \to \partial \Omega}$. It shows that the DN map does not distinguish perturbations in gradient forms of the magnetic potentials. Hence we only expect to recover $dA$ and $q$, which is what actually happens, see for instance \cite{32}, \cite{33}.

The framework of our work is contained in the category of IBVPs with partial data. Throughout this manuscript, we consider $\bar{B} = \partial \Omega$ and $F$ being an open neighborhood of the illuminated boundary region of $\partial \Omega$ defined by

\begin{equation}
\partial \Omega_{-,0}(x_0) := \{x \in \partial \Omega : \langle x - x_0, \nu(x) \rangle \leq 0 \},
\end{equation}

where $x_0 \in \mathbb{R}^n \setminus \text{ch}(\Omega)$. Here $\text{ch}(\Omega)$ stands for the convex hull of $\Omega$. Notice that if $\Omega$ is strictly convex then $F$ could be arbitrarily small. We also consider the shadowed boundary region:

\begin{equation}
\partial \Omega_{+,0}(x_0) := \{x \in \partial \Omega : \langle x - x_0, \nu(x) \rangle \geq 0 \}.
\end{equation}

To define an appropriate DN map we introduce a boundary cutoff function $\chi_F$ supported on $F$ such that it equals to 1 on $\partial \Omega_{-,0}(x_0)$. Thus, the partial DN map $\Lambda_{A,q}^{\partial \Omega \to F} := \Lambda_{A,q}^{\partial \Omega \to \partial \Omega}$ is defined as

\begin{equation}
\Lambda_{A,q}^{\partial \Omega \to F} : H^{1/2}(\partial \Omega) \to H^{-1/2}(\partial \Omega) f \mapsto \chi_F \Lambda_{A,q}^{\partial \Omega \to \partial \Omega} f.
\end{equation}

Our first result states that the magnetic field and the electric potential are wholly determined (in $\Omega$) by $\Lambda_{A,q}^{\partial \Omega \to F}$, like to the full data case.
**Theorem 1.1.** Let $A_j \in C^1(\Omega; \mathbb{C}^n)$ and $q_j \in L^\infty(\Omega)$ for $j = 1, 2$. Assume that $0$ is not a Dirichlet eigenvalue in $L^2(\Omega)$ of $L_{A_j,q_j}$. If

$$\Lambda_{A_1,q_1}^\sharp f = \Lambda_{A_2,q_2}^\sharp f \quad \text{for all } f \in H^{1/2}(\partial \Omega),$$

then $dA_1 = dA_2$ and $q_1 = q_2$ in $\Omega$.

This result is not really new. It was proved in [13]-[7] by assuming $A$ to be a $C^2$ vector field and $q$ bounded, and when $A \in W^{1,n} \cap L^\infty$ and $q \in L^n$ in [19]. It is also the aim of this work to provide the corresponding quantitative versions of Theorem 1.1. To derive stability results, one needs a priori bounds on the potentials to control their high oscillations. According to [30, Proposition 3.6], see also [14, Lemma 1.1], it is known that the characteristic function of $\Omega$ (denoted by $\chi_{\Omega}$) belongs to $H^\sigma(\mathbb{R}^n)$ with $\sigma \in (0,1/2)$, whenever $\partial \Omega$ is smooth enough, as in our case. Motivated by this fact, we consider the class of admissible potentials.

**Definition 1.2.** Given $M > 0$ and $\sigma \in (0,1/2)$, we define the class of admissible magnetic potentials $\mathcal{A}(\Omega,M,\sigma)$ by

$$\mathcal{A}(\Omega,M,\sigma) = \{W \in \mathcal{C}^{1+\sigma}((\mathbb{R}^n; \mathbb{C}^n)) : \text{supp} W \subset \overline{\Omega}, \|W\|_{\mathcal{C}^{1+\sigma}} \leq M\}.$$

**Definition 1.3.** Given $M > 0$ and $\sigma \in (0,1/2)$, we define the class of admissible electric potentials $\mathcal{E}(\Omega,M,\sigma)$ by

$$\mathcal{E}(\Omega,M,\sigma) = \{V \in L^\infty \cap H^\sigma(\mathbb{R}^n; \mathbb{C}) : \text{supp} V \subset \overline{\Omega}, \|V\|_{L^\infty} + \|V\|_{H^\sigma} \leq M\}.$$

For a function $h : \Omega \rightarrow \mathbb{C}$ (or $\mathbb{C}^n$), we denote by $\chi_{\Omega} h$ its extension by zero out of $\Omega$. Throughout this paper, we write $a \lesssim b$ whenever $a$ and $b$ are non-negative quantities that satisfy $a \leq Cb$ for a constant $C > 0$ only depending on $\Omega$ and a-priori assumptions on the potentials.

**Theorem 1.4.** Let $M > 0$, $\sigma \in (0,1/2)$ and $j = 1, 2$. Assume that $0$ is not a Dirichlet eigenvalue in $L^2(\Omega)$ of $L_{A_j,q_j}$. Then there exists $C > 0$ (depending on $n, \Omega, M, \sigma$) such that the following estimate

$$\|dA_1 - dA_2\|_{L^2(\Omega)} \leq C \left| \log \left( \log \left\| \Lambda_{A_1}^\sharp - \Lambda_{A_2}^\sharp \right\| \right) \right|^{\frac{1}{1+\sigma}}$$

holds for all $q_j \in L^\infty(\Omega)$ and for all $\chi_{\Omega} A_j \in \mathcal{A}(\Omega,M,\sigma)$ satisfying $A_1 = A_2$ and $\partial_{\nu} A_1 = \partial_{\nu} A_2$ on $\partial \Omega$.

**Theorem 1.5.** Let $M > 0$, $\sigma \in (0,1/2)$ and $j = 1, 2$. Assume that $0$ is not a Dirichlet eigenvalue in $L^2(\Omega)$ of $L_{A_j,q_j}$. Then there exist $C > 0$ (depending on $n, \Omega, M, \sigma$) such that the following estimate

$$\|q_1 - q_2\|_{L^2(\Omega)} \leq C \left| \log \left( \log \left\| \Lambda_{A_1}^\sharp - \Lambda_{A_2}^\sharp \right\| \right) \right|^{\frac{\sigma}{1+\sigma}}$$

holds for all $\chi_{\Omega} q_j \in \mathcal{E}(\Omega,M,\sigma)$ and for all $\chi_{\Omega} A_j \in \mathcal{A}(\Omega,M,\sigma)$ satisfying $A_1 = A_2$ and $\partial_{\nu} A_1 = \partial_{\nu} A_2$ on $\partial \Omega$. 
The notation $\| \cdot \|$ in above Theorem 1.4 and Theorem 1.5 stand for $\| \cdot \|_{H^{1/2}(\partial \Omega) \to H^{-1/2}(\partial \Omega)}$, which in turn is defined in a standard way by

\[
\Lambda_{A,q}^\sharp \| f \|_{H^{1/2}(\partial \Omega) \to H^{-1/2}(\partial \Omega)} := \sup_{\| f \|_{H^{1/2}(\partial \Omega)} = 1} \| \chi F \Lambda_{A,q} f \|_{H^{-1/2}(\partial \Omega)}.
\]

We now describe some earlier results. In the absence of a magnetic potential, our results are closely connected with the widely studied Calderón’s problem [6]. It consists of recovering the interior conductivity of a body from electrical measurements on its whole boundary. A weak version of this problem was first studied in [5], where the authors proved that it is enough to take measurements on large subsets of the boundary for recovering the electric potential. Since the IBVPs are high ill-posed, it is not surprising to get moduli of logarithmic type continuities when obtaining stability estimates [2], [16]. These moduli are the best one expect to get, at least for full data cases and by the method of complex geometric solutions, as it was showed in [24]. We have not attempted to be exhaustive in references related to IBVPs in other settings with incomplete information in the absence of magnetic potentials, and closely related inverse problems like reconstruction methods. We recommend [20] for a more comprehensive bibliography and for a more gentle introduction to these issues. The first uniqueness result of a full data case was obtained for small magnetic potentials [32]. This condition was removed in [25] by assuming $C^2$ compactly supported magnetic potentials. See also [12] for uniqueness on manifolds. Uniqueness for full data was improved in [23], only assuming bounded potentials. In this case, stability estimates were derived in [10].

The proof of Theorem 1.1 is an immediate consequence of Theorem 1.4 and Theorem 1.5. Theorem 1.1 was first proved in [21] when $A \equiv 0$ and stability estimates were obtained in consecutive works in [8] and [9] by proving proper bounds for the Radon transform and the attenuated geodesic ray transform. In the presence of a magnetic potential, Theorem 1.1 was proved in [13], [19], and [7], under smoothness assumptions on the potentials. Our stability estimates in Theorem 1.4 and Theorem 1.5 are the quantification of the corresponding uniqueness results derived in [13], [19], and [7].

The proofs of Theorem 1.4 and Theorem 1.5 will be carried out by deriving first an integral identity relating the partial boundary data, i.e., the partial DN maps, with the unknown magnetic and electric potentials. After that, we construct complex geometric optics (CGO) solutions $u \in H^1(\Omega)$ to $\mathcal{L}_{A,q} u = 0$ in $\Omega$, through a suitable Carleman estimate for a conjugate version of $\mathcal{L}_{A,q}$. To obtain information about the potentials, we insert the CGO solutions into the first step’s integral identity. Now we have to deal with boundary terms from the shadowed boundary region $\partial \Omega_+ (x_0)$ defined by (1.2). We use another Carleman estimate with boundary terms, which, roughly speaking, gives controllability of the boundary terms coming from
the shadowed region $\partial\Omega_{+,0}(x_0)$ by similar terms from the illuminated part $\partial\Omega_{-,0}(x_0)$. This step might be set aside by using another CGO solutions vanishing on the shadow region of the boundary as in [7], but in counterpart, we shall need to increase the regularity on the magnetic potentials (slightly bigger than $C^2$). After introducing coordinates from $\Omega$ to a compact subset of $\mathbb{C} \times S^{n-2}$, we get information on the attenuated geodesic ray transform of certain functions involving the potentials. To decouple the information from the previous step, we establish estimates for the attenuated geodesic ray transform, which are valid for small real attenuations, see Theorem 2.5. To transfer the information from small attenuations to the whole real line, we have to add one logarithm in our estimates. This fact is closely connected with the quantification of Fourier transform’s unique continuation, see Lemma B.4. In most of our computations, we will only need the magnetic potentials of class $C^1$. The extra regularity $C^{1+\sigma}$ is only needed to use the Fourier transform’s unique continuation, see Lemma B.4. The conditions $A_1 = A_2$ and $\partial_\nu A_1 = \partial_\nu A_2$ on $\partial\Omega$ are needed to extend $A_1 - A_2$ to a slightly larger open set than $\Omega$ while preserving the $C^{1+\sigma}$ regularity. The situation is a bit different when proving Theorem 1.5. In this part, we take advantage of the DN map’s gauge invariance to use the already established stability estimate for the magnetic fields, utilizing a Hodge decomposition for $A_1 - A_2$ derived in [33]. This step involves two logarithms coming from Theorem 1.4, and once again, an extra logarithm has to be added to extend the Fourier transform information from small attenuations to $\mathbb{R}$.

On the other hand, when a fixed direction in $S^{n-1}$ determines the illuminated boundary region, uniqueness was obtained [5] to the case $A \equiv 0$, and in the presence of a magnetic potential in [33]. The author in [33] also obtained stability estimates of logarithmic type. They considered partial boundary information in open sets slightly larger than the half of $\partial\Omega$. Note that in our case, the boundary information can be taken in arbitrary small subsets of $\partial\Omega$ when $\Omega$ is convex. This geometric feature makes a huge difference in studying both IBVPs. One of the most noteworthy of which are the coordinates we work. The CGO solutions in the presence of a magnetic potential involve an exponential term, whose exponent satisfies a $\mathcal{D}$-equation. This equation can be solved by using the so-called Cauchy transform. The exponential term must be adequately removed from our estimates while keeping track of the constants’ dependence on all intermediate estimates. In [23], [28], and [32], the coordinates introduced in $\Omega$ are globally defined, so it is possible to remove the exponential term by using the asymptotic behavior at infinity of the Cauchy transform. In particular, one can take limits when the spatial variable $|x| \to \infty$ to remove the exponential term from the intermediate estimates. This argument does not work in our case because our approach uses geodesic coordinates (natural coordinates of the attenuated geodesic ray transform), which induces a variable living in the complex plane $\mathbb{C}$. We cannot use the previous asymptotic argument since we might intersect some
branches where the complex logarithm function could not be well defined when taking the complex variable $|z| \to \infty$. To overcome this difficulty, in Lemma B.1 we derive a quantitative version of holomorphic extensions into the complex unit ball of functions initially defined in the complex unit sphere.

This paper is organized as follows. In Section 2, we introduce the attenuated geodesic ray transform and its main properties. Section 3 is devoted to constructing CGO solutions to the magnetic Schrödinger equation by using geodesic coordinates. In Section 4 and Section 5, we prove Theorem 1.4 and Theorem 1.5, respectively. Finally, the Appendix is entirely dedicated to explaining how to remove the exponential term satisfactorily when proving stability estimates for the magnetic potentials; see Theorem A.1.

2. ATTENUATED GEODESIC RAY TRANSFORM ON HEMISPHERES

In this section, we prove the attenuated geodesic ray transform’s continuity properties defined on a slightly smaller open subset than the upper half hemisphere. For $h \in [0,1)$, let first define

$$S^{n-1}_{>h} = \{ x \in S^{n-1} : x_n > h \} \subset \mathbb{R}^n.$$ 

Now consider $0 < \beta' < \beta < 1$ and $S^{n-1}_{>\beta'}$ provided with the metric induced by the canonical Euclidean metric. The set of boundary inward-pointing unit vectors to the unit sphere bundle

$$S(S^{n-1}_{>\beta'}) = \left\{ (y, \eta) \in TS^{n-1}_{>\beta'} : |\eta| = 1 \right\}$$

is given by

$$\partial_+ S(S^{n-1}_{>\beta'}) = \left\{ (y, \eta) \in S(S^{n-1}_{>\beta'}) : y \in \partial S^{n-1}_{>\beta'}, \langle \eta, \nu(y) \rangle < 0 \right\},$$

where $\nu$ denotes the outer unit normal vector to $\partial S^{n-1}_{>\beta'}$. Let $H$ be a complex-valued function defined on $S(S^{n-1}_{>\beta'})$. The geodesic ray transform with real attenuation $-\lambda < 0$ of $H$ at $(y, \eta) \in \partial_+ S(S^{n-1}_{>\beta'})$ is defined by

$$T_\lambda H(y, \eta) = \int_0^{\tau(y, \eta)} e^{-\lambda \theta} H(\gamma_{y,\eta}(\theta), \dot{\gamma}_{y,\eta}(\theta)) d\theta,$$

where $\tau(y, \eta)$ denotes the first arrival time to $\partial S^{n-1}_{>\beta'}$ of the unit speed geodesic $\gamma_{y,\eta}$ starting at $y$ with initial velocity $\eta$. The upper dot $\dot{\cdot} := \frac{d}{d\theta}$ represents the derivative of the variable $\theta$.

Remark 2.1. Following [9, Section 2.1], we consider the following measure on $\partial_+ S(S^{n-1}_{>\beta'})$

$$d\mu(y, \eta) = |\langle \eta, \nu(y) \rangle| dy d\eta$$
and the corresponding $L^2$-norm by
\[ \|F\|_{L^2(\partial_+ S^{n-1})}^2 = \int_{\partial_+ S^{n-1}} |F(y, \eta)|^2 d\mu(y, \eta) \]
\[ = \int_{S^{n-1}} \int_{y \cap S^{n-1}} |F(y, \eta)|^2 |\langle \eta, \nu(y) \rangle| dy d\eta. \]

Using Santaló’s formula, see for instance [11, Lemma A.8]:
\[ \int_{S^{n-1}} F(x, \xi) dx d\xi = \int_{\partial_+ S^{n-1}} \int_0^{\tau(y, \eta)} F(\gamma_y, \eta(\theta), \dot{\gamma}_y, \eta(\theta)) d\theta d\mu(y, \eta) \]
one can deduce the continuity of $T_\lambda$ in Sobolev spaces. In particular, if $F$ only depends on the variable $x,$ then
\[ \int_{S^{n-1}} F(x) dx = \frac{1}{|S^{n-1}|} \int_{\partial_+ S^{n-1}} \int_0^{\tau(y, \eta)} F(\gamma_y, \eta(\theta)) d\theta d\mu(y, \eta). \]

**Lemma 2.2.** Let $\lambda \in \mathbb{R}$ and $\sigma \in [0,1].$ The attenuated geodesic ray transform $T_\lambda$ defined by (2.1) is a bounded operator from $H^\sigma(S^{n-1})$ to $H^\sigma(\partial_+ S^{n-1}).$

**Proof.** We only prove the result for $\sigma = 0$ and $\sigma = 1.$ The result for intermediate values will follow by interpolation. By a density argument, it is enough to prove the result for every $H \in C_c(S^{n-1}),$ and indeed we shall assume this regularity through the computations in this proof.

**Case $\sigma = 0.$** Combining Cauchy-Schwarz’s inequality with a direct application of Santaló’s formula (2.2) to $|H|^2,$ we obtain
\[ \|T_\lambda H\|_{L^2(\partial_+ S^{n-1})}^2 = \int_{\partial_+ S^{n-1}} |(T_\lambda H)(y, \eta)|^2 d\mu(y, \eta) \]
\[ \leq \pi e^{2|\lambda|\sigma} \int_{\partial_+ S^{n-1}} \int_0^{\tau(y, \eta)} |H(\gamma_y, \eta(\theta), \dot{\gamma}_y, \eta(\theta))|^2 d\theta d\mu(y, \eta) \]
\[ = \pi e^{2|\lambda|\sigma} \int_{S^{n-1}} |H(\gamma_y, \eta)|^2 d\gamma dy d\xi \]
\[ = \pi e^{2|\lambda|\sigma} \|H\|_{L^2(S^{n-1})}^2, \]
which immediately implies the $L^2$-continuity of $T_\lambda.$

**Case $\sigma = 1.$** In this case, it is enough to relate the differential maps of $T_\lambda H$ and $H$ in their corresponding domains, and then use again Santaló’s formula (2.2) as in case $\sigma = 0.$ Consider $(y, \eta) \in \partial_+ S^{n-1}.$ Recall that $dT_\lambda H(y, \eta)$ is a linear map from $T_{(y, \eta)} \partial_+ S^{n-1}$ to $\mathbb{C}.$ To obtain a suitable bound
for \( dT_\lambda H(y, \eta) \), we consider \((y', \eta') \in T_{(y,\eta)} \partial_+ S(S_{n-1}^{n-1})\) and for \( \epsilon_0 > 0 \) small enough, a smooth curve \( \Gamma : (-\epsilon_0, \epsilon_0) \to \partial_+ S(S_{n-1}^{n-1}) \) so that \( \Gamma(0) = (y, \eta) \) and \( (\frac{d}{ds} \Gamma)_{|s=0} = (y', \eta') \). Writing \( \Gamma(s) = (\Gamma_1(s), \Gamma_2(s)) \), these conditions read as
\[
\Gamma_1(0) = y, \quad \Gamma_2(0) = \eta, \quad \left( \frac{d}{ds} \Gamma_1 \right)_{|s=0} = y', \quad \left( \frac{d}{ds} \Gamma_2 \right)_{|s=0} = \eta'.
\]

By definition, we have in \( C \):
\[
(dT_\lambda H(y, \eta))(y', \eta') = \left( \frac{d}{ds}(T_\lambda H)(\Gamma(s)) \right)_{|s=0}.
\]

A direct application of the chain rule yields
\[
\frac{d}{ds}(T_\lambda H)(\Gamma(s)) = \int_0^{\tau(y_1,y_2)} e^{-\lambda \theta} \frac{d}{ds} \left( H(\gamma_{\Gamma_1(\theta),\Gamma_2(\theta)}, \dot{\gamma}_{\Gamma_1(\theta),\Gamma_2(\theta)}) \right) d\theta
\]
\[
+ e^{-\lambda \tau(\Gamma_1(\theta),\Gamma_2(\theta))} \frac{d}{ds} \left( \tau(\Gamma_1(\theta),\Gamma_2(\theta)) \right)
\]
\[
\times H(\gamma_{\Gamma_1(\theta),\Gamma_2(\theta)}, \dot{\gamma}_{\Gamma_1(\theta),\Gamma_2(\theta)}), \dot{\gamma}_{\Gamma_1(\theta),\Gamma_2(\theta)}(\dot{\tau}(\Gamma_1(\theta),\Gamma_2(\theta)))) \right) \right). \]

Since \( H \) is compactly supported on \( S(S_{n-1}^{n-1}) \), it follows that the second term on the right-hand side vanishes when evaluating at \( s = 0 \). Hence
\[
(dT_\lambda H(y, \eta))(y', \eta') = \int_0^{\tau(y_1,y_2)} e^{-\lambda \theta} \left( \frac{d}{ds} H(\gamma_{\Gamma_1(\theta),\Gamma_2(\theta)}, \dot{\gamma}_{\Gamma_1(\theta),\Gamma_2(\theta)}) \right)_{|s=0} \right) d\theta.
\]

To compute the derivative at \( s = 0 \) in the right-hand side, we introduce the geodesic flow. For each \( \theta \in (-\epsilon_0, \epsilon_0) \), consider the map \( \Theta_\theta : S(S_{n-1}^{n-1}) \to S(S_{n-1}^{n-1}) \) defined by
\[
\Theta_\theta(x, \xi) = (\gamma_{x,\xi}(\theta), \dot{\gamma}_{x,\xi}(\theta)).
\]

Note that \( \Theta_0 \) is the identity operator in \( S(S_{n-1}^{n-1}) \), \( \Theta_{\theta_1+\theta_2} = \Theta_{\theta_1} \circ \Theta_{\theta_2} \) for every \( \theta_1, \theta_2 \) small enough. Moreover, the map \( \Theta_\theta \) is a diffeomorphism for each \( \theta \in (-\epsilon_0, \epsilon_0) \). It allows us to define the smooth map \( \Theta : (-\epsilon_0, \epsilon_0) \times S(S_{n-1}^{n-1}) \to S(S_{n-1}^{n-1}) \) by
\[
\Theta(\theta; (x, \xi)) = \Theta_\theta(x, \xi).
\]

In geometric language, this map is usually called the geodesic flow associated to \( S_{n-1}^{n-1} \). We refer the reader to [26, Chapter 1] and [18, Notes 8] for a detailed treatment of the geodesic flow’s regularity properties in Riemannian manifolds. Fixing \( \theta \in (0, \tau(y, \eta)) \), \( s \mapsto \Theta_\theta(\Gamma_1(s), \Gamma_2(s)) \) is a curve in \( S(S_{n-1}^{n-1}) \) with initial condition \( \Theta_\theta(y, \eta) \) and initial velocity \( \left( \frac{d}{ds} \Theta_\theta(\Gamma_1(s), \Gamma_2(s)) \right)_{|s=0} \).
By definition we have
\[
\left( \frac{d}{ds} \Theta_\theta(\Gamma_1(s), \Gamma_2(s)) \right)_{|s=0} = (d\Theta_\theta(y, \eta))(y', \eta').
\]

Adding up all previous facts, we get
\[
\left( \frac{d}{ds} H \left( \gamma_{\Gamma_1(s), \Gamma_2(s)}(\theta), \dot{\gamma}_{\Gamma_1(s), \Gamma_2(s)}(\theta) \right) \right)_{|s=0}
= \left( \frac{d}{ds} H \left( \Theta_\theta(\Gamma_1(s), \Gamma_2(s)) \right) \right)_{|s=0}
= (dH(\gamma_{y,\eta}(\theta), \dot{\gamma}_{y,\eta}(\theta)) \left( (d\Theta_\theta(y, \eta))(y', \eta') \right).
\]

For our purpose, it is enough to know that $d\Theta_\theta(y, \eta)$ remains uniformly bounded with universal constant independent of $\theta$ and $(y, \eta)$. Indeed, by [26, Lemma 1.40], we have
\[
d\Theta_\theta(y, \eta)(y', \eta') = J_{(y', \eta')}(\theta) + D_\theta J_{(y', \eta')}(\theta),
\]
where $J_{(y', \eta')}$ is the Jacobi field along the geodesic $\theta \mapsto \gamma_{y, \eta}(\theta)$ with initial conditions $J_{(y', \eta')}(0) = (y', \eta')_h$ and $D_\theta J_{(y', \eta')}(0) = (y', \eta')_v$. Here $D_\theta$, $(y', \eta')_h$ and $(y', \eta')_v$ stand for the covariant derivative with respect to $\theta$, and the horizontal and vertical decomposition of $(y', \eta')$, respectively. Combining the above computations, we get the estimate
\[
|\langle dT_\lambda H \rangle(y, \eta)|^2 \leq C\pi e^{2|\lambda|\pi} \int_0^{\tau(y, \eta)} |dH(\gamma_{y, \eta}(\theta), \dot{\gamma}_{y, \eta}(\theta))|^2 d\theta.
\]

Finally, integrating both sides in $\partial_+ S(S_{>\beta}^{n-1})$ and using Santaló’s formula (2.2), the case $\sigma = 1$ follows immediately. The proof is completed.

From now on, we restrict our study of $T_\lambda$ to a particular family of smooth functions in $S(S_{>\beta}^{n-1})$. Denote by $p = (x, \xi)$ the elements of $S(S_{>\beta}^{n-1})$, where $x = \pi(p)$ and $\xi$ its corresponding unit tangent vector. Given a function $f \in C^\infty(S_{>\beta}^{n-1})$ and a 1-form field $\alpha \in C^\infty(S_{>\beta}^{n-1}; \Lambda^1(S_{>\beta}^{n-1}))$, we can define the affine function (affine in $\xi$ for each fixed $x$) on $S(S_{>\beta}^{n-1})$ by
\[
H(p) = f(x) + \alpha(x)(\xi).
\]
(2.3)

The operator $T_\lambda$ has a non-empty kernel in this subset of functions. Indeed, $T_\lambda(-\lambda \beta + d\beta) = 0$ for all smooth function $\beta \in C^\infty(S_{>\beta}^{n-1})$ with $\beta|_{\partial S_{>\beta}^{n-1}} = 0$.

In particular, Lemma 2.2 gives us bounds from above for $T_\lambda$. However, it is not obvious at all how to get similar bounds from below. It can be addressed by using the normal operator $T_\lambda^*$, which is an elliptic pseudodifferential operator of order $-1$ acting on solenoidal pairs, see for instance [17, Proposition 1], [15, Proposition 4.1] and [3, Proposition 3.1]. Here $T_\lambda^*$ stands for the adjoint of $T_\lambda$. 
Definition 2.3. We say that a pair $(f, \alpha) \in L^2(S_{\geq 0}^{n-1}) \times L^2(\Lambda^1 S_{\geq 0}^{n-1})$ $(f$ is a function and $\alpha$ an 1-form on $S_{\geq 0}^{n-1}$) is a solenoidal pair if $\delta_{S_{\geq 0}^n} \alpha = 0$. Here $S_{\geq 0}^{n-1}$ is equipped with the canonical metric of $\mathbb{R}^n$ and $\delta_{S_{\geq 0}^{n-1}}$ denotes the divergence operator on $S_{\geq 0}^{n-1}$.

Lemma 2.4. Let $X$, $Y$, and $Z$ be Banach spaces and let $A_\lambda : X \to Y$ be a family of injective linear operators depending continuously on $\lambda \in \mathbb{R}$ with respect to the norm topology on bounded linear operators. Suppose there is a family of compact operators $K_\lambda : X \to Z$, again depending continuously on $\lambda \in \mathbb{R}$ with respect to the norm topology on bounded linear operators. Suppose that there exists $\lambda_0 > 0$ such that for all $|\lambda| \leq \lambda_0$ we have the uniform estimate

$$\|u\|_X \leq C(\|A_\lambda u\|_Y + \|K_\lambda u\|_Z)$$

then there exists $C' \in \mathbb{R}$ such that

$$\|u\|_X \leq C'\|A_\lambda u\|_Y$$

for all $|\lambda| \leq \lambda_0$.

Proof. Suppose by contradiction that there is a sequence $\lambda_j$ and $u_j$ with $\|u_j\|_X = 1$ such that $A_{\lambda_j} u_j \to 0$. Without loss of generality we may assume that $\lambda_j \to \hat{\lambda}$ and $\{K_{\lambda_j} u_j\}$ is a Cauchy sequence. Taking a limiting argument we have that

$$\|u\|_X \leq C(\|A_{\lambda} u\|_Y + \|K_{\lambda_j} u\|_Z).$$

Using the triangle inequality, we can deduce that $\|A_{\lambda_j} u_j\|_Y \to 0$. Insert $u_j - u_k$ into estimate (2.4) we get

$$\|u_j - u_k\|_X \leq C(\|A_{\lambda_j} (u_j - u_k)\|_Y + \|K_{\lambda_j} (u_j - u_k)\|_Z).$$

This means that $\{u_j\}$ is a Cauchy sequence converging to some $\hat{u}$. We then have that $A_{\lambda} \hat{u} = 0$ contradicting injectivity.

Theorem 2.5. Let $0 < \beta' < \beta < 1$ be given by Lemma 3.1. Then there exist $\lambda_0 > 0$ and $C > 0$ such that for all $0 \leq \lambda \leq \lambda_0$ one has the following estimate

$$\|f\|_{H^{-1}(S_{\geq 0}^{n-1})} + \|\alpha\|_{H^{-1}(\Lambda^1 S_{\geq 0}^{n-1})} \leq C \|T_\lambda^* T_\lambda [f, \alpha]\|_{L^2(S_{\geq 0}^{n-1})}$$

for all solenoidal pair $(f, \alpha)$ which are compactly supported on $S_{\geq 0}^{n-1}$.

Remark 2.6. We mention the recent work [3], where the author proved a similar version of (2.5) when $T_\lambda^* T_\lambda$ is acting on roughly 1-forms plus symmetric 2-tensors in a simple manifold, instead of functions plus 1-forms as our case, see (2.3). Our case is a particular case of [3, Proposition 3.1] because any function $f \in C^\infty(S_{\geq 0}^{n-1})$ can be identified with a symmetric 2-tensor by $f(x) \overline{g}_x(\xi, \xi)$, where $\overline{g}$ denotes the metric on $S_{\geq 0}^{n-1}$. Under this identification, we could use [3, Proposition 3.1] to deduce Theorem 2.5. However, for the convenience of the reader and for the sake of completeness, we give a proof of Theorem 2.5.
Proof. Denote by $T_\lambda^*$ the adjoint operator to $T_\lambda$. The normal operator $T_\lambda^* T_\lambda$ is then given by the following matrix of operators

\begin{equation}
T_\lambda^* T_\lambda[f, \alpha] = \begin{bmatrix}
(T_\lambda^0)^* T_\lambda^0 & (T_\lambda^0)^* T_\lambda^1 \\
(T_\lambda^1)^* T_\lambda^0 & (T_\lambda^1)^* T_\lambda^1
\end{bmatrix} \begin{bmatrix} f \\ \alpha \end{bmatrix}
\end{equation}

where $T_\lambda^j$ denotes the attenuated geodesic transforms with attenuation $e^{-\lambda t}$ on $S^{n-1}_{\beta'}$ acting on symmetric $j$-tensors. We would like to compute the principal symbol of the operator

\begin{equation}
E_\lambda := T_\lambda^* T_\lambda + \begin{bmatrix} 0 & 0 \\ 0 & d\langle \epsilon D \rangle^{-3/2} \langle \epsilon D \rangle^{-3/2} \delta \end{bmatrix}
\end{equation}

where $\langle \epsilon D \rangle^r$ a self-adjoint \PsiDO on $S^{n-1}$ with principal symbol $(1+\epsilon^2 |\xi|^2)^{r/2}$. Observe that by treating $\epsilon > 0$ as a semiclassical parameter, we have the following result.

**Lemma 2.7.** There exists a fixed $\epsilon_0 > 0$ such that for all $\epsilon > \epsilon_0$ small enough, the operator $\langle \epsilon D \rangle^r$ is a bijection from $H^s(S^{n-1}) \rightarrow H^{s-r}(S^{n-1})$ (though the norm of the bijection will not be uniform in $\epsilon$.)

Proof. Standard semiclassical \PsiDO calculus states $\langle \epsilon D \rangle^{-r} \langle \epsilon D \rangle^r = I + \epsilon \text{Op}_a$ for some semiclassical symbol $a$ of order $-1$. By taking $\epsilon$ small enough, we get an inverse by Neumann series on semiclassical Sobolev spaces parameterized by $\epsilon$. Therefore, for each fixed $\epsilon$ sufficiently small we have that $\langle \epsilon D \rangle^r$ is a bijection between $H^s(S^{n-1}) \rightarrow H^{s-r}(S^{n-1})$. \hfill \Box

Let $g$ be the metric on $S^{n-1}$ and denote by $m_g$ the operator $m_g : f \mapsto fg$. The principal symbol of $E_\lambda$ can then be computed by observing that $T_\lambda^* = T_\lambda^* m_g$ and use the formula derived in proof of [3, Proposition 3.1]. In normal coordinates centered at $x$, they are given by

\begin{equation}
\sigma((T_\lambda^0)^* T_\lambda^0)(x, \xi) f
= 2\pi \varphi |\xi|^{-1} \int_{\omega \in S_{x} S^{n-1}_{\beta'}} \delta(\xi|^{-1}\xi(\omega)) e^{-2\lambda r(x, -\omega)} d\omega
\end{equation}

\begin{equation}
\sigma((T_\lambda^0)^* T_\lambda^1)(x, \xi) f
= 2\pi \varphi |\xi|^{-1} \left( \int_{\omega \in S_{x} S^{n-1}_{\beta'}} \omega^k \delta(\xi|^{-1}\xi(\omega)) e^{-2\lambda r(x, -\omega)} d\omega \right) \delta_{j,k} dx^j
\end{equation}

\begin{equation}
\sigma((T_\lambda^1)^* T_\lambda^0)(x, \xi) \alpha
= 2\pi |\xi|^{-1} \int_{\omega \in S_{x} S^{n-1}_{\beta'}} \alpha_k \omega^k \delta(\xi|^{-1}\xi(\omega)) e^{-2\lambda r(x, -\omega)} d\omega
\end{equation}

\begin{equation}
\sigma((T_\lambda^1)^* T_\lambda^1)(x, \xi) \alpha
= 2\pi |\xi|^{-1} \left( \int_{\omega \in S_{x} S^{n-1}_{\beta'}} \alpha_k \omega^k \delta(\xi|^{-1}\xi(\omega)) e^{-2\lambda r(x, -\omega)} d\omega \right) \delta_{j,k} dx^j.
\end{equation}
In the above equations \( \tau(x, \omega) \) denotes the time it takes for a geodesic starting at \( x \) with initial velocity \( \omega \) to reach the boundary \( \partial S_n^{n-1} \). Note that we can conclude from the above that \( \{ E_\lambda \}_{\lambda \in \mathbb{R}} \) is a family of operators depending continuously on the parameter \( \lambda \in \mathbb{R} \) with respect to the topology given by the operator norm from \( H^{-1}(S_{>\beta'}) \rightarrow L^2(S_{>\beta'}) \).

Let \( \chi \in C^\infty_0(S_{>0}^{n-1}) \) be a cutoff function which is identically 1 on \( S_{>(\beta+\beta')/2}^{n-1} \) but with support in \( S_{>\beta'}^{n-1} \). Use the identities of (2.6), (2.7), and (2.8) we have that for all \( [f, \alpha] \in T_x S_{>(\beta+\beta')/2}^{n-1} \oplus \mathbb{C} \):

\[
\langle [f, \alpha], \sigma(\chi E_\lambda \chi)(x, \xi)[f, \alpha] \rangle = 2\pi|\xi|^{-1} \chi^2(x) \left( |\text{proj}_\xi(\alpha)|^2 + \int_{\omega \in S_{n-1}^{n-1}} |f + \alpha k \omega^k|^2 \delta(\xi(\frac{\omega}{|\xi|})) e^{-2\lambda \tau(x, -\omega)} d\omega \right) 
\]

\[
\geq 2\pi|\xi|^{-1} \chi^2(x) \left( |\text{proj}_\xi(\alpha)|^2 + e^{\lambda} \int_{S_{>\beta'}^{n-1}} |f + \alpha k \omega^k|^2 \delta(\xi(\frac{\omega}{|\xi|})) d\omega \right).
\]

By using a change of variable \( \omega \mapsto -\omega \), we can write

\[
2 \int_{S_{>\beta'}^{n-1}} |f + \alpha k \omega^k|^2 \delta(\xi(\frac{\omega}{|\xi|})) d\omega 
\]

\[
= \int_{S_{>\beta'}^{n-1}} |f + \alpha k \omega^k|^2 \delta(\xi(\frac{\omega}{|\xi|})) d\omega + \int_{S_{>\beta'}^{n-1}} |f - \alpha k \omega^k|^2 \delta(\xi(\frac{\omega}{|\xi|})) d\omega 
\]

\[
= 2 \int_{S_{>\beta'}^{n-1}} f^2 + (\alpha k \omega^k)^2 \delta(\xi(\frac{\omega}{|\xi|})) d\omega.
\]

This means that

\[
\langle [f, \alpha], \sigma(\chi E_\lambda \chi)(x, \xi)[f, \alpha] \rangle 
\]

\[
\geq C_\lambda |\xi|^{-1} \chi^2(x) \left( |\text{proj}_\xi(\alpha)|^2 + f^2 + \int_{S_{>\beta'}^{n-1}} (\alpha k \omega^k)^2 \delta(\xi(\frac{\omega}{|\xi|})) d\omega \right)
\]

for some \( C_\lambda \) which is uniformly bounded away from zero on a bounded sets of \( \lambda \in \mathbb{R} \). Let us choose coordinates so that \( \xi = |\xi|(1, 0, \ldots) \) and \( \alpha = (\alpha_1, \alpha') \) with \( \alpha' = |\alpha'|(0, 1, \ldots) \). We then have that

\[
\langle [f, \alpha], \sigma(\chi E_\lambda \chi)(x, \xi)[f, \alpha] \rangle 
\]

\[
\geq C_\lambda |\xi|^{-1} \chi^2(x) ((|\alpha_1|^2 + f^2 + |\alpha'|^2) = C_\lambda |\xi|^{-1} \chi^2(x) (|\alpha|^2 + f^2)
\]

with \( C_\lambda \) uniformly bounded away from zero on bounded sets of \( \lambda \in \mathbb{R} \). Therefore as long as \( \lambda \) is restricted to a bounded set, \( \chi E_\lambda \chi \) is a family of order \(-1\) pseudodifferential operators which are uniformly elliptic on \( S_{>(\beta+\beta')/2}^{n-1} \).

Let \( \tilde{\chi} \in C^\infty_0(S_{>0}^{n-1}) \) such that \( \tilde{\chi} = 1 \) on \( S_{>\beta'}^{n-1} \) with support contained in \( S_{>(\beta+\beta')/2}^{n-1} \). By ellipticity, there exists a family of order 1 pseudodifferential
In the case when $\delta$ Dirichlet boundary condition then forces $\phi$ potential as it was proved in [9, Theorem 2.3].

$$\chi P_\lambda \chi E_\lambda \chi = \chi^2 + \chi K_\lambda \chi$$

with $K_\lambda : H^l(S^{n-1}_{>\beta}) \to H^k(S^{n-1}_{>\beta})$ for any $l, k \in \mathbb{R}$. This family of operators depend continuously on the parameter $\lambda \in \mathbb{R}$ in the operator norm topology. Therefore, for any $[f, \alpha] \in H^{-1}(S^{n-1}_\beta)$, we have

$$\|f, \alpha\|_{H^{-1}(S^{n-1}_\beta)} \leq C \|E_\lambda[f, \alpha]\|_{L^2(S^{n-1}_\beta)} + \|\chi K_\lambda[f, \alpha]\|_{H^{-1}(S^{n-1}_\beta)}.$$ 

To apply Lemma 2.4, we need to check that $E_\lambda : H^{-1}(S^{n-1}_\beta) \to L^2(S^{n-1}_\beta)$ is injective where $E_\lambda$ acts on elements of $H^{-1}(S^{n-1}_\beta)$ by first trivially extending them to become elements of $H^{-1}(S^{n-1}_\beta)$.

Suppose $[f, \alpha] \in H^{-1}(S^{n-1}_\beta)$ is annihilated by $E_\lambda$. By (2.9) we have that, when extended trivially outside of $S^{n-1}_\beta$,

$$[f, \alpha] \in C^\infty(S^{n-1})$$

Unpacking the definition of $E_\lambda$ we have that

$$\|T_\lambda[f, \alpha]\|_{L^2} + \int_{S^{n-1}} |(\epsilon D)^{-3/2}(\delta \alpha)|^2 = 0.$$

By Lemma 2.7, if $\epsilon > 0$ is a fixed to be sufficiently small,

$$T_\lambda[f, \alpha] = 0, \quad \delta \alpha = 0.$$ 

(2.10)

By [12, Theorem 7.1], we have that for $\lambda$ sufficiently small, there exists $\varphi \in C^\infty(S^{n-1}_\beta)$ with Dirichlet boundary condition such that $f = \lambda \varphi$ and $\alpha = d\varphi$. Combine this observation with (2.10) we have that $\Delta \varphi = 0$. Dirichlet boundary condition then forces $\varphi = 0$ and we have injectivity of $E_\lambda$.

We now use Lemma 2.4 to deduce

$$\|[f, \alpha]\|_{H^{-1}(S^{n-1}_\beta)} \leq C \|E_\lambda[f, \alpha]\|_{L^2(S^{n-1}_\beta)}.$$ 

In the case when $\delta \alpha = 0$ we have estimate (2.5).

The normal operator argument is not needed in the absence of a magnetic potential as it was proved in [9, Theorem 2.3].

**Theorem 2.8.** Let $0 < \beta' < \beta < 1$ be as given in Lemma 3.1. Then there exist $\lambda_0 > 0$ and $C > 0$ such that for all $0 \leq \lambda \leq \lambda_0$ one has the following estimate

$$\|f\|_{H^{-1/2}(S^{n-1}_{>\beta})} \leq C \|T_\lambda(f)\|_{L^2(\partial_0 S^{n-1}_{>\beta'})}$$

for all $f \in L^2(S^{n-1}_{>\beta})$ which are compactly supported on $S^{n-1}_{>\beta}$. 

3. COMPLEX GEOMETRIC OPTIC SOLUTIONS

In this section, we construct CGO solutions to $\mathcal{L}_{W,V} u = 0$ in an open and bounded set with smooth boundary $B \subset \mathbb{R}^n$ so that $\Omega \subset B$, see Proposition 3.4. The potentials $W$ and $V$ will play the role of $\chi_{\Omega A}$ and $\chi_{\Omega q}$, the extensions by zero out $\Omega$ of our original potentials. After some rotations and translations, without loss of generality, we can assume that

$$x_0 = 0, \quad 0 \notin \text{ch}(\overline{B}), \quad \overline{B} \subset \mathbb{R}_{+}^n := \{x \in \mathbb{R} : x_n > 0\}. \quad (3.1)$$

Note that these conditions remain true when replacing $B$ by $\Omega$. To construct CGO solutions and to be in line with the coordinates of the attenuated geodesic ray transform defined in Section 2, we first introduce appropriate coordinates in $B$.

3.1. Geodesic coordinates. For more details on this topic, see [9, Section 2.1 and 3.1]. Recall that for $\hbar \in [0, 1)$, we have defined $S_{>h}^{n-1} = \{x \in S^{n-1} : x_n > h\} \subset \mathbb{R}^n$.

The manifold $S_{>h}^{n-1}$ will always be considered with the canonical metric of $\mathbb{R}^n$. Thanks to (3.1), we deduce that there exist $T > 0$ and $\beta \in (0, 1)$ (depending on $B$ and the distance from zero to $B$) such that every $x \in B$ can be written as

$$x = e^t w, \quad t = \log |x| \in (-T, T), \quad w = \frac{x}{|x|} \in S_{>\beta}^{n-1}. \quad (3.2)$$

Let $0 < \beta' < \beta$. We claim that in turn $S_{>\beta'}^{n-1}$ can be parametrized by geodesics on the unit sphere starting on $\partial S_{>\beta'}^{n-1}$. Indeed, fixing an arbitrary $y \in \partial S_{>\beta'}^{n-1}$, every $w \in S_{>\beta}^{n-1}$ may be written as

$$w = (\cos \theta) y + (\sin \theta) \eta, \quad \theta \in (\epsilon, \pi - \epsilon), \quad \eta \in y^\perp \cap S_{>\beta'}^{n-1},$$

for some $\epsilon \in (0, \pi)$ depending on $\beta$ and $\beta'$ but independent of $y$. Here $\theta = d_{S^{n-1}}(y, w) = \arccos(y, w)$ and $\eta = \theta^{-1} \exp_y^{-1} w$. Since $y \in \partial S_{>\beta'}^{n-1}$, $d_{S^{n-1}}(y, \cdot)$ is smooth in $S_{>\beta'}^{n-1}$. In those coordinates, the Lebesgue measure becomes

$$dx = e^{nt} dt \, dw = e^{nt} (\sin \theta)^{n-2} dt \, d\theta \, d\eta,$$

where $dw$ and $d\eta$ denote the Lebesgue measures on $S^{n-1}$ and $S^{n-2}$ provided with the canonical metrics of $\mathbb{R}^n$ and $\mathbb{R}^{n-1}$, respectively. Thus, $B$ can be imbedded into $\mathbb{R} \times S_{>\beta}^{n-1}$ or $\mathbb{R} \times \mathbb{R} \times S^{n-2}$. Furthermore, a straightforward computation shows that in the above coordinates, the Euclidean metric looks like

$$|dx|^2 = e^{2nt} (dt^2 + g_{S^{n-1}}) = e^{2nt} (dt^2 + d\theta^2 + (\sin \theta)^2 g_{S^{n-2}}),$$

where $g_{S^{n-j}}$ is the canonical metric on the hypersphere $S^{n-j}$, $j = 1, 2$. We summarize the above discussion.
Lemma 3.1. Let $B \subset \mathbb{R}^n$ be a bounded open set so that (3.1) is fulfilled. Let $0 < \beta' < \beta < 1$ be as above. Fix $y \in \partial S_{>\beta'}^{n-1}$. Then there exist $T > 0$ and $\epsilon \in (0, \pi)$ (both independent of $y$) such that

$$\Psi_y : B \rightarrow (-T, T) \times (\epsilon, \pi) \times y \perp \cap S_{>0}^{n-1}$$

defines a change of variables, where

$$x = e^t \gamma_{y, \eta}(\theta), \quad \gamma_{y, \eta}(\theta) = (\cos \theta) y + (\sin \theta) \eta,$$

$$t = \log |x|, \quad \theta = d_{S^{n-1}}(y, x/|x|),$$

$$\eta = (d_{S^{n-1}}(y, x/|x|))^{-1} \exp_y^{-1}(x/|x|).$$

The function $d_{S^{n-1}}(y, \cdot)$ is smooth on $S_{>\beta}^{n-1}$, and the Euclidean metric in $\Psi_y(B)$ looks like

$$g = e^{2t} \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) \times \frac{1}{2} I_{(n-2) \times (n-2)} \times (\sin \theta)^2 g_{S^{n-2}}^{-1},$$

where $I_{m \times m}$ denotes the $m \times m$ identity matrix. In particular, one has

$$|dx|^2 = e^{2t} (dt^2 + d\theta^2 + (\sin \theta)^2 g_{S^{n-2}}^{-1})$$

and hence

$$|g| := \det g = e^{2nt} (\sin \theta)^{2(n-2)} \det g_{S^{n-2}}.$$

Remark 3.2. Fix $y \in \partial S_{>\beta'}^{n-1}$. Let $\rho(x) := \log |x| + id_{S^{n-1}}(y, x/|x|)$. Set $z := t + i\theta$ and $2\partial_z := \partial_t + i\partial_y$. Writing $\tilde{f} = f \circ \Psi^{-1}_y$, we get

$$\tilde{\rho} = z, \quad (\nabla \tilde{\rho}) = e^{-2t} (\partial_t + i\partial_y), \quad (\nabla \rho \cdot \nabla) = 2e^{-2t} \partial_{\tilde{\rho}},$$

$$\Delta \rho = 2e^{-2t} \partial_{\tilde{\rho}} (\log(|g|^{1/2} e^{-2t})).$$

Note that $\tilde{\rho}$ only depends on $t$ and $\theta$, and it is independent of $\eta \in y \perp \cap S^{n-1}$. It significantly reduces the computations behind the above identities. On the other hand, any magnetic potential $W \in W^{1, \infty}_c(B; \mathbb{C}^n)$ can be identified with $\sum_{j=1}^n W_j dx_j$. Thus, $W$ may be written in $\Psi_y$-coordinate as

$$W = W_t dt + W_\theta d\theta + W_\eta d\eta,$$

where

$$W_t(t, \theta, \eta) = e^t W(e^t \gamma_{y, \eta}(\theta)) \cdot \gamma_{y, \eta}(\theta),$$

$$W_\theta(t, \theta, \eta) = e^t W(e^t \gamma_{y, \eta}(\theta)) \cdot \gamma_{y, \eta}(\theta), \quad \gamma = d\gamma/d\theta.$$

If we denote local coordinates of $y \perp \cap S^{n-1}$ by

$$\eta = \Sigma(\alpha_1, \alpha_2, \ldots, \alpha_{n-2})$$

$$= (\Sigma_1(\alpha_1, \alpha_2, \ldots, \alpha_{n-2}), \Sigma_2(\alpha_1, \alpha_2, \ldots, \alpha_{n-2}), \ldots, \Sigma_n(\alpha_1, \alpha_2, \ldots, \alpha_{n-2})),$$
Proposition 3.3. Let \( W \in L^\infty_c(B; \mathbb{C}^n) \) and \( V \in L^\infty_c(B; \mathbb{C}) \). There exists \( \tau_0 > 0 \) and \( C > 0 \) (both depending on \( n, B \), \( \|W\|_{L^\infty} \) and \( \|V\|_{L^\infty} \)) such that for all \( F \in H^{-1}(B) \) there exists \( R \in H^1(B) \) satisfying

\[
\mathcal{L}_{W,V,\varphi} R = F \quad \text{in} \quad B,
\]

\[
\tau^{-1} \|R\|_{H^1_{scd}(B)} \leq C \|F\|_{H^{-1}_{scd}(B)}, \quad \text{for all} \quad \tau \geq \tau_0.
\]

The following result was first proved in [13] when \( W \in C^2 \) and \( V \in L^\infty \). Later, it was improved in [22] by considering \( W \in W^{1,n} \cap L^\infty \) and \( V \in L^n \).

**Proposition 3.4.** Let \( W \in C^1_c(B; \mathbb{C}^n) \) and \( V \in L^\infty_c(B; \mathbb{C}) \). Assume \( B \subset \mathbb{R}^n \) as in (3.1). There exists \( \tau_0 > 0 \) and \( C > 0 \) (both depending on \( n, B \), \( \|W\|_{L^\infty} \) and \( \|V\|_{L^\infty} \)) such that the equation \( \mathcal{L}_{W,V} U = 0 \) in \( B \) has a solution \( U \in H^1(B) \) of the form

\[
U = e^{\tau(\varphi+i\psi)} (a + r), \quad \tau \geq \tau_0,
\]

with the properties:
(i) The functions $\varphi$ and $\psi$ are defined by

$$
\varphi(x) = \log |x|, \quad \psi(x) = d_{S^{n-1}}(y, x/|x|),
$$

where $y \in S^{n-1}$ is chosen such that $\psi$ is smooth in $B$.

(ii) The complex-valued function $a$ belongs to $W^{1,\infty}(B)$ and satisfies

$$
[2D(\varphi + i\psi) \cdot D + 2W \cdot D(\varphi + i\psi) + D^2(\varphi + i\psi)] a = 0, \text{ in } B,
$$

$$
\|a\|_{W^{\omega,\infty}(B)} \lesssim \|W\|_{W^{\omega,\infty}(B)}, \quad |\alpha| \leq 1.
$$

(iii) The function $r$ belongs to $H^1(B)$ and satisfies the estimate for all $\tau \geq \tau_0$

$$
\|\partial^\alpha r\|_{L^2(B)} \leq C\tau^{|\alpha|-1} \|a\|_{H^1(B)}, \quad |\alpha| \leq 1.
$$

Proof. We are looking for solutions of the form

$$
U = e^{\tau \rho}(a + r), \quad \rho = \varphi + i\psi,
$$

where $\psi$ is a smooth real-valued phase, $a$ is an amplitude, and $r$ is a correction term. A straightforward computation shows

$$
e^{-\tau \rho} \tau^{-2} \mathcal{L}_{W,V} e^{\tau \rho}
$$

$$
= D\rho \cdot D\rho + \tau^{-1} (2D\rho \cdot D + 2W \cdot D\rho + D^2\rho) + \tau^{-2} \mathcal{L}_{W,V}.
$$

Motivated by this identity, $U$ satisfies $\mathcal{L}_{W,V} U = 0$ if we solve in $B$ once at a time the equations for $\rho$, $a$ and $r$ in the following order:

$$
D\rho \cdot D\rho = 0,
$$

$$
(2D\rho \cdot D + 2W \cdot D\rho + D^2\rho) a = 0,
$$

$$
e^{-\tau \rho} \tau^{-2} \mathcal{L}_{W,V} e^{\tau \rho} r = -\tau^{-2} \mathcal{L}_{W,V} a.
$$

Eikonal equation. Note that (3.6) reads

$$
|\nabla \varphi| = |\nabla \psi|, \quad \nabla \varphi \cdot \nabla \psi = 0, \quad \text{in } B.
$$

As shown in [21], a solution $(\varphi, \psi)$ is given by (3.4), where $y \in \partial S_{>0}^{n-1}$ is chosen as in Lemma 3.1, so $\psi$ is smooth in $B$.

Transport equation. We will solve (3.7) with the help of the $\Psi_y$-coordinates introduced in Section 3.1. Fix $y \in \partial S_{>0}^{n-1}$ and consider the $\Psi_y$-coordinates described in Lemma 3.1. Taking into account Remark 3.2, (3.7) becomes a $\partial_\tau$-equation for $\tilde{a} := a \circ \Psi_y^{-1}$ and reads in $\Psi_y(B)$:

$$
\left[ \partial_\tau + \partial_\tau \left( \log(e^{-t}|g|^{1/4}) \right) + \frac{i}{2} (W_t + iW_\theta) \right] \tilde{a} = 0.
$$

Multiplying both sides by $e^{-t}|g|^{1/4}$, we deduce that

$$
\tilde{a} = |g|^{-1/4} e^t e^{\Phi} a_0 = |g_{S^{n-1}}|^{-1/4} e^{-(n-2)t/2}(\sin \theta)^{-\frac{n-2}{2}} e^\Phi a_0
$$

\footnote{In equation below, the magnetic potential $W$ is view as a vectorial function so that $W \cdot D(\varphi + i\psi)$ stands for the usual inner product in $\mathbb{R}^n$.}
is a solution to (3.9) whenever $\partial_\tau a_0 = 0$ and for any fixed $\eta \in y^1 \cap S^{n-1}$

\begin{equation}
(\partial_\tau \Phi)(\cdot, \eta) + \frac{i}{2}(W_t + iW_\theta)(\cdot, \eta) = 0, \quad \text{in } \mathbb{R}^2.
\end{equation}

Since $W(\cdot, \eta) \in C^1_c(\mathbb{R}^2)$, Lemma A.2 ensures that

$\Phi(\cdot, \eta) := -\frac{i}{2}(C(W_t + iW_\theta))(\cdot, \eta)$

is a solution to (3.11) satisfying for every $|\alpha| \leq 1$:

\begin{equation}
\|\partial^\alpha \Phi\|_{L^\infty(\Psi_y(B))} \lesssim \|\partial^\alpha (W \circ \Psi_y)\|_{L^\infty(\Psi_y(B))} \lesssim \|\partial^\alpha W\|_{L^\infty(\Psi_y(B))},
\end{equation}

Here $C$ denotes the Cauchy transform operator defined by (A.3), identifying $\mathbb{R}^2$ with the complex plane $\mathbb{C}$. Hence, $a = \tilde{a} \circ \Psi_y \in W^{1,\infty}(B)$ solves (3.7). Finally, combining (3.10) and (3.12), we get

\begin{equation}
\|a\|_{H^1(B)} \lesssim \|\tilde{a}\|_{H^1(\Psi_y(B))} \lesssim \|a_0\|_{H^1(\Psi_y(B))},
\end{equation}

where the implicit constant depends on $\|W\|_{W^{1,\infty}}$. 

**Correction term.** By the previous step, $a = \tilde{a} \circ \Psi_y \in W^{1,\infty}(B)$ and therefore $\mathcal{L}_{W,V}a \in H^{-1}(B)$. Hence Proposition 3.3 ensures the existence of $R \in H^1(B)$ satisfying

\begin{align*}
\mathcal{L}_{W,V} - \varphi R &= -\tau^{-2}e^{i\tau \psi} \mathcal{L}_{W,V} a, \\
\tau^{-1} \|R\|_{H^{-1}(B)} &\lesssim \|\tau^{-2}e^{i\tau \psi} \mathcal{L}_{W,V} a\|_{H^{-1}_{\text{sc}}(B)}.
\end{align*}

We now compute the $H^{-1}_{\text{sc}}$-norm. Let $\varphi \in C_0^\infty(B)$ be a non-vanishing function. Integration by parts with Cauchy-Schwarz’s inequality yield

\begin{align*}
\left|\tau^{-2}e^{i\tau \psi} \Delta a, \varphi\right| &= \tau^{-2} \left|\nabla a, \nabla (e^{-i\tau \psi} \varphi)\right| \\
&\lesssim \tau^{-1} \left|\nabla a, e^{-i\tau \psi} \nabla \varphi \nabla \varphi\right| + \tau^{-1} \left|\nabla a, e^{-i\tau \psi} \tau^{-1} \nabla \varphi\right| \\
&\lesssim \tau^{-1} \|a\|_{H^1(B)} \||\varphi\|_{H^{-1}_{\text{sc}}(B)}.
\end{align*}

In the same fashion, we get bounds for $\nabla a$ and $a$ with $\tau^{-2}$ instead of $\tau^{-1}$ in the above last line. Combining these estimates, one gets

\begin{equation}
\left|\tau^{-2}e^{i\tau \psi} \mathcal{L}_{W,V} a\right|_{H^{-1}_{\text{sc}}(B)} \lesssim \tau^{-1} \|a\|_{H^1(B)}.
\end{equation}

Consequently, $r = e^{-i\tau \psi} R \in H^1(B)$ is a solution to (3.8) satisfying the desired norm bounds. The proof is completed. \qed

**Remark 3.5.** It will be convenient to consider the bounds of $a$ and $r$ in terms of $\Psi_y$-coordinates. To be more precise, throughout the proof of Proposition 3.4, we have considered a family of solutions to the transport equation (3.7) of the form $a := \tilde{a} \circ \Psi_y \in H^1(B)$, where $\tilde{a}$ is given by (3.10) with $a_0$ being any holomorphic function in the complex variable $z := t + i\theta$. This
freedom is crucial in our approach and will be used in the Appendix to remove the exponential term from the intermediate estimates. By combining (3.13) and (3.14), we deduce the remainder term satisfies for \(\tau \geq \tau_0\):

\[
\|\partial^\alpha r\|_{L^2(B)} \lesssim \tau^{\bar{\alpha}-1} \|a\|_{H^1(B)} \lesssim \tau^{\bar{\alpha}-1} \|a_0\|_{H^1(\partial \phi(B))} \quad \forall \alpha \leq 1,
\]

where the implicit constant depends on \(\|W\|_{W^{1,\infty}}\).

4. Stability estimate for the magnetic potential

In this section, we derive a useful integral inequality relating the partial DN maps with the magnetic potentials, see Proposition 4.3 and Corollary 4.8. Finally, we prove Theorem 1.4 employing a suitable attenuated geodesic ray transform associated to \(A_1\) and \(A_2\). From now on, for \(j = 1, 2\), we denote \(\Lambda_{A_j, q_j}\) and \(\Lambda^\sharp_{A_j, q_j}\) by \(\Lambda_j\) and \(\Lambda^\sharp_j\), respectively.

4.1. Relating the partial DN maps with the magnetic potentials

We start by stating the integral identity proved in [32, Corollary 3.2].

**Lemma 4.1.** Assume that all conditions from the statement of Theorem 1.4 hold. Suppose \(u_j \in H^1(\Omega)\) satisfy \(L_{A_j, q_j} u_j = 0\) in \(\Omega\) with \(j = 1, 2\). Then

\[
\langle (A_1 - A_2)u_1, u_2 \rangle_{L^2(\partial \Omega)} = \int_\Omega \left[ (A_1 - A_2) \cdot (Du_1 \overline{u_2} + u_1 \overline{Du_2}) + (A^2_1 - A^2_2 + q_1 - q_2)u_1 \overline{u_2} \right] \, dx.
\]

To exploit the information about \(A_1 - A_2\) encoded into this identity, we shall use the CGO solutions constructed in Section 3. Let \(B \subset \mathbb{R}^n\) be an open and bounded set satisfying (3.1). Now consider any compactly supported extension of \(A_1\) denoted by \(A^\text{ext}_1 \in C^{1+\sigma}_c(B; \mathbb{C}^n)\). Since \(A_1 = A_2\) and \(\partial_\nu A_1 = \partial_\nu A_2\) on \(\partial \Omega\), it follows that

\[
A^\text{ext}_2 = \begin{cases} A_2 & \text{in } \Omega \\ A^\text{ext}_1 & \text{in } \mathbb{R}^n \setminus \Omega \end{cases}
\]

is a compactly supported extension of \(A_2\) belonging to \(C^{1+\sigma}_c(B; \mathbb{C}^n)\). Let \(j = 1, 2\). By construction, these extensions satisfy

\[
A^\text{ext}_1 - A^\text{ext}_2 = \chi_\Omega (A_1 - A_2),
\]

\[
\|A^\text{ext}_j\|_{W^{1,\infty}(B)} \lesssim \|A_j\|_{W^{1,\infty}(\Omega)}.
\]

By Proposition 3.4 applied to \(W = A^\text{ext}_2\) and \(V = \chi_\Omega q_j\), there exist \(\tau_0 > 0\) and \(U_j \in H^1(B)\) solutions to \(L_{A^\text{ext}_j, \chi_\Omega q_j} U_j = 0\) in \(B\) of the form

\[
U_1 = e^{\tau (\varphi + iv)} (a_1 + r_1),
\]

\[
U_2 = e^{\tau (-\varphi + iv)} (a_2 + r_2),
\]
for all $\tau \geq \tau_0$. Recall that $\varphi$ and $\psi$ are defined by (3.4). Moreover $a_j$ satisfy in $B$

\begin{equation}
(4.5) \quad \begin{cases}
2D(\varphi + i\psi) \cdot D + 2W \cdot D(\varphi + i\psi) + D^2(\varphi + i\psi) & a_1 = 0,
2D(-\varphi + i\psi) \cdot D + 2W \cdot D(-\varphi + i\psi) + D^2(-\varphi + i\psi) & a_2 = 0.
\end{cases}
\end{equation}

By (4.3), we also have

\begin{equation}
(4.6) \quad ||a_j||_{W^{1,\infty}(B)} \lesssim ||A_j||_{W^{1,\infty}(\Omega)}.
\end{equation}

Finally, $r_j$ belongs to $H^1(B)$ and

\begin{equation}
||\partial^\alpha r_j||_{L^2(B)} \lesssim \tau^{|\alpha|-1} ||a_j||_{H^1(B)}, |\alpha| \leq 1.
\end{equation}

Besides, by Remark 3.5 and (3.10), the functions $a_j$ have the following form in $\Psi_y$-coordinates

\begin{align}
(4.7) \quad & \bar{a}_1 := a_1 \circ \Psi^{-1}_y = |g_{S^{n-2}}|^{-1/4} e^{-(n-2)\xi/2}(\sin \theta)^{-\frac{n-2}{2}} e^{\Phi_1} a_0, \\
& \bar{a}_2 := a_2 \circ \Psi^{-1}_y = |g_{S^{n-2}}|^{-1/4} e^{-(n-2)\xi/2}(\sin \theta)^{-\frac{n-2}{2}} e^{\Phi_2},
\end{align}

for any arbitrary and fixed $y \in \partial S_{>\beta}^{n-1}$ with $a_y a_0 = 0$. Therefore

\begin{equation}
(4.8) \quad ||a_1||_{H^1(B)} \lesssim ||a_0||_{H^1(\Psi_y(B))}, \quad ||a_2||_{H^1(B)} \lesssim 1.
\end{equation}

By (4.2), we finally get

\begin{equation}
(4.9) \quad \partial_y (\Phi_1 + \Phi_2) + \frac{i}{2}(\chi_\Omega (A_1 - A_2))_t + i(\chi_\Omega (A_1 - A_2))_g = 0, \quad \text{in } \Psi_y(B).
\end{equation}

**Remark 4.2.** Although we are not yet proving the stability estimates for the electric potentials, we take advantage of the above computations to remark that sometimes it will be convenient to see (4.9) in the original coordinates (4.5), from which we immediately deduce in $\Omega$:

\[ D(\varphi + i\psi) \cdot D \left( (\Phi_1 + \Phi_2) \circ \Psi_y + i\omega \right) + (A_1 - A_2 - \nabla \omega) \cdot D(\varphi + i\psi) = 0, \]

for every $\omega \in W^{1,\infty}(\Omega)$. In Section 5, we will choose a particular $\omega$ being the function coming from the Hodge decomposition $A_1 - A_2 = F + \nabla \omega$ for some vectorial function $F$, see Lemma 5.1. The above equation can be solved using $\Psi_y$-coordinates and the Cauchy transform. Moreover, by (3.12), we get

\[ \| (\Phi_1 + \Phi_2) \circ \Psi_y + i\omega \|_{L^\infty(\Omega)} \lesssim \| A_1 - A_2 - \nabla \omega \|_{L^\infty(\Omega)}. \]

**Proposition 4.3.** Taking into account the CGO solutions $U_j$ with $j = 1, 2$, defined by (4.4), we have

\begin{equation}
(4.10) \quad \left| \int_B \chi_\Omega (A_1 - A_2) \cdot D(\varphi + i\psi) a_1 \bar{a}_2 dx \right| \lesssim \left| \log \left\| A^\delta_1 - A^\delta_2 \right\|^{-1} \right| ||a_0||_{H^1(\Psi_y(B))}.
\end{equation}
The remaining part of this subsection will be devoted to proving this proposition. To do it, we need intermediate results. Note that $u_j := U_j|\Omega \in H^1(\Omega)$ are solutions in $\Omega$ to the original equations $L_{A_j,q_j} u_j = 0$, and so they satisfy the same bounds declared above. Inserting these solutions into (4.1), we get

$$\tau^{-1} \langle (\Lambda_1 - \Lambda_2)u_1, u_2 \rangle_{L^2(\partial \Omega)} = \tau^{-1} \int_\Omega \left[ (A_1 - A_2) \cdot (Du_1 \overline{\nu_2} + u_1 \overline{Dnu_2}) + (A_1^2 - A_2^2 + q_1 - q_2)u_1 \overline{\nu_2} \right] dx$$

(4.11)

$$= \tau^{-1} \int_B \left[ \chi_\Omega (A_1 - A_2) \cdot (D\rho a_1 \overline{\nu_2} dx) + \chi_\Omega (A_1 - A_2) \cdot (M_1 + M_2) dx \right. + \tau^{-1} \int_B \chi_\Omega (A_1^2 - A_2^2 + q_1 - q_2)U_1 \overline{\nu_2} dx,$$

where $\rho = \varphi + i\psi$ is given by (3.4), and

$$M_1 = D\rho r_2 \overline{\nu_2} + \tau^{-1} Da_1 (\overline{\nu_2} + \overline{\tau_2}) + \tau^{-1} D\rho (a_1 + r_1) \overline{\tau_2},$$

$$M_2 = D\rho (a_1 + r_1) \overline{\tau_2} + \tau^{-1} a_1 (Da_2 + Dr_2) + D\rho r_1 \overline{\nu_2} + \tau^{-1} r_1 (Da_2 + Dr_2).$$

Combining (4.6)-(4.8), it immediately follows that

$$\|M_j\|_{L^2(\Omega)} \lesssim \tau^{-1} \|a_0\|_{H^1(\psi_0(B))}$$

and by (4.11)

$$2 \left| \int_B \chi_\Omega (A_1 - A_2) \cdot D(\varphi + i\psi) a_1 \overline{\nu_2} dx \right| \lesssim \tau^{-1} \langle (\Lambda_1 - \Lambda_2)u_1, u_2 \rangle_{L^2(\partial \Omega)} + \|M_1 + M_2\|_{L^2(B)}$$

(4.12)

$$+ \tau^{-1} \|e^{-\tau\varphi} U_1 \|_{L^2(B)} \|e^{\tau\varphi} U_2\|_{L^2(B)} \lesssim \tau^{-1} \langle (\Lambda_1 - \Lambda_2)u_1, u_2 \rangle_{L^2(\partial \Omega)} + \tau^{-1} \|a_0\|_{H^1(\psi_0(B))}.$$

Our task now is estimating the final boundary term on the right. Note that $\partial \Omega = \partial \Omega_{-\rho(x_0)} \cup \partial \Omega_{+\rho(x_0)}$. The terms coming from $\partial \Omega_{-\rho(x_0)}$ are closely linked with $\Lambda_1^2 - \Lambda_2^2$ but the ones coming from $\partial \Omega_{+\rho(x_0)}$ do not, at least in a first inspection. To describe a suitable dependency, we need to make a more delicate analysis. It can be attained by using the below Carleman estimate with boundary terms derived in [13] and [22].

**Proposition 4.4.** Let $A \in W^{1,\infty}(\Omega; \mathbb{C}^n)$ and $q \in L^\infty(\Omega; \mathbb{C})$. There exists $\tau_0 > 0$ (depending on $n, \Omega, \|A\|_{W^{1,\infty}}, \|q\|_{L^\infty}$) such that for all $u \in C^\infty(\Omega) \cap$
Proposition 4.4. Since we deal with the inner boundary product of the partial DN maps by using account and combining Cauchy-Schwarz’s inequality with (1.4), we obtain

\begin{equation}
\|e^{-\tau\varphi}\partial_\nu u\|_{L^2(\partial\Omega_{-0}(x_0))} + \tau^{1/2}\|e^{-\tau\varphi}u\|_{L^2(\Omega)} + \tau^{-1/2}\|e^{-\tau\varphi}\nabla u\|_{L^2(\Omega)} \lesssim \tau^{-1/2}\|e^{-\tau\varphi}\mathcal{L}_{A,q}u\|_{L^2(\Omega)} + \|e^{-\tau\varphi}\partial_\nu u\|_{L^2(\partial\Omega_{-0}(x_0))}
\end{equation}

holds for all \(\tau \geq \tau_0\). Here \(\partial_\nu = \nu \cdot \nabla\) and \(\varphi(x) = \log |x - x_0|\). The sets \(\partial\Omega_{-0}(x_0)\) and \(\partial\Omega_{+0}(x_0)\) are defined in (1.1) and (1.2), respectively. The norms of the boundary terms are weighted \(L^2\)-norms

\[L^2_\omega(\Gamma) = L^2(\Gamma, \omega dS), \quad \omega(x) = \frac{|(\nu(x), x - x_0)|}{|x - x_0|^2}.\]

Remark 4.5. By a standard regularization method, (4.13) is still true for all \(u \in H^1_0(\Omega)\) such that \(\mathcal{L}_{A,q} u \in L^2(\Omega)\). The vanishing condition on \(u\) is essential for deriving this result. Roughly speaking, this estimate tells us that it is possible to bound weighted terms coming from the shadowed face of the boundary \(\partial\Omega_{+0}(x_0)\) by the ones coming from the illuminated part \(\partial\Omega_{-0}(x_0)\).

Lemma 4.6. Let \(\xi > 1\) such that for all \(x \in \partial\Omega\)

\begin{equation}
\xi^{-1} \leq |x - x_0| \leq \xi.
\end{equation}

Then for \(\tau > 0\) large enough, we have

\[\tau^{-1}\left|\langle (\Lambda_1 - \Lambda_2)u_1, u_2 \rangle_{L^2(\partial\Omega)}\right| \lesssim \left(\xi^{3\tau}\|\Lambda_1^\sharp - \Lambda_2^\sharp\| + \tau^{-3/2}\right)\|a_0\|_{H^1(\Psi_{\nu}(\Gamma))}.\]

Remark 4.7. Condition (4.14) is always satisfied since \(x_0 \notin ch(\overline{\Omega})\).

Proof. To remove in a safe way the weight \(\omega\) from (4.13), we first define the following subset of \(\partial\Omega\) for \(\delta > 0\):

\[F_\delta(x_0) := \left\{ x \in \partial\Omega : (\nu(x), x - x_0) \leq \delta |x - x_0|^2 \right\}.
\]

Note that if \(\delta\) is small enough, then \(\partial\Omega_{-0}(x_0) \subset \subset F_\delta(x_0) \subset \subset F\). Recall that \(F\) is an open neighborhood of \(\partial\Omega_{-0}(x_0)\), see (1.1)-(1.3). Furthermore, in (1.3) we can assume that the boundary cutoff function \(\chi\), in addition to be compactly supported in \(F\), is equals 1 on \(F_\delta(x_0)\). Taking these facts into account and combining Cauchy-Schwarz’s inequality with (1.4), we obtain

\begin{equation}
\left|\langle (\Lambda_1 - \Lambda_2)u_1, u_2 \rangle_{L^2(\partial\Omega)}\right| \\
\leq \langle \chi(\Lambda_1 - \Lambda_2)u_1, u_2 \rangle_{L^2(\partial\Omega)} + \langle (1 - \chi)(\Lambda_1 - \Lambda_2)u_1, u_2 \rangle_{L^2(\partial\Omega)} \\
\lesssim \left\|\Lambda_1^\sharp - \Lambda_2^\sharp\right\| \left\|u_1\right\|_{H^1(\Omega)} \left\|u_2\right\|_{H^1(\Omega)} \\
+ \left\|e^{-\tau\varphi}(\Lambda_1 - \Lambda_2)u_1\right\|_{L^2(\partial\Omega \setminus F_\delta(x_0))} \left\|e^{\tau\varphi}u_2\right\|_{L^2(\partial\Omega \setminus F_\delta(x_0))}.
\end{equation}

We deal with the inner boundary product of the partial DN maps by using Proposition 4.4. Since \(u_1\) does not necessarily vanish on the boundary, we
introduce an auxiliary function \( \tilde{u}_1 \in H^1(\Omega) \) satisfying
\[
\begin{align*}
&\mathcal{L}_{A_2,q_2} \tilde{u}_1 = 0, \quad \text{in } \Omega \\
&\tilde{u}_1 |_{\partial \Omega} = u_1 |_{\partial \Omega}.
\end{align*}
\]
Using the identity \( \mathcal{L}_{A_2,q_2}(u_1 - u_1) = (\mathcal{L}_{A_1,q_1} - \mathcal{L}_{A_2,q_2})u_1 \), and since the term on the left belongs to \( L^2(\Omega) \), we deduce \( \mathcal{L}_{A_1,q_1} - \mathcal{L}_{A_2,q_2} \) is \( L^2(\Omega) \) as well. Thus, applying Proposition 4.4 to \( u := u_1 - \tilde{u}_1 \in H_0^1(\Omega) \), we obtain
\[
\|e^{-\tau \varphi}(\Lambda_1 - \Lambda_2)u_1\|_{L^2(\partial \Omega \setminus F_3(x_0))} = \|e^{-\tau \varphi} \partial_\nu (u_1 - \tilde{u}_1)\|_{L^2(\partial \Omega \setminus F_3(x_0))} \\
\leq \delta^{-1} \|e^{-\tau \varphi} \partial_\nu (u_1 - \tilde{u}_1)\|_{L^2(\partial \Omega_\pm \cdot, o(x_0))} \\
\lesssim \tau^{-1/2} \delta^{-1} \|e^{-\tau \varphi}(\mathcal{L}_{A_1,q_1} - \mathcal{L}_{A_2,q_2})u_1\|_{L^2(\Omega)} \\
+ \delta^{-1} \|e^{-\tau \varphi} \partial_\nu (u_1 - \tilde{u}_1)\|_{L^2(\partial \Omega_\pm \cdot, o(x_0))}.
\]
(4.16)

Combining (4.2)-(4.8) and the fact \( \omega(x) \leq |x - x_0|^{-1} \) when \( x \in \partial \Omega \), we get
\[
\|e^{-\tau \varphi}(\mathcal{L}_{A_1,q_1} - \mathcal{L}_{A_2,q_2})u_1\|_{L^2(\Omega)} \lesssim \|a_0\|_{H^1(\Psi_\nu(B))},
\]
\[
\|e^{-\tau \varphi} \partial_\nu (u_1 - \tilde{u}_1)\|_{L^2(\partial \Omega_\pm \cdot, o(x_0))} \lesssim \tau \|\Lambda_1 - \Lambda_2\|_{H^1(\Omega)},
\]
\[
\|e^{-\tau \varphi} u_2\|_{L^2(\partial \Omega \setminus F_3(x_0))} \lesssim 1,
\]
\[
\|u_1\|_{H^1(\Omega)} \lesssim \tau \xi_{\tau} \|a_0\|_{H^1(\Psi_\nu(B))},
\]
\[
\|u_2\|_{H^1(\Omega)} \lesssim \tau \xi_{\tau}.
\]

We conclude the proof by combining these inequalities, replacing (4.16) into (4.15) and taking \( \tau \) large enough. \( \square \)

Previous estimates almost do the proof of Proposition 4.3. Consider \( \tau_0 > 0 \) large enough such that for all \( \tau \geq \tau_0 \), both Lemma 4.6 and \( \xi_{\tau} \leq \tau^{-1} \) are satisfied. It is a simple matter to check that
\[
\tau := \frac{1}{4} \left| \log \xi \right|^{-1} \left| \log \left| \Lambda_1 - \Lambda_2 \right| \right| \geq \tau_0,
\]
whenever
\[
\left| \Lambda_1^\sharp - \Lambda_2^\sharp \right| \leq e^{-\tau \tau_0}.
\]
We end the proof Proposition 4.3 by using (4.12) and Lemma 4.6.

4.2. Stability for the magnetic potentials. The following result is an immediate consequence of Proposition 4.3 by making a \( \Psi_\nu \)-change of variables and considering Lemma 3.1 together with (4.7)-(4.9).

**Corollary 4.8.** Let \( 0 < \beta' < \beta < 1 \) and \( y \in \partial S_{\beta'}^{-1} \) be as in Lemma 3.1. The equivalent version of (4.10) in \( \Psi_\nu \)-coordinates is given by
\[
\left( \int_{y' \cap S_{\beta'}^{-1}} \int_{B \cap \Pi_{y,\eta}} (A_t + iA_\theta)e^{i\psi} a_0 d\bar{z} d\eta \right) \\
\lesssim \left| \log \left| \Lambda_1^\sharp - \Lambda_2^\sharp \right| \right|^{-1} \|a_0\|_{H^1(\Psi_\nu(B))},
\]
(4.17)
where \( z := t + i\theta, \partial_z a_0 = 0, A \equiv \chi\Omega(A_1 - A_2), \Phi = \Phi_1 + \Phi_2 \) and \( \Pi_{y,\eta} \) denotes the plane generated by \( y \) and \( \eta \in y^\perp \cap S^{n-1} \). Finally, (4.9) reads

\[
(\partial_t \Phi)(\cdot, \eta) + \frac{i}{2}(A_t + iA_{\theta})(\cdot, \eta) = 0, \quad \text{in } B \cap \Pi_{y,\eta},
\]

for each \( \eta \in y^\perp \cap S^{n-1} \). Here \( A_t \) and \( A_{\theta} \) are the first two components of \( A \) in terms of \( \Psi_y \)-coordinates defined in Remark 3.2, see (3.3).

The next step consists in proving that estimate (4.17) still holds without the exponential term on the left-hand side. For convenience to the reader, we postpone a detailed proof of this fact to the Appendix, see Theorem A.1. In particular, one can consider the holomorphic function \( e^{i\lambda z} = e^{i\lambda(t+i\theta)} \) with \( \lambda > 0 \) in place of \( a_0 \) in (4.17). Note that \( A \equiv \chi\Omega(A_1 - A_2) \) belongs to \( C_c^{1+\sigma}(B; \mathbb{C}^n) \), we deduce

\[
\int_{B \cap \Pi_{y,\eta}} e^{i\lambda(t+i\theta)}(A_t + iA_{\theta})(t, \theta, \eta) dt d\theta = \int_0^\tau(\eta, \eta) e^{-\lambda \theta} H(\gamma_{y,\eta}(\theta), \gamma_{y,\eta}(\theta)) d\theta = (T_{\lambda}H_{\lambda})(y, \eta),
\]

where \( (y, \eta) \in \partial_{+}S(S_{>\beta}^{n-1}) \) and the function \( H_{\lambda} := f_{\lambda} + \alpha_{\lambda} \) is defined on \( S(S_{>\beta}^{n-1}) \) by \( H_{\lambda}(w, \xi) = f_{\lambda}(w) + \alpha_{j,\lambda}(w)\xi^j \). The functions \( f_{\lambda} \) and \( (\alpha_{j,\lambda})_{j=1}^n \) are compactly supported on \( S_{>\beta}^{n-1} \) and defined by

\[
f_{\lambda}(w) = \int_{\mathbb{R}} e^{i\lambda t} e^t w \cdot A(e^t w) dt := \int_{\mathbb{R}} e^{i\lambda t} e^t w \cdot \tilde{A}(t, w) dt,
\]

\[
\alpha_{j,\lambda}(w) = i \int_{\mathbb{R}} e^{i\lambda t} e^t A_j(e^t w) dt := i \int_{\mathbb{R}} e^{i\lambda t} e^t \tilde{A}_j(t, w) dt, \quad j = 1, 2, \ldots, n,
\]

where \( \tilde{A}(t, w) := A(e^t w) \) with the convention adopted in formulae (3.3). Combining the fact that \( \partial_{+}S(S_{>\beta}^{n-1}) \) has finite measure (see Remark 2.1) with Lemma 2.2 and Theorem A.1, we deduce that there exist \( C := C(\lambda) > 0 \) and \( t_0 \in (0, 1) \) such that

\[
\| (T^{\lambda}_{+} H_{\lambda}, h)_{L^2(S(S_{>\beta}^{n-1}))} \| \leq \| T_{\lambda} H_{\lambda} \|_{L^2(\partial_{+}S(S_{>\beta}^{n-1}))} \| T_{\lambda} h \|_{L^2(\partial_{+}S(S_{>\beta}^{n-1}))} \leq C(\lambda) \| \log \Lambda_1^{\frac{2}{t_0}} - \Lambda_2^{\frac{2}{t_0}} \|^{-t_0/10} \| h \|_{L^2(S(S_{>\beta}^{n-1}))}
\]

for all \( h \in C_c^\infty(S(S_{>\beta}^{n-1})), \) which immediately implies

\[
\| (T^{\lambda}_{+} H_{\lambda})_{L^2(S(S_{>\beta}^{n-1}))} \| \leq C(\lambda) \| \log \| \Lambda_1^{\frac{2}{t_0}} - \Lambda_2^{\frac{2}{t_0}} \|^{t_0/10}.
\]

Now we shall show how the solenoidal structure emerges when computing the left-hand side of this estimate. We will make a Hodge decomposition
to $\alpha_\lambda$ in $S_{>\beta}^{n-1}$. Since $\delta_{S_{>\beta}}\alpha_\lambda \in H^{-1}(S_{>\beta}^{n-1})$, we deduce that there exists $\beta \in H_0^1(S_{>\beta}^{n-1})$ solving the equation
\[
\begin{aligned}
\Delta_{S_{>\beta}^{n-1}} \beta &= \delta_{S_{>\beta}^{n-1}}\alpha_\lambda, \\
\beta &= 0, \\
\end{aligned}
\]

on $\partial S_{>\beta}^{n-1}$.

The existence (and uniqueness) of such $\beta$ is given by [31, Lemma 1]. We shall write $\alpha_\lambda = \alpha^s_\lambda + db$, where $\alpha^s_\lambda = \alpha_\lambda - db$ and $\delta_{S_{>\beta}}\alpha^s_\lambda = 0$. From the vanishing condition of $\beta$ on $\partial S_{>\beta}^{n-1}$ and the compact support property of $\alpha_{j,\lambda}$, $f_\lambda$ ($j = 1, 2, \ldots, n$), all of them can be extended by zero on $S_{>\beta}^{n-1} \setminus S_{>\beta}^{n-1}$. We still denote these extensions by the same letter. In particular $(f_\lambda + \lambda \beta, \alpha_\lambda - db)$ is a solenoidal pair, see Definition 2.3, and since $T_\lambda^*(\lambda \beta + db) = 0$, we obtain
\[
T_\lambda^* T_\lambda(H_\lambda) = T_\lambda^* T_\lambda((f_\lambda + \lambda \beta) + (\alpha_\lambda - db)).
\]

By Theorem 2.5, there exists $\lambda_0$ such that for all $0 \leq \lambda \leq \lambda_0$, we get
\[
\|f_\lambda + \lambda \beta\|_{H^{-1}(S_{>\beta}^{n-1})} + \|\alpha_\lambda - db\|_{H^{-1}(\Lambda^1 S_{>\beta}^{n-1})} \lesssim C(\lambda) \left|\log \left|\frac{A^s_1}{A^s_2}\right|\right|^{-t_0/10}.
\]

A standard interpolation between the spaces $H^{-2}(\Lambda^1 S_{>\beta}^{n-1})$ and $L^2(\Lambda^1 S_{>\beta}^{n-1})$, and $H^{-2}(\Lambda^2 S_{>\beta}^{n-1})$ and $L^2(\Lambda^2 S_{>\beta}^{n-1})$, yields
\[
\sup_{|\lambda| \leq \lambda_0} \left(\|df_\lambda + \lambda \alpha_\lambda\|_{H^{-1}(\Lambda^1 S_{>\beta}^{n-1})} + \|d\alpha_\lambda\|_{H^{-1}(\Lambda^2 S_{>\beta}^{n-1})}\right) \lesssim \left|\log \left|\frac{A^s_1}{A^s_2}\right|\right|^{-t_0/5}.
\]

Let us compute the terms related to the $H^{-1}$-norms.

\[
df_\lambda + \lambda \alpha_\lambda = \left(\int_\mathbb{R} e^{i\lambda t} v_k(t, w) dt\right) dw_k = \left(v_k(\cdot, w)(-\lambda)\right) dw_k,
\]

\[
v_k(t, w) = e^{t \left( w_j \partial_{w_k} A_j(t, w) - \partial_t A_k(t, w) \right)}, \quad k = 1, 2, \ldots, n.
\]

\[
d\alpha_\lambda = \left(\int_\mathbb{R} e^{i\lambda t} \varrho_{jk}(t, w) dt\right) dw_j dw_k = \left(\varrho_{jk}(\cdot, w)(-\lambda)\right) dw_j dw_k,
\]

\[
\varrho_{jk}(t, w) = e^{t \left( \partial_{w_k} A_j(t, w) - \partial_{w_j} A_k(t, w) \right)}, \quad j, k = 1, 2, \ldots, n.
\]

The derivation under the integral in above identities is permitted by Fubini’s theorem and since $A \in C^{1+\sigma}_c(B; \mathbb{C}^n)$. In addition, $v_k$ and $\varrho_{jk}$ belong to $L^1(\mathbb{R}; H^\sigma(S^{n-1}))$ for all $j, k = 1, 2, \ldots, n$. An application of Riemann-Lebesgue theorem yields
\[
\left\|v_k(\cdot, \cdot)(-\lambda)\right\|_{H^\sigma(S^{n-1})} + \left\|\varrho_{jk}(\cdot, \cdot)(-\lambda)\right\|_{H^\sigma(S^{n-1})} \lesssim 1, \quad \lambda > 0,
\]
where the implicit constant is uniform in $\lambda$. An interpolation between the spaces $H^{-1}(S_{>\beta}^{n-1})$ and $H^\sigma(S_{>\beta}^{n-1})$ combined with (4.19) yield us

$$
\sup_{|\lambda| \leq \lambda_0} \left( \left\| u^\gamma(\cdot, -\lambda) \right\|_{L^2(S_{>\beta}^{n-1})} + \left\| \varrho_{jk}(\cdot, -\lambda) \right\|_{L^2(S_{>\beta}^{n-1})} \right) 
\lesssim \log \left\| \Lambda_1^\gamma - \Lambda_2^\gamma \right\| \frac{\log}{5(1 + \sigma)}.
$$

A direct application of Lemma B.4 with $H = L^2(S_{>\beta}^{n-1})$ and first with $f = u_k$ and later with $f = \varrho_{jk}$ allows us to deduce

$$
\| u_k \|_{L^2(\mathbb{R}; L^2(S_{>\beta}^{n-1}))} + \| \varrho_{jk} \|_{L^2(\mathbb{R}; L^2(S_{>\beta}^{n-1}))} 
\lesssim \log \left\| \Lambda_1^\gamma - \Lambda_2^\gamma \right\| \frac{\log}{5(1 + \sigma)} \tag{4.20},
$$

for each $j, k = 1, 2, \ldots, n$. The left-hand side of this estimate is related to $dA$ with $A = \chi_{\Omega}(A_1 - A_2)$. Indeed, by using the chain rule combined with (3.2) with (4.14), we get

$$
\| dA_1 - dA_2 \|_{L^2(\Omega)}^2 = \sum_{j, k=1}^n \int_{\mathbb{R}^n} |\partial_j A_k - \partial_k A_j|^2 dx
$$

$$
\leq e^{n-2} \sum_{j, k=1}^n \int_{\mathbb{R}^n} |x - x_0|^{-n+2} |\partial_j A_k - \partial_k A_j|^2 dx
$$

$$
= e^{n-2} \sum_{j, k=1}^n \int \int_{S_{>\beta}^{n-1}} |e^t (\partial_j A_k - \partial_k A_j)(x_0 + e^t w)|^2 dw dt
$$

$$
\lesssim \sum_{k=1}^n \| u_k \|_{L^2(\mathbb{R}; L^2(S_{>\beta}^{n-1}))}^2 + \sum_{j, k=1}^n \| \varrho_{jk} \|_{L^2(\mathbb{R}; L^2(S_{>\beta}^{n-1}))}^2.
$$

This estimate, combined with (4.20), ends the proof of Theorem 1.4.

5. Stability estimate for the electric potential

The goal of this section is to prove Theorem 1.5. We take advantage of the DN maps’ invariance employing an appropriate Hodge decomposition to $A_1 - A_2$. The following result has not been explicitly stated in [33]. However, it can be easily deduced combining [33, Lemma 6.2] with the discussion just after its proof, see also [33, estimate (23)].

Lemma 5.1. Let $p > n$. There exist $\omega \in W^{3,p}(\Omega) \cap H^1_0(\Omega)$ and a positive constant $C$ such that

$$
\| A_1 - A_2 - \nabla \omega \|_{W^{1,p}(\Omega)} \leq C \| d(A_1 - A_2) \|_{L^p(\Omega)}
$$

and

$$
\| \omega \|_{W^{3,p}(\Omega)} \leq C \| A_1 - A_2 \|_{W^{2,p}(\Omega)}.
$$
Here
\[ \|dA\|_{L^p(\Omega)} := \sum_{1 \leq j < k \leq n} \|\partial_j A_k - \partial_k A_j\|_{L^p(\Omega)}. \]

A direct application of Morrey’s inequality yields
\[ \|A_1 - A_2 - \nabla \omega\|_{C^{0,1-\frac{2}{p}}(\overline{\Omega})} \leq C \|d(A_1 - A_2)\|_{L^p(\Omega)} \]
and
\[ \|\partial^\alpha \omega\|_{L^\infty(\Omega)} \leq C \|A_1 - A_2\|_{W^{2,p}(\Omega)}, \quad |\alpha| \leq 2. \]

**Lemma 5.2.** Consider \( \omega \) as in Lemma 5.1. Let \( j = 1, 2 \). Define \( \bar{A}_j := A_j + (-1)^j \nabla \omega / 2 \). Assume \( u_j := U_j|_\Omega \in H^1(\Omega) \) being the solution of \( L_{\bar{A}_j,q_j} u_j = 0 \), where \( U_j \) is given by (4.4). Then \( \bar{U}_j := e^{-i\omega/2} u_j \in H^1(\Omega) \) is a solution of \( L_{\bar{A}_j,q_j} \bar{U}_j = 0 \). Moreover, we have the DN map identity \( \Lambda_{A_j,q_j} = \Lambda_{\bar{A}_j,q_j} \).

**Proof.** This result is an immediate consequence of the following identities
\[ e^{i\omega/2} L_{A_1,q_1} e^{-i\omega/2} = L_{\bar{A}_1,q_1}, \quad e^{-i\omega/2} L_{A_2,q_2} e^{i\omega/2} = L_{\bar{A}_2,q_2}, \]
\[ e^{i\omega/2} \Lambda_{A_1,q_1} e^{-i\omega/2} = \Lambda_{\bar{A}_1,q_1}, \quad e^{-i\omega/2} \Lambda_{A_2,q_2} e^{i\omega/2} = \Lambda_{\bar{A}_2,q_2}, \]
which can be found, for instance, in [23, Lemma 3.1]. Since \( \omega|_{\partial \Omega} = 0 \), we easily deduce \( \Lambda_{A_j,q_j} = \Lambda_{\bar{A}_j,q_j} \). \( \square \)

By (4.4), for a fixed \( y \in \partial S_{>0} \) and for \( \tau > 0 \) large enough, we have
\[ \bar{U}_1 = e^{-i\omega/2} e^{i(\varphi + i\psi)} (a_1 + r_1), \]
\[ \bar{U}_2 = e^{i\omega/2} e^{-i(\varphi + i\psi)} (a_2 + r_2), \]
with \( \varphi \) and \( \psi \) are defined by (3.4), and \( a_j, r_j \) satisfy (4.5)-(4.8). Note that in \( \Psi_{ij} \)-coordinates, \( a_j \) has the form given by (4.7) with \( a_0 \) being any holomorphic function in \( z := t + i\theta \), that is, \( \partial_\theta a_0 = 0 \). Taking into account the notation from Lemma 5.2, we deduce
\[ \left\langle (A_1 - A_2)\bar{U}_1, \bar{U}_2 \right\rangle_{L^2(\Omega)} = \int_\Omega \left[ \left( \bar{A}_1 - \bar{A}_2 \right) \cdot (D\bar{U}_1 \bar{U}_2 + U_1 \bar{D}U_2) \right. \]
\[ + \left. (\bar{A}_1 - \bar{A}_2)^2 + q_1 - q_2 \right] dx. \]

Our next task will be to get information of \( q_1 - q_2 \) from this identity. We expect to obtain a suitable attenuated geodesic ray transform of \( q_1 - q_2 \), by following similar computations made in proving Theorem 1.4. In this way, one gets proper bounds in \( L^2(\Omega) \) of \( (\bar{A}_1 - \bar{A}_2) \cdot (D\bar{U}_1 \bar{U}_2 + U_1 \bar{D}U_2) \) and \( (\bar{A}_1 - \bar{A}_2)^2 \bar{U}_1 \bar{U}_2 \). Both terms have the common factor \( \bar{A}_1 - \bar{A}_2 = A_1 - A_2 - \nabla \omega \), which can be related with our previous estimate for the magnetic part. Picking any \( p > n \), we claim
\[ \|A_1 - A_2 - \nabla \omega\|_{C^{0,1-\frac{2}{p}}(\overline{\Omega})} \lesssim \log \left| \log \left\| \Lambda_{A_1}^\sharp - \Lambda_{A_2}^\sharp \right\|_{L^{n/(2p)}} \right|^{|-(n/(2p))|. \]
Indeed, by interpolation (2 < p < 2(p − 1)) we get
\[ \|d(A_1 - A_2)\|_{L^p(\Omega)} \lesssim \|d(A_1 - A_2)\|_{L^2(\Omega)}^{1/p} \|d(A_1 - A_2)\|_{L^{2(p-1)}(\Omega)}^{1-1/p}. \]

Consequently, the claimed estimate follows from Theorem 1.4 and (5.1). Next, from identity (5.3) and taking into account Remark 3.5 and the form of \(a_j\) in \(\Psi_y\)-coordinates given by (4.7), we deduce
\[
\left| \int_{\Omega} (q_1 - q_2) e^{(\Phi_1 + \Phi_2) \circ \Psi_y + i\omega} a_0 \circ \Psi_y \, dx \right|
\]
\[
\leq \left( \tau \leq 3 \|\Lambda_1^y - \Lambda_2^y\| + \tau^{-1/2} + \tau \|A_1 - A_2 - \nabla \omega\|_{L^\infty(\Omega)} \right) \|a_0\|_{H^1(\Psi_y(B))},
\]
where we have used (3.12), (4.6), (4.8), and Lemma 4.6. Here \(\epsilon > 1\) is defined in (4.14). We now remove the exponential term \(e^{(\Phi_1 + \Phi_2) \circ \Psi_y + i\omega}\). This part is more manageable than the magnetic case, and it will follow by the identity
\[
\int_{\Omega} (q_1 - q_2) a_0 \circ \Psi_y \, dx = \int_{\Omega} (1 - e^{(\Phi_1 + \Phi_2) \circ \Psi_y + i\omega})(q_1 - q_2) a_0 \circ \Psi_y \, dx
\]
\[
+ \int_{\Omega} (q_1 - q_2) e^{(\Phi_1 + \Phi_2) \circ \Psi_y + i\omega} a_0 \circ \Psi_y \, dx.
\]
By Remark 4.2, we deduce
\[
\left| \int_{\Omega} (1 - e^{(\Phi_1 + \Phi_2) \circ \Psi_y + i\omega})(q_1 - q_2) a_0 \circ \Psi_y \, dx \right|
\]
\[
\lesssim \left\| (\Phi_1 + \Phi_2) \circ \Psi_y + i\omega \right\|_{L^\infty(\Omega)} \|q_1 - q_2\| \|a_0\|_{L^1(\Omega)}
\]
\[
\lesssim \|A_1 - A_2 - \nabla \omega\|_{L^\infty(\Omega)} \|a_0\|_{L^2(\Psi_y(B))},
\]
where we have used the inequality
\[
|e^a - e^b| \leq |a - b| e^{\max\{\Re a, \Re b\}}, \quad a, b \in \mathbb{C}.
\]
Hence we obtain
\[
\left| \int_{\Omega} (q_1 - q_2) a_0 \circ \Psi_y \, dx \right|
\]
\[
\leq \left( \tau \leq 3 \|\Lambda_1^y - \Lambda_2^y\| + \tau^{-1/2} + \tau \|A_1 - A_2 - \nabla \omega\|_{L^\infty(\Omega)} \right) \|a_0\|_{H^1(\Psi_y(B))}.
\]
By (5.4) and choosing \(\tau \geq \tau_0 > 0\) as
\[
\tau := \frac{1}{8} |\log \omega|^{-1} \log \left| \log \|\Lambda_1^y - \Lambda_2^y\| \right|^{\kappa/(3p)} \geq \tau_0
\]
with \(\tau_0\) satisfying
\[
\|\Lambda_1^y - \Lambda_2^y\| \leq e^{-e^{(8\tau_0 \log \omega)^{3p+1}}},
\]
we get
\[
\left| \int_{\Omega} (q_1 - q_2) a_0 \circ \Psi_y \, dx \right| \lesssim \log \left| \log \|\Lambda_1^y - \Lambda_2^y\| \right|^{-\kappa/(3p)} \|a_0\|_{H^1(\Psi_y(B))}.
\]
We can now proceed analogously to the magnetic case in obtaining suitable information of \( q_1 - q_2 \) through an appropriate attenuated geodesic ray transform. We first set \( Q := \chi_0(q_1 - q_2) \) and choosing \( a_0 = e^{i\lambda z} b \) in the previous estimate with \( b \) being any smooth function on \( y^2 \cap S^{n-1} \), we deduce

\[
\sup_{y \in \partial S_{y^{1/2}}} \left\| \int_{B \cap \Pi_y, \eta} e^{i\lambda z} Q \circ \Psi_y^{-1} d\zeta \right\|_{H^{-1}(y^2 \cap S^{n-1})} \lesssim \left| \log \left| \log \left| \lambda_1^\sharp - \lambda_2^\sharp \right| \right| \right|_{\frac{-\kappa}{(3\eta)}}.
\]

Since \( Q \) is compactly supported and recalling that \( z = t + i\theta \), we have

\[
\int_{B \cap \Pi_y, \eta} e^{i\lambda z} Q \circ \Psi_y^{-1} d\zeta = \int_0^\pi e^{-\lambda \theta} \left[ \int_{-\infty}^{\infty} e^{i\lambda t} e^t Q(e^t((\cos \theta)y + (\sin \theta)\eta)) dt \right] d\theta =: \int_0^\pi e^{-\lambda \theta} Q\lambda(y, \eta) d\theta = (T\lambda Q\lambda)(y, \eta),
\]

where \( Q\lambda \) is defined on \( S_{>\beta}^{n-1} \) by

\[
Q\lambda(w) = \int_{-\infty}^{\infty} e^{i\lambda t} e^t Q(t, w) dt = \tilde{Q}(\cdot, w)(-\lambda), \quad \tilde{Q}(t, w) = Q(e^t w).
\]

In light of Lemma 3.1, \( Q\lambda \) is compactly supported on \( S_{>\beta}^{n-1} \). Furthermore, by interpolation and (5.5), we have

\[
\|T\lambda Q\lambda\|_{L^2(\partial S_{>\beta}^{n-1})} = \|T\lambda Q\lambda\|_{L^2(\partial S_{>\beta}^{n-1}; L^2(y^2 \cap S^{n-1}))} \lesssim \|T\lambda Q\lambda\|_{L^2(\partial S_{>\beta}^{n-1}; H^{-1}(y^2 \cap S^{n-1}))} \lesssim \|T\lambda Q\lambda\|_{L^2(\partial S_{>\beta}^{n-1}; H^\sigma(y^2 \cap S^{n-1}))} \lesssim \left| \log \left| \log \left| \lambda_1^\sharp - \lambda_2^\sharp \right| \right| \right| \frac{\frac{\delta\sigma}{\sigma+1}}{\|T\lambda Q\lambda\|_{L^2(\partial S_{>\beta}^{n-1}; H^\sigma(y^2 \cap S^{n-1}))}}.
\]

It remains to bound the last term on the right. Since \( Q \in H^\sigma(\mathbb{R}^n) \), it certainly belongs to \( L^1(\mathbb{R}; H^\sigma(S^{n-1})) \), and by Riemann-Lebesgue theorem

\[
\sup_{\lambda > 0} \|Q\lambda\|_{H^\sigma(S^{n-1})} < +\infty.
\]

By Lemma 2.2, we have the bound

\[
\|T\lambda Q\lambda\|_{L^2(\partial S_{>\beta}^{n-1}; H^\sigma(y^2 \cap S^{n-1}))} \lesssim \|Q\lambda\|_{H^\sigma(S^{n-1})}.
\]

Hence, (5.7) and Theorem 2.8 ensures that

\[
\sup_{|\lambda| \leq \lambda_0} \|Q\lambda\|_{H^{-1/2}(S^{n-1})} \lesssim \left| \log \left| \log \left| \lambda_1^\sharp - \lambda_2^\sharp \right| \right| \right| \frac{\frac{\delta\sigma}{\sigma+1}}{\|Q\lambda\|_{H^\sigma(S^{n-1})}},
\]
for $\lambda_0 > 0$ small enough. One again, an interpolation between the spaces $H^{-1/2}(S_{>\beta}^{n-1})$ and $H^\sigma(S_{>\beta}^{n-1})$ with (5.6) yield
\[
\sup_{|\lambda| \leq \lambda_0} \| \hat{Q}(\cdot, -\lambda) \|_{L^2(S_{>\beta}^{n-1})} \lesssim \left| \log \log \| \Lambda_1^\sharp - \Lambda_2^\sharp \| \right| - \frac{2\pi \sigma^2}{3(p\sigma+1)(2\sigma+1)}.
\]

A direct application of Lemma B.4 with $H = L^2(S_{>\beta'}^{n-1})$ and $f = \tilde{Q}$ shows
\[
\| \tilde{Q} \|_{L^2(\mathbb{R}; L^2(S_{>\beta}^{n-1}))} \lesssim \left| \log \log \| \Lambda_1^\sharp - \Lambda_2^\sharp \| \right| - \frac{\sigma}{(\sigma+1)}.
\]

We end the proof by relating the left-hand side of this estimate with $q_1 - q_2$. It can be easily seemed by combining (4.14) with the following estimate
\[
\| q_1 - q_2 \|_{L^2(\Omega)}^2 = \int_\Omega |q_1(x) - q_2(x)|^2 dx
\]
\[
\leq \mathfrak{C}^{-2} \int_\Omega |x - x_0|^{-n+2} |q_1(x) - q_2(x)|^2 dx
\]
\[
= \mathfrak{C}^{-2} \int_{\mathbb{R} \cap S_{>\beta}^{n-1}} |e^t Q(x_0 + e^t w)|^2 dw dt
\]
\[
= \mathfrak{C}^{-2} \| \tilde{Q} \|^2_{L^2(\mathbb{R}; L^2(S_{>\beta}^{n-1}))}.
\]

APPENDIX A. CAUCHY TRANSFORM AND ITS PROPERTIES

The aim of this Appendix is proving Theorem A.1, showing that it is possible to remove the exponential term from the left side of estimate (4.17).

**Theorem A.1.** Let $0 < \beta < \beta' < 1$ be as in Lemma 3.1 and $\lambda > 0$. Then there exist $C := C(\lambda) > 0$ and $t_0 \in (0, 1)$ such that (A.1)
\[
\sup_{y \in \partial S_{>\beta'}^{n-1}} \left| \int_{B_{r} \cap \Pi y, \eta} e^{iA_1^\sharp} (A_1 + iA_2^\sharp) (z, \eta) dz d\eta \right| \lesssim C(\lambda) \left| \log \| \Lambda_1^\sharp - \Lambda_2^\sharp \| \right|^{-t_0 / 10}.
\]

To prove this result, we use similar arguments from [13], where the authors proved an identifiability result (if $\Lambda_1^\sharp = \Lambda_2^\sharp$ then $dA_1 = dA_2$ and $q_1 = q_2$). They removed the exponential term when the left side of (4.17) is identically zero using holomorphic extensions of complex functions satisfying a $\overline{\partial}$-equation like (4.18). Their method works satisfactorily in a pointwise setting. This is the main reason why we have/need $L^\infty$-bounds in (A.1). Next, we derive a quantitative version of their holomorphic argument, see Lemma B.1. Recall the geodesic coordinates given by Lemma B.1. The first part of this Appendix is related to the regularity of solutions of a $\overline{\partial}$-equation in $\mathbb{C}$. Later, we introduce some Fourier estimates on $S^1$. Finally, we prove Theorem A.1.
Throughout this work, we have met several times with an equation in $\mathbb{C}$ of the form
\begin{equation}
\partial_z G = G, \quad z = t + i\theta, \quad 2\partial_t := \partial_t + i\partial_\theta,
\end{equation}
where $G$ is a given complex-valued function. Note that if $G$ is a solution, then its holomorphic perturbations are also solutions. We are particularly interested in solutions given by the so-called the Cauchy transform of $G$:
\begin{equation}
(CG)(z) := \int_{\mathbb{C}} \frac{G(\xi)}{z-\xi} \, d\xi d\bar{\xi},
\end{equation}
Now we study how the regularity of $CG$ depends on the smoothness of $G$. The following result is a collection of [32, Lemma 2.1], [28, Lemma 4.6], [4, Theorem 4.3.13], [1, Chapter V/Lemma 1] and [27, Proposition B.3.1].

**Lemma A.2.** Let $k \in \mathbb{N}$ and $\gamma \in (0,1)$. Let $G \in W^{k,\infty}(\mathbb{C})$ with $\text{supp} \, G \subset B_R(0)$, $R > 0$. Then $CG \in W^{k,\infty}(\mathbb{C})$ solves (A.2) and satisfies
\[ \|CG\|_{W^{k,\infty}(\mathbb{C})} \lesssim \|G\|_{W^{k,\infty}(\mathbb{C})}. \]
Moreover, if $G \in C^{k+\gamma}(\mathbb{C})$ then the following estimate holds for all $\tilde{p} > 2/\gamma$:
\[ \|CG\|_{C^{k+1+\gamma-2/\tilde{p}}(\mathbb{C})} \lesssim \|G\|_{C^{k+\gamma}(\mathbb{C})}. \]
The implicit constants in both previous estimates only depends on $R$.

Our approach involves functions depending on the complex variable $z$ and $\eta \in y^1 \cap S^{n-1}$ for a fixed $y \in \partial S^{n-1}_R \equiv S^{n-2}$. This identification will be considered throughout this Appendix. In this sense, for a function $G : \mathbb{C} \times S^{n-2} \to \mathbb{C}$ (in our case $G \in C^{1+\sigma}(\mathbb{C} \times S^{n-2})$) we define its Cauchy transform with respect to the first variable as
\[ (CG)(z, \eta) = \int_{\mathbb{C}} \frac{G(\xi, \eta)}{z-\xi} \, d\xi d\bar{\xi}. \]
For any $\eta \in S^{n-2}$ and according to [4, Theorem 4.3.10], the Cauchy transform of $G(\cdot, \eta)$ satisfy in $L^2(\mathbb{C})$
\begin{equation}
(\partial_\eta CG)(\cdot, \eta) = G(\cdot, \eta), \quad (\partial_z CG)(\cdot, \eta) = (SG)(\cdot, \eta),
\end{equation}
where
\[ (SG)(z, \eta) := -\lim_{\epsilon \to 0} \int_{|z-\xi| > \epsilon} \frac{G(\xi, \eta)}{(z-\xi)^2} \, d\xi d\bar{\xi} \]
is the Beurling transform with respect to the first variable of $G$. By [4, identity (4.21)], it acts as an isometry in $L^2(\mathbb{C})$
\begin{equation}
\|(SG)(\cdot, \eta)\|_{L^2(\mathbb{C})} = \|G(\cdot, \eta)\|_{L^2(\mathbb{C})}.
\end{equation}

**Lemma A.3.** Let $G \in C^1(\mathbb{C} \times S^{n-2})$. Assume that there exists $R > 0$ such that $\text{supp} \, G(\cdot, \eta) \subset B_R(0)$ for all $\eta \in S^{n-2}$. Then there exists a positive constant $C$ such that
\[ \|CG\|_{W^{1,\infty}(S^{n-2};H^1(B_R(0)))} \leq C \|G\|_{W^{1,\infty}(\mathbb{C} \times S^{n-2})}, \]
where
\[
\|CG\|_{W^{1,\infty}(S^{n-2};H^1(B_R(0)))} := \sup_{\eta \in S^{n-2}} \left( \|CG(\cdot, \eta)\|_{L^2(B_R(0))} + \|\partial_z CG(\cdot, \eta)\|_{L^2(B_R(0))} + \sum_j \|\partial_{\eta_j} CG(\cdot, \eta)\|_{L^2(B_R(0))} \right).
\]

**Proof.** Fix an arbitrary \(\eta \in S^{n-2}\). Combining [4, Theorem 4.3.12] and the compactly supported property of \(G(\cdot, \eta)\), we get
\[
\|CG(\cdot, \eta)\|_{L^2(B_R(0))} \leq \|G(\cdot, \eta)\|_{L^2(B_{2R}(0))} \lesssim \|G\|_{W^{1,\infty}(\mathbb{C} \times S^{n-2})}.
\]
By (A.4)-(A.5), we immediately deduce
\[
\|\partial_z CG(\cdot, \eta)\|_{L^2(B_R(0))} \leq \|G(\cdot, \eta)\|_{L^2(B_{2R}(0))} \lesssim \|G\|_{L^\infty(\mathbb{C} \times S^{n-2})}.
\]
Since the Cauchy transform is only related to the first variable, it follows that
\[
\|\nabla_\eta CG(\cdot, \eta)\|_{L^2(B_R(0))} = \|CG(\cdot, \eta)\|_{L^2(B_R(0))} \leq \|G(\cdot, \eta)\|_{L^2(B_{2R}(0))} \lesssim \|G\|_{W^{1,\infty}(\mathbb{C} \times S^{n-2})}.
\]
We conclude the proof by combining these estimates. \(\square\)

**APPENDIX B. FOURIER TRANSFORM ON \(S^1\) AND RELATED ESTIMATES**

For a given function \(F : S^1 \subset \mathbb{C} \to \mathbb{C}\) we define its Fourier coefficient at \(k \in \mathbb{Z}\) by
\[
\hat{F}(k) = \int_{S^1} e^{-ikz} F(z) dz.
\]

**Lemma B.1.** Let \(F \in H^m(S^1)\) be a complex-valued function with \(m > 1/2\). Assume that their Fourier coefficients satisfy
\[
|\hat{F}(-k)| \leq C \varepsilon k, \quad k \in \mathbb{Z}_+,
\]
where \(C > 0\) and \(0 < \varepsilon < 1\). Then the following series
\[
\hat{F}(z) := \sum_{k=-\infty}^{-1} \hat{F}(k) e^{ikz}
\]
converges in \(H^\beta(S^1)\) for all \(\beta \in (0, m - 1/2)\). Furthermore, one has
\[
\|\hat{F}\|_{H^\beta(S^1)} \lesssim \varepsilon^{\frac{m-1/2-\beta}{2(m+1)}}.
\]
The implicit constant depends on $C$, $m$, and $\beta$, and it is independent of $\varepsilon$. Finally, we have the inequality

$$
\left\| F - \tilde{F} \right\|_{H^\beta(S^1)} \lesssim \| F \|_{H^\beta(S^1)}, \quad \tilde{\beta} \in [0, m].
$$

**Remark B.2.** If $F \in C^m(S^1)$ is Hölder continuous, that is $m \in (0, 1)$, then one has the uniformly convergent representation

$$
F(z) = \sum_{k = -\infty}^{\infty} \hat{F}(k) e^{ikz} = \sum_{k = -\infty}^{-1} \hat{F}(k) e^{ikz} + \sum_{k = 0}^{\infty} \hat{F}(k) e^{ikz} = \tilde{F}(z) + \sum_{k = 0}^{\infty} \hat{F}(k) e^{ikz}.
$$

This is true because any Hölder continuous function satisfies the so-called Dini integral condition, one necessary condition to have the above representation. We deduce that $F$ can be decomposed as the sum of a holomorphic and an anti-holomorphic part from the identity $\tilde{F} = F - \hat{F} + \hat{F}$. The term $\hat{F} - \tilde{F}$ can be extended holomorphically into the interior of $S^1$ and Lemma B.1 gives $H^\beta$-bounds for $\tilde{F}$ and $H^{\tilde{\beta}}$-bounds for $F - \tilde{F}$.

**Proof.** Let $\langle k \rangle = (1 + k^2)^{1/2}$. For any fixed $\beta \in (0, m - 1/2)$, we have

$$
|\langle k \rangle^\beta \tilde{F}(k)| \lesssim |\langle k \rangle^{-m+\beta}|, \quad k \in \mathbb{Z} \setminus \{0\}.
$$

By hypothesis, we deduce

$$
|\langle k \rangle^\beta \tilde{F}(-k)| \leq C \varepsilon \langle k \rangle^{1+\beta}, \quad k \in \mathbb{Z}_+.
$$

By Parseval identity and picking a natural number $N = N(\varepsilon)$ (which will be fixed later) depending on $\varepsilon$, we get

$$
\left\| \tilde{F} \right\|^2_{H^\beta(S^1)} = \sum_{k = 1}^{+\infty} |\langle k \rangle^\beta \tilde{F}(-k)|^2 = \sum_{k = 1}^{N(\varepsilon)-1} |\langle k \rangle^\beta \tilde{F}(-k)|^2 + \sum_{k = N(\varepsilon)}^{\infty} |\langle k \rangle^\beta \tilde{F}(-k)|^2
$$

$$
\lesssim \varepsilon^2 \sum_{k = 1}^{N(\varepsilon)-1} \langle k \rangle^{2(1+\beta)} + \sum_{k = N(\varepsilon)}^{\infty} \langle k \rangle^{2(-m+\beta)} \lesssim \varepsilon^2 N(\varepsilon)^{2(1+\beta)+1} + N(\varepsilon)^{2(-m+\beta)+1}.
$$

Note that since $\beta \in (0, m - 1/2)$, it follows that $2(-m + \beta) + 1 < 0$. This fact is crucial to ensure the convergence of the serie $\sum_{k = N(\varepsilon)}^{\infty}$ on the right. We claim that for each $0 < \tilde{\theta} < 2$, there exists $N(\varepsilon)$ (also depending on $\tilde{\theta}$) such that

$$
\varepsilon^2 N(\varepsilon)^{2(1+\beta)+1} \leq \varepsilon^{\tilde{\theta}}, \quad N(\varepsilon)^{2(-m+\beta)+1} \leq \varepsilon^{\tilde{\theta}}.
$$

Indeed, both conditions are satisfied if

$$
\varepsilon^{\tilde{\theta} \frac{\tilde{\theta} - 2}{2(-m+\beta)+1}} \leq N(\varepsilon) \leq \varepsilon^{\tilde{\theta} \frac{\tilde{\theta} - 2}{2(1+\beta)+1}},
$$

which holds whenever

$$
\tilde{\theta} \leq -(2(-m + \beta) + 1)(m + 1)^{-1}.
$$
This proves the claim. It remains to prove the $H^{\tilde{\beta}}$ bound for $F - \tilde{F}$. It easily follows by applying once again Parseval identity. Let $\tilde{\beta} \in [0, m]$. Then

$$\|F - \tilde{F}\|_{H^{\tilde{\beta}}(S^1)}^2 = \sum_{k=0}^{\infty} \langle k \rangle^{2\tilde{\beta}} |\hat{F}(k)|^2 \leq \sum_{k=0}^{\infty} \langle k \rangle^{2\tilde{\beta}} |\hat{F}(k)|^2 = \|F\|_{H^{\tilde{\beta}}(S^1)}^2.$$ 

□

**Lemma B.3.** Let $0 < \varepsilon < 1/2$. Then $|\log(1 + z)| < 2\varepsilon$ for all $|z| < \varepsilon$.

**Proof.** Let $z \in B_\varepsilon(0)$. By Weierstrass M-test, we have the following power series representations

$$\log(1 + z) = \sum_{k=1}^{+\infty} (-1)^{k+1} \frac{z^k}{k} = \sum_{k=1}^{+\infty} (-1)^{k+1} \frac{z^{k-1}}{k},$$

with uniform convergence in $B_\varepsilon(0)$. Hence, the result quickly follows since

$$\left| \sum_{k=1}^{+\infty} (-1)^{k+1} \frac{z^{k-1}}{k} \right| \leq \sum_{k=0}^{+\infty} \varepsilon^k = \frac{1}{1 - \varepsilon} < 2.$$ 

□

Since the invertibility of the attenuated ray transform is only valid for small attenuations, which implies the knowledge of the Fourier transform of a suitable function related to the magnetic field and electric potential, we use the following result [9, Lemma 4.1] to extend the Fourier transform information to the whole real line $\mathbb{R}$.

**Lemma B.4.** Let $H$ be a Hilbert space and $\sigma \in (0, 1]$, there exists a positive constant $C$, depending on $\sigma$, such that for all $K > 0$, all $0 < \lambda_0 \leq 1$ and all functions $f \in L^1_{\text{comp}}(\mathbb{R}; H) \cap H^\sigma(\mathbb{R}; H)$ with values in $H$ such that

$$\|f\|_{L^1(\mathbb{R}; H)} + \|f\|_{H^\sigma(\mathbb{R}; H)} \leq K,$$

we have

$$\|f\|_{L^2(\mathbb{R}; H)} \leq C \max(1, K)^2 e^{2L\lambda_0} \lambda_0^{-1/2-2\sigma} \log \sup_{|\lambda| \leq \lambda_0} \|\hat{f}(\lambda)\|_H^{\frac{\sigma}{3+17}},$$

where $\text{supp} \ f \subset [-L, L]$.

**Appendix C. Removing the exponential term**

This part of the Appendix is devoted to proving Theorem A.1. Recall that $\Pi_{y, \eta}$ stands for the plane generated by $(y, \eta) \in \partial_+ S(S_{>\beta'}^n)$, where $0 < \beta' < 1$ is given by Lemma 3.1. When trying to remove the exponential term from (4.17) using geodesic coordinates, we have to control the family of quantities associated with the Lebesgue measure of the sections $\Omega \cap \Pi_{y, \eta}$ with $(y, \eta) \in \partial_+ S(S_{>\beta'}^n)$. However, since we do not a priori the shape of $\Omega$, some elements of the family $(\Omega \cap \Pi_{y, \eta})_{(y, \eta)\in\partial_+ S(S_{>\beta'}^n)}$ could degenerate.
in the sense that their Lebesgue measure can be zero. For this reason, to overcome this technical difficulty, we shall consider a larger open subset $B$ containing $\Omega$ and so that it still satisfies the geometric condition (3.1). The set $B$ has to be chosen so that the family $(B \cap \Pi_{y,\eta})_{(y,\eta) \in \partial_+ S(S^n_{>\beta'})}$ behaves well in the sense that it does not contain any degenerate element. Roughly speaking, it can be done by approximating the plane $x_n = \beta'$ with balls in $\mathbb{R}^n$ of radius sufficiently large and lying in $\{x_n > \beta'/2\}$. In fact, one can prove that there exist $y_0 \in \mathbb{R}^n$ and $R_0 > 0$ such that $B_{R_0}(y_0)$ (the ball of radius $R_0$ and centre $y_0$) satisfies

(C.1) $\Omega \subset \subset B_{R_0}(y_0) \subset \{x_n > \beta'/2\}$.

From now on, we assume $B$ to be $B_{R_0}(y_0)$. Moreover, one can also prove that there exists $S$ such that

(C.2) $S^{-1} \leq R_{y,\eta} := \sqrt{(y,y_0)^2 + (\eta,y_0)^2 + R_0^2 - |y_0|^2} \leq S$,

for all $(y,\eta) \in \partial_+ S(S^n_{>\beta'})$. Somehow $R_{y,\eta}$ is proportional to the diameter of the set $B \cap \Pi_{y,\eta}$, see (C.3). Thus, condition (C.2) implies the no existence of degenerate elements in the family $(B \cap \Pi_{y,\eta})_{(y,\eta) \in \partial_+ S(S^n_{>\beta'})}$.

**Remark C.1.** A straightforward computation shows that $y_0 = (R_0 + \beta')e_n$, $R_0 = 2\beta'^{-1}$ and

$$S = \max \left\{ \beta'^{-2}(\beta'^2 + 3)^{-1}, 8\beta'^{-2} + 4 + \beta'^2 \right\}.$$ 

satisfy conditions (C.1)-(C.2). To prove (C.2), one can use the fact that if $(y,\eta) \in \partial_+ S(S^n_{>\beta'})$ then, by definition, $y \cdot e_n > \beta'$, $y \cdot \eta = 0$ and $|\eta| = 1$.

Let $0 < \beta < \beta' < 1$ be as in Lemma 3.1. Then there exist $T > 0$ and $\epsilon \in (0, \pi)$ — both independent of $(y,\eta) \in \partial_+ S(S^n_{>\beta'})$ — such that

$$B \cap \Pi_{y,\eta} = \{(t,\theta) \in (-T, T) \times (\epsilon, \pi - \epsilon) : |e^{t+iy} - ((y,y_0) + i\langle \eta, y_0 \rangle)| < R_{y,\eta}\},$$

(C.3) $\partial(B \cap \Pi_{y,\eta}) = \{(t,\theta) \in (-T, T) \times (\epsilon, \pi - \epsilon) : |e^{t+iy} - ((y,y_0) + i\langle \eta, y_0 \rangle)| = R_{y,\eta}\}$. 

**Remark C.2.** We make the natural identification between the variables $(t,\theta) \in \mathbb{R}^2$ and $z = t + i\theta \in \mathbb{C}$. In this sense, we shall also see $B \cap \Pi_{y,\eta}$ and its boundary $\partial(B \cap \Pi_{y,\eta})$ as subsets of the complex plane with references $y$ and $\eta$, which in turn can be seen as 1 and the imaginary unit $i$ in the complex plane.

Consider $a_0(z,\eta) = \tilde{a}_0(z,\eta)b(\eta)$ in (4.17) with $\partial_{\overline{a}} \tilde{a}_0(z,\eta) = 0$ and $b$ being any smooth function on $y^\perp \cap S^{n-1}$. 


Lemma C.3. Let \( y \in \partial S_{\gamma > \beta}^{n-1} \) and \( p > 1 \). There exists a universal constant \( C > 0 \) such that

\[
\left\| \int_{B \cap \Pi_y} (A_t + iA_\theta)(z, \cdot) e^{i\Phi(z, \cdot)} \tilde{a}_0(z, \cdot) \, dz \, d\mathcal{L}_2 \right\|_{W^{-1, \frac{2p}{p-1}}(\gamma \cap S_{\gamma}^{n-1})} \leq C \left\| \log \left\| \Lambda_1^x - \Lambda_2^x \right\| \right\|_{1}^{-1} \left\| \tilde{a}_0 \right\|_{W^{1, 2p}(\gamma \cap S_{\gamma}^{n-1}; H^1(B \cap \Pi_y, \eta))},
\]

where

\[
\left\| \tilde{a}_0 \right\|_{W^{1, 2p}(\gamma \cap S_{\gamma}^{n-1}; H^1(B \cap \Pi_y, \eta))}^{2p} := \int_{y \cap \gamma} \left( \left\| \tilde{a}_0(\cdot, \eta) \right\|_{L^2(B \cap \Pi_y, \eta)}^{2p} + \left\| \nabla_{z, \eta} \tilde{a}_0(\cdot, \eta) \right\|_{L^2(B \cap \Pi_y, \eta)}^{2p} \right) \, d\eta.
\]

Proof. Hölder’s inequality applied to \( p \) and \( p/(p-1) \) implies

\[
\left\| \tilde{a}_0 \right\|_{H^1(\Psi_y(B))} \leq \left\| \tilde{a}_0 \right\|_{W^{1, 2p}(\gamma \cap S_{\gamma}^{n-1}; H^1(B \cap \Pi_y, \eta))} \left\| b \right\|_{W^{-1, \frac{2p}{p-1}}(\gamma \cap S_{\gamma}^{n-1})}.
\]

Indeed, since \( 1/p + (p-1)/p = 1 \), we have \( (z := t + i\theta) \)

\[
\left\| \tilde{a}_0 \right\|_{L^2(\Psi_y(B))}^2 = \int_{y \cap \gamma} \left( \int_{B \cap \Pi_y, \eta} \left| \tilde{a}_0(t, \theta, \eta) \right|^2 \, dtd\theta \right) \left| b(\eta) \right|^2 \, d\eta
\]

(C.5)

We now compute these norms.

\[
\left\| \int_{B \cap \Pi_y} \left| \tilde{a}_0(t, \theta, \cdot) \right|^2 \, dtd\theta \right\|_{L^p(y \cap \gamma)}^p = \int_{y \cap \gamma} \left\| \tilde{a}_0(\cdot, \eta) \right\|_{L^2(B \cap \Pi_y, \eta)}^{2p} \, d\eta
\]

and

\[
\left\| b \right\|_{L^2(y \cap \gamma)}^{p/(p-1)} = \left\| b \right\|_{L^{2p/(p-1)}(y \cap \gamma)}^{2p/(p-1)}(y \cap \gamma).
\]

Combining these identities into (C.5), we get

\[
\left\| \tilde{a}_0 \right\|_{L^2(\Psi_y(B))} \leq \left\| \tilde{a}_0 \right\|_{L^{2p}(y \cap \gamma)} \left\| b \right\|_{L^{2p/(p-1)}(y \cap \gamma)}.
\]

We can continue in this fashion to get similar bounds for \( \nabla \tilde{a}_0 \) and \( \nabla \eta \tilde{a}_0 \).

The lemma follows by inserting these estimates in (4.17) and by duality. \( \square \)

Lemma C.4. Let \( y \in \partial S_{\gamma > \beta}^{n-1} \). Let \( \gamma \in (0, 1/2) \) and \( s > n \). Assume that \( \tilde{a}_0 \in W^{1, s}(\Psi_y(B)) \). Then

\[
\left\| \int_{B \cap \Pi_y} (A_t + iA_\theta)(z, \cdot) e^{i\Phi(z, \cdot)} \tilde{a}_0(z, \cdot) \, dz \, d\mathcal{L}_2 \right\|_{W^{1, s}(\gamma \cap S_{\gamma}^{n-1})} \lesssim \left\| \tilde{a}_0 \right\|_{W^{1, 1}(\gamma \cap S_{\gamma}^{n-1}; L^2(B \cap \Pi_y, \eta))}.
\]
Proof. We start by denoting

$$\mathcal{A}(z, \eta) := (A_t + iA_\theta)(z, \eta)e^{i\Phi(z, \eta)}, \quad \chi_{\eta}(z) := \chi_{B \cap \Pi_y, \eta}(z)$$

and

$$F(\eta) = \int_C \chi_{\eta}(z) \mathcal{A}(z, \eta) \tilde{a}_0(z, \eta) \, dz \, d\bar{z}.$$ 

Since $y^1 \cap S^{n-1}$ can be identified with $S^{n-2}$, we have

$$\|F\|_{W^s(y^1 \cap S^{n-1})} = \int_{y^1 \cap S^{n-1}} |F(\eta)|^s \, d\eta$$

(C.6)

$$+ \int_{y^1 \cap S^{n-1}} \left[ \int_{y^1 \cap S^{n-1}} \left| F(\eta_1) - F(\eta_2) \right|^s \, d\eta_1 \, d\eta_2 \right] \, d\eta_1 \, d\eta_2 := I_1 + I_2.$$

Cauchy-Schwarz's inequality yields

$$I_1 \leq \int_{y^1 \cap S^{n-1}} \left( \int_{B \cap \Pi_y, \eta} |\mathcal{A}(z, \eta) \tilde{a}_0(z, \eta)| \, dz \, d\bar{z} \right)^s \, d\eta$$

$$\leq \int_{y^1 \cap S^{n-1}} \|\mathcal{A}(\cdot, \eta)\|_{L^2(B \cap \Pi_y, \eta)} \|\tilde{a}_0(\cdot, \eta)\|_{L^2(B \cap \Pi_y, \eta)} \, d\eta$$

$$\leq \|\mathcal{A}\|_{L^\infty(y^1 \cap S^{n-1}; L^2(B \cap \Pi_y, \eta))} \|\tilde{a}_0\|_{L^\infty(y^1 \cap S^{n-1}; L^2(B \cap \Pi_y, \eta))}.$$

Let now $\eta_1, \eta_2 \in y^1 \cap S^{n-1}$. From the identity

$$F(\eta_1) - F(\eta_2) = \int_C (\chi_{\eta_1} - \chi_{\eta_2})(z) \mathcal{A}(z, \eta_1) \tilde{a}_0(z, \eta_1) \, dz \, d\bar{z}$$

$$+ \int_C \chi_{\eta_2}(z)(\mathcal{A}(z, \eta_1) - \mathcal{A}(z, \eta_2)) \tilde{a}_0(z, \eta_2) \, dz \, d\bar{z}$$

$$+ \int_C \chi_{\eta_2}(z) \mathcal{A}(z, \eta_1)(\tilde{a}_0(z, \eta_1) - \tilde{a}_0(z, \eta_2)) \, dz \, d\bar{z}$$

$$:= I_{21} + I_{22} + I_{23}$$

we deduce

$$I_2 = \int_{y^1 \cap S^{n-1}} \int_{y^1 \cap S^{n-1}} \frac{|I_{21} + I_{22} + I_{23}|^s}{|\eta_1 - \eta_2|^{n-2 + \gamma s}} \, d\eta_1 \, d\eta_2.$$

Since the area of the set $B \cap \Pi_y, \eta \setminus B \cap \Pi_y, \eta_2$ is upper bounded proportionally to $|\eta_1 - \eta_2|$, we get

$$|I_{21}| = \left| \int_{B \cap \Pi_y, \eta_1 \setminus B \cap \Pi_y, \eta_2} \mathcal{A}(z, \eta_1) \tilde{a}_0(z, \eta_1) \, dz \, d\bar{z} \right|$$

$$\leq \|\mathcal{A}(\cdot, \eta_1)\|_{L^2(B \cap \Pi_y, \eta_1 \setminus B \cap \Pi_y, \eta_2)} \|\tilde{a}_0(\cdot, \eta_1)\|_{L^2(B \cap \Pi_y, \eta_1 \setminus B \cap \Pi_y, \eta_2)}$$

$$\lesssim \|\mathcal{A}\|_{L^\infty(\Pi_y(B))} |\eta_1 - \eta_2| \|\tilde{a}_0(\cdot, \eta_1)\|_{L^2(\Pi_y, \eta_1 \setminus B \cap \Pi_y, \eta_2)}.$$

Since $n - 2 + \gamma s - s < n - 2$ for all $\gamma \in (0, 1)$, we deduce

$$\int_{y^1 \cap S^{n-1}} \int_{y^1 \cap S^{n-1}} \frac{|I_{21}|^s}{|\eta_1 - \eta_2|^{n-2 + \gamma s}} \, d\eta_1 \, d\eta_2 \lesssim \|\tilde{a}_0\|_{L^s(y^1 \cap S^{n-1}; L^2(\Pi_y, \eta))}.$$
Now we analyze $I_{22}$. Note that $A \in W^{1,2n}_{c}(\Psi_{y}(B))$ since $A \in W^{1,\infty}_{c}(\Psi_{y}(B))$. Hence, Morrey’s inequality implies
\[
\|A\|_{C^{0,\frac{1}{2}}(\Psi_{y}(B))} \lesssim \|A\|_{W^{1,\infty}(\Psi_{y}(B))}
\]
where the implicit constant depends on $n$ and $B$. In particular, we have
\[
|A(z, \eta) - A(z, \eta_2)| \lesssim \|A\|_{W^{1,\infty}(\Psi_{y}(B))} |\eta_1 - \eta_2|^{1/2}
\]
for all $\eta_1, \eta_2 \in y^1 \cap S^{n-1}$ and all $z \in \mathbb{C}$. Combining all these facts, we deduce
\[
|I_{22}| \lesssim \|A\|_{W^{1,\infty}(\Psi_{y}(B))} |\eta_1 - \eta_2|^{1/2} \|\tilde{a}_0(\cdot, \eta_2)\|_{L^2(\overline{B} \cap \Pi_{y,\eta_2})}
\]
and since $n - 2 + \gamma s - s/2 < n - 2$, we get
\[
\int_{y^1 \cap S^{n-1}} \int_{y^1 \cap S^{n-1}} \frac{|I_{22}|}{|\eta_1 - \eta_2|^{n-2+\gamma s}} \, d\eta_1 \, d\eta_2 \lesssim \|\tilde{a}_0\|_{L^1(y^1 \cap S^{n-1}; L^2(\overline{B} \cap \Pi_{y,\eta}))}.
\]

Similar computations give the estimate for $I_{23}$. Morrey’s inequality ensures that
\[
\|\tilde{a}_0\|_{C^{0,1-n/2}(\Psi_{y}(B))} \lesssim \|\tilde{a}_0\|_{W^{1,s}(\Psi_{y}(B))},
\]
where the implicit constant is uniformly bounded depending only on $n$ and $B$. Hence
\[
\int_{y^1 \cap S^{n-1}} \int_{y^1 \cap S^{n-1}} \frac{|I_{23}|}{|\eta_1 - \eta_2|^{n-2+\gamma s}} \, d\eta_1 \, d\eta_2 \lesssim \|\tilde{a}_0\|_{W^{1,s}(y^1 \cap S^{n-1}; L^2(\overline{B} \cap \Pi_{y,\eta}))}.
\]

We conclude the proof by combining all the previous estimates into (C.6).

We are now able to interpolate estimates from Lemma C.3 and Lemma C.4 until $L^\infty(y^1 \cap S^{n-1})$, by choosing suitable parameters $p, \gamma$ and $s = 2p$. Hence there exists $t_0 \in (0, 1)$ such that
\[
\sup_{\eta \in y^1 \cap S^{n-1}} \left| \int_{B \cap \Pi_{y,\eta}} (A_t + iA_\theta)(z, \eta) e^{i\Phi(z, \eta)} \tilde{a}_0(z, \eta) \, dz \, d\bar{z} \right|
\]
\[
= \left| \int_{B \cap \Pi_{y,\eta}} (A_t + iA_\theta)(z, \cdot) e^{i\Phi(z, \cdot)} \tilde{a}_0(z, \cdot) \, dz \, d\bar{z} \right|_{L^\infty(y^1 \cap S^{n-1})}
\]
\[
\lesssim \log \left| \Lambda^\sharp_1 - \Lambda^\sharp_2 \right|^{-t_0} \|\tilde{a}_0\|_{W^{1,2p}(y^1 \cap S^{n-1}; H^1(B \cap \Pi_{y,\eta}))}.
\]

Before continuing the proof, it will be useful to introduce a change of coordinates to work into the unit ball $B_1(0)$ and its boundary $S^1$ in the complex plane instead of $B_{R_0}(y_0) \cap \Pi_{y,\eta}$ and $\partial(B_{R_0}(y_0) \cap \Pi_{y,\eta})$. By Lemma 3.1, Remark C.2 and (C.2)-(C.3), the following map is well defined
\[
\mathcal{T}_{y,\eta} : \overline{B_{R_0}(y_0) \cap \Pi_{y,\eta}} \rightarrow \left( e^z - (\langle y, y_0 \rangle + i \langle \eta, y_0 \rangle) / R_{y,\eta} \right) / R_{y,\eta}.
\]
Moreover, one has
\[
\mathcal{T}_{y,\eta} (\partial(B_{R_0}(y_0) \cap \Pi_{y,\eta})) = S^1 \subset \mathbb{C}.
\]
We now set

\[(C.9) \quad \tilde{\Phi}(\tilde{z}, \eta) = \Phi(T_{y,\eta}(\tilde{z}), \eta), \quad \tilde{A}(\tilde{z}, \eta) := (A_t + iA_\theta)(T_{y,\eta}^{-1}(\tilde{z}), \eta) .\]

Taking into account (4.18), a direct application of the chain rule gives us the next equation for each \(\eta \in y^\perp \cap S^{n-1} : \)

\[(C.10) \quad \partial^*_z \tilde{\Phi}(\cdot, \eta) + i R_{y,\eta} \left( \tilde{z} R_{y,\eta} + \langle y, y_0 \rangle - i \langle \eta, y_0 \rangle \right)^{-1} \tilde{A}(\cdot, \eta) = 0. \]

We consider this equation in the whole complex plane by extending \(\tilde{A}(\cdot, \eta)\) by zero outside \(B_1(0)\). This extension, still denoted by \(\tilde{A}(\cdot, \eta)\), belongs to \(C^{1+\sigma}_c(\mathbb{C})\). Applying the second estimate from Lemma A.2 with \(\gamma = \sigma\) and \(\tilde{p} = 5\sigma^{-1}\), we deduce that \(\tilde{\Phi}(\cdot, \eta) \in C^{2+3\sigma/5}(\mathbb{C})\). Hence its restrictions to \(S^1\), denoted by \(\tilde{\Phi}(\cdot, \eta)|_{S^1}\), also belongs to \(C^{2+3\sigma/5}(S^1)\). Furthermore, by Lemma A.3 with \(R = 1\), one gets

\[(C.11) \quad \|\tilde{\Phi}\|_{W^{1,\infty}(S^{n-2}; H^1(B_1(0)) \lessgtr \|\tilde{A}\|_{W^{1,\infty}(\mathbb{C} \times S^{n-2})} < \infty, \]

where the norm on the left-hand side is defined in Lemma A.3. Consider \(\tilde{z} := T_{y,\eta}(\tilde{z})\). Stoke's theorem with (4.18) yield

\[(C.12) \quad \int_{\partial(B_r(y_0) \cap \Pi_{y,\eta})} (A_t + iA_\theta)(z, \eta) e^{i\Phi(z, \eta)} \tilde{a}_0(z, \eta) dz = \int_{S^1} e^{i\tilde{\Phi}(\tilde{z}, \eta)} R_{y,\eta} (\tilde{z} R_{y,\eta} + \langle y, y_0 \rangle + i \langle \eta, y_0 \rangle)^{-1} \tilde{a}_0 (T_{y,\eta}^{-1}(\tilde{z}), \eta) d\tilde{z}. \]

This identity will provide us suitable bounds for \(e^{i\tilde{\Phi}}\). Indeed, consider \(\tilde{a}_0\) as the family \(\tilde{a}_{0, k}\) with \(k \in \mathbb{Z}^+\) defined by

\[\tilde{a}_{0, k}(z, \eta) = e^{z} (e^{z} - (\langle y, y_0 \rangle + i \langle \eta, y_0 \rangle))^k R_{y,\eta}^{-k-1}\]

so that the term accompanied \(e^{i\tilde{\Phi}(\tilde{z}, \eta)}\) in the last line of (C.12) will be \(\tilde{z}^k\).

In consequence, we have

\[\int_{B \cap \Pi_{y,\eta}} (A_t + iA_\theta)(z, \eta) e^{i\Phi(z, \eta)} \tilde{a}_{0, k}(z, \eta) dz d\tilde{z} = \int_{S^1} e^{i\tilde{\Phi}(\tilde{z}, \eta)} \tilde{z}^k d\tilde{z}. \]

By (C.4), (C.7) and (C.12), and since \(B_{R_0}(y_0) \cap \Pi_{y,\eta}\) is a bounded set, we get

\[\left| \int_{S^1} e^{i\tilde{\Phi}(\tilde{z}, \eta)} \tilde{z}^k d\tilde{z} \right| \leq C \left| \log \|\Lambda_1^z - \Lambda_2^z\|^{-t_0} k, \quad k \in \mathbb{Z}^+.\]

Consider the family on \(S^1\)

\[\tilde{F}(\cdot, \eta) = e^{i\tilde{\Phi}(\cdot, \eta)}, \quad \eta \in y^\perp \cap S^{n-1}. \]
Because of the discussion just after (C.10), $\mathbb{F}(\cdot, \eta) \in C^{2+3\sigma/5}(S^1)$ for all $\eta \in y^\perp \cap S^{n-1}$. The previous estimate implies

$$|\hat{\mathbb{F}}(-k, \eta)| \leq C \left| \log \left| \Lambda_1^k - \Lambda_2^k \right| \right|^{-\alpha} k, \quad k \in \mathbb{Z}^+,$$

By abuse of notation, $\hat{\mathbb{F}}(-k, \eta)$ stands for the Fourier coefficient of $\mathbb{F}$ at $-k$ with respect to the first variable and for a fixed $\eta$, see (B.1). Combining Remark B.2 with Lemma B.1 applied to $m = 2 + 3\sigma/5$ and $\beta = (\sigma + 3)/2$, we deduce the following pointwise representation of $\mathbb{F}$ in $S^1$:

$$\mathbb{F}(\cdot, \eta) = F(\cdot, \eta) + \hat{\mathbb{F}}(\cdot, \eta),$$

with

(C.13)

$$\left\| \mathbb{F}(\cdot, \eta) \right\|_{C^{1+\sigma/2}(S^1)} \lesssim \left\| \mathbb{F}(\cdot, \eta) \right\|_{H^{(\sigma+3)/2}(S^1)} \lesssim \left| \log \left| \Lambda_1^k - \Lambda_2^k \right| \right|^{-\frac{4\sigma}{3(\sigma+5)}},$$

Here we have used the fact the $H^{(\sigma+3)/2}(S^1)$ is compactly embedded in $C^{1+\sigma/2}(S^1)$. In addition, the function $F(\cdot, \eta) := (\mathbb{F} - \hat{\mathbb{F}})(\cdot, \eta)$ can be extended holomorphically into $B_1(0)$ (we still denote such an extension by $F(\cdot, \eta)$) and satisfies

(C.14)

$$\left\| F(\cdot, \eta) \right\|_{C^{1+\sigma/2}(S^1)} \lesssim \left\| F(\cdot, \eta) \right\|_{H^{(\sigma+3)/2}(S^1)} \lesssim \left\| \mathbb{F}(\cdot, \eta) \right\|_{H^{(\sigma+3)/2}(S^1)} < \infty$$

This estimate is uniform in the variable $\eta \in y^\perp \cap S^{n-1}$ due to (C.11).

Next, we claim that the extension of $F(\cdot, \eta)$ does not vanish in $B_1(0)$. Thanks to the maximum principle for holomorphic functions, it is enough to prove the non-vanishing property on $S^1$.

**Lemma C.5.** There exist universal constants $C_1, C_2 > 0$ such that

$$|F(\tilde{z}, \eta)| \geq C_1, \quad |\tilde{z}| = 1, \quad \eta \in y^\perp \cap S^{n-1},$$

whenever $||\Lambda_1^k - \Lambda_2^k|| \leq C_2$.

**Proof.** We set $C_0 := \|\hat{\mathbb{F}}\|_{L^\infty(C \cap L^\infty(y^\perp \cap S^{n-1}))}$, which is finite by using Lemma A.2 in (C.10). Consider $\eta \in y^\perp \cap S^{n-1}$ and $|\tilde{z}| = 1$. By (C.13), we get

$$|\hat{\mathbb{F}}(\tilde{z}, \eta)| \leq C \left| \log \left| \Lambda_1^k - \Lambda_2^k \right| \right|^{-\frac{4\sigma}{3(\sigma+5)}} \leq \frac{1}{2} e^{-C_0} \leq \frac{1}{2} |\mathbb{F}(\tilde{z}, \eta)|,$$

where the intermediate inequality holds if, for instance

$$||\Lambda_1^k - \Lambda_2^k|| \leq e^{-\left(2CeC_0\right)\frac{3(\sigma+5)}{4\sigma}} := C_2.$$

We end the proof by noting that

$$|F(\tilde{z}, \eta)| = |(\mathbb{F} - \hat{\mathbb{F}})(\tilde{z}, \eta)| \geq |\mathbb{F}(\tilde{z}, \eta)| - |\hat{\mathbb{F}}(\tilde{z}, \eta)| \geq \frac{1}{2} |\mathbb{F}(\tilde{z}, \eta)| \geq \frac{1}{2} e^{-C_0} := C_1.$$
As an immediate consequence, the logarithm of the extension of $F(\cdot, \eta)$ is well defined in $B_1(0)$. Let $H(\cdot, \eta)$ be the holomorphic function in $B_1(0)$ and continuous in $\overline{B_1(0)}$ so that $F(\cdot, \eta) = e^{H(\cdot, \eta)}$. Combining the identity
\[ e^{i\Phi(\bar{z}, \eta)} - H(\bar{z}, \eta) = 1 + \frac{\Phi(\bar{z}, \eta)}{(e^{i\Phi(\bar{z}, \eta)} - \Phi(\bar{z}, \eta)), \ \bar{z} = 1, \ \eta \in y^1 \cap S^{n-1}} \]
with (C.13)-(C.14) and using Lemma C.5, we deduce
\[
|\Phi(\bar{z}, \eta)/(e^{i\Phi(\bar{z}, \eta)} - \Phi(\bar{z}, \eta))| \\
\lesssim \left| \log \left\| \Lambda_1^2 - \Lambda_2^2 \right\|^{-\frac{4\alpha_0}{\pi(x+y)}}, \ \bar{z} = 1, \ \eta \in y^1 \cap S^{n-1}.
\]

Hence, Lemma B.3 implies
\[
|i\Phi(\bar{z}, \eta) - H(\bar{z}, \eta)| \\
\lesssim 2 \left| \log \left\| \Lambda_1^2 - \Lambda_2^2 \right\|^{-\frac{4\alpha_0}{\pi(x+y)}}, \ \bar{z} = 1, \ \eta \in y^1 \cap S^{n-1}.
\]

We now choose $\tilde{a}_0$ (with $\bar{z} \in B_1(0)$ and $\eta \in y^1 \cap S^{n-1}$) in (C.12) as
\[
\tilde{a}_0(T_{y, \eta}^{-1}(\bar{z}), \eta) = H(\bar{z}, \eta) e^{-H(\bar{z}, \eta)} b_0(T_{y, \eta}^{-1}(\bar{z}), \eta), \quad \partial_{\bar{z}} b_0(T_{y, \eta}^{-1}(\bar{z}), \eta) = 0.
\]

Combining (C.9)-(C.10) and Stoke’s theorem, we get
\[
\int_{B \cap \Pi_{y, \eta}} (A_t + iA_\theta)(z, \eta) \tilde{b}_0(z, \eta) \, dz \, d\bar{z} \\
= \frac{1}{2} \int_{|z| \leq 1} R^2_{y, \eta} |\bar{z}| R_{y, \eta} \langle \bar{z} R_{y, \eta} + \langle y, y_0 \rangle + i \langle \eta, y_0 \rangle \rangle^{-2} e^{i\Phi(\bar{z}, \eta)} b_0(z, \eta) \, dz \, d\bar{z} \\
= \int_{|z| = 1} R_{y, \eta} \langle \bar{z} R_{y, \eta} + \langle y, y_0 \rangle + i \langle \eta, y_0 \rangle \rangle^{-1} e^{i\Phi(\bar{z}, \eta)} b_0(z, \eta) \, dz \bar{d}\bar{z} \\
:= I + II + III,
\]
where
\[
I = \int_{|z| = 1} e^{i\Phi(\bar{z}, \eta)} R_{y, \eta} \langle \bar{z} R_{y, \eta} + \langle y, y_0 \rangle + i \langle \eta, y_0 \rangle \rangle^{-1} \\
\times H(\bar{z}, \eta) e^{-H(\bar{z}, \eta)} b_0 \left( T_{y, \eta}^{-1}(\bar{z}), \eta \right) \, d\bar{z}
\]
\[
II = -\int_{|z| = 1} R_{y, \eta} \langle \bar{z} R_{y, \eta} + \langle y, y_0 \rangle + i \langle \eta, y_0 \rangle \rangle^{-1} \\
\times (H(\bar{z}, \eta) - i\Phi(\bar{z}, \eta)) b_0 \left( T_{y, \eta}^{-1}(\bar{z}), \eta \right) \, d\bar{z}
\]
\[
III = -\int_{|z| = 1} \frac{\Phi(\bar{z}, \eta)}{e^{i\Phi(\bar{z}, \eta)} - \Phi(\bar{z}, \eta)} R_{y, \eta} \langle \bar{z} R_{y, \eta} + \langle y, y_0 \rangle + i \langle \eta, y_0 \rangle \rangle^{-1} \\
\times H(\bar{z}, \eta) b_0 \left( T_{y, \eta}^{-1}(\bar{z}), \eta \right) \, d\bar{z}.
\]

We choose $b_0(T_{y, \eta}^{-1}(\bar{z}), \eta) = (\bar{z} R_{y, \eta} + \langle y, y_0 \rangle + i \langle \eta, y_0 \rangle)^{i\lambda}$ with $\lambda > 0$. We remark that this family of functions is analytic in the complex set $B \cap \Pi_{y, \eta}$ for all $(y, \eta) \in \partial S(S_{n-1}')$, because $\lambda$ is real and the complex logarithm is
well defined in the complex set $B \cap \Pi_{y,\eta}$ for all $(y, \eta) \in \partial_+ \mathcal{S}(S_{>\beta}^{n-1})$. Taking into account (C.15)-(C.16) and (C.7) with (C.11), we obtain the following estimate for every $y \in \partial \mathcal{S}_{>\beta}^{n-1}$:

$$
|I| \lesssim \left| \log \left\| \Lambda_1^y - \Lambda_2^y \right\|^{-\ell_0} \left\| H e^{-H} \right\|_{W^{1,2p}(y^{1\cap S^{n-1}}; H^1(B_1(0)))} 
$$

$$
= \left| \log \left\| \Lambda_1^y - \Lambda_2^y \right\|^{-\ell_0} \left\| \Phi^{-1} \log \Phi \right\|_{W^{1,2p}(y^{1\cap S^{n-1}}; H^1(B_1(0)))} 
$$

$$
\lesssim \left| \log \left\| \Lambda_1^y - \Lambda_2^y \right\|^{-\ell_0} \left\| \Phi \right\|_{W^{1,\infty}(y^{1\cap S^{n-1}}; H^1(B_1(0)))} \right| \lesssim \left| \log \left\| \Lambda_1^y - \Lambda_2^y \right\|^{-\ell_0} \right|,
$$

$$
|II| \lesssim \left\| H - i \Phi \right\|_{L^\infty(S^1 \times y^{1\cap S^{n-1}})} \lesssim \left| \log \left\| \Lambda_1^y - \Lambda_2^y \right\|^{-\ell_0} \right|^{-\frac{4\ell_0}{3(\sigma+5)}},
$$

$$
|III| \lesssim \left\| \frac{\Phi}{e^{\Phi} - \mathbb{E}} \right\|_{L^\infty(S^1 \times y^{1\cap S^{n-1}})} \lesssim \left| \log \left\| \Lambda_1^y - \Lambda_2^y \right\|^{-\ell_0} \right|^{-\frac{4\ell_0}{3(\sigma+5)}}.
$$

We end the proof of Theorem A.1 by combining Lemma A.3 and (C.10).
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