Safety state identification of concrete pumping pipeline based on multi-channel audio signals
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Abstract. Based on the principle of superposition and attenuation of sound propagation, a Multi-point Multi-channel noise Reduction Method (MMRM) for audio monitoring is proposed. With the help of the proposed noise reduction method, the sounds made by the concrete pumping-pipelines themselves on the construction site and the environmental noises are separated in real time. Then, the Mel-Frequency Cepstral Coefficients (MFCCs) and spectral centroids of the filtered pumping-pipeline signals are extracted in real time as the features. Finally, the distance between the currently obtained feature vector of the pipeline signals and the previous accumulated MFCC clustering are determined as the parameter for safety identification. In order to verify the actual effects of the MMRM and the analysis accuracy of MFCCs in the clustering, several numerical tests and field measurements are carried out. The numerical results show that the MMRM has an excellent performance on noise reduction; the feature vectors composed of the MFCCs with length no greater than 4 are sufficient for the recognition and clustering of pumping-pipeline operation state.

1 Introduction

Concrete pumping technology is widely used in the construction of high and huge structures in civil engineering, such as casting of high-rise concrete buildings and construction of concrete pylon for long span bridge. However, in the process of concrete pumping, the pumping pipes are frequently blocked due to the improper concrete composition or incorrect operation of equipment. At present, the safety state assessment and early warning of pumping pipes has become one of the most urgent problems in the concrete construction.

In order to deeply understand the principle of the blockage of pumping pipes, the pumping process of concrete has been studied from the perspective of mechanics. Secreri et al [1] studied the flow of concrete in the pumping pipes by field test and numerical simulation. It was found that the blockage of the pumping pipes was mainly caused by the excessive pressure of flowing concrete. And this excessive pressure was caused by the excessive frictional resistance of concrete lubrication layer inside the pipe-friction resistance on the inner wall of the steel pipe. The stress assessment and prediction techniques were then developed according to the findings. Ngo et al [2] carried out an experimental study and proposed a prediction model to formulate the relationships among concrete grading, pumping rate, concrete-pump wall friction and concrete pressure. Wu et al [3] studied the influence of flow rate and water-cement ratio of high strength concrete on pressure loss in pumping pipes and they obtained the relevant calculation method. Kwon et al [4] reviewed the current research status of concrete pumping pipes and flowing concrete interaction system in detail and they also concluded the current measuring methods of the properties of pumped concrete lubricating layers and the research progress of the prediction model of rheological concrete pumping parameter.

Using the research results of mechanical analysis of concrete pumping, it is possible to monitor the pressure state of flowing concrete in pumping-pipelines. Kaplan et al [5] and Feys et al [6] optimized the empirical formula, which related the frictional stress and the pressure loss of the inner wall of the pipelines, and the friction stress and pressure of the lubricating layer of flowing concrete were monitored indirectly by a tribometer placed on the inner wall of pipelines. Chen et al [7] obtained and verified the empirical relationship between the surface strain of the pipeline and the pressure on the inner wall of the pipeline, and they also monitored the flowing concrete pressure on the inner wall of the pipeline by measuring the strain on the outer surface of the pipeline. With the help of the database which recording the interfacial yielding stress inside the pipeline, viscosity constants and concrete grading, Mai et al [8] established a computational model relating the concrete grading to yielding stress and pressure inside...
the pipeline. This model was able to evaluate the pressure inside the pipeline with relative error around 15%.

Being different from previous safety monitoring, which relied on the mechanical analysis of rheological concrete-pump-pipe interaction system, this study attempts to monitor the status of pipelines using the technology of sound signal recognition. Sound recognition technology is widely used in fields, such as the concrete damage diagnosis and monitoring [9, 10], concrete strength detection [11], mechanical fault diagnosis [12] and liquid pipes leakage detection [13]. Compared with the pickup of parameters like frictional stress of flowing concrete, strain of pipeline and velocity measurement of concrete, the pickup of sound of pipelines is easy and will do no damage to the pipelines. Moreover, it shows no disadvantage of easy wear and short life of the sensor. In order to improve the clarity of sound signal acquisition of pipelines, this paper proposes a multi-point and multi-channel noise reduction algorithm based on the superposition principle of sound propagation and energy attenuation principle. It adopts Mel-Frequency Cepstral Coefficients (MFCC) [14] and spectrum centroids [15] as sound features to perform sound state clustering analysis [16]. In the framework of the algorithm, the current status of pipeline can be judged with the help of historical sound and the currently collected samples.

2 Principle of Sound Recognition System

For new concrete pumping facilities, the failure sound signal characteristics are unknown, that is, the clustering label of the pumping sound is unknown. Therefore, the supervised machine learning method cannot be used. In this paper, an unsupervised learning method [16] is adopted to conduct the cluster analysis on the short-time spectrum centroids and MFCC features of sound.

Figure 1 shows the flow chart of sound classification for pumping pipes. Due to the random and high-decibel construction noise, the noise is appropriately filtered by multi-point and multi-channel noise reduction method to obtain the sound signals with high signal-to-noise ratio. Assuming that the pipeline works normally at the beginning (usually several minutes, $T_0$) of sound acquisition, the sound segment can be divided and windowed into frames, and then the feature coefficients, which are the short-time spectrum centroids and short-time MFCC vectors, of each frame can be extracted as the "normal" cluster. Meanwhile, the convex-hull [17] (the outer boundary of feature points) of the feature points are computed. Then, the short-time feature coefficients of each frame corresponding to the audio signal after time $T_0$ are extracted, and the distance $d$ between the new audio frame feature coefficients and the "normal" convex hull is calculated frame by frame. Obviously, $d \leq 0$ means that the newly collected frames belong to the "normal" category while $d > 0$ means that the newly collected frames may belong to the "abnormal" category or the "abnormal" category. Therefore, the distance $d$ greater than 0 is introduced as the threshold. When $d > \alpha$, the classification algorithm initially determines that the sample is "abnormal", at the same time, the pipeline safety administrator will come to check whether the system is misjudged. If the system is misjudged by manual check, the threshold value $\alpha$ of the system should be increased properly. Otherwise, the "abnormal" feature set should add new members. After a long time of audio sampling and clustering analysis, the system can modify more reliable threshold and "abnormal" feature set. The number of clusters will be increased and each category will have labels such as "normal", "slightly blocked", "moderately blocked" and "severely blocked". The process of "deterioration" of pumping-pipelines is usually the process of the increase of parameter $d$, so the system takes this parameter as the early warning parameter of pipelines.

3 Signal De-noising Method

The sound of pipelines collected in construction site is often accompanied by high-decibel environmental random noise. Effective noise reduction is one of the keys to correct sound recognition and classification before the application of sound recognition algorithms.
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\caption{Flow chart of sound classification for pumping pipe}
\end{figure}
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\caption{Diagram of sound recording devices around the pipeline}
\end{figure}
In this paper, the method shown in Figure 2 is used to pick up sound signals. Four recording devices, mic 1, mic 2, mic 3 and mic 4, are arranged on the same plane with distances \( r_1, r_2, r_3 \) and \( r_4 \) away from the pipeline, respectively. The acoustic amplitude signals are synchronously picked up at the same sampling rate \( SR \), which are \( B_1, B_2, B_3, B_4 \). It is assumed that the ambient noise propagates from a distance away from the pipeline and the ambient noise is approximately a parallel sound wave. The ambient noise is approximately the same everywhere in the range of the four recording devices. Moreover, acoustic amplitude time series \( E = \{ E_i \}, i = 1, 2, \ldots, n \) is adopted. The sound of the pipeline is approximately assumed to be a point source and the intensity of the vibration signal received by the recording device is inversely proportional to the distance between the pipeline and the recording device. Based on the above assumption, it can be concluded that

\[
B_i = R_i + E_i, \quad j = 1, 2, 3, 4. \tag{1}
\]

Among them, \( \{ R_i \} \) is the amplitude time series of the sound wave excited by the pipeline itself around the pipeline; \( \{ k_i \} \) and \( \{ \delta_i \} \) are the unknown environment-related interference time series.

Applying the discrete Fourier transform to equation (1), yields that

\[
F_{B_i} = F_{R_i} + F_{E_i}, \quad j = 1, 2, 3, 4, \tag{3}
\]

where, \( F_{B_i} = \text{dft}(B_i) \) represents the discrete Fourier transform of time series \( B_i \); \( F_{E_i} = \text{dft}(E_i) \) represents the discrete Fourier transform of time series \( E_i \); \( F_{R_i} = \text{dft}(R_i) \) represents the discrete Fourier transform of time series \( R_i \); \( \text{dft} \) denotes discrete Fourier transform, and the fast Fourier transform algorithm is used in this paper.

In the actual process of audio acquisition, the audio recording device, mic 1, is usually placed around the pipeline. Therefore, the value of \( r_1 \) is set as zero in the paper, as a result,

\[
R_i = \{ R_i \}, \quad i = 1, 2, \ldots, n. \tag{4}
\]

The four relations provided by the equation (3) form the algebraic equations with respect to unknowns: \( \{ k_i \}, \{ \delta_i \}, \{ E_i \} \) and \( \{ R_i \} \). And the solution of \( F_{R_i} \) can be obtained as

\[
F_{R_i} = \frac{\mathbf{a}_1 (r_2 - r_1) + \mathbf{a}_2 (r_1 - r_3) + r_4 - r_3 (F_{B_4} - F_{B_3})}{\mathbf{a}_2 (r_2 - r_1) + \mathbf{a}_1 (r_1 - r_3) + (a_2 - 1) - a_2 r_3} \tag{5}
\]

where sequences \( \mathbf{a}_1 \) and \( \mathbf{a}_2 \) are defined as follows:

\[
\mathbf{a}_1 = \frac{F_{B_4} - F_{B_3}}{F_{B_1} - F_{B_3}}, \quad \mathbf{a}_2 = \frac{F_{B_2} - F_{B_4}}{F_{B_1} - F_{B_3}} \tag{6}
\]

Equation (5) can be inverted to a time series of wave amplitude around the pipeline by inverse discrete Fourier transform as

\[
R = \text{idft}(F_{R_i}) \tag{7}
\]

in which, \( \text{idft} \) represents the inverse discrete Fourier transform, and the fast inverse discrete Fourier transform algorithm is adopted. Obviously, the inverted sequence \( R \) uses the sound signals picked up by multiple channels to eliminate the noise signal \( E \). The accuracy of sound signal obtained by equation (7) mainly depends on the non-parallel characteristics of noise in the environment and the sensitivity of acoustic reflection interference in complex construction environment mentioned in the assumption (1).

### 4 Sound Signature Parameters

Each frame of sound wave amplitude records picked up by recording device is composed of huge number of data points, e.g. for a sound frame whose length is 30 ms, and its sampling rate is 44.1 kHz, the number of data points reach 1323 per frame. Therefore, it is inefficient and unreliable [14] to characterize wave sequences directly with time series in clustering analysis of sound signals. In this paper, the spectral centroids and MFCC of each frame are used to characterize the features of sound.

#### 4.1 Spectral Centroids

For a continuous stationary sound sample \( x = \{ x_i \}, i = 1, 2, \ldots, n \), a discrete Fourier transform coefficient \( X = \{ X_i \}, i = 1, 2, \ldots, n \) and spectral centroid \( C \) can be defined as

\[
C = \frac{s \sum_{n=1}^{\lfloor n/2 \rfloor} |X_n|^2}{n \sum_{n=1}^{\lfloor n/2 \rfloor} |X_n|^2} \tag{8}
\]

In the equation, \( | \cdot | \) denotes modular operation of complex numbers and \( \lfloor \cdot \rfloor \) represents the up-rounding of a real number. \( s \) represents the audio sampling rate: the number of waveform points collected per second.

![Fig. 3. Four successive frames with length 10 and overlap 3](image-url)
fourier transform transition, there are some overlapping areas between adjacent frames, and appropriate window function correction is considered to weaken the signal on both sides of each frame. In this paper, the short time series is modified by Hamming [14] window function \( W_i \), and the modified sequence is

\[
\hat{x}_i = W_i x_i \tag{9}
\]

where,

\[
W_i = \frac{25}{46} - \frac{21}{46} \cos \left( \frac{2\pi(i-1)}{n-1} \right), \quad i = 1, 2, \ldots, n. \tag{10}
\]

As a measure of the average frequency of spectrum, spectral centroids are often used to describe the brightness of sound. Generally speaking, low and deep sound tends to have a lower spectral centroid while clear and sharp sound tends to have a higher spectral centroid. This kind of characteristic has been applied in the sound signal in the spectrum stable environment, such as the underwater sound signal recognition [18]. For a construction site with complex sound sources, as is shown in Figure 4, the wall decoration friction sound, rock drill operation sound and the sound in the elevator compartment under vertical starting condition are collected from a construction site, and the short-time spectrum centroids of them are calculated with 50ms as the Hamming window width and 25 ms as the overlapping width of adjacent windows. As can be seen in the figure, there is a certain proportion of overlapping area of spectral centroids between the elevator and the rock drill. In addition, the frictional sound is sharper than the former (the high-frequency component is dominant) and its spectral centroid can be distinguished significantly from the other two. Therefore, in this paper, the spectral centroid is considered as a component of the acoustic feature vector but not as a whole.

![Fig. 4. Spectral centroids of different sound signals](image)

**4.2 Mel-Frequency Cepstral Coefficients**

When the short-time spectrum centroid is used as the recognition feature of sound, it is inevitable that there will be insufficient discrimination of the noises in construction site and pipeline. So, in this paper, Mel Frequency Cepstral Coefficient (MFCC) is introduced to supplement the feature vector of short time sound signal.

The MFCC as a classification feature, has been widely used in sound classification and recognition and has become one of the research hotspots. The calculation of MFCC is also based on fourier analysis, so the framing, the overlapping of adjacent frames and the windowing function shown in Figure 3 are also applicable to the calculation of MFCC. For the short-time signal sequence \( \hat{x} = \{ \hat{x}_i \}, \quad i = 1, 2, \ldots, n \) with the window in each frame, the main calculation steps of MFCC consist of the following steps:

1) Short-time fourier transform. After the fast fourier transform, the discrete fourier transform coefficient \( \hat{X} = \text{fft}(\hat{x}) \) is obtained, the \( m \)th coefficient corresponds to the frequency \( ms/n \), where \( s \) is the sample rate.

2) Design of triangular band-pass filter. As is shown in Figure 5, the recorder bank consists of \( L \) triangular recorders, the \( i \)th central frequency of the filter is \( f_i, \quad i = 1, 2, \ldots, L \). The spacing of central frequencies increases with the number of filters, however, the corresponding Mel-Frequencies

\[
\begin{align*}
 f_{\text{mel}i} & = 2595 \log_{10} (1 + f_i/700) \quad (11) \\
 \text{are in equidistant distribution, the spacing is} \\
 f_{\text{gap}} & = \frac{f_{\text{melmax}} - f_{\text{melmin}}}{L+1} \quad (12)
\end{align*}
\]

where, \( f_{\text{melmax}} \) and \( f_{\text{melmin}} \) represent maximum and minimum Mel-Frequencies, respectively. The minimum possible value of \( f_{\text{melmin}} \) is zero; the maximum possible value of \( f_{\text{melmax}} \) is 2595 log_{10} (1 + s/1400).

![Fig. 5. Schematic diagram of a triangular bandpass filter bank](image)

3) Calculation of the weighted average of triangular band-pass filter of \( \hat{X} \).

\[
Y(m) = \sum_{n=1}^{n} \log |\hat{X}| \cdot H_{m/n}, \quad i = 1, 2, \ldots, n \quad (13)
\]

where, the weight \( H_{m/n} \) is determined by the \( f_i \) band-pass filter. The weight should be zero when the value of \( ms/n \) falls outside the triangle.

4) Generation of the MFCCs. First, the filter bank sequence is defined as

\[
Y = Y(m) = \begin{cases} 
Y(m_i), \quad m = m_i \\
0, \quad \text{otherwise}
\end{cases} \quad (14)
\]

then, the inverse discrete cosine transform is applied to \( Y \) to obtain the MFCC

\[
c_{\text{mel}} = \text{idct}(Y) \quad (15)
\]

in which, the idct represents inverse discrete cosine transform. Obviously, the length of \( c_{\text{mel}} \) is \( n \). In the application of sound classification and recognition, only the first few components of MFCC vector are taken to fully characterize the sound features.

Based on the three sound samples used in the analysis in section 4.1, Figure 6 shows the first three-dimensional
characteristics of the MFCC corresponding to the wall decoration friction sound, the drilling machine working sound and the sound in the elevator compartment under the vertical starting condition. Each point in the figure represents the MFCC feature vectors of each frame sample. All the feature vectors are calculated based on the following parameters: frame length 50 ms, neighbor window overlap length 25 ms, number of triangular filter banks $L = 41$, minimum frequency 20 Hz, maximum frequency 10 kHz, $c_{mel}$ length 3. As is seen in the figure, the three sound samples are obviously differentiated from each other, which indicates that the MFCC features have the ideal clustering analysis potential.

![Graph](Fig. 6. First 3 dimensions of MFCC features of different sounds)

5 Numerical Test

In this paper, the sound measured in the construction site of super high-rise building project of Hangzhou Century Center is used as a sample to carry out numerical experiments which are mainly carried out for two aspects: (1) based on the established de-noising method, the effects of noise on the spectral centroid and MFCC features of the pipeline sound signal are investigated. (2) the effectiveness of the proposed scheme is verified by the simulation of the synthesized pipeline sound signals in different states.

5.1 Effect of Noise on Features

According to the sound acquisition scheme shown in figure 2, the same type of sound acquisition devices, mic 1, mic 2, mic 3 and mic 4, are installed at the distance of $r_2 = 2.0$ m, $r_3 = 4.5$ m and $r_4 = 6.5$ m, respectively, adjacent to and around the pipeline, which are used to collect the live sound at the sampling rate of 11.025 kHz. Figure 7 shows a 3-second audio waveform recorded by mic 1 and marked as "original sound". After it is processed by the de-noising algorithm proposed by the present paper, the sound waveform segment labeled "de-noised sound" is obtained. As you can see, the acoustic signals from the immediate vicinity of the pipeline are mixed with significant noise components. After artificial hearing screening, the algorithm has at least succeeded in filtering the noise identified by the human ear. Readers who are interested may download and listen to the audio files in this article via: https://app.yinxiang.com/shard/s47

To examine the effects of noise on sound features, Figures 8 and 9 show the short-time spectral centroids and the first two-dimensional MFCC feature vectors before and after de-noising respectively. In the calculation of spectrum centroids, the short frame length is 20 ms and the overlap length of adjacent window is 10 ms. In the calculation of MFCC vectors, the short frame length is 20 ms and the overlap length of adjacent window is 10 ms, the number of triangular filters $L$ is 41, the lowest frequency is 20 Hz, the highest frequency is 5 kHz and the length of $c_{mel}$ is 2. Figure 8 shows that the noise in the pipeline generally reduces the centroid effects of the spectrum; Figure 9 shows that the noise components generally reduce the first-dimension coefficient of the MFCC feature vectors and increase the 2nd dimension coefficient of the MFCC feature vectors. Before and after de-noising, the feature center of MFCC is shifted from $[28.760, 4.751]$ to $[25.592, 5.609]$.

![Graph](Fig. 8. Spectral centroids of pipeline before/after de-noising)

![Graph](Fig. 9. MFCC features of pipeline before/after de-noising)

5.2 Sound clustering
In order to test the validity of the sound monitoring and recognition scheme, this paper simulates the possible sound signals of the pipeline by synthesizing the sound of the pipeline in different working states, and tests the sound recognition program of the pipeline based on it. In the manual simulation process, the sound samples collected in the field for the smooth transportation of concrete by the 40-second pipeline are considered as "normal", and the sound samples collected from the pipeline in the pressurization stage of concrete pumping equipment are considered as "abnormal". In addition, the simulation synthesis method considers the continuity of the sound state changes in the concrete pump pipe operation. Figure 10 shows the de-noised sound waveform, where the first 0~40 second samples falls in the "normal" category while the samples of 40 ~ 53 seconds falls in the stage of pressurization. Signals after 53 seconds falls in the high-pressure state.

The first start-up of the pipeline sound recognition system usually assumes that the sound signals are in the category of "normal" at the initial stage. Therefore, this example is carried out to demonstrate the algorithm, and it is assumed that the first 20 seconds of the sound samples are in the "normal" category. The program automatically determines the distance between the signal feature and the convex hull of the "normal" category after 20 seconds.

In order to reduce the length of the short-time feature vectors of the sound signal without losing the sound state distinguishing ability of the feature vectors, Figure 11 previews the change of MFCC feature vectors of the sound samples. As is seen in the figure, the first dimension of MFCC vectors are significantly different from the other dimensions. Therefore, the center of mass of the short-time spectrum is used as the first dimension of the short-time feature vectors of the sound signal while the first dimension and the second dimension of MFCC vectors are used as the second dimension and the third dimension of short-time feature vectors of sound signals. In addition, the "anomaly" threshold of the sound is set as 3.75. Figure 12 shows the distance between the feature points of the sound signals after 20 seconds and the convex hull formed by the set of feature points in the first 20 seconds. The distance curve shows that the distance fluctuates violently with time and it is not convenient for the program to judge the sound state stably. Therefore, this paper adopts Gauss filtering algorithm and uses 100 data points as the window width to process the weighted average, which helps to get the smooth curve shown by the dotted line in figure. Figure 12 shows that the pipeline sound is in the "normal" state during 20 to 44.38 seconds. The pipeline is in the changing state during 44.38 to 51.50 seconds, which is used as the basis of the sound recognition system for the early warning of the pipeline installation state. After 51.50 seconds, the pipeline is in a stable "abnormal" state. Manually verified, if the "abnormal" state is not the one of safety accident, the new clustering and its convex hull can be formed by sound signals after 51.5 seconds, which is convenient to calculate the distance between the new feature point and the convex hull when the signal changes.

6 Conclusion

Based on the characteristics of sound propagation, a noise filtering algorithm for construction site environment is proposed in this paper. The method of sound state clustering based on the short-time spectrum centroids and MFCCs is proposed where the distance from feature vector to cluster convex hull is used as the clustering basis. On the one hand, the numerical test verifies the effectiveness and necessity of the proposed noise reduction algorithm. On the other hand, the sound signal clustering and recognition algorithm are used to simulate the safety monitoring and early warning process of the pipeline in the construction site. The numerical results show that:

(1) the effect of high-decibel noise on the real signal characteristic coefficient of the pipeline cannot be ignored;
(2) the MFCC feature vectors with fewer dimensions can be used to characterize the sound of pipeline in construction site. In the case mentioned in the paper, the feature vectors composed of the MFCCs with length no greater than 4 can be used to classify the sound state of pipeline;
(3) the safety monitoring method of the pipeline by sound clustering this paper proposes, is capable of monitoring and early warning of the state of the pipeline.
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