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Abstract

Argument mining systems often consider contextual information, i.e. information outside of an argumentative discourse unit, when trained to accomplish tasks such as argument component identification, classification, and relation extraction. However, prior work has not carefully analyzed the utility of different contextual properties in context-aware models. In this work, we show how two different types of contextual information, local discourse context and speaker context, can be incorporated into a computational model for classifying argument components in multi-party classroom discussions. We find that both context types can improve performance, although the improvements are dependent on context size and position.

1 Motivation

In a typical argument mining system, the first task is identifying spans of text consisting of argumentative discourse units (ADU), i.e. argument component identification (ACI). The next task, argument component classification (ACC), consists of assigning a label to each ADU according to an argument model, e.g. claims, evidence, etc. For example, row 1 in Table 1 is labeled claim since speaker 7 provides their personal view, while row 2 is labeled evidence because it references facts from a text.

While “context” has been used in the argument mining literature to refer to several phenomena, we consider context to be auxiliary textual information outside the span of an ADU. It is generally accepted that context is important in argument mining. Stab and Gurevych (2014) as well as Nguyen and Litman (2016) use context features extracted from the sentence containing an ADU to improve ACC. Persing and Ng (2016), Habernal and Gurevych (2017) and Aker et al. (2017) similarly use contextual features in joint ACI/ACC models. Optiz and Frank (2019) analyze a previous argument mining system and find that, for its predictions, it relies on context more than it does on ADU content. Chakrabarty et al. (2019) indirectly model context in ACC by fine-tuning a BERT model to predict the next sentence (i.e. the context). Eger et al. (2017) analyzed several neural models for jointly performing ACI, ACC and argument relation extraction. All of these works share several limitations: (i) the context is either limited to a single configuration (e.g. one sentence before/after the ADU) or optimized along a single dimension (typically size but not position); (ii) only a subset of the features extracted for the target ADU are also extracted for context; (iii) context is typically based on ADU adjacency, although other ways of building context (e.g. based on speakers in multi-party dialogues) are possible.
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| Row | ID | ADU | AC |
|-----|----|-----|----|
| 1   | 7  | I feel that she included herself in the book to give more of an unbiased point of view to it. | claim |
| 2   | 7  | Because, obviously the family was going to be completely against the doctors and what they did, and all that. | evidence |
| 3   | 7  | But I feel by her including herself in it, she did show both sides of the story. | warrant |
| 4   | 10 | I'd argue against that keeping her as unbiased. Because I think it puts more of a bias on the Lacks family’s side. | claim |
| 5   | 7  | I also feel she included herself because this was such a big part of her career from learning all this. And she became attached to the family members. | claim |

Table 1: Excerpt from a classroom discussion showing speaker ID, ADU and argument component labels.
In this work, we improve upon baseline ACC models for multi-party discussions by incorporating two types of contexts. We define local context as ADUs preceding and/or following a target ADU, regardless of speaker. Speaker context consists of previous ADUs that a specific speaker previously voiced during the discussion. Our results show that both context types can individually and jointly improve ACC performance, with performance gains dependent on context size and position.

2 Dataset and Models

The dataset used to build and evaluate our proposed ACC models consists of 3,135 ADUs in a corpus of 29 text-based (i.e., centered around a book, play, or other literature piece), multi-party classroom discussions between high school students (average 15 students per discussion) (Olshefski et al., 2020). The discussions (average length of 34 minutes) were audio-recorded, manually transcribed, and student turns were manually segmented into multiple ADUs when needed. ADUs were then manually annotated according to a simplified version of Toulmin’s argumentative model (Toulmin, 1958) consisting of three labels: (i) claims, arguable statements that voice a specific interpretation of a text; (ii) evidence, facts or documentation used to support a claim; (iii) warrant, reasoning given to explain how certain evidence supports a claim. An inter-rater reliability analysis showed a Krippendorff α of 0.96 for segmentation and Cohen Kappa of 0.74 for argument components. The dataset contains 3,135 ADUs: 65.3% claims, 24.3% evidence, and 10.4% warrants. ADUs are additionally labeled with the ID of the speaker who voiced the utterance. Table 1 shows an excerpt from an annotated discussion.

To evaluate the utility of context, we introduce two baseline ACC models and propose several contextual extensions. The source code for all models (and all parameters) is available at https://github.com/lucalugini/coling2020_argmining.

Baseline Models. Our first model (hybrid baseline) is based on the model of Lugini and Litman (2018) which was developed for a similar type of dataset, where an embedding generated through a convolutional neural network (CNN) is concatenated to a set of handcrafted features, and a softmax classifier is used to predict argument components. Given the limited size of our dataset, however, we only use a subset of the original model’s handcrafted features, namely those used by Speciteller (Li and Nenkova, 2015); this reduces the number of handcrafted features from over 7,000 to 114 and avoids overfit. The Speciteller feature set consists of pretrained word vectors (average of the word vectors for each word in the ADU), as well as number of connectives, number of words, number of numbers, number of symbols, number of capital letters, number of stopwords normalized by ADU length, number of subjective and polar words (from the MPQA (Wilson et al., 2009) and the General Inquirer (Stone and Hunt, 1963) dictionaries), average word familiarity (from MRC Psycholinguistic Database (Wilson, 1988)), average characters per word, and inverse document frequency statistics (minimum and maximum). The dimensionality of the final feature vector is 2,514 (114 for the handcrafted features and 2,400 for the CNN).

Our second model (BERT baseline) is based on recent advances related to Transformer architectures (Vaswani et al., 2017): a BERT pretrained model (Devlin et al., 2019; Wolf et al., 2019) generates word embeddings of dimensionality 768; average pooling is used to compute a fixed-size ADU embedding; a softmax classifier predicts argument components.

Adding Local Context. We define local context as ADUs preceding and/or following the target ADU, regardless of speaker ID. Context size is measured in terms of complete ADUs (i.e., entire utterance or part of it), while context position refers to the relative position of the context ADUs to the target ADU (i.e., preceding, following, both). We believe defining context in terms of ADUs is the most straightforward choice since it is the same unit of analysis used for individual argument components. Though beyond the scope of this paper, another compelling choice consists in defining context based on the number of words outside the target ADU instead. We address the prior work limitations highlighted earlier in two ways: (i) we explore the impact of varying both the size and position of ADUs included in the context, instead of picking a single position and optimizing size; (ii) we model context using the same features used for the target ADU. Each context ADU is converted into a fixed-size feature vector using the baseline models described above, then concatenated to the feature vector for the target ADU.

1 Obtained from https://discussiontracker.cs.pitt.edu
maximum context size of 6 was chosen based on results showing diminishing returns and on the fact that increasing size further would go beyond “local” context. We additionally evaluate whether context size and position can be automatically optimized by adding an attention layer (Luong et al., 2015): context size is set to the maximum value and both preceding and following positions are included; the attention mechanism then aggregates all context ADUs into a single vector.

Adding Speaker Context. Students exhibit highly variable behavior with respect to how they build arguments. For example, in a discussion between six students from the dataset, one student only voiced claims, only two students voiced warrants, and only two students voiced more than 10% of their argument components as evidence. We hypothesize that the argument component classifier can benefit from being informed of the propensity of a particular speaker to voice each argument component at any given point. While we have access to speaker ID, when making predictions ground truth ADU labels are not available; therefore we need to extract information from the ADU text. Given the speaker ID for the target ADU, the speaker context module performs the following steps: (1) gather the speaker’s previous ADUs from the discussion; (2) convert each ADU into a feature vector; (3) aggregate them into a single, fixed-size feature vector and concatenate it with the baseline (and possibly with the local context). Step 1 involves simply filtering out ADUs based on speaker ID, which is readily available in each discussion. Step 2 can be achieved in several ways, however, for the sake of simplicity, in the hybrid baseline we decided to use a CNN to generate a feature vector for each ADU. In order to further reduce complexity we implemented a CNN with the same structure as the one in the hybrid baseline model, but with the number of filters reduced from 16 to 4. This resulted in a 200-dimensional vector. For the BERT baseline the same embedding - average pooling model was used in this step. Step 3 was accomplished using a Long Short-Term Memory (LSTM) network (Hochreiter and Schmidhuber, 1997). The final speaker context feature vector has dimensionality 100 (output dimensionality of the LSTM). We additionally experimented with automatically optimizing speaker context size by replacing the LSTM with an attention layer: setting the speaker context size to the maximum (40 in this case) the attention layer aggregates all ADUs into a single feature vector.

Context Examples. Assume the target ADU is row 5 in Table 1. A local context of size 3 contains rows 2, 3, and 4. A speaker context of size 3 contains rows 1, 2 and 3.

3 Experiments and Results

All models are evaluated using ten fold cross-validation, and results are shown in Table 2.

Local Context. We extended both baseline models with local context extracted in three different ways: only ADUs preceding the target, only following ADUs, and both preceding/following ADUs. We report three main observations when adding context to the hybrid baseline. First, with respect to position, all models including prior ADUs in local context significantly outperformed the baseline (p-value < 0.01), while the same is not true for models including next ADUs. Including both prior and next ADUs, though, resulted in the best performance for local context models (row 2 in Table 2). When including only next ADU context, only context size 1 gave a significant performance improvement over the baseline, while larger context sizes yielded non statistically significant differences. Second, with respect to context size, the plots in Figure 1(a) show that although there is a diminishing return effect as

| Row | Model          | Context                  | Kappa | Precision | Recall | F-score |
|-----|----------------|--------------------------|-------|-----------|--------|---------|
| 1   | Hybrid Baseline| Local Context            | 0.521 | 0.657     | 0.727  | 0.676   |
| 2   | Hybrid Baseline| Speaker Context          | 0.470 | 0.626     | 0.682  | 0.636   |
| 3   | Hybrid Baseline| Local Context + Speaker Context | 0.539 | 0.674     | 0.727  | 0.689   |
| 4   | BERT Baseline  | Local Context            | 0.483 | 0.620     | 0.669  | 0.632   |
| 5   | BERT Baseline  | Speaker Context          | 0.657 | 0.759     | 0.787  | 0.769   |
| 6   | BERT Baseline  | Local Context + Speaker Context | 0.653 | 0.759     | 0.810  | 0.774   |

Table 2: Results for different experimental settings. Each row shows the best results for the corresponding settings when varying context size and position. Bold font shows the best results for each model.
context size increases, increasing context size from 2 (1 prior/next ADU) to 4 (2 prior/next ADUs) results in significantly better precision and f-score (p-value $< 0.05$). Overall, we argue that context position and size should both be optimized. Figure 1(a) and (c) show that choosing the optimal context position may even be more important than choosing the optimal size: the differences between the three lines are bigger than differences within each line. Also note that since model complexity increases linearly with context size, larger datasets may be able to take advantage of larger contexts. Third, results obtained using the attention mechanism are not statistically significantly different than the best results for both local context and speaker context. This indicates that context size and position can be automatically optimized during training time with a marginal performance penalty. The results obtained from the BERT models confirm our first two observations, as we can see from the similarities in Figures 1(a) and (c). For the BERT models, however, the attention mechanism performs significantly worse than any setting that includes at least 1 preceding ADU. In this case context size and position still need to be tuned hyperparameters. We should also note that overall BERT models perform better than the hybrid models.

Speaker Context. We define speaker context size $K$ as the $K$ closest prior ADUs to the target ADU. We experimented with speaker context sizes ranging from a minimum of 5 to a maximum of 40 (effectively considering all speaker turns since the beginning of the discussion). As shown in Figure 1(b), including any previous ADUs from the current speaker improves performance over the baseline model. For hybrid models all context sizes result in statistically significantly better precision, recall, and f-score (p-value $< 0.05$) compared to the baseline. We observed a diminishing return effect as speaker context size increases as well, which suggests that a speaker’s recent ADUs are perhaps more important than earlier ones. By comparing the green and red lines in Figure 1(a) to the purple line in Figure 1(b) we observed that, taken individually, local context improves performance more than speaker context. Results also show that the attention mechanism can successfully optimize speaker context size for the hybrid model. Figure 1(d) shows that our observations for BERT models are largely consistent with those for hybrid models, though we note that BERT models seem less sensitive to speaker context size. Unfortunately, adding attention mechanisms to optimize speaker context size results in a large performance penalty, though still outperforming the baseline model.

Local Context and Speaker Context. After individually adding each of the two context types to the baseline models, we experimented with including both context types simultaneously. In this setting we obtained the best overall performance (rows 4 and 8 of Table 2). As we can see from the grey and purple lines in Figure 1(b), for hybrid models, modeling both contexts simultaneously always outperforms speaker context alone. For speaker context size $> 5$, improvements are statistically significant. In this experiment we kept local context size and position constant (both prior and next ADUs, size 4) and varied speaker context size. Repeating this experiment with different local context settings yielded similar results. We also observed that by combining both context types we were able to achieve kappa $> 0.5$ and f1-score $> 0.65$ more consistently than with either context type individually. We observed consistent trends for BERT models, although the differences between speaker context alone and local context + speaker context are often not statistically significant.
4 Conclusions and Future Work

In this paper we analyzed the impact of context for predicting argument components in multi-party discussions. We defined two types of context, local context and speaker context, and analyzed how different models perform when varying context size. We also investigated the effect of different positions for local context. We performed evaluations of the two context types separately as well as simultaneously on two types of neural network models. Experimental results support our claim that both context size and position are important when incorporating context in argument mining systems, therefore sentences beyond the ones immediately surrounding an ADU should be considered. Our results also show that speaker context can improve performance in multi-party discussions. Finally, we investigated the use of an attention mechanism for optimizing context size and found that its effectiveness is dependent on the type of model used. Our future plans include two main directions: 1) repeating our local context experiments on larger datasets, including other domains; 2) evaluating the effectiveness of speaker context on multi-party web discussions, where discussions are usually longer and author ID is typically available.
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