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Abstract—Deep Learning has received increased attention due to its unbeatable success in many fields, such as computer vision, natural language processing, recommendation systems, and most recently in simulating multiphysics problems and predicting nonlinear dynamical systems. However, modeling and forecasting the dynamics of chaotic systems remains an open research problem since training deep learning models requires big data, which is not always available in many cases. Such deep learners can be trained from additional information obtained from simulated results and by enforcing the physical laws of the chaotic systems. This paper considers extreme events and their dynamics and proposes elegant models based on deep neural networks, called knowledge-based deep learning (KDL). Our proposed KDL can learn the complex patterns governing chaotic systems by jointly training on real and simulated data directly from the dynamics and their differential equations. This knowledge is transferred to model and forecast real-world chaotic events exhibiting extreme behavior. We validate the efficiency of our model by assessing it on three real-world benchmark datasets: El Niño sea surface temperature, San Juan Dengue viral infection, and Bjornoya daily precipitation, all governed by extreme events’ dynamics. Using prior knowledge of extreme events and physics-based loss functions to lead the neural network learning, we ensure physically consistent, generalizable, and accurate forecasting, even in a small data regime.

Index Terms—Chaotic systems, long short-term memory, deep learning, extreme event modeling.

I. INTRODUCTION

Centuries-old efforts to comprehend and forecast the dynamics of chaotic systems have spurred developments in large-scale simulations, dimensionality reduction techniques, and a multitude of forecasting techniques [1, 2]. Chaotic systems describe deterministic dynamical systems that exhibit random behavior after a while and cannot be predicted sometimes [3, 4, 5]. These systems can be modeled with physical laws to express their temporal and spatial dependencies [6, 7]. Some examples of these chaotic systems are: daily weather forecasts, viral diseases (e.g., Covid-19), traffic jams, double pendulum [8], etc. Modeling chaotic systems has always been an important study in various fields, from geophysics [9], atmospheric physics [10], electronics [11], and biochemistry [12] among many others. Various dynamical systems evolved in order to understand natural phenomena and their unpredictable behavior and how a perturbation on initial conditions in real-world problems can randomly change their outcome [2]. The goals of understanding and predicting chaotic systems using physical laws and data-driven approaches have complemented each other for the last few decades. In recent years, we have observed a convergence of these approaches towards modern data-driven methodologies due to advances in computing power, algorithmic innovations, and the ample availability of data. A major beneficiary of this convergence are physics-informed machine learning methods [6, 13, 14], dynamical learning with deep neural networks [15] and representation learning tools to study continuous dynamical systems [2] and molecular properties [16]. All these methods aim to provide precise short-term predictions while capturing the long-term trajectories of the systems. Successful deep learning-based forecasting methods (such as long short-term memory networks (LSTM) [17], convolutional neural networks (CNN) [18], feed-forward neural networks (FFNN) [19], reservoir computing (RC) [20]) can capture the evolution of time series in chaotic systems but usually do not use physical laws in their architecture.

Chaotic systems are widely used to describe extreme events, such as natural catastrophes and weather dynamics, which are highly sensitive to fluctuations [21]. While the weather can be predicted for the near future, some random factors make it impossible to forecast as time goes on. Currently, chaotic systems are modeled through dynamical systems [2] - a differential equation of the function describing the spatio-temporal dependency between the systems’ variables. For example, sea surface temperature is governed by mass and energy conservation laws: Navier–Stokes equations and heat transport equation [22]. While physics-driven approaches manage to predict chaotic systems in the short-term, they fail to accurately forecast real-world phenomena when noise or perturbation is present, which is always the case in chaotic systems [23]. In addition, due to the complexity of the dynamics, some chaotic systems cannot be solved analytically and instead are modeled through direct numerical simulation, decreasing the reliability of the prediction and increasing the uncertainty of the analysis of the physical processes [24]. On the other hand, data-driven approaches to model and forecast chaotic systems using deep neural networks require large amounts of data to train the models. They are difficult to generalize and mostly fail to emulate long-time dependencies when the system’s behavior is random. Multiple studies focused on modeling chaotic systems using deep learning, especially when experimental data is small, by integrating prior knowledge [1, 2, 14, 15].

Incorporating physical knowledge to model real-life phenomena using deep learning models is a promising field...
of study, potentially capable of overcoming the everlasting challenges of modeling chaotic systems. Physics-informed machine learning (PIML), a new variant of machine learning models, embeds prior physical knowledge in data-driven algorithms through the use of differential equations [6, 14, 25]. This method is aptly used when a large amount of temporal data is unavailable for making accurate and reliable forecasts of chaotic systems containing extreme events. Instead of entirely relying on the data to capture the complex underlying phenomena, it incorporates physical knowledge into data-driven deep learning systems, see for detailed surveys [13, 14] (see also references therein). In recent seminal work, physics-informed neural networks (PINN) have been introduced as a function approximator [6]. By providing several collocation points, the initial and boundary conditions, PINN manages to provide an accurate solution to the governing partial derivative equations (PDE) through a regularization term in the loss function. PINN can also be used to solve inverse problems when coefficients of the PDE, initial or boundary conditions are rebuilt and the solution of the governing PDE is partially known. Among many applications, PINN was used to simulate the flow in an espresso cup [26], modeling 3D temperature data using physical laws (mass, momentum, and energy conservation) in a fully connected network architecture. To predict the effect of cloud processes on climate, authors enforced physical constraints to machine precision (hard-enforcement) by replacing layers of a neural network with the help of conservation laws [27]. Another similar architecture, namely physics-guided neural networks (PGNN), is used to model lake temperature as a spatio-temporal forecasting problem in which LSTM networks build the model using the dynamics of sea surface temperature [25]. More precisely, the conservation laws enforce the monotonicity of density with depth and incorporate the dynamics by hard encoding them on a machine precision in a PGNN architecture for a small data regime.

However, the models described above fall short when it comes to modeling chaotic systems. PINN can only be used to emulate data, i.e., it numerically simulates the solution to PDEs governing the dynamics of the system. Furthermore, PINN requires collocation points, boundary, and initial conditions as input. Therefore, these models (e.g., PINN) only work on simulated data and cannot be directly generalized to real-world problems in modeling chaotic systems. On the other hand, physics-guided architectures can forecast lake surface temperature [25] since the equation governing the dynamics of temperature and density is of order zero and does not require their spatio-temporal derivatives. Therefore, such a model cannot be used to emulate more complex dynamics governed by non-linear partial differential equations of higher order.

Motivated by the shortcomings of the aforementioned models, we aim to design a physically consistent and generalizable deep learning model for modeling chaotic systems that seamlessly integrate real data and simulated data directly from the dynamics and their differential equations. Hence, we introduce the knowledge-based deep learning (KDL) approach. Our proposed KDL approach learns the extreme events’ dynamics and temporal patterns for the observed chaotic systems. Our main contributions in this paper are described as follows:

- We propose a new framework called KDL (knowledge-based deep learning), in which the network is trained on synthetic data simulated from the dynamics and transfers the knowledge to real-world data governed by the same physical laws. Incorporating the dynamics through a regularization term in the loss function corresponding to the physical law governing the system makes the deep learning framework suitable for small data regime problems in chaotic systems.
- KDL algorithm computes discrete temporal derivatives and includes them during the backpropagation in the loss function of the LSTM network.
- We evaluate our proposed approach on several time series problems containing extreme events and demonstrate superior performance compared to several state-of-the-art deep learning models.

## II. Preliminaries

This section discusses some necessary mathematical preliminaries on the Liénard-type system, followed by a summarized introduction on the long-short term memory network and transfer learning used in building our proposed KDL approach.

### A. Liénard-type System

Nonlinear oscillator systems are omnipresent in physics and are used to model numerous physical phenomena ranging from atmospheric physics, condensed matter, and nonlinear optics to electronics, plasma physics, biophysics, and evolutionary biology, among many others [3, 4, 5]. For example, Liénard-type nonlinear oscillator systems are very present in chaos theory and extreme events studies [28]. A Liénard equation is a second-order differential equation in mathematics specifically used in the study of dynamical systems. For any two functions \( f \) and \( g \) on \( \mathbb{R} \), the second-order differential equation of the following form is called a Liénard equation:

\[
\frac{d^2x}{dt^2} + f(x) \frac{dx}{dt} + g(x) = 0.
\]

Liénard-type system has a unique limit cycle, i.e., when time is close to infinity, at least one trajectory spirals into a closed trajectory [29]. The Liénard-type oscillator with a periodic forcing, exhibits extreme events for an admissible set of parameter values, as

\[
\frac{dx}{dt} = y,
\]

\[
\frac{dy}{dt} = -\alpha xy - \gamma x - \beta x^3 + f \sin(\omega t),
\]

where \( \alpha \) and \( \beta \) are the nonlinear dampings and the strength of nonlinearity, respectively, and \( \gamma \) is related to the internal frequency of the autonomous system. \( f \) and \( \omega \) are the amplitude and the frequency of an external sinusoidal signal, respectively [30]. An extremely large amplitude of intermittent spikings in a dynamical variable of a periodically forced
Liénard-type oscillator can be observed, and thus, it can be characterized as extreme events, which are rare but recurrent and larger in amplitude than a threshold.

B. Long-Short Term Memory and Transfer Learning

Long-Short Term Memory networks (LSTM) are an evolution of recurrent neural networks (RNN) conceived to overcome the stability and speed issues in classical RNN [31]. They are omnipresent in speech recognition problems, machine translation, image captioning, and time series forecasting, among many other applications. They are also widely used to model chaotic systems due to their ability to memorize long-term dependencies in the training data, which helps deal with the problem of vanishing gradients and the long-term randomness [32]. LSTM regulates the flow of sequential inputs through the memory cells of the network by employing three randomness [32]. LSTM regulates the flow of sequential inputs with the problem of vanishing gradients and the long-term dependencies in the training data, which helps deal with the problem of vanishing gradients and the long-term randomness [32].

III. PROPOSED METHOD: KNOWLEDGE BASED DEEP LEARNING (KDL)

We consider a memristor Liénard system with external harmonic perturbation from Eqn. 1 where the parameters $f$, $\alpha$, $\gamma$, $\omega$, $\beta$ are known. We generate our synthetic dataset by simulating data points from the nonlinear differential equations using the Runge-Kutta method [34]. We train an LSTM network on the simulated time series while enforcing the physical law on the network as a regularization term. The network learns complex patterns from historical values that are known. We generate our synthetic dataset from a Liénard-type differential equation while enforcing the physical law on the network as a regularization term. The network learns complex patterns from historical values and the physical distribution of the target values. In the standard PINN model, the time index is considered an input, and the output is the solution of the differential equation. Computing the regularization term amounts to differentiating the multilayered perceptron (MLP) network and computing the time derivatives using auto-differentiation [35]. However, time series are discrete observations and there is not a substantial mathematical equation governing the observed variables in time, and subsequently, it is difficult to compute the derivatives in time. To overcome this, we compute discrete derivatives of the time series. For an observed time series $x(t)$ indexed over time $t$, the discrete-time derivative of order one can be written as:

$$\frac{dx}{dt} = \frac{x(t+\delta t) - x(t)}{\delta t},$$

where $\delta t$ is the lag. For real-world time series datasets, time is recorded as a timestamp (date) in chronological order. Thus, we choose $\delta t = 1$ in our work. To adjust the loss of the network, the standard PINN model backpropagates the time derivatives since the mapping function used in MLP is differentiable.

For instance, if $x = g(t, \theta = (w, b))$, where $g$ is the neural network function of the MLP, then $y = \frac{dx}{dt} = \frac{dg(t, \theta = (w, b))}{dt}$. The backpropagation writes:

$$\frac{dL_{phy}}{d\theta} = \frac{dL_{phy}}{dy} \frac{dy}{d\theta} = \frac{dL_{phy}}{dx} \frac{d^2x}{dtd\theta} + \frac{dL_{phy}}{d^2x} \frac{d^2x}{dtd\theta} \frac{dy}{dx} \frac{d^2y}{dtd\theta},$$

where $L_{phy}$ is the physical loss corresponding to the regularization term and $\theta = (w, b)$ represents the weights and biases of the network. In our case, we computed the time derivatives during the pre-processing step.

Our network forecasts $x(t)$, $\frac{dx}{dt}$, and $\frac{d^2x}{dt^2}$ in time from their historical data. The physics is enforced on the system through regularization of the output, i.e., the predicted values of time series $x(t)$ and its derivatives have to satisfy the Liénard equation as in Eqn 1. After pre-training, we transfer this knowledge to real-life data following the same dynamics. The importance of transferring synthetic data knowledge to real data is further experimentally explored in sections IV and V. In the case when harmonic forcing (second-term of the differential equation) is not known, we assume it can be approximated by the $1^{st}$ term of the differential equation for the real data distribution.

$$L_{phy} = RMSE\left(\frac{d^2y_{real}}{dt^2} + \alpha y_{real} \frac{dy_{real}}{dt} + \gamma y_{real} + \beta y_{real}^3, \right.$$

$$\left. f \sin(\omega t)\right)$$

(2)

In our case, we minimize the gap between the $1^{st}$ term of the differential equation of the real and the predicted data as follows:

$$L_{phy} = RMSE\left(\frac{d^2y_{real}}{dt^2} + \alpha y_{pred} \frac{dy_{real}}{dt} + \gamma y_{pred} + \beta y_{pred}^3, \right.$$

$$\left. \frac{d^2y_{pred}}{dt^2} + \alpha y_{real} \frac{dy_{pred}}{dt} + \gamma y_{pred} + \beta y_{pred}^3\right),$$

(3)

where RMSE is the root mean squared error. A schematic diagram showing the various steps of the KDL approach is presented in Figure 1. An algorithmic version of the proposed framework is also given in Algorithm 1.

IV. EXPERIMENTAL SETUP

We evaluate KDL on three datasets containing extreme events to validate our proposed model. Extreme events can be modelled as a Liénard system with external forcing from Equation 1, and for a set value of parameters [30]: $f = 0.2$, $\alpha = 0.45$, $\gamma = -0.5$, $\omega = 0.642$, $\beta = 0.5$. 
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Fig. 1: Proposed knowledge-based deep learning architecture. Differential equation is simulated into a time series $t$, $x(t)$. The first and second-order derivatives of $x$ are computed and fed along with $x$ to our model that forecasts the next instances through a backpropagation mechanism of the losses: 1) Data loss 2) Physics loss: Predicted data should satisfy the dynamics. The same process is used on real-world datasets with the addition of transferred knowledge from the pre-training.

Algorithm 1 KNOWLEDGE-BASED DEEP LEARNING (KDL)

Data: $X = x(t - k), \ldots, x(t - 1), x(t), \frac{dx}{dt}(t - k), \ldots, \frac{dx}{dt}(t)$, $\frac{d^2x}{dt^2}(t - k), \ldots, \frac{d^2x}{dt^2}(t)$

Result: $Y = x(t + 1), \frac{dx}{dt}(t + 1), \frac{d^2x}{dt^2}(t + 1)$

Initialize network parameters: (weights and biases)

if Pre-training then

while epoch < max_epochs or Termination Condition do

Compute $Y = KDL(X)$

Compute the loss $L_{data} = RMSE(Y_{predicted}, Y_{real})$

Compute the loss $L_{phy}$ from Equation (2)

Backpropagate $L_{data} + \lambda_1 L_{phy}$ (using ADAM optimizer) and $\lambda_1$ is a tuning parameter chosen by cross-validation

Save Network State (weights, biases)

end

else

while epoch < max_epochs or Termination Condition do

Load pretrained network state (weights, biases)

Compute $Y = KDL(X)$

Compute the loss $L_{data} = RMSE(Y_{predicted}, Y_{real})$

Compute the loss $L_{phy}$ from Equation (3)

Backpropagate $L_{data} + \lambda_2 L_{phy}$ (using ADAM optimizer) and $\lambda_2$ is a tuning parameter chosen by cross-validation

end

end

A. Real-world Datasets

1) El Niño Dataset: El Niño dataset, also known as ENSO, is a periodic fluctuation of sea surface temperature (SST) across the Pacific Ocean [15]. El Niño dataset contains 1634 weekly observations of SST in El Niño region 1 across the Pacific Ocean, from January 3, 1990 to April 21, 2021.

2) San Juan Dengue Infections: San Juan dataset [36] is a univariate time series data portraying the evolution of cases of Dengue infection. This infection exhibits extreme events due to the randomness of the transmission. Dengue infection is a mosquito-borne viral disease. The dataset contains 1197 observations from week 17 of 1990 to week 16 of 2013. We consider only the univariate time series with the number of cases across this time period.

3) Bjørnøya Precipitation: This is an extreme event dataset taken from the Norwegian Climate Service Center [37] observation of rainfall in the Bjørnøya region. The dataset consists of 15320 daily observations from June 16, 1980 to June 16, 2022.

B. Performance Measures

To evaluate our models, we considered three commonly used metrics as given below [38]. The lower their value is, the better the forecasting model. We have used the following measures in this study: (a) Root Mean Squared Error (RMSE) [38]; (b) Mean Absolute Error (MAE); and (c) Physical inconsistency (PIC) [25].

Among the three performance measures, physical inconsistency estimates the physical meaning of a variable. It is computed by comparing the dynamics of real data to the predicted data. This metric is relevant in problems revolving around physics. For example, to predict temperature $T$ at a time point using two different models knowing that $T_{real} = 25$, if the model 1 predicted $T_{pred} = 24.9$ and model 2 predicted $T_{pred} = 26.1$, model 1 outperforms model 2. Nonetheless, under the hypothesis that temperature $T \geq 25$ (from the dynamics of the system), then model 2 is more relevant, even when the average error is higher.
C. Implementation of the proposed KDL framework

Data is generated from the differential equation using the Runge-Kutta method and ODE-4 Solver in Matlab. For the rest, we use Keras’s backend. We train our model on data simulated from the Liénard-type differential equation [15]. The result is a time series \( t, x(t) \). We compute the first derivative by shifting \( x \) by a step of one and subtracting \( x \) from it i.e., \( \frac{dx}{dt} = x_{t+1} - x_t \). The 2nd derivative is computed similarly from \( \frac{dx}{dt} \). We transform our time series into supervised learning \((X, Y)\) where \( X = (x(t-p), \ldots, x(t-L)) \) is the input and \( Y = (x(t), \frac{dx}{dt}(t), \frac{d^2x}{dt^2}(t)) \) is the output and \( p \) is the lookback (in this case \( p=10 \)). We feed data to our network composed of three LSTM layers with 50 neurons each and a Dense layer with 3 neurons (3 outputs). The feedback mechanism has the standard data loss: \( \text{RMSE}(y_{\text{predicted}}, y_{\text{real}}) \) and a physical loss ensuring the differential equation (as in Equation 1) is satisfied. The total loss is expressed as \( L_{\text{total}} = L_{\text{data}} + 0.2L_{\text{physical}} \).

We save the network state after the training. For real data, we follow the same procedure by loading the state of the network that we saved from the pre-training when we initialized our model before training it.

V. EXPERIMENTAL RESULTS

A. Preliminary data analysis

Table I displays the statistical specifications of our datasets including stationarity (using Kwiatkowski–Phillips–Schmidt–Shi test), nonlinearity (using Teräsvirta’s neural network test), long-term dependency (using Hurst-Exponent), and evidence of chaos (using Lyapunov Exponent test) as described in [38]. Our datasets exhibit strong nonlinearity, long-term dependency, chaotic behavior, and non-stationarity (except for the El Niño dataset’s stationary structure).

B. Baseline models

For comparative analysis, we considered the following competitive forecasting models: Long-Short Term Memory (LSTM) [17]; Feed-Forward Neural Networks [19]; Convolutional Neural Networks (1D CNN) [18], and Reservoir Computing (ESN) [20]. In the experiments, we fit an LSTM with 3 hidden layers and 50 neurons, an RC with a reservoir size of 500, an FFNN with one hidden layer and 50 neurons, a 1D CNN with 64 filters and a kernel size of 2, and a timestep of 3 followed by a MaxPooling and Flatten layers to a fully connected layer with 50 neurons. Our network has the same architecture as the LSTM used for comparison, with the addition of physical regularization and prior knowledge from pre-training. All the methods are extensively evaluated on different train/test splits scenarios to assess the performance of the different methods under different data sizes.

C. Results

1) El Niño dataset: On the El Niño dataset, we can see that the RMSE of our method is lower than that of 4 other forecasting models. The lower the RMSE, the better we consider our prediction. As for MAE, our network gets the highest score for training/test sizes up to 60%, being a close second with 80% training and 20% test (0.336 vs. 0.333 MAE). Our proposed model has lower physical inconsistency than all other prediction models, especially when trained on low data sizes. For higher data sizes, our network is close to LSTM as classical approaches can capture complex dynamics when fed with enough data points.

2) San Juan Dengue: Our proposed network manages to get better physical inconsistency with higher training sizes on San Juan Dengue datasets. This could be explained by the fact that this system exhibits extreme events globally but not locally. Therefore, we removed the prior training (on simulated data) and trained the network solely on this dataset. Having prior knowledge of different dynamics further degrades the accuracy of the model.

3) Bjørnøya daily precipitation: The data exhibits chaos when the total number of observations is high enough (15k observations in this case as opposed to 1.5k for other datasets). Traditional deep learning methods can capture the complex patterns and dynamics in data when fed with enough data points which can be further validated when we look at the physical inconsistency values where our network falls short compared to Reservoir Computing. Our network scores best RMSE for training sizes up to 60% and 2nd place when the training size is 80%. For MAE, we get 1st rank when training sizes are respectively 20%, 60% and 80%.

D. Comparison with baselines

Table II depicts the experimental results and comparison with several baseline models. We further apply multiple comparisons with the best (MCB) test to check the statistical significance of the comparative performance [39]. Finally, based on the results obtained in the previous section, we plot the average ranking of the models on all datasets and all training: test sizes based on MAE and RMSE. From figures 2 and 3, we can conclude that our proposed KDL method outperforms all other models in terms of RMSE and MAE. All the code and material are made available at https://github.com/Zelabid/KdL to support the principle of reproducible research.
TABLE I: Preliminary statistical data analysis on three real-world datasets

| Data Name              | Frequency | Observations | Start     | End       | Min-Max Value | Behaviour                        |
|------------------------|-----------|--------------|-----------|-----------|---------------|----------------------------------|
| El Niño Dataset [15]   | Weekly    | 1634         | January, 3rd 1999 | April, 21st 2021 | 18.3 - 29.2  | Stationary, Non-linear, Chaotic, Long-term dependent |
| San Juan Dengue cases [36] | Weekly | 1197         | April, 21st 1999 | April, 21st 2013 | 0 - 461      | Non-stationary, Non-linear, Chaotic, Long-term dependent |
| Bjørnøya Precipitation [37] | Daily  | 15320        | June, 16th 1980 | June, 10th 2022 | 0.0 - 42.1   | Non-stationary, Non-linear, Chaotic, Long-term dependent |

TABLE II: Comparison of baseline models: LSTM, FFNN, CNN, ESN with our model KDL on three real-world datasets: El Niño, San Juan dengue, and Bjørnøya precipitation on different training sizes: 20%, 40%, 60%, and 80%.

| Dataset       | Network/Loss | LSTM [17] | FFNN [18] | CNN [19] | KDL (proposed) |
|---------------|--------------|-----------|-----------|-----------|----------------|
| El Niño       | 20% 80%      | 0.433     | 0.327     | 0.433     | 0.427          |
|               | 40% 60%      | 0.418     | 0.328     | 0.433     | 0.407          |
|               | 60% 40%      | 0.433     | 0.333     | 0.407     | 0.393          |
|               | 80% 20%      | 0.427     | 0.333     | 0.393     | 0.375          |
| San Juan Dengue | 20% 80%      | 15.081    | 9.244     | 3.071     | 2.510          |
|               | 40% 60%      | 11.402    | 7.456     | 3.473     | 2.574          |
|               | 60% 40%      | 13.131    | 8.565     | 3.809     | 2.641          |
|               | 80% 20%      | 15.562    | 10.803    | 4.134     | 2.744          |
| Bjørnøya Rainfall | 20% 80%      | 2.374     | 2.528     | 2.506     | 2.506          |
|               | 40% 60%      | 2.507     | 1.380     | 2.543     | 2.543          |
|               | 60% 40%      | 2.428     | 1.418     | 2.457     | 2.457          |
|               | 80% 20%      | 2.561     | 1.369     | 2.612     | 2.612          |

VI. Conclusion and Discussion

In this paper, we proposed a knowledge-based deep learning framework combining physical and prior transferable knowledge from synthetic and real data to forecast extreme events. The proposed model takes a hybrid approach, learning partially from the time series, their physics, and the knowledge gained in prior training. We built our model under the hypothesis that chaotic systems exhibit extreme events and can be modeled using a Liénard-type system. This assumption holds strongly as our network ranks first among all other forecasting models considered in the comparison. It is interesting to consider the proposed KDL approach with multi-step forecasting for future work. Generalizing the framework to other relevant forecasting problems can also be regarded as future scope of this study.
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