Weighing the IMBH candidate CO-0.40-0.22* in the Galactic Centre
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ABSTRACT
The high velocity gradient observed in the compact cloud CO-0.40-0.22, at a projected distance of 60 pc from the centre of the Milky Way, has led its discoverers to identify the closeby mm continuum emitter, CO-0.40-0.22*, with an intermediate mass black hole (IMBH) candidate. We describe the interaction between CO-0.40-0.22 and the IMBH, by means of a simple analytical model and of hydrodynamical simulations. Through such calculation, we obtain a lower limit to the mass of CO-0.40-0.22* of few $10^4 \times M_\odot$. This result tends to exclude the formation of such massive black hole in the proximity of the Galactic Centre. On the other hand, CO-0.40-0.22* might have been brought to such distances in cosmological timescales, if it was born in a dark matter halo or globular cluster around the Milky Way.
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1 INTRODUCTION
Intermediate-mass black holes (IMBHs), with masses $M_{BH} = 10^2 \div 10^5 M_\odot$, represent an “hollow” in the mass distribution of detected black holes. Yet, they might even be the missing link between stellar mass and supermassive black holes.

The LIGO and VIRGO interferometers have indeed first detected the formation of dark objects at the very low end of the IMBHs mass range, by merging of binary stellar mass black holes (Abbott et al. 2016a,b, 2017a,b). Indeed, IMBHs might be forming by runaway merging of massive stars in the very dense centre of young massive star clusters (e.g., Colgate 1967; Ebisuzaki et al. 2001; Portegies Zwart et al. 2004; Freitag et al. 2006; Giersz et al. 2015; Mapelli 2016), by runaway tidal capture of stars by stellar mass black holes (Miller & Hamilton 2002; Giersz et al. 2015), or by repeated mergers of stellar black holes in globular clusters (Miller & Hamilton 2002; Giersz et al. 2015) or by accretion of stars and compact objects in the disks of active galactic nuclei (McKernan et al. 2012). Other possible origins involve the direct collapse of high-mass Population III stars (e.g., Fryer et al. 2001; Madau & Rees 2001; Schneider et al. 2002; Spera & Mapelli 2017) or collapse of pristine, metal-free gas in high-redshift dark matter halos (e.g., Bromm & Loeb 2003; Begelman et al. 2006; Lodato & Natarajan 2007; Shang et al. 2010; Agarwal et al. 2012).

Several possible additional hints of the existence of IMBHs come from the study of kinematics of the central stars and millisecond pulsars of globular clusters (e.g., Gebhardt et al. 2002, 2005; Noyola et al. 2008; Ibata et al. 2009; Noyola et al. 2010; Lützgendorf et al. 2011, 2013; Feilkmeier et al. 2013; Lützgendorf et al. 2015; Askar et al. 2017; Kızıltan et al. 2017; Porera et al. 2017), but these are often disputed (e.g., Baumgardt et al. 2003; Anderson & van der Marel 2010; Lanzoni et al. 2013; Zocchi et al. 2017; Gieles et al. 2018).

IMBHs are also invoked to explain a fraction of the ultraluminous x-ray sources (ULXs; see, e.g., Miller et al. 2003; Casella et al. 2008; Godet et al. 2009; Sutton et al. 2012; Mezcua et al. 2015). Among these, probably the best candidate is HLX-1 in the S0 galaxy ESO 243-49 (Farrell et al. 2009), with black hole mass greater than 500 $M_\odot$. Nonetheless, also in the case of ULXs, there is room for alternative theoretical interpretations (e.g., Goad et al. 2006; Feng & Kaastra 2007; Gladstone et al. 2009; Zampieri & Roberts 2009; Mapelli et al. 2009, 2010; Feng & Soria 2011; Liu et al. 2013; King & Lasota 2014).

Detections of the upper end of the IMBH mass distribution have also been claimed for dwarf galaxies (see Korhendy & Ho 2013; Reines & Volonteri 2015; Mezcua 2017, and references therein).

Tanaka et al. (2014), Oka et al. (2016) and Oka et al. (2017) have reported the detection, by means of molecular emission lines, of a high velocity compact cloud, CO-0.40-0.22, with internal velocity gradient of several tens of km s$^{-1}$. In particular, through high resolution ALMA observations, Oka et al. (2017) set its size, $\lesssim 1$ pc, and its
internal line of sight velocity, possibly ranging from -80 to -40 km s$^{-1}$ with respect to us. In addition, these authors discovered an unresolved object, CO-0.40-0.22*, very close to CO-0.40-0.22 and emitting at 231 and 266 GHz in continuum emission. This has been interpreted as an IMBH, with an extremely low accretion rate (but see Ravi et al. 2018, for an alternative interpretation). Oka et al. (2016) and Oka et al. (2017) also showed, by means of pure gravity simulations, that the high internal velocity dispersion of the observed cloud can be qualitatively explained by the interaction with a 10$^5$ M$_\odot$ IMBH. Other physical explanations are possible (Tanaka et al. 2014; Ravi et al. 2018; Yalinewich & Beniamini 2017; Tanaka 2018) and Tanaka (2018) even disputed the correctness of the reduction of the ALMA data by Oka et al. (2017) (even though a velocity gradient of 20-40 kms$^{-1}$ has been confirmed; see Fig. 11 in Tanaka 2018).

Nonetheless, even if the result is still highly debated, the possibility that CO-0.40-0.22* is associated with an IMBH makes this object extremely intriguing, because this could be one of the closest IMBHs to us and because of its vicinity to SgrA*.

Thus, the aim of this paper is to gain insight on the possible mass of CO-0.40-0.22*, in the IMBH scenario. In particular we built a simple analytical model to describe the interaction between the observed cloud and this putative IMBH, that we also tested through hydro simulations. This allows to put, for the first time, a lower limit to the mass of this object, that might help understanding its possible nature and origin.

2 ANALYTICAL MODEL

As already mentioned, Oka et al. (2016) and Oka et al. (2017) speculate that the high velocity gradient observed in the cloud CO-0.40-0.22 is generated by the interaction between this cloud and a putative IMBH, located on the position of CO-0.40-0.22*, a closely mm (and possibly IR, Ravi et al. 2018) continuum emitter. In Oka et al. (2017), these authors provided a single N-body simulation to try to fit their observations, with IMBH mass of 10$^5$ M$_\odot$. In this section we try to present a simple analytical calculation to model this interaction; its main purpose is to identify a lower limit for the mass of CO-0.40-0.22*.

In our simple model, we assume that the cloud is radially infalling towards the IMBH. Fig. 1 shows a sketch of this configuration. Such an assumption is based on few considerations:

(i) The observed position-velocity diagrams show evidence of an “oblique” occupation of the cloud in this phase-space. In this case, the internal large velocity gradient is to be attributed to a different bulk velocity between different parts of the cloud, rather than to an homogeneous internal velocity dispersion.

(ii) The cloud and the putative IMBH CO-0.40-0.22* are clearly separated from each other, both in the ALMA emission map and in the corresponding position-velocity diagrams. Hence, the cloud is not currently experiencing its pericentre passage around the IMBH and the velocity gradient through its elongation can only be explained by its tidal elongation towards the IMBH.

(iii) The highest tidal velocity gradient, for a fixed IMBH mass, is obtained in the case of a radial cloud trajectory. In other words, a radial trajectory is the one providing the lowest IMBH mass needed to produce the observed velocity gradient.

The “orbital” velocity of a radially falling object is

$$v_{\text{orb}} = \sqrt{\frac{2GM_{\text{BH}}}{d_{\text{BH}}} + 2E_{\text{orb}}}, \quad (1)$$

where $G$ is the gravitational constant, $M_{\text{BH}}$ is the mass of the IMBH, $d_{\text{BH}}$ is the distance from the IMBH and $E_{\text{orb}}$ is the specific orbital energy of the cloud. $E_{\text{orb}}$ can be positive, negative or null, leading to velocities along the orbit that are bigger, smaller or equal to the escape velocity. At the observed distance from CO-0.40-0.22* it is fair to assume that the IMBH is the main responsible of the velocity difference between different parts of the cloud and we restrict ourselves to the case of $E_{\text{orb}} = 0$. Nonetheless, in section 2.1 and in Appendix A we will discuss the impact of a non-null $E_{\text{orb}}$ on our estimate of the mass of CO-0.40-0.22*.

So, in this case, the observed velocity gradient between the head and the tail of the cloud is

$$\Delta v_{\text{LOS}} = \sqrt{2GM_{\text{BH}}} \left[ \frac{1}{\sqrt{d_{\text{BH},h}}} - \frac{1}{\sqrt{d_{\text{BH},t}}} \right] \cos \theta \quad (2)$$

$$= \sqrt{2GM_{\text{BH}}} \sin \theta \cos \theta \left[ \frac{1}{\sqrt{D}} - \frac{1}{\sqrt{S + D}} \right],$$

where $D$ is the observed (projected) distance between the closest point of the cloud and the IMBH, $S$ the observed (projected) size of the cloud, $\theta$ is the angle between the cloud trajectory and the line of sight (LOS), while $d_{\text{BH},h}$ and $d_{\text{BH},t}$ are the intrinsic distance between the IMBH and the head and the tail of the cloud, respectively (see Fig. 1).
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From Eq. 2 we can directly infer that

\[ M_{BH} > \frac{3\sqrt{3} (\Delta v_{LOS})^2}{4} \frac{D(S+D)}{GM} \]  

with \( 2/(3\sqrt{3}) = \max(\sin \theta \cos^2 \theta) \). This corresponds to \( \theta \approx 35^\circ \).

The values of \( S, D \) and \( \Delta v_{LOS} \), from the observed position-velocity diagrams in Oka et al. (2017), come with an uncertainty given by the instrumental spread function and by the interpretation of the actual limits of the cloud. We chose optimistic, pessimistic and intermediate contours for the cloud; thus, we calculated the lower limit for \( M_{BH} \) for \( (D, S)=(1.15,2.14),(2.14,3.13) \) arcsec and \( \Delta v_{LOS}=20,30,40 \) km s\(^{-1}\). The results are summarized in Table 1. We stress that the value of \( M_{BH} \) obtained with Eq. 3 is already the smallest possible mass for the putative IMBH CO-0.40-0.22*, due to our extreme assumption of a radial orbit for the gas cloud CO-0.40-0.22.

### 2.1 Impact of other physical ingredients

As already mentioned in section 2, we restricted our calculation to \( E_{orb} = 0 \), which is the easiest case and a relatively good approximation at those distances from the IMBH.

In the context of a radial orbit, \( E_{orb} > 0 \) corresponds to a non-null velocity at infinity. This is certainly possible: e.g., stars might have velocity dispersion of up to 100 km s\(^{-1}\) at those distances from SgrA* (e.g., Fritz et al. 2016). However, this case would further increase the IMBH mass needed to perturb the cloud (see also Appendix A), hence it is not changing our results, that consist of lower limits.

On the other hand, \( E_{orb} < 0 \) is equivalent to a cloud starting its plunge towards the IMBH with zero velocity at a finite distance. This might happen if the cloud was previously strongly scattered by some other close-by massive object, being left with zero velocity, relative to the IMBH. However, in order to really affect the lower limit on the mass of the IMBH, this should happen at distances comparable with the current position of the cloud. Even assuming that the cloud started its plunge at the current position of its tail, our result on the limit for the mass of CO-0.40-0.22* would be reduced by an order of magnitude.

In the present calculation we neglect the possible effect of the self-gravity of the cloud. Such assumption is based on the fact that self-gravity would oppose the tidal stretching by the IMBH, hence requiring a even higher mass for CO-0.40-0.22*. Nonetheless, the cloud size and its distance from the putative IMBH are of the same order. In this case, from a simple "Roche limit" argument, the self-gravity of the cloud would become important only if the cloud mass were comparable to the mass of the IMBH, which is not realistic.

We also neglect the impact on the cloud of the tidal force of the central supermassive black hole (SMBH) of the Milky Way (\( M_{SMBH} \approx 4 \times 10^8 M_\odot \); Boehte et al. 2016; Gillessen et al. 2017) and of the Galactic Centre stars (\( M_*(\leq 60 \) pc) \( \approx 10^8 M_\odot \); Launhardt et al. 2002; Fritz et al. 2016; Feldmeier-Krause et al. 2017; Gallego-Cano et al. 2018). In fact, applying Eq. 2, the velocity gradient produced on CO-0.40-0.22 by the SMBH and the stellar component at a distance of 60 pc from the Galactic Centre would approximately be 0.5 and 3 km s\(^{-1}\), respectively. Both values are significantly smaller than the observed velocity gradient.

Thermodynamics, turbulence and magnetic fields can be important in typical molecular clouds. However, in this case, the thermal, turbulent and magnetic pressures in the cloud should be comparable to the tidal "pressure" of the IMBH.

In particular, concerning thermodynamics, we can exclude that the observed velocity gradient is produced by a strong unbalance between the internal cloud pressure and the external pressure of the surrounding interstellar medium. In fact, such a high velocity gradient would mean either an "explosion" or an "implosion" of the cloud and requires another physical process (such as those invoked by Tanaka et al. 2014; Tanaka 2018; Ravi et al. 2018; Yalinewich & Beniamini 2017) to explain such an out-of-equilibrium configuration. However, we can easily test whether internal pressure gradients induced by radiation and hydrodynamical cooling/heating can become as important as tides. Hence, we compare the acceleration driven by a pressure difference \( \Delta P \) over the cloud size \( S/\sin \theta \),

\[ \frac{\Delta P}{\rho_\odot S} \sin \theta \]

1 arcsec = 0.9 pc (Oka et al. 2017).

In order for these to be comparable,

\[ \frac{\Delta P}{\rho_\odot S} \sin \theta = \left( \frac{S}{\sin \theta} \right)^2 \frac{GM_{BH} \mu m_H}{d_{BH}^3} k_B T_{cl}, \]

where \( \mu \) is the mean molecular weight, \( m_H \) is the hydrogen mass and \( k_B \) is the Boltzmann constant. For the case \((D, S) = (2.14)\) arcsec and \( \Delta v = 30 \) km s\(^{-1}\) and assuming \( d_{BH} = (S+D)/(2\sin \theta) \), \( \theta = 35^\circ \), \( \mu = 2.46 \) and \( T_{cl} = 60 \) K,

\[ \frac{\Delta P}{\rho_\odot S} \sin \theta \approx \frac{GM_{BH} \mu m_H}{d_{BH}^3} \]

We must note that this is a first order approximation, not fully correct at the observed distance between the IMBH and the cloud, but still useful for such a back-of-the-envelope estimate.
we get $\Delta P/P \approx 5 \times 10^5$. This ratio means that, in order for thermodynamical evolution to matter, the cloud should get extremely compressed, which is not happening for pure tidal evolution, or get heated to temperature bigger than $10^4$ K, meaning a change of status to atomic or even ionized state. The gas would then not shine in molecular lines at all.

We can also try to estimate whether we expect turbulence to have an impact on the cloud, comparable to that of the tidal field. In fact, a cloud of $40 M_\odot$ in virial equilibrium requires a turbulent $\sigma_t \approx \sqrt{G M_{cl}/R_{cl}} \approx \sqrt{2GM_{cl} \sin \theta/S} \approx 0.5$ km s$^{-1}$, for $S$=14 arcsec. In our model, the observed velocity gradient (20-40 km s$^{-1}$) is produced by the tidal stretching of the IMBH. In order for turbulence to compete with the tidal stretching, the cloud should be in an extremely supervirial configuration, i.e., we would require, again, some other physical phenomenon to explain such an out of equilibrium state.

To test the impact of magnetic fields, we can use the magnetic stability criterion derived by Mouschovias & Spitzer (1976). In this case, an uniform magnetic field $B$ is able to support the cloud against gravitational collapse if

$$B \geq \frac{M_{cl}}{73 \, M_\odot} \left( \frac{R_{cl}}{0.1 \, \text{pc}} \right)^{-2} \text{mG} \quad (7)$$

We also mentioned before that the Roche mass for the cloud should be of the order of the mass of the IMBH. Hence, if we use $M_{cl} = M_{BH}$ in Eq. 7, we can also get an estimate of the magnitude of the magnetic field needed to have an effect comparable to that of the tidal force. If we approximate again $R_{cl}$ in Eq. 7 with $S/(2\sin \theta)$ and consider the case with $(D, S) = (2, 14)$ arcsec and $\Delta v_{los} = 30$ km s$^{-1}$, we get $B \approx 40$ mG, which is much higher than the typical magnetic field in molecular clouds, even in the Galactic Centre (where it is estimated to be maximum few mG; e.g., Ferri`ere 2009). Furthermore, given the estimated cloud mass, $M_{cl} = 40 M_\odot$, we rather expect a magnetic field of the order of $30 \mu$G, if it were in a critical state.

## 3 SIMULATIONS

### 3.1 Initial conditions and methods

In order to test our analytical calculation, we run an hydrodynamical simulation with the Eulerian Adaptive Mesh Refinement (AMR) code RAMSES (Teyssier 2002). We adopted Cartesian coordinates and chose a cubic box with $x, y, z = [-5.5 : 5.5]$ pc.

The IMBH is initially put at $(x, y, z) = 0$ as a sink particle, with Bondi-Hoyle accretion (Bleuler & Teyssier 2014). Even though no significant motion of the IMBH is expected (given the small cloud mass), we allow it to move and integrate its motion by direct force summation.

For the cloud, we chose the simplest case of a radial trajectory with $v_{orb} = 0$. In this case, the time needed to reach the IMBH from a certain distance is

$$t_{fall} = \sqrt{\frac{2d_{BH}}{9GM_{BH}}}, \quad (8)$$

whenever the mass of the cloud is significantly larger than the mass of the cloud (which is the case of our model, see section 2). Eq. 8 then allowed us to set the initial conditions of our simulation. Specifically, we can get the initial distance of head and tail of the cloud as

$$d_{BH,0} = 4.5GM_{BH}(t_{fall} + t_{orb})^{1/3}, \quad (9)$$

where $t_{orb}$ is any arbitrary time, needed to head and tail of the cloud to reach their current position.

In particular, we tested the case with $(D, S) = (2, 14)$ arcsec and $\Delta v_{los} = 30$ km s$^{-1}$, with $\theta \approx 35^\circ$ and corresponding $M_{BH} = 5.7 \times 10^8 M_\odot$ (see Table 1). For this model, $d_{BH,h} \approx 0.14$ pc and $d_{BH,t} \approx 0.99$ pc. We adopted $t_{orb} = 0.3$ Myr, which gives $d_{BH,h,0} \approx 4.73$ pc and $d_{BH,t,0} \approx 5.01$ pc. We hence put a spherical cloud on the x-axis, with radius $R_{cl} = (d_{BH,h,0} - d_{BH,h,0})/2 \approx 0.14$ pc at a distance of $d_{BH,cl,0} = (d_{BH,h,0} + d_{BH,t,0})/2 \approx 4.87$ pc from the IMBH and with a velocity towards the IMBH of $\approx 10$ km s$^{-1}$ (see Eq. 1). We adopted a cloud mass $M_{cl} = 40 M_\odot$ (which corresponds to a density of $\rho_{cl} \approx 2.3 \times 10^{-19}$ g cm$^{-3}$), a cloud temperature of $T_{cl} = 60$ K (see section 2) and put it in pressure equilibrium with a rarified and hot background medium with $\rho_{bg} = \rho_{cl}/10^8$.

Compared to the test-particle and N-body simulations in Oka et al. (2016) and Oka et al. (2017), we considered completely different initial conditions for the cloud. In fact, as discussed in section 2, we chose the value of the mass estimated by these authors from its emission, which leads to a cloud that is not bound by its self-gravity and does not require strong turbulence to support it. This value is much smaller than that of their simulated cloud, with $M_{sim} = 10^3 M_\odot$. In particular, in Oka et al. (2017) the authors distribute their particles with a Gaussian radial mass distribution with dispersion of $\sigma_r = 0.2$ pc and internal velocity dispersion of $\sigma_v = 1.43$ km s$^{-1}$, claiming that this leads to an initially virialized cloud. However, in this case, $GM_{sim}/\sigma_v \approx 10\sigma_v^2$, hence this setup is actually strongly sub-virial.\footnote{In fact, calculating the free-fall time $t_{ff}$ of such a cloud and comparing it to the turbulence crossing time $t_{cross}$ and to the time $t_{orb}$ that it takes for their cloud to reach the closest approach to the IMBH, we get $t_{ff} \approx t_{cross}/2 \approx t_{orb}$. Hence, the final result of the N-body simulations presented in Oka et al. (2017) might suffer of a strong imprint of these unstable initial conditions.} A virial equilibrium would require a $\sigma_v \approx 5$ km s$^{-1}$. If the molecular gas has a temperature of 60 K, as estimated by Oka et al. (2017), this means that the turbulence has a Mach number $M \approx 10$, which is probably too high for clouds with that size (e.g., Larson 1981).

So, as discussed here and in Section 2.1, we do not expect self-gravity and turbulence to significantly affect the results of our analytical calculation. Nonetheless, we decided to test the influence of self-gravity and turbulence by running two simulations of the same cloud: in the first simulation, the cloud is assumed to have no initial turbulence and no self-gravity, while in the second setup we include gas self-gravity and turbulence.

In particular, for the turbulent cloud we generated a random Gaussian, divergence-free turbulent velocity field, with power spectrum $||\delta \vec{v}|| \propto k^{-4}$. Such power spectrum is
usually chosen to reproduce the observed trend of the velocity dispersion, in molecular clouds, with the cloud size and the size of its subregions (Larson 1981). The ratio between kinetic and gravitational energy is set to 1, i.e., the cloud is marginally self-bound.

The minimum and maximum refinement levels in our simulations are 4 and 10, respectively, which correspond to \((\Delta x, y, z)_{\text{max}} = 11/2^4 \text{ pc} = 0.6875 \text{ pc}\) and \((\Delta x, y, z)_{\text{min}} = 11/2^{10} \text{ pc} \simeq 0.0107 \text{ pc}\), respectively. The AMR strategy we used is “quasi-Lagrangian”, i.e., we refine every cell with mass higher than a certain value \(m_{\text{ref}}\). We chose \(m_{\text{ref}} \simeq 9 \times 10^{-4} M_\odot\), so to be sure to have maximum resolution over the whole cloud, while keeping the background medium at low resolutions.

This test simulation is run with an isothermal equation of state for the gas. Such simplification is justified by the fact that at the cloud densities, the molecular gas is kept at a roughly constant “equilibrium” temperature by heating and cooling processes (e.g., Larson 1985, 2005; Koyama & Inutsuka 2000).

In terms of numerics, we adopted an “exact” Riemann solver with 10 iterations and a MonCen slope limiter for the piecewise linear reconstruction (e.g., Toro 2009).

### 3.2 Results

In Fig. 2 we show the free-fall of the cloud towards the IMBH in our simulation. As the cloud approaches its attractor, the tidal force progressively distorts its shape, leading to an elongation in the direction of the motion and a perpendicular compression. In the lower panel of Fig. 2 the distance from the IMBH of the head of the cloud is much smaller than the cloud size. For this reason, the simplified treatment of tidal effects based on a MacLaurin expansion of the gravitational force is no longer valid. The latter would have predicted a tidal force acting symmetrically, with respect to the cloud barycentre, onto head and tail of the cloud. This approximation is no longer valid at this time of the simulation and the cloud assumes a drop-like shape, instead. We must stress here that the positions of head and tail of the cloud and, consequently, the cloud elongation are a direct consequence of our imposition of Eq. 9, once \(t_{\text{orb}}\) is chosen. On the other hand, the cloud thickness in the direction perpendicular to the orbit depends on what shape is initially given to the cloud, i.e., on its initial thickness.

The left panel of Fig. 3 shows the cloud as projected to the sky plane. In order to produce this plot, we simply assumed that the line-of-sight forms an angle \(\theta \simeq 35^\circ\) with the x-axis of our simulation (see Fig. 1 and section 3.1) and an angle \(\alpha = 45^\circ\) with the Galactic plane (the arrow shows the direction of the x-axis of the simulation). Interestingly enough, also the observed cloud CO-0.40-0.22 shows a sort of drop-like shape, vaguely similar to the simulated cloud shown in Fig. 3.

The right panel of Fig. 3 shows mock position-velocity diagrams for the simulated cloud. The distance from the IMBH is simply \(d_{\text{proj}} = d_{\text{obj}} \cos \theta = x \cos \theta\), while the line-of-sight velocity in this plot is obtained by adding a fixed velocity of \(-90 \text{ km s}^{-1}\) to the gas velocity. The latter should represent the velocity of the centre of mass of the whole IMBH+cloud system and it is needed to match the observed velocity values. Such centre of mass velocity is nonetheless compatible with the typical orbital velocities at those distances from the Galactic centre. However, we must point out that we would obtain a different centre of mass velocity by simply assuming that the cloud is falling towards the IMBH on an orbit with \(E_{\text{orb}} \neq 0\) in Eq. 1.

For these simple diagrams we plotted the mass in any position-velocity bin, rather than the emission. This is a 0th-order approximation, based on the assumption that every molecular species has an uniform abundance over the whole cloud and that the observed molecular lines are optically thin (which is probably the case, given the cloud properties). Panel (a) is the direct result of the simulation, while panel (b) is obtained from panel (a) by applying a Gaussian smoothing with with FWHM equal to 1.2 arcsec and 11 \text{ km s}^{-1} in distance from the IMBH and line-of-sight velocity, respectively. Applying a Gaussian smoothing is needed to reproduce the observed velocity dispersion at any fixed distance from the IMBH. Such velocity dispersion might be explained by internal supersonic turbulence. However, a velocity dispersion of 11 \text{ km s}^{-1} in a gas at 60 K implies a turbulence with Mach number \(M \gtrsim 20\), which seems very unlikely. Thus, the most likely explanation is that the observed velocity dispersion is due to the instrumental spread-function. Indeed, the position-velocity diagrams in Fig. 2 of Oka et al. (2017) show large velocity dispersion for all the noise/background patches surrounding CO-0.40-0.22.

The head of the cloud appears more rarefied (i.e., less visible) in the simulated position-velocity diagrams. This is simply because the leading part of the cloud occupies a portion of the orbit with larger velocity gradient (see the dotted line in the right panels of Fig. 3). Hence, its emission (or, for our simplified comparison, its mass) will be spread over more velocity bins, compared to the trailing part. In addition, as discussed before, the cloud assumes a drop-like shape close...
Figure 3. Run with no self-gravity and no turbulence. Left: surface density maps of the simulated cloud on the sky plane (see text), at $t = 0.3$ Myr. The arrow shows the direction of the simulation’s x-axis, i.e., the axis along which the position-velocity diagrams are calculated. Right: position-velocity diagrams for the simulated cloud. The vertical dashed line marks the position of the IMBH, the dotted line represents the analytical solution for the line-of-sight velocity of a point-mass on a parabolic orbit. We subtracted a velocity of $-90$ km s$^{-1}$ to all velocities, to match the observations (see text). Panel (b) is obtained from panel (a) after applying a gaussian smoothing with FWHM equal to 1.2 arcsec and 11 km/s in distance from the IMBH and line-of-sight velocity, respectively. These plots can be qualitatively compared to Fig. 1 and 2 in Oka et al. (2017).

Figure 4. Same as Fig. 3, but for the run including self-gravity and turbulence (see text).
to the IMBH, thus leading to a non-uniform mass distribution along the length of the cloud. The observations by Oka et al. (2017) show a large (≈ 20 – 40 km s$^{-1}$) velocity gradient in the brightest gas and some possible emission from very high (relative) velocity gas. In our model, this would possibly imply an “effective” larger velocity gradient between the head and the tail of the cloud and, consequently, an even higher black hole mass.

Fig. 4 shows the density map and the position-velocity diagrams of the simulation in which the effects of self-gravity and turbulence have been included. As visible, the turbulence leads to a non-uniform distribution of the gas. This is indeed more consistent with the observed cloud, which shows some subpeaks in its elongation. The main point of this work is still confirmed in the lower panel of Fig. 4, where the cloud has basically the same extent in the position-velocity space as in Fig. 3. Nonetheless, the turbulence gives a slightly larger velocity extent close the head of the cloud, compared to our simpler uniform model.

So, including turbulence gives results that are slightly closer to the observations. However, turbulence does not significantly affect the overall velocity gradient produced across the whole cloud length by the tidal field of the IMBH.

4 DISCUSSION AND CONCLUSIONS

In this paper, we assumed that the large velocity gradient observed in the very compact molecular cloud CO-0.40-0.22 (Oka et al. 2016, 2017) is the result of the infall of this cloud on the putative IMBH CO-0.40-0.22*. Our extreme assumptions (e.g., radial infall, best possible inclination angle between the cloud orbit and the sky plane, etc.) gave us a strong lower limit to the mass of such IMBH of few $\times 10^5 M_\odot$. We must again stress that the lower limits in Table 1 are obtained assuming the most favourable conditions and higher masses are to be expected. This is the first paper where a robust lower limit is given. However, we cannot exclude that other phenomena explain the observed velocity gradient inside CO-0.40-0.22, such as collisions with other clouds, bipolar outflows from young stellar objects or supernova explosions (Tanaka et al. 2014; Ravi et al. 2018; Yalinewich & Beniamini 2017).

Is it reasonable to find such a massive black hole at that distance from the Galactic Centre?

An estimate of its dynamical friction timescale ($t_{df}$) can help us answering this question. In fact, if $t_{df}$ were short, it would be very unlikely to find it at its current position. At 60 pc from SgrA* (i.e., the projected distance of CO-0.40-0.22*), the IMBH would interact with the stars of the Milky Way nuclear star cluster and the inner part of the nuclear stellar disc (see Bland-Hawthorn & Gerhard 2016, and references therein). At those distances, the enclosed stellar mass can be described by a power-law $M(r) = 2 \times M_0 (r/R_0)^{\alpha}$, with $M_0 = 2 \times 10^6 M_\odot$, $R_0 = 60$ pc and $\alpha = 1.2$ (e.g., Fritz et al. 2016). Using Eq. 16 in McMillan & Portegies Zwart (2003),

$$t_{df} = \frac{\alpha + 1}{\alpha(a + 3)} \frac{1}{\chi \ln \Lambda} \left( \frac{M_0}{G} \right)^{1/2} \frac{R_0^{1/2}}{m_{BH}},$$

and assuming $\chi = 0.34$ (if the IMBH moves at the circular velocity and the stars are in dynamical equilibrium) and $\ln \Lambda = 1 – 10$, we get that $t_{df, BH} \approx 1.3 – 13$ Gyr for $m_{BH} = 5 \times 10^5 M_\odot$. This means that this IMBH has probably spent quite some time at its current position and it is not expected to get much closer in the next few Gyr. This calculation holds as long as the IMBH has reached its current position in isolation, i.e., if it is currently not surrounded by a host stellar cluster (see later).

Concerning its origin, similar IMBH masses are obtained by theoretical estimates of BHs forming in high-$\sigma$ density fluctuations in a ΛCDM cosmological context (e.g., Volonteri et al. 2003). By means of N-body cosmological simulations, Diemand et al. (2005) have shown that 10–100 of such IMBHs are expected to be found in the inner kpc of the Milky Way. A similar result has also been obtained by the semi-analytic work by Volonteri & Perna (2005), also including dynamical friction of the IMBH host halo. Unfortunately, such studies barely (or do not) reach distances from the centre of the galaxy smaller than 100 pc.

The lower limit to the IMBH mass found in the present study is, instead, only marginally compatible with (at the upper end of) the IMBH mass distribution of putative IMBHs in globular clusters (e.g., Lützgendorf et al. 2013; Mezcua 2017) and it is also in tension with theoretical estimates (e.g., Miller & Hamilton 2002; Portegies Zwart et al. 2004; Freitag et al. 2006; Mapelli 2016; but see also Giersz et al. 2015).

The infall of globular clusters by dynamical friction has been theorized to be responsible for the formation of nuclear star clusters (Tremaine et al. 1975; Capuzzo-Dolcetta 1993; Capuzzo-Dolcetta & Miocchi 2008; Agarwal & Milosavljević 2011), also in the case of the Milky Way (Antonini et al. 2012; Guélin et al. 2014), and perhaps for the formation/growth of supermassive black holes (e.g., Ebisuzaki et al. 2001; Portegies Zwart et al. 2006).

In particular, Mastrobuono-Battisti et al. (2014) predicted that IMBHs hosted by globular clusters are expected to inspiral down to the inner pc of the Galaxy. Their simulations, though, assume that massive ($\gtrsim 10^5 M_\odot$) globular clusters can survive up to distances of 20 pc from SgrA* (in this regard, see Miocchi et al. 2006).

Portegies Zwart et al. (2006) also predicted a population of around 50 IMBHs in the inner 10 pc of the Milky Way. However, these are expected to have masses of the order of $10^4 M_\odot$, since they should be born in lower mass ($\approx 10^4 M_\odot$) star clusters, forming closer to the Galactic Center, such as the Arches (Nagata et al. 1995; Cotera et al. 1996; Serabyn et al. 1998) and the Quintuplet (Nagata et al. 1990; Figer et al. 1995). Finally, Fragione et al. (2018) modeled the fate of IMBHs born in globular clusters in the halo of Milky-Way-like galaxies and found that the most massive ($\gtrsim 10^4 M_\odot$) globular clusters might have delivered few massive ($\gtrsim 10^4 M_\odot$) IMBHs at distances smaller than 100 pc from the centre of the galaxy. In contrast with the assumptions of Mastrobuono-Battisti et al. (2014), McMillan & Portegies Zwart (2003) and Fragione et al. (2018) expect the parent globular cluster to have dissolved before reaching the observed position of CO-0.40-0.22* and have left a “naked” black hole. From the IR observations of CO-0.40-0.22 (Ravi et al. 2018), it is almost impossible to understand whether the IMBH candidate is naked or surrounded by a
star cluster, because of the high absorption along the line of sight.

These arguments show that it is very unlikely that such a massive IMBH formed on the spot: Arches/Quintuplet-like star clusters would not be massive enough to produce IMBHs with mass $> 10^4 M_\odot$. A more massive local parent cluster, instead, should have been dragged, along with its IMBH, to much smaller distances from SgrA*.

Therefore, the most plausible scenario is that this object might have formed in the halo of our Galaxy and was successively brought to its current position by its original host, which dissolved on the way.

Hence, assuming that CO-0.40-0.22$^*$ is an IMBH with high mass, as those resulting from our calculation, is not in tension with current theoretical estimates.

As already mentioned, different explanations for the high velocity gradient of CO-0.40-0.22 are possible. A supernova explosion inside the cloud would provide enough energy to generate it (Tanaka et al. 2014; Yalinewich & Beloborodov 2017) and it is a feasible alternative. Indeed, Ravi et al. (2018) reported that CO-0.40-0.22 does not clearly show a cavity at its center. A bipolar outflow could be another possibility, but it does not seem to be energetic enough (Tanaka et al. 2014). A cloud-cloud collision seems to be the most promising alternative explanation, as discussed by Tanaka et al. (2014) and Tanaka (2018). Indeed, CO-0.40-0.22 seem to be on the rim of two large molecular shells. Concerning CO-0.40-0.22$^*$, Ravi et al. (2018) showed that its spectral energy distribution can be due to synchrotron emission by an advection dominated accretion flow or by a relativistic jet/outflow (similarly to the case of SgrA*). However, these authors also show that thermal black-body emission from a massive protostellar disc around a young star can be a viable alternative explanation.

In conclusion, the interpretation of the nature of CO-0.40-0.22 and CO-0.40-0.22$^*$ is still highly debated, so further attention should be given to this exotic object, particularly in the light of the parallel claim of another IMBH with mass $\gtrsim 10^4 M_\odot$ in the IRS13E complex at $\approx 0.13$ pc from SgrA* (Schödel et al. 2005; Fritz et al. 2010; Tsuboi et al. 2017).
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APPENDIX A: IMPACT OF $E_{ORB}$ ON THE MASS OF THE IMBH

In this Appendix we estimate the impact of a non-zero orbital energy of the radial orbit of the cloud towards the IMBH.

For the $E_{orb} < 0$ case, the most extreme configuration is that the cloud had zero velocity at $d_{BH,0}$ equal to the current position of the tail of the cloud. This simply means that Eq. 2 becomes

$$\Delta v_{LOS,new} = \sqrt{2GM_{BH}\sin\theta\left[\frac{1}{D} - \frac{1}{S+D}\right] \cos \theta}.$$  \hspace{1cm} (A1)

Thus the mass limit would become

$$M_{BH,new} = M_{BH}(E_{orb} = 0) \left[1 - \frac{\sqrt{D/(S+D)}}{1 - \frac{\sqrt{D/(S+D)}}{2D}}\right].$$ \hspace{1cm} (A2)

For the case ($D, S$) = (2, 14) arcsec, the new lower limit is 0.5 times the value we get for the $E_{orb} = 0$ case.

In general, under the assumption of $d_{BH,h} < d_{BH,t} << d_{BH,0}$, a 1st-order Taylor expansion of Eq. 1 gives

$$M_{BH,new} \approx M_{BH}(E_{orb} = 0) \left(1 + \frac{d_{BH,t} - d_{BH,h}}{2d_0}\right)^{-2}.$$  \hspace{1cm} (A3)

The case of $E_{orb} > 0$ does not affect our main conclusions, since we provided lower limits on the mass of CO-0.40-12$^*$. but this case always provides higher IMBH masses.
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