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Abstract

In this study, a nondominated-solution-based multi-objective greedy method is proposed and applied to a sensor selection problem based on the multiple indices of the optimal design of experiments. The proposed method simultaneously considers multiple set functions and applies the idea of Pareto ranking for the selection of sets. Specifically, a new index is iteratively added to the nondominated solutions of sets, and the multi-objective functions are evaluated for new sets. The nondominated solutions are selected from the examined solutions, and the next sets are then considered. With this procedure, the multi-objective optimization of multiple set functions can be conducted with reasonable computational costs. This paper defines a new class of greedy algorithms which includes the proposed nondominated-solution-based multi-objective greedy algorithm and the group greedy algorithm, and the characteristics of those algorithms are theoretically discussed. Then, the proposed method is applied to the sensor selection problem and its performance is evaluated. The results of the test case show that the proposed method not only gives the Pareto-optimal front of the multi-objective optimization problem but also produces sets of sensors in terms of D-, A-, and E-optimality, that are superior to the sets selected by pure greedy methods that consider only a single objective function.

Index terms—Greedy algorithm, Multi-objective optimization, Nondominated solution, Pareto front, Optimal experimental design, Data-driven sensor selection

1 Introduction

The sensor selection problem has received considerable attention in the area of distributed parameter systems such as fluid dynamics. The sensor selection problem can be interpreted as a combinatorial problem. To implement rigid optimization for such a problem is computationally expensive. For instance, if a brute-force search to select 25 sensors from 100 sensor candidates were to be conducted, \( \binom{100}{25} \approx 2.4 \times 10^{23} \) combinations would need to be investigated. Given the massive number of possibilities even in such a small version of the problem, a direct search approach is clearly untenable and computationally efficient ways of selecting sensors need to be found. To date, several computational methods have been proposed for sensor selection, especially for linear observation problems.

The quality of a set of sensors can be evaluated using the optimality criteria proposed in the optimal design of experiments [1]. These criteria are defined using the Fisher information matrix (FIM), which corresponds to the inverse of the error covariance matrix of estimation using sensors. The most commonly used criterion is D-optimality, where the determinant of the FIM is maximized. This criterion results in the minimization of the volume of the confidence interval.
ellipsoid of the regression estimates. Two other criteria also have a statistical interpretation in terms of the FIM: A-optimality, in which the trace of the inverse of the FIM is minimized, and E-optimality, where the minimum eigenvalue of the FIM is maximized. When considering the optimal set of sensors, D-, A-, and E-optimality are often employed, and the sensors are selected so that the index of the optimality criterion can be optimized.

Previously, the optimization of a set of sensors based on the optimal design of experiments has been limited due to lack of numerical tools. More recently, however, such optimizations can be conducted using newly developed numerical tools, especially focusing on the D-optimality criterion. Joshi and Boyd defined an objective function and proposed a convex relaxation of the problem, including a semi-definite programming method [2]. The convex relaxation method is then able to produce a global optimal solution to the relaxed problem. The drawback of the method is the computational complexity of $O(n^3)$, where $n$ denotes the number of sensor candidates. The algorithm was recently improved [3] with the development of a randomized algorithm [4] for the acceleration. Convex optimization methods based on the proximal splitting algorithm have also been proposed, such as the alternating direction method of multipliers [5–8]. Although a sensor selection method based on the proximal splitting algorithm for the A-optimality criterion that significantly reduces the computational cost has been proposed [9–10], the computational cost is still large when applied to a many-degrees-of-freedom problem such as in the data-driven sensor selection of fluid dynamics. Alternatively, sensor selection methods based on greedy algorithm that are faster than the convex relaxation methods have been proposed [11–14].

Manohar et al. [11] applied and extended the QR-based discrete empirical interpolation method [15–16], which is one of the greedy methods, to the sensor selection problem. Saito et al. [12] showed mathematically that the method proposed by Manohar et al. [11] is equivalent to the greedy method for the set function based on D-optimality when the number of sensors is less than the number of latent variables. They also proposed a greedy method based on D-optimality that is efficient regardless of the number of sensors. These greedy methods are able to find a solution that is within $(1 - 1/e)$ of the optimal solution when the objective function is monotone submodular, and they outperform convex relaxation methods when the size of the problem increases [17–19]. Due to their fast calculation and reasonable performance, such greedy methods are more appealing for sensor selection. They have been extended for various purposes [20–20] and implemented to several applications [31–44]. Nakai et al. [14] evaluated the effects of objective set functions based on D-, A-, and E-optimality on optimization results using the greedy methods. They showed that especially the E-optimality-based greedy method does not work better than the D- and A-optimality-based greedy methods even in terms of E-optimality. They also reported that the A-optimality-based greedy method is better than the E-optimality-based greedy method even for maximizing the minimum eigenvalue when using a pure greedy method. This illustrates the advantage of using a greedy method based on an optimality that is different from the optimality of interest. In addition, Nakai et al. [14] reported that the optimality best suited to sensor selection depends on the characteristics of the dataset and the situation.

The other aspects of the outcomes of the series of studies by Saito et al. [12] and Nakai et al. [14] show that the heuristic high performance sensor selection methods such as the QR method are indeed formulated in the conventional forms of greedy methods of a set function. Therefore, improvement or relaxation in greedy method algorithms can lead to better selection of the sensor sets.

A group greedy method recently has been proposed as a way to improve the greedy methods for set functions [45] and applied it to the sensor selection problem. The typical greedy method iteratively finds the one new index that produces the greatest improvement in the objective value of interest and adds it to the current best set. Such a step-by-step strategy can drastically reduce the computational cost but may miss some better sets of indices. In contrast, the group greedy method proposed by Jiang et al. [45] iteratively reserves not only the one best set but also retains suboptimal sets. Adding a new index to a suboptimal set from the previous step may outperform adding an index to the best set. The group greedy method were reported to outperform the typical pure greedy method in sensor selection problems because of the extended search space in the group greedy strategy [45].

Based on these previous studies, it would seem that a greedy method that produces nondominated solutions by solving a multi-objective optimization problem (MOP) could be expected to improve the performance of greedy methods. The multi-objective genetic algorithm (MOGA) is recognized as a powerful method for solving MOPs. A number of MOGAs have been developed [46–48], and the application of MOGA has been intently studied in the engineering field, e.g., the optimization of the airfoil for aircraft and turbines [49–54]. For MOPs, there normally exists a set of trade-off solutions rather than one optimal solution. Thus, algorithms for solving MOPs typically produce nondominated solutions (Pareto-optimal solutions), which, belonging to the same rank (the Pareto-optimal front), are viewed to be equally important, using the notion of Pareto dominance. The nondominated-solution-based multi-objective greedy (NMG) method proposed in the present study is a multi-objective optimization method for the problem formulated by
multiple set functions inspired by MOGA. A graphical description of our proposed method is shown in Fig. 1. With the multi-objective greedy method, we iteratively add a new index to a set obtained in the previous step by simultaneously evaluating multiple objective set functions. The multi-objective greedy method iteratively finds and reserves sets corresponding to the nondominated solutions in a multi-objective-function space in each step of index selection.

![Graphical description of index selection using nondominated-solution-based multi-objective greedy method.](image)

Figure 1: Graphical image of index selection using nondominated-solution-based multi-objective greedy method.

When applying it to the sensor selection problem, the NMG method is expected to improve the performance of solutions compared with the typical pure greedy method, which finds one new sensor in each single-sensor subproblem. This is due to the mechanism of increasing the search space, the effectiveness of which has been demonstrated by the above-mentioned group greedy strategy [45]. Furthermore, the method potentially provides better sets of sensors than the pure and group greedy methods based on a single objective function. The pure greedy method that considers only the optimality of interest may miss some better sets of sensors, as noted above [14], as even the group greedy method reserves multiple sets of sensors only in terms of the optimality of interest. The NMG method overcomes this limitation by considering not only the optimality of interest but also other optimality. It also enables the user to choose the appropriate set of sensors from the nondominated solutions based on the optimality of interest.

In this paper, we propose the NMG method for the multiple set functions and applied it to the sensor selection problem. First, the algorithm and the theoretical characteristics of the proposed NMG method are provided. Then, the proposed method is applied to the sensor selection problem. The proposed method applied to the sensor problem simultaneously evaluates D-, A-, and E-optimality for the potential sensors in the next step and determines the sets of sensors based on the nondominated solutions in the multi-objective-function space. The improvement in the indices of D-, A-, and E-optimality by the NMG method compared with those obtained by the pure and group greedy methods are presented.

The remainder of the paper is organized as follows: In Section 2, the objective functions used in the present study, as well as the algorithm of the NMG method are explained. In Section 3, the class of relaxed greedy methods which includes the NMG method is defined and the characteristics of the method is theoretically discussed. In Section 4, test results for the proposed method are discussed. Section 5 concludes the paper.

The sensor optimization method can also be used for the actuator optimization problem, which is a dual problem...
with the sensor selection problem. The idea proposed in the present study can improve the performance of various optimizations using greedy methods, not just sensor/actuator optimization.

2 Problem and Algorithm

The sensor selection problem and the applicable objective functions based on the optimal design of experiments are described below, together with the multi-objective greedy algorithm using nondominated sorting.

2.1 Sensor Selection Problems

We define the sensor selection problem as follows:

\[ y = HUz = Cz, \]  

where \( y \in \mathbb{R}^p \) is the observation vector, \( H \in \mathbb{R}^{p \times n} \) is the sensor location matrix, \( U \in \mathbb{R}^{n \times r} \) is the sensor candidate matrix, \( z \in \mathbb{R}^r \) is the latent variable vector, and \( C \in \mathbb{R}^{p \times r} \) is the measurement matrix (\( C = HU \)). Here, \( p, n, \) and \( r \) are the number of sensors to be selected, the total number of sensor candidates, and the number of latent variables, respectively. The sensor location matrix \( H \) has unity at the sensor location and zeros at the other locations for each row. As described in [14], the objective function for sensor selection problems can be defined using the FIM based on the optimal design of experiments. As in the previous study, the D-, A-, and E-optimality criteria are considered here.

The objective function based on D-optimality can be expressed as follows:

\[
\text{maximize } f_D = \begin{cases} 
\det (CC^T), & p \leq r, \\
\det (C^TC), & p > r. 
\end{cases}
\]  

The objective function based on A-optimality is as follows:

\[
\text{minimize } f_A = \begin{cases} 
\text{tr} \left( (CC^T)^{-1} \right), & p \leq r, \\
\text{tr} \left( (C^TC)^{-1} \right), & p > r. 
\end{cases}
\]

Finally, the objective function based on E-optimality can be expressed as:

\[
\text{maximize } f_E = \begin{cases} 
\lambda_{\text{min}} (CC^T), & p \leq r, \\
\lambda_{\text{min}} (C^TC), & p > r. 
\end{cases}
\]

Note that simplified formulations are employed using the greedy method as discussed in the previous studies [12][14]. Here, D-, A-, and E-optimality functions could be formulated in the form of a set function of indices of sensors selected, and the pure greedy method for a set function can be straightforwardly applied to each objective function.

2.2 Nondominated-solution-based Multi-objective Greedy Algorithm

In the present study, we are proposing an NMG method for solving MOPs for multiple set functions, and applying it to a sensor selection problem based on simultaneous optimal experimental design, i.e., D-, A-, and E-optimality.

Algorithm 1 shows the procedure of the NMG method for multiple set functions. In the conventional greedy method for a set function, selection of only the \( k \)-th index is carried out in the \( k \)-th step for a set where the indices up to \( (k-1) \)-th are already determined. In the NMG method, selection of the \( k \)-th indices is carried out for the \( L_{\text{max}} \) sets where the indices up to \( (k-1) \)-th are already determined. In the first step of the index selection by the NMG method, the values of multi-objective functions are calculated for all the \( n \) index candidates. Then, the top \( L_{\text{max}} \) sets are selected according to the order of the Pareto rank in MOP using a nondominated sorting. The nondominated sorting and candidate selection will be discussed in detail in this subsection. In the second step, potential sets that are generated by adding an index candidate to each of the \( L_{\text{max}} \) sets obtained in the first step are considered, and the values of the
multi-objective functions of all the potential sets are evaluated. Here, the duplication of the potential sets is removed. Then, the top \( L_{\text{max}} \) sets are selected using a nondominated sorting. The procedure above is repeatedly conducted until a particular constraint is satisfied, such as when the number of selected indices \( k \) reaches a predefined number \( p \). Finally, we obtain \( L_{\text{max}} \) sets of indices in which first to \( p \)-th indices are determined.

As discussed earlier, the typical pure greedy method reserves a set of indices in each step. It finds the best index by considering index candidates only for the set obtained in the preceding step and evaluating a single objective function. In contrast, the group greedy method reserves \( L_{\text{max}} \) sets in each step and considers index candidates for \( L_{\text{max}} \) sets obtained in the preceding step, while also evaluating a single objective function. The NMG method evaluates the index candidates for \( L_{\text{max}} \) sets obtained in the preceding step, similar to the group greedy method. However, it reserves \( L_{\text{max}} \) sets in each step based on the nondominated solutions of the MOP and evaluates the index candidates by considering the multi-objectives simultaneously.

In the proposed method, an efficient nondominated sort using the sequential search strategy (ENS-SS) [55] is used for obtaining the nondominated solutions. Note that the maximization problems in (2) and (4) are transformed to minimization problems by inverting the sign of the objective functions when applying ENS-SS to them. The method first sorts all candidates in ascending order of the index of one of the objective functions. The first set in the list of sorted candidates is assigned to the nondominated solutions (Pareto-optimal front) of rank 1. The other candidates are then sequentially compared with the sets that have already been assigned to rank 1 in terms of the other objective functions. If there is no solution dominating the candidate, it is assigned to rank 1. After the assignments of all candidates to the fronts of rank 1 are checked, the succeeding rank is sequentially checked using the remaining candidates. See reference [55] for details of the algorithm of the ENS-SS.

**Algorithm 1** Nondominated-solution-based Multi-objective Greedy Method

1. **Input:** the number of the target set \( p \in \mathbb{N} \), the number of sets to be selected in each step \( L_{\text{max}} \in \mathbb{N} \), the set functions \( f_i \), and the number of candidate indices \( n \)
2. **Output:** a family of \( p \) indices of \( L_{\text{max}} \) sets \( \mathcal{S}_p = \{ S_p^1, \ldots, S_p^{L_{\text{max}}} \} \)
3. Set candidates of indices \( \mathcal{S} := \{1, \ldots, n\} \);
4. \( \mathcal{S}_i \leftarrow \emptyset (i \in \{1, \ldots, p\}) \);
5. for \( k = 1, \ldots, p \) do
6. for \( l = 1, \ldots, L_{\text{max}} \) do
7. for \( j = 1, \ldots, v \) do
8. Calculate the values of objective functions for potential sets \( f_i \left( S_{k-1}^l \cup \{i\} \right) \) for \( \forall i \in \mathcal{S} \setminus S_{k-1}^l \);  
9. end for
10. end for
11. Eliminate duplication of potential sets;
12. \( \text{rank} \leftarrow 1 \);
13. while true do
14. \( \mathcal{S}_k[\text{rank}] \leftarrow \) the sets assigned to the \( \text{rank} \)-th front of the potential sets using ENS-SS;
15. \( L_k[\text{rank}] \leftarrow \) the number of sets in \( \mathcal{S}_k[\text{rank}] \);
16. if \( \sum_{i=1}^{\text{rank}} L_k[i] \geq L_{\text{max}} \), then
17. \( L' = L_{\text{max}} - \sum_{i=1}^{\text{rank}-1} L_k[i] \);
18. \( \Delta \mathcal{S}_k \leftarrow L'_k \) the sets selected using crowding distance and random selection from \( \mathcal{S}_k[\text{rank}] \);
19. \( \mathcal{S}_k \leftarrow \mathcal{S}_k \cup \Delta \mathcal{S}_k \);
20. break;
21. else
22. \( \mathcal{S}_k \leftarrow \mathcal{S}_k \cup \mathcal{S}_k[\text{rank}] \);
23. \( \text{rank} \leftarrow \text{rank} + 1 \);
24. end if
25. end while
26. \( k \leftarrow k + 1 \);
27. end for
28. return \( \mathcal{S}_p \);

In the present study, the number of reserved sets in each step is fixed to \( L_{\text{max}} \). Thus, the nondominated sorting is terminated when the number of sets assigned to fronts reaches or exceeds \( L_{\text{max}} \) and an explosive increase of candidates is
temporarily computes a set and supermodular objective functions. Later, the relaxed greedy method has a preferable characteristic for optimization problems of monotone submodular or minimization (maximization) problems so that the NMG method becomes a relaxed greedy method that is defined the crowding distance. In the present study, we firstly select sets that minimize (maximize) any of objective functions in the last front. The sets that do not minimize and maximize any objective functions are assigned to finite crowding distance values. For details of the infinite values for sets that minimize or maximize any of objective functions in the last front. The sets that do not prevent. The nondominated sorting can also be terminated when the rank of fronts to be checked reaches a predefined number, or it can continue until all candidates are assigned to fronts. In addition, a candidate selection approach based on crowding distance is incorporated when selecting the required number of sets from the nondominated solutions. The crowding distance, relative distance of each solution in a front, is often used in algorithms for solving MOPs. The diversity of nondominated solutions was reported to be maintained by using this approach. If the total number of sets assigned to fronts exceeds \( L_{\text{max}} \) when the nondominated sorting is terminated, then the required number of sets needs to be selected from the last front. The crowding distance of each set in the last front is computed, and then as many sets as required are selected in descending order of the crowd distance. The crowding distance takes infinite values for sets that minimize or maximize any of objective functions in the last front. The sets that do not minimize and maximize any objective functions are assigned to finite crowding distance values. For details of the crowding distance, see [48]. The order of the selection is not seriously considered among sets with infinite values of the crowding distance. In the present study, we firstly select sets that minimize (maximize) any of objective functions for minimization (maximization) problems so that the NMG method becomes a relaxed greedy method that is defined later. The relaxed greedy method has a preferable characteristic for optimization problems of monotone submodular or supermodular objective functions.

Note that the ENS-SS algorithm has a best and worst case time complexity of \( O(vw\sqrt{w}) \) and \( O(vw^2) \), respectively [55]. Here, \( v \) and \( w \) denote the number of objective functions and solutions to be sorted \( (w = nL_{\text{max}}) \), respectively. However, in the proposed method, the time complexity of the nondominated sorting using the ENS-SS is estimated to be \( O(vwL_{\text{max}}) = O(vnL_{\text{max}}^2) \) by terminating the process based on the number of reserved sets, as explained below. This is typically less than the best time complexity of the ENS-SS algorithm since \( n \gg L_{\text{max}} \), e.g., \( n = 1000 \) and \( L_{\text{max}} = 10 \).

In this study, this NMG method including ENS-SS algorithm is applied to the sensor selection based on the multiple optimal experimental design. Here, the D-, A-, and E-optimality indices defined as [2], [3], and [4] are employed as the objective functions considered in the NMG method. The purpose of using D-, A-, and E-optimization indices in the NMG method is that D-, A-, and E-optimization indices are objective functions suitable for improvement in the performance by the NMG method. With regard to D- and A-optimality, unified formulations for both under and oversampling situations of division-into-cases function in [2] and [5] are proved to be submodular [12] [14]. The performance of the NMG method is guaranteed by a lower bound in a maximization problem of a monotone submodular objective function, as discussed from a theoretical perspective in Section 3 In addition, the performance of the E-optimality-based objective function, the unified formulation of which is not submodular, is expected to improve due to the strong relationship between A- and E-optimality. It will also described in the last paragraph in Section 3

3 Theoretical Characteristics

In this section, we define a class of the relaxed greedy methods that includes the pure greedy method, the group greedy method, and the proposed NMG method, and discuss the theoretical characteristics of the relaxed greedy methods. After that, expected characteristics of the NMG methods for the MOP for (2)–(4) are described. We deal with maximization of a function to be maximized. We define a class of methods that generate such a sequence as follows:

**Definition 3.1.** For any \( n \in \mathbb{N} \), some \( p \in \mathbb{N} \) so that \( p \leq n \), and the finite set \( \mathcal{S} := \{1, 2, \ldots, n\} \), a method \( \mathcal{M} \) generates a sequence \((\mathcal{E}_k | \forall \mathcal{S}_k \in \mathcal{E}_k, \mathcal{S}_k \subseteq \mathcal{S}, |\mathcal{S}_k| = k)_{k=1,\ldots,p}^\prime\). For a set function \( f : 2^\mathcal{S} \rightarrow \mathbb{R} \), we call \( \mathcal{M} \) a relaxed greedy method (with respect to \( f \)) if there is \( (\mathcal{S}_k | \mathcal{S}_k' \in \mathcal{E}_k)_{k=1,\ldots,p} \) that satisfies

\[
\mathcal{S}_k' \in \arg \max_{\mathcal{S}_k \in \mathcal{E}_k} f(\mathcal{S}_k), \quad k = 1, \ldots, p, \tag{5}
\]

where

\[
\mathcal{E}_k = \{\mathcal{S}_{k-1} \cup \{i\} \mid \mathcal{S}_{k-1} \in \mathcal{E}_{k-1}, i \in \mathcal{S} \backslash \mathcal{S}_{k-1}\}, \tag{6}
\]

and \( \mathcal{E}_0 = \{\emptyset\} \).

The relaxed greedy method can be interpreted as generating \((\mathcal{E}_k)_{k=1,\ldots,p}^\prime\) inductively. The relaxed greedy method temporarily computes a set \( \mathcal{S}_k' \) of potential sets, and then, extracts \( \mathcal{S}_k \subset \mathcal{S}_k' \) so that \( \mathcal{E}_k \) includes the optimal \( \mathcal{S}_k' \) for all
the potential sets. Note that the relaxed greedy method in the present study differs from the relaxed greedy algorithm in \cite{56}.

Some types of extended greedy methods are included in the class of relaxed greedy methods. For example, the pure greedy method is apparently a relaxed greedy method because it generates a sequence \((|S_k^t|)_{t=1,...,p}\). The group greedy method is also a relaxed greedy method because it generates a sequence \((S_{lk,i})_{i=1,...,l}\), where \(S_k\) is referred as \((S_{lk,i})\) in \cite{45}, so that \(S_k\) includes the optimal \(S_k^t\) that satisfies \cite{5}. These facts are summarized as the following theorem:

**Theorem 3.2.** The pure greedy method and the group greedy method are in the class of relaxed greedy methods.

In addition to the pure greedy and group greedy methods, the NMG method that we propose is also conditionally in the class of a relaxed greedy method:

**Theorem 3.3.** The nondominated-solution-based multi-objective greedy method is a relaxed greedy method with respect to each of its objective functions if \(L_{\text{max}} \geq v\).

**Proof.** We just need to show that, for any \(j \in \{1, \ldots, v\}\) and \(k \in \{1, \ldots, p\}\), \(\mathcal{F}_k\) contains at least one element of

\[
\mathcal{F}_{j,k} := \arg \max_{S_j \in \mathcal{F}_k} f_j(S_j), \tag{7}
\]

where \(\mathcal{F}_k^s\) is the set of potential solutions, which is defined in \cite{6}. In the NMG method, \(f_j(S_k \cup \{i\})\) is computed for all \(S_k \in \mathcal{F}_k\) and \(i \in S \setminus S_k\), and each potential set \(S_k \cup \{i\}\) is assigned to one of the nondominated fronts according to the value \(f_j(S_k \cup \{i\})\) in the \(k\)th step. All sets in \(\mathcal{F}_k^s\) are nondominated solutions, and therefore, they are assigned to the first front \(\mathcal{F}_k[1]\), that is, \(\mathcal{F}_k \subset \mathcal{F}_k[1]\). If the cardinal number of \(\mathcal{F}_k[1]\) is greater than \(L_{\text{max}}\), i.e. \(L_k[1] \leq L_{\text{max}}\), \(\mathcal{F}_k \subset \mathcal{F}_k[1]\) because \(\mathcal{F}_k[1] \subset \mathcal{F}_k\). If \(L_k[1] > L_{\text{max}}\), \(\mathcal{F}_k\) is obtained by selecting \(L_{\text{max}}\) sets from \(\mathcal{F}_k[1]\) according to the crowding comparison. In our crowding comparison, first \(v\) sets in \(\mathcal{F}_k\) are selected so that they maximize each of \(v\) objective functions if \(L_{\text{max}} \geq v\). Hence, at least one element of \(\mathcal{F}_{j,k}^s\) is contained in \(\mathcal{F}_k\) for any \(j\) and \(k\) if \(L_{\text{max}} \geq v\). \[\blacksquare\]

The relaxed greedy methods excluding the pure greedy method increase the number of sets for the maximization search, and the sets obtained by the relaxed greedy methods are usually better than or equal to those obtained by the pure greedy method as discussed in the present and previous papers. However, this case does not always stand.

**Remark 3.4.** The results of the relaxed greedy methods are not always better than or equal to the pure greedy method.

We show an example. The example of the sensor problem with \(r = 2\), \(n = 5\), \(p = 3\), and the group greedy method with \(L_{\text{max}} = 2\) is adopted for this proof. The maximization of the D-optimality function in \cite{2} is considered where the sensor candidate matrix \(U\) is given as follows:

\[
U = \begin{bmatrix}
    u_1 & 1.1000 & 0.0000 \\
    u_2 & -0.5250 & 0.9093 \\
    u_3 & 0.7499 & 0.6616 \\
    u_4 & -0.7742 & -0.6329 \\
    u_5 & 0.6689 & 0.7434 \\
\end{bmatrix}.	ag{8}
\]

Here, \(|u_1| > |u_2| > |u_3| \sim |u_4| \sim |u_5|\). The determinant of the Fisher information matrix of the observation of two and three sensor combinations is summarized in Table \[1\] in this case. The sensor selection processes of the pure greedy method and the group greedy method which is one of the relaxed greedy methods are presented in Tables \[2\] and \[3\] respectively. This example shows that the pure greedy method gives the best sensor sets while the group greedy method does not. This is not often the case and the relaxed greedy methods usually shows better performance than the pure greedy method, but this example presents such an intuitive superiority is not always ensured.

The pure greedy method is well known to give a desirable solution with the approximation rate \(1 - 1/e\) if an objective function is monotone and submodular \cite{57,58}. Here, we define the monotonicity and the submodularity, respectively, as follows:
Table 1: The determinant of Fisher information matrix of two and three sensor combinations

| Sensor combination | Determinant of FIM |
|-------------------|-------------------|
| {1,2}             | 1.0005            |
| {1,3}             | 0.5296            |
| {1,4}             | 0.4847            |
| {1,5}             | 0.6687            |
| {2,3}             | 1.0593            |
| {2,4}             | 1.0739            |
| {2,5}             | 0.9970            |
| {3,4}             | 0.0014            |
| {3,5}             | 0.0132            |
| {4,5}             | 0.0232            |
| {1,2,3}           | 2.5894            |
| {1,2,4}           | 2.5591            |
| {1,2,5}           | 2.6662            |
| {1,3,4}           | 1.0157            |
| {1,3,5}           | 1.2115            |
| {1,4,5}           | 1.1765            |
| {2,3,4}           | 2.1346            |
| {2,3,5}           | 2.0695            |
| {2,4,5}           | 2.0941            |
| {3,4,5}           | 0.0378            |

Table 2: Process of the pure greedy method.

\[
\begin{array}{ll}
  k = 1 & {\text{potential choice}} \quad \{1\}, \{2\}, \{3\}, \{4\}, \{5\} \\
  & {\text{sensor selection of best configuration}} \quad S_1^* = \{1\} \\
  \hline
  k = 2 & {\text{potential choice}} \quad \{1,2\}, \{1,3\}, \{1,4\}, \{1,5\} \\
  & {\text{sensor selection of best configuration}} \quad S_2^* = \{1,2\} \\
  \hline
  k = 3 & {\text{potential choice}} \quad \{1,2,3\}, \{1,2,4\}, \{1,2,5\} \\
  & {\text{sensor selection of best configuration}} \quad S_3^* = \{1,2,5\}
\end{array}
\]

Table 3: Process of the group greedy method ($L_{\text{max}} = 2$) which is one of the relaxed greedy methods. Here, $S_{k,l}$ represents the $l$th best configuration in the $k$th step.

\[
\begin{array}{ll}
  k = 1 & {\text{potential choice}} \quad \{1\}, \{2\}, \{3\}, \{4\}, \{5\} \\
  & {\text{best } L_{\text{max}} \text{ configuration}} \quad \mathcal{\Xi}_1 = \{(1), (2)\} \\
  & {\text{sensor selection}} \quad S_1^* = \{1\} \\
  \hline
  k = 2 & {\text{potential choice}} \quad \{1,2\}, \{1,3\}, \{1,4\}, \{1,5\}, \{2,3\}, \{2,4\}, \{2,5\} \\
  & {\text{best } L_{\text{max}} \text{ configuration}} \quad \mathcal{\Xi}_2 = \{(2,4), (2,3)\} \\
  & {\text{sensor selection}} \quad S_2^* = \{2,4\} \\
  \hline
  k = 3 & {\text{potential choice}} \quad \{1,2,3\}, \{1,2,4\}, \{2,3,4\}, \{2,3,5\}, \{2,4,5\} \\
  & {\text{best } L_{\text{max}} \text{ configuration}} \quad \mathcal{\Xi}_3 = \{(1,2,3), (1,2,4)\} \\
  & {\text{sensor selection}} \quad S_3^* = \{1,2,3\}
\end{array}
\]
Definition 3.5. A set function \( f : 2^S \to \mathbb{R} \) is monotone if, for any \( S_a, S_b \subset S \) with \( S_a \subset S_b \), \( f(S_a) \leq f(S_b) \).

Definition 3.6. A set function \( f : 2^S \to \mathbb{R} \) is called submodular if, for any \( S_a, S_b \subset S \) with \( S_a \subset S_b \) and \( i \in S \setminus S_b \), \( f \) satisfies

\[
f(S_a \cup \{i\}) - f(S_a) \geq f(S_b \cup \{i\}) - f(S_b).
\]

Although the previous Remark [3.4] implies that some of relaxed greedy methods sometimes give a worse solution than the pure greedy method, all relaxed greedy methods, as well as the pure greedy method, attain the approximation rate 1 − 1/\( e \) for any monotone submodular objective function according to the following theorem:

**Theorem 3.7.** Consider a monotone submodular function \( f : 2^S \to \mathbb{R} \) such that \( f(\emptyset) = 0 \) and a sequence \( (S_k^* \mid S_k^* \in \emptyset_k)_{k=1, \ldots, p} \) that is generated by a relaxed greedy method and satisfies (9) for \( f \). Then, for a given integer \( p \) and any \( k \in \{1, \ldots, p\} \),

\[
f(S_p^*) \geq (1 - e^{-k/p}) \max_{S_c \subset S \mid |S_c| \leq p} f(S_p).
\]

In particular, \( f(S_p^*) \geq (1 - 1/e) \max_{S_c \subset S \mid |S_c| \leq p} f(S_p) \).

**Proof.** We only show that an important inequality holds for the proof of this theorem. Let us denote \( S_p^{\text{opt}} \subset S \) that gives the maximum value \( \max_{S_c \subset S \mid |S_c| \leq p} f(S_p) \). Because \( f \) is monotone submodular, if we denote \( S_0^* = \emptyset \) for convenience, we have the following inequality for any \( k \in \{1, \ldots, p\} \):

\[
f(S_p^{\text{opt}}) - f(S_{k-1}^*) - f(S_{k-1}^*) \leq f(S_{k-1}^*) \cup (i) - f(S_{k-1}^*) - \sum_{i \in S_p^{\text{opt}} \setminus S_{k-1}^*} \left( f(S_{k-1}^* \cup \{i\}) - f(S_{k-1}^*) \right).
\]

Because \( (S_k^* \in \emptyset_k)_{k=1, \ldots, p} \) satisfies (9), the following inequality holds:

\[
\max_{i \in S_p^{\text{opt}} \setminus S_{k-1}^*} f(S_{k-1}^* \cup \{i\}) \leq \max_{i \in S \setminus S_{k-1}^*} f(S_{k-1}^* \cup \{i\}) \leq \max_{S_{k-1} \in S \setminus S_{k-1}^*} f(S_{k-1} \cup \{i\}) = f(S_k^*), \quad \forall k.
\]

From (12), (13), and \( |S_p^{\text{opt}} \setminus S_{k-1}^*| \leq p \), we have

\[
f(S_p^{\text{opt}}) - f(S_{k-1}^*) \leq p \left( f(S_k^*) - f(S_{k-1}^*) \right), \quad \forall k.
\]

By using (14), the remain of the proof can be completed in the same way as the proof for the pure greedy method. See, e.g., [58] for the proof for the pure greedy method.

Although different relaxed greedy methods give different approximate solutions in general, Theorem 3.7 guarantees the same lower bounds for the approximated solutions in a maximization problem of a monotone submodular objective function.

**Theorem 3.7** unfortunately, does not guarantee quality of approximated solutions that are obtained by the NMG method for the optimization problem of D-, A-, and E-optimality functions in (2)–(4) because these division-into-cases functions are not proven to be submodular or supermodular. However, D- and A-optimality functions can be slightly modified to be submodular functions by adding constant to the matrix, i.e., \( C^T C + \epsilon I \) in the objective functions in the oversampling situation and by using obtained unified objective function for both under and oversampling situations, as
shown in [12, 14], whereas $\epsilon$ is a hyperparameter. For a maximization problem of these modified functions, Theorem 3.7 can be applied. It should be noted that the objective function of D- and A-optimality functions in (2) and (3) are limit of the unified submodular functions when the hyperparameter $\epsilon \to 0$.

As we discussed in the previous paper, the objective function based on A-optimality has strong relationship with that based on E-optimality [14]. The objective function of the A- and E-optimality-based greedy methods can be written for the oversampling situation as follows:

$$ f_A = \frac{1}{\lambda_1} + \frac{1}{\lambda_2} + \cdots + \frac{1}{\lambda_r}, $$

$$ f_E = \lambda_r, $$

where $\lambda_i$ is the $i$–th largest eigenvalue of $C^T C$ and $\lambda_r = \lambda_{\min}$. The increase in the minimum eigenvalue $\lambda_r$ is important for the A-optimality-based objective function because $1/\lambda_r = 1/f_E$ is the largest term in $f_A$. Hence, the increase in the E-optimality-based objective function is strongly demanded in the minimization of the A-optimality-based objective function. This fact was confirmed in the previous paper; the numerical experiments have shown that the A-optimality-based greedy method performs well in terms of maximizing $\lambda_r$. On the other hand, the E-optimality-based greedy method was shown not to effectively work for the maximization of $\lambda_r$ compared with the A-optimality-based greedy method, especially in the oversampling situation. This seems because the A-optimality-based objective function in (3) is a limit of the unified submodular function as discussed above whereas that of the E-optimality-based objective function in (4) is not submodular [14] even in the relaxed situation by adding $\epsilon I$ to the matrix of the objective function. The connection to the submodularity above in the objective function possibly leads to the superior performance of the A-optimality-based relaxed greedy method. Therefore, in the proposed NMG method that simultaneously evaluates A- and E-optimality using (3) and (4), the index of A-optimality improves due to the connection to the submodularity and Theorem 3.7, and consequently, the index of E-optimality is expected to be improved significantly due to the strong relationship between the objective function based on A- and E-optimality.

It should be noted that the pseudo-greedy method using an alternative criterion for the improvement of E-optimality, which is computationally more efficient and effective than the conventional E-optimality-based greedy method defined in (4), has been proposed [18]. Here, the alternative criterion is to maximize the projection of the observation vector of $k$–th sensor onto the minimum eigenspace of $(k-1)$–th observation matrix $C$. Although the combination of the NMG method and this objective function seems to further accelerate sensor optimization in terms of E-optimality, this point is out of the scope of the present study and left for the future study.

4 Results and Discussion

In this section, the NMG method is applied to the sensor selection problem for randomly generated systems. The performance of the method is evaluated in terms of the value of the objective functions using indices of D-, A-, and E-optimality. The random sensor-candidate matrices, $U \in \mathbb{R}^{n \times r}$, are set so that the component of the matrices is given by the Gaussian distribution of $\mathcal{N}(0, 1)$, and the $p$ sensors are selected by the NMG and several previously proposed methods. The sensor selection methods investigated are listed in Table 4. The number of sensor candidates was set to $n = 100, 1000$, and $10000$, and the number of latent state variables was set to $r = 10$, and the number of reserved sets of sensors in each step is set to $L_{\max} = 5, 10, 20$, and $50$. We first compare the NMG method to three pure greedy methods that utilize a single objective function based on each index of D-, A-, and E-optimality. Next, the NMG method is compared to three group greedy methods that consider a single objective function based on each index of D-, A-, and E-optimality and that reserve a group of suboptimal sensor sets in each step. Finally, the relationship of the D-, A-, and E-optimality criteria is discussed based on the Pareto front obtained by the NMG method. The numerical experiments were conducted under the computational environment described in Table 5.

4.1 Comparison with Pure Greedy Method

The three pure greedy methods used for comparison with the NMG method were the D-optimality-based greedy (DG) method, the A-optimality-based greedy (AG) method, and the E-optimality-based greedy (EG) method, as listed in Table 3.
Table 4: Sensor selection methods investigated in this study

| Name | Objective function | Scheme |
|------|--------------------|--------|
| NMG  | D, A and E         | Nondominated-solution-based multi-objective greedy method |
| DG   | D                  | p ≤ r: pure greedy method based on QR p > r: pure greedy method |
| AG   | A                  | pure greedy method |
| EG   | E                  | pure greedy method |
| DGG  | D                  | group greedy method [45] |
| AGG  | A                  | group greedy method [45] |
| EGG  | E                  | group greedy method [45] |

Table 5: Computational environment

| Processor information | Intel(R) Xeon(R) W-2295 CPU @ 3.00 GHz |
|-----------------------|----------------------------------------|
| Random access memory  | 256 GB                                  |
| Operating system      | Ubuntu 20.04.2 LTS                     |
| System type           | 64-bit operating system                |
| Source code           | MATLAB R2022a                          |

Figs. 2, 3, and 4 show the relationship between the number of sensors and the three optimality indices for sensors selected by each method defined as (2), (3), and (4). The values plotted in Figs. 2, 3, and 4 are normalized by the values obtained by the DG, AG, and EG methods. Note that the indices obtained by the NMG method correspond to the best values of reserved sets of sensors. Fig. 5 shows the computational time required for sensor selection. The results of the NMG, DG, AG, and EG methods are plotted together for comparison. The values plotted in Figs. 2, 3, 4, and 5 are averages over numerical tests using 100 random sensor-candidate matrices.

Figs. 2, 3, and 4 reveal that the NMG method outperforms the pure greedy methods for all optimality indices in all the cases of $L_{max} = 5, 10, 20, and 50$ and $n = 100, 1000, and 10000$. Fig. 5 shows that the index of D-optimality obtained by the NMG method is higher for any number of sensors relative to that obtained by the DG method, which has the highest value among the pure greedy methods. (See reference [14] for details of the performance characteristics of the three pure greedy methods.) Figs. 3 and 4 show that the indices of A- and E-optimality obtained by the NMG method is the lowest and highest, respectively, for any number of sensors relative to the values obtained by the pure greedy methods. This indicates that the NMG method is able to find sets of sensors superior to the pure greedy methods based on a single objective function in terms of D-, A-, and E-optimality. Furthermore, the indices of D-, A-, and E-optimality improve with increasing $L_{max}$. The high performance of the NMG method is mainly due to the increase in the search space that comes by reserving $L_{max}$ solutions. It is also due to the simultaneous consideration of the various indices of optimality in the NMG method, which improves the performance of the greedy method for the index that is hardly maximized by the pure greedy method, i.e., the EG does not perform better than the DG and AG methods even in terms of E-optimality [14].

Fig. 5 shows that the NMG method requires more time than the pure greedy methods and that the computational time of the NMG method increases as $L_{max}$ increases. The difference between the NMG and pure greedy methods is mainly because of the nondominated sorting and evaluation of optimality indices, which require most of the computational time in the NMG method. The nondominated sorting utilizing crowding distance is conducted in each step of the sensor selection by the NMG method. In addition, the indices of three optimality of sensor candidates for $L_{max}$ sets of sensors are evaluated in the NMG method, while the pure greedy methods consider an index of a single optimality for one set of sensors. Furthermore, the computational time for the NMG method gradually increases with increasing $p$ because it chooses sensors in a step-by-step manner, as that for the pure greedy methods.

4.2 Comparison with Group Greedy Method

The three group greedy methods used in the NMG comparison were the D-optimality-based group greedy (DGG) method, the A-optimality-based group greedy (AGG) method, and the E-optimality-based group greedy (EGG) method,
Figure 2: Normalized index of D-optimality defined as (2) against the number of sensors obtained by the NMG and pure greedy methods for random systems. The results are normalized by the value from the DG method.

Figure 3: Normalized index of A-optimality defined as (3) against the number of sensors obtained by the NMG and pure greedy methods for random systems. The results are normalized by the value from the AG method.

Figure 4: Normalized index of E-optimality defined as (4) against the number of sensors obtained by the NMG and pure greedy methods for random systems. The results are normalized by the value from the EG method.
as listed in Table 4. Figs. 6, 7, and 8 show the relationship between the number of sensors and the three optimality indices. The values plotted in Figs. 6, 7, and 8 are normalized by the values obtained by the DG, AG, and EG methods. Fig. 5 shows the computational time required for sensor selection. The values plotted in Figs. 5, 6, 7, and 8 are averages over numerical tests using 100 random sensor-candidate matrices. The number of reserved sets of sensors $L_{\text{max}}$ for the NMG and GG methods was set to 50. Qualitative characteristics are confirmed to be the same in all the cases of $L_{\text{max}} = 5, 10, 20, \text{ and } 50$ in the present study. The number $L_{\text{max}}$ of reserved sets of sensors in the NMG and GG methods is set to the same as each other, and fair comparison is made with regard to the size of the search space, though the number of objective function evaluations by the NMG method is three times as large as that by the GG methods.

Figs. 6, 7, and 8 reveal that in all the cases of $n = 100, 1000,$ and $10000$, the NMG method outperforms the group greedy methods for the three optimality indices in nearly all cases of $p$. Figs. 7 and 8 show the indices of A- and E-optimality obtained by the NMG method are the same as or lower than and the same as or higher than those obtained by the group greedy methods for any number of sensors, respectively. In addition, Fig. 6 shows that the index of D-optimality obtained by the NMG method is as high as that obtained by the DGG method, which is the highest among the group greedy methods, in the case of $p \leq r$. These results indicate that the NMG method can ensure a diversity of solutions by increasing the search space, similar to the group greedy strategy. Furthermore, in most cases, the NMG method is able to find sets of sensors that are superior to those found by the group greedy methods based on a single objective function in terms of A- and E-optimality. This is because the NMG method reserves the nondominated solutions of D-, A-, and E-optimality.

In particular, in all the cases of $n = 100, 1000,$ and $10000$, the index of E-optimality obtained by the NMG method is significantly superior to that obtained by the EGG method in the case of $p > r$, while it is nearly the same in the case of $p \leq r$, as shown in Fig. 8. The increasing trend of the index of E-optimality obtained by the NMG method is similar to that obtained by the AGG method when $p > r$. Moreover, the AG method is the most suitable for the maximization of the index of E-optimality among the pure greedy methods when $p$ exceeds $r$, as shown in Fig. 4. This has been reported to be due to the lack of submodularity in the E-optimality-based objective function [14]. Thus, the high performance of the NMG method in terms of E-optimality is mainly due to considering the E-optimality-based objective function until $p \approx r$, and considering the A-optimality-based objective function when $p > r$. The results agree with the theoretical consideration of the performance improvement due to the relationship between the objective functions based on A- and E-optimality in Section 3.

Similarly, the high performance of the NMG method in terms of A-optimality is mainly due to considering the A-optimality-based objective function until $p \approx r$, and considering the D-optimality-based objective function when $p$ exceeds $r$. Fig. 7 reveals that the index of A-optimality obtained by the NMG method is the same as that obtained by the AGG method until $p \approx r$. On the other hand, as $p$ increases, it is superior to that obtained by the AGG method. Fig. 3 indicates that the DG method tends to be superior to the AG method in terms of A-optimality in the oversampling situation as $n$ increases; the index of A-optimality obtained by the DG method is lower than that obtained by the AG method when $p$ exceeds 13 and 11 in the case of $n = 1000$ and 10000, respectively. Hence, evaluation of D-optimality...
possibly contributes to the performance of A-optimality obtained by the NMG method in the oversampling situation. At the same time, the index of D-optimality is lower for the NMG method than for the DGG method in the case of $p > r$. This is due to the fact that the DG method is the most suitable for the maximization of the index of D-optimality among the pure greedy methods for any number of sensors, as shown in Fig. 2. The NMG method reserves $L_{\text{max}}$ nondominated solutions of D-, A-, and E-optimality, which contain solutions with worse performance for D-optimality and better performance for A- or E-optimality. On the other hand, the DGG reserves $L_{\text{max}}$ solutions considering only superiority with respect to D-optimality. Consequently, the sensor sets obtained by the NMG method are not as diverse as those obtained by the DGG method in terms of D-optimality in the range we investigated. It should be noted, however, that the NMG method can be expected to find better sets of sensors for D-optimality by increasing $L_{\text{max}}$, so that the diversity of sensor sets in terms of D-optimality is sufficiently ensured.

Fig. 9 shows that the NMG method requires longer computational time than the group greedy methods. This is mainly due to the nondominated sorting utilizing crowding distance conducted in the NMG method, as explained in Section 2. Furthermore, all indices of the three optimality are evaluated by the NMG method, while only an index of a single optimality is evaluated by the group greedy methods. Thus, the NMG method is able to find better sensor sets than the pure and group greedy methods, but with longer computational time. Note that the time complexity can be reduced to $O(vnL_{\text{max}}^2)$ in the proposed method compared to the best time complexity of $O(vnL_{\text{max}} \sqrt{nL_{\text{max}}})$ of the ENS-SS algorithm, as explained in Section 2. This seems to be a reasonable additional cost even for large-scale problems.

Figure 6: Normalized index of D-optimality defined as (2) against the number of sensors obtained by the NMG and group greedy methods for random systems in the case of $L_{\text{max}} = 50$. The results are normalized by the value from the DG method.

Figure 7: Normalized index of A-optimality defined as (3) against the number of sensors obtained by the NMG and group greedy methods for random systems in the case of $L_{\text{max}} = 50$. The results are normalized by the value from the AG method.
Figure 8: Normalized index of E-optimality defined as (4) against the number of sensors obtained by the NMG and group greedy methods for random systems in the case of $L_{\text{max}} = 50$. The results are normalized by the value from the EG method.

Figure 9: Sensor selection time against the number of sensors in the NMG method and group greedy methods for random systems in the case of $n = 1000$ and $L_{\text{max}} = 50$. 
Table 6: Correlation coefficient of the D-, A-, and E-optimal indices for $p = 20$. 

| Optimality | $L_{\text{max}} = 20$ | $L_{\text{max}} = 50$ |
|------------|-----------------------|------------------------|
| D-A        | 0.28                  | -0.19                  |
| D-E        | -0.84                 | -0.88                  |
| A-E        | 0.40                  | 0.19                   |

4.3 Pareto Font of Nondominated-solution-based Multi-objective Greedy Method

In this section, the relationship among the D-, A-, and E-optimality criteria is discussed based on the Pareto front obtained by the NMG method.

Figs. 10, 11, and 12 show the Pareto-optimal solutions obtained by the NMG method. In Figs. 10, 11, and 12, the values of optimal indices are plotted in the objective-function space: the D-optimal index against the A-optimal index, the D-optimal index against the E-optimal index, and the A-optimal index against the E-optimal index, respectively. The red triangles denote optimization directions in the objective-function space. The results of sensor selection by the pure greedy methods and the group greedy methods are also plotted together for comparison. The number of sensor sets $L_{\text{max}}$ is set to 50 in the NMG and group greedy methods, and the number of sensors selected is set to 20 in all methods.

Figs. 10, 11, and 12 show that the NMG method is able to find solutions superior to those found by the EG, EGG, AG, and AGG methods for all the optimality indices. The solutions obtained by the DG and DGG methods appear around the Pareto-optimal solutions obtained by the NMG method. Furthermore, the index of D-optimality of the solution obtained by the DGG method is higher than that for the best solution obtained by the NMG method in terms of the D-optimality, as discussed in the previous section.

Table 6 shows the correlation coefficients for each pair of the three optimality criteria. The results are analyzed using interactive Scatter Plot Matrix (iSPM), which is an optimal-solution visualization tool [59]. It should be noted that the correlation coefficients in the case of $L_{\text{max}} = 20$ and 50 are focused on in this subsection, since the correlation coefficients in the case of $L_{\text{max}} = 5$ and 10 are not considered reliable due to the limited number of Pareto-optimal solutions ($L_{\text{max}}$).

The magnitude of the correlation coefficient for the indices of D- and E-optimality is large and the sign is negative for the cases in which $L_{\text{max}} = 20$ and 50. Thus, the D-optimality appears to be strongly related to the E-optimality, and there is a trade-off between the indices of D- and E-optimality. As shown in Fig. 11, the shape of the Pareto-optimal front reveals the trade-off in the objective-function space of D- and E-optimality. When performance increases in terms of the D-optimality, performance decreases in terms of the E-optimality. On the other hand, the magnitude of the correlation coefficient for the indices of A- and E-optimality is relatively small in the case of $L_{\text{max}} = 20$ and 50. Fig. 12 shows that no trade-off between the indices of A- and E-optimality. This indicates that the correlation between the indices of A- and E-optimality is weak, and the optimization using the A-optimality-based greedy methods is expected not to degrade performance in terms of the E-optimality compared to those based on D-optimality. This supports the results discussed in [14]. The indices of E-optimality obtained by the DG and AG methods were reported to be higher than that obtained by the EG method due to the lack of submodularity of the objective function based on E-optimality [4], and the AG method is superior to the DG method in terms of E-optimality. In addition, Table 6 shows that the magnitude of the correlation coefficient for D- and A-optimality is small, and its sign varies depending on $L_{\text{max}}$ in the case of $L_{\text{max}} = 20$ and 50. Fig. 10 shows no apparent trade-off in the objective-function space. Thus, the correlation between the indices of D- and A-optimality appears to be weak, and there is no trade-off between the two indices.

5 Conclusions

We have proposed an NMG method for multiple set functions and applied it to the multi-objective optimization problem of the sensor selection based on the optimal experimental designs. We theoretically showed that the NMG method falls into the class of the relaxed greedy methods, and that the relaxed greedy methods have performance guarantee when employing the monotone submodular function as well as a pure greedy method. Then, we applied the proposed method to the sensor selection problem. The proposed method determines the sets of sensors based on nondominated solutions by simultaneously evaluating multi-objective functions based on D-, A-, and E-optimality. The method was applied to
Figure 10: Relationship between the indices of D- and A-optimality for $p = 20$, $n = 1000$ and $L_{\text{max}} = 50$.

Figure 11: Relationship between the indices of D- and E-optimality for $p = 20$, $n = 1000$ and $L_{\text{max}} = 50$. 
Figure 12: Relationship between the indices of on A- and E-optimality for $p = 20, n = 1000$ and $L_{\text{max}} = 50$.

A randomly generated dataset and evaluated by comparing the performance of the method with those of various pure greedy and group greedy methods.

The results showed that the proposed method was able to outperform the pure greedy methods for all indices of the D-, A-, and E-optimality. It also showed the same or better performance when compared with the group greedy methods for indices of the three optimality, except in the case of the index of D-optimality obtained by the D-optimality-based group greedy method in the oversampling situation. The superior performance of the proposed method is mainly attributable to the increase in the search space and the introduction of Pareto dominance in multi-objective optimization. On the other hand, the computational time for the proposed method is greater than that for the pure and group greedy methods primarily because of the nondominated sorting using the ENS-SS algorithm and the evaluation of all indices of the three optimality. However, the time complexity of the nondominated sorting can be effectively reduced by terminating the ENS-SS based on the number of reserved sets of sensors, and the resulting overhead of the ENS-SS is reasonable.

The relationship between the three optimality was discussed based on the Pareto-optimal solutions obtained by the proposed method. It was found that there is a trade-off between the indices of D- and E-optimality, and that there is no correlation between the indices of A- and E-optimality. Therefore, the A-optimality-based greedy method is more suitable than the D-optimality-based greedy method for maximization of the index of E-optimality, where the objective function lacks submodularity, as previously reported.

The proposed method was shown to successfully overcome the difficulties of the previously-proposed greedy methods, and achieve an improved level of performance in terms of the standard indices of optimal experimental design. In a practical sensor selection problem, it is also important to minimize the cost of arranging the sensors. Although it is difficult to effectively incorporate cost when defining the objective function in the typical greedy methods (e.g., using a hyperparameter to adjust the weights of the cost and index of optimality), the proposed method allows the user to easily introduce costs into the formulation.

Finally, it should be noted that the sensor optimization method can also be applied for actuator optimization problems through the dual problem relationship between the sensor and actuator selection problems. In addition, the idea proposed in the present study can improve the performance of various optimizations using greedy methods, not just sensor/actuator optimization.
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