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Abstract
Expert human annotation for summarization is definitely an expensive task, and can not be done on huge scales. But with this work, we show that even with a crowd sourced summary generation approach, quality can be controlled by aggressive expert informed filtering and sampling-based human evaluation. We propose a pipeline that crowd-sources summarization data and then aggressively filters the content via: automatic and partial expert evaluation. Using this pipeline we create a high-quality Telugu Abstractive Summarization dataset (TeSum) which we validate with sampling-based human evaluation. We also provide baseline numbers for various models commonly used for summarization. A number of recently released datasets for summarization, scraped the web-content relying on the assumption that summary is made available with the article by the publishers. While this assumption holds for multiple resources (or news-sites) in English, it should not be generalised across languages without thorough analysis and verification. Our analysis clearly shows that this assumption does not hold true for most Indian language news resources. We show that our proposed filtration pipeline can even be applied to these large-scale scraped datasets to extract better quality article-summary pairs.
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1. Introduction

Summarization is a task that has held the interest of the NLP community since the beginning of the computational processing of languages. In NLP literature going back to the early years of NLP, we find a large number of different goals being described as the task of summarization. The DUC (2003-2007) guidelines define summarization as a task of generating a very short text which gives a general idea about the source article. Earlier, Hovy and Lin (1998) asked the question: What is a summary precisely? They proceed to answer the question as:

A summary is a text that is produced out of one or more (possibly multimedia) texts, that contains (some of) the same information of the original text(s), and that is no longer than half of the original text(s).

Hovy and Lin (1998) and KS Jones (1998) set out to define the task of summarization as something more than a small piece of the text providing an indication of the content of the source article. In fact, Hovy and Lin (1998) follow and extend (Jones, 1998) to provide fine categorization of summary types based on the broader aspects of input, purpose, and output.

In recent years, much work has been done to advance the state of the art of summarization for multiple languages across the world. But, most of these works adhere more closely to the DUC summarization challenge rather than the nuanced definitions presented by Hovy and Lin (1998). We find that collection of summarization data is reduced to mass scraping of various news sources across the world, in order to source the articles from the real world. At the same time, the expensive task of summary creation is reduced to clever partitioning of the content already available online news media. In Hermann (2015), we first saw, the usage of news articles along with their highlights available on certain reputed news outlets for the purpose of cloze-kind question answering. This data was later repurposed for the summarization task by using the highlights as a proxy to the summary itself, trusting an implicit assumption which is based on strict editorial policies implemented by some news publications.

The underlying assumption is that these highlights or bullet points preceding an article are editorially required to convey a broad idea about the content of the article. While this assumption is an inspired one, and makes sense for a large number of news sources with strict editorial quality control, unfortunately, the assumption cannot be blindly extended to a vast majority of news sources. And it can be easily found that this assumption fails even for a large number of English news summarization datasets. Even so, many recent works have followed this strategy for creating massive summarization data sets fit for the training of deep neural networks. There are other problems as well. While such an approach might give us some “summary”, one cannot guarantee if 1) the summary is abstractive, unless explicitly measured for it, and 2) the summary is coherent.

We look at a particular Indian language, Telugu, for which such datasets are available as XL-Sum (2021) and MassiveSumm (2021) which have been collected from various sources. Both rely on above mentioned...
assumptions. Even with a casual observation, we find that these assumptions, and therefore these datasets do not stand up to the test. Therefore, we find that there is an urgent and immediate need for a dataset and a dataset creation methodology which stays true to the essence of the task of summarization as defined in (Hovy and Lin, 1998). Such a dataset must be created with human involvement and thorough evaluation. While we acknowledge that a completely human summary creation task might be unacceptably expensive, we propose a methodology which ensures high quality dataset without depending on very high degree of human involvement. In such tasks, creation and evaluation both are expensive processes, with evaluation often costing more than the creation itself. With this in mind we propose a Human-generated summary creation pipeline. We propose a combination of automated and human evaluations to ensure a high quality dataset for Telugu (can be extended to other languages). We present, TeSum, a Human-Generated, curated Abstractive Summarization data set for Telugu (Table 1).

3. Crowd-Sourced Corpus Creation

We propose a crowd sourced summary creation phase followed by a curation phase by trained experts. We work with 347 “creators” and 3 expert “raters” for this task. The “creators” are provided with specific guidelines to ensure the quality of generated content. The content is then aggressively filtered to retain high quality article-summary pairs. Human experts then evaluate a subset of the collected article-summary pairs to remove substandard tuples.

3.1. Source

We scrape Telugu news sites for source articles, under fair usage policy and divide them into sets of 50 articles each. The copyright of the original articles remains with the original authors/publishers of the articles. We release TeSum dataset as a list of URLs and summary pairs. These articles are then processed to remove HTML tags, non-Telugu content and common irrelevant phrases (article dates, city names etc.). The dataset is released at a later date.

3.2. Manual Summarization

The human summarization task is posed as a crowdsourcing activity. Each HIT (Human Intensive Task) for a creator consists of 50 news articles set created earlier. The creator is expected to create summaries for all the articles in the HIT following the guidelines given below. Each HIT submitted by the creator undergoes thorough automatic and human evaluation steps in order to ensure quality based on a criteria which maintains the essence of the task of summarization. The creator needs to ensure that:

1. Relevance: All or most of the relevant information contained in the article should be present in the summary.
2. Readability and Coherence: The summary should be coherent, readable and free of any grammatical errors.
3. Creativity: The summary should have novel syntactic and phrasal structures.

The human summary creators were given the guidelines presented in Section 3.2.1 based on the above 3 properties.

3.2.1. Guidelines for Abstractive Summary Creation

Summary creators were instructed to carefully follow these guidelines and write one abstractive summary per article.

1. Relevance and Coverage: All the pertinent information conveyed in the source article should be
|                  | Train | Validation | Test |
|------------------|-------|------------|------|
| **# Pairs**      | 16295 | 2017       | 2017 |
| **Avg Compression%** | 58.26 | 58.08      | 58.28|
| **Text**         |       |            |      |
| **Summary**      |       |            |      |
| **Avg Unique Words** |       |            |      |
| **(Min, Max) Words** |       |            |      |
| **Avg Words**    |       |            |      |
| **Avg Sentences**|       |            |      |

Table 1: TeSum Statistics

captured in summary while discarding any irrelevant information. Redundant information or information unrelated to the major topic of the article may be considered irrelevant.

- **Missing important information:** A summary has to cover all the important aspects of the original article.
- **Including irrelevant information:** A summary should not include any irrelevant information. No personal opinion(s) or non-factual details should be included.
- **Redundant information:** Summary should not contain any repetitive phrases/sentences.

2. **Readability:** If the summary is understandable by a native speaker without looking at the source article, it is considered “Readable”. Bad grammar, pronouns that cannot be resolved within the summary, and unnatural sentential/phrasal structures would make the summary difficult to understand. Also, creators are instructed that the summary should stand as an independent article, and the reader should not need the original article to understand it fully.

- **Disjoint sentences:** While paraphrasing, sentences should be joined in such a way that the composite sentence must be meaningful.
- **Anaphora issue:** In summary, pronouns should be used only after the antecedent has appeared at least once.
- **Disordering of sentences:** The summary should be coherent to convey the proper context of the original article.
- **Not readable:** The summary should be free from any syntactic and semantic errors.

3. **Creativity:** Since this is an abstractive summarization task, we require the summaries to have novelty in terms of sentential structures such as lexical choices (vocabulary used, is other than the given article), phrasal constructions, and sentence formations.

- **Missing novel sentence structure:** The summary should contain novel sentence structures (using some novel words) compared to the original article.
- **Lengthy summary:** The summary should be a new shorter text that conveys the most crucial information of the original article.
- **Sentence level summary:** The summary should not be created by just altering words/phrases in individual sentences.

4. **Corpus Curation Process**

As expected with any crowd-sourced text annotation task, the summaries generated by the creators had a wide variety of errors. As shown in the guidelines, we have not instructed the creators to create their summaries within a pre-specified character or word limit. This is done to ensure that the creators do not feel restricted while writing the summaries in order to fit within a pre-specified limit. An artificial limit to the length of the summary at the creation phase might introduce unnatural structures or phrasing in the sentences of summaries. Instead, we decide to filter these generated summaries on the basis of multiple automated criteria after the summaries have already been created. The crowdsourcing activity resulted in a collection of 92941 article-summary pairs. These articles were then filtered based on the following two stages.

4.1. **Automatic Filtering**

Even with basic sanity checks at the crowdsourcing stage, we encounter a large number of errors in these submitted HITs. These article summary pairs need to be filtered out in order to maintain the high quality of the dataset.

1. **Remove Empty:** We remove any pairs where either the summary/article or both are empty.

2. **Remove Duplicates:** Duplicate pairs and duplicate summaries were removed. We do not want duplicate article-summary pairs. Two distinct articles should not have the same summary. We find it is unlikely that two distinct articles would share the
same summary, therefore we also remove the pairs which share a common summary.

3. Remove Prefixes: We remove all prefix cases, that is any pair where the summary is just the first few sentences of the article. We should note that though MassiveSumm has claimed to follow steps 1 – 3, we find in Table 2 that applying these steps to MassiveSumm, a large volume of their samples still fell in to these categories. Duplicate summaries case holds true for XL-Sum also.

4. Remove Article Length < 4 Sentences: We removed 4452 pairs with less than 4 sentence articles.

5. Remove Article Length < 40 Tokens and/or Summary Length < 10 Tokens: Very small article lengths are not indicative of the general distribution of news article data.

4.2. Automatic Quality Control

- Compression ranges: If an article is compressed too much then we loose significant amount of information from the article, which contradicts the first property of summarization that all/most of the relevant information of article must be present in the summary. Though, a summary should also result in a significant amount of reduction in the size of the article but not at the cost of relevance. Therefore, we set compression% limits to be between 50-80. While the upper limit is higher than many previous datasets, (which, usually, set this to 30%) we find, particularly in news domain which is information dense, there can be large number of examples where slightly more content is required in the summary. Figure 1 shows the article counts of TeSum for compression% ranges.

- Abstractivity ranges: We want novelty in the summary, the content should be different from the source on both sentential as well as phrasal levels. We often find that even with the best editorial practices, the content in the highlights is often a conjunction of multiple disjoint phrases or absolute copy of phrases from the article. Which apart from being non-coherent, beats the third property of creativity. Therefore, we take the measure of abstractivity from (Bommasani and Cardie, 2020) and apply 10-80 range of filtration. Even though we want the summary to be abstractive, we still need to copy some n-grams from the article which corresponds to factual information (names etc.) as presented in the article. Therefore, we restrict Abstractivity at 80 which is still a fairly lenient limit.

At this stage, after filtering by compression and abstractivity, we are left with 27512 article-summary pairs. Table 2 shows the number of article-summary pairs getting affected by each filter.
5. Human Evaluation

To maintain quality, one has to ensure that the human summarization guidelines are well understood by the creators and creators are, by an large, sticking to the guidelines. Though, it is impossible in any such task to have all the submissions manually evaluated, if a reasonable percentage of all the submissions are evaluated and found to be of high quality, it can be safely assumed that the rest of the submissions are also of high quality. Over the course of large number of evaluations, the expected percentage of lower quality samples in the total data can be estimated.

For human evaluation, the raters were asked to rate a minimum of 25% of the pairs from each HIT, for the 3 parameters Relevance, Readability and Creativity as per the Table 3. Each rater is supposed to rate a sample by giving scores, ranging between 0 to 4, for each parameter.

5.1. Special Cases

- If all the sentences are copied verbatim from the original article, scores are [0 0 0] for Relevance, Readability, and Creativity.
- In case of syntactic errors (spelling, spacing, punctuation), if that particular word/phrase deviates the overall meaning/context significantly, then scores will be deducted in Readability as well as Relevance.
- In case of tense issues, simultaneously, the scores can be reduced in Creativity and Relevance.
- The addition of irrelevant information or outside the context of the article leads to obtaining less scores in Creativity and Relevance.
- For anaphora-related issues, both Readability and Creativity scores will be reduced.
- Improper usage of novel words/phrases causes a reduction in Creativity score. If that particular word/phrase deviates from the original article’s meaning, there will also be a reduction in the Relevance score.

5.2. Inter Rater Reliability:

The inter-rater-reliability was established by following the guidelines (as mentioned in section 5). We randomly extracted 500 samples from the total collected articles. These 500 samples were then rated by 3 expert raters to compute the ICC3 scores. The agreement scores were then computed using the Intra-class Correlation Coefficient (ICC) following the guidelines given by Koo and Li (2016). We report ICC3 scores, which correspond to fixed raters and individual (single) reliability. We specifically chose this model (ICC3), because each sampled article-summary pair, from the HITs, is then evaluated by one rater, and not all 3.

For our three parameters: Relevance, Readability and Creativity, our raters achieved 0.89, 0.94 and 0.90 reliability scores respectively. These scores indicate good to excellent reliability.

5.3. Human Evaluation Process

Each HIT was evaluated by one rater, by randomly selecting a minimum of 25% from the HIT and distributing among the 3 raters, such that each pair of this 25% was evaluated by a single rater. If on an average the combination of these 25% pairs do not rate 3 or above for each individual parameter, then the entire HIT is rejected based on the assumption that there is a higher percentage of low quality submissions in this HIT. This process resulted in a total reduction of 7183 pairs. Giving us the final 20329 pairs.

Since we are evaluating only a percentage of the samples submitted in each HIT, we need to be aware of the possibility of some errors in the final dataset. To estimate this, we take the 5089 evaluated samples (25% of the final 20329) and find individual samples which have lower scores. These were found to be 3.6%. As, 25% is a fair enough sample size, we can safely extend the same error percentages to the entire dataset. Therefore resulting in a dataset which, while being smaller than other existing datasets, is of high quality. But if we subject the existing datasets to the same high standards that we expect from our dataset, we find that our dataset size is not low at all, in comparison with their resultant dataset sizes.
Table 4: Human Evaluation of XL-Sum[Te], MassiveSumm[Te] and TeSum on 200 samples each.

|                  | XL-Sum | MassiveSumm[Te] | TeSum | XL-Sum | MassiveSumm[Te] | TeSum |
|------------------|--------|-----------------|-------|--------|-----------------|-------|
| Relevance        | 1      | 2               | 3     | 4      | 43              | 185   |
| Readability      | 3.5    | 2.9             | 3.27  | 176    | 144             | 188   |
| Creativity       | 0.98   | 1.58            | 3.28  | 12     | 51              | 170   |

All 3 parameters rated >= 3: 4 | 35 | 154

6. Evaluating Existing Datasets

For comparison, when we applied the filters mentioned in Section 4 to the existing datasets MassiveSumm and XL-Sum, we found some surprising results. As mentioned in the Table 2, MassiveSumm ended up with only 3.36% of their original dataset size. Similarly, XL-Sum also reduced to only 2.6% of their original size. Even if we relax the constraints a little bit, it does not help their end results much. We will be releasing all the filtering scripts along with the lists of IDs/URLs for basic problem cases from both the datasets.

Human Evaluation of MassiveSumm and XL-Sum:

Due to surprising final numbers of the XL-Sum and MassiveSumm datasets after the filtration, we decided to validate this finding by manually evaluating randomly selected 200 article-summary pairs from each of the 3 datasets using the same raters. All samples were completely anonymized/randomized in order to avoid dataset bias. We found that the summaries are of low quality for XL-Sum and MassiveSumm on almost all parameters, Table 4 shows the average numbers obtained by each dataset for each parameter individually. Also, the counts of article-summary pairs from each dataset which gained 3 or above ratings are shown. The bottom line shows final count of valid pairs (out of the 200) for each dataset which were rated 3 or above, for all the 3 parameters.

Other Languages: As the numbers on the existing datasets were too surprising, we wondered if it was for this particular language. Therefore, we extended our analysis to some other languages (Hindi, Gujarati and Marathi from both XL-Sum and MassiveSumm) that we could evaluate (could read). We found similar issues in all of these datasets. We show the detailed filtration counts in Table 5. We also show examples of some of the common problem cases (from the respective datasets) in the Appendix-A.

7. Baseline Models

We present some common baselines used for summarization by other authors, to demonstrate the impact of the datasets on summarization using various models.

7.1. Models

In order to show the proof of quality of TeSum dataset on the summarization task itself, and to provide various baselines, we trained and tested several existing summarization models with TeSum data.

**Pointer-Generator (PG):** This model is implemented using sequence-to-sequence Recurrent Neural Networks (RNN) (Sutskever et al., 2014) with attention mechanism (Bahdanau et al., 2014). Further, we also implemented the pointer-generator(See et al., 2017) with coverage mechanism model. Pointer-generator mechanism helps in deciding whether to copy words from the source text or to generate from the vocabulary. Hence, it effectively handles the Out Of Vocabulary (OOV) words problem. The coverage mechanism, prevents the model from attending to the same phrases multiple times, which helps in handling the redundancy issue in summary generation.

**MLE+RL, with intra-attention:** This model is implemented using the intra-attention mechanism proposed by Paulus (2017), that attends over the input document and continuously generates decoder output separately to reduce the problem of repetitive and incoherent phrases in the summaries. They further introduced a new training method that combined with supervised and Reinforcement Learning (RL) prevents from exposure bias problems and can produce readable summaries.

**Text summarization with Pretrained Encoders (BertSumAbs):** This model is based on the novel document-level encoder by Liu and Lapata (2019) which uses Bidirectional Encoder Representations from Transformers (BERT). For abstractive summarization, this method adopts the encoder-decoder architecture with a new fine-tuning approach where the encoder is a pre-trained BERT and the decoder is a randomly initialized Transformer. For this model, we have used the embeddings by Marreddy et al. (2021) (trained on 8M+ Telugu sentences).

**mT5:** We fine-tuned the Multi-lingual Text To Text Transfer Transformer (mT5) model by Xue et al. (2020) on TeSum dataset. This model is a multi-lingual variant of the T5 (Raffel et al., 2019) model trained on common crawl English dataset. We have used mT5-small for our experiments.

7.2. Experimental Setup

To create train, dev and test splits of TeSum dataset, we divide the total 20329 pairs into carefully selected sub-parts of about 80%, 10% and 10% respectively. The selection of pairs is done in a way that preserves the balance in terms of length of articles, compression(%)
and abstractivity levels across the three splits. Table 5 details the statistics for the 3 splits.

For the experiments and baseline training, we have used Word2Vec (Mikolov et al., 2013) (Telugu Wikipedia pre-trained) embeddings. Apart from mT5, which was fine-tuned using 2 GPUs and 20 CPUs, the rest had system config of 1 GPU and 10 CPUs. Further details on hyper-parameter settings and configuration is listed in Table 6. Here, ‘PG’ represents PG and PG+Coverage models, and ‘MLE+’ represents MLE, MLE+RL and RL models.

Necessary Concessions: As, after our filtration steps, the originally large-scale existing-datasets ended up with a very low percentage of their total article-summary pairs. Which extrinsically does not make for a fair comparison. Therefore, before going ahead with the model training and experiments, for evaluating the effect of these curations of the datasets for the task of summarization, we are forced to make some concessions for XL-Sum and MassiveSumm.

As a concession for MassiveSumm, we decided to concede compression from 80% to 90% and we find that it added a fairly high number of articles to the valid set for MassiveSumm (giving us a total of 17248 pairs, which we then divide into about 80%-10%-10% to get the train, dev and test splits). Relaxing the compression further would increase the numbers, but we also note that the authors themselves have presented their results on a randomly selected 12633 pairs (not made available by the author), therefore we take a comparative number, which according to us should be of a better quality due to the aggressive quality control.

For XL-Sum, the only option was to remove all constraints, as the original size itself was quite small. Therefore, we considered the original splits of XL-Sum (Telugu) for our experiments.

| Dataset Size | HINDI | MARATHI | GUJARATI |
|--------------|-------|---------|----------|
| XL-Sum       | 58472 | 563477  | 13627    | 127838  | 11397    | 43830    |
| Empty        | 5     | 20936   | 1        | 1488    | 0        | 3797     |
| Duplicate Pairs | 4    | 48461   | 0        | 614     | 1        | 525      |
| Duplicate Summary | 698  | 5626    | 465      | 4507    | 59       | 878      |
| Prefixes     | 19    | 4225    | 3        | 4015    | 6        | 99       |
| Article < 4 Sentences | 164  | 27845   | 6        | 6811    | 104      | 5307     |
| Article < 40 Tokens | 377  | 125372  | 154      | 60489   | 97       | 14303    |
| Summarization < 10 Tokens | 13   | 1990    | 6        | 145     | 5        | 163      |
| Compression < 50%  | 85028 | 286696  | 11585    | 47659   | 10611    | 14841    |
| Compression > 80%  | 4     | 10668   | 1        | 843     | 0        | 55       |
| Abstractivity < 10 | 29    | 643     | 411      | 128     | 91       | 11       |
| Abstractivity > 80 | 698   | 5626    | 465      | 4507    | 59       | 878      |
| Final Valid    | 2131  | 31015   | 595      | 1139    | 423      | 211      |
| Valid %        | 2.4%  | 5.5%    | 4.37%    | 0.89%   | 3.71%    | 0.48%    |

Table 5: Filtration counts of XL-Sum and MassiveSumm for the other 3 languages; Hindi, Marathi and Gujarati.

| Parameters | PG+ Coverage | MLE+ Coverage | BertSumAbs | mT5 |
|-----------|--------------|---------------|------------|-----|
| Max source length | 400          | 400           | 512        | 512 |
| Max target length | 100          | 100           | 200        | 256 |
| Min target length | 35           | 35            | 50         | 30  |
| Batch Size | 8            | 8             | 140        | 2   |
| Epochs/Iterations | 100k iter | 100k iter     | 50k iter   | 10 epochs |
| Vocabulary Size | 50k          | 50k           | 28996      | 250112 |
| Beam Size | 4            | 4             | 5          | 4   |
| Learning Rate    | 0.15         | 0.001 (MLE)   | 0.0001 Others | 5e-4 |

Table 6: Experimental setup and parameter settings

8. Results and Analysis

For better comparison, experiments were conducted by training on each dataset’s training split and then testing on all 3 datasets’ test set. Table 7 shows the ROUGE scores for some of the selected best performing model configurations. Here, ‘wo’ with MLE+RL and RL models stands for ‘without intra attention’, and ‘Pointer Generator’ represents the PG+Coverage model. Looking at this table our first observation is that models trained on TeSum end up performing well across the board, but do not end up beating models trained and tested on the same dataset for almost all models. We surmise that this is because the fundamental nature of these summarization datasets is different. While MassiveSumm and XL-Sum summaries are primarily small number of disjoint sentences, TeSum summaries are coherent discourses in themselves. This means that a model trained to avoid copying and trained to generate coherent discourse would fail on MassiveSumm and XL-Sum.

While we accept the contributions made by XL-Sum and MassiveSumm, which bring value to this field for any given language, we claim that this scraping and the initial pre-processing is just the first step. The data need to be held to higher standards. Even if it is achieved...
by scraping, filtering and then evaluating a percentage
of randomly selected samples of the resultant, it would
ensure a much more valuable dataset than just scraping.

9. Conclusion

Dataset creation for any task is an expensive and com-
plex activity. With the increased demand for data for
deep-learning models, it is often infeasible to create
datasets which reach the desired sample counts. It
then does make sense to make do with data collected
"from the wild". It is our opinion that such collected
data, while useful, should also be subjected to quality
control. At the same time, we should adopt pipelines
which can establish a balance between quality control
and cost. This is especially critical for Low Resource
Languages which need to make do with low sample
numbers.

To this effect, we constructed a high quality Human-
curated Abstractive summarization dataset for Telugu.
We also compared the dataset properties with existing
Telugu summarization datasets and claim that these ex-
isting datasets can also benefit from the quality control
measures that we have proposed.

Though, purely on the basis of size, our work also
started with a huge collection of 92k+ article-summary
pairs like the existing datasets, but by making use of
human expertise at both annotation and quality assess-
ment stages, we show that after applying the same qual-
ity measures our dataset performs significantly better
then the automated ones. And as a result we out-
perform the other datasets in terms of final size as well.
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**Appendix**

### A. Examples of Sub-standard Summaries

We are giving some examples of un-acceptable article-summary pairs from pre-existing datasets. Instead of Telugu script, we have used phonetic transcription of Telugu using ISO15919, which is similar to IAST, for better readability.
Corpus | XL-Sum
---|---
IDs | international-54722433
| international-55923039
URLs | https://www.bbc.com/telugu/international-54722433
| https://www.bbc.com/telugu/international-55923039
Text | Article-1:
laksha valla cālāmanidhi ilakē parimiti ayyāru. i yuvati khāliṅga kūrcokunidhī mēkap braṣ paṭuṅkuni pramuṅkullī tāyāraī prācuryaṅ poridāru. (bibhiṣ telugu phēsbuk, instāgrām, tiṅṭalō phālō avavaṅdi. yūṭyūblō sabekaib cēyaṅdi.)
| Article-2:
2013 lō vēls rājadhani kārdip nuṅci siriyē velē aiśisālō cērāru koṅdurū tīnējārūlu. vāḷḷu aisisālō cērāṅkikī kāraṇāleṁtu telusukōvalī bibhiṣ pratiniṅdi olivīyā vārīni īntarvyē cēṣāru. īntakī dēśālu dāti velē aiśisālō cērīna vāḷḷanitā akkāda telusukunna vāstāvālēṁtu ? (bibhiṣ telugu phēsbuk, instāgrām, tiṅṭalō phālō avavaṅdi. yūṭyūblō sabekaib cēyaṅdi.)
Summary | īvi kūdī cādavaṅdi:
Remark | 17 different articles have the same summary

| Corpus | MassiveSumm
---|---
URLs | https://telugu.asianetnews.com/astrology/today-may-1st-2019-your-horoscope-pqt03m
| https://telugu.asianetnews.com/astrology/today-2nd-july-2019-tuesday-your-horoscope-ptzqhq
Text | Article-1:
mēṣaṁ (aśvini, bhaṇari, kṛttika 1 vapādaṁ) peddala mētu gauravaṁ perugutuṇūdi. ādhyātmika cintana perugutuṇūdi sāstra parijānaṁ pai dhṛṣṭi ēṛpaṭuṇūdi. viśāla bhāvālu uṇṭiṇāi. viḍya nercukōvaṁ valla vacce gauravaṁ perugutuṇūdi. . . . rājakaṭīyālapai dhṛṣṭi sārīṣāru. gauravaṁ pencukunē prayatnāṁ. vṛtti udōgyādullō oṭṭidūlu uṇṭiṇāi. śri māṭre namah japaṁ maṅcicī.
| Article-2:
mēṣaṁ (aśvini, bhaṇari, kṛttika 1 vapādaṁ) racanalapai dhṛṣṭi taggutuṇūdi. kamyūṅīkēsāṁ valla anukūlata perugutuṇūdi. parāmarśalu cēṣāru. pracaṅkālapai dhṛṣṭi ēṛpaṭuṇūdi. baṅdhuvula sahakārāṁ labhistuṇūdi. prayāṅśala valla jāgratta avasaraṁ. . . . . . . vidyāṛthulāku kathinamena samayāṁ. ālōcanalō oṭṭidū ēṛpaṭuṇūdi. durgādēvi pūja cēṣukōvaṁ tūrba phālitālānurisūdi
Summary | īrōju rāṣiphalālu ilā umāyāi
Remark | Many articles (with different URLs) have the same summary

Corpus | MassiveSumm
---|---
URL | https://telugu.asianetnews.com/entertainment-news/sridevi-s-second-death-anniversary-prayer-meet-in-chennai-q6oh3x
Text | 2018 phibravari 24 na dubāy lō śrīdēvi anumānāspada sthitiḥ maraṇīcārū. atilōka sunādarigā śrīdēvi irīdīyā mottāṁ tirugulēni krē ṣoṁṭaṁ cēṣukūṅī. śrīdēvi akāla maraṇaṁ cēṇḍaṇāṁtō cītra pariśāma ṭōṭāu abhiṁauṃlu kūḍā ṭīvra viṣāṅṅī gurayāṛū gaṭa phibravari 2 4 na ku śrīdēvi maraṇaṁcī reṇḍēluṇu pūṁtyāṁ. . . . . . . amma nuvvu ikkaṅdē umāḍāṇī kōṛukōṇumānī anī jāṅvi kāmaṁṣṭi peṭṭiṅdi. jāṅvi sṛ drīroin gā rāṅjīṁcānāṅdi śrīdēvi kala. prasūtaṁ jāṅvi bāḷīvud lō pala ciṭṭalō naṅṭīstūṅdi
Summary | 2018 phibravari 24 na dubāy lō śrīdēvi anumānāspada sthitiḥ maraṇiṅcārū. atilōka sunādarigā śrīdēvi irīdīyā mottāṁ tirugulēni krē ṣoṁṭaṁ cēṣukūṅī
Remark | The highlighted content is the prefix information

Table 8: XL-Sum: Duplicate Summary example

Table 9: MassiveSumm: Duplicate summary example

Table 10: MassiveSumm: Prefix example
Corpus | XL-Sum  
Language | Telugu  
ID | international-41926617  
URL | https://www.bbc.com/telugu/international-41926617  
Text | prāṇālanu guppiṭlō peṭṭukoni lakṣala manḍi prajaḷu śaraṇārththulagā nagarāṇī vadalivellārū. vēla maṇḍi maraniṅcārū. eṃtō maṇḍi kuṭuṅbla sabhyulānu kōlpōyī ūvra vēdanaku guravutunnārū. alā sarvaṅ kōlpōyīna ē bādhiṭuḍi vyatha idī. ī viḍiṇyōnu bibēśī arabīk rūpōṁdiṅcīmīdu. mā itara kathānlū : ( bibēśī telugunu phēs buk, in stāgrām, tviṭar lō phālō avvārīdi. yūṭyūb lō sab skraib cēyārīdi. )  
Summary | aies militeṇṭlaku, sainika balagālaku madhya jarigina pōrulō siriyālōni rakhā nagaraṁ dhvāṁsāmāṁdi.īlānāi dhvāṁsāmāyāyi.  

Table 11: XL-Sum(Telugu): Out of the context example

Corpus | XL-Sum  
Language | Marathi  
ID | media-54453803  
URL | https://www.bbc.com/marathi/media-54453803  
Text | up-rāstrādhyakṣālā rāstrādhyakṣācā raming mēṭ mhaṇaḷajēc sāthīdār mhaṭāḷaṁ jāṭaṁ . up - rāstrādhyakṣācyā umēḍavārācyā pratiśṭēvar āṇī kāryaṅkṣamāṅkėdā pāṅhāṅṅi mātaḏān karaṇārā varg amērīkēt āḥē . asāvēṭī Ḍeṅkṛēṭi umēḍavār kanaḷā hēris yāṁcyāḇiśayī tumhālā adhik jāṅṇuṁ ḍhyāṇyaṁ āḥē . pāḥā ḍhā viḥiḍī  .  .  . ḍhēři pāṅḥaltaṅ kā ? ( bibēśī marāṭhīcē sarv apaḍēṭs miḷānuṁṣāthī tumhī āṁḥāḷā phēsabuk ,inṣṭāṅgrām , yūṭyūb , tviṭar var phōlō karū śakāṭa . ’ bibēśī viś ’ rōj सार्थ्यायक़ली 7 वाजता JioTV ēp āṇī yūṭyūbavār nakkī pāḥā. )  
Summary | amērīkētē prēsīdēnśiēl āṇī vēḥs prēsīdēnśiēl dibēṭāḷā maḥattv asatān. āṇī dōṁhī dibēṭumulē sarakāraṇī dibēṭāḷā maḥattv asatān. āṇī dhyēyadhōranāṁ lōkāṁnā samajatāt .  

Table 12: XL-Sum(Marathi): Out of the context example