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Abstract
After sudden ionization of a large molecule, the positive charge can migrate throughout the system on a sub-femtosecond time scale, purely guided by electronic coherences. The possibility to actively explore the role of the electron dynamics in the photo-chemistry of bio-relevant molecules is of fundamental interest for understanding, and perhaps ultimately controlling, the processes leading to damage, mutation and, more generally, to the alteration of the biological functions of the macromolecule. Attosecond laser sources can provide the extreme time resolution required to follow this ultrafast charge flow. In this review we will present recent advances in attosecond molecular science: after a brief description of the results obtained for small molecules, recent experimental and theoretical findings on charge migration in bio-relevant molecules will be discussed.
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1. Introduction

Sudden ionization of a molecule, even a large one, by extreme ultraviolet (XUV) light creates a hole, which has been predicted to migrate on a time scale ranging from few-femtoseconds down to hundreds attoseconds [1–5]. This ultrafast charge migration is driven by the coherent superposition of electronic states generated by the initial pulse. This can be obtained either from a broad pulse, covering several ionization thresholds, or, especially in the case of inner shell ionization, by correlation effects. In both cases the charge is expected to oscillate from one site to another of the molecular backbone (see figure 1) until the interplay between the electronic and nuclear dynamics leads to the final localization of the charge on a specific molecular terminus. Since molecular bonds are more likely to break in places where the hole has migrated, this ultrafast redistribution of the charge could be ultimately
exploited to obtain a charge-directed reactivity: by acting on the system on the attosecond/few-femtosecond time scale one could in principle control the localization of the charge and consequently induce bond breaking at different molecular sites [6]. The possibility of actively exploring the role of electronic coherences in the photo-chemistry of bio-relevant molecules is of fundamental interest for understanding, and perhaps ultimately controlling, the processes leading to damage, mutation and, more generally, to the alteration of the biological functions of the macromolecule. The interaction of our own biomolecules with ionizing radiation is also exploited in cancer radiotherapy and a better understanding of the mechanisms triggered in the photo-ionization step requires the study of interaction with photons at the molecular level. For the above mentioned reasons, a number of experimental and theoretical works have been recently done to investigate the photo-induced electron dynamics in molecules of increasing complexity. Following this ultrafast dynamics requires extremely high temporal resolution, such that provided by ultrafast laser sources from the femtosecond to the attosecond timescale. Attosecond light pulses are produced in the XUV spectral region exploiting an extremely nonlinear process known as high-order harmonic generation (HHG) [7]. Attosecond science is nowadays a well-established field and the possibility to trace electron dynamics in atoms, small molecules and even solids has been demonstrated [8].

In this review we will investigate ongoing experimental and theoretical efforts aiming to expand the scope of attosecond science for exploration of XUV induced charge dynamics in biologically relevant molecules. We will show that, due to the complex behavior of such molecules exposed to high-energy photons, sophisticated attosecond experiments require accurate theoretical support to extract the intrinsic dynamics of the system from the measured observables. The review is organized as follows: in section 2 we will briefly describe the state-of-the-art of attosecond technology including the XUV generation process and the main spectroscopic techniques based on the use of such ultrafast light transients. Section 3 reports on the advances of attosecond molecular science: after a brief description of the results obtained for small molecules, we discuss recent work on charge migration in aromatic amino acids, which constitute the first experimental evidence of XUV induced pure electron dynamics in bio-relevant molecules. XUV attosecond spectroscopy of biomolecules requires the production of molecules in the gas phase or at a vacuum interface. In section 4 we will revise the main techniques for liberating molecules in gas phase, which have enabled a range of species to be produced in ionic or neutral form. Finally, the most recent theoretical advances in describing the charge dynamics induced by XUV attosecond pulses in bio-relevant molecules are reported in section 5.

2. Attosecond technology

The possibility of using attosecond pulses for the investigation of ultrafast electronic processes in atoms, molecules, nanostructures and condensed matter is strictly related to the development of experimental schemes for reliable generation of sub-femtosecond pulses [8–10]. In the last decade new experimental techniques have been proposed, which require the generation of attosecond pulses with proper characteristics in terms of pulse energy, photon energy tunability and polarization state. For measurements in combination with femtosecond pulses, pulse energies larger than a few tens of picojoules are sufficient, while for attosecond-pump/attosecond-probe applications hundreds of nanojoules are required [11]. The polarization state of the XUV pulses can be a very interesting experimental tool for the investigation of various physical processes. In particular, circularly polarized XUV pulses have important applications for the investigation of ultrafast electronic processes in chiral species and in magnetic materials, to name just a few examples [12–14].

The production of sub-femtosecond pulses generally relies on the process of HHG in noble gases [7]. When an ultrashort pulse is focused in a gas at intensities of the order of $10^{13}$–$10^{14}$ W cm$^{-2}$, the Coulomb potential experienced by the outer shell electrons is strongly modified, with the formation of a potential barrier through which an electron can escape by
tunnel ionization. This highly nonlinear process gives rise to the generation of an ultrashort electron wavepacket moving in the continuum, perfectly synchronized with the laser field. The freed electron is subsequently accelerated by the driving field, thus acquiring kinetic energy with a maximum value \( \varepsilon_{\text{kin, max}} \approx 3.17 U_p \), where \( U_p \) is the ponderomotive energy, i.e. the mean kinetic energy of an electron in an oscillating laser field, which turns out to depend on the central wavelength, \( \lambda \), and peak intensity, \( I \), of the excitation laser: \( U_p \propto \lambda I \). The generation of an attosecond electron wavepacket is particularly important for the applications since it offers the possibility to combine an extreme temporal resolution, related to the strongly nonlinear dependence of the tunneling ionization process on pulse intensity, to an extreme spatial resolution, related to the de Broglie wavelength of the ejected electron.

For typical energies of this electron the corresponding de Broglie wavelength is of the order of a few Ångströms. Such extreme spatial resolution is at the heart of molecular tomography, which has been proven to be able to reconstruct the molecular orbitals of a few molecules [15–17].

In the case of an excitation field with linear polarization, the freed electron can return to the parent ion and recombine to the ground state: the energy acquired by the recolliding electron in the laser field is emitted in the form of an ultrashort photon pulse in the XUV spectral range. Since tunnel ionization produces short electron wavepackets at each field crest of the driving pulse, the above three-step mechanism (tunnel ionization, motion in the continuum, recollision) leads to the generation of a train of sub-femtosecond XUV pulses separated by half optical cycle of the fundamental radiation. In the spectral domain this corresponds to the generation of the high-order (odd) harmonics of the driving frequency. Due to the very low conversion efficiency of the harmonic generation process, in the range \( 10^{-4} - 10^{-6} \), the energy of the attosecond pulses is generally quite low, in the range between a few hundreds of picowatts and a few nanowatts. A number of schemes have been demonstrated for the generation of attosecond pulses with energy in the microjoule range [11], mainly based on the use of the loose-focusing geometry, where the excitation pulses are focused in a long gas cell by using long focal length optics. Recent, high-energy attosecond pulses have been used in XUV-pump/XUV-probe measurements for the investigation of nuclear and electronic dynamics in \( \text{H}_2 \) molecules [18, 19]. In this review we will concentrate on the application of low-energy attosecond pulses in molecular physics, in the form of attosecond pulse trains and isolated attosecond pulses.

Several techniques can be exploited to confine the harmonic generation process to a single event in order to produce isolated attosecond pulses, based on the use of amplitude gating or temporal gating schemes (for a comprehensive review see [10, 11]). For example, a short gate for harmonic generation can be produced by taking advantage of the strong dependence of harmonic conversion efficiency on the polarization state of the driving pulse. As first proposed in 1994, a driving pulse characterized by almost linear polarization in a very short temporal window around the peak of the pulse and elliptical polarization on the leading and trailing edges, is an ideal source of isolated attosecond pulses [20]. A very simple experimental setup to produce this exotic polarization state makes use of two birefringent plates [21]. This technique, called polarization gating, was experimentally tested in 2006 [22, 23] and is now used in various laboratories.

One of the major limitations of the above mentioned gating technique is a strong reduction of the produced XUV photon flux (typically few hundreds pJ per pulse). Low-density targets, such as biorelevant molecules in gas-phase, require high XUV photon flux to achieve sufficient statistics. In 2010 Ferrari et al demonstrated a new gating approach based on sub-cycle ionization dynamics for the generation of isolated attosecond pulses at the nJ-energy level. This method is based on the combination of a high-intensity few-optical cycles driving pulse and a low-IP generating medium (e.g. xenon): the rapid increase of ionization leads to efficient population depletion over the first few half-cycles thus suppressing HHG for all later half-cycles. By using this approach isolated attosecond pulses with temporal duration down to 155 as and an energy on target of 2.1 nJ have been generated [24].

A completely different experimental technique for the generation of isolated attosecond pulses has been reported more recently by Hassan and coworkers [25]. Attosecond optical pulses have been synthesized in the visible and ultraviolet spectral region by coherent combination of pulses in various spectral regions over more than two optical octaves [26, 27]. Ultrabroad spectral broadening was obtained by propagating femtosecond pulses in a hollow-core fiber filled with neon [28]. The beam at the output of the fiber was first divided into four beams in four different spectral regions, ranging from near-infrared (NIR) to deep ultraviolet. After compression of individual pulses in a four-arm interferometer, obtained by using properly designed chirped mirrors, the four pulses were then spatially and temporally superimposed in order to generate a single ultra-broadband pulse. Pulses as short as 380 as have been reported, with an energy up to about 50 μJ [25].

Various experimental techniques have been implemented to take advantage of the extreme temporal resolution of the attosecond pulses. Particularly important is the attosecond streaking scheme, which is extensively used for the temporal characterization of the attosecond pulses [29]. It is based on the concept of attosecond streak camera [30]. The attosecond pulse is focused on a gas; the generated photo-electrons are then accelerated in a strong NIR field, which is a small portion of the driving pulse, suitably delayed with respect to the attosecond pulse. Upon measuring the evolution of the kinetic energy of the photoelectrons as a function of the delay between the XUV and the NIR pulses it is possible to retrieve the temporal characteristics of the attosecond pulse [31]. This technique can be also used to investigate ultrafast electron dynamics in atoms and solids. For example, in the case of condensed matter, the measurement of the streaking traces of core-level (4f) and conduction-band electrons produced in tungsten crystals exposed to attosecond pulses, allowed the measurement of a delay in photoemission of the above two classes of electrons of \( \sim 100 \) as [32].
In the case of trains of attosecond pulses the measurement of the kinetic energy of the photoelectrons produced by the attosecond pulses in the presence of a weak NIR field, as a function of the temporal delay between the XUV and NIR pulses, was the very first application of an attosecond experimental technique for the measurement of the duration of sub-femtosecond pulses [33]. The technique is called reconstruction of attosecond beating by interference of two-photon transitions. In this case the spectrum of the photoelectrons presents discrete peaks, which correspond to transitions induced by single-photon absorption of XUV harmonics, separated by $2\hbar\omega$, where $\omega$ is the frequency of the NIR radiation. When the XUV and NIR pulses are temporally overlapped, one NIR photon can be absorbed or emitted (in the case of weak NIR pulses), thus giving rise to additional peaks in the photoelectron spectra at $\pm\hbar\omega$ with respect to the peaks produced by the XUV harmonics, whose amplitude is periodically modulated versus XUV-NIR temporal delay. From this modulation it is possible to measure the relative phases of consecutive harmonics and to retrieve the duration of each XUV pulse in the train. The same technique has been also used to measure the delay in photoemission from noble gas atoms [34] and from metal surfaces [35].

Another experimental approach, still belonging to the class of attosecond photoemission spectroscopy, is based on the measurement of ion yields as a function of the temporal delay between an attosecond pump pulse and a femtosecond probe pulse. This technique was employed by Uiberacker and coworkers for the first real-time measurement of light-field-induced electron tunneling in neon [36]. Clear signature of electron tunneling was obtained by measuring the evolution of the number of Ne$^{2+}$ ions produced by the interaction of 5 fs NIR pulses with neon atoms ionized by isolated attosecond pulses. Angle-resolved measurements of ions vs pump-probe delay have been also successfully employed in pump-probe experiments on small molecules using isolated attosecond pulses [37, 38] or trains of attosecond pulses [39–41]. More recent advances on attosecond molecular spectroscopy will be discussed in section 3.

A different class of experimental techniques is based on all-optical schemes. A first example is given by attosecond transient absorption spectroscopy, which has been implemented with both isolated pulses and trains of pulses. In this case the attosecond pulses are used as probe pulses: their photon spectra are measured as a function of the temporal delay between the femtosecond-pump and the attosecond-probe pulses. This technique was first applied in 2010 to the investigation of attosecond time-resolved autoionization of Argon [42], for real-time observation of valence electron motion in Krypton [43], and for the time reconstruction of a two-electron wave packet in Helium [44]. More recently, attosecond transient-absorption spectroscopy has been used to investigate ultrafast processes in solids [45–47]. Another experimental scheme based on optical measurements is high harmonic spectroscopy (HHS), which will be presented in detail in section 3.3. This technique is based on the detection of photons emitted during the recollision process leading to harmonic generation. As a direct consequence of the physical processes at the heart of HHG, the emitted spectrum carries information on both the ionization and the recollision processes as well as on the structure of the ionized medium and on any temporal evolution of the hole left in the parent ion between ionization and recombination events.

3. Advances in attosecond molecular science

Dynamical processes in molecules occur on an ultrafast temporal scale, ranging all the way from picoseconds to femtoseconds when considering structural changes and down to attoseconds when dealing with electrons. In the last decade, attosecond photoemission spectroscopy has been proven to be an excellent tool for investigating ultrashort electron dynamics induced in gas-phase molecules [6]. Isolated attosecond pulses have been used in combination with waveform controlled NIR pulses with the aim of controlling charge localization after sudden ionization of H$_2$ (D$_2$) molecules [37]. More recently, the dissociative ionization dynamics of N$_2$ has been measured with attosecond time resolution and crucial information on the shape of the potential energy curves (PECs) involved in the dissociative process has been retrieved [38]. By extending the same experimental approach to the study of biologically relevant molecules, the first evidence of charge migration in an aromatic amino acid was achieved [48–50]. Complementary to photoemission spectroscopy, HHS was successfully demonstrated to be a powerful technique to obtain substantial information on the molecular orbitals involved in the HHG process for small molecules. Very recently this approach has been extended to a more complex molecule (iodoacetylene) and charge migration has been evidenced to occur along the linear molecule on a sub-femtosecond time scale [51]. These experiments will be discussed in detail in the following subsections.

3.1. Attosecond spectroscopy of ultrafast molecular dynamics

In 2010 Sansone et al performed the first pump-probe measurement, using isolated attosecond pulses, to suddenly ionize H$_2$ (D$_2$) molecules and investigate the photo-induced ultrafast electron dynamics. The angular momentum distribution of the produced H$^+$(D$^+$) fragments was measured with a velocity map imaging spectrometer (VMI) as a function of the delay between the attosecond pump pulse (energy range 20–40 eV) and the 6 fs, CEP-stable NIR probe pulse. The experiment revealed that dissociative ionization of H$_2$ (D$_2$) molecules induced by the combination of isolated NIR pulses inevitably leads to electron localization. This process has been identified through the asymmetry parameter, which is evaluated from the difference in the numbers of H$^+$ (D$^+$) ions arriving on the left-hand and right-hand sides of the detector. In the kinetic energy range between 2 and 10 eV the asymmetry parameter was found to exhibit sub-cycle oscillations as a function of the delay between the XUV and the NIR pulses. This asymmetry is the result of a coherent superposition of gerade and ungerade states, and the relative phase between the two states results in
electron localization on one atom or the other of the molecule [37]. One year after this important result, a similar experiment was performed by Kelkensberg et al; in this case a moderately intense NIR pulse ($3 \times 10^{13} \text{W cm}^{-2}$) was used in combination with an XUV attosecond pulse train. While in the experiment described above the attosecond pulses were used to initiate electron dynamics which were subsequently probed by the NIR field, in this case the NIR pulse was used to influence the electronic states that are accessed in photoionization of H$_2$ by the APTs and a time dependent polarization of the molecule was measured [39].

These pioneering works, performed on the simplest molecule (H$_2$), opened the way to the investigation of more complex molecules. Indeed, in the past few years important experiments were successfully performed on multi-electron diatomic molecules and small polyatomic molecules. Among them, attosecond pulse trains in combination with NIR femtosecond probe pulses were used to investigate the dissociative dynamics and the vibrational motion in the binding potentials of O$_2$ [40, 52], while narrow-band XUV excitation was exploited to study autoionization in O$_2$ [53]. A slightly different method, exploiting waveform-controlled high-intensity NIR pulses, was used to investigate ultrafast electron dynamics in CO [54]. In 2013 Neidel et al reported the observation of attosecond time-scale electron dynamics in various molecules (N$_2$, CO$_2$, and C$_2$H$_4$). In this case the time-dependent dipole induced by a NIR laser field was probed by measuring the time-dependent variations of the parent molecular ion yield in the ionization by an attosecond pulse train [41].

Attosecond spectroscopy was also extensively used for the study of the dissociative dynamics of N$_2$ following XUV photoionization. Indeed, molecular nitrogen is the most abundant species in the Earth’s atmosphere, and investigating the ultrafast dissociative mechanisms triggered by the absorption of XUV photons (leading to the production of N atoms and N$^+$ ions in the upper layers of the atmosphere) is of prime importance for understanding the radiative-transfer processes. The use of attosecond pulse trains in combination with VMI spectroscopy has allowed the measurement of autoionization dynamics in N$_2$ [55]. The time-to-intermolecular distance mapping obtained in this experiment has been demonstrated to be a precise clock which measures, with femtosecond temporal resolution, when autoionization starts to be an energetically allowed process. Dissociative ionization of N$_2$ was further studied in a recent work applying femtosecond time-resolved photoelectron and photoion spectroscopy using a tabletop XUV time-compensating monochromator [56]. Although attosecond spectroscopy allows one to achieve extreme time resolution, the intrinsic broadband nature of the attosecond excitation inevitably leads to the superposition of a number of electronic states. As a consequence, the investigation of electronic and nuclear dynamics following ionization of even small molecules such as N$_2$ by attosecond pulses is considered a challenge. Therefore, experimental results need to be guided by theoretical models taking into account a precise description of the PECs and couplings, including all the electrons of the system. Since this is generally difficult, we could assert that molecular attosecond science of such multi-electron systems is still in its infancy. Recently, Trabattoni et al demonstrated that isolated attosecond pulses can be exploited to access the dissociative ionization dynamics of molecular nitrogen with extremely high temporal resolution and, with the support of a sophisticated theoretical model, precise information on the shape of the PECs involved in the dissociative mechanism have been achieved [38]. In this experiment, molecular nitrogen was photoionized by the combination of a sub-300-as...
attosecond pump pulse (energy range between 16 and 50 eV) and a waveform-controlled sub-4 fs NIR probe pulse.

As for the experiment performed in [55], the 3D momentum distribution of the N$^+$ ions was measured with a VMIs as a function of the delay between the XUV pump pulse and the NIR probe pulse. Figure 2(a) shows the kinetic energy spectrum of N$^+$, obtained by integration of the angular distribution over a small angle along the laser polarization axis, in the pump-probe delay range between 5 and 16 fs. Two main features can be observed: (i) the depletion of the signal at 1 eV occurring 8 fs after the zero delay, (ii) the appearance of a fast modulation in the same delay range, with a periodicity of 1.22 fs. Furthermore the modulation shows an energy-dependent phase, resulting in a tilt of the fringes.

To understand the role of the manifold of excited states in the features observed in the pump-probe delay scan, a sophisticated theoretical model was developed. The time-dependent Schrödinger equation (TDSE) has been solved for a set of 616 diabatic excited states of N$_2^+$, taking into account the couplings induced by the NIR probe pulse. TDSE is solved by using a split-operator technique in combination with fast-Fourier techniques. In this methodology, the nuclear wave packet (NWP) is discretized on a grid of internuclear distances and the propagation of the wave packet is performed on a set of coupled electronic states (including nonadiabatic and dipole couplings) calculated on the same grid. Figure 2(b) shows the calculated N$^+$ kinetic energy spectrum as a function of the pump-probe delay, obtained by considering the same parameters of the experiments. As can be seen from this figure, a very good agreement has been achieved between theory and experiment. However, the full calculation does not allow the role of the individual PECs in the measured dynamics to be extracted. For this reason a simple model has been developed, for which only four states were considered, namely the F$^2\Sigma_g^+$, S$^2\Sigma_u^+$, C$^2\Sigma_u^+$ and S$^2\Pi_u$ states. Figure 3(a) shows the result of the 4-state model: also in this case the main features observed in the experiments are reproduced. The simplified model allows one to disclose the physical mechanisms occurring in the molecule as schematically represented in figure 3(b): the depletion of the signal around 1 eV is related to resonant single-photon transitions from the F$^2\Sigma_g^+$ state to the S$^2\Pi_u$ state and from the F$^2\Sigma_g^+$ state to the C$^2\Sigma_u^+$ state induced by the NIR probe pulse (black double-headed arrows in the figure). The measured delay of 8 fs corresponds to the time required by the NWP to reach the single-photon transition point. Additionally, the ultrafast periodic modulation results from the interference between the initial population of the 3$^2\Sigma_g^+$ state and the population transferred to the 3$^2\Sigma_g^+$ state from the F$^2\Sigma_g^+$ state via a two-photon transition using the S$^2\Pi_u$ state as a virtual intermediate state (magenta single-headed arrows). The tilt in the fringes is due to the dispersion of the components of the NWP while traveling along the PECs. This time-versus-energy dependence carries crucial and precise information about the quantum path followed by the NWP, namely the shape of the PECs involved in the interference. It can be shown that by artificially changing the slope of the 3$^2\Sigma_g^+$ state the resulting tilt in the fringes dramatically changes and the agreement with the experimental data is lost.

This result demonstrates that the attosecond experiments serve as a benchmark for a complex theoretical model, which also provides accurate values for the dissociative ionization yields revealing that realistic modeling of nitrogen chemistry in planetary atmospheres should also incorporate the presence of nitrogen atoms or ions in various excited states, which are likely to have a different reactivity.

Finally, it is worth mentioning that attosecond molecular spectroscopy has been recently extended to polycyclic aromatic hydrocarbons (PAHs), which account for 10% of the elemental carbon in galaxies. In the experiment, a typical fs XUV pump—fs NIR probe arrangement has been used and the mass of the produced photo-fragments has been measured as a function of the pump-probe delay. A rapid...
3.2. Electron dynamics in bio-relevant molecules

The interaction of large polyatomic molecules with light is likely to initiate a charge transfer mechanism, which plays a crucial role in a number of chemical and biological processes. The term charge transfer traditionally indicates a transfer of the charge along the molecular backbone mediated by the nuclear motion, which occurs in several tens of femtoseconds. However, many theoretical works indicated that after the sudden removal of an electron in a large molecule the positive charge can migrate throughout the system solely driven by electronic correlations on a sub-femtosecond time scale. This ultrafast process has been termed charge migration. Even before the advent of attosecond sources, a pioneering experiment in this direction was performed by Lehr et al in 2-Phenylethyl-N,N-dimethylamine (PENNA) as a model system for the investigation of nonresonant downhill charge transfer in peptides [58]. In this work, after local ionization of the phenyl chromophore site, charge transfer to the N-terminal (amine group) has been demonstrated to occur in 80 ± 28 fs using a pump-probe scheme. Subsequently, a theoretical work by Lünneman et al assigned the measured time of 80 fs to an upper limit for the duration of the charge transfer between the amine group and the phenyl chromophore. Indeed, charge migration between the two molecular sites has been predicted to occur in 4 fs (see figure 4), revealing that several oscillations are required until the charge is finally trapped at the N-moiety due to the elongation of the C1–C2 bond [59].

Following the development of attosecond sources, it was proposed to initiate and track in real time the charge migration process resulting in rapid oscillations between two molecular sites. However, as it will be shown in section 5, the use of attosecond sources inevitably leads to the excitation of electronic coherences due to the large bandwidth of attosecond pulses. Thus the term charge migration, initially assigned to pure correlation effects, has been extended to charge dynamics induced by the coherent superposition of singly excited cationic states originated by sudden ionization. The possibility to trigger ultrafast charge dynamics via electronic coherences has stimulated discussions about future applications of attosecond technology to obtain a charge-directed reactivity. The investigation of pure electron dynamics initiated by sudden excitation or ionization of biomolecular building blocks is currently of great interest as this process could be seen as the precursor for a number of biologically relevant processes, e.g. DNA strand breaks, thymine base dimerization [60], protein–protein cross-links [61, 62].

In 2012 Belshaw and co-authors performed the first experiment exploiting the use of attosecond pulses to initiate ultrafast charge dynamics in a biologically relevant molecule, namely the aromatic amino acid phenylalanine [48]. In the experimental setup laser-induced acoustic desorption (LIAD) [63] was used to produce a clean plume of neutral molecules which have been irradiated by a 1.5 fs XUV pump pulse with a photon energy in the range 16–40 eV, followed at a controllable delay time by a 6 fs NIR (500–950 nm, NIR) probe pulse with an intensity of 8 × 1012 W cm−2. The parent and fragment ions produced were then extracted into a linear time-of-flight device for mass analysis. Figure 5 shows the
structure of the amino acid and a typical mass spectrum produced by photoionization using the XUV pulses. As can be seen from this figure, a wide range of fragment ions are produced by the interaction with the XUV light: the main contributions correspond to the parent ion M$^+$ (165), the immonium ion (M-COOH = 120) resulting from the loss of the carboxyl group, and fragments resulting from the breakage of the C$_{\alpha}$-C$_{\beta}$ bond with charge residing on the amine (M-R = 74) or phenyl groups (R = 91, R + H = 92). For some of the singly charged fragments (65, 77, 91, 103) an increase for positive delays with a time constant of 80 ± 20 fs has been measured. This temporal evolution has been attributed to an internal conversion process into the $\pi$ state of the phenyl radical cation following initial ionization of a different orbital by the XUV pulse. A preliminary indication of ultrafast charge dynamics occurring in the molecule has been identified already in this experiment, where a rapid decay in the doubly charged immonium ion ($m/q = 60$) yield has been measured. Subsequent measurements performed in tryptophan and tyrosine revealed that the ultrafast relaxation dynamics identified for phenylalanine is present in all the aromatic amino acids. Figure 6 shows the doubly charged immonium ion yield measured as a function of the XUV pump NIR probe delay for phenylalanine ($m/q = 60$), tryptophan ($m/q = 79.5$) and tyrosine ($m/q = 68$): the extracted decay time is 25 fs for phenylalanine, 23 fs for tryptophan and 20 fs for tyrosine.

More recently, the same experiment performed in phenylalanine with a higher temporal resolution has allowed a sub-4.5 fs modulation of the dication yield to be identified, which originates from electronic beatings between different functional groups of the amino acid [49, 50]. A schematic of the experimental setup is reported in figure 7: charge migration was initiated by isolated sub-300 as pulses, with photon energy between 15 and 35 eV and it was subsequently probed by sub-4 fs, waveform-controlled NIR pulses. In this case,
phenylalanine molecules were produced in the gas phase by evaporation from a thin metallic foil heated by a continuous wave (CW) laser. The metallic foil was integrated in the repeller electrode of the time-of-flight mass spectrometer and the mass of the produced ions was analyzed as a function of the delay between the XUV-pump and NIR-probe pulses. Charge migration was evidenced in phenylalanine as a fast modulation of the dication yield. This periodic modulation (figure 8(a)) can be clearly observed after subtraction of the 25 fs dynamics, resulting in clean oscillations with different periodicities. Figure 8(b) shows the time-dependent Fourier analysis of the experimental data, which revealed the presence of two frequencies around 0.12 and 0.29 PHz in the time-delay interval 0–10 fs, and a single frequency around 0.24 PHz at longer pump-probe delays (10–36 fs). The frequencies retrieved from the time-dependent Fourier analysis for the two time-delay intervals have been used to fit the experimental data, resulting in the green and red sinusoidal curves reported in figure 8(a). The main beating frequency of 0.24 PHz corresponds to an oscillation period of 4.3 fs, shorter than the vibrational response of the molecule, thus indicating the presence of a pure electronic process. Numerical simulations have been performed (details in section 5) in order to reproduce the temporal evolution of the electronic wave packet created by the attosecond pulse. The theoretical results indicate that charge migration is originated from the coherent superposition of a number of electronic states. In particular, the 4.3 fs oscillations have been mainly assigned to periodic charge migration from the amine functional group to the carboxylic group and back of the amino acid.

3.3. High-order harmonic spectroscopy: increasing the target complexity

HHG is a well established technique used to upconvert a low-frequency ultra intense laser field into high-energy radiation, ranging from VUV to soft x-rays [64]. As already mentioned in section 1, this process can be fully described with a semiclassical three-step model [7], in which a valence electron is tunnel ionized by an intense laser pulse, and after being accelerated in the continuum it recombines with the parent ion by emitting an XUV photon. Since the wavelength of a typical recollision electron matches the size of the valence electron orbitals, this process provides extreme temporal (sub-femtosecond) and spatial (Ångström) resolution. If HHG occurs in molecules, the evolution of the parent molecular cation (vibrational and rotational dynamics as well as hole migration) can be probed by the recolliding electron, where the time between ionization and return can be viewed as the pump-probe delay. The control of the pump-probe delay is intrinsically included in the HHG process since an individual XUV spectrum contains a broad range of energies corresponding to different time intervals spent by the electron in the continuum. Following this idea, in 2006 Baker et al demonstrated that ultrafast molecular dynamics can be monitored with attosecond time resolution by chirp-encoded recollision (PACER) technique and both nuclear dynamics in H$_2^+$ and structural rearrangement in CH$_4$ and CD$_4$ have been measured [65].

One of the fundamental challenges in applying HHS to resolve electron and nuclear rearrangement is the need to decouple temporal and spatial information encoded in the HHG spectrum, including the electron and nuclear dynamics. This requires characterization of the basic stages of the interaction: ionization, electron–hole dynamics, and radiative electron–hole recombination. For this reason, an advanced scheme for multi-dimensional HHS has been developed, based on using phase-locked multi-color laser fields [66]. In such fields, the electron trajectories can be shaped within one optical cycle by controlling the relative phases and polarizations between the different fields. This enables one to manipulate the vectorial properties of the electron-cation recombination process. Scanning the relative delay between the different colors reveals the multidimensional nature of the interaction. In 2012 Sharif et al implemented this general idea by performing HHG in CO$_2$ using the combination of an intense NIR laser pulse with its weak and perpendicularly
polarized second harmonic field [67]. By measuring the emitted harmonic spectrum as a function of the relative delay between the two-color components, the authors have been able to extract the time required by the electron to tunnel ionize. The contribution from two molecular orbitals (highest occupied molecular orbital (HOMO) and HOMO-2) has been identified and a precise estimation of the relative ionization delays has been obtained. This result is particularly important, since it underlines the capability of independently accessing the single steps of the generation process, and it opens new perspectives in the investigation of multi electron contributions in the framework of strong-field tunneling ionization.

Since the harmonic spectrum originates from the interference between the recolliding electron wavepacket and the parent orbital, it also encodes detailed information on the electronic structure of the target. This property of the HHG process was successfully used to both probe multi electron rearrangements induced by strong field ionization [68–70], and to tomographically reconstruct molecular orbitals. The first experiment of molecular tomography was proposed and demonstrated in 2004, with the retrieval of the HOMO of N2 [15]. In 2011 a generalization of the tomographic technique based on a self-referencing approach has allowed the tomographic reconstruction of a more complex molecule, namely CO2 [17], and afterwards it has been successfully extended to other molecules including N2O and acetylene [71].

Most of the HHS experiments rely on the alignment/orientation of the molecular ensemble with respect to the driving laser polarization axis, this aspect constitutes one of the major limitations of the technique which has been extensively applied only to small (and often linear) molecules. Recently, the encouraging results obtained by Cireasa and co-workers for chiral molecules have opened new important perspectives for the extension of HHS to bio-relevant molecules [72]. In this experiment, HHG was performed in randomly oriented chiral molecules (epoxypropane and fenchone) to probe chiral interactions on the sub-femtosecond timescale. In order to obtain an extended HHG spectrum from such low-IP molecules, an IR laser (1.8 μm) was used to drive the generation process. The harmonic spectrum was measured as a function of the ellipticity $\epsilon$ of the driving field. In achiral species, the HHG yield maximizes for $\epsilon = 0$ and it decays in a symmetric way as $\epsilon$ increases: this strong dependence of HHG on ellipticity is due to the lateral displacement acquired by the liberated electron which eventually misses the parent ion. In contrast, HHG in chiral molecules shows an asymmetric dependence on $\epsilon$ (elliptical dichroism). Figure 9 shows the value of $\epsilon$ which provides the maximum signal for each harmonic order (maximizing ellipticity) for epoxypropane (panel (a)) and fenchone (panel (b)). Red (blue) traces correspond to $S$- ($R$-) enantiomers while the gray line shows a non-chiral reference (xenon). As can be seen from this figure, the dependence is essentially flat for fenchone, while it exhibits a complex dependence for epoxypropane with a maximum/minimum for harmonic 41. In order to understand this result, the contribution to the harmonic emission from different channels needs to be considered: direct channels (ionization from and recombination with the same state) or cross-channels (recombination with a different state). Cross-channels involve magnetic dipole transitions and are inherently enantioselective. The measurement performed in epoxypropane indicates the presence of a destructive interference leading to strong suppression of the signal coming from the direct channels at harmonic 41, with a corresponding enhancement of the chiral signal coming from the cross-channels. On the other hand, in fenchone (a large polyatomic molecule) lots of cationic states are involved and large dipoles lead to substantial population transfer between the electronic states. As a result, the signal from chiral-sensitive cross-channels is comparable to that from the direct channels and destructive interference between specific channels is not needed to reveal the chiral signal. This enantiomer-sensitive method of chiral HHG could open new and important perspectives in understanding the role of the electronic dynamics in the light-induced chiral response, which is of fundamental importance in a number of chemical and biological processes. As mentioned above, HHS has been proposed as an alternative technique to attosecond photoelectron/ion spectroscopy for tracking in real time the ultrafast hole dynamics induced by sudden ionization of molecules. Compared to the method described in section 3.2, HHS intrinsically provides higher time resolution, as the electron recollision process is used as a probe for the charge dynamics.

![Figure 9. Maximizing ellipticity as a function of the harmonic order for epoxypropane (a) and fenchone (b), where red and blue traces correspond to $S$- and $R$-enantiomers, respectively. The gray line represents the non-chiral reference. Reprinted from [72] with permission. Copyright © 2015, Rights Managed by Nature Publishing Group.](image-url)
On the other hand, charge migration along the molecular backbone can only be evidenced in the harmonic spectrum for aligned and oriented molecules, thus limiting the number of molecular species which can be investigated. The first experiment based on HHS capable of capturing sub-fs charge migration in a polyatomic linear molecule (iodoacetylene) has been recently reported by Kraus et al.\[^{[51]}\]. In this experiment, the control over the spatial orientation of the molecule was exploited to separately reconstruct quasi-field-free charge migration and laser-driven charge migration. The measurement of both amplitudes and phases of high-harmonic emission from the oriented ensemble at multiple driving wavelengths (800 and 1300 nm) allowed two different mechanisms occurring in the iodoacetylene cation after strong field ionization to be distinguished. Figure 10 shows a schematic of the different charge migration processes initiated in the molecule: in the case of laser polarization perpendicular to the molecular axis (panel (b)), strong-field ionization by infrared photons (red arrows) prepares a superposition of two electronic states ($\tilde{\chi}$ and $\tilde{\alpha}$) whose evolution is encoded in the high-harmonic emission (violet arrows) at the instant of recombination. Since the superposition of two electronic states creates a charge beating with a periodicity which corresponds to the energy separation between the two states (1.85 fs), in this case a quasi-field-free charge migration between the iodine and acetylene side of the molecule was observed. On the other hand, a laser field polarized parallel to the molecular axis induces a strong population transfer between the two electronic states (panel (c)) and charge migration can be controlled by changing the driving field wavelength (laser-driven charge migration). These important results suggest that laser control could be further refined in the future to steer the hole migration to a particular site of the molecule to induce a desired chemical reaction.

4. Techniques for the production of biomolecules in the gas phase

The study of complex molecules isolated in the gas phase, particularly those of biological interest, is highly desirable even if this is not the environment in which they are normally found. In vacuo, the whole molecule, or sub-structures thereof, can be studied free from the influence of the environment allowing its intrinsic properties to be deduced via a bottom-up approach. This also is a convenient template for comparison with theoretical models which are more tractable if the molecule can be treated on its own. From a more practical point of view, if XUV light (with a penetration depth of around 100 nm in water) is used as a pump or probe and the outcome is interrogated via ion or electron spectroscopy, then the molecules must be in the gas phase or at a vacuum interface.

4.1. Vaporization/desorption methods

Generating usable gas phase densities of large labile molecules is not straightforward as sublimation rates are often too low at temperatures below which thermal decomposition occurs. Simple heating of a sample is sufficient for smaller stable molecules like some amino acids and DNA bases, particularly if the time for which the molecules possess high internal temperatures is limited. For example molecules can be produced from a heated oven and then entrained into a...
supersonic gas expansion to form a molecular beam (see [73] for a recent example).

The jet is formed by expansion of a high pressure rare gas into vacuum via a pulsed valve to produce an internally cold gas. Sample molecules are dragged into the flow via collisions with the gas, reducing their vibrational and rotational energies in the process. It is more difficult to pick-up and cool larger molecules as they have a greater internal energy and lower cooling rate so that a heavier carrier gas such as Xe may be required [74]. More efficient pick-up occurs if the molecules are evaporated into a channel coupled to the nozzle exit than for an open arrangement [75, 76]. This increases the production of clusters which may not be desirable, particularly if only the isolated molecules are being studied.

In the last 30 years alternatives to simple heating for liberating molecules in the gas phase have been developed which have enabled a range of species to be produced in ionic or neutral form. The most striking advances have been the development of electrospray ionization (ESI) and matrix-assisted laser desorption and ionization (MALDI) from which macromolecules like proteins can be produced as protonated or de-protonated ions. Since these are readily coupled to mass analyzers, this has revolutionized mass spectrometry of biological species, for which Tanaka [77] and Fenn [78] were awarded the Nobel Prize for Chemistry in 2002.

In ESI a strong electric field is applied between the tip of a capillary containing a solution of the biomolecule and an extraction electrode. This field produces a spray of highly charged droplets containing the solvent and sample. The droplets shrink in size through Coulomb explosion and solvent evaporation until only isolated ions remain. The main advantage of ESI is that it is a very soft ionization method but the ion densities are generally too low for studies of ultrafast molecular dynamics. However, a few groups have recently used ESI to trap and cool biomolecules ions to produce sufficiently high number densities for pump-probe measurements (see for example [79–82]).

When the photon sources are weaker or it is desirable to study the behavior of a molecule without the influence of mobile protons, then dense plumes of neutral species are required. A recent alternative to oven based evaporation sources is aerosol thermodesorption. Initially the molecule is embedded in a nanosized aerosol particle (typically water) produced by ejection of a solution from an atomizer mixed with a carrier gas. Colliding this nanoparticle beam with a thermodesorber heated to 100°C or more produces a plume of intact molecules in the interaction region [83]. Alternatively, a laser can be used to evaporate the solvent from the droplets [84] or even from liquid jets [85].

The dominant technique for producing dense neutral targets of labile molecules uses some form of laser desorption. The first experiments on laser desorption were conducted in the mid-1960s [86, 87], which progressed to the point where large biomolecules (up to $10^6$ u) could be produced by end of the 1980s [88]. Laser desorption is effective since the wavelength can be tuned to be preferentially absorbed by a substrate or matrix to which the sample is adsorbed or mixed. By using nanosecond laser pulses, extremely high heating rates of up to $10^{12}$ K s$^{-1}$ can be achieved giving brief transient temperature rises of a few thousand K.

Although the energy barriers for molecular decomposition/dissociation might be lower than those associated with desorption, the desorption rate can still be higher. Due to the transient temperature increase and the immobility of the molecule, fewer reaction coordinates for dissociation can be accessed compared to those for desorption. Therefore the pre-exponential frequency factor in the Arrhenius rate equation is much higher for desorption than dissociation as it is entropically more favorable [89, 90]

\[
k_{\text{des}} = \left[ \theta \right]_{\text{ads}} \nu_{\text{des}} \exp\left( -\frac{E_{\text{des}}}{kT} \right),
\]

\[
k_{\text{dis}} = \left[ \theta \right]_{\text{ads}} \nu_{\text{dis}} \exp\left( -\frac{E_{\text{dis}}}{kT} \right),
\]

where $[\theta]_{\text{ads}}$ is the number of adsorbed molecules, $\nu$ is the frequency factor, $E$ is the energy barrier to reaction, and $T$ is the temperature of the surface. For temperatures at which $k_{\text{des}}$ is sufficiently high for experiments, $k_{\text{des}}/k_{\text{dis}}$ can still be much greater than 1 even if $E_{\text{des}} > E_{\text{dis}}$, as long as $\nu_{\text{des}} \gg \nu_{\text{dis}}$. Therefore laser desorption has been successfully employed to generate a wide range of molecules in the gas phase for a variety of absorbing co-materials either used as a substrate or matrix. Graphite is a commonly used substrate as it absorbs strongly at all wavelengths and is a good heat conductor. Other substrates used include metals, porous silicon [91], or nanopatterned surfaces [92]. Although the molecule may not directly absorb the light, the ablation of material from the surface necessarily results in contamination of the plume which can preclude photoelectron spectroscopy experiments. It is also necessary to immediately cool the hot molecules in a gas jet. To ensure efficient pickup by the jet and reduce the interval between desorption and cooling, the sample is placed as close to the exit of a pulsed valve without disrupting the flow characteristics. After skimming of the beam, the efficiency with which material is transported to the interaction region is only of the order of $10^{-6}$, but given that large amounts can be desorbed per laser shot this technique has been developed by a number of groups [93–99].

More efficient transfer of laser energy into the desorption process can be obtained with the use of a matrix. Graphite powder and the biomolecule under study can be mixed in a 1:1 ratio and hydraulically pressed into a pellet which is used as the target. This increases the available sample improving the longevity and the shot-to-shot reproducibility [75, 76]. For MALDI the matrix typically has a UV chromophore which absorbs at the wavelength of a N$_2$ (337 nm) or Nd:YAG (3rd harmonic, 355 nm) laser. The sample and matrix are dissolved in a solvent and then co-crystalized on a substrate. The process by which the sample is ablated from the surface and subsequently charged remains a topic of debate [100, 101]. While MALDI is primarily used to generate ions for mass spectrometers, the proportion of ions to neutrals is low (less than $10^{-4}$ [102]) meaning there is a substantial density of neutrals which could potentially be used as a molecular target [103].
Direct laser irradiation of the sample is unsuitable for experiments where a pure molecular target is needed. Cleaner plumes and gentler desorption can be produced by employing LIAD since the sample is not directly irradiated with this technique. The sample is dried or pressed onto a metal foil with a thickness of around 10 μm and the opposite side of this foil is irradiated with a nanosecond laser to liberate a plume of molecules from the foil. While this technique was first demonstrated in 1985 [104], its adoption has been slow due to the need in most cases for post-ionization to detect the molecules [105, 106], but more recently there has been a revival of interest (see for example [63, 107–112]). There remains a lack of understanding of the desorption mechanism, although the intense acoustic wave generated by the rapid expansion of the irradiated foil is believed to be responsible. However, the velocity of the foil surface is much lower than that needed to initiate a direct shake-off mechanism [109]. Desorption from the surface also occurs well after the acoustic wave has dissipated and it is not clear how the acoustic frequencies (up to $10^{11}$ Hz) can disrupt adsorption bonds with much higher frequencies ($10^{12}$–$10^{13}$ Hz).

Heating of the foil by the laser, both during each laser pulse and from the average over multiple pulses cannot be ruled out. This seems to be supported by observations that the liberated molecules are quite hot [63] and for the most part only desorption of relatively stable molecules has appeared in the literature. Zinovev et al [113] conclude that LIAD is actually a misnomer and desorption is most likely due to the thermal and mechanical stresses between the sample and foil.

Typical intensities used for desorption are between $10^{9}$–$10^{10}$ W cm$^{-2}$, but recent tests by the current authors have shown that the energy deposited per unit area appears to be a more critical parameter. Using pulses of 100 ps duration with energies a factor of 10 lower than typical, but with intensities up to $10^{11}$ W cm$^{-2}$, did not produce any desorption. Surprisingly a CW laser has proved capable of producing molecular targets for a range of samples such as amino acids, the green fluorescent protein chromophore, and DNA nucleosides [49, 50, 114–116]. A schematic of the experimental set-up is shown in figure 11.

Since use of a CW can only produce heating, this process is more accurately described as laser induced thermal desorption (LITD). The molecules produced by LITD appear less susceptible to decomposition than molecules produced from an oven. This may be due to the fact there is a short time between evaporation from the surface and transport to the interaction region, whereas in an oven the molecules may go through several cycles of evaporation and condensation before being liberated.

To date neither LIAD nor LITD have been coupled to a gas jet immediately after desorption. Irrespective of the exact desorption mechanism, this would enable the excess energy in the molecules to be removed which would substantially improve their stability. This could allow much larger species to be produced without the contamination of substrate or matrix material which is unavoidable for direct laser desorption.

4.2. Molecular conformer selection

While cooling in a gas jet allows intact molecules to be transported to the interaction region with low internal energy, there will be a distribution of structural isomers due to rapid cooling into local minima in the potential energy landscape. As described in the next section, these structural variations can result in substantial change in the molecular dynamics so that observations are an incoherent average of the conformational distribution. Therefore, if charge migration experiments are to be fully investigated in the future and compared with the most accurate theoretical models, then techniques for selecting specific conformers of complex molecules will need to be applied.

While conformers are challenging to distinguish, small differences in their physical properties can be exploited to select specific conformers from an ensemble. For instance, geometrical changes give different collisional cross sections which can be used in ion mobility spectrometry to separate conformers in a drift tube. In principle current techniques which combine ESI and ion traps could be augmented with an ion mobility spectrometer to create conformationally selected bunches of ionic molecules. These methods have already been used to study photoisomerization reactions [117], but creating sufficient densities for pump-probe studies would be very challenging.

Alternatively spectroscopic differences in the vibrational spectrum could be exploited. These arise from changes in the position and strength of intramolecular H-bonding which alters the vibrational structure within electronic absorption bands of chromophores. For instance the absorption peaks in the spectra of aromatic amino acid conformers differ by around 1–10 meV [118–120]. Therefore, a tuneable ultra-violet laser pulse with a duration of a few picoseconds could be used to selectively excite a specific conformer. An ultra-short pump pulse with photon energy below the ionization energy would then be able to ionize this excited state to
launch an electronic wavepacket in the cation of a distinct conformer.

The technique which is currently at the most advanced stage of development is separation of conformers with different permanent electric dipole moments. If a molecular beam is passed through an inhomogeneous electric field \( E \), the force on each conformer \( F = \mu (e) \sum e \) is proportional to the effective dipole moment \( \mu (e) \) which is determined by the particular quantum state populated for each conformer. To populate only the lowest rotational states of the molecule and reduce the transverse momentum, cooling down to 1 K is necessary. Using an AC electric field produced in a multipole electrode arrangement, the molecular beam can be focussed strongly so that only the conformer with the weakest dipole moment is transmitted [121, 122]. Alternatively, using an inhomogeneous DC field to deflect the beam, conformers can be spatially separated. With this arrangement, separation of the cis and trans isomers of aminophenol and fluorophenol has been achieved where the dipole moments differ by more than one Debye [123, 124]. For more complex molecules of interest for charge migration experiments, a greater number of conformers will make selection more difficult. For example, in phenylalanine at least six conformers are likely to have significant populations in a molecular beam. Three of these have dipole moments around 1.5 D with the others close to 6 D [125]. So while narrowing of the conformational distribution is currently possible, individual conformer selection will remain a challenging task for some years to come.

5. Theoretical models for the description of electron dynamics in bio-relevant molecules

The rapid developments in attosecond technology has resulted in an increasing number of gas-phase experiments on atoms [126–129] and hydrogen molecules [11, 130, 131], where attosecond control of electron dynamics has been attained. The interaction of these targets with ultrashort pulses has been relatively well understood by means of \textit{ab initio} methods whose accuracy allows the prediction of unforeseen phenomena and the design of novel experimental applications such as those based on XUV-pump/XUV-probe schemes [19, 132]. A time-resolved picture of molecular electronic dynamics in biologically relevant molecules, or equivalently, obtaining a reliable representation of electronic wave packets evolving in these systems on the few-femtosecond or sub-femtosecond time scales, is the first step to understand relaxation and fragmentation dynamics, and therefore to achieve attosecond control of biologically relevant processes [133]. However, a theoretical description of the correlated motion of electrons and nuclei that follows ionization by attosecond pulses is still challenging even for the \( \text{H}_2 \) molecule [134, 135], and out of reach for many-electron polyatomic molecules. Among the most promising approaches, we could mention recent extensions of the multi-configurational time-dependent Hartree–Fock method [136–141]. The most recent progress towards its implementation have enabled the description of photoionization events incorporating the nuclear degrees of freedom beyond the Born–Oppenheimer approximation, although it is only computationally affordable in the treatment of diatomic molecules [142–144]. Even in the framework of frozen nuclei, reliable theoretical tools for the description of electron dynamics in large molecules such amino acids are still scarce.

The investigation of ultrafast phenomena triggered after ionizing gas-phase biomolecules faces a number of major challenges [6, 132, 145]: (i) description of the electronic structure (potential energy surfaces, electronic dipole elements, etc. of an N-electron system) for both the neutral and resulting molecular ion, (ii) a realistic representation of the electronic wave packet upon photoionization, in other words, accurate evaluation of the ionization amplitudes, (iii) identification of the observables that are relevant for a given experimental measurement and (iv) inclusion of nuclear degrees of freedom and the coupling with the electronic motion. Besides these critical points, there are countless issues that remain open, as for instance, the effect of the ejected electron in the observed dynamics. One would expect it to be only important at short times, say for a few hundreds of attoseconds, which is the estimated time that one electron would take to escape from the molecular potential and effectively leave a \((N–1)\)-electron target behind. However, more sophisticated approaches are required to definitively disregard, for instance, many-body effects which are already known to induce decoherence in the hole wave packet in specific cases as shown in atomic photoionization [146].

To face challenge (i), i.e., the description of electronic structure of large molecules, one can make use of a large variety of existing quantum chemistry packages, which provide accurate electronic energies and structural information [147–156]. Restricted to the description of bound states, they can provide, e.g., accurate transition dipole moments for radiation-induced excitation processes, magnetic properties, or analytical gradients and non-adiabatic couplings to explore molecular relaxation phenomena. Among the available tools employed in recent works to explore laser-induced processes in biomolecules are those based on density function theory (DFT) [148–150, 154] and the post-Hartree–Fock methods [147, 150, 152–155]. On the one hand, DFT methods make use of the electronic density to reformulate the \( N \)-electron problem into a one-electron problem, leading to a good compromise between accuracy and computational effort. Standard DFT methods go beyond the Hartree–Fock approach because they include electron correlation, still by means of a single Slater determinant, through exchange-correlation functionals that have been shown to provide accurate descriptions for the electronic ground states of many-electron systems. In practice, because of the use of a single Slater determinant, DFT methods are usually limited to the description of singly excited electron states. On the other hand, the so-called post-Hartree–Fock methods are based on configuration interaction approaches, in which the wave function is represented as a combination of several Slater determinants explicitly including electron correlation, which is mandatory to describe phenomena where more than one active electron is involved (double excitations, Auger decay
processes following inner-shell ionization) [157] or processes involving relaxation pathways through states with a multi-reference character, such that conical intersections. It is worth stressing that, despite their complexity, these academic or commercial quantum packages, either based on DFT or post-Hartree–Fock methods, are restricted to the description of bound or excited molecular states. Additional work is thus necessary to obtain, for instance, core-hole states or electronic continuum states to compute reliable photoionization amplitudes for large molecules. In spite of these limitations, in particular, the impossibility to describe ionization, theoretical calculations performed more than fifteen years ago by Cederbaum and co-workers were already able to predict and describe charge migration phenomena in ionized biomolecules by using artificially prepared initial electronic wave packets [1, 2]. Their results showed that charge migration occurs in a few femtoseconds, a result that has been confirmed experimentally a few years later [48, 49]. The short time required by the charge to migrate from one side of the molecule to the other, suggested that nuclear motion, not included in those simulations, could indeed be ignored. By using the same methodology, charge migration has been investigated over the years, from small amino acids such as glycine [158, 159] to larger molecules containing aromatic rings [59]. In these works, time propagation of the electronic wave packet was performed by using a Green’s function method, the so called non-Dyson ADC(3) (algebraic diagrammatic construction) approach [4]. In 2006, Remacle and Levine used DFT to estimate charge migration times within a tetrapeptide (1.5 fs) [3], in reasonable agreement with the previous findings. Again, there was no explicit evaluation of the continuum states and the dynamics in the cation was treated as in the previous works.

The calculations described above demonstrated that electron correlation can drive pure electron dynamics in the sub-femtosecond time scale. However, as we will see below, ionization by attosecond pulses can also lead to electron wave packets that evolve in a similar time scale without the need for electron correlation. For this, an accurate description of the ionization step is required (challenge (ii) mentioned above). Since this is a crucial aspect to fully understand electron dynamics induced by attosecond pulses, we will devote a few pages to describe in some detail how ionization was accounted for in those early approaches. In those works, ionization was described by just removing an electron from a specific molecular orbital of the neutral biomolecule (sudden ionization). In other words, the electronic state describing the molecular cation was built by creating a Koopmans hole (a hole in a ground state Hartree–Fock orbital). In this approach, the ionization process is assumed to be very fast, so that the remaining electrons are still described by the unrelaxed HF orbitals, i.e., ionization is completed before relaxation and correlation takes place in the cation. Therefore, the resulting hole state is not a stationary state of the cation, but a linear combination of cationic eigenstates, which then evolve with time. The hole generated in this way moves across the molecular chain inducing a site-selective reactivity related to charge localization in a particular site of the molecule. When ionization is induced by attosecond pulses, which are associated with broad-band distributions covering a few tens of eV, the induced dynamics is very different, since electrons are removed from several molecular orbitals of the neutral molecule, not just one. As in the previous case, one creates a non-stationary state of the parent ion that will evolve in time, however, at variance with that case, a realistic description of the coherent superposition of cationic states created by the attosecond pulse requires the accurate evaluation of the ionization amplitudes, i.e., of the molecular continuum states. Efforts towards extending available quantum chemistry packages to describe ionization are currently under development [49, 50, 57, 133, 160]. These approaches seek to solve the actual scattering problem associated with having electrons in the continuum, although in their current form, such continuum electrons are simply described by Coulomb functions. These are the exact continuum wave functions of the hydrogen atom and, therefore, they do not describe the multi center character of the molecular potential nor the effect of the remaining electrons. Nevertheless, in spite of its simplicity, this is a significant step forward compared to methods based on the Dyson norm [161, 162], which results from projecting the initial state of the neutral molecule onto the final cationic states (in some way, the early methods described in [1, 3] belong to this category). Indeed, although a very small Dyson norm is almost always associated to a very small ionization probability, the opposite is not necessarily true, since large Dyson norms can be associated with small transition dipole matrix elements. More sophisticated approaches that go beyond the use of Coulomb functions, solve the scattering equations by assuming a HF-like description of the system [163, 164] of make use of the Kohn variational principle [165–167], however they are only feasible for diatomics or small polyatomics.

The first theoretical calculation of an actual electronic wave packet resulting from ionization of a large molecule with an attosecond pulse was reported in 2014 for the case of the phenylalanine molecule [49]. The wave packet was built from ionization amplitudes resulting from the solution of the actual scattering equations in the framework of the static exchange DFT method developed by Decleva and collaborators [168]. As previously discussed, single-active electron methods as DFT are reasonable for valence-shell ionization, as long as shake-up/shake-off processes are not important, i.e. provided that excitation-ionization processes, where one electron is ejected while a second electron is promoted into an excited state, play a minor role. This is the case when electrons are mainly ionized from the outer valence shells, as in the work reported in [49]. The static exchange DFT methodology had already been shown to provide accurate photoionization cross sections for both small and large molecules irradiated with synchrotron radiation [169–173]. Recent extensions of this method include the computation of a time-dependent electron density, which was achieved through the implementation of first-order time-dependent perturbation theory expressions [49, 50]. More details will be given below.

The third important issue mentioned above (challenge (iii)) is to identify the relevant observables. The time
evolution of the electron density in the parent ion is the property that is evaluated in most theoretical works reported above. However, it is not obvious to relate this property with observables measured in real experiments: electron and ion yields, absorption spectra, mass spectra, electron and ion angular distributions, etc. In this respect, there has been already an attempt to go beyond analyzes based on the electron density and to provide molecular-frame photoelectron angular distributions that can be directly compared with the measured ones [174]. However, the comparison suffers from limitations in the description of the electronic continuum, which is represented by orthogonalized plane waves.

Finally, inclusion of the nuclear dynamics and its coupling to electron dynamics (challenge (iv) above) may have a significant effect, since it can induce decoherence in the charge migration process [132]. As it has been explained, most works have assumed that prompt ionization by an attosecond pulse leads to charge migration preceding any nuclear rearrangement and have explored the problem within the fixed-nuclei approximation. In this framework, results were expected to be reliable in an interval covering the first tens of femtoseconds [1–3, 49, 174–176]. Only very recently, a few theoretical works have been able to account for the nuclear motion at different levels of approximation [51, 57, 177–179]. For instance, Robb and collaborators [178] have implemented a semiclassical approach, by using the Ehrenfest method in combination with a CASSCF formalism, to show that nuclear motion may have a more important effect than previously anticipated. In particular, they have studied the variation of the dipole moment in glycine and Gly-Gly-NH-CH₃ generated by an ad hoc coherent superposition of two electronic states around a conical intersection. Their results show that coherence of such electronic wave packet only survives for a few femtoseconds. Attosecond charge migration has also been observed from high-harmonic generation experiments on iodoacetylene [51]. Theoretical modeling of these experiments has included the effect of the nuclear motion through the so-called nuclear autocorrelation function, which is given by the Franck–Condor overlap between the ground vibrational state of the neutral molecule and the time-evolved NVP in the cation. In [57, 177], nuclear motion is included by performing an average, over all normal modes, of several hole propagations at different fixed-nuclei geometries. They found that electron dynamics triggered in the benzene cation [177] survives more than 10 fs, confirming that hole migration is still visible in the presence of nuclear motion. In [57] the outcome is however quite distinct, since they found that the interaction of PAHs with XUV pulses launches an electron dynamics involving excited cationic states that undergo a fast relaxation, shorter than the typical vibrational periods, due to non-adiabatic couplings through conical intersections. Nuclear motion can thus play a critical role in some specific cases, depending on the states involved (inner or valence-hole states, doubly excited states, etc.) and how they are accessed upon excitation or ionization with light. In particular, calculations reported to explore charge migration in phenylalanine [49, 50] were carried out within the fixed-nuclei approximation and they are in very good agreement with the experimental data. The shortest estimated vibrational period in this molecule is around three times larger than the period of the measured electronic fluctuations, in agreement with the above-mentioned findings for glycine or benzene. Finally, it is worth mentioning that there is work in progress to include nuclear motion in a fully quantum mechanical manner. This has been already done in the framework of the static exchange DFT method within the Born–Oppenheimer approximation for diatomics [180–183] as well as for small polyatomics in processes where the nuclear degrees of freedom can be reduced to a single mode (usually the symmetric stretching) [184–186]. However, near-future attempts to include nuclear motion in biomolecules will be likely restricted to semiclassical approaches.

5.1. Static-exchange DFT formalism

The static exchange DFT approach was developed by Decleva and collaborators over the last decade. The original method, designed to work within the fixed-nuclei approximation, is given in detail in [168–170, 187, 188]. For this reason, only the essentials are reviewed here. In brief, the key idea is to use the Kohn–Sham DFT formalism to describe the ground state and to obtain the corresponding Kohn–Sham density of the neutral molecule. The latter is then used as the electron interaction term in a new hamiltonian that will be diagonalized by writing the continuum electron wave function in a numerical basis and imposing the proper boundary conditions of the multichannel scattering problem that defines molecular photoionization.

Firstly, a standard DFT calculation is performed to obtain the ground state of the neutral molecule, using the LB94 or the LDA functional to include exchange and correlation effects [189]. The Kohn–Sham orbitals for the ground state and the electron density are expressed in terms of Slater type orbitals (STOs) and are later rewritten as a function of B-spline basis functions. In the traditional linear combination of atomic orbitals expansions, STOs or Gaussian type orbitals are employed. Their suitability to describe bound states comes from the fast convergence by using relatively reduced basis sets. However, linear dependencies are well-known to appear for the computation of unbound states and even for bound excited states if there is a large overlap between expansions in different centers. The use of piecewise polynomials, such as B-spline functions, solves these problems and allows for a good description of electrons in the continuum, at the cost of a slower convergence for the bound states.

For illustrative purposes, the Kohn–Sham orbitals computed for the amino acid phenylalanine are plotted in figure 12. The figure only shows the orbitals that are accessible by the experimental attosecond pulses described in previous sections. The orbitals correspond to the most stable conformer at the experimental temperature in [49, 50], after geometry optimization at the DFT/B3LYP [190, 191] level with a 6-311+g(3df, 2p) basis set and using as initial guess the optimized geometries reported in [125, 192, 193] (calculations were performed by using the quantum chemistry package Gaussian09 [155]). The orbitals were then computed...
with the Amsterdam density functional package [148, 194] using the LB94 functional.

The continuum states are then built by promoting one electron from a bound spin orbital $\phi_i$ to a continuum orbital $\phi_{\text{dlm}}$ with kinetic energy $\varepsilon$ and angular quantum numbers $l$ and $m$.

$$\Psi_{\text{acdlm}}(x_1, x_2, \ldots, x_n) = |\phi_1 \phi_2 \ldots \phi_{l-1} \phi_{\text{dlm}} \phi_{l+1} \ldots \phi_{lmax}|.$$  \hspace{1cm} (1)

Bound and continuum orbitals are evaluated using symmetry-adapted products of B-spline functions for the radial components and spherical harmonics for the angular part. To improve convergence, a multi-centric basis set of B-splines is defined, with symmetry-adapted linear combinations of real spherical harmonics with origin over different positions in the molecule: (i) A large one-center expansion (OCE) over the center of mass of the molecule provides an accurate description of the long-range behavior of the continuum states. (ii) Small expansions, called off-centers (OCs), located over the non-equivalent nuclei, complement the OCE. The OC sets efficiently describe the Kato cusps at the nuclear positions, giving an accurate description of the bound states even for relatively low angular expansions in the OCE. The basis set elements may be written in the multi-centric basis as

$$\xi_{\text{nlh}\lambda\mu}^p = \sum_{q \in \Lambda_p} \frac{1}{r_q} R_n^p(r_q) \sum_m b_{\text{nlh}\lambda\mu}^m Y_{\text{lm}}(\theta_q, \phi_q) X_{\text{h}\lambda\mu}(\theta_q, \phi_q),$$  \hspace{1cm} (2)

where $\Lambda_p$ represents a shell of equivalent centers ($p = 0$ refers to the OCE), $q$ runs over the centers in the shell, $n$ is the index that runs over the B-spline functions $R_n^p$, $\lambda\mu$ are the indexes of the irreducible representation (see [168]), $h$ runs over the angular functions constructed as linear combinations of real spherical harmonics associated to a fixed angular quantum number $l$, and the coefficients $b_{\text{nlh}\lambda\mu}^m$ are determined by symmetry defining the so called symmetry-adapted spherical harmonics $X_{\text{h}\lambda\mu}^p$, which transform according to the irreducible representations under the symmetry operations of a given point group. In each center $q$, the B-spline expansion reaches a maximum value $R_{0\text{max}}^p$, which can be different for non-equivalent centers. A large value of $R_{0\text{max}}^p$ is required in the OCE in order to provide a good description of the oscillatory behavior of the continuum states. One can control the overlap between the basis elements, avoiding running into linear dependences, by keeping small OC expansions ($R_{0\text{max}}^p \approx 1$ a.u.) since the Kato cusps are usually well localized at the atomic positions. Angular expansions are truncated so $l$ takes values up to a maximum $l_{\text{max}}^p$, which can also be different for the non-equivalent centers. In general, one can keep small values of $l_{\text{max}}$ in the OCs to complement the OCE in the description of the bound states, but a large angular expansion is usually required in the OCE, especially in the case of complex molecules and for the evaluation of continuum states with high kinetic energy.

The diagonalization of the Hamiltonian matrix generated from the DFT density leads to a complete orthogonal set including both bound and continuum orbitals. The latter are obtained through the Galerkin approach described in [196]. In this approach the continuum function does not vanish at the end of the box and it can be obtained for any specific energy $E$ chosen a priori as a solution of the secular eigenvalue problem (see [170, 195, 196]), relative to the smallest eigenvalues

$$(H - ES)e = ae.$$  \hspace{1cm} (3)

The correct normalization for the continuum states, i.e. imposing the proper scattering boundary condition, is then obtained by fitting the numerical solutions to proper linear

\[Figure 12. Occupied Kohn–Sham orbitals of the phenylalanine molecules obtained using the LB94 functional in a basis set of B-spline functions as explained in the text.\]
combinations of regular and irregular asymptotic (Coulomb) functions at the outer radius.

The laser-molecule interaction is then treated within the dipole approximation and evaluated in the length gauge, \( m = \sum_{i=1}^{N} q_i E_i \), where \( m \) is the dipole operator and \( E_i \) the electromagnetic field. In our description of the wave function, the residual ion remains frozen (static-exchange approximation), which reduces the evaluation of the dipole transition element, \( \langle \Psi_{\alpha \text{clm}}(\mathbf{x}) | \mu_{\epsilon} | \Psi_{0}(\mathbf{x}) \rangle \), to the calculation of the coupling between the bound orbital where the electron is taken from \( \phi_\alpha \) and the continuum orbital where it is promoted, \( \phi_{\text{clm}} \), with \( \epsilon \) being the polarization direction of the field. The total photoionization cross sections are simply defined, within the first-order perturbation theory, as proportional to the square of the dipole transition element:

\[
\sigma_{\alpha \epsilon}(\epsilon) = \frac{4\pi^2 e^2}{h \epsilon} \sum_{\text{lm}} |\langle \Psi_{\alpha \text{clm}}(\mathbf{x}) | \epsilon \cdot \mu_{\epsilon} | \Psi_{0}(\mathbf{x}) \rangle|^2.
\]

Note that for randomly oriented molecules, one computes \( \sigma_{\alpha \epsilon} \) for three orthogonal directions of the polarization vector of the field and then average the results incoherently.

The photoionization cross sections of the phenylalanine molecule obtained with this method are given in figure 13 as a function of photon energy. Numerical details are given in [49, 50]. The different cross sections, averaged over all molecular orientations, correspond to electron emission from the molecular orbitals shown in figure 12.

In figure 13, we can already see that by simply using monochromatic light, electrons can be ejected from a number of different orbitals. For instance, upon absorption of a photon of 17 eV, electrons can be ejected from the orbitals A23–A44. At 19 eV, photoionization from A21 and A22 is also open, and so on. If we irradiate the molecule with the broad energy bandwidth of an ultrashort pulse, this enables the possibility of having electrons ejected with the same energy but leaving behind different ionic states, which is the origin of the coherences observed in the electron dynamics of the cation. In the figure, the energy distribution of the experimental pulse described in section 3.2 and plotted in figure 8 is included in the background. The energetics for the neutral, the cation and the dication is depicted in figure 14. The pulse distribution is also included, as well as all the cationic states that are accessible for the energies within the pulse bandwidth.

### 5.2. Hole migration dynamics

One must solve the TDSE to obtain the \( N \)-electron wave function that defines the evolution of the system after the interaction with the pulsed radiation. This can be done by expanding the time dependent wave function in the basis of eigenstates of the isolated molecule of equation (3):

\[
\Phi(\mathbf{r}_h, \ldots, \mathbf{r}_N, t) = c_0(t) e^{-iE_0 \epsilon t} \Psi_{0}(\mathbf{r}_1, \ldots, \mathbf{r}_N),
\]

\[
+ \sum_{\text{clm}} \int c_{\text{clm}}(t) e^{-iE_{\text{clm}} \epsilon t} \Psi_{\text{clm}}(\mathbf{r}_h, \ldots, \mathbf{r}_N, \epsilon) d\epsilon,
\]

where \( \Psi_{0}(\mathbf{r}_1, \ldots, \mathbf{r}_N) \) is the ground state of the molecule and \( \Psi_{\text{clm}}(\mathbf{r}_1, \ldots, \mathbf{r}_N, \epsilon) \) the electronic continuum states. The wave function depends on the ionic state \( \alpha \) created after removing an electron from the \( \alpha \) orbital, on the angular momentum of the ejected electron associated to the \( \alpha \) channel, \( \text{lm} \), and on
the electron energy, \( \varepsilon \). For the time propagation, the continuum states are normalized to build an orthonormal basis set of eigenstates such that:

\[
\int |e^{+}\rangle |a_{\text{cont}}^{+}\rangle \text{d}e = 1. 
\]  

The initial conditions are given by \( c_0(t) = 1 \) and \( e_{\text{cont}}(t) = 0 \), which represent the fact that before the interaction with the laser pulse \( (t \leq 0) \) the molecule is in its ground state. Once the action of the electromagnetic field is turned off, the expansion coefficients are given by the products of the transition amplitudes right at the end of the pulse, \( c_1(t = T) \), and the stationary phases of the corresponding eigenstate, \( c_1(t) = c_1(T) \cdot \exp[-iE_0(t - T)] \).

Attosecond pulses used in current experiments are very weak, thus one can make use of first-order time-dependent perturbation theory to evaluate the ionization amplitudes. In this framework, they are given by the product of the dipole transition matrix element, \( \langle \Psi_{\text{ion}} | e \cdot \mu | \Psi_0 \rangle \) and the Fourier transform of the pulse:

\[
e_{\text{cont}}(T) = -i \langle \Psi_{\text{ion}} | e \cdot \mu | \Psi_0 \rangle \int_{-\infty}^{\infty} E(t) e^{i(E_0 + \varepsilon - E_0)t} \text{d}t. 
\]  

The pulse can be written as

\[
E(t) = \begin{cases} 
A(t) \sin(\phi + \omega t) & t \in [0, T] \\
0 & \text{elsewhere,}
\end{cases}
\]  

where \( \varepsilon \) is the polarization vector, \( A(t) \) is the pulse envelope, which accounts for its finite duration, \( T, \phi \) is the carrier-envelope phase (CEP) and \( \omega \) is the carrier frequency. Higher order terms are only necessary if the carrier frequency is not constant, for instance with chirped pulses. The Fourier transform of equation (9) can be then written as \( E(\omega) = \int_0^T e^{-i\omega t}E(t)dt \) and gives the frequency and phase distribution of the pulse. Attosecond pulses produced in the laboratory usually contain some chirp, which is often unknown. They also have a rather complicated spectral shape, which is often known. For these reasons, in order to study the dynamics triggered by attosecond pulses, it is convenient to use the experimental energy distribution \( |E(\omega)| \), like those shown in figures 13 and 14. In the absence of more information, most calculations are performed by assuming a zero CEP and a constant phase, \( \theta = \text{arg}(E(\omega)) = c \), in the frequency domain.

In order to depict the charge migration phenomena triggered upon photoionization, the most extended approach is to compute the electron density of the created hole. As discussed

\[\text{Figure 14. Energy level diagram containing all the states of singly charged phenylalanine populated by the XUV pulse, whose energy distribution is included as a shadowed area in the axis bar, all the states of doubly charged phenylalanine and those for the system doubly charged immonium + neutral carboxyl.}\]
in previous sections, one can assume that the photoelectron is ejected very rapidly, within a few hundreds of attoseconds, and that the interaction of this photoelectron with the ion left behind is weak. Under these circumstances, one can assume that the ejected electron and the remaining cation are completely decoupled, so that one can restrict the study of the wave packet dynamics to the $N-1$-electron system. Although this approximation implies neglecting explicitly multi-body effects upon photoionization [146], we will see below that a substantial part of the observed dynamics is the result of coherences between cationic states associated with electrons ejected with the same energy.

The time-dependent electronic density of the isolated $(N-1)$-electron ion at a given time $t$ after the end of the pulse, $\rho_{\mathrm{ion}}^{N-1}(r_1, r_2, ..., r_{N-1}; t)$, is obtained by projecting the $N$-electron wave function defined in equation (5) onto the continuum orbitals $\phi_{\alpha \text{clm}}$ and integrating over electron energy

$$
\rho_{\text{ion}}^{N-1}(r_1, r_2, ..., r_{N-1}; t) = \sum_{\text{clm}} \int \left[ (\phi^\ast(r_1, ..., r_N, t) | \phi_{\alpha \text{clm}}(r_N) ) | r_1 \right] \times \Phi(r_1, ..., r_N, t),
$$

where the brackets indicate integration over $r_N$. The one-particle density matrix is defined as usual

$$
\rho_{\text{ion}}(r, t) = (N-1) \int \rho_{\text{ion}}^{N-1}(r_1, r_2, ..., r_{N-1}; t) \times dr_2, ..., dr_{N-1},
$$

which gives

$$
\rho_{\text{ion}}(r, t) = \sum_{\alpha} \left[ \sum_{\alpha' \neq \alpha} \gamma_{\alpha \alpha'}^{(\text{ion})} \right] \varphi_{\alpha}^2(r) - \sum_{\alpha} \sum_{\alpha' \neq \alpha} \gamma_{\alpha \alpha'}^{(\text{ion})} e^{-i(E_\alpha - E_{\alpha'}) t} \varphi_{\alpha}(r) \varphi_{\alpha'}^\ast(r),
$$

where

$$
\gamma_{\alpha \alpha'}^{(\text{ion})} = \sum_{lm} c_{\alpha \text{clm}}(T)c_{\alpha' \text{clm}}^\ast(T) d\varepsilon.
$$

The electron density of the neutral molecule does not depend on time in a perturbative approach and is simply given by the sum of the squares of the Kohn–Sham orbitals, $\rho_{\text{neutral}}(r) = \sum_{\alpha} \varphi_{\alpha}^2(r)$. The hole density can then be defined as the difference between the electron density of the neutral and the cation, $\rho_{\text{hole}}(r, t) = \rho_{\text{neutral}}(r) - \rho_{\text{ion}}(r, t)$, thus also depending on time, and can be expressed in terms of the reduced density matrix of the ion as:

$$
\rho_{\text{hole}}(r, t) = \sum_{\alpha} \left[ 1 - \sum_{\alpha' \neq \alpha} \gamma_{\alpha \alpha'}^{(\text{ion})} \right] \varphi_{\alpha}^2(r) + \sum_{\alpha} \sum_{\alpha' \neq \alpha} \gamma_{\alpha \alpha'}^{(\text{ion})} e^{-i(E_\alpha - E_{\alpha'}) t} \varphi_{\alpha}(r) \varphi_{\alpha'}^\ast(r).
$$

At any time, one can numerically verify that $\int \rho_{\text{neutral}}(r) dr = N$, $\int \rho_{\text{ion}}(r, t) dr = N - 1$ and $\int \rho_{\text{hole}}(r, t) dr = 1$. Note that the non-diagonal terms in the above expression of the reduced density matrix are non-zero only because the $c_{\alpha \text{clm}}$ and $c_{\alpha' \text{clm}}$ coefficients have a non-zero value over a large interval of electron energy $\varepsilon$, which makes them overlap in energy. In other words, because the bandwidth of the pulse is larger than the energy separation between different cationic states. For long enough pulses, the above coefficients will have zero overlap in energy and therefore the hole dynamics will be washed out. In general, equations (13) and (14) show that the hole dynamics depends on the pulse characteristics (through the Fourier transform of the pulse), the dipole transition matrix elements (or equivalently the cross sections given in (4) and shown in figure 13) and the orbitals coming into play. In the case of the phenylalanine molecule discussed in previous sections, very delocalized orbitals are involved in the photoionization induced by an ultrafast pulse with the broad bandwidth shown in figure 13. From this figure, we can already expect a non-zero probability of ejecting electrons from any of the 32 orbitals accordingly labeled in figures 12 and 13. The resulting hole is thus expected to be distributed all over the full skeleton of the amino acid as we can see in the snapshots shown in figure 15, where we plot the hole density defined in equation (14) referenced to its average value in time. One can already see charge fluctuations occurring within a few femtoseconds.

The experimental data on phenylalanine and similar amino acids shown in figure 6 in section 3.2 capture the dynamical processes occurring in a temporal scale from a few to tens of femtoseconds, which was already interpreted as the possible signature of ultrafast electron transfer inside the molecule [48]. However, for an accurate study of the electron wave-packet dynamics in the outer-valence molecular orbitals, relevant to most chemical and biological systems, attosecond resolution in the measured observables was required (see [49] and figure 8). In contrast with the vast majority of previous theoretical works and predictions [1, 3, 145, 178], the observed dynamics was not that of a localized hole, but that resulting from the complex wave packet generated by the attosecond pulse. The evolution of such wave packet, resulting from the theoretical calculations described above, is shown in figure 15. From the shown snapshots, it is hard to extract the periodicity of the charge migration events. Therefore, for a better comparison with the experiment, the propagation was extended to longer times in order to later perform a Fourier transform of the signal around a particular atomic center, e.g., around the nitrogen atom. The result is the frequency spectrum shown in the upper panel of figure 16. Looking at figure 14, one might think that most open channels (32 cationic states are energetically open) should be involved in the observed dynamics (since the corresponding ionization cross sections given in figure 13 are similar). However, the frequency spectrum that one would obtain by including all cationic states with identical weights would be that shown in the lower panel of figure 16, which looks like a frequency continuum spectrum rather than a discrete one containing only a few frequencies. This results confirm that a realistic description of the electron dynamics launched by an ultrashort pulse can only be achieved by using the proper ionization amplitudes. Notice that we have focused on the fluctuations around the amino group to compare with the rapid oscillations found in the measured immonium yields in figure 8. This choice was partly consequence of the analysis reported in [48], but also the result of theoretical simulations.
showing that the largest fluctuations are associated to the amino group (see figure 17). In principle one could expect that similar frequency beatings should also show up around other atomic centers of the molecule and, as shown by the Fourier spectra given in figure 17, this is indeed the case. However, there are only two centers leading to significant periodic signals (i.e., large Fourier components): nitrogen and the double bonded oxygen. Since the experiment is capturing immonium fragments, which implies the loss of the carboxyl group, it is thus reasonable to assign the observed beatings to charge fluctuations around the nitrogen atom, since those on the double bonded oxygen atom will be washed out during the separation of the carboxyl group from the rest of the molecule (the immonium dication).

Finally, despite the good agreement obtained for the measured and calculated beating frequencies on the nitrogen atom, it is not clear that similar arguments can be applied to other molecules. Indeed, the experimental observable is the yield of doubly charged immonium ions as a function of the time delay between the XUV attosecond pump and the IR probe, not the time evolution of the density itself. Ideally one should make a direct comparison between theory and experiment for the same observable (challenge (iii) discussed above), namely the immonium yield. Unfortunately, theory is not yet capable of giving a realistic description of the effect of the IR probe pulse nor the subsequent dissociation of the molecular dication after interaction with the IR probe pulse. Thus, one must assume that the dynamics induced by the pump pulse in
6. Conclusions

Scientists are currently pushing the frontiers of attosecond science towards the investigation of electron dynamics in targets of increasing complexity such as biomolecules. The first experimental evidence of charge migration triggered by XUV attosecond pulses in an amino acid has been achieved, and tremendous progress has been made in the theoretical modeling of ultrafast dynamics. Future studies will benefit from the significant developments that are currently taking place in attosecond laser technology (for example at the new European facility ELI-ALPS [197]); on one hand the availability of XUV pulses with higher photon flux (μJ-level) will allow for increasing the time resolution of the experiments by using an XUV-pump XUV-probe scheme; on the other hand, higher-repetition rate sources (hundreds kHz) will open the door to the investigation of even more complex biomolecular targets, which are typically produced in the gas phase with very low density. The disclosure of the role of electrons in the photo-chemistry of bio-relevant molecules will play a key role for understanding, and perhaps even controlling, a number of ultrafast processes of fundamental importance in photo-chemistry and photo-biology.
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