Air pollution modelling in urban environment based on a priori and reconstructed data
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Abstract. This paper presents preliminary results of the effectiveness analysis of an air quality forecasting system for the city of Novosibirsk with replenishment of the missing information on emission sources by solving an inverse problem with urban monitoring network data. In solving the inverse problem, a priori information about the location and mode of the sources is used. To simulate concentration distributions, the WRF-Chem model is used, and a simplified model of chemical transport is applied to solving the inverse problem. These models are offline coupled in a hybrid forecast system in order to improve the initial information about the spatial distribution of emission intensity and air quality forecast, respectively. The results of numerical experiments and their analysis are presented. The influence of an urban parameterization on the results of the forecast is shown.

1. Introduction

Numerical methods of forecasting air pollution in cities are promising, intensively developing, and a relevant direction in meteorology and environmental protection. The range of negative influence of trace gases of anthropogenic origin on human health is rather wide (see, for example, [1]). Modern numerical weather prediction models which include the component of gases and aerosols distribution and transformation take into account a variety of a priori information that affects the prediction quality.

The meteorological regime of an urban agglomeration has differences from that of the natural environment. The urban environment can contribute to the accumulation of harmful impurities [2]. Usually, mesoscale weather prediction models do not include a detailed description of the processes of urban canyon circulation. Therefore, a class of urban canopy models was created to describe the urban processes and the influence of human activity on the city climatic conditions [3]. These parameterizations require specification of the parameters related to the classification of urban areas;
building size and location; surface characteristics; the percentage fraction of artificial constructions, natural landscape and vegetation.

When simulating the pollutant distribution in an urban agglomeration, clarification of the emissions (location of sources and intensity of their emissions) is of paramount importance [4][5][6]. Global and regional emission bases contain averaged data with a resolution of up to \(0.1^\circ \times 0.1^\circ\). The information included in these bases does not always correspond to the fact, which leads to significant discrepancies when comparing the modeling results with measurement data. Another source for emission correction is annual reviews of the state and pollution of the environment which often contain outdated, averaged, or approximate information.

Real-time pollution information is obtained from stations of urban air quality monitoring. These data can be used to determine the location and intensity of actual emission sources and restore the missing information by solving an inverse problem based on an appropriate mathematical model of chemical transport which binds the emission source functions with the pollutant concentration fields [7]. The accuracy of the solution also depends on \textit{a priori} data on the location of emission sources and their temporal characteristics.

This study deals with the issue of preparing \textit{a priori} and forecast information to solve the inverse problem of recovering the intensity of SO\textsubscript{2} emission sources for the city of Novosibirsk. The impact of urban parameterization on meteorological characteristics is studied. The results of the SO\textsubscript{2} distribution obtained by simulation with recovered data of emissions in the passive tracer mode are compared with those obtained from the EDGAR database. The results of simulation for urban and non-urban modeling scenarios are compared.

2. Description and configuration of the models

Offline coupling of the models was used in this study, including a chemical transport model developed at ICM&MG SB RAS within an Inverse Modeling and Data Assimilation Framework (IMDAF) and the open source WRF model with the Chem component [8]. The WRF model was used to calculate the meteorological elements (wind speed components, diffusion coefficients) required to assign the coefficients for the chemical transport model and also to build a retrospective forecast of the pollutant concentration field distribution based on the data on emission sources recovered by solving the inverse problem using the IMDAF model.

The calculations were carried out for two domains. The first domain (D1) had a horizontal grid step of 1380 m and included 30 vertical levels up to a level of 50 hPa. The second nested domain (D2) represented the Novosibirsk agglomeration and was limited to coordinates 54.75 - 55.16 °N. 82.66 - 83.37 °E. (99 x 99 points) with a horizontal grid step of 460 m and contained 30 vertical levels to a level of 50 hPa. To calculate the nested domain D2, we used the downscaling scheme "1-way nesting". The average height of the first model level corresponds to a height of 28.7 m from the Earth’s surface. An adaptive time step was used for the computational experiments. The minimum step was chosen equal to 1 second, and the maximum step was up to 20 seconds.

The following parameterizations of the physical processes were used: cloud microphysics [9]; long-wave radiation [10]; short-wave radiation [11]; boundary layer [12]; surface layer [13]; and soil layer [14]. For calculations involving the urban canopy model UCM [15], the following parameterizations were used: cloud microphysics [16] and boundary layer [17]. The WRF versions 3.5.1 and 3.8.1 were used.

The initial and boundary conditions for the fields of meteorological values were specified using data of the FNL model (NCEP, global analysis data) with a time step of 6 hours and a horizontal resolution of 0.5 degrees to calculate the first "coarse" domain D1. The initial and boundary conditions for the fields of chemical substances were set to zero.

3. Urban parameters

The sensitivity of the WRF modeling results and the IMDAF inverse problem results to the influence of inclusion of the single-level urban canopy model (SLUCM), as well as to a change of some of its
parameters and a priori data was studied. The SLUCM describes the processes of thermal and radiation balance by using a priori information of the urban area classification, building height, building materials (for roofs and walls) and their empirical characteristics (roughness, heat capacity, reflectivity, and emissivity). A significant parameter is the percentage of artificial structures and natural vegetation for each model cell [3]. Thus, simulation of the effect of urban agglomeration on the meteorological characteristics, as well as on the gas and aerosol distribution, requires obtaining some static parameters for the whole domain or for each model cell. For this, the georeferenced data of the OpenStreetMap project (OSM) [18] were processed.

The categories of urban land use [15] and non-urban categories have been updated (Figure 1) using the IGBP classification [19]. The categories were updated into the WRF initial data file. Analysis of intersection of geo-objects with the cell geometry was made for each model cell. The fraction of non-urban categories was taken as the area of intersection of the object category geometry and the model cell. The total area of artificial constructions presented the urban fraction (Figure 2), and the total area of natural objects was given for the vegetation fraction.

The OSM includes a large number of classified land use objects in accordance with the CORINE land cover classes for the Novosibirsk agglomeration region. A dictionary of correspondence of OSM objects to the WRF table land cover classes [20] was created.

![Figure 1. Land use categories obtained by processing OSM data for domain D2.](image1)

![Figure 2. Urban fraction obtained by processing OSM data for domain D2.](image2)

The parameters of the three urban categories were obtained using OSM data: the size and location of buildings, their deviations from the average. The albedo values were corrected based on measurement data [21] in accordance with the season of the model experiment. The roughness length values for each of the land classes were updated in accordance with the recommendations [22]. The roughness parameter value was set at 0.75 meters for the category of artificial structures.

4. Emission source reconstruction method

4.1. A priori transport traffic information

The IMDAF model uses information on the location of emission sources and their temporal characteristics. All sources for the experiments were divided into sources with constant intensity (CHP, boiler house emission rates are considered constant for simplicity) and sources with variable intensity (transport). All sources are considered as point sources. The grid of the D2 WRF domain coincides with the horizontal IMDAF domain. The location of CHP and boiler plant sources (triangular markers in Figure 3) was selected as the nearest node to the coordinates of the object. The archive of information accumulated from Yandex Static API [23] was used to obtain the location of transport sources on the grid D2 WRF domain (green square symbols in Figure 4) and their temporal
characteristics. The data provided by the service is a raster image generated from georeferenced data and processed traffic information on the road sections.

The average values of the relative number of pixels of road traffic were obtained from the series of half-hour data from the Yandex Static API for 2015-2018. The values corresponding to Sunday, Monday, Tuesday, and Wednesday of each week of July were used for this traffic intensity factor. The resulting coefficient was used to solve the inverse source problem with the IMDAF.

4.2. Inverse source problem solution algorithm

Let there be a uniform temporal grid with the step size $\Delta t$ and spatial grids:

$$
\omega_x = \left\{ \{ x_j \}_{j=1}^N \mid 0 = x_1 < \ldots < x_j < \ldots < x_N = X \right\},
$$

$$
\omega_y = \left\{ \{ y_j \}_{j=1}^N \mid 0 = y_1 < \ldots < y_j < \ldots < y_N = Y \right\}.
$$

On the grid there is the discretized model

$$
\phi^k = \{ \varphi_i(x_i, y_j) \}_{i,j=1}^N,
$$

$$
\frac{\phi^k - \phi^{k-1}}{\Delta t} = L \phi^k + F^k + \psi^k, \quad k = 2, \ldots, N_t,
$$

where $\phi^k$ is the state function, $\varphi_0$ is the initial condition, $F$ is the aggregate of the boundary conditions, and $f$ is the source function. Let the solution of the direct problem be the solution of (1), (2) with given initial $\varphi_0$ and boundary conditions and the source $f$. In the inverse problem, $f$ is unknown, instead there are $M$ concentration measurements $\mathcal{T} = \{ \{ t_m \}_{m=1}^M \}$ at the grid points $\{(x_m, \theta_m)\}_{m=1}^M \subset \omega_x \times \omega_y$:

$$
\varphi(x_m, \theta_m) = I_m + \delta I_m.
$$

By means of the adjoint problems, we can connect the state function to the source $f$:

$$
\sum_{k=2}^N \langle f^k, \psi^k \rangle \Delta t = \sum_{k=2}^N \langle \phi^k [f] - \phi^k [0], h^k \rangle,
$$

where $\psi^k$ is the solution of the adjoint problem

$$
\psi^k = 0, \quad k = N_t + 1,
$$

$$
\frac{\psi^k - \psi^{k+1}}{\Delta t} = (L^*)^k \psi^k + h^k, \quad k = 2, \ldots, N_t,
$$

and $^*$ denotes the operation of taking the adjoint with respect to the scalar product

$$
\langle a, b \rangle = \sum_{i,j} a_{ij} b_{ij} \delta x_i \delta y_j, \quad \delta x_i = \begin{cases} \Delta x / 2, & i = 1 \\ \Delta x, & 1 < i < N \end{cases}, \quad \delta y_j = \begin{cases} \Delta y / 2, & j = 1 \\ \Delta y, & 1 < j < N \end{cases}.
$$

Let us denote the adjoint problem solution by $\psi[h]$. With the help of the scalar product we can rewrite the measurement data in the form

$$
\sum_{k=2}^N \langle \phi^k, \delta(i - \tilde{i}_m, j - \tilde{j}_m, k - \tilde{k}_m) \rangle = \phi^k_{w,m} = I_m, \quad m = 1, \ldots, M, \quad \delta(i - \tilde{i}, j - \tilde{j}, k - \tilde{k}) = \frac{\delta x_i \delta y_j}{\delta x_i \delta y_j} \delta_{ii} \delta_{jj} \delta_{kk}.
$$
where \( \left\{ \left( \tilde{i}_m, \tilde{j}_m, \tilde{k}_m \right) \right\}_{m=1}^M \) are the indices of the grid points with the coordinates \( \left\{ \left( \chi_m, \theta_m \right) \right\}_{m=1}^M \). Let

\[
\psi_m := \psi[\delta(\cdots, -\tilde{i}_m, \cdots, -\tilde{j}_m, \cdots)], \quad m = 1, \ldots, M.
\]

With these adjoint functions, we have the system of \( M \) equations

\[
\sum_{k=2}^{N} \left\{ f_k, \psi_m^k \right\} \Delta t = I_m - \sum_{k=2}^{N} \left\{ \phi_k, \delta(\cdots, -\tilde{i}_m, j - \tilde{j}_m, k - \tilde{k}_m) \right\} = \bar{T}_m, \quad m = 1, \ldots, M. \tag{4}
\]

To incorporate the \textit{a priori} information on the sources in the inverse problem solution, we use the following parameterization of \( f \) :

\[
f^k_{ij} = \sum_{s=1}^{S} q_{s} \delta(i - \tilde{i}_s, j - \tilde{j}_s) + \sum_{r=1}^{R} q_{r} Q(t^r) \delta(i - \tilde{i}_r, j - \tilde{j}_r), \quad \delta(i - \tilde{T}, j - \tilde{J}) = \frac{\delta_{x} q_{x} \delta_{y} q_{y}}{\delta x_{\tilde{Y}}, \delta y_{\tilde{Y}}}, \quad \delta_{ij} = \begin{cases} 1, i = j \\ 0, i \neq j \end{cases}
\]

\[\text{Figure 3. Emission distribution: green squares are transport emission points, triangles are CHPs, rhombuses are observation stations.}\]

\[\text{Figure 4. Recovered power of emissions for preset time. Grey fields denote EDGAR scenario; red, orange, and green markers are Sol-1, Sol-2, and Sol-3 scenarios, respectively. The centers of markers correspond to point source locations and the radius of a marker is proportional to the source power.}\]

If we put the parameterization of \( f \) with the unknown \( \left\{ q_{s} \right\}_{s=1}^{S} \) into (4), we obtain the matrix equation

\[
S\bar{q} = \bar{T}, \quad S_{ss} = \begin{cases} 
\sum_{k=2}^{N} \left\{ \psi_m^k, \delta(\cdots, -\tilde{i}_m, \cdots, -\tilde{j}_m) \right\} \Delta t, \quad 1 \leq s \leq N \\
\sum_{k=2}^{N} Q(t^k) \left\{ \psi_m^k, \delta(\cdots, -\tilde{i}_m, \cdots, -\tilde{j}_m) \right\} \Delta t, \quad N + 1 \leq s \leq N + \bar{N}
\end{cases}
\]

To obtain a generalized solution we use the misfit cost functional and its gradient:

\[
J(\bar{q}) = \| S\bar{q} - \bar{T} \|^2, \quad \nabla J(\bar{q}) = 2S^T (S\bar{q} - \bar{T}).
\]
The exponential parameterization and the corresponding cost functional are used to obtain the nonnegative solution:

\[ q_s = e^{\beta_s}, \quad \beta_s \in \mathbb{R}, \quad s=1, \ldots, N + \bar{N}, \quad e^\beta = \left[ e^{\beta_1}, \ldots, e^{\beta_{N+\bar{N}}} \right]^T, \]

\[ J^*(\beta) = J(e^\beta), \quad \nabla J^*(\beta) = \text{diag}(e^\beta) \nabla J(e^\beta). \]

If \( \bar{\beta}^* \) is the minimum point of \( J^*(\beta) \), we consider \( q_s = e^{\beta_s}, \quad s=1, \ldots, N + \bar{N} \) as the solution of the inverse source problem.

### 4.3. Model validation

The results of the SO2 forecast were initially compared on a test set of emissions, since two different models, the WRF and the IMDAF 2D direct problem, were used in the numerical experiments. The inverse problem solution algorithm requires multiple solutions of the adjoint equations for the transport model. To make the source reconstruction algorithm computationally feasible, we use a simplified 2D model for the inverse problem solution. The question is how the results of the IMDAF 2D simulation could be compared with the results of the 3D WRF model. Table 1 shows the relative norm deviation between the solutions obtained at different model time intervals from the calculation start:

\[ e_{\text{IMDAF vs WRF}} = \left\| \phi_{\text{IMDAF}} - \phi_{\text{WRF}} \right\|_{L_2(\omega_x \times \omega_y \times \omega_z)} / \left\| \phi_{\text{IMDAF}} \right\|_{L_2(\omega_x \times \omega_y \times \omega_z)}, \]

where \( \phi_{\text{IMDAF}} \) is the IMDAF model solution, and \( \phi_{\text{WRF}} \) is the WRF-Chem model solution corresponding to the rows of Table 1. In the first row, the \( \phi_{\text{WRF}} \) fields were vertically averaged from the 0th to 7th levels and normalized to the mean height of 0-7 layers. Table 1 also shows the WRF-Chem solution at the 0th level, and the WRF-Chem solution at the 1st level. An analysis of the obtained prognostic concentrations shows that the IMDAF model qualitatively reproduces the time behavior of the averaged SO2 concentration obtained by the more complex WRF-Chem model. Probably the IMDAF has the best match when compared with the WRF data averaged over the vertical levels, because the same averaging procedure was used to set parameters from the WRF to the IMDAF. Note that the concentration maxima in the IMDAF model occur earlier than in the WRF-Chem model.

**Table 1.** Time-averaged normalized difference between solutions of IMDAF direct problem and WRF-Chem model

| Forecast interval, h | 0-6 | 06-12 | 12-18 | 18-24 | 24-30 | 30-36 | 36-42 | 42-48 | 48-54 | 54-60 | 60-66 | 66-72 | 0-72 |
|---------------------|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|------|
| WRF 0-7 level       | 0.34| 0.38  | 0.26  | 0.32  | 0.69  | 0.29  | 0.42  | 0.48  | 0.39  | 0.21  | 0.56  | 0.42  | 0.39  |
| WRF 0 level         | 0.41| 0.32  | 0.90  | 1.83  | 0.03  | 0.40  | 0.21  | 0.44  | 0.38  | 0.47  | 2.75  | 2.23  | 0.86  |
| WRF 1 level         | 0.35| 0.31  | 0.33  | 0.72  | 2.14  | 0.37  | 0.22  | 0.12  | 0.36  | 0.24  | 0.81  | 1.32  | 0.47  |

### 4.4. Emission reconstruction scheme

The horizontal wind components and the diffusion coefficients preliminarily calculated by the WRF model are used to solve the IMDAF inverse problem. The *a priori* information prepared for the IMDAF solutions is described in Section 4.1. The calculations were made from 00:00 UTC on July 13 to 00:00 UTC on July 17, 2008 to prepare the coefficient files and model concentration fields.
The IMDAF inverse problem solution for the case of given *a priori* information and measurement data was used for preparing the emission sets on the WRF D2 domain grid. The WRF scenario based on these emission data was compared with the scenario based on the EDGAR emissions. The results of the simulations were compared with the measurement data for the assessment of the quality of these emission sets.

Two ways of defining emission data were used. The initial definition was made by using the PREPCHM utility and the EDGAR global database v4.2 for 2008 [25]. In the first case, unchanged EDGAR emissions were used in the calculations of the WRF-Chem (to compare the simulation results of the developed composite system (Figure 5) with the results of the WRF-Chem modeling based on standard EDGAR emissions). In the second case, the EDGAR emissions in the resulting files were replaced with new values according to the emissions reconstructed by the IMDAF inverse problem solution. To harmonize the dimension of the emission sources used in the WRF-Chem and IMDAF models, an assumption on the regular distribution of the emission source power over the grid cell and its constancy in time for one hour was made. Thus, the first value from the time-dependent IMDAF values during each 1-hour period was selected. The emission rate of the IMDAF model has a dimension of kg/(m³·sec) and, therefore, the coefficient \( c = 10^6 \cdot 3600 / M \) was used for the transition to WRF-Chem emissions, where \( M = 64.066 \) g / moll is the molecular mass of SO2.

### 5. Numerical experiments for different WRF scenarios

A numerical experiment was performed for the period from 00:00 UTC on July 13 to 00:00 UTC on July 16, 2008. The dates were used because a relatively well-defined database of measurements could be obtained for this period. The first model day was used to adjust the model, and the subsequent ones were used to obtain the estimates.

The influence of urban parameterization on simulating the surface air temperature at the 2-meter level was studied. For the analysis, the observations of synoptic stations entering the domain D2 were used. The inclusion of the urban parameterization in the WRF version 3.5.1 corrected the daily maximums opposed to the calculation without the urban specificity. However, the night temperatures were significantly underestimated for the station inside the urban area, both as compared to the observations and to the calculation without urban parameterization. Also, the simulation of the WRF version 3.8.1 with the same parameters for the urban model was made. In this version, the influence of latent anthropogenic heat fluxes was taken into account (the default values were used). The result has shown more accurate values for the daytime maximum relative to the observational data in comparison with the calculation without urban parameterization. The night temperatures were similar to non-urban ones and were underestimated by an average of 2 degrees. The night temperatures modeled by the WRF-Urban 3.8.1 did not have an additional error as in the simulations with the WRF-Urban 3.5.1.

The measurement data from 00:00 UTC on July 13 to 00:00 UTC on July 17, 2008 collected at 5 stations (marked by rhombuses in Figures 3 and 4) of the Center for Environmental Monitoring of the...
West Siberian Hydrometeorological Service were used for estimations in the emission rate recovery scheme. The measured substances are dust, sulfur dioxide, carbon monoxide, nitrogen dioxide, nitrogen oxide, benzopyrene, hydrogen sulphide, phenol, soot, hydrogen fluoride, ammonia, formaldehyde, and metals in the atmosphere. Measurements of the SO2 concentration for each station (the local time measurement mode was 07:00, 13:00, and 19:00) were used in the present study.

The numerical experiment included four scenarios for simulating the SO2 distribution. In three scenarios, emission data were obtained from the IMDAF inverse problem. To prepare the IMDAF coefficients, the WRF simulations were carried out with various combinations of default and implemented land use categories, as well as different physical parameterizations.

The list of scenarios is as follows:

- EDGAR: emissions from the global EDGAR database, USGS land use categories, and parameterizations [9][12] were used;
- Sol-1: recovery of emissions by the IMDAF solution, USGS land use categories, and parameterizations [9][12] were used;
- Sol-2: recovery of emissions by the IMDAF solution, land use categories from OSM data and parameterizations [16][17] were used, urban parameterization was turned off; and
- Sol-3: recovery of emissions by the IMDAF, land use categories from OSM data and parameterizations [16][17] were used, urban parameterization was turned on.

Figure 4 shows the EDGAR emissions (grey square areas). The source power in the case of EDGAR is indicated by the shading intensity for each model cell that falls within these areas. Red and yellow circles and green hexagons correspond to the power recoveries of Sol-1, Sol-2, and Sol-3, respectively. The centers of the markers correspond to the point source locations, and the radius of the marker is proportional to the source power. In terms of the total emission power for the whole domain D2 per year, the values are: EDGAR: 0.68 KT, Sol-1: 2.62 KT, Sol-2: 1.76 KT, and Sol-3: 2.38 KT. According to [26], the total power of SO2 emissions for Novosibirsk in 2008 was 42.6 KT.

**Table 2. Comparison of simulation results with measurement data at observation station grid nodes**

| Station index | EDGAR | Sol-1 | Sol-2 | Sol-3 | Averaged measurements |
|---------------|-------|-------|-------|-------|-----------------------|
|               | WRF   | IMDAF | WRF   | IMDAF | WRF   | IMDAF | WRF   | IMDAF | µg/m³   |
| 1             | 0.08  | -0.05 | 0.11  | 0.43  | 0.34  | 0.52  | 0.24  | 0.57  |          |
| 19            | -1.70 | -1.41 | -0.85 | -0.23 | 0.17  | 1.00  | 0.24  | 2.14  |          |
| 26            | -0.63 | -0.34 | -0.48 | -0.27 | -0.39 | -0.14 | -0.49 | 1.14  |          |
| 49            | -4.00 | -3.49 | -1.91 | -3.27 | -2.17 | -2.77 | -1.96 | 4.29  |          |
| 54            | -0.64 | 0.01  | -0.70 | -0.40 | -0.82 | -0.20 | -0.59 | 1.00  |          |

Table 2 lists the results of comparison of the SO2 values calculated by the WRF-Chem and by the direct problem of the IMDAF for the four scenarios. The same emissions for both the WRF-Chem and IMDAF direct problem simulations are used. The average bias between the measured and calculated SO2 values at particular measurement time points is given for the coordinates of stations at grid nodes of the domain D2 (IMDAF) and spatially-averaged by the 25 closest grid points (WRF). The spatial averaging was not performed for the IMDAF, since the IMDAF solutions are fitted to the measurements. The comparison was performed for the SO2 values averaged over 0 to 7 vertical WRF levels and those of the direct IMDAF problem. We use the averaged vertical SO2 concentrations in the WRF estimates, since similar averaging of the meteorological quantities is used in the emission reconstruction scheme and in solving the direct IMDAF problem.

An analysis of the Table shows significantly underestimated concentrations for the EDGAR and Sol-1 scenarios for station indexes 19, 26, and 49 where the average values are at least 1 µg / m³ of
SO2 in a three-day period. It can be explained by wrongly estimated emission intensity (Sol-1) and wrong location of the sources for these scenarios. Figure 4 demonstrates that the EDGAR has a larger number of emission grid points than the other scenarios, but with comparable total intensity. In the WRF model scenarios from Sol-1 to Sol-3, a trend to rising of the SO2 level at the observation points is obtained. The WRF solutions in the Sol-3 scenario are most realistic for forecasting air pollution close to the grid cells which contain the observation stations. Significant differences between the values of the scenario results and observations are due to a rare observation network both by number of stations and measurements per day. The mismatches between the results of the IMDAF and WRF may be due to the time shifts of the IMDAF concentration maxima relative to those of the WRF.

6. Conclusions

An offline coupled forecasting system consisting of a chemical transport model, IMDAF, and the open source WRF model with a Chem component was implemented with the purpose to improve air quality forecasts in the absence of operational information on emission sources. The system includes calculations and preparation of the meteorological elements produced by the WRF, data of an air quality monitoring system and a priori information about the location and the temporal behaviour of emission sources. These data are used by the IMDAF to assign the source parameters for the chemical transport model. The solution of the inverse IMDAF problem is utilized to build emission sets in the WRF simulations of the pollutant concentration in a passive tracer mode. Various physical parameterizations, including additional urban data in the WRF simulations, were tested in the full cycle of the forecasting system. One iteration of the assimilation cycle of the city air pollution monitoring data with a three-day assimilation window was presented.

In the above scenarios, where the WRF Single-Moment 6-Class cloud schemes and Mellor, Jamada, Yanyic boundary layer parameterization schemes were used, the recovered emission intensity is more plausibly distributed over the CHPs sources. Using an urban parameterization in the WRF simulations reduces the simulation underestimation at the grid points with observations.

Due to the complexity of the inventory of all Novosibirsk agglomeration emission sources, the use of a larger number of measurement stations, mobile monitoring, and an inventory of the location and type of the sources can improve the quality of the forecast.
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