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Van-Phuc Bui*, Trinh Van Chien†, Eva Lagunas*, Joël Grotz†, Symeon Chatzinotas*, and Björn Ottersten*  
*Interdisciplinary Centre for Security, Reliability and Trust (SnT), University of Luxembourg, Luxembourg  
†School of Information and Communication Technology, Hanoi University of Science and Technology, Vietnam  
†SES Engineering, Luxembourg, Luxembourg

Abstract—For multi-beam high throughput (MB-HTS) geostationary (GEO) satellite networks, the congestion appears when user’s demands cannot be fully satisfied. This paper boosts the system performance by formulating and solving the power allocation strategies under the congestion control to admit users. A new multi-objective optimization is formulated to balance the sum data throughput and the satisfied user set. After that, we come up with two different solutions, which efficiently tackle the multi-objective maximization problem: The model-based solution utilizes the weighted sum method to enhance the number of demand-satisfied users, whilst the supervised learning solution offers a low-computational complexity design by inheriting optimization structures as continuous mappings. Simulation results verify that our solutions effectively cope with the congestion and outperforms the data throughput demand than the other previous works.

I. INTRODUCTION

An effective solution giving high-speed broadband data throughput to users has been recorded in multi-beam high throughput satellite (MB-HTS) networks, applicable for a large area that is inaccessible or under-served locations by the terrestrial systems [1]. Related works in the literature related to precoded MB-HTS have been observed, while many of them including the data throughput constraints regarding the minimum throughput for the users’ weakest channel conditions [2]. To guarantee the individual data throughput demand, the work in [3] studied an optimal design in a multi-beam satellite system via using an alternating optimization method. In spite of data throughput improved along the iterative procedure, the proposed solution in [3] has the high computational complexity and low channel rate because the max-min fairness optimization can not ensure an acceptable data throughput to all the users in a large-scale system. Linear precoding as regularized zero-forcing (RZF) or zero-forcing (ZF) has manifested the high sum throughput with a low cost in MB-HTS networks [4]. Nonetheless, the previous works are all based on non-empty feasible regions to ensure the existence of a solution. For a complicated network serving many users with divergent data throughput, only one user having very weak channel condition due to obstacles or the high requested QoS might be sufficient to make the optimization problem infeasible under limited radio resources.
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The potentialities of machine learning has approved in designing data-driven solutions for challenging problems in data analysis and wireless communications thanks to the exploitation of neural networks [5], [6]. In particular, the difficulties from the NP-hardness of different beam hopping were effectively tackled with a machine learning-based solution giving a high accuracy in [5]. For the resource allocation in satellite communications, e.g., the power controls, the work in [7] minimized the total transmit power consumption with respect to the data throughput requirements for multi-beam satellite network without using a precoding technique. Note that the above related works only optimized the single objectives without the congestion issues, where one or several users may be not served with their demands and making conflicts to the remaining users.

In this paper, we investigate a new category of multi-objective problems operating formulated for the MB-HTS GEO networks. The objective is to maximize the number of demand-satisfied users and the sum data throughput. By deploying the weighted sum method, a general model-based solution converts the multi-objective problem in the original form to a corresponding single-objective problem by balancing between the two utility metrics. Via exploiting the low-computational complexity of the linear beamforming methods, we can, therefore, design low-cost algorithms for the considered MB-HTS systems by altering the general model-based solution. To bring the framework closer to real time resource allocation, we further develop a data-driven solution where a supervised learning scheme is utilized to train a neural network and then predicting the transmit power assigned to the users and the demand-satisfied set as well. Our proposed algorithms are testified by a satellite beam-pattern from the European Space Agency [8] that emulated a Defocused Phased Array Fed Reflector (PAFR) antenna array. Our solutions are compared with the previous approaches [4], [9], [10] in the satellite communication literature with subject to both the data throughput and users’ demand satisfaction.

Notation: Upper and lower bold letters to denote matrix and vectors. $\| \cdot \|$ denotes the Euclidean norm, while $\| X \|$ is the cardinality of set $X$. The Hermitian and regular transposes are represented by $(\cdot)^H$ and $(\cdot)^T$. The circularly symmetric Gaussian distribution is $CN(\cdot, \cdot)$, while the expectation operator is $E\{ \cdot \}$. The identity matrix of size $K \times K$ is $I_K$. The element-wise inequality is $\geq$ and $1_K$ is a unit vector of length $K$. $\text{tr}(\cdot)$
is the trace of a matrix. The sets $\mathbb{R}$, $\mathbb{R}_+$, $\mathbb{R}_{++} = \mathbb{R}_+ \cup \emptyset$, and $\mathbb{C}$ denote the real, non-negative real, extended non-negative real, and complex field respectively.

II. MB-HTS SYSTEM MODEL AND OPTIMIZATION PROBLEM FORMULATION

A. GEO Satellite Model & Channel Capacity

A broadband MB-HTS network is considered in the forward link where multiple users simultaneously joint the network with the same time and frequency resource. In the coverage area, we assume that there are $N$ overlapping beams providing services to a maximum of $N$ users. Since these users can be scheduled and served by the satellite in each time slot, the actual users per scheduling instance is $K$ with $K \leq N$. Each user $k$ with $k \in K \triangleq \{1, 2, \ldots, K\}$ and $|K| = K$ is simply denoted as $\mathbb{UE}_k$. We define the vector $\mathbf{h}_k \in \mathbb{C}^N$ to represent the propagation channel between the satellite and $\mathbb{UE}_k$. Let us denote $\mathbf{H} = [\mathbf{h}_1, \mathbf{h}_2, \ldots, \mathbf{h}_K] \in \mathbb{C}^{N \times K}$ the matrix that gathers the channel state information (CSI) as $\mathbf{H} = \Phi G$, where $\Phi \in \mathbb{C}^{K \times K}$ represents practical features comprising, for example, the antenna radiation pattern of satellite antennas, additive noise, received antenna gain at users, and path loss from a long propagation distance. Specifically, the $(n, k)$-th element of $\mathbf{H}$ is given as

$$[\mathbf{H}]_{nk} = \frac{\lambda\sqrt{G_{nk}G_{nk}}}{4\pi d_k^2 \sqrt{K_B T B}},$$

where $\lambda$ denotes the wavelength of the carrier wave; $d_k$ represents the distance between $\mathbb{UE}_k$ and the satellite; $G_{nk}$ denotes the gains at the receiver antenna gain and from the $n$-th satellite feed towards $\mathbb{UE}_k$, $\forall n = 1, \ldots, N$; $K_B$ denotes the Boltzmann constant; $T$ represents the noise temperature at the receiver. The diagonal matrix $\Phi \in \mathbb{C}^{K \times K}$ stands for the signal phase rotations originated from the antenna architecture with the $(k, l)$-th element defined as $[\Phi]_{kk} = e^{j\phi_k}$, where $\phi_k$ denotes a residual random phase component from the satellite payload. Let us denote $\mathbf{s}_k$ the data symbol that the network transmits to $\mathbb{UE}_k$ with $\mathbb{E}(|s_k|^2) = 1$ and its transmit power $p_k \in \mathbb{R}_+$. Defining $\mathbf{w}_k \in \mathbb{C}^N$ the normalized precoding vector for $\mathbb{UE}_k$ with $\|\mathbf{w}_k\| = 1$, and then the transmitted signal $\mathbf{x} \in \mathbb{C}^N$ is formulated as

$$\mathbf{x} = \sum_{k \in K} \sqrt{p_k} \mathbf{w}_k \mathbf{s}_k.$$

The received signal $y_k \in \mathbb{C}$ at $\mathbb{UE}_k$ is given by

$$y_k = \mathbf{h}_k^H \mathbf{x} = \sqrt{p_k} \mathbf{h}_k^H \mathbf{w}_k \mathbf{s}_k + \sum_{\ell \in K \setminus \{k\}} \sqrt{p_{\ell}} \mathbf{h}_k^H \mathbf{w}_{\ell} \mathbf{s}_{\ell} + n_k,$$

where $n_k$ is additive noise with $n_k \sim \mathcal{CN}(0, \sigma^2)$. We assume that the perfect CSI available at the gateway, so the channel capacity of $\mathbb{UE}_k$, measured in [Mbps], is given as

$$R_k(\{p_{\ell}\}) = B \log_2 \left( 1 + \frac{p_k |\mathbf{h}_k^H \mathbf{w}_k|^2}{\sum_{\ell \in K \setminus \{k\}} p_\ell |\mathbf{h}_k^H \mathbf{w}_\ell|^2 + \sigma^2} \right).$$

where $\{p_{\ell}\} = \{p_1, \ldots, p_K\}$ contains all the transmit powers and $B$ [MHz] denotes the system bandwidth utilized for the user link. The channel rate expression (4) is applicable for an arbitrary channel model and precoding method.

B. Single Objective With Data Throughput Constraints

Regarding the MB-HTS networks, conventional power control problems concentrating on maximizing a utility function, whilst maintaining the data throughput requirements of the users with a finite transmit power level. Considering the sum data throughput as an objective function, a popular optimization problem [11] is formulated as

$$\begin{align*}
\text{maximize} & \quad \sum_{\{p_{\ell}\} \in \mathbb{P}_+} R_k(\{p_{\ell}\}) \\
\text{subject to} & \quad R_k(\{p_{\ell}\}) \geq \xi_k, \forall k \in K, \\
& \quad \sum_{k \in K} p_k \leq P_{\text{max}},
\end{align*}$$

where $\xi_k$ [Mbps] represents the data throughput required by $\mathbb{UE}_k$ and $P_{\text{max}}$ is the maximum transmit power that the satellite can provide. The network may not offer the data throughput requirements to every user, which leads to the congestion and at least one or several users served less data throughput than what they requested. The congestion makes problem (5) infeasible because of an empty feasible domain. For tractability, one may formulate an optimization neglecting the data throughput constraints as

$$\begin{align*}
\text{maximize} & \quad \sum_{\{p_{\ell}\} \in \mathbb{P}_+} R_k(\{p_{\ell}\}) \\
\text{subject to} & \quad \sum_{k \in K} p_k \leq P_{\text{max}},
\end{align*}$$

which was addressed in [12] and the mentioned references therein. Fig. 1(a) illustrates an instance of $N = 7$ overlapping beams with $K = 7$ users. Fig. 1(c) displays the achievable data throughput for each of the users by solving problem (6) utilizing the effective channel gains defined in Fig. 1(b). Notably, two users having very weak effective channel conditions along with a finite power resource will make it difficult for the satellite to guarantee all the users to be jointly served with the individual data throughput requirement, e.g., 500 [Mbps]. Nonetheless, the remaining users still get at least their requested data throughput.
C. Proposed Multi-Objective Optimization

To handle the congestion issues, we divide the $K$ users into two sets: $Q$ with $Q \subseteq K$ are the demand-satisfied user set containing users served by the data throughput at least their requirements. The remaining users are grouped in the demand-unsatisfied user set $K \setminus Q$. Our target is to maximize the cardinality of $Q$ and further to find the maximum sum data throughput metric $\sum_{k \in K} R_k([p_k^\ast])$ as

$$
\max_{\{p_k \in \mathbb{R}_+\}} g([p_k^\ast], Q) = \left[ \sum_{k \in K} R_k([p_k^\ast]) \right]^T (7a)
$$

subject to

$$
R_k([p_k^\ast]) \geq \xi_k, \forall k \in Q, \quad P_{\max} \geq \sum_{k \in K} p_k, \quad Q \subseteq K. (7b)
$$

Observing that (7) is always feasible because $Q$ can span from an empty set to the demand-satisfied set $K$. The constraints (7b) only ensure the individual data throughput requirements of $Q$. Unlike a single objective function defined in (5), the decision space of problem (7) is formulated as $D = \{ \{p_k\}, Q \in \mathbb{R}_+ \}$. We examine an $\epsilon$-Pareto optimal solution $\{\{p_k^\ast\}, Q^\ast\} \in D$ to (7), if there exists no $\{\{p_k\}, Q\} \in D$ such that $g(\{p_k\}, Q) + \epsilon \geq g(\{p_k^\ast\}, Q^\ast)$, where $\epsilon = [\epsilon_1, \epsilon_2]^T$ with $\epsilon_1, \epsilon_2 \in \mathbb{R}_+$ related to the accuracy of two considered objective functions. It indicates no better solutions $\{\{p_k\}, Q\} \in D$ satisfied the conditions:

$$
f_0([p_k]), Q) + \epsilon_1 \geq f_0([p_k^\ast], Q^\ast) \mid \mid Q \mid + \epsilon_2 \geq |Q^\ast|, (8)
$$

which exposes a trade-off between the two considered objective functions at the optimum. If $\epsilon_1 = \epsilon_2 = 0$, the above definition becomes an $\epsilon$-Pareto optimal solution that should be only enhanced by improving one objective function and reducing the other. Hence, an $\epsilon$-properly Pareto optimal solution is defined as an $\epsilon$-Pareto optimal solution with a bound trade-off between the two considered objectives given in (7a). An $\epsilon$-Pareto dominant vector is formulated as the objective functions in $g(\{p_k\}, Q)$ at the $\epsilon$-properly Pareto optimal solution. We stress that the $\epsilon$-Pareto frontier gathers all the properly $\epsilon$-Pareto optimal vectors.

III. MODEL-BASED AND DATA-DRIVEN SOLUTIONS

This section proposes the solutions to attain an $\epsilon$-properly Pareto optimum of problem (7).

A. Model-based Solution

We handle (7) by utilizing the weighted sum method [13]. Let us define the weights $\mu_1 \geq 0$ and $\mu_2 \geq 0$ satisfying $\mu_1 + \mu_2 = 1$ that shows the priority of the two objective functions in $g([p_k^\ast], Q)$. If $\{\{p_k^\ast\}, Q^\ast\}$ is an optimal solution to the following single-objective optimization problem:

$$
\max_{\{p_k \in \mathbb{R}_+, \forall k \in Q\}} \mu_1 \sum_{k \in K} R_k([p_k^\ast]) + \mu_2 |Q| (9a)
$$

subject to

$$
(7b), (7c), (7d), (9b),
$$

for a given $\epsilon$-accuracy, and then $\{\{p_k^\ast\}, Q^\ast\}$ is an $\epsilon$-properly Pareto optimum to problem (7). An $\epsilon$-Pareto frontier to (7) can be further attained by flexibly selecting $\mu_1$ and $\mu_2$ in (9).

Assumption 1. The weights $\mu_1$ and $\mu_2$ are selected to attain the largest cardinality of the set $Q$, i.e., offering the data throughput requirements for a maximum number of users, and then paying attention to maximize the sum-rate. The finite power budget and the weak channel gains may result in some users served by the data throughput less than their demands. The network may improve the service for these unsatisfied users by efficiently using the power leftover, which has been allocated to the satisfied users with a higher served data throughput than requested.

Assumption 1 justifies a priority on the data throughput requirements of the scheduled users, which is effectively attained by $Q$. The limited transmit power should be, therefore, used in a strategy to maximize the service demands for all the users rather than each single entity. The remaining power, if still available, will be exploited to maximize the sum data throughput. Thanks to the Perron-Frobenius theorem [14], the conditions needed to all the users with their data throughput satisfactions are given as in Theorem 1.

**Theorem 1.** When $\forall k \in K$ requires a non-zero data throughput ($\xi_k > 0$), then the network can serve all the $K$ users with at least their individual data requirements if

$$
\lambda(RQ) < 1, \quad 1^T (I_K - RQ)^{-1} \nu \leq P_{\max}, (10)
$$

in which $\nu = [\nu_1, \ldots, \nu_K]^T \in \mathbb{R}_K$, $\nu_k = \alpha_k \sigma^2 / (\sigma_k + 1) ||h_k^H w_k||^2$, and $\alpha_k = 2\xi_k - 1, \forall k \in K$; $R \in \mathbb{R}^{K \times K}$ is a matrix whose $(k, k')$-th element given as $[R]_{kk'} = \frac{\alpha_k}{(\alpha_k + 1)||h_k^H w_k||^2}$ if $k = k'$. Otherwise, $[R]_{kk'} = 0$. The $(k, k')$-th element of $Q \in \mathbb{R}^{K \times K}$ is $[Q]_{kk'} = ||h_k^H w_k||^2$. In (10), $\lambda(RQ) = \max \{\lambda_1, \ldots, \lambda_K\}$ is the spectral radius of $RQ$ with the eigenvalues $\lambda_1, \ldots, \lambda_K$.

**Proof.** The proof is adopted from the previous works on single-wireless links [14] to the MB-HTS systems. The detailed proof is omitted due to space limitations.

Theorem 1 offers the criteria for the network to serve all the $K$ users with the data throughput requirements, while still optimizing $f_0([p_k])$. Different from the previous works, (10) and (11) point out the existed unique power solution for a
Algorithm 1 A sub-optimal solution to problem (7)

INPUT: Propagation channels \{h_{wk}\}; Maximum transmit power \(P_{\text{max}}\); Data throughput requirement (QoS) set \{\xi_k\}.

1: Formulate the precoding vectors \{w_{wk}\} based on \{h_{wk}\).
2: Define the matrices \(R, Q,\) and vector \(\nu\).
3: if (10) and (11) are satisfied then
4:   Update the demand-satisfied set \(Q^* = K\) and solve (5) to attain \(\{p^*_{wk}\}\).
5: else
6:   Solve (6) to attain \(\{p^{(0)}_{wk}\\) and \(Q^{*,(0)}\).
7:   Initialize setting \(\delta = |Q^{*,(0)}|\) and \(n = 0\).
8: while \(\delta \neq 0\) do
9:   Update iteration index \(n = n + 1\).
10: Solve (14) to attain \(\{p^{(n)}_{wk}\}\) and then update \(Q^{*,(n)}\).
11: Recalculate \(\delta = |Q^{*,(n)}| - |Q^{*,(n-1)}|\).
12: end while
13: end if

OUTPUT: The demand-satisfied set \(Q^* = Q^{*,(n)}\) and the optimized transmit powers \(\{p^*_{wk}\} = \{p^{(n)}_{wk}\}\)

Nevertheless, it is not such the situation for our proposed problem in (9). We emphasize that the first case optimizes the sum data throughput with the demand-based constraints of all the \(K\) users and a finite transmit power level. In order for the network to solve problem (9), the priority is to maximize the number of demand-satisfied users by maximizing the cardinality of \(Q\) as

\[
\begin{align*}
\text{maximize} & \quad \sum_{k \in K} R_k(\{p^{(n)}_{wk}\}) \\
\text{subject to} & \quad \forall k \in Q^{*,(n-1)}, \\
& \quad \sum_{k \in K} p^{(n)}_{wk} \leq P_{\text{max}},
\end{align*}
\]

Because (13) is a non-convex problem, the global optimum is nontrivial to obtain. We, therefore, propose an iterative algorithm to overcome this issue with a good sub-optimal solution. First, we solve the sum data throughput optimization problem without the demand-based constraints in (6) to attain an initial transmit power coefficients \(\{p^{(0)}_{wk}\}\), which is later utilized to formulate the initial demand-satisfied set \(Q^{*,(0)}\) as

\[
Q^{*,(0)} = \{k | R_k(\{p^{(0)}_{wk}\}) \geq \xi_k, k \in K\}.
\]

Notably, the users typically satisfying their data throughput requirements are ones with good channel conditions and these suffering less from interference contributing significantly to the objective function of (6). Next, we construct an approach, which can expand \(Q\) iteratively. The key idea is that the demand-satisfied users in \(Q\) are only offered service equal to the data throughput requirements, all the remaining transmit power will be reallocated to the other users to upgrade their service. Consequently, there is an opportunity for these users to join \(Q\). We focus on the problem at iteration \(n\) as

\[
\begin{align*}
\text{maximize} & \quad \sum_{k \in K} R_k(\{p^{(n)}_{wk}\}) \\
\text{subject to} & \quad R_k(\{p^{(n)}_{wk}\}) = \xi_k, \forall k \in Q^{*,(n-1)}, \\
& \quad \sum_{k \in K} p^{(n)}_{wk} \leq P_{\text{max}},
\end{align*}
\]

with the optimal transmit power \(\{p^{*,(n)}_{wk}\}\). The constraints (14b) makes the GEO satellite serve the demand-satisfied users in \(Q\) with only their data throughput requirements. The remaining transmit power will be reallocated to the users with weak channel conditions to boost an opportunity that they can be potential candidates of \(Q\). If users are served by at least their data throughput requirements at iteration \(n\), they will be joined to \(Q\) as \(Q^{*,(n)} = \{k | R_k(\{p^{*,(n)}_{wk}\}) \geq \xi_k, k \in K\}\). Following, the iteration index is updated as \(n = n + 1\). We should note that our proposal maximizes the number of demand-satisfied users in each iteration with the objective to maximize the sum data throughput of all the \(K\) users. The proposed design is given in Algorithm 1 and its convergence given in Theorem 2.

**Theorem 2.** As the \(K\) users are served under their data throughput requirements with a given transmit power level...
the convergence properties are

\[ \ldots \geq |Q_{\text{opt}}^{*,(n)}| \geq |Q_{\text{opt}}^{*,(n-1)}| \geq \ldots \geq |Q_{\text{opt}}^{*,(0)}|, \]
\[ \ldots \leq \sum_{k \in K} R_k \left( \{ p_{k'}^{*,(n)} \} \right) \leq \sum_{k \in K} R_k \left( \{ p_{k'}^{*,(n-1)} \} \right) \]
\[ \ldots \leq \sum_{k \in K} R_k \left( \{ p_{k'}^{*,(0)} \} \right). \]

**Proof.** The proof is to testify the monotonic property of the sum data throughput and the cardinality of demand-satisfied set and is omitted due to space limitations.

We have pointed out in Theorem 2 that an improvement of the demand-satisfied set after each iteration can be attained by sacrificing the sum-data throughput based on the ϵ-properly Pareto optimality presented in Section II-C. Once the congestion happens, the K users must be chopped into the two sets: the demand-satisfied set \( Q \) including the users with at least their data throughput demands, and the demand-unsatisfied set \( K \setminus Q \) with the remaining users with the data throughput below their requirements.

**Remark 1.** As a priority, Algorithm 1 first maintains the data throughput requirements for the users under a finite transmit power budget. Alternately, it strategically allocates the transmit power to achieve the maximum number of demand-satisfied user, and then the sum data throughput maximization is considered. Our framework gives room for the decision maker to design specific approaches in order to solve the sum data throughput optimization problems (6) and (14). However, this paper employs the semi-closed form solution of the water-filling method to acquire a cost-effective design.

**B. Data-Driven Solution**

This subsection utilizes a neural network to learn the characteristics of Algorithm 1 and predict its solution with low complexity. The optimized power solution provided by Algorithm 1 is assumed to be available and the series of continuous mappings are formulated as follows

\[ w_\ell = \tilde{f}_\ell \left( \{ h_k \} \right), \quad \forall \ell \in K, \]
\[ \mu_{kl} = |h_k^H w_\ell|^2, \quad \forall k, \ell \in K, \]
\[ \alpha_k^* = \frac{p_k^* \mu_{kk}}{\sum_{l \in K \setminus \{ k \}} p_k^* \mu_{kl} + \sigma^2}, \quad \forall k \in K, \]
\[ p_k^* = \alpha_k^* \frac{\sigma^2}{\mu_{kk}} + \alpha_k \sum_{l \in K \setminus \{ k \}} \frac{p_k^* \mu_{kl}}{\mu_{kk}}, \quad \forall k \in K, \]

where \( \tilde{f}_\ell \left( \{ h_k \} \right) \) denotes a function that defines a precoding vector user \( \ell \) from the channel information. After the process in (17), the \( K \) precoding vectors are defined, which are used as the input to compute the gains or mutual interference in the mapping (18) corresponding \( k = \ell \) or \( k \neq \ell \), respectively. The continuous mapping (19) computes the SINR for user \( k, \forall k \). We notice that the optimized demand-satisfied set \( Q^* \) should be explicitly formulated by \( \{ p_k^* \} \) together with \( \{ \alpha_k^* \} \) in (19). From the series of continuous mappings in (17)–(20), a low-cost neural network can be constructed by a limited number of neurons for our problem. Furthermore, (20) indicates a method to update the transmit power of \( \text{UE}_k \) in relation to the offered data throughput and the power allocated to the other users.

**Lemma 1.** Algorithm 1 yields the optimized transmit power coefficients, which can be characterized by the process \( \{ p_k \} = F(\{ h_k \}) \), in which \( F(\{ h_k \}) \) denotes the series of the continuous mappings in (17)–(20). It means that a neural network can be trained to learn the mapping \( F(\{ h_k \}) \).

**Proof.** The proof is since \( Q \) can be computed by \( \{ p_k^* \} \) and is omitted due to space limitations.

Lemma 1 unveils that neural networks with supervised learning only attract insightful information of the propagation channels to learn the features of \( F(\{ h_k \}) \), and then predict the transmit powers with low complexity thanks to the fact that \( Q \) is expressed in (19). As one of the main contributions, we only exploit the channel gains, i.e., magnitudes only, to design a fully-connected deep neural network based on (18) for given precoding vectors as illustrated in Fig. 2.

We define the vector \( h_k = [h_{k1}, \ldots, h_{kn}]^T \in \mathbb{R}_+^n \) that includes the channel gains for \( \text{UE}_k \), then all the required channel gains needed for the input of the neural network are collected into a vector as \( x = [h_1^T, \ldots, h_K^T]^T \in \mathbb{R}_+^{KN} \). We stress that the channel gains may be sometimes extremely small due to deep fading; thus, they are normalized to compensate the fluctuations and randomness from the radio environment. Mathematically, the normalized vector \( x_{in} \in \mathbb{R}_+^{KN} \) is derived from \( x \) as

\[ x_{in} = (x_m - x_{\text{min}})/(x_{\text{max}} - x_{\text{min}}), \]

where \( x_{in} \) denotes the \( m \)-th entry of vector \( x \), \( x_{in}, x_{\text{min}}, x_{\text{max}} \in \mathbb{R}_+^{KN} \) with \( x_{\text{min}} = \min \{ x_m \} \) and \( x_{\text{max}} = \max \{ x_m \} \), in which \( \{ x_m \} \) contains the different realizations of \( x_m \). In order to create a compact set, the channel
gains and the transmit powers are normalized. After that, the normalized data \( x_{\text{in}} \) is the input of the neural network to optimize the values of biases and weights. Specifically, as \( x_{uv} \) represents the input vector of the \( u \)-th neuron of the \( v \)-th hidden layer, the output is given as

\[
y_{uv} = f_{uv}(w_{uv}^T x_{uv} + b_{uv})
\]

(22)

with \( w_{uv} \) and \( b_{uv} \) being the corresponding weight and bias; \( f_{uv}(\cdot) \) denote the activation function. Let us denote the output of the neural network as \( \hat{p} \in \mathbb{R}_+^K \). In the testing phase, the predicted transmit power vector \( \hat{p} \in \mathbb{R}_+^K \) is denormalized as

\[
[\hat{p}]_k = [\hat{p}]_k (\hat{p}_{\text{max}})_k - [\hat{p}_{\text{min}}]_k + [\hat{p}_{\text{min}}]_k,
\]

(23)

where \([\cdot]_k\) is its \( k \)-th element, whilst \( [\hat{p}_{\text{max}}]_k \) and \( [\hat{p}_{\text{min}}]_k \) represent the maximum and minimum transmit powers for UE\(_k\) in the data set. To ensure the constraint (7c), we use the following mapping

\[
[\hat{p}]_k^* = P_{\text{max}} [\hat{p}]_k / \sum_{k' \in \mathcal{K}} [\hat{p}]_{k'},
\]

(24)

and then \( \sum_{k \in \mathcal{K}} \hat{p}_k^* \) is \( P_{\text{max}} \) related to the full power consumption \([11]\). The mean squared error (MSE) criteria is exploited to define the loss function as

\[
\mathcal{L}_{\text{MSE}}(\Theta) = \mathbb{E}(\|\hat{p} - \hat{p}^*\|^2_2),
\]

(25)

where \( \Theta \) includes all the weights and biases; \( \hat{p}^* \) contains the transmit powers attained from Algorithm 1 after normalization.

IV. NUMERICAL RESULTS

A GEO satellite network with \( N = 7 \) beams serving \( K = 7 \) users in each coherence interval with either the ZF or RZF precoding method is considered for simulations. The parameters associated with the satellite and the beam radiation patterns are provided by European Space Agency (ESA) in the context of [8]. In detail, the radiation patterns are based on a Defocused Phased Array-Fed Reflector (PAFR), with reflector size of 2.2m and an array diameter of roughly 1.2m. The antenna array before the reflector is a circular array with the space of \( 2 \times \) carrier wavelength and 511 elements. The satellite location is at \( 13^\circ \) E, and the system operates at Ka band, for which the carrier frequency is 20 [GHz] [15]. The system bandwidth is 500 [MHz] and the satellite height is 35,786 [km]. The receive antenna diameter is 0.6 m and the noise power is about \(-118.3\) dB. For the data transmission, the maximum transmit power is \( P_{\text{max}} = 23.37\) dBW. For the data-driven solution, we build a fully-connected neural network with two hidden layers including 128 and 64 neurons, respectively. The 25000 trials of various user locations are gathered for the training phase, while the 10000 trials are used for the testing phase. By employing the water-filling technique to attain a semi-closed form solution in each iteration to the transmit powers, the following benchmarks are considered:

i) Joint sum data throughput and demand-satisfied set maximization (JointOpt) is given in Algorithm 1. We apply this algorithm for the ZF and RZF beamforming methods.

ii) Demand-satisfied set maximization (SatisSetOpt) is a relaxation of JointOpt guaranteeing users’ demands only. When all the users are served with at least their requested data throughput, the remaining transmit power budget is equally allocated to every user.

iii) Sum data throughput maximization (SumOpt) has been recently proposed in [9], which only focuses on the sum data throughput maximization. Consequently, users with weak channel conditions may be ignored from service.

iv) Equal transmit power allocation (EqualPower) is a baseline to verify the merits of power control and demand-satisfied maximization [4], [10]. A transmit power amount of 14.92 dB is allocated to each user without a maintenance on users’ demands.

Fig. 3(a) shows the probability in which the congestion appears. Specifically, it is defined by the trials when the system cannot serve all users in the coherence interval with their data throughput requirements. If the data throughput requirement increases, our algorithm offers the lowest congestion probability for both the precoding methods, i.e., the RZF and ZF, especially at a low data throughput value.
Based solution to design an algorithm effectively operating jointly optimized. With respect to guarantee the data through-user set with all the propagation channel conditions can be satisfied-user set optimization. Despite a slightly manifests difficulties in training and predicting the joint power functions, especially for the achievable rates in (19). The fact may not be isomorphisms since the codomains are non-smooth

Table I

|                      | Data Thro. require | Time [ms] | Sum [Mbps] | Percentage of satis. [%] |
|----------------------|--------------------|-----------|------------|--------------------------|
| Model-based (ZF)     | $\xi_k = 250$      | 17.38     | 4054       | 92.14                    |
|                      | $\xi_k = 500$      | 19.7      | 3984       | 85.14                    |
| Model-based (RZF)    | $\xi_k = 250$      | 19.26     | 3942       | 89.86                    |
|                      | $\xi_k = 500$      | 20.7      | 3977       | 84.99                    |
| Data-driven (ZF)     | $\xi_k = 250$      | 2.0       | 4260       | 82.38                    |
|                      | $\xi_k = 500$      | 2.1       | 4195       | 65.88                    |
| Data-driven (RZF)    | $\xi_k = 250$      | 1.3       | 5545       | 98.47                    |
|                      | $\xi_k = 500$      | 1.8       | 5424       | 87.15                    |

the highest congestion. The reason is that users with weak channel gains get less transmit power, and therefore there is no data throughput guarantee for them. Fig. 3(b) plots the probability of the demand-based constraint satisfaction, which is $E(|Q|)/K$. As the data throughput requirement grows up, the satisfaction degrades because the system with a finite transmit power level faces challenges in guaranteeing the requests from multiple users. Meanwhile, Fig. 3(c) visualizes the scarification of sum data throughput to have more demand-satisfied users. EqualPower and SumOpt provide the constant sum rate since these benchmarks allocate the transmit power without any guarantee. In addition, the sum data throughput and run time of our proposed solutions are given in Table I. It is noted that the performance of the data-driven solution for ZF precoding might be lower in comparison with others (e.g., RZF) because the continuous mappings in (17)–(20) may not be isomorphisms since the codomains are non-smooth functions, especially for the achievable rates in (19). The fact manifests difficulties in training and predicting the joint power allocation and satisfied-user set optimization. Despite a slightly higher run time as the data throughput demands increase, our solutions consume time in milliseconds (ms) that is very fast for GEO satellite systems. Properly defining the continuous mappings makes the data-driven solution have lower run time $15\times$ than the model-based solution.

V. CONCLUSIONS

The congestion control has been studied under the service-based constraints for multi-beam multi-user GEO satellite systems. By utilizing the multi-objective optimization theory, we have demonstrated that the sum data throughput and satisfied-user set with all the propagation channel conditions can be jointly optimized. With respect to guarantee the data throughput requirements as the priority, we have utilized the model-based solution to design an algorithm effectively operating in all the domains, especially the infeasibility caused by the limited transmit power and the data throughput demands. In addition, the time consumption by deploying a fully-connected neural network is much less than 10 ms making a step toward practical real-time power control as well as satisfied-user maintenance in satellite networks.
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