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Abstract

Pre-trained Language Models (PLMs) have proven to be beneficial for various downstream NLP tasks. Recently, GPT-3, with 175 billion parameters and 570GB training data, drew a lot of attention due to the capacity of few-shot (even zero-shot) learning. However, applying GPT-3 to address Chinese NLP tasks is still challenging, as the training corpus of GPT-3 is primarily English, and the parameters are not publicly available. In this technical report, we release the Chinese Pre-trained Language Model (CPM) with generative pre-training on large-scale Chinese training data. To the best of our knowledge, CPM, with 2.6 billion parameters and 100GB Chinese training data, is the largest Chinese pre-trained language model, which could facilitate several downstream Chinese NLP tasks, such as conversation, essay generation, cloze test, and language understanding. Extensive experiments demonstrate that CPM achieves strong performance on many NLP tasks in the settings of few-shot (even zero-shot) learning. The code and parameters are available at https://github.com/TsinghuaAI/CPM-Generate.

1 Introduction

Pre-trained Language Models (PLMs) (Peters et al., 2018; Radford et al., 2018; Devlin et al., 2019; Brown et al., 2020) have been developed for a variety of tasks in Natural Language Processing (NLP), as they can learn rich language knowledge from large-scale corpora, which is beneficial for downstream tasks. ELMo (Peters et al., 2018) first introduces bidirectional language models to learn contextual word vectors via large-scale pre-training. GPT (Radford et al., 2018) applies generative pre-training to a Transformer-based language model (Vaswani et al., 2017), which improves natural language understanding on a wide range of benchmarks. BERT (Devlin et al., 2019) is proposed to pre-train deep bidirectional representations on unlabeled texts by jointly conditioning on both left and right contexts. RoBERTa (Liu et al., 2019) and ALBERT (Lan et al., 2020) enhance BERT (Devlin et al., 2019) by dynamic masking, parameter sharing and modifying pre-training tasks. ERNIE (Zhang et al., 2019), KEPLER (Wang et al., 2019) and SentiLARE (Ke et al., 2020) introduce external knowledge to language representation learning by auxiliary pre-training tasks.

Among these PLMs, GPT-3 (Brown et al., 2020), with 175 billion parameters and 570GB training data, has been the center of attention and proven to be effective in various few-shot (even zero-shot) NLP tasks. The powerful text generation capability of GPT-3 makes it available to diverse applications, such as question answering, summarization, conversation, computing basic arithmetic, and generating kinds of text, including essay, fiction, code, spreadsheets, etc. However, incorporating GPT-3 to address Chinese NLP tasks is still challenging, as the training corpus of GPT-3 is primarily English (93% by word counting as reported by Brown et al. (2020)), and the parameters are not publicly available. Although there are some previous works providing powerful Chinese pre-trained language models (Cui et al., 2020; Xu et al., 2020; Wei et al., 2019; Sun et al., 2019; Cui et al., 2019a), their capabilities are limited due to the model size. Hence, how to pre-train a large-scale Chinese language model needs more exploration, such as the construction of Chinese vocabulary and the design of the training strategy.

In this technical report, we release the Chinese Pre-trained Language Model (CPM) with generative pre-training on large-scale Chinese corpora. CPM is a Transformer-based autoregressive
Table 1: Model sizes. $n_{\text{param}}$ is the number of parameters. $n_{\text{layers}}$ is the number of layers. $d_{\text{model}}$ is the dimension of hidden states, which is consistent in each layer. $n_{\text{heads}}$ is the number of attention heads in each layer. $d_{\text{head}}$ is the dimension of each attention head.

| Model        | $n_{\text{param}}$ | $n_{\text{layers}}$ | $d_{\text{model}}$ | $n_{\text{heads}}$ | $d_{\text{head}}$ |
|--------------|---------------------|----------------------|---------------------|---------------------|-------------------|
| CPM-Small    | 109M                | 12                   | 768                 | 12                  | 64                |
| CPM-Medium   | 334M                | 24                   | 1,024               | 16                  | 64                |
| CPM-Large    | 2.6B                | 32                   | 2,560               | 32                  | 80                |

Table 2: Details of training data.

| Data Source | Encyclopedia | Webpage | Story | News | Dialog |
|-------------|--------------|---------|-------|------|--------|
| Size        | ~ 40GB       | ~ 39GB  | ~ 10GB| ~ 10GB| ~ 1GB  |

language model, with 2.6 billion parameters and 100GB Chinese training data. To the best of our knowledge, CPM is the largest Chinese pre-trained language model, which could facilitate downstream Chinese NLP tasks, such as conversation, essay generation, cloze test, and language understanding. Experiments on various Chinese NLP tasks demonstrate that CPM achieves strong performance on many NLP tasks in the few-shot (even zero-shot) settings. With the increase of parameters, CPM performs better on most datasets, indicating that larger models are more proficient at language generation and language understanding.

The main contributions of this technical report can be summarized as follows:

- We release a Chinese autoregressive language model with generative pre-training, called CPM, which has 2.6 billion parameters.
- We construct a new sub-word vocabulary based on the word segmented corpus to adapt for Chinese corpora and increase the batch size to 3,072 for more stable model training.
- Extensive experiments demonstrate that CPM achieves strong performance on many NLP tasks in the few-shot (even zero-shot) settings.

2 Our Approach

2.1 Chinese PLM

Our current model is a left-to-right Transformer decoder, which is similar to the model architecture of GPT (Radford et al., 2019). We pre-train three models with different sizes, as shown in Table 1. In order to adapt CPM to Chinese corpora, we build a new sub-word vocabulary and adjust the training batch size.

Vocabulary Construction: Previous works on Chinese pre-trained models usually adopt the sub-word vocabulary of BERT-Chinese (Devlin et al., 2019), which would split the input text to a character-level sequence. However, Chinese words usually contain several characters, and some important semantic meanings of words would be lost in the character-level sequence. To solve this problem, we construct a new sub-word vocabulary, containing both words and characters. For example, some common words would be added to the vocabulary.

Training Strategy: Since the sparseness of word distributions of Chinese is more serious than that of English, we adopt a large batch size to make the model training more stable. Compared to the batch size (1 million tokens) used in GPT-3 2.7B (Brown et al., 2020), our batch size (3 million tokens) is two times larger. For the largest model, which cannot be stored in a single GPU during training, we partition the model across GPUs along the width dimension to make the large-scale training available and reduce data-transfer among nodes.

2.2 Data Processing

Specifically, we construct a new sub-word vocabulary based on the word segmented corpus using unigram language model (Kudo and Richardson, 2018). Meanwhile, considering that the word segmentation introduces extra splitters between words, we set a special token as the splitter to make the sub-word process reversible. In contrast, the tokenizer of BERT-Chinese is irreversible because it will insert extra spaces between Chinese characters and treat the extra spaces as the same as the original spaces in the text.

We collect different kinds of texts in our pre-training, including encyclopedia, news, novels, and Q&A. The details of our training data are shown in Table 2. Since the input sequence length is usually larger than that of a single document, we concatenate different documents together by adding “end of document” token after each document to make full use of the input length.

2.3 Pre-training Details

Based on the hyper-parameter searching on the learning rate and batch size, we set the learning rate as $1.5 \times 10^{-5}$ and the batch size as 3,072, which makes the model training more stable. In the first version, we still adopt the dense attention and the...
max sequence length is 1,024. We will implement sparse attention in the future. We pre-train our model for 20,000 steps, and the first 5,000 steps are for warm-up. The optimizer is Adam (Kingma and Ba, 2015). It takes two weeks to train our largest model using 64 NVIDIA V100.

3 Experiments

3.1 Text Classification

Dataset: We use TouTiao News Titles Classification (TNEWS), IFLYTEK app description classification (IFLYTEK), and Original Chinese NLI (OCNLI) as our benchmark datasets for text classification (Xu et al., 2020; Hu et al., 2020). Since we aim to evaluate the zero-shot ability of CPM on text classification tasks, we directly use the validation sets of these three datasets without any training instance. The amount of the validation set of TNEWS / IFLYTEK / OCNLI is 10K / 2.6K / 3K. Note that, we exclude the instances with the label “-” in OCNLI.

Implementation Details: We calculate the perplexity of each candidate sentence-label pair and treat the pair having the lowest perplexity as the prediction. The templates of these three tasks are formulated by

TNEWS: 这是关于L的文章：P
(This passage is about L: P),

IFLYTEK: 这是关于L的应用程序：P
(This application is about L: P),

OCNLI: S1? 是，S2 (S1? Yes, S2),
S1? 否，S2 (S1? No, S2),
S1? 也许，S2 (S1? Maybe, S2),

where L is the label name, P is the input text, S1 and S2 are the premise and hypothesis.

Since TNEWS and IFLYTEK have more than 10 kinds of labels, we adopt a simpler validation setting, which randomly samples 3 false labels for each instance and performing 4-class classification for better efficiency. To make it more stable, we repeat it three times and report the averaged results. For OCNLI, which only has 3 kinds of labels, we hold the original validation set. However, the validation set of OCNLI is unbalanced, where the amount of “entailment” / “neutral” / “contradiction” is 947 / 1103 / 900. If the model only predicts the label “neutral”, the accuracy is about 0.374.

Results: As shown in Table 3, CPM-large achieves promising results on these classification datasets without any training samples. Compared to random prediction, the knowledge learned from pre-training significantly improves the performance. Although the medium model is three times as large as the small model, the performances on TNEWS and OCNLI are very close. However, CPM-Large significantly outperforms these two smaller models on all three datasets. It indicates that the magic of the model size is not linear and would happen when the model size exceeds a specific boundary. Besides, the results of CPM-small and CPM-medium on OCNLI are close to that of the strategy only predicting the label “neutral”. It suggests that natural language inference is harder than other downstream tasks in the setting of zero-shot learning, which is consistent with the observation in Brown et al..

3.2 Chinese Idiom Cloze

Dataset: We use the Chinese Idiom cloze test dataset (ChID) (Zheng et al., 2019) as our benchmark dataset. Each passage in the dataset may contain multiple blanks. For each blank, there are 10 candidate idioms with 1 golden truth. Some of the false candidates are similar to the answer in meanings. The amount of training / validation / test set is 520K / 20K / 20K.

Implementation Details: For the supervised setting, we use a template to convert the passage and the candidates to a natural language question. Given the passage P and 10 candidate idioms I1, I2, ..., I10, the template can be formulated as

| Dataset  | TNEWS | IFLYTEK | OCNLI |
|----------|-------|---------|-------|
| CPM-Small| 0.626 | 0.584   | 0.378 |
| CPM-Medium| 0.618 | 0.635   | 0.379 |
| CPM-Large| 0.703 | 0.708   | 0.442 |

Table 3: Zero-shot performance on text classification tasks (accuracy). Random prediction would have 0.25 on TNEWS and IFLYTEK, 0.33 on OCNLI.

| Dataset  | Supervised | Unsupervised |
|----------|------------|--------------|
| CPM-Small| 0.657      | 0.433        |
| CPM-Medium| 0.695     | 0.524        |
| CPM-Large| 0.804      | 0.685        |

Table 4: Results on ChID dataset in the supervised and unsupervised settings. The random prediction would have 0.10 in the unsupervised setting.
We report the accuracy on the test set of each model. For the fully supervised setting, we can see that CPM produces promising results. Specifically, when we are predicting one idiom, we leave its blank in the passage and remove the blanks of other idioms from the passage.

For the unsupervised setting, we fill the candidate idioms into the blank to form a group of complete passages. We also consider each idiom blank individually if there are multiple blanks in a passage. For each blank, we can get 10 passages corresponding to the 10 candidate idioms. Then we calculate the perplexity of each passage and treat the one with the lowest perplexity as the prediction.

Results: The results are shown in Table 4. We report the accuracy on the test set of each model. For the fully supervised setting, we can see that CPM can be fine-tuned for the specific input template, solving multiple-choice tasks by uni-direction auto-regressive language modeling. In our experiments, we didn’t take much time to design the input template for this task, and thus there might exist better templates that can help the model to show its full ability. We will leave this part as future work. For the unsupervised setting, we can see that CPM produces promising results. The unsupervised result of CPM-Large even outperforms the result of CPM-Medium and is comparable to CPM-Small in the supervised setting, reflecting the strong power of CPM in Chinese language modeling.

### 3.3 Dialogue Generation

**Dataset:** We use Short-Text Conversation (STC) (Shang et al., 2015) as our benchmark dataset for dialogue generation, which consists of post-response pairs from Weibo. We adopt the same data split as the existing work (Wang et al., 2020). The amount of training / validation / test set is 4.4M / 20K / 20K, respectively. The average length of posts / responses is 20.6 / 15.4.

**Baseline:** We choose CDial-GPT (Wang et al., 2020) as our baseline, which is the state-of-the-art pre-trained model for Chinese dialogue generation. We directly use the codes and the pre-trained model released by the original paper.

**Implementation Details:** In the supervised experiment, we utilize a similar hyper-parameter setting as pre-training and fine-tune CPM on the training set of STC. In the few-shot experiment which doesn’t include the fine-tuning process, we follow the existing work (Radford et al., 2019; Brown et al., 2020) to condition the language model on a context of 4 examples pairs of the format Context:

| Average | Extrema | Greedy | Dist-1 | Dist-2 |
|---------|---------|--------|--------|--------|
| CDial-GPT | 0.889 | 0.797 | 0.810 | 1.963 / 0.011 | 20.814 / 0.126 |
| CPM-Large | 0.928 | 0.805 | 0.815 | 3.229 / 0.007 | 68.008 / 0.154 |

**Table 5:** Results on STC dataset in the few-shot and supervised settings.

| Option | Post: | CDial-GPT: | CPM-Large: |
|--------|--------|------------|------------|
| 1       | 你算算这道题? | Do you really believe it? | Math lets us learn a lot. Study hard and go home, tomorrow. |
| 1 (Few-shot) | Do you really believe it? | Math lets us learn a lot. Study hard and go home, tomorrow. |
| 1 (Supervised) | Do you really believe it? | Math lets us learn a lot. Study hard and go home, tomorrow. |
| 10      | 这是必杀技吗? | Is this going to kill me? | I can’t answer any question. |
| 10      | Is this going to kill me? | Is this going to kill me? | I can’t answer any question. |
| 10      | 要不要把我和你一起扔进深海去? | Do you really believe it? | Math lets us learn a lot. Study hard and go home, tomorrow. |
| 10      | Do you really believe it? | Math lets us learn a lot. Study hard and go home, tomorrow. |
| 10 (Supervised) | Do you really believe it? | Math lets us learn a lot. Study hard and go home, tomorrow. |

**Table 6:** Examples of generated responses on STC.
Table 7: Results of CPM with different amounts of parameters on STC dataset in the few-shot setting.

|                | Average | Dist-1   | Dist-2   |
|----------------|---------|----------|----------|
| CPM-Small      | 0.928   | 2.201 / 0.004 | 22.754 / 0.046 |
| CPM-Medium     | 0.910   | 2.842 / 0.005 | 31.934 / 0.058 |
| CPM-Large      | 0.928   | 3.229 / 0.007 | 68.008 / 0.154 |

Table 8: Zero-shot (zs) and one-shot (os) results on Question Answering (QA) datasets, including DuReader (Zhida and Search) and CMRC2018, we did experiments on models with three different sizes: small (s), medium (m) and large (l).

|                | Zhida   | Search | CMRC2018 |
|----------------|---------|--------|----------|
|                | F1      | EM     | F1      | EM    |
| s + zs         | 4.01    | 0.18   | 4.15    | 0.65  | 6.03 | 0.20 |
| s + os         | 4.75    | 0.34   | 4.45    | 0.59  | 6.14 | 0.22 |
| m + zs         | 5.29    | 0.29   | 5.03    | 0.61  | 8.60 | 0.53 |
| m + os         | 5.76    | 0.47   | 5.14    | 0.55  | 9.00 | 0.75 |
| l + zs         | 5.18    | 0.27   | 5.08    | 0.59  | 13.37 | 1.31 |
| l + os         | 6.08    | 0.56   | 5.19    | 0.68  | 16.56 | 3.73 |

3.4 Question Answering

Dataset: We adopt CMRC2018 (Cui et al., 2019b) and DuReader (He et al., 2018) as our benchmark for Question Answering (QA). CMRC2018 requires the model to extract an answer span from a Wikipedia passage for the given question, which is similar to SQuAD (Rajpurkar et al., 2016). DuReader consists of questions from real-world user logs from Baidu Search and Baidu Zhidao.

Results: As shown in Table 8, we perform the experiments on three datasets and compare models with different sizes: small (s), medium (m) and large (l). From the table, we can see that with the size growing, CPM is performing better. Among all the models, large is always the best. And, the results in the one-shot setting are better than those in the zero-shot setting. We guess CPM is able to imitate the format in previous sequences and organize the language accordingly. We also analyze the generated answer and find that CPM prefers to generate long and repetitive sentences instead of a short and precise one, which results in low scores. We believe it is worth exploring how to make CPM generate brief and proper answers in the future. In general, CPM does not achieve very high scores in either benchmark. We guess it’s related to the format of the pre-training data.

3.5 Entity Generation

Dataset: We use XLORE, which includes 446,236 relations and 16,284,901 entities, as our benchmark dataset for entity generation. These relations and
Table 9: BLEU-1 results of CPM with different amounts of parameters on XLORE dataset in the few-shot setting.

| Relation | Prompt | CPM |
|----------|--------|-----|
| 首都 (Capital) | 美国首都华盛顿 | 东京 |
| | China Capital Beijing | Tokyo |
| | 日本首都 | 
| | Japan Capital | 

| Relation | Prompt | CPM |
|----------|--------|-----|
| 主要工艺 (Main Process) | 酱焖辣椒 (Main Process) Stew | 煎 |
| | 当归鸭肉煲 (Main Process) Boil | 
| | 菠菜煎蛋饼 (Main Process) | 

| Relation | Prompt | CPM |
|----------|--------|-----|
| 学科 (Subject) | 恒星级黑洞 学科宇宙论 | 地质学 |
| | (Stellar Black Hole) Subject Cosmology | Geology |
| | 品类需求强度 学科 品牌经济学 | 
| | (Category Demand Intensity) Subject Economics | 
| | 大地构造学 学科 | 
| | (Tectonic Geology) Subject | 

Table 10: Examples of generated entities on XLORE with CPM-Large.

entities are from Wikipedia and Baidu Baike.

Implementation Details: We evaluate CPM on the few-shot setting with different amounts of parameters and report BLEU-1 results. In detail, we randomly select triples (head entity, relation, tail entity) by the same relations from XLORE and combine \( N \) triples and an incomplete triple (head entity, relation) into a prompt. Then, given the prompt, the models need to predict the corresponding tail entity.

Results: We present the results in Table 9. As we can see from the table, CPM-large achieves the best performance among these three models. Surprisingly, given a prompt with two triples, CPM can achieve comparable results to that with four triples. It indicates that CPM can imitate the format and probe factual knowledge to generate a proper tail entity in the extreme few-shot scenarios. We also provide some cases in Table 10 to demonstrate the ability of CPM.

4 Future Work

In the future, we will further explore the power of large-scale pre-trained models on Chinese by adding more training data and increasing the model size. Due to the extremely expensive cost of pre-training, we will try to optimize the training framework, such as the data-transfer scheme between different nodes, to accelerate the process. There are some previous works including LAMB (You et al., 2020) and DeepSpeed (Rasley et al., 2020). Besides, it is important to reduce the model size by model compression (Sanh et al., 2019; Jiao et al., 2019; Zhang et al., 2020).

Meanwhile, we will also include diverse data to enhance model performance. For text data, we will add a multi-lingual corpus to train a large-scale Chinese-centered multi-lingual language model. For structured data such as knowledge graphs, which is important for PLMs (Peters et al., 2019; Xiong et al., 2020; Su et al., 2020), we will explore new learning algorithms to train a joint model, which can learn from both texts and knowledge graphs for better general intelligence.
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Disclaimer of Warranties
The text generated by CPM is automatically generated by a neural network model trained on a large number of texts, which does not represent our official attitudes and preferences. The text generated by CPM is only used for technical and scientific purposes. If it infringes on your rights and interests or violates social morality, please do not propagate it, but contact us and we will deal with it promptly.
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