Active Energy Management Based on Meta-Heuristic Algorithms of Fuel Cell/Battery/Supercapacitor Energy Storage System for Aircraft

Hasan Çınar and Ilyas Kandemir *

Abstract: This paper presents the application of an active energy management strategy to a hybrid system consisting of a proton exchange membrane fuel cell (PEMFC), battery, and supercapacitor. The purpose of energy management is to control the battery and supercapacitor states of charge (SOCs) as well as minimizing hydrogen consumption. Energy management should be applied to hybrid systems created in this way to increase efficiency and control working conditions. In this study, optimization of an existing model in the literature with different meta-heuristic methods was further examined and results similar to those in the literature were obtained. Ant lion optimizer (ALO), moth-flame optimization (MFO), dragonfly algorithm (DA), sine cosine algorithm (SCA), multi-verse optimizer (MVO), particle swarm optimization (PSO), and whale optimization algorithm (WOA) meta-heuristic algorithms were applied to control the flow of power between sources. The optimization methods were compared in terms of hydrogen consumption and calculation time. Simulation studies were conducted in Matlab/Simulink R2020b (academic license). The contribution of the study is that the optimization methods of ant lion algorithm, moth-flame algorithm, and sine cosine algorithm were applied to this system for the first time. It was concluded that the most effective method in terms of hydrogen consumption and computational burden was the sine cosine algorithm. In addition, the sine cosine algorithm provided better results than similar meta-heuristic algorithms in the literature in terms of hydrogen consumption. At the same time, meta-heuristic optimization algorithms and equivalent consumption minimization strategy (ECMS) and classical proportional integral (PI) control strategy were compared as a benchmark study as done in the literature, and it was concluded that meta-heuristic algorithms were more effective in terms of hydrogen consumption and computational time.
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1. Introduction

The amount of fossil fuels is limited in nature. In addition, it has harmful effects such as air pollution and greenhouse effects. For these reasons, it is necessary to reduce the use of fossil fuels in transportation, as in other engineering applications. To meet this requirement, studies are carried out on hybrid systems in both academic and commercial fields [1]. Many application examples of these hybrid systems are available in vehicles such as ferries, trains, airplanes, unmanned aerial vehicles, and buses [2–4]. The hybrid systems can be constituted between internal combustion engines and energy storage components or between energy storage components only. Common energy storage components are batteries, supercapacitors, and fuel cell stack. In addition, solar cells, piezoelectric materials, and flywheels can be part of a hybrid system [5]. By constituting hybrid systems, the superior features of each component can be used. Among the battery, fuel cell, and supercapacitor, the fuel cell has the highest energy density, while the supercapacitor has
the highest power density. Fuel cells have drawbacks such as long start-up time, delayed response, and weak power performance. Therefore, in general, battery/supercapacitor or more complicated hybrid energy storage units are preferred in hybrid vehicles. Batteries or fuel cells are the strongest candidates in terms of meeting the energy demand alone as the battery and fuel cell technology develop. Polymer electrolyte membrane (PEM) fuel cell (FC), direct methanol (DM) FC, and solid oxide (SO) FC can be used for propulsion systems [6]. However, PEMFC is more suitable than DMFC and SOFC for aviation systems due to its low weight, low operating temperature, and response speed characteristics [7,8]. As another energy source, solar cells can be added to the system. However, it requires wide surface areas and their efficiency is low [9]. Besides, supercapacitors are used as auxiliary sources in the system rather than meeting the energy requirement alone. Their power density is much higher than other energy sources. They can supply the instantaneous high power demand and are used for this purpose in systems. In the hybrid system used for unmanned aerial vehicles (UAVs), it has been observed that the supercapacitor increases the total system efficiency [7,10,11]. Similar to supercapacitors, flywheels are used to meet the instant high power demand [12]. Although flywheels can be used in land and marine applications, they are not quite preferred in aviation applications because of airborne risks of rotating machinery and weight considerations. In addition, the gyroscopic effect of the flywheel negatively affects the maneuverability of the aircraft. In the hybrid systems, piezoelectric materials can be used as energy sources, but they can only generate very low amounts of energy. Their energy production can only meet the power demand of small electrical elements. For the above-mentioned reasons, battery, supercapacitor and fuel cell stack are generally used as complementary to each other in the hybrid systems applied in vehicles.

The hybrid systems need energy management to increase total system efficiency, reduce fuel consumption, and maintain the performance and lifetime of each component [13]. There are many studies in the literature on energy management of hybrid systems formed by internal combustion engines and electric motors [14,15]. However, there is limited study on the energy management of fully electrical systems in aircraft. In these studies, the energy management has generally been conducted with rule-based approaches. In the energy management, the ability of meta-heuristic algorithms to converge the global optimum without getting stuck at local optimum can be useful. In addition, meta-heuristic algorithms have been shown to give satisfying results in solving complex nonlinear problems with multiple inputs and multiple outputs [16,17]. In the literature, some rule-based energy management techniques were applied to the hybrid system used this study. In addition, strategies such as optimization based equivalent consumption minimization (ECMS) and external energy maximization (EEMS) were implemented to reduce hydrogen consumption [18]. Although the computational burden of rule-based energy management techniques are low, they cannot guarantee global optimum. An energy management system is expected to provide results close to global optimum, as well as to be implemented in real-time. In this context, the meta-heuristic algorithms can ensure better results than rule-based approaches. In this study, this gap in the literature was investigated by using meta-heuristics algorithms. In this respect, a comparison study of meta-heuristic algorithms for energy management of triple hybrid system is presented in this paper. The equivalent consumption minimization strategy (ECMS) and classical proportional integral (PI) control strategy were chosen as benchmarks and meta-heuristic algorithms were compared with these benchmarking strategies. In addition, the computational times of these were obtained and compared for a triple hybrid system consisting of fuel cell, battery, and supercapacitor.

The state of charge (SOC) of the batteries is generally not desired to fall below 20% during operation. Fuel cells should not be subjected to sudden high loads. Furthermore, in the hybrid systems, it is an important issue to distribute the stored energy among these resources under certain limits according to the required power demand. All of these operational restrictions should be controlled in the hybrid systems. In this sense, there are two methods for energy management, active or passive. In active method, energy
management is performed through DC/DC converters, while passive method is based on direct voltage matching, not using DC/DC converters. The passive systems have a simpler structure, but it has been observed that active energy management systems are more efficient [19,20]. The active energy management is generally conducted with methods that can be examined under two general groups: rule-based and optimization-based strategies. The rule-based energy management strategies aim to increase the performance of the system according to a predetermined set of rules, whereas optimization-based approaches aim to optimize the system according to a created objective function. The rule-based strategies (e.g., state machine control and proportional-integral (PI) control) are suitable for real-time implementation due to their simple structure, but their efficiency is low. Although the efficiency of optimization-based methods is high, the computational burden is also high. This problem can be solved using intelligent control techniques and meta-heuristic algorithms for real-time applications. That is why many studies utilizing meta-heuristic algorithms are used in real-time energy management of electric vehicles (e.g., [21–23]). Two of the biggest problems encountered in energy management are: (1) keeping the calculation time short (to be suitable for real-time applications): and (2) reflecting the external dynamics of the problem in the model [24]. Researchers have conducted many studies to solve these two problems (e.g., [25,26]). In contrast to traditional optimization methods, meta-heuristic methods are suitable for achieving shorter calculations time [1,27]. Some meta-heuristic algorithms have been applied to the hybrid system consisting of battery, supercapacitor, and fuel cell stack, as used in this study [26,28–31]. The novelty of this study is the first application of the ant lion optimizer, sine cosine algorithm, and moth-flame optimization algorithm on a triple hybrid energy provider system. In addition, many meta-heuristic algorithms were compared in terms of computational time and hydrogen consumption. According to these comparison criteria, the sine cosine algorithm gave best result. Besides, it was found to provide lower hydrogen consumption than studies in the literature. Although there are many studies on the use of meta-heuristic algorithms in energy management of other electric vehicles, there are very few studies in aerial vehicles. In this regard, the current study has considerable importance.

Based on the above reasoning, the current paper presents energy management and optimization of the triple hybrid system consisting of battery, supercapacitor, and fuel cell stack, using ant lion optimizer (ALO) [32], moth-flame optimization (MFO) [33], dragonfly algorithm (DA) [34], multi-verse optimizer (MVO) [35], particle swarm optimization (PSO) [36], whale optimization algorithm (WOA) [37], and sine cosine algorithm (SCA) [38] algorithms. In the system used in this study, the battery and fuel cell stack are connected to the system through DC/DC converters, and the supercapacitor is directly connected to the DC bus. For this reason, active energy management was applied to the hybrid system. Studies were conducted in Matlab/Simulink (R2020b) environment. For the integration of the energy management system into the Matlab/Simulink model, the first Type S-Function was used. The aim of the system was to ensure the distribution of energy between sources by minimizing hydrogen consumption. After the determination of the most suitable optimization algorithm, its effect on the model was examined using the same algorithm. Section 2 presents the information about the components of the systems in the model and the modeling process. Section 3 explains the meta-heuristic algorithms used for optimization. Section 4 gives the results and determines the most suitable algorithm in terms of hydrogen consumption. Section 5 presents the results together with the discussion. Lastly, the future research direction concludes the study.

2. Structure of the Hybrid Energy Supply System

The hybrid system, in which power optimization is applied, consists of a 40 Ah lithium-ion battery, pack of 108 serially connected supercapacitors with 15.6 Farad over all capacity, and PEM type fuel cell stack. The specifications of the energy components used in the hybrid system are given in Table 1. The battery and fuel cells were connected to the system through DC/DC converters. The structure of the system is shown Figure 1. The
supercapacitor is directly connected to the system. The demand power to the system is an input value, and, in this system, the demand power is required to be met with the least hydrogen consumption. To minimize hydrogen consumption, it is aimed to provide as much of the demanded power from the battery and the supercapacitor within the usage limits as possible. The input values of the energy management unit are battery SOC value and system voltage. The output values of the energy management unit are the current drawn from the battery and fuel cell stack. The energy management system unit decides how much current will be drawn from the battery and fuel cell stack. The current drawn from the battery and fuel cell stack are controlled by DC/DC converters. The main purpose of optimization in the system is to meet the demanded power with the least hydrogen consumption. The power demanded in the simulation is given as input and it is desired to provide this demanded power in the most optimized ways. The power demand is shown in Figure 2 [18]. In the literature, there are studies that use this power demand to manage energy in this hybrid system (e.g., [26,28–30]). The purpose of the system is not to meet the total power demand for an aircraft. In other words, this hybrid system is not used as the main energy source in aircraft. The purpose of the hybrid system, whose simulation studies were carried out, is to meet the emergency power demand in an aircraft. In this context, it is a system that will be used as an auxiliary energy source in an aircraft.

The average and peak value of the aircraft emergency load demand is 7.5 and 10.5 kW. The DC bus voltage of the system was set to 270 V (usually as in an aircraft) [18]. To meet these requirements, the properties of the fuel cell, battery, and supercapacitor were determined according to demand power. The battery SOC value was chosen the same as in the literature for comparison [29].

The hybrid system architecture in Figure 1 was selected by comparing nine different topologies. According to the comparison study by S. Njoya Motapon [31], the system presented in Figure 1 is the most suitable hybrid system in terms of weight, efficiency, power controllability, and cost. Efficiency values in the model of DC/DC converters are given in Table 2. These efficiency values were assumed to vary linearly between 10% and 100% load conditions.

### Table 1. Comparison of fuel cell, battery, and supercapacitor specifications [18].

| Specification              | Fuel Cell          | Battery            | Supercapacitor     |
|----------------------------|--------------------|--------------------|--------------------|
| Max-Min Voltage [V]        | 30–60              | 0–55.87            | 0–291.6            |
| Max-Min Current [A]        | 0–380              | 20–80              | 20–100             |
| Peak Power Output [kW]     | 12.5               | 4.46               | 10                 |
| Nominal Power Output [kW]  | 10.3               | 3.8                | -                  |
| Internal Resistance [ohms] | -                  | 0.012              | 0.15               |

### Table 2. DC/DC converter efficiencies.

| Supercapacitor Features Used in Simulink                          | 100% and 10% loads [n1,n2] = [80,88] |
|-------------------------------------------------------------------|--------------------------------------|
| Battery Buck Converter Model Efficiency                          | 100% and 10% loads [n1,n2] = [80,88] |
| Battery Boost Converter Model Efficiency                         | 100% and 10% loads [n1,n2] = [85,90]  |
| Fuel Cell Boost Converter Model Efficiency                       | 100% and 10% loads [n1,n2] = [85,90]  |

The objective function used in optimization is Equation (1). Equations (2)–(4) are the constraints of the optimization problem [18]. According to these constraints, it is aimed to maximize the objective function. The battery state of charge (SOC) control is provided with Equation (2). Equation (3) restricts the minimum and maximum values of battery power. Equation (4) restricts the system voltage to the minimum and maximum values. By maximizing the $J$ function, the battery and supercapacitor will give the most power they can give within the allowed limits. Thus, hydrogen consumption in the fuel cell will be reduced during the simulation.
Max \quad J = P_{batt} \Delta t + \frac{1}{2} C_r \Delta V^2 \quad (1)

\begin{align*}
\text{SOC}^{\text{min}} & \leq \text{SOC} \leq \text{SOC}^{\text{max}} \quad (2) \\
n_{\text{batt}}^{\text{min}} & \leq P_{\text{batt}} \leq n_{\text{batt}}^{\text{max}} \quad (3) \\
V_{\text{dc}}^{\text{min}} & \leq V_{\text{dc}} \leq V_{\text{dc}}^{\text{max}} \quad (4)
\end{align*}

where $P_{\text{batt}}$, $C_r$, $V_{\text{dc}}^{\text{min}}$, $V_{\text{dc}}^{\text{max}}$, $\text{SOC}^{\text{min}}$, $\text{SOC}$, $\Delta t$, $n_{\text{batt}}^{\text{min}}$, $n_{\text{batt}}^{\text{max}}$, and $J$ represent power drawn from the battery (W), supercapacitor capacitance (F), minimum value of DC voltage for bus (V), maximum value of DC voltage for bus (V), minimum battery state of charge (%), battery instant state of charge (%), time interval (s), battery maximum power (W), battery minimum power (W), and objective function, respectively.

![Figure 1. Topology of the energy storage system.](image1)

![Figure 2. Power demanded in the system [18].](image2)

### 2.1. Battery Model

A Lithium-ion type battery with a capacity of 40 Ah was modeled in the system used in this study. The battery model used is in the Matlab/Simulink/Simscape library. Equation (5) represents the discharge state of the battery and Equation (6) represents the
state of charge [39]. The discharge curve of the battery is shown in Figure 3 and its features are given in Table 3.

\[ V_{\text{batt}} = E_0 - K \frac{Q}{Q + i_t} i^* - K \frac{Q}{Q - i_t} i_t + Ae^{(-Bi_t)} \quad \text{Discharge}(i^* < 0) \]  (5)

\[ V_{\text{batt}} = E_0 - K \frac{Q}{Q + i_t} i^* - K \frac{Q}{Q - i_t} i_t + Ae^{(-Bi_t)} \quad \text{Charge}(i^* > 0) \]  (6)

where \( V_{\text{batt}}, E_0, i, i^*, R, K, i_t, Q, B, \) and \( A \) represent battery voltage (V), battery constant voltage (V), battery current (A), filtered battery current (A), internal resistance (Ohm), polarization constant (V/Ah), actual battery current (A), maximum battery capacity (Ah), exponential capacity (A/h), and exponential voltage (V), respectively.

Figure 3. The discharge curve of the battery [39].

Table 3. Features of the battery used in the system.

| Battery Features Used in Simulink |   |
|-----------------------------------|---|
| Nominal Voltage [V]              | 48 |
| Rated Capacity [Ah]              | 40 |
| Initial State of Charge [%]      | 65 |
| Fully Charged Voltage [V]        | 55.87 |

2.2. Supercapacitor Model

In the study, the model existing in Matlab/Simulink/Simscape library was used for supercapacitor model. The model was established according to Equations (7)–(9) [39]. The charge curve of the supercapacitor is shown in Figure 4. The properties of the supercapacitor are shown in Table 4.

\[ C = \left( \frac{1}{C_H} + \frac{1}{C_{GC}} \right)^{-1} \]  (7)

\[ C_H = \frac{N_e \varepsilon_0 A_i}{\varepsilon} \]  (8)

\[ C_{GC} = \frac{FQ_c}{2N_iRT} \sinh\left( \frac{Q_c}{N^2_iA_i} \sqrt{8RT \varepsilon_0 c} \right) \]  (9)

where \( C, C_H, C_{GC}, N_e, \varepsilon_0, A_i, \varepsilon, c, Q_c, \) and \( T \) represent supercapacitor capacitance (F), Helmholtz capacitance (F), Gouy-Chapman capacitance (F), number of electrode layers, per-
meability of electronic material (F/m), permeability of free volume (F/m), free surface area between electrode and electrolyte (m²), Helmholtz sheet length (m), molar concentration (mol/m³), the electric charge of the cell (C), and temperature (K), respectively.

Figure 4. Supercapacitor charge curve [39].

Table 4. Features of the supercapacitor used in the system.

| Supercapacitor Features Used in Simulink |  |
|-----------------------------------------|---|
| Rated Capacitance [F]                   | 15.6 |
| Rated Voltage [V]                       | 291.6 |
| Number of Capacitors in Series          | 108 |
| Number of Capacitors in Parallel        | 1   |
| Initial Voltage [V]                     | 55.87 |

2.3. Fuel Cell Model

The model of the fuel cell stack used in the study is shown in Figure 5. This model is the improved version of the model designed in [40,41]. The performance curve of the fuel cell is shown in Figure 6. The characteristics of the fuel cell model used in Matlab/Simulink/Simscape are given in Table 5. In Figure 5, Block A represents Equations (10) and (11) [18]. These equations show the uses of hydrogen and oxygen. Block B represents Equations (12)–(16) [18]. Equation (14) gives the thermodynamic voltage. Equations (12) and (13) show the partial pressures of oxygen and hydrogen. Equation (15) gives cell open circuit voltage. In the case of lack of oxygen inside the cell, Nernst voltage is given by Equation (16). Block C represents Equation (17) [18]. For all equations for the fuel cell model, the study of Souleman Njaya Motapon [18] was used.

\[
U_{fH_2} = \frac{60000RT_i f_c}{2FP_{fuel}V_{fuel}x%} \quad (10)
\]

\[
U_{fO_2} = \frac{60000RT_i f_c}{4FP_{air}V_{air}y%} \quad (11)
\]

\[
P_{H_2} = (1 - U_{fH_2})x%P_{fuel} \quad (12)
\]

\[
P_{O_2} = (1 - U_{fO_2})y%P_{air} \quad (13)
\]

where \(U_{fH_2}, U_{fO_2}, F, R, i f_c, V_{air}, V_{fuel}, T, P_{fuel}, P_{air}, x,\) and \(y\) represent hydrogen consumption, oxygen consumption, faraday constant (A s/mol), ideal gas constant (J/mol K), cell current (A), air flow (l/min), fuel flow (l/min), operating temperature (K), fuel pressure
where $T$, $P_{H_2}$, $P_{O_2}$, $K_C$, $E_{OC}$, $K_C$, $E_n$, $K_u$, $\propto$, $A$, and $Uf_{O_2}$ represent operating temperature (K), hydrogen partial pressure (atm), oxygen partial pressure (atm), voltage constant, open loop voltage (V), voltage constant, thermodynamic voltage, voltage undershoot constant, charge transfer coefficient, Tafel slope, and nominal oxygen usage (%), respectively.

Table 5. Specifications of the fuel cell used in the system.

| Fuel Cell Features Used in Matlab/Simulink |       |
|------------------------------------------|-------|
| Number of Cells                          | 65    |
| Nominal Stack Efficiency [%]             | 50    |
| Operating Temperature [Celsius]          | 45    |
| Nominal Air Flow Rate [lpm]              | 732   |
| Peak $O_2$ Utilization [%]               | 60    |
| Nominal Operating Current [A]            | 250   |
| Nominal Operating Voltage [V]            | 41.15 |
| Maximum operating point (Current[V],Voltage[V]) | (320,39.2) |
| Peak $O_2$ utilization [%]               | 60    |
| Nominal supply pressure (Fuel,Air) [bar] | (1.16,1) |
| Nominal composition (H$_2$O$_2$,H$_2$O [bar]) [%] | (99.95,21,1) |
| Air inlet temperature [°C]               | 2–40  |

Figure 5. Fuel cell model [18].
3. Energy Management Strategies

The current study is the first study in the literature, which applies ant lion optimization algorithm, moth-flame optimization algorithm, and sine cosine algorithm to the hybrid system. In addition, it is also the pioneering one to perform the energy management and optimization of this hybrid system in terms of hydrogen. In this context, the following sections give brief explanations of these newly-applied algorithms.

3.1. The Ant Lion Optimizer

The ant lion optimizer algorithm was developed in 2015, inspired by the hunting behavior of the antlion in nature [42]. The hunting behavior consists of five parts: random movement of ants, setting traps, ants entering the trap, catching prey, and re-setting traps. According to this hunting behavior, the antlion sets a cone-shaped trap and waits for the ants to fall into the trap. When the prey is trapped, the antlion catches it, and, after eating it, it prepares the trap again for the new prey. The flow diagram of the optimization algorithm is shown in Figure 7. In this algorithm, the first random population of ants and antlion are initialized, and then the values of these ants and antlions in the objective function are calculated. Then, the best elite solution is found by calculating the positions of ant and antlion in a loop.

The random motion of ants searching for food in nature is modeled by Equation (18). Here, \( \text{cumsum} \) is the maximum iteration number of the cumulative sum and \( t \) is the iteration number. The stochastic function is given by Equation (19) [42]. The positions of the ants recorded during optimization are given by Equation (20). During optimization, Equation (21) is created for each ant using the objective function [42].

\[
X(t) = [0, \text{cumsum}(2r(t_1) - 1), \text{cumsum}(2r(t_2) - 1), \ldots, \text{cumsum}(2r(t_n) - 1)]
\]  

\[
r(t) = \begin{cases} 
1, & \text{rand} > 0.5 \\
0, & \text{ran} \leq 0.5 
\end{cases}
\]

\[
M_{\text{Ant}} = \begin{bmatrix} 
A_{1,1} & \cdots & A_{1,d} \\
A_{2,1} & \cdots & A_{2,d} \\
\vdots & \ddots & \vdots \\
A_{n,1} & \cdots & A_{n,d} 
\end{bmatrix}
\]
\[
M_{AO} = \begin{bmatrix}
  f([A_{1,1}, A_{1,2}, \ldots, A_{1,d}]) \\
  f([A_{2,1}, A_{2,2}, \ldots, A_{2,d}]) \\
  \vdots \\
  f([A_{n,1}, A_{n,2}, \ldots, A_{n,d}])
\end{bmatrix}
\] (21)

Similarly, the antlion positions are recorded during iteration and Equation (22) is generated using the objective function.

\[
M_{Antlion} = \begin{bmatrix}
  f([AL_{1,1}, AL_{1,2}, \ldots, AL_{1,d}]) \\
  f([AL_{2,1}, AL_{2,2}, \ldots, AL_{2,d}]) \\
  \vdots \\
  f([AL_{n,1}, AL_{n,2}, \ldots, AL_{n,d}])
\end{bmatrix}
\] (22)

Equation (23) is used to keep the random motion of the ants within the boundaries of the search space [42]. With this equation, the random motion of the ants in each iteration will remain within the boundaries of the search space.

\[
X^t_i = \frac{(x^t_i - a_i)(b_i - c^t_i)}{(d^t_i - a_i)} + c_i
\] (23)

where \(a_i, b_i, c^t_i, \) and \(d^t_i\) represent minimum value of variable \(i\), maximum value of variable \(i\), minimum value of variable \(i\) in \(t\)th iteration, and maximum value of variable \(i\) in \(t\)th iteration, respectively.

Figure 7. Flow chart of the ant lion optimizer.

The random movements of ants in the search space are affected by the antlion’s traps. Equations (24) and (25) are used to model this [42]. Here, the indices \(i, j,\) and \(t\) indicate the number of ants, the number of antlions, and the number of iterations, respectively. \(c\) is the minimum value of the variables and \(d\) is the maximum value of the variables.

\[
c^t_i = Antlion^t_j + c^t
\] (24)
As soon as the antlions notice that an ant has entered the trap holes they have created, they spray sand outward to prevent the ant from escaping and to make it slide into the pit. This behavior is modeled mathematically using Equations (26) and (27) [42]. Here, \( c \) and \( d \), respectively, show the minimum and maximum values of all variables at \( t \)th iteration. \( i \) is the reduction ratio and is determined by the number of iterations.

\[
d^i = \text{Antlion}_i^t + d^t
\]  

The next step after the antlion traps and hunts the ant is to equalize the ant’s position to that of the antlion. This state is modeled by Equation (28).

\[
\text{Antlion}_i^t = \text{Ant}_i^t \quad \text{iff} \quad f(\text{Ant}_i^t) > f(\text{Antlion}_i^t)
\]  

Equation (29) is used to reflect the effect of the best solution [42]. Here, \( R_A^t \), \( R_E^t \), respectively, is the random position in the \( t \)th iteration, the random position around the elite result. \( \text{Ant}_i^t \) is the position of the \( i \)th variable in the \( t \)th iteration.

\[
\text{Ant}_i^t = \frac{R_A^t + R_E^t}{2}
\]  

3.2. Moth-Flame Optimization Algorithm

This algorithm was developed in 2015, inspired by the direction finding abilities of the moths [33]. Moths move at a fixed angle according to the moon. However, when there is an artificial light source, they follow a spiral path and approach the artificial light. The moth-flame optimization algorithm has been developed inspired by this feature. The flow diagram of the algorithm is shown in Figure 8. Similarly, as in other population-based algorithms, moth and flame populations are first initialized randomly. Then, the corresponding value of the population is calculated using the objective function.

The moth sequence is given by Equation (30) [33]. Here, \( n \) is the number of moths and \( d \) is the number of variables. The vector state of the objective function for each moth is shown in Equation (31). Similar to moths, flames are represented by Equation (32). By using the objective function for flames, Equation (33) is created [33].
\[ \text{OF} = \begin{bmatrix} \text{OF}_1 \\ \text{OF}_2 \\ \vdots \\ \vdots \\ \text{OF}_n \end{bmatrix} \] (33)

For mathematical modeling of this algorithm, the position of each moth is updated with Equation (34) according to the flames [33]. Here, \( M_i \) and \( F_j \), respectively, show \( i \)th Moth and \( j \)th flame. \( S \) is the spiral function.

\[ M_i = S(M_i, F_j) \] (34)

The spiral function used is given in Equation (35). In the paper, we refer to logarithmic spiral is used ([33]). Here, \( D_i \) is the distance of the \( i \)th moth for the \( j \)th flame and it is calculated by Equation (36). \( b \) is a constant defining the shape of the logarithmic helix and \( t \) is a random number in \([-1,1]\). Equation (37) is used to update the number of flames. In this equation, \( I, N, \) and \( T \), respectively, show the current iteration, maximum number of flames, and maximum number of iterations [33].

\[ S(M_i, F_j) = D_i e^{bt} \cos(2\pi t) + F_j \] (35)

\[ D_i = |F_j - M_i| \] (36)

\[ \#\text{flames} = \text{round}(N - I \frac{N - 1}{T}) \] (37)

Figure 8. Flow chart of the moth-flame optimization algorithm.
3.3. Sine Cosine Algorithm

The sine cosine algorithm was developed in 2016 [42]. It is a population-based optimization algorithm. Similar to algorithms in other population-based optimization algorithm groups, it first generates a random initial solution and then tries to find the overall optimum by testing this first solution in the objective function. As the name suggests, the mathematical sine and cosine functions form the basis of the algorithm. The flow diagram of the algorithm is given in Figure 9.

![Flow chart diagram of Sine Cosine algorithm.](image)

Equations (38) and (39) are used for position updating. $X_i^t$ is the position of the current solution in the $t$th iteration and $i$th dimension. $r_1$, $r_2$, and $r_3$ are random numbers [42]. $P_i$ is the position of the destination in $i$th dimension. It can be converted to Equation (40) by adding the coefficient $r_4([0, 1])$ [42].

\[
X_i^{t+1} = X_i^t + r_1 \sin(r_2) |r_3 P_i^t - X_i^t| \tag{38}
\]

\[
X_i^{t+1} = X_i^t + r_1 \cos(r_2) |r_3 P_i^t - X_i^t| \tag{39}
\]

\[
X_i^{t+1} = \begin{cases} 
X_i^t + r_1 \sin(r_2) |r_3 P_i^t - X_i^t|, & r_4 < 0.5 \\
X_i^t + r_1 \cos(r_2) |r_3 P_i^t - X_i^t|, & r_4 \geq 0.5
\end{cases} \tag{40}
\]

In this study, the maximum iteration number and search agents number for moth-flame optimization, ant lion optimizer, sine cosine algorithm and dragonfly algorithm were tuned as 1000 and 30. For the multi-verse optimizer and the particle swarm optimization algorithm, the number of iteration is kept the same as the other algorithm and the number of particles in the swarm and the number of universe were tuned as 110 and 60.

4. Simulation Results and Discussion

Energy management and optimization has been applied to the system shown in Figure 1, which consists of battery, supercapacitor, and fuel cell stack. This system is designed to meet the energy requirement in emergency landing situations. This system consists of a 40 Ah lithium-ion battery, a PEM fuel cell with a rated power of 10 kW, and
108 supercapacitors with a 16.6 F capacitance. The DC/DC converters were used to apply the signals output from the energy management unit. A boost converter with 45 A load capacity was used for the fuel cell stack. A boost converter with a load current of 18 A and a buck converter with a load current of 20 A were used for the battery. No converter is used for the supercapacitor and is directly connected to the system bus. The input variables of the energy management unit are battery SOC and load demand. The output variables of the energy management unit are battery and fuel cell current values. A DC/AC converter with an output frequency of 400 Hz was used in the system to convert direct current to alternating current.

Simulation studies were conducted in Matlab/Simulink. Additionally, Simulink/Simscape (R2020b) library was used for the battery, supercapacitor, and fuel cell models. Optimization algorithms were implemented with the S-function block in Matlab/Simulink [6]. The purpose of optimization study is to provide energy distribution between sources by minimizing hydrogen consumption. In addition to minimizing hydrogen consumption, battery and supercapacitor states of charge control were performed. In simulation studies, demand power is assumed to be known beforehand and applied as external input (Figure 2). The purpose of the simulation study is to provide this demand power by consuming the least hydrogen. For this purpose, the optimization methods of sine cosine algorithm (SCA), moth-flame optimization algorithm (MFO), multi-verse optimizer algorithm (MVO), dragonfly algorithm (DA), ant lion optimizer (ALO), particle swarm optimization algorithm (PSO), and whale optimization algorithm (WOA) were applied to the hybrid system. The SCA reached the best result in terms of hydrogen consumption and computational times. The hydrogen consumption of this algorithm was 19.2250 g at the end of the simulation. The results obtained in terms of hydrogen consumption are given in Figure 10. According to the results, although nearly similar results were obtained with other meta-heuristic algorithms, there are serious differences in calculation times. Simulation studies were conducted in discrete type and sample time 0.0001 s. Calculation times for these settings are given in Table 6. The sine cosine algorithm provided the best result in terms of the calculation time. This result is important in determining which meta-heuristic algorithm to choose for energy management.

![Figure 10. Comparison of optimization algorithms in terms of hydrogen consumption.](image-url)

Many optimization methods have been applied to this hybrid system in the literature (e.g., rule-based and optimization-based management methods [18,29]). State machine control strategy, classical proportional-integral (PI) control strategy, frequency control strategy, equivalent consumption minimization strategy (ECMS), and external energy maximization strategy (EEMS) methods were applied as non-meta-heuristic methods. However, meta-heuristic algorithms have reached a better result in terms of hydrogen consumption compared to these methods [43]. The meta-heuristic algorithms applied in the literature are shown in Table 7. It is seen that the optimization methods applied in
Table 7 provide similar results in terms of hydrogen consumption. As shown in Table 7, hydrogen consumption for the particle swarm optimization algorithm in the literature was found to be 25.43 g at the end of the simulation. In this study, it was found as 19.84 g for the same algorithm. In this study, no separate code was written for the particle swarm optimization algorithm, but the particleswarm solver in the Matlab/Simulink R2020b (academic license) library was used [39]. The difference may be mainly due to this situation, as well as attributes such as population number, number of iterations, etc. Among the methods used in the literature, the lowest result was obtained with the Coyote algorithm with 19.37 g [26]. In this study, it was seen that the SCA provided the lowest result with 19.2250 g. It is seen that the simulations performed in this study give results very close to the ones in the literature.

Table 6. Comparison of optimization algorithms in terms of total computation time (simulation type: discrete; sample time: 0.0001 s).

| Optimization Algorithm                                   | Total Computation Time [s] |
|----------------------------------------------------------|----------------------------|
| Sine Cosine Algorithm                                    | 350                        |
| Moth-Flame Optimization                                  | 396                        |
| Equivalent Consumption Minimization Strategy             | 409                        |
| Classical PI Control Strategy                            | 449                        |
| Whale Optimization Algorithm                             | 494                        |
| Multi-Verse Algorithm                                    | 579                        |
| Ant Lion Optimizer                                       | 4962                       |
| Dragonfly Algorithm                                      | 10,489                     |

Table 7. Results of optimization methods applied in the literature.

| Ref. | Optimization Algorithm             | Hydrogen Consumption [g] |
|------|-----------------------------------|--------------------------|
| [26] | Particle Swarm Optimization       | 25.43                    |
| [26] | Genetic Algorithm                 | 21.45                    |
| [28] | Mine-Blast Algorithm              | 19.85                    |
| [26] | Sunflower Optimizer               | 19.48                    |
| [26] | Multi-Verse Optimizer             | 19.43                    |
| [26] | Grasshopper Optimization Algorithm| 19.42                    |
| [29] | Salp Swarm Algorithm              | 19.4                     |
| [26] | Grey Wolf Algorithm               | 19.4                     |
| [26] | Coyote Algorithm                  | 19.37                    |
| Current Study | Sine Cosine Algorithm          | 19.2250                   |

Hydrogen change during simulation for different optimization algorithms is shown in Figure 11. This figure shows that sine cosine algorithm provide superiority over ECMS and PI control.

The current study contributes to the literature by applying ant lion optimizer algorithm, moth-flame optimization algorithm, and sine cosine algorithm for the first time in a hybrid energy storage system. Hence, this study introduces three novel optimization algorithms for hybrid system development holding a great potential for fresh studies. The applied optimization algorithms outperformed the traditional ECMS and PI control method in terms of hydrogen consumption. The variation of the optimization methods applied during the simulation is shown in Figure 12.
Since the sine cosine algorithm provides the best result among the optimization methods applied, Figures 13–18 related to this algorithm are given. The current, voltage, and SOC changes of the battery during the simulation are shown in Figure 13. The battery SOC status was set to the lower and upper limits of 65% and 50%, respectively. It was observed that the power drawn from the battery remained between $-1400$ and $3000$ W. The battery voltage remained within $49–53$ V. Battery current reached the highest level of $80$ A.

The current and voltage variation of the supercapacitor for the sine cosine algorithm during the simulation are shown in Figure 14. The supercapacitor was directly connected to the system bus. No DC/DC converter was used for supercapacitor. The supercapacitor operating voltage was around $270$ V, which was the operating voltage of the system. During simulation, it changed within $255–275$ V.

The current and voltage variations during the simulation for the sine cosine algorithm of the fuel cell are shown in Figure 15. Limit values for the fuel cell were $850$ and $8800$ W.
It was observed that the voltage changes remained within 40–55 V and the fuel cell current increased up to approximately 220 A.

Figure 13. Battery’s current, voltage, and SOC variations during simulation.

Figure 14. Current and voltage change of the supercapacitor during simulation.

Figure 15. Fuel cell current and voltage variations during simulation.

For the sine cosine algorithm, the change of power sharing throughout the simulation is shown in Figure 16. There was no power demand until about 45 s. After 45 s, there was a sudden increase in demand power and most of this sudden power demand was met by the
supercapacitor. It was then seen that the demand power was mostly met by the fuel cell stack and the remaining amount was shared between the battery and the supercapacitor.

![Figure 16. Power distribution throughout simulation.](image)

The battery and fuel cell converter input voltage is shown in Figure 17. The operating voltage of the system is 270 V and the lowest voltage value \( V_{dc_{min}} \) of the system is 268 V. The converter input voltage of the fuel cell remained in the operating voltage range 35–55 V, and the converter input voltage of the battery remained in the range of 44–57 V. DC bus voltage change is shown in Figure 18. Accordingly, the DC bus voltage varies within 258–274 V.

Among the studies in the literature for the benchmark model used in this study, the Coyote Algorithm method provided the lowest result in terms of hydrogen consumption with 19.37 g [26]. In this study, very close results were obtained for the same model. It can be concluded that the meta-heuristic algorithms in the same family present similar results. For this reason, it is understood that the solution time or the computational burden is more important for meta-heuristic algorithms from the same family.

![Figure 17. Variation of input voltage of DC/DC converters during simulation.](image)
5. Conclusions

In this study, the active energy management and optimization of a hybrid system consisting of battery, fuel cell stack, and supercapacitor were investigated. The purpose of this hybrid system is to meet the demand power that an aircraft may need in an emergency case. The active energy management in the study was conducted with the help of DC/DC converters. The purpose of the energy management of this hybrid system is to minimize hydrogen consumption. At the same time, it ensures that the battery state of charge (SOC) states remain within the desired limits. The active energy management of the hybrid system was conducted with ant lion optimizer (ALO), moth-flame optimization (MFO), dragonfly algorithm (DA), sine cosine algorithm (SCA), multi-verse optimizer algorithm (MVA), particle swarm optimization (PSO), and whale optimization algorithm (WOA) algorithms. The contribution of this study is that the ant lion algorithm, moth-flame optimization algorithm, and sine cosine algorithms were applied to this hybrid system for the first time. Sine cosine algorithm provided the best result in terms of hydrogen consumption (19.2250 g) and computational time (350 s). Although nearly similar results were obtained from meta-heuristic algorithms, it was observed that they are superior to equivalent consumption minimization strategy (ECMS) and classical PI control strategies in terms of hydrogen consumption. The order of meta-heuristic algorithms according to minimum hydrogen consumption is as follows: SCA, WOA, MFA, MVA, ALO, and DFA. In addition, the sine cosine algorithm provided the lowest calculation time. In future studies, energy management can be performed with more detailed models that include the external dynamics of the problem. Studies on reducing the computational burden can be examined to increase real-time applicability. In addition, reducing the stresses on each source and removing voltage fluctuations can be investigated in a hybrid system.
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