Securing Hadoop Distributed File System using Intelligence based Sensitivity bits
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Abstract—Hadoop is a widely used analytical tool for analyzing large volume of data which are in terms of Exa & Zetta bytes. Hadoop Distributed File System (HDFS) is a well-known storage system which provides distributed storage using commodity hardware. Since Big Data consists of highly sensitive data like Electronic Health Records, Financial Data etc., harnessing big data access and security plays a vital role. The bottom most layer of security can be provided by encryption. Since the data stored is highly unstructured, wider in variety and the velocity at which data is stored is also unpredictable, traditionally used ciphers like AES, RSA, RC4 etc. will not work efficiently on Big Data. The solution must have to consider at-risk sensitive data, variety of data which needs intelligence to classify the data. When data blocks are stored in data nodes, with each block 4-bits called sensitivity bits has to be added. Two bits indicate the level of sensitivity and two more bits indicate the type of data. These 4-bits are used by the map and reduce functions to effectively encrypt the required data blocks alone and not all, in a time efficient manner by using the available commodity hardware.

Keywords: HDFS, Sensitive Data, Sensitivity bits, Encryption, Intelligence, MapReduce

1. INTRODUCTION

Hadoop is a widely used analytical tool for analyzing large volume of data which are in terms of Exa & Zetta bytes [11]. Hadoop Distributed File System (HDFS) is a well-known storage system which provides distributed storage using commodity hardware [10]. The HDFS storage system is rapidly used in cloud environments also. When precise importance is given for volume, velocity and variety of data, it ignores the security of the data being stored [3]. Since Big Data consists of highly sensitive data like Electronic Health Records, Financial Data etc., harnessing big data access and security plays a vital role. Before entering into the security provided by the HDFS it is better to understand about the architecture and working principle of Hadoop Distributed File System.
2. HDFS WORKING PRINCIPLE

![Diagram of HDFS operations]

The Fig. 1 shows the read and write operations that are done simultaneously on two racks. Reading and Writing by clients to HDFS is done using various tools and APIs; almost the same process is followed by all of these tools. The client always uses Hadoop library for read and write processes which is aware of HDFS and its semantics.

A. WRITING

The Writing of files to HDFS is a complicated process. At first, the client makes a write request to the Namenode to open a file for write operation, along with its name. If the user has write permission, the metadata entry is created for the new file. A response will be sent to the client to indicate that the open request was successful and that it may now start writing data. When the client writes the data to the stream, it is split into packets. For each packet, the client requests the Namenode, a set of Datanodes to which replicas of the next block should be written. Each Datanode in the replication pipeline acknowledges each packet as it is successfully written.

When the client finishes sending data, it flushes any remaining packets out to disk and closes the data stream. It then updates the Namenode that the file is now complete. Obviously, things are not always this simple, and failures may also occur [19].

B. READING

The client sends a read request of a file to the Namenode. The Namenode is not doing any authentication; it directly checks the availability of the file, its owner and permissions of the file. If the file exists and the user has access to it, the Namenode responds to the client with the first block ID and the list of Datanodes on which a copy of the block can be found, sorted by their distance to the client. Distance to the client is measured according to Hadoop’s rack topology.

Using the block ID and Datanode hostnames, the client can now contact the most appropriate Datanode directly and read the block data. For each block the same process is repeated.

If the process or host on which it runs fails, the library will automatically attempt to read another replica of the block from next Datanode. If all replicas are unavailable, the read operation fails and the client receives an exception [19].
3. SECURITY IN HDFS

The primary focus is given to the 3Vs, even we can say that the security and privacy of the stored data are not even touched [18]. We will discuss the security provided with Hadoop Distributed File System in the following key aspects [1]:

A. Authentication
The clients are not authenticated by either the Namenode or Datanodes. The clients are trusted as they are.

B. Authorization
The authorization of a trusted client is done by the Namenode only. But since the Datanodes can also be directly accessed by the clients, the authorization also fails.

C. Data Encryption
Data encryption provides the last layer of defense. When all other security mechanisms fail, encryption helps to ensure the confidentiality of highly sensitive data like medical, financial data etc. There is no inbuilt mechanism to encrypt the sensitive data.

D. Auditing
Log files can be audited by Map functions.

4. EXISTING WORK

The user authentication was done at perimeter level by using Firewalls or Gateway Authentication Protocols like Apache Knox [8]. At the storage level, Kerberos like authentication protocols was used. The process of integration of Kerberos with HDFS is quite difficult [18].

HDFS file permission was implemented by third party tools like Apache Ranger, Apache Sentry [7]. Data encryption is done by using any traditional ciphers like AES [9], DES, RC4 etc. [17]. But it was proven that these algorithms are inefficient for unstructured data, real time, high velocity data [2].

Log files can be audited by Map functions. It is a must to identify flooding and modification attacks. But the logs do not have the information of “who did? ” a particular transaction, that is, the user information. Also the size of log file is smaller and very less number of transactions can be stored in them. It makes the auditing inefficient [5].

5. PROPOSED WORK

The bottom most layer of security can be provided by encryption. Since the data stored is highly unstructured and wider in variety and the velocity at which data is stored is also unpredictable, traditionally used ciphers like AES, RSA, RC4 etc. will not work efficiently on big data. The solution must have to consider at-risk sensitive data and the variety of data which needs intelligence to classify the data.
A. Underlying Architecture

The fig. 5.1 shows the overall architecture of generation of sensitivity bits. The sensitivity of the data can be obtained by getting user input when the client submits the data blocks to the HDFS. But this information is purely from user perspective. But the audit logs contain all the necessary transaction details which must be periodically read by the Map function and analyzed to get insight about which kind of data are prone to attacks at high rates. This needs machine learning algorithms which works in an intelligent way rather than by predefined algorithms. These inputs are also used to update the sensitivity bits.

The next two bits which represent the type of data can be obtained by reading the file extension while submitting the file for write operation.

B. Sensitivity Bits

When data blocks are stored in data nodes, with each block 4-bits called sensitivity bits has to be added. The first two bits indicate the level of sensitivity of the data and the next 2-bits indicate the type of data as discussed above.

The two MSBs are

|   |   |  Level of Sensitivity |
|---|---|-----------------------|
| 0 | 0 | Not sensitive         |
| 0 | 1 | Less Sensitive        |
| 1 | 0 | More Sensitive        |
| 1 | 1 | Highly Sensitive      |

The two LSBs are
These four bits are used to determine the level of security needed for a particular block of data. For example

| 0  | 0  | Video          |
|----|----|----------------|
| 0  | 1  | Audio          |
| 1  | 0  | Image          |
| 1  | 1  | Text           |

These 4-bits called sensitivity bits are stored at the beginning of each block so that the block can be encrypted accordingly.

These 4-bits are used by the map and reduce functions to effectively encrypt the required data blocks alone and not all, in a time efficient manner by using the available commodity hardware.

6. CONCLUSION
This paper represents a method to effectively secure the data stored in Hadoop Distributed File System. This method will identify the data at-risk and provides necessary security based on the level of sensitivity of the stored data. Variations on a cipher may be defined to work according to the sensitivity of data.
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