ABSTRACT. Reaction-diffusion systems with mass dissipation are known to possess blow-up solutions in high dimensions when the nonlinearities have super quadratic growth rates. In dimension one, it has been shown recently that one can have global existence of bounded solutions if nonlinearities are at most cubic. For the cubic intermediate sum condition, i.e. nonlinearities might have arbitrarily high growth rates, an additional entropy inequality had to be imposed. In this article, we remove this extra entropy assumption completely and obtain global boundedness for reaction-diffusion systems with cubic intermediate sum condition. The novel idea is to show a non-concentration phenomenon for mass dissipating systems, that is the mass dissipation implies a dissipation in a Morrey space $M^{1,\delta} (\Omega)$ for some $\delta > 0$. As far as we are concerned, it is the first time such a bound is derived for mass dissipating reaction-diffusion systems. The results are then applied to obtain global existence and boundedness of solutions to an oscillatory Belousov-Zhabotinsky system, which satisfies cubic intermediate sum condition but does not fulfill the entropy assumption. Extensions include global existence mass controlled systems with slightly-super cubic intermediate sum condition.
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1. INTRODUCTION AND MAIN RESULTS

1.1. Problem setting and Main result. Let $\Omega = (0, L)$ for $L > 0$. We study in this paper the global existence of bounded solutions to the following reaction-diffusion system for vector of concentrations $u = (u_1, \ldots, u_m), m \geq 1$,

$$
\begin{cases}
\partial_t u_i - d_i \partial_{xx} u_i = f_i(x, t, u), & x \in \Omega, \ t > 0, \\
\partial_x u_i(0, t) = \partial_x u_i(L, t) = 0, & t > 0, \\
u_i(x, 0) = u_{i,0}(x), & x \in \Omega,
\end{cases}
$$

(1.1)

where $d_i > 0$ are diffusion coefficients, the initial data are bounded and non-negative, i.e. $u_{i,0} \in L_+^\infty (\Omega), \forall i = 1, \ldots, m$. The nonlinearities satisfy the following assumptions:

(A1) (local Lipschitz and quasi-positivity) for all $i = 1, \cdots, m$, $f_i : \Omega \times \mathbb{R}_+ \times \mathbb{R}_+^m \to \mathbb{R}$ is locally Lipschitz continuous in the third component and uniformly in the first two components. Moreover, they are quasi-positive, that is for any $i \in 1, \cdots, m$ and any $(x, t) \in \Omega \times \mathbb{R}_+$, it holds

$$
f_i(x, t, u) \geq 0 \quad \text{provided} \quad u \in \mathbb{R}_+^m \quad \text{and} \quad u_i = 0;
$$

(A2) (mass dissipation) it holds

$$
\sum_{i=1}^m f_i(x, t, u) \leq 0, \ \forall u \in \mathbb{R}_+^m, \ \forall (x, t) \in \Omega \times \mathbb{R}_+;
$$
(A3) \((r\text{-order intermediate sum condition})\) there exists a lower triangular matrix \(A = (a_{ij}) \in \mathbb{R}^{(m-1) \times (m-1)}\) with non-negative elements and positive diagonal elements such that for any \(i = 1, \ldots, m-1\),

\[
\sum_{j=1}^{i} a_{ij} f_{j}(x, t, u) \leq C \left(1 + \sum_{k=1}^{m} u_{k}\right)^{r} \quad \forall \ u \in \mathbb{R}_{+}^{m}, \ \forall (x, t) \in \Omega \times \mathbb{R}_{+},
\]

for some \(r \in [1, \infty)\) where \(C > 0\) is a fixed constant (when \(r = 1, 2,\) or 3, we refer to this assumption as linear, quadratic, or cubic intermediate sum condition, respectively);

(A4) \((\text{bound from above by polynomials})\) there are \(\ell \geq 0\) and \(C > 0\) such that

\[
f_{i}(t, x, u) \leq C \left(1 + \sum_{j=1}^{m} u_{j}^{\ell}\right), \quad \forall i = 1, \ldots, m, \ \forall u \in \mathbb{R}_{+}^{m}, \ \forall (x, t) \in \Omega \times \mathbb{R}_{+}.
\]

It is remarked that \textit{we impose no restriction on the order} \(\ell\) \textit{of the polynomials}.

The main result of this paper is the following theorem.

**Theorem 1.1** \((\text{Mass dissipation and cubic intermediate sum})\). Assume (A1)–(A4), and \(r\) in (A3) fulfills

\[
r \leq 3.
\]

Then for any non-negative bounded initial data \(u_{0} \in L_{+}^{\infty}(\Omega)^{m}\) there is a unique global classical solution to (1.1) which is bounded uniformly in time, i.e.

\[
\sup_{t > 0} \sup_{i = 1, \ldots, m} \| u_{i}(t) \|_{L_{+}^{\infty}(\Omega)} < +\infty.
\]

**Remark 1.2.**

- The mass control assumption (A2) can be straightforwardly replaced by

\[
\sum_{i=1}^{m} \alpha_{i} f_{i}(x, t, u) \leq 0, \quad \forall u \in \mathbb{R}_{+}^{m}, \ \forall (x, t) \in \Omega \times \mathbb{R}_{+},
\]

for some positive constants \(\alpha_{i}, \ i = 1, \ldots, m\).

- For simplicity, the initial data in Theorem 1.1 are assumed to be bounded. However, we believe that \(u_{0} \in L_{+}^{3}(\Omega)^{m}\) are enough to conclude the Theorem. It remains, however, an interesting open problem if Theorem 1.1 still holds for only integrable initial data, i.e. \(u_{0} \in L_{+}^{1}(\Omega)^{m}\).

Extensions of Theorem 1.1 include the case of mass control and slightly super-cubic intermediate sum condition, which will be stated in the following.

**Theorem 1.3** \((\text{Mass control and cubic intermediate sum})\). Assume (A1), (A3) with \(r = 3\), (A4), and

\[
\sum_{i=1}^{m} \alpha_{i} f_{i}(x, t, u) \leq k_{0} + k_{1} \sum_{i=1}^{m} u_{i}, \quad \forall (x, t) \in \Omega \times \mathbb{R}_{+}, \quad \text{(1.2)}
\]

for some \(\alpha_{i} > 0, \ i = 1, \ldots, m, \ k_{0} \geq 0\) and \(k_{1} \in \mathbb{R}\). Then for any non-negative bounded initial data \(u_{0} \in L_{+}^{\infty}(\Omega)^{m}\) there is a unique global classical solution to (1.1). Moreover, if \(k_{0} = k_{1} = 0\) or \(k_{1} < 0\), then the solution is bounded uniformly in time, i.e.

\[
\sup_{t > 0} \sup_{i = 1, \ldots, m} \| u_{i}(t) \|_{L_{+}^{\infty}(\Omega)} < +\infty.
\]
**Theorem 1.4** (Mass control and super-cubic intermediate sum). Assume (A1), (1.2), and (A4). Then there exists a constant $\xi > 0$ depending on diffusion coefficients $d_i$, and $L$, such that if (A3) holds with

$$r \leq 3 + \xi$$

then for any non-negative bounded initial data $u_0 \in L^\infty_+(\Omega)^m$ there is a unique global classical solution to (1.1). Moreover, if $k_0 = k_1 = 0$ or $k_1 < 0$, then the solution is bounded uniformly in time, i.e.

$$\sup_{t > 0} \sup_{i = 1, \ldots, m} \|u_i(t)\|_{L^\infty(\Omega)} < +\infty.$$ 

**Remark 1.5.** Obviously, proving Theorem 1.4 implies immediately Theorems 1.1 and 1.3. However, we choose to present in detail the proof of Theorem 1.1 as it shows the main novelty of the new bound in Morrey space. Proofs of Theorems 1.3 and 1.4 follow with some technical but slight changes, which will be shown in Section 5.

1.2. **State of the art.** The global well-posedness of reaction-diffusion systems of (1.1) under assumptions (A1) and (A2) have attracted a lot of attention and recently witnessed considerable progress. On the one hand, conditions (A1) and (A2) appear naturally in a great number of models arising from physics, chemistry or biology. On the other hand, showing global well-posedness under these two assumptions turns out to be challenging since it was shown in [PS00] that (A1) and (A2) alone are not enough to prevent blow-up in finite time. To put the present paper into context, let us review related results in the literature. The global bounded solutions to (1.1) with (A1), (A2) and linear intermediate sum has been investigated already at the end of the eighties using duality methods, see e.g. [Mor89, Mor90]. Because of the blow-up example in [PS00], additional assumptions must be imposed. One typical condition is that the nonlinearities are bounded by polynomials, i.e. there exists $p \geq 1$ such that

$$|f_i(u)| \lesssim 1 + |u|^p,$$ 

∀ $u \in \mathbb{R}^m_+$, ∀ $i = 1, \ldots, m$. (1.3)

By assuming the mass conservation condition

$$\sum_{i=1}^m f_i(u) = 0,$$ (1.4)

(which is (A2) when the equality is fulfilled) and an entropy inequality

$$\sum_{i=1}^m f_i(u) \log u_i \leq 0,$$ (1.5)

it was shown in [CV09] by the De Giorgi method that (1.1) is globally well-posed for sub-quadratic nonlinearities, i.e. $p < 2$ in (1.3). Still by De Giorgi method, [GV10] showed global existence under (1.4) and (1.5) and either $n = 1$, $p = 3$ or $n = 2$, $p = 2$. This was later simplified in [Tan18] by using a modified Gagliardo-Nirenberg inequality. Note that in all [CV09, GV10, Tan18], the entropy inequality plays an important role in the proofs. By proving an improved duality method, [CDF14] showed global solutions to (1.1) requiring only (A1), (A2) and linear intermediate sum in two dimensions, i.e. $n = 2$, $p = 2$. Moreover, general $p > 2$ can be also treated providing the diffusion coefficients are quasi-uniform. Systems with quadratic growth in two dimensions have also been investigated in [PSY19]. The case of quadratic intermediate sum condition in two dimensions has been studied recently in [MT20]. It is remarked that requiring (A3) with $r = 2$ is significantly weaker than requiring (1.3) with $p = 2$ since the former imposes only quadratic growth of one nonlinearity, and the rest satisfies a “good” cancellation rule, when the latter
asks for quadratic bounds of all nonlinearities. The case of quadratic growth in higher dimensions, i.e. $p = 2$ and $n \geq 3$ has been resolved recently. More precisely, [CGV19] assumed (1.4), (1.5), (1.3) with $p = 2$ and treated the case of whole space $\mathbb{R}^n$. The work [Sou18] still assumed the entropy inequality (1.5), and weaken the mass conservation (1.4) to mass dissipation (A2) treated both cases of whole space or bounded domains. The entropy dissipation assumption (1.5) has been removed completely in [FMT20], i.e. only (A1), (A2), and (1.3) with $p = 2$ are assumed. Moreover, solutions are shown to be bounded uniformly in time, see [FMT21]. It is worthwhile to mention that results in these works (partly) utilised ideas from an almost un-noticed paper [Kan90] which treats (1.1) in the case of whole space $\mathbb{R}^n$ and mass conservation (1.4). The quadratic growth turns out to be optimal in higher dimension, see [PS22]. Concerning higher growth rates of nonlinearities in low dimensions, in the recent paper [STY23], global existence was shown under (A1), (A2) and cubic growth in one dimension $n = 1, p = 3$. If (A2) is replaced by the entropy inequality (1.5), then cubic growth can be replaced by cubic intermediate sum, i.e. $r = 3$ in (A3). It is also remarked that the entropy inequality plays an important role when treating the cubic intermediate sum condition. There is also a rich literature dealing with weak solutions [Pie03, DFPV07] or renormalized solutions [Fis15, LW22]. We refer the interested reader to the extensive review paper [Pie10] for more details.

Having reviewed the existing works in the literature, our main result in Theorem 1.1 is the first result showing global existence and boundedness of solutions to (1.1) with the cubic intermediate sum condition and assuming only (A1) and (A2). In comparison to the results in [STY23], we remove completely the entropy dissipation condition (1.5). This seemingly marginal condition plays a crucial role in the analysis of [STY23] (as it was also the case for previous works [CV09, GV10, Tan18, CGV19, Sou18]). Therefore, proving Theorem 1.1 requires new ideas, which we will detail in the next subsection.

1.3. **Key ideas.** An immediate consequence of assumptions (A1) and (A2) is that the total mass is bounded for all time, i.e.

$$\|u_i\|_{L^\infty(0,T;L^1(\Omega))} \leq C(\text{initial data}), \quad \forall T \in (0, T_{\max}), \forall i = 1, \ldots, m,$$

where $(0, T_{\max})$ is the maximal existence interval. Utilising this, it was shown in [Mor89, FMTY21] that (1.1) is globally well-posed under (A3) of order

$$r < 1 + \frac{2}{n}$$

(1.6)

where $n$ is the spatial dimension. This, interestingly, agrees with the Fujita exponent, see [Fuj66]. The results in [Mor89, FMTY21] therefore just fall short for cubic intermediate sum condition in one dimension. By using an improved duality method in [CDF14] one can also obtain a space-time estimate

$$\|u_i\|_{L^{2+\varepsilon}(0,T;L^{2+\varepsilon}(\Omega))} \leq C(T, \text{initial data}), \quad \forall T \in (0, T_{\max}), \forall i = 1, \ldots, m,$$

for some $\varepsilon > 0$. These estimates allow us to deal with (A3) of order

$$r \leq 1 + \frac{4}{n + 2}$$

which is only better than (1.6) when $n \geq 3$, see [MT20].

**Our first key idea** in proving Theorem 1.1 is to prove a new uniform-in-time estimate of the form

$$\|u_i\|_{L^\infty(0,T;M^{1,\delta}(\Omega))} \leq C(\text{initial data}),$$

(1.7)
\( \forall T \in (0, T_{\text{max}}), \forall i = 1, \ldots, m, \) for some \( \delta > 0, \) where \( M^{1,\delta}(\Omega) \) denotes the Morrey space, see (3.1). The estimate (1.7) has sometimes been referred to as the non-concentration phenomenon which was studied extensively in the context of dispersive equations (see e.g. [Bou99, Gri00, Tao06]). Up to our knowledge, the present paper is the first work proving the estimate (1.7) for mass controlled systems (1.1). To prove (1.7), we exploit the recent result shown in [STY23] that the auxiliary function \( \partial_x \left( \int_0^t \sum_{i=1}^{m} d_i u_i(x, s) ds \right) \) is Hölder continuous. Because of this, Theorem 1.1, or more precisely the bound (1.7), is restricted to the case of one dimension. However, we expect that such a bound is true in any dimension, which is left for future research.

Having obtained (1.7), our second main idea is to utilise a new version of modified Gagliardo-Nirenberg inequality involving Morrey spaces of the form: for any \( \varepsilon > 0, \) there exists \( C(\varepsilon) > 0 \) such that

\[
\| f \|^4_{L^4(\Omega)} \leq \varepsilon \| f \|^2_{M^{1,\varepsilon}(\Omega)} \| \partial_x f \|^2_{L^2(\Omega)} + C(\varepsilon) \| f \|^4_{L^1(\Omega)}.
\]

Note that this inequality is an alternative to the modified Gagliardo-Nirenberg inequality used in [Tan18, STY23] where the Morrey space was replaced by \( \| u \log u \|_{L^1(\Omega)} \). The interpolation inequality (1.8) then allows us to apply the \( L^p \)-energy estimate developed in [MT23, FMTY21] to show that

\[
\sup_{i=1,\ldots,m} \| u_i \|_{L^\infty(0,T;L^2(\Omega))} \leq C(\text{initial data}), \quad \forall T \in (0, T_{\text{max}}).
\]

This is enough to apply the standard bootstrap procedure and obtain the global existence and boundedness of a unique classical solution to (1.1) in one dimension.

1.4. Application. Let us demonstrate an application of Theorem 1.1 to a realistic system to which all of existing works in the literature cited above, up to our knowledge, are not applicable. Consider the following set of 15 reactions, which demonstrate the Belousov-Zhabotinsky reaction system (see [Fog10] and the associated Web modules)

1. \( \text{BrO}_3^- + \text{Br}^- + 2\text{H}^+ \xrightarrow{k_1} \text{HBrO}_2 + \text{HOBr} \)
2. \( \text{HBrO}_2 + \text{HOBr} \xrightarrow{k_2} \text{BrO}_3^- + \text{Br}^- + 2\text{H}^+ \)
3. \( \text{HBrO}_2 + \text{Br}^- + \text{H}^+ \xrightarrow{k_3} 2\text{HOBr} \)
4. \( \text{BrO}_3^- + \text{HBrO}_2 + \text{H}^+ \xrightarrow{k_4} 2\text{BrO}_2' + \text{H}_2\text{O} \)
5. \( 2\text{BrO}_2' + \text{H}_2\text{O} \xrightarrow{k_5} \text{BrO}_3^- + \text{HBrO}_2 + \text{H}^+ \)
6. \( \text{BrO}_2' + \text{Me}^+ + \text{H}^+ \xrightarrow{k_6} \text{HBrO}_2 + \text{Me}^{++} \)
7. \( \text{HBrO}_2 + \text{Me}^{++} \xrightarrow{k_7} \text{BrO}_2' + \text{Me}^+ + \text{H}^+ \)
8. \( 2\text{HBrO}_2 \xrightarrow{k_8} \text{BrO}_3^- + \text{HOBr} + \text{H}^+ \)
9. \( \text{HOBr} + \text{Br}^- + \text{H}^+ \xrightarrow{k_9} \text{Br}_2 + \text{H}_2\text{O} \)
10. \( \text{Br}_2 + \text{H}_2\text{O} \xrightarrow{k_{10}} \text{HOBr} + \text{Br}^- + \text{H}^+ \)
11. \( \text{RH} + \text{Br}_2 \xrightarrow{k_{11}} \text{RBr} + \text{Br}^- + \text{H}^+ \)
12. \( \text{HOBr} + \text{R}' \xrightarrow{k_{12}} \text{ROH} + \text{Br}' \)
13. \( \text{RH} + \text{Br}' \xrightarrow{k_{13}} \text{Br}^- + \text{H}^+ + \text{R}' \)
14. \( \text{RH} + \text{Me}^{++} \xrightarrow{k_{14}} \text{Me}^+ + \text{H}^+ + \text{R}' \)
15. \( 2\text{R}' + \text{H}_2\text{O} \xrightarrow{k_{15}} \text{RH} + \text{ROH} \)

where RH is malonic acid, \( \text{BrO}_2', \text{R}', \text{Br}' \) are free radical intermediates, and \( k_i, i = 1, \ldots, 15 \) are positive reaction rate constants. To write down the corresponding reaction-diffusion system, we denote by \( u_i(x, t), \) \( i = 1, \ldots, 15, \) the molar concentrations of \( \text{BrO}_3^-, \text{Br}^-, \text{H}^+, \text{HBrO}_2, \text{HOBr}, \text{BrO}_2', \text{H}_2\text{O}, \text{Me}^+, \text{Me}^{++}, \text{Br}_2, \text{RH}, \text{RBr}, \text{R}', \text{ROH}, \) and \( \text{Br}' \), respectively. Concerning the global existence of solutions, we can assume that \( k_i = 1, i = 1, \ldots, 15, \) without affecting the following analysis. By applying the law of mass action for the reactions and Fickian’s law for the diffusion,
we obtain the following system of 15 equations

\[
\begin{aligned}
&\partial_t u_i - d_i \Delta u_i = f_i(u), \quad x \in \Omega, \ i \in \{1, \ldots, 15\}, \\
&\partial_x u_i(0, t) = \partial_x u_i(L, t) = 0, \quad i \in \{1, \ldots, 15\}, \\
&u_i(x, 0) = u_{i,0}(x), \quad x \in \Omega, \ i \in \{1, \ldots, 15\},
\end{aligned}
\]  
(1.9)

where the nonlinearities are given by

\[
\begin{aligned}
f_1(u) &= -(u_1 u_2 u_4^2 - u_4 u_5) - (u_1 u_3 u_4 - u_6^2 u_7) + u_4^2 \\
f_2(u) &= -(u_1 u_2 u_4^2 - u_4 u_5) - u_2 u_3 u_4 - (u_2 u_3 u_5 - u_7 u_{10}) + u_{10} u_{11} + u_{11} u_{15} \\
f_3(u) &= -2(u_1 u_2 u_4^2 - u_4 u_5) - u_2 u_3 u_4 - (u_1 u_3 u_4 - u_6^2 u_7) \\
&\quad - (u_3 u_6 u_9 - u_4 u_9) - (u_2 u_3 u_5 - u_7 u_{10}) + u_4^2 + u_{10} u_{11} + u_{11} u_{15} + u_9 u_{11} \\
f_4(u) &= u_1 u_2 u_4^2 - u_4 u_5 - u_2 u_3 u_4 - (u_1 u_3 u_4 - u_6^2 u_7) - (u_4 u_9 - u_3 u_6 u_8) - 2u_4^2 \\
f_5(u) &= u_1 u_2 u_4^2 - u_4 u_5 + 2u_2 u_3 u_4 + u_4^2 - (u_2 u_3 u_5 - u_7 u_{10}) - u_5 u_{13} \\
f_6(u) &= 2(u_1 u_3 u_4 - u_6^2 u_7) - (u_3 u_6 u_9 - u_4 u_9) \\
f_7(u) &= u_1 u_3 u_4 - u_6^2 u_7 + (u_2 u_3 u_5 - u_7 u_{10}) - u_7 u_{13}^2 \\
f_8(u) &= -(u_3 u_6 u_8 - u_4 u_9) + u_9 u_{11} \\
f_9(u) &= u_3 u_6 u_8 - u_4 u_9 - u_9 u_{11} \\
f_{10}(u) &= u_2 u_3 u_5 - u_7 u_{10} - u_{10} u_{11} \\
f_{11}(u) &= -u_{10} u_{11} - u_{11} u_{15} - u_9 u_{11} + u_7 u_{13}^2 \\
f_{12}(u) &= u_{10} u_{11} \\
f_{13}(u) &= -u_5 u_{13} + u_{11} u_{15} + u_9 u_{11} - 2u_7 u_{13}^2 \\
f_{14}(u) &= u_7 u_{13}^2 + u_{13} u_{15} \\
f_{15}(u) &= u_5 u_{13} - u_{11} u_{15}.
\end{aligned}
\]  
(1.10)

The assumption (A1) is obviously fulfilled as the nonlinearities are derived from the law of mass action. It can be directly checked that

\[
128 f_1(u) + 80 f_2(u) + f_3(u) + 113 f_4(u) + 97 f_5(u) + 112 f_6(u) + 18 f_7(u) + 104 f_8(u) + 104 f_9(u) \\
+ 160 f_{10}(u) + 104 f_{11}(u) + 183 f_{12}(u) + 103 f_{13}(u) + 120 f_{14}(u) + 80 f_{15}(u) = 0
\]

where the coefficients are computed from the molar masses of chemical substances in the system. This means that a weighted version of the assumption (A2) is satisfied (see also Remark 1.2). To check (A3), we notice that all nonlinearities have third or lower order of polynomials, except for \( f_2(u), f_3(u), f_4(u) \) and \( f_5(u) \). Among these, the fourth order terms in \( f_2(u) \) and \( f_3(u) \) have negative sign, and the positive fourth order terms of \( f_4(u) \) and \( f_5(u) \) are cancelled by e.g. adding \( f_3(u) \) and \( f_4(u) \) or \( f_5(u) \). In short, for all \( u \in \mathbb{R}^{15} \),

\[
f_i(u) \lesssim 1 + |u|^3, \quad \forall i \in \{1, \ldots, 15\}\backslash\{4, 5\},
\]

\[
f_3(u) + f_4(u) \lesssim 1 + |u|^3, \quad f_3(u) + f_5(u) \lesssim 1 + |u|^3.
\]

Therefore, by taking the matrix \( A = (a_{i,j}) \in \mathbb{R}^{15 \times 15} \) with \( a_{3,4} = a_{3,5} = 1 \) and \( a_{i,j} = \delta_{i,j} \), the Kronecker Delta, otherwise, we see that the assumption (A3) is satisfied with \( r = 3 \), i.e. the cubic intermediate sum condition. Moreover, due to the third order reversible reaction (the fourth and
fifth ones in the above fifteen reactions), one cannot expect a cubic intermediate sum condition of any lower order. It is important to note that due to the oscillatory behaviour of Belousov-Zhabontinsky reactions [Fog10], the entropy inequality (1.5) does not hold, which makes the result in [STY23] not applicable. Consequently, our Theorem 1.1 seems to be the only available result to date which shows global existence of solutions to (1.9)–(1.10).

**Theorem 1.6.** Let $\Omega = (0, L), L > 0$. Then for any bounded, non-negative initial data $u_{i,0} \in L^\infty(\Omega), i = 1, \ldots, 15$, there exists a unique global classical solution to (1.9)–(1.10) which is bounded uniformly in time.

Organisation of the paper: In the next section, we start with some preliminary results which will be needed for the sequel analysis. An easy but important observation is that the mass dissipation condition in (A2) can be replaced by a mass conservation assumption (see Proposition 2.5). Section 3 is devoted to proving the key estimate (1.7) and the interpolation inequality (1.8). The proof of Theorem 1.1 (or equivalently, Theorem 2.4) is presented in Section 4. The last section is devoted to the proofs of Theorem 1.3 and 1.4.

2. Preliminaries

2.1. Mass dissipation and Mass conservation. We first define what we mean a classical solution of (1.1).

**Definition 2.1** (Classical solutions). Let $0 < T \leq \infty$. A classical solutions to (1.1) on $(0, T)$ is a value of concentrations $u = (u_1, \ldots, u_m), m \geq 1$, satisfying for all $i = 1, \ldots, m, u_i \in C((0, T); L^p(\Omega)) \cap L^\infty((0, T) \times \Omega) \cap C^{1,2}((\tau, T) \times \Omega)$ for all $p > 1$ and all $0 < \tau < T$, and $u$ solves (1.1) a.e. in $\Omega \times (0, T)$.

The following local existence of (1.1) is classical, see e.g. [Mor89].

**Theorem 2.2** (Local existence). Assume (A1). Then, for any bounded, nonnegative initial data, (1.1) possesses a local nonnegative classical solution on a maximal interval $[0, T_{\text{max}})$. Moreover, if

$$\limsup_{t/T_{\text{max}} \rightarrow 1} \|u_i(t)\|_{L^\infty(\Omega)} < \infty \quad \text{for all } i = 1, 2, \ldots, m,$$

then $T_{\text{max}} = +\infty$.

**Remark 2.3.** It is noted that the local Lipschitz continuity of the nonlinearities is enough to get local existence. Theorem 2.2 assumes (A1) to ensure that if the initial data is non-negative, so is the solution. This is the consequence of the quasi-positivity property.

Thanks to the criterion (2.1) in Theorem 2.2, the global existence of classical solutions to (1.1) follows if we can show that

$$\sup \limsup_{t/T_{\text{max}} \rightarrow 1} \|u_i(t)\|_{L^\infty(\Omega)} < +\infty.$$  \hfill (2.2)

To prove Theorem 1.1 we first consider a (seemingly) stronger condition than (A2),

(A2’) assume that

$$\sum_{i=1}^{m} f_i(x, t, u) = 0, \quad \forall u \in \mathbb{R}^m_+, \forall (x, t) \in \Omega \times \mathbb{R}_+.$$  

Under (A2’), we prove
**Theorem 2.4.** Assume (A1), (A2'), (A3) with \( r = 3 \), and (A4). Then for any non-negative bounded initial data \( u_0 \in L^\infty_+(\Omega)^m \) there is a unique global classical solution to (1.1) which is bounded uniformly in time, i.e.

\[
\sup_{t > 0} \sup_{i = 1, \ldots, m} \| u_i(t) \|_{L^\infty(\Omega)} < +\infty.
\]

The proof of Theorem 2.4 is presented in Section 4. At the first glance, (A2') is stronger than (A2). However, the following result shows that Theorem 1.1 can be implied from Theorem 2.4 by adding a suitable additional equation to the system. This idea has been used before in [FMT20, STY23].

**Proposition 2.5.** Theorem 2.4 implies Theorem 1.1.

**Proof.** Consider system (1.1) with assumptions (A1)–(A4), and let \( u = (u_1, \ldots, u_m) \) be the local classical solution obtained in Theorem 2.2. Let \( u_{m+1} \) be the solution to the parabolic equation on \( \Omega \times [0, T_{\max}) \)

\[
\begin{cases}
\partial_t u_{m+1} - \partial_{xx} u_{m+1} = -\sum_{i=1}^m f_i(u), & x \in \Omega, t \in (0, T_{\max}), \\
\partial_x u_{m+1}(0, t) = \partial_x u_{m+1}(L, t) = 0, & t \in (0, T_{\max}), \\
u_{m+1}(x, 0) = 0, & x \in \Omega.
\end{cases}
\]

Now define

\[y_j = u_j, \quad j = 1, \ldots, m+1, \quad y = (y_j)_{j=1, \ldots, m+1}, \quad y_{j,0} = u_{i,0}, \quad i = 1, \ldots, m, \quad y_{m+1,0} = 0,\]

\[g_j(y) = f_j(u), \quad i = 1, \ldots, m, \quad g_{m+1}(y) = -\sum_{j=1}^m f_j(u).
\]

Then \( y \) solves the system

\[
\begin{cases}
\partial_t y_j - d_j \partial_{xx} y_j = g_j(y), & x \in \Omega, t \in (0, T_{\max}), \\
\partial_x y_j(0, t) = \partial_x y_j(L, t) = 0, & t \in (0, T_{\max}), \\
y_j(x, 0) = y_{j,0}(x), & x \in \Omega,
\end{cases}
\]

for all \( j = 1, \ldots, m+1 \), where \( d_{m+1} = 1 \). It is easy to check that the nonlinearities \( g_j, j = 1, \ldots, m+1 \) satisfy the assumptions (A1), (A2'), (A3), and (A4). Thus Theorem 2.4 is applicable and we obtain the unique global classical, uniform-in-time bounded solution \( y = (y_1, \ldots, y_{m+1}) \) to (2.3) with

\[
\lim_{t \to -\infty} \sup \| y_j(t) \|_{L^\infty(\Omega)} < +\infty.
\]

This implies the global existence, uniqueness and uniform-in-time boundedness of solution to (1.1), which finishes our proof. \( \square \)

Because of Proposition 2.5, we only need to prove Theorem 2.4. Therefore, we will assume (A2') for the rest of this paper except for Section 5.

2.2. **Auxiliary lemmas.** We will need the following lemmas for our sequel analysis. The first one is an \( L^2 \)-duality estimate. It is noted that this result holds true in any dimension.

**Lemma 2.6.** [PS00, FMT21] Assume (A1)–(A2). Let \( u \) be the local solution to (1.1). Then it holds for any \( 0 \leq \tau \leq T \in (0, T_{\max}) \),

\[
\| u_i \|_{L^2(\tau; L^2(\Omega))} \leq C(T - \tau, \| u_{i,0} \|_{L^2(\Omega)}), \quad \forall i = 1, \ldots, m
\]

where \( C(T - \tau) \) depends polynomially on \( T - \tau \).
The second lemma is the Hölder continuity of an auxiliary function.

**Lemma 2.7.** [STY23] Assume (A1)–(A2'). The function \( Y \) defined as

\[
Y(x, t) = \partial_x \left[ \int_{\tau}^t \sum_{i=1}^m d_i u_i(x, s) \, ds \right], \quad (x, t) \in \Omega \times (\tau, T),
\]

with \( 0 \leq \tau < T < T_{\text{max}} \), is Hölder continuous, i.e. there is some \( \gamma \in (0, 1) \) such that

\[
|Y(t, x) - Y(t', x')| \leq C (T - \tau) \left( (x - x')^2 + |t - t'|^\gamma \right) \quad \forall (t, x), (t', x') \in \Omega 
\times (0, T),
\]

where \( C(T - \tau) \) depends on \( T - \tau \) through \( \| Y \|_{L^\infty(\Omega \times (\tau, T))} \leq C(\Omega, T - \tau, d_i) \).

### 3. BOUNDS IN MORREY SPACES

#### 3.1. Uniform-in-time bound in Morrey spaces

For \( \delta > 0 \), the Morrey norm is defined as

\[
\| f \|_{M^{1,\delta}(\Omega)} := \sup_{0 < \epsilon < L} \sup_{x_0 \in \Omega} \epsilon^{-\delta} \| f \|_{L^1(\Omega \setminus (x_0 - \epsilon, x_0 + \epsilon) \cap \Omega)}.
\]  

(3.1)

The main result of this section is the following

**Proposition 3.1.** Assume (A1), (A2'), and (A3). Then there exist \( \delta > 0 \) and \( \mathcal{K} > 0 \) such that

\[
\sup_{i=1, \ldots, m} \| u_i(T) \|_{M^{1,\delta}(\Omega)} \leq \mathcal{K} (d_i, \| u_i0 \|_{L^2(\Omega)}),
\]  

(3.2)

where \( \mathcal{K} \) is independent of \( T \).

To prove Proposition 3.1, will use the following auxiliary functions

\[
z(x, t) = \sum_{i=1}^m u_i(x, t), \quad w(x, t) = \sum_{i=1}^m d_i u_i(x, t) \quad \text{and} \quad Y(x, t) = \partial_x \left[ \int_0^t w(x, s) \, ds \right].
\]  

(3.3)

With these notation, it follows from summing equations in (1.1) and using (A2') that

\[
\partial_t z - \partial_{xx} w = 0.
\]  

(3.4)

To deal with Morrey spaces, let \( \varphi \in C^\infty(\mathbb{R}) \) such that \( \varphi(x) \equiv 1 \) if \( x \in [-1, 1] \) and \( \varphi(x) \equiv 0 \) if \( x \in [-2, 2] \). For \( \epsilon > 0 \) and \( x_0 \in \Omega \), we define the rescaled function

\[
\varphi_{\epsilon, x_0}(x) := \varphi \left( \frac{x - x_0}{\epsilon} \right).
\]  

(3.5)

It’s clear that

\[
|\varphi_{\epsilon, x_0}'(x)| \leq C \epsilon^{-1} \quad \forall x \in \mathbb{R},
\]  

(3.6)

where the constant \( C \) is independent of \( \epsilon \) and \( x_0 \).

Proposition 3.1 will be proved by considering the case when \( T \) is small in Lemma 3.2 and when \( T \) is large in Lemma 3.3.

**Lemma 3.2.** Let \( 0 < \epsilon < L \) (\( \epsilon \) is small) and \( x_0 \in \Omega \). Then for \( 0 \leq T \leq \epsilon^{1+\frac{1}{2\delta}} \) we have

\[
\int_\Omega z(x, T) \varphi_{\epsilon, x_0}(x) \, dx \leq C \left( 1 + \| z(0) \|_{L^2(\Omega)} \right) \epsilon^{\frac{\gamma}{1+\frac{1}{2\delta}}},
\]  

(3.7)

where the constant \( C \) is independent of \( \epsilon \), \( T \) and \( x_0 \).
Proof. From (3.4), direct computations give

\[ \int_{\Omega} z(x, T) \varphi_{\varepsilon, x_0} \, dx - \int_{\Omega} z(x, 0) \varphi_{\varepsilon, x_0} \, dx = \int_{\Omega} \varphi_{\varepsilon, x_0} \partial_x \left( \int_0^T w(x, s) \, ds \right) \, dx \]

\[ = - \int_{\Omega} \partial_x \left( \int_0^T w(x, s) \, ds \right) \partial_x \varphi_{\varepsilon, x_0} \, dx \]

\[ = - \int_{\Omega} [Y(T, x) - Y(0, x)] \partial_x \varphi_{\varepsilon, x_0} \, dx \leq C \| \partial_x \varphi_{\varepsilon, x_0} \|_{L^1(\Omega)} T', \]

where we apply the Hölder continuity of \( Y \) proved in Lemma 2.7 at the last step. From the definition of \( \varphi_{\varepsilon, x_0} \) we have

\[ \| \partial_x \varphi_{\varepsilon, x_0} \|_{L^1(\Omega)} = \varepsilon^{-1} \int_{\Omega} \left| \varphi' \left( \frac{x - x_0}{\varepsilon} \right) \right| \, dx \leq \varepsilon^{-1} \int_{\Omega \cap [x_0 - 2\varepsilon, x_0 + 2\varepsilon]} C_{\varphi} \, dx \leq 4 C_{\varphi}. \]

Thus it follows

\[ \int_{\Omega} z(x, T) \varphi_{\varepsilon, x_0} (x) \, dx \leq \int_{\Omega} z(x, 0) \varphi_{\varepsilon, x_0} (x) \, dx + C(\varphi, L) T'. \]

By Hölder’s inequality

\[ \int_{\Omega} z(x, 0) \varphi_{\varepsilon, x_0} (x) \, dx \leq \| z(0) \|_{L^2(\Omega)} \left[ \int_{\Omega \cap [x_0 - 2\varepsilon, x_0 + 2\varepsilon]} |\varphi_{\varepsilon, x_0} (x)|^2 \, dx \right]^{1/2} \]

\[ \leq 2 \| z(0) \|_{L^2(\Omega)} \varepsilon^{1/2}. \]

Therefore, we obtain

\[ \int_{\Omega} z(x, T) \varphi_{\varepsilon, x_0} (x) \, dx \leq 2 \| z(0) \|_{L^2(\Omega)} \varepsilon^{1/2} + C(\varphi, L) T' \]

\[ \leq \left[ 2 \| z(0) \|_{L^2(\Omega)} L^{\frac{1}{2(1+2\gamma)}} + C(\varphi, L) \right] \varepsilon^{\frac{T}{1+2\gamma}}, \]

which is the desired estimate. \( \square \)

Lemma 3.3. Let \( 0 < \varepsilon < L \) and \( x_0 \in \Omega \). Then for \( \varepsilon^{\frac{1}{1+2\gamma}} \leq T \leq T_{\text{max}} \) it holds

\[ \int_{\Omega} z(x, T) \varphi_{\varepsilon, x_0} (x) \, dx \leq C(\varphi, \| z \|_{L^2(0, T; L^2(\Omega))}) \varepsilon^{\frac{T}{1+2\gamma}}, \]

where \( C \) is independent of \( x_0, T \) and \( \varepsilon \).

Proof. Choose

\[ \tau = T - \varepsilon^{\frac{1}{1+2\gamma}}. \]

(3.8)

From (3.4) it follows that

\[ \partial_t \left( (t - \tau) z \varphi_{\varepsilon, x_0} \right) = z \varphi_{\varepsilon, x_0} + (t - \tau) \varphi_{\varepsilon, x_0} \partial_x w. \]

Integration on \( \Omega \times (\tau, T) \) gives

\[ (T - \tau) \int_{\Omega} z(x, T) \varphi_{\varepsilon, x_0} (x) \, dx = \int_{\tau}^T \int_{\Omega} z(x, t) \varphi_{\varepsilon, x_0} (x) \, dx + \int_{\tau}^T \int_{\Omega} [(t - \tau) \varphi_{\varepsilon, x_0} (x) \partial_x w] \, dx \, dt. \]

(3.9)
By Hölder’s inequality
\[
\int_{\tau}^{T} \int_{\Omega} z(x,t) \varphi_{e,x_0}(x) \, dx \, dt \leq \int_{\tau}^{T} \int_{\Omega \cap (x_0 - 2\varepsilon, x_0 + 2\varepsilon)} z(x,t) \, dx \, dt
\]
\[
\leq \left[ \int_{\tau}^{T} \int_{\Omega} |z(x,t)|^2 \, dx \, dt \right]^{1/2} \left[ \int_{\tau}^{T} \int_{\Omega \cap (x_0 - 2\varepsilon, x_0 + 2\varepsilon)} \, dx \, dt \right]^{1/2}
\]
\[
\leq \|z\|_{L^2(\tau,T;L^2(\Omega))} [4\varepsilon |T - \tau|]^{1/2} \leq C(\varepsilon) \varepsilon^{1/2} [T - \tau]^{1/2}
\] (3.10)

where we apply Lemma 2.6 at the last step with the remark that $C(\varepsilon)$ depends polynomially on $\varepsilon$. From the auxiliary functions (3.3) we have
\[
\int_{\tau}^{T} \int_{\Omega} \left[(t - \tau)\varphi_{e,x_0}(x)\partial_{xx} w\right] \, dx \, dt = -\int_{\tau}^{T} \int_{\Omega} (t - \tau)\partial_{x} \varphi_{e,x_0} \partial_{x} w(x,t) \, dx \, dt
\]
\[
= -\int_{\tau}^{T} \int_{\Omega} \partial_{x} \varphi_{e,x_0} \left(\int_{\tau}^{T} (t - \tau)\partial_{t} Y(x,t) \, dt\right) \, dx
\]
\[
= -\int_{\tau}^{T} \int_{\Omega} \partial_{x} \varphi_{e,x_0} \left[(T - \tau)Y(x,T) - \int_{\tau}^{T} Y(x,t) \, dt\right] \, dx
\]
\[
= -\int_{\tau}^{T} \int_{\Omega} \partial_{x} \varphi_{e,x_0} \left[\int_{\tau}^{T} Y(x,T) - Y(x,t) \, dt\right] \, dx
\]
\[
\leq \|\partial_{x} \varphi_{e,x_0}\|_{L^1(\Omega)} \int_{\tau}^{T} \|Y(\cdot,T) - Y(\cdot,t)\|_{L^\infty(\Omega)} \, dt
\]
\[
\leq C_{\varphi} \int_{\tau}^{T} C|T - t|^{\gamma} \, dt \quad \text{(thanks to Lemma 2.7)}
\]
\[
\leq C(\varphi, \gamma)|T - \tau|^{1+\gamma}.
\] (3.11)

Combining (3.10) (3.9) and (3.11) gives
\[
(T - \tau) \int_{\Omega} z(x,T) \varphi_{e,x_0}(x) \, dx \leq C(L) [\varepsilon |T - \tau|]^{1/2} + C(\varphi, \gamma)|T - \tau|^{1+\gamma}.
\]

Due to (3.8) we finally obtain
\[
\int_{\Omega} z(x,T) \varphi_{e,x_0}(x) \, dx \leq C(\varphi, \gamma, L) \varepsilon^{1/2} T^{\gamma/2},
\]

which finishes the proof of Lemma 3.3. \qed

We are now ready to prove Proposition 3.1.

Proof of Proposition 3.1. Define
\[
\delta = \frac{\gamma}{1 + 2\gamma},
\] (3.12)

recalling that $\gamma$ is the Hölder exponent in Lemma 2.7. For any $\varepsilon \in (0,L)$ ($\varepsilon$ is small) and any $x_0 \in \Omega$, we have from Lemmas 2.6, 3.2 and 3.3 that
\[
\varepsilon^{-\delta} \int_{\Omega \cap (x_0 - \varepsilon, x_0 + \varepsilon)} z(x,T) \, dx \leq \varepsilon^{-\delta} \int_{\Omega} z(x,T) \varphi_{e,x_0}(x) \, dx \leq C
\]
where $C$ is independent of $\varepsilon$, $T$ and $x_0$. By definition of Morrey space we obtain
\[
\|z(\cdot,T)\|_{M^{1,\delta}(\Omega)} \leq C
\]
for all $T \in (0, T_{\text{max}})$. □

3.2. Interpolation inequalities involving Morrey spaces. Another tool to prove our main results is an interpolation inequality with Morrey space. To do that, we need a preparation.

**Lemma 3.4.** Let $\Omega_0 \subset \Omega$ and $\varphi : \mathbb{R} \to [0, 1]$ be a smooth cut-off function such that $\text{supp} \varphi \subset \Omega_0$. Assume also that the following inequality holds:

$$|\partial_x \varphi(x)| \leq C_\varphi |\varphi(x)|^{1/3}, \quad x \in \mathbb{R}. \quad (3.13)$$

Then

$$\int_\Omega \varphi^{|\partial_x |^2} |u|^4 \, dx \leq C \|u\|_{L^2(\Omega)}^2 \left( \int_\Omega \varphi^{|\partial_x |^2} |u|^2 \, dx + C_\varphi^3 \|u\|_{L^2(\Omega)}^2 \right), \quad (3.14)$$

where the constant $C$ is independent of $\varphi$ and $\Omega_0$.

**Proof.** We start with the classical interpolation between $L^2$ and $H^1$. Namely, by Newton-Leibnitz,

$$\varphi^{4/3} |u(x)|^2 = 2 \int_{-\infty}^{\infty} \varphi^{4/3} |u(x)| \, dx \cdot \frac{4}{3} \int_{-\infty}^{\infty} \varphi^{1/3} |u| \, dx + \frac{4}{3} \int_{-\infty}^{\infty} \varphi^{1/3} |u| \, dx,$$

and, by the Cauchy-Schwarz inequality together with (3.13),

$$\|\varphi^{4/3} |u|^2\|_{L^\infty(\Omega_0)} \leq 2 \|\varphi |\partial_x u|\|_{L^2(\Omega_0)} \|\varphi^{1/3} |u|\|_{L^2(\Omega_0)} + \frac{4}{3} C_\varphi \|\varphi^{1/3} |u|^2\|_{L^2(\Omega_0)}.$$

At the next step, we use the obvious estimate

$$\int_\Omega \varphi^{2/3} |u|^2 \, dx \leq \|u\|_{L^1(\Omega_0)} \|\varphi^{2/3} u\|_{L^\infty(\Omega_0)}$$

in order to get

$$\|\varphi^{4/3} |u|^2\|_{L^\infty(\Omega_0)} \leq 2 \left( \|u\|_{L^1(\Omega_0)} \|\varphi^{4/3} |u|^2\|_{L^\infty(\Omega_0)}^{1/2} \|\varphi |\partial_x u|\|_{L^2(\Omega_0)} \right)^{1/2} + \frac{4}{3} C_\varphi \|\varphi^{1/3} |u|^2\|_{L^2(\Omega_0)}.$$

This gives the interpolation inequality

$$\|\varphi^{2/3} |u|^2\|_{L^\infty(\Omega)} \leq C \left( \|u\|_{L^1(\Omega_0)}^{2/3} \|\varphi |\partial_x u|\|_{L^2(\Omega_0)}^{4/3} + C_\varphi^2 \|u\|_{L^1(\Omega_0)}^2 \right).$$

Finally, we have

$$\int_\Omega \varphi^2 |u|^4 \, dx \leq \|u\|_{L^1(\Omega_0)} \|\varphi^{2/3} |u|^3\|_{L^\infty(\Omega_0)}^2,$$

which gives (3.14) and finishes the proof of the Lemma. □

The following lemma plays a crucial role in proving our analysis.

**Proposition 3.5 (Interpolation inequality with Morrey spaces).** Let $\delta > 0$. Then for any $\varepsilon > 0$, there exists $C(\varepsilon, \delta) > 0$ such that

$$\int_\Omega |u|^4 \, dx \leq \varepsilon \|u\|_{M^{1,\delta}(\Omega)}^2 \|\partial_x u\|_{L^2(\Omega)}^2 + C(\varepsilon, \delta) \|u\|_{L^1(\Omega)}^4.$$

**Proof.** We present the proof for the case $u \in H^1_0(\Omega)$, since for $u \in H^1(\Omega)$ it can be treated by using the extension operator from $H^1(\Omega)$ to $H^1_0(2\Omega)$. There exist $x_1, x_2, \ldots, x_k \in \Omega$ such that

$\Omega = \bigcup_{j=1,\ldots,k} \Omega_j$ with $\Omega_j := \Omega \cap (x_j - \varepsilon, x_j + \varepsilon)$. 
Let $\varphi_j : \Omega \to [0, 1]$ such that $\text{supp}(\varphi_j) \subset \Omega_j$ and $\sum_{j=1}^k \varphi_j^2(x) = 1, \forall x \in \Omega$. Moreover, we assume that for each $j \in \{1, \ldots, k\}$ there is $C_j = C_j(\epsilon) > 0$ with

$$|\partial_x \varphi_j(x)| \leq C_j |\varphi_j(x)|^{1/3} \quad \forall x \in R.$$

Now we can apply Lemma 3.4 to estimate

$$\int_{\Omega} |u|^4 \, dx = \sum_{j=1}^k \int_{\Omega} \varphi_j^2 \, |u|^4 \, dx \leq C \sum_{j=1}^k \left( \|u\|_{L^4(\Omega_j)}^2 \int_{\Omega} \varphi_j^2 \, |\partial_x u|^2 \, dx + C_j^3 \|u\|_{L^1(\Omega_j)}^4 \right). \tag{3.15}$$

On the one hand

$$\|u\|_{L^4(\Omega_j)}^2 = \epsilon^{2\delta} \left[ \epsilon^{-\delta} \int_{\Omega_j} |u| \, dx \right]^2 \leq \epsilon^{2\delta} \|u\|_{M^{1,\delta}(\Omega_j)}^2,$$

which implies

$$\sum_{j=1}^k \|u\|_{L^1(\Omega_j)}^2 \int_{\Omega} \varphi_j^2 \, |\partial_x u|^2 \, dx \leq \epsilon^{2\delta} \|u\|_{M^{1,\delta}(\Omega)}^2 \int_{\Omega} |\partial_x u|^2 \, dx + \sum_{j=1}^k \varphi_j^2 \, dx \leq \epsilon^{2\delta} \|u\|_{M^{1,\delta}(\Omega)}^2 \int_{\Omega} |\partial_x u|^2 \, dx.$$

On the other hand

$$\sum_{j=1}^k C_j^3 \|u\|_{L^1(\Omega_j)}^4 \leq C(\epsilon, k) \|u\|_{L^1(\Omega)}^4.$$

Therefore, we finally obtain from (3.15) that

$$\int_{\Omega} |u|^4 \, dx \leq C \epsilon^{2\delta} \|u\|_{M^{1,\delta}(\Omega)}^2 \|\partial_x u\|^2 + C(\epsilon, k) \|u\|_{L^1(\Omega)}^4,$$

which finishes the proof of Proposition 3.5. \qed

4. PROOF OF THEOREM 2.4

Following [STY23, FMTY21], we consider the $L^p$-energy function for $p \in \mathbb{N}$,

$$\mathcal{E}_p[u] := \sum_{\beta \in \mathbb{Z}_{+}^m, |\beta| = p} \left( \frac{p!}{\beta_1! \beta_2! \cdots \beta_m!} \right) \theta^{\beta} \int_{\Omega} \prod_{i=1}^m u_i^{\beta_i} \, dx \tag{4.1}$$

where $\theta \in (0, \infty)^m$ are to-be-chosen coefficients, and we use the notation

$$\left( \frac{p}{\beta} \right) = \frac{p!}{\beta_1! \beta_2! \cdots \beta_m!}, \quad \text{and} \quad \theta^{\beta} = \prod_{i=1}^m \theta_i^{\beta_i}.$$

Thanks to the non-negativity of $u_i$, there exists $\lambda = \lambda(p, \theta) > 0$ such that

$$\lambda^{-1} \sum_{i=1}^m \|u_i\|_{L^p(\Omega)}^p \leq \mathcal{E}_p[u] \leq \lambda \sum_{i=1}^m \|u_i\|_{L^p(\Omega)}^p. \tag{4.2}$$

The following Lemma was proved in [FMTY21, Lemma 3.5].

**Lemma 4.1.** Assume (A1) and (A3). Then for any $2 \leq p \in \mathbb{Z}$, there exists $\theta \in (0, \infty)^m$ such that the function $\mathcal{E}_p[u]$ defined in (4.1) satisfies

$$\frac{d}{dt} \mathcal{E}_p[u(t)] + \alpha_p \sum_{i=1}^m \int_{\Omega} \left| \partial_x (u_i(t)^{p/2}) \right|^2 \, dx \leq C \left( 1 + \sum_{i=1}^m \int_{\Omega} u_i(t)^{p-1+r} \, dx \right)$$

with $u$ is the solution to (1.1), where $\alpha_p, C > 0$. 

Proof of Theorem 2.4. We choose $p = 2$ in Lemma 4.1, noting that $r = 3$, to get
\[
\frac{d}{dt} E_2[u(t)] + \alpha_2 \sum_{i=1}^{m} \| \partial_x u_i \|_{L^2(\Omega)}^2 \leq C_0 \left( 1 + \sum_{i=1}^{m} \| u_i \|_{L^4(\Omega)}^4 \right)
\] (4.3)
with some $C_0 > 0$. Thanks to Propositions 3.1 and 3.5, by choosing $\varepsilon > 0$ small enough we have
\[
\| u_i \|_{L^4(\Omega)}^4 \leq \varepsilon \| u_i \|_{M^{1,\sigma}(\Omega)}^2 \| \partial_x u_i \|_{L^2(\Omega)}^2 + C(\varepsilon) \| u_i \|_{L^1(\Omega)}^4 \leq \frac{\alpha_2}{2 C_0} \| \partial_x u_i \|_{L^2(\Omega)}^2 + C(\varepsilon, \delta).
\]
Inserting this into (4.3) gives
\[
\frac{d}{dt} E_2[u(t)] + \frac{\alpha_2}{2} \sum_{i=1}^{m} \| \partial_x u_i(t) \|_{L^2(\Omega)}^2 \leq C(\varepsilon, \delta).
\]
By adding both sides with $\frac{\alpha_2}{2} \sum_{i=1}^{m} \| u_i \|_{L^2(\Omega)}^2$ and using the interpolation inequalities $\| u_i \|_{L^2(\Omega)}^2 \leq \frac{\alpha_2}{2} \| \partial_x u_i \|_{L^2(\Omega)}^2 + C(\varepsilon, \delta)$, we obtain
\[
\frac{d}{dt} E_2[u(t)] + \frac{\alpha_2}{2} \sum_{i=1}^{m} \| u_i \|_{L^2(\Omega)}^2 \leq C.
\]
Now (4.2) and the classical Gronwall lemma give
\[
\| u_i \|_{L^\infty(0,T;L^2(\Omega))} \leq C(\varepsilon, \delta) \quad \forall i = 1, \ldots, m.
\]
The global existence and uniform-in-time boundedness of a unique classical solution then follows from [FMTY21, Theorem 1.3]. \qed

5. Extensions

5.1. Proof of Theorem 1.3.

Proof. We employ the idea from [FMT20] with the change of variables
\[
y_i(x, t) = e^{-k_1 t} u_i(x, t) \quad \text{or equivalently} \quad u_i(x, t) = e^{k_1 t} y_i(x, t).
\]
Then the system (1.1) gives
\[
\partial_t y_i = d_i \partial_{xx} y_i + e^{-k_1 t} (f_i(x, t, u) - k_1 e^{k_1 t} y_i) := d_i \partial_{xx} y_i + g_i(x, t, y).
\]
It is clear that
\[
\sum_{i=1}^{m} g_i(x, t, y) = e^{-k_1 t} \sum_{i=1}^{m} (f_i(x, t, u) - k_1 u_i) \leq e^{-k_1 t} k_0
\]
thanks to (1.2). The global existence of this system now follows from Theorem 1.1 with slight modifications. Changing back to variables $u_i(x, t) = e^{k_1 t} y_i(x, t)$, we obtain the global existence of (1.1). Note that we do not have yet the uniform-in-time bounds of $y_i$ but only a bound which grows at most polynomial in time (see e.g. [FMT20]). Therefore, in the case $k_1 < 0$, we get the uniform-in-time bounds
\[
\limsup_{t \to \infty} \| u_i(t) \|_{L^\infty(\Omega)} < +\infty \quad \forall i = 1, \ldots, m.
\]
The case $k_0 = k_1 = 0$ is included in Theorem 1.1. \qed
5.2. Proof of Theorem 1.4.

Lemma 5.1. Let $\varphi : \mathbb{R} \to [0, 1]$ be a smooth function such that $\text{supp} \varphi \subset \Omega_0 \subset \Omega$ and the following inequality holds

$$|\partial x \varphi(x)| \leq C_\varphi |\varphi(x)|^{\frac{1+\delta}{1+\delta}}, \quad x \in \mathbb{R}.$$  \hfill (5.1)

Then

$$\left\langle \varphi^2, |u|^4 + \delta \right\rangle \leq C \|u\|_{L^1(\Omega_0)}^{2-\delta} \|u\|_{L^2(\Omega_0)}^{2\delta} \left\langle \varphi^2, |\partial x u|^2 \right\rangle + C C_\varphi^{3+\delta} \|u\|_{L^1(\Omega_0)}^{4+\delta},$$

where the constant $C$ is independent of $\varphi$ and $\Omega_0$. Hereafter, we denote by $\langle \cdot, \cdot \rangle$ the usual inner product of $L^2(\Omega)$.

Proof. The proof is similar to that Lemma 3.4. It is clear that

$$\left\langle \varphi^2, u^4 + \delta \right\rangle \leq \|u\|_{L^1(\Omega_0)} \|\varphi \|_{L^\infty(\Omega_0)}^{3+\delta}.$$  

Now by the Gagliardo-Nirenberg inequality,

$$\|\varphi \|_{L^\infty(\Omega_0)}^{3+\delta} u \|_{L^2(\Omega_0)} \leq C \left( \|u\|_{L^1(\Omega_0)}^{2(1-\delta)} \|\varphi \partial x u\|_{L^2(\Omega_0)}^{\frac{1}{\delta}} \|u\|_{L^2(\Omega_0)}^{\frac{1}{\delta}} + C_\varphi \|u\|_{L^1(\Omega_0)}^{2} \right),$$

we get (5.2) immediately. \hfill \Box

Proof of Theorem 1.4. Similar to the proof of Theorem 2.4, it is enough to show that the local solution satisfies $\|u_i\|_{L^\infty(0,T;L^2(\Omega))} \leq C(T)$ for all $T \in (0,T_{\text{max}})$ with $C(T)$ is continuous in $T$ for $T \in \mathbb{R}_+$. For $\delta$ defined in (3.12), we choose $\xi > 0$ small enough such that

$$\delta \gg \frac{(3+\xi)\xi}{2-\xi}.$$  \hfill (5.3)

Let $\epsilon > 0$ be chosen later and $x_0 \in \Omega$ arbitrary. Define by $\varphi_{\epsilon,x_0} : \mathbb{R} \to [0, 1]$ the cut-off function with $|\text{supp}(\varphi_{\epsilon,x_0})| \leq 2\epsilon$, $\varphi_{\epsilon,x_0}$ satisfies the assumption (5.1)

$$|\varphi_{\epsilon,x_0}'| \leq C\epsilon^{-1} \quad \text{and} \quad |\varphi_{\epsilon,x_0}| \leq C \epsilon^{\frac{1+\delta}{1+\delta}} |\varphi_{\epsilon,x_0}'|$$

with $C$ is independent of $\epsilon$. By chain rule, it follows that

$$\partial_i (u_i \varphi_{\epsilon,x_0}) - d_i \partial_{xx} (u_i \varphi_{\epsilon,x_0}) = \varphi_{\epsilon,x_0} f_i (x, t, u) + d_i \varphi_{\epsilon,x_0}' \partial_x u_i + d_i \partial_x (\varphi_{\epsilon,x_0}' u_i).$$

Using the $L^p$-energy function in (4.1) with $p = 2$, and applying Lemma (4.1) we have

$$\frac{d}{dt} \delta_2 [u \varphi_{\epsilon,x_0}] + \alpha_2 \sum \|\partial_x (u_i \varphi_{\epsilon,x_0})\|_{L^2(\Omega)}^2 \leq C \left( 1 + \sum \langle \varphi_{\epsilon,x_0}' u_i \rangle |u_i|^{4+\delta} + \sum \left( \langle u_i \varphi_{\epsilon,x_0}, \partial_x u_i \varphi_{\epsilon,x_0}' \rangle + \langle \varphi_{\epsilon,x_0}' |u_i|^2, u_i^2 \rangle \right) \right).$$  \hfill (5.5)

For the right hand side of (5.5), we apply Lemma 5.1 to the first sum, apply Cauchy-Schwarz and (5.4) to the second and the third sums, to get

$$\frac{d}{dt} \delta_2 [u \varphi_{\epsilon,x_0}] + \alpha_2 \sum \|\partial_x (u_i \varphi_{\epsilon,x_0})\|_{L^2(\Omega)}^2 \leq C \epsilon^{(2-\xi)\delta} \sum \|u_i\|_{M_x}^{2-\xi} \|u_i \varphi_{\epsilon,x_0}\|_{L^2(\Omega)}^{2\xi} \left\langle \varphi_{\epsilon,x_0}' u_i \partial_x u_i \right\rangle + C \epsilon^{-2} \sum \|u_i\|_{L^2(\Omega)}^2 + C \epsilon^{-(3+\xi)} \sum \|u_i\|_{L^1(\Omega)}^{4+\xi}$$

$$\leq C \epsilon^{(2-\xi)\delta} \sum \|u_i \varphi_{\epsilon,x_0}\|_{L^2(\Omega)}^{2\xi} \left\langle \varphi_{\epsilon,x_0}' u_i \partial_x u_i \right\rangle + C \epsilon^{-2} \sum \|u_i\|_{L^2(\Omega)}^2 + C \epsilon^{-(3+\xi)},$$  \hfill (5.6)
where all constants \( C \) are independent of \( \varepsilon \) and \( T \). Choose \( \varepsilon_0 > 0 \) such that
\[
Ce^{(2-\xi)\delta} \sum_{i=1}^{m} \| u_i(0, \phi_{x, x_0}) \|_{L^2_\Omega}^{2\xi} \leq \frac{\alpha_2}{4} \quad \forall \varepsilon \in (0, \varepsilon_0).
\]

Let \( \varepsilon \in (0, \varepsilon_0) \) and define \( T_0 = T_0(\varepsilon) \) as
\[
T_0 := \sup \left\{ \varepsilon \in (0, T_{\max}) : Ce^{(2-\xi)\delta} \sum_{i=1}^{m} \| u_i(r) \phi_{x, x_0} \|_{L^2_\Omega}^{2\xi} < \frac{\alpha_2}{2}, \forall r \in (0, s) \right\}.
\]

We show that \( T_0 \geq T \) as \( \varepsilon \) is small enough. Indeed, by assuming otherwise, we have
\[
Ce^{(2-\xi)\delta} \sum_{i=1}^{m} \| u_i(T_0) \phi_{x, x_0} \|_{L^2_\Omega}^{2\xi} = \frac{\alpha_2}{2}.
\]

From (5.6) we get, for all \( t \in [0, T_0] \),
\[
\frac{d}{dt} \| \phi_{x, x_0} \|_{C_\Omega} \leq Ce^{-2} \sum_{i=1}^{m} \| u_i \|^2_{L^2_\Omega} + Ce^{-(3+\xi)}
\]

Integrating on \( (0, t) \), \( t \in [0, T_0] \), it follows that
\[
\| \phi_{x, x_0} \|_{C_\Omega} \leq \| \phi_{x, x_0} \|_{C_\Omega} + Ce^{-2} \sum_{i=1}^{m} \| u_i \|^2_{L^2_\Omega} + Ce^{-(3+\xi)} T \leq C(T)e^{-(3+\xi)}
\]

where we apply Lemma 2.6 and choose \( \varepsilon \) small enough. Now from (5.7) and (4.2) we can estimate
\[
\frac{\alpha_2}{2} = Ce^{(2-\xi)\delta} \sum_{i=1}^{m} \| u_i(T_0) \phi_{x, x_0} \|_{L^2_\Omega}^{2\xi} \leq C\lambda_2^{-1} e^{(2-\xi)\delta} \| \phi_{x, x_0} \|_{C_\Omega} \leq C(T)e^{(2-\xi)\delta-\xi(3+\xi)}.
\]

Because of (5.3), the exponent of \( \varepsilon \) on the right hand side is positive, and therefore, by choosing \( \varepsilon > 0 \) small enough, we get a contradiction. Thus, \( T_0 \geq T \) for such a small \( \varepsilon > 0 \), and we get from (5.6) that
\[
\| \phi_{x, x_0} \|_{C_\Omega} \leq C(T, \varepsilon) \quad \forall t \in (0, T).
\]

With the partition of \( \Omega \) as in Proposition 3.5 and the equivalent of norms (4.2) we obtain
\[
\sum_{i=1}^{m} \| u_i \|_{L^\infty(0, T; L^2_\Omega)} \leq C(T)
\]

which is enough to conclude the global existence of solution to (1.1). The uniform-in-time boundedness follows similarly as in Theorem 1.3, so we omit it.
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