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Abstract. We introduce the non-homogeneous analogs of function spaces studied by Van Schaftingen’s. We show that these classes refine the embedding $W^{1,n}(\mathbb{R}^n) \subset bmo(\mathbb{R}^n)$. The analogous results established on bounded Lipschitz domains and Riemannian manifolds with bounded geometry.

1. Introduction

Let $f$ be a locally integrable function on $\mathbb{R}^n$. Given a cube $Q \subset \mathbb{R}^n$ (henceforth by a cube we will understand a cube with sides parallel to the axes), we denote the average of $f$ over $Q$ by $f_Q$, i.e.

$$f_Q = \frac{1}{|Q|} \int_Q f(x)dx,$$

where $|Q|$ is the Lebesgue measure of $Q$.

In 1961 John and Nirenberg introduced the space of functions of bounded mean oscillations (BMO).

Definition 1.1. We say that $f \in \text{BMO}(\mathbb{R}^n)$ if

$$\|f\|_{\text{BMO}} := \sup_Q \frac{1}{|Q|} \int_Q |f(x) - f_Q|dx < \infty.$$ 

Note that $\| \cdot \|_{\text{BMO}}$ is a norm on the quotient space of functions modulo constants.

Functions of bounded mean oscillations turned out to be the right substitute for $L^\infty$ functions in a number of questions in analysis. In particular, the embedding theorem of Gagliardo-Nirenberg-Sobolev (see e.g. [22], Chapter V) asserts that for any $p \in [1, n)$ there exists $C_p$ such that

$$\|f\|_{L^{n/(n-p)}} \leq C_p \|\nabla f\|_{L^p}, \forall f \in \mathcal{D}.$$ 

The inequality fails for $p = n$, so we do not have the embedding $W^{1,n}$ into $L^\infty$. However, it follows from the Poincare inequality that for some constant $C > 0$,

$$\|f\|_{\text{BMO}} \leq C \|\nabla f\|_{L^1}, \forall f \in \mathcal{D}.$$
and therefore $\dot{W}^{1,n}$ is continuously embedded into $\text{BMO}(\mathbb{R}^n)$.

Based on one inequality established by Bourgain and Brezis in [6], Van Schaftingen [28] defined a scale of spaces $D_k$ using the $k$-differential forms 

$$\Phi(x) = \sum_{1 \leq i_1 < \cdots < i_k \leq n} \phi_{i_1, \ldots, i_k}(x) dx^{i_1} \wedge \cdots \wedge dx^{i_k}$$

as follows

**Definition 1.2.** For $1 \leq k \leq n$, $D_k$ is defined as

$$D_k(\mathbb{R}^n) = \{ u \in D'(\mathbb{R}^n) : \| u \|_{D_k} < \infty \},$$

where

$$\| u \|_{D_k} := \sup\{|u(\phi_{i_1, \ldots, i_k})| : \Phi \in D(\mathbb{R}^n; \Lambda^k(\mathbb{R}^n)), \ d\Phi = 0, \ \| \Phi \|_{L^1} \leq 1 \}.$$

It was shown in [28] that the $D_k$ classes lie strictly between the critical Sobolev spaces and $\text{BMO}(\mathbb{R}^n)$, refining the classical embedding $\dot{W}^{1,n} \subset \text{BMO}$. More precisely, the following proper inclusions are continuous

$$\dot{W}^{1,n} \subset D_{n-1} \subset \cdots \subset D_1 \subset \text{BMO}.$$

From the point of view of some applications to PDEs, as function spaces $D_k$ ($k < n$) lack certain “useful” properties: multiplications by smooth cut-off functions are not necessarily bounded operators on $D_k$ and $D_k$ are not invariant under all smooth changes of variables.

In this paper, we introduce the non-homogeneous analogs of Van Schaftingen’s classes $D_k$, which we denote by $d^k(\mathbb{R}^n)$.

**Definition 1.3.** Let $1 \leq k \leq n$. We say that $u \in D'(\mathbb{R}^n)$ belongs to $d^k(\mathbb{R}^n)$ if

$$(1.1) \sup_{\| \Phi \|_{T_k^1(\mathbb{R}^n)} \leq 1} \max_I |u(\phi_I)| < \infty,$$

where the supremum is taken over all $k$-differential forms $\Phi = \sum_I \phi_I dx^I$, $\phi_I \in D(\mathbb{R}^n)$ and $\| \Phi \|_{T_k^1} = \| \Phi \|_{L^1} + \| d\Phi \|_{L^1}$. We will denote this supremum by $\| u \|_{d^k}$.

It is useful to compare the defined classes $d^k(\mathbb{R}^n)$ with $D_k(\mathbb{R}^n)$. First of all, $d^k(\mathbb{R}^n) \subset D_k(\mathbb{R}^n)$, $k = 1, 2, \ldots n$ as sets. As Banach spaces $D_k(\mathbb{R}^n)$ are classes of functions modulo constants, while in $d^k(\mathbb{R}^n)$ two functions that differ by a non-zero constant are considered as different elements.

In contrast to $D_k$ spaces, the smooth change of variables and multiplications by cut-off functions are invariant operations on $d^k$. In particular, this allows to define $d^k$ on certain Riemannian manifolds. In
Section 2, we recall some facts from the theory of local Hardy spaces, which will be used later. In Section 3, we prove the following theorem

**Theorem 1.4.** $d^1(\mathbb{R}^n)$ is continuously embedded into the space $bmo(\mathbb{R}^n)$ and $\exists C > 0$ so that for any $u \in d^k(\mathbb{R}^n), 1 \leq k \leq n$

$$\|u\|_{bmo} \leq C\|u\|_{d^k}.$$

Combining this theorem with the result of Van Schaftingen [26], it shows that the $d^k$ classes refine the embedding $W^{1,n}(\mathbb{R}^n) \subset bmo(\mathbb{R}^n)$, where $bmo$ is the local BMO space of Goldberg [16] in the sense that $W^{1,n} \subset d^{n-1} \subset \cdots \subset d^1 \subset bmo$.

We also prove that continuous $d^{n-1}$ functions can be characterized in terms of line integrals, similarly to the inequality of Bourgain, Brezis and Mironescu [8]

**Theorem 1.5.** Let $u \in D(\mathbb{R}^n)$. Then $u \in d^{n-1}(\mathbb{R}^n)$ if and only if

$$\sup_{\partial \gamma = 0} \frac{1}{|\gamma|} \left| \int_{\partial \gamma} u(t)\tau(t)dt \right| + \sup_{|\gamma| \geq 1} \frac{1}{|\gamma|} \left| \int_{\partial \gamma} u(t)\tau(t)dt \right| < \infty,$$

where the suprema are taken over smooth curves $\gamma$ with finite lengths $|\gamma|$, boundaries $\partial \gamma$ and unit tangent vectors $\tau$.

As an application of $d^k$ classes for PDEs, the following fact is established

**Theorem 1.6.** Let $n \geq 2$, $F \in L^1(\mathbb{R}^n; \mathbb{R}^n)$ and $\text{div} F \in L^1(\mathbb{R}^n)$. Then the system $(I - \Delta)U = F$ admits a unique solution $U$ such that

- If $n = 2$, then

$$\|U\|_{\infty} + \|\nabla U\|_2 \leq C(\|F\|_1 + \|\text{div} F\|_1)$$

- If $n \geq 3$, then

$$\|U\|_{n/(n-2)} + \|\nabla U\|_{n/n-1} \leq C(\|F\|_1 + \|\text{div} F\|_1)$$

In Section 4, we introduce the localized versions of $d^k$ spaces on bounded Lipschitz domains $\Omega$. The main result of Section 4 is the proof of the following fact, which was conjectured by Van Schaftingen [28] for the bmo spaces on domains (see Definition 2.13 below).

**Theorem 1.7.** Any $u \in d^1(\Omega)$ is a $bmo_r(\Omega)$ function as there exists $C > 0$ such that

$$\|u\|_{bmo_r(\Omega)} \leq C\|u\|_{d^1(\Omega)} \forall u \in d^1(\Omega).$$
In Section 5, we define $d^k$ classes on Riemannian manifolds with bounded geometry and based on the results of Section 3 we prove the refined embeddings between critical Sobolev space and $bmo$ on such manifolds.

**Theorem 1.8.** Let $M$ be the Riemannian manifold with bounded geometry. Then the following continuous embeddings are true

$$W^{1,n}(M) \subset d^{n-1}(M) \subset \cdots \subset d^1(M) \subset bmo(M).$$

2. Preliminaries

Let $\Omega \subset \mathbb{R}^n$ be open. We will use the Schwartz notations: $\mathcal{E}(\Omega)$ will denote the class of smooth functions on $\Omega$, $\mathcal{D}(\Omega)$ and $\mathcal{S}(\Omega)$ will stand for compactly supported smooth functions and smooth functions rapidly decaying at infinity with all their derivatives. By $\mathcal{D}^k(\Omega)$ we denote the class of $k$-differential forms with $\mathcal{D}(\Omega)$ components. All $L^p$ spaces in this paper are considered relative to the Lebesgue measure. For the differential form of order $k$, $\Phi = \sum_{|I|=k} \phi_I dx^I$, we will use the notation

$$\|\Phi\|_{L^1_k} = \sum_I \|\phi_I\|_{L^1}.$$ 

However, often when it does not create confusion we will omit the subscript $k$ and simply write $\|\Phi\|_{L^1}$ or $\|\Phi\|_1$.

2.1. Local Hardy and BMO spaces of Goldberg. We recall the definition and basic properties of the local Hardy space $h^1(\mathbb{R}^n)$ introduced by Goldberg [16].

Let us fix $\phi \in \mathcal{S}(\mathbb{R}^n)$ such that $\int \phi \neq 0$. For $f \in L^1(\mathbb{R}^n)$, we define the local maximal function $m_\phi f(x)$ by

$$m_\phi f(x) = \sup_{0 < t < 1} |\phi_t * f(x)|,$$

where $\phi_t(y) = t^{-n} \phi(y/t)$.

**Definition 2.1.** We say that $f$ belongs to the local Hardy space $h^1(\mathbb{R}^n)$ if $m_\phi f \in L^1(\mathbb{R}^n)$ and we put

$$\|f\|_{h^1} := \|m_\phi f\|_{L^1}.$$ 

It is useful to compare $h^1$ with the classic real Hardy space $H^1(\mathbb{R}^n)$, which can be defined using the global maximal function $M_\phi$,

$$M_\phi f(x) := \sup_{t > 0} |\phi_t * f(x)|, \quad f \in L^1(\mathbb{R}^n).$$
Definition 2.2. We say that \( f \) belongs to the Hardy space \( H^1(\mathbb{R}^n) \) if \( M_\phi f \in L^1(\mathbb{R}^n) \), and we put
\[
\|f\|_{H^1} := \|M_\phi f\|_{L^1}.
\]

It follows from the definitions of the maximal functions that \( m_\phi f(x) \leq M_\phi f(x) \) for any \( f \in L^1 \) and \( x \in \mathbb{R}^n \). Therefore \( H^1 \subset h^1 \). One of the reasons why it is often more convenient to deal with a larger space \( h^1 \) instead of \( H^1 \) is that \( S(\mathbb{R}^n) \subset h^1(\mathbb{R}^n) \), while any \( f \in H^1(\mathbb{R}^n) \) has to satisfy \( \int_{\mathbb{R}^n} f = 0 \). Moreover, the following result is true.

Lemma 2.3 ([16]). The space \( D(\mathbb{R}^n) \) is dense in \( h^1(\mathbb{R}^n) \).

It is important to note that \( f \in h^1(\mathbb{R}^n) \) and \( \int_{\mathbb{R}^n} f = 0 \) do not imply that \( f \in H^1(\mathbb{R}^n) \) (see Theorem 3 in [16]). However, the following is true

Lemma 2.4. If \( f \in h^1(\mathbb{R}^n) \), \( \int_{\mathbb{R}^n} f(x)dx = 0 \) and \( \text{supp } f \subset B \), where \( B \) is a bounded subset of \( \mathbb{R}^n \), then there exists \( C_B > 0 \) such that
\[
\|f\|_{H^1} \leq C_B \|f\|_{h^1}.
\]

Definition 2.5 ([16]). We say that \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \) belongs to \( bmo(\mathbb{R}^n) \) if
\[
\|f\|_{bmo} := \sup_{i(Q) \leq 1} \frac{1}{|Q|} \int_Q |f(x) - f_Q|dx + \sup_{i(Q) \geq 1} \frac{1}{|Q|} \int_Q |f(x)|dx < \infty,
\]
where \( f_Q = \frac{1}{|Q|} \int_Q f(y)dy \) and \( Q \) are cubes with sides parallel to the axes, of side-length \( i(Q) \).

It is clear that \( bmo(\mathbb{R}^n) \) is a subspace of \( \text{BMO}(\mathbb{R}^n) \). Moreover, if \( \|f\|_{bmo} = 0 \), then \( f = 0 \) a.e. on \( \mathbb{R}^n \), unlike in \( \text{BMO}(\mathbb{R}^n) \), where constant functions are identified with \( f \equiv 0 \).

The following theorem of Goldberg shows the relation between \( h^1 \) and \( bmo \) and the boundedness of pseudo-differential operators of degree zero on \( h^1 \).

Theorem 2.6 ([16]). The space \( bmo(\mathbb{R}^n) \) is isomorphic to the space of continuous linear functionals on \( h^1(\mathbb{R}^n) \).

Theorem 2.7 ([16]). If \( T \in \text{OPS}^0 \), then there exists a constant \( C > 0 \) such that
\[
\|Tf\|_{h^1} \leq C\|f\|_{h^1} \text{ for any } f \in S(\mathbb{R}^n).
\]

Therefore, any \( T \in \text{OPS}^0 \) can be extended to a continuous linear operator on \( h^1(\mathbb{R}^n) \).
2.2. Local Hardy and BMO spaces on Lipschitz domains. The BMO and Hardy spaces on bounded Lipschitz domains were studied in [12], [13] and [20] (see also [18] and [23]).

Definition 2.8. [13], [20]
Let \( \Omega \subset \mathbb{R}^n \) be a bounded Lipschitz domain. The space \( h^1_r(\Omega) \) consists of elements of \( L^1(\Omega) \) which are the restrictions to \( \Omega \) of elements of \( h^1(\mathbb{R}^n) \), i.e.

\[
h^1_r(\Omega) = \{ f \in L^1(\Omega) : \exists F \in h^1(\mathbb{R}^n) : F = f \text{ on } \Omega \}.
\]

We can consider this as a quotient space equipped with the quotient norm

\[
\|f\|_{h^1_r(\Omega)} := \inf \{ \|F\|_{h^1(\mathbb{R}^n)} : F = f \text{ on } \Omega \}.
\]

Definition 2.9. [12] The space \( h^1_z(\Omega) \) is defined to be the subspace of \( h^1(\mathbb{R}^n) \) consisting of those elements which are supported on \( \Omega \).

Like in the case of \( \mathbb{R}^n \), smooth and compactly supported functions are dense in these spaces:

Lemma 2.10. [10] Let \( \Omega \) be a bounded Lipschitz domain. Then the space \( D(\Omega) \) is dense in \( h^1_r(\Omega) \).

Lemma 2.11. Let \( \Omega \) be a domain of \( \mathbb{R}^n \). Then the set of \( D(\Omega) \) functions is dense in \( h^1_z(\Omega) \).

The BMO analogs on \( \Omega \) are defined as follows.

Definition 2.12. The space \( bmo_z(\Omega) \) is defined to be a subspace of \( bmo(\mathbb{R}^n) \) consisting of those elements which are supported on \( \bar{\Omega} \), i.e.

\[
bmo_z(\Omega) = \{ g \in bmo(\mathbb{R}^n) : g = 0 \text{ on } \mathbb{R}^n \setminus \bar{\Omega} \}
\]

with

\[
\|g\|_{bmo_z(\Omega)} = \|g\|_{bmo(\mathbb{R}^n)}.
\]

Definition 2.13. [12] Let \( \Omega \) be a bounded Lipschitz domain. A function \( g \in L^1_{\text{loc}}(\Omega) \) is said to belong to \( bmo_r(\Omega) \) if

\[
\|g\|_{bmo_r(\Omega)} = \sup_{|Q| \leq 1} \frac{1}{|Q|} \int_Q |g(x) - g_Q| \, dx + \sup_{|Q| > 1} \frac{1}{|Q|} \int_Q |g(x)| \, dx < \infty,
\]

where suprema are taken over all cubes \( Q \subset \Omega \). The space of such functions equipped with norm \( \| \cdot \|_{bmo_r(\Omega)} \) is called \( bmo_r(\Omega) \).

Theorem 2.14 ([11], [20]). The space \( bmo_z(\Omega) \) is isomorphic to the dual of \( h^1_r(\Omega) \).

Theorem 2.15 ([11], [19]). The space \( bmo_r(\Omega) \) is isomorphic to the dual of \( h^1_z(\Omega) \).
2.3. $H^1_z(\Omega)$ space. We will also need the following function space:

**Definition 2.16.** [13] The space $H^1_z(\Omega)$ is defined to be the subspace of $H^1(\mathbb{R}^n)$ consisting of those elements which are supported on $\overline{\Omega}$.

One of the alternative ways to define $H^1_z(\Omega)$ is to evoke the notion of atoms.

**Definition 2.17.** An $H^1_z(\Omega)$ atom is a Lebesgue measurable function $a$ on $\mathbb{R}^n$, supported on a cube $Q \subset \Omega$, such that $\|a\|_{L^2(Q)} \leq |Q|^{-1/2}$ and $\int_Q a(x)dx = 0$.

Any $H^1_z(\Omega)$ function can be represented as a series of $H^1_z$ atoms in the following sense:

**Theorem 2.18** (Theorem 3.3 in [13]). Let $\Omega$ be a bounded Lipschitz domain and $f \in L^1(\Omega)$. Then $f \in H^1_z(\Omega)$ if and only if there exist a sequence of $H^1_z(\Omega)$ atoms $\{a_k\}$ and real numbers $\{\lambda_k\} \subset \mathbb{R}$ such that $\sum |\lambda_k| < \infty$ and $\sum_k \lambda_k a_k \rightarrow f$ in $\mathcal{D}'(\Omega)$.

Furthermore, $\|f\|_{H^1} \approx \inf \{ \sum_k |\lambda_k| : f = \sum_k \lambda_k a_k \}$, where the infimum is taken over all atomic decompositions of $f$.

3. $d^k$ spaces on $\mathbb{R}^n$

**Definition 3.1.** Let $1 \leq k \leq n$. We say that $u \in \mathcal{D}'(\mathbb{R}^n)$ belongs to $d^k(\mathbb{R}^n)$ if

$$\sup_{\|\Phi\|_{\Upsilon^1_k(\mathbb{R}^n)} \leq 1} \max_{|I|=k} |u(\phi_I)| < \infty,$$

where the supremum is taken over all $\Phi = \sum_{|I|=k} \phi_I dx^I \in \mathcal{D}^k(\mathbb{R}^n)$ and $\|\Phi\|_{\Upsilon^1_k} = \|\Phi\|_{L^1_k} + \|d\Phi\|_{L^1_{k+1}}$. We will denote this supremum by $\|u\|_{d^k}$.

**Remark 3.2.** It is not difficult to show that the class of compactly supported $\Upsilon^1_k(\mathbb{R}^n)$ forms is dense in $\Upsilon^1_k(\mathbb{R}^n)$. This suggests that the domain of $u \in d^k(\mathbb{R}^n)$ can be extended to include components of all
$\Upsilon^1_k(\mathbb{R}^n)$ forms. Let $u \in \mathcal{D}'(\Omega)$ and $\tilde{u}$ be a linear map from $\mathcal{D}^k(\Omega)$ to $(\mathbb{R}^n, \| \cdot \|_{\text{max}})$, associated to $u$ by

$$
\tilde{u} \left( \sum_{|I|=k} \phi_I dx^I \right) = (u(\phi_I)).
$$

Then $u \in \mathcal{D}'(\mathbb{R}^n)$ belongs to $d^k(\mathbb{R}^n)$, if and only if $\tilde{u}$ can be extended to a bounded linear map from $\Upsilon^1_k(\mathbb{R}^n)$ to $\left( \mathbb{R}^n, \| \cdot \|_{\text{max}} \right)$, associated to $u$ by $\tilde{u}$.

Note that $\Upsilon^1_n(\mathbb{R}^n) = L^1(\mathbb{R}^n)$, so $d^n(\mathbb{R}^n)$ is isomorphic to $L^\infty(\mathbb{R}^n)$.

**Lemma 3.3.** Let $1 \leq k < l \leq n$ and $u \in d^l(\mathbb{R}^n)$. Then $u \in d^k(\mathbb{R}^n)$ and $\|u\|_{d^k(\mathbb{R}^n)} \leq \|u\|_{d^l(\mathbb{R}^n)}$. In other words, the following embeddings are continuous

$$
d^n(\mathbb{R}^n) \subset d^{n-1}(\mathbb{R}^n) \subset \cdots \subset d^1(\mathbb{R}^n)
$$

**Proof.** It is enough to consider the case $k = l - 1$, because the general case will follow from it by induction. Let $1 \leq l \leq n$, $u \in d^l(\mathbb{R}^n)$ and

$$
\Phi(x) = \sum_{|I|=l-1} \phi_I(x) dx^I \in \mathcal{D}^{l-1}(\mathbb{R}^n).
$$

We need to show for any component $\phi_I,

$$
|u(\phi_I)| \leq \|u\|_{d^l} \|\Phi\|_{\Upsilon^{l-1}_1}.
$$

Fix any such $I$. Since $|I| = l - 1 < n$, there exists $j \in [1, n]$ such that $dx^I \wedge dx^j \neq 0$. Put $\tilde{\Phi}(x) = \Phi(x) \wedge dx^j$. Then $\tilde{\Phi} \in \mathcal{D}^l$ and $\|\tilde{\Phi}\|_{\Upsilon^1_l} \leq \|\Phi\|_{\Upsilon^{l-1}_1}$. Moreover, by construction, one of the components of $\tilde{\Phi}$ equals to $\pm \phi_Idx^I \wedge dx^j$. Since $u \in d^l(\mathbb{R}^n)$, we have

$$
|u(\phi_I)| \leq \|u\|_{d^l} \|\tilde{\Phi}\|_{\Upsilon^1_l} \leq \|u\|_{d^l} \|\Phi\|_{\Upsilon^{l-1}_1}.
$$

□

The following theorem follows immediately from the definition of $d^k$ spaces and the result of Van Schaftingen [26].

**Theorem 3.4.** $W^{1,n}(\mathbb{R}^n)$ is continuously embedded into $d^{n-1}(\mathbb{R}^n)$ as $\exists C > 0$ so that for any $u \in W^{1,n}$

$$
\|u\|_{d^{n-1}} \leq C \|u\|_{W^{1,n}}.
$$

One of main results in this section is the following
Theorem 3.5. $d^1(\mathbb{R}^n)$ is continuously embedded into the space $\text{bmo}(\mathbb{R}^n)$ and $\exists C > 0$ so that for any $u \in d^k(\mathbb{R}^n)$, $1 \leq k \leq n$

\[ \|u\|_{\text{bmo}} \leq C\|u\|_{d^k}. \]

Remark 3.6. This result is a non-homogeneous analogue of the main theorem in \[28\]. We adapt the proof of that theorem to the non-homogeneous setting.

Proof. By Lemma 3.3, it is enough to prove the case $k = 1$. The argument is based on the fact that $\text{bmo}(\mathbb{R}^n)$ is the dual space of $h^1(\mathbb{R}^n)$. We claim that given $f \in D(\mathbb{R}^n)$, there exist $n$ differential forms $\{\Phi^j\}_{j=1}^n \subset \Upsilon_1^1(\mathbb{R}^n)$ such that for some $C$ independent of $f$,

\begin{align}
(3.2) & \quad \|\Phi^j\|_{\Upsilon_1^1} \leq C\|f\|_{h^1}, \\
(3.3) & \quad f = \sum_{i=1}^n \phi^i_j, \\
\end{align}

where

\[ \Phi^j = \sum_{i=1}^n \phi^i_j dx^i. \]

Assuming the claim the proof is easy. Let $u \in d^1(\mathbb{R}^n)$. For arbitrary $f \in D(\mathbb{R}^n)$, let $\Phi^j$ be such that (3.2) and (3.3) are true. Then by the Remark 3.2 we can apply $u$ to $\phi^i_j$ to have

\begin{equation}
|u(f)| \leq \sum_{i=1}^n |u(\phi^i_j)| \leq \sum_{i=1}^n \|u\|_{d^1}\|\Phi^i\|_{\Upsilon_1^1} \leq Cn\|u\|_{d^1}\|f\|_{h^1}. \tag{3.4}
\end{equation}

By the density of $D$ in $h^1$ and the duality $\text{bmo} = (h^1)'$, we conclude that $u \in \text{bmo}(\mathbb{R}^n)$.

In order to prove the claim, let $f \in D$ be arbitrary and consider the equation

\[ (I - \Delta)v = f \text{ in } \mathbb{R}^n. \]

Then $v = J(f)$, where $J$ is a convolution operator whose kernel is the Bessel potential of order 2, $G_2$. For $j \in [1, n]$, let

\[ \Phi^j = \sum_{i=1}^n \left( \frac{J}{n} - \partial_i \partial_j J \right)(f) dx^i. \]

Since $f \in D \subset S$, all components of $\Phi^j$ are $S$ functions and

\[ d\Phi^j = \sum_{1 \leq i < k \leq n} \left( \frac{\partial_i J - \partial_k J}{n} \right)(f) dx^i \wedge dx^k. \]
It is clear that,
\[
\frac{\mathcal{J}}{n} - \partial_i \partial_j \mathcal{J} \in OPS^{-2}(\mathbb{R}^n) + OPS^0(\mathbb{R}^n) \subset OPS^0(\mathbb{R}^n)
\]
and
\[
\left(\frac{\partial_i \mathcal{J} - \partial_k \mathcal{J}}{n}\right) \in OPS^{-1}(\mathbb{R}^n) \subset OPS^0(\mathbb{R}^n).
\]

Recalling Theorem 2.7, we see that the components of \(\Phi^j\) and \(d\Phi^j\) are \(h^1\) functions and for some \(C\) independent of \(f\),
\[
\|\Phi^j\|_{L^1_1} + \|d\Phi^j\|_{L^2_2} \leq C\|f\|_{h^1},
\]
which proves (3.2). Finally, \(\{\Phi^j\}\) satisfy (3.3) for
\[
\sum_{i=1}^{n} \left(\frac{\mathcal{J}}{n} - \partial_i \partial_j \mathcal{J}\right) f = \mathcal{J}(f) - \Delta \mathcal{J}(f) = (I - \Delta) \mathcal{J}(f) = f.
\]

\[\Box\]

**Corollary 3.7.** For \(1 \leq k \leq n\), the space \(d^k(\mathbb{R}^n)\) equipped with the norm \(\| \cdot \|_{d^k}\) is a Banach space.

**Proof.** Let \(\{u_m\}_{m=0}^\infty\) be a Cauchy sequence in \(d^k\). The above theorem shows that \(u_m\) is a Cauchy sequence in \(bmo(\mathbb{R}^n)\). Since \(bmo\) is a complete Banach space, there exists \(u \in bmo(\mathbb{R}^n)\), such that \(u_m \to u\) in \(\| \cdot \|_{bmo}\). Moreover, for any \(\Phi = \sum_{|I|=k} \phi_I dx^I \in D^k(\mathbb{R}^n)\) and \(j \geq 0\), using duality of \(bmo\) and \(h^1\) and the fact that each \(\phi_I \in D \subset h^1\),
\[
\left| \int (u_j - u) \phi_I \right| = \lim_{m \to \infty} \left| \int (u_j - u_m) \phi_I \right| \leq \lim_{m \to \infty} \|u_j - u_m\|_{d^k} \|\Phi\|_{Y^1_k};
\]
which shows that \(u \in d^k(\mathbb{R}^n)\), and \(\|u_j - u\|_{d^k} \to 0\), as \(j \to \infty\). \[\Box\]

Summing up the results of this section, we can now say that for \(1 \leq k \leq n\),
\[
W^{1,n}(\mathbb{R}^n) \subset d^{n-1}(\mathbb{R}^n) \subset \cdots \subset d^1(\mathbb{R}^n) \subset bmo(\mathbb{R}^n).
\]

### 3.1. \(v^k\) classes.

**Definition 3.8.** Let \(1 \leq k \leq n\). We define the class \(v^k(\mathbb{R}^n)\) as the closure of \(C_0(\mathbb{R}^n)\) functions in the norm \(\| \cdot \|_{d^k}\). Here
\[
C_0(\mathbb{R}^n) = \{u \in C(\mathbb{R}^n) : \lim_{|x| \to \infty} u(x) = 0\}.
\]
First of all we notice that by Proposition 3.3, \( v^k(\mathbb{R}^n) \) form a monotone family of spaces
\[
v^n(\mathbb{R}^n) \subset v^{n-1}(\mathbb{R}^n) \subset \cdots \subset v^1(\mathbb{R}^n).
\]
The appropriate subspace that will contain all \( v^k \) functions was studied by Dafni [14] and Bourdaud [5].

**Definition 3.9.** [14] \( \text{vmo}(\mathbb{R}^n) \) is the subspace of \( \text{bmo}(\mathbb{R}^n) \) functions satisfying
\[
(3.5) \lim_{\delta \to 0} \sup_{\|Q\| \leq \delta} \frac{1}{|Q|} \int_Q |f(x) - f_Q| \, dx = 0
\]
and
\[
(3.6) \lim_{R \to \infty} \sup_{\|Q\| > 1, Q \cap B(0,R) = \emptyset} \frac{1}{|Q|} \int_Q |f(x)| \, dx = 0.
\]

**Theorem 3.10** ([14]). \( \text{vmo}(\mathbb{R}^n) \) is the closure of \( C_0(\mathbb{R}^n) \) in \( \text{bmo}(\mathbb{R}^n) \).

An immediate consequence of this result and Theorem 3.5 is

**Theorem 3.11.** For \( 1 \leq k \leq n \), the space \( v^k(\mathbb{R}^n) \) is embedded into \( \text{vmo}(\mathbb{R}^n) \).

**Corollary 3.12.** \( v^1(\mathbb{R}^n) \) does not contain \( d^n(\mathbb{R}^n) \) as a subspace. In particular, \( v^k(\mathbb{R}^n) \) are proper subspaces of \( d^k(\mathbb{R}^n) \) for \( k = 1, \ldots, n \).

**Proof.** Recall that \( d^n(\mathbb{R}^n) \) coincides with \( L^\infty(\mathbb{R}^n) \). If \( L^\infty \) was a subspace of \( v^1(\mathbb{R}^n) \), then by the last theorem we would have \( L^\infty \subset \text{vmo}(\mathbb{R}^n) \). However, choosing \( f \) as a characteristic function of the quadrant \( \{x = (x_1, \ldots, x_n) \in \mathbb{R}^n : x_i > 0\} \), we have an example of an \( L^\infty \) function that does not satisfy (3.5). So \( L^\infty \not\subset \text{vmo}(\mathbb{R}^n) \). \( \square \)

Finally, we recall that \( \mathcal{D}(\mathbb{R}^n) \) is dense in \( W^{1,p}(\mathbb{R}^n) \) for any \( p \in [1, \infty) \). Therefore by Theorem 3.11, we have \( W^{1,n} \subset v^{n-1}(\mathbb{R}^n) \).

All in all, we conclude that the following embeddings hold
\[
W^{1,n}(\mathbb{R}^n) \subset v^{n-1}(\mathbb{R}^n) \subset \cdots \subset v^1(\mathbb{R}^n) \subset \text{vmo}(\mathbb{R}^n).
\]

### 3.2. Intrinsic definition of the space \( v^{n-1} \).

**Definition 3.13.** For \( u \in d^{n-1}(\mathbb{R}^n) \cap C(\mathbb{R}^n) \), we will use the following notation
\[
\|u\|_* = \sup_{\partial \gamma \neq \emptyset} \frac{1}{|\gamma|} \left| \int_\gamma u(t) \tau(t) \, dt \right| + \sup_{|\gamma| \geq 1} \frac{1}{|\gamma|} \left| \int_\gamma u(t) \tau(t) \, dt \right|
\]
where the suprema are taken over smooth curves \( \gamma \) with finite lengths \( |\gamma| \), boundaries \( \partial \gamma \) and \( \tau \) is the unit tangent vector to the curve \( \gamma \).
Our goal is to prove the following result.

**Theorem 3.14.** There are constants $c_1, c_2 > 0$ such that for every $u \in d^{n-1}(\mathbb{R}^n) \cap C(\mathbb{R}^n)$,

$$c_1 \|u\|_* \leq \|u\|_{d^{n-1}} \leq c_2 \|u\|_*.$$

The proof is based on the following three lemmas

**Lemma 3.15.** There exists $C > 0$ such that for any $\gamma$ with $\partial \gamma = \emptyset$ or $|\gamma| \geq 1$,

$$\frac{1}{|\gamma|} \left| \int_\gamma u(y) \tau(y) dy \right| \leq C \|u\|_{d^{n-1}}.$$

**Proof.** The proof is based on the argument of Bourgain and Brezis [6].

Let $\eta \geq 0$ be a smooth radial function on $\mathbb{R}^n$, compactly supported in $|x| \leq 1$, such that $\|\eta\|_{L^1} = 1$. As usual we put $\eta_\varepsilon(x) = \varepsilon^{-n} \eta(x/\varepsilon)$.

Let us define the $(n-1)$-form

$$\Phi^\varepsilon(x) = \sum_{j=1}^n \left( \int_\gamma \eta_\varepsilon(t-x) \tau_j(t) dt \right) dx^j, x \in \mathbb{R}^n,$$

where $I_j = (i_1, \ldots, i_{n-1}), i_k \neq j$.

The reason to introduce this differential form is the following equality

$$\left| \int_\gamma u(t) \tau(t) dt \right| = \lim_{\varepsilon \to 0} \left| \int_\gamma \tau(t) \int_{\mathbb{R}^n} u(x) \eta_\varepsilon(x-t) dx dt \right| = \lim_{\varepsilon \to 0} \left| \int u(x) \Phi^\varepsilon(x) dx \right|.$$

By the Remark 3.2, we need to estimate $\|\Phi^\varepsilon\|_{\gamma_{n-1}}$. It is clear that $\|\Phi^\varepsilon\|_{\gamma_{n-1}} \leq n \|\eta_\varepsilon\|_{L^1} |\gamma| = n |\gamma|$. Moreover,

$$d \Phi^\varepsilon(x) = - \left( \int_\gamma \nabla \eta_\varepsilon(y-x) \cdot \tau(y) dy \right) dx^1 \wedge \cdots \wedge dx^n = [\eta_\varepsilon(a-x) - \eta_\varepsilon(b-x)] dx^1 \wedge \cdots \wedge dx^n.$$

Therefore $\|d \Phi^\varepsilon\|_{L^1}$ is 0 if $\gamma$ is closed or $\leq 2$ if $\gamma$ is not closed. Finally,

$$\frac{1}{|\gamma|} \left| \int_\gamma u(s) \tau(s) ds \right| \leq \frac{1}{|\gamma|} \limsup_{\varepsilon \to 0} \left| \int u(x) \Phi^\varepsilon dx \right| \leq \|u\|_{d^k}(2 + n),$$

because, for non-closed $\gamma$, $|\gamma| \geq 1$. So we proved the lemma with $C = n + 2$.

In order to prove the converse estimate, Bourgain and Brezis evoked the decomposition theorem of Smirnov.
Theorem 3.16 ([21]). For any compactly supported $\Phi \in L^1_{n-1}(\mathbb{R}^n)$, with $d\Phi = 0$, there exists a sequence of positive numbers $\{\mu^m_j\}$ and closed smooth curves $\{\gamma^m_j\}$ such that for all $m \geq 1$,

$$
\sum_{j=1}^{\infty} |\mu^m_j||\gamma^m_j| \leq \|\Phi\|_{L^1_{n-1}}
$$

and for every $u \in C(\mathbb{R}^n)$ and $1 \leq i \leq n$

$$
\sum_{j=1}^{\infty} \mu^m_j \int_{\gamma^m_j} u(s)\tau_i(s)ds \to \int u(x)\phi_i(x)dx, \text{ as } m \to \infty,
$$

where $\phi_i$ are the components of $\Phi$.

In our case $d\Phi \in L^1_{n-1}(\mathbb{R}^n)$ does not necessarily vanish and we need a more general version of Smirnov’s theorem, which we formulate in the following form

Theorem 3.17 ([21]). Let $\Phi \in \Upsilon^1_{n-1}(\mathbb{R}^n)$. Then there exist $P \in \Upsilon^1_{n-1}(\mathbb{R}^n)$ and $Q \in \Upsilon^1_{n-1}(\mathbb{R}^n)$ such that

- $\|\Phi\|_{L^1_{n-1}} = \|P\|_{L^1_{n-1}} + \|Q\|_{L^1_{n-1}}$,
- $dP = 0$ and we can apply the previous theorem to $P$
- $dQ = d\Phi$.

Moreover, there exist $\{\lambda^l_j\}$ and smooth curves $\tilde{\gamma}^l_j$ (not necessarily closed) such that for all $l \geq 1$

$$
\sum_{j=1}^{\infty} |\lambda^l_j||\tilde{\gamma}^l_j| \leq \|Q\|_{L^1_{n-1}},
$$

$$
\sum_{j=1}^{\infty} |\lambda^l_j| \leq \|dQ\|_{L^1_{n-1}}
$$

and for $1 \leq i \leq n$

$$
\sum_{j=1}^{\infty} \lambda^l_j \int_{\tilde{\gamma}^l_j} u(s)\tau_i(s)ds \to \int u(x)q_i(x)dx, \text{ as } l \to \infty.
$$

where $q_i$ are the components of $Q$.

Let us introduce an auxiliary norm for $u \in C(\mathbb{R}^n)$:

$$
\|u\|_* = \sup_{\partial \gamma = 0} \frac{1}{|\gamma|} \left| \int_{\gamma} u(s)\tau(s)ds \right| + \sup_{|\gamma| < 1} \left| \int_{\gamma} u(s)\tau(s)ds \right|
$$

$$
+ \sup_{|\gamma| \geq 1} \frac{1}{|\gamma|} \left| \int_{\gamma} u(s)\tau(s)ds \right|.
$$
Lemma 3.18. For any \( u \in d^{n-1}(\mathbb{R}^n) \cap C(\mathbb{R}^n) \),
\[
\|u\|_{d^{n-1}(\mathbb{R}^n)} \leq 2\|u\|_{**}.
\]

Proof. By the definition of \( d^{n-1}(\mathbb{R}^n) \), there exists
\[
\Phi = \sum_{i=1}^{n} \phi_i dx^1 \wedge \ldots \hat{dx^i} \wedge \ldots dx^n \in D^{n-1}(\mathbb{R}^n)
\]
such that
\[
\|\Phi\|_{L^1_{n-1}} + \|d\Phi\|_{L^1} \leq 1
\]
and
\[
(3.7) \quad \|u\|_{d^{n-1}} \leq 2 \max_{l} |u(\phi_l)|.
\]

Let us apply Theorem 3.17 to \( \Phi \). Then \( \Phi \) can be decomposed into
the sum of \( P \) and \( Q \) such that \( d\Phi = dQ \), \( \|\Phi\|_{L^1_{n-1}} = \|P\|_{L^1_{n-1}} + \|Q\|_{L^1_{n-1}} \)
and \( Q \) is a weak limit of the linear combination of the curves \( \tilde{\gamma}_j^l \) in the
sense that
\[
\sum_{j=1}^{\infty} \lambda_j^{l} \int_{\tilde{\gamma}_j^l} u(s) \tau_i(s) ds \to \int u(x) q_i(x) dx, \quad \text{as} \quad l \to \infty,
\]
where
\[
\sum_{j=1}^{\infty} |\lambda_j^{l}|(1 + |\gamma_j^l|) \leq \|Q\|_{L^1_{n-1}} + \|dQ\|_{L^1} \leq 1, \quad \text{for all} \quad l \geq 1.
\]

Moreover, applying Theorem 3.16 to \( P \), we get a sequence of closed
curves \( \gamma_j^l \) and numbers \( \lambda_j^{l} \) such that
\[
\sum_{j=1}^{\infty} \lambda_j^{l} \int_{\gamma_j^l} u(s) \tau_i(s) ds \to \int u(x) p_i(x) dx, \quad \text{as} \quad l \to \infty
\]
and
\[
\sum_{j=1}^{\infty} |\lambda_j^{l}| |\gamma_j^l| \leq \|P\|_{L^1_{n-1}} \leq 1 \quad \text{for all} \quad l \geq 1.
\]

All in all,
\[
\int u(x) \phi_l(x) dx = \lim_{l \to \infty} \sum_{j=1}^{\infty} \lambda_j^{l} \int_{\gamma_j^l} u(s) \tau_i(s) ds + \sum_{j=1}^{\infty} \lambda_j^{l} \int_{\tilde{\gamma}_j^l} u(s) \tau_i(s) ds
\]
and
\[
(3.8) \quad \left| \int u(x) \phi_l(x) dx \right| \leq \sup_{i,j} \frac{1}{|\gamma_j^l|} \int_{\gamma_j^l} u(s) \tau_i(s) ds +
\]
\[ + \sup_{t, |s| < \gamma} \left| \int_{s_j(t)}^{s_j} u(s) \tau(s) ds \right| + \sup_{t, |s| > \gamma} \left| \frac{1}{|s_j|} \int_{s_j(t)}^{s_j} u(s) \tau(s) ds \right| \leq \|u\|_{**}. \]

The result follows from (3.7) and (3.8). \hfill \Box

**Lemma 3.19.** For any \( u \in C(\mathbb{R}^n) \)
\[ \|u\|_\ast \leq \|u\|_{**} \leq 4\|u\|_\ast. \]

**Proof.** The first inequality follows from the definitions of the norms. In order to see the second one, we need to show that
\[ \sup_{\gamma < 1} \left| \int_\gamma u(s) \tau(s) ds \right| \leq \sup_{\partial \gamma = \emptyset} \frac{3}{|\gamma|} \left| \int_\gamma u(s) \tau(s) ds \right| + \sup_{|\gamma| \geq 1} \frac{3}{|\gamma|} \left| \int_\gamma u(s) \tau(s) ds \right|. \]

Let us consider any \( \gamma \) with \( |\gamma| < 1 \) and \( \partial \gamma = \{a, b\} \). We can always find \( \gamma' \) such that \( 1 < |\gamma'| < 2 \) and \( \gamma'' := \gamma + \gamma' \) is a closed curve.

Then
\[ \left| \int_\gamma u(s) \tau(s) ds \right| \leq \left| \int_{\gamma''} u(s) \tau(s) ds \right| + \left| \int_{\gamma'} u(s) \tau(s) ds \right| \]
\[ \leq \frac{3}{|\gamma''|} \int_{\gamma''} u(s) \tau(s) ds + \frac{3}{|\gamma'|} \int_{\gamma'} u(s) \tau(s) ds \]
\hfill \Box

### 3.3. Examples of \( d^k(\mathbb{R}^n) \) functions

In this section, we want to show that there are more functions in \( d^k(\mathbb{R}^n) \) besides those in \( W^{1,n}(\mathbb{R}^n) \).

#### 3.3.1. Triebel-Lizorkin and Besov functions

We recall that Sobolev space \( W^{s,p}(\mathbb{R}^n) \), \( 1 < p < \infty \) is a special case of more general classes of functions
\[ W^{s,p}(\mathbb{R}^n) = \dot{F}^{s,p}_p(\mathbb{R}^n) = \dot{B}^{s,p}_p(\mathbb{R}^n), \]
here \( \dot{F}^{s,p}_q, s \in \mathbb{R}, 0 < p, q < \infty \) is the space of Triebel-Lizorkin and \( \dot{B}^{s,p}_q(\mathbb{R}^n), s \in \mathbb{R}, 0 < p, q \leq \infty \), is the Besov space (see e.g. [17] or [25] for definitions).

It was shown in [29] (see Proposition 2.1 there), that \( \dot{F}^{s,p}_q \subset D_{n-1} \) for all \( sp = n, 1 < p < \infty, 0 < q < \infty \) (here \( \dot{F}^{s,p}_q \) is a homogeneous Triebel-Lizorkin space). Recalling the embedding theorems (see e.g. Ex 6.5.2 in [17])
\[ \dot{F}^{s,p}_{\min(p,q)} \subset \dot{F}^{s,p}_q \subset \dot{B}^{s,p}_{\max(p,q)}, \]
and
\[ \dot{B}^{s,p}_q \subset \dot{B}^{s',p'}, \text{ if } sp = s'p' \text{ and } s > s' \]
one can obtain the embedding \( \dot{B}^{s,p}_q \subset D_{n-1} \) for \( 0 < q < \infty \). The case \( q = \infty \) remains open (see Open problem 1 in [30]).
One can notice that the proof of Proposition 2.1 in [29] is exactly the same as the proof of Theorem 1.5 in [27]. In fact it can be extended to the non-homogeneous setting as

**Theorem 3.20.** Let $1 < p < \infty$, $1 < q < \infty$. Then there exists constants $C_1$ and $C_2$ such that
\[
\|u\|_{d^{n-1}} \leq C_1 \|u\|_{F^{n/p,p}_q}
\]
and
\[
\|u\|_{d^{n-1}} \leq C_2 \|u\|_{B^{n/p,p}_q}.
\]

### 3.3.2. Locally Lipschitz functions

The following proposition provides a simple sufficient condition to ensure that $u \in d^{n-1}(\mathbb{R}^n)$.

**Proposition 3.21.** Let $u \in W^{1,1}_{loc}(\mathbb{R}^n \setminus \{0\})$. If $|x|(u(x) + \nabla u(x)) \in L^\infty(\mathbb{R}^n)$, then $u \in d^{n-1}(\mathbb{R}^n)$ and
\[
\|u\|_{d^{n-1}} \leq C \|x||u| + |\nabla u|\|_{L^\infty}.
\]

**Proof.** The proof follows from integration by parts as in the proof of Proposition 4.3 in [28].

We need to show that for any $\Phi = \sum_{j=1}^n \phi_j(x)dx^1 \wedge \ldots \wedge dx^n \in \mathcal{D}^{n-1}(\mathbb{R}^n)$, we have
\[
\left| \int u(x)\phi_j(x)dx \right| \leq C \|x|(u(x) + \nabla u(x))\|_{L^\infty} \|\Phi\|_{\mathcal{Y}^{n-1}}.
\]

Note that
\[
\int x_j(\sum_i \phi_i \partial_i u)dx = -\int \phi_j u dx - \int x_j u \cdot (\sum_i \partial_i \phi_i)dx.
\]

So
\[
\left| \int u(x)\phi_j(x)dx \right| \leq n \|x|\nabla u\|_{L^\infty} \|\Phi\|_{L^{1}_{n-1}} + \|x|u\|_{L^\infty} \|d\Phi\|_{L^1_n}.
\]

The proposition allows us to give an example of $u \in d^{n-1}$ which is not covered by the previous classes of functions, the Bessel potential $G_n$.

**Remark 3.22.** A typical example of $u \in D^{n-1} \setminus W^{1,n}$ in [28] is the function $u(x) = \log |x|$. However, this function does not belong to $\text{bmo}(\mathbb{R}^n)$ and therefore is not in any $d^k$, $1 \leq k \leq n$ as
\[
\sup_{|Q| > 1} \frac{1}{|Q|} \int_Q \log |y|dy = \infty.
\]
Example 3.23. Let $G_n(x)$ be the Bessel potential of order $n$, i.e. the function whose Fourier transforms is given by $\hat{G}_n(\xi) = (1 + |\xi|^2)^{-n/2}$.

The fact that $G_n$ satisfies the conditions of the last proposition follows from the fact that $G_n$ is a continuously differentiable function on $\mathbb{R}^n \setminus \{0\}$ and the asymptotic formulas for the Bessel potentials (see e.g. $[2]$, pp. 415-417):

$$G_n(x) \sim C_1 \log|x|, \quad \text{as } x \to 0,$$

$$G_n(x) \sim C_2 |x|^{-1/2}e^{-|x|}, \quad \text{as } x \to \infty.$$ 

Moreover,

$$\frac{\partial}{\partial x_i}G_n(x) = C'_s \frac{x_i}{|x|}K_1(|x|),$$

where $K_1$ is the Bessel-Macdonald function of order $1$, with the asymptotics

$$K_1(r) \sim C_3 r^{-1}, \quad \text{as } r \to 0^+$$

$$K_1(r) \sim C_4 r^{-1/2}e^{-r}, \quad \text{as } r \to \infty.$$ 

3.4. Application to PDE. We will illustrate how non-homogeneous $d^k$ spaces can be used in the analysis of classic PDE.

The following result was shown in $[7]$ (see Theorems 2 and 3 there):

if $\Delta U = F$ in $\mathbb{R}^n$ and $\text{div}F = 0$, then

$$\|U\|_\infty + \|\nabla U\|_2 \leq C\|F\|_1, \quad \text{if } n = 2$$

and

$$\|U\|_{n/(n-2)} + \|\nabla U\|_{n/(n-1)} \leq C\|F\|_1, \quad \text{if } n \geq 3.$$ 

A more general result of Bourgain and Brezis (see Theorem 4' in $[7]$ and Remark 2.1 in $[9]$) implies that one can relax the condition $\text{div}F = 0$ to $\text{div}F \in L^1$ to obtain

$$\|\nabla U\|_{n/(n-1)} \leq C(\|F\|_1 + \|\text{div}F\|_1).$$

Note that for $n \geq 3$ this can be combined with a Sobolev embedding theorem to produce

$$\|U\|_{n/(n-2)} + \|\nabla U\|_{n/(n-1)} \leq C(\|F\|_1 + \|\text{div}F\|_1).$$

However (as noted in $[9]$), if $n = 2$ then $U$ may no longer be an $L^\infty$ vector field. Let us explain why it may happen using Theorem 3.5.

Let $g(x) = \log |x|$. Then $g \ast F$ is continuous for any $F \in Y_1^1$ and if

$$\|U\|_\infty = (2\pi)^{-1}\|g \ast F\|_\infty \leq C(\|F\|_1 + \|\text{div}F\|_1)$$

were true for any $F \in \mathcal{D}^1(\mathbb{R}^2)$, then we would have

$$|g \ast F(0)| = |\int g(x)F(x)dx| \leq C\|F\|_{Y_1^1},$$

where $Y_1^1$ is the space of functions of bounded mean oscillation. This contradicts the fact that $g \ast F$ may no longer be in $L^\infty$. Therefore, we must use a different approach to handle this case.
and \( g(x) = \log |x| \) would be an \( d^1 \) function and by Theorem 3.5, \( \log |x| \in bmo(\mathbb{R}^2) \). However, this is false by Remark 3.22.

So the solution of equation \( \Delta U = F \in \mathbb{R}^2 \) can be essentially unbounded even if \( \operatorname{div} F \in L^1 \), because the fundamental solution of \( \Delta \) in \( \mathbb{R}^2 \) is not an element of \( d^1(\mathbb{R}^2) \). Based on the examples of \( d^{n-1}(\mathbb{R}^n) \) functions, one can guess that the situation should be better in the case of the Helmholtz equation. Indeed, the following proposition shows that solutions to the Helmholtz equation can be fully controlled even under relaxed conditions.

**Theorem 3.24.** Let \( n \geq 2 \), \( F \in L^1(\mathbb{R}^n; \mathbb{R}^n) \) and \( \operatorname{div} F \in L^1(\mathbb{R}^n) \). Then the system \((I - \Delta)U = F\) admits a unique solution \( U \) such that

- If \( n = 2 \), then
  \[
  \|U\|_\infty + \|\nabla U\|_2 \leq C(\|F\|_1 + \|\operatorname{div} F\|_1)
  \]

- If \( n \geq 3 \), then
  \[
  \|U\|_{n/(n-2)} + \|\nabla U\|_{n/(n-1)} \leq C(\|F\|_1 + \|\operatorname{div} F\|_1)
  \]

**Proof.** Without loss of generality we can assume that \( F \in \mathcal{S}(\mathbb{R}^2; \mathbb{R}^2) \).

**Case 1:** If \( n \geq 3 \), then

\[
\Delta U = \frac{\Delta}{I - \Delta} F =: \tilde{F}.
\]

As \( \frac{\Delta}{I - \Delta} \) is an operator of convolution against a finite measure (see e.g. Chapter 5 in [22]), \( \tilde{F} \in L^1 \) and \( \operatorname{div} \tilde{F} = \frac{\Delta}{I - \Delta} \operatorname{div} F \in L^1 \), with

\[
\|\tilde{F}\|_1 + \|\operatorname{div} \tilde{F}\|_1 \leq C(\|F\|_1 + \|\operatorname{div} F\|_1).
\]

Hence by Theorem 4' in [7],

\[
\|\nabla U\|_{n/(n-1)} \leq C(\|\tilde{F}\|_1 + \|\operatorname{div} \tilde{F}\|_1) \leq C'(\|F\|_1 + \|\operatorname{div} F\|_1)
\]

and the application of Sobolev’s embedding theorem completes the proof.

**Case 2:** If \( n = 2 \), then solution \( U \) has the form \( U(x) = G_2 * F(x) \), where \( G_2(x) \) is the Bessel potential of order 2. By Example 3.23, \( G_2 \in d^1(\mathbb{R}^2) \). Thus for any \( x \in \mathbb{R}^2 \),

\[
|U(x)| = |G_2 * F(x)| \leq \|G_2\|_{d^1} \|\tau_x F\|_{\mathcal{Y}_1^1(\mathbb{R}^2)} = \|G_2\|_{d^1} \|F\|_{\mathcal{Y}_1^1(\mathbb{R}^2)},
\]

where \( \tau_x \) is the translation operator defined by \( (\tau_x f)(y) = f(y - x) \). In other words

\[
(3.9) \quad \|U\|_\infty \leq C(\|F\|_1 + \|\operatorname{div} F\|_1).
\]
In order to control $\nabla U$ notice that the decay of $F$ and $G_2$ implies
\[
\int |\nabla U_i(x)|^2 dx = - \int U_i(x) \Delta U_i(x) dx = \int U_i(x) F_i(x) dx - \int U_i^2(x) dx.
\]
Hence, recalling that $U$ is a convolution of the $L^1$ functions $G_2$ and $F$,
\[
\|\nabla U\|_2 \leq C \|U\|_\infty^{1/2} (\|F\|_1 + \|U\|_1)^{1/2} \leq C \|U\|_\infty^{1/2} \|F\|_1^{1/2}.
\]
Using (3.9) we complete the proof. □

4. $d^k$ Spaces on Lipschitz Domains

In this section we define $d^k$ classes on domains. Everywhere in this section we assume $\Omega$ to be a bounded Lipschitz domain in $\mathbb{R}^n$.

**Definition 4.1.** Let $1 \leq k \leq n$. A distribution $u \in \mathcal{D}'(\Omega)$ is said to belong to $d^k(\Omega)$ if there exists $C > 0$ such that $|u(\phi_I)| \leq C \|\Phi\|_{\mathcal{Y}^1_k(\Omega)}$ for any
\[
\Phi = \sum_{|I|=k} \phi_I dx^I \in \mathcal{D}^k(\Omega).
\]

We denote the space of such distributions by $d^k(\Omega)$ and equip it with the norm
\[
\|u\|_{d^k(\Omega)} := \sup\{ |u(\phi_I)| : \Phi \in \mathcal{D}^k(\Omega); \|\Phi\|_{\mathcal{Y}^1_k(\Omega)} \leq 1 \}.
\]

**Remark 4.2.** Let $1 \leq k \leq n$. We want to consider distributions $u \in \mathcal{E}'(\Omega)$ such that $|u(\phi_I)| \leq C \|\Phi\|_{\mathcal{Y}^1_k(\Omega)}$ for some finite $C > 0$ and any
\[
\Phi = \sum_{|I|=k} \phi_I dx^I \in \mathcal{D}^k(\mathbb{R}^n).
\]
The class of $\mathcal{E}'(\Omega) \cap d^k(\mathbb{R}^n)$, equipped with the norm $\|\cdot\|_{d^k(\mathbb{R}^n)}$ forms an incomplete normed space. Therefore we define $d^k_z(\Omega)$ as follows.

**Remark 4.3.** The definitions we use were suggested by Van Schaftingen in [28]. It is also possible to define $d^k(\Omega)$ as we did in Remark 3.2. Any $u \in \mathcal{D}'(\Omega)$ defines a linear map $\tilde{u} : \mathcal{D}^k(\Omega) \to \mathbb{R}^{n_k}$ by
\[
\tilde{u} \left( \sum_{|I|=k} \phi_I dx^I \right) = (u(\phi_I))_I
\]
and $u \in d^k(\Omega)$ if and only if $\tilde{u}$ can be extended to a bounded linear map from $\mathcal{Y}^1_{k,0}(\Omega)$ to $(\mathbb{R}^{n_k}, \|\cdot\|_{\max})$, where $\mathcal{Y}^1_{k,0}(\Omega) = \overline{\mathcal{D}^k(\Omega)}$ and the closure is taken with respect to the $\mathcal{Y}^1_k$ norm.
4.1. \(d^k_z(\Omega)\) spaces. All properties of \(d^k_z(\Omega)\) spaces can be deduced from the previous results and the following definition

**Definition 4.4.** Let \(1 \leq k \leq n\). Then
\[
d^k_z(\Omega) = \{ u \in d^k(\mathbb{R}^n) : \text{supp } u \subset \overline{\Omega} \}.
\]

**Remark 4.5.** It is clear that \(d^k_z(\Omega)\) is a closed subspace of \(d^k(\mathbb{R}^n)\), hence complete, and \(\mathcal{E}'(\Omega) \cap d^k(\mathbb{R}^n) \subset d^k_z(\Omega)\). Conversely, any \(u \in d^k_z(\Omega)\) is the weak limit of \(\mathcal{E}'(\Omega) \cap d^k(\mathbb{R}^n)\). Indeed, consider any \(u \in d^k(\mathbb{R}^n)\) supported in \(\bar{\Omega}\). By Theorem 3.5 and the definition of \(bmo_z(\bar{\Omega})\), \(u \in L^1(\Omega)\). Let \(\eta_j\) be a sequence of \(D(\bar{\Omega})\) functions such that \(\lim_{j \to \infty} \eta_j = \chi_{\Omega}\), the characteristic function of \(\Omega\). Then by Lebesgue’s dominated convergence theorem, for any \(\Phi \in D(\bar{\Omega})\) and \(I\),
\[
\int_\Omega u(x)\phi_I(x)dx = \lim_{j \to \infty} \int_\Omega (\eta_j u)(x)\phi_I(x)dx.
\]
This shows that \(u = \lim_{j \to \infty} (\eta_j u)\) is a weak limit.

Combining this definition with Lemma 3.3 we obtain

**Proposition 4.6.** The spaces \(d^k_z(\Omega)\) form a monotone family, i.e. the following embeddings hold
\[
d^n_z(\Omega) \subset d^{n-1}_z(\Omega) \subset \cdots \subset d^1_z(\Omega).
\]

**Proposition 4.7.** Let \(\Omega\) be a bounded Lipschitz domain and \(W^{1,n}_0(\Omega)\) be the closure of \(\mathcal{D}(\Omega)\) functions in the norm \(\| \cdot \|_{W^{1,n}(\Omega)}\). Then \(W^{1,n}_0(\Omega)\) is continuously embedded into \(d^{n-1}_z(\Omega)\).

**Proof.** The space \(W^{1,n}_0(\Omega)\) can be characterized (see e.g. Theorem 5.29 in [1]) as follows: let \(f \in W^{1,n}(\Omega)\), then \(f \in W^{1,n}_0(\Omega)\) if and only if the extension of \(f\) by zero to \(\mathbb{R}^n \setminus \Omega\) belongs to \(W^{1,n}(\mathbb{R}^n)\). Using this characterization, we can identify any \(u \in W^{1,n}_0(\Omega)\) with \(\tilde{u} \in W^{1,n}(\mathbb{R}^n)\) supported in \(\bar{\Omega}\). By Van Schaftingen’s theorem such \(\tilde{u}\) is an element of \(d^{n-1}(\mathbb{R}^n)\) and is supported in \(\bar{\Omega}\). Therefore by Definition 4.4, \(\tilde{u} \in d^{n-1}_z(\Omega)\). \(\square\)

**Proposition 4.8.** The space \(d^1_z(\Omega)\) is a proper subspace of \(bmo_z(\Omega)\).

**Proof.** It follows immediately from Theorem 3.5, Definition 4.4 and the definition of \(bmo_z(\Omega)\). \(\square\)

All in all, we can see that the spaces \(d^k_z(\Omega)\) form a family of intermediate spaces between \(W^{1,n}_0(\Omega)\) and \(bmo_z(\Omega)\).
4.2. $d^k(\Omega)$ spaces. It follows directly from the definitions of $d^k(\mathbb{R}^n)$ and $d^k(\Omega)$, that $u \rightarrow u|_\Omega$ maps $d^k(\mathbb{R}^n)$ to $d^k(\Omega)$ and

$$\|u|_\Omega\|_{d^k(\Omega)} \leq \|u\|_{d^k(\mathbb{R}^n)},$$

where $u|_\Omega$ stands for the restriction of $u$ to $\Omega$.

Repeating verbatim the proof of Proposition 3.3, one obtains

**Proposition 4.9.** Let $1 \leq k < l \leq n$ and $u \in d^l(\Omega)$. Then $u \in d^k(\Omega)$ and

$$\|u\|_{d^k(\Omega)} \leq \|u\|_{d^l(\Omega)}.$$

In other words

$$d^n(\Omega) \subset d^{n-1}(\Omega) \subset \cdots \subset d^1(\Omega).$$

In order to show that $W^{1,n}(\Omega) \subset d^{n-1}(\Omega)$, we recall the extension property of Sobolev spaces. It is well-known (see e.g. Theorem 5.24 in [1]) that if $\Omega$ is a Lipschitz domain then there exists a bounded linear operator $E : W^{l,p}(\Omega) \rightarrow W^{l,p}(\mathbb{R}^n)$ such that $Eu = u$ almost everywhere in $\Omega$ for all $u \in W^{l,p}(\Omega)$. If we consider such an extension $E$ on $W^{1,n}(\Omega)$ and recall (4.1) and Theorem 3.4, then

$$\|u\|_{d^{n-1}(\Omega)} = \|Eu|_\Omega\|_{d^{n-1}(\Omega)} \leq \|Eu\|_{d^{n-1}(\mathbb{R}^n)} \leq \|Eu\|_{W^{1,n}(\mathbb{R}^n)} \leq \|E\|\|u\|_{W^{1,n}(\Omega)}.$$

In other words,

**Proposition 4.10.** If $\Omega$ is a bounded Lipschitz domain, then $W^{1,n}(\Omega)$ is continuously embedded into $d^{n-1}(\Omega)$.

The following result is the analogue of Theorem 3.5 on Lipschitz domains.

**Theorem 4.11.** Any $u \in d^1(\Omega)$ is a $\text{bmo}_r(\Omega)$ function and

$$\|u\|_{\text{bmo}_r(\Omega)} \leq C\|u\|_{d^1(\Omega)}.$$

The proof is more technical than the one of Theorem 3.5 because of the presence of $\partial \Omega$. Firstly, we state a corollary of the Nécar inequality:

$$\|f\|_{L^2(\Omega)} \leq C(\|f\|_{W^{-1,2}(\Omega)} + \|
abla f\|_{W^{-1,2}(\Omega)}) \forall f \in L^2(\Omega).$$

**Lemma 4.12 (4, Lemma 10).** Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^n$. If $g \in L^2(\Omega)$ and $\int g = 0$, then there exists a vector-valued function $F \in W^{1,2}_0(\Omega, \mathbb{R}^n)$ such that

$$\begin{cases}
\text{div} F = g, \text{ in } \Omega \\
\|DF\|_{L^2} \leq C\|g\|_2.
\end{cases}$$

Here $DF$ is a matrix $\partial_j F_i$ and $C > 0$ depends only on the Lipschitz constant of $\Omega$.

Using this lemma we prove the following
Lemma 4.13. Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^n$. If $g \in H^1_2(\Omega)$, then there exists a vector-valued function $F \in W^{1,1}_0(\Omega, \mathbb{R}^n)$ such that

$$\begin{cases} \text{div} F = g, \text{ in } \Omega \\ \|DF\|_{L^1} \leq C\|g\|_{H^1}. \end{cases}$$

Proof. Let $g \in H^1_2(\Omega)$. Then by Theorem 2.18 it can be decomposed into $H^1_2(\Omega)$ atoms $a_i \in L^2(\mathbb{R}^n)$ as

$$g = \sum_{i=1}^{\infty} \lambda_i a_i$$

and

$$\sum_{i=1}^{\infty} |\lambda_i| \leq 2\|g\|_{H^1}.$$

For each $i \geq 1$, by means of Lemma 4.12 we can find $V_i \in W^{1,2}_0(Q_i, \mathbb{R}^n)$, such that

$$\begin{cases} \text{div} V_i = a_i \text{ in } Q_i \\ \|DV_i\|_{L^2} \leq C\|a_i\|_{L^2}. \end{cases}$$

As $W^{1,2}_0(Q_i)$ fields, $V_i$ can be continuously extended by 0 to $W^{1,2}(\Omega)$. We denote these extensions by the same $V_i$. We claim that $F = \sum_{i=1}^{\infty} \lambda_i V_i$ is the solution we seek.

Indeed, since $a_i$ are atoms, we have

$$\|DV_i\|_{L^1} \leq |Q_i|^{1/2}\|DV_i\|_{L^2} \leq C|Q_i|^{1/2}\|a_i\|_{L^2} \leq C_1 \text{ for all } i \geq 1.$$ 

Therefore, the partial sums $\sum_{i=1}^{N} \lambda_i V_i$, supported in $\Omega$, converge to an element $F$ of $W^{1,1}_0(\Omega, \mathbb{R}^{n \times n})$ and

$$\|DF\|_{L^1} \leq C_1 \sum_{i=1}^{\infty} |\lambda_i| \leq C\|g\|_{H^1}.$$

Finally, by the construction of $F$,

$$\text{div} F = \sum_{i} \lambda_i \cdot \text{div} V_i = \sum_{i} \lambda_i a_i = g.$$

Now we can prove the last theorem of this section

Proof of Theorem 4.11. We will use the duality between $h^1_2(\Omega)$ and $\text{bmo}_r(\Omega)$ asserted by Theorem 2.15. By Lemma 2.11 it is enough to show that for any $f \in \mathcal{D}(\Omega)$ and $u \in \text{d}^1(\Omega)$

$$|u(f)| \leq C\|u\|_{\text{d}^1} \|f\|_{H^1}. \quad (4.2)$$
Given \( f \in D(\Omega) \), we write \( f \) as the sum \( f = g + \theta \), where

\[
g = f - \int f(x) dx \cdot \psi,
\]
\[
\theta = \int f(x) dx \cdot \psi,
\]
where \( \psi \in D(\Omega) \) is any function with \( \int \psi = 1 \).

Note that \( \theta \in D(\Omega) \) with \( \| \theta \|_{h^1} \leq \| \psi \|_{L^1} \| f \|_{h^1} \) and \( \| \theta \|_{W^{1,1}} \leq \| f \|_{h^1} \| \psi \|_{W^{1,1}} \).

Moreover if we define \( \Theta = \sum_{i=1}^n \theta dx^i \in \mathcal{D}^1(\Omega) \), then

\[
\| \Theta \|_{\mathcal{Y}^1_{\mathcal{L}^1}(\Omega)} \leq C \| \psi \|_{W^{1,1}} \| f \|_{h^1}.
\]

Therefore

\[
|u(\theta)| \leq \| u \|_{\mathcal{A}^1(\Omega)} \| \Theta \|_{\mathcal{Y}^1_{\mathcal{L}^1}(\Omega)} \leq C \| \psi \|_{W^{1,1}} \| u \|_{\mathcal{A}^1(\Omega)} \| f \|_{h^1}.
\]

On the other hand, for \( g \in D(\Omega) \), we recall Lemma 2.4 to see that

\[
\| g \|_{H^1} \leq C_{\Omega} \| g \|_{h^1} \leq C_\psi' \| f \|_{h^1}.
\]

Hence, Lemma 4.13 is applicable and there exists \( F \in W_0^{1,1}(\Omega; \mathbb{R}^n) \) such that

\[
\begin{align*}
\text{div} F &= g, \text{ in } \Omega \\
\| DF \|_{L^1(\Omega; \mathbb{R}^{n \times n})} &\leq C \| g \|_{H^1}.
\end{align*}
\]

Using this \( F \), we introduce \( n \) differential forms

\[
\Phi^j = \sum_{i=1}^n \partial_i F_j dx^i
\]
and claim that all \( \Phi^j \in \mathcal{Y}^1_{1,0}(\Omega) \) and \( \| \Phi^j \|_{\mathcal{Y}^1_{1}(\Omega)} \leq C_\psi' \| f \|_{h^1} \) (recall that \( \mathcal{Y}^1_{k,0}(\Omega) = \overline{D}^k(\Omega) \) where the closure is taken with respect to the \( \mathcal{Y}^1_k \) norm). Assuming the claim and recalling that \( u \) is well defined on components of \( \mathcal{Y}^1_{1,0}(\Omega) \) forms (see Remark 4.3), one has

\[
|u(g)| = \left| u\left( \sum_{i=1}^n \partial_i F_i \right) \right| \leq \sum_{i,j=1}^n \left| u(\partial_i F_j) \right| \leq
\]
\[
\leq n \| u \|_{\mathcal{A}^1(\Omega)} \max_{1 \leq j \leq n} \| \Phi^j \|_{\mathcal{Y}^1_{1}(\Omega)} \leq C \| u \|_{\mathcal{A}^1(\Omega)} \| f \|_{h^1}.
\]

We complete the proof by deducing (4.2) from (4.3), (4.5) and the triangle inequality.

In order to prove the claim, we note that \( d\Phi^j = 0 \) by construction and all components of \( \Phi^j \) are \( L^1(\Omega) \) functions, bounded in the \( L^1 \)-norm by a multiple of \( \| g \|_{H^1} \). Recalling (4.4), we may conclude that

\[
\| \Phi^j \|_{\mathcal{Y}^1_{1}(\Omega)} = \| \Phi^j \|_{L^1(\Omega)} \leq C \| f \|_{h^1}.
\]
Furthermore, $F_j \in W^{1,1}_0(\Omega)$ for $j = 1, \ldots, n$, which means that there exist sequences $\{F^m_j\}_{m=1}^\infty \subset \mathcal{D}(\Omega)$ such that $\|\partial_i F^m_j - \partial_i F_j\|_{L^1(\Omega)} \to 0$, as $m \to \infty$. Hence, by forming closed $\mathcal{D}^1(\Omega)$-forms

$$\Phi^{j,m} = \sum_{i=1}^n \partial_i F^m_j \, dx^i,$$

we can construct $\mathcal{D}^1(\Omega)$ approximations of $\Phi^j$, such that as $m \to \infty$,

$$\|\Phi^{j,m} - \Phi^j\|_{\mathcal{Y}^1_1(\Omega)} = \|\Phi^{j,m} - \Phi^j\|_{L^1_1(\Omega)} \to 0,$$

which shows that $\Phi^j \in \mathcal{Y}^1_1(\Omega)$ for $j = 1, \ldots, n$. $\square$

5. $d^k$ spaces on Riemannian manifolds

Let $(M, g)$ be a complete Riemannian manifold. Then $\exp_p$ is defined on $T_pM$ and, as mentioned earlier, for sufficiently small $r_p > 0$, maps $B_{r_p}(0) \subset T_pM$ diffeomorphically onto an open subset of $M$. Let us denote by $\text{inj}_M(p)$, the supremum of all such $r_p > 0$ and define the injectivity radius of $M$ as

$$\text{inj}_M := \inf\{\text{inj}_M(p) : p \in M\}.$$

**Definition 5.1.** A Riemannian manifold $(M, g)$ is called a manifold with bounded geometry if

1. $M$ is complete and connected;
2. $\text{inj}_M > 0$;
3. For every multi-index $\alpha$, there exists $C_\alpha > 0$ such that $|D^\alpha g_{i,j}| \leq C_\alpha$ in the normal geodesic coordinates $(\Omega_p(r_p), \exp_p^{-1})$.

Examples of manifolds with bounded geometry include compact Riemannian manifold, $\mathbb{R}^n$ and $\mathbb{H}^n$ (see e.g. [15]).

5.1. Tame partition of unity. Let $(M, g)$ be a Riemannian manifold with bounded geometry. For $\delta \in (0, \text{inj}_M)$, we denote by $\Omega_\delta(p)$, the image $B_\delta(0)$ by the map $\exp_p$ which is called a geodesic ball with radius $\delta$ centered at $p$.

**Proposition 5.2 ([25] p. 284).** For sufficiently small $\delta > 0$ there exists a uniformly locally finite covering of $M$ by a sequence of geodesic balls $\{\Omega_\delta(p_j)\}_{j \in \mathbb{Z}^+}$ and a corresponding smooth partition of unity $\{\psi_j\}_{j \in \mathbb{Z}^+}$ subordinate to $\{\Omega_\delta(p_j)\}_{j \in \mathbb{Z}^+}$.

Such covering and partition of unity we will call following Taylor [24], a tame covering and a tame partition of unity.
5.2. $W^{s,p}(M)$, $h^1(M)$ and $\text{bmo}(M)$.

**Definition 5.3** ([25], Chapter 7). Let $(M,g)$ be a Riemannian manifold with bounded geometry and let \{\psi_j\} be a tame partition of unity subordinate to a tame cover by geodesic balls \{\Omega_{\delta}(p_j)\}. The Sobolev space $W^{s,p}(M)$, $1 < p < \infty$, $s > 0$ is defined as

$$W^{s,p}(M) = \{ f \in \mathcal{D}'(M) : \sum_{j \in \mathbb{Z}^+} \| \psi_j f \circ \exp_{p_j} \|_{W^{s,p}(\mathbb{R}^n)}^p < \infty \}$$

Taylor in [24], introduced versions of Hardy spaces and $\text{bmo}$ on manifolds with bounded geometry. One way to define $h^1(M)$ is as follows:

**Definition 5.4** ([24] Corollary 2.4). Let $f \in \mathcal{D}'(M)$ and \{\psi_j\} a tame partition of unity subordinate to a tame cover by geodesic balls \{\Omega_{\delta}(p_j)\}. We say that $f \in h^1(M)$ if $\sum_j \| (\psi_j f) \circ \exp_{p_j} \|_{h^1(\mathbb{R}^n)} < \infty$. We equip the space $h^1(M)$ with the norm

$$\| f \|_{h^1(M)} = \sum_j \| (\psi_j f) \circ \exp_{p_j} \|_{h^1(\mathbb{R}^n)}.$$ 

The space $\text{bmo}(M)$ is defined similarly

**Definition 5.5** ([24] Corollary 3.4). Let $f \in L^1_{\text{loc}}(M)$ and \{\psi_j\} a tame partition of unity subordinate to a tame cover by geodesic balls \{\Omega_{\delta}(p_j)\}. We say that $f \in \text{bmo}(M)$ if $\sum_j \| (\psi_j f) \circ \exp_{p_j} \|_{\text{bmo}(\mathbb{R}^n)} < \infty$. We equip the space $\text{bmo}(M)$ with the norm

$$\| f \|_{\text{bmo}(M)} = \sum_j \| (\psi_j f) \circ \exp_{p_j} \|_{\text{bmo}(\mathbb{R}^n)}.$$ 

**Remark 5.6.** All these classes of functions have equivalent global definitions. However, for our purposes it is more convenient to use the introduced versions. We refer to [24], [3] and [25] for alternative definitions and the proofs of their equivalence.

5.3. $d^k(M)$ spaces and the embedding into $\text{bmo}(M)$.

**Definition 5.7.** Let \{\psi_j\} be a tame partition of unity subordinate to a tame cover by geodesic balls \{\Omega_{\delta}(p_j)\}. We say that $u \in \mathcal{D}'(M) \in d^k(M)$ if for each $j$, $(\psi_j u) \circ \exp_{p_j} \in d^k(\mathbb{R}^n)$ and

$$\| u \|_{d^k(M)} := \sum_j \| (\psi_j u) \circ \exp_{p_j} \|_{d^k(\mathbb{R}^n)} < \infty.$$ 

We complete this part with the result which immediately follows from the definitions of the spaces $W^{1,n}(M)$, $d^k(M)$, $\text{bmo}(M)$ and the results of Section 3.2: Lemma 3.2.4 and Theorems 3.2.5, 3.2.6.
Theorem 5.8. Let $M$ be the Riemannian manifold with bounded geometry. Then the following continuous embeddings are true
\[ W^{1,n}(M) \subset d^{n-1}(M) \subset \cdots \subset d^1(M) \subset bmo(M) \]
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