Dynamic Fano resonances: From toy model to resonant Mie scattering

Michael I. Tribelsky$^{1,2,3,4,5,*}$ and Andrey E. Miroshnichenko$^{5,†}$

1M. V. Lomonosov Moscow State University, Moscow, 119991, Russia
2National Research Nuclear University MEPhI (Moscow Engineering Physics Institute), Moscow, 115409, Russia
3Landau Institute for Theoretical Physics RAS, Chernogolovka, Moscow Region 142432, Russia
4RITS Yamaguchi University, Yamaguchi, 753-8511, Japan
5School of Engineering and Information Technology, University of New South Wales, Canberra, ACT, 2600, Australia

(Dated: March 11, 2022)

PACS numbers: 42.25.Fx, 42.65.Es, 46.40.Ff, 78.67.Bf

Introduction. It is impossible to overrate the importance of the Fano resonances — the original paper of Ugo Fano [1] is one of the most cited papers ever published in all journals of the Physical Review series. Nowadays, the phenomenon is more important than ever owing to its numerous applications in nanophysics and nanotechnologies [2–4].

Recently, the frontier of modern physics has moved toward ultrafast processes with the time-scale comparable with the atomic relaxation times. As any resonant phenomenon, the Fano resonances have a certain response time to react to sharp changes in the exciting signal. It brings about new interesting time-dependent effects. These effects are extensively explored in atomic spectroscopy both theoretically and experimentally [5–7].

In optics, different transient effects in open resonant structures are well-known too [8]. However, we are not aware of the study of the DFRs at the resonant Mie scattering by particles. Meanwhile, on the one hand, the time-scale of the corresponding dynamics lies within the resolution of the modern experimental technique. On the other hand, the results in quantum physics obtained for the wave function cannot be directly applied to the solutions of the Maxwell equations. Thus, the study of the DFRs at the resonant Mie scattering may bring about new effects which do not exist in the steady-state scattering and therefore is highly desirable.

Moreover, since the steady-state Fano resonances are observed in a wide diversity of physical systems, the same should be true for the DFRs. Then, a simple, yet accurate model capturing all generic features of the DFRs and free from specific peculiarities of a given problem, i.e., a model applicable to the description of the DFRs in any case of their occurrence is of great demand.

In the present Letter we try to respond to the challenges, providing a new insight to the problem. Specifically, first, we revisit the model of the forced oscillations of weakly coupled harmonic oscillators [9]. We show that the model may be reduced to the forced oscillations of a single oscillator with a complex eigenfrequency. The result of this analysis is the identification of the generic features of the DFRs and separation them from the individual peculiarities of the given system. Then, we consider the DFRs in the actual physical problem of light scattering by an infinite circular dielectric cylinder. The obtained generic features of the phenomenon help us to select the values of the refractive index and the radius of the cylinder so that the manifestation of the DFRs is the most pronounced. The corresponding value of the refractive index equal to 3.125. It coincides with that for typical semiconductors, such as Si, GaAs, GaP, in NIR spectral domain [10].

The light scattering problem was inspected with the help of direct numerical integration of the Maxwell equations. Next, based on the analysis of the dynamics of the coupled oscillators a simple integrable model without any fitting parameter is proposed to describe the DFRs observed in the simulation. The comparison of the results obtained within the framework of the model with the numerics exhibits the excellent accuracy of the model. Finally, in the conclusions, we summarize and highlight the main results of the study.

Coupled Oscillators vs Temporal Coupled-Mode Theory. There are just two model approaches to the Fano resonances based on time-dependent differential equations and therefore, at least in principle, making possible to study the DFRs, namely the aforementioned model of the driven coupled oscillators [9,11,12] and the Tempo-
ral Coupled-Mode Theory (TCMT) \[13, 14\]. While, for the time being, the TCMT is widely used for the quantitative description of the steady-state resonant light scattering \[15, 17\], to the best of our knowledge, it has not been applied to inspect the actual transient processes in this field. In contrast, while the DFRs for the coupled classical oscillators have been discussed \[9\] the extension of these results to the resonant light scattering in a wide variety of actual physical systems is still missing.

Note, despite all its power, TCMT is not quite suitable to treat the DFRs. Among other disadvantages its application to this problem exhibits the following intrinsic inconsistency — one of the coefficients employed in TCMT is the ratio of the instantaneous amplitudes of the scattered and incident pulses. Meanwhile, the most interesting, counterintuitive transient effect exhibiting by the DFRs is a “flash” of the scattered radiation after the incident pulse is over, explained by the irradiation of electromagnetic energy accumulated in the scattering particle in the previous stages of the scattering process, see below. During the flash, the amplitude of the incident wave is zero, while the one for the scattered wave is still finite. It results in the divergence of the corresponding coefficient, which makes the TCMT inapplicable. For this reason in what follows we focus on the model of coupled oscillators.

The model. We begin with the conventional dynamical model of two coupled harmonic oscillators with complex coordinates \( z_{12}(t) \). The first oscillator is excited by the driving force \( A(t) \exp[-i \omega t] \) and coupled with the second one. The first oscillator is dissipative with the damping constant \( 2 \gamma \). The second oscillator does not have any intrinsic dissipation.

For the proceeding analysis, it is convenient to employ the linearity of the problem, presenting the leading edge of the exciting pulse and the decay of the steady-state scattering at its trailing edge.

It is known that at \( A = \text{const} \) the \( \omega \)-dependence of the amplitude of \( z_1 \) at the steady-state oscillations exhibits the conventional Fano profile with the complete vanishing of \( z_1 \) at \( \omega = \omega_2 \) \[11, 12\], see also the Supplemental Material I \[18\]. In what follows we discuss the case of weak dissipation (\( \gamma \ll \omega \)) and weak coupling (the quantitative restriction for \( \kappa \) will be formulated below).

The destructive interference at the Fano resonances happens owing to the superposition of the two partitions — resonant and background (nonresonant) ones at the point where they have equal amplitudes and opposite phases \[11, 3, 12\]. It gives rise to the vanishing of the output signal. In our model it is \( z_1 \). Then, what are the resonant and background partitions? The difference between the partitions is in their \( \omega \)-dependence — for the background partition, this dependence is weak, while for the resonant partition it is sharp. Let us inspect the line shapes for \( |z_{11}|^2 \) and \( |z_{12}|^2 \) at the steady-state oscillations in the vicinity of \( \omega = \omega_2 \). The corresponding analysis is trivial but cumbersome, see the Supplemental Material I \[18\]. Its results are as follows: The line for \( |z_{11}|^2 \) is the usual harmonic oscillator line the linewidth \( \Gamma_1 = 2 \gamma \).

Regarding \( |z_{12}|^2 \) and \( |z_{22}|^2 \), both have the conventional Lorentzian lineshape with different amplitudes but the same linewidth:

\[
\Gamma_{\text{eff}} = 2 \gamma_{\text{eff}}; \quad \gamma_{\text{eff}} = \frac{\gamma \kappa^2}{4(\omega_0^2 \Delta \omega_{12}^2 + \gamma^2 \omega_2^2)},
\]

where \( \omega_0 = (\omega_1 + \omega_2)/2 \), \( \Delta \omega_{12} = \omega_2 - \omega_1 \). The weak coupling corresponds to the case \( \gamma_{\text{eff}} \ll \gamma \). Then, according to the general Fano concept \[1\], \( z_{11} \) should be regarded as the background partition, while \( z_{12} \) is the resonant one.

However, there is another important conclusion following from the inequality \( \gamma_{\text{eff}} \ll \gamma \). The characteristic time scale determining the intrinsic dynamical response of a damped harmonic oscillator to any external perturbation is \( 1/\gamma \). This is true for \( z_{11} \). Regarding the second oscillator, it does not have its own dissipation. Its relaxation is determined solely by the energy transfer to the first oscillator though their coupling. The corresponding relaxation time must diverge at \( \kappa \to 0 \). Then, it may be expected that at small enough \( \kappa \) this time is much larger than \( 1/\gamma \).

As for \( z_{12} \), Eq. (1) is the conventional equation of forced oscillations for an oscillator with the damping constant \( 2 \gamma \) and driving force \( \kappa z_2 \). Then, the characteristic response time for \( z_{12} \) to a perturbation is the same as that for \( z_{11} \), i.e., \( 1/\gamma \), which is much smaller than the one for \( z_{22} \). It means \( z_{12} \) follows slow variations of the amplitude of \( z_2 \) adiabatically. The obtained narrow linewidth for \( |z_{12}|^2 \) has nothing to do with its relaxation time. This is just the profile of the corresponding effective driving force \( |\kappa z_2|^2 \), which \( |z_{12}|^2 \) reproduces owing to the linearity of the problem and the “adiabatic connections” of \( z_{12} \) with \( z_2 \).
In this case, the temporal dependence of $z_{12}$ is given by the well-known steady-state solution for a single driven oscillator, where the amplitude of the driving force should be replaced by $\kappa z_2(t)$. Putting this expression together with that for $z_1(t)$, obtained by the integration of Eq. (3), into Eq. (5) brings about the *decoupled* equation for $z_2$. This is the usual equation for the forced harmonic oscillations of a single oscillator. However, despite the damping factor in the equation is zero, the oscillator has the complex eigenfrequency:

$$\tilde{\omega}_2 = \omega_2 \left( 1 + \frac{\kappa^2}{\omega_2^2 (\omega^2 - \omega_1^2 + 2 \gamma_1 \omega)} \right)^{1/2},$$

resulting in the exponential decay of the amplitude of the free oscillations. The obtained equation for $z_2$ is also exactly integrable. Its solution is the undamped forced oscillations with the frequency $\omega$ superimposed with the decaying free oscillations with the frequency equal to $\text{Re} \tilde{\omega}_2$ and the decrement $\text{Im} \tilde{\omega}_2$. Expanding the square root in Eq. (5) in powers of small $\kappa^2$ we obtain that in the most interesting case of the complete destructive interference, i.e., at $\omega = \omega_2$ the decrement for the free oscillations is exactly the same $\gamma_{\text{eff}}$, see Eq. (7).

Then, neglecting the fast transient of the background partition to the steady-state oscillations, we can say that $|z_{11}(t) + z_{12}(t)|^2$ exhibits the pure exponential decay with the decrement exactly equal to the linewidth of the resonant partition at the steady-state oscillations. The corresponding analysis is trivial. We put it into the Supplemental Material I [18]. Note, that $z_{11}(t)$ achieves the steady state in the time $\sim 1/\gamma$ and in the same time $z_{12}(t)$ achieves the quasi-steady state (the adiabatic connection with $z_2(t)$). Since that moment the phase shift between $z_{11}(t)$ and $z_{12}(t)$ is fixed and the relaxation to the complete destructive interference occurs solely owing to the growth of the amplitude of the resonant partition.

The dynamics of the decay of the oscillations at $t \geq \tau$ may be treated in a similar manner. The treatment gives rise to the following scenario: The fast damping of the free oscillations of $z_{11}(t)$ (background) with the characteristic time scale $1/\gamma$ occurs while the amplitude of the resonant partition $z_{12}(t)$ remains practically unchanged. It destroys the balance between the resonant and background partitions required for the destructive interference. As a result, the amplitude of the output signal $z_1 = z_{11} + z_{12}$ sharply increases up to the amplitude of the steady-state oscillations of the resonant partition. Then, a slow pure exponential vanishing of $|z_1|^2 \cong |z_{12}|^2$ with the decrement $\Gamma_{\text{eff}}$ takes place. At $\gamma_{\text{eff}}/\gamma \ll 1$ the accuracy of the obtained approximate solution is high and increases with a decrease in this ratio [18].

**Generic vs specific.** Let us try to understand, which of the results obtained are generic and which are specific just for the system discussed. By the definition, the $\omega$-dependence of the steady-state amplitude of the resonant partition must have a sharp pronounces maximum at a resonant frequency. In the vicinity of the maximum, such a profile always may be approximated by a Lorentzian and hence the dynamics of the corresponding resonant mode may be described by the dynamics of a single driven oscillator with the characteristic response time equal to the inverse linewidth, no matter what the actual physical nature of this mode is. Obviously, such a property is generic.

In contrast, again from the definition, the $\omega$-dependence of the steady-state amplitude of a background partition is weak. It means, the dynamics of the response of the background partition to external perturbations is much faster than that for the resonant one. However, the details of this fast dynamics substantially depend on the specific features of a specific system in question.

Fortunately, these details are unimportant, if the slow dynamics is the only concern. In this case, the fast-dynamic-stage may be just neglected. Then, the assumption that at an abrupt variation of the amplitude of the external perturbation the background partitions achieve the new equilibrium states immediately, while the amplitudes of the resonant partitions remain unchanged is a very good approximation to the actual process. This state may be regarded as the initial conditions for the slow relaxation of the resonant partitions.

A generic and rather unexpected conclusion is that in any system exhibiting the Fano resonances any abrupt change in the amplitude of the external (incoming) signal, no matter an increase or a decrease, if it happens at the point of the destructive interference, must result in a *sharp increase* in the amplitude of the output signal. The relaxation of the increase to the new equilibrium state obeys the exponential law with the decrement equal to the half linewidth of the resonant partition.

**DFRs in light scattering by a particle.** To illustrate the power of the developed approach we apply it to DFRs at the resonant Mie scattering. For the sake of simplicity we consider the light scattering by an infinite circular lossless dielectric cylinder with the base radius $R$ irradiated in a vacuum by a plane linearly polarized electromagnetic wave whose wave vector $k$ is perpendicular to the cylinder axis and vector $E$ oscillates in the plane of the base (TE polarization, normal incidence). To make this problem similar to the one discussed above we also consider the same rectangular pulse with duration $\tau$ and frequency $\omega$. It is supposed that $\tau$ is much larger any other time scales of the problem so that the wave inside the pulse may be regarded as monochromatic.

The steady-state version of the problem is exactly solvable, see, e.g. [19]. According to this solution, the fields in the Maxwell equations are presented as the infinite series of partial waves (multipoles). The amplitudes of the partial waves are proportional to the so-called scattering coefficients. For the problem in question, there are just two sets of these coefficients: $a_\ell$ (describing the scattered
field outside the cylinder) and $d_{\ell}$ (for the field within it). Here $\ell$ designates the multipolarity ($-\infty < \ell < \infty$).

The scattering coefficients are expressed in terms of the Bessel functions. The corresponding formulae are well-known [19]. We put them in the Supplemental Material [18] for references.

To characterize the dynamics of the light scattering we introduce the instantaneous scattering efficiency per the unit of length of the cylinder axis $Q_{\text{sca}}(t)$. The only difference between the conventional scattering efficiency [19] and $Q_{\text{sca}}(t)$ is that we do not perform the averaging of the Poynting vector over the period of the field oscillations — the Poynting vector is defined as a real quantity proportional to the vector product of the real parts of the background partition ($\text{osc}$).

The corresponding formulae are well-approximated by high-index particles exhibiting by high-index particles [19].

For the steady-state scattering the routine calculations, employing the asymptotical behaviour of the scattered field at large $r$, analogous to the conventional ones [19] give rise to the following expression for $Q_{\text{sca}}(t)$:

$$Q_{\text{sca}} = \sum_{\ell=-\infty}^{\infty} Q_{\text{sca}}(\ell); \text{ } Q_{\text{sca}}(\ell) = Q_{\text{sca}}^{(0)}(\ell) + Q_{\text{sca}}^{(\text{osc})}(\ell),$$

where $q = kR$ is the size parameter, $k = \omega/c$ stands for the wavenumber of the incident wave, $c$ is the speed of light in a vacuum, $a_\ell(t) = a_\ell \exp[-i\omega t]$, and $a_\ell$ are the conventional scattering coefficients [18] [19].

Coefficients $a_\ell$ and $d_\ell$ are connected with each other by the identity [20]:

$$a_\ell PEC \equiv a_\ell PEC \equiv J_{\ell}(mq)H_{\ell}^{(1)}(q)d_\ell; a_\ell PEC \equiv J_{\ell}(q)H_{\ell}^{(1)}(q),$$

where $m$ is the refractive index of the cylinder, $J_{\ell}(z)$ and $H_{\ell}^{(1)}(z)$ stand for the Bessel and Hankel functions, respectively, prime denotes the derivative over the entire argument of a function, and $a_\ell PEC$ is the scattering coefficient of the same cylinder made of the so-called Perfect Electric Conductor.

As it is shown in Ref. [20] for the Fano resonances exhibiting by high-index particles $a_\ell PEC$ plays the role of the background partition ($z_{11}$ in our model), the second term in the identity Eq. [8] is the resonant one ($z_{12}$), $d_\ell$ should be regarded as $z_2$, and $-J_{\ell}(mq)/H_{\ell}^{(1)}(q)$ is the constant in the expression $z_{12}(t) \equiv const \cdot z_2(t) [18]$.

To have the discussed effects the most pronounced we need to find such values of $q$ and $m$ that in the close vicinity of them (i) the corresponding partial waves exhibit the destructive Fano interference, (ii) the values $|a_\ell PEC|^2$ are as large as possible, and (iii) the contribution of the off-resonant multipoles to the steady-state scattering efficiency are minimal. For the problem in question good candidates are the pair $m = m_p \cong 3.125, q = q_p \cong 1.702$. The pair corresponds to the local minimum of $Q_{\text{sca}} = \sum Q_{\text{sca}}(\ell) = 0.0760$. The minimum is related to the fact that in the close vicinity of this point the two partial efficiencies, $Q_{\text{sca}}^{(0)}(0)$ and $Q_{\text{sca}}^{(0)}(2)$ vanish, see the inset in Fig. 1 On the other hand, if $a_0$ and $a_2$ are replaced by $a_0 PEC$ and $a_2 PEC$, respectively, which should correspond to the beginning of the scattering, when the two resonant partitions are not excited yet, $Q_{\text{sca}}^{(0)}$ equals 1.290... Thus, all three aforementioned conditions are fulfilled.

**Dimensionless variables.** Let $\omega_p$ be the frequency, which for a given $R$ corresponds to $q_p$. Then, $\omega = \omega_p q/q_p$ and it is convenient to introduce the dimensionless time equal to $\omega_p t$.

**Computer Simulation.** For the detailed study of the dynamical scattering, we perform the direct numerical integration of the complete set of the Maxwell equations supplemented by the usual boundary conditions [19]. The simulation is performed with the help of Lumerical FDTD solver. The pulse duration $\tau = 329/\omega_p$.

The simulation results are shown in Fig. 1 In complete agreement with the stipulated above generic features of the DFRs, $Q_{\text{sca}}(t)$ exhibits two sharp intensive flashes — at the beginning of the scattering process and after the incident pulse is over. The temporal dependence of the corresponding scattering diagram is shown in a movie.
presented in the Supplemental Material II [21]. Note the qualitative changes in the directionality of the scattering radiation during the transients.

However, the toy model of a single driven oscillator with a complex eigenfrequency provides the excellent quantitative description of the problem too. Within the framework of the discussed adiabatic approximation, we may suppose that the scattered field pattern is still described by the formulae for the steady-state scattering but with the time-dependent scattering coefficients. For the off-resonant coefficients and background partitions (PEC modes) this dependence is reduced to the factor exp[−iωp t]. The only difference for the resonant modes, i.e., for d0(t) and d±2(t), is that their steady-state values are multiplied by exp[−(γt + iωp) t], where γt is the half-width of the corresponding steady-state resonant profile. The comparison of the Qsa obtained in this approach with the results of the direct numerical integration of the Maxwell equations is shown in Fig. 1.

Conclusions. Summarizing the obtained results we emphasize that the generic property of the DFRs is fast dynamics of the background partitions and slow dynamics of the resonant ones. The characteristic time scale of the slow dynamics equals the inverse linewidth of the resonant mode in the steady state. The larger the Q-factor of this mode, the slower the transient dynamics. This property gives rise to qualitatively different manifestations of the DFRs relative to the steady-state case. Specifically, if the exciting external pulse has a sharp variation of its amplitude with the characteristic time scale of the variation smaller then the transient period for the slow dynamics, the conditions for the complete destructive interference are not fulfilled at the beginning of the transient process caused by the variation. It gives rise to intensive “flashes” of the output signal, no matter whether the amplitude of the exciting signal increases or decreases. In particular, the flash should be exhibited beyond the trailing edge of the exciting pulse after the exciting pulse is already over. The proposed toy model, where the amplitudes of the off-resonant modes and background partitions are supposed to reach the steady-state values instantaneously, while the slow dynamics of the resonant partitions is described by the ones of the driven oscillators with complex eigenfrequencies provides the excellent quantitative description of the phenomenon. It should be stressed that in addition to the description of the integral characteristics (such as cross sections) the model describes the evolution of the the directional scattering and even the fine structure of the entire scattered field (including the birth and annihilation of its singular points).

We believe this study shed a new light to the famous and well-known problem and could find plenty of new applications in nanooptics (e.g., for generating ultrashort scattered pulses by a nanoparticle, a new way to manipulate the intensity and directionality of the scattered radiation, as elements of optical computers [22], etc.) and related fields.
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