Performance Comparisons on Parallel Optimization of Atmospheric and Ocean Numerical Circulation Models Using KISTI Supercomputer Nurion System
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Abstract: The characteristics of the 5th Supercomputer Nurion Knights Landing (KNL) system of the Korea Institute of Science and Technology Information (KISTI) were analyzed by developing ultra-high resolution atmospheric and ocean numerical circulation models. These models include the Weather Research and Forecasting System (WRF), Regional Ocean Modeling System (ROMS), and Unstructured Grid Finite Volume Community Ocean Model (FVCOM). Ideal and real-case experiments were simulated for each model according to the number of parallelized cores used for comparing performances. Identical experiments were performed on a general multicore system (Skylake and a general cluster system) for a performance comparison with the Nurion KNL system. Although the KNL system has more than twice as many cores per node as the Skylake system, the KNL system demonstrated 1/3 of the performance rate of the Skylake system. However, the performance rate of the Nurion KNL system was approximately 43% for all experiments. Reducing the number of cores per node in the KNL system by half (36 cores) is the most efficient method when the total number of cores is less than 256 cores, while it is more economical to use all cores when using more than 256 cores. In all experiments, the performance was continuously improved even for a maximum core experiment (1024 cores), thereby indicating that the KNL system can effectively simulate ultra-high resolution numerical circulation models.
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1. Introduction

The Korea Institute of Science and Technology Information (KISTI) recently installed the 5th supercomputer Nurion system, which exhibits theoretical and actual performances of 25.7 PF and 13.92 PF, respectively. Nurion has 8305 computing nodes (approximately 570,000 cores) and is 70 times faster than the performance of the 4th supercomputer which has approximately 30,000 cores and 3400 nodes. Nurion had the 15th highest performance rate (based on actual performance) out of the world’s TOP500 Supercomputers in November 2019 (https://www.top500.org/list/2019/06). The Nurion system is installed on an SSD layer to speed up data movement between its CPU, memory, and disk. Its storage capacity is approximately 21 PB. Nurion has two types of CPUs: an Intel Xeon Phi 7250 Knights Landing (KNL, 8305 nodes) processor and an Intel Xeon 6148 Skylake (SKL, 132 nodes) processor.
The KNL processor was released to be fully compatible with Intel Xeon and run the operating system independently on manycore first generation products [1].

The Nurion KNL system has 68 cores per CPU and 96 GB of allocated memory, while the Nurion SKL system has 20 cores per CPU and 192 GB of allocated memory, thereby indicating that the KNL system has relatively low memory. In addition, the speed of the KNL is at 1.4 GHz frequency, which is slower than the speed (2.5–3 GHz) of the SKL system. Therefore, KNL’s performance may be less than 50% of SKL system.

The white paper [2] from DELL EMS in June 2018 compared the performances of the SKL and KNL systems with several numerical models. The Weather Research and Forecasting (WRF) model was also used to compare the performances of both systems in the paper. An experiment for the continental United States (CONUS) was conducted using WRF v3.6.1 as a benchmark model with a 2.5 km resolution, and it was applied to the inputs and outputs by the parallel-netcdf 1.8.1 library for parallel optimization. This configuration can improve the performance of a KNL system with many cores and low memory in distributing reading and writing model results. Although the white paper was intended to promote the superiority of the SKL system, the performance of the KNL system was nonetheless two to three times slower than the SKL system.

Cho et al. (2017) found that the performance of parallel MPI with the same nodes was improved by up to 272% when using on-package memory (Multi-Channel DRAM, MCDRAM), which is one of the features of the KNL system [3]. Butcher et al. (2018) studied optimization methods for data types that are not suitable for MCDRAM on a KNL system [4]. Rho et al. (2017) discussed a solution for performance bottlenecks that can occur when running MPI applications on a KNL system [5], and Yoon and Song (2019) analyzed the features of manycore architectures such as the KNL system [6]. However, these studies were not conducted using general numerical models used in real circumstances and did not include the effects of inputs and outputs.

In this study, the performance of the Nurion KNL system was compared with general cluster systems using three numerical models: the Weather Research and Forecasting System (WRF), Regional Ocean Modeling System (ROMS) and Unstructured Grid Finite Volume Community Ocean Model (FVCOM). Ideal and real experiments were simulated using the characteristics of each numerical model, and the performance rates were compared via wall-clock simulation time. All experiments were also performed on a general cluster system (a large-scale cluster system at Jeju University, referred to as CLS) to objectively compare its performance with that of the Nurion system.

2. Experimental Configuration

The specifications of Nurion and general cluster systems are summarized in Table 1. In this study, Intel Fortran v17.x and v19.x were used, which are the basic Fortran compilers installed on the Nurion system. OpenMPI v3.x and IMPI v19.x were used for the MPI library and NetCDF v4.x was used for accessing the inputs and outputs of the models’ data. However, IMPI v18.x was used in the CLS system; despite the different compiler versions being used in the CLS and Nurion systems, there was no difference in performance between versions in this study. Ideal and real experiments were configured by considering the characteristics of each model. The models were built with an ultra-high resolution for running parallel experiments using hundreds of cores. Initial Conditions (I.C.) and the Boundary Conditions (B.C.) were also created for the ultra-high resolution models.

The compiler option of “-xMIC-AVX512” was used to optimize the Many Integrated Cores (MIC) of the KNL system, while “-xCORE-AVX512” was used for the SKL system (Table 1, Compiler Options). For model performance analyses using hundreds of cores, the model grid resolution was required to be at least 100 (latitude) × 100 (longitude) = 10,000 grids per core. If the number of grids per core was too small, then the performance depended largely on the network performance between CPUs and nodes rather than the CPU speed. For example, an ultra-high resolution model should have a configuration of at least 1000 × 1000 for 100 CPU cores. In this study, ideal and real experiments were constructed for each model as shown in Table 2. Real cases are more difficult to simulate than ideal cases.
because topography and external forces must be considered in real situations. Additionally, accounting for the massive amounts of I/O data accessing and preventing model overflows are also necessary. The total grid numbers were configured for the different models by reflecting the characteristics of each experiment.

**Table 1.** Summarized specifications for Nurion (Knights Landing (KNL) and Skylake (SKL)) and a general cluster system (CLS).

| Category                  | KNL                      | SKL                      | CLS                      |
|---------------------------|--------------------------|--------------------------|--------------------------|
| Manufacturer and model    | Intel Xeon Phi 7250      | Intel Xeon 6148 Skylake  | Intel Xeon Gold 6140     |
| Number of nodes           | 8305                     | 132                      | 16                       |
| CPU × cores per node      | 1 × 68 × 68              | 2 × 20 = 40              | 2 × 18 = 36              |
| Clock speed               | 1.4 GHz                  | 2.4 GHz                  | 2.3 GHz                  |
| Main Memory               | 16 GB (MCDRAM), 96 GB    | 192 GB                   | 252 GB                   |
| File System               | Lustre                   | Lustre                   | Lustre                   |
| Compiler                  | Intel v17.0.5            | Intel v17.0.5            | Intel 18.0.4             |
| Compiler Options          | -fp-model consistent     | openmpi v3.1.0           | openmpi v3.1.1           |
|   -ip-O3-no-prec-div      | -ip-O3-no-prec-div       |                          |                          |
|   -static-intel           | -static-intel            |                          |                          |
|   -xMIC-AVX512            | -xCORE-AVX512            |                          |                          |

**Table 2.** Experimental model configurations.

| Ideal Experiments          | Real Experiments                     |
|----------------------------|--------------------------------------|
| (Case: Grid Resolution)    | WRF                                  |
|                            | Large Eddy Simulation: (3200 × 3200) | NWP, Typhoon Soulik and Cimaron: (2048 × 2048) grids × 33 layers |
|                            | ROMS                                 |
|                            | Benchmark: (8192 × 1024) grids × 30 layers | NWP, Typhoon Soulik and Cimaron: (2048 × 2048) grids × 33 layers |
|                            | FVCOM                                |
|                            | Benchmark: 10,398,925 nodes × 31 layers | NWP, Tide case: 8,369,391 nodes × 10 layers |

The Nurion KNL/SKL systems have one/two CPUs per node, respectively, and 68/40 cores per node, respectively. The CLS system has two CPUs per node and 36 cores per node. Therefore, 32 cores per node were used for the SKL and CLS systems while 64 cores per node were used for the KNL system for the objective performance evaluation. However, real experiments using all cores per node for ROMS and FVCOM could not be simulated on the KNL system because of its low memory and the requirement that systems must be able to read and write topography, initial fields, external forces, and large outputs for real experiments. Although applying and modifying the parallel I/O method of the models can account for the lack of memory in the KNL system, this solution is out of the scope of this study. To solve this problem, a simulation was attempted by reducing the number of cores per node by half and increasing the number of nodes (refer to Table 3). Additional experiments using the WRF were performed to analyze the performance according to the number of cores per node in the KNL system. The Nurion system is used concurrently by several users; therefore, the average performance speed was used for the objectivity analysis by simulating each experiment more than twice.
Table 3. Experimental configuration by system (KNL, SKL and CLS) (n: node, c: core, W: Weather Research and Forecasting System (WRF), R: Regional Ocean Modeling System (ROMS), F: Unstructured Grid Finite Volume Community Ocean Model (FVCOM), i: ideal experiment, r: real experiment).

| Experiment | KNL | CLS | SKL |
|------------|-----|-----|-----|
| 128 cores  | 16n × 8c (W-ir), 8n × 16c (W-ir) 4n × 32c (R&F-r), 2n × 64c (W-ir, R&F-i) | 4n × 32c (W&F-i) | 4n × 32c (W&R&F-i) |
| 256 cores  | 32n × 8c (W-ir), 16n × 16c (W-ir) 8n × 32c (R&F-r), 4n × 64c (W-ir, R&F-i) | 8n × 32c (W&R&F-i) | 8n × 32c (W&R&F-i) |
| 512 cores  | 64n × 8c (W-ir), 32n × 16c (W-ir) 16n × 32c (R&F-r), 8n × 64c (W-ir, R&F-i) | 16n × 32c (W&R&F-i) | 16n × 32c (W&R&F-i) |
| 1024 cores | 128n × 8c (W-ir), 64n × 16c (W-ir) 32n × 32c (R&F-r), 16n × 64c (W-ir, R&F-i) | - | - |

3. Performance Evaluation of WRF

WRF model uses the compressible, nonhydrostatic Euler equations, that are formulated in flux form to keep the conservation properties [7]. Advanced Research WRF (ARW) developed by NCAR has been widely used in the field of meteorology and atmospheric research and version 4.1 (released by 12 April 2019) is used in this study. Runge–Kutta time integration with time-split sequence scheme is used for temporal discretization and finite difference scheme with staggered C grid is used for spatial discretization [8].

3.1. Ideal Experiment: WRF-LES

The Large Eddy Simulation (LES) using WRF was constructed for analyzing ideal turbulence. LES was first developed by Smagorinsky (1963) [9] and has been continuously studied by Deardorff (1974) [10]. LES is an important tool for studying turbulence in the atmosphere and explicitly calculates the large turbulence vortex that carries most of the turbulent kinetic energy and flux. Thus, LES provides more accurate estimates of turbulence statistics than Planetary Boundary Layer (PBL) parameterization methods (Catalano et al., 2010) [11]. WRF-ARW is a non-hydrostatic model that is suitable for simulating micro and medium scale meteorological phenomena. WRF model provides a LES scheme that directly calculates turbulence near the surface for numerical simulations of high-resolution grids.

The WRF-LES experiment simulated large eddies in the free Convective Boundary Layer (CBL). The initial wind field was set to zero and the turbulence of the CBL was calculated by the heat flux of the surface, which was specified as tke_heat_flux = 0.24. Random perturbation was applied to the average temperature in the lowest four layers of the vertical grid for turbulent motion.

The LES grid had a 3200 × 3200 resolution divided by dx = dy = 1.25 m in the 4 km square domain, which is a considerably higher resolution than the general grid resolution of LES (dx = dy = 50 m). This ideal case uses Deardorff’s TKE system, which is set to the eddy viscosity (diff_opt = 2), eddy diffusion coefficient (km_opt = 2) for the turbulent mixing and Coriolis parameter (f = 10^-4/s).

Figure 1a shows the wind speed field at 10 m above the surface in the LES simulation. Figure 1a is the result of the ultra-high resolution model used in this study, and (b) is the result of the low-resolution model of the basic configuration (40 × 40 resolution, dx = dy = 100 m) officially provided by the WRF development team. Compared with (b), (a) reproduces large eddies in more detail, and a scientific analysis is presented in Meong et al., (2007) [12].

The benchmark experiment for the ideal case is suitable for comparing the performance rates of computational resources because of the smaller I/O loads for data. We used 128, 256, and 512 cores to compare the performance of parallel systems according to the experiment (ref. Table 3). In addition, a 1024 ultra-high resolution-experiment was performed on the KNL system for testing performance limits. This is difficult to simulate in general systems (SKL and CLS) due to their insufficient resources.
The benchmark experiment for the ideal case is suitable for comparing the performance rates of computational resources because of the smaller I/O loads for data. We used 128, 256, and 512 cores to compare the performance of parallel systems according to the experiment (ref. Table 3). In addition, a 1024 ultra-high resolution-experiment was performed on the KNL system for testing performance limits. This is difficult to simulate in general systems (SKL and CLS) due to their insufficient resources.

The results of each experiment are summarized in Figure 2. The performance rate of the KNL system was approximately 54%, compared to the SKL or CLS systems. The performance rate is defined as the sum of the simulation time of SKL and CLS divided by twice the simulation time of KNL. This performance is slightly higher than the result (approximately three times) shown in the white paper described in “Chapter 1.” Even the 1024 core experiment shows a continuous increase in the parallel performance of the KNL system. Therefore, the KNL is a more suitable system for simulating an ultra-high parallel numerical model.

In the KNL system, the performance was also analyzed according to the number of cores (Figures 3 and 4). Figure 3 shows that using half the number of cores per node in the KNL system is the most efficient method when the total number of cores is less than 256. However, there was no significant difference observed when more than 256 cores were used.
Figure 2. WRF-Large Eddy Simulation (LES) performances with respect to the number of cores for an ideal experiment: \((SKL+CLS)/(2*KNL) = 54\%\).

In the KNL system, the performance was also analyzed according to the number of cores (Figures 3 and 4). Figure 3 shows that using half the number of cores per node in the KNL system is the most efficient method when the total number of cores is less than 256. However, there was no significant difference observed when more than 256 cores were used.

Figure 3. WRF-LES performances with respect to the number of cores per node in the KNL system for an ideal experiment (blue line: 64 cores, red line: 32 cores).

Figure 4 shows the differences in performance according to the number of cores with 8, 16, 32, and 64 per nodes for the same experiment. In the 128 cores experiment (red line), the cases using only 8 or 16 cores per node showed the highest performance and increasing the number of cores per node while reducing the number of nodes gradually decreased the performance. However, the performance difference was small enough to ignore when the total number of cores was higher than 256. This means that the most economical method is to use all the cores of a node and reduce the number of nodes for an ultra-high parallel model.

Figure 4. WRF-LES performances using 8, 16, 32 and 64 cores per node while reducing the number of nodes in the KNL system.

3.2. Real Experiment: WRF-NWP

We aim to simulate the realistic case in order to evaluate the computational performance of each model depending on the number of supercomputer cores. The realistic case selected is a typhoon occurred in August 2018, where two typhoons (Soulik and Cimaron) simultaneously affected the Korean Peninsula severely. Experiments were configured with real topography and external forces for the Northwestern Pacific Ocean (NWP). A 2048 × 2048 grid was constructed with an interval of approximately 1.35 minute in the region between 102° to 158° longitude and 15° to 53° latitude using the Lambert Conformal Conic projection, surrounding the Korean Peninsula (Figure 5). The vertical grid was divided into equal intervals of 33 layers up to 10 km height from surface.

Figure 5. The simulation area of WRF-Northwestern Pacific Ocean (NWP); 2048 × 2048 resolution, \(dt = 5\) s.
3.2. Real Experiment: WRF-NWP

We aim to simulate the realistic case in order to evaluate the computational performance of each model depending on the number of supercomputer cores. The realistic case selected is a typhoon occurred in August 2018, where two typhoons (Soulik and Cimaron) simultaneously affected the Korean Peninsula severely. Experiments were configured with real topography and external forces for the Northwestern Pacific Ocean (NWP). A $2048 \times 2048$ grid was constructed with an interval of approximately 1.35 minute in the region between 102° to 158° longitude and 15° to 53° latitude using the Lambert Conformal Conic projection, surrounding the Korean Peninsula (Figure 5). The vertical grid was divided into equal intervals of 33 layers up to 10 km height from surface.

Global Forecast System (GFS, ftp://nomads.ncdc.noaa.gov/GFS/Grid4) data was used for the initial fields and external forces. The experiment was simulated for 3 h from 0:00 to 3:00 a.m. on 28 August 2018. This is the period when the twin typhoons of Soulik and Cimaron severely damaged the Korean Peninsula and represents an appropriate integration time for performance analysis. The external forces data from GFS were interpolated to fit the ultra-high resolution model grid.

The time interval of the model integration was 5 s. Comparisons of accuracy with scientific results would not be useful since this experiment was simulated over a short period for performance analysis. Therefore, the computational performance was evaluated without analyzing the accuracy of the simulation results. In addition, a detailed description of how to simulate ultra-high resolution models has been omitted from this study as it falls beyond the scope of this study. Figure 6 shows the surface pressure field on the ocean from the results of the simulation in the KNL system. The surface pressure distribution is well simulated for the period when typhoon Soulik passed near South Korea.
Global Forecast System (GFS, ftp://nomads.ncdc.noaa.gov/GFS/Grid4) data was used for the initial fields and external forces. The experiment was simulated for 3 h from 0:00 to 3:00 a.m. on 28 August 2018. This is the period when the twin typhoons of Soulik and Cimaron severely damaged the Korean Peninsula and represents an appropriate integration time for performance analysis. The external forces data from GFS were interpolated to fit the ultra-high resolution model grid. The time interval of the model integration was 5 s. Comparisons of accuracy with scientific results would not be useful since this experiment was simulated over a short period for performance analysis. Therefore, the computational performance was evaluated without analyzing the accuracy of the simulation results. In addition, a detailed description of how to simulate ultra-high resolution models has been omitted from this study as it falls beyond the scope of this study. Figure 6 shows the surface pressure field on the ocean from the results of the simulation in the KNL system. The surface pressure distribution is well simulated for the period when typhoon Soulik passed near South Korea.

Figure 6. Simulation results for Soulik and Cimaron typhoons using WRF-NWP. Colors: surface pressure, arrows: wind field at 10 m.

NWP experiments were performed with a grid configuration of $2048 \times 2048 \times 33$ (refer to Table 3). This configuration is suitable for evaluating the overall performance of the system because it considers the impact of the I/O performance on the system’s ability to read real topography and external forces. Instances of 128, 256, and 512 cores were used to compare the performances of the parallel systems according to the experiment. In addition, a 1024 ultra-high resolution experiment was performed on the KNL system to determine its performance limits.

The results of each experiment are summarized in Figure 7. The KNL system exhibited an overall rate of 37% compared to the performances of SKL and CLS. This result is a little slower than the benchmark (LES) experiment due to the I/O access loads. Notably, the calculation amounts are different between cores because of the differing I/O loads. The CLS system shows a stable improvement in the performance depending on the number of cores used compared to the SKL system (see the performance slope of the green and blue lines in Figure 7). The CLS system can thus run a model exclusively and consists of a simple network of 16 nodes, whereas the SKL system consists of a complex network of 132 nodes with many users. Even the 1024 cores experiment shows a continuous increase in the parallel performance of the KNL system; thus, it is more suitable system for an ultra-high parallel numerical model.

In the KNL system, the performance was also analyzed according to the number of cores. Figure 8 shows that It is more efficient to use half the number of cores per node in KNL when the total number of cores is less than 256. However, there was no significant difference when more than 256 cores were used.
Figure 7. Performances of WRF-NWP by the number of cores for the real experiment: $(SKL+CLS)/(2^KNL) = 37\%$.

Figure 8. WRF-LES performances with respect to the number of cores per node in the KNL system for the real experiment (blue line: 64 cores, red line: 32 cores).
4. Performance Evaluation of ROMS

ROMS is a three-dimensional ocean circulation numerical model and is commonly used at a regional scale. ROMS uses free-surface, terrain-following, and primitive equations. In addition, it uses hydrodynamics and time step division techniques of barotropic/baroclinic modes for computational efficiency [13]. The latest version of ROMS, v3.6, was used for this study.

4.1. Ideal Experiment: ROMS-Benchmark

The ideal experiment consisted of an $8192 \times 1024$ grid in the global region in the range of $0^\circ E \sim 360^\circ E$ longitude and $70^\circ S \sim 70^\circ N$ latitude (Figure 9). The grid interval of the longitude/latitude direction is approximately 2.6/8.2 minute, respectively.

![Ultra-high resolution experimental design using ROMS for an ideal case.](Image)

The overall depth of the model was set to 4000 m, and the depth of the Antarctic boundary was set to 500 m to represent a simple version of Antarctica. The lateral boundaries of the east and west side were set to be cyclic conditions and the vertical grid was divided into 30 layers. The initial sea surface height (SSH) and currents ($U$, $V$, $W$) were all set at zero, and salinity ($S$) was set to 35 psu. The vertical profile for temperature was set to decrease linearly from 3.5 $^\circ$C at the surface to 0 $^\circ$C at the bottom to represent density stratification. The time interval of model integration was 15 s.

Table 3 shows the configuration of benchmark experiments for the allocated cores and nodes. The benchmark experiment for the ideal case is suitable for comparing the performances of computational resources due to the smaller I/O loads of data. We used 128, 256, and 512 cores to compare the performance of parallel systems according to the experimental results. In addition, a 1024 ultra-high resolution experiment was performed on the KNL system to test its performance limits.

The results of each experiment are summarized in Figure 10. The KNL system performed at an overall rate of approximately 47% compared to the performances of SKL and CLS. This performance is slightly higher than the result (approximately three times) shown in the white paper [2] described in “Chapter 1”.

The 1024 cores experiment shows a continuous increase in the parallel performance of the KNL system. The CLS system shows a stable improvement in the performance depending on the number of cores used compared to the SKL system. The CLS system can run the model exclusively and consists of a simple network of 16 nodes, whereas the SKL system consists of a complex network of 132 nodes with many users.

The KNL system’s performance was also analyzed according to the number of cores. Figure 11 shows the differences in performance according to the number of cores, with 8, 16, 32, and 64 cores per node. In the 128 cores experiment (red line), the case using only 8 or 16 cores per node shows the highest performance, and increasing the number of cores per node while reducing the number of nodes gradually decreased the performance. However, the performance difference was small enough to
ignore when the total number of cores was more than 256. This means that the most economical method is to use all the cores of the node and reduce the number of nodes for an ultra-high parallel model.

![Graph](image)

**Figure 10.** Performances of the benchmark experiment by the number of cores using ROMS: \((\text{SKL+CLS})/(2^{\text{KNL}}) = 47\%\).

![Graph](image)

**Figure 11.** ROMS benchmark performances using 8, 16, 32 and 64 cores per node while reducing node usage in the KNL system.
4.2. Real Experiment: ROMS-NWP

Experiments were conducted considering the real topography and external forces of the NWP. A 2048 × 2048 grid was constructed with an interval of approximately 1 minute in the region of 117° to 160° longitude and 20° to 52° latitude surrounding the Korean Peninsula (Figure 12). The depth of the model was interpolated to the ultra-high resolution grid using ETOPO2 [14] data, and the vertical grid was divided into equal intervals of 30 layers to 5000 m depth from surface.

GFS data and HYbrid Coordinate Ocean Model (HYCOM, https://nccs.hycom.org/thredds/ncss) data were used for the initial field and external forces. The experiment was simulated for 24 h from 0:00 to 24:00 on 23 August 2018. This is the period when the twin typhoons of Soulik and Cimaron severely damaged the Korean Peninsula and represents an appropriate integration time required for performance analysis. GFS data for surface wind, heat flux, freshwater flux, surface air pressure, cloud, albedo and so on were used for the surface external forces required by ROMS. HYCOM data was also used for an initial field and lateral forces of the U, V, SSH, T, and S were interpolated to fit the ultra-high resolution model grid.

The time interval of the model integration was 20 s. Like the WRF-NWP experiment, the computational performance was evaluated without analyzing the accuracy of the simulation results due to the short simulation time. Figure 13 shows the sea-surface temperature field from the simulation results in the KNL system. The distribution of the sea-surface temperature is well simulated for the period when typhoon Soulik passed near the Jeju island of South Korea.

NWP experiments were performed with a 2048 × 2048 × 30 grid configuration (refer to Table 3). This configuration is suitable for evaluating the overall performance of the system because it considers the impact of the I/O performance to evaluate real topography and external forces. We used 128, 256, and 512 cores for comparing the performances of parallel systems according to the experimental results. In addition, a 1024 ultra-high resolution experiment was performed on the KNL system to test its performance limits.

The NWP ultra-high resolution experiment without the parallelization of I/O could not be simulated with over 60 cores per node in the KNL system due to the lack of system memory. Thus, only 32 cores per node were used in this case, but it showed a higher performance than that of 64 cores per node in the benchmark experiment of ROMS (see Figure 11).
The results of each experiment are summarized in Figure 14. The KNL system performs at an overall rate of approximately 44% compared to the performances of SKL and CLS. This is slightly slower than the benchmark experiment of ROMS (47%) due to the loads of I/O accessing. However, the effect of the I/O loads on parallel performance is small in the ROMS experiments compared with the WRF ideal experiment (54%) and the real experiment (37%) in Chapter 2. Even the 1024 cores experiment shows a continuous increase in the parallel performance of the KNL system; thus, it is the more suitable system for an ultra-high parallel numerical model.

Figure 13. Real experimental results using ROMS during the period of typhoons Soulik and Cimaron: colors = SST, arrows = sea surface currents.

Figure 14. Performances of ROMS-NWP with respect to the number of cores for the real experiment: (SKL+CLS)/(2*KNL) = 44%.
5. Performance Evaluation of FVCOM

FVCOM is a community numerical ocean circulation model developed by UMASSD-WHOI and it solves 3-D primitive free-surface equations using a finite-volume method. The horizontal grid is composed of unstructured triangular grids for horizontal space and terrain-following sigma grids for vertical space. This model has demonstrated excellent performance in coastal studies characterized by complex coastlines such as the western and southern coast of Korea. FVCOM is considered to be a good balance of computational efficiency and accuracy because it combines the best features of finite-element method (grid flexibility) and finite-difference methods (numerical efficiency and code simplicity) [15].

5.1. Ideal Experiment: FVCOM-Benchmark

An ideal ultra-high resolution grid for the FVCOM-Benchmark experiment was constructed with approximately 10 million grid points (nodes = 10,398,925). The right image in Figure 15 shows the detailed experimental configuration. The interval of every grid node (= point) is about 10 m for the integration efficiency and stability of the simulation. The internal angles of the triangle grid elements were set close to the angles of an equilateral triangle, at approximately 60°, for a more stable simulation (see the left image in Figure 15). The ideal sea surface height (SSH), at 1 m, was set to the southern side of the grid for an open boundary condition (OBC).

The vertical grid was divided into 31 layers. The simulation period was 4 h with a time interval of 1 s in consideration of the grid size. FVCOM-Benchmark experiments were also configured for allocated cores and nodes (refer to Table 3). The benchmark experiment for an ideal case is suitable for comparing the performances of computational resources due to the low I/O data loads. We used 128, 256, and 512 cores to compare the performances of parallel systems according to the experimental results. In addition, a 1024 ultra-high resolution experiment was performed on the KNL system to test its performance limits.

The results of each experiment are summarized in Figure 16. The KNL system performed at an approximate 44% rate compared to the performances of SKL and CLS. The 1024 core experiment showed a continuous increase in the parallel performance of the KNL system. FVCOM also clearly improved the performance of the 1024 core configuration compared to WRF and ROMS. The speed of the 1024 core experiment in KNL is close to those of the 512 core experiments in SKL and CLS.

Figure 15. Enlarged unstructured triangular grids (left) and the experimental configuration (right) for the FVCOM ideal case. The total number of grid points (=nodes) is 10,392,925.

Figure 15. Enlarged unstructured triangular grids (left) and the experimental configuration (right) for the FVCOM ideal case. The total number of grid points (=nodes) is 10,392,925. The vertical grid was divided into 31 layers. The simulation period was 4 h with a time interval of 1 s in consideration of the grid size. FVCOM-Benchmark experiments were also configured for allocated cores and nodes (refer to Table 3). The benchmark experiment for an ideal case is suitable for comparing the performances of computational resources due to the low I/O data loads. We used 128, 256, and 512 cores to compare the performances of parallel systems according to the experimental results. In addition, a 1024 ultra-high resolution experiment was performed on the KNL system to test its performance limits.

The results of each experiment are summarized in Figure 16. The KNL system performed at an approximate 44% rate compared to the performances of SKL and CLS. The 1024 core experiment showed a continuous increase in the parallel performance of the KNL system. FVCOM also clearly improved the performance of the 1024 core configuration compared to WRF and ROMS. The speed of the 1024 core experiment in KNL is close to those of the 512 core experiments in SKL and CLS.

Figure 16. Performances of FVCOM-Benchmark by the number of cores for the ideal experiment: \((\text{SKL}+\text{CLS})/(2\times\text{KNL}) = 44\%\).

5.2. Real Experiment: FVCOM-NWP

The grid for the real experiment of FVCOM-NWP was constructed with about eight million grid points (= 8,369,391) between 110° to 150° longitude and a 20° to 55° latitude centered on Korea. The depth for the ultra-high resolution grid was interpolated with combined data of KorBathy30s [16] and ETOPO1 [17]. KorBathy30s topography was used for the coastal areas of Korea, and ETOPO1 topography was used for the other broad areas. The grid was constructed to thoroughly represent complex coastlines and islands while considering the advantages of the unstructured grid model (Figure 17). The vertical grid was divided into 10 layers and optimized for a tide simulation.

Figure 17. Ultra-high resolution grid for FVCOM-NWP.

The time interval for the model integration was 1 s. Similarly to the other experiments, the computational performance was evaluated without analyzing the accuracy of the simulation results due to the short simulation time. Figure 18 shows the SSH field for the simulation results in the KNL system (using 256 cores). The high tide was prominently simulated near the west coast of Korea.
NWP experiments were performed via the unique configuration of the grid (8,369,391 nodes, 10 layers) (refer to Table 3). We used 128, 256, and 512 cores for comparing the performances of the parallel systems according to the experimental results. In addition, a 1024 ultra-high resolution experiment was performed on the KNL system for testing performance limits.

The results of each experiment are summarized in Figure 19. The KNL system performed at an overall rate of approximately 34% compared to the performances SKL and CLS. This is slightly slower than the benchmark experiment of FVCOM (44%) due to the loads of I/O accessing. The calculation amounts were different between cores because of the different I/O loads. The performances of FVCOM in the CLS and SKL systems were almost the same, unlike those of WRF and ROMS (see the green and blue lines in Figure 20). This is due to the evenly distributed I/O loads per computed node characterizing the unstructured grid model. This dynamic continuously increased the parallel performance of the KNL system.

![Tide simulation results using an ultra-high resolution grid of FVCOM-NWP.](image)

**Figure 18.** Tide simulation results using an ultra-high resolution grid of FVCOM-NWP.

![Performances of FVCOM-NWP with respect to the number of cores for the real experiment.](image)

**Figure 19.** Performances of FVCOM-NWP with respect to the number of cores for the real experiment: (SKL+CLS)/(2*KNL) = 34%.
when simulating ultra-high resolution models. In all experiments, the performance was continuously when the total number of cores is less than 256 cores, and it is economical to use all cores when using more than 256. Therefore, it is economical to use all cores of nodes and reduce the number of nodes to half (36 cores)

Based on our results, if the computation performance of each model is listed in order from high to low, then it would be WRF, ROMS, and FVCOM, and if the parallel efficiency of core numbers is listed in order from high to low, then it would be 128, 256, and 512 cores. Ideal experiments with a low I/O showed a higher performance than the real experiments. The ROMS model showed similar performances in both ideal and real experiments compared to the other models.

It is more efficient to reduce the number of cores per node in a KNL system by half (36 cores) when the total number of cores is less than 256 cores, and it is economical to use all cores when using more than 256. Therefore, it is economical to use all cores of nodes and reduce the number of nodes when simulating ultra-high resolution models. In all experiments, the performance was continuously improved, even in the maximum core experiment (1024 cores), thereby indicating that the KNL system can sufficiently simulate ultra-high resolution models.
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