A topological transistor of waves via the Euler characteristic
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Although topological materials have recently seen tremendous development, their applications have remained elusive. Simultaneously, there exists considerable interest in pushing the limits of topological materials, including the exploration of new forms of topological protection and the establishment of topologically protected order in non-electronic systems. Here we develop some novel forms of topological order (i.e., topological charges), primarily the Euler characteristic as well as manifold class. We further demonstrate that these topological orders can protect bulk current transmission, even when the topologically trivial phase possesses an arbitrarily large band gap. Such a transition between topologically trivial, periodic dispersion and topologically non-trivial, aperiodic dispersion can be obtained by the anomalous Doppler shift of waves in a gapped periodic medium. Since a wave momentum can induce an anomalous Doppler shift, we thus establish that such a transition can be used to construct a truly rigorous transistor (i.e., with switching and gain) for bosonic waves (light, sound, etc.) and that such a transistor should be experimentally realizable. Our work suggests that additional topological charges may become relevant in moving beyond topological electronics.

While the field of topological materials \cite{1} has grown tremendously, the applications presented by these novel materials has remained limited \cite{2,3}. This is partially due to the stringent requirements of the studied forms of topological order. The Chern number, the principle topological charge, derives from eigenmode singularities upon an energy band. This requires careful engineering of the band structure. Moreover, the principle application of a non-trivial Chern number is the existence of chiral edge modes across a band gap \cite{4}. While these modes’ protection against backscattering is useful, the existence of chiral edge modes limits the currents which can travel through a topological device.

However, the Chern number is not the only topological invariant. Other invariants exist and can impart very different topological protections to a system. In this work, we shall examine topological connectivity instead of topologically singular points, employing the Euler characteristic (and manifold class) to develop topological devices. The Euler characteristic is equivalent to the top Chern class on closed manifolds, but unlike that invariant it is also defined on open manifolds.

First, recall that a Brillouin zone (BZ) is defined as a periodic space, dual to a lattice. Periodicity exists in every direction, so an \( n \)-dimensional BZ is topologically equivalent to an \( n \)-dimensional torus, \( T^n = (S^1)^n \) (see Fig. 1B). Now consider an \( n \)-dimensional topological product space \( M^n \) where \( M \) is a 1D manifold (e.g., \( q_t \)). By manifold classification theory, any connected 1D manifold is equivalent to either a circle or the real line, and are distinguishable via the Euler characteristic

\[
\chi = \sum_n (-1)^n b_n = \sum_n (-1)^n c_n \tag{1}
\]

where \( b_n \) are the Betti numbers (the number of \( n \)-dimensional holes in the manifold) and \( c_n \) are the CW complexes (the number of \( n \)-dimensional closed weak topology (CW) cells required to recreate the manifold). If \( M = S \) then \( \chi = 0 \) as our circle has one surface (\( b_0 = 1 \)) and one 1D hole (\( b_1 = 1 \)) and our manifold is a compact space. Conversely, if \( M = R \), then \( \chi = 1 \) as it can be reproduced with a single 1D polygon (\( c_1 = 1 \)) and is a noncompact space. Our topological product space, then, will either be a compact torus \( T^n \) or a noncompact Euclidean space \( R^n = (R^1)^n \) with characteristic \( 0^n \) or \( 1^n \). Any continuous function \( f : M^n \to R^1 \) (e.g., a single band \( \omega_a(q) \) for a toroidal BZ) defined over a compact space is necessarily bounded (there exists finite \( f_{\text{min}} \) and \( f_{\text{max}} \) such that, \( \forall x \in M^n : f_{\text{min}} < f(x) < f_{\text{max}} \)). This is true regardless of the constraints of periodicity (although we can map a function with compact support to a periodic function over \( R^n \), as in going between the reduced and extended zone schemes). Thus any eigenmode \( \omega_a(q) \), \( q \in T^n \), cannot exist for some range of frequencies and any finite number of bands will produce gaps. For noncompact spaces, there is no constraint upon the boundedness of continuous functions, so the possibility of a mode existing at a given frequency is undetermined.

Now we apply a coupling to our periodic system to break periodicity along some direction. Anticipating later results, we consider a coupling with energy proportional to \( q_t \), where \( \Omega \) here indicates one component of \( \vec{q} \) (results will hold for any unbounded energy function). This coupling has effectively cut our manifold, i.e., along \( \Omega \) the submanifold has gone from \( S^1 \) (Fig. 1C) to \( R^1 \) (Fig. 1E) and our BZ is \( S^{n-1} \times R^1 \) (\( \chi = 0^n \cdot 1 \)), removing the boundedness constraint upon \( \omega \) along this direction. For an arbitrary periodic dispersion \( \omega_a(q), q \in T^n \) and coupling constant \( \Omega \), we define \( \omega_{\text{max}} = \omega_{a,\text{max}} + q_t R \Omega \) and \( \omega_{\text{min}} = \omega_{a,\text{min}} - q_t R \Omega \). Crucially, \( \omega_{\text{min}} \) and \( \omega_{\text{max}} \) are linear functions of \( q_t \) and span \( \omega \in R^1 \). Because \( \omega_{\text{min}}(q_t R \Omega) < \omega(q_t, q, \Omega) < \omega_{\text{max}}(q_t R \Omega) \), we can use the intermediate value theorem to conclude that there must be at least one \( q_t \in R^1 \) such that \( \omega(q_t, q, \Omega) = \omega_D \) for arbitrary \( \omega_D \in R^1 \). Thus, our change in the topology of the BZ allows us to ensure the existence for all \( \omega \) of a surjective mapping to at least one propagating mode \( \omega(q) \) in the extended BZ. That is, it is the surjectivity of the mapping of a wave from the external environment to a propagating mode in our system that is topologically protected, rather than any individual modes. This introduction of surjectivity in the cor-
consider a toy model of this form − positions, and specialize to mechanical waves. Although our subsequent discussion will specialize going from Fig. 1B (a non-surjective mapping) to Fig. 1E (a surjective mapping) has an important corollary. Because the propagating modes maintain amplitude whereas gapped modes decay, there will always be some minimum thickness of our system beyond which the introduction of this coupling will increase the gap mode transmission, even if it were to increase insertion losses.

This formal result should be applicable to periodic bipartite systems (i.e. environment and system) of the form

\[ H_{\text{sys}} = \sum_{ai} \Pi_{ai}^2/2M_a + V(X_a) + \sum_{\alpha} V_{\alpha}^{\text{cpl}} \] (2)

\[ H_{\text{env,} \alpha} = \sum_{b_j} P_{bi}^2/2M_b + V_{\alpha}(Q_b) - V_{\alpha}^{\text{cpl}} \] (3)

\[ V_{\alpha}^{\text{cpl}} = \sum_{ab} V(X_a - f(t), Q_b, t) \] (4)

where \( a, b \) are site indices, \( i, j \) are dimension indices, \( \alpha \) environment coupling index, \( \Pi = P - ne\mathbf{A}/c - M_a \Omega \) canonical momentum, \( P \) kinematic momentum, \( X \) and \( Q \) are canonical positions, and \( \Omega \) is a periodic potential. For concreteness, we consider a toy model of this form − a periodic medium (PC), e.g. a photonic crystal, for a system and an environment of a series of waveguides (WG) used to inject and extract waves of a desired frequency \( \omega \). To produce a coupling of the desired form, our PC will rotate at fixed angular velocity \( \Omega \). It has been shown that moving media effect wave transport ([5–8] and notably [9]), the topological effect revealed by our design has not been previously examined. Our results apply to any bosonic wave although our subsequent discussion will specialize to mechanical waves.

In this letter, we use a 1D ring of \( N \) masses with mass \( m \) joined by springs of stiffness \( k \) (natural frequency \( \omega_0^2 = k/m \)) and rotating with angular velocity \( \Omega \) to illustrate the effect of changing topological manifold class on transport. While the ring is 1D, the displacement \( u \) is in 3D space, so the equation of motion for the masses in the rotating frame is

\[ m\ddot{u}_i = k(u_{i-1} + u_{i+1} - 2u_i) - 2m\Omega \times \dot{u}_i - m\Omega \times (\Omega \times u_i) \] (5)

where \( i \) is the site index. The analytic solution gives

\[ \frac{\omega^2}{\omega_0^2} = 4 \sin^2 \frac{qa}{2} = \frac{\omega^2}{\omega_0^2} \] (6)

(\( \omega \) is measured in the rotating frame, \( a \) the natural separation between masses, and \( 2\pi/q \) the quantized wavelength) for the out-of-plane (\( z \)-polarized) mode and

\[ \frac{\omega^2}{4\omega_0^2} = \sin^2 \frac{qa}{2} + \frac{3}{8} \eta \pm \sqrt{\eta \sin^2 \frac{qa}{2} + \frac{9}{64} \eta^2} \] (7)

(\( \eta = \Omega^2/\omega_0^2 \)) for the in-plane modes. Since there are points in the BZ where the in-plane modes do not exist, we restrict our attention to the \( z \)-polarized mode (which exists throughout the BZ).

We model the WGs as stationary linear chains of mass \( m \) and stiffness \( k_c \). Crucially, \( k_c > k \) so that there exist propagating modes in the WGs which correspond to evanescent modes in the PC (i.e. above the band edge). The WGs can be arbitrarily large, but we use \( N \) masses for each chain and approximate an infinitely large chain via a damping constant \( \gamma \). These WGs are coupled to the PC by springs of stiffness \( k_L = \sqrt{k_c k}, \) to minimize reflection. Because the WGs are stationary while the PC is in motion, the coupling term is

\[ H_{\text{cpl}}^{(j)} = \frac{1}{2} \left( U_0^{(j)} - \sum_{n=pN}^{(p+1)N} u_{n}F(R\Omega t - na + R\frac{2\pi j}{\alpha}) \right)^2 \] (8)

where \( j \) is WG index (0 for source, and 1 and 2 for a pair of drains (see Supplement [10, 11], so \( \alpha = 3 \)), \( U \) is WG displacement, the ring’s radius is \( 2\pi R = N a, F \) is a Dirac delta function for analytic results and a Gaussian for numerical results, and \( p \) is an integer such that \( F \) remains physically relevant at arbitrary time. Solving the full equation of motion by Fourier techniques (full derivation in Supplement) gives

\[ (\omega^2 - \omega_q^2)u_Q(\omega) = \frac{k_c}{m} \frac{1}{2\pi} \sum_{q,j=0}^{\alpha-1} \sum_{j=0}^{\alpha-1} e^{-iqR \frac{2\pi j}{\alpha}} \times \left( u_q(\omega\pm q\Omega) e^{iqR \frac{2\pi j}{\alpha}} + U_q^{(j)}(\omega - q\Omega) \right) \] (9)

and

\[ U_q^{(j)}(\omega_q^{(j)}) = \frac{1}{2\pi} \frac{k_c}{m} (e^{iq\omega} - 1) + \frac{1}{m} u_q(\omega_q^{(j)} + q\Omega) e^{iqR \frac{2\pi j}{\alpha}} \] (10)

by which we clearly see that the rotating wave is related to the inertial mode by a Doppler shift (DS)

\[ \omega_D = qR\Omega + \omega_q \] (11)

where \( \omega_D \) is the DSed frequency and \( \omega_q \) is the dispersion relation (as anticipated in our original proof). This is the rotational DS, which has been experimentally observed [12], and is the special case of the generalized DS

\[ (\omega_D - \tilde{v} \cdot \mathbf{q})^2 = \omega(\mathbf{q})^2 \] (12)

where \( v \) is the local relative velocity [9, 13].

The intersection of each side of eq. [11] determines the propagating PC mode. Consider the stationary PC (\( \Omega = 0 \)), where the dispersion has the topology of a circle \( S^1 \) (Fig. 1C). As shown in Fig. 1C, when \( \omega > \omega_q^{\text{max}} \), there are no intersections and therefore no propagating modes (only decaying modes). Conversely, when \( 0 \leq \omega \leq \omega_q^{\text{max}} \), there exist a pair of solutions at \( \pm q(\omega) \) in the first BZ. In fact, the BZ’s periodicity implies that an infinite number of periodic solutions exist. Contrast this with the rotating case, Fig. 1E, where the dispersion has the topology of a line (Fig. 1F). The dispersion is aperiodic, so when an intersection exists it does not imply that infinite solutions also exist. Instead, there are a finite number
FIG. 1: Schematic model of the topological transistor. (A) Transistor in the “off” state. With no signal applied to the gate, the active site of the transistor (PC, dark grey box) is at rest relative to the source and drain (WG, light grey boxes). The wave injected into the WG (orange curve) is converted into a decaying mode in the PC (blue curve) and blocked. (B) Dispersion relation for the PC (blue curve) in the “off” state, extended for several periods of the 1D BZ (black lines denote zone boundaries). Orange curve indicates the WG mode, absence of an intersection between the curves implies the nonexistence of a propagating mode. (C) Dispersion relation of the PC in the “off” state, folded along the boundary of the Brillouin zone to illustrate its topological equivalence to a circle. (D) Transistor in the “on” state. The signal applied to the gate (green curve) carries angular momentum \( J \neq 0 \), inducing a rotational velocity \( \Omega \) in the PC, thereby inducing DS of the wave as it enters the PC and allowing it to be transmitted. (E) Dispersion relation for the PC in the “on” state, which now intersects with the WG mode due to the DS (green line). (F) Dispersion relation of the PC in the “on” state, folded along the boundary of the Brillouin zone to illustrate its topological equivalence to the real line.

of solutions that bifurcate with varying \( \Omega \) or \( \omega \). Furthermore, Fig. [1] shows that an intersection always exists, so by our original proof there will always be at least one propagating mode excited.

Because propagating modes dissipate slower than gap modes, incoming waves in the PC’s gap will have a higher amplitude for a sufficiently thick rotating PC than a stationary one. This rotation can be driven by a second wave with non-zero angular momentum. Using this second wave as a gate current allows us to treat our system as a transistor. The absence (Fig. [1A]) or presence (Fig. [1D]) of the chiral gate current blocks or permits the original current’s transmission. Additionally, even a weak constant current can create a steady rotation, causing a large current at the drain (amplification). Our system in this configuration thus meets the criteria for a transistor. While transistor designs for photons [14][17], phonons or sound [18][20], etc. exist, these approaches passed the source current through an anharmonic nonlinear medium, distorting it. Our design uses a parametric nonlinearity, which is effectively linear at steady-state. Alternative transistor designs have employed transduction [21][23] produce switching but not gain. Gain there is limited by conversion losses, which are absent in our torque method. Our topologically protected transistor thus has several advantages compared to previous designs.

We now examine the transmitted signal. Absolute transmission drops-off with increasing \( \omega \) (see Supplement), which initially seems detrimental to our transistor, but is to be expected for constant force (rather than constant amplitude) driving. Fig. [2] is a semi-log plot of amplitude at one drain (variation in transmission with choice of drain is discussed in the Supplement) compared to the source amplitude as a function of driving frequency for various rotational velocities \( \Omega \). Although this transmission is lossy (something that may be ameliorated with further optimization), rotating state’s transmission almost always exceeds the stationary state’s transmission.
due to the topologically protected propagation. Normalizing the transmission $T(\omega, \Omega)$ at a given driving frequency with the stationary $T(\omega, 0)$, such as is shown in Fig. 3 reveals the improved transmission as a result of the PC’s rotation. This ratio can be quite large, reaching a factor of 60 improvement in our simulations. In principle it can be made arbitrarily large by increasing the PC size, as it is dominated by the stationary case’s exponential decay. This improvement as a result of the applied rotation implies switching — shifting between the stationary and rotating states results in a large change in the transmission.

Now we consider the operation of the gate. Because the change between stationary and rotating cases changes the band structure topology, it will exist for any non-trivial $\Omega$. Thus, if a weak wave at the top of the ring (the gate, see Fig. 2) can induce any rotation via some angular momentum [24], the much larger signal that will be transmitted will constitute gain. Angular momentum can be carried through the circular polarization of transverse modes for spin angular momentum [24] [26] or the spatio-temporal patterning of the phase for orbital angular momentum [25] [28] and induce a controlled rotation of an object [24] [28].

Combining these elements, we have both switching and gain and thus a wave transistor. In general, this approach only requires a small set of criteria. First, the WG supports modes within the stationary PC’s band gap (i.e. $k_e > k$ in our model). Second, the PC’s dispersion exists throughout the BZ (large $N$ in our model). And third, the rotation must be induced by the same type of wave as our source (the assumption of a circularly polarized or phase-masked gate signal).

With these criteria in mind, we now consider experimentally realizing such a transistor. For brevity, we restrict attention to optical or acoustic waves, although generalizations are straightforward. Optical waveguides are commonplace, and creating photonic crystals with band gaps is a solved problem [29] [30]. Optically induced rotation can be due to optical torque [25] [26] on mechanically stabilized (although such stabilization can entail losses or multiple drains) or optically levitated objects (accessible for sub-kg systems and length scales down to the diffraction limit) [26] [31] [32]. While optical levitation has not been applied to a photonic crystal, several promising experiments [33] [34] on the rotation and translation of arrays of trapped particles suggest that this is feasible.

For acoustics, waveguides are similarly feasible [35] [36], albeit less often studied. Furthermore, band gaps have been created through phononic or sonic crystals [36] [37], but remain a greater technical challenge than in optics. Acoustic levitation and angular momentum transfer have also been developed and are perhaps more easily employed than in optics [27] [28], including the levitation of kg mass objects [38]. A combined levitation and rotation of a sonic crystal or an array of objects has also been less extensively studied than the optical case, but some preliminary works exist [39] [40].

Additionally, while not technically a transistor, the gate and source signals could be different types of waves. In particular, one could be photonic and the other could be phononic. This would take advantage of the easier fabrication of optical waveguides and photonic crystals and the wider applicability of acoustic levitation and rotation. Moreover, such a hybrid system entails a parametric photon-phonon coupling, adding...
another tool to the optomechanics toolbox.

Breaking the dispersion’s periodicity is a topological transition that is outside the standard topological materials framework [1]. This includes other realizations of a topological transition-induced transistor [2–4, 41–46] which rely upon introduction of topological protected chiral edge modes in a bulk insulator where the valence and conduction bands possess non-trivial Chern number. Changing the manifold class of the band structure (e.g., band structure closure) is distinct from changing its Chern class. Because the Euler characteristic equals the top Chern class only for a closed manifold, the transition to an open manifold with new Euler characteristic goes beyond the Chern class topological material framework. As such, the presence of the transistor effect in this regime strongly suggests that additional topological charges may become relevant and useful in moving beyond topological electron states.
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