People use less information than they think to make up their minds
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A world where information is abundant promises unprecedented opportunities for information exchange. Seven studies suggest these opportunities work better in theory than in practice: People fail to anticipate how quickly minds change, believing that they and others will evaluate more evidence before making up their minds than they and others actually do. From evaluating peers, marriage prospects, and political candidates to evaluating novel foods, goods, and services, people consume far less information than expected before deeming things good or bad. Accordingly, people acquire and share too much information in impression-formation contexts: People overvalue long-term trials, overpay for decision aids, and overwork to impress others, neglecting the speed at which conclusions will form. In today’s information age, people may intuitively believe that exchanging ever-more information will foster better-informed opinions and perspectives—but much of this information may be lost on minds long made up.
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Opinions come easy. With almost no information at their disposal, people nonetheless form lasting impressions of strangers (1–3), feel connected or disconnected with new doctors (4), teachers (5), and salespeople (6), and like or dislike new consumer goods and experiences (7, 8). “Preferences,” as once put, “need no inferences” (9). People rarely remain neutral—even when encountering entirely novel situations—due to a system 1 suite of affective responses designed to provide rapid online feedback about the current environment (10–12).

This immediacy of judgment enables action and simplifies the overwhelming amount of information that people otherwise would have to process at each step (13–15). However, this immediacy may also foster an important disadvantage: People may fail to anticipate the speed at which opinions will form. Indeed, people are generally unaware of their own mental processes (16, 17) and tend to view the mind as a rational system 2 arbiter (18–21). As a result, people may believe that they and others would patiently evaluate more evidence before forming conclusions than they and others actually do—insensitive to the fact that once people begin to experience evidence in real time they will simultaneously react to it, taking a stance right from the first piece. Misunderstanding how quickly minds change is especially costly in today’s information age, with more access to more information than ever before. With such abundance of information available, people might be compelled to assume that more information is uniformly more useful to acquire and to share—working in vain to change minds that will long be made up.

Seven studies test this hypothesis, including over 2,000 study participants from a diversity of backgrounds. In a typical study, we compare the estimations of “experience” who experience a stimulus piece-by-piece and stop when they have made up their minds about it, with those of “predictors” who first experience a sample of the stimulus (so they know exactly what to imagine) and then predict how many pieces they would need to see before making up their minds about it. This approach is adapted from research on how people judge tipping points of change, in which participants assess streaks of information piece by piece and are asked to stop whenever they feel they have seen enough to diagnose a pattern (22, 23). The current research explores the critical piece of predicted versus actual tipping points. Critically, we emphasize that nearly all studies follow a “preexperience” paradigm, such that all participants, including predictors, first experience the stimulus once in full before rating it (beyond just reading a description). Thus, predictors are fully informed about “what” to imagine, with any subsequent mispredictions reflecting “how much” they thought they would need to experience before making up their minds. Studies 1 to 4 document this discrepancy across many judgments, from the (unforeseen) speed at which people form preferences to the (unforeseen) speed at which people judge others. Studies 5 to 7 highlight its problematic consequences: Gaining and providing access to information are not nearly as valuable as people think.

Results

Study 1. In study 1, participants viewed different paintings featuring the same novel style of art, with no variation between the pieces beyond simple colors and shapes. They could view up to 40 paintings in total. Participants were randomly assigned to one of two conditions. Experiencers viewed individual paintings one by one and were asked to stop at the very first point when they made up their minds about whether they liked or disliked this painting. Predictors were asked to predict how many paintings they would need to see before hitting this very first point (and then predicted their verdict). This study followed the preexperience paradigm: All participants began by seeing a thumbnail collage of all of the paintings (calibrating expectations of low variance), then completing one practice trial in full exactly.

Significance

People readily categorize things as good or bad, a welcome adaptation that enables action and reduces information overload. The present research reveals an unforeseen consequence: People do not fully appreciate this immediacy of judgment, instead assuming that they and others will consider more information before forming conclusions than they and others actually do. This discrepancy in perceived versus actual information use reveals a general psychological bias that bears particular relevance in today’s information age. Presumably, one hopes that easy access to abundant information fosters uniformly more-informed opinions and perspectives. The present research suggests more access is not enough: Even after paying costs to acquire and share ever-more information, people then stop short and do not incorporate it into their judgments.
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as in the real task (giving predictors full knowledge of what to expect, affording a fair shot at accuracy for predicting how much of it to experience).

And yet, in the test trial, participants made up their minds sooner than they expected. Predictors expected they would need to see many more paintings to make up their minds (M = 16.29, SD = 12.04) than experiencers actually needed to see to make up their minds (M = 3.48, SD = 3.44). t(205) = 10.60, P < 0.001, d = 1.45. This discrepancy held regardless of participants’ actual verdict [74.07% of experiencers concluded liking the style and 72.72% of predictors thought they would conclude liking it; key difference between predictors and experiencers after adding verdict as a covariate in an ANOVA, F(1, 204) = 112.01, P < 0.001, ηp2 = 0.35].

We included precautions to assess two potential confounds. First, perhaps some paintings inadvertently contained content that sped up tipping points, which experiencers would be more likely to come across than predictors. This is unlikely given the preexperience paradigm, and the fact that predictors saw a collage of all possible paintings (emphasizing their low variance from piece to piece), further evidenced by the accuracy of the predicted verdict. Nonetheless, we asked participants to rate the paintings in terms of how surprising, shocking, and unique they were. Experiencers found the paintings no more surprising (M = 3.07, SD = 1.38) than predictors had expected (M = 2.97, SD = 1.28), no more shocking (M = 2.64, SD = 1.44) than predictors had expected (M = 2.61, SD = 1.33), and no more unique (M = 3.56, SD = 1.00) than predictors had expected (M = 3.41, SD = 1.11). ts(199) < 0.97, Ps ≥ 0.334, dS ≤ 0.14. Moreover, at the end of the study, nearly all experiencers (89.81%) reported that the initial instructions accurately, fairly, and fully described what followed (all results hold when excluding participants who disagreed). Second, perhaps experiencers simply wanted to end their participation as early as possible. To exclude this possibility, experiencers were clearly informed beforehand that they would have to view all 40 paintings regardless of when they indicated their response. All experiencers reported at the end of the study that their stopping point reflected the point when their impressions tipped rather than other possibilities.

Study 2. In study 2, we replicated this effect in the speed at which people form consumption preferences. Participants drank identical sample cups of the same vegetable juice, described as novel in the marketplace and shown without any brand identifiers. Based on random assignment, experiencers were asked to drink as many 0.5-oz sample cups of the juice as they needed before they hit the very first point when they made up their minds about whether they liked or disliked the drink (after doing so, they reported their verdict: like or dislike). Predictors first drank one 0.5-oz sample cup of the juice before proceeding. Again, this procedure follows the preexperience paradigm: Predictors learned first-hand how filling one sample cup was, and exactly what the juice tasted like. Then, they predicted how many additional 0.5-oz cups of the juice (beyond the sample cup already consumed) they would need to drink before hitting this point (and then predicted their verdict).

Again, however, participants made up their minds sooner than they expected: Predictors expected they would need to sample more total cups before making up their minds (M = 3.62, SD = 3.12) than experiencers actually sampled before making up their minds (M = 1.50, SD = 1.14). t(212) = 6.61, P < 0.001, d = 0.91. This discrepancy held regardless of participants’ actual verdict [87.85% of experiencers concluded liking the drink and 78.50% of predictors thought they would conclude liking it; key difference between predictors and experiencers after adding verdict as a covariate in an ANOVA, F(1, 211) = 46.65, P < 0.001, ηp2 = 0.18].

As in study 1, we took precautions to ensure that experiencers were not simply trying to end the task early. To exclude this possibility, all participants, including experiencers, were clearly informed beforehand that they would have to spend the same time on study tasks regardless of when they indicated their response. A full 95.33% of experiencers reported at the end of the study that their stopping point reflected the point when their impressions tipped rather than other possibilities (all results hold when excluding participants who indicated otherwise).

Study 3. Next, study 3 tested whether this discrepancy generalizes across a wide variety of social judgments, both good and bad. Participants were tasked with making five piecemeal judgments one at a time in random order: judging a student’s intellect upon learning their grades from assignment to assignment, judging a neighbor’s character upon learning how they treated others from day to day, judging an athlete’s ability upon learning their performance from game to game, judging a gambler’s luck upon learning their outcomes from gamble to gamble. Based on random assignment, experiencers viewed each piece of evidence one by one and were asked to stop at the very first point when they had seen enough to make up their minds. Predictors were asked to predict the number of pieces they would need to see before hitting this point. We bounded the range to ensure direct comparisons across conditions. For example, experiencers read that they would learn a student’s next 10 assignment grades one by one. To begin, they learned that the grade on the first assignment was “low.” They indicated whether they had seen enough to conclude this was a bad student or whether they would need to see the next grade to know for sure. If the latter was selected, they learned the second grade was again low and made the same choice. This process repeated through 10 identical observations or until they indicated they had seen enough. Conversely, predictors were asked to report upfront how many low grades “in a row” (of the next 10) they would need to see before hitting this very first point. This procedure follows the preexperience paradigm because the full experience is defined by reading the outcome. Note that predictors and experiencers completed the same task bounded by the same knowledge, with predictors explicitly predicting the number of consecutively identical outcomes of the next 10 outcomes (exactly as experiencers consecutively observed one by one).

In addition to our primary manipulation, participants were randomly assigned to evaluate either negative evidence for all five judgments (e.g., predictors and experiencers who observed streaks of low grades and judged when a student “officially” becomes a bad student) or positive evidence for all five judgments (e.g., predictors and experiencers who observed streaks of high grades and judged when a student officially becomes a good student). That is, the design of this study followed a 2 (predictors or predictors, between-subjects) × 2 (positive verdict or negative verdict, between-subjects) × 5 (domain, within-subjects) design, extending studies 1 and 2 by methodologically accounting for participants’ verdict.

The discrepancy generalized (for full descriptive statistics, see SI Appendix, Table S1): For all domains and regardless of forming positive or negative opinions, predictors overestimated the amount of evidence that they would collect before making up their minds compared with the amount of evidence that experiencers actually collected, Fs ≥ 50.89, Ps ≤ 0.001, ηp2 ≥ 0.11. Taking all domains together (α = 0.089), this effect was robust: When forming negative impressions, predictors thought they would grant others 5.25 (SD = 1.63) bad actions on average before condemning them as bad actors, while experiencers did so after only 3.46 (SD = 2.10) bad actions; F(1, 197) = 46.23, P ≤ 0.001, ηp2 = 0.19; and when forming positive impressions, predictors thought they would bestow others to 5.50 (SD = 1.51) good actions on average before deeming them good actors, while experiencers did so after only 3.35 (SD = 2.09) good actions, F(1, 197) = 64.17, P < 0.001, ηp2 = 0.25. Valence of verdict did not interact with this effect for any of the domains, Fs ≤ 2.13, Ps ≥ 0.145, ηp2 ≤ 0.005.

As in studies 1 and 2, we took precautions to ensure that they were not simply trying to end the task early. To exclude this possibility, experiencers were clearly informed beforehand that they would have to view all 10 outcomes regardless of when they indicated their response, which they indeed did.
during the task. A full 92.57% of experiencers reported at the end of the study that their stopping point reflected the point at which their impressions tipped rather than other possibilities (all results hold when excluding participants who indicated otherwise).

**Study 4.** Next, study 4 tested the discrepancy within a correlational design, in a noisy but naturalistic context: the (surprising) speed of falling in love. Married participants rated how long it took from the moment they met their spouse to the moment they were sure they found their lifelong partner. Never-married participants from the same population rated how long they “thought” it would take from the moment they met their future spouse to the moment they were sure they found their lifelong partner, on the same scale.

Never-married participants overestimated how long it would take for them to “know” (M = 5.17, SD = 2.20) compared with the actual experience of married participants (M = 4.38, SD = 2.13), t(198) = 2.59, P = 0.010, d = 0.36 (this effect held when controlling for participant gender, age, and ethnicity, P = 0.013). We also asked participants to specify the number of days this did or would take, from 1 to 365 (plus a choice option labeled “more than a year”). Never-married participants overestimated the specific number of days this would take compared with the married participants (M = 210.53, SD = 142.80 vs. M = 172.93, SD = 210.53), t(198) = 1.97, P = 0.051, d = 0.28 (controlling for demographic variables, P = 0.181), with a full 38.88% of never-married participants checking off more than a year but only 17.65% of married participants doing so, χ² = 10.04, P < 0.001 (controlling for demographic variables, P = 0.024). Although causality cannot be interpreted from these correlational data and various other differences between these groups may contribute to the results (such as differences in past romantic success), they simply serve as evidence for the same effect from yet a different perspective (and the effects hold when controlling demographic variables).

Studies 1 to 4 reveal a misperception of the immediacy of judgment: People think they will collect and evaluate more information before drawing conclusions than they actually do. This discrepancy means that people are insensitive to when more information is actually needed, suggesting that they will under-acquire information in contexts in which such information will reliably change their judgments and over-acquire information in contexts in which information is unlikely to change judgments. Studies 5 to 7 test some costs of this discrepancy: People may invest too many resources into impression-formation contexts, from overvaluing long-term product trials (study 5) to overworking for-desires (study 6) to overworking to make a good first impression (study 7).

As in previous studies, we tested these possibilities using designs that required all participants to complete the same number of tasks and to commit the same time regardless of their responses.

**Study 5.** In study 5, participants signed up for a 5-d trial of an email service called “The Daily Cute.” They were sent a unique email at the same time each morning that contained a funny cat video, a funny quote, and links to share on social media. We followed a within-subjects design. Upon signing up, participants read a thorough description of the service and completed demographic measures. The next day, the 5-d trial began. At the end of day 1, participants rated how valuable that day was in contributing to their overall impression of the service. They also indicated whether they had seen enough at this point to definitively make up their minds about it. Then, participants were asked to make predictions about days 2 to 5. This procedure follows the preexperience paradigm because participants made predictions only after experiencing day 1 in full, and were explicitly told that days 2 to 5 would be exactly like day 1 with different, but similarly matched, videos and quotes, which was true. They predicted each day’s contribution to their overall impression, and also predicted on which day they thought they would definitively make up their minds (as well as what this verdict would be: like or dislike; 22.12% of participants had made up their minds after day 1 and thus did not make these day-level predictions). Thus, we compared participants’ own predictions of each of days 2 to 5 with their actual experiences of each of days 2 to 5, having been fully informed by day 1.

However, participants again made up their minds sooner than they expected (Fig. 1): They significantly overestimated the informational value of each of days 2 to 5, paired ts ≥ 2.86, Ps ≤ 0.005, ds ≥ 0.27. Later days of the trial experience were not as necessary as participants expected. The day-level data confirm that participants finalized their judgment of the service in real time sooner (M = 2.98 d, SD = 0.99) than they thought they would (M = 3.41 d, SD = 0.77), paired t(87) = 4.53, P < 0.001, d = 0.49. Like our other studies, this discrepancy was unaffected by verdict (92.05% of participants predicted that they would like the service and 88.64% concluded liking it upon their tipping point; key differences on day 2 to 5 ratings after adding change in verdict as a covariate in an ANOVA, repeated Fs ≥ 5.41, Ps ≤ 0.022, η²s ≥ 0.046).

Although later information might matter more for judging other stimuli (thus suggesting an error in stopping too soon before getting an accurate reading), study 5 reveals an error for judging stimuli that may not require much evidence to judge accurately: Participants were mistaken in their specific predictions about specific contexts for which later information truly did not matter. This suggests people may generally assume that more information is more helpful for impression formation, without distinguishing when it is helpful versus unnecessary. Next, we tested the consequences of this assumption in a task that has an objective cost to making it: buying time to make up one’s mind in a context in which additional time is not necessary.

**Study 6.** In study 6, participants were asked to guess the winner of 20 US senatorial elections based on observing the photographs of the two candidates, one at a time in random order. For each correct guess, participants won money. Information was operationalized as allowing participants to view the photographs for varying lengths of time, ranging from 1 to 5 s. In essence, we conducted an incentivized replication of past research showing that people are remarkably adept at predicting election outcomes within milliseconds exposure to candidates’ photographs, because competent-looking candidates tend to win elections and system 1 is remarkably attuned to cues of competence (24). We used the original stimuli and picked the 20 elections for which perceived competence was the strongest predictor of election outcome. From this past research, we presumed participants would perform well.
However, our findings so far suggest participants may not anticipate how well they would perform, and therefore overpay for longer exposure times to the candidates’ photographs.

Based on random assignment, each pair flashed on the screen side by side for 1, 2, 3, 4, or 5 s. There was no effect of exposure time on accuracy rates, $F(4, 839) = 0.65, P = 0.624, \eta^2_p = 0.003$. The number of correct guesses across conditions ranged from 14.66 (earning a bonus of $M = $1.47, SD = $0.28) to 15.05 (earning a bonus of $M = $1.50, SD = $0.27), $t_s \leq 1.32, Ps \geq 0.191, ds \leq 0.15$. Consistent with past research, guesses after 5 s of exposure were just as accurate as guesses after 1 s of exposure.

Critically, we included a sixth condition in which the study was explained in detail and participants were asked to choose how long to view all pairs of photographs. However, we set increasing prices for longer exposures: 1 s of exposure time was free, 2 s cost 20% of participants’ total winnings, 3 s cost 30% of total winnings, 4 s cost 40% of total winnings, and 5 s cost 50% of total winnings. This price schedule followed the logic that longer trial periods generally cost more money. If people have insight into the immediacy of judgment, these participants should opt into the 1-s condition and maximize their payout. This increasing pay schedule is a conservative test of our hypothesis because the shortest time condition should be attractive merely by virtue of being free (25). And yet, two findings emerged. First, a full 60.12% of these participants paid for an exposure time longer than 1 s, $\chi^2(1, n = 165) = 6.68, P = 0.010$, Second, they chose poorly: Additional exposure did not change participants’ minds and therefore did not change accuracy rates (Fig. 2). The number of correct guesses across participants’ choices ranged from 14.58 to 15.60 on average—no different from our randomly assigned conditions, $ts \leq 1.25, Ps \geq 0.215, ds \leq 0.17$. Accordingly, choosing the (more expensive) longer exposures reduced net earnings to $1.26 \pm 0.32$ (Fig. 2B). When including the choice condition in the full analyses, there was a significant effect of condition, $F(5, 1001) = 17.43, P < 0.001, \eta^2_p = 0.080$. The (small number of) participants who chose a 1-s exposure indeed did no worse than participants who were assigned the 1-s exposure and hence made the same high amount of money, $t(230) = 1.24, P = 0.216, d = 0.16$. However, the (large number of) participants who purchased longer exposures ended up earning less than participants who were assigned into the corresponding exposure times, $ts \leq 6.09, Ps \leq 0.001, ds \geq 0.83$. Underappreciating the immediacy of judgment was objectively detrimental in this context.

Notably, this study is the sole exception in not following the preexperience paradigm, although (like all the studies) it did provide a written description of the task beforehand. For more direct validation that predictors were sufficiently informed, we conducted a posttest with new participants from the same population (SI Appendix). These participants read the original study instructions, reported their expectations of the content of the photographs, and then viewed all photographs and reported their experiences. We found no differences between predictions and experiences, suggesting our original participants in the main study were sufficiently informed.

**Study 7.** Finally, the basic effect that people overestimate how much information they would use in making judgments also suggests interpersonal misunderstandings in the speed at which others judge us. In study 7, we tested this possibility in the context of making a good first impression in job applications. Job applicants assiduously polish the way they present themselves to prospective employers, presumably hoping that all of their minute efforts will be noticed and reviewed equally. However, to the extent that the mind is all but immediately made up, initial parts of job applications may be more influential on employers’ judgments than later parts—a speed that applicants may not intuit. Evaluators may make up their minds faster than applicants realize, rendering one’s obsessive efforts to impress unnoticed.

MBA students currently enrolled in a business school in the United States were asked to apply for a hypothetical management position, and wrote a list of essays about their past management experiences. They were informed that their lists would be evaluated essay by essay by a real hiring manager, and were tasked with writing the exact number of essays they thought the hiring manager would actually read. The MBA students were instructed to write the exact number of essays they believed would lead the hiring managers to “tip” in their impressions—the very first point when the hiring manager would have seen enough to get a general sense of the applicant as a manager and continue onward in the application. Accuracy was key: Participants were told to assume that writing too few essays or too many essays would cost them the job. Then, they completed the task as described and wrote real essays about their real management experiences. Afterward, professional hiring managers who currently work for companies in the United States were randomly yoked to one MBA application. They were asked to read the applicant’s essays and stop at the first point they had seen enough to get a general sense of the applicant as a manager and continue onward in the application. To prevent ceiling effects, the hiring managers were informed at the outset (and reminded before each essay judgment) that if they reached the last essay but before that they could not make up their minds about the applicant, they could specify the number of additional essays they wished the applicant had written.

Applicants wrote more essays ($M = 3.81, SD = 1.25$) than hiring managers read ($M = 2.09, SD = 1.79$), paired $t(123) = 8.85, P < 0.001, d = 0.81$. As hypothesized, the MBA students failed to anticipate the immediacy of the hiring managers’ judgment and in turn overworked to impress. Of course, beyond the laboratory, applicants might hedge by writing as much as possible given the high cost of coming up short; but in this study, participants were not hedging because their task was to list the exact right number—not
too few and not too many, or else they lost the job—and on this task they got it wrong. The tradeoff of the discrepancy when scaled to everyday life likely works against self-predicters. Those looking to impress might be wiser spending their time fine-tuning some information rather than fine-tuning all information, despite intuitions to do the latter (e.g., evaluators likely will not process each and every page of one’s 20-page resume, no matter how well crafted or informative).

**Discussion**

Minds are made up sooner than people think. Far from carefully weighing all possible evidence, good things strike us as good and bad things strike us as bad much faster than we expect to draw these conclusions. This lack of insight into the speed at which minds change highlights a difficulty in distinguishing the contexts in which more information or experience will inform judgment from the contexts in which it will not. Indeed, throughout our studies, we sought to calibrate expectations as best as possible by following a preexperience paradigm, endowing predictors with full knowledge of the experience that experiencers encountered first-hand. This critical feature rules out the possibility that the misprediction simply reflects a misperception about what one will experience, and instead reveals a misperception about how much one needs to experience to form an impression. In everyday life, people often cannot preexperience a stimulus before making decisions about it, such as determining what products to buy or what cities to visit, suggesting that the misprediction may be even more miscalibrated than what we observed. This discrepancy suggests errors of two kinds. From the predictor’s perspective, this discrepancy suggests errors in the amount of time, money, or worry that people may invest in sampling ever-novel products or in building an initial reputation (as tested in studies 5 to 7). From the experiencer’s perspective, this discrepancy suggests people may underutilize information even though it is available and indeed perhaps useful for longer-term learning and information exchange. In an age of unprecedented availability of information at our fingertips, seekers of information (such as when we log online to research a new topic or to engage in debate) may seek only a sliver of what is available before forming an opinion anyway, whereas providers of information may assume that seekers have taken full advantage and heard them loud and clear. The promise of today’s information age may need to be carefully managed, requiring more than merely granting access to information. Other research suggests that access to information undermines memory, such that people store around half of information when they know they will use it elsewhere [e.g., online repositories (26)]. Our research more broadly suggests that minds are less curious and less open to information than we assume they will be, fostering costly misunderstandings for real-time information exchange.

These findings raise three fruitful directions for research. First, future studies should manipulate variance. We accounted for variance in our studies but, in everyday life, predictors may assume a wider range of evidence than experiencers face first-hand. This might attenuate the effect, but also might be more feature than bug (e.g., even when future possible variance is knowingly high, we suspect that people will be less compelled to actually consume it when given the chance). That is, our discrepancy suggests an error of assessing too little information in judging complex entities that require a lot of evidence to accurately judge (27). Ultimately, the amount of evidence that people intuitively collect should depend on people’s assumption that the rational course of action in a current context is to seek out more rather than less information, but our findings reveal that people may not be well-calibrated in distinguishing these contexts beforehand.

Second, future studies should manipulate stakes. When stakes are extremely high, such as assessing picemkle evidence for sentencing a crime or for investing in retirement, experiencers will presumably collect more information than they collect under low stakes. Of critical interest is the extent to which predictors adjust their expectations in kind when they are fully aware of high stakes, perhaps taking on even more information than what would prove most helpful (28).

Third, future studies should assess how to calibrate beliefs. Perhaps learning about system 1 can encourage people to consider potential discrepancies when they are tasked with setting evidentiary thresholds in advance, as people often miss the—froilet lay-people who must choose the length of product trials and manage time spent on résumé minutiae, to policymakers who must set benchmarks for rewards and punishments before constituents react to each individual act in isolation. However, past efforts to convince people that general psychological effects apply to one’s own circumstances yield mixed results (29–31). One promising route could map the conscious thought processes at each stage of judgment (32). In predicting thresholds, people may consider averages (“about how many behaviors are bad enough?”) whereas experiencing the evidence unfold is a serial hypothesis test with each unique piece considered in isolation (“how bad is this behavior?”). It may be possible to develop a set of effective questions and framings for people to consider at each and every stage of evaluation.

Of course, hastening people’s predictions may sometimes leave them none the wiser. Some tasks do benefit from more information and more time to judge (27, 33, 34), and in these cases a tendency to make up one’s mind too soon may be especially costly. The problem revealed here is that people may generally overestimate the amount of evidence they will patiently evaluate before making up their minds anyway, paying costs to acquire information that will go unused (regardless of whether that additional information would or would not be informative). Our findings therefore may explain many failures of self-insight, from why people do not anticipate anchoring effects (35) to why people underestimate the power of defaults (36) and emotions (37) on future judgments. Many cognitive biases may stem from a broader misunderstanding about how quickly minds change, with people assuming they can and will use more information when making decisions than they actually end up using. Opinions come easy, but understanding how easily they come is far more difficult.

**Materials and Methods**

The Institutional Review Board at The University of Chicago approved all experiments. Informed consent was obtained at the beginning of all experiments. For all studies, additional details are in SI Appendix. All original surveys, stimuli, and data are publicly available.

**Study 1.** Participants (207; M_{age} = 35.06 y, 35.27% women) were recruited for Amazon’s Mechanical Turk (38) for a small monetary sum. All participants viewed a thumbnail collage of all of the paintings and completed a practice trial in which one of the pieces was displayed in full size, exactly like a real trial. They then read that they would be asked to provide their “tipping point”—the “very first point” they made up their mind about whether they liked or disliked this style—and that they would have to view all 40 paintings regardless of when they tipped. After indicating their tipping point, experiencers reported their verdict about whether they liked or disliked this general style of art (forced choice). Predictors predicted their verdict.

**Study 2.** Participants (214; M_{age} = 31.85 y, 48.13% women) were recruited across a university laboratory for a small monetary sum (n = 161) and Chicago public parks for a small gift (n = 53). Participants were asked to drink 0.5-oz sample cups of an unmarked juice. Unbeknownst to participants, the juice was V8 Veggie Blend Caribbean Greens. All participants first sampled a 0.5-oz cup of the juice. Experiencers then sampled as many additional cups as they needed to make up their minds about the drink. Predictors predicted how many additional cups they would need to sample to reach this point. After indicating their tipping point, experiencers reported their verdict about whether they “like the drink” or “dislike the drink” (forced choice). Predictors predicted their verdict.

**Study 3.** Participants (400; M_{age} = 33.90 y, 41.75% women; 1 participant did not report gender) were recruited from Amazon’s Mechanical Turk for a small monetary sum. All participants read that they would be asked to provide their tipping point—the very first point they made up their mind about each target—and that they would have to view all information for all
Participants were recruited from TurkPrime’s prescreen panel services for a small monetary sum. We instructed 102 married participants (M_{age} = 36.64 y, 63.73% women) to “take a few moments to think about how you met your lifelong romantic partner and came to know that he or she is the one.” They were asked: “How long did it take from the time you first met this person for you to know that he or she was the person you wanted to spend the rest of your life with?” (1 = I knew extremely quickly/ almost immediately, 7 = I knew extremely slowly/it took a very long time to know). They also specified the number of days (any number from 1 to 365, with a box labeled “it took longer than 1 y.”) For comparison, we instructed 98 never-married participants from the same population (M_{age} = 29.69 y, 30.61% women) to “take a few moments to think about how you will eventually meet your lifelong partner and come to know that he or she is the one.” They were asked to predict their responses.

They were asked: “Who do you think won the election?” and indicated their response.
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**Study 4.** Participants were recruited from TurkPrime’s prescreen panel services for a small monetary sum. We instructed 102 married participants (M_{age} = 36.64 y, 63.73% women) to “take a few moments to think about how you met your lifelong romantic partner and came to know that he or she is the one.” They were asked: “How long did it take from the time you first met this person for you to know that he or she was the person you wanted to spend the rest of your life with?” (1 = I knew extremely quickly/ almost immediately, 7 = I knew extremely slowly/it took a very long time to know). They also specified the number of days (any number from 1 to 365, with a box labeled “it took longer than 1 y.”) For comparison, we instructed 98 never-married participants from the same population (M_{age} = 29.69 y, 30.61% women) to “take a few moments to think about how you will eventually meet your lifelong partner and come to know that he or she is the one.” They were asked to predict their responses.

**Study 5.** Participants (150; M_{age} = 36.89 y, 49.33% women) were recruited from Amazon’s Mechanical Turk. They were paid $0.50 for completing an initial survey and an additional $7.00 if they successfully completed each daily survey. Our final sample resulted in 113 participants (M_{age} = 37.04 y, 51.33% women) who completed all measures. The study followed a fully within-subjects design. All participants had to complete all 5 d regardless of their daily responses.
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