Bootstrap percolation on the stochastic block model
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We analyze the bootstrap percolation process on the stochastic block model (SBM), a natural extension of the Erdős–Rényi random graph that incorporates the community structure observed in many real systems. In the SBM, nodes are partitioned into two subsets, which represent different communities, and pairs of nodes are independently connected with a probability that depends on the communities they belong to. Under mild assumptions on the system parameters, we prove the existence of a sharp phase transition for the final number of active nodes and characterize the sub-critical and the super-critical regimes in terms of the number of initially active nodes, which are selected uniformly at random in each community.
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1. Introduction

Bootstrap percolation on a graph is a simple activation process that starts with a given number of initially active nodes (called seeds) and evolves as follows. Every inactive node that has at least \( r \geq 2 \) active neighbors is activated, and remains so forever. The process stops when no more nodes can be activated. There are two main cases of interest: one in which the seeds are selected uniformly at random among the nodes, and one in which the seeds are arbitrarily chosen. In both cases, the main question concerns the final size of the set of active nodes. Bootstrap percolation was introduced in [16] on a Bethe lattice, and successively investigated on regular grids and trees [9, 10]. More recently, bootstrap percolation has been studied on random graphs and random trees [3, 5, 6, 7, 20, 24, 25, 34], motivated by the increasing interest in large-scale complex systems such as technological, biological and social networks. For example, in the case of social networks, bootstrap percolation may serve as a primitive model for the spread of ideas, rumors and trends among individuals. Indeed, in this context one can assume that a person will adopt an idea after receiving sufficient influence by friends who have already adopted it [27, 31, 35].

In more detail, bootstrap percolation has been studied on random regular graphs [11], on random graphs with given vertex degrees [5], on Galton–Watson random trees [12], on random geometric graphs [14], on Chung–Lu random graphs [6, 7, 20] (which notably permit considering the case of power-law node degree distribution), on small-world random graphs [25, 34] and on Barabási–Albert random graphs [3]. Particularly relevant to our work is the paper by Janson et al. [24], where the authors have provided a detailed analysis of the bootstrap percolation process on the Erdős–Rényi random graph. We emphasize that in [24] the seeds are chosen uniformly at random among the nodes, however, as proved in [18], the critical number of seeds triggering percolation can be significantly reduced if the selection of seeds is optimized.

Over the years, several variants of the bootstrap percolation have been considered. In majority bootstrap percolation, a node becomes active if at least half of its neighbors are active. In jigsaw percolation,
introduced in [15], there are two types of edges, one representing “social links” and one representing “compatibility of ideas”. Two clusters of nodes merge together if there exists at least one edge of each type between them. Majority and jigsaw bootstrap percolation have been analyzed on the Erdős–Rényi random graph in [23] and [13], respectively.

Community structure is an important characteristic of many real-world graphs. This feature, however, is not present in any of the graphs on which bootstrap percolation (or its variants) have been studied so far. Informally, one says that a graph has a community structure if nodes are partitioned into clusters in such a way that many edges join nodes of the same cluster and comparatively fewer edges join nodes of different clusters [21]. Many methods have been proposed for community detection in real networks (see the review article [19]).

Through the development of the theoretical foundations of community detection, the so-called stochastic block model (SBM) has arisen naturally, and attracted considerable attention. The SBM is essentially the superposition of Erdős–Rényi graphs, and is perhaps the simplest interesting case of a random graph with community structure. In particular, detection of two symmetric communities has been studied in [28], while partial or exact recovery of the community membership has been investigated in [1, 2].

In this paper we study classical bootstrap percolation on the SBM with two (in general asymmetric) communities, assuming that seeds are selected uniformly at random within each community and allowing a different number of seeds for different communities. We prove the existence of a sharp phase transition for the number of eventually active nodes, identifying a sub-critical regime, in which the evolution of the bootstrap percolation process is very limited (in the sense that the final size of active nodes is of the same order as the number of seeds), and a super-critical regime, in which the activation process percolates almost completely (in the sense that the vast majority of nodes will be activated). Although our results generalize some of the main achievements in [24], we emphasize that our techniques significantly differ from those employed in [24]. In particular, we devise a suitable extension of the classical binomial chain construction originally proposed in [30] (and also used in [24]), adapting it to the SBM. Furthermore, as opposed to [24], where Doob’s martingale inequality is employed, we use deviation inequalities for the binomial distribution to prove that bootstrap percolation on the SBM concentrates around its average. Our approach provides exponential bounds on the related tail probabilities, which allow us to strengthen the convergence in probability for the final size of active nodes (as obtained in [24]) to the level of almost sure convergence.

To better understand the main difficulties in the analysis of the bootstrap percolation process on the SBM, we recall that in the classical binomial chain construction a (virtual) discrete time is introduced: at each time step a single active node is explored by revealing its neighbors. Nodes become active as soon as the number of their explored neighbors reaches the percolation threshold $r$. In the SBM the stochastic properties of the set of active nodes at time step $t$ heavily depend on the number of nodes that have been explored in each community up to time $t$, and this makes the analysis of the bootstrap percolation process on the SBM significantly more complex. In particular, it requires the identification of an appropriate strategy to select the community in which a new node is explored at every time step.

Although considerably flexible and mathematically tractable, the SBM does not accurately describe most real-world networks. For instance, it does not allow for heterogeneity of nodes within communities. Different variants of the SBM have been proposed to better fit real network data, such as letting nodes follow a given degree sequence [17, 26] or considering overlapping communities and mixed membership models [4, 22]. We acknowledge that analyzing bootstrap percolation on the SBM is only a first step towards a better understanding of this process on more sophisticated community-based models.

The paper is organized as follows. In Section 2 we introduce the model and our assumptions on its parameters. The main results of the paper are stated in Section 3, together with some numerical
illustrations. In Section 4 we provide an overview of our analysis, by first introducing the extension to the SBM of the classical binomial chain representation of the bootstrap percolation process, and then by giving a high-level description of our proofs. The detailed proofs are reported in Section 5. Lastly, in Appendix, we report the proof of some ancillary results.

2. The stochastic block model

2.1. Model description

The SBM \( G = G(n_1, n_2, p_1, p_2, q) \), with number of nodes \( n = n_1 + n_2 \) and parameters \( p_1, p_2, q \in [0,1) \), is a random graph formed by the union of two disjoint Erdős–Rényi random graphs \( G_i = G(n_i, p_i), \ i = 1, 2 \), called hereafter communities, where edges joining nodes in different communities \( G_1 \) and \( G_2 \) are independently added with probability \( q \). In the following we will refer to edges between nodes in the same community as “intra-community” edges and to edges joining nodes in different communities as “inter-community” edges.

Bootstrap percolation on the SBM is an activation process that obeys to the following rules:

- At the beginning, an arbitrary number \( a_i (a_i \leq n_i) \) of nodes, called seeds, are chosen uniformly at random among the nodes of \( G_i \). Seeds are declared to be active, while nodes not belonging to the set of seeds are initially inactive.
- An inactive node becomes active as soon as at least \( r \geq 2 \) of its neighbors are active, and then remain active forever, so that the set of active nodes grows monotonically.
- The process stops when no more nodes can be activated.

The bootstrap percolation process naturally evolves through generations of nodes that are sequentially activated. The initial generation \( G_0 \) is the set of seeds; the first generation \( G_1 \) is composed by all those nodes that are neighbors of at least \( r \) seeds; the second generation \( G_2 \) is composed by all the nodes that are neighbors of at least \( r \) nodes in \( G_0 \cup G_1 \), and so on. The bootstrap percolation process stops when either an empty generation is obtained or all the nodes are active. The final set of active nodes is clearly given by

\[
\mathcal{G} = \bigcup_{k \geq 0} G_k.
\]

We conclude this subsection introducing some notation and terminology. Given two functions \( f_1 \) and \( f_2 \) we write \( f_1(m) \ll f_2(m) \) (or equivalently \( f_1(m) = o(f_2(m)) \)), \( f_1(m) \sim f_2(m) \), and \( f_1(m) = O(f_2(m)) \) if, as \( m \to \infty \), \( f_1(m)/f_2(m) \to 0 \), \( f_1(m)/f_2(m) \to 1 \) and \( \lim \sup_{m \to \infty} |f_1(m)/f_2(m)| < \infty \). Letting \( |\mathcal{X}| \) denote the cardinality of a set \( \mathcal{X} \), we say that the bootstrap percolation process percolates whenever \( |\mathcal{G}| = n - o(n) \), that is, whenever almost all the nodes are activated.

2.2. Model assumptions

In the following we consider a sequence of SBMs with a growing number of nodes \( n \). We warn the reader that, unless explicitly written, all the limits in this paper are taken as \( n \to \infty \).

We assume that the communities \( G_1 \) and \( G_2 \) have sizes that are asymptotically of the same order, i.e.,

\[
n_1 \sim \nu n_2, \quad \text{for some } \nu \in \mathbb{R}_+ := (0, \infty),
\]
and that the inter-community and the intra-community edge probabilities are asymptotically of the same order too, i.e.,

$$q \sim \gamma p_1, \quad \text{for some } \gamma \in \mathbb{R}_+, \quad p_1 \sim \mu p_2, \quad \text{for some } \mu \in \mathbb{R}_+. \quad (2)$$

Note that since $\gamma > 0$ the communities are never isolated. Similarly to [24], we assume

$$1/n_i \ll p_i \ll 1/(n_i^{1/r}), \quad i = 1, 2 \quad (3)$$

and we define the critical number of seeds, in correspondence of which the bootstrap percolation process exhibits a phase transition in the Erdős–Rényi random graph $G(n_i, p_i)$, by

$$g_i := \left(1 - \frac{1}{r}\right) \left(\frac{(r-1)!}{n_i p_i^r}\right)^{\frac{1}{r-1}}, \quad i = 1, 2. \quad (4)$$

As proved in [24], under (3), we have

$$g_i \to \infty, \quad g_i/n_i \to 0, \quad p_i g_i \to 0, \quad i = 1, 2. \quad (4)$$

Note that by (1) and (2) it follows that $g_1$ and $g_2$ are asymptotically comparable. Furthermore, similarly to [24], we assume

$$a_i/g_i \to \alpha_i \geq 0, \quad i = 1, 2, \quad \text{with } \max\{\alpha_1, \alpha_2\} > 0. \quad (5)$$

Without loss of generality, we suppose

$$\alpha_1 \geq \alpha_2 \quad \text{with } \alpha_1 > 0. \quad (6)$$

Inspired by some literature on the subject (see e.g. [29]) we say that the SBM is assortative if the intra-community edge probabilities exceed the inter-community edge probability. Specifically, a SBM is said assortative if $q^2 < p_1 p_2$. Since $q^2/(p_1 p_2) \to \gamma^2 \mu$ (see (2)), by setting

$$\chi_{ii} = 1, \quad i = 1, 2, \quad \chi_{12} := \gamma (\mu)^{r-1}, \quad \chi_{21} := \gamma (\mu)^{-1/(r-1)} \quad \text{and} \quad \chi = (\chi_{ij})_{i,j=1,2},$$

the assortative condition can be reformulated as $\det \chi > 0$. Therefore, in the following we will refer to assortative SBM when $\det \chi > 0$, dis-assortative SBM when $\det \chi < 0$ and neutral SBM when $\det \chi = 0$. Although these notions do not play any role in our main results (i.e., Theorems 3.2 and 3.3), they do have an impact on the definition of the critical curve for the system (see Proposition 3.5).

Finally, we remark once again that, within each community, the seeds must be selected uniformly at random and in such a way that the number of seeds satisfies the constraint (5).

2.3. Bootstrap percolation on the Erdős–Rényi random graph: a quick review

To better position our results with respect to the existing literature, we briefly recall the main achievements in [24]. Note that the Erdős–Rényi random graph corresponds to a SBM with a single community, i.e., $i = 1$. It has been proved in [24] (see Theorem 3.1(ii)). that:

(i) If (3) and (5) hold (with $i = 1$) and $\alpha_1 < 1$, then

$$|S|/g_1 \to \frac{r \varphi(\alpha_1)}{(r-1)\alpha_1}, \quad \text{in probability}$$

(ii) If (3) holds (with $i = 1$) and $\alpha_1 \leq 1$, then

$$|S|/g_1 \to \frac{r \varphi(\alpha_1)}{(r-1)\alpha_1}$$

in probability.
where \( \varphi(\alpha_1) \) is the unique solution in \([0, 1]\) of equation \( rx - x^r = (r - 1)\alpha_1 \) with unknown \( x \) (see Theorem 3.1(i) in [24]).

(ii) If (3) and (5) hold (with \( i = 1 \)) and \( \alpha_1 > 1 \), then

\[
|S|/n \to 1, \quad \text{in probability.}
\]

3. Main results

The bootstrap percolation process on the Erdős–Rényi random graph exhibits a sharp phase transition, see [24]. The reader may be wondering whether more complex phenomena, such as selective percolation of communities, can be observed on the SBM. We will show that this is not the case. Indeed, under the assumptions described in Subsection 2.2, the bootstrap percolation process either stops with high probability when \( O(p_1) \) vertices have been activated (sub-critical case) or percolates (super-critical case). A selective percolation of the communities may be instead observed when \( \gamma = 0 \) (i.e., \( q = o(p_1) \)), where the bootstrap percolation process may behave in each community as if they were isolated.

To state our main results we need some additional notation. For \( x = (x_1, x_2) \in [0, \infty)^2 \), we define the following functions:

\[
\rho_i(x) := \alpha_i - x_i + r^{-1}(1 - r^{-1})^{-1}(x_i + \chi_{ij}x_j)^r, \quad i \neq j \in \{1, 2\}
\]

and the following sets:

\[
D := \{ x \in [0, r/(r - 1)]^2 : x_1 + \chi_{12}x_2 \leq \frac{r}{r - 1}, x_2 + \chi_{21}x_1 \leq \frac{r}{r - 1} \},
\]

\[
E_1 := \{ x \in D : \rho_1(x) \leq 0 \}, \quad E_2 := \{ x \in D : \rho_2(x) \leq 0 \},
\]

\[
\bar{E}_1 := \{ x \in D : \rho_1(x) = 0 \}, \quad \bar{E}_2 := \{ x \in D : \rho_2(x) = 0 \}.
\]

For a set \( \mathcal{H} \subset D \), we denote by \( \mathcal{H}^\circ \) its interior (with respect to the Euclidean topology on \( \mathbb{R}^2 \) restricted to \( D \)). Throughout this paper, we consider the following three disjoint and exhaustive conditions:

(Sub): \( \mathcal{E}_1^\circ \cap \mathcal{E}_2^\circ \neq \emptyset \), \quad (Crit): \( \mathcal{E}_1^\circ \cap \mathcal{E}_2^\circ = \emptyset \), \( \mathcal{E}_1^\circ \cap \bar{E}_2^\circ \neq \emptyset \), \quad (Sup): \( \mathcal{E}_1^\circ \cap \bar{E}_2^\circ = \emptyset \).

Hereafter, we refer to such conditions as sub-critical, critical and super-critical regimes, respectively. A graphical representation of these regimes is given in Figures 1, 2 and 3, where the blue curves represent \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) (additional notation appearing on the plots will be introduced later on).

Remark 3.1. Let \( i \in \{1, 2\} \) be fixed. A straightforward computation shows that if \( \alpha_i > 1 \), then \( \min_{x \in D} \rho_i(x) > 0 \), therefore \( E_i = \emptyset \) and so (Sup) holds. Consequently, conditions (Sub) and (Crit) imply \( \alpha_i \leq 1 \) for any \( i = 1, 2 \).

3.1. Phase transition on the SBM model

Next theorems provide the main results of the paper. Hereon, for ease of notation, we denote by \( (C) \) the set of conditions: (1), (2), (3), (5) and (6).
Theorem 3.2. Assume (C) and (Sub). Then, for any \( \varepsilon > 0 \) there exists \( c(\varepsilon) \in \mathbb{R}_+ \) such that
\[
P\left( \left| \frac{|g|}{g_1} - x_* \right| > \varepsilon \right) = O(e^{-c(\varepsilon)g_1}),
\]
where the explicit expression of the positive constant \( x_* > 0 \) is given in (25).

Theorem 3.3. Assume (C) and (Sup). Then, for any \( \varepsilon > 0 \) there exists \( c(\varepsilon) \in \mathbb{R}_+ \) such that
\[
P\left( \left| \frac{|g|}{n} - 1 \right| > \varepsilon \right) = O(e^{-c(\varepsilon)g_1}).
\]

Roughly speaking, the above results can be rephrased as follows:

(i) under (C) and (Sub), the bootstrap percolation process on the SBM reaches, as \( n \to \infty \), a final size of active nodes which is of the same order as \( a_1 + a_2 \) (indeed, by (2), the definition of \( g_i \), (5) and (6), it easily follows that \( a_1 + a_2 \sim (a_3 + a_2(\nu r')^{1/(r-1)})g_1 \).

(ii) under (C) and (Sup), the bootstrap percolation process on the SBM percolates, as \( n \to \infty \).

Remark 3.4. Replacing the assumption (3) with the (slightly) stronger condition:

For any \( i = 1, 2 \), \( 1/n_i \ll p_i \) and either \( p_i \ll 1/(n_i)^{1/r} \) or \( p_i \sim c/(n_i)^{1/r'} \), for some \( c > 0 \) and \( r' \in (r, \infty) \), by a standard application of the Borel-Cantelli lemma, the claims (7) and (8) can be strengthened, respectively, as \( |g|/g_1 \to x_* \) and \( |g|/n \to 1 \) almost surely.

3.2. The critical curve and the sub-critical and super-critical regions

To complement the results of Theorems 3.2 and 3.3, in this subsection we determine the sub-critical and the super-critical regions of the system, i.e., the set of \( \alpha = (\alpha_1, \alpha_2) \) for which either the sub-critical or the super-critical behavior is observed. We restrict our investigation to \( \alpha \in [0, 1]^2 \) since, as already noticed in Remark 3.1, necessarily (Sup) holds whenever \( \alpha_1 > 1 \) and/or \( \alpha_2 > 1 \). We write \( \hat{E}_i(\alpha_i) \).
SBMs are neutral (i.e., determinant of the parameters critical regions. Hereafter, we illustrate numerically Proposition 3.5, taking (sequences of) SBMs with \( \gamma > (\) \( \gamma < \) \( \gamma \). We define the regions

\[
\mathcal{R}_{\text{Sub}} := \left\{ \alpha \in [0,1]^2 : \hat{\mathcal{E}}_1(\alpha_1) \cap \hat{\mathcal{E}}_2(\alpha_2) \neq \emptyset \right\}, \quad \mathcal{R}_{\text{Sup}} := \left\{ \alpha \in [0,1]^2 : \mathcal{E}_1(\alpha_1) \cap \mathcal{E}_2(\alpha_2) = \emptyset \right\},
\]

and the curve

\[
\mathcal{R}_{\text{Crit}} := \left\{ \alpha \in [0,1]^2 : \hat{\mathcal{E}}_1(\alpha_1) \cap \hat{\mathcal{E}}_2(\alpha_2) = \emptyset, \hat{\mathcal{E}}_1(\alpha_1) \cap \hat{\mathcal{E}}_2(\alpha_2) \neq \emptyset \right\},
\]

to which we refer as the sub-critical and the super-critical regions, and the critical curve, respectively.

By exploiting the convexity of the functions \( \rho_1(\cdot) \) and by imposing the tangency condition between the curves \( \hat{\mathcal{E}}_1(\alpha_1) \) and \( \hat{\mathcal{E}}_2(\alpha_2) \), one can show the following Proposition 3.5, whose proof is elementary, and therefore omitted. From here on, we denote by \( \mathcal{M}^* \) the transpose of the matrix \( \mathcal{M} \).

**Proposition 3.5.** The following claims hold:

(i) **Under** (C) and \( \det \chi \neq 0 \), we have

\[
\mathcal{R}_{\text{Crit}} = \left\{ (y_1,y_2)(\chi^{-1})^t - r^{-1}(1-r^{-1})r^{-1}(y_1^r, y_2^r) \in [0,1]^2 : 0 \leq y_1 \leq r/(r-1), \right. \]

\[
y_2 = (1-r^{-1}) \left( \frac{1-(1-r^{-1})r^{-1}y_1^r}{1-(1-r^{-1})r^{-1}y_1^r \det \chi} \right)^{1/(r-1)} \}
\]

(ii) **Under** (C) and \( \det \chi = 0 \), we have

\[
\mathcal{R}_{\text{Crit}} = \left\{ (y_1,y_2) - r^{-1}(1-r^{-1})r^{-1}(y_1 + 2y_2 \chi_{12})r, (y_1 \chi_{21} + y_2 \chi_{22})r \in [0,1]^2 : 0 \leq y_1 \leq r/(r-1), \right. \]

\[
y_2 = \chi_{21} \left[ \frac{r}{r-1} \left( \frac{1}{1+\chi_{22}} \right)^{1/(r-1)} - y_1 \right] \}
\]

(iii) Under (C), \( \mathcal{R}_{\text{Sub}} \) is the convex set delimited by the curve \( \mathcal{R}_{\text{Crit}} \) and the coordinate axes.

Note that \( \mathcal{R}_{\text{Crit}} \) depends only on the asymptotic properties of the SBM, which are expressed in terms of the parameters \( r, \gamma, \mu \) and \( \nu \). In other words, two (sequences of) SBMs with the same parameters \( r, \gamma, \mu \) and \( \nu \) lead to the same critical curve \( \mathcal{R}_{\text{Crit}} \), and therefore to the same sub-critical and super-critical regions. Hereafter, we illustrate numerically Proposition 3.5, taking (sequences of) SBMs with parameters \( r = 2 \), \( \gamma = 0.25 \), and \( \nu = \mu = 1 \) as baseline case.

We start by investigating the impact of the various parameters on the sub-critical and the super-critical regions. To this aim, we vary a parameter at a time, keeping fixed all the others, and determine the critical curve.

In Figure 4 we vary the parameter \( \gamma \), which characterizes the strength of the inter-community connectivity with respect to the intra-community connectivity. When \( \gamma < 1 \) \( (r = 2, \mu = \nu = 1) \) SBMs are assortative, whereas when \( \gamma > 1 \) SBMs are disassortative. Finally, in the special case when \( \gamma = 1 \) the SBMs are neutral (i.e., \( \det \chi = 0 \)) and exhibit the same \( \mathcal{R}_{\text{Crit}} \) of Erdős–Rényi random graphs. In this
special case the critical curve corresponds to the segment where $\alpha_1 + \alpha_2 = 0.5$, indeed a straightforward computation gives $g_1 = \frac{1}{2 \gamma \beta}$. We further note that, as $\gamma \downarrow 0$, the sub-critical region approaches the whole square (because, as $\gamma \rightarrow 0$, the fraction of edges connecting the two communities tends to vanish, and therefore the activation process spreads in the two communities as if they were isolated).

Finally, since the sub-critical region is convex for any $\gamma$, in a SBM with $\mu = \nu = 1$ (i.e., symmetric), we have that the critical number of seeds is minimized when all the seeds are placed in the same community (i.e., either $\alpha_1 = 0$ or $\alpha_2 = 0$). Instead, the critical number of seeds is maximized when the seeds are equally partitioned between the communities (which approximately occurs, notably, when the seeds are chosen uniformly at random among the nodes). Interestingly, in the latter case (i.e., when the seeds are equally partitioned between the communities), a simple computation shows that the critical threshold in a SBM with $\mu = \nu = 1$ is asymptotically equal to the critical threshold in an Erdős–Rényi random graph having the same average degree.

In Figure 5 we vary the threshold parameter $r$. Note that, as $r \uparrow \infty$, the sub-critical region approaches the domain

$$\{(\alpha_1, \alpha_2) \in [0, 1]^2 : \alpha_1 + \gamma \alpha_2 < 1, \alpha_2 + \gamma \alpha_1 < 1\}$$

(this property holds for any $\gamma$ in the symmetric SBM with $\mu = \nu = 1$).
Next, we explore what happens in SBMs with $\mu \neq \nu$ (i.e., asymmetric) by changing either $\nu$ or $\mu$. In Figure 6 we fix $r = 2$, $\gamma = 0.25$, $\mu = 1$ and increase the parameter $\nu$, making the first community increasingly larger than the second community. Interestingly, we observe a significant reduction in the (normalized) critical value of $\alpha_2$ for increasing values of $\nu$ when we put all the seeds in the community $G_2$ (i.e., $\alpha_1 = 0$); this means that fewer and fewer seeds are needed in community $G_2$ to trigger percolation, as the community $G_1$ becomes larger and larger. This because the epidemic transfers into the community $G_1$, where it propagates more easily thanks to the larger number of available nodes. However, note that, to minimize the (un-normalized) critical number of seeds, all the seeds must be placed in the larger community $G_1$, as a consequence of the fact that $g_i$, $i = 1, 2$, are different.

Finally, in Figure 7 we fix $r = 2$, $\gamma = 0.25$, $\nu = 1$ and increase the parameter $\mu$, thus increasing the intra-community probability in $G_1$. For large values of $\mu$, considerations similar to Figure 6 apply.

4. Overview of the methodology

4.1. The extension of the binomial chain construction

We introduce a discrete time $t \geq 0$ and we assign a marks counter $M_v(t)$, $M_v(0) := 0$, to every node $v$ which is not a seed. Seeds are activated at time $t = 0$. We set $\mathcal{U}_v(0) := \emptyset$ and denote by $A_v(0)$ the set of seeds in the community $G_v$. The process, then, evolves according to the following recursive procedure. At time $t \in \mathbb{N} := \{1, 2, \ldots\}$:

- We arbitrarily select a community $G_j$ provided that $A_j(t-1) \setminus \mathcal{U}_j(t-1) \neq \emptyset$.
- From the selected community $G_j$, we choose, uniformly at random, a node $v \in A_j(t-1) \setminus \mathcal{U}_j(t-1)$.
- We use the chosen node $v$, i.e., we explore the node $v$ by revealing its neighbors and by adding a mark to each of them.
- We set $\mathcal{U}_j(t) := \mathcal{U}_j(t-1) \cup \{v\}$ and $\mathcal{U}_i(t) := \mathcal{U}_i(t-1)$, for $i \neq j$. We also set $A_i(t) := A_i(t-1) \cup \Delta A_i(t)$, where $\Delta A_i(t)$ is the set of nodes in the community $G_i$ that become active exactly at time $t$, i.e., the set of nodes in $G_i$ that have received the $r$-th mark exactly at time $t$. Note that $\Delta A_i(t) = \emptyset$ for $t < r$, since no other nodes are activated until at least $r$ seeds are used.
- The process terminates as soon as there are no active and still unused nodes, i.e., at time step:

$$T := \min\{t \in \mathbb{N} : A_i(t) = \mathcal{U}_i(t), \forall i = 1, 2\}. \quad (11)$$

Note that, since only one node is used at each time step, for any $t \leq T$, $|\mathcal{U}(t)| = t$, where $\mathcal{U}(t) := \mathcal{U}_1(t) \cup \mathcal{U}_2(t)$. Let $\mathcal{A}(t) := A_1(t) \cup \mathcal{A}_2(t)$ denote the set of active nodes at time $t \leq T$. We clearly have

$$v \in \mathcal{A}(t) \setminus \mathcal{A}(t-1) \quad \text{if and only if} \quad M_v(t) = r, \quad 1 \leq t \leq T \quad (12)$$

where

$$M_v(t) = \sum_{i=1}^{2} \sum_{s=1}^{U_i(t)} I_v^{(i)}(s), \quad \forall v \notin \mathcal{A}(t-1) \quad (13)$$

$U_i(t) := |\mathcal{U}_i(t)|$ and the random variables $\{I_v^{(i)}(s)\}_{v \notin \mathcal{A}(t), 1 \leq i \leq 2, 1 \leq s \leq T}$ are independent, with $I_v^{(i)}(s)$ distributed as $\text{Be}(p_i) \quad ^{1}$ if $v$ is a node of the community $G_i$, and distributed as $\text{Be}(q)$ if $v$ is a node of the community $G_j$, $j \neq i$.

$^1$Here $\text{Be}(p)$ denotes a Bernoulli distributed random variable with mean $p \in [0, 1]$. 

The next proposition guarantees that the order in which active nodes are used does not have any impact on the final set of active vertices $\mathcal{A}$.

**Proposition 4.1.** We have $\mathcal{A} \equiv \mathcal{A}(T)$.

Although Proposition 4.1 may appear rather obvious, it plays a crucial role in our proofs. Therefore, for completeness, we report its proof in Appendix B.

**Remark 4.2.** In the description of the binomial chain representation of the bootstrap percolation process, we did not fully specify the rule according to which a community is selected at every time step $t \in \mathbb{N}$. Indeed, we limited ourselves just to mention a general guideline for the selection of the community: at time $t \in \mathbb{N}$, we choose a community $G_i$ which has active and unused nodes. Clearly, this choice can be made in many different ways. Throughout this paper, we refer to such different ways as ”strategies”. Remarkably, Proposition 4.1 applies to any strategy. It will become clear later on that the opportunity to “arbitrarily” define the strategy for the community selection, provides a fundamental degree of flexibility that comes in handy when we analyze the bootstrap percolation process on the SBM (see the proofs of Theorems 3.2 and 3.3).

Hereon, we put $[n] := \{1, 2, \ldots, n\}$ and let $i \in \{1, 2\}$ be fixed. We have defined the random marks $I_v^{(i)}(s)$ for $v \notin \mathcal{A}(t)$ and $1 \leq s \leq T$, but, similarly to [24], see Section 2 therein, it is possible to introduce additional, redundant random marks, which are independent and Bernoulli distributed with mean $p_i$ if $v$ is a node of the community $G_i$, and with mean $q$ if $v$ is a node of the community $G_j$, $j \neq i$, in such a way that $I_v^{(i)}(s)$ is defined for all $v \in G$ and $s \in [n]$. Such additional random marks are added, for any $1 \leq s \leq T$, to already active nodes and so they have no effect on the underlying bootstrap percolation process. This corresponds to artificially extending the chain construction beyond $T$, by selecting and exploring at every time $T \leq t \leq n$ a potentially non-active node. Clearly such extension has no effect on the dynamics of the bootstrap percolation process up to time $T$, and it is just instrumental. Throughout this paper, we denote by $\text{Bin}(u, p)$, $u \in \mathbb{N}$, $p \in [0, 1]$, a random variable following the binomial distribution with parameters $(u, p)$.

Note that, conditionally on $U_1(t)$ and $U_2(t)$, the random variable $M_v(t)$ is the sum of independent random variables with the binomial distribution, i.e., for fixed $i \in \{1, 2\}$ and $t \in [n] \cup \{0\}$ we have

\[ M_v(t) \mid \{U(t) = u(t)\} \overset{\text{iid}}{=} \text{Bin}(u_i(t), p_i) + \text{Bin}(u_j(t), q), \quad v \in G_i, j \neq i \]  

(14)

where $U(t) := (U_1(t), U_2(t))$, $u(t) := (u_1(t), u_2(t))$, the symbol $\overset{\text{iid}}{=}$ denotes the equality in law and the random variables $\text{Bin}(u_i(t), p_i)$ and $\text{Bin}(u_j(t), q)$ are independent. The number of active nodes in the community $G_i$ at time $t \in [n] \cup \{0\}$ is given by

\[ A_i(t) := |A_i(t)| = a_i + S_i(t), \]  

(15)

where

\[ S_i(t) := \sum_{v \in G_i \setminus A_i(0)} 1\{Y_v \leq t\}, \quad Y_v := \min\{s \in \mathbb{N} : M_v(s) \geq r\}. \]  

(16)

Since the random variables \{\(M_v(t) \mid \{U(t) = u(t)\}\)\}_{v \in G_i} are independent and identically distributed with law specified by (14), we have

\[ S_i(t) \mid \{U(t) = u(t)\} \overset{\text{iid}}{=} \text{Bin}(n_i - a_i, b_i(u(t))), \]  

(17)
Bootstrap percolation on the SBM

where

\[ b_i(u(t)) := P\left( \text{Bin}(u_i(t), p_i) + \text{Bin}(u_j(t), q) \geq r \right), \quad i \in \{1, 2\}, j \neq i. \] (18)

Hereafter, we denote by \( A(t) := |A(t)| = \sum_{i=1}^{2} A_i(t) \), the number of active nodes in the SBM at time \( t \). Note that \( |S| = A(T) = T - 1 \).

**Remark 4.3.** The analysis of the bootstrap percolation process is significantly more complex on the SBM than on the Erdős–Rényi random graph. Indeed, on the SBM, for any \( t < T \), the random variables \( \{ A_i(t) \}_{1 \leq i \leq 2} \) depend on the quantities \( \{ U_i(t) \}_{1 \leq i \leq 2} \) and so on the chosen strategy. In turn, the choice of a strategy is constrained by the availability of active and unused nodes in the different communities. As a result, \( S_i(t) \) is binomial only given the event \( \{ U(t) = u(t) \} \). In contrast, on the Erdős–Rényi random graph the number of used nodes at time \( t \) is equal to \( t \), and therefore the law of the number of active and unused nodes at time \( t \) is (unconditionally) binomial.

**4.2. High level description of the proofs**

In broad terms, the proofs of Theorems 3.2 and 3.3 adopt the following approach. First, note that since \( T - 1 = |S| \), we can reduce the computation of the tail probabilities of \( |S| \) to the computation of the tail probabilities of \( T \). Then, exploiting the definition of \( T \) given in (11), we aim to upper-bound the tail probabilities of \( T \) with a combination of probabilities associated to the events \( \{ A_i(t) - U_i(t) < 0 \}, i \in \{1, 2\} \), for different time instant \( t \). However, in doing so, the following difficulty arises. \( A(t) \) depends on \( U(t) \), which itself depends on the selected strategy and on the past trajectory \( A(\tau) - U(\tau) \) for \( \tau < t \). This because, as already mentioned in Remark 4.3, whatever strategy is considered, we can choose a node in the community \( G_i \) at time \( \tau \) only if \( A_i(\tau - 1) - U_i(\tau - 1) > 0 \). We refer to this constraint as feasibility constraint.

By (4.1), we can choose whatever strategy is convenient (among those that are feasible, i.e., satisfy the feasibility constraint), indeed the choice of a strategy has no impact on the final number of active nodes. A first crucial step in our proofs consists in identifying such a strategy. In the attempt to balance the number of active and unused nodes in the two communities, a possible candidate is the max-strategy, according to which, at time step \( 1 \leq t \leq T \), one chooses the community with the maximum number of active and unused nodes \( A_i(t) - U_i(t - 1) \). The main drawback of this strategy is that the analysis of the corresponding processes \( A(t), U(t), t \leq T \), appears prohibitive due to its complex correlation structure. To circumvent this difficulty, we introduce a hybrid variant of the max-strategy defined above, according to which, at time \( t \), the community \( G_1 \) is selected if and only if

\[
\lim_{n \to \infty} \frac{E[A_1(t) - U_1(t) | U(t) = u(t)]}{g_1} \geq \lim_{n \to \infty} \frac{E[A_2(t) - U_2(t) | U(t) = u(t)]}{g_2},
\]

i.e., at time \( t \) we select the community with the largest asymptotic normalized expected number of active and unused nodes.

We go on selecting communities according to this rule up to a random time \( T' \), \( T' \leq T \), defined as the first time at which the feasibility constraint prevents us from further using our deterministic policy. For every time \( t \in (T', T] \), instead, we select communities according to an arbitrary feasible strategy, such as the max-strategy. The reason why the hybrid max-strategy simplifies the analysis of the bootstrap percolation process is that up to time \( t \leq T' \), the process \( U(t) \) is deterministic, with the mapping \( t \mapsto (U_1(t)/g_1, U_2(t)/g_2) \) describing a particular well determined curve in \( \mathbb{D} \). As a result, the characterization of \( P(A_i(t) - U_i(t) < 0) \) becomes extremely simple, since it can be reduced to the tail probability of binomial random variables. Then we can easily bound from above the probability
\( P(A_i(t) - U_i(t) < 0) \) by using the concentration inequalities reported in Appendix F, provided that we are able to characterize the average asymptotic dynamics of \( E[A_i(t) - U_i(t)] \). We emphasize that, by so doing, we obtain exponential bounds. Moreover we wish to point out that the asymptotic analysis of the average dynamics of the hybrid max-strategy permits us to identify three regimes, which are shown to be equivalent to (Sub), (Sup) and (Crit).

At last we recall that the interested reader can find the extension to the case of SBMs with \( k > 2 \) communities in [33]. While the stochastic analysis can be carried out following the same lines as for the case \( k = 2 \), the identification of a suitable deterministic strategy is not straightforward. We report in Appendix A a brief discussion of the main issues arising in the case of \( k > 2 \) communities.

5. Proofs

5.1. Preliminaries

We start by introducing the asymptotic normalized mean number of active and unused nodes. For \( t \in [n] \cup \{0\} \) and \( i \in \{1, 2\} \), we set

\[
R_i(u(t)) := E[A_i(t) - U_i(t) \mid U(t) = u(t)] = a_i + (n_i - a_i)b_i(u(t)) - u_i(t).
\]

Hereon, for \( x := (x_1, x_2) \in [0, \infty)^2 \), we set \( \lfloor x \rfloor := (\lfloor x_1 \rfloor, \lfloor x_2 \rfloor) \), where \( \lfloor x \rfloor \) denotes the greatest integer less than or equal to \( x \in \mathbb{R} \). The following lemmas hold.

**Lemma 5.1.** Assume (1), (2), (3), (5) and let \( i \in \{1, 2\} \) be fixed. Then

\[
\lim_{n \to \infty} R_i(\lfloor x \rfloor) = \rho_i(x), \quad \forall x \in [0, \infty)^2
\]

**Lemma 5.2.** Assume (1), (2), (3), (5), and let \( W \) be a compact subset of \((0, \infty)^2\). Then

\[
\sup_{x \in W} \left| R_i(\lfloor x \rfloor) - \rho_i(x) \right| \to 0, \quad \forall i = 1, 2.
\]

**Lemma 5.3.** Assume (1), (2) and (3). Then, for any \( x \in [0, \infty)^2, i \in \{1, 2\} \) and \( j \in \{1, 2\} \setminus \{i\}, \)

\[
b_i(\lfloor x \rfloor) = \left(1 + O\left(1\{x_i > 0\}(\lfloor x_i g_i \rfloor p_i + (\lfloor x_i g_i \rfloor)^{-1}) + 1\{x_j > 0\}(\lfloor x_j g_j \rfloor q + (\lfloor x_j g_j \rfloor)^{-1})\right)\right)
\times (\lfloor x_i g_i \rfloor p_i + \lfloor x_j g_j \rfloor q)^r / r!.
\]

We postpone the proofs of Lemmas 5.1, 5.2 and 5.3, which are technical, but conceptually rather straightforward, to Appendix C.
5.2. Equivalent formulations of (Sub), (Crit) and (Sup)

Throughout this subsection we assume \((C)\) and \((6)\) with \(\alpha_1 \leq 1\). We consider the curve

\[
\mathcal{D}_\rho := \{ x \in \mathcal{D} : \rho_1(x) = \rho_2(x) \}
\]

and the conditions:

(Sub): \(\min_{x \in \mathcal{D}_\rho} \rho_1(x) < 0\), \quad (Crit): \(\min_{x \in \mathcal{D}_\rho} \rho_1(x) = 0\), \quad (Sup): \(\min_{x \in \mathcal{D}_\rho} \rho_1(x) > 0\).

Note that \(\mathcal{D}_\rho\) is graphically represented by the purple curve in Figures 1, 2 and 3. The following proposition holds.

**Proposition 5.4.** Under the assumption \((C)\) with \(\alpha_1 \leq 1\), we have that the conditions \((\text{Sub})\), \((\text{Crit})\) and \((\text{Sup})\) are equivalent to \((\text{Sub})\), \((\text{Crit})\) and \((\text{Sup})\), respectively.

The proof of this proposition exploits the following lemma.

**Lemma 5.5.** Assume \((C)\) with \(\alpha_1 \leq 1\). Then:

(i) \(\mathcal{D}_\rho\) is the graph of a strictly increasing function of class \(C^1\), say \(\zeta(\cdot)\), with domain \([x_1^{(0)}, x_1^{(1)}]\), where \(x_1^{(0)}\) is the unique solution of the equation

\[
\rho_1(x_1, 0) - \rho_2(x_1, 0) = 0, \quad x_1 \in (0, r/(r - 1))
\]

and \(x_1^{(1)}\) is the unique point in \((0, r/(r - 1))\) such that

\[
\{(x_1^{(1)}, \zeta(x_1^{(1)}))\} = \overline{\mathcal{D}} \cap \mathcal{D}_\rho,
\]

where

\[
\overline{\mathcal{D}} := \left\{ x \in \mathcal{D} : \max\{x_1 + \chi_1 x_2, x_2 + \chi_2 x_1\} = \frac{r}{r - 1} \right\}.
\]

(ii) \(\rho_1(x^{(0)}) = \rho_2(x^{(0)}) > 0\), where \(x^{(0)} := (x_1^{(0)}, 0)\).

(iii) \(\overline{\mathcal{E}}_1\) is the graph of a strictly increasing and strictly concave function of class \(C^2\), say \(\zeta_1(\cdot)\), with domain \([y_1^{(0)}, y_1^{(1)}]\) and \(\zeta_1(y_1^{(0)}) = 0\). Here \(y_1^{(0)}\) is the smallest positive solution of the equation \(\alpha_1 - x_1 + r^{-1}(1 - r^{-1})x_1^r = 0\), and \(y_1^{(1)}\) is the unique point on \((0, r/(r - 1))\) such that

\[
\{(y_1^{(1)}, \zeta_1(y_1^{(1)}))\} = \overline{\mathcal{D}} \cap \overline{\mathcal{E}}_1.
\]

(iv) \(\overline{\mathcal{E}}_2\) is the graph of a strictly increasing and strictly convex function of class \(C^2\), say \(\zeta_2(\cdot)\), with domain \([0, y_2^{(1)}]\) and \(\zeta_2(0) = y_2^{(0)}\). Here \(y_2^{(0)}\) is the smallest positive solution of the equation \(\alpha_2 - x_2 + r^{-1}(1 - r^{-1})x_2^r = 0\), and \(y_1^{(2)}\) is the unique point on \((0, r/(r - 1))\) such that

\[
\{(y_1^{(2)}, \zeta_2(y_1^{(2)}))\} = \overline{\mathcal{D}} \cap \overline{\mathcal{E}}_2.
\]

Having established the above lemma, we define

\[
\mathcal{Z} := \overline{\mathcal{E}}_1 \cap \overline{\mathcal{E}}_2,
\]
i.e., $\mathcal{Z}$ is the set of the zeros of both $\rho_1(\cdot, \cdot)$ and $\rho_2(\cdot, \cdot)$, which necessarily lie in $\mathcal{D}_\rho$. Under the assumption ($C$), by Lemma 5.5 (parts $iii$ and $iv$) we have that:

$$\mathcal{Z} = \bar{E}_1 \cap \bar{E}_2 = \emptyset \iff \zeta_1(x) < \zeta_2(x), \forall x \in [y_1^{(0)}, y_1^{(1)}] \cap [0, y_2^{(1)}] \Rightarrow E_1 \cap E_2 = \emptyset \iff (\text{Sup}).$$

Hence

$$(\text{Sub}) \iff \bar{E}_1 \cap \bar{E}_2 \neq \emptyset \Rightarrow E_1 \cap E_2 \neq \emptyset \Rightarrow \mathcal{Z} = \bar{E}_1 \cap \bar{E}_2 \neq \emptyset.$$  \hspace{1cm} (22)

Let

$$z_* = (z_*, \zeta(z_*)) \in \bar{E}_1 \cap \bar{E}_2$$  \hspace{1cm} (24)

denote the zero of $\rho_1(\cdot, \cdot)$ and $\rho_2(\cdot, \cdot)$ in $\mathcal{D}_\rho$ with the smallest first coordinate (which is obviously strictly positive), and set

$$x_* := z_* + \zeta(z_*)(\nu \mu^r)^{1/(r-1)} > 0.$$  \hspace{1cm} (25)

Here, $\zeta(\cdot)$ is the function whose graph is $\mathcal{D}_\rho$ (see Lemma 5.5($i$)).

For later purposes, it is important to note that, as immediate consequence of Lemma 5.5 (parts $iii$ and $iv$) we have that, under the assumptions ($C$) and (Sub), there exists a right neighborhood of $z_* > 0$, say $I_{z_*}^+$, such that $\zeta_2(x_1) > \zeta_1(x_1)$ for any $x_1 \in I_{z_*}^+$, i.e.,

$$\rho_1(x_1, \zeta(x_1)) = \rho_2(x_1, \zeta(x_1)) < 0, \quad \forall x_1 \in I_{z_*}^+.$$  \hspace{1cm} (26)

The proofs of Lemma 5.5 and Proposition 5.4 are reported in Appendix D.

### 5.3. Proof of Theorem 3.2

By Remark 3.1 we necessarily have $\alpha_1 \leq 1$. Let $x_1^{(0)}, x_1^{(1)}$ be the extreme points of the domain of $\zeta(\cdot)$ (see Lemma 5.5($i$)), consider the segment

$$S := \{(x_1, 0): x_1 \in [0, x_1^{(0)}]\}$$

and denote by $\zeta(\cdot)$ the function whose graph is given by $\mathcal{C} := S \cup \mathcal{D}_\rho$, i.e.,

$$\zeta(x_1) := \mathbf{1}_{[x_1^{(0)}, x_1^{(1)}]}(x_1) \zeta(x_1), \quad x_1 \in [0, x_1^{(1)}].$$

We recall that, in our terminology, a strategy is a rule according to which at every time step $t \in [n]$ a community is selected, see Remark 4.2.

We proceed by dividing the proof in four steps. Usually, throughout the proof, for ease of notation, we denote by $c > 0$ a generic positive constant, by $c(\epsilon)$ if it depends on $\epsilon > 0$.

**Step 1: Identification of a suitable strategy**

In this section we are going to formally define the hybrid variant of the max-strategy, which has been introduced informally in Section 4.2. We start from its initial deterministic component, in correspondence of which the trajectory of the normalized number of used nodes in each community follows the curve $(x_1, \zeta(x_1))$, as it can be observed by combining (19), Lemma 5.1, (21) and Lemma 5.5 (i). Therefore, our first goal is to define the corresponding un-normalized `trajectory’ $(w_1(t), w_2(t))$ of the
actual number of nodes to be used by time $t$ in the community $G_i$. With this in mind, we first establish a map between the discrete parameter $t$ and the quantity $x_1$ that parametrizes the curve $(x_1, \zeta(x_1))$. In particular, we set
\begin{equation}
v(x_1) := |x_1 g_1| + [\zeta(x_1) g_2], \quad x_1 \in [0, x_1^{(1)}].
\end{equation}

Note that $v([0, x_1^{(1)}])$ is a subset of $[n] \cup \{0\}$, say $v([0, x_1^{(1)}]) = \{t_0, t_1, \ldots, t_{m+1}\}$. Without loss of generality, we assume $t_0 := v(0) = 0 < t_1 < \ldots < t_m < t_{m+1} := v(x_1^{(1)})$. We consider the right-continuous generalized inverse function of $v$:
\begin{equation}
v^{-1}(t_s) := \inf\{x_1 \in [0, x_1^{(1)}]: v(x_1) \geq t_s\}, \quad s = 0, \ldots, m + 1.
\end{equation}

Finally, we set
\begin{equation}
w_1(t_s) := [v^{-1}(t_s) g_1], \quad w_2(t_s) := [\zeta(v^{-1}(t_s)) g_2], \quad s = 0, \ldots, m + 1.,
\end{equation}

Now, to conclude our construction, we extend the definition of $w_i(\cdot), i = 1, 2$, to the set $\{0, v(x_1^{(1)})\} \cap (\mathbb{N} \cup \{0\})$, by interpolating their values in $v([0, x_1^{(1)}])$ as follows. We note that by construction
\[w_i(t_{s+1}) - w_i(t_s) \in \{0, 1\}, \quad i = 1, 2, s = 0, \ldots, m\]
and
\[\sum_{i=1}^{2} w_i(t_s) = t_s, \quad s = 0, \ldots, m + 1.\]

So, for any $s = 0, \ldots, m + 1$, $t_{s+1} - t_s \in \{1, 2\}$. Consequently, for any $t \in ((0, v(x_1^{(1)})) \cap \mathbb{N}) \setminus v([0, x_1^{(1)}])$, there exists $t_s \in v([0, x_1^{(1)}])$, for some $s \in \{0, \ldots, m\}$, such that $t = t_s + 1$ and $t + 1 = t_{s+1}$. For such a $t$, we define
\begin{equation}
w_1(t) := [v^{-1}(t_s) g_1] + 1 \quad \text{and} \quad w_2(t) := [\zeta(v^{-1}(t_s)) g_2].
\end{equation}

Note that, by construction,
\begin{equation}
\sum_{i=1}^{2} w_i(t) = t, \quad \forall \ t \in \{0, \ldots, v(x_1^{(1)})\}.
\end{equation}

Finally, we need to determine the conditions under which the deterministic strategy we are defining can be successfully employed. To this purpose we define the stopping time
\begin{equation}
T' := \min\{1 \leq t \leq v(x_1^{(1)}): A_i(t-1) < w_i(t), \quad \text{for some} \ 1 \leq i \leq 2\}.
\end{equation}

At time step $t \geq 0$, we choose the community $G_i, i = 1, 2$, if and only if $C_i(t) = 1$, where
\begin{equation}
C_i(0) := 0, \quad C_i(t) := w_i(t) - w_i(t-1), \quad 1 \leq t < T'
\end{equation}
and
\begin{equation}
C_1(t) = 1 \{A_1(t-1) - U_1(t-1) \geq A_2(t-1) - U_2(t-1)\}, \quad C_2(t) = 1 - C_1(t), \quad T' \leq t \leq T
\end{equation}
In words, the chosen strategy is deterministic and equal to (32) as long as possible. Indeed, $T'$ is the first time at which the deterministic strategy (32) can not be employed because of the lack of usable and active nodes. Note that setting $w(t) := (w_1(t), w_2(t))$, we have

$$U(t) = w(t), \ \forall t < T'$$

(34)

The above strategy is well-defined, indeed, by construction, at each time step $t \leq T'$, there exists only one index $i \in \{1, 2\}$ such that $C_i(t) = 1$ ($C_j(t) = 0$ for $j \neq i$), and by (34) we have $T \geq T'$ with $T - 1 = |\mathcal{G}|$. As already mentioned, we extend the process for $T \leq t \leq n$ by adopting an arbitrary “unfeasible” strategy. The choice of the strategy employed for $t \geq T'$ has no impact on $T'$.

**Step 2: outline of the proof.**

It can be easily seen that

$$\lim_{\delta \to 0} \lim_{n \to \infty} v(z_0 + \delta_0)/v(z_0) = 1.$$ 

Therefore, for any $\varepsilon > 0$, there exist $\delta_0 > 0$ and $n_\varepsilon \in \mathbb{N}$ such that for any $n \geq n_\varepsilon$, it holds $v(z_0 + \delta_0) < (1 + \varepsilon)v(z_0)$ and $v(z_0 - \delta_0) > (1 - \varepsilon)v(z_0)$. So, for an arbitrarily fixed $\varepsilon > 0$ and any $n \geq n_\varepsilon$

$$\{|G|/v(z_0) - 1| > \varepsilon\} = \{|G| > (1 + \varepsilon)v(z_0)\} \cup \{|G| < (1 - \varepsilon)v(z_0)\} \subseteq \{|G| > v(z_0 + \delta_0)\} \cup \{|G| < v(z_0 - \delta_0)\} \subseteq \{|G| \geq v(z_0 + \delta_0)\} \cup \{T' \leq v(z_0 - \delta_0)\}.$$ 

Since $v(z_0)/g_1 \to x_*$, the claim then follows if we prove that, for any $\delta > 0$ small enough there exists a positive constant $c(\delta) > 0$ such that

$$P(T' \leq v(z_0 - \delta)) = O(e^{-c(\delta)g_1})$$

(35)

$$P(|G| \geq v(z_0 + \delta)) = O(e^{-c(\delta)g_1}).$$

(36)

**Step 3: proof of (35)**

We divide the proof of (35) in three parts. In Step 3.1 we prove the inequality

$$P(T' \leq v(z_0 - \delta)) < \bar{T}_1 + \bar{T}_2,$$

(37)

where

$$\bar{T}_1 := \sum_{s=0}^{v(x_1^{(0)}) - 1} P(\text{Bin}(n_1 - a_1, b_1((w_1(s), 0))) < w_1(s + 1) - a_1)$$

(38)

$$\bar{T}_2 := \sum_{s=v(x_1^{(0)})}^{v(x_2^{(0)})} \sum_{i=1}^{2} P(\text{Bin}(n_i - a_i, b_i(w(s))) < w_i(s + 1) - a_i).$$

(39)

In Step 3.2 we prove

$$\bar{T}_1 = O(e^{-cg_1})$$

(40)
by applying the concentration inequalities reported in Appendix F to every addend in (38). In Step 3.3 we prove
\[ T_2 = O(e^{-c(\delta)g_1}) \]  
again by applying the concentration inequalities reported in Appendix F to every addend in (39).

**Step 3.1: proof of (37).**
Hereon, we set \( A(t) := (A_1(t), A_2(t)) \) and, for two vectors \( y = (y_1, y_2) \) and \( y' = (y'_1, y'_2) \), we write \( y \geq y' \) if \( y_i \geq y'_i, i = 1, 2 \). From (31) and (34) we get
\[ \{ T' > t \} = \{ A(s) \geq w(s + 1) \forall 0 \leq s \leq t - 1 \} \subseteq \{ U(s) = w(s) \forall 0 \leq s \leq t \}. \]  
which yields
\[ \{ T' = t \} = \{ A(t - 1) < w(t), A(s) \geq w(s + 1) \forall 0 \leq s \leq t - 2 \} \]
\[ \subseteq \{ A(t - 1) < w(t), U(s) = w(s) \forall 0 \leq s \leq t - 1 \}. \]  
Therefore
\[ P(T' \leq t) = P \left( \bigcup_{1 \leq s \leq t} \{ T' = s \} \right) = \sum_{s=1}^{t} P(T' = s) \]
\[ \leq \sum_{s=0}^{t-1} P(A(s) < w(s + 1), U(h) = w(h) \forall 0 \leq h \leq s) \]
\[ \leq \sum_{s=0}^{t-1} P(A(s) < w(s + 1), U(s) = w(s)) \]  
Consequently,
\[ P(T' \leq v(z_* - \delta)) \leq \sum_{s=0}^{v(z_* - \delta)} P(A(s) < w(s + 1) \mid U(s) = w(s)) \]
\[ = \sum_{s=0}^{v(x_1^{(0)} - 1)} \left( P(S_1(s) + a_1 - w_1(s + 1) < 0 \mid U(s) = (w_1(s), 0)) \right) \]
\[ + \sum_{s=v(x_1^{(0)})}^{v(z_* - \delta)} \sum_{i=1}^{2} P(S_1(s) + a_i - w_i(s + 1) < 0 \mid U(s) = w(s)), \]  
where we used the fact that \( w_2(s) = 0 \) for \( s = 1, \ldots, v(x_1^{(0)}) \). The inequality (37) follows from (47), noticing that (17) yields
\[ \sum_{s=0}^{v(x_1^{(0)} - 1)} P(S_1(s) + a_1 - w_1(s + 1) < 0 \mid U(s) = (w_1(s), 0)) = \Xi_1 \]
and
\[ v(z_\epsilon, \delta) - 1 \sum_{s=v(x_1^{(0)})}^{2} P(S_i(s) + a_1 - w_i(s + 1) < 0 \mid U(s) = w(s)) = \Xi_2. \]

**Step 3.2: proof of (40).**

We first note that, since \( w_2(s) = 0 \) and therefore \( w_1(s) = s \) for \( s < v(x_1^{(0)}) \), we have
\[
\min(a_1, v(x_1^{(0)})) - 1 \sum_{s=0}^{v(x_1^{(0)}) - 1} P\left( \text{Bin}(n_1 - a_1, b_1(s, 0)) < s + 1 - a_1 \right)
+ \sum_{s=\min(a_1, v(x_1^{(0)}))}^{v(x_1^{(0)}) - 1} P\left( \text{Bin}(n_1 - a_1, b_1(s, 0)) < s + 1 - a_1 \right).
\]

with the convention that the second addend on the right hand side is null when \( \min(a_1, v(x_1^{(0)})) = v(x_1^{(0)}) \). Now, note that by construction
\[
\min(a_1, v(x_1^{(0)})) - 1 \sum_{s=1}^{v(x_1^{(0)}) - 1} P\left( \text{Bin}(n_1 - a_1, b_1(s, 0)) < s + 1 - a_1 \right) = 0.
\]

Therefore, \( \Xi_1 \) is not null only if \( a_1 < v(x_1^{(0)}) \), and so
\[
\Xi_1 \leq \sum_{s=a_1}^{v(x_1^{(0)}) - 1} P\left( \text{Bin}(n_1 - a_1, b_1(s, 0)) < s + 1 - a_1 \right).
\]

Now we are going to bound each addend of the sum in the right-hand side by using the inequality (81) in Appendix F. For any \( s \in \{a_1, \ldots, v(x_1^{(0)}), a_1 / g_1 = w_1(s)/g_1 \} \), we have \( v^{-1}(s) = s/g_1 = w_1(s)/g_1 \). Moreover observe that, since \( a_1 / g_1 \rightarrow a_1 < x_1^{(0)} \), for \( n \) sufficiently large \( a_1 / g_1 \in [a_1 / 2, x_1^{(0)}] \). Similarly, since \( v^{-1}(v(x_1^{(0)})) - 1 = (v(x_1^{(0)}) - 1)/g_1 = ([x_1^{(0)}] - 1)/g_1 \uparrow x_1^{(0)} \), for sufficiently large \( n \) we have \( v^{-1}(v(x_1^{(0)}) - 1) \in [a_1 / 2, x_1^{(0)}] \). Then, as an immediate consequence of the monotonicity of the involved functions, for \( n \) sufficiently large, let us say \( n > n' \), we have that \( v^{-1}(s) \in [a_1 / 2, x_1^{(0)}] \) for any \( s \in \{a_1, \ldots, v(x_1^{(0)}), a_1 / g_1 \} \). Hence we can apply Lemma 5.2 and conclude that, for \( n > n'' \) (\( n'' \) not depending on \( s \) and not smaller than \( n' \)):
\[
R_1((s, 0)) = R_1((w_1(s), 0)) = R_1(([v^{-1}(s) g_1], 0)) = R_1((v^{-1}(s) g_1, 0)) > \frac{1}{2}(\rho_1(v^{-1}(s), 0)) g_1 \geq \inf_{x \in [a_1 / 2, x_1^{(0)}]} \frac{1}{2}(\rho_1(x, 0)) g_1 = \frac{1}{2} \rho_1(x^{(0)}) g_1,
\]
where for the latter equation we have used the property that $\rho_1(\cdot,0)$ is strictly decreasing on $(0,r/(r-1))$. In conclusion, we have, for all $n > n''$

$$E[\text{Bin}(n_1 - a_1, b_1(s,0))] = R_1((s,0)) - a_1 + s \geq \frac{1}{2} \rho_1(x^{(0)}) g_1 + s - a_1 > s + 1 - a_1.$$ 

Therefore, we can apply inequality (81) in Appendix F. Note that, since the mapping $x \mapsto x/(x+y)$, for fixed $y > 0$, is strictly increasing on $(0,\infty)$, and the function $H$ defined by (79) in Appendix F is decreasing on $(0,1)$, for every $n > n''$, we have

$$P\left(\text{Bin}(n_1 - a_1, b_1((s,0)) < s + 1 - a_1\right) = P\left(\text{Bin}(n_1 - a_1, b_1((s,0)) \leq s - a_1\right) \leq \exp\left(-\frac{1}{2} \rho_1(x^{(0)}) g_1 H\left(\frac{s - a_1}{2 \rho_1(x^{(0)}) g_1 + s - a_1}\right)\right) \leq \exp\left(-\frac{1}{2} \rho_1(x^{(0)}) g_1 H\left(\frac{x_1^{(0)}}{2 \rho_1(x^{(0)}) + x_1^{(0)}}\right)\right).$$

In conclusion, defined $c' := \frac{1}{2} \rho_1(x^{(0)}) H\left(\frac{x_1^{(0)}}{2 \rho_1(x^{(0)}) + x_1^{(0)}}\right)$ and $c = \frac{1}{2} c'$, for every $n > n''$ we have

$$T_1 < x_1^{(0)} g_1 e^{-c' g_1} = O(e^{-c g_1}),$$

which yields (40).

**Step 3.3: proof of (41).**

To prove (41) we follow the same lines as in the proof of (40). As first step we show that for a sufficiently large $n$ (independently from $s$) $(w_1(s)/g_1, w_2(s)/g_2)$ is contained in a properly compact set $\mathcal{E}_{z_\ast - \delta, \varepsilon_0}$ satisfying the following property:

$$\mathcal{E}_{z_\ast - \delta, \varepsilon_0} \subset \{x \in \mathcal{D} : \rho_1(x) > 0, \rho_2(x) > 0\}.$$ 

Then we bound $T_2$ as follows:

$$T_2 \leq \sum_{s,v \in (x_1^{(0)})} \sum_{i=1}^{v(z_\ast - \delta) - 1} 2 \sum_{s,v \in (x_1^{(0)})} \sum_{i=1}^{v(z_\ast - \delta) - 1} P(\text{Bin}(n_i - a_i, b_i(w(s)))/g_i < (w_i(s) - a_i + 1)/g_i) \leq v(z_\ast - \delta)(s_1(\varepsilon) + s_2(\varepsilon)),$$

for any $\varepsilon > 0$, where

$$s_i(\varepsilon) := \sup_{x \in \mathcal{E}_{z_\ast - \delta, \varepsilon_0}} P\left(\text{Bin}(n_i - a_i, b_i(xg_i))/g_i < x_i - a_i + \varepsilon\right), \ i = 1, 2. \tag{49}$$

Then, exploiting Lemma 5.2 and the inequality (81) in Appendix F, we are going to show that there exists $\varepsilon = \varepsilon(\delta)$ such that

$$s_i(\varepsilon(\delta)) = O(e^{-c(\delta) g_1}), \ i = 1, 2. \tag{50}$$

Then (41) immediately follows.
Step 3.3.1: Definition of $\mathcal{C}_{z^* - \delta, \varepsilon_0}$.

Let $\mathcal{C}_x$ be the graph of the function $\overline{\zeta}(\cdot)$ restricted to $[x_1^{(0)}, x]$, for an arbitrary $x \in (x_1^{(0)}, x_1^{(1)}].$ Clearly, for any $x$, $\mathcal{C}_x$ is a compact set of $\mathbb{R}^2$. Using Lemma 5.5, it is easily seen that, for any $\delta$,

$$
\mathcal{C}_{z_* - \delta} \subset \mathcal{C}_{z_*} \cap \{x \in \mathcal{D}: \rho_1(x) > 0, \rho_2(x) > 0\}.
$$

For $\varepsilon > 0$, let $\mathcal{C}_{z_* - \delta, \varepsilon}$ be the $\varepsilon$-thickening of $\mathcal{C}_{z_* - \delta}$, i.e.,

$$
\mathcal{C}_{z_* - \delta, \varepsilon} := \{x \in \mathbb{R}^2: \operatorname{dist}(x, \mathcal{C}_{z_* - \delta}) \leq \varepsilon\},
$$

where, for $\mathcal{B} \subset \mathbb{R}^2$,

$$
\operatorname{dist}(x, \mathcal{B}) := \inf\{\|x - y\|: y \in \mathcal{B}\}
$$

and $\| \cdot \|$ is the Euclidean norm. By the regularity properties of the functions $\rho_i, i = 1, 2$, easily follows that there exists $\varepsilon_0 > 0$ small enough such that

$$
\mathcal{C}_{z_* - \delta, \varepsilon_0} \subset \{x \in \mathcal{D}: \rho_1(x) > 0, \rho_2(x) > 0\}.
$$

Step 3.3.2: proof of the relation $(w_1(s)/g_1, w_2(s)/g_2) \in \mathcal{C}_{z_* - \delta, \varepsilon_0}$.

We are going to show that there exists a positive integer $n_{\varepsilon_0}$ (not depending on $s$) such that $(w_1(s)/g_1, w_2(s)/g_2) \in \mathcal{C}_{z_* - \delta, \varepsilon_0}$ for any $n > n_{\varepsilon_0}$ and $v(x_1^{(0)}) \leq s \leq v(z_* - \delta) - 1$. Indeed, given an arbitrary $n$, for any $v(x_1^{(0)}) \leq s \leq v(z_* - \delta) - 1$, we have

$$
\frac{|v^{-1}(s)g_1|}{g_1} \leq \frac{w_1(s)}{g_1} \leq \frac{|v^{-1}(s)g_1| + 1}{g_1}
$$

and

$$
\frac{|\overline{\zeta}(v^{-1}(s))g_2|}{g_2} \leq \frac{w_2(s)}{g_2} \leq \frac{|\overline{\zeta}(v^{-1}(s))g_2| + 1}{g_2}
$$

These relations imply

$$
\left|\frac{w_1(s)}{g_1} - v^{-1}(s)\right| \leq 1/g_1
$$

and

$$
\left|\frac{w_2(s)}{g_2} - \overline{\zeta}(v^{-1}(s))\right| \leq 1/g_2
$$

for any $v(x_1^{(0)}) \leq s \leq v(z_* - \delta) - 1$. Therefore we can select $n_{\varepsilon_0}$ such that

$$
\|\left(\frac{w_1(s)}{g_1}, \frac{w_2(s)}{g_2}\right) - (v^{-1}(s), \overline{\zeta}(v^{-1}(s)))\| \leq \varepsilon_0.
$$

and since $(v^{-1}(s), \overline{\zeta}(v^{-1}(s))) \in \mathcal{C}_{z_* - \delta}$ for any $v(x_1^{(0)}) \leq s \leq v(z_* - \delta)$, we deduce that $(w_1(s)/g_1, w_2(s)/g_2) \in \mathcal{C}_{z_* - \delta, \varepsilon_0}$, for any $n > n_{\varepsilon_0}$.
Step 3.3.3: proof of \((50)\).

We shall show \((50)\) for \(i = 1\), indeed the case \(i = 2\) can be proved similarly. Setting \(\epsilon(\delta) := \min_{x \in \mathbb{E}_{z^* - \delta, \epsilon_0}} \rho_1(x) > 0\) and \(\epsilon(\delta) := \frac{1}{4} \epsilon(\delta)\), we have

\[
\frac{(n_1 - a_1)b_1(\lfloor xg \rfloor)}{g_1} > r^{-1}(1 - r^{-1})^{-1}(x_1 + \chi_{12x_2})^r - \frac{1}{4} \epsilon(\delta) = x_1 - a_1 + \rho_1(x) - \frac{1}{4} \epsilon(\delta)
\]

\[
\geq x_1 - a_1 + \epsilon(\delta) - \frac{1}{4} \epsilon(\delta) > x_1 - a_1 + \frac{3}{4} \epsilon(\delta) \quad \text{for all } x \in \mathbb{E}_{z^* - \delta, \epsilon_0}.
\]

Therefore, by concentration inequality \((81)\) in Appendix \(F\) for all \(n\) large enough, we have

\[
\sup_{x \in \mathbb{E}_{z^* - \delta, \epsilon_0}} P\left(\text{Bin}(n_1 - a_1, b_1(\lfloor xg \rfloor)) \leq \left( x_1 - a_1 + \frac{1}{4} \epsilon(\delta) \right) g_1 \right)
\]

\[
\leq \sup_{x \in \mathbb{E}_{z^* - \delta, \epsilon_0}} \exp\left( -(x_1 - a_1 + \frac{3}{4} \epsilon(\delta)) g_1 H\left( \frac{x_1 - a_1 + \frac{1}{4} \epsilon(\delta)}{x_1 - a_1 + \frac{3}{4} \epsilon(\delta)} \right) \right)
\]

\[
= O(e^{-c(\epsilon(\delta))g_1}) = O(e^{-c(\epsilon(\delta))g_1}),
\]

where in \((52)\) we used \((51)\) and the fact that \(H\) decreases on \((0, 1)\).

Step 4: proof of \((36)\).

For \(\delta > 0\), define the random time

\[
Q(\delta) := \max\{ t : U_1(t) \leq \delta_1, \ U_2(t) \leq \delta_2 \}
\]

where \(\delta_1 := \lfloor (z^* + \delta)g_1 \rfloor\) and \(\delta_2 := \lceil (z^* + \delta)g_2 \rceil\). Note that by construction

either \(U_1(Q(\delta)) = \delta_1\) and \(U_2(Q(\delta)) \leq \delta_2\),

or \(U_1(Q(\delta)) < \delta_1\) and \(U_2(Q(\delta)) = \delta_2\) almost surely.

In other words, defining, for \(\nu \in \mathbb{N}^2\), the sets

\[
\mathcal{F}_\nu := \mathcal{F}_\nu^{(1)} \cup \mathcal{F}_\nu^{(2)},
\]

\[
\mathcal{F}_\nu^{(1)} := \{(w_1, w_2) \in \mathbb{N}^2 : w_1 = v_1, \ w_2 \leq v_2\}, \quad \mathcal{F}_\nu^{(2)} := \{(w_1, w_2) \in \mathbb{N}^2 : w_2 = v_2, \ w_1 \leq v_1\},
\]

the random vector \(U(Q(\delta))\) (whose components are \(U_i(Q(\delta)), i = 1, 2\)) almost surely satisfies

\[
U(Q(\delta)) \in \mathcal{F}_{(\delta_1, \delta_2)} \quad \text{with} \quad \mathcal{F}_{(\delta_1, \delta_2)} := \delta_1 + \delta_2 + 1.
\]

As immediate consequence, we have that almost surely

\[
Q(\delta) = U_1(Q(\delta)) + U_2(Q(\delta)) \leq \delta_1 + \delta_2 = v(z^* + \delta).
\]

Therefore

\[
\{ |S| \geq v(z^* + \delta) \} \subseteq \bigcap_{i=1}^{2} \bigcap_{t \leq v(z^* + \delta)} \{ S_i(t) + a_i - U_i(t) \geq 0 \}
\]
\[
\begin{align*}
&\quad \leq \bigcap_{i=1}^{2} \{ S_i(Q(\delta)) + a_i - U_i(Q(\delta)) \geq 0 \} \\
&= \bigcup_{\mathbf{u} \in \mathcal{F}_{(j_1, j_2)}} \big\{ \{ S_i(Q(\delta)) + a_i - U_i(Q(\delta)) \geq 0, U(Q(\delta)) = \mathbf{u} \} \},
\end{align*}
\]
and so
\[
\begin{align*}
P(|\mathcal{S}| \geq v(z_\ast + \delta)) &\leq \sum_{\mathbf{u} \in \mathcal{F}_{(j_1, j_2)}} P \left( \bigcap_{i=1}^{2} \{ S_i(u_1 + u_2) + a_i - u_i \geq 0 \} \bigg| U(Q(\delta)) = \mathbf{u} \right) \\
&\leq (j_1 + j_2 + 1) \max_{\mathbf{u} \in \mathcal{F}_{(j_1, j_2)}} P \left( \bigcap_{i=1}^{2} \{ S_i(u_1 + u_2) + a_i - u_i \geq 0 \} \bigg| U(Q(\delta)) = \mathbf{u} \right) \\
&\leq (j_1 + j_2 + 1) \max_{1 \leq j \leq 2} \max_{\mathbf{u} \in \mathcal{F}_{(j_1, j_2)}} P \left( \bigcap_{i=1}^{2} \{ S_i(u_1 + u_2) + a_i - u_i \geq 0 \} \bigg| U(Q(\delta)) = \mathbf{u} \right) \quad (53)
\end{align*}
\]
Note that, for fixed \( j \in \{1, 2\} \) and \( \mathbf{u} \in \mathcal{F}_{(j_1, j_2)} \),
\[
P \left( \bigcap_{i=1}^{2} \{ S_i(u_1 + u_2) + a_i - u_i \geq 0 \} \bigg| U(Q(\delta)) = \mathbf{u} \right) \leq P \left( S_j(u_1 + u_2) + a_j \geq 3_j \bigg| U(Q(\delta)) = \mathbf{u} \right) = P(\text{Bin}(n_j - a_j, b_j(\mathbf{u})) \geq 3_j - a_j) \leq P(\text{Bin}(n_j - a_j, b_j((j_1, j_2)) \geq 3_j - a_j),
\]
where the latter inequality follows from the stochastic ordering properties of the binomial distribution with respect to its arguments. Note, indeed, that \( b_j(\mathbf{u}) \) (as defined in (18)) is increasing with respect to the components of \( \mathbf{u} \). Combining this inequality with (54) we have
\[
P(|\mathcal{S}| \geq v(z_\ast + \delta)) \leq (j_1 + j_2 + 1) \max_{1 \leq j \leq 2} P(\text{Bin}(n_j - a_j, b_j((j_1, j_2)) \geq 3_j - a_j).
\]
Since
\[
j_1 + j_2 + 1 \sim v(z_\ast + \delta)
\]
the claim then follows if we prove that, for an arbitrarily fixed \( i \in \{1, 2\} \), the quantity
\[
P(\text{Bin}(n_i - a_i, b_i((j_1, j_2)) \geq 3_i - a_i)
\]
goest to zero exponentially fast with respect to \( q_1 \). For this we employ again the concentration inequality (80) in Appendix F. Since ideas and computations are similar to those in the proof of (35), we skip some details. By Lemma 5.1 we have
\[
(n_1 - a_1)b_1((j_1, j_2)) \sim ((z_\ast + \delta) - \alpha_1)g_1 + \rho_1(z_\ast + \delta, \zeta(z_\ast + \delta))g_1. 
\]
and
\[
(n_2 - a_2)b_2((j_1, j_2)) \sim (\zeta(z_\ast + \delta) - \alpha_2)g_2 + \rho_2(z_\ast + \delta, \zeta(z_\ast + \delta))g_2.
\]
Therefore
\[
\frac{\delta_1 - a_1}{(n_1 - a_1)b_1(\delta_1, \delta_2)} \rightarrow \frac{(z_\ast + \delta) - \alpha_1}{z_\ast + \delta - \alpha_1 + \rho_1(z_\ast + \delta, \zeta(z_\ast + \delta))} \tag{57}
\]

and
\[
\frac{\delta_2 - a_2}{(n_2 - a_2)b_2(\delta_1, \delta_2)} \rightarrow \frac{\zeta(z_\ast + \delta) - \alpha_2}{\zeta(z_\ast + \delta) - \alpha_2 + \rho_2(z_\ast + \delta, \zeta(z_\ast + \delta))} \tag{58}
\]

By Lemma 5.5, we have that there exists \(\delta_0 > 0\) such that
\[
\max_{1 \leq i \leq 2} \rho_i((z_\ast + \delta), \zeta(z_\ast + \delta)) = \epsilon(\delta) < 0, \quad \text{for any } 0 < \delta \leq \delta_0.
\]

Therefore, by (80) in Appendix F, for all \(n\) large enough, we have
\[
P\left(\text{Bin}(n_1 - a_1, b_1(\delta_1, \delta_2)) \geq \delta_1 - a_1\right) \leq \exp\left(-\frac{(n_1 - a_1)b_1(\delta_1, \delta_2)H(\frac{\delta_1 - a_1}{(n_1 - a_1)b_1(\delta_1, \delta_2)})}{(n_1 - a_1)H(\frac{\delta_1 - a_1}{(n_1 - a_1)b_1(\delta_1, \delta_2)})}\right),
\]

where \(H(x) := 1 - x + x \log x, \quad x > 0, \quad H(0) = 1\). The exponential decay of
\[
P(\text{Bin}(n_1 - a_1, b_1(\delta_1, \delta_2)) \geq \delta_1 - a_1)
\]
easily follows combining this latter inequality with (55) and (57), and using that \(H\) increases on \((1, \infty)\).

Reasoning in the same way, but using (56) and (58) in place of (55) and (57), respectively, one proves

the exponential decay of
\[
P\left(\text{Bin}(n_2 - a_2, b_2(\delta_1, \delta_2)) \geq \delta_2 - a_2\right).
\]

5.4. Proof of Theorem 3.3

We give the detailed proof in the case \(\alpha_1 \leq 1\). The case \(\alpha_1 > 1\) follows along similar computations and it is briefly outlined in Appendix E.

We denote by \(\zeta_{\text{ext}}(\cdot)\) the function whose graph is
\[
e_{\text{ext}} := \mathcal{E} \cup \mathcal{R}_{\theta_0},
\]
where \(\mathcal{E}\) is defined at the beginning of the proof of Theorem 3.2 and \(\mathcal{R}_{\theta_0}, \theta_0 > 0\) arbitrarily fixed, is the straight line
\[
\mathcal{R}_{\theta_0} := \{x \in \mathbb{R}^2 \setminus \mathcal{D} : x = (x_1, \theta_0(x_1 - x_1^{(1)}) + \zeta(x_1^{(1)})), x_1 \geq x_1^{(1)}\},
\]
i.e.,
\[
\zeta_{\text{ext}}(x_1) := 1_{[0, x_1^{(1)}]}(x_1)\zeta(x_1) + 1_{(x_1^{(1)}, \infty)}(x_1)\theta_0(x_1 - x_1^{(1)}) + \zeta(x_1^{(1)}).
\]

Similarly to the proof of Theorem 3.2 (see (27)), we set
\[
v(x_1) := |x_1g_1| + |\zeta_{\text{ext}}(x_1)g_2|, \quad x_1 \geq 0
\]
and note that \( v([0, \infty)) = \{ t_s \}_{s \in \mathbb{N} \cup \{ 0 \}} \), for some \( t_0 := 0 < t_1 < \ldots < t_m < \ldots \). We define \( v^{-1}(t_s) \), \( s \in \mathbb{N} \cup \{ 0 \} \), similarly to (28), with obvious changes (i.e., with \([ 0, \infty)\) in place of \([0, x_1^{(1)})\) and with \( \mathbb{N} \cup \{ 0 \}\) in place of \( \{ 0, \ldots, m + 1 \}\), \( w_i(t_s), i = 1, 2, s \in \mathbb{N} \cup \{ 0 \}\), similarly to (29), and we extend the definition of \( w_i(\cdot) \) to any \( t \in \mathbb{N} \setminus v([0, \infty)) \) similarly to (30). We define \( T' \) as in (31) (with \( \{1, \ldots, v(x_1^{(1)})\} \) replaced by \([n]\)) and, similarly to the proof of Theorem 3.2, for \( t < T' \), the strategy \( \{ C_i(t) \} \) defined by (32) is adopted. For \( T' \leq t < T \), we assume that the system switches to the strategy defined by (33). However we wish to emphasize that the choice of the strategy employed when \( t \geq T' \) is completely irrelevant for the proof, as it will become clear in the next subsection.

We proceed by giving an outline of the proof and then by dividing the proof itself in five steps. Hereon, for ease of notation, we denote by \( c > 0 \) a generic positive constant, by \( c(\varepsilon) \) if it depends on \( \varepsilon > 0 \).

**Outline of the proof**

Let \( \varepsilon \in (0, 1) \) be small. Since \( |\mathcal{S}| \geq T' \), we have

\[
P(n - |\mathcal{S}| > \varepsilon n) \leq 1 - P(T' \geq \left\lceil (1 - \varepsilon)n \right\rceil),
\]

where \( \left\lceil x \right\rceil \) denotes the smallest integer greater than or equal to \( x \in \mathbb{R} \), and therefore it suffices to show that

\[
P(T' \leq \left\lceil (1 - \varepsilon)n \right\rceil) \geq O(e^{-c(\varepsilon)n}),
\]

for some positive constant \( c(\varepsilon) > 0 \). We have

\[
P(T' \leq \left\lceil (1 - \varepsilon)n \right\rceil) = P(T' \leq kv(x_1^{(1)}) + P(kv(x_1^{(1)}) \leq T' \leq \left\lceil p_1^{-1} \right\rceil) + P(p_1^{-1} \leq T' \leq \left\lceil (1 - \varepsilon)n \right\rceil)
\]

for some constant \( k \in \mathbb{N} \). Therefore the proof is completed if we show that every term on the right-hand side vanishes exponentially fast for sufficiently large \( n \). To this aim, as first step, we give a preliminary bound on \( P(T' \in [a, b]) \) for some \( a, b \in [n] \) with \( a < b \).

**Step 1: A useful preliminary bound**

Note that by (44) we have

\[
\{ T' \in [a, b) \} = \bigcup_{t = a}^{b-1} \{ A(t - 1) < w(t), A(s) \geq w(s + 1) \ \forall \ 0 \leq s \leq t - 2 \}
\]

\[
\subseteq \bigcup_{t = a}^{b-1} \{ A(t - 1) < w(t), U(s) = w(s) \ \forall \ 0 \leq s \leq t - 1 \}.
\]

Therefore

\[
\{ T' \in [a, b) \} \subseteq \{ U(a - 1) = w(a - 1) \}.
\]

(59)

Since the paths \( A_i(\cdot) \) and the functions \( w_i(\cdot) \) are non-decreasing, we have

\[
\{ A(a - 1) \geq w(b), U(a - 1) = w(a - 1) \} \cap \{ T' \in [a, b) \} = \emptyset.
\]

(60)

Combining (59) and (60), we have

\[
P( A(a - 1) \geq w(b), U(a - 1) = w(a - 1) ) + P(T' \in [a, b])
\]

\[
= P( A(a - 1) \geq w(b), U(a - 1) = w(a - 1) ) + P(T' \in [a, b), U(a - 1) = w(a - 1) )
\]

\[
\leq P(U(a - 1) = w(a - 1))
\]
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which yields

\[ P(T' \in [t_a, t_b]) \leq P(T' \in [t_a, t_b] | U(t_a - 1) = w(t_a - 1)) \leq 1 - P(A(t_a - 1) \geq w(t_b) | U(t_a - 1) = w(t_a - 1)) \leq \sum_{i=1}^{2} P(A_i(t_a - 1) < w_i(t_b) | U(t_a - 1) = w(t_a - 1)). \]

Step 2: Bounding \( P(T' < kv(x_1^{(1)})) \)

By (46) we have

\[ P(T' < kv(x_1^{(1)})) \leq \sum_{s=1}^{kv(x_1^{(1)})-1} P(A(s) < w(s + 1) | U(s) = w(s)) = \Xi_1 + \Xi_2 \]

with

\[ \Xi_1 := \sum_{s=1}^{v(x_1^{(0)})-1} P(A(s) < w(s + 1) | U(s) = w(s)), \quad \Xi_2 := \sum_{s=v(x_1^{(0)})}^{kv(x_1^{(1)})-1} P(A(s) < w(s + 1) | U(s) = w(s)). \]

Now, following the same lines as in the proof of (40), we can easily show that

\[ \Xi_1 = \sum_{s=\min(a_1, v(x_1^{(0)}))}^{v(x_1^{(0)})} P(S_1(s) < s + 1 - a_1 | U(s) = (s, 0)) = O(e^{-cs_1}). \]

with \( c := \frac{1}{4}\rho_1(x(0))H\left(\frac{x_1^{(0)}}{2\rho_1(x(0)) + x_1^{(0)}}\right) \).

Instead, to prove that

\[ \Xi_2 = O(e^{-cs_1}), \]

we can follow the same approach as in the proof of (41). Hereon, we skip many details and highlight the main differences. Let \( \xi_x \) be the graph of the function \( \zeta_{ext}(\cdot) \) restricted to \( (x_1^{(0)}, x), x > x_1^{(0)} \), and, for \( \varepsilon > 0 \), let \( \xi_{x, \varepsilon} \) be the \( \varepsilon \)-thickening of \( \xi_x \). As in the proof of Theorem 3.2, one has that there exists \( \varepsilon_0 \in (0, 1) \) small enough so that

\[ \xi_{kv(x_1^{(1)}), \varepsilon_0} \subset \{ x \in \mathcal{D} : \rho_1(x) > 0, \rho_2(x) > 0 \} \]

and it can be shown that there exists \( n_{\varepsilon_0} \) (not depending on \( s \)) such that \( (w_1(s)/g_1, w_2(s)/g_2) \in \xi_{kv(x_1^{(1)}), \varepsilon_0} \) for any \( n > n_{\varepsilon_0} \) and any \( v(x_1^{(0)}) \leq kv(x_1^{(1)}) - 1 \). By the assumption (Sup) it follows that \( \min_{x \in \xi_{kv(x_1^{(1)}), \varepsilon_0}} \rho_1(x) =: \epsilon > 0 \). Then, proceeding exactly as in the proof of Theorem 3.2, we can show that for \( n \) large enough \( \Xi_2 \leq s^c(\varepsilon)g_1 \), where \( s \) is defined as in (49), with \( \xi_{kv(x_1^{(1)}), \varepsilon_0} \) in place of \( \xi_{z_2 - \delta, \varepsilon_0} \).
Step 3: Bounding \( P(kv(x_1^{(1)}) \leq T' < [p_1^{-1}]) \)

For \( n \) so large that so that \([p_1^{-1}] - 1 > kv(x_1^{(1)})\), define
\[
l := \min \{ \ell \geq k : p_1 m_\ell \geq 1 \}, \quad \text{where} \quad m_\ell := k^{\ell/kv(x_1^{(1)})}
\]

Since \( m_l \geq [p_1^{-1}] \), we have
\[
[kv(x_1^{(1)}), [p_1^{-1}]] \cap \mathbb{N} \subseteq \bigcup_{\ell=k}^{l-1} [m_\ell, m_{\ell+1}] \cap \mathbb{N}.
\]

Now
\[
P(kv(x_1^{(1)}) \leq T' < [p_1^{-1}]) \leq \sum_{\ell=k}^{l-1} P(m_\ell \leq T' < m_{\ell+1})
\]
\[
\leq \sum_{i=1}^{2} \sum_{\ell=k}^{l-1} P(A_i(m_\ell - 1) < w_i(m_{\ell+1}) \mid U(m_\ell - 1) = w(m_\ell - 1))
\]

where in the latter inequality we have employed (61). Moreover
\[
P(A_i(m_\ell - 1) < w_i(m_{\ell+1}) \mid U(m_\ell - 1) = w(m_\ell - 1)) = P(\text{Bin}(n_1 - a_i, b_i(w(m_\ell - 1)) < w_i(m_{\ell+1}) - a_i)).
\]

Therefore, choosing \( k \) large enough and arguing as in the proof of relation (59) in [32], for any \( i \in \{1, 2\} \), any \( \ell \in \{k, \ldots, l-1\} \) and all \( n \) large enough, we get
\[
P(\text{Bin}(n_i - a_i, b_i(w(m_\ell + 1))) < w_i(m_{\ell+1} + 1) - a_i)
\]
\[
\leq P(\text{Bin}(n_i, b_i(w(m_\ell + 1))) < w_i(m_{\ell+1} + 1)) \leq e^{-c_1 g_1} e^{-(\ell-1)c_1 g_1}, \quad (65)
\]

for some positive constants \( c_1, c_2 > 0 \). Finally, by (64), for all \( n \) large enough, we have
\[
P(kv(x_1^{(1)}) \leq T' < [p_1^{-1}]) \leq \sum_{i=1}^{2} \sum_{\ell=k}^{l-1} P(\text{Bin}(n_i - a_i, b_i(w(m_\ell - 1))) < w_i(m_{\ell+1}) - a_i) \leq c_3 e^{-c_1 g_1},
\]

for some positive constant \( c_3 > 0 \).

Step 4: Bounding \( P([p_1^{-1}] \leq T' < [(1-c)n]) \)

Let \( c \in (0, 1) \) be a small positive constant such that, for all \( n \) large enough \( P(\text{Bin}([p_1^{-1}], p_1) \geq r) \geq 2c \)

(see e.g. the proof of Lemma 8.2 Case 3 p. 26 in [24]). For all \( n \) large enough we have
\[
P([p_1^{-1}] \leq T' < [(1-c)n]) = P([p_1^{-1}] \leq T' < [cn]) + P([cn] \leq T' < [(1-c)n]). \quad (66)
\]

From (61), we have
\[
P([p_1^{-1}] < T' < [cn]) \leq 1 - P(A([p_1^{-1}] - 1) \geq w([cn]) \mid U([p_1^{-1}] - 1) = w([p_1^{-1}] - 1))
\]
\[ \leq \sum_{i=1}^{2} P(\text{Bin}(n_i - a_i, b_i(w([p_1^{-1}] - 1))) < w_i([cn]) - a_i). \] (67)

Similarly, we get

\[ P([cn] \leq T' < [(1 - \varepsilon)n]) \leq \sum_{i=1}^{2} P(\text{Bin}(n_i - a_i, b_i(w([cn] - 1))) < w_i([(1 - \varepsilon)n]) - a_i). \] (68)

The following inequalities are proved in the Step 4 of the proof of Proposition 4.1 in [32] and hold for any \( i \in \{1, 2\} \) and all \( n \) large enough:

\[ P(Bin(n_i - a_i, b_i(w([p_1^{-1}] - 1))) < w_i([cn]) - a_i) \leq c_1 e^{-c_2 n}, \quad \text{for some constants } c_1, c_2 > 0 \]

\[ P(Bin(n_i - a_i, b_i(w([cn] - 1))) < w_i([(1 - \varepsilon)n]) - a_i) \leq e^{-c'\varepsilon} g_1, \quad \text{for some constant } c'(\varepsilon) > 0. \]

Therefore

\[ P([p_1^{-1}] \leq T' < [(1 - \varepsilon)n]) \leq e^{-c'\varepsilon} g_1 + c_1 e^{-c_2 n}. \]
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Appendix A: Generalization to the SBM with $k$ communities

Conceptually the generalization to $k > 2$ communities can be carried out along similar lines, however a few more significant difficulties must be faced, and some workaround is needed. First, observe that the assumption (C) can be naturally extended to the case of $k > 2$ communities, as well as the definitions of $\mathcal{D}$ and $\tilde{\mathcal{D}}$. Hereon, we assume that matrix $\chi$ is irreducible. Note, however, that this assumption does not affect the generality of our results, given that more general cases can be traced back to the irreducible case. The main difficulty in the case of $k > 2$ communities stems from the fact that $\mathcal{D}\rho = \{x \in \mathcal{D} : \rho_i(x) = \rho_j(x), \forall 1 \leq i, j \leq k\}$ is not anymore guaranteed to be the trace of a curve $\zeta : \mathbb{R} \to \mathbb{R}^k$ with non decreasing components (as required by every trajectory followed by a strategy). Therefore we have to properly re-define the “normalized” trajectory to be followed by the first deterministic phase of the strategy. To this end, we start from the solution of the following Cauchy problem:

$$x'(\xi) = \rho(x(\xi)), \quad x(\xi_0) := x_0. \quad (69)$$

for an appropriate initial condition $x_0 \in \mathcal{D}$, which can be proved to be component-wise increasing in $\mathcal{D}$. Then, we properly extend it, so as to create a component-wise increasing curve that connects the origin with a point in $\mathcal{D}$. Given that, the proofs of main theorems proceed along the same lines of the case $k = 2$. Details are reported in [33].

Appendix B: Proof of Proposition 4.1

We first prove

$$\mathcal{G} \subseteq \mathcal{A}(T). \quad (70)$$

This is equivalent to prove $\bigcup_{h=0}^{H} \mathcal{G}_h \subseteq \mathcal{A}(T)$, for any $H \in \mathbb{N} \cup \{0\}$. We show this claim by induction over $H$. We clearly have $\mathcal{G}_0 = \mathcal{A}(0) \subseteq \mathcal{A}(T)$. Assume

$$\bigcup_{h=0}^{H} \mathcal{G}_h \subseteq \mathcal{A}(T), \quad \text{for some } H \in \mathbb{N}. \quad \text{(11)}$$

The inclusion (70) follows if we check $\mathcal{G}_{H+1} \subseteq \mathcal{A}(T)$. Take $v \in \mathcal{G}_{H+1}$ and, reasoning by contradiction, suppose $v \notin \mathcal{A}(T)$. By the definition of the bootstrap percolation process $v \in \mathcal{G}_{H+1}$ has at least $r$ neighbors in $\bigcup_{h=0}^{H} \mathcal{G}_h$. This set of active nodes is contained in $\cup(T)$ due to the inductive hypothesis and relation $\mathcal{A}(T) = \cup(T)$. Consequently, by (13), $M_v(T) \geq r$ and so, by (12), $v \in \mathcal{A}(T)$, which is a contradiction. We now prove

$$\mathcal{G} \supseteq \mathcal{A}(T). \quad \text{(12)}$$

For this it suffices to prove that $\mathcal{A}(t) \subseteq \mathcal{G}$ for any $0 \leq t \leq T$. We denote by $\Delta \mathcal{A}(t)$ the set of nodes that become active exactly at time $t$. Reasoning by contradiction, assume that there exists at least a $v \in \Delta \mathcal{A}(t), r \leq t \leq T$, such that $v \notin \mathcal{G}_h$, for any $h \in \mathbb{N} \cup \{0\}$. Then there must exist a minimum time $t_0$ with $r \leq t_0 \leq T$ such that $\Delta \mathcal{A}(t_0) \subseteq \mathcal{G}$. Since $v \in \Delta \mathcal{A}(t_0)$, it has at least $r$ neighbors in $\cup(t_0)$. By construction we have $\cup(t_0) \subseteq \mathcal{A}(t_0 - 1)$ and $\mathcal{A}(t_0 - 1) \subseteq \mathcal{G}$. So $v$ has $r$ neighbors in $\mathcal{G}$. Therefore $v \in \mathcal{G}$, which is a contradiction.
Appendix C: Proofs of Lemmas 5.1 and 5.2 and Lemma 5.3

Since the proofs of Lemmas 5.1 and 5.2 exploit Lemma 5.3 while the proof of Lemma 5.3 is self-contained, we report first the proof of Lemma 5.3 and then those of Lemmas 5.1 and 5.2.

C.1. Proof of Lemma 5.3

For $i \in \{1, 2\}$, we have

$$b_i([x_j]) = P(Bin([x_i g_i], p_i) + Bin([x_j g_j], q) \geq r), \quad j \in \{1, 2\} \setminus \{i\}.$$

If $x_1 = x_2 = 0$, then the claim is obvious. If $x_i > 0$ and $x_j = 0$, then by the third relation in (4), (2) and formula (8.1) in [24], for any $m \in \mathbb{N} \cup \{0\}$,

$$P(Bin([x_i g_i], p_i) \geq m) = \frac{([x_i g_i] p_i)^m}{m!} (1 + O([x_i g_i] p_i + ([x_i g_i]^{-1})))$$

(71)

and, similarly, if $x_j > 0$ and $x_i = 0$, then

$$P(Bin([x_j g_j], q) \geq m) = \frac{([x_j g_j] q)^m}{m!} (1 + O([x_j g_j] q + ([x_j g_j]^{-1}))).$$

(72)

Relations (71) and (72) clearly give the claim if exactly one component of $x$ is equal to zero. Now, assume $x_1, x_2 > 0$. By the independence of the binomial random variables, we have

$$b_i([x_j]) = \sum_{h=0}^{r} P(Bin([x_i g_i], p_i) \geq r - h) P(Bin([x_j g_j], q) = h) + P(Bin([x_j g_j], q) \geq r + 1).$$

Combining this relation with (71) and (72), we have

$$b_i([x_j]) = (1 + O([x_i g_i] p_i + ([x_i g_i]^{-1}))) (1 + O([x_j g_j] q + ([x_j g_j]^{-1})))$$

$$\times \sum_{h=0}^{r} \frac{([x_i g_i] p_i)^{r-h} ([x_j g_j] q)^h}{(r-h)! h!}$$

$$+ \frac{([x_j g_j] q)^{r+1}}{(r+1)!} (1 + O([x_j g_j] q + ([x_j g_j]^{-1})))$$

$$= (1 + O([x_i g_i] p_i + ([x_i g_i]^{-1}))) (1 + O([x_j g_j] q + ([x_j g_j]^{-1})))$$

$$\times \sum_{h=0}^{r} \frac{([x_i g_i] p_i + [x_j g_j] q)^{r-h}}{r! h!}$$

$$+ \frac{([x_j g_j] q)^{r+1}}{(r+1)!} (1 + O([x_j g_j] q + ([x_j g_j]^{-1}))),$$

from which the claim easily follows.
C.2. Proof of Lemma 5.1

By the definition of $R_i(\cdot)$, we have

$$\frac{R_i(\lfloor xg_i \rfloor)}{g_i} = \frac{1}{g_i} (a_i + (n_i - a_i) b_i([xg_i]) - [x_i g_i])$$

$$= \left(\frac{a_i}{g_i} - \frac{[x_i g_i]}{g_i}\right) + \frac{n_i - a_i}{g_i} b_i([xg_i]).$$

(73)

By (5) it follows

$$\frac{a_i}{g_i} - \frac{[x_i g_i]}{g_i} \to \alpha_i - x_i.$$

By the second relation in (4), (5), Lemma 5.3 and the definition of $g_i$, for $j \neq i$, we have

$$\frac{n_i - a_i}{g_i} b_i([xg_i]) \sim \frac{n_i}{g_i} (x_j g_j q + x_i g_i p_i)^r / r!$$

$$= \frac{n_i}{g_i} (x_j g_j q + x_i p_i)^r$$

$$= n_i p_i^r g_i^{r-1} \frac{q}{r!} (x_j g_j q + x_i)^r$$

$$= (1 - r^{-1})^{r-1} \frac{r}{r} (x_j g_j q + x_i)^r \to r^{-1} (1 - r^{-1})^{r-1} (x_j \chi_{ij} + x_i)^r.$$ 

(74)

The claim then follows by taking the limit as $n \to \infty$ in (73).

C.3. Proof of Lemma 5.2

For $i \in \{1, 2\}$ and $j \in \{1, 2\} \setminus \{i\}$, we have

$$\sup_{x \in W} \left| \frac{R_i(\lfloor xg_i \rfloor)}{g_i} - \rho_i(x) \right| \leq \left| \frac{a_i}{g_i} - \alpha_i \right| + \frac{1}{g_i}$$

$$+ \sup_{x \in W} \left| \frac{n_i - a_i}{g_i} b_i([xg_i]) - r^{-1} (1 - r^{-1})^{r-1} (x_j \chi_{ij} + x_i)^r \right|.$$ 

(75)

and so we only need to prove that the supremum in (75) tends to zero as $n \to \infty$. For ease of notation, throughout this proof we denote by $O(x_i, x_j)$ the quantity

$$O([x_i g_i] p_i + [x_j g_j q + x_i g_i]^{-1} + [x_j g_j]^{-1}).$$

By Lemma 5.3 we have

$$\sup_{x \in W} \left| \frac{n_i - a_i}{g_i} b_i([xg_i]) - r^{-1} (1 - r^{-1})^{r-1} (x_j \chi_{ij} + x_i)^r \right|$$
We start considering the first supremum in the right-hand side of (76). For some positive constant \( c > 0 \)
(throughout this proof we denote with the same symbol \( c \) different constants), we have

\[
\sup_{x \in W} \left( \frac{n_i - a_i}{g_i} (1 + O(x_i, x_j))(|x_j g_j| q + |x_i g_i| p_i)^r / r! - r^{-1}(1 - r^{-1})^{-1}(x_j x_{ij} + x_i)^r \right)
\]

\[
\leq \sup_{x \in W} \left( \frac{n_i - a_i}{g_i} O(x_i, x_j)(x_j g_j q + x_i g_i p_i)^r / r! \right)
\]

\[
+ \sup_{x \in W} \left( \frac{n_i - a_i}{g_i} (|x_j g_j| q + |x_i g_i| p_i)^r / r! - r^{-1}(1 - r^{-1})^{-1}(x_j x_{ij} + x_i)^r \right) \quad (76)
\]

where the limit follows by (4), (2) and (74). As far as the second supremum in the right-hand side of (76) is concerned, by the definition of \( g_i \), we have

\[ g_i = \lfloor (1 - r^{-1})^{-1}(r - 1)! \rfloor n_i (g_i p_i)^r. \]

Therefore, \( r! g_i = c^{-1} n_i (g_i p_i)^r \), where \( c := r^{-1}(1 - r^{-1})^{-1} \), and so

\[
\sup_{x \in W} \left( \frac{n_i - a_i}{g_i} (r!)^{-1} (|x_j g_j| q + |x_i g_i| p_i)^r - c(x_j x_{ij} + x_i)^r \right)
\]

\[
\leq c \frac{n_i - a_i}{n_i} \sup_{x \in W} \left( \left( \frac{|x_j g_j| q + |x_i g_i| p_i}{g_i p_i} \right)^r - \left( \frac{x_j g_j q + x_i g_i p_i}{g_i p_i} \right)^r \right)
\]

\[
+ c \sup_{x \in W} \left( \frac{n_i - a_i}{n_i} \left( \frac{x_j g_j q + x_i}{g_i p_i} \right)^r - \left( x_j x_{ij} + x_i \right)^r \right)
\]

\[
= c \frac{n_i - a_i}{n_i} \sup_{x \in W} \left( \left( \frac{|x_j g_j| q + x_i}{g_i p_i} \right)^r - \left( \frac{|x_j g_j| q + |x_i g_i| p_i}{g_i p_i} \right)^r \right)
\]

\[
+ c \sup_{x \in W} \left( \frac{n_i - a_i}{n_i} \left( \frac{x_j g_j q + x_i}{g_i p_i} \right)^r - \left( x_j x_{ij} + x_i \right)^r \right)
\]

\[
\leq c \frac{n_i - a_i}{n_i} \sup_{x \in W} \left( \left( \frac{|x_j g_j| q + x_i + q / g_i p_i}{g_i p_i} \right)^r - \left( \frac{|x_j g_j| q + |x_i g_i| p_i}{g_i p_i} \right)^r \right)
\]

\[
+ c \sup_{x \in W} \left( \frac{n_i - a_i}{n_i} \left( \frac{x_j g_j q + x_i}{g_i p_i} \right)^r - \left( x_j x_{ij} + x_i \right)^r \right)
\]

\[
\leq c \frac{n_i - a_i}{n_i} \sup_{x \in W} \left( \left( \frac{|x_j g_j| q + x_i + q / g_i p_i}{g_i p_i} \right)^r - \left( \frac{|x_j g_j| q + |x_i g_i| p_i}{g_i p_i} \right)^r \right)
\]

\[
+ c \sup_{x \in W} \left( \frac{n_i - a_i}{n_i} \left( \frac{x_j g_j q + x_i}{g_i p_i} \right)^r - \left( x_j x_{ij} + x_i \right)^r \right)
\]

\[
+ c \sup_{x \in W} \left( \frac{n_i - a_i}{n_i} (x_j x_{ij} + x_i)^r - (x_j x_{ij} + x_i)^r \right) \quad (77)
\]
Note that the latter supremum in the right-hand side of (77) goes to zero as $n \to \infty$. As far as the other two suprema in the right-hand side of (77), note that, for any $\delta > 0$ there exists $n_\delta$ such that for any $n \geq n_\delta$

$$\chi_{ij} - \delta < \frac{g_{ij}q}{g_{ij}p_i} < \chi_{ij} + \delta, \quad j \neq i$$

and

$$\frac{q}{g_{ij}p_i} < \delta.$$

Therefore, for any $\delta$ small enough and for all $n$ large enough,

\[
\sup_{x \subseteq W} \left| \left( \frac{x_j g_{ij} q}{g_{ij} p_i} + x_i \right)^r - (x_j \chi_{ij} + x_i)^r \right| \\
\leq \sup_{x \subseteq W} 1 \left\{ \frac{x_j g_{ij} q}{g_{ij} p_i} \geq x_j \chi_{ij} \right\} \left[ \left( \frac{x_j g_{ij} q}{g_{ij} p_i} + x_i \right)^r - (x_j \chi_{ij} + x_i)^r \right] \\
+ \sup_{x \subseteq W} 1 \left\{ \frac{x_j g_{ij} q}{g_{ij} p_i} < x_j \chi_{ij} \right\} \left[ (x_j \chi_{ij} + x_i)^r - \left( \frac{x_j g_{ij} q}{g_{ij} p_i} + x_i \right)^r \right] \\
\leq \sup_{x \subseteq W} \left| (x_j \chi_{ij} + x_i + \delta \sup W)^r - (x_j \chi_{ij} + x_i)^r \right| + \sup_{x \subseteq W} \left| (x_j \chi_{ij} + x_i)^r - (x_j \chi_{ij} + x_i - \delta \sup W)^r \right|.
\]

Note that there exists $\varepsilon > 0$ such that $W \subset [\varepsilon, \infty)^2$, and so

$$\sup_{x \subseteq W} \left| (x_j \chi_{ij} + x_i + \delta \sup W)^r - (x_j \chi_{ij} + x_i)^r \right| \leq (\sup W)^r (\chi_{ij} + 1)^r \left( 1 + \frac{\delta \sup W}{\varepsilon (\chi_{ij} + 1)} \right)^r - 1.$$ 

Therefore, by the arbitrariness of $\delta$ we have

$$\sup_{x \subseteq W} \left| \left( \frac{x_j g_{ij} q}{g_{ij} p_i} + x_i \right)^r - (x_j \chi_{ij} + x_i)^r \right| \to 0. \quad (78)$$

For the latter supremum, we note that, for all $n$ large enough,

\[
\sup_{x \subseteq W} \left[ \left( \frac{|x_j g_{ij}| q}{g_{ij} p_i} + x_i + \frac{|x_i g_i|}{g_i} \right)^r - \left( \frac{|x_j g_{ij}| q}{g_{ij} p_i} + \frac{|x_i g_i|}{g_i} \right)^r \right] \\
\leq \sup_{x \subseteq W} \left( \frac{|x_j g_{ij}| q}{g_{ij} p_i} + x_i + \delta \right)^r - \left( \frac{|x_j g_{ij}| q}{g_{ij} p_i} + \frac{|x_i g_i|}{g_i} \right)^r \\
\leq \sup_{x \subseteq W} \left( \frac{|x_j g_{ij}| q}{g_{ij} p_i} + x_i + \delta \right)^r - (x_j \chi_{ij} + x_i)^r \\
+ \sup_{x \subseteq W} \left( \frac{|x_j g_{ij}| q}{g_{ij} p_i} + \frac{|x_i g_i|}{g_i} \right)^r - (x_j \chi_{ij} + x_i)^r,
\]

and one can check that these two latter suprema go to zero as $n \to \infty$ arguing as in the proof of relation (78).
Appendix D: Proof of Proposition 5.4 and Lemma 5.5

D.1. Proof of Proposition 5.4.

We divide the proof in three steps.

Step 1: \((\text{Sub})\) and \((\text{Sub})\) are equivalent.

Clearly \((\text{Sub})\) implies \((\text{Sub})\). Vice versa, by (23), \((\text{Sub})\) implies \(\mathcal{Z} \neq \emptyset\), and so (26). This immediately implies \((\text{Sub})\).

Step 2: \((\text{Sup})\) and \((\text{Sup})\) are equivalent.

We first show that \((\text{Sup})\) implies \((\text{Sup})\). Since \(\mathcal{Z} \subset \mathcal{D}_\rho\), \((\text{Sup})\) implies \(\mathcal{Z} = \emptyset\). By (22) \(\mathcal{Z} = \emptyset\) implies \((\text{Sup})\).

We now show that \((\text{Sup})\) implies \((\text{Sup})\). If \(\mathcal{Z} = \emptyset\), then \(\rho_1(x), \rho_2(x) \neq 0\) for any \(x \in \mathcal{D}_\rho\). So by Lemma 5.5(i), \(\rho_1(x_1, \zeta(x_1)) = \rho_2(x_1, \zeta(x_1)) \neq 0\), for any \(x_1 \in [x_1^{(0)}, x_1^{(1)}]\). By Lemma 5.5(ii) we have \(\rho_2(x_1^{(0)}) > 0\), then \(\rho_1(x_1, \zeta(x_1)) = \rho_2(x_1, \zeta(x_1)) > 0\), for any \(x_1 \in [x_1^{(0)}, x_1^{(1)}]\), i.e., \(\rho_1(x) = \rho_2(x) > 0\) for any \(x \in \mathcal{D}_\rho\), which implies \((\text{Sup})\).

Step 3: \((\text{Crit})\) and \((\text{Crit})\) are equivalent.

This is a consequence of the previous Steps 1 and 2. Indeed, the two sets of conditions: \{\((\text{Sub}), (\text{Sup})\), \((\text{Crit})\)\} and \{\((\text{Sub}), (\text{Sup}), (\text{Crit})\)\} are both disjoint and exhaustive.

D.2. Proof of Lemma 5.5

Proof of (i).

Set \(\sigma(x) := \rho_1(x) - \rho_2(x), x \in \mathcal{D}\). A straightforward computation gives

\[
\partial_{x_1} \sigma(x) = -1 + (1 - r^{-1})^{-1} (x_1 + \chi_{12} x_2)^{-1} - (1 - r^{-1})^{-1} \chi_{21} (x_2 + \chi_{21} x_1)^{-1} \\
\leq -1 + (1 - r^{-1})^{-1} (x_1 + \chi_{12} x_2)^{-1}
\]

and

\[
\partial_{x_2} \sigma(x) = (1 - r^{-1})^{-1} \chi_{12} (x_1 + \chi_{12} x_2)^{-1} + 1 - (1 - r^{-1})^{-1} (x_2 + \chi_{21} x_1)^{-1} \\
\geq (1 - r^{-1})^{-1} \chi_{12} (x_1 + \chi_{12} x_2)^{-1}.
\]

Therefore

\(\partial_{x_1} \sigma(x) < 0\) and \(\partial_{x_2} \sigma(x) > 0\), for any \(x \in \mathcal{D}\).

By Dini’s implicit function theorem, for any \((u, v) \in \mathcal{D}_\rho\) there exist a neighborhood of \(u\), say \(I_u\), a neighborhood of \(v\), say \(I_v\), and a function \(\varphi : I_u \to I_v\) of class \(C^1\) so that, for any \(x \in I_u \times I_v \subset \mathcal{D}\), \(\sigma(x_1, \varphi(x_1)) = 0\) and

\[
\varphi'(x_1) = -\partial_{x_1} \sigma(x_1, \varphi(x_1)) / \partial_{x_2} \sigma(x_1, \varphi(x_1)) > 0.
\]

So \(\mathcal{D}_\rho\) is the graph of a strictly increasing function of class \(C^1\), say \(x_2 = \zeta(x_1)\) with \(x_1 \in [c, d]\) for some \(c, d \in [0, r/(r - 1)]\). Clearly, as immediate consequence of the fact that of \(\zeta(\cdot)\) is strictly
increasing, \(d := x_1(1)\) where \(x_1(1)\) is defined in the statement of the lemma. As far as \(c\) is concerned, consider the functions of \(x_1 \in [0, r/(r - 1)]:\)

\[
\rho_1(x_1, 0) = \alpha_1 - x_1 + r^{-1}(1 - r^{-1})^r x_1^r \quad \text{and} \quad \rho_2(x_1, 0) = \alpha_2 + r^{-1}(1 - r^{-1})^r x_2^r.
\]

An easy computation shows that \(\rho_1(\cdot, 0)\) is strictly decreasing on \((0, r/(r - 1))\) and \(\rho_2(\cdot, 0)\) is strictly increasing on \((0, r/(r - 1))\). Moreover, by (6) we have \(\rho_1(0) = \alpha_1 \geq \alpha_2 = \rho_2(0)\). Since \(\alpha_1 \leq 1\), we have

\[
\rho_1(r/(r - 1), 0) = \alpha_1 - 1 \leq 0 < \alpha_2 + r^{-1}/(r - 1) = \rho_2(r/(r - 1), 0).
\]

Therefore there exists a unique \(x_1^{(0)} \in (0, r/(r - 1))\) such that \(\rho_1(x_1^{(0)}) = \rho_2(x_1^{(0)})\), where \(x_1^{(0)} = (x_1^{(0)}, 0)\). Thus \(c = x_1^{(0)}\).

**Proof of (ii).**

Since \(\rho_2(0) = \alpha_2 \geq 0\) and \(\rho_2(\cdot, 0)\) is strictly increasing on \((0, r/(r - 1))\) we have \(\rho_1(x_1^{(0)}) = \rho_2(x_1^{(0)}) > 0\).

**Proof of (iii) and (iv).**

Since the proofs of parts (iii) and (iv) are similar and both follow the line of the proof of part (i), we limit ourselves to sketch the proof of part (iii). We have

\[
\partial_{x_1}\rho_1(x) = -1 + (1 - r^{-1})^r x_1 + \chi_{12} x_2^r < 0, \quad \text{for any } x \in \mathcal{D}
\]

and

\[
\partial_{x_2}\rho_1(x) = (1 - r^{-1})^r \chi_{12} x_2^r > 0, \quad \text{for any } x \in \mathcal{D}.
\]

By Dini’s implicit function theorem, for any \((u, v) \in \mathcal{E}_1\) there exist a neighborhood of \(u\), say \(J_u\), a neighborhood of \(v\), say \(J_v\), and a function \(\psi : J_u \to J_v\) of class \(C^1\) so that, for any \(x \in J_u \times J_v \subset \mathcal{D}\), \(\rho_1(x, \psi(x)) = 0\) and

\[
\psi(x_1) = -\partial_{x_1}\rho_1(x_1, \psi(x_1))/\partial_{x_2}\rho_1(x_1, \psi(x_1)) > 0.
\]

The function \(\psi\) is indeed of class \(C^2\) and (as can be checked by a simple computation) \(\psi'' < 0\). So \(\mathcal{E}_1\) is the graph of a strictly increasing and strictly concave function of class \(C^2\), say \(x_2 = \zeta_1(x_1)\) with domain given in the statement.

**Appendix E: Outline of the proof of Theorem 3.3 for \(\alpha_1 > 1\)**

Note that, if \(\alpha_1 > 1\), then \(\mathcal{D}_\rho\) may be empty and so Lemma 5.5 cannot be applied. To circumvent this difficulty, we define \(e_{\text{ext}}\) as

\[
e_{\text{ext}} := S \cup \mathcal{R}_{\theta_0},
\]

where \(S\) is the segment joining \((0, 0)\) to \((r, 0)\) and \(\mathcal{R}_{\theta_0}, \theta_0 > 0\) arbitrarily fixed, is the straight line

\[
\mathcal{R}_{\theta_0} := \{x \in \mathbb{R}^2 \setminus \mathcal{D} : x = (x_1, \theta_0(x_1 - r/(r - 1))), \quad x_1 \geq r/(r - 1)\},
\]

i.e., \(e_{\text{ext}}\) is the graph of the function

\[
e_{\text{ext}}(x_1) := 1(r/(r - 1), \infty)(x_1)(\theta_0(x_1 - r/(r - 1))), \quad x_1 > 0.
\]
Since $\alpha_1 > 1$, we have $\rho_1(x) > 0$, $\forall x \in [0, \infty)^2$, and so $\rho_1(x_1, \zeta_{\text{ext}}(x_1)), \rho_2(x_1, \zeta_{\text{ext}}(x_1)) > 0$, for any $x_1 \geq 0$. Noticed this, the proof can be carried on along similar lines as for the case $\alpha_1 \leq 1$.

### Appendix F: Concentration inequalities for binomial random variables

Throughout this paper we exploit extensively some classical deviation bounds for the binomial distribution (see e.g. Lemma 1.1 p. 16 in [?]), which we report here for the sake of completeness. Let the function $H$ be defined by

$$H(x) := 1 - x + x \log x, \quad x > 0, \quad H(0) = 1,$$

and set $\mu := mq$, for $m \in \mathbb{N}, q \in (0, 1)$. For any $0 < k < m$, we have:

- if $k \geq \mu$, then
  $$P(\text{Bin}(m, q) \geq k) \leq \exp\left(-\mu H\left(\frac{k}{\mu}\right)\right);$$

- if $k \leq \mu$, then
  $$P(\text{Bin}(m, q) \leq k) \leq \exp\left(-\mu H\left(\frac{k}{\mu}\right)\right).$$

- if $k \geq e^2 \mu$, then
  $$P(\text{Bin}(n, p) \geq k) \leq \exp\left(-\left(\frac{k}{2}\right) \log\left(\frac{k}{\mu}\right)\right).$$