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The study of human gaze behavior in natural contexts requires algorithms for gaze estimation that are robust to a wide range of imaging conditions. However, algorithms often fail to identify features such as the iris and pupil centroid in the presence of reflective artifacts and occlusions. Previous work has shown that convolutional networks excel at extracting gaze features despite the presence of such artifacts. However, these networks often perform poorly on data unseen during training. This work follows the intuition that jointly training a convolutional network with multiple datasets learns a generalized representation of eye parts. We compare the performance of a single model trained with multiple datasets against a pool of models trained on individual datasets. Results indicate that models tested on datasets in which eye images exhibit higher appearance variability benefit from multiset training. In contrast, dataset-specific models generalize better onto eye images with lower appearance variability.
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1 INTRODUCTION

Eye tracking solutions frequently employ computer vision or machine learning (ML) algorithms to extract features of interest from images captured using eye cameras. These features facilitate the estimation of a subject’s gaze position. While numerous efforts have explored both approaches, recent works [4, 11, 15, 26, 32, 60, 64] report that ML systems demonstrate state of the art performance in identifying gaze relevant features for head-mounted eyetracking. Contrary to computer vision approaches where features are identified using handcrafted algorithms and heuristics, superior performance by ML is partly achieved by making minor adjustments in a ML system’s internal parameters with the objective to maximize the probability of predicting known outputs for given training inputs [59]. A ML system with millions of parameters could theoretically demonstrate
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perfect performance over the distribution of data it was trained on. These systems however often fail to generalize to out-of-distribution samples that are dissimilar to ones seen during training but plausible under the overarching goals of the problem. For example, ML systems trained to segment eye images acquired with a small subset of the human population, or optimized for particular imaging hardware, may fail to generalize onto the average use case.

In the context of eyetracking, high performance across subjects, environmental reflection, camera quality, camera placement and eye occluding artifacts can be cast as a Domain Generalization problem [2, 36, 39, 54]. Although the intuitive thought is that a broader training set will always produce the most generalizable model, it may come at the cost of performance [45, 63, 65] as a significantly broader distribution must be captured by limited network complexity [38]. A relevant and alternative approach to solving the generalization problem would be to assemble a suite of domain-specific models. These specialized models theoretically have attained the ceiling performance on a domain while remaining agnostic to others. At run-time, one could select a model trained on a domain that maximizes statistical similarity to the intended testing data. The notable drawback to this approach is that it assumes the existence of a hypothetical method which finds the best matching model without any test-time labels or annotations (for example, one may consider model uncertainty [29] as a measure of performance). Figure 1 is a graphical example to illustrate these approaches one may adopt for optimal generalization.

Collecting and annotating data is a difficult and time consuming task. In context to head-mounted eyetracking, we often collect and annotate a small subset of data drawn from a few users with the hope that our model would generalize to a broader population. Models trained on a biased sampling of the intended distribution may not generalize well beyond a few subjects or gaze positions [40]. For example, a model trained on eye images with a narrow gaze distribution or specific eye camera orientation may not generalize to users with non-overlapping or broader gaze distribution and camera orientation. We hypothesize that jointly training with multiple datasets may expand the available training distribution and in turn improve generalization across data collected from different subjects under the same environmental conditions.

In this work, we explore the relationship between model generalizability and performance within the context of eye tracking. The specific contributions of this work are as follows:

- We test the hypothesis that a single model trained on data drawn from multiple heterogeneous domains can generalize better than a specialized, dataset-specific model when evaluated on domains unseen during training. If we accept this hypothesis, then it suggests there is a benefit in expanding the breadth of the training distribution by accumulating more data. If we reject this hypothesis, then the better approach to achieve generalizability is by exploring test-time techniques to find the optimal model from a pool of dataset-specific models.
- A model may not generalize well across subjects due to a distribution shift caused from a limited or biased sampling of the data distribution. We hypothesize that training with multiple heterogeneous distributions could improve ceiling performance by mitigating distribution shift. If we accept this hypothesis, then it suggests that one may adopt a multiset training approach to identify limitations in a dataset. If we reject this hypothesis, then we are faced with two possibilities. The first possibility is that multiset training exhibits near ceiling performance, suggesting that the dataset has been optimally sampled and the inclusion of a broad training distribution does not aid generalization to new subjects. The second possibility is that multiset training exhibits deteriorated performance, suggesting that the network has limited complexity.
Fig. 1. An illustration to visualize two different training strategies one may adopt to maximize generalization. If $D_3$ represents a test distribution, then it is intuitive to train a model using a combination of $D_1$, $D_2$ and $D_4$. However, if $D_4$ represents a test distribution then a model specific to $D_3$ would demonstrate optimal generalization.

In addition to the central hypothesis related to the principles of model generalization, we present multiple contributions and insights of practical use to the eye tracking community. These include analyzing the effects of data augmentation and model complexity.

2 RELATED WORK

Issues related to domain generalization arise when a ML model trained on a particular domain generally does not perform well on out-of-domain samples [30, 33, 44, 54, 59]. This well known phenomenon is known as distribution shift and generally occurs when the distribution of data points used to train the network does not match the distribution of data we are evaluating the model on. There are two major types forms of distributions shifts, prior and covariate shifts.

Prior shift occurs when the distribution of output labels between the train and test domains vary [33, 34]. Consider the case of eye image segmentation, a critical process in head-mounted eyetracking. In this context, a class could represent an annotated eye part at the pixel level (e.g. pupil, iris, sclera, other). A change in class proportions could occur when the eye camera is displaced to different distances or orientations not considered during training. To measure and mitigate prior shift, we require access to a small portion of labels from the test domain. Access to test labels allows us to selectively draw samples during training which better represent the test domain. Domain generalization however assumes no access to test labels. Data augmentation schemes such as artificially translating, rotating and scaling images from a domain can mitigate a portion of prior shift [43, 50, 52, 58, 61].

A mismatch in eye camera pose or gaze distributions is further convoluted by variation in eye image appearance. Appearances can widely vary depending on the environment, occlusions, subject physiology, pupil dilation, optical aberrations or reflections. Therefore, statistics related to the spatial distribution of group membership at the pixel level is unlikely to match across training/testing domains that reflect a difference in eye camera quality, camera intrinsic parameters, or across different populations and environments. Such a shift in distribution due to discordant appearances results in covariate shift. For example, a model trained to segment eye images captured indoors may not generalize well onto outdoor environments despite enforcing other variables such a subject physiology, gaze position and camera pose to be fixed. There are numerous approaches
which attempt to minimize covariate shift but they require access to target imagery. Domain generalization assumes no access to target imagery.

2.1 Mitigating distribution shift

Previous work in domain generalization follow the intuition that a model may generalize better if internal network activations are invariant across domain-specific factors [16, 30, 54]. In the context of eyetracking, we want to encourage a network to learn a generalized representation of an eye image and its subsequent mapping to semantic categories which are invariant to camera quality, occluding artifacts, gaze position and eye camera location. This is achieved by penalizing a network when the learned latent representation of eye images statistically align themselves to the domain they were sampled from. Numerous attempts have been made which attempt to align representations across domains. Approaches involve leveraging the Mean Discrepancy metric [3, 37, 56], curriculum based learning [21], meta-learning [1, 9, 35] and adversarial learning [37, 49, 55] using min-max optimization [18] or gradient reversal [14].

While these techniques have demonstrated better generalization performance in their respective applications, their effectiveness for head-mounted eye image segmentation remains unclear. Extensive experiments by Gulrajani et al. [19] reveal that one of the earliest and simplest approaches, Empirical Risk Minimization (ERM) [59] results in similar or better performance as compared to state of the art approaches when implemented and evaluated correctly. Simply stated, ERM involves optimizing a model to minimize its risk of misclassification simultaneously across multiple domains. In this work, we refer to ERM as multiset training. Due to its simple and intuitive design, multiset training often serves as a baseline to measure other techniques for domain generalization. This work adopts multiset training to explore two hypotheses briefly introduced in the previous section by leveraging insights from Gulrajani et al.

3 METHODS

We describe the datasets, encoder-decoder convolutional architecture and various tests which allow us to test our hypothesis that jointly optimizing using multiple datasets results in better generalization than finding an optimal dataset to train a model.

3.1 Datasets

Tests of generalizability are complicated by practical limitations in dataset acquisition. Acquiring data which represents the general populace requires large-scale data collection with annotated ground truth. This needs many hours of tedious work, careful labelling, and may be impractical without the investment of significant time, financial resources, and coordinated effort across multiple laboratories. To mitigate this limitation, this work exploits multiple pre-existing and publicly available datasets of near-eye images acquired from a large number of subjects and different eye trackers which are captured under varying environmental conditions.

We acquire eye imagery from nine publicly available, annotated and heterogeneous datasets (see Table 1 for overall statistics, Supplementary Table 1 for dataset splitting procedure and Supplementary Figure 2 for individual distribution plots). Eye images from each dataset are assigned to a train or test split. Each split contains images acquired from different subjects or recording IDs. Images present in each dataset are scaled to a common resolution of $320 \times 240$ pixels. OpenEDS eye images were cropped vertically to maintain a constant aspect ratio across all datasets. Cropping was performed in a manner which ensured that the entire iris ellipse is visible. Note that the sets published in ExCuSe [10], ElSe [13] and PupilNet [12] are combined into a single dataset as the source of eye imagery are from the same collection [27]. We refer to the combination of these datasets as the Fuhl datasets.
| Cond      | Res | Status | Dataset            | Subject ID | # of Images (Subjects) |
|-----------|-----|--------|--------------------|------------|-----------------------|
|           |     |        |                    | Train      | Test                  |
|           |     |        |                    | Train      | Test                  |
| Constrained | 640×480 | Synth  | S-General          | 1 - 18     | 19 - 24               |
|           |     |        |                    |            |                       |
|           | 400×640 | Real   | OpenEDS’19        | Train set  | Valid set             |
|           |     |        |                    |            |                       |
|           | 1280×960 | Synth  | NVGaze            | Male 1-4,  | Male 5,                |
|           |     |        |                    | Female 1-4 | Female 5               |
|           |     |        |                    | 2,4,5,7,10,| 11,13,14,17,           |
|           |     |        |                    | 19,21,22   | 3,6,8,9,12,            |
|           |     |        |                    |            | 15,16,18,20           |
|           | 640×480 | Real   | LPW*              | 1          | 2                     |
|           |     |        |                    |            |                       |
|           | 640×480 | Real   | Swirski           | 1,2,3      | 4,5,6                 |
|           |     |        |                    |            |                       |
|           | 384×288 | Real   | BAT               | (Fuhl)     |                       |
|           |     |        |                    | ExCuSe +   |                       |
|           |     |        |                    | ElSe +     |                       |
|           |     |        |                    | PupilNet   |                       |
|           |     |        |                    | I, III, V, | II, IV, VI, IX,       |
|           |     |        |                    | VII, XI, XII,| X, XIII, XV,         |
|           |     |        |                    | XIV, XVI, XVII,| XVII, XXII,       |
|           |     |        |                    | XIX, XX, XXI,| XXIII, New I,       |
|           |     |        |                    | XXIV, New II, New IV | New III, New V    |
| Outdoors  | 640×480 | Synth  | S-Natural         | 1 - 18     | 19 - 24               |
|           |     |        |                    |            |                       |
|           | 640×480 | Synth  | UnityEyes         |            |                       |
|           |     |        |                    |            |                       |
|           | 384×288 | Real   |                    | (Fuhl)     |                       |
|           |     |        |                    | ExCuSe +   |                       |
|           |     |        |                    | ElSe +     |                       |
|           |     |        |                    | PupilNet   |                       |
|           |     |        |                    | I, III, V, VII, | II, IV, VI, IX,       |
|           |     |        |                    | VIII, XI, XII,| X, XIII, XV,         |
|           |     |        |                    | XIV, XVI, XVII,| XVII, XXII,       |
|           |     |        |                    | XIX, XX, XXI,| XXIII, New I,       |
|           |     |        |                    | XXIV, New II, New IV | New III, New V    |

Table 1. Datasets and their respective train and test splits used to explore generalization. Each dataset is classified into two broad categories called outdoors and constrained. Eye images in outdoor datasets exhibit large proportion of environmental reflections. Constrained datasets are acquired from experiments or synthetically rendered within indoor, lab environments with little to no reflective artifacts. * Approximately a third of LPW recordings were collected outdoors. Please see Supplementary Table 1 for details about the splitting process.

3.2 Network architecture
Drift-free [47] and parallax-free [17] eyetracking requires modelling the approximate 3D center of rotation of an eyeball from 2D pupil [5, 6, 28] or limbus ellipses [62]. This is achieved by segmenting an eye image into relevant categories and fitting ellipses to the pupil, iris and sclera boundaries. Convolutional encoder-decoder architectures have successfully been deployed to segment an eye image and extract pupil and iris ellipses [4, 11, 15, 32, 60, 64] for datasets with pixel-level semantic annotations. Most publicly available datasets do not provide access to pixel-level ground truth.
annotation but instead provide the pupil center only. To circumvent this limitation, we adopt with minimal changes the EllSeg framework [32] that uniquely allows us to train a network using datasets with partial annotations. This is primarily achieved by tasking a convolutional network to segment entire elliptical masks instead of visible eye parts. The center of mass of the predicted elliptical maps allows us to optimize the entire architecture using only pupil and/or iris center annotations, conveniently allowing us to train a network on eye images with partial annotations [32]. For a complete breakdown of the architecture, please see Supplementary Figure 1.

3.3 Normalization scheme

Normalizing the input to a convolutional layer significantly speeds up training, improves peak accuracy performance, and reduces the dependence on weight initialization and hyper-parameter searches [22, 48]. Batch normalization in particular is a widely accepted technique to reparameterize the underlying optimization problem by providing a smoother loss landscape [48]. It computes $\mu_k$ and $\sigma_k$ within a population sample (e.g. a batch) and approximates the global statistic by accumulating these values as training progresses. Statistics accumulated during the training phase are fixed during model evaluation and are generally provided alongside network parameters to facilitate inference.

Batch normalization is effective if statistics of the population sample accumulated during training are approximately equal to the global statistics of features extracted from the test set. This assumption is often violated in the context of domain generalization as statistics of the images we are evaluating our network on can be significantly different as compared to statistics observed during training. To overcome this limitation, we adopt Instance Normalization [57] as a drop-in replacement for Batch Normalization and observe improvements to generalization (see Supplementary Tables 5, 6 and 7). Instance Normalization computes the mean and standard deviation on a per image basis which are used to normalize and cast image features, irrespective of their domain, to the same unit-normal distribution.

3.4 Generalization tests

The primary goal of this work is to determine if training a model using multiple datasets results in better performance when generalized to an unseen domain as opposed to selecting the best performing domain-specific model. The former follows our intuitive understanding that training a model on multiple domains expands the available distribution we draw samples from. The latter is possible when the domain we are evaluating overlaps with an existing dataset. The adopted approach draws inspiration from Koshla et al. [30] and proposes four tests which allow us to explore our hypotheses. Every test below will be run on each individual domain’s test set.

3.4.1 Within-dataset. This test is intended to measure the ceiling performance of a model for a given dataset’s test set. Evaluating a model on the same dataset it was optimized on returns the upper performance limit. Any performance exceeding this measure indicates that a distribution gap exists between the train and test samples. This could occur if the dataset is limited by insufficient variability due to a biased sampling of its data distribution, insufficient number of subjects or limited gaze positions due to constrained tasks.

3.4.2 Cross-dataset. This test is intended to measure the performance of a model under conditions of cross-dataset Domain Generalization using a single training dataset. Cross dataset results indicate the performance of models when evaluated on domains not utilized during training. This test allows us to quantify how dissimilar two domains are based on their cross dataset performance measures. For every available dataset, this test allows us to empirically find the closest matching dataset.
3.4.3 All-vs-one. This test is intended to measure the ceiling level of performance when training utilizes all available datasets, including the within-domain dataset. This scheme trains a model using combined imagery from all available datasets. Comparing the performance of a model trained on all available distributions against its equivalent within-dataset performance gives us a clue about a single model’s ability to capture information from multiple heterogeneous distributions. Deteriorated performance indicates insufficient network capacity and serves as a test to ensure that our results are not influenced by network architecture.

3.4.4 Leave-one-out. This test is intended to measure the performance of a model trained using multiple datasets except on a given test set that is used to evaluate the model performance. For example, leave-one-out results on the OpenEDS test set would involve training a model with all datasets except the OpenEDS training images. Comparing leave-one-out test results with cross-dataset performance provides evidence for the optimal strategy which maximally generalizes on the OpenEDS dataset.

3.5 Predictions

In this section, we briefly summarize expected results using the four proposed tests. Model performance will be reported on their relative ability to estimate the pupil and iris centers in units of pixels and mean Intersection-over-Union (mIoU) scores [7, 23, 51]. Systematic comparison across the proposed tests allows us to generate specific predictions directly related to our hypotheses.

3.5.1 Hypothesis 1: Cross-domain generalization. A single model trained on data drawn from multiple heterogeneous domains (the leave-one-out test) can generalize better than a specialized, dataset-specific model when evaluated on domains unseen during training (the cross-dataset test). This is achieved by comparing the leave-one-out test with the cross-dataset test. If the leave-one-out test leads to better generalization than the cross-dataset test, this would indicate that adding more datasets and acquiring a broader distribution will improve generalization, presumably asymptotically until the within-dataset performance limit is reached. If the cross-dataset model outperforms the leave-one-out test then it suggests that the best approach to achieve generalizability is to explore test-time techniques to find an optimal model from a pool of dataset-specific models, rather than to rely upon a single broadly-trained and general-purpose model.

3.5.2 Hypothesis 2: Within-domain generalization. Researchers often develop models for their specific applications with a fixed hardware setup and environmental conditions. This involves the collection and annotation of data we want to evaluate the model on. This is a time consuming, expensive process and researchers often collect and annotate a smaller subset with the aim of producing a model which generalizes to the entire breadth of data. However, a model may not generalize across subjects or gaze positions due to distribution shifts caused by limited or biased sampling of their specific distribution. The within-dataset performance represents the distribution shift exhibited when the train and test splits are sampled from the same distribution. We hypothesize that any remaining distribution shift due to biased sampling will be mitigated by increasing the breadth of training distribution. If this is true, then the all-vs-one test will outperform the within-dataset test. If the within-dataset test outperforms the all-vs-one test then it suggests that the all-vs-one model has insufficient complexity (parameters) to capture the entire breadth of the training data. Lastly, we can conclude that a dataset has been optimally sampled if both both tests exhibit nearly the same performance. All possibilities are explored in post-hoc tests and addressed in the discussion section.

3.5.3 Hypothesis 3: Effects of data augmentation. Data augmentation has numerous benefits for machine learning applications [20, 41]. It improves generalization by combating overfitting, expands
the training distribution and reduces domain gap by combating prior shifts. Previous work has demonstrated that domain-specific data augmentation significantly improves cross-subject performance in context of head-mounted eyetracking [8, 42]. Data augmentation is generally accepted as standard practice within Machine Learning and we quantify its effects on generalization.

It is plausible that within the context of eye image segmentation, data augmentation sufficiently reduces distribution shift by expanding the available training distribution while removing the need for multiset training. If this is true, then we expect cross-dataset tests to outperform the leave-one-out test. If this is false, then the inclusion of data augmentation is expected to improve performance across all tests while not affecting relative performance. Table 2 summarizes all augmentation schemes explored in this manuscript.

3.6 Analysis
Exploring our hypotheses for each dataset requires us to compare model performance between the proposed tests while keeping the within-dataset performance as baseline. However, datasets differ in complexity. A 1 pixel error improvement in pupil center estimation on a particular dataset cannot be compared objectively with others without considering the variability inherent within the ground truth, for the reason that one would expect more variability in model estimates for an inherently more variable test dataset. To mitigate this limitation, we consider the dispersion of test results (reported in median absolute deviation units, or MADs, due to its robustness to outliers) which are derived by normalizing a performance metric by the within-dataset test result.

3.7 Training details
This work relies on a modified version of DenseElNet [32], a standard encoder-decoder convolutional neural network inspired by RITNet [4], FC-DenseNet [24] and UNet [46]. Eye images are passed to the encoder which consists of 4 densely connected convolutional blocks. Each block extracts features from eye images while down-sampling their spatial extent by a factor of 2. Latent representations rich with semantic features are then fed into the decoder which produces a segmentation output mask for each eye image. For a complete breakdown of architecture, please refer to Supplementary Figure 1. Latent representations are also fed into a regression module which regresses pupil and iris ellipse parameters, if available.

For experiments which involve joint optimization on multiple datasets, an equal number of randomly selected samples from each domain are concatenated as input to our neural network. This process alleviates the concern of unequal representation due to a disproportionate number of samples in each domain (see Table 1). The validation set comprises 20% samples held out from the training set, either from a single or multiple domains. All models are optimized with ADAM [31] for 80 epochs. This work utilizes the loss functions proposed in EllSeg (Section 3.3 in Kothari et al. [32]). To curb overfitting and to ensure our model can be applied to both, left and right eyes, each eye image and its associated annotations are randomly flipped horizontally.

Experiments involving data augmentation modify input eye images and its associated annotations by randomly selecting an operation from a pool of augmentation schemes. Table 2 provides a summary of all schemes explored in this manuscript. Along with the ten data augmentation schemes introduced in Table 2, we also incorporate the possibility of not altering an eye image. Hence for any given eye image sample, we select one out of eleven possible choices, i.e., each augmentation scheme has a 1/11 chance of being selected.

3.8 Evaluation criterion
The performance of a model on a dataset is evaluated on a set of eye images (test set) from human subjects that were never present during training (see Table 1). Twenty percent of training
data is withheld for model validation during training. The best performing model is selected as the configuration which maximizes an average of mIoU and $d_p + d_i$ on the validation set. Here, $d_p = 1 - ae_p$ and $d_i = 1 - ae_p$ where $e_p$ and $e_i$ are pixel errors in predicting the pupil and iris centers and $a = 1/240$ is derived from the smallest image dimension. All models are evaluated every 2000 iterations, wherein an iteration is defined as a single network parameter update operation based on a batch of eye images. Annotations not present in a dataset are ignored while computing the evaluation metric. For experiments which involve training on multiple datasets, each batch consists of 3 eye images extracted randomly from every dataset included in the experiment. For experiments involving training on a single dataset, each batch consists of 24 eye images.

3.9 Hypothesis 1: Training with multiple datasets is an optimal strategy for generalization.

4 RESULTS AND DISCUSSION

In this section, we provide results for tests listed in Section 3.4. We focus our observations primarily on datasets with real eye images since observations on synthetic datasets do not support evidence for generalization during naturalistic conditions. We report our results on three separate metrics of performance. The pupil and iris center error which is measured in pixel units, and the mIoU score measured as the fraction of intersection to the union of the predicted and groundtruth categories of each pixel. Note that only the ground truth pupil center annotations are available for the majority of datasets with real eye imagery with the exception of OpenEDS, which contains all annotations. Hence, our analysis primarily focuses on pupil center performance with specific observations made for datasets with annotated iris centers and segmentation masks.

Figure 2 reveals that a multiset model offers improvements to generalization as opposed to selecting any dataset specific model for the LPW and Fuhl datasets (LPW ↑0.66 MADs, Fuhl ↑0.42 MADs). This is evident when comparing the best performing cross-dataset test result with the leave-one-out test. However, results indicate the opposite to be true for OpenEDS, BAT and Swirski datasets (↓0.37, ↓0.71 and ↓0.18 respectively). One explanation for this behavior is the conditions which these dataset represent. The Fuhl datasets were collected from subjects tasked to drive a car outdoors while subjects in LPW were tasked to fixate on a red ball moved by an experimenter in a variety of environmental conditions. In contrast, OpenEDS, BAT and Swirski datasets consist of physically restrained subjects who were given tasks which elicited a narrow range of gaze positions.
Fig. 2. Generalization test results. Each box plot highlights a model’s performance centered to the within-dataset limit for each domain. The line and notch present within each box plot represents the median and 95% confidence interval respectively while the ends of each box denotes the 1st and 3rd quartile. All images are 320×240 resolution. Note that datasets which are missing groundtruth annotations do not have a boxplot entry. All measures are reported relative to the within-dataset performance, which necessarily lies at zero. The absolute performance of various tests are provided in Supplementary Tables 2, 3 and 4.
Furthermore, eye images in these datasets were collected under constrained conditions with fixed lighting. This observation alludes to the variability of eye images inherent in these datasets.

To further analyze the dimensions along which these datasets vary, we performed a post-hoc analysis on the pupil location and appearance across eye images in every dataset present (see Supplementary Figure 2). We observe that eye images in the LPW and Fuhl datasets exhibit a broader distribution of pupil positions. They also demonstrate higher variability in the proportion of iris pixels across eye images. Humans exhibit relatively constant iris size when compared to the pupil, which frequently constricts and dilates. A large variation in proportion of iris pixels indicates a wider range of eye camera orientation and position. This is verified by Tonsen et al. who frequently varied the eye camera pose between frontal to off-axis views to capture a broader appearance of eye images [53]. Furthermore, the luminance distribution of pupils in these two datasets demonstrate a large spread and significant presence of intensities above the mean luminance of an eye image. Note that due to the absence of groundtruth, the luminance distribution of pupil regions is derived from predicted segmentation masks in Supplementary Figure 2.

The multiset training paradigm also demonstrates an improvement in segmentation performance on the OpenEDS (≈0.95 MADs). This evidence supports the intuition that multiset training offers a broader range of iris appearances which in turn has the potential to improve iris segmentation. To summarize, our analysis supports the conclusion that a multiset training paradigm offers better generalization as opposed to selecting the best performing cross-dataset model for eye images acquired under conditions with high variability.

4.1 Hypothesis 2: Training with multiple datasets will improve within-dataset performance.

The within-dataset performance represents the distribution shift exhibited when the train and test splits are sampled from the same distribution. We hypothesize that training with multiple heterogeneous distributions could improve upon the within-dataset performance by mitigating this latent distribution shift. That is to say we hypothesize that in the presence of distribution shift, the shift will be mitigated by increasing the breadth of the training distribution, as would be suggested if the all-vs-one test were to outperform the within-dataset test. However, results indicate that it is only on the BAT and Swirski datasets that the all-vs-one test outperforms the within-dataset performance, by 0.45 and 1.34 MADs, respectively. For the majority of the datasets, the all-vs-one model demonstrates only a slight reduction in performance from the expected within-dataset upper bound. The highest disagreement with the upper bound is evidenced on the Fuhl dataset with $\approx0.146$, on the pupil center upper bound respectively.

Closer inspection reveals that the Swirski dataset is comprised of ~300 eye images from a single subject and that the BAT dataset consists of 3.5K eye images from 3 subjects. This is evidenced by the sparse pupil center distribution and the poor overlap exhibited by the train and test eye images (see Supplemental Figure 2). Results indicate that these datasets are insufficient for cross-subject generalization despite their images being drawn from the same environment and eyetracker hardware. This limitation is mitigated by the all-vs-one model which provides a broad training distribution and improving generalization to new subjects.

4.2 Hypothesis 3: Effects of data augmentation for generalization

Figure 3 summarizes performance gains observed by augmenting eye images, and reveals that data augmentation improves performance across all testing sets. This is indicated by reductions in the inter-quartile range and improvements to the median performance across all metrics and tests.
(a) Performance following data augmentation measured as the mIoU metric relative to training in the absence of augmentation. Positive values indicate an improvement in performance.

(b) Performance following data augmentation measured as error in iris center, $e_i$, in pixels. Negative values indicate an improvement in performance.

(c) Performance following data augmentation measured as error in pupil center $e_p$ in pixels. Negative values indicate an improvement in performance.

Fig. 3. Generalization test results to study the effects of data augmentation. Each box plot highlights a model’s performance centered to the within-dataset limit for each domain. The line and notch present within each box plot represents the median and confidence interval respectively while the ends of each box denotes the 1st and 3rd quartile. All images are 320×240 resolution. Note that boxplots pertaining to datasets without a certain groundtruth annotation are missing. All measures are centered to the within-dataset threshold without data augmentation as reported in Figure 2 and Supplementary Tables 2, 3 and 4.
We find that our previous established hypotheses (see Section 4.1) regarding multiset training remains unaffected by the presence of data augmentation. Significant improvements to generalization can be observed on the Fuhl datasets wherein a combination of multiset training and data augmentation achieves performance on par with the within-dataset baseline.

Our tests of hypothesis 1 revealed that the LPW dataset favors multiset training, possibly due to its relatively wide distribution of pupil center locations. As expected, data augmentation sufficiently reduces the performance gap between the multiset model and the best performing cross-dataset model (albeit with a higher spread), indicating that either approach for generalization returns similar performance. Please see Figure 4 to visualize the performance of a multiset model in leave-one-out configuration.

In hypothesis 2, we identified that multiset training aids in overcoming the effects of limited sampling. Previously, the BAT all-vs-one test outperformed the within-dataset baseline indicating a distribution shift between its own train and test set. This shift is entirely eliminated by artificially augmenting eye images. The multiset training however outperforms the within-dataset baseline for the Swirski dataset, indicating that data augmentation alone does not sufficiently expand the training distribution for datasets with significant limited sampling.

### 4.3 Effects of reducing model complexity

Head-mounted eyetracking is primarily used for studying eye movements during unconstrained activities. This requires algorithms or models to be computationally inexpensive in order to conserve battery or reduce system latency to support downstream applications which rely on gaze estimates. The model employed in this work contains 2.24 million trainable parameters and operates at 118Hz on a NVIDIA RTX3090. When the number of trainable parameters was reduced to 529K, performance speed increased to 140Hz. Although this increase in speed is accompanied by an overall reduction in model performance across all tests, the ordinal relationships between tests remain unaffected by model complexity (see Supplementary Figure 3).

### 5 CONCLUSION

In this work, we have explored the task of Domain Generalization for segmenting near infrared eye images. This was achieved by jointly optimizing an encoder-decoder network on multiple eye image datasets with the intuition that a model would learn a generalized representation of eye images and elliptical eye parts. This work evaluated two approaches towards generalization, a) a multiset training approach to produce a single, robust model or b) pick the best performing model from a pool of pretrained, dataset-specific models. Generalization results indicate that datasets which exhibit higher variability benefit from multiset optimization. In contrast, dataset-specific models generalize better onto constrained use-cases, such as eye tracking applications where the eye camera properties are fixed, camera pose is constrained, and lighting conditions are controlled.

Although a model’s peak performance can be attained when it is trained and evaluated on data sampled from the same source distribution, limited or biased sampling often leads to a distribution shift and deteriorated model performance. Results indicate that multiset training can be utilized to identify and mitigate such a distribution shift, if it exists. This work also validates the benefits of data augmentation to further improve generalization by observing improvements in model performance across the board. Results indicate that a combination of data augmentation and multiset training attains the peak performance recorded for unconstrained eye images. While data augmentation does improve performance, it does not invalidate the contributions of multiset learning but instead,
Fig. 4. Success and failure examples of DenseELNet predictions in the leave-one-out configuration. Note that for any eye image shown in this figure, not a single image from its domain/dataset was used to train the model. This figure is representative of what to expect during model deployment on the datasets shown.

complements it. Models and code to facilitate our experiments are publicly available \footnote{bitbucket.org/RSKothari/multiset_gaze/src} for the research community.
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