Doped high-$T_c$ cuprate superconductors elucidated in the light of zeros and poles of electronic Green’s function
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We study electronic structure of hole- and electron-doped Mott insulators in the two-dimensional Hubbard model to reach a unified picture for the normal state of cuprate high-$T_c$ superconductors. By using a cluster extension of the dynamical mean-field theory (DMFT), we demonstrate that structure of coexisting zeros and poles of the single-particle Green’s function holds the key to understand Mott physics in the underdoped region. We show evidence for the emergence of non-Fermi-liquid phase caused by the topological quantum phase transition of Fermi surface by analyzing low-energy charge dynamics. The spectra calculated in a wide range of energy and momentum reproduce various anomalous properties observed in experiments for the high-$T_c$ cuprates. Our results reveal that the pseudogap in hole-doped cuprates has a $d$-wave-like structure only below the Fermi level, while it retains non-$d$-wave structure with a fully opened gap above the Fermi energy even in the nodal direction due to a zero surface extending over the entire Brillouin zone. In addition to the non-$d$-wave pseudogap, the present comprehensive identifications of the spectral asymmetry as to the Fermi energy, the Fermi arc, and the back-bending behavior of the dispersion, waterfall, and low-energy kink, in agreement with the experimental anomalies of the cuprates, do not support that these originate from (the precursors of) symmetry breakings such as the preformed pairing and the $d$-density wave fluctuations, but support that they are direct consequences of the proximity to the Mott insulator. Several possible experiments are further proposed to prove or disprove our zero mechanism.

PACS numbers: 71.10.Hf; 74.72.Kf; 79.60.-i

I. INTRODUCTION

Anomalous behaviors of high-$T_c$ cuprates observed in the normal metallic state above $T_c$ hold the key not only to understanding the mechanism of the superconductivity but also to a possible manifestation of an unexplored metallic phase distinguished from the Fermi liquid.1 Extraordinary electronic structure is induced by a small density of carrier doping into the Mott insulator. Angle-resolved photoemission spectroscopies (ARPES) have in fact revealed detailed anomalies of the normal-state spectra, such as momentum-dependent excitation gap (pseudogap), a truncated Fermi surface (Fermi arc), and kinks in the dispersion.2

Toward the understanding of the anomalous metals, especially the pseudogap formation, many theoretical proposals have been made so far.3 The proposals include a Cooper pairing without phase coherence,4 and hidden orders or its fluctuations competing with the superconductivity, such as antiferromagnetism,5,6 charge or stripe orderings,8 and $d$-density wave.9,10 Mechanisms attributing the origin of the pseudogap to a direct consequence of the proximity to the Mott insulator have also been proposed.11–15

Among the theoretical efforts, recent development of the dynamical mean-field theory (DMFT)16 and its cluster extensions17,18 has enabled studies on dynamics of microscopic models without any ad hoc approximation. In particular, studies on the two-dimensional (2D) Hubbard model using the cluster DMFT (CDMFT) have offered many useful insights into the electronic structure of cuprates, by identifying the pseudogap, Fermi arc,13,15,19–27 and high-energy kink28 in the calculated spectra. The CDMFT is specifically suited and powerful for this problem because of its nonperturbative framework, namely, it is based on neither weak nor strong coupling expansions. Furthermore, it takes account of short-range spatial correlations within a cluster explicitly. These are big advantages in exploring momentum-resolved dynamics in the intermediate coupling region, which is relevant to physics of the cuprates. In particular, recent CDMFT studies on doped Mott insulators have revealed emergence of non-Fermi-liquid phases, characterized by unexpected coexistence of two singularities at the Fermi level, one characteristic to the weak-coupling and the other to the strong-coupling regions.13,15,26,29,30

The singularity characterizing weakly interacting metals, namely, Fermi liquids, is a pole of the single-particle Green’s function. A direct consequence of the proximity to the Mott insulator is a zero of the Green’s function. The zero mechanism is the energy measured from the Fermi level.

![Figure 1](image-url) FIG. 1. (color online). Schematics of the sign of $\text{Re} G$ for (a) normal metals and (b) correlation-driven insulating states. $k$ is the momentum and $\omega$ is the energy measured from the Fermi level.
function $G$. Energy dependence of its locus in the momentum space determines band dispersions, particularly, the Fermi surface at the Fermi level. On the other hand, a crucial singularity in the strong coupling region is a zero of $G$. The situations are illustrated in Fig. 1, which schematically shows how the real part of $G$ changes the sign in the energy-momentum space. Because Re$G$ must be positive at high energy while negative at low energy, it has to change its sign at least once between these two regions. The sign change also has to take place in the Brillouin zone at the Fermi level, say, between the zone center and the zone boundary, if the dispersion far from the Fermi level ensures positive Re$G$ in some part of momenta and negative Re$G$ in the other part. In the normal metals, the sign change occurs at the poles of $G$ (i.e., the band dispersions), where Re$G$ goes to $-\infty$ on the lower side of the band and comes back from $+\infty$ on the upper side [Fig. 1(a)]. On the other hand, what happens when correlation effects induce a gap in the band at the Fermi level? Because of the absence of poles inside the gap by definition, there is no way for Re$G$ to change its sign at the Fermi level except for getting through zeros [Fig. 1(b)]. Re$G = 0$ means the divergence of the self-energy, so that a zero of $G$ is a singular point of the self-energy.

The non-Fermi liquids discovered in CDMFT show a coexistence of these two characteristics — poles and zeros of $G$ at the Fermi level. In a lightly hole-doped region, the poles form a hole-pocket Fermi surface around the nodal direction [from $k = (0,0)$ to $(\pi,\pi)$], while the zeros form a surface enclosing $(\pi,\pi)$. It has been suggested that the Fermi arc emerges because of such peculiar electronic structure: The pocket loses the spectral intensity on the side closer to the zero surface, leaving the other side as an arc. Similar mechanisms were proposed, based on an assumed functional form of Green’s functions or a weakly-coupled chain model. The pseudogap is also characterized by the same zero surface, leaving the other side as an arc. In the previous paper we can understand experimental findings within the ‘pole-zero mechanism’. The paper is organized as follows. In Sec. II we introduce the 2D Hubbard model and present the central ideas of the CDMFT. We also describe the essence of numerical solvers for the effective cluster problem that we used in the present study. The numerical results are presented and discussed in comparison with various experiments in Sec. III. From the low-energy pole-zero structure, we derive a simple interpretation of several unusual features in hole-doped cuprates (Sec. III A-III C). We also find several anomalies in the band dispersion, which are consistent with ARPES data (Sec. III D-III F). In Sec. III G we discuss the results of the Fermi surface in comparison with the recent ARPES observation of the hole pocket. The comparison is further made in Sec. III H by changing the next-nearest-neighbor hopping to reach more quantitative understanding of the experimental results. In Sec. III H, III I, and III J, we extend our theory to electron-doped cuprates and find good agreements with ARPES data. We summarize our results and make concluding remarks in Sec. IV.

II. MODEL AND METHOD

As a simplest model for high-$T_c$ cuprates we take the Hubbard Hamiltonian,

$$H = \sum_{k}\epsilon(k)c_{k\sigma}^{\dagger}c_{k\sigma} - \mu \sum_{\sigma} n_{i\sigma} + U \sum_{i} n_{i\uparrow}n_{i\downarrow},$$

on a square lattice. Here $c_{k\sigma}$ ($c_{k\sigma}^{\dagger}$) annihilates (creates) an electron of spin $\sigma$ with momentum $k = (k_x, k_y)$, $c_{i\sigma}$ ($c_{i\sigma}^{\dagger}$) is its Fourier component at site $i$, and $n_{i\sigma} \equiv c_{i\sigma}^{\dagger}c_{i\sigma}$. $U$ represents the onsite Coulomb repulsion, $\mu$ the chemical potential, and

$$\epsilon(k) \equiv \pm 2t(\cos k_x + \cos k_y) - 4t' \cos k_x \cos k_y,$$

where $t$ ($t'$) is the (next-)nearest-neighbor transfer integral.

Based on a first principles calculation, the value of $t$ was estimated to be $\sim 0.4$eV for La$_2$CuO$_4$. $-t'/t$ is considered to be $\sim 0.2$ and $\sim 0.4$ for La$_2$-xSr$_x$CuO$_4$ and Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$, respectively. We adopt $U = 8t$ or $12t$, which are realistic values for the cuprates and indeed reproduce the Mott insulating state for undoped case.

In the CDMFT we map the system (1) onto a model consisting of an $N_c$-site cluster C and bath degrees of freedom B. The bath is determined in a self-consistent way to provide an $N_c \times N_c$ dynamical mean-field matrix $g_{ij}(i\omega_n)$ at temperature $T = (1/\beta)$, where $\omega_n = ((2n + 1)\pi T)$.

After the self-consistency loop converges, we calculate a quantity $Q^L$ defined on the original lattice from those on the cluster, $Q^C$. This periodization procedure is based on the Fourier transformation truncated by the cluster size $N_c$,

$$Q^L(k) = \frac{1}{N_c} \sum_{ij \in C} \langle Q^C \rangle_{ij} e^{i\mathbf{kr}_{ij}},$$
where \( \mathbf{k} \) is defined on the entire Brillouin zone of the original lattice and \( \mathbf{r}_{ij} \) is the real-space vector connecting two cluster sites \( i \) and \( j \).

The truncation by a small \( N_c \) gives a good approximation to the thermodynamic limit of \( N_c \to \infty \) if \( Q^c \) is well localized within the cluster. In reality it is difficult to find a quantity which is short ranged in the entire parameter range of the interaction strength and the doping concentration. Therefore we need to choose an appropriate quantity to periodize, according to situations. For example, \( Q = \Sigma (\Sigma: \text{self-energy}) \) is a good choice for weakly interacting normal metals,\(^{17}\) but it becomes highly nonlocal and long ranged in the strong coupling region (e.g., in the Mott insulator). This is due to an appearance of zeros of \( G \), i.e., poles of \( \Sigma \) in the momentum space (see APPENDIX A for further detail). On the other hand, in the Mott insulator \( Q = G \) is more appropriate because it is nearly local in the strong coupling regime.\(^{22}\)

Another choice for the periodization is the cumulant

\[
M = [i\omega_n + \mu - \Sigma]^{-1}. \tag{4}
\]

It was pointed out that the cumulant periodization works well in a wide range of \( U \) including the strong coupling, because it is similar in the functional form to the atomic Green function.\(^{13}\) Moreover, the periodization by the cumulant has an important feature, i.e., it can describe both poles and zeros of \( G \) at the same time, while the periodization by using \( \Sigma \) (\( G \)) describes only poles (zeros). This opens up the intriguing possibility of exploring the coexistence of poles and zeros at the Fermi level, as substantiation of anomalous metals.

In the present study, we adopt the cumulant periodization scheme, \( Q = M \), to investigate metals in the vicinity of the Mott insulator. In fact, \( M \) is highly local even in the doped metallic states. In APPENDIX B we demonstrate this local nature by CDMFT calculations for \( N_c = 4 \times 4 \) cluster; we find that \( M^c \) is nearly localized already within the inner \( 2 \times 2 \) cluster for a parameter region relevant to the present study. After obtaining the lattice cumulant \( M^k \) through Eq. (3), we calculate the self-energy \( \Sigma^k \), Green’s function \( G^k \), and spectral function \( A^k \) on the original lattice with

\[
\Sigma^k (\mathbf{k}, \omega) \equiv \left[ \omega + \mu - M^{k-1}(\mathbf{k},\omega) \right]^{-1},
\]

\[
G^k (\mathbf{k}, \omega) \equiv \left[ \omega + \mu - \Sigma^k (\mathbf{k}, \omega) \right]^{-1}, \tag{5}
\]

and

\[
A^k (\mathbf{k}, \omega) \equiv \frac{1}{\pi} \text{Im} G^k (\mathbf{k}, \omega). \tag{6}
\]

In the following calculations, we employ an \( N_c = 2 \times 2 \) cluster, and concentrate on the paramagnetic metallic solution.

We numerically solve the effective cluster problem by means of the exact diagonalization (ED) method at \( T = 0 \) and the continuous-time quantum Monte Carlo (CTQMC) method at \( T > 0 \), as we elaborate below. We hereafter omit the superscript \( L \) in \( \Sigma^L \), \( G^L \) and \( A^L \).

### A. Exact diagonalization method

Although the pseudogap state in cuprates is experimentally detectable only above \( T_c \), it is still significant to elucidate the nature of the pseudogap state in the zero temperature limit, by assuming the paramagnetic metal for the doped Mott insulator. This is a circumstance similar to the normal metal, where the concept of the Fermi liquid justified only in the zero temperature limit in the strict sense has proven to be fruitful. For this purpose of clarifying the zero temperature limit, we employ the Lanczos ED method\(^{38}\) for the cluster problem.

In this scheme we take a large but finite value of pseudo inverse temperature \( \beta' = (100/t \text{ or } 200/t \) throughout the paper), which practically represents the ground state with an energy resolution corresponding to \( 1/\beta' \). We then represent the dynamical mean field \( g_0 \) with a finite number \( N_B \) of bath degrees of freedom, which constitute together with \( C \) sites the effective Hamiltonian to be diagonalized. We take \( N_B = 8 \) throughout the paper.

The optimization of \( B \) sites is done by minimizing the distance function defined by

\[
d \equiv \sum_{ij \in C} \sum_n \left| \langle \hat{g}_0 (i\omega_n) \rangle_{ij} - \langle \hat{g}_{0,N_B} (i\omega_n) \rangle_{ij} \right|^2 e^{-\omega_n/t}, \tag{7}
\]

where \( \langle \hat{g}_{0,N_B} \rangle \) is the non-interacting Green’s function for the effective Hamiltonian and we have introduced the exponential weight factor \( e^{-\omega_n/t} \) with \( \omega_n \equiv (2n + 1) \pi/\beta' \) to reproduce more precisely the important low-frequency part. We have examined several other types of distance functions and confirmed that qualitative feature of the results obtained in this paper does not depend on the choice.

An advantage of the Lanczos method is that Green’s function is obtained as a function of real frequency \( \omega \) by the continued-fraction expansion,

\[
G(\omega) = \frac{(0|c\langle c|0)}{\omega + i\eta - a_0^{<} - \frac{b_1^{>}}{\omega + i\eta - a_1^{>} - \frac{b_2^{>}}{\omega + i\eta - a_2^{>} - \cdots}}}
\]

and

\[
\omega + i\eta - a_0^{<} = \frac{b_1^{<}}{\omega + i\eta - a_1^{<} - \frac{b_2^{<}}{\omega + i\eta - a_2^{<} - \cdots}} \tag{8}
\]

where \( |0\rangle \) is the ground-state vector and the coefficients \( a_i^{<,>}, b_i^{<,>} \) are the elements of the tridiagonal matrix appearing in the Lanczos algorithm.\(^39\) We take account of up to 2000th order in the expansion. A small positive \( \eta \) is introduced to satisfy the causality. In principle, \( \eta \) is taken to be infinitesimal, but in practice, it is useful to consider \( \eta \) as a parameter, which serves as a resolution in energy or mimics an infinite-size effect not incorporated into the ED calculation.

In the following study, we pursue a further benefit of the parameter \( \eta \). We use \( \eta \) as a mimic of the source of incoherence in
the electronic structure, such as thermal or impurity scattering. This is based on the observation that \( \eta \) does not substantially change the location of poles and zeros of \( G \) but changes only the sharpness of these singularities.\textsuperscript{15,30} Indeed, as long as \( \eta \) is sufficiently smaller than the typical energy scale of the system, the location of the poles and zeros is virtually determined only by \( \omega_1^\text{<}, \omega_2^\text{<}, b_1^\text{<}, \text{and } b_2^\text{<} \) in Eq. (8), which are calculated in the self-consistency loop performed on the Matsubara-frequency axis and independent from \( \eta \). Thus, \( \eta \) provides an opportunity to get insight into how the electronic structure at finite temperatures evolves from the pole-zero structure at zero temperature. The effect of \( \eta \) is confirmed by a direct comparison with the finite-temperature results obtained by QMC introduced below. Note that this smearing technique by \( \eta \) is very useful because it is difficult for QMC to obtain the precise electronic structure at real frequencies because it requires an analytic continuation of the numerical data. We use the smearing technique in Sec. III to compare the CDMFT+ED results with ARPES ones.

B. Quantum Monte Carlo method

In order to discuss thermal effects directly, we implement QMC calculations for the effective cluster problem. Since the scheme takes into account infinite bath degrees of freedom, the results complement the limitation in the bath size in the CDMFT+ED results as well. We adopt the algorithm based on a weak-coupling series expansion and auxiliary-field transformation. The idea was first proposed by Rombouts \textit{et al.},\textsuperscript{40} applied to DMFT by Sakai \textit{et al.},\textsuperscript{41} and recently formulated in a sophisticated fashion by Gull \textit{et al.},\textsuperscript{42} which enabled a study at sufficiently low temperatures.

In the QMC, we first expand the many-body partition function in the interaction part of the Hamiltonian and apply the Hubbard-Stratonovich decoupling\textsuperscript{43,44} to the interaction part. This decomposes the many-body partition function into a sum of single-particle systems, which we collect.

While the algorithm is based on the series expansion up to infinite order, it is feasible to obtain a numerically exact result because, after numerical convergence, all the orders in the expansion are virtually taken into account.\textsuperscript{40}

We implement the CTQMC sampling for the auxiliary fields, employing the updating algorithm proposed in Ref. 42. We typically take \( 2 \times 10^5 \) steps for each QMC simulation, and after convergence in the self-consistency loop, we average over 30 data starting from \( g_0 \)'s which are different within a statistical error bar.

III. RESULT AND DISCUSSION

A. Non-\( d \)-wave pseudogap

First of all, we make a remark on the structure of pseudogap obtained in Fig. 2(a) in Ref. 15 [reproduced in Fig. 2(a)], which depicts the low-energy pole and zero surfaces calculated by CDMFT+ED for 9% hole doping to the Mott insulator at \( U = 8t \) and \( t' = 0 \). The pseudogap is formed by the zero surface (red) connecting two separated pole surfaces (green). Here we define the \( k \)-dependent amplitude \( \Delta(k) \) of the pseudogap as the energy difference between the upper and the lower poles at each \( k \). Then we see in Figs. 2(a) and (c) that the gap in the direct transition opens in the en-
tire Brillouin zone, though it is somewhat larger in the antinodal region $[\Delta((\pi, 0)) = 0.35|t|$ than in the nodal region $[\Delta(k_{F1} \equiv (0.55\pi, 0.55\pi)) = 0.31|t|]$. This is one of the central results of this paper, and clearly different from previous scenarios of pseudogap which assume a d-wave gap above $T_c$, such as preformed pair, d-density-wave, resonating valence-bond, and nodal-liquid theory, since the direct transition gap closes in the nodal direction in these scenarios.

Nevertheless the electronic structure in Fig. 2(a), which was calculated without any assumption on the gap structure for the microscopic model, is consistent with the ARPES data, as described below. To start with, it should be noted that ARPES observes only the spectra below the Fermi energy $E_F(= 0)$ if $T$ is low, so that the gap amplitude is often estimated by symmetrizing the spectra below and above $E_F$. This is a misleading, artificial procedure because it assumes a symmetric structure of the gap as to the Fermi energy and neglects the structure above $E_F$ if any. Suppose we have the result in Fig. 2(a) only below $E_F$ and symmetrize it as in the ARPES procedure to estimate the pseudogap, we end up with a d-wave like gap since the gap in the part below $E_F$ is larger in the antinodal region while it is smaller or even zero in the nodal region [this is more clearly seen in Fig. 2(c) where we plot $\text{Re}G^{-1}(k, \omega)$ against energy and momentum along symmetric lines]. The situation is schematically shown in Fig. 2(b).

Our results suggest that the “d-wave structure” is an artifact of the symmetrizing analysis, and in reality, the pseudogap has a non-d-wave (namely, full-gap) structure. In APPENDIX C we confirm that the gap in the nodal direction persists for a larger cluster, by implementing an $N_c = 8$ CDMFT+CTQMC calculation at a low temperature.

It is interesting to examine this interpretation experimentally. Our theory predicts that a gap exists above $E_F$ even in the nodal direction if the paramagnetic metal persists down to zero temperature. This means that the symmetrization used in ARPES breaks down in the pseudogap state due to the spectral asymmetry as to the Fermi energy. This may be examined by spectroscopic or scattering probes to observe unoccupied electronic states above the Fermi level, such as the inverse photoemission spectroscopy (IPES). It is highly desired to reveal the pseudogap structure by combining both PES and IPES without any symmetrization procedure. Other possible experimental probes suited for this purpose may be electron energy loss spectroscopy, resonant inelastic X-ray scattering, and time-resolved photoemission. In addition, another possible study is ARPES on electron-doped cuprates. When we interpret the result with the electron-hole transformation, it provides information on the spectra of unoccupied states in a hole-doped system. We will discuss this in Sec. IIII and IIIJ, comparing the results with existing ARPES data on electron-doped cuprates.

**FIG. 3.** (color online). (a) DOS for $U = 8t$, $t' = 0$, and $n = 0.94$ (solid curve) and for $U = 8t$, $t' = -0.4t$, and $n = 0.95$ (dashed curve). (b) Spatially averaged tunneling conductance spectrum of lightly hole-doped cuprates, $\text{Na}_{0.12}\text{Ca}_{1.88}\text{CuO}_2\text{Cl}_2$ (left scale) and $\text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_8+\delta$ (right scale). Reproduction of Fig. 1(c) in Ref. 48. (c) Spectral function calculated with the CDMFT+ED around the antinode $[(\pi, 0)- (\pi, \pi/8)]$ and the node $[(3\pi/8, \pi/8)-(5\pi/8, \pi/8)]$ for $t' = -0.4t$, $U = 8t$, and $n = 0.95$. The numerical data are broadened with $\eta = 0.03t$.

**B. Spectral symmetry and asymmetry around the Fermi energy**

Although a thorough comparison of the calculated pole-zero structure with experiments is not possible at present because of the lack of the experimental spectra above $E_F$, it is still significant to make comparison with available experimental data which partly elucidated them. The scanning tunneling microscopy (STM) and the ARPES reported such data, where they found an electron-hole asymmetry of the spectra around $E_F$. The asymmetry provides a clue to the mechanism of the pseudogap, especially to the relation between the preformed pairing and the pseudogap, because the pairing will lead to a symmetric spectrum as established in the Bardeen-Cooper-Schrieffer (BCS) theory.

Figure 3(a) shows the low-energy part of the density of states (DOS) for $U = 8t$, $t' = 0$, and $n = 0.94$ and for $U = 8t$, $t' = -0.4t$, and $n = 0.95$. The data show that the weight of the low-energy occupied states is significantly larger than that of unoccupied ones, in accord with other CDMFT studies. The asymmetry is consistent with the spatially averaged electron-tunneling spectra [Fig. 3(b), reproduced from Fig. 1(c) in Ref. 48] measured by the STM for lightly hole-doped cuprates, $\text{Na}_{0.12}\text{Ca}_{1.88}\text{CuO}_2\text{Cl}_2$ and $\text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_8+\delta$, where the observed probability of electron extraction is considerably greater than that of injection. Moreover, the numerical data show a peak around $\omega = 0.3t(0.4t)$ for $t' = 0(-0.4t)$, which roughly agrees with the peak injection energies (100-300meV) seen in Fig. 3(b).
We note that the numerical data have the minimum above the Fermi level while the STM spectra have a V-shape gap with the minimum at zero bias. The V-shape gap might be attributed to the soft Coulomb gap\textsuperscript{51} or soft Hubbard gap\textsuperscript{52} caused by an interplay of electron correlations and randomness, as indicated by the strong charge inhomogeneity observed by the STM at surfaces.\textsuperscript{48}

ARPES allows a more detailed comparison of the spectra. Yang et al.\textsuperscript{49} succeeded in deriving low-energy ($\omega \lesssim 0.03\text{eV}$) spectra above the Fermi level by carefully analyzing the ARPES data for Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$. This was done by using the fact that ARPES data at finite temperatures contains information of unoccupied states because of the smeared tail of the Fermi distribution function for $\omega > 0$. In the superconducting state they observed electron-hole symmetric spectra both in the nodal and antinodal region, in accordance with the BCS spectral function.\textsuperscript{50} Meanwhile in the pseudogap state they found that (i) around the antinode the spectrum is nearly symmetric with intense peaks below and above $E_F$ separated by a gap of $\sim 0.06\text{eV}$, and that (ii) as approaching the node the peak below $E_F$ goes up and eventually crosses $E_F$ while the peak above $E_F$ disappears from the measured energy range. While (ii) clearly shows the asymmetry as to $E_F$, Yang et al.\textsuperscript{49} interpreted (i) as an evidence of preformed pairing.

Liebsch and Tong\textsuperscript{29} obtained an asymmetry similar to (ii) with the CDMFT. Nevertheless it is still worthwhile to see if the symmetry (i) can be reproduced since it is relevant to the mechanism of the pseudogap. Figure 3(c) shows the normal-state spectral function $A(k,\omega)$, calculated with the CDMFT+ED using $\eta = 0.03t$. We find that around the antinode, the two intense peaks reside nearly symmetric with opening of a gap. As approaching to nodal region, the gap below the Fermi level monotonically decreases and vanishes when the lower peak reaches the Fermi level [right panel of Fig. 3(c); see also Fig. 2(a)]. These behaviors are consistent with the experimental observations (i) and (ii). We note that in the $t' = 0$ case [Fig. 2(c)] the gap at $(\pi,0)$ above $E_F$ is larger than that below $E_F$, whereas the spectrum is more symmetric for $t' = -0.4t$ [Fig. 3(c)], which is more appropriate for Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$.

In the nodal direction, the gap lies above $\omega \simeq 0.1t$. This is again consistent with the ARPES\textsuperscript{49} which saw the region below $0.03\text{eV} \sim 0.08t$ and observed no gap in this direction. We note that this is distinct from the picture in Ref. 33, where the gap was assumed to close in the nodal direction.

Thus we have shown that the ARPES data\textsuperscript{49} does not necessarily indicate a preformed pairing, but is rather naturally interpreted as a consequence of the dispersive zero surface.

C. Back-bending behavior of dispersion

Another important aspect captured in Fig. 2(a) is the back-bending behavior of the band cutting the Fermi level. Namely, the pole surface, which monotonically goes up to $(\pi, \pi)$ in the bare dispersion, is bent back below $E_F$ around $(\pi, \pi)$. This is more clearly seen in Fig. 4(a), which is an enlarged view of Fig. 2(a) in a lower energy range. The back bending can be seen below $E_F$ around the antinodes while it is above $E_F$ around the nodal direction.

Actually the ARPES\textsuperscript{53} observed a similar behavior. Figure 4(b) is a reproduction of Fig. 2(d) in Ref. 53, where the back-bending behavior is seen only around the antinode. In the light of Fig. 4(a) the absence of the back bending around the node will be simply because the top of the band is located at a higher energy than the maximum energy of the measurement. Note that $t' < 0$ lifts (lowers) the band around the nodes (antinodes). Enhancing $-t'$ shifts the Fermi surface to $(0,0)$ as well, as we will discuss in Sec. IIIH. Then a better agreement with the ARPES data may be reached.

In Ref. 53 the back-bending behavior around the antinodes was interpreted as an evidence of preformed Cooper pairs in the pseudogap state because it resembles a band dispersion in the BCS superconductors.\textsuperscript{50} However, our result implies another simple interpretation: The band is pushed down by the neighboring zero surface, which cuts the Fermi level around $(\pi,\pi)$, due to the large self-energy around it. This picture is confirmed in Fig. 2(d), where we plot the energy dependence of the self-energy at the Fermi momentum $k_F$ closest to the zero surface. We see that the real part of the self-energy is negatively large below the zero at $\omega \simeq 0.06t$, which should push down the band around the momentum. The result indicates that the pair formation is not necessary and the zeros of $G$ resulting directly from strong correlation effects give an alternative interpretation of the back-bending dispersions.

Recently, an evidence against the scenario that the back bending is a consequence of preformed pair was further reported.\textsuperscript{54} In this ARPES observation, the back-bending momentum, i.e., the location of the pole at the lowest binding energy along momentum cuts, is clearly deviated from the Fermi momentum at above the pseudogap opening temperature. In contrast, we note that the two momenta should agree in the BCS theory and in the preformed pair scenario as well. Furthermore, the ARPES reported that the back-bending momentum along $(\pi,0)$-$(\pi,\pi)$ shifts closer to $(\pi,\pi)$ than the Fermi momentum. This indicates a zero surface around $(\pi,\pi)$ at the

FIG. 4. (color online). (a) Enlarged view of Fig. 2(a) at low energy. Solid (orange) curves are guides to the eye for band dispersions in nodal and antinodal regions. (b) Binding energy of the ARPES spectral peaks along momentum cut with regular $k_y$ intervals. Reproduced from Fig. 2(d) in Ref. 53. The data was taken for the pseudogap state ($T = 140\text{K}$) of a thin film Bi$_2$Sr$_2$CaCu$_2$O$_{8}$ sample with $T_c = 90\text{K}$. $\Delta_0(\sim 50\text{meV})$ is the maximum of the $d$-wave gap fitting the data.
FIG. 5. (a) Energy-distribution curves calculated with the CDMFT+ED along symmetric lines \((0, 0)-(\pi, 0)-(\pi, \pi)\) for \(t' = -0.2t, U = 12t, n = 0.93, \) and \(\eta = 0.1t\). For clarity the curves are offset by 0.06 (0.1) for \((0, 0)-(\pi, 0)-(\pi, \pi)\). (b) ARPES spectra for La\(_{2-x}\)Sr\(_x\)CuO\(_4\) \((x = 0.07)\), reproduced from Fig. 5 in Ref. 56.

Fermi level and a center of the gap residing above \(E_F\), in full consistency with our pole-zero structure Fig.2(a).

We note that a back-bending dispersion was already observed in an early QMC study,\(^{55}\) where antiferromagnetic fluctuations were proposed as the origin of the pseudogap. Although our numerical data do not exclude the antiferromagnetic fluctuations from the possible mechanisms, the less-k-dependent pseudogap as well as the asymmetric location of the hole pocket (see Sec. III G) seems to oppose the mechanism; instead it rather supports that the pseudogap is a direct consequence of the proximity to the Mott insulator.

D. Energy-distribution curve

Zeros of \(G\) are not directly seen in spectra. Their footprints may, however, be detected through a sudden suppression of spectra due to a large \(\text{Im} \Sigma\) around the zeros. Figure 5(a) shows energy-distribution curves (EDC) of the spectral function along momentum cuts \((0, 0)-(\pi, 0)-(\pi, \pi)\), calculated by the CDMFT+ED with \(\eta = 0.1t\) for \(t' = -0.2t, U = 12t,\) and \(n = 0.93\). The results exhibit a coherent peak around \((\pi, 0)\) just below the Fermi level, its shift to lower energy from \((\pi, 0)\) to \((\frac{\pi}{2}, 0)\), and the incoherent feature around \((0, 0)\) and \((\pi, \pi)\). All these features are consistent with ARPES data [Fig. 5 in Ref. 56, reproduced in Fig. 5(b)]. This agreement supports our zero mechanism and shows that the incoherent feature can be interpreted as the effect of zeros of \(G\): Since the zero surface exists just above the band around \((\pi, \pi)\) [Fig. 2(a)] and since another one is located just below the band around \((0, 0)\) [not shown in Fig. 2(a), but can refer to Fig. 10(b) below], the spectrum associated with the band is smeared around these momenta due to the large \(\text{Im} \Sigma\) around the zeros. While the suppression around \((\pi, \pi)\) is relevant to the emergence of Fermi arc,\(^{13,15,30}\) that around \((0, 0)\) is related to the waterfall behavior discussed in the next subsection.

E. Waterfall

Recent ARPES\(^{57-61}\) observed an anomalous spectral structure, called “waterfall”, at high binding energies \(\sim 0.3-0.4\) eV, where the band cutting the Fermi level suddenly loses the spectral weight and starts falling down to \(\sim -0.7\) eV with a suppressed intensity. Below the energy a strong intensity emerges again from nearly the same momentum as that the waterfall starts. This high-energy anomaly has been found quite generally in hole-doped cuprates, irrespective of the presence or absence of superconductivity, under, optimally or overdoped, and detailed compositions. Moreover similar features have been reported in other transition-metal compounds such as \(\text{SVO}\),\(^{62}\) and \(\text{LaNiO}\(_3\)).\(^{63}\) These suggest a universality of the phenomenon in strongly-correlated metals.\(^{64}\)

The dynamical cluster approximation (DCA) + QMC study for the 2D Hubbard model with \(t' = 0\) reported a similar structure in the spectra. Based on the similarity of the DCA results to those with a perturbative calculation incor-
porating antiferromagnetic spin fluctuations, the authors proposed that the waterfall results from high-energy spin fluctuations. Here we implement a CDMFT+ED study, and closely examine how the pole-zero structure underlies the waterfall phenomenon and how the energy scale of the waterfall depends on model parameters. Our analysis indicates alternative interpretation for the phenomenon.

Figures 6(a)-(d) plot the spectral intensity calculated along the momentum cut from \((0, \pi)\) to \((\pi, \pi)\) for various parameter sets. The results show nice resemblances with the ARPES result [Fig. 1(c) in Ref. 58, reproduced in Fig. 6(e)], i.e., (i) an abrupt change in the slope of the band around \(\omega = E_1\), accompanied by the simultaneous reduction of the intensity, (ii) nearly vertical dispersion with suppressed intensity in the waterfall region, and (iii) reemergence of a strong intensity around \(\omega = E_2\). The energy scale also agrees roughly with the experimental value, if one keeps in mind \(t \sim 0.4\) eV.

We investigate how \(E_1\) and \(E_2\) depend on \(t'\), \(n\), and \(U\). First, comparing Figs. 6(a) and (b), we see that \(t' < 0\) reduces both \(|E_1|\) and \(|E_2|\). Second, comparison of Figs. 6(b) and (c) shows that doping also reduces the energies. This doping dependence is qualitatively consistent with the DCA results\(^{28}\) for 16 sites cluster at a finite temperature. Third, the decrease of \(U\) from 12\(t\) [Fig. 6(a)] to 8\(t\) [Fig. 6(d)] increases the energies.

These parameter dependences can be naturally explained as follows. In general, strong correlation effects make the width of coherent band (i.e., the band above \(E_1\)) narrower by increasing the mass of the low-energy particles. This leads to the decrease of \(|E_1|\) as \(U\) increases. Indeed the slope of the coherent band decreases from 1.3\(ta\) (\(a\): the lattice constant) to 1.0\(ta\) as \(U\) increases from 8\(t\) to 12\(t\). Meanwhile \(t'\) lifts the band around the nodal direction, as will be discussed in Sec. IIIH. This elevates \(E_1\) and \(E_2\). The doping dependence seen in Figs. 6(b) and (c) can be qualitatively understood as a downward shift of the chemical potential with doping. As we showed in Ref. 15, in hole-doped Mott insulators doping causes a rigid-band-like shift of the chemical potential, though it cannot be described within the single-electron picture. In fact, the low-doping phase is not adiabatically connected with the Fermi liquid phase at higher dopings because of the intervening Lifshitz transition and the zero-surface emergence.

The above interpretation suggests that the energy scale of the waterfall is not necessarily related to the antiferromagnetic spin fluctuations\(^{28}\) but is considered to be a rather direct consequence of electron correlation, i.e., the mass renormalization of the coherent band. The picture is corroborated by the fact that a similar behavior can be seen within the single-site DMFT.\(^{94}\)

In view of the pole-zero structure in Fig. 1(b) in Ref. 15, the waterfall emerges in the energy region \(-2t < \omega < -t\), where many smeared pole and zero surfaces pile. The congestion of poles and zeros within the finite-cluster calculation indicates an incoherent nature of this energy-momentum region, which would result in the waterfall. Notice that the waterfall obtained in this paper has neither a gap nor dispersive features\(^{28}\), but a vertical structure with a suppressed intensity. This unusual structure comes out thanks to the use of the cumulant periodization (see Sec. II) which can describe the strong momentum dependence of the self-energy. Below the pile we see a relatively coherent pole surface extending down to \(\omega \sim -3.5t\). This corresponds to the band reemerging at the high binding energy \([iii]\). Note that a comparison at higher binding energies is difficult because the ARPES spectra are overlapped by other Cu-\(d\) or O-\(p\) bands.

### F. Low-energy kink in dispersion

In prior to the discovery of the waterfall, another anomaly (kink) in dispersion has been found in ARPES at lower binding energies\(^{65}\) and its origin has been in dispute. The kink is located at a binding energy around 0.05eV, where the band cutting the Fermi level sharply changes its slope. In the normal state the kink is clearly seen around the nodal region while, as approaching the antinodal region, the band becomes flatter and then the kink becomes less visible. The band structure continuously changes from the nodal to antinodal region where a pseudogap exists just above the band.\(^{66,67}\)

The CDMFT+ED results in Fig. 7 show similar behaviors: (i) The band suddenly changes the slope at a kink around \(\omega = -0.11\) \(\sim -0.04eV\) in the nodal region [Fig. 7(a)], and (ii) as approaching the antinode, the band becomes flatter and the slope change becomes weaker [Fig. 7(b)].

In general, the zero surface which generates the pseudogap pushes down the dispersion near the Fermi level. This makes a quick change of the slope of the dispersion distinct from the part deeply below the Fermi level, which may be the underlying origin of the kink formation. However, the sudden change of the dispersion observed in Fig. 7(a) naturally requires a precursor formation of a tiny zero surface around \(\omega = -0.1t\). This means a coupling of the quasiparticle with some other excitations with this energy, whichever bosonic or fermionic.

The energy resolution of the present cluster size is not obvious in other part of the quasiparticle dispersions, for instance in Fig. 10(b) below. This may be alternatively interpreted that,
around the zero surface, the pockets lose the spectral intensity.

FIG. 8. (color online). Momentum maps of (a) Re$G^{-1}(\mathbf{k}, \omega = 0)$ and (b) $A(\mathbf{k}, \omega = 0)$ calculated with the CDMFT+ED for $t' = 0$, $U = 12t$, and $n = 0.91$. $\eta = 0.001t$ (0.01$t$) is used for (a) (b). CDMFT+CTQMC results of $-\beta G(\mathbf{k}, \mathbf{\beta c})$ for $t' = 0$, $U = 12t$ and $T = 0.025t$ at (c) $n = 0.95$ and (d) $n = 0.90$. (e) Momentum-distribution curves calculated with the CDMFT+ED along $(0, 0)$-$(\pi, \pi)$ for the same parameters as those for (a) and (b). $\eta = 0.01t$ (solid curve) and $0.1t$ (dashed curve).

In the strongly correlated region, the quasiparticle is strongly renormalized and may couple to various intrinsic electronic modes of charge and spin origins. In high-$T_c$ cuprates the mechanism of the kink has been extensively discussed in the literature from the viewpoint of a coupling of electrons with some bosonic mode, such as phonon$^{48}$ and magnetic ones.$^{66,69}$ Our result, however, implies that the kink may be a rather general phenomenon in the proximity to the Mott insulator,$^{64}$ while the specific mechanism of kink formation is left for future studies.

### G. Fermi arc and hole-pocket Fermi surface

Next we shift our focus on the zero-energy electronic structure, namely, Fermi surface. The spectra in hole-doped cuprates have been extensively studied by ARPES.$^2$ One of the most remarkable findings in these studies is the observation of truncated Fermi surfaces, called “Fermi arc”.$^{47}$ Several authors have discussed the Fermi arc in terms of coexisting poles and zeros of $\Sigma$. $^{13,15,30,32-36}$ In this mechanism hole-pocket Fermi surfaces around the nodal directions coexist with a zero surface around $(\pi, \pi)$. Because $\text{Im}\Sigma$ is large around the zero surface, the pockets lose the spectral intensity more on the side closer to the zero surface, leaving arc-like spectra on the opposite side. This is reproduced in Figs. 8(a) and (b). Figure 8(a) shows the underlying pole-zero structure calculated by the CDMFT+ED at $T = 0$ without any substantial smearing to the singularities, where a clear hole-pocket Fermi surface coexists with a zero surface. When we introduce a smearing to the singularities (see Sec. IIA), we obtain the spectral map, Fig. 8(b), in which the arc-like structure is observed.

We confirm the zero mechanism by directly calculating a spectral weight at finite temperatures by employing the CTQMC method as the solver for the CDMFT. To obtain the spectrum without through any analytic continuation procedure which inevitably suffers from a large error bar, we calculate

$$-\beta G(\mathbf{k}, \tau = \beta/2) = \frac{\beta}{2} \int_{-\infty}^{\infty} \frac{A(\mathbf{k}, \omega)}{\cosh(\beta\omega/2)} d\omega$$

as a function of $\mathbf{k}$. This quantity is an integral of the spectral weight over a width $\sim T$ around $\omega = 0$ and approaches $A(\mathbf{k}, \omega = 0)$ for large $\beta$, so that gives an estimate of $A(\mathbf{k}, \omega = 0)$ at low temperatures.$^{70}$ In Figs. 8(c) and (d) we plot the results at $T = 0.025t$. For $n = 0.95$ [Fig. 8(c)] we see an arc at a location similar to the one in Fig. 8(b) while for $n = 0.9$ [Fig. 8(d)] the spectra extend to the antinodal regions. The doping evolution of the spectra is qualitatively consistent with that obtained with the CDMFT+ED in Fig. 2(c)-(e) in Ref. 15. The qualitative agreement between the CDMFT+ED result with broadening $\eta$ and the CDMFT+CTQMC result at finite temperatures supports that the phenomenological smearing factor $\eta$ well simulates the thermal effects. Moreover it corroborates the above-mentioned zero mechanism for the emergence of the Fermi arc. We note that the zero surface around $(\pi, \pi)$ is also consistent with the results by other cluster schemes such as DCA, which observed a strong scattering amplitude in the momentum patch around $(\pi, \pi)$ in both $N_{c} = 4$ (Ref. 71) and $N_{c} = 8$ (Ref. 29) calculations.

Interestingly, recent high-resolution ARPES$^{72}$ reported the existence of hole-pocket Fermi surfaces around the nodal directions in underdoped $\text{Bi}_2\text{Sr}_2\text{−}x\text{La}_x\text{CuO}_6$.$\delta$. The observed hole pockets have much less intensity on the side closer to $(\pi, \pi)$ than the opposite. This is consistent with the zero mechanism in Fig. 8(b). Important findings in the ARPES are that (i) the hole pockets are not located symmetrically with respect to the antiferromagnetic Brillouin zone boundary, i.e., $(\pi, 0)$-$(0, \pi)$ line (and its symmetrically-related ones), and that (ii) the spectral intensity on the $(\pi, \pi)$ side is finite even in the nodal directions. (i) excludes several scenarios for the pseudogap, which attribute the pockets to symmetry breakings$^{5,9,10}$ because in these theories hole pockets should be centered symmetrically as to the $(\pi, 0)$-$(0, \pi)$ line.$^{72}$ Meanwhile (i) is consistent with our zero mechanism that does not assume any symmetry breaking. (ii) is at odds with the theory based on an ansatz that gives a zero intensity in the outer point of the pocket crossing the nodal direction,$^{72}$ while it agrees well with our numerical data in Fig. 8(b). This is more clearly seen in Fig. 8(e), where we plot $A(\mathbf{k}, 0)$ along the momentum cut in the nodal direction: For $\eta = 0.01t$, in addition to the main peak at $k \approx (0.56\pi, 0.56\pi)$, we see the secondary peak at $\approx (0.7\pi, 0.7\pi)$, corresponding to the hole pocket structure.
The second peak is, however, not visible for $\eta = 0.1t$ and only the broadened main peak can be seen there. Namely, in our theory, the spectrum looks either a pocket like or an arc like depending on how the incoherence due to the zero surface is strong. The strength of the incoherence is controlled by the value of $\eta$ or temperature, or the distance between zeros and poles, as partly demonstrated in Fig. 4 in Ref. 15. Figure 8(e) also suggests that the energy resolution required to detect the pocket in the example of the pole-zero structure as Fig. 8(a) is in between $0.01t$ ($\sim 4$ meV) and $0.1t$ ($\sim 40$ meV), which roughly corresponds to the energy resolution in ARPES. This consideration on the incoherence explains why the pocket had not been detected until the recent high-resolution ARPES.\textsuperscript{72}

One obvious difference between Fig. 8(b) and the ARPES\textsuperscript{72} is the location of the pocket: The pocket in Fig. 8(b) resides closer to $(\pi, \pi)$ than that observed in the ARPES. This may be attributed to the difference between the model parameters we used and realistic ones for Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6+y}$. In particular, we show in the next subsection that the next-nearest-neighbor transfer $t''$, which is zero in Fig. 8(b), indeed shifts the pocket in the direction to $(0, 0)$.

H. Effect of the next nearest-neighbor transfer $t''$

Here we systematically study the effect of $t''$ on the electronic structure in lightly hole- and electron-doped regions. Figure 9 shows $t''$ dependence of the integrated spectra, Eq. (9), calculated with CDMFT+CTQMC at $T = 0.05t$ for (a)-(c) $U = 8t$ and $n = 0.93$ and (d)-(f) $U = 12t$ and $n = 0.90$. We see that the arc shifts to $(0, 0)$ as $-t''/t$ increases, and that at $t'' = -0.4t$, which is a reasonable value for Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6+y}$, the arc resides inside of the antiferromagnetic Brillouin zone, in consistency with experiments.\textsuperscript{72} We also see that $t''$ increases the curvature of the arc. A comparison with ARPES in further detail will require a more realistic determination of the model parameters, longer-range transfer integrals and Coulomb interactions, and a calculation on a larger cluster. These remain for future researches.

The above shift of the arc with $t''$ can be understood by plotting the underlying pole-zero structures. Figures 10(a) and (b) compare the structures for $t'' = 0$ and $t'' = -0.2t$ in a lightly hole-doped region. The figures show that at low energies $t''$ lifts the poles in the nodal direction while lowers them around the antinodes, as already expected from the bare dispersion Eq. (2). Then the hole pocket expands and the Fermi surface with the stronger intensity shifts to $(0, 0)$ direction. We note that, as we discuss in the next subsection, the third-neighbor transfer integral, which is not taken into account in the present calculation but exists in real materials, further enhances the pocket around $(\pi/2, \pi/2)$.

The effect of $t''$ is totally different for electron-doped cases. Figures 10(c) and (d) show the structures for $t'' = 0$ and $-0.2t$, respectively, in an electron-doped region. The effect of $t''$ at low energies is again understood by Eq. (2): $t''$ lifts the poles in the nodal direction while lowers around the antinodes. However, the consequence on the Fermi surface completely differs from that in hole-doped cases. For the particle-hole symmetric $t'' = 0$ case, the electron pockets appear around the nodes for electron doping, corresponding to the hole pockets in hole-doped cases, however, for finite $t''$, the electron pockets appear around the antinodes, as shown in Fig. 10(d). This is because the low-energy zero surface pushes up the dispersion around $(0, 0)$. We compare the Fermi surface structure with ARPES for the electron-doped cuprates in detail in Sec. IIIJ.
J. Pseudogap and Fermi pockets in electron-doped cuprates

Lastly we discuss low-energy electronic structures in electron-doped cases. The pseudogap has been experimentally observed also in electron-doped cuprates, although the doping range is much more limited than that in hole-doped cases due to the wider antiferromagnetic region near the undoped Mott insulator. The mechanism of the pseudogap has extensively been discussed within weak-coupling theories, which has successfully reproduced various experimental results such as the doping evolution of the Fermi surface. In these theories the mechanism has been ascribed to the antiferromagnetic long-range correlations. On the other hand, in the strong-coupling regime the cluster-perturbation theory and the CDMFT found that the pseudogap results from nonlocal but short-ranged dynamics without any long-range order or correlations. As pointed out in Ref. 20, the gap amplitude does not scale as $J \sim t^2/U$, so that the short-ranged dynamics is not simply ascribed to the AF correlation. Because it is unknown which mechanism, weak-coupling or strong-coupling, is relevant to electron-doped cuprates, it is worthwhile to see whether and how experimental data are understood in the strong-coupling picture, especially from the perspective of zeros of $G$.

The available ARPES data for the electron doped cuprates seems to have relatively poor resolutions and a clear dispersion has not been reported. Nevertheless, a recent ARPES measurement appears to have revealed the structure of the pseudogap for a family of electron-doped cuprates, $Ln_{2-x}Ce_xCuO_4$ ($Ln =$ Nd, Sm, and Eu). In Fig. 2 in Ref. 78 the EDC peak position jumps from $\omega \sim -0.03eV$ to $\omega \sim -0.15eV$ around antinode, which implies the pres-
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. The ARPES study found that (i) at small
doping (x = 0.04) strong intensity emerges around (π, 0)
and its symmetrically-related points [Fig. 12(a)], (ii) as
doping is increased, additional intensity develops around
[Fig. 12(b)], and (iii) at large doping the spectra merge, form-
ing a single large surface around [π, π] [Fig. 12(c)]. In Ref. 79
it is also seen that the band cutting the Fermi level at around
(π, π)
 evolves with doping from a high to low binding energy
while that around (π, 0) emerges first around the Fermi level
and extends to a high binding energy. This suggests that the
Fermi surface around
(π, π)
 is a hole pocket while the one
around (π, 0) is an electron pocket.

The above features (i) and (iii) were qualitatively repro-
duced by the cluster perturbation theory20 and by CDMFT
with the Σ21 and G22 periodizations on the 2D Hubbard model
at T = 0. In Ref. 20 and 21 the suppression of the intensity
around the node at low dopings was understood by the pres-
ence of the hot spot, where ImΣ is large, in this region.

In the following we clarify how the above observations (i)-
(iii) can be understood in terms of the underlying zero surface.
First, we show the CDMFT+CTQMC results at
T = 0.05t.

Second, Figs. 12(g)-(i) show the CDMFT+ED results for
t′ = −0.4t and U = 12t at n = 1.14, 1.17, and 1.19, respec-
tively. We see that a zero surface exists at the Fermi level,
surrounding (0, 0). For low dopings electron-pocket Fermi
surfaces reside around the antinodal points. As the doping is
increased, the pockets expand. Then they merge around the
nodal point and change the topology into two Fermi surfaces,
one around (π, π) and the other around (0, 0). Further dop-
ing makes the inner Fermi surface annihilate in pair with the
zero surface, resulting in the Fermi liquid with the single large
Fermi surface around (π, π).80 Thus in electron doping there
occur, at least, two phase transitions, the Lifshitz transition81
and a pole-zero annihilation transition, on the way from the
Mott insulator to the Fermi liquid.

The presence of the zero surface accounts for the weak
spectral intensity around the nodal direction in Figs. 12(d) and
(e). Then how is the intensity around the node in Fig. 12(b)
and (c) explained? To answer this we consider how the elec-
tronic structure, Fig. 10(d), changes with t′, which is not in-
cluded in our calculations based on the 2 × 2 cluster. Although
|t′| is usually several times smaller than |t| and therefore
negligible for discussing global electronic structures, it can
be crucial to understand the nodal intensity. This is because
around (π, π) the pole surface at ω ≃ −0.15t in Fig. 10(d)
moves up with −t′/t, as seen in comparison with Fig. 10(c),
and is located just below EF for −t′/t = 0.4 (not shown).

FIG. 12. (color online) (a)-(c) ARPES spectra for Nd
2−xF
Ce
x
CuO
4
. Reproductions of Fig. 3 in Ref. 79. (d)-(f) −βG(k, ±π)
calculated with the CDMFT+CTQMC for t′ = −0.4t, U = 12t,
and T = 0.033t at n = 1.05, 1.1, and 1.15, respectively. (g)-(i)
ReG−1(k, ω = 0) calculated with the CDMFT+ED for t′ = −0.4t,
U = 12t at n = 1.14, 1.17, and 1.19, respectively. η = 0.0001t is
used.
Since to the first approximation \( t''(>0) \) elevates dispersions around \((\pi, \pi)\) while lowers around \((0, 0), (\pi, \pi), (\pi, 0)\), and \((0, \pi)\), according to

\[
e(\mathbf{k}) \rightarrow e(\mathbf{k}) - 2t''[\cos(2k_x) + \cos(2k_y)],
\]

a hole pocket can emerge around \((\pi, \pi)\). This hole pocket will show up just inside the zero surface in Figs. 12(g) and (h). Recent experimental observation\(^3\) of the Shubnikov-de Haas oscillation in Nd\(_{2-x}\)Ce\(_x\)CuO\(_4\) also indicates a presence of the hole pocket around optimal doping. Therefore, to confirm the above scenario with a larger cluster calculation incorporating \( t'' \) is an intriguing future problem.

We note some additional indications of the zero surface in experiments. In Fig. 2(c)-(e) in Ref. 79, which plotted the ARPES EDCs for Nd\(_{2-x}\)Ce\(_x\)CuO\(_4\) along the underlying Fermi surface, a clear jump of the peak positions can be seen between the nodal and antinodal directions. This indicates the presence of the zero surface around the jump, in accord with the above picture [see Fig. 10(d)]. In Fig. 1 in Ref. 78, which plotted the ARPES spectra at the Fermi level, a similar structure to Fig. 12(c) was found while it clearly shows a finite intensity in some regions on the \((\pi, 0)-(0, \pi)\) line. This appears to be inconsistent with the zero surface on the \((\pi, 0)-(0, \pi)\) line assumed in Ref. 33 for hole-doped cases, but compatible with our zero surface around \((0, 0)\) as seen in Figs. 12(g) and (h).

### IV. SUMMARY AND CONCLUSION

In summary, we have shown that various spectral anomalies observed in the pseudogap states of hole- or electron-doped cuprates are naturally understood in terms of underlying pole-zero structure of electronic Green’s function. The pole-zero structure has been calculated for the paramagnetic metallic phase in the 2D Hubbard model with employing the CDMFT+ED at \( T = 0 \) and the CDMFT+CTQMC at \( T > 0 \). We have confirmed that the cumulant periodization scheme\(^1\) is suited for the parameter region of our interest, namely lightly doped Mott insulator in the intermediate to strong coupling region, since the cumulant is well localized within the cluster that we employed, as demonstrated in APPENDIX B. This corroborates the convergence and reliability of our momentum resolution in the studies on Fermi surface topology and the differentiation in the momentum space. Furthermore, the cumulant periodization is useful since it enables to study the coexistence of pole and zero surfaces.

The result calculated by CDMFT+ED shows a pseudogap in the lightly doped region around the Mott insulator. The pseudogap is characterized by a low-energy zero surface, which connects the bifurcated low-energy bands [Fig. 2(a)]. In hole-doped cases the lower band cuts the Fermi level while the upper one resides at the energy higher than and adjacent to the pseudogap above the Fermi level. This directly leads to (i) the non-\(d\)-wave character of the fully opened pseudogap and (ii) the spectral asymmetry around the Fermi level. Looking into the structure around \((\pi, \pi)\) we have also found that a large Re\(\Sigma\) around the zero surface causes (iii) the back-bending dispersion. All of (i), (ii), and (iii) are consistent with experiments semiquantitatively. The agreement imposes a strong constraint on theories for pseudogap: Although (ii) and (iii) have been interpreted as evidences of the preformed pairing in the literatures, (i) is in sharp contrast to \(d\)-wave-gap scenarios including those by preformed pair. It is compatible neither with other precursory or real \(d\)-wave-type symmetry breakings such as \(d\)-density wave nor with commensurate antiferromagnetism. We have confirmed a full gap formation at the nodal point in a larger-cluster calculation in APPENDIX C. Moreover, the non-\(d\)-wave gap is supported by the agreement of our result on the pseudogap structure with that observed by ARPES for electron-doped cuprates.

The zero mechanism also enables a simple and unified understanding of various spectral anomalies: In hole-doped cases the same zero surface which causes the back-bending behavior around the antinode induces the incoherence around \((\pi, \pi)\), Fermi pockets and Fermi arcs, while a pile of pole and zero surfaces at a higher binding energy results in the high-energy kink (waterfall) and the incoherence around \((0, 0)\). Moreover we have found a low-energy kink structure in the nodal dispersion. On the other hand, in electron-doped cases the zero surface which constitutes the pseudogap crosses the Fermi level around \((0, 0)\), making electron pockets around the antinodes. All these features are consistent with experimental results. We would like to emphasize that the zero surface does not result from symmetry breakings, but is a direct consequence of the strong correlation effect, i.e., proximity to the Mott insulator.

To elucidate the effect of zeros at finite temperatures, we have also implemented CDMFT+CTQMC calculations. The results qualitatively agree with those of CDMFT+ED with a smearing factor \(\eta\), which confirms that the thermal scatterings broaden the effect of zeros and indeed create the characteristic spectra similar to those observed in the cuprates.

To conclude, the origins of various anomalies in the electronic structure of the normal state in the high-\(T_c\) cuprates are unified into the presence of the low-energy zero surface which persists against doping. The zero surface is also expected to cause anomalous metallic behaviors in other physical quantities, such as the specific heat, electronic resistivity, and Hall coefficient.\(^1\) Comparisons of these quantities with experiments remain for future studies.

Although the microscopic mechanism creating the zero surface has not been discussed in this paper, it has emerged clearly as the proximity to the Mott insulator. The similarity in the structure of the zero surfaces between the pseudogap and the Mott gap in the undoped system [see Fig. 1(a) in Ref. 15] also implies the Mott origin of the pseudogap. At the same time, however, the pseudogap does not appear as that directly or continuously connected to the zero surface which forms the Mott gap in the undoped state. This is because, for example in the hole-doped case, the zero surface creating the fully-opened pseudogap is bounded above by the existence of low-energy excitations far below the upper Hubbard band (UHB). The reason why the ingap states are separated by the pseudogap from the main quasiparticle band is left for an important
future issue. In Ref. 15 we proposed a scenario in which the emergence of such a zero surface in the low-energy scale and the resultant pseudogap are a remnant of the binding of doubly occupied site (doublon) and empty site (holon) drastically weakened by the screening of Coulomb repulsions by mobile carriers. This has something to do neither with any symmetry breaking nor with its precursor. Recently, it has been proposed that a gap arising from hybridization between the quasiparticle and a composite fermion excitation is responsible for the pseudogap and the related zero surface. Possible supplementary role of strong antiferromagnetic fluctuations are left for future studies. Further study on the mechanism of pseudogap will be described elsewhere.
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APPENDIX A: BREAKDOWN OF $\Sigma$ PERIODIZATION FOR THE MOTT INSULATOR

Here we note that a standard periodization technique, which substitutes $Q = \Sigma$ to Eq. (3), cannot reproduce the Mott gap for large $U$. Because $\text{Im}A = 0$ in the Mott gap, $\text{Im}\Sigma$ must be 0 or $\infty$ in the whole Brillouin zone. However, this situation does never occur in Eq. (3) with $Q = \Sigma$ unless $\forall i, j \in C, \text{Im}\Sigma_{ij}^C = 0$ or $\Sigma_{ij}^C = \infty$ for all $\omega$ inside the gap, and these conditions are never satisfied as far as both $t$ and $U$ are nonzero and finite.

As a matter of fact, we see the electronic structure shown in Fig. 13(a) when we use the $\Sigma$-periodization procedure for the same Mott insulator shown in Fig. 1(a) in Ref. 15 [and reproduced in Fig. 13(b) for comparison]. We see that zeros of $G$ exist only at the Fermi level without a dispersion, and that poles of $G$ extend to the Fermi level around $(0, 0)$ from the positive $\omega$ side and around $(\pi, \pi)$ from the negative $\omega$ side, making the density of states half metallic. This failure of the $\Sigma$ periodization in the Mott insulator is ascribed to the fact that $\Sigma$ is not localized within the $2 \times 2$ cluster. The nonlocality of $\Sigma$ is a direct consequence of the presence of dispersive zeros of $G$, i.e., momentum-dependent divergence of $\Sigma$.

As we have discussed so far, zeros of $G$ still persist in doped Mott insulators up to a critical doping level beyond which the Fermi liquid emerges. Therefore $\Sigma$ should be highly nonlocal also in the non-Fermi-liquid region and the $\Sigma$ periodization again breaks down there. On the contrary, the cumulant $M$ is well localized within the $2 \times 2$ cluster in this region, as we mentioned in Sec. II. In APPENDIX B we give another numerical evidence for the locality of the cumulant in doped Mott insulators.

APPENDIX B: LOCALITY OF CUMULANT IN DOPED MOTT INSULATORS

Here we present a CDMFT+QMC result for an $N_c = 4 \times 4$ cluster in a parameter region of doped Mott insulators. We use the Hirsch-Fye algorithm and calculate the cluster cumulant $M^C$ for $t' = 0, U = 8t$, and $n = 0.91, T = 0.1t$.

Figures 14(a) and (b) show $\omega_n$ dependence of the real and imaginary parts of cumulants $M$ for various real-space vectors $r = (i, j)$ in the $4 \times 4$ cluster [shown in the inset of (b)], calculated with the CDMFT+QMC for $t' = 0, U = 8t$, and $n = 0.91$, and $T = 0.1t$. (c) The cumulants at the lowest Matsubara frequency plotted against the Euclidean distance.

FIG. 13. (color online). $\text{Re}G^{-1}(k, \omega)$ obtained with (a) $\Sigma$ and (b) $M$ periodization for a parameter region of the Mott insulator ($t' = 0, U = 8t$, and $n = 1$). (c)(d) Density of states corresponding to (a) and (b), respectively.

FIG. 14. (color online). (a)(b) Matsubara-frequency dependence of the real and imaginary parts of cumulants $M$ for various real-space vectors $r = (i, j)$ in the $4 \times 4$ cluster [shown in the inset of (b)], calculated with the CDMFT+QMC for $t' = 0, U = 8t$, and $n = 0.91$, and $T = 0.1t$. (c) The cumulants at the lowest Matsubara frequency plotted against the Euclidean distance.
Matsubara frequency, $\omega_0$, is plotted against the Euclidean distance, $\sqrt{i^2 + j^2}$. We find that the cumulant is well localized within the $2 \times 2$ cluster, which justifies the $M$ periodization.

Although the cumulant at $T = 0$ might be more extended than that at $T = 0.1t$, we do not have a tractable way to examine it for a cluster larger than $2 \times 2$. It is worthwhile, however, to note that the finite-temperature results obtained by our CDMFT+CTQMC calculation are consistent with the CDMFT+ED results with finite $\eta$’s, as discussed in Sec. III G. This fact implies that the $M$ periodization with $2 \times 2$ cluster still remains a good approximation even at $T = 0$.

**APPENDIX C: NODAL SPECTRA OBTAINED BY 8-SITE CDMFT+CTQMC**

To demonstrate the fully-opened pseudogap in a larger cluster, we implement an 8-site cluster calculation with CDMFT+CTQMC. We calculate the spectral function $A(k, \omega)$ at $k = k_{node} \equiv (\pi/2, \pi/2)$, where the $d$- and $s$-wave (fully-opened) pseudogaps are most distinguishable. The spectral function is obtained from $G(k, i\omega_n)$ through the maximum-entropy method.

Figure 15 shows $A(k_{node}, \omega)$ for $t' = -0.2t$, $U = 8t$, and $n = 0.95$. The small but clear gap just above the Fermi level at $T = 0.05t$ proves the fully-opened pseudogap. The gap vanishes at a higher temperature $T = 0.1t$. This is why the previous DCA study did not observe the gap. Note that, a very recent study with 8-site DCA also detected a wispy reduction of the spectral weight at $k_{node}$ at low doping though the signal was so weak that it was not explicitly analyzed in their paper. The weakness of the signal would be due to the flat momentum dependence of the self-energy in each momentum patch in the DCA. Although the suppression of the spectrum is more subtle at higher doping in their result, it is reasonable because the pseudogap temperature decreases with doping.

The gap formation at the nodal point cannot be reproduced by the assumption of the $d$-wave pseudogap. We have confirmed this by employing the assumed form of the Green function employed in Ref. 33.
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