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Abstract

Hindsight rationality is an approach to playing general-sum games that prescribes no-regret learning dynamics for individual agents with respect to a set of deviations, and further describes jointly rational behavior among multiple agents with mediated equilibria. To develop hindsight rational learning in sequential decision-making settings, we formalize behavioral deviations as a general class of deviations that respect the structure of extensive-form games. Integrating the idea of time selection into counterfactual regret minimization (CFR), we introduce the extensive-form regret minimization (EFR) algorithm that achieves hindsight rationality for any given set of behavioral deviations with computation that scales closely with the complexity of the set. We identify behavioral deviation subsets, the partial sequence deviation types, that subsume previously studied types and lead to efficient EFR instances in games with moderate lengths. In addition, we present a thorough empirical analysis of EFR instantiated with different deviation types in benchmark games, where we find that stronger types typically induce better performance.

1. Introduction

We seek more effective algorithms for playing multi-player, general-sum extensive-form games (EFGs). The hindsight rationality framework (Morrill et al., 2021b) suggests a game playing approach that prescribes no-regret learning dynamics and describes jointly rational behavior with mediated equilibria (Aumann, 1974). Rationality within this framework is measured by regret in hindsight relative to strategy transformations, also called deviations, rather than as prospective optimality with respect to beliefs. Each deviation transforms the learner’s behavior into a competitor that the learner must surpass, so a richer set of deviations pushes the learner to perform better.

While larger deviation sets containing more sophisticated deviations produce stronger competitors, they also tend to raise computational and storage requirements. For example, there is one external deviation (constant strategy transformation) for each strategy in a set of $n$, but there are $n^2$ internal deviations (Foster & Vohra, 1999) that transform one particular strategy into another, and the latter is fundamentally stronger. Though even achieving hindsight rationality with respect to external deviations appears intractable because the number of strategies in an EFG grows exponentially with the size of the game.

The counterfactual regret minimization (CFR) (Zinkevich et al., 2007b) algorithm makes use of the EFG structure to be efficiently hindsight rational for external deviations. Modifications to CFR by Celli et al. (2020) and Morrill et al. (2021b) are efficiently hindsight rational for other types of deviations as well. We generalize these algorithms as extensive-form regret minimization (EFR), a simple and extensible algorithm that is observably sequentially hindsight rational (Morrill et al., 2021b) for any given deviation set where each...
deviation can be decomposed into action transformations at each decision point. It is generally intractable to run EFR with all of these behavioral deviations so we identify four subsets that lead to efficient EFR instantiations that are observably sequentially hindsight rational for all previously studied tractable deviation types (external, causal (Forges & von Stengel, 2002; von Stengel &Forges, 2008; Gordon et al., 2008; Dudik & Gordon, 2009; Farina et al., 2020a), action (von Stengel &Forges, 2008; Morrill et al., 2021b), and counterfactual (Morrill et al., 2021b)) simultaneously. We provide EFR instantiations and sublinear regret bounds for each of these new partial sequence deviation types.

We present a thorough empirical analysis of EFR’s performance with different deviation types in benchmark games from OpenSpiel (Lanctot et al., 2019). Stronger deviation types typically lead to better performance, and EFR with the strongest type of partial sequence deviation often performs nearly as well as that with all behavioral deviations, in games where the latter is tractable.

2. Background

This work will continuously reference decision making from both the macroscopic, normal-form view, and the microscopic, extensive-form view. We first describe the normal-form view, which models simultaneous decision making, before extending it with the extensive-form view, which models sequential decision making.

2.1. The Normal-Form View

At the macro-scale, players in a game choose strategies that jointly determine the utility for each player. We assume a bounded utility function \( u_i : Z \rightarrow [-U, U] \) for each player \( i \) on a finite set of outcomes, \( Z \). Each player has a finite set of pure strategies, \( s_i \in S_i \), describing their decision space. A set of results for entirely random events, e.g., die rolls, is denoted \( S_c \). A pure strategy profile, \( s \in S = S_c \times \prod_{i=1}^{N} S_i \), is an assignment of pure strategies to each player, and each strategy profile corresponds to a unique outcome \( z \in Z \) determined by the reach function \( P(z; s) \in \{0, 1\} \).

A mixed strategy, \( \pi_i \in \Pi_i = \Delta |S_i| \), is a probability distribution over pure strategies. In general, we assume that strategies are mixed where pure strategies are point masses. The probability of a chance outcome, \( s_c \in S_c \), is determined by the “chance player” who plays the fixed strategy \( \pi_c \). A mixed strategy profile, \( \pi \in \Pi = \{\pi_c\} \times \prod_{i=1}^{N} \Pi_i \), is an assignment of mixed strategies to each player. The probability of sampling a pure strategy profile, \( s \), is the product of sampling each pure strategy individually, i.e., \( \pi(s) = \pi_c(s_c) \prod_{i=1}^{N} \pi_i(s_i) \). For convenience, we denote the tuple of mixed strategies for all players except \( i \) as its pre-image \( \phi^{-1} \) and \( \phi \) is their difference in expected utility \( u_i(\pi_i, \pi_{-i}) - u_i(\pi) \). We construct alternative strategies by transforming \( \pi_i \). Let \( \Phi^{SW}_{\mathcal{X}} = \{\phi : \mathcal{X} \rightarrow \mathcal{X}' \} \) be the set of transformations to and from a given finite set \( \mathcal{X} \). The pure strategy transformations in \( \Phi^{SW}_{\mathcal{X}} \) are known as swap deviations (Greenwald et al., 2003). Given a mixed strategy \( \pi_i \), the transformed mixed strategy under deviation \( \phi \in \Phi^{SW}_{\mathcal{X}} \) is the pushforward measure of \( \pi_i \), denoted as \( \phi(\pi_i) \), and defined by \( [\phi(\pi_i)(s'_i)] = \sum_{s_i \in \phi^{-1}(s'_i)} \pi_i(s_i) \) for all \( s'_i \in S_i \), where \( \phi^{-1} : s'_i \mapsto \{s_i \mid \phi(s_i) = s'_i \} \) is the pre-image of \( \phi \).

The regret for playing strategy \( \pi_i \) instead of deviating to an alternative strategy \( \pi'_i \) is their difference in expected utility \( u_i(\pi'_i, \pi_{-i}) - u_i(\pi) \). We construct alternative strategies by transforming \( \pi_i \). Let \( \Phi^{SW}_{\mathcal{X}} = \{\phi : \mathcal{X} \rightarrow \mathcal{X}' \} \) be the set of transformations to and from a given finite set \( \mathcal{X} \). The pure strategy transformations in \( \Phi^{SW}_{\mathcal{X}} \) are known as swap deviations (Greenwald et al., 2003). Given a mixed strategy \( \pi_i \), the transformed mixed strategy under deviation \( \phi \in \Phi^{SW}_{\mathcal{X}} \) is the pushforward measure of \( \pi_i \), denoted as \( \phi(\pi_i) \), and defined by \( [\phi(\pi_i)(s'_i)] = \sum_{s_i \in \phi^{-1}(s'_i)} \pi_i(s_i) \) for all \( s'_i \in S_i \), where \( \phi^{-1} : s'_i \mapsto \{s_i \mid \phi(s_i) = s'_i \} \) is the pre-image of \( \phi \).

The regret for playing strategy \( \pi_i \) instead of deviating according to \( \phi \) is then \( \rho(\phi; \pi) = u_i(\phi(\pi_i), \pi_{-i}) - u_i(\pi) \).

In an online learning setting, a learner repeatedly plays a game with unknown, dynamic, possibly adversarial players. On each round \( 1 \leq t \leq T \), the learner who acts as player \( i \) chooses a strategy, \( \pi'_i \), simultaneously with the other players who in aggregate choose \( \pi_{-i}' \). The learner is evaluated on their strategies, \( (\pi'_i)_{t=1}^{T} \).

---

1This paper is changed from its original version published as Morrill et al. (2021a). That version asserts that counterfactual and partial sequence deviations subsume external and causal deviations, respectively, without qualification. This assertion is incorrect, as MacQueen (2022)’s counterexample shows. This example and its consequences are described in the corrected version of Morrill et al. (2022b). Instead, observable sequential rationality is required to ensure that counterfactual deviations and partial sequence deviations subsume external deviations and causal deviations, respectively. The changes to the original paper pertaining to this correction are highlighted with labeled and numbered “correction” blocks in the separate report Morrill et al. (2022a).
against a deviation, \( \phi \), with the cumulative regret \( \rho^{1:T}(\phi) = \sum_{t=1}^{T} \rho(\phi; \pi^t) \). A learner is rational in hindsight with respect to a set of deviations, \( \Phi \subseteq \Phi^S_{\text{SW}} \), if the maximum positive regret, \( \max_{\phi \in \Phi} \left( \rho^{1:T}(\phi) \right)^+ \) where \( + = \max\{\cdot, 0\} \), is zero. A no-regret or hindsight rational algorithm ensures that average maximum positive regret vanishes as \( T \to \infty \).

The empirical distribution of play, \( \mu^T \in \Delta^{|S|} \), is the distribution that summarizes online correlated play, i.e., \( \mu^T(s) = \frac{1}{T} \sum_{t=1}^{T} \pi^t(s) \), for all pure strategy profiles, \( s \). The distribution \( \mu^T \) can be viewed as a source of “strategy recommendations” distributed to players by a neutral “mediator”. The incentive for player \( i \) to deviate from the mediator’s recommendations, sampled from \( \mu^T \), to behavior chosen by \( \phi \) is then player \( i \)’s average regret \( \mathbb{E}_{s \sim \mu^T} [\rho(\phi; s)] = \frac{1}{T} \rho^{1:T}(\phi) \). Jointly hindsight rational play converges toward a mediated equilibrium (Aumann, 1974) where no player has an incentive to deviate from the mediator’s recommendations, since hindsight rational players ensure that their average regret vanishes.

The deviation set influences what behaviors are considered rational and the difficulty of ensuring hindsight rationality. For example, the external deviations, \( \Phi^S_{\text{EX}} = \{ \phi \rightarrow s^i \circ : s_i \mapsto s_i^\circ \} \) are the constant strategy transformations, a set which is generally limited in strategic power compared to the full set of swap deviations. However, it is generally intractable to directly minimize regret with respect to the external deviations in sequential decision-making settings because the set of pure strategies grows exponentially with the number of decision points.

2.2. The Extensive-Form View

**Actions, histories, and information sets.** An extensive-form game (EFG) models player behavior as a sequence of decisions. Outcomes, here called terminal histories, are constructed incrementally from a fixed history, \( \emptyset \in \mathcal{H} \). At any history \( h \), one player determined by the player function \( P : \mathcal{H} \setminus \mathcal{Z} \to \{1, \ldots, N\} \cup \{c\} \) plays an action, \( a \in \mathcal{A}(h) \), from a finite set, which advances the current history to \( ha \). We write \( h \sqsubset ha \) to denote that \( h \) is a predecessor of \( ha \). We denote the maximum number of actions at any history as \( n_A \).

Histories are partitioned into information sets to model imperfect information, e.g., private cards. The player to act in each history \( h \in I \) in information set \( I \in \mathcal{I} \) must do so knowing only that the current history is in \( I \). The unique information set that contains a given history is returned by \( I \) ("blackboard I") and an arbitrary history of a given information set is returned by \( h \) ("blackboard h"). Naturally, the action sets of each history within an information set must coincide, so we overload \( \mathcal{A}(I) = \mathcal{A}(\mathcal{h}(I)) \).

Each player \( i \) has their own information partition, denoted \( \mathcal{I}_i \). We restrict ourselves to perfect-recall information partitions that ensure players never forget the information sets they encounter during play and their information set transition graphs are forests (not trees since other players may act first). We write \( I \prec I' \) to denote that \( I \) is a predecessor of \( I' \) and \( \mathcal{p}(I') \) to reference the unique parent (immediate predecessor) of \( I' \).

Let \( d_I \) be the number of \( I \)'s predecessors representing \( I \)'s depth and \( d_s = \max_{I \in \mathcal{I}} d_I \) be the depth of player \( i \)'s deepest information set. We use \( a_h^{I'} \) or \( a_h^{I} \) to reference the unique action required to play from \( h \in I \) to a successor history in \( I' \succ I \).

**Strategies and reach probabilities.** From the extensive-form view, a pure strategy is an assignment of actions to each of a player’s information sets, i.e., \( s_i(I) \) is the action that player \( i \) plays in information set \( I \) according to pure strategy \( s_i \). A natural generalization is to randomize at each information set, leading to the notion of a behavioral strategy (Kuhn, 1953). A behavioral strategy is defined by an assignment of immediate strategies, \( \pi_i(I) \in \Delta^{\mathcal{A}(I)} \), to each of player \( i \)'s information sets, where \( \pi_i(a \mid I) \) is the probability that \( i \) plays action \( a \) in \( I \). Perfect recall ensures realization equivalence between the set of mixed and behavioral strategies where there is always a behavioral strategy that applies the same weight to each terminal history as a mixed strategy and vice-versa. Thus, we treat mixed and behavioral strategies (and by extension pure strategies) as interchangeable representations.

Since histories are action sequences and behavioral strategies define conditional action probabilities, the probability of reaching a history under a profile is the joint action probability that follows from the chain rule of probability. We overload \( P(h; \pi) \) to return the probability of a non-terminal history \( h \). Furthermore, we can look at the joint probability of actions played by just one player or a subset of players, denoted, for example, as \( P(h; \pi_i) \) or \( P(h; \pi_{-i}) \). We can use this and perfect recall to define the probability that player \( i \)
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plays to their information set \( I \in \mathcal{I} \) as \( P(h(I); \pi_i) \). Additionally, we can exclude actions taken before some initial history \( h \) to get the probability of playing from \( h \) to history \( h' \), written as \( P(h, h'; \cdot) \), where it is 1 if \( h = h' \) and 0 if \( h \nsubseteq h' \).

2.3. Counterfactual Regret Minimization

Counterfactual regret minimization (CFR) (Zinkevich et al., 2007b) is based on information-set-local hindsight rational learning, where each immediate strategy is evaluated based on counterfactual value. Given a strategy profile, \( \pi \), the counterfactual value for taking \( a \) in information set \( I \) is the expected utility for player \( i \), assuming they play to reach \( I \) before playing \( \pi_i \) thereafter and that the other players play according to \( \pi_{-i} \) throughout, i.e.,

\[
v_I(a; \pi) = \sum_{h \in \mathcal{I}, z \in \mathcal{Z}} P(h; \pi_{-i}) P(ha, z; \pi) u_i(z) .
\]

The counterfactual value allows each of CFR’s local learners to be evaluated at each information set in relative isolation according to immediate counterfactual regret, which is the extra counterfactual value achieved by choosing a given action instead of following \( \pi_i \) at \( I \), i.e.,

\[
\rho^C_I(a; \pi) = v_I(a; \pi) - E_{a' \sim \pi_i(I)} v_I(a'; \pi).
\]

CFR was originally shown to be hindsight rational for the external deviations (Zinkevich et al., 2007b), and is now better understood as achieving observable sequential hindsight rationality with respect to the counterfactual deviations (Morrill et al., 2021b). Observable sequential rationality will be discussed in Section 4 and counterfactual deviations will be defined in Section 3.

2.4. Extensive-Form Correlated Equilibrium

Extensive-form correlated equilibrium (EFCE) is defined by Definition 2.2 of von Stengel & Forges (2008) as a mediated equilibrium with respect to deviations that are constructed according to the play of a deviation player. At the beginning of the game, the mediator samples a pure strategy profile (strategy recommendations), \( s \), and the game plays out according to this profile until it is player \( i \)'s turn to act. Player \( i \)'s decision at this information set \( I \) is determined by the deviation player who observes \( s_i(I) \), which is the action recommended to player \( i \) by the mediator at \( I \), and then chooses an action by either following this recommendation or deviating to a different action. After choosing an action and waiting for the other players to move according to their recommended strategies, the deviation player arrives at \( i \)'s next information set. Knowing the actions that were previously recommended to \( i \), they again choose to follow the next recommendation or to deviate from it. This process continues until the game ends.

The number of different states that the deviation player’s memory could be in upon reaching information set \( I \) at depth \( d_I \) is \( n_{d_I} \), corresponding to the number of action combinations across \( I \)'s predecessors. One way to avoid this exponential growth is to assume that recommended strategies are reduced, that is, they do not assign actions to information sets that could not be reached according to actions assigned to previous information sets. Thus, the action recommendation that the deviation player would normally observe after a previous deviation does not exist to observe. This assumption effectively forces the deviation player to behave according to an informed causal deviation (Gordon et al., 2008; Dudík & Gordon, 2009) defined by a “trigger” action and information set pair, along with a strategy to play after triggering, and the number of possible memory states grows linearly with depth. Defining EFCE as a mediated equilibrium with respect to informed causal deviations allows them to be computed efficiently, which has led to this becoming the conventional definition of EFCE.

3. Behavioral Deviations

Instead of achieving tractability by limiting the amount of information present in strategy recommendations, what if we intentionally hide information from the deviation player? At each information set, \( I \), we now provide the deviation player with three options: (i) follow the action recommendation at information set \( I \), \( s_i(I) \), sight unseen, (ii) choose a new action without ever seeing \( s_i(I) \), or (iii) observe \( s_i(I) \) and then choose an action.
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If $A_i = \bigcup_{I \in \mathcal{I}_i} A(I)$ is the union of player $i$’s action sets, then we can describe the deviation player’s memory, $g \in G_i \subseteq \{\ast\} \cup A_i$, as a string that begins empty and gains a character after each of player $i$’s actions. The recommendation, $s_i(I)$, at information set $I$ where option one or three is chosen must be revealed to the deviation player, either as a consequence of play (option one) or as a prerequisite (option three), thus resulting in the next memory state $g_{s_i}(I)$. Otherwise, the next memory state is formed by appending the “$\ast$” character to indicate that $s_i(I)$ remains hidden. Limiting the options available to the deviation player thus limits the number of memory states that they can realize. Given a memory state $g$, there is only one realizable child memory state at the next information set if the deviation player is allowed either option one or two, or two memory states if both options one and two are allowed. If all three options are allowed, the number of realizable child memory states at the next information set is equal to the number of actions at the current information set plus one.

Formally, these three options are executed at each information set $I$ with an action transformation, $\phi_I : A(I) \rightarrow A(I)$, chosen from one of three sets: (i) the singleton containing the identity transformation, $\{\phi^i : a \mapsto a\}$, (ii) the external transformations, $\Phi_{EX}(I)$, or (iii) the internal transformations (Foster & Vohra, 1999)

$$\Phi_{IN}(I) = \left\{ \phi^{a \rightarrow a} : a \mapsto \begin{cases} a^\circ & \text{if } a = a' \\ a & \text{o.w.} \end{cases} \right\}_{a', a^\circ \in A(I)}$$

While internal transformations can only swap one action with another, there is no loss in generality because every multi-action swap can be represented as the combination of single swaps (Dudík & Gordon, 2009; Greenwald et al., 2003). Thus, any strategy sequence that can be improved upon by a swap deviation can also be improved upon by at least one internal deviation.

A complete assignment of action transformations to each information set and realizable memory state represents a complete strategy for the deviation player. We call such an assignment a behavioral deviation in analogy with behavioral strategies and denote them as $\Phi_{IN}(I)$, since the behavioral deviations are a natural analog of the internal transformations in EFGs.

All previously described EFG deviation types can be represented as sets of behavioral deviations.

**von Stengel & Forges (2008)’s deviations.** Any strategy that von Stengel & Forges (2008)’s deviation player could employ is an assignment of internal transformations to every information set and memory state so the set of all such behavioral deviations represents all possible deviation player strategies. A mediated equilibrium with respect to the behavioral deviations could thus perhaps be called a “full strategy EFCE”, though “behavioral correlated equilibrium” may lead to less confusion with the conventional EFCE definition.

**Causal deviations.** An informed causal deviation is defined by trigger information set $I'$, trigger action $a'$, and strategy $\pi'_i$. The following behavioral deviation reproduces any such deviation: assign (i) the internal transformation $\phi^{a \rightarrow a^\circ}$ to the sole memory state at $I'$, (ii) external transformations to all successors $I' \rightarrow I''$ where $a'$ is in the deviation player’s memory to reproduce $\pi'_i$, and (iii) identity transformations to every other information set and memory state. The analogous blind causal deviation (Farina et al., 2020a) always triggers in $I'$, which is reproduced with the same behavioral deviation except that the external transformation $\phi^{a \rightarrow a^\circ}$ is assigned to $I'$.

**Action deviations.** An action deviation (von Stengel & Forges, 2008) modifies the immediate strategy at $I'$, $\pi_i(I')$, only, either conditioning on $\pi_i(I')$ (an informed action deviation) or not (a blind action deviation (Morrill et al., 2021b)), so any such deviation is reproduced by assigning either an internal or external transformation to the sole memory state at $I'$, respectively, and identity transformations elsewhere.

**Counterfactual deviations.** A counterfactual deviation (Morrill et al., 2021b) plays to reach a given “target” information set, $I^\circ$, and transforms the immediate strategy there so any such deviation is reproduced by assigning (i) external transformations to all of the information sets leading up to $I^\circ$, (ii) an external or internal transformation to the sole memory state at $I^\circ$ (for the blind and informed variant, respectively), and (iii) identity transformations elsewhere.

---

2Where the deviation player makes only single-action swaps, which, again, is a simplification made without a loss in generality (Dudík & Gordon, 2009; Greenwald et al., 2003).
Phrasing these deviation types as behavioral deviations allows us to identify complexity differences between these deviation types by counting the number of realizable memory states they admit. Across all action or counterfactual deviations, there is always exactly one memory state at each information set to which a non-identity transformation is assigned. Thus, a hindsight rational algorithm need only ensure its strategy cannot be improved by applying a single action transformation at each information set. Under the causal deviations, in contrast, the number of memory states realizable at information set \( I \) is at least the number of \( I \)'s predecessors since there is at least one causal deviation that triggers at each of them and plays to \( I \). This makes causal deviations more costly to compete with and gives them strategic power, though notably not enough to subsume either the action or counterfactual deviations (Morrill et al., 2021b). Are there sets of behavioral deviations that subsume the causal, action, and counterfactual deviations without being much more costly than the causal deviations?

4. Observable Sequential Rationality

The approach that this work takes to navigate tradeoffs between strategic power and computational efficiency is to use observable sequential rationality (OSR) (Morrill et al., 2021b) to elevate the strength of simple deviation types.

We overload counterfactual value to apply to an entire strategy, not just an action, as

\[
v^\pi_I^C(\pi_i; \pi_{-i}) = \sum_{h \in I} \sum_{z \in Z} P(h; \pi_{-i}) \left( P(h, z; \pi) u_i(z) \right) .
\]

and define the reach-probability-weighted counterfactual value as

\[
v_I^\pi(\pi_i; \pi_{-i}) = P(\pi(\pi_i); \pi_{-i}) - v_I^\pi(\phi \ll_{I}^\pi(\pi_i); \pi_{-i}),
\]

where \( \phi \ll_{I}^\pi \) is the deviation that applies \( \phi \) only before \( I \), i.e., \( \phi \ll_{I}^\pi(\pi_i; \pi_{-i}) \) if \( I \) plays \( \phi \) and \( I \) otherwise.

**Definition 1.** Define the full regret of deviation \( \phi \in \Phi^S \), under strategy profile \( \pi \) from information set \( I \), as the deviation reach-probability-weighted difference in counterfactual value \( \rho_I(\phi; \pi) = v_I^\pi(\phi(\pi_i); \pi_{-i}) - v_I^\pi(\phi \ll_{I}^\pi(\pi_i); \pi_{-i}) \), where \( \phi \ll_{I}^\pi \) is the deviation that applies \( \phi \) only before \( I \), i.e., \( \phi \ll_{I}^\pi(\pi_i; \pi_{-i}) \) if \( I \) plays \( \phi \) and \( I \) otherwise.

**Definition 2.** A recommendation distribution, \( \mu \in \Delta^{[S]} \), is OSR for player \( i \) with respect to a set of deviations, \( \Phi \subseteq \Phi^S_i \), if the maximum benefit for every deviation, \( \phi \in \Phi \), according to the reach-probability-weighted counterfactual value from every information set, \( I \in \mathcal{I}_i \), is non-positive,

\[
\mathbb{E}_{s \sim \mu} [\rho_I(\phi; s)] \leq 0.
\]

The hindsight analogue to Definition 2 follows.

**Definition 3.** Player \( i \) is observably sequentially (OS) hindsight rational for deviation set \( \Phi \subseteq \Phi^S_i \) if they choose a strategy \( \pi_i^t \) on each round \( t \) so that their average full regret vanishes at each information set \( I \), i.e.,

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \rho_I(\phi; \pi_i^t) \leq 0,
\]

with respect to the behavior of the other players, \( (\pi_{-i}^t)_{t=1}^{T} \). The positive part of their maximum average full regret across information sets is their OSR gap.

To show how the strength of a deviation type can be elevated with OSR, we need to define the “single-target” deviations derived from a given deviation set.

**Definition 4.** The set of single-target deviations generated from an arbitrary set of deviations \( \Phi \subseteq \Phi^S_{S_i} \) is

\[
\Phi^{\subseteq}_{S_i} = \{ \phi' \mid \forall s_{i-1}, [\phi' s_{i-1}](I) = [\phi s_{i-1}](I) \text{ if } I \leq I \text{ and } s_{i-1}(I) \text{ o.w.} \}_{\phi \in \Phi, i \in \mathbb{I}}.
\]

\( \Phi^{\subseteq}_{S_i} \) is the set of deviations constructed from \( \Phi \) that only deviate along a single path of information sets up to a “target” information set and behave identically to the input strategy at all other information sets. For example, the counterfactual deviations are the single-target deviations constructed from the external deviations so we can denote the set of counterfactual deviations as \( \Phi^{\subseteq}_{S_i} \).

The set of single-target deviations is special because it captures all of the ways that the input strategy could be modified along any sequence of information sets without including the combinations of these modifications across multiple sequences. The set of single-target deviations can therefore be much smaller than its generating set while preserving the generating set’s capacity to express different behavior modifications.
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The next result formalizes the intuition that the set of single-target deviations preserves the essential expressive capacity of its generating set by proving that there is no beneficial deviation in an arbitrary set of deviations \( \Phi \) if OSR is achieved with respect to \( \Phi_{\leq 0} \). This result is a generalization of Theorem 3 from Morrill et al. (2022b) for all deviation sets.

**Theorem 1.** If the full regret for player \( i \) at each information set \( I \) for the sequence of \( T \) strategy profiles, \( (\pi_t^i)_{t=1}^T \), with respect to each single-target deviation \( \phi \in \Phi_{\leq 0} \), is \( d_1(\phi) f(T) \geq 0 \), where \( d_1(\phi) \) is the number of non-identity action transformations \( \phi \) applies from \( I \) to the end of the game, then \( i \)'s OSR gap with respect to \( \Phi_{\leq 0} \) and \( \Phi \subseteq \Phi_{\leq 0}^{\leq 0} \) is no more than \( |I| f(T) \).

5. Partial Sequence Deviations

Notice that the causal, action, and counterfactual deviations are composed of contiguous blocks of the same type of action transformation. We can therefore understand these deviations as having distinct phases. The *correlation phase* is an initial sequence of identity transformations, where “correlation” references the fact that the identity transformation preserves any correlation that player \( i \)'s behavior has with those of the other players. There are causal and action deviations with a correlation phase, but no counterfactual deviation exhibits such behavior. All of these deviation types permit a *de-correlation phase* that modifies the input strategy with external transformations, breaking correlation. Finally, the *re-correlation phase* is where identity transformations follow a de-correlation phase, but it is only present in action and counterfactual deviations.

The informed variant of each deviation type separates these phases with a single internal transformation, which both modifies the strategy and preserves correlation. The action deviation type is the only one that permits all three phases, but the de-correlation phase is limited to a single action transformation.

Why not permit all three phases at arbitrary lengths to subsume the causal, action, and counterfactual deviations? We now introduce four types of *partial sequence deviations* based on exactly this idea, where each phase spans a “partial sequence” through the game.

The *blind partial sequence (BPS)* deviation has all three phases and lacks any internal transformations. Just as there is always a blind counterfactual deviation that reproduces the behavior of an external deviation along a single path of information sets, there is always a BPS deviation that reproduces the behavior of a blind causal deviation along a single path of information sets. More precisely, the set of BPS deviations is the set of single-target deviations generated from the set of blind causal deviations. Just as there are exponentially fewer counterfactual deviations than external deviations, there are exponentially fewer BPS deviations than blind causal deviations. There are \( d_i n_A |I| \) BPS deviations compared with \( O(\sqrt{n_A |I|}) \) blind causal deviations. Combined with OSR via Theorem 1, the BPS deviations capture the same strategic power with an exponential reduction in complexity. Even better, the set of BPS deviations includes the sets of blind action and blind counterfactual deviations. The empirical distribution of play of learners that are hindsight rational for BPS deviations thus converge towards what we could call a *BPS correlated equilibrium*. An OS BPS correlated equilibrium (OS-BPSCE) is in the intersection of the OS versions of three equilibrium sets: extensive-form coarse-correlated equilibrium (EFCCE) (Farina et al., 2020a), agent-form coarse-correlated equilibrium (AFCCE) (Morrill et al., 2021b), and counterfactual coarse-correlated equilibrium (CFCCCE) (Morrill et al., 2021b).

In general, re-correlation is strategically useful (Morrill et al., 2021b) and adding it to a deviation type (transforming it into a single-target deviation type) decreases its complexity! While this observation may be new in its generality, Zinkevich et al. (2007b) implicitly uses this property of deviations in EFGs and specifically the fact that the set of blind counterfactual deviations is the set of single-target deviations generated from the set of external deviations.

There are three versions of informed partial sequence deviations due to the asymmetry between informed causal and informed counterfactual deviations. A *causal partial sequence (CSPS)* deviation uses an internal transformation at the end of the correlation phase while a *counterfactual partial sequence (CFPS)* deviation uses an internal transformation at the start of the re-correlation phase. A *twice informed partial sequence (TIPS)* deviation uses internal transformations at both positions, making it the strongest of our partial sequence deviation types. The set of CSPS deviations is the set of single-target deviations generated from the set of informed causal deviations, and therefore subsumes the informed causal deviations, when used with
Figure 1: A summary of the deviation landscape in EFGs. Each pictogram is an abstract representation of a prototypical deviation. Games play out from top to bottom. Straight lines represent action transformations, zigzags are transformation sequences, and triangles are transformations of entire decision trees. Identity transformations are colored black; internal transformations have a cyan component representing the trigger action or strategy and a red component representing the target action or strategy; and external transformations only have a red component. Arrows denote ordering from a stronger to a weaker deviation type (and therefore a superset to subset equilibrium relationship), the dashed arrow denotes that this relationship holds only under OSR.

OSR, while being exponentially smaller, TIPS achieves our initial goal as it subsumes the informed causal, informed action, and informed counterfactual deviations at the cost of an $n_A$ factor compared to CSPS or CFPS, when used with OSR. Each type of informed partial sequence deviation corresponds to a new equilibrium concept and a new OS equilibrium concept in the intersection of previously studied equilibrium concepts.

Table E.1 in Appendix E gives a formal definition of each deviation type derived from behavioral deviations and Figure 1 gives a visualization of each type along with their relationships. The number of deviations contained within each deviation type is listed in Table 1.

6. Extensive-Form Regret Minimization

We now develop extensive-form regret minimization (EFR), a general and extensible algorithm that is OS hindsight rational for any given set of behavioral deviations. Its computational requirements and regret bound scale closely with the number of realizable memory states.

CFR variants for different deviation types have already been derived by modifying the counterfactual values used to train CFR’s information-set-local learners. Celli et al. (2020) define laminar subtree trigger regret (immediate trigger regret in our terminology), as the regret under counterfactual values weighted by the probability that player $i$ plays to a given predecessor and plays a particular action there. Their ICFR mod-
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Table 1: A rough accounting of (i) realizable memory states, (ii) action transformations, and (iii) the total number of deviations showing dominant terms. Columns (i) and (ii) are with respect to a single information set.

| type                | (i)  | (ii) | (iii)          |
|---------------------|------|------|----------------|
| internal            | N/A  | N/A  | $n_A^{2|I|}$   |
| single-target behavioral | $n_A^d$ | $n_A^{3|I|}$ | $n_A^{d+2|I|}$ |
| TIPS                | $d_s n_A$ | $n_A^{2|I|}$ | $n_A^{d+2|I|}$ |
| CSPS                | $d_s n_A$ | $n_A^{d+1}$ | $n_A^{3|I|}$   |
| CFPS                | $d_s$   | $n_A$  | $n_A^{3|I|}$   |
| BPS                 | $d_s$   | N/A   | $n_A^{d+1|I|}$ |
| informed causal     | $d_s$   | N/A   | $n_A^{d+2|I|}$ |
| informed action     | 1      | $n_A^d$ | $n_A^{d+1|I|}$ |
| informed CF         | 1      | $n_A^2$ | $n_A^{d+1|I|}$ |
| blind causal        | $d_s$   | N/A   | $n_A^{d+1|I|}$ |
| blind action        | 1      | $n_A$  | $n_A^{d+1|I|}$ |
| blind CF            | 1      | $n_A$  | $n_A^{d+1|I|}$ |
| external            | N/A   | N/A   | $n_A^{d+1|I|}$ |

1 One memory state at each information set is associated with the set of internal transformations which contains $O(n_A^3)$ transformations, but this is dominated by the number of external transformations associated with every other memory state in non-root information sets.

The classification of *pure CFR* (Gibson, 2014) is hindsight rational for informed causal deviations. Morrill et al. (2021b) also observe that simply weighting the counterfactual regret at $I$ by the probability that player $i$ plays to $I$ modifies CFR so that it is hindsight rational for blind action deviations.

We derive EFR by generalizing these ideas to weighted counterfactual regrets with dynamic weights determined by deviation reach probabilities on each round. Before we can construct EFR, we need to discuss regret minimization with time selection functions from the normal-form perspective. Along the way, we will derive a new algorithm, time selection regret matching, to minimize regret in this scenario, which will allow us to use regret matching in EFR in much the same way as it is typically used in CFR.

### 6.1. Time Selection

The key insight that leads to EFR is that each of the deviation player’s memory states corresponds to a different weighting function, which reduces the problem of minimizing immediate regret with respect to all weightings simultaneously to *time selection regret minimization* (Blum & Mansour, 2007). In a time selection problem, there is a finite set of $M(\phi)$ time selection functions, $W(\phi) = \{t \mapsto w_t^i \in [0,1]|_j^{M(\phi)}\}$, for each deviation $\phi \in \Phi \subseteq \Phi_S^I$ that maps the round $t$ to a weight. The regret with respect to deviation $\phi$ and time selection function $w \in W(\phi)$ after $T$ rounds is $\rho_1^T(\phi, w) = \sum_{t=1}^T w_t^i \rho(\phi; \pi^i)$. The goal is to ensure that each of these regrets grow sublinearly, which can be accomplished by simply treating each $(\phi, w)$-pair as a separate transformation (here called an *expert*) and applying a no-regret algorithm.

We introduce a $(\Phi, f)$-regret matching (Hart & Mas-Colell, 2000; Greenwald et al., 2006) algorithm for the time selection setting with a regret bound that depends on the size of the largest time selection function set.

---

3 Pure CFR purifies the learner’s strategy on each round by sampling actions at each information set.

4 Actually, ICFR is OS hindsight rational for CSPS deviations as well, but of course this was previously not understood.

5 The *regret matching++* algorithm (Kash et al., 2020) could ostensibly be used to minimize regret with respect to all time selection functions simultaneously without using more than $|S_i|$ computation and memory, however, there is an error in the proof of the regret bound. In Appendix F, we give an example where regret matching++ suffers linear regret and we show that no algorithm can have a sublinear bound on the sum of positive instantaneous regrets.
$M^* = \max_{\phi \in \Phi} M(\phi).$

**Corollary 1.** Given deviation set $\Phi \subseteq \Phi_{S_l}^{SW}$ and finite time selection sets $W(\phi) = \{w_j \in [0, 1]^T : \sum_{t=1}^T M(\phi)\}$ for each deviation $\phi \in \Phi$, $(\Phi, \cdot^+=\cdot)$-regret matching chooses a strategy on each round $1 \leq t \leq T$ as the fixed point of $L^t : \pi_i \mapsto 1/z^t \sum_{\phi \in \Phi} \phi(\pi_i) y^\phi_{w, t}$ or an arbitrary strategy when $z^t = 0$, where link outputs are generated from expected regret $y^\phi_{w, t} = \sum_{w \in W(\phi)} w^t (\rho^{1:t-1}(\phi, w))^+$ and $z^t = \sum_{\phi \in \Phi} y^\phi_{w, t}$. This algorithm ensures that $\rho^{1:T}(\phi, w) \leq \sqrt{2U \sqrt{M^* \omega(\Phi) T}}$ for any deviation $\phi$ and time selection function $w$, where $\omega(\Phi) = \max_{s_i \in S_l} \sum_{\phi \in \Phi} \{ \phi(s_i) \neq \pi_i \}$ is the maximal activation of $\Phi$ (Greenwald et al., 2006).

This result is a consequence of two more general theorems presented in Appendix D, one that allows approximations à la D'Orazio et al. (2020) (motivating the use of function approximation) and another that allows predictions of future regret, i.e., optimistic regret matching (D'Orazio & Huang, 2021). Appendix D also contains analogous results for the regret matching and time selection function $w$, where $\omega(\Phi) = \max_{s_i \in S_l} \sum_{\phi \in \Phi} \{ \phi(s_i) \neq \pi_i \}$ is the maximal activation of $\Phi$ (Tammelin, 2014; Tammelin et al., 2015a) modification of regret matching.

### 6.2. Memory Probabilities

Just as we use the reach probability function to capture the frequency that a mixed strategy plays to reach a particular history, we define a memory probability function, $w_\phi$, to capture the frequency that the deviation player, playing behavioral deviation $\phi$, reaches information set $I$ with memory state $g$ given mixed recommendations, $\pi_i$. It is the product of the probabilities that $\pi_i$ plays each action in $g$, i.e., $w_\phi(I, g; \pi_i) = 1$, $w_\phi(I', g; \pi_i) = w_\phi(I, g; \pi_i) \pi_i(a \mid I)$, and $w_\phi(I', g; \pi_i) = w_\phi(I, g; \pi_i)$, for all $I' \succ I$. Under pure recommendations, the memory probability function expresses realizability. We overload $G_i(I, \phi) = \{g \in G_i \mid \exists s_i \in S_i, w_\phi(I, g; s_i) = 1\}$ as the set of memory states that $\phi$ can realize in $I$.

### 6.3. EFR

We define the immediate regret of behavioral deviation $\phi$ at information set $I$ and memory state $g$ as the immediate counterfactual regret for not applying action transformation $\phi_{I,g}$ weighted by the probability of $g$, i.e., $w_\phi(I, g; \pi_i) \rho^F_\phi(\phi_{I,g}; \pi_i)$, where we generalize counterfactual regret to action transformations as $\rho^F(\phi_{I,g}; \pi_i) = \mathbb{E}_{a \sim \phi_{I,g}(\pi_i, z)}[\rho^F(a; \pi_i)]$. By treating $t \mapsto w_\phi(I, g; \pi_i)$ for each memory state $g$ in $I$ as a time selection function, we reduce the problem of minimizing immediate regret to time selection regret minimization.

EFR is given a set of behavioral deviations, $\Phi \subseteq \Phi_{S_l}^{SW}$, and gathers all transformations at information set $I$ across realizable memory states into $\Phi_I = \{\phi_{I,g} \mid \phi \in \Phi, g \in G_i(I, \phi)\}$. Each action transformation, $\phi_{I,g} \in \Phi_I$ is associated with the set of time selection functions $W^F_\phi(\phi_{I,g}) = \{t \mapsto w_\phi(I, g; \pi_i)\} \exists g \in G_i(I, \phi), \phi_{I,g} = \phi_{I,g}$ derived from memory probabilities. EFR then chooses its immediate strategy at $I$ according to a time selection regret minimizer. Applying the same procedure at each information set, EFR minimizes immediate regret at all information sets and memory states simultaneously.

Hindsight rationality requires us to relate immediate regret to full regret. The full regret of behavioral deviation $\phi$ at information set $I$ and memory state $g$, $\rho_{I,g}(\phi; \pi_i)$, is the expected value achieved by $\phi(\pi_i)$ from $I$ and $g$ minus that of $\pi_i$, weighted by the probability of $g$. The full regret at the start of the game on any given round is then exactly the total performance difference between $\phi$ and the learner. The full regret decomposes across successive information sets and memory states, i.e.,

$$\rho_{I,g}(\phi; \pi_i) = \rho_{I,g}(\phi; \pi_i) + \sum_{a' \in A(I)} \rho_{I', g; a'}(\phi; \pi_i),$$

where $I' \in I_1(I, a'), b \in [\star] \cup A(I)$.

---

While we only present the bound for the rectified linear unit (ReLU) link function, $\cdot^+ : x \mapsto \max\{0, x\}$, the arguments involved in proving Corollary 1 apply to any link function; only the final bound would change.
Algorithm 1 EFR update for player $i$ with exact regret matching.

1: **Input:** Strategy profile, $\pi^t \in \Pi$, $t \geq 1$, and behavioral deviations, $\Phi \subseteq \Phi^B_{\mathcal{I}_I}$.
2: **initialize** table $\rho^{i,0}_{I,W}(\cdot) = 0$.
3: # Update cumulative immediate regrets:
4: for $I \in \mathcal{I}_I$, $\phi_I \in \Phi_I$, $w \in W^{i}_I(\phi_I)$ do
5: \[
\rho^{i+1}_{I,w}(\phi_I) \leftarrow \rho^{i+1}_{I,w}(\phi_I) + w^T \rho^2_{I}(\phi_I; \pi^t)
\]
6: end for
7: # Construct $\pi^{i+1}_I$ with regret matching:
8: for $I \in \mathcal{I}_I$ from the start of the game to the end do
9: for $\phi_I \in \Phi_I$ do
10: \[
\begin{align*}
\text{if} \quad y^{i+1}_\phi &> 0 \text{ then} \quad \pi^{i+1}_I(I) \leftarrow \text{a fixed point of linear operator} \\
L^{i+1}_I : \Delta_{\mathcal{A}(I)} &\ni \sigma \mapsto \frac{1}{\pi^{i+1}_I} \sum_{\phi_I \in \Phi_I} y^{i+1}_{\phi_I}(\sigma)
\end{align*}
\]
11: \[
\begin{align*}
\text{else} \quad \pi^{i+1}_I(a | I) &\leftarrow \frac{1}{\mathcal{A}(I)} & \# \text{ Arbitrary.}
\end{align*}
\]
12: end if
13: end for
14: end for

where $\phi_{\mathcal{I}_I \subseteq g}$ is the behavioral deviation that deploys $\phi$ at all $\mathcal{I} \subseteq I$ and $\bar{g} \subseteq g$ but the identity transformation otherwise. Therefore, minimizing immediate regret at every information set and memory state also minimizes full regret at every information set and memory state, including those at the start of the game. Finally, this implies that minimizing immediate regret with respect to any given set of behavioral deviations $\Phi \subseteq \Phi^B_{\mathcal{I}_I}$ ensures OS hindsight rationality with respect to $\Phi$. EFR’s regret is bounded according to the following theorem:

**Theorem 2.** Instantiate EFR for player $i$ with exact regret matching and a set of behavioral deviations $\Phi \subseteq \Phi^B_{\mathcal{I}_I}$. Let the maximum number of information sets along the same line of play where non-identity internal transformations are allowed before a non-identity transformation within any single deviation be $n_{\text{IN}}$. Let $D = \max_{I : \mathcal{I}_I, \phi_I \in \Phi_I} |W^{i}_I(\phi_I)| \omega(\Phi_I)$. Then, EFR’s cumulative full regret at each information set after $T$ rounds with respect to $\Phi$ and the set of single-target deviations generated from $\Phi$, $\Phi_{\| \Phi}$, is upper bounded by $2^{n_{\text{IN}}+1} U_{\mathcal{I}_I} \sqrt{DT}$. In addition, this implies that EFR is OS hindsight rational with respect to $\Phi \cup \Phi_{\| \Phi}$.

See Appendix E for technical details.

6.4. Discussion

The variable $D$ in the EFR regret bound depends on the given behavioral deviations and is essentially the maximum number of realizable memory states times the number of action transformations across information sets. See Table E.2 in Appendix E for the $D$ value for each deviation type.

Algorithm 1 provides an implementation of EFR with exact regret matching. Notice that as a matter of practical implementation, EFR only requires $\Phi_I$ and $W^{i}_I$ for all information sets $I \in \mathcal{I}_I$, which are often easier to specify than $\Phi$. Table E.2 in Appendix E shows the $\Phi_I$ and $W^{i}_I$ parameters corresponding to each deviation type, as well as the $D$ and $n_{\text{IN}}$ values that determine each EFR instance’s regret bound. Thanks to this feature, EFR always operates on the set of single-target deviations generated from $\Phi$ that are additionally augmented with re-correlation. This both potentially improves EFR’s performance and ensures that learning is efficient even for some exponentially large deviation sets, like the external, blind causal, and informed causal deviations.
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For example, it is equivalent to instantiate EFR with the blind causal deviations or the BPS deviations. Likewise for the informed causal deviations and the CSPS deviations, where EFR reduces to a variation of ICFR (Celli et al., 2020). To be precise, ICFR is pure EFR (analogous to pure CFR) instantiated with the CSPS deviations except that the external and internal action transformation learners at separate memory states within an information set are sampled and updated independently in ICFR. EFR therefore improves on this algorithm (beyond its generality) because EFR’s action transformation learners share all experience, potentially leading to faster learning, and EFR enjoys a deterministic finite time regret bound.

Crucially, EFR’s generality does not come at a computational cost. EFR reduces to the CFR algorithms previously described to handle counterfactual and action deviations (Zinkevich et al., 2007b; Morrill et al., 2021b). Furthermore, EFR inherits CFR’s flexibility as it can be used with Monte Carlo sampling (Lanctot et al., 2009; Burch et al., 2012; Gibson et al., 2012; Johanson et al., 2012), function approximation (Waugh et al., 2015; Morrill, 2016; D’Orazio et al., 2020; Brown et al., 2019; Steinberger et al., 2020; D’Orazio, 2020), variance reduction (Schmid et al., 2019; Davis et al., 2020), and predictions (Rakhlin & Sridharan, 2013; Farina et al., 2019a; D’Orazio & Huang, 2021; Farina et al., 2020b).

7. Experiments

Our theoretical results show that EFR variants utilizing more powerful deviation types are pushed to accumulate higher payoffs during learning in worst-case environments. Do these deviation types make a practical difference outside of the worst case?

We investigate the performance of EFR with different deviation types in nine benchmark game instances from OpenSpiel (Lanctot et al., 2019). We evaluate each EFR variant by the expected payoffs accumulated over the course of playing each game in each seat over 1000 rounds under two different regimes for selecting the other players. In the “fixed regime”, other players play their parts of the fixed sequence of strategy profiles generated with self-play before the start of the experiment using one of the EFR variants under evaluation. In the “simultaneous regime”, the other players are EFR instances themselves. In games with more than two players, all other players share the same EFR variant and we only record the score for the solo EFR instance. The fixed regime provides a test of how well each EFR variant adapts when the other players are gradually changing in an oblivious way where comparison is simple, while the simultaneous regime is a possibly more realistic test of dynamic adaptation where it is more difficult to draw definitive conclusions about relative effectiveness.

Since we evaluate expected payoff, use expected EFR updates, and use exact regret matching, all results are deterministic and hyperparameter-free. To compute the regret matching fixed point when internal transformations are used, we solve a linear system with the Jacobi singular value algorithm implemented by the jacobiSvd method from the Eigen C++ library (Guennebaud et al., 2010). Experimental data and code for generating both the data and final results are available on GitHub. Experiments took roughly 20 hours to complete on a 2.10GHz Intel® Xeon® CPU E5-2683 v4 processor with 10 GB of RAM.

Appendix G hosts the full set of results but a representative summary from two variants of imperfect information goofspiel (Ross, 1971; Lanctot, 2013) (a two-player and a three-player version denoted as g2, s, ↑ and g3, s, ↑, respectively, both zero-sum) and Sheriff (two-player, non-zero-sum) is presented in Table 2. See Appendix G.1 for descriptions of all games.

Stronger deviations consistently lead to better performance in both the fixed and the simultaneous regime. The behavioral deviations (BHV) and the informed action deviations (ACT IN) often lead to the best and worst performance, respectively, and this is true of each scenario in Table 2. In many cases however, TIPS or CSPS yield similar performance to BHV. A notable outlier from the scenarios in Table 2 is three-player goofspiel with a descending point deck. Here, blind counterfactual (CF) and BPS deviations lead to better performance in the first few rounds before all variants quickly converge to play that achieves essentially the same payoff (see Figures G.1-G.4 in Appendix G).

7https://github.com/dmorrill10/hr_edl_experiments
Table 2: The payoff of each EFR instance averaged across both 1000 rounds and each instance pairing (eight pairs in total) in two-player and three-player goofspiel (measured in win frequency between zero and one), and Sheriff (measured in points between −6 and +6). The top group of algorithms use weak deviation types (ACT IN → informed action deviations, CF → blind counterfactual, and CF IN → informed counterfactual) and the middle group use partial sequence deviation types. The BHV instance uses the full set of behavioral deviations.

|       | fixed |         |         |         |         |         |
|-------|-------|---------|---------|---------|---------|---------|
|       | $g_{2,5}$ | $g_{3,4}$ | Sheriff | $g_{2,5}$ | $g_{3,4}$ | Sheriff |
| ACT IN | 0.51  | 0.58    | 0.28    | 0.45    | 0.50    | 0.00    |
| CF    | 0.56  | 0.51    | 0.48    | 0.45    | 0.50    | 0.34    |
| CF IN | 0.57  | 0.60    | 0.50    | 0.92    | 0.37    |         |
| BPS   | 0.58  | 0.58    | 0.50    | 0.50    | 0.85    | 0.34    |
| CF    | 0.58  | 0.70    | 0.51    | 0.84    | 0.37    |         |
| CSPS  | 0.59  | 0.61    | 0.51    | 0.91    | 0.37    |         |
| TIPS  | 0.60  | 0.82    | 0.51    | 0.87    | 0.38    |         |
| BHV   | 0.63  | 0.91    | 0.51    | 0.92    | 0.38    |         |

† In three-player goofspiel, players who tend to play the same actions perform worse. Since the game is symmetric across player seats, two players who use the same (deterministic) algorithm will always employ the same strategies and often play the same actions, giving the third player a substantial advantage. The win percentage for all variants in the simultaneous regime tends to be high because we only record the score for each variant when they are instantiated in a single seat. The relative comparison is still informative.

8. Conclusions

We introduced EFR, an algorithm that is hindsight rational for any given set of behavioral deviations. While the full set of behavioral deviations leads to generally intractable computational requirements, we identified four partial sequence deviation types that are both tractable and powerful in games with moderate lengths.

An important tradeoff within EFR is that using stronger deviation types generally leads to slower strategy updates, demonstrated by Figures G.5-G.6 in Appendix G where learning curves are plotted according to runtime. Often in a tournament setting, the number of rounds and computational budget may be fixed so that running faster cannot lead to more reward for the learner, but there may be reward to gain by running faster in other scenarios. Quantifying the potential benefit of using a stronger deviation type in particular games could aid in navigating this tradeoff.

Alternatively, perhaps the learner can navigate this tradeoff on their own. Algorithms like the fixed-share forecaster (Herbster & Warmuth, 1998) or context tree weighting (Willems et al., 1993) efficiently minimize regret across large structured sets of experts, effectively avoiding a similar tradeoff. This approach could also address a second tradeoff, which is that stronger deviation types lead to EFR regret bounds with larger constant factors even if the best deviation is part of a “simpler” class, e.g., the regret bound that TIPS EFR has with respect to counterfactual deviations is larger than that of CFR even though a TIPS EFR instance might often accumulate more reward in order to compete with the larger TIPS deviations. Perhaps an EFR variant can be designed that would compete with large sets of behavioral deviations, but its regret bound would scale with the “complexity” (in a sense that has yet to be rigorously defined) of the best deviation rather than the size of the whole deviation set. Ideally, its computational cost would be independent of the deviation set size or would at least scale with the complexity of the best deviation.
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A. Notation and Symbols

\( \mathcal{A}_i \) The union of player \( i \)'s action sets.

\( \mathcal{h}(I) \) An arbitrary history in information set \( I \).

\( v_I \) The counterfactual value function at information set \( I \).

\( \phi \in \Phi_X \) A transformation from finite set \( X \) to itself. \( \text{SW} \) in the superscript of \( \Phi_X \) denotes the set of swap transformations, \( \text{EX} \) denotes the external transformations, and \( \text{IN} \) denotes the internal transformations.

\( \phi^1 : a \mapsto a \) The identity transformation.

\( \phi \mapsto a \) The external transformation to \( a \).

\( \phi^a \mapsto a' \) The internal transformation from \( a \) to \( a' \).

\( \Phi^\text{IN}_I \) The set of player \( i \)'s behavioral deviations.

\( I \in \mathcal{I}_i \) One of player \( i \)'s information sets.

\( \mathcal{I}(h) \) The information set containing history \( h \).

\( U \) The maximum magnitude of any payoff.

\( \mathcal{P}(I') \) The unique parent (immediate predecessor) of information set \( I' \).

\( \mathcal{P} \) The player choice function.

\( s \in S \) A pure strategy profile.

\( S_c \) The set of a game’s random events or the set of pure strategies that could be assigned to chance.

\( P \) The reach probability function.

\( \mu \in \Delta^{[S]} \) A distribution over strategy profiles, often representing an empirical distribution of play and interpreted as a recommendation distribution.

\( \rho \) Regret.

\( \rho^{\text{CF}} \) Counterfactual regret.

\( \Delta^d \) The \( d \)-dimensional probability simplex.

\( \pi \in \Pi \) A behavioral/mixed strategy profile.

\( w \in W(\phi) \) A time selection function associated with transformation \( \phi \).

\( W^\Phi(\phi) \) The set of time selection functions associated with action transformation \( \phi \) corresponding to the deviation player memory probabilities generated by the set of behavioral deviations \( \Phi \) in information set \( I \).

\( u_i \) Bounded utility function for player \( i \).

\( a \in \mathcal{A}(h) = \mathcal{A}(l(h)) \) An action from the set of legal actions at history \( h \) in information set \( l(h) \).

\( a_{h \mapsto I'} \) or \( a_{l(h) \mapsto I'} \) The unique action that would need to be taken in history \( h \) or information set \( I(h) \) to reach successor information set \( I' \succ I(h) \).

\( d_s \) The depth of player \( i \)'s deepest information set.

\( d_I \) The depth of information set \( I \).

\( g \in G_i \) A deviation player memory state string.

\( h \in \mathcal{H} \) An action history.
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\[ M(\phi) \]  
The size of the time selection function set associated with transformation \( \phi \).

\[ M^* \]  
The size of the largest time selection function set.

\( n_A \)  
The maximum number of actions available at any history.

\( z \in Z \subseteq H \)  
A terminal history.

B. Additional Extensive-Form Game Background

**The parent action function.** The action taken to reach a given information set from its parent is returned by
\[ a : I' \mapsto a_{E(I')} \] (“blackboard a”).

**Terminal successor histories.** Let the histories that terminate without further input from player \( i \) after taking action \( a \) in \( I \) be
\[
\mathcal{Z}(I, a) = \left\{ z \in Z \mid \exists h \in I, z \supseteq ha, \nexists h' \in \mathcal{H}_i, ha \sqsubseteq h' \sqsubset z \right\}. \tag{1}
\]

**Child information sets.** Let the child information sets of information set \( I \) after taking action \( a \) be
\[
\mathcal{I}(I, a) = \left\{ I' \in \mathcal{I} \mid \forall h' \in I', \exists h \in I, h' \supseteq ha, \nexists h'' \in \mathcal{H}_i, ha \sqsubseteq h'' \sqsubset h' \right\}. \tag{2}
\]

**Terminal payoffs.** Let the counterfactual immediate payoff of action \( a \) in information set \( I \) to player \( i \) be
\[
r(I, a; \pi_{-i}) = \sum_{z \in \mathcal{Z}(I, a)} P(z; \pi_{-i})u_i(z) \] and overload its expected value as
\[
r(I; \pi) = \mathbb{E}_{A \sim \pi_i(I)}[r(I, A; \pi_{-i})].
\]

C. Observable Sequential Rationality

The proof of Theorem 1 requires a general full regret decomposition.

**Lemma 1.** The reach-probability-weighted counterfactual value of player \( i \)'s strategy, \( \pi_i \), from information set \( I \), under perfect recall, recursively decomposes as
\[
u_I(\pi_i; \pi_{-i}) = P(h(I); \pi_i)r(I; \pi) + \sum_{I' \in \bigcup_{a \in A(I)} \mathcal{I}(I, a)} v_{I'}(\pi_i; \pi_{-i}).
\]
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Proof. Assuming reach-probability weight of 1 for $I$ ($P(h(I); \pi_i)$), the counterfactual value decomposes as

$$v^c_I (\pi_i; \pi_{-i}) = \frac{1}{2} \sum_{h \in I} P(h; \pi_{-i}) P(h, z; \pi_i) u_i(z)$$

$$= \sum_{h \in I} P(h, z; \pi_i) P(z; \pi_{-i}) u_i(z)$$

$$= \frac{1}{2} \sum_{h \in I} P(h; \pi_{-i}) P(h, z; \pi_i) u_i(z)$$

$$= \frac{1}{2} \sum_{h \in I} P(h, z; \pi_i) P(z; \pi_{-i}) u_i(z).$$

$$\sum_{h \in I} P(h, z; \pi_i) P(z; \pi_{-i}) u_i(z).$$

which completes the proof.

Lemma 2. The full regret of $\phi \in \Phi^W_{\pi_i}$, under strategy profile $\pi$ and perfect recall, from information set $I$, recursively decomposes as

$$\rho_I (\pi_i; \pi) = \rho_I (\pi_{-i}; \pi) + \sum_{I' \in \mathcal{I}_i} \rho_{I'} (\phi; \pi).$$

Proof. The result follows from simple algebra and the decomposition of the reach-probability-weighted coun-
terfactual value. Let $\phi_{\leq I}$ be the truncated deviation that only applies $\phi$ at predecessors $\bar{I} \preceq I$.

$$
\rho_I(\phi; \pi) = v_I(\phi(\pi_i); \pi_{-i}) - v_I(\phi_{\leq I}(\pi_i); \pi_{-i}) + v_I(\phi_{\leq I}(\pi_i); \pi_{-i}) - v_I(\phi_{\leq I}(\pi_i); \pi_{-i}) = \\
\rho_I(\phi_{\leq I}; \pi) + P(h(I); \phi(\pi_i))r(I; \pi) - P(h(I); \phi_{\leq I}(\pi_i))r(I; \pi) + \\
\sum_{I' \in \cup_{a \in A(I)} I_a(I, a)} \frac{v_{I'}(\phi(\pi_i); \pi_{-i}) - v_{I'}(\phi_{\leq I}(\pi_i); \pi_{-i})}{\rho_{I'}(\phi; \pi)} = \\
\rho_I(\phi_{\leq I}; \pi) + \sum_{I' \in \cup_{a \in A(I)} I_a(I, a)} \rho_{I'}(\phi; \pi).
$$

**Theorem 1.** If the full regret for player $i$ at each information set $I$ for the sequence of $T$ strategy profiles, $(\pi^t)_{t=1}^T$, with respect to each single-target deviation $\phi \in \Phi_{\leq \os}$, is $d_I(\phi) f(T) \geq 0$, where $d_I(\phi)$ is the number of non-identity action transformations $\phi$ applies from $I$ to the end of the game, then $i$’s OSR gap with respect to $\Phi_{\leq \os}$ and $\Phi \subseteq \Phi_{\os}$ is no more than $|I_i| f(T)$.

**Proof.** This proof has an identical inductive structure to the proof of Theorem 3 by Morrill et al. (2022b), the only difference is that the pair of deviation sets involved are generalized and the full regrets that we work with are weighted appropriately for any deviation, not just counterfactual or external deviations.

First, establish a simple fact about single-target deviations. At each information set $I$, the full regret with respect to each single-target deviation $\phi_{\leq I}$ that transforms the actions up to and at $I$, and then immediately re-correlates is at most $f(T)$ since $d_I(\phi_{\leq I}) = 1$. Formally, denote this value as

$$
\rho_I^{1:T}(\phi_{\leq I}) = \sum_{t=1}^T \rho_I(\phi_{\leq I}; \pi^t) \leq f(T).
$$

Next, consider the terminal or height 1 information sets for player $i$, i.e., those without successors. The maximum full regret with respect to $\Phi_{\leq \os}$ is the positive part of the maximum full regret with respect to $\Phi$ at each terminal information set $I$: either the single-target deviation can change the action at $I$ or it can re-correlate. Therefore, the theorem is proved if all information sets are terminal as $d < |I_i|$. This serves as the base case of a proof by induction.

For the induction step, assume that the maximum full regret of a deviation in $\Phi$ and a single-target deviation in $\Phi_{\leq \os}$ at information set $I$ is upper bounded at each immediate successor $I' \in I_a(I, a)$ by $(d-1)f(T)$, where $d$ is the height of $I$ ($d-1$ player $i$ actions leads to a terminal information set). The full regret of deviation $\phi \in \Phi$ decomposes as

$$
\rho_I^{1:T}(\phi) = \rho_I^{1:T}(\phi_{\leq I}) + \sum_{I' \in \cup_{a \in A(I)} I_a(I, a)} \rho_{I'}^{1:T} (\phi).
$$

according to Lemma 2. We can bound the full regret at each $I'$ by the induction assumption,

$$
\rho_I^{1:T}(\phi) \leq \rho_I^{1:T}(\phi_{\leq I}) + |I_a(I, a)|(d-1)f(T).
$$

We can then bound the maximum immediate regret at $I$ by Equation (10),

$$
\rho_I^{1:T}(\phi) \leq f(T) + |I_a(I, a)|(d-1)f(T) \leq |I_i| f(T),
$$

where the last inequality follows from the fact that $(d-1)|I_a(I, a)| \leq |I_i| - 1$. Equation (14) completes the proof.
D. Regret Matching for Time Selection

In an online decision problem (also called a prediction with expert advice problem), regret matching is a learning algorithm that accumulates a vector of regrets, \( \rho^{1:t-1} \)—one for each deviation or “expert”, \( \phi \in \Phi \subseteq \Phi^\mathcal{S}_t \)—and chooses its mixed strategy, \( \pi^t \), on each round as the fixed point of a linear operator. We generalize this algorithm and three extensions—regret matching\(^*\), regret approximation, and predictions—to the time selection setting.

D.1. Background

D.1.1. Regret Matching

The regret matching operator is constructed from a vector of non-negative link outputs, \( y^t \in \mathbb{R}^{||\Phi||} \), generated by applying a link function, \( f : \mathbb{R}^{||\mathcal{S}_t||} \rightarrow \mathbb{R}^{||\mathcal{S}_t||}_+ \), to the cumulative regrets, \( i.e. \), \( y^t = f(\rho^{1:t-1}) \). The operator is defined as

\[
L^t : \pi_i \mapsto \frac{1}{z^t} \sum_{\phi \in \Phi} \phi(\pi_i) y^t_{\phi},
\]

where \( z^t = \sum_{\phi \in \Phi} y^t_{\phi} \) is the sum of the link outputs, and \( \pi^t_i \) is chosen arbitrarily if \( z^t = 0 \).

Regret bounds are generally derived for regret matching algorithms by choosing \( f = \alpha g \) for some \( \alpha > 0 \), where \( g \) is part of a Gordon triple (Gordon, 2005). \((G, g, \gamma)\). A Gordon triple is a triple consisting of a potential function, \( G : \mathbb{R}^n \rightarrow \mathbb{R} \), a scaled link function \( g : \mathbb{R}^n \rightarrow \mathbb{R}^n_+ \), and a size function, \( \gamma : \mathbb{R}^n \rightarrow \mathbb{R}_+ \), where they satisfy the generalized smoothness condition \( G(x + x') \leq G(x) + x' \cdot g(x) + \gamma(x') \) for any \( x, x' \in \mathbb{R}^n \). By applying the potential function to the cumulative regret, we can unroll the recursive bound to get a simple bound on the cumulative regret itself.

While its bounds are not quite optimal, Hart & Mas-Colell (2000)’s original regret matching algorithm, defined with the rectified linear unit (ReLU) link function, \( \cdot^+ = \max\{\cdot, 0\} \), is often exceptionally effective in practice (see, \( e.g. \), Waugh & Bagnell (2015); Burch (2017)). We focus our analysis on this link function, but our arguments readily apply to other link functions. Only the final regret bounds will change. We follow the typical convention for analyzing Hart & Mas-Colell (2000)’s regret matching with \( \gamma(x) = \frac{1}{2} ||x||^2_2 \), \( G(x) = \gamma(x^+) \), and \( g = f \).

D.1.2. Regret Matching\(^*\)

Instead of the cumulative regrets, regret matching\(^*\) updates a vector of pseudo regrets (sometimes called “q-regrets”), \( q^{1:t-1} = (\rho^{1:t-1} + \rho^{t-1})^+ \geq \rho^{1:t} \). If we assume a positive invariant potential function where \( G((x + x')^+) \leq G(x + x') \), then the same regret bounds follow from the same arguments used in the analysis of regret matching D’Orazio (2020). Note that this condition is satisfied with equality for the quadratic potential \( G(x) = \frac{1}{2} ||x^+||^2_2 \).

D.1.3. Regret Approximation

Approximate regret matching is regret matching with approximated cumulative regrets, \( \tilde{\rho}^{1:t-1} \approx \rho^{1:t-1} \) (Waugh et al., 2015; D’Orazio et al., 2020) or q-regrets, \( q^{1:t-1} \approx q^{1:t-1} \) (Morrill, 2016; D’Orazio, 2020). The regret of approximate regret matching depends on its approximation accuracy and motivates the use of function approximation when it is impractical to store and update the regret for each deviation individually. While it requires an extra assumption, we derive simpler approximate regret matching bounds than those derived by D’Orazio et al. (2020); D’Orazio (2020) through an analysis of regret matching with predictions.

D.1.4. Optimism via Predictions

Optimistic regret matching augments its link inputs by adding a prediction of the instantaneous regret on the next round, \( i.e. \), \( m^t \sim \rho^t \). If the predictions are accurate then the algorithm’s cumulative regret will be very small. This is a direct application of optimistic Lagrangian Hedging (D’Orazio & Huang, 2021) to \( \Phi \)-regret. The general approach of adding predictions to improve the performance of regret minimizers originates with
By convexity, \( G \) where the weighted sum of the link outputs as \( z \) rounds, uses link outputs with respect to each index in the second dimension corresponds to a time selection function. Each deviation \( \phi \) is assigned a finite set of time selection functions, \( W(\phi) \), so the regret matrix entries corresponding to \((\phi, w)\)-pairings where \( w \not\in W(\phi) \), are always zero.

To facilitate a unified analysis, we assume a general optimistic regret matching algorithm that, after \( t - 1 \) rounds, uses link outputs \( y^t_\phi = \sum_{w \in W(\phi)} w^t(x^t_{\phi, w} + m^t_{\phi, w})^+ \), where either \( x^t = \rho^{t-1} \) or \( x^t = q^{t-1} \) with \( x^1 = 0 \), and \( m^t \) is a matrix of arbitrary predictions or approximation errors. Notice that this means that \( x^t + m^t \) can be generated from a function approximator instead of storing either term in a table. Denoting the weighted sum of the link outputs as \( z^t = \sum_{\phi \in \Phi} y^t_\phi \), the regret matching operator has the same form as initially defined, i.e.,

\[
L^t : \pi_t \mapsto \frac{1}{z^t} \sum_{\phi \in \Phi} \phi(\pi_t) y^t_\phi. \tag{16}
\]

With this, we can bound the regret of optimistic regret matching thusly:

**Theorem 3.** Establish deviation set \( \Phi \subseteq \Phi_{\mathcal{S}_g}^W \) and finite time selection sets \( W(\phi) = \{ w \in [0, 1]^T \}_1^M(\phi) \) for each deviation \( \phi \in \Phi \). On each round \( 1 \leq t \leq T \), \((\Phi, \pi^+)\)-regret matching with respect to matrix \( x^t \) (equal to either \( \rho^{t-1} \) or \( q^{t-1} \)) and predictions \( m^t \) chooses its strategy. \( \pi^t_1 \in \Pi_t \), to be the fixed point of \( L^t : \pi_t \mapsto \frac{1}{z^t} \sum_{\phi \in \Phi} \phi(\pi_t) y^t_\phi \) or an arbitrary strategy when \( z^t = 0 \), where link outputs are generated from \( y^t_\phi = \sum_{w \in W(\phi)} w^t(x^t_{\phi, w} + m^t_{\phi, w})^+ \) and \( z^t = \sum_{\phi \in \Phi} y^t_\phi \). This algorithm ensures that

\[
\rho^{1:T}(\phi, w) \leq \sqrt{\sum_{t=1}^T \sum_{\phi' \in \Phi, \ w \in W(\phi')} \left( \bar{w}^t \rho(\phi'; \pi^t_1) - m^t_{\phi'_w} \right)^2}
\]

for every deviation \( \phi \) and time selection function \( w \).

**Proof.** Let us overload \( W = \bigcup_{\phi \in \Phi} W(\phi) \) and let \( a_{\phi, w} = [a_{\phi, w}]_{\phi \in \Phi} \) for any matrix \( a \in \mathbb{R}^{|\Phi| \times |W|} \). Then, for any time selection function, \( w \in W \), the quadratic potential function, \( G(x) = \frac{1}{2} \| x^+ \|_2^2 \) is convex, positive invariant (with equality), has the ReLU function as its gradient (Greenwald et al., 2006), and is smooth with respect to \( \gamma(x) = \frac{1}{2} \| x \|_2^2 \). Altogether, these properties imply that

\[
G \left( (x^t_{\phi, w} + w^t \rho^t)^+ \right) = G \left( (x^t_{\phi, w} + m^t_{\phi, w} + w^t \rho^t - m^t_{\phi, w})^+ \right) \tag{17}
\]

\[
= G \left( x^t_{\phi, w} + m^t_{\phi, w} + w^t \rho^t - m^t_{\phi, w} \right) \tag{18}
\]

\[
\leq G \left( (x^t_{\phi, w} + m^t_{\phi, w}) + (w^t \rho^t - m^t_{\phi, w}), (x^t_{\phi, w} + m^t_{\phi, w})^+ \right) + \gamma \left( w^t \rho^t - m^t_{\phi, w} \right), \tag{19}
\]

where \( \rho^t = [\rho(\phi; \pi^t_1)]_{\phi \in \Phi} \) is the vector of instantaneous regrets on round \( t \).

By convexity, \( G(a) - G(b) \leq \langle \nabla G(a), a - b \rangle \), for any vectors \( a \) and \( b \), so we substitute \( a = x^t_{\phi, w} + m^t_{\phi, w} \).
and \( b = x_{t,w}^t \) to bound \( G(x_{t,w}^t + m_{t,w}^t, (x_{t,w}^t + m_{t,w}^t)^+) \leq G(x_{t,w}^t) \). Therefore,
\[
G\left( (x_{t,w}^t + w^t \rho^t)^+ \right) \leq G(x_{t,w}^t) + w^t \langle \rho^t, (x_{t,w}^t + m_{t,w}^t)^+ \rangle + \gamma (w^t \rho^t - m_{t,w}^t) \\
= G(x_{t,w}^t)^+ + w^t \langle \rho^t, (x_{t,w}^t + m_{t,w}^t)^+ \rangle + \gamma (w^t \rho^t - m_{t,w}^t). \tag{20}
\]

Summing the potentials across time selection functions,
\[
\sum_{w \in W} G\left( (x_{t,w}^t + w^t \rho^t)^+ \right) \leq \sum_{w \in W} G\left( (x_{t,w}^t)^+ \right) + w^t \langle \rho^t, (x_{t,w}^t + m_{t,w}^t)^+ \rangle + \gamma (w^t \rho^t - m_{t,w}^t). \tag{22}
\]

With some algebra, we can rewrite the sum of inner products:
\[
\sum_{w \in W} w^t \langle \rho^t, (x_{t,w}^t + m_{t,w}^t)^+ \rangle = \sum_{w \in W} \sum_{\phi \in \Phi} w^t \rho(\phi; \pi^t)(x_{\phi,w}^t + m_{\phi,w}^t)^+ \\
= \sum_{\phi \in \Phi} \rho(\phi; \pi^t) \sum_{w \in W(\phi)} w^t (x_{\phi,w}^t + m_{\phi,w}^t)^+ \\
= \sum_{\phi \in \Phi} \rho(\phi; \pi^t) y_{\phi}^t \\
= \langle \rho^t, y^t \rangle. \tag{26}
\]

Since the strategy \( \pi^t \) is the fixed point of \( L^t \) generated from link outputs \( y^t \), the Blackwell condition \( \langle \rho^t, y^t \rangle \leq 0 \) is satisfied with equality. For proof, see, for example, Greenwald et al. (2006). The sum of potential functions after \( T \) rounds are then bounded as
\[
\sum_{w \in W} G\left( (x_{t,w}^T + w^T \rho^T)^+ \right) \leq \sum_{w \in W} G\left( (x_{t,w}^T)^+ \right) + \gamma (w^T \rho^T - m_{t,w}^T). \tag{27}
\]

Expanding the definition of \( \gamma \),
\[
\sum_{w \in W} G\left( (x_{t,w}^T + w^T \rho^T)^+ \right) \leq \sum_{w \in W} G\left( (x_{t,w}^T)^+ \right) + \frac{1}{2} \sum_{w \in W} \sum_{\phi \in \Phi} (w^T \rho(\phi; \pi^T) - m_{\phi,w}^T)^2 \\
= \sum_{w \in W} G\left( (x_{t,w}^T)^+ \right) + \frac{1}{2} \sum_{\phi \in \Phi, w \in W(\phi)} (w^T \rho(\phi; \pi^T) - m_{\phi,w}^T)^2. \tag{28}
\]

Unrolling the recursion across time,
\[
= \frac{1}{2} \sum_{t=1}^{T} \sum_{\phi \in \Phi, w \in W(\phi)} (w^t \rho(\phi; \pi^t) - m_{\phi,w}^t)^2. \tag{30}
\]

We lower bound
\[
\sum_{w \in W} G\left( (x_{t,w}^{T+1})^+ \right) = \frac{1}{2} \sum_{w \in W} \sum_{\phi \in \Phi} \left( x_{\phi,w}^{T+1} \right)^2 \\
\geq \frac{1}{2} \max_{\phi \in \Phi, w \in W(\phi)} \left( x_{\phi,w}^{T+1} \right)^2 \tag{31}
\]

so that
\[
\frac{1}{2} \max_{\phi \in \Phi, w \in W(\phi)} \left( x_{\phi,w}^{T+1} \right)^2 \leq \frac{1}{2} \sum_{t=1}^{T} \sum_{\phi \in \Phi, w \in W(\phi)} (w^t \rho(\phi; \pi^t) - m_{\phi,w}^t)^2. \tag{33}
\]
Multiplying both sides by two, taking the square root, and applying \( \rho^{1:T}(\phi, w) \leq \left( x_{\phi,w}^{T+1} \right)^+ \), we arrive at the final bound,

\[
\max_{\phi \in \Phi} \rho^{1:T}(\phi, w) \leq \sqrt{\sum_{t=1}^{T} \sum_{\phi' \in \Phi, \tilde{w} \in W(\phi')} \left( \tilde{w}^t \rho(\phi'; \pi^t_{\phi'}) - m^t_{\phi', \tilde{w}} \right)^2}.
\]

(34)

Since the bound is true of the worst-case \( \phi \in \Phi \) and \( w \in W \), it is true of each pair, thereby proving the claim.

If all of the predictions \( m^t \) are zero, then we arrive at a simple bound for exact regret matching. We only prove the bound for ordinary regret matching for simplicity but the result and arguments are identical for exact regret matching*.

**Corollary 1.** Given deviation set \( \Phi \subseteq \Phi^{SW}_{S_1} \) and finite time selection sets \( W(\phi) = \{ w_j \in [0, 1]^T \}_{j=1}^{M(\phi)} \) for each deviation \( \phi \in \Phi \), \((\Phi, \cdot^+)\)-regret matching chooses a strategy on each round \( 1 \leq t \leq T \) as the fixed point of \( L^t : \pi_i \mapsto 1/z^t \sum_{\phi \in \Phi} \phi(\pi_i) y^t_{\phi} \) or an arbitrary strategy when \( z^t = 0 \), where link outputs are generated from exact regrets \( y^t_{\phi} = \sum_{w \in W(\phi)} w^t(\rho^{1:t-1}(\phi, w))^+ \) and \( z^t = \sum_{\phi \in \Phi} y^t_{\phi} \). This algorithm ensures that \( \rho^{1:T}(\phi, w) \leq 2 U \sqrt{M^* \omega(\Phi) T} \) for any deviation \( \phi \) and time selection function \( w \), where \( \omega(\Phi) = \max_{s_i \in S_1} \sum_{\phi \in \Phi} 1 \{ \phi(s_i) \neq s_i \} \) is the maximal activation of \( \Phi \) (Greenwald et al., 2006).

**Proof.** Since \( m^t = 0 \) on every round \( t \), we know from Theorem 3 that

\[
\rho^{1:T}(\phi, w) \leq \sqrt{\sum_{t=1}^{T} \sum_{\phi' \in \Phi, \tilde{w} \in W(\phi')} \left( \tilde{w}^t \rho(\phi'; \pi^t_{\phi'}) \right)^2}
\]

(35)

\[
= \sqrt{\sum_{t=1}^{T} \sum_{\phi' \in \Phi} \left( \rho(\phi'; \pi^t_{\phi'}) \right)^2 \sum_{\tilde{w} \in W(\phi')} (\tilde{w}^t)^2}.
\]

(36)

Since \( 0 \leq \tilde{w}^t \leq 1 \),

\[
\leq \sqrt{M^* \sum_{t=1}^{T} \sum_{\phi' \in \Phi} \left( \rho(\phi'; \pi^t_{\phi'}) \right)^2}.
\]

(37)

Since \( \sum_{\phi' \in \Phi} \left( \rho(\phi'; \pi^t_{\phi'}) \right)^2 \leq (2U)^2 \omega(\Phi) \) (see Greenwald et al. (2006)),

\[
\leq \sqrt{M^*(2U)^2 \omega(\Phi) T}
\]

(38)

\[
= 2U \sqrt{M^* \omega(\Phi) T}.
\]

(39)

(40)

This completes the argument.

If \( x^t + m^t \) is generated from a function attempting to approximate \( x^t + \rho^{1:t}(\phi; \pi^t) \mid_{\phi \in \Phi, w \in W} \), then we can rewrite Theorem 3 in terms of its approximation error.

**Corollary 2.** Establish deviation set \( \Phi \subseteq \Phi^{SW}_{S_1} \) and finite time selection sets \( W(\phi) = \{ w \in [0, 1]^T \}_{j=1}^{M(\phi)} \) for each deviation \( \phi \in \Phi \). On each round \( 1 \leq t \leq T \), approximate \((\Phi, \cdot^+)\)-regret matching with respect to matrix \( x^t \) (equal to either \( \rho^{1:t-1} \) or \( \rho^{1:t-1} \)) chooses its strategy, \( \pi^t \in \Pi_1 \), to be the fixed point of \( L^t : \pi_i \mapsto 1/z^t \sum_{\phi \in \Phi} \phi(\pi_i) y^t_{\phi} \) or an arbitrary strategy when \( z^t = 0 \), where link outputs are generated from approximation matrix \( \tilde{y}^t \in \mathbb{R}^{|\Phi| \times |W|} \) as \( y^t_{\phi} = \sum_{w \in W(\phi)} w^t(\tilde{y}^t_{\phi, w})^+ \) and \( z^t = \sum_{\phi \in \Phi} y^t_{\phi} \). This algorithm
E. EFR

EFR’s regret decomposition is a straightforward generalization of CFR’s by Zinkevich et al. (2007a) but it requires us to build up some mathematical machinery.

E.1. Preliminaries

Deviation player observations. Let

\[ o: \mathcal{A}(I) \ni a; \Phi_{\mathcal{A}(I)} \ni \phi = \begin{cases} * & \text{if } \phi \in \Phi_{\mathcal{E}(I)} \\ a & \text{o.w.} \end{cases} \]

return the observation that the deviation player makes when they apply action transformation \( \phi \) and action \( a \) is recommended. Now, we can characterize how memory probabilities evolve in general as the deviation player chooses actions. For any \( I' \in \mathcal{I}_i(I, a') \) child of \( I \) following action \( a' \) and observation \( b \in \{ * \} \cup \mathcal{A}(I) \), the probability of memory \( gb \) under behavioral deviation \( \phi \) is

\[
w_{\phi}(I', gb; \pi_i) = w_{\phi}(I, g; \pi_i) \sum_{a \in \mathcal{A}(I)} 1\{\phi_I(a) = a' \land o(a; \phi_I, g) = b\} \pi_i(a \mid I). \tag{41}\]

E.2. Counterfactual Value

The counterfactual value of an action. The counterfactual value function is

\[
v_I: a; \pi \mapsto \sum_{h \in \mathcal{I}, z \in \mathcal{Z}} P(h; \pi_{-i})P(ha, z; \pi_i, \pi_{-i}) u_i(z).
\]

We overload \( v_I(\pi'(I); \pi) = \mathbb{E}_{a' \sim \pi'(I)} v_I(a'; \pi) \). If the same strategy is used in \( I \) as well as the following information sets, we overload \( v_I(\pi) = v_I(\pi_I(I); \pi) \). By splitting up the histories that lead out of \( I \) into those that terminate without further input from \( i \) and those that lead to to child information sets, we can decompose

ensures that

\[
\rho_1: \mathcal{T}(T) \leq \sum_{t=1}^{T} \sum_{\phi' \in \Phi} \left( y_{t+1}^T + \sum_{\bar{w} \in \mathcal{W}(\phi')} \rho(\phi' \pi^t; \bar{w}) - y_{t+1}^T \right)^2
\]

for every deviation \( \phi \) and time selection function \( w \).

Proof. Since the predictions \( m \) are arbitrary, we can set \( \tilde{y} = x + m \), which implies that \( m = \tilde{y} - x \). Substituting this into the bound of Theorem 3, we arrive at the desired result. \( \square \)
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counterfactual values recursively:

\[
\begin{align*}
\forall I(a; \pi) &= \sum_{h \in I, z \in Z} P(ha, z; \pi) P(z; \pi_{-i}) u_i(z) \\
&= \sum_{h \in I, z \in Z} P(ha, z; \pi_i) P(z; \pi_{-i}) u_i(z) \\
&= \sum_{z \in Z(I, a)} P(h; \pi_{-i}) u_i(z) + \sum_{h' \in I' \in I(I, a)} P(h', z; \pi_i) P(z; \pi_{-i}) u_i(z) \\
&= r(I, a; \pi_{-i}) + \sum_{I' \in I(I, a)} \sum_{a' \in A(I')} \pi_i(a' | I') \sum_{h' \in I' \in I} P(h', z; \pi_i) P(z; \pi_{-i}) u_i(z). \\
&= r(I, a; \pi_{-i}) + \sum_{I' \in I(I, a)} \hat{v}_{I'}(\pi).
\end{align*}
\]

The values for a behavioral deviation. To account for the deviation player’s memory when evaluating behavioral deviations, we must define a new variation of counterfactual value.

Definition 5. The counterfactual value of behavioral deviation \( \phi \in \Phi^N_{\tilde{g}} \) from information set \( I \) and memory state \( g \in G_i \), given strategy profile \( \pi \in \Pi \), is

\[
\hat{v}_{I, g}(\phi; \pi) = \sum_{a \in A(I)} \pi_i(a | I) \left( r(I, \phi_{I, g}(a); \pi_{-i}) + \sum_{I' \in I(I, \phi_{I, g}(a))} \hat{v}_{I', g_0(a; \phi_{I, g})}(\phi; \pi) \right).
\]

The memory probability–weighted counterfactual value, \( w_{g}(I, g; \pi_{-i}) \hat{v}_{I, g}(\phi; \pi) \), represents the value that deviation \( \phi \) achieves by playing through \( I \) and \( g \) given \( \pi \), has a similar recursive form as the counterfactual
value:

\[ w_\phi(I, g; \pi_i) \hat{v}_{I,g}(\phi; \pi) = w_\phi(I, g; \pi_i) \sum_{a \in A(I)} \pi_i(a | I) \left( r(I, \phi_{I,g}(a); \pi_{-i}) + \sum_{I' \in I_\phi(I, g; \phi_{I,g}(a))} \hat{v}_{I',g,0(a;\phi_{I,g})}(\phi; \pi) \right) \]  

\[ = w_\phi(I, g; \pi_i) \sum_{a \in A(I)} \pi_i(a | I) r(I, \phi_{I,g}(a); \pi_{-i}) \]  

\[ + w_\phi(I, g; \pi_i) \sum_{a \in A(I)} \pi_i(a | I) \sum_{I' \in I_\phi(I, g; \phi_{I,g}(a))} \hat{v}_{I',g,0(a;\phi_{I,g})}(\phi; \pi) \]  

\[ = \sum_{a \in A(I)} w_\phi(I, g; \pi_i) \pi_i(a | I) r(I, \phi_{I,g}(a); \pi_{-i}) \]  

\[ + \sum_{a' \in A(I), \ b \in \{\ast\} \cup A(I)} 1\{\phi_{I,g}(a) = a' \wedge o(a; \phi_{I,g}) = b\} w_\phi(I, g; \pi_i) \sum_{a \in A(I)} \pi_i(a | I) \sum_{I' \in I_{a'}} \hat{v}_{I',g,b}(\phi; \pi) \]  

\[ = \sum_{a \in A(I)} w_\phi(I, g; \pi_i) \pi_i(a | I) r(I, \phi_{I,g}(a); \pi_{-i}) \]  

\[ + \sum_{a' \in A(I), \ b \in \{\ast\} \cup A(I)} \sum_{I' \in I_{a'}} \hat{v}_{I',g,b}(\phi; \pi) w_\phi(I, g; \pi_i) \sum_{a \in A(I)} 1\{\phi_{I,g}(a) = a' \wedge o(a; \phi_{I,g}) = b\} \pi_i(a | I) \]  

\[ = \sum_{a \in A(I)} w_\phi(I, g; \pi_i) \pi_i(a | I) r(I, \phi_{I,g}(a); \pi_{-i}) \]  

\[ + \sum_{a' \in A(I), \ b \in \{\ast\} \cup A(I)} \sum_{I' \in I_{a'}} \hat{v}_{I',g,b}(\phi; \pi) \]  

At any information set \( I_0 \) at the start of the game, both the counterfactual value and weighted counterfactual value of behavioral deviation \( \phi \) matches the expected value of \( \phi(\pi_i) \), i.e.,

\[ \hat{v}_{I_0,\emptyset}(\phi; \pi) = w_\phi(I_0, \emptyset; \pi_i) \hat{v}_{I_0,\emptyset}(\phi; \pi) = E_{\pi_i \sim \phi(\pi_i)}[u(s_i, \pi_{-i})]. \]

If there are no non-identity internal transformations in \( \phi \), then \( \hat{v} \) reduces to the usual counterfactual value function under strategy profile \( \phi(\pi_i), \pi_{-i} \). If all of the transformations following information set \( I \) are identity transformations, then the counterfactual value of \( \phi \) is just the counterfactual value of applying the transformation at \( I \) and memory state \( g \), i.e.,

\[ \hat{v}_{I,g}(\phi_{\leq I, \subseteq g}; \pi) = \sum_{a \in A(I)} \pi_i(a | I) \left( r(I, \phi_{I,g}(a); \pi_{-i}) + \sum_{I' \in I_\phi(I, g; \phi_{I,g}(a))} \hat{v}_{I',g,0(a;\phi_{I,g})}(\phi^1; \pi) \right) \]  

\[ = \sum_{a \in A(I)} \pi_i(a | I) \left( r(I, \phi_{I,g}(a); \pi_{-i}) + \sum_{I' \in I_\phi(I, g; \phi_{I,g}(a))} v_{I'}(\pi) \right) \]  

\[ = v_I(\phi_{I,g}(\pi_i(I)); \pi). \]

E.3. Regret

Next, we generalize the idea of immediate and full regret to behavioral deviations.

**Immediate regret.** The immediate regret of behavioral deviation \( \phi \) from information set \( I \) and memory state \( g \) is the immediate counterfactual regret weighted by the probability of \( g \), i.e.,

\[ \rho_I(\phi_{\leq I, \subseteq g}; \pi) = w_\phi(I, g; \pi_i) \left( v_I(\phi_{I,g}(\pi_i(I)); \pi) - v_I(\pi) \right) \]  

\[ = w_\phi(I, g; \pi_i) \rho_I^C(\phi_{I,g}; \pi). \]
Full regret. The full regret of behavioral deviation $\phi$ at information set $I$ and memory state $g$ is

$$
\rho_{I,g}(\phi; \pi) = w_{\phi}(I, g; \pi_i)(\hat{v}_{I,g}(\phi; \pi) - v_I(\pi)).
$$

Some intuition can be gained about generalized immediate and full regret by making a formal connection between memory probabilities and reach probabilities. If zero non-identity internal transformations are used in behavioral deviation $\phi$, then there is a unique memory state $g$ that $\phi$ realizes in information set $I$ and its probability coincides with the reach probability of the deviation strategy, $\phi(\pi_i)$, i.e., $w_{\phi}(I, g; \pi_i) = P(h(I); \phi(\pi_i))$. After internal transformation $\phi^a \rightarrow a^*$ that outputs $a^* \neq a'$ leading to a set of successors $\{I' > I\}$, there are two possible memory states, $ga^*$ and $ga'$. The reach probability at any $I'$ is then the sum of memory probabilities across these states, i.e., $P(h(I'); \phi(\pi_i)) = w_{\phi}(I', ga^*; \pi_i) + w_{\phi}(I', ga'; \pi_i)$. Thus, the full counterfactual regret at $I'$ weighted by a memory probability is nearly the difference in expected payoff from $I'$ between $\phi(\pi_i)$ and $\pi_i$ assuming that both play to $I'$ according to $\phi(\pi_i)$. Minimizing regret with respect to each memory state is a stronger property than minimizing regret with respect to each deviation strategy reach probability because memory states distinguish between the different ways an information set could be reached.

At the start of the game, there is only one memory state, $\emptyset$, and $w_{\phi}(I, \emptyset; \pi_i) = 1$, which means that $\rho_{I,\emptyset}(\phi; \pi)$ reduces to the difference in expected value achieved by $\phi(\pi_i)$ and $\pi_i$, i.e.,

$$
\rho_{I,\emptyset}(\phi; \pi) = \mathbb{E}_{s_i \sim \phi(\pi_i)}[u_i(s_i, \pi_{-i})] - u_i(\pi).
$$

Thus, bounding full regret at the start of the game ensures hindsight rationality. We achieve this by showing a recursive decomposition between full and immediate regret so that an algorithm must only minimize immediate regret at each information set to be hindsight rational. Lemma 3 is the key observation required for this decomposition.

Lemma 3. Given strategy profile $\pi$ and behavioral deviation $\phi$, consider $\phi_{I,g}(\pi_i)$, the strategy for player $i$ that applies $\phi$ at information set $I$ assuming memory state $g$ and thereafter follows $\pi_i$. The regret for re-correlating after $I$ and $g$—that is, the difference between the counterfactual value of $\phi(\pi_i)$ and $\phi_{I,g}(\pi_i)$ from $I$ and $g$, weighted by the probability of $g$—is equal to the sum of full regrets at $I$'s and $g$'s children, i.e.,

$$
w_{\phi}(I, g; \pi_i)(\hat{v}_{I,g}(\phi; \pi) - \hat{v}_{I,g}(\phi_{\leq I,\subseteq g}; \pi)) = \sum_{a' \in A(I), t' \in I(i,a'), b \in \{\ast\} \cup A(I)} \rho_{I',gb}(\phi; \pi).
$$
Lemma 3 has three cases:

The following two corollaries will help us to present a simple regret bound for EFR.

**Corollary 3.** Lemma 3 has three cases:

\[ w_\phi(I, g; \pi_i)(\hat{v}_{1, g}(\phi; \pi) - \hat{v}_{1, g}(\phi \subseteq I, \subseteq g; \pi)) \]

\[ = \begin{cases} 
\sum_{a \in A(I), I' \in I_i(I, a), b \in \{\ast\} \cup A(I)} \rho_{I', g a}(\phi, \pi) & \text{if } \phi_{1, g} = \phi^1 \\
\sum_{I' \in I_i(I, a)} \rho_{I', g a}(\phi, \pi) & \text{if } \exists a^\circ \in A(I), \phi_{1, g} = \phi \rightarrow a^\circ \\
\sum_{I' \in I_i(I, a^\circ)} \rho_{I', g a}(\phi, \pi) + \sum_{a \in A(I) \setminus \{a\}, I' \in I_i(I, a)} \rho_{I', g a}(\phi, \pi) & \text{if } \exists a^\prime \neq a^\circ \in A(I), \phi_{1, g} = \phi^a \rightarrow a^\circ.
\end{cases} \]

**Proof.**

Case 1: assume that \( \phi_{1, g} = \phi^1 \) (the identity transformation), then \( \phi_{1, g}(a) = a \) and \( o(a; \phi_{1, g}) = a \) for all \( a \in A(I) \). Thus,

\[ w_\phi(I, g; \pi_i)(\hat{v}_{1, g}(\phi; \pi) - \hat{v}_{1, g}(\phi \subseteq I, \subseteq g; \pi)) = \sum_{a \in A(I), I' \in I_i(I, a)} \rho_{I', g a}(\phi, \pi), \]

as required.

Case 2: assume that \( \phi_{1, g} = \phi \rightarrow a^\circ \) (an external transformation), then \( \phi_{1, g}(a) = a^\circ \) and \( o(a; \phi_{1, g}) = * \) for all \( a \in A(I) \). Thus,

\[ w_\phi(I, g; \pi_i)(\hat{v}_{1, g}(\phi; \pi) - \hat{v}_{1, g}(\phi \subseteq I, \subseteq g; \pi)) = \sum_{I' \in I_i(I, a^\circ)} \rho_{I', g a}(\phi, \pi), \]

as required.
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Case 3: assume that $\phi_{I,g} = \phi^{a' \rightarrow a^\circ}, a' \neq a^\circ$ (a non-identity internal transformation), then

$$w_\phi(I, g; \pi_i)(\hat{v}_{I,g}(\phi; \pi) - \hat{v}_{I,g}(\phi_{\preceq I, g}; \pi)) = \sum_{I' \in I, a^\circ} \rho_{I', ga}(\phi; \pi) + \sum_{a \in A(I) \setminus \{a'\}, I' \in I, (I,a)} \rho_{I, ga}(\phi; \pi),$$  \hspace{1cm} (71)

as required.

Corollary 4. If the full regret following information set $I$ and memory state $g$ is always bounded by $C \geq 0$, then the regret for re-correlating after $I$ and $g$ is bounded as

$$w_\phi(I, g; \pi_i)(\hat{v}_{I,g}(\phi; \pi) - \hat{v}_{I,g}(\phi_{\preceq I, g}; \pi)) \leq \left(1 + 1\{\phi_{I,g} \in \Phi^\circ_{A(I)} \setminus \{\phi^1\}\}\right) \bigg| \bigcup_{a \in A(I)} I_i(I, a) \bigg| C,$$

Proof. Case 1: assume that $\phi_{I,g} = \phi^1$ (the identity transformation), then

$$w_\phi(I, g; \pi_i)(\hat{v}_{I,g}(\phi; \pi) - \hat{v}_{I,g}(\phi_{\preceq I, g}; \pi)) = \sum_{a \in A(I), I' \in I, (I,a)} \rho_{I', ga}(\phi; \pi)$$  \hspace{1cm} (72)

$$\leq \bigg| \bigcup_{a \in A(I)} I_i(I, a) \bigg| C, \hspace{1cm} (73)$$

as required.

Case 2: assume that $\phi_{I,g} = \phi^{\rightarrow a^\circ}$ (an external transformation), then

$$w_\phi(I, g; \pi_i)(\hat{v}_{I,g}(\phi; \pi) - \hat{v}_{I,g}(\phi_{\preceq I, g}; \pi)) = \sum_{I' \in I, a^\circ} \rho_{I', ga}(\phi; \pi)$$  \hspace{1cm} (74)

$$\leq \bigg| \bigcup_{a \in A(I)} I_i(I, a) \bigg| C, \hspace{1cm} (75)$$

as required.

Case 3: assume that $\phi_{I,g} = \phi^{a' \rightarrow a^\circ}, a' \neq a^\circ$ (an internal transformation), then

$$w_\phi(I, g; \pi_i)(\hat{v}_{I,g}(\phi; \pi) - \hat{v}_{I,g}(\phi_{\preceq I, g}; \pi)) = \sum_{I' \in I, a^\circ} \rho_{I', ga}(\phi; \pi) + \sum_{a \in A(I) \setminus \{a'\}, I' \in I, (I,a)} \rho_{I, ga}(\phi; \pi)$$  \hspace{1cm} (76)

$$\leq \bigg| I_i(I, a^\circ) \bigg| C + \bigg| \bigcup_{a \neq a'} I_i(I, a) \bigg| C \hspace{1cm} (77)$$

$$\leq 2 \bigg| \bigcup_{a \in A(I)} I_i(I, a) \bigg| C. \hspace{1cm} (78)$$

as required.

We can now state our decomposition result:

Lemma 4. The full regret of behavioral deviation $\phi$ from information set $I$ and memory state $g$ is bounded by the immediate regret at $I$ plus the full regret at each of $I$'s and $g$'s children.
Proof.

\[
\rho_{I,g}(\phi; \pi) = w_\phi(I, g; \pi_i)(\hat{v}_{I,g}(\phi; \pi) - v_I(\pi)).
\]

Adding and subtracting \(w_\phi(I, g; \pi_i)\hat{v}_{I,g}(\phi_{\leq I, g}; \pi)\),

\[
= w_\phi(I, g; \pi_i)(\hat{v}_{I,g}(\phi_{\leq I, g}; \pi) - v_I(\pi)) + w_\phi(I, g; \pi_i)(\hat{v}_{I,g}(\phi; \pi) - \hat{v}_{I,g}(\phi_{\leq I, g}; \pi))
\]

\[= w_\phi(I, g; \pi_i)(v_I(\pi_i(I)); \pi) - v_I(\pi)) + w_\phi(I, g; \pi_i)(\hat{v}_{I,g}(\phi; \pi) - \hat{v}_{I,g}(\phi_{\leq I, g}; \pi))
\]

Immediate regret, \(\rho_I(\phi_{\leq I, g}; \pi)\).

Regret for re-correlating after \(I \) and \(g\).

Applying Lemma 3,

\[\rho_I(\phi_{\leq I, g}; \pi) = \sum_{a \in A(I), t' \in I_i(I, a), b \in \{\ast\} \cup A(I)} \rho_{I', gb}(\phi; \pi),\]

as required.

\[\square \]

Corollary 5. If the full regret of each child of information set \(I\) is bounded by \(C \geq 0\), then

\[\rho_{I,g}(\phi; \pi) \leq \rho_I(\phi_{\leq I, g}; \pi) + \left(1 + 2 \left\{ \pi_i(I) \in \Phi_{A(I)}^{IN} \setminus \{\phi^1\} \right\} \right) \bigcup_{a \in A(I)} I_i(I, a) |C| \]

Proof. Lemma 4 and Corollary 4.

Using Corollary 5 and instantiating EFR with exact regret matching, we can derive a simple regret bound that depends on the number of immediate regrets associated with a given subset of behavioral deviations.

Theorem 2. Instantiate EFR for player \(i\) with exact regret matching and a set of behavioral deviations \(\Phi \subseteq \Phi_{\Phi, T}^{B, IN}\). Let the maximum number of information sets along the same line of play where non-identity internal transformations are allowed before a non-identity transformation within any single deviation be \(n_{\Phi, i}\). Let \(D = \max_{I, \phi I \in \Phi_I} |W_I^T(\phi I)| \omega(\Phi_I)\). Then, EFR’s cumulative full regret at each information set after \(T\) rounds with respect to \(\Phi\) and the set of single-target deviations generated from \(\Phi\), \(\Phi_{\Phi, T}\), is upper bounded by \(2^{n_{\Phi, i} + 1} |I_i| \sqrt{DT}\). In addition, this implies that EFR is OS hindsight rational with respect to \(\Phi \cup \Phi_{\Phi, T}\).

Proof. EFR keeps track of each immediate regret for each transformation associated with each realizable memory state \(g\) in each information set \(I\). EFR’s immediate strategies at each \(I\) on each round are chosen according to time selection regret matching on the cumulative immediate regrets and memory state probabilities there. Therefore, the cumulative immediate regret at each information set and memory state is bounded as \(\sum_{t=1}^T \rho_I(\phi_{I, g}; \pi^t) \leq 2U \sqrt{DT}\) according to Corollary 1. Working from the leaves of the information set tree to the roots, we recursively bound the full regret according to Corollary 5. The full regret at each information set is then bounded as \(\sum_{t=1}^T \rho_I(\phi; \pi^t) \leq 2^{n_{\Phi, i} + 1} U |I_i| \sqrt{DT}\). EFR’s cumulative regret with respect to \(\Phi\) is equal to its cumulative full regret at the start of the game, so the former is bounded by \(2^{n_{\Phi, i} + 1} U |I_i| \sqrt{DT}\) as well, which concludes the argument.

\[\square \]

See Table E.2 for EFR parameters each deviation type.

The variable \(D\) in the EFR regret bound that depends on the particular behavioral deviation subset with which it is instantiated is often the number of immediate regrets generated by that subset divided by the number of information sets. \(D\) is slightly larger for CSPS because it uses the union of internal and external transformations for its action transformation set, \(\Phi_I\), at all information sets except those at the beginning of the game. Since our bound depends on the maximum number of memory states associated with any \(\phi \in \Phi_I\) and \(\omega(\Phi_I)\) counts the maximum number of non-trivial ways an action can be transformed according to the transformations in \(\Phi_I\), their product ends up being larger for CSPS than the number of valid combinations between memory states and action transformations. See Table E.2 for \(D\) values corresponding to each partial sequence deviation type.
Table E.1: Formal definition of the strategy generated by a deviation of each type given pure strategy $s_i \in S_i$ at each information set $I \in \mathcal{I}_i$.

\[
\begin{align*}
\text{single-target} & & \exists I', a_i^t, a_i'^t, \\
\text{behavioral} & & \begin{cases} a_i^t & \forall I \preceq I, s_i(I) = a_i^t, \\
s_i(I) & \text{o.w.} \end{cases} \\
& & \exists I', a_i^t, s_i(I) \\
& & \begin{cases} s_i'(I) & \text{if } I = I', s_i(I) = a_i^t, \\
s_i(I) & \text{o.w.} \end{cases}
\end{align*}
\]

\[
\begin{align*}
\text{TIPS} & & \exists I', a_i^t, I^o, a_i^o, a_i'^o, \\
& & \begin{cases} a_i^o & \text{if } I = I^o, s_i(I^o) = a_i^o, \\
s_i(I) = a_i^t & \text{o.w.} \end{cases} \\
& & \exists I', a_i^o, a_i'^o, \\
& & \begin{cases} a_i^o & \text{if } I = I', s_i(I) = a_i', \\
s_i(I) & \text{o.w.} \end{cases}
\end{align*}
\]

\[
\begin{align*}
\text{CSPS} & & \exists I', I^o, a_i^o, a_i'^o, \\
& & \begin{cases} a_i^o & \text{if } I = I^o, s_i(I^o) = a_i^o, \\
a_i^\rightarrow I^o & \text{if } I \preceq I^o, s_i(I) = a_i^t \text{ o.w.} \end{cases} \\
& & \exists I', a_i^o, a_i'^o, \\
& & \begin{cases} a_i^o & \text{if } I = I^o, s_i(I) = a_i^t, \\
a_i^\rightarrow I^o & \text{if } I \preceq I^o, s_i(I) = a_i^t \text{ o.w.} \end{cases}
\end{align*}
\]

\[
\begin{align*}
\text{CFPS} & & \exists I', I^o, a_i^o, \\
& & \begin{cases} a_i^o & \text{if } I = I^o \\
a_i^\rightarrow I^o & \text{if } I \preceq I^o, s_i(I) = a_i^t \text{ o.w.} \end{cases} \\
& & \exists I', a_i^o, \\
& & \begin{cases} a_i^o & \text{if } I = I^o, s_i(I) = a_i^t \text{ o.w.} \end{cases}
\end{align*}
\]

\[
\begin{align*}
\text{BPS} & & \exists I', I^o, \\
& & \begin{cases} a_i^o & \text{if } I = I^o \\
a_i^\rightarrow I^o & \text{if } I \preceq I^o, s_i(I) = a_i^t \text{ o.w.} \end{cases} \\
& & \exists I', a_i^o, \\
& & \begin{cases} a_i^o & \text{if } I = I^o, s_i(I) = a_i^t \text{ o.w.} \end{cases}
\end{align*}
\]

\[
\begin{align*}
\text{blind CF} & & \exists I^o, a_i^o, \\
& & \begin{cases} a_i^o & \text{if } I = I^o, s_i(I) = a_i^t, \\
a_i^\rightarrow I^o & \text{if } I \preceq I^o \text{ o.w.} \end{cases}
\end{align*}
\]

\section*{F. Regret Matching++}

\textbf{Kash et al. (2020) presents the regret matching++ algorithm and claims that it is no-external-regret. This algorithm’s proposed regret bound implies a sublinear bound on cumulative positive regret, which would further imply that it has the same bound with respect to all possible time selection functions. The surprising aspect of this result is that the algorithm does not require any information about any of the possible time selection functions and requires no more computation or storage than basic regret matching. The following result, Theorem 4, shows that there is actually no algorithm that can achieve a sublinear bound on cumulative positive regret. This result proves that regret matching++ cannot be no-external-regret as claimed. Appendix F.2 identifies the mistake in the regret matching++ bound proof.}

\subsection*{F.1. Linear Lower Bound on the Sum of Positive Regrets}

\textbf{Theorem 4.} The worst-case maximum cumulative positive regret, $Q^T = \max_{a \in \mathcal{A}} \sum_{t=1}^T (r^t(a) - \langle \pi^t, r^t \rangle)^+$, under a sequence of reward functions chosen from the class of bounded reward functions, $(r^t \in \{ r : r \in \mathbb{R}^{|\mathcal{A}|}, \| r \|_\infty \leq 1 \})_{t=1}^T$, of any algorithm that chooses policies $\pi^t \in \Delta^{|\mathcal{A}|}$ over a finite set of actions, $\mathcal{A}$, in an
Table E.2: EFR parameters and regret bound constants for different deviation types.

| type                     | \( \Phi_I \) for all \( i \in I_i \) | \( W_i^\Phi \) as function of \( \phi_I \) for all \( i \in I_i \) | max \( i \in I_i, \phi_I \in \Phi_I \) \( |W_i^\Phi(\phi_I)| \) | \( D \) | \( n_{in} \) |
|--------------------------|----------------------------------------|-------------------------------------------------|---------------------------------|---|---|
| behavioral               | \( \Phi^B_{A(l)} \setminus \{ \phi^l \} \) | \( \{ t \mapsto 1 \} \cup \{ t \mapsto \prod_{i \leq l} \pi_i^l(a_i | I_i) \} \) | \( d_a \) | \( d_a (n_a^2 - n_a) \) \( d_\ast \) |
| TIPS                    | \( \Phi^B_{A(l)} \setminus \{ \phi^l \} \) | \( \{ t \mapsto 1 \} \cup \{ t \mapsto P(h(I); \pi_i^l(a_i | I_i) \} \) | \( d_n a \) | \( d_n a (n_a^2 - n_a) \) \( d_\ast \) |
| CSPS / in. causal        | \( \Phi^E_{A(l)} \cup \Phi^N_{A(l)} \setminus \{ \phi^l \} \) | \( \{ t \mapsto 1 \} \cup \{ t \mapsto P(h(I); \pi_i^l(a_i | I_i) \} \) if \( \phi_I \in \Phi^E_{A(l)} \) \( d_n a \) | \( d_n a (n_a^2 - 2) \) \( d_\ast \) |
| CFPS                    | \( \Phi^B_{A(l)} \setminus \{ \phi^l \} \) | \( \{ t \mapsto 1 \} \cup \{ t \mapsto P(h(I); \pi_i^l) \} \) | \( d_\ast + 1 \) | \( (d_\ast + 1)(n_a^2 - n_a) \) \( 0 \) |
| BPS / blind causal      | \( \Phi^B_{A(l)} \setminus \{ \phi^l \} \) | \( \{ t \mapsto 1 \} \cup \{ t \mapsto P(h(I); \pi_i^l) \} \) | \( d_\ast + 1 \) | \( (d_\ast + 1)(n_a - 1) \) \( 0 \) |
| in. action              | \( \Phi^B_{A(l)} \setminus \{ \phi^l \} \) | \( \{ t \mapsto P(h(I); \pi_i^l) \} \) | \( 1 \) | \( n_a^2 - n_a \) \( 0 \) |
| in. CF                  | \( \Phi^B_{A(l)} \setminus \{ \phi^l \} \) | \( \{ t \mapsto 1 \} \) | \( 1 \) | \( n_a^2 - n_a \) \( 0 \) |
| blind action            | \( \Phi^E_{A(l)} \setminus \{ \phi^l \} \) | \( \{ t \mapsto P(h(I); \pi_i^l) \} \) | \( 1 \) | \( n_a - 1 \) \( 0 \) |
| blind CF / external     | \( \Phi^E_{A(l)} \setminus \{ \phi^l \} \) | \( \{ t \mapsto 1 \} \) | \( 1 \) | \( n_a - 1 \) \( 0 \) |

online fashion over \( T \) rounds, is at least \( T/4 \).

**Proof.** Without loss of generality, consider a two action environment, \( A = (a, a') \), and any learning algorithm that deterministically chooses a distribution, \( \pi^t \in \Delta_2 \), over them on each round \( t \). The environment gets to see the learner’s policy before presenting a reward function. If the learner weights one action more than the other, the environment gives a reward of zero for the action with the larger weight and one to the action with the smaller weight. Formally, if \( \pi^t(a) \geq 0.5 \), then \( r^t(a) = 0 \), \( r^t(a') = 1 \), and vice-versa otherwise.

Let \( a_{low} = a' \) if \( \pi^t(a) \geq 0.5 \) and \( a_{low} = a \) otherwise. The positive regrets on any round \( t \) are \( (1 - \pi^t(a_{low}))^+ \geq 0.5 \) and \( (0 - (1 - \pi^t(a_{low}))^+ = 0 \). So the learner is forced to suffer at least 0.5 positive regret on each round for one of the actions. Since there are only two actions, then over \( T \) rounds one of the actions must have accumulated a regret of 0.5 in at least \( T/2 \) rounds. The cumulative positive regret for this action must then be \( T/4 \). Therefore, the maximum cumulative positive regret of any deterministic algorithm in this environment must be at least \( T/4 \).

To extend this result to include algorithms that stochastically choose \( \pi^t \), we simply need to consider the expected cumulative positive regret and notice that the rectified linear unit function \( (\cdot)^+ \) is convex. By Jensen’s inequality and the fact that the max of an expectation is no larger than the expectation of the max, the expected cumulative positive regret is lower bounded by the cumulative positive regret under the learner’s expected distributions, \( E[\pi^t] \), i.e.,

\[
E[Q^T] \geq \max_{a \in A} \sum_{t=1}^T (r^t(a) - E[\pi^t], r^t)^+ \geq T/4.
\]
Since $\mathbb{E}[\pi^t]$ is a single distribution, we have reduced the stochastic case to the deterministic case, thereby showing they have the same regret lower bound.

F.2. Regret Matching++ Regret Bound Bug

Define the cumulative positive regret of action $a \in A$ as $Q_a^T = \sum_{t=1}^T (\rho_a^t)^+ = \sum_{t=1}^T (r_a^t - \langle \pi^t, r^t \rangle)^+$, where $r^t$ is the reward function on round $t$. Kash et al. (2020) bounds $\max_a Q_a^T \leq \sum_a (Q_a^T)^2 = \sum_a \left( Q_{a}^{T-1} + (\rho_a^T)^+ \right)^2$. They then state that $(Q_{a}^{T-1} + (\rho_a^T)^+)^2 \leq (Q_{a}^{T-1} + \rho_a^T)^2 + \Delta^2$, where $\Delta$ is the diameter of the reward range. This is false in general:

\begin{align}
(Q_{a}^{T-1} + (\rho_a^T)^+)^2 &= (Q_{a}^{T-1})^2 + (\rho_a^T)^2 + 2Q_{a}^{T-1} (\rho_a^T)^+ \\
&\leq (Q_{a}^{T-1})^2 + (\rho_a^T)^2 + 2Q_{a}^{T-1} \rho_a^T + 2Q_{a}^{T-1} \Delta \\
&= (Q_{a}^{T-1} + \rho_a^T)^2 + 2Q_{a}^{T-1} \Delta,
\end{align}

where $2Q_{a}^{T-1} \Delta > \Delta^2$ if $Q_{a}^{T-1} > \Delta/2$. There are scenarios where Equation (86) is tight so it is unclear how this bound could be improved. Attempting the rest of the proof, we get

$$
\sum_a \left( Q_{a}^{T-1} + (\rho_a^T)^+ \right)^2 \leq |A| \Delta^2 + \sum_a (Q_{a}^{T-1})^2 + 2\Delta \sum_a Q_{a}^{T-1}.
$$

Unrolling the recursion exactly is messy, but the extra $2\Delta \sum_a Q_{a}^{T-1}$ term ensures that the bound will be no smaller than $\sum_a Q_{a}^{T-1} + (\rho_a^T)^+ \leq 2^{\frac{T}{2}} |A|^\frac{T+1}{2} \Delta^T$.

G. Experiments

G.1. Games

G.1.1. Leduc Hold’em Poker

Leduc hold’em poker (Southey et al., 2005) is a two-player poker game with a deck of six cards (two suits and three ranks). At the start of the game, both players ante one chip and receive one private card. There are two betting rounds and there is a maximum of two raises on each round. Bet sizes are limited to two chips in the first round and four in the second. If one player folds, the other wins. At the start of the second round, a public card is revealed. A showdown occurs at the end of the second round if no player folds. The strongest hand in a showdown is a pair (using the public card), and if no player pairs, players compare the ranks of their private cards. The player with the stronger hand takes all chips in the pot or players split the pot if their hands have the same strength. Payoffs are reported in milli-big blinds (mbb) (where the ante is considered a big blind) for consistency with the way performance is reported in other poker games.

G.1.2. Imperfect Information Goofspiel

Imperfect information goofspiel (Ross, 1971; Lanctot, 2013) is a bidding game for $N$ players. Each player is given a hand of $n$ ranks that they play to bid on $n$ point cards. On each round, one point card is revealed and each player simultaneously bids on the point card. The point cards might be sorted in ascending order ($\uparrow$), descending order ($\downarrow$), or they might be shuffled ($\hat{R}$). If there is one bid that is greater than all the others, the player who made that bid wins the point card. If there is a draw, the bid card is instead discarded. The player with the most wins so payoffs are reported in win percentage. We use five goofspiel variants:

- two-player, 5-ranks, ascending (goofspiel(5, $\uparrow$, $N = 2$), denoted as $g_{5,\uparrow,2}$ in the main paper),
- two-player, 5-ranks, descending (goofspiel(5, $\downarrow$, $N = 2$)),
- two-player, 4-ranks, random (goofspiel(4, $R$, $N = 2$)),
- three-player, 4-ranks, ascending (goofspiel(4, $\uparrow$, $N = 3$), denoted as $g_{5,\uparrow,3}$ in the main paper), and
- three-player, 4-ranks, descending (goofspiel(4, $\downarrow$, $N = 3$)).
G.1.3. SHERIFF

Sheriff is a two-player, non-zero-sum negotiation game resembling the Sheriff of Nottingham board game and it was introduced by Farina et al. (2019b). At the beginning of the game, the “smuggler” player chooses zero or more illegal items (maximum of three) to add to their cargo. The rest of the game proceeds over four rounds.

At the beginning of each round, the smuggler signals how much they would be willing to pay the “sheriff” player to bribe them into not inspecting the smuggler’s cargo, between zero and three. The sheriff responds by signalling whether or not they would inspect the cargo. On the last round, the bribe amount chosen by the smuggler and the sheriff’s decision about whether or not to inspect the cargo are binding.

If the cargo is not inspected, then the smuggler receives a payoff equal to the number of illegal items included within, minus their bribe amount, and the sheriff receives the bribe amount. Otherwise, the sheriff inspects the cargo. If the sheriff finds an illegal item, then the sheriff forces the smuggler to pay them two times the number of illegal items. Otherwise, the sheriff compensates the smuggler by paying them three.

G.1.4. TINY BRIDGE

A miniature version of bridge created by Edward Lockhart, inspired by a research project at University of Alberta by Michael Bowling, Kate Davison, and Nathan Sturtevant. We use the smaller two-player rather than the full four-player version. See the implementation from Lanctot et al. (2019) for more details.

G.1.5. TINY HANABI

A miniature two-player version of Hanabi described by Foerster et al. (2019). The game is fully cooperative and the optimal score is ten. Both players take only one action so all EFR instances collapse except when they differ in their choice of $\Phi_I$.

G.2. Alternative $\Phi_I$ Choices

When implementing EFR for deviations that set the action transformations at each information set to the internal transformations, we have the option of implementing these variants by using the union of the internal and external transformations without substantially changing the variant’s theoretical properties. We test how this impacts practical performance within EFR variants for informed counterfactual deviations, CFPS deviations, and TIPS deviations. These variants have an “EX+IN” subscript.

G.3. Results

We present four sets of figures to summarize the performance of each EFR variant in the fixed and simultaneous regimes described in Section 7.

The first three sets of figures illustrate how each variant performs on average in each round individually. Figures G.1 and G.3 show the running average expected payoff of each variant over rounds, averaged over play with all EFR variants (including itself). These figures summarize the progress that each variant makes over rounds to adapt to and correlate with its companion variant, on average. Figures G.2 and G.4 show the instantaneous expected payoff of each variant over rounds, averaged over play with all EFR variants. Figures G.5 and G.6 show the same data as in Figures G.1 and G.3 except according to runtime rather than rounds. Tiny Hanabi is omitted because it is too small to make meaningful runtime comparisons between EFR variants.

Figure G.8 show the average expected payoff of each variant paired with each other variant (including itself) after 1000 rounds. These figures summarize how well each variant works with each other variant.
Figure G.1: The expected payoff accumulated by each EFR variant over rounds averaged over play with all EFR variants in each game in the fixed regime.
Figure G.2: The instantaneous payoff achieved by each EFR variant on each round averaged over play with all EFR variants in each game in the fixed regime.
Figure G.3: The expected payoff accumulated by each EFR variant over rounds averaged over play with all EFR variants in each game in the simultaneous regime.
Figure G.4: The instantaneous payoff achieved by each EFR variant on each round averaged over play with all EFR variants in each game in the simultaneous regime.
Figure G.5: The expected payoff accumulated by each EFR variant over runtime averaged over play with all EFR variants in each game in the fixed regime.
Figure G.6: The expected payoff accumulated by each EFR variant over runtime averaged over play with all EFR variants in each game in the simultaneous regime.
Figure G.7: (1 / 2) The average expected payoff accumulated by each EFR variant (listed by row) from playing with each other EFR variant (listed by column) in each game after 1000 rounds where a → ACT_N, b → CF, c → CF_N, d → CF_NX_N, e → BPS, f → CFPS, g → CFPS_NX_N, h → CSPS, i → TIPS, j → TIPS_NX_N, k → BHV. The bottom rows and farthest right columns represent the column and row averages, respectively.
Figure G.8: (2 / 2) The average expected payoff accumulated by each EFR variant (listed by row) from playing with each other EFR variant (listed by column) in each game after 1000 rounds where $a \rightarrow$ ACT$_{IN}$, $b \rightarrow$ CF, $c \rightarrow$ CF$_{IN}$, $d \rightarrow$ CF$_{EX+IN}$, $e \rightarrow$ BPS, $f \rightarrow$ CFPS, $g \rightarrow$ CFPS$_{EX+IN}$, $h \rightarrow$ CSPS, $i \rightarrow$ TIPS, $j \rightarrow$ TIPS$_{EX+IN}$, $k \rightarrow$ BHV. The bottom rows and farthest right columns represent the column and row averages, respectively.