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Abstract—Planetary rover systems need to perform terrain segmentation to identify drivable areas as well as identify specific types of soil for sample collection. The latest Martian terrain segmentation methods rely on supervised learning which is very data hungry and difficult to train when only a small number of labeled samples are available. Moreover, the semantic classes are defined differently for different applications (e.g., rover traversal vs. geological) and as a result the network has to be trained from scratch each time, which is an inefficient use of resources. This research proposes a semi-supervised learning framework for Mars terrain segmentation where a deep segmentation network trained in an unsupervised manner on unlabeled images is transferred to the task of terrain segmentation trained on few labeled images. The network incorporates a backbone module which is trained using a contrastive loss function and an output atrous convolution module which is trained using a pixel-wise cross-entropy loss function. Evaluation results using the metric of segmentation accuracy show that the proposed method with contrastive pretraining outperforms plain supervised learning by 2%-10%. Moreover, the proposed model is able to achieve a segmentation accuracy of 91.1% using only 161 training images (1% of the original dataset) compared to 81.9% with plain supervised learning.
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1. INTRODUCTION

Planetary rovers represent one of the primary means by which humans are able to explore and understand other celestial bodies, as exemplified by the Mars 2020 rover mission\textsuperscript{[1]} and the Lunar 2023 VIPER mission\textsuperscript{[2]}. For these extraterrestrial rover missions aimed at planetary exploration and navigation, automated scene understanding in the form of terrain segmentation is important to improve the automation and reactivity for the planetary rovers, ultimately increasing the travel distance for rovers to explore unknown planetary environments. The task of terrain segmentation is defined as the process of automatically distinguishing between different types of terrain features on the planet’s surface such as sand, bedrock, and large rocks from sensor data. In particular, terrain segmentation can be considered a prerequisite step for carrying out obstacle avoidance, traversability estimation, recognizing different types of rocks for sample collection, and short-term path planning of autonomous robotic systems\textsuperscript{[3]}. Terrain segmentation is also relevant for energy-aware planning tasks such as slip prediction and minimization of travel energy\textsuperscript{[4]}. The primary challenge with training a model to perform terrain segmentation from planetary image data is that data acquisition is expensive and time-consuming, and there is a general lack of annotated training data, particularly for annotation tasks that require specific expert knowledge. In addition, planetary image datasets have issues with taxonomy inconsistencies, inconsistencies in segmentation detail, and inconsistencies in scale and lighting. Existing work in image-based terrain segmentation usually rely on deep supervised learning, which requires a large amount of training data to achieve a satisfactory level of accuracy\textsuperscript{[5,6]}. Purely supervised learning also has other downsides such as not transferring well between datasets\textsuperscript{[7]}. More recent research efforts have explored the use of transfer learning or representation learning methods to transfer or extract useful information from image data even when a large number of labels is not available. However, these methods have limitations when applied to terrain segmentation; for instance, SimCLR\textsuperscript{[8,9]} and CPC\textsuperscript{[10]} are developed and benchmarked on the classification task instead of the segmentation task.

In this research, we propose to leverage transfer learning and semi-supervised deep learning techniques to improve upon current state-of-the-art performance on terrain segmentation using publicly available mission data in the form of rover images from the surface of Mars. The proposed framework involves a deep segmentation network trained in an unsupervised manner on a large set of unlabeled images, and then transferred to the task of terrain segmentation trained on a small set of labeled images. In particular, this framework allows the model to make full use of the large number of unlabeled images, common for planetary data, through contrastive pretraining. Contrastive pretraining has been shown to enable models 1) to be trained using fewer labels, 2) to generalize well to different image-based applications, and 3) to outperform standard supervised learning given comparable network architectures\textsuperscript{[8,11]}. In the proposed work, we use a network architecture that incorporates a backbone module which is trained using a contrastive loss function and an output atrous convolution module which is trained using a pixel-wise cross-entropy loss function. The proposed method is compared against a baseline supervised learning method on the task of terrain segmentation for a dataset of images collected by the Mars Curiosity rover.

In summary, the contributions of this work are:

- A deep learning framework to perform image-based ter-
rain segmentation with contrastive pretraining
- Performance analysis of terrain segmentation with small sets of labeled images
- Analysis and visualization of transferability of generalized image features obtained through large-scale contrastive pretraining

2. Related Work

Semantic Segmentation in images
Semantic segmentation can be defined as the task of assigning class labels to individual pixels of an input image. Modern methods for image semantic segmentation mostly rely on deep convolutional neural networks (CNN), and some examples of popular network architectures for this are SegNet [12], U-Net [13], and DeepLab [14]. The main difference between CNNs for classification and CNNs for semantic segmentation is that CNNs for classification predict a single output label for a given image, whereas CNNs for segmentation predict multiple output labels (i.e., one for each pixel) for a given image. As such, segmentation networks usually have specialized layers (e.g., skip connections for the case of U-Net [13] and atrous convolutions for the case of DeepLab [14]) to enable the network layers to capture sufficient spatial information to predict a dense output.

Terrain segmentation
Terrain segmentation is a subset of semantic segmentation where the pixels of an input image are labeled with different types of terrain features such as sand, soil, and rock. Terrain segmentation is especially important for robotics due to its applications in obstacle avoidance, traversability estimation, sample collection, and energy-aware path planning [15, 16]. The basic approach to terrain segmentation is to define a basic set of terrain classes and apply a standard machine learning algorithm such as Support Vector Machines (SVM) [16] or Convolutional Neural Networks (CNN) [15]. The segmentation results can be further refined by applying Fast Fourier Transforms (FFT) [17] or connected component labelling [18].

Transfer learning for images
Transfer learning refers to the process where a model which is initially trained on one machine learning task is reused or altered for a different machine learning task. The main benefit of transfer learning is data-efficiency, since it allows a model to make use of information from multiple datasets and tasks and this is advantageous when few labels are available for the actual task (e.g., in one-shot learning or few-shot learning). A common approach for training a deep neural network is to pretrain it on a standard image classification task with a large dataset such as ImageNet and then finetune it with a smaller dataset for the specific application. This approach can be applied for the case of off-road driving by pretraining on on-road driving images [23]. This approach has also been used with some success on classification of the Mars Science Laboratory (MSL) surface images and High Resolution Imaging Science Experiment (HiRISE) orbital images [24], where pretraining is performed using the ImageNet dataset. However, this approach may suffer from domain shift due to the differences in image properties between the types of images used for pretraining and the types of images used for finetuning [7].

Domain adaptation is a large field of research within transfer learning that deals with ways to help a model trained on a source distribution to adapt to a different target distribution. Methods such as subspace alignment [25] and flow kernels [26] have been proposed to determine a mapping function that can align properties of images in the source domain with the target one. On the other hand, methods such as network adaptation [28] and correlation alignment [29] enable deep neural networks to better generalize to the target domain based on introducing additional loss functions such as domain
classification loss and regularization loss. Later works attempt to improve the generalizability of pixel-level prediction tasks by constructing pivot information that is common knowledge shared across domains \[30\] or by enforcing consistency in perturbed images \[31\]. These methods can be considered unsupervised in that they only use labels in the source domain and do not require labels in the target domain. Thus, these methods are suitable for applications where labels in the target domain are expensive and time-consuming to obtain, which is the case for terrain segmentation for planetary rovers. However, domain adaptation does not completely solve other issues in transfer learning between datasets such as taxonomy inconsistencies and inconsistencies in segmentation detail \[32\].

**Representation learning for images**

A closely-related idea is representation learning, where the focus is not on training a model to predict specific outputs such as classification or segmentation but on training a general model that can extract useful features from high-dimensional data \[10\]. Representation learning usually involves setting up an auxiliary task where unlabeled samples can still be used to generate weak supervision for training a neural network. In the case of associative embeddings \[33\], this involves predicting a vector embedding for each pixel that represents its group assignment in the image. In the case of SimCLR \[8\], this involves applying data augmentations such as cropping, distorting, and blurring, and training the network to recognize matching images and mismatched images in the presence of these augmentations with a contrastive loss function. In the case of DINO \[11\], this involves training a student model, which has access to local views of an image, to match the prediction of a teacher model, which has access to global views of an image, with a cross-entropy loss function.

In this research, we propose to apply transfer learning to the task of terrain segmentation in the form of contrastive pretraining. Existing work such as SimCLR \[8\] and CPC \[10\] mostly consider the classification task, and not the segmentation task, whereas in the proposed research, we make use of contrastive loss to learn a rich representation of image features from a neural network and specifically fine-tune the network for the terrain segmentation task.

**3. METHODOLOGY**

**Problem description**

This work leverages the first large-scale dataset of Mars images labeled for the purposes of terrain classification and traversability assessment — AI4Mars \[34\]. This dataset consists of images from Curiosity rover’s navigation camera (NAVCAM) and color mast camera (Mastcam). The training set consists of 16,064 images whose labels were obtained using a novel crowdsourcing approach. In this approach, citizen scientists voluntarily identified four classes — soil, bedrock, sand, and big rock — in MSL images. These submissions were then aggregated based on several pixel-level agreement heuristics described in \[34\]. The “gold standard” test set includes 322 images where each pixel’s label was unanimously determined by three experts.

In addition to the four classes, the AI4Mars images also include a null class (i.e., unlabeled regions of the image), masks for portions of the Curiosity rover that appear in the images, and masks for portions of the images that are beyond 30 m from the rover. These masks are treated as separate classes (“rover” and “background”, respectively) in the training process, while the predictions associated with unlabeled pixels are dropped from the calculation of training and evaluation performance metrics. Thus, unless otherwise specified, this work aims to segment MSL images into six classes.

Minimal preprocessing is performed on the images in the training pipeline; images and masks are resized to 512x512 with nearest neighbor interpolation from the original 1024x1024. Additionally, images are normalized to a range of 0-1 and uniformly brightened by 50% (i.e., multiplying all pixels by 1.5 and clipping the image to a range of 0-1).

**Network architecture**

The SimCLR framework consists of three main components:

1. A large task-agnostic backbone/encoder, \( f(\cdot) \), that learns generalized visual embeddings through self-supervised pretraining
2. An MLP projection head, \( g(\cdot) \), that maps the latent embedding space to the one where contrastive loss is applied during self-supervised pretraining
3. A smaller, task-specific head that is attached either directly to the base encoder \( f(\cdot) \) as in \[8\], or to a middle layer of the projection head \( g(\cdot) \) as in \[9\]. This task-specific head is used in a supervised fine-tuning task with presumably limited labels.

This research uses the residual network (ResNet) \[35\] as the base encoder. Two main modifications on a “vanilla” ResNet are incorporated from \[9\] — a 2x wider (i.e., twice the filters in each layer) ResNet and selective kernels (SK) \[36\]. Deeper and wider ResNets were shown to benefit a semi-supervised learning regime more than supervised learning approaches \[5\]. While SK reduces model complexity (thus increasing parameter efficiency) by allowing neurons to dynamically adjust their receptive field sizes.

With this task addressing a segmentation problem, atrous convolutions \[37\] are used for the task-specific output head, as opposed to the linear classifiers used in \[9\]. The combination of a ResNet encoder and atrous convolutional decoder has previously been proposed for the DeepLab architecture \[14\], except that in this work, we also incorporate self-supervised learning modifications to the ResNet encoder.

**Training procedure**

1. Self-supervised pretraining: SimCLR is a self-supervised contrastive learning approach where an encoder is trained to recognize that two augmented views \( i \) and \( j \) of the same image should have similar embeddings \( z_i \) and \( z_j \) in the latent space. This generalized representation learning is achieved by
training the network to minimize a contrastive loss $l_{i,j}$, given as:

$$l_{i,j} = -\log \frac{S_{i,j}}{\sum_{k=1}^{2N} 1[k \neq j]S_{i,k}}$$  \hspace{1cm} (1a)$$

$$S_{i,j} = \exp \left( \frac{\text{sim}(z_i, z_j)}{\tau} \right)$$  \hspace{1cm} (1b)$$

$$\text{sim}(z_i, z_j) = \frac{z_i^\top z_j}{\|z_i\| \|z_j\|}$$  \hspace{1cm} (1c)$$

where $S$ captures the temperature-scaled similarity between two vector embeddings in latent space, $\text{sim}$ is the cosine similarity between the two vectors, $\tau$ is a temperature scalar, and $N$ is the total number of images in the batch.

In Eq. 1a the normalized cross-entropy loss decreases as $S_{i,j}$ increases to 1 and $S_{i,k}$ decreases. In other words, loss decreases as the network learns to generate similar embeddings from augmented views of the same image and distant embeddings for augmented views from different images. A notional loss surface is shown in Fig. 2.

It has been found that contrastive learning benefits from larger batch sizes compared to supervised learning. The benefit stems from the increased number of negative examples ($k$ in Eq. 1a) per positive pair of augmented views. For instance, a batch size of up to 8192 was used in [8] and a batch size of 4096 was used in [9] for contrastive pretraining on the ImageNet ILSVRC-2012 dataset. As such, while contrastive learning offers the benefit of training on unlabeled data, this benefit comes at the expense of increased computational capacity required for the larger batch sizes and longer training durations.

Because of the computational cost required for contrastive pretraining, this task uses the task-agnostic ResNet-50 (2x width) weights from [9] that have been optimized to learn generalized visual representations without performing further contrastive learning. The pretrained weights are incorporated directly into the supervised fine-tuning stage with MSL images, as described in the following section.

2) Supervised Finetuning: For supervised finetuning, a segmentation head consisting of an atrous convolution block and a resize layer is attached to a ResNet-50 base encoder. The atrous block performs convolutions on the encoder output at three different dilation rates (6, 12, and 18), and each convolutional layer learns 256 filters with complementary (effective) fields of view. These filters are then concatenated and resized to the original image size before being passed through a 1x1 convolutional layer to obtain the final segmentation logits. With the AI4Mars dataset used in the current work, the dimensions of the outputs are (512, 512, 6). The combination of a 2x ResNet-50 and an atrous block with 256 filters per layer results in a network with 171,172,160 parameters.

A pixel-wise cross entropy loss function which neglects unlabeled pixels is used in this work. Weighting the loss function by relative pixel frequencies was found in [34] to offer little in the way of performance but incur additional computational cost, and was therefore not investigated. A batch size of 8 and a learning rate of 0.057 ($0.002 \times \sqrt{8}$) is used for
finetuning. While the specified number of epochs is 50 for each experiment, an early stopping callback terminates the runs upon convergence. Each experiment is run on a single compute node with four Nvidia V100 GPUs.

4. RESULTS

Analysis of contrastive pretraining performance

![Graph showing test accuracy vs fraction of labeled training data used. The total number of labeled training images is 16,064.](image)

Figure 3. Graph of test accuracy vs fraction of labeled training data used. The total number of labeled training images is 16,064.

Figure 3 shows a comparison between the test accuracy of the proposed contrastive pretraining method for terrain segmentation, where the network weights are initialized using a contrastive loss function, versus plain supervised learning, where the network weights are initialized randomly. The number of training images used ranges from 161 (1% of the original dataset) to 16,064 (100% of the original training set). The graph shows that the proposed contrastive pretraining method has a clear advantage over plain supervised learning in segmenting Mars terrain images. In particular, the proposed method consistently outperforms the supervised learning model, with the performance margin widening as the fraction of labeled training data decreases. This shows that contrastive pretraining is especially helpful in applications where the number of labeled training samples available is small.

The confusion matrices in Figures 4 and 5 show the per-class recall values for the pretrained and supervised cases, respectively, with 1% and 100% training sets. Model performance on the “Big Rock” class is lower than the other classes across all runs. This is caused by the imbalance in class frequency as shown in Figure 6, where “Big Rock” has orders of magnitude fewer pixels compared to the other classes. Indeed, the “Big Rock” class is only present in two images in the test set. Contrastive pretraining increases recall by 6% in both scenarios (1% and 100% data), but exhibits more consistent performance across the entire spectrum of training data used.

Figure 7 shows a comparison between contrastive pretraining and plain supervised learning on rare objects (i.e. the Big Rock class). The contrastive pretrained model consistently achieves around 90% recall with training sets larger than 20% (around 3200 images), whereas the baseline model shows significant variance in its performance. This trend indicates the potential for contrastive and other self-supervised learning techniques to address class imbalance and the presence of rare objects. However, Fig. 4 also shows that the current models are unable to achieve reasonable recall rates when the training set is smaller than 20% (around 3200 images). Some possible methods to address this issue include finetuning on larger pretrained models (for instance, the largest model used in [9] is a 3x ResNet-152 with 795M parameters), different model architectures (e.g., vision transformers), and large-scale contrastive pretraining on domain-specific datasets.

Visualization of terrain segmentation results

Figures 8 and 9 show the segmentation masks predicted by the contrastive pretrained model compared to the plain supervised model when 1% of the training data is used. Under this limited labels scenario, the pretrained model can better discriminate between similar classes such as “bedrock”, “soil”, and “sand”. This is shown through the top two examples in Fig. 8 where the contrastive pretrained model separates the classes correctly whereas the plain supervised model exhibits significant error in the three aforementioned classes. The observations in the segmentation masks for the plain supervised model are consistent with the confusion matrix in Fig. 5b which highlights significant “confusion” between soil and bedrock, as well as between rock and background.

Figure 9 shows certain cases where the plain supervised model performed better than the contrastive pretrained model. For the occasional scenarios where the supervised model performed better, the contrastive pretrained model did not exhibit major drops in performance, with accuracy differences ranging from only 1% to 10%. Another notable observation is that the crowdsourced “ground truth” label may not completely capture nuances in the image. For example, the ground truth label in Figure 8 Row 2 does not accurately represent the (diagonal) outline of the rover, whereas the predicted output from our contrastive pretrained model captures the rover outline at a fine level of detail. In addition, the tire tracks in Figure 9 Row 5 are not labeled in the ground truth, but they are detected in the predicted output from our contrastive pretrained model.

5. CONCLUSION

In conclusion, this research proposes an image-based terrain segmentation method using contrastive pretraining techniques. Our potential relevance to future planetary science missions is the development of a weakly-supervised, data-efficient deep learning framework that would enable and enhance future scientific investigations on planetary data by facilitating the data-driven analysis and interpretation of planetary image-based datasets. The model can be applied at a large-scale to new images and compute high-dimensional feature-rich...
Figure 4. Contrastive pretrained ResNet-50 (2x width) finetuned using 100% and 1% of training samples. Confusion matrices are normalized with respect to the total number of true samples, i.e., columns in each row sum up to 100%.

(a) (Pretrained) 100%; Accuracy: 97.4%
(b) (Pretrained) 1%; Accuracy: 91.1%

Figure 5. Plain supervised ResNet-50 (2x width) trained using 100% and 1% of training samples. Confusion matrices are normalized with respect to the total number of true samples, i.e., columns in each row sum up to 100%.

(a) (Supervised) 100%; Accuracy: 95.3%
(b) (Supervised) 1%; Accuracy: 81.9%
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