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Abstract—Recent advances in neural radiance fields (NeRFs) achieve state-of-the-art novel view synthesis and facilitate dense estimation of scene properties. However, NeRF-style algorithms perform poorly: (1) when there are insufficient views with little pose diversity, (2) when scenes contain saturation and shadows, and (3) when finely sampling large unbounded scenes with fine structures becomes computationally intensive. This paper proposes CLONeR, which significantly improves upon NeRF by allowing it to model large unbounded outdoor driving scenes that are observed from sparse input sensor views. This is achieved by decoupling occupancy and color learning within the NeRF framework into separate Multi-Layer Perceptrons (MLPs) trained using LiDAR and camera data, respectively. In addition, this paper proposes a novel method to build differentiable 3D Occupancy Grid Maps (OGM) alongside the NeRF model, and leverage this occupancy grid for improved sampling of points along a ray for volumetric rendering in metric space. Through extensive quantitative and qualitative experiments on scenes from the KITTI dataset, this paper demonstrates that the proposed method outperforms state-of-the-art NeRF models on both novel view synthesis and dense depth prediction tasks when trained on sparse input data.
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I. INTRODUCTION

The estimation of dense scene properties from sparse and low diversity sensor data is a critical task in robotic perception. In particular, for autonomous vehicle perception, estimating dense and accurate depth is essential for scene understanding used for downstream planning and navigation tasks. Neural radiance fields (NeRFs) are an attractive solution for producing joint dense depth and color maps of a scene [1]. NeRFs use implicit functions to encode volumetric density and color observations from multiple images with known poses. Recent advances in NeRFs have demonstrated state-of-the-art performance for novel view synthesis and 3D modeling.

Still, outdoor scenes captured in autonomous vehicle datasets remain challenging for NeRFs. These scenes are typically captured from sparse viewpoints with limited view diversity, i.e., a camera mounted on a vehicle moving forward. They tend to be large and unbounded, with much of the scene content concentrated far away from the camera. Lastly, images captured outdoors feature varying exposure and brightness levels depending upon the camera settings and weather conditions. These challenges can lead to learning inaccurate scene geometry, blurry scene renderings and poorly modeled thin structures, especially at long distances.

This paper presents CLONeR, Camera-Lidar fusion for Occupancy grid-aided Neural Representation, a novel NeRF framework that addresses key challenges to applying NeRFs to outdoor driving scenes. The proposed method can accurately clone a 3D scene from a sparse set of image views and LiDAR scans. Impressively, CLONeR can render novel views and dense depth maps with fine detail from a single image and LiDAR scan (see Fig. 1). CLONeR accurately models the operation of both LiDAR and RGB camera sensors within a NeRF framework to learn a dense 3D representation of a scene. In addition, CLONeR simultaneously builds a differentiable 3D Occupancy Grid Map (OGM) using LiDAR data, which it leverages to efficiently sample large outdoor scenes in metric space. This learned occupancy grid map
is capable of maintaining known versus unknown regions in a probabilistic manner, and replaces the standard coarse MLP sampling scheme used in NeRFs. Critically, CLONeR decouples occupancy and color learning within the NeRF by utilizing two separate MLPs. One of these MLPs learns occupancy from LiDAR ray data, and the other MLP learns the RGB model of the scene from camera rays. By doing this, sensor artifacts and illumination effects in the RGB images do not negatively influence the learned scene depth.

In summary, the key contributions of the proposed work, CLONeR, are:

- A decoupled NeRF model where LiDAR is used to supervise geometry learning while camera images are used to supervise color learning. This allows one to perform novel view synthesis using as few as a single image when LiDAR scans are available.
- A differentiable 3D occupancy grid learned directly on the GPU alongside the decoupled NeRF model. This 3D occupancy grid explicitly maintains information about known and unknown regions, and outperforms standard coarse NeRF based importance sampling methods.

We demonstrate that our method outperforms state-of-the-art NeRF models on both novel view synthesis and depth prediction tasks through extensive quantitative and qualitative experiments on several scenes from the KITTI dataset.

The remainder of this paper is organized as follows: We review related work in Section II and give a detailed description of the proposed method, CLONeR, in Section III. We present extensive quantitative and qualitative results in Section IV. Section V provides the conclusion and future work.

II. RELATED WORKS

The impressive performance achieved by the original NeRF [1] has inspired many subsequent works to extend it to various applications including generative modeling [2] and scene relighting [3]. In this work, we develop a novel NeRF framework that leverages camera and LiDAR to enable depth-guided learning for unbounded, outdoor scenes observed from sparse/limited viewpoints.

A. Depth-guided Learning in Neural Radiance Fields

In prior work, NeRF-based models have been used along with depth supervision from structure-from-motion techniques [4], RGB-D cameras [5], [6], [7] and continuous-wave Time-of-Flight sensors [8]. However, RGB-D cameras do not operate well outdoors in the presence of sunlight, and SFM pipelines operate poorly in low-texture environments, making this depth supervision very difficult to obtain for outdoor scenes that would be encountered in autonomous driving applications.

B. Neural radiance fields for outdoor scenes

A significant number of NeRF models have tried to tackle more complex static 3D objects, as well as larger indoor scenes [5], [9], [10], [11], [12]. In particular, in the surface reconstruction problem space, both NeuS [10] and VolSDF [11] both separate the color and opacity learning. We extend their intuitions to volume rendering in this work, and demonstrate that decoupling is key in removing several failure modes when training NeRFs on outdoor scenes. However, outdoor scenes still present a unique challenge for NeRFs. Many outdoor scenes have a relatively large and unbounded. Much of the scene content is concentrated far away from the camera(s) with a significant amount of empty space. The scenes are large enough that sampling the 3D scene volume to learn accurate scene structures becomes computationally challenging [7]. As a result, NeRFs struggle to learn even coarse scene occupancy. This results in blurry scene renderings and poorly modeled fine/thin structures, especially at long distances [13], [14].

There have been many successful methods, including BlockNeRF [15] and CityNeRF [16], that focus on large scale scenes that cover a large spatial extent, such as a city block or entire city. These methods leverage multiple NeRF models to learn to model the 3D space and they require a significant number of images to train. In our proposed method, we instead focus on scenes with a long depth range from a single camera view, which is specific to the type of data we would encounter in autonomous vehicle datasets. Additionally, we consider a single scene from a limited viewpoint and develop our novel contributions in the OGM and decoupled models for handling LiDAR for these cases. This differs greatly in the configuration of the scenes in works such as BlockNeRF, which focuses on combining smaller NeRF models to handle the large spatial extent of their chosen scenes. There has also been very promising work in modeling 360° unbounded scenes [17], [13], [18], [19], but these methods require dense multiview datasets which are difficult to capture for autonomous vehicle datasets.

Very few NeRF models have tried to use LiDAR information to learn scene occupancy in outdoor scenes. Of particular relevance to our work is Urban Radiance Fields [19] and Neural Point Light Fields [20]. The method proposed in Urban Radiance fields utilizes LiDAR data along with images from panoramic cameras captured in outdoor scenes. Their data collection trajectory specifically ensures a large number of views are available with diversity in the camera poses in addition to their LiDAR data. In comparison, the proposed method is designed to operate on very sparse camera views and LiDAR data [19].

In Neural Point Light Fields, they represent outdoor scenes with a light field learned on top of a sparse point cloud. They aggregate point features along each ray to get a final RGB prediction. However, this method learns a feature vector (via CNN encoding) for each point in the point cloud, and thus requires long driving trajectories/videos to learn a sufficient scene representation [20]. In contrast, our proposed method can produce accurate scene models from as few as a single image paired with a single point cloud. In summary, neither [19], [20] have demonstrated the ability to learn dense depth using just LiDAR returns and sparse views.

C. Sampling in Neural Radiance Fields

A key challenge in the original NeRF formulation is the need to finely sample along a ray to approximate the line
integral. Mip-NeRF [21] addressed the sampling and aliasing challenges in the original NeRF formulation and Mip-NeRF 360 [17] extended it to address unbounded scenes with focus on a central object. TermiNeRF [9] and DO-NeRF [11] replace the coarse MLP of the original NeRF model with a separate sampling MLP that estimates where the fine MLP network should be applied in the 3D world volume. However, in order to train the aforementioned networks, the input data still needs to cover a large and diverse set of views.

Recent developments have popularized the use of occupancy grids for sampling during test-time in NeRFs [22], [23]. Most similar to ours, in [24], the authors propose to maintain a cascaded set of occupancy grids in order to skip ray marching on empty space. They present heuristic methods to update the occupancy grids as training of the NeRF model progresses. In contrast, we propose to jointly perform occupancy grid mapping while training the NeRF model. We further distinguish our approach by leveraging LiDAR measurements to learn and construct these occupancy grids in a probabilistic manner.

III. METHODS

Figure 2 provides an overview of the proposed method. Its two key components are (i) the differentiable occupancy grid map (OGM), which is used to learn the coarse occupancy of the 3D metric space of the scene, and (ii) the decoupled NeRF MLPs, which independently learn a fine color and depth model of the scene. We describe each model component and the training process of the framework in the following subsections.

A. Overview of Neural Radiance Fields

A Neural Radiance Field (NeRF) [11] models the scene using a 5D vector-valued function using an MLP network. This MLP takes a 3D location \( \vec{o} = (x, y, z) \) and a viewing direction \( \vec{d} = (x_d, y_d, z_d) \) as inputs and outputs the color \( \vec{c} = (r, g, b) \) emitted by that scene point and a scalar volume density \( \sigma \).

An image pixel \((u, v)\) is mapped to a camera ray \( \vec{r}(t) = \vec{o} + t\vec{d} \) using a simple pinhole camera model. The expected color of the camera ray is computed using the quadrature approximation of the volumetric rendering equation between the near and far bounds \( t_n \) and \( t_f \) [11]:

\[
\hat{C}(\vec{r}) = \sum_{i=1}^{N} T_i (1 - \exp(-\sigma_i \delta_i)) \hat{c}_i, \tag{1}
\]

where \( T_i = \exp\left(-\sum_{j=1}^{i-1} \sigma_j \delta_j\right), \)

and \( \delta_i = (t_{i+1} - t_i) \) is the distance between samples along the ray where the MLP is applied. The weights of the MLP are then optimized by minimizing the mean squared error between the rendered color \( \hat{C}(\vec{r}) \) of a pixel and the ground truth color of that pixel. The termination depth of a ray \( \hat{D}(\vec{r}) \) is computed as:

\[
\hat{D}(\vec{r}) = \sum_{i=1}^{N} T_i (1 - \exp(-\sigma_i \delta_i)) t_i. \tag{2}
\]

B. CLoNeR World Coordinate System

Given the set of camera and LiDAR poses from an external source such as a GNSS system, we follow [1] and subtract the average translation and normalize the rotation such that the local \( z^- \) axis for each camera points into the camera. The sensor poses and the point clouds from the LiDAR are further scaled by a common factor such that the region of interest falls completely within \([-1, 1]^3\), as required by most types of positional encodings used in NeRFs [11]. We refer to this scaled, bounded domain as the world cube.

For generic outdoor driving scenes, we determine the region of interest in the following way: for each input camera pose, we use its intrinsic parameters and user-defined near and far values to compute the 8 corners of its view frustum in world coordinates. We choose a set of desired camera poses along with their intrinsics and compute corresponding view frustum points. We then compute a common scale factor such that all the sensor poses in addition to all the above points fall within the world cube. We explicitly avoid using the LiDAR point clouds to define the scale factor as LiDAR data could contain regions never seen in any of the images, such as points behind the camera.

C. Integrating LiDAR Measurements into NeRF

A 3D scanning LiDAR continuously sweeps the scene using a set of laser beams. Let \( H_L \) denote the pose of the LiDAR in world coordinates (as a \( 3 \times 4 \) matrix) and let \( \vec{x} \) denote a 3D point measured in the local sensor frame at some time \( t \). This corresponds to a ray in the world coordinates with ray origin \( \vec{d} = H_L[0,0,0,1]^T \) and ray direction \( \vec{d} = H_L[\vec{x}^T,1]^T - \vec{d} \).

Recall from Sec. III-A that one can render a camera ray using the NeRF MLP and obtain a termination depth, expected color, as well as opacity at samples along the ray. Similarly, based upon how we model the LiDAR ray, we can also render these quantities for each LiDAR point cast into the scene.

D. Decoupled NeRF Model

We propose a decoupled NeRF model that contains two separate MLP networks, one for learning the scene geometry and one for scene color:

- \( F_{\sigma} : R^3 \rightarrow R \), which we call the sigma MLP, and
- \( F_{c} : R^5 \rightarrow R^{n_c} \), which we call the color MLP.

Note that \( n_c \) is the number of color channels. These decoupled MLP networks are trained simultaneously such that \( \sigma_i = F_{\sigma}(\vec{r}(t_i)) \) and \( \hat{c}_i = F_{c}(\vec{r}(t_i), \vec{d}) \).

These two networks are shown in panels B and C of Fig. 2. Our sigma MLP takes the positionally encoded 3D positions only as input. It has 1 hidden layer of 64 neurons with the estimated differential opacity \( \sigma \) as output. Our color MLP takes the positionally encoded 3D positions and encoded view directions as input. It has 2 hidden layers of 64 neurons each and outputs colors with \( n_c \) channels. We use multi-resolution hash tables [24] for positional encoding and use Spherical Harmonics [22] for encoding view direction. We use separate hash tables for positional encoding of the sigma and color MLPs. Unlike the original NeRF, there is no interaction between the parameters of the sigma MLP and the color MLP.
When rendering a LiDAR ray, we only evaluate the sigma MLP while computing gradients. When rendering a camera ray, we evaluate the sigma MLP, without computing gradients, to estimate the differential opacity needed in Eq. (1) to compute the expected color. In contrast to the original NeRF model, which uses a simple pinhole camera model, we instead use the full pinhole camera model to compute ray directions. This is needed to maintain consistency with camera-LiDAR calibration parameters. We use multiple samples per pixel by generating rays corresponding to fractional pixel coordinates. To obtain ground truth color information for the fractional pixels, we use bilinear interpolation of the input images.

E. Loss Functions for NeRF MLPs

We use separate loss functions for LiDAR and camera rays:

a) LiDAR Line-of-sight (LOS) loss: We use a variant of the line-of-sight loss used in [19]. For a given LiDAR ray, let $z^*$ be the ground truth termination depth along the ray. Let $t_i$ be the samples along the ray and $w_i$ be the associated accumulated opacity at those samples. We define $w_i^* = \mathcal{K}_c(t_i - z^*)$ where $\mathcal{K}_c$ is a truncated Gaussian distribution with variance equal to $(\epsilon/3)^2$ and $\epsilon$ is a non-zero number that is decayed as training progresses. We can now define the line-of-sight loss as

$$\mathcal{L}_{\text{sight}}(\Theta) = \|w_i - w_i^*\|_1$$

Ideally, we would like $w_i$ to be non-zero only at a single point and zero everywhere else. To encourage this sparse behavior, we use an L1 penalty.

b) LiDAR Opacity loss: The volumetric rendering equation as implemented in the original NeRF model only requires that the sum of accumulated opacity does not exceed 1. However, Eq. (2) implicitly assumes that the accumulated opacities sum to 1. Therefore, we use the penalty method to force the accumulated opacity for a ray to sum to 1 by using the following opacity loss:

$$\mathcal{L}_{\text{opacity}}(\Theta) = \|1 - \sum_i w_i\|_1$$

where $\Theta$ is the trainable parameters of the sigma MLP.

c) Camera Color loss: Following [5], we use L1 penalty for supervising camera rays.

$$\mathcal{L}_{\text{color}}(\Phi) = \|\tilde{C}(\hat{r}) - \tilde{C}(\hat{r})\|_1$$

F. Occupancy Grid Mapping

Occupancy Grid Mapping (OGM) has long been used in robotics to model 3D space in a probabilistic manner [25]. In this paper, we cast OGM as an optimization problem that can be solved using stochastic gradient descent. We then use the learned OGM to efficiently sample along sensor rays, taking the place of a coarse MLP in standard NeRF algorithms.

Let $O \in R^{N \times N \times N}$ denote a regular 3D grid partitioning a bounded region of interest into voxels. If $p_k$ refers to the probability that a single grid element is occupied, then the corresponding log-odds is defined as $l_k = \log \frac{p_k}{1-p_k}$. In a typical OGM algorithm, at each iteration $n$, given a range measurement $z_n$, each grid element is updated as follows:

$$l_{n,k} = l_{n-1,k} + S(k, z_n) - l_0$$

where $l_0$ is the prior of occupancy represented in log-odds, $S$ is the inverse sensor model that returns the measurement update for grid element $k$ given $z_n$ and the known pose of the sensor [25]. We propose to treat the log-odds variables $l_k$ as learnable parameters $\gamma_k \in O$ initialized to $l_0$. We can then re-write the map update equation Eq. (7) from OGM to match a parameter update equation from SGD as follows:

$$\gamma_k := \gamma_k - \alpha \nabla \mathcal{L}(O, z_n)$$

where $\alpha$ is the learning rate and $\mathcal{L}$ is an objective function operating on the parameters $O$ and a measurement $z_n$. Matching the two equations, we get:

$$- \alpha \nabla \mathcal{L}(O, z_n) = S(k, z_n) - \gamma_0$$

Fig. 2: Overview of proposed CLONeR framework. Panel A shows the forward pass of the framework. In Panel B, LiDAR data is used as the only supervision for the Sigma MLP during training. In Panel C, camera data is the only supervision used to train the Color MLP.

Fig. 3: Occupancy Grid Mapping as Stochastic Gradient Descent. Panel A describes the interpolation process to predict occupancy values at each ray sample from the neighboring $\gamma$ variables in the OGM. Panel B describes how the $\gamma$ variables of the OGM are updated using stochastic gradient descent.
Under this new setting, performing OGM translates to optimizing an unknown objective function $\mathcal{L}$, whose gradients play the role of the desired map update provided by the inverse measurement model $\mathcal{S}$.

A trained OGM, $\mathcal{O}$, can be used to efficiently sample points along sensor rays $r(t)$ during volumetric rendering in the following manner. Given the ray origin $\vec{o}$ and direction $\vec{d}$, we uniformly sample $N/2$ points $\vec{\zeta}_j = \vec{o} + \vec{\zeta}_j \vec{d}$ along this ray where $N$ is the total number of samples needed for volumetric rendering. We compute the log-odds values at these continuous coordinates, $l_{\vec{\zeta}_j}$, using trilinear interpolation of the discrete grid $\mathcal{O}$. The corresponding occupancy is then computed as

$$p_{\vec{\zeta}_j} = \frac{1}{1 + \exp(-l_{\vec{\zeta}_j})} \quad (10)$$

Note that a value of $p = 0.5$ corresponds to unknown regions. We clamp and re-scale these probabilities from $[0.5, 1.0]$ to $[0.0, 1.0]$ and perform importance sampling to get $N/2$ additional samples around occupied regions. Finally, both the uniform samples and the additional samples are concatenated.

In order to train $\mathcal{O}$, we define a function $g$ that defines the gradients of $l_{\vec{\beta}_j}$ as follows:

$$\frac{\partial \mathcal{L}}{\partial \vec{\beta}_j} = g(\vec{\beta}_j, z_n) = l_{\text{true}}\mathcal{U}((z_t - \delta) - \vec{\beta}_j) +$$

$$- l_{\text{occ}}\mathcal{U}((z_t - \delta) - \vec{\beta}_j)\mathcal{U}((z_t + \delta) - \vec{\beta}_j) \quad (11)$$

where $\mathcal{U}$ is the Heaviside step function, which takes the value of 1 for positive inputs and zero otherwise, and $\delta$ is a hyperparameter. These gradients can then be backpropagated through the trilinear interpolation operator to compute updates for $\gamma_k$, as shown pictorially in Panel B of Fig. [3] which shows an illustration of $g$. Note that we do not explicitly define $\mathcal{L}(\mathcal{O})$.

G. Training Details

We perform training of the two NeRF MLPs in three stages. In Stage 1, we only train the sigma MLP using LiDAR data for 2500 iterations with a batch size of 1024 rays per iteration. Note that rendering a LiDAR ray is significantly faster than rendering a camera ray since only the sigma MLP needs to be evaluated. In Stage 2, we freeze the weights of the sigma MLP and train the color MLP using camera data for 2500 iterations with 1024 rays per iteration. Finally, in Stage 3, we jointly fine-tune the full model for 10000 iterations with 1024 LiDAR rays and 1024 camera rays per iteration. In stages 1 and 3, we also train the OGM using the same batch of LiDAR data. We make one update with the OGM optimizer after accumulating gradients every 10 updates to the NeRF model. With the above settings, the model takes less than 12 minutes and 45 seconds to train on a single NVIDIA A100 GPU.

IV. Experimental Results

In this section we present image-only results for novel View Synthesis and Depth Prediction tasks. For video results of Fig. 4 and Fig. 5 please refer to the project website.
the points onto each frame and retained only points within its field of view. Note that DSNeRF-gt and our proposed method use the same amount of ground truth input information.

C. Novel View Synthesis Results

We report three standard metrics for quantitative evaluation in Table I: Peak Signal to Noise Ratio (PSNR) \cite{30}, Multiscale Structural Similarity Index (MSSIM) \cite{31}, and LPIPS \cite{32}. CLONeR meets or exceeds DSNeRF* with respect to PSNR and MSSIM while scoring marginally lower with respect to LPIPS. Note that CLONeR expects LiDAR data by design and is therefore at a disadvantage for the upper regions of the image where there is no LiDAR coverage. Qualitative results on selected images from three scenes are shown in Fig. 4. While all methods were able to recover general scene details, Mip-NeRF performed significantly worse than others. Both CLONeR and DSNeRF* achieve similar level of detail in the rendered novel views. In our experiments, DSNeRF-gt performed worse than DSNeRF*. Although LiDAR-based depth is more precise than values obtained from COLMAP, different points in the LiDAR would be occluded from each of the camera viewpoint. And when projected, it associates a wrong depth to a scene point. As a result, we see that the trained model learns the image at \( t - 1 \) and \( t + 1 \) to be on two different planes.

D. Depth Prediction Results

For quantitative evaluation, we use the evaluation protocol from the KITTI depth prediction benchmark. This means that both our reported metrics and ground truth depth maps are from the KITTI depth prediction benchmark suite, and regions of the scene that do not include LiDAR are not considered, such as the sky. While CLONeR and DSNeRF-gt operate in metric space, all the other baselines can only estimate depth up-to scale (as determined by the COLMAP poses). Thus, we follow the evaluation protocol in \cite{33} and align the median depth of the predicted depth maps with the ground truth before computing the metrics. As seen in Table II, CLONeR outperforms all baselines across the three metrics when averaged across the 19 scenes.

The pseudo-ground truth depth maps used in the quantitative evaluation along with qualitative results are shown in Fig. 5. Note that the pseudo-ground truth depth maps are sparse and contain many empty pixels where there is no ground truth. A visual inspection of the qualitative results demonstrate the improved performance of CLONeR compared to all the baselines. CLONeR captures greater details in all scenes along with fine structures in the regions where LiDAR data is present. MIP-NeRF suffers from significant planar artifacts, potentially from the geometry ambiguity failure mode that NeRF models experience when trained on sparse views \cite{17}. The depth maps from NeRF lack any structural detail. For DSNeRF-gt, the left training image (Image 000) seems to be learnt on a plane close to the camera. As a result, the depth
map for Image 003 (corresponding to right test image) has large planar portions that is behind the camera pose for the second training image (Image 002). Consequently, depth maps for Image 004 and Image 005 show more structural detail. While DSNeRF* is able to capture global structure in the depth maps, the object boundaries are not clearly defined, see the results for scene 2, column 2 in the figure. It also struggles in regions with fine structures, such as the bushes in scene 3, final column of Fig. 5.

E. Ablation Experiments

To analyze the different components of the proposed work, we consider 5 ablation experiments, described in Table III. We present the quantitative results in Table IV. The proposed method demonstrates comparable performance across ablation experiments for novel view synthesis, but yields the highest performance for depth prediction. In Fig. 6, we show how the different features of CLONeR eliminate the failure modes that NeRFs have in outdoor scenes. Ablation A and B, which both use coupled NeRFs, experience the failure mode where both saturation and hard cast shadows are learned as separate objects or planes; these regions are highlighted in the yellow callout box and red callout box (respectively) in each depth map of Fig. 6. Ablation A, B, and C all experience the failure mode where fine structures cannot be learned. We observe that all the structures in the yellow callout box for these depth maps are noticeably blurry, which highlights not only the importance of LiDAR but also the proposed volumetric carving losses.
Ablation D experiences the failure mode where both global and local smooth scene structure is difficult to learn without proper sampling in a large outdoor scene, highlighting the importance of the proposed OGM. Finally, we observe that all ablation models struggle to learn correct scene geometry in the upper parts of the image.

V. CONCLUSION

This paper tackles the problem of novel view synthesis and dense depth prediction for large unbounded outdoor scenes with sparse input views. We proposed CLONeR, which extends NeRFs to operate on camera and LiDAR data and leverages occupancy grid mapping for efficient sampling, thus replacing the standard coarse NeRF MLP. Through both quantitative and qualitative experiments on the KITTI dataset, we demonstrate that the proposed method outperforms state-of-the-art algorithms on both tasks. Future work will investigate improving the performance of the proposed method in regions where LiDAR data is not present, but camera data is available, namely the sky and regions of the scene where LiDAR cannot be collected, such as through glass. Ultimately, this method opens up significant opportunity to begin using NeRFs to learn dense maps of outdoor scenes and can allow researchers to augment existing datasets with novel views and corresponding depth maps.
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