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\textbf{ABSTRACT} The superimposed response of multi-target causes difficulty in locating and characterizing each target when detecting unexploded ordnance with a portable transient electromagnetic sensor, constructed with a single-layer transmitting coil and five three-component receiving coils. Differential evolution (DE) algorithm is improved here with Gram–Schmidt orthogonalization and position rearrangement for superimposed response inversion based on the multisource model, which represents the multi-target response with a set of magnetic dipoles distributed over the interrogated area. The Gram–Schmidt orthogonalization turns the coefficient matrix of each target into an orthonormal basis. Accordingly, the best magnetic polarization tensor can be directly extracted from the superimposed response without inverting large and potentially ill-conditioned matrices. The position rearrangement groups the positions of individuals in the contemporary population to maximize the likelihood that the positions in the same group belong to the same target. The convergence speed of multi-target inversion is accelerated with the crossover operation of DE algorithm performed within the groups. Simulated experiment results show that the error in estimated position and characteristic response for improved DE algorithm is only 10\% of that of the conventional DE algorithm. Field experiment is also conducted, and its results show that the error in estimated position for improved DE algorithm is only 20\% of that of the conventional DE algorithm. The improved DE algorithm can accurately estimate the position and characteristic response of each target from superimposed response.

\textbf{INDEX TERMS} Unexploded ordnance, portable transient electromagnetic sensor, differential evolution algorithm, Gram–Schmidt orthogonalization, multisource model.

\textbf{I. INTRODUCTION}

As an increasingly serious international humanitarian and environmental problem worldwide, unexploded ordnance (UXO) in former battlefields and decommissioned firing ranges prevents land use, threatens public safety, and causes hundreds of victims each year [1], [2]. The clearance of subsurface UXOs mixed with a large number of harmless objects is usually a dangerous, slow, and costly process. The most important thing in the cleaning of UXOs is not detection but accurately distinguishing UXOs from harmless targets [3].

Various geophysical methods are used for UXO detection in recent years [4], [5]. Magnetic detection [6], [7], electromagnetic induction (EMI) [8], [9], and ground-penetrating radar [10]–[12] have been the main geophysical methods. EM sensors in high frequencies have been widely used for direction of arrival estimation [13]–[15]. In low frequencies, ranging from tens to a few hundreds of kilohertz, at which the ground is essentially transparent, the EM sensors are considered a promising method in underground target detection. Transient electromagnetic (TEM) sensing, which is a time-domain EMI method, has been found to be effective in detecting and discriminating UXOs.

Detection, inversion, and classification are three main stages in cleaning UXOs with a TEM system. In the first stage, different systems are used to detect the underground target for determining whether a UXO-like target exists. All systems, such as the airborne system [16], the vehicle
systems [17]–[19], and the portable systems [20]–[23], have been developed to increase detection probability for targets in different depths. In the final stage, different algorithms, such as maximum-likelihood methods, mixed models, and support vector machines [24]–[27], have been used to determine whether the underground target is a dangerous UXO or a harmless clutter. Between detection and classification, the inversion recovers a set of parameters based on a physics-based model.

The single dipole approximation has been the most frequently used model to represent the target response for speed and simplicity. However, this model reduces the underground targets to a point and assumes the primary field uniform throughout the target regardless of the volume, structure, and distribution of the targets. The model will break down for a single target with large volume [23], [28] and complicated structure or multiple targets. A multisource model may provide a better description in these situations. Inversion of target response based on the multisource model is mostly conducted with the vehicle system, such as MetalMapper [17], or the Time-Domain Electromagnetic Multisensor Towed Array Detection System [19]. The joint diagonalization [29], [30], the orthonormalized volume magnetic source model [30]–[32], the multiple signal classification algorithm [33], [34], and some other algorithms [35]–[37] have been applied for multisource inversion.

However, the vehicle system is too large and heavy and cannot be readily used in rough or tree-covered terrains. The portable system can work in various complex conditions. The portable TEM sensor, which is constructed with a transmitting coil and five three-component receiving coils, cannot provide measurements with very rich information as vehicle system. Inversion algorithms for the vehicle system cannot be directly applied for the portable system. Thus, an improved differential evolution (DE) algorithm is developed here on the basis of the multisource model to invert the multi-target response detected by the portable TEM system.

The rest of the paper is organized as follows. First, the structure and parameters of the portable sensor are presented. Then, the multisource model and improved DE algorithm is discussed in detail. The performance of the improved DE algorithm is verified by the simulated data. Finally, the field experiments are performed to locate and characterize the multi-target with the improved DE algorithm for portable TEM system.

### II. SENSOR OF THE PORTABLE SYSTEM

Figure 1 shows the physical model and the picture of the portable TEM sensor. The receiving coil in this manuscript is new designed to record the late time response for a better recognition of target. The sensor is composed of one single-layer transmitting coil wrapped around a round framework and five three-component receiving coils wound on the square framework. The diameter and height of the transmitting coil are \( D \) and \( h \). The length of five three-component receiving coils numbered as R1, R2, R3, R4, and R5 is \( a \), and the distance between the two nearby receiving coils is \( d \).

**Table 1. Parameters of the portable sensor.**

| Coils          | Parameters | Symbol | Value |
|---------------|------------|--------|-------|
| Transmitting  | Diameter (cm) | \( D \) | 50    |
|               | Height (cm)  | \( h \) | 7     |
|               | Number of turns | \( nT \) | 30    |
|               | Resistance (\( \Omega \)) | \( rT \) | 0.9   |
|               | Inductance (\( \mu \)H) | \( LT \) | 790   |
| Receiving     | Length (cm)  | \( a \) | 5.6   |
|               | Distance between coils (cm) | \( d \) | 20    |
|               | Inductance (\( m \)H) | \( L \) | 42.6  |
|               | Resistance (\( \Omega \)) | \( r \) | 166   |
|               | Self-capacitance (pF) | \( C \) | 120   |

The period, duty cycle, and amplitude of the bipolar trapezoidal current in transmitting coil are 80 ms, 50%, and 7.5 A, respectively. The switch-off time of transmitting current is approximately 60 \( \mu \)s.

### III. RESPONSE INVERSION

#### A. MULTISOURCE MODEL

The pulsed primary field \( B_P \) generated by transmitting coil will induce the eddy current inside the conductive and permeability target, which produces a secondary field \( B_S \) that slowly decays over time. The single target is usually modeled by a magnetic dipole when it is sufficiently small or far from the sensor. The multi-target response can be represented with...
a multisource model. Figure 2 presents the operation principle of TEM detection and the multisource model.

In Figure 2, the secondary field \( B_{Si} \) of \( i \)-th target at the position of receiving coil \( r \) is given by [30]

\[
B_{Si} = \frac{(3e_{Ri} - 1)m_i}{4\pi R_i^3} = G(R_i)m_i, \tag{1}
\]

where \( e_{Ri} \) represents the unit vector along the relative position vector \( R_i = r - r_{di} \). \( r_{di} \) is the position of the \( i \)-th target, \( R_i \) denotes the modulus of \( R_i \), and \( I \) represents the identity matrix. \( G(R_i) \) is the Green’s function of receiving coils. The dipole moment \( m_i \) of the \( i \)-th target can be calculated as

\[
m_i = M_iB_P(r_{di}), \tag{2}
\]

where \( M_i \), the magnetic polarizability tensor (MPT) of the \( i \)-th target, is a \( 3 \times 3 \) symmetric matrix; which depends on the target’s shape, size, orientation, and material properties. \( B_P(r_{di}) \) is the primary field throughout the \( i \)-th target.

According to Faraday’s law of EMI, the target response \( V_i \) of an EMI system is proportional to the derivative of the secondary field \( B_{Si} \), which is given by

\[
V_i = -G(R_i)\frac{dM_i}{dt}B_P(r_{di}) = G(R_i)L_i(t)B_P(r_{di}) \tag{3},
\]

where the characteristic matrix \( L_i(t) \) is defined as the negative derivative of MPT, and \( t \) is the time.

According to Equation 3, the response of a buried target can be decomposed into two parts: a nonlinear part consisting of only the target position \( r_{di} \) and a linear part consisting of the target characteristic vector \( p_i(t) \) [23, 30].

\[
V_i = \gamma(r_{di})p_i(t), \tag{4}
\]

where \( p_i(t) \) is a \( 6 \times 1 \) dimensional vector with components \((L_{i33}, L_{i33}, L_{i44}, L_{i44}, L_{i55}, L_{i55})\) that correspond to the elements of the target characteristic matrix \( L_i(t) \). \( \gamma(r_{di}) \) is a \( 15 \times 6 \) matrix, which is only dependent on the target position \( r_{di} \).

Equation (4) represents the response of the \( i \)-th target under a single excitation of the portable system. When conducting detection with the portable system, the target is excited by a primary field generated at \( N \) different positions. The responses of the \( i \)-th target \( V_i \) can be given by

\[
V_i = \begin{bmatrix} V_{i1} \\ \vdots \\ V_{iN} \end{bmatrix} = \begin{bmatrix} \gamma_{11} \\ \vdots \\ \gamma_{1N} \end{bmatrix} p_i(t) = \gamma_{i}(r_{di})p_i(t) \tag{5},
\]

where \( V_i \) is a \( 15N \times 1 \) dimensional vector and \( \gamma(r_{di}) \) is a \( 15N \times 6 \) matrix, which is only dependent on the target position \( r_{di} \).

The response of multi-target can be expressed as a superposition of all individual responses. When the number of targets is \( T \), the positions of these targets are \( r_{di1}, r_{di2}, \ldots, r_{dit} \), and the characteristic vectors of corresponding targets are \( p_1(t), p_2(t), \ldots, p_T(t) \). The response can be expressed as

\[
V = \begin{bmatrix} \gamma(r_{di1}) & \cdots & \gamma(r_{dit}) \end{bmatrix} \begin{bmatrix} p_1(t) \\ \vdots \\ p_T(t) \end{bmatrix} = \gamma p. \tag{6}
\]

where \( \gamma \) is the coefficient matrix of the multi-target response and \( p \) is the characteristic vector of multi-target.

The number of sources \( T \) is usually unknown, and we can consider it a variety of an optimization routine. However, this topic is outside the scope of this study.

**B. MULTISOURCE INVERSION**

On the basis of the forward model established by Equation (6), the parameters of all buried targets, which consist of positions and the characteristic vectors, can be estimated by defining an objective function \( \phi \) that quantifies the goodness-of-fit between the measured data \( V_{obs} \) and the predictions of the forward model. The least square approach is used to recover the parameters as

\[
\min \phi = \|V_{obs} - \gamma p\|^2. \tag{7}
\]

where \( \| \cdot \| \) denotes the norm of a vector.

Conventionally, the coefficient matrix \( \gamma \) is first calculated with the initial positions \( r_{d10}, r_{d11} \ldots, r_{dT0} \). Then, the corresponding characteristic vector \( p \) is calculated by matrix inversion. The positions and characteristic vectors can be finally estimated by optimizing the target positions with selection, mutation, and crossover of DE algorithm [38]. The conventional DE algorithm can accurately estimate the position and characteristic response of a single target. Different from single dipole inversion, inversion of multisource model faces two problems.

First, the dimensionality of the \( \gamma \) matrix increases with the number of targets. This condition results in a rapid increase in the amount of computation of the characteristic vector \( p(t) \) and the need to invert large and potentially ill-conditioned matrices. The conventional DE algorithm can achieve the lowest overall objective function \( \phi \) between measured data \( V_{obs} \) and forward model. However, it cannot guarantee that the estimated characteristic vector for each target is the most suitable. The Gram–Schmidt orthogonalization is introduced to solve the problem.

Second, the position of the single dipole inversion is definite, which can be quickly converged through iteration. In multisource inversion process, the positions of different targets can be combined in different orders. Thus, the DE algorithm does not have a definite convergence value, which will cause the algorithm to converge slowly. The position rearrangement is proposed to improve the convergence speed.

An improved DE algorithm with the Gram–Schmidt orthogonalization and position rearrangement based on the multisource model is proposed here. The flowchart of the improved DE algorithm is shown in Figure 3. Three core steps are involved in the improved DE algorithm. First, the cost function \( \phi \) is calculated by the Gram–Schmidt orthogonalization. Second, target position and characteristic vector are estimated with position rearrangement in the improved DE algorithm. Third, the characteristic response is calculated with singular value decomposition (SVD).
1) GRAM–SCHMIDT ORTHOGONALIZATION

The orthogonalization inversion method configures the optimal characteristic vector \( p_i(t) \) for each coefficient matrix \( \gamma(r_{di}) \). The response of multi-target \( V \) is expressed as a linear combination of a set of orthogonal vectors \( b_i(t) \) according to Equation (6):

\[
V = \gamma p = \sum_{i=1}^{T} \gamma(r_{di})p_i(t) = \sum_{i=1}^{T} \Psi_i b_i(t).
\] (8)

The coefficient matrices \( \Psi_i \) are orthogonal to each other, and the inner product of two identical \( \Psi_i \) matrices is defined as \( F_i \):

\[
\Psi_i^T \Psi_j = 0, \quad i \neq j, \quad \Psi_i^T \Psi_i = F_i. \] (9)

The Gram–Schmidt orthogonalization method is used to calculate the coefficient matrix \( \Psi_i \):

\[
\Psi_1 = \gamma_1, \\
... \\
\Psi_i = \gamma_i - \sum_{k=1}^{i-1} \Psi_k A_{ki}, \\
... \\
\Psi_T = \gamma_T - \sum_{k=1}^{T-1} \Psi_k A_{kT}. \] (10)

The coefficient \( A_{ki} \) can be calculated as follows:

\[
A_{11} = 1, \\
... \\
A_{ij} = F_i^{-1}(\Psi_i^T \gamma_j), \\
... \\
A_{TT} = 1. \] (11)

Equations (10) and (11) show that Gram–Schmidt orthogonalization is a progressive process. First, the matrix \( \gamma_1 \) of the first target is calculated according to Equations (3) and (4). Then, the coefficient \( A_{11} \) and the first orthogonal component \( \Psi_1 \) are calculated according to Equations (10) and (11). Next, the components of the coefficient matrix \( \Psi_1 \) in the \( \gamma_2 \) to \( \gamma_T \) need to be calculated according to Equations (10) and (11) to obtain the coefficient \( A_{21} \) to \( A_{2T} \) and the matrix \( \Psi_2 \). The components of the coefficient matrix \( \Psi_2 \) in the \( \gamma_3 \) to \( \gamma_T \) can be calculated to obtain the coefficient \( A_{31} \) to \( A_{3T} \) and the matrix \( \Psi_3 \). All coefficients \( A_{ij} \) and orthogonal components \( \Psi_i \) are finally obtained.

The characteristic vector \( b_i(t) \) can be calculated by Equations (8) and (9), that is,

\[
b_i = F_i^{-1}(\Psi_i^T V) . \] (12)

Equation (12) shows that only a \( 6 \times 6 \) matrix \( F_i \) needs to be inverted to obtain the corresponding characteristic vector \( b_i \) under orthogonal conditions. Accordingly, the magnetic polarization tensor can be directly extracted from the measured superimposed response without inverting large and potentially ill-conditioned matrices. Meanwhile, orthogonal operation can effectively suppress the noise and improve the accuracy of inversion results.

Once the orthogonal \( \Psi_i \) matrices and corresponding characteristic vector \( b_i(t) \) are obtained, the objective function \( \phi \) can be directly calculated according to Equations (7) and (8).

\[
\phi(V) = \left\| V_{obs} - \sum_{i=1}^{T} \gamma(r_{di})p_i(t) \right\|^2 = \left\| V_{obs} - \sum_{i=1}^{T} \Psi_i b_i(t) \right\|^2 . \] (13)

As shown in Equations (8)–(13), the orthogonal \( \Psi_i \) matrix and the corresponding characteristic vector \( b_i \) can be quickly and accurately calculated by the Gram–Schmidt orthogonalization. The cost function \( \phi \) can be directly calculated with the orthogonal \( \Psi_i \) matrix and the corresponding characteristic vector \( b_i \). This method greatly accelerates the inversion speed and improves the inversion accuracy.

2) POSITION REARRANGEMENT

The conventional DE algorithm generates candidate populations by mutation and crossover of contemporary population. Then, the algorithm calculates the cost function \( \phi \) of the candidate population. The next generation is selected by comparing the cost functions \( \phi \) of the candidate and contemporary populations. In multisource inversion, this process becomes extremely complicated.

In the dual-target DE inversion, the true value of the position vector \( v \) is \( (r_{d1}, r_{d2}) \) and the number of individuals in the population is \( K \). In the evolution process, the population of the \( G \)-th generation can be expressed as \( \{r_{d1G1}, r_{d2G1}, \ldots, r_{d1GK}, r_{d2GK}\} \). Candidate populations can be generated by the crossover of contemporary populations as
The contemporary population is very low. However, the algorithm will converge much slower.

The crossover operation will be more complicated, and the selection of the population. When the number of targets is much greater than that of individuals, the candidate individual (\( r'_{d1Gm}, r'_{d2Gm} \)) locates between (\( r_{d1G1}, r_{d1G2} \)) and (\( r_{d2G1}, r_{d2G2} \)). The cost function of candidate individual \(( r'_{d1Gm}, r'_{d2Gm} )\) is much greater than that of individuals \(( r_{d1G1}, r_{d1G2} )\) and \(( r_{d1G4}, r_{d2G4} )\). Crossover operations on two random individuals in the contemporary population do not result in good evolution of the population. When the number of targets \( T \) is large, the crossover operation will be more complicated, and the algorithm will converge much slower.

In this process, the cost function \( \phi \) of both individuals in the contemporary population is very low. However, the convergence goals are not the same: one is \(( r_{d1}, r_{d2})\), and the other is \(( r_{d2}, r_{d1})\). This condition directly leads to a worse convergence of the candidate group. The position rearrangement is adopted to solve this problem. The steps of position rearrangement are described as follows:

1. Find the individual with the smallest cost function in the contemporary population.
2. Adjust the order of target position for other individuals in the contemporary population to obtain a set of position vectors.
3. Calculate the distance between each position vector of the individual and the one with the minimum cost function.
4. Select the position vector with the smallest distance to replace the original position vector for each individual in the contemporary population.

After position rearrangement, the crossover operation can effectively accelerate the convergence speed, as shown in Figure 5. The individual \(( r_{d1G1}, r_{d2G2} )\) is reordered after rearrangement, which makes it closer to \(( r_{d1}, r_{d2} )\). Thus, the distance between \(( r_{d1}, r_{d2} )\) and the candidate population \(( r'_{d1Gm}, r'_{d2Gm} )\) generated by the individuals \(( r_{d1G1}, r_{d2G2} )\) and \(( r_{d1G4}, r_{d2G4} )\) in the G-th generation population may be much closer. This process regroups the positions of individuals to maximize the likelihood that the positions in the same group belong to the same target. Accordingly, cross-operation of two rearranged individuals in the contemporary population can result in the good evolutionary effect of the population and will cause faster convergence of the algorithm.

3) TARGET CHARACTERIZATION

With the Gram–Schmidt orthogonalization and position rearrangement proposed above, the improved DE algorithm is applied to accurately estimate the target position and characteristic vector. According to Equations (8)–(11), the relationship between the coefficient matrices \( \Psi \) and \( \Phi \) and the coefficient \( A_{ij} \) can be represented in the form of the matrix.

\[
\begin{bmatrix}
Y_1 & Y_2 & \cdots & Y_T
\end{bmatrix}
= \begin{bmatrix}
\Psi_1 & \Psi_2 & \cdots & \Psi_T
\end{bmatrix}
\begin{bmatrix}
1 & A_{12} & \cdots & A_{1T} \\
0 & 1 & \cdots & A_{2T} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{bmatrix}.
\] (15)

According to Equations (8) and (15), the relationship between the characteristic vector \( b_i(t) \) and \( p_i(t) \) can be obtained as

\[
\begin{bmatrix}
b_1 \\
b_2 \\
\vdots \\
b_T
\end{bmatrix}
= \begin{bmatrix}
1 & A_{12} & \cdots & A_{1T} \\
0 & 1 & \cdots & A_{2T} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{bmatrix}
\begin{bmatrix}
p_1 \\
p_2 \\
\vdots \\
p_T
\end{bmatrix}.
\] (16)

The characteristic vector \( p_i(t) \) can be calculated with the characteristic vector \( b_i(t) \).

\[
\begin{bmatrix}
p_1 \\
p_2 \\
\vdots \\
p_T
\end{bmatrix}
= \begin{bmatrix}
1 & B_{12} & \cdots & B_{1T} \\
0 & 1 & \cdots & B_{2T} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{bmatrix}
\begin{bmatrix}
b_1 \\
b_2 \\
\vdots \\
b_T
\end{bmatrix}.
\] (17)

The matrix element \( B_{ij} \) can be calculated as follows:

\[
B_{nm} = 1, \\
B_{(m-1)m} = -A_{(m-1)m}, \\
B_{qm} = -\sum_{l=q}^{m-1} B_{ql}A_{lm}, \quad 1 \leq q \leq m - 2.
\] (18)

When the matrix element \( B_{ij} \) is calculated, the characteristic vector \( p_i(t) \) corresponding to each target can be directly calculated according to Equations (17) and (18).

When the characteristic vector \( p_i(t) \) is finally estimated, the characteristic matrix \( L_i(t) \) of the target can be rebuilt. The principal polarizability elements of the characteristic matrix \( L_i(t) \) can be calculated using SVD, as follows:

\[
L_i(t) = U_i \begin{bmatrix}
l_{p1}(t) & 0 & 0 \\
0 & l_{v1}(t) & 0 \\
0 & 0 & l_{v2}(t)
\end{bmatrix} U_i^T.
\] (19)
where \( l_{x1}(t) \) and \( l_{x2}(t) \) indicate the principal polarizability elements perpendicular to the symmetry axis of the target. \( l_{y}(t) \) is the principal polarizability element parallel to the symmetry axis of the target. For axisymmetric targets, \( l_{x1}(t) \) and \( l_{x2}(t) \) are equal, and defined as \( l_v(t) \).

The principal polarizability elements of the characteristic matrix \( l_{yp}(t), l_{x1}(t), \) and \( l_{x2}(t) \) are defined as the characteristic response \( l_i(t) \) of a target.

\[
l_i(t) = [l_{yp}(t) \quad l_{x1}(t) \quad l_{x2}(t)]. \quad (20)
\]

With the target position \( r_{\text{dir}} \) and the characteristic response \( l_i(t) \) estimated, the location and characterization of a target are realized. In the next section, the location and characterization of multiple targets with the portable TEM system with by conventional DE algorithm and improved DE algorithm are discussed in detail.

### IV. SIMULATION

In this section, we present results of numerical experiment to compare the performance of the conventional and improved DE algorithms for multi-target location and characterization. The response of three targets A, B, and C are calculated on the basis of the multisource model described in Equation (6) for the portable TEM system. Figure 6 depicts the setup and simulated response added with noise.

As shown in Figure 6(a), the measurement area is 120 cm \( \times \) 120 cm, and the distance between the points and lines is 20 cm. A total of 49 points with 735 responses are simulated for the response of three targets. The targets A, B, and C are placed in the positions of \((40, 45, -60), (80, 45, -50), \) and \((60, 75, -40), \) respectively. The characteristic responses of three targets are \((15, 1, 1), (10, 1, 1), \) and \((5, 1, 1), \) respectively. In Figure 6(b), the white noise with the variance 2% the strongest signal amplitude is added to the simulated response of multi-target.

The performance of improved DE algorithm with Gram–Schmidt orthogonalization and position rearrangement is compared with the conventional DE algorithm in terms of the speed of convergence and the accuracy of estimated position and characteristic response. The number of individuals in the population is set to 180, which is 20 times the number of parameters. Convergence of target position with both DE algorithms is shown in Figure 7.

Figure 7 shows that neither DE algorithms fail to achieve the separation of three targets when the iteration progresses to the 25th generation. At the 50th generation, the improved DE algorithm achieves the preliminary classification of the three targets. By the 100th generation, the positions in the population of improved DE algorithm all converge to the preset positions, while the conventional DE algorithm still cannot achieve the effective separation of the three targets. Compared with the conventional DE algorithm, the proposed improved DE algorithm can improve the convergence speed and separate the targets well.

Individual with the smallest cost function is chosen as the optimal solution. The results of 40 inversions of simulated response in Figure 6(b) with two DE algorithms are shown in Figures 8 and 9. The inverted positions and characteristic responses of multi-target by conventional and improved DE algorithms are compared with the true ones. The max generation is set to 100 to terminate the algorithm.

Figure 8 shows that the estimated positions for three targets with conventional and improved DE algorithms consistent well with the true positions. The consistency of the positions estimated by improved DE algorithm is much better than that estimated by conventional DE algorithm. The mean and variance of positions estimated by the conventional and improved DE algorithms are shown in Table 2.

Table 2 shows that the means of estimated positions by the conventional and improved DE algorithms fit well with the true positions. This result indicates both DE algorithms can converge to the true position. However, the variance of the improved DE algorithm is approximately 10% of that of the conventional DE algorithm. That is, the estimated position of the improved DE algorithm has lower fluctuation and higher accuracy.

The estimated characteristic response is shown in Figure 9. As shown in Figure 9, most of the estimated characteristic responses \( l_v(t) \) and \( l_{x2}(t) \) with both DE algorithms vary greatly from the true ones for the noise. Thus, the estimated characteristic response \( l_v(t) \) and \( l_{x2}(t) \) cannot be used for target reorganization. The estimated characteristic responses \( l_p(t) \) for three targets with improved DE algorithm are greatly consistent with the true characteristic response but fluctuate greatly with conventional DE algorithm. The mean and variance of the characteristic response \( l_p(t) \) estimated by conventional and improved DE algorithms are shown in Table 3.

The mean of estimated \( l_p(t) \) by improved DE algorithm for all targets consistent well with the true one with the maxim error no more than 2% of the true one for target C. The maxim variance is no more than 6% of the \( l_p(t) \) for target B. For conventional DE algorithm, the error of mean for estimated \( l_p(t) \) reaches 44% and 10% of the true one for targets B and C, respectively. The maxim variance is over 60% of the \( l_p(t) \) for target B, and it is 10 times that estimated by the improved DE algorithm.

The conventional DE algorithm can only ensure the smallest overall error of the response but cannot guarantee that each target obtains the best characteristic response. The Gram–Schmidt orthogonalization in the improved DE algorithm enables direct extraction of the best magnetic polarization tensor from the superimposed response. Accordingly, the accuracy of the estimated characteristic response is more than 10 times that of the conventional DE algorithm.

### V. FIELD EXPERIMENT AND DISCUSSION

#### A. DESCRIPTION OF TARGET

The field experiment is conducted in Dalin Town, Tongliao City. The responses of five types of UXOs and five types of harmless targets are measured and inverted with conventional and improved DE algorithms for target location and
characterization. Table 4 describes the characteristic of these targets in detail.

UXOs in Table 4 are numbered from U1 to U5. The corresponding lengths of these UXOs are from 24 cm to 35 cm, and their outer diameters are from 57 mm to 82 mm. Five types of harmless target, namely, three pipes with an outer diameter of 75 mm and lengths from 10 cm to 30 cm, one three-way connector, and a 64 mm steel ball, are numbered from O1 to O5.

All these targets are buried in groups of two or three. Same as in simulated experiment, the measurement area of field experiment is set to 120 cm×120 cm with 20 cm distance.
from each point. A total of 49 points with 735 responses are measured for every measurement. All measurements in the field experiment use 40 channels from 0.2 ms to 20 ms. Given 50 repetitions for a measurement duration of 4 s per data point, the signal noise ratio (SNR) of the response can be greatly improved. In the next section, the responses of two and three targets are inverted by conventional and improved DE algorithms to locate and characterize every target.

**TABLE 4.** Target description.

| Number | Length (cm) | Diameter (mm) | Number | Picture |
|--------|-------------|---------------|--------|---------|
| U1     | 24          | 60            | 3      | ![Image](image1) |
| U2     | 26          | 57            | 1      | ![Image](image2) |
| U3     | 27          | 82            | 1      | ![Image](image3) |
| U4     | 34          | 75            | 1      | ![Image](image4) |
| U5     | 35          | 74            | 1      | ![Image](image5) |
| O1     | 30          | 75            | 1      | ![Image](image6) |
| O2     | 20          | 75            | 1      | ![Image](image7) |
| O3     | 10          | 75            | 1      | ![Image](image8) |
| O4     | 12.5        | /             | 1      | ![Image](image9) |
| O5     | /           | 64            | 1      | ![Image](image10) |

**TABLE 5.** Variance of estimated target position by two algorithms.

| Target | O2 (cm) | U1 (cm) | O4 (cm) |
|--------|---------|---------|---------|
| Conventional DE algorithm | (5.5, 13.6, 4.0) | (7.4, 11.2, 3.6) | (6.3, 7.4, 6.1) |
| Improved DE algorithm     | (3.2, 1.8, 0.55) | (0.76, 4.0, 1.3) | (2.3, 1.7, 1.2) |

**B. COMPARISON OF TWO ALGORITHMS**

Different from the DE algorithm in the simulated experiment, that in field experiment it needs to process 40 channels of data from 0.2 ms to 20 ms.

First, response of three targets U1, O2, and O4 buried at (60.0, 75.0, −51.0), (40.0, 45.0, −44.0), and (80.0, 45.0, −47.7), with inclination of 90°, 0°, and 0°, respectively, is inverted with conventional and improved DE algorithms for every time channel to compare the performance of the two algorithms. The results are shown in Figures 10 and 11.

Figure 10 shows that the conventional and improved DE algorithms can estimate the target position well based on the early response with high SNR. As the SNR of target response decreases, the estimated position of target differs greatly from the true position. The estimated positions with conventional DE algorithm differ from channel to channel, while the estimated positions with improved DE algorithm have higher consistency. The variances of the estimated positions from
FIGURE 9. Comparison of estimated characteristic response for three targets by two algorithms.

FIGURE 10. Estimated positions for each target with two DE algorithms. Figures in line 1 refer to the estimated positions with conventional DE algorithm. Figures in line 2 refer to the estimated positions with improved DE algorithm.
FIGURE 11. Estimated characteristic responses for each target with two DE algorithms. Figures in line 1 refer to the estimated characteristic responses with conventional DE algorithm. Figures in line 2 refer to the estimated characteristic responses with improved DE algorithm.

TABLE 6. Positions of multiple targets.

| Groups | Targets | True positions (cm) | True inclination (°) | Estimated positions (cm) | Errors (cm) |
|--------|---------|---------------------|----------------------|--------------------------|-------------|
| 1      | U1      | (40.0, 60.0, -42.2) | 0                    | (41.1, 58.8, -45.2)     | (1.1, -1.2, -3.0) |
|        | U1      | (80.0, 60.0, -43.6) | 0                    | (79.7, 60.8, -42.8)     | (-0.3, 0.8, 0.8)  |
| 2      | U1      | (40.0, 60.0, -44.2) | 0                    | (42.2, 58.5, -46.1)     | (2.2, -1.5, -1.9) |
|        | U2      | (80.0, 60.0, -41.8) | 0                    | (78.0, 60.2, -41.0)     | (-2.0, 0.2, 0.8)  |
| 3      | U2      | (40.0, 60.0, -41.0) | 0                    | (41.3, 59.0, -41.5)     | (1.3, -1.0, -0.5) |
|        | U3      | (80.0, 60.0, -43.7) | 0                    | (79.2, 60.0, -38.9)     | (-0.8, 0.0, 4.8)  |
| 4      | U3      | (40.0, 60.0, -50.1) | 45                   | (35.4, 63.9, -49.8)     | (-4.6, 3.9, 0.3)  |
|        | O4      | (80.0, 60.0, -47.8) | /                    | (74.3, 63.1, -51.3)     | (-5.7, 3.1, -3.5) |
| 5      | U4      | (40.0, 60.0, -51.3) | 90                   | (37.3, 58.0, -56.9)     | (-2.7, -2.0, -5.6) |
|        | O1      | (80.0, 60.0, -51.3) | 90                   | (74.3, 68.0, -54.6)     | (-5.7, -2.3, -3.3) |
| 6      | O3      | (40.0, 60.0, -40.3) | 90                   | (41.5, 61.3, -42.6)     | (1.5, 1.3, -2.3)  |
|        | O5      | (80.0, 60.0, -40.8) | /                    | (79.6, 61.6, -46.4)     | (-0.4, 1.6, -5.6) |
| 7      | U1      | (60.0, 75.0, -42.0) | 0                    | (60.8, 76.4, -43.9)     | (0.8, 1.4, -1.9)  |
|        | U1      | (40.0, 45.0, -42.0) | 0                    | (41.1, 43.5, -41.8)     | (1.1, -1.5, 0.2)  |
|        | U1      | (80.0, 45.0, -51.0) | 90                   | (80.1, 36.0, -51.3)     | (0.1, -9.0, -0.3) |
| 8      | U1      | (60.0, 75.0, -41.0) | 90                   | (56.3, 75.0, -47.9)     | (-3.7, 0.0, -6.9) |
|        | U2      | (40.0, 45.0, -40.9) | 90                   | (41.8, 49.0, -47.6)     | (1.8, 4.0, -6.7)  |
|        | U3      | (80.0, 45.0, -39.9) | 90                   | (75.2, 46.9, -45.1)     | (-4.8, 1.9, -5.2) |
| 9      | U3      | (60.0, 75.0, -49.4) | 90                   | (65.4, 67.4, -51.7)     | (5.4, -7.6, -2.3) |
|        | U5      | (40.0, 45.0, -50.3) | 90                   | (40.6, 46.6, -55.4)     | (0.6, 1.6, -5.1)  |
|        | O1      | (80.0, 45.0, -39.0) | 0                    | (80.4, 45.1, -32.9)     | (0.4, 0.1, 6.1)   |

0.283 ms to 1.416 ms with two algorithms are compared, and the results are shown in Table 5.

In Table 5, the estimated position by the improved DE algorithm is more consistent, and the variance is mostly between 1.0 and 2.0 cm. The variance of estimated position by the conventional DE algorithm is mostly between 5.0 and 10.0 cm, which is nearly five times that of the improved DE algorithm.

Figure 11 shows that the conventional DE algorithm cannot accurately estimate the characteristic responses of the target even for the high SNR response at early time. The improved DE algorithm can accurately estimate the charac-
C. MULTI-TARGET INVERSION

The accuracy and efficiency of improved DE algorithm can be further optimized by superimposing the early time response with high SNR. The process of improved DE algorithm can be divided into three steps.

Step 1: Average the early time response between 0.2 and 2.0 ms to further improve the SNR of response.

Step 2: Locate the targets by improved DE algorithm with the averaged response.

Step 3: Estimate the characteristic responses for every time channel from 0.2 ms to 20.0 ms depending on the estimated position.

On the basis of this process, the improved DE algorithm only estimates the target position once based on the averaged response. This way greatly improves the inversion efficiency. Inversion on six groups of double-target response and three groups of triple-target response is performed to estimate target position and characteristic response. The results are shown in Table 6 and Figure 12.

In Table 6, the positions estimated by the improved DE algorithm are greatly consistent with the true ones for all targets. When the target is vertically orientated, the error of the estimated position in the horizontal direction is very low with mostly 2–3 cm. When the target is flat-lying oriented, the error of estimated position in horizontal direction can be up to 5–9 cm. The reason is that the geometric center of the target does not coincide with the equivalent dipole. When the target is flat-lying oriented, the estimated depth is deeper than the true depth to 3–6 cm, such as U4 and O1 in the 5th group and U1, U2, and U3 in the 8th group. These errors should be given enough attention when locating the target for
excavation. A reasonable pre-judgment on the scope for the excavation should also be conducted.

In Figure 12, the estimated characteristic response of the UXO $l_p(t)$ by the improved DE algorithm has a very high SNR in the early and late times. The SNRs of estimated characteristic response $l_{1}(t)$, $l_{2}(t)$ are also high, but they are not consistent. Therefore, target recognition should be based on the characteristic response $l_p(t)$. The amplitude of characteristic response of the harmless target is similar to that of the UXO in the early time but decays much faster, which results in a difference of 2–3 orders of magnitude after 2 ms. Thus, the classification of the underground target should be based on the late time response.

In general, the proposed improved DE algorithm can efficiently and accurately estimate the target position and characteristic response even if these target responses are superimposed.

VI. CONCLUSION

An improved DE algorithm with Gram–Schmidt orthogonalization and position rearrangement based on multisource model is proposed to locate and characterize multiple targets from the superimposed response measured by a portable TEM sensor.

The Gram–Schmidt orthogonalization turns the coefficient matrix into an orthonormal basis. This way enables direct extraction of the magnetic polarization tensor from the superimposed response. Positions of individuals in the contemporary population are divided into different groups belonging to different targets. Thus, crossover operation can be performed within the group, which greatly accelerates the convergence of DE algorithm.

Simulated superimposed response is inverted 40 times by conventional and improved DE algorithms to analyze the performance. The results show that the convergence of the algorithm can be effectively accelerated by the position rearrangement. The variance of position and characteristic response estimated by the improved DE algorithm is only 10% of that of the conventional DE algorithm. The error of estimated characteristic response $l_p(t)$ with improved DE algorithm is no more than 20% of that by the conventional DE algorithm. Overall, the performance of DE algorithm is greatly improved by Gram–Schmidt orthogonalization and position rearrangement.

Field experiment is conducted to compare the performance of two algorithms, and its results show that the variance of estimated positions in different time channels by the improved DE algorithm is mostly between 1.0 and 2.0 cm. This value is only 20% of that of the conventional DE algorithm. Only the improved DE algorithm can accurately estimate the characteristic response $l_p(t)$ from superimposed response with high SNR at early time. The inversion efficiency and accuracy are greatly improved as evidenced by the averaged response. The estimated characteristic response $l_p(t)$ has a very high SNR throughout the time for UXOs. This result verifies the performance of the improved DE algorithm.
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