Exploiting the physics of nanoelectronic devices is a major lead for implementing compact, fast, and energy efficient artificial intelligence. In this work, we propose an original road in this direction, where assemblies of spintronic resonators used as artificial synapses can classify analogue radio-frequency signals directly without digitalization. The resonators convert the radio-frequency input signals into direct voltages through the spin-diode effect. In the process, they multiply the input signals by a synaptic weight, which depends on their resonance frequency. We demonstrate through physical simulations with parameters extracted from experimental devices that frequency-multiplexed assemblies of resonators implement the cornerstone operation of artificial neural networks, the Multiply-And-Accumulate (MAC), directly on microwave inputs. The results show that even with a non-ideal realistic model, the outputs obtained with our architecture remain comparable to that of a traditional MAC operation. Using a conventional machine learning framework augmented with equations describing the physics of spintronic resonators, we train a single layer neural network to classify radio-frequency signals encoding 8x8 pixel handwritten digits pictures. The spintronic neural network recognizes the digits with an accuracy of 99.96%, equivalent to purely software neural networks. This MAC implementation offers a promising solution for fast, low-power radio-frequency classification applications, and a new building block for spintronic deep neural networks.

I. Introduction

Radio-frequency (RF) signals are ubiquitous today [1]. Finding ways to automatically recognize and classify these signals is important for numerous applications such as medicine [2–4], RF fingerprinting [5], gesture sensing [6], radar applications [7], aerial vehicle detection and identification [8]. Artificial neural networks have proven to be more accurate and more resilient to real-world conditions (noisy electromagnetic environment, imperfect RF components or antennas etc.) than more conventional algorithms that rely on specific features extractors and complex analysis tools [1]. Currently, applying artificial neural networks to RF signals requires to first digitize the signal sensed by the antenna and then to use and run a neural network on conventional CMOS-based hardware (such as a CPU, GPU, FPGA, or ASIC). Both stages of the process are computationally heavy, leading to delays (a few milliseconds) and high power and energy consumption (hundreds of Watts) [9]. To decrease the size and the dependency to cloud computing of embedded RF devices, it is thus essential to build fast and low power systems that integrate both RF signal analyzers and in situ Artificial Intelligence accelerators.
Presently, the most promising Artificial Intelligence algorithms are based on deep neural networks [10], which contain several layers of artificial neurons, each of them linked by synaptic connections: in each layer of an artificial neural network, the neuron signals are multiplied by synaptic weights, summed and injected into a neuron of the following layer (see Fig. 1a). This elementary operation is called Multiply-And-Accumulate (MAC). In a computer using the von Neumann architecture, weight multiplications and sums are performed by processing units, whereas synaptic weight values are stored in spatially separated memory units. In such architecture, the data flow between the processing and memory units induces a slowdown and excess energy consumption [11] that can be avoided by implementing the MAC operation in hardware, using in situ memory devices emulating neurons and synapses [12–17]. Neurons that take dc inputs and convert them to microwave signals have been demonstrated using spintronic nano-oscillators [18–23] and CMOS ring oscillators [24,25]. However, to this day there is no demonstration of tunable artificial synapses that directly perform MAC operations on microwave signals.

In this work, we show through theoretical analysis and numerical simulations that spintronic resonators, which are devices similar to spintronic oscillators, may be used as RF nano-synapses. These resonators apply synaptic weights to microwave signals through the spin-diode effect [26–28]: because of magnetic resonance, when an RF current passes through a spintronic resonator, the resistance of the resonator is forced to oscillate at the same frequency as the RF current, thus rectifying the input power. The amplitude of the rectified voltage depends on the difference between the frequency of the RF signal and the frequency of the device resonance [26–29]. We can thus use spintronic resonators as artificial synapses that take microwave power as input, rectify direct voltage as output and store synaptic weights encoded in their resonance frequency.

We first explain the RF neural network architecture with inputs encoded in microwave powers and show how frequency multiplexing can be used to make a simple and compact implementation of the MAC operation. We explain how the spintronic resonators can implement tunable synaptic weights through the spin-diode effect. To be realistic, we have to consider the non-linear behavior of the spintronic resonators, that, may in principle represent a challenge. Physical simulations using parameters extracted from experimental devices demonstrate that our architecture is equivalent to a MAC operation even when the resonator non-linearities are considered. Furthermore, the response of a resonator under the superimposition of multiple RF signals with different frequencies is non-trivial. We demonstrate through dynamical simulations that we can simulate this response with a simple analytical model. This allows us to highlight the fundamental requirements for our novel RF MAC proposal. Finally, we show through simulations of a complete network that a single layer of our RF neural network can be used to classify microwave signals encoding handwritten digits images, with an accuracy equivalent to software MACs.

II. Principle of resonator-based MAC operations on radio-frequency signals: study in idealized conditions

As represented Fig. 1.a, the Multiply-And-Accumulate operation is a weighted sum of N input values. In our proposal, these N input values are encoded in the microwave powers $P_i$ of N RF signals of index $i$, each with a different frequency. A MAC operation is performed by sending these N RF signals simultaneously to a chain of N resonators, indexed by $k$, wired in series (Fig.1.b). A neural network with M outputs requires M different resonator chains, indexed by $j$. The goal of this section is to show that the voltage across each chain $j$ can be seen as a weighted sum of the input microwave powers $P_i$:

$$U_j = \sum_{i=0}^{N-1} P_i W_{ji},$$  \hspace{1cm} (1)
where $W_{ji}$ is a synaptic weight between the input $i$ and the output $j$, determined by the physics of the spin diode effect.

**Fig. 1 a)** Multiply-And-Accumulate operation: the neural signals $P_1$, $P_2$, $P_3$ and $P_4$ are multiplied by different synaptic weights $W_i$ and summed. **b)** Multiply-And-Accumulate operation with different radio-frequency signals sent simultaneously in 2 chains of resonators: each resonator rectifies mostly one of the input signals, hence multiplying it by a weight. The chain voltages are the sum of all their resonators voltages.

Following the universal, and experimentally validated [30,31] auto-oscillator model described in the paper of A. Slavin and V. Tiberkevich [29], the rectification voltage of an ideal spintronic resonator $k$ in chain $j$ submitted to an RF power $P_i$ with angular frequency $\omega^R_{RF}$ due to the spin-diode effect, displayed in Fig. 2.a, is:

$$
\begin{align*}
\nu_{kji} &= P_i G(\Delta f_{kji}) = P_i \frac{\omega^R_{RF} - \omega^R_{res}}{f^R_{res} + (\omega^R_{RF} - \omega^R_{res})^2} \beta \\
\omega^R_{res} &= 2\pi f^R_{res} \\
f^R_{res} &= \alpha \omega^R_{res}
\end{align*}
$$

(2)

where $\omega^R_{res}$ is the angular frequency of resonance, $f^R_{res}$ is the resonance linewidth, $\alpha$ is the magnetic damping, $\Delta f_{kji}$ is the frequency mismatch $f^R_{kji} = f^R_{RF} - f^R_{res}$ and $\beta$ is a factor that depends on several characteristics of the resonators, for instance the magnetoresistance if they are magnetic tunnel junctions [18].

Each resonator receives simultaneously the N RF input signals. We show in section IV that the resulting rectified voltage is the sum of the dc voltages they generate when they receive each RF signal individually. Therefore, the rectified voltage across each chain is:

$$
U_j = \sum_{k=0}^{N-1} \sum_{i=0}^{N-1} \nu_{kji}.
$$

(3)
In this work, we propose to wire the resonators of a chain in a head-to-tail configuration, as depicted in Fig. 1b, to cancel the voltage offsets at low frequency (ω_i^{RF} \rightarrow 0 in Eq. 2) that would accumulate in a large chain and become larger than the resonant signals useful for synaptic operations. The combination of Eqs. 2 and 3 therefore gives:

\[ U_j = \sum_{k=0}^{N-1} \sum_{i=0}^{N-1} P_i G(\Delta f_{kji})(-1)^k \] (4)

where the factor \((-1)^k\) accounts for the head-to-tail wiring. This naturally leads to Eq. 1, with the synaptic weights equal to

\[ W_{ji} = \sum_{k=0}^{N-1} G(\Delta f_{kji})(-1)^k. \] (5)

Spintronic resonators are frequency selective. As can be seen in Fig. 2a and Eq. 2, the rectification voltage drops to zero when ω_i^{RF} tends toward infinity and to a small offset (2α times smaller than the maximum voltage) when ω_i^{RF} tends toward 0. For operating a resonator chain as a useful neural network, each resonator in a synaptic chain should be chosen to have a resonance frequency matching the frequency of one of the input signals, so that this resonator features a greater rectification effect on this matching signal. For instance, in Fig. 1.b, the resonator with resonance frequency f_1^{res} receives the four RF signals but rectifies most effectively the signal with frequency f_2^{RF}. When using the synaptic chain in this configuration, each synaptic weight can be approximated, leading to a simplified expression of Eq. 5: \( W_{ji} = G(\Delta f_{i ji})(-1)^1. \)

This simplified equation highlights that it is possible to tune each synaptic weight \( W_{ji} \) by tuning the resonance frequency of the resonator indexed by \( k = i \), which plays the role of a synaptic connection between input \( i \) and output \( j \) (see Fig. 1a). M. Zahedinejad et al [32] demonstrated a voltage gate memristive control of the perpendicular magnetic anisotropy at a ferromagnetic/oxyde interface leading to non-volatile control of the oscillating properties of a spin Hall nano-oscillator. Such a memristive control of the magnetic properties of a spintronic resonator could allow tuning the resonance frequencies in future experimental implementations.

### III. Multiply-And-Accumulate simulations results incorporating device non-linearities

We now quantify the accuracy of the spintronic resonator-based MAC operation compared to an ideal one. Spintronic resonators have an intrinsic non-linear dependence of their frequency and linewidth on the magnetization oscillation amplitude, which is typically expressed as [29]

\[
\begin{align*}
\{ f^{\text{res}}(p) &= f^{\text{res}}(0)(1 + Np) \\
\Gamma^{\text{res}}(p) &= 2\pi f^{\text{res}}(0)(1 + Qp)
\end{align*}
\] (6)

where \( N \) and \( Q \) are nonlinear parameters, and \( p \) is the normalized magnetization oscillation power, equal to the square of the magnetization oscillation amplitude. According to [29], \( p \) can be expressed as:

\[ p = \frac{P^{RF}}{f^{\text{res}}(p)^2 + (\omega^{RF} - \omega^{\text{res}}(p))^2} \gamma^2 \] (7)

where \( \gamma \) is a proportionality factor between the amplitude of the RF signal and the amplitude of the torque acting on the resonator magnetization. This means that, in real devices, the dependence of \( v_{kji} \) with the input power \( P_i^{RF} = P_i \) in Eq. 2 is not perfectly linear, as \( \omega_i^{\text{res}} \) and \( f_i^{\text{res}} \) both depend on \( P_i \). In other words, the weights \( W_{ji} \) depend on the inputs, which does not correspond to the usual mathematical description of neural networks. This effect, called weight non-linearity, is an issue for learning in hardware neural
networks utilizing nanodevices such as memristors to implement MAC operations through physical phenomena.

To quantify this effect, we choose parameters extracted from experiments on similar structures as the resonators. We take nonlinear coefficients $N=0.1$ and $Q=1$ close to values determined experimentally in studies of spin-torque nano-oscillators [29,34–36]. We chose frequencies close to 200 MHz, parameters \( \beta = 1.7 \times 10^6 \text{ C}^{-1} \) and \( \gamma = 7.1 \times 10^7 \text{ Hz.W}^{-1/2} \) according to experimental values from prior work [34]. Finally, we took a damping parameter \( \alpha = 0.01 \) corresponding to Permalloy. It is important to note that these parameters are only used as a guideline, as we could also use spin-orbit torque or Oersted field instead of spin-transfer torque, and the materials and the geometry of the spintronic resonators could also be different. These different devices would follow the same model but with different parameters. It is

Fig.2) Plots from simulations based on the realistic spin-diode model described by Eqs. 2 and 6 a) Spin-diode rectified voltage of a spintronic resonator with resonance frequency $f_{\text{res}} = 200$ MHz versus the frequency of an input radio-frequency signal for microwave powers between 10 and 50 \( \mu \text{W} \) (in colorscale). b) Circles are the spin-diode voltage of a spintronic resonator with different resonance frequencies versus the microwave power of RF signal at a 200 MHz. Solid lines are linear fits. c) Spin-diode voltage of a chain of four spintronic resonators wired head-to-tail with resonance frequencies $f_{\text{res}} = 200$ Hz, 204.0 MHz, 208.2 MHz and 212.4 MHz, versus the frequency of a radio-frequency signal of power 50 \( \mu \text{W} \). d) Simulation of the same chain with four different radio-frequency signals for 6561 different combinations of microwave powers for the radio-frequency signals (5 \( \mu \text{W} \), 10 \( \mu \text{W} \), and 15 \( \mu \text{W} \)) and different resonance frequencies for the resonators. The scatter dots are the voltages of the calculations with non-linear resonators plotted against the voltages of the calculations with ideal linear resonators. The red solid line corresponds to the voltages of the simulations with ideal linear resonators plotted against themselves. The root-mean-square deviation between the scatter dots and the red solid line is 7 nV and the correlation is 99.98 %.

To quantify this effect, we choose parameters extracted from experiments on similar structures as the resonators. We take nonlinear coefficients $N=0.1$ and $Q=1$ close to values determined experimentally in studies of spin-torque nano-oscillators [29,34–36]. We chose frequencies close to 200 MHz, parameters \( \beta = 1.7 \times 10^6 \text{ C}^{-1} \) and \( \gamma = 7.1 \times 10^7 \text{ Hz.W}^{-1/2} \) according to experimental values from prior work [34]. Finally, we took a damping parameter \( \alpha = 0.01 \) corresponding to Permalloy. It is important to note that these parameters are only used as a guideline, as we could also use spin-orbit torque or Oersted field instead of spin-transfer torque, and the materials and the geometry of the spintronic resonators could also be different. These different devices would follow the same model but with different parameters. It is
even possible to reduce the nonlinear parameters N and Q using specific fabrication process [35] or geometry [37].

We plot in Fig. 2.b the dependence of the spin-diode voltage of a single resonator as a function of the microwave power of a RF signal, for different resonance frequency values. We see that despite the non-linearities N and Q, the voltage response can be fitted linearly with the microwave power, indicating that the dependence of the corresponding weight on the input power remains small. Fig. 2.b also shows that the slope can be controlled by tuning the resonance frequency of each resonator. This result confirms that, with realistic devices, the synaptic weights of a resonator-based neural network can be tuned by changing the resonance frequencies of the resonators.

We now compare the resonator-based MAC operation to a perfectly linear MAC operation. We consider four input RF signals of frequencies $f_{RF} = 200.0$ MHz, 204.0 MHz, 208.2 MHz and 212.4 MHz and simulate a chain of four different resonators as illustrated in Fig. 2.c, with $N_{powers} = 3$ different input powers (5 µW, 10 µW and 15 µW) for each RF signal and $N_{frequencies} = 3$ different resonance frequencies for each resonator, resulting in a set of $N_{powers}^{RF} \times N_{frequencies}^{N_{res}} = 6561$ different simulations.

This result gives us the performance of the non-linear MAC operation. We then need to define a reference, ideal MAC operation to evaluate the results. For this purpose, for every simulation, we compute the magnetization oscillation powers of the four diodes with Eq. 7, and store the maximum for each resonator and for each RF signal: $p_{ki}^{max} = \max_{realMAC}(p_{ki})$. These maximum oscillation power values serve as a reference to simulate a MAC operation with a chain of four ideal linear spintronic resonators whose resonance frequency and linewidth does not depend on the input RF power. This approach gives the following linear reference model for the MAC operation:

$$U^{linear} = \sum_{k=0}^{N-1} \sum_{l=0}^{N-1} P_l \frac{\omega_{l}^{RF} - \omega_{k}^{res}(0)(1 + Np_{ki}^{max})}{r_{kj}^{res}(0)^2(1 + Qp_{ki}^{max})^2 + (\omega_{l}^{RF} - \omega_{k}^{res}(0)(1 + Np_{ki}^{max})^2} \beta,$$  \hspace{1cm} (8)

Using for each diode and for each RF signal a single value of the magnetization oscillation power makes the model linear. We chose these values to be the maximums $p_{ki}^{max}$ in order to make the output of the linear model match as much as possible with the output of the realistic model. We repeat the same set of 6561 different simulations that were done with the realistic model (same sweeps of power for the four RF signals and same sweeps of resonance frequencies for each resonator), but this time with the linear model described by Eq. 8. We can then compare the realistic model including non-linearities to a model where the synaptic weights do not depend at all on the input of the synaptic layer.

In Fig. 2.d we plot the voltage of the non-linear MAC simulations as a function of the voltage of the linear MAC. We see that the scatter plot thus created is aligned with the $y=x$ curve with a root-mean-square deviation of 7 nV. This result shows that the MAC implemented by a chain of spintronic resonators is comparable to a linear MAC when the nonlinear coefficients N and Q are inferior or equal to respectively 0.1 and 1 and thus that spintronic resonators can be used as artificial synapses for neural networks.

IV. Validation of the model for multiple RF signals superimposition

To simulate the effect of sending simultaneously multiple RF signals in a chain of spintronic resonators, we suppose that the voltage rectified by each resonator is the sum of the voltages it would rectify for each RF signal received individually. This assumption is based on the hypothesis that a spintronic resonator can
oscillate simultaneously at different frequencies if it receives different RF signals. To demonstrate this assumption, we make an analysis of the magnetization motion of a spintronic resonator under the influence of different RF signals. We use an Ordinary Differential Equation solver to compute the solution of the system of equations of magnetization dynamics [29]:

\[
\begin{align*}
\frac{dp^{\text{res}}}{dt} &= -2I^{\text{res}}(p^{\text{res}})p^{\text{res}} + 2\sqrt{p^{\text{res}}} \sum_{i} F_i^{\text{RF}} \cos(\varphi^{\text{res}} - \psi_i^{\text{RF}} + \omega_i^{\text{RF}} t) \\
\frac{d\varphi^{\text{res}}}{dt} &= -\omega^{\text{res}}(p^{\text{res}}) - \frac{1}{\sqrt{p^{\text{res}}}} \sum_{i} F_i^{\text{RF}} \sin(\varphi^{\text{res}} - \psi_i^{\text{RF}} + \omega_i^{\text{RF}} t)
\end{align*}
\]

where \( p^{\text{res}} \) and \( \varphi^{\text{res}} \) are respectively the normalized oscillation power and the phase of the resonator, \( \psi_i^{\text{RF}} \) the frequencies and phases of incoming RF signals, and \( F_i^{\text{RF}} \) the amplitude of the torques they exert on the magnetization.

We simulate one spintronic resonator with a frequency \( f^{\text{res}} = 200 \) MHz, a random initial phase \( \psi^{\text{res}} \) and four RF signals with the same amplitude of microwave torque \( F^{\text{RF}} = 0.2 \times 2\pi \) rad.MHz, four different frequencies \( f_1^{\text{RF}} = 200.0 \) MHz, \( f_2^{\text{RF}} = 204.0 \) MHz, \( f_3^{\text{RF}} = 208.2 \) MHz, \( f_4^{\text{RF}} = 212.4 \) MHz and four random initial phases \( \psi_1^{\text{RF}}, \psi_2^{\text{RF}}, \psi_3^{\text{RF}} \) and \( \psi_4^{\text{RF}} \). We then compare the horizontal component of the magnetization \( m_x(t) = \sqrt{p^{\text{res}}(t)} \cos(\varphi^{\text{res}}(t)) \) with our model \( m_x(t) = \sum_i p_i^{\text{res}} \cos(\psi_i^{\text{RF}} + \psi_i^{\text{relaxation}} - \omega_i^{\text{RF}} t) \).

Here each of the normalized oscillation powers \( s_i^{\text{res}} \) is calculated using Eq. 7 for a spintronic resonator receiving a single RF signal with microwave power \( I_i^{\text{RF}} \), frequency \( f_i^{\text{RF}} \), and initial phase \( \psi_i^{\text{RF}} \). We considered that the resonator in resonance oscillates at the frequency of the RF signal it receives \( f_i^{\text{RF}} \). The phases \( \psi_i^{\text{relaxation}} \) result from the transient dynamics that occurs during the relaxation period (period until the magnetization is periodic), they are determined by fitting the dynamical simulation results to the analytical model. In Fig. 3.a) we see that after this relaxation period, the magnetization dynamics of a spintronic resonator with multiple RF signals corresponds perfectly to our model. Then the resistance oscillations mixed with the RF signals gives \( V(\sum_i S_i^{\text{RF}}) = \sum_i S_i^{\text{RF}} \cos(\psi_i^{\text{RF}} - \omega_i^{\text{RF}} t) \times \sum_i R_p A_p \sin(\varphi_i^{\text{res}}(t)) \approx \sum_i R_p A_p \sin(\varphi_i^{\text{res}}(t) - \varphi_i^{\text{RF}}(t)) \), which confirms our assumption. We also repeated all the simulations of the section III with the ODE method. In Fig. 3.b) we compare the voltage of a chain of four resonators simulated with the ODE method and the voltage of the same chain simulated using the analytical model. The results show that the two models are correlated at 99.67 %. These simulations show that it is valid to consider that the effects of multiple input RF signals simply sum at the resonator level. They validate the use of the analytical model of section III in neural network simulations.
Fig. 3. a) Horizontal component of a spintronic resonator magnetization with 4 different radio-frequency signals simulated with an Ordinary Differential Equation solver. b) Theoretical model $m_x(t) = \sum_i^{N} \sqrt{P_i^{res}} \cos(\psi_{RF} - \omega_i^{RF} t)$. c) ODE simulations (blue solid line) and theoretical model (black dashed line). d) Simulation of four different radio-frequency signals sent in a chain of four different spintronic resonators for 6561 different combinations of microwave powers for the radio-frequency signals (5 µW, 10 µW, and 15 µW) and different resonance frequencies for the resonators. The scatter dots are the voltages of the ODE simulations plotted against the voltages of the calculations with theoretical model. The red solid line corresponds to the voltages of the simulations realized with the theoretical model plotted against themselves. The root-mean-square deviation between the scatter dots and the red solid line is 39 nV and the correlation is 99.67%.
V. Handwritten digits recognition with a single layer microwave neural network

In this last section, we prove that we can teach a radio-frequency based neural network to classify microwave-encoded inputs by tuning the resonance frequencies of spintronic resonators, hence demonstrating that the system is able to process RF signals and to directly apply MAC operations on them. To test the efficiency of our implementation of MAC operations for neural networks, we chose a standard task of image classification, for a dataset called “Digits” of handwritten digits from 0 to 9 comprising 1797 images of 8 x 8 = 64 pixels. The dataset is split in two: tree quarter of the images are used for the neural network training and one quarter is for testing. The goal for the network is to classify each image between 0 and 9. The network inputs are encoded into 64 RF signals: the brighter the pixel the higher is the RF signal power. The sum of the 64 RF signals is sent into 10 chains of 64 resonators, and the voltages of the 10 synaptic chains are the outputs of the network. The choice of the frequencies of the RF signals, the microwave powers scaling and the initialization of the spintronic resonator frequencies are discussed in appendix A.

To train the network to classify these handwritten digit images we use PyTorch, a software that allows to implement backpropagation, which is the most commonly used algorithm for neural network training [10]. This supervised algorithm propagates the gradient of a loss function across a neural network so that for each iteration, the weight updates \( W \leftarrow W - \eta \frac{\partial L}{\partial W} \) reduce the loss \( L \), which is the error between the predictions of the network and the targets, i.e. the classification labels assigned to each input. \( \eta \) is a learning rate coefficient, that we initialize empirically at \( \eta = 10^{-4} \). We use the optimizer Adam [35]. The loss is calculated simulating the voltages \( U_j \) of the 10 synaptic chains and applying the Cross Entropy Loss Function

\[
L(y, U) = -\sum_{j=0}^{9} y_j \log \left( \frac{\exp(U_j)}{\sum_{j=0}^{9} \exp(U_j)} \right)
\]

where \( y_j \) are the targets.

At each iteration we present a batch of 16 pictures to the network and use Eqs. 2 and 5 with resonator non-linearities to compute the network output. The loss for each picture of the batch is computed and averaged. We then compute the gradient of the loss with respect to the 64x10 weights. To find the updates for the resonance frequencies, using the full nonlinear equations leads to an inefficient backpropagation algorithm because of the dependencies between the synaptic weights and the inputs. However, as the weight changes provoked by backpropagation are by construction small, it is possible to compute them using linearized equations. Therefore, instead of using the model with non-linear resonators, we use the model with linear resonators defined by Eq. 8, initialized with the same parameters as the model with non-linear resonators. To define the reference \( p^{\text{max}} \), we compute the maximum of magnetization oscillation power for each resonator at initialization for a maximum input (white image, i.e. all the pixels values are one). Then we update the resonance frequencies of the linear model resonators using the weights gradient with respect to the resonance frequencies:

\[
f^{\text{res}} \leftarrow f^{\text{res}} - \eta \frac{\partial W}{\partial f^{\text{res}}} \frac{\partial L}{\partial W}.
\]

In the next iteration, we take the resonance frequencies that have been updated for the linear model, and use them in the realistic model.

To complete the training procedure, we perform 20 epochs, meaning that we present the entire dataset (training on tree quarter and testing on one quarter) 20 times, and we repeat the entire procedure 10 times to gather statistics. To compute the success rate, i.e., the proportion of images in the dataset that the network is able to classify, we take the class that corresponds to the chain index \( j \) whose output is
maximum, and we compare it with the target class of the dataset. The purple line in Fig. 4.d shows the mean success rate as a function of the epoch number, and the mean deviation in purple shade. The mean success rate at the end of training reaches 99.96 % both for the test and the training sets. Looking at the standard deviation in purple shade we see that the result is reproducible: if the result is stochastic for the first epochs, the outcome always converges. We perform classification on the same task with a classical software neural network trained with backpropagation on an equivalent architecture (64 inputs fully connected by synapses to the 10 outputs). The success rate of the software neural network (blue line in Fig. 4.d) is equivalent to the classification with the resonator network. This result shows that it is possible to train a network made of chains of spintronic resonators by tuning their resonance frequency to classify microwave encoded signals. The training algorithm we developed could also be used to train an experimentally constructed spintronic resonators-based neural network.

**Fig. 4.** a) Classical neural network architecture to solve the digits dataset. From left to right: 8x8 pixels input images, 64x1 flattened input layer, synaptic layer connecting the input with the 10 outputs, comparison of the outputs with the targets. b) Equivalent radio-frequency spintronic-synapses-based neural network architecture. From left to right: 8x8 pixels input images, 64x1 flattened input layer, each input is encoded in the microwave power of a radio-frequency signal with a different frequency. The 64 signals are summed and sent to 10 chains of 64 resonators wired in series head-to-tail. Each resonator rectifies its matching frequency signal, thus applying a synaptic weight to it. The output voltages are compared to the targets. c) Analytical simulations of the spin-diode voltage of a chain of 64 spintronic resonators wired head-to-tail versus the frequency of a RF signal of power 50 µW. The first resonator has a resonance frequency $f_{0\text{res}} = 200$ MHz and the others are arranged following Eq. 12 of appendix A. d) Percentage of successful classifications versus number of epochs. Black (purple) color is for the results on the training (test) set for the resonator neural network and green (blue) color is for the train (test) set for the equivalent regular software neural network. The lines (dashed lines for the software neural network) represent the mean success rates and the shade the standard deviations. The success rate reaches 99.96 % both for the software neural network and for the resonator-based neural network for train and test sets.
VI. Conclusion

To conclude, this work showed theoretically and numerically that it is possible to build a synaptic layer made of chains of spintronic resonators, each resonator emulating a synapse and storing a synaptic weight in its resonance frequency. We demonstrated that the MAC operation thus created is equivalent to a usual software MAC operation and able to classify analog RF signals directly without digitalization. We verified the validity of these results with a realistic model considering the non-linear behaviors of the resonators and the superimposition of multiple RF signals. Finally, we proved that it is possible to train a network of these resonators by changing their resonance frequencies with microwave encoded inputs and we achieve software equivalent recognition on the “digits” database. Electric field control of spintronics allows the possibility to have a non-volatile voltage control of these resonance frequencies [32]. Our concept using spintronic resonators and frequency-multiplexing provides a fast, compact and low power solution to process Radio-Frequency encoded information with Artificial Intelligence methods.
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VII. APPENDIX A: Frequency arrangement and amplification for frequency-multiplexing

To prevent the resonators from rectifying simultaneously several RF signals we have to space their frequencies. They should be arranged in a manner that the whole frequency range is not too wide (spintronic resonators can cover a finite frequency range between few tens of MHz and few tens of GHz) but with resonances not overlapping each other. We have to consider that for a specific type of spintronic resonators, the higher the frequency is the wider the linewidth of resonance will be (see Eq. 2). This is because the linewidth scales with the frequency and the magnetic damping $\alpha$, which can be considered constant for devices composed of the same ferromagnetic materials. That being said, the best arrangement of frequencies is described by the series $f_i + 1 (1 - \alpha) = f_i (1 + \alpha)$ because then the end of the resonance range of one resonator is the beginning of the resonance range of the next resonator (see Fig. 5). Hence the RF frequencies follow the law

$$f_i = f_0 \left(\frac{1+\alpha}{1-\alpha}\right)^i$$

(12)

We chose $f_0 = 100$ MHz for the present neural network simulation. The initialization resonance frequencies of the resonators of each synaptic chain also follow Eq. 12 but with a random shift following a normal distribution with standard deviation $f_k \frac{0.001}{\sqrt{64}}$.

In Eq. 2 of spin-diode voltage we see that the resonator voltage decreases as $\frac{1}{f_{\text{res}}}$. Hence in order to obtain comparable signals for all resonators of a chain, we scale the microwave powers of the input layer to increase the signal emitted by the high frequency signals: $P_i \rightarrow P_i \frac{f_{\text{res}}}{f_0}$.
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