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Abstract—Due to data privacy constraints, data sharing among multiple centers is restricted, which impedes the development of high performance deep learning models from multicenter collaboration. Continual learning, as one approach to peer-to-peer federated learning, can promote multicenter collaboration on deep learning algorithm development by sharing intermediate models instead of training data to bypass data privacy restrictions. This work aims to investigate the feasibility of continual learning for multicenter collaboration on an exemplary application of brain metastasis identification. The DeepMedic neural network is trained for brain metastasis segmentation. 920 T1 MRI contrast enhanced volumes are split to simulate multicenter collaboration scenarios. A continual learning algorithm, synaptic intelligence (SI), is applied to preserve important model weights for training one center after another. In a bilateral collaboration scenario, continual learning with SI achieves a sensitivity of 0.917, and naive continual learning without SI achieves a sensitivity of 0.906, while two models trained on internal data solely without continual learning achieve sensitivity of 0.853 and 0.831 only. In a seven-center multilateral collaboration scenario, the models trained on internal datasets (100 volumes each center) without continual learning obtain a mean sensitivity value of 0.699. With single-visit continual learning (i.e., the shared model visits each center only once during training), the sensitivity is improved to 0.788 and 0.849 without SI and with SI, respectively. With iterative continual learning (i.e., the shared model revisits each center multiple times during training), the sensitivity is further improved to 0.914, which is identical to the sensitivity using mixed data for training. Our experiments demonstrate the feasibility of applying continual learning for peer-to-peer federated learning in multicenter collaboration.

Index Terms—Federated learning, continual learning, multicenter collaboration, data privacy, brain metastasis segmentation, deep learning, peer-to-peer.

1 INTRODUCTION

With the gaining importance in radiation oncology, deep learning has achieved impressive results in various tasks [1], e.g., tumor segmentation [2], fiducial marker detection [3], and dose distribution estimation [4]. The performance of deep learning algorithms relies highly on the amount and quality of training data. Many research centers have the required technological and human resources as well as computation power. However, the limited access to data becomes an obstacle for them to develop deep learning algorithms independently. Therefore, multicenter collaboration among different centers (including research centers and hospitals) is always important. Due to data privacy and data management regulations, e.g., the EU medical device regulation [5], data sharing among multiple centers is restricted, which impedes the development of high performance deep learning models from multicenter collaboration.

To overcome the data privacy issue, federated learning has been proposed [6]–[9], which enables multiple centers to train a high performance model without sharing data. In centralized (center-to-peer) federated learning (Fig. 1(a)), a central server is required to coordinate training information for a global model. However, such a central server is financially expensive to build and the communication cost between the central server and multiple clients is expensive as well [8]. In federated learning, reducing communication cost is one main task. For this purpose, many algorithms have been proposed. Some gradient aggregation methods, like federated averaging (FedAvg) [10] and unbiased gradient aggregation [11], are designed to add more computation to each client by iterating a local update and averages aggregated training gradients from all clients to save communication cost. Some utilize simplified model structures and gradient compression techniques to reduce the amount of transmitted data in each communication [12]–[14]. Adding additional modules to each client to accelerate the convergence is another direction [15], [16]. Nevertheless, the communication cost remains the main constraint for federated learning in practical applications [16], [17].

In IT industry, because of the extremely large number of mobile clients and the limited computational ability of mobile clients, center-to-peer federated learning is preferred. However, for multicenter collaboration in medical fields, the number of centers is typically low and each center...
has sufficient computation resources. Therefore, peer-to-peer (center-to-center) federated learning in a decentralised mode (Fig. 1(b)) is more feasible in practice [8], [18], since a central server is no longer required. The simplest way for such peer-to-peer federated learning is to continually train the same model one center after another via weight transfer [19]–[21]. Chang et al. [19] proposed distributing deep learning models via single or cyclic weight transfers for multi-institutional collaboration, which achieves comparable performance to that of centrally hosted patient data. Sheller et al. [20], [21] have applied the cyclic weight transfer method to glioma segmentation and confirms that cyclic weight transfer is superior to single weight transfer. However, it is inferior to center-to-peer federated learning. Especially, the performance fluctuates as forgetting [22]–[24] occurs when the model is transferred from one institution to another.

When a model is retrained on new datasets or tasks, deep learning suffers from the problem of catastrophic forgetting [22]–[24], i.e., deep learning models forget learned old knowledge catastrophically. Continual learning techniques aim to allow machine learning models updated through new data while retaining previously learned knowledge. So far, many continual learning algorithms have been proposed, which are mainly categorized to three types [24]: replay methods [25]–[27], architectural (parameter isolation) methods [27]–[30] and regularization methods [31]–[33]. Replay methods select representative samples from previous datasets to preserve learned knowledge. This is feasible to overcome data storage constraints, but not feasible for multicenter collaboration since samples from other centers are not available due to data privacy. In this case, synthetic samples from generative adversarial networks (GANs) is an alternative choice [34]. Architectural methods design dynamic network architectures or dynamic parameters for multi-task scenarios, where each part of the network (e.g., certain weights [28], [30], or certain neuron connections [29]) is responsible for each task. Regularization methods use the same conventional neural networks, but with new regularization terms in the loss function to preserve important parameters for learned knowledge, like learning without forgetting (LwF) [31], elastic weight consolidation (EWC) [32] and synaptic intelligence (SI) [33]. Although continual learning is known to be important in healthcare [35], few applications have been reported. This work applies continual learning to automatic brain metastasis (BM) identification as an exemplary case of multicenter collaboration. Patients with metastatic cancer have a high risk (an incident rate up to 40%) of developing BM [36]. The early detection and successful treatment of BM are very crucial for patient survival and quality of life [37]. As stereotactic radiosurgery has gained more preference than whole-brain radiotherapy for BM treatment nowadays [38], [39], accurate BM identification plays a key role. Manual BM identification not only is time-consuming, but also suffers from inter/intra-rater variability. In addition, tiny metastases are easily overlooked in manual identification, since they have low contrast and appear similar to contrast enhanced blood vessels [40]. Therefore, automatic deep learning BM identification is highly desired. Many deep learning algorithms have been proposed for this purpose, including 3D U-Net [41]–[44], DeepMedic [2], [45]–[46], GoogLeNet [47], V-Net [48], Faster R-CNN [49], and singleshot detectors [50]. However, neither continual learning nor federated learning for automatic BM identification has been investigated.

The main contributions of this manuscript lie in the following aspects: a) To the best of our knowledge, our work is the first one to apply continual learning to address the performance fluctuation problem in cyclic weight transfer for peer-to-peer federated learning; b) Our work benchmarks the automatic BM identification performance (e.g., sensitivity and precision) over data amount, which provides hints on the amount of data each center needs to provide for such multicenter collaboration; c) Our work demonstrates the efficacy of the continual learning technique SI for single weight transfer, when the training data from each center is used only once, i.e., with minimum communication cost; d) The proposed iterative continual learning (ICL) method, i.e., cyclic weight transfer + continual learning, achieves similar automatic BM identification performance compared to the optimal scenario when all the data from different centers can be shared/mixed, while the number of communications between two centers can still be kept low.

2 MATERIALS AND METHODS

2.1 Datasets

In total, 920 contrast enhanced T1 volumes using the MRI magnetization-prepared rapid gradient echo (MPRAGE) [51] sequence from a longitudinal study [32], [53] are used for evaluation. MPRAGE is a standard 3D T1 inversion recovery gradient echo (IR-GRE) MRI sequence and 3D T1 IR-GRE sequences are standard sequences for BM imaging [54]. The volumes are acquired from various Siemens MRI scanners, including Aera, Avanto, TrioTim, Verio, Symphony, Espree and Sonata. The primary cancers include 41.3% melanoma skin cancer, 22.2% lung cancer, 12.4% breast cancer and 10.5% kidney cancer. On average, each volume contains 2.2 metastases. Among them, 44.4% metastases are smaller than 0.1 cm³. All the volumes are preprocessed by the same procedures: N4ITK bias field correction [55], skull stripping [56], intensity normalization, volume/voxel size uniformization, and rigid transform to a template volume.
To investigate the influence of training data amount on the BM identification performance, eight network models are trained using 100, 200, ..., 600, 700 and 750 volumes, while 67 additional volumes are used as validation data to monitor convergence and overfitting. The remaining 103 volumes are always used as test data. The volumes are split alphabetically based on patient names. In total 278 metastases exist in the test dataset. Among all the metastases, 130 (46.8%) of them have a volume size smaller than 0.1 cm$^3$. The volumes in the test dataset are not from the same patients in the training datasets.

2.2 Multicenter collaboration design

In the following, bilateral collaboration (Fig. 2) and multilateral (seven-center) collaboration scenarios are simulated to investigate the benefit of continual learning in peer-to-peer federated learning.

2.2.1 Bilateral collaboration scenarios

To simulate bilateral scenarios, the above 750 training volumes are equally split to two datasets: center I and center II both have 375 volumes, denoted by dataset TrainI and TrainII, respectively. Different centers do not have the volumes from the same patient. The same 67 volumes and 103 volumes are used as validation and test data respectively in center II. We aim to improve automatic BM identification performance on the test data for center II with the help of TrainI from center I.

2.2.2 Multilateral collaboration scenario

To simulate Multilateral (seven-center) collaboration scenarios, 700 volumes among the 750 training volumes are equally split to seven datasets, each dataset consisting of 100 volumes. The seven datasets are located in centers I to VII. The same 67 volumes and 103 volumes are used as global validation and test data, respectively. A network model is shared from center I to center VII successively for continual training, as displayed in Fig. 3. The model is shared in an ordered center sequence so that each center only need to communicate with its two neighboring centers, instead of all other centers, which reduces communication cost. The model after training at center VII is used as a final shared model for all centers.

2.3 Neural network

The DeepMedic network [2] (Fig. 4) is chosen because of its efficacy in various brain tumor segmentation tasks as well as its success in BM identification [2], [43]–[46]. For BM segmentation, class imbalance is a major issue as normal tissue voxels outnumber BM voxels. To overcome this problem, DeepMedic samples volume segments online to keep class balance during training. In addition, multi-scale features are extracted via parallel convolutional pathways. As displayed in Fig. 4, features from the original scale and two coarse scales (down-sampled by factors of 3 and 5) are used. The loss function to train DeepMedic without continual learning is,

$$L_{seg} = L_{BCE} + L_{VSS},$$

where $L_{BCE}$ is a conventional binary-cross entropy (BCE) loss function and $L_{VSS}$ is a volume-level sensitivity-specificity (VSS) loss function proposed in our previous work to improve BM sensitivity [57]. The VSS loss uses a parameter $\alpha$ to keep a trade-off between sensitivity and specificity. Since the focus of this work is on federated learning for multicenter collaboration, $\alpha$ is fixed to control its influence on model performance.

2.4 Continual learning

For continual learning, architectural methods are not our choice since we aim to apply continual learning on the fixed architecture of DeepMedic. Replay methods require samples from other centers, which is typically not easily feasible due to data privacy constraints. As a result, regularization methods are of our choice. In this work, SI is investigated. SI applies a new loss function for training, which penalizes the change of important network parameters trained in previous centers. SI fundamentally has the same idea as EWC, but SI computes the importance weights during training, while EWC computes the importance weights after model training. The overall loss function $L_\mu$ for center $\mu$ using SI is represented as follows,

$$L_\mu = L_{seg} + c \sum_k \Omega_k^{\mu} \left( \theta_k^{\mu-1} - \theta_k \right)^2,$$

where the left term $L_{seg}$ is the regular segmentation loss in Eq.(1). The right term penalizes the change of important network parameters trained in previous centers. $c$ is the relaxation parameter to trade off old versus new knowledge. $\theta$ is the current parameter set during training, while $\theta_k^{\mu-1}$ is the parameter set trained from the previous center. $k$ is the index for a certain parameter and $\mu$ is the index for a certain center.

The parameter importance factor $\Omega^\mu_k$ is calculated as follows [33],

$$\Omega^\mu_k = \sum_{\nu < \mu} \frac{w^\nu_k}{\left( \theta^\nu_k - \theta_k^{\nu-1} \right)^2 + \xi},$$

where $\nu$ is the index of a previous center and $\theta^\nu$ is the parameter set of the final trained model at center $\nu$. Hence, the knowledge learned from previous centers are accumulated in this importance factor. $\xi$ is a parameter to avoid division by zero. The variable $w^\nu_k$ measures the contribution of the $k$-th network parameter to the change of the segmentation loss function $L_{seg}$. It is calculated as,

$$w^\nu_k = \int_{t_{\nu-1}}^{t_{\nu}} g_k(\theta(t)) \cdot \dot{\theta}'(t) \, dt,$$
Fig. 3. The multilateral (seven-center) collaboration scheme, where a trained model is shared from center I to center VII successively for continual training. The shared model visits each center once in (a), while it revisits each center iteratively in (b). The model after training at center VII is used as a final shared model for all centers.

Fig. 4. The architecture of DeepMedic used for BM identification (figure modified from [2]). The configuration is recommended by the authors of DeepMedic [2]. NR and LR stand for normal resolution and low resolution, respectively.

where $\theta(t)$ is the real-time network parameter set at time $t$, $g_k = \partial L_{seg}/\partial \theta(t)$ is the gradient of $L_{seg}$ with respect to $\theta(t)$ for the $k$-th parameter, and $\theta'(t) = \partial \theta/\partial t$ is the network parameter change over time.

2.5 Iterative continual learning

In conventional continual learning tasks, there is a typical setting that the previously accessed data is no longer accessible in the future training [24]. We call such conventional continual learning scheme “single-visit continual learning” (SVCL), since each model visits each center only once (Fig. 3(a)). This is equivalent to the single weight transfer setting [19] + continual learning. However, in practical multicenter collaboration on medical applications, the training data at one center still exist after one training and hence the shared model can revisit the center for training again. We call such continual learning scheme “iterative continual learning” (ICL), which is equivalent to the cyclic weight transfer [19] + continual learning. In other words, the shared model will revisit each center multiple times by sharing the model from center I to center VII iteratively in our seven-center collaboration scenario (Fig. 3(b)).

In peer-to-peer federated learning, how often a model is shared to the next center will determine the communication cost. SVCL requires minimum communication, since two neighboring centers only need to communicate once during the training phase. As a compensation, the model performance is not optimal. For ICL, if the model is shared to the next center right after seeing all the data in the current center once (i.e., one epoch), such ICL is very close to the regular training on the mixed data. The only difference is that the training batches are fed to the network in an ordered sequence from center to center (inside each center the data is shuffled) for ICL instead of a fully randomly shuffled order. In other words, the network is using a very large “batch” size for training, which equals the number of volumes at each center, and such large batches are fed in a certain order. Therefore, with such frequent communication (sharing the model after each epoch), the model performance in ICL should be close to that with mixed data. To reduce communication cost, a model can be shared to the next center after multiple epochs in the current center instead of one epoch only. Equivalently, multiple copies of center-level “batches” are fed together to the network for training, which can reduce communication cost between two neighboring centers but may have performance decrease. In our multilateral collaboration scenario, the model is shared after every 5 epochs, which can already reduce the
communication number between two neighboring centers to 6 only.

2.6 Experimental Setup

2.6.1 Network training parameters
All DeepMedic models are trained on an NVIDIA Quadro RTX 8000 GPU with Intel Xeon Gold 6158R CPUs. The initial learning rate is 0.001. The learning rate decreases to half when validation accuracy plateaus. The RMSProp optimizer and Nesterov momentum [2] with the moment value \( m = 0.6, \rho = 0.9 \) and \( \epsilon = 10^{-4} \) are applied. Each epoch contains 20 subepochs and each subepoch uses 1000 subvolumes/segments generated randomly from 50 complete volumes for training. 50% probability of tumor segments are extracted as training samples to keep class-balance. The segments for the main path have a size of \( 37 \times 37 \times 37 \). The segments are augmented with random intensity scaling, flipping and rotation. For efficient inference, \( 45 \times 45 \times 45 \) input segments are applied. The above network configurations are recommended by the authors of DeepMedic [2], which can be found in their public GitHub repository 1. In the VSS loss (Eqn. (1)), \( \alpha \) is set to 0.95, where the sensitivity stays high while the average number of false positive metastases per volume is below 1. In this work, \( c \) is heuristically set to 0.1 in Eqn. (2). \( \xi \) in Eqn. (3) is set to \( 10^{-5} \). For training without continual learning, each model is trained for 70 epochs at each center and each epoch takes 20 min (in total about 23.3 hours for one model). For training with SVCL, the model at the initial center is trained for 70 epochs as well and it is trained for 35 epochs in the following centers. For training with ICL, the model is trained for 5 epochs at each center with 6 iterations. With continual learning using SI, each epoch takes 22 min (additional 2 min because of the SI computation). As monitored by the validation data, 50 epochs and 30 epochs are sufficient for model convergence without apparent overfitting. For inference, each patient volume takes about 11 s.

2.6.2 Evaluation metrics
The sensitivity, precision, and average false positive rate (AFPR) per patient volume are used for the evaluation of BM identification accuracy. Sensitivity is defined as the number of true positive BM divided by the number of true positive plus false negative BM. Precision is defined as the number of true positive BM divided by the number of true positive plus false positive BM. AFPR is defined as the average number of false positive BM per patient volume. In addition, the mean dice score coefficient (DSC) for all true positive metastases is reported. Note that only DSC is evaluated on a voxel level, while all other metrics are on a metastasis level.

3 RESULTS

3.1 Performance over training data amount
The BM identification performance with different numbers of training volumes is displayed in Fig. 5(a). With 100 volumes, the sensitivity, precision, AFPR and DSC are 0.701, 0.770, 0.058 and 0.708, respectively. In other words, among the overall 278 metastases, 195 metastases are correctly detected, while 83 metastases are still missing. The precision is high, with only 6 false positive metastases detected by the network. With increasing the training data amount to 750 volumes, the sensitivity and DSC values gradually increase to 0.935 and 0.797, respectively. However, the precision decreases to 0.767. Although the AFPR increases to 0.757, it is still smaller than 1 false positive metastasis per volume, which is convenient for neuroradiologists and radiation oncologists for further check in therapeutic clinical applications. Due to the relative high precision (relative low AFPR), sensitivity is used as the main performance metric of BM identification in this work. The sensitivity over various amount of training data is further plotted in a narrow range of \([0.69, 1.0]\) in Fig. 5(b) for a better visualization. Fig. 5(b) indicates that with the increase of training data amount, the sensitivity is increasing in general. Fig. 5(b) indicates that with the increase of training data amount, the ratio of small metastases (volume size \( \leq 0.1 \text{cm}^3 \)) among the true positive metastases is increasing as well (the reference ratio is 0.465). Therefore, more training data is beneficial to identify small metastases, which are very challenging in manual identification.

3.2 Bilateral collaboration results

3.2.1 Performance of different models
The BM identification performance in bilateral collaboration with different models is listed in Tab. 1. When center II reuses the trained model (denoted by \( M_I \)) from center I,
which is trained from TrainI solely, the sensitivity is 0.853. When center II trains a new model (denoted by $M_{II}$) from TrainII solely, the sensitivity is 0.831. When center II continues to train $M_{II}$ naively without SI (the model denoted by $M_{II,w/o SI}$), which is fundamentally transfer learning, the sensitivity is 0.906. When center II continues to train $M_{II}$ with SI (the model denoted by $M_{II,SI}$), the sensitivity is increased to 0.917. In the ideal case when center II has the access to trainI, a model trained on the mix of trainI and trainII (denoted by $M_{II,mix}$), the sensitivity is 0.935. Tab. 1 demonstrates that with continual learning naively without SI, the sensitivity is improved from 0.831 to above 0.906 for center II. With SI, the sensitivity is further improved to 0.917.

### Influence of parameter $c$

In Tab. 1, the parameter $c$ in Eqn.(2) is set to 0.1. The performance of $M_{II,SI}$ with two other values 0.01 and 1 has also been investigated. When $c = 0.01$, the sensitivity, precision, AFPR and DSC values are 0.874, 0.897, 0.272 and 0.758, respectively; When $c = 1$, the sensitivity, precision, AFPR and DSC values are 0.878, 0.900, 0.262 and 0.770, respectively. In both cases, the sensitivity values are lower than that (0.917) with $c = 0.1$. Due to the high computation in training the 3D DeepMedic, a finer grid search for an optimal $c$ value is not performed. Therefore, in this work, we choose $c = 0.1$ as a heuristic example.

### Multilateral collaboration results

#### Single-visit continual learning

The sensitivity plots of different models after training in each center on the same test dataset are displayed in Fig. 6. When each center trains a model using their own data (black curve), the sensitivity values are 0.699 on average. However, a drop of sensitivity to 0.770 is observed at center VI, while it increases slightly to 0.788 at center VII. A mean sensitivity value of 0.785 is achieved. When a model is shared and continually trained from center I to center VII with SI, the sensitivity value increases smoothly one center after another. At center VII, its sensitivity is increased to 0.849. The other metrics are displayed in Tab. 2.

#### Iterative continual learning

The sensitivity values of the shared model at different centers using different cumulative epochs are displayed in Fig. 7. Note that the sensitivity is evaluated on the test dataset instead of training or validation dataset. The red curve is the sensitivity plot using naive ICL without SI. It shows that in the first two iterations, the sensitivity at different centers oscillates obviously since the model has not converged yet. At the third iteration, the sensitivity values at different centers have minor changes. From 4th to 6th iterations, the sensitivity plot changes little. The blue curve is the sensitivity plot using ICL with SI, which has the same trend as the red one. For comparison, the sensitivity plot of intermediate models trained on mixed 700 volumes is also displayed (the green curve). All the three curves reach the same final sensitivity value 0.914. However, the red and blue curves need more cumulative epochs than the green one, although for each epoch all the three trainings use the same total number of $2 \times 10^3$ subvolumes. The performance metric values of the ICL models at the last iteration are displayed in Tab. 3. The sensitivity varies from 0.910 to 0.921 from center I to center VII for ICL both without and with SI, which is from 253 to 256 true positive metastases. The precision is 0.796 and 0.789 for ICL without and with SI, respectively, slightly worse than that (0.822) trained from mixed data, which corresponds to 0.126 (0.660 − 0.534) more false positive metastases per patient or 13 (0.126 × 103) more false positive metastases in total.

#### BM identification examples

The BM identification results of three exemplary patients in the seven-center multilateral collaboration scenario are displayed in Fig. 8. For the first patient (Fig. 8(a)), DeepMedic
Table 3: BM identification performance in seven-center collaboration with ICL (last iteration).

| Center | Sensitivity | Precision | AFPR | DSC   |
|--------|-------------|-----------|------|-------|
| I      | 0.917       | 0.718     | 0.971| 0.833 |
| II     | 0.910       | 0.746     | 0.835| 0.830 |
| III    | 0.914       | 0.777     | 0.709| 0.826 |
| IV     | 0.914       | 0.779     | 0.699| 0.823 |
| V      | 0.921       | 0.736     | 0.893| 0.827 |
| VI     | 0.914       | 0.720     | 0.738| 0.827 |
| VII    | 0.914       | 0.796     | 0.631| 0.827 |

ICL without SI

| Center | Sensitivity | Precision | AFPR | DSC   |
|--------|-------------|-----------|------|-------|
| I      | 0.921       | 0.725     | 0.942| 0.831 |
| II     | 0.921       | 0.757     | 0.796| 0.826 |
| III    | 0.917       | 0.745     | 0.835| 0.824 |
| IV     | 0.917       | 0.766     | 0.757| 0.823 |
| V      | 0.921       | 0.751     | 0.825| 0.827 |
| VI     | 0.917       | 0.761     | 0.777| 0.828 |
| VII    | 0.914       | 0.789     | 0.660| 0.821 |

ICL with SI

Fig. 7. The sensitivity plot of intermediate models for ICL without and with SI on the test dataset. The model is shared to the next center after every 5 epochs. Different iterations are concatenated for better visualization of convergence. The sensitivity plot of intermediate models trained on mixed 700 volumes is also displayed for comparison.

4 Discussion

When the training data amount is small, the benefit of adding more training data is apparent, as indicated by Fig. 5, where both the sensitivity and DSC metrics have considerable improvement without drastic decrease of precision from 100 training volumes to 200 training volumes. After reaching certain performance, adding more training data only achieves slight performance improvement only, e.g., the sensitivity increases from 0.874 (400 training volumes) to 0.914 (700 training volumes) after adding 300 training volumes more. However, with the limited data in this work, it is not sufficient to determine with how much training data the network performance will saturate. Especially, from 700 training volumes to 750 training volumes, the sensitivity increases from 0.914 to 0.935. This sensitivity improvement is relatively large, given 50 volumes are added. The network is able to identify 6 metastases more among all the 278 metastases, which has important clinical value.

In the bilateral collaboration (Tab. 1), the sensitivity improves from 0.853 ($M_I$) and 0.831 ($M_{II}$) to 0.906 ($M_{I+II,naive}$) and 0.917 ($M_{I+II,SI}$) with continual learning, which is not far away from 0.935, the sensitivity of $M_{I+II,mix}$. This demonstrates the benefit of bilateral collaboration. Bilateral collaboration is very convenient to carry out in practice and it is the starting point for multilateral collaboration. The success of two-center bilateral collaboration frequently will encourage multicenter collaboration.

In the seven-center multilateral collaboration (Fig. 6), all the models trained on individual center dataset without continual learning achieve sensitivity values from 0.694 to 0.730, with a mean sensitivity of 0.699. Although all the individual training datasets contain 100 volumes, the model performance varies. On the one hand, deep learning networks are high dimensional and the network optimization objectives are typically nonconvex problems. Due to the existence of various local minima, training from different datasets (even with the same data amount) will lead to different local minimum solutions. On the other hand, due to the small data size at each center, the datasets have different feature distributions from each other to a certain degree. Due to the two above reasons, the sensitivity of the model without continual learning varies from center to center. Because of the small data size, the sensitivity values of all the models are below 0.75 (Tab. 2).

In the seven-center multilateral collaboration (Fig. 6) using SVCL without SI, the sensitivity has a considerable improvement from center I to center II and this sensitivity value 0.755 is also higher than 0.727 (the sensitivity of the model trained from individual center II data). This reveals...
Fig. 8. The BM identification results of three exemplary patients using different methods in the seven-center multilateral collaboration scenario. The green box marks a region of interest (ROI) containing a metastasis. The green areas mark the reference manual labels, while the blue areas mark the segmented regions (true positive) by different methods. The ROIs without blue regions stand for false negative cases.
that the sensitivity improvement from center I to center II is ascribed to not only the data variance between the two centers but also the continual learning strategy. From center III to center V, considerable sensitivity improvement is also observed. However, a sensitivity drop is observed at center VI. This indicates that learned knowledge from previous centers are not accumulated. In other words, forgetting occurs. Nevertheless, the sensitivity values of the models with naive continual learning are all higher than those without continual learning for center II-VII, which demonstrates the benefit of continual learning.

In the seven-center multilateral collaboration (Fig. 6) using SVCL with SI, the sensitivity is increasing monotonically from center I to center VII. This highlights the efficacy of continual learning for peer-to-peer federated learning. The sensitivity values for continual learning with SI for all centers are higher than those with naive continual learning. This is because SI aims to preserve important network weights, which endows the network resistance to drastic performance changes (conservative), while preserving learned knowledge. Fig. 6 demonstrates the importance of SI in SVCL, where communication between two neighboring centers is minimum.

In the seven-center multilateral collaboration using ICL, SI is no longer necessary as demonstrated by Fig. 7. This is because the shared model revisits each center to enhance learned knowledge from that center. As described in Subsection 2.5, ICL fundamentally is the same as conventional learning on mixed data, but with a very large “batch” containing multiple copies of data from each center. Using ICL, the final model performance is very close to that trained from mixed data, with identical sensitivity but higher overall computational cost and lightly worse precision. As centralized federated learning methods [10–14] ideally can approach to (but not exceed) the upper performance limit (training from mixed data) regarding BM identification accuracy and our ICL method has already almost reached the upper limit, the comparison of ICL-based peer-to-peer federated learning with centralized federated learning is not necessary in this work. But our proposed ICL-based peer-to-peer federated learning has drastically lower communication cost, since 6 communications only are needed between two neighboring centers. In addition, the number of collaborative centers for medical applications is much lower than that of mobile devices in IT-industrial applications, which is typically thousands to millions. With such low communication cost, developing new software frameworks for federated learning is not necessary, since manually sharing the same preprocessing pipeline, deep learning training framework, and trained models is feasible.

In the state-of-the-art deep learning BM identification methods summarized in [58], although high sensitivity above 0.9 has been achieved, AFPR stays higher than 9.0 for all the deep learning methods [46], [49], [59], as summarized in Tab. 2 of [58]. If the AFPR is lower than 1, the sensitivity is only 0.82 [41]. The best performance reported so far is by Lu et al. [60], achieving a sensitivity of 0.957 and an AFPR of 0.5. But the method in [60] requires 1288 patients with paired CT and MRI volumes for training. With ICL-based peer-to-peer federated learning, each center only needs to provide 100 volumes for training and the shared model can improve the sensitivity from 0.701 to 0.914, while keeping AFPR lower than 0.7, which is comparable/approaching to the record [60]. This highlights the benefit of peer-to-peer federated learning.

In this work, all the volumes from different simulated centers are actually acquired from one center. In practice, datasets from different centers may have different features because of scanners from different vendors, with different magnetic field intensities (Tesla), or even with different imaging sequences. Such data heterogeneity has not been investigated, which is one limitation of this work. Continual learning on heterogeneous data for multicenter collaboration needs further investigation. In general, acquiring data using the same image sequence category (e.g., the IR-CRE sequences [54]) and preprocessing data with the same pipeline (e.g., skull stripping, intensity normalization and volume/voxel size uniformization) are believed to reduce the gap among different centers.

5 Conclusion
Continual learning naively without SI (transfer learning) and with SI both can improve BM identification sensitivity for centers with limited amount of data. SI is effective to improve automatic BM identification for peer-to-peer federated learning, when minimum communication is desired (i.e., SVCL). ICL achieves comparable BM identification performance to that when all the data from different centers are shared/mixed, while the number of communications between two centers can still be low. In conclusion, continual learning is an effective approach to peer-to-peer federated learning, which has very important value for multicenter collaboration on deep learning applications.

Human and Animal Research Disclosure: Ethical review and approval was not required for the study on human participants in accordance with the local legislation and institutional requirements. The patients/participants provided their written informed consent to participate in this study.
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