A Model for Correcting the Pressure Drop between Two Monoliths
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Abstract: This paper is concerned with the modeling of the pressure drop through monolith honeycombs. Monolith substrates are promising for the intensification of catalytic processes, especially because of their low back-pressure. There have been several improvements in the modeling of monolith reactors during the last decade, most of them focused on a single substrate configuration, while research in multiple substrates in a single reactor is still sparse. One example is the so-called “minor losses”, such as those because of the flow entering and leaving a substrate. Both phenomena interact when two monoliths are placed close in series, and the extra losses produced by them may become relevant when relatively short monoliths are used. In this paper, a spatially resolved computational model of monolith channels arranged in series is used to compute the extra pressure drop because of the flow leaving one substrate and entering the next one downstream. Several Reynolds numbers and spacing lengths for the channels between substrates are investigated. According to the results, for close-coupled monoliths, the inlet and outlet effects produce a negligible pressure drop compared to that in a single monolith configuration. This phenomenon can be accounted for by introducing a correction factor. The magnitude of the correction factor depends on the channel’s Reynolds number, diameter, and spacing length. A model for such a factor is proposed. The model accurately predicts the trend and magnitude of the correction factor.
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1. Introduction

Monolith honeycombs are solid pieces with several channels running in parallel that are widely used as catalyst support [1–3]. Early monolith reactors in car catalytic converters were typically a single monolith in a carcass [4–6]. Now, it is common to find applications with two or more monoliths in series, for example, in automotive exhaust gas after-treatment systems, steam reforming and methanol synthesis [7–10]. Monoliths present several advantages compared to other catalyst supports. Some of them are low flow resistance, good temperature distribution, and excellent structural integrity. During the last decades, monoliths have been tested in several other industrial applications, such as hydrogenation, peroxide oxidation, and low-temperature Fischer–Tropsch [11–13]. 3D-printing and advanced computational models have opened a door for novel substrate configurations, which, in turn, require advanced modeling for systematic optimization [14–18]. One of the main advantages that make monoliths suitable for process intensification is their practically linear relationship between pressure drop and flow rate.

In simple terms, the pressure drop through a single honeycomb can be computed as in Equation (1), where \( \Delta p_c \) is the pressure drop inside of the substrate and \( \Delta p_i \) and \( \Delta p_o \) are the head losses because of the flow entering and leaving the substrate respectively [19].

\[
\Delta p = \Delta p_i + \Delta p_c + \Delta p_o
\]  

(1)

For a long monolith, \( \Delta p_c \) dominates, so the other terms of Equation (1) can be neglected. On the other hand, although \( \Delta p_i \) and \( \Delta p_o \) are usually classified as “minor losses”,
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they depend quadratically on the velocity, so, can become significant at high flow rates in a 
multiple substrate configuration, especially for monoliths [20,21]. According to previous 
works, \( \Delta p_i \) and \( \Delta p_o \) can be modeled as porous jumps [22]. That is, a sudden dissipa-
tion of mechanical energy once the flow passes through the inlet and outlet faces of the 
substrate. Such an approach has a convenient trade-off between simplicity and accuracy 
but arises questions about the flow behavior when it leaves a substrate and then enters 
another one placed at a close distance downstream. After leaving the first substrate, the 
flow progressively develops depending on the channel Re and the operating conditions. 
Hettel et al. [23] reported a detailed visualization of such a phenomenon. It can be seen 
that under some circumstances, it may not be reasonable to assume that the head losses 
because of the flow leaving the substrate take place suddenly, right at the outlet face of the 
monolith, especially when there is another monolith downstream. If the spacing between 
the substrates is short, then, the flow pattern from the outcome of the first substrate is 
modified by the presence of the second substrate, affecting the pressure drop. That topic 
has not been addressed and is the motivation of this research. This paper has as objective 
to study and model the pressure drop in the transition between two monoliths arranged 
in series separated by a short distance. The phenomenon is highly dependent on the 
interaction between the solid and fluid phases, hence, a spatially resolved geometry is 
necessary. In that line, a channel scale computational fluid dynamics model was used. The 
results are presented in terms of pressure and velocity fields. A new model for correcting 
the pressure drop that considers the length of spacing between substrates is proposed.

2. Computational Model

The domain was composed of two monolith channels placed in series, as shown in 
Figure 1. The monoliths were considered to have straight square cross-section channels, 
with 1.1 mm as hydraulic diameter \( (D) \) and 0.16 mm as wall thickness \( (L_w) \). The resulting 
substrate void fraction \( (\phi) \) was approximately 0.76. Such a configuration is fairly similar to 
those typically found in industrial applications [9,24]. The flow enters and leaves Channel 
1, then enters into Channel 2 after traveling a distance \( \delta \) through the spacing between the 
substrates. The length of Channel 1 was 14 mm long, which was sufficient to ensure fully 
a developed velocity profile at its outlet under all of the conditions tested in this paper. 
The gap between substrates \( (\delta) \) varied from \( 1D \) to \( 20D \) in length, depending on the case 
analyzed. The open section also had a square transverse shape, with \( D+L_w \) as the side. 
That is, the domain is the fundamental repetitive structure of the two substrates in series. 
The length of Channel 2 was \( 5D \), which prevented any boundary effect upstream in the 
zone of interest of this work.

![Figure 1. Schematic of the domain. \( P_1 \) and \( P_2 \) are transverse planes at the outlet of Channel 1 and 
inlet of Channel 2, respectively.](image)

The investigated channel Re were substantially below the critical one, hence, a laminar 
regime was assumed. There is evidence in the literature that even when the flow approach-
ing a monolith is highly turbulent, it quickly turns to laminar inside of the channels when 
they operate in a sub-critical condition [25,26].

According to the literature, turbulence may arise also when laminar flow leaves a 
monolith [27]. Eventual changes in the flow regime in that area were investigated by using
Large Eddy Simulation (LES). This is addressed in more detail later in Section 2.2. For the laminar steady model, the mass and momentum conservation equations were [28]:

$$\frac{\partial (\rho u_i)}{\partial x_i} = 0$$  \hspace{1cm} (2)

$$\frac{\partial (\rho u_i u_j)}{\partial x_j} = -\frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - \frac{2}{3} \frac{\partial u_i}{\partial x_i} \delta_{ij} \right]$$ \hspace{1cm} (3)

Notice that all the transport equations in this paper are written in index/suffix notation [29]. The boundary conditions for the laminar case were a prescribed homogeneous velocity for the inlet of Channel 1 and atmospheric pressure at the outlet of Channel 2. The walls of the channels and those representing the frontal and rear faces of the substrates were set as no-slip surfaces. In the open section, the four boundaries (top, bottom, left, and right) were considered free shear surfaces, that is, symmetry planes. The operating fluid was considered atmospheric air at 300 K. The density of the fluid ($\rho$) was computed by using the ideal gas law and the viscosity ($\mu$) according to the kinetic theory of gases [30]. The domain was discretized into a fully orthogonal and homogeneous hexahedral mesh. Since the size of the domain increased together with the length of the gap between substrates, the number of elements of the domain also changed according to the spacing length analyzed, ranging from 1,645,056 to 3,783,168 for the shortest and longest domain, respectively. The size of the elements was kept the same for all the meshes. The problem was implemented in ANSYS Fluent 2021R1 [31], in a 64-core HPC server with two AMD EPYC 7452 CPUs and 256 GB in RAM. A second-order up-wind scheme was used for momentum and the SIMPLE algorithm for the pressure–velocity coupling [32,33]. The stop condition of the simulations was having scaled residuals with a value below $10^{-6}$, together with a stable value for the total pressure drop and maximum velocity magnitude. Those variables are sensitive to the grid quality and relevant for the focus of this paper.

2.1. Grid Quality

The grid independence of the solution was investigated with a channel Re of 200 and spacing between the substrates equivalent to $20D$, which should be the most critical condition among those considered in this study. Two grid versions were tested. The first one, referred to as “the original grid”, was that with 3,783,168 elements previously described in Section 2. The second one named “the refined grid”, came from taking the original grid and homogeneously reducing the element’s size, in order to obtain approximately four times more elements, leading to 14,943,513 control volumes. The simulations with the two grids ran until converging. After analyzing the results, the maximum wall $y^+$ observed in both cases was below one, the pressure drop and maximum velocity from both grids differed in less than 0.01%, which is fairly negligible, hence, the study continued using the element size of the original mesh.

The quality of the solution was also investigated by calculating the hydraulic entrance length ($L_H$) and Darcy’s friction factor ($f$) in the fully developed region inside of Channel 1. For $L_H$, the velocity along of the center line of the domain was analyzed. The entrance length was considered to be the distance from the inlet of the channel where the velocity reaches 99% of its asymptotic value, as usual [34]. For the case in Figure 2, which corresponds to a channel Re of 200, the value of $L_H / D \cdot Re$ gave 0.0502, which is fairly similar to the classical 0.05 for asquare pipe with a flat inlet velocity profile [35]. According to the Hagen–Poiseuille equation, $f$ can be computed as $2\Delta pD / \Delta x u_c^2$, where $u_c$ is the channel velocity, $\Delta x$ is the length of an arbitrary piece of channel placed in the fully developed region, and $\Delta p$ is the mass-weighted average $p$ across of the channel transverse section [36]. For the case in Figure 2, $f$ in the fully developed region was computed considering a length of $\Delta x = D$. A value of $f = 0.284$ was obtained, which leads to $f \cdot Re = 56.8$. Such a value differs in less than 0.2% when compared to the 56.9 reported in the literature for square pipes [37].
Figure 2. Comparison of the results from the laminar and LES models. For LES, the values correspond to the final steady state solution. Channel Re was 200. $p_T$ is total pressure, $p_S$ is static pressure, and $u$ is velocity magnitude. For this figure, $p_T$, $p_S$, and $u$ were taken from the center line along of the domain; hence, are local values but non-dimensionalized by using the channel velocity.

2.2. Corroboration of the Flow Regime

A preliminary analysis was briefly performed in order to corroborate the assumption of steady flow through the entire domain. According to the literature, turbulence may arise as a result of the flow passing around the last part of the substrate walls, or because of the flow behaving as a jet when leaving the channels. Previous works showed that the conditions necessary for those phenomena to take place are not met in this investigation [38]. However, that was investigated in a single substrate configuration and may not be valid for substrates in series. The same scenario as in Section 2.1 was investigated, but using LES instead of a laminar flow model. LES is a high level computational technique, able to predict transitions in the flow regime, from laminar to turbulent and viceversa [39,40]. Turbulent flow is characterized by the presence of a vortex cascade superimposed on the main flow stream. In LES, the large and energetic vortices—or eddies—are resolved directly, while those smaller are modeled in the subgrid domain. In LES, the flow is assumed unsteady and the variables in the resolved and sub-grid scale must be treated separately; hence, the notation in Equations (4)–(8) is exclusive to this section. The mass and momentum balances for LES were the following:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u_i)}{\partial x_j} = 0 \tag{4}
\]

\[
\frac{\partial \pi_i}{\partial t} + \overline{u_j} \frac{\partial \pi_i}{\partial x_j} = -\frac{1}{\rho} \frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \frac{\partial \pi_i}{\partial x_j} + \frac{1}{\rho} \frac{\partial \tau_{ij}}{\partial x_j} \right) \tag{5}
\]

The variables with an overline are those from the resolved scale after applying the size filter [39]. The term $\tau_{ij}$ was computed as follows:

\[
\tau_{ij} = \frac{2}{3} \rho k_{sgs} \delta_{ij} - 2 C_k k^{1/2} \Delta_f S_{ij} \tag{6}
\]
In Equation (6), $k_{sgs}$ is the subgrid-scale kinetic energy, which was modeled with the DKE model [41]. In this subgrid model, $k_{sgs}$ is treated as a conservative quantity, with the following transport equation:

$$\frac{\partial (\rho k_{sgs})}{\partial t} + \frac{\partial (\rho \pi_j k_{sgs})}{\partial x_j} = -\tau_{ij} \frac{\partial u_i}{\partial x_j} - C_{el} \frac{k_{sgs}^{3/2}}{\Delta f} + \frac{\partial}{\partial x_j} \left( \frac{\mu_{sgs}}{\sigma_k} \frac{\partial k_{sgs}}{\partial x_j} \right)$$

(7)

where

$$\mu_{sgs} = \rho k_{sgs}^{1/2} \Delta f$$

(8)

Interested readers are referred to the following references for additional details about the parameters and sub-functions of the DKE model [28,41]. As mentioned, for LES, the domain with a gap between channels 20D long and a channel Re of 200 was considered. The grid was the one with 3,783,168 control volumes previously described in Section 2.1. In the inlet, $k_{sgs}$ was set as zero. In contrast with the laminar case, the four boundaries in the open section were set as periodic, mirroring top-bottom and left-right. That makes the model more sensitive to eventual turbulence triggering in that region [38]. The time step size was manipulated to obtain a CFL number below one, which led to values of the order of $10^{-5}$ s. The unsteady term was discretized with a bounded second-order accuracy implicit scheme and momentum by bounded central differencing [28]. The stop condition for every time step was having scaled residuals smaller than $10^{-4}$. The simulation was initialized by taking as a reference the inlet values, then ran. The simulation was planned to run for a time window sufficiently long for the flow to pass through the whole domain twice, then starting to collect data to monitor the average pressure and velocity fields. However, after approximately four thousand time steps ($\approx 41$ ms), the solution converged to a steady one. That is, the maximum and minimum value of the scaled residuals progressively decreased with every iteration, until observing no change between successive time steps. The solution obtained was practically the same as that when using the laminar flow model. Marks with the data from LES were included in Figure 2. The velocity and pressure fields, so the friction factor and pressure drop, from LES were fairly similar to those from the laminar case. After stopping the simulation, it was observed that $k_{sgs}$ was zero through all the domains. That corroborates that turbulence does not arise in the conditions of this study, so, the rest of the paper continued with a laminar flow model.

3. Results

This section summarizes the results obtained. Channel Re ranging from 50 to 200 and channels spacing between 1D and 20D were considered. The full list of the computational runs analyzed is shown in Table 1.

| N | Re | $\delta/D$ | N | Re | $\delta/D$ | N | Re | $\delta/D$ | N | Re | $\delta/D$ |
|---|----|-------------|---|----|-------------|---|----|-------------|---|----|-------------|
| 1 | 50 | 1           | 9 | 50 | 4           | 17 | 50 | 8           | 25 | 50 | 14          |
| 2 | 100| 1           | 10| 100| 4          | 18 | 100| 8           | 26 | 100| 14          |
| 3 | 150| 1           | 11| 150| 4          | 19 | 150| 8           | 27 | 150| 14          |
| 4 | 200| 1           | 12| 200| 4          | 20 | 200| 8           | 28 | 200| 14          |
| 5 | 50 | 1           | 13| 50 | 6          | 21 | 50 | 10          | 29 | 50 | 20          |
| 6 | 100| 2           | 14| 100| 6          | 22 | 100| 10          | 30 | 100| 20          |
| 7 | 150| 2           | 15| 150| 6          | 23 | 150| 10          | 31 | 150| 20          |
| 8 | 200| 2           | 16| 200| 6          | 24 | 200| 10          | 32 | 200| 20          |

First, a qualitative analysis was performed. Figure 3 shows the velocity field along the center plane of the domain for an increasing Re, at a constant spacing between channels. Clearly, the flow profile inside of square channels is not axially symmetrical, however, the center planes contain the maximum velocity and are useful to provide an insight of the flow development [42,43]. It can be seen from the figure that in the case of Re = 50, a distance of
$x/D = 4$ is sufficient for the flow to achieve a reasonably flat velocity profile in the open section. The scaled average velocity in that area should be $u/uc = \phi = 0.76$, which lies in the green area of the color scale, corroborating the expected asymptotic velocity. This is also consistent with the scaled velocity in Figure 2. Under these circumstances, it is reasonable to assume that the formulas to estimate $\Delta p_i$ and $\Delta p_o$ in a single monolith configuration are still valid because the flow in both channels do not interact. For the other cases, a convex velocity profile remained after exiting the channel for a distance that increased together with Re. Here, interactions between the flow leaving Channel 1 and entering Channel 2 do occur. This was especially noticeable in the case with Re = 200, where the viscous core of Channel 1 is fully connected to that of Channel 2.

**Figure 3.** Effect of increasing Re at a constant spacing between substrates. Channel Re 50, 100, 150, and 200 from top to bottom. The contours are from planes along of the center of the domain.

Figure 4 shows the velocity field at a constant Re for several spacing lengths. The interaction of the flow in both channels is more evident in the case with the shortest spacing, where the flow passes from one channel to the other remaining almost unaltered along of the gap. In such a case, calculating the pressure drop in the transition between the substrates ($\Delta p_{i/o}$) as the summation of $\Delta p_o$ of Channel 1 and $\Delta p_i$ of Channel 2 clearly results in an overestimation. That is explained by the fact that there is not sufficient space for the arrangement of the flow lamina after leaving the first substrate, so, the collision of the flow with the frontal face of the second substrate is partially diminished. This attenuating effect on $\Delta p_{i/o}$ seems to progressively decrease as the spacing between substrates increases (or Re decreases), until the point where it becomes negligible, and $\Delta p_{i/o}$ equals $\Delta p_i + \Delta p_o$.

**Figure 4.** Effect of increasing the spacing between substrates at a constant Re. Re = 200. The contours are from planes along of the center of the domain.
Both $\Delta p_i$ and $\Delta p_o$ for a single monolith configuration can be estimated by using Equations (9) and (10). In the equations, $f_1$ and $f_2$ are polynomials that depend on the channel cross-section shape and substrate void fraction. All were taken from [19].

$$\Delta p_i = f_1 |_{i} \mu u_c + f_2 |_{i} \frac{1}{2} \rho u_c^2$$  \hspace{0.5cm} (9)$$

$$\Delta p_o = f_2 |_{o} \frac{1}{2} \rho u_c^2$$  \hspace{0.5cm} (10)$$

The value of $\Delta p_{i/o}$ can be also quantified from the CFD results by using in Equation (11), where $P_1$ is a plane at the rear face of Channel 1, $P_2$ that at the frontal face of Channel 2, and $A$ is the transverse area of the respective cross-sections (see Figure 1). In the equation, $p_T$ is the total pressure (static plus dynamic) and is weighted by the mass flow across of the respective transverse section, which is necessary to keep consistency with the momentum balance and to compute the correct head losses when the velocity profile or flow area are non-constant.

$$\Delta p_{i/o} = \frac{\int_A \rho u p_T dA \bigg|_{P_1}}{\int_A \rho u dA \bigg|_{P_1}} - \frac{\int_A \rho u p_T dA \bigg|_{P_2}}{\int_A \rho u dA \bigg|_{P_2}}$$  \hspace{0.5cm} (11)$$

Figure 5 shows $\Delta p_{i/o}$ for several channel Re and spacing lengths. Consistently with the observed velocity fields, the pressure drop between substrates increases together with Re and gap length. The curves in the figure show a decreasing sensitivity as the gap length increases. It is also corroborated from the CFD data that the asymptotic value of every curve corresponds to $\Delta p_i + \Delta p_o$ for a given Re. This happens when the spacing between substrates is sufficient to achieve a developed profile in the open section, allowing us to treat the flow leaving the first substrate and entering into the second one essentially as two fully decoupled phenomena.

![Figure 5](image-url)  
**Figure 5.** Pressure drop in the spacing between substrates for several channel Re and spacing lengths. The dashed lines are $(\Delta p_i + \Delta p_o)$ from Equations (9) and (10).

The data in Figure 5 was non-dimensionalized according to Equation (12) and plot in Figure 6. The x-axis was put in log-scale to emphasize the non-asymptotic part of the
It should be noticed that \( x^* \) is defined identically as the classical \( x^+ \), however, for consistency in the notation, a star was used as superscript in all of the dimensionless variables in this paper. It is also important to mention that the gap between channels was computed as \( \delta = x - x_0 \), where \( x_0 \) is the axial position of the exit of Channel 1. For simplicity, \( x_0 = 0 \) was used as reference, leading to an equivalent definition for \( x^* \) and \( \delta^* \), but the conceptual difference between the two variables must be distinguished.

\[
x^* = \frac{x}{D \cdot \text{Re}} \quad \Delta p^*_i = \frac{\Delta p_i}{\frac{1}{2} \rho u_c^2} \quad \Delta p^*_o = \frac{\Delta p_o}{\frac{1}{2} \rho u_c^2} \quad \Delta p^*_{i/o} = \frac{\Delta p_{i/o}}{\frac{1}{2} \rho u_c^2} \quad \delta^* = \frac{x}{D \cdot \text{Re}}
\]  

(12)

Figure 6. Dimensionless pressure drop between substrates. The dashed lines are the respective \((\Delta p^*_i + \Delta p^*_o)\) values for each Re.

It seems that all of the curves in Figure 6 can be projected towards the same source point. Regarding the asymptotic value, it corresponds to the respective \((\Delta p^*_i + \Delta p^*_o)\) for each of their respective Re, similar to their counterpart data with dimensions (see Figure 5). It can be noticed from the figure that all of the curves reach the 0.99 of their asymptotic value at approximately the same value of \( \delta^* \). Such a behavior is typical of a first-order linear differential system as that in Equation (13).

\[
\tau_c \zeta' + \zeta = k_c \eta
\]  

(13)

where \( \tau_c \) and \( k_c \) are constants, \( \zeta \) is \( \Delta p^*_{i/o} \) and \( \eta \) is \((\Delta p^*_i + \Delta p^*_o)\). That ordinary differential equation can be easily solved by using Laplace transform or an exponent integrating factor, leading to an algebraic solution as that in Equation (14) \([44,45]\).

\[
\Delta p^*_{i/o} = k_c [1 - e^{-\tau_c \delta^*}] (\Delta p^*_i + \Delta p^*_o)
\]  

(14)

The values for \( k_c \) and \( \tau_c \) can be obtained by a least square fit between Equation (14) and the data in Figure 6 \([46]\). The fitting gives the following values with their 95% confidence intervals \( k_c = 1.03 \pm 0.04 \) and \( \tau_c = 45.92 \pm 0.15 \). Analyzing the equation, \( k_c [1 - e^{-\tau_c \delta^*}] \) works as a sort of correction factor \((f_2)\), which asymptotic value is precisely \( k_c \). Taking
into account its confidence interval, \( k_c \) is reasonably close to the unit, so, if \( \delta^* \to \infty \), then \( \Delta p_{i/o}^* \to (\Delta p_i^* + \Delta p_o^*) \), as expected.

It is interesting to find out from what spacing length a correction to the pressure drop is not needed. Let us define that a 1% error in the dimensionless pressure drop is acceptable. Dropping \( k_c \), such an accuracy is achieved approximately when \( 1 - e^{-\tau_c \delta^*} \) \( \approx 0.99 \). Solving for \( \delta^\ast \), it gives approximately \( \delta^* = 0.1 \) (notice that this value can be read from Figure 6 also). That is, if the spacing between substrates meets \( \delta > 0.1D \cdot \text{Re} \), then, no correction factor is needed and \( \Delta p_{i/o}^* \) is reasonably approximated by \( (\Delta p_i^* + \Delta p_o^*) \). Notice that \( f_\delta \) is dimensionless, hence, it can be applied to both \( \Delta p \) or its non-dimensionalized version \( \Delta p^\ast \), as follows:

\[
f_\delta = \frac{\Delta p_{i/o}}{\Delta p_i + \Delta p_o} = \frac{\Delta p_i^*}{\Delta p_i^* + \Delta p_o^*} = 1 - \exp(-\tau_c \delta / D \cdot \text{Re})
\]  

(15)

Figure 7 shows the data from CFD together with the prediction from the proposed model in Equation (14). In the plot, \( k_c \) was assumed to be one. The agreement remained fairly reasonable for the curves of all of the cases analyzed. Finally, a correlation plot is shown in Figure 8. It can be seen that all of the predicted values are consistent both in magnitude and trend with the CFD. All of them are placed in the 45° line region also.

Finally, Table 2 summarizes the criterion to consider that the spacing length is short, intermediate, or long, together with the correction factor proposed for every case.

| Gap Length (\( \delta \)) | Correction (\( f_\delta \)) | \( \Delta p_{i/o} \) |
|--------------------------|----------------------------|-------------------|
| \( \delta \geq 0.1D \cdot \text{Re} \) | 1 | \( \Delta p_i + \Delta p_o \) |
| \( 0.1D \cdot \text{Re} > \delta > 0.001D \cdot \text{Re} \) | \( 1 - \exp(-45.92\delta / D \cdot \text{Re}) \) | \( f_\delta(\Delta p_i + \Delta p_o) \) |
| \( 0.01D \cdot \text{Re} \geq \delta \) | 0 |

Table 2. Range of application of the proposed model.

![Figure 7. \( \Delta p_{i/o} \) from the CFD data compared to that of the proposed model.](image-url)
The model was calibrated for square straight channels, but, in industrial applications, there are substrates with triangular, circular, hexagonal, and other channel shapes also [47–50]. For those cases, the values for $k_c$ and $\tau_c$ may differ from those presented in Table 2. When comparing other relevant variables for different channel shapes, such as friction factor and Nusselt number, it can be noted that their values typically vary by the same order of magnitude [35,37]. Based on that, it can be expected that this model still may provide an approximation for correction factors for other channel geometries. However, if high accuracy is required, then the model must be properly calibrated for each specific channel shape.

4. Conclusions

The pressure drop between two monoliths with identical cell densities was investigated by using a computational model. In substrates in an in-series configuration, if the spacing between substrates is sufficiently long, then the flow leaving one substrate and entering into the next one can be treated as two separated phenomena. If the substrates are close-coupled, then a correction factor is needed to compute the correct pressure drop in the gap. The correction factor increases together with the gap length and decreases with the channel Re. A model that describes accurately the trend and magnitude of such a factor is proposed. The correction factor ranges between zero and one. If the gap length is greater or equal than $0.1D \cdot Re$, then no correction is needed. On the other hand, if that length is smaller or equal to $0.001D \cdot Re$, then the pressure drop because of the flow leaving one substrate and entering the next one can be neglected. For the cases in between, if the correction is not considered, then the aforementioned head losses are overestimated.

The generation of turbulence because of the flow leaving the monolith was also analyzed by using LES. According to the results, placing the two monoliths in series and separated by a long distance did not affect the flow regime in the open area between them. This was analyzed for substrates inline and may not apply in other circumstances.

The results and models presented in this paper are consistent with the expected from a theoretical standpoint, however, further experimental validation is recommended. The
model may provide an estimation for the value of the correction factor for other channel shapes, but that still needs to be corroborated.
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**Nomenclature**

\[
\begin{align*}
D & \text{ Channel hydraulic diameter, m} \\
f & \text{ Darcy friction factor, -} \\
f_1, f_2 & \text{ Model parameters, -} \\
f_s & \text{ Correction factor, -} \\
k_c & \text{ Model parameter, -} \\
k & \text{ Turbulence kinetic energy, m}^2/s^2 \\
k_{sgs} & \text{ Sub-grid turbulence kinetic energy, m}^2/s^2 \\
L_w & \text{ Substrate wall thickness, m} \\
L_H & \text{ Hydraulic entrance length, m} \\
p & \text{ Pressure, Pa} \\
p_T & \text{ Total pressure, Pa} \\
p_S & \text{ Static pressure, Pa} \\
\Delta p_c & \text{ Pressure drop inside of the substrate, Pa} \\
\Delta p_i & \text{ Pressure drop when entering the substrate, Pa} \\
\Delta p_o & \text{ Pressure drop when leaving the substrate, Pa} \\
\Delta p_{i/o} & \text{ Combined effect of } \Delta p_i \text{ and } \Delta p_o, \text{ Pa} \\
Re & \text{ Reynolds number, -} \\
t & \text{ Time, s} \\
u & \text{ Velocity magnitude, m/s} \\
u_c & \text{ Channel velocity, m/s} \\
\delta & \text{ Length of the gap between substrates, m} \\
\delta_{ij} & \text{ Kronecker delta, -} \\
\phi & \text{ Substrate void fraction, -} \\
\rho & \text{ Fluid density, kg/m}^3 \\
\tau_c & \text{ Model parameter, -} \\
\mu & \text{ Fluid viscosity, Pa·s} \\
\mu_{sgs} & \text{ Sub-grid turbulence viscosity, Pa·s}
\end{align*}
\]
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