EXTREMAL BEHAVIOUR OF HITTING A CONE BY CORRELATED BROWNIAN MOTION WITH DRIFT
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Abstract: This paper derives an exact asymptotic expression for

\[ \mathbb{P}_{x_u} \{ \exists_{t \geq 0} X(t) - \mu t \in \mathcal{U} \}, \text{ as } u \to \infty, \]

where \( X(t) = (X_1(t), \ldots, X_d(t))^\top, t \geq 0 \) is a correlated \( d \)-dimensional Brownian motion starting at the point \( x_u = -\alpha u \) with \( \alpha \in \mathbb{R}^d \), \( \mu \in \mathbb{R}^d \) and \( \mathcal{U} = \prod_{i=1}^d [0, \infty) \). The derived asymptotics depends on the solution of an underlying multidimensional quadratic optimization problem with constraints, which leads in some cases to dimension-reduction of the considered problem. Complementary, we study asymptotic distribution of the conditional first passage time to \( \mathcal{U} \), which depends on the dimension-reduction phenomena.
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1. Introduction

Consider \( X(t) - \mu t, t \geq 0 \), a correlated \( d \)-dimensional Brownian motion with drift, where \( X(t) = AB(t), A \in \mathbb{R}^{d \times d} \) is a non-singular matrix, \( B(t) = (B_1(t), \ldots, B_d(t))^\top, t \geq 0 \) is a standard \( d \)-dimensional Brownian motion with independent coordinates and \( \mu = (\mu_1, \ldots, \mu_d)^\top \in \mathbb{R}^d \).

The probability

\[ \mathbb{P}_x \{ \exists_{t \geq 0} X(t) - \mu t \in \mathcal{U} \} \]

that starting at the point \( x \in \mathbb{R}^d \), the process \( X(t) - \mu t \) enters the set \( \mathcal{U} \subset \mathbb{R}^d \) in a finite time, is of interest both for theory-oriented studies and for applied-mathematical problems as, e.g., heat and mass diffusion, photon absorption or chemotaxis. Due to the complexity of (1), still only some fragmentary results focusing on the special case of mutually independent coordinates (i.e., for \( A \) being the identity matrix) or on particular structures of \( \mathcal{U} \) are available. We refer, e.g., [1] for the asymptotic analysis, as \( r := \|x\| \to \infty \), of (1) for \( A \) the identity matrix, some compact \( \mathcal{U} \), and appropriately chosen drifts, see also [2, 3]. Somehow related problem for the exit time from a cone for a (noncorrelated) multidimensional Brownian motion with drift was considered in [4] and references therein; see also [5] for the case of \( \mathcal{U} \) being a Weyl chamber.

This contribution is concerned with investigation of (1) for the model allowing correlation between the Brownian components. More precisely, we investigate the asymptotics of probability that in infinite-time horizon, the process \( X(t) - \mu t, t \geq 0 \), starting at point \( x_u := (-\alpha_1 u, \ldots, -\alpha_d u)^\top \) with \( \alpha_i \in \mathbb{R}, 1 \leq i \leq d, u > 0 \), enters the cone \( \mathcal{U} = \prod_{i=1}^d [0, \infty) \), that is

\[ P(u) := \mathbb{P}_{x_u} \{ \exists_{t \geq 0} X(t) - \mu t \in \mathcal{U} \}, \text{ as } u \to \infty. \]
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Our results allow for considering other sets in (2), as e.g., polyhedral cones \( \{ x \in \mathbb{R}^d : Mx \geq 0 \} \), where \( M \) is a \( d \times d \) non-singular matrix. Indeed, by a linear transformation of \( M \), we can reduce the problem of hitting the polyhedral cone to (2), namely

\[
P_{x_u} \left\{ \exists t \geq 0 X(t) - \mu t \in \{ x \in \mathbb{R}^d : Mx \geq 0 \} \right\} = P_{x_u} \left\{ \exists t \geq 0 MX(t) - M\mu t \in \prod_{i=1}^{d} [0, \infty) \right\},
\]

with \( x_u = Mx_u \).

Since we are interested in the case that \( \lim_{u \to \infty} P(u) = 0 \) we shall assume that there exists some \( 1 \leq i \leq d \) such that

\[
\alpha_i > 0, \quad \mu_i > 0.
\]

Using that

\[
P(u) = P_{0} \left\{ \exists t \geq 0 \bigcap_{i=1}^{d} \{ X_i(t) - \mu_i t > \alpha_i u \} \right\}
\]

this paper contributes also to extreme value problems of vector-valued stochastic processes.

Complementary, we investigate distributional properties of the passage time of \( X(t) - \mu t \) to \( U \), for \( \| x_u \| \to \infty \) as \( u \to \infty \), given that the multivariate process has ever entered the upper quadrant. Specifically, for

\[
\tau_u = \inf \{ t \geq 0 : X(t) - \mu t > \alpha u \}
\]

\((X(0) = 0)\) we are interested in the approximate distribution of \( \tau_u \mid \tau_u < \infty \) as \( u \to \infty \).

In the 1-dimensional setup it is well-known that for \( \alpha, \mu \) positive

\[
P(u) = P_{0} \left\{ \sup_{t \geq 0} (B_1(t) - \mu t) > \alpha u \right\} = e^{-2\alpha \mu u},
\]

where from this point on we write \( \mathbb{P} := P_{0} \). Further, in view of [6] we have that

\[
\lim_{u \to \infty} \mathbb{P} \left\{ \alpha^{-1/2} \mu^{3/2} (\tau_u - \alpha u/\mu) / \sqrt{u} \leq s \mid \tau_u < \infty \right\} = \Phi(s), \quad s \in \mathbb{R},
\]

with \( \Phi \) the distribution function of an \( \mathcal{N}(0,1) \) random variable. Normal or exponential approximations for 1-dimensional Gaussian counterparts of the considered model in this contribution are discussed in [6–8].

In the case \( d \geq 2 \), both the approximation of \( P(u) \) and the approximate distribution of \( \tau_u \mid \tau_u < \infty \) depend on the solution of a related quadratic optimization problem. In particular, in the light of [9][Theorem 1], the logarithmic asymptotics of (2) can be derived and takes the following form (hereafter \( \sim \) means asymptotic equivalence as \( u \to \infty \))

\[
- \ln P(u) \sim \frac{\hat{g}}{2} u, \quad \hat{g} = \inf_{t \geq 0} g(t),
\]

with

\[
g(t) = \frac{1}{t} \inf_{v \geq \alpha + \mu t} v^\top \Sigma^{-1} v, \quad \Sigma = AA^\top.
\]

Clearly, (5) is of no use for the approximation of the conditional passage time \( \tau_u \mid \tau_u < \infty \) as \( u \to \infty \).

Our main result presented in Theorem 3.1 shows that

\[
P(u) \sim C_{I} \mathcal{H}_{I} u^{\frac{1-m}{2}} e^{-\frac{\hat{g}}{2} u},
\]
where \( C_I > 0, m \in \mathbb{N} \) are known constants and \( \mathcal{H}_I \) is a multidimensional counterpart of the celebrated Pickands constant that appears in the extreme value theory of Gaussian random fields; see e.g., [10–17]. In Theorem 3.3 we derive approximation of the conditional passage time.

One of the findings of this paper is that the set of indexes \( \{1, \ldots, d\} \) of the vector-process \( X \) can be partitioned into three subsets \( I, J, K \). The index set \( I \) determines \( m, \bar{g} \) and \( \mathcal{H}_I \) in the asymptotics (7), whereas both \( I \) and \( K \) determine the constant \( C_I \). Moreover, the set \( J \), whenever non-empty, contains indices that do not play any role in our asymptotic consideration. Interestingly, the limit distribution of the conditional passage time derived in Theorem 3.3 is Gaussian only if \( K = \emptyset \).

Our investigation shows that for \( d \geq 2 \), the problem (2) is surprisingly hard even for the seemingly simple case of independent components, that is with \( A \) being the identity matrix. Besides, solving this particular case does not reveal the essential ingredients that determine the asymptotics of \( P(u) \) in the general case where \( A \) is not the identity matrix.

The strategy of the proof of the main result, given in Theorem 3.1, although in its roots based on the double sum technique developed in 1-dimensional setting for extremes of Gaussian processes and fields (see, e.g. [10–12]), needed new ideas that in several key steps of the argumentation significantly differ from methods used in 1-dimensional case. In particular, one of difficulties is the lack of Slepian-type inequalities that could be applied in our vector-valued setting. Notice also that the standard techniques utilized for proving the negligibility of the double-sum, as e.g., in [12], do not work in the general \( d \)-dimensional vector-valued case. Other difficulty lies in analysis of the multidimensional Pickands constants \( \mathcal{H}_I \). Establishing its finiteness and positivity requires significant efforts. The developed in this paper approach opens some possibilities for its application to asymptotic analysis of some related functionals of vector-valued Gaussian processes.

In this contribution we present a full general picture and a complete solution of the problem at hand by developing new techniques building up on asymptotic theory, convex optimization and probability theory. Additionally, we analyze in details some special cases including the case of independent components, the homogeneous case when \( \alpha_j = \alpha \) and \( \mu_j = \mu \) for all \( j \) and the case with negatively associated components. Moreover, we discuss several interesting special cases when \( d = 2 \).

We organise the paper as follows. The next section fixes the notation and presents some preliminary findings. The main results with examples are presented in Section 3, with detailed proof relegated to Section 4. Detailed analysis of the related optimization problem and some technical proofs are displayed in Appendix.

2. Preliminaries

All vectors here are \( d \)-dimensional column vectors written in bold letters with \( d \geq 2 \). For instance \( \alpha = (\alpha_1, \ldots, \alpha_d)^\top \), with \( ^\top \) the transpose sign. Operations with vectors are meant component-wise, so \( |x| = (|x_1|, \ldots, |x_d|)^\top \) and \( \lambda x = x\lambda = (\lambda x_1, \ldots, \lambda x_d)^\top \) for any \( \lambda \in \mathbb{R}, x \in \mathbb{R}^d \). We denote

\[
0 = (0, \ldots, 0)^\top \in \mathbb{R}^d, \quad 1 = (1, \ldots, 1)^\top \in \mathbb{R}^d.
\]

For any non-empty subset \( T \subset \mathbb{R} \), denote the inner set of \( T \) by \( T^\circ \) and its closure set by \( \overline{T} \). If \( I \subset \{1, \ldots, d\} \), then for a vector \( a \in \mathbb{R}^d \) we denote by \( a_I = (a_i, i \in I) \) a sub-block vector of \( a \). Similarly, if further \( J \subset \{1, \ldots, d\} \), for a matrix \( M = (m_{ij})_{i,j \in \{1, \ldots, d\}} \in \mathbb{R}^{d \times d} \) we denote by \( M_{IJ} = M_{I,J} = (m_{ij})_{i \in I, j \in J} \) the sub-block matrix of \( M \).
determined by $I$ and $J$. Further, write $M_{II}^{-1} = (M_{II})^{-1}$ for the inverse matrix of $M_{II}$ whenever it exists. The next lemma stated in [18] (see also [19]) is important for several definitions in the sequel.

**Lemma 2.1.** Let $M \in \mathbb{R}^{d \times d}, d \geq 2$ be a positive definite matrix. If $b \in \mathbb{R}^d \setminus (-\infty, 0]^d$, then the quadratic programming problem

$$P_M(b) : \text{minimize } x^\top M^{-1} x \text{ under the linear constraint } x \geq b$$

has a unique solution $\tilde{b}$ and there exists a unique non-empty index set $I \subseteq \{1, \ldots, d\}$ so that

\begin{align}
\tilde{b}_I &= b_I \neq 0_I, \quad M_{II}^{-1} b_I > 0_I, \\
\text{and if } \quad I^c = \{1, \ldots, d\} \setminus I \neq \emptyset, \text{ then } \tilde{b}_{I^c} &= -(M_{II})^{-1}(M_{II})_{I^c} b_I = M_{II}^{-1} b_I \geq b_{I^c}.
\end{align}

Furthermore,

\begin{align}
\min_{x \geq b} x^\top M^{-1} x &= \tilde{b}^\top M^{-1} \tilde{b} = b_I^\top M_{II}^{-1} b_I > 0, \\
x^\top M^{-1} b &= x_I^\top M_{II}^{-1} b_I = x_I^\top M_{II}^{-1} b_I, \quad x \in \mathbb{R}^d.
\end{align}

If $b = b_1, b \in (0, \infty)$, then $2 \leq z\{i : i \in I\} \leq d$.

Hereafter, the unique index set $I$ that defines the solution of the quadratic programming problems in question will be referred to as the *essential index set*.

For any fixed $t$, let $I(t) \subseteq \{1, \ldots, d\}$ be the essential index set of the quadratic programming problem $P_{\Sigma}(b(t))$ where

$$b(t) = \alpha + t\mu, \quad t \geq 0$$

and set

$$I(t)^c = \{1, \ldots, d\} \setminus I(t).$$

Next, we analyze the function $g$ defined in (6). Let us briefly mention the following standard notation for two given functions $f(\cdot)$ and $h(\cdot)$. We write $f(x) = h(x)(1 + o(1))$ or simply $f(x) \sim h(x)$, if $\lim_{x \to a} f(x)/h(x) = 1$ ($a \in \mathbb{R} \cup \{\infty\}$). Further, write $f(x) = o(h(x))$, if $\lim_{x \to a} f(x)/h(x) = 0$.

**Lemma 2.2.** We have $g \in C^1(0, \infty)$. Furthermore, $g$ is convex and it achieves its unique minimum at

\begin{equation}
t_0 = \sqrt{\frac{\alpha^\top \Sigma_{II}^{-1} \alpha}{\mu^\top \Sigma_{II}^{-1} \mu}} > 0,
\end{equation}

which is given by

\begin{equation}
g(t_0) = \inf_{t > 0} \inf_{v \geq \alpha + t\mu} \frac{1}{2} v^\top \Sigma^{-1} v = \frac{1}{t_0} b^\top \Sigma_{II}^{-1} b_I,
\end{equation}

with

$$b = b(t_0) = \alpha + t_0 \mu$$

and $I = I(t_0)$ being the essential index set corresponding to $P_{\Sigma}(b)$. Moreover,

\begin{equation}
g(t_0 \pm t) = g(t_0) + \frac{g''(t_0 \pm t)}{2} t^2 (1 + o(1)), \quad t \downarrow 0.
\end{equation}
The proof of Lemma 2.2 is displayed in the Appendix. Hereafter we shall use the notation \( b = b(t_0) \), and \( I = I(t_0) \) for the essential index set of the quadratic programming problem \( P_2(b) \). Furthermore, let \( \tilde{b} \) be the unique solution of \( P_2(b) \). If \( I^c = \{1, \ldots, d\} \setminus I \neq \emptyset \), we define the \textit{weakly essential} and the \textit{unessential index} sets by

\[
K = \{ j \in I^c : \tilde{b}_j = \Sigma_I^{-1} \Sigma_{II}^{-1} b_I = b_j \}, \quad \text{and} \quad J = \{ j \in I^c : \tilde{b}_j = \Sigma_I^{-1} \Sigma_{II}^{-1} b_I > b_j \},
\]

respectively. Set for \( t > 0 \)

\[
g_I(t) = \frac{1}{t} \alpha_I^\top \Sigma_{II}^{-1} \alpha_I + 2 \alpha_I^\top \Sigma_{II}^{-1} \mu_I + \mu_I^\top \Sigma_{II}^{-1} \mu_I t.
\]

Clearly, by Lemma 2.1 we have \( g(t_0) = g_I(t_0) \). Furthermore, we have

\[
g_I(t_0 + t) = g_I(t_0) + \frac{g''_I(t_0)}{2} t^2 (1 + o(1)), \quad t \to 0,
\]

with

\[
g''_I(t_0) = 2t_0^{-3} (\alpha_I^\top \Sigma_{II}^{-1} \alpha_I). \]

For notational simplicity we shall set below

\[
\hat{g} = \inf_{t \geq 0} g(t) = g(t_0) = g_I(t_0), \quad \bar{g} = g''_I(t_0).
\]

3. Main Results

Let for the non-empty index set \( K \) defined in (15) \( Y_K \overset{d}{\sim} N(0_K, D_{KK}) \), i.e., \( Y_K \) is a normally distributed random vector with mean vector \( 0_K \) and covariance matrix \( D_{KK} \) given by

\[
D_{KK} = \Sigma_{KK} - \Sigma_{KI} \Sigma_{II}^{-1} \Sigma_{IK}.
\]

We write \( m = \sharp I := \sharp \{ i : i \in I \} \geq 1 \) for the number of elements of the index set \( I \). Further define the following constant

\[
\mathcal{H}_I = \lim_{T \to \infty} \frac{1}{T} \mathcal{H}_I(T), \quad \mathcal{H}_I(T) = \int_{\mathbb{R}^m} e^{\frac{1}{2} \mu^\top \Sigma_{II}^{-1} b_I} \mathbb{P} \left\{ \exists t \in [0, T] \left( X(t) - \mu(t) \right)_I > x_I \right\} \, dx_I,
\]

with respect to the essential index set \( I \) and set

\[
C_I = \frac{1}{\sqrt{(2\pi t_0)^m |\Sigma_{II}|}} \int_{\mathbb{R}} e^{-\frac{x^2}{2}} \psi(x) \, dx,
\]

where, for \( x \in \mathbb{R} \)

\[
\psi(x) = \begin{cases} 
1, & \text{if } K = \emptyset \\
\mathbb{P} \left\{ Y_K > \frac{1}{\sqrt{e}} (\mu_K - \Sigma_{KI} \Sigma_{II}^{-1} \mu_I)x \right\}, & \text{if } K \neq \emptyset.
\end{cases}
\]

\( \mathcal{H}_I \)'s are multidimensional counterparts of the celebrated \textit{Pickands constants}, defined in the 1-dimensional setup as

\[
\lim_{T \to \infty} \frac{1}{T} \int_{\mathbb{R}} e^x \mathbb{P} \left\{ \exists t \in [0, T] \left( \sqrt{2} W_H(t) - t^{2H} \right) > x \right\} \, dx,
\]

where \( W_H \) is a fractional Brownian motion with Hurst parameter \( H \in (0, 1] \); see also [20] for the analog of \( \mathcal{H}_I \) when \( \Sigma_{II} = I_d \) is the identity matrix. We refer to [10–13, 15] and references therein for properties and extensions of the notion of classical Pickands constants.

The next theorem constitutes our principal result. Its proof is demonstrated in Section 4.
Theorem 3.1. Let $\alpha, \mu$ satisfy (3) and let $\tilde{g}, \tilde{g}$ be given by (17). We have as $u \to \infty$

$$P(u) \sim C_I |I| H_I u^{-\frac{1-m}{2}} e^{-\frac{\tilde{g}^2}{2} u},$$

where

$$0 < \frac{\sum_{i=1}^{m-1} \mu_i \cdot \Sigma^{-1} b_i}{16 \prod_{i \in I} \Sigma_{II}^{-1} b_{i}} \leq H_I < \infty.$$

Remark 3.2. In the case that $K = \emptyset$, direct calculations show that (20) holds with

$$C_I = \frac{2^{1-m/2} \pi (1-m)/2}{\sqrt{t_0/\tilde{g}}} > 0.$$

Using the same technique as in the proof of Theorem 3.1, we can derive the approximation of the conditional passage time $\tau_u | \tau_u < \infty$.

Theorem 3.3. Let $\tau_u$ be defined in (4) and $\psi$ be defined in (19). Under the assumptions of Theorem 3.1 for any $s \in \mathbb{R}$ we have

$$\lim_{u \to \infty} \mathbb{P} \left\{ \tau_u - t_0 u \leq s \mid \tau_u < \infty \right\} = \int_{-\infty}^{s} e^{-\frac{x^2}{2}} \psi \left( \sqrt{\frac{2}{\tilde{g}}} x \right) dx / \int_{-\infty}^{\infty} e^{-\frac{x^2}{2}} \psi \left( \sqrt{\frac{2}{\tilde{g}}} x \right) dx.$$

Remark 3.4. If $K = \emptyset$, then by (19) $\tau_u - t_0 u \leq s$ is asymptotically, as $u \to \infty$, approximated by a standard normal random variable.

In the rest of this section we discuss some interesting special cases and examples.

3.1. Independent components. Let $\Sigma$ be the $d \times d$ identity matrix. We focus on the case where $\alpha > 0$ and

$$\mu_i > 0, \quad 1 \leq i \leq n, \quad \mu_j \leq 0, \quad n+1 \leq j \leq d$$

is valid for some positive integer $n < d$. The result for the easier case $n = d$ will also be included. Under the above assumptions

$$g(t) = \frac{1}{t} \inf_{v \geq \alpha + t \mu} v^\top v, \quad t > 0.$$

Before we state the result we need to introduce some notation. By rearranging indexes we can have the following order of constants

$$|\mu_{n+1}| / \alpha_{n+1} \leq |\mu_{n+2}| / \alpha_{n+2} \leq \cdots \leq |\mu_d| / \alpha_d.$$

Next, define $d = k_1 > \cdots > k_l > k_{l+1} = n$ for which

$$|\mu_{k_1}| / \alpha_{k_1} = |\mu_{k_2}| / \alpha_{k_2}, \quad k_2 < j \leq k_1 = d$$

$$\vdots$$

$$|\mu_{k_l}| / \alpha_{k_l} = |\mu_{k_{l+1}}| / \alpha_{k_{l+1}}, \quad n+1 \leq j \leq k_l$$

and

$$|\mu_{k_1}| / \alpha_{k_1} < |\mu_{k_{l+1}}| / \alpha_{k_{l+1}} < \cdots < |\mu_{k_l}| / \alpha_{k_l}.$$
implying that $0 = t_0 < t_1 < \ldots < t_i < t_{i+1} = \infty$, where $t_i = \frac{\alpha_i}{|\mu_i|}, i = 1, \ldots , l$ are consecutive change of dimension instants. Precisely, for the quadratic programming problem in question, constancy segments are $U_i = [t_{i-1}, t_i), i = 1, \ldots , l + 1,$ and for $t \in U_i$ we have $I(t) = I_i = \{1, \ldots , k_i\}$ since 

$$\alpha_{I_i} + t\mu_{I_i} > 0, \quad \alpha_{I_i} + t\mu_{I_i} \leq 0, \quad t \in U_i.$$ 

Define for $i = 1, \ldots , l + 1$ the following auxiliary functions 

$$g_{I_i}(t) = \frac{1}{t} \alpha_{I_i}^\top \alpha_{I_i} + 2\alpha_{I_i}^\top \mu_{I_i} + t\mu_{I_i}^\top \mu_{I_i}, \quad t > 0$$

and remark that $g(t) = g_{I_i}(t)$ for $t \in U_i$. Clearly, $g_{I_i}(t), t > 0$ achieves its global minimum at 

$$t_0(i) = \sqrt{\frac{\alpha_{I_i}^\top \alpha_{I_i}}{\mu_{I_i}^\top \mu_{I_i}}}.$$ 

Set below 

$$p : = \min\{i = 1, \ldots , l + 1 : t_{i-1} \leq t_0(i) < t_i\}, \quad t_0 = t_0(p) = \sqrt{\frac{\alpha_p^\top \alpha_p}{\mu_p^\top \mu_p}}.$$ 

With the same arguments as at the end of the proof of Lemma 2.2 it follows that $g$ achieves its minimum at $t_0$. 

Then with the notation of Theorem 3.1 we have 

$$g_{I_p}(t_0) = \frac{1}{t_0} \sum_{j=1}^{k_p} (\alpha_j + \mu_j t_0)^2, \quad g_{I_p}''(t_0) = 2t_0^{-3} \sum_{j=1}^{k_p} \alpha_j^2, \quad I = I_p, \quad m = k_p.$$ 

Moreover, if $t_{p-1} < t_0(p) < t_p$, then $K = \emptyset$, and if $t_{p-1} = t_0(p)$, then $K = \{k_p + 1, \ldots , k_{p-1}\}$. Set 

$$H_{I_p} = \lim_{T \to \infty} \frac{1}{T} \int_{\mathbb{R}^{kp}} e^{\sum_{j=1}^{k_p} (\alpha_j + \mu_j t_0)^2} \int_{\mathbb{R}} e^{-\frac{\sum_{j=1}^{k_p} \alpha_j^2}{2t_0^2}} x^2 \prod_{i \in K} \Psi \left( \frac{\mu_i}{\sqrt{t_0}} x \right) dx,$$

We define $\Psi(x) = 1 - \Phi(x), x \in \mathbb{R}$ with $\Phi$ the distribution function of an $\mathcal{N}(0, 1)$ random variable. Below we shall put $\prod_{i \in \emptyset} (\cdots) = 1$ for $\emptyset$ empty. 

We reformulate next our main findings for this particular case. 

**Corollary 3.5.** (i) If $n < d$, then as $u \to \infty$ 

$$\int_{\mathbb{R}^{kp}} e^{-\frac{\sum_{j=1}^{k_p} \alpha_j^2}{2t_0^2}} x^2 \prod_{i \in K} \Psi \left( \frac{\mu_i}{\sqrt{t_0}} x \right) dx,$$

and for any $s \in \mathbb{R}$ 

$$\lim_{u \to \infty} \mathbb{P} \left\{ \frac{\tau_u - t_0 u}{\sqrt{t_0^3 \sum_{j=1}^{k_p} \alpha_j^2}} \leq s | \tau_u < \infty \right\} = \int_{-\infty}^s e^{-\frac{x^2}{2}} \prod_{i \in K} \Psi \left( \frac{\mu_i t_0(\sum_{j=1}^{k_p} \alpha_j^2)^{-1/2} x}{2} \right) dx \int_{-\infty}^\infty e^{-\frac{x^2}{2}} \prod_{i \in K} \Psi \left( \frac{\mu_i t_0(\sum_{j=1}^{k_p} \alpha_j^2)^{-1/2} x}{2} \right) dx,$$

(ii). If $n = d$, then (23) and (24) hold with $p$ replaced by $l + 1$ and $K$ replaced by $\emptyset$. 

**3.2. Homogeneous $\alpha$ and $\mu$.** Suppose that $\alpha = 1\alpha, \alpha > 0$ and $\mu = 1\mu, \mu > 0$. Then for any $t > 0$ 

$$g(t) = \frac{1}{t} \inf_{v \geq \alpha + \mu t} v^\top \Sigma^{-1} v = \frac{(\alpha + \mu t)^2}{t} D, \quad D := \inf_{v \geq 1} v^\top \Sigma^{-1} v.$$ 

Let $I$ be the essential index set of the quadratic programming problem $P_\Sigma(1)$ with $m = \sharp\{i : i \in I\}$. If $I^c$ is non-empty, we set 

$$K = \{j \in I^c : \Sigma_{ij} \Sigma_{jj}^{-1} 1_j = 1\}.$$ 

Obviously, $I(t) = I, t \geq 0$. Further, $g_{I}(t) = g(t), t > 0$ and 

$$t_0 = \alpha \mu^{-1}, \quad g_{I}(t_0) = 4D\alpha \mu, \quad g_{I}''(t_0) = 2D^3 \alpha^{-1}, \quad b = 2\alpha 1.$$
Corollary 3.6. We have, as \( u \to \infty \),
\[
P(u) \sim \frac{2^{-\frac{m}{2}} \alpha^{(1-m)/2} \mu^{(m-3)/2}}{\sqrt{(2\pi)^{m-1} D |\Sigma|}} \mathcal{H}_{I\mu} u \mu e^{-2D_{0\mu} u},
\]
and for any \( s \in \mathbb{R} \)
\[
\lim_{u \to \infty} \mathbb{P} \left\{ \frac{\tau_u - \alpha \mu^{-1} u}{\sqrt{\alpha D^{-1} \mu^{-3} u}} \leq s \middle| \tau_u < \infty \right\} = \Phi(s).
\]

3.3. Negatively associated components. In this subsection we suppose that
\[
\Sigma^{-1} \alpha > 0, \quad \Sigma^{-1} \mu > 0.
\]
A special case of interest is when \( \Sigma^{-1} \) has all elements positive, \( \alpha > 0 \) and \( \mu > 0 \). Recall that if the covariance matrix \( \Sigma \) of \( Z \) is a correlation matrix, then the statement that \( \Sigma^{-1} \) has all elements positive means that it is an M-matrix, i.e., \( \Sigma = I_d - B \), where \( B \geq 0 \) and \( I_d \) is the identity matrix. For general covariance matrix \( \Sigma \), with nonpositive elements out of the diagonal, transformation \( \text{diag}(\sigma_{jj}^{-1}) \Sigma \text{diag}(\sigma_{jj}^{-1}) \) makes it an M-matrix. Notice that if a Gaussian vector \( Z \) has such a covariance matrix, then \( Z \) is negatively associated (for definition and properties see [21]).

In this case \( I = \{1, \ldots, d\} \), \( K = J = \emptyset \), \( m = d \) and
\[
g_I(t) = \frac{1}{t} \alpha^\top \Sigma^{-1} \alpha + 2\alpha^\top \Sigma^{-1} \mu + t \mu^\top \Sigma^{-1} \mu.
\]
Consequently,
\[
t_0 = \sqrt{\frac{\alpha^\top \Sigma^{-1} \alpha}{\mu^\top \Sigma^{-1} \mu}} > 0,
\quad
\frac{1}{t_0} \alpha^\top \Sigma^{-1} \alpha = \frac{2\alpha^\top \Sigma^{-1} \mu}{t_0^3},
\quad
\frac{1}{t_0} \mu^\top \Sigma^{-1} \mu = \frac{2\alpha^\top \Sigma^{-1} \alpha}{t_0^3},
\]
where \( b = \alpha + t_0 \mu \). Hence we arrive at the following result.

Corollary 3.7. As \( u \to \infty \)
\[
P(u) \sim \frac{(2\pi)^{(1-d)/2} \mathcal{H}(1, \ldots, d) u^{\frac{1-d}{2}} e^{-\frac{b^\top \Sigma^{-1} b}{2} u}}{\sqrt{t_0^{d-3} (\alpha^\top \Sigma^{-1} \alpha) |\Sigma|}},
\]
and for any \( s \in \mathbb{R} \)
\[
\lim_{u \to \infty} \mathbb{P} \left\{ \frac{\tau_u - t_0 u}{\sqrt{t_0^2 (\alpha^\top \Sigma^{-1} \alpha)^{-1} u}} \leq s \middle| \tau_u < \infty \right\} = \Phi(s).
\]

3.4. Two-dimensional case. In this section we analyze some interesting scenarios of the two-dimensional case, in which we can observe how different entries of the covariance matrix yield different scenarios of asymptotic behaviour. Proofs will be postponed to Section 5.3, after presenting required results on a quadratic programming problem. For simplicity, we shall assume that
\[
\Sigma = \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix}, \quad \rho \in (-1, 1)
\]
and \( \mu_i = 1, i = 1, 2, \alpha_1 > \alpha_2 > 0 \).

We present next the asymptotics of (2) for the 2-dimensional model.
Corollary 3.8. (i) If $-1 < \rho < \frac{\alpha_1 + \alpha_2}{2\alpha_1}$, then as $u \to \infty$

$$P(u) \sim \frac{\mathcal{H}_{\{1,2\}}}{\sqrt{t_0^2\rho}}u^{-\frac{1}{2}}e^{-\frac{u}{2}},$$

with

$$t_0 = \sqrt{\frac{\alpha_1^2 + \alpha_2^2 - 2\alpha_1\alpha_2\rho}{(1 - \rho)^2}} > 0, \quad \tilde{g} = \frac{\sqrt{2t_0\rho} + \frac{\alpha_1 + \alpha_2}{2(1 - \rho)}}{1 - \rho}, \quad \tilde{g} = 2t_0\rho \alpha_1 \alpha_2 - \frac{2\alpha_1^2 + 2\alpha_2 - 2\alpha_1\alpha_2\rho}{1 - \rho^2},$$

$$\mathcal{H}_{\{1,2\}} = \lim_{T \to \infty} \frac{1}{T} \int_{\mathbb{R}} e^{\tilde{g}(\frac{u}{T})} \Psi(\frac{1 - \rho}{\sqrt{\rho}}) dx e^{-2\alpha_1 u},$$

Furthermore, for any $s \in \mathbb{R}$

$$\lim_{u \to \infty} \mathbb{P}\left\{ \tau_u - t_0u \sqrt{\tilde{g}} \leq s \right\} = \Phi(s).$$

(ii). If $\rho = \frac{\alpha_1 + \alpha_2}{2\alpha_1}$, then as $u \to \infty$

$$P(u) \sim \frac{1}{\sqrt{2\pi\alpha_1}} \int_{\mathbb{R}} e^{-\frac{x^2}{2\alpha_1}} \Psi(\frac{1 - \rho}{\sqrt{\alpha_1}}) dx e^{-2\alpha_1 u},$$

and for any $s \in \mathbb{R}$

$$\lim_{u \to \infty} \mathbb{P}\left\{ \frac{\tau_u - \alpha_1 u}{\sqrt{\alpha_1 u}} \leq s \right\} = \frac{\int_{-\infty}^{s} e^{-\frac{x^2}{2}} \Psi((1 - \rho)x) dx}{\int_{-\infty}^{\infty} e^{-\frac{x^2}{2}} \Psi((1 - \rho)x) dx}.$$

(iii). If $\frac{\alpha_1 + \alpha_2}{2\alpha_1} < \rho < 1$, then as $u \to \infty$

$$P(u) \sim e^{-2\alpha_1 u},$$

and for any $s \in \mathbb{R}$

$$\lim_{u \to \infty} \mathbb{P}\left\{ \alpha_1^{-1/2}(\tau_u - \alpha_1 u)/\sqrt{u} \leq s \right\} = \Phi(s).$$

Remark 3.9. According to our findings, in both (ii) and (iii) above we should also have the following constant

$$\mathcal{H}_{\{1\}} = \lim_{T \to \infty} \frac{1}{T} \int_{\mathbb{R}} e^{2x} \left\{ \exists t \in [0, T] \lbrack X(t) - t \rbrack_1 > x \right\} dx.$$  

However, a simple comparison with the known Pickands constants for the standard Brownian motion, i.e.,

$$\lim_{T \to \infty} \frac{1}{T} \int_{\mathbb{R}} e^{x\Psi} \left\{ \sup_{t \in [0, T]} (\sqrt{2}B_1(t) - t) > x \right\} dx = 1,$$

yields $\mathcal{H}_{\{1\}} = 1$.

We conclude this section with some observations.

It is possible to have similar asymptotics of $P(u)$ for $d \geq 2$ as in the 1-dimensional case. For instance in the above the 2-dimensional setup, for $\rho \in ((\alpha_1 + \alpha_2)/(2\alpha_1), 1)$ we have

$$P \left\{ \exists t \geq 0 \cap_{i=1}^{2} \left\{ (X_i(t) - t) > \alpha_i u \right\} \right\} \sim C_I P \left\{ \exists t \geq 0 \left( X_1(t) - t \right) > \alpha_1 u \right\}, \quad u \to \infty,$$

with $C_I = 1$. Consequently, only the first component of $X(t), t \geq 0$ is controlling the asymptotics of $P(u)$. This case will refer to as the loss of dimensions phenomena.

There are other cases of loss of dimensions phenomena, where some components other than those with indexes in $I$ still play a role in the asymptotics of $P(u)$, but only up to some constants. For instance, referring again to the
2-dimensional case presented in Corollary 3.8 we have for \( \rho = (\alpha_1 + \alpha_2)/(2\alpha_1) \) that (25) holds, with \( C_I \) taking the information of the second component and given by

\[
C_I = \frac{1}{\sqrt{2\pi\alpha_1}} \int_{\mathbb{R}} e^{-\frac{x^2}{2\alpha_1}} \Psi \left( \frac{1-\rho}{\sqrt{\alpha_1}} x \right) \, dx.
\]

There are several technical issues related to the loss of dimensions as it will be explained in our proofs below.

4. PROOFS OF MAIN RESULTS

In this section we first present the proof of Theorem 3.1. In order to convey the main ideas and to reduce complexity, we shall divide the proof into several steps and then we complete the proof by putting all the arguments together. By the self-similarity of Brownian motion, for any \( u \) positive we have

\[
P(u) = \mathbb{P} \{ \exists t \geq 0 \ X(t) - \mu t > \alpha u \} = \mathbb{P} \{ \exists t \geq 0 \ X(t) > \sqrt{u} (\alpha + \mu t) \}.
\]

We have thus the following sandwich bounds

\[(26) \quad p(u) \leq P(u) \leq p(u) + r(u),\]

where

\[
p(u) := \mathbb{P} \{ \exists t \in \Delta_u X(t) > \sqrt{u} (\alpha + \mu t) \}, \quad r(u) := \mathbb{P} \{ \exists t \in \tilde{\Delta}_u X(t) > \sqrt{u} (\alpha + \mu t) \},
\]

with (recall the definition of \( t_0 \) in (12))

\[
\Delta_u = \left[ t_0 - \frac{\ln(u)}{\sqrt{u}}, t_0 + \frac{\ln(u)}{\sqrt{u}} \right], \quad \tilde{\Delta}_u = \left[ 0, t_0 - \frac{\ln(u)}{\sqrt{u}} \right] \cup \left[ t_0 + \frac{\ln(u)}{\sqrt{u}}, \infty \right).
\]

4.1. Analysis of \( r(u) \). This step is concerned with sharp upper bounds for \( r(u) \) when \( u \) is large.

**Lemma 4.1.** For all large \( u \) we have

\[(27) \quad \mathbb{P} \left\{ \exists t \in [t_0, \frac{\ln(u)}{\sqrt{u}}] \ X(t) > \sqrt{u} (\alpha + \mu t) \right\} \leq Ce^{-\frac{\gamma_0 t_0}{2} - \varepsilon (\ln(u))^2},
\]

and

\[(28) \quad \mathbb{P} \left\{ \exists t \in [0, t_0 - \frac{\ln(u)}{\sqrt{u}}] \ X(t) > \sqrt{u} (\alpha + \mu t) \right\} \leq Ce^{-\frac{\gamma_0 t_0}{2} - \varepsilon (\ln(u))^2},
\]

are valid for some constant \( C > 0 \) and some sufficiently small \( \varepsilon > 0 \) which do not depend on \( u \).

**Proof:** We only present the proof of (27) since the proof of (28) follows with similar arguments. First note that for any \( D \subset \mathbb{R}_+ \) and any \( u \) positive

\[
\mathbb{P} \left\{ \exists t \in D X(t) > \sqrt{u} (\alpha + \mu t) \right\} \leq \mathbb{P} \left\{ \exists t \in D (X(t))_{I(t)} > \sqrt{u} (\alpha + \mu t)_{I(t)} \right\} \leq \mathbb{P} \left\{ \exists t \in D (\Sigma_{I(t)}^{-1}(\alpha + \mu t))_{I(t)}^\top (X(t))_{I(t)} > \sqrt{u} (\Sigma_{I(t)}^{-1}(\alpha + \mu t))_{I(t)}^\top (\alpha + \mu t)_{I(t)} \right\} = \mathbb{P} \left\{ \exists t \in D Y_{I(t)}(t) > \sqrt{u} \right\},
\]

where we used the fact that \( \Sigma_{I(t)}^{-1}(\alpha + \mu t)_{I(t)} > 0_{I(t)} \) for all \( t \geq 0 \), and

\[
Y_{I(t)}(t) = \frac{(\Sigma_{I(t)}^{-1}(\alpha + \mu t))_{I(t)}^\top (X(t))_{I(t)}}{(\alpha + \mu t)^\top \Sigma_{I(t)}^{-1}(\alpha + \mu t)_{I(t)}}, \quad t \geq 0.
\]
By the property of Brownian motion, we have almost surely
\[ \lim_{t \to \infty} Y_{I(t)}(t) = 0 \]
inplying that \( Y_{I(t)} \) has bounded sample paths on \([a, \infty)\) for any \( a > 0 \). Since further
\[ \text{Var} \left( Y_{I(t)}(t) \right) = \frac{1}{g(t)}, \quad t \geq 0 \]
by the Borell-TIS inequality (see e.g., [22–25]) for any small \( \theta > 0 \)
\[ \mathbb{P} \left\{ \exists t \in [t_0 + \theta, \infty), X(t) > \sqrt{u} (\alpha + \mu t) \right\} \leq \mathbb{P} \left\{ \exists t \in [t_0 + \theta, \infty), Y_{I(t)}(t) > \sqrt{u} \right\} \]
(29)
holds for all \( u \) such that
\[ \sqrt{u} > C_0 := \mathbb{E} \left\{ \sup_{t \in [t_0 + \theta, \infty)} Y_{I(t)}(t) \right\}. \]
It follows from Lemma 5.4 that if \( \theta > 0 \) is chosen sufficiently small, then for some \( I^+ \)
\[ g(t) = \frac{1}{I} \alpha_{I^+}^\top \Sigma_{I^+}^{-1} \alpha_{I^+} + 2 \alpha_{I^+}^\top \Sigma_{I^+}^{-1} \mu_{I^+} + \mu_{I^+}^\top \Sigma_{I^+}^{-1} \mu_{I^+} + t \]
for all \( t \in (t_0, t_0 + \theta) \). Furthermore,
\[ \mathbb{E} \left\{ (Y_{I^+}(t) - Y_{I^+}(s))^2 \right\} \leq C_1 |t - s| \]
holds for all \( s, t \in [t_0 + \frac{\ln(u)}{\sqrt{u}}, t_0 + \theta] \), with some positive constant \( C_1 \). Thus, it follows from Piterbarg’s inequality in [26][Lemma 5.1] (see also [12][Theorem 8.1] and [27][Theorem 3]) that
\[ \mathbb{P} \left\{ \exists t \in [t_0 + \frac{\ln(u)}{\sqrt{u}}, t_0 + \theta], X(t) > \sqrt{u} (\alpha + \mu t) \right\} \leq \mathbb{P} \left\{ \exists t \in [t_0 + \frac{\ln(u)}{\sqrt{u}}, t_0 + \theta], Y_{I^+}(t) > \sqrt{u} \right\} \]
(30)
holds for all \( u \) large, with some positive constant \( C_2 \) not depending on \( u \). Moreover, for a small chosen \( \theta > 0 \), there exists some \( \varepsilon > 0 \) such that
\[ \inf_{t \in [t_0 + \frac{\ln(u)}{\sqrt{u}}, t_0 + \theta]} g(t) \geq g(t_0) + \left( \frac{g''(t_0)}{2} - \varepsilon \right) \frac{(\ln(u))^2}{u} \]
(31)
is valid for all \( u \) large with
\[ g''(t_0) = 2 t_0^{-3} (\alpha_{I^+}^\top \Sigma_{I^+}^{-1} \alpha_{I^+}) > 0. \]
Consequently, the claim in (27) follows by (29), (30), (31) and the fact that
\[ g(t_0) = g_I(t_0) < \inf_{t \in [t_0 + \theta, \infty)} g(t). \]
Hence the proof is complete. \( \square \)
4.2. **Analysis of \( p(u) \).** We investigate the asymptotics of \( p(u) \) as \( u \to \infty \). Denote, for any fixed \( T > 0 \) and \( u > 0 \)

\[
\triangle_{j,u} = \triangle_{j,u}(T) = [t_0 + jTu^{-1}, t_0 + (j + 1)Tu^{-1}], \quad -N_u \leq j \leq N_u,
\]

where \( N_u = \lfloor T^{-1} \ln(u) \sqrt{u} \rfloor \) (we denote by \( \lfloor \cdot \rfloor \) the ceiling function). By Bonferroni’s inequality we have

\[
p_1(u) \geq p(u) \geq p_2(u) - \Pi(u),
\]

where

\[
p_1(u) = \sum_{j=-N_u}^{N_u} p_{j,u}, \quad p_2(u) = \sum_{j=-N_u}^{-1} p_{j,u}, \quad \Pi(u) = \sum_{-N_u \leq j < l \leq N_u} p_{i,j,u},
\]

with

\[
p_{j,u} = \mathbb{P} \{ \exists t \in \Delta_{j,u} X(t) > \sqrt{u}(\alpha + t\mu) \}
\]

and

\[
p_{i,j,u} = \mathbb{P} \{ \exists t \in \Delta_{i,u} X(t) > \sqrt{u}(\alpha + \mu t), \exists t \in \Delta_{j,u} X(t) > \sqrt{u}(\alpha + \mu t) \}.
\]

**Analysis of the single sum.** We shall focus on the asymptotics of \( p_1(u) \), which will be easily seen to be asymptotically equivalent to \( p_2(u) \) as \( u \to \infty \).

We first present a lemma concerning the finiteness of \( \mathcal{H}_I(T) \) defined in (18), the constant that will appear in the asymptotics of \( p_1(u) \).

**Lemma 4.2.** For any \( T > 0 \) we have that \( \mathcal{H}_I(T) < \infty \).

**Proof:** The claim follows if we can show that for any \( a_I > 0 \) and any \( T > 0 \) we have

\[
\int_{\mathbb{R}^m} e^{x_I^T a_I} \mathbb{P} \{ \exists t \in [0,T] (X(t) - \mu t)_I > x_I \} \, dx_I < \infty.
\]

Clearly, it is sufficient to prove that

\[
\int_{x_I > L1_I} e^{x_I^T a_I} \mathbb{P} \{ \exists t \in [0,T] (X(t) - \mu t)_I > x_I \} \, dx_I < \infty
\]

holds for some large \( L \). Obviously, the above integral is the sum of a finite number of integrals with \( x_I \) restricted to certain quadrants. Thus, without loss of generality, we may consider only the integral over \( \{x_I > L1_I, x_{I_2} < -L1_{I_2} \} \) with \( I_1 \cup I_2 = I \). By Borell-TIS inequality

\[
\mathbb{P} \{ \exists t \in [0,T] (X(t) - \mu t)_I > x_I \} \leq \mathbb{P} \{ \exists t \in [0,T] (X(t) - \mu t)_{I_1} > x_{I_1} \}
\]

\[
\leq \mathbb{P} \{ \exists t \in [0,T] \Sigma_{i \in I_1} (X_i(t) - \mu t) \geq \Sigma_{i \in I_1} x_i \} \leq \exp \left(-C_1 (\Sigma_{i \in I_1} x_i - C_2)^2 \right)
\]

holds for all \( L \) large enough, with some positive constants \( C_1, C_2 \) which may depend on \( T, \mu \). Consequently, we may further write

\[
\int_{\{x_{I_1} > L1_{I_1}, x_{I_2} \leq -L1_{I_2} \}} e^{x_I^T a_I} \mathbb{P} \{ \exists t \in [0,T] (X(t) - \mu t)_I > x_I \} \, dx_I
\]

\[
\leq \int_{x_{I_1} > L1_{I_1}} e^{x_I^T a_I} \exp \left(-C_1 (\Sigma_{i \in I_1} x_i - C_2)^2 \right) \, dx_{I_1} \int_{x_{I_2} \leq -L1_{I_2}} e^{x_{I_2}^T a_{I_2}} \, dx_{I_2} < \infty
\]

establishing thus the claim. \( \square \)
Lemma 4.3. We have as $u \to \infty$

$$p_1(u) \sim p_2(u) \sim \frac{1}{\sqrt{(2\pi t_0)^m |\Sigma_{II}|}} \mathcal{H}_I(T) \frac{i-m}{T} u^{-\frac{m}{2}} e^{-\frac{1}{2} g_I(t_0)} \int_{\mathbb{R}} e^{-\frac{g''_I(t_0)x^2}{2}} \psi(x) \, dx,$$

where $\psi(x)$ is given in (19).

Proof: By the independence of the increments property and the self-similarity of the Brownian motion, we have

$$B_i(tu^{-1} + c_{j;u}) = \sqrt{c_{j;u}} N_i + \frac{1}{\sqrt{u}} B_i(t), \quad t \in [0, T], \quad i = 1, \ldots, d,$$

with $c_{j;u} = c_{j;u}(T) = t_0 + jT/u$, and $N = (N_1, \ldots, N_d)$ with independent $\mathcal{N}(0,1)$ components, being further independent of $B$. Denote $Z_{j;u} = \sqrt{c_{j;u}} N$ with covariance matrix $\Sigma_{j;u} = c_{j;u} \Sigma$ and set

$$b_{j;u} = b_{j;u}(T) = b(t_0 + \frac{jT}{u}) = b + \frac{jT}{u} \mu.$$

Using (35) we obtain

$$p_{j;u} = \mathbb{P} \left\{ \exists t \in [0, T], x \in \mathbb{R} \left| X(t + \frac{jT}{u}) + X(t) - X(t_0 + \frac{jT}{u}) > \sqrt{u}(\alpha + t\mu) \right. \right\}$$

$$= \mathbb{P} \left\{ \exists t \in [0, T], x \in \mathbb{R} \left| \sqrt{c_{j;u}} AN + X(s) > \sqrt{u}(\alpha + (s + t_0 + \frac{jT}{u})\mu) \right. \right\}$$

$$= \mathbb{P} \left\{ \exists t \in [0, T], x \in \mathbb{R} \left| \sqrt{c_{j;u}} AN + \frac{1}{\sqrt{u}}(X(t) - t\mu) > \sqrt{u}(b + \frac{jT}{u} \mu) \right. \right\}$$

$$= \mathbb{P} \left\{ \exists t \in [0, T], x \in \mathbb{R} \left| Z_{j;u} + \frac{1}{\sqrt{u}}(X(t) - t\mu) > \sqrt{u} b_{j;u} \right. \right\}.$$

Since further

$$Z_{j;u} \overset{d}{=} \mathcal{N}(0, (\Sigma_{j;u})_{II})$$

$$((Z_{j;u})_I = w_I) \overset{d}{=} \mathcal{N}(\Sigma_{I',j} \Sigma_{II}^{-1} w_I, (C_{jT,u})_{I'I})$$

with $(C_{jT,u})_{I'I} = c_{j;u}(\Sigma_{I',I} - \Sigma_{I',I} \Sigma_{II}^{-1} \Sigma_{I',I})$, we have

$$p_{j;u} = \int_{\mathbb{R}^m} \phi(\Sigma_{j;u})_{II}(w_I) \mathbb{P} \left\{ \exists t \in [0, T], x \in \mathbb{R} \left| \frac{1}{\sqrt{u}} (X(t) - \mu t)_I > \sqrt{u} (b_{j;u})_I - w_I \right. \right\} \, dw_I,$$

where

$$\phi(\Sigma_{j;u})_{II}(w_I) = \frac{1}{\sqrt{(2\pi)^m |(\Sigma_{j;u})_{II}|}} \exp \left( -\frac{1}{2} w_I^T (\Sigma_{j;u})_{II}^{-1} w_I \right).$$

Using a change of variable $w_I = \sqrt{u}(b_{j;u})_I - x_I/\sqrt{u}$ we obtain

$$p_{j;u} = \frac{u^{-m/2}}{\sqrt{(2\pi)^m |(\Sigma_{j;u})_{II}|}} \int_{\mathbb{R}^m} \exp \left( -\frac{1}{2} \sqrt{u}(b_{j;u})_I - x_I/\sqrt{u} \right)^T (\Sigma_{j;u})_{II}^{-1} \left( \sqrt{u}(b_{j;u})_I - x_I/\sqrt{u} \right)$$

$$\times \mathbb{P} \left\{ \exists t \in [0, T], x \in \mathbb{R} \left| \sqrt{c_{j;u}} Y_{I'I} + \Sigma_{I',I} \Sigma_{II}^{-1} \left( \sqrt{u}(b_{j;u})_I - x_I/\sqrt{u} \right) + \frac{1}{\sqrt{u}} (X(t) - \mu t)_I > \sqrt{u} (b_{j;u})_I \right. \right\} \, dx_I,$$

where

$$Y_{I'I} \overset{d}{=} \mathcal{N}(0, D_{I'I}), \quad D_{I'I} = \Sigma_{I',I} - \Sigma_{I',I} \Sigma_{II}^{-1} \Sigma_{I'I}.$$

Next, we work out the exponent under the above integral

$$\left( \sqrt{u}(b_{j;u})_I - x_I/\sqrt{u} \right)^T (\Sigma_{j;u})_{II}^{-1} \left( \sqrt{u}(b_{j;u})_I - x_I/\sqrt{u} \right)$$
In the following for any fixed $H$ we shall conclude this section with a result which is needed to prove the sub-additivity property of $H$ implying thus (34) (recall that $\sqrt{u}(b_{j;u})_{I^c} \equiv \sqrt{u}b_{I^c} + \mu_{I^c} \frac{jT}{\sqrt{u}}$).

Furthermore, denote

$$Z_K(t, x_I) = (X(t) - t\mu)_K - \Sigma_K1\Sigma_{II}^{-1}x_I,$$

$$Z_J(t, x_I) = (X(t) - t\mu)_J - \Sigma_J\Sigma_{II}^{-1}x_I.$$

For any $u$ positive we have

$$p_1(u) = \frac{u^{-m/2}}{\sqrt{(2\pi)^m |\Sigma_I|}} \sum_{-N_u-1 \leq j \leq N_u} \frac{1}{u^{m/2}} \exp \left(-\frac{1}{2}ug_l(t_0 + \frac{jT}{u})\right) \int_{\mathbb{R}^m} f_{j;u}(T, x_I) P_{j;u}(T, x_I) \, dx_I$$

$$= \frac{1}{T} \frac{1}{\sqrt{(2\pi)^m |\Sigma_I|}} u^{(1-m)/2} e^{-\frac{ug_l(t_0)}{2}} R_T(u),$$

where

$$f_{j;u}(T, x_I) = \exp \left(\frac{1}{c_{j;u}} x_I^\top \Sigma_{II}^{-1}(b_{j;u})_I - \frac{1}{uc_{j;u}} x_I^\top \Sigma_{II}^{-1}x_I\right),$$

$$P_{j;u}(T, x_I) = \mathbb{P} \left\{ \exists t \in [0, T] \quad \sqrt{c_{j;u}} Y_K + \frac{1}{\sqrt{u}} Z_K(t, x_I) > \frac{T}{\sqrt{u}} (\mu_K - \Sigma_K1\Sigma_{II}^{-1}\mu_I) \right\},$$

and

$$R_T(u) = \exp \left(\frac{ug_l(t_0)}{2}\right) \frac{T}{\sqrt{u}} \sum_{-N_u-1 \leq j \leq N_u} \frac{1}{u^{m/2}} \exp \left(-\frac{1}{2}ug_l(t_0 + \frac{jT}{u})\right)$$

$$\times \int_{\mathbb{R}^m} f_{j;u}(T, x_I) P_{j;u}(T, x_I) \, dx_I.$$

We shall prove in Section 5.4 that

$$\lim_{u \to \infty} R_T(u) = t_0^{-m/2} \mathcal{H}_I(T) \int_{-\infty}^{\infty} e^{-\frac{u_x(t_0)^2}{4}} \psi(x) \, dx$$

implying thus (34) (recall that $\mathcal{H}_I(T) < \infty$ by Lemma 4.2).}

We shall conclude this section with a result which is needed to prove the sub-additivity property of $\mathcal{H}(T), T > 0$. In the following for any fixed $S \in \mathbb{R}, T > 0$ we set

$$\triangle_u(S, T) = [t_0 + Su^{-1}, t_0 + (S + T)u^{-1}].$$
Note in passing that if $S = T$, then $\Delta_u(S, T) = \Delta_{1; u}$.

**Lemma 4.4.** For any fixed $S \in \mathbb{R}, T > 0$, we have as $u \to \infty$ 
\begin{equation}
\mathbb{P}\left\{ \exists t \in \Delta_u(S, T) (X(t))_I > \sqrt{u}(\alpha_I + t\mu_I) \right\} \sim \frac{\mathbb{P}\{Y_K > 0\}}{(2\pi t_0)^m |\Sigma_{II}|} \mathcal{H}(T) u^{-\frac{m}{2}} e^{-\frac{|t_0|^2}{2} g_I(t_0)}.
\end{equation}

**Proof:** As in (36) for all $u > 0$ we have 
\[
\mathbb{P}\left\{ \exists t \in \Delta_u(S, T) (X(t))_I > \sqrt{u}(\alpha_I + t\mu_I) \right\} = \frac{u^{-m/2}}{(2\pi)^m |\Sigma_{II}|} \exp\left( -\frac{1}{2} u g_I(t_0 + \frac{S}{u}) \right) \int_{\mathbb{R}^m} f_u(S, x_I) P_u(S, T, x_I) \, dx_I,
\]
where $c_u(S) = t_0 + S/u$, and with $b_u(S) = b + u\mu_S/u$
\[
f_u(S, x_I) = \exp\left( \frac{1}{c_u(S)} x_I^\top \Sigma_{II}^{-1}(b_u(S))I - \frac{1}{2c_u(S)} x_I^\top \Sigma_{II}^{-1} x_I \right),
\]
\[
P_u(S, T, x_I) = \mathbb{P}\left\{ \exists t \in [0, T] \left| Y_K \frac{1}{\sqrt{u}} Z_K(t, x_I) > \frac{S}{\sqrt{u}} (\mu_K - \Sigma_{II}^{-1} \mu_I) \right. \left. \vee \mathbb{P}\{Y_K > 0\} \mathcal{H}(T) u^{-\frac{m}{2}} e^{-\frac{|t_0|^2}{2} g_I(t_0)} \right\}.
\]

We adopt the same notation introduced in (66) and (67). Next, we have the following upper bounds: 
\[
f_u(S, x_I) \leq e^{\frac{\pi^2}{4} \frac{1}{t_0 + (uS)}}, \quad P_u(S, T, x_I) \leq \mathbb{P}\left\{ \exists t \in [0, T] (X(t) - t\mu_I) > x_I \right\}.
\]

Furthermore, by (33) 
\[
\int_{\mathbb{R}^m} e^{\frac{\pi^2}{4} \frac{1}{t_0 + (uS)}} \mathbb{P}\left\{ \exists t \in [0, T] (X(t) - t\mu_I) > x_I \right\} \, dx_I < \infty.
\]

Consequently, the claim follows from the dominated convergence theorem by letting $u \to \infty$, and thus the proof is complete. \[\square\]

**Finiteness and positivity of $\mathcal{H}_I$.** Recall that $I$ with $m = \sharp I$ elements is the essential index set of the quadratic programming problem $P_\Sigma(b)$ where 
\[
b = b(t_0) = \alpha + \mu t_0.
\]

We first prove the sub-additivity of $\mathcal{H}_I(T), T > 0$.

**Lemma 4.5.** For any $S,T$ positive we have $\mathcal{H}_I(S + T) \leq \mathcal{H}_I(S) + \mathcal{H}_I(T)$. Moreover, 
\[
\mathcal{H}_I = \inf_{T > 0} \frac{1}{T} \mathcal{H}_I(T) < \infty.
\]

**Proof:** Note that 
\[
\mathbb{P}\left\{ \exists t \in [t_0, t_0 + (S + T)u^{-1}] (X(t))_I > \sqrt{u}(\alpha_I + t\mu_I) \right\} \leq \mathbb{P}\left\{ \exists t \in [t_0, t_0 + Su^{-1}] (X(t))_I > \sqrt{u}(\alpha_I + t\mu_I) \right\} + \mathbb{P}\left\{ \exists t \in [t_0 + Su^{-1}, t_0 + (S + T)u^{-1}] (X(t))_I > \sqrt{u}(\alpha_I + t\mu_I) \right\}.
\]

Using the result of Lemma 4.4 the proof of the sub-additivity follows. The second claim follows directly from Fekete’s lemma. This completes the proof. \[\square\]

**Lemma 4.6.** For any $t > 0$ 
\begin{equation}
\int_{\mathbb{R}^m} e^{\frac{\pi^2}{4} \frac{1}{t_0}} \mathbb{P}\left\{ (X(t) - \mu_I)_I > x_I \right\} \, dx_I = \frac{t_0^m}{\prod_{i \in I} (\Sigma_{II}^{-1} b_I)_i} > 0.
\end{equation}
Proof: First note that the solution of the quadratic programming problem $P_\Sigma(b)$ is such that
\[ \prod_{i \in I} (\Sigma^{-1}_{ii} b_i) > 0. \]
Since
\[ \mathbb{P}\left\{ e^{s^T X(t)} \right\} = e^{s^T \Sigma_{ll}s/2}, \quad s \in \mathbb{R}^d, t > 0 \]
for any $a > 0$ we have
\[ \int_{\mathbb{R}^m} e^{a z_i^T \Sigma_{ii}^{-1} b_i} \mathbb{P}\left\{ (X(t) - \mu t)_i > x_i \right\} \, dx_i \]
\[ = e^{-a \mu^T \Sigma_{ii}^{-1} b_i} \int_{\mathbb{R}^m} e^{a y_i^T \Sigma_{ii}^{-1} b_i} \left( \int_{y_i \geq z_i} \phi_{\Sigma_{ii}}(z_i) \, dz_i \right) \, dy_i \]
\[ = \frac{a^{-m}}{\prod_{i \in I}(\Sigma_{ii}^{-1} b_i)} \int_{\mathbb{R}^m} e^{-a \mu^T \Sigma_{ii}^{-1} b_i} \left( \int_{y_i \geq z_i} \phi_{\Sigma_{ii}}(z_i) \, dz_i \right) \, dy_i \]
where
\[ \phi_{\Sigma_{ii}}(z_i) = \frac{1}{\sqrt{(2\pi t)^m |\Sigma_{ii}|}} \exp \left( -\frac{1}{2t} z_i^T \Sigma_{ii}^{-1} z_i \right). \]
In view of (16) we have that $g_i'(t_0) = 0$, (recall that $b = \alpha + \mu t_0$) hence
\[ \frac{-\mu^T \Sigma_{ii}^{-1} b_i}{t_0} + \frac{b_i^T \Sigma_{ii}^{-1} b_i}{2t_0^2} = 0 \]
implies thus $\mu^T \Sigma_{ii}^{-1} b_i > 0$. Moreover, choosing $a = 1/t_0$, where
\[ t_0 = \sqrt{\frac{\alpha^T \Sigma^{-1} \alpha}{\mu^T \Sigma^{-1} \mu}} > 0 \]
establishes the claim. \hfill \Box

Lemma 4.7. We have
\[ \mathcal{H}_I \geq \frac{t_0^{m-1} \mu^T \Sigma_{ii}^{-1} b_i}{16 \prod_{i \in I}(\Sigma_{ii}^{-1} b_i)} > 0. \]

Proof: Suppose that $\delta > 0$ and let $n$ be any integer. Application of Bonferroni’s inequality yields
\[ \mathcal{H}_I(\delta n) \geq \int_{\mathbb{R}^m} e^{x_i^T \Sigma_{ii}^{-1} b_i} \mathbb{P}\left\{ \exists k \in \{1, \ldots, n\} : (X(\delta k) - \mu(\delta k))_i > x_i \right\} \, dx_i \]
\[ \geq \int_{\mathbb{R}^m} e^{x_i^T \Sigma_{ii}^{-1} b_i} \sum_{k=1}^n \mathbb{P}\left\{ (X(\delta k) - \mu(\delta k))_i > x_i \right\} \, dx_i \]
\[ - \int_{\mathbb{R}^m} e^{x_i^T \Sigma_{ii}^{-1} b_i} \sum_{k=1}^{n-1} \sum_{l=k+1}^n \mathbb{P}\left\{ (X(\delta k) - \mu(\delta k))_i > x_i, (X(\delta l) - \mu(\delta l))_i > x_i \right\} \, dx_i \]
\[ =: \mathcal{I}_1 - \mathcal{I}_2. \]
By Lemma 4.6 we have
\[ \mathcal{I}_1 = nQ, \quad Q := \frac{t_0^m}{\prod_{i=1}^m(\Sigma_{ii}^{-1} b_i)}. \]
Next, since
\[ \mathbb{P}\left\{ (X(\delta k) - \mu(\delta k))_i > x_i, (X(\delta l) - \mu(\delta l))_i > x_i \right\} \leq \mathbb{P}\left\{ \frac{1}{2}(X(\delta k) + X(\delta l) - \mu(\delta k + \delta l))_i > x_i \right\} \]
by Lemma 4.6
\[ \mathcal{I}_2 \leq \sum_{k=1}^{n-1} \sum_{l=k+1}^n \int_{\mathbb{R}^m} e^{x_i^T \Sigma_{ii}^{-1} b_i} \mathbb{P}\left\{ \frac{1}{2}(X(\delta k) + X(\delta l) - \mu(\delta k + \delta l))_i > x_i \right\} \, dx_i \]
In this subsection we shall show that as $u \to \infty$ and then $T \to \infty$

$$
\Pi(u) = o(p_1(u)).
$$

First, note that

$$
p_{i,j;u} = \mathbb{P} \left\{ \exists s \in \Delta_{i,j}, \mathbf{X}(s) > \sqrt{u}(\alpha + s \mu), \exists t \in \Delta_{i,j}, \mathbf{X}(t) > \sqrt{u}(\alpha + t \mu) \right\}
\leq \mathbb{P} \left\{ \exists (s,t) \in \Delta_{i,j} \times \Delta_{i,j}, \mathbf{X}(s) + \mathbf{X}(t) > \sqrt{u}(2\alpha_t + (s + t) \mu) \right\}
$$

Next we rewrite for $(s, t) \in [0, T]^2$

$$
\mathbf{X}(t_0 + \frac{iT + s}{u}) + \mathbf{X}(t_0 + \frac{jT + t}{u})
= \left\{ 2\mathbf{X}(t_0 + \frac{iT}{u}) \right\} + \left\{ (\mathbf{X}(t_0 + \frac{iT + s}{u}) - \mathbf{X}(t_0 + \frac{iT}{u})) + (\mathbf{X}(t_0 + \frac{(i+1)T}{u}) - \mathbf{X}(t_0 + \frac{iT}{u})) \right\}
+ \left\{ \mathbf{X}(t_0 + \frac{jT}{u}) - \mathbf{X}(t_0 + \frac{(i+1)T}{u}) \right\} + \left\{ \mathbf{X}(t_0 + \frac{jT + t}{u}) - \mathbf{X}(t_0 + \frac{jT}{u}) \right\}.
$$

Note that all the processes (or random variables) inside consecutive $\{\ldots\}$ are mutually independent. Consequently,

$$
\frac{1}{2} \left\{ \mathbf{X}(t_0 + \frac{iT + s}{u}) + \mathbf{X}(t_0 + \frac{jT + t}{u}) \right\} \stackrel{d}{=}(Z_{i,j;u} t) + \frac{1}{2\sqrt{u}} \left( \mathbf{X}_1(s) + \mathbf{X}_1(T) + \mathbf{X}_2(t) \right),
$$

where $\mathbf{X}_1$ and $\mathbf{X}_2$ are independent copies of $\mathbf{X}$, which are also independent of $\mathbf{Z}_{i,j;u} \stackrel{d}{=} \sqrt{c_{i,j;u}} \mathbf{A}\mathbf{N}$, with covariance matrix $\Sigma_{i,j;u} = c_{i,j;u} \Sigma$, where $c_{i,j;u} = t_0 + \frac{(j+3i-1)T}{4u}$ and $\mathbf{N} = (N_1, \ldots, N_d)$ has independent $\mathcal{N}(0,1)$ components.

Next, set

$$
b_{i,j;u} = b \left( t_0 + \frac{(i+j)T}{2u} \right).
$$

It follows from (44) and (45) that

$$
\mathbb{P} \left\{ \exists (s,t) \in \Delta_{i,j} \times \Delta_{i,j}, \mathbf{X}(s) + \mathbf{X}(t) > \sqrt{u}(2\alpha_t + (s + t) \mu) \right\}
= \mathbb{P} \left\{ \exists (s,t) \in [0, T]^2, (Z_{i,j;u} t) + \frac{1}{2\sqrt{u}} \left( \mathbf{X}_1(s) + \mathbf{X}_1(T) + \mathbf{X}_2(t) \right) - (s + t) \mu \right\}
$$
In particular for $i = 0, j = 2$ using (46) and similar arguments as in the proof of Lemma 4.4 we have

$$
\mathbb{P}\left\{ \exists_{(s,t)\in[0,T]} \frac{1}{2} (X_1(s) + X_1(T) + X_2(t) - (s + t)\mu)_I > x_I \right\}
\sim \widetilde{H}_I(T) \frac{u^{-m/2}}{(2\pi)^{m/2} |\Sigma_{II}|} \exp\left(-\frac{u}{2} g_I(t_0)\right) \exp(-3aT),
$$

where $a = \frac{g_I(t_0)}{8t_0}$ and

$$
\widetilde{H}_I(T) = \int_{\mathbb{R}^m} e^{\frac{u - u_0}{2}} \mathbb{P}\left\{ \exists_{(s,t)\in[0,T]} \frac{1}{2} (X_1(s) + X_1(T) + X_2(t) - (s + t)\mu)_I > x_I \right\} \, dx_I.
$$

Note that in a similar vein as in Lemma 4.2 we can prove the finiteness of $\widetilde{H}_I(T)$.

We shall need an upper bound for $p_{i,j;u}$ derived in the following lemma.

**Lemma 4.8.** For any fixed $T > 0$, there exists some small $\varepsilon > 0$ such that, for all $i, j$ satisfying $-N_u \leq i < j \leq N_u$,

$$
p_{i,j;u} \leq CT^2 e^{2aT} u^{-m/2} \exp\left(-\frac{g_I(t_0)}{2} u\right)
\times \exp\left(-\frac{g_I''(t_0)}{4} \left(\frac{iT}{\sqrt{u}}\right)^2\right) \exp\left(-a_\varepsilon((j - i + 1)T)\right)
$$

holds for some constant $C > 0$ independent of $i, j, u$ and $T$, when $u$ is large, where

$$
a_\varepsilon = \frac{1}{2} \left( g_I(t_0) - \varepsilon - \frac{\varepsilon (g_I''(t_0) - \varepsilon)}{2} \right), \quad a_0 = \frac{g_I(t_0)}{8t_0}.
$$

**Proof:** In view of (44) and (46) we have (recall $b_{i,j;u} = b(t_0 + (i + j)T)$)

$$
p_{i,j;u} \leq \frac{u^{-m/2}}{(2\pi)^{m/2} |\Sigma_{II}|} \int_{\mathbb{R}^m} \exp\left(-\frac{1}{2} (\sqrt{u}(b_{i,j;u})_I - \frac{x_I}{\sqrt{u}}) \Sigma_{II}^{-1} (\sqrt{u}(b_{i,j;u})_I - \frac{x_I}{\sqrt{u}})\right)
\times \mathbb{P}\left\{ \exists_{(s,t)\in[0,T]} \frac{1}{2} (X_1(s) + X_1(T) + X_2(t) - (s + t)\mu)_I > x_I \right\} \, dx_I.
$$

Let for $T$ positive

$$
\widetilde{H}_{I,i,j;u}(u) = \int_{\mathbb{R}^m} e^{\frac{u - u_0}{2}} \mathbb{P}\left\{ \exists_{(s,t)\in[0,T]} \frac{1}{2} (X_1(s) + X_1(T) + X_2(t) - (s + t)\mu)_I > x_I \right\} \, dx_I.
$$

Since $\widetilde{H}_{I,i,j;u}(T) \to \widetilde{H}_I(T)$ as $u \to \infty$ uniformly with respect to $-N_u \leq i < j \leq N_u$ we have that for large $u$

$$
\widetilde{H}_{I,i,j;u}(T) \leq \text{const} \, \widetilde{H}_I(T).
$$

Now for the expression in the exponent in (49) we have that

$$
\left(\sqrt{u}(b_{i,j;u})_I - \frac{x_I}{\sqrt{u}}\right) \Sigma_{II}^{-1} \left(\sqrt{u}(b_{i,j;u})_I - \frac{x_I}{\sqrt{u}}\right) = u \left( \frac{1}{c_{i,j;u}} (b_{i,j;u})_I \Sigma_{II}^{-1} (b_{i,j;u})_I - \frac{x_I}{\sqrt{u}} \right) \Sigma_{II}^{-1} x_I
\leq u \left( \frac{t_0 + (i + j)T}{c_{i,j;u}^2} g_I(t_0 + (i + j)T) - \frac{1}{c_{i,j;u}} x_I \Sigma_{II}^{-1} (b_{i,j;u})_I + \frac{1}{c_{i,j;u}} x_I \Sigma_{II}^{-1} x_I \right).
$$
It follows that for all \( u > 0 \) large

\[
(50) \quad p_{i,j,u} \leq C_0 \tilde{\mathcal{H}}_I(T) \frac{u^{-m/2}}{\sqrt{2\pi(t_0 - \varepsilon)^m |\Sigma_{1I}|}} \exp\left(-\frac{u}{2} \left(1 + \frac{(j-i+1)T}{4t_0 + (3i+j-1)u} \right) g_I(t_0 + \frac{(i+j)T}{2u})\right)
\]

for some \( C_0 > 0 \) and some small \( \varepsilon > 0 \). Furthermore, we have that for the small \( \varepsilon \)

\[
\frac{(3i+j-1)T}{u} \leq \varepsilon
\]

and

\[
g_I(t_0 + \frac{(i+j)T}{2u}) \geq g_I(t_0) + \frac{1}{2} (g''_I(t_0) - \varepsilon) \left( \frac{(i+j)T}{2u} \right)^2
\]

for all \(-N(u) \leq i < j \leq N(u)\) and \( u \) large. Moreover, for any \( j > i \)

\[
\left( \frac{(i+j)T}{2u} \right)^2 = \left( \frac{(j-i+1)T}{2u} + \frac{iT}{u} \right)^2 \geq \left( \frac{iT}{u} \right)^2 + \left( \frac{(j-i+1)T}{u} \right)^2 \geq \left( \frac{iT}{u} \right)^2 - \varepsilon \left( \frac{(j-i+1)T}{u} \right)
\]

holds for all \( u \) large. Consequently, for any \( j > i \)

\[
\exp\left(-\frac{u}{2} \left(1 + \frac{(j-i+1)T}{4t_0 + (3i+j-1)u} \right) g_I(t_0 + \frac{(i+j)T}{2u})\right) \\
\leq \exp\left(-\frac{u}{2} \left(1 + \frac{(j-i+1)T}{4t_0 + (3i+j-1)u} \right) \left(g_I(t_0) + \frac{1}{2} (g''_I(t_0) - \varepsilon) \left( \frac{(iT)}{u} \right)^2 - \varepsilon \left( \frac{(j-i+1)T}{u} \right)\right)\right) \\
= \exp\left(-\frac{g_I(t_0) - g''_I(t_0) - \varepsilon}{4} \left( \frac{iT}{\sqrt{u}} \right)^2 - \left( \frac{(j-i+1)T}{u} \right) \left(g_I(t_0) + \frac{g''_I(t_0) - \varepsilon}{2} \left( \frac{(iT)}{u} \right)^2 - \varepsilon \left( \frac{(j-i+1)T}{u} \right)\right)\right).
\]

With the small given positive \( \varepsilon \), for all \(-N(u) \leq i < j \leq N(u)\) and all large \( u \) we have

\[
g_I(t_0) + \frac{g''_I(t_0) - \varepsilon}{2} \left( \frac{iT}{u} \right)^2 - \varepsilon \left( \frac{(j-i+1)T}{u} \right) \geq g_I(t_0) - \varepsilon.
\]

Consequently,

\[
\exp\left(-\frac{u}{2} \left(1 + \frac{(j-i+1)T}{4t_0 + (3i+j-1)u} \right) g_I(t_0 + \frac{(i+j)T}{2u})\right) \\
\leq \exp\left(-\frac{g_I(t_0) - g''_I(t_0) - \varepsilon}{4} \left( \frac{iT}{\sqrt{u}} \right)^2 \right) \exp\left(-a\varepsilon ((j-i+1)T)\right)
\]

from which we obtain that

\[
p_{i,j,u} \leq C \tilde{\mathcal{H}}_I(T) \frac{u^{-m/2}}{\sqrt{2\pi(t_0 - \varepsilon)^m |\Sigma_{1I}|}} \exp\left(-\frac{g_I(t_0)}{2u}\right) \\
\times \exp\left(-\frac{g''_I(t_0) - \varepsilon}{4} \left( \frac{iT}{\sqrt{u}} \right)^2 \right) \exp\left(-a\varepsilon ((j-i+1)T)\right)
\]

holds when \( u \) is large. Next, in order to complete the proof it is sufficient to show that for any positive integer \( T \)

\[
\tilde{\mathcal{H}}_I(T) \leq T^2 e^{2\omega T \tilde{\mathcal{H}}_I(1)}.
\]

For \( T, u \) positive define

\[
E_u(T) = [t_0, t_0 + Tu^{-1}] \times [t_0 + 2Tu^{-1}, t_0 + 3Tu^{-1}],
\]

\[
E_u(k, l) = [t_0 + ku^{-1}, t_0 + (k+1)u^{-1}] \times [t_0 + (2T + l)u^{-1}, t_0 + (2T + l + 1)u^{-1}],
\]

\[
k, l = 0, 1, \ldots, T - 1.
\]
It follow from (47) that
\[
\lim_{u \to \infty} \frac{\Pr \{ \exists (s, t) \in E_u(T) (X(s) + X(t)) I > \sqrt{u}(2\alpha I + \mu_I(s + t)) \}}{\frac{(-g_I(t_0))}{\sqrt{2\pi t_0}} \exp \left( -\frac{u}{2} g_I(t_0) \right)} = e^{-3aT} \mathcal{H}_I(T).
\]
Similarly, we can show that
\[
\lim_{u \to \infty} \frac{\Pr \{ \exists (t, w) \in E_u(k, l) (X(s) + X(t)) I > \sqrt{u}(2\alpha I + \mu_I(s + t)) \}}{\frac{(-g_I(t_0))}{\sqrt{2\pi t_0}} \exp \left( -\frac{u}{2} g_I(t_0) \right)} = e^{-a(2T+l-k+1)} \mathcal{H}_I(1).
\]
Furthermore, since
\[
E_u(T) \subset \bigcup_{k=0}^{T-1} \bigcup_{l=0}^{T-1} E_u(k, l)
\]
we obtain from the above two equalities that
\[
e^{-3aT} \mathcal{H}_I(T) \leq \sum_{k=0}^{T-1} \sum_{l=0}^{T-1} e^{-a(2T+l-k+1)} \mathcal{H}_I(1),
\]
which yields that
\[
\mathcal{H}_I(T) \leq e^{aT} \sum_{k=0}^{T-1} \sum_{l=0}^{T-1} e^{-a(l-k+1)} \mathcal{H}_I(1)
\]
\[
\leq e^{2aT} \mathcal{H}_I(1)
\]
establishing the proof. □

Now, we are ready to show (43). Note that
\[
\Pi(u) = \sum_{-N_u \leq i < j \leq N_u} p_{i,j} u = \sum_{-N_u \leq i < j \leq N_u} p_{i,j} u + \sum_{-N_u \leq i < j \leq N_u} p_{i,j} u =: \Pi_1(u) + \Pi_2(u).
\]
For \( \Pi_1(u) \) we have
\[
\Pi_1(u) = \sum_{i=-N(u)}^{N(u)} \left( P \{ \exists t \in \Delta_{i,u} X(t) > \sqrt{u}(\alpha + \mu_I) \} + P \{ \exists t \in \Delta_{(i+1),u} X(t) > \sqrt{u}(\alpha + \mu_I) \} - P \{ \exists t \in \Delta_{(i+1),u} X(t) > \sqrt{u}(\alpha + \mu_I) \} \right) =: S_1(u) + S_2(u) - S_3(u).
\]
Recall that we have proved in Lemma 4.5 and Lemma 4.7 that
\[
\lim_{T \to \infty} T^{-1} \mathcal{H}_I(T) = \mathcal{H}_I \in (0, \infty),
\]
hence using similar arguments as for (34) to \( S_i(u), i = 1, 2, 3 \), we conclude that
\[
\lim_{T \to \infty} \lim_{u \to \infty} \frac{\Pi_1(u)}{u(1+m)/2} \exp \left( -\frac{g_I(t_0)}{2} \right) = \frac{1}{\sqrt{2\pi t_0} m} \int_{-\infty}^{\infty} e^{-\frac{g''_I(t_0)x^2}{4}} \psi(x) dx \lim_{T \to \infty} \left( \frac{2 \mathcal{H}_I(T)}{T} - \frac{\mathcal{H}_I(2T)}{T} \right)
\]
\[
= 0.
\]
For \( \Pi_2(u) \) we have from (48) that, there exists some \( \varepsilon > 0 \), such that
\[
\Pi_2(u) \leq CT e^{2aT} u^{\frac{1-m}{2}} \exp \left( -\frac{u}{2} g_I(t_0) \right)
\]
\[
\times \sum_{-N_u \leq i \leq N_u} \exp \left( -\frac{g''_I(t_0)}{4} \left( \frac{iT}{\sqrt{u}} \right)^2 \right) \sum_{j \geq 1} \exp \left( -a \varepsilon (jT) \right) \exp(2a \varepsilon T)
\]
Using the same arguments as in the proof of Theorem 3.1, we have obtained in Lemma 4.7. Furthermore, in view of (32), (34), (43) and letting \( T \to \infty \) we obtain (recall (51))

\[
p(u) \sim \frac{1}{\sqrt{(2\pi t_0)^{n|\Sigma_I}}} \mathcal{H}_I u^{\frac{1+m}{2}} e^{-\frac{1}{2} g_{l}(t_0)} \int_{\mathbb{R}} e^{-\frac{u^2}{2} \psi(x)} dx, \quad u \to \infty.
\]

Moreover, by Lemma 4.1

\[
r(u) = o(p(u)), \quad u \to \infty.
\]

Consequently, the claim follows from (26). \( \square \)

Proof of Theorem 3.3: Define

\[
\hat{\tau}_u = \inf \{ t \geq 0 : X(t) > (\alpha + \mu t)\sqrt{u} \}.
\]

Since \( \tau_u = u\hat{\tau}_u \), for any \( s \in \mathbb{R} \)

\[
\mathbb{P} \left\{ \frac{\tau_u - t_0 u}{\sqrt{u}} \leq s | \tau_u < \infty \right\} = \frac{\mathbb{P} \left\{ \frac{\tau_u - t_0 u}{\sqrt{u}} \leq s, \tau_u < \infty \right\}}{\mathbb{P} \{ \tau_u < \infty \}} = \frac{\mathbb{P} \{ u\hat{\tau}_u \leq u t_0 + \sqrt{us} \}}{P(u)} = \frac{\mathbb{P} \{ \exists t \in [0, t_0 + s/\sqrt{u}] : X(t) > (\alpha + \mu t)\sqrt{u} \}}{P(u)}.
\]

Using the same arguments as in the proof of Theorem 3.1, we have

\[
\mathbb{P} \{ \exists t \in [0, t_0 + s/\sqrt{u}] : X(t) > (\alpha + \mu t)\sqrt{u} \} \sim \mathbb{P} \{ \exists t \in [t_0 - \ln(u)/\sqrt{n}, t_0 + s/\sqrt{u}] : X(t) > (\alpha + \mu t)\sqrt{u} \} \sim \frac{\mathcal{H}_I}{\sqrt{(2\pi t_0)^{n|\Sigma_I}}} \int_{-\infty}^{s} e^{-\frac{x^2}{2}} \psi(x) dx u^{\frac{1+m}{2}} e^{-\frac{x^2}{2} u}, \quad u \to \infty.
\]

In order to derive the above result the only required modification in the proof of Theorem 3.1 is the replacement of \( \sum_{-N_u - 1 \leq j \leq N_u} \) by \( \sum_{-N_u - 1 \leq j \leq \sqrt{u}/T} \) in \( R_T(u) \), see (36). Consequently, the claim follows and thus the proof is complete. \( \square \)

5. Appendix

5.1. Quadratic programming problem. This subsection is concerned with discussions on Lemma 2.1, which will be useful for the analysis of the function \( g \) in the next subsection. Recall from Lemma 2.1, that \( \tilde{b} \) is the optimal solution of the quadratic programming problem \( P_M(b) \) with the essential index set \( I \). Next, we define for \( I^c \neq \emptyset \)

\[
K = \{ j \in I^c : b_j = \tilde{b}_j \}.
\]

We start with some important remarks on Lemma 2.1.

Remark 5.1. i) If there is a unique index set \( I \) with maximal number of elements such that (8) holds, then \( I \) is the essential index set of \( P_M(b) \). Otherwise, if there are \( I_1, \ldots, I_t \) index sets which have the same maximal number of elements such that (8) holds, then the unique essential index set say \( I = I_k \) satisfies additionally (9).
ii) Note that, for any $I_1$ satisfying $\{1, \ldots, d\} \supseteq I_1 \supset I$, $\tilde{b}_{I_1} = \tilde{b}_{I_1}$ is the unique solution of the quadratic programming problem $P_{\Sigma_{\tilde{I}_1 \tilde{I}_1}}(b_{I_1})$. If further

$$\Sigma_{\tilde{I}_1 \tilde{I}_1}^{-1}b_{\tilde{I}_1} \leq 0_{\tilde{I}_1},$$

holds, then $\tilde{b}_{I_1} = b_{I_1}$ and

$$\Sigma_{\tilde{I}_1 \tilde{I}_1}^{-1}b_{\tilde{I}_1} = \left( \begin{array}{c} \Sigma_{I_1}^{-1}b_I \\ 0_{I_1 \setminus I} \end{array} \right),$$

with $\Sigma_{I_1}^{-1}b_I > 0_{I_1}$; see also the proof of 1 of Proposition 2.5 in [19].

iii) Consider the case $d = 2$ and let $b$ with $b_1 = 1, b_2 = b \in (-\infty, 1]$. Suppose for simplicity that $\Sigma$ is a correlation matrix with $\sigma_{12} = \rho \in (-1, 1)$. If $b > \rho$, then $\tilde{b} = b$ and thus $I = \{1\}$. If $b = \rho$, then $I = \{1\}, K = \{2\}$. Finally, for $b < \rho$ we have $I = \{1\}, K = \emptyset$.

**Lemma 5.2.** Let $I \subset \{1, \ldots, d\}$ be the essential index set of the quadratic programming problem $P_{M}(b), b \in \mathbb{R}^d \setminus (-\infty, 0]^d$. We have, for any $I_1$ satisfying $\{1, \ldots, d\} \supseteq I_1 \supset I$, if $b_{I_1}^T M_{I_1 I_1}^{-1}b_{I_1} = b_I^T M_{I_1 I_1}^{-1}b_I$ holds, then $I_1 \subseteq I \cup K$, with $K$ given by (53).

**Proof:** Note that from Remark 5.1 ii) we have $\tilde{b}_{I_1} = \tilde{b}_{I_1}$. In the light of (11),

$$b_{I_1}^T M_{I_1 I_1}^{-1}b_{I_1} = b_{I_1}^T M_{I_1 I_1}^{-1}b_{I_1} = b_I^T M_{I_1 I_1}^{-1}b_I$$

and

$$\tilde{b}_{I_1}^T M_{I_1 I_1}^{-1}(b_{I_1} - \tilde{b}_{I_1}) = (b_{I_1} - \tilde{b}_{I_1})^T M_{I_1 I_1}^{-1}(b_{I_1} - \tilde{b}_{I_1}) = (b_{I_1} - \tilde{b}_{I_1})^T M_{I_1 I_1}^{-1}b_I = 0.$$

Further, since

$$b_{I_1}^T M_{I_1 I_1}^{-1}b_{I_1} = b_{I_1}^T M_{I_1 I_1}^{-1}(b_{I_1} - \tilde{b}_{I_1}) + b_{I_1}^T M_{I_1 I_1}^{-1}\tilde{b}_{I_1},$$

we obtain

$$(b_{I_1} - \tilde{b}_{I_1})^T M_{I_1 I_1}^{-1}(b_{I_1} - \tilde{b}_{I_1}) = 0$$

thus $b_{I_1} = \tilde{b}_{I_1}$, implying that $I_1 \subseteq I \cup K$ and hence the proof is complete. \(\square\)

5.2. Analysis of $g$. In this subsection we analyze the function

$$g(t) = \frac{1}{t} \inf_{v \geq \alpha + t\mu} v^T \Sigma^{-1}v$$

defined already in the Introduction. In the sequel we will denote by $I(t)$ the essential index set of the quadratic programming problem $P_{\Sigma}(\alpha + t\mu)$. If $I(t)^c \neq \emptyset$ we define

$$K(t) = \{ j \in I(t)^c : \Sigma_{j I(t)} \Sigma_{I(t) I(t)}^{-1} (\alpha + t\mu)_{I(t)} = (\alpha + t\mu)_I \},$$

$$J(t) = \{ j \in I(t)^c : \Sigma_{j I(t)} \Sigma_{I(t) I(t)} (\alpha + t\mu)_{I(t)} > (\alpha + t\mu)_I \}.$$

Note that, when analysing the function $g$, the index set $K(t)$ plays the role of $K$ from Section 5.1.

**Lemma 5.3.** We have $g \in C(0, \infty)$. 
Proof: Let \( h(t) = g(t)t \). For \( g \in C(0, \infty) \) it is sufficient that \( h \in C(0, \infty) \). In view of Lemma 2.1 we have that for any \( t \geq 0 \) there exists some \( \nu^t_i \), so that

\[
    h(t) = (\nu^t_i + \alpha + \mu t)^\top \Sigma^{-1} (\nu^t_i + \alpha + \mu t),
\]

where

\[
    \nu^t_i = \begin{pmatrix}
        0_{I(t)} \\
        \Sigma_{I(t)\cap I(t)}^{-1} (\alpha + \mu t)_{I(t)} - (\alpha + \mu t)_{I(t)^c}
    \end{pmatrix}.
\]

For any fixed \( t_1 \in (0, \infty) \), it is easy to see that in a neighbourhood of \( t_1 \), say \( (t_1 - \varepsilon, t_1 + \varepsilon) \), with some small \( \varepsilon > 0 \), we have

\[
    h(t) = \inf_{\sup \in (t_1 - \varepsilon, t_1 + \varepsilon)} \nu^t_i \geq 0 (\nu + \alpha + \mu t)^\top \Sigma^{-1} (\nu + \alpha + \mu t), \quad t \in (t_1 - \varepsilon, t_1 + \varepsilon).
\]

Since for two topological spaces \( \mathcal{X}, \mathcal{Y} \) with \( \mathcal{Y} \) compact we have

\[
    f(x) = \inf_{y \in \mathcal{Y}} q(x, y)
\]

is continuous on \( \mathcal{X} \), provided that \( q : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \) is continuous, we immediately get that \( h \in C(t_1 - \varepsilon, t_1 + \varepsilon) \). Consequently, \( h \in C(0, \infty) \) follows since \( t_1 \) was chosen arbitrarily.

We show next that

\[
    I(t) = \sum_j I_j \mathbb{I}(t \in U_j),
\]

where \( \mathbb{I}(\cdot) \) is the indicator function and \( U_j \)'s are of the following form

\[
    (a_k, b_k], [a_k, b_k), (a_k, b_k], [a_k, b_k], [a_k], (b_k, \infty), [b_k, \infty),
\]

where \( 0 < a_k < b_k < \infty \) and \( I_j \subseteq \{1, \ldots, d\} \). Since point intervals are theoretically possible, we call such function almost piecewise constant set function.

**Lemma 5.4.** \( I(t), t \geq 0 \) is an almost piecewise constant set function.

Proof: First, by Lemma 2.1 for any \( t \geq 0 \) there exists a unique \( I(t) \) satisfying

\[
    \Sigma_{I(t)\cap I(t)}^{-1} (\alpha + \mu t)_{I(t)} > 0_{I(t)},
\]

\[
    \Sigma_{I(t)\cap I(t)}^{-1} (\alpha + \mu t)_{I(t)} \geq (\alpha + \mu t)_{I(t)^c}, \quad \text{if } I(t)^c \neq \emptyset.
\]

Next, for each \( V_k \subseteq \{1, \ldots, d\} \) we solve (56) and (57) with \( I(t) \) substituted by \( V_k \) and \( I(t)^c \) substituted by \( V_k^c = \{1, \ldots, d\} \setminus V_k \). Since for each \( V_k \) the solution is a convex set, by the linearity the solution (if it exists) is in one of the following forms

\[
    (a_k, b_k], [a_k, b_k), (a_k, b_k], [a_k, b_k], [a_k], (b_k, \infty), [b_k, \infty).
\]

Therefore, there exists some finite partition \( \{U_1, \ldots, U_q\} \) of \([0, \infty)\), with

\[
    q \leq \sum_{i=1}^d \binom{d}{i}
\]

some constant and \( U_j \) an interval such that the index set \( I(t) = I_j \subseteq \{1, \ldots, d\} \) for all \( t \in U_j^\circ \), hence the proof is complete.

\( \square \)
Lemma 5.5. For the boundary points $t_j = \overline{U}_j \cap \overline{U}_{j+1}$, $j = 1, \ldots, q-1$, we have $I(t_j) \subset \{1, \ldots, d\}$ and $K(t_j) \neq \emptyset$. Moreover, $I(t_j) \subseteq I(t) \subseteq I(t_j) \cup K(t_j)$ for all $t \in U_j \cup U_{j+1}$.

Proof: It follows from Lemma 2.1 that (56) holds for $t = t_j$. By continuity, there exists some small $\delta > 0$ such that for all $t \in (t_j - \delta, t_j + \delta)$

$$\sum_{I(t_j), I(t_j)}^{-1}(\alpha + \mu t)_{I(t_j)} > 0_{I(t_j)}.$$

This implies that $I(t_j)$ has less than $d$ elements, since otherwise we would have $I(t) = \{1, \ldots, d\}$ for all $t \in U_j \cap U_{j+1}$, a contradiction with the fact that $t_j$ is a boundary point. Similarly, if (56) and (57) holds for $t = t_j$ with $K(t_j) = \emptyset$, then by continuity we conclude that $I(t) = I(t_j)$ for all $t \in U_j \cup U_{j+1}$, again a contradiction. Thus, $K(t_j) \neq \emptyset$.

Now, let $I(t) = I_{j+1}, t \in U_{j+1}$ and $I(t) = I_j, t \in U_{j}$. Without loss of generality, we only show $I(t_j) \subseteq I_j$ since $I(t_j) \subseteq I_{j+1}$ follows with the same arguments. Notice that

$$\sum_{I(t_j), I(t_j)}^{-1}(\alpha + \mu t)_{I(t_j)} > 0_{I(t_j)},
$$

(58)

$$\sum_{I(t_j), I(t_j)}^{-1}(\alpha + \mu t)_{I(t_j)} = (\alpha + \mu t)_{K(t_j)},$$

$$\sum_{I(t_j), I(t_j)}^{-1}(\alpha + \mu t)_{I(t_j)} > (\alpha + \mu t)_{I(t_j)}.$$

Since equations in (58) are linear in $t_j$ for fixed $I(t_j), K(t_j)$, two cases will be distinguished.

Case 1. It holds that

$$\sum_{I(t_j), I(t_j)}^{-1}(\alpha + \mu t)_{I(t_j)} > (\alpha + \mu t)_{K(t_j)}$$

for all $t \in U_j$.

Case 2. There exists some index $i \in K(t_j)$ such that

$$\sum_{I(t_j), I(t_j)}^{-1}(\alpha + \mu t)_{I(t_j)} < (\alpha + \mu t)_i$$

holds for all $t \in U_j$.

For Case 1, by continuity we conclude that $I_j = I(t_j)$. Next, we focus on Case 2, and show for this case $I(t_j) \subset I_j$.

Denote $\hat{I} = I(t_j) \cup \{i\}$. We can show that

$$\sum_{\hat{I}, \hat{I}}^{-1}(\alpha + \mu t)_j > 0_j$$

(59)

holds for all $t \in U_j$ such that $t - t_j$ is small, which, by Remark 5.1 i), implies that

$$\#I_j \geq \#\hat{I} = \#I(t_j) + 1.$$

(60)

In fact, denoting $B = \sum_{\hat{I}, \hat{I}}^{-1}$, we have

$$\sum_{\hat{I}, \hat{I}}^{-1}(\alpha + \mu t)_j = \begin{pmatrix} B_{I(t_j), I(t_j)}(\alpha + \mu t)_{I(t_j)} + B_{I(t_j), i}(\alpha + \mu t)_i \\ B_{i, I(t_j)}(\alpha + \mu t)_{I(t_j)} + B_{i,i}(\alpha + \mu t)_i \end{pmatrix}.$$

Since $B$ is positive definite, $B_{i,i} > 0$. By the properties of block positive definite matrix $B$, we have that

$$B_{I(t_j), I(t_j)}(\alpha + \mu t)_{I(t_j)} + B_{I(t_j), i}(\alpha + \mu t)_i = \sum_{I(t_j), I(t_j)}^{-1}(\alpha + \mu t)_{I(t_j)} + B_{I(t_j), i}((\alpha + \mu t)_i - \sum_{\hat{I}, \hat{I}}^{-1}(\alpha + \mu t)_{I(t_j)}(\alpha + \mu t)_{I(t_j)})$$

and

$$B_{i, I(t_j)}(\alpha + \mu t)_{I(t_j)} + B_{i,i}(\alpha + \mu t)_i = B_{i,i}((\alpha + \mu t)_i - \sum_{\hat{I}, \hat{I}}^{-1}(\alpha + \mu t)_{I(t_j)}(\alpha + \mu t)_{I(t_j)}) > 0.$$
Then, since
\[\Sigma_{I(t_i),I(t_j)}^{-1}(\alpha + \mu t_j)I(t_j) > 0_{I(t_j)}, \quad (\alpha + \mu t_j)_i = \Sigma_{I(t_i),I(t_j),I(t_j)}^{-1}(\alpha + \mu t_j)I(t_j)\]
we conclude that (59) holds for all \(t \in U_j\) such that \(t - t_j\) is small.

On the other hand, since \(I(t) = I_j, t \in U_j\) we have
\[
\begin{align*}
\Sigma_{I_j,I_j}^{-1}(\alpha + \mu t)_I > 0_I, \\
\Sigma_{I_j,I_j}^{-1}(\alpha + \mu t)_I > (\alpha + \mu t)_I
\end{align*}
\]
hold for all \(t \in U_j\). The reason why we do not have equality in (61) is that if for some row equality holds with some \(t_1 \in U_j\), then \(I(t) = I_j, t \in U_j\) will be invalid by linearity of the equation. Consequently, letting \(t \to t_j\) in the above inequalities we obtain
\[
\begin{align*}
\Sigma_{I_j,I_j}^{-1}(\alpha + \mu t)_I &\geq 0_I, \\
\Sigma_{I_j,I_j}^{-1}(\alpha + \mu t)_I &\geq (\alpha + \mu t)_I
\end{align*}
\]
Suppose that the first \(l\) rows (the corresponding index set is denoted by \(\hat{I}_1\)) of \(\Sigma_{I_j,I_j}^{-1}(\alpha + \mu t)_I\) are positive and the last \(\sharp I_j - l\) rows (the corresponding index set is denoted by \(\hat{I}_2\)) are equal to 0. Since \(I(t_j)\) is the essential index set of \(P_{\Sigma}(\alpha + \mu t_j)\), in view of Remark 5.1 i) we have \(l \leq \sharp I(t_j)\). Next, as in Remark 5.1 ii) (see also the proof of Proposition 2.5 in [19]) we have
\[
\Sigma_{I_j,I_j}^{-1}(\alpha + \mu t)_I = \begin{pmatrix}
\Sigma_{I_1,I_1}^{-1}(\alpha + \mu t)_I \\
0_{I_2}
\end{pmatrix}
\]
and
\[
\Sigma_{I_j,I_j}^{-1}(\alpha + \mu t)_I = (\alpha + \mu t)_I, \quad \Sigma_{I_j,I_j}^{-1}(\alpha + \mu t)_I > 0_{I_j}.
\]
Then rewriting (63) we have
\[
\Sigma_{I_j,I_j}^{-1}(\alpha + \mu t)_I \geq (\alpha + \mu t)_I,
\]
which together with (64) yields that \(\hat{I}_1\) is also an essential index set of the problem \(P_{\Sigma}(\alpha + \mu t)\). Thus, by uniqueness, \(I(t_j) = \hat{I}_1 \subset I_j\). Consequently, \(I(t_j) \subseteq I(t)\) for all \(t \in U_j \cup U_{j+1}\). Finally, we show \(I(t) \subseteq I(t_j) \cup K(t_j)\) for all \(t \in U_j \cup U_{j+1}\). Since \(g \in C(0, \infty)\) we have
\[
(\alpha + \mu t_j)^T \Sigma_{I(t_j),I(t_j)}^{-1}(\alpha + \mu t_j)I(t_j) = (\alpha + \mu t_j)^T \Sigma_{I_j,I_j}^{-1}(\alpha + \mu t_j)_I
\]
Consequently, we conclude from Lemma 5.2 that \(I_j \subseteq I(t_j) \cup K(t_j)\) and \(I_{j+1} \subseteq I(t_j) \cup K(t_j)\), establishing the proof.

**Proof of Lemma 2.2:** By Lemma 5.4 for any \(j = 1, \ldots, q\) we have
\[
h(t) = \inf_{v \geq \alpha + \mu t \Sigma^{-1}} v^T \Sigma^{-1} v
\]
\[
= (\alpha + \mu t)^T \Sigma_{I(t),I(t)}^{-1}(\alpha + \mu t)_I
\]
\[
= \alpha^T \Sigma_{I(t),I(t)}^{-1} \alpha_I(t) + 2t \alpha^T \Sigma_{I(t),I(t)}^{-1} \mu_I(t) + \mu^T \Sigma_{I(t),I(t)}^{-1} \mu_I(t)^2
\]
\[
= \alpha^T \Sigma_{I_j,I_j}^{-1} \alpha_I + 2t \alpha^T \Sigma_{I_j,I_j}^{-1} \mu_I + \mu^T \Sigma_{I_j,I_j}^{-1} \mu_I^2, \quad t \in U_j.
\]
Clearly, \( h \in C^1(U_j^0) \) for all \( j = 1, \ldots, q \). Thus, to prove that \( g \in C^1(0, \infty) \) it is sufficient to show that, for any \( t_j = U_j \cap U_{j+1} \),

\[
h'(t_j^+) = h'(t_j^-)
\]

holds. It follows that

\[
h'(t_j^-) = 2(\alpha_{t_j}^\top \Sigma_{t_j}^{-1} \mu_{t_j} + \mu_{t_j}^\top \Sigma_{t_j}^{-1} \mu_{t_j} t_j) = 2\mu_{t_j}^\top \Sigma_{t_j}^{-1} (\alpha + \mu t_j) t_j,
\]

\[
h'(t_j^+) = 2\mu_{t_{j+1}}^\top \Sigma_{t_{j+1}}^{-1} (\alpha + \mu t_j) t_{j+1}.
\]

Next, from Lemma 5.5 we have \( I(t_j) \subseteq I_j \) and \( I(t_j) \subseteq I_{j+1} \). For notational simplicity, we denote \( B = \Sigma_{t_j}^{-1} \), \( J_j = I_j \setminus I(t_j) \). Since

\[
\Sigma_{t_j}^{-1} (\alpha + \mu t_j) t_j > 0, \quad t \in U_j^0
\]

we have

\[
\Sigma_{t_j}^{-1} (\alpha + \mu t_j) t_j \geq 0, \quad t \in U_j^0.
\]

Thus, by Remark 5.1 ii)

\[
(65) \quad \Sigma_{t_j}^{-1} (\alpha + \mu t_j) t_j = \begin{pmatrix} \Sigma_{t(t_j), t(t_j)}^{-1} (\alpha + \mu t_j) & 0 \\ 0 & 0 \end{pmatrix},
\]

with \( \Sigma_{t(t_j), t(t_j)}^{-1} (\alpha + \mu t_j) t(t_j) \) implying

\[
h'(t_j^-) = 2\mu_{t_j}^\top \Sigma_{t_j}^{-1} (\alpha + \mu t_j) t_j = 2\mu_{t(t_j)}^\top \Sigma_{t(t_j), t(t_j)}^{-1} (\alpha + \mu t_j) t(t_j).
\]

Similarly, we have

\[
h'(t_j^+) = 2\mu_{t_{j+1}}^\top \Sigma_{t_{j+1}}^{-1} (\alpha + \mu t_j) t_{j+1}.
\]

Consequently, \( g \in C^1(0, \infty) \) is proved.

Now,

\[
g(t) = \frac{1}{t} \alpha_{t_j}^\top \Sigma_{t_j}^{-1} \alpha_{t_j} + 2\alpha_{t_j}^\top \Sigma_{t_j}^{-1} \mu_{t_j} + \mu_{t_j}^\top \Sigma_{t_j}^{-1} \mu_{t_j} t_j, \quad t \in U_j^0
\]

and

\[
g'(t) = \frac{\mu_{t_j}^\top \Sigma_{t_j}^{-1} \mu_{t_j} t_j^2 - \alpha_{t_j}^\top \Sigma_{t_j}^{-1} \alpha_{t_j}}{t^2}, \quad t \in U_j^0.
\]

Since for any nonempty \( I_j \subset \{1, \ldots, d\} \)

\[
\alpha_{t_j}^\top \Sigma_{t_j}^{-1} \alpha_{t_j} > 0, \quad \mu_{t_j}^\top \Sigma_{t_j}^{-1} \mu_{t_j} > 0
\]

we have \( g(t) \to \infty \) as \( t \to \infty \) and \( t \to 0 \), and \( g'(t) < 0 \) for all \( t \) around 0, \( g'(t) > 0 \) for all \( t \) large enough. Thus, the function \( g \) has a unique minimizer in \([0, \infty)\). Note that function \( a/s + b + cs \) is decreasing to the left of some \( s_0 > 0 \) and increasing to the right. Consider the interval \( U_j \). The function \( g \) has a unique minimum on \( U_j \). If at \( t_j \) the function is decreasing it either decreasing in the whole interval, or \( t_0 \) belongs to \( U_j \) so it is increasing at \( t_{j+1} \) and consequently it is increasing at each entrance to constancy interval \( U_k, k > j \). In this case, (12) holds and \( g'(t_0) = 0 \). Next, for \( t_0 \) we have from Lemma 5.4 that there exist some small \( \varepsilon > 0 \) and \( I^+, I^- \subseteq \{1, \ldots, d\} \) such that

\[
g(t) = \frac{1}{t} \alpha_{I^+}^\top \Sigma_{I^+}^{-1} \alpha_{I^+} + 2\alpha_{I^+}^\top \Sigma_{I^+}^{-1} \mu_{I^+} + \mu_{I^+}^\top \Sigma_{I^+}^{-1} \mu_{I^+} t, \quad t \in (t_0, t_0 + \varepsilon),
\]

\[
g(t) = \frac{1}{t} \alpha_{I^-}^\top \Sigma_{I^-}^{-1} \alpha_{I^-} + 2\alpha_{I^-}^\top \Sigma_{I^-}^{-1} \mu_{I^-} + \mu_{I^-}^\top \Sigma_{I^-}^{-1} \mu_{I^-} t, \quad t \in (t_0 - \varepsilon, t_0).
\]
Then it follows that (14) holds. \hfill \Box

5.3. Analysis of 2-dimensional case. We now demonstrate details for Section 3.4. Recall that in our notation $I(t)$ is the essential index set of the quadratic problem $P_\Sigma(\alpha + \mu t)$. If $I(t)^c \neq \emptyset$ we define

$$K(t) = \{ j \in I(t)^c : \Sigma_{i(j)}^{-1}(\alpha + \mu t)|_{I(t)} = (\alpha + \mu t)_j \}.$$ 

Further define

$$b_t = \frac{\alpha_2 + t}{\alpha_1 + t} \in (0, 1).$$

It follows that

$$g(t) = \frac{(\alpha_1 + t)^2}{t} \inf_{v \geq b_t} v^\top \Sigma^{-1} v, \quad b_t = (1, b_t)^\top.$$ 

Case 1. $\rho < 0$. Clearly $b_t > \rho$ and thus in view of Remark 5.1 iii) we have that $I(t) = \{1, 2\}, t > 0$ and

$$\inf_{v \geq b_t} v^\top \Sigma^{-1} v = \frac{1}{1 - \rho^2}(1 + b_t^2 - 2b_t \rho)$$ implying

$$g(t) = g_1(t) := \frac{(\alpha_1 + t)^2}{t} \frac{1}{1 - \rho^2}(1 + b_t^2 - 2b_t \rho).$$

Note that we slightly abuse the notation writing $g_1$ instead of $g_{\{1,2\}}$. It follows that for

$$t_0^{(1)} = \sqrt{\frac{\alpha_1^2 + \alpha_2^2 - 2\alpha_1 \alpha_2 \rho}{2(1 - \rho)}} > 0$$

we have

$$\inf_{t \geq 0} g(t) = g_1(t_0^{(1)} = \frac{2}{1 + \rho}(\alpha_1 + \alpha_2 + 2t_0^{(1)}).$$

Case 2. $\rho > 0$. In such a case, we have to consider if $b_t > \rho$ or not. Several different sub-cases are thus discussed in the following.

Case 2.1. $\alpha_1 \rho \leq \alpha_2$. For this case, we have always $b_t > \rho, t > 0$. Then $I(t) = \{1, 2\}, t > 0$ and $g(t) = g_1(t)$.

Case 2.2. $\alpha_1 \rho > \alpha_2$. Let

$$Q := \frac{\alpha_1 \rho - \alpha_2}{1 - \rho}.$$ 

We have

(a) $\{b_t > \rho\} \iff \{t > Q\}$, for which $I(t) = \{1, 2\}$,

(b) $\{b_t < \rho\} \iff \{t < Q\}$, for which $I(t) = \{1\}, K(t) = \emptyset$,

(c) $\{b_t = \rho\} \iff \{t = Q\}$, for which $I(t) = \{1\}, K(t) = \{2\}$.

Now consider (a). Since $b_t > \rho$, we have $g(t) = g_1(t), t > Q$. Now we have to check if $t_0^{(1)} > Q$ or not. We can show that

$$t_0^{(1)} > Q \iff \rho < \frac{\alpha_1 + \alpha_2}{2\alpha_1}.$$ 

Thus, we have

(a1). If $\frac{\alpha_2}{\alpha_1} < \rho < \frac{\alpha_1 + \alpha_2}{2\alpha_1}$, then $\inf_{t \in (Q, \infty)} g(t) = g_1(t_0^{(1)});$

(a2). If $\rho > \frac{\alpha_1 + \alpha_2}{2\alpha_1}$ then $\inf_{t \in (Q, \infty)} g(t) = g_1(Q).$
Next consider (b). Let $g_2(t) = (\alpha_1 + t)^2 / t$ which attains its minimum at the unique point $t_0^{(2)} = \alpha_1$. Since $b_t < \rho$, we have $g(t) = g_2(t), t \in [0, Q)$. Similarly as above we have to check if $t_0^{(2)} < Q$. We can show that

$$t_0^{(2)} < Q \iff \rho > \frac{\alpha_1 + \alpha_2}{2\alpha_1}.$$  

Thus we have

(b1). If $\alpha_2 / \alpha_1 < \rho < \frac{\alpha_1 + \alpha_2}{2\alpha_1}$, then

$$\inf_{t \in [0, Q)} g(t) = g_2(Q) = \frac{(\alpha_1 - \alpha_2)^2}{(1 - \rho)(\alpha_1 \rho - \alpha_2)}.$$  

(b2). If $\rho > \frac{\alpha_1 + \alpha_2}{2\alpha_1}$, then

$$\inf_{t \in [0, Q)} g(t) = g_2(t_0^{(2)}) = 4\alpha_1.$$  

Furthermore, by the definitions of $g_1, g_2$ and $Q$ we obtain

$$g_1(Q) = g_2(Q).$$  

The above findings are summarized in the following lemma:

**Lemma 5.6.** (1). If $-1 < \rho \leq \alpha_2 / \alpha_1$, then $I(t) = \{1, 2\}, t > 0$ and

$$t_0 = t_0^{(1)}, \quad I = \{1, 2\}, \quad g_I(t_0) = g_1(t_0^{(1)}), \quad g_I''(t_0) = g_1''(t_0^{(1)}) = 2(t_0^{(1)})^{-3} \frac{\alpha_1^2 + \alpha_2^2 - 2\alpha_1\alpha_2\rho}{1 - \rho^2}.$$  

(2). If $\alpha_2 / \alpha_1 < \rho < \frac{\alpha_1 + \alpha_2}{2\alpha_1}$, then

$$I(t) = \{1\}, \quad 0 < t \leq Q, \quad I(t) = \{1, 2\}, \quad t > Q$$  

and

$$t_0 = t_0^{(1)} > Q, \quad I = \{1, 2\}, \quad g_I(t_0) = g_1(t_0^{(1)}), \quad g_I''(t_0) = g_1''(t_0^{(1)}).$$  

(3). If $\rho = \frac{\alpha_1 + \alpha_2}{2\alpha_1}$, then

$$I(t) = \{1\}, \quad 0 < t \leq Q, \quad I(t) = \{1, 2\}, \quad t > Q$$  

and

$$t_0 = t_0^{(1)} = t_0^{(2)} = Q, \quad I = \{1\}, \quad K = \{2\}, \quad g_I(t_0) = g_1(t_0^{(2)}), \quad g_I''(t_0) = g_1''(t_0^{(2)}) = 2\alpha_1^{-1}.$$  

(4). If $\frac{\alpha_1 + \alpha_2}{2\alpha_1} < \rho < 1$, then

$$I(t) = \{1\}, \quad 0 < t \leq Q, \quad I(t) = \{1, 2\}, \quad t > Q$$  

and

$$t_0 = t_0^{(2)} < Q, \quad I = \{1\}, \quad K = \emptyset, \quad g_I(t_0) = g_2(t_0^{(2)}), \quad g_I''(t_0) = 2\alpha_1^{-1}.$$  

**Remark 5.7.** We point out that in general the second derivative of $g$ at $t_0$ is discontinuous. For instance, for the case where $\rho = \frac{\alpha_1 + \alpha_2}{2\alpha_1}$ in Lemma 5.6 we have

$$g(t) = \begin{cases} \frac{1}{t} (\alpha_1 + t)^2, & 0 < t \leq \alpha_1, \\ \frac{1}{t} (\alpha + 1t)^T \Sigma^{-1} (\alpha + 1t), & t > \alpha_1. \end{cases}$$
Hence
\[ g'(t) = \begin{cases} 
\frac{1 - \alpha^2}{t^2}, & 0 < t \leq \alpha, \\
\frac{2}{1 + \rho} - \frac{4 \alpha^3}{(3\alpha_1 + \alpha_2)^2 t^2}, & t > \alpha.
\end{cases} \]
\[ g''(t) = \begin{cases} 
\frac{2 \alpha^2}{t^3}, & 0 < t \leq \alpha, \\
\frac{8 \alpha^3}{(3\alpha_1 + \alpha_2)^3 t^3}, & t > \alpha.
\end{cases} \]
Consequently, \( g \in C^1(0, \infty) \) is decreasing in the interval \((0, \alpha] \). Its first derivative is 0 at \( t_0 = \alpha \), however its second derivative is not continuous at \( t_0 \).

5.4. **Proof of (39).** Recall \( R_T(u) \) defined in (38). We derive next sharper bounds for \( P_{j,u}(T, x_I) \) and \( f_{j,u}(T, x_I) \).

Since \( \Sigma_{j,l} \Sigma_{j,l}^{-1} b_I < b_J \), then for any small \( \varepsilon > 0 \) and any large \( Q > 0 \)

\[ P_{j,u}^-(T, x_I, \varepsilon, Q) \leq P_{j,u}(T, x_I) \leq P_{j,u}^+(T, x_I, \varepsilon) \]

holds for all \(-N_u \leq j \leq N_u\) when \( u \) is large enough,

\[ P_{j,u}^-(T, x_I, \varepsilon, Q) = \mathbb{P} \left\{ \exists t \in [0, T] \left| \frac{X(t) - t \mu}{\sqrt{Q_j(t) + \varepsilon |Z_j(t, x_I)|}} > \frac{\varepsilon}{\sqrt{Q_j(t) + \varepsilon |Z_j(t, x_I)|}} \right| \right\}, \]

\[ P_{j,u}^+(T, x_I, \varepsilon) = \mathbb{P} \left\{ \exists t \in [0, T] \left| \frac{X(t) - t \mu}{\sqrt{Q_j(t) + \varepsilon |Z_j(t, x_I)|}} < \frac{\varepsilon}{\sqrt{Q_j(t) + \varepsilon |Z_j(t, x_I)|}} \right| \right\}. \]

Furthermore, for any large \( L > 0 \), we can find \( \varepsilon > 0 \) sufficiently small such that

\[ e^{-\varepsilon \alpha^2 \sum_{j,l} \frac{1}{1 + \rho + \alpha^2 \varepsilon}} \leq f_u(T, j, x_I) \]

holds for all \( \|x_I\| \leq L \) and all \(-N_u \leq j \leq N_u\) when \( u \) is large enough, where

\[ \varepsilon(x_I) = \begin{cases} 
-\varepsilon, & x_I \sqrt{\Sigma_{j,l}^{-1}} b_I > 0, \\
\varepsilon, & x_I \sqrt{\Sigma_{j,l}^{-1}} b_I \leq 0,
\end{cases} \]

and \( \varepsilon^{\pi} = (\varepsilon_i^{\pi}, i \in I) \) with

\[ \varepsilon_i^{\pi} = \begin{cases} 
\varepsilon, & x_i > 0, \\
-\varepsilon, & x_i \leq 0,
\end{cases} \quad i \in I. \]

Similarly,

\[ f_u(T, j, x_I) \leq e^{-\varepsilon \alpha^2 \sum_{j,l} \frac{1}{1 + \rho + \alpha^2 \varepsilon}} \]

holds for all \( x_I \in \mathbb{R}^m \), \(-N_u \leq j \leq N_u\) when \( u \) is large enough. Moreover, it follows from (16) that for the given \( \varepsilon \)

\[ g''(t_0) - \varepsilon \left( \frac{J_T}{u} \right) \leq g_I(t_0 + \frac{J_T}{u}) - g_I(t_0) \leq g''(t_0) + \varepsilon \left( \frac{J_T}{u} \right)^2 \]

holds for all \(-N_u \leq j \leq N_u\) when \( u \) is large enough. Consequently, we obtain the following upper bound

\[ R_T(u) \leq \frac{1}{(t_0 - \varepsilon)^{m/2}} (F_1(L, \varepsilon, T, u) + F_2(L, \varepsilon, T, u)), \]

where

\[ F_1(L, \varepsilon, T, u) = \frac{T}{\sqrt{u}} \sum_{-N_u \leq j \leq N_u} \exp \left( -\frac{\varepsilon}{4} \left( \frac{J_T}{\sqrt{u}} \right)^2 \right) \int_{\|x_I\| \leq L} e^{t \sum_{j,l} \frac{1}{1 + \rho + \alpha^2 \varepsilon}} P_{j,u}^+(T, x_I, \varepsilon) \, dx_I \]

\[ F_2(L, \varepsilon, T, u) = \frac{T}{\sqrt{u}} \sum_{-N_u \leq j \leq N_u} \exp \left( -\frac{\varepsilon}{4} \left( \frac{J_T}{\sqrt{u}} \right)^2 \right) \]
\[
\times \int_{||x|| > L} e^{\frac{\sigma^2 (\sum_{j=1}^{n} b_j x_j)}{\sigma^2 (\sum_{j=1}^{n} x_j)}} P \left\{ \exists \epsilon \in [0,T] (X(t) - t\mu)_I > x_I \right\} \, dx_I.
\]

Next, it follows that
\[
\lim_{\epsilon \to 0} \lim_{u \to 0} \frac{T}{\sqrt{u}} \sum_{-N_u - 1 \leq j \leq N_u} \exp \left( -\frac{g_j''(t_0)}{4} \left( \frac{JT}{\sqrt{u}} \right)^2 \right) = \int_{-\infty}^{\infty} e^{\frac{g_j''(t_0)x^2}{4}} \psi(x) \, dx.
\]

Hence in view of Lemma 4.2, letting \( L \to \infty \) we obtain
\[
\lim_{u \to \infty} R_T(u) \leq \frac{1}{t_0^{m/2}} \mathcal{H}_I(T) \int_{-\infty}^{\infty} e^{\frac{g_j''(t_0)x^2}{4}} \psi(y) \, dy.
\]

Similarly, we obtain the following lower bound
\[
R_T(u) \geq \frac{1}{(t_0 + \epsilon)^{m/2}} F_3(L, Q, \epsilon, T, u),
\]

where
\[
F_3(L, Q, \epsilon, T, u) = \frac{T}{\sqrt{u}} \sum_{-N_u - 1 \leq j \leq N_u} \exp \left( -\frac{g_j''(t_0)}{4} \left( \frac{JT}{\sqrt{u}} \right)^2 \right)
\times \int_{||x|| \leq L} e^{\frac{\sigma^2 (\sum_{j=1}^{n} b_j x_j - x_j^I)}{\sigma^2 (\sum_{j=1}^{n} x_j - x_j^I)}} P_{j;u} (T, x_I, \epsilon, Q) \, dx_I.
\]

Letting \( u \to \infty, Q \to \infty, \epsilon \to 0, L \to \infty \) (in this order) and in view of Lemma 4.2 we obtain
\[
\lim_{u \to \infty} R_T(u) \geq \frac{1}{t_0^{m/2}} \mathcal{H}_I(T) \int_{-\infty}^{\infty} e^{\frac{g_j''(t_0)x^2}{4}} \psi(y) \, dy > 0.
\]

Consequently, the claim follows and the proof is complete. \( \square \)
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