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Axion Dark Matter eXperiment (ADMX) ultra low noise haloscope technology has enabled the successful completion of two science runs (1A and 1B) that looked for dark matter axions in the 2.66 to 3.1 µeV mass range with Dine-Fischler-Srednicki-Zhitnisky (DFSZ) sensitivity [1, 2]. Therefore, it is the most sensitive axion search experiment to date in this mass range. We discuss the technological advances made in the last several years to achieve this sensitivity, which includes the implementation of components, such as state-of-the-art quantum limited amplifiers and a dilution refrigerator. Furthermore, we demonstrate the use of a frequency tunable Microstrip Superconducting Quantum Interference Device (SQUID) Amplifier (MSA), in Run 1A, and a Josephson Parametric Amplifier (JPA), in Run 1B, along with novel analysis tools that characterize the system noise temperature.

I. INTRODUCTION

The goal of achieving sensitivity to Grand Unified Theory (GUT)-scale DFSZ dark matter axions has motivated the ADMX collaboration to implement new technologies in its recent axion searches with the primary focus on minimizing both amplifier and cavity blackbody noise. As such, we implemented two critical pieces of technology in the ADMX haloscope: state-of-the-art quantum amplifiers, and a dilution refrigerator. While these were broadly the most notable technological improvements, the details varied between the runs and will be described below.

In Run 1A, ADMX acquired data over an axion mass range from 2.66 to 2.81 µeV from January to June 2017, demonstrating the sustained use of a Microstrip Superconducting Quantum Interference Device (SQUID) Amplifier (MSA) in the frequency range 645 to 680 MHz. This was followed by the implementation of a Josephson Parametric Amplifier (JPA) in Run 1B (January to October 2018), covering 680 to 790 MHz, corresponding to an axion mass range of 2.81 to 3.31 µeV. Both sets of quantum amplifiers, combined with the order of magnitude reduction in physical temperature have dramatically improved ADMX performance over previous operations [3]. We have refined techniques for measuring the reduced system noise temperature and have incorporated it into the analysis. The implementation of a Model JDR-800 3He – 4He Dilution Refrigerator System to cool the cavity enabled us to minimize the thermal noise for both runs. In Run 1A, this led to an average cavity temperature of about 150 mK. In Run 1B, we achieved an average cavity temperature of about 130 mK. In addition, we discuss a few other advances to improve our sensitivity. These include a complete update of the Data Acquisition System (DAQ) software, and the implementation of hardware for the blind injection of synthetic axion signals.

Meanwhile, ADMX has expanded the search to higher mass as a part of ongoing research and development efforts. The prototype “Sidecar” cavity system attained new mass limits in three distinct frequency regions around 4.2, 5.4, and 7.2 GHz [4]. We briefly discuss instrumentation advancements for Sidecar, because it shares the detector volume with the ADMX experiment.

II. ADMX EXPERIMENT OVERVIEW

Axions are hypothetical particles that exhibit behavior characteristic of dark matter; they are non-relativistic, highly stable, and weakly interacting [5] [6] [7]. Axions were originally postulated to resolve the strong CP problem [8] [9]. Quantum chromodynamics (QCD) calculations suggest axions could have a mass range of 1 to 100 µeV [10] [11] [12] [13]. The existence of axions would modify Maxwell’s equations as follows:

\[ \nabla \cdot \textbf{E} = \rho - g_{a\gamma\gamma} \textbf{B} \cdot \nabla a \]  
\[ \nabla \cdot \textbf{B} = 0 \]  
\[ \nabla \times \textbf{E} = -\frac{\partial \textbf{B}}{\partial t} \]  
\[ \nabla \times \textbf{B} = \frac{\partial \textbf{E}}{\partial t} + J - g_{a\gamma\gamma} \left( \textbf{E} \cdot \nabla a - \frac{\partial a}{\partial t} \textbf{B} \right). \]

Here, \( \textbf{E} \) is the electric field, \( \textbf{B} \) is the magnetic field, \( \rho \) is the charge density, \( J \) is the source current, \( a \) is the
scalar axion field and $g_{a\gamma\gamma}$ is the model-dependent axion-two photon coupling constant. The two primary models for axion-to-photon coupling are known as KSVZ (Kim-Shifman-Vainshtein-Zakharov) and DFSZ (Dine-Fischler-Srednicki-Zhitnisky). KSVZ couples only to hadrons, whereas DFSZ couples to both hadrons and leptons. These have values $-0.97$ and $0.36$ respectively. DFSZ couplings are about a factor of 3 weaker than KSVZ couplings, so require greater experimental effort to detect. Therefore, reaching the DFSZ sensitivity has been a long sought after goal of axion experiments. The application of inhomogeneous magnetic field provides a new channel for axions to decay into a photon, whose frequency is given by, $f = E/h$ where $E$ corresponds to the total energy of the axion with contributions primarily from the rest mass energy and a small kinetic energy term and “$h$” is the Plank’s constant. This is known as the Inverse Primakoff Effect. The conversion is expressed by a Feynmann diagram in (Fig. 1).

In 1983, Pierre Sikivie introduced the axion haloscope, which uses a large density of virtual photons from a strong static magnetic field to allow the galactic axions to convert into real photons inside a microwave cavity. When the axion’s frequency matches the resonance frequency of the microwave cavity, the conversion rate is enhanced to detectable levels. The power deposited in the cavity due to this conversion is given by,

$$P_{a\rightarrow\gamma} = (1.9 \times 10^{-22} \text{W}) \left( \frac{V}{136 \text{ L}} \right) \left( \frac{B}{6.8 \text{ T}} \right)^2 \left( \frac{C_{nlm}}{0.4} \right) \left( \frac{g_{\gamma}}{0.97} \right)^2 \left( \frac{\rho_a}{0.45 \text{ GeV/cm}^3} \right) \left( \frac{f_a}{650 \text{ MHz}} \right) \left( \frac{Q}{50000} \right),$$

Here, $V$ is the volume of the cavity, $B$ is the magnetic field, $C_{nlm}$ is the form factor of the cavity, $\rho_a$ is the local dark matter density, $f_a$ is the frequency of the photon and $Q$ is the loaded quality factor of the cavity. The form factor is defined as the integral of the overlap between the electric field of the cavity transverse magnetic mode and the external magnetic field generated by the magnet. For any given mode in an empty cylindrical cavity, the TM$_{010}$ mode has the highest form factor and the cavity radial dimension corresponds to approximately one-half of the photon wavelength. In practice, the geometry of the cavity is more complicated because of the presence of tuning rods, so simulation is necessary to understand the form factor.

From Eq. 5 it is clear that experimentalists have several handles which can be used to optimize the power extracted by the receiver. Cavity volume, magnetic field and quality factor can all be maximized, whereas the remaining parameters ($g_{\gamma}$, $\rho_a$) are fixed by nature. The signal-to-noise ratio (SNR) is defined by the Dicke radiometer equation [18]:

$$\frac{S}{N} = \frac{P_{axion}}{k_B T_{sys} \sqrt{b}} \sqrt{\frac{t}{b}},$$

Here $S$ is the signal, $N$ is the noise, $P_{axion}$ is the power that would be deposited in the cavity in the event of an axion signal, $k_B$ is the Boltzmann constant, $T_{sys}$ is the system noise temperature, $t$ is the integration time, and $b$ is the measurement frequency bandwidth. The total system noise temperature $T_{sys}$ is composed of cavity blackbody noise and amplifier noise, which should be minimized to achieve the highest possible SNR.

III. THE DETECTOR

ADMX is located at the Center for Experimental Nuclear Physics and Astrophysics (CENPA) at the University of Washington, Seattle. The ADMX detector consists of several components collectively referred to as “the insert” shown in Fig. 2. The insert is lowered into the bore of a superconducting solenoid magnet, which is operated typically at just under 8 T, for data-taking operations. The cylindrical insert (0.59 m diameter, 3 m height) contains the microwave cavity, motion control system for the antenna and cavity tuning rods, cryogenic and quantum electronics, a dilution refrigerator, a liquid $^4$He reservoir, a bucking magnet and the Sidecar cavity and electronics. The insert is designed such that the field sensitive quantum amplifiers, switches and circulators are housed in a field free region, with a volume 0.22 m height by 0.15 m diameter, provided by a bucking coil. The cavity is inserted concentrically in the magnet bore to maximize the form factor. The insert also involves
FIG. 2. Schematic of ADMX detector components. The microwave cavity can be seen at the center, with tuning rods. The central cylindrical structure containing cavity and electronics that is inserted into the magnet bore is called “the insert”. Various temperature stages are indicated on the right hand side. The quantum amplifier package is thermalized to the microwave cavity and a Cryomech PT60 pulse tube cooler that cools the top of the insert to 50 K. Below that, a liquid $^4$He reservoir maintains the bucking coil and second stage High Electron Mobility Transistor (HEMT) amplifiers near 4 K. Two pumped $^4$He refrigerators are used, one is thermally tied to the motion control system and the thermal shields surrounding the cavity and counters the thermal load of moving tuning rods. The other pre-cools the $^3$He/$^4$He mixture used in the dilution refrigerator before it enters the still. The dilution refrigerator mixing chamber is thermally anchored to both the first stage cryogenic electronics and the microwave cavity.

### A. Magnets

ADMX operated the superconducting magnet at 6.8 and 7.6 T respectively for Runs 1A and 1B. The magnet requires approximately 2,000 L of liquid helium per month for continuous cooling during data taking operations (supplied by a closed loop Linde liquifier system). The applied magnetic field is along the axis of the cavity. The bucking magnet reduces the magnetic field at the site of the electronics package to below 0.1 mT. Two Hall probes are located on each end of the bucking coil to monitor the field at the electronics site during data acquisition to ensure it is within tolerable limits. The Hall probes are both model HGCT-3020 InAs Hall Generators from Lakeshore.

### B. Cavity

The ADMX cavity is a copper-plated stainless steel (136 L) right-circular cylindrical cavity approximately 1 m in length and 0.4 m in diameter. Two 0.05 m diameter copper tuning rods run through the length of the cavity and are translated from the walls to near the center using aluminum oxide rotary armatures. This allows the fundamental TM010-like mode that couples to the detector to be varied from 580 MHz to 890 MHz. Both the stainless steel cavity and the copper tuning rods are plated with OFHC copper to a minimum thickness of 0.08 mm and then annealed for 8 hours at 400°C in vacuum. The annealing process increases the grain-size of the copper crystals leading to longer electron scattering path lengths as the copper is cooled into the anomalous skin depth regime and thus producing high Q-factors for the detector [19]. The cavity system and the magnetic field profile of the main magnet can be seen in Figs. 3 and 4.

The quality factor of the cavity modes are frequency dependent and are measured periodically via a transmission measurement made through the weakly coupled port to the output port. The presence of the tuning rod lowers the quality factor of an empty cavity. A quality factor between 40,000 and 80,000 was typically achieved in Runs 1A and 1B. The form-factor for the cavity is calculated from simulation. The mode structure of the simulation is compared to that measured from the cavity to ensure accuracy. The resulting E-field is convolved with a model of the B-field produced by the magnet. The form-factor of the $TM_{010}$ varies with frequency and rod position with an average value of 0.4.

### C. Mechanical/motion control system

Two copper-plated tuning rods swept out the 0.09 m radius circular trajectories shown in Fig. 5. They are rotated from the walls of the cavity ($\theta = 0$), where they minimally impact the electromagnetic boundary conditions of the resonator, to the center where the $TM_{010}$ frequency is at its highest ($\theta = 180$). The armatures that protrude through the end caps and offset the rods are made of alumina. This prevents the rods from acting as antennae and thus radiating power out of the system. Mechanical motion is translated to the rods via room temperature stepper motors mounted on the top plate of the insert. Acting through vacuum feed-throughs, these
stepper motors communicate motion to long G10 fiberglass shafts that connect to gear boxes (upper right panel of Fig. 5). The gear boxes have minimal backlash (a 19,600 : 1 gear reduction), allowing for micro-radian positioning of the tuning rods. A variable depth antenna located on the top of the cavity picks up axion signal from the cavity and transmits it to the amplifiers. This semi-rigid, coaxial antenna attaches to a different gear-box which turns rotary motion from the room temperature stepper motor into linear depth control. The depth of the antenna is adjusted to maintain a critical coupling to the TM_{010} mode. When it is critically coupled (or impedance matched) to the cavity on resonance, the power escaping through the antenna equals the power lost in the walls of the cavity, whereas off-resonance most of the power is reflected. The coupling is determined by reflecting swept power from the cavity and measuring its magnitude. This was achieved with the network analyzer and a circulator shown in Fig. 6. The swept output of the network analyzer is directed by the circulator towards the cavity. Power reflected from the cavity then travels back to the circulator, up the receiver chain and back to the input of the network analyzer. A good impedance match is marked by a deep trough in the reflected baseline on resonance. The depth of the antenna is adjusted to minimize the depth of this trough. Conventionally, when the difference between the minima of the trough and the off-resonance baseline reaches \(-30\, \text{dB}\), the antenna is considered critically coupled. This means that only 0.001 % of the on-resonance incident power is reflected.

D. Cryogenic electronics package

The main body of the cryogenic electronic package system sits inside the field-free region (Fig. 2) and contains the most delicate part of the experiment, the cryogenic radiofrequency (RF) electronics and quantum amplifier package. This includes quantum noise limited
back up the line. When the antenna is critically coupled, a -30 dB trough is observed in the mismatch between the antenna and the cavity, resulting in all of the power being reflected a Lorentzian function. To make a reflection measurement the NA sends power through the network analyzer (NA) to either the weak port or to one of the major ports. Only one major port is shown to make the diagram more clear. For a transmission measurement, the NA injects power into the cavity through the weak port and the outgoing power is picked up by the critically coupled antenna to measure the transfer function of the cavity.

amplifiers (University of California Berkeley), circulators (Run 1A: Quinstar UTB1262KCS and Run 1B: QCY-007020UM00), directional couplers (Pasternack), switches (Radiall R585433210), and a dc block for Run 1A. Oxygen-free high thermal conductivity (OFHC) copper frame houses these electronics in the cryogenic electronic package. Fig. 7 shows an example of the cryogenic electronic package. Since most of the RF electronics are frequency dependent, they are swapped for different runs according to the target frequency range corresponding to different axion masses.

Physical and amplifier noise temperatures of the cryogenic electronics housed in the package determine the total noise temperature of the system. Thus, keeping the cryogenic electronic package thermalized to the dilution refrigerator and characterizing the electronics is extremely important in determining the sensitivity of the experiment. For Run 1A (1B), the cryogenic electronic package was at a physical temperature of 300 mK (230 mK) despite being heat sunk to the cavity which was at 150 mK (130 mK). A newly designed cryogenic electronics package for Run 1C incorporated better thermalization of the various electronics to its frame and also to the dilution refrigerator as well as removed the thermal short caused by misalignment to the liquid ⁴He reservoir. As a result, this design reduced the physical temperature of the electronics and components to 120 mK (with a mixing chamber temperature of 100 mK) in 2020 during Run 1C. In the following sub-sections, differences between the Runs 1A and Run 1B cryogenic electronics package circuitry will be discussed.

The cryogenic electronics package initially housed two separate antennae extracting axion power from the cavity: the first coupled to the main cavity TM₀₁₀ mode and the second coupled to the TM₀₂₀ mode. In addition, a third antenna coupled to the Sidecar TM₀₁₀ or TM₀₂₀ mode. The TM₀₂₀ main cavity antenna was not used since its HEMT amplifier failed to operate early into Run 1A.

Fig. 8 shows the schematic of the antenna used for...
FIG. 7. Latest cryogenic electronics package design with the electronics and accessories being used in Run 1C (2020). The quantum electronics are housed inside the hexagonal chamber in a mu-metal shield. The hexagonal part is located in a zero magnetic field region of the ADMX detector to avoid damage to the delicate quantum electronics. The antenna go to the cavity and higher temperature electronics such as HEMT through the feed-through flange shown at the bottom of the cryogenic electronics package shaft.

FIG. 8. Insert schematic of Run 1A antenna. It consisted of attenuators in the input lines, circulators (C₁ and C₂) a low pass filter, switch (S₁), MSA, dc block, variable resistor (hot load) and a HEMT amplifier connected to the cavity through coaxial cable. The switch allows the characterization of the system noise by switching to the heated “hot load” from the cavity.

FIG. 9. Insert schematic of Run 1B antenna. It consisted of attenuators in the input lines, circulators (C₁, C₂ and C₃), switch S₁, directional coupler, JPA, variable resistor (hot load) and a HEMT amplifier connected to the cavity through coaxial cable. The switch enables characterization of the system noise by switching from the cavity to the “hot load”.

data taking in Run 1A (discussed in Ref[22]). Similarly, Fig. 9 shows the main cavity TM
₀₁₀ antenna used to take data in Run 1B (published in Ref[2]). Any photon signal generated by axions deposited in the cavity passes through the output chain electronics containing a series of switches and circulators to the first stage quantum amplifiers and further to the HEMT (Low Noise Factory, (Run 1A: LNC03_14A, Run 1B: LNF-LNC0.6_2A) with an additional series of room temperature amplifiers (Minicircuits) before being digitized (Signatech). The cryogenic electronics package was wired with copper coaxial cables (Pasternack), whereas the cavity antenna was made from semi-rigid 0.0022 m diameter NbTi superconducting coax (Keycom NbTiNbTi085) with approximately 0.025 m of the center conductor exposed. The NbTi provided a thermal disconnect from the 100 mK cavity to the 1 K linear drive that the antennas were attached to. Flexible coaxial lines were used to connect to the cryogenic electronics package inputs which was coupled to the first stage quantum amplifiers via NbTi cables in the RF output chain. Coaxial cables in the input chain were stainless steel (Keycom ULT-03).

Any photon signals emerging from the cooled cavity are amplified by quantum amplifiers: the MSA for Run 1A, and the JPA for Run 1B. The building block of modern quantum amplifiers, the DC SQUID will be discussed
in the subsequent sub-sections. Furthermore, both the MSA and JPA were fabricated by University of California Berkeley specifically for ADMX frequency range and their fabrication and properties will be discussed in detail below.

1. DC SQUID

The MSA consists of a conventional dc Superconducting QUantum Interference Device (SQUID) \([23, 25]\), shown schematically in Fig. 10(a), with an integrated, tuned RF input coil. Since the SQUID is operated in the voltage state, the Stewart-McCumber parameter \([26, 27]\) \(\beta_c \equiv 2\pi R^2 I_0 C/\Phi_0\) must be less than unity to ensure a non-hysteretic current-voltage \((I-V)\) characteristic. Here, \(R\) is the Josephson junction \([28]\) shunt resistance, \(I_0\) is the junction critical current, \(C\) is the intrinsic junction capacitance and \(\Phi_0 \equiv h/2e \approx 2.07 \times 10^{-15}\) Tm\(^2\) is the flux quantum; \(h\) is the Planck’s constant and \(e\) the electronic charge. The lowest noise energy of the SQUID, \(S_{\Phi}(f)/2L\), is obtained when \(\beta_L \equiv 2LI_0/\Phi_0 = 1\) and \(\beta_c\) is at a value just below the onset of hysteresis \([25]\); here, \(L\) is the geometric loop inductance and \(S_{\Phi}(f)\) the spectral density of the flux noise. For our MSAs we designed \(R\) to ensure \(\beta_c\) is strictly less than unity and \(L\) as a compromise between rf coupling and low-noise performance. Figure 10(b) shows a typical \(I-V\) characteristic for the SQUID, biased with a constant current, illustrating the change in critical current and observed change in output voltage for applied flux, \(\Phi_a = n\Phi_0\) and \((n + 1/2)\Phi_0\). In typical amplifier operation, the flux bias is set close to \((n \pm 1/4)\Phi_0\) to maximize the flux-to-voltage transfer coefficient \(V_o \equiv \partial V/\partial \Phi_a\), as illustrated in Fig. 10(c).

The layout of a typical SQUID, fabricated from photolithography patterned thin superconducting films, is shown schematically in Fig. 11(a) \([29]\). The superconducting layer is deposited as a square washer interrupted by a narrow gap. The gap is bridged by a second superconducting layer, the “counterelectrode” connecting to each side of the gap via a Josephson junction. The input coil is deposited on top of an electrically insulating film overlaying the SQUID washer, so that current in the input coil efficiently couples flux to the SQUID loop. Figure 11(b) shows a SQUID with an 11-turn input coil. By coupling the input loop to an appropriate input circuit one can realize a highly sensitive amplifier. With conventional flux coupling between the input coil and the SQUID, however, the highest practical operating frequency of such amplifiers is limited to a few 100 MHz. This is because, with increasing frequency the parasitic capacitance between the input coil and the SQUID washer conducts a larger fraction of the input signal as a displacement current, reducing the magnetic flux coupled into the SQUID. This limitation is eliminated with the Microstrip SQUID Amplifier (MSA) \([30, 32]\), which makes the washer-coil capacitance an integral component of a resonant microstrip input. The MSA was invented specifically to meet the needs of ADMX.

2. Microstrip SQUID Amplifier (MSA): Principles and Fabrication

The circuit configuration of the MSA is shown schematically in Fig. 12. The microstrip is represented as a distributed inductance and capacitance between the input coil and SQUID washer \([30, 31]\).

The spiral input microstrip behaves as a \(\lambda/2\) resonator of length \(\ell\) when its termination is open, provided the coupling to the input line is weak, for instance due to an impedance mismatch and large coupling capacitor reactance. The capacitance per unit length is well approximated by \(C_\ell = (\epsilon/\epsilon_0)(w/d),\) where \(\epsilon\) is the dielectric constant of the oxide between the washer and microstrip, \(\epsilon_0\) the vacuum permittivity, \(w\) the line-width of the microstrip, and \(d\) the oxide thickness. To a good approximation the inductance per unit length is \(L_\ell = N^2 L/\ell,\) where \(N\) is the number of turns on the input coil. Because of the very strong flux coupling between the input coil and SQUID washer other inductances, such as the line inductance and kinetic inductance, are negligible. The group velocity is then \(c' = (1/L_\ell C_\ell)^{1/2},\) the characteristic impedance is \(Z_0 = (L_\ell/C_\ell)^{1/2},\) and the \(\lambda/2\) resonance frequency is \(c'/2\ell.\) One tunes the MSA by terminating the microstrip with a voltage-controlled capacitor (varactor diode), enabling one to change the electrical length of the microstrip without changing \(Z_0\) or \(c'.\)

Although the dc SQUID is conventionally operated with the washer grounded, the MSA may be operated with the washer at the output potential \([31]\), resulting in feedback through the washer-coil capacitance. The feedback may be either positive or negative depending on the choice of dc flux bias. Qualitatively, positive feedback results in greater gain, greater noise, and higher resonant frequency, with opposite effects for negative feedback. A detailed account appears in Ref\([31].\) At low temperatures, the MSA can achieve quantum limited amplification\([33].\)

Fabrication of the MSA largely follows the standard process \([34]\) at the National Institute of Science and Technology, Boulder. This process utilizes an \textit{in situ} sputtered trilayer of Nb, Al and Nb for the Josephson junction, e-beam evaporated PdAu shunt resistors, plasma-enhanced chemical vapor deposited SiO\(_2\) dielectric and an additional sputtered Nb wiring layer.

In the MSA shown in Fig. 11(b), the washer has inner and outer dimensions \(d_1 = 0.2\) mm and \(d_2 = 1.0\) mm, respectively, corresponding to an estimated self-inductance \(L = 1.25 \mu_0 d_1 + 0.3(pH/\mu m)(d_2 - d_1) \approx 430\) pH. Here, the first term is the inductance of the square hole in the washer and the second the slit inductance \([29]\). The 11 turns on the microstrip are 2-\(\mu m\) wide with a 6-\(\mu m\) pitch. For each \(2.0 \times 2.0\) \(\mu m^2\) Josephson junction the shunt re-
FIG. 10. DC SQUID. (a) Schematic, with Josephson junctions indicated with “X”. (b) Voltage $V$ vs. current $I$ for applied magnetic flux $\Phi_a = n\Phi_0$ and $(n + 1/2)\Phi_0$. Voltage change $\Delta V$ at a constant bias current $I_b$. (c) Voltage $V$ vs. normalized magnetic flux $\Phi_a/\Phi_0$ at constant $I_b$.

FIG. 11. Microstrip SQUID Amplifier (MSA). (a) Simplified schematic diagram (not to scale). Small red squares are Josephson junctions. (b) Optical photograph of 11-turn MSA. Microstrip leads enter from the top. Junctions and resistors at lower left edge.

The Microstrip SQUID Amplifier (MSA): Operation and tuning

Fig. 13 shows the MSA mounted on its RF carrier board. The signal from the cavity is transmitted to the MSA via a 50-Ω coaxial transmission line to the RF board, followed by a 50-Ω coplanar waveguide and a fixed capacitor sized for optimal coupling to the resonant microstrip. When the ADMX cavity frequency is changed by positioning tuning rods, the MSA resonant frequency is tuned by applying a dc bias to the terminating varactor. A $\lambda/2$ resonance assumes an open circuit ($\pi$ reflection) at both ends, but if either end of the MSA input coil is not an open circuit, the $\lambda/2$ resonant frequency $\omega_0$ is altered by $\omega = \omega_0(\phi_{in} + \phi_{end})/2\pi$, where the reflected phases $\phi_x$ are given by $\tan(\phi_x/2) = iZ_x/Z_0$. Here, $Z_x$ is the loading impedance at either end of the microstrip and $Z_0$ the input coil ac impedance. This formula is general—purely reactive loads generate a real reflected phase, but a real (resistive) load component generates an imaginary (lossy) reflected phase. The varactors appear at the top-right corner of the schematic in Fig. 12 and at the lower-left corner of the MSA in Fig. 13. All dc bias signals (current, flux, and varactor tuning) pass through discrete RC low-pass filters mounted on the RF carrier.

It is challenging to achieve substantial gain with a conventional MSA at frequencies above 1 GHz. Subsequent development of the MSA, however, in which it is operated in higher order modes than the $\lambda/2$ mode, enables high gain at gigahertz frequencies, for example, 24 dB at 2.6 GHz.

Fig. 14 shows the gain vs. frequency of the MSA as measured at Berkeley (UCB) and as measured at Seattle.
FIG. 12. Schematic diagram of MSA with grounded counter electrode. Signal enters from left through coupling capacitor to the input coil, represented as a distributed inductance and capacitance to the SQUID loop. End of the input coil is terminated by varactor diode to ground at top right. DC varactor bias voltage $V_V$ determines varactor capacitance and input coil resonant frequency. Bias current $I_b$ greater than $I_c$ applied from $I_+$ to $I_-$ maintains SQUID in voltage state. The terminals $V_+$ and $V_-$ are for diagnostic purposes, not essential for operation. Inductor at left couples static flux to the SQUID to set $\Phi_a \approx (n \pm 1/4)\Phi_0$ to maximize the transfer coefficient $\partial V/\partial \Phi_a$. SQUID output voltage is connected via a 50-Ω line to a transistor-based amplifier.

FIG. 13. Photograph of MSA.

(UW). The difference in performance is stark. We note that at UCB the MSA was connected to ideal 50-Ω loads, required magnetic shielding only from the ambient 50-μT geomagnetic field, and operated at a bath temperature of 60 mK. At UW the MSA was connected to switches and circulators that may have non-negligible $S_{11}$ parameters. Furthermore, it required both active and passive cancellation of the 6.8 T haloscope magnetic field, and operated at a bath temperature of 300 mK. Despite the unexpected performance, the noise temperature was sufficiently low to achieve sensitivity to the DFSZ threshold (see Sec. V D 4 “Run 1A Noise Temperature”).

In the transition from Run 1A to Run 1B, ADMX switched from an MSA to a JPA.

4. Josephson Parametric Amplifier (JPA): Device and Operation

The JPA is a low-noise microwave amplifier based on the Josephson junction [28]. JPAs have been developed to achieve quantum limited amplification [38], adding only a minimum amount of noise required by quantum mechanics [39]. JPAs used by ADMX were fabricated at University of California, Berkeley. A typical JPA can achieve 20+ dB of power gain over an instantaneous bandwidth of 10 – 20 MHz.

The JPA is a non-linear oscillator which consists of two Josephson junctions placed in a SQUID loop [23, 24] (or an array of SQUID loops) shunted by a geometric capacitance (Fig. 15). The resonant frequency of a JPA is given by $\omega_0 = 1/\sqrt{(L_J + L_G)C}$, where $L_J$ is the total Josephson inductance of the SQUID loop, $C$ is the shunting capacitance, and $L_G$ is the geometric or stray inductance in the circuit. The inductance of a single Josephson junction can be expressed as

$$L_J = \frac{L_{J0}}{\sqrt{1 - (I/I_0)^2}} = L_{J0}\left(1 + \frac{1}{2}(I/I_0)^2 + \ldots\right),$$

(7)

where $I_0$ is the critical current of the junction, $L_{J0} = \Phi_0/2\pi I_0$ is the Josephson inductance in the absence of any supercurrent flow $I$ through the junction, and $\Phi_0$ is the flux quantum. The non-linearity of the junction inductance can be understood through the series expansion of $L_J$, which, for $I \ll I_0$, can be truncated at the quadratic term. The behavior of two Josephson junctions in a SQUID loop can be modeled as single Josephson junction but with a flux-tunable critical current. The critical current $I_c$ of a SQUID can be expressed as a func-
tion of an externally applied magnetic flux $\Phi_E$:

$$I_c(\Phi_E) = 2I_0|\cos\left(\frac{\pi\Phi_E}{\Phi_0}\right)|,$$  \hspace{1cm} (8)

where $I_0$ is taken to be identical for both Josephson junctions. Since $I_L$ is a function of the critical current $I_c$, and since $I_c$ increases non-linearly with an external flux bias through the loop (until the field enclosed is equal to half a flux quantum), the resonant frequency of the device can be tuned downward from its zero-bias state as shown in Fig. 16.

The operation of a JPA can be understood using the classical picture of parametric amplification: a strong pump tone at $\omega_p$ mixes with the weak signal at $\omega_s$ generating more photons at $\omega_s$.

A JPA can be operated as a phase-preserving or phase-sensitive amplifier. In phase-preserving amplification, the phase difference between the pump tone and the signal tone is random, leading to an amplification of both quadratures of the readout signal by a factor of $\sqrt{G}$, where $G$ is the power gain of the JPA. Phase-preserving amplification adds at least a half a photon of noise to the readout signal [40], as required by quantum mechanics. In phase-sensitive amplification, the pump tone is in phase with one of the signal quadratures, leading to an amplification of $2\sqrt{G}$ for the in-phase quadrature and a de-amplification by the same factor for the out-of-phase quadrature. The JPA used in Run 1B was operated in phase-preserving mode for the duration of the data-taking.

Depending on how the JPA is designed and operated, two different types of wave-mixing processes can occur. In the “current-pump” design [41–44], as shown in Fig. 17, both the signal tone and the pump tone enter the JPA through the main RF transmission line. In this design, parametric amplification is achieved by modulating the current through the Josephson junctions in the SQUID at the resonant frequency of the device. Since the non-linearity of the device in this scheme is due to a fourth-order Kerr non-linearity, the pump tone is not equal to twice the signal tone, but rather the two are approximately equal to each other, with only a slight detuning on the order of tens of MHz. This process results in four-wave mixing, in which two pump photons are converted into one signal photon and one idler photon. Energy conservation gives $2\omega_p = \omega_s + \omega_i$. The JPA used in the ADMX experiment for Run 1B was of the current-pump design.

In the “flux-pump” design [45–48] as shown in Fig. 17, the signal tone enters the JPA through the main RF transmission line, but the pump tone is inductively coupled to the SQUID. Thus, parametric amplification occurs by modulating the frequency of the resonator by means of an additional external AC magnetic flux. This design results in a three-wave mixing process, in which a single pump photon is converted into signal and idler photons. Energy conservation gives $\omega_p = \omega_s + \omega_i$, where $\omega_p$ is the pump frequency, $\omega_s$ is the signal frequency, and $\omega_i$ is the idler frequency. For flux-pump designs, the pump frequency is approximately twice the signal frequency, $\omega_p \approx 2\omega_s$, thus $\omega_i \approx \omega_s \approx \frac{1}{2}\omega_p$. The main advantage of this design is that the pump tone is largely detuned from the signal tone, so it is easy to filter downstream in the readout line such that the readout is not contaminated by the strong pump tone. Flux-pump design is being investigated for future research and development.

JPAs are characterized in reflection via a transmission line, which carries the signal tone, the amplified signal, and the pump tone if it is current-pumped. A circulator is needed to route the input signal into the JPA and the amplified signal down the output line and to isolate
FIG. 16. A typical tuning curve produced for characterizing a JPA, demonstrating that the resonant frequency can be tuned downward from its zero-bias state. Each horizontal line is a single trace on a VNA for a given DC bias current. The resonant frequency is measured as a sharp phase shift in the phase of the reflected signal.

the pump from reflecting off the cavity and interfering (Fig. 9). The performance of a JPA is controlled by tuning three parameters: flux bias, pump power, and the detuning of the pump tone from the signal frequency. At optimal performance, JPAs typically provide at least 20 dB of gain over tens of MHz of bandwidth. This was found to be true of the ADMX JPA after installation during Run 1B. If a JPA adds the minimum amount of noise possible, then the SNR improvement of the amplifier is slightly lower than its power gain. Fig. 24 shows UCB fabricated JPA tuning for optimized gain, increase in noise floor when the JPA is on and noise temperature optimization as a function of different relevant parameters used at the UW for Run 1B.

5. Josephson Parametric Amplifier (JPA): Fabrication

JPAs are typically fabricated using electron-beam lithography to expose resist spun on top of a substrate. First, large structures, such as parallel plate capacitors, geometric inductors and RF launches are defined, typically in a lift-off process. Then Josephson junctions, most commonly of the superconductor-insulator-superconductor (S-I-S) variety, are added. The insulating barrier is typically made from a thermally grown oxide (e.g., Al-AlOx-Al, as is the case for the ADMX JPAs). After exposure and development, a double-angle evaporation is used to deposit a thin film of aluminum and the first layer is allowed to oxidize before depositing the second layer. This method is sometimes referred to as the Niemeyer-Dolan technique for fabricating very small overlapping structures. (For a full explanation of this technique, the reader is referred to Ref. [49].) For an image of a full JPA chip and enlarged images of the smaller structures, such as the SQUIDs and Josephson junctions, see Fig. 18.

E. Dilution refrigerator

We use a dilution refrigerator as the final cooling stage of the ADMX detector. Cooling is provided by the circulation of $^3$He for the $^3$He-rich phase to a dilute phase in the mixing chamber of the refrigerator. The rate is controlled by heater in the still which evaporates $^3$He from the dilute phase to the gas phase which is almost pure $^3$He.

The dilution refrigerator (Model JDR-800) was custom built by Janis Research Company [50]. Based on the anticipated heat loads of operating the haloscope, we designed it to have 750 µW of cooling power at 100 mK. An actively driven still heater is used to control the $^3$He flow rate. A pumped $^4$He refrigerator pre-cools the $^3$He returned to the dilution refrigerator before it enters the still. The still is pumped by a Pfeiffer CombiLinc® Model WS1250WA (OKTA-2000/A100L) oil-free pumping station. Roots pumps use Fomblin® oil to reduce hydrogen sources in the dilution refrigerator system. At room temperature, LN2 traps and a hydrogen getter (MC1500902F from saesgroup Pure Gas) are used to clean the mixture. A gold-plated intermediate plate
FIG. 18. JPA chip. The input line and ground plane form a coplanar waveguide leading to an array of five SQUIDs, which is shunted by a large parallel plate capacitor. The dimensions of a typical Josephson junction can be precisely fabricated on the order of tens to hundreds of nanometers. From left to right, the images are increasingly enlarged to show the array of SQUIDS and Josephson junction.

is used to bolt the cavity and cryogenic electronics tower to the mixing chamber of the refrigerator to ensure good thermalization. The attachment of the cavity to the dilution refrigerator mixing chamber is shown in Fig. 19.

F. Sidecar, a high frequency prototype

Ultimately, we want to operate ADMX at higher frequencies of several GHz to probe higher mass axions. As a preliminary test, we allocated a small amount of space inside the insert to operate the Sidecar cavity (Fig. 20). Sidecar operated a 4 – 6 GHz cavity in the TM_{010} mode and has been used to demonstrate that data can be taken on the TM_{020} mode which extends the cavity frequency range to 7.2 GHz. One of the main differences between Sidecar and the ADMX main cavity is that Sidecar is tuned using attocube piezo-electric actuators [51]. Consequently, Sidecar is a prototype test-bed for future motion control system for the main cavity. The attocube actuators are less bulky and dissipate less heat than the currently used stepper motors, and will be implemented in future ADMX runs. In its location on top of the ADMX cavity, Sidecar experiences a mean field that is one half that of the main cavity. Thus, Sidecar also acts as a fully operational haloscope operating at higher frequency. For further information on the Sidecar cavity see Ref[4].

IV. HELIUM LIQUEFACTION SYSTEM AND INFRASTRUCTURE

To meet the high liquid $^4$He demands of the two solenoid magnet systems and the two 1 K pots for the dilution refrigerator mixture condensing line and cavity thermal shields, a Linde L1410 $^4$He liquefaction system was installed at CENPA, which includes a closed loop system of the liquefier, Rotary Screw Compressor, screw compressor, and two Bauer compressors. Any helium vapor produced by the system is collected into a gas bag with a volume sufficient to hold 25 liquid liters of $^3$He gas (equivalent to 19,000 L gas at STP). From the gas bag, a screw compressor is used to compress the gaseous $^4$He into a medium pressure tank up to $10^6$ N/m$^2$. The medium pressure helium is then regulated into a pair of

FIG. 19. Dilution Refrigerator bolted to the microwave cavity.
Bauers high pressure compressors to a system of 12, 1.4 m tall, standardized high pressure rated cylinders (T-bottles) up to 10^7 N/m^2. These T-bottles supply the L1410 liquefier with the required high pressure helium via two T-bottles acting as a surge tank to quell any instabilities in the supply pressure.

The liquefier produces 15 to 45 liquid liters of ^4He per hour, depending on whether liquid nitrogen pre-cooling is used and the purity of helium flowing into the purifier of the liquefier. From the liquefier, the liquid ^4He is routed via a remote delivery tube (RDT) to a Mother Dewar of 2500 liquid liters volume. Stored liquid ^4He is then transferred into either the main magnet or a reservoir.

In addition, University of Washington CENPA’s cryo-gen infrastructure includes a large liquid nitrogen (LN2) tank that is used to provide LN2 for dilution refrigerator traps as well as to provide a 77 K thermal shield for the main ADMX magnet.

V. DAQ INFRASTRUCTURE AND WARM ELECTRONICS

The data acquired for ADMX can be divided into periodically sampled experimental state information and RF measurements taken during the axion search. The experimental state information consists of readings from temperature, pressure, magnetic field, and current sensors.

A. Sensors

For temperatures above 1 K, we used an assortment of platinum resistance (Lakeshore PT-102), Cernox (Lakeshore CX-1010 and CX-1050), and Ruthenium Oxide (Lakeshore RX-102 and RX202) sensors for read out. Sensor resistances were measured by performing a four-wire resistance measurements with an Agilent Multifunction Measure Unit. For temperatures below 1 K, resistance measurement were made with a Lakeshore 370 Alternating Current (AC) resistance bridge [52]. To ensure heating of the sensors from the resistance bridge was minimized, the excitation voltage from the resistance bridge was reduced until the excitation voltage had no noticeable effect on the resulting temperature measurement (while still maintaining a high enough voltage to minimize noise). For temperature sensors at the 100 mK stage of the experiment, the excitation voltage that minimized heating was 20 µV. In Run 1A, the temperatures of the cavity and quantum electronics package were measured using Cernox temperature sensors (Lakeshore CX-1010), while the temperature of the mixing chamber mounted to the cavity was measured using a Ruthenium Oxide temperator sensor (Scientific Instruments RO600). During operations, we observed that the Cernox sensors had a large magneto-resistance at temperatures below 1 K.

When the magnet was ramped to 6.8 T, it was observed that temperature readings on the Cernox temperature sensors on the cavity increased by 70% compared with the Ruthenium Oxide temperature sensor on the mixing chamber, which increased by 2%. Thus, in Run 1A, the temperature of the cavity was determined by the Ruthenium Oxide temperature sensor mounted to the mixing chamber. Because the quantum electronics package was kept in a field-free region, the Cernox temperature sensors located on the package did not suffer from magnetic field effects, and were used to measure the physical temperature of the quantum amplifier.

In Run 1B, the Cernox sensors on the cavity and quantum amplifier package were replaced with Ruthenium Oxide sensors (Scientific Instruments RO-600).

The vacuum insulation space between the insert and the magnet bore was monitored with an ionization gauge which is kept below 10^{-7} torr during operation. When the main magnetic field is changed, the magnetic field cancellation near the quantum electronics is verified by Hall probe measurements, but these probes are not energized during data taking due to the excess heat they generate.

B. RF chain and Run Cadence

Thermal power from the cold space was amplified by a chain of amplifiers with the following approximate characteristic gains: quantum amplifiers (Figs. 8 MSA and 9 JPA), 20 – 30 dB, HEMT amplifiers 30 dB and a series of room temperature amplifiers (Minicircuit), 40 dB. This
The antenna coupling was obtained with reflection measurements, performed by directing swept power through a bypass line and circulator to the antenna. When critically coupled, on resonance power was absorbed by the cavity. Off-resonance, the signal was reflected off the antenna and up through the receiver chain (see Figs. 6, 8 and 9). This off-resonance baseline was also used for wide-band measurements of system gain for noise calibrations.

The data-taking process is fully automated via custom DAQ software tools that provide a number of useful features such as remote monitoring of state information. The lowest layer of the DAQ software is based on Experimental Physics and Industrial Control System (EPICS) [53], which provides a uniform software interface for interaction with the instruments. As data are acquired through EPICS, they are periodically logged in a SQL database. The on-site database is synchronized with an off-site database mirror that allows for backup and analysis access. The experiment was automated through a series of scripts written in Lua [54]. These scripts controlled the serial measurements made during the course of normal operations. Individual scripts customized for a specific task could also be developed for the purpose of engineering studies throughout the run. During the course of a run, experiment operators interacted with the DAQ software through a web interface that enabled remote monitoring and plotting of experimental state information.
C. Synthetic Axion Generator

RF signals that were indistinguishable from an isothermally modeled axion signal were injected into the experiment through the weakly coupled port in the cavity to ensure the robustness of the experiment in detecting axions. Known as synthetic axions, these signals were generated using an arbitrary waveform generator (Keysight AG33220A) which produced a Maxwell-Boltzmann-like line-shape approximately 500 Hz in width. This signal was then mixed up to hundreds of MHz frequencies corresponding to the search range of ADMX. The injected power was varied by changing the output power of the arbitrary function generator and calibrated to the range of power predicted for QCD axions within the experiment. The synthetic axion injection system was implemented in Runs 1A and 1B with a blind injection scheme in Run 1B to introduce artificial axion candidates into the data.

D. System Noise temperature

The detectability of an axion signal depends on the magnitude of the noise background. Because the background is almost entirely thermal noise, it is of paramount importance to understand the system noise temperature which includes thermal fluctuations from the photon occupation of the cavity, power fluctuations due to amplification electronics, as well as attenuation that decreases the SNR. It should be noted that the contribution to the system noise from the fluctuation of photon occupation of the cavity is given by the fluctuation-dissipation theorem or generalized Nyquist theorem \[55\] as

\[ P_n = k_B T_b \left( \frac{h f/k_B T}{\exp(h f/k_B T) - 1} \right) + \frac{h f b}{2}. \]  

(9)

Here, \( k_B \) is the Boltzman constant, \( T \) is the physical temperature of the thermal source, \( b \) is the bandwidth over which the noise is measured, \( h \) is Planck’s constant and \( f \) is the frequency. The first term in the equation corresponds to the thermal noise power radiated into a single waveguide mode by a blackbody. The second term denotes the zero point fluctuation noise \[56\]. In the thermal limit \( h f \ll k_B T \), \( P_n \) converges to \( k_B T_b \), the background noise contribution arises solely from the physical temperature of the cavity. From Eq \[5\] the system noise temperature \( T_{sys} \) can be defined such that the ratio of the signal power of an axion signal coming from the cavity with a bandwidth \( b \) to nearby background noise Gaussian power is

\[ SNR = \frac{P_{axion}}{k_B T_{sys} b}. \]  

(10)

It is important to recall the following two equations: The noise from a thermal source of temperature \( T \), followed by an amplifier with gain \( G \) and noise \( T_a \) is equivalent to a thermal source with equivalent noise temperature \[57\]

\[ G T_{equiv} = G(T + T_a), \]  

(11)

while a thermal source of temperature \( T \) followed by an attenuation \( \alpha \) held at temperature \( T_\alpha \) is equivalent to a thermal source with equivalent noise temperature

\[ T_{equiv} = T\alpha + T(1 - \alpha). \]  

(12)

These two equations can be combined for an arbitrary cascade of components; in general the earlier stage components like the first stage amplifiers have a more significant effect on the equivalent noise than that of later stage components.

In the ADMX setup described by Figs. 8 and 9 far from resonance, where the cavity is reflective, the pri-
FIG. 24. A typical SNRI scan used during operations to select the optimal JPA parameters. Left: The increase in gain between the JPA pump on and off. Center: The increase in power between JPA pump on and off. Right: The resultant noise temperature from the combination of the two measurements and the known noise temperature of the downstream electronics. In this case, a bias of $-2.49$ mA and a pump power of $-1.703$ dBm $(<-100$ dBm on chip) with a system noise temperature of 380 mK were selected as best for the data taking cycles in that measurement bandwidth.

mary source of thermal noise is attenuator A. Near resonance, the thermal noise power is a combination of the power radiated at A and the power radiated from the cavity. In the case of critical coupling, the entire initial thermal noise comes from the cavity. Beyond the cavity, there are contributions from the attenuation between the cavity and first-stage amplifier, the first-stage amplifier (MSA or JPA), the attenuation between the first and second stage amplifiers and finally the second stage amplifier (HEMT). Beyond the second-stage amplifier, the noise contributions of the receiver components are minor.

As will be discussed in detail later, Runs 1A and 1B were designed such that several in situ measurements could be made of the noise from these various components in the RF chain which will be discussed in further detail.

1. Heated Load Measurements

A heated load measurement refers to physically changing the temperature of one part of the system while monitoring the power over a certain bandwidth. The system noise can be divided into two components: the part that varies with the physical temperature and the part that does not.

In ADMX, the performance of the JPA and MSA amplifiers was extremely sensitive to the physical temperature, so that a heated load measurement including the first-stage amplifier proved unreliable. Two alternative configurations were found, however, both reliable and useful to measuring the system noise temperature. In the first configuration, the first-stage amplifier was disabled or bypassed and the temperature of the millikelvin electronics was varied while the power far from resonance was measured. In this case, measured power is

$$ P \propto T_m + T_h, \quad (13) $$

where $T_m$ is the temperature of the millikelvin electronics and $T_h$ is the noise contribution of the HEMT and downstream electronics. An example of this measurement is shown in Fig. 23.

In the second configuration, the RF system switch, shown in Figs. 8 and 9, was switched to the hot load. The temperature of the load could be varied independently from the temperature $T_m$ of the millikelvin electronics stage. In this case the output power can be expressed as

$$ P \propto \alpha T_L + (1 - \alpha) T_m + T_h, \quad (14) $$

where $T_L$ is the temperature of the load, $\alpha$ is the attenuation of all of the components in the millikelvin electronics stage, and $T_h$ is the noise contribution of the HEMT and downstream electronics. Both of these configurations were used in Runs 1A and 1B for noise temperature studies of the HEMTs.

2. Signal-to-Noise Improvement Measurements

The Signal-to-Noise Ratio Improvement (SNRI) measurement is commonly used in characterizing the performance of ultra-low noise amplifiers. To perform a SNRI measurement, one measures the total system gain and power output in the desired frequency band with the amplifier included and excluded from the RF chain (Figs. 8 and 9). The ratio of the system noise of the RF system with the amplifier included ($T_{\text{included}}$) to the system noise with the amplifier excluded ($T_{\text{excluded}}$) is

$$ \frac{T_{\text{included}}}{T_{\text{excluded}}} = \frac{G_{\text{excluded}}P_{\text{included}}}{G_{\text{included}}P_{\text{excluded}}}. \quad (15) $$
FIG. 25. Change in power as seen with a network analyzer when the MSA flux was optimized to yield maximum gain (violet) and minimum gain (green) for the constant bias values of current and varactor voltage. This difference between the violet and green curve was subtracted from the gain of the MSA to obtain the SNR increase used in the noise temperature analysis.

Here $G_{\text{excluded}}$ ($G_{\text{included}}$) is the gain when the amplifier is excluded (included), similarly, $P_{\text{included}}$ ($P_{\text{excluded}}$) is the measured power when the amplifier is included (excluded).

An SNRI measurement of the first stage amplifier combined with the heated load measurement of the HEMT and downstream noise yields the total system noise. The values of variables involved in obtaining the SNRI like gain and power increase are shown in Fig. 24 as a function of various amplifier bias parameters such as current and pump power for the JPA. In addition, the system noise temperature is also shown as a function of the pump power bias values.

In case of the MSA in Run 1A, switching it out of the signal path required actuating two switches shown in Fig. 8 which changed the MSA temperature significantly and impeded proper performance. Therefore, the power and gain with the MSA switched out were measured infrequently, introducing uncertainty into the measurement of the overall system gain or output power varied over time. However, SNRI measurements could also be made by comparing minimum and maximum power transmitted through the MSA by changing the flux bias while keeping the current and varactor biases constant. An example of this is shown in Fig. 25.

In the case of the JPA in Run 1B, since the JPA acts as a perfect reflector when the pump tone is disabled, the total SNRI could be measured very quickly with the pump on and off (Fig. 26). Combined with a heated load HEMT measurement, this procedure provided a reliable and immediate measurement of the system noise temperature.

3. On-off Resonance Measurements

In Runs 1A and 1B, the physical temperature of the cavity was significantly different than the physical temperature of the millikelvin electronics. The former was close to 150 mK (130 mK) for Run 1A (1B) and the latter was close to 300 mK (250 mK) for Run 1A (1B). The relative thermal power on and off-resonance encoded sufficient information to determine the system noise in the same way as a heated load measurement. Provided the attenuation in the millikelvin electronics space, $\alpha_b$, could be determined, and there were no reflections in the system, the expected noise power entering the first-stage amplifier was

$$P \propto \left(1 - \alpha_b\right)T_m + \alpha_b[(1 - \Gamma)T_c + \Gamma(1 - \alpha_b)T_m + \alpha_bT_a],$$

where $T_a$ is the physical temperature of attenuator A in Fig. 27, $T_c$ is the physical temperature of the cavity, and $\Gamma(f)$ is the reflection coefficient of the cavity near resonance. If the antenna is critically coupled, $\Gamma(f)$ is zero on resonance and unity far from resonance. Small reflections within the passive components in the millikelvin space could distort this shape, but an overall fit of a more sophisticated model to the power as a function of frequency enabled us to extract $T_{\text{sys}}$ using temperature sensor measurements of $T_m$, $T_a$ and $T_c$.

4. Run 1A Noise Temperature

In practice, a combination of the above measurements yields a reliable system noise temperature. In Run 1A, the switch for the heated load malfunctioned, so all noise...
calibration measurements came from the “on-off resonance” method. Typical parameters for this measurement were: the noise contribution off-resonance of 300 mK, the noise contribution coming from the cavity and accounting attenuators of 100 mK, and a dip of order 20% in power seen at the cavity resonance in Fig. 27. This measurement yielded a system noise temperature of order 500 mK for the run, and was measured at several frequencies. There was significant variation in the system noise over frequency due to different gains of the MSA. This variation was tracked by a SNRI measurement before each 100 second digitization using a network analyzer transmission measurement to track the gain, and the average power in the digitization itself to track the noise power. More information on this is available in the supplemental material for Ref [1].

5. Run 1B Noise Temperature

In ADMX Run 1B, the hot load had an unintentional touch to the same temperature stage as the cavity and the millikelvin electronics and cavity were closer in temperature than Run 1A, so that the on-off resonance method could not be used effectively. We constructed a model with attenuation through millikelvin electronics $\alpha$, (which included circulators $C_1$, $C_2$, and $C_3$, along with any line losses between components), and noise temperature of the HEMT amplifier as free parameters. In addition, we used the hot load temperature $T_L$, and the millikelvin electronics temperature $T_m$ which we could measure and change independently. This model was simultaneously fit to measurements where the hot load was heated and where the cryogenic electronics package’s temperature was changed. The hot load and heated cryogenic electronics package’s measurements were fit to Eq. [14]. This yielded the system noise temperature with the JPA without the pump power. It is helpful to recognize that the total loss $\alpha$ can be decomposed into the loss between the cavity and JPA, $\alpha_{C-J}$, and the loss between the JPA and the HEMT, $\alpha_{J-H}$, such that $\alpha = \alpha_{J-H} \alpha_{J-C}$. Because the components and line lengths are similar, $\alpha_{J-H} \approx \alpha_{J-C}$.

We made an SNRI measurement frequently throughout the data run. The system noise with the JPA energized was

$$T_{sys,JPA} = T_{sys,HEMT} \frac{P_{JPA}}{P_{HEMT} \alpha_{J-H} G_{JPA}}$$

We derived this from Eq. [15] noting that the JPA gain must be weighted by the attenuation between the JPA and the HEMT. The power and gain of JPA ($P_{JPA}, G_{JPA}$) and HEMT ($P_{HEMT}, G_{HEMT}$) can be measured directly, but the uncertainty in how much of the loss is distributed upstream and downstream of the JPA leads to some uncertainty on this system noise as considered at the JPA input. However, to calculate the equivalent system noise from a signal generated in the cavity (such as an axion), the system noise as measured at the JPA input must take into account the attenuation between the cavity and the JPA which reduces the signal and replaces it with thermal noise from the attenuator, yielding

$$T_{sys,Cavity} = T_{sys,HEMT} \frac{P_{JPA}}{P_{HEMT} (\alpha_{J-H} G_{C-J}) G_{JPA}}$$

Thus, the uncertainty in distribution of loss/attenuation does not significantly affect uncertainty in the system noise as compared to signal in the cavity.

Typical measurements for Run 1B were $\alpha = 3.27 \pm 0.08$ dB, and a noise temperature at the HEMT input of $8.16 \pm 0.11$ K. These were independent of frequency below 770 MHz. The ideal noise temperature of HEMT is notably lower (2 K) in the component datasheet, indicating the possibility that the HEMT noise was adversely affected by the magnetic field, an effect studied in [58]. SNRI measurements varied between 13 dB and 16 dB during the data run (Fig. 26), depending on frequency, amplifier bias conditions, and the physical temperature of the amplifier and the cavity. This yielded noise temperatures of 350 to 500 mK.

Above 770 MHz, the transmission coefficient of the circulators decreased, increasing $\alpha$, and thus yielding slightly higher system noise temperature. The increase of $\alpha$ was 3 dB at 800 MHz, consistent with both the component data sheet and separate cold measurements of the circulators. This additional attenuation caused a proportional increase in system noise temperature.
VI. DATA ANALYSIS

After acquiring the information regarding the experimental state through sensors and determining the system noise temperature, we analyzed the data by combining the individual 100 second power spectra collected into a cumulative “grand spectrum” which we used to search for axion-like signals. The details of the analysis procedure vary between runs but the general steps follow those outlined in Refs [59]. First, the background receiver shape in the individual scans is filtered out. In Run 1A, the background receiver shape was removed by applying a Savitsky-Golay filter (length 121 and polynomial order 4) to 95% of the least-deviant power bins [1]. In Run 1B, a six-order Padé filter was used to remove the background [60]. The filtered power spectra were then scaled to the system noise temperature and individual bins of the spectra were weighted by their difference from the cavity resonant frequency via the Lorentzian line shape. This produced a spectrum of the excess power due to a potential axion signal. Each of these filtered and weighted scans was then combined into a single grand spectrum representing the excess power from the cavity across the entire frequency range covered in each run. The grand spectrum was then used to search for axion-like signals by a convolution with two different axion signal shapes: a boosted Maxwell-Boltzmann shape predicted from the standard halo model for axion dark-matter, as described in Ref [61], and a signal shape predicted from N-body simulations described in Ref [62]. Data were taken usually in the order of 10 MHz wide “nibbles”. After an initial sweep in frequency, any axion-like signals were flagged as possible axion candidates and were re-scanned (usually within a week of the original scan). Re-scanning of candidates consisted of tuning the cavity to the frequency of the candidate and integrating for a significantly longer time to improve the expected signal-to-noise for a possible axion signal. Any signals that persisted following the re-scan were subjected to individual analysis, as detailed in Ref [1], [2] before moving to the next “nibble”.

A medium-resolution and high-resolution channel enabled the search of virialized and non-virialized axions, respectively. Virialized axions are defined as having been gravitationally thermalized, and are expected to follow a Maxwell-Boltzmann lineshape (though other lineshapes are studied as well Ref [62]), with a spectral width on the order of 1 kHz [63]. Analyses of the medium-resolution channel was undertaken in Refs [1], [60]. A more detailed outline of the analysis procedure which uses the medium-resolution channel and a second lineshape derived from the N-body simulations described in preparation. Non-virialized axions, on the other hand, have not reached a steady state of motion. Axions would be non-virialized if they have only recently entered the galactic halo, or have been pulled out of tidally disrupted subhalos [65].

VII. EXPERIMENTAL SENSITIVITY

With the above discussed hardware upgrades and analysis techniques including the system noise temperature determination, ADMX was able to achieve DFSZ sensitivity in Run 1A in 2017. In this run, axion masses covering 2.66 to 2.81 $\mu$eV corresponding to the frequency range of 645 to 680 MHz were probed using the MSA technology. The results are highlighted in Ref [22]. Similarly, in Run 1B in 2018, we were able to maintain the DFSZ sensitivity while probing axion masses from 2.81 to 3.31 $\mu$eV corresponding to 680 to 790 MHz using the JPA technology. This was an improvement of about a factor of three in the frequency coverage from Run 1A in 2017. A detailed summary of these result is plotted in Fig. 28 [2]. These results were a factor of 7 improvement in the sensitivity from results in 2010 [65]. To date, ADMX is the only axion dark matter experiment that has achieved this sensitivity.

VIII. FUTURE AND CONCLUSION

While ADMX has made progress in ultra low noise detector development technology for axion dark matter searches, much of the QCD axion parameter space still remains unexplored.

As it stands, ADMX uses a single cavity to probe for axions in the 2.4 – 6.2 $\mu$eV (580 - 1.5 GHz) range. Subsequent phases will search for 6.2 – 40 $\mu$eV (1.5 - 10 GHz) axions, requiring microwave cavities of smaller volume. To compensate for the reduced axion power deposited in a smaller cavity from axions, multiple cavities will be used that tune together in frequency. This strategy trades a small volume, yielding reduced sensitivity to axions for the added complexity of frequency-locking multiple cavities at each axion detection frequency step.

The first ever 4-cavity array proof of concept for ADMX was tested in the work of Ref [67]. A 4-cavity array prototype was implemented at UF to provide a testbed for a multi-cavity array for the ADMX experiment. Designed for a frequency range of 4.4 to 6.3 GHz, the prototype array uses a cavity cross section that is roughly 1:3 scale to that of the planned full size experiment, which will achieve resonances in the range of 1 to 2 GHz. The principal design challenge of a multi-cavity system is to maintain a frequency lock between the cavities in order to use the array as a single higher frequency cavity that exploits the maximum volume possible within the ADMX magnet bore. A preprint discussing the details of this design and challenges is in progress.

In the near future, there are two potential enhancements being developed in parallel to increase the scan rate. The first is exploring increasing cavity quality factor by employing superconducting cavities that can maintain their low RF-losses in a high magnetic field. The second is to explore using squeezing techniques to lower noise beyond the quantum limit, which from 2 to 4 GHz,
rises from 100 mk to 200 mK and begins to dominate the thermal noise of the ADMX system. With these enhancements, ADMX hopes to cover several GHz in frequency over the next few years. Needless to say, systems operating in lower than the quantum-noise-limit is a must before the search can be extended to higher axion mass in a reasonable amount of time. Therefore, superconducting Josephson Junction (JJ) based single photon sensors which count photons thereby eliminating the quantum-noise-limit seem to be a promising avenue to pursue. Furthermore, significant strides in technological advancement is necessary before the complete QCD axion parameter space can be examined.
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