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Abstract

We discuss a new method for setting limits on small signals in the presence of background noise. The method is based on a combination of a two dimensional confidence region and the large sample approximation to the likelihood ratio test statistic. It automatically quotes upper limits for small signals and two-sided confidence intervals for larger samples. We show that this method gives the correct coverage and also has good power.
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Finding confidence intervals or upper limits for small signals has recently attracted a great deal of attention. The paper by Feldman and Cousins [1] rekindled the interest in this area by providing a unified approach, that is, it based the choice of quoting an upper limit or a two-sided confidence interval on the data alone, without the experimenter having to make this decision. The unified approach uses the Neyman construction together with an ordering principle based on likelihood ratios. Subsequent papers such as Giunti [2] and Roe and Woodroofe [3] gave variations of this method, basing the ordering on other quantities. Common to all these methods is the need to have a fairly precise knowledge of the background rate, for example, from Monte Carlo simulations. Unfortunately, as we will see in section 4, these methods can fail when used in the presence of background uncertainty. A possible remedy is discussed in Cousins and Highland [4] where it is suggested to treat the background uncertainty as a systematic error. We will instead treat the background uncertainty as a statistical error and develop a method that is suitable in this situation. Our method is based on the likelihood ratio test statistic, together with an adjustment for those situations where there is very little (or no) signal observed. We will show that this method yields the correct coverage rate and that it has good power.

The background rate has to be estimated either from the data or through...
Monte Carlo. Both of those methods have their strengths and their weaknesses. Using data requires choosing sidebands, and implicitly makes the assumption that the density generating the background events is the same in the signal region as it is in the sidebands. This leads to a quandary: If we choose a small sideband, this assumption seems more reasonable, but then we will also see fewer background events and therefore have a higher statistical uncertainty in the estimate of the background rate. Choosing a large region might yield higher statistics but makes the assumption of a linear background more tenuous.

An alternative way to estimate the background rate is by Monte Carlo. One problem with this approach is that a good Monte Carlo is often difficult to do because we can never be completely sure that we have modeled all the relevant effects correctly. This is particularly true when searching for small signals since the efforts to reduce the background often mean one is probing the tails of distributions which may be difficult to model. Also, in High Energy Physics today running a complete Monte Carlo simulation of an experiment can be a formidable task from a computational point of view, and it might not be possible to run enough Monte Carlo to effectively eliminate the uncertainty in the background estimate. For these reasons, it is in many cases not possible to ignore the uncertainty in the background rate. Our method is well equipped to deal with the uncertainty that comes from limited statistics in both situations, those where the background is estimated from the data as well as those where the background is estimated using Monte Carlo.
In some cases there are two different sources of background. It turns out that our method can be extended fairly easily to this situation also, regardless of the method of estimation used.

2 A Description of the Method

In this section we will outline the basic ideas of this new method. We will need the following notation. Assume that we observe $x$ events in a suitably chosen signal region and a total of $y$ events in the background region. Here the background region can be chosen fairly freely and need not be contiguous. Furthermore, we assume that the ratio of the size of the background region to the size of the signal region is $\tau$. For example, if we use two background regions of the same size as the signal region we get $\tau = 2$. Then a probability model for the data is given by

$$ X \sim \text{Pois}(\mu + b), \quad Y \sim \text{Pois}(\tau b) $$

where $\mu$ is the signal rate, $b$ is the background rate and $\text{Pois}$ is the usual Poisson distribution. We can assume $X$ and $Y$ to be independent and so

$$ P_{\mu,b}(X = x, Y = y) = \frac{(\mu + b)^x}{x!} e^{-(\mu+b)} \cdot \frac{(\tau b)^y}{y!} e^{-\tau b} $$
2.1 A Confidence Region for $\mu$ and $b$

A common technique for constructing confidence regions (or intervals for one-dimensional parameters) is to find a corresponding hypothesis test and then to invert the test. We will start with a simultaneous hypothesis test for $\mu$ and $b$ with the null hypothesis $H_0 : \mu = \mu_0, b = b_0$. The steps are as follows:

1. List all observations $(u_i, v_i), i = 1, ..., K$, together with their probabilities, which are given by

   $$P_{\mu_0, b_0}(X = u_i, Y = v_i) = \frac{(\mu_0 + b_0)^u_i}{u_i!} e^{-(\mu_0 + b_0)} \cdot \frac{(\tau b_0)^v_i}{v_i!} e^{-\tau b_0}$$

   Here we use the values $\mu_0$ and $b_0$ specified in the null hypothesis. We list only those observations which have a probability above a certain small threshold. In our algorithm we require the probabilities to be larger than $10^{-6}$.

2. Sort all observations from the most likely to the most unlikely.

3. Find the partial sums from the largest to the $k^{th}$ observation until you reach $1 - \alpha$, if the desired level of the test is $\alpha$.

4. If the observed $(x, y)$ appears in the list of possible observations before $1 - \alpha$ is reached, accept the null hypothesis, otherwise reject it.

This is in effect a Neyman construction like the one used in Feldman and Cousins [1], only we use the probabilities as the ordering quantities. The test simply checks whether or not the observation $(x, y)$ is compatible with the
rates $\mu_0$ and $b_0$ specified in the null hypothesis.

Using the likelihood ratios as the ordering quantity in a way similar to Feldman and Cousins [1] would in principle be superior, but unfortunately does not yield a viable method here because the list of "likely" observations is infinite.

The inversion of the hypothesis test then involves a search through all pairs $(\mu, b)$. If a certain pair leads to the acceptance of the null hypothesis, we add it to the confidence region, otherwise we do not. As an example we have figure 1 where we show the confidence regions obtained for three observations. The boundaries of the confidence regions are somewhat ragged due to the discrete nature of the Poisson random variable.

### 2.2 A Confidence Interval for $\mu$

Again we will start with a hypothesis test, but this time we will only fix the signal rate $\mu$. The null hypothesis then becomes $H_0 : \mu = \mu_0$.

A popular test in Statistics for any kind of hypothesis test is the likelihood ratio test, which is based on the likelihood ratio test statistic $\Lambda$ given in our problem by:

$$\Lambda(\mu_0; x, y) = \frac{\max \{l(\mu_0, b; x, y) : b \geq 0\}}{\max \{l(\mu, b; x, y) : \mu \geq 0, b \geq 0\}}$$

Here $l(\mu, b; x, y) = P_{\mu, b}(X = x, Y = y)$ is the likelihood function of $\mu$ and $b$.
given the observation \((x, y)\). This test statistic can be thought of as the ratio of the best explanation for the data if \(H_0\) is true and the best explanation for the data if no assumption is made on \(\mu\). The denominator is simply the likelihood function evaluated at the usual maximum likelihood estimator. To find the numerator we have to find the maximum likelihood estimator of the background rate \(b\) assuming that the signal rate is known to be \(\mu_0\).

\[
\frac{\partial}{\partial b} \log l(\mu_0, b; x, y) = \frac{x}{\mu_0 + b} - 1 + \frac{y}{b} - \tau \doteq 0
\]

\[
\hat{b} = \frac{x + y - (1 + \tau)\mu_0 + \sqrt{(x + y - (1 + \tau)\mu_0)^2 + 4(1 + \tau)y\mu_0}}{2(1 + \tau)}
\]

\(l(\mu, \hat{b}; x, y)\) is called the profile likelihood function of \(\mu\). The usefulness of the likelihood ratio test statistic lies in the fact that approximately we have

\[
-2 \log \Lambda(\mu_0; x, y) \sim \chi^2(d)
\]

that is \(-2 \log \Lambda\) has an approximate Chi-Square distribution with \(d\) degrees of freedom, where \(d\) is the number of parameters in the model minus the number of parameters specified in the null hypothesis. Here we have \(d = 1\). Because the profile likelihood \(l\) differs from the likelihood ratio \(\Lambda\) only by a constant independent of \(\mu_0\), we can concentrate on the profile likelihood. For more details on the likelihood ratio test statistic see Casella and Berger \[5\]. For information on the profile likelihood see Bartlett \[6\], Lawley \[7\] and Murphy and Van Der Vaart \[8\]. In figure 2 we have the profile likelihood function for
the case \( x = 6, y = 2, \tau = 2 \). To find a \((1 - \alpha) \cdot 100\%\) confidence interval we start at the minimum, which of course is at the usual maximum likelihood estimator, and then move to the left and to the right until the function rises by the \( \alpha \) percentile of a \( \chi^2 \) distribution with 1 degree of freedom.

The method here uses an approximation to the profile likelihood function by a quadratic function. Unfortunately, in cases where the number of observations in the signal region is small compared to the number of background events, the profile likelihood function becomes almost linear and this approximation does not work. For those cases we will use the following method:

We overlay the confidence region described previously with the profile likelihood curve \((\mu, \hat{b})\). Then we find the smallest value of \( \mu \) that is on this curve but not in the confidence region. Figure 3 illustrates this method. Clearly, in the case of fewer observations in the signal region than in the background region only an upper bound will be quoted. We will use this second method whenever the profile likelihood function has a positive derivative at \( \mu = 0 \).

It turns out that the limits obtained by these two methods are compatible. Figure 4 shows the upper bound for a number of cases with the limits obtained by the confidence region method drawn as squares and the limits using the likelihood ratio method as diamonds. The transition from one method to the other is quite smooth.
3 Extensions of the Method

3.1 Estimating background from Monte Carlo

Our method can also be applied when a Monte Carlo with limited statistics is used to estimate the background rate. Assume we run the Monte Carlo \( n \) times and observe a total of \( y \) events. In the data we see \( x \) events in the signal region. Then a probability model for this situation is given by:

\[
X \sim \text{Pois}(\mu + b), Y \sim \text{Pois}(nb)
\]

We notice, of course, that this is actually the same model as the one previously used, only with an \( n \) instead of a \( \tau \). Therefore, we can use our method for this situation without any changes.

3.2 Include a second background source

Sometimes there is a second source of background present in the data, this one characterized by the fact that it only appears in the signal region. An example is an invariant mass histogram where some of the background comes from the misidentification of pions with muons. Say we run a Monte Carlo \( n \) times and observe a total of \( z \) events of this type. In the data we have \( x \) observations in the signal region and \( y \) observations in a suitably chosen background region.
The probability model for this case is given by:

\[ X \sim \text{Pois}(\mu + b + \eta), Y \sim \text{Pois}(\tau b) \]

\[ Z \sim \text{Pois}(n\eta) \]

where \( \mu \) is the signal rate, \( b \) is the rate of the first background source and \( \eta \) is the rate of the second background source. Then:

\[
P_{\mu,b,\eta}(X = x, Y = y, Z = z) = \frac{(\mu + b + \eta)^x}{x!} e^{-(\mu+b+\eta)} \frac{(\tau b)^y}{y!} e^{-\tau b} \frac{(n\eta)^z}{z!} e^{-n\eta}
\]

We can extend our method to this situation in a fairly straightforward manner. First, we have to find the profile likelihood function, which leads to the following nonlinear system of equations:

\[
\frac{\partial \log l}{\partial b} = \frac{x}{\mu + b + \eta} - 1 + \frac{y}{b} - \tau = 0
\]

\[
\frac{\partial \log l}{\partial \eta} = \frac{x}{\mu + b + \eta} - 1 + \frac{z}{\eta} - n = 0
\]

It turns out that \( \hat{\eta} \) can be found as the second largest root of the cubic equation

\[ ax^3 + bx^2 + cx + d = 0 \]

with

\[
a = (1 + n)(n - \tau)
\]

\[
b = (x + z - (1 + n)\mu)(\tau - n) - (1 + n)(z + y)
\]

\[
c = xz + (\tau - n)z\mu + z^2 + yz - (1 + n)z\mu
\]

\[
d = \mu z^2
\]
and then $\hat{b}$ is given by

$$
\hat{b} = \frac{x + y - (1 + \tau)(\mu + \hat{\eta}) + \sqrt{(x + y - (1 + \tau)(\mu + \hat{\eta}))^2 + 4(1 + \tau)y(\mu + \hat{\eta})}}{2(1 + \tau)}
$$

The same problem as before arises again in this situation: in the case of few events in the signal region the profile likelihood function is nearly linear. We can use the same remedy as before by instead finding the intersection of the boundary of the three-dimensional confidence region in $(\mu, b, \eta)$ space with the profile likelihood curve $(\mu, \hat{b}, \hat{\eta})$.

4 Performance of this Method

In this section we will study the true coverage and the power of this method. For comparison we will use the unified approach of Feldman and Cousins [1]. Although that method was not designed to deal with uncertainty in the background, it is the standard method used in calculating confidence intervals in High Energy Physics at this time according to the Review of Particle Physics [9]. The coverage rates shown here were obtained through exact computation, without approximation. In figure 5 we have the case of one background region of equal size to the signal region, and finding 90% confidence intervals. The true background rates are $b = 1, 3$ and $5$ and the signal rates go from $0$ to $5$. Clearly our method has much better coverage than Feldman and Cousins [1]; although, due to the approximation used in the method, the coverage is
sometimes slightly worse than the nominal one. The ragged appearance of
the graph is due to the discrete nature of the Poisson distribution and in
general is unavoidable. Figure 6 has the case of two background regions and a
99% confidence interval. Again the new method performs very well, whereas
Feldman and Cousins [1] does not achieve the nominal coverage.

Next, we illustrate the performance of this method when the background rate
is estimated by Monte Carlo. In figure 7 we compute the coverage rates for the
cases $\mu = 0$ and $b = 0.5, 1.5$ and 2.5. The Monte Carlo is run $n$ times where
we let $n$ range from 1 to 10. Our method performs satisfactorily for all cases.
This plot is also interesting because it gives some insight into the number of
runs of the Monte Carlo needed before one can assume that the background
rate is known.

The performance of the extension of our method to the case of two differ-
ent background sources discussed in section 3.2 has to be studied using mini
Monte Carlo because the number of possible observations $(x, y, z)$ becomes
quite large. We have run a variety of these mini Monte Carlo studies. In Fig-
ure 8 we show the results for the case $\tau = 2$, $n = 10$ and a 90% confidence
interval. The true coverage rates of our method appear to be in line with
the nominal ones, again with a few cases where the coverage is slightly worse
due to the approximation used in the method. Due to the discreteness of the
Poisson distribution the method is also quite conservative for many situations.
As Feldman and Cousins [1] noted, there has been some criticism of their limits in cases where an experiment finds fewer events than are expected from the background rate. For example, an experiment with an expected background rate of $b = 0.5$ and no observed events would quote a Feldman-Cousins upper limit of 1.94; whereas an experiment with an expected background rate of $b = 1.5$ and no observed events would quote a Feldman-Cousins upper limit of 1.33. Our tables show a similar effect. Feldman and Cousins [1] explain this apparent inconsistency in some detail, and we are in full agreement with their reasoning.

It may also come as somewhat of a surprise that our method yields limits that are sometimes smaller than the limits in Feldman and Cousins [1]. Contrary to the instance discussed in the previous paragraph, this happens in some cases where more events are observed in the signal region than in the sidebands. For example, consider the following situation: say we use one sideband of equal size to the signal region, that is we have $\tau = 1$, and we observe $x = 1$ events in the signal region and $y = 0$ events in the sideband. Then the 90% upper limit using our method is found to be 3.65, whereas assuming $b = 0$ and using Feldman and Cousins method gives a 90% upper limit of 4.36, or about 19% larger. So here we get a smaller limit despite the fact that we have an additional uncertainty. This apparent paradox can be explained as follows: Let us consider the question whether the single event observed in the signal region is a signal or a background event. Using Feldman and Cousins [1], the answer
is clear: having assumed \( b = 0 \) we know that there is no background, therefore this event has to be from the signal. In fact, it would be quite reasonable in this situation to actually quote a lower limit larger than 0, because we already have proof that \( \mu > 0 \). On the other hand, in our method \( y = 0 \) does not imply \( b = 0 \), it only means that \( b \) is not too large. It is therefore still possible that the event in the signal region is in fact a background event, and that \( \mu = 0 \). It should come as no surprise, then, that in those cases we are quoting a smaller upper limit for \( \mu \) than Feldman and Cousins \([1]\). Notice that in theory it would still be preferable to have absolute knowledge of the background rate because one could then make an actual observation of the signal rate rather than having to settle for setting a limit. In practice it is usually impossible to have such precise knowledge and, of course, nobody would claim a discovery based on just one event.

### 5 Conclusion

The methods for quoting limits for rare decays, mainly Feldman and Cousins \([1]\) and its variants, all suffer from the requirement that the background source be known with a high degree of precision. We have described a new method based on the likelihood ratio test which treats the background uncertainty as a statistical error. The performance of the method is shown to be quite good, with the true coverage rates close to the nominal ones and good power. The
method can be used in situations where the background rate has been estimated from data sidebands as well as where it has been obtained from Monte Carlo. The method can also be extended to cases where a second background source solely appearing in the signal region is present.

In the appendix we provide tables for the confidence intervals and the experimental sensitivity as discussed in Feldman and Cousins [1] and in Review of Particle Physics [9] for the cases $\tau = 1, 2$ and $\alpha = 0.9, 0.99$. The currently used algorithm for computing the limits becomes unreliable in some extreme cases, and in those cases we use NA in the tables. A FORTRAN program for the computation of the limits for any other case as well as for the extension discussed in section 4.2. can be obtained by writing to w rolke@rumac.upr.clu.edu.
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Fig. 1. Two dimensional confidence regions for $x = 3, 4, 5$ and 6 signal events, and $y = 3$ background events. The background region is twice the size of the signal region, and a 90% confidence level was used.
Fig. 2. Profile likelihood function with two-sided limits for the case of \( x = 6 \) events in the signal region and \( y = 2 \) events in the background region. The background region is twice the size of the signal region (\( \tau = 2 \)). The nominal coverage probability is 0.9.
Fig. 3. Confidence region with profile likelihood curve and upper bounds for the cases $x = 0, y = 1$ and $x = 1, y = 3$. 
Fig. 4. Upper limits obtained for a range of $x$ and $y$ values. Squares indicate that the confidence region method was used whereas diamonds indicate that the profile likelihood method was used.
Fig. 5. True coverage rates for our method and for the unified approach of Feldman and Cousins. The background rates are $b = 1, 3$ and $5$. The signal rates range from 0 to 5. We have $\tau = 1$ and we use 90% confidence intervals.
Fig. 6. True coverage rates for our method and for the unified approach of Feldman and Cousins. The background rates are $b = 1, 3$ and $5$. The signal rates range from 0 to 5. We have $\tau = 2$ and we use 99% confidence intervals.
Fig. 7. Here the background is estimated with Monte Carlo. There is no signal present, and the Monte Carlo was run $n$ times. 99% confidence intervals are used.
Fig. 8. The case of two different background sources. Coverage rates are based on mini Monte Carlo. The simulation is for the case with a background region twice the size of the signal region. The Monte Carlo was done 10 times and a 90% confidence interval was found.
Table 1: 90% CI for Poisson signal $\mu$ with $\tau = 1$. $y$ is the number of events observed in the background region and $x$ is the number of events observed in the signal region. In this case the estimated background rate would be $b = y$.

|   | $0$ | $1$ | $2$ | $3$ | $4$ |
|---|---|---|---|---|---|
| $0$ | 0.221 | 0.171 | 0.086 | NA | NA |
| $1$ | 0.365 | 0.362 | 0.271 | 0.198 | 0.13 |
| $2$ | 0.0353 | 0.452 | 0.419 | 0.341 | 0.274 |
| $3$ | 0.73681 | 0.602 | 0.522 | 0.481 | 0.417 |
| $4$ | 1.42825 | 0.744 | 0.663 | 0.582 | 0.557 |
| $5$ | 2.11963 | 0.16881 | 0.799 | 0.717 | 0.635 |
| $6$ | 2.811098 | 0.931015 | 0.932 | 0.849 | 0.766 |
| $7$ | 3.5123 | 1.71146 | 0.221063 | 0.979 | 0.896 |
| $8$ | 4.21359 | 2.491276 | 1.021192 | 0.1107 | 0.1023 |
| $9$ | 4.921487 | 3.271403 | 1.821319 | 0.451234 | 0.1149 |
| $10$ | 5.661614 | 4.061529 | 2.631444 | 1.271359 | 0.1274 |
| $11$ | 6.411739 | 4.851654 | 3.441569 | 2.091483 | 0.781397 |
| $12$ | 7.171863 | 5.651778 | 4.261692 | 2.921606 | 1.61152 |
| $13$ | 7.941986 | 6.4519 | 5.081814 | 3.751728 | 2.451642 |
| $14$ | 8.712109 | 7.262023 | 5.911936 | 4.58185 | 3.291763 |
| $15$ | 9.52223 | 8.072144 | 6.722057 | 5.411917 | 4.131883 |
| $16$ | 10.292351 | 8.892264 | 7.552177 | 6.25209 | 4.97203 |
| $17$ | 11.092471 | 9.712384 | 8.382397 | 7.09221 | 5.82212 |
| $18$ | 11.892591 | 10.532503 | 9.212416 | 7.932329 | 6.672241 |
| $19$ | 12.72271 | 11.352622 | 10.052535 | 8.772447 | 7.522359 |
| $20$ | 13.522828 | 12.182741 | 10.892653 | 9.622565 | 8.372477 |

|   | $5$ | $6$ | $7$ | $8$ | $9$ |
|---|---|---|---|---|---|
| $0$ | NA | NA | NA | NA | NA |
| $1$ | 0.059 | NA | NA | NA | NA |
| $2$ | 0.212 | 0.136 | 0.041 | NA | NA |
| $3$ | 0.352 | 0.266 | 0.19 | 0.105 | 0.016 |
| $4$ | 0.486 | 0.402 | 0.326 | 0.239 | 0.15 |
| $5$ | 0.632 | 0.539 | 0.467 | 0.372 | 0.286 |
| $6$ | 0.683 | 0.68 | 0.602 | 0.497 | 0.417 |
| $7$ | 0.812 | 0.727 | 0.727 | 0.632 | 0.554 |
| $8$ | 0.939 | 0.854 | 0.769 | 0.768 | 0.683 |
| $9$ | 1.064 | 0.979 | 0.894 | 0.808 | 0.805 |
| $10$ | 0.1188 | 0.1103 | 0.1017 | 0.931 | 0.845 |
| $11$ | 0.1312 | 0.1226 | 0.114 | 0.1053 | 0.967 |
| $12$ | 0.331434 | 0.1348 | 0.1261 | 0.1175 | 0.1088 |
| $13$ | 1.171555 | 0.1469 | 0.1382 | 0.1295 | 0.1208 |
| $14$ | 2.021676 | 0.761589 | 0.1502 | 0.1415 | 0.1328 |
| $15$ | 2.861796 | 1.621709 | 0.381622 | 0.1535 | 0.1447 |
| $16$ | 3.711916 | 2.471828 | 1.241741 | 0.02163 | 0.1566 |
| $17$ | 4.572035 | 3.331947 | 2.11859 | 0.881722 | 0.1684 |
| $18$ | 5.422153 | 4.182065 | 2.961977 | 1.75189 | 0.541801 |
| $19$ | 6.272271 | 5.042183 | 3.832095 | 2.62207 | 1.411919 |
| $20$ | 7.132389 | 5.91230 | 4.692212 | 3.482124 | 2.282035 |
Table 2: 90% CI for Poisson signal $\mu$ with $\tau = 2$. $y$ is the number of events observed in the background region and $x$ is the number of events observed in the signal region. In this case the estimated background rate would be $b = y/2$.

| $x$ | 0  | 1  | 2  | 3  | 4  |
|-----|----|----|----|----|----|
| 0   | 0.21 | 0.27 | 0.58 | 1.28 | 0.9 |
| 1   | 0.365 | 0.322 | 0.344 | 0.306 | 0.287 |
| 2   | 0.4253 | 0.487 | 0.443 | 0.4 | 0.441 |
| 3   | 0.97681 | 0.08637 | 0.593 | 0.549 | 0.505 |
| 4   | 1.54825 | 0.7478 | 0.03736 | 0.691 | 0.647 |
| 5   | 2.16963 | 1.42918 | 0.74873 | 0.07828 | 0.783 |
| 6   | 2.821098 | 2.121053 | 1.451008 | 0.8962 | 0.17917 |
| 7   | 3.5123 | 2.831184 | 2.181139 | 1.541094 | 0.911048 |
| 8   | 4.21359 | 3.551314 | 2.911268 | 2.291223 | 1.671177 |
| 9   | 4.921487 | 4.291442 | 3.661396 | 3.041353 | 2.431305 |
| 10  | 5.661614 | 5.031568 | 4.421522 | 3.811477 | 3.211431 |
| 11  | 6.411739 | 5.791693 | 5.181647 | 4.581601 | 3.981556 |
| 12  | 7.171863 | 6.561817 | 5.961771 | 5.361725 | 4.771679 |
| 13  | 7.941986 | 7.341944 | 6.741894 | 6.151848 | 5.561802 |
| 14  | 8.712109 | 8.122063 | 7.532016 | 6.941971 | 6.361924 |
| 15  | 9.52223 | 8.912184 | 8.322138 | 7.742091 | 7.162045 |
| 16  | 10.292351 | 9.712305 | 9.122258 | 8.542212 | 7.972165 |
| 17  | 11.092471 | 10.512425 | 9.932378 | 9.352328 | 8.782285 |
| 18  | 11.892591 | 11.322544 | 10.742498 | 10.572451 | 9.622405 |
| 19  | 12.72271 | 12.132663 | 11.562617 | 10.992571 | 10.422523 |
| 20  | 13.522828 | 12.952782 | 12.382735 | 11.812688 | 11.242642 |

| $x$ | 5  | 6  | 7  | 8  | 9  |
|-----|----|----|----|----|----|
| 0   | 0.64 | 0.03 | 0.NA | 0.NA | 0.NA |
| 1   | 0.44 | 0.196 | 0.155 | 0.101 | 0.066 |
| 2   | 0.392 | 0.351 | 0.302 | 0.268 | 0.26 |
| 3   | 0.461 | 0.502 | 0.46 | 0.414 | 0.374 |
| 4   | 0.602 | 0.557 | 0.513 | 0.555 | 0.517 |
| 5   | 0.739 | 0.694 | 0.649 | 0.604 | 0.559 |
| 6   | 0.872 | 0.827 | 0.782 | 0.737 | 0.691 |
| 7   | 0.31003 | 0.958 | 0.912 | 0.867 | 0.821 |
| 8   | 1.061132 | 0.451086 | 0.1041 | 0.95 | 0.95 |
| 9   | 1.831259 | 1.231213 | 0.631168 | 0.041122 | 0.1076 |
| 10  | 2.611385 | 2.011339 | 1.421293 | 0.831247 | 0.251201 |
| 11  | 3.391509 | 2.811464 | 2.211418 | 1.631372 | 1.041325 |
| 12  | 4.181633 | 3.591587 | 3.011541 | 2.431495 | 1.851449 |
| 13  | 4.981756 | 4.391709 | 3.811663 | 3.231617 | 2.661571 |
| 14  | 5.781877 | 5.218311 | 4.621785 | 4.041739 | 3.471692 |
| 15  | 6.581999 | 6.011952 | 5.431906 | 4.861859 | 4.291813 |
| 16  | 7.392119 | 6.822073 | 6.252026 | 5.681988 | 5.111933 |
| 17  | 8.212239 | 7.642192 | 7.072146 | 6.520999 | 5.932053 |
| 18  | 9.032358 | 8.462311 | 7.892265 | 7.332218 | 6.762172 |
| 19  | 9.852477 | 9.28243 | 8.722383 | 8.152337 | 7.59229 |
| 20  | 10.682595 | 10.112548 | 9.552502 | 8.992455 | 8.432408 |
Table 3: 99% CI for Poisson signal $\mu$ with $\tau = 1$. $y$ is the number of events observed in the background region and $x$ is the number of events observed in the signal region. In this case the estimated background rate would be $b = y$.

|   | 0   | 1   | 2   | 3   | 4   |
|---|-----|-----|-----|-----|-----|
| 0 | 0.452 | 0.441 | 0.36 | 0.275 | 0.205 |
| 1 | 0.613 | 0.67 | 0.567 | 0.509 | 0.433 |
| 2 | 0.812 | 0.737 | 0.751 | 0.7 | 0.626 |
| 3 | 0.99 | 0.914 | 0.838 | 0.87 | 0.785 |
| 4 | 0.1156 | 0.1079 | 0.1002 | 0.0925 | 0.0948 |
| 5 | 0.15135 | 0.1238 | 0.1159 | 0.1081 | 0.1003 |
| 6 | 0.844 | 0.139 | 0.1312 | 0.1233 | 0.1154 |
| 7 | 1.53168 | 0.1539 | 0.146 | 0.138 | 0.1301 |
| 8 | 2.231765 | 0.1685 | 0.1605 | 0.1525 | 0.1445 |
| 9 | 2.921908 | 0.461828 | 0.1747 | 0.1667 | 0.1586 |
| 10 | 3.612049 | 1.21968 | 0.1887 | 0.1807 | 0.1725 |
| 11 | 4.312188 | 1.942107 | 0.162026 | 0.1944 | 0.1863 |
| 12 | 5.012326 | 2.682244 | 0.932163 | 0.2081 | 0.1999 |
| 13 | 5.692462 | 3.43238 | 1.692298 | 0.082216 | 0.2133 |
| 14 | 6.392597 | 4.182514 | 2.462432 | 0.862349 | 0.2267 |
| 15 | 7.09273 | 4.922647 | 3.222563 | 1.642482 | 0.132399 |
| 16 | 7.772862 | 5.68278 | 3.992697 | 2.422614 | 0.92253 |
| 17 | 8.472994 | 6.432911 | 4.762827 | 3.212744 | 1.712661 |
| 18 | 9.163124 | 7.193041 | 5.542958 | 3.992864 | 2.51279 |
| 19 | 9.873254 | 7.94317 | 6.313087 | 4.783003 | 3.322919 |
| 20 | 10.583383 | 8.713299 | 7.093215 | 5.573131 | 4.13047 |

|   | 5   | 6   | 7   | 8   | 9   |
|---|-----|-----|-----|-----|-----|
| 0 | 0.133 | 0.076 | 0.0 | 0.0 | 0.0 |
| 1 | 0.371 | 0.294 | 0.214 | 0.144 | 0.08 |
| 2 | 0.542 | 0.475 | 0.397 | 0.322 | 0.256 |
| 3 | 0.711 | 0.635 | 0.562 | 0.495 | 0.414 |
| 4 | 0.869 | 0.799 | 0.738 | 0.652 | 0.572 |
| 5 | 0.1035 | 0.956 | 0.881 | 0.811 | 0.739 |
| 6 | 0.1075 | 0.1117 | 0.1031 | 0.0959 | 0.0895 |
| 7 | 0.1221 | 0.1141 | 0.1184 | 0.1105 | 0.1036 |
| 8 | 0.1364 | 0.1284 | 0.1323 | 0.1243 | 0.1178 |
| 9 | 0.1505 | 0.1425 | 0.1343 | 0.1262 | 0.132 |
| 10 | 0.1644 | 0.1563 | 0.1482 | 0.14 | 0.1318 |
| 11 | 0.1781 | 0.17 | 0.1618 | 0.1536 | 0.1454 |
| 12 | 0.1917 | 0.1835 | 0.1753 | 0.1676 | 0.1588 |
| 13 | 0.2051 | 0.1969 | 0.1886 | 0.1804 | 0.1721 |
| 14 | 0.2184 | 0.2101 | 0.2019 | 0.1936 | 0.1853 |
| 15 | 0.2316 | 0.2233 | 0.2151 | 0.2076 | 0.1984 |
| 16 | 0.2447 | 0.2364 | 0.2281 | 0.2197 | 0.2114 |
| 17 | 0.262577 | 0.2494 | 0.241 | 0.2326 | 0.2243 |
| 18 | 1.062709 | 0.2623 | 0.2539 | 0.2455 | 0.2371 |
| 19 | 1.46284 | 0.46275 | 0.2667 | 0.2583 | 0.2499 |
| 20 | 2.672963 | 1.272879 | 0.2794 | 0.2716 | 0.2625 |
Table 4: 99% CI for Poisson signal $\mu$ with $\tau = 2$. $y$ is the number of events observed in the background region and $x$ is the number of events observed in the signal region. In this case the estimated background rate would be $b = y/2$.

| $x$ | 0   | 1   | 2   | 3   | 4   |
|-----|-----|-----|-----|-----|-----|
| 0   | 0.452 | 0.477 | 0.446 | 0.4 | 0.348 |
| 1   | 0.613 | 0.571 | 0.655 | 0.612 | 0.583 |
| 2   | 0.812 | 0.777 | 0.727 | 0.685 | 0.766 |
| 3   | 0.99 | 0.947 | 0.904 | 0.861 | 0.818 |
| 4   | 0.5411.56 | 0.1113 | 0.107 | 0.1026 | 0.983 |
| 5   | 1.0913.15 | 0.1272 | 0.1228 | 0.1185 | 0.1141 |
| 6   | 1.6414.69 | 0.5314.25 | 0.1381 | 0.1338 | 0.1294 |
| 7   | 2.1916.18 | 1.1515.75 | 0.3215.3 | 0.1486 | 0.1442 |
| 8   | 2.7417.65 | 1.7717.2 | 0.9716.76 | 0.2116.32 | 0.1588 |
| 9   | 3.3119.08 | 2.4118.64 | 1.6218.19 | 0.8817.75 | 0.1617.31 |
| 10  | 3.9220.49 | 3.0520.05 | 2.2819.6 | 1.5519.16 | 0.8418.71 |
| 11  | 4.5121.88 | 3.721.44 | 2.9520.99 | 2.2320.54 | 1.5320.1 |
| 12  | 5.1423.26 | 4.3622.81 | 3.6322.36 | 2.9221.92 | 2.2321.47 |
| 13  | 5.7824.62 | 5.0324.17 | 4.3123.72 | 3.6223.27 | 2.9322.82 |
| 14  | 6.4425.97 | 5.725.51 | 5.2507 | 4.3124.61 | 3.6424.17 |
| 15  | 7.127.3 | 6.3926.85 | 5.726.4 | 5.0225.95 | 4.3625.95 |
| 16  | 7.7828.62 | 7.0828.17 | 6.427.72 | 5.7327.27 | 5.0726.82 |
| 17  | 8.4729.94 | 7.7829.49 | 7.1129.03 | 6.4528.58 | 5.8228.13 |
| 18  | 9.1631.24 | 8.4930.79 | 7.8330.34 | 7.1729.88 | 6.5329.43 |
| 19  | 9.8732.54 | 9.232.08 | 8.5531.63 | 7.9331.18 | 7.2630.72 |
| 20  | 10.5833.83 | 9.9233.37 | 9.2732.92 | 8.6332.46 | 8.3232.01 |

| $x$ | 5   | 6   | 7   | 8   | 9   |
|-----|-----|-----|-----|-----|-----|
| 0   | 0.325 | 0.275 | 0.232 | 0.202 | 0.162 |
| 1   | 0.532 | 0.491 | 0.458 | 0.426 | 0.383 |
| 2   | 0.731 | 0.683 | 0.654 | 0.615 | 0.563 |
| 3   | 0.775 | 0.868 | 0.824 | 0.792 | 0.737 |
| 4   | 0.94 | 0.897 | 0.853 | 0.954 | 0.895 |
| 5   | 1.097 | 1.054 | 1.01 | 0.967 | 0.923 |
| 6   | 1.25 | 1.206 | 1.162 | 1.118 | 1.074 |
| 7   | 1.398 | 1.354 | 1.31 | 1.266 | 1.222 |
| 8   | 1.543 | 1.499 | 1.455 | 1.411 | 1.366 |
| 9   | 1.686 | 1.642 | 1.597 | 1.553 | 1.508 |
| 10  | 1.51826 | 1.782 | 1.737 | 1.693 | 1.648 |
| 11  | 0.8519.65 | 0.1719.2 | 0.1875 | 0.1831 | 0.1786 |
| 12  | 1.5521.02 | 0.8920.57 | 0.2320.12 | 0.1967 | 0.1923 |
| 13  | 2.2622.37 | 1.621.92 | 0.9521.47 | 0.321.02 | 0.2058 |
| 14  | 2.9823.71 | 2.3223.26 | 1.6722.81 | 1.0322.36 | 0.3921.91 |
| 15  | 3.7225.04 | 3.0524.59 | 2.4124.14 | 1.7723.69 | 1.1323.24 |
| 16  | 4.4226.36 | 3.7825.91 | 3.1425.46 | 2.5125.01 | 1.8724.55 |
| 17  | 5.1527.67 | 4.5127.22 | 3.8826.77 | 3.2526.31 | 2.6225.86 |
| 18  | 5.8928.98 | 5.2528.52 | 4.6228.07 | 3.9927.61 | 3.3727.16 |
| 19  | 6.6230.27 | 5.9929.81 | 5.3729.36 | 4.7528.9 | 4.1328.45 |
| 20  | 7.3731.55 | 6.7431.1 | 6.1230.64 | 5.5301.9 | 4.8829.73 |
Table 5: Experimental sensitivity (defined as the average upper limit that would be obtained by an ensemble of experiments with the observed number of events $y$ in the sidebands and no true signal). Note that the estimated background rate would be $b = y/\tau$.

| $y$ | $\tau = 1$ | $\tau = 2$ | $\tau = 1$ | $\tau = 2$ |
|-----|------------|------------|------------|------------|
| 0   | 2.21       | 2.21       | 4.52       | 4.52       |
| 1   | 3.31       | 2.82       | 6.22       | 5.35       |
| 2   | 3.97       | 3.17       | 7.12       | 6.14       |
| 3   | 4.62       | 3.49       | 8.17       | 6.45       |
| 4   | 5.29       | 4.03       | 8.99       | 7.12       |
| 5   | 5.90       | 4.23       | 9.77       | 7.43       |
| 6   | 6.37       | 4.60       | 10.52      | 8.00       |
| 7   | 6.86       | 4.79       | 11.21      | 8.30       |
| 8   | 7.23       | 5.14       | 11.85      | 8.86       |
| 9   | 7.64       | 5.32       | 12.51      | 9.02       |
| 10  | 8.01       | 5.62       | 13.04      | 9.52       |
| 11  | 8.40       | 5.78       | 13.55      | 9.76       |
| 12  | 8.71       | 6.08       | 14.15      | 10.14      |
| 13  | 9.09       | 6.19       | 14.63      | 10.37      |
| 14  | 9.39       | 6.45       | 15.14      | 10.76      |
| 15  | 9.71       | 6.59       | 15.64      | 10.96      |