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Abstract
Very recently, a variety of vision transformer architectures for dense prediction tasks have been proposed and they show that the design of spatial attention is critical to their success in these tasks. In this work, we revisit the design of the spatial attention and demonstrate that a carefully-devised yet simple spatial attention mechanism performs favourably against the state-of-the-art schemes. As a result, we propose two vision transformer architectures, namely, Twins-PCPVT and Twins-SVT. Our proposed architectures are highly-efficient and easy to implement, only involving matrix multiplications that are highly optimized in modern deep learning frameworks. More importantly, the proposed architectures achieve excellent performance on a wide range of visual tasks including image-level classification as well as dense detection and segmentation. The simplicity and strong performance suggest that our proposed architectures may serve as stronger backbones for many vision tasks. Our code will be released soon at https://github.com/Meituan-AutoML/Twins.

1 Introduction
Recently, Vision Transformers [1–3] have received increasingly research interest. Compared to the widely-used convolutional neural networks (CNNs) in visual perception, Vision Transformers enjoy great flexibility in modeling long-range dependencies in vision tasks, introduce less inductive bias, and can naturally process multi-modality input data including image, video, text, speech signal and point cloud. Thus, they have been considered to be a strong alternative to CNNs. It is expected that vision transformers are likely to replace CNNs and serve as the most basic component in the next-generation visual perception systems.

One of the prominent problems when applying transformers to vision tasks is the heavy computational complexity incurred by the spatial self-attention operation in transformers, which grows quadratically in the number of pixels of the input image. A workaround is the locally-grouped self-attention (or self-attention in non-overlapped windows as in the recent Swin Transformer [4]), where the input is spatially grouped into non-overlapped windows and the standard self-attention is computed only within each sub-window. Although it can significantly reduce the complexity, it lacks the connections between different windows and thus results in a limited receptive field. As pointed out by many previous works [5–7], a sufficiently large receptive field is crucial to the performance, particularly for dense prediction tasks such as image segmentation and object detection. Swin [4] proposes a shifted window operation to tackle the issue, where the boundaries of these local windows are gradually moved as the network proceeds. Despite of being effective, the shifted windows may have uneven
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sizes. The uneven windows also result in difficulties when implemented using modern deep learning frameworks, which prefer the windows of equal sizes. Another solution is proposed in PVT [8]. Unlike the standard self-attention operation, where each query computes the attention weights with all the input tokens, in PVT, each query only computes the attention with a sub-sampled version of the input tokens. In theory, its computational complexity is still quadratic, but it is already manageable in practice.

From a unified perspective, the key in the aforementioned vision transformers is how the spatial attention is designed. Thus, in this work, we revisit the design of the spatial attention in vision transformers. Our first finding is that the global sub-sampled attention in PVT is highly effective, and with the correct positional encodings [9], its performance can be on par or even better than all state-of-the-art vision transformers (e.g., Swin). This results in our first proposed architecture, termed **Twins-PCPVT**. On top of that, we further propose a carefully-designed yet simple spatial attention mechanism to replace the less efficient global sub-sampled attention in PVT. Our attention mechanism is inspired by the widely-used separable depthwise convolutions and thus we name it **spatially separable self-attention** (**SSSA**). Our proposed SSSA is composed of two types of attention operations—(i) **locally-grouped self-attention** (**LSA**), and (ii) **global sub-sampled attention** (**GSA**), where LSA captures the fine-grained and short-distance information and GSA deals with the long-distance and global information. Both attention operations are efficient and easy-to-implement with matrix multiplications in a few lines of code. This leads to the second proposed vision transformer architecture, termed **Twins-SVT**.

We benchmark our proposed architectures on a number of visual tasks, ranging from image-level classification to pixel-level semantic/instance segmentation and object detection. Extensive experiments show that both of our proposed architectures perform favourably against other state-of-the-art vision transformers with similar or even reduced computational complexity.

## 2 Related Work

**Convolutional neural networks.** Characterized by local connectivity, weight sharing, shift-invariance and pooling, CNNs have been the de facto model for computer vision tasks. The top-performing models [10–19] in image classification also serve as the strong backbones for downstream detection and segmentation tasks.

**Vision Transformers.** Transformers were firstly proposed by [20] for machine translation tasks, and since then they have become the state-of-the-art models for NLP tasks, overtaking the sequence-to-sequence approach built on LSTM. Its core component is multi-head self-attention which models the relationship between input tokens and shows great flexibility.

In 2020, transformers were introduced to computer vision for image and video processing [1–3, 9, 21–23, 23–38]. In the image classification task, ViT [1] and DeiT [2] divide the images into patch embedding sequences and feed then into the standard transformers. Although vision transformers have been proved compelling in image classification compared with CNNs, a challenge remains when it is applied to dense prediction tasks such as object detection and segmentation. These tasks often require feature pyramids for better processing objects of different scales, and take as inputs the high-resolution images, which significantly increase the computational complexity of the self-attention operations.

Recently, Pyramid Vision Transformer (PVT) [8] is proposed and can output the feature pyramid [39] as in CNNs. PVT has demonstrated good performance in a number of dense prediction tasks. The recent Swin Transformer [4] introduces non-overlapping window partitions and restricts self-attention within each local window, resulting in linear computational complexity in the number of input tokens. To interchange information among different local areas, its window partitions are particularly designed to shift between two adjacent self-attention layers.

**Grouped and Separable Convolutions.** Grouped convolutions are originally proposed in AlexNet [10] for distributed computing. They were proved both efficient and effective in speeding up the networks. As an extreme case, depthwise convolutions [14, 40] use the number of groups that is equal to the input or output channels, which is followed by point-wise convolutions to aggregate the information across different channels. Here, the proposed spatially separable self-attention shares some similarities with them.
Positional Encodings. Most vision transformers use absolute/relative positional encodings, depending on downstream tasks, which are based on sinusoidal functions [20] or learnable [1, 2]. In CPVT [9], the authors propose the conditional positional encodings, which are dynamically conditioned on the inputs and show better performance than the absolute and relative ones.

3 Our Method: Twins

We present two simple yet powerful spatial designs for vision transformers. The first method is built upon PVT [8] and CPVT [9], which only uses the global attention. The architecture is thus termed Twins-PCPVT. The second one, termed Twins-SVT, is based on the proposed SSSA which interleaves local and global attention.

3.1 Twins-PCPVT

PVT [8] introduces the pyramid multi-stage design to better tackle dense prediction tasks such as object detection and semantic segmentation. It inherits the learnable positional encoding designed in ViT [1] and DeiT [2]. All layers utilize the global attention mechanism and rely on spatial reduction to cut down the computation cost of processing the whole sequence. It is surprising to see that the recently-proposed Swin transformer [4], which is based on shifted local windows, can perform considerably better than PVT, even on dense prediction tasks where a sufficiently large receptive field is even more crucial to good performance.

In this work, we surprisingly found that the less favored performance of PVT is simply due to the absolute positional encodings employed in PVT [8]. There is a significant difference between classification and dense prediction tasks, particularly in the training stage. The classification task only deals with fixed-size images while the dense prediction tasks take as inputs varying-size images. As shown in CPVT [9], the predefined absolute positional encoding encounter difficulties in processing the inputs with varying sizes. Moreover, this positional encoding also breaks the translation-invariance. On the contrary, Swin transformer makes use of the relative positional encodings, which bypass the above issues. Here, we demonstrate that this is the root cause why Swin outperforms PVT, and we show that if the appropriate positional encodings are used, PVT can actually achieve on par or even better performance than the Swin transformer.

Here, we use the conditional position encoding (CPE) proposed in CPVT [9] to replace the absolute PE in PVT. CPE is conditioned on the inputs and can naturally bypass the above issues of the absolute encoding. The position encoding generator (PEG) [9], which generates the CPE, is placed after the first encoder block of each stage. We use the simplest form of PEG, i.e., a 2D depth-wise convolution without batch normalization. For image-level classification, following CPVT, we remove the class token and use global average pooling (GAP) at the end of the stage [9]. For other vision tasks, we follow the design of PVT. Twins-PCPVT inherits the advantages of both PVT and CPVT, which makes it easy to implement efficiently. Our extensive experimental results show that this simple design can match the performance of the recent state-of-the-art Swin transformer. We have also attempted to replace the relative positional encodings with CPE in Swin, which however does not result in noticeable performance gains, as shown in our experiments. We conjecture that this may be due to the use of shifted windows in Swin.

Architecture settings We report the details of the settings of Twins-PCPVT in Table 1, which are similar to PVT [8]. Therefore, Twins-PCPVT has similar FLOPs and number of parameters compared to [8].

3.2 Twins-SVT

Vision transformers suffer severely from the heavy computational complexity in dense prediction tasks due to high resolution inputs. Given an input of $H \times W$ resolution, the complexity of self-attention with dimension $d$ is $O(H^2W^2d)$. Here, we propose the spatially separable self-attention (SSSA) to alleviate this challenge. SSSA is composed of locally-grouped self-attention (LSA) and global sub-sampled attention (GSA).
Locally-grouped self-attention (LSA). Motivated by the separable convolution design for efficient inference, we first equally divide the 2D feature maps into sub-windows, making self-attention communications only happen within each sub-window. To be specific, the feature maps are divided into $m \times n$ sub-windows. Without loss of generality, we assume $H \% m = 0$ and $W \% n = 0$. Each group contains $\frac{HW}{mn}$ elements with computation cost $O(H^2W^2d)$. The total cost is $O(H^2W^2d)$. If we use $k_1 = \frac{H}{m}$, $k_2 = \frac{W}{n}$, the cost can be computed as $O(k_1k_2HWd)$, which is significantly more efficient when $k_1 \ll H$ and $k_2 \ll W$ and grows linearly with HW if $k_1$ and $k_2$ are fixed.

Although the locally-grouped self-attention mechanism is computation friendly, the image is divided into non-overlapping sub-windows. Thus, we need a mechanism to communicate between different sub-windows, as in Swin. Otherwise, the information would be always limited to be processed locally and the receptive field is thus $k_1 \times k_2$, which significantly degrades the performance as shown in our experiments. This resembles the fact that we cannot replace all standard convolutions by depth-wise convolutions in CNNs.

**Figure 1** – Architecture of Twins-PCPVT-S.

**Table 1** – Configuration details of Twins-PCPVT.

| Output Size | Layer Name | Twins-PCPVT-S | Twins-PCPVT-B | Twins-PCPVT-L |
|-------------|------------|---------------|---------------|---------------|
| $H \times W$ | Patch Embedding | $P_1 = 4; C_1 = 64$ | $P_1 = 4; C_1 = 64$ | $P_1 = 4; C_1 = 64$ |
| $H \div 4 \times W \div 4$ | Transformer Encoder with PEG | $R_1 = 8$ $N_1 = 1$ $E_1 = 8$ $\times 3$ | $R_1 = 8$ $N_1 = 1$ $E_1 = 8$ $\times 3$ | $R_1 = 8$ $N_1 = 1$ $E_1 = 8$ $\times 3$ |
| $H \div 8 \times W \div 8$ | Patch Embedding | $P_2 = 2; C_2 = 128$ | $P_2 = 2; C_2 = 128$ | $P_2 = 2; C_2 = 128$ |
| $H \div 16 \times W \div 16$ | Transformer Encoder with PEG | $R_2 = 4$ $N_2 = 2$ $E_2 = 8$ $\times 3$ | $R_2 = 4$ $N_2 = 2$ $E_2 = 8$ $\times 3$ | $R_2 = 4$ $N_2 = 2$ $E_2 = 8$ $\times 3$ |
| $H \div 32 \times W \div 32$ | Patch Embedding | $P_3 = 2; C_3 = 320$ | $P_3 = 2; C_3 = 320$ | $P_3 = 2; C_3 = 320$ |
| $H \div 64 \times W \div 64$ | Transformer Encoder with PEG | $R_3 = 2$ $N_3 = 5$ $E_3 = 4$ $\times 6$ | $R_3 = 2$ $N_3 = 5$ $E_3 = 4$ $\times 18$ | $R_3 = 2$ $N_3 = 5$ $E_3 = 4$ $\times 27$ |
| $H \div 128 \times W \div 128$ | Patch Embedding | $P_4 = 2; C_4 = 512$ | $P_4 = 2; C_4 = 512$ | $P_4 = 2; C_4 = 512$ |
| $H \div 256 \times W \div 256$ | Transformer Encoder with PEG | $R_4 = 1$ $N_4 = 8$ $E_4 = 4$ $\times 3$ | $R_4 = 1$ $N_4 = 8$ $E_4 = 4$ $\times 3$ | $R_4 = 1$ $N_4 = 8$ $E_4 = 4$ $\times 3$ |

**Figure 2** – (a) Twins-SVT interleaves locally-grouped attention (LSA) and global sub-sampled attention (GSA). (b) Schematic view of the locally-grouped attention (LSA) and global sub-sampled attention (GSA).
Global sub-sampled attention (GSA). A simple solution is to add extra standard global self-attention layers after each local attention block, so as to enable cross-group information exchange. Our experiments in the sequel prove the effectiveness of this design. However, this approach would come with the computation complexity of $O(H^2W^2d)$.

If we use a single representative to summarize the key information within each sub-window and the representative is used to communicate with other sub-windows (serving as the key in self-attention), the global attention cost would be dramatically reduced to $O(mnHWd) = O(H^2W^2d)$. This is essentially equivalent to using the sub-sampled feature maps as the key in self-attention, and thus we term it global sub-sampled attention (GSA). If we alternatively use the locally-grouped self-attention and global sub-sampled attention like separable convolutions (depth-wise + point-wise). The total computation cost is $O(H^2W^2d + k_1k_2HWd)$. We have $H^2W^2d + k_1k_2HWd \geq 2HWd\sqrt{HW}$. The minimum is obtained when $k_1, k_2 = \sqrt{HW}$. We know that $H = W = 224$ is popular in classification. Without loss of generality, we use square group, i.e., $k_1 = k_2$. Therefore, $k_1 = k_2 = 15$ is close to the global minimum for $H = W = 224$. However, our network is designed to include several stages. Stage 1 has feature maps of $56 \times 56$, the minimum is obtained when $k_1 = k_2 = \sqrt{56} \approx 7$. Theoretically, we can calibrate optimal $k_1$ and $k_2$ for different stages. For simplicity, we use $k_1 = k_2 = 7$ everywhere.

As for the sub-sampling function, we investigate several options including average pooling, depth-wise strided convolutions, and regular strided convolutions. Empirical results show that regular strided convolutions perform best here. Formally, the separable like transformer block can be written as

$$
\begin{align*}
\hat{z}_{ij}^l &= \text{LSA} \left( \text{LayerNorm} \left( z_{ij}^{(l-1)} \right) \right) + z_{ij}^{l-1}, \\
z_{ij}^l &= \text{FFN} \left( \text{LayerNorm} \left( \hat{z}_{ij}^l \right) \right) + \hat{z}_{ij}^l, \\
\hat{z}^{l+1} &= \text{GSA} \left( \text{LayerNorm} \left( \hat{z}^l \right) \right) + z^l, \\
z^{l+1} &= \text{FFN} \left( \text{LayerNorm} \left( \hat{z}^{l+1} \right) \right) + \hat{z}^{l+1}, \\
i &\in \{1, 2, \ldots, m\}, j &\in \{1, 2, \ldots, n\}
\end{align*}
$$

(1)

where LSA means locally-grouped self-attention within a sub-window; GSA is the global sub-sampled attention by interacting with the representative keys from all sub-windows and $\hat{z}_{ij} \in \mathbb{R}^{k_1 \times k_2 \times C}$. Both LSA and GSA have multiple heads as in the standard self-attention. The PyTorch code of locally group attention is given in Algorithm 1.

Again, we use the PEG of CPVT [9] to encode position encodings and process variable-length inputs on the fly. It is inserted after the first block in each stage.

Model variants The detailed configure for models is shown in Table 2. We try to use the similar settings as in Swin [4] to make sure that the good performance is from the new design paradigm except for the small model, which is more slimmer by using the starting dimension 64 instead of 96.

Comparison with PVT. PVT utilizes totally global attentions as DeiT while our method makes use of spatial separable-like design: locally-grouped attention and global sub-sampled attention.

Comparison with Swin. Swin utilizes the alternation of local window based attention and shifted window. The shifted window is used to communicate with different patches and increases the receptive field. Therefore, the receptive field increases with the depth of network. Moreover, they carefully design cyclic-shifting for efficient inference and utilize relative positional embeddings. This procedure is complicated and may not be optimized for speed on devices such as mobile devices. Our approach is much simpler and friendly to existing frameworks because it is built on commonly supported operations. Moreover, our local-global design can better exploit the global context, which is known to play an important role in many vision tasks.

4 Experiments

We report experiment results to verify the effectiveness of our models.
Algorithm 1 PyTorch snippet of locally grouped attention.

class GroupAttention(nn.Module):
    def __init__(self, dim, num_heads=8, qkv_bias=False, qk_scale=None, attn_drop=0., proj_drop=0., k1=7, k2=7):
        super(GroupAttention, self).__init__()
        self.dim = dim
        self.num_heads = num_heads
        head_dim = dim // num_heads
        self.scale = qk_scale or head_dim ** -0.5
        self.qkv = nn.Linear(dim, dim * 3, bias=qkv_bias)
        self.attn_drop = nn.Dropout(attn_drop)
        self.proj = nn.Linear(dim, dim)
        self.proj_drop = nn.Dropout(proj_drop)
        self.k1 = k1
        self.k2 = k2

    def forward(self, x, H, W):
        B, N, C = x.shape
        h_group, w_group = H // self.k1, W // self.k2
        total_groups = h_group * w_group
        x = x.reshape(B, h_group, self.k1, w_group, self.k2, C).permute(0, 3, 1, 2, 4, 5)
        qkv = self.qkv(x).reshape(B, total_groups, -1, 3, self.num_heads, C // self.num_heads).permute(3, 0, 1, 4, 2, 5)
        q, k, v = qkv[0], qkv[1], qkv[2]
        attn = (q @ k.transpose(-2, -1)) * self.scale
        attn = attn.softmax(dim=-1)
        attn = self.attn_drop(attn)
        attn = (attn @ v).transpose(2, 3).reshape(B, h_group, w_group, self.k1, self.k2, C)
        x = attn.transpose(2, 3).reshape(B, N, C)
        x = self.proj(x)
        x = self.proj_drop(x)
        return x

Table 2 – Configuration details of Twins-SVT.

| Stage | Output Size | Layer Name | Twins-SVT-S | Twins-SVT-B | Twins-SVT-L |
|-------|-------------|------------|-------------|-------------|-------------|
| Stage 1 | $H/4 \times W/4$ | Patch Embedding | $P_1 = 4$; $C_1 = 64$ | $P_1 = 4$; $C_1 = 96$ | $P_1 = 4$; $C_1 = 128$ |
|        |             | Transformer Encoder w/ PEG | LSA | LSA | LSA |
|        |             |                         | GSA | GSA | GSA |
| Stage 2 | $H/8 \times W/8$ | Patch Embedding | $P_2 = 2$; $C_2 = 128$ | $P_2 = 2$; $C_2 = 192$ | $P_2 = 2$; $C_2 = 256$ |
|        |             | Transformer Encoder w/ PEG | LSA | LSA | LSA |
|        |             |                         | GSA | GSA | GSA |
| Stage 3 | $H/16 \times W/16$ | Patch Embedding | $P_3 = 2$; $C_3 = 256$ | $P_3 = 2$; $C_3 = 384$ | $P_3 = 2$; $C_3 = 512$ |
|        |             | Transformer Encoder w/ PEG | LSA | LSA | LSA |
|        |             |                         | GSA | GSA | GSA |
| Stage 4 | $H/32 \times W/32$ | Patch Embedding | $P_4 = 2$; $C_4 = 512$ | $P_4 = 2$; $C_4 = 768$ | $P_4 = 2$; $C_4 = 1024$ |
|        |             | Transformer Encoder w/ PEG | GSA | GSA | GSA |
|        |             |                         | GSA | GSA | GSA |

4.1 Classification on ImageNet

We carefully control the experiment settings to make fair comparisons against recent works [2, 8, 9]. All our models are trained for 300 epochs with a batch size of 1024 using the AdamW optimizer [41]. The learning rate is initialized to be 0.001 and decayed to zero within 300 epochs following the cosine strategy. We use a linear warm-up in the first five epochs and the same regularization setting as in [2]. Note that we do not utilize extra tricks in [32, 34] to make fair comparisons although it may further improve the performance of our method. We use increasing stochastic depth [42] augmentation of 0.2, 0.3, 0.5 for small, base and large model respectively. We use gradient clipping with a max norm of 5.0 to stabilize the training process, which is especially important for the training of our large models.

We report the classification results on ImageNet in Table 3. Twins-PCPVT-S outperforms PVT-small by 1.4% and obtains similar result as Swin-T with 18% fewer FLOPs. Twins-SVT-S is comparable to Swin-T with about 35% fewer FLOPs. Other models demonstrate similar advantages.

It is interesting to see that, without bells and whistles, Twins-PCPVT performs on par with the recent state-of-the-art Swin, which is based on much more sophisticated designs as mentioned above.
Table 3 – Comparisons with state-of-the-art methods for ImageNet classification. Throughput is tested on the batch size of 192. All models are trained and evaluated on 224 × 224 resolution. †: w/ CPVT’s position encodings [9].

| Method               | Param (M) | FLOPs (G) | Throughput (Images/s) | Top-1 (%) |
|----------------------|-----------|-----------|-----------------------|-----------|
| **ConvNet**          |           |           |                       |           |
| RegNetY-4G [43]      | 21        | 4.0       | 1157                  | 80.0      |
| RegNetY-8G [43]      | 39        | 8.0       | 592                   | 81.7      |
| RegNetY-16G [43]     | 84        | 16.0      | 335                   | 82.9      |
| **Transformer**      |           |           |                       |           |
| DeiT-Small/16 [2]    | 22.1      | 4.6       | 437                   | 79.9      |
| CrossViT-S [36]      | 26.7      | 5.6       | -                     | 81.0      |
| T2T-ViT-14 [33]      | 22        | 5.2       | -                     | 81.5      |
| TNT-S [21]           | 23.8      | 5.2       | -                     | 81.3      |
| CoatT Mini [23]      | 10        | 6.8       | -                     | 80.8      |
| CoatT-Lite Small [23]| 20        | 4.0       | -                     | 81.9      |
| PVT-Small [8]        | 24.5      | 3.8       | 820                   | 79.8      |
| CPVT-Small-GAP [9]   | 23        | 4.6       | 817                   | 81.5      |
| Twins-PCPVT-S (ours) | 24.1      | 3.7       | 815                   | 81.2 (+1.3) |
| Swin-T + CPVT†       | 28        | 4.4       | 766                   | 81.3      |
| Twins-SVT-S (ours)   | 24        | 2.8       | 1059                  | 81.3 (+1.4) |
| **T2T-ViT-19 [33]**  | 39.2      | 8.9       | -                     | 81.9      |
| PVT-Medium [8]       | 44.2      | 6.7       | 526                   | 81.2      |
| Twins-PCPVT-B(ours)  | 43.8      | 6.4       | 525                   | 82.7 (+0.8) |
| Swin-S [4]           | 50        | 8.7       | 444                   | 83.0      |
| Twins-SVT-B (ours)   | 56.0      | 8.3       | 469                   | 83.1 (+1.2) |
| **ViT-Base/16 [1]**  | 86.6      | 17.6      | 86                    | 77.9      |
| DeiT-Base/16 [2]     | 86.6      | 17.6      | 292                   | 81.8      |
| T2T-ViT-24 [33]      | 64.1      | 14.1      | -                     | 82.3      |
| CrossViT-B [36]      | 104.7     | 21.2      | -                     | 82.2      |
| TNT-B [21]           | 66        | 14.1      | -                     | 82.8      |
| CPVT-B [9]           | 88        | 17.6      | 292                   | 82.3      |
| PVT-Large [8]        | 61.4      | 9.8       | 367                   | 81.7      |
| Swin-B [4]           | 88        | 15.4      | 275                   | 83.3      |
| Twins-SVT-L (ours)   | 99.2      | 14.8      | 288                   | 83.3 (+5.4) |
| **Hybrid**           |           |           |                       |           |
| BoTNet-S1-59 [35]    | 33.5      | 7.3       | -                     | 81.7      |
| BossNet-T1 [44]      | -         | 7.9       | -                     | 81.9      |
| CvT-13 [37]          | 20        | 4.5       | -                     | 81.6      |
| BoTNet-S1-110 [35]   | 54.7      | 10.9      | -                     | 82.8      |
| CvT-21 [37]          | 32        | 7.1       | -                     | 82.5      |

Moreover, Twins-SVT also achieves similar or slightly better results, compared to Swin, indicating that the spatial separable-like design is an effective and promising paradigm.

We also replace the relative position encoding of Swin-T with PEG [9] but the performance cannot be improved (81.2%).

### 4.2 Semantic Segmentation on ADE20K

We further evaluate the performance on segmentation tasks. We test on the ADE20K dataset [45], a challenging scene parsing task for semantic segmentation, which is popularly evaluated by recent transformer based methods. This dataset contains 20K images for training and 2K images for validation. Following the common practices, we use the training set to train our models and report the mIoU on the validation set. To make fair comparisons, we use the Semantic FPN framework [46] and exactly the same training settings as in PVT [8]. Specifically, we train 80K steps with a batch size of 16 using AdamW [41]. The learning rate is initialized as $1 \times 10^{-4}$ and scheduled by the
‘poly’ strategy with the power coefficient of 0.9. We apply the drop-path regularization of 0.2 for the backbone and weight decay 0.0005 for the whole network. Note that we use a stronger drop-path regularization of 0.4 for the large model to avoid over-fitting. For Swin, we use their official code and trained models. We report the result in Table 4.

With comparable FLOPs, Twins-PCPVT-S outperforms PVT-Small with a large margin (4.5% mIoU), which also surpasses ResNet50 by 7.6% mIoU. It also outperforms Swin-T with a clear margin. Besides, Twins-PCPVT-B also achieves 3.3% higher mIoU over PVT-Medium. As for our Twins-SVT models, Twins-SVT-S achieves better performance (+1.1%) than Swin-T. Twins-SVT-B obtains comparable performance as that of Swin-B.

4.3 Object Detection and Segmentation on COCO

We evaluate the performance of our method using two representative frameworks: RetinaNet [47] and Mask R-CNN [48]. Specifically, we use our transformer models to build the backbones of these detectors. All the models are trained under the same setting as in [8]. Since PVT and Swin report their results using different frameworks, we try to make fair comparison and build consistent settings for future methods. We report standard 1×-schedule (12 epochs) detection results on the COCO 2017 dataset [49] in Tables 5 and 6. As for the evaluation based on RetinaNet, we train all the models using AdamW [41] optimizer for 12 epochs with a batch size of 16. The initial learning rate is $1 \times 10^{-4}$, started with 500-iteration warmup and decayed by $10 \times$ at the 8th and 11th epoch. We use stochastic drop path regularization of 0.2 and weight decay 0.0001. The implementation is based on MMDetection [50]. For the Mask R-CNN framework, we use the initial learning rate of $2 \times 10^{-4}$ as in [8]. All other hyper-parameters follow the default settings in MMDetection.

For object detection with RetinaNet, Twins-PCPVT-S surpasses PVT-Small with 2.6% mAP and Twins-PCPVT-B exceeds PVT-Medium by 2.4% mAP on the COCO val2017 split. Twins-SVT-S outperforms Swin-T with 0.8% mAP while using 15% fewer FLOPs.

For object segmentation with the Mask R-CNN framework, Twins-PCPVT-S brings similar boosted performance (2.5% mAP) over PVT-Small. Compared with PVT-Medium, Twins-PCPVT-B obtains 2.6% higher mAP, which is also on par with that of Swin. Both Twins-SVT-S and Twins-SVT-B achieve better or slightly better performance compared to the corresponding counterpart of Swin.

4.4 Ablation Studies

Table 7 – Classification performance for different configuration of local (L) and global (G) blocks based on the small scale model.

| Function Type | Params (M) | FLOPs (G) | Top-1 (%) |
|---------------|------------|-----------|-----------|
| (L, L, L)     | 8.8        | 2.2       | 76.6      |
| (L, LLG, LGL, G) | 23.5     | 2.8       | 81.2      |
| (L, LG, LGL, G) | 24.1      | 2.8       | 81.3      |
| (L, L, L, G)  | 22.2       | 2.9       | 80.5      |
| PVT-small (G, G, G, G) [8] | 24.5       | 3.8       | 79.8      |

Configuration of local and global blocks We evaluate different forms of local and global combination using our small model and present the ablation results in Table 7. The transformers with only locally-grouped attention fail to obtain good performance because this setting has limited and small receptive field. An extra global attention in the
Table 5 – Object detection performance on the COCO val2017 split using the RetinaNet framework. FLOPs is evaluated on 1280×800.

| Backbone            | FLOPs (G) | #Param (M) | RetinaNet ap | RetinaNet ap50 | RetinaNet ap75 | RetinaNet apS | RetinaNet apM | RetinaNet apL |
|---------------------|-----------|------------|--------------|----------------|----------------|--------------|--------------|--------------|
| ResNet50 [12]       | 234       | 37.7       | 36.3         | 55.3           | 38.6           | 19.3         | 40.0         | 48.8         |
| PVT-Small [8]       | 226       | 34.2       | 40.4         | 61.3           | 43.0           | 25.0         | 42.9         | 55.7         |
| Twins-PCPVT-S (ours)| 226       | 34.4       | 43.0 (+6.7)  | 64.1           | 46.0           | 27.5         | 46.3         | 57.3         |
| Swin-T [4]          | 243       | 38.5       | 41.5         | 62.1           | 44.2           | 25.1         | 44.9         | 55.5         |
| Swin-T+CPVT         | 245       | 38.5       | 41.3         | 62.4           | 44.1           | 26.2         | 44.5         | 55.4         |
| Twins-SVT-S (ours)  | 209       | 34.3       | 42.3 (+6.0)  | 63.4           | 45.2           | 26.0         | 45.5         | 56.5         |

Table 6 – Object detection and instance segmentation performance on the COCO val2017 dataset using the Mask R-CNN framework. FLOPs is evaluated on 1280×800.

| Backbone            | FLOPs (G) | Param (M) | Mask R-CNN ap50 | Mask R-CNN ap75 | Mask R-CNN apS | Mask R-CNN apM | Mask R-CNN apL |
|---------------------|-----------|-----------|-----------------|-----------------|----------------|----------------|--------------|
| ResNet101 [12]      | 315       | 56.7      | 38.5            | 57.8            | 42.1           | 21.4           | 42.6         | 51.1         |
| ResNeXt101-32×4d [15]| 319      | 56.4      | 39.9            | 59.6            | 42.2           | 22.3           | 44.2         | 52.5         |
| PVT-Medium [8]      | 283       | 53.9      | 41.9            | 63.1            | 44.3           | 25.0           | 44.9         | 57.6         |
| Twins-PCPVT-B (ours)| 283       | 54.1      | 44.3 (+5.8)     | 65.6            | 47.3           | 27.9           | 47.9         | 59.6         |
| Swin-S [4]          | 335       | 59.8      | 44.5            | 65.7            | 47.5           | 27.4           | 48.0         | 59.9         |
| Twins-SVT-B (ours)  | 322       | 67.0      | 44.4 (+5.9)     | 65.8            | 47.4           | 27.9           | 47.8         | 59.5         |

last stage can improve the classification performance by 3.2%. Local-Local-Global (abbr. LLG) also achieves good performance, but we do not use this design because it is not flexible to be extended to other vision tasks.

Representative function We further study how the different sub-sampled functions affect the performance. Specifically, we compare the regular strided convolutions, separable convolutions and average pooling based on the ‘small’ model and present the results in Table 8. The first option performs best and therefore we choose it as our default implementation.

Table 8 – ImageNet classification performance of different forms of representative function for Twins-SVT-S.

| Function Type       | Top-1(%) |
|---------------------|----------|
| 2D Conv.            | 81.2     |
| 2D Separable Conv.  | 80.8     |
| Average Pooling     | 80.8     |
5 Conclusion

In this paper, we have presented two powerful vision transformer backbones for both image-level classification and a few downstream dense prediction tasks. We dub them as twin transformers: Twins-PCPVT and Twins-GVT. The former variant explores the applicability of conditional positional encodings [9] in pyramid vision transformer [8], confirming its potential for improving backbones in many vision tasks. In latter variant we revisit current attention design to proffer a more efficient attention paradigm. We find that interleaving local and global attention can produce impressive results, yet it comes with higher throughputs. Both transformer models set a new state of the art in image classification, objection detection and semantic/instance segmentation.
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