Using Classification and K-means Methods to Predict Breast Cancer Recurrence in Gene Expression Data

Abstract

Background: Breast cancer is a type of cancer that starts in the breast tissue and affects about 10% of women at different stages of their lives. In this study, we applied a new method to predict recurrence in biological networks made from gene expression data. Method: The method includes the steps such as data collection, clustering, determining differentiating genes, and classification. The eight techniques consist of random forest, support vector machine and neural network, randomforest + k-means, hidden markov model, joint mutual information, neural network + k-means and suportvector machine + k-means were implemented on 12172 genes and 200 samples. Results: Thirty genes were considered as differentiating genes which used for the classification. The results showed that random forest + k-means get better performance than other techniques. The two techniques including neural network + k-means and random forest + k-means performed better than other techniques in identifying high risk cases. Conclusion: Thirty of 12,172 genes are considered for classification that the use of clustering has improved the classification techniques performance.
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Introduction

Breast cancer is a type of cancer that starts in the breast tissue and affects about 10% of women at different stages of their lives.[1] Despite many advances in the early diagnosis and appropriate treatment of the breast cancer, the mortality rate of it is high. In the disease, malignant cells pass through the immune system without defensive or aggressive reactions. In recent years, with the development of diagnostic methods, the early detection of breast cancer is more possible. With the detection of tumors in the early stages, a significant reduction in breast cancer mortality is seen in recent years.[1,2] One of the important issues for a better treatment of breast cancer is dividing patients into specific subgroups and then choosing a specific treatment method for each subgroup. Furthermore, the introduction of marker genes in each subgroup with the aim of identifying the mechanism of cancer progression and choosing an effective treatment is important.

In recent years, gene expression measuring techniques such as microarray have been used in the diagnosis of diseases. This subject shows that the expression of many genes is related to clinical parameters.[3] Studies have shown that microarray technology makes it possible to study tumor behavior in the living tissue and evaluate the diagnosis method and drug resistance.[4,5] Microarray technology measures and displays the expression levels of thousands of genes. The gene expression is the amount of activity of the gene in the experimental.

Sample or in other words, the amount of transcription of that gene.[6] Hence, by having the expression levels related to the genes of a sample, the cellular states of that sample can be described. Many studies such as gene regulation,[7] prognosis and diagnosis,[8] cancer classification,[9] discovery of vital signs,[10] and discovery of new drugs[11] applied microarray data. After initial processing of the microarray data, we will have a numeric array with thousands of rows (genes) and tens of columns (samples). High dimensions,
the small number of samples and inherent variability in laboratory and biological processes have posed serious challenges in the analysis of microarray data. These challenges first increase the computational cost and complexity of the classifiers. Second, they reduce the generalizability and stability of classifiers for predicting new samples. Third, because of the high number of traits compared to the samples, it is very likely that unrelated genes will appear relevant. Fourth, it is difficult to interpret the function of the genes that cause the disease. From a biological point of view, only a small set of genes are related to the disease. As a result, data on the majority of genes actually play the role of a background noise that can obliterate the effect of a small subset. Hence, focusing on a smaller set of gene expression data leads to a better interpretation of the role of information-containing genes. Thus, the first important step in analyzing microarray data is reducing the number of genes, or in other words, selecting differentiating genes for classification. Many studies performed to predict cancer recurrence using the microarray gene expression data. In 2002, Van’t Veer et al. studied microarray data with 117 breast cancer patients. Lymph nodes in these patients did not contain cancer cells. The study divided dataset into training and test group. It used 98 training samples to analyzing the profile of gene expression levels and extracting the index genes. Then, it use remaining 19 samples for final validation of the model. In the study, they first measured the frequency of transcripts of approximately 25,000 genes in each tumor sample using the Hu25K Agilent microarray. Hence, based on the results of this study, a commercial assay device called mamma print developed and widely used to detect the recurrence of breast cancer using the proposed list of 70 NKI70 genes. Mamma print test evaluated in different countries and the results published in a large number of scientific articles. The positive results of these studies led to the approval of the US FDA in 2007. The results confirm the superior value of mamma print test compared to conventional tests and a significant reduction in patients requiring chemotherapy. These results ensure that treatment decisions are evaluated and reviewed. Another important challenge in analyzing gene expression data is clustering genes based on the cause-and-effect relationship between them. He takes into account gene overlap in different modules identified in different subgroups of the disease. In this study, we seek to apply a new method to predict recurrence in biological networks made from gene expression data. The difference between this method and previous methods is that the previous methods used biological nature for predicting recurrence. However, the proposed method used clustering to add a trait to a set of gene traits. The use of clustering has been due to the nature of the method, which is finding similar points. The proposed method used combination of clustering and classification methods to predict breast cancer recurrence. Subjects and Methods: The methods have several steps such as data collection, clustering, determining differentiating genes, and classification.

Data collection
The dataset is in the form of a matrix that contains 200 samples and 12,172 traits (genes). Each gene is a 200-member vector that contains different values in different experiments. To normalize the data, the logarithm function is applied to the data. Then, the function normalized the gene expression values. The method used 200 samples including high-risk groups (samples that metastasized <5 years after diagnosis) and a low-risk group (samples that had no problems such as death or recurrence of cancer for up to 5 years from the diagnosis). Out of 200 samples, 141 samples are low risk and 59 samples are high risk.

Clustering
After dividing the samples into low-risk and high-risk groups, clustering was performed for each group separately using the k-means method. The initial value of the number of clusters was considered equal to 100. In this regard, 100 genes were randomly considered as the centers of the clusters and the remaining genes joined the clusters that have the most similarity based on Euclidean distance to the center of the cluster. After updating the centers of the clusters at each stage of transferring gene between clusters, the above steps are repeated until the change in the value of each cluster center in two consecutive stages is less than a threshold. Finally, clusters in the last iteration of the algorithm are considered as a subnet. Thus, in the end, we will have 100 clusters as 100 subnets for low and high risk group separately. The number of cluster members in the low risk category is between 2 and 200 and in the high risk category between 70 and 185. Then, in each category, the average values of samples for each gene were calculated. Furthermore, for each of the clusters, the total average value of the samples was calculated and then it divided by the number of the cluster members. The calculated value considered as the average values of the cluster. Then, the average value of the corresponding cluster of each gene was added to the gene vector.

Determining differentiating genes
The clusters are used to extract differentiating genes. Hence, for each gene, two clusters related to low-risk group and high-risk group are considered. The distance between the centers of the two clusters is calculated. Then, we calculate the distance between the clusters of each gene and consider the cluster with the largest distance between the clusters as the distinguishing gene. The optimal number of clusters is obtained by calculating the accuracy of the techniques and determining the maximum accuracy.
Finally, 30 genes were considered as differentiating genes.

Classification

In the classification step, 30 differentiating genes obtained from the previous step is considered an attribute for each sample. The 10-fold cross validation method is applied to divide the data set into train and test set. Based on this, the existing 200 samples are divided into 10 groups. During 10 repetitions of the experiment, each time nine groups that make up 90% of the main data set as train data set. The remaining group considered as test dataset, which forms 10% of the main data set. A train data set is used to generate input patterns to construct a classification model, and an test data set is applied to check its performance. In this paper, random forest techniques,[18] support vector machine,[19] and neural network[20] have been used as classification models. Random forest creates multiple trees with different properties. The best decision from the trees determines the index to be associated with the class.[18] Support vector machine seeks a linear relationship with a high confidence margin between the independent and dependent variables.[19] The software used to test the models used is RapidMiner version 9.

Results

Various criteria are used to check the methods. One of these criteria is accuracy, which the closer the accuracy of this criterion, the better the result.\cite{21} This criterion is calculated based on the following formula:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]  
\[(1)\]

Other criteria are precision and recall\cite{21}, the closer to one the better the performance.

\[
\text{Precision} = \frac{TP}{TP + FP}
\]  
\[(2)\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]  
\[(3)\]

The target group is the high and low risk of breast cancer metastasis. The True Positive (TP) identifies the number of records that the group has correctly placed on the high risk of breast cancer metastasis. True Negative identify records that have been correctly identified as low risk class for breast cancer metastasis. False Positive (FP) identifies records that the group has mistaken placed in the high risk class for breast cancer metastasis. False Negative (FN) identifies records that are mistakenly placed in the low risk for breast cancer metastasis. Then, based on the confusion matrix, the efficiency criteria of the data mining method are calculated.

The target class comprises two modes: Low risk and high risk. The 70% of the samples belong to the low risk class and 30% of the samples belong to the high risk class. We compare the proposed methods including random forest + k-means, support vector machine + k-means, and neural networks + k-means with random forest,\cite{18} support vector machine,\cite{19} neural networks,\cite{20} hidden markov models,\cite{23} and joint mutual information.\cite{12}

Figure 1 shows the accuracy of the techniques based on the number of differentiating genes. As it is, random forest + k-means method performed better than the other methods. The lowest amount of random forest + k-means accuracy is corresponded to 20 and 35 genes and the highest amount of it is related to 30 genes. Moreover, it can be said that the least value of support vector machine + k-means accuracy is corresponded to 35 genes and the highest value of it is related to 30 genes. The neural network + k-means have the highest possible oscillation, so that the distance between the least value and the greatest value is equal to 0.13. Furthermore, as shown in Figure 1, the use of clustering improves the performance of classification techniques such as random forest, support vector machine, and neural network. Finally, according to Figure 1, the number of selected genes will be equal to 30. The accuracy of all seven techniques with 30 selected genes is also in Table 1.

According to recall, the performance of all seven techniques in the high class was better than the low class [Table 2]. The support vector machine + k-means technique was able to identify 81% of the Low risk class, while random forest + k-means and neural network + k-means recognize 100% of cases in high risk class.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{The performance of techniques}
\end{figure}

\begin{table}[h]
\centering
\caption{Table 1: Accuracy of different techniques}
\begin{tabular}{|l|c|}
\hline
Technique & Accuracy (%) \\
\hline
Random forest & 71.67 \\
Neural network & 68.78 \\
SVM & 68.78 \\
Randomforest+Kmeans & 73.37 \\
SVM+kmeans & 70.49 \\
Neural networks+kmeans & 70.49 \\
Hidden markov model & 70.76 \\
SVM - Support vector machines & \\
\hline
\end{tabular}
\end{table}
Discussion

In this research, an attempt has been made to investigate the low-risk or high-risk status of different samples. First, 12,172 genes were examined, then the genes were clustered separately in the low-risk and high-risk groups. A new attribute called Cluster Mean was added to the attribute set. Considering this feature, out of 12,172 genes, 30 genes were selected that make more distinction between low-risk and high-risk groups. These 30 genes were selected as sample attributes. In fact, these genes can represent as a candidate set for classification.

The eight techniques consists of random forest, support vector machine and neural network, random forest + k-means, neural network + k-means, hidden markov model, joint mutual information and suporrt vector machine + k-means were implemented. The results showed random forest + k-means has better performance than other techniques.

Given the accuracy of methods, it can be said that 30 selected genes can be a good representation for the data set. Also, the two techniques including neural network + k-means and random forest + k-means performed better than other techniques in identifying high risk cases. Given that the identification of such cases is very important, so the correct diagnosis the cases can be very helpful in making appropriate decisions about cancer patients. However, the support vector machine + k-means predict low risk cases more accurate than other techniques. Another point is that the use of clustering has improved the classification techniques performance. This is because in clustering, similar points are placed side by side, which can improve classification.

Sehati et al. developed a markov model-based method for extracting selected genes from the breast cancer dataset. He concluded that 20 genes are a good representation of the selected dataset. The number of input genes similar to this study was equal to 12,172, but the samples are more than this study and equal to 1271 samples. In fact, the number of samples is almost six times that of this study.
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