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Abstract—In parallel computing, a valid graph coloring yields a lock-free processing of the colored tasks, data points, etc., without expensive synchronization mechanisms. However, coloring is not free and the overhead can be significant. In particular, for the bipartite-graph partial coloring (BGPC) and distance-2 graph coloring (D2GC) problems, which have various use-cases within the scientific computing and numerical optimization domains, the coloring overhead can be in the order of minutes with a single thread for many real-life graphs.

In this work, we propose parallel algorithms for bipartite-graph partial coloring on shared-memory architectures. Compared to the existing shared-memory BGPC algorithms, the proposed ones employ greedier and more optimistic techniques that yield a better parallel coloring performance. In particular, on 16 cores, the proposed algorithms perform more than 4× faster than their counterparts in the ColPack library which is, to the best of our knowledge, the only publicly-available coloring library for multicore architectures. In addition to BGPC, the proposed techniques are employed to devise parallel distance-2 graph coloring algorithms and similar performance improvements have been observed. Finally, we propose two costless balancing heuristics for BGPC that can reduce the skewness and imbalance on the cardinality of color sets (almost) for free. The heuristics can also be used for the D2GC problem and in general, they will probably yield a better color-based parallelization performance especially on many-core architectures.
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I. INTRODUCTION

A coloring on a graph $G = (V, E)$ explicitly partitions the vertices in $V$ into a number of disjoint subsets such that two vertices $u, v \in V$ that are in the same color set are independent from each other, i.e., $(u, v) \notin E$. Graphs have been frequently used to model data, e.g., matrices and tensors, as well as computations. In these models, two neighbor vertices usually imply a potential race-condition in a parallel execution. On the other hand, given a valid coloring on $V$, each color set, formed by independent vertices, can be simultaneously processed in a lock-free manner and without a synchronization overhead. Moreover, in practice, a good coloring with a small number of colors will probably yield a better performance compared to a bad coloring with a large number of colors since the number of barriers (between the color sets), and hence the parallelization overhead, will be less. Unfortunately, the distance-1 graph coloring problem (D1GC), i.e., coloring a graph with the minimum number of colors such that all adjacent vertices have different colors, is NP-Complete and hard to approximate [1], [2].

The naive, adjacency-based neighborhood is not suitable for numerous applications such as numerical optimization and efficient computation of Hessians and Jacobians. Instead, the problem can be modeled as a bipartite graph partial-coloring (BGPC) problem. In BGPC, given a bipartite graph $G = (V_A \cup V_B, E)$, one wants to color the vertices in $V_A$ with minimum colors, such that all vertex pairs that are adjacent to at least one $V_B$ vertex have different colors. A similar problem is distance-2 graph coloring (D2GC), where a graph is colored in a way that the color of each vertex is different than the colors of the vertices in its distance-2 neighborhood. For more details on the applications of BGPC and D2PC and parallel algorithms to solve these problems on shared-memory and distributed-memory architectures, we refer the reader to [3], [4], [5], [6], [7], [8].

From the parallel computing perspective, another desirable property of a good coloring is the balance on the color set cardinalities [9], [10], [11], [12]; a more balanced coloring can improve the convergence speed and the value of the final objective function for some iterative algorithms. However, a tight balance is not required if shared-memory parallelism is the only concern; if all the color set cardinalities are above a certain threshold, that depends on the number of processors/cores available and the task heterogeneities, the parallel performance will not be disrupted by the remaining imbalance since there will be enough work to feed all the available cores/processors.

Good colorings are not free and their generation adds an overhead for parallelization. Furthermore, the impact of this overhead increases if the coloring is performed sequentially and the actual job is executed on a large number of cores. This is why parallelization of graph coloring algorithms have been extensively studied for all the problems above, e.g., [3], [6], [13], [14]. The results in the literature show the
execution time of a sequential D1GC algorithm is less than a second for many real-life graphs. However, for D2GC and BGPC, the overhead can be in the order of minutes.

The contribution of this paper are three-fold: 1) We propose parallel BGPC algorithms on multicore architectures that employ greedier and more optimistic techniques compared to the existing algorithms. We compared the performance of the proposed algorithms with the one in theColPack library which, to the best of our knowledge, is the only publicly-available coloring library with a parallel BGPC implementation. On the average for eight UFL matrices and with 16 threads/cores, 1.47× speedup is obtained via basic optimizations, another 2.81× speedup is obtained by employing faster and more optimistic techniques without a significant increase on the number of colors. Overall, the proposed algorithm is 4.71× faster than the parallelColPack implementation on 16 threads and uses only 8% more colors. 2) We applied the same techniques for the D2GC problem and observed similar speedups on the five of eight, square, structurally symmetric matrices in our test-bed. 3) We integrated two online heuristics to the proposed BGPC algorithms that aim to balance the color set cardinalities during the course of the coloring without a significant computational overhead: The first heuristic tries not to increase the number of colors, whereas the second one aggressively improves the balance by using more colors (only 11% more on average for the eight graphs in our experiments).

The rest of the paper is organized as follows: Section II introduces the notation and background on parallel coloring algorithms. The proposed BGPC algorithms are described in detail in Section III and their adaptation for D2GC is presented in Section IV. The balancing heuristics are described in Section V. Section VI presents the experimental results and Section VII briefly surveys the related coloring literature. Section VIII concludes the paper.

II. BACKGROUND AND NOTATION

Most of the recent coloring algorithms use a speculative, iterative approach which first colors the vertices optimistically in parallel hoping that a valid coloring will be generated, e.g., [3], [13], [14], [15]. The validity of the coloring is then verified in a conflict removal step: if a conflict, i.e., a pair of neighbor vertices with the same color, is detected, one of the vertices is tagged to be colored in the next iteration. Let \( G = (V, E) \) be a graph and let \( V_{\text{color}} \subseteq V \) be the vertices that need to be colored. Let \( \text{nbor}(v) \subseteq V_{\text{color}} \) define the neighborhood structure of the vertices to be colored. Throughout the text, non-negative integers will be used for coloring and -1 is used for an uncolored vertex. A pseudocode of the greedy optimistic graph coloring approach is given in Algorithms 1, 2, and 3.

As the algorithms show, at each iteration, a set of vertices in \( W \) are optimistically colored. A conflict removal phase is the performed to check if they are conflicting with the other vertices in \( V_{\text{color}} \). When conflicts are detected, the conflicting vertices are added to the next iteration’s vertex queue and the procedure is repeated. This greedy and optimistic approach can be used for almost all the coloring variants and the definitions of \( V_{\text{color}} \) and \( \text{nbor}(\cdot) \) change with respect to the problem. For the BGPC problem on a bipartite graph \( G = (V, E) \) where \( V = V_A \cup V_B \) has two parts, \( V_{\text{color}} = V_A \) and for each \( v \in V_A \), \( \text{nbor}(v) \) is defined as \( \{ w \in V_A \setminus \{ v \} : \exists w' \in V_B \text{ s.t. } (u, w') \in E \text{ and } (v, w) \in E \} \). For D2GC, \( V_{\text{color}} = V \) and \( \text{nbor}(u) \) is the set of vertices in \( V \) whose shortest-path distances to \( u \) are less than or equal to two.

The BGPC problem can also be considered as a hypergraph coloring problem [6] where the elements of \( V_A \) correspond to the pins to be colored, and the ones in

Algorithm 1 GreedyGraphColoring

\begin{algorithm}
\caption{GreedyGraphColoring}
\begin{algorithmic}[1]
  \Require \( G = (V, E) \), \( V_{\text{color}} \subseteq V \): vertices to be colored, \( \text{nbor}(\cdot) \): the neighborhood function for the vertices in \( V_{\text{color}} \).
  \Ensure \( c[\cdot] \): a valid coloring array for \( V_{\text{color}} \)
  \State \( W \leftarrow V_{\text{color}} \)
  \State \( c[v] \leftarrow -1 \), \( \forall v \in V_{\text{color}} \)
  \While {\( W \) is not empty}
    \State \( c \leftarrow \text{ColorWorkQueue}(G, W, c) \)
    \State \( W \leftarrow \text{RemoveConflicts}(G, W, c) \)
  \EndWhile
\end{algorithmic}
\end{algorithm}

Algorithm 2 ColorWorkQueue

\begin{algorithm}
\caption{ColorWorkQueue}
\begin{algorithmic}[1]
  \Require \( G = (V, E) \), \( W \): vertices to color, \( \text{nbor}(\cdot) \): the neighborhood function, \( c[\cdot] \): an incomplete coloring with no conflicts.
  \Ensure \( c[\cdot] \): an optimistic coloring.
  \For {each \( w \in W \) in parallel}
    \State \( F \leftarrow \emptyset \) \Comment{thread private}
    \For {each \( u \in \text{nbor}(w) \)}
      \If {\( c[u] \neq -1 \)}
        \State \( F \leftarrow F \cup \{c[u]\} \)
      \EndIf
    \EndFor
    \State \( col \leftarrow 0 \) \Comment{first-fit coloring policy}
    \While {\( col \in F \)}
      \State \( col \leftarrow col + 1 \)
      \EndWhile
      \State \( c[w] \leftarrow col \)
  \EndFor
\end{algorithmic}
\end{algorithm}

Algorithm 3 RemoveConflicts

\begin{algorithm}
\caption{RemoveConflicts}
\begin{algorithmic}[1]
  \Require \( G = (V, E) \): the graph to color, \( W \): vertices to color, \( \text{nbor}(\cdot) \): the neighborhood function, \( c[\cdot] \): an optimistic coloring.
  \Ensure \( W_{\text{next}} \): the work queue for next iteration, \( c[\cdot] \): a (probably incomplete) coloring with no conflicts.
  \State \( W_{\text{next}} \leftarrow \emptyset \) \Comment{a shared queue for the next iter.}
  \For {each \( w \in W \) in parallel}
    \For {each \( u \in \text{nbor}(w) \)}
      \If {\( c[u] = c[w] \) and \( w > u \)}
        \State \( W_{\text{next}} \leftarrow W_{\text{next}} \cup \{w\} \) \Comment{atomic}
        \State \textbf{break}
      \EndIf
    \EndFor
  \EndFor
\end{algorithmic}
\end{algorithm}
III. ALGORITHMS FOR BIPARTITE-GRAPH COLORING

In BGPC, both of the coloring and conflict removal phases can be performed in two ways: vertex-based and net-based. The existing literature on shared-memory bipartite-graph partial coloring algorithms follow the former approach. However, net-based coloring can be more efficient since the neighborhood single-handedly defines the validity of the coloring. Furthermore, depending on the iteration number and the size of the current work queue \( W \), i.e., the number of remaining vertices to be colored, this approach can be more efficient.

The vertex-based BGPC approach, which is employed by the ColPack library, traverses the neighborhood starting from the vertices to be colored both for \( COLORWORKQUEUE \) and \( REMOVECONFLICTS \) as shown in Algorithms 4 and 5, respectively.

### Algorithm 4 BGPC-COLORWORKQUEUE-VERTEX

**Input:** \( G = (V_A \cup V_B, E) \): a bipartite graph, \( W \): vertices to color, \( c[:]=\) an incomplete coloring with no conflicts.

**Output:** \( c[:] \): an optimistic coloring.

1. for each \( w \in W \) in parallel do
2. \( F \leftarrow \emptyset \) : thread private forbidden color set for \( w \)
3. for each \( v \in nets(w) \) do
4. for each \( u \in vtxs(v) \setminus \{w\} \) do
5. if \( c[u] \neq -1 \) then
6. \( F \leftarrow F \cup \{c[u]\} \)
7. ... \( \triangleright \) first-fit coloring (lines 6-9 in Alg. 2)

### Algorithm 5 BGPC-REMOVECONFLICTS-VERTEX

**Input:** \( G = (V_A \cup V_B, E) \), \( W \): vertices to color, \( nbors(\cdot) \): the neighborhood function, \( c[:]=\) an optimistic coloring.

**Output:** \( W_{next} \): the work queue for next iteration, \( c[:]=\) a (probably incomplete) coloring with no conflicts.

1. \( W_{next} \leftarrow \emptyset \) : a shared queue for the next iter.
2. for each \( w \in W \) in parallel do
3. for each \( v \in nets(w) \) do
4. for each \( u \in vtxs(v) \setminus \{w\} \) do
5. ... \( \triangleright \) detect conflicts (lines 4-6 in Alg. 3)

For BGPC-COLORWORKQUEUE-VERTEX, the vertex-based approach needs to go over all the vertices in \( V_{\text{color}} \) in the first iteration. That is each net \( v \in V_B \) will be visited \( \text{vtxs}(v) \) times and for each visit, all \( \text{vtxs}(v) \) edges will be processed; hence, the complexity of the neighborhood traversal in the first iteration is \( \Theta \left( \sum_{v \in V_B} |\text{vtxs}(v)| \right) \). The complexity of the conflict removal phase for the first iteration is also \( \mathcal{O} \left( \sum_{v \in V_B} |\text{vtxs}(v)| \right) \). Although there can be early terminations (line 6 of Alg. 3), this worst-case bound is tight; if the optimistic coloring is valid, the neighborhood needs to be traversed for each vertex in \( V_A = V_{\text{color}} \) in the first conflict removal phase. Unfortunately, for many BGPC use cases, such as numerical optimization, there can be \( V_B \) nets having tens of thousands of adjacent vertices. These nets will be problematic while coloring a bipartite graph especially for the first iteration that dominates the overall execution time according to our experience.

In net-based coloring, the vertices are colored by observing the neighborhood from the nets’ side; in BGPC, a conflict is created when “two vertices in the same \( \text{vtxs} \) set are colored with the same color”. Hence, the net-based approach sounds more natural for coloring. The coloring and conflict removal phases of the most straightforward and the most optimistic net-based BGPC are given in Algorithms 6 and 7, respectively.

### Algorithm 6 BGPC-COLORWORKQUEUE-NET-V1

**Input:** \( G = (V_A \cup V_B, E) \): a bipartite graph.

**Output:** \( c[:] \): the (most) optimistic coloring array.

1. for each \( v \in V_B \) in parallel do
2. \( F \leftarrow \emptyset \) : thread private forbidden color set for \( v \)
3. \( col \leftarrow 0 \) : thread private
4. for each \( u \in \text{vtxs}(v) \) do
5. if \( c[u] = -1 \) or \( c[u] \in F \) then
6. while \( col \in F \) do
7. \( col \leftarrow col + 1 \)
8. \( c[u] \leftarrow col \)
9. \( F \leftarrow F \cup \{c[u]\} \)

### Algorithm 7 BGPC-REMOVECONFLICTS-NET

**Input:** \( G = (V_A \cup V_B, E) \): a bipartite graph to color, \( c[:] \): an optimistic coloring.

**Output:** \( c[:]=\) an incomplete coloring.

1. for each \( v \in V_B \) in parallel do
2. \( F \leftarrow \emptyset \) : thread private forbidden color set for \( v \)
3. for each \( u \in \text{vtxs}(v) \) do
4. if \( c[u] \neq -1 \) then
5. if \( c[u] \in F \) then
6. \( c[u] \leftarrow -1 \)
7. else
8. \( F \leftarrow F \cup \{c[u]\} \)

The net-based coloring in Algorithm 8 processes the nets in parallel to color the vertices in the adjacency lists. The complexity of each iteration is linear in terms of the size of the graph \( (|V_A \cup V_B| + |E|) \). However, while coloring, each thread only checks the local conflicts within the neighborhood of the current net’s adjacency; this is the
optimism. When a vertex $u$ is visited (line 4), the thread first checks the value of $c[u]$. If $c[u]$ is not set yet (or set to $-1$ in the previous conflict removal phase), or if $c[u]$ has been used for the current net before, $u$ is recolored (line 8). While doing that, Algorithm 6 imitates a net-level first-fit coloring (lines 6–8) for the visited vertices. This is the most optimistic net-based coloring since the threads “hope” that they are using a color in the earlier positions of the adjacency list which will not appear later positions. Unfortunately, our preliminary experiments show that this level of optimism is maleficient due to the large number of conflicts it incurs.

Although the net-based approach is not straightforward to employ for the coloring phase, it suits much better for the conflict removal phase; a net-based traversal given in Algorithm 7 is sufficient to detect all the existing conflicts. Moreover, unlike its vertex-based variant, the complexity of an iteration is linear in terms of the graph size. One drawback is that it may remove more colorings than required compared to vertex-based approach. However, we did not observe a significant performance reduction due to this optimism of net-based conflict detection.

To keep the coloring process in the right track by reducing the number of conflicts, we propose a less optimistic version of BGPC-COLORWORKQUEUE-NET-V1 as in Algorithm 8. There are two main modifications: first, to reduce the number of re-colorings within the adjacency list of a single net, the algorithm first performs a pass on the adjacency list and marks the forbidden colors (the for loop at line 4). While doing that, it also stores the vertices that need to be colored in a thread private queue $W_{\text{local}}$ (line 5). After the first pass, the vertices in $W_{\text{local}}$ are visited and colored one-by-one.

The second modification is applied while coloring these vertices; instead of using a first-fit policy that uses the smallest possible color for a vertex, we employ a reverse first-fit policy (lines 9–14) that uses the largest possible color smaller than $|\text{vtxs}(v)|$ while coloring the vertices in $W_{\text{local}}$. This policy never uses a negative color since there are at most $|\text{vtxs}(v)|$ vertices in $W_{\text{local}}$ and $|\text{vtxs}(v)|$ colors can still be used for them. Besides, since $|\text{vtxs}(v)|$ is a lower-bound on the number of colors used, we do not expect a large increase on the number of colors used. Moreover, reverse first-fit is expected to produce less number of conflicts compared to the first-fit in Algorithm 6 since it does not use always use the same small colors but prioritize different colors for each net. To understand the benefits of these modifications better, we refer the reader to Table 1 where the number of colored (remaining) vertices after the first iteration is presented for two graphs when Algorithms 6 and 8 are employed.

A drawback of the net-based conflict detection is the need of traversing all the nets for all iterations. For the vertex-based approach, it is sufficient to visit only the neighborhood of the vertices colored at the current iteration. However, without an intelligent net-marking technique in the coloring phase, it is not easy to restrict the neighborhood that needs to be traversed to identify all the conflicts. Hence, net-based conflict removal can be much faster than the vertex-based variant for the first few iterations. Although it can make the performance even worse for later iterations, in our experiments, 78% of the runtime is observed to be used on the first iteration. That number goes up to 89% for the first two iterations on average for eight graphs we used. Thus, attacking these first iterations would be enough.

Figure 1 shows the execution times of each iteration of different algorithms while coloring coPapersDBLP with 16 threads. In the figure, an algorithm X-Y applies X-based

| Matrix-Graph | $|V_B|$ | Remaining | $|W_{\text{net}}|$ after the first iteration |
|--------------|--------|-----------|-------------------------------------------|
| bone010      | 986,705 | 865,785   | 610,924                                  |
| coPapersDBLP | 540,486 | 490,621   | 133,874                                  |

Table 1 The number of uncolored (remaining) vertices after the first iteration for two graphs, obtained from matrices bone010 and coPapersDBLP, when Algorithms 6 and 8 are used on 16 threads.
coloring and Y-based conflict removal where the letter V and N denote vertex- and net-based, respectively. A number n adjacent to the letter N denotes that the algorithm performs net-based approach for the first n iterations and switch to the vertex-based approach. A more detailed explanation of the algorithms is given in Section [V]. The figure tells that: 1) most of the time is spent for the coloring, 2) most of the time is spent in the first iterations, 3) using net-based conflict removal at every iteration can make the performance worse (V-N∞), 4) using net-based coloring is a performance-wise good idea for the first iteration (N1-N2), 5) using an additional net-based coloring at the second iteration is not useful (N1-N2). The last observation can be obsolete if a better net-based (or a hybrid) coloring approach is found.

Implementation details: For all the algorithms described above, the memories for the forbidden color set F and the local vertex queues W_local are allocated only once and simple arrays are used to realize them. Furthermore, these structures are never actually emptied or reset. For each thread, F is repetitively used for different nets/vertices via different markers without any reset operation. Similarly, the local queue W_local is emptied by only setting a local pointer to 0.

IV. ALGORITHMS FOR DISTANCE-2 GRAPH COLORING

The net-based approach can also be used for the D2GC problem. Due to the similarity between the problem definitions of BGPC and D2GC, the corresponding vertex- and net-based algorithms can be implemented along the lines of the bipartite graph partial coloring algorithms given above with a single difference: distance-1 neighbors must also be considered in the neighborhood as well. Here for completeness, we present the pseudo-codes for net-based approach for the first

Algorithm 9 D2GC-COLORWORKQUEUE-NET

Input: G = (V, E): a graph, c[i]: an incomplete coloring.
Output: c[i]: the (most) optimistic coloring array.
1: for each v ∈ V in parallel do
2: F ← 0 : thread private forbidden color set for v
3: W_local ← 0 : thread private vertex queue
4: if c[v] ≠ −1 then
5: F ← F ∪ {c[v]}
6: else
7: W_local ← W_local ∪ {v}
8: for each u ∈ nbor(v) do
9: if c[u] ≠ −1 and c[u] ∉ F then
10: F ← F ∪ {c[u]}
11: else
12: W_local ← W_local ∪ {u}
13: col ← |nbor(v)| ⊕ reverse first-fit coloring
14: for each u ∈ W_local do
15: while col ∈ F do
16: col ← col − 1
17: c[u] ← col
18: col ← col − 1

Algorithm 10 D2GC-REMOVECONFLICTS-NET

Input: G = (V, E): a graph to color, c[i]: an optimistic coloring.
Output: c[i]: an incomplete coloring.
1: for each v ∈ V in parallel do
2: F ← 0 : thread private forbidden color set for v
3: if c[v] ≠ −1 then
4: F ← F ∪ {c[v]}
5: for each u ∈ nbor(v) do
6: if c[u] ≠ −1 then
7: if c[u] ∈ F then
8: c[u] ← −1
9: else
10: F ← F ∪ {c[u]}

V. BALANCING COLOR SET CARDINALITIES

As mentioned before, graph coloring has been frequently used to parallelize a large task with many sub-tasks. In our preliminary experiments, the (reverse) first-fit policy generated a few large color sets (of small colors) and thousands of color sets with less than 2 elements for a real-life optimization problem. This result is in concordant with a comprehensive recent study focusing solely on balancing, parallel balancing heuristics, and their practical impacts on parallel computing [9]. In fact, on a single multicore CPU, the performance reduction (in FLOPS) may not hurt too much since most of the vertices, with small colors, can still be processed in parallel. However, the impact of the imbalance increases with the number of processors/cores. Furthermore, in most of the iterative algorithms, processing only a few vertices and updating the current solution can be harmful from the optimization
perspective since this restricts the dimensions of the moves in the search space performed to reach a better solution.

In this work, we experimented on cost-free and unsupervised balancing heuristics within the BGPC and D2GC algorithms proposed above. The straightforward choice would be keeping color set cardinalities dynamically throughout the execution; but this is expensive especially for large number of cores. Instead, the first proposed heuristic tries to keep the number of colors the same as much as possible and the second one aggressively applies balancing hence increases the number of colors (only around 10% on average). The heuristics are given in Algorithms 11 and 12 for the vertex-based approach. The net-based variants are also similar.

**Algorithm 11 ColorWorkQueue-B1**

**Input:** \( G = (V, E), W \): vertices to color, \( \text{\textit{nbor}}(...) \): the neighborhood, \( c[\cdot] \): an incomplete coloring with no conflicts.

**Output:** \( c[\cdot] \): an optimistic coloring.

1: \( col_{max} \leftarrow 0 \) : thread private
2: for each \( w \in W \) in parallel do
3: \( \ldots \) \( \triangleright \) lines 2-6 of Alg. 2
4: if \( w \mod 2 = 0 \) then
5: \( col \leftarrow col_{max} \)
6: while \( col \in F \) do
7: \( col \leftarrow col - 1 \)
8: if \( col = -1 \) then
9: \( col \leftarrow col_{max} + 1 \)
10: while \( col \in F \) do
11: \( col \leftarrow col + 1 \)
12: \( \text{else} \)
13: \( col \leftarrow 0 \)
14: while \( col \in F \) do
15: \( col \leftarrow col + 1 \)
16: \( c[w] \leftarrow col \)
17: \( col_{max} \leftarrow \max(col_{max}, col) \)

In the first balancing heuristic B1, each thread keeps track of the maximum color it uses \( (col_{max} \) at line 1]. The threads employ the first-fit policy for the odd-numbered vertices (or nets) and otherwise, they employ the reverse first-fit policy starting from \( col_{max} \). Unlike the original BGPC and D2GC algorithms, starting from \( col_{max} \), instead of \( \lceil \text{\textit{nbor}}(w) \rceil - 1 \), necessitates a safety check (line 8). If this is the case, the heuristic initiates a first-fit starting from \( col_{max} + 1 \). By performing alternating policies w.r.t. the vertex (or net) id, B1 hopes to distribute the colors evenly in the interval \([0, col_{max}]\). If there is no color between this interval, it extends the size of the interval.

The second heuristic B2, given in Algorithm 12 keeps a variable \( col_{next} \) in addition to \( col_{max} \) to start from the color search. The idea is the same: the heuristic wants to distribute the colors in between \([0, col_{max}]\) but increments the color to start by one for each vertex/net. To aggressively favor large color numbers and focus the later colors in the interval more, the minimum color to start is set to \( \frac{col_{max}}{3} + 1 \) (the last line of Alg. 12). However, filling these color sets with more vertices increases the probability of them being in a forbidden-color array. Thus, more colors are expected to appear during the course of execution due to the conflicting nature of balancing and using less number of colors.

**Algorithm 12 ColorWorkQueue-B2**

**Input:** \( G = (V, E), W \): vertices to color, \( \text{\textit{nbor}}(...) \): the neighborhood, \( c[\cdot] \): an incomplete coloring with no conflicts.

**Output:** \( c[\cdot] \): an optimistic coloring.

1: \( col_{max} \leftarrow 0 \) : thread private
2: \( col_{next} \leftarrow 0 \) : thread private
3: for each \( w \in W \) in parallel do
4: \( \ldots \) \( \triangleright \) lines 2-6 of Alg. 2
5: \( col \leftarrow col_{next} \)
6: while \( col \in F \) do
7: \( col \leftarrow col + 1 \)
8: if \( col > col_{max} \) then
9: \( col \leftarrow 0 \)
10: while \( col \in F \) do
11: \( col \leftarrow col + 1 \)
12: \( c[w] \leftarrow col \)
13: \( col_{max} \leftarrow \max(col_{max}, col) \)
14: \( col_{next} \leftarrow \min(col + 1, col_{max}/3 + 1) \)

## VI. Experiments

All the experiments in the paper are performed on a single machine running on 64 bit CentOS 6.5 equipped with 64GB RAM and a dual-socket Intel Xeon E7-4870 v2 clocked at 2.30 GHz where each socket has 15 cores (30 in total). For the multicore implementations, we used OpenMP and all the codes are compiled with gcc 4.9.2 with the optimization flag enabled. For each problem, we experimented on eight different algorithms which are combinations of the heuristics given in Sections III and IV. For fairness, all the algorithms are implemented within the ColPack environment using the same data structures as much as possible. All the algorithms are summarized below:

- **V-V:** vertex-based coloring and conflict removal with first-fit policy. This is the default implementation of ColPack for BGPC. For D2GC, ColPack does not have a parallel implementation but a sequential one exists. We implemented the parallel version based on the BGPC algorithm by adding the corresponding statements for distance-1 neighbors.
- **V-V-64:** Same as V-V but the chunk-size for dynamic scheduling of OpenMP threads are set to 64.
- **V-V-64D:** In ColPack’s conflict removal, a conflicting vertex is immediately added to the shared work queue of the next iteration. Unlike V-V64, this algorithm performs a lazy construction by using private queues for each thread that are combined at the end of each iteration.
- **V-N-∞, V-N1 and V-N2:** Vertex-based coloring (64D) with net-based conflict removal in all, the first, and the first two iterations, respectively. After that, the algorithms switch to vertex-based (64D) conflict removal.
• \textbf{N1-N2 and N2-N2}: Similarly, these two algorithms use net-based coloring in the first and first-two iterations, respectively, and both use net-based conflict removal only in the first two iterations. The algorithms switch to the vertex-based (64D) variants after that.

The experiments are performed on eight graphs given in Table II which are generated from their corresponding UFL matrices. Seven out of the eight graphs have been taken from the coloring and related parallel computing literature. We also included a matrix from MovieLens dataset, 20M_movieLens, since matrix decomposition, and our preliminary experiments on these matrices, is the application that motivated us for this study. For BGPC, we colored the columns of these matrices where the rows are considered as the nets. For D2GC, we used 5 of 8 structurally symmetric matrices. This is denoted in the last column of the table.

A. Experiments for bipartite graph partial coloring

The execution times of BGPC algorithms for each matrix as well as the number of distinct colors are given in Figure 2 and the results are summarized in Table IV. When the natural vertex order is used, compared to sequential \texttt{ColPack} implementation of BGPC, i.e., V-V, one can obtain 6.01× speed-up on 16 threads with 1% increase on the number of colors (V-N2). When the net-based coloring is employed for one iteration (N1-N2), the speedup increases to 11.38× with a small, 8% increase on the number of colors. These algorithms are 2.17× and 4.12×, respectively, faster than the parallel BGPC in \texttt{ColPack} on 16 threads.

We also used compared the results when the smallest-last order in \texttt{ColPack} is employed. As Table II shows, this ordering indeed reduces the number of colors for most of the cases. The results of these experiments are summarized in Table IV. Since the sequential \texttt{ColPack} execution for this ordering is slower than that of the natural ordering, the speedups increase: compared to sequential V-V, the algorithms V-N2 and N1-N2 are 10.09× and 16.76× faster, respectively, with 16 threads. Compared to parallel V-V, on 16 threads, N1-N2 is 4.43× faster with 9% increase on the number of colors used.

B. Experiments for distance-2 graph coloring

For D2GC, we have experimented on the five of eight matrices in our data set as explained above. We’ve selected four algorithms which obtained promising results in the BGPC experiments. The results are presented in Table V. Similar to BGPC, 16-thread V-N1 and N1-N2 is 8.97× and 13.2× faster than sequential V-V with only 4% and 9% increase in color counts, respectively. V-V-64D is used to normalize the 16-thread speedups since all the algorithms employ the 64D option. When the improvement of chunk size and lazy work-queue construction is removed, the optimism in N1-N2 obtains 2× performance on 16-threads with only around 5% increase on the number of distinct colors.

C. Experiments on balancing

The impact on balancing heuristics B1 and B2 are presented in Table VI for BGPC experiments. The heuristics are applied to V-N2 and N1-N2 and the results are compared with their original implementation. Experimental results show that, applying these heuristics is for free, i.e., there is no computational overhead as expected. For B1, the standard deviation of the color cardinalities decreases 0.69× and 0.84× when applied to V-N2 and N1-N2, respectively, on the expense of 4% color increase. For B2, which aggressively tries to reduce the number of colors, the standard deviation decreases 0.25× and 0.62× with around 9% and 13% increase on the number of colors for V-N2 and N1-N2, respectively. To better visualize the impact of
Figure 2. The execution times (left axis) on 2, 4, 8, 16 threads, respectively, and the number of colors (right axis) for all the matrices and algorithms.
Since graph coloring is NP-Complete [1] and hard to approximate [2] in most of its variants, the vertices are greedily colored one after another, and the lowest available color for a vertex is selected. Such an algorithm produces a coloring with less than $1+\Delta$ in distance-1 coloring. Though to avoid the worst case, it is common to carefully choose the order in which the vertices are processed [7] using either a static ordering [20], [21], or dynamic ordering [22].

Earlier coloring algorithms [23], [24], [25], are based generating maximum independent sets in parallel via algorithms such as [26]. Though, recent techniques optimistically color the vertices in parallel assuming that a valid coloring will be generated and then verify the validity of the coloring. One of the neighbor vertices that are of the same color is tagged to be colored in the next iteration of the algorithm. This technique was successfully applied on distributed memory machine [27], [28], [29], [30], including for BGPC and D2GC [5], [6]. The algorithm was investigated also on shared memory, multicore and manycore architectures [13], [31], [16], [8], [14] and on hybrid MPI + OpenMP systems [32]. One common point of [5], [6] and the proposed work is that the conflict removal phase of D2GC has been performed around middle vertices which is similar to the net-based conflict removal. Nevertheless, the authors studied D2GC in the distributed setting and applied the approach for all iterations.

The balanced graph coloring problem has been studied in the literature from different aspects; from theoretical perspective, the term “equitable” is used for the colorings where the color set cardinalities differ at most one [10], [11]. The most comprehensive study from the parallel computing perspective is recently introduced by Lu et al. [9]. In this work, we follow a similar approach but mostly aim to devise costless and online balancing heuristics that can be applied to the parallel greedy graph coloring algorithms.

### VII. Related Work

Coloring has mostly been investigated for distance-1 coloring, but most ideas can be ported to other variants. Since graph coloring is NP-Complete [1] and hard to approximate [2] in most of its variants, the vertices are greedily colored one after another, and the lowest available color for a vertex is selected. Such an algorithm produces a coloring with less than $1+\Delta$ in distance-1 coloring. Though to avoid the worst case, it is common to carefully choose the order in which the vertices are processed [7] using either a static ordering [20], [21], or dynamic ordering [22].

Earlier coloring algorithms [23], [24], [25], are based generating maximum independent sets in parallel via algorithms such as [26]. Though, recent techniques optimistically color the vertices in parallel assuming that a valid coloring will be generated and then verify the validity of the coloring. One of the neighbor vertices that are of the same color is tagged to be colored in the next iteration of the algorithm. This technique was successfully applied on distributed memory machine [27], [28], [29], [30], including for BGPC and D2GC [5], [6]. The algorithm was investigated also on shared memory, multicore and manycore architectures [13], [31], [16], [8], [14] and on hybrid MPI + OpenMP systems [32]. One common point of [5], [6] and the proposed work is that the conflict removal phase of D2GC has been performed around middle vertices which is similar to the net-based conflict removal. Nevertheless, the authors studied D2GC in the distributed setting and applied the approach for all iterations.

The balanced graph coloring problem has been studied in the literature from different aspects; from theoretical perspective, the term “equitable” is used for the colorings where the color set cardinalities differ at most one [10], [11]. The most comprehensive study from the parallel computing perspective is recently introduced by Lu et al. [9]. In this work, we follow a similar approach but mostly aim to devise costless and online balancing heuristics that can be applied to the parallel greedy graph coloring algorithms.

### VIII. Conclusion and Future Work

In this work, we proposed novel, greedier and more optimistic parallel algorithms for parallel BGPC and D2GC. We also proposed two costless balancing heuristics that can be applied to both BGPC and D2GC, as well as other coloring variants, to balance the color set cardinalities and improve the impact of the coloring on the real application to be parallelized. The results show that the proposed techniques are useful in practice and improves the performance and the goodness of the coloring.

The proposed techniques are suitable for GPUs and Intel Xeon Phi architectures which can be considered as a future work. In fact, the task sizes in the vertex-based approach, i.e., the neighborhood sizes, deviates much more compared to that of the net-based approach, i.e., number of vertices adjacent to a net, which can be a comfort while parallelizing the coloring algorithms on manycore architectures. We also believe that a better net-based coloring and a better cost-free, self-balancing heuristic worth to investigate since their impact will be significant as the experimental results imply.
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