ABSTRACT. Consider the ensembles of real symmetric Toeplitz matrices and real symmetric Hankel matrices whose entries are i.i.d. random variables chosen from a fixed probability distribution $p$ of mean 0, variance 1, and finite higher moments. Previous work on real symmetric Toeplitz matrices shows that the spectral measures, or densities of normalized eigenvalues, converge almost surely to a universal near-Gaussian distribution, while previous work on real symmetric Hankel matrices shows that the spectral measures converge almost surely to a universal non-unimodal distribution. Real symmetric Toeplitz matrices are constant along the diagonals, while real symmetric Hankel matrices are constant along the skew diagonals. We generalize the Toeplitz and Hankel matrices to study matrices that are constant along some curve described by a real-valued bivariate polynomial. Using the Method of Moments and an analysis of the resulting Diophantine equations, we show that the spectral measures associated with linear bivariate polynomials converge in probability and almost surely to universal non-semicircular distributions. We prove that these limiting distributions approach the semicircle in the limit of large values of the polynomial coefficients. We then prove that the spectral measures associated with the sum or difference of any two real-valued polynomials with different degrees converge in probability and almost surely to a universal semicircular distribution.

1. Introduction

1.1. Background. Ever since Eugene Wigner conjectured that random matrices could be used to approximate the spacing distribution between adjacent energy levels in heavy nuclei (see [Wig1, Wig2, Wig3, Wig4, Wig5]), random matrix theory has been a powerful tool in modeling many complex systems, as described in Firk and Miller [FM] and exemplified in Miller, Novikoff, and Sabelli [MNS], Baik, Borodin, Deift, and Suidan [BBDS], and Krbalek and Seba [KrSe], to name a few diverse representatives. For example, while the Schrödinger equation can be solved for the simple nuclear structure of hydrogen, there is no known closed-form expression for the nuclear energy levels of uranium, which has over 200 protons and neutrons interacting in its nucleus. Wigner’s great insight was to model the infinite dimensional Hamiltonian matrix with the limit of $N \times N$ real symmetric matrices, in which each entry is chosen randomly from a Gaussian
density. For each \( N \), one calculates averages over a weighted set of all possible matrices of size \( N \), such as the average density of normalized eigenvalues (analogous to the energy levels). Similar to the Central Limit Theorem, as \( N \to \infty \) the behavior of the normalized eigenvalues of almost any randomly chosen matrix agrees with the limits of the system averages. Although Wigner chose the Gaussian density, one could instead choose a generic probability distribution \( p \) with mean 0, variance 1, and finite higher moments. For example, for real symmetric matrices with entries chosen as i.i.d. random variables from such a probability distribution, it has been proved that the limiting distribution of the density of normalized eigenvalues is the semicircle law (see [Wig2, Wig6]) independent of \( p \). Although there are interesting results that have been proved for the adjacent spacing distribution of normalized eigenvalues that only recently have been proved to hold for all such \( p \) (see for example [ERSY, ESY, TV1, TV2]), we will focus only on densities in this paper. It is interesting to explore how the eigenvalue behavior changes when additional structure is imposed on real symmetric matrices. Real symmetric matrices have \( \frac{N(N+1)}{2} \) independent parameters, from the upper triangle of the matrix. For sub-ensembles that have fewer degrees of freedom, different limiting distributions can arise. One example of a thin subset that only has \( N \) degrees of freedom is the \( N \times N \) real symmetric Toeplitz matrices, which are constant along the diagonals:

\[
T_N = \begin{pmatrix}
a_0 & a_1 & a_2 & \ldots & a_{N-1} \\
a_1 & a_0 & a_1 & \ldots & a_{N-2} \\
a_2 & a_1 & a_0 & \ldots & a_{N-3} \\
& \vdots & \vdots & \ddots & \vdots \\
a_{N-1} & a_{N-2} & a_{N-3} & \ldots & a_0
\end{pmatrix}.
\]

Another is the real symmetric Hankel matrices, which are constant along the skew diagonals:

\[
H_N = \begin{pmatrix}
a_2 & a_3 & a_4 & \ldots & a_{N+1} \\
a_3 & a_4 & a_5 & \ldots & a_{N+2} \\
a_4 & a_5 & a_6 & \ldots & a_{N+3} \\
& \vdots & \vdots & \ddots & \vdots \\
a_{N+1} & a_{N+2} & a_{N+3} & \ldots & a_{2N}
\end{pmatrix}.
\]

Bai [Bai] proposed studying the density of normalized eigenvalues of real symmetric Toeplitz matrices. Initially, numerical investigations suggested that the density of normalized eigenvalues might converge to the Gaussian; however, Bose, Chatterjee, and Gangopadhyay [BCG], Bryc, Dembo, and Jiang [BDJ], and Hammond and Miller [HM] showed that this is not the case by calculating the fourth moment to be \( \frac{2}{3} \), close to but not equal to the standard Gaussian’s fourth moment of 3. Massey, Miller, and Sinsheimer [MMS] then found that by imposing additional structure on the Toeplitz matrices by making the first row a palindrome, the limiting spectral measures converge in probability and almost surely to the standard Gaussian. Other generalizations include studying the effect of increasing the palindromicity of palindromic Toeplitz matrices (see [JMP]) and scaling each entry by the square root of the number of times that entry appears in the matrix (see [BB]). In this paper we explore another generalization of the real symmetric Toeplitz and Hankel matrices by studying matrices that are constant
along some curve described by a real-valued bivariate polynomial. We begin by listing
our notation below and then stating our results in §1.3.

1.2. Notation.

1.2.1. Random Matrices and Link Functions. A random matrix \( A_N \) is an \( N \times N \) ma-
trix whose entries are random variables drawn from a fixed probability distribution \( p \) with mean 0, variance 1, and finite higher moments. A particular random matrix is
constructed from a sequence of i.i.d. random variables with distribution \( p \) called the
input sequence: \( \{ a_i : i \in \mathbb{Z} \} \). The pattern of a random matrix is determined by the
link function, \( L(i, j) \), which maps the entry locations of a matrix \( (i, j) \) to the input se-
quence of random variables. Real symmetric Toeplitz matrices, for example, have the
link function \( L_{\text{Toeplitz}}(i, j) = |i - j| \). The probability that the entry at \( (i, j) \) lies in the
interval \( [\alpha_{ij}, \beta_{ij}] \) for a matrix \( A_N \) contained in the outcome space \( \Omega_N \) is given by

\[
\text{Prob} \left( A_N \in \Omega_N : a_{L(i,j)} \in [\alpha_{ij}, \beta_{ij}] \right) = \prod_{1 \leq i \leq j \leq N} \int_{\alpha_{ij}}^{\beta_{ij}} p(x) dx. \tag{1.3}
\]

The probability measure for the normalized eigenvalues of a real symmetric matrix \( A_N \),
called the empirical spectral measure, is denoted by

\[
\mu_{A_N}(x) dx := \frac{1}{N} \sum_{i=1}^{N} \delta \left( x - \frac{\lambda_i(A_N)}{\sqrt{N}} \right) dx, \tag{1.4}
\]

where \( \delta(x) \) is the Dirac-delta functional. We can use this to define the empirical spectral
distribution, a cumulative distribution function, for a matrix of size \( N \):

\[
F_{A_N}(x) := \int_{-\infty}^{x} \mu_{A_N}(x) dx = \frac{\# \left\{ i \leq N : \frac{\lambda_i}{\sqrt{N}} \leq x \right\}}{N}. \tag{1.5}
\]

1.2.2. The Method of Moments. We want to understand the distribution of eigenvalues
in the limit as the size of the matrices grows to infinity, which amounts to understanding
convergence properties of the cumulative distribution functions of typical random
matrices. The critical connection is established in the following moment convergence theorem.

**Theorem 1.1** (The Method of Moments). Let \( \{ A_N \}_{N=1}^{\infty} \) be a sequence of random vari-
ables and \( \{ F_N \}_{N=1}^{\infty} \) be the corresponding sequence of cumulative distribution functions
such that their moments, \( M_k(N) = \int_{-\infty}^{\infty} x^k dF_N(x) \), exist for all positive integers \( k \). Let
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\{M_k\}_{k=1}^{\infty} be a sequence of moments that uniquely determine a probability distribution whose cumulative distribution function is denoted by \(F\). If \(\lim_{N \to \infty} M_k(N) = M_k\) for each positive integer \(k\), then the sequence of cumulative distribution functions for the random variables converges weakly to the limiting distribution: \(\lim_{N \to \infty} F_N = F\).

The \(k\)th moment for the empirical spectral distribution of a random matrix \(A_N\) is

\[
M_k(A_N) := \int_{-\infty}^{\infty} x^k \mu_{A_N}(x) \, dx = \frac{1}{N^{\frac{k}{2}+1}} \sum_{i=1}^{N} \lambda_i^k(A_N). \tag{1.6}
\]

To explore the behavior of the limiting spectral distribution for a typical sequence of random matrices, we compute the average moment values over all such matrices where, for a given \(N\), the average \(k\)th moment for matrices of size \(N\) weighted by Eq. (1.3) is

\[
M_k(N) := \mathbb{E}[M_k(A_N)], \tag{1.7}
\]

and the \(k\)th moment of the limiting spectral distribution is

\[
M_k := \lim_{N \to \infty} M_k(N). \tag{1.8}
\]

The Moment Convergence Theorem for Random Matrices, which follows directly from the Method of Moments, serves as our main tool for understanding the limiting distribution.\(^5\)

**Theorem 1.2 (Moment Convergence Theorem for Random Matrices).** Suppose \(\{A_N\}_{N=1}^{\infty}\) is an arbitrary sequence of random matrices with distributions \(\{F_{A_N}\}_{N=1}^{\infty}\). Suppose there exists some sequence of moments \(\{M_k\}_{k=1}^{\infty}\) such that they uniquely determine a probability distribution whose cumulative distribution function is denoted by \(F\). If \(\lim_{N \to \infty} M_k(N) = M_k\) and \(\lim_{N \to \infty} \text{Var}[M_k(A_N)] = 0\) for every positive integer \(k\), then the sequence \(\{F_{A_N}\}_{N=1}^{\infty}\) converges in probability to the limiting spectral distribution of the ensemble, \(F\).

1.2.3. **Circuits.** Using the Eigenvalue-Trace Lemma, we have\(^7\)

\[
M_k(N) = \frac{1}{N^{\frac{k}{2}+1}} \sum_{1 \leq i_1, \ldots, i_k \leq N} \mathbb{E}[a_{L(i_1,i_2)}a_{L(i_2,i_3)} \cdots a_{L(i_k,i_1)}]. \tag{1.9}
\]

The above sum is taken over all combinations of positive integers \(\{i_1, \ldots, i_k\}\) at most \(N\), where each distinct combination, or **circuit**, is a function from indices to integer values.\(^8\)

\[
\pi : \{0, 1, 2, \ldots, k\} \to \{1, 2, \ldots, N\} \text{ such that } \pi(0) = \pi(k). \tag{1.10}
\]

We call an input variable index \(L(\pi(i-1), \pi(i))\) an **L-value**. Each L-value must occur at least twice in a circuit to contribute to the sum, since the expected value of a product of

\(^5\)Let \(\{M_k\}_{k=1}^{\infty}\) be the sequence of moments for the limiting spectral distribution \(F\). Then, \(F\) is the unique distribution with these moments if \(\lim_{k \to \infty} \inf_{F \in M_2^+} M_{\frac{k}{2}}^F < \infty\). This is called **Riesz’s Condition** (see [B]).

\(^6\)See [B] for more details.

\(^7\)Although \(a_{ij}\) refers to a matrix entry and \(a_{L(i,j)}\) refers to the input sequence variable whose value describes that entry, it is convenient to use both notations interchangeably.

\(^8\)Here the index values have been shifted down by one, so that the first index \(i_1\) is mapped by \(\pi(0)\), and the last index \(i_k\) is relabeled \(\pi(k)\) under the constraint that \(\pi(0) = \pi(k)\).
independent random variables is the product of the expected values and the distribution $p$ is assumed to have mean 0. An equivalence class of circuits is a partition of the set \{1, 2, \ldots, k\}, labeled by a word of length $k$, where the first occurrence of each letter in the word is in alphabetical order. If we let $w[i]$ for $1 \leq i \leq k$ denote the $i^{\text{th}}$ entry of the word $w$, the equivalence class of circuits corresponding to $w$ is

$$\Pi(w) := \{\pi : w[i] = w[j] \iff L(\pi(i-1), \pi(i)) = L(\pi(j-1), \pi(j))\}.$$  \hfill (1.11)

The size of $w$, or number of distinct letters, is denoted by $|w|$: \hfill (1.12)

$$|w| := \#\{L(\pi(i-1), \pi(i)) : 1 \leq i \leq k\}.$$  

The positions of the letters in a word $i$, for $1 \leq i \leq k$, along with the additional value $i = 0$, are called vertices. A vertex is generating if either $i = 0$ or $w[i]$ is the first occurrence of a letter in the word. Otherwise, the vertex is non-generating. For example, if $w = ababcb$, then the generating vertices are \{0, 1, 2, 5\} and the non-generating vertices are \{3, 4, 6\}. The number of generating vertices is equivalent to the maximum number of degrees of freedom one has in choosing a circuit that corresponds to that word, because once the indices $\pi(i)$ corresponding to generating vertices $i$ are chosen, the indices corresponding to the non-generating vertices are fixed by the fact that they have to satisfy matched L-values. For example, consider the word $abab$ for the Toeplitz link function $L(i, j) = |i - j|$. The word dictates the following system of equations:

$$|\pi(0) - \pi(1)| = |\pi(2) - \pi(3)| \text{ and } |\pi(1) - \pi(2)| = |\pi(3) - \pi(4)|.$$  \hfill (1.13)

We can choose the indices $\pi(0)$, $\pi(1)$, and $\pi(2)$ freely, since the vertices 0, 1, and 2 are generating, but then $\pi(3)$ is fixed by the matching constraints and $\pi(4)$ is defined to be equal to $\pi(0)$. Since there are at most $N$ choices for each generating index corresponding to a generating vertex, and since there are $|w| + 1$ generating vertices, the size of the equivalence class for word $w$ is at most

$$\#\Pi(w) = O(N^{|w|+1}).$$  \hfill (1.14)

Only pair-matched words contribute, words in which every letter appears exactly twice, and odd moments are zero. A sufficient condition for this is called Property B: \hfill (1.15)

$$\Delta(L) := \sup_{N} \sup_{t \leq 2} \sup_{1 \leq k \leq N} \#\{m : 1 \leq m \leq N, L(k, m) = t\} < \infty.$$  

For a matrix satisfying Property B, its $\Delta(L)$ value, the maximum number of repetitions of the same random variable in any row or column, is finite. Since only even moments with pair-matched words of length $2k$ contribute, the moments of the limiting spectral distribution can be written as

$$M_{2k} = \lim_{N \to \infty} M_{2k}(N) = \sum_{w: w \text{ is pair-matched of length } 2k} \lim_{N \to \infty} \frac{1}{N^{k+1}} \#\Pi(w).$$  \hfill (1.16)

Computing the limiting moments reduces to checking all possible pair-matched words, and for each word, finding the number circuits corresponding to that word. Counting the number of circuits for a given word becomes equivalent to counting the number of

---

<sup>9</sup>"Vertex" and “index” are essentially synonymous in this paper. Indices $\pi(i)$ that are functions of a generating vertex $i$ will simply be called "generating indices" and correspond to the degrees of freedom.

<sup>10</sup>See [B] for proof of this standard result.
integer solutions to a set of Diophantine, or integer-valued, equations.\footnote{In this paper we only consider matrix ensembles that satisfy Property B.} Pair-matched words of length $2k$ can be classified as non-crossing partitions or crossing partitions. Consider the set $\{1, 2, \ldots, 2k\}$. Arrange the elements on a circle sequentially. Pick any pair partition of this set and draw an edge connecting every pair. The partition is said to be non-crossing if none of the edges crosses another, and crossing otherwise. The non-crossing partitions are in bijection with Catalan words (see for example \cite{AGZ}). A pair-matched word of length $2k$ is called a Catalan word if (1) there is at least one double letter, (2) if any double letter is deleted, the remaining word of length $2k - 2$ is either empty or has a double letter, and (3) repeating the process in the previous step ultimately leads to an empty word. For example, $aabbcc$ is a Catalan word, while $abcabc$ is not a Catalan word, as shown in Figure 1. The number of Catalan words of length $2k$ is given by the $2k^{th}$ Catalan number

$$C_{2k} := \frac{1}{k + 1} \binom{2k}{k}. \tag{1.17}$$

The $2k^{th}$ moment of the semicircle measure is exactly $C_{2k}$, with odd moments zero (see \cite{B}). This is critical, because then one can prove that an ensemble of matrices has a semicircular limiting spectral distribution by showing that all Catalan words of length $2k$ contribute one to the $2k^{th}$ moment and all non-Catalan words contribute zero. In this paper we investigate several types of convergence.

1. (Almost sure convergence) For each $k$, $M_k(A_N) \to M_k$ almost surely if

$$\text{Prob}\left(\{A_N \in \Omega_N : M_k(A_N) \to M_k \text{ as } N \to \infty\}\right) = 1. \tag{1.18}$$

2. (Convergence in probability) For each $k$, $M_k(A_N) \to M_k$ in probability if for all $\epsilon > 0$,

$$\lim_{N \to \infty} \text{Prob}\left(\{|M_k(A_N) - M_k| > \epsilon\}\right) = 0. \tag{1.19}$$

3. (Weak convergence) For each $k$, $M_k(A_N) \to M_k$ weakly if

$$\text{Prob}\left(M_k(A_N) \leq x\right) \to \text{Prob}\left(M_k \leq x\right) \tag{1.20}$$

as $N \to \infty$ for all $x$ at which $F_{M_k}(x) = \text{Prob}\left(M_k \leq x\right)$ is continuous.

The convergence is universal if it is independent of $p$.\footnote{In this paper we only consider matrix ensembles that satisfy Property B.}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1.png}
\caption{\textit{aabbcc} on the left is a Catalan word, while \textit{abcabc} on the right is not a Catalan word.}
\end{figure}
1.3. **Results.** Our main results concern the limiting spectral distributions of random matrices with a certain type of real-valued bivariate polynomial link function. Using the Method of Moments, we prove the following.

**Theorem 1.3** (Generalized Toeplitz and Hankel Matrices). For fixed positive integers $\alpha$ and $\beta$, the generalized Toeplitz link function is defined as

$$L_{T,\alpha,\beta}(i,j) := \begin{cases} \alpha i - \beta j & i \leq j \\ -\beta i + \alpha j & i > j, \end{cases} \quad (1.21)$$

while the generalized Hankel link function is defined as

$$L_{H,\alpha,\beta}(i,j) := \begin{cases} \alpha i + \beta j & i \leq j \\ \beta i + \alpha j & i > j. \end{cases} \quad (1.22)$$

For both of these ensembles:

1. The fourth and sixth moments are functions of the parameters $\alpha$ and $\beta$.
2. For fixed $\alpha$ and $\beta$, as $N \to \infty$ the empirical spectral measures converge in probability and almost surely to a unique and universal limiting distribution. The limiting distribution is non-semicircular, because for any $\alpha$ and $\beta$ the sixth moment does not agree with its respective Catalan number (see Lemma 3.7).
3. In the limit as $\alpha$ or $\beta$ tends to infinity, the limiting distributions converge to the semicircle distribution.

As in other related ensembles, it is very difficult to obtain closed-form expressions for the general moments of the limiting spectral distribution. In the following theorem, however, we successfully identify the limiting distribution for other polynomial link functions.

**Theorem 1.4** (Polynomial Toeplitz and Hankel Matrices). Let $p_1(x) = a_m x^m + a_{m-1} x^{m-1} + \cdots + a_0$ and $p_2(x) = b_n x^n + b_{n-1} x^{n-1} + \cdots + b_0$ be polynomials with integer coefficients and $m \neq n$. The link function for polynomial Toeplitz matrices is

$$L_{PT}(i,j) := \begin{cases} p_1(i) - p_2(j) & i \leq j \\ -p_2(i) + p_1(j) & i > j, \end{cases} \quad (1.23)$$

while the link function for polynomial Hankel matrices is

$$L_{PH}(i,j) := \begin{cases} p_1(i) + p_2(j) & i \leq j \\ p_2(i) + p_1(j) & i > j. \end{cases} \quad (1.24)$$

For both of these ensembles, as $N \to \infty$ the empirical spectral measures converge in probability and almost surely to a universal semicircle distribution.

The rest of the paper is organized as follows. We first establish some basic results about a general class of bivariate polynomial link functions in §2. We then analyze in detail the even moments of the generalized Toeplitz and Hankel matrices in §3 and prove the limiting distribution of polynomial Toeplitz and Hankel matrices in §4. We prove our convergence claims in §5. Future work is discussed in §6, and numerical methods

---

12See §3 for the appropriate notion of convergence.
are discussed in Appendix A. It is worth noting that numerical investigations played an important role in our analysis, as they highlighted key features of the combinatorics.

2. Bivariate Polynomial Link Functions

In this section we introduce a general class of real-valued bivariate polynomial link functions and prove several results that describe contributions to the moments. Consider the link function

\[
L(i, j) = \begin{cases} 
    p_1(i) \pm p_2(j) & i \leq j \\
    \pm p_2(i) + p_1(j) & i > j,
\end{cases}
\]

(2.1)

where \(p_1(x) = a_m x^m + a_{m-1} x^{m-1} + \cdots + a_0\) and \(p_2(x) = b_n x^n + b_{n-1} x^{n-1} + \cdots + b_0\) are polynomials with integer coefficients.\(^{13}\) It is easy to see that this generalizes the real symmetric Toeplitz matrices. The link function splits any matrix into two zones, where Zone 1 is the upper triangle including the main diagonal and Zone 2 is the lower triangle.\(^{14}\) For example, if two matched entries \(a_{L(i_1,i_2)} = a_{L(i_3,i_4)}\) are such that \(a_{i_1,i_2}, a_{i_3,i_4} \in \text{Zone 1}\), their L-values must satisfy

\[
p_1(\pi(0)) \pm p_2(\pi(1)) = p_1(\pi(2)) \pm p_2(\pi(3)).
\]

(2.2)

To compute moments, we count the number of contributing circuits for all pair-matched words. For the letters in these words, we define an adjacent pair as a matching between matrix entries that share one index, as in \(a_{L(i_1,i_2)} = a_{L(i_2,i_3)}\). The following reduces the number of contributing circuits.

Lemma 2.1 (Adjacent Pairs). Let \(L(i,j)\) be a bivariate polynomial link function where \(p_1(x) = a_m x^m + a_{m-1} x^{m-1} + \cdots + a_0\) and \(p_2(x) = b_n x^n + b_{n-1} x^{n-1} + \cdots + b_0\) are polynomials with integer coefficients. Then in any contributing word of length 2\(k\), adjacent pairs must be in opposite zones when \(p_1(x) \neq p_2(x)\).

Proof. Any adjacent pair has the form \(a_{L(i_1,i_2)} = a_{L(i_2,i_3)}\). For example, assume that \(a_{i_1,i_2}, a_{i_2,i_3} \in \text{Zone 1}\) and the coefficient of \(p_2(x)\) is positive. The corresponding L-value equation has the form

\[
p_1(\pi(0)) + p_2(\pi(1)) = p_1(\pi(1)) + p_2(\pi(2)).
\]

(2.3)

Choose \(a_{i_1,i_2}\) to correspond to the first letter in the word from which the adjacent pair is chosen.\(^{15}\) Then \(\pi(0)\) and \(\pi(1)\) are generating indices. Choose \(k\) of the generating indices, leaving out \(\pi(1)\). This occurs with at most \(k\) degrees of freedom. Then the

\[^{13}\text{Assume the polynomials are nonconstant to avoid a violation of Property B.}\]

\[^{14}\text{We do not consider irrational coefficients. Consider, for example, } p_1(x) = \sqrt{2}x \text{ and } p_2(x) = x.\]

\[^{15}\text{We could have defined the zones to exclude the main diagonal, as the values of the main diagonal do not affect the limiting distribution of the eigenvalues. Likewise, we could have set the main diagonal to be all zeros.}\]

\[^{16}\text{For any word, we are free to cycle the letters in the word without changing the underlying configuration, since the corresponding pair partition is invariant under a rotation.}\]
non-generating indices are fixed by the other \(L\)-value equations derived from the word, including \(\pi(2)\), with a total of \(\Delta (L)^k\) choices. Now both \(\pi(0)\) and \(\pi(2)\) are chosen, and there remains a finite number of choices independent of \(N\) for \(\pi(1)\). This constitutes a loss in degrees of freedom, leaving at most \(O(N^k)\) solutions and a contribution of zero to the moment, since we divide by \(N^{k+1}\). A similar argument holds if both entries are in Zone 2, and it also applies if the coefficient of \(p_2(x)\) is negative. \(\square\)

Recall that words can be categorized as Catalan or non-Catalan. The following describes the contribution of Catalan words to even moments.

**Lemma 2.2** (Adjacent Lifting). Let \(L(i,j)\) be a bivariate polynomial link function where \(p_1(x) = a_m x^m + a_{m-1} x^{m-1} + \cdots + a_0\) and \(p_2(x) = b_n x^n + b_{n-1} x^{n-1} + \cdots + b_0\) are polynomials with integer coefficients that are monotonic on \(\mathbb{N}\). Then any Catalan word of length \(2k\) for matrices with such a link function contributes one to the \(2k^{th}\) moment when \(p_1(x) \neq p_2(x)\).

**Proof.** We begin by counting the number of circuits for the word \(aabb\), the only Catalan word of length 4 up to rotation. Adjacent pairs must be in opposite zones, by Lemma 2.1, giving four sets of inequalities relating the generating indices \(\pi(0), \pi(1), \text{and } \pi(3)\).

Following standard calculations outlined in [B], change variables to \(v_x = \frac{\pi(x)}{N}\), where \(v_x \in \{\frac{1}{N}, \ldots, \frac{N}{N}\}\). In the limit of large \(N\), integrating over the region specified by the inequalities shows that the structure \(aabb\) contributes one to the fourth moment:

\[
\int_0^1 \int_0^1 \int_0^1 dv_0 dv_1 dv_3 = 1. \tag{2.4}
\]

For higher moments, any non-crossing pair partition must have at least one adjacent pair of the form \(a_L(i_{1,2}) = a_L(i_{2,3})\), by the definition of a Catalan word. Since adjacent pairs must be located in opposite zones, any such adjacent pair must require \(\pi(0) = \pi(2)\). Since there are two sets of zones for the pair, the remaining index is bound either by \(\pi(1) \leq \pi(0)\) or \(\pi(1) > \pi(0)\), leaving \(\pi(1)\) as a free index. “Lift” this pair by setting \(\pi(0) = \pi(2)\) and relabeling the remaining indices appropriately. Since there are now \(2k - 2\) indices left, the remaining structure is a Catalan word for the \((2k - 2)^{th}\) moment, and the contribution can be computed with \(\pi(1)\) as an extra degree of freedom. Using this process, any non-crossing pair partition can be reduced to the fourth moment structure, and since that structure contributes one, any other Catalan word of length \(2k\) contributes one to the \(2k^{th}\) moment. \(\square\)

**Lemma 2.3** (Zeroth, Second, and Odd Moments). Let \(L(i,j)\) be a bivariate polynomial link function where \(p_1(x) = a_m x^m + a_{m-1} x^{m-1} + \cdots + a_0\) and \(p_2(x) = b_n x^n + b_{n-1} x^{n-1} + \cdots + b_0\) are polynomials with integer coefficients. Then the zeroth moment is 1, the second moment is 1, and odd moments are zero.

**Proof.** Standard calculations in [HM] apply for the zeroth and second moments. Odd moments are zero because the link function satisfies Property B. For any fixed \(i\) or \(j\), \(L(i, j)\) is a polynomial in either \(j\) or \(i\) and so takes on any given value only finitely many times.\footnote{In fact, this is true for any bivariate polynomial \(p(x, y) = a_n x^n y^n + a_{n-1} x^{n-1} y^{n-1} + \cdots + a_0\).} \(\square\)
3. Generalized Toeplitz and Hankel Matrices

In this section we work towards proving Theorem 1.3, in which we generalize the Toeplitz and Hankel link functions by changing the slope of the lines along which matrix entries are held constant. In §3.1 we examine the generalized Toeplitz matrices and in §3.2 we analyze the generalized Hankel matrices.

3.1. Generalized Toeplitz Matrices. Recall that for fixed positive integers $\alpha$ and $\beta$, the generalized Toeplitz link function is\(^{18}\)

$$L_{T,\alpha,\beta}(i,j) := \begin{cases} 
\alpha i - \beta j & i \leq j \\
-\beta i + \alpha j & i > j.
\end{cases} \quad (3.1)$$

A matrix with $\alpha = \beta$ reduces to the original Toeplitz, while a $5 \times 5$ matrix with $\alpha = 2$ and $\beta = 1$ would have the structure

$$A_5 = \begin{pmatrix} 
a_1 & a_0 & a_{-1} & a_{-2} & a_{-3} \\
a_0 & a_2 & a_1 & a_0 & a_{-1} \\
a_{-1} & a_1 & a_3 & a_2 & a_1 \\
a_{-2} & a_0 & a_2 & a_4 & a_3 \\
a_{-3} & a_{-1} & a_1 & a_3 & a_5 
\end{pmatrix}. \quad (3.2)$$

\(^{18}\)Note that this link function is of the form Eq. (2.1).

Figure 2. Histograms of numerical eigenvalues of 100 generalized Toeplitz matrices of size $1200 \times 1200$. Each has $\alpha = 1$. From the upper left, going from left to right, $\beta$ is equal to 1, 2, 3, and 4. The red curve is the semicircle distribution for an eigenvalue normalization of $2\sqrt{N}$ (see footnote 3). With increasing values of $\beta$, the distribution becomes more semicircular.
3.1.1. Fourth Moment. The pair-matched words of length four are \textit{aabb}, \textit{abba}, and \textit{abab}. By Lemma 2.2, \textit{aabb} and \textit{abba} each contribute one to the fourth moment.\footnote{This holds for \(\alpha = \beta\) and \(\alpha \neq \beta\). See \cite{HM} for the case \(\alpha = \beta\), which corresponds to original Toeplitz matrices.} The word \textit{abab} only contributes to the moment when \(\alpha = \beta\). For example, let \(a_{i_1i_2} \in \text{Zone 1}, a_{i_2i_3} \in \text{Zone 2}, a_{i_3i_4} \in \text{Zone 2}, \) and \(a_{i_4i_1} \in \text{Zone 1}\) to get the system of equations

\[
\begin{align*}
\alpha \pi(0) - \beta \pi(1) &= -\beta \pi(2) + \alpha \pi(3) \\
-\beta \pi(1) + \alpha \pi(2) &= \alpha \pi(3) - \beta \pi(0).
\end{align*}
\]

(3.3)

Assume \(\alpha \neq \beta\). Subtracting the two equations, we have

\[
\alpha (\pi(0) - \pi(2)) = \beta (\pi(0) - \pi(2)),
\]

(3.4)

for which there are no valid solutions. Likewise, any other choice of zones either produces a similar obstruction or introduces an extra linear constraint on the generating indices that constitutes a loss in degrees of freedom. Therefore, the word \textit{abab} does not contribute when \(\alpha \neq \beta\). For \(\alpha = \beta\), we are reduced to the original Toeplitz matrices, and \cite{B} and \cite{HM} show that the contribution is \(2/3\). Let \(M_k(T, \alpha, \beta)\) denote the \(k\)th moment of the generalized Toeplitz limiting spectral distribution. Thus, we have

\[
M_4(T, \alpha, \beta) = \begin{cases} 
2 & \alpha \neq \beta \\
\frac{2}{3} & \alpha = \beta \text{ (original Toeplitz)}.
\end{cases}
\]

(3.5)

3.1.2. Sixth Moment. The pair-matched words of length six are \textit{aabbcc}, \textit{aabcbb}, \textit{aabcbc}, \textit{abacbc}, and \textit{abcabc}, along with other words that are isomorphic (equal up to a rotation) to these. Respectively, there are 2, 3, 6, 3, and 1 versions for the configurations corresponding to these words. By Lemma 2.2, the words \textit{aabbcc}, \textit{aabcbb}, and other words isomorphic to either of them contribute one to the sixth moment. For the word \textit{abacbc}, we can “lift” the adjacent pair and relabel the remaining indices so that the fourth moment structure for the word \textit{abab} remains. Therefore, versions of the configuration corresponding to this word contribute 0 when \(\alpha \neq \beta\) and \(2/3\) when \(\alpha = \beta\). For the word \textit{abacbc}, if \(\alpha \neq \beta\), there are no choices of zones that do not produce an obstruction or introduce an extra linear constraint on the generating indices. When \(\alpha = \beta\), \cite{B} and \cite{HM} compute the contribution to be \(1/2\). For the word \textit{abcabc}, there are two choices of zones that do not produce extra constraints. The L-value equations for these cases are:

\[
\begin{align*}
-\beta \pi(0) + \alpha \pi(1) &= \alpha \pi(3) - \beta \pi(4) \\
\alpha \pi(1) - \beta \pi(2) &= -\beta \pi(4) + \alpha \pi(5) \\
-\beta \pi(2) + \alpha \pi(3) &= \alpha \pi(5) - \beta \pi(0)
\end{align*}
\]

(3.6)

\footnote{For example, the Catalan configuration, or partition structure, shown in Figure \ref{fig:CAT} has two versions, the isomorphic words \textit{aabbcc} and \textit{abbcca}.}
and
\[ \begin{align*}
\alpha\pi(0) - \beta\pi(1) &= -\beta\pi(3) + \alpha\pi(4) \\
-\beta\pi(1) + \alpha\pi(2) &= \alpha\pi(4) - \beta\pi(5) \\
\alpha\pi(2) - \beta\pi(3) &= -\beta\pi(5) + \alpha\pi(0).
\end{align*} \tag{3.7} \]

For Eq. (3.6) we can choose \( \pi(0), \pi(1), \pi(2), \) and \( \pi(3) \) freely. Then \( \pi(4) \) and \( \pi(5) \) are fixed:
\[ \begin{align*}
\pi(4) &= \pi(0) - \frac{\alpha}{\beta}\pi(1) + \frac{\alpha}{\beta}\pi(3) \\
\pi(5) &= \pi(3) - \frac{\beta}{\alpha}\pi(2) + \frac{\beta}{\alpha}\pi(0). \tag{3.8} \end{align*} \]

Using the same variable transformation as in Lemma 2.2, we count the contribution by integrating the indicator function, \( I \), acting on the regions defined above along with the choice of zones. Letting \( a = \frac{\beta}{\alpha} \), the contribution is
\[ \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1 I(0 \leq v_0 - \frac{v_1}{a} + \frac{v_3}{a} \leq 1 \text{ and } 0 \leq av_0 - av_2 + v_3 \leq 1 \text{ and } v_0 > v_1 \text{ and } v_1 < v_2 \text{ and } v_2 > v_3 \text{ and } v_3 < v_0 - \frac{v_1}{a} + \frac{v_3}{a} \text{ and } v_0 - \frac{v_1}{a} + \frac{v_3}{a} > av_0 \text{ and } -av_2 + v_3 \text{ and } av_0 - av_2 + v_3 \leq v_0) \, dv_1dv_2dv_3dv_0, \tag{3.9} \]

which simplifies to
\[ \begin{align*}
\left\{ \begin{array}{ll}
\frac{\alpha}{4} & \alpha < \beta \\
\frac{\beta}{4} & \alpha > \beta.
\end{array} \right. \tag{3.10} \]

Since Eq. (3.7) is related to Eq. (3.6) by a permutation of the indices, the contribution from that case is also given by Eq. (3.10). \footnote{\( \pi(0), \pi(1), \) and \( \pi(2) \) change to \( \pi(3), \pi(4), \) and \( \pi(5) \), respectively.} Since there are 2 versions of the configuration corresponding to the word \( aabbcc \) and 3 versions of the configuration corresponding to the word \( aabccb \), the Catalan words contribute a total of 5 to the moment. Including the extra factors from the word \( abcabc \), the sixth moment is
\[ M_6(T, \alpha, \beta) = \left\{ \begin{array}{ll}
5 + \frac{\alpha}{2} & \alpha < \beta \\
5 + \frac{\beta}{2} & \alpha > \beta \\
11 & \alpha = \beta \text{ (original Toeplitz)}. \tag{3.11} \end{array} \right. \]

3.1.3. Existence of Higher Moments, Bounds, and Limiting Behavior. Unfortunately, all higher moments for this link function become increasingly computationally intensive. Although we cannot find a closed-form expression for higher moments, we can show that all higher moments exist and are finite.
Lemma 3.1 (Existence of Higher Moments). If the probability distribution $p$ has mean 0, variance 1, and finite higher moments, then for all nonnegative integers $k$, $M_k = \lim_{N \to \infty} M_k(N)$ exists and is finite for generalized Toeplitz matrices.

Proof. As described in [X], for any word $w$ of length $2k$ we obtain a system of linear equations relating the transformed variables $v_0, \ldots, v_{2k-1} \in \left\{ \frac{1}{N}, \ldots, \frac{N}{N} \right\}$, which determine a nice region in the $(k+1)$-dimensional unit cube. As $N \to \infty$, we obtain the finite volume of this region, transform back to the variables $\pi(x)$, and then extract the finite limiting moment by dividing by $N^{k+1}$. □

Lemma 3.2 (Bounds on the Moments). Let $C_{2k}$ be the $2k$th moment of the semicircle distribution, $M_{2k}(T)$ the $2k$th moment of the Toeplitz ensemble limiting distribution, and $M_{2k}(T, \alpha, \beta)$ the $2k$th moment of the generalized Toeplitz ensemble limiting distribution. Then $C_{2k} \leq M_{2k}(T, \alpha, \beta) \leq M_{2k}(T)$ for all nonnegative integers $k$.

Proof. Since each Catalan word contributes one, the moments are at least as large as the semicircle moments. For a non-Catalan word, the $\alpha$ and $\beta$ in the link function decrease the contributions that otherwise occur when $\alpha = \beta$. Let $g = \gcd(\alpha, \beta)$. Then for a given matrix entry, there are at most $\left\lceil \frac{N}{\max(\alpha, \beta)/g} \right\rceil$ L-matches in the upper triangle of the matrix. When $\alpha \neq \beta$ there are fewer matchings than the Toeplitz case, for which $\alpha = \beta$, which means there cannot be more solutions to the relevant Diophantine equations, and hence the upper bound holds. □

We can also show that in the limit as either $\alpha$ or $\beta$ becomes very large, and the other is fixed, the moments of the limiting distribution for the generalized Toeplitz ensemble approach those of the semicircle measure.

Lemma 3.3 (Limiting Behavior). For fixed $\alpha$, $\lim_{\beta \to \infty} M_{2k}(T, \alpha, \beta) = C_{2k}$, and for fixed $\beta$, $\lim_{\alpha \to \infty} M_{2k}(T, \alpha, \beta) = C_{2k}$ for generalized Toeplitz matrices when the limits are taken appropriately.

Proof. Consider the limit as $\beta \to \infty$. To prove that the limiting spectral measure is a semicircle, it suffices to show that all non-Catalan words contribute zero. Specifically, we will show that the contribution of a word that is fully crossed, or a word that has no adjacent pairs, is zero. This shows that all non-Catalan words contribute zero, since the contribution of any non-Catalan word with adjacent pairs is calculated by “lifting” the adjacent pairs, and any loss in degrees of freedom in lower moments will propagate through these adjacent pairs. We will let $\beta$ grow to infinity as a function of $N$, such that $\lim_{N \to \infty} f(N) = \infty$.

Any fully crossed word $w$ has non-adjacent pairs of the form $a_{L(i_s, i_{s+1})} = a_{L(i_t, i_{t+1})}$ for some $s, t \in \mathbb{Z}^+$. For any such pair there are four possible sets of zones for the L-value equation, each of which results in one index with coefficient $\alpha$ on both sides of the equation and one index with coefficient $\beta$ on both sides of the equation. Without loss of generality, then, we assume that $a_{i_s, i_{s+1}}$, $a_{i_t, i_{t+1}} \in \text{Zone 1}$. In the following argument, we also want to choose entries to be specific letters in the fully crossed word. We pick this matched pair such that all letters between the letters that correspond to these entries are distinct. This must be possible, otherwise the word would have an adjacent pair.

\footnote{This is evidenced by Eq. (3.11).}
For the resulting pair, choose the first index to be the generating index \( \pi(0) \). Then the next index, \( \pi(1) \), is also a generating index, as it now corresponds to the first letter in the word. Although we cannot know in general the location of the other indices, we just name them \( \pi(2) \) and \( \pi(3) \). Since intermediate letters are distinct and the word began with generating index \( \pi(0) \), \( \pi(2) \) must correspond to the first occurrence of a letter in the word, making \( \pi(2) \) another generating index. Therefore, there are at least three generating indices in this pair. If there are \( x \) degrees of freedom in choosing all four indices, there are at most \( x + k - 2 \) degrees of freedom for the word. If we can show that \( x < 3 \), then any non-Catalan word of length \( 2k \) contributes zero to the \( 2k \)th moment, since there must be \( k + 1 \) degrees of freedom for a contribution.

There are at most \( N \) choices for \( \pi(0) \) and \( N \) choices for \( \pi(1) \). Then the number of choices for \( \pi(2) \) and \( \pi(3) \) is equivalent to the number of matchings in the matrix for entry \( a_{i_1i_2} \), given fixed values for \( \pi(0) \) and \( \pi(1) \). When \( f(N) > \alpha \), there are at most \( 2 \left\lceil \frac{N}{f(N)/g} \right\rceil \) matchings, where \( g = \gcd(\alpha, f(N)) \). To see if there are fewer than three degrees of freedom, we check if \( \lim_{N \to \infty} \frac{\#\Pi(w)}{N^3} = 0 \). Dropping the ceiling notation, we have

\[
\lim_{N \to \infty} \frac{2N^3}{f(N)/g} = 0.
\]

This holds for every set of zones, so \( x < 3 \). A similar proof holds for \( \alpha \to \infty \). □

3.2. **Generalized Hankel Matrices.** Recall that for fixed positive integers \( \alpha \) and \( \beta \), the generalized Hankel link function is

\[
L_{H,\alpha,\beta}(i,j) := \begin{cases} 
\alpha i + \beta j & i \leq j \\
\beta i + \alpha j & i > j.
\end{cases}
\]

A matrix with \( \alpha = \beta \) reduces to the original Hankel matrix, while a \( 5 \times 5 \) matrix with \( \alpha = 2 \) and \( \beta = 1 \) would have the structure

\[
A_5 = \begin{pmatrix}
a_3 & a_4 & a_5 & a_6 & a_7 \\
a_4 & a_5 & a_6 & a_7 & a_8 \\
a_5 & a_6 & a_7 & a_8 & a_9 \\
a_6 & a_7 & a_8 & a_9 & a_{10} \\
a_7 & a_8 & a_9 & a_{10} & a_{11}
\end{pmatrix}.
\]

3.2.1. **Fourth Moment.** By Lemma 2.2, all Catalan words contribute one.\(^{24}\) Now consider the word \( abab \). By the same argument that applied in the generalized Toeplitz case, there will be an extra constraint in the L-value equations if \( \alpha \neq \beta \). For \( \alpha = \beta \), we are reduced to original Hankel matrices, and [B] shows that the contribution for this word is zero. Thus, if \( M_k(H, \alpha, \beta) \) denotes the \( k \)th moment of the generalized Hankel limiting spectral distribution,

\[
M_4(H, \alpha, \beta) = 2,
\]  

\(^{23}\)Note that this link function is of the form Eq. (2.1).

\(^{24}\)This holds for \( \alpha = \beta \) and \( \alpha \neq \beta \). See [B] for the case \( \alpha = \beta \), which corresponds to original Hankel matrices.
FIGURE 3. Histograms of numerical eigenvalues of 100 generalized Hankel matrices of size $1200 \times 1200$. Each has $\alpha = 1$. From the upper left, going from left to right, $\beta$ is equal to 1, 2, 3, and 4. The red curve is the semicircle distribution for an eigenvalue normalization of $2\sqrt{N}$ (see footnote 3). With increasing values of $\beta$, the distribution becomes more semicircular.

the same as for original Hankel matrices.

3.2.2. Sixth Moment. By Lemma 2.2, the words $aabbcc$, $aabccb$, and other words isomorphic to them contribute one to the sixth moment. Using the process of “lifting”, the word $aabcbc$ contributes zero, since the non-contributing structure $abab$ is embedded within that word. Counting linear constraints, the word $abacbc$ contributes zero when $\alpha \neq \beta$. It also contributes zero when $\alpha = \beta$, according to calculations in [B]. For the word $abcabc$, there are two sets of contributing L-value equations:

$$\begin{align*}
\beta \pi(0) + \alpha \pi(1) &= \alpha \pi(3) + \beta \pi(4) \\
\alpha \pi(1) + \beta \pi(2) &= \beta \pi(4) + \alpha \pi(5) \\
\beta \pi(2) + \alpha \pi(3) &= \alpha \pi(5) + \beta \pi(6)
\end{align*}$$ (3.16)

and

$$\begin{align*}
\alpha \pi(0) + \beta \pi(1) &= \beta \pi(3) + \alpha \pi(4) \\
\beta \pi(1) + \alpha \pi(2) &= \alpha \pi(4) + \beta \pi(5) \\
\alpha \pi(2) + \beta \pi(3) &= \beta \pi(5) + \alpha \pi(6).
\end{align*}$$ (3.17)
Following the same integration procedure that applied in §3.1, it can be shown that
\[ M_6(H, \alpha, \beta) = \begin{cases} 
5 + \frac{\alpha^2 \beta}{2(\alpha + \beta)^2} & \alpha < \beta \\
5 + \frac{\beta^2 \alpha}{2(\alpha + \beta)^2} & \alpha > \beta \\
5 \frac{\beta}{2} & \alpha = \beta \quad \text{(original Hankel)}.
\end{cases} \] (3.18)

3.2.3. Existence of Higher Moments, Bounds, and Limiting Behavior. As in §3.1 although we cannot find a closed-form expression for higher moments, all higher moments exist and are finite.

**Lemma 3.4** (Existence of Higher Moments). *If the probability distribution \( p \) has mean 0, variance 1, and finite higher moments, then for all \( k \), \( M_k = \lim_{N \to \infty} M_k(N) \) exists and is finite for generalized Hankel matrices.*

**Proof.** The proof follows as in Lemma 3.1.

**Lemma 3.5** (Bounds on the Moments). *Let \( C_{2k} \) be the \( 2k^{th} \) moment of the semicircle distribution, \( M_{2k}(H) \) the \( 2k^{th} \) moment of the Hankel ensemble limiting distribution, and \( M_{2k}(H, \alpha, \beta) \) the \( 2k^{th} \) moment of the generalized Hankel ensemble limiting distribution. Then \( C_{2k} \leq M_{2k}(H, \alpha, \beta) \leq M_{2k}(H) \) for all nonnegative integers \( k \).*

**Proof.** The proof follows as in Lemma 3.2.

In the limit as either \( \alpha \) or \( \beta \) becomes very large, and the other is fixed, the moments of the generalized Hankel ensemble approach those of the semicircle measure.

**Lemma 3.6** (Limiting Behavior). *For fixed \( \alpha \), \( \lim_{\beta \to \infty} M_{2k}(H, \alpha, \beta) = C_{2k} \) and for fixed \( \beta \), \( \lim_{\alpha \to \infty} M_{2k}(H, \alpha, \beta) = C_{2k} \) for generalized Hankel matrices when the limits are taken appropriately.*

**Proof.** The proof follows as in Lemma 3.3.

In working towards proving Theorem 1.3, we have shown that the fourth and sixth moments for both ensembles are functions of \( \alpha \) and \( \beta \) and that in the limit as either parameter tends to infinity, the limiting distributions converge to the semicircle. It is also evident that when these parameters are fixed, the limiting spectral distributions are non-semicircular.

**Lemma 3.7** (Non-semicircular Limiting Distributions). *The limiting spectral distributions for generalized Toeplitz and generalized Hankel matrices are non-semicircular.*

**Proof.** For any value of \( \alpha \) and \( \beta \), \( M_6(T, \alpha, \beta) \) and \( M_6(H, \alpha, \beta) \) are not equal to \( C_6 = 5 \). The calculated moment values are shown in the table below.

\[ \text{This is evidenced by Eq. (3.18).} \]
Table 1. Fourth and Sixth Moments for Generalized Toeplitz and Hankel Matrices

|                  | Generalized Toeplitz | Generalized Hankel |
|------------------|----------------------|-------------------|
| \( M_4(T, \alpha, \beta) \) |                     | \( M_4(H, \alpha, \beta) = \begin{cases} 2 & \text{for any } \alpha, \beta \end{cases} \) |
| \( M_6(T, \alpha, \beta) \) |                     | \( M_6(H, \alpha, \beta) = \begin{cases} 5 + \frac{\alpha}{2} \frac{\beta}{(\alpha+\beta)^2} & \alpha < \beta \\ 5 + \frac{\alpha}{2} \frac{\beta}{(\alpha+\beta)^2} & \alpha > \beta \\ \frac{5}{2} & \alpha = \beta \end{cases} \) |

In §5 we complete the proof of Theorem 1.3 by describing proofs of convergence in probability and almost sure convergence that apply to generalized Toeplitz and Hankel matrices.

4. POLYNOMIAL TOEPLITZ AND HANKEL MATRICES

In this section we work towards proving Theorem 1.4. In §4.1 we examine the polynomial Toeplitz ensemble in detail and prove that the empirical spectral distributions converge weakly to the semicircle distribution. In §4.2 we show that the same result holds for polynomial Hankel matrices.

4.1. Polynomial Toeplitz Matrices. Recall that if \( p_1(x) = a_m x^m + a_{m-1} x^{m-1} + \cdots + a_0 \) and \( p_2(x) = b_n x^n + b_{n-1} x^{n-1} + \cdots + b_0 \) are polynomials with integer coefficients and \( m \neq n \), the link function for the polynomial Toeplitz matrices is:

\[
L_{PT}(i,j) := \begin{cases} p_1(i) - p_2(j) & i \leq j \\ -p_2(i) + p_1(j) & i > j. \end{cases}
\]

(4.1)

A 5 × 5 matrix with \( p_1(x) = x^2 \) and \( p_2(x) = x \) has the structure

\[
A_5 = \begin{pmatrix} a_0 & a_{-1} & a_{-2} & a_{-3} & a_{-4} \\ a_{-1} & a_2 & a_1 & a_0 & a_{-1} \\ a_{-2} & a_1 & a_6 & a_5 & a_4 \\ a_{-3} & a_0 & a_5 & a_{12} & a_{11} \\ a_{-4} & a_{-1} & a_4 & a_{11} & a_{20} \end{pmatrix}.
\]

(4.2)

We now show that this link function yields a semicircular limiting spectral distribution. First, we assume that the polynomials \( p_1 \) and \( p_2 \) are monotonic on \( \mathbb{N} \). We will remove this assumption later.

4.1.1. Catalan Words. By Lemma 2.2 every Catalan word of length \( 2k \) contributes one to the \( 2k^{th} \) moment.

\[\text{Note that this link function is of the form Eq. (2.1).}\]
4.1.2. Crossed Words. To prove that the limiting spectral measure is a semicircle, it suffices to show that all non-Catalan words contribute zero. Specifically, we show that the contribution of a word that is fully crossed, or a word that has no adjacent pairs, is zero. This shows that all non-Catalan words contribute zero, since the contribution of any non-Catalan word with adjacent pairs is calculated by adjacent “lifting”, and any loss in degrees of freedom in lower moments will propagate through these adjacent pairs. The argument follows as in Lemma 3.3 by showing that for a specific non-adjacent pair in the degrees of freedom in lower moments will propagate through these adjacent pairs. The contribution of any non-Catalan word, or a word that has no adjacent pairs, is zero.

Crossed Words.

4.1.2.1. To prove that the limiting spectral measure is a semicircle, it suffices to show that all non-Catalan words contribute zero. Specifically, we show that the contribution of a word that is fully crossed, or a word that has no adjacent pairs, is zero. This shows that all non-Catalan words contribute zero, since the contribution of any non-Catalan word with adjacent pairs is calculated by adjacent “lifting”, and any loss in degrees of freedom in lower moments will propagate through these adjacent pairs. The argument follows as in Lemma 3.3 by showing that for a specific non-adjacent pair in the degrees of freedom in lower moments will propagate through these adjacent pairs. The contribution of any non-Catalan word, or a word that has no adjacent pairs, is zero.

We want to show that there are fewer than two degrees of freedom in choosing \( \pi(0) \) and \( \pi(2) \). Let \( \Pi \) be a placeholder for the integrand and let \( C \) be a constant independent of \( N \). We then have

\[
0 \leq p_1(\pi(0)) - p_1(\pi(2)) \leq \sum_{i=0}^{n} b_{n-i} N^{n-i} - \sum_{i=0}^{n} b_{n-i}.
\]

We relax the upper bound and simply impose

\[
0 \leq p_1(\pi(0)) - p_1(\pi(2)) \leq b(n + 1)N^n.
\]

For large \( N \), then, the number of valid choices for \( \pi(0) \) and \( \pi(2) \) becomes an integral:

\[
\int_{1}^{N} \int_{1}^{N} \Pi(\pi(2) \leq \pi(0) \text{ and } p_1(\pi(2)) \geq p_1(\pi(0)) - b(n + 1)N^n) \, d\pi(2) \, d\pi(0).
\]

We want to show that there are fewer than 2 degrees of freedom in choosing \( \pi(0) \) and \( \pi(2) \), as this implies \( x < 3 \). Let \( \Pi \) be a placeholder for the integrand and let \( C \) be a constant independent of \( N \). We then have

\[
\int_{1}^{N} \int_{1}^{N} \Pi d\pi(2) \, d\pi(0) = \int_{1}^{C} \int_{1}^{N} \Pi d\pi(2) \, d\pi(0) + \int_{C}^{N} \int_{1}^{N} \Pi d\pi(2) \, d\pi(0)
\leq \int_{1}^{C} \int_{0}^{N} \Pi d\pi(2) \, d\pi(0) + \int_{C}^{N} \int_{0}^{N} \Pi d\pi(2) \, d\pi(0) + \int_{C}^{N} \int_{C}^{N} \Pi d\pi(2) \, d\pi(0)
\leq N(C - 1) + C(N - C) + \int_{C}^{N} \int_{C}^{N} \Pi d\pi(2) \, d\pi(0).
\]

To check if there are two degrees of freedom, divide by \( N^2 \) and take the limit as \( N \) tends to infinity; we can ignore the first two terms above. For the third term, let \( \tilde{p}_1(x) = \frac{p_1(x)}{\alpha_m} \):

\[
\int_{C}^{N} \int_{C}^{N} \Pi d\pi(2) \, d\pi(0) = \int_{C}^{N} \int_{C}^{N} \Pi \left( \tilde{p}_1(\pi(2)) \geq \tilde{p}_1(\pi(0)) - \frac{b(n + 1)N^n}{\alpha_m} \right) \, d\pi(2) \, d\pi(0).
\]

**Lemma 4.1 (Polynomials Dominated by Leading Term).** Let \( p(x) = x^k + a_{k-1}x^{k-1} + \cdots + a_0 \). We can choose \( x \) large enough such that \( (1 - \epsilon)x^k < p(x) < (1 + \epsilon)x^k \).
**Proof.** Let \( q(x) = a_{k-1}x^{k-1} + \cdots + a_0 \). Then \( \frac{p(x) - x^k}{x^k} = \frac{q(x)}{x^k} \). Since \( x^k \) dominates the leading order terms of \( q(x) \) in the limit of large \( x \), we can choose \( x \) large enough such that for any \( \epsilon' > 0 \), \( \frac{p(x) - x^k}{x^k} = \epsilon' \). This gives us \( p(x) = (1 + \epsilon')x^k \). If we let \( \epsilon = 2\epsilon' \), we have \((1 - \epsilon)x^k < p(x) < (1 + \epsilon)x^k \). □

By Lemma 4.1, for any \( \epsilon \) there exists a \( C \) large enough such that the integral in Eq. (4.8) is less than or equal to

\[
\int_C^N \int_C^N \Pi \left( (1 + \epsilon)\pi(2)^m \geq (1 - \epsilon)\pi(0)^n - \frac{b(n + 1)}{a_m} N^n \right) d\pi(2) d\pi(0)
\]

\[
= \int_C^N \int_C^N \Pi \left( \pi(2) \geq \left( 1 - 2\epsilon + O(\epsilon^2) \right)\pi(0)^m - \frac{b(n + 1)}{a_m(1 + \epsilon)} N^n \right) d\pi(2) d\pi(0).
\]

(4.9)

Split the outer integral at \( \left( \frac{3b(n+1)N^n}{a_m(1+\epsilon)} \right)^{\frac{1}{m}} \). The first term becomes negligible when we divide by \( N^2 \), and taking the limit as \( N \) tends to infinity yields

\[
\int_C \left( \frac{3b(n+1)N^n}{a_m(1+\epsilon)} \right)^{\frac{1}{m}} \int_C^N \Pi \left( \pi(2) \geq \left( 1 - 2\epsilon + O(\epsilon^2) \right)\pi(0)^m - \frac{b(n + 1)}{a_m(1 + \epsilon)} N^n \right) d\pi(2) d\pi(0)
\]

\[
\leq \left( \frac{3b(n+1)N^n}{a_m(1+\epsilon)} \right)^{\frac{2}{m}} N^{\frac{2}{m}} - C \left( \frac{3b(n+1)N^n}{a_m(1+\epsilon)} \right)^{\frac{1}{m}} + C^2 \frac{2}{2},
\]

(4.10)

since \( \frac{2}{m} < 1 \). For the second term, first pull out a factor of \( \pi(0)^m \):

\[
\int_C \left( \frac{3b(n+1)N^n}{a_m(1+\epsilon)} \right)^{\frac{1}{m}} \int_C^N \Pi \left( \pi(2) \geq \left( 1 - 2\epsilon + O(\epsilon^2) \right)\pi(0)^m - \frac{b(n + 1)}{a_m(1 + \epsilon)} N^n \right) d\pi(2) d\pi(0)
\]

\[
\leq \int_C \left( \frac{3b(n+1)N^n}{a_m(1+\epsilon)} \right)^{\frac{1}{m}} \pi(0) - \pi(0) \left( 1 - 2\epsilon + O(\epsilon^2) - \frac{b(n + 1)}{a_m(1 + \epsilon)\pi(0)^m} N^n \right) d\pi(2) d\pi(0).
\]

(4.11)

From the lower bound of the integral, the second integrand term is at most \( \left(1 - \frac{1}{3} - 2\epsilon + O(\epsilon^2)\right)^{\frac{1}{m}} \). We then apply the binomial expansion and get

\[
\int_C \left( \frac{3b(n+1)N^n}{a_m(1+\epsilon)} \right)^{\frac{1}{m}} \pi(0) - \pi(0) \left( 1 - \frac{2\epsilon}{m} + \frac{O(\epsilon^2)}{m} - \frac{b(n + 1)}{ma_m(1 + \epsilon)\pi(0)^m} N^n + \cdots \right) d\pi(2) d\pi(0).
\]

(4.12)

Since \( m > n \) the terms that depend on \( N^2 \) are

\[
\frac{N^2\epsilon}{m} + N^2O(\epsilon^2),
\]

(4.13)

but we can choose \( C \) large enough that \( \epsilon \to 0 \). Thus

\[
\lim_{N \to \infty} \frac{1}{N^2} \int_1^N \int_1^N \Pi d\pi(2) d\pi(0) = 0,
\]

(4.14)
which implies that \( \pi(0) \) and \( \pi(2) \) are chosen with fewer than two degrees of freedom. Choose \( \pi(1) \), then \( \pi(3) \) is fixed by the L-value equation, and there are fewer than three degrees of freedom in total. Assuming \( \pi(1) < \pi(3) \) similarly occurs with fewer than three degrees of freedom. Choosing any other set of zones for the matched pair yields the same results, as will allowing \( n > m \). In all cases \( x < 3 \).

Now we remove the assumption that \( p_1 \) and \( p_2 \) are monotonic. Choose an upper bound on the absolute value of the roots of the first derivatives of the polynomials, \( \frac{dp_1(x)}{dx} \) and \( \frac{dp_2(x)}{dx} \). One example, given by Rouché’s Theorem\(^{27}\) is \( R = \lceil \max(R_1, R_2) \rceil \), where

\[
\begin{align*}
R_1 &= 1 + \frac{1}{m|a_m|} \max(|a_1|, |2a_2|, \ldots, (m-1)|a_{m-1}|) \\
R_2 &= 1 + \frac{1}{n|b_n|} \max(|b_1|, |2b_2|, \ldots, (n-1)|b_{n-1}|).
\end{align*}
\]

(4.15)

In counting the contribution to the even moments from fully crossed words, using Eq. (4.16), we first count the number of terms where at least one entry \( a_{i_s,i_{s+1}} \) is located in the upper-left \( R \times R \) submatrix of entry locations. It is in this region that \( p_1 \) and \( p_2 \) may not be monotonic, because the roots of the first derivatives are contained there. For the \( 2k \)th moment there are at most \( k + 1 \) degrees of freedom. One degree comes from choosing the first index arbitrarily, and the other \( k \) degrees come from the \( k \) choices of L-values for the \( k \) matched pairs of entries. When an entry is fixed in the \( R \times R \) submatrix we lose a degree of freedom, because then there is a fixed number of choices independent of \( N \) for a generating index to conform to that choice of L-value. So, choose \( N \) large enough and we only need to consider terms in which no entry appears in the upper-left \( R \times R \) submatrix. Since link function polynomials are monotonic outside of this submatrix, the results above apply to all polynomial link functions of the form Eq. (4.1).

4.2. **Polynomial Hankel Matrices.** Recall that if \( p_1(x) = a_m x^m + a_{m-1} x^{m-1} + \cdots + a_0 \) and \( p_2(x) = b_n x^n + b_{n-1} x^{n-1} + \cdots + b_0 \) are polynomials with integer coefficients and \( m \neq n \), the link function for the polynomial Hankel matrices is\(^{28}\)

\[
L_{PH}(i,j) := \begin{cases} 
p_1(i) + p_2(j) & i \leq j \\
p_2(i) + p_1(j) & i > j.
\end{cases}
\]

(4.16)

We show that this link function yields a semicircular limiting spectral distribution. First, assume that the polynomials \( p_1 \) and \( p_2 \) are monotonic on \( \mathbb{N} \).

4.2.1. **Catalan Words.** By Lemma\(^{22}\) every Catalan word of length \( 2k \) contributes one to the \( 2k \)th moment.

4.2.2. **Crossed Words.** To prove that the limiting spectral measure is a semicircle, it suffices to show that all non-Catalan words contribute zero. Following the argument in \S4.1\) pick matched entries appropriately and count the number of solutions to show that

\(^{27}\)See Stein and Shakarchi \[SS\].

\(^{28}\)Note that this link function is of the form Eq. (2.1).
$x < 3$. Without loss of generality, assume that $a_{i_1i_2}, a_{i_3i_4} \in \text{Zone 1}$ and $m > n$. The relevant L-value equation can be written as

$$p_1(\pi(0)) - p_1(\pi(2)) = p_2(\pi(3)) - p_2(\pi(1)).$$ \hspace{1cm} (4.17)

At this point, the methods from the previous section apply. In §5 we complete the proof of Theorem 1.4 by describing proofs of convergence in probability and almost sure convergence that apply to polynomial Toeplitz and Hankel matrices.

5. Convergence

For each of the ensembles in this paper, all higher moments exist and are finite and the link functions satisfy Property B. As a result, as $N \to \infty$ the empirical measures for matrices in each ensemble converge in probability and almost surely to a unique and universal limiting spectral distribution. The following sections briefly summarize general proofs of convergence for broad classes of random matrix ensembles, which completes the proof of the convergence claims in Theorem 1.3 and Theorem 1.4.

5.1. Existence and Uniqueness of Limiting Spectral Distributions. Arguments in [B] prove that if a random matrix ensemble has a link function that satisfies Property B and the limiting moments exist, then the limiting spectral distribution exists. Moreover, the limiting spectral distribution is uniquely specified by its moments. Essentially, [B] shows that Property B requires $M_{2k}(N) \leq \frac{(2k)!}{2^{2k}k!} \Delta(L)^k + O\left(\frac{1}{N}\right)$. As $N \to \infty$, $M_{2k} \leq \frac{(2k)!}{2^{2k}k!} \Delta(L)^k$, which satisfies Riesz’s condition. By Theorem 1.2 the limiting spectral distribution of the ensemble exists and is uniquely determined.

5.2. Convergence in Probability. For convergence in probability, assume that all moments $M_k$ exist, are finite, and uniquely determine a probability distribution. The empirical spectral distributions converge in probability to the limiting spectral distribution if the empirical moments converge in probability to the limiting moments. Arguments in [HM] for Toeplitz matrices show that by applying the triangle inequality and Chebyshev’s Inequality to Eq. (1.19), it suffices to prove that for all nonnegative integers $k$,

$$\lim_{N \to \infty} \left( \mathbb{E} \left[ M_k(A_N) \right] - \mathbb{E} \left[ M_k(A_N) \right]^2 \right) = 0.$$ \hspace{1cm} (5.1)

For our matrix ensembles, all remaining steps of the proof that count the contributions in Eq. (5.1) follow trivially except changes in the constants $O_k\left(\frac{1}{N}\right)$, which do not alter the results.

5.3. Almost Sure Convergence. For almost sure convergence, assume that all moments $M_k$ exist, are finite, and uniquely determine a probability distribution. The empirical spectral distributions converge almost surely to the limiting spectral distribution if the empirical moments converge almost surely to the limiting moments. The arguments in [HM] designed for Toeplitz matrices again show that by applying triangle
inequality and Chebyshev’s Inequality to Eq. (1.18), it suffices to prove that for every nonnegative integer $k$,

$$\lim_{N \to \infty} \mathbb{E}[|M_k(A_N) - \mathbb{E}[M_k(A_N)]|^4] = O\left(\frac{1}{N^2}\right).$$

(5.2)

Then, by using combinatorics and the Borel-Cantelli Lemma, it can be shown that $M_k(A_N) \to M_k$ outside of a set of measure zero. Again, for our matrix ensembles, all of the steps of the proof follow trivially except changes in the constants $O_k\left(\frac{1}{N^2}\right)$, which do not alter the arguments.

6. Future Work: Other Polynomial Link Functions

What can be said about the limiting spectral distribution for other polynomial link functions of the form Eq. (2.1)? For example, let $\alpha$, $\beta$ and $n$ be positive integers, and

$$L_{\alpha,\beta}(i,j) = \begin{cases} \alpha i^n - \beta j^n & i \leq j \\ -\beta i^n + \alpha j^n & i > j. \end{cases}$$

(6.1)

Using the methods described in this paper, we find that for $\alpha = \beta$ and $n = 2$,

$$M_4 = 2 + \frac{8 - \pi + 2\log(4)}{12} < 2\frac{2}{3}. $$

(6.2)

Evidently, raising the variables to a higher power reduced the value of the fourth moment compared to the original real symmetric Toeplitz ensemble. There are many other types of bivariate polynomial link functions to be explored, and there is potential for new and interesting limiting distributions to arise.

APPENDIX A. Numerical Methods

Numerical methods were an invaluable tool that illuminated moment contributions and helped to guide all of the arguments in this paper. For each link function, we studied simulations of the moment values and histograms of the normalized eigenvalues. For each moment and for a fixed value of $N$ we used the Eigenvalue-Trace Lemma to calculate the moment of the eigenvalue distribution for a particular matrix and then averaged over a large number of such random matrices to get an approximation for the average limiting moment.

In the four tables below we present the data from simulating 1,000 real symmetric $2000 \times 2000$ matrices with examples of the generalized Toeplitz, generalized Hankel, polynomial Toeplitz, and polynomial Hankel link functions. While this method was very accurate for low moments, for higher moments the big-Oh constants grow quite large and make it computationally difficult to simulate a representative sample of sufficiently large matrices.

Table 2. Generalized Toeplitz Sixth Moment  Table 3. Generalized Hankel Sixth Moment
\begin{table}
\centering
\begin{tabular}{cccc}
\hline
$\alpha$ & $\beta$ & Predicted & Observed & Observed/Predicted \\
\hline
1 & 1 & 11.000 & 11.025 & 1.002 \\
1 & 2 & 5.167 & 5.077 & 0.983 \\
1 & 3 & 5.125 & 5.059 & 0.987 \\
1 & 4 & 5.100 & 5.021 & 0.985 \\
1 & 5 & 5.083 & 5.030 & 0.990 \\
\hline
\end{tabular}
\caption{Table 4. Polynomial Toeplitz}
\end{table}

\begin{table}
\centering
\begin{tabular}{cccc}
\hline
Moment & Predicted & Observed & Observed/Predicted \\
\hline
2 & 1.000 & 1.000 & 1.000 \\
4 & 2.000 & 2.000 & 1.000 \\
6 & 5.000 & 5.006 & 1.001 \\
8 & 14.000 & 14.014 & 1.001 \\
10 & 42.000 & 42.086 & 1.002 \\
\hline
\end{tabular}
\caption{Table 5. Polynomial Hankel}
\end{table}

\begin{thebibliography}{99}

\bibitem[AGZ]{AGZ} G. W. Anderson, A. Guionnet, and O. Zeitouni, An Introduction to Random Matrices, Cambridge University Press, 2010.

\bibitem[B]{B} A. Bose, Introduction to Patterned Random Matrices, draft edition of forthcoming book (2013).

\bibitem[Bai]{Bai} Z. Bai, Methodologies in Spectral Analysis of Large Dimensional Random Matrices, A Review, Statistica Sinica \textbf{9} (199), 611-677.

\bibitem[BB]{BB} A. Baskak and A. Bose, Balanced random Toeplitz and Hankel matrices, Electron. Commun. Probab. \textbf{15}, 134-148.

\bibitem[BBDS]{BBDS} J. Baik, A. Borodin, P. Deift, and T. Suidan, A Model for the Bus System in Cuernevaca (Mexico), Math. Phys. 2005, 1-9. Online available at http://arxiv.org/abs/math/0510414.

\bibitem[BCG]{BCG} A. Bose, S. Chatterjee, and S. Gangopadhyay, Limiting spectral distributions of large dimensional random matrices, J. Indian Statist. Assoc. \textbf{41} (2003), 221-259.

\bibitem[BDJ]{BDJ} W. Bryc, A. Dembo, and T. Jiang, Spectral Measure of Large Random Hankel, Markov, and Toeplitz Matrices, Annals of Probability \textbf{34} (2006), no. 1, 1-38.

\bibitem[Dy1]{Dy1} F. Dyson, Statistical theory of the energy levels of complex systems: I, II, III, J. Mathematical Phys. \textbf{3} (1962) 140-156, 157-165, 166-175.

\bibitem[Dy2]{Dy2} F. Dyson, The threefold way. Algebraic structure of symmetry groups and ensembles in quantum mechanics, J. Mathematical Phys., \textbf{3} (1962) 1199-1215.

\bibitem[ERSY]{ERSY} L. Erdös, J. A. Ramirez, B. Schlein, and H.-T. Yau, Bulk Universality for Wigner Matrices, Comm. Pure Appl. Math.

\bibitem[ESY]{ESY} L. Erdös, B. Schlein, and H.-T. Yau, Wegner estimate and level repulsion for Wigner random matrices, Int. Math. Res. Not.

\bibitem[FM]{FM} F. W. K. Firk and S. J. Miller, Nuclei, Primes and the Random Matrix Connection, Symmetry \textbf{1} (2009), 64-105; doi:10.3390/sym1010064.
\end{thebibliography}
[HM] C. Hammond and S. J. Miller, *Eigenvalue spacing distribution for the ensemble of real symmetric Toeplitz matrices*, J. Theor. Prob. 18(3), 537 - 566 (2005)

[JMP] S. Jackson, S. J. Miller, and V. Pham, *Distribution of Eigenvalues of Highly Palindromic Toeplitz Matrices*, http://arxiv.org/abs/1003.2010.

[KrSe] M. Krbalek and P. Seba, *The statistical properties of the city transport in Cuernavaca (Mexico) and Random matrix ensembles*, J. Phys. A: Math. Gen 2000, 33, L229-L234.

[MMS] A. Massey, S. J. Miller, J. Sinsheimer, *Distribution of eigenvalues of real symmetric palindromic Toeplitz matrices and circulant matrices*, Journal of Theoretical Probability 20 (2007), no. 3, 637-662.

[M] M. L. Mehta, *Random Matrices*, Elsevier Ltd., 2004.

[MNS] S. J. Miller, T. Novikoff and, A. Sabelli, *The distribution of the second largest eigenvalue in families of random regular graphs*, Experimental Mathematics 17 (2008), no. 2, 231-244.

[MT] S. J. Miller and R. Takloo-Bighash, *An Invitation to Modern Number Theory*, Princeton University Press, 2006.

[Mon] H. Montgomery, *The pair correlation of zeros of the zeta function*. Pages 181-193 in *Analytic Number Theory*, Proceedings of Symposia in Pure Mathematics, vol. 24, AMS, Providence, RI, 1973.

[SS] E. M. Stein and R. Shakarchi, *Complex Analysis*, Princeton University Press, 2003.

[TV1] T. Tao and V. Vu, *From the Littlewood-Offord problem to the Circular Law: universality of the spectral distribution of random mabdatrices*, Bull. Amer. Math. Soc. 46 (2009), 377–396.

[TV2] T. Tao and V. Vu, *Random matrices: universality of local eigenvalue statistics up to the edge*, Comm. Math. Phys. 298 (2010), no. 2, 549–572.

[Wig1] E. Wigner, *On the statistical distribution of the widths and spacings of nuclear resonance levels*, Proc. Cambridge Philo. Soc. 47 (1951), 790-798.

[Wig2] E. Wigner, *Characteristic vectors of bordered matrices with infinite dimensions*, Ann. of Math. 2 (1955), no. 62, 548-564.

[Wig3] E. Wigner, *Statistical Properties of real symmetric matrices*. Pages 174-184 in *Canadian Mathematical Congress Proceedings*, University of Toronto Press, Toronto, 1957.

[Wig4] E. Wigner, *Characteristic vectors of bordered matrices with infinite dimensions. II*, Ann. of Math. Ser. 2 65 (1957), 203-207.

[Wig5] E. Wigner, *On the distribution of the roots of certain symmetric matrices*, Ann. of Math. Ser. 2 67 (1958), 325-327.

[Wig6] E. Wigner, *Random Matrices in Physics*, SIAM Review, Vol. 9, No. 1 (Jan., 1967), pp. 1-23.

[Wis] J. Wishart, *The generalized product moment distribution in samples from a normal multivariate population*, Biometrika 20 A (1928), 32-52.

[X] W. Xiong, *The Limiting Spectral Measure for the Ensemble of Generalized Real Symmetric Block m-Circulant Matrices*, thesis draft no. 3 (2011).

E-mail address: swansonkirk80@gmail.com

DEPARTMENT OF MATHEMATICS AND STATISTICS, WILLIAMS COLLEGE, WILLIAMSTOWN, MA 01267

E-mail address: sjml@williams.edu, Steven.Miller.MC.96@aya.yale.edu

DEPARTMENT OF MATHEMATICS AND STATISTICS, WILLIAMS COLLEGE, WILLIAMSTOWN, MA 01267

E-mail address: ktor.student@manhattan.edu

DEPARTMENT OF MATHEMATICS, MANHATTAN COLLEGE, BRONX, NY 10463

E-mail address: krlwnsr@umich.edu

DEPARTMENT OF MATHEMATICS, UNIVERSITY OF MICHIGAN, ANN ARBOR, MI 48109