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Abstract—In this work, two problems associated with a downlink multi-user system are considered with the aid of an intelligent reflecting surface (IRS): weighted sum-rate maximization and weighted minimal-rate maximization. For the first problem, a novel DOuble Manifold ALternating Optimization (DOMALO) algorithm is proposed by exploiting the matrix manifold theory and introducing the beamforming matrix and reflection vector. Based on the matrix manifold theory, the problem is transformed into a minimization problem. The main theorem is proved by using the manifold theory. Then, a suboptimal solution is obtained by using the suboptimal gradient algorithm. Finally, possible cooperative beamforming gain between IRSs and the IRS phase shift with limited resolution is studied, providing a reference for practical implementation. Numerical results show that our proposed algorithms can significantly outperform the benchmark schemes.

Index Terms—Intelligent reflecting surface, manifolds optimization, weighted sum-rate maximization, max-min fairness.

I. INTRODUCTION

Intelligent reflecting surface (IRS) has been regarded as a promising solution for enhancing the 6G-based Internet of Things (IoT) networks [2], [3]. IRS is a two-dimension (2D) meta-surface composed of reconfigurable and near-passive reflecting elements with less energy drive, each of which can independently adjust the amplitude and phase of the incident signal. This advantage makes IRS widely applied to improve the signal propagation conditions and enhance the spectral efficiency and energy efficiency of wireless communication systems and the data offloading rates for IoT systems [3], [4]. By optimizing the phase shift of each IRS reflecting element and the beamforming matrix of the base station (BS) according to the perfect channel state information (CSI), we can reduce the transmission power [5], [6], extend the wireless coverage [7], [8], improve physical layer security [9]–[11], boost radar-communication system performance [12], [13], enhance the efficiency of both wireless information transfer and wireless power transfer simultaneously [14], and improve the user rate [7], [15]–[22].

In particular, for user rate improvement, the authors in [15] considered a single-user scenario. In [16], the authors utilized statistical CSI to increase the ergodic user rate in the single-user scenario, which improves the communication system’s robustness. In contrast, a multi-user scenario is considered in [17], with one IRS employed in the system. By utilizing the additional degrees of freedom in frequency, power, and code domains, IRS can also be combined with other techniques, such as orthogonal frequency division multiplexing (OFDM) [23]–[25] or non-orthogonal multiple access (NOMA) [26], to further improve the user rate. In this paper, we consider a more generalized model of a multi-user multi-IRS system, where the single-user single-IRS problem can be treated as a special case. Naturally, the user rate optimization problem for such a system becomes more complicated.

Many iterative optimization methods have been successfully applied to capacity improving problems in IRS-aided systems, such as the local search and cross-entropy (CE) based algorithm for sum-rate optimization [18]. These methods usually rely on greedy search with high computational complexity. The authors in [19], exploiting CE-based framework, proposed a machine learning-aided algorithmic method to solve IRS-aided communication system design problems, including weighted sum-rate maximization. In [7], a distributed IRS deployment scheme was proposed to avoid low-rank BS-IRS mmWave channel, and the problem was then transformed into a semi-definite programming (SDP) form. An alternating optimization and semi-definite relaxation (SDR) algorithm was developed to solve the max-min problem in [20]. In contrast, in [21], a projected gradient ascent algorithm was introduced to solve this problem. In [22], three different alternating-optimization-based solutions were provided for the max-min problem, including bisection search, successive convex approximation (SCA), and sub-gradient projection. In [27], the authors reconsidered the max-min problem from utilizing inter-IRS channel and proved that the multi-IRS scheme performs better than the single-IRS scheme. The problem was solved by the sub-optimal closed-
form expressions, the SDR, and the bisection methods. In [28], using two SCA-based algorithms and a greedy algorithm, the authors optimized BS beamforming vectors, IRS switch vector, and reflection coefficients of IRSs iteratively to maximize the sum-rate under minimum user rate, unit-modulus of the reflection coefficients, and transmission power constraints. However, by simply applying these non-convex optimization methods to solve the rate maximization problem, the signal model’s inherent structure is ignored in the process, which may provide an opportunity to reduce the computational complexity and improve the performance further.

In recent years, significant development in Riemannian manifold optimization for various matrix manifolds has been made. In [29], for the joint design of transmit waveform and receive filter in a multiple input multiple output space-time adaptive processing (MIMO-STAP) radar, the constraint was transformed into a smooth and compact manifold to reduce the computational cost. A channel estimation algorithm was proposed in the IRS-aided MIMO system by leveraging the fixed-rank manifold [30]. In [31] a sphere manifold was used for data detection. Moreover, the authors pioneered the use of manifolds to solve the optimization problem of the IRS-aided communication system and proved that the use of manifolds has the advantage of being spectrally efficient and computationally efficient [32]. Therefore, by considering the geometrical structures and low-dimension feature of the manifold, we could solve some non-convex problems with high efficiency when the feasible sets have manifold features, especially in high dimensions [33].

This paper will revisit the IRS-aided user rate improvement problem from a manifold optimization perspective. The main contributions are summarized as follows:

- Two schemes for multi-user multi-IRS capacity optimization are proposed: the weighted sum-rate optimization and the weighted minimal-rate optimization. They follow a unified algorithm framework that jointly optimizes the BS beamforming matrix and the IRS reflection vector, subject to the maximum transmission power and unit modulus constraints.

- To solve the non-convex weighted sum-rate maximization problem, a double manifold alternating optimization (DOMALO) algorithm is developed in IRS-aided systems with inter-user interference. Specifically, the structural information of the constraint is exploited, and the beamforming matrix and IRS reflection vector are replaced by the complex sphere and complex oblique manifolds, respectively. Via alternative iteration using a geometric conjugate gradient, the sum-rate is improved significantly.

- To guarantee an achievable rate for all users, the max-min fairness problem is investigated in the IRS-aided multi-user system, and a manifold optimization method named smooth double manifold alternating optimization (S-DOMALO) is proposed, which introduces the Dinkelbach-type algorithm and smooth exponential penalty function to improve the weighted minimal-user rate.

- To provide further insight into the performance of the IRS-aided communication system under general conditions, the impact of the reflection coefficients quantization and the possible cooperative beamforming gain between IRSs is considered.

- The preconditions for the inter-IRS channels to affect the system performance are also analyzed. As demonstrated by simulation results, the proposed schemes outperform some existing approaches regardless of the numbers of BS transmit antennas, IRS elements, users, and SNR levels in the IRS-aided communication system.

In our earlier conference paper [1], we presented the basic idea of using manifold optimization for maximizing weight sum-rate and provided some preliminary results. The difference between this paper and [1] can be boiled down to four aspects. First, more details are provided to the proposed DOMALO algorithm, such as by adding convergence and complexity analysis. Second, this paper studies both the maximizing weighted sum-rate and the weighted minimal-rate problems based on a unified manifold optimization framework, while the previous paper only studied the former problem. Third, this paper considers the possible cooperative beamforming gain between IRSs due to the existence of inter-IRS channels. Finally, more extensive simulation results and analyses are provided in this paper.

The remainder of this paper is organized as follows. Section II introduces the system model of the IRS-aided multi-user system. A double manifold alternating optimization algorithm is proposed to solve the weighted sum-rate problem in Section III. In Section IV, the max-min fairness issue is considered, and the weighted minimal-rate problem is solved through the manifold optimization. Simulation results are presented in Section V and conclusions are drawn in Section VI.

Notations: Scalar, vector, matrix, and manifold are denoted by italic letter $a$, lower-case boldface letter $a$, upper-case boldface letter $A$ and calligraphy letter $A$, respectively. $\mathbb{C}^{n \times p}$ denotes the space of $n \times p$ complex-valued matrices. $\text{vec}(A)$ and $\text{tr}(A)$ denote the vectorization and the trace operation, respectively. $\text{diag}(a)$ denotes the diagonal operation and $ddiag(A)$ is an operation that sets all off-diagonal entries of a matrix to zero. $E[a]$ is the expectation operator. $\otimes$ is the Kronecker product. $A^\ast$, $A^T$ and $A^H$ denote conjugate, transpose, and conjugate transpose operations, respectively. $1_M$ denotes $M \times 1$ column vector of all ones.

II. System Model

Consider an IRS-aided communication system with $K$ users equipped with a single antenna, a BS with $N$ antennas, and $S$ IRSs each consisting of $M$ elements, as shown in Fig. 1. Assume that all of the IRSs are exactly the same and there are no direct links/channels between the BS and users, or the links are so weak that they can be ignored. The reflection matrix of IRS, which is diagonal and composed of the reflection coefficients of all elements, is denoted as $\Phi = \text{diag}(\gamma_1 e^{j\phi_1}, \gamma_2 e^{j\phi_2}, \ldots, \gamma_M e^{j\phi_M})$, where $\gamma_m$ and $\phi_m$ denotes the reflection amplitude and the $m$-th element’s phase shift, respectively.

1Note that the condition of the same type is not necessary, and the later analysis is valid for IRSs with arbitrary sizes. The assumption on the same types of IRS is just for the convenience of explanation.
The complex transmitted signal from the BS is given by

\[ x = \sum_{k=1}^{K} v_k s_k, \]

where \( v_k \) denotes the beamforming vector from the BS to the \( k \)-th user, and \( s_k \sim CN(0, 1) \) is the transmitted symbols. The received signal \( y_k \) at user \( k \), without considering the inter-IRS channels, is

\[ y_k = \left( \sum_{s=1}^{S} g_{s,k}^H \Phi_s H_s \right) x + u_k, \]

where \( H_s \in \mathbb{C}^{M \times N} \) denotes the channel between the BS and the \( s \)-th IRS, \( g_{s,k}^H \in \mathbb{C}^{1 \times M} \) denotes the channel between the \( s \)-th IRS and the \( k \)-th user, and \( u_k \sim CN(0, \sigma_k^2) \) is the additive white Gaussian noise (AWGN) for the \( k \)-th user.

Therefore, the achievable rate for the \( k \)-th user, \( k = 1, \ldots, K \), is

\[ R_k = \log_2(1 + r_k), \]

where

\[ r_k = \frac{|g_{1,k}^H \Phi H y_k|^2}{\sum_{j \neq k} |g_{j,k}^H \Phi H y_j|^2 + \sigma_k^2}, \]

with \( g_{1,k}^H = [g_{1,1,k}^H, g_{1,2,k}^H, \ldots, g_{1,S,k}^H]^T \), \( H = [H_1^T, H_2^T, \ldots, H_S^T]^T \), and \( \Phi = \text{diag}(\Phi_1, \Phi_2, \ldots, \Phi_S) = \text{diag}(\gamma_1 e^{j\phi_1}, \gamma_2 e^{j\phi_2}, \ldots, \gamma_S e^{j\phi_S}) \). For the convenience of discussion, suppose the reflection amplitudes are the same, denoted as \( \gamma \).

The inter-IRS channels are passive-to-passive channels, and the path-loss is very high because it is in the form of product rather than addition [25], [34]. Considering inter-IRS channels, and taking double-IRS situation as an example, (2) becomes

\[ \hat{y}_k = \left( \sum_{s=1}^{2} g_{s,k}^H \Phi_s H_s + g_{2,k}^H \Phi_2 \Lambda_{1,2} \Phi_1 H_1 \right) x + u_k, \]

where \( \Lambda_{1,2} \in \mathbb{C}^{M \times M} \) denotes the channel between the first (\( s = 1 \)) IRS and the second (\( s = 2 \)) IRS. Then, (4) becomes

\[ r_k = \frac{\left| \left( \sum_{s=1}^{2} g_{s,k}^H \Phi_s H_s + g_{2,k}^H \Phi_2 \Lambda_{1,2} \Phi_1 H_1 \right) y_k \right|^2}{\sum_{j \neq k} |g_{j,k}^H \Phi H y_j|^2 + \sigma_k^2}, \]

accordingly. A similar result goes for the multi-IRS scenario.

To improve the user rate in (3) by jointly optimizing the beamforming vectors \( v_k \) at the BS and reflection matrix \( \Phi \) at the IRS, we have to turn the problem into the convex form such that the CVX toolbox [35] or other similar optimization tools can be applied. Note that for situations with multiple users and IRSs, solving the problem is usually of high computational complexity. In the following, the inherent geometrical structure in our considered system is examined and an innovative manifold optimization scheme is proposed to maximize the sum-rate or the minimal-rate.

III. MAXIMIZING WEIGHTED SUM-RATE

In this section, a manifold optimization based algorithm is developed by jointly optimizing the beamforming matrix and reflection matrix to find the suboptimal solution to the weighted sum-rate problem.

A. Problem Formulation

Considering the BS transmission power constraint and the IRS reflection coefficient constraint, the weight sum-rate maximization optimization problem (P1) for multiple users can be formulated as

\[ (P1): \max_{\Phi, v_k} f_1(V, \Phi) = \sum_{k=1}^{K} \omega_k R_k \]

\[ \text{s.t.} \quad \text{tr}(VV^H) \leq P \]

\[ \phi_i \in \mathcal{F}, i = 1, 2, \ldots, SM, \]

where \( V = [v_1, v_2, \ldots, v_K] \) denotes the beamforming matrix according to (1), the weight \( \omega_k \) is the required service priority of the \( k \)-th user and \( P \) is the maximum transmission power at BS. In addition, \( \mathcal{F} \) denotes the feasible set of the reflection coefficients, which has two different options. One has infinite resolution under ideal conditions, and the other is of finite resolution controlled by a \( Q \)-level quantizer.

B. Reformulation of the Original Problem without Considering the Inter-IRS Channel

In order to deal with the sum-log problem, we decouple and divide the problem into three sub-problems as in [36], [37]. By introducing auxiliary variables \( \zeta \in \mathbb{C}^{K \times 1} \) with \( \zeta = [\gamma_1, \ldots, \gamma_k, \ldots, \gamma_K] \), the original problem (P1) is reformulated as

\[ (P2): \max_{\Phi, \zeta} f_2(V, \Phi, \zeta) = \frac{1}{\ln 2} \left( \sum_{k=1}^{K} \omega_k \ln(1 + \zeta_k) \right) \]

\[ + \sum_{k=1}^{K} \left( -\omega_k \zeta_k + \omega_k (1 + \zeta_k) r_k \right) \]

\[ \text{s.t.} \quad \text{tr}(VV^H) \leq P \]

\[ \phi_i \in \mathcal{F}, i = 1, 2, \ldots, SM. \]
Then, we alternately optimize $\mathbf{V}$, $\Phi$ and $\zeta$ by fixing the other two variables and optimize the remaining one until convergence of the objective function is achieved.

C. Fix $\mathbf{V}$, $\Phi$ and Optimize $\zeta$

During each iteration, the auxiliary variable $\zeta$ is updated firstly according to the current value of $\mathbf{V}$ and $\Phi$, through setting $\partial f_2(\mathbf{V}, \Phi, \zeta)/\partial \zeta$ to zero. The updated $\zeta$ is expressed as

\[ \zeta_k = r_k. \]  

Since $f_2$ is a concave differentiable function over $\zeta$ when $\mathbf{V}$ and $\Phi$ are fixed, we can recover $f_1$ exactly through substituting (9) back in $f_2$. Therefore, (P2) and (P1) are equivalent. In addition, notice that only one term of the objective function in (P2) is related to $\mathbf{V}$ and $\Phi$. So when optimizing $\mathbf{V}$ and $\Phi$, the objective function can be further simplified as

\[
(P3) : \max_{\mathbf{V} \in \mathcal{M}_1} f_3(\mathbf{V}, \Phi)
= \sum_{k=1}^{K} \left( \frac{\omega_k (1 + \zeta_k) r_k}{1 + r_k} \right)
= \sum_{k=1}^{K} \left( \frac{\omega_k (1 + \zeta_k) (\mathbf{g}_k^H \Phi \mathbf{H}) \mathbf{v}_k^2}{\sum_{j=1}^{K} (\mathbf{g}_k^H \Phi \mathbf{H}) \mathbf{v}_j^2 + \sigma_k^2} \right)
\text{s.t. } \text{tr}(\mathbf{V} \mathbf{V}^H) \leq P,
\]

Without loss of generality, we normalize the power to get $\text{tr}(\mathbf{V} \mathbf{V}^H) \leq 1$ and define $\tilde{\mathbf{V}} = [\tilde{\mathbf{v}}_1, \tilde{\mathbf{v}}_2, \cdots, \tilde{\mathbf{v}}_K]$ satisfying $\text{tr}(\tilde{\mathbf{V}} \tilde{\mathbf{V}}^H) = \text{tr}(\mathbf{V} \mathbf{V}^H) + |\mathbf{x}|_2^2 = 1$, where $\mathbf{v}_k = [\mathbf{v}_k^T, \mathbf{x}_k]^T$ and $\mathbf{x} = [\mathbf{x}_1, \mathbf{x}_2, \cdots, \mathbf{x}_K]$.

As the Frobenius norm is equal to 1, we then define a manifold as $\mathcal{M}_1 = \{ \tilde{\mathbf{V}} \in \mathbb{C}^{(N+1) \times K} | \text{tr}(\tilde{\mathbf{V}} \tilde{\mathbf{V}}^H) = 1 \}$, such that (P3') is equivalent to the unconstrained optimization on $\mathcal{M}_1$, that is

\[
(P3') : \max_{\mathbf{V} \in \mathcal{M}_1} f_3(\mathbf{V})
= \sum_{k=1}^{K} \left( \frac{\omega_k (1 + \zeta_k) (\mathbf{g}_k^H \Phi \mathbf{H}) \mathbf{v}_k^2}{\sum_{j=1}^{K} (\mathbf{g}_k^H \Phi \mathbf{H}) \mathbf{v}_j^2 + \sigma_k^2} \right)
\text{s.t. } \text{tr}(\mathbf{V} \mathbf{V}^H) \leq P,
\]

where $\mathbf{H} = \sqrt{\mathbf{F}} \mathbf{H} \sqrt{\mathbf{F}}$.

Recalling the main idea of geometric conjugate gradient (GCG) [38], we introduce the geometric conjugate gradient on the manifold algorithm to solve the above subproblem, as shown in Algorithm 1.

- Retraction. The next iteration point can be determined by the step size and search direction for the conjugate gradient algorithm studied in Euclidean space. But if the selectable variables constitute a Riemannian submanifold, it is very likely that the next iteration point does not fall into the manifold. To this end, we need to make retractions for specific manifolds to ensure that the next iteration point is still on the manifold. In Algorithm 1, retraction is denoted as $\mathcal{R}$. For example, the retraction of $\alpha_t \eta_t$ ($\alpha_t$ is the Armijo step size) at point $\mathbf{p}_t$ on the manifold $\mathcal{M}$ can be expressed as $\mathcal{R}_{\alpha_t \eta_t}(\mathbf{p}_t)$.

- Vector transport. If the tangent plane at point $\mathbf{p}_t$ is defined as $T \mathcal{M}_{p_{t+1}}$, we know that the Riemannian gradient $\nabla f_4(p_{t+1})$ at $p_{t+1}$ belongs to $T \mathcal{M}_{p_{t+1}}$. However, $\eta_t$ indicates that the search direction at $\mathbf{p}_t$ belongs to $T \mathcal{M}_{p_{t}}$. Since $\nabla f_4(p_{t+1})$ and $\eta_t$ are not in the same tangent plane, they cannot be added directly. To this end, we need to transport $\eta_t$ to $T \mathcal{M}_{p_{t+1}}$. In Algorithm 1, the operator of vector transport is denoted as $\mathcal{T}$. For example, vector transport of $\eta_t$ to $T \mathcal{M}_{p_{t+1}}$ by combining $\mathcal{R}_{\alpha_t \eta_t}$ can be expressed as $\mathcal{R}_{\alpha_t \eta_t}(\mathbf{p}_t)$.

The two key concepts are geometrically illustrated in Fig. 2, where the red line represents retraction, and the blue line represents vector transport.

![Fig. 2. Geometric interpretation of the two key concepts at the $t + 1$-th iteration.](image)

As the GCG algorithm uses first-order information of the cost function, the critical step is to calculate the Riemannian gradient of the objective function at the current point. By calculating the Euclidean gradient of the cost function and projecting the Euclidean gradient onto the tangent space [39], we obtain the Riemannian gradient of the cost function. In addition, as the variable to be optimized in the cost function equation is $\{\mathbf{v}_k\}$, which is a certain column of $\tilde{\mathbf{V}}$, and the constraint is about $\mathbf{V}$, we cannot use the GCG algorithm directly. Therefore, we construct an index matrix, which is a $k$-order identity matrix $\mathbf{E}_k$, so that any column of $\tilde{\mathbf{V}}$ can be represented using the index matrix. If the $i$-th column of $\mathbf{E}_k$ is expressed as $\mathbf{E}_{ki}$, then (P3'') is rewritten as

\[
(P4) : \max_{\mathbf{V} \in \mathcal{M}_1} f_4(\mathbf{V}) = \sum_{k=1}^{K} \left( \frac{\zeta_k (\mathbf{g}_k^H \Phi \mathbf{H}) \mathbf{v}_k \mathbf{E}_{kk}}{\sum_{j=1}^{K} (\mathbf{g}_k^H \Phi \mathbf{H}) \mathbf{v}_j \mathbf{E}_{kk}^2 + \sigma_k^2} \right).
\]
where $\zeta_k$ is equal to $\omega_k(1 + \zeta_k)$.

In order to simplify the expression of the Euclidean gradient of the objective function for $V$ in (P4), define $\tilde{h}_k^H = g_k^H\Phi H$, and then the Euclidean gradient becomes (14), shown at the top of next page. The projection operator of the tangent plane at point $V$ on $M_1$ is defined as

$$P_V(\Xi) = \Xi - \text{tr}(V^H \Xi)V,$$

(15)

where $\Xi \in \mathbb{C}^{(N+1) \times K}$ represents a matrix in the ambient space.

According to (14) and (15), we have the Riemann gradient as

$$\text{Rgrad } f_4(V) = P_V \left( Egrad f_4(V) \right).$$

(16)

Moreover, the retraction and vector transport on the complex sphere are

$$\mathcal{R}_{\Phi, \alpha \eta_j} = \frac{\tilde{V}_t + \alpha \eta_j}{||\tilde{V}_t + \alpha \eta_j||}$$

(17)

and

$$T_{\alpha \eta_j} = P_{\mathcal{R}_{\Phi, \alpha \eta_j}}(\eta_j),$$

(18)

respectively, where the subscript $(\cdot)_{SP}$ indicates that the retraction and vector transport is on the complex sphere manifold.

Finally, we can optimize $\tilde{V}$ by applying Algorithm 1 under fixed $\zeta$ and $\Phi$ and obtain $V$ via $V = \tilde{V}(1 : N, K)$.

### E. Fix $\zeta$, $V$ and Optimize $\Phi$

In this sub-problem, assume that $\gamma = 1$, and the optimization algorithm only adjusts the phase of the reflection coefficient: $\phi_1, \phi_2, \ldots, \phi_{SM} \in [0, 2\pi)$. Define $u = (e^{j\phi_1}, e^{j\phi_2}, \ldots, e^{j\phi_{SM}})^H$ satisfying $u^* = \text{vec}(\Phi)$ and $(uu^H)_{ii} = 1, i = 1, \ldots, SM$, such that $u$ forms a complex oblique manifold $M_2 = \{u \in \mathbb{C}^{SM \times 1} | (uu^H)_{ii} = 1, i = 1 : SM\}$. Naturally, we can derive $u^H\text{diag}(g_k^H)H = g_k^H\Phi H$. Then we rewrite (P3) as

$$\text{max } f_5(u) = \frac{\sum_{k=1}^{K} ||\tilde{\zeta}_k||^2}{\sum_{k=1}^{K} (u^H\text{diag}(g_k^H)Hv_k)^2 + \sigma_k^2}.$$  

(19)

To solve the problem (P5), we adopt a similar manifold optimization approach to the previous subsection. The projection operator of the tangent plane at point $u$ on $M_2$ [40] can be characterized by

$$P_u(\xi) = \xi - d\text{diag}(\xi u^H)u,$$

(20)

where $\xi \in \mathbb{C}^{SM \times 1}$ represents a vector in the ambient space.

Then, the Euclidean gradient of $f_5(u)$ is calculated as (21), shown at the top of next page. We have the Riemann gradient as

$$\text{Rgrad } f_5(u) = P_u \left( Egrad f_5(u) \right).$$

(22)

The retraction and vector transport on complex oblique manifold are expressed as

$$\mathcal{R}_{u, \alpha \eta_j} = d\text{diag}(u_t + \alpha \eta_j)(u_t + \alpha \eta_j)^{-1/2}(u_t + \alpha \eta_j),$$

(23)

and

$$T_{\alpha \eta_j} = P_{\mathcal{R}_{u, \alpha \eta_j}}(\eta_j),$$

(24)

where $(\cdot)_{\text{OB}}$ indicates the retraction and vector transport on the complex oblique manifold.

The entire optimization process can be summarized as Algorithm 2, namely the DOuble Manifold ALternating Optimization algorithm (DOMALO).

### F. Considering the Inter-IRS Channel Case

Considering the inter-IRS channels case, as shown in (6), equation (9) in subsection III-C still hold. But in this case, the reflection matrix of IRS needs to be optimized separately. Similar to the definition of $u$ in III-E, we have $u_1^i = \text{vec}(\Phi_1)$
\[
E\text{grad } f_4(\mathbf{V}) = \frac{\partial f_4(\mathbf{V})}{\partial \mathbf{V}} = \sum_{k=1}^{K} \tilde{c}_k \cdot \left( \frac{2\mathbf{h}_k^H \mathbf{V} \mathbf{E}_{kk} \mathbf{h}_k \mathbf{E}_{kk}^H}{\sum_{j=1}^{K} |\mathbf{h}_k^H \mathbf{V} \mathbf{E}_{kj}|^2 + \sigma_k^2} - 2 \sum_{i=1}^{K} \frac{|\mathbf{h}_k^H \mathbf{V} \mathbf{E}_{ik}|^2 \mathbf{h}_k^H \mathbf{V} \mathbf{E}_{ik} \mathbf{h}_k \mathbf{E}_{ik}^H}{(\sum_{j=1}^{K} |\mathbf{h}_k^H \mathbf{V} \mathbf{E}_{kj}|^2 + \sigma_k^2)^2} \right). \tag{14}
\]

\[
E\text{grad } f_5(\mathbf{u}) = \frac{\partial f_5(\mathbf{u})}{\partial \mathbf{u}} = \sum_{k=1}^{K} \tilde{c}_k \cdot \left( \frac{2\mathbf{h}_k^H (\mathbf{H}^H \mathbf{diag}^H(\mathbf{g}_k^H) \mathbf{u}) \mathbf{diag}(\mathbf{g}_k^H) \mathbf{H} \mathbf{v}_k}{\sum_{j=1}^{K} |(\mathbf{u}^H \mathbf{diag}(\mathbf{g}_k^H) \mathbf{H}) \mathbf{v}_j|^2 + \sigma_k^2} - 2 \sum_{i=1}^{K} \frac{|(\mathbf{u}^H \mathbf{diag}(\mathbf{g}_k^H) \mathbf{H}) \mathbf{v}_k|^2 \mathbf{v}_k^H (\mathbf{H}^H \mathbf{diag}^H(\mathbf{g}_k^H) \mathbf{u}) \mathbf{diag}(\mathbf{g}_k^H) \mathbf{H} \mathbf{v}_k}{(\sum_{j=1}^{K} |(\mathbf{u}^H \mathbf{diag}(\mathbf{g}_k^H) \mathbf{H}) \mathbf{v}_j|^2 + \sigma_k^2)^2} \right). \tag{21}
\]

\[\mathbf{u}_2 = \mathbf{vec}(\Phi_2).\] The sub-problems \(f_4(\mathbf{V})\) and \(f_5(\mathbf{u})\) are adjusted to \(\text{(P4')} : \max_{\mathbf{V} \in \mathcal{M}_1} f_4(\mathbf{V}) = \sum_{k=1}^{K} \tilde{c}_k \left| (\mathbf{u}_k^H + \mathbf{u}_2^H) \mathbf{v}_k \right|^2, \tag{26}\]

where \(\mathcal{M}_1\) represents the set of feasible angles of finite resolution controlled by a \(Q\)-level quantizer as mentioned in Section II.

### H. Convergence and Complexity

Given the limited transmission power \(P\), the weighted sum-rate has an upper-bound. Moreover, the steps of updating \(\tilde{\zeta}\), \(\tilde{\mathbf{V}}\), and \(\mathbf{u}\) are monotonically non-decreasing. Thus the alternating procedure will converge.

Owing to the effect of quantization, updating reflection coefficients loses monotonically increasing property. Fortunately, the steps for updating \(\tilde{\zeta}\) and \(\tilde{\mathbf{V}}\) are both monotonous, so the algorithm proposed in this paper still converges, which will be verified in Section V.

The overall complexity of the DOMALO algorithm is mainly determined by operations of retraction, vector transport and Riemann gradient of \(\mathbf{V}\) and \(\mathbf{u}\). Thus, we only consider these three steps in Algorithm 1. For \(\mathbf{V}\), the computational complexities of retraction, vector transport, and Riemann gradient, as shown in (17), (18) and (14), are \(O(\mathbf{N}\mathbf{K})\), \(O(\mathbf{N}\mathbf{K}^2)\) and \(O(\mathbf{K}\mathbf{S}^2\mathbf{M}^2 + \mathbf{K}\mathbf{S}\mathbf{M}\mathbf{N}\mathbf{K}^3)\), respectively. The computational complexities of \(\mathbf{u}\), which come from the steps in (23), (24) and (21), are \(O(\mathbf{S}^2\mathbf{M}^2)\), \(O(\mathbf{S}^2\mathbf{M}^2)\) and \(O(\mathbf{S}^2\mathbf{M}^2\mathbf{N}\mathbf{K} + \mathbf{S}\mathbf{M}\mathbf{K}\mathbf{N})\). According to [38], the strict convergence of Algorithm 1 remains an open problem. Hence, it is rather intractable to analyze the iteration number needed for Algorithm 1. Note that Algorithm 1 iterates \(T_1\) and \(T_2\) times before terminating for \(\mathbf{V}\) and \(\mathbf{u}\), respectively. Therefore, for Algorithm 2, the complexities of updating \(\mathbf{V}\) and \(\mathbf{u}\) are \(O(T_1\mathbf{K}\mathbf{S}\mathbf{M} \cdot \max \{ \mathbf{S}\mathbf{M}, \mathbf{N} \} + T_1\mathbf{N}\mathbf{K}^3)\) and \(O(T_2\mathbf{S}\mathbf{M} \cdot \max \{ \mathbf{S}\mathbf{M}\mathbf{N}, \mathbf{N}\mathbf{K}^2, \mathbf{S}^2\mathbf{M}^2 \})\) per iteration, respectively.
Egrad \( \bar{f}_3(\mathbf{V}) = \frac{\partial \tilde{f}_3(\mathbf{V})}{\partial \mathbf{V}} \) = \sum_{k=1}^{K} \tilde{\zeta}_k \cdot \left( \frac{2 \hat{h}_k^H \mathbf{V} \mathbf{E}_{kk} \hat{h}_k \mathbf{E}_{kk}^{H}}{\sum_{j=1}^{K} |\hat{h}_j^H \mathbf{V} \mathbf{E}_{kj}|^2 + \sigma_k^2} - 2 \sum_{i=1}^{K} \frac{\hat{h}_i^H \mathbf{V} \mathbf{E}_{kk} \hat{h}_i \mathbf{E}_{kk}^{H}}{(\sum_{j=1}^{K} |\hat{h}_j^H \mathbf{V} \mathbf{E}_{kj}|^2 + \sigma_k^2)^2} \right), \quad (29)

Egrad \( \bar{f}_5(\mathbf{u}_1) = \)

\[
\frac{\partial \bar{f}_5(\mathbf{u}_1)}{\partial \mathbf{u}_1} = \sum_{k=1}^{K} \tilde{\zeta}_k \cdot \left( \frac{2 (v_k^H \mathbf{A} u_1 \mathbf{A} v_k + v_k^H \mathbf{B} u_2 \mathbf{A} v_k)}{\sum_{j=1}^{K} |(u_j^H \mathbf{A} + u_j^H \mathbf{B}) v_j|^2 + \sigma_j^2} - 2 \sum_{i=1}^{K} \frac{|(u_i^H \mathbf{A} + u_i^H \mathbf{B}) v_i|^2}{(\sum_{j=1}^{K} |(u_j^H \mathbf{A} + u_j^H \mathbf{B}) v_j|^2 + \sigma_j^2)^2} \right),
\]

Egrad \( \bar{f}_5(\mathbf{u}_2) = \)

\[
\frac{\partial \bar{f}_5(\mathbf{u}_2)}{\partial \mathbf{u}_2} = \sum_{k=1}^{K} \tilde{\zeta}_k \cdot \left( \frac{2 (v_k^H \mathbf{B} u_2 \mathbf{v}_k + v_k^H \mathbf{A} u_1 \mathbf{B} v_k)}{\sum_{j=1}^{K} |(u_j^H \mathbf{A} + u_j^H \mathbf{B}) v_j|^2 + \sigma_j^2} - 2 \sum_{i=1}^{K} \frac{|(u_i^H \mathbf{A} + u_i^H \mathbf{B}) v_i|^2}{(\sum_{j=1}^{K} |(u_j^H \mathbf{A} + u_j^H \mathbf{B}) v_j|^2 + \sigma_j^2)^2} \right),
\]

IV. MAXIMIZE MINIMAL-RATE

In fact, maximizing the weighted sum-rate may lead to some users taking most of the system resources, while others experience unbearably low level of service. Therefore, we may choose to maximize the minimum received rate among all users in many practical scenarios for fairness.

A. Problem Formulation

Similar to the weighted sum-rate problem in Section III-A, we formulate the weighted minimal-rate optimization problem as

\[
(Q1): \max_{\mathbf{V}, \Phi} \min_k g_{1,k}(\mathbf{V}, \Phi) = \omega_k \mathcal{R}_k
\]

s.t. \( \text{tr}(\mathbf{V}^H \mathbf{V}) \leq P \)

\( \phi_i \in \mathcal{F}, i = 1, 2, \ldots, SM. \)

We can find from (3) that \( \mathcal{R}_k \) and \( r_k \) are positively correlated, so maximizing the minimal \( \mathcal{R}_k \) can be simplified to maximizing minimal \( r_k \) for all users. The original objective function can be replaced by \( g_{2,k}(\mathbf{V}, \Phi) = \omega_k r_k \). (Q1) also has both the BS power constraint and the IRS reflection coefficient constraint.

B. Reconstruction of Original Problem

To solve (Q1), we consider the following parametric problem

\[
(Q2): G(\tau) = \max_{\mathbf{V}, \Phi} g_3(\mathbf{V}, \Phi)
\]

s.t. \( \text{tr}(\mathbf{V}^H \mathbf{V}) \leq P \)

\( \phi_i \in \mathcal{F}, i = 1, 2, \ldots, SM, \)

where the objective function

\[
g_3(\mathbf{V}, \Phi) \triangleq \min_k \omega_k |g_k^H \Phi \mathbf{H} v_k|^2 - \tau \left( \sum_{j \neq k} |g_j^H \Phi \mathbf{H} v_j|^2 + \sigma_k^2 \right)
\]

represents the received power shortage or redundancy of the \( k \)-th user to reach a weighted SINR of \( \tau \).

\( G(\tau) \) is continuous and strictly decreasing over \([0, \infty), \) and the optimal value \( \tau^* \) of (Q2) is finite and satisfies \( G(\tau^*) = 0. \)

Moreover, if \( G(\tau) = 0, \) then (Q2) and (Q1) have the same set of optimal solution [41]. Based on the Dinkelbach-type algorithm proposed in [42], we can create a non-decreasing sequence \( \tau_l, l \geq 1, \) obtained through \( l \) iterations, converging from above to the optimal value \( \tau^*. \) In addition, Since the objective function \( g_3(\mathbf{V}, \Phi) \) is non-differentiable and non-smooth to \( \mathbf{V} \) and \( \Phi, \) we substitute it with a smooth exponential penalty function \( \tilde{g}_3(\mathbf{V}, \Phi), \) yielding the following optimization problem [43]

\[
(Q3): \max_{\mathbf{V}, \Phi} \tilde{g}_3(\mathbf{V}, \Phi)
\]

s.t. \( \text{tr}(\mathbf{V}^H \mathbf{V}) \leq P \)

\( \phi_i \in \mathcal{F}, i = 1, 2, \ldots, SM, \)

where

\[
\tilde{g}_3(\mathbf{V}, \Phi) \triangleq -\mu \log \left( \sum_{k=1}^{K} \exp \left( -\omega_k |g_k^H \Phi \mathbf{H} v_k|^{2}/\mu \right) \right) + \tau \left( \sum_{j \neq k} |g_j^H \Phi \mathbf{H} v_j|^2 + \sigma_k^2 \right)/\mu) \right) \),
\]

and \( \mu > 0 \) is a smoothing parameter satisfying

\[
\tilde{g}_3(\mathbf{V}, \Phi) \leq g_3(\mathbf{V}, \Phi) \leq \tilde{g}_3(\mathbf{V}, \Phi) + \mu \log K. \quad (37)
\]

As \( \mu \) decreases, the gap between \( \tilde{g}_3(\mathbf{V}, \Phi) \) and \( g_3(\mathbf{V}, \Phi) \) decreases. Then, the problem (Q3) can well approximate the problem (Q2) when \( \mu \) is set appropriately. However, when the approximation accuracy is high, the smooth approximating problem becomes significantly ill-conditioned. Consequently, using smooth exponential penalty function is complicated due to the need for trading-off accuracy of approximation against problem ill-conditioning [44].

To solve (Q3), we alternate optimize \( \mathbf{V} \) and \( \Phi, \) while carefully adjusting the value of \( \mu. \)
C. Fix $\Phi$ and Optimize $V$

For any given reflection matrix $\Phi$, the beamforming matrix $V$ in (Q3) can be optimized by solving the following problem

\[ (Q3'): \max_V \tilde{g}_3(V) = -\mu_V \log \left( \sum_{k=1}^{K} \exp \left( -\omega_k \| g_k^H \Phi H v_k \|_2^2 / \mu_V \right) \right) + \tau \left( \sum_{j \neq k} \| g_k^H \Phi H v_j \|_2^2 + \sigma_k^2 \right) / \mu_V \]

subject to $\text{tr}(VV^H) \leq P$.

where $\mu_V$ is the smoothing parameter related to $V$.

Similar to Section III-D, we define a manifold $M_1 = \{ \tilde{V} \in C^{(N+1) \times K} \mid \text{tr}(\tilde{V} \tilde{V}^H) = 1 \}$. Then, this sub-problem can be solved using manifold optimization and rewritten as

\[ (Q4): \max_{V \in M_1} \tilde{g}_4(\tilde{V}) = -\mu_V \log \left( \sum_{k=1}^{K} \tilde{v}_k(\tilde{V}) \right) = -\mu_V \log \left( \sum_{k=1}^{K} \exp \left( -\omega_k \| g_k^H \Phi H \tilde{V} e_k \|_2^2 / \mu_V \right) \right) + \tau \left( \sum_{j \neq k} \| g_k^H \Phi H \tilde{V} e_j \|_2^2 + \sigma_k^2 \right) / \mu_V \]

where $\tilde{H} = \sqrt{P}[H, 0]$. The tangent plane, retraction, and vector transport on $M_1$ are the same as (15), (17) and (18), respectively. Introducing $g_k^H = g_k^H \Phi \tilde{H}$ mentioned in Section III-D, the Riemann gradient can be calculated using (16) and (40), shown at the top of next page.

According to the formula described above, we can apply Algorithm 1 to solve this subproblem.

At the $t$-th iteration, when we obtain the optimal $V^{(t)}$, to increase weighted minimal-rate monotonically, we need to decide whether or not to update $\tau$. Although we can use Algorithm 1 to ensure that $\tilde{g}_4(\tilde{V}^{(t)}) \geq \tilde{g}_4(\tilde{V}^{(t-1)})$ is satisfied, we cannot guarantee $g_3(V^{(t)}) \geq g_3(V^{(t-1)})$. In fact, the iterative results of $g_3(V)$ and the iterative results of $\tilde{g}_4(\tilde{V})$ are divergent because the corresponding $\mu_V$ is relatively large, and $\tilde{g}_4(\tilde{V})$ doesn’t fully approximate $g_3(V)$. For this reason, we use (41) to update $\tau$ only when $g_3(V^{(t)}) \geq g_3(V^{(t-1)})$ holds, that is

\[ \tau = \min_k \omega_k \| g_k^H \Phi H v_k \|_2^2 / \left( \sum_{j \neq k} \| g_j^H \Phi H v_j \|_2^2 + \sigma_k^2 \right). \]  

Otherwise, if $g_3(V^{(t)}) < g_3(V^{(t-1)})$, we reduce $\mu_V$ by $\mu_V = \rho \mu_V$ where $\rho \in (0, 1)$. Note that $\tau$ is the optimal value for the objective function of the optimization problem (Q4) and denoted as $\tau_{\text{beam}}^{(t)}$ at the $t$-th iteration. The relevant steps are detailed in Algorithm 3.

D. Fix $V$ and Optimize $\Phi$

Similar to the steps in Section III-E, we define vector $u$ that satisfies $u^* = \text{vec}(\Phi)$. Then, we have $u^H \text{diag}(g_k^H)H = g_k^H \Phi H$. Through forming a manifold $M_2 = \{ u \in C^{M \times 1} \mid uu^H \in \{ \Phi \} \}$, $\Phi$ in (Q3) can be optimized by solving the following problem

\[ (Q5): \max_{u \in M_2} \tilde{g}_5(u) = -\mu_u \log \left( \sum_{k=1}^{K} \rho_k(u) \right) = -\mu_u \log \left( \sum_{k=1}^{K} \exp \left( -\omega_k \| u^H \text{diag}(g_k^H)H v_k \|_2^2 / \mu_u \right) \right) + \tau \left( \sum_{j \neq k} \| u^H \text{diag}(g_k^H)H v_j \|_2^2 + \sigma_k^2 \right) / \mu_u \]

where $\mu_u$ is the smoothing parameter related to $u$.

The tangent plane, retraction, and vector transport on $M_2$ are defined in (20), (23) and (24), respectively. The Riemann gradient can be calculated using (22) and (43), shown at the top of next page.

Similarly, we can apply Algorithm 1 to solve this subproblem. The update conditions for $\tau$ and $\mu_u$ are similar to those given in Section IV-C. $\tau$ is also the optimal value for the objective function of the problem (Q5) and is denoted as $\tau_{\text{phase}}^{(t)}$ at the $t$-th iteration.

E. Alternating Optimization Framework

Based on the two manifold optimization approaches introduced in Sections IV-C and IV-D, we then consider the complete alternating optimization algorithm optimizing the beamforming vector and the reflection matrix, called the smooth double manifold alternating optimization (S-DOMALO), as summarized in Algorithm 3. As mentioned above, the optimization variables are divided into two blocks, i.e., $\{v_k\}$ and $\Phi$, where $\{v_k\}$ are lifted to $\tilde{V}$ and $\Phi$ is vectorized to $u$. Then, $\tilde{V}$ and $u$ are optimized by fixing the other one alternately.

Remark 1: To have more degrees of freedom, we divide the smoothing parameter $\mu$ into $\mu_V$ and $\mu_u$.

Remark 2: In practice, the initial values of $\mu_V$ and $\mu_u$ cannot be too large to prevent $\tilde{g}_4(\tilde{V})$ and $\tilde{g}_5(u)$ from losing information of the objective $g_3(V, \Phi)$. In extreme cases, $\tilde{g}_4(\tilde{V}) \approx -\mu_V \log K$ and $\tilde{g}_5(u) \approx -\mu_u \log K$ are satisfied if $\mu_V$ and $\mu_u$ are very large.

Remark 3: Steps 16-18 in Algorithm 3 ensure that $\mu_V$ and $\mu_u$ are not too small. If the smoothing parameters are too small, the smooth approximating problem becomes significantly ill-conditioned, and Algorithm 1 cannot run successfully. For any $V$ and $u$, the output value of $\tilde{g}_4(\tilde{V})$ and $\tilde{g}_5(u)$ is always $+\infty$.

Remark 4: The situation of considering inter-IRS channel case is the same as in III-F.

F. Convergence and Complexity

At the arbitrary $t$-th iteration, since $\tilde{V}^{(t)}$ and $u^{(t)}$ are all optimized solutions, we have $\tau_{\text{phase}}^{(t)} \geq \tau_{\text{beam}}^{(t)} \geq \tau_{\text{phase}}^{(t-1)}$. Hence, we can obtain a monotonically non-decreasing sequence of $\tau$. Due to the limited transmission power $P$, the weighted minimal-rate is upper-bounded, and thus the
\[
E_{\text{grad}} \hat{g}_4(\mathbf{V}) = \frac{\partial \hat{g}_4(\mathbf{V})}{\partial \mathbf{V}} = \frac{\sum_{k=1}^{K} \psi_k (\mathbf{V}) \left( 2 \omega_k \mathbf{h}_k^H \mathbf{V} \mathbf{E}_{kk} \mathbf{h}_k \mathbf{E}_{kk}^H - 2 \tau \sum_{j \neq k} \mathbf{h}_k^H \mathbf{V} \mathbf{E}_{kj} \mathbf{h}_k \mathbf{E}_{kj}^H \right)}{\sum_{k=1}^{K} \psi_k (\mathbf{V})}. 
\]

\[
E_{\text{grad}} \hat{g}_5(\mathbf{u}) = \frac{\partial \hat{g}_5(\mathbf{u})}{\partial \mathbf{u}} = \frac{1}{\sum_{k=1}^{K} \rho_k (\mathbf{u})} \cdot \sum_{k=1}^{K} \rho_k (\mathbf{u}) \left( 2 \omega_k \mathbf{v}_k^H \mathbf{H}^H \text{diag}(\mathbf{g}_k^H) \text{diag}(\mathbf{g}_k^H) \mathbf{H} \mathbf{v}_k - 2 \tau \sum_{j \neq k} \mathbf{v}_k^H \mathbf{H}^H \text{diag}(\mathbf{g}_k^H) \text{diag}(\mathbf{g}_k^H) \mathbf{H} \mathbf{v}_j \right). 
\]

**Algorithm 3** Smooth DOnble Manifold ALternating Optimization

**Input:** Channel state information about \( \mathbf{H} \) and \( \{ \mathbf{g}_k \} \); user service priority \( \omega_k, \forall k \).

1. Initialize \( \mathbf{V}^{(0)} \) and \( \mathbf{u}^{(0)} \);
2. Calculate \( \tau^{(0)} \) by (41);
3. for \( t = 1, 2, \ldots \) do
4. \( \mathbf{V}^{(t-1)} \) to solve (Q4) using Algorithm 1;
5. if \( g_3 (\mathbf{V}^{(t)}) \geq g_3 (\mathbf{V}^{(t-1)}) \) then
6. \( \tau^{(t)} \) by (41);
7. else
8. \( \mathbf{V}^{(t)} = \mathbf{V}^{(t-1)} \), \( \tau^{(t)} = \tau^{(t-1)} \), \( \mu_{\mathbf{V}} = \varepsilon \mu_{\mathbf{V}} \);
9. end if
10. Update \( \mathbf{u}^{(t-1)} \) to solve (Q5) using Algorithm 1;
11. if \( g_3 (\mathbf{u}^{(t)}) \geq g_3 (\mathbf{u}^{(t-1)}) \) then
12. \( \tau^{(t)} \) by (41);
13. else
14. \( \mathbf{u}^{(t)} = \mathbf{u}^{(t-1)} \), \( \tau^{(t)} = \tau^{(t-1)} \), \( \mu_{\mathbf{u}} = \varepsilon \mu_{\mathbf{u}} \);
15. end if
16. if \( \mu_{\mathbf{V}} \leq \varepsilon_0 \) or \( \mu_{\mathbf{u}} \leq \varepsilon_0 \) or \( t > T_{\text{max}} \) then
17. break
18. end if
19. \( t = t + 1 \);
20. end for

**Output:** Optimized beamforming vector \( \{ \mathbf{v}_k \} \) and reflection matrix \( \mathbf{\Phi} \), optimal value of \( g_3 (\mathbf{V}^{(t)}, \mathbf{\Phi}^{(t)}) \).

The alternating procedure will converge. Although the difference between Algorithm 2 and Algorithm 3 is relatively significant, their computational complexity is almost the same. Specifically, both of them mainly depend on operations of retraction, vector transport and Riemann gradient of \( \mathbf{V} \) and \( \mathbf{u} \). For one iteration of Algorithm 3, the complexities are \( O \left( T_1 K S M \cdot \max \{ SM, N \} + T_1 N K^2 \right) \) and \( O \left( T_2 S M \cdot \max \{ SMN K, N K^2, S^2 M^2 \} \right) \) when Algorithm 1 iterates \( T_1 \) and \( T_2 \) times to terminate for \( \mathbf{V} \) and \( \mathbf{u} \), respectively.

**V. SIMULATION RESULTS**

Simulations are performed in this section to demonstrate the performances of the proposed algorithms. For BS and all IRSs, the number of antennas in each row is fixed to 5, we can adjust only the number of column antennas. The variance of AWGN for each user is set as \( \sigma^2 = \sigma_k^2 = -80 \text{dBm}, k = 1, \cdots, K \). For simplicity, all of the weights \( \omega_k \) are set to 1.

By employing the classic Saleh-Valenzuela channel model [45], we have

\[
\mathbf{H}_s = \sqrt{\frac{\pi f_c}{G_{\text{BS},s}} \sum_{i=0}^{L_{\text{LoS},s}} \beta_i \mathbf{a}_{\text{IRS}} \left( \varphi_{i,s}, \theta_{i,s}^r \right) \mathbf{a}_{\text{BS}} \left( \varphi_{i,s}^l, \theta_{i,s}^l \right)^H}, 
\]

and

\[
\mathbf{A}_{1,2} = \sqrt{\frac{M^2}{G_{\text{IRS},1,2}}} \sum_{i=0}^{L_{\text{LoS},1,2}} \beta_i \mathbf{a}_{\text{IRS}} \left( \varphi_{i,1,2}, \theta_{i,1,2}^r \right) \mathbf{a}_{\text{IRS}} \left( \varphi_{i,1,2}, \theta_{i,1,2}^l \right)^H, 
\]

where \( l = 0 \) represents the line-of-sight (LoS) path, \( L_{\text{LoS},s} \) and \( L_{\text{LoS},1,2} \) are the number of NLoS paths; \( G_{\text{BS},s} \) and \( G_{\text{IRS},1,2} \) denote the path-loss between BS-IRS, IRS-users and IRS1-IRS2, respectively; \( \beta_i \) is the complex gain of \( l \)-path. Here, the azimuth and elevation angles at receiver and transmitter are denoted by \( \varphi_i^r, \theta_i^r \) and \( \varphi_i^l, \theta_i^l \), respectively; \( \mathbf{a}_{\text{IRS}}(\varphi, \theta) \) and \( \mathbf{a}_{\text{BS}}(\varphi, \theta) \) are the steering vectors of IRS and BS. Assuming the antenna elements are arranged as a uniform planar array (UPA) spaced by \( d = \lambda/2 \), we have

\[
\mathbf{a}(\varphi, \theta) = \frac{1}{\sqrt{RC}} \sum_{j=0}^{R-1} e^{j \frac{2 \pi d}{\lambda} \sin(\varphi) \sin(\theta)} e^{j \frac{2 \pi d}{\lambda} \cos(\varphi) \cos(\theta)} \mathbf{e}_j T,
\]

where \( R \) and \( C \) represent the number of antennas in each row and column, respectively.

For \( \mathbf{H}_s \) and \( \mathbf{g}_{k}^H \), \( s = 1, \cdots, S \) and \( k = 1, \cdots, K \), there are a total of \( S (K + 1) \) channels, with \( L = 3 \) scattering paths and \( \beta_0 \sim \mathcal{CN}(0, 0.4) \). In addition, \( \beta_0 \) satisfies \( \beta_0 \sim \mathcal{CN}(0, 2) \). All azimuth and elevation angles are uniformly distributed in \([0, 2\pi]\) and \([0, \pi]\), respectively. The path-loss including \( g_{1,1,2}, g_{\text{BS},s} \) and \( g_{\text{IRS},s} \) is given by

\[
g = \left( \frac{4\pi f_{\text{carrier}} D}{c} \right)^2,
\]

where \( c \) is the speed of light, \( D \) is the distance between any two points, and \( f_{\text{carrier}} \) is the carrier frequency and set to
six benchmark schemes. The coordinate of the base station is \((0, 0)\), and those of IRS1 and IRS2 are \((10, 24)\) and \((24, 10)\), respectively. Users are uniformly distributed in a circular area with a radius of 2 meters and a center location at \((20, 0)\). 500 Monte Carlo simulations are performed with channel realizations under different conditions.

The proposed algorithms are compared with the following six benchmark schemes.

- **Scheme with random reflection matrix**: The reflection matrix is randomly generated, while \(V\) is updated by solving problem \((P4)\) or \((Q4)\).
- **Alternating optimization with MRT**: The beamforming matrix is set according to the MRT principle, that is\[
V = \sqrt{\frac{P}{\|H_{MRT}\|}H_{MRT}^H},
\]
where \(H_{MRT} = g_n^H \Phi H\), while the reflection matrix is updated by solving problem \((P5)\) or \((Q5)\). We optimize the beamforming matrix and the reflection matrix in an alternating manner.

- **Alternating optimization with ZF**: The beamforming matrix is set according to the ZF principle, that is\[
V = \sqrt{\frac{P}{\text{tr}\left((H_{ZF}^H H_{ZF})^{-1}\right)\left(H_{ZF}^H (H_{ZF} H_{ZF}^H)^{-1}\right)\left(H_{ZF}^H (H_{ZF} H_{ZF}^H)^{-1}\right)}}},
\]
where \(H_{ZF} = g_n^H \Phi H\). The reflection matrix is obtained by solving problem \((P5)\) or \((Q5)\). The beamforming matrix and the reflection matrix are optimized alternately.

- **Alternating optimization with MMSE**: The beamforming matrix is set according to the MMSE principle, that is\[
V = \sqrt{\frac{P}{\text{tr}\left((FF^H)^{-1}\right)}}F,
\]
where \(H_{MMSE} = g_n^H \Phi H\). The reflection matrix is obtained by solving problem \((P5)\) or \((Q5)\). The overall optimization framework is the same as the benchmarks using MRT or ZF.

- **AIF algorithm**: The algorithm is proposed for the weighted sum-rate maximization problem. The beamforming matrix and the reflection matrix are optimized alternately with closed-form expressions, and related auxiliary variables are obtained using the Lagrangian multiplier method, bisection search method, Schur complement and CVX toolbox [35].

- **SOCP-SDR algorithm**: The algorithm is proposed for the weighted minimal-rate maximization problem and is based on alternating optimization. The authors optimize beamforming vectors via the second-order cone problem (SOCP) and reflection vector by using SDR.

In the initialization step of Algorithm 2 and Algorithm 3, \(u^{(0)}\) is set to \(1_M\). \(V^{(0)}\) is calculated by (49), but the only difference is that we use \(\hat{H}/\sqrt{P}\) instead of \(H_{MRT}\).

### A. Impact of the inter-IRS channels

To explore the impact of the inter-IRS channels on system performance, we first compare the performances of co-located multiple IRSs and separated multiple IRSs. Similar to [27], we investigate the gain generated by double/multi-IRS. Assuming that \(M_1 + M_2 = 90\) is always established, where \(M_1\) and \(M_2\) are the number of reflecting elements of IRS1 and IRS2, respectively. The co-located multiple IRSs could be considered as single IRS cases with \(M_1 = 90\) or \(M_2 = 90\). The number of BS antennas is fixed at \(N = 20\), the number of users is \(K = 4\), and the maximum transmission power is set as \(P = 30\)dBm.

![Fig. 3. Weighted sum-rate against the number of reflecting elements of IRS1.](image_url)

![Fig. 4. Weighted minimal-rate against the number of reflecting elements of IRS1.](image_url)

As shown in Figs. 3-4, the rate at which the red line exceeds the orange line is the additional gain obtained, which shows enormous advantage of using the multiple separated IRSs strategy over the single IRS strategy, even when the number of reflecting elements is constant. Actually, the separated multiple IRSs strategy can obtain additional gain, since the spatial diversity and the non-correlation of channels can be utilized to provide cooperative beamforming gain.
Considering the separated IRSs case, we then examine the impact of inter-IRS channels. Let $p_i$ denote the probability of channel $h$ blocked every 10 meters, that is

$$p(h \text{ is blocked}) = 1 - (1 - p_i)^d,$$  

(52)

where $d$ is the distance of inter IRS channel, and

$$p_i = \begin{cases} 
  p_1, & \text{if } h \in \{H_1, \Lambda_{1,2}\}, \\
  p_2, & \text{if } h \in \{H_2, B_{2,k}, B_{1,k}^H\}.
\end{cases}$$

For the convenience of subsequent comparison, the following three optimization and verification schemes are defined.

- **Scheme 1**: In optimizing $V$ and $\Phi$, the inter-IRS channels are not considered, and in the performance verification stage, the inter-IRS channels are not considered either. That is to say, (4) is employed to construct the optimization problems during the optimization process and for calculating the weighted sum/minimal-rate during the verification stage.

- **Scheme 2**: In optimizing $V$ and $\Phi$, the inter-IRS channels are not considered, but in the performance verification stage, the inter-IRS channels are considered. Specifically, (4) is used to construct the optimization problems during the optimization process, but (6) is used when calculating the weighted sum/minimal-rate and verifying the performance.

- **Scheme 3**: In optimizing $V$ and $\Phi$, the inter-IRS channels are considered, and in the performance verification stage, the inter-IRS channels are also considered. In other words, we apply (6) to construct the optimization problems and calculate the weighted sum/minimal-rate.

According to Fig. 3 and Fig. 4, the additional gain is approximately at its maximum when $M_1 = M_2$. So we assume $M_1 = M_2 = M$. Fig. 5-6 show that if any channel (except for the direct path from BS to users) is not blocked or the probability of being blocked for the equal length is the same, the difference between the three schemes is almost negligible. When the probabilities are different, that is, $p_1 \neq p_2$, the impact of the inter-IRS channels becomes significant. The reason is that the pass-loss of the cascaded channel is in the form of product rather than addition, resulting in the channel quality $g_{2,k}^H \Phi_2 \Lambda_{1,2} \Phi_1 H_1$ several orders of magnitude worse than those of other channels. As a result, the resource allocated to this cascaded channel is relatively low.

### B. Weighted Sum-Rate Maximization

Starting from this subsection, it is assumed that no channel (except for the direct path from BS to users) is blocked and all IRSs belong to the same type, so no distinction is made between IRS1 and IRS2.

Fig. 7 shows the convergence behavior of the DOMALO algorithm. It is observed that the weighted sum-rate increases monotonically over iterations, and the algorithm still guarantees convergence even when the system parameters change, which is consistent with III-H. Taking into account the running speed and performance of the DOMALO algorithm, in this subsection, we set the maximum iterations $T_{max}$ to 30.

With $M = 20$, $K = 4$ and $P = 30$dBm, the weighted sum-rate results against the number of BS antennas are shown in Fig. 8. As the number of BS antennas increases, the weighted sum-rate increases monotonically since more BS antennas can improve the channel conditions. However, the upward trend is getting slower and slower due to the fixed transmission power constraint, which is set to 30dBm. Moreover, the proposed algorithm has an advantage over other benchmark schemes for any number of BS antennas.

In Fig. 9, the weighted sum-rate against the number of reflecting elements is presented, with the number of BS antennas fixed at $N = 20$, the number of users $K = 4$, and the maximum transmission power is set as $P = 30$dBm. Note that as the number of IRS elements grows, the sum-rate also increases, except for the alternating optimization scheme with MRT. Again the proposed DOMALO algorithm has provided the best performance in this setting.

Fig. 10 shows the weighted sum-rate against the number of users with $M = 20$, $N = 20$ and $P = 30$dBm. It can be seen that the proposed DOMALO algorithm has achieved the best performance among all the considered schemes. Moreover,
notice that the weighted sum-rates of MRT based alternating optimization, MMSE based alternating optimization, and ZF based alternating optimization are reduced when the number of users increases and the weighted sum-rate of ZF based alternating optimization declines much faster than MRT and MMSE. It should be noted that the result of ZF based alternating optimization is invalid for $K > 8$, as explained below.

For $H_{ZF}H_{ZF}^H \in \mathbb{C}^{K \times K}$, its rank can be calculated by
$$\text{rank}(H_{ZF}H_{ZF}^H) = \min\{N, SM, K, L_{BI}\}$$
where $L_{BI}$ denotes the sum of the number of paths from BS to all IRSs. Specifically, let $\{N = 20, S = 2, M = 20, L_{BI} = S(L + 1) = 8\}$, and then if $K > 8$, $\text{rank}(H_{ZF}H_{ZF}^H) = 8$, and $H_{ZF}H_{ZF}^H$ becomes singular, and therefore (50) is invalid.

With $N = 20, M = 20$ and $K = 4$, Fig. 11 shows that, with transmission power increasing from 20dBm to 40dBm, all of the sum-rates except MRT exhibit a similar upward trend, while the proposed DOMALO algorithm has the best performance.

From Fig. 8 to Fig. 11, we can find that the alternating optimization with MRT performs worse with the increase of the number of BS antennas, reflecting elements, users, and
maximum transmission power at BS. On the one hand, using MRT theory to update $V$ is self-centered because it does not consider user interference. This will cause the algorithm performance to be much worse than other benchmark methods when updating $V$, which in turn cause the algorithm to require more iterations for convergence. However, $T_{\text{max}}$ has been set to a specific value so that the MRT-based benchmark’s output solution may not be a converged one. On the other hand, according to (49), the increase of $P$ makes the step of updating $V$ more influential, making this benchmark less-stable. The growth of $N$, $M$, and $K$ makes the energy in the interference part much larger after initializing $V$ and $\Phi$, and then convergence requires more iterations than before. Hence, the output solution of the MRT-based benchmark may even lead to worse performance.

![Fig. 12. Weighted sum-rate against the number of quantization levels.](image1)

At last, we consider the non-ideal IRS case. With $N = 20$, $M = 20$, $K = 4$ and $P = 30\text{dBm}$, the performance against the quantization level is shown in Fig. 12. As the number of quantization levels $Q$ increases, the weight sum-rate increases. Moreover, the convergence of Algorithm 2 is still guaranteed. When $Q$ approaches infinity, the performance will coincide with the ideal performance.

**C. Weighted Minimal-Rate Maximization**

The simulation setup is the same as in Section V-B. Figs. 13-14 show that the proposed S-DOMALO algorithm has considerably outperformed the other five benchmark schemes for all cases, where $N$ and $M$ take values from 10 to 150. In addition to the S-DOMALO algorithm, MMSE based alternating optimization can also provide a relatively good performance. It is also observed that the performance of the six algorithms gets better gradually as $N$ or $M$ becomes larger. We can see from Fig. 13 that alternating optimization with ZF and the SOCP-SDR algorithm achieve similar performances. In contrast, the performance of alternating optimization with ZF in Fig. 14 is better than that of the SOCP-SDR algorithm. The reason is the performance loss caused by the SDR method becomes larger when $M$ increases, even if we generate 100,000 vectors in the Gaussian randomization procedure to reduce the performance loss while ensuring rank one constraint.
that it has converged quickly within 20 iterations. It can be observed that the DOMALO algorithm exhibits the best performance among all benchmark schemes.

Fig. 16 shows the weighted minimal-rate against the maximum transmission power at BS.

Fig. 17 shows the weighted minimal-rate against the number of iterations. This also causes the trend of the curve of the S-DOMALO algorithm to be opposite to that of the DOMALO algorithm. The S-DOMALO algorithm is developed to solve the max-min problem based on the manifold optimization approach. To ensure fairness in resource allocation among different users, the S-DOMALO algorithm is developed to solve the max-min problem. The multi IRS inter-IRS channel case is also considered, which provides additional cooperative gain. The impact of the inter-IRS channels becomes significant only when the probability of a particular channel being blocked is relatively large. Moreover, the quantization effect on the phase response of IRS is taken into consideration for the non-ideal IRS case. Simulation results demonstrated that the proposed manifold optimization algorithms have outperformed several benchmark schemes.

Finally, the weighted minimal-rate against quantization levels is shown in Fig. 18. Similar to Fig. 12, increasing quantization levels will improve the weighted minimal-rate, and the upper bound is the red line, i.e., the ideal case. Because the convergence is maintained, Algorithm 3 is still effective under this condition.

VI. CONCLUSION

In this paper, two weighted rate maximization problems are formulated for a multi-user multi-IRS system. Both problems are solved by jointly optimizing the BS beamforming matrix and the IRS reflection matrix. The DOMALO algorithm is first proposed to solve the weighted sum-rate maximization problem based on the manifold optimization approach. To ensure fairness in resource allocation among different users, the S-DOMALO algorithm is developed to solve the max-min problem. The multi IRS inter-IRS channel case is also considered, which provides additional cooperative gain. The impact of the inter-IRS channels becomes significant only when the probability of a particular channel being blocked is relatively large. Moreover, the quantization effect on the phase response of IRS is taken into consideration for the non-ideal IRS case. Simulation results demonstrated that the proposed manifold optimization algorithms have outperformed several benchmark schemes.
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