Alternative heavy tailed models in seismology
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Abstract. Great earthquakes are commonly considered as the ones with moment magnitude ($M_W$) above or equal to 8.0. Since these earthquakes can destroy entire communities located near the epicentre, the search of physical laws that explain the energy released by them is an important issue. There is a connection between the radiated energy of an earthquake, its magnitude and its seismic moment ($M_0$). Thence, when fitting a heavy or an extremely heavy tailed distribution to a seismic moment dataset, we are in fact adjusting a mathematical model which explains the amount of energy released by these great seisms. Therefore, the main goal of this work is to study the more appropriated Pareto based models (the most used family in this field) when explaining the seismic moment of the great earthquakes. With this purpose in mind, we selected two different catalogs that accommodate recent events and are considered more accurate than other catalogs used in previous works. We conclude that the traditional Pareto distribution remains a good choice to deal with this kind of data, but Log-Pareto lead to higher p-values and Location-scale Pareto is better fitted to the biggest events.

1. Introduction

The great earthquakes are a rare phenomenon (only one occurrence in each five to ten years, in average) but can cause heavy human and material losses. As these seisms are still unpredictable, measuring their magnitude, which is directly connected to their released energy, is a relevant issue. Nowadays, the Moment Magnitude Scale, introduced by [11], is the most applied magnitude scale, although some variants may be considered. Previous to this measure, many others magnitude scales were adopted, such as the Local Magnitude Scale, the Surface Wave Magnitude Scale or the Body Wave Magnitude Scale [13]. These previously used scales were not appropriated to analyse the energy released by the great seisms, since they saturate above some threshold, and therefore seisms with magnitude above 8.8 were never recorded with those scales. This is usually denoted as the corner frequency problem. Thus, when studying the magnitude of great seisms and due to this lack of information, we must restrict our analysis to the XX and XXI centuries. This is the time period in which $M_W$ information can be estimated with some accuracy [7]. Moreover, global data must be considered, since some regions have some specific characteristics, as the thickness of the seismogenic crust, which may imply non self-similarity between small and large events [14, 23] and a small maximum of possible energy released by the seisms in those regions. For example, for the Californian region, [1, 15] claim that a possible maximum lies somewhere between 8.1 and 8.3, and earthquakes with moment magnitude above 7.9 were never registered.
Connecting seismic moment, moment magnitude scale and radiated energy

Gutenberg and Richter [10] developed a relation between the radiated energy in ergs \((E)\) and the surface-wave magnitude \((M_S)\),

\[
\log_{10} E = 1.5M_S + 11.8,
\]

and [22] connected the seismic moment with the radiated energy,

\[
E = \frac{\Delta \sigma}{2\mu} M_0 \approx \frac{10^{-4}}{2} M_0
\]

where \(\Delta \sigma\) is the average stress drop in the earthquake, \(\mu\) is the rigidity of the elastic medium surrounding the fault and \(M_0\) is the seismic moment in the dyne-centimetre scale. Later, [8] used the above relations, replacing (2) in (1) and \(M_S\) by \(M_W\). This leads to

\[
\log_{10} M_0 = 1.5M_W + 16.1 \iff M_W = \frac{\log_{10} M_0 - 16.1}{1.5}.
\]

Thus, the previous authors created the \(M_W\) scale, which is related with \(M_0\) and is based on a physical source model. When \(M_0\) is measured in the Newton-meter (Nm) scale, \(c = 16.1\) is replaced by \(c = 9.1\) in the above equation, leading to

\[
M_W = \frac{\log_{10} M_0 - 9.1}{1.5}.
\]

A more accurate \(M_0\) calculation is based on the area of fault rupture, the average value of the final slip, and the rigidity modulus of the rocks and other material surrounding the fault (cf. [16]).

Pareto based distributions in the seismic moment fitting

Seismic moment can be converted into a power law [27] implying that the Pareto distribution is often chosen to model the energy released by earthquakes. For a state of the art under a geological perspective, and physical reasons to support this choice, see [1, 10, 20, 24] among others. However, there is usually some lack of fit in the higher magnitude earthquakes, which mainly arises from the non-similarity between great earthquakes and the others. In [28] the authors note that for some seismic regions the Pareto distribution underestimates the frequency of the very large earthquakes. Hence, in this work we are interested in analysing the energy released by the great earthquakes, commonly defined as the ones that usually result in total destruction, with \(M_W\) above 8.0 [18, 23].

3.1. The Pareto distribution

The Pareto distribution function with shape parameter \(\alpha > 0\) is defined as

\[
F_X (x) = 1 - x^{-\alpha}, \quad x \geq 1.
\]

Since only earthquakes with some magnitude are detected (and even if detected, small earthquakes are irrelevant concerning their radiated energy), usually some truncation point \(t\) is considered [3, 12]. The truncated Pareto has distribution function given by

\[
F_{X|X \geq t} (x) = 1 - \left(\frac{x}{t}\right)^{-\alpha}, \quad x \geq t \geq 1.
\]

Pareto distribution is self-similar, that is,

\[
\frac{X}{t} \sim \text{Pareto}(\alpha).
\]
Self-similarity is very interesting in a mathematical point of view, but might be unrealistic when taking into account the specific characteristics of each region. Pareto is a scale free distribution, thus the scale parameter is the same whatever scale we look at in. For \( t > 1 \),

\[
\overline{F}_X (tx) = t^{-\alpha} \overline{F}_X (x),
\]

where \( \overline{F} \) denotes the survival function. Previous works (such as [7, 21, 28]) suggested that in this context \( \hat{\alpha} \approx 0.67 \) is an \( \alpha \) estimate that is justified from a mathematical point of view and also from a scale convenience point of view, since with this alpha estimative \( M_W \approx M_S \) for a moment magnitude \( 6.7 \leq M_W \leq 8.1 \), where the major (but not the great) earthquakes occur.

### 3.2. The Log-Pareto distribution

Log-Pareto distribution (and also the next introduced distributions) is more heavy tailed than the Pareto distribution, and therefore might be more suitable for modelling the energy released by the great earthquakes, mainly outside the moment magnitude range \( 6.7 \leq M_W \leq 8.1 \) where \( M_W \approx M_S \) and \( \hat{\alpha} \approx 0.67 \) when considering Pareto fitting. Preliminary work on this distribution properties and applications can be consulted in [16]. This distribution is merely a Pareto distribution transformation, because if \( X \sim \text{Pareto}(\alpha) \) then \( Y = e^X \sim \text{Log–Pareto}(\alpha) \). Thus, the \( \alpha \) parameter has an interpretation similar to the one previously shown for the Pareto distribution, but now for the data logarithm. The Log-Pareto distribution function is

\[
F_X (x) = 1 - (\ln x)^{-\alpha}, \quad x \geq e.
\]

When a truncation point is set, the truncated Log-Pareto has distribution function

\[
F_{X|X \geq t} (x) = 1 - \left( \frac{\ln x}{\ln t} \right)^{-\alpha}, \quad x \geq t \geq e,
\]

and can also be transformed into a non-truncated Pareto,

\[
\frac{\ln X|X \geq t}{\ln t} \sim \text{Pareto}(\alpha).
\]

### 3.3. The extended slash family

The extended slash family is obtained considering the random variable

\[
Y = \frac{X}{\Theta}
\]

where \( \Theta \sim \text{Beta}(\alpha, 1), \) \( \alpha > 0 \). The \( Y \) variable can also be seen as a Pareto scale mixture of the \( X \) variable [8], since \( Y = \Theta^{-1} X \) where \( \Theta^{-1} \sim \text{Pareto}(\alpha) \). With \( X \sim \text{Pareto}(\alpha) \), [7] obtained a random variable whose distribution is designated as Extended Slash Pareto (ESP), and studied its properties and applications to the seismic moment fitting problem. The distribution function is

\[
F_Y (x) = 1 - (1 + \alpha \ln x)^{-\alpha}, \quad x \geq 1
\]

and considering a truncation point \( t \),

\[
F_{Y|Y \geq t} (x) = 1 - \left( \frac{1 + \alpha \ln x}{1 + \alpha \ln t} \right) \left( \frac{x}{t} \right)^{-\alpha}, \quad x \geq t \geq 1.
\]

Although it has a more complex distribution function expression, maximum likelihood estimation is straightforward for this distribution since an explicit estimator can be obtained.
Moreover, it is also relevant to note that the maximum likelihood estimator for the slash distribution family (this estimator is, in fact, a M-estimator for slash distribution family) has the highest breakdown point possible for regression equivariant estimators [17], thus leading to robust estimation. The \( \alpha \) parameter has, under this distribution, a slightly different interpretation compared with the one previously presented for the Pareto distribution. However, and even considering this constraint, several authors already discussed the possibility of the Pareto relation might be too simple to adequately explain the seismic moment (see [27] for further references on this subject).

3.4. The Location-scale Pareto mixture

In [6] a Location-scale Pareto mixture (LSPM) was introduced. The LSPM was defined as

\[
W = \mu + \sigma \Theta X,
\]

where \( \mu \) and \( \sigma \) are location and scale parameters, \( \Theta \sim \text{Pareto}(\alpha) \) and \( X \sim \text{Pareto}(1) \). Note that \( \mu \) and \( \sigma \) define a truncation point, since the variable support is \( S_W = [\mu + \sigma, \infty) \). This random variable has distribution function given by

\[
F_W(x) = \frac{\alpha (\frac{x-\mu}{\sigma})^{-2-\alpha} \left( x - \mu - \sigma \left( \frac{x-\mu}{\sigma} \right)^{\alpha} \right)}{\sigma (1-\alpha)}, \quad x \geq \mu + \sigma.
\] (10)

Maximum likelihood estimation is complex under this distribution, since it relies on iterative methods. However, in [6] the performance of the moment’s method estimators was investigated using simulation, and the authors concluded that this method works reasonable well in most situations. Hence, the moment’s method estimator seems to be an adequate estimation choice.

4. Catalogs and Data
We considered two different catalogs when adjusting the presented models. The first one is freely available in [http://earthquake.usgs.gov/earthquakes/search/] and is offered by the United States Geological Survey (USGS catalog). The data is continuously updated and we collected information about all the events with \( M_W \geq 7.95 \) that occurred between 09-08-1901 (first detected event in the last century) and 26-05-2019 (last detected event until now) for a total of 95 seisms.

The second one can be requested by email in [http://www.isc.ac.uk/iscgem/request_catalogue.php](http://www.isc.ac.uk/iscgem/request_catalogue.php) and is being developed by ISC-GEM Global Instrumental Earthquake Catalogue [4, 5] (ISC catalog). It contains data between 04-04-1904 and 31-12-2015 for a total of 105 seisms with \( M_W \geq 7.95 \). This is the last released version of the catalog (version 6.0 - released on 2019-03-07). Note that the version 1.05 used in [9] only had information about 86 seisms. Besides that, some of the data was updated, and therefore the data is now quiet different from the one analysed in [9].

Aside the number of events, the catalogs have other differences. In USGS most of the seisms magnitudes are registered with only one decimal place, implying that the data set have many repeated measures, while in ISC catalog the majority of the seisms magnitudes are indicated with two decimals places, leading to a data set with less repeated measures. Another relevant difference concerns the seisms magnitudes between catalogs. For instance, with \( M_W \geq 9.0 \) USGS catalog indicate five events with \( M_W = (9; 9.1; 9.1; 9.2; 9.5) \) while ISC catalog only indicate four events with \( M_W = (9.09; 9.3; 9.31; 9.6) \). In terms of the released energy, the increase in \( M_W \) from 9.5 to 9.6 is equivalent to a seism with \( M_W = 9.24 \). Therefore, and since both catalogs come from reputable sources, it is advisable to analyse them both and compare their results.

5. Fitting the Seismic moment of great earthquakes

For both catalogs we adjusted the Pareto based models with \( M_W \geq 7.95, M_W \geq 8.05 \) and \( M_W \geq 8.15 \). These truncation points, that roughly correspond to \( M_0 \geq 10^{21.02}, M_0 \geq 10^{21.17} \)
and $M_0 \geq 10^{21.32}$, were selected in order to work solely with great seisms, near the threshold where [24] estimates that distribution fitting still is an open issue, since the Pareto distribution family seems too light to fit the energy released by these great seisms [7, 9, 28, 28].

The estimates for the parameters of the analysed models are presented in Table 1, together with the p-values of the Kolmogorov-Smirnoff (KS) and the Anderson-Darling (AD) goodness of fit tests. These tests were the selected ones since KS test is the most used goodness of fit test, and the AD test gives more weight to the distribution tails, preferable when the main interest is to fit extreme events (cf. [25]). Common model selection criterion, like the Akaike Information Criterion (AIC) or the Bayesian Information Criterion (BIC), cannot be used for the adjusted models since those models depend on different data set transformations, and therefore are incomparable with the usual information criteria [2]. Thus, parsimonious issues aren’t numerically tackled in this work and therefore will depend on each scientist opinion.

| Model       | USGS Catalog | ISC-GEM Catalog |
|-------------|--------------|-----------------|
|             | $M_w$        | $M_0$           | Truncation $M_0$ | $n$          |
|             | 7.95         | 8.05            | 8.15             | 7.95         | 8.05 | 8.15 |
| Pareto      | $10^{21.025}$ | $10^{21.175}$   | $10^{21.325}$    | $10^{21.025}$| $10^{21.175}$| $10^{21.325}$|
| AD p-value  | 0.4663       | 0.3377          | 0.8562           | 0.7300       | 0.4248 | 0.9120 |
| KS p-value  | 0.2156       | 0.1537          | 0.5826           | 0.6997       | 0.3623 | 0.8290 |
| Log-Pareto  | 48.6774      | 51.4309         | 47.3815          | 50.9288      | 50.966 | 47.193 |
| AD p-value  | 0.3934       | 0.3522          | 0.8761           | 0.7957       | 0.4344 | 0.9237 |
| KS p-value  | 0.1568       | 0.1524          | 0.5876           | 0.8112       | 0.4756 | 0.9485 |
| LSPM        | 1.2169       | 1.3055          | 1.7113           | 1.2151       | 1.4983 | 1.2338 |
| AD p-value  | 0.2886       | 0.3145          | 0.8266           | 0.7665       | 0.3948 | 0.9210 |
| KS p-value  | 0.1539       | 0.2207          | 0.4275           | 0.2840       | 0.4724 | 0.9450 |
| ESP         | 1.0051       | 1.0530          | 0.9643           | 1.0500       | 1.0431 | 0.9598 |
| AD p-value  | 0.4463       | 0.3377          | 0.8562           | 0.7300       | 0.4248 | 0.9120 |
| KS p-value  | 0.2155       | 0.1537          | 0.5826           | 0.6997       | 0.3623 | 0.8290 |

The first striking conclusion is that none of the combinations between catalog, truncation point, model and goodness of fit test is rejected, with all $p-value \geq 0.15$. For this reason, all of the adjustments can be considered as valid. Also, for the same combination of truncation point, model and goodness of fit test, the results are always better when using the ISC catalog. This is probably due to the fact that in this catalog magnitudes are usually displayed with two decimal places, leading to smaller “jumps” in the distribution function that is adjusted to the data, and therefore to a better fit.

Another interesting conclusion is that $\alpha$ estimates are now substantially higher than the ones obtained in [7, 28] and that were recommended in works like [13, 21] due to important relations between magnitude scales. Aside from Log-Pareto distribution that does not have finite moments, all the other distributions have finite mean when $\alpha > 1$, which happens in the majority of the fitted models. Even considering, for instance, the 95% confidence interval for $\alpha$ in the Pareto fit for the ISC catalog with $M_V \geq 7.95$ (to work with a truncation point similar to the used in the above mentioned works), we obtain $\alpha \in [0.8088; 1.1868]$. Thus, the traditional assumption that $\alpha = 2/3$ in the Pareto fit is now rejected since $\alpha = 2/3$ is outside the confidence.
interval. Moreover, in a first glance, higher values of $\alpha$ contradict the idea that the Pareto tails are to light for this kind of data.

Finally, Log-Pareto adjustments always led to slightly higher p-values (and therefore better fits) when using the ISC catalog, while when using the USGS catalog the situation varies according with the truncation point and the adjustment of fit test.

Another traditional way to assess the quality of the fit is to draw qq-plots. In the $x$-axis we represent the expected quantiles when using the introduced models, and in the $y$-axis the data quantiles. The points should scatter evenly in the neighbourhood of the line $y = x$, where theoretical quantiles are equal to observed quantiles. Points above the line show a quantile higher than the expected, while points below the line show the reverse situation. The expected quantiles were computed using equations (6), (8), (9) and (10), and the same transformations were applied to the data set. Since, according with the selected models, the graphs are all similar, we only present two sets of qq-plots. The first one is for the ISC catalog with $M_{w} \geq 7.95$, considering all the fitted models (Figure 1) and the second one for both catalogs with $M_{w} \geq 8.15$, considering Log-Pareto and LSPM models (Figure 2).

**Figure 1.** QQ-plots for the ISC catalog with $M_{w} \geq 7.95$ for the Pareto (top left), Log-Pareto (top right), LSPM (bottom left) and ESP (bottom right) models.

When analysing Figure 1, the adjustments seem good in a graphical evaluation since the points are randomly spread in the neighbourhood of the diagonal line for all the four graphs. However, and except for LSPM graph, there is a notorious lack of fit in the higher events since
all the eight greater seisms have observed quantiles above the expected ones. This was already observed in previous works like [7, 26, 28] and here it is more clear because the adjusted Pareto based models have a higher $\alpha$ parameter, implying lighter tales. The LSPM fit is the only one that, despite a worse fit in the lower events, captures better the energy released by the biggest seisms.

**Figure 2.** QQ-plots for the USGS catalog (left) and ISC catalog (right) with $M_W \geq 8.15$, using Log-Pareto (top) and LSPM (bottom) models.

Analysing Figure 2, it is now clear that the lower p-values obtained when using USGS catalog came from the excessive number of events with the same magnitude. The Log-Pareto fit seems better in the left graph, mainly because the biggest earthquake is recorded with $M_W = 9.5$ instead of $M_W = 9.6$ as in the right graph. Again, LSPM model reveals a more adequate fit for the biggest earthquakes independently from the used catalog.

6. Conclusions and future work
In this work several Pareto based models were applied in order to fit the energy released by the great earthquakes. This type of models is relevant since there are both physical and statistical reasons to support these models. Besides, the estimation of the radiated energy by great seisms remains an open issue, and updated data sets, as the analysed here, contribute to acquire a clearer picture of the mathematical shape of the phenomenon. Although the achieved results
were similar for the four considered models, Log-Pareto and LSPM models were the best ones. Log-Pareto because consistently led to higher p-values, and LSPM because it was better fitted to the energy released by the greatest earthquakes. As future work, different models for extreme events will be considered to deal only with the biggest seisms, together with a deep study about parsimonious models in the seismic moment fitting context.
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