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Abstract

Background/Aims: Sensitivity and specificity (Sens, Spec) are not invariant properties of diagnostic and screening tests, but vary in different patient samples. Kraemer [Evaluating medical tests. Objective and quantitative guidelines. 1992] used the level of test, Q, also known as “positive sign rate” (sum of true and false positives divided by sample size), to calculate quality sensitivity and specificity (QSN, QSP). These scaled indices may be more comparable across different patient samples, but have been little studied hitherto. Methods: The dataset of a pragmatic test accuracy study of the Mini-Addenbrooke’s Cognitive Examination (MACE) was re-interrogated to calculate values of QSN and QSP and other paired and unitary test outcome measures based on them, and comparison was made with outcomes previously calculated by standard methods. Results: QSN and QSP values in this cohort (n = 755; overall prevalence of dementia and mild cognitive impairment [MCI] 0.15 and 0.29, respectively) were inferior to Sens and Spec, as were all other outcome measures for MACE for the diagnosis of both dementia and MCI. QSN was relatively preserved, indicating the sensitivity of MACE. Conclusion: Indices of test outcome scaled according to Kraemer’s Q, the positive sign rate, are less impressive than outcomes calculated by standard methods. These discrepancies may have implications for test evaluation.
Introduction

Sensitivity and specificity (Sens and Spec) are standard outcome measures in diagnostic or screening test accuracy studies. Yerushalmy [1] introduced these terms to denote respectively the inherent ability of a test to detect correctly a condition when it is present and to rule it out correctly when it is absent, and hence to promote understanding of the utility of diagnostic tests. Test accuracy studies generally present results in a 2 × 2 table cross-classifying all patients (N) by test outcome (dichotomised, sometimes using a cut-off value) and by reference standard (disease present or absent) into four categories: true positive (TP), false positive (FP), false negative (FN) and true negative (TN), such that:

\[
\text{Sens} = \frac{TP}{TP + FN} \\
\text{Spec} = \frac{TN}{FP + TN}.
\]

Sens is sometimes known as hit rate, TP rate, or recall. Spec is sometimes known as TN rate. Guidelines for papers reporting diagnostic test accuracy studies recommend that Sens and Spec be amongst the keywords, both generally [2] and in the context of dementia [3].

Sens and Spec were once thought to be invariant intrinsic test properties, independent of study sample and location. However, it is now recognised that heterogeneity of clinical populations imposes potentially serious limitations on the utility of Sens and Spec measures, since very different values may be found, for example in different patient subgroups within the sampled population [4]. Moreover, Sens and Spec are “uncalibrated measures of test quality... with a variable zero-point and scale” [5, p. 65].

To try to address this issue, Kraemer [5] developed a metric, Q, the level of a test, given by the sum of true and false positives divided by sample size, or \( Q = \frac{TP + FP}{N} \). This is also known as the “positive sign rate” or the probability of a positive test in the patient population, with \( Q' \) representing 1 – level (= 1 – Q) or the probability of a negative test in the patient population. From these values, quality sensitivity and specificity (QSN, QSP, respectively) values may be calculated, which give the increment in each parameter beyond the level, such that:

\[
\text{QSN} = \frac{(\text{Sens} - Q)}{Q'} \\
\text{QSP} = \frac{(\text{Spec} - Q')}{Q}.
\]

It has been suggested that these calibrated, rescaled, or standardised indices of test parameters are more comparable across different samples [6]. However, to the author’s knowledge, QSN and QSP have seldom, if ever, been used explicitly in dementia diagnostic or screening test accuracy studies, despite their potential implications for understanding test utility.

The purpose of this study was to examine QSN and QSP in comparison to Sens and Spec in a large dataset from a screening test accuracy study, and also to examine other metrics based on Sens and Spec, both standard paired (likelihood ratios, clinical utility indexes) and unitary (Youden index, diagnostic odds ratio, number needed to diagnose) measures [7], and also some recently described unitary metrics (likelihood to diagnose or misdiagnose [LDM], the summary utility index [SUI] and the number needed for screening utility [NNSU] [8, 9]).

Methods

The dataset of a previously reported pragmatic screening test accuracy study [9] examining the Mini-Addenbrooke’s Cognitive Examination (MACE) [10] for screening of dementia and mild cognitive impairment (MCI) was re-interrogated. This single-centre study recruited
consecutive patients \((n = 755)\) over a period of 4.5 years (June 2014 – December 2018). Reference standard was criterion diagnosis of dementia or MCI based on the judgment of an experienced clinician using standard diagnostic criteria (DSM-IV; Petersen; respectively). MACE scores were not used in making criterion diagnoses to avoid review bias. Subjects (or their guardians) gave written informed consent and the study protocol was approved by the institute’s committee on human research.

From the \(2 \times 2\) table at various MACE cut-off values, hence at different values of \(Q\), values of QSN and QSP were calculated as per the method of Kraemer [5] for the diagnosis of dementia and MCI, respectively, and compared to values of Sens and Spec. Values of QSN and QSP were checked using the equivalences reported by Kraemer [5, pp. 40–41], namely:

\[
(Sens – Q)/Q' = (NPV – P') / P,
\]

where NPV is the negative predictive value, \(NPV = TN / (FN + TN)\); \(P = the prevalence of disease (P = TP + FN / N)\); and \(P' = (1 – P)\); and

\[
(Spec –Q') / Q = (PPV – P) / P'
\]

where PPV is the positive predictive value, \(PPV = TP / (TP + FP)\).

At the MACE cut-off values previously reported to maximise Youden index \((Y = Sens + Spec – 1)\) for the diagnosis of dementia and MCI (respectively \(\leq 20/30\) and \(\leq 24/30\) [9]), and at the observed value of \(P\) in this cohort, the following parameters based on QSN and QSP were derived:

- Positive likelihood ratio \((LRQ^+) = QSN / (1 – QSP)\)
- Negative likelihood ratio \((LRQ^-) = (1 – QSN) / QSP\)
- Positive clinical utility index \((CUIQ^+) = QSN \times PPV\)
- Negative clinical utility index \((CUIQ^-) = QSP \times NPV\)

Also, the following unitary parameters:

- Youden index \((Y_Q) = QSN + QSP – 1\)
- Diagnostic odds ratio \((DOR_Q) = LRQ^+ / LRQ^-\)
- Number needed to diagnose \((NND_Q) = 1 / Y_Q\)

Also, the following recently described unitary metrics:

- Likelihood to diagnose or misdiagnose \((LDM_Q) = NNM / NND_Q\)

where NNM is the number needed to misdiagnose \(= 1 / (1 – Acc)\) [11], where Acc is accuracy, \(Acc = (TP + TN) / N\). LDM is ideally \(>> 1\).

- Summary utility index \((SUI_Q) = CUIQ^+ + CUIQ^-\)
- Number needed for screening utility \((NNSU_Q) = 1 / SUI_Q\)

All these values were compared to the standard calculations already performed for this dataset [9]. Likelihood ratios and clinical utility indexes were classified qualitatively using standard classifications [12, 13] and SUI and NNSU using the classification derived previously [8, 9].
To further illustrate the changes in test parameters according to the value of Q, QSN and QSP were calculated at various arbitrarily predetermined values of Q (namely 0.25, 0.5, 0.75). This also permits the calculation of predictive values, PPVQ and NPVQ, at the chosen value of Q. Since, from Kraemer’s equations:

\[ QSN = \frac{(Sens - Q)}{Q'} = \frac{(NPV - P')}{P}, \]

and

\[ QSP = \frac{(Spec - Q')}{Q} = \frac{(PPV - P)}{P'}. \]

rearranging it follows that:

\[ NPV = QSN \times P + P' \]

and

\[ PPV = QSP \times P' + P. \]

**Results**

The study cohort (\( n = 755; \) F:M = 352:403, 47% female; median age 60 years) comprised 114 patients who received a criterion diagnosis of dementia (prevalence = 0.15) and 222 with MCI (overall prevalence = 0.29; prevalence in non-dementia cases = 0.35); the remainder (\( n = 419 \)) were diagnosed with subjective memory complaints.

For the diagnosis of dementia, between the MACE cut-offs of \( \leq 26/30 \) and \( \leq 17/30 \), Q ranged from about 0.8 to about 0.25 (Table 1, column 2). Over this range, there was a decline in both Sens (from 0.991 to 0.737) and QSN (from about 0.95 to 0.64), whilst there was an increase in both Spec (from 0.219 to 0.821) and QSP (from <0.1 to nearly 0.32). All values for both QSN and QSP were inferior to those of Sens and Spec at the same MACE cut-off, although QSN approximated Sens more closely (difference <0.1) than QSP approximated Spec. Indeed, Spec was consistently greater than QSP by 0.3–0.5 (Table 1). The MACE cut-off giving the maximal \( Y_Q \) for dementia diagnosis was \( \leq 21/30 \).

**Table 1. Diagnosis of dementia: paired measures of discrimination at various MACE cut-offs**

| Cut-off | Q; Q' | Sensitivity (= recall) | QSN | Specificity | QSP |
|---------|-------|------------------------|-----|-------------|-----|
| \( \leq 26/30 \) | 0.812; 0.188 | 0.991 | 0.953 | 0.219 | 0.039 |
| \( \leq 25/30 \) | 0.731; 0.269 | 0.991 | 0.968 | 0.315 | 0.063 |
| \( \leq 24/30 \) | 0.650; 0.350 | 0.982 | 0.951 | 0.409 | 0.091 |
| \( \leq 23/30 \) | 0.585; 0.415 | 0.982 | 0.959 | 0.485 | 0.121 |
| \( \leq 22/30 \) | 0.518; 0.482 | 0.974 | 0.945 | 0.563 | 0.156 |
| \( \leq 21/30 \) | 0.448; 0.552 | 0.947 | 0.904 | 0.641 | 0.198 |
| \( \leq 20/30 \) | 0.387; 0.613 | 0.912 | 0.857 | 0.707 | 0.242 |
| \( \leq 19/30 \) | 0.338; 0.662 | 0.860 | 0.788 | 0.755 | 0.275 |
| \( \leq 18/30 \) | 0.289; 0.711 | 0.798 | 0.716 | 0.802 | 0.314 |
| \( \leq 17/30 \) | 0.264; 0.736 | 0.737 | 0.642 | 0.821 | 0.319 |
Using the previously determined optimal MACE cut-off for dementia diagnosis (≤20/30, from maximal Youden index [9]), all calculated metrics based on QSN and QSP were worse than those based on Sens and Spec (Table 2), often considerably so (note worsening classification of LR+, LR–, CUI–, Y, DOR, NND, LDM, SUI, and NNSU, with relative preservation of only QSN and CUI+).

At predetermined values of Q (0.25, 0.5, 0.75), calculated values of PPVQ and NPVQ for MACE for the diagnosis of dementia showed that NPVQ was preserved at all Q values (Table 3).

For the diagnosis of MCI, between the MACE cut-offs of ≤26/30 and ≤20/30, Q ranged from about 0.8 to about 0.3 (Table 4, column 2). Over this range, there was a decline in both...
Sens (from 0.977 to 0.541) and QSN (from about 0.9 to 0.35), whilst there was an increase in both Spec (from 0.325 to 0.838) and QSP (from about 0.1 to nearly 0.5). All values for both QSN and QSP were inferior to those of Sens and Spec at the same MACE cut-off, although QSN generally approximated Sens (difference < 0.25) more closely than QSP approximated Spec (generally difference > 0.25). The MACE cut-off giving the maximal $Y_Q$ for MCI diagnosis was $\leq 25/30$.

Using the previously determined optimal MACE cut-off for MCI diagnosis ($\leq 24/30$, from maximal Youden index [9]), all other paired and unitary metrics calculated on the basis of QSN and QSP were inferior to those calculated on the basis of Sens and Spec (Table 5), sometimes markedly so, with only QSN and CUI+ approximating the standard measures.

At predetermined values of $Q$ (0.25, 0.5, 0.75), calculated values of PPV$_Q$ and NPV$_Q$ for MACE for the diagnosis of MCI showed that NPV$_Q$ was relatively preserved at all $Q$ values (Table 6).

**Discussion**

This study shows how the use of Kraemer’s $Q$ to derive QSN and QSP values may alter the outcomes of a screening test accuracy study. Here, QSN and NPV$_Q$ of MACE for the diagnosis of dementia and MCI were relatively preserved, reflecting the fact that MACE is a very sensitive test for cognitive impairment, but QSP and other paired and unitary parameters based on QSN

---

**Table 5.** Diagnosis of MCI: comparison of various test metrics at MACE cut-off $\leq 24/30$ (maximal Youden index [9])

| Sens, Spec (QSN, QSP) | Sens, Spec methods | Kraemer Q-based methods |
|---|---|---|
| Sens (QSN, QSP) | 0.901, 0.573 | 0.758, 0.278 |
| [PPV, NPV] | [0.528, 0.916] | ~, ~ |
| LR+, LR− | 2.11 (moderate), 0.17 (large) | 1.05 (slight), 0.87 (slight) |
| CUI+, CUI− | 0.48 (poor), 0.52 (adequate) | 0.40 (poor), 0.25 (very poor) |
| [Acc] | [0.686] | ~ |
| Y | 0.474 | 0.036 |
| DOR | 12.2 | 1.21 |
| NND | 2.11 (3) | 27.8 (28) |
| [NNM] | [3.19 (4)] | ~ |
| LDM = NNM/NND | 1.51 (2) | 0.11 (1) |
| SUI | 1.00 (adequate) | 0.66 (poor) |
| NNSU | 1.00 (1; adequate) | 1.54 (2; poor) |

NND, NNM and NNSU, patient number metrics, were rounded to the next highest integer.

---

**Table 6.** MACE QSN, QSP, PPV$_Q$ and NPV$_Q$ values at differing predetermined values of $Q$ (level of test or “positive sign rate”) for the diagnosis of MCI

| Q | 0.25 | 0.50 | 0.591 (observed) | 0.75 |
|---|---|---|---|---|
| QSN | 0.868 | 0.802 | 0.758 | 0.604 |
| QSP | −0.709 | 0.146 | 0.278 | 0.430 |
| PPV$_Q$ | −0.117 | 0.442 | 0.528 | 0.627 |
| NPV$_Q$ | 0.954 | 0.871 | 0.842 | 0.741 |

Sens (from 0.977 to 0.541) and QSN (from about 0.9 to 0.35), whilst there was an increase in both Spec (from 0.325 to 0.838) and QSP (from about 0.1 to nearly 0.5). All values for both QSN and QSP were inferior to those of Sens and Spec at the same MACE cut-off, although QSN generally approximated Sens (difference < 0.25) more closely than QSP approximated Spec (generally difference > 0.25). The MACE cut-off giving the maximal $Y_Q$ for MCI diagnosis was $\leq 25/30$.

Using the previously determined optimal MACE cut-off for MCI diagnosis ($\leq 24/30$, from maximal Youden index [9]), all other paired and unitary metrics calculated on the basis of QSN and QSP were inferior to those calculated on the basis of Sens and Spec (Table 5), sometimes markedly so, with only QSN and CUI+ approximating the standard measures.

At predetermined values of $Q$ (0.25, 0.5, 0.75), calculated values of PPV$_Q$ and NPV$_Q$ for MACE for the diagnosis of MCI showed that NPV$_Q$ was relatively preserved at all $Q$ values (Table 6).
and QSP were inferior, sometimes markedly so. This suggests that knowledge of Q, the level of test or the “positive sign rate,” is pertinent to test result interpretation.

In this respect it may be worthwhile to consider relationships between Q and P in test accuracy studies. In any individual study, P will be fixed, according to the setting in which the study is performed, be that community, primary, or secondary care. Exact values of accuracy, PPV and NPV will differ in different settings according to the value of P. Based on study values of Sens and Spec, there are simple equations which permit the calculation of accuracy, PPV and NPV for different values of P. This possibility for rescaling is sometimes exploited by researchers to give an indication of test performance in settings other than that of their own study [9, 14, 15].

Q may also be fixed in an individual test accuracy study. For example, if the test being studied has a cut-off value established in a prior index test accuracy study, investigators may adhere to this single cut-off point in the evaluation (and reporting) of their study. Indeed, there are objections to changing test cut-offs: a study may be classified as being at “higher risk of bias if the authors define the optimal cut-off post hoc based on their own study data” [16]. However, individual study cohorts may differ significantly in case mix from those in the index study (e.g., absence of a control population of healthy individuals and greater clinical heterogeneity in phase III studies versus phase I or II studies). A case for revision of cut-offs established in index studies in order to optimise test performance in pragmatic studies which more closely resemble clinical practice has been outlined [17]. Diagnostic test accuracy studies seldom present results for all potential test cut-offs to permit readers to see the effects of different Q values. If this is the case, then the use of Kraemer’s simple equations will permit calculation of QSN and QSP at different set values of Q, as well as values of PPV_Q and NPV_Q.

By constructing a table of QSN, QSP, PPV_Q and NPV_Q (and any other parameters derived from them) at predetermined values of Q (as in Tables 3 and 6), test performance at different levels or positive sign rates may be illustrated. These data may be useful in indicating to clinicians appropriate or acceptable levels of Q, and hence test cut-offs, for their clinical purpose, be it to rule in (case finding; high QSN) or rule out (screening; high QSP) cases, or to strike the optimal balance between QSN and QSP by maximising Y_Q. This would be analogous to the process, already familiar to clinicians, of constructing tables of PPV and NPV at predetermined values of P to indicate test performance at different levels of disease prevalence.

Unscaled values of Sens and Spec may potentially overestimate test quality and mislead clinicians [5]. Use of rescaled, calibrated, or standardised test parameters, using Kraemer’s methodology [5], may render the outcomes of different studies in different samples more comparable [6]. This approach might also have implications for the optimisation of test cut-offs, and for the inclusion and evaluation of studies in systematic reviews and meta-analyses.
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