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Abstract: Any physical system can be regarded on different levels of description varying by how detailed the description is. We propose a method called Dynamic MaxEnt (DynMaxEnt) that provides a passage from the more detailed evolution equations to equations for the less detailed state variables. The method is based on explicit recognition of the state and conjugate variables, which can relax towards the respective quasi-equilibria in different ways. Detailed state variables are reduced using the usual principle of maximum entropy (MaxEnt), whereas relaxation of conjugate variables guarantees that the reduced equations are closed. Moreover, an infinite chain of consecutive DynMaxEnt approximations can be constructed. The method is demonstrated on a particle with friction, complex fluids (equipped with conformation and Reynolds stress tensors), hyperbolic heat conduction and magnetohydrodynamics.
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1. Introduction

The problem of model reduction is ubiquitous in physics and mathematics. Consider a system (physical or mathematical) that can be regarded on two levels of description, upper (more detailed level) and lower (less detailed). The state variables on the lower level contain less information than state variables on the upper level. A projection from the upper level to the lower level is necessary to state the problem of model reduction correctly. Assume, moreover, that dynamics of the state variables on the upper level is granted, but one wishes to see evolution of the lower variables. The reason can be for instance the complexity of the detailed evolution, availability of experimental observations or simplicity of the lower description. A reduction of dynamics from the upper level to the lower (less detailed) level is called model reduction.

There is no general model reduction technique applicable to all systems. However, many physically based (we do not focus on formal mathematical expansion methods although we make a certain comparison below) methods have been developed, such as the Chapman–Enskog expansion [1] or other series expansions [2], projector operator techniques [3,4], or the method of natural projector, invariant slow manifolds, entropic scalar product and Ehrenfest reduction [5–8]. A common feature of the reduction techniques is the recognition of entropy, since entropy (measuring unavailable information) grows during the passage from the more detailed level to the less detailed. In particular, states on the higher level corresponding to maximum entropy are referred to as the quasi-equilibrium manifold. This manifold is constructed by maximization of entropy on the upper level while knowing
the result of the projection of the state variables to the lower level. This is the principle of Maximum Entropy (MaxEnt), see e.g., [9,10].

Apart from the relations between state variables on the two levels of description, it is necessary to find relations between vector fields generating evolution on the two levels. Indeed, evolution equations on the higher level can be seen as a motion along a given vector field (following arrows of the field) while the corresponding vector field on the lower level is to be found. For instance, in the Ehrenfest reduction, the vector field on the higher level is first prolonged by Taylor series and subsequently projected to the lower level, using MaxEnt, and closed. See [7] for various geometric techniques on how to obtain the vector field on the lower level of description.

Our approach is different. First, we recognize not only the state variables, but also conjugate variables as independent quantities, being motivated by the formulation of thermodynamics in contact geometry [11–13]. Eventually, conjugate variables become related to the state variables through derivatives of a thermodynamic potential (e.g., energy or entropy), but they are considered independent from direct variables in contact formulation and exhibit evolution towards that relation while approaching a given level. State variables between the levels can be related by MaxEnt as in [7,9,14], but conjugate variables can be exploited to find the approximation of the vector field on the higher level of description such that evolution on the lower level becomes closed while extracting key features (“measured” by entropy potential) of the upper level dynamics. In other words, the vector field on the lower level becomes tangent to the quasi-equilibrium manifold, see [15] or [14]. We refer to this method as Dynamic MaxEnt (DynMaxEnt).

Novelty of this paper lies in the following points: (i) The DynMaxEnt is introduced in the energetic representation, which simplifies the calculations, (ii) a chain or higher order DynMaxEnt approximations is identified, (iii) DynMaxEnt is compared to asymptotic expansions and (iv) it is applied to a reduction of various complex continuum dynamics to classical irreversible thermodynamics (conformation tensor, Reynolds stress, hyperbolic heat conduction and magnetohydrodynamics).

In Section 2, we first recall the usual (static) Maximum Entropy principle (MaxEnt). In Section 3, we introduce the method of Dynamic MaxEnt, which serves as a reduction from the more detailed evolution equations to less detailed, and then we demonstrate it on damped particle dynamics. In Section 4, we use the DynMaxEnt method for reduction of dynamics of complex fluids, hyperbolic heat conduction and electromagnetohydrodynamics to the Navier–Stokes–Fourier system and magnetohydrodynamics. Finally, in Section 5, we present a geometric motivation for the DynMaxEnt method in the framework of contact geometry.

2. Static MaxEnt

As a thorough understanding of (static) maximum entropy (MaxEnt) method is required, we shall recapitulate its key steps, what it means and what it provides.

Let us denote the state variables on the more microscopic level as \( x \in \mathcal{M}, \mathcal{M} \) being the manifold (often vector space) of the state variables, with conjugate variables \( x^* \) via entropy \( ^\uparrow S \). Furthermore, let us assume that there is a projection that relates two sets of variables \( x \in \mathcal{M}, y \in \mathcal{N} \) via \( \pi(x) = y \) where the latter corresponds to the more macroscopic level of description. The static MaxEnt provides an inverse mapping \( \hat{x}(y) \) such that \( \hat{x}(y) \) is the point of preimage \( \pi^{-1}(y) \) with the highest entropy. This determines a manifold in \( \mathcal{M} \), the MaxEnt manifold \( \hat{\mathcal{M}} \).

The inverse mapping can be achieved by maximization of entropy while keeping the constraint that \( \pi(x) = y \), i.e., by the method of Lagrange multipliers. More geometrically, it can be also done via two consecutive Legendre transformations which together correspond to maximisation with a constraint \( y = \pi(x) \) [14,16]. In particular, as a first step, one obtains a relation \( \hat{x}(y^*) \) from solving

\[
0 = \partial_{\phi} \left( -^\uparrow S(x) + \langle y^*, \pi(x) \rangle \right)
\]  

(1)
while the lower conjugate entropy is $\downarrow S^*(y^*) = \uparrow \phi(\tilde{x}(y^*), y^*)$. Note that this (actually generalized) Legendre transformation can not be inverted.

Next, Legendre transformation of the lower conjugate entropy provides lower entropy and a relation $\tilde{y}^*(y)$:

$$0 = \partial_{y^*} \left( -\downarrow S^*(y^*) + \langle y, y^* \rangle \right), \quad \downarrow S^*(y^*)$$

which solution yields $\tilde{y}^*(y)$ and $\downarrow S(y) = \uparrow \phi^*(y, \tilde{y}^*(y))$. Finally, the “inverse” mapping to the projection $y = \pi(x)$ is $x = \hat{x}(\tilde{y}^*(y)) := \pi^{-1}(y)$. Note that it is now evident that $\pi^{-1}$ is not a one-to-one mapping but rather a mapping identifying the most probable (with respect to the lower entropy) set of values of the microscale variable $x$ that correspond to a given macroscale state $y$. We shall refer to this method as MaxEnt and see Figure 1 for a summary of the method.
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**Figure 1.** A summary of static MaxEnt highlighting relations between state variables on the higher level and the lower level of description and their conjugates. MaxEnt provides lower entropy $\downarrow S(y)$ and a relation $x = \pi^{-1}(y)$ from composition of $\hat{x}(y^*)$ and $\tilde{y}^*(y)$. LT denotes a relation via Legendre transformation, $\pi$ stands for a projection from the microscale to the macroscale variables and by an arrow we depict a mapping (written above or below the arrow) that relates the variables in the connected nodes.

3. Dynamic MaxEnt

A form of the Dynamic MaxEnt reduction first appeared in [15] in the context of contact geometry. Here, we further develop DynMaxEnt using the energetic representation, which simplifies the procedure so that reductions, for example, from complex fluid dynamics to Navier–Stokes equation and from hyperbolic heat conduction to the Fourier law are carried out easily. Moreover, we generalize the method to an infinite chain of consecutive approximations.

The key idea behind dynamic MaxEnt is to treat conjugate variables $x^*$ as independent quantities ensuring invariance of the quasi-equilibrium manifold. This step is motivated by contact geometry, where conjugate variables are indeed granted independence and evolve towards the corresponding Gibbs–Legendre manifold, see Section 6.1.

3.1. First Order DynMaxEnt Reduction

Here, we propose an extension to the static version of MaxEnt (This extension is based on our previous work in [14]; however, we clarify, extend and elaborate on this method in this article.), which provides in addition to the lower entropy $\downarrow S(y)$ and the inverse projection $\pi^{-1}(y)$ the dynamics on the lower level, i.e., reduced evolution equations.

Assuming the evolution on the more microscopic (higher) level can be expressed as

$$\dot{x}^i = V^j(x, x^i),$$

where $x^i$ are conjugate variables which can be eventually identified with derivatives of energy (being the choice in this paper or e.g., [17–19]), entropy or another thermodynamic potential. Let us denote the
yet unspecified functional by $\hat{\Phi}$, i.e., $x^\dagger = \hat{\Phi} x$. Components of the right-hand side of the evolution equations $V^i$ can be interpreted as elements of a vector field on the manifold of state variables $\mathcal{M}$, $x \in \mathcal{M}$. With the inverse relation (we shall use simply $\mathbf{x}(y)$ instead of $\pi^{-1}(y)$ hereafter) at hand, which enslaves the microscale state variables $x$ in terms of the macroscale (or reduced) variables $y$, we may evaluate the more detailed evolution equations on the MaxEnt manifold as

$$\dot{x}^i = \frac{\partial x^i}{\partial y^a} y^a = V_i \left( \mathbf{x}(y), x^\dagger = y^\dagger \left. \frac{\partial \pi}{\partial x} \right|_{\mathbf{s}(y)} \right),$$

noting that

$$\frac{\partial^\dagger \Phi(\hat{x}(\pi(x)))}{\partial x^i} \bigg|_{\hat{s}(y)} = \frac{\partial \Phi}{\partial y} \cdot \left. \frac{\partial \pi}{\partial x} \right|_{\hat{s}(y)}$$

for $\Pi(y) = \Phi(\hat{x}(y))$. By projection $\pi$, we obtain the reduced equations

$$\dot{y}^a = \frac{\partial \pi^a}{\partial x^i} \bigg|_{\hat{s}(y)} \dot{x}^i = \left. \frac{\partial \pi^a}{\partial x^i} \right|_{\hat{s}(y)} V^i \left( \mathbf{x}(y), x^\dagger = y^\dagger \left. \frac{\partial \pi}{\partial x} \right|_{\hat{s}(y)} \right),$$

where it should be noted that the reduced equations have to live on the lower level. To this end, a relation $\mathbf{x}(y, y^\dagger)$ has to be identified. By comparing these last two evolution equations, it follows that

$$\frac{\partial \mathbf{x}^i}{\partial y^a} \frac{\partial \pi^a}{\partial x^j} \bigg|_{\hat{s}(y)} V^j \left( \mathbf{x}(y), x^\dagger = y^\dagger \left. \frac{\partial \pi}{\partial x} \right|_{\hat{s}(y)} \right) = V^i(\mathbf{x}(y), x^\dagger(y, y^\dagger)),

$$

which is a consistency condition entailing relations among conjugate variables $\mathbf{x}(y, y^\dagger)$. Without this condition, the evolution (4) would leave the manifold of MaxEnt states $\mathbf{x}(y)$, the vector field would be sticking out of the MaxEnt manifold $\mathcal{M}$. Condition (7) is actually an equation for $x^\dagger$, the solution of which will be denoted by $\mathbf{x}(y, y^\dagger)$. After substitution into Equation (6), we obtain the reduced evolution equations for $y$, which is the result of the first order DynMaxEnt reduction.

The first order DynMaxEnt reduction can be summarized as the sequence

$$y \xrightarrow{\text{MaxEnt}} \mathbf{x}(y) \xrightarrow{\text{Equation (7)}} \mathbf{x}(y, y^\dagger),$$

which ends up in a closed system of equations for the reduced state variables $y$. The lower level potential follows from the projection as $\Phi(y) = \Phi(\mathbf{x}(y))$.

Note, however, that the link tying $x$ and $x^\dagger$ was broken because $x^\dagger$ was determined by solving Equation (7) instead of differentiating the potential $\Phi$ with respect to $x$ at $x(\mathbf{s})$. This leads to the higher order DynMaxEnt reduction.

3.2. Higher Order DynMaxEnt

From the first order DynMaxEnt, we have acquired independent relations among direct and conjugate variables, $\mathbf{x}(y)$ and $\mathbf{x}(y, y^\dagger)$, but at the same time direct and conjugate variables are linked via the potential $\Phi$. This entails that these two relations cannot be independent and some of the relations have to be violated.

There are two possible remedies of this situation both being iterative: (i) to correct the upper entropy so that the MaxEnt value is indeed a conjugate to the identified relation $\mathbf{x}(y, y^\dagger)$ on the lower level; however, this change in entropy means that MaxEnt has to be recalculated including everything that follows as well and the situation repeats itself; (ii) to correct the MaxEnt value of the direct variable so that the direct and conjugate values are now in line with the upper entropy evaluated on the lower level; however, this again modifies the dependent evolution equations on the lower level, in turn the value of upper conjugate variables and the situation repeats.
Although the former correction, the correction of the upper entropy, might seem natural, it turns out that it cannot be a general approach as the corrected entropy would fail to meet the requirement of being an even function with respect to time reversal when the reduced state variables change parity during the transition to a lower level, see Appendix A.1. We shall now develop the latter approach in detail (forming a possibly infinite chain of corrections) and compare it with asymptotic methods for upscaling evolution equations.

To repair the link between $x$ and $x^\dagger$, which remained broken after the first order DynMaxEnt reduction, an additional correction of the state variables $x$ is required,

$$\frac{\partial^\dagger \Phi}{\partial x} \bigg|_{\tilde{x}^{(2)}} = \tilde{x}^\dagger(y, y^\dagger).$$

The solution to this equation gives the second iteration of the value of the state variable, $\tilde{x}^{(2)}(y, y^\dagger)$.

However, is the consistency condition (7) satisfied at $\tilde{x}^{(2)}$? Not in general. Therefore, the condition can be regarded as an equation for the second-order iteration of $x^\dagger$, $\tilde{x}^{(2)}$. This iterative chain can be summarized as

$$y \xrightarrow{\text{MaxEnt}} \tilde{x}(y) \xrightarrow{\text{Equation (7)}} \tilde{x}^\dagger(y, y^\dagger) \xrightarrow{\text{Equation (9)}} \tilde{x}^{(2)}(y, y^\dagger) \xrightarrow{\text{Equation (7)}} \tilde{x}^{(2)}(y, y^\dagger) \rightarrow \ldots,$$

which can continue indefinitely. We have thus found an infinite chain of DynMaxEnt reduction, which leads to evolution equations for the reduced state variables $y$ in a closed form. Note that the lower potential corresponds to the chosen step $k$ in the infinite chain of DynMaxEnt as $\downarrow \Phi^{(k)}(y) = \uparrow \Phi(\tilde{x}^{(k)}(y))$.

It is now apparent that any correction in this infinite chain of DynMaxEnt reduction leads to another correction as any of the adaptations, be it in direct or conjugate variables or even entropy, yield new disparity. Where should one end the iteration and what is the best choice of a method generating evolution equations on the lower level of description while retaining the thermodynamic structure and knowledge of the equations?

First, it should be mentioned that the aim of dynamic MaxEnt is to arrive at reasonable evolution equations for a specified level of description. We conjecture that the static MaxEnt value of direct variables $\tilde{x}(y)$ is the best choice as it corresponds to the most probable, least biased relation [20] between direct lower and upper state variables. The conjugate variables then follow from the requirement of the dynamics being such that it does not drive the system away from the MaxEnt values of the direct variables, i.e., $\tilde{x}^\dagger(y, y^\dagger)$. Finally, the lower potential is chosen as the first correction $\uparrow \Phi^{(2)}(y) = \uparrow \Phi(\tilde{x}^{(2)}(y))$. The reason is twofold: (i) a correction of the lower entropy neither affects the static MaxEnt value nor does it explicitly change the evolution equations that are given in terms of direct and conjugate variables (it affects them indirectly via a resulting change of the relation of conjugate to direct variables); (ii) the corrected entropy is more tightly linked to the evolution equations rather than to the static MaxEnt which we aim to extend. Additionally, as we shall see below, in the special case of projection corresponding to relaxation of fast variables, the $\downarrow S$ entropy is simply the upper entropy but where all the effects of fast variables are neglected while the correction $\uparrow S^{(2)}$ includes additional (typically non-local) effects resulting from this transition between levels.

In short, direct state variables are set-up in such a way that their most probable value (with given information about the system comprised in entropy) is always kept on the lower level (although it might evolve with the evolution of the lower state variables). The choice of conjugate variables entails persistence of the direct variables exactly on their most probable values. Lower entropy corresponds to the set-up of conjugate rather than direct variables, which contain some non-trivial effects due to the transition of scales.
3.3. Prototype Example—Damped Particle

Let us now demonstrate the DynMaxEnt reduction on a prototype example—damped particle in a potential field. The state variables represent position, momentum and entropy of the particle, \( \mathbf{x} = (r, p, s) \), and momentum is considered as the fast variable, which is to be reduced, i.e., \( y = (r, s) \).

The projection to the lower (less detailed) level is thus \( \pi : (r, p, s) \to (r, s) \).

The more detailed evolution equations are ([14], Ch 5.3.1)

\[
\begin{align*}
\dot{r} &= p^\dagger, \\
\dot{p} &= -r^\dagger - \frac{1}{\tau} \frac{p^\dagger}{s^\dagger}, \\
\dot{s} &= \frac{1}{\tau} \left( \frac{p^\dagger}{s^\dagger} \right)^2,
\end{align*}
\]

where \( x^\dagger \) can be interpreted as conjugates with respect to energy

\[
\uparrow e = \frac{p^2}{2m} + V(r) + \varepsilon(s),
\]

consisting of kinetic energy, potential energy and internal energy. The evolution equations represent Hamilton canonical equations (for \( r \) and \( p \)) equipped with friction in \( p \) and entropy production, c.f. [21].

Total energy is conserved by the evolution equations,

\[
\dot{e} = r^\dagger \dot{r} + p^\dagger \dot{p} + s^\dagger \dot{s} = 0.
\]

3.3.1. First Order DynMaxEnt

From relation (12), it follows that entropy on the higher level reads

\[
\uparrow s = s \left( e - \frac{p^2}{2m} - V(r) \right),
\]

\( s(\bullet) \) being the inverse function to \( \varepsilon(\bullet) \). Entropy attains maximum (for a given energy and position) at \( \dot{p} = 0 \), which is the MaxEnt value of momentum.

The consistency condition (7) becomes in this particular case

\[
\begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 \end{pmatrix} \cdot \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 \end{pmatrix} \cdot \begin{pmatrix} -r^\dagger - \frac{1}{\tau} \frac{p^\dagger}{s^\dagger} \\ \frac{1}{\tau} \left( \frac{p^\dagger}{s^\dagger} \right)^2 \\
\frac{1}{\tau} \left( \frac{p^\dagger}{r^\dagger} \right) \end{pmatrix} = \begin{pmatrix} -r^\dagger - \frac{1}{\tau} \frac{p^\dagger}{s^\dagger} \\ \frac{1}{\tau} \left( \frac{p^\dagger}{s^\dagger} \right)^2 \\
\frac{1}{\tau} \left( \frac{p^\dagger}{r^\dagger} \right) \end{pmatrix},
\]

which can be simplified to

\[
0 = -r^\dagger - \frac{1}{\tau} \frac{p^\dagger}{s^\dagger}.
\]

The solution to this equation is the first iteration of the conjugate momentum, \( p^\dagger = -\tau s^\dagger r^\dagger \).

Plugging this back into the evolution equations leads to

\[
\begin{align*}
\dot{r} &= -\tau s^\dagger r^\dagger, \\
\dot{s} &= \tau (r^\dagger)^2.
\end{align*}
\]

These are the reduced equations obtained by the first order DynMaxEnt procedure. The \( \dagger \) symbols denote derivative of a yet unspecified energy on the lower level of description \( \downarrow e(r, \bar{p}, s) \). Note that the energy is again conserved and that entropy is produced. To make the reduced evolution equations closed, we should identify the lower energy \( \downarrow e \) as the MaxEnt value of the higher-level energy,

\[
\downarrow e = \uparrow e(r, \bar{p}, s) = V(r) + \varepsilon(s).
\]
Equations (16) then gain an explicit form manifesting that the particle tends to the minimum of the potential $V$ while producing entropy.

### 3.3.2. Second Order DynMaxEnt

By solving equation (14), we have actually broken the link between $p$ and $p^\dagger$, namely $p^\dagger \neq \partial^\dagger e / \partial p$. To recover that link, we have to find a new value of $p$ that corresponds to the obtained $\tilde{p}^\dagger$,

$$
\frac{\tilde{p}^{(2)}}{m} = \frac{\partial^\dagger e}{\partial p} \bigg|_{\tilde{p}^{(2)}} = -\tau \frac{\partial^\dagger e}{\partial s} \frac{\partial^\dagger e}{\partial r} = -\tau \frac{\partial e}{\partial s} \frac{\partial V}{\partial r}.
$$

Plugging this new value of $p$ into energy $^\dagger e$ gives a new energy on the lower level,

$$
^\dagger e^{(2)} = \frac{m}{2} \left( \tau \frac{\partial e}{\partial s} \frac{\partial V}{\partial r} \right)^2 + V(r) + \epsilon(s),
$$

which can be seen as a weakly nonlocal correction of the MaxEnt lower energy $^\dagger e$.

Once the link between $p$ and $p^\dagger$ through derivative of energy (Legendre transformation) has been recovered by updating $\tilde{p}$ to $\tilde{p}^{(2)}$, condition (14) no longer holds. To satisfy the condition, we have to find a new value of the conjugate momentum by solving (assuming that $\tau \partial e / \partial s = \zeta = \text{const}$ for simplicity)

$$
\dot{\tilde{p}}^{\dagger (2)} = -\zeta \frac{\partial V}{\partial r} 1 - \frac{1}{\tilde{p}^{\dagger (2)}} = -\frac{\partial V}{\partial r} - \frac{1}{\tilde{p}^{\dagger (2)}}.
$$

The solution to this equation is

$$
\tilde{p}^{\dagger (2)} = -\frac{\zeta \frac{\partial V}{\partial r}}{1 - m \zeta^2 \frac{\partial^2 V}{\partial r^2}} \sim -\zeta \frac{\partial V}{\partial r} - m \zeta^2 \frac{\partial V}{\partial r} + O(\zeta)^5.
$$

The latter contribution is obviously of the second order in the relaxation time $\tau$ while the former contribution is identical to the $\tilde{p}^{\dagger}$ found above. This second-order correction of conjugate momentum can be plugged back into the equations for $\dot{r}$ and $\dot{s}$ to obtain

$$
\dot{r} = \frac{-\zeta \frac{\partial V}{\partial r}}{1 - m \zeta^2 \frac{\partial^2 V}{\partial r^2}},
$$

$$
\dot{s} = \frac{\zeta}{\zeta^2 \left(1 - m \zeta^2 \frac{\partial^2 V}{\partial r^2}\right)^2},
$$

which is the second-order DynMaxEnt reduction. It is instructive to compare asymptotic expansion of the evolution equations for small $\tau / \zeta$ with DynMaxEnt.

Note that the singularity suggested by this second order DynMaxEnt is not physically relevant but rather an invitation to a higher order as Equation (20) reveals—independence of $\tilde{p}^{\dagger (2)}$ and $\partial_r V = 0$. In addition, if $\tau \ll 1$, i.e., $\zeta \ll 1$ is small, DynMaxEnt generates a converging sequence of evolution laws where there is no blow-up. Hence, when the parameter $\zeta$ or $\tau$ is not small, the “corrections” stemming from higher order DynMaxEnt might be large and significant. Hence, as we shall further explore below, the higher order corrections seem to be mainly relevant when a small parameter is present.
3.3.3. Damped Particle by Asymptotic Expansions

A hallmark example of the usage of asymptotic expansions in statistical physics is the Chapman–Enskog expansion in kinetic theory [2,22].

In general, the two approaches, asymptotic expansion vs. Dynamic MaxEnt, are very different concepts of obtaining description of a system on a coarser level. The asymptotic analysis (such as the method of multiple scales, homogenisation, regular and singular perturbation methods or boundary layer analysis) does not explicitly assess the lower level of description or what exactly does the asymptotic approximation represents, but, from intuition and the dimensionless form of the evolution equations, one can use the presence of a small parameter to relate two levels of description (more precisely, two different spatial or temporal scales). The number of state variables and evolution equations are typically not changed (although in Chapman–Enskog analysis, evolution equations for several moments of the distribution function somewhat naturally appear) and a suitable choice of the form of expansion series allows a nested problem formulation on the coarser level by sequentially solving each asymptotic order. Note, however, that there is not a unique way to include the small parameter in spatial scaling, etc.

Dynamic MaxEnt, on the other hand, uses projections to the lower level of description (e.g., by relaxation of fast variables). In particular, the number of evolution equations (state variables) can be very different on the two levels in contrast to asymptotic analysis.

Let us compare the asymptotic method of solution with the Dynamic MaxEnt method on the simple problem of a damped particle where the dimensionless parameter $1/\tau$ measures the ratio of the reversible and irreversible evolution. Typically, the timescale of relaxation of dissipative processes is much shorter than the remaining evolution, hence $\tau \ll 1$. The solution to the problem can be searched in the form of asymptotic expansions

\begin{align}
  p &= p_0 + \tau p_1 + \tau^2 p_2 + O(\tau^3), \\
  r &= r_0 + \tau r_1 + O(\tau^2), \\
  s &= s_0 + \tau s_1 + O(\tau^2),
\end{align}

and the conjugate $r^\dagger$ variable has the following expansion

\begin{align}
  r^\dagger &= V_r(r_0 + \tau r_1 + \tau^2 r_2) = V_r(r_0) + \tau V_r(r_0) r_1 + O(\tau^2).
\end{align}

Noting that $p^\dagger = p/m$, the leading order solution is

$$
\tau^{-1} : \quad p_0 = 0,
$$

while the first subleading order gives

$$
\tau^0 : \quad p_1 = -ms^\dagger V_r(r_0), \quad r_0 = \frac{p_0}{m} = 0.
$$

Therefore, $p_1$ is independent of time and the second subleading order reads

\begin{align}
  p_2 &= -ms^\dagger V_{rr}(r_0) r_1 - ms^\dagger p_1 = -ms^\dagger V_{rr}(r_0) r_1, \quad r_1 = \frac{p_1}{m} = -s^\dagger V_r(r_0),
\end{align}

while, finally, $r_2 = p_2/m$. In summary, the reduced evolution up to the second order can be characterised by the following set of equations:

\begin{align}
  r_0 &= 0, \quad r_1 = -s^\dagger V_r(r_0), \quad r_2 = -s^\dagger V_{rr}(r_0) r_1.
\end{align}

From the first subleading order, one could estimate that perhaps $p_0 = 0$, $p_1 = -ms^\dagger r^\dagger$ and thus $\dot{r} = -\tau ms^\dagger r^\dagger$. We can now straightforwardly verify this by using the asymptotic expansions (23).
Hence, indeed, we have $p = -\tau ms^\dagger r^\dagger$ while the remaining equations can be written in the following way:

$$\dot{r} = -\tau s^\dagger r^\dagger,$$

$$\dot{s} = \tau (r^\dagger)^2,$$

which means that the particle tends to the minimum of the potential $V(r)$. These equations are in line with Equations (16), obtained by DynMaxEnt. Additionally, the leading order solution in the asymptotic method corresponds to MaxEnt $\hat{s}(y)$ value (as in the Chapman–Enskog solution to the Boltzmann equation where the leading order solution corresponding to vanishing collision term is the local Maxwell distribution).

Note that we proposed the DynMaxEnt method to be the first order in state variables (both direct and conjugate) accompanied by the second order lower energy $\Delta e(2)$. In particular, if we now compare the lower evolution equations from the asymptotic (26) and dynamic MaxEnt (16), we observe that they are identical with the exception stemming from the correction of the lower energy (conjugates in the lower evolution equations are always with respect to the lower energy). Furthermore, the comparison of the asymptotic solution $p$, Equation (24), and of the dynamic MaxEnt result reveals that: (i) the structure of dynamic MaxEnt iteration resembles asymptotic expansion for a small parameter $\tau$; (ii) the leading order solutions are the same, however, the subleading terms differ.

3.3.4. Relation to GENERIC

Evolution equations for the damped particle (11) can be seen as a particular realization of the General Equation for Non-Equilibrium Reversible-Irreversible Coupling (GENERIC) [4,14,23,24], with the following building blocks

$$L = \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \quad \text{and} \quad \Xi(p) = \frac{1}{2} \frac{1}{\tau} (p^*)^2,$$

where the former expression defines a Poisson bivector while the latter dissipation potential (Irreversible evolution generated by a dissipation potential is also called gradient dynamics. It is in tight relation to the Steepest Entropy Ascent [25,26], which is essentially equivalent to the formulation of GENERIC with dissipative brackets [4]). The dissipation potential is naturally formulated in terms of $p^*$, which can be interpreted as derivative of entropy. The evolution equation consists of reversible part $L \cdot \frac{dE}{dt}$ and irreversible $\Xi_{p^*} |_{p^* = S_p}$. In order to use only derivative w.r.t. energy, we recall the relation among the two representations $p^* = -p^*/s^\dagger$, see [14,27] for more details (Indeed, on the Gibbs–Legendre manifold, where conjugate variables are identified with derivatives of thermodynamic potentials, one has $(\frac{\partial e}{\partial p_i})_e = - (\frac{\partial e}{\partial S})_p (\frac{\partial S}{\partial p_i})^{-1} p^i$ and $(\frac{\partial e}{\partial S})_p = (\frac{\partial S}{\partial e})^{-1} p^i$.) The equations are then explicitly

$$\frac{d}{dt} \begin{pmatrix} r \\ p \\ s \end{pmatrix} = \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \cdot \begin{pmatrix} r^\dagger \\ p^\dagger \\ s^\dagger \end{pmatrix} + \begin{pmatrix} 0 \\ -\frac{1}{\tau} (p^*)^2 \\ \frac{1}{\tau} (p^*)^2 \end{pmatrix},$$

which is the same as Equations (11). The equations thus possess the GENERIC structure.

After the relaxation of the momentum $p$, expressed by Equation (15), evolution of positions becomes irreversible, given by Equation (16). Is this equation compatible with GENERIC? In other words, is there a dissipation potential generating that evolution? The answer is affirmative and actually easy to find at least in the case of the damped particle. Indeed, by evaluating dissipation potential $\Xi(p)$ at the constitutive relation (15), we obtain dissipation potential for the lower level
\[ \Xi \left( r^* \right) = \Xi \left( p^* \right) \bigg|_{p^* = -\tau r^* = \tau e^*} = \frac{\tau}{2} \left( \frac{r^*}{e^*} \right)^2, \]  

where \( e^* = S_e = 1/s^t \), \( e \) being total energy of the particle. Derivative of this dissipation potential w.r.t. \( p^* \) reads

\[ \dot{r} = \Xi \left( r^* \right) \frac{r^*}{(e^*)^2} = -\tau s^t r^t, \]  

which is the reduced evolution equation (16). In other words, at least in this particular case the reduced evolution equation for \( r \) is generated by a dissipation potential constructed from the original dissipation potential for \( p \) by a projection, see also [21]. At least in the case of damped particle, the reduced evolution is a particular realization of GENERIC, and the reduced dissipation potential is obtained from the original dissipation potential.

### 3.4. Summary of the Dynamic MaxEnt Method

A few remarks should be pointed out:

1. MaxEnt with constraints corresponding to a chosen projection linking the two levels of description is equivalent to MinEne with the same constraints. This follows from the same argument as used in ([27], Ch 5.1) only with the addition of constraints which, crucially, describe the same manifold in the phase space of \((S, E, x)\).

2. It is important to consider direct and conjugate variables to be independent until reaching the Legendre manifold where they are related via appropriate entropy. This stands out during the MaxEnt procedure as noted above and in the contact-geometric formulation in Section 5.

3. Static MaxEnt should be seen as not providing a relation among conjugate variables but rather only among the direct ones. This can be appreciated in a special case of projection that corresponds to a relaxation of fast variables in the system, hence removing some of the state variables \( x \) when a transition to a less microscopic description is carried out. For this point of view, it is essential to consider direct and conjugate variables as independent.

4. If direct and conjugate variables are not considered independent during MaxEnt and hence MaxEnt would provide MaxEnt values for both reduced and conjugate variables, the dynamics on MaxEnt manifold would be (typically) such that its vector field would be “sticking out”, i.e., driving the dynamics out of the MaxEnt manifold. The correction in finding \( \tilde{x}^\ast \left( y, y^* \right) \) is exactly such that the MaxEnt manifold \( \tilde{\mathcal{M}} \) in direct variables is never left by the dynamics.

5. The distinction of direct and conjugate variables has several crucial benefits. First, it guarantees the thermodynamic structure of the evolution equations (potentials, reversible and irreversible parts of equations, CR GENERIC or possibly GENERIC structure). Secondly, this distinction of state variables enables to always sustain the MaxEnt, i.e., the most probable, value of the direct variables on the lower description (as discussed above). This cannot be achieved in an asymptotic framework/approach, where such knowledge is not at hand and the solution is searched in the form of asymptotic corrections to a leading order solution.

6. Parity of the state variables with respect to time reversal typically changes during the DynMaxEnt reduction. For instance, the momentum, which was initially an odd variable, becomes proportional to the gradient of potential, which is even, or the conformation tensor (which is initially even) becomes proportional to the shear rate, which is odd. Similarly, behavior with respect to space-time transformations (e.g., Galilean boost) also changes. For instance, momentum of a particle, the value of which of course depends on the choice of inertial laboratory frame, becomes independent of Galilean boosts after the reduction (being proportional to gradient of the potential). This is compatible with the multiscale point of view of the studied systems. For instance, if one is able to measure the conjugate entropy flux \( w \) (see Section 4.3) directly, one can also see that Galilean boost affects it, and one should stay on the level of description
where \( w \) is among the state variables. On the other hand, if one only measures \( w \) in the relaxed state, where it is proportional to the gradient of temperature, one does not see the effect of Galilean boosts anymore, and one can safely work on the Fourier level, where \( w \) is no longer among the state variables. In summary, the behavior of physical quantities with respect to time reversal and space-time transformations crucially depends on the chosen level of description, and this level-dependent behavior is compatible with the multiscale point of view of physical systems.

The comparison to the asymptotic expansion methods provided further insight into the Dynamic MaxEnt method. For example, the asymptotic analysis provides corrections to the solution at each order, whereas Dynamic MaxEnt provides relations for closures/fluxes. In the particular examples above, it may seem that both methods yield the same set of leading order evolution equations but note that this is only when one can explicitly solve the asymptotic problems in each order. As noted above, typically asymptotic methods do not change the number of equations as opposed to Dynamic MaxEnt, where the number is given by the projection. Asymptotic methods also typically do not change parity with respect to time reversal, whereas DynMaxEnt does [28]. Finally, note that Dynamic MaxEnt does not rely per se on the presence of a small parameter but rather on the existence of a projection which is similar but not the same.

In summary, Dynamic MaxEnt does not have (and perhaps should not have) an aim to find other than the leading order evolution equations on a specified level. From all the observations and discussion above, we propose that the most appropriate choice for this aim is to find and keep the static MaxEnt values of direct variables exactly while identifying the conjugate state variables in such a way that evolution (dynamics) stays exactly on this MaxEnt value of direct variables; entropy is modified in such a way as to correspond to conjugate variables and the first correction of the direct variables. It seems that, if the zero-th order asymptotic solution coincides with the static MaxEnt value of the direct state variable \( x(y) \), the asymptotic expansion method yields the same leading order behaviour as the Dynamic MaxEnt (although without the thermodynamic structure and new phenomena linked to the change of entropy accompanying the transition of scales). Interestingly, we found in the studied example that even higher order asymptotic solutions seem to be related to the Dynamic MaxEnt method, although it is yet unclear how exactly and will be subjected to further research.

4. Applications in Continuum Thermodynamics

Let us now demonstrate the Dynamic MaxEnt on a few examples in continuum thermodynamics, namely on relaxation of conformation tensor, relaxation of Reynolds stress, and hyperbolic heat conduction. The former two examples were already discussed in [14].

4.1. Suspension of Hookean Dumbbells

4.1.1. Non-Equilibrium Thermodynamics of Conformation Tensor

First, let the state variables be density of matter \( \rho \), momentum density \( u \), entropy density \( s \) and conformation tensor \( c^{ij} \), which expresses correlations of dumbbell orientation and prolongation. Poisson bracket expressing kinematics of these state variables is

\[
\{ A, B \}^{(c)} = \{ A, B \}^{(FM)} + \int \text{d}r c^{ij} \left( \partial_k A c^{ij}_k B u_k - \partial_k B c^{ij}_k A u_k \right)
+ \int \text{d}r c^{ij} \left( (A c^{ij}_k + A c^{jk}_i) \partial_i B u_k - (B c^{ij}_k + B c^{jk}_i) \partial_i A u_k \right),
\]

where \( c^{ij} \) was identified with \( c^{ij}_c \) for simplicity of notation. Bracket \( \{ \bullet, \bullet \}^{(FM)} \) is the fluid mechanics Poisson bracket (A3). Note that the conformation tensor is related to the left Cauchy-Green tensor \( B \).
by $c = \rho B$. Reversible evolution equations for state variables $x = (\rho, u, s, c)$ implied by bracket (31) are
\begin{align}
\frac{\partial \rho}{\partial t} &= -\partial_i \left( \rho E_{ui} \right), \\
\frac{\partial u_i}{\partial t} &= -\partial_j \left( u_i E_{ui} \right) - \rho \partial_i E_\rho - u_j \partial_i E_{uj} - s \partial_i E_s - c_{ik} \partial_i E_{c_{ik}} + \partial_k \left( c_{ij} \left( E_{c_{ij}} + E_{c_{ji}} \right) \right), \\
\frac{\partial s}{\partial t} &= -\partial_i \left( s E_{ui} \right), \\
\frac{\partial c_{ij}}{\partial t} &= -\partial_k \left( c_{ij} E_{uk} \right) + c_{kj} \partial_k E_{ui} + c_{ik} \partial_k E_{uj}.
\end{align}

where $E$ is the total energy of the system.

With energy
\[ E = \int d\mathbf{r} \left[ \frac{u^2}{2\rho} + \varepsilon(\rho, s, c) \right], \tag{33} \]
where internal energy $\varepsilon$ still remains unspecified, evolution equation (32d) can be rewritten in terms of the upper-convected time-derivative as
\[ \nabla \mathbf{c} = -\mathbf{c} \nabla \cdot \mathbf{v}, \quad \mathbf{v} = \frac{\mathbf{u}}{\rho}, \tag{34} \]
which is the reversible part of Maxwell rheological model [29].

Considering a suspension of Hookean dumbbells, entropy is
\[ S = \int d\mathbf{r} \left[ \frac{1}{2} nk_B \ln \det \mathbf{c} + s \left( n, e - \frac{u^2}{2\rho} - \frac{1}{2} H \text{Tr} \mathbf{c} \right) \right], \tag{35} \]
as derived for instance in [14]. Parameter $H$ is the spring constant of the dumbbells, and $n$ represents concentration of dumbbells. Derivative of this entropy with respect to $c$ is
\[ c^*_{ij} = \frac{\partial S}{\partial c_{ij}} = \frac{1}{2} k_B n \delta_{ij} - \frac{1}{2} H \delta_{ij}, \tag{36} \]
which is equal to zero for
\[ \mathbf{c} = \frac{k_B T n}{H} \mathbf{1}. \tag{37} \]

This is the MaxEnt value of $c$. Note that inverse temperature $T^{-1}$ is identified as derivative of entropy with respect to energy density.

Dissipation potential can be prescribed as
\[ \Xi(c) = \int d\mathbf{r} \Lambda c_{ij} c^*_{ik} c^*_{kj}, \tag{38} \]
the derivative of which is
\[ \Xi^c_{ij} = 2 \Lambda c_{ik} c^*_{kj}, \tag{39} \]
The evolution equation of $c$ then gains an irreversible term,
\[ \frac{\partial \Xi^c(c)}{\partial c_{ij}} \bigg|_{c_{ij}=0} = -\frac{\Lambda c H}{T} \left( c_{ij} - \frac{k_B T n}{H} \delta_{ij} \right). \tag{40} \]
After the transformation to the energetic representation (conjugates with respect to energy rather than entropy), the sum of the reversible and irreversible contributions to evolution equations for \((\rho, u, c, s)\) is prepared for the DynMaxEnt reduction.

### 4.1.2. DynMaxEnt to Hydrodynamics

Let us now apply the Dynamic MaxEnt reduction so that the conformation tensor \(c\) relaxes. The energetic representation reversible Equations (32) and irreversible Equations (40) together are

\[
\begin{align*}
\frac{\partial \rho}{\partial t} &= - \partial_i \left( \rho u_i^\dagger \right), \\
\frac{\partial u_i}{\partial t} &= - \partial_j \left( u_j u_i^\dagger \right) - \rho \partial_i \rho^\dagger - u_j \partial_i u_j^\dagger - s \partial_i s^\dagger - \\
&- c_{jk} \partial_i c_{ik}^\dagger + \partial_k \left( c_{ij} \left( c_{ij}^\dagger + c_{ji}^\dagger \right) \right), \\
\frac{\partial s}{\partial t} &= - \partial_i \left( su_i^\dagger \right) + 2 \frac{\Lambda_c}{(s^\dagger)^2} c_{ij} c_{ij}^\dagger, \\
\frac{\partial c_{ij}}{\partial t} &= - \partial_k \left( c_{ij} u_k^\dagger \right) + c_{kj} \partial_k u_i^\dagger + c_{ik} \partial_i u_j^\dagger - 2 \frac{\Lambda_c}{s^\dagger} c_{ij}^\dagger c_{ij}^\dagger.
\end{align*}
\]

Consider now the isothermal incompressible case (The compressible case and the origin of incompressibility were discussed in [19]), i.e., \(S_c = T = \text{const}, n = \text{const}\) and \(\nabla \cdot \mathbf{u}^\dagger = 0\). Equations (41b) and (41d) at the MaxEnt value of \(c\) (given by Equation (37)) become

\[
\begin{align*}
\frac{\partial u_i}{\partial t} &= - \partial_j \left( u_j u_i^\dagger \right) - \rho \partial_i \rho^\dagger - u_j \partial_i u_j^\dagger - s \partial_i s^\dagger - \\
&- k_B T n \frac{\partial}{\partial i} \text{Tr} \mathbf{c}^\dagger + k_B T n \frac{\partial}{\partial k} \left( c_{ik}^\dagger + c_{ki}^\dagger \right), \\
0 &= \partial_j u_i^\dagger + \partial_i u_j^\dagger - 2 \frac{\Lambda_c}{T} c_{ij}^\dagger.
\end{align*}
\]

The last equation has a solution

\[
c^\dagger = \frac{T}{2 \Lambda_c} \left( \nabla \mathbf{u}^\dagger + \left( \nabla \mathbf{u}^\dagger \right)^T \right), \quad \text{Tr} \mathbf{c}^\dagger = 0.
\]

By plugging this solution into the equation for momentum density, we obtain the Navier–Stokes equation for momentum density

\[
\frac{\partial u_i}{\partial t} = - \partial_j \left( u_j u_i^\dagger \right) - \rho \partial_i \rho^\dagger - u_j \partial_i u_j^\dagger - s \partial_i s^\dagger + k_B T n \frac{\partial}{\partial i} \text{Tr} \mathbf{c}^\dagger + k_B T n \frac{\partial}{\partial k} \left( c_{ik}^\dagger + c_{ki}^\dagger \right),
\]

where the coefficient \(k_B T n / H \Lambda_c\) corresponds to the shear viscosity and \(\mathbf{u}^\dagger = \mathbf{E}_u = \mathbf{v} = \mathbf{u} / \rho\) is the velocity.

The Dynamic MaxEnt reduction of the conformation tensor leads to the Newtonian shear stress tensor.

### 4.2. Reynolds Stress

We now turn to a complex fluid where momentum–momentum correlations between two neighboring particles matter, the correlation being expressed by the Reynolds stress tensor \(R_{ij}\).
4.2.1. Non-Equilibrium Thermodynamics of Reynolds Stress

Let the state variables be \( \mathbf{x} = (\rho, \mathbf{u}, s, \mathbf{R}) \). The Poisson bracket expressing kinematics of \( \mathbf{x} \) is

\[
\{ A, B \}^{(\mathbf{R})} = \{ A, B \}^{(\text{FM})} + \int \mathbf{d} \mathbf{r} R_{ij} \left( \partial_k A_{R_{ij}} B_{u_k} - \partial_k B_{R_{ij}} A_{u_k} \right) - \int \mathbf{d} \mathbf{r} R_{ij} \left( \left( A_{R_{ij}} + A_{R_{ji}} \right) \partial_k B_{u_i} - \left( B_{R_{ij}} + B_{R_{ji}} \right) \partial_k A_{u_i} \right),
\]

see, e.g., [14,30]. The reversible evolution equations are then

\[
\frac{\partial \rho}{\partial t} = - \partial_i \left( \rho \mathbf{E} u_i \right), \quad (46a)
\]

\[
\frac{\partial u_i}{\partial t} = - \partial_j \left( u_i \mathbf{E} u_j \right) - \rho \partial_i \mathbf{E} \rho - u_j \partial_i \mathbf{E} u_j - s \partial_i \mathbf{E} s - R_{kj} \partial_i \mathbf{E} u_k - R_{ki} \partial_j \mathbf{E} u_k, \quad (46b)
\]

\[
\frac{\partial s}{\partial t} = - \partial_i \left( s \mathbf{E} u_i \right), \quad (46c)
\]

\[
\frac{\partial R_{ij}}{\partial t} = - \partial_k \left( \mathbf{E} R_{ij} u_k \right) - R_{kj} \partial_i \mathbf{E} u_k - R_{ki} \partial_j \mathbf{E} u_k. \quad (46d)
\]

Let entropy be given by

\[
S^{(\mathbf{R})} = \int \mathbf{d} \mathbf{r} \left[ s \left( \rho, e - \frac{u^2}{2\rho} + \frac{1}{2m} \text{Tr} \mathbf{R} \right) + \frac{1}{2} \frac{k_B}{m} \rho \ln \det \mathbf{R} \right], \quad (47)
\]

where \( Q_R \) is an appropriately chosen constant. The reason for this entropy is analogous to the entropy (35). A derivative of entropy (47) with respect to \( \mathbf{R} \) is

\[
R_{ij}^* = \frac{\partial S^{(\mathbf{R})}}{\partial R_{ij}} = - \frac{1}{2m} \mathbf{S} \delta_{ij} + \frac{k_B \rho}{2m} (R^{-1})_{ij}, \quad (48)
\]

which is equal to zero if and only if

\[
R_{ij} = k_B T \rho \delta_{ij}. \quad (49)
\]

This is the MaxEnt value of \( \mathbf{R} \), at which the Reynolds stress is proportional to the unit matrix. Similarly as in the preceding section, we choose dissipation potential

\[
\Xi^{(\mathbf{R})} = \int \mathbf{d} \mathbf{r} \Lambda_{\mathbf{R}} R_{ij}^* R_{jk}^* R_{ki}^*, \quad (50)
\]

the derivative of which is

\[
\Xi^{(\mathbf{R})}_{R_{ij}^*} = 2 \Lambda_{\mathbf{R}} R_{jk}^* R_{ki}^*. \quad (51)
\]

Note that \( R_{ij}^* \) was identified with \( R_{ij} \) and similarly for \( \mathbf{R}^* \) for simplicity of notation. Evolution equation of \( \mathbf{R} \) then gains an irreversible term

\[
\frac{\partial \Xi^{(\mathbf{R})}}{\partial R_{ij}^*} \bigg|_{R^* = S_R} = - \frac{\Lambda_R}{Tm} (\mathbf{R} - k_B T \rho \mathbf{I}). \quad (52)
\]
By combining the reversible evolution (46) and irreversible (52), we obtain

\[
\frac{\partial \rho}{\partial t} = -\partial_i (\rho E_{ij}), \\
\frac{\partial u_i}{\partial t} = -\partial_j \left( u_i E_{ij} - \rho \partial_j E_{ij} - u_j \partial_i E_{ij} - s \partial_i s - R_{kj} \partial_i E_{R_{kj}} - \partial_k \left( R_{ij} (E_{R_{kj}} + E_{R_{jk}}) \right) \right),
\]

\[
\frac{\partial s}{\partial t} = -\partial_i \left( s E_{ij} \right) + 2 \Lambda^R \left( E_{R_{ij}} \right) \left( E_{R_{jk}} \right),
\]

\[
\frac{\partial R_{ij}}{\partial t} = -\partial_k \left( R_{ij} u_k \right) - R_{kj} \partial_i u_k - R_{ki} \partial_j u_k - 2 \Lambda^R \left( R_{ij} \right) \left( R_{ik} + R_{ki} \right),
\]

which are the GENERIC evolution equations for fluid mechanics with Reynolds stress. For instance, the last equation can be rewritten as

\[
\frac{\partial R_{ij}}{\partial t} = -\partial_k \left( R_{ij} v_k \right) - R_{kj} \partial_i v_k - R_{ki} \partial_j v_k - 2 \Lambda^R \left( R_{ij} \right) \left( R_{ik} + R_{ki} \right),
\]

from which the tendency to relaxation of the Reynolds stress tensor to the respective MaxEnt value is obvious.

### 4.2.2. DynMaxEnt to Hydrodynamics

As in the case of the conformation tensor in Section 4.1, let us now show how the Reynolds stress relaxes. The MaxEnt value (49) can be plugged into Equations (53). Assuming again isothermal incompressible flow, \( \rho = \text{const} \), \( \nabla \cdot \mathbf{u} = 0 \) and \( S_e = T = \text{const} \), the equations become

\[
\frac{\partial u_i}{\partial t} = -\partial_j \left( u_i u_j + \frac{s}{\rho} \partial_i \rho \right) - \frac{2 k_B T}{E_s} \rho \mathbf{R} \cdot \left( \mathbf{R} \right) - 2 \Lambda^R \rho \mathbf{R} \cdot \left( \mathbf{R} \right),
\]

\[
0 = -k_B T \rho \left( \partial_i u_i + \partial_i u_i^\dagger \right) - 2 \Lambda^R k_B \rho \mathbf{R} \cdot \left( \mathbf{R} \right),
\]

The last equation has a solution

\[
\mathbf{R}^\dagger = -\frac{T}{2 \Lambda^R} \left( \nabla \mathbf{u}^\dagger + \left( \nabla \mathbf{u}^\dagger \right)^T \right) \quad \text{and} \quad \text{Tr} \mathbf{R} = 0.
\]

Plugging this solution back into the equation for \( \mathbf{u} \) leads to

\[
\frac{\partial u_i}{\partial t} = -\partial_j \left( u_i u_j + \frac{s}{\rho} \partial_i \rho \right) - \partial_j \rho \partial_i u_j^\dagger - \partial_i \partial_j \rho \partial_j \rho^\dagger - \frac{k_B T^2}{\Lambda^R} \partial_k \left( \partial_i u_i^\dagger + \partial_i u_i^\dagger \right),
\]

which is again the Navier–Stokes equation with shear viscosity. Relaxation of Reynolds stress thus leads to extra (also called turbulent) viscosity by means of the Dynamic MaxEnt reduction.
4.3. Hyperbolic Heat Conduction

4.3.1. Non-Equilibrium Thermodynamics of Heat

Kinematics of heat transfer can be thought of as kinematics of phonons, and kinematics of phonons has been successfully described by Boltzmann-like dynamics, where the distribution function of phonons plays the role of state variable, see e.g., book [31]. By the reduction from the kinetic theory to fluid mechanics, see e.g., [1,14], kinematics of phonons can be expressed in terms of the entropy density and momentum related to entropy transport, the kinematics of which is expressed by a hydrodynamic-like Poisson bracket (see [32]). Subsequent transformation to density of matter $\rho$, total momentum of matter and phonons $m$, entropy density $s$ and conjugate entropy flux $w$, which is equal to the ratio of phonon momentum and entropy density, leads to bracket

$$\{F, G\}^{(\text{Cat})} = \{F, G\}^{(\text{FM})}\bigg|_{u=m} + \int \text{d}r (G_{wi}\partial_i F_s - F_{wi}\partial_i G_s)$$

$$+ \int \text{d}r w_i \left(\partial_i F_{wi} G_{mj} - \partial_i G_{wi} F_{mj}\right)$$

$$+ \int \text{d}r \frac{1}{s} \left(\partial_i w_j - \partial_j w_i\right) F_{wi} G_{wj},$$

(58)

expressing kinematics of matter and heat—the Cattaneo Poisson bracket. The name Cattaneo is due to the implied hyperbolicity of heat transport [19]. The Poisson bracket (58) generates reversible evolution equations

$$\frac{\partial \rho}{\partial t} = -\partial_k (\rho E_m k),$$

(59a)

$$\frac{\partial m_i}{\partial t} = -\partial_j (m_i E_m j) - \partial_j (w_i E_{wi}) - \rho \partial_i E_{\rho} - m_i \partial_i E_{mj} - s \partial_i E_s$$

$$- w_k \partial_i E_{wk} + \partial_i (E_{wk} w_k),$$

(59b)

$$\frac{\partial s}{\partial t} = -\partial_k \left(s E_{wk} + E_{wk}\right),$$

(59c)

$$\frac{\partial w_k}{\partial t} = -\partial_k E_s - \partial_k (w_i E_{mj}) + \left(\partial_i w_j - \partial_j w_i\right) \left(E_{mj} + \frac{1}{s} E_{wi}\right).$$

(59d)

These evolution equations express reversible dynamics of fluid mechanics and conjugate entropy flux $w$. Note that, for the heat flux, i.e., flux of energy, the usual relation $q = E_s E_{wk} = T^{(s)}$ holds true, see [14] for more details.

Local dissipation is enforced by adopting an algebraic dissipation potential, the simplest of which is

$$\Xi(w^*) = \int \text{d}r \frac{1}{2} \frac{1}{\tau} (w^*)^2 = \int \text{d}r \frac{1}{2} \frac{1}{\tau} \left(\frac{1}{s} w^*\right)^2,$$

(60)

where the last equality follows from the transformation between energetic and entropic representation. Then, the irreversible terms generated by this dissipation potential are added to the reversible evolution, Equations (59),
\[ \frac{\partial \rho}{\partial t} = -\partial_k (\rho m^+_k), \]  
\[ \frac{\partial m_i}{\partial t} = -\partial_j (m_i m^+_j) - \partial_j (w_i w^+_j) - \rho \partial_i \rho^+ - m_j \partial_j m^+_j - s \partial_i s^+, \]  
\[ \frac{\partial s}{\partial t} = -\partial_k \left( sm^+_k + w^+_k \right) + \frac{1}{\tau (s^+)^2} (w^+)^2, \]  
\[ \frac{\partial w_k}{\partial t} = -\partial_k s^+ - \partial_k (w_i m^+_j) + (\partial_k w_j - \partial_j w_k) \left( m^+_j + \frac{1}{s} w^+_j \right) - \frac{1}{\tau s^+} w^+_k. \]

These are the GENERIC equations for fluid mechanics with hyperbolic heat conduction.

4.3.2. DynMaxEnt to Fourier Heat Conduction

The simplest possible dependence of entropy on the extra field \( w \) is quadratic (keeping in mind that \( S \) has to be a concave and even with respect to time reversal functional),

\[ S(\rho, m, e, w) = \int d\mathbf{r} \left[ \rho, e - \frac{m^2}{2\rho} - \frac{1}{2} \alpha w^2 \right]. \]

Consequently, entropy is highest (for given fields \( \rho, u \) and \( e \)) at \( w = 0 \), which is the MaxEnt estimate \( \tilde{w} \). Plugging this value into Equations (61) leads to

\[ \frac{\partial \rho}{\partial t} = -\partial_i (\rho m^+_i), \]  
\[ \frac{\partial m_i}{\partial t} = -\partial_j (m_i m^+_j) - \rho \partial_i \rho^+ - m_j \partial_j m^+_j - s \partial_i s^+, \]  
\[ \frac{\partial s}{\partial t} = -\partial_k \left( sm^+_k + w^+_k \right) + \frac{1}{\tau (s^+)^2} (w^+)^2, \]  
\[ 0 = -\partial_i s^+ - \frac{1}{\tau s^+} w^+_i. \]

Equation (63d) has the solution

\[ \tilde{w}^+ = -\tau s^+ \nabla s^+. \]

Plugging this value into the rest of Equations (63), we obtain

\[ \frac{\partial \rho}{\partial t} = -\partial_i (\rho E_{m_i}), \]  
\[ \frac{\partial m_i}{\partial t} = -\partial_j (m_i E_{m_j}) - \rho \partial_i E_\rho - m_j \partial_j E_{m_j} - s \partial_i E_s, \]  
\[ \frac{\partial s}{\partial t} = -\partial_k \left( s E_{m_k} - \tau E_s \partial_k E_s \right) + \tau (\nabla E_s)^2, \]

which are Euler equations with Fourier heat conduction. Indeed, denoting local temperature \( E_s \) as \( T \), the entropy flux is

\[ J^{(s)} = -\tau T \nabla T = -\lambda \nabla T \]

where \( \lambda = T^2 \tau \) is the heat conductivity and \( q = -\lambda \nabla T \) is the heat flux.
One can also seek higher order corrections by means of the infinite DynMaxEnt chain. The corrected value of $w$ implied by Equation (63d) is
\[ w^{(2)} = -\frac{\tau}{\alpha} T \nabla T, \]
which leads to energy
\[ E = \int d\tau \left( \frac{m^2}{2\rho} + \epsilon(\rho, s) + \frac{1}{2} \tau \alpha \varepsilon^2 (\nabla \varepsilon)^2 \right). \]

This is a weakly non-local energy implied by the second-order DynMaxEnt correction.

In summary, Fourier’s law, which tells us that heat flows from a hotter body to a colder body, can be derived by the dynamic MaxEnt reduction from the coupled dynamics of phonons and fluid mechanics. The only irreversibility on the higher level of description is present in the evolution equation for $w$. After the reduction, this irreversibility leads to irreversible terms in the equation for entropy (irreversible entropy flux and entropy production). Note that this reduction is again compatible with the asymptotic expansion carried out in [33].

4.4. Magnetohydrodynamics

Let us now turn to DynMaxEnt when the electromagnetic field is present.

4.4.1. Non-Equilibrium Thermodynamics of Charged Mixtures

Dynamics of charged mixtures is governed by the Maxwell equations interacting with fluid mechanics of the species, see ([14] Section 6.4). Let us start with a Poisson bracket for the binary mixture of oppositely charged species endowed with a single entropy, total momentum density, displacement field and magnetic field, that is,
\[
\{ F, G \}^{(EMHD-2)}_{\rho_+, \rho_-, m, \rho, s, D, B} = \{ F, G \}^{(CIT-2)}_{\rho_+, \rho_-, m, s} \]
\[
\begin{align*}
\{ F, G \}^{(EM)}_{D, B} &+ \int d\tau \left( F_{D_i} \varepsilon_{ijk} \partial_j G_{B_k} - G_{D_i} \varepsilon_{ijk} \partial_j F_{B_k} \right) \\
&+ \int d\tau \left( \partial_j F_{D_i} G_{m_j} - \partial_j G_{D_i} F_{m_j} \right) \\
\{ F, G \}^{(SP)}_{D, m} &+ \int d\tau \partial_j D_{j} (F_{m_i} G_{D_i} - G_{m_i} F_{D_i}) \\
&+ \int d\tau \left( \partial_j F_{m_i} G_{B_i} - \partial_j G_{m_i} F_{B_i} \right) \\
\{ F, G \}^{(SP)}_{B, m} &+ \int d\tau \partial_j B_{i} (F_{m_i} G_{B_i} - G_{m_i} F_{B_i}) \\
&+ \int d\tau \left( \partial_i F_{m_j} G_{B_i} - \partial_i G_{m_j} F_{B_i} \right),
\end{align*}
\]
where the CIT2 (binary classical irreversible thermodynamics [1,34]) bracket stands for
\[
\{ F, G \}^{(CIT-2)}_{\rho_+, \rho_-, m, s} = \int d\tau \rho_+ \left( \partial_i F_{\rho_+} G_{m_i} - \partial_i G_{\rho_+} F_{m_i} \right) \\
+ \int d\tau \rho_- \left( \partial_i F_{\rho_-} G_{m_i} - \partial_i G_{\rho_-} F_{m_i} \right) \\
+ \int d\tau m_i \left( \partial_i F_{m_i} G_{m_i} - \partial_i G_{m_i} F_{m_i} \right) \\
+ \int d\tau s \left( \partial_i F_{s} G_{m_i} - \partial_i G_{s} F_{m_i} \right),
\]
cf. bracket (A3).
This system is additionally required to satisfy the Gauß laws for electric and magnetic charge, respectively. We have

$$\partial_t D_i = qe_0 \left( \frac{\rho_-}{m_-} - \frac{\rho_+}{m_+} \right) \quad \text{and} \quad \partial_t B_i = 0 , \quad (71)$$

where the right-hand side of Equation (71)$_{\text{left}}$ is the free charge density.

Total density $\rho = \rho_+ + \rho_-$ and the free charge density can be used for the description instead of $\rho_+$ and $\rho_-$. Such transformation allows for the projection to the state variables without free charge density (i.e., where free charge density is relaxed) by letting the functionals depend only on $(\rho, m, s, D, B)$. Consequently, bracket (69) transforms into

$$\{ F, G \}^{(\text{EMHD})}(\rho, m, s, D, B) = \{ F, G \}^{(\text{FM})}(\rho, m, s) + \{ F, G \}^{(\text{EM})}(D, B) + \{ F, G \}^{(\text{SP})}(D, m) + \{ F, G \}^{(\text{SP})}(B, m) , \quad (72)$$

and it is equipped with the updated constraint on the displacement field (given by the relaxed value of free charge density, typically zero) and magnetic field. Bracket (72) describes reversible evolution of electroneutral continuum coupled with the Maxwell equations.

Although the continuum described by bracket (72) is electroneutral, it can conduct electric current. This can be seen as a dissipation of the displacement field as suggested in [35]. Let us define dissipation potential

$$\Xi(D^s) = \int d^3 \sigma \left( \frac{D^s}{s^4} \right)^2 . \quad (73)$$

The reversible evolution generated by (72) and the irreversible evolution due to (73) give together

$$\begin{align*}
\frac{\partial \rho}{\partial t} &= -\partial_k (\rho m^k) , \quad (74a) \\
\frac{\partial m_i^j}{\partial t} &= -\partial_i (m_j m^j) - \rho \partial_i \rho^i - m_j \partial_i m^j - s \partial_i s^i - D_i \partial_i D_j^i - B_j \partial_i B_i^j \\
&\quad + \partial_k (D_i D_i^k + B_i B_i^k) , \quad (74b) \\
\frac{\partial s}{\partial t} &= -\partial_k \left( s m_k^k \right) + \frac{\sigma}{(s^4)^2} (D^4)^2 , \quad (74c) \\
\frac{\partial D_i}{\partial t} &= \varepsilon_{ijk} \partial_j B_k^i - \partial_j \left( D_i m_j - m_j D_i \right) - m_i^j \partial_j D_j - \frac{\sigma}{s^4} D_i^4 , \\
\frac{\partial B_i}{\partial t} &= -\varepsilon_{ijk} \partial_j B_k^i - \partial_j \left( B_i m_j - m_j B_i \right) - m_i^j \partial_j B_j . \quad (74e)
\end{align*}$$

The conjugate displacement field $D^s$ is interpreted as electric intensity $E$, and the irreversible (last) term in Equation (74d) then tells that the electric current is $J = q_0 E$. Dissipation in the $D$ field can be thus seen as Ohm’s law (Alternatively, Ohm’s law can be derived from the relaxation of matter in the presence of the electric field, see [14]).

4.4.2. DynMaxEnt to the Displacement Field—Passage to MHD

Let us apply the DynMaxEnt reduction to the displacement field in Equations (73) so that we approach the magnetohydrodynamics (MHD). The reversible part of the MHD equations can be obtained easily by projection to variables $(\rho, m, s, B)$ as in [14], but we wish to also obtain the irreversible part of the equations.
Assuming energy quadratic in $D$, the MaxEnt value is $\tilde{D} = 0$, which erases all terms containing the displacement field (but not $D^\dagger$) from the equations. Except for the evolution of entropy, $D^\dagger$ only remains in Equation (74d), which can be solved and gives

$$\tilde{D}^\dagger_i = \frac{s^t}{\sigma} \epsilon_{ijk} \partial_j B^\dagger_k.$$  

Introducing the curl of Equation (75) into Equation (74d) yields a dissipative evolution equation for the magnetic field. The complete set of equations after this reduction reads

$$\frac{\partial \rho}{\partial t} = -\partial_k (\rho m^\dagger_k),$$  

$$\frac{\partial m_i}{\partial t} = -\partial_j (m_i m^\dagger_j) - \rho \partial_i \rho^\dagger - m_j \partial_j m^\dagger_i - s \partial_j s^\dagger - B_j \partial_i B^\dagger_j + \partial_j (B_j B^\dagger_i),$$  

$$\frac{\partial s}{\partial t} = -\partial_k \left( s m^\dagger_k \right) + \frac{1}{\sigma} (\nabla \times B^\dagger)^2,$$  

$$\frac{\partial B_i}{\partial t} = -\partial_j \left( B_i m^\dagger_j - m^\dagger_j B_j \right) - m^\dagger_i \partial_j B_j - \epsilon_{ijk} \partial_j \left( \frac{s^t}{\sigma} \epsilon_{klm} \partial_l B^\dagger_m \right),$$

which is compatible with [36]. The first terms on the right-hand side of Equation (76d) can be further simplified for constant $\sigma/s^\dagger$, provided that the contribution of the magnetic field to the energy is $B^2_\mu$. We can then write

$$\frac{\partial B}{\partial t} = \frac{s^t}{\mu_0 \sigma} \Delta B - \nabla \times \left( B \times m^\dagger \right),$$

where $\partial_j B_j = 0$ was finally used. Keeping in mind that $m^\dagger = v$, Equation (77) is the advection–diffusion equation for the magnetic field, cf. ([37] Equation 2.15) or [38]. The coefficient $\frac{s^t}{\mu_0 \sigma}$ is referred to as the magnetic diffusivity.

In summary, after the relaxation of free charge density, one gets the electroneutral continuum coupled with Maxwell equations. Further dissipation in the displacement field then leads by the DynMaxEnt reduction to the MHD equations including magnetic diffusivity.

5. Contact Geometry

Contact geometry seems to be the so far most general geometric formulation of non-equilibrium thermodynamics. It started with works of Hermann [11] in equilibrium thermodynamics and continued to non-equilibrium thermodynamics, e.g., [12,15,39–41] and many others. Here, we adopt a recent version of contact-geometric formulation of GENERIC from [14].

6. Contact GENERIC

We begin by introducing a space

$$\mathcal{M}^{(cont)} = \mathbf{M} \times \mathbf{M}^* \times \mathbf{N}^*_\text{eq} \times \mathbf{N}_\text{eq} \times \mathbb{R}$$  

(78)

with coordinates $(x, x^*, y^*, y, \phi)$. The space $\mathbf{M}$ with elements $x$ is the state space, the space $\mathbf{M}^*$ with elements $x^*$ is its dual. Similarly, $\mathbf{N}_\text{eq}$ with elements $y$ is the state space on the equilibrium level, $\mathbf{N}^*_\text{eq}$ with elements $y^*$ is its dual. We recall that $y = (E, N)$ and $y^* = (E^*, N^*)$, where $E^* = \frac{1}{\mu}$ and $N^* = -\frac{T}{\mu}$. We moreover introduce the fundamental thermodynamic relation $S = S(x), y = y(x)$ represented in $\mathbf{M} \times \mathbf{N}_\text{eq} \times \mathbb{R}$ by the Gibbs manifold $\mathcal{M}^{(G)}$ that is the image of the mapping

$$x \mapsto (x, y(x), S(x)).$$  

(79)
Corresponding to the fundamental thermodynamic relation is the thermodynamic potential \( \Phi(x, y^*) = -S(x) + \langle y^*, y(x) \rangle \), where \( \langle \cdot, \cdot \rangle \) denotes the inner product.

The Gibbs manifold \( \mathcal{M}(G) \) can be now extended to the **Gibbs-Legendre manifold** \( \mathcal{M}^{(GL)} \) (in the shorthand notation GL manifold) that is the image of the mapping

\[
(x, y^*) \mapsto (x, \Phi_x(x, y^*), y^*, \Phi_{y^*}(x, y^*), \Phi(x, y^*))
\]

(80)

in \( \mathcal{M}^{(cont)} \).

The thermodynamics in M is completely expressed in the GL manifold \( \mathcal{M}^{(GL)} \). Note that \( [\mathcal{M}^{(GL)}]_{y^*=0} \) (i.e., the image of the mapping

\[
(x, 0) \mapsto (x, -S_x(x), 0, y(x), -S(x))
\]

(81)

in the space \( M \times M^* \times N_{eq} \times \mathbb{R} \) is an extension of the Gibbs manifold \( \mathcal{M}^{(G)} \) by including the conjugate variable \( x^* \). Moreover, the manifold \( [\mathcal{M}^{(GL)}]_{x^*=S_x=0} \) displays the states \( x_{eq}(y^*) \) that represent in M the equilibrium states and also the fundamental thermodynamic relation \( S^*(y^*) \) in \( N_{eq} \) implied by the fundamental thermodynamic relation \( S(x), y(x) \) in M. Indeed, \( [\mathcal{M}^{(GL)}]_{x^*=S_x=0} \) is the image of the mapping

\[
(x, y^*) \mapsto (x_{eq}(y^*), 0, y^*, y(x_{eq}(y^*)), S^*(y^*)).
\]

(82)

Let us turn to the time evolution in \( \mathcal{M}^{(cont)} \). We begin by introducing in \( \mathcal{M}^{(cont)} \) a bracket

\[
\{A, B\}^{(cont)} = (\langle A_x, B_{x^*} \rangle - \langle B_x, A_{x^*} \rangle) - (\langle A_{y^*}, B_y \rangle - \langle B_{y^*}, A_y \rangle) - (\langle x^*, A_{x^*} \rangle B_\phi - \langle x^*, B_{x^*} \rangle A_\phi) + (AB_\phi - BA_\phi)
\]

\[
+ (\langle A_y, y \rangle B_\phi - \langle B_y, y \rangle A_\phi),
\]

(83)

where \( A \) and \( B \) are sufficiently regular functions \( \mathcal{M}^{(cont)} \to \mathbb{R} \). This bracket consists of two contact brackets (95) of paper [41]. With such bracket, we introduce the time evolution in \( \mathcal{M}^{(cont)} \) by an equation

\[
\dot{A} = \{A, H^{(cont)}\}^{(cont)} - AH^{(cont)}_\phi
\]

(84)

that is required to hold for all \( A \). The function \( H^{(cont)}: \mathcal{M}^{(cont)} \to \mathbb{R} \), called a contact Hamiltonian, will be specified below. The last term on the right-hand side corresponds to the non-conservation of the phase-space volume [40]. Written explicitly, the time evolution equations (84) take the form

\[
\dot{x} = H^{(cont)}_x,
\]

(85a)

\[
x^* = -H^{(cont)}_x - x^* H^{(cont)}_\phi,
\]

(85b)

\[
\dot{y}^* = H^{(cont)}_y,
\]

(85c)

\[
\dot{y} = -H^{(cont)}_y + y H^{(cont)}_\phi,
\]

(85d)

\[
\dot{\phi} = -H^{(cont)} + \langle x^*, H^{(cont)}_x \rangle - \langle H^{(cont)}_y, y \rangle.
\]

(85e)

These are the evolution equations in M.

Next, we specify the contact Hamiltonian \( H^{(cont)} \)

\[
H^{(cont)}(x, x^*, y^*, y, \phi) = -S^{(cont)}(x, x^*, y^*) + \frac{1}{E} E^{(cont)}(x, x^*, y^*),
\]

(86)
which are the GENERIC evolution equations. See [14] for more details.

The conjugate variable

\[ p \]

potential is quadratic in conjugate momentum, \( \Xi \). Eventually, it approaches the value given by the derivative of thermodynamic potential.

to Equation (89b), approaches the value where GENERIC evolution equations hold, Equation (11), entropy for simplicity). The Poisson bivector is then canonical, \( L \).

With (86), the time evolution Equations (85a) become

\[ \dot{x} = \frac{1}{E^t} L \Phi_x - \Xi_x, \]

\[ \dot{x}^* = \Phi_{xx} \left( \frac{1}{E^t} L x^* - [\Xi_x]_{x^*=\Phi_x} \right), \]

\[ \phi = -\langle x^*, \Xi_x \rangle_{x^*=\Phi_x} + \Xi - [\Xi]_{x^*=\Phi_x}, \]

\[ \dot{y}^* = 0, \]

\[ \dot{y} = \Xi y^* - \Xi y^* |_{x^*=\Phi_x}. \]

\[ \tau = \frac{1}{E^t} L \Phi_x - \Xi_x |_{(x^*=\Phi_x, y^*=\Phi_y)}, \]

\[ \dot{x}^* = \Phi_{xx} \left( \frac{1}{E^t} L x^* - [\Xi_x]_{x^*=\Phi_x, y^*=\Phi_y} \right), \]

\[ \phi = -\langle x^*, \Xi_x \rangle |_{(x^*=\Phi_x, y^*=\Phi_y)}, \]

\[ \dot{y}^* = 0, \]

\[ \dot{y} = 0, \]

which are the GENERIC evolution equations. See [14] for more details.

6.1. Relation to DynMaxEnt

Consider state variables \( x = (r, p) \) as in the Section 3.3 on the damped particle (disregarding entropy for simplicity). The Poisson bivector is then canonical, \( L = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \), and the dissipation potential is quadratic in conjugate momentum, \( \Xi = \frac{1}{\tau^2} (p^*)^2 \). This conjugate momentum, according to Equation (89b), approaches the value where GENERIC evolution equations hold, Equation (11), and eventually reaches the value given by the derivative of thermodynamic potential.

Now, assume that state variable \( p \) evolves faster to the corresponding equilibrium (zero) than both \( r \) and conjugate variables. The GENERIC evolution equations then become Equations (11a) and (15). The conjugate variable \( p^* \) approaches the value where the GENERIC equations are valid, which means that it approaches solutions to Equation (15) as in the DynMaxEnt procedure. Conjugate variables approach the Gibbs–Legendre manifold (80). Contact geometry provides motivation and geometric meaning to the Dynamic MaxEnt reduction.
7. Conclusions

In this paper, we have presented a method for reduction of detailed dynamics to less detailed dynamics called Dynamic MaxEnt. The key feature of the method is that conjugate variables are promoted to independent variables and as such they can relax to a quasi-equilibrium in a different way than state variables. While relaxation of the state variables generates the entropy on the lower level of description, relaxation of conjugate variables ensures that the vector field on the higher level becomes tangent to the quasi-equilibrium manifold.

First, in Section 2, the usual MaxEnt is recalled, which gives state variables on the higher (detailed) level as functions of state variables on the lower (less detailed) level. The DynMaxEnt method is then presented in Section 3 including the infinite chain of higher order DynMaxEnt corrections, and it is compared to asymptotic expansions in Section 3.3.3. Then, the method is used on the reduction of dynamics of complex fluids equipped with conformation tensor and Reynolds stress to the Navier–Stokes equations, reduction of hyperbolic heat conduction to the Fourier law, where we again compare the result to the formal asymptotic methods, and reduction of electromagnetohydrodynamics to magnetohydrodynamics. Finally, motivation for the DynMaxEnt method by contact geometry is shown in Section 5.

In summary, this paper contains a relatively straightforward method for reduction from dynamics on a detailed level of description to dynamics on a less detailed level of description.
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Appendix A.

Appendix A.1. Correction of Upper Entropy \( \uparrow S \)

Appendix A.1.1. General Case

Let us now discuss the possibility to correct the higher level entropy instead of the infinite chain presented above. As a sequence of correction will be produced, we introduce a more detailed notation. Static MaxEnt starts with \( \uparrow S(x) \), which we shall now denote as \( \uparrow S_0 \). Static MaxEnt provides \( \uparrow S_0(y) \) and \( \tilde{x}^{ME}_0(y) \) and the reduction of the upper evolution equations to the lower MaxEnt manifold yields \( \tilde{x}^{*}_0(y) \) (where we rewrote the lower conjugate variables in terms of direct ones \( y^* = \partial_y \uparrow S(y) \)).

As generally \( \tilde{x}^{ME}_0(y) \) and \( \tilde{x}^*_0(y) \) are independent and hence likely are not conjugate to each other via \( \uparrow S \) evaluated at the lower MaxEnt manifold, we correct the upper entropy so that they are conjugate
variables. Let us denote the conjugate counterpart to $\tilde{x}_0(y)$ via $\dagger S_0^*$ as $\tilde{x}_0^{\text{env}}(y) \neq \tilde{x}_0^{\text{ME}}(y)$. Hence, we find $\dagger S_1$ (or equivalently $\dagger S_1$ via Legendre transformation) such that

$$\partial_x \dagger S_1^*|_{x=\tilde{x}_0(y)} = \tilde{x}_0^{\text{ME}}(y),$$

which may be rewritten as

$$\partial_x \left( \dagger S_1^* - \dagger S_0^* \right)|_{x=\tilde{x}_0(y)} = \tilde{x}_0^{\text{ME}}(y) - \tilde{x}_0^{\text{env}}(y). \tag{A1}$$

It might be difficult in practice to find such a correction to the upper entropy in general. However, we provide a worked out example below.

The change in the upper entropy $\dagger S_1$ entails a change in static MaxEnt value and in everything that follows: $\tilde{x}_1^{\text{ME}}(y)$, $\tilde{x}_0^{\text{env}}(y)$, $\dagger S_1(y) = \dagger S_1(\tilde{x}_1^{\text{ME}}(y))$, $\tilde{x}_0^{\text{env}}(y)$. Hence, a sequence of correction is produced and if they are “small” they may provide a converging sequence.

Appendix A.1.2. The Correction of the Upper Energy for the Damped Particle

Let us illustrate the outlined difficulty of the correction of the upper energy on the simple example of a damped particle. This method corrects upper energy so that the direct and conjugate variables are indeed conjugate. The natural choice

$$\dagger E_0 = \frac{(p + p_0^{\text{env}})^2}{2m} + V(r) + \epsilon(s) = \frac{(p - m\frac{\zeta}{\tau} V_r(r))^2}{2m} + V(r) + \epsilon(s) \tag{A2}$$

entails

$$p^\dagger = \partial_p \dagger E_0 = \frac{1}{m}(p + p_0^{\text{env}})$$

and hence indeed the conjugate value to $p = 0$ is $p^\dagger = \frac{1}{m} p_0^{\text{env}}$. Similarly,

$$r^\dagger = \partial_r \dagger E_1 = \frac{1}{m}(p - m\frac{\tau}{\zeta} V_r)(-m\frac{\tau}{\zeta} V_{rr}) + V_r.$$

Static MaxEnt of $\dagger E_1$ gives (minimum energy for given $r, s$)

$$p_1^{\text{ME}} = m\frac{\tau}{\zeta} V_r$$

with a conjugate value $p^\dagger = 0$ and also $r^\dagger = V_r$. Note that lower energy is the same as in the previous step $\dagger E_1|_{p_1^{\text{ME}}} = \dagger E_0|_{p_0^{\text{ME}}}$. Finally, the evolution equation yields dependent relations

$$\partial_t p_1^{\text{ME}} = m\frac{\tau}{\zeta} V_{\tau r} \partial_t r = m\frac{\tau}{\zeta} V_{\tau r} p_1^\dagger = -r^\dagger - \frac{\zeta}{\tau} p_1^\dagger,$$

requiring that

$$p_1^\dagger = -\frac{\tau}{\zeta} r^\dagger \frac{1}{1 + m\frac{\tau}{\zeta} V_{\tau r}} \approx p_0^\dagger - m\frac{\tau^2}{\zeta^2} V_{\tau r} p_0^\dagger.$$

Note that this correction method seems to be working well, cf. (25). Namely, both correction methods of dynamic MaxEnt yield an asymptotic type series solution for small $\tau$ and, although it does not match the formal asymptotic expansion solution, some similarities can be seen.

However, a second inspection of the proposed upper energy (A2) reveals that energy is no longer an even function with respect to time reversal. One can show that, under the assumption of energy being an analytic function of state variables, the requirement that the conjugate value to $p^{\text{ME}}$ is non-zero requires a presence of a linear term of $p$ in the corrected energy $\dagger E_1$. In turn, energy cannot...
be even with respect to time reversal when \( p \) is odd. Additionally, note that a natural term appearing in the correction is of the form \( (p - p^0_{ME} + p^0_{evo})^2 \), thus again failing to satisfy the requirement of being even with respect to time reversal once there is a change of parity during the transition (as it is here: the odd parity variable \( p \) evolves in such a way that it is enslaved to \( r^4 \) on the lower level, which is a variable with even parity).

**Appendix B. Fluid Mechanics**

The reversible part of fluid mechanics, where the state variables are density, momentum density and entropy density (per volume), \((\rho, m, s)\), is generated by the Poisson bracket of classical hydrodynamics (see, e.g., [42,43]),

\[
\{A, B\} = \int d\mathbf{r} \left( \partial_i A m_i B_{m_j} - \partial_j A m_j B_{m_i} \right) + \int d\mathbf{m}_i \left( \partial_i A m_i B_{m_j} - \partial_j A m_j B_{m_i} \right) + \int d\mathbf{s} \left( \partial_i A s B_{m_j} - \partial_j A s B_{m_i} \right).
\] (A3)

Supplied with energy, e.g.,

\[
E = \int d\mathbf{r} \frac{m^2}{2\rho} + \varepsilon(\rho, s),
\] (A4)

the reversible evolution of an arbitrary functional of the hydrodynamic variables \( A(\rho, m, s) \) is

\[
\dot{A} = \{A, E\}. \tag{A5}
\]

By rewriting the time-derivative of the functional as

\[
\dot{A} = \int d\mathbf{r} A \partial_i \rho + A_m \partial_i m_i + A_s \partial_i s,
\] (A6)

and comparing with Equation (A5), one can read the reversible part of evolution equations for the hydrodynamic fields,

\[
\partial_t \rho = -\partial_i (\rho E_{m_i}) = -\partial_i m_i, \tag{A7a}
\]

\[
\partial_t m_i = -\partial_j \left( m_i E_{m_j} \right) - \rho \partial_i E_{\rho} - m_j \partial_i E_{m_j} - s \partial_i E_s = -\partial_j \left( \frac{m_i m_j}{\rho} \right) - \partial_i p, \tag{A7b}
\]

\[
\partial_t s = -\partial_i (s E_{m_i}) = -\partial_i \left( \frac{s m_i}{\rho} \right), \tag{A7c}
\]

where \( p = -\varepsilon(\rho, s) + \rho \varepsilon_\rho + s \varepsilon_s \) is the pressure. The reversible evolution of hydrodynamic fields with energy (A4) is of course the Euler equations.
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