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Abstract

We study hypergraph discrepancy in two closely related random models of hypergraphs on \( n \) vertices and \( m \) hyperedges. The first model, \( H_1 \), is when every vertex is present in exactly \( t \) randomly chosen hyperedges. The premise of this is closely tied to, and motivated by the Beck-Fiala conjecture. The second, perhaps more natural model, \( H_2 \), is when the entries of the \( m \times n \) incidence matrix is sampled in an i.i.d. fashion, each with probability \( p \). We prove the following:

- In \( H_1 \), when \( \log^{10} n \ll t \ll \sqrt{n} \), and \( m = n \), we show that the discrepancy of the hypergraph is almost surely at most \( O(\sqrt{t}) \). This improves upon a result of Ezra and Lovett for this range of parameters.

- In \( H_2 \), when \( p = \frac{1}{2} \), and \( n = \Omega(m \log m) \), we show that the discrepancy is almost surely at most 1. This answers an open problem of Hoberg and Rothvoss.

1 Introduction

Let \( \mathcal{H} = (V, E) \) be a hypergraph, with \( V \) as the set of vertices, and \( E \subseteq 2^V \) as the set of (hyper)edges. Let \( \mathcal{X} = \{\chi : V \rightarrow \{\pm 1\}\} \), be the set of \( \pm 1 \) colorings of \( V \), and for \( \chi \in \mathcal{X} \), and \( e \in E \), denote \( \chi(e) := \sum_{v \in e} \chi(v) \). The discrepancy of \( \mathcal{H} \), denoted by \( \text{disc}(\mathcal{H}) \) is defined as:

\[
\text{disc}(\mathcal{H}) \overset{\text{def}}{=} \min_{\chi \in \mathcal{X}} \max_{e \in E} |\chi(e)|.
\]

The study of this quantity, which seems to have been first defined in a paper of Beck [Bec81], has led to some very interesting results with very diverse techniques. One of the most interesting open problems in discrepancy theory is what is known as the Beck-Fiala conjecture, regarding the discrepancy of \( t \)-regular hypergraphs. We say a hypergraph is \( t \)-regular if every vertex occurs in exactly \( t \) edges.
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Conjecture 1.1 (Beck-Fiala conjecture). For a \( t \)-regular hypergraph \( \mathcal{H} \), we have that:

\[
\text{disc}(\mathcal{H}) = O(\sqrt{t})
\]

Although this conjecture is usually stated for bounded degree hypergraphs (instead of regular ones), this is not really an issue. One can always add hyperedges containing just a single vertex, and make it regular, and increasing the discrepancy by at most 1. Beck and Fiala [BF81] also proved that for any \( t \)-regular hypergraph \( \mathcal{H} \),

\[
\text{disc}(\mathcal{H}) \leq 2t - 1
\]

This is more commonly known as the Beck-Fiala theorem. Essentially the same proof can be done a bit more carefully to get a bound of \( 2t - 3 \). Given the conjecture, it is perhaps surprising that the best upper bound, due to Bukh [Buk16], is “stuck at” \( 2t - \log^* t \) for large enough \( t \).

It is possible that one of the reasons that the discrepancy upper bounds are so far away from the conjectured bound (assuming it’s true), could be our inability to handle many ‘large’ hyperedges. Indeed, if one is offered the restriction that each hyperedge is also of size \( O(t) \) (regular and ‘almost uniform’), then a folklore argument using the Lovász Local Lemma shows that the discrepancy is bounded by \( O(\sqrt{t \log t}) \).

All the results above do not really say much about the discrepancy of general \( n \)-vertex, \( n \)-edge hypergraphs, since we can only bound the regularity and uniformity by \( n \). For example, a randomly chosen coloring will give discrepancy \( O(\sqrt{n \log n}) \) with high probability. An extremely important result in this direction, that is also related to this work, is due to Spencer [Spe85] which states that for any hypergraph \( \mathcal{H} = (V, E) \) where \( |V| = |E| = n \), we have \( \text{disc}(\mathcal{H}) \leq 6\sqrt{n} \). This approach uses the ‘partial coloring lemma’ of Beck [Bec81], which forms the basis for many other results, all of which seek to assign a coloring to the vertices in a sequence of steps, coloring a constant fraction of uncolored vertices in each step.

One must note that the proof of Spencer was not algorithmic. In fact, Alon and Spencer [AS00, §14.5] suggested that an efficient algorithm to output a coloring that achieves \( O(\sqrt{n}) \) discrepancy is not possible. However, this was shown to be incorrect by Bansal [Ban10] who shows an efficient algorithm to do the same task. However, the analysis of this algorithm still relied on the (non-algorithmic) discrepancy bound of \( 6\sqrt{n} \). Later, Lovett and Meka [LM15] gave a ‘truly constructive’ proof of the fact that the discrepancy is \( O(\sqrt{n}) \) which was also very interesting for the techniques used. More recently, a result due to Rothvoss [Rot17] gives an alternative proof of the same bound, which is also constructive, and more general.

1.1 Discrepancy in random settings

Recently, there has been some interest in the discrepancy of \emph{random} hypergraphs. Motivated by the seemingly difficulty of bounding the discrepancy of
general $t$-regular hypergraphs, Ezra and Lovett [EL15] initiated the study discrepancy of random $t$-regular hypergraphs. By random $t$-regular hypergraph, we mean the hypergraph sampled by the following procedure: We fix $n$ vertices $V$ and $m$ (initially empty) hyperedges $E$. Each vertex in $V$ chooses $t$ (distinct) hyperedges in $E$ uniformly and independently to be a part of. They showed that if $m \geq n$, then the discrepancy of such a hypergraph is almost surely $\sqrt{t \log t}$ for any growing function $t = t(n)$. The proof idea is the following: First observe that most of the hyperedges have size $O(t)$. For the remaining large edges, one can delete one vertex from every hyperedge and make them pairwise disjoint. This allows us to apply the folklore Lovász Local Lemma based argument, but with a slight modification which makes sure that the large edges have discrepancy at most 2. Our first result states that in the case where $t$ is large enough, one gets the bound of $O(\sqrt{t})$, and is the content of Section 3. More formally, we prove the following:

**Theorem 1.2.** There are constants $C_1$ and $C_2$ such that the following statement holds: Let $\mathcal{H}_1$ be a random $t$-regular hypergraph on $n$ vertices and $n$ hyperedges, where $C_1 \log^{10} n \ll t \ll \sqrt{n}$. Then, 

$$\Pr\left( \text{disc}(\mathcal{H}_1) \leq C_2 \sqrt{t} \right) \geq 1 - o(1)$$

Moreover, such a coloring can be outputted algorithmically in randomized poly$(n)$ time.

As mentioned previously, this is proved via the partial coloring approach, which is inspired by a later paper of Spencer [Spe88], which computes the discrepancy of the projective plane up to a constant factor. A more general bound was also obtained by Matoušek [Mat95], who upper bounds the discrepancy of set systems of bounded VC-dimension. However, we will prove a constructive version which is essentially to apply the partial coloring lemma of Lovett and Meka. One ingredient that is needed to analyze this coloring is the following:

**Theorem 1.3.** Let $M$ be the incidence matrix of a random $t$-regular set system: For any vector $v \in 1^t$, we have $\|Mv\| = O(\sqrt{t} \|v\|)$.

Although many variations of the above theorem are known and standard, one must need to verify it for our setting too. It should come as no surprise that, the proof follows that of Kahn and Szemerédi’s in [FKS89], and is the content of Section 5.

Another result that Ezra and Lovett proved, in [EL15], that if $n \gg m^t$, then the discrepancy of the random $t$-regular hypergraph is at most $O(1)$. This has recently been improved due to Franks and Saks [FS18], who prove that as long as $n = \Omega\left(\frac{m^t}{\log m}\right)$, the discrepancy of the random $t$-regular hypergraph is almost surely at most 1.

Another closely related model of random hypergraphs on $n$ vertices and $m$ edges is to choose every vertex-edge incidence independently with probability $p$. When $p$ in an appropriate range, this behaves ‘similar’ to the previous random
pn-regular model. In this model, recently Hoberg and Rothvoss [HR18] showed that as long as \( pm = \Omega(\log n) \), and \( n = \Omega(m^2 \log m) \), one has that \( \text{disc}(\mathcal{H}) \leq 1 \). Of course, it is easy to see that to have discrepancy constant, one must have \( n = \Omega(m \log m) \). Motivated by this seeming gap, they ask a bound of \( o(\sqrt{m}) \) can be achieved when \( n \) is smaller, i.e., when \( m = \Theta\left(\frac{n}{\log n}\right) \) and \( p = \frac{1}{2} \). Our second result answers this in the affirmative.

**Theorem 1.4.** There is a constant \( C_3 \) such that the following holds: Let \( \mathcal{H}_2 \) be a random hypergraph on \( n \) vertices and \( m \) edges where \( m = C_3 \frac{n}{\log n} \) where for every vertex \( v \) and every edge \( e \), \( \mathbb{1}[v \in e] \) is independent with probability \( \frac{1}{2} \). Then, we have:

\[
\Pr(\text{disc}(\mathcal{H}_2) \leq 1) \geq 1 - o(1)
\]

The \( o(1) \) in the above theorem is \( O\left(\frac{1}{\sqrt{\log n}}\right) \). One thing that is common to [FS18] and [HR18] is a multivariate local limit theorem on the number of colorings that give discrepancy at most 1, inspired by [KLP12]. Our approach for this is more direct and essentially just amounts to a careful second moment computation of the number of colorings which give discrepancy at most 1, and is the content of Section 4.

### 1.2 Random vs. Pseudorandom setting

We would like to (informally) point out some difference in the flavor of Theorems 1.2 and 1.4. One way of proving that some property \( A \) occurs almost surely for some random object \( X \), is the following strategy:

1. Show that a certain property \( B \) occurs almost surely for \( X \).
2. Show that the occurrence of \( B \) deterministically guarantees the occurrence of \( A \).

Of course, this is trivial if we think of \( B \) as the same as \( A \). However, one could think of \( B \) as an easy to describe property that also implies several other events that occur almost surely. For example, if our object of interest \( X \) was a random \( d \)-regular graph, property \( B \) could be that the second largest eigenvalue is at most \( O(\sqrt{d}) \). This property alone deterministically implies some other properties that we are often interested in.

In our setting of Theorem 1.2, the following properties alone deterministically imply that the discrepancy of the hypergraph is \( O(\sqrt{t}) \).

1. Every edge \( e \in E \) is such that \( |e| = O(t) \).
2. Let \( M \) be the incidence matrix of the hypergraph. For every vector \( v \in \mathbb{1}^\perp \), we have that \( \|Mv\| = O(\sqrt{t}\|v\|) \).

On the other hand, Theorem 1.4 does not enjoy any such property, and we do not know if there is any simple ‘pseudorandomness’ property that guarantees that the discrepancy is at most 1.
Related work  Bansal and Meka (private communication) have informed us of independent work, where they proved a theorem similar to Theorem 1.2 but with a wider range of parameters, namely, $t = \Omega(\log \log m)$ suffices for all $m$ and $n$ for a bound of $O(\sqrt{t})$.

2  Notation and preliminaries

2.1  General

Hypergraphs are denoted by a tuple $(V,E)$, where $V$ is the set of vertices and $E \subseteq 2^V$ is the set of (hyper-)edges. We will often use the term ‘hypergraph’ interchangeably with ‘set-system’, where the sets are just the hyperedges.

2.1.1  Incidence matrix

For a hypergraph (set-system) $\mathcal{H}$ with vertices (elements) $V$ and hyperedges (sets) $E$, it is natural to look at the $m \times n$ matrix $M = M(\mathcal{H})$ where rows are indexed by the $E$ and the columns by $V$, and the entries are $M_{v,e} = 1[v \in e]$. This matrix is commonly known as the incidence matrix of the hypergraph. The discrepancy of the hypergraph is defined in matrix-terminology as:

$$\text{disc}(\mathcal{H}) \overset{\text{def}}{=} \min_{u \in \{\pm 1\}^n} \| Mu \|_\infty$$

We will primarily use this notation, especially in Section 4.

2.1.2  High probability events

A sequence of events $\{E_n\}$ is said to hold almost surely if $\lim_{n \to \infty} \Pr(E_n) = 1$. Throughout, we shall say “event” and “random variable” to means a sequence of events and random variables respectively, which depend on a hidden parameter $n$. In this case, $n$ is always the number of vertices in the hypergraph.

2.2  Concentration inequalities

We will use a few different concentration inequalities in the proofs. The first and simplest one is Chebyshev’s inequality which states that for a random variable $X$ with mean $\mu$ with variance $\sigma^2$, we have:

$$\Pr(|X - \mu| \geq t\mu) \leq \frac{\sigma^2}{\mu^2t^2}$$

We will actually use an immediate consequence of this:

**Corollary 2.1.** If $X$ is a non-negative random variable, and $\epsilon$ is a positive real number such that $\Var(X) \leq \epsilon E[X]^2$, then we have

$$\Pr(X \neq 0) \geq 1 - \epsilon.$$
We will also need the Chernoff bound. When the random variable $X$ with mean $\mu$ is a sum of independent $n$ independent random variables, distributed in $[0, 1]$, we have:

$$\Pr(X \geq \mu + t) \leq 2e^{-\frac{2t^2}{n}} \quad (1)$$

Let $G = G(N, M, K)$ denote the hypergeometric random variable with parameters $N, M, K$, i.e., the intersection size $|S \cap [K]|$ for a randomly chosen $S \subseteq [N]$ with $|S| = M \leq N$. The same large deviation inequality also holds for hypergeometric variables. Denote $\mu := \mathbb{E}[G(N, M, K)] = MK/N$ We have

$$\Pr(G \geq \mu + t) \leq 2e^{-\frac{2t^2}{M}} \quad (2)$$

### 2.2.1 Martingales and the method of bounded variances

The most general concentration inequality (this subsumes (1) and (2)) that will be used here is a martingale inequality. A sequence of random variables $X_0, X_1, \ldots, X_n$ is a martingale with respect to another sequence of random variables $Z_0, Z_1, \ldots, Z_n$ such that for all $i \in [n-1]$, we have:

$$Z_i = f_i(X_1, \ldots, X_i)$$

for some function $f_i$, and

$$\mathbb{E}[X_{i+1}|Z_i, \ldots, Z_1] = Z_i.$$

A martingale is said to have the $C$-bounded difference property if

$$|X_{i+1} - X_i| \leq C.$$

The variance of a martingale is the quantity:

$$\sigma^2 = \sum_{i \in [n-1]} \sup_{Z_1, \ldots, Z_i} \mathbb{E}[(X_{i+1} - X_i)^2|Z_1, \ldots, Z_i]$$

We get good large deviation inequalities for martingales with bounded differences and variances (see, for example, [CL06], Theorem 6.3 and Theorem 6.5). For a martingale $X_0, X_1, \ldots, X_n$ with respect to $Z_0, Z_1, \ldots, Z_n$, with the $C$-bounded difference property and variance $\sigma^2$, we have

$$\Pr(|X_n - X_0| \geq \lambda) \leq e^{-\frac{\lambda^2}{2(\sigma^2 + C\lambda/3)}} \quad (3)$$

### 3 Discrepancy of $\mathcal{H}_1$

#### 3.1 Proof overview

Theorem 1.2 is proved by adapting Spencer’s approach to color the projective plane [Spe88], which is along the lines of the original “six standard deviations”
approach \[\text{Spe85}\] . The intuition is as follows: First, observe that all the edges have size \(\Theta(t)\). The analysis proceeds in two stages. Throughout (in the first and second stages), we repeatedly apply a ‘partial coloring’ of the vertices. This just means that assigning a fractional coloring to the vertices such that a constant fraction, say half of the vertices get \(\pm 1\) valued colors. One can do this while ensuring that every edge has discrepancy at most \(O(\sqrt{t})\). This step is common to many results of similar nature. A naive discrepancy bound of this process is \(O(\sqrt{t} \log n)\), since in each step, a constant fraction of vertices are being colored. The main point here is that, the ‘randomness’ of the hypergraph helps by ensuring that a half of the vertices occupies around half of most edges, and so this step reduces almost all edges evenly. This is precisely what happens in the projective plane also. After several iterations of this partial coloring, as the average edge size gets smaller, say below \(t^{1-\epsilon}\), we can tolerate a much larger discrepancy at each step, say \(O(t^{1-2\epsilon})\) (note that this is much more than the standard deviation). The point is that we choose parameters such that the \(t^{1-\epsilon} \log n = O(\sqrt{t})\). This means that during the second phase of coloring, which lasts for at most \(O(\log n)\) steps (since in each step, we color a constant fraction of remaining vertices), we never incur a higher discrepancy than \(O(\sqrt{t})\) on these edges. But, there will also be ‘large’ edges at every stage of the coloring but, the partial coloring lemma of Lovett and Meka can help ensure that these sets have discrepancy 0 in each step as long as they are large, and so they cause no problem. This is made formal below.

First, we will observe that all the set sizes are \(\Theta(t)\) with high probability.

**Claim 3.1.** We have that with probability \(1 - o(1)\), every \(e \in E(H_1)\), has size at most in the interval \([\frac{t}{2}, \frac{3t}{2}]\).

**Proof.** We note that the size of each set is just a \(\text{Bin}(n, \frac{t}{n})\) binomial random variable. Therefore, the probability that this random variable exceeds its mean by \(\frac{t}{2}\) is at most \(e^{-t^{12}}\). For \(t = \Omega(\log^{10} n)\), this value is \(o\left(\frac{1}{n}\right)\), which lets us union bound over all the edges. \(\square\)

### 3.2 Two stages of partial coloring

To carry out this argument, we need the bound on \(\max_{v, \|v\|_1 = 1} \|Mv\|\) given by Theorem \[\text{1.3}\] where \(M\) is the incidence matrix of the hypergraph. However, this just consists of following the argument of Kahn and Szemerédi \[\text{FKS89}\]. Since their setting is slightly different, one must ensure that the proof works for our setting as well, and we postpone it to Section \[\text{3}\] The first ingredient is the aforementioned ‘partial coloring lemma’. However, this partial coloring “lemma” is a constructive one, due to Lovett and Meka:

**Theorem 3.2** \([\text{LMI15}, \text{Theorem 4}]\). Given a family of sets \(M_1, \ldots, M_m \subseteq [n]\), real numbers \(c_1, \ldots, c_m\) such that \(\sum_{i \in [m]} \exp(-c_i^2/16) \leq n/16\), and a real number \(\delta \in [0, 1]\), there is a vector \(x \in [-1, 1]^n\) such that:

1. For all \(i \in [m]\), \(\langle x, 1_M_i \rangle \leq c_i \sqrt{|M_i|}\).  
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2. \(|x_i| \geq 1 - \delta\) for at least \(n/2\) values of \(i\).

Moreover, this vector \(x\) can be found in randomized \(\text{poly}(n, m, (1/\delta))\) time.

Next, we need a corollary of Theorem 1.3, which informally says that a \(\alpha\)-fraction of vertices occupy around an \(\alpha\)-fraction of most edges. This is a standard "pseudorandom" property of such matrices.

**Lemma 3.3.** For any \(S \subseteq V\) with \(|S| = \alpha n\) and a positive real number \(K\), there is a subset \(E' \subset E\) of size at most \(\frac{Cn}{K^2 \alpha^2 t}\) such that for every \(e \not\in E'\), we have \(|e \cap S| \leq \alpha |e| + K\alpha t\), where \(C = \frac{1}{\sqrt{t}} \max_v \|Mv\|\).

**Remark:** Actually, for random \(t\)-regular hypergraphs, something stronger is true, i.e., the vector \((S \cap e)_{e \in E}\) very roughly looks like a gaussian vector with mean \(\alpha t\), i.e., the "bad" set \(E'\) is typically much smaller than \(\frac{Cn}{K^2 \alpha^2 t}\) as \(K\) grows. However, this additional structure does not seem to offer any advantage here.

**Proof.** Consider a vector \(v\) such that for \(i \in S\), \(v(i) = 1 - \alpha\) and for \(v \not\in S\), \(v(i) = -\alpha\). We have that

\[
O(t\|v\|) \geq \|Mv\|^2 = \sum_{e \in E} ((1 - \alpha)|S \cap e| - \alpha|e \setminus S|)^2 \geq \sum_{e \in E} (|S \cap e| - \alpha|e|)^2
\]

Or

\[
\frac{1}{n} \sum_{e \in E} (|S \cap e| - \alpha|e|)^2 \leq C \cdot t\alpha (1 - \alpha)
\]

So, the number of edges \(e\) such that \(|S \cap e| \geq \alpha |e| + K\alpha t\) is at most the number of \(e\) such that \(|S \cap e| - \alpha|e| \geq K\alpha t\), which is at most (by Markov)

\[
n \cdot \frac{C \cdot t\alpha (1 - \alpha)}{K^2 \alpha^2 t^2} \leq \frac{Cn}{K^2 \alpha^2 t^2}.
\]

\[
\square
\]

### 3.2.1 First stage of partial coloring

**Lemma 3.4.** For a subset \(S \subseteq [n]\) such that \(|S| = \alpha n\) where \(t^{0.4} \leq \alpha \leq 1\), there is a partial coloring \(\chi : S \to [-1, 1]\) such that:

1. \(|\chi(i)| \geq 1 - \frac{1}{n}\) for at least \(|S|/2\) values of \(i\).
2. \(|\chi(S \cap e)| \leq 20\sqrt{\alpha t \ln(2/\alpha)}\) for all \(e \in E\).

**Proof.** Recall that by Claim 3.1 we have that \(|e| = \Theta(t)\) for all \(e \in E\). Call an edge \(e\) small if \(|S \cap e| \leq \alpha |e| + 2C\sqrt{t} \leq 2\alpha |e|\) and large otherwise. We have, by Lemma 3.3 that the number of large edges is at most \(\frac{Cn}{K^2 \alpha^2 t^2}\). Consider
real numbers $c_1, \ldots, c_n$ such that $c_i = 0$ if $e_i$ is large, and some large constant $10\sqrt{\ln(2/\alpha)}$ otherwise. One can verify that $\sum_{i \in [n]} \exp(-c_i^2/16) \leq \alpha n/16$, and so by Theorem 3.2 setting $\delta = \frac{1}{n}$, there is a coloring $\chi : S \to [-1,1]$ that satisfies the following conditions:

1. $|\chi(i)| \geq 1 - \frac{1}{n}$ for at least $|S|/2$ values of $i$.
2. $|\chi(S \cap e)| \leq c_i \cdot \sqrt{|S \cap e| \ln(2/\alpha)}$ for all $e \in E$ for some fixed constant $K$.

Noting that either $c_i = 10$ and $|S \cap e| \leq 2\alpha |e|$ which is at most (by Claim 3.1) $4\alpha t$, or $c_i = 0$, we have that $\chi$ is the required coloring.

3.2.2 Second stage of partial coloring

We show that when $\alpha$ gets smaller, we have even little to worry about, since we are now guaranteed discrepancy of $t^{0.3}$ in each step. Note that the procedure remains the same as above, just that the bound that is guaranteed is different.

**Lemma 3.5.** For a subset $S \subset [n]$ such that $|S| = \alpha n$ where $\alpha \leq t^{0.4}$, there is a partial coloring $\chi : S \to [-1,1]$ such that:

1. $|\chi(i)| \geq 1 - \frac{1}{n}$ for at least $|S|/2$ values of $i$.
2. $|\chi(S \cap e)| \leq K \cdot t^{0.4}$ for all $e \in E$ for some fixed constant $K$.

**Proof.** Similar to the previous proof, call an edge $e$ small if $|S \cap e| \leq \alpha |e| + 2C\sqrt{t} + \alpha t \leq O(t^{0.6})$ and large otherwise. Again we have that the number of large edges is at most $\frac{\alpha n}{2}$, and setting $c_i = 0$ if $e_i$ is large, and some large constant $10\sqrt{\ln(2/\alpha)}$ otherwise. We have that $\sum_{i \in [n]} \exp(-c_i^2/16) \leq \alpha n/16$, and so, again, by Theorem 3.2 setting $\delta = \frac{1}{n}$, there is a coloring $\chi : S \to [-1,1]$ that satisfies the conditions:

1. $|\chi(i)| \geq 1 - \frac{1}{n}$ for at least $|S|/2$ values of $i$.
2. $|\chi(S \cap e)| \leq 20 \cdot t^{0.3} \cdot \sqrt{\ln(2/\alpha)}$ for all $e \in E$.

Using the fact that $\sqrt{\ln(1/\alpha)} \leq \sqrt{\log n} = O(t^{0.1})$, we get the desired coloring.

**3.3 Proof of Theorem 1.2 modulo Theorem 1.3**

**Proof of Theorem 1.2.** We say that a vertex $i$ ‘gets colored’ if $|\chi(i)| \geq 1 - \frac{1}{n}$. This way, we end up with a partial coloring at the end, and round the colorings to the closest integer values to increase the discrepancy of each edge by at most 1. So, we color the vertices of the hypergraph in two stages as follows:

*First stage:* Start coloring by setting $V =: S_0$, and using Lemma 3.3 repeatedly. Set the leftover vertices from the colorings in the $i^{th}$ step as $S_{i+1}$. Because each stage in the coloring leaves at most half the remaining vertices
as uncolored, we have that $|S_i| \leq 2^{-i}n$. Therefore, the discrepancy incurred as long as the number of vertices is large is at most $\frac{n}{t^{0.4}}$ (let this be step $u$) is at most:

$$\sum_{i=0}^{u} 20 \sqrt{t 2^{-i} \ln \frac{2}{2^{-i}}} \leq \sum_{i=0}^{\infty} 20 \sqrt{t 2^{-i} \ln \frac{2}{2^{-i}}} = 20\sqrt{t} \sum_{i=0}^{\infty} 2^{-i} \ln \frac{2}{2^{-i}} = \mathcal{O}(\sqrt{t})$$

Second stage: We reach the second stage of the coloring once the number of uncolored vertices is less than $\frac{n}{t^{0.4}}$. Lemma 3.5 ensures that here, we can color so that all the remaining edges get an additional discrepancy at most $\mathcal{O}(t^{0.4})$. We can do this for at most $\mathcal{O}(\log n)$ steps since a constant fraction of vertices are colored each step. We assumed that $t > \log^{10} n$, and so that the resulting discrepancy is at most $Kt^{0.4}\log n = \mathcal{O}(\sqrt{t})$.

Finally, we note that every partial coloring can be obtained in time poly($n$), and thus have an algorithmic procedure to find the coloring of guaranteed discrepancy.

4 Discrepancy of $\mathcal{H}_2$

**Notation:** Throughout this section, we will use $G$ to denote the hypergeometric random variable $G(n, (n/2), (n/2))$. We observe that $\Pr(G = k) = \binom{n/2}{k}^{2^k}$

Let $M$ be the random $m \times n$ matrix where each entry is 0 or 1 with probability $\frac{1}{2}$ independently. Recall that $m = \frac{n}{C_3 \log n}$ where $C_3$ is a large enough constant to be specified later. We say a coloring $u \in \{\pm 1\}^n$ is good for a row $e$ of $M$ if $\langle u, e \rangle = 0$. For simplicity, we further condition that each row of $M$ has an even number of 1’s and estimate on the probability that the discrepancy of this is 0. The general case can be handled by first sampling rows of even weights, and then resampling the first element of every row. This resampling increases the discrepancy by at most 1, and the procedure generates a randomly chosen 0,1 matrix. More concretely, we have:

**Proposition 4.1.** Let $E$ denote the event that every row in $M$ has an even number of 1’s. Suppose we have $\Pr(\text{disc}(M) \leq t | E) = 1 - o(1)$, then $\Pr(\text{disc}(M) \leq t + 1) = 1 - o(1)$

Henceforth, we condition that every edge has even size.

We use $\chi_1, \chi_2, \ldots$ to denote balanced colorings (i.e., colorings containing the same number of +1’s and −1’s). Let $X$ be the number of good balanced colorings for the randomly chosen hypergraph.

**Claim 4.2.** We have:

$$\mathbb{E}[X] = \left( \frac{n}{n/2} \right) \cdot \left( 2 \sqrt{\frac{2}{\pi n}} \right)^m \left( 1 + \mathcal{O}\left( \frac{1}{\log n} \right) \right)$$
Proof. Define the events:

\[ G_i = \{ \chi_i \text{ is good for a randomly chosen row} \}. \]

We have:

\[
\Pr(G_1) = \frac{1}{2^{n-1}} \sum_{i=0}^{n/2} \left( \frac{n}{2} \right)^2
= \frac{1}{2^{n-1}} \left( \frac{n}{n/2} \right)
= \frac{1}{2^{n-1}} \cdot 2^n \cdot \sqrt{\frac{2}{\pi n}} \left( 1 + O\left( \frac{1}{n} \right) \right)
= 2\sqrt{\frac{2}{\pi n}} \left( 1 + O\left( \frac{1}{n} \right) \right)
\]

Since the edges are picked independently, by linearity of expectation, and using that \( m \ll \frac{n}{\log n} \), we have \( \mathbb{E}[X] = \left( \frac{n}{n/2} \right) \cdot \left( 2\sqrt{\frac{2}{\pi n}} \right)^m \left( 1 + O\left( \frac{1}{\log n} \right) \right) \).

\[ \square \]

### 4.1 Second moment

The aim of this subsection is to prove the following:

**Lemma 4.3.** We have:

\[
\mathbb{E}[X^2] = \left( 1 + o(1) \right) \mathbb{E}[X]^2
\]

As a start, we will look at the probability that a pair of colorings \( \chi_1 \) and \( \chi_2 \) are both good for \( M \). Again, define the events:

\[ G_i = \{ \chi_i \text{ is good for a randomly chosen row} \}. \]

**Claim 4.4.** For pair of balanced colorings \( \chi_1, \chi_2 \) that have Hamming distance \( \alpha n \), where \( \alpha \) is some fixed constant which is at least 0.25, we have:

\[
\Pr(G_1 G_2) = \frac{4}{\sqrt{\alpha(1-\alpha)}} \left( 1 + O\left( \frac{1}{n} \right) \right)
\]

**Proof.** We simply evaluate:
\[
\Pr(G_1 G_2) = \frac{1}{2^{n-1}} \cdot \left( \sum_{i=1}^{n/4} \left( \frac{\alpha n}{2} \right)^2 \right) \cdot \left( \sum_{i=1}^{n/4} \left( \frac{(1-\alpha)n}{2} \right)^2 \right)
\]

\[
= \frac{1}{2^{n-1}} \cdot \left( \frac{\alpha n}{\alpha n/2} \right) \cdot \left( \frac{(1-\alpha)n}{(1-\alpha)n/2} \right)
\]

\[
= \frac{1}{2^{n-1}} \cdot 2^n \cdot \frac{2}{\pi} \cdot \sqrt{\frac{1}{\alpha(1-\alpha)\pi n}} \left( 1 + O \left( \frac{1}{n} \right) \right)
\]

\[
= \left( \frac{4}{\sqrt{\alpha(1-\alpha)\pi n}} \right) \left( 1 + O \left( \frac{1}{n} \right) \right)
\]

One observation is that \( \alpha \) is close to \( \frac{1}{2} \), then \( \Pr(G_1 G_2) \) is asymptotically \( \Pr(G_1)^2 \). One might hope that most of the contribution to the second moment come from such pairs (which are also the most common type of pairs). For convenience, let us define another parameter \( t \) and henceforth, assume that \( \alpha \) and \( t \) are related as \( \alpha = \frac{1}{2} - \frac{t}{n} \). The above claim states that for \( |t| \leq n/4 \):

\[
\Pr(G_1 G_2) \sim \left( \frac{8}{\pi n} \right) \cdot \left( \frac{4}{\sqrt{1 - 4t^2/n^2}} \right) \left( 1 + O \left( \frac{1}{n} \right) \right)
\]

\[
= \left( \frac{8}{\pi n} \right) \cdot \left( 1 - \frac{4t^2}{n^2} \right)^{-1/2} \left( 1 + O \left( \frac{1}{n} \right) \right)
\]

Therefore, after making sure that the error term does not really change the asymptotics, we have that the probability that \( \chi_1 \) and \( \chi_2 \) are both good for \( m \) independently picked hyperedges is

\[
\left( \frac{8}{\pi n} \right)^m \cdot \left( 1 - \frac{4t^2}{n^2} \right)^{-\frac{m}{2}} \leq \left( \frac{8}{\pi n} \right)^m \cdot e^{-\frac{4t^2}{n}}
\]

where the inequality is due to the fact that \( 1-x \geq e^{-2x} \) holds when \( x < 0.25 \). The other case, \( |t| > n/4 \), is handled by the trivial bound:

\[
\Pr(G_1 G_2) \leq \Pr(G_1)
\]

\[
= \sqrt{\frac{8}{\pi n}}
\]

And thus, the probability that two such colorings are good for \( M \) is at most:
\[
\left( \frac{8}{\pi n} \right)^{\frac{m}{2}} = \left( \frac{8}{\pi n} \right)^m \left( \frac{8}{\pi n} \right)^{-\frac{m}{2}} \leq \left( \frac{8}{\pi n} \right)^m e^{\frac{m}{2}} \quad (5)
\]

for large enough \( C_3 \). On the other hand, the number of ordered pairs of colorings at hamming distance \( an \) is precisely

\[
\begin{aligned}
\binom{n}{n/2} \cdot \left( \frac{n}{an/2} \right)^2
\end{aligned}
\]

Proof of Lemma 4.3. Proceeding in a straightforward matter, using (4) and (5), we have:

\[
\begin{aligned}
\mathbb{E}[X^2] &\leq \sum_{an/2=0}^{n/8} \binom{n}{n/2} \cdot \left( \frac{n/2}{an/2} \right)^2 \left( \frac{4}{\sqrt{\alpha(1-\alpha)\pi n}} \right)^m \left( 1 + O \left( \frac{1}{\log n} \right) \right) \\
&+ \sum_{an/2=n/8}^{n/2} \binom{n}{n/2} \cdot \left( \frac{n/2}{an/2} \right)^2 \cdot \left( \frac{8}{\pi n} \right)^m e^{\frac{m}{2}} \\
&\leq \left( \frac{n}{n/2} \right) \left( \frac{8}{\pi n} \right)^m \sum_{t/2=-n/8}^{n/8} \left( \frac{n/2}{n/4-t/2} \right)^2 \left( e^{e^{4t\pi/n}} \right) \\
&+ 2 \cdot e^{\frac{m}{2}} \sum_{t/2=n/8+1}^{n/4} \left( \frac{n/2}{n/4-t/2} \right)^2 \left( 1 + O \left( \frac{1}{\log n} \right) \right)
\end{aligned}
\]

For a rough plan, let us first ignore the \( 1 + O \left( \frac{1}{\log n} \right) \) part in the above inequality. If we hope to prove that \( \mathbb{E}[X^2] \sim \mathbb{E}[X]^2 \), we must prove that

\[
\left( \sum_{t/2=-n/8}^{n/8} \left( \frac{n/2}{n/4-t/2} \right)^2 e^{e^{4t\pi/n}} + 2 \cdot e^{\frac{m}{2}} \sum_{t/2=n/8+1}^{n/4} \left( \frac{n/2}{n/4-t/2} \right)^2 \right) \sim \left( \frac{n}{n/2} \right).
\]

Hence, we shall only care about this summation. First, we observe that the second term has very little contribution to the second moment and deal with it immediately. By the Chernoff bound for hypergeometric r.v’s (2):

\[
2 \sum_{t/2=n/8+1}^{n/4} \left( \frac{n/2}{n/4-t/2} \right)^2 = 2 \cdot \left( \frac{n}{n/2} \right) \cdot \text{Pr} (G \geq (5n/8)) \leq \left( \frac{n}{n/2} \right) \cdot 2 e^{-\frac{m}{2}}.
\]

And thus the total contribution of the second term is
\[ 2 \cdot e^{n/16} \cdot \left( \frac{8}{\pi n} \right)^m \cdot \left( \frac{n}{n/2} \right) \sum_{t/2=n/8+1}^{n/4} \left( \frac{n/2}{n/4 - t/2} \right)^2 = \mathbb{E}[X]^2 \cdot o(1). \]

For the first term, let us define the term

\[ T' = \sum_{t/2=-n/8}^{n/8} \left( \frac{n/2}{n/4 - t/2} \right)^2 \left( e^{\frac{4t^2}{C_3 n \log n}} \right) \]

that we are left with the task of estimating. Actually, we are interested in \( T \equiv T' / \binom{n}{n/2} \). If we prove that this term is bounded by \( 1 + o(1) \), then we are done.

Towards this, fix \( t_0 = \sqrt{n} \log n \) and partition:

\[ S := \{-n/8, -n/8 + 1, \ldots, n/8 - 1, n/8\} = A \sqcup B_1 \sqcup \cdots \sqcup B_\ell \]

as follows:

1. \( A = \{x \in S \mid |x| \leq t_0\} \)
2. \( B_i = \{x \in S \mid t_0 + (i-1) \cdot \sqrt{n} \leq |x| < t_0 + i \cdot \sqrt{n}\} \).

Also, abbreviate \( t_0 + i \cdot \sqrt{n} =: t_i \) for \( i = 0, \ldots, \ell \). Now we rewrite our quantity of interest:

\[ T = \frac{\sum_{t/2 \in A} \left( \frac{n/2}{n/4 - t/2} \right)^2 \left( e^{\frac{4t^2}{C_3 n \log n}} \right)}{\binom{n}{n/2}} + \frac{\sum_{t/2 \in B} \left( \frac{n/2}{n/4 - t/2} \right)^2 \left( e^{\frac{4t^2}{C_3 n \log n}} \right)}{\binom{n}{n/2}} \]

Claim 4.5 and Claim 4.7 finish the proof.

**Claim 4.5.** We have:

\[ \sum_{t/2 \in A} \left( \frac{n/2}{n/4 - t/2} \right)^2 \left( e^{\frac{4t^2}{C_3 n \log n}} \right) = 1 - o(1). \]

**Proof.** Using large deviation bounds for hypergeometric random variables \( 2 \), we have:
\[
\sum_{|t/2| \leq t_0} \left( \frac{n/2}{(n/2)} \right)^2 \left( 2^{4t^2/n \log n} \right) \leq e^{4t^2/n \log n} \cdot \sum_{|t/2| \leq t_0} \left( \frac{n/2}{(n/2)} \right)^2 \left( 2^{4t^2/n \log n} \right)
= e^{4t^2/n \log n} \cdot \Pr(G \in n/4 \pm t_0)
\leq e^{t^2/n \log n} \left( 1 - e^{-2t^2/n} \right)
= 1 - O\left( \frac{1}{\sqrt{\log n}} \right).
\]

Next, we bound the terms corresponding to each of the \(B_i\)'s separately, in a manner similar as above. First, one does need to verify that the probability that hypergeometric random variable lies in the interval \(t \pm \sqrt{n}\) away from its mean is of the order \(e^{O\left( \frac{t^2}{n} \right)}\).

For convenience, let us define some additional notation:

\[p_i \overset{\text{def}}{=} \Pr(|G - (n/4)| \in B_i) = \sum_{t/2 \in B_i} \left( \frac{n/2}{(n/2)} \right)^2 \left( 2^{4t^2/n \log n} \right)\]

is the probability that \(t \in B_i\), and

\[q_i \overset{\text{def}}{=} \sum_{t/2 \in B_i} \left( \frac{n/2}{(n/2)} \right)^2 \left( 2^{4t^2/n \log n} \right)\]

is the contribution to \(T\) when the summation is over \(B_i\). We are eventually interested in estimating the sum \(\sum_{j=1}^\ell q_i\). We will first prove the following:

**Claim 4.6.** There is a constant \(C''\) such that

\[q_i = C'' \cdot p_i^{1-O\left( \frac{1}{\sqrt{\log n}} \right)}\]

**Proof.** Consider a generic \(p_i\) and \(q_i\). We have \(\Pr(G = \alpha n/2) = \left( \frac{n/2}{\alpha n/2} \right)^2\). Suppose that \(\alpha = \frac{1}{2} - \frac{t_0}{n}\). Here, we have the additional constraint that \(|t_i| \geq t_0 \gg \sqrt{n}\). We would like to get a lower bound on the quantity:

\[p_i = \Pr(X \in [\alpha n/2, \alpha n/2 + \sqrt{n}])\]

Proceeding in the naive way, we have:
\[ p_i = \Pr(G \in [\alpha n/2, \alpha n/2 + \sqrt{n}]) \]
\[ \geq \sqrt{n} \cdot \Pr(G = \alpha n/2) \]
\[ = \sqrt{n} \cdot \left( \frac{n/2}{\alpha n/2} \right)^2 \left( \frac{n}{n/2} \right) \]
\[ \sim \sqrt{n} \cdot \frac{4}{\pi n \alpha (1 - \alpha)} e^{H(\alpha) n} \bigg/ \sqrt{\frac{2}{\pi n}} 2^n \]
\[ = \frac{2}{\alpha (1 - \alpha)} \sqrt{\frac{2}{\pi}} \cdot 2^{(H(\alpha) - 1)n} \]

Plus, we have that \((H(\alpha) - 1) = H(\frac{1}{2} - \frac{t}{n}) - 1 \geq -5 \left(\frac{t}{n}\right)^2\), and this \(p_i > C' \cdot 2^{-\frac{5t^2}{2n}}\).

On the other hand, we have the following estimate for \(q_i\):

\[ q_i = \sum_{t/2 \in B_i} \left( \frac{n/2}{(n/4 - t/2)} \right)^2 \left( e^{\frac{4t^2}{C n \log n}} \right) \]
\[ \leq e^{\frac{4(t_0 + \sqrt{n})^2}{C n \log n}} \sum_{t/2 \in B_i} \left( \frac{n/2}{(n/4 - t/2)} \right)^2 \]
\[ = e^{\frac{4t_0^2}{C n \log n}} p_i. \]

Thus we have the relation between \(p_i\) and \(q_i\) given by

\[ q_i \leq C'' \cdot p_i^{1 - O\left(\frac{1}{\log n}\right)} \tag{6} \]
for some constant \(C''\), as desired. \(\Box\)

Now we can bound the second term in our sum for \(T\).

**Claim 4.7.** We have

\[ \sum_{t/2 \in B} \left( \frac{n/2}{(n/4 - t/2)} \right)^2 \left( e^{\frac{4t^2}{C n \log n}} \right) = o(1). \]

**Proof.** First, we observe that \(\ell = O(\sqrt{n})\), and so

\[ \ell^{O\left(\frac{1}{\log n}\right)} = O(1). \tag{7} \]

With this in mind, we compute:
\[
\sum_{t/2 \in B} \binom{n/2}{t/2} \left( e^{\frac{4t^2}{n \log n}} \right)^2 (\frac{n}{4})^n = \sum_{i=1}^{\ell} q_i \\
\leq C'' \sum_{i=1}^{\ell} p_i \left( 1 - O\left( \frac{1}{\log n} \right) \right) \\
\leq C'' \cdot \ell \cdot \left( \sum_{i=1}^{\ell} p_i \right)^{1 - O\left( \frac{1}{\log n} \right)} \\
\leq C'' \cdot e^{O\left( \frac{1}{\log n} \right)} \cdot e^{-\frac{\pi^2}{n}} (1 - O\left( \frac{1}{\log n} \right)) \\
= e^{-\Omega\left( \sqrt{\log n} \right)}
\]

In the above chain of inequalities, we used Claim 4.6, Jenson's inequality, the fact that \( \sum p_i \leq e^{-\frac{\pi^2}{n}} \), and \( (7) \) respectively.

\[\square\]

**Proof of Theorem 1.4.** First, we condition on the event that every edge in \( H_2 \) has even size. We want to lower bound the probability that \( X \), the number of good balanced colorings, is nonzero. Lemma 4.3 gives us that \( \mathbb{E}[X^2] = (1 + o(1)) \mathbb{E}[X]^2 \), and Corollary 2.1 gives us that
\[
\Pr(X = 0) = o(1).
\]

Using Proposition 1.1, we have that the discrepancy of \( H_2 \) is, with high probability, at most 1.

\[\square\]

5 ‘Norm’ of \( M \): Proof of Theorem 1.3

In this section, we shall prove Theorem 1.3. As mentioned before, this just means verifying the proof of Kahn and Szemerédi for our random model (also see [BFSU98]). We assume that the regularity is \( t \ll n^{1/2} \).

We shall prove that for every \( x \), and \( y \) such that \( \|x\| = \|y\| = 1 \) and \( x \perp \bar{T} \), we have that \( |y^t M x| \leq O(\sqrt{t}) \). First, we ‘discretize’ our problem by restricting \( x \) to belong to the \( \epsilon \)-net:
\[
T \overset{\text{def}}{=} \left\{ x \in \left( \frac{\epsilon}{\sqrt{n}} \mathbb{Z} \right)^n \mid \|x\| \leq 1 \text{ and } x \perp \bar{T} \right\}
\]

and \( y \) belonging to
\[
T' \overset{\text{def}}{=} \left\{ y \in \left( \frac{\epsilon}{\sqrt{n}} \mathbb{Z} \right)^n \mid \|y\| \leq 1 \right\}
\]

for a small enough constant \( \epsilon \).
Claim 5.1 ([FKS89, Proposition 2.1]). If for every \( x \in T \), and \( y \in T' \), we have that \( \langle y^T M x \rangle \leq B \) for some constant \( C \), then we have that for every \( z \in \mathbb{R}^n \) such that \( \|z\| = 1 \), we have that \( \|Mz\| \leq (1 - 3\epsilon)^{-1}B \)

**Proof.** Let \( z = \text{argmax}_{\|z\|=1} \|Mz\| \). We shall use the fact that there are \( x \in T \), and \( y \in T' \) such that \( \|x - z\| \leq \epsilon \), and \( \|y - \frac{Mz}{\|Mz\|}\| \leq \epsilon \). With this in mind, we have:

\[
\|Mz\| = \left\langle \frac{Mz}{\|Mz\|}, Mz \right\rangle \\
= \langle y + w_1, M(x + w_2) \rangle \\
= y^T M x + \langle w_1, M x \rangle + \langle y, M w_2 \rangle + \langle w_1, M w_2 \rangle
\]

Where \( |w_1|, |w_2| \leq \epsilon \). We note that each of the terms \( \langle w_1, M x \rangle \) and \( \langle y, M w_2 \rangle \), and \( \langle w_1, M w_2 \rangle \) are upper bounded by \( \epsilon \|Mz\| \), and \( \langle w_1, M w_2 \rangle \leq \epsilon^2 \|Mz\| \). Combining this, and using the fact that \( \epsilon^2 \leq \epsilon \), we have

\[
\|Mz\| \leq (1 - 3\epsilon)^{-1}y^T M x \leq (1 - 3\epsilon)^{-1}B
\]

\[\square\]

So now, will need to only union bound over \( T \cup T' \). It is not hard to see that each of these has size at most \( |T|, |T'| \leq \left( \frac{C}{\epsilon^2} \right)^n \) for some absolute constant \( C \).

Indeed, we have:

\[
|T| \leq \left( \frac{\sqrt{n}}{\epsilon} \right)^n \text{Vol} \{ x \in \mathbb{R}^n \mid \|x\| \leq 1 + \epsilon \} \\
\leq \left( \frac{\sqrt{n}}{\epsilon} \right)^n \cdot \frac{1}{\sqrt{n \pi}} (\frac{2\pi e}{n})^{n/2} (1 + \epsilon)^n \\
\leq \left( \frac{C \sqrt{n}}{\epsilon} \right)^n
\]

For some constant \( C \).

We split the pairs \( [n] \times [n] = L \cup T \) where \( L \overset{\text{def}}{=} \{(u,v) \mid |x_uy_v| \geq \sqrt{t}/n\} \), which we will call ‘large entries’ and write our quantity of interest:

\[
\sum_{(u,v)\in [n]\times [n]} x_u M_{u,v} y_v = \sum_{(u,v)\in L} x_u M_{u,v} y_v + \sum_{(u,v)\in T} x_u M_{u,v} y_v
\]

**For the large entries:** For a set of vertices \( A \subset [n] \) and a set of edges \( B \subset [n] \), let us denote \( I(A,B) \) to be the number of vertex-edge incidences in \( A \) and \( B \). Let us use \( \mu(A,B) \overset{\text{def}}{=} \mathbb{E}[|I(A,B)|] \).
Lemma 5.2. We have, for every set $A$ of points and every set $B$, we have that with high probability, $I \stackrel{\text{def}}{=} |I(A, B)|$ and $\mu \stackrel{\text{def}}{=} \mu(A, B)$ satisfy at least one of the following:

1. $I \leq 2\mu$
2. $I \log (I/\mu) \leq C|B| \log (n/|B|)$

This lemma is sufficient to show that the large pairs do not contribute too much, as shown by the following lemma, which is the main part of the proof of Kahn and Szemerédi.

Lemma 5.3 ([FKS89], Lemma 2.6). If the conditions given in Lemma 5.2 are satisfied, then $\sum_{(u,v) \in L} |x_u M_{u,v} y_v| = O(\sqrt{t})$ for all $x, y \in T$.

Notice that since we are bounding $\sum_{(u,v) \in L} |x_u M_{u,v} y_v| = O(\sqrt{t})$, which is much stronger than what we really need, it is okay to consider both $x$ and $y$ from $T$.

Proof of Lemma 5.2. Let $B_i(a, b)$ denote the event that there is an $A$ and a $B$ which do not satisfy either of the conditions and $|I(A, B)| = i$. Before, we prove the lemma, let us make some observations, which (in hindsight) help us compute the probabilities much easier. Let $A$ be a set of $a$ vertices and $B$ be a collection of $b$ edges, such that $a \leq b$ and $b \leq n/2$ (this argument is symmetric in $a$ and $b$).

The point here is that we basically want to evaluate the sum:

$$\Pr \left( \bigcup_{a,b,i} B_i(a, b) \right) \leq \sum_i \Pr \left( \bigcup_{a,b} B_i(a, b) \right)$$

$$= \sum_{i \leq \log^2 n} \Pr \left( \bigcup_{a,b} B_i(a, b) \right) + \sum_{i \geq \log^2 n} \Pr \left( \bigcup_{a,b} B_i(a, b) \right)$$

The first observation is that every term in the second sum is small. Towards this, we have the straightforward claim.

Claim 5.4. For a set of vertices $A$ and edges $B$ and a set of possible incidences $J \subset A \times B$, we have that $\Pr(I(A, B) = J) \leq \left( \frac{2}{n} \right)^{|J|}$

Proof. W.L.O.G, let $A = \{1, \ldots, a\}$, and for $i \in A$, let $t_i = I(\{i\}, B)$. We have that:
\[
\Pr(I(A, B) = J) = \prod_{i \in A} \binom{n-b}{t-i}^{(n-t)} \frac{(n-b)^{at-|J|}}{n^t} \cdot \frac{(t!)^a}{\prod_{i \in A}(t-t_i)!} \
\leq e^{-\mu(A, B)} \left( \frac{n}{2} \right)^{-|J|} \cdot (t)^{|J|} \
\leq \left( \frac{2t}{n} \right)^{|J|}
\]

If \( B_i(a, b) \) holds for some \( A \) and \( B \), we have that \( I \log(I/\mu) > Cb \log(n/b) \), or

\[
\left( \frac{n}{T} \right)^{Cb} \cdot \left( \frac{\mu}{I} \right)^I \leq 1
\]

Therefore, we have:

\[
\Pr \left( \bigcup_{a,b} B_i(a, b) \right) \leq \binom{n}{a} \binom{n}{b} \binom{ab}{i} \left( \frac{2d}{n} \right)^i 
\]

\[
\leq \left( \frac{n}{b} \right)^2 \left( \frac{\mu}{e} \right)^i 
\]

\[
\leq \left( \frac{en}{b} \right)^{2b} \left( \frac{\mu}{I} \right)^I 
\]

\[
\ll \left( \frac{b}{n} \right)^{Cb} 
\]

\[
\ll n^{-C'}
\]

for some large enough constant \( C' \). Therefore, the second sum is at most

\[
n^2 \frac{1}{n^{n^{n^{n}}}} = o(1)
\]

It remains to deal with the sum \( \sum_{i \leq \log^2 n} \Pr \left( \bigcup_{a,b} B_i(a, b) \right) \). For these summands, we have that if \( |I(A, B)| \leq \log^2 n \) and \( I \log(I/\mu) > Cb \log(n/b) \), then \( I \geq Cb \). Therefore, we only need to evaluate the sum:
\[
\sum_{i=Cb}^{\log^2 n} \Pr \left( \bigcup_{a,b} B_i(a, b) \right) \leq \binom{n}{a} \binom{n}{b} \sum_{i=Cb}^{\log^2 n} \left( \frac{ab}{i} \right) \left( \frac{2d}{n} \right)^i \\
\leq \binom{n}{b} \sum_{i=Cb}^{2 \log^2 n} \left( \frac{2eabd}{in} \right)^i \\
\leq \log^2 n \binom{n}{b} \frac{2b}{Cn}^{Cb} \\
= o(1)
\]

We have used the assumption that \( b \leq n/2 \) in Claim 5.4. It can be easily checked that when, \( b > n/2 \), then \(|I(A, B)| \leq d|A| \leq 2\mu(A, B)\).

\(\square\)

**For the small entries:**

Bounding the contribution from the small entries is much easier. The analysis given here is slightly different to the one given in [FKS89] and [BFSU98]. However, it does not make much of a difference, and is still, essentially, a large deviation inequality. We will first compute the expected value of the quantity of interest using the following claim:

**Claim 5.5.** We have that:

\[
\left| \sum_{u,v \in \mathcal{L}} x_u y_v \right| \leq \frac{n}{\sqrt{\ell}}
\]

**Proof.** Since \( \sum x_i = 0 \), we have

\[
\left( \sum x_i \right) \left( \sum y_i \right) = \sum_{(u,v) \in \mathcal{L}} x_u y_v + \sum_{(u,v) \in \mathcal{L}} x_u y_v = 0
\]

or

\[
\left| \sum_{u,v \in \mathcal{L}} x_u y_v \right| = \left| \sum_{u \in \mathcal{L}} x_u y_v \right|
\]

To bound this, we note that

\[
1 = \left( \sum x_u^2 \right) \left( \sum y_v^2 \right) \\
\geq \sum_{(u,v) \in \mathcal{L}} x_u^2 y_v^2 \\
\geq \frac{\sqrt{\ell}}{n} \left| \sum_{(u,v) \in \mathcal{L}} x_u y_v \right|
\]

which gives us what we want. \(\square\)
Given the above lemma, we can easily compute the expectation:

And so

$$\mathbb{E} \left[ \sum_{(u,v) \in L} x_u M_{u,v} y_v \right] = \frac{t}{n} \sum_{(u,v) \in L} x_u y_v \in [-\sqrt{t}, \sqrt{t}]$$

Claim 5.6. We have that with high probability,

$$\sum_{(u,v) \in L} x_u M_{u,v} y_v = O(\sqrt{t})$$

Proof. We set up a martingale and use the method of bounded variances. Let us write the quantity that we wish to estimate as

$$X \overset{\text{def}}{=} \sum_{(u,v) \in B} x_u M_{u,v} y_v$$

We imagine $M$ being sampled one column at a time, and in each column, $t$ entries are sampled. For column $i$, let us denote these by $e_{i,1}, \ldots, e_{i,t}$, and let us abbreviate $E_i \overset{\text{def}}{=} (e_{i,1}, \ldots, e_{i,t})$, and $E_i^T \overset{\text{def}}{=} (E_1, \ldots, E_{i-1}, E_{i+1}, \ldots, E_n)$. Clearly, $X = X(e_{1,1}, \ldots, e_{n,1})$. Denote $X_{i,j} \overset{\text{def}}{=} \mathbb{E}[X|e_{1,1}, \ldots, e_{i,j}]$.

For distinct $k, k' \in [n]$, it is easy to see that we have the 'Lipshitz' property:

$$\mathbb{E}[X|e_{1,1}, \ldots, e_{i,j-1}, e_{i,j} = k] - \mathbb{E}[X|e_{1,1}, \ldots, e_{i,j-1}, e_{i,j} = k'] \leq |x_i y_k| + |x_i y_{k'}|$$

Therefore, we have a bounded difference property on $|X_{i,j} - X_{i,j-1}|$ as follows:

$$|X_{i,j} - X_{i,j-1}| = \left| \mathbb{E}[X|e_{1,1}, \ldots, e_{i,j-1}, e_{i,j}] \right|$$

$$- \frac{1}{n-j-1} \sum_{k' \in [n] \setminus \{e_{1,1}, \ldots, e_{i,j-1}\}} \mathbb{E}[X|e_{1,1}, \ldots, e_{i,j-1}, e_{i,j} = k']$$

$$\leq |x_i||y_{e_j}| + \frac{1}{n-j-1} \sum_{k' \in [n] \setminus \{e_{1,1}, \ldots, e_{i,j-1}\}} \mathbb{P}[(i, k) \in B]|x_i y_{k'}|$$

$$\leq |x_i y_{e_j}| + \frac{1}{\sqrt{n}} \cdot \frac{\sqrt{t}}{n}$$

We will use that the above quantity is bounded by $\frac{2\sqrt{t}}{n}$ since we only consider $|x_i y_{e_j}|$, where $(i, e_j) \in B$.

Now, we would like to compute the variance of the martingale
\[ \text{Var}(X_{i,j} - X_{i,j-1}|e_{1,1}, \ldots, e_{i,j-1}) \leq \frac{1}{n - j - 1} \sum_{k \in [n]} \left( |x_i y_k| + \frac{\sqrt{t}}{n \sqrt{n}} \right)^2 \]
\[ \leq \frac{2}{n - j - 1} \sum_{k \in [n]} \left( |x_i y_k|^2 + \frac{t}{n^3} \right) \]
\[ \leq \frac{2x_i^2}{n - j - 1} + O \left( \frac{t}{n^3} \right) \]

Where the last inequality uses that \( \sum_k y_k^2 \leq 1 \). Therefore, the variance of the martingale is at most
\[ \frac{2}{n - j - 1} \sum_i x_i^2 + O \left( \frac{t}{n^3} \right) \leq \frac{3}{n} =: \sigma^2 \]

since \( \sum_i x_i^2 \leq 1 \). Therefore, by the bounded variance martingale inequality \( [3] \), using \( |X_i - X_{i-1}| \leq \frac{2\sqrt{t}}{n} =: D \):
\[
\Pr(X \geq (C + 1)\sqrt{t}) \leq \exp \left\{ -\frac{C^2 t}{2\sigma^2 + tD/3} \right\} \]
\[ \leq \exp \left\{ -\frac{C^2 t}{\frac{2t}{n} + \frac{2t}{3n}} \right\} \]
\[ \leq \exp \left\{ -C^2 n \right\} \]

This lets us union bound over all \( x, y \in T \), whose number can be bounded by \( \left( \frac{Cn}{t} \right)^n \).

6 Conclusion and future directions

One thing to note on the algorithmic side, it is worth noting that the second result does not give an easy efficient algorithm, and it would be interesting to find one. This was asked as an open problem in \([HR18]\) too, in the setting of Theorem 1.4 when \( n = \Omega(m^2 \log m) \).

As for better bounds in the random model, one natural question is whether or not one can easily verify the Beck-Fiala conjecture for all values of \( t \). At first, it is tempting to claim that the second moment method of Theorem 1.4 might straightaway yield better bounds in \( \mathcal{H}_1 \), i.e., to either get a bound of \( O(\sqrt{t}) \) for the range of parameters not handled, or to get a bound of \( o(\sqrt{t}) \) when \( n \gg m \). However, as of now, we have not attempted this.
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