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Abstract. We consider utility maximization problem for semi-martingale models depending on a random factor $\xi$. We reduce initial maximization problem to the conditional one, given $\xi = u$, which we solve using dual approach. For HARA utilities we consider information quantities like Kullback-Leibler information and Hellinger integrals, and corresponding information processes. As a particular case we study exponential Levy models depending on random factor. In that case the information processes are deterministic and this fact simplify very much indifference price calculus. Then we give the equations for indifference prices. We show that indifference price for seller and minus indifference price for buyer are risk measures. Finally, we apply the results to Geometric Brownian motion case. Using identity in law technique we give the explicit expression for information quantities. Then, the previous formulas for indifference price can be applied.

Key words and phrases: utility maximisation, utility indifference price, semi-martingale, f-divergence minimal martingale measure, exponential Levy model

MSC 2010 subject classifications: 60G07, 60G51, 91B24

1. Introduction

In the real financial market investors can held traded risky assets of maturity time $T$ and receive some particular derivatives such as contingent claims offering some pay-off at maturity time $T' > T > 0$. It
can happen that the assets related with contingent claims can not be traded since the trading is difficult or impossible for investor because of lack of liquidity or legal restrictions. In this situation the investor would like maximize expected utility of total wealth and at the same time reduce the risk due to the uncertainty of pay-off of the contingent claim. In such situations the utility indifference pricing become to be a main tool for option pricing.

To be more precise, let us suppose that our market consists on non-risky asset $B_t = B_0 \exp(rt)$, where $r$ is interest rate, and two risky assets
\[ S_t = S_0 \mathcal{E}(X)_t, \quad \tilde{S}_t = \tilde{S}_0 \mathcal{E}(\tilde{X})_t \]
where $X$ and $\tilde{X}$ are semi-martingales with jumps $\Delta X > -1$, $\Delta \tilde{X} > -1$, and $\mathcal{E}$ is Doleans-Dade exponential. The investor can trade $S$ and at the same time he has a European type claim on $\tilde{S}$ given by $g(\tilde{S}_T)$ where $g$ is some real-valued Borel function. Let us denote by $\Pi$ the set of self-financing admissible strategies. Then, for utility function $U$ and initial capital $x$, the optimal expected utility related with $S$ will be
\[ V_T(x) = \sup_{\phi \in \Pi} E[U(x + \int_0^T \phi_s dS_s)] \]
and if we add an option, then the optimal utility will be equal to
\[ V_T(x, g) = \sup_{\phi \in \Pi} E[U(x + \int_0^T \phi_s dS_s + g(\tilde{S}_T))] \]
As known, the indifference price $p^b_T$ for buyer of the option $g(\tilde{S}_T)$ is a solution to the equation
\[ V_T(x - p^b_T, g) = V_T(x) \]
and it is an amount of money which the investor would be willing to pay today for the right to receive the claim and such that he is no worse off in expected utility terms then he would have been without the claim. The indifference price for the seller $p^s_T$ of the option is a solution to the equation
\[ V_T(x + p^s_T, -g) = V_T(x) \]
and it is an amount of money which the seller of the option would be willing to receive in counterpart of the option in order to preserve his own optimal utility.

The optimal utility of assets containing the options highly depends on the level of information of the investor about $\tilde{S}$. More precisely, the investor can be non-informed, partially informed or perfectly informed.
agent and the level of information changes the class Π mentioned in previous formulas. Namely, a non-informed agent can maximize his expected utility taking the strategies only from the set of self-financing admissible strategies with respect to the natural filtration $F$ of $X$. At the same time, a partially informed agent can build his optimal strategy using the set of self-financing admissible strategies with respect to the progressively enlarged filtration $\tilde{F}$ with the process $\tilde{X}$. Finally, a perfectly informed agent can use the self-financing admissible strategies with respect to initially enlarged filtration $G$ with $\tilde{S}_T$.

Utility maximisation and utility indifference pricing was considered in a number of books and papers, see for instance [3], [4], [6], [12], [18], [31], [28], [29], [32], [33]. Some explicit formulas for the indifference prices were obtained for Brownian motion models, where the incompleteness on the market comes from the non-traded asset (see [18], [28], [29]). Close to our setting case, but for complete markets, was considered in [2] and one can find there nice explicit formulas for indifference price.

In this note we concentrate ourselves on non-complete market case, and we establish some explicit formulas for the indifference prices for semi-martingale models when the traded and non-traded asset are dependent. This dependence is modelled by including the non-traded asset into the structure of the traded asset as a factor influencing its price dynamics. We will concentrate ourselves on the problem of utility maximisation and utility indifference pricing for perfectly informed agents. Our aim is to obtain explicit and numerically tractable solutions for these questions, especially for exponential Levy models and diffusions.

It should be noticed that the indifference price for partially informed agents and non-informed agents will be the same in considered case since the $\sigma$-algebras at time $T$ in all three cases coincide (to do calculus, one has to ensure that $g(\xi)$ is measurable!), and the last fact implies that the minimal equivalent martingale measure, when exist, will be the same in three cases, too. Contrarily to this, the optimal strategies will depend on the used filtration. It should be noticed that in the case of exponential Levy models and HARA utilities the optimal strategy for initial enlargement, when it exists, is always progressively adapted. The same is true for the processes with independent increments. This fact can be explained by preservation of Levy property and ”independent increments” property by minimal equivalent martingale
measure when such measure exists, and explicit formulas for optimal strategies (cf. [7], [8]).

From point of view of modelling our approach consists to introduce semi-martingales depending on a random factor $\xi$. Namely, the considered risky asset $S$ will be of the form $S(\xi) = \mathcal{E}(X(\xi))$ with the semi-martingale $X(\xi) = (X_t(\xi))_{t \geq 0}$ leaving on a canonical probability space and depending on a supplementary random factor $\xi$. The random variable $\xi$ is given on Polish space $(\Xi, \mathcal{H})$. We denote by $\alpha$ the law of this variable $\xi$. The details concerning such mathematical framework is given in section 2 and they are close to the approach in [17].

The section 3 is devoted to the general results about the maximisation of utility for semi-martingale models depending on a random factor. As previously let us introduce the total utility with the option $g(\xi)$:

$$V(x, g) = \sup_{\varphi \in \Pi(G)} E_\mathbb{P}\left[U\left(x + \int_0^T \varphi_s dS_s(\xi) + g(\xi)\right)\right]$$

Here $\Pi(G)$ is the set of all self-financing and admissible trading strategies related with the initially enlarged filtration $G = (\mathcal{G}_t)_{t \in [0, T]}$, where $\mathcal{G}_t = \bigcap_{s>t} (\mathcal{F}_s \otimes \sigma(\xi))$. To solve the utility maximisation problem in the initially enlarged filtration we make an assumption about the absolute continuity of the conditional laws $\alpha^t = P(\xi | \mathcal{F}_t)$ of the random variable $\xi$ given $\mathcal{F}_t$ with respect to $\alpha$, namely

$$\alpha^t \ll \alpha$$

for $t \in [0, T]$. Then we define the conditional laws $(P^u)_{u \in \Xi}$ of our semi-martingale $S(\xi)$ given $\{\xi = u\}$ and we reduce the initial utility maximisation problem to the conditional utility maximisation problem on the asset prices filtration $\mathcal{F}$ (see Proposition 1). Proposition 1 says that to solve the utility maximisation problem on the enlarged filtration it is enough to solve the conditional utility maximisation problem on the asset prices filtration $\mathcal{F}$

$$V^u(x, g) = \sup_{\varphi \in \Pi^u(\mathcal{F})} E_{P^u}\left[U\left(x + \int_0^T \varphi_s(u) dS_s(u) + g(u)\right)\right]$$

and then integrate the solution with respect to $\alpha$. To solve conditional utility maximisation problem we use dual approach. Let us denote by $f$ a convex conjugate of $U$. Under the assumption about the existence of an equivalent $f$-divergence minimal measure for the conditional semi-martingale model, we give the expression for conditional maximal utility (cf. Proposition 2). The main result of this section is
Theorem 1 which gives the final result for general utility maximisation problem.

In section 3.1 we study HARA utilities. For HARA utilities we introduce corresponding information quantities and we give the expression for the maximal expected utility in terms of these quantities (cf. Theorem 2). Finally, we introduce the information processes and we give the expression of the maximal expected utility involving these information processes (see Propositions 3, 4, 5 and Theorem 3).

In section 3 we give the formulas for indifference price of buyers and sellers of the option for HARA utilities. Then we discuss risk measure properties of the mentioned indifference prices. We show that $p^b_T(g)$ and $p^s_T(g)$ are risk measures.

In the section 6 we study utility maximisation and utility indifference pricing of exponential Levy models. It should be noticed that in Levy models case the information processes are deterministic processes containing the constants which are the solutions of relatively simple integral equations. It gives us the possibility to calculate the indifference prices relatively easy.

The section 7 is devoted to the explicit calculus of information quantities for Geometric Brownian motion case and use identity in law technique.

2. Mathematical Framework

We consider a semi-martingale $X(\xi) = (X_t(\xi))_{t \geq 0}$ of the law $P$, depending on a supplementary factor $\xi$ which can be a random process or a random variable. The semi-martingale $X(\xi)$ is given on a canonical probability space $(\Omega, \mathcal{F}, P)$, equipped with the filtration $\mathbf{F} = (\mathcal{F}_t)_{t \geq 0}$ satisfying the usual conditions: $\mathcal{F} = \bigvee_{t \geq 0} \mathcal{F}_t$, $\mathcal{F}_t = \bigcap_{u > t} \sigma \{ X_v(\xi), v \leq u \}$ and $\mathcal{F}_0 = \{ \emptyset, \Omega \}$.

We suppose that the law $P$ of $X(\xi)$ is uniquely defined by its semi-martingale characteristics $(B, C, \nu)$. We recall here the notion of the characteristics for the convenience of the readers. Let $\mu$ be a jump measure of the process $X = X(\xi)$ and $l : \mathbb{R} \rightarrow \mathbb{R}$ be a truncation function: $l(x) = x$ in the neighbourhood of 0 and $l$ has a compact support. Then one can write the semi-martingale $X$ as

$$X = (X - X(l)) + X(l),$$
where $X(l)$ is a 'big' jumps process, defined as

$$X(l)_t = \sum_{s \leq t} (\Delta X_s - l(\Delta X_s))$$

with $\Delta X_s = X_s - X_{s-}$. The process $\tilde{X} = (X - X(l))$ is a special semi-martingale with the bounded jumps and allows the representation

$$\tilde{X}_t = X_0 + X^c_t + \int_0^t \int_{\mathbb{R}} l(x) (\mu(ds, dx) - \nu(ds, dx)) + B_t(l),$$

where $X^c$ is the continuous local martingale part of $X$, $\nu$ is the $(P, F)$-compensator of $\mu$, $B = B(l)$ is the unique $(P, F)$-predictable locally integrable process such that the process $\tilde{X} - B(l)$ is a $(P, F)$-local martingale. Let $C$ be a continuous process such that the process $(X^c)^2 - C$ is a $(P, F)$-local martingale. We have defined the triplet of predictable characteristics of the $(P, F)$-semi-martingale $X = X(\xi)$ as $T^F = (B, C, \nu)$ (see also [23]).

We suppose that the supplementary random factor $\xi$ is given on the probability space $(\Xi, \mathcal{H}, \alpha)$ with $\alpha$ being the law of $\xi$.

We assume that our market contains a single traded risky asset with the price process $S = S(\xi)$ and without any loss of generality we will assume that the riskless interest rate is 0, and then the riskless bond process is identically equal to 1. Our risky asset $S = S(\xi)$ which we consider will be simply of the form

$$S(\xi) = \mathcal{E}(X(\xi)),$$

where $\mathcal{E}(\cdot)$ is a stochastic exponential,

$$\mathcal{E}(X)_t = \exp \{ X_t - \frac{1}{2} < X^c >_t \} \prod_{0 \leq s \leq t} \exp\{-\Delta X_s\}(1 + \Delta X_s).$$

We prefer the representation [1] of the risky asset more than the representation with the usual exponent by the simple reason that if the process $X$ is a local $(P, F)$-martingale then the process $S$ inherits this property, i.e. is a local $(P, F)$-martingale. To ensure that $S_t > 0$ for all $t \geq 0$ we assume that $\Delta X_t \geq -1$.

The process $X(\xi)$ can be defined in a different way. One of the possibilities is to give, when they exist, a family of the regular conditional laws of $X(\xi)$ given $\xi = u$, denoted by $(P^u)_{u \in \Xi}$. Such family of conditional laws should verify: for all $t \geq 0$, for all $A \in \mathcal{F}$

$$P(A) = \int_{\Xi} P^u(A) d\alpha(u).$$
Now, on the product space \((\Omega \times \Xi, \mathcal{F} \otimes \mathcal{H})\) we can also define a probability \(P\) as it follows: for all \(A \in \mathcal{F}\) and \(B \in \mathcal{H}\)

\[
P(A \times B) = \int_B P^u(A) d\alpha(u),
\]
such that \(P(A \times \Xi) = P(A)\) and \(P(\Omega \times B) = \alpha(B)\). In such situation for all \(A \in \mathcal{F}\)

\[
P^u(A) = P(A \mid \xi = u)
\]

Now we define the initially enlarged filtration \(G = (G_t)_{t \geq 0}\) by

\[
G_t = \bigcap_{s > t} (\mathcal{F}_s \otimes \sigma(\xi)).
\]

Let \(t \in \mathbb{R}_+\) and \(\alpha^t\) be a regular conditional distribution of the random variable \(\xi\) given the information \(\mathcal{F}_t\), i.e.

\[
\alpha^t(\omega, du) = P(\xi \in du \mid \mathcal{F}_t)(\omega).
\]

We make the following assumption

**Assumption 1.** The regular conditional distribution of random variable \(\xi\) is absolutely continuous with respect to its law, i.e.

\[
\alpha^t \ll \alpha, \quad \forall t \in [0, T].
\]

**Lemma 1.** (see [21]) Under Assumption 1 there exists a positive \(\mathcal{O}(\mathcal{G})\) measurable function \((\omega, t, u) \rightarrow \rho^u_t(\omega)\) such that

1. For each \(u \in \text{supp}(\alpha)\), \(\rho^u\) is \((P, \mathcal{F})\)-martingale.
2. For each \(t \in [0, T]\), the measure \(\rho^u_t\) is a version of the regular conditional distribution \(\alpha^t(du)\) so that \(P_t \times \alpha\)-a.s.

\[
\frac{d\alpha^t}{d\alpha}(u) = \rho^u_t.
\]

To avoid unnecessary complications, we introduce also

**Assumption 2.** For each \(u \in \Xi\) the probability \(P^u\) is locally absolutely continuous with respect to \(P\), i.e

\[
P^u \ll P.
\]

The Assumptions 1, 2 and Lemma 1 imply that for all \(t \in [0, T]\) and \(P_t \times \alpha\)-a.s.

\[
\frac{dP^u}{dP}\big|_{\mathcal{F}_t} = \rho^u_t.
\]
The process $X$ is also $(P^u, F)$-semi-martingale, $u \in \Xi$. If we know the density $p^u$, then using Itô formula we can write the semi-martingale decomposition of it and restore the $(P^u, F)$-characteristic triplet $T^F(u) = (B^u, C^u, \nu^u)$. This triplet is related to the triplet $T^F = (B, C, \nu)$ as follows

$$B^u = B + \int_0^t \beta^u_s \, dC_s + \int_0^t \int_{\mathbb{R}} l(x) (Y^u_s(x) - 1) \nu(ds, dx),$$

$$C^u = C,$$

$$\nu^u = Y^u \cdot \nu,$$

(7)

with certain $(P^u, F)$-predictable process $\beta^u = (\beta^u_t)_{t \in [0, T]}$ and $Y^u = (Y^u_t)_{t \in [0, T]}$ such that $P-a.s$ for all $t \in [0, T]$

$$\int_0^t (\beta^u_s)^2 \, dC_s + \int_0^t \int_{\mathbb{R}} |l(x) (Y^u_s(x) - 1)| \nu(ds, dx) < \infty.$$

For the details about the integration with respect to the random measures and its compensators, stochastic integration with respect to a local martingales and Riemann-Stieltjes integral see [23].

Since the density process $p^u$ is a $(P, F)$-martingale, we define the stochastic logarithm $m^u$ of $p^u$ by:

$$dm^u_t = \frac{dp^u_t}{p^u_t}.$$

Then $m^u$ is a $(P, F)$-local martingale and $p^u$ is a stochastic exponential of $m^u$

$$p^u = \mathcal{E}(m^u).$$

By the predictable representation property we have that the local martingale $m^u$ has the following semi-martingale representation

$$m^u = \int_0^\cdot \beta^u_s \, dX^c_s + \int_0^\cdot \int_{\mathbb{R}} \left( Y^u_s - 1 + \frac{\dot{Y}^u_s - 1}{1 - 1} \right) (\mu - \nu)(ds, dx),$$

where the process $\beta^u$ and $Y^u$ are the same as in [7] and the processes $\dot{Y}^u$ and $\dot{1}$ are related to the compensator $\nu$, namely

$$\dot{1}_t(\omega) = \nu(\omega, \{t\} \times \mathbb{R}_0)$$

and

$$\dot{Y}^u_t(\omega) = \int_{\mathbb{R}_0} Y^u_t(\omega, x) \nu(\omega, \{t\}, dx).$$

For more information see again [23].
3. Utility maximisation problem

In this section we introduce the sets of the self-financing admissible trading strategies and the sets of the equivalent martingale measures for the initially enlarged filtration and we establish the connection between them and the analogous sets on the \((\Omega, \mathcal{F}, \mathcal{F}, P^n)\) filtered space. Then we show that the solution of the utility maximisation problem in the enlarged filtration can be reduced to the solution of the conditional utility maximisation problem (cf. Proposition 1) which in turn, we solve using the dual approach (cf. Proposition 2). The final result on utility maximisation is given in Theorem 1 at the end of this section.

3.1. Utility maximisation problem in enlarged filtration. We consider a utility function \(U : \mathbb{R} \to \mathbb{R} \cup \{-\infty\}\), which is assumed to be strictly increasing, strictly concave, continuously differentiable in \(\text{dom}(U) = \{x \in \mathbb{R} | U(x) > -\infty\}\) and is supposed to satisfy the Inada conditions

\[
U'(\infty) = \lim_{x \to +\infty} U'(x) = 0,
\]

\[
U'(\underline{x}) = \lim_{x \downarrow \underline{x}} U'(x) = \infty,
\]

where \(\underline{x} = \inf\{x \in \mathbb{R} | U(x) > -\infty\}\). We require that the utility function is the increasing function of the wealth because with the growth of wealth the investor’s usefulness also grows. The concavity of the function reflects a phenomenon of risk-aversion for the investor.

Suppose that the investor carries out the trading on the finite time interval \([0, T]\) and holds a European type option with the pay-off function \(G_T = g(\xi)\) in his portfolio, where \(g\) is an \(\mathcal{H}\)-measurable function. We define by \(\Pi(G)\) the set of admissible and self-financing strategies \(\varphi(\xi)\), such that \(\varphi(\xi)\) is \(G\)-predictable and \(S(\xi)\)-integrable on \([0, T]\) \(P - a.s.,\) with the integrals bounded from below. To describe this set we recall the known result about \(G\)-predictable processes, denoted by \(\mathcal{P}(G)\).

**Lemma 2.** (cf. [4]) A random process \(\varphi(\xi)\) is \(G\)-predictable if and only if the application \((t, \omega, \xi) \to \varphi_t(\xi)\) is a \(\mathcal{P}(F) \otimes \mathcal{H}\)-measurable random process where \(\mathcal{P}(F)\) is the set of \(F\)-predictable processes.
Thus, the set of the admissible and self-financing strategies \( \Pi(G) \) on \( (P, G) \) is of the form

\[
\Pi(G) = \bigcup_{c > 0} \left\{ \varphi(\xi) \in P(F) \otimes H \mid \int_0^t \varphi_s(\xi) dS_s(\xi) \geq -c, \ \forall t \in [0, T] \ (\mathbb{P}\text{-a.s.}) \right\}
\]

The classical utility maximisation problem consists to find the optimal investment portfolio over set of all self-financing and admissible strategies in order to maximise the given expected utility, namely

\[
V(x, g) = \sup_{\varphi \in \Pi(G)} E_{\mathbb{P}} \left[ U \left( x + \int_0^T \varphi_s(\xi) dS_s(\xi) + g(\xi) \right) \right],
\]

where \( U \) is the given utility function and \( x \) is the initial endowment.

We define also the set \( \Pi^u(F) \) of the admissible and self-financing strategies related with the filtration \( F \):

\[
\Pi^u(F) = \bigcup_{c > 0} \left\{ \varphi \in S_u(P(F) \otimes H) \mid \int_0^t \varphi_s(\xi) dS_s(\xi) \geq -c, \ \forall t \in [0, T] \ (\mathbb{P}\text{-a.s.}) \right\}
\]

where \( S_u(P(F) \otimes H) \) is a section of \( P(F) \otimes H \) in \( u \). For any \( u \in \Xi \) we denote

\[
V^u(x, g) = \sup_{\varphi \in \Pi^u(F)} E_{\mathbb{P}_u} \left[ U \left( x + \int_0^T \varphi_s(u) dS_s(u) + g(u) \right) \right]
\]

The next result establishes that the value of the maximal utility in enlarged filtration \( G \) can be obtained from the solutions of the conditional utility maximisation problem.

**Proposition 1.** Let us suppose that Assumptions 1 and 2 hold. Then we can reduce classical utility maximisation problem to the corresponding conditional utility maximisation problem in the sense that

\[
V(x, g) = \int_{\Xi} V^u(x, g) d\alpha(u).
\]

To prove this proposition we prove first one lemma.

**Lemma 3.** Let \( \varphi(\xi) \in \Pi(G) \). Then for \( t \in [0, T] \) and \( u \in \Xi \)

\[
\mathcal{L}_{\mathbb{P}} \left( \int_0^t \varphi_s(\xi) dS_s(\xi), \xi \mid \xi = u \right) = \mathcal{L}_{\mathbb{P}_u} \left( \int_0^t \varphi_s(u) dS_s(u), u \right).
\]

As consequence, we get that

\[
E_{\mathbb{P}} \left[ U \left( x + \int_0^t \varphi_s(\xi) dS_s(\xi) + g(\xi) \right) \mid \xi = u \right] = E_{\mathbb{P}_u} \left[ U \left( x + \int_0^t \varphi_s(u) dS_s(u) + g(u) \right) \right].
\]
Proof: It is known that $\Pi(\mathcal{G})$ can be generated by the simple functions of the type $\varphi(\xi) = 1_A(\xi)\varphi_{t_1,1}_{[t_1,t_2]}$, where $t_1, t_2 \in \mathbb{R}_+$, $t_1 \leq t_2$, $A \in \mathcal{H}$ and $\varphi_{t_1}$ is $\mathcal{F}_{t_1}$-measurable random variable. For such $\varphi(\xi)$ we have:

$$\int_0^T \varphi_s(\xi)dS_s(\xi) = 1_A(\xi)\varphi_{t_1}(S_{t_2}(\xi) - S_{t_1}(\xi)).$$

Since the filtration $\mathcal{F}$ is natural, $\varphi_{t_1} = F(X_v(\xi), 0 \leq v \leq T)$ where $F$ is a measurable functional. Since

(12) \[ \mathcal{L}_P((\xi, X(\xi))|\xi = u) = \mathcal{L}_{P^u}(u, X), \]

the same identity in law is true for measurable functional of $(\xi, X(\xi))$ such as $(S(\xi), \varphi_{t_1}, 1_A(\xi))$ and it gives \[ \text{(11)} \] for a special type of $\varphi(\xi)$.

For general $\varphi(\xi) \in \Pi(\mathcal{G})$ there exists a sequence of linear combination of simple functions, $(\varphi^n(\xi))_{n\in\mathbb{N}_+}$ such that for $s \in [0, T]$ and $P \times \alpha$-a.s.

$$\varphi^n_s(\xi) \to \varphi_s(\xi),$$

and $|\varphi^n(\xi)| \leq |\varphi_s(\xi)|$. Since $\varphi(\xi)$ is locally bounded predictable function, then, according to Theorem I.4.31 in [23], we have the convergence in $P$-law:

(13) \[ \int_0^T \varphi^n_s(\xi)dS_s(\xi) \to \int_0^T \varphi_s(\xi)dS_s(\xi). \]

For the same reason and since for $s \in [0, T]$ ($P^u \times \alpha$-a.s)

$$\varphi^n_s(u) \to \varphi_s(u),$$

we have the convergence in $P^u$-law:

(14) \[ \int_0^T \varphi^n_s(u)dS_s(u) \to \int_0^T \varphi_s(u)dS_s(u). \]

From (12), (13) and (14) we obtain (11). If we denote $\Phi(v, r) = U(x + v + g(r))$ then it is a $\mathcal{B}(\mathbb{R}^2)$-measurable function of $(v, r)$ for all $x \in \mathbb{R}_+$, and it gives the second claim. Then lemma is proved. □

Proof of Proposition 1: If in Lemma 3 we take regular versions of stochastic integrals and conditional expectations ( cf. [34]), then we
have:

\[ E_{\mathbb{P}} \left[ U \left( x + \int_0^T \varphi_s(\xi)dS_s(\xi) + g(\xi) \right) \right] = \]

\[ = \int_{\Xi} E_{\mathbb{P}}^{u} \left[ U \left( x + \int_0^T \varphi_s(u)dS_s(u) + g(u) \right) \right] d\alpha(u) \]

\[ \leq \int_{\Xi} \sup_{\varphi \in \Pi^u(F)} E_{\mathbb{P}}^{u} \left[ U \left( x + \int_0^T \varphi_s(u)dS_s(u) + g(u) \right) \right] d\alpha(u), \]

and hence,

\[ (15) \quad V(x, g) \leq \int_{\Xi} V^u(x, g)d\alpha(u). \]

For each \( \epsilon > 0 \) there exists \( \varphi^{(\epsilon)} \in \Pi^u(F) \) such that

\[ \sup_{\varphi \in \Pi^u(F)} E_{\mathbb{P}}^{u} \left[ U \left( x + \int_0^T \varphi_s(u)dS_s(u) + g(u) \right) \right] \leq \]

\[ E_{\mathbb{P}}^{u} \left[ U \left( x + \int_0^T \varphi_s^{(\epsilon)}(u)dS_s(u) + g(u) \right) \right] + \epsilon \]

Integration with respect to \( \alpha \) gives:

\[ \int_{\Xi} \sup_{\varphi \in \Pi^u(F)} E_{\mathbb{P}}^{u} \left[ U \left( x + \int_0^T \varphi_s^{(\epsilon)}(u)dS_s(u) + g(u) \right) \right] d\alpha(u) \leq \]

\[ \leq \int_{\Xi} E_{\mathbb{P}}^{u} \left[ U \left( x + \int_0^T \varphi_s^{(\epsilon)}(u)dS_s(u) + g(u) \right) \right] d\alpha(u) + \epsilon \]

\[ = E_{\mathbb{P}} \left[ U \left( x + \int_0^T \varphi^{(\epsilon)}(\xi)dS_s(\xi) + g(\xi) \right) \right] + \epsilon \]

\[ \leq V(x, g) + \epsilon \]

Combining the two previous inequalities we have \([10]\). \( \Box \)

### 3.2. The solution to conditional utility maximisation problem.

To solve the conditional utility maximisation problem \( V^u(x, g) \) we use the dual approach. For that we consider the equivalent martingale measures in the enlarged filtration \( G \) and then we provide the link between them and the equivalent martingale measures related to \( (P^u, F) \).

Let \( \mathcal{M}(G) \) be a set of \( \mathbb{P} \)-equivalent martingale measures on product space \( (\Omega \times \Xi, \mathcal{F} \otimes \mathcal{H}) \) defined as

\[ \mathcal{M}(G) = \{ Q : Q \underset{\text{loc}}{\sim} \mathbb{P} \text{ and such that } S(\xi) \text{ is an } (Q, G)\text{-martingale} \}. \]
Let $T$ be a finite time horizon. Then the restrictions of the measures $Q$ on the $\sigma$-algebra $G_T$ can be given by density process $Z(\xi)$:

\begin{equation}
\frac{dQ|_{G_T}}{dP|_{G_T}} = Z_T(\xi)
\end{equation}

The density process $Z(\xi) = (Z_t(\xi))_{t\in[0,T]}$ is a uniformly integrable positive $(P, G)$-martingale with $E_P[Z_T(\xi)] = 1$. We recall the following known result about $G$-martingales. Let us fix $u \in \text{supp}(\alpha)$ and let the process $Z(u) = (Z_t(u))_{t\in[0,T]}$ be obtained from the process $Z(\xi)$ by replacing of $\xi$ by $u$.

**Lemma 4.** (cf. [4]) Under Assumptions 1 and 2 there exists a version of density process $Z(\xi)$ such that the following two statements are equivalent:

(i) The process $Z = Z(\xi)$ is a $(P, G)$-martingale

(ii) The process $Z(u) = (Z_t(u))_{t\in[0,T]}$ is a $(P^u, F)$-martingale, for all $u \in \text{supp}(\alpha)$.

As it was mentioned, $Z(u)$ is a positive $(P^u, F)$-martingale. However $Z(u)$ is not a density process because of the fact that

\[ E_P[Z_T(u)] = Z_0(u) \]

with $Z_0(u)$ which is not necessarily equal to 1. But the modified density process $\tilde{Z}(u) = \frac{Z(u)}{Z_0(u)}$ describes the equivalent martingale measures $Q^u$ such that

\begin{equation}
\frac{dQ^u|_{F_T}}{dP^u|_{F_T}} = \tilde{Z}_t(u).
\end{equation}

We denote by $\mathcal{M}^u(F)$ the set of such measures, namely

\begin{equation}
\mathcal{M}^u(F) = \{ Q^u : Q^u \overset{\text{loc}}{\sim} P^u, \ S \text{ is an } (Q^u, F)\text{-martingale} \}
\end{equation}

Let us denote by $f$ the convex conjugate of $U$ obtained by Frenchel-Legendre transform of $U$:

\[ f(y) = \sup_{x>0} (U(x) -yx) . \]

Let us denote by $I(y) = -f'(y), \ y \in \mathbb{R}_+$, then

\begin{equation}
f(y) = U(I(y)) - yI(y),
\end{equation}

Now we consider the dual problem of finding

\[ \inf_{Q^u \in \mathcal{M}^u(F)} E_{P^u} \left[ f \left( \frac{dQ^u_T}{dP_T} \right) \right] . \]
If minimum is reached on the set $\mathcal{M}^u(F)$, then the corresponding measure $Q^{u,*}$ is called $f$-divergence minimal martingale measure.

Let also $u \in \Xi$ to be fixed, and the set $\mathcal{K}^u$ be defined as follows:

$$\mathcal{K}^u = \left\{ Q^u \in \mathcal{M}^u(F) : E_{P^u} \left| f \left( \lambda \frac{dQ^u_T}{dP_T} \right) \right| < \infty, E_{Q^u} \left| f' \left( \lambda \frac{dQ^u_T}{dP_T} \right) \right| < \infty, \forall \lambda > 0 \right\}.$$ 

We introduce two additional Assumptions.

**Assumption 3.** For each $u \in \Xi$, there exists $f$-divergence minimal equivalent martingale measure $Q^{u,*}$, it belongs to the set $\mathcal{K}^u$ and verify scaling property: for each $\lambda > 0$

$$\inf_{Q^u \in \mathcal{M}^u(F)} E_{P^u} \left[ f \left( \lambda \frac{dQ^u_T}{dP_T} \right) \right] = E_{P^u} \left[ f \left( \lambda \frac{dQ^{u,*}_T}{dP_T} \right) \right].$$

**Remark 1.** For HARA utilities the scaling property is automatically verified and the definition of the set $\mathcal{K}^u$ can be simplified:

$$\mathcal{K}^u = \left\{ Q^u \in \mathcal{M}^u(F) : E_{P^u} \left| f \left( \frac{dQ^u_T}{dP_T} \right) \right| < \infty \right\}.$$ 

The next assumption is related with the properties of the density $\tilde{Z}^*_T(u)$ of $f$-divergence minimal equivalent martingale measure $Q^{u,*}_T$ with respect to $P^u_T$.

**Assumption 4.** There exists $\mathcal{H}$- measurable function $\lambda_g$, which verifies:

$$\int_{\Xi} E_{P^u} \left| f(\lambda_g(u) \tilde{Z}^*_T(u)) \right| d\alpha(u) < \infty, \int_{\Xi} E_{Q^u} \left| f'(\lambda_g(u) \tilde{Z}^*_T(u)) \right| d\alpha(u) < \infty$$

and such that for each $u \in \Sigma$ and $x > x$

$$(20) \quad E_{P^u} \left[ \tilde{Z}^*_T(u) I(\lambda_g(u) \tilde{Z}^*_T(u)) \right] = x + g(u).$$

**Remark 2.** For HARA utilities the integrability conditions of the Assumption 4 is reduced to the first one.

**Proposition 2.** Let the Assumptions 3 and 4 hold. Then there exists an optimal strategy $\varphi \in \Pi^u(F)$ such that

$$V^u(x,g) = E_{P^u} \left[ U \left( x + \int_{0}^{T} \varphi^*_s(u) dS_s(u) + g(u) \right) \right]$$

Moreover, we have

$$(21) \quad V^u(x,g) = E_{P^u} \left[ U \left( I(\lambda(u) \tilde{Z}^*_T(u)) \right) \right]$$
Proof: For any martingale measure $Q_T$ equivalent to $P_T$, and $Z_T(\xi)$ its Radon-Nikodym derivative which is $\mathcal{F} \otimes \mathcal{H}$-measurable, we write:

$$E_P f(Z_T(\xi)) = \int_E E_{P^u} f(Z_T(u)) d\alpha(u) = \int_E E_{P^u} f(Z_0(u)\tilde{Z}_T(u)) d\alpha(u)$$

where $\tilde{Z}_T(u) = Z_T(u)/Z_0(u)$. Now, we consider conditional $f$-divergence minimisation problem, i.e. find $\inf E_{P^u} f(\tilde{Z}_T(u))$ over all martingale measures $Q^u$ equivalent to $P^u$ with $\tilde{Z}_T(u) = \frac{dQ_T^u}{dP_T^u}$, under initial capital equal to $x + g(u)$. Let $Q^u_T$ be $f$-minimal equivalent martingale measure and $\tilde{Z}_T^*(u) = \frac{dQ^u_T}{dP^u_T}$. According to Assumption 4, there exists $\lambda_g(u)$ such that

$$E_{Q^u_T}(I(\lambda_g(u)\tilde{Z}_T^*(u))) = x + g(u)$$

One can show that $\lambda_g$ is unique $\alpha - a.s.$.

Since standard $f$-divergences verify scaling property, we get for any $Q_T$:

$$E_P f(Z_T(\xi)) \geq \int_E E_{P^u} f(Z_0(u)\tilde{Z}_T^*(u)) d\alpha(u)$$

But $Z_0(u)$ is entirely defined by the restriction on conditional initial capital, so the minimum over all equivalent martingale measures $Q_T$ with this restriction is $\int_E E_{P^u} f(\lambda_g(u)\tilde{Z}_T^*(u)) d\alpha(u)$.

Then we can use the result of [16] and write ($P$ - a.s.):

$$I(\lambda_g(\xi)\tilde{Z}_T^*(\xi)) = x + g(\xi) + \int_0^T \varphi^*(\xi) dS(\xi)$$

where $\varphi^* \in \mathcal{P}(\mathcal{G})$, it is self-financing and admissible, and such that $\int_0^T \varphi^*(\xi) dS(\xi)$ is $Q^u_\cdot$-martingale. The previous expression conditioned in $\xi = u$ gives ($P^u$-a.s.):

$$I(\lambda_g(u)\tilde{Z}_T^*(u)) = x + g(u) + \int_0^T \varphi^*(u) dS(u)$$

We see that $\varphi^*(u) \in \Pi^u(\mathcal{F})$, it is self-financing, admissible and such that $\int_0^T \varphi^*(u) dS(u)$ is $Q^u_\cdot$-martingale.

Now we show that $\varphi^*(u)$ is optimal strategy. Let us put $x + g(u) = \tilde{x}$. Then, since [19] and $I(y) = -f'(y)$,

$$U(\tilde{x} + \int_0^T \varphi^*(u) dS(u)) = f(\lambda_g(u)\tilde{Z}_T(u)) + \tilde{Z}_T^*(u) f'(\lambda_g(u)\tilde{Z}_T(u))$$
We show easily that the left-hand side of the previous equality is integrable:

\[ E_{P^u} \left| U(\tilde{x} + \int_0^T \varphi_s(u) dS(u)) \right| \leq E_{P^u} \left| f(\lambda_g(u) \tilde{Z}^*_T(u)) \right| + E_{P^u} \left| \tilde{Z}^*_T(u) f'(\lambda_g(u) \tilde{Z}^*_T(u)) \right| < \infty \]

We write for any \( \varphi \in \Pi^u(F) \) using the definition of Fenchel-Legendre transform:

\[ U(\tilde{x} + \int_0^T \varphi_s(u) dS(u)) \leq \left[ \tilde{x} + \int_0^T \varphi_s(u) dS(u) \right] \lambda_g(u) \tilde{Z}^*_T(u) + f(\lambda_g(u) \tilde{Z}^*_T(u)) - \lambda_g(u) \tilde{Z}^*_T(u) \]

We take an expectation with respect to \( P^u \), then we use the fact that \( \int_0^T \varphi_s(u) dS(u) \) is a super-martingale started from zero and that \( \int_0^T \varphi_s^*(u) dS(u) \) is a martingale with respect to \( Q^{u_s} \). Finally we get that

\[ E_{P^u} [ \tilde{Z}^*_T(u) ] \leq E_{P^u} [ \tilde{Z}^*_T(u) ] \]

3.3. Final result on utility maximisation problem. We combine the results of Proposition 1 and Proposition 2 to get the following final result on utility maximisation.

**Theorem 1.** We suppose that The Assumptions 1, 2, 3, 4 hold. Then, the maximal expected utility verify:

\[ V(x, g) = \int \mathbb{E}_{P^u} \left[ U \left( I(\lambda_g(u) \tilde{Z}^*_T(u)) \right) \right] d\alpha(u), \]

and

\[ V(x, 0) = \int \mathbb{E}_{P^u} \left[ U \left( I(\lambda_0(u) \tilde{Z}^*_T(u)) \right) \right] d\alpha(u), \]

where \( \lambda_g(u) \) is a solution of (20) and \( \lambda_0 \) is a solution of (20) with replacing \( g(u) \) by 0.
4. Utility maximisation for HARA utilities

In the overwhelming part of the literature, the utility maximisation analysis is carried out under the hyperbolic absolute risk utilities (HARA), which are logarithmic, power and exponential utilities represented below:

\[ U(x) = \ln x, \text{ then } f(x) = -\ln x - 1, \]
\[ U(x) = \frac{x^p}{p}, \quad p \in (-\infty, 0) \cup (0, 1), \text{ then } f(x) = -\frac{p - 1}{p} x^{\frac{p}{p-1}}, \]
\[ U(x) = 1 - e^{-\gamma x}, \quad \gamma > 0, \text{ then } f(x) = 1 - \frac{x}{\gamma} + \frac{1}{\gamma} x \ln x - \frac{1}{\gamma} x \ln \gamma \]

where \( x > 0 \). This choice can be explained by the good properties of these functions such as scaling property, time horizon invariance property, preservation of Levy property and so on (see for instance [8]).

We introduce the information quantities related with HARA utilities. The corresponding maximal utilities are given in Theorem 2. Then, we express these information quantities via information processes (cf. Propositions 3, 4, 5). The final result on utility maximisation is given in Theorem 3.

4.1. Maximal utilities and information quantities. As before, we assume the existence of \( f \)-divergence minimal martingale measure \( Q^{u, *}_T \in \mathcal{K}^u \). We introduce three important quantities related with \( P^u_T \) and \( Q^{u, *}_T \) namely the entropy of \( P^u_T \) with respect to \( Q^{u, *}_T \),

\[ I(P^u_T | Q^{u, *}_T) = -E_{P^u_T} \left[ \ln \tilde{Z}^*_T(u) \right], \]

the entropy of \( Q^{u, *}_T \) with respect to \( P^u_T \),

\[ I(Q^{u, *}_T | P^u_T) = E_{P^u_T} \left[ \tilde{Z}^*_T(u) \ln \tilde{Z}^*_T(u) \right], \]

and Hellinger type integrals

\[ H^{(q), *}_T(u) = E_{P^u_T} \left[ (\tilde{Z}^*_T(u))^q \right], \]

where \( q = \frac{p}{p-1} \) and \( p < 1 \).

Now we give the expressions of the value function \( V(x, g) \) involving relative entropies and Hellinger type integrals.
Theorem 2. Under the Assumptions 1, 2, 3, 4 the information quantities are $\mathcal{H}$-measurable and we have the following expressions for $V_T(x, 0)$:

(i) If $U(x) = \ln x$ then

$$V_T(x, 0) = \int_\Xi \left[ \ln x + I(P_T^u|Q_T^{u,*}) \right] d\alpha(u)$$

(ii) If $U(x) = \frac{x^p}{p}$ with $p < 1, p \neq 0$ then

$$V_T(x, 0) = \frac{1}{p} \int_\Xi x^p \left( H_T^{(q), u} (u) \right)^{1-p} d\alpha(u)$$

(iii) If $U(x) = 1 - e^{-\gamma x}$ with $\gamma > 0$ then

$$V_T(x, 0) = 1 - \int_\Xi \exp \{ -[\gamma x + I(Q_T^{u,*}|P_T^u)] \} d\alpha(u)$$

The expressions for $V_T^u(x, g)$ can be obtained from previous expressions replacing in right-hand side $x$ by $x + g(u)$.

Proof: First of all we remark that $\tilde{Z}_T^*$ is $\mathcal{F}_T \otimes \mathcal{H}$ measurable and $\frac{dP_T}{dP_T} = p_T$ is also $\mathcal{F}_T \otimes \mathcal{H}$ measurable. Hence, the information quantities are $\mathcal{H}$-measurable.

(i) The Theorem states that

$$V_T(x, 0) = \int_\Xi E_{P^u} \left[ U \left( I \left( \lambda_0(u) \tilde{Z}_T^*(u) \right) \right) \right] d\alpha(u),$$

where $\lambda_0(u)$ is defined from the equation

$$E_{P^u} \left[ \tilde{Z}_T^*(u) I \left( \lambda_0(u) \tilde{Z}_T^*(u) \right) \right] = x.$$ 

The corresponding inverse function of the derivative of the logarithmic utility is $I(y) = \frac{1}{y}$, then $\lambda_0(u) = \frac{1}{x}$. Putting this result into (27) we have that

$$V_T(x, 0) = \int_\Xi E_{P^u} \left[ \ln \left( \frac{x}{\tilde{Z}_T^*(u)} \right) \right] d\alpha(u)$$

$$= \int_\Xi E_{P^u} \left[ \ln x - \ln \tilde{Z}_T^*(u) \right] d\alpha(u)$$

$$= \int_\Xi [\ln x + I(P_T^u|Q_T^{u,*})] d\alpha(u).$$

The formula (53) has been proved.
(ii) The corresponding inverse function of the derivative of the power utility is $I(y) = y^{\frac{1}{p-1}}$. Then, using (28) we deduce that

$$
\lambda_0(u) = \frac{x^{p-1}}{E_{P^u}[\left(\tilde{Z}_T^*(u)^q\right)]^{p-1}}.
$$

with $q = \frac{p}{p-1}$, and we get finally that

$$
E_{P^u}\left[U\left(I\left(\lambda_0(u) \tilde{Z}_T^*(u)\right)\right)\right] = E_{P^u}\left[\frac{1}{p} \left(\lambda_0(u) \tilde{Z}_T^*(u)^q\right)\right],
$$

(30)

$$
= \frac{x^p}{p} \left( E_{P^u}\left[\left(\tilde{Z}_T^*(u)^q\right)\right] \right)^{1-p}.
$$

Then, we integrate over $\Xi$ with respect to $\alpha$ and we obtain (25).

(iii) The corresponding inverse function of the derivative of the exponential utility is $I(y) = -\frac{1}{\gamma} (\ln y - \ln \gamma)$. Then, value function in the case of the exponential utility can be simplified to the form

$$
V_T(x, 0) = \int_\Xi E_{P^u}\left[U\left(I\left(\lambda_0(u) \tilde{Z}_T^*(u)\right)\right)\right] d\alpha(u)
$$

(31)

$$
= 1 - \frac{1}{\gamma} \int_\Xi \lambda_0(u) d\alpha(u).
$$

The corresponding $\lambda_0$ is given by

$$
\lambda_0(u) = \gamma \exp\left\{ -\gamma x - E_{P^u}\left[\tilde{Z}_T^*(u) \ln \tilde{Z}_T^*(u)\right]\right\}.
$$

Taking into account that

$$
E_{P^u}\left[\tilde{Z}_T^*(u) \ln \tilde{Z}_T^*(u)\right] = I(Q_T^{u*} | P_T^u)
$$

we get that

$$
\lambda_0(u) = \gamma \exp\left\{ -\gamma x - I(Q_T^{u*} | P_T^u)\right\},
$$

and it gives us (26). □

4.2. Information quantities and information processes. In this subsection we express the information quantities via corresponding information processes. As previously, we assume the existence of an equivalent $f$-divergence minimal martingale measure $Q_T^{u*}$. We recall that a semi-martingale $X(\xi)$ under $P^u$ is also a semi-martingale with the triplet $T^F(u) = (B^u, C, \nu^u)$ defined by (7). To avoid non-necessary complications we introduce the following additional assumption.
Assumption 5. For each \( u \in \Xi \), the \((P^u, \mathcal{F})\)-semi-martingale \( X \) is a quasi-left continuous, i.e. for any predictable stopping time \( \tau \), the jump \( \Delta X_\tau = 0 \) on the set \( \{ \tau < \infty \} \).

Let us denote by \( \beta^{u,*} \) and \( Y^{u,*}(x) \) two \((P^u, \mathcal{F})\)-predictable processes known as Girsanov parameters for the changing of measure from \( P^u \) into \( Q^{u,*} \) such that:

\[
\forall t \geq 0 \text{ and } P^u\text{-a.s. }
\int_0^t \int \left| l(x)(Y^{u,*}_s(x) - 1)\nu^u(ds, dx) \right| < \infty,
\int_0^t (\beta^{u,*}_s)^2 dC_s < \infty.
\]

In the case of logarithmic utility we consider the entropy
\[
\mathcal{I}(P^u_T \mid Q^{u,*}_T(u))\]
and we introduce the corresponding predictable process
\[
\mathcal{I}^*_t(u) = \left( \frac{1}{2} \int_0^t (\beta^{u,*}_s)^2 dC_s - \int_0^t \int \left( \ln(Y^{u,*}_s(x)) - Y^{u,*}_s(x) + 1 \right) \nu^u(ds, dx) \right).
\]

Proposition 3. We suppose that \( E_{P^u} | \ln \tilde{Z}_T^*(u) | < \infty \) and Assumption 5 holds. Then
\[
\mathcal{I}(P^u_T \mid Q^{u,*}_T) = E_{P^u}\mathcal{I}^*_T(u).
\]

Proof: To avoid the complicated notations we omit for the proof of this Proposition the indexes \( u, * \), and replace the notation of \( \tilde{Z} \) by \( Z \). Let \( Q \) and \( P \) be two equivalent probability measures on canonical space and let \((Z_t)_{t \in [0,T]}\) be the Radon-Nikodym density, \( Z_t = \frac{dQ_t}{dP_t} \), where \( Q_t \) and \( P_t \) are the restrictions of \( Q \) and \( P \) on \( \sigma \)-algebra \( \mathcal{F}_t \). Let \( X \) be \( P \)-semi-martingale with the characteristics \((B, C, \nu)\).

For \( \epsilon > 0 \) we put
\[
\tau_\epsilon = \inf\{0 \leq t \leq T \mid Z_t \leq \epsilon\}
\]
with \( \inf\{\emptyset\} = +\infty \). We remark that \( \tau_\epsilon \) is a stopping time and that the sequence of stopping times \( (\tau_\epsilon) \) is increasing to infinity as \( \epsilon \to 0 \), and hence, it is localising sequence. Then, by Ito formula we have:

\[
\ln Z_{T \wedge \tau_\epsilon} = \ln Z_0 + \int_0^{T \wedge \tau_\epsilon} \frac{1}{Z_{s^-}} dZ_s - \frac{1}{2} \int_0^{T \wedge \tau_\epsilon} \frac{1}{(Z_{s^-})^2} d<Z^c>_s
\]
\[
+ \sum_{0 < s \leq T \wedge \tau_\epsilon} \left( \ln Z_s - \ln Z_{s^-} - \frac{1}{Z_{s^-}} \Delta Z_s \right),
\]
where \( \Delta Z_s = Z_s - Z_{s^-} \) and \( <Z^c>_s \) is a predictable variation of the continuous martingale part of \( Z \). We remark that \( \left( \int_0^{T \wedge \tau_\epsilon} \frac{1}{Z_{s^-}} dZ_s \right)_{t \in [0,T]} \) is a \((P, \mathcal{F})\)-martingale started from zero, since it is stochastic integral.
with respect to \((P,F)\)-martingale \(Z\) and since \(Z_{s-} \geq \epsilon > 0\) on the stochastic interval \([0,T \wedge \tau_\epsilon]\). By Theorem 1.8, p.66 in [23], we get
\[
E_P \int_0^{T \wedge \tau_\epsilon} \int_\mathbb{R} \left( \ln \left(1 + \frac{x}{Z_{s-}} \right) - \frac{x}{Z_{s-}} \right) \mu_Z(ds,dx) =
E_P \int_0^{T \wedge \tau_\epsilon} \int_\mathbb{R} \left( \ln \left(1 + \frac{x}{Z_{s-}} \right) - \frac{x}{Z_{s-}} \right) \nu_Z(ds,dx),
\]
where \(\mu_Z\) and \(\nu_Z\) are measure of jumps of \(Z\) and its compensator. Finally, from (35) and the fact that \(Z_0 = 1\), we have:
\[
E_P \ln Z_{T \wedge \tau_\epsilon} = E_P \left[ -\frac{1}{2} \int_0^{T \wedge \tau_\epsilon} \frac{1}{(Z_{s-})^2} d <Z^c>_s + \int_0^{T \wedge \tau_\epsilon} \int_\mathbb{R} \left( \ln \left(1 + \frac{x}{Z_{s-}} \right) - \frac{x}{Z_{s-}} \right) \nu_Z(ds,dx) \right].
\]
Now, since \(Z = \mathcal{E}(M)\) where \(\mathcal{E}(\cdot)\) is a Dolean-Dade exponential, for all \(t \in [0,T]\) we get:
\[
M_t = \int_0^t \beta_s dX^c_s + \int_0^t \int_\mathbb{R} (Y_s - 1)(\mu - \nu)(ds,dx)
\]
Then, \(dZ_t = Z_{t-}dM_t\), and in particular, \(dZ^c_t = Z_{t-}dM^c_t\) and \(\Delta Z_t = Z_{t-}\Delta M_t\). In addition, (37) implies that for \(t \in [0,T]\)
\[
M^c_t = \int_0^t \beta_s dX^c_s \text{ and } \Delta M_t = (Y_t(\Delta X_t) - 1),
\]
and, hence,
\[
d <Z^c>_t = (Z_{t-})^2 \beta_t^2 d <X^c>_t
\]
and
\[
\Delta Z_t = Z_{t-} (Y_t(\Delta X_t) - 1).
\]
Using mentioned above relations we obtain:
\[
E_P \ln Z_{T \wedge \tau_\epsilon} = E_P \left[ -\frac{1}{2} \int_0^{T \wedge \tau_\epsilon} \beta_s^2 dC_s + \int_0^{T \wedge \tau_\epsilon} \int_\mathbb{R} (\ln Y_s(x) - Y_s(x) + 1) \nu(ds,dx) \right].
\]
Since \(\ln(1+x) \leq x\), both integrands in the right hand side are negatives. So, using the Lebesgue monotone convergence theorem, we can pass to the limit on the right-hand side.
It remains to pass to the limit on the left hand side in (39), i.e. to prove
\[
\lim_{\epsilon \to 0} E_P \ln Z_{T \wedge \tau_\epsilon} = E_P \ln Z_T.
\]
We can write
\[(41) \quad E_P \ln Z_T \wedge \tau \epsilon - E_P \ln Z_T = E_P [\ln Z_T \{\tau_\epsilon < T\}] - E_P [\ln Z_T \{\tau_\epsilon < T\}] .\]

We show that two last terms in (41) tend to zero as \(\epsilon \to 0\).

Let \(\tilde{Z}_t = \frac{1}{Z_t}\) for \(t \in [0,T]\). We remark that \((\tilde{Z}_t)_{[0,T]}\) is a \(Q\)-martingale.

Then, by maximal inequality for positive martingales
\[(42) \quad Q(\tau_\epsilon < T) \leq Q(\sup_{0 \leq t \leq T} \tilde{Z}_t \geq \frac{1}{\epsilon}) \leq E_Q \tilde{Z}_T \cdot \epsilon = \epsilon .\]

Finally, \(P(\tau_\epsilon < T) \leq E_Q(\tilde{Z}_T \{\sup_{0 \leq t \leq T} \tilde{Z}_t \geq \frac{1}{\epsilon}\}) \to 0\) as \(\epsilon \to 0\) since \(E_Q \tilde{Z}_T = 1\). Since \(\ln Z_T\) is \(P\)-integrable, the relation (42) implies that
\[(43) \quad \lim_{\epsilon \to 0} E_P (\ln Z_T \{\tau_\epsilon < T\}) = 0 .\]

Since \(Z_{\tau_\epsilon} \leq \epsilon\), for \(\epsilon < 1\) we get \(E_P(\ln Z_{\tau_\epsilon} \{\tau_\epsilon < T\}) \leq 0\). From concavity of \(\ln x, x > 0\)
\(E_P(\ln Z_{\tau_\epsilon} \{\tau_\epsilon < T\}) \geq E_P (\ln Z_T \{\tau_\epsilon < T\})\)

The relation (43) implies that \(E_P (\ln Z_{\tau_\epsilon} \{\tau_\epsilon < T\}) \to 0\) when \(\epsilon \to 0\). Finally, we proved (40). \(\square\)

In the case of exponential utility we consider the entropy \(I(Q^u_{T\epsilon} \mid P^u_T)\), which is known also as Kullback-Leibler information. We introduce the corresponding Kullback-Leibler process \(I^*(u) = (I^*_t(u))_{t \in [0,T]}\) with
\[(44) \quad I^*_t(u) = \frac{1}{2} \int_0^t \left( \beta^u_s \right)^2 dC_s + \int_0^t \int_R \left[ Y^u_s(x) \ln(Y^u_s(x)) - Y^u_s(x) + 1 \right] \nu^u(ds, dx) .\]

We remark that, Kullback-Leibler process was first introduced in [25] and it was studied in [27], [13], [20]. We give here some properties of this process needed for our final results.

**Proposition 4.** We suppose that \(E_P |\tilde{Z}_T^*(u) \ln \tilde{Z}_T^*(u)| < \infty\) and that the Assumption 3 holds. Then,
\[(45) \quad I(Q^u_{T\epsilon} \mid P^u_T) = E_P \left[ \int_0^T \tilde{Z}_{s-}^*(u) dI^*_s(u) \right] = E_Q(\tilde{Z}_T^*) (I^*_T(u)) .\]

**Proof:** We continue in the framework of Proposition 3 to prove the first equality. The second one is a consequence of integration by part.
formula. Let $\epsilon > 0$ and the localising sequence $(\tau_{\epsilon})$: for $\epsilon > 0$
\[ \tau_{\epsilon} = \inf\{0 \leq t \leq T | Z_t \leq \epsilon \text{ or } Z_t \geq \frac{1}{\epsilon}\} \]
with $\inf\{0\} = +\infty$. Then, by Ito formula we have

\begin{equation}
Z_{T \land \tau_{\epsilon}} \ln Z_{T \land \tau_{\epsilon}} = Z_0 \ln Z_0 + \int_0^{T \land \tau_{\epsilon}} (\ln Z_s + 1)dZ_s + \frac{1}{2} \int_0^{T \land \tau_{\epsilon}} \frac{1}{Z_s} d <Z^c>_s \\
+ \int_0^{T \land \tau_{\epsilon}} \int_{\mathbb{R}} [(Z_s + x) \ln(Z_s + x) - Z_s \ln Z_s - (\ln Z_s + 1)x] \mu_Z(ds, dx).
\end{equation}

We remark that $\left(\int_0^{T \land \tau_{\epsilon}} (\ln Z_s + 1)dZ_s\right)_{t \in [0,T]}$ is a $(P,F)$-martingale
started from zero, since it is stochastic integral with respect to $(P,F)$-martingale $Z$ such that $Z_{s-} \geq \epsilon$ and $Z_{s-} \leq \frac{1}{\epsilon}$ on the stochastic interval $[0,T \land \tau_{\epsilon}]$. Using Theorem 1.8, p.66, in [23], we get

\begin{equation}
E_P \int_0^{T \land \tau_{\epsilon}} \int_{\mathbb{R}} [(Z_s + x) \ln(Z_s + x) - Z_s \ln Z_s - (\ln Z_s + 1)x] \mu_Z(ds, dx) =
\end{equation}

\begin{equation}
E_P \int_0^{T \land \tau_{\epsilon}} \int_{\mathbb{R}} [(Z_s + x) \ln(Z_s + x) - Z_s \ln Z_s - (\ln Z_s + 1)x] \nu_Z(ds, dx),
\end{equation}
where $\mu_Z$ and $\nu_Z$ are the measure of jumps of $Z$ and its compensator.

Finally, from (46) and the fact that $Z_0 = 1$, we have:

\begin{equation}
E_P [Z_{T \land \tau_{\epsilon}} \ln Z_{T \land \tau_{\epsilon}}] = E_P \left[ \frac{1}{2} \int_0^{T \land \tau_{\epsilon}} \frac{1}{Z_s} d <Z^c>_s \\
+ \int_0^{T \land \tau_{\epsilon}} \int_{\mathbb{R}} [(Z_s + x) \ln(Z_s + x) - Z_s \ln Z_s - (\ln Z_s + 1)x] \nu_Z(ds, dx) \right].
\end{equation}

Using the relations between $Z = \mathcal{E}(M)$, $M$ and the process $X$ given by (37) and (38), we get

\begin{equation}
E_P [Z_{T \land \tau_{\epsilon}} \ln Z_{T \land \tau_{\epsilon}}] = E_P \left[ \frac{1}{2} \int_0^{T \land \tau_{\epsilon}} Z_s \beta_s^2 dC_s \\
+ \int_0^{T \land \tau_{\epsilon}} \int_{\mathbb{R}} Z_s - (Y_s(x) \ln Y_s(x) - Y_s(x) + 1) \nu(ds, dx) \right].
\end{equation}

Since $\tau_{\epsilon} \to +\infty$ as $\epsilon \to 0$ and $x \ln x - x + 1 \geq 0$ for all $x > 0$, by
Lebesgue monotone convergence theorem we can pass to the limit in
the right-hand side of (48). It remains to show that the left-hand side of (48) converges to \( E_P[Z_T \ln Z_T] \). We can write

\[
(49) \quad E_P[Z_{T \wedge \tau} \ln Z_{T \wedge \tau} Z_{T \wedge \tau}^\tau \ln Z_{T \wedge \tau}^\tau] - E_P[Z_T \ln Z_T] = 
E_P[Z_{\tau} \ln Z_{\tau} 1_{\{\tau < T\}}] - E_P[Z_T 1_{\{\tau < T\}}].
\]

We show that the last two terms in (49) tends to zero as \( \epsilon \to 0 \). Since \( Z_T \ln Z_T \) is \( P \)-integrable and \( P(\tau_\epsilon < T) \to 0 \) as \( \epsilon \to 0 \), we get that

\[
\lim_{\epsilon \to 0} E_P[Z_T 1_{\{\tau_\epsilon < T\}}] = 0.
\]

Using the inequality \( x \ln x \geq 1/e \) for all \( x \in \mathbb{R}^+ \), we have for \( 0 \leq \epsilon \leq 1/e \)

\[
-\frac{1}{\epsilon} \cdot P(\tau_\epsilon < T) \leq E_P[Z_{\tau} \ln Z_{\tau} 1_{\{\tau < T\}}] \leq 0,
\]

and \( E_P[Z_{\tau} \ln Z_{\tau} 1_{\{\tau < T\}}] \to 0 \) when \( \epsilon \to 0 \). Finally,

\[
\lim_{\epsilon \to 0} E_P[Z_{T \wedge \tau} \ln Z_{T \wedge \tau}] = E_P[Z_T \ln Z_T].
\]

and the proposition is proved. \( \Box \)

For the case of power utility we consider Hellinger types integrals

\[
H_T^{(q),\ast}(u) = E_{P^u}[\left(\tilde{Z}_T^q(u)\right)^q],
\]

where \( q = \frac{p}{p-1}, \ p < 1 \). We notice that if \( p < 0 \) then \( 0 < q < 1 \) and if \( 0 < p < 1 \) then \( q < 0 \), so, in any cases \( q < 1 \).

We introduce the corresponding predictable process called Hellinger type process \( h_t^{(q),\ast}(u) = (h_t^{(q),\ast}(u))_{t \in [0,T]} \)

\[
(50) \quad h_t^{(q),\ast}(u) = \frac{1}{2} q(q-1) \int_0^t (\beta^{u,*}_s)^2 dC_s + 
\int_0^t \int_{\mathbb{R}} [(Y^{u,*}_s(x))^q - q(Y^{u,*}_s(x) - 1) - 1] \nu(ds, dx),
\]

In the case when \( 0 < q < 1 \) the Hellinger processes was studied in [36], [23], [10], [11]. We show that the result can be extended for \( q < 1 \).

**Proposition 5.** Suppose that \( H_T^{(q),\ast}(u) < \infty \) and that the Assumption \( \Box \) holds. Then

\[
H_T^{(q),\ast}(u) = 1 + E_{P^u} \left[ \int_0^T (\tilde{Z}_s^q)^q d h_s^{(q),\ast}(u) \right]
\]

or, in the terms of the stochastic exponential:

\[
(51) \quad H_T^{(q),\ast}(u) = E_{P^u} \left[ \mathcal{E} \left( h^{(q),\ast} \right) \right].
\]
**Proof:** We continue in the framework of Proposition 3. Let $\epsilon > 0$ and the localising sequence $(\tau_\epsilon)$ defined by (34). Applying Itô’s formula we have:

$$Z^q_{T \wedge \tau_\epsilon} = 1 + q \int_0^{T \wedge \tau_\epsilon} Z^q_{s-1} dZ_s + \frac{1}{2} q(q - 1) \int_0^{T \wedge \tau_\epsilon} Z^{q-2}_{s-} dZ^c_s + \int_0^{T \wedge \tau_\epsilon} \int_{\mathbb{R}} Z^q_{s-} \left( \left(1 + \frac{x}{Z^q_{s-}} \right)^q - 1 \right) - qZ^q_{s-} x \nu(ds, dx).$$

Since $(\int_0^{T \wedge \tau_\epsilon} Z^{q-1}_{s-} dZ_s)_{t \in [0, T]}$ is a $(P, \mathcal{F})$-martingale starting from 0 and due to the projection theorem we get:

$$E_P Z^q_{T \wedge \tau_\epsilon} = 1 + E_P \left[ \frac{1}{2} q(q - 1) \int_0^{T \wedge \tau_\epsilon} Z^{q-2}_{s-} dZ^c_s + \int_0^{T \wedge \tau_\epsilon} \int_{\mathbb{R}} Z^q_{s-} \left( \left(1 + \frac{x}{Z^q_{s-}} \right)^q - 1 \right) - qZ^q_{s-} x \nu(ds, dx) \right].$$

Using the relation between $Z = \mathcal{E}(M)$, $M$ and the initial process $X$, we get

$$E_P Z^q_{T \wedge \tau_\epsilon} = 1 + E_P \left\{ \frac{1}{2} q(q - 1) \int_0^{T \wedge \tau_\epsilon} Z^q_{s-} \beta^2_s dC_s + \int_0^{T \wedge \tau_\epsilon} \int_{\mathbb{R}} Z^q_{s-} [Y^q_s(x) - q(Y_s(x) - 1) - 1] \nu(ds, dx) \right\}.$$

We remark that $\lim_{\epsilon \to 0} \tau_\epsilon = +\infty$. Since for $0 < q < 1$, $q(q - 1) < 0$ and $x^q - qx - 1 \leq 0$ and for $q < 0$, $q(q - 1) > 0$ and $x^q - qx - 1 \geq 0$, the right hand side of above expression contains the integral of some negative function. Then, by Lebesgue monotone convergence theorem we can pass to the limit on the right hand side.

It remains to show that

$$\lim_{\epsilon \to 0} E_P Z^q_{T \wedge \tau_\epsilon} = E_P Z^q_T.$$

We have:

(52) $E_P Z^q_{T \wedge \tau_\epsilon} - E_P Z^q_T = E_P \left( Z^q_{T \wedge \tau_\epsilon} 1_{\{\tau_\epsilon < T\}} \right) - E_P \left( Z^q_T 1_{\{\tau_\epsilon < T\}} \right).$

Since $P(\tau_\epsilon < T) \to 0$ as $\epsilon \to 0$ and $Z^q_T$ is $P$-integrable, the first term in the right-hand side of (52) tends to zero. For the second term we distinguish two cases: $0 < q < 1$ and $q < 0$. In the first case,

$$E_P \left( Z^q_{T \wedge \tau_\epsilon} 1_{\{\tau_\epsilon < T\}} \right) \leq \epsilon^q P(\tau_\epsilon < T) \to 0$$
as $\varepsilon \to 0$. In the second case we have:

$$E_P \left( Z_{\tau_\varepsilon}^q 1_{\{\tau_\varepsilon < T\}} \right) = E_Q \left( \hat{Z}_{\tau_\varepsilon}^{1-q} 1_{\{\tau_\varepsilon < T\}} \right),$$

where $\hat{Z}_{\tau_\varepsilon} = \frac{1}{Z_{\tau_\varepsilon}}$. From maximal inequalities for the martingales we have:

$$E_Q \left[ \sup_{0 \leq t \leq T} \hat{Z}_t \right]^{1-q} \leq c(q)E_Q(\hat{Z}_T^{1-q}) = c(q)E_P(Z_T^q) < \infty$$

where $c(q)$ is a constant. In addition, $Q(\tau_\varepsilon < T) \to 0$ as $\varepsilon \to 0$, and, then,

$$\lim_{\varepsilon \to 0} E_Q \left( \hat{Z}_{\tau_\varepsilon}^{1-q} 1_{\{\tau_\varepsilon < T\}} \right) = 0.$$

We prove now (51). From Ito formula we also get that

$$Z_{T\land \tau_\varepsilon}^q = 1 + \int_0^{T\land \tau_\varepsilon} Z_s^q dK_s$$

where $K = N + h^{(q)}$ is a sum of a martingale $N$ and predictable process $h^{(q)}$ with

$$N_t = q \int_0^t \beta_s^c dX_s^c + \int_0^t \int_\mathbb{R} (Y^q_s(x) - 1)(\mu - \nu)(ds, dx)$$

Then, we have:

$$Z_{T\land \tau_\varepsilon}^q = \mathcal{E}(N + h^{(q)})_{T\land \tau_\varepsilon} = \mathcal{E}(N)_{T\land \tau_\varepsilon} \mathcal{E}(h^{(q)})_{T\land \tau_\varepsilon}$$

We take the expectation with respect to $P$ and we show that $(\mathcal{E}(N)_{t\land \tau_\varepsilon})_{0 \leq t \leq T}$ is uniformly integrable martingale with expectation 1. Since $h^{(q)}$ is monotone and continuous process, we can pass to the limit and it gives (51). □

4.3. Maximal utility and information processes. The final result for maximal utility in terms of information processes follows directly from Theorem 2 and Propositions 3, 4, 5 and is given in the following Theorem 3.

**Theorem 3.** Under The Assumptions and for HARA utilities we have the following expressions for $V_T(x, 0)$:

(i) If $U(x) = \ln x$, then

$$V_T(x, 0) = \int_\Xi E_P^{\nu}[\ln x + I_t^u] d\alpha(u)$$

(53)
(ii) If \( U(x) = \frac{x^p}{p} \) with \( p < 1, p \neq 0 \), then

\[
V_T(x, 0) = \frac{1}{p} \int \xi x^p \left( E_{P^u} \left[ \mathcal{E} \left( h^{(q,\ast)}(u) \right) \right] \right)^{1-p} d\alpha(u)
\]

(iii) If \( U(x) = 1 - e^{-\gamma x} \) with \( \gamma > 0 \), then

\[
V_T(x, 0) = 1 - \int \xi \exp \left\{- \left( \gamma x + E_{Q^u} \left( I^*_T(u) \right) \right) \right\} d\alpha(u)
\]

The expressions for \( V_T(x, g) \) can be obtained from previous expressions replacing \( x \) by \( x + g(u) \) in right-hand side.

5. Indifference pricing on the initially enlarged filtration

We consider the situation when the investor carries out the trading of risky asset \( S(\xi) \) on the finite time interval \([0, T]\) and has a European type option with the pay-off function \( G_T = g(\xi) \), \( g \) is an \( \mathcal{H} \)-measurable real-valued function. Then, as it was already mentioned a buyer’s indifference price \( p^b_T \) is the solution to the equation

\[
V_T(x, 0) = V_T(x - p^b_T, g).
\]

and a seller’s indifference price \( p^s_T \) is defined from

\[
V_T(x, 0) = V_T(x + p^s_T, -g).
\]

We notice that the indifference prices \( p^b_T \) and \( p^s_T \) are related, namely

\[
p^b_T(g) = -p^s_T(-g).
\]

5.1. Indifference price formulas. Now we apply the results of Theorem 1 and Theorem 2 to give the formulas for the indifference prices in the cases of the exponential, power and logarithmic utilities.

**Proposition 6.** In the case of logarithmic utility \( U(x) = \ln x, x > 0 \), and under the Assumptions 1, 2, 3, 4, and \( g(\xi) \in ]0, x[ \) (\( \alpha \)-a.s.), the buyer’s and seller’s indifference price satisfy:

\[
\int \ln \left[ 1 - \frac{p^b_T}{x} + \frac{g(u)}{x} \right] d\alpha(u) = 0
\]

and

\[
\int \ln \left[ 1 + \frac{p^s_T}{x} - \frac{g(u)}{x} \right] d\alpha(u) = 0.
\]
Moreover, if \( \ln(g(\xi)) \), \( \ln(x - g(\xi)) \) are integrable functions then the solutions of the equations (59) and (60) exist, they are unique and \( p^b_T, p^s_T \in [0, x] \).

**Remark 3.** It should be noticed that in logarithmic utility case, the formulas for indifference price do not reflect the dependence between \( X(\xi) \) and \( \xi \): exactly the same equations will hold when \( X(\xi) \) and \( \xi \) are independent.

**Proof:** From (24) and (56) we have (59). Formula (60) is obtained from the relation (58). We see that

\[
F(y) = \int_{\Xi} \ln \left( 1 - \frac{y}{x} + \frac{g(u)}{x} \right) \, d\alpha(u), \quad y \in [0, x],
\]

is well-defined strictly decreasing function and \( F(0) \geq 0 \). If \( \ln g(\xi) \) is integrable with respect to \( \alpha \), then \( F \) is a continuous by Lebesgue dominated theorem. Under the condition that \( g(\xi) \in [0, x] (\alpha\text{-a.s.}), \quad F(x) \leq 0 \). Then, solution exists by the mean-value theorem and it is unique.

In the case of the seller’s indifference price, the function

\[
F(y) = \int_{\Xi} \ln \left( 1 + \frac{y}{x} - \frac{g(u)}{x} \right) \, d\alpha(u), \quad y \in [0, x],
\]

is a strictly increasing continuous function with \( F(0) \leq 0 \) and \( F(x) \geq 0 \) and then, there exists a unique solution of (60). \( \square \)

**Proposition 7.** In the case of the power utility \( U(x) = x^p, \ x > 0, \) with \( p < 1, \ p \neq 0 \), we suppose that the Assumptions 1, 2, 3, 4 hold, \( g(\xi) \in [0, x] (\alpha\text{-a.s.}) \) and

\[
\int_{\Xi} \left( H_T^{(q),*}(u) \right)^{1-p} \, d\alpha(u) < \infty.
\]

Then, the buyer’s and seller’s indifference prices are defined respectively from the equations:

(61) \[
\int_{\Xi} [(1 - \frac{p^b_T}{x} + \frac{g(u)}{x})^p - 1] \left( H_T^{(q),*}(u) \right)^{1-p} \, d\alpha(u) = 0
\]

and

(62) \[
\int_{\Xi} [(1 + \frac{p^s_T}{x} - \frac{g(u)}{x})^p - 1] \left( H_T^{(q),*}(u) \right)^{1-p} \, d\alpha(u) = 0
\]

Moreover, the equations (61) and (62) have unique solutions belonging to the interval \([0, x]\).
Remark 4. In the case when $X(\xi)$ and $\xi$ are independent, the information quantity $H_T^{(q),*}(u)$ does not depend on $u$ and we get from Proposition 7 the following equations for indifference price:

\[
\int_{\Xi} \left[ (1 - \frac{p_T^b}{x} + \frac{g(u)}{x})^p - 1 \right] d\alpha(u) = 0,
\]

\[
\int_{\Xi} \left[ (1 + \frac{p_T^s}{x} - \frac{g(u)}{x})^p - 1 \right] d\alpha(u) = 0.
\]

Proof: The formula (61) follows from (25) and (56), then, the formula (62) can be obtained from the relation (58).

We denote for $y \in [0, x]$

\[
F(y) = \int_{\Xi} \left[ (1 - \frac{y}{x} + \frac{g(u)}{x})^p - 1 \right] \left( H_T^{(q),*}(u) \right)^{1-p} d\alpha(u)
\]

We see that $F$ is continuous strictly decreasing function for $p \in (0, 1)$ on $[0, x]$ and that $F(0) \geq 0$ and $F(x) \leq 0$. Then the solution of the equation exists by mean value theorem and it is unique. For $p < 0$, $F$ is a strictly increasing continuous function with $F(0) \leq 0$ and $F(x) \geq 0$, then (61) has a unique solution. The case of seller’s indifference price can be considered in a similar way. $\square$

Proposition 8. In the case of the exponential utility $U(x) = 1 - e^{-\gamma x}$, $x > 0$, with $\gamma > 0$ and under the Assumptions 1, 2, 3, 4, the buyer’s and seller’s indifference prices verify:

\[
p_T^b = \frac{1}{\gamma} \ln \left[ \frac{\int_{\Xi} \exp \left\{ - I(Q_T^{u*}|P_T^{u}) \right\} d\alpha(u)}{\int_{\Xi} \exp \left\{ - \gamma g(u) - I(Q_T^{u*}|P_T^{u}) \right\} d\alpha(u)} \right]
\]

and

\[
p_T^s = -\frac{1}{\gamma} \ln \left[ \frac{\int_{\Xi} \exp \left\{ - I(Q_T^{u*}|P_T^{u}) \right\} d\alpha(u)}{\int_{\Xi} \exp \left\{ \gamma g(u) - I(Q_T^{u*}|P_T^{u}) \right\} d\alpha(u)} \right]
\]

Remark 5. In the case when $X(\xi)$ and $\xi$ are independent, the information quantity $I(Q_T^{u*}|P_T^{u})$ does not depend on $u$ and we get from Proposition 8 the following equations for indifference price:

\[
p_T^b = -\frac{1}{\gamma} \ln \left[ \int_{\Xi} \exp \left\{ - \gamma g(u) \right\} d\alpha(u) \right],
\]
\[ p^s_T = \frac{1}{\gamma} \ln \left[ \int_{\Xi} \exp \left\{ \gamma g(u) \right\} d\alpha(u) \right]. \]

**Proof:** In the case of the exponential utility \( I(y) = -\frac{1}{\gamma} (\ln y - \ln \gamma) \) and from (56) and (26) we get the equation for buyer’s indifference price:
\[
\int_{\Xi} (\lambda_g(u) - \lambda_0(u)) d\alpha(u) = 0,
\]
where \( \lambda_g \) is given by
\[
\lambda_g(u) = \gamma \exp \left\{ -\gamma (x - p^b_T + g(u)) - I(\mathcal{Q}_T^{u*}, P_T^{u*}) \right\},
\]
and
\[
\lambda_0(u) = \gamma \exp \left\{ -\gamma x - I(\mathcal{Q}_T^{u*}, P_T^{u*}) \right\}
\]
These formulas give us (63). The seller’s indifference price (64) can be obtained from the relation (58).

5.2. **Indifference prices and risk measure properties.** In this subsection we will show that indifference prices \( p^s_T \) and \(-p^b_T\) are risk measures. First we recall here the definition of risk measure.

The application \( \rho : \mathcal{F}_T \rightarrow \mathbb{R}^+ \) is convex risk measure if for all contingent claims \( C^{(1)}_T, C^{(2)}_T \in \mathcal{F}_T \) and all \( 0 < \gamma < 1 \) we have:

1. convexity of \( \rho \) with respect to the claims:
\[
\rho(\gamma C^{(1)}_T + (1 - \gamma) C^{(2)}_T) \leq \gamma \rho(C^{(1)}_T) + (1 - \gamma) \rho(C^{(2)}_T)
\]
2. it is increasing function with respect to the claim:
for \( C^{(1)}_T \leq C^{(2)}_T \), we have \( \rho(C^{(1)}_T) \leq \rho(C^{(2)}_T) \)
3. it is invariant with respect to the translation: for \( m > 0 \)
\[
\rho(C^{(1)}_T + m) = \rho(C^{(1)}_T) + m
\]

**Proposition 9.** We suppose that The Assumptions 1, 2, 3, 4 hold. Then for HARA utilities the indifference prices for sellers \( p^s_T(g) \) and \((-p^b_T)\) for buyers obtained in the Propositions 6, 7, 8 are risk measures.

**Proof:** We prove the claim for seller’s indifference price since the corresponding properties for \(-p^b_T\) will follow from (58).
(i) Let $U(x) = \ln(x), x > 0$. From the Proposition the indifference price for seller $p^*_T = p^*_T(g)$ is defined from the equation:

$$\int_{\Xi} \ln \left[ 1 + \frac{p^*_T(g)}{x} - \frac{g(u)}{x} \right] d\alpha(u) = 0.$$ 

Since for each $m \in \mathbb{R}^+$, $p^*_T(g + m)$ verify

$$\int_{\Xi} \ln \left[ 1 + \frac{p^*_T(g + m)}{x} - \frac{g(u) + m}{x} \right] d\alpha(u) = 0.$$ 

and the solution of this equation is unique,

$$p^*_T(g + m) = p^*_T(g) + m$$

and, hence, the property (3) holds.

Let $g_1(u) \leq g_2(u)$ for $u \in \Xi$. Then we have:

$$0 = \int_{\Xi} \ln \left[ 1 + \frac{p^*_T(g_1)}{x} - \frac{g_1(u)}{x} \right] d\alpha(u) \geq \int_{\Xi} \ln \left[ 1 + \frac{p^*_T(g_1)}{x} - \frac{g_2(u)}{x} \right] d\alpha(u)$$

and it gives (2).

We put $g(u) = \gamma g_1(u) + (1 - \gamma) g_2(u)$. Then from concavity of $\ln$ we get:

$$\int_{\Xi} \ln \left[ 1 + \frac{\gamma p^*_T(g_1) + (1 - \gamma) p^*_T(g_2)}{x} - \frac{g(u)}{x} \right] d\alpha(u) \geq \gamma \int_{\Xi} \ln \left[ 1 + \frac{p^*_T(g_1)}{x} - \frac{g_1(u)}{x} \right] d\alpha(u) + (1 - \gamma) \int_{\Xi} \ln \left[ 1 + \frac{p^*_T(g_2)}{x} - \frac{g_2(u)}{x} \right] d\alpha(u)$$

Then, since the right-hand side of previous expression is equal to zero,

$$p^*_T(\gamma g_1(u) + (1 - \gamma) g_2(u)) \leq \gamma p^*_T(g_1) + (1 - \gamma) p^*_T(g_2)$$

and we proved the relation (1).

(ii) Let $U(x) = \frac{x^p}{p}, p < 1, p \neq 0$. From the Proposition the indifference price for seller is defined from the equation:

$$\int_{\Xi} \left[ \left( 1 + \frac{p^*_T(g)}{x} - \frac{g(u)}{x} \right)^p - 1 \right] \left( H^{(q),*}_T(u) \right)^{1-p} d\alpha(u) = 0.$$ 

The properties (2) and (3) can be proved in the same way as in (i). Let us denote by $g(u) = \gamma g_1(u) + (1 - \gamma) g_2(u)$ and let us suppose that $0 < p < 1$. Then using the concavity of the function $(1 + x)^p - 1$ we have:

$$\int_{\Xi} \left[ \left( 1 + \frac{\gamma p^*_T(g_1) + (1 - \gamma) p^*_T(g_2)}{x} - \frac{g(u)}{x} \right)^p - 1 \right] \left( H^{(q),*}_T(u) \right)^{1-p} d\alpha(u) \geq$$
\[
\gamma \int_{\Xi} \left[ \left(1 + \frac{p^*_T(g_1)}{x} - \frac{g_1(u)}{x}\right)^p - 1 \right] \left(\mathbf{H}^{(q)_T}(u)\right)^{1-p} d\alpha(u) + (1-\gamma) \int_{\Xi} \left[ \left(1 + \frac{p^*_T(g_2)}{x} - \frac{g_2(u)}{x}\right)^p - 1 \right] \left(\mathbf{H}^{(q)_T}(u)\right)^{1-p} d\alpha(u)
\]

Since the right-hand side of above expression is equal to zero, we get the property (1). The case \(p < 0\) can be considered in similar way.

(iii) Let \(U(x) = 1 - e^{-\gamma_0 x}, x > 0, \) with \(\gamma_0 > 0.\) From the Proposition the indifference price for the seller is defined by the formula:

\[
p^*_T(g) = -\frac{1}{\gamma_0} \ln \left[ \frac{\int_{\Xi} \exp \left\{ -I(Q^{u,*}_T|P^u_T) \right\} d\alpha(u)}{\int_{\Xi} \exp \left\{ \gamma_0 g(u) - I(Q^{u,*}_T|P^u_T) \right\} d\alpha(u)} \right]
\]

We see directly from this formula that the properties (2) and (3) are verified. Let us take \(g(u) = \gamma g_1(u) + (1 - \gamma) g_2(u).\) Then, by Holder inequality with \(p = \frac{1}{\gamma} \) and \(q = \frac{1}{1-\gamma},\) we get:

\[
\int_{\Xi} \exp \left\{ \gamma_0 g_1(u) - I(Q^{u,*}_T|P^u_T) \right\} d\alpha(u) \leq \left( \int_{\Xi} \exp \left\{ \gamma_0 g_1(u) - I(Q^{u,*}_T|P^u_T) \right\} d\alpha(u) \right)^\gamma 
\]

\[
\left( \int_{\Xi} \exp \left\{ \gamma_0 g_2(u) - I(Q^{u,*}_T|P^u_T) \right\} d\alpha(u) \right)^{1-\gamma}
\]

and it gives the property (1).

6. Conditionally exponential Levy models

We continue in the framework of Section 2. In addition, and it will be specific for this part, we assume that conditionally to \(\xi = u, X(\xi)\) is a Levy process. It means that \(P^u\) is the law of Levy process with the parameters \((b^u, (\sigma^u)^2, \nu^u),\) where \(b^u\) is a drift parameter, \((\sigma^u)^2\) is a parameter related with a continuous martingale part and \(\nu^u\) is a Levy measure, such that

\[
\int_{\mathbb{R}} (x^2 \wedge 1) \nu^u(dx) < \infty
\]

Since \(P^u \ll P\) we deduce that \((\sigma^u)^2\) does not depend on \(u\) and then \((\sigma^u)^2 = \sigma^2.\) We recall that according to the Levy-Ito decomposition theorem, conditional Levy process \(X\) with the generating triplet \((b^u, \sigma^2, \nu^u)\) can be represented in the following form

\[
X_t = \sigma W_t^u + b^u t + \int_0^t \int_{|x| > 1} x N^u(ds, dx) + \int_0^t \int_{|x| \leq 1} x \tilde{N}^u(ds, dx),
\]
where $W^u$ is a $(P^u, \mathcal{F})$ standard Wiener process, $N^u(ds, dx)$ is a $(P^u, \mathcal{F})$ Poisson random measure and $\tilde{N}^u(ds, dx)$ is a $(P^u, \mathcal{F})$ compensated Poisson random measure with a compensator $\nu^u(dx)ds$.

The parameters of Levy process define entirely the law of the process via its one-dimensional distributions: for all $\lambda \in \mathbb{R}$

$$E_{P^u}e^{i\lambda X_t} = e^{t\psi^u(\lambda)},$$

where the characteristic exponent $\psi^u(\lambda)$ is given by Levy-Kinchin formula:

$$\psi^u(\lambda) = i\lambda b^u - \frac{1}{2} \lambda^2 \sigma^2 + \int_{\mathbb{R}} (e^{itx} - 1 - x1_{\{|x| \leq 1\}}) \nu^u(dx).$$

Exponential Levy models was very well studied (see for instance [1], [31]). In particular, the notion of minimal entropy martingale measure was introduced first in [27], the question of existence of $f$-divergences minimal martingale measures, for the first time was studied in [16], and for classical $f$-divergences for the exponential Levy models it was done in its generalised version in [7]. Again, we denote by $\beta^{u,*}$ and $Y^{u,*}(x)$ two $(P^u, \mathcal{F})$-predictable processes known as Girsanov parameters for the changing of measure from $P^u$ to $Q^{u,*}$ such that: $\forall t \geq 0$ and $P^u$-a.s.

$$\int_0^t \int_{\mathbb{R}} |l(x)(Y^{u,*}_s(x) - 1)| \nu^u(dx) ds < \infty, \quad \int_0^t (\beta^{u,*}_s)^2 ds < \infty.$$  

We recall that for HARA utilities, the equivalent $f$-divergence minimal martingale measures when they exist, have Levy preservation property, i.e. being Levy process under $P^u$, the process remains Levy process under $Q^{u,*}$. More about preservation of Levy property see [8]. The preservation of Levy property implies that all information processes introduced in section 5 are deterministic and this fact simplifies very much the expression for maximal utility of Theorem 3.

**Proposition 10.** Let $U(x) = \ln x$, $x > 0$, and Assumption 4 holds. We suppose that there exists a solution $\beta^u$ to the equation

$$b^u + \beta^u \sigma^2 + \int_{\mathbb{R}} (Y^{u}(x) - 1) 1_{\{|x| \leq 1\}} \nu^u(dx) = 0,$$

with

$$Y^{u}(x) = (1 - \beta^u x 1_{\{|x| \leq 1\}})^{-1}$$
and such that $Y^u(x) > 0 \ \nu^u-a.s.$ Then, there exists $f$-divergence minimal equivalent martingale measure $Q^u$ and the corresponding information process is equal to:

\[
I_T(u) = T\left\{ \frac{1}{2} (\beta^u \sigma)^2 + \int_{\mathbb{R}} (-\ln(Y^u(x)) + Y^u(x) - 1) \nu^u(dx) \right\}
\]

If we assume, in addition, that $g(\xi) \in [0,x]$ ($\alpha$-a.s.) and that $\ln g(\xi)$, $\ln(x - g(\xi))$ and $I_T(\xi)$ are $\alpha$-integrable random variables, then

\[
V(x, 0) = \int_{\Xi} I_T(u) d\alpha(u) - \ln x
\]

and for the buyer of option

\[
V(x - p^b_T, g) = V(x, 0) + \int_{\Xi} \ln \left( 1 - \frac{p^b_T}{x} + \frac{g(u)}{x} \right) d\alpha(u),
\]

for the seller of option

\[
V(x + p^s_T, g) = V(x, 0) + \int_{\Xi} \ln \left( 1 + \frac{p^s_T}{x} - \frac{g(u)}{x} \right) d\alpha(u).
\]

Moreover, the indifference prices $p^b_T$, $p^s_T$ are defined by the formulas (59) and (60) respectively.

**Proof:** The stochastic exponent of $X$ will be a $(Q^u, F)$ local martingale if the process $X$ is a $(Q^u, F)$ local martingale. The process $X$ will be a local martingale under the measure $Q^u$ if and only if the corresponding drift parameter $B^Q^u$ is equal to 0 for each $t$. It was shown in [26] that Girsanov parameters of the minimal martingale measure does not depend on $(\omega, t)$ (see also [8]). Since $\beta^u$ and $Y^u(x)$ denote the Girsanov parameters for the changing of measure from $P^u$ to $Q^u$, according to [23], Theorem 3.24, p. 159, we have $\forall t \in [0, T]$ 

\[
B^Q^u_t = b^u t + \beta^u \sigma^2 t + t \int_{\mathbb{R}} (Y^u(x) - 1) 1_{\{|x| \leq 1\}}(x) d\nu(x).
\]

Equating $B^Q^u$ to 0, one gets the relation (65).

It was shown in [26] (see also [8]) that if $S_t = \exp(\tilde{X}_t)$ then 

\[
Y^u(\Delta \tilde{X}) = (1 - \beta^u(e^{\Delta \tilde{X}} - 1))^{-1}
\]

But at the same time $S_t = \mathcal{E}(X)_t$ and writing the relation for the jumps we get

\[
\exp(\Delta \tilde{X}) - 1 = \Delta X_t 1_{\{|\Delta X_t| \leq 1\}}
\]

and it gives the formula (66). From (32) we get the expression of the corresponding information process (67). From Theorem 3 we obtain
the expressions for maximal expected utility, and Proposition 6 gives us the formulas for indifference prices. □

Proposition 11. Let \( U(x) = \frac{x^p}{p} \), \( x > 0 \), with \( p < 1, p \neq 0 \) and Assumption 1 holds. We suppose that there exists a solution to the equation (65) with

\[
(72) \quad Y^u(x) = \left(1 - \frac{|p|}{(p-1)^2} \beta^u x 1_{\{|x| \leq 1\}} \right)^{p-1}
\]

such that \( 1 - \frac{|p|}{(p-1)^2} \beta^u x 1_{\{|x| \leq 1\}} > 0 \) \( \nu^u \)-a.s.) Then, there exists \( f \)-divergence minimal equivalent martingale measure \( Q^u \) and the corresponding Hellinger type process of order \( q = \frac{p}{p-1} \) is given by:

\[
(73) \quad h^q_T(u) = T \left\{ \frac{1}{2} q(q-1) \beta^u \sigma^2 + \int_{\mathbb{R}} \left[ (Y^u(x))^q - q(Y^u(x) - 1) - 1 \right] \nu^u(dx) \right\}
\]

If we assume, in addition, that \( g(\xi) \in [0, x] \) \( \alpha \)-a.s.) and that \( e^{h^q_T(u)} \) is \( \alpha \)-integrable random variable, then

\[
V(x, 0) = x^p \int_{\Xi} e^{h^q_T(u)} d\alpha(u),
\]

for the buyer of the option

\[
V(x - p^b_T, g) = \int_{\Xi} (x - p^b_T + g(u))^p e^{h^q_T(u)} d\alpha(u),
\]

for the seller of the option

\[
V(x + p^s_T, g) = \int_{\Xi} (x + p^s_T - g(u))^p e^{h^q_T(u)} d\alpha(u),
\]

Moreover, the buyer’s and seller’s indifference prices are defined by the formulas (61) and (62) respectively with \( H_T^{(q),*}(u) = e^{h^q_T(u)} \).

Proof: The same reasons as in the proof of the Proposition 10 gives us (65). It was shown in [24] that Girsanov parameters of the minimal martingale measure does not depend on \( (\omega, t) \) (see also [8]) and that if \( S_t = \exp(\tilde{X}_t) \) then

\[
Y^u(\Delta \tilde{X}) = \left(1 - \frac{|p|}{(p-1)^2} \beta^u \left(e^{\Delta \tilde{X}} - 1\right) \right)^{p-1}
\]

But then \( S_t = \mathcal{E}(X)_t \) and (71) gives us the formula (72). Then from (50) we deduce the expression (73). From Theorem 3 we obtain the
expressions for maximal expected utility, and Proposition 7 gives us the formulas for indifference prices. □

**Proposition 12.** Let $U(x) = 1 - e^{-\gamma x}$, $x > 0$, with $\gamma > 0$ and Assumption 1 holds. We suppose that there exists a solution to the equation (65) with

$$Y^u(x) = \exp\{\beta^u x \mathbb{1}_{|x| \leq 1}\}$$

Then, there exists $f$-divergence minimal equivalent martingale measure $Q^u$ and the corresponding information process is given by:

$$I_T(u) = T\left\{\frac{1}{2} (\beta^u \sigma)^2 + \int_\mathbb{R} [Y^u(x) \ln Y^u(x) - Y^u(x) + 1] \nu^u(dx)\right\},$$

If we suppose that $I_T(u)$ is finite ($\alpha$-a.s.) then we have:

$$V(x, 0) = 1 - \int_\Xi \exp\{-\gamma x - I_T(u)\} \, d\alpha(u),$$

for the buyer,

$$V(x - p^b_T, g) = 1 - \int_\Xi \exp\{-\gamma (x - p^b_T + g(u)) - I_T(u)\} \, d\alpha(u),$$

for the seller,

$$V(x + p^s_T, g) = 1 - \int_\Xi \exp\{-\gamma (x + p^s_T - g(u)) - I_T(u)\} \, d\alpha(u).$$

Moreover, the buyer’s and seller’s indifference prices are defined by the formulas (63) and (64) respectively with $I(Q^u_{\mathcal{F}^T} | P^u_T) = I_T(u)$.

**Proof:** It was shown in [13] that Girsanov parameters of the minimal martingale measure does not depend on $(\omega, t)$ (see also [8]). Since $\beta^u$ and $Y^u(x)$ denote the Girsanov parameters for the changing of measure from $P^u$ to $Q^u$, according to [23], Theorem 3.24, p. 159, we have (65).

It was shown in [20] (see also [8]) that if $S_t = \exp(\tilde{X}_t)$ then

$$Y^u(\Delta \tilde{X}) = e^{\beta^u (e^{\Delta \tilde{X}} - 1)}$$

But since $S_t = \mathcal{E}(X)_t$ and (71) we get the formula (74). From (44) we get the expression of the corresponding information process (75). From Theorem 3, we obtain the expressions for maximal expected utility, and Proposition 8 gives us the formulas for indifference prices. □
Let $(W^1, W^2)$ bi-dimensional standard Brownian motions with correlation $\rho$, $|\rho| < 1$ on $[0, T]$. Let $\mu_1, \mu_2 \in \mathbb{R}$ and $\sigma_1 > 0, \sigma_2 > 0$. We put

$$S^{(1)}_t = \exp\{ (\mu_1 - \frac{\sigma_1^2}{2})t + \sigma_1 W_t^{(1)} \}$$

$$S^{(2)}_t = \exp\{ (\mu_2 - \frac{\sigma_2^2}{2})t + \sigma_2 W_t^{(2)} \}$$

for two risky assets.

The first asset will play the role of $S(\xi)$ and $X_t(\xi) = \mu_1 t + \sigma_1 W_t^{(1)}$ in this case. We take $\xi = W_T^{(2)}$ instead of $S_T^{(2)}$ since they generate the same $\sigma$-algebras. In this case $\alpha = \mathcal{N}(0, T')$.

We know that for all $t \in [0, T]$.

$$W_t^{(1)} = \rho W_t^{(2)} + \sqrt{1 - \rho^2} \gamma_t$$

where $\gamma$ is independent from $W^{(2)}$ standard Brownian motion. Then, the conditional law of $X$ given $W_{T'}^{(2)} = u$ coincide with the law of

$$X_t(u) = \mu_1 t + \sigma_1 \rho V_t(u) + \sigma_1 \sqrt{1 - \rho^2} \gamma_t$$

where $V(u)$ is a Brownian bridge starting from 0 at $t = 0$ and ending in $u$ at $t = T'$ which is independent from the process $\gamma$. As known,

$$V_t(u) = \int_0^T \frac{u - V_s(u)}{T' - s} ds + \eta_t$$

where $\eta$ is standard Brownian motion independent from $\gamma$. Finally, since $\hat{\gamma} = \rho \eta + \sqrt{1 - \rho^2} \gamma$ is again standard Brownian motion, we get:

$$X_t(u) = \mu_1 t + \sigma_1 \rho \int_0^t \frac{u - V_s(u)}{T' - s} ds + \sigma_1 \hat{\gamma}_t$$

Hence, $P^u \ll P$ for all $u \in \mathbb{R}$ and $t \in [0, T]$, and the Assumptions 1 and 2 are satisfied.

Let us calculate the conditional law $\alpha' = P(\xi \mid \mathcal{F}_t)$ given $\mathcal{F}_t = \sigma(W_s^{(1)}, s \leq t)$.

By Markov property we get: for $A \in \mathcal{B}(\mathbb{R})$

$$\alpha'(A) = P(W_{T'}^{(2)} \in A \mid \mathcal{F}_t) = P(W_T^{(2)} \in A \mid W_t^{(1)}) = P(W_T^{(2)} - W_t^{(2)} + W_t^{(2)} \in A \mid W_t^{(1)})$$

Since $W_{T'}^{(2)} - W_t^{(2)}$ is independent from $(W_t^{(1)}, W_t^{(2)})$, the law of $\xi$ given $W_t^{(1)} = x$ is $\mathcal{N}(\rho x, T' - \rho^2 t)$. So, since $T' - \rho^2 t \neq 0$ for $t \in [0, T]$, it is equivalent to the law of $W_T^{(2)}$ being $\mathcal{N}(0, T')$. 

To give the formulas for indifference price it is convenient to remark that \( Q^{u,*} \) is a unique martingale measure which annulate the drift of \( X(u) \) given by

\[
B_t(u) = \mu_1 t + \sigma_1 \rho \int_0^t \frac{u - V_s(u)}{T' - s} ds
\]

If we denote

\[
\beta_s^u = \mu_1 + \sigma_1 \rho \frac{u - V_s(u)}{T' - s}
\]

then

\[
\frac{dQ^{u,*}}{dP_T} = \exp\{\sigma_1 \int_0^T \beta_s^u d\hat{\gamma}_s + \frac{\sigma_1^2}{2} \int_0^T (\beta_s^u)^2 ds\}
\]

Let us write the information processes corresponding to \((P^u, Q^{u,*})\). For Hellinger process we have:

\[
h_t^{(q)} = q(1-q) \frac{\sigma_1^2}{2} \int_0^T (\beta_s^u)^2 ds
\]

and

\[
H_T^{(q)}(u) = E_{P^u}\left[\exp\left\{\frac{q(1-q) \sigma_1^2}{2} \int_0^T (\beta_s^u)^2 ds\right\}\right].
\]

For Kullback-Leibler process we get:

\[
I_T^*(u) = \frac{\sigma_1^2}{2} \int_0^T (\beta_s^u)^2 ds
\]

and Kullback-Leibler information

\[
I(Q^{u,*} \mid P^u) = E_{Q^{u,*}}(I_T^*(u)).
\]

For the entropy of \( P_T^u \) with respect to \( Q^{u,*} \) we deduce that:

\[
I_T^*(u) = \frac{\sigma_1^2}{2} \int_0^T (\beta_s^u)^2 ds
\]

and

\[
I(P^u \mid Q^{u,*}) = E_{P^u}(I_T^*(u)).
\]

**Proposition 13.** For mentioned three information quantities we have the following result:

\[
I(P^u \mid Q^{u,*}) = \frac{\sigma_1^2}{2} \left[\left(\mu_1 - \frac{\sigma_1 \rho u}{T'}\right)^2 T + \frac{\sigma_1^2 \rho^2}{T'} \left(T' \ln\left(\frac{T'}{T' - T}\right) - T\right)\right],
\]

\[
I(Q^{u,*} \mid P^u) = \frac{\sigma_1^2}{2} \left\{\mu_1^2 T + 2 \sigma_1 \mu_1 \rho u \ln\left(\frac{T'}{T' - T}\right) + \frac{\sigma_1^2 \rho^2}{T'(T' - T)} T + \left[\frac{T}{T' - T} - \ln\left(\frac{T'}{T' - T}\right)\right]\right\},
\]
\[ H_T^{(q)}(u) = \left( \frac{T'}{T' - T + qT} \right)^{1/2} \exp \left\{ -\frac{(1 - q)}{2} \left[ \frac{u^2}{T'} - \frac{(u + cT)^2}{T' - T + qT} \right] \right\} \]

where \( q > - \frac{1}{(T' - T - 1)} \) and \( c = \frac{\mu_1}{\sigma_1 \sqrt{1 - \rho^2}} \)

**Proof:** We begin with the calculus of \( E_{P^u}(\beta_t^u)^2 \). We have:

\[
(\beta_t^u)^2 = \mu_1^2 + 2\mu_1 \sigma_1 \rho \frac{u - V_t(u)}{T' - t} + \sigma_1^2 \rho^2 \frac{(u - V_t(u))^2}{(T' - t)^2}
\]

From second representation for Brownian bridge we know that

\[
(V_t(u))_{0 \leq t \leq T'} \overset{d}{=} (W_t - \frac{t}{T'} (W_{T'} - u))_{0 \leq t \leq T'}
\]

Then,

\[
E_{P^u}(u - V_t(u)) = \frac{u(T' - t)}{T'}
\]

and

\[
E_{P^u}(u - V_t(u))^2 = \frac{t(t' - t)}{T'} + u^2 \frac{(T' - t)^2}{(T')^2}
\]

Hence,

\[
E_{P^u}(\beta_t^u)^2 = (\mu_1 + \frac{\sigma_1 \rho u}{T'})^2 + \sigma_1^2 \rho^2 \frac{t}{T'(T' - t)},
\]

and using Fubini theorem and the expression for \( I^*_t(u) \) we get the first equality.

The semi-martingale characteristics \( X(u) \) under \( P^u \) are: \((B(u), I, 0)\) where \( I(t) = t \) and

\[
B_t(u) = \mu_1 t + \sigma_1 \rho \int_0^t \frac{u - V_s(u)}{T' - s} \, ds.
\]

From another side, the change of the measure \( P^u \) into \( Q^{u,*} \) annulate the drift of \( X(u) \), i.e. the semi-martingale characteristics of \( X(u) \) will be \((0, I, 0)\). One of the possibilities to do this is annulate the drift of \( V(u) \) transforming this process into Brownian motion, then to annulate the drift \( \mu_1 I \) using independent Brownian motion \( \gamma \). All successive equivalent change of the measures will give the same final result in terms of information quantities. Hence,

\[
E_{Q^{u,*}}(\beta_t^u)^2 = \mu_1^2 + 2\mu_1 \sigma_1 \rho \frac{u}{T' - t} + \sigma_1^2 \rho^2 \frac{u^2 + t}{(T' - t)^2}
\]

Using Fubini theorem and the expression for \( I_T(u) \) given previously, we get the second result.
Now, we calculate $H_{T}^{(q),*}$ applying the definition of Hellinger integral, namely,

\begin{equation}
H_{T}^{(q),*} = E_{P^u}(Z_T^*(u))^q = E_{Q^u,*}(Z_T^*(u))^{q-1}
\end{equation}

We will find $Z_T^*(u)$ first. For that we remark that $P^u$ is the law of the process $X(u) = (X_t(u))_{0\leq t\leq T}$ with

\[X_t(u) = \mu_t + \sigma_t \gamma_t + \sigma_1 \sqrt{1 - \rho^2} \gamma_t \]

where $V(u)$ is Brownian bridge independent from standard Brownian motion $\gamma$. As it was mentioned, the change of the measure $P^u$ into $Q^{u,*}$ annihilates the drift of $X(u)$. This annulation can be made in two steps: annihilating the drift of $V(u)$ transforming $V(u)$ into standard Brownian motion, and then, annihilating the drift $\mu_1 I$ using the change of the measure related with the process $\gamma$. More precisely, we do the following transformations:

\[(V(u), \sigma_1 \sqrt{1 - \rho^2} \gamma + \mu_1 I) \rightarrow (W, \sigma_1 \sqrt{1 - \rho^2} \gamma + \mu_1 I) \rightarrow (W, \sigma_1 \sqrt{1 - \rho^2} \gamma)\]

where $W$ and $\gamma$ are standard independent Brownian motions.

Let us denote $\tilde{P}^u$ the law of $(V_t(u))_{0\leq t\leq T}$ and by $P_T$ the law of $(W_t)_{0\leq t\leq T}$. We show that

\begin{equation}
Z_T^{(1)} = \frac{dP_T}{d\tilde{P}^u} = \sqrt{\frac{T'}{T' - T}} \exp \left\{-\frac{(u - W_T)^2}{2(T' - T)} + \frac{u^2}{2T'} \right\}
\end{equation}

In fact, for any measurable bounded functionals $F$ and $G$ we have:

\begin{equation}
E[F(W_s, s \leq T)G(W_{T'})] = E\left\{E(F(W_s, s \leq T) \mid W_T) \int_{\mathbb{R}} \frac{\exp\left(\frac{(x - W_T)^2}{2(T' - T)}\right)}{\sqrt{2\pi(T' - T)}} G(x) dx \right\}
\end{equation}

since $W_{T'} = W_{T'} - W_T + W_T \xleftarrow{\tilde{L}} \tilde{W}_{T'-T} + W_T$ where $\tilde{W}$ is independent from $W$ standard Brownian motion. Hence,

\begin{equation}
E[F(W_s, s \leq T)G(W_{T'})] = E\left[F(W_s, s \leq T) \int_{\mathbb{R}} \frac{\exp\left(\frac{(x - W_T)^2}{2(T' - T)}\right)}{\sqrt{2\pi(T' - T)}} G(x) dx \right]
\end{equation}

In addition,

\begin{equation}
E[F(W_s, s \leq T)G(W_{T'})] = E\left[E(F(W_s, s \leq T) \mid W_{T'}) \int_{\mathbb{R}} \frac{\exp\left(\frac{x^2}{2\pi T'}\right)}{\sqrt{2\pi T'}} G(x) dx \right]
\end{equation}
Utility maximisation and utility indifference price

Since (80) and (81) are verified for any bounded $G$ we get:

$$E(F(W_s, s \leq T) \mid W_T) = E \left[ F(W_s, s \leq T) \frac{\exp \left( \frac{(x-W_T)^2}{2(T'-T)} + \frac{x^2}{2T'} \right)}{\sqrt{(T'-T)/T'}} \right]$$

The last equality proves that (79) holds.

To annulate the drift $\mu_1 I$ we use the process $\gamma$ and the change of the measure with the density:

$$Z_T^{(2)} = \exp \left\{ \frac{\mu_1 \gamma_T}{\sigma_1 \sqrt{1 - \rho^2}} - \frac{\mu_1^2 T}{2\sigma_1^2 (1 - \rho^2)} \right\}$$

So, the measure which transform $(V(u), \sigma_1 \sqrt{1 - \rho^2} \gamma + \mu_1 I)$ into $(W, \sigma_1 \sqrt{1 - \rho^2} \gamma)$ has a density $Z_T^{(1)} Z_T^{(2)}$. Using the theorem about of change of variables we find equivalent to $Z_T^*(u)$ expression in law with respect to $Q^{u,*}$:

$$Z_T^*(u) \overset{L}{=} \int Z_T^{(1)}(W_T - y) Z_T^{(2)}(y) dP_{\gamma_T}(y)$$

Simple calculations gives us that

$$Z_T^*(u) \overset{L}{=} \exp \left( \frac{u^2 - (u - W_T + cT)^2}{2T'} \right)$$

with $c = \frac{\mu_1}{\sigma_1 \sqrt{1 - \rho^2}}$. Then, using (78) we get after simple calculus the third result. □

Now, from Propositions 6, 7, 8 and 13 we can find indifference prices taking $\alpha = \mathcal{N}(0, T')$.

8. Acknowledgements

This work is supported in part by ANR-09-BLAN-0084-01 of the Department of Mathematics of Angers’s University.

References

[1] D. Applebaum (2004) Levy Processes and Stochastic Calculus. Cambridge University Press.

[2] J. Amendinger, D. Becherer, M. Schweizer (2000) A monetary value for initial information in portfolio optimization. Finance and Stochastics, 7, 29-46.

[3] T. R. Bielecki, M. Jeanblanc (2009) Indifference pricing of defaultable claims. Appear in Volume on Indifference Pricing, (ed. R. Carmona), Princeton University Press.
[4] S. Biagini, M. Frittelli, M. Grasselli (2008) *Indifference price with general semimartingales* arXiv:0905.4657v1

[5] G. Callegaro, M. Jeanblanc, B. Zargari (2010) *Carthaginian enlargement of filtrations*. Applied probability trust.

[6] R. Carmona (2009) *Indifference pricing. Theory and applications*. Princeton University Press.

[7] S. Cawston, L. Vostrikova (2010) *An f-divergence approach for optimal portfolios in exponential Lévy models* In Kabarov Yu., Zariphopoulou T., Rutkowski M. "From Stochastic Calculus to Mathematical Finance ", Springer-Verlag (to appear).

[8] S. Cawston, L. Vostrikova (2011) *Lévy preservation and associated properties for the f-divergence minimal equivalent martingale measures*. In Shiryaev A., Presman E., Yor M. "Prokhorov and Contemporary Probability Theory ", Springer-Verlag (to appear).

[9] S. Cawston, L. Vostrikova (2011) *F-divergence minimal martingale measures and optimal portfolios for exponential Lévy models with a change-point*. R. Dalang, M. Dozzi, F. Russo (eds). Stochastic analysis, random fields and applications VI. Progress in Probability (to appear).

[10] T. Choulli, C. Stricker (2005) *Minimal entropy-Hellinger martingale measure in incomplete markets*. Math. Finance. 15, 465-490.

[11] T. Choulli, C. Stricker, J. Li (2007) *Minimal Hellinger martingale measures of order q*. Finance and Stoch., 11.3, 399-427.

[12] F. Delbaen, P. Grandits, T. Rheinlander, D. Samperi, M. Schweizer, C. Stricker (2002) *Exponential hedging and entropic penalties*. Mathematical Finance 12, 99-123.

[13] F. Essche, M. Schweizer (2005) *Minimal entropy preserves the Levy property : how and why*. Stoch. Proc. Appl., 115.2, 299-327.

[14] M. Frittelli (2000) *The minimal entropy martingale measure and the valuation problem in incomplete markets*. Mathematical finance, 10/1, 39-52.

[15] T. Fujiwara, Y. Miyahara (2003) *The minimal entropy martingale measures for Geometric Lévy processes*. Finance and Stochastics, 7, 509-531.

[16] T. Goll, L. Ruschendorf (2001) *Minimax and minimal distance martingale measures and their relationship to portfolio optimisation*. Finance and Stochastics, Vol. V.4 (2001), 557-581.

[17] Gasbarra D., Valkeila E., Vostrikova L. (2006) *Enlargement of filtration and additional information in pricing models: Bayesian approach*. In Kabarov Yu., Liptser R., Stoyanov D. *From Stochastic Calculus to Mathematical Finance*, 257-285, Springer-Verlag.

[18] V. Henderson, D. Hobson (2009) *The indifference pricing - an overview*. In "Indifference Pricing : theory and applications", R. Carmona(eds), Princeton University Press.

[19] S. Hodges, A. Neuberger (1989) *Optimal replication of the contingent claims under transaction costs*. Review of Futures Markets, 8, 222-239.

[20] F. Hubalek, C. Sgarra (2009) *Esscher transforms and the minimal entropy martingale measure for exponential Levy models*. Quantitative finance, 6.2 125-145.
[21] J. Jacod (1980) *Grossissement initiale, hypothèse (H’) et théorème de Girsanov.* In: Jeulin, T. and Yor, M. (eds) Grossissements de filtrations: exemples et applications, Lecture Notes in Mathematics, 118, Springer, Berlin.

[22] J. Jacod (1979) *Calcul Stochastique et problèmes de Martingales.* Lecture Notes in Mathematics, 714, Springer, Berlin.

[23] J. Jacod, A.N. Shiryaev (2003) *Limit theorems for stochastic processes.* Springer, Berlin.

[24] M. Jeanblanc, S. Koppel, Y. Miyahara (2007) *Minimal $F^Q$-martingale measures for exponential Levy processes.* The Annals of Applied Probability, 17, 5/6, 1615-1638.

[25] Kolomietz E.I. (1984) *Relations between triplets of local characteristics of semi-martingales.* Russian Math. Surveys 39, no.4, 123-124.

[26] S. Klöppel: (2006) Dynamic Valuation in Incomplete Markets. Diss. ETH 16 666.

[27] Y. Miyahara (1999) Minimal Entropy Martingale Measures of Jump Type Price Processes in Incomplete Assets Markets. Asian-Pacific Financial Markets, 6, 2, 97-113.

[28] M. Musiela, T. Zariphopoulou (2004) *An example of indifference prices under exponential preferences.* Finance and Stochastics, 8, 229-239.

[29] M. Musiela, T. Zariphopoulou *Indifference prices and related measures.* Technical report.

[30] J. Kallsen, A. N. Shiryaev (2002) *The cumulant process and Esscher’s change of measure.* Finance and Stochastics, 6, 397-428.

[31] D. Kramkov, M. Sirbu (2007) *Asymptotic analysis of utility based hedging strategies for small number of contingent claims.* Stochastic Processes and their Applications, 117, 1606-1620.

[32] M. Mania, M. Schweizer (2005) *Dynamic exponential utility indifference valuation.* The Annals of Applied Probability 15, 2113-2143

[33] R. Rouge, N. El. Karoui (2000) *Pricing via utility maximisation and entropy.* Mathematical Finance, 10, 259-276.

[34] K. Sato. (1999) *Levy processes and infinitely divisible distributions.*

[35] C. Stricker, M. Yor (1978) *Calcul stochastique dépendant d’un paramètre.* Warschenslichkeitstheorie und verwandte Gebiete, 45, 109-133.

[36] Valkeila E., Vostrikova L. Yu. (1986) *An integral representation for the Hellinger distance.* Mathematica Scandinavica, 58, 239-255.