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Abstract—This work presents an RL-based agent for outpatient hysteroscopy training. Hysteroscopy is a gynecological procedure for examination of the uterine cavity. Recent advancements enabled performing this type of intervention in the outpatient setup without anaesthesia. While being beneficial to the patient, this approach introduces new challenges for clinicians, who should take additional measures to maintain the level of patient comfort and prevent tissue damage. Our prior work has presented a platform for hysteroscopic training with the focus on the passage of the cervical canal. With this work, we aim to extend the functionality of the platform by designing a subsystem that autonomously performs the task of the passage of the cervical canal. This feature can later be used as a virtual instructor to provide educational cues for trainees and assess their performance. The developed algorithm is based on the soft actor critic approach to smooth the learning curve of the agent and ensure uniform exploration of the workspace. The designed algorithm was tested against the performance of five clinicians. Overall, the algorithm demonstrated high efficiency and reliability, succeeding in 98% of trials and outperforming the expert group in three out of four measured metrics.

I. INTRODUCTION

Hysteroscopy is the type of gynecological procedure for diagnosis and treatment of intrauterine pathology by the means of minimally-invasive surgery (MIS). Figure 1 depicts the schematic representation of the procedure. A long slender telescope, the hysteroscope, is inserted through the vaginal canal and then advanced through the cervical canal to access the uterine cavity without additional incisions. The hysteroscope is typically a straight rigid tube with the outer diameter of approximately five millimeters. The hysteroscope is equipped with a working channel to deploy hysteroscopic instruments, e.g. forceps or scissors, with which a clinician can perform manipulations on tissue. Modern techniques allow to perform hysteroscopy in the outpatient setup without anaesthesia, this way reducing the recovery time and mitigating the risks associated with preparatory medication[1]. This type of hysteroscopy is typically referred to as in-office hysteroscopy.

A broad variety of uterine abnormalities can be diagnosed and treated on the spot using in-office hysteroscopy without major risks to the patient [2]. However, some parts of the procedure still remain to be challenging and require high level of concentration. In particular, the passage of the cervix is considered to be the bottle neck of hysteroscopy [3]. The cervical canal is a narrow and curved orifice that provides an entry point into the uterine cavity. The diameter of a normal cervical canal is typically within the range between four and five millimeters, which might be even smaller in the case of cervical stenosis [1]. The level of its flexion varies between 115 and 185 degrees [4], [5]. Moreover, the cervical tissue is highly fragile and sensitive. Thus, any abrupt motion can cause pain to the patient, tissue damage, or even a uterine perforation. Based on the fact that a hysteroscope has similar diameter to the canal, introducing the instrument into the uterine cavity is never trivial for a clinician. In order to be able to perform the procedure in a safe and efficient manner, novice gynecologists should learn how to perform this maneuver in a way that does not harm their patients.

Our prior work has presented a platform for hysteroscopic training with the focus on the passage of the cervical canal [6][7]. It demonstrated the potential of this platform in medical education and training. To improve the quality of training and establish a more efficient assessment tool, we are aiming to design the virtual instructor feature that will provide a trainee with online cues on the optimal motion in the current state. In addition, it can also be used to assess the effectiveness and accuracy of a trainee’s motion at each time.
step, thus allowing him/her to better analyze performance and identify wrong manipulations. With this work, we present the first step in fulfilling this goal, which is the design and evaluation of a reinforcement learning (RL) algorithm for automatic navigation of the hysteroscope in the task of the passage of the cervical canal. The developed algorithm is based on the soft actor critic (SAC) approach to smooth out the reward function during the learning process and ensure uniform exploration of the workspace. The developed algorithm was trained using two datasets: one acquired from expert clinicians performing the same task on the simulator and the other generated by the agent during the learning process. The agent’s performance was then compared to the expert’s performance using multi-metric approach.

II. RELEVANT WORK

A broad body of research has been dedicated to autonomous RL path planning and navigation in the surgical simulation domain. Since the goal of the designed system was to provide stable results in any given state, one of the main topics of interest for us was how different approaches encourage the explorational behaviour of an agent. Some of the reviewed studies addressed this issue by injecting additional noise in the output of the agent’s network. Nguyen et al. designed a system to automate the tensioning in the task of surgical pattern cutting [8], [9]. The underlying trust region policy optimization (TRPO) agent aims to locate the optimal pinch point at each segment of the pattern, then use forceps to grasp the tissue and control the applied force to maintain the optimal level of tension for cutting. Similarly, Wenqiang et al. presented a system for automatic endovascular catheterization [10]. The authors used the policy improvement with path integrals (PI²) approach to train an agent that performs catheterization avoiding unwanted contacts between the catheter tip and the vessel wall. Both of the mentioned works control the exploitation/exploration balance by controlling the level of noise in the final output. This approach, in our opinion, undermines the exploration behaviour of the agent. While it might be sufficient for the task of path planning from a starting point, in our case, it might lead to unpredictable behaviour in dynamic path planning for the states that were not explored during the training phase.

Another group of the reviewed studies is based on the entropy-regularized RL. Xiaoyu et al. presented a framework for robot-assisted surgery training using deep RL [11]. In their work, the authors trained a proximal policy optimization (PPO) agent to perform the control policy in a simulation of the peg-and-hole exercise. Subsequently, an imitation agent was trained by fusing the learned policy and the trajectories of experts who performed the same task in the real environment. The resulting system aims to provide trainees with demonstrated trajectories and feedback scores during practice. The agent’s algorithm used in the paper, PPO, was augmented with an entropy term in the reward function to improve the explorational behaviour of the agent, which eliminates aforementioned problem. On the other hand, the fact that this algorithm employs online training does not allow it to be used for off-policy learning, including learning by example, which necessitates additional steps to combine the behaviour of an agent with the behaviour of an expert.

An algorithm that features both off-policy training and entropy regularization is the SAC method. The key difference of this approach is that it controls the explorational behaviour of an agent by introducing the entropy term in the reward function. The aim of the agent is then to maximize both the reward and the entropy. This can theoretically lead to learning a policy with a higher reward score and a smoother learning curve. As an example, Prianto et al. designed an algorithm for path planning for multi-arm manipulators using SAC [12]. The performance of the agent was compared against efficiency of TD3 and SAC with no entropy. The article demonstrated faster learning rate and higher reward score of the SAC agents. Having slower learning rate, the SAC agent with entropy provided a higher reward score after approximately 100 episodes. To accelerate the training process and increase the stability of the agent, the SAC approach can be combined with the hindsight experience replay (HER) method [13]. Thus, Gandana et al. designed a system for the reaching task of a scrub nurse [14]. The system used a SAC agent together with the HER method. The experiments demonstrated that the algorithm can deliver stable results even in the case of unstated spatial goal constraints.

III. MATERIALS AND METHODS

This section provides an overview of the designed training platform and the methods we used to build and train the agent. We first start with the description of the simulation, then proceed with the agent’s underlying RL approach, SAC. Finally, we define the reward mechanism that we used to train the agent and describe the training process itself.

A. Simulation Platform

The developed platform allows clinicians to practise essential skills for in-office hysteroscopy. The platform features an exercise for hand-eye coordination, camera navigation and basic instrumentation skills with the emphasis on the passage of the cervical canal. Figure 2 depicts the exterior view of the platform. A user operates the hysteroscope inserted through the phantom of the vagina (figure 3). The distal part of the hysteroscope is attached to the omega.7 haptic interface (Force Dimensions, Switzerland), which is used to track the position of the hysteroscope and to bind it to its virtual avatar, as well as to provide force feedback to the user.

From the software point of view, the simulation is comprised of the following entities: the uterus, the hysteroscope, and the checkpoints. To facilitate realistic soft-body deformation while maintaining the necessary update rate, the uterus is represented by three synchronized models, each performing a dedicated task. The visual model is used for graphical representation of the organ on the screen; it is a high quality mesh of 28910 faces. The mechanical model is used to simulate deformations of the body based on the finite element
method (FEM); it is a volumetric mesh consisting of 2873 tetrahedral elements. Finally, the collision model is used to detect intersections between the body and other elements in the scene. The collision model is a surface mesh of 3000 triangles.

In order to generate the uterus model, we used the Visible Human cryosection dataset [15]. Using manual segmentation and MeshLab [16] remeshing filters, we generated the visual model, which was then simplified to generate the collision and the volumetric meshes (the latter was created using CGAL and Delauney decomposition [17]).

The simulation relies on two main components running in the asynchronous mode. The physics engine is based on the SOFA framework and runs at approximately 150 frames per second (FPS). This component performs collision detection and calculation of collision response and soft-body deformation. The second component, the visual loop, renders the visual models of the simulated entities onto the screen and runs at the frequency of 50 FPS. To bind the visual model of the uterus to its mechanical representation, we used barycentric mapping [18].

### B. Reinforcement Learning

As stated above, the primary goal of this work is to design an agent that is capable of performing automatic introduction of the instrument into the uterine cavity through the cervical canal. The main requirement for the algorithm is to perform this task as fast as possible, while maintaining an adequate force profile to prevent any damage to the cervical tissue. To achieve this task, the SAC method was used [19]. This algorithm ensures even exploration of the workspace along with a smooth learning curve. The following sections provide an overview of the algorithm, the description of the employed reward model and the learning process.

1) **Soft Actor Critic:** The SAC method was first presented by Haarnoja et al. in 2018. This is an off-policy actor-critic deep reinforcement learning algorithm based on the maximum entropy RL framework. The actor aims to maximize the expected reward while also maximizing entropy. A typical RL algorithm seeks to maximize the expected sum of rewards:

\[
J(\pi) = \sum_{t=0}^{T} \mathbb{E}_{(s_t, a_t) \sim \rho_\pi}[r(s_t, a_t)],
\]

where \(\pi\) is the policy of the agent, \(s_t\) and \(a_t\) are the state-action pair at time \(t\), and \(r\) is the reward received after the transition at time \(t\).

In contrast to that, the maximum entropy objective encourages exploratory behaviour of a stochastic agent by augmenting the reward function with the entropy component:

\[
J(\pi) = \sum_{t=0}^{T} \mathbb{E}_{(s_t, a_t) \sim \rho_\pi}[r(s_t, a_t) + \alpha \mathcal{H}(\pi(\cdot|s_t))],
\]

where \(\mathcal{H}\) is the entropy of the policy and \(\alpha\) is the temperature coefficient defining the importance of the entropy against the reward.

The soft actor critic method is composed by three components: the value function \(V_\psi(s_t)\) estimator, the soft critic estimating the Q-value function \(Q_\theta(a_t, s_t)\), and the actor performing estimation of the optimal policy \(\pi_\phi(a_t|s_t)\). Each of the components is implemented as a deep neural network with the parameters \(\psi\), \(\theta\), and \(\phi\) respectively. The soft value function is trained to minimize the squared residual error:

\[
J_V(\psi) = \mathbb{E}_{s_t \sim D}[\frac{1}{2} (V_\psi(s_t) - \mathbb{E}_{a_t \sim \pi_\phi}[Q_\theta(s_t, a_t) - log \pi_\phi(a_t|s_t)])^2],
\]

where \(D\) is the replay buffer, i.e. the distribution of previously sampled states. The soft Q-function is trained to minimize the soft Bellman residual:

\[
J_Q(\theta) = \mathbb{E}_{(s_t, a_t) \sim D}[\frac{1}{2} (Q_\theta(s_t, a_t) - \hat{Q}(s_t, a_t))^2],
\]

with

\[
\hat{Q}(s_t, a_t) = r(s_t, a_t) + \gamma \mathbb{E}_{s_{t+1} \sim \rho}[V_\psi(s_{t+1})]
\]
Finally, the policy can be trained by minimizing the Kullback-Leibler divergence:

$$J_\pi(\theta) = \mathbb{E}_{s_t \sim D} \left[ D_{KL} \left( \pi_\theta(\cdot|s_t) \left\| \frac{\exp(Q_\theta(s_t, \cdot))}{Z_\theta(s_t)} \right. \right) \right], \quad (6)$$

where $Z_\theta(s_t)$ is the partition function that normalizes the distribution and, in principle, can be ignored [19].

Figure 4 depicts the neural network parameters we used in the developed algorithm. Each of the networks contains two hidden layers with 128 nodes and the input layers of the state’s size. The state $s_t$ consists of four elements: position of the instrument, orientation of the instrument (given in Euler’s angles), target vector (direction of the next checkpoint), and force feedback. The actor picks the next action based on these four parameters. The actor network generates mean value $\mu$ and standard deviation $\sigma$ to generate a normal distribution for five variables of two parameters: three for translation and two for rotation in pitch and yaw. Each increment is then randomly picked using generated $\mu$ and $\sigma$ to implement stochastic behaviour.
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**Fig. 4.** Input, output, and internal network parameters of the designed SAC agent. For each layer, the number of neurons is specified. The abbreviation $fc$ stands for fully connected layer.

2) **Reward Model:** The proposed reward model combines dense and sparse rewards to improve the stability of training. Reward $r(s_t, a_t)$ is defined by the following equation:

$$r(s_t, a_t) = r_c - r_F - r_t - r_d, \quad (7)$$

where $r_c$ is a sparse reward received every time the agent reaches a checkpoint; $r_F = F \cdot k_F$ is the reward associated with the applied force $F$; $r_t = dt \cdot k_t$ is the reward associated with the time elapsed between transitions $dt$, and $r_d = d_c \cdot k_d$ is the reward associated with the distance to the next checkpoint $d_c$. In principle, the reward reflects the task imposed on the agent. It should perform the exercise in the minimal time frame while maintaining an adequate force level. Both time and force rewards are negative, which means that the agent will try to perform the task faster to minimize the penalty. But it also means that it can learn a false policy and instead avoid contact with the uterus to reduce the size of the force reward $r_F$. Thus, to stimulate the expected behaviour, we added two rewards in the equation. The first component $r_c$ is a positive sparse reward that is given every time the agent reaches one of the checkpoints located along the path inside of the cervical canal. The second component $r_d$ is a negative dense reward that is proportional to the distance between the hysteroscope and the next checkpoint. The idea behind adding this component is to speed up the learning process by drawing a direct link between the target vector provided in the state space and the size of the reward.

3) **Learning Process:** The offline nature of the algorithm allowed us to employ both on-policy and off-policy training to accelerate the learning process. The learning process included two phases. First, the initial training of the agent was performed using the data acquired from expert clinicians. After 1000 updates we started the simulation to acquire the initial replay buffer. Once the minimally required batch was recorded, the agent started updating the networks after each five steps. The agent updated the networks using the following pattern: one update using the the data from expert clinicians after four updates using the replay buffer. The maximum time for an episode was set to 20 seconds. The number of episodes was 1000. Figure 5 depicts the reward graph of this phase.

One of the greater challenges of implementing this approach is associated with the learning process. Due to the fact that we have two opposite constraints expressed in the reward components $r_F$ and $r_t$, the agent becomes sensitive to the chosen coefficients for these components and does not always converge to the optimal or sub-optimal solution, rather learning to stay idle in the proximity of one of the checkpoints. Following values were chosen in the final design to successfully train the agent: force reward constant $k_F$ was set to 2.0, time reward constant $k_t$ was set to 0.1, sparse checkpoint reward $r_c$ was set to 200, and distance constant $k_d$ was set to 0.4.
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**Fig. 5.** The plot showing the acquired rewards during the training of the SAC agent.

IV. EXPERIMENTS

To test the proposed method, we used the data acquired from expert clinicians and compared their performance with
the performance of the developed SAC agent. Clinicians operated the hysteroscope attached to the haptic model of the female reproductive system as shown in figure 2 to perform the exercise. For clinicians, the task was the same as for the agent: to introduce the hysteroscope into the uterine cavity. Clinicians were also asked to perform the procedure in a regular way, meaning applying the same force as they would usually do in a real procedure. Based on the acquired data, we calculated the following metrics:

1) \( \text{Maximal force} \, F_{\text{max}} \): modulus of the maximal applied force.
2) \( \text{Integral force} \, F_i \): integral value of the modulus of applied force.
3) \( \text{Force fast Fourier transform (FFT)} \, F_{\text{FFT}} \): integral value of force amplitude in the frequency domain in the range between 1 and 13 Hz corresponding to the frequency range of voluntary motion and physiological tremor.
4) \( \text{Execution time} \, t_e \): time to successfully finish the exercise.

We already used some of the metrics in our prior work [6] [7], in which they demonstrated the ability to differentiate between novices and experts. Integral force \( F_i \) is a cross-metric affected by both the modulus of force and time. That is why we reckon this metric is an adequate way to assess the level of patient comfort. Force FFT \( F_{\text{FFT}} \) is the metric showing tremor and oscillation in the voluntary motion, which can reflect the level of confidence and dexterity. Combined, these four metrics can provide a reasonable overview of differences in the behaviour of the agent and the expert clinicians.

V. RESULTS AND DISCUSSION

The performance of the SAC agent was analysed based on 50 episodes and compared with the performance of five experts, each of which performed the exercise five times. Out of 50 attempts, 49 cases were completed successfully. The results of the experiments are presented in Figure 6. Median value of maximal force \( F_{\text{max}} \) for the SAC agent was \( 1.49N \pm 0.15SD \) against \( 1.32N \pm 0.79SD \) for the expert group. Median value of execution time \( t_e \) was \( 9.79s \pm 1.79SD \) for the agent and \( 18.98s \pm 19.31SD \) for the expert group. Median value of integral force was \( 5.37kg \cdot m/s \pm 1.05SD \) for the SAC agent against \( 14.29kg \cdot m/s \pm 11.59SD \) for the expert group. Median value of force FFT \( F_{\text{FFT}} \) was \( 471.11\pm 168.22SD \) for the agent versus \( 826.84\pm 1672.70SD \) for the expert group.

Overall, the agent demonstrated satisfactory results and outperformed the expert group in three metrics out of four. Although median value of maximal force was higher than that of the expert group, all agent’s recorded attempts still fall within the interquartile range of the experts’ recorded attempts. For integral force \( F_i \) and and force FFT \( (F_{\text{FFT}}) \), the results of the agent were significantly better compared to the experts’ performance. This might be related to two factors. First, the agent performed the exercise in a shorter time frame with a comparable level of applied force. Figure 7 depicts the force profile of randomly sampled attempts of the agent and an expert. Second, the stochastic nature of the agent’s behaviour decreased over the course of training leading to a more deterministic behaviour as the actor network was being optimised (figure 4). This, in turn, explains smaller oscillations in motion.

It is also worth mentioning that although the agent demonstrated exquisite performance, it cannot yet be generalized and applied to any given anatomy of the uterus. While the agent was able to outperform the experts after 1000 episodes, it took him more than 500 episodes to simply learn how to complete the task, let alone performing it in an optimal manner. In contrast, the experts were able to complete all five attempts without additional training and the results remained consistent throughout the experiments, although with a wider spread. Thus, as the agent was optimised for a particular scene, additional work will be required to generalise this approach for a broader range possible anatomies.

VI. CONCLUSION

In this work, we presented an RL-based algorithm for automatic passage of the cervical canal in the task of outpatient hysteroscopy simulation. The concept was tested with expert clinicians to prove the feasibility of the proposed approach. The agent performed better compared to the expert group in three out of four recorded metrics. The fourth metric, maximal force, was also within the interquartile range of the experts’ results. Overall, the algorithm demonstrated high efficiency and reliability.

Future work will focus on the implementation of an online assistance tool for outpatient hysteroscopy training based on the designed agent. The task of this assistant will be...
to guide the trainees by providing online cues about the direction of motion and the level of applied force. Once designed, the system will be compared with conventional training techniques with an instructor.

Another possible point of improvement is to change the type of the state data that is fed to the agent. While a user selects actions based on the image data on the screen and kinesthetic information (force feedback and the pose of the hand), he/she has no information about the position of the checkpoints relatively to the current position of the hysteroscope. This means that the agent makes decisions using the information not available to a person, which is why, at this moment, it cannot fully mimic the behaviour of an expert for different configurations of the uterus. To overcome this challenge, we will design and train the agent with the state comprised only of those pieces of information that are also available to a user: pose of the hysteroscope, image data and force feedback. Using this approach can lead to a more general solution that works for different anatomical structures.

Overall, the developed RL-based algorithm for autonomous surgical instrument introduction for outpatient hysteroscopy training creates a promising opportunity to be integrated in the haptic training platform to offer online cues for educational instruction and data-driven based assessment tools for evaluating the performance of a trainee. The presented work certainly facilitate the integration of RL-based methods with haptics and robotic system control.
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