A new class of exact mobility edges in non-Hermitian quasiperiodic models
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Quantum localization in 1D non-Hermitian systems, especially the search for exact single-particle mobility edges, has attracted considerable interest recently. While much progress has been made, the available methods to determine the ME in such models are still limited. In this work we use a new method to find a new class of exact mobility edges in 1D non-Hermitian quasiperiodic models with parity-time (PT) symmetry. We illustrate our method by studying a specific model. We first use our method to determine the energy-dependent mobility edge as well as the spectrum for localized eigenstates in this model. We then demonstrate that the metal-insulator transition must occur simultaneously with the spontaneous PT-symmetry breaking transition in this model. Finally, we propose an experimental protocol based on a 1D photonic lattice to distinguish the extended and localized single-particle states in our model. The results in our work can be applied to studying other non-Hermitian quasiperiodic models.

Introduction.— Quantum localization in disordered media has been a central topic in condensed matter physics since the seminal work by P. W. Anderson in 1958 [1]. In particular, while an infinitesimal amount of disorder will localize all eigenstates in 1D and 2D systems, the full localization in 3D systems will only occur at a finite disorder strength [2–4]. At weaker disorder, however, localized and extended eigenstates in 3D systems can coexist in the energy spectrum, leading to the appearance of a mobility edge (ME).

Recently, quasiperiodic systems have emerged as a viable alternative platform to study quantum localization in the experiment, partly because they are much easier to realize than those with random disorders. Importantly, they have been widely used in the experimental investigation of many-body localization (MBL) in 1D and 2D systems [5–11]. Moreover, the existence of ME in 1D quasiperiodic systems has also been studied extensively in theory [12–25]. Such efforts culminated in the recent experimental observation of ME in various 1D systems [26–31].

Meanwhile, Anderson localization in non-Hermitian systems [32–48], especially the existence of ME in such systems [49–56], have attracted considerable interest recently. In particular, much attention has been devoted to systems with the parity-time symmetry (PT symmetry). This symmetry guarantees that the energy spectrum is entirely real when the non-Hermitian parameter \( \lambda \) is below a critical value \( \lambda_c \); only when \( \lambda > \lambda_c \) complex energies emerge in the spectrum [57–59]. In addition, several properties unique to non-Hermitian systems have also been identified, such as the non-Hermitian skin effects and the existence of exceptional points. However, several critical open questions still remain open in this field. Notably, most existing work determines the exact ME in a non-Hermitian model using self-duality relations, similar to what has been done in their Hermitian counterparts. As a result, when we turn off the non-Hermitian parameter, the model is still known to have an exact ME. Can we develop a new method to determine the expression of ME in order to circumvent this limit? Crucially, is it possible that a non-Hermitian quasiperiodic model carries an exact ME while its Hermitian counterpart is not known to have one? Another critical question is that the existence of ME in a non-Hermitian system has not been experimentally established yet. This is partially due to the fact that models with exact MEs are difficult to construct, and thus they often involve a complicated hopping structure or fine-tuned onsite potentials. Thus, a non-Hermitian model that can be easily implemented in the experiments is highly desirable.

In this work we address the above questions by studying the localization properties of a 1D non-Hermitian quasiperiodic model with PT symmetry [see Eq. (1)], which reduces to the Hermitian \( t_1-t_2 \) model [17–19] when the non-Hermitian parameter is turned off. We show that the ME in this model can be determined analytically by the Sarnak method [60]. This result is remarkable, because the exact ME in the Hermitian \( t_1-t_2 \) model is not yet known. Moreover, while the spectrum of the Hermitian \( t_1-t_2 \) model has a fractal structure, the spectrum of our model is dense. In fact, the Sarnak method can help us analytically determine the entire spectrum of localized states. Thus our model is fundamentally different from its Hermitian counterpart. Additionally, we demonstrate that the metal-insulator transition in this model must occur simultaneously with the spontaneous PT symmetry breaking transition. Further, we demonstrate that the ME only exists for a finite range of potential strengths \( V_{c1} \leq V \leq V_{c2} \), and determine \( V_{c1} \) and \( V_{c2} \) exactly. Finally, we propose an experimental protocol based on a 1D photonic lattice to distinguish extended and localized states in this model.
Model.— To begin with, consider the following non-Hermitian quasiperiodic model,
\[ H = \sum_j \left( t_1 c_j^\dagger c_{j+1} + t_2 c_j^\dagger c_{j+2} + \text{h.c.} \right) + \sum_j V_j n_j. \] (1)

In the above equation \( c_j \) annihilates a fermion on site \( j \), and \( n_j = c_j^\dagger c_j \) counts the particle number on site \( j \). For convenience, we set the hopping strength \( t_1 = 1 \) as the unit of energy. In addition, we only consider the cases with \( t_2 > 0 \), as the \( t_2 < 0 \) can be easily reduced to the \( t_2 > 0 \) case. The potential energy in Eq. (1) is given by \( V_j = V e^{2\pi i (\phi + j \alpha)} \) with \( V > 0 \). Without loss of generality, we will set \( \phi = 0 \). Finally, we take \( \alpha = (\sqrt{5} - 1)/2 \), which can be approximated by Fibonacci numbers \( F_n \) \cite{61, 62}:
\[ \alpha = \lim_{n \to \infty} \frac{F_{n-1}}{F_n}. \]

Specifically, in our simulations we choose a specific integer \( n \) so that the system size is \( L = F_n \) and \( \alpha = \frac{F_{n-1}}{F_n} \). This choice ensures the \( \mathcal{PT} \) symmetry in our model.

The localization transition and ME.— As one of the key results in this Letter, we find that the model in Eq. (1) possesses an energy-dependent ME, given exactly by the following analytical expression,
\[ V = \frac{1}{4} \left| 1 + \sqrt{\Delta} + \sqrt{(1 + \sqrt{\Delta})^2 - 16t_2^2} \right|, \] (2)
where \( \Delta = 1 + 4t_2 E + 8t_2^2 \), and \( E \in [2t_2 - 2, 2t_2 + 2] \) specifies the range of energies at which an ME can exist \cite{63}. As we show below, this ME marks the simultaneous metal-insulator transition and the spontaneous \( \mathcal{PT} \)-symmetry breaking transition in this model. In fact, we can use the Sarnak method \cite{60} to derive an analytical condition for the spectrum of localized states in this model, given by
\[ \log |V| = G(E), \] (3)
where \( G(E) \) is defined as \cite{64}
\[ G(E) = \frac{1}{2\pi} \int_0^{2\pi} \log |E - 2 \cos \theta - 2t_2 \cos 2\theta| d\theta. \] (4)

The ME condition in Eq. (2) can be viewed as a special case of Eq. (3) when \( E \in [2t_2 - 2, 2t_2 + 2] \).

One convenient tool to identify localized states is the inverse participation ratio (IPR), defined as \( \text{IPR}(m) = \sum_{j} |\psi_{m,j}|^4 \) \cite{4, 26}, where \( m \) labels the eigenstates and \( j \) labels lattice sites. Based on this, we can further introduce the fractal dimension of the wave function, \( \Gamma = -\lim_{L \to \infty} \frac{\ln |\text{IPR}|}{\ln L} \). One can show that for extended states \( \Gamma \to 1 \) while for localized states \( \Gamma \to 0 \). In Fig. 1(a) we plot the fractal dimension \( \Gamma \) of each eigenstate as a function of \( \text{Re}(E) \) and \( V \). In addition, the black line represents the ME condition in Eq. (2). As expected, \( \Gamma \) approaches zero and one for energies on opposite sides of the black line, respectively. This can be further confirmed by the spatial density profile of the respective eigenstates, see Fig. 1(b)-(c). In other words, a given eigenstate is localized or extended depends on whether its eigenvalue satisfies \( \log |V| \leq G(\text{Re}(E)) \) or \( \log |V| > G(\text{Re}(E)) \) \cite{64}.

We can thus identify three distinct regimes in Fig. 1(a): for \( V < V_{c1} \) (\( V > V_{c2} \)), the energy spectrum only contains extended (localized) eigenstates, while for \( V_{c1} \leq V \leq V_{c2} \), an energy-dependent ME emerges. We will thus denote the regime \( V_{c1} \leq V \leq V_{c2} \) as the intermediate phase, since both extended and localized states exist in the spectrum. More importantly, we find that an intermediate phase always exists when \( t_2 \neq 0 \), and that the exact expressions for \( V_{c1} \) and \( V_{c2} \) are given by \cite{64}
\[ V_{c1} = \begin{cases} t_2, & \text{if } t_2 \geq 1/4 \\ \frac{1}{2} (\sqrt{1 - 4t_2} - 2t_2), & 0 \leq t_2 < 1/4 \end{cases} \] (5)
\[ V_{c2} = \frac{1}{2} (\sqrt{1 + 4t_2} + 2t_2), \]
which are plotted in Fig. 2(a).

Interestingly, Fig. 2(a) shows a curious cusp in \( V_{c1} \) at \( t_2 = 1/4 \), which implies that \( t_2 \leq 1/4 \) and \( t_2 > 1/4 \) are two different regimes. This conjecture is confirmed in Fig. 2(b)-(c), where we plot the ME for \( t_2 = 1 \) and \( t_2 = 1/4 \), respectively. We find that when \( t_2 > 1/4 \) \cite{2b}, the number of localized states suddenly becomes finite as \( V \) crosses \( V_{c1} \). In contrast, when \( t_2 \leq 1/4 \) \cite{2c}, the number of the localized states increases continuously from zero as \( V \) crosses \( V_{c1} \). Therefore, we conclude that the structure of the ME is qualitatively different when \( t_2 \leq 1/4 \) and \( t_2 > 1/4 \).

The \( \mathcal{PT} \)-symmetry breaking transition.— Apart from the metal-insulator transition described above, another interesting property of a \( \mathcal{PT} \)-symmetric non-Hermitian
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waveguide system. Here we choose to excite the waveguide at $j = 0$ at $t = 0$, and study how the light spreads out during the propagation. Effectively, we are evaluating

$$|\psi(t)\rangle = e^{-iHt} |\psi_0\rangle = \sum_j e^{-iE_j t} c_j |E_j\rangle,$$  

(7)

where $|E_j\rangle$ is the $j$th eigenstate of the Hamiltonian $H$ in Eq. (1) with an energy $E_j$, and $\{c_j\}$ are the superposition coefficients. The spatial extent of the time evolved state $|\psi(t)\rangle$ can be quantified by

$$\bar{n}_j(t) \equiv \frac{|\langle w_j |\psi(t)\rangle|^2}{|\psi(t)|^2},$$  

(8)

where $|w_j\rangle$ denotes the Wannier function localized within the $j$th waveguide.

We first consider the $V < V_{c1}$ regime, when all eigenstates in the system are extended. Consequently, we expect that almost all $\bar{n}_j(t)$ are nonzero at late times. In addition, because the spectrum is completely real, all the phase factors $e^{-iE_j t}$ satisfy $|e^{-iE_j t}| = 1$ at all times. As a result, all eigenstates will continue to contribute to the dynamics even when $t$ is large. Our expectations are verified by the results in Fig. 4(c), where we numerically plot $\bar{n}_j(t)$ when $V = V_{c1} - 0.1$. In particular, we find that within a short time the initial excitation spreads out to other waveguides, and $\bar{n}_j(t)$ is almost evenly distributed among all waveguides.

In contrast, when the energy spectrum is complex, the time evolution operator $e^{-iHt}$ is dominated by the eigenstate whose energy eigenvalue has the largest imaginary part. For convenience, we denote this special eigenvalue as $E_{\text{amp}}$ and the corresponding eigenstate as $|E_{\text{amp}}\rangle$. In order to avoid numerical errors induced by the exponential amplifications in the presence of a complex spectrum, we further replace the original Hamiltonian $H$ by $H' = H - i\gamma$ in our simulations, where $\gamma \equiv \text{Im}(E_{\text{amp}}) > 0$. As a result, the state $|E_{\text{amp}}\rangle$ still dominates the quench dynamics, but its amplitude is preserved throughout the dynamics. In contrast, the amplitude of all the other eigenstates decays exponentially. Furthermore, since in this model all states with a complex energy eigenvalue are localized, we anticipate that the final state will be localized whenever the spectrum contains complex energies. In Fig. 4(d) we plot $\bar{n}_j(t)$ for $V = V_{c1} + 0.3$, when the system is in the intermediate phase. We indeed find that the final state is localized. However, in contrast to the quench dynamics in a Hermitian system, the final state is not localized

FIG. 4. A realistic experimental realization of the non-Hermitian $t_1$-$t_2$ model in Eq. (1). (a) The schematic setup of a coupled waveguide system consisting of $L = 21$ waveguides. The inset illustrates the coupling between them. Note that the ratio $t_2/t_1$ can be tuned by varying the angle $\theta$. The arrow indicates that the initial excitation occurs in the $j = 0$ waveguide. (b) A plot of the onsite potential $V_j$ in this coupled waveguide system. The red and blue bars illustrate the real and imaginary part of the potential, respectively. (c)-(f) show the quench dynamics starting from an initial excitation in the $j = 0$ waveguide for $V = V_{c1} - 0.1, V_{c1} + 0.3, V_{c2} + 1, V_{c2} + 2$, respectively. In this plot we choose $\alpha = 13/21$ and $t_2/t_1 = 1/2$. The color bars in (c)-(f) plot the $\bar{n}_j(t)$ defined in Eq. (8). The unit of time is $\tau = \hbar/t_1$. The short-time behavior of $\bar{n}_j(t)$ can be found in [64].
on the original waveguide at $j = 0$, but collapses into the waveguide at $j = 7$. Moreover, we find a curious ‘switching process’ during the dynamics. Specifically, the initial excitation in the $j = 0$ waveguide almost instantly switches to a signal peaked at the $j = -1$ waveguide [64]. At around $t = 100$, this signal switches again to one localized in the $j = 7$ waveguide. During the entire quench dynamics, the maximum magnitude of $\bar{n}_j(t)$ reaches about 0.4. We also find that the localization length of the final steady state is still quite large, as weak signals with $\bar{n}_j(t) \sim 0.2$ can still be seen in the neighboring waveguides at $j = 4$ and $j = 10$. The above observations show that localization in a non-Hermitian system is qualitatively different from that in Hermitian systems. In particular, the switching behavior can never occur in a Hermitian system.

In addition, in Fig. 4 (e)-(f) we plot $\bar{n}_j(t)$ for two different $V > V_c$, when the system is in the localized phase. We find that the qualitative features of Fig. 4(d), especially the switching behavior, are preserved. For example, in Fig. 4(e) we find that the initial excitation in the $j = 0$ waveguide quickly gives way to an excitation confined in the $j = 2$ waveguide, before eventually collapses into the waveguide at $j = -6$. In comparison, in Fig. 4(f) we find that the initial excitation in the $j = 0$ waveguide quickly collapses into the waveguide at $j = 2$ and no additional switching happens afterwards. The main differences between the localized regime and the intermediate regime seem to be quantitative. For example, the localization length of the final steady state is now reduced to just one lattice site. Moreover, the peak value of $\bar{n}_j(t)$ now reaches about 0.8 for Fig. 4(e) and about 0.9 for Fig. 4(f), respectively. It turns out that the curious switching behavior of $\bar{n}_j(t)$ found in Fig. 4 (d)-(f) arise because there exist several eigenstates whose eigenvalues have similar imaginary parts. The switching is a result of the competitions between these eigenstates [64].

Discussion and Outlook.--- Our work represents one of the first examples where the ME in the non-Hermitian quasiperiodic model cannot be directly inferred from its Hermitian counterpart. Indeed, while the exact ME in the Hermitian $t_1$-$t_2$ model is not yet known, we are able to determine the exact ME in our model. In addition, the method developed in this work is very general and can be applied to a wide class of quasiperiodic models. For example, an exact ME can still be obtained when $t_2$ is complex or when more remote hopping terms are included [64]. Our work thus not only proposes a realistic experimental scheme to demonstrate ME in a non-Hermitian quasiperiodic model, but also presents a general framework to study other 1D non-Hermitian quasiperiodic models. One important open question is the effect of interactions on the localization properties of this model [68, 69]. In particular, it is interesting to understand whether the interplay between interactions and the ME can lead to a many-body intermediate phase [70–72] in this non-Hermitian system.
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In this Supplemental Material, we present additional details on the structure of the mobility edge in the non-Hermitian $t_1$-$t_2$ model we studied in the main text. We also provide more details on the experimental protocol we presented in the main text. Finally, we analyze the cases when the hopping parameters take complex values.

I. Additional details of the ME

In this section we provide additional details of the ME for the model we discussed in the main text, which has the following form,

$$H = \sum_j \left( t_1 c_j^\dagger c_{j+1} + t_2 c_j^\dagger c_{j+2} + \text{h.c.} \right) + \sum_j V_j n_j. \tag{S1}$$

Given that the systems with $t_2$ and $-t_2$ are related through following substitution $c_j^\dagger \rightarrow (-1)^j c_j^\dagger$, we will only consider $t_2 > 0$ in the following discussions.

A. The expression for $G(E)$

In order to derive the exact ME in our model, we first introduce the following function,

$$f(\theta) = \sum_{j \in \mathbb{Z}} \psi_j e^{ij\theta} \in L^2(\mathbb{T}). \tag{S2}$$

After Fourier transform, which is multiplying Eq. (S1) by $e^{ij\theta}$ and then summing over $j$, we get the operator

$$Vf(\theta + 2\pi \alpha) = [E - 2 \cos \theta - 2t_2 \cos 2\theta] f(\theta), \tag{S3}$$

It has been proved that the spectrum of such a system can be captured by a characteristic function defined as

$$G(E) = \frac{1}{2\pi} \int_{0}^{2\pi} \log \left| E - 2 \cos \theta - 2t_2 \cos 2\theta \right| d\theta. \tag{S4}$$

Note that we always have $G(E) \geq G(\text{Re}(E))$, because for any $g(\theta) \in \mathbb{R}$, we have

$$\log \left| E - g(\theta) \right| \equiv \log \left| \text{Re}(E) + i \text{Im}(E) - g(\theta) \right| \geq \log |\text{Re}(E) - g(\theta)|.$$

Therefore, if we take $g(\theta) = 2 \cos \theta + 2t_2 \cos 2\theta$,

$$G(E) = \frac{1}{2\pi} \int_{0}^{2\pi} \log |E - g(\theta)| d\theta \geq \frac{1}{2\pi} \int_{0}^{2\pi} \log \left| \text{Re}(E) - g(\theta) \right| d\theta \equiv G(\text{Re}(E)).$$

The Sarnak method [1] then states that:

- There is no spectrum within $G(E) < \log V$;
- $G(E) = \log V$ has a dense localized spectrum;
- Extended states belong to $\{ G(E) > \log V \} \cap U_E$, where $U_E$ is the set of energies that satisfy $E = 2 \cos(\theta) + 2t_2 \cos(2\theta)$ for some $\theta$.

In particular, we can write

$$U_E = \left\{ \begin{array}{ll} [1/(4t_2) - 2t_2, 2t_2 + 2], & t_2 \geq 1/4 \\ [2t_2 - 2, 2t_2 + 2], & 0 \leq t_2 < 1/4 \end{array} \right. \tag{S5}$$

After some algebra we find that

$$G(E) = \log t_2 + \log \left| z_1 \text{sgn}(\text{Re}z_1) + \sqrt{z_1^2 - 1} \right| + \log \left| z_2 \text{sgn}(\text{Re}z_2) + \sqrt{z_2^2 - 1} \right|, \tag{S6}$$

where $\text{sgn}(x)$ is the sign of the real number $x$, $\sqrt{z}$ is the square root of $z$ with non-negative real part. In addition, $z_1 = \frac{1}{4t_2} (1 + \sqrt{\Delta})$, $z_2 = \frac{1}{4t_2} (1 - \sqrt{\Delta})$, with $\Delta = 1 + 4t_2 E + 8t_2^2$. As a result, $G(E)$ always reaches its minimum value at $E = 2t_2 - 2$, which belongs to $U_E$. Likewise, $G(E)$ always reaches its maximum value in $U_E$ at $E = 2t_2 + 2$.

B. The expression for $V_{c_1}$ and $V_{c_2}$

From the above results, we can determine the structure of the metal-insulator transition in this model, which is accompanied by a $\mathcal{PT}$ symmetry breaking transition in the energy spectrum. In particular, we can introduce two critical points to describe this transition:

$$V_{c_1} = e^{G(2t_2 - 2)} \tag{S7}$$
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FIG. S1. (a) and (b) Fractal dimension $\Gamma$ of each eigenstate for the model in Eq. (S1) for $t_2 = 1$ and $t_2 = 1/4$, respectively. The system size is $L = 610$. The solid black line highlights eigenstates on the ME (which are localized states with a real energy eigenvalue), while the dashed black lines highlight additional localized states with a real energy eigenvalue.

\[
V_{c2} = e^{G(2t_2+2)} = \frac{1}{2} [2t_2 + 1 + \sqrt{4t_2 + 1}] .
\]

These two points divide the phase diagram into three regimes. For $V < V_{c1}$, all eigenstates are extended. Meanwhile, the energy spectrum resides in $U_E$ and is thus entirely real. For $V_{c1} < V < V_{c2}$, an ME appears in the energy spectrum, indicating that extended and localized eigenstates coexist in the energy spectrum. Meanwhile, we observe that the spectrum contains both real and complex eigenvalues. Finally, when $V > V_{c2}$, we have $G(E) < \log |V|$ for all $E \in U_E$, and thus the entire spectrum is localized and complex in general.

C. Localization transition and the $\mathcal{PT}$ symmetry breaking transition

In fact, we can prove rigorously that in our model [Eq. (S1)] the $\mathcal{PT}$ symmetry breaking transition (which is signaled by the real-complex transition in the energy spectrum) and the localization transition must occur simultaneously. First we note that extended spectrum must be real, since $U_E \subset \mathbb{R}$. Therefore, we just need to prove localized states must have complex energy eigenvalues. However, there is a subtlety here, as few localized states still have real energy eigenvalues. In particular, the following localized states are known to have real eigenvalues: (1) All eigenstates on the ME (marked by the solid black line in Fig. S1); (2) Eigenstates at the boundary of the spectrum (marked by dashed black lines in Fig. S1). However, given that they are all located at the boundary of the spectrum of localized states, they do not affect our claim that the $\mathcal{PT}$ symmetry transition must be accompanied by the metal-insulator transition in this model.

We now show that apart from those marked by the solid and the dashed black lines in Fig. S1, all other localized eigenstates (which occur for $V > V_{c1}$) have complex energy eigenvalues. To start, consider the real part of the complex spectrum

\[
\mathcal{O} = \{ \text{Re}(E) : G(E) = \log V \& \text{Im}(E) \neq 0 \}.
\]

As we pointed out below Eq. (S4), $G(E) \geq G(\text{Re}(E))$ for all $E$. As a result, we must have $\mathcal{O} \subset \mathcal{O}'$, where

\[
\mathcal{O}' = \{ x \in \mathbb{R} : G(x) < \log V \}.
\]

We can see clearly that $\mathcal{O}'$ is a nonempty open set in $\mathbb{R}$, since at least $2t_2 - 2 \in \mathcal{O}'$. To see this, note that if we are considering $V > V_{c1}$, and hence $\log V > \log V_{c1} = G(2t_2 - 2)$, leading to $2t_2 - 2 \in \mathbb{R}$. We further note that $G(E) \rightarrow +\infty$ as $|E| \rightarrow +\infty$. Therefore, due to the continuity of $G(E)$, for any real number $E \in \mathcal{O}'$, there always exists a complex number $E'$ that satisfies the following conditions

\[
\text{Re}(E') = E \& G(E') = \log V.
\]

Consequently, we obtain $\mathcal{O} = \mathcal{O}'$. Therefore, the real localized spectrum is just the boundary of the open set $\mathcal{O}'$, while every point inside $\mathcal{O}'$ corresponds to at least one complex localized state, which proves our statement.

Besides, from the above analysis, we know that if $E$ is an eigenvalue, then the statement that the state $|E\rangle$ is extended is equivalent to $G(\text{Re}(E)) > \log V$. Similarly, the statement that $|E\rangle$ is localized is equivalent to the condition that $G(\text{Re}(E)) \leq \log V$.

D. The $t_2$ transition

Additionally, another property of $G(E)$ is that $G(E)$ is a constant function on the interval $[-1/(4t_2) - 2t_2, 2]$, which implies that when $t_2 \geq 1/4$ there are a bunch...
of $E$ reaching the minimum of $G(E)$. As a result, multiple eigenstates will be localized simultaneously as $\log(V)$ reaches $V_c$. This property explains the difference between panels (b)-(c) in Fig. 2 in the main text. One such example is shown in Fig. S2, which plots $G(E)$ on $U_E$ for two different values of $t_2$. In particular, for a given $V$, all points on the curve satisfying $G(E) > \log V$ correspond to extended states in the system. Specifically, when $0 < t_2 < 1/4$ the $G(E) \cap U_E$ is a monotonic curve, and hence the number of localized states increases continuously from zero at $V = V_c$. In contrast, when $t_2 > 1/4$ the $G(E) \cap U_E$ has a plateau. As a result, the number of localized states is already finite at $V = V_c$.

E. The IPR and NPR in this model

One of the most widely used tools to diagnose the existence of ME is to plot the averaged inverse participation ratio (IPR) and normalized participation ratio (NPR) of all eigenstates [2, 3]. In particular, these two quantities are defined as

$$\text{IPR}^{(i)} = \sum_n |u_n^{(i)}|^4, \quad \text{NPR}^{(i)} = \left[ L \sum_n |u_n^{(i)}|^4 \right]^{-1}.$$ 

In the above equation $L$ is the size of the one-dimensional system, the index $i$ labels different eigenstates, while the index $n$ labels different lattice sites. We will use (IPR) and (NPR) to denote the averaged IPR and NPR over all single-particle eigenstates, respectively.

It is known that when the spectrum contains only extended states, we have $\langle \text{IPR} \rangle \sim L^{-1}$ while $\langle \text{NPR} \rangle$ is finite. In contrast, when the spectrum contains only localized states we have $\langle \text{NPR} \rangle \sim L^{-1}$ while $\langle \text{IPR} \rangle$ is finite. Only when the spectrum contains both extended and localized states, both $\langle \text{IPR} \rangle$ and $\langle \text{NPR} \rangle$ are finite.

A plot of $\langle \text{IPR} \rangle$ and $\langle \text{NPR} \rangle$ for $t_2 = 1/2$ is shown in Fig. S3. We can see that the intermediate phase indeed appears for $V_{c1} < V < V_{c2}$, where $V_{c1} = 1/2$ and $V_{c2} = 1 + \sqrt{3}/2$ for $t_2 = 1/2$. It is interesting to note that the $\langle \text{IPR} \rangle$ is almost constant in the extended phase ($0 < V < V_{c1}$) for this non-Hermitian model, indicating that the localization length of the eigenstates does not decrease much when $V$ is increased from 0 to $V_{c1}$. In contrast, for a Hermitian quasiperiodic model there is a clear decrease of $\langle \text{IPR} \rangle$ in the extended phase as $V$ increases from 0 to $V_{c1}$ [2, 3]. However, currently we do not fully understand the reason behind this difference.

II. Further details on the experimental protocol

In this section we provide additional details on the experimental protocol in Fig. 4 in the main text.

A. The long-time dynamics

We first focus on the long-time behavior of the system, and discuss the switching behavior observed in Fig. 4 in the main text.

We first discuss panel (e) of Fig. 4 in the main text, which corresponds to $V = V_{c2} + 1$. In this case the state $|E_{\text{amp}}\rangle$ is localized around the $j = -6$ waveguide. Meanwhile, the eigenvalue of the state localized around the $j = 2$ waveguide has an imaginary part that is only slightly smaller. Such a result can be seen in Fig. S4(a). Consequently, the waveguide at $j = 2$ quickly takes over the initial excitation, because it is much closer to the initially excited waveguide (at $j = 0$) than the waveguide at $j = -6$. However, the state $|E_{\text{amp}}\rangle$ eventually dominates the dynamics at long times, and the excitation finally collapses onto the waveguide at $j = -6$.

In contrast, when $V = V_{c2} + 2$, which corresponds to panel (f) of Fig. 4, the state $|E_{\text{amp}}\rangle$ now resides in the waveguide at $j = 2$, as shown in Fig. S4(b).
As a result, the initial excitation quickly collapses onto the waveguide at $j = 2$, and will not switch to other waveguides afterwards. It is also worth noting that the strong localization limit of $V = V_{c2} + 2$ can be understood directly from the potential distribution in Fig. 4(b) in the main text, because all eigenstates are well approximated by the Wannier functions in this limit, and the eigenvalues are also close to the potential energies in each waveguide. As we can see from Fig. 4(b) in the main text, $\text{Im}(V_{j=2})$ is indeed the largest among all, while $\text{Im}(V_{j=-6})$ is a close second. This is the fundamental reason why the dynamics in the strong localization limit is dominated by these two waveguides.

### B. The short-time dynamics

Having understood the long-time dynamics, we now discuss the short-time behavior of the quench dynamics, which is shown in Fig. S5. First, we observe that the initial excitation at $j = 0$ was only retained in the system for less than $t = \tau_0$ in all four cases, where $\tau_0 = h/t_1$ is a natural unit of time in our model. Second, in the presence of extended states ($V < V_{c2}$), the signal quickly spreads out to all waveguides. In particular, a light-cone-like structure is clearly visible, as shown in Fig. S5 (a)-(b). In contrast, when the spectrum contains localized states only ($V > V_{c2}$), the light-cone-like structure is gone. Instead, the initial excitation switches between different waveguides during the time evolution, and the exact dynamical process depends on the structure of the energy spectrum. For example, in Fig. S5(c), when $t < \tau < 2\tau$ the light propagates in the form of a state with appreciable amplitudes on the $j = -3, j = -1$, and $j = 2$ waveguides. However, when $t > 2\tau$ the amplitudes in the $j = -3$ and $j = -1$ waveguides gradually die off, and only the $j = 2$ waveguide has an appreciable amplitude. The behavior in Fig. S5(d) is similar to that in (c), although the amplitude in the $j = 2$ waveguide is much stronger when $t > 2\tau$.

### III. The case of complex hopping parameters

In order to illustrate the versatility of our method, in this section we show that we can derive the exact ME condition even when both $t_1$ and $t_2$ are complex. This extension also has direct experimental applications because in photonic lattices it is possible to generate complex hoppings between neighboring waveguides. Specifically, we consider the following Hamiltonian,

$$H = \sum_j \left( t_1 c_j^\dagger c_{j+1}^\vphantom{\dagger} + t_2 e^{i\phi} c_j^\dagger c_{j+2}^\vphantom{\dagger} + \text{h.c.} \right) + \sum_j V_j n_j. \quad (S9)$$

In the above equation, the two phases can be reduced to one independent parameter $\phi = 2\phi_1$ by the substitution $c_j^\dagger \rightarrow e^{-i\phi_j} c_j^\dagger$. As a result, we shall consider the following Hamiltonian instead

$$H = \sum_j \left( c_j^\dagger c_{j+1}^\vphantom{\dagger} + \tilde{t}_2 c_j^\dagger c_{j+2}^\vphantom{\dagger} + V_j n_j + \text{h.c.} \right), \quad (S9)$$

where we have defined $\tilde{t}_2 = t_2 e^{i\phi}$ with $\phi = \phi_2 - 2\phi_1$. Note that we again set $t_1 = 1$ and $t_2 > 0$, in accordance with our convention in the main text.

To proceed, we now apply the Fourier transformation in Eq. (S2) to rewrite Eq. (S9) in terms of $f(\theta)$ as

$$V f(\theta + \alpha) = [E - 2\cos\theta - 2t_2 \cos(2\theta - \phi)] f(\theta).$$

Correspondingly, the function $G(E)$ and the set $U_E$ are defined respectively as

$$G(E) = \frac{1}{2\pi} \int_0^{2\pi} \log |E - g(\theta)| d\theta, \quad (S10)$$

$$U_E = \{ E : \exists \theta, \text{s.t. } E = g(\theta) \}, \quad (S11)$$

where $g(\theta) \equiv 2 \cos\theta + 2t_2 \cos(2\theta - \phi)$.

#### A. An exact expression for $G(E)$

For the present model, we can still derive an analytic expression for $G(E)$:

$$G(E) = \frac{1}{2\pi} \int_0^{2\pi} \log |E - 2\cos\theta - 2t_2 \cos(2\theta - \phi)| d\theta$$

FIG. S5. Short-time behavior of the experimental protocol shown in Fig. 4(a) in the main text. The system consists of $L = 21$ waveguides, which are described by the model in Eq. (S1). (a)-(d) show the quench dynamics starting from an initial excitation in the middle $j = 0$ waveguide for $V = V_{c1} - 0.1, V_{c1} + 0.3, V_{c2} + 1, \text{and } V_{c2} + 2$, respectively. The unit of time is $\tau = h/t_1$ in all figures.
which can be used to derive Eq. (S6).

In Fig. S6 (b)-(c) we compare the predicted ME in Eq. (S15) with the single-particle spectrum in a finite system. In particular, we choose $\phi = \pi/4$, and study two cases with $t_2 = 0.7$ and $t_2 = 0.3$, respectively. We find that our theoretical predictions of the ME (black solid line) agrees well with the numerical results.

### B. An exact expression for $t_2^{(c)}$

Another interesting observation from Fig. S6(a) is that the structure of the ME is again different for small $t_2$ and large $t_2$, although the critical point now shifts to $t_2 \approx 0.45$ instead of $1/4$ for the $\phi = 0$ case. We now show that this critical $t_2^{(c)}$ can again be determined analytically. This can be done without writing down $z_k$ explicitly.

To begin with, note from Eq. (S13) that we have $z_1 z_2 z_3 z_4 = t_2^4 / t_2^c$, which implies that

$$\sum_{k=1}^{4} \log |z_k| = \log |t_2^c / t_2| = 0. \quad (S17)$$

As a result, we note from Eq. (S15) that

$$G(E) = \sum_{k=1}^{4} \max (\log |z_k|, 0) + \log t_2 \quad (S18)$$

$$= \frac{1}{2} \sum_{k=1}^{4} \left| \log |z_k| \right| + \log t_2 \geq \log t_2. \quad (S19)$$

Hence, the last equality holds if and only if all four roots satisfy $|z_k| = 1$.

We know that $V_{c_1} = \min e^{G(E)}$, so if there exists an energy $E$ that allows such four roots, then $V_{c_1} = t_2$, independent of $\phi$. Besides, if there are more than one such $E$, they all turn into localized states at once as $V$ passes $t_2$. Hence, to determine the critical $t_2$, we need to check whether Eq. (S13) allows four roots on $|z| = 1$ for some $E$. Equivalently, we can ask whether the equation $E = 2 \cos \theta + 2t_2 \cos (2\theta - \phi)$ allows four roots in a period for some $E$. This condition amounts to ask whether $2 \sin \theta + 2t_2 \sin (2\theta - \phi) = 0$ has four roots. Based on this observation, we can derive the expression for the critical point $t_2^{(c)}$ as follows,

$$t_2^{(c)}(\phi) = \frac{1}{4} \left[ \left| \sin \frac{\phi}{2} \right|^{2/3} + \left| \cos \frac{\phi}{2} \right|^{2/3} \right]^{3/2}. \quad (S20)$$

In particular, when $\phi = \pi/4$ we have $t_2^{(c)} \approx 0.448$, in agreement with the observation in Fig. S6(a).

---
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