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ON A STRUCTURE-PRESERVING NUMERICAL METHOD FOR FRACTIONAL FOKKER-PLANCK EQUATIONS
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ABSTRACT. In this paper, we introduce and analyse numerical schemes for the homogeneous and the kinetic Lévy-Fokker-Planck equation. The discretizations are designed to preserve the main features of the continuous model such as conservation of mass, heavy-tailed equilibrium and (hypo)coercivity properties. We perform a thorough analysis of the numerical scheme and show exponential stability and convergence of the scheme. Along the way, we introduce new tools of discrete functional analysis, such as discrete nonlocal Poincaré and interpolation inequalities adapted to fractional diffusion. Our theoretical findings are illustrated and complemented with numerical simulations.
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1. INTRODUCTION

In this paper, we are interested in the numerical discretization of the kinetic Lévy-Fokker-Planck equation (or fractional Fokker-Planck equation). The continuous model describes the evolution of a distribution function $f = f(t, x, v)$ which depends on time $t \geq 0$, position in a periodic domain $x \in \mathbb{T}^d = \mathbb{R}^d / \mathbb{Z}^d$ and velocity $v \in \mathbb{R}^d$, and solves

$$\frac{\partial}{\partial t} f + v \cdot \nabla_x f = \nabla_v \cdot (vf) - (\Delta_v)^{\alpha/2} f =: L_\alpha f,$$

supplemented with the initial condition $f(0, \cdot, \cdot) = f^0$. For $\alpha = 2$, the model coincides with the so-called kinetic Fokker-Planck equation. Here we are interested in the case $\alpha \in (0, 2)$. In this range of the parameter, the fractional Laplacian $-(\Delta_v)^{\alpha/2}$ is defined in the following way. For any Schwartz function $g : \mathbb{R}^d \to \mathbb{R}$, one has $F((\Delta_v)^{\alpha/2} g)(\xi) = |\xi|^{\alpha} F(g)(\xi)$ where $F(\cdot)$ denotes the Fourier transform and $|\cdot|$ is the Euclidean norm on $\mathbb{R}^d$. Another equivalent definition [32] is given by the singular integral

$$(-\Delta_v)^{\alpha/2} g(v) = C_{d,\alpha} \text{P.V.} \int_{\mathbb{R}^d} \frac{g(v) - g(w)}{|v - w|^{d+\alpha}} \, dw,$$

where $\text{P.V.}$ stands for the principal value, and the multiplicative constant is given by

$$C_{d,\alpha} = \frac{2^\alpha \Gamma\left(\frac{d+\alpha}{2}\right)}{(\pi^{d/2} \Gamma(-\frac{\alpha}{2}))},$$

where $\Gamma(\cdot)$ is the Gamma function.

When $\alpha < 2$, the velocity density which generates the kernel of $L_\alpha$, called local equilibrium, is heavy tailed. Indeed, by passing to Fourier variables one has $F(L_\alpha g)(\xi) = -\xi \cdot \nabla_\xi F(g)(\xi) - |\xi|^{\alpha} F(g)(\xi)$. From this formula, one has that the only probability distribution satisfying $L_\alpha \mu_\alpha = 0$ is given by

$$\mu_\alpha(v) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \exp \left( i v \cdot \xi - \frac{|\xi|^{\alpha}}{\alpha} \right) \, d\xi.$$

The density $\mu_\alpha$ is known as a symmetric stable density and is related to the theory of Levy processes (see [3]). Away from the origin, the Fourier transform of $\mu_\alpha$ is smooth and rapidly decaying at infinity. In particular $\mu_\alpha$ is smooth. However, at $\xi = 0$ the Fourier transform is as regular as $|\xi|^{\alpha}$, which implies that $\mu_\alpha(v)$ decays as $|v|^{-\alpha-d}$ when $|v| \to \infty$. This qualitative behavior can be estimated more precisely through pointwise bounds from above and below on $\mu_\alpha$ and its derivatives (see (A.7), (A.8) and (A.9) in Appendix A.1). Non-Maxwellian, algebraically decaying velocity densities arise in the modelling of astrophysical plasmas [40, 37]. More specifically, Vlasov-Lévy-Fokker-Planck models...
such as (1.1) as well as other kinetic models with heavy tailed local equilibrium [34, 35, 5, 8] have attracted attention in the recent years because of their asymptotic properties. Indeed, because of the slow decay in velocity, the macroscopic diffusion limits of these kinetic equations are fractional diffusion equations in the space variable. These asymptotics are obtained after an anomalous rescaling of the kinetic equation. The design of appropriate asymptotic preserving numerical schemes in these limits has been investigated in [13, 14, 45].

Another natural question concerning asymptotic behaviors in these models is the long-time behavior of solutions. Using conservation of mass and space periodic boundary conditions, one easily infers that the global equilibrium is given by \( (x, v) \mapsto \langle f^0 \rangle \mu_{\alpha}(v) \), where \( \langle f^0 \rangle := \int f^0 dx dv \) denotes the initial mass. The long time behavior can be quantified by the time evolution of well-chosen norms. While the Fourier transform of the Green kernel of (1.1) can be expressed explicitly, the Fourier inversion is not explicit when \( \alpha \neq 2 \). Therefore, it is not easy to derive estimates from this representation of solutions. Instead of explicit representations, energy method allows to quantify the time evolution of appropriate norms. For dissipative kinetic equations, which are usually degenerate in the sense that diffusion or relaxation happens only in the velocity variable, hypocoercivity methods [28, 26, 43, 24, 17, 27] are well-suited energy methods which allows one to recover dissipation properties in the whole phase-space. They exploit the interaction between transport and collision operators, respectively well-suited energy methods which allows one to recover dissipation properties in the whole phase-space. These asymptotics are obtained after an anomalous rescaling of the operator \( \Lambda \) such as (1.1) as well as other kinetic models with heavy tailed local equilibrium [34, 35, 5, 8].

First, the fractional Fokker-Planck operator \( \Lambda \) is not symmetric in its natural Hilbert space. More precisely for (say) Schwartz functions \( f, g \), the operator \( -\Lambda_f \) admits the decomposition

\[
-\langle \Lambda_f , g \rangle_{L^2_z(\mu_{\alpha}^{-1})} = S^\alpha(f, g) + A^\alpha(f, g) \]

with \( S^\alpha \) symmetric and \( A^\alpha \) skew-symmetric. While \( A^\alpha = 0 \) when \( \alpha = 2 \), it is non-trivial in the fractional case. It turns out that this decomposition is crucial in the proof of hypocoercivity estimates for the equation (1.1). More precisely, given any \( g = e^{t\Lambda}g_0 \) and operators \( A \) and \( B \), one has formally that

\[
\frac{d}{dt} \langle A, Bg \rangle = \langle [A, L_\alpha], g, B \rangle + \langle Ag, [B, L_\alpha]g \rangle - 2S^\alpha(Ag, Bg).
\]

Therefore the skew symmetric part of the operator \( L_\alpha \) only appears in commutators. This observation enables us to avoid loss of moments.
in velocities in our estimates which one would face with bad rearrangements of the terms (see [4] for details).

Secondly, in our energy estimates, it is important to quantify the regularization properties of the Lévy-Fokker-Planck operator coming from the dissipation terms thanks to specific functional inequalities in order to bound remainder terms which involve full derivatives in velocity. One important example of these inequalities is the following (see [4, Proposition 4.1] for a proof). For all $\varepsilon > 0$, there is a constant $K(\varepsilon) = K(\epsilon, \alpha, d) > 0$ such that

\[
\|\nabla_v f\|_{L^2_{\varepsilon}((\mu_{\alpha})^{-1})}^2 \leq K(\varepsilon) \left( \mathcal{S}_\alpha^H(f, f) + \|\Pi_v f\|_{L^2_{\varepsilon}((\mu_{\alpha})^{-1})}^2 \right) + \varepsilon \mathcal{S}_\alpha^{\varepsilon}(\nabla_v f, \nabla_v f),
\]

where $(\Pi_v f)(v) = (\int_{\mathbb{R}^d} f(w) \, dw) \, \mu_\alpha(v)$ is the orthogonal projection of $f$ onto the kernel of $L_\alpha$ in the space $L^2_{\varepsilon}((\mu_{\alpha})^{-1})$.

**Goal of the paper and main results.** In this paper, we are interested in the numerical discretization of (1.5) and (1.1). Our main results are the design of a consistent, stable and structure preserving numerical method for these equations in dimension $d = 1$ (i.e. two-dimensional in the phase-space), as well as its analysis, implementation and simulation. The keystone is the discretization of the operator $L_\alpha$. In terms of preservation of the structure, our numerical method satisfies the properties of

- conservation of mass;
- preservation of the heavy-tailed local equilibrium $\mu_\alpha$;
- preservation of coercivity properties in the homogeneous case;
- preservation of the hypocoercivity properties in the inhomogeneous case;
- approximation of the fractional Fokker-Planck operator $L_\alpha$ on the whole line with a discretization on a truncated domain;
- preservation of the asymptotics $\alpha \to 2^-$.

Let us mention that while we do not prove it, the preservation of non-negativity of solutions is also observed numerically.

In the recent years, there has been several works around the numerical analysis of hypocoercivity properties for discretizations of kinetic equations. The first contribution [38] concerns a finite difference discretization of the Kolmogorov equation. For the same model, hypocoercivity properties for other types of schemes were studied in [21, 23]. Concerning the classical kinetic Fokker-Planck equation, there has been to our knowledge two main contributions [18, 6] dealing respectively with $H^1$ and $L^2$ hypocoercivity. In the present contribution, the range of models is extended to the fractional-Fokker-Planck case. Notice also that using a perturbative argument, in [36], the exponential stability of a model which in a sense is akin to the discretized fractional Fokker-Planck equation is proven.

Our discretization of the Lévy-Fokker-Planck operator $L_\alpha$ is based on a conservative finite difference / finite volume approach. The fractional Laplacian is discretized following the Huang and Oberman finite difference-quadrature method [29]. This method is based on the integral representation (1.2). While they may seem natural, spectral methods based on the Fourier definition of $(-\Delta)^{\alpha/2}$ are not efficient and lead to aliasing errors because of the slow decay of functions at infinity [29]. From the discrete version of the fractional Laplacian, we introduce an equilibrium and mass preserving discretization of the drift term $\nabla_v \cdot (\varepsilon f)$.

From the discretization of $L_\alpha$, the complete scheme for the homogeneous Fokker-Planck equation is readily obtained with a fully implicit Euler scheme in time (see (2.23)). In the inhomogeneous case, the scheme is also fully implicit in time with a centered discretization of the transport term (see (2.24)-(2.25)). A large part of this paper is devoted to the numerical and asymptotic analysis of these Eulerian schemes in unbounded velocity domain. For their practical implementation the velocity domain is truncated and the discrete Lévy-Fokker-Planck operator is adapted accordingly thanks to consistent and structure preserving numerical boundary conditions (see Section 3). At the very end of the paper (see Section 6.5) we also propose an alternative scheme in the inhomogeneous case. It is based on a semi-Lagrangian version of our scheme with time splitting, which improves computational efficiency, but for which the rigorous numerical and asymptotic analysis is out of the scope of the present paper.
For the Eulerian schemes in unbounded domains, we rigorously show coercivity and hypocoercivity properties leading to exponential stability of the discrete solution. These results are stated formally in Theorem 5.1 for the homogeneous case and Theorem 5.3 and Theorem 5.5 for the kinetic case. In order to prove these results we need to adapt many of the continuous properties to the (more challenging) discrete setting. Apart from the exponential stability results, many intermediate results of discrete functional analysis have their own importance. They are gathered in Section 4 and include a discrete version of nonlocal Poincaré inequalities as well as many new interpolation and embedding inequalities involving discrete fractional operators and norms.

Compared to the continuous setting, there are two main challenges concerning the coercivity and hypocoercivity analysis in the discrete setting. The first one is that Fourier analysis is not tractable anymore for easily proving intermediate functional inequalities (interpolation, embeddings...). The second challenge concerns commutators between discrete operators, which are essential in hypocoercivity estimates. They contain remainder terms which vanish when the mesh size goes to 0 but need to be dealt with in order to close estimates.

Let us mention that the extension of our discretization strategy to the multi-dimensional case $d > 1$ is not trivial and not covered by the present paper. The main difficulty is to have a satisfactory discretization of the fractional Laplace operator (e.g. in terms of convergence properties). While there are methods adapted to extended Dirichlet boundary conditions [20], its discretization for algebraically decaying densities in the whole space is difficult and up to our knowledge, still largely open [29, 30].

Apart from the theoretical analysis of the schemes, we provide several numerical test cases. These simulations illustrate the theoretical results of global stability, long-time behavior, conservation of mass and preservation of heavy-tails in velocity. Additionally, we illustrate the experimental convergence of the schemes in both the homogeneous and inhomogeneous cases and discuss computational time performances.

Outline. The plan of the paper is as follows. In Section 2, the discretization of the Lévy-Fokker-Planck operator $L_\alpha$ is introduced in an unbounded domain and basic properties are derived. In particular the consistency, stability and convergence of the scheme are proved. In Section 3, the numerical method is adapted to a truncated velocity domain: the discretization which is used in practice is introduced. In Section 4, discrete functional analysis results are derived. They include interpolation and embedding inequalities, and non-local Poincaré inequalities. Let us recall that in these results, in the discretized setting, the goal is uniformity of constants with respect to the mesh size. Then, in Section 5, we show global exponential stability following a (hypo)coercivity strategy. In Section 6, we perform several numerical simulations which illustrate the structural properties of the numerical method as well as convergence of the schemes. Finally, we gathered in the appendix various necessary but technical results concerning bounds on the equilibrium $\mu_\alpha$ and its discretization.

2. Presentation and basic properties of the numerical method in unbounded velocity domain

In the following, unless explicitly stated otherwise, the velocity space $\mathbb{R}$ is discretized by a regular subdivision $(v_j = jh)_{j \in \mathbb{Z}}$ with $h > 0$ a given step size. For a velocity distribution $f : \mathbb{R} \rightarrow \mathbb{R}$, $f_j$ denotes an approximation of $f(v_j)$ and with a slight abuse of notation, we write $f = (f_j)_{j \in \mathbb{Z}}$. In Section 2.1, we present the discretization $\Lambda^h_\alpha : \mathbb{R}^\mathbb{Z} \rightarrow \mathbb{R}^\mathbb{Z}$ of the fractional Laplacian, such that $(\Lambda^h_\alpha f_j)$ approaches $(-\Delta)^{\alpha/2} f(v_j)$. Then, in Section 2.2, we introduce a discretization of the full fractional Fokker-Planck operator, denoted $P^h_\alpha := \Gamma^h_\alpha + \Lambda^h_\alpha$, where $\Gamma^h_\alpha$ is the discretization of the drift operator $\nabla_v \cdot (v \cdot )$. Finally, in Section 2.3, we write the numerical schemes for (1.5) and (1.1).

2.1. Discretization of the fractional Laplacian. In order to discretize the fractional Laplacian operator in dimension one, we follow the finite difference-quadrature approach of Huang and Oberman [29]. This method preserves the convolution structure of (1.2), and therefore the properties of monotony of the operator, and it has a theoretical $O(h^{3-\alpha})$ accuracy. Let us briefly recall the method here and derive some complementary results.
The integral formulation of the fractional Laplace operator given in (1.2) may be symmetrized and split into the sum of a singular part and a tail part, respectively

\[ (-\Delta)^{\alpha/2} f(v_j) = C_{1,\alpha} \int_0^h \frac{f(v_j + w) + f(v_j - w) - 2f(v_j)}{w^{1+\alpha}} \, dw + C_{1,\alpha} \int_h^\infty \frac{f(v_j + w) + f(v_j - w) - 2f(v_j)}{w^{1+\alpha}} \, dw \]

where we recall that \( C_{1,\alpha} = 2^{\alpha} \Gamma((\alpha + 1)/2)/\Gamma(-\alpha/2) \). The singular part is approached by using that \( f(v_j + w) + f(v_j - w) - 2f(v_j) \approx w^2(f_{j+1} + f_{j-1} - 2f_j)/h^2 \) for \( w \in [0, h] \) and integrating in \( w \). The tail part is approached by replacing \( f \) with a piecewise quadratic interpolation of the values \( (f_j)_{j \in \mathbb{Z}} \), and again integrating (explicitly) in \( w \). Altogether (see [29] for details), the discrete fractional Laplace operator is given by

\[ (\Lambda^h_\alpha f)_j = \sum_{k=1}^\infty \beta^h_k (f_{j+k} + f_{j-k} - 2f_j) h = \sum_{k \in \mathbb{Z}} \beta^h_k (f_{j-k} - f_j) h , \]

with weights

\[ \beta^h_k := \frac{C_{1,\alpha} h^{1+\alpha}}{k^{1+\alpha}} \begin{cases} \frac{1}{2} - \varphi'_\alpha(1) - \frac{\varphi'_\alpha(3) + 3\varphi'_\alpha(1)}{2} + \varphi_\alpha(3) - \varphi_\alpha(1) & \text{if } k = 1 , \\ \frac{2}{\varphi_\alpha(k+1) + \varphi_\alpha(k+1)} - \varphi_\alpha(k+1) + \varphi_\alpha(k+1) & \text{if } k = 2, 4, 6, \ldots , \\ -\varphi'_\alpha(k+2) + 6\varphi_\alpha(k) + \varphi'_\alpha(k-2) & \text{if } k = 3, 5, 7, \ldots , \\ \beta^h_{-k} & \text{if } k < 0 . \end{cases} \]

where

\[ \varphi_\alpha(t) := \begin{cases} \frac{t^{2-\alpha}}{(2-\alpha)(\alpha-1)\alpha} & \text{if } \alpha \neq 1 , \\ t - t \ln(t) & \text{if } \alpha = 1 . \end{cases} \]

**Remark 2.1.** The approximation of the singular part of the integral appears in the first term in the expression of \( \beta^h_{\pm 1} \). Observe also that the value assigned to \( \beta^h_0 \) is arbitrary as it does not appear in (2.1).

We have the following estimates on the coefficients \( \beta^h_k \):

**Lemma 2.2.** There exist positive constants \( b_\alpha \) and \( B_\alpha \) depending only on \( \alpha \in (0, 2) \) such that

\[ \frac{b_\alpha}{|hk|^{1+\alpha}} \leq \beta^h_k \leq \frac{B_\alpha}{|hk|^{1+\alpha}} , \quad \forall k \in \mathbb{Z}\backslash\{0\} . \]

**Proof.** We only deal with the case of \( k > 0 \). For \( k = 1 \), a direct computation yields that

\[ \beta^h_1 = \frac{C_{1,\alpha}}{2\alpha(2 - \alpha)h^{1+\alpha}} \left[ 8 + (4 + \alpha) (3^{1-\alpha} - 1)(\alpha - 1)^{-1} \right] , \quad \text{if } \alpha \neq 1 , \]

and

\[ \beta^h_1 = \frac{C_{1,\alpha}}{2h^2} (8 - 5 \ln(3)) , \quad \text{if } \alpha = 1 . \]

Then for \( k \geq 2 \), we observe that

\[ \beta^h_k = \frac{C_{1,\alpha}}{h^{1+\alpha}} \int_{-1}^1 (1 - t^2) \varphi_\alpha^3(k + t) \, dt , \quad \text{if } k \text{ is even} , \]

and

\[ \beta^h_k = \frac{C_{1,\alpha}}{2h^{1+\alpha}} \int_{-2}^2 ((1 - 3|t|) + 2) \varphi_\alpha^3(k + t) \, dt , \quad \text{if } k \text{ is odd} . \]
From there, since \( \psi^{(3)}(t) = t^{-1-\alpha} \), the upper bounds in the even and odd cases and the lower bound in the even case are easily derived from (2.4) and (2.5). For the last bound we use that for \( k > 2 \) odd
\[
\frac{2(hk)^{1+\alpha}}{C_{1,\alpha}} \beta_k^{h} \geq \frac{1}{(1 - 2/k)^{1+\alpha}} \int_{-2}^{-1} (t^2 - 3|t| + 2) \, dt + \frac{1}{(1 + 1/k)^{1+\alpha}} \int_{1}^{2} (t^2 - 3|t| + 2) \, dt = \psi_{\alpha}(1/k)
\]
with \( \psi_{\alpha}(k^{-1}) = \frac{3}{2}(1 + k^{-1})^{-1-\alpha} - \frac{1}{6}(1 - 2k^{-1})^{-1-\alpha} \). Clearly, \( \psi_{\alpha}(k^{-1}) \geq \psi_{\alpha}(1/5) \) when \( k \geq 5 \) and the right-hand side is positive, uniformly in \( \alpha \in (0, 2) \). In the last case \( k = 3 \), one has \( 2(hk)^{1+\alpha} \beta_3^h/C_{1,\alpha} = (15^{-\alpha}(4(-103^\alpha + 95^\alpha + 15^\alpha) - (53^\alpha + 185^\alpha + 15^\alpha)\alpha))/((\alpha - 2)(\alpha - 1)\alpha) \). The right-side is bounded from below by \( \log(5) - 8/5 > 0 \) for \( \alpha \in (0, 2) \).

**Remark 2.3** (Additional properties). **Let us state here some additional properties of the operator \( \Lambda_{\alpha} \).** The discrete fractional Laplacian satisfies the conservation of mass, namely
\[
\sum_{j \in \mathbb{Z}} (\Lambda_{\alpha}^h u)_j = 0. \tag{2.6}
\]
Moreover, it is self-adjoint in the space of square summable sequences, namely
\[
\sum_{j \in \mathbb{Z}} (\Lambda_{\alpha}^h u)_j v_j = \sum_{j \in \mathbb{Z}} (\Lambda_{\alpha}^h v)_j u_j. \tag{2.7}
\]
The discretization of the fractional Laplace operator is consistent with the usual centered finite difference approximation of the Laplacian, namely, using that \( C_{1,\alpha} \sim \alpha - 2 - \alpha \), one can prove that
\[
\lim_{\alpha \to 2^{-}} h^{\beta_k} = \begin{cases} h^{-2} & \text{if } |k| = 1 \\ 0 & \text{otherwise} \end{cases}
\]
and thus one recovers the usual discrete Laplacian at the limit
\[
\lim_{\alpha \to 2^{-}} (\Lambda_{\alpha}^h u)_j = \frac{u_{j+1} + u_{j-1} - 2u_j}{h^2}, \tag{2.9}
\]
for all \( j \in \mathbb{Z} \). Finally it is consistent at order \( 3 - \alpha \). When \( h \to 0 \), one has for any \( u \in C^4_b(\mathbb{R}) \) that
\[
\sup_{j \in \mathbb{Z}} \left| (-\Delta)^{\alpha/2} u(hj) - (\Lambda_{\alpha}^h u)_j \right| \leq K_\alpha \| u \|_{C^4_b(\mathbb{R})} h^{3-\alpha}, \tag{2.10}
\]
with \( K_\alpha \) a positive constant depending only on \( \alpha \). A careful examination of the consistency analysis in [29, Section 2] shows that a more precise estimate is \( O(h^{4-\alpha} + C_{1,\alpha} h^{3-\alpha}) \) where the \( O(h^{4-\alpha}) \) comes from the singular part of the integral and \( O(C_{1,\alpha} h^{3-\alpha}) \) is the tail part of the integral and one has \( C_{1,\alpha} \to 0 \) when \( \alpha \to 2^- \). This explains how one recovers the second order accuracy for the classical Laplacian at the limit \( \alpha \to 2^- \). Let us mention that more recently, methods have been proposed [19] to improve the convergence to \( h^2 \) uniformly in \( \alpha \).

2.2. **Discretization of the Lévy-Fokker-Planck operator.** We now turn to the discretization of the full non-local fractional Fokker-Planck operator \( L_{\alpha} \). It is discretized as follows
\[
L_{\alpha}^h = \Gamma_{\alpha}^h + \Lambda_{\alpha}^h \tag{2.11}
\]
where \( \Gamma_{\alpha}^h \) is the discrete equivalent of \( \nabla (v \cdot) \) to be defined. The goal is to define a consistent approximation that preserves exactly the discrete equilibrium \( (M_j)_{j \in \mathbb{Z}} \) defined by
\[
M_j := \mu_{\alpha}(v_j). \tag{2.12}
\]
The design relies on the identities \( \nabla (v f) = \nabla (v \mu_{\alpha} f / \mu_{\alpha}) \) and
\[
\psi_{\alpha}(v) := \frac{1}{2} \int_{v}^{v} (-\Delta_{\mu})^{\alpha/2} \mu_{\alpha}(w) \, dw, \tag{2.13}
\]
which is easily obtained using that \( L_{\alpha} \mu_{\alpha} = 0 \) and that \( \mu_{\alpha} \) is symmetric. The non-local reformulation of \( \psi_{\alpha}(v) \) will be used in the design of the scheme to allow for the exact preservation of equilibrium. In terms of numerical analysis, the drawback of this choice is that (hypo)coercivity estimates (see Section 5) in Sobolev norms lead to new technical challenges in the discrete setting and do not rely on the mere adaptation of the continuous case (see [4]).
In order to preserve the divergence structure and conserve mass, the operator $\Gamma^h_\alpha$ is discretized in the finite volume fashion

\begin{equation}
(\Gamma^h_\alpha f)_j := \frac{F_j + \frac{1}{2} - F_{j-\frac{1}{2}}}{h}
\end{equation}

with the numerical flux defined by the centered approximation

\begin{equation}
F_{j+\frac{1}{2}} := (VM)_{j+\frac{1}{2}} \left( \frac{f_j}{2M_j} + \frac{f_{j+1}}{2M_{j+1}} \right),
\end{equation}

and

\begin{equation}
(VM)_{j+\frac{1}{2}} = -(VM)_{j-\frac{1}{2}} := -\frac{1}{2} \sum_{k=-j}^j (\Lambda^h_\alpha M)_{k} h,
\end{equation}

Remark 2.4. From the conservation of mass for the discrete fractional Laplacian (2.6) and symmetries, one can derive other formulas for $(VM)$ which will be useful for the analysis. In particular for any odd $m \in \mathbb{Z}$,

\begin{equation}
(VM)_{j+\frac{m}{2}} = \frac{1}{2} \sum_{k \in \mathbb{Z}} \text{sgn} \left( k - (j + \frac{m}{2}) \right) (\Lambda^h_\alpha M)_{k} h
\end{equation}

where $\text{sgn}(\cdot)$ is the sign function. Using (2.1), it can for example be rewritten as

\begin{equation}
(VM)_{j+\frac{m}{2}} = \frac{1}{4} \sum_{k \in \mathbb{Z}} \sum_{\ell \in \mathbb{Z}} \text{sgn} \left( k - (j + \frac{m}{2}) \right) \beta^h_\alpha (M_{k+\ell} + M_{k-\ell} - 2M_k) h^2,
\end{equation}

see Appendix A.3 for more details.

The following properties are direct consequences of the definition of the operators $\Lambda^h_\alpha$ in (2.1)-(2.2) and $L^h_\alpha$ in (2.11)-(2.15).

Lemma 2.5 (Basic properties). The operator $L^h_\alpha$ satisfies the following properties.

i) Mass conservation: for any suitably summable sequence $u$, one has

\begin{equation}
\sum_{j \in \mathbb{Z}} (L^h_\alpha u)_j h = 0.
\end{equation}

ii) Preservation of local equilibrium:

\begin{equation}
(L^h_\alpha M)_j = 0, \quad \forall j \in \mathbb{Z}.
\end{equation}

iii) Consistency: for any $u \in C^1_b(\mathbb{R})$, one has that

\begin{equation}
\sup_{j \in \mathbb{Z}} |(L^h_\alpha u)(hj) - (L^h_\alpha u)_j| \leq K_\alpha |u|_{C^1_b(\mathbb{R})} h^{|\min(3-\alpha,2)|},
\end{equation}

for some $K_\alpha > 0$.

Proof. The first property follows from (2.6) and (2.13). The second property is readily obtained using that $(VM)_{j+\frac{1}{2}} - (VM)_{j-\frac{1}{2}} = -(\Lambda^h_\alpha M)_j h$. The last property follows from (2.10) and the centered discretization of the drift (2.13)-(2.15), yielding $O(h^2)$ part of the estimate. \hfill \Box

The discrete Lévy-Fokker-Planck operator can be split into the following symmetric / skew-symmetric decomposition.

Proposition 2.6 (Bilinear decomposition). Given $(f_j)_{j \in \mathbb{Z}}$ and $(g_j)_{j \in \mathbb{Z}}$, we introduce $F_j := f_j/M_j$ and $G_j := g_j/M_j$ for any $j \in \mathbb{Z}$. One has the following decomposition

\begin{equation}
- \sum_{j \in \mathbb{Z}} (L^h_\alpha f)_j g_j M_j^{-1} h = S^h_\alpha(f,g) + \Lambda^h_\alpha(f,g)
\end{equation}

where $S^h_\alpha$ and $\Lambda^h_\alpha$ are respectively symmetric and skew-symmetric bilinear forms defined by

\begin{equation}
S^h_\alpha(f,g) := \frac{1}{2} \sum_{(j,k) \in \mathbb{Z}^2} \beta^h_\alpha (F_j - F_{j+k}) (G_j - G_{j+k}) M_j h^2,
\end{equation}

\begin{equation}
\Lambda^h_\alpha(f,g) := \frac{1}{4} \sum_{k \in \mathbb{Z}} \left( \sum_{j \in \mathbb{Z}} \beta^h_\alpha (F_j - F_{j+k}) (G_j - G_{j+k}) M_j h^2 \right)
\end{equation}
and

\[(2.22) \quad A^h_\alpha(f, g) := -\frac{1}{2} \sum_{(j,k) \in \mathbb{Z}^2} \beta^h_k(F_jG_{j+k} - G_jF_{j+k}) M_j h^2 - \frac{1}{2} \sum_{j \in \mathbb{Z}} (VM)_{j+\frac{1}{2}} (F_{j+1}G_j - F_jG_{j+1}).\]

**Proof.** Observe that using the definition of \(A^h_\alpha\) in (2.1), (2.21) and (2.22) rewrite

\[S^h_\alpha(f, g) = -\frac{1}{2} \sum_{j \in \mathbb{Z}} [(A^h_\alpha(FG))_j M_j - f_j(A^h_\alpha G)_j - g_j(A^h_\alpha F)_j] h,\]

and

\[A^h_\alpha(f, g) = -\frac{1}{2} \sum_{j \in \mathbb{Z}} (f_j(A^h_\alpha G)_j - g_j(A^h_\alpha F)_j) h - \frac{1}{2} \sum_{j \in \mathbb{Z}} (VM)_{j+\frac{1}{2}} (F_{j+1}G_j - F_jG_{j+1}).\]

Therefore, with a change of index in the last term we get

\[S^h_\alpha(f, g) + A^h_\alpha(f, g) = -\frac{1}{2} \sum_{j \in \mathbb{Z}} (A^h_\alpha(FG))_j M_j h - \sum_{j \in \mathbb{Z}} f_j (A^h_\alpha G)_j h - \frac{1}{2} \sum_{j \in \mathbb{Z}} (VM)_{j+\frac{1}{2}} F_{j+1}G_j + \frac{1}{2} \sum_{j \in \mathbb{Z}} (VM)_{j-\frac{1}{2}} F_{j-1}G_j.\]

Thanks to the symmetry property (2.7), the first term of the right-hand side rewrites

\[\frac{1}{2} \sum_{j \in \mathbb{Z}} (A^h_\alpha M)_j F_j G_j h = -\frac{1}{2} \sum_{j \in \mathbb{Z}} ((VM)_{j+\frac{1}{2}} - (VM)_{j-\frac{1}{2}}) F_j G_j\]

By combining this equality with the previous one, we get the claim. \(\square\)

**Corollary 2.7.** The discrete Lévy-Fokker-Planck operator \(L^h_\alpha\), as an operator on \(\{(f_j)_j | \sum_j f_j^2 M_j^{-1} < +\infty\}\), has the following properties:

i) \(\text{Ker}(L^h_\alpha) = \text{span}\{(M_j)_j\}_{j \in \mathbb{Z}}\),

ii) \(\text{Im}(L^h_\alpha) \subset \{(g_j)_j | \sum_j g_j = 0\}\).

**Proof.** For the first property just observe that \(S^h_\alpha(f, f) = 0\) if and only if \(f \in \text{span}\{(M_j)_j\}_{j \in \mathbb{Z}}\). The second property follows from the computation \(S^h_\alpha(f, M) = A^h_\alpha(f, M) = 0\). \(\square\)

**Lemma 2.8.** In the limit \(\alpha \to 2^-\), one has that

\[\lim_{\alpha \to 2^-} (VM)_{j+1/2} = \frac{M_j - M_{j+1}}{h},\]

and

\[\lim_{\alpha \to 2^-} f^h_\alpha f = \frac{G_{j+1/2} - G_{j-1/2}}{h}, \quad \text{with} \quad G_{j+1/2} = \frac{M_j + M_{j+1}}{2h} \left(\frac{f_{j+1}}{M_{j+1}} - \frac{f_j}{M_j}\right).\]

**Remark 2.9.** We recall that in the case \(\alpha = 2\), the equilibrium \(\mu_2\) is a standard Gaussian. It satisfies the relation \(\nu\mu_2(\nu) = -\mu_2(\nu)\) whose discrete counterpart is given by the first limit in the Lemma. When \(\alpha \to 2^-\), the scheme degenerates in a conservative finite difference / finite volume scheme which is clearly consistent with the equivalent reformulation

\[L_2 f = \partial_v \left(\mu_2 \partial_v \left(\frac{f}{\mu_2}\right)\right).\]

All the aforementioned good properties stated above (conservation of mass, local equilibrium, ...) still hold at the limit. A particular property is that unlike the fractional case, \(L^h_\alpha\) is symmetric in its natural Hilbert space. This limit discretization is in the same fashion as the famous Chang-Cooper [12, 9], Il’in [31] and Scharfetter-Gummel discretizations [39]. It is also close to the discretization adopted in [6] and where the counterpart of this paper’s results were proved for classical Fokker-Planck equations.
2.3. Numerical schemes in unbounded velocity domain. The discrete Lévy-Fokker-Planck operator $L^\alpha_\mu$, acting only on the velocity index $j \in \mathbb{Z}$, is defined by (2.11)-(2.15) and (2.1)-(2.2) in the previous section. From there, we can now define the numerical approximation of the homogeneous (in space) Lévy-Fokker-Planck equation $\partial_t f = L_\mu f$. For a time discretization $t_n = n\Delta t$ with time step $\Delta t > 0$ an approximation $f_n^j$ of $f(t_n, v_j)$ is computed by solving the implicit in time scheme
\begin{equation}
\frac{f_{n+1}^j - f_n^j}{\Delta t} = (L_\mu^nf)^{n+1}_j, \quad \forall (n,j) \in \mathbb{N} \times \mathbb{Z},
\end{equation}
and starts at some given initial data $(f_0^j)_j$.

In the inhomogeneous case, namely for the kinetic Lévy-Fokker-Planck equation $\partial_t f + v \partial_x f = L_\mu f$, set in the phase space $\mathbb{T} \times \mathbb{R}$, we need some additional discretization parameters. The space and velocity step are $\Delta x = N_x^{-1}$ with $N_x$ an odd positive integer, and $\Delta v$ respectively (instead of $h$). From there we write $t_n = n\Delta t$, $x_i = i\Delta x$ and $v_j = j\Delta v$ for any $(n, i, j) \in \mathbb{N} \times \mathbb{Z}/N_x \times \mathbb{Z}$. The scheme computes the approximation of $f(t_n, x_i, v_j)$ is denoted $f_{n}^{i,j}$. It is implicit in time and writes
\begin{equation}
\frac{f_{n+1}^{i,j} - f_n^{i,j}}{\Delta t} + (T^{\Delta x}f)^{n+1}_{i,j} = (L_\mu^nf)^{n+1}_{i,j}, \quad \forall (n,i,j) \in \mathbb{N} \times \mathbb{Z}/N_x \mathbb{Z} \times \mathbb{Z},
\end{equation}
with given initial data $(f_0^{i,j})_{i,j}$. The discrete transport operator writes
\begin{equation}
(T^{\Delta x}f)^{n}_{i,j} = v_j \frac{f_{n+1}^{i+1,j} - f_{n-1}^{i,j}}{2\Delta x}.
\end{equation}

Let us end by stating some properties of the scheme.

**Proposition 2.10.** The scheme (2.24) satisfies the following properties.

i) A solution $(f_n^{i,j})_{i,j,n}$ is a stationary solution, i.e. $f_{n+1}^{i,j} = f_n^{i,j}$ for all $n \geq 0$, $i \in \mathbb{Z}/N_x \mathbb{Z}$ and $j \in \mathbb{Z}$, if and only if for some constant $C \in \mathbb{R}$,
\begin{equation}
\sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} \sum_{j \in \mathbb{Z}} f_0^{i,j} \Delta v \Delta x = \sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} \sum_{j \in \mathbb{Z}} f_0^{i,j} \Delta v \Delta x, \quad \forall n \in \mathbb{N}.
\end{equation}

ii) The total mass is preserved, namely for any suitably summable initial data $(f_0^{i,j})_{i,j}$
\begin{equation}
\sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} \sum_{j \in \mathbb{Z}} (f_0^{i,j})^2 M_j \Delta v \Delta x \leq \sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} \sum_{j \in \mathbb{Z}} (f_0^{i,j})^2 M_j \Delta v \Delta x, \quad \forall n \in \mathbb{N}.
\end{equation}

iii) The solution satisfies the following global stability estimate
\begin{equation}
\sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} \sum_{j \in \mathbb{Z}} (f_0^{i,j})^2 M_j \Delta v \Delta x \leq \sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} \sum_{j \in \mathbb{Z}} (f_0^{i,j})^2 M_j \Delta v \Delta x, \quad \forall n \in \mathbb{N}.
\end{equation}

iv) Let $\delta = (\Delta t, \Delta x, \Delta v)$, and $f_\delta(t, x, v) = f_{i,j}^{n}$, if $t \in [t_n, t_{n+1})$, $x \in [x_i - \Delta x/2, x_i + \Delta x/2]$, and $v \in [v_j - \Delta v/2, v_j + \Delta v/2]$. Then, for all $T \geq 0$, $(f_\delta)_\delta$ converges weakly in $L^2(0, T; L^2(\mu^{-1}_x \mathrm{d}x \mathrm{d}v))$ when $\delta \to 0$, and its limit is the weak solution of (1.1) in $L^2(0, T; L^2(\mu^{-1}_x \mathrm{d}x \mathrm{d}v))$.

**Proof.** If one multiplies the scheme by $\Delta t M_j f_{n+1}^{i,j}$ and sums over all indices, one obtains
\begin{equation}
\sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} \sum_{j \in \mathbb{Z}} (f_0^{i,j})^2 M_j \Delta v \Delta x + \sum_{k=1}^n \sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} S^\alpha_\delta(f_k^i, f_k^j) \Delta t = \sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} \sum_{j \in \mathbb{Z}} (f_0^{i,j})^2 M_j \Delta v \Delta x.
\end{equation}
From there, the stability estimate in iii) readily follows. Concerning the first item, observe that if $f^{i,j}_n$ is stationary then by the previous estimate $S^\alpha_\delta(f_k^i, f_k^j) = 0$ for all $k \in \mathbb{N}$ and $i \in \mathbb{Z}/N_x \mathbb{Z}$. As a consequence of (2.21), the solution is of the form $f_n^{i,j} = \rho_i M_j$. Plugging this back in the steady version of (2.24) yields $\rho_{i+1} - \rho_{i-1} = 0$ for all $i$, therefore $\rho_i = C$ for all $i$, as $N_x$ is odd. It proves one implication in i) and the converse is trivial. Finally the conservation of mass in ii) is obtained by summing (2.24) over $i$ and $j$.

For the sake of simplicity, the point iv) is only proved in the homogeneous case, we thus denote $\delta = (\Delta t, h)$. The extension to the inhomogeneous case is straightforward. Thanks to the global stability estimate in iii), $(f_\delta)_\delta$ is bounded in $L^2(0, T; L^2(\mu^{-1}_x \mathrm{d}x \mathrm{d}v))$. Hence, it admits a subsequence (that we still denote $(f_\delta)_\delta$) which converges weakly to some $f_* \in L^2(0, T; L^2(\mu^{-1}_x \mathrm{d}x \mathrm{d}v))$. We show in what follows that
$f_*$ is a weak solution of (1.5) in $L^2(0,T;L^2(\mu^{-1}_n \, dv))$. The uniqueness of such a weak solution is a consequence of the linearity of (1.5) and of Theorem 1.1.

Let $\varphi \in C_c^\infty(0, +\infty) \times \mathbb{R}$ be a compactly supported test function, with support in $[0,T] \times [-V,V]$. A piecewise linear function $\varphi_\Delta$ is introduced, such that for all $t \in [t_n, t_{n+1})$ and all $v \in [v_j - h/2, v_j + h/2)$,

$$
\varphi (t,v) = \varphi (t_n, v_j) + \frac{\varphi(t_n, v_{j+1}) - \varphi(t_n, v_j)}{h} (v - v_j).
$$

Remark that $\varphi_\Delta$ depends only on $v$ and not on $t$ on $[t_n, t_{n+1}) \times [v_j - h/2, v_j + h/2)$, that it coincides with $\varphi(t_n, v_j)$ at $(t_n, v_j)$, and that it is linear in $v$ on $[v_j - h/2, v_j + h/2)$. Thanks to this construction, one has for all $n \in \mathbb{N}$, $j \in \mathbb{Z}$,

$$
\frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} \int_{v_j - h/2}^{v_j + h/2} \varphi_\Delta (t,v) \, dv \, dt = \varphi(t_n, v_j),
$$

and $|\varphi - \varphi_\Delta| \leqslant (h^2 + \Delta t) \mathbb{L}_{[0,T] \times [-V,V]}$, where the constant in the inequality depends only on $\| \varphi_\Delta \|_x$, and $\| \varphi_\Delta \|_x$. Note also that,

$$
\forall n \in \mathbb{N}, \quad |\varphi(t_n, \cdot) - \varphi_\Delta (t_n, \cdot)| \leqslant h^2 \mathbb{L}_{[0,T] \times [-V,V]}(t_n, \cdot),
$$

where the constant depends only on $\| \varphi_\Delta \|_x$. The discrete weak formulation of (2.23) is obtained by multiplying (2.23) by $\varphi_\Delta (t_n, v_j)$, and summing in $n \in \mathbb{N}$ and $j \in \mathbb{Z}$. Denoting $\varphi_j = \varphi(t_n, v_j) = \varphi_\Delta (t_n, v_j)$, it yields

$$
\sum_{n \in \mathbb{N}} \sum_{j \in \mathbb{Z}} f_{j+1} \left( \frac{\varphi_j^{n+2} - \varphi_j^{n+1}}{\Delta t} + (\Delta t) \frac{\varphi_j^{n+1} - \varphi_j^n}{h} \right) + \frac{1}{\Delta t} \sum_{j \in \mathbb{Z}} f_j^0 \varphi_j^0 = 0,
$$

where

$$
\Delta t \sum_{n \in \mathbb{N}} \sum_{j \in \mathbb{Z}} f_{j+1} \varphi_j^{n+2} - \varphi_j^{n+1} + h \sum_{j \in \mathbb{Z}} f_j^0 \varphi_j^0
$$

converges weakly to $f_*$ as $\varphi$ converges weakly to $f_*$ in $L^2(0,T;L^2(\mu^{-1}_n \, dv))$, and that $\varphi$ is smooth. Remark now that

$$
\Delta t \sum_{n \in \mathbb{N}} \sum_{j \in \mathbb{Z}} f_{j+1} \left( \frac{\varphi_j^{n+1} - \varphi_j^n}{h} \right) = - \int_{t_n}^{t_{n+1}} \int_{\mathbb{R}} f_\Delta (t,v) (-\Delta v)^{\alpha/2} \varphi(t,v) \, dv \, dt
$$

$$
+ \left( \frac{\Delta t}{\mathbb{Z}} \int_{\mathbb{R}} f_\Delta (t,v) \left( (-\Delta v)^{\alpha/2} \varphi(t,v) + \left( A^h_\alpha \varphi(t,\cdot) \right) (v) \right) \, dv \right) \, dt
$$

$$
+ \int_{\mathbb{R}} \sum_{n \in \mathbb{N}} f_\Delta (t_{n+1}, v) \left( \Delta t (A^h_\alpha \varphi(t_{n+1}, \cdot)) (v) - \int_{t_n}^{t_{n+1}} (A^h_\alpha \varphi(t + \Delta t, \cdot)) (v) \, dt \right) \, dv
$$

$$
+ \Delta t \sum_{n \in \mathbb{N}} \sum_{v \in \mathbb{R}} f_\Delta (t_{n+1}, v) \left[ (A^h_\alpha \varphi(t_{n+1}, \cdot) - \varphi(t_{n+1}, \cdot)) (v) \right] \, dv,
$$

where, for any function $\varphi$ decreasing enough at infinity, and for all $v \in \mathbb{R}$

$$
(A^h_\alpha \varphi) (v) := \sum_{k \in \mathbb{Z}} \beta^h_k (\phi (v - k h) - \phi (v)) h.
$$

Then, use Cauchy-Schwarz inequality and (2.10) to get

$$
\left| \int_{-\infty}^{t_{n+1}} \int_{\mathbb{R}} f_\Delta (t,v) \left( (-\Delta v)^{\alpha/2} \varphi(t,v) + (A^h_\alpha \varphi(t,\cdot)) (v) \right) \, dv \, dt \right|
$$
The fourth term is estimated using (2.28), (2.3) and (2.26). Let
\[ \Delta t (A^h_\alpha \varphi(t_{n+1}, \cdot)) (v) - \int_{t_n}^{t_{n+1}} (A^\alpha_\alpha \varphi(t + \Delta t, \cdot)) (v) dt \]
so that the definition of \( \Delta^2 \mathbb{I}_{[0,T]}(t_{n+1}) \),
\[
\left\| \Delta t (A^h_\alpha \varphi(t_{n+1}, \cdot)) (v) - \int_{t_n}^{t_{n+1}} (A^\alpha_\alpha \varphi(t + \Delta t, \cdot)) (v) dt \right\| \leq \Delta t^2 \mathbb{I}_{[0,T]}(t_{n+1}),
\]
since \( \varphi \) is compactly supported in time. Cauchy-Schwarz inequality then yields
\[
\left\| \int \sum_{n \in \mathbb{N}} f_h(t_{n+1}, v) \left[ \Delta t (A^h_\alpha \varphi(t_{n+1}, \cdot)) (v) - \int_{t_n}^{t_{n+1}} (A^\alpha_\alpha \varphi(t + \Delta t, \cdot)) (v) dt \right] dv \right\| 
\leq \Delta t \left\| \int f_h \left\| L^2(0,T;L^2(\mu^{-1}_d, \mu^{-1}_d)) \right\| \mu_\alpha \left\| L^2(0,T;L^2(\mu^{-1}_d, \mu^{-1}_d)) \right\| \right\|_{h \to 0}.
\]
The fourth term is estimated using (2.28), (2.3) and (2.26). Let \( n \geq 1 \), one has
\[
\left\| (A^h_\alpha (\varphi_h - \varphi) (t_{n+1}, \cdot)) (v) \right\| \leq h^2 \mathbb{I}_{[0,T]}(t_{n+1}) \sum_{k \in \mathbb{Z}} \beta_k^h h \leq h^{2-\alpha} \mathbb{I}_{[0,T]}(t_{n+1}),
\]
so that
\[
\Delta t \sum_{n \in \mathbb{N}} \int_{\mathbb{R}} f_h(t_{n+1}, v) \left[ (A^h_\alpha (\varphi_h - \varphi) (t_{n+1}, \cdot)) (v) \right] dv \to 0,
\]
and hence dominated convergence theorem yields
\[
\Delta t \sum_{n \in \mathbb{N}} \sum_{j \in \mathbb{Z}} f_{n+1} \left( \frac{V M}_{j+1/2} \phi_{j+1}^{n+1} - \phi_j^{n+1} \right) \frac{h}{2 \mu_\alpha(v_j)}
\]
\[
+ \Delta t \sum_{n \in \mathbb{N}} \sum_{j \in \mathbb{Z}} f_{n+1} \left( \frac{V M}_{j+1/2} \phi_j^{n+1} - \phi_{j+1}^{n+1} \right) \frac{h}{2 \mu_\alpha(v_j)}
\]
\[
- \Delta t \sum_{n \in \mathbb{N}} \int_{\mathbb{R}} f_{n+1} \left( t, v \right) \varphi_h(t, v) dv dt,
\]
and the last term vanishes when \( h \to 0 \). Indeed, let us define \( M_h \) by
\[
\forall v \in [v_j - h/2, v_j + h/2], \quad M_h(v) := M_j + \frac{M_{j+1} - M_j}{h} (v - v_j),
\]
so that the definition of \( (V M)_{j+1/2} \) in (2.15) yields
\[
2 \left[ (V M)_{j+1/2} - v_{j+1/2} \mu_\alpha(v_{j+1/2}) \right]
\]
\[
\leq \left[ \int_{v_j}^{v_{j+1/2}} \left( (-\Delta_w)^{\alpha/2} \mu_\alpha (w) + (A^h_\alpha \mu_\alpha) (w) \right) dw \right] + \left[ \int_{v_{j+1/2}}^{v_{j+1/2}} \left( A^h_\alpha (M_h - \mu_\alpha) (w) \right) dw \right]
\]
\[
\leq |v_j| (h^{3-\alpha} + h^{2-\alpha}),
\]
where the last estimate was obtained thanks to (2.10) and (2.26). We conclude using Cauchy-Schwarz inequality
\[
\left\| \Delta t \sum_{n \in \mathbb{N}} \sum_{j \in \mathbb{Z}} f_{n+1} \left( \frac{V M}_{j+1/2} - v_{j+1/2} \mu_\alpha(v_{j+1/2}) \right) \phi_{j+1}^{n+1} - \phi_j^{n+1} \right\| \frac{h}{2 \mu_\alpha(v_j)}
\]
\[ \zeta = \Delta t h \sum_{n \in \mathbb{Z}} \frac{|f_n^{n+1}|}{4M_j} \frac{1}{\sqrt[2\alpha]{(\Delta t h \sum_{n \in \mathbb{Z}} |v_j|^2 \left( \frac{\varphi_{j+1}^{n+1} - \varphi_j^{n+1}}{h} \right)^2 \frac{1}{M_j}})^{1/2} \]

and \( f_\alpha \) is a weak solution of (1.5) in \( L^2(0,T; L^2(\mu_\alpha^{-1}dv)) \).

\[ \Box \]

**Remark 2.11.** Observe that as a corollary of the results of Proposition 2.10, one can derive equivalent properties in the homogeneous case, that is for the scheme (2.23).

### 3. Truncation of the velocity domain

For practical computations, the discrete velocity domain has to be reduced to a finite number of points. Despite the truncation, the discretization still needs to approximate the Fokker-Planck operator on the whole real line. Moreover, it is desirable to preserve the structural properties of the discretization, such as preservation of mass and equilibrium.

In this section, the domain in velocity is now reduced to a symmetric interval \( v \in [-L, L] \) with \( L = \vartheta h \) and \( J \) a positive integer. The discrete velocities are

\[ v_j = jh, \quad j \in \{-J, \ldots, J\}. \]

Let us introduce a truncated version \( L^{h,J,K}_\alpha \) of the operator \( L^h_\alpha \) which satisfies the aforementioned requirements.

#### 3.1. Truncated discrete fractional Laplacian

For the truncated version of the fractional Laplacian, we follow the method of Huang and Oberman [29, Section 5]. The singular integral version of \( \frac{1}{2\alpha}(\Delta_v f)^{\alpha/2}(v_j) \) may be decomposed into the sum of three contributions

\[ -\frac{1}{2\alpha}(\Delta_v f)^{\alpha/2}(v_j) = C_{1,\alpha} \int_{-L}^{L} (f(v_j) - w) \frac{dw}{w^{1+\alpha}} \]

\[ \quad - C_{1,\alpha} \int_{|w|>L} f(v_j) \frac{dw}{w^{1+\alpha}} + C_{1,\alpha} \int_{|w|>L} f(v_j) - w \frac{dw}{w^{1+\alpha}}, \]

where \( L_W = K h \) is a second truncation threshold which we assume to be such that \( L_W \geq 2L \).

For technical reason, we also assume that \( K \) is an odd integer. From there, each term is discretized in a specific way. For the first term, we just truncate the discretization of Section 2.1, namely

\[ (I) \approx \sum_{k=-K}^{K} (f_j - f_{j-k}) \beta_k^h h, \]

where the coefficients \( \beta_k^h \) are given by (2.2) for \( k = -K + 1, \ldots, K - 1 \) and

\[ (3.1) \quad \beta_{\pm K} = \frac{C_{1,\alpha}}{2h^{1+\alpha}} (2\varphi_\alpha'(K) + 2\varphi_\alpha(K) - 2\varphi_\alpha(K - 2) - \varphi_\alpha'(K - 2) - 3\varphi_\alpha'(K)). \]

The integral in the second term can be computed exactly and this term is thus approximated by

\[ (II) \approx \frac{2C_{1,\alpha}}{L_W^{1+\alpha}} f_j. \]

For the third term, the function \( f \) is evaluated outside of the truncation domain \([-L, L]\), since \( L_W \geq 2L \). As solutions of the fractional Fokker-Planck equation develop algebraic tails with known exponent,
we approximate the function \( f \) outside the domain by an algebraically decaying function \( f(\pm v) = f_{\pm J}(L/v)^{\gamma} \), for \( v \gg L \). It yields the approximation (III) = (IIIa) + (IIIb) where

\[
(\text{IIIa}) \approx f_j \frac{L^\gamma C_{1,\alpha}}{L^\gamma + \alpha (\gamma + \alpha)} 2F_1 \left( \gamma, \gamma + \alpha; 1 + \gamma + \alpha; -\frac{j}{K} \right),
\]

and

\[
(\text{IIIb}) \approx f_{-j} \frac{L^\gamma C_{1,\alpha}}{L^\gamma + \alpha (\gamma + \alpha)} 2F_1 \left( \gamma, \gamma + \alpha; 1 + \gamma + \alpha; \frac{j}{K} \right),
\]

with \( 2F_1 \) the Gauss hypergeometric function. Observe that in the approximation of (I), one needs \( f_k \) outside of the domain \([-J, \ldots, J]\). As for the approximation of the third term, one uses an algebraically decaying extension, that is \( f_{\pm k} = f_{\pm J}(J/k)^{\gamma} \), for \( k \geq J \). Altogether, the quantity \(-(-\Delta)_{\alpha/2}^{\alpha/2}(v_j)\) is approximated by \( \Lambda_{\alpha,J,K} \), approximating the fractional Laplace operator on the domain \([-Jh, Jh]\) with integral representation truncated on \([-Kh, Kh]\) (with \( K \geq 2J \)), is given by

\[
\Lambda_{\alpha,J,K} = -\left( \frac{2C_{1,\alpha}}{(\alpha(Kh)^{\alpha} + \sum_{k=-K}^{K} \beta_j^h) \right) I + P_{\alpha,J,K} + Q_{\alpha,J,K},
\]

where \( I \) is the identity matrix and for \( j, k \in \{-J, \ldots, J\} \)

\[
(P_{\alpha,J,K})_{jk} = \begin{cases} 
\beta^h_{j-k} & \text{if } |k| < J \\
\sum_{l=j-K}^{j+K} \beta^h_{j-l} \left( \frac{j}{l} \right)^\gamma & \text{if } k = J \\
\sum_{l=-j-K}^{-j} \beta^h_{j-l} \left( \frac{j}{l} \right)^\gamma & \text{if } k = -J
\end{cases}
\]

\[
(Q_{\alpha,J,K})_{jk} = \begin{cases} 
0 & \text{if } |k| < J \\
\frac{C_{1,\alpha}(Jh)^{\gamma} C_{1,\alpha}(Jh)^{\alpha+\gamma} \gamma}{(\alpha(Kh)^{\alpha+\gamma}(\gamma+\alpha)} 2F_1 \left( \gamma, \alpha + \gamma, 1 + \alpha + \gamma, -\frac{j}{K} \right) & \text{if } k = J \\
\frac{C_{1,\alpha}(Jh)^{\gamma} C_{1,\alpha}(Jh)^{\alpha+\gamma} \gamma}{(\alpha(Kh)^{\alpha+\gamma}(\gamma+\alpha)} 2F_1 \left( \gamma, \alpha + \gamma, 1 + \alpha + \gamma, \frac{j}{K} \right) & \text{if } k = -J
\end{cases}
\]

**Remark 3.1** (Choice of \( \gamma \)). At the continuous level, as soon as \( \frac{f_{\alpha}}{\mu_{\alpha}} \) is bounded, the solution \( f = f(t, v) \) to the Lévy-Fokker-Planck equation \( \partial_t f = L_{\alpha} f \) decays exactly like \( O(|v|^{-1-\alpha}) \) at infinity for any positive time \( t > 0 \). It is seen by expressing the solution with the fundamental solution of the equation (which is essentially \( \mu_{\alpha} \), rescaled in time). In this case,

\[
\gamma = 1 + \alpha.
\]

If the decay of the initial data is slower, say if \( f_{\alpha} \) behaves like \( O(|v|^{-\beta}) \) at infinity, with \( \beta < 1 + \alpha \), then the same decay will hold for the solution at any positive time. In this case the parameter should be taken as \( \gamma = \beta \).

### 3.2. Discretization of the drift and boundary fluxes.

Now we turn to the discretization of the drift term \( \partial_v (vf) \). The goal here is to propose a consistent discretization \( \Gamma_{\alpha,J,K} \) which, despite the truncation of the domain, preserves the two important features that are preservation of mass and equilibrium for the full truncated discrete Fokker-Planck operator (matrix)

\[
L_{\alpha,J,K} = \Gamma_{\alpha,J,K} + \Lambda_{\alpha,J,K}.
\]

Concerning conservation of mass, let us remark that at the continuous level the mass is not preserved on the truncated domain \([-L, L]\). For the classical Fokker-Planck equation, when \( \alpha = 2 \), it makes sense to impose conservation of mass on the truncated domain at the discrete level because densities decay typically like Gaussian, so that up to a choice of a large truncation parameter \( L > 0 \), the loss of information outside of the domain is comparable to machine precision error. In the fractional
where the boundary fluxes are defined by

\[
(G_{\alpha}^h)_{j} = \frac{1}{2h} \left( (VM)_{j+\frac{1}{2}} - (VM)_{j-\frac{1}{2}} \right),
\]

where the approximations \((VM)_{j+\frac{1}{2}}\) of \(v_{j+1/2} \mu_{\alpha}(v_{j+1/2})\) are given, as in the untruncated case, in terms of the discrete fractional Laplacian of the equilibrium

\[
(VM)_{j+\frac{1}{2}} = -(VM)_{j-\frac{1}{2}} := \frac{1}{2} \sum_{k=-j}^{j} (A_{\alpha}^{h} M)_{k} h, \quad \text{for } j \geq 0.
\]

It remains to define the endrows of \(G_{\alpha}^h\). We set

\[
(G_{\alpha}^h)_{j} = \frac{1}{2h} \left( (F)_{j+1/2} - (VM)_{j-\frac{1}{2}} \right) - \frac{h}{2} (VM)_{j-\frac{1}{2}} \left( \frac{f_j}{M_j} + \frac{f_{j-1}}{M_{j-1}} \right),
\]

and

\[
(G_{\alpha}^h)_{-J} = \frac{1}{2} (VM)_{j-\frac{1}{2}} \left( \frac{f_j}{M_j} + \frac{f_{j-1}}{M_{j-1}} \right) - (F)_{-J-1/2}.
\]

where the boundary fluxes are defined by

\[
(F)_{J+1/2} = -h(A_{\alpha}^{h} F)_{J} - \frac{h}{2(h + I_{\alpha}^{L})} \sum_{k=-J+1}^{J-1} (A_{\alpha}^{h} F)_{k} h
\]

\[
+ \frac{I_{\alpha}^{L}}{2(h + I_{\alpha}^{L})} (VM)_{j-\frac{1}{2}} \left( \frac{f_j}{M_j} + \frac{f_{j-1}}{M_{j-1}} \right),
\]

and

\[
(F)_{-J-1/2} = h(A_{\alpha}^{h} F)_{-J} + \frac{h}{2(h + I_{\alpha}^{L})} \sum_{k=-J+1}^{J-1} (A_{\alpha}^{h} F)_{k} h
\]

\[
+ \frac{I_{\alpha}^{L}}{2(h + I_{\alpha}^{L})} (VM)_{j-\frac{1}{2}} \left( \frac{f_j}{M_j} + \frac{f_{j-1}}{M_{j-1}} \right).
\]

The quantity \(f_{J} I_{\alpha}^{L}\) (resp. \(f_{-J} I_{\alpha}^{L}\)) is the mass of the extension of \(f\) at the right (resp. left) of the truncation domain. In order to determine the parameter \(I_{\alpha}^{L}\), we assume that at the right (resp. left) of the domain \(f\) is well approximated by \(f_{J} \mu_{\alpha}(v) / \mu_{\alpha}(L)\) (resp \(f_{-J} \mu_{\alpha}(v) / \mu_{\alpha}(-L)\)). It may be defined in several ways and we choose it to be such that \(I_{\alpha}^{L} \approx \mu_{\alpha}(L)^{-1} \int_{L}^{\infty} \mu_{\alpha}(v) dv\). Observe that

\[
2 \int_{L}^{\infty} \mu_{\alpha}(v) dv = 1 - \int_{-L}^{L} \mu_{\alpha}(v) dv
\]

so that a natural definition of \(I_{\alpha}^{L}\) is

\[
I_{\alpha}^{L} = \frac{1}{2M_j} \left( 1 - \sum_{j=-J}^{J} M_j h \right).
\]

We now need to justify the expression of the boundary fluxes. Observe that the first two terms in both (3.10) and (3.11) are consistent with 0 so these discrete fluxes are consistent with the continuous ones (if, say, \(h \to 0\) and \(Jh\) remains constant). The purpose of these correction terms is illustrated by the following proposition.

**Proposition 3.2.** The truncated discrete fractional Fokker-Planck operator \(L_{\alpha}^{h,J,K}\) defined in (3.2)-(3.11) satisfies the following properties.

i) It preserves the equilibrium, namely

\[
(L_{\alpha}^{h,J,K} M)_j = 0.
\]
ii) It preserves the total mass: if
\[ \frac{f^{n+1} - f^n}{\Delta t} = L_{hJK} f^{n+1} \]
then
\[ \sum_{j=-J}^{J} f_j^{n+1} h + I_{\alpha}^L (f_j^{n+1} + f_{j+1}^{n-1}) = \sum_{j=-J}^{J} f_j^{n} h + I_{\alpha}^L (f_j^{n} + f_{j-1}^{n}). \]

Proof. The proof of i) relies on (3.6) and (3.7). For ii), one can start from the desired equality, put all the terms from the right-hand side to the left and then replace \( f^{n+1} - f^n \) by \( (L_{hJK} f^{n+1}) \Delta t \). Then, using the definition of \( I_{\alpha}^{hJK} \) a lengthy but straightforward computation proves the equality. \( \square \)

Remark 3.3. Observe that if one takes \( I_{\alpha}^L = 0 \), the mass is preserved inside the truncation domain. As we stressed earlier in the section, this is however not an accurate way of discretizing the Fokker-Planck equation with fractional diffusion. As an illustration, if we truncate the domain at \( L = 100 \), then in the fractional case \( I_{\alpha}^{100} \approx 10^2 \) whereas in the classical case \( I_{\alpha}^{100} \approx 5.10^{-3} \). To better interpret these values we recall that \( 2I_{\alpha}^L \) is the amount of mass of \( \mu_{\alpha} \) outside of the domain relatively to the value of \( \mu_{\alpha} \) at the boundary of the domain.

4. Discrete functional analysis

In this section, we introduce discrete functional analysis tools, adapted to the discretization of fractional diffusion in dimension 1 and which are going to be essential in order to derive the stability and asymptotic properties of the schemes (2.23) and (2.24) in unbounded velocity domain.

4.1. Discrete functional spaces and notations. We start with some definitions and notations. Given a mesh size \( h > 0 \) and a positive sequence \( \gamma = (\gamma_j)_{j \in \mathbb{Z}} \), which may depend on \( h \), we introduce several Hilbert spaces which we characterize by their norms. Given a norm (or a semi-norm) \( \| \cdot \|_X \) on the space \( X \), satisfying the parallelogram identity, the corresponding inner product is denoted and classically defined by \( \langle \cdot, \cdot \rangle_X = (\cdot + \cdot \| \cdot \|_X^2 - \cdot - \cdot \| \cdot \|_X^2)/2 \). We start by the weighted discrete Lebesgue space \( \ell_h^2(\gamma) \). For a sequence \( \{g_j\}_{j \in \mathbb{Z}} \), we define
\[
\|g\|_{\ell_h^2(\gamma)}^2 = \sum_{j \in \mathbb{Z}} g_j^2 \gamma_j h.
\]
The sequence \( \gamma \) is to be thought of as the local equilibrium \( M \) defined in (2.12) or its inverse depending on the context. We also introduce weighted discrete fractional Sobolev seminorms
\[
\|g\|_{H_h^s(\gamma)}^2 = \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z},s(0)} \frac{|g_j - g_{j+k}|^2}{|hk|^{1+2s}} \gamma_j h^2, \quad s > 0
\]
and norms
\[
\|g\|_{H_h^s(\gamma)} = \|g\|_{\ell_h^2(\gamma)}^{s} + \|g\|_{H_h^s(\gamma)}, \quad \forall s \in (0,1).
\]
We also introduce the finite difference operators
\[
(D_h^+ g)_j = \frac{g_{j+1} - g_j}{h},
\]
\[
(D_h g)_j = \frac{g_{j+1} - g_{j-1}}{2h},
\]
and thus
\[
(D_h^2 g)_j = \frac{g_{j+2} + g_{j-2} - 2g_j}{4h^2}.
\]
Observe that one has the integration by part formula \( \sum_{j \in \mathbb{Z}} (D_h g)_j f_j = -\sum_{j \in \mathbb{Z}} g_j (D_h f)_j \).

Finally, we define weighted \( H_h^1 \)-Sobolev spaces through the norm
\[
\|g\|_{H_h^1(\gamma)}^2 = \|g\|_{\ell_h^2(\gamma)}^2 + \|D_h g\|_{\ell_h^2(\gamma)}^2.
\]
For flat norms and semi-norms, that is when \( \gamma_j = 1 \) for all \( j \in \mathbb{Z} \), we only write \( \ell_h^2 \) instead of \( \ell_h^2(\gamma) \) and do the analogous modification of notation for the other spaces.
Remark 4.1. Beware that, with the above notation $|g|_H^2_{\gamma} \neq |D_h g|_{\ell^2(\gamma)}$. While there is no continuous equivalent of $\cdot |H^1_{\gamma}(\cdot)$ for $s \geq 1$ because of the singularity at 0, it is a useful intermediate quantity in the discrete setting.

In the following, when we write $A \leq B$, we mean that there is a positive constant $C$ which may depend on $\alpha$, and other parameters, but never on the mesh size $h$ such that $A \leq CB$. If $A \leq B$ and $B \leq A$, we write $A \sim B$. If necessary, we write $\lesssim_{a,b,...}$ or $\gtrsim_{a,b,...}$ to indicate the dependence of the constants on parameters $a,b,\ldots$. Given sequences $A = (A_j)_j$, $B = (B_j)_j$ and a function $\phi$, products and application of a function have to be understood componentwise, namely $AB = (A_j B_j)_j$, $\phi(A) = (\phi(A_j))_j$.

Remark 4.2. Observe for instance that as a consequence of the definitions of $\Lambda^h$ and $L^h_\alpha$ in Section 2, the bounds of Lemma 2.2 and the previous definitions one has $\langle -L^h f, f \rangle_{H^1_{\gamma}(\cdot)} = S^h_0(f, f) \sim |f/M|_{H^\gamma_{S_0}(M)}^2$.

4.2. Discrete non-local Poincaré inequalities. In this section, we establish a class of discrete functional inequalities which are the counterpart of nonlocal Poincaré inequalities [22, 44]. The method of proof is directly inspired by [44].

We assume that $(\gamma^h_j)_{j \in \mathbb{Z}}$ and $(w^h_j)_{j \in \mathbb{Z}}$ are two sequences such that

$$w^h_j = w^h_{-j}, \quad \forall j \in \mathbb{Z}^\ast.$$  

We assume moreover that there is a constant $C_P$ such that

$$\gamma^h_j \gamma^h_k \leq C_P (\gamma^h_j + \gamma^h_k) w^h_{j-k}, \quad \forall h > 0, \forall j, k \in \mathbb{Z}, j \neq k.$$

Then the following discrete functional inequality holds.

Proposition 4.3. Under the assumptions (4.4) and (4.5), for any $h > 0$ and any suitably summable sequence $g = (g_j)_j$ such that

$$\sum_{j \in \mathbb{Z}} g_j \gamma^h_j h = 0,$$

one has

$$\|g\|^2_{H^2_{\gamma}(\cdot)} \leq C_P \sum_{j \in \mathbb{Z}, j \neq k} \sum_{(j,k) \in \mathbb{Z}^2} w^h_{j-k} (g_j - g_k)^2 \gamma^h_j h^2.$$ 

Proof. We use assumptions to get

$$\|g\|^2_{H^2_{\gamma}(\cdot)} = \sum_{j \in \mathbb{Z}} g^2_j \gamma^h_j h \leq \frac{1}{2} \sum_{j \in \mathbb{Z}} \gamma^h_j h \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} (g_j - g_k)^2 \gamma^h_j \gamma^h_k h^2$$

$$\leq C_P \frac{1}{2} \sum_{j \in \mathbb{Z}} \gamma^h_j h \sum_{(j,k) \in \mathbb{Z}^2} w^h_{j-k} (g_j - g_k)^2 (\gamma^h_j + \gamma^h_k) h^2.$$ 

After expanding the last sum and changing indices, one recovers the result. 

Thanks to the following lemma, we will show that the discrete equilibrium $M$ satisfies assumptions (4.4) and (4.5).

Lemma 4.4. Let $\alpha \in (0,2)$ and $\nu : \mathbb{R}^d \rightarrow \mathbb{R}$ be a probability density function such that for some constant $c_{d,\alpha}$ one has

$$\nu(v) \leq \frac{c_{d,\alpha}}{1 + |v|^{d+\alpha}} \quad \text{for all } v \in \mathbb{R}^d.$$

Then for all $v, w \in \mathbb{R}^d$, one has

$$\nu(v) \nu(w) \leq 2^{d+\alpha-1} c_{d,\alpha} \frac{\nu(v) + \nu(w)}{|v - w|^{d+\alpha}}.$$
Proof. By using (4.6) one has
\[
\frac{\nu(v)^{-1} + \nu(w)^{-1}}{|v - w|^{d+\alpha}} \geq c_{d,\alpha}^{-1} |v|^{d+\alpha} + |w|^{d+\alpha} \geq c_{d,\alpha}^{-1} |v|^{d+\alpha} + |w|^{d+\alpha} \geq 2^{1-(d+\alpha)} c_{d,\alpha}^{-1}
\]
where we used the convexity of \(x \mapsto x^{d+\alpha}\) in the last inequality.

We can now state the main result of this section. We recall that \(M_j = \mu_\alpha(v_j)\) and \(S_h^b\) is defined in (2.21).

**Proposition 4.5.** For any suitably summable sequence \(f = (f_j)_j\), one has
\[
\|f - \Pi_h f\|_\ell^2_k(M^{-1}) \lesssim S_h^b(f, f),
\]
where the projection \(\Pi_h\) is defined by the formula \(\Pi_h f_j = M_j (\sum_{k \in \mathbb{Z}} f_k h)/(\sum_{k \in \mathbb{Z}} M_k h)\).

Proof. Let \(\gamma^h_j = \mu_\alpha(v_j)\) and \(w^h_k = |k|^{-(1+\alpha)}\) for \(j \in \mathbb{Z}\) and \(k \in \mathbb{Z}^*\). The symmetry assumption (4.4) is clearly satisfied. Then, we get from Lemma 4.4 and Proposition A.2 in the appendix that for all \(v, w \in \mathbb{R}\) with \(v \neq w\), one has \(\mu_\alpha(v)\mu_\alpha(w) \leq 2^{1+\alpha} C_1 (\mu_\alpha(v) + \mu_\alpha(w)) |v - w|^{-(1+\alpha)}\) where \(C_1 = C_1(\alpha)\) is the constant in (A.7). Therefore, (4.5) is also satisfied. Moreover, still using Proposition A.2-(A.7), it is straightforward to check that there exists a constant \(C = C(\alpha) > 0\) independent of \(h\) such that \(\sum_{j \in \mathbb{Z}} M_j h \geq C\). Consequently, Proposition 4.3 yields that if \(g\) is such that \(\sum_{j \in \mathbb{Z}} |g_j| \leq 0\), then \(\|g\|_{\ell^2_k(\gamma^h)}^2 \leq \|g\|_{H^\alpha_{L^2}(\gamma^h)}^2\). If we take \(g = (f - \Pi_h f)/M\), we obtain \(\|f - \Pi_h f\|_\ell^2_k(M^{-1}) \lesssim |f/M|^2_{H^\alpha_{L^2}(M)}\).

One concludes by observing that, as a consequence of Lemma 2.2, the right-hand side is bounded by a constant depending only on \(\alpha\) times \(S_h^b(f, f)\). \(\square\)

### 4.3. Regularization estimates

The result of Proposition 4.5 can actually be improved because the dissipation \(S_h^b(f, f)\) also provides a gain of fractional Sobolev regularity, as shown in the next lemma.

**Lemma 4.6.** There exists a constant \(C > 0\) independent of \(h\) such that for any suitably summable sequence \(f = (f_j)_j\), one has:
\[
S_h^b(f, f) \gtrsim |fM^{-1/2}|_{H^\alpha_{L^2}}^2 - C|fM^{-1/2}|_{L^2_h}^2.
\]

Proof. Using that \((a + b)^2 \geq a^2/2 - b^2\), we have
\[
S_h^b(f, f) \geq \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^*} \beta^h_k \left( \frac{f_j}{M_j} - \frac{f_{j+k}}{M_{j+k}} \right)^2 M_j h^2 \geq \frac{1}{2} I_1 - I_2
\]
with
\[
I_1 := \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^*} \beta^h_k \left( \frac{f_j}{\sqrt{M_j}} - \frac{f_{j+k}}{\sqrt{M_{j+k}}} \right)^2 h^2
\]
and
\[
I_2 := \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^*} \beta^h_k \left( \frac{f_j}{M_j} - \frac{f_{j+k}}{M_{j+k}} \right)^2 \left( \sqrt{M_{j+k}} - \sqrt{M_j} \right) h^2.
\]

Using Lemma 2.2, the first term can be bounded from below by
\[
I_1 \gtrsim |fM^{-1/2}|_{H^\alpha_{L^2}}^2 - \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^*} \beta^h_k \left( \frac{f_j}{\sqrt{M_j}} - \frac{f_{j+k}}{\sqrt{M_{j+k}}} \right)^2 h^2.
\]

Moreover, using Lemma 2.2 and a change of index, we have:
\[
\sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^*} \beta^h_k \left( \frac{f_j}{\sqrt{M_j}} - \frac{f_{j+k}}{\sqrt{M_{j+k}}} \right)^2 h^2 \lesssim \sum_{j \in \mathbb{Z}} \frac{f_j^2}{M_j h} \sum_{k \in \mathbb{Z}^*} \frac{h}{|kh|^{1+\alpha}} \lesssim |fM^{-1/2}|_{L^2_h}^2.
\]
It implies that for some constant $C > 0$ (which does not depend on $h$):
\begin{equation}
I_1 \geq \left\| f M^{-1/2} \right\|_{H_n^{\alpha/2}}^2 - C \left\| f M^{-1/2} \right\|_{h}^2.
\end{equation}

The second term can be rewritten as
\[ I_2 = \sum_{j \in \mathbb{Z}} \sum_{|k| \leq 1/h} \beta_k^h \beta_{j+k}^h \left\| f \right\|_{M_{j+k}}^2 \left( \sqrt{M_{j+\ell}} - \sqrt{M_{j+\ell+1}} \right)^2 h^2. \]

Using the convexity of the squared function and Lemma 2.2, we get:
\[ I_2 \leq \sum_{j \in \mathbb{Z}} \sum_{|k| \leq 1/h} \frac{|hk|^2}{|hk|^{1+\alpha}} \left( \frac{D_n^+ \sqrt{M}}{M_{j+\ell}} \right)^2 \left( \frac{f_{j+k}^2}{M_{j+k}} \right) h^2 \]
\[ \leq \sum_{j \in \mathbb{Z}} \sum_{|k| \leq 1/h} \frac{|hk|^2}{|hk|^{1+\alpha}} \left( \frac{D_n^+ \sqrt{M}}{M_{j+\ell}} \right)^2 \left( \frac{f_{j+k}^2}{M_{j+k}} \right) h^2 \]
where for the last inequality, we used that we sum over the $k$ such that $|hk| \leq 1$ and (A.7), so that we can write the following bounds for any $j$, $k$, and $\ell$, $0 \leq \ell \leq k - 1$: $M_{j+1}^k \leq M_{j+1}^k \leq M_{j+1}^k$. Using Corollary A.4 and estimate (A.7), we have that $(D_n^+ \sqrt{M})_{j, M_{j+1}^k} \in C^0_j$ uniformly in $h$. Consequently, performing a change of index, we obtain:
\begin{equation}
I_2 \leq \sum_{j \in \mathbb{Z}} \sum_{|k| \leq 1/h} \frac{|hk|^2}{|hk|^{1+\alpha}} \frac{f_{j+k}^2}{M_{j+k}} h^2 \leq \left\| f M^{-1/2} \right\|_{h}^2.
\end{equation}

Combining (4.9) and (4.10), we obtain the wanted result. 

\[ \square \]

**Proposition 4.7.** For any suitably summable sequence $f = (f_j)$, one has:
\[ \mathcal{S}_n^h(f, f) \geq \left\| (f - \Pi_h f) M^{-1/2} \right\|_{H_n^{\alpha/2}}^2. \]

**Proof.** One can notice that $\Pi_h f = \Pi_{h}^2 f$ and
\[ \mathcal{S}_n^h(f, f) = \mathcal{S}_n^h(f - \Pi_h f, f - \Pi_h f). \]
As a consequence, an appropriate convex combination of inequalities coming from Proposition 4.5 and Lemma 4.6 applied to $f - \Pi_h f$ shows the wanted inequality. 

\[ \square \]

### 4.4. Interpolation and embeddings in discrete fractional spaces.

In this section, we derive embedding and interpolation inequalities between the previously introduced discrete fractional Sobolev spaces and mixed spaces involving discrete difference operators. Notice that our proof is only based on nonlocal estimates on the fractional Sobolev norms whereas in the continuous case, Fourier transform and Young inequality straightforwardly give this type of interpolation inequalities. Our proof is thus completely different from the standard ones that are developed the continuous case.

**Proposition 4.8.** One has, uniformly in $h > 0$, the following results of continuous embeddings.

(i) For any $0 < s_2 \leq s_1 < 1$, one has
\[ \| f \|_{H_n^{s_2}} \leq \| f \|_{H_n^{s_1}}. \]
(ii) For any $0 < s \leq 1$, one has
\[ \| f \|_{H_n^{s}} \leq \| f \|_{\ell^2_n} + \| D_n^+ f \|_{\ell^2_n}. \]
(iii) One has
\[ \| D_n f \|_{\ell^2_n} \leq \| D_n^+ f \|_{\ell^2_n} \leq \| f \|_{H_n^{0}}. \]
Proof. For (i), let us notice that if $|hk| \leq 1$, then $|hk|^{s_1} \leq |hk|^{s_2}$ so that

$$
\sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^* : |k| \leq 1/h} \frac{(f_j - f_{j+k})^2}{|hk|^{1+2s_2}} h^2 \leq \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^* : |k| \leq 1/h} \frac{(f_j - f_{j+k})^2}{|hk|^{1+2s_2}} h^2 \leq |f|_{H^s_h}^2.
$$

Moreover, using the tail estimate

$$
\sum_{|k| > 1/h} \frac{1}{|k|^{1+2s_2}} \leq h^{2s_2},
$$

we have that

$$
\sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^* : |k| > 1/h} \frac{(f_j - f_{j+k})^2}{|hk|^{1+2s_2}} h^2 \leq \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^* : |k| > 1/h} \frac{f_j^2}{|hk|^{1+2s_2}} h^2 \leq \sum_{j \in \mathbb{Z}} f_j^2 h = \|f\|_{L^2_h}^2,
$$

which concludes the proof of (i).

Concerning (ii), we split the sum over $k$ into two parts and write that

$$
|f|_{H^s_h}^2 = \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^* : |k| \leq 1/h} \left( \sum_{\ell=1}^k \frac{1}{\ell} (f_j + \ell - f_{j+\ell-1}) \right)^2 |hk| |h| = \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^* : |k| > 1/h} \frac{(f_j - f_{j+k})^2}{|hk|^{1+2s_2}} h^2.
$$

For the first term, we use the convexity of the squared function, Fubini theorem and a change of index, it gives us that:

$$
I_1 \leq \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^* : |k| \leq 1/h} \frac{1}{k} (f_j - f_{j+1})^2 |hk| |h| \leq \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^* : |k| \leq 1/h} \frac{(f_j - f_{j+k})^2}{|hk|^{1+2s_2}} |hk|^2.
$$

From this, we get

$$
I_1 \leq \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^* : |k| \leq 1/h} \frac{(f_j - f_{j+1})^2}{h} \sum_{|k| > 1/h} \frac{h}{|hk|^{1+2s_2}} \leq \|D_h^s f\|_{L^2_h}^2.
$$

The second term is easier to treat, we have:

$$
I_2 \leq \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^* : |k| \\. \. . |k| > 1/h} f_j^2 h \sum_{|k| > 1/h} \frac{h}{|hk|^{1+2s_2}} \leq |f|_{L^2_h}^2,
$$

and thus using a change of index in $j$:

$$
I_2 \leq \sum_{j \in \mathbb{Z}} f_j^2 h \sum_{|k| > 1/h} \frac{h}{|hk|^{1+2s_2}} \leq |f|_{L^2_h}^2,
$$

which yields the second result.

Finally, concerning (iii), the first inequality is straightforward. For the second one, notice that just keeping the term corresponding to $k = 1$ in the right hand side term, we have

$$
\|D_h^s f\|_{L^2_h}^2 = \sum_{j \in \mathbb{Z}} \frac{(f_j - f_{j+1})^2}{h} \leq \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^*} \frac{(f_j - f_{j+k})^2}{|hk|^{3}} h^2 = |f|_{H^s_h}^2.
$$

which ends the proof. \(\square\)

**Lemma 4.9.** For any positive $s, \beta$ such that $0 < s - \beta < s + \beta$, one has

$$
|f|_{H^s_h}^2 \leq |f|_{H^{s+\beta}_h} |f|_{H^{s-\beta}_h}.
$$

**Proof.** The result directly comes from Cauchy-Schwarz inequality. \(\square\)
Proposition 4.10. For any \( s \in (0,1) \), we have:

\[
|D_h^s f|^2_{L^2} \lesssim |f|_{H^{1-s}_h} |D_h f|_{H^{1-s}_h}.
\]

In order to prove Proposition 4.10, we need the following elementary lemma.

Lemma 4.11. Let \( g_k := 1/(1 + k^2) \) for \( k \in \mathbb{Z} \). We have the following inequality:

\[
k^{-3} \leq -h(D_h g_k), \quad \forall k \in \mathbb{Z}^*.
\]

Proof. Let \( k \in \mathbb{Z}^* \). A computation yields

\[
\frac{1}{k^3} + \frac{1}{2} h(D_h g_k) = \frac{4}{k^3 (1 + (k+1)^2)(1 + (k-1)^2)} \leq \frac{4}{5k^3},
\]

which proves the result. \( \Box \)

Proof of Proposition 4.10. Let us start by combining Proposition 4.8-(iii) with Lemma 4.11 to get

\[
\|D_h^s f\|_{L^2}^2 \leq -\sum_{j,k \in \mathbb{Z}} (D_h g_k)(f_j - f_{j+k})^2 = -\sum_{j,k \in \mathbb{Z}} (D_h g_k)(f_j - f_{j+k})^2.
\]

We now temporarily fix \( j \) and only look at the sum over \( k \). Denoting \( a_k = f_j - f_{j+k} \), we have

\[
(D_h(a^2))_k = (a_{k+1} + a_{k-1}) \frac{a_{k+1} - a_{k-1}}{2h} = -(f_{j} - f_{j+k+1} + f_{j} - f_{j+k-1})(D_h f)_{j+k}
\]

From this, performing an integration by parts in \( k \), we deduce that

\[
-\sum_{k \in \mathbb{Z}} (D_h g_k)(f_j - f_{j+k})^2 = -\sum_{k \in \mathbb{Z}} (D_h g_k)a_k^2 = \sum_{k \in \mathbb{Z}} g_k(D_h(a^2))_k
\]

i.e.

\[
-\sum_{k \in \mathbb{Z}} (D_h g_k)(f_j - f_{j+k})^2 = -\sum_{k \in \mathbb{Z}} \frac{1}{1 + k^2} (f_{j} - f_{j+k+1} + f_{j} - f_{j+k-1})(D_h f)_{j+k}.
\]

It implies that

\[
\|D_h^s f\|_{L^2}^2 \leq -\sum_{j,k \in \mathbb{Z}} \frac{1}{1 + k^2} (f_{j} - f_{j+k+1})(D_h f)_{j+k} - \sum_{j,k \in \mathbb{Z}} \frac{1}{1 + k^2} (f_{j} - f_{j+k-1})(D_h f)_{j+k}
\]

\[
-\sum_{j,k \in \mathbb{Z}} \frac{1}{1 + k^2} (f_{j} - f_{j+k-1} - f_{j})(D_h f)_{j-1} - \sum_{j,k \in \mathbb{Z}} \frac{1}{1 + k^2} (f_{j} - f_{j+k-1})(D_h f)_{j+k}
\]

\[
-\sum_{j,k \in \mathbb{Z}} \frac{1}{1 + k^2} (f_{j} - f_{j+k-1})(D_h f)_{j+k} - (D_h f)_{j-1}
\]

where we performed a change of index in the first sum to get the second inequality. Now, from Cauchy-Schwarz inequality, we get

\[
\|D_h^s f\|_{L^2} \leq \left( \sum_{j,k \in \mathbb{Z}} \frac{(f_{j} - f_{j+k-1})^2}{(1 + k^2)^{1/2 + 1 - s} h^{1 + 2(1-s)}} h^2 \right)^{1/2} \left( \sum_{j,k \in \mathbb{Z}} \frac{(D_h f)_{j+k} - (D_h f)_{j-1})^2}{(1 + k^2)^{1/2 + 1 - s} h^{1 + 2(1-s)}} h^2 \right)^{1/2}.
\]

To conclude, performing changes of indices, we remark that

\[
\sum_{j,k \in \mathbb{Z}} \frac{(f_{j} - f_{j+k-1})^2}{(1 + k^2)^{1/2 + 1 - s} h^{1 + 2(1-s)}} h^2 = \sum_{j,k \in \mathbb{Z}^*} \frac{(f_{j} - f_{j+k})^2}{(1 + (k+1)^2)^{1/2 + 1 - s} h^{1 + 2(1-s)}} h^2 \leq \sum_{j,k \in \mathbb{Z}^*} \frac{(f_{j} - f_{j+k})^2}{|kk|^{1 + 2(1-s)}} h^2 = |f|_{H^{1-s}_h}^2.
\]
and
\[
\sum_{j,k \in \mathbb{Z}} \frac{(D_h f)_{j+k} - (D_h f)_{j-k})^2}{(1 + (k^2)^{1/2} + s h^{1+2s})^2} h^2 = \sum_{j,k \in \mathbb{Z}} \frac{(D_h f)_{j+k} - (D_h f)_{j-k})^2}{(1 + (k^2)^{1/2} + s h^{1+2s})^2} h^2 \\
\leq \sum_{j,k \in \mathbb{Z}} \frac{(D_h f)_{j+k} - (D_h f)_{j-k})^2}{|h k|^{1+2s}} h^2 = |D_h f|_{H^s}^2
\]
where the two last inequalities come from the fact that \(1 + (k^2)^{1/2} + s h^{1+2s} / 2. \)

Roughly speaking, thanks to Proposition 4.10, we are only able to prove “symmetric interpolation inequalities”. In the next theorem, we are able to extend this result to a “non symmetric” framework thanks to a sort of iteration argument, which is, to our knowledge, not standard in this context.

**Theorem 4.12.** Let \(s \in (0,1)\). There is \(\eta_s > 0\) such that for any \(\varepsilon \in (0, \eta_s)\), there is \(K(\varepsilon) > 0\) such that
\[
\|D^+_h f\|_{L^2}^2 \leq \varepsilon \|D_h f\|_{H^s}^2 + K(\varepsilon) \|f\|_{H^s}^2.
\]

**Proof.** Using Proposition 4.10 combined with Young inequality, we get that for any \(\varepsilon_1 \in (0,1)\),
\[
\|D^+_h f\|_{L^2}^2 \leq \varepsilon_1 \|D_h f\|_{H^s}^2 + \frac{1}{\varepsilon_1} \|f\|_{H^s}^2.
\]
If \(s \geq 1/2\), then \(1 - s \leq s\) and it is thus enough to conclude since from Proposition 4.8-(i), we have
\[
\|f\|_{H^{-s}} \leq \|f\|_{H^s}.
\]

Let us now deal with the case \(s \leq 1/2\). Consider the minimal integer \(q\) such that \(1 - s - q s / 2 \leq s\). Coming back to (4.12), we use Lemma 4.9 and Young inequality to write that for any \(\varepsilon_2 \in (0,1)\),
\[
\|D^+_h f\|_{L^2}^2 \leq \varepsilon_1 \|D_h f\|_{H^s}^2 + \frac{1}{\varepsilon_1} \varepsilon_2 \|f\|_{H^{s-q/2}}^2 + \frac{1}{\varepsilon_1 \varepsilon_2} \|f\|_{H^{s-q/2}}^2.
\]
From Proposition 4.8-(ii), we obtain
\[
\|D^+_h f\|_{L^2}^2 \leq \varepsilon_1 \|D_h f\|_{H^s}^2 + \frac{1}{\varepsilon_1} \varepsilon_2 \|f\|_{H^{s-q/2}}^2 + \frac{1}{\varepsilon_1 \varepsilon_2} \|f\|_{H^{s-q/2}}^2.
\]

Reiterating the process, we obtain that for any \(\varepsilon_1, \ldots, \varepsilon_{q+1} \in (0,1)\):
\[
\|D^+_h f\|_{L^2}^2 \leq \varepsilon_1 \|D_h f\|_{H^s}^2 + \frac{1}{\varepsilon_1} \varepsilon_2 \|f\|_{H^{s-q/2}}^2 + \frac{1}{\varepsilon_1 \varepsilon_2} \|f\|_{H^{s-q/2}}^2.
\]

From the definition of \(q\) and Proposition 4.8-(i), we deduce that
\[
\|D^+_h f\|_{L^2}^2 \leq \varepsilon_1 \|D_h f\|_{H^s}^2 + \left( \sum_{k=1}^{q+1} \frac{1}{\prod_{k=1}^{q+1} \varepsilon_{q}} \right) \|f\|_{H^s}^2 + \frac{1}{\prod_{k=1}^{q+1} \varepsilon_{q}} \|f\|_{H^s}^2.
\]

In order to get the wanted inequality (4.11), we consider \(\varepsilon \in (0,1)\) and set \(\varepsilon_{\ell} := \varepsilon^{2^{\ell-1}}\) for any \(1 \leq \ell \leq q + 1\). With this choice of \(\varepsilon_{\ell}\), the previous inequality (4.14) becomes
\[
\|D^+_h f\|_{L^2}^2 \leq \varepsilon \|D_h f\|_{H^s}^2 + q \varepsilon \|D_h f\|_{H^s}^2 + \frac{\varepsilon}{\varepsilon^{2+q+1}} \|f\|_{H^s}^2.
\]
Taking \(\varepsilon\) small enough enables us to absorb the second term of the right-hand side into the left-hand side in order to obtain the following inequality
\[
\|D^+_h f\|_{L^2}^2 \leq \varepsilon \|D_h f\|_{H^s}^2 + \varepsilon^{1-2^{q+1}} \|f\|_{H^s}^2,
\]
which concludes the proof. \(\Box\)
4.5. A discrete interpolation inequality in weighted spaces. In the next proposition, we prove a result which will be one of the keystones of the proof of $H^1$-coercivity in Theorem 5.1 (and thus also of Theorems 5.3 and 5.5). This result is a consequence of Proposition 4.7 (which comes from Poincaré and regularization estimates) and the interpolation inequality obtained in Theorem 4.12.

**Proposition 4.13.** There exist $\eta > 0$ and $h_0 > 0$ such that for any $h \in (0, h_0)$ and for any $\varepsilon \in (0, \eta)$, there is $K(\varepsilon) > 0$ such that

\[
\|f\|_{L^2_h(M^{-1})}^2 |D_h f|_{L^2_h(M^{-1})} + |D_h f|_{L^2_h(M^{-1})}^2 
\leq K(\varepsilon) \left( S_h^0(f, f) + \|\Pi_h f\|_{L^2_h(M^{-1})}^2 \right) + \varepsilon S_h^0(D_h f, D_h f)
\]

where we recall that $(\Pi_h f)_j = M_j \left( \sum_{k \in \mathbb{Z}} f_k h / (\sum_{k \in \mathbb{Z}} M_k h) \right)$.

**Proof.** It is actually enough to prove that

\[
|D_h f|_{L^2_h(M^{-1})}^2 \leq K(\varepsilon) \left( S_h^0(f, f) + \|\Pi_h f\|_{L^2_h(M^{-1})}^2 \right) + \varepsilon S_h^0(D_h f, D_h f)
\]

Indeed, let us assume that the latter inequality is proved. Then, we can write the following bound:

\[
\|f\|_{L^2_h(M^{-1})}^2 \leq \left( \|f - \Pi_h f\|_{L^2_h(M^{-1})}^2 + \|\Pi_h f\|_{L^2_h(M^{-1})}^2 \right) |D_h f|_{L^2_h(M^{-1})}^2
\]

so that

\[
|f|_{L^2_h(M^{-1})}^2 \leq \left( S_h^0(f, f) + \|\Pi_h f\|_{L^2_h(M^{-1})}^2 \right) |D_h f|_{L^2_h(M^{-1})}^2
\]

which is exactly the wanted result up to changing the value of $\varepsilon$.

Let us now come to the proof of (4.15). We first notice that:

\[
|D_h f|_{L^2_h(M^{-1})}^2 = \sum_{j \in \mathbb{Z}} |(D_h f)_j M_j^{-1/2}|^2 h
\]

\[
\leq \sum_{j \in \mathbb{Z}} \left( |(D_h f M^{-1/2})_j|^2 + |f_{j+1}(D_h M^{-1/2})_j|^2 + |f_{j-1}(D_h M^{-1/2})_{j-1}|^2 \right) h.
\]

Then using Corollary A.4, we deduce that

\[
|D_h f|_{L^2_h(M^{-1})}^2 \leq \|D_h f M^{-1/2}\|_{H_h^{n/2}}^2 + \|f M^{-1/2}\|_{H_h^{n/2}}^2.
\]

From Theorem 4.12, we deduce that there exists $\eta > 0$ such that for any $\varepsilon \in (0, \eta)$, there is $K(\varepsilon) > 0$ such that

\[
|D_h f|_{L^2_h(M^{-1})}^2 \leq \|D_h f M^{-1/2}\|_{H_h^{n/2}}^2 + K(\varepsilon)\|f M^{-1/2}\|_{H_h^{n/2}}^2.
\]

Then, using that $(D_h f M^{-1/2})_j = (D_h f)_j M_{j+1}^{-1/2} + f_{j-1}(D_h M^{-1/2})_j$, up to changing $K(\varepsilon)$ and using Corollary A.4, we get:

\[
|D_h f|_{L^2_h(M^{-1})}^2 \leq \|D_h f M^{-1/2}\|_{H_h^{n/2}}^2 + K(\varepsilon)\|f M^{-1/2}\|_{H_h^{n/2}}^2,
\]

where we used that $M_{j+1}^{-1/2} \leq M_j^{-1/2} \leq M_{j-1}^{-1/2}$ holds for $h$ small enough. Now observe that

\[
|f M^{-1/2}|_{H_h^{n/2}}^2 \leq |(f - \Pi_h f) M^{-1/2}|_{H_h^{n/2}}^2 + |(\Pi_h f) M^{-1/2}|_{H_h^{n/2}}^2.
\]

Moreover, we have:

\[
|\Pi_h f M^{-1/2}|_{H_h^{n/2}}^2 \leq \|\Pi_h f\|_{L^2_h(M^{-1})}^2 M^{1/2}|\|M^{1/2}|^2_{H_h^{n/2}}.
\]
We also have from Proposition 4.8-(ii), (A.7) in Proposition A.2 and Corollary A.4,
\[ \|M^{1/2}\|_{H^{0,v}_{\alpha}} \leq \|M^{1/2}\|_{\ell_{l_1}^1} + \|D_{\alpha} f^{(1/2)}\|_{\ell_{l_1}^1} \leq 1 \]
so that
\[ \|(\Pi f^{(t)})_{M^{-1/2}}\|_{H^{0,v}_{\alpha}} \leq \|\Pi f^{(t)}\|_{\ell_{l_1}^1} \cdot \]
Finally, to conclude, we remark that \(D_0 f = D_0 f - \Pi_0 D_0 f\) and we use twice Proposition 4.7.

5. Stability and long-time behavior

5.1. Main results. In the first theorem, we look at a semi-discretized version of (2.23). Since only the variable \(v\) is discretized, to simplify the notations, we note \(h = \Delta v\) and we thus study the equation
\[ (5.1) \]
\[ \partial_t f_j = (L_{\alpha}^v f)_{j} , \quad \forall j \in \mathbb{Z}, \]
with some given initial data \((f_0^0)_{j}\).

**Theorem 5.1.** There exists \(h_0 > 0\) such that if \(f\) is a solution of the semi-discrete Lévy-Fokker-Planck equation (5.1) with initial data \((f_0^0)_{j} \in H^1_\alpha(M^{-1})\) then, for all \(t \geq 0\) and \(h \in (0, h_0)\) one has
\[ \|f(t) - f^\infty\|_{H^1_\alpha(M^{-1})} \leq C \|f_0 - f^\infty\|_{H^1_\alpha(M^{-1})} e^{-\lambda t} \]
where
\[ f^\infty := \frac{\langle f_0 \rangle_{h}}{\langle M \rangle_{h}} M \quad \text{with} \quad \langle f \rangle_{h} := \sum_{j \in \mathbb{Z}} f_j h \]
for some constants \(C \geq 1\) and \(\lambda > 0\) depending only on \(\alpha\).

**Remark 5.2.** Recall that the projection \(\Pi_0\) is defined through \(\Pi f = M_f / \langle M \rangle_{h}\) so that \(f^\infty = \Pi f_0^{(0)}\). Remark that as in Proposition 2.10, one can prove that the global mass is conserved by the equation: if \(f\) is a solution to (5.1), then for all \(t \geq 0\), one has \(\langle f(t) \rangle_{h} = \langle f_0 \rangle_{h}\).

In the second theorem, we consider a semi-discretized version of (2.24). Now, both \(x\) and \(v\) variables appear in the equation, we thus study the equation
\[ (5.2) \]
\[ \partial_t f_{i,j} + (T^\Delta x f)_{i,j} = (L_{\alpha}^v f)_{i,j} , \quad \forall (i,j) \in \mathbb{Z}/N_x \mathbb{Z} \times \mathbb{Z}, \]
where \(L_{\alpha}^v\) and \(T^\Delta x\) are respectively defined in (2.11) and (2.25), with some given initial data \((f_0^0)_{i,j}\). In order to prove hypo-coercivity estimates for (5.2), the scalar product
\[ \langle f, g \rangle_{H_x^\Delta v, \Delta v(M^{-1})} = \sum_{i,j} \sum_{i,j} \frac{f_{i,j} g_{i,j}}{M_{i,j}} \Delta x \Delta v, \]
for \(f = (f_{i,j})_{(i,j) \in \mathbb{Z}/N_x \mathbb{Z} \times \mathbb{Z}}\) and \(g = (g_{i,j})_{(i,j) \in \mathbb{Z}/N_x \mathbb{Z} \times \mathbb{Z}}\) is introduced as well as the associated norm which is denoted by \(\| \cdot \|_{H_x^\Delta v, \Delta v(M^{-1})}\). In what follows, we prove that the solution \((f(t))_{t \geq 0}\) of (5.2) has exponential decay to equilibrium for a discrete \(H^1\) weighted norm defined by
\[ \|f\|_{H_x^\Delta v, \Delta v(M^{-1})} = \|f\|_{H_x^\Delta v, \Delta v(M^{-1})} + \|D_\Delta x f\|_{H_x^\Delta v, \Delta v(M^{-1})} + \|D_\Delta v f\|_{H_x^\Delta v, \Delta v(M^{-1})}, \]
where \(D_\Delta x\) and \(D_\Delta v\) stand for centered finite differences in space and velocity
\[ \forall (i,j) \in \mathbb{Z}/N_x \mathbb{Z} \times \mathbb{Z}, \quad (D_\Delta x f)_{i,j} = \frac{f_{i+1,j} - f_{i-1,j}}{2 \Delta x}, \quad (D_\Delta v f)_{i,j} = \frac{f_{i,j+1} - f_{i,j-1}}{2 \Delta v}. \]

**Theorem 5.3.** Suppose that \(N_x\) is odd. There exists \(\Delta v_0 > 0\) such that if \(f\) is solution of the semi-discrete kinetic Lévy-Fokker-Planck equation (5.2) with initial data \((f_0^0)_{i,j} \in H^1_{\Delta x, \Delta v}(M^{-1})\) then, for all \(\Delta v < \Delta v_0\) and for all \(t \geq 0\), one has
\[ \|f(t) - f^\infty\|_{H^1_{\Delta x, \Delta v}(M^{-1})} \leq C \|f_0 - f^\infty\|_{H^1_{\Delta x, \Delta v}(M^{-1})} e^{-\lambda t}, \]
where
\[ f^\infty := \frac{\langle f_0 \rangle_{\Delta x, \Delta v}}{\langle M \rangle_{\Delta x, \Delta v}} M \quad \text{with} \quad \langle f \rangle_{\Delta x, \Delta v} := \sum_{(i,j) \in \mathbb{Z}/N_x \mathbb{Z} \times \mathbb{Z}} f_{i,j} \Delta x \Delta v \]
for some constant $C \geq 1$ and $\lambda > 0$ depending only on $\alpha$.

**Remark 5.4.** In the inhomogeneous setting one can define the macroscopic density $\rho_i := \sum_{j \in \mathbb{Z}} f_{i,j} \Delta v$. It relates to the projection $\Pi_{\Delta v}$ by the relation $\rho_i M_j = \langle M_j \rangle_{\Delta v}(\Pi_{\Delta v} f_{i.})_j$. Remark also that as in Proposition 2.10, one can prove that the global mass is conserved by the equation: if $f$ is a solution to (5.2), then for all $t \geq 0$, one has $\langle f(t) \rangle_{\Delta x, \Delta v} = \langle f_0 \rangle_{\Delta x, \Delta v}$.

Notice that Theorem 5.1 can be seen as a special case of Theorem 5.3. However, we choose to present Theorem 5.1 as well as its proof in order to highlight the main arguments that allow us to treat the collision operator $L^h_\alpha$ in our energy estimates. Indeed, the said arguments may be somewhat hidden in the proof of the kinetic case in which we face additional difficulties coming from the transport operator and the $H^1$-hyponormaly method.

Finally, in the last theorem, we consider the fully discrete implicit in time discretization of (1.1), that we recall here,

$$f^{n+1}_{i,j} - f^n_{i,j} + (T^{\Delta x} f)_{i,j}^{n+1} = \left( L^\alpha_{\Delta v} f \right)_{i,j}^{n+1}, \quad \forall (i,j) \in \mathbb{Z}/N_x \mathbb{Z} \times \mathbb{Z}, n \in \mathbb{N}.$$ 

Then, we obtain the following result.

**Theorem 5.5.** Suppose that $N_x$ is odd. There exists $\Delta v_0 > 0$ such that if $f$ is a solution of the discrete kinetic Lévy-Fokker-Planck equation (5.3) with initial data $(f^n_{i,j})_{i,j} \in H^1_{\Delta x, \Delta v}(M^{-1})$, then for all $\Delta v < \Delta v_0$ and for all $n \in \mathbb{N}$, one has

$$\|f^n - f^x\|_{H^1_{\Delta x, \Delta v}(M^{-1})} \leq C \|f^0 - f^x\|_{H^1_{\Delta x, \Delta v}(M^{-1})} (1 + 2 \lambda \Delta t)^{-\frac{3}{2}},$$

for some constants $C \geq 1$ and $\lambda > 0$ depending only on $\alpha$. The global equilibrium $f^x$ is the same as in Theorem 5.3.

**Remark 5.6.** It can be noticed, that the constant $\lambda > 0$ in Theorem 5.5 is the same as the one in Theorem 5.3.

5.2. **A technical lemma.** Before starting the proof of our results, we prove an estimate for the commutator $[D_h, L^h_\alpha]$ which naturally arises in our computations. It will be useful in the proof of Theorem 5.1 and it is worth remarking that the proof is similar in the non-homogeneous case, so that it will also be used in the proof of Theorem 5.3. In the continuous setting, the corresponding commutator, $[\partial_v, L_\alpha] = \partial_v$, is easily computed. While the discrete case is more intricate, we are still able to obtain nice estimates on the scalar product $\langle [D_h, L^h_\alpha] f, g \rangle_{\ell^2_h(M^{-1})}$.

**Lemma 5.7.** For any $f, g \in \ell^2_h(M^{-1})$,

$$\left| \langle [D_h, L^h_\alpha] f, g \rangle_{\ell^2_h(M^{-1})} \right| \leq \|f\|_{\ell^2_h(M^{-1})} \|g\|_{\ell^2_h(M^{-1})} + \|D_h f\|_{\ell^2_h(M^{-1})} \|g\|_{\ell^2_h(M^{-1})}.$$ 

**Proof.** Let $f, g \in \ell^2_h(M^{-1})$. The proof of Lemma 5.7 relies on an appropriate rewriting of $\langle [D_h, L^h_\alpha] f, g \rangle$, and on the bounds on the discrete equilibrium given in Section A.2. First of all, let us notice that we clearly have $[D_h, \Delta^h_\alpha] = 0$. Therefore

$$\langle [D_h, L^h_\alpha] f, g \rangle_{\ell^2_h(M^{-1})} = \langle [D_h, \Gamma^h_\alpha] f, g \rangle_{\ell^2_h(M^{-1})} = \langle D_h \Gamma^h_\alpha f, g \rangle_{\ell^2_h(M^{-1})} - \langle \Gamma^h_\alpha D_h f, g \rangle_{\ell^2_h(M^{-1})}.$$

Let us study each term of the right-hand side. For the first term, one has

$$\langle D_h \Gamma^h_\alpha f, g \rangle_{\ell^2_h(M^{-1})} = \sum_{j \in \mathbb{Z}} \frac{h}{M_j} (\Gamma^h_\alpha f)_{j+1} - (\Gamma^h_\alpha f)_{j-1} g_j,$$

which yields, according to the definition of $\Gamma^h_\alpha$ in (2.13)-(2.14),

$$\langle D_h \Gamma^h_\alpha f, g \rangle_{\ell^2_h(M^{-1})} = \sum_{j \in \mathbb{Z}} \frac{h}{M_j} \frac{f_{j+1} + f_{j-1} + f_{j+2} + f_{j-2}}{(2h)^2} g_j$$

$$- \sum_{j \in \mathbb{Z}} \frac{h}{M_j} \frac{f_j + f_{j+2} + f_{j-1} + f_{j-2}}{(2h)^2} g_j.$$
\[-\sum_{j \in \mathbb{Z}} \frac{h}{M_j} (VM)_{j - 1/2} \frac{f_{j - 1}/M_{j - 1} + f_j/M_j}{(2h)^2} g_j + \sum_{j \in \mathbb{Z}} \frac{h}{M_j} (VM)_{j - 3/2} \frac{f_{j - 2}/M_{j - 2} + f_{j - 1}/M_{j - 1} - f_j}{(2h)^2} g_j.\]

For the second term, we have
\[
\langle \Gamma^h D_h f, g \rangle^{\ell^h}_{\ell^h(M-1)} = \sum_{j \in \mathbb{Z}} \frac{h}{M_j} (VM)_{j + 1/2} \left( \frac{1}{M_{j+1}} f_{j+2} - \frac{1}{M_j} f_j + \frac{1}{M_{j+1}} f_{j+1} - \frac{1}{M_j} f_j - \frac{1}{M_{j+1}} f_{j-1} \right) g_j
\]
\[
- \sum_{j \in \mathbb{Z}} \frac{h}{M_j} (VM)_{j - 1/2} \left( \frac{1}{M_j} f_{j+1} - \frac{1}{M_{j-1}} f_{j-1} + \frac{1}{M_j} f_j - \frac{1}{M_{j-1}} f_{j-2} \right) g_j.
\]

Now, we sum (5.5) and (5.6), and we reorganize it to gather the terms in \(f_j, f_{j-1}, f_{j+1}\) and \(f_{j+2}\) or \(f_{j-2}\).

Hence
\[
\langle [D_h, \Gamma^h_h] f, g \rangle^{\ell^h}_{\ell^h(M-1)} = C_0 + C_{-1} + C_1 + C_{-2,2},
\]

where
\[
C_0 = \sum_{j \in \mathbb{Z}} \frac{h}{M_j} \frac{f_j g_j}{(2h)^2} \left( \frac{(VM)_{j-1/2}}{M_j} - \frac{(VM)_{j-1/2}}{M_{j-1}} + \frac{(VM)_{j+1/2}}{M_{j+1}} - \frac{(VM)_{j+1/2}}{M_j} \right),
\]
\[
C_{-1} = \sum_{j \in \mathbb{Z}} \frac{h}{M_j} \frac{f_{j-1} g_j}{(2h)^2} \left( \frac{(VM)_{j+1/2}}{M_j} - \frac{(VM)_{j-1/2}}{M_{j-1}} + \frac{(VM)_{j-1/2}}{M_j} - \frac{(VM)_{j+1/2}}{M_{j+1}} \right),
\]
\[
C_1 = \sum_{j \in \mathbb{Z}} \frac{h}{M_j} \frac{f_{j+1} g_j}{(2h)^2} \left( \frac{(VM)_{j-1/2}}{M_j} - \frac{(VM)_{j+1/2}}{M_{j+1}} + \frac{(VM)_{j+1/2}}{M_{j+1}} - \frac{(VM)_{j+1/2}}{M_{j+1}} \right),
\]
\[
C_{-2,2} = \sum_{j \in \mathbb{Z}} \frac{h}{M_j} \frac{f_{j+2} g_j}{(2h)^2} \left( \frac{(VM)_{j+3/2}}{M_{j+2}} - \frac{(VM)_{j+1/2}}{M_{j+1}} \right)
+ \sum_{j \in \mathbb{Z}} \frac{h}{M_j} \frac{f_j g_j}{M_j} \left( \frac{(VM)_{j-3/2}}{M_{j-2}} - \frac{(VM)_{j-1/2}}{M_{j-1}} \right),
\]

and we estimate all the terms separately. Let us start with \(C_0\), and rewrite it as
\[
C_0 = \sum_{j \in \mathbb{Z}} \frac{h}{4M_j} f_j \frac{g_j}{h} \left( \frac{(VM)_{j+1/2}}{M_{j+1}} - \frac{(VM)_{j-1/2}}{M_{j-1}} \right) \frac{1}{(2h)^2} \left( \frac{1}{M_{j+1}} - \frac{1}{M_j} \right)
+ \sum_{j \in \mathbb{Z}} \frac{h}{4M_j} f_j \frac{g_j}{M_j} \left( \frac{(VM)_{j-1/2}}{M_{j-1}} \right) \frac{1}{h^2} \left( \frac{1}{M_{j+1}} - \frac{2}{M_j} + \frac{1}{M_{j-1}} \right).
\]

Thanks to Corollaries A.4 and A.6, and to Lemmas A.7 and A.8, the following inequality holds
\[
|C_0| \leq \sum_{j \in \mathbb{Z}} \frac{h}{M_j} |f_j| |g_j|,
\]
which yields \(|C_0| \leq \|f\|_{\ell^h(M-1)} \|g\|_{\ell^h(M-1)}\) with Cauchy-Schwarz inequality. Going on with \(C_1\) and \(C_{-1}\), we rewrite them as
\[
C_1 = \sum_{j \in \mathbb{Z}} \frac{h}{4M_j} \frac{f_{j+1} g_j}{M_j} \left( \frac{(VM)_{j+3/2}}{M_{j+2}} - \frac{(VM)_{j+1/2}}{M_{j+1}} \right) \frac{1}{h} \left( \frac{1}{M_{j+1}} - \frac{1}{M_j} \right)
+ \sum_{j \in \mathbb{Z}} \frac{h}{4M_j} \frac{f_{j+1} g_j}{M_j} \left( \frac{1}{M_j} \right) \frac{1}{h^2} \left( \frac{1}{M_{j+1}} - \frac{2}{M_j} + \frac{1}{M_{j-1}} \right) =: C_1^a + C_1^b,
\]
and similarly
\[
C_{-1} = \sum_{j \in \mathbb{Z}} \frac{h}{4M_j} \frac{f_j g_j}{M_j} \left( \frac{(VM)_{j-3/2}}{M_{j-2}} - \frac{(VM)_{j-1/2}}{M_{j-1}} \right) \frac{1}{h} \left( \frac{1}{M_{j-1}} - \frac{1}{M_j} \right)
+ \sum_{j \in \mathbb{Z}} \frac{h}{4M_j} \frac{f_j g_j}{M_j} \left( \frac{1}{M_j} \right) \frac{1}{h^2} \left( \frac{1}{M_{j-1}} - \frac{2}{M_j} + \frac{1}{M_{j+1}} \right) =: C_{-1}^a + C_{-1}^b.
where

Then, Lemma A.8 allows us to conclude that

The estimate

comes thanks to Lemma A.3 and the identity $M_{j+1}/M_j = 1 + h(D^+ h)M_j/M_j$. Similarly, one has

Then, to handle $C_1^b + C_{-1}^b$, we first remark that

From this, we deduce that

As previously, Lemma A.9 implies that

Finally, we write that

and remark that

Then, Lemma A.8 allows us to conclude that

Eventually, $C_{-2,2}$ is once again decomposed as

where

and

(5.12)  \[ C_{-2,2}^b = \sum_{j \in \mathbb{Z}} \frac{h}{M_j} \left( \frac{f_{j+2}}{(2h)^2} M_{j+2} - \frac{f_{j-2}}{(2h)^2} M_{j-2} \right) \left( (V \eta M)_{j+1/2} - (V \eta M)_{j-1/2} \right) \left( \frac{1}{M_{j+2}} - \frac{1}{M_{j+1}} \right) \]
Corollary A.4 and Lemmas A.8 and A.9 yield

where

so that

we obtain using Lemmas A.7-A.8 and Corollaries A.4-A.6 that

and since

and since

Corollary A.4 and Lemmas A.8 and A.9 yield

where

The conclusion comes from

and

Indeed, thanks to Lemma A.3, the previous identity yields

so that

The same result holds for \(S_-\), and we eventually have

To conclude this proof, \(C_{-2,2}^b\) is rewritten as

and since

we obtain using Lemmas A.7-A.8 and Corollaries A.4-A.6 that

Eventually, Cauchy-Schwarz inequality and the above estimate for \(S_\pm f\|_{\ell_2^2(M^{-1})}\) yield

\[ |C_{-2,2}^b| \leq \sum_{j \in \mathbb{Z}} h \left| g_j \right| \left( \left| \langle S_+ D_h f \rangle \right| + \left| \langle S_- D_h f \rangle \right| + \left| \langle S_- S_- f \rangle \rangle \right). \]
5.3. $H^1$-coercivity in the homogenous case: proof of Theorem 5.1. In the next proposition, we give an estimate on the evolution of the norm of the solution to equation (5.1) and on the evolution of its derivative. Notice that in the continuous case, this type of estimates comes from commutator equalities that are quite simple. Here, the commutators are much more complicated but some simplifications occur when we compute the evolution of the derivative of the solution and we are still able to get nice bounds.

**Proposition 5.8.** Let $f$ be a solution to (5.1) with $L_\alpha$ defined in (2.11)-(2.16). Then we have:

$$\frac{1}{2} \frac{d}{dt} \|f\|^2_{h_2^1(M^{-1})} = -S_h^h(f,f)$$

and there exists $C > 0$ (depending only on $\alpha$) such that

$$\frac{1}{2} \frac{d}{dt} \|D_h f\|^2_{h^1_2(M^{-1})} \leq -S^h_h(D_h f, D_h f) + C \|D_h f\|^2_{h^1_2(M^{-1})} + C \|f\|_{h^1_2(M^{-1})} \|D_h f\|_{h^1_2(M^{-1})}.$$  

**Proof.** The first equality comes directly from the decomposition given in (2.20) since

$$\frac{1}{2} \frac{d}{dt} \|f\|^2_{h^1_2(M^{-1})} = \langle L_\alpha^h f, f \rangle_{h^1_2(M^{-1})}.$$  

Concerning the second part of the proposition, we start by writing that

$$\frac{1}{2} \frac{d}{dt} \|D_h f\|^2_{h^1_2(M^{-1})} = \langle |D_h| L_\alpha^h f, f \rangle_{h^1_2(M^{-1})} + \langle L_\alpha^h D_h f, D_h f \rangle_{h^1_2(M^{-1})}.$$  

The second term is computed exactly as previously:

$$\langle L_\alpha^h D_h f, D_h f \rangle = -S^h_h(D_h f, D_h f),$$

while the first one is estimated with Lemma 5.7 to obtain the wanted result. $\square$

We are now able to conclude the proof of the main result of this part.

**Proof of Theorem 5.1.** As in the continuous case, we introduce a functional which is going to be an entropy for our equation:

$$\mathcal{F}(f) := \|f\|^2_{h^1_2(M^{-1})} + a \|D_h f\|^2_{h^1_2(M^{-1})}$$

for some positive constant $a$ which will be chosen later on. Notice first that we clearly have the equivalence $\mathcal{F}(f) \sim \|f\|^2_{h^1_2(M^{-1})}$.

Without loss of generality, since (5.1) is linear, we consider an initial data $(f^n_0)_j$ with vanishing mass and $f(t)$ the associated solution of (5.1) such that for $t \geq 0$, $\Pi_h f(t) = 0$ since (5.1) preserves mass (see Remark 5.2). Then, from Propositions 5.8 and 4.13, there exist constants $C > 0$ and $\eta > 0$ such that for any $\varepsilon \in (0, \eta)$, there is $K(\varepsilon) > 0$ such that:

$$\frac{1}{2} \frac{d}{dt} \mathcal{F}(f(t)) \leq -S_h^h(f, f) - a S_h^h(D_h f, D_h f) + a C \|D_h f\|^2_{h^1_2(M^{-1})} + a C \|f\|_{h^1_2(M^{-1})} \|D_h f\|_{h^1_2(M^{-1})} \leq -S_h^h(f, f) - a S_h^h(D_h f, D_h f) + a C K(\varepsilon) S_h^h(f, f) + a C \varepsilon S_h^h(D_h f, D_h f).$$

Choosing first $\varepsilon$ small enough so that $1 - C \varepsilon \geq 1/2$ and then $a$ small enough so that $1 - a C K(\varepsilon) \geq 1/2$, we obtain that

$$\frac{d}{dt} \mathcal{F}(f(t)) \leq -S_h^h(f, f) - a S_h^h(D_h f, D_h f).$$

Proposition 4.5 implies that

$$\frac{d}{dt} \mathcal{F}(f(t)) \leq -\mathcal{F}(f(t))$$

and we can thus conclude thanks to a Gronwall type argument. $\square$
5.4. Hypocoercivity in the inhomogeneous case: proofs of Theorems 5.3 and 5.5. To show the long-time behavior stated in Theorem 5.3, we introduce

\[
\mathcal{H}(f, f) = \|f\|^2_{\ell^2_{\Delta x, \Delta v}(M^{-1})} + a\|D\Delta x f\|^2_{\ell^2_{\Delta x, \Delta v}(M^{-1})} + b\|D\Delta v f\|^2_{\ell^2_{\Delta x, \Delta v}(M^{-1})} + 2c\langle D\Delta x f, D\Delta v f \rangle_{\ell^2_{\Delta x, \Delta v}(M^{-1})}.
\]

The positive constants \(a, b,\) and \(c\) will be determined in the sequel such that \(c^2 < ab\). With such hypothesis, \(\mathcal{H}^{1/2}\) is a norm equivalent to \(\|\cdot\|_{\ell^2_{\Delta x, \Delta v}(M^{-1})}\). In addition, since (5.2) is linear, there is no loss of generality in supposing that \(\langle f^0 \rangle_{\Delta x, \Delta v} = 0\) so that for any \(t \geq 0\), \(\langle f(t) \rangle_{\Delta x, \Delta v} = 0\) since (5.2) preserves the global mass (see Remark 5.4).

In what follows, shifts in velocity will be denoted \(S_+\) and \(S_-\)

\[
\forall (i,j) \in \mathbb{Z}/N_x \mathbb{Z} \times \mathbb{Z}, \quad (S_+ f)_{i,j} = f_{i,j-1}, \quad (S_- f)_{i,j} = f_{i,j+1}.
\]

One can notice that \(D\Delta x\) commutes with \(T^{\Delta x}\) and \(S_{\pm}\), however

\[
D\Delta v T^{\Delta x} = T^{\Delta x} D\Delta v + D\Delta x \frac{S_+ + S_-}{2}.
\]

Eventually, it is worth noticing that \(T^{\Delta x}\) is skew-symmetric for \(\langle \cdot, \cdot \rangle_{\ell^2_{\Delta x, \Delta v}(M^{-1})}\). We denote \(S^\Delta_{\alpha} (f, g)\) the following operator

\[
S^\Delta_{\alpha} (f, g) := \sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} (S^\Delta_{\alpha} (f, g))_{i,j} \Delta x.
\]

The proof of Theorem 5.3 relies on the three following lemmas.

**Lemma 5.9.** Under the assumptions of Theorem 5.3, the following equalities hold

\[
\begin{align*}
\frac{1}{2} \frac{d}{dt} \|f\|^2_{\ell^2_{\Delta x, \Delta v}(M^{-1})} &= -S^\Delta_{\alpha} (f, f) =: \mathcal{E}_1(f) \\
\frac{1}{2} \frac{d}{dt} \|D\Delta x f\|^2_{\ell^2_{\Delta x, \Delta v}(M^{-1})} &= -S^\Delta_{\alpha} (D\Delta x f, D\Delta x f) =: \mathcal{E}_2(f) \\
\frac{1}{2} \frac{d}{dt} \|D\Delta v f\|^2_{\ell^2_{\Delta x, \Delta v}(M^{-1})} &= \left\langle \left(1 - \frac{S_+ + S_-}{2}\right) \Pi\Delta v D\Delta x f, D\Delta v f \right\rangle_{\ell^2_{\Delta x, \Delta v}(M^{-1})} - \left\langle \left( \Pi\Delta v - 1 \right) D\Delta x f, D\Delta v f \right\rangle_{\ell^2_{\Delta x, \Delta v}(M^{-1})} \\
& \quad + \left\langle \left( \Pi\Delta v - 1 \right) D\Delta x f, D\Delta v f \right\rangle_{\ell^2_{\Delta x, \Delta v}(M^{-1})} - S^\Delta_{\alpha} (D\Delta x f, D\Delta v f) =: \mathcal{E}_3(f) \\
\frac{d}{dt} \langle D\Delta x f, D\Delta v f \rangle_{\ell^2_{\Delta x, \Delta v}(M^{-1})} &= -\|D\Delta x f\|^2_{\ell^2_{\Delta x, \Delta v}(M^{-1})} - S^\Delta_{\alpha} (D\Delta x f, D\Delta v f) \\
& \quad - \left\langle \left( \Pi\Delta v - 1 \right) D\Delta x f, D\Delta x f \right\rangle_{\ell^2_{\Delta x, \Delta v}(M^{-1})} \\
& \quad + \left\langle \left( \Pi\Delta v - 1 \right) D\Delta x f, D\Delta v f \right\rangle_{\ell^2_{\Delta x, \Delta v}(M^{-1})} =: \mathcal{E}_4(f).
\end{align*}
\]

**Proof.** The expression (5.15) is obtained by injecting (5.2) in \(\frac{d}{dt} \|f\|^2_{\ell^2_{\Delta x, \Delta v}(M^{-1})} = 2 \langle \hat{c}_t f, f \rangle_{\ell^2_{\Delta x, \Delta v}(M^{-1})}\). Since \(T^{\Delta x}\) is skew-symmetric, the result is straightforward using (2.20). Moreover, since \(D\Delta x f\) satisfies the relation (5.2), the equality (5.16) holds true. The following equalities are obtained in the same way, using (2.20), (5.14) and the fact that \(\langle \Pi\Delta v D\Delta x f, D\Delta v f \rangle_{\ell^2_{\Delta x, \Delta v}(M^{-1})} = 0\) for (5.17). \(\square\)
Lemma 5.10. Let $N_x \in \mathbb{N}$ be odd, and $f \in \ell^2_{\Delta x,\Delta v}(M^{-1})$ such that $\langle f \rangle_{\Delta x,\Delta v} = 0$. The following estimate holds

\begin{equation}
\|\Pi_{\Delta v} f\|_{\ell^2_{\Delta x,\Delta v}(M^{-1})} \leq \|D_{\Delta x} f\|_{\ell^2_{\Delta x,\Delta v}(M^{-1})}.
\end{equation}

Proof. This Lemma is a consequence of the following discrete Poincaré inequality proven in [6]: for $N_x \in \mathbb{N}$ odd, $\Delta x = 1/N_x$,

\begin{equation}
\sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} \beta_i^2 \leq \sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} |D_{\Delta x} \beta_i|^2, \quad \forall (\beta_i)_{i \in \mathbb{Z}/N_x \mathbb{Z}} \text{ s.t. } \sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} \beta_i = 0.
\end{equation}

Recalling that $\langle \Pi_{\Delta v} f \rangle_{i,j} = \rho_i M_j \langle M \rangle_{\Delta v}^{-1}$ (see Remark 5.4), we have

\begin{equation}
\|\Pi_{\Delta v} f\|_{\ell^2_{\Delta x,\Delta v}(M^{-1})}^2 = \sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} \Delta x \rho_i^2 \left\langle \frac{1}{\langle M \rangle_{\Delta v}} \right\rangle_{i,j}^2,
\end{equation}

since $\sum_{j \in \mathbb{Z}} \Delta v M_j = \langle M \rangle_{\Delta v}$. Moreover, we have that $\sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} \rho_i = 0$ since $\sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} \rho_i \Delta x = \langle f \rangle_{\Delta x,\Delta v} = 0$ (see Remark 5.4). Thus, thanks to (5.20), we can obtain the estimate (5.19) with Cauchy-Schwarz inequality. Indeed,

\begin{equation}
\sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} \Delta x (D_{\Delta x} \rho)^2 \left\langle \frac{1}{\langle M \rangle_{\Delta v}} \right\rangle_{i,j}^2 \leq \sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} \Delta x \sum_{j \in \mathbb{Z}} (D_{\Delta x} f)_{i,j} \left\langle \frac{1}{\langle M \rangle_{\Delta v}} \right\rangle_{i,j}^2 \Delta v M_j^{1/2},
\end{equation}

and the last term is equal to $\|D_{\Delta x} f\|_{\ell^2_{\Delta x,\Delta v}(M^{-1})}^2$.

\[ \square \]

Lemma 5.11. Let $g \in \ell^2_{\Delta x,\Delta v}(M^{-1})$. Under the assumptions of Theorem 5.3, the following estimates hold

\begin{equation}
\left\langle \left( I - \frac{S_+ + S_-}{2} \right) \Pi_{\Delta v} D_{\Delta x} f, g \right\rangle_{\ell^2_{\Delta x,\Delta v}(M^{-1})} \leq \Delta v \|g\|_{\ell^2_{\Delta x,\Delta v}(M^{-1})}\|\Pi_{\Delta v} D_{\Delta x} f\|_{\ell^2_{\Delta x,\Delta v}(M^{-1})},
\end{equation}

\begin{equation}
\left\langle \left( I - \frac{S_+ + S_-}{2} \right) (\Pi_{\Delta v} - I) D_{\Delta x} f, g \right\rangle_{\ell^2_{\Delta x,\Delta v}(M^{-1})} \leq \|g\|_{\ell^2_{\Delta x,\Delta v}(M^{-1})}\|\Pi_{\Delta v} D_{\Delta x} f\|_{\ell^2_{\Delta x,\Delta v}(M^{-1})}^{1/2} \frac{\Delta v}{\langle M \rangle_{\Delta v}} \|D_{\Delta x} f, D_{\Delta x} f\|_{\ell^2_{\Delta x,\Delta v}(M^{-1})}^{1/2},
\end{equation}

\begin{equation}
\left\langle [D_{\Delta v}, L^\alpha_{\Delta v}] f, D_{\Delta x} f \right\rangle_{\ell^2_{\Delta x,\Delta v}(M^{-1})} \leq \|D_{\Delta v} f\|_{\ell^2_{\Delta x,\Delta v}(M^{-1})}^2 \|D_{\Delta x} f, D_{\Delta x} f\|_{\ell^2_{\Delta x,\Delta v}(M^{-1})}\|D_{\Delta v} f, D_{\Delta v} f\|_{\ell^2_{\Delta x,\Delta v}(M^{-1})},
\end{equation}

\begin{equation}
\left\langle [D_{\Delta v}, L^\alpha_{\Delta v}] f, D_{\Delta x} f \right\rangle_{\ell^2_{\Delta x,\Delta v}(M^{-1})} \leq \|\Pi_{\Delta v} - I\| D_{\Delta x} f\|_{\ell^2_{\Delta x,\Delta v}(M^{-1})} \|f\|_{\ell^2_{\Delta x,\Delta v}(M^{-1})}^2 \|D_{\Delta v} f\|_{\ell^2_{\Delta x,\Delta v}(M^{-1})}.
\end{equation}

Proof. As a preliminary result, let us remark that thanks to Lemma A.3,

\[ \forall j \in \mathbb{Z}, \quad \left\langle \left( D_{\Delta v}^\alpha M \right)_j \right\rangle_{M_j} \leq \langle j \Delta v \rangle^{-1}. \]

Noticing that $\Pi_{\Delta v} D_{\Delta x} f = D_{\Delta x} \rho M \langle M \rangle_{\Delta v}^{-1}$ (where we recall that $\rho$ is the local mass of $f$), one has

\[ \left\langle (I - S_+) \Pi_{\Delta v} D_{\Delta x} f, g \right\rangle_{\ell^2_{\Delta x,\Delta v}(M^{-1})} = \Delta x \Delta v \sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} \sum_{j \in \mathbb{Z}} (D_{\Delta x} \rho)_j \frac{M_j}{\langle M \rangle_{\Delta v}} g_{i,j} \left( -\Delta v \left( \frac{D_{\Delta v}^\alpha M}{M_j} \right)_j \right) \frac{1}{M_j}, \]

which yields (5.21). Similarly, since

\[ |S_+ f|_{\ell^2_{\Delta x,\Delta v}(M^{-1})} + |f|_{\ell^2_{\Delta x,\Delta v}(M^{-1})} = \Delta x \Delta v \sum_{i \in \mathbb{Z}/N_x \mathbb{Z}} \sum_{j \in \mathbb{Z}} f^2_{i,j} \Delta v \left( \frac{D_{\Delta v}^\alpha M}{M_j} \right)_{j-1} \frac{1}{M_j}, \]

we obtain that $|S_+ f|_{\ell^2_{\Delta x,\Delta v}(M^{-1})} \leq |f|_{\ell^2_{\Delta x,\Delta v}(M^{-1})}$. The same estimate holds for $S_-$, and it gives (5.22) with (4.8) and Cauchy-Schwarz inequality.
Eventually, the last two estimates are obtained using Lemma 5.7. Indeed, as the proof relies only on computations on the $v$ variable, it is still true with $\langle \cdot, \cdot \rangle_{\epsilon\Delta\kappa_{(M-1)}}$ instead of $\langle \cdot, \cdot \rangle_{\epsilon\kappa_{(M-1)}}$. The estimate (5.23) is straightforward, while (5.24) comes from the equality

$$\langle [D_{\Delta v}, L_{\Delta v}]f, D_{\Delta x}f \rangle_{\epsilon\Delta\kappa_{(M-1)}} = \langle [D_{\Delta v}, L_{\Delta v}]f, (I - \Pi_{\Delta v})D_{\Delta x}f \rangle_{\epsilon\Delta\kappa_{(M-1)}}.$$

Indeed, still denoting $\Pi_{\Delta v} f = \rho M \langle M \rangle_{\Delta v}^{-1}$, one has

$$\langle [D_{\Delta v}, L_{\Delta v}]f, \Pi_{\Delta v} D_{\Delta x} f \rangle_{\epsilon\Delta\kappa_{(M-1)}} = \Delta x \Delta v \sum_{j \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} \left( [D_{\Delta v}, L_{\Delta v}]f \right)_{i,j} \left( D_{\Delta x} \rho \right)_{i,j} \frac{1}{\langle M \rangle_{\Delta v}};$$

but for all $i \in \mathbb{Z}/N_z \mathbb{Z},$

$$\sum_{j \in \mathbb{Z}} \left( [D_{\Delta v}, L_{\Delta v}]f \right)_{i,j} = \sum_{j \in \mathbb{Z}} \left( D_{\Delta v} (L_{\Delta v} f) \right)_{i,j} - \sum_{j \in \mathbb{Z}} \left( \Lambda_{\Delta v}^2 (D_{\Delta v} f) \right)_{i,j} - \sum_{j \in \mathbb{Z}} \left( \Gamma_{\Delta v}^2 (D_{\Delta v} f) \right)_{i,j},$$

and the three terms vanish, respectively because of the definition of $D_{\Delta v}$, and thanks to (2.6) and (2.13). \hfill \Box

The proof of Theorem 5.3 relies on these lemmas, and ad-hoc use of Young’s inequality.

**Proof of Theorem 5.3.** Thanks to Lemmas 5.9-5.11 and to (4.8), there exists a constant $K > 0$ such that

$$\frac{1}{2} \frac{d}{dt} \mathcal{H}(f, f) + S_{\alpha, \Delta v}^\alpha(f, f) + a S_{\alpha, \Delta v}^\alpha(D_{\Delta x} f, D_{\Delta x} f) + b S_{\alpha, \Delta v}^\alpha(D_{\Delta v} f, D_{\Delta v} f)$$

$$+ \frac{c}{2} [\Pi_{\Delta v} D_{\Delta x} f]_{\epsilon\Delta\kappa_{(M-1)}}^2 + \frac{c}{2} [\Pi_{\Delta v} - I] D_{\Delta x} f]_{\epsilon\Delta\kappa_{(M-1)}}^2$$

$$+ \frac{c}{4} \| D_{\Delta v} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2$$

$$\leq K b \| \Pi_{\Delta v} D_{\Delta x} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2 \| D_{\Delta v} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2$$

$$+ 2 K \| \Pi_{\Delta v} D_{\Delta x} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2 \| D_{\Delta v} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2$$

$$+ c K \| \Pi_{\Delta v} D_{\Delta v} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2 \| D_{\Delta v} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2$$

$$+ d K \| \Pi_{\Delta v} D_{\Delta x} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2 \| D_{\Delta v} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2$$

$$+ c K \| \Pi_{\Delta v} D_{\Delta v} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2 \| D_{\Delta v} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2 \| D_{\Delta x} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2 \] \quad \text{for } (5.25)$$

$$+ d K \| \Pi_{\Delta v} D_{\Delta v} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2 \| D_{\Delta v} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2 \| D_{\Delta x} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2 \] \quad \text{for } (5.26)$$

$$+ e K \| \Pi_{\Delta v} D_{\Delta v} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2 \| D_{\Delta v} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2 \| D_{\Delta x} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2 \] \quad \text{for } (5.27)$$

Up to a transformation with Cauchy-Schwarz inequality in (5.26), all lines of the previous inequality come from Lemma 5.11. To conclude, Young’s inequality is applied, except for (5.25) which is bounded with Proposition 4.13. This proposition is also employed to bound all the $\| D_{\Delta v} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2$ that appear after the use of Young’s inequality. Hence, there exists $\eta > 0$ and $\Delta v > 0$ such that for any $e \in (0, \eta)$, $\Delta v \in (0, \Delta v_0)$ and any positive constants $\mu, \delta, \nu$ and $\gamma$, there is $K(e) > 0$ such that

$$\frac{1}{2} \frac{d}{dt} \mathcal{H}(f, f) + \mathcal{D}(f, f) \leq 0$$

where

$$\mathcal{D}(f, f) : = A S_{\alpha, \Delta v}^\alpha(f, f) + B S_{\alpha, \Delta v}^\alpha(D_{\Delta x} f, D_{\Delta x} f) + C S_{\alpha, \Delta v}^\alpha(D_{\Delta v} f, D_{\Delta v} f)$$

$$+ D \| \Pi_{\Delta v} D_{\Delta x} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2 + \frac{c}{2} \| \Pi_{\Delta v} - I \| D_{\Delta x} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2$$

$$+ E \| D_{\Delta x} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2 + F \| \Pi_{\Delta v} f \|_{\epsilon\Delta\kappa_{(M-1)}}^2 \leq 0,
with
\[
A = 1 - KbK(\varepsilon) \left( 2 + \frac{\Delta v}{4} \right) - \frac{cK}{2} \left( \frac{K(\varepsilon)}{\mu} + \frac{1}{\delta} \right),
\]
\[
B = a - Kb - \frac{Kc}{2} \left( \frac{2c}{\nu} + \frac{1}{\gamma} + \delta + \mu \right),
\]
\[
C = b - Kc (\Delta v/2) - K\nu - \frac{cK\varepsilon}{2\mu},
\]
\[
D = \frac{c}{2} - Kb\Delta v - \frac{cK\Delta v}{2}
\]
\[
E = \frac{c}{4} (1 - 2K (\gamma + \Delta v))
\]
\[
F = \frac{c}{16} - KbK(\varepsilon) \left( 2 + \frac{\Delta v}{4} \right) - \frac{cK}{2} \left( \frac{1}{\delta} + \frac{K(\varepsilon)}{\mu} \right).
\]

Let us take
\[
b = \frac{c}{128 K K(\varepsilon)}, \quad \nu = \frac{b}{2K}, \quad \gamma = \frac{1}{4K}, \quad \delta = \frac{32K}{\mu}, \quad \mu = \frac{32K K(\varepsilon)}{4}.
\]

Thus, we can rewrite $C$, $E$ and $F$ as follows:
\[
C = \frac{b}{2} - KbK (\Delta v/4 + 2) - \frac{cK\varepsilon}{2\mu},
\]
\[
E = \frac{c}{4} \left( \frac{1}{2} - 2K \Delta v \right)
\]
\[
F = \frac{c}{64} - \frac{c \Delta v}{128/4}.
\]

We consecutively choose $\Delta v$ and $\varepsilon$ small enough so that $D$, $E$, $F$ and $C$ are strictly non-negative. Finally, we take $c$ small enough so that $A > 0$ and $a$ large enough so that $B > 0$ and $c^2 < ab$. It yields that the dissipation is non-negative. Eventually, thanks to Proposition 4.5 and the fact that $\Pi_{\Delta v} D f = 0$, there exists $\lambda > 0$ such that for all $f \in H_{\Delta x, \Delta v}(M^{-1})$,\n
\[
\lambda \mathcal{H}(f, f) \leq \mathcal{D}(f, f).
\]

As a consequence, the following inequality holds
\[
\frac{1}{2} \frac{d}{dt} \mathcal{H}(f, f) + \lambda \mathcal{H}(f, f) \leq 0.
\]

Theorem 5.3 follows immediately by a Gronwall type argument and the fact that $\mathcal{H} \sim \| \|_{H_{\Delta x, \Delta v}(M^{-1})}$.

We finally can prove the result in the fully-discrete case.

**Proof of Theorem 5.5.** We deduce from (5.3) that
\[
f_{i,j}^{n+1} = f_{i,j}^n - \Delta t \left( T_{\Delta x} f^n_{i,j} + \Delta t \left( L_{\alpha} f^n_{i,j} \right) \right), \quad \forall (i,j) \in \mathbb{Z}/N_2 \mathbb{Z} \times \mathbb{Z}, \quad n \in \mathbb{N}.
\]

Thus, we obtain
\[
\| f^{n+1} \|_{L_{\Delta x, \Delta v}(M^{-1})}^2 = \left( f^{n+1}, f^{n+1} \right)_{L_{\Delta x, \Delta v}(M^{-1})} = \left( f^{n+1}, f^n \right)_{L_{\Delta x, \Delta v}(M^{-1})} - \Delta t \left( f^{n+1}, (T_{\Delta x} f^n) \right)_{L_{\Delta x, \Delta v}(M^{-1})} + \Delta t \left( f^{n+1}, (L_{\alpha} f^n) \right)_{L_{\Delta x, \Delta v}(M^{-1})} = \left( f^{n+1}, f^n \right)_{L_{\Delta x, \Delta v}(M^{-1})} - \Delta t E_{\Delta v}(f^{n+1}, f^n) + \Delta t E_1(f^{n+1})
\]

and similarly,
\[
\| D_{\Delta x} f^{n+1} \|_{L_{\Delta x, \Delta v}(M^{-1})}^2 = \left( D_{\Delta x} f^{n+1}, D_{\Delta x} f^n \right)_{L_{\Delta x, \Delta v}(M^{-1})} + \Delta t E_2(f^{n+1}).
\]
where the quantities $\mathcal{E}(\cdot)$, $i = 1, \ldots, 4$ are the ones introduced in Lemma 5.9. Using again (5.28), we deduce that
\[
|D_{\Delta t} f^{n+1}|^2 = \left< D_{\Delta t} f^{n+1}, D_{\Delta t} f^n \right>_{\mathcal{L}^2(\Omega)} + \Delta t \mathcal{E}(f^{n+1})
\]
and
\[
2 \left< D_{\Delta t} f^{n+1}, D_{\Delta t} f^n \right>_{\mathcal{L}^2(\Omega)} = \left< D_{\Delta t} f^{n+1}, D_{\Delta t} f^n \right>_{\mathcal{L}^2(\Omega)} + \Delta t \mathcal{E}(f^{n+1}).
\]
Thus,
\[
\mathcal{H}(f^{n+1}, f^n) = \varphi(f^{n+1}, f^n) + \Delta t ((\mathcal{E}_1(f^{n+1}) + a \mathcal{E}_2(f^{n+1}) + b \mathcal{E}_3(f^{n+1}) + c \mathcal{E}_4(f^{n+1}))
\]
where
\[
\varphi(f^{n+1}, f^n) = \left< f^{n+1}, f^n \right>_{\mathcal{L}^2(\Omega)} + a \left< D_{\Delta t} f^{n+1}, D_{\Delta t} f^n \right>_{\mathcal{L}^2(\Omega)} + b \left< D_{\Delta t} f^{n+1}, D_{\Delta t} f^n \right>_{\mathcal{L}^2(\Omega)} + c \left< D_{\Delta t} f^{n+1}, D_{\Delta t} f^n \right>_{\mathcal{L}^2(\Omega)}.
\]
We notice that $\varphi$ is a scalar product on $\mathcal{H}_1^1(\Omega)$ and the associated norm is $(\mathcal{H}(\cdot))^{1/2}$. In particular, we have
\[
|\varphi(f^{n+1}, f^n)| \leq (\mathcal{H}(f^{n+1}, f^n))^{1/2} (\mathcal{H}(f^n, f^n))^{1/2}
\]
Thus, we obtain
\[
\frac{1}{2} \mathcal{H}(f^{n+1}, f^n) \leq \frac{1}{2} \mathcal{H}(f^n, f^n) + \Delta t ((\mathcal{E}_1(f^{n+1}) + a \mathcal{E}_2(f^{n+1}) + b \mathcal{E}_3(f^{n+1}) + c \mathcal{E}_4(f^{n+1})).
\]
The second term of the right-hand side of this last inequality is exactly the same one has in the previous semi-discrete case. Thus, using the exact same inequalities and making the same choice of constants, we obtain similarly as before that there exists $\lambda > 0$ such that
\[
\frac{1}{2} \mathcal{H}(f^{n+1}, f^n) \leq \frac{1}{2} \mathcal{H}(f^n, f^n) - \Delta t \mathcal{D}(f^{n+1}, f^{n+1})
\]
Finally, we deduce that
\[
\mathcal{H}(f^{n+1}, f^n) \leq (1 + 2\lambda \Delta t)^{-1} \mathcal{H}(f^n, f^n)
\]
which implies
\[
\mathcal{H}(f^{n+1}, f^n) \leq (1 + 2\lambda \Delta t)^{-n} \mathcal{H}(f^0, f^0).
\]

6. Numerical simulations

6.1. Implementation. The implementation of the schemes have been done in Matlab and the code is available at gitlab.inria.fr/herda/fpfrac. Here, we give some details on the main implementation task which is the assembling of the matrix $L_{\alpha}^{h,J,K} = L_{\alpha}^{h,J,K} + \Gamma_{\alpha}^{h,J,K}$.

First, one assembles the matrix $L_{\alpha}^{h,J,K}$ of the fractional Laplacian. In practice, we choose the integral truncation parameter such that $K = 10J + 1$. One first computes the coefficients $\beta_k^h$ for $k = -K, \ldots, K$ using formula (2.2) for $k = -K + 1, \ldots, J - 1$ and (3.1) for $\beta_k^h$. From there, the coefficients of the matrix are given by (3.2)-(3.3).

Then one needs to assemble the matrix $\Gamma_{\alpha}^{h,J,K}$ of the drift term following (3.6)-(3.11). This requires $L_{\alpha}^{h,J,K}$ as well as the discrete local equilibrium $M_j \approx \mu_\alpha(jh)$ for $j = -J, \ldots, J$. The evaluation of $M_j$ is not trivial when $\alpha \neq 1$, because $\mu_\alpha$ is defined by an oscillatory integral. The problem enters
the larger framework of the numerical calculation of stable densities which has interested many authors (see \cite{2} and references therein). Here we use the efficient method of Ament and O’Neil \cite{2} which relies on several different representation formulas (integrals and series) and asymptotics for stable densities. We use their Matlab code available at gitlab.com/s_ament/qastable.

6.2. Test case 1: convergence of the scheme. We solve the homogeneous fractional Fokker-Planck equation $\partial_t f = L_\alpha f$. First, we focus on convergence properties of the scheme for various values of $\alpha > 0$. Our reference solution is

$$f(t, v) = \sum_{i=1}^{2} \frac{\theta_i}{(1 - e^{-((t+1)\alpha)})^{\alpha}} \mu_{\alpha} \left( \frac{v - w_i e^{-(t+1)}}{(1 - e^{-(t+1)\alpha})^{\alpha}} \right),$$

with $\theta_1 = 3/4$, $\theta_2 = 1/4$, $w_1 = 2$ and $w_2 = -6$. The truncated velocity domain is $[-L, L]$ with $L = 16$ and the time domain of simulation is $[0, T]$ with $T = 0.5$. As we focus on the convergence of the scheme in the velocity variable, the time step is appropriately refined at each refinement of the velocity step.

On Figure 1, we report the error of approximation with respect to the mesh size in $L^\infty_t L^2_v$ and $L^\infty_t v$ norms. We observe that the experimental rate of convergence in both norms is equal to 2. This is the expected rate when $\alpha \leq 1$. In theory, the rate could be worse $(3 - \alpha)$ when $\alpha > 1$. However, it is common in practice that the experimental order of convergence for the Huang and Oberman discretization of the fractional Laplacian is better than the theoretical $3 - \alpha$ (see \cite{29, Fig2. and Fig 3.}), which may explain the improved rate here. On other test cases concerning the fractional heat equation with the same implementation and that we do not report here, we observed a slightly worsened rate of convergence for values of $\alpha$ greater than 1.

6.3. Test case 2: heavy tails. For this second test case, we illustrate the preservation by the scheme of the heavy-tails of solutions to the homogeneous fractional Fokker-Planck equation $\partial_t f = L_\alpha f$. The truncated velocity domain is $[-L, L]$ with $L = 20$ and 1025 mesh points, the time step is $\Delta t = 10^{-2}$ and the initial data is given by

$$f(0, v) = \frac{1}{2} \chi_{[-3, -1]}(v) + \frac{1}{4} \chi_{[0, 4]}(v),$$

where $\chi_I$ is the indicator function of the set $I$. 

\begin{figure}[h]
\centering
\begin{tabular}{cc}
\includegraphics[width=0.45\textwidth]{error_L-inf_L-2.png} & \includegraphics[width=0.45\textwidth]{error_L-inf_L-infty.png}
\end{tabular}
\caption{Test case 1. Error in $L^\infty_t L^2(\mu_\alpha^{-1}dv)$ (left) and $L^\infty_t v$ (right) norm between approximate and analytical solution.}
\end{figure}
Figure 2. **Test case 2.** Approximate densities at $t = 0.5$ (top) and $t = 2$ (bottom). On the right the logarithmic scale allows to see the heavy-tail decay. Here $\alpha = 1.1$.

On Figure 2, we plot the computed densities at different times in regular and logarithmic scales. We observe that the computed densities develop heavy tails with the algebraic decay $O(|v|^{-1-\alpha})$ as expected, even if the domain is truncated and the initial data is compactly supported.

### 6.4. Test case 3: numerical hypocoercivity (long time behavior)

In this section, we illustrate the exponential time stability of our scheme for the kinetic fractional Fokker-Planck equation on a numerical example. In order to certify the results, we first seek a non trivial analytical solutions of the equation.

We consider $\partial_t f + v \cdot \nabla_x f = L_1 f$ with $x \in \mathbb{R}/(2\pi\mathbb{Z})$ and $v \in \mathbb{R}$. Analytical solutions can be computed by solving the equation in Fourier variable. One family of solutions is parametrized by $t_0 > 0$, $v_0 \in \mathbb{R}$ and $x_0 \in \mathbb{R}/(2\pi\mathbb{Z})$ and given by

\[
\begin{align*}
    f(t &- t_0, x - x_0, v) = \frac{\tau(t)}{\pi(\tau(t)^2 + w(v, v_0, t)^2)} + \\
    &\frac{1}{\pi} \int_{\mathbb{R}} e^{-g(t, \xi)} \cos(\xi w(v, v_0, t) + y(x, v_0, t)) d\xi,
\end{align*}
\]
where \( \tau(t) = 1 - e^{-t} \), \( \eta(t) = t - \tau(t) \), \( w(v,v_0,t) = v - v_0 e^{-t} \), \( y(x,v_0,t) = x - v_0 \tau(t) \) and \( g(t,\xi) = \int_0^t |\xi e^{-s} + (1 - e^{-s})|ds \). Using that

\[
g(t,\xi) = \begin{cases} 
\xi \tau(t) + \eta(t) & \text{if } \xi \geq 0 \\
(2 - \tau(t)) + \eta(t) - 2 \ln(1 - \xi) & \text{if } \xi \in \left[ -\frac{\tau(t)}{1 - \tau(t)}, 0 \right] \\
-\xi \tau(t) - \eta(t) & \text{if } \xi \leq -\frac{\tau(t)}{1 - \tau(t)}
\end{cases}
\]

the integral in the expression of \( f \) can be computed explicitly. As the resulting expression is quite lengthy, we do not report it here.

We run the scheme of Section 2.3, with the truncated operator of Section 3. The reference solution is given by (6.1) with the parameters \( t_0 = 0.5 \), \( x_0 = 0 \) and \( v_0 = 1 \). The velocity domain is truncated at \( L = 16 \) and discretized 65 points \( (J = 32) \). The space domain, of size \( 2\pi \), is discretized with 128 points. The time step is \( \Delta t = 10^{-2} \) and the final time is \( T = 35 \). With these parameters we report an error of \( 4.5 \cdot 10^{-2} \) in \( L_{2L,v} \) norm between the computed solution and the reference solution. On Figure 3, we plot the distance between solutions and the equilibrium in the natural \( L_{2L,v}^2(\mu_0^{-1}dvdx) \) norm. We do observe exponential decay as predicted and the rate matches that of the reference solution. On coarser meshes, the experimental rate tends to be smaller than the exact rate.

6.5. Semi-Lagrangian version of the scheme. In this last part, we propose a modification of the scheme for the kinetic fractional Fokker-Planck equation. It experimentally conserves the same structure-preserving properties, but with a considerably lowered computational cost and increased accuracy. It is based on a Strang splitting approach for solving transport and collisions. The transport step is done with a backward semi-Lagrangian scheme. These methods are standard for kinetic equations and we refer to [15] and references therein for details. We choose piecewise Hermite polynomial function for the reconstruction. More precisely, for any sequence \( u = (u_i)_{i \in \mathbb{Z}/N} \), the reconstruction \( \Pi_x(u) \) is a \( C^1 \) function such that if \( x \in [x_i, x_{i+1}] \), \( \Pi_x(u)(x) \) is the polynomial interpolating \( u \) and centered finite difference approximation of its derivatives and at \( x_i \) and \( x_{i+1} \). Collisions are solved using our discrete fractional Fokker-Planck operator on truncated domain. In order to improve the order of accuracy in time, we use a Crank-Nicolson approach for the collision step. The scheme reads as follows:

- Start from \((f^0_j)_{i \in \mathbb{Z}/N, j \in \{-J,\ldots,J\}}\).
- Compute the transport over a time step \( \Delta t/2 \),
  \[
  f_{i,j}^1 = \Pi_x((f_{i,j}^0)_k)(x_i - v_j \Delta t/2).
  \]
**Table 1. Semi-Lagrangian version of the scheme.** Experimental convergence result and calculation time for various mesh sizes. The time step is constant \( \Delta t = 10^{-3} \) and the final time is \( T = 3.5 \). The error is taken in \( L^2_{t,x,v} \) norm.

| \( N_x \) | \( N_v \) | Error | Duration |
|---------|---------|-------|----------|
| 128     | 33      | 2.8 \( \cdot 10^{-4} \) | 14 sec   |
| 256     | 65      | 4.6 \( \cdot 10^{-2} \)  | 40 sec   |
| 512     | 129     | 4.1 \( \cdot 10^{-2} \)  | 147 sec  |
| 1024    | 257     | 1.4 \( \cdot 10^{-2} \)  | 593 sec  |
| 2048    | 513     | 4.0 \( \cdot 10^{-3} \)  | 2488 sec |

Further computational improvement could be easily obtained by parallelizing the transport step. We try this scheme on the test case of the previous section. The space and velocity steps are progressively refined with a fixed time step. On Table 1, we report the duration of the computation as well as the errors between the computed and analytic solutions in absolute norm. The latter is obtained on a Dell Latitude 5490 laptop with an 8th gen Intel Core i7 CPU. We observe experimental convergence. Concerning the computational effort, the computation time on the \( 1024 \times 513 \) mesh with the semi-Lagrangian version of the scheme is of the same order than the computation time of the original Eulerian scheme on a \( 128 \times 64 \) mesh. The structural properties (conservation of mass, long-time behavior, heavy-tails ...) are also preserved by the semi-Lagrangian scheme as in the previous numerical experiments. We do not report it here for conciseness.

**Acknowledgements**

Maxime Herda thanks the LabEx CEMPI (ANR-11-LABX-0007-01). Isabelle Tristani thanks the ANR EFI: ANR-17-CE40-0030 and the ANR SALVE: ANR-19-CE40-0004 for their support.

This work is part of a collaborative research project that was initiated for the Junior Trimester Program in Kinetic Theory at the Hausdorff Research Institute for Mathematics in Bonn. Part of the work was carried out during the time spent at the institute. The authors are grateful for this opportunity and warmly acknowledge the HIM for the financial support and the hospitality they benefited during their stay.

**Appendix A. Estimates on the Continuous and Discrete Local Equilibrium**

**A.1. Bounds on \( \mu_\alpha \) and its derivatives.** In this section, we provide some estimates on the stable density \( \mu_\alpha \). The results of this section are not new but are scattered among the existing literature [25, 16, 42]. We gather them here.

As \( \mu_\alpha \) is defined in (1.3) by an oscillatory integral, it is not easy to derive pointwise estimates. For that purpose another representation formula is more appropriate. It reads

\[
\mu_\alpha (v) = \int_\mathbb{R} \frac{1}{(4\pi u)^{d/2}} \exp \left( -\frac{|v|^2}{4u} \right) \eta_\alpha,\alpha^{-1}(u) \, du ,
\]

where \( \eta_\alpha,\alpha^{-1}(u) \) is a probability density which is characterized by its Laplace transform

\[
\int_0^\infty e^{-\lambda u} \eta_\alpha,\alpha^{-1}(u) \, du = e^{-\lambda^{\alpha/2}} , \quad \forall \lambda \geq 0.
\]
The formula (A.1) is obtained by taking $t = \alpha^{-1}$ and $\lambda = |\xi|^2$, for $\xi \in \mathbb{R}^d$ in (A.2) and applying the inverse Fourier transform. The density $\eta_{\alpha,t}$ has the following properties.

**Proposition A.1.** Let $\alpha \in (0,2)$ and $t > 0$. The density $\eta_{\alpha,t}$ is smooth and uniquely defined by (A.2). For any $\mu, u > 0$, one has the scaling property
\begin{equation}
\eta_{\alpha,t}(u) = \mu^2 \eta_{\alpha,\mu \mu^2 u}.
\end{equation}
Moreover, there are positive constants $c_1, c_2$ and $c_3$ depending only on $\alpha$ such that
\begin{equation}
\lim_{u \to \infty} \eta_{\alpha,1}(u) u^{1+\frac{\alpha}{2}} = c_1
\end{equation}
and
\begin{equation}
\lim_{u \to 0} \eta_{\alpha,1}(u) u^{\frac{-\alpha}{2}} \exp \left( c_2 u^{\frac{-\alpha}{2}} \right) = c_3.
\end{equation}

**Proof.** Using the inverse Laplace transform (or Bromwich transform) one has that
\begin{equation}
\eta_{\alpha,t}(u) = \frac{1}{2i \pi} \int_{b+i \mathbb{R}} e^{u \lambda - t \lambda^{\alpha/2}} d\lambda, \quad t > 0, \; u \in (0, \infty)
\end{equation}
where $b > 0$ is arbitrary and $\lambda \to \lambda^{\alpha/2}$ is the analytic continuation of its real counterpart on $\mathbb{C}\setminus(-\infty,0]$.

The scaling property is easily obtained from (A.2).

It follows from [16, Theorem 37.1] that the series expansion $\exp(-\lambda^{\alpha/2}) = \sum_{n=0}^{\infty} (-1)^n \lambda^{n\alpha/2}/n!$ yields the asymptotic expansion
\begin{equation}
\eta_{\alpha,1}(u) \approx u^{-\alpha} \frac{\alpha}{2\Gamma(1 - \frac{\alpha}{2})} u^{\frac{\alpha}{2} + 1}
\end{equation}
since $\Gamma(-\alpha/2) = -2\Gamma(1 - \alpha/2)/\alpha$.

Finally, for the asymptotic expansion at $u \to 0$, one can use (A.6) with $b = (\frac{\alpha}{2\pi})^{2/(2-\alpha)}$ to write after a change of variable
\begin{equation}
\eta_{\alpha,1}(u) = \frac{1}{2i \pi} \left( \frac{\alpha}{2\pi} \right)^{\frac{\alpha}{2} - 1} \int_{1+i\mathbb{R}} e^{\phi_{\alpha,u}(\lambda)} d\lambda
\end{equation}
where $\phi_{\alpha,u}(\lambda) = (\alpha/2)^{\frac{\alpha}{2 - \alpha}} u^{\frac{\alpha}{2 - \alpha}} (\lambda - 2\lambda^{\alpha/2}/\alpha)$. Then, one uses the saddle point approximation and obtains an equivalent of the integral when $u \to 0$ by replacing $\phi_{\alpha,u}(1 + i\tau)$ by its equivalent when $\tau \to 0$.

It shows (A.5) (see [25, Lemma 1] for the expressions of $c_2$ and $c_3$).

**Proposition A.2.** The stable density $\mu_\alpha$ satisfies
\begin{equation}
C_1^{-1} \leq \langle |v|^{d+\alpha} + 1 \rangle \mu_\alpha(v) \leq C_1,
\end{equation}
\begin{equation}
C_2^{-1} |v_1| \leq \langle |v|^{2+d+\alpha} + 1 \rangle c_{v_1} \mu_\alpha(v) \sgn(-v_1) \leq C_2 |v_1|,
\end{equation}
and
\begin{equation}
\langle |v|^{n+d+\alpha} + 1 \rangle c_{v_1 \ldots v_n} \mu_\alpha(v) \leq C_3,
\end{equation}
for all $v \in \mathbb{R}^d$ for some positive constants $C_1, C_2$ depending only on $\alpha$ and $d$ and $C_3$ depending additionally on $n$.

**Proof.** We shall use the asymptotic bounds on $\eta_{\alpha,\alpha^{-1}}$ in order to obtain the bounds on $\mu_\alpha$ and its derivatives. Let us define, for $\beta > 0$,
\begin{equation}
\nu_{\alpha,\beta}(v) = \int_0^\infty \frac{1}{u^\beta} \exp \left( \frac{|v|^2}{4u} \right) \eta_{\alpha,\alpha^{-1}}(u) du.
\end{equation}
Observe that $\mu_\alpha$ and its derivatives can be easily expressed in terms of $\nu_{\alpha,\beta}$ for appropriate $\beta$. Let us derive upper and lower bounds on this quantity. We know from Proposition A.1 that $\eta_{\alpha,\alpha^{-1}}(u) \leq u^{-1-\alpha/2}$. Using this inequality in the expression of $\nu_{\alpha,\beta}$ yields for $v \neq 0$ that
\begin{equation}
\nu_{\alpha,\beta}(v) \leq \alpha \beta [v]^{-2\beta - \alpha}.
\end{equation}
Concerning the lower bounds, we split the cases of small and large \(|v|\). First, if \(|v| \leq 1\), one has
\[
\nu_{\alpha, \beta}(v) \geq e^{-1/4} \frac{1}{\Gamma(1 + \alpha \beta)} \eta_{\alpha, \alpha - 1}(u), \quad \text{for } |v| \leq 1.
\]
For \(|v| \geq 1\), we use that there is \(u_0(\alpha)\) such that for all \(u \geq u_0(\alpha)\), one has
\[
\eta_{\alpha, \alpha - 1}(u) \geq u^{-1-\alpha/2},
\]
implicating that
\[
\nu_{\alpha, \beta}(v) \geq \alpha, \beta |v|^{-2\beta - \alpha} \int_{u_0(\alpha)}^{\infty} \frac{1}{u^{3+\alpha/2}} \exp \left(-\frac{1}{u}\right) du, \quad \text{for } |v| \geq 1.
\]
Observe that the integral is uniformly bounded from below since \(|v| \geq 1\). By regrouping everything, we have that for some constant \(k(\alpha, \beta)\), one has
\[
0 < k(\alpha, \beta)^{-1} \leq (|v|^{2\beta + \alpha} + 1)\nu_{\alpha, \beta}(v) \leq k(\alpha, \beta).
\]
This bound can be used repeatedly with appropriate exponents \(\beta > 0\) to prove (A.7), (A.8) and (A.9) from the representation formula (A.1).

A.2. Bounds on the discrete equilibrium \(M_j\) and its derivatives. In this subsection, we prove a series of lemmas about decay properties of the equilibrium \(M_j = \mu_j(v_j)\) and its discrete derivatives which directly come from the estimates on the continuous equilibrium \(\mu_0\) and its derivatives stated in Section A.1. We introduce the notation \(\langle \cdot \rangle := (1 + |\cdot|^2)^{1/2}\) and notice that one has \((1 + |\cdot|)/2 \leq \langle \cdot \rangle \leq 1 + |\cdot|\).

In all the results of this subsection and the next one, the multiplicative constants that appear in our estimates are all uniform in \(j \in \mathbb{Z}\) but not in \(m \in \mathbb{Z}\) As already mentioned, they are always uniform in the mesh size \(h\), which has to be taken small in some cases.

Lemma A.3. For any \(j \in \mathbb{Z}\), any \(m \in \mathbb{Z}\), we have:
\[
|\langle D_h M \rangle_j | \leq \frac{1}{\langle h \rangle^{2\alpha}} ~ \text{ and } ~ |\langle D^+_h M \rangle_j | \leq \frac{1}{\langle h \rangle^{3+\alpha}}.
\]

Proof. We only prove the first inequality, the second one is proven exactly in the same way. Using Taylor formula and (A.9) in Proposition A.2, we have:
\[
|\langle D_h M \rangle_j | \leq \int_0^1 \left| \mu_0(h(j + m - 1)h + 2hs) \right| ds \leq \int_0^1 \frac{1}{\langle h(j + m - 1) + 2hs \rangle^{2+\alpha}} ds.
\]
Let \(J_m := 4 + 2|m - 1|\) then for any \(|j| \geq J_m\) and any \(s \in [0, 1]\), \(|j + m - 1 + 2s| \geq |j|/2\). Consequently, for \(|j| \geq J_m\), we get \(|\langle D_h M \rangle_j | \leq \langle h \rangle^{-2-\alpha}\). To conclude, we just remark that for \(|j| \leq J_m\), we have
\[
|\langle D_h M \rangle_j | \leq 1 \leq \langle h \rangle^{-2-\alpha}.
\]

Corollary A.4. For any \(j \in \mathbb{Z}\), any \(m \in \mathbb{Z}\), we have:
\[
|\langle D^+_h M^{1/2} \rangle_j | \leq \frac{1}{\langle h \rangle^{3+\alpha}/2}, \quad |\langle D^+_h M^{-1/2} \rangle_j | \leq \langle h \rangle^{-1+\alpha/2} \quad \text{and} \quad |\langle D^+_h M^{-1} \rangle_j | \leq \langle h \rangle^{-\alpha}.
\]

Proof. We only prove the first estimate, the others are proven exactly in the same way. We write:
\[
\langle D^+_h M^{1/2} \rangle_j = \langle D^+_h M \rangle_j \langle M^{1/2} \rangle_j^{-1},
\]
so that using Lemma A.3 and (A.7) in Proposition A.2, we get
\[
|\langle D^+_h M^{1/2} \rangle_j | \leq \langle h \rangle^{-2-\alpha} \langle h \rangle^{(1+\alpha)/2} \leq \langle h \rangle^{-3-\alpha/2}.
\]

Lemma A.5. For any \(j \in \mathbb{Z}\), any \(m \in \mathbb{Z}\), we have:
\[
|\langle D^+_h M \rangle_j | \leq \frac{1}{\langle h \rangle^{3+\alpha}} \quad \text{ and } \quad \frac{|M_{j+m+1} + M_{j+m-1} - 2M_{j+m}|}{h^2} \leq \frac{1}{\langle h \rangle^{3+\alpha}}.
\]
Proof. The proof is similar to the previous one, indeed, using again Taylor formula and (A.9) in Proposition A.2, we have
\[
|(D^2_p(M)_{j+m})| \leq \int_0^1 (|\mu''_u(h(j + m) + 2hs)| + |\mu''_u(h(j + m) - 2hs)|) \, ds \leq \int_0^1 \left( \frac{1}{\langle h(j + m) + 2hs \rangle^{3+\alpha}} + \frac{1}{\langle h(j + m) - 2hs \rangle^{3+\alpha}} \right) \, ds,
\]
we can thus conclude in the same way. The proof of the second inequality is similar. \qed

Corollary A.6. For any \( j \in \mathbb{Z} \), any \( m \in \mathbb{Z} \), we have:
\[
|(D^2_p(M^{-1})_{j+m})| \leq \langle hj \rangle^{\alpha-1}
\]
and
\[
\left| \frac{1}{h^2} \left( \frac{1}{M_{j+m+1}} + \frac{1}{M_{j+m-1}} - \frac{1}{M_{j+m}} \right) \right| \leq \langle hj \rangle^{\alpha-1}.
\]

Proof. We first write that
\[
(D^2_p(M^{-1})_{j+m}) = \frac{1}{4h^2} \left( 2M_{j+m} - M_{j+m+2} - M_{j+m-2} \right) M_{j+m-2} M_{j+m} + \frac{1}{4h^2} \left( M_{j+m+2} - M_{j+m} + M_{j+m-2} \right) M_{j+m-2} M_{j+m+2}.
\]
The first term is treated thanks to Lemma A.5 and (A.7) in Proposition A.2:
\[
\left| \frac{1}{4h^2} \left( 2M_{j+m} - M_{j+m+2} - M_{j+m-2} \right) M_{j+m-2} M_{j+m} \right| \leq \left( \frac{1}{(hj)^{3+\alpha}} \left(h(j + m - 2)\right)^{1+\alpha} \langle h(j + m) \rangle^{1+\alpha} \right. \leq \left. \langle hj \rangle^{\alpha-1} \right.
\]
The second term is treated similarly using Lemma A.3 and (A.7) in Proposition A.2, we get:
\[
\left| \frac{1}{4h^2} \left( M_{j+m+2} - M_{j+m} + M_{j+m-2} \right) M_{j+m-2} M_{j+m+2} \right| \leq \frac{\langle hj \rangle^{3(1+\alpha)}}{\langle hj \rangle^{2(2+\alpha)}} \leq \langle hj \rangle^{\alpha-1}.
\]
\qed

A.3. Bounds on \((VM)_{j+1/2}\). We give here some decay estimates on \((VM)\) and its derivatives. Notice that those properties do not come straightforwardly from the estimates on the continuous equilibrium \(\mu_\alpha\). Indeed, the formula which gives \((VM)\) in (2.16) corresponds in the continuous case to write that
\[
v \mu_\alpha(v) = \frac{1}{2} \left( \int_{-\infty}^v \langle -\Delta \rangle^{\alpha/2} \mu_\alpha(w) \, dw - \int_v^{+\infty} \langle -\Delta \rangle^{\alpha/2} \mu_\alpha(w) \, dw \right).
\]
This formulation of the operator is not so favorable to get decay estimates as \(|v| \to \infty\). However, using the fact that \(\int_{\mathbb{R}} \langle -\Delta \rangle^{\alpha/2} \mu_\alpha(w) \, dw = 0\), one can remark that
\[
v \mu_\alpha(v) = \int_{-\infty}^v \langle -\Delta \rangle^{\alpha/2} \mu_\alpha(w) \, dw = - \int_v^{+\infty} \langle -\Delta \rangle^{\alpha/2} \mu_\alpha(w) \, dw.
\]
According to the sign of \(v\), we can choose one or another of the two previous equalities and it allows to study the behavior of \(v \mu_\alpha\) at infinity. We use the same type of ideas in what follows to get bounds on \((VM)\) in the discrete framework.

Lemma A.7. There exists \(h_0 > 0\) such that for any \(j \in \mathbb{Z}\), any odd \(m \in \mathbb{Z}\) and any \(h \leq h_0\), we have:
\[
|\langle VM \rangle_{j+\frac{1}{2}}| \leq \frac{1}{\langle hj \rangle^\alpha}.
\]

Proof. Step 0. We introduce the following notations:
\[
\mathcal{S}_1 := \sum_{k \in \mathbb{Z}} \sum_{|l| \leq 1} \sum_{|h| \leq 1} \sum_{|\beta| \leq 1} 2M_k - M_{k+l} - M_{k-l} h^2
\]
\[
\tilde{S}_2 := \sum_{k \in \mathbb{Z}} \sum_{\ell \in \mathbb{Z}^*} \frac{|\beta^h_k|}{|h|^{1+\alpha}} |2M_k - M_{k+\ell} - M_{k-\ell}| h^2
\]
and we are going to prove that \(\tilde{S}_1 + \tilde{S}_2 \leq 1\), which will be useful in the sequel of the proof. In order to bound \(\tilde{S}_1\), we use Taylor formula, Lemma 2.2 and (A.9) in Proposition A.2:

\[
\tilde{S}_1 \leq \sum_{k \in \mathbb{Z}} \sum_{\ell \in \mathbb{Z}^*} \frac{1}{|h|^{1+\alpha/2}} \int_0^1 \left| \mu^\alpha_\alpha(hk + sh\ell) + \mu^\alpha_\alpha(hk - sh\ell) \right| ds \ r^2 h^2 \leq \sum_{k \in \mathbb{Z}} \sum_{\ell \in \mathbb{Z}^*} \frac{1}{|h|^{1+\alpha/2}} \int_0^1 \left( \frac{1}{\langle hk + sh\ell \rangle^{3+\alpha}} + \frac{1}{\langle hk - sh\ell \rangle^{3+\alpha}} \right) ds \ r^2 h^2.
\]

Then, we notice that for \(|h| \leq 1/\sqrt{2}\) and \(s \in [0, 1]\),

\[
1 + |hk \pm sh\ell|^2 \geq 1 + \frac{|hk|^2}{2} - |sh\ell|^2 \geq 1 \left( 1 + |hk|^2 \right)
\]
so that \(\langle hk \pm sh\ell \rangle^{-(3+\alpha)} \leq \langle hk \rangle^{-(3+\alpha)}\). Consequently, we obtain

\[
\tilde{S}_1 \leq \sum_{k \in \mathbb{Z}} \frac{h}{\langle hk \rangle^{3+\alpha}} \sum_{\ell \in \mathbb{Z}^*} \frac{h}{|h|^{1+\alpha/2}} \leq 1.
\]

For \(\tilde{S}_2\), we just use changes of indices in \(k\) and (A.7) in Proposition A.2 after Fubini-Tonelli’s theorem to get:

\[
\tilde{S}_2 \leq \sum_{k \in \mathbb{Z}} \frac{h}{\langle hk \rangle^{1+\alpha}} \sum_{\ell \in \mathbb{Z}^*} \frac{h}{|h|^{1+\alpha/2}} \leq 1.
\]

Thanks to this, we can deduce that

\[
\sum_{k \in \mathbb{Z}} \sum_{\ell \in \mathbb{Z}^*} \beta^h_k \left( 2M_k - M_{k+\ell} - M_{k-\ell} \right) h^2 = 0
\]

(which is the equivalent of \(\int_0^1 (-\Delta)^{\alpha/2} \mu_\alpha(w) dw = 0\) in the continuous case). Indeed, the bounds above on \(\tilde{S}_1\) and \(\tilde{S}_2\) allow us to use Fubini’s theorem. Then, changes of indices in \(k\) give the result.

Coming back to the definition of \((VM)\) in (2.16) and denoting \(j^m_n := j + (m \pm 1)/2\) and using the fact that the mass of \(\Lambda^h_n M\) vanishes, it allows us to write that

\[
(VM)_{j^{m+n}_n} = \frac{1}{2} \sum_{k = \pm 1} \sum_{\ell \in \mathbb{Z}^*} \beta^h_k \left( 2M_k - M_{k+\ell} - M_{k-\ell} \right) h^2
\]
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\[
= -\frac{1}{2} \sum_{k = \pm 1} \sum_{j^m_n, \ell \in \mathbb{Z}^*} \beta^h_k \left( 2M_k - M_{k+\ell} - M_{k-\ell} \right) h^2.
\]

In the forthcoming analysis, the idea is then to use either one of these formulas according to the sign of \(j^m_n\) for large \(|j|\). More precisely, we will use the first equality when \(j^m_n < 0\) i.e. \(j \leq -(m + 1)/2\) and the second one when \(j^m_n > 0\) i.e. \(j \geq -(m + 1)/2 + 1\). The two cases being handled exactly in the same way, in what follows, we only treat the case \(j^m_n > 0\).

**Step 1.** Let \(J_m := 4 + |m + 1|\). In this part, we consider \(j \in \mathbb{Z}\) such that \(|j| \leq J_m\). In order to prove the wanted bound on \((VM)_{j^{m+n}_n}\), it is actually enough to prove that \((VM)_{j^{m+n}_n}\) is bounded. But using the definition of \((VM)\) in (2.16), we directly have for any \(|j| \leq J_m\):

\[
|(VM)_{j^{m+n}_n}| \leq \tilde{S}_1 + \tilde{S}_2 \leq 1 \leq \frac{1}{\langle j \rangle^\alpha}.
\]
Step 2. Consider now $|j| \geq J_m$. We first split $(VM)_{j+m/2}$ into two parts:

$$(VM)_{j+m/2} = \frac{1}{2} \sum_{k \geq j_m^+} \sum_{|\ell| \leq 1/\sqrt{2}} \beta^b_k (2M_k - M_{k+\ell} - M_{k-\ell}) h^2$$

$$- \frac{1}{2} \sum_{k \geq j_m^+} \sum_{|\ell| > 1/\sqrt{2}} \beta^b_k (2M_k - M_{k+\ell} - M_{k-\ell}) h^2 =: S^1_{j,m} + S^2_{j,m}.$$ 

To estimate $S^1_{j,m}$, we use the same method as in Step 0 to bound $\tilde{S}_1$ and we obtain:

$$|S^1_{j,m}| \leq \sum_{k \geq j_m^+} \frac{h}{\langle hj \rangle^{1+\alpha}} \sum_{|\ell| \leq 1/\sqrt{2}} \frac{h}{|\ell|^{1+\alpha}}.$$ 

Comparing the series in $k$ with an integral and using that $|j| \geq J_m$, we obtain that:

$$|S^1_{j,m}| \lesssim \frac{1}{\langle hj \rangle^{1+\alpha}}.$$ 

To deal with $S^2_{j,m}$, we separate it into two parts:

$$S^2_{j,m} = \frac{1}{2} \sum_{k \geq j_m^+} \sum_{|\ell| > 1/\sqrt{2}} \beta^b_k (2M_k - M_{k+\ell} - M_{k-\ell}) h^2$$

$$- \frac{1}{2} \sum_{k \geq j_m^+} \sum_{|\ell| > 1/\sqrt{2}} \beta^b_k (2M_k - M_{k+\ell} - M_{k-\ell}) h^2 =: S^{21}_{j,m} + S^{22}_{j,m}.$$ 

For the first term $S^{21}_{j,m}$, we use (A.7) in Proposition A.2 and the fact that for $|\ell| \leq j_m^+/2$ and $k \geq j_m^+$, we have $|k \pm \ell| \geq |k|/2$. We obtain:

$$|S^{21}_{j,m}| \lesssim \sum_{k \geq j_m^+} \frac{h}{\langle hk \rangle^{1+\alpha}} \sum_{|\ell| \leq 1/\sqrt{2}} \frac{h}{|\ell|^{1+\alpha}}.$$ 

Once more, using a comparison between series and integrals and the fact that $|j| \geq J_m$, we get that:

$$|S^{21}_{j,m}| \lesssim \frac{1}{\langle hj \rangle^{1+\alpha}}.$$ 

For $S^{22}_{j,m}$, using changes of indices in $k$ and (A.7) in Proposition A.2, we have:

$$|S^{22}_{j,m}| \lesssim \sum_{k \geq j_m^+} \frac{h}{\langle hk \rangle^{1+\alpha}} \sum_{|\ell| > 1/\sqrt{2}} \frac{h}{|\ell|^{1+\alpha}} \lesssim \sum_{|\ell| > 1/\sqrt{2}} \frac{h}{|\ell|^{1+\alpha}}.$$ 

As previously, we can conclude that for any $|j| \geq J_m$,

$$|S^{22}_{j,m}| \lesssim \frac{1}{\langle hj \rangle^{1+\alpha}}.$$ 

We have thus obtained that for $|j| \geq J_m$,

$$|(VM)_{j+m/2}| \lesssim \frac{1}{\langle hj \rangle^{1+\alpha}}.$$ 

Conclusion in the case $j_m^+ > 0$. Step 1 gives us the wanted result for $|j| \leq J_m$ while Step 2 allows us to conclude when $|j| \geq J_m$. □
Lemma A.8. For any \( j \in \mathbb{Z} \) and any odd \( m \in \mathbb{Z} \), we have:

\[
\frac{1}{h} |(VM)_{j+m/2} - (VM)_{j+m/2-1}| \lesssim \frac{1}{(h_j)^{1+\alpha}}.
\]

Proof. In the subsequent proof, we note \( j_m := j + (m - 1)/2 \). Using the definition of \((VM)\) in (2.16), we have:

\[
\frac{1}{h} \left((VM)_{j+m/2} - (VM)_{j+m/2-1}\right) = \frac{1}{4h} \sum_{k \in \mathbb{Z}} \sum_{\ell \in \mathbb{Z}^*} \beta^\ell_k (2M_k - M_{k+\ell} - M_{k-\ell})
\]

\[
= \frac{1}{2} \sum_{\ell \in \mathbb{Z}^*} \beta^\ell_k (2M_{j_m} - M_{j_m+\ell} - M_{j_m-\ell}) h.
\]

As in the proof of Lemma A.7, we separate the analysis of the cases of small and large \( |j| \). Let \( J_m := |m| - 1 \).

Step 1. The proof of the wanted estimate for \( |j| \) follows the Steps 0 and 1 of the proof of Lemma A.7. We consider \( j \in \mathbb{Z} \) such that \( |j| \leq J_m \). Introducing the notations

\[
\hat{S}^1_{j,m} := \sum_{|\ell| \leq 1/\sqrt{2}} \beta^\ell_k |2M_{j_m} - M_{j_m+\ell} - M_{j_m-\ell}| h,
\]

\[
\hat{S}^2_{j,m} := \sum_{|\ell| > 1/\sqrt{2}} \beta^\ell_k |2M_{j_m} - M_{j_m+\ell} - M_{j_m-\ell}| h,
\]

we get:

\[
\frac{1}{h} |(VM)_{j+m/2} - (VM)_{j+m/2-1}| \lesssim \hat{S}^1_{j,m} + \hat{S}^2_{j,m} \lesssim 1 \lesssim \frac{1}{(h_j)^{1+\alpha}}.
\]

Step 2. For \( |j| \geq J_m \), we have \( |j_m| \geq |j|/2 \) so that doing as in the Step 0 of the proof of Lemma A.7, we get:

\[
\hat{S}^1_{j,m} \lesssim \frac{1}{(h_{j_m})^{3+\alpha}} \lesssim \frac{1}{(h_j)^{3+\alpha}}.
\]

Concerning \( \hat{S}^2_{j,m} \), we split it into two parts following ideas of the proof of Lemma A.7:

\[
\hat{S}^2_{j,m} = \sum_{|\ell| > 1/\sqrt{2}} \beta^\ell_k |2M_{j_m} - M_{j_m+\ell} - M_{j_m-\ell}| h
\]

\[
+ \sum_{|\ell| > |j_m|/2} \beta^\ell_k |2M_{j_m} - M_{j_m+\ell} - M_{j_m-\ell}| h =: \hat{S}^{21}_{j,m} + \hat{S}^{22}_{j,m}.
\]

The first part is easily bounded because when \( |\ell| \leq |j_m|/2 \), we have:

\[
|2M_{j_m} - M_{j_m+\ell} - M_{j_m-\ell}| \leq \frac{1}{(h_{j_m})^{1+\alpha}} \lesssim \frac{1}{(h_j)^{1+\alpha}}
\]

where we used that \( |j| \geq J_m \) to write the last inequality, and because

\[
\sum_{|\ell| > 1/\sqrt{2}} |\beta^\ell_k| h \lesssim 1.
\]

For the second one, using that for \( |h\ell| > 1/\sqrt{2} \) and \( |\ell| > |j_m|/2 \), we have

\[
|h\ell|^{1+\alpha} \lesssim \frac{1}{(h\ell)^{1+\alpha}} \lesssim (h_{j_m})^{1+\alpha}.
\]
so that using changes of indices, we get:

\[
S_{j,m} \lesssim M_{j,m} \sum_{|h\ell| > 1/\sqrt{2}} \frac{h}{|h\ell|^{1+\alpha}} + \frac{1}{\langle h_{j,m} \rangle^{1+\alpha}} \sum_{\ell \in \mathbb{Z}} (M_{j,m+\ell} + M_{j,m-\ell}) h
\]

\[
\lesssim \frac{1}{\langle h_{j,m} \rangle^{1+\alpha}} + \frac{1}{\langle h_{j,m} \rangle^{1+\alpha}} \sum_{\ell \in \mathbb{Z}} \frac{h}{\langle h\ell \rangle^{1+\alpha}} \lesssim \frac{1}{\langle h_{j,m} \rangle^{1+\alpha}} \lesssim \frac{1}{\langle h_{j} \rangle^{1+\alpha}} ,
\]

which yields the wanted result. \(\square\)

**Lemma A.9.** There exists \(h_0 > 0\) such that for any \(j \in \mathbb{Z}\), any odd \(m \in \mathbb{Z}\) and any \(h \leq h_0\), we have:

\[
\frac{1}{h^2} \left| (VM)_{j+\frac{q}{2}} - (VM)_{j+\frac{q}{2} - 1} - (VM)_{j+\frac{q}{2} - 2} + (VM)_{j+\frac{q}{2} - 3} \right| \lesssim \frac{1}{\langle h_j \rangle^{2+\alpha}} .
\]

**Proof.** In the subsequent proof, we note \(j_m := j + (m-1)/2\). Using the definition of \((VM)\) in (2.16), we have:

\[
\frac{1}{h^2} \left( (VM)_{j+\frac{q}{2}} - (VM)_{j+\frac{q}{2} - 1} - (VM)_{j+\frac{q}{2} - 2} + (VM)_{j+\frac{q}{2} - 3} \right)
\]

\[
= \frac{1}{h^2} \sum_{\ell \in \mathbb{Z}^* \atop |h\ell| \leq 1/\sqrt{2}} \beta^h_{\ell} \left( (2M_{j,m} - M_{j,m+\ell} - M_{j,m-\ell} - M_{j,m-2+\ell}) h^2 \right)
\]

\[
+ \frac{1}{h^2} \sum_{\ell \in \mathbb{Z}^* \atop |h\ell| \leq 1/\sqrt{2}} \beta^h_{\ell} \left( (M_{j,m} - M_{j,m+\ell} - M_{j,m-\ell} - M_{j,m-2+\ell}) h^2 \right) =: S_{j,m}^1 + S_{j,m}^2 .
\]

To deal with \(S_{j,m}^1\), we first notice that

\[
S_{j,m}^1 = \frac{1}{2h^2} \sum_{\ell \in \mathbb{Z}^* \atop |h\ell| \leq 1/\sqrt{2}} \beta^h_{\ell} \left( (2M_{j,m} - M_{j,m+\ell} - M_{j,m-\ell}) \right) h^2 .
\]

We use Taylor formula to write:

\[
|S_{j,m}^1| \lesssim \sum_{\ell \in \mathbb{Z}^* \atop |h\ell| \leq 1/\sqrt{2}} \beta^h_{\ell} \int_0^1 \left| \mu'_{\alpha}(hj_m + sht) - \mu''_{\alpha}(hj_m - 2 + sht) \right| ds |h\ell|^2 .
\]

Using once more Taylor formula, Lemma 2.2 and (A.9) in Proposition A.2, we obtain:

\[
|S_{j,m}^1| \lesssim \sum_{\ell \in \mathbb{Z}^* \atop |h\ell| \leq 1/\sqrt{2}} \beta^h_{\ell} \int_0^1 \int_0^2 \left| \mu'''_{\alpha}(h(j_m - 2) + sht + h\ell) \right| dt ds |h\ell|^2 dt .
\]

At this point defining \(J_m := 8 + |m-1|\), we see that if \(|j| \leq J_m\), we directly have:

\[
|S_{j,m}^1| \lesssim 1 \lesssim \frac{1}{\langle h_j \rangle^{2+\alpha}} .
\]

If \(|j| \geq J_m\), then one can show that for \(s \in [0,1]\), \(t \in [0,2]\) and \(|h\ell| \leq 1/\sqrt{2}\), we have:

\[
\frac{1}{\langle h(j_m - 2) + sht + h\ell \rangle^{1+\alpha}} \lesssim \frac{1}{\langle h_j \rangle^{1+\alpha}} ,
\]

which provides the wanted estimate for \(S_{j,m}^1\) for large \(|j|\). We thus have obtained that for any \(j\),

(A.11)

\[
|S_{j,m}^1| \lesssim \frac{1}{\langle h_j \rangle^{2+\alpha}} .
\]
We now come to the analysis of $S_{j,m}^{2}$ and define

\[ S_{j,m}^{21} := \frac{1}{2h^2} \sum_{|\ell| > 1/\sqrt{2}} \beta_{\ell}^h (M_{j,m} - M_{j,m-2}) h^2, \]

\[ S_{j,m}^{22} := \frac{1}{2h^2} \sum_{|\ell| > 1/\sqrt{2}} \beta_{\ell}^h (M_{j,m+\ell} - M_{j,m+\ell-2}) h^2. \]

Using Taylor formula, Lemma 2.2 and (A.9) in Proposition A.2, we have:

\[ |S_{j,m}^{21}| \lesssim \sum_{|\ell| > 1/\sqrt{2}} \frac{1}{|\ell|^{1+\alpha}} \int_0^2 |\mu'_\alpha(h(j_m - 2) + sh)| \, ds \]

\[ \lesssim \sum_{|\ell| > 1/\sqrt{2}} \frac{1}{|\ell|^{1+\alpha}} \int_0^2 \frac{1}{(h(j_m - 2) + sh)^{2+\alpha}} \, ds. \]

Recalling that $J_m = 8 + |m - 1|$ and separating the cases $|j| \leq J_m$ and $|j| \geq J_m$, as previously, we obtain the wanted estimate: for any $j$, we have

\[ |S_{j,m}^{21}| \lesssim \frac{1}{\langle hj \rangle^{2+\alpha}}. \tag{A.12} \]

The analysis of $S_{j,m}^{22}$ is trickier and requires more attention. We first separate it into two parts: noting $N = N(j, m, h) := \max \{1/(\sqrt{2}h), |j_m/2|\} + 1$,

\[ S_{j,m}^{22} = \frac{1}{2} \sum_{|\ell| \leq |j_m/2|/\sqrt{2}} \beta_{\ell}^h (M_{j,m+\ell} - M_{j,m+\ell-2}) + \frac{1}{2} \sum_{|\ell| \geq N} \beta_{\ell}^h (M_{j,m+\ell} - M_{j,m+\ell-2}) \]

\[ =: S_{j,m}^{221} + S_{j,m}^{222}. \]

The first part is simply treated thanks to Taylor formula, Lemma 2.2 and (A.9) in Proposition A.2:

\[ |S_{j,m}^{221}| \lesssim \sum_{|\ell| \leq |j_m/2|/\sqrt{2}} \frac{1}{|\ell|^{1+\alpha}} \int_0^2 \frac{1}{(h(j_m + \ell - 2) + h\delta)^{2+\alpha}} \, ds. \]

We note $\tilde{J}_m := 16 + |m - 1|$, then separating the cases $|j| \leq \tilde{J}_m$ and $|j| \geq \tilde{J}_m$ (similarly as what we did for $S_{j,m}^{21}$) and using that $|\ell| \leq |j_m/2|$, we get that for any $j$:

\[ |S_{j,m}^{221}| \lesssim \frac{1}{\langle hj \rangle^{2+\alpha}}. \tag{A.13} \]

It remains to deal with the most complicated part $S_{j,m}^{222}$. We first perform an integration by parts:

\[ 2S_{j,m}^{22} = \sum_{|\ell| \geq N} M_{j,m+\ell} (\beta_{\ell}^h - \beta_{\ell+2}^h) \]

\[ + \beta_{N}^h (M_{j,m-N} - M_{j,m+N-2}) - \beta_{N+1}^h (M_{j,m-N-1} - M_{j,m+N-1}) \]

where we used that $\beta_{-\ell}^h = \beta_{-\ell}^h$ for any $j \in \mathbb{Z}$ to rewrite the last two terms, on which we will first concentrate. If $|j| \leq \tilde{J}_m$, using Lemma 2.2 and (A.7) in Proposition A.2, we directly have:

\[ |\beta_{N}^h (M_{j,m-N} - M_{j,m+N-2})| \lesssim 1 \lesssim \frac{1}{\langle hj \rangle^{2+\alpha}}. \]
where we used that $hN \geq 1$ to bound $|hN|^{-1-\alpha}$ by 1. On the other hand, if $|j| \geq \tilde{J}_m$, using Taylor formula, Lemma 2.2 and (A.9) in Proposition A.2, we have:

$$\tag{A.15} \left| \beta^h_N(M_{j_m} - M_{j_m+1}) \right| \leq \frac{h}{(hN)^{1+\alpha}} \int_0^{2(N-1)} \frac{1}{\langle h(j_m - N + s) \rangle^{2+\alpha}} ds,$$

where we used that $hN \geq 1$ to bound $|hN|^{-1-\alpha}$ by $\langle hN \rangle^{-1-\alpha}$.

Let us first suppose that $N = \lfloor 1/(\sqrt{2}) \rfloor + 1$, then for $h$ small enough, $N \leq 1/h$. Then, since $N \geq |j_m|/2$, we have:

$$\left| \beta^h_N(M_{j_m} - M_{j_m+1}) \right| \leq \frac{h}{(hj_m)^{1+\alpha}} \int_0^{2(N-1)} \frac{1}{\langle h(j_m - N + s) \rangle^{2+\alpha}} ds.$$

Moreover, using Peetre's inequality and the fact that for $s \in [0, 2(N-1)]$, $|s-N| \leq N$, we get:

$$\left| \beta^h_N(M_{j_m} - M_{j_m+1}) \right| \leq \frac{1}{(hj_m)^{2+\alpha}} 2h(N-1) \langle hN \rangle \leq \frac{1}{(hj_m)^{2+\alpha}} \leq \frac{1}{(hj)^{2+\alpha}},$$

since $hN \leq 1$ and $|j| \geq \tilde{J}_m$.

We now suppose that $N = \lfloor |j_m|/2 \rfloor + 1 \in \lfloor |j_m|/2 \rfloor + 1$. We come back to (A.15) and notice that for $s \in [0, 2(N-1)]$ and $|j| \geq \tilde{J}_m$, we have:

$$\frac{1}{(h(j_m - N + s))^{2+\alpha}} \leq \frac{1}{(hj_m)^{2+\alpha}},$$

so that

$$\left| \beta^h_N(M_{j_m} - M_{j_m+1}) \right| \leq \frac{1}{(hj_m)^{2+\alpha}} \frac{1}{(hj_m)^{2+\alpha}} \frac{1}{(hj_m)^{2+\alpha}} \leq \frac{1}{(hj)^{2+2\alpha}}.$$

In the end, we have obtained that for any $j$:

$$\tag{A.16} \left| \beta^h_N(M_{j_m} - M_{j_m+1}) \right| \leq \frac{1}{(hj)^{2+\alpha}}.$$

Exactly in the same way, we can also prove that for any $j$, we have:

$$\tag{A.17} \left| \beta^h_{N+1}(M_{j_m} - M_{j_m+1}) \right| \leq \frac{1}{(hj)^{2+\alpha}}.$$

Coming back to (A.14), it remains to deal with the first two sums. We are first going to give an estimate of $\beta^h_{\ell+2} - \beta^h_{\ell}$ for any $\ell \geq N$. Notice that $N \geq 1/(\sqrt{2}h)$ so that for $h$ small enough, we have $N \geq 2$. We can thus use the definitions of $\beta^h_{\ell}$ given in (2.4) and (2.5). Let us restrict to the case where $\ell$ is even, the case where $\ell$ is odd is handled similarly. If $\ell$ is even, using Taylor formula, we have:

$$\left| \beta^h_{\ell+2} - \beta^h_{\ell} \right| = \frac{C_{1,\alpha}}{h^{1+\alpha}} \left| \int_0^1 (1-t^2) \int_0^2 \left( \varphi_{\alpha}^{(4)}(\ell + t + s) + \varphi_{\alpha}^{(4)}(\ell - t + s) \right) ds dt \right|.$$

Recalling that $\varphi_{\alpha}^{(3)}(t) = t^{-1-\alpha}$, we deduce that

$$\tag{A.18} \left| \beta^h_{\ell+2} - \beta^h_{\ell} \right| \leq h \int_0^1 \int_0^2 \left( \frac{1}{(h(\ell + t + s))^{2+\alpha}} + \frac{1}{(h(\ell - t + s))^{2+\alpha}} \right) ds dt.$$

Consider $|j| \leq \tilde{J}_m$. Since $\ell \geq N \geq 1/(\sqrt{2}h)$, for any $t \in [0, 1]$, $s \in [0, 2]$, for $h$ small enough, we have:

$$|h(\ell \pm t + s)| \geq 1/\sqrt{2} - 4h \geq 1$$

so that

$$\tag{A.19} \left| \beta^h_{\ell+2} - \beta^h_{\ell} \right| \leq h.$$
Using (2.5), we can prove that this estimate also holds when $\ell$ is odd. Then, from (A.19), we deduce that
\[
\left| \sum_{\ell \in \mathbb{N}} M_{j_m+\ell}(\beta^h_\ell - \beta^h_{\ell+2}) \right| \leq \sum_{\ell \in \mathbb{N}} M_{j_m+\ell} h \leq \sum_{\ell \in \mathbb{Z}} \left( \frac{h}{\langle \beta^h_{\ell+2} \rangle} \right)^{1+\alpha} \leq 1 \leq \frac{1}{\langle h_j \rangle^{2+\alpha}}.
\]
Consider now $|j| \geq J_m$. Then, since $N \geq \frac{|j_m|}{2}$, for $\ell \geq N$, for any $s \in [0,2]$ and $t \in [0,1]$, we have:
\[
|\ell + t + s| \geq |\ell|.
\]
Coming back to (A.18), we thus have that
\[
\left| \beta^h_{\ell+2} - \beta^h_{\ell} \right| \leq \frac{h}{\langle h_N \rangle^{2+\alpha}} \leq \frac{h}{\langle h_j \rangle^{2+\alpha}}
\]
where we used that $|h\ell| \geq hN \geq 1$ so that $|h\ell|^{-2-\alpha} \leq \langle h\ell \rangle^{-2-\alpha}$ and $|\ell| \geq N \geq |j_m| \geq |j|$ because $|j| \geq J_m$. Using (2.5), we can prove that this estimate also holds when $\ell$ is odd. Then, from (A.20), we deduce that
\[
\left| \sum_{\ell \in \mathbb{N}} M_{j_m+\ell}(\beta^h_\ell - \beta^h_{\ell+2}) \right| \leq \frac{1}{\langle h_j \rangle^{2+\alpha}} \sum_{\ell \in \mathbb{Z}} \frac{h}{\langle h\ell \rangle^{1+\alpha}} \leq \frac{1}{\langle h_j \rangle^{2+\alpha}}.
\]
Similarly, we can prove that
\[
\left| \sum_{\ell \in \mathbb{N}} M_{j_m+\ell}(\beta^h_\ell - \beta^h_{\ell+2}) \right| \leq \frac{1}{\langle h_j \rangle^{2+\alpha}}.
\]
Coming back to (A.14), gathering (A.16)-(A.17) and (A.21)-(A.22), we can conclude that for any $j$:
\[
\left| S^j_{22} \right| \leq \frac{1}{\langle h_j \rangle^{2+\alpha}}.
\]
Estimates (A.13) and (A.23) give the wanted result for $S^j_{22}$, for any $j$, we have:
\[
\left| S^j_{22} \right| \leq \frac{1}{\langle h_j \rangle^{2+\alpha}}.
\]
The bounds obtained in (A.11), (A.12) and (A.24) yield the final result.

\[\Box\]
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