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Abstract: A new procedure, based on measurement of intake CO\textsubscript{2} concentration and ambient humidity was developed and assessed in this study for different diesel engines in order to evaluate the oxygen concentration in the intake manifold. Steady-state and transient datasets were used for this purpose. The method is very fast to implement since it does not require any tuning procedure and it involves just one engine-related input quantity. Moreover, its accuracy is very high since it was found that the absolute error between the measured and predicted intake O\textsubscript{2} levels is in the ±0.15\% range. The method was applied to verify the performance of a previously developed NO\textsubscript{x} model under transient operating conditions. This model had previously been adopted by the authors during the IMPERIUM H2020 EU project to set up a model-based controller for a heavy-duty diesel engine. The performance of the NO\textsubscript{x} model was evaluated considering two cases in which the intake O\textsubscript{2} concentration is either derived from engine-control unit sub-models or from the newly developed method. It was found that a significant improvement in NO\textsubscript{x} model accuracy is obtained in the latter case, and this allowed the previously developed NO\textsubscript{x} model to be further validated under transient operating conditions.
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1. Introduction

Among the different techniques that are currently being investigated to improve the performance and reduce the environmental impact of the transport sector, the model-based control methodology represents an area of interest for both industry and academia. This interest can be confirmed by several studies that have recently been reported in the literature. Some examples are provided in [1–6], in which the authors show the advantages of model-based control for several applications, including vehicle speed management, hybrid powertrain energy management and engine management. In [1], the authors proposed a dynamic programming-based optimal speed-planning algorithm for heavy-duty vehicles based on V2X (vehicle-to-everything) communication and look-ahead function. In [2], the authors proposed a predictive driver-coaching system for fuel-economy driving in hybrid electric trucks based on upcoming static-map and dynamic traffic data. In [3], the authors described a hierarchical-model predictive-control framework that can be used to coordinate the power split and the thermal management of the exhaust in diesel hybrid electric vehicles, with the aim of reducing fuel consumption and optimizing the exhaust temperature. In [4], the authors applied a model-based technique to identify the optimal combustion parameters for an 8.42 L diesel engine by exploiting artificial neural networks and polynomial functions. In [5], the authors proposed a real-time physics-based combustion model for diesel combustion to predict the heat release rate, for model-based control purposes. Finally, in [6], the authors conducted a thorough review of model predictive control methodologies and techniques.
control applications for internal combustion engines and included a discussion on future directions.

Interest in model-based control can also be confirmed by considering the research efforts that have recently been made within such research projects as EU H2020 IMPERIUM, a three-year collaborative project that had the goal of achieving a reduction in the consumption of fuel and urea of about 20% in heavy-duty trucks. The consortium, which was composed of several academia and industry partners [7,8], achieved these results by adopting the following techniques:

1. Direct optimization of the control strategy for the main powertrain components (e.g., engine, transmission) to maximize their performance.
2. Development of a model-based global powertrain energy-manager supervisor (EMS), which coordinates the different energy sources and optimizes their utilization, according to the current driving situation.
3. A more comprehensive understanding of the mission (e.g., eHorizon, mission-based learning) to enable long-term optimization strategies.

In this context, the authors developed a combustion controller that is able to realize specific torque and engine-out nitrogen oxide (NOx) emission targets, as requested by the EMS in real-time, by acting on the injected fuel quantity and on the start of injection of the main pulse [9,10]. The activity was carried out on an 11L heavy-duty diesel engine prototype, which was installed on a vehicle demonstrator.

The developed controller is based on a physics-based 0D combustion model [9] that is capable of simulating the heat release rate, the in-cylinder pressure and the NOx emission formation inside the combustion chamber using a semi-empirical approach [11]. The model was used as a virtual sensor within a control loop to iteratively explore several combinations of the control variables until the predicted torque and NOx emission values were in line with the targets required by the EMS.

The combustion controller was developed and assessed at the test bench during the project [9] and on the vehicle demonstrator on public roads [10].

The controller showed a very good potential for controlling the engine torque under both steady-state and transient conditions. Moreover, the controller was effective in achieving the desired NOx emission targets when the cumulative emissions over transients were considered but was less effective in achieving the desired instantaneous NOx targets, especially for operating conditions in which exhaust gas recirculation (EGR) was adopted [10]. It was speculated, in [10], that the potential sources of errors could be due to either excessive simplifications of the model (such as disregarding the transient thermal effects of the engine) or to inaccuracies of some of the input quantities that were provided to the controller by the engine control unit (ECU), considering that prototypal hardware and software were adopted.

The aim of this study was to verify the latter aspect, in particular concerning the estimation of the oxygen concentration in the intake manifold, which is one of the parameters with the greatest influence on NOx formation [11] and which is therefore a key input variable for the NOx controller in terms of prediction accuracy.

It should be pointed out that the intake O\textsubscript{2} level that was used by the controller as input in the IMPERIUM project was not derived from a sensor, as none was available, but was estimated on the basis of the EGR rate that was provided by the engine control unit (ECU) through its internal sub-models. One of the main objectives of the present study has thus been to investigate the potential improvement of the performance of the previously developed NOx model, which can be obtained when a reliable intake O\textsubscript{2} concentration is provided as input. This allowed the NOx model to be further validated, especially under transient operating conditions.

Since the intake O\textsubscript{2} level was not measured during the transient tests acquired in the IMPERIUM project, and only the experimental intake CO\textsubscript{2} concentration was available, a new procedure was herein developed to derive the former quantity from the latter and from the measured ambient humidity.
1.1. Intake $O_2$ Estimation: State of the Art and Advantages of the Proposed Procedure

Several studies conducted to estimate the intake $O_2$ concentration in internal combustion engines have been reported.

In [12,13], the authors evaluated the intake $O_2$ concentration by correlating it with the ratio between the EGR rate and the relative air-to-fuel ratio and then exploited this correlation to develop an improved air-path controller. In [14], the authors estimated the EGR rate considering the position of the EGR valve and the pressure drop across the valve and then obtained the intake $O_2$ concentration through the use of a similar correlation to that reported in [12,13]. Alternative methods to estimate the intake oxygen concentration are based on physics-based or artificial intelligence models [15–21]. In [15], the authors proposed a nonlinear output error model based on artificial neural networks and applied it to a turbocharged diesel engine. In [16], the authors designed and implemented a Luenberger-style nonlinear observer to estimate the intake $O_2$ mass fraction in a 2.0 L turbo-charged direct-injected gasoline engine. In [17], the authors presented a mean-value modeling approach for a turbocharged light-duty diesel engine. This method can be used to estimate the intake $O_2$ concentration on the basis of the intake manifold pressure and air flow rate measurements, as well as the exhaust $O_2$ level. In [18], the authors developed a supervisory model predictive control approach to manage the air path system of a diesel engine under multi-mode operating conditions, where the intake $O_2$ concentration is modeled and controlled together with the air mass flow rate, the $O_2$ concentration at the compressor inlet and the pressure drop across the air throttle valve. In [19], the authors proposed a dynamic correction state with extended Kalman filter to improve the performance of intake $O_2$ estimation methods based on EGR orifice valve modeling. In [20], the authors presented an estimation algorithm based on a first-order linear dynamic model with time varying coefficients in which the necessary input quantities are the boost pressure, the fueling rate, the engine speed and the EGR valve lift. In [21], the authors modeled the in-cylinder oxygen concentration as a function of the ignition delay, which can be obtained by means of the measured in-cylinder pressure, and they applied a Kalman filter to fuse the previous results from the conventional dynamic model with those of the virtual measurements. Finally, in [22], the authors reported a very accurate procedure to estimate the intake $O_2$ concentration, which was obtained by using a detailed combustion reaction that requires the measurement of all the main chemical species at the engine exhaust, together with the intake $CO_2$ concentration, as input.

From the previous papers, it emerges that some methods (i.e., [12–14]) correlate the intake $O_2$ concentration with the ratio between the EGR rate and the relative air-to-fuel ratio. Although this correlation is very accurate, a precise estimation of the EGR rate, which may not be easily achievable, especially under transient conditions, is still needed. The EGR rate, in general, is estimated by means of orifice valve models [14], which may be affected by high uncertainties, especially under transient operating conditions [19]. An accurate estimation of the EGR rate requires the simultaneous measurement of the intake and exhaust $CO_2$ concentrations [22], but this would result in the need to use three input variables to evaluate the intake $O_2$ level (i.e., the intake/exhaust $CO_2$ concentrations and the relative air-to-fuel ratio), with the consequent arising of possible issues related to the time misalignment of the acquired signals, especially under transient operation conditions, as well as the combined uncertainty.

With reference to alternative methods based on physics-based or artificial intelligence models (i.e., [15–21]), they generally require a training procedure on a set of experimental data and may be thus subject to inaccuracies related to variances in the input variables since they generally require more than one input quantity.

Finally, accurate methods, such as that reported in [22], require the measurement of all the main chemical species in the exhaust gases, and this makes it necessary to install a dedicated exhaust gas analyzer.

The procedure developed in this study is instead based on a physics-based approach that requires the use of a single engine-related input quantity (i.e., the intake $CO_2$ concen-
tration), together with the ambient humidity (which, however, remains quite stable over time). This makes the intake O\textsubscript{2} estimation very robust not only at steady-state conditions but also in transient operation. Moreover, the developed procedure does not require any calibration phase, which makes it easy and robust to implement.

Another advantage of the proposed method is that it allows for a reliable estimation of the intake O\textsubscript{2} concentration to be obtained without the need to install a dedicated sensor at the test bench and using only the measurement of the intake CO\textsubscript{2} concentration and of the ambient humidity, which are commonly acquired for diesel engine testing.

1.2. Summary on the Combustion Controller and Its Performance

A short description of the combustion model and of the combustion controller that was developed during the IMPERIUM project is reported in this section for the sake of clarity. The schematic of the combustion model is represented in Figure 1.

As can be seen from the schematic, the model first evaluates the chemical energy released by the fuel (Q\textsubscript{ch}) on the basis of the accumulated fuel mass (AFM) approach [23–27] and subsequently evaluates the net heat release (Q\textsubscript{net}) on the basis of the estimation of the heat transfer to the wall by means of a dedicated sub-model.

The net heat release is then used as input for the pressure model, which is able to reconstruct the pressure evolution inside the combustion chamber over the entire engine cycle. The in-cylinder pressure is set equal to the manifold pressure during the intake and exhaust strokes, and a polytropic evolution is adopted during the compression and expansion phases, while the pressure evolution is evaluated during the combustion phase using the net heat release as input and applying the first law of thermodynamics [28].

Once the pressure trace has been obtained, the indicated mean effective pressure (IMEP\textsubscript{n}) is evaluated by integrating the previous quantity over the engine cycle. The pumping losses and the friction losses are then estimated using semi-empirical models (the Chen-Flynn model is adopted for the friction losses [29]), and this allows the brake mean effective pressure (BMEP) to be evaluated, as well as the engine torque.

At this point, the main combustion metrics and parameters, such as the crank angle, at which 50% of fuel mass has burnt (MFB50), and the peak firing pressure (PFP), can be extracted.

The main tuning parameters of the model are derived from correlations, the inputs of which (such as boost pressure, intake temperature, engine speed, etc.) are selected to be representative of the current engine working conditions.

The semi-empirical approach described in [9,11] was adopted for NOx estimation. This model is based on the evaluation of the deviations of NOx emissions with respect to
the nominal engine-calibration map values as a function of the deviations of the intake oxygen concentration and MFB50. This approach assumes that NOx formation is closely correlated with combustion phasing, which affects the temperatures of the burned gases, and with intake O2 concentration [11,30].

The model was first calibrated and assessed in [9] and was then integrated in a control loop in order to set up a combustion controller that is capable of achieving the desired torque and engine-out NOx emission targets in real time. A conceptual schematic of the controller is reported in Figure 2.

![Figure 2. Schematic of the controller developed during the IMPERIUM project.](image)

The loop uses the real-time combustion model as a virtual sensor that predicts the actual values of IMEP and engine-out NOx in real time on the basis of the main engine variables, which are provided as input, and then compares the results of the simulation with the required targets. The errors between the values estimated by the model and the targets (i.e., IMEP, NOx) are then used to correct the values of the control variables (i.e., qf,inj, SOI main), and the iterative loop stops when the errors fall below the defined threshold values (εIMEP, εNOx). When the errors are smaller than the thresholds, the calculated values of the control variables are sent to the ECU to be actuated on the real engine.

The controller was assessed at the test bench using the ETAS ES910 rapid prototyping device to evaluate its capability of achieving the targets. Several ramps were performed during the testing phase in which the NOx target was varied by a certain percentage with respect to the nominal value in order to evaluate the capability of the controller to reduce/increase NOx levels in real time while satisfying, at the same time, the torque target.

It was found that the controller was able to achieve the torque targets and to increase/decrease the emitted NOx levels when different targets were set (e.g., ±20% with respect to the nominal value), especially when cumulative emissions were considered. However, as previously stated, the controller was less effective in achieving the desired instantaneous NOx targets, especially when EGR was adopted in the engine. Since the EGR rate is an input quantity that is required by the controller to derive the intake O2 concentration, which, in turn, is needed by the NOx model, it was speculated that the observed lack of accuracy in the NOx control could be ascribed to an inaccurate EGR estimation.

Unfortunately, only the intake CO2 measurement was available in the performed transient tests, and this could not be used to derive the “experimental” EGR rate to verify this effect. Therefore, a new procedure based on the measured intake CO2 concentration and ambient humidity was developed in this paper to estimate the oxygen concentration in the intake manifold. The procedure was developed and assessed using steady-state and
transient datasets acquired for a 3L diesel engine and applied to the transient tests that had been performed during the IMPERIUM project. This allowed us to verify the potential improvement that could be obtained in the accuracy of the NOx model, especially under transient operating conditions, when a reliable intake O\textsubscript{2} concentration is provided to the model as input.

Section 2 reports a list of the tests that were considered in this work, as well as some details about the analyzers used for CO\textsubscript{2} and O\textsubscript{2} measurements. The new procedure for estimation of intake O\textsubscript{2} concentration is described in detail in Section 3, while the transient tests performed along the IMPERIUM project are simulated again in Section 4 by introducing the intake O\textsubscript{2} concentration evaluated with the new procedure described in Section 3 into the combustion model in order to verify the improvement in terms of NOx prediction accuracy.

2. Materials and Methods

Different experimental tests were considered in this paper. The tests can be divided into two different datasets. The first is composed of steady-state and transient tests, and the second is made up of transient tests. The two datasets can be divided as follows:

4. Dataset 1: steady-state and transient tests for a 3L diesel engine.
5. Dataset 2: transient tests for an 11L prototype diesel engine.

The specifications of the engines can be found in [9,10,31].

Dataset 1 was used in this work to assess the new intake O\textsubscript{2} calculation procedure developed in Section 3. Dataset 2 was instead used to evaluate the accuracy of the combustion model in terms of NOx estimation by comparing the cases in which the intake O\textsubscript{2} input is derived either from the EGR rate estimated by the ECU sub-models (baseline case, adopted during the IMPERIUM project) or from the newly developed procedure, which is based on measurement of the intake CO\textsubscript{2} and ambient humidity.

Dataset 1 was acquired at the dynamic test bench of the Politecnico di Torino during previous projects [11] and includes the following tests:

6. A complete engine map (a total of 123 experimental points were acquired).
7. An EGR-sweep at some key-points. An EGR percentage of 0 to 50% was explored in these tests, with different levels of trapped air mass (a total of 162 experimental points were acquired).
8. Sweep tests of the start of injection of the main pulse (SOI\textsubscript{main}) and injection pressure (p\textsubscript{f}), which were carried out for different key points. SOI\textsubscript{main} was varied by $\pm 6$ crank angle degrees with respect the nominal values, and p\textsubscript{f} was varied by $\pm 20\%$ with respect to the nominal values. A pilot-main injection strategy was adopted (25 experimental points were acquired).
9. A transient test, which was performed at constant engine speed and while varying the engine load along a “hat-shaped” profile.

A graphical representation of the tests is reported in Figure 3.
Figure 3. Representation of the steady-state tests (a) and the transient test (b) that constitute dataset 1.

Details on the test bench facility used for the acquisition of dataset 1 and on the experimental procedure can be found in [11] and are not reported here for the sake of brevity, but the accuracy and the characteristics of the infrared detector (IRD) and paramagnetic oxygen detector (PMD) sensors used for measurement of the intake CO\textsubscript{2} and O\textsubscript{2} concentration, respectively, are reported in Table 1. The instruments are embedded in an AVL AMAi60 gas analyzer.

Table 1. Characteristics of the IRD and PMD sensors.

| Measured compounds | IRD i60 CO\textsubscript{2} H (High Concentration) | IRD i60 CO\textsubscript{2} L (Low Concentration) |
|--------------------|-----------------------------------------------|-----------------------------------------------|
| Lowest Possible Meas. Range: | 0 . . . 0.5%                                 | 0 . . . 0.1%                                   |
| Highest Possible Meas. Range: | 0 . . . 20%                                   | 0 . . . 6%                                     |
| \(T_{10-90}\) Time for CO\textsubscript{2}: | \(\leq 1\) s                                 | \(\leq 1.2\) s                                |
| \(T_{90}\) Time for CO\textsubscript{2}: | \(\leq 1.5\) s                                | \(\leq 1.8\) s                                |
| Drift: | \(\leq 1\%\) full scale/24 h (at typical laboratory conditions, e.g., ambient temperature fluctuations within \(\pm 5\) °C/\(41\) °F) | \(\leq 1\%\) full scale/24 h (at typical laboratory conditions, e.g., ambient temperature fluctuations within \(\pm 5\) °C/\(41\) °F) |
| Reproducibility: | \(\leq 0.5\%\) full scale                      | \(\leq 0.5\%\) full scale                      |
| Flow rate sample gas: | Approx. 60 L/h                               | Approx. 60 L/h                               |
| Sample gas condition: | Dew point \(\leq 30\) °C (86 °F) Particulates \(\leq 5\) µm | Dew point \(\leq 30\) °C (86 °F) Particulates \(\leq 5\) µm |
| Measured compounds: | O\textsubscript{2}                                    | O\textsubscript{2}                                |
| Lowest Possible Meas. Range: | 0 . . . 0.5%                                 | 0 . . . 25%                                    |
| Highest Possible Meas. Range: | 0 . . . 25%                                   | 0 . . . 25%                                    |
| \(T_{10-90}\) Time for CO\textsubscript{2}: | \(\leq 3.5\) s                                 | \(\leq 4.5\) s                                 |
| \(T_{90}\) Time for CO\textsubscript{2}: | \(\leq 4.5\) s                                 | \(\leq 4.5\) s                                 |
| Drift: | \(\leq 1\%\) full scale/24 h (at typical laboratory conditions, e.g., ambient temperature fluctuations within \(\pm 5\) °C/\(41\) °F) | \(\leq 1\%\) full scale/24 h (at typical laboratory conditions, e.g., ambient temperature fluctuations within \(\pm 5\) °C/\(41\) °F) |
| Reproducibility: | \(\leq 0.5\%\) full scale                      | \(\leq 0.5\%\) full scale                      |
| Flow rate sample gas: | Approx. 60 L/h                               | Approx. 60 L/h                               |
| Sample gas condition: | Dew point \(\leq 30\) °C (86 °F) Particulates \(\leq 5\) µm | Dew point \(\leq 30\) °C (86 °F) Particulates \(\leq 5\) µm |
| Cross sensitivity | All paramagnetic gases (identical for all paramagnetic sensors) | All paramagnetic gases (identical for all paramagnetic sensors) |
Dataset 2 is related to the 11 L diesel engine prototype. Details about the experimental setup can be found in [9]. This dataset was used during the IMPERIUM project to validate the combustion controller under transient conditions.

The dataset includes different load ramps for several engine speed conditions, with and without EGR. Two different load-variation strategies were considered, i.e., variations from 0% to 60–70% of maximum load with intermediate steps (hat-shaped ramp) and variations from 0% to 60% of maximum load with different ramp durations.

A graphical representation of the test types is reported in Figure 4.

![Graphical representation of test types](image)

**Figure 4.** Time histories of the accelerator-pedal position for the different ramps acquired at different speeds for the 11L diesel engine.

The tests performed during the IMPERIUM project involved several repetitions of these ramps, with and without EGR, in which the combustion controller was activated or deactivated. Different NOx targets (nominal, ±20%, −40%) were set for each ramp test when the combustion controller was activated in order to fully assess its functionality. The nominal NOx target levels were identified by resorting to an internally built look-up table, which was a function of the engine speed and load. This table was derived from the measured NOx emissions under steady-state operating conditions over the full engine map, with the baseline configuration of the ECU in order to obtain a “reasonable” NOx target for each engine working condition. A summary of the tests is reported in Table 2.
Table 2. Summary of the performed tests.

| Ramp Test    | Engine Speed | Load (Accelerator Pedal Position)                      | EGR       | Combustion Controller | NOx Target When the Combustion Controller Is ON |
|--------------|--------------|-------------------------------------------------------|-----------|-----------------------|-----------------------------------------------|
| Ramp test 1  | 800 rpm      | 0–60% with intermediate steps                         | ON/OFF    | ON/OFF                | Nominal/+20%                                  |
|              |              |                                                       |           |                       | −20%                                          |
|              |              |                                                       |           |                       | −40%                                          |
| Ramp test 2  | 1300 rpm     | 0–60% with intermediate steps                         | ON/OFF    | ON/OFF                | Nominal/+20%                                  |
|              |              |                                                       |           |                       | −20%                                          |
|              |              |                                                       |           |                       | −40%                                          |
| Ramp test 3  | 1900 rpm     | 0–60% with intermediate steps                         | ON/OFF    | ON/OFF                | Nominal/+20%                                  |
|              |              |                                                       |           |                       | −20%                                          |
|              |              |                                                       |           |                       | −40%                                          |
| Ramp test 4  | 1100 rpm     | 0–60% with different ramp durations                   | ON/OFF    | ON/OFF                | Nominal/+20%                                  |
|              |              |                                                       |           |                       | −20%                                          |
|              |              |                                                       |           |                       | −40%                                          |
| Ramp test 5  | 1500 rpm     | 0–60% with different ramp durations                   | ON/OFF    | ON/OFF                | Nominal/+20%                                  |
|              |              |                                                       |           |                       | −20%/-40%                                     |

The capability of the NOx model to increase/reduce the NOx emission levels of a required target along these ramps was evaluated in [9]. In this paper, the ramps were reprocessed by means of the combustion model by providing the intake O\textsubscript{2} level derived from the newly developed procedure as input, instead of the original one, which had been derived from the ECU sub-models. In other words, the ramps were reprocessed using the combustion model as a “virtual sensor”, i.e., by providing the values of the engine state variables as input, as well as of the control variables that had been acquired during the original tests performed during the IMPERIUM project, except for the intake O\textsubscript{2} concentration. This allowed us to evaluate the impact of the intake O\textsubscript{2} concentration on the accuracy of the NOx model under transient operating conditions in order to further assess its validation.

For the sake of clarity, Table 3 summarizes the usage of the various datasets in the previous activities and in the present work.

Table 3. Usage of the experimental datasets in the previous activities and for the present work.

| Dataset | Old Usage                                                                 | Usage in This Paper                                               |
|---------|---------------------------------------------------------------------------|------------------------------------------------------------------|
| Dataset 1 | Steady-state tests and transient test for the 3 L diesel engine | Data used for different activities at Politecnico di Torino [11] | Validation of the new intake O\textsubscript{2} concentration evaluation procedure |
| Dataset 2 | Transient tests for the 11 L diesel engine | Validation of the combustion controller during the IMPERIUM project [9] | Evaluation of the impact of the intake O\textsubscript{2} concentration on the NOx estimation accuracy under transient operating conditions |

3. Conceptualization of the New Intake O\textsubscript{2} Estimation Method

The conceptualization and description of the new intake O\textsubscript{2} estimation method is reported in this section.

3.1. Description of the General Approach

The proposed method has the aim of estimating intake oxygen concentration by using only the measured intake CO\textsubscript{2} (carbon dioxide) concentration and the ambient humidity.

The method is based on the evaluation of the composition of the charge introduced into the combustion chamber, as reported in Figure 5.
Figure 5. Graphical representation of the composition of the charge introduced into the combustion chamber.

As it is possible to see in the figure, the charge mass introduced into the combustion chamber is split into two contributions: fresh air mass, which is highlighted by the green rectangle, and EGR mass, as highlighted by the red rectangle.

The number of moles of the chemical species for each contribution is indicated in the figure with the letters a, b, . . . , j.

The fresh air composition includes:
10. $a \, \text{N}_2\text{air}$, which represents the number of nitrogen moles in the fresh air.
11. $c \, \text{O}_2\text{air}$, which represents the number of oxygen moles in the fresh air.
12. $d \, \text{CO}_2\text{air}$, which represents the number of carbon dioxide moles in the fresh air.
13. $b \, \text{H}_2\text{O}_\text{air}$, which represents the number of water moles in the fresh air due to ambient humidity.

EGR composition is instead split into two contributions, i.e., EGR/B and EGR/UB. The EGR/B contribution includes CO$_2$, H$_2$O and N$_2$ moles derived from a stoichiometric combustion of dry air with fuel, according to the following reaction [28]:

$$C_xH_y + \left(x + \frac{y}{4}\right)\left(O_2 + 3.773\, N_2\right) = x\text{CO}_2 + \frac{y}{2}\text{H}_2\text{O} + 3.773\left(x + \frac{y}{4}\right)N_2 \quad (1)$$

in which the $\frac{y}{x}$ ratio is set equal to 1.85.

The EGR/B contribution includes the following moles:
14. $i \, \text{CO}_2\text{EGR/B}$, which represents the number of carbon dioxide moles in the EGR contribution due to combustion.
15. $j \, \text{H}_2\text{O}_{\text{EGR/B}}$, which represents the number of water-vapor moles in the EGR contribution due to combustion.
16. \( h \, N_{2,\text{EGR/B}} \), which represents the number of nitrogen moles in the EGR contribution due to combustion.

The remaining EGR mass, which is denoted as EGR/UB, represents the EGR contribution from the unburned chemical species (i.e., the species that do not participate in the stoichiometric combustion of fuel with dry air) and represents the excess air that is typically adopted in diesel combustion. The EGR/UB contribution includes the following moles:

17. \( e \, CO_{2,\text{EGR/UB}} \), which represents the number of carbon dioxide moles in the fresh air that is recirculated.

18. \( f \, H_2O,\text{EGR/UB} \), which represents the number of water-vapor moles in the fresh air that is recirculated due to ambient humidity.

19. \( k \, O_2,\text{EGR/UB} \), which represents the number of oxygen moles in the fresh air that is recirculated.

20. \( g \, N_2,\text{EGR/UB} \), which represents the number of nitrogen moles in the fresh air that is recirculated.

The composition of the charge that is introduced into the combustion chamber can be written as follows:

\[
aN_{2,\text{air}} + bH_2O_{\text{air}} + cO_2_{\text{air}} + dCO_2_{\text{EGR/UB}} + eCO_{2,\text{EGR/UB}} + fH_2O_{\text{EGR/UB}} + gN_2_{\text{EGR/UB}} + hN_2_{\text{EGR/B}} + iCO_2_{\text{EGR/B}} + jH_2O_{\text{EGR/B}} + kO_2_{\text{EGR/B}} = L
\]

where the \( a, b, c, d, e, f, g, h, i, j \) and \( k \) indexes represent the number of moles of the related species, and \( L \) is the total number of moles of the charge.

The intake oxygen concentration is evaluated, starting from the modeling of the intake charge, which is described above, as the product between the “total volumetric dry-air fraction” present in the intake charge and the oxygen concentration present in the dry air, which is equal to 20.95, as follows:

\[
\text{Wet O}_2\text{int} \ (\%) = \text{Dry Air Fraction} \left(\frac{L}{\text{L}}\right) \times 20.95
\]

The total volumetric dry-air fraction can be defined as the sum of all the moles in the blue areas in Figure 5, divided by the sum of all the charge moles, i.e., \( L \), as written in Equation (4):

\[
\text{Dry Air Fraction} = \frac{a + c + d + e + g + k}{L}
\]

The volumetric dry-air fraction can also be expressed, taking into account Equation (2), as follows:

\[
\text{Dry Air Fraction} = 1 - \frac{b + f + h + i + j}{L}
\]

It will be shown in the next sections that Equation (5) can be used for the evaluation of the dry-air fraction and therefore of the intake \( O_2 \) concentration as a function of the intake \( CO_2 \) concentration and ambient humidity.

It should be noted that a wet concentration of the intake \( O_2 \) is obtained from Equation (3). This can be verified, for example, by considering the condition in which no EGR is adopted. In this case, the intake \( O_2 \) concentration is calculated as follows:

\[
\text{Wet O}_2\text{int} = \text{Dry Air Fraction} \left(\frac{L}{\text{L}}\right) \times \frac{20.95}{100} = \frac{a + c + d}{a + b + c + d} \times \frac{e}{a + c + d} = \frac{e}{a + b + c + d}
\]

which represents the intake \( O_2 \) concentration on a wet basis.

The different terms that are necessary to evaluate the intake dry-air fraction, according to Equation (5) (i.e., \( \frac{b+f+h+i+j}{L} \)), are estimated in the next sections.

3.1.1. Evaluation of the ‘\( (b+f)/L \)’ Parameter

The ‘\( (b+f)/L \)’ parameter depends directly on the ambient humidity.
The following expression can be derived for the “fresh air” side of the intake charge (see Figure 5) on the basis of the definition of ambient humidity:

\[
\frac{H_{\text{abs}}}{1000} = \frac{b \cdot M_{\text{H}_2\text{O}}}{(a + c + d) \cdot M_{\text{air,dry}}} \rightarrow \frac{b}{a + c + d} = H_{\text{abs}} \cdot \frac{29}{18} / 1000 \quad (7)
\]

where \( H_{\text{abs}} \) is the measured ambient humidity, expressed in g of water per kg of dry air; 29 is the value adopted for the molar mass of the dry air; and 18 is the molar mass of oxygen.

It is possible to write, for the “EGR side” of the intake charge, that the mass fraction of water, due to the humidity in the intake air, remains the same when the burned gas products are considered. The following expression can be written for a given mass of dry air, \( m_{\text{air,dry}} \), that participates in the oxidation of a mass of fuel, \( m_f \), (thus producing a mass of burned gas \( m_b \)):

\[
\frac{H_{\text{abs}}}{1000} = \frac{M_{\text{H}_2\text{O}} \cdot n_{\text{H}_2\text{O},\text{air}}}{m_{\text{air,dry}}} \sim \frac{M_{\text{H}_2\text{O}} \cdot n_{\text{H}_2\text{O},\text{air}}}{m_b} \sim \frac{18 \cdot n_{\text{H}_2\text{O},\text{air}}}{29 \cdot n_b} \quad (8)
\]

where \( n_{\text{H}_2\text{O},\text{air}} \) represents the number of water moles, due to ambient humidity, that accompanies the dry mass of air \( m_{\text{air,dry}} \), which participates in combustion and which is transferred to the burned mass, \( m_b \). Two assumptions were made in the previous equation. First, the fuel mass, \( m_f \), was disregarded since \( m_b \) was set equal to \( m_{\text{air,dry}} \). This assumption is reasonable for diesel combustion, in which lean combustion is adopted. Moreover, the average molar mass of the burned products (i.e., \( M_b \)) was set equal to 29, i.e., that of dry air. This assumption is acceptable since the EGR is composed of “unburned air” and of the stoichiometric burned gases, which feature a molar mass that is not so different from that of fresh air.

Therefore, by considering the last expression in Equation (8) and the EGR composition shown in Figure 5, the following equation can be written:

\[
\frac{H_{\text{abs}}}{1000} = \frac{18 \cdot f}{29 \cdot (e + h + g + i + j + k)} \rightarrow \frac{f}{e + h + g + i + j + k} = H_{\text{abs}} \cdot \frac{29}{18} / 1000 \quad (9)
\]

It is then possible, starting from Equations (7) and (9), to evaluate the \((b + f)/L\) factor as follows:

\[
b + f = \frac{H_{\text{abs}} \cdot \frac{29}{18}}{1000} \cdot (a + c + d + e + h + g + i + j + k) \quad (10)
\]

Moreover, by expressing the sum of the moles present in the right side of the equation as the difference between the total mass and the \((b + f)\) term, we obtain:

\[
b + f = \frac{H_{\text{abs}} \cdot \frac{29}{18}}{1000} \cdot (L - b - f) \quad (11)
\]

which can be elaborated to obtain the final expression:

\[
b + f = \frac{H_{\text{abs}} \cdot \frac{29}{18}}{1000} / (1 + H_{\text{abs}} \cdot \frac{29}{18} / 1000) \quad (12)
\]

3.1.2. Evaluation of the ’\(h/L\)’, ’\(i/L\)’ and ’\(j/L\)’ Terms

The remaining terms that need to be evaluated to estimate the total intake dry-air fraction are the nitrogen, carbon dioxide and water-vapor mole concentrations derived from combustion, i.e., ’\(h/L\)’, ’\(i/L\)’ and ’\(j/L\)’.

The first concentration that can be evaluated is the CO\(_2\) concentration derived from combustion, which can be derived from the intake CO\(_2\) measurement.

The first step is to define a relation between the measured intake CO\(_2\) concentration and the dry concentration of the charge introduced into the cylinder. In fact, although the CO\(_2\) measured by the analyzer is measured on a “cold” or “dry” basis (since the
water present in the burned gases needs to be extracted to avoid any interference with the measuring instrument, some residual water is present in the sampled gas used for the CO\(_2\) measurement, downstream from the cooler. In order to consider this effect, the dry CO\(_2\) concentration can be evaluated, starting from the measured one, as follows:

\[
\text{Dry intake CO}_2 = \text{Measured intake CO}_2 \times \frac{1}{1 - H_{2O}^{\text{cooler}}}
\]

where \(H_{2O}^{\text{cooler}}\) is the molar fraction of water that is still present downstream from the gas-analyzer cooler.

The relation between the total dry CO\(_2\) and the CO\(_2\) concentration derived from combustion (‘\(i/L\)’) is expressed as follows:

\[
i + d + e \\
\frac{L - b - f - j}{L} = \text{Dry intake CO}_2
\]

It can be noted, by analyzing Equation (14), that the ‘\(i/L\)’ term cannot be derived directly from the intake CO\(_2\) concentration since that latter also includes the CO\(_2\) (‘\(d + e\)’) moles that are present in the fresh air and in the air recirculated with the EGR. Moreover, since a dry CO\(_2\) concentration is used, the number of water moles (‘\(b + f + j\)’) has to be subtracted from the overall number of moles of the intake charge (i.e., ‘\(L\)’) in the denominator of Equation (14).

The previous equation can be rearranged to make the ‘\(i/L\)’ factor explicit:

\[
\frac{i}{L} = \text{Dry intake CO}_2 \times \left(1 - \frac{b}{L} - \frac{f}{L} - \frac{j}{L}\right) - \frac{d + e}{L}
\]

It can be noted, by analyzing Equation (15), that the ‘\((b + f)/L\)’ term is known from Equation (12), but it is still necessary to evaluate the ‘\((d + e)/L\)’ and ‘\(j/L\)’ terms.

The ‘\((d + e)/L\)’ term represents the CO\(_2\) concentration in the intake charge that is naturally present in both fresh air and recirculated air. In order to derive this term, it is possible to assume that the mass fraction of the CO\(_2\) that is naturally present in air, the concentration of which is assumed equal to 400 ppm, remains the same when the burned gas products are considered (excluding the CO\(_2\) contribution that is derived from combustion). The following expression can be written for a given mass of dry air, ‘\(m_{\text{air,dry}}\)’, which participates in the oxidation of a mass of fuel, ‘\(m_f\)’, (thus producing a mass of burned gas ‘\(m_b\)’):

\[
\frac{M_{\text{CO}_2} n_{\text{CO}_2,\text{air}}}{m_{\text{air,dry}}} \sim \frac{M_{\text{CO}_2} n_{\text{CO}_2,\text{air}}}{m_b} \rightarrow \frac{M_{\text{CO}_2} n_{\text{CO}_2,\text{air}}}{M_{\text{air,dry}} n_{\text{air,dry}}} \sim \frac{M_{\text{CO}_2} n_{\text{CO}_2,\text{air}}}{M_b n_b}
\]

By assuming that the molar mass of dry air, ‘\(M_{\text{air,dry}}\)’, is equal to the molar mass of the burned gases, ‘\(M_b\)’, and by using the number of moles of the different chemical species that are included in the fresh air and in the EGR, according to Figure 5, the previous relation can be written as follows:

\[
\frac{d}{a + c + d} = \frac{400}{1E6} = \frac{e}{h + j + i + e + k + g} = \frac{e}{L - a - b - c - d - f}
\]

The ‘\((d + e)/L\)’ term can be derived from Equation (17) and, by means of simple mathematical steps, it is possible to obtain the following expression:

\[
\frac{d + e}{L} = \frac{400}{1E6} \times \left(1 - \frac{b + f}{L}\right)
\]
The ‘j/L’ term, which represents the molar concentration of water in the intake charge, as derived from combustion, also needs to be evaluated in Equation (15). This term can be evaluated from the previously shown combustion reaction (i.e., Equation (1)).

It is possible, starting from that relation, to link the concentration of water derived from combustion, i.e., ‘j/L’, with the CO$_2$ concentration derived from combustion, i.e., ‘i/L’, as follows:

$$\frac{j}{L} = \frac{i}{L} \times \frac{1.85}{2}$$  \hspace{1cm} (19)

Thus, by replacing Equation (19) in (15), it is possible to write a relation between the intake dry CO$_2$ concentration and the CO$_2$ concentration derived from combustion as follows:

$$\frac{i}{L} = \frac{\text{Dry intake CO}_2 \times \left(1 - \frac{b}{T} - \frac{j}{T}\right) - \frac{d+e}{T}}{\left(1 + \frac{1.85}{T} \times \text{Dry intake CO}_2\right)}$$  \hspace{1cm} (20)

Since all the terms of this expression are known, it can be solved. The terms can, in fact, be derived from the measurements and from Equations (12), (13) and (18).

Once the ‘i/L’ and ‘j/L’ terms have been evaluated, it is possible to calculate the last term that is needed in Equation (5), i.e., the nitrogen concentration, derived from the air that takes part in the combustion in the intake charge (that is, the ‘h/L’ term).

Then, by considering the numbers of water and of carbon dioxide moles derived from combustion (i.e., ‘i’ and ‘j’, see Figure 5), it is possible to evaluate the number of O$_2$ moles (which is indicated as ‘$n_{O2b}$’) that have been involved in the combustion to produce the ‘i’ and ‘j’ moles according to the combustion reaction shown in Equation (1):

$$n_{O2b} = i + \frac{j}{2}$$  \hspace{1cm} (21)

It is now possible to evaluate the number of nitrogen moles associated with the ‘$n_{O2b}$’ moles and transferred to the combustion products as follows.

$$\rightarrow h = n_{O2b} \times 3.773$$  \hspace{1cm} (22)

The ‘h/L’ term is then calculated by means of the following expression:

$$\frac{h}{L} = \frac{n_{O2b} \times 3.773}{L} = \frac{(i+j/2) \times 3.773}{L}$$  \hspace{1cm} (23)

Finally, once the ‘h/L’ quantity is known, it is possible to evaluate the dry-air fraction with Equation (5) and the intake oxygen concentration (on a wet basis) with Equation (3).

Furthermore, if needed, the dry-intake oxygen concentration can be evaluated as follows:

$$\text{Dry O}_2\text{int} = \frac{\text{Wet O}_2\text{int} \times \frac{1}{1 - \frac{b+f}{L} - \frac{j}{T}}}{1}$$  \hspace{1cm} (24)

The complete procedure is summarized in Table 4, which reports the sequence of the calculations that are needed to evaluate the intake oxygen concentration.
Table 4. Summary of the methodology, based on intake CO₂ dry concentration and ambient humidity measurements, used to estimate intake O₂ concentration.

| Summary |
|-----------------|
| Intake charge composition: aN₂,air + bH₂O,air + cO₂,air + dCO₂,air + eCO₂,EBR/UB + fH₂O,EBR/UB + gN₂,EBR/UB + hN₂,EBR/B + iCO₂,EBR/B + jH₂O,EBR/B + kO₂,EBR/UB = L |
| |
| Step 1 : \( \frac{b+f}{t} = \frac{\text{Habs}}{1000} \times \left( 1 + \frac{\text{Habs}}{1000} \right) \), Habs expressed in g_vap/kg_{air,dry} |
| Step 2 : \( \frac{d+i}{t} = \frac{400}{115} \times \left( 1 - \frac{b+f}{t} \right) \) |
| Step 3 : \( \frac{i}{t} = \frac{\text{Dry intake CO₂} \times \left( 1 - \frac{b+f}{t} \right)}{1 + \frac{b+f}{t} + \text{Dry intake CO₂}} \), Dry intake CO₂ expressed in mol/mol |
| Step 4 : \( \frac{i}{t} = \frac{i + (i/2) \times 3.773}{t} \) |
| Step 5 : \( \frac{b+i}{t} = 1 - \frac{b+f+b+i}{t} \) |
| Step 6 : \( \text{Dry Air Fraction} = 1 - \frac{b+i}{t} \) |
| Step 7 : Wet O₂ int (%) = \( \text{Dry Air Fraction} \times 20.95 \) |
| Step 8 (if needed) : \( \text{Dry O₂ int} = \text{Wet O₂ int} + \frac{1}{1 - \left( \frac{i}{t} \right) - \frac{b+i}{t}} \) |

4. Results and Discussion

4.1. Validation of the Procedure under Steady-State Conditions

The O₂ model described in Section 3 was first validated under the steady-state conditions of dataset 1. The results of the procedure were then compared with those derived from the methodology reported in [22], which is based on the use of a detailed combustion model described in Section 3 and validated considering three different levels of intake CO₂ concentration. Moreover, the results were also compared with the intake O₂ concentration values that were measured directly by the gas analyzer of the test cell. Such an analyzer usually provides the O₂ concentration on a dry basis.

Two distinct effects should be taken into account for the validation procedure. First, a dry-intake CO₂ concentration has to be used in Equation (14), while the concentration that is measured by the CO₂ analyzer is not completely dry since it is affected by the efficiency of the analyzer cooler (see Equation (13)). Therefore, the residual water molar fraction in the gases exiting the cooler (H₂O_{cooler}) is a parameter that has to be assumed, and this can lead to a certain degree of uncertainty in the predicted O₂ concentration. Moreover, the O₂ analyzer also provides a concentration of intake oxygen that is not completely dry, which depends on the residual molar fraction of water in the gases exiting the cooler. This effect should also be taken into account when the predicted and measured intake O₂ levels are compared.

In order to take into account these effects, the procedure developed in this paper was applied and validated considering three different levels of H₂O_{cooler} in Equation (13) in order to evaluate their impact on the results.

The three considered values of H₂O_{cooler} are reported in Table 5.

Table 5. Values of H₂O_{cooler} adopted in Equation (13) for the validation of the procedure and the corresponding H_{abs,cooler} values in the cooled gases entering the CO₂ analyzer.

| H₂O_{cooler} | H_{abs,cooler} [g_v/kg_{air}] |
|--------------|-----------------------------|
| 0.00868      | 5                           |
| 0.0127       | 7.5                         |
| 0.0160       | 10                          |
The results of the new procedure were first compared with those obtained using the detailed method described in [22]. The results of the comparison are reported in Figure 6, where Figure 6a reports the intake O₂ concentration values predicted by means of the newly developed method vs. the values obtained using the detailed method reported in [22], while Figure 6b reports the absolute error as a function of the intake oxygen concentration evaluated with the complete method. Both procedures provide a wet intake O₂ concentration.
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**Figure 6.** (a): Wet-intake O₂ concentration values predicted with the newly developed procedure vs. the values obtained using the detailed procedure reported in [22] for dataset 1, considering different absolute humidity values in the gases exiting the CO₂ analyzer cooler. (b): Error provided by the complete procedure as a function of the intake O₂ concentration. The error is evaluated as the difference between the absolute values.

As it is possible to see in Figure 6, the difference between the values obtained with the proposed procedure and those obtained with the complete procedure described in [22] is very small, and this demonstrates a very good accuracy of the proposed method, despite
the fact that it requires only two input quantities, i.e., the intake CO₂ concentration and the absolute humidity of the ambient air.

Moreover, the effect of the $H_{2O_{cooler}}$ parameter does not affect the results to any great extent. Analyzing the results in Figure 6b, it emerges that the use of a value of $H_{abs,cooler}$ equal to 7.5 gv/kgair, which corresponds to a value of $H_{2O_{cooler}}$ equal to 0.0127, seems to provide the best match.

After this preliminary analysis, the results of the new procedure were compared directly with the measured intake O₂ levels provided by the test cell gas analyzer. As previously stated, the analyzer provides a concentration that is not completely dry since it is affected by the residual water present in the sampled gas downstream from the analyzer cooler. Therefore, a correction of the predicted values of the dry-intake O₂ concentration was made for a fair comparison with the measured values.

The first step of such a correction involved the conversion of the wet-intake oxygen concentration, obtained from Equation (3), into a completely dry concentration using Equation (24). The thusly obtained dry-intake O₂ concentration was further corrected to simulate the presence of a certain amount of water in the gas in order to make a fair comparison with the results provided by the analyzer, which are affected by residual humidity resulting from the inefficiency of the cooler.

Therefore, the dry-intake oxygen concentration estimated by Equation (24) (i.e., $Dry\ O2_{int}$) was further corrected as follows:

$$O2_{int,\ corr} = Dry\ O2_{int} \times (1 - H_{2O_{cooler}})$$ (25)

where $O2_{int,\ corr}$ is the predicted intake O₂ concentration, which was corrected to take into account the residual molar fraction of water ($H_{2O_{cooler}}$) that was present in the gases entering the O₂ analyzer.

The results derived from Equation (25) were then compared with those derived from the measurements of the O₂ analyzer, assuming the three values of $H_{2O_{cooler}}$ reported in Table 5.

Figure 7 reports the difference between the values of the intake O₂ concentration predicted by the newly developed procedure (corrected with Equation (25) to consider the presence of residual humidity downstream from the analyzer cooler) and the values measured by the O₂ analyzer, as a function of the absolute values of the intake O₂.
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**Figure 7.** Differences between the values of the intake O₂ concentration predicted by the newly developed procedure (corrected with Equation (25), assuming different values of $H_{abs,cooler}$, in order to consider the presence of residual humidity in the gases exiting the analyzer cooler) and the values measured by the O₂ analyzer, as a function of the absolute values of the intake O₂.
Again in this case, it can be seen that the procedure provides very good results, regardless of the residual water-fraction value that is considered, since the maximum absolute error is less than 0.25%. It can also be observed, from Figure 7, that the best matching occurs when a value of $H_{abs,cooler}$ equal to 7.5 g$_v$/kg$_{air}$ is assumed.

4.2. Validation of the Procedure under Transient Conditions

After the validation of the procedure under steady-state conditions, the accuracy of the methodology was also verified for the transient tests represented in Figure 3b.

Like the previous analysis carried out under steady-state operating conditions, the predicted values of the dry-intake O$_2$ concentration were corrected using Equation (25) in order to simulate the presence of residual water at the outlet of the gas analyzer cooler. Three different values of $H_{abs,cooler}$ were assumed (i.e., those reported in Table 5), and the predicted levels of the intake O$_2$ concentration were compared with the measured levels provided by the test-bench analyzer. The results are reported in Figure 8.
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**Figure 8.** Values of the intake O$_2$ concentration predicted by the newly developed procedure (corrected with Equation (25), assuming different values of $H_{abs,cooler}$, in order to consider the presence of residual humidity in the gases exiting the analyzer cooler) and the values measured by the O$_2$ analyzer for the transient test reported in Figure 3b.

As it is possible to see, the predicted levels of the intake O$_2$ concentration are in very good agreement with the measured levels, especially whenever a value of $H_{abs,cooler}$ equal to 10 g$_v$/kg$_{air}$ is considered. However, the results can also be considered acceptable when the other two levels of $H_{abs,cooler}$ are adopted. Therefore, the impact of this parameter on the result is not significant.

4.3. Validation of the NOx Model Using the Intake Oxygen Concentration Estimated by Means of the New Procedure

After the assessment of the new procedure for the evaluation of the intake O$_2$ concentration under steady-state operating conditions, the method was applied to the transient tests that were performed during the IMPERIUM project for the 11L diesel engine, that is, those corresponding to dataset 2. This allowed us to verify the improvement in the accuracy of the NOx model that can be obtained, under transient operating conditions, when a reliable intake O$_2$ concentration is provided to the model as input. In fact, the intake O$_2$ concentration was not measured during the original acquisition of the ramps,
and the intake O\textsubscript{2} level provided to the controller was derived from the EGR rate estimated by means of the prototypal software embedded in the ECU.

As will be shown in the next paragraphs, this approach was able to provide a good NO\textsubscript{x} control on a cumulative basis but also led to an inaccurate control of the instantaneous NO\textsubscript{x} levels. However, the intake CO\textsubscript{2} concentration and the ambient humidity were acquired during those tests, and the newly developed procedure for intake O\textsubscript{2} estimation could therefore be applied.

For the sake of clarity, a short explanation of the tests performed during the IMPERIUM project and of the related results is reported hereafter (for further details, the reader may refer to [9,10]).

In short, all the load ramps described in dataset 3 were performed during the IMPERIUM project by activating the combustion controller, and they were repeated several times, either activating or de-activating the EGR system, and by varying the NO\textsubscript{x} target by fixed percentages with respect to the “nominal” case (i.e., +20%, −20%, −40%). Finally, the results were compared in order to understand whether the controller was effective in increasing/reducing the engine-out NO\textsubscript{x} levels in real time when different NO\textsubscript{x} targets were set.

Figure 9 reports, for ramp test 2, the time histories of the measured NO\textsubscript{x} emissions (Figure 9a,c) and of SOI\textsubscript{main} (Figure 9b,d) as examples of the cases in which EGR is either closed or adopted with a nominal level with different NO\textsubscript{x} targets.

**Table 6.** Ref [10]. Relative differences in the values of the cumulative NO\textsubscript{x} index, with respect to the baseline case, in which the controller was activated with the nominal NO\textsubscript{x} target. The underlined values indicated in bold refer to the test conditions in which the boundaries of SOI\textsubscript{main} were reached for a significant portion of the test, while the other underlined values indicate the test conditions in which the boundaries of SOI\textsubscript{main} were reached but for a limited portion of the test.

| Input Type Controller | ON, Nominal NO\textsubscript{x} Target | ON, NO\textsubscript{x} Target +20% | ON, NO\textsubscript{x} Target −20% | ON, NO\textsubscript{x} Target −40% |
|-----------------------|----------------------------------------|------------------------------------|------------------------------------|------------------------------------|
| Ramp test 1, EGR OFF  | Reference                              | +17.44                             | −15.77                             | −26.62                             |
| Ramp test 1, EGR ON   | Reference                              | +13.29%                            | −19.48%                            | −30.53%                            |
| Ramp test 2, EGR OFF  | Reference                              | +21.33%                            | −16.26%                            | −24.25%                            |
| Ramp test 2, EGR ON   | Reference                              | +13.28%                            | −21.31%                            | −31.83%                            |
| Ramp test 3, EGR OFF  | Reference                              | +21.17%                            | −18.86%                            | −28.24%                            |
| Ramp test 3, EGR ON   | Reference                              | +19.85%                            | −22.71%                            | −35.81%                            |
| Ramp test 4, EGR OFF  | Reference                              | +18.99%                            | −17.89%                            | −26.41%                            |

**Figure 9.** Main results obtained in the IMPERIUM project [10]: comparison of the time histories of the measured NO\textsubscript{x} emissions (a,c) and of SOI\textsubscript{main} (b,d) for ramp test 2 without EGR (a,b) and with EGR (c,d). The origin of the y-axis is the same in all the figures.
Four different cases are considered in each chart, i.e.,:

21. Engine operation with the controller enabled and the nominal NOx target (blue lines).
22. Engine operation with the controller enabled and the NOx target increased by 20% with respect to the nominal target (magenta lines).
23. Engine operation with the controller enabled and the NOx target decreased by 20% with respect to the nominal target (green lines).
24. Engine operation with the controller enabled and the NOx target decreased by 40% with respect to the nominal target (black lines).

The NOx trends shown in the charts were measured by means of the engine NOx sensor.

In general, it can be seen from the charts how the controller progressively advances/delays the start of injection of the main pulse to increase/decrease the engine-out NOx levels.

The percentage differences of the cumulative NOx emissions, with respect to the baseline case with the nominal NOx target, were evaluated and were in line with the target requests (see Table 6, extracted from [10]).

Table 6. Ref [10]. Relative differences in the values of the cumulative NOx index, with respect to the baseline case, in which the controller was activated with the nominal NOx target. The underlined values indicated in bold refer to the test conditions in which the boundaries of SOI\textsubscript{main} were reached for a significant portion of the test, while the other underlined values indicate the test conditions in which the boundaries of SOI\textsubscript{main} were reached but for a limited portion of the test.

| Input Type          | Controller ON, Nominal NOx Target | Controller ON, NOx Target +20% | Controller ON, NOx Target −20% | Controller ON, NOx Target −40% |
|---------------------|-----------------------------------|-------------------------------|-------------------------------|-------------------------------|
| Ramp test 1, EGR OFF | Reference                         | +17.44                        | −15.77                        | −26.62                        |
| Ramp test 1, EGR ON  | Reference                         | +13.29%                       | −19.48%                       | −30.53%                       |
| Ramp test 2, EGR OFF | Reference                         | +21.33%                       | −16.26                        | −24.25%                       |
| Ramp test 2, EGR ON  | Reference                         | +13.28%                       | −21.31%                       | −31.83%                       |
| Ramp test 3, EGR OFF | Reference                         | +21.17%                       | −18.86%                       | −28.24%                       |
| Ramp test 3, EGR ON  | Reference                         | +19.85%                       | −22.71%                       | −35.81%                       |
| Ramp test 4, EGR OFF | Reference                         | +18.99%                       | −17.89%                       | −26.41%                       |
| Ramp test 4, EGR ON  | Reference                         | +14.03                        | −14.56%                       | −28.35%                       |
| Ramp test 5, EGR OFF | Reference                         | +20.44%                       | −18.51%                       | −25.44%                       |
| Ramp test 5, EGR ON  | Reference                         | +16.39%                       | −22.07%                       | −33.62%                       |

Table 6 reports a summary of the performance obtained in the IMPERIUM project, when the controller was running online, over all the ramp types of dataset 2 [10]. A cumulative NOx index was estimated by integrating the instantaneous NOx concentrations for all the investigated tests. The relative differences in the values of the cumulative NOx index, with respect to the baseline case, in which the controller was activated with the nominal NOx target were then calculated. The underlined values indicated in bold in Table 6 refer to test conditions in which the boundaries of SOI\textsubscript{main} were achieved for a significant portion of the test, while the other underlined values indicate the test conditions in which the boundaries of SOI\textsubscript{main} were achieved but for a limited portion of the test. When the boundaries were reached, the cumulative values could not achieve the targets, in part due to safety limitations, and therefore, they should not be considered representative of controller accuracy.

As it is possible to see, the combustion controller proved to be effective in increasing/reducing the cumulative NOx emission over a transient test of the required percentage. However, some discrepancies were found for the instantaneous values of NOx with respect the required instantaneous target.

The ramp test 2, run with the “nominal” NOx target and with an active EGR, is reported in Figure 10 as an example of such discrepancies.
The target values of the engine-out NOx emissions are reported in black, while the red line represents the measured NOx emission levels provided by the engine NOx sensor. A significant mismatch between the actual and target instantaneous NOx values can be observed in the figure.

It was speculated in [10] that the main cause of this deviation could be related to a non-optimal estimation of the intake O2 concentration, which was derived from the EGR rate provided by the prototypal software embedded in the engine control unit. The newly developed intake O2 estimation procedure makes it possible to quantity this effect since the intake CO2 concentration and the ambient humidity were acquired during the tests.

For this purpose, the combustion model was used as a "virtual sensor" since it was not possible to repeat the tests online with the combustion controller activated, and only the recordings of the acquired tests were available.

The tests were therefore reprocessed offline to the combustion model as input by giving the values of the engine-state variables and of the control variables (i.e., the start of injection of the main pulse and the injected fuel quantity) that had been acquired during the original tests, except for the intake O2 concentration. The O2 concentration, which had originally been derived from the ECU-derived EGR rate, was replaced with that derived from the new procedure. At this point, the values of the engine-out NOx emissions predicted by the combustion model were compared with those measured by the NOx sensor installed in the exhaust manifold of the engine.

The whole set of ramps was reprocessed in the same way, except for ramp number 3 because the intake CO2 concentration was not available for that ramp.

Figures 11 and 12 show the main results of this comparison. Figures 11a,c and 12a,c show a comparison, for the different ramp tests, between the values of the intake oxygen concentration estimated with the new procedure (green line) and the values that had originally been derived from the baseline IMPERIUM procedure in which the EGR rate had been estimated by the ECU (blue lines).

Instead, Figures 11b,d and 12b,d show a comparison, for the different ramp tests, between the NOx values predicted by the model when using the intake oxygen concentration from the baseline procedure (blue lines), the NOx values predicted by the model when using the intake oxygen concentration derived from the new procedure (green lines) and the values of the NOx emissions that were measured by the NOx sensor (red lines).
Figure 11. (a,c): Time histories of the ECU-derived intake O\textsubscript{2} concentration values (blue lines) and of the intake O\textsubscript{2} concentration values evaluated by means of the new procedure (green lines). (b,d): Time histories of the engine-out NOx values predicted by the combustion model using the intake O\textsubscript{2} concentration derived from the baseline ECU-derived procedure (blue line) and the intake O\textsubscript{2} concentration evaluated by the new procedure (green lines), together with the values of NOx emissions measured by the NOx sensor (red lines) for ramp tests 1 and 2.

As it is possible to see from the charts, the use of the intake O\textsubscript{2} concentration values evaluated by means of the new procedure as input for the combustion model allows the estimation of the engine-out NOx emissions to be improved to a great extent for all of the considered ramps.

This suggests that the use of an intake oxygen sensor or the development of an intake O\textsubscript{2} model that is capable of capturing the transient effects in an accurate way could lead to a great improvement in the instantaneous control of NOx emissions.
Figure 12. (a,c): Time histories of the ECU-derived intake O\textsubscript{2} concentration values (blue lines) and of the intake O\textsubscript{2} concentration values evaluated by means of the new procedure (green lines). (b,d): Time histories of the engine-out NOx values predicted by the combustion model using the intake O\textsubscript{2} concentration derived from the baseline ECU-derived procedure (blue line) and the intake O\textsubscript{2} concentration evaluated by the new procedure (green lines), together with the values of the NOx emissions measured by the NOx sensor (red lines) for ramp tests 4 and 5.

5. Conclusions

A new procedure based on the measured intake CO\textsubscript{2} concentration and ambient humidity was developed and assessed in this study to evaluate the oxygen concentration in the intake manifold over several datasets for different diesel engines.

The method was assessed under steady-state and transient conditions for a 3 L diesel engine. The main outcomes can be summarized as follows:

- The new method provides similar results to those obtained from a previously detailed methodology based on a detailed combustion reaction since the difference in the results of the two procedures is in the ±0.01\% range.
- The absolute error between the measured and predicted intake O\textsubscript{2} levels is in the ±0.15\% range. It should be noted that the measured O\textsubscript{2} levels are affected by the presence of residual water downstream of the cooler of the gas analyzer. The absolute error of the method is in the ±0.25\% range, even when this effect is disregarded.
- The good accuracy of the method was also confirmed over a transient test.
- The developed procedure was also applied to verify the performance, in transient operation, of a previously developed NOx model on a heavy-duty 11L diesel engine. It was found that a significant improvement in the accuracy of the NOx model could be obtained with respect to the case in which an ECU (engine control unit)-derived O_2 level was used, when the intake O_2 concentration derived from the new method was given to the NOx model as input.

The main advantages of the proposed method are related to the fact that it does not need any tuning procedure, it requires just one engine-related input quantity and it is very fast to apply and accurate under both steady-state and transient conditions. Therefore, this method is also suitable for engine testing and intake O_2 diagnostic purposes, and it makes it possible to avoid the use of a dedicated sensor.
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**Abbreviations**

| Abbreviation | Definition |
|--------------|------------|
| BMEP         | Brake mean effective pressure (bar) |
| CA           | Crank angle (deg) |
| DT           | Dwell time |
| ECU          | Engine control unit |
| EGR          | Exhaust gas recirculation |
| FMEP         | Friction mean effective pressure (bar) |
| Habs         | Absolute humidity of the air |
| IMEP         | Indicated mean effective pressure (bar) |
| IMEP_g       | Gross indicated mean effective pressure (bar) |
| IMEP_n       | Net indicated mean effective pressure (bar) |
| IMPERIUM     | Implementation of powertrain control for economic and clean real driving emission and fuel consumption |
| IRD          | Infrared detector |
| m            | Mass |
| m_{air}      | Mass flow rate of fresh air |
| m_{EGR}      | Mass flow rate of EGR |
| MFB50        | Crank angle at which 50% of the fuel mass fraction has burned (deg) |
| N            | Engine rotational speed (1/min) |
| O_2          | Intake charge oxygen concentration (%) |
| p            | Pressure (bar) |
| p_{EMF}      | Exhaust manifold pressure (bar abs) |
| p_I          | Injection pressure (bar) |
| PFP          | Peak firing pressure |
| p_{IMF}      | Intake manifold pressure (bar abs) |
| PMEP         | Pumping mean effective pressure (bar) |
| PMD          | Paramagnetic detector |
| q            | Injected fuel volume quantity (mm³) |
| Q_{ch}       | Chemical heat release |
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