Modified Deep Reinforcement Learning with Efficient Convolution Feature for Small Target Detection in VHR Remote Sensing Imagery
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Abstract: Small object detection in very-high-resolution (VHR) optical remote sensing images is a fundamental but challenging problem due to the latent complexities. To tackle this problem, the MdrlEcf model is proposed by modifying deep reinforcement learning (DRL) and extracting the efficient convolution feature. Firstly, an efficient attention network is constructed by introducing the local attention into the convolutional neural network. Combining the shallow low-level features with rich detail descriptions and high-level features with more semantic meanings effectively, efficient convolution features can be obtained. By this, the attention network can effectively enhance the ability to extract small target features and suppressing useless features. Secondly, the efficient feature map is sent to the region proposal network constructed by modified DRL. Using the modified reward function, this model can accumulate more rewards to conduct the search process, and potentially generate effective subsequent proposals and classification scores. It also can increase the effectiveness of object locations and classifications for small targets. Quantitative and qualitative experiments are conducted to verify the detection performance of different models. The results show that the proposed MdrlEcf can effectively and accurately locate and identify related small objects.
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1. Introduction

The VHR remote sensing imagery (RSI) develops quickly due to the wide exploration of sensor technologies and aerospace research. Its typical resolution is 3–4 m ground sample distance (GSD) and the objects in VHR images are usually of diverse shapes in arbitrary orientations. With the advantages of large-scale images and multi-angle data, the VHR remote sensing images have supported an increasingly wide range of applications including resource exploration, urban planning, natural disaster assessment, military target detection, and recognition. Nowadays its application field [1,2] is still expanding. Object detection in RSI aims to determine whether a given aerial or satellite image contains one or more objects belonging to the class of interest, and determine the positions of each predicted object in RSI. Different from natural images, the objects in VHR RSI such as cars have a relatively smaller spatial extent (usually smaller than 15 pixels [3]) than the other large satellite objects. The much smaller objects [4] and complex background content [5] greatly limit its detection performance and pose some severe challenges for the applications [6,7].

In literature, various models have been proposed to effectively detect the objects of interest. Traditional methods mainly deploy the handcrafted features and shallow machine learning models, which are easy to overfit and usually require a large number of
calculations. Convolutional neural networks (CNN) can automatically and powerfully learn and extract the features from data, as well as better robustness and higher detection accuracies [8–11]. They have provided great improvements and achieved much better accuracies for object detection compared with traditional approaches [12–20]. Currently, traditional detection models have been gradually replaced by deep learning-based methods.

Considering the feature maps obtained by CNN, the deep high-level maps are of greatly lower resolutions which may harm their capacity for high-quality object localization due to the loss of detail information; the shallow low-level maps have high-resolution features that reduce the representational capacity for object recognition. Thus, most CNN-based detectors show poor performance when detecting small objects, mainly due to the coarseness of the obtained deep feature maps [21,22]. The issue of ignoring the low-level features has greatly limited the performance of CNN-based detectors. Nowadays, the attention mechanism drawing on human attention thinking has been proven to be a potential means of enhancing the network performance [23,24], which can efficiently benefit from the human brain visual mechanism by quickly filtering out the high-value knowledge from a large amount of information. Constructed by integrating the attention into the deep neural network, the attention network has shown satisfactory performance. As presented in FPN [23] and PANet [24], the performance of object detection models has been effectively enhanced by introducing attention into the CNN and generating the integrated features. Both of them inspire us that the high-level and low-level maps are complementary and the attention network can be utilized to learn complementary features for object detection [23,24]. Therefore, it is very important and natural of developing the attention network to effectively extract the object features and significantly enhance the detection performance.

Generally speaking, the object detection models need to accomplish two tasks including classification and localization. If they are not properly balanced, the performance will be suboptimal because one task may be compromised. The imbalance between classification and location becomes an increasingly important issue that limits the detection performance. Integrate deep learning’s strong understanding of visual perception problems and the decision-making ability of reinforcement learning, deep reinforcement learning is becoming a promising framework for object detection with satisfying performance [25–27]. Its success can be contributed to the balance between the classification and localization for object detection. Additionally, DRL can enhance the accuracy and reduce various costs associated with the usage of VHR images at the same time. Although DRL can effectively explore the strong understanding ability of deep learning and the decision-making ability of reinforcement learning, there are still problems for the detection of remote sensing images, such as premature termination of search and sparse rewards obtained from the search.

To address the above issues, we propose a novel small object detection model for VHR remote sensing images by exploiting deep reinforcement learning and efficient convolution feature learning (MdrRecf). First, local attention is added to CNN to construct the attention network and obtain the efficient convolution features, which integrates the low-level features of content and high-level features of semantic meanings. By effectively depicting the images, more discriminative features are generated for small targets in different positions. That is, the detailed information-rich features can be selectively enhanced by the network to improve the detection accuracy. Second, modified DRL is exploited to effectively detect the small object by designing the new reward functions. It can accumulate more rewards to guide the search process, and potentially generate effective subsequent proposals and classification scores. For VHR remote sensing images, experimental results show that the proposed MdrRecf can effectively improve the quantitative and qualitative results of small object detection.

The rest of this paper is organized as follows. Section 2 introduces specific algorithms and frameworks related to this paper. An overview of the proposed model is presented
in Section 3. Section 4 briefly introduces the experimental setup and results. Section 5 is the conclusion.

2. Related Works

Object Detection. The object detection models based on deep learning can be roughly divided into two categories: anchor-based algorithms and anchor-free algorithms. Their differences are whether the anchor points are utilized to extract the region proposals. Anchor-based algorithms include the popular two-stage detection model R-CNN [12], Fast R-CNN [13], Faster R-CNN [14], etc., and one-stage detection model YOLOv2 [15], SSD [16], etc. Integrating with region proposals, R-CNN explored a high-capacity CNN trained with bottom-up candidate boxes to locate and segment objects [12]. Follow the idea of R-CNN, Girshick et al. [13] proposed the Fast R-CNN to improve the training and testing speed while increasing the detection accuracy. Ren et al. [14] firstly introduced a region proposal network (RPN) which generated high-quality region proposals to conduct the unified network where to look. It has shown a huge improvement in the development of object detection. The one-stage detection model SSD [16] predicted category scores and box offsets for a fixed set of default bounding boxes by using small convolutional filters. Instead of the anchor point, anchor-free approaches calculate the descriptions of the bounding box in other ways, e.g., YOLO [17], CornerNet [18], ExtremeNet [19], FCOS [20]. YOLO [17] was a representative anchor-free algorithm, which directly predicted bounding boxes and class probabilities from the full images in one evaluation. Law et al. [18] regarded the bounding box as the key points (the upper left corner and lower right corner of the target) and exploited a single neural network to perform the detection. Based on it, Yi et al. [19] presented a novel object detection framework by detecting the four bottom-up extreme points of the target (that is, the uppermost point, the lowermost point, the leftmost point, the rightmost point). As an anchor-free and proposal-free algorithm, FCOS [20] was proposed to solve object detection in a per-pixel prediction fashion, analog to semantic segmentation.

Attention Networks. The attention has been proven to be a potential means to enhance the performance of deep neural networks [21,22] because it can utilize multi-level features to generate discriminative feature representations. Integrating the attention into the deep neural network, the attention network is constructed to achieve satisfactory results. FPN [23] proposed lateral connections to enhance the semantic characteristics of shallow layers via a top-down pathway. It has shown a huge improvement as the generic feature extractors. After that, PANet [24] explored a bottom-up pathway to further enhance the low-level information of deep layers. Jie et al. [28] focused on channels and explicitly modelled the interdependence between channels in CNN by the attention to enhance the network performance. Based on [28], Wang et al. [29] proposed the efficient channel attention through a fast one-dimensional convolution which involves a handful of parameters while bringing clear performance gains. Currently, the attention network has been widely utilized in various types of tasks such as natural language processing (NLP) [30], image classification [31], speech recognition [32], and facial recognition [33], which achieved remarkable results.

Deep reinforcement learning in Object Detection. With the development of deep reinforcement learning, object detection becomes a new task in this field. In [34], Bellver et al. proposed a hierarchical deep reinforcement learning object detection framework, which was characterized by a top-down exploration of a hierarchy of regions guided by an intelligent agent. Utilizing the multi-agent-based algorithm, Kong et al. [35] proposed a joint search algorithm based on collaborative deep reinforcement learning to learn the optimal strategy for target localizing. To reduce the high computational and monetary cost, a reinforcement learning agent was proposed for large images [36] by adaptively selecting the spatial resolution of each image. In [37], a novel and effective detector were proposed by integrating the bottom-up single-shot convolutional neural networks and a top-down operating strategy.
3. Methods

Exploring deep reinforcement learning and attention network, the MdrlEcf model is proposed for the small object detection in VHR optical remote sensing image. First, CNN (here we use VGG16) is utilized as the main network of the attention network for feature learning. To integrate the detail features of the shallow layer into semantic features of the deep layer, local attention is introduced into VGG16. We conduct the experiments in Section 4.2 to determine where the local attention is added. By this, the efficient convolution characteristics of small targets can be fully depicted. Then, the integrated convolution features are delivered into the modified DRL with the proposed reward function. By accumulating much more rewards during the search process, the modified DRL can potentially generate effective subsequent proposals and classification scores. That is, the modified DRL can make a trade-off between the location and classification for the small object detection to a certain degree. At last, the prediction bounding boxes and classification results are output. The overall framework of the proposed MdrlEcf model is shown in Figure 1.
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**Figure 1.** The overall framework of the proposed MdrlEcf model, including efficient convolution feature learning and modified deep reinforcement learning. The green part represents the local attention added to VGG16 and the integrated feature map. The purple rectangular is the efficient convolution feature learning, and the orange rectangular represents the modified deep reinforcement learning (DRL). The yellow line is the modified reward functions utilized in MdrlEcf.

3.1. Efficient Convolution Feature Learning

As presented in [28], the SE module has been widely explored due to its advantages of improving network performance. Therefore, it is chosen to design the local attention of our attention network. For the SE module, the squeeze part can globally exploit contextual information, and its excitation part aims to exploit channel-wise dependencies. The purple
rectangular of Figure 1 presents our attention network, where the local attention is explored to allow VGG16 to selectively enhance low-level features with rich detail information. By this, the feature map obtained by our attention network will efficiently contain the low-level informative features and high-level semantic information simultaneously. Additionally, it has dynamic adaptability to the input and helps to enhance the general ability of the proposed model.

Let \( I \) represent an input VHR image, and the map \( F(I) \) denotes the shallow features generated by the first block of VGG16. Two \( 3 \times 3 \) convolutional layers with 64 channels and one max-pooling layer are combined to construct the first block, in which the local detail information can be well perceived by the convolutional layer.

The local attention is added between the first block and the second block according to the results in Section 4.2. The feature map \( F(I) \) with the size of \( W \times H \times C \) is considered as the input of the local attention. The global average pooling (GAP) is performed to well eliminate the spatial interference between features and generate a \( 1 \times 1 \times C \) weight \( w_{gap} \). Here the parameter \( C \) is set to 64. Then, the full connection (FC) is utilized to incorporate learned weights and obtain the final weight \( w \). The location attention is formulated as follows:

\[
\text{GAP}(F(I)) = w_{gap}, \quad \text{FC}(w_{gap}) = w, \quad \hat{F}(I) = w \odot F(I),
\]

where \( \hat{F}(I) \) is the re-weighted feature map and \( \odot \) denotes the element-wise product. The overall structure of local attention is presented in Figure 2.
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**Figure 2.** The overall structure of local attention.

As a soft attention, the utilized local attention pays more attention to areas or channels. It means local attention has the same latent characteristics as the Modified DRL mentioned in Section 3.2, which aims to generate effective subsequent proposals and classification scores. Its parameters can be calculated by performing the gradient, forward propagation, and backward feedback algorithms.

After re-weighting, the new feature map \( \hat{F}(I) \) is sent to the four remaining blocks of the attention network. In detail, the second block includes two \( 3 \times 3 \) convolutional layers with 128 channels and 1 maxpooling layer; the third block includes three \( 3 \times 3 \) convolutional layers with 256 channels and 1 maxpooling layer. The fourth and last blocks include three \( 3 \times 3 \) convolutional layers with 512 channels and 1 maxpooling layer respectively. Utilizing these blocks, the low-level informative features are selectively combined and enhanced. Then, it is integrated with the deep features, which are usually obtained by the fully connected layer at the end of the network. Finally, the attention network outputs the efficient convolution feature map \( \hat{F}(I) \).
3.2. Deep Reinforcement Learning with the Modified Reward Function

Exploring deep reinforcement learning is a new research direction for solving object detection problems. When performing DRL, the agent receives the input data from its environment and estimates how good or bad the taken actions according to a reward function. Normally, the reward function is utilized to assigns a numerical value to each performed action from a given state and then taken actions aim to achieve the predetermined goal. In addition, the agent reaches the new state after performing an action. The framework of DRL in the proposed method is displayed in the orange rectangular of Figure 1.

Let $S$ represent the state space, $A$ is the action space and $R$ is the reward. There are two types of actions (fixate action $a_t^f$ and done action $a_t^d$) in $A$ corresponding to the two rewards (fixate reward $r_t^f$ and done reward $r_t^d$) in $R$. The feature map $F(I)$ is input into the modified DRL and forms an initial state $s_t(t = 0)$. Then in each time slot $t$, the agent selects the best action to output by utilizing the policy $\pi(a_t|s_t)$, which is a given random strategy and represents the maps from states to actions in the policy center. The $\pi(a_t|s_t)$ is formulated as follows:

$$
\begin{align*}
\pi(a_t = a_t^f|s_t) &= P(z_t)(1 - \sigma(w_zd_t)) \\
\pi(a_t = a_t^d|s_t) &= \sigma(w_zd_t)
\end{align*}
$$

(2)

where $P(z_t)$ represents the probability map of the new position $z_t$; $\sigma(\cdot)$ is the logistic sigmoid function; $w_z$ presents the trainable weight vector, and $d_t \in \mathbb{R}^{625}$ is a vector generated by the first done action.

When the agent chooses the fixate action ($a_t^f = z_t$ & $a_t^d = 0$), the new location $z_t$ is visited and the fixate reward $r_t^f$ is obtained. Meanwhile, region of interests (RoIs) are updated with the areas centered at $z_t$. Let $IoU_t^i$ represent the intersection-over-union (IoU) of the ground truth instance $g_i$ given by the RoIs of the specific time slot $t$; $IoU^i$ is defined as the maximum IoU between the predicted bounding box and the ground truth bounding box for the $i$-th instance in the time slot $0, ..., t-1$. The modified fixate reward $r_t^f$ in time slot $t$ is formulated as

$$
r_t^f = - \beta + \sum_{i} \frac{IoU_t^i - IoU^i}{\tau}, \; g_i: IoU_t^i > IoU^i \geq \tau,
$$

(3)

where $- \beta$ (set to $0.075$ [26]) is a small negative reward, and $\tau$ represents the IoU threshold.

The fixate reward $r_t^f$ reflects the quality of the selected location $z_t$. After the fixate reward $r_t^f$ is obtained, all the corresponding RoIs will be sent to the RoI pooling module, and then do the classification and bounding box offset prediction of the specific class. The predictions are mapped to certain locations and are added to the history of a specific class $h_t$. The $r_t^f$ and the $h_t$ will be combined with the original state $s_t$ to form a new state $s_{t+1}$. At the time $t + 1$, the agent redetermines whether taking the new actions or not in the policy center according to the new state $s_{t+1}$.

If the agent decides to perform the done action ($a_t^d = 1$), it will stop searching the feature map $F(I)$ and collect all selected predictions in the entire trajectory for prediction and classification. Also, the agent gains a done reward $r_t^d$ reflecting the quality of the search, which can be utilized to guide the next search process. The modified done reward $r_t^d$ is formulated as

$$
r_t^d = \sum_{i} \frac{IoU_t^i - \tau}{\tau}, \; g_i: IoU_t^i \geq \tau.
$$

(4)

According to the rewards obtained during the searching process, the agent can effectively optimize the searching process of the next feature map. At last, the prediction and classification results will be output. The overall pseudo code of the modified deep reinforcement learning is shown in Algorithm 1.
Algorithm 1: Modified deep reinforcement learning

Input: feature map $\hat{F}(I)$
Output: the final classification results $y$

1: initialize the state space and give the agent an initial state $s_0$
2: for time slot $t$:
3: derive actions based on strategy $\pi(a_t|s_t)$
4: IF $a_t^f = z_t$ && $a_t^d = 0$:
5: visit new location $z_t$ and update RoIs
6: calculate the maximum IoU between each object instance and the ground truth at time slot $0...t-1$, denoted as $IoU^i_t$
7: in each time slot $t$, calculate the IoU between the RoIs and the object instance, denoted as $IoU^i_t$
8: IF: $IoU^1_t > IoU^i_t \geq \tau$
9: do the classification and bounding box offset prediction of the specific class
10: insert the prediction results into the history of specific class $h_t$
11: combine $h_t$ and $r_t^f$ with $s_t$ to form a new state $s_{t+1}$
12: Jump to Step 2
13: ELSE IF done action is chosen ($a_t^d = 1$):
14: calculate $IoU^i_t$ and $r_t^d$ based on (4)
15: generate the region proposals
16: STOP the agent
17: calculate and draw the prediction boxes based on the regional proposals; obtain the classification result $y$.

4. Experiments

In this section, we first describe the datasets, comparison methods, experiment settings, and evaluation metrics. Then, we compare and analyze the results obtained by the proposed MdlEcf and six compared approaches on the experimental datasets.

4.1. Experimental Setup

(1) Datasets: To verify the performance and effectiveness of the proposed model, experiments are carried out on three public VHR datasets. The details are listed in Table 1.

| Dataset          | Number of Categories | Number of Pictures | Supplements                                    |
|------------------|----------------------|--------------------|------------------------------------------------|
| NWPU VHR-10 [38] | 10                   | 800                | A 10-level geographic remote sensing dataset for space object detection. |
| SAR-Ship-Dataset [39] | 1           | 43,819             | This dataset labeled by SAR experts was created using 102 Chinese Gaofen-3 images and 108 Sentinel-1 images. |
| RSOD [40]        | 4                   | 976                | Spatial resolution from 0.3m to 3m, and contains 6950 instances. |

(2) Comparison Methods: Different state-of-the-art detection approaches are chosen to compare with the proposed MdlEcf, including RICNN [2], Faster R-CNN [14], DRL-Fr [26], MDRL, SSD [16], and YOLO [17]. MDRL is proposed as an ablation experiment method to verify the effectiveness of convolution feature learning described in Section 3.1, which is a DRL model with the modified reward functions only. Comparing the DRL-Fr and MDRL, the necessary and effectiveness of the modified reward functions can be verified; comparing MDRL and MdlEcf, those of the proposed efficient convolution feature learning can be evaluated.
(3) Experimental Settings: We retrained the approaches (DRL-Fr [26], MDRL, MdrL Ef) using the datasets in Section 4.1. To be fair, all the ablation experiments choose VGG16 as the backbone and all hyperparameters are consistent. In the experiment, the parameter settings (DRL-Fr [26], MDRL, MdrL Ef) are presented as follows. The number of iterations is 110,000, and the batch size is 256. The learning rate is 0.00025, which is automatically adjusted every 80,000 times to decrease it by 0.1 times. The input size of the image is 600 on the smallest side and 1000 on the longest side. IoU threshold is set to 0.45. As for other methods (Faster R-CNN [14], RICNN [2], SSD [16], and YOLO [17]), their pretrained weights and the related setting are utilized to conduct our experiments.

The conditions of the experiments are presented as follows. TensorFlow and python are utilized to build the target detection environment. The experimental environment is Linux, and the platform is equipped with an 8GB GPU (Tesla P100), 14-core CPU (Intel(R) Xeon(R) Gold 5117 CPU @ 2.00 GHz). GPU and CPU are used for joint training.

(4) Evaluation Metrics: The Average Precision (AP) and mean Average Precision (mAP) are utilized as the evaluation indicators. AP is utilized to measure the performance of the detector in each category; mAP is utilized to estimate the detector performance in all categories. The higher the values of AP and Map, the better the detection performance. Let \( p(r) \) represents the P-R curve; \( N \) is the number of target types in the test set. Both of them can be formulated as follows:

\[
AP = \int_0^1 p(r)dr, \tag{5}
\]

\[
mAP = \frac{\sum_{n=1}^{N} AP(n)}{N}. \tag{6}
\]

4.2. Experimental Results and Analysis

4.2.1. Estimating Locations of the Added Local Attention

The quantitative experiments are conducted to determine where to add the local attention module. We choose the SE module as a comparison and utilize the VGG16 as the network. The SE module and local attention share the same experimental settings. The following descriptions of the SE module can also apply to the local attention, just replace the SE module with the local attention.

First, the SE module (or local attention) is added for training only after the first block. Then the test results and output matrix table can be calculated. After that, we increase the number of SE modules, such as adding SE modules after the first and second blocks, adding SE modules after the first three blocks, adding SE modules after the second and third blocks, and adding SE modules after all five blocks. In addition, the scaling parameters are set to 16, 32, and 64 for debugging. The experiments for local attention are basically the same.

Table 2 presents the detection results of different approaches on the NWPU VHR-10 dataset. In Table 2, “Add layer” indicates the position where the SE module (or local attention) is added, and the number indicates the detailed block of VGG16. The values of mAP are very different when the adding locations change. From Table 2, it can be easily observed that the best result is obtained when the local attention is added after the first block, which can show the effectiveness of integrating the low-level detailed characteristics into deep features to a certain degree.

| Module                | Add Layer | Scaling Parameters | mAP  |
|-----------------------|-----------|--------------------|------|
| local attention       | 1         | ×                  | 0.834|
| SE module             | 1, 2      | 16                 | 0.670|
| SE module             | 1, 2      | 32                 | 0.780|
| SE module             | 1, 2      | 64                 | 0.748|
Based on the above results, local attention is added after the first block of VGG16 for the proposed approach. The final structure of efficient convolution feature learning is displayed in Figure 3.

Figure 3. The final structure of the efficient convolution feature learning.

4.2.2. Quantitative Analysis

RICNN [2], Faster R-CNN [14], DRL-Fr [26], SSD [16], YOLO [17]), MDRL, and MdrlEcf are performed on three popular datasets, and the results are shown in Tables 3–5. All the bold numbers in the tables indicate the best results.

Table 3. Comparison of detection accuracy of different models on the NWPU VHR-10 dataset.

|               | RICNN | Faster R-CNN | DRL-Fr | MDRL | MdrlEcf | SSD   | YOLO |
|---------------|-------|--------------|--------|------|---------|-------|------|
| airplane      | 0.884 | 0.903        | 0.907  | 0.905| 0.927   | 0.932 | 0.874|
| ship          | 0.773 | 0.800        | 0.814  | 0.853| 0.844   | 0.857 | 0.847|
| storage tank  | 0.853 | 0.711        | 0.629  | 0.631| 0.775   | 0.617 | 0.658|
| baseball diamond | 0.881 | 0.894       | 0.897  | 0.872| 0.922   | 0.904 | 0.931|
| tennis court  | 0.408 | 0.815        | 0.813  | 0.818| 0.838   | 0.850 | 0.658|
| baseball court| 0.585 | 0.808        | 0.816  | 0.823| 0.824   | 0.870 | 0.872|
| ground track field | 0.867 | 0.909       | 0.995  | 0.999| 0.988   | 0.985 | 0.976|
| harbor        | 0.686 | 0.798        | 0.786  | 0.797| 0.789   | 0.812 | 0.832|
| bridge        | 0.615 | 0.706        | 0.706  | 0.734| 0.722   | 0.731 | 0.793|
| vehicle       | 0.711 | 0.714        | 0.704  | 0.715| 0.715   | 0.762 | 0.742|
| mAP           | 0.726 | 0.806        | 0.807  | 0.814| 0.834   | 0.832 | 0.818|
| Training Time(s) | 8.77  | 0.242        | 0.267  | 0.271| 0.264   | 0.186 | 0.182|

Table 4. Comparison of detection accuracy of different models on the SAR-Ship-Dataset dataset.

|               | RICNN | Faster R-CNN | DRL-Fr | MDRL | MdrlEcf | SSD   | YOLO |
|---------------|-------|--------------|--------|------|---------|-------|------|
| ship          | 0.803 | 0.907        | 0.900  | 0.901| 0.917   | 0.901 | 0.746|
| mAP           | 0.803 | 0.907        | 0.900  | 0.901| 0.917   | 0.901 | 0.746|
| Training Time(s) | 7.13  | 0.213        | 0.225  | 0.214| 0.198   | 0.189 | 0.196|

Table 5. Comparison of detection accuracy of different models on the RSOD dataset.

|               | RICNN | Faster R-CNN | DRL-Fr | MDRL | MdrlEcf | SSD   | YOLO |
|---------------|-------|--------------|--------|------|---------|-------|------|
| oiltank       | 0.721 | 0.901        | 0.901  | 0.906| 0.909   | 0.692 | 0.743|
| playground    | 0.678 | 0.885        | 0.885  | 0.884| 0.889   | 0.712 | 0.738|
| aircraft      | 0.763 | 0.804        | 0.805  | 0.806| 0.810   | 0.702 | 0.751|
Table 3 presents the comparisons of detection accuracies on the NWPU VHR-10 dataset. It can be easily found that the mAP of MdrEcf is higher than the other compared methods, which reaches 83.4% as shown in Table 3. Analyzing the AP values of each category, we found that SSD and YOLO show better results in some categories, but their overall evaluation is not as good as MdrEcf. In the ablation experiment, MDRL presents better values of mAP and training time than DRL-Fr. Additionally, the mAP values and the training time of MdrEcf are much better than those of MDRL, and most AP values of MdrEcf are superior to those of MDRL.

For the SAR-ship-dataset presented in Table 4, MdrEcf achieves the best mAP (91.7%). This dataset has only one category of the ship, and the ratio of the ship’s length or width to the image size is in the range of 0.04 to 0.24, which is much smaller than the PASCAL VOC’s 0.2 to 0.9. From Table 4, the superior values of MdrEcf fully show its effectiveness in detecting small targets.

For the RSOD dataset presented in Table 5, our method shows obvious improvements in detecting the small and medium-sized targets (like oil tanks, playgrounds, and aircraft). For the overpass, it only has shape information compared to other classes and YOLO achieves the best mAP (85.1%). This is because overpass belongs to large-scale objects in remote sensing images, and the standard YOLO is usually good for detecting large-scale objects. For the overpass, the AP obtained by MdrEcf increases by almost 4% compared with those of DRL-Fr and MDRL, which greatly demonstrates that the added local attention and the modified reward function can well enhance the detection performance.

From Tables 3–5, although the proposed MdrEcf does not show the superior AP values in some categories, its overall performance is better than other compared methods, which means MdrEcf can stably detect the small targets for VHR remote sensing datasets. In ablation experiments, MdrEcf has superior values of mAP and takes much less training time, which verifies the effectiveness of the proposed modules in Section 3. Additionally, the proposed MdrEcf takes a longer time to train compared with SSD or YOLO, and its training time grows with the increasing number of images and IoUs. In the future, we will try to reduce the training time.

4.3. Visualization Results and Analysis

The visualization results of different VHR datasets are shown in Figures 4–7. The red or white rectangular in Figures 4–7 represent the predicted bounding box, and the number in each blue label represents the value of IoU.
Figure 4. The results of some detected objects from NWPU VHR10.

Figure 5. The results of some detected objects from SAR-ship-Dataset.
Figure 6. The results of some detected objects from RSOD.

Figure 7. Evaluation of the accuracies of prediction location results (IoU) of different methods: (a) Faster R-CNN; (b) DRL-Fr; (c) MDRL; (d) MrdrEcf.

Figure 4 shows a few sample detection results of the proposed MrdrEcf on the NWPU VHR-10 dataset. It can be clearly observed that the proposed MrdrEcf can accurately detect the objects that belong to different classes with small or medium size, such as airplanes, vehicles, ships, and playgrounds. Additionally, the objects that densely stand together are also clearly detected.

SAR-ship-Dataset is a two-dimensional ship dataset, which contains a large amount of small objects. As shown in Figure 5, the proposed MrdrEcf can effectively detect ships
with different sizes and angles; however, some ships fail to be detected in Figure 5. This can be attributed to the fact that similar backscattering mechanisms are shared by the targets in different backgrounds such as buildings, harbors, and islands. Therefore, there is still a lot of room for improving the proposed method.

The detection results of the RSOD dataset are shown in Figure 6. Obviously, the proposed MdrlEcF not only can accurately detect small and medium-sized targets (aircrafts, oil tanks, and playgrounds) but also detect large-sized objects that overpass complex backgrounds correctly. Noticing that, the targets of RSOD are much smaller than those of the NWPU VHR-10 datasets. This fact further demonstrates the detection effectiveness of MdrlEcF for detecting small objects.

To compare the effectiveness of locating the objects, we design an experiment to evaluate the accuracies of prediction bounding boxes obtained by Faster R-CNN, DRL-Fr, MDRL, and MdrlEcF. Figure 7 presents the numerical results of the IoU. Compared to the numbers in the blue labels, it can be clearly seen that the average IoU results of MdrlEcF are better than the other Faster R-CNN, DRL-Fr, MDRL, and the related prediction bounding boxes are more accurate. In Figure 7, the Faster R-CNN, DRL-Fr, and MDRL models are not well fitted, so multiple prediction bounding boxes appear in the results. To further evaluate the accuracies of MdrlEcF in locating the objects, Figure 8 shows the comparisons between the prediction bounding boxes and the related ground truth, where the red boxes represent the prediction bounding boxes and the green boxes are the ground truth. Comparing the bounding boxes and the values of IOU, it can be observed that the prediction bounding boxes of MdrlEcF can well match those of the ground truth, which can be also found by the values of IOU in the blue labels. From the visualization analysis in Figures 4–8, it can further prove that the proposed method presents superior effectiveness and robustness to other compared methods.

Figure 8. Evaluation of the accuracies of MdrlEcF in locating the objects.

5. Conclusions

By modifying deep reinforcement learning and enhancing convolution features, the MdrlEcF model is proposed for small object detection of VHR remote sensing images. Using the local attention mechanism and CNN, the attention network is constructed to integrate low-level features into high-level features. The complementary feature map can also be obtained, which can effectively extract the remarkable characteristics of small targets. After that, the DRL with an improved reward function is explored to utilize the feature map and achieve small object detection. Using the redesigned reward function, the modified DRL can greatly increase the searching rewards, and efficiently guide the agent to search the informative features. After that, the small objects can be well located and classified. Three popular VHR remote sensing images are applied to evaluate the performance of MdrlEcF and six compared models, whose categories are quite different. The experimental results efficiently verify the effectiveness and feasibility of the proposed MdrlEcF and suggest that MdrlEcF can achieve better results in quality and quantity.
There is no doubt that it still has room to improve the proposed approach. Based on the deep reinforcement learning, MdlIEc takes a longer time in training. For further research, we will try to improve the speed of predicting the bounding boxes in deep reinforcement learning and we are also interested in designing the lightweight detector and transplanting it to portable hardware.
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