Deep Convolutional Likelihood Particle Filter for Visual Tracking
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Abstract. We propose a novel particle filter for convolutional-correlation visual trackers. Our method uses correlation response maps to estimate likelihood distributions and employs these likelihoods as proposal densities to sample particles. Likelihood distributions are more reliable than proposal densities based on target transition distributions because correlation response maps provide additional information regarding the target's location. Additionally, our particle filter searches for multiple modes in the likelihood distribution, which improves performance in target occlusion scenarios while decreasing computational costs by more efficiently sampling particles. In other challenging scenarios such as those involving motion blur, where only one mode is present but a larger search area may be necessary, our particle filter allows for the variance of the likelihood distribution to increase. We tested our algorithm on the Visual Tracker Benchmark v1.1 (OTB100) and our experimental results demonstrate that our framework outperforms state-of-the-art methods.
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1 Introduction

Particle filters are widely applied in visual tracking problems due to their ability to find targets in challenging scenarios such as those involving occlusions or fast motion. Recently, particle filters have been used in conjunction with deep convolutional neural networks (CNN) [6,12] and correlation filters [2,15,11,7]. The Hierarchical Convolutional Feature Tracker (HCFT) proposed by Ma et al. in [7] showed significant performance improvements over previous works, demonstrating the effectiveness of using convolutional features along with correlation filters. Correlation filters provide a map showing similarities between convolutional features corresponding to an image patch and the target [2][5][3]. Adding a particle filter to convolutional-correlation visual trackers can significantly improve their results as shown in [16][14][8][10][9]. In these methods, particle filters sample several image patches and calculate the weight of each sample by applying a correlation filter to the convolutional response maps.

In this work, we propose a novel convolutional-correlation particle filter for visual tracking which estimates likelihood distributions from correlation response maps. Sampling particles from likelihood distributions improves the accuracy of patch candidates because correlation response maps have an initial evaluation of the target location. Thus,
they are more reliable proposal densities than transition distributions, commonly used in particle-correlation trackers such as \cite{16,14,8,10}. Additionally, these trackers calculate the posterior distribution based on the peaks of correlation maps without considering them in the computation of particle weights. Our particle filter solves this problem using a multi-modal likelihood distribution to address challenging tracking scenarios. Our proposed algorithm also calculates a likelihood distribution with larger variances, which is useful in other challenging scenarios involving fast motion or background clutter because it expands the target search area. Additionally, this method decreases the number of required particles. Experimental results on the Visual Tracker Benchmark v1.1 (OTB100) \cite{13} show that our proposed framework outperforms state-of-the-art methods.

2 The change of support problem in convolution-correlation particle filters

The particle weights in a particle filter are calculated by \cite{1}

\[
\omega_{i}^{(i)} \propto \frac{p(y_t | x_t^{(i)}) p(x_t^{(i)} | x_{t-1}^{(i)})}{q(x_t^{(i)} | x_{t-1}, y_t)},
\]

(1)

where \(p(x_t^{(i)} | x_{t-1})\) and \(p(y_t | x_t^{(i)})\) are the transition and likelihood distributions, and \(q(x_t^{(i)} | x_{t-1}, y_t)\) is the proposal distribution used to sample the particles. The posterior distribution is then approximated by

\[
\hat{P}_{r}(x_t | y_t) \approx N \sum_{i=1}^{N} \omega_{i}^{(i)} \delta(x_t - x_t^{(i)}),
\]

(2)

where \(\omega_{i}^{(i)}\) are the normalized weights. However, particle filters used in correlation trackers generally sample particles from the transition distribution, i.e., \(q(x_t^{(i)} | x_{t-1}, y_t) = p(x_t^{(i)} | x_{t-1})\). These methods also re-sample particles at every frame, which removes the term corresponding to previous weights \(\omega_{i}^{(i)}\), from Eq. (1) Finally, the weight of each particle in these trackers is given by \cite{16}

\[
\omega_{i}^{(i)} \propto p(y_t | x_t^{(i)}),
\]

(3)

where \(p(y_t | x_t^{(i)})\) is a function of \(R_{y_t}^{x_t^{(i)}} \in \mathbb{R}^{M \times Q}\), the correlation response map centered at \(x_t^{(i)}\). In these trackers, particles are shifted to the peaks of correlation maps and the posterior distribution is then approximated by the particles’ weights at the shifted locations, i.e.,

\[
\hat{P}_{r}(x_t | y_t) \approx N \sum_{i=1}^{N} \omega_{i}^{(i)} \delta(x_t - \hat{x}_t^{(i)}),
\]

(4)

where \(\hat{x}_t^{(i)}\) is the peak of the correlation response map corresponding to the \(i\)-th particle. However, the posterior distribution using the shifted locations must consider the
weights corresponding to the new support points, not the original locations of the particles. That is, the original locations are used in weight computation, but the shifted support is used to approximate the posterior distribution. To solve this, we sample particles from the likelihood distribution instead. Particle filters that sample from likelihood distributions generate more accurate particles, but sampling from the likelihood distribution is not always possible. Fortunately, convolutional-correlation trackers generate correlation maps that can be used in the construction of likelihood distributions.

3 Likelihood Particle Filter

Our algorithm generates an initial correlation response map for the current frame based on the previously estimated target state to calculate an initial likelihood distribution. That is, we generate a patch from the current frame based on the previous target state and use a CNN [12] to extract the convolutional features from this patch. We then compare these features with the target model to calculate the final correlation response map [7]. As seen in Fig. 1 in most scenarios (which we call “simple frames”) the correlation response map corresponds to a sharp Gaussian distribution with a prominent peak. In challenging scenarios (“difficult frames”), correlation maps are wider with less pronounced peaks. We need to estimate likelihood distributions consistently in both scenarios. To address this issue, we fit a Gaussian distribution to the correlation response maps while disregarding elements with probability lower than a threshold $\tau$. By disregarding low probability elements, we mitigate the impact of the background on the
computation of the model. We compute the mean of the correlation response map using

$$\mu \approx \frac{\sum_{i=1}^{u} q_i s_i}{\sum_{i=1}^{u} q_i},$$  \hspace{1cm} (5)$$

where $s_i$ and $q_i$ represent the elements of the correlation response map and their respective probabilities, and $u$ is the number of elements with probability higher than $\tau$. The variance of the response map is then given by

$$\sigma^2 \approx \frac{\sum_{i=1}^{u} q_i (s_i - \mu)^2}{\sum_{i=1}^{u} q_i}. \hspace{1cm} (6)$$

Thus, our model assigns low probabilities to pixels that are likely to belong to the background while assigning relatively high probabilities to all the regions that might correspond to the target. As a result, our samples concentrate in regions where the target is more likely to be present.

Fig. 1 shows our estimated likelihood distributions for two different frames of the Biker data sequence of the OTB100 benchmark. In the difficult frame, the target undergoes motion blur, which causes the correlation response map to be wider with a lower peak. Our estimated variance is then correspondingly higher, which helps our tracker to sample particles over a wider area to compensate for tracking uncertainties in difficult scenarios. The example in Fig. 2 shows how the variance increases as the target approaches difficult frames.

![Fig. 1](image1.png)

**Fig. 1.** Estimated likelihood distributions for two different frames of the Biker data sequence of the OTB100 benchmark.

![Fig. 2](image2.png)

**Fig. 2.** Standard deviations of the estimated likelihood distributions in data sequence Jogging-1 of the OTB-100 dataset.

Although allowing for higher variances in challenging scenarios such as those involving fast motion helps our tracker address such issues, this strategy alone cannot handle multi-modal correlation response maps. To resolve this issue, we propose to determine the peaks of the distribution using the approach described below.
3.1 Multi-modal likelihood estimation

The existence of multiple peaks in a correlation response map usually indicates the presence of confusing elements in the background of the frame, as the example in Fig. 3 illustrates. In the frame shown in the figure, there are two peaks in the correlation response map when partial target occlusion occurs. The peaks correspond to the woman on the left side of the image (the target) and the pole partially occluding her. By applying a threshold to remove low probability elements from the correlation response map, two clusters become apparent.

![Fig. 3. A difficult frame including target occlusion. Its correlation response map has two peaks. By increasing the threshold to remove low probability elements, two clusters corresponding to the target and the pole are seen.](image)

To identify the peaks of the correlation map while disregarding additional background clutter, we remove from the map points with probability lower than a threshold $\tau$. We then fit a Gaussian mixture model to the remaining feature map points which clusters them into $k$ groups [5]. Fig. 4 shows two instances of correlation response maps in which we identify $k = 2$ and $k = 3$ clusters. The likelihood corresponding to each peak is then given by a normal distribution with mean and variance given by Eqs. 5 and 6. Algorithm 1 summarizes our proposed approach to estimate the likelihood distribution for each cluster.

3.2 Particle sampling

We sample particles from the Gaussian likelihood distributions obtained from the correlation response maps in the current frame. The probability that a particle is sampled
Algorithm 1 Multi-modal likelihood estimation.

**Input:** Current frame $y_t$ and previous target state $x_{t-1}$

**Output:** One likelihood distribution for each correlation map cluster

1: Extract a patch from the current frame based on the previous target state
2: Extract the CNN features of the patch and calculate its correlation response map
3: Remove points with probability lower than $\tau$
4: Fit a Gaussian mixture model to the map and find the clusters
5: Estimate the likelihood distribution of each cluster based on the mean and variance of its elements in the map according to Eqs. 5 and 6

Fig. 4. Finding clusters; left: correlation response maps with two and three clusters, middle: clusters of the correlation response maps obtained by fitting a Gaussian mixture model, right: estimated likelihood distributions for each cluster.
from the likelihood distribution is given by

\[
p(x_t^{(i)} | y_t) \propto \sum_{j=1}^{k} \mathcal{N}(x_t^{(i)}; \mu_j, \sigma_j),
\]

(7)

where \(\mu_j\) and \(\sigma_j\) are the mean and variance of the \(j\)-th mode of the likelihood. We generate a patch for each particle and extract its features using a CNN. After calculating the correlation response map for each particle, we shift the particles to the peaks of their respective correlation response maps. The peak of each correlation response map is the estimated target position based on the patch centered at the corresponding particle. Because each particle is shifted to the peak of the correlation response map, we consider \(p(x_t^{(i)} | x_t^{(i)}) = 1\), where \(x_t^{(i)}\) is the peak of the corresponding correlation response map. As a result, \(p(x_t^{(i)} | y_t) = p(\tilde{x}_t^{(i)} | y_t)\).

### 3.3 Calculating the weights and posterior distribution

By computing the weight of each shifted particle \(\tilde{x}_t^{(i)}\), we can accurately estimate the posterior based on the shifted particles and their correct weights, which addresses the problem of incorrect support points observed in previous works. As discussed earlier, Eq. (1) corresponds to the weight of each particle before shifting. The weight of the shifted particles is then given by

\[
\omega_{\tilde{x}_t}^{(i)} \propto \omega_{x_{t-1}}^{(i)} \frac{p(y_t | \tilde{x}_t^{(i)})p(\tilde{x}_t^{(i)} | x_{t-1})}{q(\tilde{x}_t^{(i)} | x_{t-1}, y_t)},
\]

(8)
where the term corresponding to the previous weight is removed because we perform resampling at every frame. Additionally, \( q(\tilde{x}_t^{(i)} | x_{t-1}, y_t) = p(\tilde{x}_t^{(i)} | y_t). \) (9)

Thus, the weight of each shifted particle is
\[
\omega^{(i)}_{\tilde{x}_t} \propto p(y_t | \tilde{x}_t^{(i)}) p(\tilde{x}_t^{(i)} | x_{t-1}) p(\tilde{x}_t^{(i)} | y_t).
\] (10)

Let the target state be defined as
\[
z_{t-1} = [x_{t-1}, \dot{x}_{t-1}]^T,
\] (11)
where \( \dot{x}_{t-1} \) is the velocity of \( x_{t-1} \). We apply a first-order motion model to \( z_{t-1} \) according to
\[
\bar{z}_{t-1} = A z_{t-1},
\] (12)
where \( \bar{z}_{t-1} \) represents the predicted target state and \( A \) is the process matrix defined by
\[
A = \begin{bmatrix} I_4 & I_4 \\ 0_{(4,4)} & I_4 \end{bmatrix},
\] (13)
where \( I_4 \) is a \( 4 \times 4 \) identity matrix and \( 0_{(4,4)} \) is a \( 4 \times 4 \) zero matrix. We use a Gaussian distribution \( N(\bar{x}_{t-1}, \sigma^2) \) to find the probability of each estimated particle in the current frame \( p(\tilde{x}_t^{(i)} | x_{t-1}) \).

Additionally, \( p(y_t | \tilde{x}_t^{(i)}) \) is the likelihood of each shifted particle. Let \( f_{x_{t}^{(i)}}(l, o) \) be the convolutional features of each particle \( x_{t}^{(i)} \) where \( l \) and \( o \) represent the layers and channels of the network, respectively. The correlation response map is then calculated by \( R_{y_{t}x_{t}^{(i)}} = \sum_{l=1}^{L} T_l (\tilde{\mathcal{F}}^{-1}(\sum_{o=1}^{O} C_{t-1}(l, o) \odot \tilde{F}_{x_{t}^{(i)}}(l, o))), \) (14)
where \( \tilde{F}_{x_{t}^{(i)}}(l, o) \) is the complex conjugate Fourier transform of \( f_{x_{t}^{(i)}}(l, o) \), \( C_{t-1} \) is the model generated in the previous frame, \( \odot \) represents the Hadamard product, \( \tilde{\mathcal{F}}^{-1} \) is the inverse Fourier transform operator, and \( T_l \) is a regularization term \( [7] \). The peak of \( R_{y_{t}x_{t}^{(i)}} \) is then calculated by
\[
\tilde{x}_{t}^{(i)} = \arg \max_{m, q} R_{y_{t}x_{t}^{(i)}}(m, q),
\] (15)
where \( m = 1, ..., M \) and \( q = 1, ..., Q \). The likelihood of \( \tilde{x}_{t}^{(i)} \) is calculated by \( [10] \)
\[
p(y_t | \tilde{x}_{t}^{(i)}) = \frac{1}{M \times Q} \sum_{m, q} R_{y_{t}x_{t}^{(i)}}(m, q).
\] (16)

The posterior distribution based on the shifted particles and their respective weights is then
\[
\hat{p}_F(x_t | y_t) \approx \sum_{i=1}^{N} \omega_{\tilde{x}_t}^{(i)} \delta(x_t - \tilde{x}_t^{(i)}),
\] (17)
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Fig. 6. Qualitative evaluation of our tracker against DCPF, HCFT, and CNN-SVM on two challenging sequences: Human6 (top) and Ironman (bottom).

where $\omega_{\tilde{x}_{t}}^{(i)}$ is the normalized version of $\omega_{x_{t}}^{(i)}$. Fig. 5 summarizes the steps of our method, and Algorithm 2 describes the details of our approach.

Algorithm 2 DCPF-Likelihood visual tracker.

Input: Current frame $y_t$ and previous target state $x_{t-1}$
Output: Current target state $x_t$
1: Estimate a likelihood distribution for each cluster using Algorithm 1
2: Sample particles from the likelihood distributions $p(x_{t}^{(i)}|y_t)$
3: Extract the CNN features of the patches corresponding to each particle and calculate its correlation response map according to Eq. 14
4: Shift the particles to the peaks of their correlation response maps based on Eq. 15
5: Calculate the likelihood $p(y_t|\tilde{x}_{t}^{(i)})$ based on Eq. 16
6: Calculate the transition probability $p(\tilde{x}_{t}^{(i)}|x_{t-1})$ according to Eqs. 11 to 13
7: Compute the weight of each shifted particle $\omega_{\tilde{x}_{t}}^{(i)}$ according to Eqs. 8 to 10
8: Calculate the posterior distribution according to Eq. 17

4 Experimental results

We use the Visual Tracker Benchmark v1.1 (OTB100) to assess the performance of our tracker. This benchmark contains 100 video sequences, which include 11 challenging scenarios. Our results are based on the one-pass evaluation (OPE), which uses the ground truth target size and position in the first frame to initialize the tracker. Our evaluation is based on the precision and success measures, described in [13]. Fig. 6 shows
Fig. 7. One pass evaluation of our tracker in comparison with three state-of-the-art approaches.

Qualitative results comparing our tracker with DCPF [8], HCFT [7], and CNN-SVM [4]. In both data sequences shown in the figure, our method successfully handles occlusion scenarios. These results highlight the impact of using more reliable sampling distributions.

Fig. 7 shows the OPE results for our tracker in comparison with DCPF, HCFT, and CNN-SVM. Our overall performance improvements over DCPF, the second best tracker, in terms of precision and success rates are 2.5% and 2%, respectively. Our method outperforms DCPF particularly in scenarios involving occlusions (+3%) and background clutter (+4.5%). DCPF uses the transition distribution as the proposal density, a common approach in particle-correlation trackers. Our results show that the likelihood is a more effective proposal distribution. In scenarios involving motion blur and fast motion, our performance improvements over DCPF are around 4.5% and 2%, respectively, because our tracker increases the variance of the likelihood distribution to spread out particles across a wider area. Our method also outperforms DCPF in scenarios involving illumination variation (+3%), out-of-plane rotation (+3.5%), and deformation (+3%). Our method also decreases the computational cost of the algorithm. Our tracker uses 100 particles, which is significantly less than the 300 particles used in DCPF.

5 Conclusion

In this work, we propose the DCPF-Likelihood visual tracker. Our method estimates a likelihood distribution as the proposal density for a particle filter based on correlation
response maps. Correlation response maps provide an initial estimate of the target location, which results in more accurate particles. Furthermore, the resulting likelihood distribution has a wider variance in challenging scenarios such as fast motion and motion blur. Our particle filter also generates a likelihood distribution for each correlation map cluster in difficult scenarios such as target occlusions. Our results on the OTB100 dataset show that our proposed visual tracker outperforms state-of-the-art methods.
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