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ABSTRACT

There has been a recent surge of research interest in attacking the problem of social relation inference based on images. Existing works classify social relations mainly by creating complicated graphs of human interactions, or learning the foreground and/or background information of persons and objects, but ignore holistic scene context. The holistic scene refers to the functionality of a place in images, such as dining room, playground and office. In this paper, by mimicking human understanding on images, we propose an approach of PRactical Inference in Social rElation (PRISE), which concisely learns interactive features of persons and discriminative features of holistic scenes. Technically, we develop a simple and fast relational graph convolutional network to capture interactive features of all persons in one image. To learn the holistic scene feature, we elaborately design a contrastive learning task based on image scene classification. To further boost the performance in social relation inference, we collect and distribute a new large-scale dataset, which consists of about 240 thousand unlabeled images. The extensive experimental results show that our novel learning framework significantly beats the state-of-the-art methods, e.g., PRISE achieves 6.8% improvement for domain classification in PIPA dataset.

1 Introduction

Social relations describe the connections among two or more individuals, which are fundamental to daily life of human beings [1]. Nowadays, billions of people share images in social media platforms such as Facebook and Twitter. In light of [2], common social relations include family, couple, friends, colleagues, professional, etc. There has been an increasing interest in understanding social relations among persons from still images due to the broad applications including group behavior analysis [3], image caption generation [4] and human trajectory prediction [5].

The problem of social relation inference is challenging and complicated because it requires high-level semantic understanding of images. Inspired by the cognition process of human beings on images, we summarize three steps for classification of social relations. First, we take a whole view of the scene, which represents the functionality of a place. Second, we identify the background objects and persons, and the foreground union regions of person pair in images. Third, we observe the interaction of persons, such as hugging and handshaking. With these information in mind, we infer the category of relationships for all persons.

∗equal contribution
To demonstrate the importance of scene at inferring social relations, we present two examples in Figure 1. Each example consisting of two images shows different relationships mainly due to the scene context. For instance, Example 1 shows the professional relationship in the context of hospital and the relationship of friends in the context of a park. It is clear that the scene information should be carefully taken into consideration for social relation inference.

We note that prior works put more effort into learning from human interactions, the foreground union regions of person pair, and the background information of persons and objects, but missed the importance of holistic scene context, especially in inferring relationships from different scenes with similar human interactions. Goel et al. [7] adopted a pre-trained model to directly output the feature of foreground regions, which missed the whole context and may get a less representative feature. Zhang et al. [8] utilized a pre-trained model with ImageNet to generate a feature at the level of object classification. The resultant feature cannot semantically summarize high-level scene features.

A large number of studies proposed models to learn social relations based on interaction graph of persons in an image [7, 9, 10, 8]. Wang et al. [10] proposed graphs of persons and objects to infer social relations. The significant drawback of [10] is that graphs of persons and objects can only characterize the connection between two persons, which leads to complicated calculations for cases of three or more persons in an image.

It is urgent and essential to attack the problem of social relation inference in a broader view where an interaction graph works for two or more persons and simultaneously the scene feature provides holistic hints for the classification of relationships. In this paper, inspired by the understanding process of human beings, we propose an approach of PRactical Inference in Social rElation (PRISE), which synthesizes three streams of information, i.e., holistic scenes, foreground and background information of persons and objects, and interaction of persons. To the best of our knowledge, we are the first to methodically and systematically develop a model to learn the holistic scene feature in social relation inference based on contrastive learning.

In PRISE, we first technically design a concise relational graph convolutional network (RGCN) to extract the interactive features of all persons in one image. Then, to boost the performance in social relation inference, a contrastive learning task for capturing holistic scene is incorporated into the proposed PRISE. Intuitively, the contrastive learning task helps to extract discriminative features of the holistic scene context. We demonstrate that PRISE achieves a significant improvement in social relation inference compared to the state-of-the-art methods.

We summarize our contributions in this work as follows.

- We systematically develop a novel approach, i.e., PRISE, for social relation classifications. PRISE significantly beats the state-of-the-art methods in social relation inference.

- We design a concise relational graph convolutional network to capture the interactive features for all persons. The proposed RGCN is simpler and faster than the graph model in [9].
Table 1: Comparisons between our PRISE and previous methods in features for social relation inference. “Fore.” is short for “Foreground” and “Back.” is short for “Background”.

| Methods       | Interaction | Fore. & Back. | Holistic Scene |
|---------------|-------------|----------------|----------------|
| Pair CNN [6]  | No          | Yes            | No             |
| Dual-Glance [6]| No          | Yes            | No             |
| SRG-GN [7]    | Yes         | Yes            | No             |
| GRM [10]      | Yes         | Yes            | No             |
| MGR [8]       | Yes         | Yes            | No             |
| GR$^2$N [9]   | Yes         | No             | No             |
| PRISE         | Yes         | Yes            | Yes            |

- We construct a contrastive learning task to learn discriminative representation of holistic scene. We distribute a new large-scale dataset for contrastive learning, which is named as PISC-extension. The usefulness of PISC-extension can be extended to other tasks in computer vision, such as group behaviour analysis.
- Extensive experiments including a comprehensive ablation study demonstrate the effectiveness the PRISE, and show the significance of interaction graph and scene information in social relation inference.

2 Related Work

To assess our contributions in classification of social relations, it is important to consider three streams of studies: social relation inference, graph neural networks and contrastive learning.

2.1 Social Relation Inference

For a large number of scenarios in computer vision, social information has played an important role by providing additional cues in tasks of image understanding, e.g., human interaction [11], kinship recognition [12, 13, 14] and image caption generation [15].

The pioneering work on social relation inference dates back to 2010 from [16], where the authors developed a model to characterize the interaction between multi-person actions, facial appearances and identities. Zhang et al. [17] developed a deep neural network to learn social relation traits from rich facial attributes, such as expression, gender, and age. In [17], the social relation traits were defined based on psychological studies [18, 19], consisting of eight types, e.g., trusting and friendly.

For datasets in social relations, Zhang et al. [20] distributed a dataset to evaluate classification of social relations, which is named as People In Photo Albums (PIPA). Besides, another dataset, which is People in Social Context (PISC), was published in [6].

With PIPA and PISC, several interesting works move forward along the research line of social relation understanding [21, 10, 7, 9]. In light of domain based theory from social psychology, Sun et al. [21] presented a model with semantic attributes to classify social relations and domains. Wang et al. [16] modelled a knowledge graph with proper messages propagation and attention to learn the social relations among people in an image. Recently, in [7], Goel et al. proposed an end-to-end neural network to learn the interaction graph of persons. In [9], a social graph was proposed to restrict logical connections of persons, which achieved the state-of-the-art results in social relation inference. In Table 1 we present the differences between our PRISE and the prior studies in terms of feature information.

2.2 Graph Neural Networks

Inspired by the success of convolutional networks in the computer vision domain, GNNs are proposed to re-define the notation of convolution for graph structured data [22]. Most recently, GNNs have been adopted to social relation reasoning [10, 8, 9]. For instance, Zhang et al. [8] designed person-object graph and person-pose graph, and conducted social relation reasoning on these two graphs by GNN. Li et al. [9] proposed a graph relational reasoning network to jointly infer social relations by building a graph for each image, where the nodes represent the persons and the edges represent the relations. In this paper, we follow the similar graph-based approach proposed in [9], and design a concise relational graph convolutional network to extract interactive features among people in the image.
2.3 Contrastive Learning

Over the last few years, contrastive representation learning based on deep learning models has shown the power in many practical tasks [23, 24, 25, 26, 27, 28, 29], especially for natural language and computer vision domains. Contrastive learning usually maximizes similarity and dissimilarity over data samples which are organized into similar and dissimilar pairs, respectively.

A significant challenge in contrastive learning is how to select the similar (or positive) and dissimilar (or negative) pairs. The main difference among different approaches of contrastive learning lies in their strategy for obtaining sample pairs [30]. To generate sample pairs without additional human labels, many researchers create models with multiple views of each sample. Besides, for complicated tasks, some studies also construct positive and negative sample pools from pre-trained models [31, 32]. In this paper, by utilizing the pseudo-labels from a pre-trained model of image scene classification, we construct negative and positive sample pools, and design a contrastive learning task to learn discriminative scene representations.

3 Methodology

In this section, we first introduce the approach that converts all persons in an image into an interaction graph, and then apply the RGCN model on the graph to learn interactive features of people in the same image. Finally, to better utilize scene information for social relation understanding, we propose a contrastive learning approach to learn discriminative scene representation. The overall pipeline of PRISE is shown in Figure 2.

3.1 Graph-based Approach

Inspired by [9], we adopt graph-based approach. We build a graph for each image, where each person in an image is modeled as a node in the graph. The edge between two nodes represents the social relation between the corresponding two persons. For simplicity, we consider the fully connected graph, i.e., each pair of persons in the image has an edge. Denote $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ as the fully connected graph with node set $\mathcal{V}$ and edge set $\mathcal{E}$ in an image.
For each image, we extract three types of features using a ImageNet pre-trained model (i.e., ResNet101). These three types of features include RoI features of single person, union region of person pairs (a.k.a foreground feature), and persons and objects of the whole image (a.k.a background feature). In the following, we will introduce the detailed ways to generate these features.

Following traditional approach in detection, the feature representation of each person is extracted directly from the last convolutional feature map of the input image. Specifically, given input image $I$ with $N$ bounding boxes $b_1, b_2, ..., b_N$ for $N$ persons, we obtain the feature representations of all people in the image using a pre-trained ResNet101 model, where an RoI pooling layer is constructed based on the last convolutional feature map. Note that the RoI pooling layer is a common trick in social relation learning with graph representation [9]. Denote the feature representation of the $i$-th person in image $I$ as $x_i$,

$$x_i = f_{CNN-RoI}(I, b_i) \in \mathbb{R}^F, i = 1, 2, ..., N,$$

where $F = 2048$ is the feature dimension for each person. For simplicity, we denote the set of feature representations for people in image $I$ as $X = \{x_1, x_2, ..., x_N\}$.

In addition, we obtain the features of union regions of person pair using the same approach. For person $i$ and $j$, we first compute the bounding box of their union region $b_{ij}$. Then we get its feature as follows:

$$x_{ij} = f_{CNN-RoI}(I, b_{ij}).$$

Besides, we also obtain $x_I$, the feature representation for the whole image, by setting the bounding box to cover the whole image and passing it to $f_{CNN-RoI}$.

$$x_I = f_{CNN-RoI}(I, b_I),$$

where $b_I$ is the bounding box for the whole image. Intuitively, the feature of single person $x_i$ encodes personalized information of each person, the feature of union region $x_{ij}$ encodes the pair-wise foreground information, while the feature of whole image $x_I$ encodes the background of all persons and objects. Thus, all these features can provide useful information for social relation understanding.

### 3.2 Relational Graph Convolutional Network

In this section, we introduce RGCN, an end-to-end trainable network architecture, that can learn pair-wise interactive features given arbitrary graph structured data. We apply RGCN on the fully connected graph $G$ with features $X$.

Given $G$ and $X$, for each node $i \in V$, we set its initial node feature vectors as $h_i^0 = w_i \in \mathbb{R}^F, \forall i \in V$, where $w \in \mathbb{R}^{F \times F}$ is a learnable parameter that maps input feature vectors to the new feature space. Correspondingly, each edge has a feature vector, and we denote the initial edge feature vector between node $i$ and node $j$ as $r_{ij}^0 \in \mathbb{R}^F$. In RGCN with $T$ layer, the edge and node feature vectors are updated iteratively for $T$ times. Specifically, at $t$-th layer the edge and node representations can be expressed as follows:

$$r_{ij}^t = \sigma(W^t h_i^t + W^t h_j^t),$$

$$h_i^{t+1} = h_i^t + \sigma(W^t h_i^t + \sum_{j \in N_i} r_{ij}^t \odot W^t h_j^t),$$

where $N_i$ is the set of neighbors for node $i$, $W^t \in \mathbb{R}^{F \times F}, t = 1, 2, ..., T$ are the learnable parameters at each layer, and $\sigma(\cdot)$ is the ReLU function.

We note that the RGCN defined in (4)-(5) is an anisotropic variant of GCN [33]. Similar to Residual GateGCN [34], our RGCN has residual connections on the node feature representations, and explicitly maintains edge feature at each layer. Intuitively, the edge feature representations at different layers encode the pair-wise human interaction information. Following similar ideas in JK-Net [35], we obtain the final interactive features by using a max pooling on the edge representations from different RGCN layers. Formally, the final interactive feature between person $i$ and $j$, denoted as $r_{ij}$, can be expressed as

$$r_{ij} = f_{max}(r_{ij}^0, r_{ij}^1, ..., r_{ij}^T),$$

where $f_{max}(\cdot)$ is an element-wise max function.

### 3.3 Discriminative Scene Representation Learning

The scene of an image provides important visual clues for social relation understanding. For instance, given a party scene, the group of people are more likely to be friends than colleagues, and a group of athletes running on a track are much more likely to be sports team members than band members [7]. To harvest the power of pre-trained CNN
Following the CL paradigm, we design a scene classification task to distinguish between similar and dissimilar images. As a pre-process step, we use the pre-trained ResNet50 model \(^{[36]}\) to obtain the top-5 scene classes for each unlabeled image. Two images are defined as similar in scene if there are more than \(K\) scene classes that are the same among the top-5 scene classes. Otherwise, they are dissimilar. Based on this definition, we can have for each image a pool of similar images and a pool of dissimilar images. The structure of CL task is shown in Figure 3. For each input image \(I\), we randomly sample one image \(I_{pos}\) from its pool of similar images to construct positive sample, and another image \(I_{neg}\) from its pool of dissimilar images to construct negative sample. We then apply the pre-trained ResNet50 model on these three images \(I, I_{pos}, I_{neg}\) to extract features, denoted as \(x, x_{pos}, x_{neg} \in \mathbb{R}^F\), respectively. The similarity scores of samples are calculated using a simple bilinear scoring function with sigmoid activation function as follows:

\[
s_{pos} = \sigma(xWx_{pos}), \quad s_{neg} = \sigma(xWx_{neg}),
\]

where \(W \in \mathbb{R}^{F \times F}\) is learnable parameter, \(\sigma\) is the sigmoid function. The pre-trained ResNet50 model is finetuned using the binary cross-entropy loss function. Namely, the loss function can be expressed as

\[
L_{cl} = \frac{1}{|I|} \sum_{I} (-\log(s_{pos}) - \log(1 - s_{neg})).
\]  

(7)

We note that the structure of the CL task is similar to Triplet network \(^{[37]}\). Intuitively, the task is designed to map images with similar scenes closely to each other and dissimilar scenes separable as farther apart as possible. Thus images with similar scenes could have high similarity scores and vice versa. This contrastive learning paradigm enables the model to learn discriminative scene representations.
After finetuning the pre-trained CNN model, we use it as a scene feature extractor in our downstream social relation inference task. Namely, given an image $I$, we obtain the scene feature of the image as follows:

$$x'_I = f_{CL-RoI}(I, b_I),$$

(8)

where $f_{CL-RoI}(\cdot)$ represents the CL finetuned CNN model with RoI pooling layer.

Finally, to predict the relational class distribution of person $i$ and $j$ in the image, we concatenate their interactive feature $r_{ij}$ extracted from RGCN model, foreground feature $x_{ij}$, background feature $x_I$ extracted from ImageNet pre-trained CNN model and discriminative scene feature $x'_I$ extracted from CL finetuned model together. The concatenated features are fed as input to the MLP layer for relation classification. The network outputs relational class distribution for all person pairs in the image.

We note that most of the previous methods, such as Pair CNN, Dual-Glance, SRG-GN, etc., consider the social relations on the same image separately. Namely, their model outputs relational class distribution for single pair of person only, even if there are multiple people in the image. This may cause occurrence of some obviously unreasonable and contradictory relationships in one image. In contrast, our model directly learns the joint distribution of social relations for multiple people. Given an image as input, PRISE extracts features of multiple people in the image and directly outputs the relational class distributions for all person pairs. This enables our model to generate reasonable and consistent social relationships in one image.

4 Experiments

In this section, we conduct extensive experiments based on PIPA and PISC, as well as a new large-scale unlabeled dataset. We first present the description of datasets and the implementation details. Then we evaluate the performance of our proposed model through comparisons with benchmarks and ablation study. Finally, we visualize the results from the CL model with discussions. All the codes and experimental results are publicly available on github.

4.1 Datasets

Social Relation Datasets. We conduct experiments on two social relation datasets, i.e., the PIPA dataset [20] and the PISC dataset [6]. The accuracy over all classes is used to evaluate all methods in PIPA dataset. The PISC dataset has a hierarchy of three coarse-level relations (intimate, non-intimate, no relation) and six fine-level relations (friend, family, couple, professional, commercial, and no relation). For fair comparisons, we follow the standard train/val/test split in [6]. The per-class recalls and mean Average Precision (mAP) are used to evaluate all methods in PISC dataset.

Contrastive Learning Dataset. For CL, we extend PISC dataset to a new dataset with 240,200 images by using google image search engine. Specifically, we search for 10 similar images on Google for every image in PISC dataset, thus extending PISC dataset by approximately 10 times. We combine the extended dataset with PIPA and PISC images and name it as PISC-extension dataset. We show some examples from this dataset in supplementary materials. We take 80% of samples in the PISC-extension dataset as the training set, and the remaining samples as the test set.

4.2 Implementation Details

Contrastive Learning. We use the pre-trained ResNet50 model [36] to obtain the top-5 scene categories of an input image. We then construct positive and negative sample pairs based on the scene category. Each image has a pool of positive samples and a pool of negative samples. For simplicity, we limit the maximum number of images in a pool for each image. In this paper, we set the maximum number as 50. In the training phase, we randomly select one image from the positive and negative sample pool respectively. We set the batch size to be 32, the learning rate to be $1 \times 10^{-5}$. The ResNet50 model is finetuned end-to-end using the Adam optimizer. For the performance of the finetuned ResNet50 model, the accuracy and AUC on the test set are 91.0% and 96.7%, respectively. After training, the network parameters are saved for the downstream task.

Training of PRISE. Our PRISE is trained with a learning rate of $5 \times 10^{-5}$. We resize the input image into $448 \times 448$, and train the network for 20 epochs with a batch size of 32. The number of layers in RGCN is set to be 2, i.e., $T = 2$. 
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Table 2: Comparisons of the accuracy (in %) between our PRISE and other state-of-the-art methods in PIPA dataset.

| Methods          | domain | relation |
|------------------|--------|----------|
| Pair CNN [6]     | 65.9   | 58.0     |
| Dual-Glance [6]  | -      | 59.6     |
| SRG-GN [7]       | -      | 53.6     |
| GRM [10]         | -      | 62.3     |
| MGR [8]          | -      | 64.4     |
| GR2N [9]         | 72.3   | 64.3     |
| PRISE            | 77.2   | 69.5     |

4.3 Comparisons with Benchmarks

In experiments, we compare PRISE with the following existing methods. For fair comparisons, we report the best results in experiments for Tables 2 and 3 following the routine in this research field.

**Pair CNN [6].** Two cropped image patches of the two persons are fed into two CNNs with sharing weights to extracted features for social relation classification.

**Dual-Glance [6].** The first glance focuses on the pair of people. The second glance extracts the information of objects in the context to refine the prediction.

**SRG-GN [7].** Scene and human attribute context features are extracted by five CNNs.

**GRM [10].** This model represents the person and objects existing in an image as a weighted graph, and then using a gated graph network to predict social relation.

**MGR [8].** This model employs two graph neural network (GNN) to extract the relationship between people and the relationship between people and objects.

**GR2N [9].** This model uses GNN to model all relationships in one graph which can provide strong logical constraints among different types of social relations.

It is worth noting that all of the above methods, except GR2N, are person pair-based, which means that they consider the pair-wised social relations on the same image separately. In contrast, both PRISE and GR2N consider the social relations among all people in one image jointly. Unlike our method, GR2N do not use foreground, background and scene features. Besides, Dual-Glance, GRM and MGR use object information in an image to assist in relation inference. We note that in SRG-GN, they directly apply the pre-trained scene classification model as feature extractor for foreground ground information, while in our PRISE, we first use the CL approach to finetune the pre-trained model, and then apply the model for scene feature extraction.

The experimental results of social domain recognition and social relationship recognition in PIPA dataset are shown in Table 2. We observe that our PRISE outperforms other methods by a significant margin. Specifically, our method achieves an accuracy of 77.2% for social domain recognition and 69.5% for social relation recognition, beating all the other person pair-based methods. This shows the benefit of graph-based approach that jointly models all the social relationships among people in an image. Besides, our method improves the current state-of-the-art method, i.e., GR2N, by 6.8% for social domain recognition and 8.1% for social relation recognition, respectively.

Similar results can be found in Table 3 where we shows the experimental comparison with prior methods in PISC dataset. We observe that our method achieves an mAP of 83.4% for the coarse-level recognition and 73.8% for the fine-level recognition, which are new state-of-the-art. We note that PRISE takes full advantage of holistic scene and thus makes better predictions for non-intimate relation. For degradation in ‘Int’ and ‘Fri’, we argue that the similar scenes of ‘Fri’ and ‘Fam’ misleads our model.

Compared with GR2N, PRISE achieves competitive performance for both coarse and fine relationship recognition with a much simpler GCN structure. The above results highlight the benefits of concise interaction graph and discriminative scene feature in PRISE.

---

2https://github.com/IFBigData/PRISE

3We have considered other values (e.g., 30, and 80) and found that this parameter is insensitive to the results.
Table 3: Comparisons of the per-class recall for each relationship and the mAP over all relationship (in %) between our PRISE and other state-of-the-art methods in PISC dataset. Int: Intimate, Non: Non-Intimate, NoR: No Relation, Fri: Friend, Fam: Family, Cou: Couple, Pro: Professional, Com: Commercial, NoR: No Relation.

| Methods   | Coarse relationships | Fine relationships |
|-----------|----------------------|--------------------|
|           | Int  | Non  | NoR  | mAP | Fri  | Fam  | Cou  | Pro  | Com  | NoR  | mAP  |
| Pair CNN  | 70.3 | 80.5 | 38.8 | 65.1| 30.2 | 59.1 | 69.4 | 57.5 | 41.9 | 34.2 | 48.2 |
| Dual-Glance | 73.1 | 84.2 | 59.6 | 79.7| 34.4 | 68.1 | 76.3 | 70.3 | 57.6 | 60.9 | 63.2 |
| SRG-GN    | -    | -    | -    | -   | -    | -    | -    | -    | -    | -    | -    |
| GRM       | 81.7 | 73.4 | 65.5 | 82.8| 59.6 | 64.4 | 58.6 | 76.6 | 39.5 | 67.7 | 68.7 |
| MGR       | -    | -    | -    | -   | -    | -    | -    | -    | -    | -    | -    |
| GR^2N     | 81.6 | 74.3 | 70.8 | 83.1| 60.8 | 65.9 | 84.8 | 73.0 | 51.7 | 70.4 | 72.7 |
| PRISE     | 73.3 | 79.2 | 71.8 | 83.4| 47.1 | 74.7 | 76.6 | 73.2 | 70.3 | 68.2 | 73.8 |

Table 4: Ablation study of the PRISE model in PISC dataset. We report the mean and standard deviation of mAP (in %) among 50 random runs in PISC dataset.

| Methods         | Coarse             | Fine               |
|-----------------|--------------------|--------------------|
| PRISE w/o Int.  | 75.3 ± 0.2         | 61.4 ± 0.4         |
| PRISE w/o Scene | 81.9 ± 0.3         | 71.8 ± 0.4         |
| PRISE w/o Fore. | 82.2 ± 0.4         | 71.9 ± 0.5         |
| PRISE w/o Back. | 82.5 ± 0.3         | 72.5 ± 0.4         |
| PRISE|Pretrained         | 82.2 ± 0.4         | 71.4 ± 0.4         |
| PRISE           | **82.8 ± 0.3**     | **72.8 ± 0.5**     |

4.4 Ablation Study

We conduct ablation study to show how much each component of PRISE contributes to the performance. Specifically, we remove the interactive feature, the scene feature, the foreground and background features from PRISE, denoted as w/o Int., w/o Scene, w/o Fore., w/o Back., respectively. In addition, to show the effectiveness of discriminative scene representation, we consider a variant denoted by PRISE|Pretrained, where we replace the CL finetuned model with the ResNet50 that was pretrained on Place365 dataset. The results are summarized in Table 4.

As we can see in Table 4, among all the four components, the interactive feature is the most important, followed by the scene feature. Without interactive feature, the mean of mAP in PISC-coarse and PISC-Fine dataset drops 7.4% and 11.3% in absolute value, respectively. These two numbers become 0.8% and 0.9% if we remove the scene feature from PRISE. On one hand, this result demonstrates the effectiveness of RGCN to extract interactive feature. On the other hand, it shows the benefit of considering scene information in social relation understanding.

In order to give the full picture of the efficacy of the proposed method, we slowly add single type of features to conduct ablation study. We present the results in Table 5. We can observe that all of the four features contribute to the inference of social relation.

Besides, by comparing the results of PRISE|Pretrained and PRISE in Table 4, we clearly find that the discriminative scene representation provides significant hints for social relation classifications, especially for fine relationships with 1.8% relative improvement.

The PISC-extension dataset is used in CL to finetune the scene feature extractor. With this newly added dataset, we can obtain scene representations that are more discriminative and thus useful for downstream task. For instance, in PISC-Fine dataset, using PISC-extension dataset can boost the mAP from 72.0 ± 0.4 to 72.8 ± 0.5.

4.5 Visualization of Scene Representations

To demonstrate the discriminative scene representation learned by our CL finetuned model, we randomly choose 4000 images from PISC-coarse test dataset, and conduct a clustering task based on the learned features. Specifically, we first use the CL finetuned model to generate the 2048-dimensional scene representations for each image. Then, we use spectral clustering to cluster these features. The 4000 test images are divided into 6 categories. We visualize sample images in different clusters in supplementary materials. We use TSNE to reduce the features dimension from 2048 to...
Table 5: Ablation study of PRISE. We report the mean and standard deviation of mAP (in %) among 50 random runs in PISC.

| Model Structure     | Coarse  | Fine    |
|---------------------|---------|---------|
| Int.                | 80.8 ± 0.3 | 70.9 ± 0.4 |
| Int.+Scene          | 81.0 ± 0.4 | 71.0 ± 0.4 |
| Int.+Scene+Fore.    | 82.5 ± 0.3 | 72.5 ± 0.4 |
| Int.+Scene+Fore.+Back. | 82.8 ± 0.3 | 72.8 ± 0.5 |

2, and visualize them in Figure 4. We can observe that images from different categories are separated. These results directly show that the features learned by our CL finetuned model are discriminative.

![Figure 4: TSNE visualization of image scene features obtained from CL finetuned model on PISC test dataset. Different colors are used to represent clusters of different categories.](image)

4.6 Discussions on Effectiveness of PRISE

**RGCN as Interactive Feature Extractor: Simpler and Faster.** We would have used GR$^2$N as the interactive feature extractor, however, we note that it is too complicated. For a social relation inference problem with $K$ categories of social relation, GR$^2$N introduced $K$ sets of trainable parameters. In contrast, the number of parameters of our RGCN does not depend on the number of social relation categories, which makes RGCN much simpler.

To further compare GR$^2$N and RGCN as interactive feature extractors in terms of performance and inference time, we conduct experiments by replacing RGCN with GR$^2$N in PRISE while fixing other components. Specifically, in GR$^2$N each category of social relation has a representation. We apply a max pooling operator on representations of different social relations to obtain the interactive feature, and replace $r_{ij}$ in our PRISE with this new interactive feature. We denote this setting as PRISE|GR$^2$N. The experimental results on the accuracy and inference time on test set of both algorithms in PIPA dataset are shown in Table 6. We can observe that the performance of PRISE|GR$^2$N is comparable to PRISE. However, in terms of inference time, the model with GR$^2$N is much slower as compared to PRISE. These

---

4The inference time reported here does not include the time needed to extract features using ResNet101 model and CL finetuned model.
Table 6: Comparisons of GR²N and RGCN in PIPA dataset. We report the accuracy (in %) and inference time.

| Methods   | domain accuracy | relation accuracy | domain time | relation time |
|-----------|-----------------|-------------------|-------------|---------------|
| PRISE|GR²N             | 75.6              | 68.1        | 3.33s         | 6.23s         |
| PRISE    | 77.2            | 1.91s             | 69.5        | 1.82s         |

results strongly support our conclusion that the proposed RGCN model as interactive feature extractor is much simpler and faster as compared to GR²N.

**Benefits of Utilizing the Scene Information.** Scene information is important for social relation understanding. In Figure 5, we visualize two sample images from PISC test dataset, where PRISE w/o Scene makes wrong predictions while PRISE makes correct predictions. In this example, people (in the left image) in a home environment tend to have intimate relation, while people (in the right image) in public environment tend to have non-intimate relation. Without scene information, PRISE makes wrong predictions by predicting the two persons in the left image to have non-intimate relation, and the two persons in the right image to have intimate relation. More examples are illustrated in supplementary materials.

Figure 5: Visualization of sample images from PISC test dataset, where PRISE w/o Scene makes wrong predictions while PRISE makes correct predictions.

Besides, the scene representations extracted from different models could be very different. In Figure 6, we show the heat map and gradient map of the pre-trained models from ImageNet and Place365 dataset, respectively. We can observe that the feature extracted by ImageNet pre-trained model focuses more on the persons, while the feature extracted by Place365 pre-trained model focuses more on the holistic scene.

5 Conclusion

In this paper, we have originally proposed PRISE to enhance social relation inference. PRISE synthesizes three streams of information, i.e., holistic scenes, foreground and background information of persons and objects, and interaction of persons. Technically, we have developed a RGCN model to extract interactive features and designed a CL task to learn discriminative scene representations. The RGCN model in PRISE is concise in terms of learning the interaction for all persons in an image and the running time of feature extraction. Extensive experiments demonstrate that PRISE is superior than prior methods, and achieves new state-of-the-art results in PIPA and PISC datasets. The contrastive learning task in PRISE sheds new lights on improving performance of more complicated tasks in computer vision, such as behaviour analysis and image captioning.

A Supplementary Material

In this supplementary material, we show experimental results to further demonstrate the effectiveness and superiority of our proposed PRISE model. We first show the visualization of PISC-extension dataset in Section B. In Section C, we visualize the scene representations learned by the contrastive learning finetuned model. We show the sample
Figure 6: Heat map and gradient map of scene representations extracted from different models. The top two images are the pre-trained model on Imagenet. The bottom two images are from the pre-trained model on Place365.

images from PISC dataset to illustrate the benefits of holistic scene feature in Section [5]. Finally, we conduct extensive ablation study on PIPA dataset to illustrate the benefits of each components of PRISE in Section [6]. To reproduce all the experimental results in this work, our proposed PRISE and the parameter settings are available on github.[5]

B Visualization of PISC-extension dataset

For contrastive learning, we extend PISC dataset to a new dataset with 240,200 images by using google image search engine. Specifically, we search for 10 similar images on Google for every image in PISC dataset, thus extending PISC dataset by approximately 10 times. We combine the extended dataset with PIPA and PISC images and name it as PISC-extension dataset. We show some examples from this dataset in Figure 7. As can be seen, the images from google image search engine are similar to the original images from PISC dataset.

C Visualization of scene representation

To further demonstrate the scene information learned by our contrastive learning finetuned model, we randomly choose 4000 images from PISC test dataset in the coarse-relation domain, and conduct a clustering task based on the learned features. Specifically, we first use the finetuned model to generate the 2048-dimensional features for each image. Then, we use spectral clustering to cluster these features. The 4000 test images are divided into 6 categories. We use TSNE to reduce the features dimension from 2048 to 2, and visualize them in Figure 4. We can observe that images from different categories are separated. We randomly select 7 images from each category and display them in Figure 8. Overall, we can observe that the similarity between pictures in each category is relatively high, while the similarity between different categories is relatively low.

In Figure 8, each row of images belongs to the same cluster and the $i$-th ($i=0,1,2,3,4,5$) row corresponds to the $i$-th category in Figure 4. For more details, category 0 contains a total of 52 images, all of which are scenes of playing at the beach; category 1 contains a total of 348 images, all of which are sport games on the grass; category 2 contains a total of 1565 images, most of which are some outdoor leisure activities; category 3 contains a total of 118 images, all of which are scenes of activities on the snow; category 4 contains a total of 1400 images, most of which are indoor scenes; category 5 contains 517 images, most of which are related to eating scene.

[5] https://github.com/IFBigData/PRISE
Figure 7: Visualization of the PISC-extension dataset. The images in the first column are from PISC dataset, and images from following columns are from Google image search engine.

Based on these results, we conclude that the features extracted by our contrastive learning finetuned model contain rich and discriminative scene information.

D Benefits of contrastive learning finetuned model: fully utilizing the holistic scene feature

In Figure 9, we visualize sample images from PISC test dataset, where PRISE without scene information makes wrong predictions while PRISE makes correct predictions. All of these sample images show the importance of holistic scene information for social relation inference. Specifically, in the first example in Figure 9, people (in the left image) in a home environment tends to have intimate relation, while people (in the right image) in public environment tends to have non-intimate relation. Without scene information, the PRISE makes wrong predictions by predicting the two persons in the left image to have non-intimate relation, and the two persons in the right image to have intimate relation. Similarly in the second example in Figure 9, people (in the left image) in a home environment tends to have intimate relation, while people (in the right image) in an office environment tends to have non-intimate relation. Without scene information, the PRISE makes wrong predictions by predicting all the people in the left image to have no relation, and all the people in the right image to have intimate relation. In the third example in Figure 9, the seller and the customers in the canteen (in the left image) have non-intimate relation, while people (in the right image) having lunch on the same table are intimate relation. Without scene information, the PRISE makes wrong inference by predicting the relation between seller and customer in the left image to have intimate relation, and people in the right image to have non-intimate relation.

E Ablation study on PIPA

Similar to the main body, we conduct ablation study to show how much each component of PRISE contributes to the performance. Specifically, we remove the interactive feature, the scene feature, the foreground and background features from PRISE, denoted as w/o Int., w/o Scene, w/o Fore., w/o Back., respectively. In addition, to show the effectiveness of discriminative scene representation, we consider a variant denoted by PRISE/Pretrained, where we replace the
Figure 8: Visualization of the images in different clusters. Each row of images belongs to the same cluster and the $i$-th ($i=0,1,2,3,4,5$) row corresponds to the $i$-th category in Figure 4.

Table 7: Ablation study of the PRISE model in PIPA dataset. We report the mean and standard deviation of accuracy (in %) among 50 random runs in PIPA dataset.

| Methods         | Domain    | Relation   |
|-----------------|-----------|------------|
| PRISE w/o Int.  | 72.9 ± 0.4 | 66.5 ± 0.5 |
| PRISE w/o Scene | 72.6 ± 0.3 | 66.0 ± 0.7 |
| PRISE w/o Fore. | 73.2 ± 0.4 | 66.7 ± 0.7 |
| PRISE w/o Back. | 73.2 ± 0.4 | 66.9 ± 0.6 |
| PRISE|Pretrained  | 73.3 ± 0.2 | 66.0 ± 0.6 |
| PRISE         | 75.1 ± 0.6 | 66.8 ± 0.8 |

As we can see in Table 7, among all the four components, the interactive feature and the scene feature are the most important. Without interactive feature, the mean of accuracy in PIPA-domain and PIPA-relation dataset drops 2.2% and 0.3% in absolute value, respectively. These two numbers become 2.5% and 0.8% if we remove the scene feature from PRISE. We note that in PIPA dataset, the average number of persons in each image is lower than that in PISC dataset (as shown in Figure 10), probably leading to the mild difference in the ablation study.
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