SOME ALGEBRAIC AND TOPOLOGICAL PROPERTIES OF SUBSPACES OF (PRE)ORDERS

JULIE DECAUP

ABSTRACT. We study algebraic and topological properties of subsets of preorders on a group. In particular we study properties of the composition of two preorders, generalize a topological theorem of [Si] in the case of standard orders and show the same theorem in the case of standard preorders. We also show a property of standard valuations.
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1. INTRODUCTION

Historically, the study of orderable groups has been developed since the end of the nineteen century because of their importance in algebraic topology. But the first study of the topological properties of the set of orders on a group is due to Kuroda in the case \( G = \mathbb{Z}^n \) [Ku], and to Sikora in the general case [Si]. Here, an order means a total order that is left-invariant. In his paper, Sikora introduced a topology on the set of orders on a group, and showed that this topology is a metric topology in the case of countable groups. For a countable group \( G \), Sikora proved that the space of left-invariant orders (denoted by \( \text{Ord}(G) \)) on \( G \) is a compact metric space, and shows that this is even a Cantor set when \( G = \mathbb{Z}^n \). Subsequently, several authors proved that \( \text{Ord}(G) \) is a Cantor set for several examples of groups \( G \).

The first study of the space of preorders on a group \( G \) is due to Ewald and Ishida [EI] for \( G = \mathbb{Z}^n \). Let us mention that a preorder satisfies all the properties of an order except that it may not be antisymmetric. In their paper, they introduce a topology of the set of preorders on \( \mathbb{Z}^n \) (extending the one of Kuroda), and show the compacity of this set.

In [DR], G. Rond and the author studied some algebraic, combinatorial and topological properties of the
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space of preorders on a group. They proved that the space of preorders \( ZR_*(G) \) is compact for three topologies introduced in the same paper and that we will recall here (see Subsection 2.3). They also introduced the composition of two preorders, the rank of a preorder and the degree of a preorder. All these definitions will be given in the first section (see Section 2).

Here we study some properties of the composition \( \leq_1 \circ \leq_2 \) of two preorders \( \leq_1 \) and \( \leq_2 \). In particular we show (see Corollary 3.15) that
\[
\text{rank}(\leq_1) \leq \text{rank}(\leq_1 \circ \leq_2) \leq \text{rank}(\leq_1) + \text{rank}(\leq_2).
\]

Then we give the following conjecture:

**Conjecture.** Let \( G \) be a group and \( \leq \in ZR(G) \setminus \{\leq_0\} \).
Then there exists \( (\leq_i)_{1 \leq i \leq n} \in ZR(G) \) of rank one such that \( \leq = \leq_1 \circ \cdots \circ \leq_n \).

We prove this conjecture in the case \( G = \mathbb{Q}^n \) for all \( n \in \mathbb{N} \) (see Theorem 3.18).

In [Si], Sikora introduced the standard orders and showed that, if for all \( k \) we have \( G_k/G_{k+1} \) finitely generated, with \( (G_k)_k \) the lower central series of a countable group \( G \), the set of standard orders is either empty or homeomorphic to a Cantor set. Here we generalize his definition to standard preorders and study some topological properties of the set of standard preorders. In particular, we show that the set of standard preorders is compact for the three topologies we consider.

The main result of Section 4, and of this paper, is the following:

**Main Theorem.** Assume \( G \neq \mathbb{Z} \). Then

1. The set of standard orders is either empty or homeomorphic to the Cantor Set.
2. The set of standard preorders is either trivial or homeomorphic to the Cantor Set.

So we were able, as suggested in [Si], to remove the hypothesis on the quotients of the subgroups of the lower central series that gives Sikora in [Si] and we generalize this theorem to the preorders (see Theorem 4.6).

In the last section, we look at the link between valuations and standard preorders. In [DR], we proved that a preorder \( \preceq \) on a group \( G \) defines a monomial valuation \( \nu: K^G_F := \{ \sum_{g \in G} a_g x^g | a_g \in \mathbb{k} \} \to \Gamma \) with \( \Gamma \) some group depending on \( G \) and \( \preceq \) and \( \mathbb{k} \) some field. Here we study what happens when the preorder is a standard one and we show that, except in a few cases, if we take \( P(x) \in K^G_F \), the element \( x^h P(x) \), where \( h \) is some element of \( G \), is in the maximal ideal of the valuation ring (that is local) of the valuation \( \nu \). Something to remark here is that \( h \) does not depend on \( P \).

### 2. The Zariski-Riemann space of preorders

This section is made to give the basic definitions and results that will be useful to read the paper. All the results of this section have been proven in [DR].

#### 2.1. Generalities.

**Definition 2.1.** Let \( G \) be a group. We denote by \( ZR_l(G) \) the set of left-invariant preorders on \( G \), i.e. the set of binary relations \( \preceq \) on \( G \) such that

i) \( \forall u, v \in G, \text{ either } u \preceq v \text{ or } v \preceq u \),

ii) \( \forall u, v, w \in G, u \preceq v \text{ and } v \preceq w \text{ implies } u \preceq w \),

iii) (left invariance) \( \forall u, v, w \in G, u \preceq v \text{ implies } wu \preceq wv \).
In the same way, we define right-invariant preorders whose set is denoted by $\mathcal{Z}_R(G)$. The set of preorders that are bi-invariant, that is left and right-invariant, is denoted by $\mathcal{Z}(G)$. The subset of orders of $\mathcal{Z}_R(G)$ is denoted by $\text{Ord}_R(G)$ for $\ast = l, r$ or $\emptyset$.

The trivial preorder, i.e. the unique preorder $\preceq$ such that $u \preceq v$ for every $u, v \in G$ is denoted by $\leq_{\emptyset}$.

**Definition 2.2.** Let $G$ be a group. For $\preceq \in \mathcal{Z}_R(G)$ and $u, v \in G$, we write $u \prec v$ if $u \preceq v$ and $\neg(v \preceq u)$.

**Definition 2.3.** Let $G$ be a group. Let $\preceq \in \mathcal{Z}_R(G)$. We define an equivalence relation $\sim_{\preceq}$ as follows:

$$u \sim_{\preceq} v \text{ if } u \preceq v \text{ and } v \preceq u.$$ 

This equivalence relation is compatible with the group law if $\preceq$ is bi-invariant. In this case the quotient $G/\sim_{\preceq}$ is a group denoted by $G^{\preceq}$ and $\preceq$ induces in an obvious way an order on $G^{\preceq}$ still denoted by $\preceq$.

**2.2. Ordering of the set of orders.**

**Definition 2.4.** Given two preorders $\preceq_1, \preceq_2 \in \mathcal{Z}_R(G)$ where $G$ is a group, we say that $\preceq_2$ refines $\preceq_1$ if

$$\forall u, v \in G, u \preceq_2 v \implies u \preceq_1 v.$$ 

**Remark 2.5.** Let $\preceq_1, \preceq_2 \in \mathcal{Z}_R(G)$. If $\preceq_1$ refines $\preceq_2$ and $\preceq_2$ refines $\preceq_1$ then $\preceq_1 = \preceq_2$.

**Remark 2.6.** By contraposition, $\preceq_2$ refines $\preceq_1$ if and only if

$$\forall u, v \in G, u \prec_1 v \implies u \prec_2 v.$$ 

**Definition 2.7.** Let $G$ be a group. We define a partial order $\leq$ on $\mathcal{Z}_R(G)$ as follows: for every preorders $\preceq_1, \preceq_2 \in \mathcal{Z}_R(G)$ we have

$$\preceq_1 \leq \preceq_2$$ 

if $\preceq_2$ is a refinement of $\preceq_1$. By Remark 2.5 it is straightforward to check that $\leq$ is a partial order.

Let $G$ be a group and let $\preceq \in \mathcal{Z}_R(G)$. We set 

$$\text{Raf}_R^-(\preceq) := \{ \preceq' \in \mathcal{Z}_R(G) \text{ such that } \preceq' \leq \preceq \},$$

$$\text{Raf}_R^+(\preceq) := \{ \preceq' \in \mathcal{Z}_R(G) \text{ such that } \preceq \leq \preceq' \}.$$ 

**Theorem 2.8 ([DR], Theorem 2.19).** Let $G$ be a group. Then $\mathcal{Z}_R(G)$ is a join-semilattice, that is a partially ordered set in which all subsets have an infimum. Moreover, for every $\preceq \in \mathcal{Z}_R(G)$, $(\text{Raf}_R^-(\preceq), \leq)$ is a totally ordered set.

**2.3. Topologies.**

**Definition 2.9.** Let $G$ be a group. The Zariski topology on $\mathcal{Z}_R(G)$ (or Z-topology for short) is the topology for which the sets

$$\mathcal{O}_u := \{ \preceq \in \mathcal{Z}_R(G) \mid u \succeq 1 \},$$

where $u$ runs over the elements of $G$, form a basis of open sets.

**Definition 2.10.** Let $G$ be a group. The set $\mathcal{Z}_R(G)$ is endowed with a topology for which the sets

$$\mathcal{U}_u := \{ \preceq \in \mathcal{Z}_R(G) \mid u \succ 1 \},$$

where $u$ runs over the elements of $G$, form a basis of open sets. This topology is called the Inverse topology or I-topology.

**Remark 2.11.** The I-topology and the Z-topology agree on $\text{Ord}_R(G)$. 


Definition 2.12. The *Patch topology* on \( \text{ZR}_s(G) \) (or P-topology for short) is the topology for which the sets \( \mathcal{U}_u \) and \( \mathcal{O}_u \), where \( u \) runs over \( G \), form a basis of open sets. This is the coarsest topology finer than the Zariski and the Inverse topologies.

Theorem 2.13 ([DR], Theorem 2.30). Let \( G \) be a group. Then \( \text{ZR}_s(G) \) is compact for the \( Z \)-topology, the I-topology and the P-topology.

2.4. Rank and degree of a preorder.

Definition 2.14. Let \( G \) be a group and \( \preceq \in \text{ZR}_s(G) \). We denote by \( \# \text{Raf}_s^+ (\preceq) \) the cardinal of \( \text{Raf}_s^+ (\preceq) \) (as an initial ordinal). We define the rank of \( \preceq \) in \( \text{ZR}_s(G) \) to be

\[
\text{rank}_s(\preceq) := \begin{cases} 
\# \text{Raf}_s^+ (\preceq) - 1 & \text{if this cardinal is finite} \\
\# \text{Raf}_s^+ (\preceq) & \text{if this cardinal is infinite}
\end{cases}
\]

The subset of \( \text{ZR}_s(G) \) of preorders of rank equal to \( r \) (resp. greater or equal to \( r \)) is denoted by \( \text{ZR}^r_s(G) \) (resp. \( \text{ZR}^{\geq r}_s(G) \)).

Definition 2.15. Let \( G \) be a group and \( \preceq \in \text{ZR}_s(G) \). The degree of \( \preceq \) in \( \text{ZR}_s(G) \) is

\[
\text{deg}_s(\preceq) := \begin{cases} 
\sup_{\preceq' \in \text{Ord}_s(G) \cap \text{Raf}_s^+ (\preceq)} \# (\text{Raf}_s^+ (\preceq') \setminus \text{Raf}_s^+ (\preceq)) & \text{if this supremum is finite} \\
\sup_{\preceq' \in \text{Ord}_s(G) \cap \text{Raf}_s^+ (\preceq)} \# (\text{Raf}_s^+ (\preceq') \setminus \text{Raf}_s^+ (\preceq)) & \text{if this supremum is infinite}
\end{cases}
\]

The subset of \( \text{ZR}_s(G) \) of preorders of degree equal to \( d \) (resp. less or equal to \( d \)) is denoted by \( \text{ZR}^d_s(G) \) (resp. \( \text{ZR}^{\leq d}_s(G) \)).

2.5. Action on the set of preorders.

Definition 2.16. Let \( G \) be a group and let \( \text{Aut}(G) \) be the group of automorphisms of \( G \). Then there is a left action of \( \text{Aut}(G) \) on \( \text{ZR}_s(G) \) defined as follows:

\[(\varphi, \preceq) \in \text{Aut}(G) \times \text{ZR}_s(G) \mapsto \preceq \varphi \]

defined by

\[\forall u, v \in G, \ u \preceq \varphi v \text{ if } \varphi(u) \preceq \varphi(v).\]

2.6. Example: description of \( \text{ZR}(\mathbb{Q}^n) \). We recall the following result of Robbiano:

Theorem 2.17. ([Ros86] Theorem 4) Let \( \preceq \in \text{ZR}(\mathbb{Q}^n) \). Then there exist an integer \( s \geq 0 \) and vectors \( u_1, \ldots, u_s \in \mathbb{R}^n \) such that

\[\forall u, v \in \mathbb{Q}^n, \ u \preceq v \iff (u \cdot u_1, \ldots, u \cdot u_s) \leq_{\text{lex}} (v \cdot u_1, \ldots, v \cdot u_s).\]

Then we write \( \preceq = \preceq(\mathbf{u}_1, \ldots, \mathbf{u}_s) \).

Proposition 2.18. For a given non trivial preorder \( \preceq \in \mathbb{Q}^n \), let \( s \) be the smallest integer \( s \) satisfying Theorem 2.17. Then the rank of \( \preceq \) is \( s \).

Indeed, \( \text{Raf}^- (\preceq) = \{ \preceq_0, \preceq_{u_1}, \ldots, \preceq_{u_1, \ldots, u_s} \} \)

By [DR] (Section 3.2), we can represent \( \text{ZR}(\mathbb{Q}^n) \) as a tree. Every preorder corresponds to a vertex of the graph. For a preorder \( \preceq \neq \preceq_0 \), we consider the largest preorder \( \preceq' \) such that \( \preceq' < \preceq \). Every such a pair \((\preceq, \preceq')\) corresponds to an edge between \( \preceq \) and \( \preceq' \). Moreover \( \text{ZR}(\mathbb{Q}^n) \) is a rooted tree by designating \( \preceq_0 \) to be the root.

Example 2.19. For \( n = 1 \), \( \text{ZR}(\mathbb{Q}) \) consists of three elements: the trivial preorder \( \preceq_0 \) for which \( u \preceq_0 v \) for every \( u, v \in \mathbb{R}_\geq 0 \), and the orders \( \preceq_1 \) and \( \preceq_{-1} \). Since \( \preceq_1 \) and \( \preceq_{-1} \) are the two refinements of \( \preceq_0 \), \( \text{ZR}(\mathbb{Q}) \) is a rooted tree with two vertices:
Example 2.20. In dimension 3, we have the following picture:

3. Composition of preorders

Definition 3.1. Let $G$ be a group and $\preceq_1, \preceq_2$ be two elements of $\text{ZR}_*(G)$. We define the composition $\preceq := \preceq_1 \circ \preceq_2$ of $\preceq_2$ by $\preceq_1$ as follows:

\[ \forall u, v \in G, \ u \preceq v \text{ if } \begin{cases} u \prec_1 v \text{ or } \ u \sim_{\preceq_1} v \text{ and } u \preceq_2 v. \end{cases} \]

Remark 3.2. In [DR] (Definition 2.48), we gave a more general version of the composition of two preorders, but we will only use this one in this paper.

Remark 3.3. Let $G$ be a group and $\preceq_1, \preceq_2$ be two elements of $\text{ZR}_*(G)$. Then $\preceq := \preceq_1 \circ \preceq_2 \in \text{ZR}_*(G)$. It is straightforward to check that $\preceq$ is total and the left and right invariance.

Let us show that $u \preceq v$ and $v \preceq w$ implies $u \preceq w$. Assume $u \preceq v$ and $v \preceq w$ and, aiming for contradiction, that $u \prec_1 w$ or $( u \sim_{\preceq_1} w$ and $w \prec_2 u$). Since $u \preceq v$ and $v \preceq w$ we know that $u \preceq_1 v$ and $v \preceq_1 w$, so $u \preceq_1 w$. Then, we have $u \sim_{\preceq_1} w$ and $w \sim_{\preceq_2} u$. Hence we cannot have $u \prec_1 v$ neither $v \prec_1 w$ so $u \sim_{\preceq_1} v \sim_{\preceq_1} v$ and $u \preceq_2 v \preceq_2 w$. This is a contradiction with the assumption that $w \prec_2 u$.

Proposition 3.4. Let $G$ be a group. The set $(\text{ZR}_*(G), \circ)$ is a monoid, and the identity element is the trivial preorder.

Proof. It is straightforward to check that for all $\preceq \in \text{ZR}_*(G)$, we have $\preceq \circ \preceq_0 = \preceq_0 \circ \preceq = \preceq$. So we just have to check the associativity property. Let $u, v \in G$ and $\preceq_1, \preceq_2, \preceq_3 \in \text{ZR}_*(G)$ and assume $u \preceq_1 \circ (\preceq_2 \circ \preceq_3) v$, we want to show that $u \preceq_1 \circ \preceq_2 \circ \preceq_3 v$ (the other side is the same proof). Since $u \preceq_1 \circ (\preceq_2 \circ \preceq_3) v$ we know that $u \prec_1 v$ or $u \sim_{\preceq_1} v$ and $u \preceq_2 v$, where $\preceq_{ij} : = \preceq_i \circ \preceq_j$. 
Assume \( u \preceq_1 v \), then we have \( u \preceq_{12} v \) and so \( u \preceq_{12} \circ \preceq_3 v \). Otherwise we have \( u \sim_{1} v \) and \( u \preceq_{23} v \). So either \( u \sim_{12} v \) and \( u \preceq_2 v \), or \( u \sim_{1} v \) and \( u \preceq_{12} v \) and \( u \sim_{2} v \), or \( u \sim_{12} v \) and \( u \preceq_{3} v \) and so \( u \preceq_{12} \circ \preceq_3 v \). This completes the proof. 

Remark 3.5. The trivial preorder is the only preorder that has an inverse. Indeed, for a given \( \preceq \in \text{ZR}_s(G) \), if \( u, v \in G \) are such that \( v \preceq_1 u \), we cannot find a \( \preceq' \) such that \( u \preceq \circ \preceq' v \). We will always denote by \( \preceq_{ij} \) the composition \( \preceq_i \circ \preceq_j \).

Example 3.6. Let \( G = \mathbb{Q}^2 \).

\[
1. \quad \preceq_{(0,1)} \circ \preceq_{(1,0)} = \preceq_{(1,0)} \preceq_{(0,1)}
\]

Let us give some details, we take \( u = (u_1, u_2) \) and \( v = (v_1, v_2) \):

\[
\begin{align*}
u \preceq_{(0,1)} \circ \preceq_{(1,0)} v & \iff u \preceq_{(0,1)} v \quad \text{or} \quad \begin{cases} u \sim_{(0,1)} v \quad \text{and} \quad u \preceq_{(1,0)} v. \\ u_1 < v_1 \end{cases} \\
\end{align*}
\]

So \( u \preceq_{(0,1)} \circ \preceq_{(1,0)} v \iff \begin{cases} u_1 < v_1 \quad \text{or} \quad u_2 < v_2 \\ u_2 = v_2 \quad \text{and} \quad u_1 \leq v_1 \end{cases} \iff u \preceq_{(0,1)} \cdot v \).

\[
2. \quad \preceq_{(1,0)} \circ \preceq_{(1\sqrt{2},0)} = \preceq_{(1\sqrt{2},0)} \preceq_{(1,0)}
\]

Let us give some details, we take \( u = (u_1, u_2) \) and \( v = (v_1, v_2) \):

\[
\begin{align*}
u \preceq_{(1,0)} \circ \preceq_{(1\sqrt{2},0)} v & \iff u \preceq_{(1,0)} v \quad \text{or} \quad \begin{cases} u \sim_{(0,1)} v \quad \text{and} \quad u \preceq_{(1\sqrt{2},0)} v. \\ u_1 < v_1 \end{cases} \\
\end{align*}
\]

So \( u \preceq_{(1\sqrt{2})} \circ \preceq_{(1,0)} v \iff \begin{cases} u_2 < v_2 \quad \text{or} \quad u_2 = v_2 \quad \text{and} \quad u_1 + \sqrt{2}u_2 \leq v_1 + \sqrt{2}v_2 \end{cases} \iff u \preceq_{(0,1)} \cdot v \).

\[
3. \quad \preceq_{(0,1)} \circ \preceq_{(1\sqrt{2},0)} = \preceq_{(1\sqrt{2},0)} \preceq_{(0,1)}
\]

\[
4. \quad \preceq_{(1,0)} \circ \preceq_{(1\sqrt{2},0)} = \preceq_{(1\sqrt{2},0)} \preceq_{(1,0)}
\]

\[
5. \quad \preceq_{(1\sqrt{2},0)} \circ \preceq_{(1,0)} = \preceq_{(1\sqrt{2})}
\]

Remark 3.7. For all \( \preceq_1, \preceq_2 \in \text{ZR}_s(G) \), we have \( \preceq_1 \preceq \preceq_1 \preceq_2 \preceq_1 \).

If \( \preceq_1 \in \text{Ord}_s(G) \), then \( \preceq_1 \preceq \preceq_2 \preceq_1 \) for all \( \preceq_2 \in \text{ZR}_s(G) \).

Proposition 3.8. Let \( \varphi: G_1 \to G_2 \) a group homomorphism. We consider the application

\[
\tilde{\varphi}: \text{ZR}_s(G_2) \to \text{ZR}_s(G_1)
\]

such that \( \tilde{\varphi}(\preceq) := \preceq \varphi \).

Then this application is a monoid homomorphism.

Proof. It is clear that \( \tilde{\varphi} \) sends the identity element of \( \text{ZR}_s(G_2) \) onto the identity element of \( \text{ZR}_s(G_1) \), so we just have to check that

\[
\tilde{\varphi}(\preceq_{12}) = \tilde{\varphi}(\preceq_1) \circ \tilde{\varphi}(\preceq_2).
\]

We have \( \tilde{\varphi}(\preceq_{12}) = \preceq_{12} \varphi \). So \( u \tilde{\varphi}(\preceq_{12}) v \) if \( \varphi(u) \preceq_{12} \varphi(v) \), it means that \( \varphi(u) \preceq_{1} \varphi(v) \) or \( \varphi(u) \sim_{1} \varphi(v) \) and \( \varphi(u) \preceq_{2} \varphi(v) \). Hence \( u \preceq_{12} \varphi \) or \( u \sim_{12} \varphi \) and \( u \preceq_{2} \varphi \), so we are done. 

Proposition 3.9. Let \( \preceq_1, \preceq_2 \in \text{ZR}_s(G) \). Then

\[
G_{\preceq_{12}} = G_{\preceq_{21}} = G_{\preceq_1} \cap G_{\preceq_2}.
\]

Proof. Let \( u \) be an element of \( G_{\preceq_{12}} \). Then we have:

1. \( u \prec_1 1 \) or \( u \in G_{\preceq_1} \) and \( u \preceq_2 1 \)
(2) and $1 \preceq_1 u$ or $(u \in G_{\preceq_1}$ and $1 \preceq_2 u$)

So $(u \in G_{\preceq_1}$ and $u \succeq_2 1$) and $(u \in G_{\preceq_1}$ and $1 \preceq_2 u$), it means that $u \in G_{\preceq_1} \cap G_{\preceq_2}$ and we have the inclusion $G_{\preceq_1} \subseteq G_{\preceq_1} \cap G_{\preceq_2}$. The other one is straightforward to check, so this concludes the proof.

**Proposition 3.10.** Let $\preceq_1, \preceq_2 \in ZR_\ast(G)$. Then we have $\preceq_{12} = \preceq_{21} = \preceq_2$.

**Proof.** First let us show that $\preceq_{12} = \preceq_2$. Let $u, v$ be two elements of $G$ such that $u \preceq_2 v$. Since $\preceq_1 \preceq_2$, we have $u \preceq_1 v$. So either $u \preceq_1 v$ or $u \sim_{\preceq_2} v$ and $u \preceq_2 v$, so we do have $u \preceq_{12} v$.

Now let $u, v$ be two elements of $G$ such that $u \preceq_{12} v$, then $u \sim_{\preceq_1} v$ or $u \sim_{\preceq_2} v$ and $u \preceq_2 v$. If $u \sim_{\preceq_1} v$, then $u \preceq_2 v$ since $\preceq_1 \preceq_2$. So assume $u \sim_{\preceq_1} v$ and $u \preceq_2 v$, then in particular $u \preceq_2 v$ and this concludes the proof.

Now let us show that $\preceq_{21} = \preceq_2$. We already know that $\preceq_2 \preceq_{21}$, so we just have to prove that $\preceq_{21} \preceq_2$. Let $u, v$ be two elements of $G$ such that $u \preceq_2 v$ and let us prove that $u \preceq_{21} v$. If $u \preceq_2 v$, then it is done, otherwise, $u \sim_{\preceq_2} v$ and since $\preceq_1 \preceq_2$, we have $u \sim_{\preceq_1} v$ hence $u \sim_{\preceq_2} v$. This concludes the proof. □

**Proposition 3.11.** Let $\preceq_1, \preceq_2 \in ZR_\ast(G)$. Then we have:

1. $Raf^{-}(\preceq_1) \subseteq Raf^{-}(\preceq_{12})$.
2. If $\preceq_1 \preceq_2$, then $Raf^{-}(\preceq_{12}) = Raf^{-}(\preceq_{21}) = Raf^{-}(\preceq_2)$.

**Proof.** Since $\preceq_1 \preceq_2$, we have (1). The (2) is given by Proposition 3.10. □

**Remark 3.12.** If $\preceq_1 \in Ord_\ast(G)$ then $\preceq_{12} = \preceq_1$, so the inclusion is optimal. And this is not an equality in general, because, for example, $\preceq_1(\underline{1}) \circ \preceq_1(\underline{0}) = \preceq_1(\frac{1}{2}) (\underline{0})$.

**Proposition 3.13.** Let $\preceq_1, \preceq_2 \in ZR_\ast(G)$ and let $f: Raf^{-}(\preceq_{12}) \subseteq Raf^{-}(\preceq_2) \subseteq \{ \preceq_2 \} \rightarrow Raf^{-}(\preceq_{12})$ be such that $f(\preceq_1) = \preceq_1$ if $\preceq_1 \in Raf^{-}(\preceq_1)$ and $f(\preceq_1) = \preceq_1 \circ \preceq_1$ otherwise.

Then $f$ is a surjective map.

**Proof.** It is straightforward to check that this map is well defined. Let us prove that this is a surjective map and let $\preceq_1 \in Raf^{-}(\preceq_{12}) \subseteq Raf^{-}(\preceq_1)$. We want to show that there exists $\preceq_1' \in Raf^{-}(\preceq_2)$ such that $\preceq_1 = \preceq_1 \circ \preceq_1'$. We define $\preceq_1'$ as follows: $u \preceq_1' v$ if

\[
\begin{cases}
  u \sim_{\preceq_1} v \\
  u \not\sim_{\preceq_1} v \\
  u \prec_{\preceq_1} v \\
  u \prec_{\preceq_2} u.
\end{cases}
\]

It is not hard to see that $\preceq_1'$ is a preorder. Now, we show that $\preceq_1' \in Raf^{-}(\preceq_2)$. Let $u, v \in G$ such that $u \preceq_2 v$.

We can assume $u \not\sim_{\preceq_2} v$ and $u \sim_{\preceq_1} v$, hence we have $u \prec_{\preceq_2} v$ or $v \prec_{\preceq_2} u$ and $u \sim_{\preceq_1} v$. If we have $u \prec_{\preceq_2} v$ and $u \sim_{\preceq_1} v$, then $u \sim_{\preceq_{12}} v$ and $u \sim_{\preceq_1} v$ because $\preceq_1 \preceq_2$. So we have $u \prec_{\preceq_2} v$ and $u \sim_{\preceq_1} v$, hence $u \preceq_1' v$.

Otherwise we have $v \prec_{\preceq_2} u$ and $u \sim_{\preceq_1} v$ and with the same argument we have $v \not\prec_{\preceq_2} u$ that contradicts the fact that $u \preceq_2 v$.

Now let us prove that $\preceq_1 \preceq_{\preceq_1} \circ \preceq_1'$: First we show that $\preceq_1 \preceq_{\preceq_1} \circ \preceq_1'$. Let $u, v$ such that $u \preceq_{\preceq_1} \circ \preceq_1' v$, then either $u \not\prec v$ or $u \sim_{\preceq_1} v$ and $u \not\prec v$. If $u \not\prec v$, we do have $u \not\prec v$ since $\preceq_1 \preceq_1 \circ \preceq_1'$. Otherwise we have $u \sim_{\preceq_1} v$ and $u \not\prec v$, that is $u \sim_{\preceq_1} v$ or $u \prec_{\preceq_2} v$ and $u \sim_{\preceq_1} v$. In each case, we do have $u \not\prec v$.

So we prove that $\preceq_{\preceq_1} \circ \preceq_1' \subseteq \preceq_1$ and let $u, v$ such that $u \preceq_1 v$.

Since $\preceq_1 \subseteq \preceq_1$, we have $u \preceq_1 v$, so either $u \sim_{\preceq_1} v$ or $u \sim_{\preceq_1} v$.

If $u \sim_{\preceq_1} v$, then $u \preceq_1 \circ \preceq_1' v$ by definition of the composition, hence we assume $u \sim_{\preceq_1} v$. No we can assume $u \not\sim_{\preceq_1} v$ otherwise it is trivial, so we have $u \sim_{\preceq_1} v$ and $v \not\prec$. Since $\preceq_{\preceq_1} \subseteq \preceq_{\preceq_1}$, we have $u \sim_{\preceq_1} v$ and $u \sim_{\preceq_{12}} v$, this means we have $u \sim_{\preceq_1} v$ and $u \not\prec v$ and $u \not\prec_{\preceq_2} v$, hence $u \preceq_1 \circ \preceq_1' v$. This completes the proof. □

**Remark 3.14.** This map is not injective in general. Indeed, take $G = Q^2$, $\preceq_1 = \preceq_{\langle \underline{1} \rangle}$ and $\preceq_2 = \preceq_{\langle \underline{0} \rangle}$. Then $\preceq_2 \in Raf^{-}(\preceq_2) \subseteq \{ \preceq_0 \}$, $\preceq_2 \not\in Raf^{-}(\preceq_1)$ but $\preceq_1 \circ \preceq_2 = \preceq_1$. 


Proof. This is a consequence of Proposition 3.11 and Proposition 3.13.

Remark 3.16. If \( \succeq_1 = \preceq_1 \), for example if \( \preceq_1 \) is an order, then the first inequality of Corollary 3.15 is in fact an equality and the second one is a strict inequality.

Now let us consider \( G = \mathbb{Q}^n \) and \( (e_i)_{1 \leq i \leq 5} \) the canonical basis of \( \mathbb{R}^5 \). Let \( \preceq_1 = \preceq_{e_1, e_2} \), rank(\( \preceq_1 \)) = 2, and \( \preceq_2 = \preceq_{e_2, e_3, e_5} \), rank(\( \preceq_2 \)) = 3. Then \( \preceq_1 \circ \preceq_2 = \preceq_{e_1, \ldots, e_5} \) is of rank 5 and the second inequality of Corollary 3.15 is in fact an equality and the first one is a strict inequality. This shows that these inequalities are sharp.

3.1. Decomposition of preorders. We give the following conjecture.

Conjecture. Let \( G \) be a group and \( \succeq \in \text{ZR}_*(G) \). Then there exists \( (\succeq_i)_{1 \leq i \leq n} \in \text{ZR}_*(G) \) such that \( \preceq = \preceq_1 \circ \cdots \circ \preceq_n \).

In [DR] (Corollary 2.51) we proved the following:

Theorem 3.17. Let \( G \) be a group and let \( \preceq' , \preceq \in \text{ZR}_*(G) \). Then

\[
\preceq' \preceq \preceq \iff \exists \; \preceq'' \in \text{ZR}_*(G), \; \preceq = \preceq'' \circ \preceq .
\]

This result should help to prove the conjecture in the general case.

In fact we want to decompose a preorder \( \preceq \) in a composition \( \preceq_1 \circ \preceq_2 \) where \( \preceq_1 \) is the only preorder of rank 1 such that \( \preceq_1 \preceq \preceq_1 \preceq_2 \) and \( \preceq_2 \) is of rank strictly inferior than the rank of \( \preceq_1 \) and conclude by induction. So we want equality in the last inequality of Corollary 3.15, rank(\( \preceq_1 \circ \preceq_2 \)) \( \leq \) rank(\( \preceq_1 \)) + rank(\( \preceq_2 \)), that means we want that the rank of \( \preceq_2 \) is exactly rank(\( \preceq_1 \)) - 1. We obviously have \( \succeq = \preceq_1 \circ \preceq_2 \) so an idea is to "move" the segment \( [\preceq_1, \preceq_2] \) (that is totally ordered by Theorem 2.8) to the trivial preorder, or more easily to see, to the root of the tree when the set \( \text{ZR}_*(G) \) can be seen as a rooted tree (see example 2.20).

For the moment, we prove the conjecture in the case \( G = \mathbb{Q}^n \), for all \( n \in \mathbb{N} \).

Theorem 3.18. The conjecture holds for \( G = \mathbb{Q}^n \), with \( n \in \mathbb{N} \).

Proof. Let \( G = \mathbb{Q}^n \) and let \( \preceq \in \text{ZR}(\mathbb{Q}^n) \). Then there exist vectors \( u_1 , \ldots , u_s \in \mathbb{R}^n \) such that \( \preceq = \preceq_{(u_1 , \ldots , u_s)} \).

We claim that \( \preceq_{(u_1 , \ldots , u_s)} = \preceq_{u_1} \circ \cdots \circ \preceq_{u_s} \).

Indeed, if \( a \preceq_{(u_1 , \ldots , u_s)} b \) then

\[
(a.u_1 , \ldots , a.u_s) \preceq_{\text{lex}} (b.u_1 , \ldots , b.u_s).
\]

So \( a.u_1 < b.u_1 \), that is \( a \prec_1 b \), or \( a.u_1 = b.u_1 \) and \( (a.u_2 , \ldots , a.u_s) \preceq_{\text{lex}} (b.u_2 , \ldots , b.u_s) \), that is \( a \sim_{u_1} b \) or \( a \preceq_{(u_2 , \ldots , u_s)} b \). So \( \preceq_{(u_1 , \ldots , u_s)} = \preceq_{u_1} \circ \preceq_{(u_2 , \ldots , u_s)} \) and we conclude by induction. \( \square \)

4. Standard preorders

Along this section, \( G \) is assumed to be countable and we only consider bi-invariant (pre)orders.

Let \( G = G_0 \triangleright G_1 \triangleright \cdots \triangleright G_n \triangleright \cdots \) be the lower central series of a group \( G \) such that \( \bigcap_{k=0}^\infty G_k = \{1\} \).

The following definition was introduced by Sikora in [Si] for orders.

Definition 4.1. Any preorder \( \preceq \in \text{ZR}(G) \) is called a standard preorder if for every \( g \in G \), if \( g \in G_k \setminus G_{k+1} \) and \( g \) positive then all elements of \( gG_{k+1} \) are positive. We denote by \( \text{SZR}(G) \) the set of standard preorders of \( G \) and \( \text{ORD}(G) \) the set of standard orders of \( G \).

Proposition 4.2. Let \( \preceq_1 , \preceq_2 \in \text{SZR}(G) \), then \( \preceq_1 \preceq_2 \in \text{SZR}(G) \).

Proof. Let \( g \in G \), \( g \in G_k \setminus G_{k+1} \) such that \( g \triangleright_{12} 1 \), \( h \in G_{k+1} \) and let us show that \( gh \triangleright_{12} 1 \). We know that \( g \triangleright_{12} 1 \) so we have either

\[
g \triangleright 1
definitions and theorems related to preorders, standard preorders, and related algebraic structures. The text is organized in a way that builds on previous results, starting with definitions and moving to theorems and proofs, which are then used to support the main conjecture.
We may assume that all is either empty or infinite. Let us prove the first assumption.

Proof. Conversely, we define \( \text{Ord}(G) \) composed of non standard preorders. This completes the proof for the Patch topology.

\[ \text{Corollary 4.5.} \] The set \( \text{abelian group} \) defined equality by

\[ \text{Theorem 4.6.} \] Assume \( G \neq \mathbb{Z} \). Then

(2) The set \( \text{SZR}(G) \) is either trivial or homeomorphic to the Cantor Set for the Patch topology.

Proof. Let \( \preceq \in \text{ZR}(G) \setminus \text{SZR}(G) \). Then we know that there exists \( g \in G \setminus G_{k+1} \) such that \( g \succ 1 \) and that there exists \( h \in G_{k+1} \) such that \( gh \preceq 1 \). This means that \( \preceq \in U := \mathcal{U}_g \cap \mathcal{O}_{(gh)^{-1}} \). Then \( \preceq \) has a neighborhood composed of non standard preorders. This completes the proof for the Patch topology.

For the Inverse topology, we do the same thing hence there exists \( g \in G \setminus G_{k+1} \) such that \( g \succ 1 \) and that there exists \( h \in G_{k+1} \) such that \( gh \preceq 1 \). If \( gh \prec 1 \) then

\[ \preceq \in U := \mathcal{U}_g \cap \mathcal{U}_{(gh)^{-1}} \]

and this completes the proof for the Inverse topology. Otherwise we assume \( \preceq \in U := \mathcal{U}_g \cap \mathcal{U}_{(gh)^{-1}} \) and this completes the proof for the Inverse topology.

\[ \text{Remark 4.4.} \] It is not true in general that \( \text{SZR}(G) \) is closed in \( \text{ZR}(G) \) for the Zariski topology.

\[ \text{Corollary 4.5.} \] The set \( \text{SZR}(G) \) is compact for the Inverse and the Patch topology.

Proof. This is a consequence of Theorems 2.13 and 4.3

\[ \text{Theorem 4.6.} \] Assume \( G \neq \mathbb{Z} \). Then

(1) The set \( \text{SOOrd}(G) \) is either empty or homeomorphic to the Cantor Set for the Inverse topology.

(2) The set \( \text{SZR}(G) \) is either trivial or homeomorphic to the Cantor Set for the Patch topology.

Proof. Let us prove the first assumption.

By \[ \text{[S1]}, \] it suffices to prove that for any \( a_1, \ldots, a_n \in G \), the set

\[ \text{SOOrd}(G) \cap \mathcal{U}_{a_1} \cap \cdots \cap \mathcal{U}_{a_n} \]

is either empty or infinite.

We may assume that all \( G_k/G_{k+1} \) are torsion-free. Indeed, if it is not the case, then there exists \( k \) such that \( \text{Ord}(G_k/G_{k+1}) = \emptyset \) hence \( \text{SOOrd}(G) = \emptyset \) since every order of \( \text{SOOrd}(G) \) induces an order on \( G_k/G_{k+1} \).

Therefore for all \( k, H_k := G_k/G_{k+1} \) are free abelian groups. It was shown by Baer \[ \text{[Bn]} \] that every torsion-free abelian group \( H \) can be embedded in a minimal complete abelian group \( H^* := \{ (x, n), x \in H, n \in \mathbb{N}^* \} \). He defined equality by

\[ (x, n) = (y, m) \Leftrightarrow mx = ny \]

and addition by

\[ (x, n) + (y, m) = (mx + ny, mn). \]

Then \( H^* \) is a complete torsion-free abelian group.

We define \( f \) to be the application \( \text{ZR}(H) \to \text{ZR}(H^*) \) given by \( \preceq \mapsto \preceq^* \) where \( \preceq^* \) is defined by

\[ (x, n) \preceq^* (y, m) \Leftrightarrow mx \leq ny. \]

Conversely, we define \( g \colon \text{ZR}(H^*) \to \text{ZR}(H) \) by \( g(\preceq) = \preceq \) where \( \preceq \) is defined by

\[ x \preceq y \Leftrightarrow (x, 1) \preceq (y, 1) \]
Let ≤ be an element of ZR(H) and let us show that g ◦ f(≤) = ≤. We have g ◦ f(≤) = g(≤*) = (≤*). To show the equality (≤*), ≤, we are going to show that each one refines the other one. First assume x ≤ y. Then (x, 1) ≤* (y, 1), and this means that x (≤*) y. Now assume x (≤*) y, ie (x, 1) ≤* (y, 1) and we do have x ≤ y. So g ◦ f = idZR(H).

Conversely, let ≤ be an element of ZR(H*) and let us show that f ◦ g(≤) = ≤. So we want to show the equality (≤) = ≤. Take (x, n) and (y, m) in H*.

\[(x, n) (≤) (y, m) \Leftrightarrow mx ≤ ny\]

\[\Leftrightarrow (mx, 1) ≤ (ny, 1)\]

\[\Leftrightarrow (mx - ny, 1) ≤ (0, 1)\]

\[\Leftrightarrow mn(mx - ny, mn) ≤ mn(0, 1)\]

\[\Leftrightarrow (mx - ny, mn) ≤ (0, 1)\]

\[\Leftrightarrow (x, n) ≤ (y, m).\]

Therefore f ◦ g = idZR(H*), hence there is a bijection between ZR(H) and ZR(H*). This bijection induces a bijection between Ord(H) and Ord(H*). Furthermore, it is shown in [K] that every complete torsion-free abelian group is isomorphic to \(\mathbb{Q}^n\) for some cardinal number n. Since G is countable, H_k is countable and n is an integer. Hence Ord(H_k) = Ord(\(\mathbb{Q}^n\)) = Ord(Z^n) for some integer n.

Then we follow the proof of Proposition 2.3 of [S], but for the sake of clarity, we include some details.

If there exists an integer k such that Ord(H_k) = Ord(Z^n) for some n ≥ 2 then by Proposition 1.7 of [S] we can obtain infinitely many standard orders in \(U_{a_1} \cap \cdots \cap U_{a_n}\). In fact Sikora constructs infinitely many hyperplanes of \(\mathbb{R}^n\), each one defining a standard order in \(U_{a_1} \cap \cdots \cap U_{a_n}\).

If there exists an integer k such that Ord(H_k) = \(\emptyset\), then we already saw that SOrd(G) = \(\emptyset\). Otherwise, we have Ord(H_k) = Ord(Z) for all k, and by example 2.19 we have SOrd(G) = \(\{0, 1\}^{\mathbb{R}_0}\) as a topological space. This completes the proof of the first assumption.

The proof of the second one is essentially the same. It suffices to prove that for any \(a_1, b_1, \ldots, a_n, b_n \in G\), the set

\[\text{SZR}(G) \cap U_{a_1} \cap \cdots \cap U_{b_n} \cap \mathcal{O}_{a_1} \cap \cdots \cap \mathcal{O}_{b_n}\]

is either trivial or infinite by [DR] (Section 2.11) and Theorem 4.3. All the H_k can be assumed to be torsion-free, otherwise SZR(G) is trivial. With the same argument we conclude that for all k, we have ZR(H_k) = ZR(Z^n) for some integer n. Since every order is a preorder, and since the Inverse and the Zariski topology are the same in the space of orders, the case ZR(H_k) = ZR(Z^n) for some n ≥ 2 for some k is exactly the same. Now if there exists k such that ZR(H_k) = \(\{z \leq \}\) then SZR(G) = \(\{z \leq \}\). So we may assume ZR(H_k) = ZR(Z) for all k and by example 2.19 we have SZR(G) = \(\{0, 1, 2\}^{\mathbb{R}_0}\) as a topological space. □

Remark 4.7. The Proposition 4.0 was shown by Sikora in [S] under the assumption that for every k, the quotient \(G_k/G_{k+1}\) is finitely generated. He suggested in his paper that it may be possible to relaxe this assumption using the work of [T], it is what I did.

5. Standard valuations

Definition 5.1. [Sc] A pair \((G, \preceq)\) is called a simply ordered \(\ell\)-group if G is a group, \(\preceq \in \text{Ord}(G)\) (in particular it is bi-invariant), and G is lattice with respect to the order \(\preceq\).

Definition 5.2. [Sc] Let \(\mathbb{K}\) be a division ring and \((G, \preceq)\) be a simply ordered \(\ell\)-group. A valuation on \(\mathbb{K}\) with values in G is a surjective function \(\nu : \mathbb{K} \to G \cup \{\infty\}\) such that

i) \(\nu(0) = \infty \succ u\) for all \(u \in G\), and \(\nu^{-1}(\infty) = \{0\}\),

ii) \(\nu(uv) = \nu(u)\nu(v)\) for all \(u, v \in G\),

iii) \(\nu(u + v) \geq \min\{\nu(u), \nu(v)\}\) for all \(u, v \in G\).
In this case, the group \( G \) is the value group of \( \nu \) and is denoted by \( \Gamma_\nu \).

**Remark 5.3.** The set \( V_\nu := \{ x \in K \mid \nu(x) \geq 1 \} \) is a ring with the two following properties:

a) \( \forall a \in V_\nu, \forall b \in K^*, bab^{-1} \in V_\nu. \)

b) \( \forall a \in K^*, a \in V_\nu \) or \( a^{-1} \in V_\nu. \)

The ring \( V_\nu \) is a local ring called the valuation ring of \( \nu \) and its maximal ideal is \( m_\nu := \{ x \in K \mid \nu(x) > 1 \}. \)

**Lemma 5.4** (**DR**, Lemma 2.35). Let \( G \) be a group and let \( \preceq \in \text{ZR}_\ell(G) \). The set

\[
G_{\preceq} := \{ u \in G \mid u \sim_{\preceq} 1 \}
\]

is a subgroup of \( G \) called the residue group of \( \preceq \).

Moreover, if \( \preceq \) is bi-invariant, then \( G_{\preceq} \) is normal.

Let \( G \) be a countable group, \( k \) be a field and \( \preceq \in \text{ZR}(G) \) such that \( (G/G_{\preceq}, \preceq) \) is a simply ordered \( \ell \)-group. In [DR] we saw that every preorder \( \preceq \) of a group \( G \) defines a monomial valuation \( \nu_{\preceq} \) in the following way:

\[
\nu_{\preceq} : K^0_G \to G/G_{\preceq}
\]

\[
x^g \mapsto g
\]

where \( K^0_G := \{ \sum_{g \in G} a_g x^g \mid a_g \in k \} \), the addition is defined term by term and the multiplication is defined by

\[
x^g x^{g'} = x^{gg'}.
\]

**Definition 5.5.** A valuation \( \nu_{\preceq} \) is called standard if \( \preceq \) is a standard preorder.

Let \( G = G_0 \supseteq G_1 \supseteq \cdots \supseteq G_n \supseteq \cdots \) be the lower central series of a group \( G \) such that \( \bigcap_{k=0}^{\infty} G_k = \{ 1 \} \).

**Proposition 5.6.** Let \( \nu_{\preceq} \) be a standard valuation, \( h_0 \in G_0 \setminus G_1 \) such that \( h_0 > 1 \) and \( P \in K^0_G \). Then

1. If \( \nu_{\preceq}(P) = \overline{g_0} \) where \( g_0 \in G_0 \setminus G_1 \) such that \( g_0 \preceq h_0^{-1} \), then \( x^{g_0^{-1} h_0 P(x)} \in m_{\nu_{\preceq}} \).

2. Otherwise \( x^{h_0 P(x)} \in m_{\nu_{\preceq}} \).

**Proof.** In the first case, we have \( g_0^{-1} h_0 g_0 = h_0 h_0^{-1} g_0^{-1} h_0 g_0 \) but \( h_0 \in G_0 \setminus G_1, h_0 > 1 \) and \( h_0^{-1} g_0^{-1} h_0 g_0 \in G_1 \) because \( (G_i) \) is the lower central series of \( G \). Since \( \preceq \) is a standard preorder, we have \( g_0^{-1} h_0 g_0 > 1 \), then

\[
\nu_{\preceq}(x^{g_0^{-1} h_0 P(x)}) = g_0^{-1} h_0 g_0 > 1.
\]

If \( \nu_{\preceq}(P) = \overline{g_0} \) where \( g_0 \in G_0 \setminus G_1, g_0 < 1 \) and \( h_0^{-1} g_0 \), then \( \nu_{\preceq}(x^{h_0 P(x)}) = \overline{h_0 g_0} > 1 \).

If \( \nu_{\preceq}(P) = \overline{g_0} \) where \( g_0 > 1 \), then \( \nu_{\preceq}(x^{h_0 P(x)}) = \overline{h_0 g_0} > 1 \).

The last case is when \( \nu_{\preceq}(P) = \overline{g_0} \) where \( g_0 < 1 \) and \( g_0 \in G_n \setminus G_{n+1} \) with \( n \geq 1 \). Let

\[
(h_1, \cdots, h_{n-1}) \in (G_1 \setminus G_2) \times \cdots \times (G_{n-1} \setminus G_n)
\]

such that \( h_i > 1 \) for all \( i \). Then

\[
h_0 g_0 = (h_0 h_1^{-1}) (h_1 h_2^{-1}) (h_2 h_3^{-1}) \cdots (h_{n-2} h_{n-1}^{-1}) (h_{n-1} g_0) > 1.
\]

Because \( \preceq \) is standard, \( h_i \in G_i \setminus G_{i+1}, h_i > 1 \) for all \( i \). This completes the proof.

**Remark 5.7.** Since the composition of preorders corresponds to the composition of valuations (see **DR** Proposition 4.8) and by Proposition 5.6, the conclusion of Proposition 5.6 holds for the composition of two standard valuations.
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