More Thumbs Than Rules: Is Rationality an Exaptation?
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The literatures on bounded and ecological rationality are built on adaptationism—and its associated modular, cognitivist and computational paradigm—that does not address or explain the evolutionary origins of rationality. We argue that the adaptive mechanisms of evolution are not sufficient for explaining human rationality, and we posit that human rationality presents exaptive origins, where exaptations are traits evolved for other functions or no function at all, and later co-opted for new uses. We propose an embodied reconceptualization of rationality—embodied rationality—based on the reuse of the perception-action system, where many neural processes involved in the control of the sensory-motor system, salient in ancestral environments have been later co-opted to create—by tinkering—high-level reasoning processes, employed in civilized niches.
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INTRODUCTION

I counted the panda’s other digits and received an even greater surprise: there were five, not four. Was the “thumb” a separately evolved sixth finger?

S. J. Gould, The Panda’s Thumb

In Herbert A. Simon’s view, heuristics are rules of thumb—instantiations of bounded rationality—that produce solutions adapted to specific task environments, given limited information, time and cognitive capabilities. This adaptive dimension is part of the very definition of bounded rationality, also known as the scissors’ metaphor: “Just as a scissors cannot cut paper without two blades, a theory of thinking and problem solving cannot predict behavior unless it encompasses both an analysis of the structure of task environments and an analysis of the limits of rational adaptation to task requirements” (Newell and Simon, 1972, p. 55, emphasis added). The adaptive view of rationality—‘rational adaptation’ in Simon’s own words—has been transposed into contemporary views of heuristics. While Kahneman’s ‘heuristics and biases’ focus on the nature of dis-adaptation, in the sense that heuristics, automatically triggered, do not fit specific task environments (Tversky and Kahneman, 1974; Kahneman et al., 1982), Gigerenzer’s ‘ecological rationality’ emphasizes the fact that fast and frugal heuristics produce satisficing solutions, through ecological correlations (Gigerenzer and Selten, 2002; Gigerenzer and Gaissmaier, 2011).
In this contribution, we criticize the emphasis on the adaptive logic (e.g., Cosmides and Tooby, 2006; Tooby and Cosmides, 2007), arguing that adaptive mechanisms are not a unique or sole explanation for human rationality. Relying on the old but still relevant critique to adaptationism—initially raised by Stephen J. Gould (i.e., Gould and Lewontin, 1979; see also Andrews et al., 2002)—we discuss a fundamental limit of adaptive explanations: the difficulty to make a distinction between contingent utility and reasons for origins. For instance, consider the popular and frequently discussed gaze heuristic (e.g., Gigerenzer and Gray, 2017; Hamlin, 2017; Höfer et al., 2018), which is used to track the motion of a moving goal by keeping constant the angle between a catcher and the goal. The fact that a soccer player uses the gaze heuristic to catch a ball (contingent utility) tells us nothing about how such a heuristic came into being in the first place (reasons for origins). We of course realize that the gaze heuristic did not come into being for playing soccer, since it was present thousands of years before soccer was invented and other species also use it (in particular it is heavily used by predators to catch prey). In short, the idea that heuristics are effective decision rules for contingent task environments does not strictly explain their origins.

We argue that exaptive mechanisms are fundamental for explaining the origins of rationality. While adaptations are traits gradually evolved via natural selection in order to meet pre-existing functions, exaptations are traits evolved for other functions, or no function at all, and later co-opted for new uses (Gould and Vrba, 1982). We propose an embodied reconceptualization of rationality—so-called, embodied rationality (e.g., Mastrogiorgio and Petracca, 2012, 2015, 2016)—based on (non-adaptive but) exaptive evolutionary mechanisms. In particular, we amend and reconceptualize bounded and ecological rationality, by discussing the reuse of the perception-action system: many neural processes involved in the control of the sensory-motor system, which were salient in ancestral environments, have been later co-opted to shape—via tinkering—high-level cognitive faculties employed in civilized niches.

RATIONALITY AND ADAPTATION

Evolutionary explanations are elegant from the point of view of Occam's Razor: by identifying some criteria to explain the factual diversity of nature, evolutionary theories aim to establish theoretically plausible solutions to the problem of origins. In its general definition, also known under the general label of Universal Darwinism, evolution is instantiated by the processes of variation, selection and retention—processes that account for the diversity that composes natural and cultural systems (cf. Campbell, 1960; Lewontin, 1970; Dawkins, 1983; Hodgson, 2005).

The program of research on bounded rationality, started by Herbert A. Simon, owes much to evolutionary frameworks, as it is argued that human behaviors must be studied with respect to specific task environments. Simon emphasizes that minds are adapted to real-world environments and must be evaluated in terms of their adequacy to specific environmental instances: in the scholars' argument (summarized above), cognition and environment are two cutting blades that make sense precisely because they are conjoinedly defined in a unitary analytical framework (Simon, 1956, 1990; Newell and Simon, 1972).

Modern transpositions of bounded rationality are sympathetic to this adaptive, evolutionary framework. On the one side, Kahneman’s heuristics and biases are based on the evidence that specific heuristics, which are automatically triggered, violate specific rules of logic and probability so as to produce biased judgments (Tversky and Kahneman, 1974; Kahneman et al., 1982). On the other side, Gigerenzer's ecological rationality relies on the idea that fast and frugal heuristics, by exploiting ecological correlations, provide satisficing solutions to specific task environments (Gigerenzer and Goldstein, 1996; Gigerenzer and Gaissmaier, 2011), where 'satisficing' is a well-known neologism coined by Simon, given by the combination of 'satisfy' and 'suffice.'

These two colliding research programs are at the center of so-called ‘rationality wars’ (see Samuels et al., 2004 for a discussion). In fact, Gigerenzer criticizes Kahneman’s heuristics as being “vague, undefined, and unspecified with respect both to the antecedent conditions that elicit (or suppress) them and also to the cognitive processes that underlie them” (Gigerenzer, 1996, p. 592). Generally speaking, Gigerenzer criticizes the incorrectness of deducing a positive framework of rationality by relying on the experimental evidence built upon the normative benchmarks based on general rules of logic and probability calculus. This critique (Gigerenzer and Murray, 1987; Gigerenzer, 1991) created a dialectical interaction and debate (see the replies of Gigerenzer, 1996; Kahneman and Tversky, 1996). In such rationality wars, while Gigerenzer’s view remains “panglossian,” in the sense that fast and frugal heuristics generate satisfying solutions, Kahneman’s view is “meliorist,” in the sense that heuristics are sources of cognitive errors and biases and produce misfits with respect to specific normative requirements.

Inside the Adaptive Toolbox

Fast and frugal heuristics generate satisfying outcomes to the extent that they fit the specific structure of the task environment. This idea is a pillar of ecological rationality, which investigates “in which environments a given strategy is better than other strategies” (Gigerenzer and Gaissmaier, 2011). The research program on ecological rationality, developed by Gigerenzer and Gaissmaier, (2011), emphasizes that heuristics compose an adaptive toolbox, where human behavior is described by a series of “cognitive heuristics, their building blocks (e.g., rules for search, stopping, and decision), and the core capacities (e.g., recognition memory) they exploit.” In Gigerenzer (2008, p. 20) own words: “The adaptive toolbox is a Darwinian-inspired theory that conceives the mind as a modular system that is composed of heuristics, their building blocks, and evolved capacities.”

Using an adaptive framework to explain the nature of heuristics would imply that heuristics are (casual) variations selected by the environment because of their comparatively better fitness, which are then retained. For instance, let us consider the evidence that some fast and frugal heuristics predict heart attack
in a manner that is comparable with complex, effortful (and slow) medical procedures (Todd and Gigerenzer, 2000; Marewski and Gigerenzer, 2012). If we adopt a strict, adaptationist, evolutionary framework—based on variation, selection and retention—, we should hypothesize that these heuristics are the result of a gradual refinement of older ones, that have been selectively retained by the environment. Despite the emphasis on the adaptive toolbox, theoretical inquiries on the role of selection—which is fundamental for adaptation—seem to be overlooked in ecological and bounded rationality, where the selective mechanisms remain underexplored.

Interestingly, the absence of theorizing on the nature of adaptation is not a bug of ecological rationality but a deliberate theoretical choice. On this point, Hutchinson and Gigerenzer (2005; see also Sanabria and Killeen, 2005) clarify that the adaptive view of heuristics is not an argument about their origins. That is, the fact that a heuristic is ecologically rational does not imply that it has been shaped by the forces of selection for that specific task. Interestingly, ecological rationality avoids both trivial adaptive explanation (“just-so stories”) and the necessity of accurate theorizing on the nature of origins: “It thus would be a weak argument […] to find a heuristic that humans use, then search for some environment in which that heuristic works well, and then claim on this basis alone that the heuristic is an adaptation to that environment. The heuristic may work well in that environment, but that need not be the reason why it evolved or even why it has survived” (Hutchinson and Gigerenzer, 2005, p. 109; see also Navarrete and Santamaria, 2011). This clarification, though, looks like an *excusatio non-petita*, where the caveat substitutes the claim for an adaptive toolbox. As the authors add (p. 109): “Ecological rationality might then be useful as a term indicating a more attainable intermediate step on the path to a demonstration of adaptation. There is nevertheless a risk that a demonstration of ecological rationality of a given heuristic in a given environment will mislead someone who uses this evidence alone to infer adaptation.”

The risk of making casual and cursory claims about the evolutionary origins of heuristics is real, but the above clarification is hopelessly insufficient. That is, if we cannot infer adaptation, then why even speak of an adaptive toolbox? The authors’ clarification—about the problem of inferring adaptation from ecological rationality of a given heuristics—therefore, raises important issues, which are crucial in the critique of adaptationism.

**Adaptationism at Stake**

For decades, S. J. Gould, in his broad program of research, has tried to demonstrate that there is an unjustified, paradigmatic correspondence between the general problem of evolution as originally formulated by Charles Darwin and its transposition into the neo-Darwinian synthesis. According to the dominant paradigm, there are no radical alternatives to ‘adaptationism.’ When scholars in different fields refer to evolutionary theories, they are, implicitly and unwittingly, appealing to a mechanism that they consider necessary and sufficient: adaptation. Therefore, according to Gould—and consistently with Kuhn’s idea of a paradigmatic science—adaptationism signals more a faith in evolutionary theorizing (where the risk of “just-so stories” is always present) than a deep understanding of its related questions. The theoretical mechanisms and implications of adaptationism are a matter that cannot be informally treated in a few words. Generally speaking, as suggested by Gould (and by Darwin himself), the laws of change, more than a nomothetic necessity, should be considered as extrapolations whose instrumental value is the understanding of empirical evidence (Gould and Eldredge, 1977; Gould and Lewontin, 1979; Gould and Vrba, 1982; Gould, 2002, see also Williams, 1966).

In particular, according to Gould and Lewontin (1979, p. 581), adaptationism “is based on faith in the power of natural selection as an optimizing agent. It proceeds by breaking an organism into unitary ‘traits’ and proposing an adaptive story for each considered separately. Trade-offs among competing selective demands exert the only brake upon perfection; non-optimality is thereby rendered as a result of adaptation as well”.

Although we acknowledge the disapproval of some scholars (in particular John Maynard Smith and Richard Dawkins) of Gould’s ideas (see Gould, 1997 for a reply), we believe that Gould’s critique of adaptationism matters a great deal for understanding the contemporary state of the art of human rationality, when related with alternatives to adaptive processes. Gould criticizes adaptationism for its unwillingness to consider alternatives to adaptive processes. According to Gould and Vrba (1982, p. 5), there are two meanings of the word ‘adaptation’: “the first is consistent with the vernacular usage […]: a feature is an adaptation only if it was built by natural selection for the function it now performs. The second defines adaptation in a static or immediate way as any feature that enhances current fitness regardless of its historical origin.” Adaptationism fails because of its impossibility to make a distinction between current utility and reasons of origin. Importantly, the fact that a trait satisfies (more or less effectively) a particular function cannot strictly be an explanation of its origins.

According to this critique, adaptation often presumes an unjustified teleological perspective, where things (like biological traits, cognitive faculties or, in our case, rationality) are explained in terms of their final causes, and implicitly represent the best state of the world precisely in virtue of their existence. This part of Gould’s critique—according to which adaptationism is Panglossian—calls to the mind Voltaire’s novel of Candido. Things are made for the best purpose, as suggested by Dr. Pangloss (a character of the novel): “Legs were clearly intended for breeches, and we wear them.” The consideration of the current traits as adaptations often collapses onto the problematic statement that they represent the best status possible in nature, or, quoting again Dr. Pangloss: “Things cannot be other than they are.”

Generally speaking (as we discussed in the previous Section “Inside the Adaptive Toolbox”), both ecological and bounded rationality tend to propose an adaptive view of heuristics, where heuristics are instrumental to the evolution of complex cultures (for instance, Finnish mushroom foragers have learned some rules of thumb to deal with poisonous species, Kaaronen, 2020). Oddly, bounded and ecological rationality overlook the role of selective processes, which might play a fundamental role in the
origins of heuristics. This somehow represents an inconsistency, since selection is a crucial mechanism of adaptation. The reasons for this apparent inconsistency are essential and find an adequate answer in Gould’s critique of adaptationism. Bounded and ecological rationality implicitly assume that adaptive mechanisms require contingent utility: that is, if a heuristic works in a specific task environment—in the sense that it produces a satisfying outcome—, then it is adapted or ‘ecologically rational,’ in the words of Gerd Gigerenzer. However, the comparatively better performance of a heuristic with respect to alternatives is not, strictly speaking, an explanation of its origins. As we will explain in the next sections, the distinction between ‘contingent utility’ and ‘reasons for origins’ thus represents a fundamental argument that can cast new light on non-adaptive mechanisms at the origins of human rationality.

THE EXAPTIVE ORIGINS OF RATIONALITY

The use of adaptive explanations to understand the nature of human rationality represents a significant innovation with respect to standard economic theories, which assume that economic agents are optimizers, thus possessing unconstrained knowledge, time and computational power. Arguments based on bounded rationality approach reasoning processes not in absolute terms (i.e., in terms of logic and probability rules that abstract from a specific environment), but as a matter of domain-specific adequacy of reasoning processes to specific environmental instances. However, such an adaptive framework suffers from the same limits that characterize adaptationist explanations in evolutionary theory. As we discussed in Section “Rationality and Adaptation,” we cannot, strictly speaking, explain the origins of heuristics by considering their contingent utility.

Insights for understanding the exaptive nature of rationality can be drawn from a more pluralistic view on evolution, often called ‘extended evolutionary synthesis’ (Gould, 1982; Pigliucci and Müller, 2010; Laland et al., 2015), which also includes the theory of punctuated equilibrium (Eldredge and Gould, 1972). Far from being an alternative to the Darwinian framework—a paradigm-shift, stricito sensu—the extended evolutionary synthesis calls for an exegesis of the original ideas of Darwin, who argued that selection, despite being central, is non-exclusive. As put by Darwin: “it has been stated that I attribute the modification of species exclusively to natural selection [...] I am convinced that natural selection has been the main, but not the exclusive means of modification” (Darwin, 1872). In other words, the extended evolutionary synthesis claims the right to adopt a pluralistic approach to evolutionary explanations, challenging the limitations of the modern synthesis.

An extended taxonomy of fitness suggests that we should include exaptive mechanisms, along with adaptive ones, in evolutionary frameworks (Gould, 2002). Such an extension does not deny that adaptation is a fundamental mechanism of evolution, as it just places emphasis on the fact that mutations can occur only ‘given a structure’: current structures, de facto, constrain the possibility of evolution more than selective mechanisms effectively do. As suggested by Gould and Lewontin (1979, p. 581; see also Andrews et al., 2002), “the constraints themselves become more interesting and more important in delimiting pathways of change than the selective force that may mediate change when it occurs.” According to this perspective, evolution is more a matter of possibilities and constraints than a matter of optimal fit to a given environment. In particular, Gould and Lewontin, in their manifesto—The spandrels of San Marco and the Panglossian paradigm: a critique of the adaptationist program—propose a structuralist view of evolution, that separates function from structure, by focusing on the so-called spandrels. Spandrels are architectural features, given by the roughly triangular spaces between the top of an arch and the ceiling (like the ones in the Basilica of San Marco Basilica in Venice). Evolutionary speaking, spandrels are phenotypic traits that arose as a by-product of evolution of some other traits rather than a product of adaptive selection.

Under such a framework, exaptive mechanisms are complementary to adaptive ones. The basic idea of an extended taxonomy is that a trait contributing to fitness is, simply speaking, an ‘aptation’, until we have sufficient evidence to consider it an ad-aption or an ex-aptation (see Pievani and Serrelli, 2011). The word ‘ex-aptation’, which etymologically contrasts with ‘ad-aptation’ (where ‘ex’ is the Latin correspondent of ‘from’ and ‘ad’ is the Latin correspondent of ‘to’), refers to the process through which existing traits, originally developed for a certain use, are employed for uses that are entirely different from the original one (see Table 1). That is, exaptations are “characters, evolved for other usage (or no function at all) and later “co-opted” for their current role” (Gould and Vrba, 1982, p. 6). That is, exaptations can be based on either a (1) functional shift or a (2) cooptation of a non-aptation. A common example of functional shift are the feathers of birds, first evolved for thermal regulation, then co-opted for flight. An example of a cooptation of a non-aptation are the sutures in the skulls of young mammals, a byproduct of the laws of growth and then co-opted for aiding parturition. Hence, characteristics or traits must be evaluated not only in terms of effectiveness to a pre-stated function but with respect to the affordable effects they can produce because of their specific morphological features.

Now, in order to understand the exaptive origins of heuristics, let us consider, again, the gaze heuristic (defined in Section “Introduction,” see Raab and Gigerenzer, 2005; Hamlin, 2017; Höfer et al., 2018), which requires an ongoing adjustment between gaze and movement, linking perception and action, to accomplish tasks such as catching a prey or a ball. We can, speculatively, consider the gaze heuristic as a:

(i) Cooptation from non-aptation. The morphological traits of the human body strongly constrain the heuristics that can be generated. We can easily realize that the link between gaze and movement, which requires a well-developed sensory-motor integration between perception and action, is a necessary condition for the come-into-being of the gaze heuristic. This consideration seems trivial, unless we consider that this integration is not obvious, since we can reasonably hypothesize that, for some species, such integration is not well developed. For such species the gaze heuristic would not be an affordable option (e.g., we...
TABLE 1 | A typology of fitness.

| Process                     | Character                  | Usage | Effect |
|-----------------------------|---------------------------|------|--------|
| Functional adaptation       | Aptation                  | Ad-  | Function |
| Natural selection shapes the character for a current use | |  |  |
| Functional shift            | Exaptation                | Aptation | Effect |
| A character, previously shaped by natural selection for a particular function (an adaptation), is co-opted for a new use | |  |  |
| Cooptation of non-aptation  |                           |      |        |
| A character, whose origins cannot be ascribed to the direct action of natural selection (a non-aptation), is co-opted for a current use | |  |  |

Adapted from Gould and Vrba (1982).

can, speculatively, hypothesize that sloths do not use the gaze heuristic). If we consider this integration as a non-aptation, as we do not assume that this integration is the product of natural selection, we can hypothesize that this integration has been co-opted to create a mechanism—the gaze heuristic—that presents specific advantages (i.e., catching prey) in specific ancestral environments.

(ii) Functional shift. If we hypothesize that the gaze heuristic was selected in ancestral environments to be incrementally refined as a successful strategy for catching prey, we can easily realize that such a heuristic has been further exapted, as it readily admits a number of different 'applications' in non-ancestral environments. Far from being domain-specific, the gaze heuristic is successfully applied in pedestrian behavior, sailing, landing an airplane, kicking a ball, and so on. Such functional shifts require an isomorphism in the structure of the environment, where the spatial analogies are meaningful. However, analogical correspondence is not necessary. As in the case of feathers of birds, first evolved for thermal regulation then used for flight, we do not always need an isomorphism.

Cross-Level Mechanisms: Exapting the Perception-Action System

Exaptive mechanisms are not bounded to a specific level but operate, upward and downward, in the hierarchy—genes, organisms and species—of biological systems (Vrba and Gould, 1986). Generally speaking, an adaptation at one level could become an exaptation at another level, as the unit of selection pertains to all the different levels of biological organization (Lewontin, 1970). Interestingly, cross-level mechanisms could represent an interface between nature and culture (Uchiyama et al., 2020), where genetic adaptations could be culturally exapted. For instance, skin pigmentation—a genetic adaptation (a protection against UV radiation)—has been culturally exapted to become a signal of socio-economic status, because over centuries light pigmentation was a signal of high socio-economic status and prestige. But during the 60s, tanning started to be associated with wealth, leisure and prosperity. Gaze heuristics, in this regard, is quite representative, as—we suppose—it first glimmered as a cooptation of non-aptation, and then, after the refinements of selective adaptation, it was further exapted in cultural environments through functional shifts.

Here we embrace the hypothesis that such cross-level mechanisms connote the exaptation of the perception-action system, where the sensory-motor devices and their mechanism admit very different applications—high-level cognitive faculties involved in reasoning processes—with respect to the ones for which they evolved through functional adaptation. In particular, an unconstrained view of the unit of selection, along with the presence of exaptations at different levels, allows for the integration of evolutionary and task-relevant timescales. We propose to conceptualize heuristics not only in terms of their original adaptive function (many of them arose in hunter-gatherer environments), but also with respect to their contingent effects, based on exaptive mechanisms, in civilized niches (For instance, the gaze heuristic presents quite different applications such as landing a plane or catching the ball, in civilized environments).

The morphological features of organisms—*bauplan* or *bauplæne* (plural)—constrain which heuristics can be developed in the first place, before they are subject to any selective pressures. Hence, human rationality can be considered an ‘adjacent possible’ (cf. Kauffman, 2000) since the enabling constraints, exerted by the sensory-motor system in delimiting the evolution of higher cognitive faculties, are probably more important than the selective forces in mediating changes, once they’ve occurred. (Notice that we use the expression ‘sensory-motor system’ in the singular form as an exemplification, but we are aware that there is a multitude of sensory-motor systems.) Our perspective shifts the emphasis from selective processes to the mechanisms of variation, where the randomness of mutations deserves a clarification. That is, mutations are not equiprobable, as extant biological structures delimit the degrees of freedom and the probabilistic topology of evolutionary possibilities.

The exploitation of exaptive arguments in psychology is not new. However, they are not the orthodoxy, since exaptive arguments have been strongly criticized and ostracized (see Buss et al., 1998 for a critical review of exaptation in psychology). In spite the dialectical role of exaptive arguments in evolutionary psychology (Gould, 1991), we cannot avoid mentioning the heated debate where Darwinian fundamentalism was opposed to a more pluralistic approach (see Dennett, 1997; Gould, 1997; Kalant et al., 1997). We believe and, in this regard, we agree with a number of scholars—though this is not the place for this discussion—that a significant part of the arguments for ostracisms are not persuasive and can be readily
neutralized with a philological exegesis of S. J. Gould's arguments (Lloyd and Gould, 2017).

**Neural Reuse**

A fundamental evolutionary argument for an embodied reconceptualization of rationality proposed here consists in the general hypothesis that the brain might be seen as structured into layers, each one presenting a distinctive evolutionary dimension. Neural circuits evolved for specific uses (ad-aptations) or non uses at all (non-aptations) can be co-opted for novel uses, while retaining their original function. This view has gained importance in the last decade, under the general hypothesis that evolutionarily-speaking older brain areas are recruited to support different and relatively novel cognitive functions: recent layers (dedicated to high-level cognitive processes) exploit the ‘lower’ layers, dedicated to the sensory-motor control (Anderson, 2007a).

This perspective can captured under the notion of **neural reuse**, an umbrella term for a heterogenous group of overlapping theories (see Rathkopf, 2021) sharing this view of the brain. This group includes the ‘Massive Redeployment Hypothesis’ (Anderson, 2007a, 2010), ‘neuronal recycling’ (Dehaene and Cohen, 2007), ‘neural exploitation’ (Gallese, 2008), ‘neural repurposing’ (Parkinson and Wheatley, 2015), ‘cognitive recycling’ (Barack, 2017) and ‘neural exaptation’ (Chapman et al., 2017).

Neural reuse, in particular in its version known as the ‘Massive Redeployment Hypothesis’, represents an alternative to both strict brain localization of cognitive functions—the orthodox position on the functional topography of the brain—and holistic approaches to the brain (Anderson, 2007b, 2014, see also Favela, 2021 for a critical discussion of the evolutionary foundations of neural reuse). This novel view of the brain, with respect to the orthodox perspective—where specific cognitive functions are strictly localized in specific, non-overlapping areas—builds upon a methodological consideration: subtractive methods used in brain imaging are problematic when it comes to interpreting data and the conclusions these interpretations support. As put by Anderson (2007b, p. 148), “while difference images can show areas that participate in one task and not another, they cannot show that the area is limited to that task.” Indeed, the evidence is that “there are very few specialists in the brain, supporting only tasks from a single task category such as semantics or visual perception. Most regions of the brain are active during multiple tasks in different task categories” (Anderson, 2016, p. 2; see also Anderson et al., 2013). There is of course ongoing debate about whether specific areas of the brain can be mapped onto specific cognitive processes (e.g., Poldrack, 2006). But, the Massive Redeployment Hypothesis posits that a typical cognitive function involves more than one brain area, and each brain area may be redeployed in support of other cognitive functions, according to a three-tier architecture characterized by many-to-many relationship between each level (brain area, component function, and functional complex). Again, in the words of Anderson (2007b, p. 163), we expect “each functional complex to have more than one component, each of which in turn will involve more than one area; likewise, we should expect areas to be members of more than one component, and components to be members of more than one functional complex, and we should not expect that such cross-participation will respect traditional functional-anatomical boundaries.”

Evidence of the Massive Redeployment Hypothesis (where ‘massive’ indicates that redeployment is the norm in the brain), such as the sensorimotor coding in working memory or motor simulations in language understanding (see Anderson, 2006, 2007b), thus represents an argument in favor of cross-level exaptive mechanisms, where lower brain areas participate in higher cognitive processes. Such a thesis is also corroborated by the evidence that brain lesions can produce deficits across multiple domains, thus representing a solid counterargument to the modularity thesis (Prinz, 2006).

We believe that the Massive Redeployment Hypothesis can serve as a building block for an embodied foundation of human rationality. Indeed, the Massive Redeployment Hypothesis, by its own tenants, sheds light not only on the origins of novel, high-level, cognitive functions (in which a given circuit was redeployed), but also on the older functions and structures from which it originates (Anderson, 2008), or, put differently, it is theoretically salient on both sides.

**The Case of Fingers in Numerical Cognition**

The anecdotal case of the aforementioned exapted gaze heuristic (discussed in Section “The Exaptive Origins of Rationality”)—both as functional shift and cooptation of a non-aptation—is relatively trivial, since the gaze heuristic by definition remains bounded to perception-action mechanisms. But what about the exaptive origins of higher cognitive processes involved in human rationality? In order to shed light on this point, consider the case of fingers in numerical cognition.

A crucial argument that is central in the ‘rationality wars’ (discussed in Section “Rationality and Adaptation”) is related to the nature of numerical cognition, and in particular to frequency formats (Gigerenzer and Hoffrage, 1995). Gigerenzer (1996) and his colleagues have tested models that predict when frequency judgments are valid and when they are not. According to Gigerenzer, some cognitive biases—for example, the well-known conjunction fallacy (e.g., Tversky and Kahneman, 1983)—can be neutralized if probability information, in specific task environments, is given in absolute frequencies, not percentages (the so-called ‘natural frequency hypothesis’: Hertwig and Gigerenzer, 1999; see Amitani, 2015 for a discussion). What seems to be interesting in this ‘frequency battle’ is that both perspectives are quite silent on the nature of numerical cognition and, in particular, on the evidence that numerical processing is significantly embodied.

An important tradition of research over the last two decades highlights that numerical processing is constitutively dependent on the sensory-motor system: “Adults can be said to rely on an abstract representation of number if their behavior depends only on the size of the numbers involved, not on the specific […] means of denoting them” (Dehaene et al., 1998, p. 356). Numerical processing depends on the surface format, as magnitudes are denoted by employing numeral systems (e.g.,
decimal system, binary system, graphical systems, etc.) and their respective notations (Arabic notation, Roman notation, etc.) (for an articulate view on this debate, see Cohen Kadosh and Walsh, 2009). For instance, ‘four’ can be expressed as ‘OOOO, ‘4’ in the decimal numeral system, ‘100’ in the binary numeral system, ‘IV’ in the Roman numeral system. What we call numbers are actually numerals, namely artifacts that humans manipulate in order to perform computations. As suggested by Lakoff and Núñez (2000, p. 86): “when we learn procedures for adding, subtracting, multiplying, and dividing, we are learning algorithms for manipulating symbols-numerals, not numbers.” With a specific reference to heuristics, Mastrogiorgio and Petracca (2014) show that what selectively activates automatic or deliberate systems, in the well-known ‘bat and ball’ problem (Frederick, 2005), are the specific numerals involved in the task. This type of evidence corroborates the idea that heuristics processing of magnitudes is not neutral to the format of the task. Actually, the format of the task is part of the task and is precisely what enables a specific type of solving process (Mastrogiorgio, 2015).

The embodied, non-abstract view of numerical cognition represents an argument that is just as crucial to the rationality debate as it is overlooked. The perception-action system is not an accessory of mathematical cognition, but it is precisely the embodied substrate exapted for the emergence of higher-level faculties. The embodied dimension of numerical abilities, where numerical processing is grounded on the perception-action systems, represents a fundamental argument to consider such abilities as exaptations of the perception-action system. Indeed, logical and mathematical abilities—which are considered as pillars of rationality—are actually embodied and require neural reuse. Walsh (2003) highlights that the sensory-motor system provides a common metric for different types of magnitudes (space, time, and numbers). The idea is consistent with the hypothesis that the manipulation of sizes is embodied (see Bueti and Walsh, 2009; Ranzini et al., 2011), where reasoning processes are grounded on the perception-action system (Gallese and Lakoff, 2005). In particular, numerical processing involves gestures of hand (e.g., Chiou et al., 2012) and fingers (e.g., Sato et al., 2007).

More specifically, finger gnosia represents an alternative mechanism that is contrary to the general hypothesis that counting on fingers is the main mechanism on which numerical processing is grounded. Finger gnosia—which is the ability to distinguish which finger has been lightly touched without relying on the visual feedback—enables, via neural reuse, numerical processing. Indeed, finger gnosia represents the embodied register for storing the numbers to be manipulated. Such a finger register is co-opted for numerical processing, and potentially for all those functions that can exploit such type of biological structure (see Penner-Wilger and Anderson, 2008). Finger gnosia is a good predictor of children’ mathematical performance, but the same cannot be said for the generalist idea of using fingers to count. As discussed by Anderson (2008, p. 432) “children with developmental coordination disorder (DCD) have poor finger agility, but most have preserved finger gnosia, and do not generally evidence significant mathematical difficulties” (see also Cermak and Larkin, 2001).

MORE THUMBS THAN RULES

Bounded rationality flourished in the cognitivist paradigm, according to which reasoning processes are conceived as computational rules to manipulate symbolic representations of the environment (cf. Newell and Simon, 1972). Accordingly, in Gigerenzer’s ecological rationality human behavior can be described by a number of “cognitive heuristics” and “their building blocks (e.g., rules for search, stopping, decision) . . .” (Gigerenzer and Gaismaier, 2011, p. 456 emphasis added). The cognitivist paradigms focus on abstract computation is further evident in the emphasis that is placed on humans as “intuitive statisticians” (Gigerenzer and Murray, 2015). That is, heuristics are said to be based on various computational and statistical techniques including statistical sampling, threshold and signal detection, just-noticeable-differences, and Bayesian inference (e.g., Gigerenzer and Hoffrage, 1995; Dhami et al., 2004; Karelaia and Hogarth, 2008; Hertwig and Pleskac, 2010; Luan et al., 2014; Gigerenzer, 2019).

However, what is missing in much of this cognitivist focus is that since the 90s, cognitive sciences have been subject to a radical renovation that challenges the assumption of the cognitivist paradigm, through the general hypothesis of a constitutive dependence of cognition on the traits of the human body. Far from being a unitary epistemic attempt, such renovation—known under the general label of embodied cognition—includes a pluralism of approaches, differing in their epistemic, theoretical and methodological dimensions (for an overview see Wilson, 2002; Calvo and Gomila, 2008; Clark, 2008; Kiverstein and Clark, 2009; Newen et al., 2018). The flourishing field of embodied cognition—which places a novel emphasis on the sensory-motor system as a constitutive component of cognitive processes—represents a fresh theoretical viewpoint for a reconceptualization of bounded and ecological rationality. This reconceptualization—so-called, embodied rationality—considers human rationality as an embodied phenomenon (Spellman and Schnall, 2009; Mastrogiorgio, 2011; Mastrogiorgio and Petracca, 2012, 2015, 2016; Gallagher, 2018; Gallese et al., 2021; Petracca, 2021). Embodied rationality, by endorsing an anti-Cognitivist stance, is critical toward the idea that human rationality is based on symbolic manipulations of a represented environment and, de facto, rejects the cognitivist pillar of a cognition implementable on artificial architectures (i.e., the so-called ‘physical symbol system hypothesis’, Newell and Simon, 1976).

As we discussed in the previous Section “The Exaptive Origins of Rationality,” the exaptation of perception-action systems represents a fundamental mechanism for the come-into-being of higher-level cognitive faculties involved in reasoning processes. Exaptive mechanisms are able to cast light on how the morphological traits of the human body are co-opted to give rise to cognitive mechanisms. Embodied rationality—by claiming an embodied view of cognition and by endorsing (as we propose here) exaptive evolutionary mechanisms—radically challenges the two pillars of evolutionary psychology and ecological rationality: computationalism (i.e., cognitivism) and adaptationism.
### Putting Embodied Rationality Into the Evolutionary Psychology Debate

The idea that biased minds make better inferences is a central argument of ecological rationality (Gigerenzer and Brighton, 2009), antithetical to Kahneman's (2011) focus on cognitive biases, which are considered sources of systematic irrationality. Evolutionary psychology, in its foundational principles, is sympathetic with this argument as it views such 'biasedness' as a constitutive property of the mind, ascribed to a natural endowment. With reference to the frequency format (discussed in Section “The Case of Fingers in Numerical Cognition”), Tooby and Cosmides (2005, p. 23) endorse natural frequencies (i.e., absolute frequency), admitting that “Giving people probability information in the form of absolute frequencies—an ecologically valid format for hunter-gatherers—reveals the presence of mechanisms that generate sound Bayesian inferences.” Cosmides and Tooby’s (2013) emphasis on the environment of evolutionary adaptedness argues that the modules of the functional architecture of the mind were the product of selective pressure in hunter-gatherer environments but not in civilized ones. Generally speaking, a distinctive mark of evolutionary psychology lies in the general hypothesis that the psychological architecture consists of reasoning and learning processes that are not general-purpose, content-independent and somehow equipotential (Tooby and Cosmides, 1992; Pinker, 2002). Mind is not a tabula rasa (blank-slate) and organisms come “factory-equipped” with evolutionary endowments allowing specific reasoning and learning processes, which are salient in the respective environments.

We agree with such principles of evolutionary psychology to the extent that we here propose an embodied theory of human rationality that takes into account specific evolutionary mechanisms. Nevertheless, we think that adaptationism and computationalism—both central in evolutionary psychology and the associated literature on ecological rationality—are quite problematic for a theory of embodied rationality, which calls for an embodied view of cognition and asks us to carefully consider (as we propose here) non-adaptive evolutionary mechanisms. Moreover, we cannot avoid noticing that ecological rationality is still—in our opinion—far too anchored on the adaptationism and computationalism of evolutionary psychology, as it deliberately relies on the adaptive arguments of the cognitivist framework (where heuristics are computationally modeled as search and stopping rules for information processing). In the next sections, we propose five arguments that we deem constitutive of embodied rationality and that are dialectically critical against some of the foundational tenets of adaptationist approaches to evolutionary psychology.

### Tinkering and Rationality

According to Tooby and Cosmides (2005, p. 16), “the brain was designed by natural selection to be a computer. Therefore, if you want to describe its operation in a way that captures its evolved function, you need to think of it as composed of programs that process information.” (This strong focus on information processing readily carries into current work within ecological rationality as well—e.g., see Gigerenzer, 2019.) It’s important to point out that Tooby and Cosmides (2005) foundational claim—that the brain is computational and that it is composed of programs of information processing—is extremely provocative and strong, at least for endorsers of embodied cognition. Although they add that “its programs were designed not by an engineer, but by natural selection” (p. 16), we cannot but be puzzled by the juxtaposition of ‘design’ and ‘natural selection,’ also considering that the statement seems to denote a teleological perspective, where things are “designed . . . to be” and Pittendrigh’s (1958) telonomy/teleology distinction is not declaratively assumed.

A well-known alternative to unitary-design arguments (i.e., the design of a computer, in Cosmides and Tooby’s words) is that of tinkering (Jacob, 1977), according to which the outcomes of evolution do not resemble perfect products of engineering but the ones of a tinkerer, “who does not know exactly what he is going to produce but uses whatever he finds around him” (p. 1163). As further put by Solé et al. (2002, p. 21), “evolution is limited by the constraints present at all levels of biological organization as well as by historical circumstances.” Evolution does not somehow produce novelty from scratch but works on what already exists, as natural selection is strongly dependent on historical contingencies. With reference to the brain, Jacob (1977) adds: “Although our brain represents the main adaptive feature of our species, what it is adapted to is not clear at all” (p. 1166), arguing that the human brain is the product of evolutionary tinkering: “brain development in mammals was not as integrated process as, for instance, the transformation of a leg into a wing. The human brain was formed by superposition of new of new structures on old ones” (p. 1166). This idea critically departs from Cosmides and Tooby’s view (though it is three decades antecedent), in the sense that the brain is not only far from being a perfect device, but also a layered structure where new structures of the neocortex were awkwardly superposed on the old ones through a tinkering process resembling the process of “adding a jet engine to an old horse cart” (p. 1166).

In this contribution, we are sympathetic with tinkering as we hypothesize that human rationality presents exaptive origins, where the ancestral sensory-motor system represents a structure that enables and constrains the emergence of specific reasoning processes, through neural reuse. From this perspective, rationality—far from being the apex of evolutionary processes—is essentially an accidental byproduct whose specificities are evolutionary constrained by contingency. Rationality plausibly resembles a “kluge” (see Marcus, 2008) and can be considered as an ‘adjacent possible’ (Kauffman, 2000), where the historical contingency defines the specificities for a (re)use of bodily structures.

### Rationality, Out of the Vat

According to Tooby and Cosmides (2005, p. 17): “Individual behavior is generated by this evolved computer, in response to information that it extracts from the internal and external environment.” The emphasis on information processing and the declared computationalism of Cosmides and Tooby is antithetical to the anti-cognitivist arguments of embodied cognition scholars.
Critical precursors of this tension can be found in a quite-known special issue (led by Herbert A. Simon and his colleague Alonso Vera on Cognitive Science in the early 90s) on the nature of situated cognition. Traditionally, situated cognition emphasizes that humans think on the fly—through an extemporaneous interaction with the environmental contingencies—, rather than storing and retrieving conceptual knowledge (e.g., Chiel and Beer, 1997; Clancey, 1997; Greeno, 1998). In this debate, Vera and Simon defended the compatibility of situated cognition with the ‘physical symbol system hypothesis’, since “complex human behavior can be and has been described and simulated effectively in physical symbol systems” (Vera and Simon, 1993, p. 46).

A fundamental—still recent—counter-argument against Vera and Simon’s defense lies in the consideration that the physical symbol system hypothesis projects first-person cognitive processes onto third-person computational rules able to model them (see Clancey, 1993). By doing this it conflates the possibility of emulating, through a computer, a number of cognitive processes with a nomological necessity. In the words of Greeno and Moore (1993, p. 56): “the question should not be whether a system that uses symbolic processes is sufficient, but whether the symbolic processes that are hypothesized are necessary.”

We believe that this conflation of first- and third-person accounts is also the unwitting assumption of evolutionary psychology, where the independence between computational programs (composing a computer-like brain) and flesh-and-blood organisms represents a legitimation principle: separating computation from the body is precisely the theoretical argument that makes evolutionary psychology a domain of investigation independent from the biological realm and matters of morphology. And, interestingly, when “flesh and blood” are washed out, cross-level mechanisms (which are central in our speculation) also disappear.

Provocatively, if we endorse the view that such computational programs were sculpted by evolution, should we also assume that such programs admit artificial, out-of-the-body, evolution? Can we implement such processes on a computer and simulate natural evolution through environmentally-calibrated evolutionary algorithms? We think that an embodied reconceptualization of rationality represents an alternative to the current views, which are still rooted in the cognitivist framework assumed in evolutionary psychology, where the body of the organism seems to be nothing more than hardware that is merely instrumental to the allegedly-computational processes occurring in the brain.

From Massive Modularity to Massive Redeployment

A fundamental tenet of evolutionary psychology is modularity, where the functional decomposition of biological systems—into functional sub-systems (e.g., organs) incrementally adapted for specific tasks—is extended to cognitive processes and endowments (Carruthers, 2006; see also Barrett and Kurzban, 2006). Innateness, along with Chomsky’s thesis on the poverty of stimulus, represents an argument in favor of the selective adaptation of cognitive faculties, as a set of evolved mechanisms that instantiate human problem solving abilities, substituting the necessity of learning everything from scratch. Such an argument endorses a specialized view of the human brain: “Natural selection ensures that the brain is composed of many different special-purpose programs and not a domain general architecture” as suggested by Tooby and Cosmides (2005, p. 17), adding that “this is a ubiquitous engineering outcome. The existence of recurrent computational problems leads to functionally specialized application software.”

A fundamental evolutionary counter-argument—central in Gould and Lewontin’s critique to adaptationism—is the rejection of a fixed modularity of organisms, where specialization is functionally defined. Gould and Lewontin strongly criticize the claim of adaptationism that “proceeds by breaking an organism into unitary ‘traits’ and proposing an adaptive story for each considered separately” (Gould and Lewontin, 1979, p. 581). Adaptations are generally referred to as structural (e.g., features of the human body), physiological (e.g., homeostatic mechanisms) or behavioral (e.g., inherited systems of behaviors) traits. Actually, the problem of the unit of analysis is crucial, since in Gould and Lewontin’s perspective we cannot make ontological distinctions but just the ones that are instrumental to evolutionary contingencies. Indeed, we have precise modularity only if we assume a congruence between structure and function, which is the precise argument criticized by Gould and Lewontin, through the notion of spandrels. Furthermore, the absence of strong empirical evidence in favor of claims about modularity suggests a need for a far more pluralistic approach (e.g., Lloyd, 1999).

Modularity (see Prinz, 2006 for a critique) enters into the rationality debate where a problematic blank-state is substituted by innateness, calling into account Darwinian evolutionary mechanisms (Samuels, 1998; Samuels et al., 1999). Moreover, this modular view is precisely the one that connotes Gigerenzer (2008)’s adaptive toolbox (see Section “Inside the Adaptive Toolbox”): “The adaptive toolbox is a Darwinian-inspired theory that conceives the mind as a modular system that is composed of heuristics, their building blocks, and evolved capacities” (p. 20), where the building blocks are precisely the cognitivist rules for symbolic manipulation—rules for search, stopping and decision (Gigerenzer and Gaissmaier, 2011).

We think that the general claim of embodied cognition—and the hypothesis of a neural reuse (discussed in Section “Neural Reuse”)—opens a quite different perspective on the evolution and nature of rationality, where neural substrates are horizontally layered instead of being vertically compartmentalized. This alternative to modularity, building on the Massive Redeployment Hypothesis, represents a significant argument for a radical updating of the current view of human rationality. Importantly, the Massive Redeployment Hypothesis does not represent a radical alternative to modularity in general terms but to such forms of modularity that, stricto sensu, assume domain-specificity (Anderson, 2007b).

Our view of embodied rationality, then, represents a radical alternative to the modular mind assumed by the adaptive toolbox of ecological rationality, where heuristics are domain-specific. Indeed, embodied rationality claims a horizontally layered mind—whose evolution is connotated by exaptive mechanisms of older structures—instead of an adaptive toolbox with specialized
modules. Interestingly, this framework might also shed new light on the nature of automatic cognitive systems (sources of cognitive errors, in Kahneman's view), which are plausibly more plastic and flexible than commonly assumed (see Bellini-Leite and Frankish, 2021). Its biasedness can be conceptualized as the instantiation of such evolutionary constraints from which specific reasoning processes originate.

**Niche Construction**

Evolutionary psychology emphasizes that cognitive programs (the computational rules composing the human brain) were adaptive in ancestral environments but they may not be adaptive in civilized environments (Tooby and Cosmides, 2005; Cosmides and Tooby, 2006; also see Stanovich, 2011), where the mismatch produces an *adaptive lag*. The hypothesis of the adaptive lag is plausible if we endorse a purely adaptationist view that encompasses the bottleneck of time, for the occurrence of incremental refinements. Under this hypothesis, the environment remains somehow fixed and untouched so as to identify a univocal causal direction of selective processes. As bluntly argued by Williams (1992, p. 484): "Adaptation is always asymmetrical; organisms adapt to their environment, never *vice versa.*"

Transposing this argument to the rationality debate, and using the Simon's scissors argument, the cognitive blade adapts to the environmental blade. We think that this conception of a fixed and untouched environment in the rationality debate, might originate from Simon's original emphasis on human problem-solving (e.g., Newell and Simon, 1972), according to which the environment is considered a mere task environment, representing the experimental setting used to comparatively assess human reasoning abilities (cf. Gray et al., 2006). This experimentally-operationalized environment is problematic because over decades it has forced rationality scholars to unwittingly conflate a methodological expedient into a theoretical assumption (consistently with an adaptationist perspective): organisms are problem solvers, continuously facing survival problems, out there, administered by the environment. This view is endorsed by Tooby and Cosmides (2007, p. 43, emphasis added), who stated that natural selection "favors building special assumptions, innate content, and domain-specific problem-solving strategies into the proprietary logic of neural devices whenever this increases their power to solve *adaptive problems.*" This conflation of a methodological expedient into a theoretical assumption is, we believe, the main cause of the marginalization of alternative evolutionary logics—in particular, niche construction—in the rationality debates.

Niche construction emphasizes the active role of the organism in manipulating the environment. In particular, the organism significantly modifies the environment thus affecting the selective processes, where such modification invites an evolutionary response of the organism (and/or other species) (Lewontin, 1983; Odling Smeel et al., 2003). Niche construction represents a fundamental mechanism in the so-called 'extended evolutionary synthesis,' which, though retaining the fundamentals of evolutionary theory, also emphasizes the role of constructive processes in evolution and development (Laland et al., 2015)—meaning that the organism is not just the object but the subject of evolution. We are of course aware (and this is not the place for an extended discussion) that niche construction has been the subject of heated evolutionary debates (as in the case of exaptive processes) among proponents and critics (see Gupta et al., 2017a, and replies: Feldman et al., 2017; Gupta et al., 2017b).

The problem of the adaptive lag remains one of the points of contrast between niche construction and evolutionary psychology (Laland and Brown, 2006), a point that is also critical for the rationality debate. Indeed, evolutionary psychology remains vague on the nature of the misfit between the ancestral cognitive architecture and the civilized environment. As put by Tooby and Cosmides (2005, p. 17): "The industrial revolution—even the agricultural revolution—is too brief a period to have selected for complex new cognitive programs." This has led many to claim that existing cognitive faculties are more and more unsuited for modern decision environments, that "the modern world tends to create situations in which the default values of evolutionarily adapted cognitive systems are not optimal" (Chater et al., 2018, p. 812). This is also an implicit assumption of the extent biases literature and it's *de facto* claim of an "epidemic of human perceptual blindness, irrationality, and delusion" (Felin et al., 2019, p. 109). Ironically, we do not understand why we do not have a cognitive architecture adapted to civilization, but (somehow) we have cognitive structures that deliberately created such civilization. If we consider civilization a non-entropic process, a product of human deliberation (and we exclude that civilization is an accidental byproduct), why should we lack the cognitive endowments to deal with this ordered process?

Now, Cosmides and Tooby might be right that many of our cognitive endowments were adapted to the past and not to our civilized environments. However, we believe that a central matter for rationality is, precisely, what ancestral structures (and how) have been exapted to be reused to create civilized niches. From the perspective of economics (investigating advanced economic systems populated by more or less rational agents), the absence of an adaptive lag is somehow taken for granted and factual: it is of little value assuming that, say, the executive board of the European Central Bank is composed by individuals endowed with ancestral, hunter-gatherer-type cognitive architectures. Interestingly, the clash between task-relevant timescale and evolutionary timescale is central matter for neural reuse (Rathkopf, 2021). Thus we agree with Laland et al. (2007) in recommending a rejection of the adaptive-lag hypothesis “in favor of a niche-construction perspective, which focuses on how human beings respond, and are themselves responses, to self-induced environmental changes” (p. 63; also see Laland and Seed, 2021).

Cognitive arguments in favor of niche construction are abundant and central in externalist perspectives on embodied cognition (Sterelny, 2010), as the environment is *de facto* manipulated through its own artifacts so as to create the conditions which facilitate—extend and scaffold—human behavior and constrain its evolutionary paths. Cumulative technological culture continuously improves, evolves and innovates through the use of tools (e.g., Osirak and Reynaud, 2020). The notion of 'intellligence' introduces a unified framework for the cognitive study of...
tool use and technology, based on the general idea that making and using a tool are two independent cognitive steps (Osiurak and Heinke, 2018). The existence of cross-level exaptive mechanisms, (discussed in the Section “Cross-Level Mechanisms: Exapting the Perception-Action System”), that also imply jumps from the natural to the cultural dimension, are relevant. An unconstrained view on the unit of selection reveals the possibility of considering the interplay between nature and culture in a more flexible manner. Notice that the notion of exaptation has also been increasingly used to explain the nature of technological innovation in the economic domain, where evolutionary processes apply directly to endosomatic endowments and tools (Dew et al., 2004; Cattani, 2006; Andriani and Cattani, 2016; Felin et al., 2016; Cattani and Malerba, 2021; Cattani and Mastrogiorgio, 2021).

In short, we think that niche construction-related argument represents a fundamental opportunity for innovation for the bounded and ecological rationality literatures (see Callebaut, 2007), by stressing the relativistic and culturally-embedded criteria of normativity (e.g., Elqayam, 2011).

### The Environment, in Place of Rationality

A central principle of evolutionary psychology is that describing the evolved computational architecture of our brains also allows us to understand cultural and social phenomena (Tooby and Cosmides, 2005). The idea is that domain-specific programs are not passive but active devices in defining our experience so as to shape cultural practices.

We think that this principle, consistent with a computational mind whose modules were adaptively selected, is problematic. Indeed, we think that cognitive architectures alone are not sufficient for understanding cultural and social phenomena. In many niches—precisely the ones of the civilized world in which rationality is paramount—the opposite consideration is also valid: social and cultural phenomena help to understand the mind. And this is not just because the environment matters as it shapes domain-specific modules by adaptive selection, but because the environment can, in a sense, operate in place of cognition. That is, a relevant perspective in the pluralism versus the externalist one, according to which the environment extends and integrates cognition: organisms do not need to gather and process information internally to the extent that they offload cognition onto the environment (Sterelny, 2010). Therefore, the external environment can be functionally equivalent to internal cognitive processes, for instance when we use calendars as external memory tools (e.g., Clark and Chalmers, 1998). And, it can also be complementary as it functionally integrates cognition, for instance when we use a pen and paper to facilitate mathematical reasoning (e.g., Menary, 2010). Moreover, the mind can be socially extended to encompass the social, institutional, and cultural dimensions (Gallagher, 2013).

Furthermore, acknowledging “others” as part of the environment helps us also to consider the role of social cognition and social learning in the development of embodied rationality. Mirror neurons are a crucial substrate in many developmental processes based on imitation (Rizzolatti et al., 2002). While many scholars see mirror neurons as a genetic adaptation for understanding action (Rizzolatti et al., 1996; Cook et al., 2014), others consider their ontogeny, specifically hypothesizing that mirror neurons are related to learning process (Giudice et al., 2009, see also Tramacere et al., 2017). Importantly, the reuse of the perception-action system is not limited to proprioception, but also involves interoception in the domain of affectivity. Higher forms of empathy, in particular mentalizing, are hypothesized to be linked to perception and motor system (specifically associated with mouth/face actions and expressions), subject to a process of exaptation during primate phylogeny (Tramacere and Ferrari, 2016). Generally speaking, social intelligence can be considered an adaptive response to the complexity of the social environment. Specifically, the different views of such complexity represent different versions of the social intelligence hypothesis (Jolly, 1966; Humphrey, 1976). In this debate, we endorse a pluralistic view on evolution where exaptive processes, also due to the unconstrained nature of the unit of selection, allow “jumps” from the genetic to the cultural domain. Hominin evolution can be seen as a response to selective environments that other hominins previously created, consistent with a niche constructionist perspective (cf. Sterelny, 2007).

With specific reference to rationality, understanding the role of social systems as external and distributed cognitive devices is crucial. The development of rationality in humans is enacted in a series of socio-cultural experiences, as the environment is significantly instantiated in interactions with others (cf. Gallagher, 2018). The enactivist approach, in particular, emphasizes the extended, intersubjective and socially situated nature of cognitive systems. From this perspective, the brain does not create an internal model of the world, but is conceptualized as a part of the larger system of brain-body-environment (for an overview see Newen et al., 2018). The existence of so-called minimal/zero intelligence agents operating in complex economic environments represents a persuasive argument against the internalist perspective (assumed in evolutionary psychology). Simple agents making elementary choices (e.g., random choices) can generate outcomes that are substantively rational (Gode and Sunder, 1993). Zero/minimal intelligence occurs precisely because some external structures take the place of an agent's cognition. The case of embodied swarm intelligence is, in this regard, representative: elementary agents (e.g., ants) interacting at the micro-level through simple rules generate self-organized and complex societies. And such societies, in which tasks and roles are differentiated, cannot be reduced to the underlying interacting rules, being rather emergent phenomena (e.g., describing the evolved-though-rudimentary computational architecture of ants’ brains tells us little about how ants’ societies are organized).

Modernity is populated by devices, and whole cultural systems, that work in place of individuals’ cognition. Indeed, zero/minimal intelligence could also be conceptualized in terms of an institutional perspective (Hodgson, 2004; Felin, 2015; Petracca and Gallagher, 2020), where economic institutions work in place of internal cognitive processes, doing most of the cognitive job by scaffolding agents’ decisions and actions (Clark, 1997). Externalizing the cognitive burden is not just a
matter of sharing mental models among the economic agents as suggested by Denzau and North (1994), but calls into account the whole existence of so-called cognitive institutions (Gallagher and Crisafu, 2009; Petracca and Gallagher, 2020). Interestingly, markets—composed by a collectivity of (more or less) rational agents—are precisely such cultural devices that allow for an ostensive counter-argument to the evolutionary psychologists’ claims about a pure internalist perspective. Markets can be considered as socially extended institutions able to solve collective allocation problems unsolvable by agents with an internalized and disembodied rationality. Markets are social institutions that emerge from intersubjective “embodied” interactions, producing a “cognitive economy” as they reduce individual cognitive effort in making decisions and enable specific types of economic reasoning processes (for a discussion see Gallagher et al., 2019).

**CONCLUSION**

According to the philosopher Wittgenstein (1953) the rules of language are analogous to the rules of games, where words are ambiguous and have a meaning only within the specific linguistic game being played: words do not point to ontologically fixed entities but they are merely instrumental to contingent interaction. In this contribution, ‘thumbs’ are such an ambiguous word, contingent upon the narrative. Thumbs are exemplifications of what we mean by heuristics (as rules of “thumbs”), they are effects of exaptive processes (as in the case of a small bone of the wrist, exapted to become the panda’s opposable thumb), and they are enabling constraints (as in the case of finger gnosia that enables numerical processing).

Our use of ‘thumb’ therefore is not just a rhetorically expedient device for scientific communication but uncovers an evolutionary matter central to our arguments. Exaptive mechanisms require us to disentangle structure and function to the extent that their interplay cannot be pre-stated, but rather represents precisely a point which evolutionary forces apply to. As in the case of the feathers of birds (first evolved for thermal regulation and then co-opted for flight), functional ambiguity is probably a property of evolution that is able to (re)attribute contingent meanings to biological structures. And this process relativizes the possibility of framing evolutionary units in once-for-all, ontologically-defined categories (Kauffman, 2000, 2008; Longo et al., 2012; Roli and Kauffman, 2020). And at a high level of abstraction, the whole process of evolution toward rationality might be seen as adjacent possibility, emergent—contingently, through reuse—from the embodied endowments of the organism co-evolved with a continually changing environment.

In this contribution, we propose an embodied reconceptualization of rationality—embodied rationality—based on the reuse of the perception-action system. We argue that neural processes involved in the control of the sensory-motor system, salient in ancestral environments, can be co-opted to create (by tinkering) high-level cognitive faculties, employed in civilized niches. The idea that ‘rationality is an exaptation’ is actually an exemplification, as rationality, in our view, is not a unitary system but is made of a stratified mix of many exaptations of the sensory-motor system on which higher cognitive processes are grounded (the exaptation of finger gnosia registers, discussed in Section “The Case of Fingers in Numerical Cognition” is only one of them. Notice that we use the expression ‘sensory-motor system’ in the singular form as an exemplification, but we actually assume that there is a multitude of exapted systems). To revisit Gould and Lewontin’s architectural, “spandrels” metaphor, the cognitive architecture of embodied rationality does not resemble a futuristic and optimized building, as much of evolutionary psychology suggests. Rather, cognition resembles a harmonious, pleasant and effective jumble of stratified architectural structures (similar to Tuscan farmhouses), the products of tinkering. In this stratified architecture, the many spandrels and byproducts matter a great deal in defining the overall result and the adjacent evolutionary possibilities.

But, considering exaptive mechanism a tout court alternative to adaptive logics is wrong. Exaptive processes do not rule out adaptive mechanisms—they do not imply a paradigm-shift, stricto sensu, on evolution—rather they extend the richness of evolutionary possibilities. Thus, embodied rationality does not represent an alternative to bounded and ecological rationality but precisely an integration, aiming to challenge and update the underlying adaptationist and cognitivist assumptions. However, the innovativeness of our proposal does not rely on a tout-cour definition of rationality, and a fortiori, does not imply to identify a novel and different type of heuristics. Nothing changes in the performative dimension of rationality.

The relevant innovation that embodied rationality brings to the debate is related to the novel role of the human body, and the attendant notions of bodily, cognitive and material reuse. While bounded and ecological rationality (flourished in the cognitivist paradigm) prescind from the biological endowments, embodied rationality emphasizes the constitutive dependence of heuristics on the human body and in particular on the sensory-motor system. Actually, bounded and ecological rationality do not rule out embodiment in absolute terms: on the one side a number of heuristics of the adaptive toolbox (such as the gaze heuristic, e.g., Raab and Gigerenzer, 2005) require the use of the sensory-motor system, on the other side, gut feelings are determinant for heuristic choice (e.g., Gigerenzer, 2007). Despite such embodied arguments, heuristics in bounded and ecological rationality remain disembodied in the sense that human body plays the role of a neutral hardware on which the cognitive software runs.

That is to say, heuristics are seen as algorithmic rules for information processing, which could hypothetically run on various types of bodily hardware (cf. Simon, 1990). Embodied rationality, on the contrary, claims the non-neutrality of biological endowment for the specification of the cognitive processes, and this argument represents a distinctive mark of embodied rationality, which cannot be found in ecological and bounded rationality.

Hence, embodied rationality invites us to abandon a third-person rationality (where cognitive processes can be expressed as objectified, algorithmic rules for information processing) and calls into account the biological realm. That is, high-level
cognitive processes can be understood precisely as they are grounded on the sensory-motor system, and not prescinding from it, where such grounding can be considered the pivot of Simon’s scissor. Such grounding allows us to account for the origins of heuristics. While bounded and ecological rationality have offered us different types of heuristics, they are not able to explain how heuristics came into being. Embodied rationality can be useful to ascribe the origins of heuristics to specific evolutionary constraints that specify the adjacent possible for cognition—which cognitive processes are “affordable” by neural reuse. Investigating the ontogenetic and phylogenetic dimensions, along with task-relevant or evolutionary timescales of neural reuse, represent a future domain of investigation for embodied rationality.
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