Artificial Neural Network for Vertical Displacement Prediction of a Bridge from Strains (Part 2): Optimization of Strain-Measurement Points by a Genetic Algorithm under Dynamic Loading
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Abstract: Bridge displacements are one of the most important physical values in evaluating the health of bridges. However, the direct measurement of bridge displacements is not easy due to various factors, such as installation location and cost. For that reason, in a previous study (part 1), a method for predicting bridge displacements from strains was proposed using an artificial neural network (ANN), which has a strong ability in data mapping. In this paper, to predict the overall displacements from a small number of strains more efficiently, a method to optimize the number and locations of strain-measurement points was proposed using the genetic algorithm (GA), which is widely used for global optimization. To verify the proposed methods, two cases, a simple beam under sinusoidal loads and a girder bridge under vehicle loads, are carried out through numerical analysis. Also, a laboratory experiment is carried out with a vibrating cantilever beam. The results indicate that the predicted displacements from at least two strains at the optimized locations show good agreements with displacements by numerical analysis and measurements. The results suggest that the proposed method (optimization of strain-measurement points) is very efficient and can be applied in the actual field.
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1. Introduction

After an infrastructure is opened to the public, it gradually deteriorates because of unexpected loading, temperature fluctuations, and/or numerous other environmental factors. To ensure the durability and integrity of infrastructure from these factors, it is important to monitor global structural behavior. In particular, bridges are one of the most important infrastructures. Hence, bridge behavior can provide considerable information. The intuitive global behavior of bridges not only predicts the loads applied to them, such as that in weigh-in-motion systems [1], but also evaluates the structural condition. Also, the long-term variation in the displacements provides a rationale for evaluating the degradation and aging of a structure. Although the displacements provide important information regarding intuitive global behavior, it is difficult to measure them directly. For example, to directly measure the relative displacement of a structure using instruments (such as mechanical dial gauges, linear potentiometers, and linear variable differential transducers)
fixed bases are required. However, it is difficult to find fixed bases because most bridges are constructed high from the ground or cross the seas and rivers [2]. The measurement cost with the use of a supporting systems for fixed bases is sometimes very expensive.

To overcome the difficulty of direct measurement of bridge displacements, various studies have been conducted to measure bridge displacements through various direct measurement approaches. Xu et al. [3] researched the measurement of bridge displacement using a global positioning system (GPS). GPS shows high accuracy but has the disadvantage of being expensive. It is also affected by weather because it needs to communicate with satellites. Nassif et al. [4] and Pieraccini et al. [5] researched the measurement of bridge displacement using a laser doppler vibrometer (LDV) and Lee et al. [2], Stephen et al. [6], Olaszek [7], and Wahbeh et al. [8] researched using optic devices.

Studies on the prediction of displacement from relatively easily measurable data, such as acceleration and strain, have also been researched. Faulkner [9] and Park et al. [10] proposed a method for predicting bridge displacement from measured acceleration. Theoretically, displacements can be calculated by double integration of acceleration. However, because it is difficult to determine the initial condition (displacement, velocity) for integration in advance, it seems to be unreliable. Wang et al. [11], Chung et al. [12], Glaser et al. [13], Kang et al. [14], Rapp et al. [15], Kim et al. [16], and Kim and Cho [17] proposed a method for predicting displacement from strain. The curvature or modal shape of the structure can be obtained from the measured strains. Finally, the displacements can be predicted from the curvature or modal shape. Theoretically, the proposed method is feasible. However, the actual bridges in service are complex, and the load is irregular. Therefore, it is not easy to theoretically predict displacement.

Moon et al. [18] suggested a method for predicting the overall bridge displacements from strains using an artificial neural network (ANN). The relationship between strains and displacements is difficult to justify theoretically in the case of complex structures. However, if an ANN is utilized, the relation between strains and the displacements can be justified better than beam theory because an ANN justifies the relation based on data training rather than theory. In the previous paper [18], the feasibility of displacement prediction from strain was confirmed by numerical model.

In this paper, as an extension of previous research, a method for optimizing the number and locations of strain-measurement points using a genetic algorithm (GA) is proposed to efficiently and accurately predict the displacements with fewer strains. Since the ANN trains the relationship between strain (= input) and displacement (= output), the number and locations of strain-measurement points used as input have a significant effect on the training results. In general, the larger the number of strains used as input, the higher the accuracy of displacement prediction. Also, advances in sensor technology make it possible to install large numbers of sensors in structures [19,20]. However, this can cause some economic problems such as cost of installations, data acquisition and analysis, etc. [20,21]. In addition, even when the same number of strains is used, the displacement prediction accuracy varies greatly depending on the location of the strains. In the field, the number and locations of sensor installations may be determined by one’s intuition or empirical knowledge [22]. However, this reduces the usefulness of the measured data, resulting in economic and time loss. Since the number and locations of sensors have a large impact on data utilization, considerable research has been conducted for sensor optimization [22–38]. In those researches, many intelligent algorithms such as GAs, particle swarm, glowworm swarm, artificial bee colony, monkey, ant colony, etc., have been utilized for the optimization. As mentioned, various algorithms have been used for optimization, but methods to optimize the number and locations of strains required for ANNs to predict displacements have not been studied. Hence, in this study, the number and locations of strain-measurement points are optimized using a genetic algorithm. The locations of strain-measurement points as optimization variables and mean squared error of the trained ANN as the objective function are used for the optimization. To verify the proposed method, two cases, a simple beam and bridge under dynamic loading, were carried out by utilizing the numerical models. Also, a laboratory experiment was carried out with the steel cantilever beam. Using the commercial program ABAQUS, the two numerical models are made and analyzed for obtaining ANN training and test data. The neural network toolbox in MATLAB is utilized for ANN training and tests. Also, the global optimization
toolbox in MATLAB is used for optimizing the number and locations of strain-measurement points based on a GA.

2. Methods

In this section, a brief background on artificial intelligence is presented to understand ANNs and GAs. Additionally, the method to optimize the number and locations of strain-measurement points using both an ANN and a GA is described.

2.1. Artificial Neural Networks (ANNs)

An ANN is a computer model inspired by the neural networks observed in biology. McCulloch and Pitts pioneered the study on ANNs [39]. ANNs were originally developed as an algorithm to describe the capabilities of biological neural systems [40]. Thereafter, various types of ANNs have been developed such as the most widely used multilayer feed-forward ANN [41]. This type of ANN comprises an input layer, one or more hidden layers, and an output layer (see Figure 1).

![Figure 1. Backpropagation algorithm of a multilayer ANN.](image)

The advantage of an ANN is that it can be used to map the correlation between the input and output data in a complex nonlinear or ambiguous relationship. To accurately determine the relationship between the inputs and the outputs, the ANN should be trained. The most commonly used algorithm for training is backpropagation [42]. Through this algorithm, the trained ANN can accurately predict data similar to, but not the same as, the learning data [43]. The most commonly used error function for training is mean squared error (MSE).

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (T_i - P_i)^2
\]  

(1)

In Equation (1), \(T\) is the target value, \(P\) is the predicted value, and \(N\) is the number of data. The closer the MSE is to zero, the higher the prediction accuracy.

ANNs have been used successfully in civil engineering applications. Yan et al. [44] predicted the concrete bond strength of a glass fiber-reinforced polymer bar using an ANN optimized via a GA. Najjar and Basheer [45] predicted soil characteristics and uncertainty using an ANN. Shahin et al. [46] used an ANN to predict the settlement of shallow foundations. Jan et al. [47] predicted the displacement of an excavation using an ANN. Although ANNs have been used in various fields in civil engineering, they have rarely been applied to predict the displacement of a bridge.

2.2. Genetic Algorithm (GA)

A GA is an optimization algorithm developed by Holland [48]. A GA imitates the process of evolution of biological species by natural selection [41]. In other words, analogous to the evolution of creatures, the strong species (with a high fitness score) evolve into the next generation, whereas the weak species (with a low fitness score) disappear from that generation. Figure 2 shows the GA concept. In a GA, the new possible solutions are iterated via crossover and mutation. The crossover is the main operator that helps in randomly selecting two-parent numeric vectors and swapping their
segments [49]. The other is a mutation wherein an operator is used to change the gene of an existing numeric vector to an arbitrary gene. The GA repeats this process until the optimal numeric vector (i.e., with the highest fitness score) to a problem is found. The advantage of GAs is that they can be applied to complex optimization problems [50]. In addition, the probability of being trapped at a local minimum is less than that in a typical optimization technique. Because of these advantages, GAs have been widely used in many optimization problems. Faghihi et al. [51] optimized a construction scheduling problem using GAs. Chandwani et al. [52] employed a GA to predict the slump of concrete based on the optimized weight and bias of an ANN. RazaviAlavi and AbouRizk [53] optimized site layout and construction plan variables. Moreover, a method for planning an efficient construction project was proposed using GAs.

![Figure 2. Example iteration of GA with a population of three numeric vectors [54].](image)

2.3. Optimizing the Number and Locations of Strain-Measurement Points

Figure 3 shows a flowchart of the process wherein the GA and ANN are used for optimizing the number and locations of strain-measurement points. First, the number ($n_s$) of strain-measurement points is selected. Then, the GA optimizes the location of $n_s$ strain-measurement points as optimization variables. The MSE of the trained ANN is used as an objective function. Using the $n_s$ strains at the locations generated by the GA as inputs and the overall displacements as outputs, the ANN is trained. Then, the GA evaluates the fitness values for all populations for each generation. Using the selection, the crossover, and mutations, the GA continues to evaluate the fitness values. We used stochastic uniform function for the selection, which helps various parents to be selected for the next generation. We used scattered function for the crossover and Gaussian function for the mutation. The GA continues to iterate to determine the minimum MSE until the stopping criterion is satisfied. For the ANN architecture, one hidden layer is used in consideration of the computational time. Additionally, the number of nodes in the hidden layer is selected the same as the number of input values, as suggested by [55]. The parameters used in the training of the ANN are shown in Table 1.
3. Verification through a Simple Beam Under Sinusoidal Loads

3.1. Collecting Training and Test Data

To verify the proposed method, a simple beam with a span of 3000 mm (see Figure 4) was utilized. Because simple beams are used as the main girder in bridges, it is very important to predict the displacements of simple beams. To collect the training and test data, a sine load of 1 kN with periods of 1, 0.5, and 0.1 s was applied to the center of the beam for 1 s. For example, in the case of the 0.5 s period, a total of two cycles was applied. To obtain the data, numerical analysis was carried out. Additionally, the beam was divided into 41 nodes (interval 75 mm) to obtain the strains and displacements at each time step. Therefore, one dataset consisted of 41 strains (input) and 41 displacements (output). Figure 5 shows the graph for sine loads. Also, Table 2 shows the number of datasets.

Table 1. General information for the artificial neural network (ANN) model.

| Description                                      | Value               |
|--------------------------------------------------|---------------------|
| Number of input nodes (strain values)            | \( n_s \)           |
| Number of hidden layers                          | 1                   |
| Number of hidden nodes                           | \( n_h \)           |
| Number of output nodes (displacement values)     | Overall displacements |
| Training algorithm                               | Scaled conjugate gradient backpropagation |
| Transfer function                                | Logsig (hidden), Purelin (output) |
| Learning rate                                    | 0.01                |
| Momentum                                         | 0.9                 |

Figure 4. Specification of the simple beam (Unit: mm) [17].
Figure 5. Sine loads applied to the simple beam.

Table 2. The number of datasets for ANN training and testing.

| Period (T)          | Δt (s) | Datasets (= 1 s/Δt) |
|---------------------|--------|---------------------|
| 1 s (training)      | 0.00625| 161                 |
| 0.5 s (training)    | 0.003125| 321                |
| 0.1 s (training)    | 0.000625| 1601               |
| 0.8 s (test)        | 0.005  | 201                 |

Total number of datasets - 2083 (training), 201 (test)

One dataset consists of 41 strains (input) and 41 displacements (output).

3.2. Optimization Results

As proposed in Section 2.2., the location of \( n_s \) strain-measurement points was optimized in the order of four, three, and two. The GA optimized the location of the strain-measurement points as optimization variables. The MSE of the trained ANN was used as an objective function. The ANN architecture of \( n_s-n_s-41 \) (no. of inputs–no. of hidden nodes–no. of outputs) was selected. The population size was 40, and generations were iterated until the minimum fitness value was not updated over more than 50 iterations. Table 3 shows the optimization results. Means squared error (MSE), and regression value (R) were used as the results of ANN training and testing. MSE is a function that shows the ANN training accuracy in general. The closer to 0, the higher the accuracy. Since MSE may be influenced by the absolute values of the predicted values, the regression (R) value was additionally used to evaluate the training accuracy. The R-value represents the degree of correlation between the target and the prediction. An R-value tending to 1 represents a high correlation. Figure 6 shows the optimized locations for each number of strain-measurement points on the beam.

Table 3. The results of ANN training and testing with optimized strain-measurement points.

| No. of Strains (= n_s) | Locations of Strain-Measurement Points (mm) | Training | Test |
|-------------------------|---------------------------------------------|----------|------|
|                         | Point 1          | Point 2  | Point 3 | Point 4 | MSE     | R       | MSE    |
| Arbitrary               |                 |          |         |         |         |         |        |
| 4                       | 75              | 150      | 2775    | 2850    | 8.0591  | 0.9945  | 7.4406 |
| 3                       | 75              | 2850     | 2925    | -       | 14.9554 | 0.9895  | 16.3313|
| 2                       | 150             | 300      | -       | -       | 16.7763 | 0.9886  | 16.3592|
| Optimized               |                 |          |         |         |         |         |        |
| 4                       | 450             | 1500     | 2250    | 2700    | 0.0113  | 0.9999  | 0.0125 |
| 3                       | 900             | 1500     | 2250    | -       | 0.0073  | 0.9999  | 0.0072 |
| 2                       | 1125            | 2025     | -       | -       | 0.0513  | 0.9999  | 0.0524 |
When four strains at the optimized locations (450, 1500, 2250, and 2700 mm) were used as the ANN input, the MSE and R of the trained ANN were 0.0113 and 0.9999, respectively. For comparison, the MSE and R-values are presented in Table 3 when four strains at arbitrary locations (75, 150, 2775, and 2850 mm) were used as the ANN input. The MSE and R of the trained ANN were 8.0591 and 0.9945, respectively. Even if the same number of strains were used, it can be seen that the prediction accuracy would differ significantly depending on the location. Likewise, a similar tendency was shown when three and two strains were used. In the case of the strains at the optimized locations, the MSE was 0.0113, 0.0073, and 0.0513 for four, three, and two strains, respectively. The R-value was 0.9999 in all cases. The MSE close to 0 and the R close to 1 showed that the overall displacement prediction accuracy was very high even when using two strains at the optimized locations. Although the ANN was well-trained, the prediction accuracy of the data that was not used in the training was significantly lower than the training accuracy. This situation is called overfitting. To test for overfitting and prediction accuracy, strains from the test dataset (periods 0.8 s) were input into the trained ANN, and the displacements predicted using the trained ANN were then compared with those predicted by the numerical analysis. When the displacements were predicted from four, three, and two strains, the MSEs were 0.0125, 0.0072, and 0.0524, respectively. Since there was no significant difference from the training MSE, overfitting did not occur, and the predictive accuracy of the trained ANN was very high. In Figures 7 and 8, the graphs are plotted for an intuitive comparison. Figure 7 shows the displacements over time at the beam center, depending on the number of strains. It can be seen that the fluctuation was very large when the strains at the arbitrary locations were used. However, when the strains at the optimized locations were used, the predicted displacements showed good agreements with the numerical results regardless of the number of strains. Figure 8 shows the beam displacement shape at $t = 1$ s, where the largest displacement occurs. In the case of using strains at arbitrary locations, the overall displacement shape was similar, but it can be seen that there was a large difference from the numerical results. However, when the strains at the optimized locations were used, the displacement shape was very similar to the numerical results. From the results, it could be seen that the ANN can predict the displacement shape of the beam under the dynamic load with very high accuracy when using the strain at the optimized locations by GA.

\[
\text{Difference} = \text{Displacement}_{\text{FEM}} - \text{Displacement}_{\text{ANN}}
\]
4. Application to a Plate Girder Bridge under Vehicle Load

4.1. Collecting Training and Test Data

In Section 3.1., the proposed optimization method was verified using a simple beam. In this section, an I-shaped steel plate 5-girder bridge was utilized for verification of the proposed optimization method. Moon et al. [18] confirmed the predictability of displacements from the strains of a bridge under vehicle load in a previous paper. Eleven displacements were predicted from eleven strains per girder. In this paper, the number and locations of strain-measurement points needed to predict eleven displacements for the same bridge model were optimized by GA. The specifications of the bridge model are shown in Table 4.

| Table 4. Information for the bridge model. |
|------------------------------------------|
| Type of bridge                          | I-shape girder bridge (5 girders) |
| Number of spans                         | 1 (simply supported)              |
| Length of the slab                       | 36 m                               |
| Width of the slab                        | 15 m                               |
| Number of the lanes                      | 4 (two in each direction)          |
| Material                                 | Concrete(Slab), Steel(Girder)      |

(a) Strains at arbitrary locations  
(b) Strains at the optimized locations

Figure 7. Displacements over time at the beam center for test dataset.

(a) Strains at arbitrary locations  
(b) Strains at the optimized locations

Figure 8. Overall displacements shape at t = 1 s (max. displacement).
Three types of vehicles—passenger cars, buses, and trucks—were considered for vehicle load. Additionally, it was assumed that they moved at constant speeds (40 km/h, 60 km/h, and 80 km/h) across the bridge. The numerical models of cars, buses, and trucks were made by vehicles proposed by Zuo and Nayfeh [56], Ahmed et al. [57], and Li [58]. The numerical model was verified by comparison with experimental values [59,60]. Figure 9 shows the numerical bridge model and section of girder.

Utilizing a Pearson type III traffic distribution theory [61], a total of 25 load scenarios were created for each vehicle speed. Using the 25 load scenario for each speed, numerical analysis was carried out. From the analysis, eleven strains and displacement measurement points were selected at uniform intervals of 3.6 m below the flange of each girder (Figure 10) to obtain ANN training and test data. Therefore, a total of 55 strains (11 points × 5 girders, input) and displacements (11 points × 5 girders, output) were collected. The time step ($\Delta t$) was 0.01 s, and the vehicles were loaded for a total of 8 s. Table 5 shows the organization of training and test datasets obtained from the analysis. Also, the detail description for the numerical analysis and numerical model can be found in part 1 of the paper [18].

**Table 5.** The number of training and test datasets.

|                         | Training Data | Test Data |
|-------------------------|---------------|-----------|
| **Velocity (km/h)**     | 40            | 60        | 80       | 40 | 60 | 80 |
| **Number of load scenarios** | 24            | 24        | 24       | 1  | 1  | 1  |
| **Number of datasets per scenario** | 800           | 800       | 800      | 800| 800| 800|
| **Total number of datasets** | 57,600       |           |          |    |    | 2400 |

One dataset consists of 55 strains (input) and 55 displacements (output).
4.2. Optimization Results

According to the proposed method in Section 2.2., the locations of \( n_s \) strain-measurement points per girder as optimization variables were optimized in the order of four, three, and two. Since the bridge model has five girders, the total number of strain-measurement points was \( 5 \times n_s \). Additionally, it was assumed that the location of \( n_s \) strain-measurement points were all the same for five girders. Fifty populations per generation were evaluated based on the objective function (= MSE). Additionally, the optimization was set to end when the minimum fitness value had not changed in more than 50 iterations. In Figure 11, the change in fitness value according to generation is shown.

![Figure 11. The best fitness value changes in generations by GA.](image)

In Figure 11, the MSE gradually decreases with the generations even though there are differences depending on the number of strain measurements. Table 6 and Figure 12 show the optimized locations of strain-measurement points and the training MSE and R for the optimized locations. The training results for arbitrary locations are also presented in Table 6. Using eleven strains and using two strains, the MSE \( (\times 10^{-3}) \) was 1.2007 and 2.5370, respectively. Although the number of strain-measurement points decreased by more than five times, there was no significant difference in MSE values. When comparing the R-values using eleven strains and two strains, the R-values were 0.9988 and 0.9975, respectively. It is also considered that there was no significant difference in the R-value. In the case of four strains for arbitrary and optimized locations, the training MSE \( (\times 10^{-3}) \) was 5.4946 and 1.4268, respectively. In other words, when the strains at the optimized locations were used as the ANN input, the training accuracy was much higher. The same result occurred even when three and two strains were used. In the case of the optimized locations, the number of strains was four, three, and two, and the training MSE \( (\times 10^{-3}) \) tended to increase slightly to 1.4268, 1.7511, and 2.5370, respectively. However, since the values were all very close to zero, even when two strains at the optimized locations were used as ANN input, very high training accuracy can be expected. In addition, the R-value was close to 1 for all optimized positions. From the training results, the effectiveness of the GA for the location optimization of strains required for displacement prediction could be confirmed. To test for overfitting and prediction accuracy of the trained ANN, three test datasets (40 km/h, 60 km/h, and 80 km/h) that were not used for training were utilized. Table 7 shows the test results for the test dataset. When the strains at the optimized locations obtained from numerical analysis were input into the trained ANN, the trained ANN predicted displacements from the strains. In the case of using four strains at arbitrary locations, the MSE \( (\times 10^{-3}) \) was 1.7815, 1.7924, and 7.6117 for 40 km/h, 60 km/h, and 80 km/h, respectively. Additionally, using four strains at the optimized locations, the MSE \( (\times 10^{-3}) \) was 0.7987, 0.4805, and 4.7009 for 40 km/h, 60 km/h, and 80 km/h, respectively. Comparing the two cases, it could be seen that the displacement prediction accuracy was very high when the strains at the optimized locations were used. Similar results were obtained for three and two strains. Using strains at the optimized locations, the MSE \( (\times 10^{-3}) \) for four, three, and two strains was 0.7987, 0.8830, and 1.1249, respectively, for 40 km/h. The MSE increased slightly as the number of strains decreased but was still close to zero. From the results, as with the training
accuracy, it could be confirmed that the prediction accuracy of the test data was very high. For an intuitive comparison, the predicted displacements are presented in Figures 13–18. Figure 13 shows the change in displacements over time at the midpoint of the center girder (CG) for strains at arbitrary and optimized locations for 40 km/h, which is expected to produce the maximum displacements. In addition, the differences between the numerical analysis results and predicted displacements are plotted. In both arbitrary and optimized locations, as the number of strains decreased, the difference from the numerical analysis results increased. In particular, in the case of arbitrary locations, the difference according to the number of strains was large, and it could be seen that there was an overall fluctuation. In the case of the optimized locations, the difference in the number of strains was not large and predicted displacements showed good agreements with the overall numerical analysis. Figure 14 shows the overall displacement shape of the center girder (CG) at t = 6.52 s, at which time the maximum displacement occurred. As in Figure 14, for arbitrary locations, the difference between predicted displacements and numerical results was very large. For the optimized locations, predicted displacements showed good agreements with numerical analysis regardless of the number of strains. The same results are shown for the test datasets of 60 km/h and 80 km/h (Figures 15–18). From the results, as in the simple beam, the effectiveness of the GA was confirmed in optimizing the locations of the strain-measurement points required for displacement prediction of a bridge under vehicle load.

### Table 6. The results of ANN training with optimized strain-measurement points.

| No. of Strains(= n_s) | Locations of Strain-Measurement Points (m) | Training | MSE (×10^−3) | R    |
|-----------------------|--------------------------------------------|----------|--------------|------|
|                       | Point 1 | Point 2 | Point 3 | Point 4 |                |          |
| 11                    | 0~36    | interval 3.6 m | 1.2007 | 0.9988 |
| Arbitrary             | 4       | 7.2     | 14.4    | 25.2    | 28.8    | 5.4946 | 0.9947 |
|                       | 3       | 7.2     | 25.2    | 32.4    | -       | 31.1106 | 0.9696 |
|                       | 2       | 14.4    | 21.6    | -       | -       | 44.0195 | 0.9575 |
| Optimized             | 4       | 7.2     | 14.4    | 21.6    | 32.4    | 1.4268 | 0.9986 |
|                       | 3       | 7.2     | 18      | 25.2    | -       | 1.7511 | 0.9983 |
|                       | 2       | 10.8    | 21.6    | -       | -       | 2.5370 | 0.9975 |

(a) Four points (b) Three points (c) Two points

**Figure 12.** The optimized locations of strain-measurement points on the girders (Unit: mm).
Figure 13. Displacements over time at center girder for 40 km/h test dataset.

Figure 14. Overall displacements shape at t = 6.52 s (max. displacement) for the 40 km/h test dataset.

Figure 15. Displacements over time at center girder for 60 km/h test dataset.
Figure 16. Overall displacements shape at t = 1.75 s (max. displacement) for the 60 km/h test dataset.

Figure 17. Displacements over time at center girder for 80 km/h test dataset.

Figure 18. Overall displacements shape at t = 2.59 s (max. displacement) for the 80 km/h test dataset.

Table 7. The results of the ANN test for three test datasets.

| No. of Strains Per Girder | ANN Structure (Input–Hidden–Output) | Mean Squared Error (MSE, $\times 10^{-3}$) |
|--------------------------|------------------------------------|------------------------------------------|
| 11                       | 55–55–55                           | 0.6874                                   |
|                          |                                    | 0.3712                                   |
|                          |                                    | 4.4094                                   |
5. Experimental Verification with Cantilever Beam

In order to predict the displacements of a vibrating cantilever beam using the proposed method, a laboratory test was performed (Figure 19). The cross-section of the beam was a 50 × 5 mm rectangle. The elastic modulus of the steel cantilever beam was 200 GPa and the unit weight was 7850 kgf/m³. In order to vibrate the beam, initial displacements at the end of the beam were introduced. Training data were obtained from the numerical model and test data were obtained from actual measurements. First, strains and displacements data for the training were obtained from numerical model. The two initial displacement conditions of 1 cm and 3 cm were introduced. A total 4002 training datasets were obtained from the numerical analysis for 10 s with 200 Hz sampling frequency. One dataset consisted of 52 strains and 52 displacements with 1020 mm beams spaced at 20 mm intervals.

Using those training data and the proposed method (GA and ANN), the locations of strain-measurement points were optimized for two numbers. Then, the optimized locations were 100 mm and 700 mm. To obtain test data, strain sensors were installed in three locations (100, 600, and 700 mm), including the optimized locations. Also, laser displacement sensors were installed at three points (400, 700, and 1000 mm) to compare the accuracy of the predicted displacements (Table 8). The initial displacement of 2 cm was introduced on the beam. During vibration, strains and displacement were measured for 3 s with 200 Hz sampling frequency. Two measured strains were input into the ANN trained by the numerical data. Figures 20 and 21 show the predicted displacements when two measured strains were input. As can be seen, the displacements predicted by strains at the optimized locations (100–700 mm) showed much better agreements with the measured displacements than those predicted by strains at arbitrary locations (600–700 mm). Through laboratory test results, the feasibility of the proposed optimization method can be confirmed.

### Table 8. The locations of sensor installation.

| Type of Sensor | Location (mm) | X1 | X2 | X3 |
|---------------|---------------|----|----|----|
| Strain        |               |    |    |    |
| Displacement  |               | 100| 600| 700|
|               |               | 400| 700| 1000|
6. Conclusions

In this study, a method for optimizing the number and locations of strain-measurement points required for predicting displacements was newly proposed. The ANN’s ability for data mapping was used to define the relation between strain and displacements. Additionally, the GA’s ability for global search was used to optimize the strain-measurement points because the displacement prediction accuracy of the ANN varies according to the number and locations of strain-measurement points. The proposed method was verified for two cases by using a simple beam under a sinusoidal load and a bridge under a vehicle load. Also, the proposed method was applied to a vibrating cantilever beam. From the results, the following conclusions can be drawn:

(1) The ANN prediction accuracy can be improved by optimizing the ANN input values using GA. In this study, the number and locations of strains were optimized to accurately predict displacements. The optimization results show that at least two strains at the optimized locations are sufficient to predict the displacements;

(2) By comparing the ANN displacement prediction results from the strain at the optimized locations and the strain at the arbitrary locations, the difference between the MSE and the R value was found. In particular, the difference was prominent in the graph. Therefore, if the
number and locations of strain-measurement points are optimized by using the proposed method, the displacements can be predicted very economically and accurately;

(3) When the proposed method was applied to a vibrating cantilever beam, the feasibility of the proposed method was confirmed. As with the two cases using the numerical model, the predicted displacements from the measured strains showed good agreements with the measured displacements for the real cantilever beam. From laboratory experiment results, the applicability to actual bridges in the field can be confirmed.

In future work, experiments applying the proposed method to the actual bridge will be described. For the verification of the proposed method in this paper, a real test was carried out for the actual bridge. From the experiment, actual strains at the optimized locations and displacements were measured. By comparing the measured displacements with the displacements predicted by the ANN from the measured strain, the real feasibility of the proposed method in this paper will be reviewed.
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