ABSTRACT
The landscape of malware development is ever-changing, creating a constant catch-up contest between the defenders and the adversaries. One of the methodologies that has the potential to pose a significant threat to systems is malware evasion. This is where malware tries to determine whether it is run in a controlled environment, such as a sandbox. Similarly, a malware can also learn how an Anti-Malware System (AMS) decides whether an input program is a malware or in fact benign with the goal of bypassing it. On the other hand, the AMS tries to detect whether a malware sample is performing such evasive checks, e.g. by evaluating the results of Reverse-Turing Test (RTT). This learning process can be viewed as a ‘battle’ between the AMS and the malware, due to the malware attempting to defeat the AMS, where a successful win for the malware would be to evade detection by the AMS and, conversely, a win for the AMS would be to correctly detect the malware and its evasive actions. We propose a visualisation-based system, called Gotta Evade ‘em All, that allows cyber-security analysts to clearly see the evasive and anti-evasive actions performed by the malware and the AMS during the battle.

1 INTRODUCTION
The amount of new malware samples released every day requires cyber-security analysts to resort to automated processes to analyse malware, relying on the virtue of isolated test environments (sandboxes) [15]. Although this speeds up the analysis of malware, it also introduces additional weakness as the malware may attempt to detect it is being analysed in a sandbox and, if so, it behaves benignly – the so called sandbox evasion. This might result in the misclassification of the sample and a potentially harmful program could be allowed to execute. Sandbox evasion can be done via fingerprinting the system via sandbox artefacts (registry keys, loaded libraries, etc.) [14] [8], discrepancy in time among a real and a virtual system [9] and Reverse-Turing Tests [7] [1] [4]. We believe that future malware could use a combination of the previous features and feed them to an embedded ML algorithm to classify the AMS as running on a real host or not [21]. Similarly, the AMS can detect discrepancy among a malware using evasive techniques and a malware not using them [12] [11].

This paper revolves specifically around RTTs, exploring the potential for malware to detect false human interaction by the anti-malware system and respond in a benign manner so that it can avoid being detected. To enable a more visual-oriented representation of the interaction among the malware and the anti-malware system, we propose a system (Gotta Evade ‘em All) that displays the ‘battle’ between the machine learning component of the malware-evasion and of the anti-malware program. To this end, Gotta Evade ‘em All analyses a malware sample, generates a report and feeds it back to a set of back-end tools to create a visualisation of the battle. If the evasive component of the malware successfully deceives the detection system, it means that it has successfully learnt which features are used by the detection system to determine whether a sample is malicious or not. The status of each battle is visually displayed to the user viewing the program and, once the condition of either the malware successfully evading the AMS, or the AMS detecting the malware, or a set number of battles has occurred, the program terminates by showing the outcome of the battle.

2 BACKGROUND
The paper [2] discusses an approach based on OpenAI Gym to teach an agent how to bypass an Anti-Malware System (AMS) based on reinforcement learning. The concept of using visualisation (using a breakout-styled game, as seen in Gym-Malware1), to demonstrate the ongoing battle occurring in the background between the malware and the anti-malware system stood out as a really interesting method to explain what is occurring to those with less knowledge surrounding malware evasion. The simplicity of the breakout-styled game gave a clear indication of the progress of one side of the battle. However, the game does not provide enough information to the user for them to obtain a solid understanding of what it is trying to explain to them. This is due to the fact that, if a user viewed the
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1https://github.com/endgameinc/gym-malware/blob/master/README.md
would begin acting benign, as it would deem that it was being monitored by an anti-malware system. They would lack insight into the processes taking place. They could perceive it solely as a game the computer is playing against itself, not comprehending the processes occurring or their complexity.

2.1 RTTs For Sandbox Evasion

The ever-evolving landscape of malware detection means that, in order for a malware to be successful, it needs to be able to evade the detection system. In this context, a RTT has the purpose of using a computer to determine whether an input is made by a human, or simulated by another machine – hence, the reverse of a Turing Test [18]. Whilst this can be beneficial to organisations to prevent the receipt of mass automated spam, it can also be exploited by an adversary when designing their malware. By using the theory of RTTs, an adversary can enhance their malware to be able to determine whether it is running in a sandbox or a virtual machine and then act benign if it is suspicious it is being evaluated by an anti-malware system. In the following, we briefly recall some the major different types of RTTs that a malware could use to determine if it is running in a sandbox.

Mouse Pointer Movement. The movement of a mouse cursor can provide important details to a malware evasion system as to whether it is being evaluated in a sandbox. This means that a malware that is tracking mouse movements, in particular their speed, and how algorithmic the movements are, can act benign if it deems that the movements are that of an AMS.

Movement Speed. In a sandbox, simulated mouse movements can be faster than humanly possible [16] due to the algorithm and the speed of the computer. Hence, by calling a method such as GetCursorPos repeatedly, at different intervals, interspersed with other instructions, the evasion system can calculate the difference between the mouse position over less than a second. If the difference is above a certain threshold, the system will deem the movement speed too fast to have been made by a human and, therefore, must be simulated behaviour by another computer. The malware evasion system can then take appropriate steps to act benign and avoid detection by the anti-malware system.

Movement Pattern. When a sandbox is emulating the movements of a mouse cursor, it may use an algorithm to generate a path for the cursor to follow. Thus, a malware evasion system could analyse the coordinates of the cursor to determine how ‘human’ it is, as when a user is using a mouse the cursor is not going to perfectly follow an equation. If it seems unrealistic that the pattern is generated by a human, for example too straight, the evasion system would flag its concerns and the system would begin acting benign, as it would deem that it was being monitored by an anti-malware system.

Mouse Clicks. Sometimes a malware will monitor the number of clicks made within a certain period of time. If certain criteria are met, for example there are no mouse movements yet occasional clicking, the malware evasion system may be able to come to the conclusion that a sandbox is simply sending the command for a mouse click event to occur, without a mouse movement. Equally, if there are seemingly too many clicks within the time frame, the system could determine that it was being monitored. With this conclusion, it can decide whether it should continue executing the malware or perform a benign task to avoid detection. Note that malware can also send mouse “click” to the AMS to deactivate its protection [10].

Scrolling Detection. Some malware use scrolling detection to start execution, this is used to perform a RTT as “simulating human interaction with random or preprogrammed mouse movements is not enough to activate its malicious behavior” [17]. In order for the malware to activate, the user would have to scroll to a certain page of a document. This means that if the user never scrolls to that point in the document the malware will never be activated. Whilst this could be viewed as a good technique, it may not be the most effective way of performing a RTT, as it could significantly reduce the number of infected machines and similarly, if the anti-malware system is developed to combat that sort of evasion technique, it may result in an increased number of detections.

CAPTCHA. A CAPTCHA, for “Completely Automated Public Turing Test To Tell Computers and Humans Apart” [13], is a term to describes a RTT used to automatically determine whether the user is in fact human by producing tests that only a human could pass [19]. Such tests consist of distorted text within an image, where the user would have to determine what is being displayed. A CAPTCHA could aid a malware to evade detection by an AMS as, if the CAPTCHA was used before the execution of the malware, the malware would be able to test whether there is a human using the computer or a computer simulating a user in a virtual machine or sandbox [7]. This would enable the malware to evade detection as, if it determines that the user is not human, it can execute a benign task, so that the AMS does not perceive it as a threat. Additionally, depending on how the malware is programmed, it may result in the AMS being unable to evaluate the threat level of the malware, due to not being able to pass the CAPTCHA [3]. There has also been research into using ML to extract the correct information from the CAPTCHA to bypass it [5] [20], but there has seemingly been little research in using CAPTCHA solvers in anti-malware systems. This could be very beneficial to the malware-evasion system, as the sandbox may not know how to interact with a CAPTCHA so it could provide a straightforward method for the system to determine whether to act benign or to execute the malware.
3 Gotta Evade ‘em All

We have designed and implemented a game-styled ‘battle’ visualisation system, called Gotta Evade ‘em All, where the different ‘moves’ made by the malware evasion and the Anti-Malware System (AMS) are displayed to the user and each move is explained with a short description. We specifically focus on a hypothetical battle among two competing evasion and anti-evasion-based systems, one employed by the AMS to classify a sample as malicious or benign, and the other employed by the malware to classify the host as a sandbox or a ‘real’ system. The main goal of the battle visualisation style is to enable users who are less knowledgeable about malware evasion / detection to understand what is occurring in real-time. There are multiple ‘rounds’ during the battle, where each round is the next ‘move’ the malware performs in an attempt to evade detection, and when the battle ends, the system displays the ‘winner’ of the battle.

3.1 Concept Design

The original design inspiration comes from Pokémon. In fact, although the game may seem a little out of place with regards to malware evasion, from a visualisation perspective, it provides a very clear and simple concept to the viewer as to what is occurring. The use of different option screens, as seen in Figure 1a, allows players to choose whether to: (i) ‘fight’, and are then met with a further option screen to determine which move they wish to use (as shown in Figure 1b), (ii) ‘switch’ Pokémon, which enables them to change the Pokémon they are using during the battle, (iii) ‘access their bag’, so that they can use a special item, such as a potion to heal their Pokémon, or (iv) ‘run’ (which ends the battle).

3.2 Malware Battle Visualisation

Using the Pokémon ‘fight’ and ‘run’ features as inspiration, Gotta Evade ‘em All provides similarly-styled options for displaying the choices made by the malware evasion system using animations. In particular, the ‘fight’ option has been translated to a list of different techniques the malware evasion system could use to evade detection (using each ‘move’ when appropriate). Similarly, if the malware evasion system decides that it is being assessed by an anti-malware system, it could ‘run’, where it would proceed executing a benign process. The same concepts have been used for the other side of the battle (i.e., the anti-malware system). Gotta Evade ‘em All provides a more advanced and intuitive way to display to the user what the malware is doing to potentially evade detection and makes the process a lot clearer.

Figures 2a and 2b show an overview of how the visualisation part of the program that displays the malware-evasion system performing an evasion action works. An animation occurs to show the user that the malware has decided to evade (Figure 2a), followed by another animation showing which of the evasion techniques it has chosen (2b) and then the malware ‘performs’ the action (Figure 3) in addition to an animation. On the other hand, if the malware decided to act benign, it would animate the selection of the benign move and perform the relevant animation.

Figures 4a and 4b show a basic plan of how the visualisation part of the program would display the AMS performing a detect action. An animation occurs to show the user that the AMS has decided to detect (Figure 4a) followed by the ‘performance’ of the action (Figure 4b) in an additional animation.
There is a high degree of automation as the user simply needs to click on a Python script, which starts the virtual environment (an Ubuntu VM) which then automatically opens a Windows 7 VM, takes a snapshot and then closes the VM. This then opens a Cuckoo sandbox [6] and submits the sample executable. Once the analysis has finished and the report has been moved to a shared guest-to-host folder, a parser engine is run and then the visualisation software begins. The code for Gotta Evade ‘em All and full instructions to run it and use it are available at: https://github.com/EmilyChaffey/GottaEvadeEmAll.

4 DISCUSSION

The Gotta Evade ‘em All system is a useful tool to educate and explain how an AMS can detect signatures and behaviours of a submitted malware sample. The tool is primarily aimed at security analysts, due to its automation capabilities, however, the visualisation aspects of the tool can be used to inform individuals who have less understanding of the cyber-security aspects. In particular, in an education setting, a knowledgeable instructor could use this as a teaching aid aimed at undergraduate and postgraduate level students to introduce advanced topics such as malware evasion. Similarly, by using a familiar concept based on Pokémons, the proposed system allows the understanding of malware behaviour to be more accessible to college level students. The system can similarly be extended to be used in cyber-security competitions, such as capture-the-flag (CTF) events, to display the status of an ongoing battle, especially in attack-defence CTFs. Finally, this form of malware visualisation can also inspire researchers to address the identified evasive issues using novel and creative anti-malware techniques that in standard settings (e.g., based on program analysis) would be difficult to come up with.

5 CONCLUDING REMARKS

This paper has a unique take on a complex and ever-changing subject area, which can provide individuals with the foundations of an understanding of how an Anti-Malware System (AMS) functions, as well as highlighting the potential areas an adversary could exploit. The Gotta Evade ‘em All system provides security analysts with a tool to aid research, due to its automation capabilities for submitting a malware sample for evasion analysis. Additionally, the system makes the concepts of malware and AMS more accessible to those with less knowledge in those areas and acts as an educational tool which displays the steps taken for analysis and evasion in an abstracted and recognisable format of a battle. It also uses simple-to-understand concepts to enable users to conclude whether evasion was successful or not. Future extensions would be aimed at integrating machine learning algorithms into Gotta Evade ‘em All system to improve the analysis and classification of malware based on evasive features.
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