Global regularity and time decay for the SQG equation with anisotropic fractional dissipation
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1. Introduction

This paper is devoted to investigating the following two-dimensional (2D) surface quasi-geostrophic (abbr. SQG) equation with fractional horizontal dissipation and fractional vertical thermal diffusion

$$\begin{cases}
\partial_t \theta + (u \cdot \nabla) \theta + \Lambda^{2\alpha}_{x_1} \theta + \Lambda^{2\beta}_{x_2} \theta = 0, \\
\theta(x, 0) = \theta_0(x),
\end{cases}$$

(1.1)

where $x = (x_1, x_2) \in \mathbb{R}^2$, $t > 0$ and $\alpha \in (0, 1]$, $\beta \in (0, 1]$ are real constants. The velocity $u$ is determined by the scalar $\theta$ via the formula

$$u = (u_1, u_2) = \left( \frac{\partial x_2}{\Lambda} \theta, \frac{\partial x_1}{\Lambda} \theta \right) = (-\mathcal{R}_2 \theta, \mathcal{R}_1 \theta) \triangleq \mathcal{R}_1 \theta,$$

where $\mathcal{R}_1, \mathcal{R}_2$ are the standard 2D Riesz transforms. The fractional operators $\Lambda_{x_1} \triangleq \sqrt{-\partial^2_{x_1}}$, $\Lambda_{x_2} \triangleq \sqrt{-\partial^2_{x_2}}$ and $\Lambda^n \triangleq (-\Delta)^{n/2}$ are defined through the Fourier transform, namely

$$\Lambda^{2\alpha}_{x_1} \hat{f}(\xi) = |\xi|^{2\alpha} \hat{f}(\xi), \quad \Lambda^{2\beta}_{x_2} \hat{f}(\xi) = |\xi|^{2\beta} \hat{f}(\xi), \quad \Lambda^n \hat{f}(\xi) = |\xi|^n \hat{f}(\xi),$$

where

$$\hat{f}(\xi) = \frac{1}{(2\pi)^2} \int_{\mathbb{R}^2} e^{-ix \cdot \xi} f(x) \, dx.$$
We make the convention that by \( \alpha = 0 \) we mean that there is no horizontal dissipation in (1.1), and similarly \( \beta = 0 \) means that there is no vertical thermal diffusion in (1.1).

In the case when \( \alpha = \beta \), the dissipative term \( \Lambda^{2\alpha} + \Lambda^{2\beta} \theta \) can be regarded as the standard fractional Laplacian term \( \Lambda^{2\alpha} \) in form due to \( |\xi_1|^{2\alpha} + |\xi_2|^{2\alpha} \approx |\xi_1|^{2\alpha} \). In this paper, without special emphasis, by \( \Lambda^{2\alpha} + \Lambda^{2\beta} \theta \) we mean that \( \Lambda^{2\alpha} \theta \). As a result, when \( \alpha = \beta \), (1.1) becomes the following classical fractional dissipative SQG equation

\[
\begin{align*}
\partial_t \theta + (u \cdot \nabla) \theta + \Lambda^{2\alpha} \theta &= 0, \\
u &= \mathcal{R}^{1/2} \theta, \\
\theta(x, 0) &= \theta_0(x).
\end{align*}
\] (1.2)

The SQG equation is an important model in geophysical fluid dynamics, which describes the evolution of a surface temperature field in a rotating and stratified fluid (see e.g., [35, 12]). Besides the physical interpretation of the SQG equation, it also serves as a simplified model for the 3D Navier–Stokes equations (see [12] for details). After the first mathematical investigation initiated by Constantin-Majda-Tabak in [12], the SQG equation (1.2) has been extensively studied over the past three decades, especially, its global regularity and large time behavior. Before recalling the results on the large time behavior, let us first mention some global regularity results about (1.2). In view of the underlying scaling invariance associated with (1.1) and the available maximum principle, it is customary to refer to the case \( \alpha > \frac{1}{2} \) as subcritical, the case \( \alpha = \frac{1}{2} \) as critical and the case \( \alpha < \frac{1}{2} \) as supercritical. Actually, in the subcritical case the global wellposedness result for initial data in certain Sobolev spaces is well-known (e.g., [15, 17, 36, 25]). In the critical case, Constantin, Córdoba and Wu [10] gave a construction of the unique global regular solutions under a smallness assumption of \( L^\infty \)-norm of the initial data. However, the global regularity in the critical case for the general initial data turned out to be a more delicate problem, which was independently settled slightly more than a decade ago by Kiselev-Nazarov-Volberg [29] via developing an original method called the "nonlocal maximum principle" and Caffarelli-Vasseur [4] via exploiting the De Giorgi's iteration method and a novel extension. Two other elegant proofs resolving the critical problem have been obtained independently by Kiselev–Nazarov [28] using the duality method, and Constantin–Vicol [14] using the "nonlinear maximum principle" method. However, in contrast with the subcritical and the critical case, the global regularity problem in the supercritical case remains an outstanding open problem (see [6, 9, 22, 25, 32, 12, 13, 41] for small data global existence results and see [19, 18, 27, 39] for the eventual regularity of the global weak solutions). Very recently, it is worthwhile to point out that Buckmaster, Shkoller and Vicol [3] have been able to make an important step toward this supercritical problem by showing the nonuniqueness for a class of solutions having negative Sobolev regularity. For some further works on the regularity results of the SQG equation (1.2), please refer to [11, 17, 18, 11, 16, 30, 31, 40], just name a few. As for the large time behavior, the SQG equation (1.2) also has been studied in many works. The subcritical case was resolved by several works (see for example [15, 46, 38, 21]). For the critical case and supercritical case, the time decay estimates of weak solutions are available in [10, 36, 20, 33, 15, 34, 23]. We refer to the paper [13] concerning the critical case on the existence of a compact global attractor with a time-independent force, and see also references therein. We also refer to the recent papers [24] on the analyticity and
large time behavior for the critical Burgers equation and the quasi-geostrophic equation. However, among the existing literature regarding \((1.1)\) with \(\alpha \neq \beta\), very little has addressed the case \(\alpha \neq \beta\). Recently, the author with collaborators in [44] proved the global regularity result of \((1.1)\) with \(\alpha = 1, \beta = 0\) or \(\alpha = 0, \beta = 1\). Subsequently, the author [45] established the global regularity when the dissipation powers are restricted to a suitable range, namely \((1.3)\) below. This paper is the attempt to deal with the global regularity and makes a detailed study on the large-time behavior of both the weak solution and the smooth solution to \((1.1)\).

The first goal of this paper is to establish the global regularity and the large time behavior of the SQG equation \((1.1)\). More precisely, our main result can be stated as follows.

**Theorem 1.1.** Let \(\theta_0 \in H^p(\mathbb{R}^2)\) with \(p \geq 2\). If \(\alpha, \beta \in (0, 1)\) satisfy

\[
\beta > \begin{cases} 
\frac{1}{2\alpha + 1}, & 0 < \alpha \leq \frac{1}{2}, \\
\frac{1 - \alpha}{2\alpha}, & \frac{1}{2} < \alpha < 1,
\end{cases} \tag{1.3}
\]

then \((1.1)\) has a unique global solution \(\theta\) such that for any given \(T > 0\),

\[
\theta \in C([0, T]; H^p(\mathbb{R}^2)), \quad \Lambda_1^\alpha \theta, \; \Lambda_2^\beta \theta \in L^2([0, T]; H^p(\mathbb{R}^2)).
\]

Additionally, if \(\theta_0 \in L^p(\mathbb{R}^2)\) with \(p \in [1, 2)\), then the solution as stated above admits the decay estimate for any \(s \in [0, \rho]\)

\[
\|\Lambda^s \theta(t)\|_{L^2} \leq C_0 (1 + t)^{-\frac{(\alpha + \beta)(2 - p) + 2 \min(\alpha, \beta) sp}{4\alpha\beta p}}, \tag{1.4}
\]

where the positive constant \(C_0\) depends only on \(\alpha, \beta, s, p\) and \(\theta_0\).

**Remark 1.1.** Actually, for the case \(s = 0\), \((1.3)\) is valid for all \(\alpha, \beta \in (0, 1]\), without restriction \((1.3)\) (see Proposition 3.1 below for details). In the case when \(\alpha = \beta\), our sharp decay rate \((1.4)\) coincides with the previous results in literature (see for example [15, 33, 34]).

**Remark 1.2.** Although the special critical case \(\alpha = \beta = \frac{1}{2}\) (that is \((1.2)\) with \(\alpha = \frac{1}{2}\)) considered by [4, 29, 28, 14] is not covered by Theorem 1.1, yet it should be pointed out that

\[
\begin{cases} 
\frac{1}{2\alpha + 1} + \alpha < 1, & 0 < \alpha < \frac{1}{2}, \\
\frac{1 - \alpha}{2\alpha} + \alpha < 1, & \frac{1}{2} < \alpha < 1,
\end{cases}
\]

This indicates that one of the indices is allowed to go below \(\frac{1}{2}\), that comes at the price of the other one being above it, but in fact the sum of the two exponents is always smaller than 1. This result may be of independent interest, because at this stage we note that to date the global regularity for the supercritical SQG equation (namely, \((1.2)\) with \(\alpha < \frac{1}{2}\)) with arbitrarily large initial data remains open.

**Remark 1.3.** It seems that the strategies developed in [4, 29, 28, 14] do not work for \((1.1)\) with \(\Lambda_1^\alpha \theta + \Lambda_2^\beta \theta\). As stated above, at present we are not able to show the global regularity for \((1.1)\) with \(\Lambda_1^\alpha \theta + \Lambda_2^\beta \theta\). However, if one assumes that the \(L^\infty\)-norm of the initial data \(\theta_0\) are suitable small, then the corresponding \((1.1)\) indeed admits a unique
global classical solution. Moreover, the decay estimate also holds true. More details are provided in Appendix A.

Remark 1.4. We remark that the global regularity part of Theorem 1.1 was derived by [45] via establishing a new refined logarithmic-type Gronwall inequality (see [45, Lemma 2.1] for details), which helps us to bypass one of the main difficulties that Riesz transform does not map continuously from $L^\infty$ space to $L^\infty$ space. More precisely, it plays an important role in deriving the global $\dot{H}^1$-bound of the solution. Here, we provide an alternative proof of the global $\dot{H}^1$-bound by some anisotropic embedding and interpolation inequalities involving fractional derivatives, without the use of the above mentioned logarithmic-type Gronwall inequality. We also point out that this new approach is both more direct and more explicitly quantitative than [45], which allows us to further investigate the decay estimate of the solutions. Actually, the global smooth solutions in the aforementioned reference [45] may grow in time due to the application of Gronwall type inequalities.

Remark 1.5. Let us outline the main ideas and difficulties in the proof of Theorem 1.1. By some sharp anisotropic embedding and interpolation inequalities involving fractional derivatives, we first derive the global $\dot{H}^1$-bound of the solutions, which allows us to show the global $\dot{H}^2$-bound, and thus show the global $\dot{H}^s$-bound. This thus finishes the proof of the global regularity part of Theorem 1.1. To prove the time decay part of Theorem 1.1, we first derive the basic $L^2$-decay rate via the use of the direct interpolation inequality (see Proposition 3.1 for details). Next, by the appropriately modified Fourier Splitting method and the argument adopted in establishing the global $\dot{H}^1$-norm of the solution, we are able to show the sharp decay estimate of the solution in $\dot{H}^2$-norm (see Proposition 3.8 for details). Finally, with the help of the sharp decay estimate of the solution in $\dot{H}^2$-norm, the sharp decay estimate of the solution in $\dot{H}^s$-norm for any $s > 2$ follows by the modified Fourier Splitting method (see Proposition 3.9 for details). Therefore, this completes the proof of the time decay part of Theorem 1.1.

Remark 1.6. The corresponding linear part of (1.1), namely,

$$
\begin{align*}
\partial_t \tilde{\theta} + \Lambda_{x_1}^{2\alpha} \tilde{\theta} + \Lambda_{x_2}^{2\beta} \tilde{\theta} &= 0, \\
\tilde{\theta}(x, 0) &= \theta_0(x)
\end{align*}
$$

admits the decay estimate

$$
\|\Lambda^s \tilde{\theta}(t)\|_{L^2} \leq C_0(1 + t)^{-\frac{(\alpha + \beta)(2-p)+2\min\{\alpha, \beta\}sp}{4\alpha p}}
$$

for $\alpha \in (0, 1]$, $\beta \in (0, 1]$ and $\theta_0 \in \dot{H}^s(\mathbb{R}^2) \cap L^p(\mathbb{R}^2)$ with $s \geq 0$ and $p \in [1, 2)$. Moreover, if $\theta_0$ satisfies additionally that for some positive constant $c$

$$
\lim_{\rho \to 0^+} \rho^{-\frac{(\alpha + \beta)(2-p)+2\min\{\alpha, \beta\}sp}{2\alpha p}} \int_{E(\rho)} |\xi|^{2\alpha} |\tilde{\theta}_0(\xi)|^2 \, d\xi = c,
$$
where $E(\rho)$ is given by

$$E(\rho) = \{ \xi \in \mathbb{R}^2 : |\xi_1|^{2\alpha} + |\xi_2|^{2\beta} \leq \rho \},$$

then the solution $\tilde{\theta}$ admits the same order for both lower bound and upper bound, namely,

$$C_1(1 + t)^{-\frac{(\alpha + \beta)(2 - p) + 2 \min(\alpha, \beta) s p}{4 \alpha \beta p}} \leq \| \Lambda^s \tilde{\theta}(t) \|_{L^2} \leq C_2(1 + t)^{-\frac{(\alpha + \beta)(2 - p) + 2 \min(\alpha, \beta) s p}{4 \alpha \beta p}}.$$  \hfill (1.8)

For the sake of completeness, the proof are provided in Appendix B. Consequently, the decay rate obtained in Theorem 1.1 is in line with this for the solution of the linear equation (1.5). This implies that the decay rate obtained in Theorem 1.1 is optimal.

If the condition $\theta_0 \in L^p(\mathbb{R}^2)$ with $p \in [1, 2)$ is dropped from Theorem 1.1 then we have the following theorem.

**Theorem 1.2.** Let $\theta_0 \in H^\rho(\mathbb{R}^2)$ with $\rho \geq 2$ and $\alpha, \beta \in (0, 1)$ satisfy (1.3), then the global solution derived in Theorem 1.1 admits the decay estimate for any $s \in [0, \rho]$

$$\| \Lambda^s \theta(t) \|_{L^2} \leq C_0(1 + t)^{-\frac{\min(\alpha, \beta) s}{2 \alpha \beta}},$$ \hfill (1.9)

where the positive constant $C_0$ depends only on $\alpha, \beta, s$ and $\theta_0$.

The third result concerns the remainder case:

$$F \triangleq \{ (\alpha, \beta) : (0, 1) \times (0, 1) \setminus \Upsilon \},$$

where $\Upsilon \triangleq \{ (\alpha, \beta) : \alpha \in (0, 1], \beta \in (0, 1] \text{ satisfy (1.3)} \}$. In this case, we prove the small data global existence and large time behavior. The precise statement is provided in the following theorem.

**Theorem 1.3.** Let $(\alpha, \beta) \in F$ and $\theta_0 \in H^s(\mathbb{R}^2) \cap \dot{H}^{2 - \frac{4\alpha \beta}{\alpha + \beta}}(\mathbb{R}^2)$ with $s \geq 0$. If there exists a small constant $\epsilon > 0$ such that

$$\| \Lambda^{2 - \frac{4\alpha \beta}{\alpha + \beta}} \theta_0 \|_{L^2} \leq \epsilon,$$ \hfill (1.10)

then (1.1) has a unique global solution $\theta$ such that

$$\theta \in C([0, \infty); H^s(\mathbb{R}^2)) \cap C([0, \infty); \dot{H}^{2 - \frac{4\alpha \beta}{\alpha + \beta}}(\mathbb{R}^2)),$$

$$\Lambda^\alpha x_1 \theta, \Lambda^\beta x_2 \theta \in L^2([0, \infty); H^s(\mathbb{R}^2)) \cap L^2([0, \infty); \dot{H}^{2 - \frac{4\alpha \beta}{\alpha + \beta}}(\mathbb{R}^2)).$$

Additionally, if $\theta_0 \in L^p(\mathbb{R}^2)$ with $p \in [1, 2]$, then the solution as stated above admits the decay estimate

$$\| \Lambda^s \theta(t) \|_{L^2} \leq C_0(1 + t)^{-\frac{(\alpha + \beta)(2 - p) + 2 \min(\alpha, \beta) s p}{4 \alpha \beta p}}, \quad \forall s \geq 0,$$ \hfill (1.11)

where the positive constant $C_0$ depends only on $\alpha, \beta, s, p$ and $\theta_0$.

**Remark 1.7.** The small data global well-posedness of Theorem 1.3 for the case $\alpha = \beta < \frac{1}{2}$ corresponds to the result of Ju [25] as well as Miura [32] and improves the result of Chae and Lee [6] in the critical Besov space $\dot{B}^{2 - 2a}_{2,1}$. We point out that the smallness assumption (1.10) is made only on the homogeneous norm of the initial data.

**Remark 1.8.** We point out that for the case $s = 0$, (1.11) holds true without the restriction (1.10) (see Proposition 3.1 below for details).
The following result concerns the decay of the difference \( \theta(t) - \tilde{\theta}(t) \), where \( \theta(t) \) is the solution to (1.1) and \( \tilde{\theta}(t) \) is the solution to (1.5). More precisely, we have the following difference decay result.

**Theorem 1.4.** Let \( \alpha \in (0, 1], \beta \in (0, 1] \) and \( \theta_0 \in L^2(\mathbb{R}^2) \cap L^p(\mathbb{R}^2) \) with \( p \in [1, 2) \), then the difference between (1.1) and (1.5) satisfies

\[
\| \theta(t) - \tilde{\theta}(t) \|_{L^2} \leq \begin{cases}
C_0(1 + t)^{-\min\{\alpha + (p + 1)\beta, (p + 1)\alpha + \beta\}/4\alpha\beta p}, & \text{if } p = \frac{2(\alpha + \beta)}{2\alpha\beta + \alpha + \beta}; \\
C_0(1 + t)^{-\min\{\min\{(\alpha + 3\beta, 3\alpha + \beta\)p, A\}\}/4\alpha\beta p}, & \text{if } p < \frac{2(\alpha + \beta)}{2\alpha\beta + \alpha + \beta}; \\
C_0(1 + t)^{-\min\{\min\{(\alpha + 3\beta, 3\alpha + \beta\)p + 2(\alpha + \beta)(2 - p) - 4\alpha\beta p, A\}\}/4\alpha\beta p}, & \text{if } p > \frac{2(\alpha + \beta)}{2\alpha\beta + \alpha + \beta},
\end{cases}
\]

where \( A > 0 \) is given by

\[
A = \min\{\alpha + (p + 1)\beta, (p + 1)\alpha + \beta\} + 2(\alpha + \beta) - (\alpha + \beta + 2\alpha\beta)p, \tag{1.12}
\]

and the positive constant \( C_0 \) depends only on \( \alpha, \beta, p \) and \( \theta_0 \).

**Remark 1.9.** In the case when \( \alpha = \beta \) and \( p = 1 \), our rate \( (1 + t)^{-\min(4, 5 - 4\alpha)/4\alpha} \) decays faster than \( (1 + t)^{-\frac{2\alpha}{2\alpha + \alpha}} \) derived by [15] Theorem 4.3 and [34] Theorem 3.2(2)]. Moreover, via the tedious computations, we can check by comparing the rates in Theorem 1.4 and Theorem [1.4] with \( s = 0 \) that \( \theta - \tilde{\theta} \) decays faster than \( \theta \) does.

**Remark 1.10.** By direct calculation, one may check that

\[
\frac{(\alpha + \beta)(2 - p)}{4\alpha\beta p} < \min\{\alpha + (p + 1)\beta, (p + 1)\alpha + \beta\}/4\alpha\beta p,
\]

\[
\frac{(\alpha + \beta)(2 - p)}{4\alpha\beta p} < \min\{\min\{\alpha + 3\beta, 3\alpha + \beta\}p, A\}/4\alpha\beta p,
\]

\[
\frac{(\alpha + \beta)(2 - p)}{4\alpha\beta p} < \min\{\min\{\alpha + 3\beta, 3\alpha + \beta\}p + 2(\alpha + \beta)(2 - p) - 4\alpha\beta p, A\}/4\alpha\beta p.
\]

Consequently, according to the reverse triangle inequality

\[
\| \theta(t) \|_{L^2} \geq \| \tilde{\theta}(t) \|_{L^2} - \| \theta(t) - \tilde{\theta}(t) \|_{L^2}
\]

and the left hand side of the estimate (1.8) with \( s = 0 \) as well as Theorem 1.4, it leads to a lower bound

\[
\| \theta(t) \|_{L^2} \geq C_3(1 + t)^{-(\alpha + \beta)(2 - p)/4\alpha\beta p}.
\]

This along with (1.4) with \( s = 0 \) implies that the solution \( \theta \) of (1.1) admits the same order for both lower bound and upper bound, namely,

\[
C_3(1 + t)^{-(\alpha + \beta)(2 - p)/4\alpha\beta p} \leq \| \theta(t) \|_{L^2} \leq C_4(1 + t)^{-(\alpha + \beta)(2 - p)/4\alpha\beta p}.
\]

Finally, we state the following results concerning the decay of the difference \( \theta(t) - \tilde{\theta}(t) \) with only \( \theta_0 \in L^2(\mathbb{R}^2) \).
Theorem 1.5. Let \( \min\{\alpha + 3\beta, 3\alpha + \beta\} > 4\alpha\beta \) with \( \alpha > 0, \beta > 0 \) and \( \theta_0 \in L^2(\mathbb{R}^2) \), then the difference between (1.1) and (1.5) satisfies
\[
\|\theta(t) - \tilde{\theta}(t)\|_{L^2} \leq C_0(1 + t)^{-\frac{\min\{\alpha + 3\beta, 3\alpha + \beta\} - 4\alpha\beta}{8\alpha\beta}},
\]
where the positive constant \( C_0 \) depends only on \( \alpha, \beta \) and \( \theta_0 \).

Remark 1.11. Obviously, comparing the result in Proposition 3.2 below and Theorem 1.5 we see that \( \theta - \tilde{\theta} \) decays faster than \( \theta \) does.

Remark 1.12. We mention that the above theorems 1.1, 1.2, 1.3, 1.4 and 1.5 also hold true for a more general case: \( u = T[\theta] \), where \( T \) is a divergence free zero order operator. For example, Theorems 1.1, 1.2, 1.3 and 1.4 are true for the following 2D incompressible porous medium equation
\[
\begin{align*}
\partial_t \theta + (u \cdot \nabla) \theta + \Lambda_{x_1}^{2\alpha} \theta + \Lambda_{x_2}^{2\beta} \theta &= 0, \\
u = -\nabla p - \theta e_2, \\
\nabla \cdot u &= 0, \\
\theta(x, 0) &= \theta_0(x).
\end{align*}
\]
In fact, \( u = -\nabla p - \theta e_2 \) and \( \nabla \cdot u = 0 \) imply
\[
u = (-R_1R_2 \theta, R_1R_1 \theta). \]

With the above relation in hand, following the same lines in proving the above theorems, one may obtain the same results.

The rest of this paper is organized as follows. Section 2 is devoted to the proof of the global regularity part of Theorem 1.1. Section 3 proves the time decay part of Theorem 1.1. Next, we give the proof of Theorem 1.2 in Section 4. The proof of Theorem 1.3 and Theorem 1.4 is presented in Section 5 and Section 6, respectively. We sketch the proof of Theorem 1.5 in Section 7. In Appendix A we show the small data global existence and the decay estimate for the case (1.1) with \( \alpha = \beta = \frac{1}{2} \). The decay estimates of linear part are also provided in Appendix B. Throughout this paper, we use the following convention regarding constants: \( C \) shall denote a positive, sufficiently large constant, whose value may change from line to line; to emphasize the dependence of a constant on some certain quantities \( \gamma_1, \gamma_2, \cdots, \gamma_n \), we write \( C(\gamma_1, \gamma_2, \cdots, \gamma_n) \).

2. The proof of Theorem 1.1: Global regularity

The main contribution of this section is to give a transparent and new proof of global regularity for the SQG equation (1.1) under the assumption (1.3), which relies solely on some anisotropic embedding and interpolation inequalities involving fractional derivatives. The argument of the proof of the global regularity plays a crucial role in deriving the decay estimates.

To start, we present several inequalities to be used in the subsequent sections. The first one is the classical commutator estimates (see, e.g., [26]).
Lemma 2.1. If $s > 0$, $p, p_1, p_3 \in (1, \infty)$ and $p_2, p_4 \in [1, \infty]$ satisfy
\[
\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p_3} + \frac{1}{p_4},
\]
then there exists some constants $C$ such that
\[
\| [\Lambda^s, f] g \|_{L^p} \leq C \left( \| \Lambda^s f \|_{L^{p_1}} \| g \|_{L^{p_2}} + \| \Lambda^{s-1} g \|_{L^{p_3}} \| \nabla f \|_{L^{p_4}} \right). \tag{2.1}
\]
If further $s \in (0, 1)$, then it holds true
\[
\| \Lambda^s (f g) - f \Lambda^s g - g \Lambda^s f \|_{L^p} \leq C \| \Lambda^s f \|_{L^{p_1}} \| g \|_{L^{p_2}}. \tag{2.2}
\]
In particular, (2.2) implies
\[
\| [\Lambda^s, f] g \|_{L^p} \leq C \| \Lambda^s f \|_{L^{p_1}} \| g \|_{L^{p_2}}, \tag{2.3}
\]
where the brackets $[\cdot, \cdot]$ represent the commutator.

The following interpolation inequality will be frequently used later (see [45, Lemma 2.2]).

Lemma 2.2. If $0 \leq \gamma \leq q$, then it hold true for $i = 1, 2$
\[
\| \Lambda_x^\gamma f \|_{L^2} \leq C \| f \|_{L^2}^{1 - \frac{\gamma}{q}} \| \Lambda_x^\frac{\gamma}{q} f \|_{L^2}^{\frac{\gamma}{q}}. \tag{2.4}
\]

In order to obtain the higher regularity, we need to bound the triple product in terms of the Lebesgue norms of the functions and their directional derivatives (see [45, Lemma 2.4]).

Lemma 2.3. Let $f \in L^p_{x_2} L^q_{x_1} (\mathbb{R}^2)$ for $p, q \in [2, \infty]$. If $g, h, \Lambda_{x_1}^\gamma g, \Lambda_{x_2}^\gamma h \in L^2(\mathbb{R}^2)$ for any $\gamma_1 \in (\frac{1}{q}, 1]$ and $\gamma_2 \in (\frac{1}{p}, 1]$, then it holds true
\[
\int_{\mathbb{R}} \int_{\mathbb{R}} | f g h | \ dx_1 dx_2 \leq C \| f \|_{L^p_{x_2} L^q_{x_1}} \| g \|_{L^2_{x_2}} \| \Lambda_{x_1}^\gamma g \|_{L^2_{x_1}} \| h \|_{L^2_{x_2}} \| \Lambda_{x_2}^\gamma h \|_{L^2_{x_2}}, \tag{2.5}
\]
where here and in sequel, we use the notation
\[
\| h \|_{L^p_{x_2} L^q_{x_1}} \equiv \left( \int_{\mathbb{R}} \| h(\cdot, x_2) \|_{L^p_{x_1}}^q \ dx_2 \right)^{\frac{1}{q}}.
\]
In particular, if $f, g, h \in L^2(\mathbb{R}^2)$ and $\Lambda_{x_1}^\gamma g, \Lambda_{x_2}^\gamma h \in L^2(\mathbb{R}^2)$ for any $\gamma_1, \gamma_2 \in (\frac{1}{2}, 1]$, then it holds
\[
\int_{\mathbb{R}} \int_{\mathbb{R}} | f g h | \ dx_1 dx_2 \leq C \| f \|_{L^2} \| g \|_{L^2} \| \Lambda_{x_1}^{\gamma_1} g \|_{L^2} \| h \|_{L^2} \| \Lambda_{x_2}^{\gamma_2} h \|_{L^2},
\]
where $C$ is a constant depending on $\gamma_1$ and $\gamma_2$ only.

Next, we will show the anisotropic interpolation inequality.

Lemma 2.4. Let $\delta_i > 0, \varepsilon_i \geq 0, \gamma_i \geq 0$ $(i = 1, 2)$ satisfy
\[
\mu \triangleq \frac{\delta_2 \gamma_1 - \delta_1 \gamma_2}{\varepsilon_2 \gamma_1 - \varepsilon_1 \gamma_2} \geq 0, \quad \lambda \triangleq \frac{\varepsilon_2 \delta_1 - \varepsilon_1 \delta_2}{\varepsilon_2 \gamma_1 - \varepsilon_1 \gamma_2} \geq 0, \quad \mu + \lambda \leq 1.
\]
Then the following anisotropic interpolation inequality is true
\[
\| \Lambda_{x_1}^{\delta_1} \Lambda_{x_2}^{\delta_2} f \|_{L^2} \leq C \| f \|_{L^2}^{1 - \mu \lambda} \| \Lambda_{x_1}^{\epsilon_1} \Lambda_{x_2}^{\epsilon_2} f \|_{L^2}^\mu \| \Lambda_{x_1}^{\gamma_1} \Lambda_{x_2}^{\gamma_2} f \|_{L^2}^\nu. \tag{2.6}
\]
A special consequence of (2.6) is that if \( \varepsilon_1 = \gamma_2 = 0 \) and \( \delta_1 > 0, \delta_2 > 0, \varepsilon_2 > 0, \gamma_1 > 0 \) satisfy \( \frac{\delta_1}{\varepsilon_2} + \frac{\delta_2}{\gamma_1} = 1 \), then it holds true

\[
\|\Lambda_{x_1}^{\delta_1} \Lambda_{x_2}^{\delta_2} f\|_{L^2} \leq C \|\Lambda_{x_1}^{\varepsilon_2} \Lambda_{x_2}^{\gamma_2} f\|_{L^2}^{\frac{\delta_1}{\gamma_1}} \|\Lambda_{x_1}^{\gamma_1} f\|_{L^2}^{\frac{\delta_1}{\gamma_1}}.
\]  

(2.7)

**Proof.** By Plancherel’s theorem and the Hölder inequality, we can check that

\[
\|\Lambda_{x_1}^{\delta_1} \Lambda_{x_2}^{\delta_2} f(x_1, x_2)\|_{L^2} \leq \left( \int_{\mathbb{R}^2} |\xi_1|^{2\delta_1} |\xi_2|^{2\delta_2} |\hat{f}(\xi)|^2 d\xi \right)^{\frac{1}{2}}
\]

\[
= \left( \int_{\mathbb{R}^2} |\xi_1|^{2\varepsilon_1} |\xi_2|^{2\varepsilon_2} |\hat{f}(\xi)|^{2\mu} \left( |\xi_1|^{2\gamma_1} |\xi_2|^{2\gamma_2} |\hat{f}(\xi)|^{2\lambda} \right) |\hat{f}(\xi)|^{2(1-\mu-\lambda)} d\xi \right)^{\frac{1}{2}}
\]

\[
\leq C \left( \int_{\mathbb{R}^2} |\xi_1|^{2\varepsilon_1} |\xi_2|^{2\varepsilon_2} |\hat{f}(\xi)|^2 d\xi \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^2} |\xi_1|^{2\gamma_1} |\xi_2|^{2\gamma_2} |\hat{f}(\xi)|^2 d\xi \right)^{\frac{1}{2}}
\]

\[
\times \left( \int_{\mathbb{R}^2} |\hat{f}(\xi)|^2 d\xi \right)^{\frac{1}{2}(1-\mu-\lambda)}
\]

\[
= C \|f\|_{L^2}^{1-\mu-\lambda} \|\Lambda_{x_1}^{\delta_1} \Lambda_{x_2}^{\delta_2} f\|_{L^2} \|\Lambda_{x_1}^{\gamma_1} \Lambda_{x_2}^{\gamma_2} f\|_{L^2}.
\]

This completes the proof of Lemma 2.4 \( \Box \)

The following sharp anisotropic interpolation inequality will be also used later.

**Lemma 2.5.** Let \( 0 \leq \sigma \leq \delta \), \( 1 \leq p < q \leq \infty \) satisfy

\[
\frac{1}{r} = \frac{1}{q} \left( 1 - \frac{\sigma}{\delta} \right) + \frac{1}{p} \frac{\sigma}{\delta}.
\]

Then the following anisotropic interpolation inequality holds true

\[
\|\Lambda_{x_i}^{\sigma} f\|_{L^{r}} \leq C \|f\|_{L^{q}_{x_i}} \|\Lambda_{x_i}^{\delta} f\|_{L^{p}_{x_i}}, \quad i = 1, 2.
\]  

(2.8)

**Proof.** It suffices to prove (2.8) for \( i = 1 \). We recall the following 1D Sobolev interpolation inequality

\[
\|\Lambda_{x_1}^{\sigma} f\|_{L^{r}_{x_1}(\mathbb{R})} \leq C \|f\|_{L^{q}_{x_1}((\mathbb{R})} \|\Lambda_{x_1}^{\delta} f\|_{L^{p}_{x_1}(\mathbb{R})},
\]

where we have used the sub-index \( x_1 \) with the Lebesgue spaces to emphasize that the norms are taken in 1D Lebesgue spaces with respect to \( x_1 \). This along with the Young inequality implies

\[
\|\Lambda_{x_1}^{\sigma} f\|_{L^{r}} = \int_{\mathbb{R}} \|\Lambda_{x_1}^{\sigma} f(x_1, x_2)\|_{L^{r}_{x_1}}^{r} dx_2
\]

\[
\leq C \int_{\mathbb{R}} \|f(x_1, x_2)\|_{L^{r}_{x_1}}^{r} \left( \int_{\mathbb{R}} \|\Lambda_{x_1}^{\delta} f(x_1, x_2)\|_{L^{p}_{x_1}}^{r} dx_2 \right)^{\frac{1}{r}} dx_2
\]

\[
\leq C \left( \int_{\mathbb{R}} \|f(x_1, x_2)\|_{L^{q}_{x_1}}^{q} dx_2 \right)^{\frac{1}{r}} \left( \int_{\mathbb{R}} \|\Lambda_{x_1}^{\delta} f(x_1, x_2)\|_{L^{p}_{x_1}}^{p} dx_2 \right)^{\frac{1}{r}}
\]

\[
\leq C \|f(x_1, x_2)\|_{L^{q}_{x_1}}^{\frac{1}{r}} \|\Lambda_{x_1}^{\delta} f(x_1, x_2)\|_{L^{p}_{x_1}}^{\frac{1}{r}}
\]

\[
= C \|f\|_{L^{q}_{x_1}}^{(1-\frac{\sigma}{\delta})} \|\Lambda_{x_1}^{\delta} f\|_{L^{p}_{x_1}}^{\frac{\sigma}{\delta}}.
\]
which yields that
\[ \| \Lambda_{x_1}^\sigma f \|_{L^r} \leq C \| f \|_{L^q}^{1-\frac{2}{\sigma}} \| \Lambda_{x_1}^\delta f \|_{L^p}. \]
Thus, this ends the proof of Lemma 2.5. 

With the above lemmas in hand, we are ready to show the global regularity part of Theorem 1.1. We point out that the existence and uniqueness of local smooth solutions can be established via a standard procedure (see for example [45, Proposition 5.1]). Consequently, it suffices to establish \textit{a priori} estimates that hold for any fixed \( T > 0 \). We begin with the following standard energy estimates.

**Proposition 2.1.** Let \( \theta \) be the solution of (1.1). Then, for any \( t > 0 \),
\[
\| \theta(t) \|_{L^2}^2 + 2 \int_0^t (\| \Lambda_{x_1}^\alpha \theta(\tau) \|_{L^2}^2 + \| \Lambda_{x_2}^\beta \theta(\tau) \|_{L^2}^2) d\tau \leq \| \theta_0 \|_{L^2}^2, \\
\| \theta(t) \|_{L^p} \leq \| \theta_0 \|_{L^p}, \quad 1 \leq p \leq \infty.
\]

**Proof.** The proof of Proposition 2.1 was derived by [45, Proposition 3.1]. Here for the convenience of the reader, we restate it here. Multiplying (1.1) by \( \theta \) and using the divergence-free condition give rise to
\[
\frac{1}{2} \frac{d}{dt} \| \theta(t) \|_{L^2}^2 + \| \Lambda_{x_1}^\alpha \theta \|_{L^2}^2 + \| \Lambda_{x_2}^\beta \theta \|_{L^2}^2 = 0.
\]
Integrating with respect to time yields
\[
\| \theta(t) \|_{L^2}^2 + 2 \int_0^t (\| \Lambda_{x_1}^\alpha \theta(\tau) \|_{L^2}^2 + \| \Lambda_{x_2}^\beta \theta(\tau) \|_{L^2}^2) d\tau \leq \| \theta_0 \|_{L^2}^2.
\]
We multiply (1.1) by \( |\theta|^{p-2} \theta \) and use the divergence-free condition to obtain
\[
\frac{1}{p} \frac{d}{dt} \| \theta(t) \|_{L^p}^p + \int_{\mathbb{R}^2} \Lambda_{x_1}^{2\alpha} \theta(|\theta|^{p-2} \theta) dx + \int_{\mathbb{R}^2} \Lambda_{x_2}^{2\beta} \theta(|\theta|^{p-2} \theta) dx = 0.
\]
Thanks to the lower bounds
\[
\int_{\mathbb{R}^2} \Lambda_{x_1}^{2\alpha} \theta(|\theta|^{p-2} \theta) dx = \int_{\mathbb{R}^2} \int_{\mathbb{R}} \Lambda_{x_1}^{2\alpha} \theta(x_1, x_2)(|\theta(x_1, x_2)|^{p-2} \theta(x_1, x_2)) dx_1 dx_2 \\
\geq C \int_{\mathbb{R}^2} \int_{\mathbb{R}} (\Lambda_{x_1}^\alpha |\theta(x_1, x_2)|^\frac{2}{\sigma})^2 dx_1 dx_2 \\
\geq 0,
\]
\[
\int_{\mathbb{R}^2} \Lambda_{x_2}^{2\beta} \theta(|\theta|^{p-2} \theta) dx = \int_{\mathbb{R}^2} \int_{\mathbb{R}} \Lambda_{x_2}^{2\beta} \theta(x_1, x_2)(|\theta(x_1, x_2)|^{p-2} \theta(x_1, x_2)) dx_1 dx_2 \\
\geq C \int_{\mathbb{R}^2} \int_{\mathbb{R}} (\Lambda_{x_2}^\beta |\theta(x_1, x_2)|^\frac{2}{\sigma})^2 dx_1 dx_2 \\
\geq 0,
\]
we infer that
\[
\| \theta(t) \|_{L^p} \leq \| \theta_0 \|_{L^p}, \quad 1 \leq p \leq \infty.
\]
This finishes the proof of the proposition. 

We now establish the global \( \dot{H}^1 \)-bound in the case when \( \beta > \frac{1}{2\alpha+1} \) with \( 0 < \alpha \leq \frac{1}{2} \).
Proposition 2.2. Let $\theta$ be the solution of (1.1). If $\alpha$ and $\beta$ satisfy
\[
\beta > \frac{1}{2\alpha + 1}, \quad 0 < \alpha \leq \frac{1}{2},
\]
then for any $t > 0$
\[
\|\nabla \theta(t)\|_{L^2}^2 + \int_0^t \left( \|\Lambda_{x_1}^{\alpha} \nabla \theta(\tau)\|_{L^2}^2 + \|\Lambda_{x_2}^{\beta} \nabla \theta(\tau)\|_{L^2}^2 \right) d\tau \leq C(t, \theta_0),
\]
where $C(t, \theta_0)$ is a constant depending on $t$ and the initial norm $\|\theta_0\|_{H^1}$. Here and in what follows, we should mention that the constant $C(t, \theta_0)$ could grow when $t$ goes to infinity, but it must not blow-up in finite time. This can be checked throughout the proof.

Proof. Taking the inner product of (1.1) with $\Delta \theta$ and using the divergence-free condition $\partial_x u_1 + \partial_x u_2 = 0$, we infer that
\[
\frac{1}{2} \frac{d}{dt} \|\nabla \theta(t)\|_{L^2}^2 + \|\Lambda_{x_1}^{\alpha} \nabla \theta\|_{L^2}^2 + \|\Lambda_{x_2}^{\beta} \nabla \theta\|_{L^2}^2 = \int_{\mathbb{R}^2} (u \cdot \nabla) \theta \Delta \theta
dx = J_1 + J_2 + J_3 + J_4,
\]
where
\[
J_1 = - \int_{\mathbb{R}^2} \partial_x u_1 \partial_x \theta \partial_x \theta \dx,
J_2 = - \int_{\mathbb{R}^2} \partial_x u_2 \partial_x \theta \partial_x \theta \dx,
J_3 = - \int_{\mathbb{R}^2} \partial_x u_1 \partial_x \theta \partial_x \theta \dx,
J_4 = - \int_{\mathbb{R}^2} \partial_x u_2 \partial_x \theta \partial_x \theta \dx.
\]
Using $\partial_x u_1 + \partial_x u_2 = 0$ and (2.3), we derive
\[
J_1 = \int_{\mathbb{R}^2} \partial_x u_2 \partial_x \theta \partial_x \theta \dx
= -2 \int_{\mathbb{R}^2} u_2 \partial_x \theta \partial_x \theta \dx
= -2 \int_{\mathbb{R}^2} \Lambda_{x_2}^{1-\delta} (u_2 \partial_x \theta) \Lambda_{x_2}^{\delta} \Lambda_{x_2}^{-1} \partial_x \theta \dx
\leq C\|\Lambda_{x_2}^{\delta} \partial_x \theta\|_{L^2}^{2q} \Lambda_{x_2}^{1-\delta} (u_2 \partial_x \theta) \|_{L^2}^{2q}
\leq C\|\Lambda_{x_2}^{\delta} \partial_x \theta\|_{L^2}^{2q} \|\Lambda_{x_2}^{1-\delta} (u_2 \partial_x \theta) \|_{L^2}^{2q} + \Lambda_{x_2}^{1-\delta} u_2 \partial_x \theta \|_{L^2}^{2q}
\leq C\|\Lambda_{x_2}^{\delta} \partial_x \theta\|_{L^2}^{2q} \|\partial_x \theta\|_{L^2}^{2q} \|\partial_x \theta\|_{L^2}^{2q},
\]
where $q \in (2, \infty)$ will be fixed hereafter. Here we have appealed to the Sobolev embedding $H^{\frac{3}{2}}(\mathbb{R}^2) \hookrightarrow L^{2q}(\mathbb{R}^2)$. If we choose
\[
\delta = \frac{1 - \alpha \beta}{\alpha + 1},
\]
then we conclude by (2.8) that
\[
\|\Lambda_{x_2}^{1-\delta} u_2\|_{L^{2q}} \leq C\|u_2\|_{L^q}^{\frac{1}{1-q}} \|\Lambda_{x_2}^{\beta+1} u_2\|_{L^2}^{\frac{\alpha}{1-q}}
\leq C\|\theta\|_{L^q}^{\frac{1}{1-q}} \|\Lambda_{x_2}^{\beta+1} \theta\|_{L^2}^{\frac{\alpha}{1-q}}
\leq C\|\theta\|_{L^q}^{\frac{1}{1-q}} \|\Lambda_{x_2}^{\beta} \nabla \theta\|_{L^2}^{\frac{\alpha}{1-q}},
\]
(2.13)
that To bound the last term at the right hand side of (2.17) effectively, we fix \( \delta \). It is easy to see that

\[
\begin{align*}
\| \Lambda_{x_2}^{1-\delta} \partial_{x_1} \theta \|_{L^2} & \leq C \| \Lambda_{x_2}^{\alpha+1} \theta \|_{L^2}^{\alpha} \| \Lambda_{x_1}^{\alpha+1} \theta \|_{L^2}^{1-\alpha} \\
& \leq C \| \theta \|_{L^2}^{\alpha+1} \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^{1-\alpha}.
\end{align*}
\]

(2.14)

If we further let \( \delta \) of (2.12) satisfy \( \delta \in [1 - \beta, \beta] \), then (2.6) allows us to show

\[
\| \Lambda_{x_2}^{1-\delta} \partial_{x_1} \theta \|_{L^2} \leq C \| \Lambda_{x_2}^{\beta+1} \theta \|_{L^2}^{\alpha} \| \Lambda_{x_1}^{\alpha+1} \theta \|_{L^2}^{1-\alpha} \leq C \| \Lambda_{x_2}^{\beta} \nabla \theta \|_{L^2}^{\alpha} \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^{1-\alpha}.
\]

(2.15)

Putting (2.13), (2.14) and (2.15) into (2.11) yields

\[
\mathcal{J}_1 \leq C \| \Lambda_{x_2}^{\frac{2}{3}} \partial_{x_1} \theta \|_{L^2} \| \Lambda_{x_2}^{\beta} \nabla \theta \|_{L^2}^{\frac{\alpha}{2}} \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^{\frac{1}{2}}.
\]

(2.16)

It is easy to see that

\[
\| \Lambda_{x_2}^{\frac{2}{3}} \partial_{x_1} \theta \|_{L^2} \leq C \| \Lambda_{x_2}^{1+\frac{4}{3}} \partial_{x_1} \theta \|_{L^2} + C \| \Lambda_{x_1}^{\frac{4}{3}} \partial_{x_2} \theta \|_{L^2}.
\]

(2.17)

By (2.6), the first term at the right hand side of (2.17) can be bounded by

\[
\begin{align*}
\| \Lambda_{x_2}^{1+\frac{4}{3}} \partial_{x_1} \theta \|_{L^2} & \leq C \| \theta \|_{L^2}^{\frac{1-\delta}{2}} \| \Lambda_{x_2}^{\beta+1} \theta \|_{L^2}^{\frac{\alpha}{2}} \| \Lambda_{x_1}^{\alpha+1} \theta \|_{L^2}^{1-\alpha} \| \Lambda_{x_2}^{\frac{2}{3}} \partial_{x_1} \theta \|_{L^2}^{\frac{\beta-(1+\epsilon)\delta}{2}} \\
& \leq C \| \theta \|_{L^2}^{\frac{1-\delta}{2}} \| \Lambda_{x_2}^{\beta} \nabla \theta \|_{L^2}^{\frac{\beta}{2}} \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^{\frac{2}{2}}.
\end{align*}
\]

(2.18)

To bound the last term at the right hand side of (2.17) effectively, we fix \( q \in (2, \infty) \) as

\[
q = \frac{2\beta}{\alpha^2 + \delta - (\alpha + 1)(1 + \epsilon)\delta},
\]

(2.19)

where \( \delta < \frac{\alpha^2}{\alpha + (\alpha + 1)\epsilon} \) with small \( \epsilon > 0 \) to be fixed after. As the \( q \) of (2.19), it follows from (2.6) that

\[
\begin{align*}
\| \Lambda_{x_2}^{\frac{i}{q}} \partial_{x_1} \theta \|_{L^2} & \leq C \| \theta \|_{L^2}^{1-\frac{1+\delta}{2}} \| \Lambda_{x_2}^{\beta+1} \theta \|_{L^2}^{\frac{\alpha}{2}} \| \Lambda_{x_1}^{\alpha+1} \theta \|_{L^2}^{1-\frac{\beta-(1+\epsilon)\delta}{2}} \\
& \leq C \| \theta \|_{L^2}^{\frac{1-\delta}{2}} \| \Lambda_{x_2}^{\beta} \nabla \theta \|_{L^2}^{\frac{\beta}{2}} \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^{\frac{2}{2}}.
\end{align*}
\]

(2.20)

We remark that the following facts have been applied in establishing (2.20)

\[
\| \Lambda_{x_2}^{k+l} \partial_{x_1} \theta \|_{L^2} \leq C \| \Lambda_{x_2}^{k} \nabla \theta \|_{L^2}, \quad \| \Lambda_{x_1}^{k+l} \partial_{x_j} \theta \|_{L^2} \leq C \| \Lambda_{x_1}^{k-1} \nabla \theta \|_{L^2},
\]

(2.21)

where \( 0 \leq l \leq 1 \) and \( i = 1, j = 2 \) or \( i = 2, j = 1 \). Actually, due to Plancherel’s theorem, we have

\[
\begin{align*}
\| \Lambda_{x_2}^{k+l} \partial_{x_1} \theta \|_{L^2} & = \| \langle \xi \rangle^{k+i} |\xi_j|^{1-i} \hat{\theta} \|_{L^2} \leq C \| \langle \xi \rangle^{|k+i|} \hat{\theta} \|_{L^2} = C \| \Lambda_{x_2}^{k} \nabla \theta \|_{L^2}, \\
\| \Lambda_{x_1}^{k+l} \partial_{x_j} \theta \|_{L^2} & = \| \langle \xi \rangle^{k-1} |\xi_j|^i \hat{\theta} \|_{L^2} \leq C \| \langle \xi \rangle^{k-1} \hat{\theta} \|_{L^2} = C \| \Lambda_{x_1}^{k-1} \nabla \theta \|_{L^2},
\end{align*}
\]

where we have used the simple facts

\[
|\xi_j|^{k+i} |\xi_j|^{1-i} \leq C |\xi_j|^k |\xi|, \quad |\xi_j|^{k-1} |\xi_j|^i \leq C |\xi_j|^{k-1} |\xi|.
\]

Inserting (2.18) and (2.20) into (2.16) shows

\[
\mathcal{J}_1 \leq C \| \theta \|_{L^2}^{\frac{1-\delta}{2}} \| \Lambda_{x_2}^{\beta} \nabla \theta \|_{L^2}^{\frac{\beta}{2}} \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^{\frac{2}{2}} + C \| \Lambda_{x_2}^{\beta} \nabla \theta \|_{L^2}^{\frac{1-\delta}{2}} \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^{\frac{2}{2}}
\]

\[
\leq \eta \| \Lambda_{x_2}^{\alpha} \nabla \theta \|_{L^2} + \eta \| \Lambda_{x_2}^{\beta} \nabla \theta \|_{L^2}^2 + C \| \theta \|_{L^2}^{2(\alpha+1)} \| \theta \|_{L^2}^2.
\]

(2.22)
Keeping in mind \( \delta = \frac{1-\alpha\beta}{\alpha+1} \in [1-\beta, \beta] \) and \( \delta < \frac{\alpha\beta}{\alpha+(\alpha+1)\epsilon} \), we can check that
\[
0 < \epsilon < \frac{\alpha[(2\alpha+1)\beta-1]}{(1-\alpha\beta)(\alpha+1)},
\]
which requires the condition
\[
\beta > \frac{1}{2\alpha+1}.
\]

By the same argument adopted in handling \( \mathcal{J}_1 \), one gets
\[
\mathcal{J}_2 = \int_{\mathbb{R}^2} \theta \partial_{x_2x_1} u_2 \partial_{x_1} \theta \, dx + \int_{\mathbb{R}^2} \theta \partial_{x_1} u_2 \partial_{x_2x_1} \theta \, dx
\leq C \| \Lambda^{\delta}_{x_2} \partial_{x_1} u_2 \|_{L^{\frac{2\alpha+1}{2\alpha+2}}} \| \Lambda^{1-\delta}_{x_2} (\theta \partial_{x_1} \theta) \|_{L^{\frac{2\alpha+1}{2\alpha+2}}} + C \| \Lambda^{\delta}_{x_2} \partial_{x_1} \theta \|_{L^{\frac{2\alpha+1}{2\alpha+2}}} \| \Lambda^{1-\delta}_{x_2} (\theta \partial_{x_1} u_2) \|_{L^{\frac{2\alpha+1}{2\alpha+2}}}
\leq C \| \Lambda^{\delta}_{x_2} \partial_{x_1} \theta \|_{L^{\frac{2\alpha+1}{2\alpha+2}}} \| \Lambda^{1-\delta}_{x_2} \partial_{x_1} \theta \|_{L^2} + \| \Lambda^{1-\delta}_{x_2} \partial_{x_1} \theta \|_{L^{\frac{2\alpha+1}{2\alpha+2}}}
+ C \| \Lambda_{x_2} \partial_{x_1} \theta \|_{L^2} \| \theta \|_{L^{\frac{2\alpha+1}{2\alpha+2}}} \| \Lambda^{1-\delta}_{x_2} \partial_{x_1} u_2 \|_{L^2} + \| \Lambda^{1-\delta}_{x_2} \partial_{x_1} u_2 \|_{L^{\frac{2\alpha+1}{2\alpha+2}}}
\leq \eta \| \Lambda_{x_1}^\alpha \nabla \theta \|_{L^2}^2 + \eta \| \Lambda_{x_2}^\beta \nabla \theta \|_{L^2}^2 + C \eta \| \theta \|_{L^\infty} \| \theta \|_{L^{\frac{2\alpha+1}{2\alpha+2}}} \| \theta \|_{L^2}^2,
\]
(2.23)
where we have used the fact \( u = (-\mathcal{R}_2 \theta, \mathcal{R}_1 \theta) \) several times. For the third term \( \mathcal{J}_3 \), it follows from integration by parts that
\[
\mathcal{J}_3 = \int_{\mathbb{R}^2} u_1 \partial_{x_2x_1} \theta \partial_{x_2} \theta \, dx + \int_{\mathbb{R}^2} u_1 \partial_{x_1} \theta \partial_{x_2x_2} \theta \, dx
= \frac{1}{2} \int_{\mathbb{R}^2} u_1 \partial_{x_1} (\partial_{x_2} \theta \partial_{x_2} \theta) \, dx + \int_{\mathbb{R}^2} u_1 \partial_{x_1} \theta \partial_{x_2x_2} \theta \, dx
= -\frac{1}{2} \int_{\mathbb{R}^2} \partial_{x_1} u_1 \partial_{x_2} \theta \partial_{x_2} \theta \, dx + \int_{\mathbb{R}^2} u_1 \partial_{x_1} \theta \partial_{x_2x_2} \theta \, dx
= -\frac{1}{2} \int_{\mathbb{R}^2} \partial_{x_2} u_2 \partial_{x_2} \theta \partial_{x_2} \theta \, dx + \int_{\mathbb{R}^2} u_1 \partial_{x_1} \theta \partial_{x_2x_2} \theta \, dx
= -\frac{1}{2} \mathcal{J}_4 + \int_{\mathbb{R}^2} u_1 \partial_{x_1} \theta \partial_{x_2x_2} \theta \, dx
= -\frac{1}{2} \mathcal{J}_4 + \mathcal{J}_3.
\]
Just as for \( \mathcal{J}_1 \), we may show
\[
\mathcal{\bar{J}}_3 \leq C \| \Lambda^{\delta}_{x_2} \partial_{x_2} \theta \|_{L^{\frac{2\alpha+1}{2\alpha+2}}} \| \Lambda^{1-\delta}_{x_2} (u_1 \partial_{x_1} \theta) \|_{L^{\frac{2\alpha+1}{2\alpha+2}}}
\leq C \| \Lambda^{\delta}_{x_2} \partial_{x_2} \theta \|_{L^{\frac{2\alpha+1}{2\alpha+2}}} \| \Lambda^{1-\delta}_{x_2} (u_1 \partial_{x_1} \theta) - \Lambda^{1-\delta}_{x_2} u_1 \partial_{x_1} \theta \|_{L^{\frac{2\alpha+1}{2\alpha+2}}} + \| \Lambda^{1-\delta}_{x_2} u_1 \partial_{x_1} \theta \|_{L^{\frac{2\alpha+1}{2\alpha+2}}}
\leq C \| \Lambda^{\delta}_{x_2} \partial_{x_2} \theta \|_{L^{\frac{2\alpha+1}{2\alpha+2}}} \| \Lambda^{1-\delta}_{x_2} \partial_{x_1} \theta \|_{L^2} + \| \Lambda^{1-\delta}_{x_2} u_1 \partial_{x_1} \theta \|_{L^{\frac{2\alpha+1}{2\alpha+2}}}
\leq C \| \Lambda^{\delta}_{x_2} \partial_{x_2} \theta \|_{L^2} \| \theta \|_{L^{\frac{2\alpha+1}{2\alpha+2}}} \| \Lambda^{\alpha}_{x_1} \nabla \theta \|_{L^\infty} \| \Lambda^{\alpha}_{x_1} \nabla \theta \|_{L^2}^\frac{1}{\alpha+1},
\]
(2.24)
where \( \tilde{q} \in (2, \infty) \) will be fixed hereafter. We furthermore obtain from (2.26) and (2.24) that
\[
\| \Lambda^{\delta}_{x_2} \partial_{x_2} \theta \|_{L^2} \leq C \| \Lambda^{\frac{2}{\alpha} \delta}_{x_2} \partial_{x_2} \theta \|_{L^2} + C \| \Lambda^{\frac{1+\delta}{\alpha}+\frac{2}{\alpha}}_{x_2} \theta \|_{L^2}
\]
\[ \leq C\|\theta\|_{L^2}^{\frac{\delta+1}{\alpha+1}} \frac{2}{\alpha+q} \|\Lambda_{\alpha+1}^\beta \theta\|_{L^2} \|\Lambda_{x_2}^{\beta+1} \theta\|_{L^2} \]
\[ + C\|\theta\|_{L^2}^{1-\frac{\beta+1}{\alpha+1}} \|\Lambda_{\alpha+1}^\beta \theta\|_{L^2} \]
\[ \leq C\|\theta\|_{L^2}^{1-\frac{\beta+1}{\alpha+1}} \frac{2}{\alpha+q} \|\Lambda_{\alpha+1}^\beta \theta\|_{L^2} \|\Lambda_{x_2}^{\beta+1} \theta\|_{L^2} \]
\[ + C\|\theta\|_{L^2}^{1-\frac{\beta+1}{\alpha+1}} \|\Lambda_{\alpha+1}^\beta \theta\|_{L^2} \frac{2}{\alpha+q} \]
\[ , \quad (2.25) \]

where \( \delta < \beta - \frac{\beta+1}{\alpha+1} \). This along with (2.12) gives
\[ \tilde{\eta} > \frac{2(\beta+1)}{(2\alpha+1)\beta - 1}. \]

Putting (2.26) into (2.24) and using the H"older inequality, we arrive at
\[ \tilde{\mathcal{J}}_3 \leq \eta \|\Lambda_{x_2}^\beta \nabla \theta\|_{L^2}^2 + \eta \|\Lambda_{x_1}^\alpha \nabla \theta\|_{L^2}^2 + C\eta \|\theta\|_{L^q}^{2 \frac{2}{(\alpha+1)(\beta+1)}} \|\Lambda_{x_2}^\beta \nabla \theta\|_{L^2} \]
\[ + C\eta \|\theta\|_{L^q}^{2 \frac{2}{(\alpha+1)(\beta+1)}} \|\Lambda_{x_2}^\beta \nabla \theta\|_{L^2} \]
\[ = \eta \|\Lambda_{x_2}^\beta \nabla \theta\|_{L^2}^2 + \eta \|\Lambda_{x_1}^\alpha \nabla \theta\|_{L^2}^2 + C\eta \|\theta\|_{L^q}^{2 \frac{2}{(\alpha+1)(\beta+1)}} \|\Lambda_{x_2}^\beta \nabla \theta\|_{L^2} \]
\[ + C\eta \|\theta\|_{L^q}^{2 \frac{2}{(\alpha+1)(\beta+1)}} \|\Lambda_{x_2}^\beta \nabla \theta\|_{L^2} . \quad (2.26) \]

Finally, the term \( \mathcal{J}_4 \) can be bounded by
\[ \mathcal{J}_4 = 2 \int_{\mathbb{R}^2} u_2 \partial_{x_2} \theta \partial_{x_2} \theta \, dx \]
\[ \leq C\|\Lambda_{x_2}^\beta \partial_{x_2} \theta\|_{L^2}^{\frac{2}{\alpha+q}} \|\Lambda_{x_2}^\beta (u_2 \partial_{x_2} \theta)\|_{L^2}^{\frac{2}{\alpha+q}} \]
\[ \leq C\|\Lambda_{x_2}^\beta \partial_{x_2} \theta\|_{L^2}^{\frac{2}{\alpha+q}} \|\Lambda_{x_2}^\beta (u_2 \partial_{x_2} \theta)\|_{L^2}^{\frac{2}{\alpha+q}} \]
\[ \leq C\|\Lambda_{x_2}^\beta \partial_{x_2} \theta\|_{L^2}^{\frac{2}{\alpha+q}} \|\Lambda_{x_2}^\beta \partial_{x_2} \theta\|_{L^2} + \|\Lambda_{x_2}^\beta u_2 \|_{L^2}^{\frac{2}{\alpha+q}} \|\partial_{x_2} \theta\|_{L^2}^{\frac{2}{\alpha+q}} \]
\[ \leq C\|\Lambda_{x_2}^\beta \partial_{x_2} \theta\|_{L^2}^{\frac{2}{\alpha+q}} \|\Lambda_{x_2}^\beta \partial_{x_2} \theta\|_{L^2} + \|\Lambda_{x_2}^\beta u_2 \|_{L^2}^{\frac{2}{\alpha+q}} \|\partial_{x_2} \theta\|_{L^2}^{\frac{2}{\alpha+q}} \]
\[ \leq C\|\Lambda_{x_2}^\beta \partial_{x_2} \theta\|_{L^2}^{\frac{2}{\alpha+q}} \|\Lambda_{x_2}^\beta \nabla \theta\|_{L^2} \]
\[ \leq C\|\Lambda_{x_2}^\beta \partial_{x_2} \theta\|_{L^2} \|\Lambda_{x_2}^\beta \nabla \theta\|_{L^2} , \quad (2.27) \]

where \( \tilde{q} \in (2, \infty) \) will be fixed after. Keeping in mind (2.25), one gets
\[ \|\Lambda_{x_2}^\beta \Lambda_{x_2}^{\beta-1} \partial_{x_2} \theta\|_{L^2} \leq C\|\theta\|_{L^2}^{1-\frac{2-\beta}{\beta+1}} \|\Lambda_{x_2}^\beta \nabla \theta\|_{L^2}^{\frac{2-\beta}{\beta+1}} \|\Lambda_{x_1}^\alpha \nabla \theta\|_{L^2}^{\frac{2}{\beta+1}} \]
\[ + C\|\theta\|_{L^2}^{1-\frac{2-\beta}{\beta+1}} \|\Lambda_{x_2}^\beta \nabla \theta\|_{L^2}^{\frac{2-\beta}{\beta+1}} \]
Putting (2.22), (2.23), (2.26) and (2.27) into (2.10), we get by selecting small \( \eta > 0 \) that
\[
\frac{d}{dt} \left\| \nabla \theta(t) \right\|_{L^2}^2 + \left\| \Lambda_1^\alpha \nabla \theta \right\|_{L^2}^2 + \left\| \Lambda_2^\beta \nabla \theta \right\|_{L^2}^2 \leq F(t) \left\| \theta \right\|_{L^2}^2,
\]
(2.30)
where
\[
F(t) = C \left( \left\| \theta \right\|_{L^\frac{2(\beta+1)q}{(2\beta+1)q-2(\beta+1)}}^{2(\beta+1)q/(2\beta+1)q-2(\beta+1)} + \left\| \theta \right\|_{L^\frac{2(\alpha+1)q}{(2\alpha+1)q-2(\alpha+1)}}^{2(\alpha+1)q/(2\alpha+1)q-2(\alpha+1)} \right)
\]
with \( q = \frac{2(\alpha+1)\beta}{\alpha(\alpha+1)\beta - (1-\alpha)\beta} \) for any \( 0 < \epsilon < \frac{\alpha(\alpha+1)\beta - (1-\alpha)\beta}{(1-\alpha)\beta} \) and \( \frac{2(\beta+1)}{\alpha(\alpha+1)\beta - (1-\alpha)\beta} < \bar{q} < \infty \) and \( \frac{2(\beta+1)}{\alpha(\alpha+1)\beta - (1-\alpha)\beta} < \hat{q} < \infty \). Noticing the estimates of Proposition 2.1 and integrating (2.30) in time yield the desired estimate (2.29). Consequently, we complete the proof of Proposition 2.2. \( \square \)

Next we will prove the global \( \dot{H}^1 \)-bound in the case when \( \beta > \frac{1-\alpha}{2\alpha} \) and \( \frac{1}{2} < \alpha < 1 \).

**Proposition 2.3.** Let \( \theta \) be the solution of (1.1). If \( \alpha \) and \( \beta \) satisfy
\[
\beta > \frac{1-\alpha}{2\alpha}, \quad \frac{1}{2} < \alpha < 1,
\]
then for any \( t > 0 \)
\[
\left\| \nabla \theta(t) \right\|_{L^2}^2 + \int_0^t \left( \left\| \Lambda_1^\alpha \nabla \theta(\tau) \right\|_{L^2}^2 + \left\| \Lambda_2^\beta \nabla \theta(\tau) \right\|_{L^2}^2 \right) d\tau \leq C(t, \theta_0),
\]
(2.31)
where \( C(t, \theta_0) \) is a constant depending on \( t \) and the initial norm \( \left\| \theta_0 \right\|_{\dot{H}^1} \).

**Proof.** We recall from (2.10) that
\[
\frac{1}{2} \frac{d}{dt} \left\| \nabla \theta(t) \right\|_{L^2}^2 + \left\| \Lambda_1^\alpha \nabla \theta \right\|_{L^2}^2 + \left\| \Lambda_2^\beta \nabla \theta \right\|_{L^2}^2 = J_1 + J_2 + J_3 + J_4.
\]
(2.32)
Noting \( \alpha > \frac{1}{2} \), we derive by (2.3) and (2.8) that
\[
J_1 = -\int_{\mathbb{R}^2} \partial_{x_1} u_1 \partial_{x_1} \theta \partial_{x_1} \theta \, dx
= 2 \int_{\mathbb{R}^2} u_1 \partial_{x_1} \theta \partial_{x_1} u_1 \partial_{x_1} \theta \, dx
\leq C \left\| \Lambda_1^{1-\alpha} \partial_{x_1} \theta \right\|_{L^\frac{2(1-\alpha)}{1-2\alpha}} \left\| \Lambda_1^{\alpha} \left( u_1 \partial_{x_1} \theta \right) \right\|_{L^\frac{2(1-\alpha)}{1-2\alpha}}
\leq C \left\| \Lambda_1^{1-\alpha} \partial_{x_1} \theta \right\|_{L^\frac{2(1-\alpha)}{1-2\alpha}} \left( \left\| \Lambda_1^{\alpha} \left( u_1 \partial_{x_1} \theta \right) \right\|_{L^\frac{2(1-\alpha)}{1-2\alpha}} + \left\| \Lambda_1^{\alpha} u_1 \partial_{x_1} \theta \right\|_{L^\frac{2(1-\alpha)}{1-2\alpha}} \right)
\leq C \left\| \Lambda_1^{1-\alpha} \partial_{x_1} \theta \right\|_{L^\frac{2(1-\alpha)}{1-2\alpha}} \left( \left\| u_1 \right\|_{L^2} \left\| \Lambda_1^{\alpha} \partial_{x_1} \theta \right\|_{L^\infty} + \left\| u_1 \right\|_{L^\frac{2(1+\alpha)}{1-2\alpha}} \left\| \Lambda_1^{\alpha} \partial_{x_1} \theta \right\|_{L^\frac{2(1+\alpha)}{1-2\alpha}} \right)
\leq C \left\| \Lambda_1^{1-\alpha} \partial_{x_1} \theta \right\|_{L^\frac{2(1-\alpha)}{1-2\alpha}} \left\| \theta \right\|_{L^{\frac{2(1+\alpha)}{1-2\alpha}}} \left\| \Lambda_1^{\alpha} \partial_{x_1} \theta \right\|_{L^{\frac{2(1+\alpha)}{1-2\alpha}}}
\leq C \left\| \Lambda_1^{1-\alpha} \partial_{x_1} \theta \right\|_{L^\frac{2(1-\alpha)}{1-2\alpha}} \left\| \theta \right\|_{L^{\frac{2(1+\alpha)}{1-2\alpha}}} \left\| \Lambda_1^{\alpha} \partial_{x_1} \theta \right\|_{L^\infty}
\leq C \left( \left\| \Lambda_1^{1-\alpha} \partial_{x_1} \theta \right\|_{L^\frac{2(1-\alpha)}{1-2\alpha}} \left\| \theta \right\|_{L^{\frac{2(1+\alpha)}{1-2\alpha}}} \left\| \Lambda_1^{\alpha} \partial_{x_1} \theta \right\|_{L^\infty} \right).
\]
(2.33)
According to (2.4) and (2.6), we obtain
\[
\|\Lambda_2^{\frac{2}{\alpha + 1}} \Lambda_{x_1}^{\frac{2}{\alpha + 2}} \partial_{x_1} \theta\|_{L^2} \leq C\|\Lambda_{x_1}^{2 - \alpha + \frac{2}{\alpha + 2}} \theta\|_{L^2} + C\|\Lambda_{x_1}^{2 - \alpha} \Lambda_{x_2}^{\frac{2}{\alpha + 2}} \theta\|_{L^2}
\]
\[
\leq C\|\theta\|_{L^2}^{1 - \frac{2 - \alpha + \frac{2}{\alpha + 2}}{\alpha + 1}} \|\Lambda_{x_1}^{\frac{2}{\alpha + 1}} \theta\|_{L^2}^{\frac{2 - \alpha + \frac{2}{\alpha + 2}}{\alpha + 1}}
\]
\[
+ C\|\theta\|_{L^2}^{1 - \frac{2 - \alpha + \frac{2}{\alpha + 2}}{\alpha + 1}} \|\Lambda_{x_2}^{\frac{2}{\alpha + 1}} \theta\|_{L^2}^{\frac{2 - \alpha + \frac{2}{\alpha + 2}}{\alpha + 1}} \|\Lambda_{x_1}^{\alpha + 1} \theta\|_{L^2}^{\frac{2 - \alpha + \frac{2}{\alpha + 2}}{\alpha + 1}}
\]
\[
\leq C\|\theta\|_{L^2}^{1 - \frac{2 - \alpha + \frac{2}{\alpha + 2}}{\alpha + 1}} \|\Lambda_{x_1}^{\alpha} \nabla \theta\|_{L^2}^{\frac{2}{\alpha + 1}} \|\Lambda_{x_2}^{\frac{2}{\alpha + 1}} \nabla \theta\|_{L^2}^{\frac{2}{\alpha + 1}} \|\Lambda_{x_1}^{\alpha + 1} \theta\|_{L^2}^{\frac{2 - \alpha + \frac{2}{\alpha + 2}}{\alpha + 1}},
\]
where
\[
r > \frac{2(\alpha + 1)}{\min\{\alpha + 1, \beta + 1\}(2\alpha - 1)}.
\]
Inserting (2.34) into (2.33) and using the Hölder inequality, it gives
\[
J_1 \leq \eta \|\Lambda_{x_2}^{\beta} \nabla \theta\|_{L^2}^{2} + \eta \|\Lambda_{x_1}^{\alpha} \nabla \theta\|_{L^2}^{2} + C_\eta \|\theta\|_{L^2}^{2} \|\theta\|_{L^2}^{2} + C_\eta \|\theta\|_{L^2}^{2} + C_\eta \|\theta\|_{L^2}^{2} + C_\eta \|\theta\|_{L^2}^{2} + C_\eta \|\theta\|_{L^2}^{2}
\]
\[
= \eta \|\Lambda_{x_2}^{\beta} \nabla \theta\|_{L^2}^{2} + \eta \|\Lambda_{x_1}^{\alpha} \nabla \theta\|_{L^2}^{2} + C_\eta \|\theta\|_{L^2}^{2} \|\theta\|_{L^2}^{2} + C_\eta \|\theta\|_{L^2}^{2} + C_\eta \|\theta\|_{L^2}^{2} + C_\eta \|\theta\|_{L^2}^{2}
\]
Integration by parts, \(J_2\) can be rewritten as follows
\[
J_2 = \int_{\mathbb{R}^2} u_2 \partial_{x_1} u_2 \partial_{x_1} \theta \, dx + \int_{\mathbb{R}^2} u_2 \partial_{x_2} \partial_{x_1} \theta \, dx
\]
\[
= \frac{1}{2} \int_{\mathbb{R}^2} \partial_{x_1} u_1 \partial_{x_1} \theta \, dx + \int_{\mathbb{R}^2} u_2 \partial_{x_2} \partial_{x_1} \theta \, dx
\]
\[
\triangleq -\frac{1}{2} J_1 + \tilde{J}_2.
\]
Taking \(\tilde{\delta} = \frac{(\alpha + 1)\beta}{\beta + 1}\) and using (2.3) as well as (2.8), we may conclude that
\[
\tilde{J}_2 \leq C\|\Lambda_{x_1}^{\frac{\alpha}{\beta + 1}} \partial_{x_1} \theta\|_{L^2}^{\frac{2}{\beta + 1}} \|\Lambda_{x_1}^{\frac{2}{\beta + 1}} (u_2 \partial_{x_2} \theta)\|_{L^2}^{\frac{2}{\beta + 1}}
\]
\[
\leq C\|\Lambda_{x_1}^{\frac{\alpha}{\beta + 1}} \partial_{x_1} \theta\|_{L^2}^{\frac{2}{\beta + 1}} (\|\Lambda_{x_1}^{\frac{2}{\beta + 1}} (u_2 \partial_{x_2} \theta)\|_{L^2}^{\frac{2}{\beta + 1}} + \|\Lambda_{x_1}^{\frac{2}{\beta + 1}} \nabla \theta\|_{L^2}^{\frac{2}{\beta + 1}})
\]
\[
\leq C\|\Lambda_{x_1}^{\frac{\alpha}{\beta + 1}} \partial_{x_1} \theta\|_{L^2}^{\frac{2}{\beta + 1}} (\|u_2\|_{L^r}^{\frac{\beta}{\beta + 1}} \|\Lambda_{x_1}^{\frac{2}{\beta + 1}} \nabla \theta\|_{L^2}^{\frac{2}{\beta + 1}} + \|u_2\|_{L^r}^{\frac{\beta}{\beta + 1}} \|\Lambda_{x_1}^{\frac{\alpha + 1}{\beta + 1}} \nabla \theta\|_{L^2}^{\frac{2}{\beta + 1}})
\]
\[
\leq C\|\Lambda_{x_1}^{\frac{\alpha}{\beta + 1}} \partial_{x_1} \theta\|_{L^2}^{\frac{2}{\beta + 1}} \|\Lambda_{x_1}^{\frac{\alpha + 1}{\beta + 1}} \partial_{x_1} \theta\|_{L^2}^{\frac{2}{\beta + 1}} \|\Lambda_{x_1}^{\frac{2}{\beta + 1}} \nabla \theta\|_{L^2}^{\frac{2}{\beta + 1}}.
\]
Again, we resort to (2.4) and (2.6) to show
\[
\|\Lambda_{x_1}^{\frac{\alpha}{\beta + 1}} \partial_{x_1} \theta\|_{L^2} \leq C\|\Lambda_{x_1}^{2 - \frac{\alpha}{\beta + 2}} \theta\|_{L^2} + C\|\Lambda_{x_1}^{\frac{2}{\beta + 1}} \nabla \theta\|_{L^2}.
\]
\[ \leq C \| \theta \|_{L^2}^{1 - \frac{2 - \delta + \frac{2}{\beta + 1}}{\alpha + 1}} \| \Lambda_{x_1}^{\alpha + 1} \theta \|_{L^2}^{\frac{2 - \delta + \frac{2}{\beta + 1}}{\alpha + 1}} \\
+ C \| \theta \|_{L^2}^{1 - 2 - \frac{2}{\beta + 1}} \| \Lambda_{x_2}^{\beta + 1} \theta \|_{L^2}^{\frac{2}{\beta + 1}} \| \Lambda_{x_1}^{\alpha + 1} \theta \|_{L^2}^{2 - \delta + \frac{2}{\beta + 1}} \]
\]
\[ \leq C \| \theta \|_{L^2}^{1 - \frac{2 - \delta + \frac{2}{\beta + 1}}{\alpha + 1}} \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^{\frac{2 - \delta + \frac{2}{\beta + 1}}{\alpha + 1}} \\
+ C \| \theta \|_{L^2}^{1 - 2 - \frac{2}{\beta + 1}} \| \Lambda_{x_2}^{\beta} \nabla \theta \|_{L^2}^{\frac{2}{\beta + 1}} \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^{2 - \delta + \frac{2}{\beta + 1}}, \quad (2.37) \]

where
\[ \tilde{r} > \frac{2 \max \{ \alpha + 1, \beta + 1 \}}{2 \alpha + \alpha - 1}. \]

This requires the condition
\[ \beta > \frac{1 - \alpha}{2 \alpha}. \]

Keeping in mind \( \tilde{\delta} = \frac{(\alpha + 1)\beta}{\beta + 1} \), we deduce by inserting (2.37) into (2.36) and using the Hölder inequality that
\[ \tilde{J}_2 \leq \eta \| \Lambda_{x_2}^{\beta} \nabla \theta \|_{L^2}^2 + \eta \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^2 + C \eta \| \theta \|_{L^2}^{\frac{2 - \delta + \frac{2}{\beta + 1}}{\alpha + 1}} \theta \|_{L^2}^2 + C \eta \| \theta \|_{L^2}^{2 - \delta + \frac{2}{\beta + 1}} \theta \|_{L^2}^2 \\
= \eta \| \Lambda_{x_2}^{\beta} \nabla \theta \|_{L^2}^2 + \eta \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^2 + C \eta \| \theta \|_{L^2}^{\frac{2(\alpha + 1)(\beta + 1)}{\alpha + \beta + 1}} \theta \|_{L^2}^2 \\
+ C \eta \| \theta \|_{L^2}^{\frac{2(\alpha + 1)(\beta + 1)}{\alpha + \beta + 1}} \theta \|_{L^2}^2. \quad (2.38) \]

The third term \( J_3 \) should be handled differently. Firstly, one obtains
\[ J_3 = \int_{\mathbb{R}^2} \theta \partial_{x_1} u_1 \partial_{x_2} \theta \, dx + \int_{\mathbb{R}^2} \theta \partial_{x_2} u_1 \partial_{x_1} \theta \, dx \\
\leq C \| \Lambda_{x_1}^{1 - \tilde{\delta}} \partial_{x_1} u_1 \|_{L^2} \| \Lambda_{x_1}^{\tilde{\delta}} \theta \|_{L^2} + C \| \Lambda_{x_1}^{1 - \tilde{\delta}} \partial_{x_2} \theta \|_{L^2} \| \Lambda_{x_1}^{\tilde{\delta}} \partial_{x_2} u_1 \|_{L^2} \]
\[ \leq C \| \Lambda_{x_1}^{\frac{1}{2}} \Lambda_{x_1}^{1 - \tilde{\delta}} \partial_{x_1} \theta \|_{L^2} \| \Lambda_{x_1}^{\alpha + 1} \theta \|_{L^2} \| \Lambda_{x_1}^{\beta + 1} \theta \|_{L^2}^{-1 \tilde{\delta}}. \quad (2.39) \]

Choosing \( \tilde{r} \in (2, \infty) \) as
\[ \tilde{r} = \frac{2\alpha}{\alpha \beta + 1 - \delta - (\beta + 1)(1 + \tilde{\delta})(1 - \tilde{\delta})}, \]

with \( \tilde{\delta} = \frac{(\alpha + 1)\beta}{\beta + 1} < \frac{(\beta + 1)\tilde{\delta} + (1 - \alpha)\beta}{(\beta + 1)(1 + \tilde{\delta})} \) for positive \( \tilde{\delta} < \frac{(2\alpha\beta + \alpha - 1)\beta}{(\beta + 1)(1 - \alpha)\beta} \), we thus deduce from (2.6) and (2.21) that
\[ \| \Lambda_{x_1}^{\frac{1}{2}} \Lambda_{x_1}^{1 - \tilde{\delta}} \partial_{x_1} \theta \|_{L^2} \leq C \| \Lambda_{x_1}^{\frac{1}{2}} \Lambda_{x_1}^{1 - \tilde{\delta}} \partial_{x_1} \theta \|_{L^2} + C \| \Lambda_{x_1}^{\frac{1}{2}} \Lambda_{x_1}^{1 - \tilde{\delta}} \partial_{x_1} \theta \|_{L^2} \]
\[ \leq C \| \theta \|_{L^2}^{1 - \frac{1 - \frac{1}{2} \frac{1 - \frac{1}{2} - \frac{1}{\beta + 1}}{} \alpha + 1}{\alpha + 1}} \| \Lambda_{x_2}^{\beta + 1 - \frac{1}{2} \frac{1 - \frac{1}{2} - \frac{1}{\beta + 1}}{} \alpha + 1}} \| \Lambda_{x_1}^{\alpha - \frac{2(\alpha + 1)}{\beta + 1}} \Lambda_{x_2}^{- \frac{2(\alpha + 1)}{\beta + 1}} \theta \|_{L^2}^{1 - \frac{1 - \frac{1}{2} \frac{1 - \frac{1}{2} - \frac{1}{\beta + 1}}{} \alpha + 1}{\alpha + 1}} \]
\[ + C \| \theta \|_{L^2}^{1 - \frac{1 - \frac{1}{2} \frac{1 - \frac{1}{2} - \frac{1}{\beta + 1}}{} \alpha + 1}{\alpha + 1}} \| \Lambda_{x_2}^{\beta + 1} \theta \|_{L^2}^{\frac{1 - \frac{1}{2} \frac{1 - \frac{1}{2} - \frac{1}{\beta + 1}}{} \alpha + 1}{\alpha + 1}} \| \Lambda_{x_1}^{\alpha} \Lambda_{x_2}^{\beta} \theta \|_{L^2}^{\frac{1 - \frac{1}{2} \frac{1 - \frac{1}{2} - \frac{1}{\beta + 1}}{} \alpha + 1}{\alpha + 1}} \]
\[ \leq C \| \theta \|_{L^2}^{1 - \frac{1 - \frac{1}{2} \frac{1 - \frac{1}{2} - \frac{1}{\beta + 1}}{} \alpha + 1}{\alpha + 1}} \| \Lambda_{x_2}^{\beta} \nabla \theta \|_{L^2}^{\frac{1 - \frac{1}{2} \frac{1 - \frac{1}{2} - \frac{1}{\beta + 1}}{} \alpha + 1}{\alpha + 1}} \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^{\frac{1 - \frac{1}{2} \frac{1 - \frac{1}{2} - \frac{1}{\beta + 1}}{} \alpha + 1}{\alpha + 1}} \]
\[ \frac{d}{dt} ||\Delta \theta(t)||^2_{L^2} + \int_0^t \left( ||\Lambda^\alpha_{x_1} \Delta \theta(\tau)||^2_{L^2} + ||\Lambda^\beta_{x_2} \Delta \theta(\tau)||^2_{L^2} \right) d\tau \leq C(t, \theta_0), \]  

where \( C(t, \theta_0) \) is a constant depending on \( t \) and the initial norm \( ||\theta_0||_{H^2} \).

**Proof.** It follows from the proof of [45, Proposition 3.4] that

\[ \frac{d}{dt} ||\Delta \theta(t)||^2_{L^2} + ||\Lambda^\alpha_{x_1} \Delta \theta||^2_{L^2} + ||\Lambda^\beta_{x_2} \Delta \theta||^2_{L^2} \leq C ||\nabla \theta||^{2(2\alpha - 1)}_{L^2} ||\Lambda^\alpha_{x_1} \nabla \theta||^{2\alpha - 1}_{L^2} ||\Delta \theta||^2_{L^2}, \]

for \( \alpha > \frac{1}{2} \), while for \( \beta > \frac{1}{2} \)

\[ \frac{d}{dt} ||\Delta \theta(t)||^2_{L^2} + ||\Lambda^\alpha_{x_1} \Delta \theta||^2_{L^2} + ||\Lambda^\beta_{x_2} \Delta \theta||^2_{L^2} \leq C ||\nabla \theta||^{2(2\beta - 1)}_{L^2} ||\Lambda^\beta_{x_2} \nabla \theta||^{2\beta - 1}_{L^2} ||\Delta \theta||^2_{L^2}. \]

The classical Gronwall inequality along with (2.39) and (2.41) allow us to derive (2.44). Therefore, we end the proof of Proposition 2.4. \( \square \)
With the above obtained $H^2$-bound in hand, we are now ready to establish the global $H^\rho$-estimate.

**Proof of the global $H^\rho$-estimate.** By (3.38) and (3.39) of [15], we deduce from the obtained $H^\rho$-bound that

$$\int_0^t (\|\nabla \theta(\tau)\|_{L^\infty} + \|\nabla u(\tau)\|_{L^\infty}) \, d\tau \leq C(t, \theta_0).$$

According to the basic $H^\rho$-estimate of (1.1), one has

$$\frac{d}{dt} \|\theta(t)\|^2_{H^\rho} + \|\Lambda_1^\alpha \theta\|^2_{H^\rho} + \|\Lambda_2^\beta \theta\|^2_{H^\rho} \leq C(\|\nabla u\|_{L^\infty} + \|\nabla \theta\|_{L^\infty}) \|\theta\|^2_{H^\rho}.$$ 

The Gronwall inequality implies that

$$\|\theta(t)\|^2_{H^\rho} + \int_0^t (\|\Lambda_1^\alpha \theta(\tau)\|^2_{H^\rho} + \|\Lambda_2^\beta \theta(\tau)\|^2_{H^\rho}) \, d\tau \leq C(t, \theta_0).$$

With the above estimate in hand, the uniqueness is not difficult to derive (see P.95–P.97 of [15] for more details). This ends the proof of the global regularity part of Theorem 1.1.

\[\square\]

### 3. THE PROOF OF THEOREM 1.1: TIME DECAY

This section is devoted to the proof of the time decay as stated in Theorem 1.1. Here we are aiming at developing effective approaches to understand the large-time behavior of the system(s) with anisotropic fractional dissipation. We begin with the following simple lemma, which is a direct consequence of the classical ODE argument.

**Lemma 3.1.** If the non-negative function $X(t)$ satisfies

$$\frac{dX(t)}{dt} + \nu X^k(t) \leq 0, \quad X(0) \geq 0,$$

where the constants $\nu > 0$ and $k > 1$, then it holds

$$X(t) \leq \left[ X(0)^{1-k} + (k-1)\nu t \right]^{-\frac{1}{k-1}}.$$

With Lemma 3.1 and Proposition 2.1 in hand, we are able to show the basic $L^2$-decay rate for any weak solution of (1.1).

**Proposition 3.1.** Let $\alpha \in (0, 1]$, $\beta \in (0, 1]$ and $\theta_0 \in L^2(\mathbb{R}^2) \cap L^p(\mathbb{R}^2)$ with $p \in [1, 2)$, then any weak solution of (1.1) satisfies

$$\|\theta(t)\|_{L^2} \leq C_0 (1 + t)^{-\frac{(\alpha + \beta)(2-p)}{4\alpha p}},$$

(3.1)

where the constant $C_0 > 0$ depends only on $\alpha, \beta, p$ and $\theta_0$.

**Remark 3.1.** We remark that the argument adopted in establishing the decay estimate of the previous works relies heavily on the classical Fourier Splitting method introduced by Schonbek [37]. However, in the proof of Proposition 3.1, we chose not to apply Fourier Splitting techniques but to use the direct interpolation inequality.
Proof. By the simple energy estimate, it gives

\[
\frac{1}{2} \frac{d}{dt} \|\theta(t)\|_{L^2}^2 + \int_{\mathbb{R}^2} \Lambda_{x_1}^{2\alpha} \theta \theta \, dx + \int_{\mathbb{R}^2} \Lambda_{x_2}^{2\beta} \theta \theta \, dx = 0,
\]

which equals to

\[
\frac{1}{2} \frac{d}{dt} \|\theta(t)\|_{L^2}^2 + \|\Lambda_{x_1}^{\alpha} \theta\|_{L^2}^2 + \|\Lambda_{x_2}^{\beta} \theta\|_{L^2}^2 = 0. \tag{3.2}
\]

Now we claim that the following anisotropic interpolation inequality holds for \( p \in [1, 2) \)

\[
\|\theta\|_{L^p} \leq C\|\theta\|_{L^p}^{1-\mu} \|\Lambda_{x_1}^{k_1} \theta(x_1, x_2)\|_{L^{p\mu}_{x_1}} + \|\Lambda_{x_2}^{k_2} \theta(x_1, x_2)\|_{L^{p\mu}_{x_2}}. \tag{3.3}
\]

Making use of several interpolation inequalities in one-dimension, we can show

\[
\|\theta\|_{L^2} = \left\| \theta(x_1, x_2) \right\|_{L^2_{x_1}} \left\| \theta(x_1, x_2) \right\|_{L^2_{x_2}} \leq C \left\| \theta(x_1, x_2) \right\|_{L^p_{x_1}}^{1-\mu} \left\| \Lambda_{x_1}^{k_1} \theta(x_1, x_2) \right\|_{L^{p\mu}_{x_1}} + \left\| \Lambda_{x_2}^{k_2} \theta(x_1, x_2) \right\|_{L^{p\mu}_{x_2}}, \tag{3.4}
\]

where \( \mu \in (0, 1), k_1 > 0, k_2 > 0, r > 2, p \in [1, 2) \) should satisfy

\[
\frac{1}{2} = \frac{1 - \mu}{p} + \left( \frac{1}{2} - k_1 \right) \mu, \quad \frac{2(1 - \mu)r}{r - 2} = p, \quad \frac{1}{2} - k_2 = \frac{1}{\mu r}. \tag{3.5}
\]

Now we further choose

\[
\frac{k_1}{\alpha} + \frac{k_2}{\beta} = 1, \tag{3.6}
\]

then it implies

\[
\left\| \Lambda_{x_2}^{k_2} \Lambda_{x_1}^{k_1} \theta(x_1, x_2) \right\|_{L^2} = \left( \int_{\mathbb{R}^2} \xi_2^{2k_2} \xi_1^{2k_1} \left| \hat{\theta}(\xi) \right|^2 \, d\xi \right)^{\frac{1}{2}} = \left( \int_{\mathbb{R}^2} \left| \xi_2^{2k_2} \hat{h}(\xi) \right|^{\frac{2k_2}{\beta}} \left( \left| \xi_1 \right|^{2k_1} \left| \hat{\theta}(\xi) \right|^{\frac{2k_1}{\alpha}} \right) \, d\xi \right)^{\frac{1}{2}} \leq C \left( \int_{\mathbb{R}^2} \left| \xi_2 \right|^{2\beta} \left| \hat{\theta}(\xi) \right|^2 \, d\xi \right)^{\frac{k_2}{\beta}} \left( \int_{\mathbb{R}^2} \left| \xi_1 \right|^{2\alpha} \left| \hat{\theta}(\xi) \right|^2 \, d\xi \right)^{\frac{k_1}{\alpha}} = C \left\| \Lambda_{x_2}^{\beta} \right\|_{L^\infty}^{\frac{k_2}{\beta}} \left\| \Lambda_{x_1}^{\alpha} \theta \right\|_{L^2}^{\frac{k_1}{\alpha}}. \tag{3.7}
\]
Collecting (3.5) and (3.6), we finally derive that
\[ k_1 = k_2 = \frac{\alpha \beta}{\alpha + \beta}, \quad \mu = \frac{1}{p} - \frac{\alpha}{2}, \quad r = \frac{1}{p} + \frac{\alpha \beta}{\alpha + \beta} - \frac{1}{2}. \] (3.8)

Putting (3.7) into (3.4) and using (3.8) yields the desired (3.3). Recalling the fact that \( \theta(t) \|_{L^p} \leq \| \theta_0 \|_{L_p} \), it follows from (3.3) that
\[ \| \theta \|_{L^2} \leq C \| \Lambda^\alpha \theta \|_{L^2} \leq C \| \Lambda^\beta \theta \|_{L^2} \]
which yields
\[ \| \Lambda^\alpha \theta \|_{L^2}^2 + \| \Lambda^\beta \theta \|_{L^2}^2 \geq C \| \theta \|_{L^2}^2. \] (3.9)

This together with (3.2) shows
\[ \frac{d}{dt} \| \theta(t) \|_{L^2}^2 + C(\| \theta \|_{L^2}^2) \leq 0. \] (3.10)

Applying Lemma 3.1 to (3.9) gives
\[ \| \theta(t) \|_{L^2} \leq C_0(1 + t)^{-\frac{(\alpha + \beta)(2 - \rho)}{4\alpha \beta p}}. \]

Therefore, we end the proof of Proposition 3.1. \( \blacksquare \)

We remark that if we only have \( \theta_0 \in L^2(\mathbb{R}^2) \), then we can show the following non-uniform decay result.

**Proposition 3.2.** Let \( \min\{\alpha + 3\beta, 3\alpha + \beta\} \geq 4\alpha \beta \) with \( \alpha > 0, \beta > 0 \) and \( \theta_0 \in L^2(\mathbb{R}^2) \), then any weak solution of (1.1) satisfies
\[ \lim_{t \to \infty} \| \theta(t) \|_{L^2} = 0. \] (3.11)

**Remark 3.2.** The result of Proposition 3.2 for the case \( 0 < \alpha = \beta \leq 1 \) corresponds to the result of Niche and Schonbek [33, Theorem 1.1].

**Proof.** The proof is based on the Fourier splitting method. We first claim
\[ \hat{\theta}(\xi, t) \leq \hat{\theta}_0(\xi) e^{-((|\xi|^2 + |\xi|^3)t + Ct)|\xi|}. \] (3.12)

Taking the Fourier transformation to (1.1), it yields
\[ \partial_t \hat{\theta}(\xi, t) + (|\xi|^2 + |\xi|^3)\hat{\theta}(\xi, t) = -\langle \hat{u} \cdot \nabla \rangle \hat{\theta}(\xi, t), \]
which leads to
\[ \hat{\theta}(\xi, t) = \hat{\theta}_0(\xi) e^{-((|\xi|^2 + |\xi|^3)t)} - \int_0^t e^{-((|\xi|^2 + |\xi|^3)(t-\tau))} \langle \hat{u} \cdot \nabla \rangle \hat{\theta}(\xi, \tau) d\tau. \] (3.13)

Using the fact that the Fourier transform is a bounded map from \( L^1 \) into \( L^\infty \), we derive
\[ |\langle \hat{u} \cdot \nabla \rangle \hat{\theta}(\xi, t)| = |\nabla \cdot \hat{u}(\xi, t)| \leq |\xi| |\langle u \theta \rangle(\xi, t)| \leq |\xi| |\theta(\xi, t)| \leq |\xi| |\theta(\xi, t)| \leq |\xi| |\theta(\xi, t)|. \] (3.14)
Then we deduce from (3.12) that
\[ |\hat{\theta}(\xi, t)| \leq |\hat{\theta}_0(\xi)e^{-(|\xi_1|^{2\alpha} + |\xi_2|^{2\beta})t}| + C|\xi| \int_0^t e^{-(|\xi_1|^{2\alpha} + |\xi_2|^{2\beta})(t-\tau)} \|u(\tau)\|_L^2 \|\theta(\tau)\|_L^2 d\tau \]
\[ \leq |\hat{\theta}_0(\xi)e^{-(|\xi_1|^{2\alpha} + |\xi_2|^{2\beta})t}| + C|\xi| \int_0^t \|\theta(\tau)\|_L^2 d\tau \]
\[ \leq |\hat{\theta}_0(\xi)|e^{-(|\xi_1|^{2\alpha} + |\xi_2|^{2\beta})t} + Ct|\xi|, \]
which yields (3.11). Recalling (3.2), we have
\[ \frac{1}{2} \frac{d}{dt} \|\theta(t)\|_L^2 + \|\Lambda_{x_1}^\alpha \theta\|_L^2 + \|\Lambda_{x_2}^\beta \theta\|_L^2 = 0. \quad (3.13) \]
We denote
\[ E(t) = \{ \xi \in \mathbb{R}^2 : |\xi_1|^{2\alpha} + |\xi_2|^{2\beta} \leq f(t) \}, \]
where \( f(t) \leq C(1 + t)^{-1} \) is a smooth decreasing function to be fixed later on. It is easy to check that
\[ \|\Lambda_{x_1}^\alpha \theta\|_L^2 + \|\Lambda_{x_2}^\beta \theta\|_L^2 = \int_{\mathbb{R}^2} |\xi_1|^{2\alpha} |\hat{\theta}(t, \xi)|^2 d\xi + \int_{\mathbb{R}^2} |\xi_2|^{2\beta} |\hat{\theta}(t, \xi)|^2 d\xi \]
\[ = \int_{\mathbb{R}^2} (|\xi_1|^{2\alpha} + |\xi_2|^{2\beta}) |\hat{\theta}(t, \xi)|^2 d\xi \]
\[ \geq \int_{E(t)c} (|\xi_1|^{2\alpha} + |\xi_2|^{2\beta}) |\hat{\theta}(t, \xi)|^2 d\xi \]
\[ \geq f(t) \int_{E(t)c} |\hat{\theta}(t, \xi)|^2 d\xi \]
\[ = f(t) \int_{\mathbb{R}^2} |\hat{\theta}(t, \xi)|^2 d\xi - f(t) \int_{E(t)} |\hat{\theta}(t, \xi)|^2 d\xi, \]
which together with (3.13) implies
\[ \frac{d}{dt} \|\theta(t)\|_L^2 + f(t) \|\theta\|_L^2 \leq f(t) \int_{E(t)} |\hat{\theta}(t, \xi)|^2 d\xi. \quad (3.14) \]
Making use of (3.11), one obtains
\[ \int_{E(t)} |\hat{\theta}(t, \xi)|^2 d\xi \leq \int_{E(t)} |\hat{\theta}_0(\xi)e^{-(|\xi_1|^{2\alpha} + |\xi_2|^{2\beta})t}|^2 d\xi + C t^2 \int_{E(t)} |\xi|^2 d\xi \]
\[ \leq \int_{E(t)} |\hat{\theta}_0(\xi)e^{-(|\xi_1|^{2\alpha} + |\xi_2|^{2\beta})t}|^2 d\xi + Ct^2 \left( f(t) \frac{\alpha+3\beta}{2\alpha} + f(t) \frac{3\alpha+\beta}{2\alpha} \right), \]
where we have used (6.15) below, namely,
\[ \int_{E(t)} |\xi|^2 d\xi \leq C \left( f(t) \frac{\alpha+3\beta}{2\alpha} + f(t) \frac{3\alpha+\beta}{2\alpha} \right). \]
Thus, one concludes from (3.14) that
\[ \frac{d}{dt} \|\theta(t)\|_L^2 + f(t) \|\theta\|_L^2 \leq f(t) \int_{E(t)} |\hat{\theta}_0(\xi)|^2 e^{-2(|\xi_1|^{2\alpha} + |\xi_2|^{2\beta})t} d\xi \]
\[ + Ct^2 \left( f(t)^{1+\frac{\alpha+3\beta}{2\alpha}} + f(t)^{1+\frac{3\alpha+\beta}{2\alpha}} \right). \]
\[
\leq f(t) \int_{E(t)} |\hat{\theta}_0(\xi)|^2 \, d\xi
+ Ct^2 \left( f(t)^{1+\frac{\alpha+3\beta}{20\beta}} + f(t)^{1+\frac{3\alpha+\beta}{20\beta}} \right). \tag{3.15}
\]

Thanks to the definition of \(E(t)\) and \(\theta_0 \in L^2\), it is shown that for any \(\epsilon > 0\), there exists a \(t_\epsilon > 0\) such that
\[
\int_{E(t)} |\hat{\theta}_0(\xi)|^2 \, d\xi \leq \epsilon, \quad \forall t \geq t_\epsilon.
\]

It follows from (3.15) that for any \(t \geq t_\epsilon\)
\[
\frac{d}{dt} \|\theta(t)\|_{L^2}^2 + f(t)\|\theta\|_{L^2}^2 \leq \epsilon f(t) + C(1+t)^2 \left( f(t)^{1+\frac{\alpha+3\beta}{20\beta}} + f(t)^{1+\frac{3\alpha+\beta}{20\beta}} \right). \tag{3.16}
\]

Multiplying \(e^{\int_{t_\epsilon}^t f(r) \, dr}\) both side of (3.16) and integrating in time over \([t_\epsilon, t]\) imply
\[
e^{\int_{t_\epsilon}^t f(r) \, dr} \|\hat{\theta}(t)\|_{L^2}^2 \leq \|\hat{\theta}(t_\epsilon)\|_{L^2}^2 + \epsilon \int_{t_\epsilon}^t e^{\int_{t_\epsilon}^\lambda f(r) \, dr} f(\lambda) \, d\lambda
+ C \int_{t_\epsilon}^t e^{\int_{t_\epsilon}^\lambda f(r) \, dr} (1+\lambda)^2 \left( f(\lambda)^{1+\frac{\alpha+3\beta}{20\beta}} + f(\lambda)^{1+\frac{3\alpha+\beta}{20\beta}} \right) \, d\lambda. \tag{3.17}
\]

Taking \(g(t) = \frac{k}{(e+t)\ln(e+t)}\) with some \(k > \max\{\frac{\alpha+3\beta}{20\beta}, \frac{3\alpha+\beta}{20\beta}\}\), we deduce from (3.17) that
\[
\|\hat{\theta}(t)\|_{L^2}^2 \leq \|\hat{\theta}(t_\epsilon)\|_{L^2}^2 + \frac{k\epsilon}{\ln^k(e+t_\epsilon)} \int_{t_\epsilon}^t \ln^{k-1}(e+\lambda) \, d\lambda
+ \frac{C}{\ln^k(e+t_\epsilon)} \int_{t_\epsilon}^t \ln^{k-1} \frac{\alpha+3\beta}{20\beta} (e+\lambda)^{\frac{\alpha+3\beta}{20\beta}-1} \, d\lambda
+ \frac{C}{\ln^k(e+t_\epsilon)} \int_{t_\epsilon}^t \ln^{k-1} \frac{3\alpha+\beta}{20\beta} (e+\lambda)^{\frac{3\alpha+\beta}{20\beta}-1} \, d\lambda
\leq \|\theta_0\|_{L^2}^2 + \epsilon \frac{\ln^k(e+t) - \ln^k(e+t_\epsilon)}{\ln^k(e+t_\epsilon)}
+ C \frac{\ln^k \frac{\alpha+3\beta}{20\beta}(e+t) - \ln^k \frac{\alpha+3\beta}{20\beta}(e+t_\epsilon)}{\ln^k(e+t_\epsilon)}
+ C \frac{\ln^k \frac{3\alpha+\beta}{20\beta}(e+t) - \ln^k \frac{3\alpha+\beta}{20\beta}(e+t_\epsilon)}{\ln^k(e+t_\epsilon)},
\]
This yields 
\[ \epsilon > \lambda \]
Based on (3.18), with regard to the above \( \epsilon > 0 \), there exists a \( T_\epsilon > t_\epsilon > 0 \) such that
\[ \frac{\ln k(e + t_\epsilon)}{\ln k(e + t)} \| \theta_0 \|^2_{L^2} + \epsilon + \frac{C}{\ln \frac{\alpha + 3\beta}{2\alpha \beta} (e + t)} + \frac{C}{\ln \frac{2\alpha + \beta}{2\alpha \beta} (e + t)} \leq \epsilon, \quad \forall t \geq T_\epsilon. \]

As a result, we show that for any \( \epsilon > 0 \), there exists a \( T_\epsilon > 0 \) such that
\[ \| \hat{\theta}(t) \|^2_{L^2} \leq 2\epsilon, \quad \forall t \geq T_\epsilon. \]

This implies
\[ \lim_{t \to \infty} \| \hat{\theta}(t) \|^2_{L^2} = 0. \]
Thus, one obtains
\[ \lim_{t \to \infty} \| \theta(t) \|^2_{L^2} = 0. \]
Therefore, this ends the proof of Proposition 3.2. \( \square \)

Next, we derive the preliminary decay rate for \( \nabla \theta \), which is essential to obtain the sharp decay rate for itself.

**Proposition 3.3.** If \( \alpha \) and \( \beta \) satisfy (1.3) and \( \theta_0 \in \tilde{H}^1(\mathbb{R}^2) \cap L^p(\mathbb{R}^2) \) with \( p \in [1, 2) \), then the solution of (1.1) admits the decay estimate
\[ \| \nabla \theta(t) \|^2_{L^2} \leq C_0 (1 + t)^{-\frac{\alpha + \beta(2 - p)}{4\alpha \beta}}, \]
where the constant \( C_0 > 0 \) depends only on \( \alpha, \beta, p \) and \( \theta_0 \).

**Proof.** It follows from (2.30) and (2.43) that
\[ \frac{d}{dt} \| \nabla \theta(t) \|^2_{L^2} + \| \Lambda_{x_1} \nabla \theta \|^2_{L^2} + \| \Lambda_{x_2} \nabla \theta \|^2_{L^2} \leq G(t) \| \theta \|^2_{L^2}, \]
where \( G(t) \) is given by
\[ G(t) = \max \{ F(t), D(t) \}. \]
By means of Proposition 2.1, one derives
\[ \sup_{t \geq 0} G(t) \leq C \]
for some absolute constant \( C \) depending only on \( \alpha, \beta \) and \( \theta_0 \). This further shows
\[ \frac{d}{dt} \| \nabla \theta(t) \|^2_{L^2} + \| \Lambda_{x_1} \nabla \theta \|^2_{L^2} + \| \Lambda_{x_2} \nabla \theta \|^2_{L^2} \leq C \| \theta \|^2_{L^2}. \]
Making use of the following interpolation inequalities (see (2.4))
\[ \| \Lambda_{x_1} \theta \|_{L^2} \leq C \| \theta \|_{L^2}^{\frac{1}{2}} \| \Lambda_{x_1}^{1+\alpha} \theta \|_{L^2}^{\frac{1}{2}}, \quad \| \Lambda_{x_2} \theta \|_{L^2} \leq C \| \theta \|_{L^2}^{\frac{1}{2}} \| \Lambda_{x_2}^{1+\beta} \theta \|_{L^2}^{\frac{1}{2}}, \]
we have that
\[
\|\nabla \theta\|_{L^2}^2 = \| \Lambda_{x_1} \theta\|_{L^2}^2 + \| \Lambda_{x_2} \theta\|_{L^2}^2 \\
\leq C \|\theta\|_{L^2}^{\frac{2\alpha}{\alpha+\beta}} \| \Lambda^{1+\alpha} \theta\|_{L^2}^{\frac{2(1+\alpha)}{\alpha+\beta}} + C \|\theta\|_{L^2}^{\frac{2\beta}{\alpha+\beta}} \| \Lambda^{1+\beta} \theta\|_{L^2}^{\frac{2(1+\beta)}{\alpha+\beta}} \\
\leq \|\Lambda_{x_1} \nabla \theta\|_{L^2}^2 + \| \Lambda_{x_2} \nabla \theta\|_{L^2}^2 + C \|\theta\|_{L^2}^2,
\]
which along with (3.20) and (3.1) yield
\[
\frac{d}{dt} \|\nabla \theta(t)\|_{L^2}^2 + \|\nabla \theta\|_{L^2}^2 \leq C \|\theta\|_{L^2}^2 \leq C(1 + t)^{-\frac{(\alpha + \beta)(2-p)}{4\alpha\beta p}}. 
\tag{3.21}
\]
We deduce from (3.21) that
\[
\frac{d}{dt} (e^t \|\nabla \theta(t)\|_{L^2}^2) \leq C e^t (1 + t)^{-\frac{(\alpha + \beta)(2-p)}{2\alpha\beta p}},
\]
which further yields
\[
e^t \|\nabla \theta(t)\|_{L^2}^2 \leq \|\nabla \theta_0\|_{L^2}^2 + C \int_0^t e^\tau (1 + \tau)^{-\frac{(\alpha + \beta)(2-p)}{2\alpha\beta p}} d\tau.
\tag{3.22}
\]
As a result, one has
\[
\|\nabla \theta(t)\|_{L^2}^2 \leq e^{-t} \|\nabla \theta_0\|_{L^2}^2 + C \int_0^t e^{-(t-\tau)} (1 + \tau)^{-\frac{(\alpha + \beta)(2-p)}{2\alpha\beta p}} d\tau. 
\tag{3.22}
\]
We now appeal to the following simple fact
\[
\int_0^t e^{-(t-\tau)} (1 + \tau)^{-\varrho} d\tau \leq C(\vartheta, \varrho)(1 + t)^{-\varrho}, \quad \vartheta > 0, \varrho > 0, \tag{3.23}
\]
which is due to
\[
\int_0^t e^{-(t-\tau)} (1 + \tau)^{-\varrho} d\tau = \int_0^{\frac{t}{2}} e^{-(t-\tau)} (1 + \tau)^{-\varrho} d\tau + \int_{\frac{t}{2}}^t e^{-(t-\tau)} (1 + \tau)^{-\varrho} d\tau \\
\leq e^{-\frac{\varrho t}{2}} \int_0^{\frac{t}{2}} (1 + \tau)^{-\varrho} d\tau + (1 + \frac{t}{2})^{-\varrho} \int_{\frac{t}{2}}^t e^{-\varrho s} ds \\
\leq e^{-\frac{\varrho t}{2}} \left(1 + \frac{t}{2}\right)^{-\varrho} \int_0^{\frac{t}{2}} e^{-\varrho s} ds \\
\leq C(\vartheta)(1 + t)^{-\varrho} + \frac{C(\vartheta)}{\varrho}(1 + t)^{-\varrho} \\
\leq C(\vartheta, \varrho)(1 + t)^{-\varrho}.
\]
Invoking (3.23), we deduce from (3.22) that
\[
\|\nabla \theta(t)\|_{L^2}^2 \leq C(1 + t)^{-\frac{(\alpha + \beta)(2-p)}{4\alpha\beta p}}.
\]
Therefore, this completes the proof of Proposition 3.3.
\[\square\]

We now proceed to improve the decay estimate (3.19), which turns out to be the key to obtain all the higher order decay estimates.
Proposition 3.4. If \( \alpha \) and \( \beta \) satisfy (L.3) and \( \theta_0 \in \dot{H}^1(\mathbb{R}^2) \cap L^p(\mathbb{R}^2) \) with \( p \in [1, 2) \), then the solution admits the decay estimate
\[
\|\nabla \theta(t)\|_{L^2} \leq C_0 (1 + t)^{-\frac{(\alpha + \beta)(2 - p) + 2 \min(\alpha, \beta)p}{4 \alpha \beta p}},
\]
where the constant \( C_0 > 0 \) depends only on \( \alpha, \beta, p \) and \( \theta_0 \).

Proof. We first claim that (3.24) holds true for the case: \( \beta > \frac{1}{2 \alpha + 1}, \ 0 < \alpha \leq \frac{1}{2} \). In this case, we deduce from (2.10), (2.24) and (2.27), respectively
\[
\mathcal{J}_1, \ \mathcal{J}_2 \leq C\|\Lambda^2 \Lambda^\delta_{x_2} \partial_x \theta\|_{L^2} \|\theta\|_{L^p} \|\Lambda^\beta \nabla \theta\|_{L^2}^\frac{\alpha}{\alpha + 1} \|\Lambda^\alpha \nabla \theta\|_{L^2}^\frac{1}{\alpha + 1},
\]
\[
\mathcal{J}_3 \leq C\|\Lambda^2 \Lambda^\delta_{x_2} \partial_x \theta\|_{L^2} \|\theta\|_{L^p} \|\Lambda^\beta \nabla \theta\|_{L^2}^\frac{\alpha}{\alpha + 1} \|\Lambda^\alpha \nabla \theta\|_{L^2}^\frac{1}{\alpha + 1},
\]
\[
\mathcal{J}_4 \leq C\|\Lambda^2 \Lambda^\delta_{x_2} \partial_x \theta\|_{L^2} \|\theta\|_{L^p} \|\Lambda^\beta \nabla \theta\|_{L^2}^\frac{1}{\alpha + 1},
\]
for any \( q, \tilde{q}, \tilde{q} \in (2, \infty) \) and \( \delta = \frac{1 - \alpha \beta}{\alpha + 1} \). Plugging (3.25), (3.26) and (3.27) into (2.10) gives
\[
\frac{1}{2} \frac{d}{dt}\|\nabla \theta(t)\|_{L^2}^2 + \|\Lambda^\alpha \nabla \theta\|_{L^2}^2 + \|\Lambda^\beta \nabla \theta\|_{L^2}^2
\leq C\|\Lambda^2 \Lambda^\delta_{x_2} \partial_x \theta\|_{L^2} \|\theta\|_{L^p} \|\Lambda^\beta \nabla \theta\|_{L^2}^\frac{\alpha}{\alpha + 1} \|\Lambda^\alpha \nabla \theta\|_{L^2}^\frac{1}{\alpha + 1},
\]
\[
+ C\|\Lambda^2 \Lambda^\delta_{x_2} \partial_x \theta\|_{L^2} \|\theta\|_{L^p} \|\Lambda^\beta \nabla \theta\|_{L^2}^\frac{\alpha}{\alpha + 1} \|\Lambda^\alpha \nabla \theta\|_{L^2}^\frac{1}{\alpha + 1},
\]
\[
+ C\|\Lambda^2 \Lambda^\delta_{x_2} \partial_x \theta\|_{L^2} \|\theta\|_{L^p} \|\Lambda^\beta \nabla \theta\|_{L^2} \|\Lambda^\alpha \nabla \theta\|_{L^2},
\]
\[
\leq C\|\nabla \theta\|_{L^2}^\frac{\delta}{\beta} \|\Lambda^\alpha \nabla \theta\|_{L^2}^\frac{1}{\beta} \|\Lambda^\beta \nabla \theta\|_{L^2}^\frac{\delta}{\alpha} \|\theta\|_{L^p} \|\Lambda^\beta \nabla \theta\|_{L^2}^\frac{\alpha}{\alpha + 1} \|\Lambda^\alpha \nabla \theta\|_{L^2}^\frac{1}{\alpha + 1},
\]
\[
+ C\|\nabla \theta\|_{L^2}^\frac{\delta + \frac{\delta}{\alpha}}{\beta} \|\Lambda^\beta \nabla \theta\|_{L^2}^\frac{\delta + \frac{\delta}{\alpha}}{\alpha} \|\theta\|_{L^p} \|\Lambda^\alpha \nabla \theta\|_{L^2}^\frac{1}{\alpha + 1},
\]
\[
+ C\|\nabla \theta\|_{L^2} \|\Lambda^\beta \nabla \theta\|_{L^2}^\frac{1}{\beta} \|\theta\|_{L^p} \|\Lambda^\alpha \nabla \theta\|_{L^2}^\frac{1}{\alpha + 1},
\]
\[
\leq \frac{1}{2} \|\Lambda^\alpha \nabla \theta\|_{L^2}^2 + \frac{1}{2} \|\Lambda^\beta \nabla \theta\|_{L^2}^2 + C\|\theta\|_{L^p}^\frac{2(\alpha + 1)\beta - 1}{[\alpha q - 2(\alpha + 1)]\beta} \|\nabla \theta\|_{L^2}^2
\]
\[
+ C\|\theta\|_{L^p}^\frac{2^2 \beta}{2(\alpha + 1)\delta q} \|\nabla \theta\|_{L^2}^2 + C\|\theta\|_{L^p}^\frac{2^2 \beta}{2(\alpha + 1)\delta q} \|\nabla \theta\|_{L^2}^2,
\]
where we have used (2.4) and (2.6). It follows from (3.28) that
\[
\frac{d}{dt}\|\nabla \theta(t)\|_{L^2}^2 + \|\Lambda^\alpha \nabla \theta\|_{L^2}^2 + \|\Lambda^\beta \nabla \theta\|_{L^2}^2
\leq C\|\theta\|_{L^p}^\frac{2(\alpha + 1)\beta - 1}{[\alpha q - 2(\alpha + 1)]\beta} \|\nabla \theta\|_{L^2}^2 + C\|\theta\|_{L^p}^\frac{2^2 \beta}{2(\alpha + 1)\delta q} \|\nabla \theta\|_{L^2}^2,
Due to the arbitrariness of \( q \), where \( \kappa \) we deduce from (3.1) and (3.19) that for any \( k \in (2, \infty) \)

\[
\|\theta\|_{L^k} \leq C \|\theta\|_{L^2}^{\frac{k-2}{2}} \|\nabla \theta\|_{L^2}^{\frac{k-2}{k}} \leq C (1 + t)^{-\frac{(\alpha + \beta)(2 - p)}{4\alpha \beta p}}.
\]  

(3.30)

Combining this and (3.29) gives

\[
\frac{d}{dt} \|\nabla \theta(t)\|_{L^2}^2 + \|\Lambda_x \nabla \theta\|_{L^2}^2 + \|\Lambda_{x_2} \nabla \theta\|_{L^2}^2 \leq C (1 + t)^{-\frac{(\alpha + \beta)(2 - p)}{4\alpha \beta p}} \|\nabla \theta\|_{L^2}^2,
\]

(3.31)

where \( \kappa = \min \{\Gamma_1, \Gamma_2, \Gamma_3\} \) with

\[
\Gamma_1 = \frac{2\alpha(\alpha + 1)\beta q}{|(2\alpha + 1)\beta - 1| \alpha q - 2(\alpha + 1) \beta},
\]

\[
\Gamma_2 = \frac{2(\alpha + 1)\beta q}{|(2\alpha + 1)\beta - 1| q - 2(\alpha + 1)}, \quad \Gamma_3 = \frac{2\beta q}{(2\beta - 1) q - 2}.
\]

Due to the arbitrariness of \( q, \bar{q}, \hat{q} \in (2, \infty) \), one can take some suitable \( q, \bar{q}, \hat{q} \) such that

\[
\frac{(\alpha + \beta)(2 - p)\kappa}{4\alpha \beta p} > 1.
\]

(3.32)

Now we denote

\[ E(t) = \{\xi \in \mathbb{R}^2 : |\xi_1|^{2\alpha} + |\xi_2|^{2\beta} \leq f(t)\} \]

for a smooth decreasing function \( f(t) \) to be determined hereafter. It thus yields

\[
\|\Lambda_{x_1} \nabla \theta\|_{L^2}^2 + \|\Lambda_{x_2} \nabla \theta\|_{L^2}^2 = \int_{\mathbb{R}^2} |\xi_1|^{2\alpha} |\nabla \theta(t, \xi)|^2 d\xi + \int_{\mathbb{R}^2} |\xi_2|^{2\beta} |\nabla \theta(t, \xi)|^2 d\xi
\]

\[
= \int_{\mathbb{R}^2} (|\xi_1|^{2\alpha} + |\xi_2|^{2\beta}) |\nabla \theta(t, \xi)|^2 d\xi
\]

\[
\geq \int_{E(t)^c} (|\xi_1|^{2\alpha} + |\xi_2|^{2\beta}) |\nabla \theta(t, \xi)|^2 d\xi
\]

\[
\geq f(t) \int_{E(t)^c} |\nabla \theta(t, \xi)|^2 d\xi
\]

\[
= f(t) \int_{\mathbb{R}^2} |\nabla \theta(t, \xi)|^2 d\xi - f(t) \int_{E(t)} |\nabla \theta(t, \xi)|^2 d\xi,
\]

(3.33)

which together with (3.31) gives

\[
\frac{d}{dt} \|\nabla \theta(t)\|_{L^2}^2 + f(t) \|\nabla \theta\|_{L^2}^2 \leq f(t) \int_{E(t)} |\nabla \theta(t, \xi)|^2 d\xi
\]

\[
+ C (1 + t)^{-\frac{(\alpha + \beta)(2 - p)\kappa}{4\alpha \beta p}} \|\nabla \theta\|_{L^2}^2.
\]

(3.34)

By direct computations, we may check that

\[
\int_{E(t)} |\nabla \theta(t, \xi)|^2 d\xi \leq \int_{E(t)} |\xi|^2 |\tilde{\theta}(\xi)|^2 d\xi
\]

\[
\leq \int_{E(t)} (|\xi_1|^2 + |\xi_2|^2) |\tilde{\theta}(\xi)|^2 d\xi
\]
\[
\begin{aligned}
&\leq C \int_{E(t)} \left( f(t) \frac{1}{\alpha} + f(t) \frac{1}{\beta} \right) |\hat{\theta}(\xi)|^2 \, d\xi \\
&\leq C \left( f(t) \frac{1}{\alpha} + f(t) \frac{1}{\beta} \right) \|\theta\|_{L^2}^2.
\end{aligned}
\] (3.35)

Putting (3.35) into (3.34) implies
\[
\frac{d}{dt}\|\nabla \theta(t)\|_{L^2}^2 + f(t) \|\nabla \theta\|_{L^2}^2 \leq C \left( f(t) \frac{1}{\alpha} + f(t) \frac{1}{\beta} \right) \|\theta\|_{L^2}^2 + C(1 + t) \left( \frac{1}{\alpha} + \frac{1}{\beta} \right) \|\nabla \theta\|_{L^2}^2
\]

\[
\leq C \left( f(t) \frac{1}{\alpha} + f(t) \frac{1}{\beta} \right) (1 + t) \left( \frac{1}{\alpha} + \frac{1}{\beta} \right) \|\nabla \theta\|_{L^2}^2.
\] (3.36)

Taking \( f(t) = \frac{\alpha}{1+t} \) with \( \alpha \) suitable large, we deduce from (3.36) that
\[
\frac{d}{dt}\|\nabla \theta(t)\|_{L^2}^2 + \frac{\theta}{1+t} \|\nabla \theta\|_{L^2}^2 \leq C(1 + t)^{-1-\min\left(\frac{1}{\alpha}, \frac{1}{\beta}\right)} \frac{(\alpha + \beta)(2-p)}{4\alpha\beta p} \|\nabla \theta\|_{L^2}^2
\]

\[
\leq \tilde{C}(1 + t)^{-1-\min\left(\frac{1}{\alpha}, \frac{1}{\beta}\right)} \frac{(\alpha + \beta)(2-p)}{4\alpha\beta p} \|\nabla \theta\|_{L^2}^2.
\] (3.37)

Recalling (3.32), we deduce from (3.37) that
\[
\frac{d}{dt}\|\nabla \theta(t)\|_{L^2}^2 + \frac{\theta - \tilde{C}}{1+t} \|\nabla \theta\|_{L^2}^2 \leq C(1 + t)^{-1-\min\left(\frac{1}{\alpha}, \frac{1}{\beta}\right)} \frac{(\alpha + \beta)(2-p)}{4\alpha\beta p} \|\nabla \theta\|_{L^2}^2
\]

As a result, one derives
\[
\frac{d}{dt} \left( (1 + t)^{e^C} \|\nabla \theta(t)\|_{L^2}^2 \right) \leq C(1 + t)^{e^C} \left( 1 + t \right)^{-\min\left(\frac{1}{\alpha}, \frac{1}{\beta}\right)} \frac{(\alpha + \beta)(2-p)}{4\alpha\beta p} \|\nabla \theta\|_{L^2}^2.
\] (3.38)

Integrating (3.38) in time, we obtain
\[
(1 + t)^{e^C} \|\nabla \theta(t)\|_{L^2}^2 \leq \|\nabla \theta_0\|_{L^2}^2 + C(1 + t)^{e^C} \left( 1 + t \right)^{-\min\left(\frac{1}{\alpha}, \frac{1}{\beta}\right)} \frac{(\alpha + \beta)(2-p)}{4\alpha\beta p} \|\nabla \theta\|_{L^2}^2,
\]

which implies
\[
\|\nabla \theta(t)\|_{L^2}^2 \leq C(1 + t) \frac{\min\left(\frac{1}{\alpha}, \frac{1}{\beta}\right) \frac{(\alpha + \beta)(2-p)}{4\alpha\beta p}}{1+t}.
\]

Next we claim that (3.24) still holds true for the case: \( \beta > \frac{1-\alpha}{2\alpha} \), \( \frac{1}{2} < \alpha < 1 \). We get from (2.33), (2.36) and (2.39), respectively
\[
\mathcal{J}_1 \leq C \|A^2 \Lambda_{x_1}^{1-\alpha} \partial_{x_1} \theta\|_{L^2} \|\theta\|_{L^r} \|\Lambda_{x_1}^{\alpha} \partial_{x_1} \theta\|_{L^2},
\] (3.39)

\[
\mathcal{J}_2 \leq C \|A^2 \Lambda_{x_1}^{1-\delta} \partial_{x_1} \theta\|_{L^2} \|\theta\|_{L^r} \|\Lambda_{x_1}^{\alpha+1} \theta\|_{L^2} \|\Lambda_{x_2}^{\beta+1} \theta\|_{L^2}^{\frac{1}{\beta+1}} + C \|A^2 \Lambda_{x_1}^{1-\alpha} \partial_{x_1} \theta\|_{L^2} \|\theta\|_{L^r} \|\Lambda_{x_1}^{\alpha} \partial_{x_1} \theta\|_{L^2},
\] (3.40)

\[
\mathcal{J}_3, \mathcal{J}_4 \leq C \|A^2 \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta\|_{L^2} \|\theta\|_{L^r} \|\Lambda_{x_1}^{\alpha+1} \theta\|_{L^2} \|\Lambda_{x_2}^{\beta+1} \theta\|_{L^2}^{\frac{1}{\beta+1}}
\]

for any \( r, \tilde{r}, \tilde{r} \in (2, \infty) \) and \( \delta = \frac{(\alpha+1)\beta}{\beta+1} \). Putting (3.39), (3.40) and (3.41) into (2.32) yields
\[
\frac{1}{2} \frac{d}{dt} \|\nabla \theta(t)\|_{L^2}^2 + \|A_{x_1}^{\alpha} \nabla \theta\|_{L^2}^2 + \|A_{x_2}^{\beta} \nabla \theta\|_{L^2}^2
\]
Due to the arbitrariness of \( \frac{1}{2} \), Proposition 3.4.

The remainder proof of this case can be performed as that for the above case:

Using (3.30), we conclude from (3.42) that

\[
\kappa \leq \min \left\{ \frac{2\alpha r}{(2\alpha - 1)r - 2}, \frac{2\alpha(\beta + 1)\tilde{r}}{(2\alpha\beta + \alpha - 1)\tilde{r} - 2(\beta + 1)}, \frac{2\alpha\beta(\beta + 1)\tilde{r}}{(2\alpha\beta + \alpha - 1)\beta\tilde{r} - 2(\beta + 1)} \right\}.
\]

Due to the arbitrariness of \( r, \tilde{r}, \tilde{r} \in (2, \infty) \), we take some suitable \( r, \tilde{r}, \tilde{r} \) such that

\[
\left( \frac{\alpha + \beta}{2} \right) (2 - p) \kappa > 1.
\]

The remainder proof of this case can be performed as that for the above case: \( \beta > \frac{1}{2} \). Thus, we omit the details. Consequently, we complete the proof of Proposition 3.4. \( \square \)

As a corollary of the proof of Proposition 3.4, we have the following result.
Proof. We recall \((3.31)\) and \((3.43)\), namely
\[
\int_0^\infty \left( \| \Lambda_{x_1} \nabla \theta (t) \|_{L^2}^2 + \| \Lambda_{x_2} \nabla \theta (t) \|_{L^2}^2 \right) \leq C_0,
\]
where the constant \(C_0 > 0\) depends only on \(\alpha, \beta, p\) and \(\theta_0\).

Proposition 3.6. If \(\alpha\) and \(\beta\) satisfy \((1.3)\) and \(\theta_0 \in \dot{H}^1(\mathbb{R}^2) \cap L^p(\mathbb{R}^2)\) with \(p \in [1, 2)\), then it holds
\[
\sup_{t \geq 0} \| \Delta \theta (t) \|_{L^2} \leq C_0,
\]
where the constant \(C_0 > 0\) depends only on \(\alpha, \beta, p\) and \(\theta_0\).

Proof. The proof is inspired by the proof of [45, Proposition 3.4]. But compared with [45, Proposition 3.4], here we need more delicate estimates, which act some key roles in deriving the sharp decay estimate of the solution in \(\dot{H}^2\)-norm (see \((3.57)\) below). To achieve this goal, we apply \(\Delta\) to \((1.1)\) and multiply it by \(\Delta \theta\), then integrate it over \(\mathbb{R}^2\) by parts to show
\[
\frac{1}{2} \frac{d}{dt} \| \Delta \theta (t) \|_{L^2}^2 + \| \Lambda_{x_1} \Delta \theta \|_{L^2}^2 + \| \Lambda_{x_2} \Delta \theta \|_{L^2}^2 = - \int_{\mathbb{R}^2} \Delta \{(u \cdot \nabla) \theta\} \Delta \theta \, dx.
\]

By means of the divergence free condition, the term at the right hand side of \((3.48)\) can be rewritten as follows
\[
- \int_{\mathbb{R}^2} \Delta \{(u \cdot \nabla) \theta\} \Delta \theta \, dx

= \int_{\mathbb{R}^2} \Delta u_1 \partial_{x_1} \theta \Delta \theta \, dx + \int_{\mathbb{R}^2} \Delta u_2 \partial_{x_2} \theta \Delta \theta \, dx + 2 \int_{\mathbb{R}^2} \partial_{x_1} u_1 \partial_{x_1} \theta \Delta \theta \, dx

+ 2 \int_{\mathbb{R}^2} \partial_{x_2} u_1 \partial_{x_2} \theta \Delta \theta \, dx + 2 \int_{\mathbb{R}^2} \partial_{x_1} u_2 \partial_{x_1} \theta \Delta \theta \, dx + 2 \int_{\mathbb{R}^2} \partial_{x_2} u_2 \partial_{x_2} \theta \Delta \theta \, dx
\]
\[ \Delta \sum_{m=1}^{6} \Xi_m. \] (3.49)

Now our target is to handle the six terms at the right hand side of (3.49). We should point out that if \( \alpha \) and \( \beta \) satisfy (1.3), then \( \alpha > \frac{1}{2} \) or \( \beta > \frac{1}{2} \) holds true. Therefore, we split the proof into two cases, namely,

**Case 1**: \( \alpha > \frac{1}{2} ; \quad \text{Case 2}: \quad \beta > \frac{1}{2} \).

We first deal with **Case 1**. In this case, the terms \( \Xi_2-\Xi_5 \) can be estimated by using (2.5) that

\[ \Xi_2 \leq C \left\| \partial_x \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \left\| \Delta u_2 \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta u_2 \right\|_{L^2} \]

\[ \leq C \left\| \nabla \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \]

\[ \leq \varepsilon \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2}^2 + C(\varepsilon) \left\| \nabla \theta \right\|_{L^2}^{2\alpha-1} \left\| \Delta \theta \right\|_{L^2}^2, \]

\[ \Xi_3 \leq C \left\| \partial_x u_1 \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \left\| \partial_x \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \]

\[ \leq C \left\| \nabla \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \]

\[ \leq \varepsilon \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2}^2 + C(\varepsilon) \left\| \nabla \theta \right\|_{L^2}^{2\alpha-1} \left\| \Delta \theta \right\|_{L^2}^2, \]

\[ \Xi_4 \leq C \left\| \partial_x u_1 \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \left\| \partial_x \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \]

\[ \leq C \left\| \nabla \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \]

\[ \leq \varepsilon \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2}^2 + C(\varepsilon) \left\| \nabla \theta \right\|_{L^2}^{2\alpha-1} \left\| \Delta \theta \right\|_{L^2}^2, \]

\[ \Xi_5 \leq C \left\| \partial_x u_2 \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \left\| \partial_x \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \]

\[ \leq C \left\| \nabla \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \]

\[ \leq \varepsilon \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2}^2 + C(\varepsilon) \left\| \nabla \theta \right\|_{L^2}^{2\alpha-1} \left\| \Delta \theta \right\|_{L^2}^2, \]

where we have frequently used the Plancherel Theorem and the fact \( u = (-\mathcal{R}_2 \theta, \mathcal{R}_4 \theta) \). The details can be found from (3.26) to (3.36) of [45, Proposition 3.4]. The terms \( \Xi_1 \) and \( \Xi_6 \) should be handled differently. More precisely, we appeal to (2.3) to derive

\[ \Xi_1 \leq C \left\| \Delta \theta \right\|_{L^2} \left\| \frac{\alpha-\beta}{2\alpha-1} \partial_x \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \partial_x \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \left\| \Delta u_1 \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta u_1 \right\|_{L^2} \]

\[ \leq C \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \left\| \frac{\alpha-\beta}{2\alpha-1} \partial_x \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \left\| \Delta u_1 \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta u_1 \right\|_{L^2} \]

\[ \leq C \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \left\| \frac{1}{2\alpha-1} \partial_x \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \left\| \Delta u_1 \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta u_1 \right\|_{L^2} \]

\[ \leq \varepsilon \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2}^2 + \varepsilon \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2}^2 + C(\varepsilon) \left\| \nabla \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \]

\[ \leq \varepsilon \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2}^2 + \varepsilon \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2}^2 + C(\varepsilon) \left\| \nabla \theta \right\|_{L^2} \left\| \Lambda_1^\alpha \Delta \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \]
\[ \Xi_6 = 2 \int_{\mathbb{R}^2} \partial_{x_1} R_2 \theta \partial_{x_2^2} \theta \Delta \theta \, dx \]

\[
\leq C \left\| \Delta \theta \right\|_{L^2_{x_1} L^2_{x_2}} \left\| \partial_{x_1} R_2 \theta \right\|_{L^2_{x_1} L^2_{x_2}} \left\| \Lambda^\alpha_{x_1} \partial_{x_1} R_2 \theta \right\|_{L^2_{x_1} L^2_{x_2}} \left\| \Lambda^\alpha_{x_2} \partial_{x_2} \theta \right\|_{L^2_{x_1} L^2_{x_2}} \left\| \Lambda^\alpha_{x_2} \partial_{x_2} R_2 \theta \right\|_{L^2_{x_1} L^2_{x_2}} \left\| \Lambda^\alpha_{x_2} \partial_{x_2} R_2 \theta \right\|_{L^2_{x_1} L^2_{x_2}} \left\| \Delta \theta \right\|_{L^2_{x_1} L^2_{x_2}} \left\| \Lambda^\alpha_{x_1} \Delta \theta \right\|_{L^2_{x_1} L^2_{x_2}} \\
\times \left\| \partial_{x_2^2} \theta \right\|_{L^2_{x_1} L^2_{x_2}} \left\| \Lambda^\alpha_{x_1} \partial_{x_2^2} \theta \right\|_{L^2_{x_1} L^2_{x_2}} \\
\leq C \left\| \Lambda^\alpha_{x_2} \Delta \theta \right\|_{L^2_{x_1} L^2_{x_2}} \left\| \nabla \theta \right\|_{L^2_{x_1} L^2_{x_2}} \left\| \Delta \theta \right\|_{L^2_{x_1} L^2_{x_2}} \left\| \Delta \theta \right\|_{L^2_{x_1} L^2_{x_2}} \left\| \Delta \theta \right\|_{L^2_{x_1} L^2_{x_2}} \left\| \Delta \theta \right\|_{L^2_{x_1} L^2_{x_2}} \left\| \Delta \theta \right\|_{L^2_{x_1} L^2_{x_2}} \\
\leq \epsilon \left\| \Lambda^\alpha_{x_2} \Delta \theta \right\|_{L^2_{x_1} L^2_{x_2}} + \epsilon \left\| \Lambda^\alpha_{x_2} \Delta \theta \right\|_{L^2_{x_1} L^2_{x_2}} + C(\epsilon) \left( \left\| \nabla \theta \right\|_{L^2_{x_1} L^2_{x_2}} + \left\| \Lambda^\alpha_{x_1} \nabla \theta \right\|_{L^2_{x_1} L^2_{x_2}} \right) \left\| \Delta \theta \right\|_{L^2_{x_1} L^2_{x_2}}.
\]

Combining the above estimates and taking \( \epsilon \) suitable small, we have

\[
\frac{d}{dt} \left\| \Delta \theta(t) \right\|_{L^2_{x_1} L^2_{x_2}} + \left\| \Lambda^\alpha_{x_1} \Delta \theta \right\|_{L^2_{x_1} L^2_{x_2}} + \left\| \Lambda^\beta_{x_2} \Delta \theta \right\|_{L^2_{x_1} L^2_{x_2}} \leq C(\epsilon) \left( \left\| \nabla \theta \right\|_{L^2_{x_1} L^2_{x_2}} + \left\| \Lambda^\alpha_{x_1} \nabla \theta \right\|_{L^2_{x_1} L^2_{x_2}} \right) \left\| \Delta \theta \right\|_{L^2_{x_1} L^2_{x_2}},
\]

Keeping in mind \( \alpha > \frac{1}{2} \), (3.24) and (3.44), it is not hard to check that

\[
\int_0^\infty \left( \left\| \nabla \theta(\tau) \right\|_{L^2_{x_1} L^2_{x_2}} + \left\| \nabla \theta(\tau) \right\|_{L^2_{x_1} L^2_{x_2}} \right) d\tau \leq C_0.
\]

As a result, by the Gronwall inequality, we conclude

\[
\sup_{t \geq 0} \left\| \Delta \theta(t) \right\|_{L^2_{x_1} L^2_{x_2}} + \int_0^\infty \left( \left\| \Lambda^\alpha_{x_1} \Delta \theta(\tau) \right\|_{L^2_{x_1} L^2_{x_2}} + \left\| \Lambda^\beta_{x_2} \Delta \theta(\tau) \right\|_{L^2_{x_1} L^2_{x_2}} \right) d\tau \leq C_0.
\]

Now let us turn our attention to Case 2. In this case, one may conclude by using the inequality (2.5) that

\[
\Xi_1 \leq C \left\| \partial_{x_1} \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda^\alpha_{x_2} \Delta \theta \right\|_{L^2} \left\| \Delta u_{1} \right\|_{L^2} \left\| \Lambda^\alpha_{x_1} \Delta u_{1} \right\|_{L^2} \\
\leq C \left\| \nabla \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda^\alpha_{x_2} \Delta \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda^\beta_{x_2} \Delta \theta \right\|_{L^2} \\
\leq \epsilon \left\| \Lambda^\alpha_{x_2} \Delta \theta \right\|_{L^2} + C(\epsilon) \left\| \nabla \theta \right\|_{L^2} \left\| \Lambda^\alpha_{x_2} \Delta \theta \right\|_{L^2}.
\]

\[
\Xi_4 \leq C \left\| \partial_{x_2} u_{1} \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda^\alpha_{x_2} \Delta \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda^\alpha_{x_1} \partial_{x_1} \theta \right\|_{L^2} \\
\leq C \left\| \nabla \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda^\alpha_{x_2} \Delta \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda^\beta_{x_2} \Delta \theta \right\|_{L^2} \\
\leq \epsilon \left\| \Lambda^\alpha_{x_2} \Delta \theta \right\|_{L^2} + C(\epsilon) \left\| \nabla \theta \right\|_{L^2} \left\| \Lambda^\alpha_{x_2} \Delta \theta \right\|_{L^2}.
\]

\[
\Xi_5 \leq C \left\| \partial_{x_1} u_{2} \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda^\alpha_{x_2} \Delta \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda^\alpha_{x_1} \partial_{x_1} \theta \right\|_{L^2} \\
\leq C \left\| \nabla \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda^\alpha_{x_2} \Delta \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda^\beta_{x_2} \Delta \theta \right\|_{L^2} \\
\leq \epsilon \left\| \Lambda^\alpha_{x_2} \Delta \theta \right\|_{L^2} + C(\epsilon) \left\| \nabla \theta \right\|_{L^2} \left\| \Lambda^\alpha_{x_2} \Delta \theta \right\|_{L^2}.
\]

\[
\Xi_6 \leq C \left\| \partial_{x_2} u_{2} \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda^\alpha_{x_2} \Delta \theta \right\|_{L^2} \left\| \Delta \theta \right\|_{L^2} \left\| \Lambda^\alpha_{x_1} \partial_{x_2} \theta \right\|_{L^2} \\
\leq \epsilon \left\| \Lambda^\alpha_{x_2} \Delta \theta \right\|_{L^2} + C(\epsilon) \left\| \nabla \theta \right\|_{L^2} \left\| \Lambda^\alpha_{x_2} \Delta \theta \right\|_{L^2}.
\]
The terms $\Xi_2$ and $\Xi_3$ should be treated differently. Again, according to (2.35), one has

\[
\Xi_2 \leq C \left| \Delta \theta \right|_{L^2} \left\| \partial_x \theta \right\|_{L^2} \left( \frac{23}{2} \right) \left( \frac{23}{2} \right) \left( \frac{23}{2} \right)
\]

\[
\Xi_3 = -2 \int_{\mathbb{R}^2} \partial_x R_1 \theta \partial_{x_1} \partial_{x_2} \Delta \theta \, dx
\]

\[
\Xi_2 \leq C \left| \Delta \theta \right|_{L^2} \left| \partial_x \theta \right|_{L^2} \left( \frac{23}{2} \right) \left( \frac{23}{2} \right) \left( \frac{23}{2} \right) \left( \frac{23}{2} \right) \left( \frac{23}{2} \right)
\]

Combining the above estimates and taking $\epsilon$ suitable small, it follows that

\[
\frac{d}{dt} \left( \left| \Delta \theta(t) \right|_{L^2}^2 + \left| \Lambda_{x_1} \Delta \theta \right|_{L^2}^2 + \left| \Lambda_{x_2} \Delta \theta \right|_{L^2}^2 \right) \leq C \left( \left| \nabla \theta(t) \right|_{L^2}^2 + \left| \nabla \theta(\tau) \right|_{L^2}^2 + \left| \Lambda_{x_2} \nabla \theta(\tau) \right|_{L^2}^2 \right) \left| \Delta \theta \right|_{L^2}^2.
\]

(3.51)

With Proposition 3.6 and Proposition 3.4 at hand, we are now in a position to derive the preliminary decay rate of the $\dot{H}^3$-norm of the solution.
Proposition 3.7. If \( \alpha \) and \( \beta \) satisfy (1.3), \( \theta_0 \in \dot{H}^s(\mathbb{R}^2) \cap L^p(\mathbb{R}^2) \) with \( s \geq 2 \) and \( p \in [1, 2) \). Then the global smooth solution of (1.1) admits the decay estimate

\[
\| \Lambda^s \theta(t) \|_{L^2} \leq C_0 (1 + t)^{-\frac{(\alpha + \beta)(2 - p) + 2 \min(\alpha, \beta) p}{4 + \beta p}},
\]

where the constant \( C_0 > 0 \) depends only on \( \alpha, \beta, s, p \) and \( \theta_0 \).

Proof. Applying \( \Lambda^s \) to (1.1) and testing the equation by \( \Lambda^s \theta \), we obtain by (2.1) that

\[
\frac{1}{2} \frac{d}{dt} \| \Lambda^s \theta(t) \|_{L^2}^2 = -\int_{\mathbb{R}^2} \Lambda^s (u \cdot \nabla \theta) \Lambda^s \theta \, dx
\]

\[
= -\int_{\mathbb{R}^2} [\Lambda^s, u] \cdot \nabla \theta \Lambda^s \theta \, dx
\]

\[
\leq C \| [\Lambda^s, u] \cdot \nabla \theta \|_{L^{q+1}} \| \Lambda^s \theta \|_{L^{2q+1}} \leq C \| \nabla u \|_{L^q} \| \Lambda^s \theta \|_{L^{2q+1}}
\]

\[
\leq C \| \nabla \theta \|_{L^2} \| \Lambda^s \theta \|_{L^{2q+1}} \leq C \| \nabla \theta \|_{L^2} \| \Lambda^{s+\frac{\beta}{2}} \theta \|_{L^{2q+1}}
\]

According to the following interpolation inequalities (see (2.1))

\[
\| \Lambda_{x_1}^{s+\frac{\beta}{2}} \theta \|_{L^2} \leq C \| \Lambda_{x_1}^{s+\frac{\beta}{2} - 1} \|_{L^2} \| \Lambda_{x_1}^{s+\frac{\beta}{2} - 1} \|_{L^2}, \quad \| \Lambda_{x_2}^{s+\frac{\beta}{2}} \theta \|_{L^2} \leq C \| \Lambda_{x_2}^{s+\frac{\beta}{2}} \|_{L^2} \| \Lambda_{x_2}^{s+\frac{\beta}{2}} \|_{L^2}
\]

it follows from (3.53) that

\[
\frac{1}{2} \frac{d}{dt} \| \Lambda^s \theta(t) \|_{L^2}^2 \leq C \| \Lambda_{x_1}^{s+\frac{\beta}{2}} \theta \|_{L^2} \| \Lambda_{x_1}^{s+\frac{\beta}{2}} \|_{L^2} + \| \Lambda_{x_2}^{s+\frac{\beta}{2}} \theta \|_{L^2} \| \Lambda_{x_2}^{s+\frac{\beta}{2}} \|_{L^2}
\]

\[
\leq C \| \nabla \theta \|_{L^2} \| \Lambda_{x_1}^{s+\frac{\beta}{2}} \theta \|_{L^2} + \| \Lambda_{x_2}^{s+\frac{\beta}{2}} \theta \|_{L^2}
\]

\[
\leq C \| \nabla \theta \|_{L^2} \| \Lambda_{x_1}^{s+\frac{\beta}{2}} \theta \|_{L^2} + \| \Lambda_{x_2}^{s+\frac{\beta}{2}} \theta \|_{L^2}
\]

\[
\leq C \| \nabla \theta \|_{L^2} \| \Lambda_{x_1}^{s+\frac{\beta}{2}} \theta \|_{L^2} + \| \Lambda_{x_2}^{s+\frac{\beta}{2}} \theta \|_{L^2}
\]

\[
\leq \frac{1}{2} \| \Lambda_{x_1}^{s+\frac{\beta}{2}} \theta \|_{L^2}^2 + \frac{1}{2} \| \Lambda_{x_2}^{s+\frac{\beta}{2}} \theta \|_{L^2}^2 + C \| \nabla \theta \|_{L^q} \| \nabla \theta \|_{L^2} \leq C \| \nabla \theta \|_{L^q} \| \nabla \theta \|_{L^2}
\]

which implies

\[
\frac{d}{dt} \| \Lambda^s \theta(t) \|_{L^2}^2 \leq C \| \nabla \theta \|_{L^q} \| \nabla \theta \|_{L^2}^2 + C \| \nabla \theta \|_{L^q} \| \nabla \theta \|_{L^2}^2
\]

\[
\leq C \| \nabla \theta \|_{L^q} \| \nabla \theta \|_{L^2}^2 + C \| \nabla \theta \|_{L^q} \| \nabla \theta \|_{L^2}^2
\]

\[
\leq C \| \nabla \theta \|_{L^2}^2,
\]

(3.54)
where in the last line we have used (3.19) and (3.47). Making use of the following interpolation inequalities (see (2.4))

\[ \| \Lambda^s x \|_{L^2} \leq C \| \Lambda x \|_{L^2}^{\frac{s}{2\alpha - 1}} \| \Lambda^{s+\alpha} x \|_{L^2}^{\frac{2\alpha - 2}{2\alpha - 1}}, \quad \| \Lambda^s x \|_{L^2} \leq C \| \Lambda x \|_{L^2}^{\frac{s}{2\alpha}} \| \Lambda^{s+\alpha} x \|_{L^2}^{\frac{2\alpha - 1}{2\alpha}} \]

we have that

\[ \| \Lambda^s \theta \|_{L^2}^2 = \| \Lambda^s x \|_{L^2}^2 + \| \Lambda^s x \|_{L^2}^2 \leq C \| \Lambda x \|_{L^2}^{\frac{2\alpha - 2}{2\alpha - 1}} \| \Lambda^{s+\alpha} \theta \|_{L^2}^{\frac{2\alpha - 2}{2\alpha - 1}} + C \| \Lambda \|_{L^2}^{\frac{2\beta}{2\alpha + \beta - 1}} \| \Lambda^{s+\beta} \theta \|_{L^2}^{\frac{2\beta}{2\alpha + \beta - 1}} \]

Putting the above estimate into (3.54) yields

\[ \frac{d}{dt} \| \Lambda^s \theta(t) \|_{L^2}^2 + \| \Lambda^s \theta \|_{L^2}^2 \leq C \| \nabla \theta \|_{L^2}^2 \leq C(1 + t)^{-\frac{(\alpha + \beta)(2 - p) + 2 \min(\alpha, \beta) p}{2\alpha \beta p}}, \]

where we have used (3.24). It follows from (3.55) that

\[ \frac{d}{dt} (e^t \| \Lambda^s \theta(t) \|_{L^2}^2) \leq C e^t (1 + t)^{-\frac{(\alpha + \beta)(2 - p) + 2 \min(\alpha, \beta) p}{2\alpha \beta p}}, \]

which further implies

\[ e^t \| \Lambda^s \theta(t) \|_{L^2}^2 \leq \| \Lambda^s \theta_0 \|_{L^2}^2 + C \int_0^t e^{\tau} (1 + \tau)^{-\frac{(\alpha + \beta)(2 - p) + 2 \min(\alpha, \beta) p}{2\alpha \beta p}} d\tau. \]

As a result, one has

\[ \| \Lambda^s \theta(t) \|_{L^2}^2 \leq e^{-t} \| \Lambda^s \theta_0 \|_{L^2}^2 + C \int_0^t e^{-(t-\tau)} (1 + \tau)^{-\frac{(\alpha + \beta)(2 - p) + 2 \min(\alpha, \beta) p}{2\alpha \beta p}} d\tau. \]

Invoking (3.23), we get from (3.56) that

\[ \| \Lambda^s \theta(t) \|_{L^2} \leq C_0 (1 + t)^{-\frac{(\alpha + \beta)(2 - p) + 2 \min(\alpha, \beta) p}{4\alpha \beta p}}. \]

We therefore finish the proof of Proposition 3.7. \( \square \)

With (3.52) in hand, we are in the position to show the sharp decay estimate of the solution in \( \dot{H}^2 \)-norm, which plays a key role in obtaining the sharp decay estimate of the solution in \( \dot{H}^s \)-norm for any \( s > 2 \).

**Proposition 3.8.** If \( \alpha \) and \( \beta \) satisfy (1.3) and \( \theta_0 \in \dot{H}^2(\mathbb{R}^2) \cap L^p(\mathbb{R}^2) \) with \( p \in [1, 2) \), then the solution admits the decay estimate

\[ \| \Delta \theta(t) \|_{L^2} \leq C_0 (1 + t)^{-\frac{(\alpha + \beta)(2 - p) + 2 \min(\alpha, \beta) p}{4\alpha \beta p}}, \]

where the constant \( C_0 > 0 \) depends only on \( \alpha, \beta, p \) and \( \theta_0 \).

**Proof.** It follows from the proof of Proposition 3.6 that for \( \alpha > \frac{1}{2} \)

\[ \frac{d}{dt} \| \Delta \theta(t) \|_{L^2}^2 + \| \Lambda^\alpha x_1 \Delta \theta(t) \|_{L^2}^2 + \| \Lambda^\beta x_2 \Delta \theta(t) \|_{L^2}^2 \leq C (\| \nabla \theta \|_{L^2}^{\frac{2\alpha}{2\alpha - 1}} + \| \Delta \theta \|_{L^2}^2 + \| \Lambda^\alpha x_1 \nabla \theta \|_{L^2}^2) \| \Delta \theta \|_{L^2}^2 \]


where we have used (3.24) and (3.52) with \( \alpha \) and \( \beta \) satisfying (1.3), that is, (3.53) to (3.61) with \( s = 2 \). Similarly, we obtain for \( \beta > \frac{1}{2} \) that

\[
\frac{d}{dt} \| \Delta \theta(t) \|^2_{L^2} + \| \Lambda_1^\alpha \Delta \theta \|^2_{L^2} + \| \Lambda_2^\beta \Delta \theta \|^2_{L^2} \\
\leq C(1 + t)^{-\frac{\alpha + \beta}{2} \min \{\alpha, \beta\} p} \| \Delta \theta \|^2_{L^2},
\]

(3.58)

In one word, we get by combining (3.58) and (3.59) that

\[
\frac{d}{dt} \| \Delta \theta(t) \|^2_{L^2} + \| \Lambda_1^\alpha \Delta \theta \|^2_{L^2} + \| \Lambda_2^\beta \Delta \theta \|^2_{L^2} \\
\leq C_0(1 + t)^{-\frac{\alpha + \beta}{2} \min \{\alpha, \beta\} p} \| \Delta \theta \|^2_{L^2}. 
\]

(3.59)

Obviously, one has

\[
(\alpha + \beta)(2 - p) + 2 \min \{\alpha, \beta\} p > 1.
\]

Applying the same arguments used in dealing with (3.64)–(3.68) below to (3.60), we thus deduce

\[
\| \Delta \theta(t) \|^2_{L^2} \leq C_0(1 + t)^{-\frac{\alpha + \beta}{2} \min \{\alpha, \beta\} p}.
\]

Consequently, Proposition 3.8 is completed. \( \square \)

With the help of (3.57), we are ready to improve the decay of the derivatives of order \( s > 2 \) of the solution. The decay estimate (3.52) is not optimal but does provide an essential step to obtain the optimal decay, namely (1.4).

**Proposition 3.9.** If \( \alpha \) and \( \beta \) satisfy (1.2), \( \theta_0 \in \dot{H}^s(\mathbb{R}^2) \cap L^p(\mathbb{R}^2) \) with \( s \geq 0 \) and \( p \in [1, 2) \). Then the global smooth solution of (1.1) admits the decay estimate

\[
\| \Lambda^s \theta(t) \|^2_{L^2} \leq C_0(1 + t)^{-\frac{\alpha + \beta}{2} \min \{\alpha, \beta\} p},
\]

(3.61)

where the constant \( C_0 > 0 \) depends only on \( \alpha, \beta, s, p \) and \( \theta_0 \).

**Proof.** We first claim that (3.61) is true for some \( s > 2 \). Thanks to (3.53), we have

\[
\frac{1}{2} \frac{d}{dt} \| \Lambda^s \theta(t) \|^2_{L^2} + \| \Lambda_1^\alpha \Lambda^s \theta \|^2_{L^2} + \| \Lambda_2^\beta \Lambda^s \theta \|^2_{L^2} \\
\leq C \| \nabla \theta \|^2_{L^q} \| \Lambda^{s+\frac{1}{q}} \theta \|^2_{L^2},
\]

(3.62)
By means of the following interpolation inequalities (see (2.4))
\[ \|\Lambda_{x_1}^{\alpha}\Lambda^{\theta}\|_{L^2} \leq C\|\Lambda^{\theta}\|_{L^2}^{\frac{\alpha q-1}{L^2} - \frac{1}{L^2}} \|\Lambda_{x_1}^{\alpha}\Lambda^{\theta}\|_{L^2}^\frac{1}{L^2}, \quad \|\Lambda_{x_2}^{\alpha}\Lambda^{\theta}\|_{L^2} \leq C\|\Lambda^{\theta}\|_{L^2}^{\frac{2q-1}{L^2}} \|\Lambda_{x_2}^{\alpha}\Lambda^{\theta}\|_{L^2}^\frac{1}{L^2} \]
with \( q > \max\{\frac{1}{\alpha}, \frac{1}{\beta}\} \), we get from (3.62) that
\[ \frac{1}{2}\frac{d}{dt}\|\Lambda^{\theta}(t)\|^2_{L^2} + \|\Lambda_{x_1}^{\alpha}\Lambda^{\theta}\|^2_{L^2} + \|\Lambda_{x_2}^{\alpha}\Lambda^{\theta}\|^2_{L^2} \leq C\|\nabla\theta\|_{L^q}^\frac{\alpha q}{L^2} + \|\nabla\theta\|_{L^q}^\frac{\beta q}{L^2} \|\Lambda^{\theta}\|^2_{L^2}. \] (3.63)
By (3.24) and (3.52), we show that
\[ \|\nabla\theta\|_{L^q} \leq C\|\theta\|_{L^2}^\frac{1}{L^2} \|\Delta\theta\|_{L^2}^\frac{q-1}{L^2} \leq C(1 + t)^{-\frac{(\alpha + \beta)(2-p)\alpha}{4\alpha\beta p} - \frac{\min(\alpha, \beta)(q-1)}{\alpha q} - \frac{\min(\alpha, \beta)(q-1)}{L^q}}. \]
Combining this and (3.63) gives
\[ \frac{d}{dt}\|\Lambda^{\theta}(t)\|^2_{L^2} + \|\Lambda_{x_1}^{\alpha}\Lambda^{\theta}\|^2_{L^2} + \|\Lambda_{x_2}^{\alpha}\Lambda^{\theta}\|^2_{L^2} \leq C(1 + t)^{-\Omega\|\Lambda^{\theta}\|^2_{L^2}}, \] (3.64)
where \( \Omega \) is given by
\[ \Omega = \min\{\alpha, \beta\} \min\left\{ \frac{\alpha(q-1)}{\alpha q}, \frac{\beta(q-1)}{\beta q} \right\}. \]
Obviously, we can check that \( \Omega > 1 \). We denote
\[ E(t) = \{ \xi \in \mathbb{R}^2 : |\xi_1|^{\alpha} + |\xi_2|^{\beta} \leq f(t) \}, \]
where \( f(t) \) is a smooth decreasing function to be fixed after. Similar to (3.33), one derives
\[ \|\Lambda_{x_1}^{\alpha}\Lambda^{\theta}\|^2_{L^2} + \|\Lambda_{x_2}^{\alpha}\Lambda^{\theta}\|^2_{L^2} \geq f(t) \int_{\mathbb{R}^2} |\Lambda_{x_1}^{\alpha}\Lambda^{\theta}(t, \xi)|^2 d\xi - f(t) \int_{E(t)} \Lambda^{\theta}(t, \xi)|^2 d\xi, \]
which together with (3.64) shows
\[ \frac{d}{dt}\|\Lambda^{\theta}(t)\|^2_{L^2} + f(t)\|\Lambda^{\theta}\|^2_{L^2} \leq f(t) \int_{E(t)} \Lambda^{\theta}(t, \xi)|^2 d\xi + C(1 + t)^{-\Omega\|\Lambda^{\theta}\|^2_{L^2}}. \] (3.65)
By direct computations, we may check that
\[ \int_{E(t)} \Lambda^{\theta}(t, \xi)|^2 d\xi \leq \int_{E(t)} |\xi|^2 |\Lambda^{\theta}(t, \xi)|^2 d\xi \leq \int_{E(t)} (|\xi_1|^{\alpha} + |\xi_2|^{\beta}) |\Lambda^{\theta}(t, \xi)|^2 d\xi \leq C \int_{E(t)} \left( f(t)^{\frac{\alpha q}{L^2}} + f(t)^{\frac{\beta q}{L^2}} \right) |\Lambda^{\theta}(t, \xi)|^2 d\xi \]

\[ \leq C \int_{E(t)} \left( f(t)^{\frac{\alpha q}{L^2}} + f(t)^{\frac{\beta q}{L^2}} \right) |\theta(\xi)|^2 d\xi \]
Due to $\Omega > 1$, as a result, one derives

\[ \begin{align*}
\int_0^t f(s) \frac{d}{ds} \Lambda^s \theta(s) \, ds + f(t) \Lambda^s \theta(t) &\leq C \left( f(t)^{1+\frac{\alpha}{\beta}} + f(t)^{1+\frac{\beta}{\alpha}} \right) \Omega^s \\
&\quad + C(1 + t)^{-\Omega} \| \Lambda^s \theta \|_{L^2}^2 \\
&\leq C \left( f(t)^{1+\frac{\alpha}{\beta}} + f(t)^{1+\frac{\beta}{\alpha}} \right) (1 + t) - \frac{(\alpha + \beta)(2+p)}{4\alpha\beta p} + C(1 + t)^{-\Omega} \| \Lambda^s \theta \|_{L^2}^2.
\end{align*} \]

(3.67)

Taking $f(t) = \frac{\theta}{1+t}$ with $\theta$ suitable large, we deduce from (3.67) that

\[ \begin{align*}
\frac{d}{dt} \| \Lambda^s \theta(t) \|_{L^2}^2 + \frac{\theta}{1+t} \| \Lambda^s \theta \|_{L^2}^2 &\leq C(1 + t)^{-1 - s \min \left( \frac{1}{\alpha}, \frac{1}{\beta} \right)} - \frac{(\alpha + \beta)(2+p)}{2\alpha\beta p} \\
&\quad + C(1 + t)^{-\Omega} \| \Lambda^s \theta \|_{L^2}^2.
\end{align*} \]

Due to $\Omega > 1$, we thus get

\[ \frac{d}{dt} \| \Lambda^s \theta(t) \|_{L^2}^2 + \frac{\theta - \tilde{C}}{1+t} \| \Lambda^s \theta \|_{L^2}^2 \leq C(1 + t)^{-1 - \min \left( \frac{1}{\alpha}, \frac{1}{\beta} \right)} - \frac{(\alpha + \beta)(2+p)}{2\alpha\beta p}. \]

As a result, one derives

\[ \begin{align*}
\frac{d}{dt} \left( (1 + t)^{\theta - \tilde{C}} \| \Lambda^s \theta(t) \|_{L^2}^2 \right) &\leq C(1 + t)^{\theta - \tilde{C} - 1 - \min \left( \frac{1}{\alpha}, \frac{1}{\beta} \right)} - \frac{(\alpha + \beta)(2+p)}{2\alpha\beta p}. \\
&\quad \frac{\theta - \min \left( \frac{1}{\alpha}, \frac{1}{\beta} \right)}{1+t} - \frac{(\alpha + \beta)(2+p)}{2\alpha\beta p}.
\end{align*} \]

(3.68)

Integrating (3.68) in time, we obtain

\[ (1 + t)^{\theta - \tilde{C}} \| \Lambda^s \theta(t) \|_{L^2}^2 \leq \| \Lambda^s \theta_0 \|_{L^2}^2 + C(1 + t)^{\theta - \tilde{C} - 1 - \min \left( \frac{1}{\alpha}, \frac{1}{\beta} \right)} - \frac{(\alpha + \beta)(2+p)}{2\alpha\beta p}, \]

which implies

\[ \| \Lambda^s \theta(t) \|_{L^2} \leq C(1 + t)^{- \frac{\min \left( \frac{1}{\alpha}, \frac{1}{\beta} \right) s}{2\alpha\beta} - \frac{(\alpha + \beta)(2+p)}{4\alpha\beta p}}, \quad \forall \ s \geq 2. \]

For the case $0 \leq s < 2$, it follows from the direct interpolation that

\[ \begin{align*}
\| \Lambda^s \theta(t) \|_{L^2} &\leq C \| \theta(t) \|_{L^2}^{1-\frac{s}{2}} \| \Lambda^s \theta(t) \|_{L^2}^{\frac{s}{2}} \\
&\leq C \left( (1 + t)^{\frac{(\alpha + \beta)(2+p)}{4\alpha\beta p}} \right)^{1-\frac{s}{2}} \left( (1 + t)^{- \frac{\min \left( \frac{1}{\alpha}, \frac{1}{\beta} \right) s}{2\alpha\beta} - \frac{(\alpha + \beta)(2+p)}{4\alpha\beta p}} \right)^{\frac{s}{2}} \\
&= C(1 + t)^{- \frac{\min \left( \frac{1}{\alpha}, \frac{1}{\beta} \right) s}{2\alpha\beta} - \frac{(\alpha + \beta)(2+p)}{4\alpha\beta p}}.
\end{align*} \]

We thus obtain the desired decay estimate (3.61). Consequently, the proof of Proposition 3.9 is completed. \( \square \)

4. The proof of Theorem 1.2

The proof of Theorem 1.2 can be performed as that for the proof of Theorem 1.1. We sketch the proof as follows.

We first show the following key $H^1$-decay estimate, whose proof is different from Proposition 2.2 and Proposition 2.3.
Proposition 4.1. If $\alpha$ and $\beta$ satisfy (1.3) and $\theta_0 \in H^1(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2)$, then the solution admits the decay estimate

$$\|\nabla \theta(t)\|_{L^2} \leq C_0 (1 + t)^{-\frac{\min(\alpha, \beta)}{2\alpha}},$$

where the constant $C_0 > 0$ depends only on $\alpha$, $\beta$ and $\theta_0$.

Proof. We divide the proof into two cases, namely,

**Case 1:** $\beta > \frac{1}{2\alpha + 1}$, $0 < \alpha \leq \frac{1}{2}$.

**Case 2:** $\beta > \frac{1 - \alpha}{2\alpha}$, $\frac{1}{2} < \alpha < 1$.

We begin with **Case 1**. Just as the proof of Proposition 2.2, we have

$$\frac{1}{2} \frac{d}{dt} \|\nabla \theta(t)\|_{L^2}^2 + \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2}^2 + \|\Lambda_\beta^\beta \nabla \theta\|_{L^2}^2 = J_1 + J_2 + J_3 + J_4.$$  

According to (2.16), one gets

$$J_1 \leq C \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2}^2 + \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2}^2 \leq \langle C \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2}^2 \rangle = J_1 + J_2 + J_3 + J_4.$$  

If we take $\epsilon = 0$ in (2.18), (2.19) and (2.20), then we have

$$\|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2} \leq C \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2}^2 \leq \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2}^2,$$

where

$$q = \frac{2(\alpha + 1)\beta}{\alpha[(2\alpha + 1)\beta - 1]} \geq 2.$$

This along with (4.3) shows

$$J_1 \leq C \|\theta\|_{L^2} \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2} \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2}$$

$$\leq C \|\theta\|_{L^2} \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2} \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2}.$$  

Moreover, $J_2$ has the same bound of $J_1$, namely,

$$J_2 \leq C \|\theta\|_{L^2} \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2} \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2}.$$  

We observe

$$J_3 = -\frac{1}{2} J_4 + \tilde{J}_3,$$

and

$$\tilde{J}_3 \leq C \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2} \|\theta\|_{L^2} + \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2} \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2}$$

$$\leq C \langle \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2}^2 \rangle \langle \|\theta\|_{L^2} \rangle \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2} \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2}$$

$$\leq C \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2} \|\theta\|_{L^2} \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2} \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2}$$

$$\leq C \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2} \|\theta\|_{L^2} \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2} \|\Lambda_\alpha^\alpha \nabla \theta\|_{L^2}$$

where

$$\tilde{q} = \frac{2(\alpha + 1)\beta}{(2\alpha + 1)\beta - 1} \geq 2.$$
Finally, the term $\mathcal{J}_4$ can be bounded by

$$\mathcal{J}_4 \leq C\|\Lambda^{\frac{2}{\beta}}\Lambda_{x_2}^{1-\beta}\partial_{x_2}\theta\|_{L^2}\|\theta\|_{L^q}\|\Lambda_{x_2}^\beta \nabla \theta\|_{L^2}$$

$$\leq C(\|\Lambda_{x_2}^\beta \nabla_{x_2}\theta\|_{L^2} + \|\Lambda_{x_2}^\beta \nabla_{x_2}\theta\|_{L^2})\|\theta\|_{L^q}\|\Lambda_{x_2}^\beta \nabla \theta\|_{L^2}$$

$$\leq C\|\theta\|_{L^q}\|\Lambda_{x_2}^\beta \nabla \theta\|_{L^2}^2,$$

(4.7)

where

$$\hat{q} = \frac{2}{2\beta - 1} \geq 2.$$

Inserting (4.4), (4.5), (4.6) and (4.7) into (4.2) yields

$$\frac{1}{2} \frac{d}{dt}\|\nabla \theta(t)\|^2_{L^2} + \|\Lambda_{x_1}^\alpha \nabla \theta\|^2_{L^2} + \|\Lambda_{x_2}^\beta \nabla \theta\|^2_{L^2} \leq C\mathcal{H}(t)(\|\Lambda_{x_2}^\beta \nabla \theta\|^2_{L^2} + \|\Lambda_{x_1}^\alpha \nabla \theta\|^2_{L^2}),$$

(4.8)

where

$$\mathcal{H}(t) \triangleq \|\theta(t)\|^2_{L^q} + \|\theta(t)\|_{L^q} + \|\theta(t)\|_{L^q}.$$

Now our attention focus on Case 2. Actually, we just modify the proof of Proposition 2.3. It follows from (2.38) that

$$\mathcal{J}_1 \leq C\|\Lambda_{x_1}^\alpha \partial_{x_1}\theta\|_{L^2}\|\theta\|_{L^r}\|\Lambda_{x_1}^\alpha \partial_{x_1}\theta\|_{L^2}$$

$$\leq C(\|\Lambda_{x_1}^\alpha \partial_{x_1}\theta\|_{L^2} + \|\Lambda_{x_1}^\alpha \partial_{x_1}\theta\|_{L^2})\|\theta\|_{L^r}\|\Lambda_{x_1}^\alpha \partial_{x_1}\theta\|_{L^2}$$

$$\leq C(\|\Lambda_{x_1}^\alpha \partial_{x_1}\theta\|_{L^2} + \|\Lambda_{x_1}^\alpha \nabla \theta\|_{L^2})\|\theta\|_{L^r}\|\Lambda_{x_1}^\alpha \partial_{x_1}\theta\|_{L^2}$$

$$\leq C\|\theta\|_{L^r}\|\Lambda_{x_1}^\alpha \nabla \theta\|^2_{L^2},$$

(4.9)

where

$$r = \frac{2}{2\alpha - 1} \geq 2.$$

We notice that

$$\mathcal{J}_2 = -\frac{1}{2}\mathcal{J}_1 + \tilde{\mathcal{J}}_2$$

and

$$\tilde{\mathcal{J}}_2 \leq C\|\Lambda_{x_1}^{\frac{2}{\beta}}\Lambda_{x_2}^{1-\beta}\partial_{x_2}\theta\|_{L^2}\|\theta\|_{L^r}\|\Lambda_{x_1}^{\alpha+1}\theta\|_{L^2}\|\Lambda_{x_2}^\beta \nabla \theta\|_{L^2}$$

$$\leq C(\|\Lambda_{x_1}^{\alpha+1}\theta\|_{L^2} + \|\Lambda_{x_1}^\alpha \nabla \theta\|_{L^2})\|\theta\|_{L^r}\|\Lambda_{x_1}^{\alpha+1}\theta\|_{L^2}\|\Lambda_{x_2}^\beta \nabla \theta\|_{L^2}$$

$$\leq C\|\theta\|_{L^r}\|\Lambda_{x_1}^\alpha \nabla \theta\|^2_{L^2} + \|\Lambda_{x_2}^\beta \nabla \theta\|^2_{L^2},$$

(4.10)

where

$$\bar{r} = \frac{2(\beta + 1)}{2\alpha + \beta} \geq 2.$$

By taking $\tilde{\bar{r}} = 0$ in (2.40), the third term $\mathcal{J}_3$ can be bounded by

$$\mathcal{J}_3 = \int \theta \partial_{x_1 x_2} u_1 \partial_{x_2} \theta \, dx + \int \theta \partial_{x_2} u_1 \partial_{x_1 x_2} \theta \, dx$$
\[ \leq C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} u_1 \|_{L^2}^2 + C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 + C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 + C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 \]
\[ \leq C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 + C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 + C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 \]
\[ \leq C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 + C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 + C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 \]
\[ \leq C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 + C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 + C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 \]
\[ \leq C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 + C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 + C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 \]
where
\[ \hat{r} = \frac{2\alpha(\beta + 1)}{(2\alpha\beta + \alpha - 1)\beta} \geq 2. \]

Using the same argument adopted in dealing with (4.11), we have
\[ \mathcal{J}_4 = \int_{\mathbb{R}^2} \partial_{x_1} u_1 \partial_{x_2} \partial_{x_2} \theta dx \]
\[ = -2 \int_{\mathbb{R}^2} u_1 \partial_{x_2} \partial_{x_1} \partial_{x_2} \theta dx \]
\[ \leq C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 + C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 \]
\[ \leq C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 + C\| \Lambda_{x_1}^{1-\delta} \partial_{x_2} \theta \|_{L^2}^2 \]

Combining (4.9), (4.10), (4.11), (4.12) and (4.12) implies
\[ \frac{1}{2} \frac{d}{dt} \| \nabla \theta(t) \|_{L^2}^2 + \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^2 + \| \Lambda_{x_2}^{\beta} \nabla \theta \|_{L^2}^2 \leq C\tilde{H}(t) \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^2 + \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^2 \]
\[ \hat{H}(t) \triangleq \| \theta(t) \|_{L^2} + \| \theta(t) \|_{L^2} + \| \theta(t) \|_{L^2} \]

Consequently, it follows from (4.9) and (4.13) that
\[ \frac{1}{2} \frac{d}{dt} \| \nabla \theta(t) \|_{L^2}^2 + \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^2 + \| \Lambda_{x_2}^{\beta} \nabla \theta \|_{L^2}^2 \leq C\Gamma(t) \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^2 + \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^2 \]
where \( \alpha \) and \( \beta \) satisfy (1.3) and \( \Gamma(t) \) is given by
\[ \Gamma(t) = \max \{ \mathcal{H}(t), \tilde{H}(t) \} \]

Notice that the fact
\[ \| \theta(t) \|_{L^\infty} \leq \| \theta_0 \|_{L^\infty} \]
we deduce
\[ \Gamma(t) \leq C \| \theta(t) \|_{L^\infty} \leq C \| \theta(t) \|_{L^\infty} \leq C \| \theta(t) \|_{L^\infty} \leq C \| \theta(t) \|_{L^\infty} \leq C \| \theta(t) \|_{L^\infty} \leq \gamma \]
\[ \gamma \in (0, 1) \]

Keeping in mind of (3.10), there exists a \( t_0 > 0 \) such that
\[ C\Gamma(t) \leq \frac{1}{2}, \quad \forall t \geq t_0 \]

As a result, we deduce from (4.14) that
\[ \frac{d}{dt} \| \nabla \theta(t) \|_{L^2}^2 + \| \Lambda_{x_1}^{\alpha} \nabla \theta \|_{L^2}^2 + \| \Lambda_{x_2}^{\beta} \nabla \theta \|_{L^2}^2 \leq 0, \quad \forall t \geq t_0 \]

According to the proof of Proposition 3.9 we conclude from (4.15) that
\[ \| \nabla \theta(t) \|_{L^2} \leq C_0(1 + t)^{-\frac{\min\{\alpha, \beta\}}{2\alpha\beta}}, \quad \forall t \geq t_0 \]
As proved in Theorem 1.1 that (1.1) has a unique global solution as long as \( \alpha \) and \( \beta \) satisfy (1.3), the above decay estimate actually holds true for any \( t \geq 0 \), namely,
\[
\| \nabla \theta(t) \|_{L^2} \leq C_0 (1 + t)^{-\frac{\min(\alpha, \beta)}{2 \alpha}},
\]
which is (4.1). By the way, it also follows from (4.15) that for any \( t \geq t_0 \),
\[
\int_{t_0}^{t} (\| \Lambda^\alpha_{x_1} \nabla \theta(t) \|^2_{L^2} + \| \Lambda^\beta_{x_2} \nabla \theta(t) \|^2_{L^2}) \leq \| \nabla \theta(t_0) \|_{L^2}.
\]  
(4.16)

Using again the fact that (1.1) has a unique global solution as long as \( \alpha \) and \( \beta \) satisfy (1.3), we thus obtain from (4.16) that
\[
\int_{0}^{\infty} (\| \Lambda^\alpha_{x_1} \nabla \theta(t) \|^2_{L^2} + \| \Lambda^\beta_{x_2} \nabla \theta(t) \|^2_{L^2}) \leq C_0.
\]  
(4.17)
This ends the proof of Proposition 4.1. \( \square \)

Based on (4.1) and (4.17), we can show that (3.47) of Proposition 3.6 still holds true. More precisely, we have

**Proposition 4.2.** If \( \alpha \) and \( \beta \) satisfy (1.3) and \( \theta_0 \in H^2(\mathbb{R}^2) \), then it holds
\[
\sup_{t \geq 0} \| \Delta \theta(t) \|_{L^2} \leq C_0,
\]  
(4.18)
where the constant \( C_0 > 0 \) depends only on \( \alpha \), \( \beta \) and \( \theta_0 \).

**Proof.** It follows from (3.50) and (3.51) that
\[
\frac{d}{dt} \| \Delta \theta(t) \|_{L^2}^2 \leq \begin{cases} 
C (\| \nabla \theta \|^2_{L^2} + \| \Lambda^\alpha_{x_1} \nabla \theta \|^2_{L^2}) \| \Delta \theta \|_{L^2}^2, & \frac{1}{2} < \alpha < 1, \\
C (\| \nabla \theta \|^2_{L^2} + \| \Lambda^\beta_{x_2} \nabla \theta \|^2_{L^2}) \| \Delta \theta \|_{L^2}^2, & \frac{1}{2} < \beta < 1.
\end{cases}
\]  
(4.19)

Thanks to (4.1) and (4.17), we obtain
\[
\left\{ \begin{array}{ll}
\int_{0}^{\infty} (\| \nabla \theta(t) \|^2_{L^2} + \| \Lambda^\alpha_{x_1} \nabla \theta(t) \|^2_{L^2}) dt \leq C_0, & \frac{1}{2} < \alpha < 1, \\
\int_{0}^{\infty} (\| \nabla \theta(t) \|^2_{L^2} + \| \Lambda^\beta_{x_2} \nabla \theta(t) \|^2_{L^2}) dt \leq C_0, & \frac{1}{2} < \beta < 1.
\end{array} \right.
\]

Applying this and the Gronwall inequality to (4.19) yields (4.18). \( \square \)

We point out that with (4.18) in hand, we are able to show the preliminary decay estimate.

**Proposition 4.3.** If \( \alpha \) and \( \beta \) satisfy (1.3), \( \theta_0 \in \dot{H}^s(\mathbb{R}^2) \) with \( s \geq 2 \). Then the global smooth solution of (1.1) admits the decay estimate
\[
\| \Lambda^s \theta(t) \|_{L^2} \leq C_0 (1 + t)^{-\frac{\min(\alpha, \beta)}{2 \alpha}},
\]  
(4.20)
where the constant \( C_0 > 0 \) depends only on \( \alpha \), \( \beta \), \( s \) and \( \theta_0 \).
Proposition 4.5. If \( \alpha \) and \( \beta \) satisfy \((1.3)\) and \( \theta_0 \in \dot{H}^2(\mathbb{R}^2) \), then the solution admits the decay estimate
\[
\| \Delta \theta(t) \|_{L^2} \leq C_0(1 + t)^{-\frac{\min(\alpha, \beta)}{\alpha \beta}},
\]
where the constant \( C_0 > 0 \) depends only on \( \alpha, \beta \) and \( \theta_0 \).

Proof. We deduce from \((3.58)\) that for \( \alpha > \frac{1}{2} \)
\[
\frac{d}{dt} \| \Delta \theta(t) \|_{L^2}^2 + \| \Lambda_{x_1}^\alpha \Delta \theta \|_{L^2}^2 + \| \Lambda_{x_2}^\beta \Delta \theta \|_{L^2}^2 
\leq C_0 \left( (1 + t)^{-\frac{\min(\alpha, \beta)}{\alpha \beta} - \frac{2 - 2\alpha}{2 - 2\alpha}} + (1 + t)^{-\frac{\min(\alpha, \beta)}{\alpha \beta}} \right) 
\times \| \Delta \theta(t) \|_{L^2}^2
\leq C_0(1 + t)^{-\frac{\min(\alpha, \beta)}{\alpha \beta}} \| \Delta \theta \|_{L^2}^2.
\]
Similarly, \((3.59)\) ensures that for \( \beta > \frac{1}{2} \)
\[
\frac{d}{dt} \| \Delta \theta(t) \|_{L^2}^2 + \| \Lambda_{x_1}^\alpha \Delta \theta \|_{L^2}^2 + \| \Lambda_{x_2}^\beta \Delta \theta \|_{L^2}^2 
\leq C_0 \left( (1 + t)^{-\frac{\min(\alpha, \beta)}{\alpha \beta} - \frac{2 - 2\alpha}{2 - 2\alpha}} + (1 + t)^{-\frac{\min(\alpha, \beta)}{\alpha \beta}} \right) 
\times \| \Delta \theta(t) \|_{L^2}^2
\leq C_0(1 + t)^{-\frac{\min(\alpha, \beta)}{\alpha \beta}} \| \Delta \theta \|_{L^2}^2.
\]
Then for \( \alpha \) and \( \beta \) satisfying \((1.3)\), one derives
\[
\frac{d}{dt} \| \Delta \theta(t) \|_{L^2}^2 + \| \Lambda_{x_1}^\alpha \Delta \theta \|_{L^2}^2 + \| \Lambda_{x_2}^\beta \Delta \theta \|_{L^2}^2 
\leq C_0(1 + t)^{-\frac{\min(\alpha, \beta)}{\alpha \beta}} \| \Delta \theta \|_{L^2}^2.
\]
Notice that
\[
\frac{\min(\alpha, \beta)}{\alpha \beta} > 1,
\]
we thus derive \((4.21)\) by using the same arguments used in dealing with \((3.64)-(3.68)\). \(\square\)

At this stage, we are ready to finish the proof of Theorem 1.2.

Proposition 4.5. If \( \alpha \) and \( \beta \) satisfy \((1.3)\), \( \theta_0 \in \dot{H}^s(\mathbb{R}^2) \) with \( s \geq 0 \). Then the global smooth solution of \((1.1)\) admits the decay estimate
\[
\| \Lambda^s \theta(t) \|_{L^2} \leq C_0(1 + t)^{-\frac{\min(\alpha, \beta)s}{2s}},
\]
where the constant \( C_0 > 0 \) depends only on \( \alpha, \beta, s \) and \( \theta_0 \).

Proof. We come back to \((3.63)\) to get
\[
\frac{d}{dt} \| \Lambda^s \theta(t) \|_{L^2}^2 + \| \Lambda_{x_1}^\alpha \Lambda^s \theta \|_{L^2}^2 + \| \Lambda_{x_2}^\beta \Lambda^s \theta \|_{L^2}^2 
\leq C(\| \nabla \theta(t) \|_{L^2}^{\frac{s}{q-1}} + \| \nabla \theta(t) \|_{L^2}^{\frac{s}{q-1}}) \| \Lambda^s \theta \|_{L^2}^2.
\]
By \((4.21)\), it implies
\[
\| \nabla \theta \|_{L^q} \leq C\| \theta \|_{L^2}^{\frac{q-1}{q}} \| \Delta \theta \|_{L^2}^{\frac{q}{q}} \leq C(1 + t)^{-\frac{\min(\alpha, \beta)(q-1)}{\alpha \beta q}} \leq C(1 + t)^{-\frac{\min(\alpha, \beta)(q-1)}{\alpha \beta}}.
\]
We hence have
\[
\frac{d}{dt} \|\Lambda^s \theta(t)\|_{L^2}^2 + \|\Lambda_1^s \Lambda^s \theta\|_{L^2}^2 + \|\Lambda_2^s \Lambda^s \theta\|_{L^2}^2 \leq C(1 + t)^{-\Omega} \|\Lambda^s \theta\|_{L^2}^2.
\]

The remainder proof is the same as that for the proof of Proposition 3.3. Consequently, we finish the proof of Theorem 1.2.

\[\square\]

5. The proof of Theorem 1.3

In this section, we are going to prove Theorem 1.3. Firstly, we apply \(\Lambda^s\) to (1.1) and testing the equation by \(\Lambda^s \theta\) to obtain

\[
\frac{1}{2} \frac{d}{dt} \|\Lambda^s \theta(t)\|_{L^2}^2 + \|\Lambda_1^s \Lambda^s \theta\|_{L^2}^2 + \|\Lambda_2^s \Lambda^s \theta\|_{L^2}^2 \\
= - \int_{\mathbb{R}^d} \Lambda^s (u \cdot \nabla \theta) \Lambda^s \theta \, dx \\
= - \int_{\mathbb{R}^d} [\Lambda^s, u] \cdot \nabla \theta \Lambda^s \theta \, dx \\
\leq C \|\Lambda^s, u\|_{L^{\alpha + \beta \over 2 \alpha + \beta + \alpha_0}} \|\Lambda^s \theta\|_{L^{\alpha + \beta \over 2 \alpha + \beta + \alpha_0}} + \|\nabla \theta\|_{L^{\alpha + \beta \over 2 \alpha + \beta}} \|\Lambda^s u\|_{L^{\alpha + \beta \over 2 \alpha + \beta + \alpha_0}} \|\Lambda^s \theta\|_{L^{\alpha + \beta \over 2 \alpha + \beta + \alpha_0}} \\
\leq C \|\nabla \theta\|_{L^{\alpha + \beta \over 2 \alpha + \beta}} \|\Lambda^s \theta\|^2_{L^{\alpha + \beta \over 2 \alpha + \beta + \alpha_0}}. \\
\tag{5.1}
\]

Now we claim

\[
\|f\|_{L^{2 \alpha + \beta \over \alpha + \beta - 2 \alpha_0 \beta}} \leq C \|\Lambda_{x_1}^\alpha f\|_{L^2} \|\Lambda_{x_2}^\beta f\|_{L^2}, \tag{5.2}
\]

where \(\alpha > 0, \beta > 0\) satisfy \(\alpha + \beta > 2 \alpha \beta\). To show (5.2), we recall the following fact due to (2.7),

\[
\|\Lambda_{x_2}^\delta \Lambda_{x_1}^\delta f\|_{L^2} \leq C \|\Lambda_{x_2}^\delta f\|_{L^2} \|\Lambda_{x_1}^\delta f\|_{L^2}, \tag{5.3}
\]

where \(\delta_1 > 0, \delta_2 > 0, \gamma \in (0,1)\). By means of the one-dimensional Sobolev inequality, the Minkowski inequality and (5.3), we observe

\[
\|f\|_{L^{2 \alpha + \beta \over \alpha + \beta - 2 \alpha_0 \beta}} = \left\|\|f\|_{L^2} \right\|_{L^{2 \alpha + \beta \over \alpha + \beta - 2 \alpha_0 \beta}} \\
\leq C \|\Lambda_{x_1}^\alpha f\|_{L^2} \|\Lambda_{x_2}^\beta f\|_{L^2} \\
\leq C \|\Lambda_{x_2}^\alpha f\|_{L^2} \|\Lambda_{x_1}^\beta f\|_{L^2} \\
\leq C \|\Lambda_{x_1}^\alpha f\|_{L^2} \|\Lambda_{x_2}^\beta f\|_{L^2} \\
\equiv C \|\Lambda_{x_1}^\alpha f\|_{L^2} \|\Lambda_{x_2}^\beta f\|_{L^2} \\
\leq C \|\Lambda_{x_1}^\alpha f\|_{L^2} \|\Lambda_{x_2}^\beta f\|_{L^2}. 
\]
which yields (5.2). It is obvious to check that $\alpha + \beta > 2\alpha \beta$ when $(\alpha, \beta) \in \mathcal{F}$. Consequently, using (5.2), we deduce from (5.1) that

$$
\frac{1}{2} \frac{d}{dt} \| \Lambda^s \theta(t) \|^2_{L^2} + \| \Lambda_{x_1}^\alpha \Lambda^s \theta \|^2_{L^2} + \| \Lambda_{x_2}^\beta \Lambda^s \theta \|^2_{L^2} \\
\leq C \| \nabla \theta \|^2_{\frac{\alpha + \beta}{\alpha + \beta} L^2} \| \Lambda_{x_1}^\alpha \Lambda^s \theta \|^2_{\frac{2\beta}{L^2}} \| \Lambda_{x_2}^\beta \Lambda^s \theta \|^2_{\frac{2\alpha}{L^2}} \\
\leq C_1 \| \Lambda^{2 - \frac{4\alpha\beta}{\alpha + \beta}} \theta \|^2_{L^2} \| \Lambda_{x_1}^\alpha \Lambda^s \theta \|^2_{\frac{2\beta}{L^2}} \| \Lambda_{x_2}^\beta \Lambda^s \theta \|^2_{\frac{2\alpha}{L^2}},
$$

(5.4)

where we have used the fact $\frac{\alpha + \beta}{2\alpha\beta} \geq 2$ due to $(\alpha, \beta) \in \mathcal{F}$. Taking $s = 2 - \frac{4\alpha\beta}{\alpha + \beta} \geq 0$, (5.4) reduces to

$$
\frac{1}{2} \frac{d}{dt} \| \Lambda^{2 - \frac{4\alpha\beta}{\alpha + \beta}} \theta(t) \|^2_{L^2} + \| \Lambda_{x_1}^\alpha \Lambda^{2 - \frac{4\alpha\beta}{\alpha + \beta}} \theta \|^2_{L^2} + \| \Lambda_{x_2}^\beta \Lambda^{2 - \frac{4\alpha\beta}{\alpha + \beta}} \theta \|^2_{L^2} \\
\leq C \| \Lambda^{2 - \frac{4\alpha\beta}{\alpha + \beta}} \theta \|^2_{L^2} \| \Lambda_{x_1}^\alpha \Lambda^{2 - \frac{4\alpha\beta}{\alpha + \beta}} \theta \|^2_{L^2} + \| \Lambda_{x_2}^\beta \Lambda^{2 - \frac{4\alpha\beta}{\alpha + \beta}} \theta \|^2_{L^2},
$$

which implies

$$
\frac{1}{2} \frac{d}{dt} \| \Lambda^{2 - \frac{4\alpha\beta}{\alpha + \beta}} \theta(t) \|^2_{L^2} + \| \Lambda_{x_1}^\alpha \Lambda^{2 - \frac{4\alpha\beta}{\alpha + \beta}} \theta \|^2_{L^2} + \| \Lambda_{x_2}^\beta \Lambda^{2 - \frac{4\alpha\beta}{\alpha + \beta}} \theta \|^2_{L^2} \\
\leq C_2 \| \Lambda^{2 - \frac{4\alpha\beta}{\alpha + \beta}} \theta \|^2_{L^2} \| \Lambda_{x_1}^\alpha \Lambda^{2 - \frac{4\alpha\beta}{\alpha + \beta}} \theta \|^2_{L^2} + \| \Lambda_{x_2}^\beta \Lambda^{2 - \frac{4\alpha\beta}{\alpha + \beta}} \theta \|^2_{L^2}.
$$

(5.5)

Therefore, if initially

$$
\| \Lambda^{2 - \frac{4\alpha\beta}{\alpha + \beta}} \theta_0 \|^2_{L^2} \leq \epsilon
$$

with $\epsilon \leq \frac{1}{C_2}$, then we get by applying the bootstrapping argument to (5.5) that for all $t \geq 0$,

$$
\| \Lambda^{2 - \frac{4\alpha\beta}{\alpha + \beta}} \theta(t) \|^2_{L^2} \leq \| \Lambda^{2 - \frac{4\alpha\beta}{\alpha + \beta}} \theta_0 \|^2_{L^2} \leq \epsilon.
$$

(5.6)

Coming back to (5.4), one gets

$$
\frac{1}{2} \frac{d}{dt} \| \Lambda^s \theta(t) \|^2_{L^2} + \| \Lambda_{x_1}^\alpha \Lambda^s \theta \|^2_{L^2} + \| \Lambda_{x_2}^\beta \Lambda^s \theta \|^2_{L^2} \\
\leq C_1 \| \Lambda^{2 - \frac{4\alpha\beta}{\alpha + \beta}} \theta \|^2_{L^2} \| \Lambda_{x_1}^\alpha \Lambda^s \theta \|^2_{\frac{2\beta}{L^2}} + \| \Lambda_{x_2}^\beta \Lambda^s \theta \|^2_{\frac{2\alpha}{L^2}} \\
\leq C_1 \epsilon \left( \| \Lambda_{x_1}^\alpha \Lambda^s \theta \|^2_{L^2} + \| \Lambda_{x_2}^\beta \Lambda^s \theta \|^2_{L^2} \right),
$$

(5.7)

where in the last line we have used (5.6). Taking $\epsilon$ small again such that $\epsilon \leq \frac{1}{2C_1}$, we derive from (5.7) that

$$
\frac{d}{dt} \| \Lambda^s \theta(t) \|^2_{L^2} + \| \Lambda_{x_1}^\alpha \Lambda^s \theta \|^2_{L^2} + \| \Lambda_{x_2}^\beta \Lambda^s \theta \|^2_{L^2} \leq 0.
$$

(5.8)

Integrating (5.8) in time yields the global solution in $H^s$ with small initial data. To show the uniqueness, we consider two solutions $\theta^{(1)}$ and $\theta^{(2)}$ of (1.1) with the same initial data. Denoting $\tilde{\theta} = \theta^{(1)} - \theta^{(2)}$ and $\tilde{u} = u^{(1)} - u^{(2)}$ with $\tilde{u}_1 = -R_2 \tilde{\theta}$ and $\tilde{u}_2 = R_1 \tilde{\theta}$, one thus derives

$$
\begin{cases}
\partial_t \tilde{\theta} + (u^{(1)} \cdot \nabla) \tilde{\theta} + \Lambda_{x_1}^\alpha \tilde{\theta} + \Lambda_{x_2}^\beta \tilde{\theta} = -(\tilde{u} \cdot \nabla) \theta^{(2)} , \\
\tilde{\theta}(x, 0) = 0.
\end{cases}
$$

(5.9)
It comes out by applying the basic $L^2$-estimate to (5.9) that
\[
\frac{1}{2} d \frac{d}{dt} \| \tilde{\theta}(t) \|_{L^2}^2 + \| \Lambda^\alpha_{x_1} \tilde{\theta} \|_{L^2}^2 + \| \Lambda^\beta_{x_2} \tilde{\theta} \|_{L^2}^2 = - \int_{\mathbb{R}^2} (\tilde{u} \cdot \nabla) \theta^{(2)} \tilde{\theta} \, dx
\]
\[
\leq C \| \tilde{u} \|_{L^{\frac{2(\alpha + \beta)}{\alpha + \beta - 2 \sigma \rho}}} \| \nabla \theta^{(2)} \|_{L^{\frac{2(\alpha + \beta)}{\alpha + \beta - 2 \sigma \rho}}} \| \tilde{\theta} \|_{L^{2(\alpha + \beta)}}
\]
\[
\leq C \| \nabla \theta^{(2)} \|_{L^{\frac{\alpha + \beta}{\alpha + \beta - 2 \sigma \rho}}} \| \tilde{\theta} \|_{L^2}^2
\]
\[
\leq C_3 \| \Lambda^{2 - \frac{\alpha + 2 \sigma \rho}{\alpha + \beta}} \theta^{(2)} \|_{L^2} \| \Lambda^\alpha_{x_1} \tilde{\theta} \|_{L^2} \| \Lambda^\beta_{x_2} \tilde{\theta} \|_{L^2} \| \tilde{\theta} \|_{L^2}
\]
\[
\leq C_3 \epsilon (\| \Lambda^\alpha_{x_1} \tilde{\theta} \|_{L^2}^2 + \| \Lambda^\beta_{x_2} \tilde{\theta} \|_{L^2}^2),
\]
where in the last line we have used (5.6) again. Taking $\epsilon$ small again such that $\epsilon \leq \frac{1}{C_3}$, we have
\[
\frac{d}{dt} \| \tilde{\theta}(t) \|_{L^2}^2 \leq 0,
\]
which along with $\tilde{\theta}(x, 0) = 0$ yields $\tilde{\theta}(t) \equiv 0$, thus the uniqueness follows.

Finally, we show the desired decay estimate (1.11). In fact, following the proof of Proposition 3.9, one gets from (5.8) that
\[
\| \Lambda^\sigma \theta(t) \|_{L^2} \leq C_0 (1 + t)^{\frac{\alpha + \beta}{(2 - p + 2 \min \{\alpha, \beta\} \sigma \rho)}}^{\frac{1}{\alpha + \beta}}
\]
which is nothing but (1.11). As a result, it suffices to take
\[
\epsilon = \min \left\{ \frac{1}{2 C_1}, \frac{1}{C_2}, \frac{1}{C_3} \right\}.
\]
Therefore, this ends the proof of Theorem 1.3.

6. The proof of Theorem 1.4

This section is devoted to the proof of Theorem 1.4 which depends on an appropriately modified Fourier Splitting method. Letting $W = \theta - \tilde{\theta}$, we deduce from (1.1) and (1.5) that
\[
\begin{cases}
\partial_t W + \Lambda^\alpha_{x_1} W + \Lambda^\beta_{x_2} W = -(u \cdot \nabla) \theta, \\
W(x, 0) = 0.
\end{cases}
\]
A straightforward energy estimate of (6.1) yields
\[
\frac{1}{2} d \frac{d}{dt} \| W(t) \|_{L^2}^2 + \| \Lambda^\alpha_{x_1} W \|_{L^2}^2 + \| \Lambda^\beta_{x_2} W \|_{L^2}^2 = - \int_{\mathbb{R}^2} (u \cdot \nabla) \theta W \, dx
\]
\[
= - \int_{\mathbb{R}^2} (u \cdot \nabla) \theta (\theta - \tilde{\theta}) \, dx
\]
\[
= \int_{\mathbb{R}^2} (u \cdot \nabla) \theta \tilde{\theta} \, dx
\]
\[
= \int_{\mathbb{R}^2} (u \cdot \nabla) \tilde{\theta} \theta \, dx
\]
\[
\leq C \| \nabla \tilde{\theta} \|_{L^\infty} \| u \|_{L^2} \| \theta \|_{L^2}
\]
\[
\leq C \| \nabla \tilde{\theta} \|_{L^\infty} \| \theta \|_{L^2}^2.
\]
To deal with $\nabla \tilde{\theta}$, we infer from (1.5) that
$$
\partial_t \tilde{\theta} + |\xi_1|^{2\alpha} \tilde{\theta} + |\xi_2|^{2\beta} \tilde{\theta} = 0,
$$
which allows us to derive
$$
\tilde{\theta}(t, \xi) = e^{-|\xi_1|^{2\alpha} + |\xi_2|^{2\beta}} \tilde{\theta}_0(\xi).
$$
We thus have
$$
\|\nabla \tilde{\theta}\|_{L^\infty} \leq \int_{\mathbb{R}^2} |\xi| |\tilde{\theta}(t, \xi)| \, d\xi
= \int_{\mathbb{R}^2} |\xi| e^{-|\xi_1|^{2\alpha} + |\xi_2|^{2\beta}} |\tilde{\theta}_0(\xi)| \, d\xi
\leq \left( \int_{\mathbb{R}^2} |\xi|^p e^{-p(|\xi_1|^{2\alpha} + |\xi_2|^{2\beta})} \, d\xi \right)^{1/p} \left( \int_{\mathbb{R}^2} |\tilde{\theta}_0(\xi)|^{p'} \, d\xi \right)^{1 - 1/p}
\leq \left( \int_{\mathbb{R}^2} (|\xi|^p e^{-p(|\xi_1|^{2\alpha} + |\xi_2|^{2\beta})} + |\xi_2|^p e^{-p(|\xi_1|^{2\alpha} + |\xi_2|^{2\beta})}) \, d\xi \right)^{p/2} \|\tilde{\theta}_0\|_{L^p}.
$$
where we have used the fact $|\xi|^p \leq |\xi_1|^p + |\xi_2|^p$ for $\rho \in [1, 2]$, and the Hausdorff-Young inequality
$$
\|\tilde{f}\|_{L^{\frac{p}{p-1}}} \leq \|f\|_{L^p}, \quad \sigma \in [1, 2].
$$
Direct computations show
$$
\int_{\mathbb{R}^2} |\xi|^p e^{-p(|\xi_1|^{2\alpha} + |\xi_2|^{2\beta})} \, d\xi = \int_{\mathbb{R}} e^{-p|\xi_2|^{2\beta}} \, d\xi_2 \int_{\mathbb{R}} |\xi_1|^p e^{-p|\xi_1|^{2\alpha}} \, d\xi_1
= C \int_0^\infty e^{-\lambda^{2\beta}} \, d\lambda \int_0^\infty \lambda^p e^{-\lambda^{2\alpha}} \, d\lambda
= C t^{-\frac{1}{2\beta}} t^{-\frac{\rho + 1}{2\alpha \rho}}
\leq C (1 + t)^{-\frac{\alpha + (p + 1)\beta}{2\alpha \rho}}, \text{ for } t \geq 1.
$$
Similarly, we have
$$
\int_{\mathbb{R}^2} |\xi_2|^p e^{-p(|\xi_1|^{2\alpha} + |\xi_2|^{2\beta})} \, d\xi \leq C (1 + t)^{-\frac{\alpha + (p + 1)\beta}{2\alpha \rho}}, \text{ for } t \geq 1.
$$
Putting (6.4) and (6.5) into (6.3) gives
$$
\|\nabla \tilde{\theta}\|_{L^\infty} \leq C (1 + t)^{-\min\{\alpha + (p + 1)\beta, (p + 1)\alpha + \beta\} / 2\alpha \rho}.
$$
This along with (6.2) yields
$$
\frac{1}{2} \frac{d}{dt} \|W(t)\|_{L^2}^2 + \|\Lambda_1^{\alpha} W\|_{L^2}^2 + \|\Lambda_2^{\beta} W\|_{L^2}^2
\leq C (1 + t)^{-\min\{\alpha + (p + 1)\beta, (p + 1)\alpha + \beta\} / 2\alpha \rho} \|\tilde{\theta}\|_{L^2}^2
\leq C (1 + t)^{-\min\{\alpha + (p + 1)\beta, (p + 1)\alpha + \beta\} / 2\alpha \rho} (1 + t)^{-\frac{(\alpha + \beta)(2 - p)}{2\alpha \beta}}
\leq C (1 + t)^{-\min\{\alpha + (p + 1)\beta, (p + 1)\alpha + \beta\} / 2\alpha \rho} (1 + t)^{-\frac{(\alpha + \beta)(2 - p)}{2\alpha \beta}}.
$$
Denoting
$$
E(t) = \{ \xi \in \mathbb{R}^2 : |\xi_1|^{2\alpha} + |\xi_2|^{2\beta} \leq f(t) \},
$$
we deduce from (3.33) that
\[ \| \Lambda_1^\alpha W \|_{L^2}^2 + \| \Lambda_2^\beta W \|_{L^2}^2 \geq f(t) \int_{\mathbb{R}^2} |\widehat{W}(t, \xi)|^2 d\xi - f(t) \int_{E(t)} |\widehat{W}(t, \xi)|^2 d\xi, \]
which along with (6.7) implies
\[ \frac{d}{dt} \| W(t) \|_{L^2}^2 + 2f(t) \| W(t) \|_{L^2}^2 \leq 2f(t) \int_{E(t)} |\widehat{W}(t, \xi)|^2 d\xi + C(1 + t) - \min\{ \alpha + (p+1)\beta, (p+1)\alpha + \alpha + \beta \}. \] (6.8)
We conclude from (6.8) that
\[ \frac{d}{dt} \left( e^{\int_0^t f(\tau) d\tau} \| W(t) \|_{L^2}^2 \right) \leq 2e^{\int_0^t f(\tau) d\tau} f(t) \int_{E(t)} |\widehat{W}(t, \xi)|^2 d\xi + Ce^{\int_0^t f(\tau) d\tau} (1 + t)^{-\frac{(\alpha + \beta)(2-p)}{2\alpha \beta p}}. \] (6.9)
Keeping in mind (6.1), we get
\[ \widehat{W}(t, \xi) = \int_0^t e^{-(|\xi_1|^{2\alpha} + |\xi_2|^{2\beta})(t-\tau)} \xi \cdot \widehat{\vartheta}(\tau, \xi) d\tau. \]
This further shows
\[ |\widehat{W}(t, \xi)| \leq |\xi| \int_0^t |\widehat{\vartheta}(\tau, \xi)| d\tau \leq |\xi| \int_0^t \| \vartheta(\tau) \|_{L^1} d\tau \leq |\xi| \int_0^t \| \vartheta(\tau) \|_{L^2} \| \theta(\tau) \|_{L^2} d\tau \leq |\xi| \int_0^t \| \theta(\tau) \|_{L^2}^2 d\tau \leq C |\xi| \int_0^t (1 + \tau)^{-\frac{(\alpha + \beta)(2-p)}{2\alpha \beta p}} d\tau. \] (6.10)
Therefore, we deduce from (6.10) that
\[ |\widehat{W}(t, \xi)|^2 \leq \begin{cases} C|\xi|^2 \ln^2(1 + t), & \text{if } p = \frac{2(\alpha + \beta)}{2\alpha \beta + \alpha + \beta}, \\ C|\xi|^2, & \text{if } p < \frac{2(\alpha + \beta)}{2\alpha \beta + \alpha + \beta}, \\ C|\xi|^2 (1 + t)^{-\frac{(\alpha + \beta)(2-p)}{2\alpha \beta p}}, & \text{if } p > \frac{2(\alpha + \beta)}{2\alpha \beta + \alpha + \beta}. \end{cases} \] (6.11)
Notice
\[ \int_{E(t)} |\xi|^2 d\xi = \int_{E(t)} |\xi_1|^2 d\xi + \int_{E(t)} |\xi_2|^2 d\xi. \] (6.12)
We obtain by direct computations that
\[
\int_{E(t)} |\xi_1|^2 d\xi = \int_{\{\xi \in \mathbb{R}^2: |\xi_1|^2 + |\xi_2|^2 \leq f(t)\}} |\xi_1|^2 d\xi
\]
\[
= \int_{\{\xi_2 \in \mathbb{R}: |\xi_2| \leq f(t)^{\frac{1}{2\beta}}\}} \int_{\{\xi_1 \in \mathbb{R}: |\xi_1| \leq (|\xi_2|^2)^{\frac{1}{2\beta}}\}} |\xi_1|^2 d\xi_1 d\xi_2
\]
\[
= \frac{2}{3} \int_{\{\xi_2 \in \mathbb{R}: |\xi_2| \leq f(t)^{\frac{1}{2\beta}}\}} (f(t) - |\xi_2|^{2\beta}) \frac{1}{2\beta} d\xi_2
\]
\[
= \frac{2}{3\beta} \int_0^1 (f(t) - \eta f(t))^\frac{3}{2\alpha} \eta^{\frac{1}{2\beta}-1} f(t)^{\frac{1}{2\beta}} d\eta
\]
\[
= \frac{2}{3\beta} f(t)^{\frac{\alpha+3\beta}{2\alpha\beta}} \int_0^1 (1 - \eta)^{\frac{3}{2\alpha}} \eta^{\frac{1}{2\beta}-1} d\eta
\]
\[
\leq Cf(t)^{\frac{\alpha+3\beta}{2\alpha\beta}}. \tag{6.13}
\]

Similarly, one derives
\[
\int_{E(t)} |\xi_2|^2 d\xi \leq Cf(t)^{\frac{3\alpha+\beta}{2\alpha\beta}}. \tag{6.14}
\]

Inserting (6.13) and (6.14) into (6.12), we arrive at
\[
\int_{E(t)} |\xi|^2 d\xi \leq C \left( f(t)^{\frac{\alpha+3\beta}{2\alpha\beta}} + f(t)^{\frac{3\alpha+\beta}{2\alpha\beta}} \right). \tag{6.15}
\]

Combining (6.11) and (6.15) implies
\[
\int_{E(t)} |\hat{W}(t, \xi)|^2 d\xi
\]
\[
\leq \begin{cases} 
C \left( f(t)^{\frac{\alpha+3\beta}{2\alpha\beta}} + f(t)^{\frac{3\alpha+\beta}{2\alpha\beta}} \right) \ln^2 (1 + t), & \text{if } p = \frac{2(\alpha + \beta)}{2\alpha\beta + \alpha + \beta} \\
C \left( f(t)^{\frac{\alpha+3\beta}{2\alpha\beta}} + f(t)^{\frac{3\alpha+\beta}{2\alpha\beta}} \right), & \text{if } p < \frac{2(\alpha + \beta)}{2\alpha\beta + \alpha + \beta}. \tag{6.16}
\end{cases}
\]

Now taking \( f(t) = \kappa \) with \( \kappa \) suitable large, (6.16) and (6.9) reduce to
\[
\int_{E(t)} |\hat{W}(t, \xi)|^2 d\xi
\]
\[
\leq \begin{cases} 
C(1 + t)^{-\min\{\frac{\alpha+3\beta}{2\alpha\beta}, \frac{3\alpha+\beta}{2\alpha\beta}\}} \ln^2 (1 + t), & \text{if } p = \frac{2(\alpha + \beta)}{2\alpha\beta + \alpha + \beta} \\
C(1 + t)^{-\frac{\alpha+3\beta}{2\alpha\beta}}, & \text{if } p < \frac{2(\alpha + \beta)}{2\alpha\beta + \alpha + \beta} \tag{6.17}
\end{cases}
\]
\[
C(1 + t)^{-\frac{\alpha+3\beta}{2\alpha\beta}} \min\{\frac{\alpha+3\beta}{2\alpha\beta}, \frac{3\alpha+\beta}{2\alpha\beta}\}, & \text{if } p < \frac{2(\alpha + \beta)}{2\alpha\beta + \alpha + \beta}.
\]
Finally, for the case $p > \frac{2(\alpha + \beta)}{2\alpha \beta + \alpha + \beta}$, we obtain

$$\|W(t)\|^2_{L^2} \leq C(1 + t)^{- \frac{2(\alpha + \beta)(2 - p)}{2\alpha \beta} \cdot \min\{\alpha + 3\beta, 3\alpha + \beta\} \cdot \frac{\min\{\alpha + 3\beta, 3\alpha + \beta\}}{2\alpha \beta} + 2(\alpha + \beta)(2 - p) - 4\alpha \beta \cdot A},$$

(6.22)

Collecting (6.20), (6.21) and (6.22) yields the desired estimate. Therefore, the proof of Theorem 1.4 is completed.

### 7. The proof of Theorem 1.5

The proof can be performed as that for the proof of Theorem 1.4. For the sake of completeness, we sketch it here. It follows from (6.6) that

$$\frac{1}{2} \frac{d}{dt} \|W(t)\|^2_{L^2} + \|\Lambda^{\alpha}_{x_1} W\|^2_{L^2} + \|\Lambda^{\beta}_{x_2} W\|^2_{L^2} \leq C(1 + t)^{- \frac{\min\{\alpha + 3\beta, 3\alpha + \beta\}}{4\alpha \beta} \cdot \min\{\alpha + 3\beta, 3\alpha + \beta\} \cdot \frac{\min\{\alpha + 3\beta, 3\alpha + \beta\}}{4\alpha \beta} \cdot \|\theta\|^2_{L^2},$$

(7.1)
Just as for (6.9), we get from (7.1) that
\[ \frac{d}{dt} \left( e^{\frac{\kappa}{2(t+1)}} \|W(t)\|_{L^2}^2 \right) \leq 2e^{\frac{\kappa}{2(t+1)}} f(t) \int_{E(t)} |\hat{W}(t, \xi)|^2 d\xi + Ce^{\frac{\kappa}{2(t+1)}} f(t) (1+t)^{-\frac{\min\{\alpha+3\beta, 3\alpha+\beta\}}{4\alpha\beta}}. \] (7.2)

Moreover, (6.10) ensures
\[ |\hat{W}(t, \xi)| \leq |\xi| \int_0^t \|\theta(\tau)\|_{L^2}^2 d\tau \leq Ct|\xi|\|\theta_0\|_{L^2}^2. \]

This along with (6.16) implies
\[ \int_{E(t)} |\hat{W}(t, \xi)|^2 d\xi \leq C \left( f(t) \frac{\alpha+3\beta}{2\alpha\beta} + f(t) \frac{3\alpha+\beta}{2\alpha\beta} \right) (1+t)^2. \]

We thus get by inserting the above estimate into (7.2)
\[ \frac{d}{dt} \left( e^{\frac{\kappa}{2(t+1)}} \|W(t)\|_{L^2}^2 \right) \leq 2e^{\frac{\kappa}{2(t+1)}} f(t) \left( f(t) \frac{\alpha+3\beta}{2\alpha\beta} + f(t) \frac{3\alpha+\beta}{2\alpha\beta} \right) (1+t)^2 + Ce^{\frac{\kappa}{2(t+1)}} f(t) (1+t)^{-\frac{\min\{\alpha+3\beta, 3\alpha+\beta\}}{4\alpha\beta}}. \] (7.3)

Via taking \( f(t) = \frac{\kappa}{2(t+1)} \) with \( \kappa \) suitable large, (7.3) becomes
\[ \frac{d}{dt} \left( (1+t)^\kappa \|W(t)\|_{L^2}^2 \right) \leq C(1+t)^{\kappa + 1 - \frac{\min\{\alpha+3\beta, 3\alpha+\beta\} - 2\alpha\beta}{4\alpha\beta}} + C(1+t)\frac{\min\{\alpha+3\beta, 3\alpha+\beta\}}{4\alpha\beta}. \]

Integrating it in time yields
\[ (1+t)^\kappa \|W(t)\|_{L^2}^2 \leq C(1+t)^{\kappa + 1 - \frac{\min\{\alpha+3\beta, 3\alpha+\beta\} - 2\alpha\beta}{4\alpha\beta}} + C(1+t)\frac{\min\{\alpha+3\beta, 3\alpha+\beta\}}{4\alpha\beta}. \]

This further shows
\[ \|W(t)\|_{L^2}^2 \leq C(1+t)^{-\frac{\min\{\alpha+3\beta, 3\alpha+\beta\} - 2\alpha\beta}{4\alpha\beta}} + C(1+t)^{-\frac{\min\{\alpha+3\beta, 3\alpha+\beta\} - 4\alpha\beta}{4\alpha\beta}}, \]

where we have used the restriction \( \min\{\alpha+3\beta, 3\alpha+\beta\} > 4\alpha\beta \). This gives (1.13) and completes the proof of Theorem 1.5.

**APPENDIX A. THE CASE (1.1) WITH \( \alpha = \beta = \frac{1}{2} \)**

In this appendix, we consider (1.1) with \( \Lambda_{x_1}\theta + \Lambda_{x_2}\theta \), namely,
\[ \begin{cases} \partial_t \theta + (u \cdot \nabla) \theta + \Lambda_{x_1}\theta + \Lambda_{x_2}\theta = 0, \\ u = \mathcal{R}^+ \theta, \\ \theta(x, 0) = \theta_0(x). \end{cases} \] (A.1)

More precisely, we have the following small data global existence and the decay estimate results of (A.1).

**Theorem A.1.** Let \( \theta_0 \in H^s(\mathbb{R}^2) \) with \( s > 1 \). If there exists an absolute constant \( \delta > 0 \) such that
\[ \|\theta_0\|_{L^\infty} \leq \delta, \] (A.2)
then (A.1) has a unique global smooth solution \( \theta \) such that for any given \( t > 0 \),

\[
\| \Lambda^s \theta(t) \|_{L^2}^2 + \int_0^t \| \Lambda^{s+\frac{1}{2}} \theta(\tau) \|_{L^2}^2 \, d\tau \leq \| \Lambda^s \theta_0 \|_{L^2}^2. \tag{A.3}
\]

Additionally, if \( \theta_0 \in L^p(\mathbb{R}^2) \) with \( p \in [1, 2] \), then the solution as stated above admits the decay estimate

\[
\| \Lambda^s \theta(t) \|_{L^2} \leq C_0 (1 + t)^{-\frac{2s(s-1)p}{p}}, \tag{A.4}
\]

where the constant \( C_0 > 0 \) depends only on \( s, p \) and \( \theta_0 \).

**Proof.** Applying \( \Lambda^s \) to (A.1) and multiplying it by \( \Lambda^s \theta \) imply

\[
\frac{1}{2} \frac{d}{dt} \| \Lambda^s \theta(t) \|_{L^2}^2 + \| \Lambda^s \Lambda^s_{x_1} \theta \|_{L^2}^2 + \| \Lambda^s \Lambda^s_{x_2} \theta \|_{L^2}^2 = - \int_{\mathbb{R}^2} \Lambda^s (u \cdot \nabla \theta) \Lambda^s \theta \, dx. \tag{A.5}
\]

By (2.1), we obtain

\[
\left| \int_{\mathbb{R}^2} \Lambda^s (u \cdot \nabla \theta) \Lambda^s \theta \, dx \right| = \left| \int_{\mathbb{R}^2} \left[ \Lambda^s, u \cdot \nabla \right] \theta \Lambda^s \theta \, dx \right|
\leq C \left( \| \nabla u \|_{L^{2s+1}} \| \Lambda^s \theta \|_{L^{2s+1}} + \| \nabla \theta \|_{L^{2s+1}} \| \Lambda^s u \|_{L^{2s+1}} \right) \| \Lambda^s \theta \|_{L^{2s+1}}
\leq C \| \nabla \theta \|_{L^{2s+1}} \| \Lambda^s \theta \|_{L^{2s+1}}^2
\leq C \| \theta \|_{B^{\frac{2s+1}{s}}_{B^0_\infty, \infty}} \| \Lambda^{s+\frac{1}{2}} \theta \|_{L^2}^2
\leq C \| \theta \|_{L^\infty} \| \Lambda^{s+\frac{1}{2}} \theta \|_{L^2}^2
\leq C \| \theta_0 \|_{L^\infty} \| \Lambda^{s+\frac{1}{2}} \theta \|_{L^2}^2, \tag{A.6}
\]

where we have used the sharp interpolation inequality (see [2 Theorem 2.42])

\[
\| f \|_{L^p} \leq C \| f \|_{B^{s-q}_{B^0_q, \infty}}^{\frac{p-q}{s-q}} \| f \|_{B^{s-q}_{B^0_q, \frac{q}{q-1}}}^{\frac{s-q}{s-q-1}}
\]

with \( \gamma > 0 \) and \( 1 \leq q < p < \infty \). According to Plancherel’s theorem, one gets

\[
\| \Lambda^s \Lambda^s_{x_1} \theta \|_{L^2}^2 + \| \Lambda^s \Lambda^s_{x_2} \theta \|_{L^2}^2 \approx \| \Lambda^{s+\frac{1}{2}} \theta \|_{L^2}^2. \tag{A.7}
\]

Combining (A.5), (A.6) and (A.7) yields

\[
\frac{1}{2} \frac{d}{dt} \| \Lambda^s \theta(t) \|_{L^2}^2 + \| \Lambda^{s+\frac{1}{2}} \theta \|_{L^2}^2 \leq C \| \theta_0 \|_{L^\infty} \| \Lambda^{s+\frac{1}{2}} \theta \|_{L^2}^2,
\]

which along with the assumption (A.2) implies

\[
\frac{d}{dt} \| \Lambda^s \theta(t) \|_{L^2}^2 + \| \Lambda^{s+\frac{1}{2}} \theta \|_{L^2}^2 \leq 0. \tag{A.8}
\]

Integrating (A.8) in time yields (A.3). It is quite easy to show the uniqueness as \( s > 1 \). To show the decay estimate (A.4), we still have the following estimate due to Proposition 2.1

\[
\| \theta(t) \|_{L^p} \leq \| \theta_0 \|_{L^p}. \tag{A.9}
\]
Thanks to $p \in [1, 2]$, it follows from the direct interpolation that
\[ \|\Lambda^s \theta\|_{L^2} \leq C \|\theta\|_{L^{p \frac{2p}{p-1}}(\mathbb{R}^n)} \|\Lambda^{s+\frac{1}{2}} \theta\|_{L^2}, \]
which together with (A.9) gives
\[ \|\Lambda^s \theta\|_{L^2} \leq C \|\theta_0\|_{L^{p \frac{2p}{p-1}}(\mathbb{R}^n)} \|\Lambda^{s+\frac{1}{2}} \theta\|_{L^2} \leq C \|\Lambda^{s+\frac{1}{2}} \theta\|_{L^2} . \]
This further yields
\[ C^{-1} \|\Lambda^s \theta\|_{L^2} \leq \|\Lambda^{s+\frac{1}{2}} \theta\|_{L^2} , \]
which along with (A.8) shows
\[ \frac{d}{dt} \|\Lambda^s \theta(t)\|_{L^2} + C^{-1} \|\Lambda^s \theta\|_{L^2} \leq 0. \]  
(A.10)
Applying Lemma 3.1 to (A.10), we deduce
\[ \|\Lambda^s \theta(t)\|_{L^2} \leq C_0 (1 + t)^{-\frac{2(2s-1)p}{p}} . \]
Consequently, this ends the proof of Theorem A.1. \qed

**APPENDIX B. THE DECAY ESTIMATES OF LINEAR PART**

It is not hard to check that the upper bounds of (1.6) and (1.8) follow from the proof of Proposition 3.9. As a result, it suffices to show the lower bound of (1.8) under the assumption (1.7). In fact, it follows from (1.7) that there exists two constants $\delta > 0$, $\tilde{c} > 0$ such that for any $0 < \rho \leq \delta$
\[ \rho^{-(\alpha+\beta)(2-p) + 2 \min(\alpha, \beta) p} \int_{E(\rho)} |\xi|^{2\alpha} |\hat{\theta}_0(\xi)|^2 \, d\xi \geq \tilde{c} . \]  
(B.1)
Let
\[ E(\rho(t)) \triangleq \{ \xi \in \mathbb{R}^2 : |\xi_1|^{2\alpha} + |\xi_2|^{2\beta} \leq \rho(t) \} , \]
where $\rho(t)$ is nonincreasing, continuous radius to be determined later. Now we write the solution $\tilde{\theta}$ as
\[ \tilde{\theta}(x, t) = e^{-(\Lambda_{x_1}^{2\alpha} + \Lambda_{x_2}^{2\beta} t)} \theta_0 , \]
which allows us to derive
\[ \|\Lambda^s \tilde{\theta}\|_{L^2}^2 = \int_{\mathbb{R}^2} |\xi|^{2s} |\tilde{\theta}(\xi)|^2 \, d\xi \]
\[ = \int_{\mathbb{R}^2} |\xi|^{2s} e^{-2(|\xi_1|^{2\alpha} + |\xi_2|^{2\beta} t)} |\tilde{\theta}_0(\xi)|^2 \, d\xi \]
\[ \geq \int_{E(\rho(t))} |\xi|^{2s} e^{-2(|\xi_1|^{2\alpha} + |\xi_2|^{2\beta} t)} |\tilde{\theta}_0(\xi)|^2 \, d\xi \]
\[ \geq \int_{E(\rho(t))} |\xi|^{2s} e^{-2\rho(t)} |\tilde{\theta}_0(\xi)|^2 \, d\xi \]
\[ = e^{-2\rho(t)} \int_{E(\rho(t))} |\xi|^{2s} |\tilde{\theta}_0(\xi)|^2 \, d\xi. \]  
(B.2)
Now we take $\rho(t) = \delta(1 + t)^{-1}$, then it follows from (B.2) that
\[
\|\Lambda^s \tilde{\theta}(t)\|_{L^2}^2 \geq e^{-2t \rho(t)} \rho(t) \left( \frac{\alpha + \beta}{2\alpha \beta} \right) \rho(t) \left( \frac{\alpha + \beta}{2\alpha \beta} \right) \int_{E(\rho(t))} |\xi|^{2s} |\tilde{\theta}_0(\xi)|^2 d\xi
\]
\[
\geq \bar{c} e^{-2t \rho(t)} \rho(t) \left( \frac{\alpha + \beta}{2\alpha \beta} \right) \rho(t) \left( \frac{\alpha + \beta}{2\alpha \beta} \right)
\]
\[
\geq C_1 (1 + t) \left( \frac{\alpha + \beta}{2\alpha \beta} \right) \rho(t) \left( \frac{\alpha + \beta}{2\alpha \beta} \right),
\]
where we have used (B.1). This immediately implies the lower bound
\[
\|\Lambda^s \tilde{\theta}(t)\|_{L^2} \geq C_1 (1 + t) \left( \frac{\alpha + \beta}{2\alpha \beta} \right).
\]
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