FORECASTING THE ELECTRIC CONSUMPTION OF OBJECTS USING ARTIFICIAL NEURAL NETWORKS
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Abstract. The possibility of using artificial neural networks of the Matlab mathematical package for predicting the power consumption of objects is considered, the parameters that affect the power consumption are studied.

Introduction

The task of planning electricity consumption has always been important for the process of purchasing and using electricity. In recent years, it has become very acute in connection with the reform of the Uzbek electric power industry. The rules for the functioning of retail markets establish the obligation of consumers to accurately plan the volumes of electricity consumption and establish their responsibility for consumption in a larger or smaller volume than planned. Deviation in electricity consumption of more than 3% from the planned one leads to additional costs. The more serious the deviations, the larger the amount the company is forced to pay for the inconsistencies.

Main part

Thus, the energy service of the enterprise is faced with the difficult task of drawing up a reliable application for electricity consumption. Recently, in connection with the development of artificial intelligence technologies, artificial neural networks (ANNs) are attracting more and more attention from specialists involved in forecasting electricity consumption [1-6].

Artificial neural networks (ANNs) are mathematical models, as well as their software or hardware implementations, built on the principle of the organization and functioning of biological neural networks - networks of nerve cells of a living organism.

ANNs are a system of simple processors (artificial neurons) connected and interacting with each other. Such processors are usually quite simple, especially when compared to the processors used in personal computers. Each processor on such a network deals only with signals that it receives periodically and signals that it periodically sends to other processors. And yet, when connected in a large enough network with controlled interactions, such locally simple processors together are capable of performing rather complex tasks [1-11].

Recently, in connection with the development of artificial intelligence technologies, artificial neural networks (ANNs) are attracting more and more attention from specialists involved in forecasting electricity consumption.

Neural networks (NN) are computational structures that simulate processes similar to those occurring in the human brain. Neural networks are distributed and parallel systems capable of adaptive learning by reacting to positive and negative influences. At the heart of building a network is an elementary transformer called an artificial neuron or simply a neuron by analogy with its biological prototype.

The structure of the neural network (Fig. 1) can be described as follows. The neural network consists of several layers: input, internal (hidden) and output. The input layer implements communication with the input data, the output layer - with the output. There can be one or more inner layers. Each layer contains several neurons. There are connections between neurons called weights.
When planning energy consumption, it is necessary to determine as accurately as possible the factors that influence the forecast. The attractiveness of the ANN application lies in the possibility of using a large number of different input parameters. Climatic conditions are of great importance for electricity consumption. Statistical analyzes have shown that temperature is the most important among the meteorological factors affecting the change in power consumption. The dependence of consumption on temperature is pseudo-linear. It is known that electricity consumption increases on cold days, when additional electric heaters are turned on, and on hot days, when air conditioners are turned on. Other meteorological factors are air humidity or wind speed, which create discomfort for humans and may explain the use of heating and cooling devices [12-15].

The length of the day is an important input parameter. As daylight shrinks, the use of electricity for many consumers increases. It is also influenced by the conversion of clocks from summer time to winter time and back.

Social factors also influence energy consumption. These include: the number of working days and days off, holidays and shortened working days, vacations, etc.

When planning electricity consumption, the development trends of the enterprise should be taken into account. Consumption increases due to increased volumes of raw materials or the use of additional equipment. When carrying out preventive maintenance or stopping equipment, consumption falls. Consumption is greatly influenced by the tariff at which the company bills for electricity [16-18].

It is also worth noting that when predicting power consumption, it is necessary to take into account the specific parameters that are characteristic of the consumer. Each production contains individual technological cycles, which, when summed up, form a unique time process. However, in all production cycles of energy consumption, common features can be found, thereby forming a methodological basis for making an accurate forecast.

Let us consider an example of annual forecasting of workshop power consumption using neural networks included in the Matlab 7 (Neural Network Toolbox) package. The input parameters are taken as the average monthly temperature, the number of weekends and holidays per month, the average length of the day, the total installed capacity of the equipment used, the number of orders, the number of equipment used. The output parameter is the monthly electricity consumption in kW.

Create a MLN with back propagation of an error:

```
net = newff([1 12; -18 20; 6 10; 18 30; 5 17; 8 16; 7.18],[250 1], ...{'tansig' 'purelin'},'traincgf').
```

As shown, the network has 250 neurons and a tansig activation function on the first layer, as well as one neuron and a purelin activation function on the second. Training is set by the traincgf function [19-21].

We set the parameters for training the network:

```
net.trainParam.epochs = 400; – maximum number of training cycles;
net.trainParam.goal = 1e-5; – the limiting value of the learning criterion;
net.trainParam.lr = 0.1; – learning rate parameter;
net.trainParam.show = 5; – information display interval;
net.trainParam.mc = 1; – perturbation parameter.
```

The network training schedule is shown in Fig. 2, from which it can be seen that the given neural network is optimally trained and is suitable for predicting the power consumption of a given object. The neural network training schedule matches the initial consumption data.

Let's make a forecast, for which we set the network's estimated parameters for the next year (temperature, number of orders, etc.). The results are shown in Fig. 3. Thus, using the current values of the parameters, a graph of the forecast of electricity consumption for the future period was obtained. The network was trained with a minimum error, which makes it possible to obtain the most accurate forecast [22-27].
Fig. 2. Schedule of neural network training.

Fig. 3. Forecast of annual workshop power consumption.
Conclusions

1. The use of artificial neural networks allows you to minimize the participation of an expert.
2. Neural networks allow you to take into account the main factors affecting the accuracy of the forecast, without limiting the input parameters.
3. The automated forecasting system makes it possible to estimate the forecasting error, to identify the parameters that affect the consumption of electricity.
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