Riemannian Geometry Applied to Detection of Respiratory States from EEG Signals: the Basis for a Brain-Ventilator Interface
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Abstract— During mechanical ventilation, patient-ventilator disharmony is frequently observed and may result in increased breathing effort, compromising the patient’s comfort and recovery. This circumstance requires clinical intervention and becomes challenging when verbal communication is difficult. In this work, we propose a brain computer interface (BCI) to automatically and non-invasively detect patient-ventilator disharmony from electroencephalographic (EEG) signals: a brain-ventilator interface (BVI). Our framework exploits the cortical activation provoked by the inspiratory compensation when the subject and the ventilator are desynchronized. Use of a pre-class approach and Riemannian geometry of EEG covariance matrices allows effective classification of respiratory states. The BVI is validated on nine healthy subjects that performed different respiratory tasks that mimic a patient-ventilator disharmony. Classification performances, in terms of areas under ROC curves, are significantly improved using EEG signals compared to detection based on air flow. Reduction in the number of electrodes that can achieve discrimination can often be desirable (e.g. for portable BCI systems). By using an iterative channel selection technique, the Common Highest Order Ranking (CHOrRa), we find that a reduced set of electrodes (n=6) can slightly improve for an intra-subject configuration, and it still provides fairly good performances for a general inter-subject setting. Results support the discriminant capacity of our approach to identify anomalous respiratory states, by learning from a training set containing only normal respiratory epochs. The proposed framework opens the door to brain-ventilator interfaces for monitoring patient’s breathing comfort and adapting ventilator parameters to patient respiratory needs.
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1 Introduction

Mechanical ventilation is the most frequently used life-sustaining intervention in the intensive care unit (ICU), where approximately 50% of patients receive ventilatory support \cite{1}. At some point in their management, many patients on mechanical ventilation (MV) are described as “fighting their ventilator”. This jargonistic expression is used to indicate a mismatch between patient respiratory efforts and ventilator “breaths”. This form of disharmony between patient and ventilator results in an increased work of breathing and is a major source of discomfort for the patient with some deleterious effects such as dyspnea and anxiety. Dyspnea and anxiety are major drivers of post-traumatic stress disorders frequently observed in patients who survive the ICU \cite{2}. Therefore, it is crucial to detect patient-ventilator disharmony as early as possible. Currently, this relies on monitoring of physiological signals generated indirectly (pressure, air flow) or directly (electromyography) by the respiratory muscles in response to the descending neural drive to breathe. It is generally assumed that ventilatory support should be adapted to the neural drive to breathe \cite{3}. Some approaches address this issue by using the diaphragmatic EMG (e.g. the neurally adjusted ventilatory assist or NAVA \cite{4}). Nevertheless, these techniques fail to take into account the fact that, under certain circumstances, the automatic respiratory activity of the brain stem is supplemented by respiratory-related cortical circuits. Indeed, inspiratory loading in awake humans elicits a cortical response that can be observed in EEG signals \cite{5}. Such responses have been found to correlate with respiratory discomfort in healthy subjects fighting a ventilator \cite{6}. These observations give rise to the prospect of an effective brain-ventilator interface (BVI) that would target the neural correlates of respiratory discomfort rather than the automatic drive.
to breathe. Current neuroscience research attempts to understand how brain functions result from dynamic interactions in large-scale cortical networks, and to further identify how cognitive tasks or brain diseases contribute to reshape this organization. Covariance analyses of brain data are widely used to elucidate the functional interactions between brain regions during different brain states. The relevance of covariance matrices as a feature for BCI has been already assessed and they constitute a very appropriate choice given their ability to reflect spatio-temporal dynamics in EEG. In this paper, we use elements of differential geometry to evaluate the ability of EEG covariance matrices to characterize changes in respiratory states in healthy subjects.

A brain-ventilator interface

The use of brain computer interfaces (BCI) is increasingly common in clinical environments as a technology to improve patient communication and rehabilitation using brain signals. However, the application of BCI in the respiratory context has not yet been explored.

In this work, we propose a framework which provides the basis of a brain-ventilator interface (see Figure 1). A first possible implementation consists of an open loop configuration that generates an output signal to trigger an alarm in the case of breathing disharmony. The second implementation is a more advanced version that could generate a continuous output signal in a closed loop to directly adapt ventilator parameters to the patient’s needs.

The different blocks in the proposed BVI are as follows:

1. Acquisition: Set of electrodes, amplifiers and A/D converter providing digitized EEG signals.

2. Pre-processing: Improves signal-to-noise ratios in EEG signals by applying artifact correction/rejection and/or filters.

3. Feature extraction: Sample covariance matrices (CMs) are obtained from segmented, pre-processed signals.

4. Classification: CMs are labelled according to two possible classes: normal and altered breathing. Detection of anomalous respiratory states is achieved by one-class learning, measurement of the distance between a number of reference matrices learned during reference condition and the CM corresponding to a particular signal epoch. Since CMs do not lie in vector space, appropriate distance metrics must consider their natural geometry.

5. Translation: External application that converts the binary signal from the classifier to an alarm or ventilator command.

The present paper focuses on the signal processing aspects of the BVI –pre-processing, feature extraction and classification blocks— as a detector of respiratory-related activities compatible with breathing discomfort. The framework is validated with EEG from healthy subjects under two breathing constraints to emulate patient-ventilator disharmony. The reliability and performances of our method are also compared with those obtained by a Common Spatial Patterns (CSP) method in combination with Linear Discriminant Analysis (LDA).

The experimental protocol and data are detailed in Section 2. Section 3 describes the different signal processing blocks of the BVI, including our Riemann geometry based classifier and other standard classification methods that use EEG and breathing signals. Section 4 studies BVI settings for optimal detection of breathing discomfort and Section 5 provides the experimental results and evaluation of the BVI. Finally, we conclude the paper with a discussion in Section 6.

2 Database

The database is composed of nine healthy subjects (21 - 29 years; 5 women) with no prior experience with respiratory or neurophysiology experiments (for more details see [11]). According to the declaration of Helsinki, written informed consent was obtained from each subject after explanation of the study, which was approved by the local institutional ethics committee (Comité de Protection des Personnes Ile-de-France VI, Groupe Hospitalière Pitié-Salpêtrière, Paris, France).

Subjects were sitting in a comfortable chair and breathed continuously through a mouthpiece. They were asked to avoid body and head movements. They were distracted from the experimental context by watching a movie during the entire experiment, on a screen placed in front of them. To minimize emotional interference, the
movie was a neutral animal documentary. It is worthy to note that, even though many ICU patients are supine, clinical practice guidelines recommend that mechanically ventilated patients in the ICU should be semi-supine, or semi-seated, to decrease the risk of respiratory infections and increase patient comfort [12].

Electroencephalographic activity was recorded via surface electrodes (Acticap, BrainProducts GmbH, Germany) using 32 electrodes according to the standard 10-20 montage and sampled at 2500 Hz. Impedance between electrodes and skin were set below 5 kΩ. The mouthpiece was connected to a pneumotachograph (Hans Rudolph Inc., MO, USA) and a two-way valve to measure air flow and attached, when required, an inspiratory load (range 18-25 cmH20).

The experiment was designed to activate cortical regions by altered breathing and consisted of three parts:

1. Normal, spontaneous ventilation (SV condition). Breathing is controlled automatically by the autonomous nervous system without cortical contribution.

2. Voluntary brisk inhalations or sniffs (SN condition). Breathing movements are planned before execution, thus motor and pre-motor cortical regions are solicited.

3. Inspiratory loaded breathing (LD condition). Ventilatory muscles perform a supplementary effort to overcome an inspiratory threshold load to maintain adequate air flow, a condition known to engage cortical networks [5].

In contrast to the SV condition, where breathing is comfortable, LD is associated with respiratory discomfort. In a clinical context, SV would correspond to patient-ventilator harmony, whereas LD condition would correspond to patient-ventilator disharmony. SN can be considered as a positive control condition where cortical control is expected. For all subjects, 10 minutes of EEG was recorded for each condition, i.e. 10 min of SV, 10 min of SN and 10 min of LN. The experiments were well tolerated by all subjects and no intervention was necessary to modify the amount of load or sniff pattern during the recordings. Hence, during 10-minute recordings for each condition, no relevant changes occurred within each of these 10-min blocks regarding experimental conditions or subject behavior.

3 Methods

3.1 Pre-processing

The purpose of this block is to enhance motor cortical activity, whose main rhythms are within $\mu$ and $\beta$ bands [13]. Therefore, signals were band-pass filtered by a linear phase FIR filter (see Section 4.1 for more details regarding frequency selection). Data segments with artifacts due to repetitive eye blinks and ocular movements were visually detected and removed from the original EEG dataset. Then, signals were down-sampled to 250 Hz and segmented in 5 second sliding, 50% overlapped windows to reduce computational cost in subsequent blocks. This time interval is in concordance with the slow breathing dynamics (a breath every 2.5 to 5 seconds).

3.2 Feature extraction

As mentioned above, the basis to classify the breathing state in the BVI are sample covariance matrices. The feature extraction block processed EEG data in epochs of $N_t$ samples and $N_c$ channels, as a matrix $X \in \mathbb{R}^{N_t \times N_c}$, and then transformed to a sample covariance matrix $P \in \mathbb{R}^{N_t \times N_c}$. The latter was computed by the unbiased estimator:

$$P = \frac{1}{N_t - 1} XX^T,$$

where the superscript $T$ denotes the matrix transpose.

By construction, $P$ are symmetric and positive-definite matrices (SPD) that do not lie in a vector space but on a Riemannian manifold [14]. Therefore, previous methods defined on a Euclidean structure are not longer adequate. The correct manipulation of these SPD matrices requires the application of Riemannian geometry concepts, described in Section 3.3.1.

3.3 Classification

3.3.1 Classification of covariance matrices

Thanks to the ability of covariance matrices to capture EEG spatial dynamics, a one-class approach can be chosen to solve the classification problem in a BVI.

In one-class algorithms, the availability of the labels from only one class is enough to classify instances from a second class, as the latter can be mapped in a different (distant) region of the space representation. In our framework, motor cortex activation provoked during uncomfortable breathing should be different to that underlying normal, comfortable breathing (absence of motor cortical activity).

The objective of the classifier is to learn from $L$ data samples of the reference class SV ($X_l^{(0)}$, $l = 1 \ldots L$) in order to label new trials $X$ in two classes, $\mathcal{C}(X) = \{0, 1\}$, which correspond to breathing comfort (SV condition) and discomfort (SN or LD conditions), respectively.

During the learning process, the algorithm first finds $K$ matrices, subsequently called prototypes, serving as reference to perform classification. Those prototypes
constitute $K$ centers from the ensemble of covariance matrices $\mathbf{P}_i^{(0)}$ and they are estimated by means of a general $K$-means clustering algorithm:

1. Initialize the prototypes $\mathbf{C}_k$, $k = 1 \ldots K$ by random selection of $K$ matrices from $\mathbf{P}_i^{(0)}$,

2. For each sample covariance matrix, compute its distance $d$ to all the prototypes and assign it to the closest one in order to form the cluster $\mathbf{S}_k$:

   $$\mathbf{S}_k = \{ \mathbf{P}_n : d(\mathbf{P}_n, \mathbf{C}_k) \leq d(\mathbf{P}_n, \mathbf{C}_j) \forall j, 1 \leq j \leq K \}$$

3. Update each prototype by averaging points in $\mathbf{S}_k$ as

   $$\mathbf{C}_k \leftarrow \arg \min_{\mathbf{C} \in \mathbf{S}_k} \sum d(\mathbf{C}, \mathbf{C}_i)$$

   For points lying in a vector space, $\mathbf{C}_k$ corresponds to the arithmetic mean of points in $\mathbf{S}_k$

4. Go to step (2) until convergence (e.g., the assignments no longer change) is achieved.

The resulting prototypes $\mathbf{C}_k$ represent the Class 0, and are then used to classify the new unlabelled data $\mathbf{X}_i$ (sub-index $i$ denotes the number of the $N_c$-sample window) according to:

$$\mathcal{C}(\mathbf{X}_i) = \begin{cases} 0 & \text{if } \delta_i \leq \kappa \\ 1 & \text{otherwise} \end{cases}$$

(2)

where $\delta_i$ is the distance to the closest reference prototype, $\delta_i = \min_k d(\mathbf{P}_n, \mathbf{C}_k)$; and $\kappa > 0$ is a scalar that can be adjusted to a performance criterion, like a statistical significance or a desired specificity/sensitivity value, for instance.

**Performance metrics**

Classification performance was measured by the area under the curve (AUC) of the receiver operating characteristic (ROC). AUC values range from 0.5 (a random classification) to 1 (perfect classification). All AUC values were computed by applying 10-fold cross validation, excluding the learning period in the classification.

3.4 Computation with symmetric positive definite matrices

Within an Euclidean framework, the $K$-means algorithm divides the dataset into groups and attempts to minimize the Euclidean distance between samples labeled to be in a cluster and a point designated as the arithmetic mean of that cluster. Nevertheless, the SPD manifold is not a linear space with the conventional matrix addition operation. A natural way to measure closeness on a manifold is by considering the geodesic distance between two points on the manifold [15]. Such distance is defined as the length of the shortest curve connecting the two points. As an example, consider the Earth’s surface as a manifold: the Riemannian distance between the two poles is given by a meridian, while the Euclidean distance corresponds to the straight line going through the Earth’s core from pole to pole.

In the space of SPD matrices, the clustering algorithm must minimize the geodesic distances between each point of the manifold (the covariance matrices $\mathbf{P}_n$) and the reference matrix $\mathbf{C}_k$. Each cluster center can be then obtained by an averaging process that employs the intrinsic geometrical structure of the underlying set.

Derived from different geometrical, statistical or information-theoretic considerations, various distance measures have been proposed for the analysis of SPD matrices [16-20]. Although many of these distances try to capture the non-linearity of SPD matrices, not all of them are geodesic distances.

The space of SPD matrices, $\mathcal{P}_{N_c}$, constitutes a differentiable Riemannian manifold $\mathcal{M}$ of dimension $N c (N c + 1)/2$. At any point $\mathbf{Q} \in \mathcal{P}_{N_c}$, there is a tangent Euclidean space, $T_{\mathbf{P}_{N_c}}$. Let two points $\mathbf{T}_1$ and $\mathbf{T}_2$ be two points on the tangent space (e.g. the projection of two SPD matrices), the scalar product in the tangent space at $\mathbf{Q}$ is defined by

$$\langle \mathbf{T}_1, \mathbf{T}_2 \rangle_{\mathbf{Q}} = \text{tr}(\mathbf{T}_1 \mathbf{Q}^{-1} \mathbf{T}_2 \mathbf{Q}^{-1})$$

(3)

that depends on point $\mathbf{Q}$.

The logarithmic map that locally projects a covariance matrix $\mathbf{P}$ onto the tangent plane is given by:

$$\log_{\mathbf{Q}}(\mathbf{P}) = \mathbf{S}_\mathbf{Q} = \mathbf{Q}^{\frac{1}{2}} \logm(\mathbf{Q}^{-\frac{1}{2}} \mathbf{P} \mathbf{Q}^{-\frac{1}{2}}) \mathbf{Q}^{\frac{1}{2}}$$

(4)

where logm is the matrix logarithm operator. Projecting SPD matrices onto $T_{\mathbf{P}_{N_c}}$ is advantageous because this tangent space is Euclidean and distance computations in the manifold can be well approximated by Euclidean distances in $T_{\mathbf{P}_{N_c}}$.

The inverse operation that projects a point $\mathbf{S}_\mathbf{Q}$ of the tangent space back to the manifold $\mathcal{M}$ is given by the exponential mapping:

$$\exp_{\mathbf{Q}}(\mathbf{S}_\mathbf{Q}) = \mathbf{P} = \mathbf{Q}^{\frac{1}{2}} \expm(\mathbf{Q}^{-\frac{1}{2}} \mathbf{S}_\mathbf{Q} \mathbf{Q}^{-\frac{1}{2}}) \mathbf{Q}^{\frac{1}{2}}$$

(5)

In this paper, we have employed the two most widely used distance measures in the context of Riemannian manifolds: the affine-invariant distance [16] and the log-Frobenius distance, also referred to as log-Euclidean distance [17]. For comparative purposes, we have also used an Euclidean metric.
3.4.1 The Euclidean metric

On the space of real square matrices, we have the Frobenius inner product \( \langle P_1, P_2 \rangle = \text{tr}(P_1^T P_2) \) and the associated metric:

\[
d_E(P_1, P_2) = \| P_1 - P_2 \|_F
\]

Given a set of \( m \) real square matrices \( P_1, \ldots, P_m \in \mathcal{P}_N \), their arithmetic mean is given by:

\[
\mathcal{M}_E(P_1, \ldots, P_m) = \frac{1}{m} \sum_{k=1}^m P_k.
\]

3.4.2 The affine invariant Riemannian metric

Using (3), the Riemannian distance between two SPD matrices can be computed as:

\[
d_R(P_1, P_2) = \| \logm(P_2^{-\frac{1}{2}} P_1 P_2^{-\frac{1}{2}}) \|_F
\]

This metric has several useful theoretical properties: it is symmetric and satisfies the triangle inequality. Furthermore, it is scale, rotation and inversion invariant [16,17].

To find the mean of a set of \( m \) covariance matrices \( P_1, \ldots, P_m \in \mathcal{P}_N \), the distance \( d_R \) needs to be applied in the following expression [14,21]:

\[
\mathcal{M}_R(P_1, \ldots, P_m) = \arg\min_{P \in \mathcal{P}_N} \frac{1}{m} \sum_{k=1}^m d_R(P_k, P)^2.
\]

Although no closed-form expression exists, this (geometric) mean can be computed efficiently using an iterative algorithm. The geometric mean in \( \mathcal{P}_N \) converges into a unique solution [22] and can be computed efficiently by the algorithm described in [23].

3.4.3 The log-Euclidean Riemannian metric

The log-Euclidean distance between two SPD matrices is given by [17]:

\[
d_{LE}(P_1, P_2) = \| \log(P_1) - \log(P_2) \|_F
\]

This metric maps SPD matrices to a flat Riemannian space (of zero curvature) so that classical Euclidean computations can be applied [17]. Under this metric, the geodesic distance on the manifold corresponds to a Euclidean distance in the tangent space at the identity matrix. This metric is easy to compute and preserves some important theoretical properties, such as scale, rotation and inversion invariance [17,20].

Given a set of \( m \) covariance matrices \( P_1, \ldots, P_m \in \mathcal{P}_N \), their log-Euclidean mean exists and is uniquely determined by [17]:

\[
\mathcal{M}_{LE}(P_1, \ldots, P_m) = \exp \left( \frac{1}{m} \sum_{k=1}^m \log(P_k) \right)
\]
3.5 Detection using alternate classifiers

In this paper, we have also evaluated the detection of altered respiratory states using EEG and air flow-based features as inputs for one-class support vector machine (OCSVM) classifiers. Although one-class classification, or novelty detection, is more appropriate for the clinical monitoring of physiological condition in ventilated patients (i.e. altered breathing epochs may be detected as departures from “normal” breathing state), we have compared our results with those obtained from a Common Spatial Pattern (CSP) method in combination with Linear Discriminant Analysis (LDA) to detect altered breathing from EEG. CSP is a two-class oriented approach that needs a-priori labelled data from two classes previously defined (the normal and the altered breathing conditions) to train the classifier, while our one-class approach learns from a single training set containing only normal respiratory epochs. However, we have included these methods in the comparative study as they constitute a standard in brain computer interfacing [24].

3.5.1 One-class Support Vector Machines

One-class Support Vector Machines is a very popular machine learning technique used as outlier or novelty detector for a variety of applications [25]. In OCSVM, the support vector model is trained on data that has only one class, which represents the normal class. This model attempts to learn a decision boundary that achieves the maximum separation between the points and the origin. A OCSVM firstly uses a transformation function defined by a kernel function to project the data into a higher dimensional space. The algorithm then learns a decision boundary that encloses the majority of the projected data, and that can be applied to the outliers detection problem. More details on the algorithmic aspects of one-class SVMs can be found in [25]. To guarantee the existence of a decision boundary we have used here a Gaussian kernel:

$$k(x_i, x_j) = \exp\left(-\frac{||x_i - x_j||^2}{\sigma}\right).$$

(12)

where $x_i$ and $x_j$ denote two feature vectors and the parameter $\sigma$ is set to be the median pairwise distances among training points [26].

EEG based classifier

For this classifier, feature vectors $x$ were extracted by computation of covariance matrices $P_i$ in epoched data $X_i$ followed by determination of the vector form of the upper triangular part of $P_i$.

Air flow based classifier

Air flow features were computed, as for EEG classifiers, in 50% overlapped $N_i$-sample windows. In this case, feature vectors $x$ are composed of six air flow descriptors computed in each window [27]: Peak value (l/s), average flow (l/s), total volume (l), flow variance, skewness and kurtosis. After an exhaustive feature selection procedure (testing the classifier with all $2^6$ possible combinations) using 10-fold cross validation, the greatest averaged AUCs was provided by the combination of 3 features: air flow peak value, variance and skewness.

3.5.2 CSP-based classification

CSP is a widely used spatial filtering technique in BCIs to find linear combinations of electrodes such that filtered EEG maximizes the variance difference between two classes [28, 29]. The computation of CSP yields a projection matrix $W$ whose column vectors $w_j$ ($j = 1\ldots N_e$), called spatial filters, can be considered as an operator that transforms EEG to “source” components. The matrix $A = (W^{-1})^T$ contains the so-called spatial patterns $a_j$ in its columns which can be considered as EEG source distribution vectors. A standard procedure to extract features in EEG epoched data ($X_e$) by CSP consists of computation of the log-variances of projected $X_e$ on the spatial filters [28]. Following the recommendations in [28], we used the 4 most relevant spatial filters to obtain the feature vectors $x$, which were then used as inputs in a LDA classifier.

4 BVI setup

4.1 Choice of the frequency band

Following BCI designs, the BVI should exploit the oscillatory modulations on $\mu$ and $\beta$ bands (8-30 Hz) following motor and somato-sensorial cortical activations [13]. Very low frequency potentials associated with voluntary movements [30] may also be present during respiratory tasks as evidenced by previous work [5, 11]. To study the impact of specific frequency bands on the efficacy of the BVI to detect altered breathing, we compared several frequency ranges (from 0 to 30 Hz) and bandwidths (4 to 22 Hz) to tune the bandpass filter used in the preprocessing block (see Section 5.1).

4.2 Channel selection

In BCI, the choice of the adequate number of sensors and their location is fundamental. Reducing the number of irrelevant electrodes avoids over-fitting and optimizes computational costs, but also improves patient comfort and reduces installation time. Several channel selection
methods can be employed to simplify the implementation of BCIs, being the most popular those based on Common Spatial Pattern (CSP) \cite{31,33} and SVMs \cite{34}.

In addition to CSP based channel selection, we propose an iterative procedure to rank electrodes according to their discriminating power, the Common Highest Order Ranking (CHOrRa). Results obtained by both methods are compared in Section 5.4.

4.2.1 The Common Highest Order Ranking method

CHOrRa is performed in two steps. Firstly, an electrode ranking for each subject (intra-subject rankings) is found. Then, a general ranking of the most significant electrodes is computed over all subjects (inter-subject rankings).

To compute intra-subject ranks, a recursive backward elimination of electrodes was applied until the remaining number was 2, the minimal dimension to compute a covariance matrix (see Algorithm 1).

Algorithm 1 Intra-subject rank computation

\begin{verbatim}
1: initialise the subset \( S \) with the initial \( N_t \) electrodes
2: for each \( i = 0 \ldots N_t - 2 \) do
3:     for each \( S_j, j = 1 \ldots N_t - i \) do
4:         \( \text{AUC}_j = \) classification performance without \( S_j \)
5:     end for
6:     \( O_i = S_j \) that provides the minimal \( \text{AUC}_i \)
7:     remove the electrode \( S_j \) from the list \( S \)
8: end for
9: return \( O \)
\end{verbatim}

At the end of this procedure, the list \( O \) contains the indices to the \( N_t \) electrodes sorted from more to less relevant in terms of classification performances for a particular subject. Combining ranking lists from all subjects, a general configuration for a ready-to-use BVI device can be chosen. We have tested two possible rank combinations:

1. **Ranking aggregation**: This method determines electrode position in the ranked list, compared to a null model where all the lists are randomly shuffled \cite{35}. Based on order statistics, this algorithm assigns a \( p \)-value to each electrode in the aggregated list describing the rank improvement compared to expected (a score of 1 is assigned to channels that are preferentially ranked at the top of all lists). The procedure only takes into account the best rank, thus providing a robust re-ordering of elements \cite{35}.

2. **Averaged ranking**: This is a classical positional method where the total score of an electrode is simply given by the arithmetic mean of the positions in which the channel appears in each ranking list.

To increase rank robustness, several learning periods were used. Hence, after obtaining a set of \( V \) lists (\( V \)-fold cross validation) per subject, the intra-subject ranking was computed according to one of the above rank combination applied to the \( V \) lists of electrode rankings.

**Inter-subject ranks**

As the electrode positions leading to the maximal AUC in a particular subject isn’t necessarily the same for another, we studied a common electrode configuration that could be shared by any user. This general electrode setup is more pertinent in a clinical context as an EEG headset could be interfaced promptly. Therefore, we applied the above rank combination methods to all intra-subject rankings to obtain common and unique electrode lists.

4.2.2 Electrode selection based on CSP

Since CSP patterns \( a_j (j = 1 \ldots N_c) \) can be considered as EEG source distribution vectors, their associated weights can be used to find the most relevant electrodes with regard to the discrimination of the two classes \cite{33}.

To compute intra-subject CSP-based ranks, we retained the first pattern \( (a_1) \) as it explains the largest variance for Class 0 (and the lowest for Class 1) and the last pattern \( (a_{N_c}) \), that explains the largest variance for Class 1 (and the lowest for Class 0). Within each pattern, the largest weights (absolute values) are associated with the most relevant electrodes. Hence, the list of electrode ranks was generated by selecting, alternately, in decreasing order, the first weight in \( a_1 \), then the first weight in \( a_{N_c} \), the second weight in \( a_1 \) and so on as proposed by Wang et al \cite{33}.

The final list of inter-subject CSP ranks were obtained by normalizing (by their maximal value) \( a_1 \) and \( a_{N_c} \) in each subject, then finding the average of these patterns across subjects as in \cite{36}, and finally by selecting the weights as done above for intra-subject ranks.

For consistency with CHOrRa ranks, a similar \( V \)-fold procedure was applied; CSP was computed using \( V \) different mean covariance matrices in Class 0. The average of the resultant \( V \) projection matrices yielded the final \( W \).

4.3 Choice of prototypes and learning time

As mentioned above, the prototypes are local centers that represent the space defined by \( P_i^{(0)} \). To this end, we adopted the \( K \) prototypes provided by the general
5 Results and discussion

This section shows and discusses the results of applying the BVI to detect altered respiratory condition (LD or SN) after learning a reference period of normal breathing (SV). To find the best settings in the classification block, several methods estimated the distances ($\delta_i$) to the reference condition SV. Distances were then employed to estimate the areas under ROC curves (AUC) as a measure of the classifier’s performance. Plots in Figure 2 illustrate the feature distances and corresponding AUCs for detection of LD condition in one single subject.

For the EEG-based classifier, the optimal frequency band for preprocessing signals was first selected. Then, Euclidean, Riemannian and Log-Euclidean distances were compared to select the best metric used for evaluating the optimal electrode configuration. Finally, the impact of learning time and the number of prototypes were also assessed.

5.1 Choice of the frequency band

As seen in Figure 3, the frequency bands that provided the highest discriminant rates in terms of AUC were 8-24 Hz and 8-30 Hz. Since the latter is more susceptible any muscular artifacts [37], we preferred to set the bandpass cut-off frequencies between 8-24 Hz. Low frequencies (<4 Hz) were discarded not only for their moderate discrimination power, but also because in a real implementation of the BVI this spectral range would be corrupted by electromagnetic interferences inherent in clinical environments. Other frequency combinations were not superior to 8-24 Hz classification rates.

5.2 Comparison of distance metrics

The first test used the 14 most central electrodes, thus covariance matrices were obtained from EEG signals $X \in \mathbb{R}^{1250 \times 14}$. The classifier settings were $L = 25$ and $K = 3$.

Figure 4 shows that the best performing metric is the Log-Euclidean, which provided slightly better AUC values than Riemannian distances in LD condition ($\text{AUC} = 0.91$ versus $\text{AUC} = 0.90$) and almost equal AUC values ($\text{AUC} \approx 0.9$) for the SN condition. The classification performances for SN had the largest variability probably due to the discontinuous occurrence of sniffs (one every two breaths). Although the performances of Log-Euclidean are similar to those obtained by the affine invariant Riemannian metric, the former is advantageous from the computational point of view due to its reduced algorithmic complexity (CPU times were $\frac{1}{3}$ on average, 3 time faster).

Euclidean distances provided the lowest average classification rates and the most unstable AUC values, demonstrating the limitation of linear matrix operators (i.e. the arithmetic mean) for EEG covariance matrix classification.

5.3 Comparison with standard BCI methods

The analysis of AUC values also proves that Riemannian geometry is a better framework to classify EEG covariance matrices, than the outlier detector based on one-class SVMs. We notice, however, that the latter provided
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Figure 5: Classification performance when individual optimization (a and b) or a common electrode set-up (c-e) are applied. AUC values are expressed as mean (solid lines) ± standard error (shadowed areas).

Figure 4: BVI performances for detecting LD (blue) and SN (red) conditions. Boxplots display the areas under ROC curves (AUCs) for different detectors using the EEG and airflow signals (with \(L = 25\) and \(K = 3\)). Asterisks (*) denote the mean AUC values across subjects.

better results than the classifier with Euclidean structure (mean values are AUC = 0.82 versus AUC ≤ 0.77).

In LD condition, classification performances obtained with air flow (AUC = 0.81) remained below than those obtained using log-Euclidean and affine invariant distances, and almost equal to the one-class SVMs EEG-based detector (AUC = 0.82). Because of the characteristic large pattern of airflow during sniffs, airflow signals provided better classification in SN than SVM EEG-based detector (AUC = 0.89 and AUC = 0.81, respectively) and similar performances to our approach.

Finally, if we considered the BVI as a two-class detector (unsuitable for on-line detection as discomfort classes are not known a priori), the classification by CSP and LDA yielded AUC = 0.84 for LD and AUC = 0.81 for SN, values clearly below our Riemannian geometry based approach.

5.4 Choice of electrodes

We assessed the most relevant electrodes in the proposed BVI, starting from a set of 14 central electrodes from the original 32-electrode montage. Retained electrodes included positions on primary sensorimotor cortices (C3, C4), higher-level secondary and association cortices (Fz and Cz), pre-parietal (CP1 and CP2) and pre-frontal cortices (F3, F4), pre-motor and supplementary motor areas (FC1, FC2), central (FC5 and FC6) and parieto-occipital areas (CP5 and CP6). The choice of these areas follows results of earlier experiments describing the cortical networks elicited during respiratory load compensation [5,40–43].

According to the CHOraRA procedure to find the best channels from the initial set-up (c.f Algorithm 1 in Section 4.2), we first found intra-subject rankings and then applied a global rank aggregation. As described above,
we employed AUC as the measure of classification performance and performed the rankings from \( V = 10 \) lists (i.e. 10 different learning periods) of each subject.

### 5.4.1 Intra-subject optimal selection

The classification results are shown in Figure 5-(a) for intra-subject AUC optimized ranks and Figure 5-(b) for intra-subject CSP electrode ranks, where AUC values are expressed as a function of the number of removed electrodes. In both cases, the evolution of the curves during the optimization process display a slight increasing tendency of AUC for the Log-Euclidean metric when electrodes contributing negatively to classifications are removed. Classification performances decrease with configurations smaller than six electrodes.

Results show that customized individual selection of electrodes can provide an optimal AUC within a single subject. Using an intra-subject AUC based optimization, classification rates can be improved up to 0.95 using the six most significant electrodes. On the other hand, selecting the electrodes according to CSP patterns provides lower AUCs, with the best 6-electrode reaching an average AUC value of 0.85 in LD.

As shown in different plots of Figure 5, for a configuration with more than three electrodes, the Log-Euclidean metric performs better than the Euclidean distance at every optimization step. These results support the idea that large spatio-temporal information of the EEG (as reflected by the sample covariance matrices) is optimally captured when the intrinsic geometry structure of the underlying data is taken into account.

### 5.4.2 Inter-subject optimal selection

We applied the two rank combinations proposed by CHOrRa to the lists of sorted electrodes of all subjects to find a general ranking of electrodes for each method. Following the rank of the final lists, we computed the AUC values by reducing the initial 14-electrode set to two sensors (see Figure 5-(c-d)). Classifications provided by inter-subject CSP ranks are depicted in Figure 5-(e).

Results from both CHOrRa procedures indicate that a good compromise between a reduced number of electrodes and reasonable classifications can be reached by selecting the best 6 electrodes obtained by the averaged ranks (AUC \( \geq 0.85 \) for both LD and SN conditions). In line with intra-subject ranks, the general electrode list obtained by CSP patterns resulted in poorer classification rates, providing AUC \( \leq 0.80 \) for a set of 6 electrodes.

Results indicate that, for general configurations with more than three electrodes, Log-Euclidean metric still performs better than the Euclidean distance.

### 5.4.3 Neurophysiological Interpretation

The aggregated CHOrRa scores displayed in Figure 6 indicate scalp zones with more influence for the classification of both SN and LD conditions. Although both optimization procedures (robust rank aggregation and rank averaging) provide similar classification performance, the spatial concentration for discrimination of scalp regions obtained by the robust aggregation method is larger than those obtained by a classical averaging rank procedure.

The spatial distribution of scores and the rankings (see Figure 6) indicates that discrimination of LD condition is better if the electrode configuration contains the pre-motor and supplementary motor area (FC1), the fronto-central region (FC6) and the supramarginal gyrus (the part covered by CP6 electrode). This agrees with previous findings suggesting that during LD, the supplementary motor area (SMA) is recruited [5, 6], most likely within the frame of a cortico-subcortical cooperation allowing compensation of the inspiratory load [39].

During SN, the conscious preparation of a breath activates pre-motor areas and the execution of the breath activates motor areas [5, 40]. Indeed, our results show
that SN condition is better discriminated if electrodes include the supplementary motor area (FC1), the central motor area Cz and part of the somatosensory association cortex (covered by the electrode CP1).

Figure 6 also shows the relative weights of electrode positions related to the most relevant CSP patterns. In both LN and SN conditions, topographic plots reveal that highly ranked positions reside in similar scalp regions. For loaded breathing, CSP weights suggest a bilateral activation of the cortex that includes fronto-central, central (motor cortex) and some centro-parietal positions (somato-sensory cortex). On the other hand, during voluntary sniffs, highly scored electrodes match fronto-central positions on the left hemisphere (motor and pre-motor areas).

Electrode selection based on CSP coefficients converges to a great extent with CHOrRA selection. Nevertheless, for a given number of electrodes our proposed approach provides better classification performances than the counterpart selection in CSP ranks (see Figure 5).

To confirm that changes in brain activity during LD and SN epochs detected by the EEG-based classifier are related to breathing, correlations between EEG and air flow were also computed after correcting by autocorrelations and time trends present in time series [38]. Results show that mean correlations in central areas (including C3, C4, Fz and FC1 electrodes) increase about 20%. The increase of correlation values between EEG and air flow signals confirms that changes in brain state detected by our classifier are related to respiration. Our results suggest that, in general, EEG signals might provide better discriminant features than air flow to detect breathing discomfort.

5.5 Training time vs. number of prototypes

Once the effect of different metrics and channels configurations were assessed, we tested the influence of the learning parameters, i.e. the number of covariance matrices used as a reference ($L$) and the number of prototypes ($K$) used to characterize the reference class.

For this, we assessed classification performance for different values of $K$, ranging from 1 to 7 and for different number of learning matrices, $L$, from 20 to 40 in steps of 5. This procedure was also repeated with 10-fold cross validation for LD and SN conditions. Three different electrode configurations were tested: 1) the initial 14-electrode configuration, 2) a selection of 6 electrodes optimized for every subject and 3) a general configuration with the best 6 electrodes after applying the global channel selection procedure.

Results are depicted in the color maps of Figure 7, where average AUC values are expressed as a function of $K$ and $L$. Importantly, this figure shows a small effect of both parameters on overall classification rates, regardless of the electrode configuration. In view of these findings, the choice of a small number of prototypes ($K \leq 3$) and a short learning time ($L = 20$ CMs) is an advantageous trade-off between computational complexity and classification performances, even for a common electrode configuration setting.

5.6 Strengths and limitations

Compared to classification based on air flow, our findings demonstrate a better discriminatory power of the covariance patterns of EEG signals to detect a patient-ventilator disharmony (AUC = 0.91 versus AUC = 0.81, in average, for the loaded breathing condition). The analysis of AUC values suggests that Riemannian geometry is a better framework to manipulate covariance matrices, even with a few number of channels, than classical matrix operators with an Euclidean structure. We notice that one-class SVMs detector also provides better results than a classifier employing Euclidean metrics.

In contrast with other classical methods used in BCI, (as CSP which assumes a-priori labelled data from two classes), the results support the better discriminant capacity of our approach to identify anomalous respiratory periods, by learning from a single training set containing only normal respiratory epochs.

The proposed recursive channel selection procedure may provide a subject-customized BVI setting with a reduced number of six channels and maintained performance (AUC ≈ 0.95). If the channel configuration

![Figure 7: AUC values (colors in boxes) against the number of prototypes (K centroids) and the learning time (L CMs) obtained for classification of the LD and SN conditions with the Log-Euclidean metrics. The ladder-shaped grids are explained by the limitation of the clustering algorithm to compute reliable centroids when few CMs are available.](image-url)
includes the most significant electrodes across subjects, classification rates are reduced compared to customized optimization. Nevertheless, this general setting provides a good compromise between a reduced number of electrodes (6 channels) and reasonable classification performances (AUC ≥ 0.85), which is advantageous in general clinical practice where ready-to-use devices are necessary. Interestingly, overall classification performance do not significantly depend on the other parameters of the classifier (learning time and number of prototypes). Similar to our approach, there have been previous attempts to use divergences from information theory (e.g. KL divergence, Jensen-Shannon divergences or Bregman matrix divergence) for developing distances on covariance matrices [44]. The use of such dissimilarity measures could improve the performance of our algorithm. An optimization of control parameters for other SVMs models might also increase classification performances but this subject is beyond the scope of our paper.

One major limitation of our approach results from the difficulty to properly estimate the covariance matrices. Poor estimates do not accurately reflect the underlying neural process and thus will directly affect the classifier’s performances. The estimation of a covariance matrix in an EEG segment assumes a multivariate, stationary stochastic process so it can be strongly affected by artifacts such as eye blinks, muscle activity or swallowing. Changes over longer time scales such as changes in electrode impedance, lose of electrodes or sudden electrode shifts, would also deteriorate classification performances. The use of regularization or adaptive learning approaches (see [45] and references therein) could improve the robustness of the algorithm.

6 Conclusion

This work provides the first extensive evaluation of what could be a brain-ventilator interface (BVI) designed to detect altered respiratory conditions in patients on mechanical ventilation. The novelty of our proposal is a Riemannian Geometry approach to identify a cortical signature of breathing discomfort from spatio-temporal EEG patterns.

In general, characterization of brain networks provides meaningful insights into the functional organization of cortical activities underlying breathing control and respiratory diseases. Our study supports the hypothesis of a strong correlation between voluntary and compensatory respiratory efforts and the activation of cortical circuits [5,40,41]. Correlation increase between EEG and airflow during breathing discomfort epochs also corroborates that changes in brain state detected by our classifier are related to respiration. A hybrid BCI combining EEG and airflow signals could be explored in future studies.

The introduction of a BVI is a first step toward a critical class of interfaces for respiratory control applications in a variety of clinical conditions where the use of mechanical ventilation is required to decrease the work of breathing in the patients. For instance, in patients suffering amyotrophic lateral sclerosis, we have recently reported a respiratory-related cortical activity [39]. Effective translation of our approach to a suitable device for long-term monitoring of these patients faces difficult challenges that arise from the nature of the heterogeneous population (e.g. different respiratory problems) and the numerous sources of artifacts in clinical units. Nevertheless, due to its technical simplicity (portable, non-invasive, with few electrodes and fast computation) the proposed BVI can be highly operable in clinical environments as well as in custom-designed systems. Indeed, our algorithm [46] is currently assessed by a large clinical study undertaken at the ICU of our group. Beyond short-term applications where the BVI would prompt clinicians to run a dyspnea check-list, future work should also integrate the BVI in a feedback scheme to automatically set ventilator parameters with minimal physician intervention.
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