Bayesian Data Fusion of Imperfect Fission Yields for Augmented Evaluations
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We demonstrate that Bayesian machine learning can be used to treat the vast amount of experimental fission data which are noisy, incomplete, discrepant, and correlated. As an example, the two-dimensional cumulative fission yields (CFY) of neutron-induced fission of 238U are evaluated with energy dependencies and uncertainty qualifications. For independent fission yields (IFY) with very few experimental data, the heterogeneous data fusion of CFY and IFY is employed to interpolate the energy dependence. This work shows that Bayesian data fusion can facilitate the further utilization of imperfect raw nuclear data.

Accurate modeling of nuclear fission remains an open problem although its significant applications are generally known [1]. In fact, for modern nuclear energy productions in a more compact and sustainable, cleaner and safer way, a supply of high quality data of multiple fission observables as a function of incident neutron energy is crucial [2]. In addition, more accurate fission yields are needed to address the reactor anti-neutrino anomaly [3,4]. In major nuclear data libraries [5–8], evaluated fission yields are only available for neutron incident energy at thermal energy, 0.5 and 14 MeV. Both experimental measurements and reliable modelings of nuclear fission are notoriously difficult. Nevertheless, there was a vast amount of raw experimental fission data [9] but these data are generally noisy, incomplete, and discrepant. Therefore it is desirable to exploit the further value of these imperfect fission data for novel nuclear applications as well as for constraints on fission theories.

The spreading fission product yields (FPY) are the most frequently studied observables, and FPY distributions evolve in time due to cascade decays of fragments. There are more data of cumulative fission yields (CFY) which are measured after post-fission β-decays but much fewer data of independent fission yields (IFY) which are identified promptly after fission [9]. Conventionally, semi-empirical models such as Brosa [10] and GEF [11] models with physics guidances are used for evaluation of fission data. However, semi-empirical models invoke many parameters, which undermines their applications for new data and uncertainty quantifications. Advanced evaluation methods should take into account the correlations between different fission data [12]. In this context, the covariance matrix is widely used for uncertainty assessments [5,13,14].

Machine learning is now revolutionizing all scientific fields and is particularly powerful for treatments of complex big data. The belief behind data science is that data includes all correlations. There have been increasing applications of machine learning in nuclear physics (see a review [15]). In particular, machine learning can be used to extract and discover knowledge from existing nuclear data, which is referred to as data mining. For example, machine learning has been applied for inferences of nuclear structures [16–21] and nuclear reactions [22,23]. The application of machine learning to augment evaluation of nuclear data is very anticipated [24]. Previously we have applied the Bayesian neural network (BNN) for evaluation of incomplete fission mass yields [25] and discrepant charge yields [26]. The multi-layer BNN has been optimized for evaluation of fission yields with physical odd-even effects [27] and non-negative constraints [28]. There was also machine learning of fission yields using the mixture density network method [29]. Besides, the Gaussian process can also solve regression problems of nuclear data evaluations but is assumed with local correlations.

In this Letter, we aim to make the best utilization of vast raw experimental fission data by data fusion [31], which is a prevalent way to deal with imperfect data and includes all underlying correlations. The fused data is expected to be more informative than separated data sources. It is possible that some non-local and high-dimensional correlations could be weak but non-negligible, in analogy to long-range and many-body interactions. The inference would be less precise when data in some energies is sparse, however, its correlations with other data in other energies can be beneficial to improve the inference. It is known that Bayesian machine learning is ideal for uncertainty quantification [32] which is key in fusion of imperfect data. Furthermore, the fusion of complex heterogeneous data can be naturally treated by Bayesian machine learning, which exhibits the powerful capabilities of machine learning by including correlations beyond the Gaussian process and the covariance matrix.

We employ BNN [33] for machine learning of distributions of fission yields. The posterior distribution \( p(\omega|x, t) \) of BNN is based on a prior distribution \( p(\omega) \) of network parameters \( \omega \) and a likelihood function \( p(x, t|\omega) \),

\[
p(\omega|x, t) \propto p(x, t|\omega)p(\omega) / p(x, t)
\]

Thus the resulting inference has a distribution and nat-
urally provides the associated uncertainty. The data set is given as $D = \{x_i, t_i\}$, where $x_i$ is the input and $t_i$ is the output fission yields. The details of BNN have been described in previous works \cite{27, 32}. For the data fusion, it is crucial to taken into account the experimental uncertainties by the likelihood function,

$$p(x, t | \omega) = \exp(-\chi^2/2).$$

The cost function $\chi^2(\omega)$ reads:

$$\chi^2(\omega) = \sum_{i=1}^{N} \frac{(t_i - f(x_i, \omega))^2}{\delta_t^2 + \sigma_i^2_{\text{expt}}},$$

where $f(x_i, \omega)$ denotes the network values. Note that the weights in the likelihood include a hyperparameter noise scale $\delta_t^2$ and the experimental uncertainty $\sigma_i^2_{\text{expt}}$. The hyperparameter $\delta_t^2$ is uniform for all data points and changes in the learning process until numerical convergence. It is reasonable to see that data points with large experimental uncertainties would have small weights in the data fusion. It is also interesting to study how the experimental uncertainties prorogate to the prediction uncertainties. The data fusion is in some sense similar to the conception of model averaging and model mixing \cite{16} but doesn’t suffer from the bias in model selections.

Firstly, we demonstrate the uncertainty prorogations by varying experimental uncertainties, or by deleting or adding data points deliberately to mimic incomplete and discrepant data. We use BNN to evaluate the fission mass distribution of $^{238}\text{U}$ as an illustrative example, with experimental data from Ref. \cite{34}. The data set also includes the evaluated independent fission yields of $^{238}\text{U}$ with neutron incident energies at 0.5 and 14 MeV from JENDL \cite{0}. Note that neutron-induced fission of $^{238}\text{U}$ doesn’t occur at 0.5 MeV and the yield data of 0.5 MeV is a hypothetical evaluation. Here BNN adopts a single hidden layer with 10 neurons because the tests employ a small data set of 309 data points. Fig. 1(a) displays the evaluation of fission yields of $^{238}\text{U}$ by including original experimental uncertainties. The BNN evaluations generally agree with experimental data except that the evaluation at mass $A=100$ is lower than experiments, since the JENDL evaluation is also lower. Fig. 1(b) shows the inferred uncertainties by varying the experimental uncertainties in Fig. 1(a) with a factor from 0.5 to 2.0. We see that uncertainties indeed increases with increasing experimental uncertainties but don’t increase linearly. It is reasonable to see that the uncertainties are generally larger around two peaks. Fig. 1(c) and Fig. 1(d) show the predictions when the experimental data are deleted at the right or left peak, respectively. We clearly see that the results uncertainty of the absent data is larger than that with experimental data. Fig. 1(e) and Fig. 1(f) show the influences of discrepant data. In Fig. 1(e), we add some extra data at the left peak that are not far from experiments with small uncertainties. We see the the evaluation moves toward the extra data with increased uncertainties. In Fig. 1(f), we add some extra data that are far from experiments but with large uncertainties. However, we see the evaluation doesn’t move significantly towards the extra data. Therefore the uncertainty prorogation is a comprehensive effect and would not significantly change due to a specific data.

Next we did the practical Bayesian data fusion of CFY of neutron-induced fission of $^{238}\text{U}$ from different experiments with different incident energies. The raw imperfect experimental fission yields are taken from the EXFOR library \cite{0, 35}. In BNN, input variables are given in terms of $(Z, N, E)$, i.e., the atomic number $Z$, neutron number $N$ of fragments and the neutron incident energy $E$. There are total 33 experiments with different energies of CFY of $^{238}\text{U}$ with about 1221 scattering data points. In addition, 2064 data points of evaluated CFY from JENDL at energies of 0.5 and 14 MeV are included as a learning constraint. Here BNN adopts a double-layer network with 20-20 neurons.

The yield-energy relations of some long-lived isotopes are of particular application interests for monitoring fission environments. For example, $^{135}\text{Xe}$ has large neutron absorption cross sections and is a “poison” for reactors \cite{29}. Fig. 2 shows the evaluated energy dependence of fission yields of $^{99}\text{Mo}$, $^{135}\text{Xe}$, $^{140}\text{Ba}$ and $^{147}\text{Nd}$. In Fig. 2, we see that the experimental data are indeed noisy, sparse and even discrepant. We see that data fusion can give reasonably the yield-energy relations and uncer-
The BNN evaluated yield-energy relations for $^{99}$Mo (a), $^{135}$Xe (b), $^{140}$Ba (c) and $^{147}$Nd (d) from $n+^{238}$U fission are shown. The raw experimental data are taken from EXFOR [9]. Different experiments are denoted by different colours. The shadows denote the corresponding BNN uncertainties given by CI at 95%.

The relative uncertainties around peaks are actually smaller. The one-dimensional charge yields can also be determined directly by semi-empirical models. In principle, our results include the yield-energy relations of all fragment yields. The BNN evaluations can be further improved by careful calibrations of raw experimental data.

FIG. 3 displays the two-dimensional CFY distributions of neutron-induced fission of $^{238}$U at energies of 2, 8 and 14 MeV from BNN data fusion. Recent experiments have made great progress in measurements of the isotopic mass yields using the inverse kinetic method [34], and it is still very difficult to obtain the complete distributions. The two-dimensional CFY distribution is very different from Gaussian distributions and it is difficult to be evaluated directly by semi-empirical models. In principle, our results include the yield-energy relations of all fragments. We can see that the highest yields are around $Z=53\sim54$ and $N=79\sim81$, which decrease gradually with increasing energies. It is known that symmetric fission would become more prominent as excitation energy increases [38,39]. The two peaks associated with asymmetric fission modes reduce with increasing energies, while the central distributions associated with the symmetric fission mode are increasing. Therefore, the energy dependence of fission modes can be reasonably described by BNN data fusion. Fig.3 (d, e, f) shows the corresponding uncertainties. There is an overall background noise scale of $\sim0.6$ which is related to the description capability of BNN and can be reduced by more complicated neural network or physics-informed neural network. Besides, Fig.3 demonstrates that the experimental uncertainty, data sparsity and data discrepancy are reflected by the data-dependent uncertainty. Usually different experiments adopt different criterions for normalization of fission yields. The BNN evaluations can be further improved by careful calibrations of raw experimental data.

Different from CFY, there are much fewer experimen-
FIG. 4: The two-dimensional IFY distribution of $n+^{238}\text{U}$ fission with neutron incident energy at 8 MeV obtained by BNN data fusion. (a) shows the inference by learning pure IFY data. (b) shows the inference by heterogeneous data fusion of CFY and IFY. (c) and (d) shows the uncertainties corresponding to (a) and (b), respectively.

The data of IFY and its evaluation is more challenging. IFY distributions are particularly useful for constraints of fission theories. For $^{238}\text{U}$, there are only 211 IFY experimental data and 2064 evaluated data points from JENDL. For better interpolation of energy dependence of IFY, we employ the heterogeneous data fusion of CFY and IFY, by utilizing the correlations between CFY and IFY. The learning dataset is $(A_i, Z_i^{C/I}, E_i, Y_i^{C/I})$, in which CFY and IFY share the mass number $A$ of fragments and the incident energy $E$, but their proton numbers are deliberately separated into two groups as $Z_i^C$ and $Z_i^I$. Such a scheme is based on the fact that CFY mainly results from $\beta$-decays of IFY but they have very different distributions. The heterogeneous datasets are learned by the same network so that their multi-dimensional correlations are naturally included. The evaluated IFY from JENDL at 0.5 MeV and 14 MeV are used in the learning and our main purpose is to interpolate the energy dependence at other energies. Fig.4 displays the evaluation of IFY at 8 MeV with learning of pure IFY and heterogeneous CFY and IFY, respectively. The homogeneous fusion of IFY adopts a 16-16 network and the heterogeneous fusion of CFY and IFY adopts a 20-20 network. There are almost no experimental IFY data between 2 and 14 MeV. It is known that the energy dependence of PFY is nonlinear from Fig.2. Thus the evaluation of IFY at 8 MeV is not reliable by learning only IFY data. We see that there are almost no FPY from the symmetric fission between two peaks in Fig. 3(a), but there are considerable symmetric fission FPY in Fig. 3(b). This demonstrated that the heterogeneous data fusion of CFY and IFY can build the energy dependence information of CFY into IFY. The resulting IFY in Fig. 4(b) are consistent with the CFY in Fig. 3(b). Fig. 4(c)(d) displays the uncertainties correspondingly. We see that the homogeneous fusion has a much smaller overall noise but some points have large uncertainties. The heterogeneous fusion has an overall background noise scale about 0.2 due to the influence of CFY. Indeed, it has been pointed out that cross-experiment correlations would result in increased final estimated uncertainties. On the other hand, without the background noise, the data-dependent uncertainties of heterogeneous data fusion are generally smaller than that of the homogeneous fusion.

In summary, we have applied Bayesian machine learning for the evaluation of imperfect fission yields, in which the raw experimental data are generally noisy, incomplete, discrepant and correlated. The Bayesian data fusion can be used to augment the inference of energy dependence of imperfect fission data by including underlying correlations, which is a crucial need for next-generation nuclear energy productions. The two-dimensional distributions of cumulative fission yields in terms of energy dependence are obtained. The evolution of fission modes is revealed by the smooth transition of two-dimensional fission yields. The yield-energy relations of key fragments are now given with uncertainty quantifications, in which energy dependencies of uncertainties are data dependent. We also applied the heterogeneous data fusion to interpolate the energy dependence of independent fission yields which have very few experimental data. We expect this method can also be applied to the heterogeneous data fusion of multiple fission observables and flexible physics constraints for a comprehensive understanding of nuclear fission.
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