SHAPE-WILF-EQUIVALENCES FOR VINCULAR PATTERNS

ANDREW M. BAXTER

Abstract. We extend the notion of shape-Wilf-equivalence to vincular patterns (also known as “generalized patterns” or “dashed patterns”). First we introduce a stronger equivalence on patterns which we call filling-shape-Wilf-equivalence. When vincular patterns $\alpha$ and $\beta$ are filling-shape-Wilf-equivalent, we prove that $\alpha \oplus \sigma$ and $\beta \oplus \sigma$ must also be filling-shape-Wilf-equivalent. We also discover two new pairs of patterns which are filling-shape-Wilf-equivalent: when $\alpha$, $\beta$, and $\sigma$ are nonempty consecutive patterns which are Wilf-equivalent, $\alpha \oplus \sigma$ is filling-shape-Wilf-equivalent to $\beta \oplus \sigma$; and for any consecutive pattern $\alpha$, $1 \oplus \alpha$ is filling-shape-Wilf-equivalent to $1 \ominus \alpha$. These new equivalences imply many new Wilf-equivalences for vincular patterns.

1. Introduction

Let $[n] = \{1, 2, \ldots, n\}$ and define the reduction of a word $w = w_1 w_2 \cdots w_k \in [n]^k$, denoted $\text{red}(w)$, to be the word in $[k]^k$ where the $i$th smallest letter(s) of $w$ is replaced by $i$. For example $\text{red}(51373) = 31242$. In the case where $w$ has no repeated letters, $\text{red}(w)$ is a permutation in $S_k$. If $\text{red}(w) = \text{red}(w')$ we write $w \cong w'$ and say that $w$ and $w'$ are order-isomorphic. Equivalently, one can say that $w \cong w'$ if for every pair of indices $(i, j)$ $w_i \leq w_j$ if and only if $w_i' \leq w_j'$.

Permutation $\pi \in S_n$ contains $\sigma \in S_k$ as a classical pattern if there is a subsequence $\pi_{i_1} \pi_{i_2} \cdots \pi_{i_k}$ for $1 \leq i_1 < i_2 < \cdots < i_k \leq n$ such that $\pi_{i_1} \pi_{i_2} \cdots \pi_{i_k} \cong \sigma$. Vincular patterns\(^1\) resemble classical patterns, except some of the indices $i_j$ must be consecutive. Formally, we can consider a vincular pattern as a pair $(\sigma, X)$ for permutation $\sigma \in S_k$ and a set of adjacencies $X \subseteq [k-1] = \{1, \ldots, k-1\}$. The subsequence $\pi_{i_1} \pi_{i_2} \cdots \pi_{i_k}$ for $1 \leq i_1 < i_2 < \cdots < i_k \leq n$ is a copy (or occurrence) of $(\sigma, X)$ if $\pi_{i_1} \pi_{i_2} \cdots \pi_{i_k} \cong \sigma$ and $i_j+1 - i_j = 1$ for each $j \in X$. If a copy of $(\sigma, X)$ appears in $\pi$, we say that $\pi$ contains $(\sigma, X)$, and otherwise we say $\pi$ avoids $(\sigma, X)$. In practice we write $(\sigma, X)$ as the permutation $\sigma$ with a dash between $\sigma_j$ and $\sigma_{j+1}$ if $j \notin X$ and refer to “the vincular pattern $\sigma$” without explicitly writing $X$. For example, $(1243, \{3\})$ is written 1-2-43. The permutation 162534 has a copy of 1-2-43 as witnessed by the subsequence 1253, but the subsequence 1254 is not a copy of 1-2-43 since the 5 and 4 are not adjacent in $\pi$. Classical patterns are patterns of the form $(\sigma, \emptyset)$ where no adjacencies are required, while consecutive patterns are patterns of the form $(\sigma, [k-1])$ where the copies of $\sigma$ must appear as subfactors $\pi_i \pi_{i+1} \cdots \pi_{i+k-1} \cong \sigma$.

\(^1\)These were introduced as “generalized patterns” in [1] but have also been called “dashed patterns.” Claesson coined the term “vincular” to underline the connection with the recently introduced bivincular patterns in [4].
Similarly, the reverse of a permutation \( \pi = \pi_1 \pi_2 \cdots \pi_n \) is given by \( \pi^r = \pi_n \pi_{n-1} \cdots \pi_1 \). The complement of \( \pi \) is \( \pi^c = (n+1-\pi_1)(n+1-\pi_2)\cdots(n+1-\pi_n) \). For vincular pattern \((\sigma, X)\) of length \(k\), the reverse of \((\sigma, X)\) is the pattern \((\sigma^r, \{k-x : x \in X\})\). Thus the reverse of \(13\cdot2\cdot4\) is \(4\cdot2\cdot3\cdot1\). Similarly, the complement of \((\sigma, X)\) is the pattern \((\sigma^c, X)\). Thus we see \((13\cdot2\cdot4)^c = 42\cdot3\cdot1\). Observe that \(\pi\) contains \((\sigma, X)\) if and only if \(\pi^r\) contains \((\sigma, X)^r\) and likewise for the complement.

The subset of \(S_n\) of permutations avoiding \(\sigma\) is denoted \(S_n(\sigma)\). Two patterns \(\sigma\) and \(\tau\) are Wilf-equivalent if \(|S_n(\sigma)| = |S_n(\tau)|\) for all \(n \geq 0\), and we denote this \(\sigma \sim \tau\). From the preceding remarks on symmetry it is clear that \(\sigma \sim \sigma^r \sim \sigma^c \sim \sigma^{rc}\).

1.1. **Fillings and Shape-Wilf-Equivalence.** We will consider permutations as configurations of non-attacking rooks on a partial chessboard. To ease later exposition we break with convention and orient our boards differently.

A board is a finite subset of \(\mathbb{Z}^2\), where each element of the board is called a cell and depicted as a box. A Young board is a board where columns have weakly decreasing heights from left to right and rows have weakly decreasing widths from bottom to top (note that we use the French orientation). Without loss of generality, we may assume the bottom-left corner cell of a nonempty Young board is \((1, 1)\) and index cells as per standard Euclidean coordinates. We say \((c', r')\) is to the left of \((c, r)\) if \(c' < c\) and below \((c, r)\) if \(r' < r\). A board is sometimes called a shape, and we use the two terms interchangeably. In the sequel, all boards discussed are Young boards.

Let \(\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n)\) where \(\lambda_i \geq \lambda_{i+1}\) and \(\lambda_n > 0\) denote a Young board \(\{(i, j) : 1 \leq j \leq \lambda_i, 1 \leq i \leq n\}\). Note the change from standard convention: column \(i\) has height \(\lambda_i\), while row \(j\) has width \(\lambda_j^\top\) where \(\lambda_i^\top\) is the conjugate partition of \(\lambda\). This change in convention makes much of the later exposition easier. Figure 1 shows the Young board \(\lambda = (5, 5, 4, 3, 3)\). Note that \(\lambda\) is a Young board if and only if \((c, r) \in \lambda\) implies \((c', r') \in \lambda\) for every \(1 \leq r' \leq r\) and \(1 \leq c' \leq c\). The height of the Young board \(\lambda = (\lambda_1, \ldots, \lambda_n)\) is \(\lambda_1\), denoted \(ht(\lambda)\), and the width is \(n\), denoted \(wd(\lambda)\). A Young board \((\lambda_1, \ldots, \lambda_n)\) is rectangular if \(\lambda_1 = \cdots = \lambda_n\).

A filling of a board \(\lambda\) is an assignment of the integers 0 and 1 to the cells of \(\lambda\) such that each row and each column contains at most one 1.\(^2\) A standard filling is a filling such that each row and column has exactly one 1 in it. In diagrams, we

\(^2\)In some works, such as [10], this would be called a partial 01-filling.
will draw a cell filled with a 1 as a • in the box while leaving empty cells filled with a 0. Thus we call a column or row empty if it contains no 1.

Let \( P \) be the set of positive integers. For Young board \((\lambda_1, \ldots, \lambda_n)\), any filling can be represented uniquely by a word in \( w \in (P \cup \{\square\})^n \) according to the following rules:

- If cell \((c, r)\) is filled with a 1, then \( w_c = r \).
- If the \( c^{th} \) column of \( \lambda \) is empty then \( w_c = \square \).

As a consequence of this representation, if the \( r^{th} \) row of \( \lambda \) is empty, then \( r \) does not appear in the word \( w \), and thus \( w \) indicates both the empty rows and columns.

Conversely a word \( w \in (P \cup \{\square\})^n \) represents a filling of \((\lambda_1, \ldots, \lambda_n)\) if and only if the following criteria are satisfied:

1. If there are distinct indices \( i \) and \( j \) such that \( w_i = w_j \), then \( w_i = w_j = \square \).
2. If \( w_i \neq \square \), then \( w_i \leq \lambda_i \).

Criterion (1) implies that the numerical letters of \( w \) (i.e., those letters other than \( \square \)) form a permutation of a subset of \([n]\). We call the symbol \( \square \) a spacer and call words satisfying criterion (1) spaced permutations.

Vincular pattern containment extends naturally to spaced permutations (and thus to fillings) using the same definitions but working in the poset \( P + \{\square\} \) instead of \( P \) to determine order-isomorphism, where \( \square \) is incomparable to each number \( x \in P \).

One can accordingly extend the reduction operator to spaced permutations so that \( \text{red}(w) \) preserves the positions of the spacers, e.g., \( \text{red}(51\square37\square\square3) = 31\square24\square2 \). Thus we see the spaced permutation \( 412\square5 \) contains a copy of 2-1-3, but avoids 2-13 because of the position of the spacer. In general, the presence of a spacer in a spaced permutation affects the presence of a pattern by affecting whether letters are adjacent.\(^3\)

Let \( \mathcal{G}_\lambda \) denote the set of fillings of board \( \lambda \), and \( \mathcal{S}_\lambda \) denote the set of standard fillings of \( \lambda \). Observe that a filling of \( \lambda \) is a standard filling if and only if its word representation contains no copies of \( \square \) and each letter \( \pi_i \leq \lambda_i \). Furthermore a board \((\lambda_1, \ldots, \lambda_n)\) admits a standard filling if and only if each \( \lambda_i \) satisfies \( n-i+1 \leq \lambda_i \leq n \).

Figure 2 illustrates the filling \( 453\square21 \) for Young board \((5, 5, 4, 3, 3, 3)\). In general we will not draw a distinction between a filling and its word representation.

Pattern containment is stricter for fillings than it is for permutations and depends on the board \( \lambda \). For board \( \lambda \), a filling \( \pi \) contains a copy of vincular pattern \( \sigma \) if there is a subsequence \( \pi_{i_1}, \pi_{i_2}, \ldots, \pi_{i_k} \) for \( 1 \leq i_1 < i_2 < \cdots < i_k \leq n \) such that \( \pi_{i_1}, \pi_{i_2}, \ldots, \pi_{i_k} \) is a copy of vincular pattern \( \sigma \) in spaced permutation \( \pi \) and \( \lambda \) contains all cells in \( \{i_1, \ldots, i_k\} \times \{\pi_{i_1}, \ldots, \pi_{i_k}\} \).

If \( \lambda \) is a Young board, this second criterion is equivalent to the simpler requirement that the upper-right corner \( (i_k, \max\{\pi_{i_1}, \pi_{i_2}, \ldots, \pi_{i_k}\}) \) lies in \( \lambda \). For example in Figure 2 we see the filling \( \pi = 453\square21 \) in \((5, 5, 4, 3, 3, 3)\) contains 3-21 in the last three entries since \( \pi_3 > \pi_5 > \pi_6 \) and \( \lambda \) contains \((6, 3)\). The filling \( \pi = 453\square21 \) does not contain 231, even though \( \text{red}(\pi_1\pi_2\pi_3) = 231 \), since \( \lambda \) does not contain the cell \((3, 5)\).

We let \( \mathcal{G}_\lambda(\sigma) \) denote the set of fillings of \( \lambda \) which avoid \( \sigma \), and similarly let \( \mathcal{S}_\lambda(\sigma) \) denote the set of standard fillings of \( \lambda \) which avoid \( \sigma \).

\(^3\)Spaced permutations first appeared implicitly in connection to enumeration schemes for vincular patterns in [3], where a spacer was called a “null symbol” and denoted •. While spaced permutation bear some superficial resemblance to partial permutations discussed in [6], in that work a “hole” (denoted by ○) could be replaced by any number when considering pattern avoidance, while in a spaced permutation \( \square \) is inert and incomparable to other letters.
Note that we may consider \( \mathcal{S}_n(\sigma) \subseteq \mathcal{S}_n \) where \( n = wd(\lambda) = ht(\lambda) \) by considering the word representation of a standard filling of \( \lambda \). Furthermore \( \mathcal{S}_n(\sigma) \supseteq \mathcal{S}_n(\sigma) \cap \mathcal{S}_\lambda \) since a standard filling of \( \lambda \) may avoid \( \sigma \) while the word representation contains \( \sigma \) as a permutation. Next, observe that the definition for pattern containment in a filling of a rectangular board is equivalent to pattern containment in the word representation. Therefore for any Young board \( \lambda \) we see that \( \mathcal{F}_\lambda(\sigma) \supseteq \mathcal{F}_\lambda(\sigma) \cap \mathcal{F}_\lambda \) where \( \lambda^* \) is the rectangular board with height \( ht(\lambda) \) and width \( wd(\lambda) \).

In order to proceed, we must refine our sets of fillings of \( \lambda \) according to the empty rows and columns. For a set \( C \subseteq [wd(\lambda)] \) of columns and \( R \subseteq [ht(\lambda)] \) of rows, let \( \mathcal{F}_\lambda^{C,R} \) be the set of fillings such that column \( c \) is empty if and only if \( c \in C \) and row \( r \) is empty if and only if \( r \in R \). Furthermore, let \( \mathcal{F}_\lambda^{C,R}(\sigma) \) be those fillings in \( \mathcal{F}_\lambda^{C,R} \) which avoid the vincular pattern \( \sigma \), i.e., \( \mathcal{F}_\lambda^{C,R}(\sigma) := \mathcal{F}_\lambda^{C,R} \cap \mathcal{F}_\lambda(\sigma) \).

We are now ready for the central definitions of this paper. The first definition is standard, while the second definition is a natural extension to fillings.

**Definition 1.** Two patterns \( \sigma \) and \( \tau \) are called shape-Wilf-equivalent if \( |\mathcal{S}_\lambda(\sigma)| = |\mathcal{S}_\lambda(\tau)| \) for all Young boards \( \lambda \); we denote this \( \sigma \sim \tau \).

Two patterns \( \sigma \) and \( \tau \) are called filling-shape-Wilf-equivalent if \( |\mathcal{F}_\lambda^{C,R}(\sigma)| = |\mathcal{F}_\lambda^{C,R}(\tau)| \) for all Young boards \( \lambda \) and sets \( C \subseteq [wd(\lambda)] \) and \( R \subseteq [ht(\lambda)] \); we denote this \( \sigma \simeq \tau \).

Clearly shape-Wilf-equivalence implies Wilf-equivalence since \( \mathcal{S}_n(\sigma) \) is the same as the set of standard fillings of the \( n \times n \) board which avoid \( \sigma \). Also filling-shape-Wilf-equivalence implies shape-Wilf-equivalence, since \( \mathcal{F}_\lambda^{C,R}(\sigma) = \mathcal{S}_\lambda(\sigma) \). Note that shape-Wilf-equivalence is such a strong condition that neither \( \sigma \sim \sigma^c \) nor \( \sigma \simeq \sigma^c \) is necessarily true.

For a Young board \( \lambda, C \subseteq wd(\lambda), \) and \( R \subseteq ht(\lambda), \) let \( \lambda(C,R) \) be the Young board formed by deleting from \( \lambda \) each column in \( C \) and each row in \( R \). There is a natural bijection \( \rho^{C,R}_\lambda : \mathcal{F}_\lambda^{C,R} \rightarrow \mathcal{S}_\lambda(C,R) \), which maps any filling \( \pi \) of \( \lambda \) in \( \mathcal{F}_\lambda^{C,R} \) to a standard filling of \( \lambda(C,R) \) such that the numerical letters of the filling \( \pi \) are order-isomorphic to the letters of the standard filling \( \rho^{C,R}_\lambda(\pi) \). For example, let \( \lambda = (6,6,6,6,4), \) \( C = \{1,3,5\} \) and \( R = \{1,4,6\} \). Then \( \square\square\Box\square\Box \in \mathcal{F}_\lambda^{C,R}, \) and \( \rho^{C,R}_\lambda(\pi) = 231 \) is a standard filling of \( \lambda(C,R) = (3,3,2). \)
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For classical patterns, empty rows and empty columns have no effect on pattern containment since no adjacencies are required. This can be phrased as the following proposition.

**Proposition 1.** For a classical pattern $\sigma$, Young board $\lambda$, and subsets $R \subseteq [ht(\lambda)]$, and $C \subseteq [wd(\lambda)]$, $\rho^{C,R}_\lambda(\sigma)$ provides a bijection from $S_{\lambda,C,R}(\sigma)$ to $S_{\lambda}(\sigma)$. 

This has the corollary that shape-Wilf-equivalence and filling-shape-Wilf-equivalence are equivalent notions for classical patterns:

**Corollary 1.** For classical patterns $\sigma$ and $\tau$, $\sigma \sim \tau$ if and only if $\sigma \sim_{fs} \tau$.

For vincular patterns we may only go halfway. Empty rows make no difference to pattern containment for vincular patterns, because the values of the letters forming the copy of the pattern do not matter except insofar as their relation to one another, but empty columns affect adjacency. Therefore we have the following proposition.

**Proposition 2.** For a vincular pattern $\sigma$, Young board $\lambda$, and subsets $R \subseteq [ht(\lambda)]$, and $C \subseteq [wd(\lambda)]$, the map deleting the rows in $R$ provides a bijection from $\bar{S}_{\lambda,C,R}(\sigma)$ to $\bar{S}_{\lambda}(\sigma)$. 

As an immediate corollary to Proposition 2 we get:

**Corollary 2.** If $\sigma$ and $\tau$ are vincular patterns such that $|\bar{S}_{\lambda}(\sigma)| = |\bar{S}_{\lambda}(\tau)|$, then $\sigma \sim_{fs} \tau$.

1.2. **Direct sum and skew sum of vincular patterns.** Recall the direct sum of two permutations, $\alpha \in S_k$ and $\beta \in S_\ell$, is the length-$(k + \ell)$ permutation

$$\alpha \oplus \beta = \alpha_1 \alpha_2 \cdots \alpha_k (\beta_1 + k)(\beta_2 + k) \cdots (\beta_\ell + k).$$

This is most easily seen as placing a copy of $\beta$ above and to the right of $\alpha$ as fillings of an $(k + \ell) \times (k + \ell)$ rectangular board. See Figure 3 where $312 \oplus 2413 = 3125746$ is illustrated.

**Definition 2.** The direct sum of two vincular patterns $(\sigma, A) \in S_k \times [k-1]$ and $(\tau, B) \in S_\ell \times [\ell-1]$ is the pattern $(\sigma, A) \oplus (\tau, B) = (\sigma \oplus \tau, C)$ where $C = A \cup \{i + k : i \in B\}$.

For example, $(31-2) \oplus (24-13) = 31-2-57-46$. Observe that this definition is equivalent to the classical definition when $\sigma$ and $\tau$ are classical patterns.
Similarly, the skew sum of two permutations, $\alpha \in S_k$ and $\beta \in S_{\ell}$, is the length-$(k + \ell)$ permutation
\[
\alpha \oplus \beta = (\alpha_1 + \ell)(\alpha_2 + \ell) \cdots (\alpha_k + \ell) \beta_1 \beta_2 \cdots \beta_{\ell}.
\]
This is most easily seen as placing $\beta$ below and to the right of $\alpha$ as fillings of a rectangular board. For example, $132 \ominus 3142 = 5763142$ is illustrated in Figure 3.

**Definition 3.** The skew sum of two vincular patterns $(\sigma, A) \in S_k \times [k-1]$ and $(\tau, B) \in S_{\ell} \times [\ell-1]$ is the pattern $(\sigma, A) \ominus (\tau, B) = (\sigma \ominus \tau, C)$ where $C = A \cup \{i + k : i \in B\}$ (as in the case for direct sum).

For example, $(13-2) \ominus (31-42) = 5763142$. As for direct sum, this definition is equivalent to the classical definition when $\sigma$ and $\tau$ are classical patterns.

### 1.3. Summary of results

In Section 2, we will prove the following result:

**Theorem.** For vincular patterns $\alpha$, $\beta$, and $\sigma$, if $\alpha \overset{\ell}{\sim} \beta$ then $\alpha \oplus \sigma \overset{\ell}{\sim} \beta \oplus \sigma$.

This theorem generalizes the celebrated result by Backelin, West, and Xin [2], which says that if $\alpha$, $\beta$, and $\sigma$ are classical patterns, then $\alpha \overset{s}{\sim} \beta$ implies $\alpha \oplus \sigma \overset{s}{\sim} \beta \oplus \sigma$.

In Section 3, we will prove two new filling-shape-Wilf-equivalences. In Subsection 3.1 we will prove:

**Theorem.** Let $\alpha$, $\beta$, and $\sigma$ be nonempty consecutive patterns. Then $\alpha \sim \beta$ implies that $\alpha \oplus \sigma \overset{fs}{\sim} \beta \oplus \sigma$.

In Subsection 3.2 we will prove:

**Theorem.** For any consecutive pattern $\sigma$, $1 \oplus \sigma \overset{fs}{\sim} 1 \ominus \sigma$.

Subsections 3.1 and 3.2 also list the new Wilf-equivalences for vincular patterns of length 4 and 5. Conjectures are collected in Section 4.

### 2. SHAPE-WILF-EQUIVALENCE AND WILF-EQUIVALENCE

In [2] Backelin, West, and Xin prove the following proposition for classical patterns $\alpha$, $\beta$, and $\sigma$.

**Proposition (Backelin, West, Xin [2]).** For classical patterns $\alpha$, $\beta$, and $\sigma$, if $\alpha \overset{s}{\sim} \beta$ then $\alpha \oplus \sigma \overset{s}{\sim} \beta \oplus \sigma$.

In this section we adapt their proof to obtain the following theorem:

**Theorem 1.** For vincular patterns $\alpha$, $\beta$, and $\sigma$, if $\alpha \overset{\ell}{\sim} \beta$ then $\alpha \oplus \sigma \overset{\ell}{\sim} \beta \oplus \sigma$.

**Proof.** Let $\alpha \overset{\ell}{\sim} \beta$, and for each board $\lambda$ and subset $C \subseteq [wd(\lambda)]$ and $R \subseteq [ht(\lambda)]$ let $f^{C,R}_\lambda: \delta^{C,R}_\lambda(\alpha) \rightarrow \delta^{C,R}_\lambda(\beta)$ be a bijection (as guaranteed by the hypothesis). We will use these bijections to construct a bijection $g^{C,R}_\lambda: \delta^{C,R}_\lambda(\alpha \oplus \sigma) \rightarrow \delta^{C,R}_\lambda(\beta \oplus \sigma)$ by coloring the cells of $\lambda$ either white or gray, then applying the transformation within the white cells while leaving the contents of the gray cells fixed.

Fix board $\lambda$, and sets $C \subseteq [wd(\lambda)]$ and $R \subseteq [ht(\lambda)]$. Let $\pi \in \delta^{C,R}_\lambda(\alpha \oplus \sigma)$. Color the cell $(c, r)$ of $\lambda$ white if the filling of the subboard (strictly) above and to the right of it contains $\sigma$, or gray otherwise. See Figure 4.
The white cells form a Young board, denoted $\bar{\lambda}$, since if a cell is colored white then so is every cell to its left and below it. The filling $\pi$ restricts to a filling $\bar{\pi}$ of $\bar{\lambda}$ with a set of empty columns $\bar{C} \supseteq C \cap [wd(\lambda)]$ and a set of empty rows $\bar{R} \supseteq R \cap [ht(\lambda)]$. The filling for $\pi$ avoids $\alpha \oplus \sigma$, and all white cells of $\lambda$ lie below and to the left of a copy of $\sigma$, therefore $\bar{\pi} \in \mathfrak{S}_\lambda^{\bar{C},\bar{R}}(\alpha)$. Apply $f_{\lambda}^{\bar{C},\bar{R}}$ to $\bar{\pi}$, which will leave a filling of $\bar{\lambda}$ which avoids $\beta$ and has the same empty rows and columns as $\bar{\pi}$. Restoring the gray cells of $\lambda$ and their contents, we are left with a filling of $\lambda$ which avoids $\beta \oplus \sigma$.

To see that this procedure is invertible, it suffices to note that the application of the forward map only changes the contents of the white cells. Thus when applying the inverse map, the coloring of $\lambda$ according to copies of $\sigma$ will be the same, resulting in the same subboard $\bar{\lambda}$ on which to apply the inverse transformation $(f_{\lambda}^{\bar{C},\bar{R}})^{-1}$. □

3. New Filling-Shape-Wilf-Equivalent Pairs

Theorem 1 is vacuous without pairs $\alpha \sim \beta$. As of this writing, there is an infinite family of shape-Wilf-equivalences in [2], and another known pair of shape-Wilf-equivalent classical patterns of length 3 in [11]. We will begin by listing these classical results, which extend to filling-shape-Wilf-equivalence by Corollary 1.

**Theorem 2** (Backelin, West, and Xin [2]). Let $J_t \equiv J_{t-1} \oplus 1$. Then $J_t \not\sim J_{t-1} \oplus 1$.

**Corollary 3** (Backelin, West, and Xin [2]). Let $I_t \equiv 1-2 \cdots (t-1)-t$. Then $J_t \not\sim J_k \oplus I_{t-k}$ for any $0 \leq k \leq t$. In particular, $J_t \not\sim I_t$.

**Theorem 3** (Stankova and West [11]). $2-3-1 \not\sim 3-1-2$.

We now consider non-classical vincular patterns. It can be seen by computing each $|\mathfrak{S}_\lambda(\sigma)|$ for $\lambda = (5, 5, 5, 5, 4)$ that there is no shape-Wilf-equivalent pair (and thus no filling-shape-Wilf-equivalent pair) of consecutive patterns of length 3, as shown by Table 1.

A computer search over standard fillings of Young boards of width at most 6 reveals there are at most three pairs of shape-Wilf-equivalent patterns of length 3.
Table 1. \(|\mathcal{G}_\lambda(\sigma)|\) for consecutive patterns \(\sigma \in S_3\) and \(\lambda = (5, 5, 5, 5, 4)\).

| \(\sigma\) | \(|\mathcal{G}_\lambda(\sigma)|\) |
|-------|----------------|
| 213   | 56             |
| 132   | 57             |
| 231   | 58             |
| 312   | 59             |
| 123   | 61             |
| 321   | 65             |

with one dash:

(3) \(12-3 \sim 21-3\), \(3-12 \sim 1-23\), \(3-21 \sim 1-32\).

Indeed each of these holds, and furthermore each of these is a filling-shape-Wilf-equivalence with a further-reaching generalization.

3.1. The equivalence \(12-3 \sim 21-3\). In this subsection we will prove the following equivalence, which strengthens an equivalence from [7, 9].

**Theorem 4.** Let \(\alpha\), \(\beta\), and \(\sigma\) be nonempty consecutive patterns. Then \(\alpha \sim \beta\) implies \(\alpha \oplus \sigma \sim \beta \oplus \sigma\).

As a special case \(\alpha = 12\), \(\beta = 21\), \(\sigma = 1\) we get the first equivalence from (3):

\(12-3 \sim 21-3\).

**Remark 1.** In [7, 9] it is shown that if \(\alpha \sim \beta\) for consecutive patterns \(\alpha\) and \(\beta\), then \(\alpha \oplus 1 \sim \beta \oplus 1\). In [7] it is also shown that \(\alpha \sim \beta\) implies \(\alpha \oplus 12 \sim \beta \oplus 12\) and \(\alpha \oplus 21 \sim \beta \oplus 21\), as well as \(12 \oplus \sigma \sim 21 \oplus \sigma\). These are all special cases of Theorem 4 above.

Our approach takes several cues from the proof of Proposition 5.2 from [7]. First one must generalize the notion of a right-to-left maximum for a permutation.

**Definition 4.** Let \(\pi\) be a filling of Young board \(\lambda\), and let \(\sigma = \sigma_1 \cdots \sigma_k\) be a consecutive pattern. The subfactor \(\pi_i \pi_{i+1} \cdots \pi_{i+k-1}\) is a right-to-left maximal copy of \(\sigma\) if the following criteria are satisfied:

1. \(\pi_i \pi_{i+1} \cdots \pi_{i+k-1} \cong \sigma\).
2. If \(j > i\) and \(\pi_j \pi_{j+1} \cdots \pi_{j+k-1} \cong \sigma\) and \(\sigma_m = \min(\sigma_1, \ldots, \sigma_k)\), then \(\pi_{j+m-1} < \pi_{i+m-1}\). In other words, the minimal letter of \(\pi_i \pi_{i+1} \cdots \pi_{i+k-1}\) is greater than the minimal letter of any other copy of \(\sigma\) to the right of \(\pi_i\).

For example, consider the standard filling illustrated in Figure 5. The right-to-left maximal copies of \(12\) start at columns 6, 11, 15, and 19.

Observe that if \(\pi_i \pi_{i+1} \cdots \pi_{i+k-1}\) is a copy of the consecutive pattern \(\sigma\) which is not right-to-left maximal, then \(\pi\) has another copy of \(\sigma\) with its first letter to the right of \(\pi_i\) and its minimal letter greater than \(\min(\pi_i, \pi_{i+1}, \ldots, \pi_{i+k-1})\). Therefore if \(\pi\) contains a copy of \(\alpha \oplus \sigma\), then \(\pi\) contains a copy of \(\alpha \oplus \sigma\) such that the part corresponding to \(\sigma\) is a right-to-left maximal copy of \(\sigma\). Also observe that if \(\sigma = 1\), the right-to-left maximal copies of \(\sigma\) in \(\pi\) are exactly the right-to-left maxima of \(\pi\).

To proceed we will make use of the following lemma regarding fillings of rectangular boards avoiding a consecutive pattern.
Lemma 1. If $\alpha \sim \beta$ for consecutive patterns $\alpha$ and $\beta$, then $|\mathfrak{S}^{C,R}_\lambda(\alpha)| = |\mathfrak{S}^{C,R}_\lambda(\beta)|$ for any rectangular board $\lambda$, $C \subseteq \lfloor wd(\lambda) \rfloor$, and $R \subseteq \lfloor ht(\lambda) \rfloor$.

Proof. By Proposition 2, it suffices to prove $|\mathfrak{S}^{C,R}_\lambda(\alpha)| = |\mathfrak{S}^{C,R}_\lambda(\beta)|$ for rectangular boards $\lambda$. Recall that pattern avoidance for any filling of a rectangular board is equivalent to pattern avoidance for its word representation. Let $\pi$ be a spaced permutation with spacers in the positions given by $C$ and decompose $\pi$ into $w_1 \square w_2 \square \cdots \square w_m$ for (possibly empty) words $w_i$ which do not contain spacers. Each of these subfactors $w_i$ can be considered a filling of a rectangular board with width $|w_i|$ and height $ht(\lambda)$ with no empty columns and $ht(\lambda) - |w_i|$ empty rows.

By the definition of pattern containment for consecutive patterns, it is clear that the spaced permutation $\pi$ avoids $\alpha$ if and only if each of the subfactors $w_i$ avoids $\alpha$. Since $\alpha \sim \beta$, there are bijections $f_n : \mathfrak{S}_n(\alpha) \to \mathfrak{S}_n(\beta)$ for each $n \geq 0$. Proposition 2 shows these bijections extend to $f_n^R : \mathfrak{S}^{R}_n(\alpha) \to \mathfrak{S}^{R}_n(\beta)$ where $\mu_n$ is the rectangle with height $ht(\lambda)$ and width $n$. Apply the appropriate $f_n^R$ to each of the subfactors $w_i$ to get a $\beta$-avoiding word $w'_i$ with the same letters. Thus $w_1 \square w_2 \square \cdots \square w_m \mapsto w'_1 \square w'_2 \square \cdots \square w'_m$ provides a bijection from $\mathfrak{S}^{R}_\lambda(\alpha)$ to $\mathfrak{S}^{R}_\lambda(\beta)$.

We now proceed to the proof of Theorem 4. We employ a strategy similar to the proof of Theorem 1, where cells of $\lambda$ are colored and a transformation is applied within the white cells while the other cells remain fixed.

Proof. We will construct a bijection from $\mathfrak{S}^{C,R}_\lambda(\alpha \oplus \sigma)$ to $\mathfrak{S}^{C,R}_\lambda(\beta \oplus \sigma)$, based on the bijection from Lemma 1. Fix a Young board $\lambda$ and a subset of columns $C \subseteq \lfloor wd(\lambda) \rfloor$, and let $\pi$ be a filling of $\lambda$ in $\mathfrak{S}^{C,R}_\lambda(\alpha \oplus \sigma)$.

Color the cells of $\lambda$ as follows (see Figure 5 for an example):

1. If $\pi_i \pi_{i+1} \cdots \pi_{i+|\sigma|-1}$ is a right-to-left maximal copy of $\sigma$, then color the cell $(i, \min(\pi_i, \pi_{i+1}, \ldots, \pi_{i+|\sigma|-1}))$ red.
2. Color white all cells below and to the left of a red cell.
3. Color all remaining cells gray.

By the definition of the right-to-left maximal copies of $\sigma$, no red cell lies above and to the right of any other red cell. Thus no red cell is re-colored in Step 2. Furthermore, the white cells form a Young board, since coloring $(c, r)$ implies $(c', r')$ is also white for any $1 \leq c' \leq c$ and $1 \leq r' \leq r$. Call this white board $\lambda'$, and observe that $\bar{\lambda}_{i-1} > \bar{\lambda}_i$ if and only if $(i, \lambda_i - 1 + 1)$ is a red cell of $\lambda$ other than the rightmost red cell.
We will use the red cells to dissect $\lambda$ into rectangular subboards as follows. Suppose that the filling $\pi$ implies red cells in columns $r_1, \ldots, r_a$. Then $\{r_1, \ldots, r_a\} \subseteq \bar{C}$, since the red cells mark the column of the first letter of a copy of $\sigma$. Let $\mu_i$ be the subboard formed by the columns $r_i + 1, r_i + 2, \ldots, r_i + 1 - 1$ of $\lambda$ for $2 \leq i \leq a$, and let $\mu_1$ be the subboard formed by the columns $1, 2, \ldots, r_1 - 1$. Since the red cells mark columns $i$ such that $\lambda_{i-1} \neq \lambda_i$, we see that each of the $\mu_i$ is rectangular.

Let $\bar{\pi}^{(i)}$ be the restriction of $\pi$ to $\mu_i$, resulting in empty rows $R^{(i)}$ and empty columns $\bar{C}^{(i)}$. Any copy of $\alpha$ in the filling $\bar{\pi}^{(i)}$ corresponds to a copy of $\alpha$ in $\pi$ lying below and to the right of a red cell. That cell was colored red because it is the bottom-left cell of a (right-to-left maximal) copy of $\sigma$ in $\pi$, which implies a copy of $\alpha \oplus \sigma$ in the original filling $\pi$. Therefore $\bar{\pi}^{(i)}$ (as a filling of $\mu_i$) must avoid $\alpha$. Lemma 1 provides a bijection for each $\bar{\pi}^{(i)}$ to a $\beta$-avoiding filling of $\mu_i$ with the same empty rows and columns. Performing these bijections on each $\bar{\pi}^{(i)}$ and preserving the contents of the red and gray cells, we arrive at a bijection $\delta^{C,R}_\lambda(\alpha \oplus \sigma) \rightarrow \delta^{C,R}_\lambda(\beta \oplus \sigma)$.

3.1.1. Implications for Wilf-classification. We will first restate the equivalence from (3) which is an immediately corollary of Theorem 4 and the Wilf-equivalence $12 \sim 21$.

**Corollary 4.** We have the filling-shape-Wilf-equivalence $12-3 \sim 21-3$.

Theorem 1, combined with Theorem 4, Theorem 2, and the trivial symmetries, has several consequences for the Wilf-classification for vincular patterns of length 4 and 5 which we summarize in Corollary 5.

**Corollary 5.** We have the following Wilf-equivalences:

(a) $123-4 \sim 321-4$,
(b) $213-4 \sim 231-4 \sim 132-4 \sim 312-4$,
(c) $12-3-4 \sim 12-4-3 \sim 21-3-4 \sim 21-4-3$,
(d) $12-34 \sim 12-43 \sim 21-34 \sim 21-43$,
(e) $12-345 \sim 21-345 \sim 21-543 \sim 21-543$,
(f) $12-435 \sim 12-453 \sim 12-534 \sim 12-354 \sim 21-435 \sim 21-453 \sim 21-534 \sim 21-354$,
(g) $12-3-4-5 \sim 321-4-5$,
(h) $213-4-5 \sim 231-4-5 \sim 132-4-5 \sim 312-4-5$,
(i) $12-3-4-5 \sim 12-5-4-3 \sim 12-3-5-4 \sim 21-3-4-5 \sim 21-5-4-3 \sim 21-3-5-4$,
(j) $12-4-3-5 \sim 21-4-3-5$,
(k) $12-5-3-4 \sim 12-4-5-3 \sim 21-5-3-4 \sim 21-4-5-3$.

Computing $|\mathcal{B}(\sigma)|$ for $n \leq 8$ suggests that two of the above classes, (i) and (j), should be merged:

**Conjecture 1.** $12-3-4-5 \sim 12-4-3-5$.

Conjecture 1 appears as it could follow from either $12-3-4 \not\sim 12-4-3$ or $1-2-3 \not\sim 1-3-2$ and Theorem 1. Computation shows, however, that $|\mathcal{B}(\lambda(12-3-4))| \neq |\mathcal{B}(\lambda(12-4-3))|$ for $\lambda = (7, 7, 7, 7, 7, 6)$, so $12-3-4 \not\sim 12-4-3$. Similarly, $|\mathcal{B}(\lambda(1-2-3))| \neq |\mathcal{B}(\lambda(1-3-2))|$ for $\lambda = (5, 5, 5, 5, 4)$, so $1-2-3 \not\sim 1-3-2$.

3.2. $1-23 \not\sim 1-32$ and $1-32 \not\sim 3-21$. In this section we prove the filling-shape-Wilf-equivalences $1-23 \sim 3-12$ and $1-32 \sim 3-21$ from (3) as corollaries of the following theorem:
Theorem 5. For any consecutive pattern $\sigma$, $1\oplus \sigma \simeq 1\ominus \sigma$.

Theorem 5 strengthens a result in [7, 9], where it is shown $1\oplus \sigma \sim 1\ominus \sigma$. Alternately, Theorem 5 could be viewed as a generalization of 1-2 $\sim$ 2-1, which is the special case $\sigma = 1$. Computation suggests that the 1 in Theorem 5 cannot be extended to a longer consecutive pattern since $|\mathcal{S}_\lambda(12 \oplus 1)| \neq |\mathcal{S}_\lambda(12 \ominus 1)|$ and $|\mathcal{S}_\lambda(21 \oplus 12)| \neq |\mathcal{S}_\lambda(21 \ominus 12)|$ for the board $\lambda = (6,6,6,6,5)$.

We now set about proving Theorem 5 by constructing a bijection on the set of fillings of a Young board $\lambda$ such that any filling avoiding a pattern of the form $1\oplus \sigma$ maps to a filling avoiding $1\ominus \sigma$.

We first define a map on standard fillings of Young boards $\zeta_\lambda : \mathcal{S}_\lambda \rightarrow \mathcal{S}_\lambda$, and in Lemma 2 we will prove $\zeta_\lambda$ is bijective. We construct $\zeta_\lambda$ recursively by $wd(\lambda)$. If $\lambda$ is a Young board of width 0 or 1, let $\zeta_\lambda$ be the identity transformation. Now assume we have constructed $\zeta_\lambda$ for all Young boards $\lambda$ for $wd(\lambda) < n$ and let $\pi \in \mathcal{S}_\lambda$ be a standard filling of Young board $\lambda$ with width $n$. We will construct the standard filling $\pi^* := \zeta_\lambda(\pi)$ as follows.

Let $j$ be the index so that $\pi_j = 1$ (i.e., the column of the cell filled with a “1” in the bottom row), and decompose $\pi = h \ast t$ for [possibly empty] words $h$ and $t$. Let $\pi_j^* = \lambda_j$, thus filling the top cell in column $j$ with a 1. Next, since each letter in $t$ is at least 2, we may set $\pi_i^* = \pi_i - 1$ for $i > j$. In terms of the filling, we move each 1 from the standard filling down by one row. This fills columns $j, j + 1, \ldots, n$ for $\pi^*$. We now consider how to fill columns 1, $\ldots$, $j - 1$.

The word $h = \pi_1 \cdots \pi_{j-1}$ is exactly the restriction of $\pi$ to the Young board $\mu = (\lambda_1, \ldots, \lambda_{j-1})$. Note $h$ is a filling of $\mu$ with no empty columns and empty rows $R = \{\pi_j, \pi_{j+1}, \ldots, \pi_n\}$. Recall the bijection $\rho^{C,R}_\mu : \mathcal{S}_{\lambda(c,m)} \rightarrow \mathcal{S}_{\lambda(c,m)}$, which deletes the empty rows and columns of a filling. Applying the map $\rho^{\emptyset,R}_\mu$ removes the empty rows of $h$ and produces a filling $h'$ of the Young board $\mu' = \mu^{(\emptyset,R)}$. By induction we may define $h^* = \zeta_{\mu'}(h')$ since $wd(\mu') = j - 1 < wd(\lambda)$.

We now fill the first $j - 1$ columns of $\lambda$ in such a way that $\pi_1^* \cdots \pi_{j-1}^* \equiv h^*$ and no row contains more than one 1. To see that such filling can always be completed, let $R' = \{\lambda_j, \pi_{j+1} - 1, \pi_{j+1} - 1, \ldots, \pi_n - 1\}$. Since $\lambda$ is a Young diagram, every $r \in R \cup R'$ satisfies $r \leq \lambda_{j-1}$. It follows that $\mu^{(\emptyset,R')} = \mu^{(\emptyset,R)} = \mu'$, and so $(\rho^{\emptyset,R'}_\mu)^{-1}(h^*)$ provides a filling of $\mu$ with empty rows in $R'$. Thus we complete the filling $\pi^*$ by filling columns 1, $\ldots$, $j - 1$ of $\lambda$ according to the filling $(\rho^{\emptyset,R'}_\mu)^{-1}(h^*)$ of $\mu$.

For example, consider the Young board $\lambda = (7,7,7,7,7,6,5)$ and the standard filling $\pi = 5736214$, illustrated in Figure 6. Since $\pi_6 = 1$, we get that $h = 57362$ and $t = 4$. We immediately get $\pi^*_6 = \lambda_6 = 6$, and $\pi^*_7 = \pi_7 = 1 - 3$. Now $\mu = (\lambda_1, \ldots, \lambda_5) = (7,7,7,7,7)$ and $\mu' = \mu^{(1,4)} = (5,5,5,5,5)$. Now $h' = 35241$ is a standard filling of $\mu'$, and $h^* = \zeta_{\mu'}(35241) = 31425$. We now apply $\rho^{(3,6)}(h^*)$ where $R' = \{3,6\}$, and thus fill $\mu$ by 41527. Therefore we see the resulting $\pi^* = \zeta_\lambda(\pi) = 4152763$.

The map $\zeta_\lambda$ provides a bijection on the set of standard fillings of a Young board $\lambda$ to itself, as shown in the following lemma.

Lemma 2. The map $\zeta_\lambda : \mathcal{S}_\lambda \rightarrow \mathcal{S}_\lambda$ is a bijection.

Proof. It suffices to prove injectivity, since any injection from a finite set to itself is a bijection. Suppose $\lambda$ is a board of minimum width such that there are distinct
standard fillings $\pi, \pi' \in \mathcal{S}_\lambda$ such that $\zeta_\lambda(\pi) = \zeta_\lambda(\pi') = \pi^*$. Define indices $j, j'$ such that $\pi_j = 1$ and $\pi'_{j'} = 1$. If $j < j'$, then by the construction of $\zeta_\lambda(\pi)$ we see $\pi_{j'} = \pi_j - 1 < \pi_{j'}$, while the construction of $\zeta_\lambda(\pi')$ implies $\pi'_{j'} = \pi_{j'}$. Thus $j = j'$. For any $i > j$, the definition of $\zeta_\lambda$ tells us $\pi^*_i = \pi_i - 1$ and $\pi^*_{i'} = \pi^*_i - 1$, which confirms that $\pi_i = \pi^*_i$ for $i \geq j$. Thus we must conclude that $h = \pi_1 \cdots \pi_{j-1}$ and $h' = \pi^*_1 \cdots \pi^*_{j-1}$ are distinct. The definition of $\zeta_\lambda$, however, tells us that both $h$ and $h'$ are fillings of $\mu = (\lambda_1, \ldots, \lambda_{j-1})$ that get mapped to $\pi^*_1 \cdots \pi^*_{j-1}$ under the map $(\rho^\emptyset_{\mu'} R')^{-1} \circ \zeta_{\mu'} \circ \rho^\emptyset_{\mu}$. This implies that $\zeta_{\mu'}$ is not bijective, contradicting the minimality of $\lambda$. $\square$

To prove Theorem 5, however, we must consider the sets of fillings $\mathcal{S}^{C,R}_\lambda$, and so we extend $\zeta_\lambda$ to fillings with given empty rows and columns. We again use the bijection $\rho^C_{\lambda} : \mathcal{S}^{C,R}_\lambda \rightarrow \mathcal{S}_{\lambda(c,R)}$ and define $\zeta^{C,R}_\lambda := (\rho^C_{\lambda})^{-1} \circ \zeta_{\lambda(c,R)} \circ \rho^C_{\lambda}$ to produce a bijection $\zeta^{C,R}_\lambda : \mathcal{S}^{C,R}_\lambda \rightarrow \mathcal{S}^{C,R}_\lambda$. The map $\zeta^{C,R}_\lambda$ can be visualized as a single map by coloring gray the cells in the empty columns and rows, coloring the remaining cells white, and then applying $\zeta_{\lambda(c,R)}$ to the standard filling of the white subboard.

We state the bijectivity of $\zeta^{C,R}_\lambda$ as a lemma on its own.

**Lemma 3.** The map $\zeta^{C,R}_\lambda : \mathcal{S}^{C,R}_\lambda \rightarrow \mathcal{S}^{C,R}_\lambda$ is a bijection.

It remains to consider the effect that $\zeta^{C,R}_\lambda$ has on patterns of the form $1 \oplus \sigma$.

**Lemma 4.** Let $\sigma$ be a consecutive pattern. Then $\zeta^{C,R}_\lambda(\mathcal{S}^{C,R}_\lambda(1 \oplus \sigma)) = \mathcal{S}^{C,R}_\lambda(1 \oplus \sigma)$.

**Proof.** By Proposition 2 we may assume $R = \emptyset$ without loss of generality.

Suppose $\lambda$ is a board of minimum width such that for some $\pi \in \mathcal{S}^{C,\emptyset}_\lambda(1 \oplus \lambda)$, the image $\pi^* := \zeta^{C,\emptyset}_\lambda(\pi)$ contains a copy of $1 \oplus \sigma$. Let $j$ be the index where $\pi_j = 1$. To the right of column $j$, we see that $\pi_{j+1} \cdots \pi_n$ must avoid $\sigma$ or else that copy of $\sigma$ would combine with $\pi_j = 1$ to form a copy of $1 \oplus \sigma$ in $\pi$. Since $\pi_j \cdots \pi_n \cong \pi^*_j \cdots \pi^*_n$, we see that $\pi^*_j \cdots \pi^*_n$ also avoids $\sigma$ (and consequently avoids $1 \oplus \sigma$). Thus the copy of $1 \oplus \sigma$ appearing in $\pi^*$ may only use indices in $[j]$. Suppose $\pi^*_j \pi^*_{j+k+1} \cdots \pi_{j+k}$ forms a copy of $1 \oplus \sigma$. Then $\pi^*_j > \pi^*_{j+k}$, but since $\pi^*_j = \lambda_j$, the cell $(j, \pi^*_j)$ does not lie in $\lambda$. Thus there can be no copy of $1 \oplus \sigma$ in the filling $\pi^*$ which involves $\pi^*_j$. Thus $\pi^*_j \cdots \pi^*_n \in \lambda$ must contain the copy of $1 \oplus \sigma$.

By the inductive definition of $\zeta_\lambda$, however, we see that $h = \pi_1 \cdots \pi_{j-1}$ is a filling of $\mu = (\lambda_1, \ldots, \lambda_{j-1})$ which also avoids $1 \oplus \sigma$. Under the appropriate $\zeta^C_{\mu',R'}$, the
filling $h = \pi_1 \cdots \pi_{j-1}$ maps to $h^* = \pi_1^* \cdots \pi_{j-1}^*$, and so $h$ avoids $1 \oplus \sigma$ while its image $h^*$ has a copy of $1 \ominus \sigma$. Since $wd(\mu) < wd(\lambda)$, this contradicts minimality of $wd(\lambda)$. Thus the lemma is proven. □

The proof of Theorem 5 follows immediately from the combination of Lemmas 3 and 4. The map $\zeta_{C,R}^\lambda$ restricts to a bijection between $\mathcal{F}_{C,R}^\lambda(1 \oplus \sigma)$ and $\mathcal{F}_{C,R}^\lambda(1 \ominus \sigma)$, and therefore $1 \oplus \sigma \not\sim 1 \ominus \sigma$. This completes the proof of Theorem 5.

3.2.1. Implication for Wilf-classification. Combining Theorem 1, Theorem 5 for $\sigma = 12$, and Corollary 3 gives us the following Wilf-equivalences for vincular patterns. This proves Conjecture 17(c) in [3].

**Corollary 6.** We have the following Wilf-equivalences:

$$12-3-4 \sim 12-4-3 \sim 21-3-4 \sim 21-4-3.$$  

Computing $|\mathcal{S}_8(\sigma)|$ for all $\sigma$ of length 4 verifies that these patterns and their trivial symmetries make up the entirety of the equivalence class.

Theorem 1 in conjunction with Theorems 5 for $\sigma = 21$, and the equivalence $1-23-4 \sim 1-32-4$ (first proven in [7]) implies the following corollary:

**Corollary 7.** We have the following Wilf-equivalences:

$$3-12-4 \sim 1-23-4 \sim 1-32-4 \sim 3-21-4.$$  

There appears to be an additional member of this equivalence class. Computation of $|\mathcal{S}_n(\sigma)|$ for $n \leq 11$ suggests the following conjecture.

**Conjecture 2.** We have the equivalence $23-1-4 \sim 1-23-4$.

Note that computation reveals $23-1 \not\sim 1-23$, so Theorem 1 cannot apply.

4. Conclusions and Future Work

The results above complete the shape-Wilf-classification of vincular patterns of length 3, and contributes towards the Wilf-classification of vincular patterns of length 4 and above. There appear to be more Wilf-equivalences, such as those discussed above:

**Conjecture.** The following equivalences are true:

**Conjecture 1.** $12-3-4-5 \sim 12-4-3-5$

**Conjecture 2.** $23-1-4 \sim 1-23-4$.

It is not clear whether filling-shape-Wilf-equivalence is a strictly stronger equivalence than shape-Wilf-equivalence. No examples have been found for pairs of vincular patterns which are shape-Wilf-equivalent but not filling-shape-Wilf-equivalent, so we ask the question: Is there a pair of patterns $\alpha$ and $\beta$ such that $\alpha \not\sim \beta$ but $\alpha \not\sim \beta$?

Since the results in this paper depend primarily on filling-shape-Wilf-equivalence, it is worth searching for more examples of such equivalences. Consecutive patterns seem a natural starting point, and Elizalde and Noy find Wilf-equivalences for consecutive patterns of length 4 in [8]. Four of those equivalences appear to extend to filling-shape-Wilf-equivalence based on a computer search over Young boards $\lambda$ with $wd(\lambda) \leq 8$. 
Conjecture 3. We have the following filling-shape-Wilf-equivalences for consecutive patterns:

(a) $1342 \searrow 1432$
(b) $2341 \searrow 2431$
(c) $3124 \searrow 3214$
(d) $4123 \searrow 4213$

Note that these are all symmetric versions of the same Wilf-equivalence, but since the trivial symmetries do not extend to filling-shape-Wilf-equivalence they must be listed separately.

Last, note that many of the ideas above generalize to the broader context of mesh patterns, which were introduced in [5] as a generalization of bivincular patterns and vincular patterns. A mesh pattern $(\sigma, R)$ is a pair $\sigma \in \mathcal{S}_k$ and $R \subseteq \{0, 1, \ldots, k\} \times \{0, 1, \ldots, k\}$. If $(\alpha, R)$ and $(\beta, S)$ are mesh patterns such that $\alpha \in \mathcal{S}_k$, $\beta \in \mathcal{S}_\ell$, $(k, k) \notin R$, and $(0, 0) \notin S$, then we may define $(\alpha, R) \oplus (\beta, S) := (\alpha \oplus \beta, T)$ where

$$T := R \cup \{(i + k, j + k) : (i, j) \in S\}$$
$$\cup \{(i, j) : (i, k) \in R, j \in \{k, k+1, \ldots, k+\ell\}\}$$
$$\cup \{(i + k, j) : (i, 0) \in S, j \in \{0, 1, \ldots, k\}\}$$
$$\cup \{(i, j) : (k, j) \in R, i \in \{k, k+1, \ldots, k+\ell\}\}$$
$$\cup \{(i, j + k) : (0, j) \in S, i \in \{0, 1, \ldots, k\}\}$$

In words, $T$ is constructed by translating the shaded cells in $S$ to their corresponding positions in $\alpha \oplus \beta$, and the shaded cells on the edges of $(\alpha, R)$ and $(\beta, S)$ expand to fill out their rows and columns. The shaded cells in $R$ which lie on the right edge of $(\alpha, R)$ expand to shade the remaining portion of the row to the right. Similarly, shaded cells on left edge of $(\beta, S)$ expand to shade the cells to their left, shaded cells on the top edge of $(\alpha, R)$ expand to shade the cells above them, and shaded cells on the bottom edge of $(\beta, S)$ expand to shade the cells below them.

We illustrate this in Figure 7 with the direct sum of $(312, \{(1, 1), (2, 3), (3, 0), (3, 2)\})$ and $(1234, \{(0, 2), (2, 0), (3, 3), (3, 4)\})$

It is left to the reader to verify that the proof of Theorem 1 extends to the case that $\alpha$, $\beta$, and $\sigma$ are mesh patterns such that $\alpha \oplus \sigma$ and $\beta \oplus \sigma$ are well-defined. This suggests that a search for filling-shape-Wilf-equivalence over mesh patterns could yield infinite families of Wilf-equivalences among the mesh patterns. Such a search has yet to be carried out.
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