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Abstract

Deep equilibrium models (DEQ) have emerged as a powerful alternative to deep unfolding (DU) for image reconstruction. DEQ models—implicit neural networks with effectively infinite number of layers—were shown to achieve state-of-the-art image reconstruction without the memory complexity associated with DU. While the performance of DEQ has been widely investigated, the existing work has primarily focused on the settings where groundtruth data is available for training. We present self-supervised deep equilibrium model (SelfDEQ) as the first self-supervised reconstruction framework for training model-based implicit networks from undersampled and noisy MRI measurements. Our theoretical results show that SelfDEQ can compensate for unbalanced sampling across multiple acquisitions and match the performance of fully supervised DEQ. Our numerical results on in-vivo MRI data show that SelfDEQ leads to state-of-the-art performance using only undersampled and noisy training data.

1 Introduction

We consider an inverse problem where one seeks to recover an unknown image \( x \in \mathbb{C}^n \) from its undersampled and noisy measurements \( y \in \mathbb{C}^m \). Inverse problems are ubiquitous across medical imaging, bio-microscopy, and computational photography. In particular, compressed sensing magnetic resonance imaging (CS-MRI) is a well known inverse problem that aims to recover diagnostic quality images from undersampled and noisy \( k \)-space measurements [26].

Deep learning (DL) has recently gained popularity in inverse problems due to its state-of-the-art performance [25, 29]. Traditional DL methods train convolutional neural networks (CNNs) to map acquired measurements to the desired images [17,43]. Recent work has shown that deep unfolding (DU) can perform better than generic CNNs by accounting for the physics of the imaging system [13]. DU models are often obtained from optimization methods by interpreting a fixed number of iterations as layers of a deep architecture and training it end-to-end. Despite the empirical success of DU in some applications, the high memory complexity of training DU models limits its use in large-scale imaging applications (e.g., 3D/4D MRI).

Recently, neural ODEs [7,19] and deep equilibrium models (DEQ) [4,9] have emerged as frameworks for training deep models with effectively infinite number of layers without the associated memory cost. The potential of DEQ to address imaging inverse problems was recently shown in [11]. Training a DEQ model for inverse problems is analogous to training an infinite-depth DU model with constant memory complexity. However, DEQ is traditionally trained using supervised learning, which limits its applicability to problems with no groundtruth training data. While there has been substantial interest in developing self-supervised learning methods that use undersampled and noisy measurements for training [2,36,41], the potential of self-supervised learning has never been explored in the context
of DEQ. This work bridges this gap by proposing \textit{self-supervised deep equilibrium model (SelfDEQ)} as a framework for training \textit{implicit neural networks} for MRI without groundtruth data. Our contributions are as follows:

- We introduce SelfDEQ as an image reconstruction framework for CS-MRI based on training a model-based implicit neural network directly on undersampled and noisy measurements. SelfDEQ extends the line of work based on Noise2Noise (N2N) \cite{Pfister2020} by introducing a model-based implicit architecture, a specialized loss function that accounts for unbalanced sampling, and a memory-efficient training method using \textit{Jacobian-Free Backpropagation (JFB)} \cite{Huang2020}.

- We present new theoretical results showing that for certain measurement operators SelfDEQ computes updates that match those obtained by fully-supervised DEQ. In the context of CS-MRI, our results imply that under a set of explicitly specified assumptions, SelfDEQ can provably match the performance of DEQ trained using the groundtruth MRI images. It is worth highlighting that the theoretical guarantees provided by our analysis do not leverage the proposed correction for unbalanced sampling.

- We present new numerical results on experimentally-collected \textit{in-vivo} brain MRI data. Our results show that SelfDEQ can (a) outperform recent self-supervised DU methods; (b) match the performance of fully-supervised DEQ, corroborating our theoretical analysis; and (c) enable highly-accelerated data-collection in parallel MRI.

## 2 Background

### 2.1 Imaging Inverse Problems

We consider inverse problems where the measurements \( \mathbf{y} \) are specified by a linear system

\[
\mathbf{y} = \mathbf{M} \mathbf{x} + \mathbf{e},
\]

where \( \mathbf{x} \) is the unknown image, \( \mathbf{e} \in \mathbb{C}^m \) is \textit{additive white Gaussian noise (AWGN)}, \( \mathbf{A} \in \mathbb{C}^{n \times n} \) is a measurement matrix, and \( \mathbf{M} \in \{0, 1\}^{m \times n} \) is a diagonal sampling matrix. A well-known application of (1) is CS-MRI \cite{Candes2006}, where the measurements correspond to the noisy samples in the Fourier domain (referred to as \( k \)-space).

Inverse problems are generally ill-posed. Traditional methods recover \( \mathbf{x} \) by solving a regularized optimization

\[
\hat{\mathbf{x}} = \arg \min_\mathbf{x} f(\mathbf{x}) \quad \text{with} \quad f(\mathbf{x}) = g(\mathbf{x}) + h(\mathbf{x}),
\]

where \( g \) is the data-fidelity term that quantifies the discrepancy between the measurements and the solution, and \( h \) is a regularizer that imposes prior knowledge on the unknown image. Well-known examples in the context of imaging inverse problems are the \textit{least-squares} and \textit{total variation (TV)}

\[
g(\mathbf{x}) = (1/2) \| \mathbf{y} - \mathbf{M} \mathbf{x} \|_2^2 \quad \text{and} \quad h(\mathbf{x}) = \tau \| \mathbf{D} \mathbf{x} \|_1,
\]

where \( \mathbf{D} \) is an image gradient and \( \tau > 0 \) is the regularization parameter.

### 2.2 Deep Learning

The focus in the area has recently moved to DL (see recent reviews in \cite{Li2020, Yu2020}). A widely-used DL approach is to train a CNN to learn a mapping from the measurements to the corresponding groundtruth images \cite{Yang2019}. There is also a growing interest in \textit{deep model-based architectures (DMBAs)} that can combine physical measurement models and learned image priors specified using CNNs. Well-known examples of DMBAs are \textit{plug-and-play priors (PnP)} \cite{Papyan2017, Pfister2019}, \textit{Regularized by Denoiser (RED)} \cite{Pfister2019b}, and \textit{deep unfolding (DU)} \cite{Kupin2019, Odena2019, Sun2019}. In particular, DU has gained notoriety due to its ability to achieve the state-of-the-art performance, while providing robustness to changes in data acquisition. DU architectures are typically obtained by unfolding iterations of an image reconstruction algorithm as layers, representing the regularizer within image reconstruction as a CNN, and training the resulting network end-to-end. DU architectures, however, are usually limited to a small number of unfolded iterations due to the high memory complexity of training \cite{Sun2019}.
Figure 1: Illustration of SelfDEQ for CS-MRI. The forward pass of SelfDEQ computes a fixed-point of an operator consisting of data consistency layer and a CNN prior. The backward pass of SelfDEQ computes a descent direction using the Jacobian-free update that can be used to optimize the training parameters. SelfDEQ is trained using the proposed weighted loss that directly maps pairs of undersampled and noisy measurements of the same object to each other without fully-sampled groundtruth.

2.3 Deep Equilibrium Models

DEQ has emerged as a framework for training recursive networks that have infinitely many layers without storing intermediate latent variables [4, 9, 11, 24, 30, 31, 42]. It is implemented by running two consecutive steps in each training iteration, namely the forward pass and the backward pass. The forward pass computes a fixed point \( \bar{x} \) of an operator \( T_\theta \) parameterized by weights \( \theta \)

\[
\bar{x} = T_\theta(x, y),
\]

where \( y \) is the measurement vector. The fixed point \( \bar{x} \) is often computed by running a fixed-point iteration with an acceleration algorithm (such as Anderson acceleration [3]). It is worth noting that, when \( T_\theta \) denotes a step of DMBA, the DEQ forward pass is equivalent to DU with infinitely many unfolded layers. Given a loss function, the backward pass produces gradients with respect to \( \theta \) by implicitly differentiating through the fixed points without the knowledge of how they are estimated (see Sec. 4.2 in [11] for more details). DEQ does not require storing the intermediate variables for computing the gradient, which dramatically reduces the memory complexity of training. There have been several applications of DEQ in imaging, including applications to MRI [11, 30, 31], computed tomography (CT) [24] and video snapshot imaging [42].

2.4 Self-Supervised Deep Image Reconstruction

There is a growing interests in developing DL methods that reduce the dependence on the groundtruth training data (see recent reviews [2, 36, 41]). Some well-known strategies include Noise2Noise (N2N) [22], Noise2Void (N2V) [21], deep image prior (DIP) [38], Compressive Sensing using Generative Models (CSGM) [5, 13], and equivariant imaging [6]. In particular, N2N is one of the most widely-used self-supervised DL frameworks for image restoration that directly uses noisy observations \( \{\hat{x}_{i,j} = x_i + e_{i,j}\} \) of groundtruth images \( \{x_i\} \) for training. The N2N training can be formulated as

\[
\arg\min_\theta \sum_i \sum_{j \neq j'} \|f_\theta(\hat{x}_{i,j}) - \hat{x}_{i,j'}\|^2_2,
\]

where \( f_\theta \) denotes the DL model with trainable parameters \( \theta \). There have been many extensions of N2N to different imaging problems, such as MRI [10, 27, 40], OCT [16], and CT [15]. In particular, SSDU [40] is a recent state-of-the-
art method based on training a DU model without groundtruth by dividing a single k-space MRI acquisition into two subsets that are used as training targets for each other. The work [27] has provided a theoretical justification for SSDU by extending Noisier2Noise [28] to variable-density subsampled MRI data.

2.5 Our Contributions

While DEQ has been shown to achieve the state-of-the-art imaging performance, the existing work has focused on settings where groundtruth data is available for training. Our work addresses this gap by enabling DEQ training on noisy and undersampled sensor measurements, which has not been investigated before. The proposed SelfDEQ framework consists of several synergistic elements: (a) a model-based implicit network that integrates measurement operators and CNN priors; (b) a self-supervised loss that accounts for sampling imbalances; (c) a Jacobian-free backward pass that leads to efficient training.

3 Method

3.1 Weighted Self-Supervised Loss

Consider the training set of measurement pairs \( \{y_i, y'_i\}_{i=1}^N \) with each pair \( y_i, y'_i \) corresponding to the same object \( x_i \):

\[
y_i = M_i Ax_i + e_i \quad \text{and} \quad y'_i = M'_i Ax_i + e'_i .
\]

(6)

Here, \( N \geq 1 \) denotes the number training pairs. One can obtain measurement pairs by physically conducting two acquisitions or splitting each acquisition into two subsets.

Existing algorithms based on N2N directly map the measurement pairs to each other during training. However, the measurements in the training dataset often have a significant overlap. For example, each acquisition may share the auto calibration signal (ACS) region [37], thus giving more weight to corresponding regions of the k-space (see SelfDEQ (unweigted) in Fig. 6). We introduce a diagonal weighted matrix \( W = \text{diag}(w_0, w_1, ..., w_n) \in \mathbb{R}^{n \times n} \) that accounts for the oversampled regions in the loss function. We set the diagonal entries of \( W \) as follows

\[
w_k = \begin{cases} 
\frac{1}{\sqrt{\mathbb{E}[M'^T M']_{k,k}}} & \mathbb{E}[M'^T M']_{k,k} \neq 0 \\
0 & \mathbb{E}[M'^T M']_{k,k} = 0 
\end{cases}
\]

(7)

where, in practice, the expectation over random sampling patterns can be replaced with an empirical average over the training set. We can then define the following self-supervised training loss function

\[
\ell_{\text{self}}(\theta) = \mathbb{E} \left\| M'A' \bar{x}(\theta) - y' \right\|_W^2,
\]

(8)

where \( W = M' \bar{W} (M' \bar{W})^T \in \mathbb{R}^{m \times m} \) denotes a subsampled variant of \( \bar{W} \) given \( M' \), and \( \bar{x} = T_\theta(\bar{x}, y) \) denotes the fixed-point of \( T_\theta \) for the input \( y \) and weights \( \theta \).

3.2 Forward and Backward Passes

The SelfDEQ forward pass is a fixed-point iteration

\[
x^k = T_\theta(x^{k-1}, y),
\]

(9)

where

\[
T_\theta(x) = \alpha f_\theta(s) + (1 - \alpha)s
\]

\[
\text{with } s = x - \gamma \nabla g(x)
\]

(10)

The vector \( x^k \) denotes the image at the \( k \)th layer of the implicit network, \( \gamma \) and \( \alpha \) are two hyper-parameters, and \( f_\theta \) is the CNN prior with trainable parameters \( \theta \). The implicit neural network is initialized using the pseudoinverse of
Figure 2: An illustration of sampling masks used for our numerical evaluation for the acceleration factor $R = 6$. We consider two settings: full-rank ($\mathcal{J}_{\text{full}}$) and rank-deficient ($\mathcal{J}_{\text{def}}$). In the full-rank setting, the union of sampling masks across training data covers the whole space $\mathbb{C}^n$, thus satisfying Assumption 2. In the rank-deficient setting, some of the frequencies are never sampled in the training dataset. Note that each individual sampling mask is always undersampled.

The raw measurements $x^0 = A^\dagger y$, which corresponds to the zero-filled solution in CS-MRI. Given $y$, we run the forward-pass until convergence to a fixed-point $\bar{x} = T_\theta(\bar{x}, y)$. We use U-Net for $f_\theta$ [33].

Given the self-supervised loss in eq. (8), the SelfDEQ backward pass uses a Jacobian-free backward pass (JFB) to compute the DEQ update direction without computing the inverse-Jacobian. Specifically, the JFB update of $\ell_{\text{self}}$ in term of $\theta$ is given by

$$\text{JFB}_{\ell_{\text{self}}} (\theta) = \text{Real} \left( (\nabla_\theta T_\theta(\bar{x}))^H \left( \frac{\partial \ell_{\text{self}}}{\partial \bar{x}} \right)^T \right). \tag{11}$$

JFB was theoretically shown to provide valid descent directions for training implicit networks in [9].

3.3 Theoretical Analysis

We now present the theoretical analysis of SelfDEQ learning under two explicitly-specified assumptions.

**Assumption 1** The training samples correspond to the setting in (6) with $x \sim p_x$, $M \sim p_M$, $M' \sim p_M$, $e \sim \mathcal{N}(0, \sigma^2)$ and $e' \sim \mathcal{N}(0, \sigma^2)$ drawn i.i.d. from their respective distributions.

This mild assumption simply states that the sampling matrices, images, and noise are all sampled independently from each other, which is a reasonable assumption.

**Assumption 2** $\mathbb{E}_M [M^T M]$ has a full rank and $A$ is an orthogonal matrix, where the expectation is taken over $p_M$.

This assumption implies that union of all the sampling matrices $\{M\}$ covers the complete measurement domain. Note that each individual $M$ can still be undersampled.

**Theorem 1** Under Assumptions 1-2, the JFB update of the weighted self-supervised loss [8] is equivalent to its supervised counterpart, namely we have that

$$\text{JFB}_{\ell_{\text{self}}} (\theta) = \text{JFB}_{\ell_{\text{sup}}} (\theta). \tag{12}$$

where

$$\ell_{\text{sup}} (\theta) = \mathbb{E} \left[ \frac{1}{2} \| \bar{x}(\theta) - x \|_2^2 \right]. \tag{13}$$

The proof is provided in the supplementary material. Theorem 1 states that the JFB updates from our weighted self-supervised loss theoretically match those obtained using conventional supervised learning on DEQ. These updates can be easily integrated into any DL optimization algorithm, such as SGD and Adam [20].
4 Numerical Validation

We now present numerical results evaluating SelfDEQ on both simulated and in-vivo MRI data. The measurement matrix in parallel MRI can be expressed as $A_i = FS_i$, where $F$ is the Fourier transform operator, and $S_i$ denotes the sensitivity profiles of the $i$th receiver coil. We assume that $S$ is known and normalized to satisfy $\sum S_i^H S_i = I$. Since the Fourier transform operator is orthogonal, the matrix $A$ in MRI naturally satisfies Assumption 2. Note that, in order to estimate $S_i$ in practice, $M$ has a fixed ACS in the low-frequency region of $k$-space [37]. The random valuables in $p_M$ in our experiments are the randomly sampled non-ACS indices of the $k$-space.

We ran the forward-pass of SelfDEQ with a maximum number of iterations of 100 and the stopping criterion of the relative norm difference between iterations being less than $10^{-3}$. We added spectral normalization to all the layers of $f_\theta$ for stability [34]. We empirically determined the best values of $\alpha$ and $\gamma$ to be $\alpha = 0.5$ and $\gamma = 1$. We used Adam [20] as the optimizer with the learning rate $10^{-4}$. We set the mini-batch size to 8 and training epochs to 100 and 300 for real and simulated data, respectively. We performed all our experiments on a machine equipped with an AMD Ryzen Threadripper 3960X Processor and an NVIDIA GeForce RTX 3090 GPU. We used two widely used quantitative metrics, peak signal-to-noise ratio (PSNR) measured in dB and structural similarity index (SSIM), to evaluate the quality of reconstructed images.

![Figure 3](image1)

Figure 3: An illustration of reconstructed results obtained from several ablated variants of SelfDEQ using the acceleration factor $R = 6$ on simulated data. We highlight the visually significant differences using green arrows. This figure highlights that in the Full-rank setting with the weighting matrix in the loss function, SelfDEQ nearly matches the performance of its supervised counterpart. This figure also shows that the proposed weighting matrix within the self-supervised loss significantly improves the imaging quality, even when Assumption 2 is not satisfied (compare Rank-deficient (unweighted) and Rank-deficient).

![Figure 4](image2)

Figure 4: PSNR/SSIM plotted against the training epochs using the simulated validation dataset. This figure highlights that performance of SelfDEQ in the Full-rank setting with a weighting matrix closely tracks that of the supervised DEQ. The figure also shows the benefit of using the weighting matrix for self-supervised training in both Rank-deficient and Full-rank scenarios.
4.1 Ablation Study on Simulated Data

4.1.1 Dataset

We simulated multi-coil undersampled measurements from an open-access T2-weighted human brain MRI data\(^1\), which was collected by [1]. This MRI dataset has 360 and 160 slices of fully-sampled \(k\)-space measurements for training and testing, respectively. We extracted 60 slices from the training set for validation. The image domain matrix size for each slice is \(256 \times 232\). The number of receiver coils is 12. The coil sensitivity maps for each slice are also provided, which are pre-computed using ESPIRiT algorithm [37]. These fully-sampled data correspond to the groundtruth in the imaging system (i.e., \(x_i\) in (6)). We simulated a Cartesian sampling pattern that subsamples and fully samples along \(k_y\) and \(k_x\) dimensions, respectively. Let \(R\) be the acceleration factor. We set the size of ACS lines to \(92/R\). We conducted experiments on three acceleration factors \(R = 4, 6,\) and \(8\), corresponding to \(31\%,\) \(21\%\) and \(16\%\) sampling rate, respectively. As illustrated in Fig. 2, given a acceleration factor \(R\), one can simulate \(R\) different sampling masks. Let \(J\) denote a subset of those simulated masks. When simulating the measurements, we sampled sampling masks uniformly at random from \(J\) (i.e., \(M_i\) and \(M'_i\) in (6)). We set the standard deviation of the AWGN (i.e., \(e_i\) and \(e'_i\) in (6)) to 0.01.

4.1.2 Results

We consider two different sampling settings: full-rank (\(J_{\text{full}}\)) and rank-deficient (\(J_{\text{def}}\)). In the full-rank setting the sampling masks across training data cover all possible frequencies, while in the rank-deficient setting the union of all sampling masks only covers half of the \(k\)-space. Fig. 2 visually illustrates both settings \(J_{\text{full}}\) and \(J_{\text{def}}\) for the acceleration factor \(R = 6\). Note that the sampling masks selected from \(J_{\text{full}}\) naturally satisfy Assumption 2, since \(\mathbb{E}_{M \in J_{\text{full}}} [M^T M]\) has full rank. On the other hand, \(\mathbb{E}_{M \in J_{\text{def}}} [M^T M]\) does not satisfy Assumption 2. Under these two sampling settings, we ran the following experiments using ablated variants of SelfDEQ: (a) Rank-deficient trains SelfDEQ on \(J_{\text{def}}\); (b) Rank-deficient (unweighted) is similar to Rank-deficient, but uses the self-supervised loss without \(W\); (c) Full-rank trains SelfDEQ on \(J_{\text{full}}\); (d) Full-rank (unweighted) is similar to Full-rank, but uses the self-supervised loss without \(W\); (e) Supervised is similar to Full-rank but uses the supervised loss in (13), corresponding to the oracle DEQ performance.

| Metrics          | PSNR (dB) | SSIM |
|------------------|----------|------|
|                  | \(8\times\)  | \(6\times\)  | \(4\times\)  | \(8\times\)  | \(6\times\)  |
| Zero-Filled      | 22.27     | 23.40 | 26.59     | 0.771       | 0.798       | 0.861       |
| Rank-deficient\(^w/o\) | 29.58     | 31.86 | 38.54     | 0.843       | 0.856       | 0.905       |
| Rank-deficient   | 30.31     | 33.45 | 39.91     | 0.880       | 0.894       | 0.936       |
| Full-rank\(^w/o\) | 29.95     | 32.73 | 38.61     | 0.861       | 0.892       | 0.922       |
| Full-rank        | 31.28     | 34.14 | 41.56     | 0.903       | 0.931       | 0.951       |
| Supervised       | 32.35     | 34.68 | 42.02     | 0.925       | 0.955       | 0.981       |

Rank-deficient\(^w/o\): Rank-deficient (unweighted);
Full-rank\(^w/o\): Full-rank (unweighted).

Table 1: Average PSNR and SSIM values from the ablation study on simulated data. Full-rank satisfies assumptions used for the theoretical analysis and is trained using weighted self-supervised loss. This table validates our theoretical analysis and highlights the importance of the weighting for the self-supervised loss function in both rank-deficient and full-rank settings.

\(^1\)This dataset is available at [https://drive.google.com/file/d/1qg-19kJbRfQU1W5wCjOQZi7I3T6jwA37/view?usp=sharing](https://drive.google.com/file/d/1qg-19kJbRfQU1W5wCjOQZi7I3T6jwA37/view?usp=sharing)
Figure 5: Reconstruction results on in-vivo data comparing several reconstruction algorithms on two different slices under the acceleration factor $R = 6$. Note that all the DL methods in the figure are based on self-supervised learning. We highlight visually significant differences with green arrows. Note the regions where SelfDEQ reconstructs images with fine details, but other methods result in ghosting artifacts. This figure highlights that SelfDEQ can achieve superior performance compared to recent self-supervised DU methods on experimentally-acquired parallel MRI data.

4.1.3 Discussion

Fig. 3 illustrates the reconstruction results of all the ablated methods on $R = 6$. Fig. 3 shows that when Assumption 2 is satisfied and the proposed weighting scheme is used, the performance of self-supervised learning nearly matches that of fully-supervised learning. Fig. 3 also highlights that using weighted self-supervised loss improves the imaging quality even when Assumption 2 is not satisfied (i.e., the union of all the sampling masks doesn’t cover the full k-space). For instance, note how the brain tissue highlighted using a green arrow is blurry for Full-rank (unweighted), while Full-rank can reconstruct it with fine details. Also note that while the settings $J_{\text{full}}$ provide better reconstruction performances compared to those of $J_{\text{def}}$ under the same losses, Rank-deficient outperforms Full-rank (unweighted), highlighting the effectiveness of the weighted matrix $W$ for self-supervised learning. Table 1 summarizes PSNR/SSIM values of ablation methods on the testing dataset, thus quantitatively corroborating the visual results.

Fig. 4 plots PSNR and SSIM values against training epochs on the validation set with $R = 8$. Fig. 4 shows that Full-rank with weighted matrix has approximately the same PSNR/SSIM curve as the supervised baseline. Fig. 4 also shows that using a weighting matrix $W$ in the self-supervised loss can significantly improve imaging quality, even in the setting $J_{\text{def}}$ where Assumption 2 does not hold.

4.2 Experimentally Collected In-Vivo Data

4.2.1 Dataset

Data acquisition was performed on a Siemens 3T Prisma scanner (Siemens Healthcare, Erlangen, Germany) with 64-channel Head/Neck coils. We collected images using the Sagittal T1 magnetization-prepared rapid gradient-echo (MPRAGE) sequence. The acquisition parameters were as follows: repetition time (TR) = 2400 ms, echo time (TE) = 2.62 ms, inversion time (TI) = 1000 ms, flip angle (FA) = 8 degrees, FOV = 256×256 mm, voxel size = $1\times1\times1$ mm, slices per slab = 176, slice and phase resolution = 100% and slice and phase partial Fourier off. A 2× oversampling was used in the frequency encoding direction, and the asymmetric echo was turned on to allow short TE. The sampling pattern is equispaced 1D Cartesian with ACS lines. Upon the approval of our Institutional Review Board, we used brain MRI data from 14, 1, and 5 participants in this study for training, validation, and testing, respectively. We acquired the training data with GRAPPA = 2 in phase encoding (PE) direction with 24 ACS lines, the total acquisition time was 5 minutes and 35 seconds, and the raw measurements correspond to approximately 65% sampling rate. The validation
and testing data were fully-sampled measurements acquired with GRAPPA turned off, and the total acquisition time was 10 minutes and 16 seconds. We considered groundtruth as the root-sum-square (RSS) reconstruction from the fully-sampled data.

Experiments used the acceleration factors of \( R = 4 \), \( R = 6 \), and \( R = 8 \), corresponding to the retrospectively sampling rate of 30\%, 20\%, and 16\%, respectively. We obtained the two training measurements of the same subjects (i.e., \( y_i' \) and \( y_i \) in (6)) by allocating acquired Cartesian lines into two bins. Note that no groundtruth data was used during training. We applied 1D Fourier transform on the \( k_z \) dimension of the raw data and then reconstructed the images slice by slice. The raw measurement of each slice is of size \( 512 \times 256 \times 64 \) with \( 512 \times 256 \) being \( k_x \times k_y \) dimension and 64 being the numbers of receiver coils. Note that the high number of receiver coils makes DU methods impractical due to the increase in the computation and memory complexity.

| Metrics       | Acceleration rate | PSNR (dB) | SSIM    | Mem\(^\dagger\) |
|---------------|-------------------|-----------|---------|-----------------|
|               | \( \times 8 \)    | \( \times 6 \) | \( \times 4 \) | \( \times 8 \) | \( \times 6 \) | \( \times 4 \) |
| Zero-Filled   |                   |           |         | N/A             |
| TV            |                   |           |         |         |
| A2A           |                   |           |         |         |
| SSDU          |                   |           |         |         |
| SelfDU        |                   |           |         |         |
| SelfDEQ\(^w/o\) |               |           |         |         |
| SelfDEQ       |                   |           |         |         |

\(^\dagger\) GPU memory demand for training (MB).

SelfDEQ\(^w/o\): SelfDEQ (unweighted).

Table 2: Summary of the PSNR and SSIM values on the experimentally-collected data. This table highlights that SelfDEQ can outperform several self-supervised methods, including those based on DU.

---

Figure 6: The reconstruction performance of SelfDEQ and its ablated variant that does not use the weighting matrix in the self-supervised loss. This figure shows results on acceleration factors \( R = 6 \) and \( R = 8 \), using the same image slice from the experimentally-collected data. Note the improvement due to the proposed weighting matrix \( W \).
4.2.2 Comparison

We compared SelfDEQ against several standard baseline methods and state-of-the-art self-supervised MRI methods. (a) Total Variation (TV): an optimization-based method using total variation regularizer in (3). We optimized the trade-off parameter $\tau$ using grid search. (b) Artifact2Artifact (A2A) [23]: trains U-Net by mapping corrupted MR images of the same subject to each other. (c) SSDU [40]: a recent self-supervised method that trains a DU network by dividing each k-space MRI acquisition into two subsets and mapping them to each other. (d) SelfDU: a DU network trained on the same DL architecture and using the weighted loss function of SelfDEQ. We set DU iterations of SSDU and SelfDU to 7, which is the maximum number achievable under memory constraints of our machine. We also implemented SelfDEQ (unweighted) as an ablated method that trains SelfDEQ on the self-supervised loss without $W$.

4.2.3 Discussion

Fig. 5 illustrates the reconstruction results of all baseline methods on $R = 6$. Total variation suffers from detail loss due to the well-known “staircase effect.” While Artifact2Artifact has better performance than Total variation by learning the prior from data, SSDU and SelfDU outperform it due to their model-based DU architectures. Overall, SelfDEQ achieves the best performance in artifact removal and sharpness. For instance, the reconstructed images obtained using SelfDEQ are sharper and have more fine details, especially in the brain tissues highlighted by green arrows. On the other hand, other methods show ghosting artifacts in their reconstructed images (see also zoom-in regions in Fig. 5). Table 2 summarizes the average PSNR and SSIM values of all the baseline methods on the testing dataset. The quantitative evaluations in Table 2 show the superior performance achieved by SelfDEQ. Table 2 also provides the GPU memory requirements of each method for training, highlighting that SelfDEQ can achieve better results with lower GPU memory demand than the DU-based methods.

Fig. 6 illustrates reconstruction results of SelfDEQ and SelfDEQ (unweighted) on different acceleration factors and on the same image slice. Fig. 6 shows that using the weighted matrix $W$ in the self-supervised loss function can improve the imaging quality at different sampling rates.

5 Discussion and Conclusion

5.1 Applicability

Practically obtaining training data for SelfDEQ is straightforward. According to Assumption 2, it is sufficient to have a set of forward operators, where each operator subsamples the measurement domain, but their union over the training data covers the full space. For example, in MRI, one can implement a set of sampling masks illustrated in Fig. 2, then randomly pick one of the sampling masks from the set during scanning. In this example, individual undersampled measurements are still compatible with widely-used imaging techniques, such as GRAPPA [12] or ESPIRiT [37].

5.2 Future work

One benefit of SelfDEQ is its memory efficiency, which is well suited for large-scale imaging problems with high dimensional data. In our experiments on real MRI data, we have applied SelfDEQ on parallel MRI where the dimension of the receiver coils are high for conventional DU methods. In future work, we will apply SelfDEQ on other high-dimensional data such as 4D free-breathing MRI [3] or 2D+time cardiac MRI [31], where it is also challenging to obtain high-quality groundtruth training data.

5.3 Conclusion

This work presents SelfDEQ as a novel self-supervised learning framework for training model-based deep implicit neural networks for image reconstruction in accelerated MRI. The motivation behind SelfDEQ is to enable efficient and effective training of implicit networks directly on undersampled and noisy MRI measurements without any

---

2SSDU implementation is available on GitHub: https://github.com/byaman14/SSDU.
groundtruth. The SelfDEQ framework consists of several synergistic elements: (a) a model-based implicit network that integrates measurement operators and CNN priors; (b) a self-supervised loss that accounts for sampling imbalances; (c) a Jacobian-free backward pass that leads to efficient training. We theoretically analysed SelfDEQ showing that it can do as well as the supervised learning. We tested the SelfDEQ framework on real MRI data, showing that it (i) outperforms recent DU based self-supervised methods; (ii) matches the performance of fully-supervised DEQ; and (iii) enables highly-accelerated data-collection in parallel MRI.
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Supplementary Materials

Our main manuscript presents self-supervised deep equilibrium model (SelfDEQ) as the first self-supervised MRI reconstruction framework for training model-based implicit neural networks from undersampled and noisy measurements. This supplementary document presents the details of our theoretical analysis.

We use the same notations as in the main manuscript. We consider reconstruction of an image \( x \in \mathbb{C}^n \) from its noisy and undersampled measurement

\[
y = MAx + e,
\]

where \( e \in \mathbb{C}^m \) is an additive white Gaussian noise (AWGN) vector, \( A \in \mathbb{C}^{n \times n} \) is a measurement matrix, and \( M \in \{0, 1\}^{m \times n} \) is a diagonal sampling matrix. We define the average weighting matrix \( \mathbf{W} \) to account for unbalanced sampling across multiple acquisitions in the training data

\[
\mathbf{W} = \text{diag}(w_0, w_1, \ldots, w_n) \in \mathbb{R}^{n \times n},
\]

where

\[
w_k = \begin{cases} 
\sqrt{\mathbb{E}[M^T M]_{k,k}} & \mathbb{E}[M^T M]_{k,k} \neq 0 \\
0 & \mathbb{E}[M^T M]_{k,k} = 0 
\end{cases}.
\]

We define the weighting matrix \( \mathbf{W} \) as a subsampled variant of \( \mathbf{W} \) given an individual subsampling operator \( M' \), which is used in our self-supervised loss function

\[
\mathbf{W} = M' \mathbf{W} (M' \mathbf{W})^T \in \mathbb{R}^{m \times m}.
\]

Consider the training set of measurement pairs \( \{y_i, y'_i\}_{i=1}^N \) with each pair \( y_i, y'_i \) corresponding to the same object \( x_i \)

\[
y_i = M_i Ax_i + e_i \quad \text{and} \quad y'_i = M'_i Ax_i + e'_i.
\]

The value \( N \geq 1 \) denotes the number training pairs.

The traditional DEQ gradient for the loss \( \ell \) is given by

\[
\nabla \ell(\theta) = \text{Real}\left( (\nabla_{\theta} \mathbf{T}_\theta(\bar{x}))^H b \right)
\]

where \( b = (I - \nabla_{\bar{x}} \mathbf{T}_\theta(\bar{x}))^{-T} \left[ \frac{\partial \ell}{\partial \bar{x}} \right]^T \).

Jacobian-free backpropagation (JFB) approximates \([18]\) as

\[
\text{JFB}_\ell(\theta) = \text{Real}\left( (\nabla_{\theta} \mathbf{T}_\theta(\bar{x}))^H \left[ \frac{\partial \ell}{\partial \bar{x}} \right]^T \right).
\]

The analysis below shows that the JFB update using the self-supervised loss matches that using the supervised loss.

Proposition 1 When Assumption 2 is satisfied,

\[
\mathbb{E}[(M'A)^H \mathbf{W} M'A] = I,
\]

where the expectation is with respect to \( p_M \).

Proof: Since Assumption 2 implies that \( \mathbb{E}[M']_{k,k} \neq 0 \)

\[
w_k = \frac{1}{\sqrt{\mathbb{E}[M'^T M']_{k,k}}}.
\]
Since $M^T M' \in \{0, 1\}^{n \times n}$ and $\overline{W} \in \mathbb{R}^{n \times n}$ are both diagonal matrices, we have

$$
\mathbb{E}[M^T \overline{W} M']
= \mathbb{E}[M^T M' \overline{W} \overline{W}^T M']
= \overline{W} \overline{W}^T \mathbb{E}[M^T M' M^T M']
= I .
$$

(21)

Now we can establish the desired result

$$
\mathbb{E}[(M'A)^H \overline{W} M'] = A^H \mathbb{E}[M^T \overline{W} M'] A
= A^H A = I .
$$

(22)

where the second equation are due to (21), and the last equation is because $A$ is an orthogonal matrix.

**Theorem 2** Under Assumptions 1-2, the JFB update of the weighted self-supervised loss ($\ell_{\text{self}}$) is equivalent to its supervised counterpart ($\ell_{\text{sup}}$), namely we have that

$$
\text{JFB}_{\ell_{\text{sup}}} (\theta) = \text{JFB}_{\ell_{\text{sup}}} (\theta) .
$$

(23)

where

$$
\ell_{\text{sup}} = \mathbb{E} \left[ \frac{1}{2} \| \overline{x} - x \|_2^2 \right]
$$

(24)

and

$$
\ell_{\text{self}} = \mathbb{E} \left[ \frac{1}{2} \| M'Ax - y' \|_W^2 \right].
$$

(25)

The vector $\overline{x} = T_\theta (\overline{x}, y)$ is the fixed-point of $T_\theta$ for $y$.

**Proof**: In order to simplify the notations in the following analysis, we directly use complex valued quantities and assume that the real part is taken at the end.

The supervised update $\text{JFB}_{\ell_{\text{sup}}} (\theta)$ is given by:

$$
\text{JFB}_{\ell_{\text{sup}}} (\theta) = \mathbb{E} \left[ (\nabla_\theta T_\theta (\overline{x}))^H \left[ \frac{\partial \ell_{\text{sup}}}{\partial \overline{x}} \right]^T \right]
= \mathbb{E} \left[ (\nabla_\theta T_\theta (\overline{x}))^H (\overline{x} - x) \right].
$$

(26)

On the other hand, we can re-write the weighted self-supervised update as $\text{JFB}_{\ell_{\text{self}}} (\theta)$:

$$
\text{JFB}_{\ell_{\text{self}}} (\theta) = \mathbb{E} \left[ (\nabla_\theta T_\theta (\overline{x}))^H \left[ \frac{\partial \ell_{\text{self}}}{\partial \overline{x}} \right]^T \right]
= \mathbb{E} \left[ (\nabla_\theta T_\theta (\overline{x}))^H (H^H (H' \overline{x} - \sqrt{W} y')) \right]
= \mathbb{E} \left[ (\nabla_\theta T_\theta (\overline{x}))^H [H^H (H' \overline{x} - \sqrt{W} y') | x, M, e] \right],
$$

(27)

where $H' := \sqrt{W} M' A$. The last equation is true since $\nabla_\theta T_\theta (\overline{x})$ is deterministic when conditioned on $x, M$ and $e$. We also have that

$$
\mathbb{E}[H^H (H' \overline{x} - \sqrt{W} y') | x, M, e]
= \mathbb{E}[H^H (H' \overline{x} - \sqrt{W} (M' Ax + e')) | x, M, e]
= \mathbb{E}[H^H (H' \overline{x} - \overline{x}) + \sqrt{W} e' | x, M, e]
= \mathbb{E}[H^H H' (\overline{x} - x) | x, M, e] + \mathbb{E}[H^H \sqrt{W} e' | x, M, e],
$$

(28)
where in the second row we used $y = M'Ax + e'$. The first term in (28) can also be expressed as
\[
E[H'^H(\bar{x} - x)|x, M, e] \\
= E[H'^H](\bar{x} - x) \\
= \bar{x} - x,
\] (29)
where the second equation is due to independence of $M'$ from $x$, $M$ and $e$, and the last equation is due to Proposition 1. The second term of (28) can be expressed as
\[
E[H'^{H}\sqrt{W}e'|x, M, e] \\
= E[H'^{H}\sqrt{W}] = E[H'^{H}\sqrt{W}]E[e'] = 0,
\] (30)
where the first equation is due to the independence of $M'$ in $H'$ and $e'$ from $x$, $M$ and $e$, the second equation is due to the independence of $M'$ from $e'$, and the last equation is due to $e' \sim N(0, \sigma^2 I)$. Combining (27), (28), (29) and (30), we get
\[
JFB_{call}(\theta) = E\left[ (\nabla_{\theta} T_{\theta}(\bar{x}))^H(\bar{x} - x) \right],
\] (31)
which establishes the desired results.