Conformational statistics of non-equilibrium polymer loops in Rouse model with active loop extrusion
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Motivated by the recent experimental observations of the DNA loop extrusion by protein motors, in this paper we investigate the statistical properties of the growing polymer loops within the ideal chain model. The loop conformation is characterised statistically by the mean gyration radius and the pairwise contact probabilities. It turns out that a single dimensionless parameter, which is given by the ratio of the loop relaxation time over the time elapsed since the start of extrusion, controls the crossover between near-equilibrium and highly non-equilibrium asymptotics in statistics of the extruded loop. Besides, we show that two-sided and one-sided loop extruding motors produce the loops with almost identical properties. Our predictions are based on two rigorous semi-analytical methods accompanied by asymptotic analysis of slow and fast extrusion limits.

I. INTRODUCTION

According to the loop extrusion model, the nanometer-size molecular machines organize chromosomes in nucleus of living cells by producing dynamically expanding chromatin loops [1, 2]. The molecular dynamics simulations of chromatin fiber subject to loop extrusion allow to reproduce the in vivo 3D chromosome structures and explain the origin of interphase domains observed in experimental Hi-C data [3–6]. Importantly, being originally proposed as a hypothetical molecular mechanism, the loop extrusion process has been observed in the recent single-molecule experiments in vitro [7–9]. Namely, these experimental studies showed that the Structural Maintenance of Chromosome (SMC) protein complexes, such as cohesin and condensin, can bind to chromatin and extrude a loop due to the ATP-consuming motor activity.

From the statistical physics point of view, chromatin fiber subject to loop extrusion is an intriguing example of non-equilibrium polymer system. While we have a (comparably) satisfactory theoretical picture of equilibrium macromolecules [10–12], the statistical physics of non-equilibrium polymers is a territory of many open questions [13–24]. A large research interest around this field is motivated by ongoing advances in development of experimental techniques providing unprecedented insights into structure and dynamics of biological polymers in living cells [25–37].

In attacking the problem of chromatin modeling in the view of newly established (but conceptually old [38]) loop extrusion mechanism it is natural to start with the following simple question: how does the incorporation of active loop extrusion change the properties of the canonical polymer models? Here we take the first step on this research program. Adopting the Rouse model of an ideal polymer chain (see, e.g., [11, 12]), we explore how the conformational properties of the dynamically growing polymer loops differ from that of the static equilibrium loops. Our analysis allows to predict the effective size of the extruded loop, measured in terms of the gyration radius, and contact frequency between monomers inside the loop in their dependence on the extrusion velocity.

II. MODEL FORMULATION

Consider a long chain of beads connected by the identical harmonic springs and placed into a thermal bath. We assume that a single loop extruding factor (LEF) loads
a polymer chain at the time moment \( t = 0 \) and starts producing a progressively growing loop. In general, extrusion may occur at left and right sides at different rates \( \nu_L \) and \( \nu_R \) (see Fig. 1), but for now we consider the case of pure one-sided extrusion that corresponds to the unit symmetry score \( q = 1 \) (i.e. \( \nu_L = 0 \) and \( \nu_R = \nu_0 \)) and return to discussion of the two-sided extrusion in the last section. Then, the number of beads in the loop as a function of time \( t \) elapsed since the start of extrusion process is given by \( N(t) = 1 + \lfloor \nu_0 t \rfloor \), where \( \nu_0 \) is the rate at which the LEF operates beads and \( \lfloor \ldots \rfloor \) denotes the integer part of the number. It is convenient to label the beads in the loop in integer numbers \( 0, 1, \ldots, N(t) - 1, N(t) \), where index \( 0 \) corresponds to the loading site of the LEF.

The stochastic dynamics of the chain is governed by interplay of the inter-beads attraction forces, thermal noise, and the loop extrusion activity. To make this problem analytically tractable, in what follows we will assume that the LEF is fixed in the origin of the Cartesian system of coordinates. One, thus, obtains a loop that is pinned at one point and grows via addition of the new beads at \( \vec{r} = 0 \) with the constant rate of \( \nu_0 \). The dynamics of the system during a time interval between addition of new beads is described by the following set of linear equations

\[
\begin{align*}
\vec{r}_0 &= 0, \\
\vec{r}_1 &= \frac{k}{\zeta} (\vec{r}_2 + \vec{r}_0 - 2\vec{r}_1) + \frac{1}{\zeta} \vec{r}_1(t), \\
\vec{r}_2 &= \frac{k}{\zeta} (\vec{r}_3 + \vec{r}_1 - 2\vec{r}_2) + \frac{1}{\zeta} \vec{r}_2(t), \\
\vdots \\
\vec{r}_{N(t)-1} &= \frac{k}{\zeta} (\vec{r}_{N(t)} + \vec{r}_{N(t)-2} - 2\vec{r}_{N(t)-1}) + \frac{1}{\zeta} \vec{r}_{N(t)-1}(t), \\
\vec{r}_{N(t)} &= 0,
\end{align*}
\] (1)

where \( \vec{r}_n(t) \) is the position of the \( n \)-th bead, \( \xi_n(t) \) is the Langevin force, \( k \) is the spring elasticity, \( \zeta \) is the friction coefficient of a bead, and the dot denotes the time derivative. The random forces are characterised by zero mean value \( \langle \xi_n, \alpha(t) \rangle = 0 \) and the pair correlator

\[
\langle \xi_n, \alpha(t_1) \xi_m, \beta(t_2) \rangle = 2\zeta k_B T \delta_{nm} \delta_{\alpha\beta} (t_2 - t_1),
\] (2)

where \( k_B \) is the Boltzmann constant, \( T \) is the environment temperature, \( \delta_{nm} \) and \( \delta_{\alpha\beta} \) are the Kronecker delta, the Latin indices denote bead numbers, the Greek indices run over \( \{x, y, z\} \), and \( \delta(t) \) is the Dirac delta function.

In other words, 0-th and \( N(t) \)-th beads are fixed at \( \vec{r} = 0 \), while other beads move being subject to harmonic interaction forces and random noises. After \( \Delta t = 1/\nu_0 \) has passed, we add a new bead at the loop base, which increases the total bead number \( N(t) \) until another addition. The procedure of attaching new beads is repeated over and over again.

We would like to characterize the growing loop statistically in terms of two primary metrics. First of all, it is interesting to understand how the (time-dependent) contour length \( N(t) \) of the loops translates into its physical size. A measure of the latter is the radius of gyration defined as

\[
R_g^2(t) := \frac{1}{2N(t)^2} \sum_{n,m=0}^{N(t)-1} ((\vec{r}_n(t) - \vec{r}_m(t))^2) =
\]

\[
\frac{1}{N(t)} \left( \sum_{n=0}^{N(t)-1} F_{n,n}(t) - \frac{1}{N(t)} \sum_{n,m=0}^{N(t)-1} F_{n,m}(t) \right),
\] (3)

where

\[
F_{n,m}(t) = \langle \vec{r}_n(t) \cdot \vec{r}_m(t) \rangle
\] (4)
is the pair correlation function of the beads coordinates and angular brackets denote averaging over the statistics of thermal fluctuations.

Another interesting metric characterising the spatial conformation of the loop is the pairwise contact probability between \( n \)-th and \( m \)-th beads, which is given by

\[
P_c(n, m; t) = \text{Prob}[R_{n,m}(t) < a_0] \approx \frac{4}{3} \pi a_0^3 \int P(\vec{R}_{n,m}; t) d^3 R_{n,m} =
\]

\[
\left( \frac{6}{\pi} a_0^3 \left( F_{n,n}(t) + F_{m,m}(t) - 2F_{n,m}(t) \right) \right)^{-3/2},
\] (5)

where \( a_0 \) is a cutoff contact-radius, and \( P(\vec{R}_{n,m}; t) = \left( \frac{3}{2\pi (R_{n,m}^2(t))} \right)^{3/2} \exp \left( -\frac{3R_{n,m}^2(t)}{2\pi (R_{n,m}^2(t))} \right) \) is the probability distribution of the inter-beads separation vector \( \vec{R}_{n,m}(t) = \vec{r}_n(t) - \vec{r}_m(t) \). In derivation of Eq. (5) we assumed that \( a_0 \ll \sqrt{(R_{n,m}^2(t))} \) and exploited the normal form of the distribution \( P(\vec{R}_{n,m}; t) \) which is due to the linearity of our model and the Gaussian properties of the noise.

From Eqs. (3) and (4) we see that both radius of gyration and contact probability are expressed via the pair correlator defined in Eq. (4). In Sections III and IV we present two semi-analytical approaches allowing us to compute \( F_{n,m}(t) \).

One may expect that the loops generated by sufficiently slow extruders are reminiscent to the equilibrium Rouse coils whose properties are well understood (see Appendix A). To measure the role of the non-equilibrium nature of loop extrusion we introduce the dimensionless parameter \( \sigma = \tau_{\text{relax}}/\tau_{\text{ext}} \), where \( \tau_{\text{relax}} = N^2/\pi^2 \gamma \) represents the relaxation time of the loop having size \( N \) and characterized by the kinetic coefficient \( \gamma = k/\zeta \), and \( \tau_{\text{ext}} = N/\nu_0 \) is the time required to extrude this loop. Therefore,

\[
\sigma = \frac{N \nu_0}{\pi^2 \gamma}
\] (6)

and since the LEF progressively enlaruges the loop, the degree of non-equilibrium grows with time as \( \sigma(t) = \).
ν₀(1 + |ν₀t|)/(π²γ). In Section V we will see that typical conformation of loops characterized by sufficiently small value of σ is nearly equilibrium, whereas loops having large σ exhibit completely different behaviour.

III. DISCRETE MODEL: FOKKER-PLANCK EQUATION

To start tackling the problem of obtaining \(F_{n,m}(t)\) we first consider a time interval \(t \in [(J - 1)\Delta t, J\Delta t]\) when there are \(J\) beads in the system. We also make use of the fact that the problem is isotropic, which allows us to consider only the one-dimensional case. We then rewrite dynamical equations (1) in the matrix form

\[
\ddot{\mathbf{x}} = \hat{A}_J \dot{\mathbf{x}} + \frac{1}{\zeta}(t)
\]

where \(\mathbf{x}\) is the vector of coordinates of beads along an arbitrary Cartesian axis, and \(\hat{A}_J\) is a tridiagonal Toeplitz matrix, with a lower index corresponding to the current size of the system. The zeroth bead can be safely omitted because its coordinate is fixed at the origin, so the size of this matrix is actually \(J - 1\). It is diagonalizable by a unitary transformation \(\dot{\mathbf{x}} = \hat{P}_J \dot{\mathbf{y}}\) (essentially a discrete Fourier transform). Here, \(\dot{\mathbf{y}}\) is a vector of projections along so-called Rouse modes [12].

To avoid treating the issue of time-dependent dimensionality of \(\dot{x}\) formally, we can think that \(\dot{x} \in \mathbb{R}^M\) where \(M > J\). Consequently, if there are currently \(J\) beads, including the omitted one, \(\hat{A}_J\) should be treated as a block-diagonal matrix, with a `(\(J - 1\) \times \(J - 1\))' block acting on the non-trivial subspace of currently 'active' beads, which have already been added to the loop, and another block being an arbitrarily large identity. The same applies to every other matrix with a lower index of \(J\).

The Rouse modes evolve independently from each other and the marginal probability distribution \(\rho_j(y_j, t)\) of the mode amplitude obeys the Fokker-Planck equation

\[
\partial_t \rho_j(y_j, t) = -\lambda_j \partial_{y_j} \rho_j(y_j, t) + D \partial^2_{y_j} \rho_j(y_j, t),
\]

where \(\lambda_j\) denotes the \(j\)-th eigenvalue of \(\hat{A}_J\), and \(D = k_B T/\zeta\) is the diffusion constant of a single bead. Then the joint probability density \(\rho_j(y_j, t) = \prod_{j=1}^J \rho_j(y_j, t)\) can be expressed as

\[
\rho_j(y_j, t) = \int d\tilde{y}_0 \ \rho_j(\tilde{y}_0, (J - 1)\Delta t) \times G_j(\tilde{y}, t - (J - 1)\Delta t | \tilde{y}_0).
\]

Here \(\rho_j(y_j, (J - 1)\Delta t)\) is the initial condition at the moment just after the appearance of the \(J\)-th bead in the loop base, and \(G_j(\tilde{y}, t | \tilde{y}_0) = \prod_{j=1}^J Q_j(y_j, t | y_j)\) where \(Q_j(y_j, t | y_j)\) represents the solution of Eq. (8) with the initial condition \(Q_j(y_j, 0 | y_j) = \delta(y_j - y_j)\).

When a new bead appears in the system at \(t = J\Delta t\), matrix \(A_j\) changes to \(A_{j+1}\), so dynamical equations become diagonal in a new coordinate system. To switch from the old Rouse frame to the new one, we apply

\[
\ddot{\mathbf{z}} := \hat{P}_j^{-1} \ddot{\mathbf{z}} = \hat{P}_j^{-1} \hat{P}_j \ddot{\mathbf{y}} := \hat{T}_j \ddot{\mathbf{y}}.
\]

Next, using Eqs. (9) and (10) we relate the joint distributions \(\rho_j(\ddot{\mathbf{y}}, t)\) and \(\rho_{j+1}(\ddot{\mathbf{z}}, t)\) in Rouse frames corresponding to \(J\)-th and \(J + 1\)-th time intervals respectively as

\[
\rho_{j+1}(\ddot{\mathbf{z}}, J\Delta t) = \int d\ddot{\mathbf{y}} \ \rho_j(\ddot{\mathbf{y}}, (J - 1)\Delta t) \times G_j(\hat{T}_j^{-1} \ddot{\mathbf{z}}, J\Delta t | \ddot{\mathbf{y}}).
\]

Since the propagator \(G_j(\ddot{\mathbf{y}}, t | \ddot{\mathbf{y}})\) is Gaussian and \(\rho_1(\ddot{\mathbf{y}}, 0) = \delta(\ddot{\mathbf{y}})\) by assumption, it is easy to see that the overall statistics is going to be zero-mean Gaussian with the covariance matrix determined by the pair correlation function \(F_{n,m}(t)\). By continuing to perform (10) and (11) every time a new bead appears, we obtain an iterative procedure, which allows us to calculate the exact \(F_{n,m}(t)\). The technical details, which are omitted here for the sake of brevity, can be found in Appendix [13].

IV. CONTINUOUS LIMIT: GREEN FUNCTION APPROACH

The discrete approach above is general but computationally demanding for large loops. So, as an alternative, we consider the continuum formulation of the Rouse model (see, e.g., Ref. [12]), which is justified for sufficiently long polymer segments composed of large number of beads. Indeed, when \(N(t) \gg 1\), the label of the bead in Eq. (4) can be treated as a continuous variable. Then the position \(\ddot{\mathbf{r}}(n, t)\) of the \(n\)-th bead in the loop evolves accordingly to the stochastically forced diffusion equation

\[
\frac{\partial \ddot{\mathbf{r}}(n, t)}{\partial t} = \frac{k_B T}{\zeta} \frac{\partial^2 \ddot{\mathbf{r}}(n, t)}{\partial n^2} + \frac{1}{\zeta} \ddot{\mathbf{r}}(n, t),
\]

which should be supplemented by the zero conditions \(\ddot{\mathbf{r}}(0, t) = \ddot{\mathbf{r}}(N(t), t) = 0\) at the boundaries of the domain \(n \in [0, N(t)]\) with \(N(t) = n\nu t\). The random force field in the right hand side of Eq. (12) is characterised by zero mean value \(\langle \xi_\alpha(n, t) \rangle = 0\) and the pair correlator

\[
\langle \xi_\alpha(n_1, t_1) \xi_\beta(n_2, t_2) \rangle = 2k_B T \delta(n - m) \delta(t_2 - t_1).
\]

Compared with expression [2], we have replaced the Kroenecker delta symbol \(\delta_{nm}\) with the Dirac delta function \(\delta(n - m)\).

The exact solution of Eq. (12) for a given realization of the noise can be written as

\[
\ddot{\mathbf{r}}(n, t) = \frac{1}{\zeta} \int_0^t dt_0 \int_0^{N(t_0)} dn_0 G(n, t; n_0, t_0) \ddot{\mathbf{r}}(n_0, t_0),
\]

where
where $G(n, t; n_0, t_0)$ represents the Green function of the diffusion equation in a linearly growing domain with zero boundary conditions, which is given by (see Ref. [40])

$$G(n, t; n_0, t_0) = \frac{2}{N(t_0)N(t)} \exp \left[ -\frac{\gamma}{2\eta_0} \left( \frac{n^2}{N(t)} - \frac{n_0^2}{N(t_0)} \right) \right] \times \sum_{j=1}^{\infty} \sin \left( \frac{j\pi n}{N(t)} \right) \sin \left( \frac{j\pi n_0}{N(t_0)} \right) \exp \left[ -j^2\pi^2 \gamma (t - t_0) \frac{N(t_0)N(t)}{N(t_0)N(t)} \right].$$

(15)

However, this expression is not convenient for subsequent numerical analysis. Instead, we found that it makes sense to use the Poisson summation formula to obtain an alternative expression that is more suitable for numerical evaluation. The details can be found in Appendix C.

Next, substituting Eq. (14) into Eq. (4) and averaging over noise statistics determined by Eq. (13) yields the following integral expression for the pair correlation function of beads

$$F_{n,m}(t) = 6D \int_0^t dt_0 \int_0^{N(t_0)} dn_0 G(n_1, t; n_0, t_0) G(n_2, t; n_0, t_0).$$

(16)

Also, from Eqs. (3) and (16) one obtains Eq. (C4) in Appendix C for the gyration radius. The remaining series of multiple integrals can be effectively evaluated numerically.

To conclude this section, let us note that Eqs. (14) and (15) suggest the following form of the pair correlation function and gyration radius: $F_{n,m}(t) = D \cdot \Theta \left( \frac{n}{N(t)} \cdot \frac{m}{N(t)}, \sigma(t) \right) / \nu_0$ and $R_g^2(t) = D \cdot \Phi(\sigma(t)) / \nu_0$, where $\Theta$ and $\Phi$ are some dimensionless functions. In order to arrive at these results one should pass to the dimensionless variables in the expressions for the pair correlation function and gyration radius.

V. RESULTS AND DISCUSSION

Confronting the predictions of continuous and discrete models described in Sections III and IV, respectively, we found that for a moderately large loop length $N$ two semi-analytical approaches match each other nearly perfectly. The only difference appears close to the right boundary (where the loop is getting extruded), but this local discrepancy is not relevant for loop averaged metrics, so we have managed to obtain consistent predictions for the gyration radii and the contact frequency enhancement (see below) using both approaches. Given this agreement, only the data extracted from the continuous model are shown in the plots throughout the rest of the paper.

A. Mean squared separation

We start presentation of results with Fig. 2 which demonstrates the mean squared separation $\langle R_{n,0}^2(t) \rangle = \langle (\vec{r}_n(t) - \vec{r}_0(t))^2 \rangle$ between loop base and the bead inside a loop as a function of the bead number $n$ for a loops of the contour length $N = 500$. Different curves corresponds to the different values of the non-equilibrium degree $\sigma$ (see Eq. (6)). Here and in what follows we assume that parameters $D$ and $\gamma$ associated with the physical properties of the polymer chain are fixed so that $\sigma$ is varied by changing the extrusion velocity $\nu_0$. Fig. 2 tells us that at $\sigma \ll 1$ the shape of the curve $\langle R_{n,0}^2(t) \rangle$ is indistinguishable from the equilibrium profile (see Appendix A)

$$\langle R_{n,0}^2(t) \rangle_{eq} = \frac{3D n(N(t) - n)}{\gamma N(t)}.$$

(17)

However, as $\sigma$ is getting larger, the curve $\langle R_{n,0}^2(t) \rangle$ becomes more and more asymmetric, and at $\sigma \gg 1$ the numerical...
The gyration radii of loops formed by LEFs with different extrusion rates $\nu_0$ depending on their length $N(t) = \nu_0 t$. Clearly, the loops formed by LEFs with larger values of $\nu_0$ turn out to be more compact. (b) The same data, but shown in different coordinates and compared with expressions (19) and (20).

fit revealed the following asymptotic behaviour

$$\langle R^2_{n,0}(t) \rangle \approx 3 \sqrt{\frac{2}{\pi} \frac{D \sqrt{N(t) - n}}{\sqrt{\nu_0}}}$$

which is valid for $n \gg \sqrt{t}$, see Fig. 3b. In Section V D we will explain how to derive Eq. (18) analytically.

**B. Radius of gyration**

From Fig. 2, we may conclude that a non-equilibrium loop composed of $N$ beads is more compact than its equilibrium counterpart of the same contour length. To quantify this difference we next plot in Fig. 3a the gyration radius $R_g^2$ as a function of the number of beads $N = \nu_0 t$ in the growing loop for different extrusion rates $\nu_0$.

As discussed in Section II, when the loop grows, it gradually becomes more and more non-equilibrium, which is clearly seen from Fig. 3a. Indeed, the initial quasi-equilibrium stage of loop evolution is characterised by the usual linear proportionality between the gyration radius and loop size ($R_g^2 \propto N(t)$ at $\sigma \lesssim 1$), whereas the further non-equilibrium stage establishes the square root scaling law ($R_g^2 \propto \sqrt{N(t)}$ for $\sigma \gg 1$). To emphasize the crucial role of the parameter $\sigma$ when describing the properties of loops, we present the data shown in Fig. 3a in new coordinates. Now the $Y$-axis corresponds to $v_0 R_g^2/D$ and the $X$-axis – to the values of $\sigma$, see Fig. 3b. All data points fall on the universal curve in agreement with the general arguments presented at the end of Section V.

Beyond the proportionality dependencies, the quasi-equilibrium radius of gyration is given by (see Ref. 12 and Appendix A)

$$R_{g,eq}^2(t) = \frac{D}{4\gamma} N(t),$$

while at far-from-equilibrium conditions one finds

$$R_g^2(t) \approx 2 \sqrt{\frac{2}{\pi} D \frac{N(t)}{\gamma \nu_0}}.$$

The later expression is obtained from Eqs. (3) and (18) under the assumption of negligible correlations between most of the beads (see section V D for justification of this calculation), and it indeed provides a fit to large-$\sigma$ asymptotic behavior of $R_g^2$ as shown in Fig. 3b.

From Eqs. (19) and (20) we find that the ratio of the true size of the non-equilibrium loop to its naive equilibrium estimate is controlled by the parameter $\sigma$

$$\frac{R_g^2}{R_{g,eq}^2} = \frac{8\sqrt{2}}{\pi^{3/2}\sqrt{\sigma}}$$

and this ratio is small for $\sigma \gg 1$. In a sense, the more compact conformation of non-equilibrated loops as compared with that of statistically static loops is not unexpected. Small value of $\sigma$ means that the looped segment has enough time to explore the phase space of possible conformations before its length will be significantly changed due to ongoing extrusion process. By contrast, at large $\sigma$, the overwhelming majority of beads that are brought into proximity in the region near loop base do not have enough time to relax to their joint near-equilibrium statistics dictated by the current loop length. Importantly, this difference cannot be accounted as a simple renormalization of the parameters entering expression for gyration radii of the equilibrium loop. Indeed, Eq. (20) show that non-equilibrium nature of the loop extrusion process entails a different type of scaling behaviour at $\sigma \gg 1$. 

FIG. 3. (a) The gyration radii of loops formed by LEFs with different extrusion rates $\nu_0$ depending on their length $N(t) = \nu_0 t$. Clearly, the loops formed by LEFs with larger values of $\nu_0$ turn out to be more compact. (b) The same data, but shown in different coordinates and compared with expressions (19) and (20).
C. Contact probability

It is natural to suggest that since more non-equilibrium loop occupies smaller volume, than larger value of extrusion velocity must entail higher frequency of inter-beads physical contacts inside the loop. The contact probability maps depicted in Fig. 4 clearly confirm these expectations. To quantify the increase in contact frequency between monomers on the non-equilibrium loop, we introduce the following metric

$$I = \frac{P_c(s; t)}{P_{\text{eq}}(s)},$$

(22)

where

$$P_c(s; t) = \frac{\sum_{n=0}^{N(t)-s} P_c(n, n+s; t)}{N(t) - s + 1},$$

(23)

is the loop-averaged contact probability. In other words, $P_c(s; t)$ is determined as the averaging of the pairwise contact probability $P_c(n, m; t)$ (see Eq. (5)) over all pairs of beads separated by a given contour distance $s$. The corresponding equilibrium value $P_{\text{eq}}$ entering Eq. (22) is given by Eq. (A4). Fig. 5 indicates that maximal (relative) enhancement of interactions is observed for pairs of beads separated by the contour distance about the half loop size.

D. Analytical solution in the limit $\sigma \gg 1$

Surprising simplicity of Eq. (18) guessed to fit the large-$\sigma$ behaviour of the MSD and gyration radius predicted by our semi-analytical computational schemes calls for its analytical derivation. Here we provide such a derivation using an approximate (but asymptotically correct) solution of Eq. (12) in the limit of strongly non-equilibrium loop.

Comparing different terms in Eq. (12), we conclude that the beads whose dynamics is strongly affected by the zero condition at the left boundary of the interval $n \in [0, N(t)]$ are those with the label $n \ll \sqrt{\gamma t}$. According to Eq. (6), large value of the parameter $\sigma$ is equivalent to the inequality $\sqrt{\gamma t} \ll N(t)$. Therefore, majority of beads inside the growing loop, which is characterised by $\sigma \gg 1$, do not feel the presence of the boundary condition at $n = 0$. This allows us to pass to the simplified problem defined at the semi axis. More specifically, we ignore the left boundary and pass to the new variable $l = -n + \nu_0 t$ in Eq. (12), which corresponds to the bead number measured from the right end of the loop. Then, Eq. (12) yields

$$\frac{\partial \vec{r}(l, t)}{\partial t} = \gamma \frac{\partial^2 \vec{r}(l, t)}{\partial l^2} - \nu_0 \frac{\partial \vec{r}(l, t)}{\partial l} + \frac{1}{\zeta} \vec{\xi}(\nu_0 t - l, t),$$

(24)

where $l \geq 0$ and $\vec{r}(0, t) = 0$. The solution to this problem...
with zero initial condition is given by
\[ \vec{r}(l, t) = \frac{1}{\zeta} \int_0^t dt_0 \int_0^\infty dl_0 g(l, t; l_0, t_0) \vec{x}(\nu_0 t_0 - l_0, t_0), \quad (25) \]
where
\[ g(l, t; l_0, t_0) = \exp \left[ \frac{\nu_0}{4\gamma} (l - l_0) - \frac{\nu_0}{4\gamma} (t - t_0) \right] \times \]
\[ \left( \exp \left[ -\frac{(l - l_0)^2}{4\gamma(t - t_0)} \right] - \exp \left[ -\frac{(l + l_0)^2}{4\gamma(t - t_0)} \right] \right) \]
is the Green function of the drift-diffusion equation with zero boundary condition at the edge of positive semi-axis. As was established in section \[ \sqrt{\Lambda} \] at \( \sigma \gg 1 \) in the region \( n \gg \sqrt{t} \) the loop is characterised by the universal profile of \( \langle R_n^2(0) \rangle \) (see Eq. \[ 18 \] and Fig. \[ 3 \]), which is a function only of \( N(t) - n = l \). In other words, it is independent of time in terms of \( (l, t) \) variables. Thus, we expect to obtain the correct asymptotic behavior by taking the limit \( t \to +\infty \), which is going to make the result a function of \( l \) exclusively. So, after averaging over noise statistics, we arrive at (see Appendix \[ D \])
\[ \langle r^2(l) \rangle = \lim_{t \to +\infty} 6D \int_0^l dt_0 \int_0^{+\infty} dl_0 g^2(l, t; l_0, t_0) \approx \]
\[ \approx 3 \sqrt{\frac{2}{\pi}} \frac{D \sqrt{l}}{\sqrt{\gamma \nu_0}}. \quad (27) \]
Clearly, \( \langle R_n^2(0) \rangle = \langle r^2(N(t) - n) \rangle \) and thus Eq. \[ 27 \] yields Eq. \[ 18 \].

Similarly, we can address the problem of calculating the pair correlator \( \langle \vec{r}(l_1, t) \cdot \vec{r}(l_2, t) \rangle \). To carry out this calculation we can introduce \( l_1 = l \) and \( l_2 = l + \Delta l \), and use relative correlation distance \( \Delta l / l \) as a small parameter. By performing steps analogous to the derivation of Eq. \[ 27 \], but keeping terms that are up to \( O((\Delta l / l)^2) \) in binomial expansions, we arrive at the following leading order asymptotic expression (see Appendix \[ D \])
\[ \langle \vec{r}(l + \Delta l, t) \cdot \vec{r}(l, t) \rangle \approx 3 \sqrt{\frac{2}{\pi}} \frac{D \sqrt{l}}{\sqrt{\gamma \nu_0}} \cdot \exp \left( -\frac{\nu_0}{8\gamma} \left( \frac{(\Delta l)^2}{l} \right) \right) \]
\[ - \frac{3D}{2\gamma} \Delta l \cdot \text{Erfc} \left( \sqrt{\frac{\nu_0}{8\gamma}} \left( \frac{(\Delta l)^2}{l} \right) \right). \quad (28) \]
This result is self-consistent since it demonstrates that, indeed, for \( l \gg \gamma / \nu_0 \) (clearly, \( \gamma / \nu_0 \ll N(t) \) at \( \sigma \gg 1 \)) the relative correlation length is
\[ \frac{\Delta l}{l} \sim \sqrt{\frac{\gamma}{\nu_0} \ll 1. \quad (29) \]
Thus, it serves as a justification for the assumption of negligible correlations between most of the beads, which we used earlier to obtain Eq. \[ 20 \].

VI. CONCLUSION AND OUTLOOK

To summarize, we explored theoretically the conformational statistics of growing loops of ideal polymer chain. Our analysis demonstrated that statistical properties of an extruded loop are determined by the dimensionless parameter \( \sigma \) defined as a ratio of the loop relaxation time and the time required to extrude this loop. When the parameter of non-equilibrium is small, \( \sigma \ll 1 \), the loop approaches the equilibrium coil in its statistical properties, which is reflected in the linear scaling of the gyration radius with the loop length. In the opposite case, when \( \sigma \gg 1 \), the highly non-equilibrium nature of the loop manifests itself in increased contact frequencies between monomers inside the looped region and the square root dependence of the gyration radius on the loop length. These results are in accord with the recent numerical studies reported that faster extrusion produces more compact loops and more bright contact maps \[ 3 \].

Thus far, we have assumed that the LEF extrudes polymer chain from one side. While the first experimental demonstration of the loop extrusion reported that yeast condensins extrude DNA loops in almost purely asymmetric (one-sided) manner \[ 2 \], subsequent single-molecule experiments showed that human condensins may exhibit both one-sided and two-sided loop extrusion activity \[ 8, 9 \]. Besides, DNA loop extrusion by another SMC complex – cohesin – is found to be largely symmetric \[ 8, 11, 12 \]. The details of in vivo loop extrusion remain to be unknown, since all above mentioned results are obtained in in-vitro conditions. However theoretical modelling indicates that an assumption of pure one-sided loop extrusion cannot explain some important chromosome organization phenomena in living cells \[ 6, 13, 14 \].
How does incorporation of two-sided extrusion modify the conclusions of the above analysis? Direct generalization of our approach to the case of two-sided extrusion (see Appendix E for details) demonstrates that all of the aforementioned predictions retain their asymptotic form. In particular, Fig. 6 shows that the size of loops produced by two-sided LEFs is larger than that of the loops generated via one-sided extrusion, but the magnitude of this effect does not exceed several percents. Thus, from the perspective of single-loop statistics adopted here, one-sided and two-sided extrusion models are practically indistinguishable.

Much remains to be done on the side of analytical theory. Further research beyond the one-loop level should illuminate how a dynamic array of growing, colliding and disappearing loops generated by the loop extrusion factors that exchange between polymer and solvent affects the conformational properties of a Rouse chain. Also, we expect that confronting analytical predictions with experimental data may reveal the necessity for more sophisticated polymer models incorporating excluded volume repulsion, hydrodynamic interaction and bending rigidity.
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Appendix A: Basic properties of an equilibrium loop

The probability distribution of the separation vector $\vec{R}_{n,m}(t) = \vec{r}_n(t) - \vec{r}_m(t)$ between $n$-th and $m$-th beads of an equilibrium loop having size $N$ is given by (see Ref. [12])

$$P_{eq}(\vec{R}_{n,m}) = \left( \frac{N\gamma}{2\pi D_s(N-s)} \right)^{3/2} \exp \left( -\frac{N\gamma R_{n,m}^2}{2D_s(N-s)} \right), \quad (A1)$$

where $s = |n-m|$. From Eq. (A1) one obtains the following results for the mean squared (physical) separation between two beads

$$\langle R_{n,m}^2 \rangle_{eq} = \langle (\vec{r}_n - \vec{r}_m)^2 \rangle = \int P_{eq}(\vec{R}_{n,m}) R_{n,m}^2 d^3 R_{n,m} = \frac{3D_s s(N-s)}{N}, \quad (A2)$$

for the radius of gyration

$$R_{g,eq}^2 = \frac{1}{2N^2} \sum_{n,m=0}^{N-1} \langle (\vec{r}_n(t) - \vec{r}_m(t))^2 \rangle = \frac{1}{2N^2} \int_0^N \int_0^N dndm (R_{n,m}^2)_{eq} = \frac{D_s}{4\gamma} N, \quad (A3)$$

and for the probability of contact of the pair of beads separated by the (contour) distance $s$

$$P_c^eq(s) = \text{Prob}[R_{n,m} < a_0] \approx \frac{4}{3} \pi a_0^3 \int P_{eq}(\vec{R}_{n,m}) \delta(\vec{R}_{n,m}) d^3 R_{n,m} = \frac{4}{3} \pi a_0^3 P_{eq}(0) = \sqrt{\frac{6}{\pi}} \left( \frac{N\gamma}{3D_s} \right)^{3/2} a_0^3 \frac{s(N-s)}{|s(N-s)|^{3/2}}. \quad (A4)$$

Appendix B: Discrete model

The propagator of Eq. (8) is given by

$$Q_j(y_j, t|y_{j0}) = \frac{1}{\sqrt{2\pi D\sigma_j(t)}} \exp \left( -\frac{(y_j - \mu_j(t))^2}{2D\sigma_j(t)} \right), \quad (B1)$$
where
\[\sigma_j(t) = -\frac{1}{\lambda_j} (1 - e^{-2|\lambda_j| t}),\]  
(B2)
\[\mu_j(t) = y_{j,0} \cdot e^{-|\lambda_j| t},\]  
(B3)
\[\lambda_j = -2\gamma \cdot (1 + \cos \frac{\pi j}{J}),\]  
(B4)
and \(j = 1, 2 \ldots J - 1.\)

As was explained in the main text, the probability density \(\rho_J(\vec{y}, t)\) is the zero mean normal distribution. We then substitute into Eq. (9) the Gaussian ansatz
\[\rho_J(\vec{y}, t) \propto \exp \left( -\frac{\vec{y}^T \cdot \tilde{R}_J^{-1}(t) \cdot \vec{y}}{2D} \right),\]  
(B5)
and
\[\rho_{J+1}(\vec{z}, t) \propto \exp \left( -\frac{\vec{z}^T \cdot \tilde{R}_{J+1}^{-1}(t) \cdot \vec{z}}{2D} \right),\]  
(B6)
where \(\tilde{R}_J(t)\) and \(\tilde{R}_{J+1}(t)\) are the matrices of covariances in the Rouse frames corresponding to the time intervals \([(J - 1)\Delta t, J \Delta t]\) and \([J \Delta t, (J + 1)\Delta t]\), respectively. Using the explicit form of the function \(\zeta_J(\vec{y}, t) \equiv \tilde{R}_J(\vec{y}, t)\) with \(\tilde{R}_J(\vec{y}, t)\) given by Eq. (B1) we perform integration in Eq. (11) and find the following relation
\[\tilde{R}_{J+1}^{-1}(\tau) = \tilde{T}_J^T \cdot \tilde{\sigma}_J^{-1}(\tau - t) \cdot \tilde{T}_J - (\tilde{M}_J(\tau - t) \cdot \tilde{\sigma}_J^{-1}(\tau - t) \cdot \tilde{T}_J)^T \cdot \tilde{K}(t, \tau) \cdot (\tilde{M}_J(\tau - t) \cdot \tilde{\sigma}_J^{-1}(\tau - t) \cdot \tilde{T}_J),\]  
(B7)
where
\[\tilde{K}(t, \tau) = (\tilde{R}_J^{-1}(t) + \tilde{M}_J(t) \cdot \tilde{\sigma}_J^{-1}(\tau - t) \cdot \tilde{M}_J(t) \cdot \tilde{\sigma}_J^{-1}(\tau - t))^{-1},\]  
(B8)
\[\tilde{T}_J = \tilde{P}_{J+1} \tilde{P}_J, \quad \tilde{P}_{n,m} \propto \sin \left( \frac{\pi n \cdot m}{J} \right),\]  
(B9)
\[\sigma_{n,m}^J = \delta_{n,m} \cdot \frac{e^{-2|\lambda_m|} - 1}{|\lambda_m|}, \quad M_{nm}^J(t) = \delta_{nm} \cdot e^{-|\lambda_m| t},\]  
(B10)
and \(n, m = 1, 2 \ldots J - 1.\) Equation (B7) can be easily applied in an iterative computational scheme allowing us to calculate the covariance matrix of the Rouse modes at an arbitrary time moment. To describe the covariance matrix of the beads’ coordinates, as it was introduced in Eq. (10), one should substitute \(\tilde{z} = \tilde{P}_{J+1} \tilde{x}\) into Eq. (B6), perform the matrix inversion, and multiply the result by a factor of 3 to account for dimensionality, i.e.
\[F_{n,m}^J(t) = 3 \cdot \left( \tilde{P}_J \cdot \tilde{R}_J^{-1}(t) \cdot \tilde{P}_J^{-1} \right)^{-1}_{n,m},\]  
(B11)
where \(F_{n,m}^J(t)\) denotes the pair correlation function \(F_{n,m}(t)\) during the time interval \(t \in [(J - 1)\Delta t, J \Delta t].\)

Appendix C: Green function.

The Green function \(G(n, t; n_0, t_0)\) of Eq. (12) is defined as the solution to equation
\[\frac{\partial G}{\partial t} = \gamma \frac{\partial^2 G}{\partial n^2},\]  
(C1)
with the initial condition \(G(n, t_0; n_0, t_0) = \delta(n - n_0)\) and the boundary conditions \(G(0, t; n_0, t_0) = G(N(t), t; n_0, t_0) = 0,\) where \(0 \leq n_0 \leq N(t_0), 0 \leq n \leq N(t)\) and \(t \geq t_0.\)
An exact solution to this initial-boundary-value problem has been constructed in Ref. [10] and it is given by Eq. (15) in the main text. To make this formula more suitable for numerical evaluation, we apply the Poisson summation formula

\[ \sum_{j \in \mathbb{Z}} f(j) = \sum_{m \in \mathbb{Z}} \hat{f}(m), \quad \hat{f}(m) = \int_{-\infty}^{\infty} dx e^{-i2\pi mx} f(x), \]  

which allows us to pass from Eq. (15) to the faster converging representation of the Green function

\[ G(n, t; n_0, t_0) = \frac{1}{\sqrt{4\pi\gamma(t-t_0)}} \exp \left[ -\frac{(n_0t_0 - n ot)^2}{4\gamma tt_0} \right] \times \]

\[ \sum_{m \in \mathbb{Z}} \left[ \exp \left( -\frac{(n_0t_0 - n_0t + 2m\nu_0tt_0)^2}{4\gamma tt_0(t-t_0)} \right) - \exp \left( -\frac{(n_0t_0 + n_0t + 2m\nu_0tt_0)^2}{4\gamma tt_0(t-t_0)} \right) \right], \]  

which we use to compute the radius of gyration

\[ R_g^2(t) = \frac{6D}{N(t)} \left[ \int_{0}^{N(t)} d\nu_0 \int_{0}^{N(t)} d\nu \int_{0}^{N(t)} d\nu_0 G^2(n, t; n_0, t_0) - \frac{1}{N(t)} \int_{0}^{N(t)} d\nu_0 \int_{0}^{N(t)} d\nu \int_{0}^{N(t)} d\nu_0 G(n_1, t; n_0, t_0)G(n_2, t; n_0, t_0) \right] \]  

To derive Eq. (C4) one should substitute Eq. (16) into the definition \[ R_g^2(t) = \frac{1}{2N(t)} \int_{0}^{N(t)} d\nu_0 d\nu \int_{0}^{N(t)} d\nu_0 (|\vec{r}(n_1, t) - \vec{r}(n_2, t)|^2), \] which represents the continuous version of Eq. (3).

**Appendix D: Analytical solution in the limit \( \sigma \gg 1 \)**

Substituting Eq. (26) into Eq. (27) and introducing \( \tau = \frac{\nu_0^2}{2\gamma}(t-t_0) \), we obtain:

\[ \langle s^2(l) \rangle = \frac{3D}{2\pi\gamma} \int_0^\infty dl_0 \exp \left[ \frac{\nu_0}{\gamma} (l-l_0) \right] \int_0^\infty \frac{d\tau}{\tau} e^{-\tau} \left( \exp \left[ -\frac{\nu_0^2 (l-l_0)^2}{4\gamma^2 \tau} \right] + \exp \left[ -\frac{\nu_0^2 (l+l_0)^2}{4\gamma^2 \tau} \right] - 2 \exp \left[ -\frac{\nu_0^2 (l^2 + l_0^2)}{4\gamma^2 \tau} \right] \right) \]

\[ = \frac{3D}{\pi\gamma} \int_0^\infty dl_0 \exp \left[ \frac{\nu_0}{\gamma} (l-l_0) \right] \left( K_0 \left[ \frac{\nu_0}{\gamma} |l-l_0| \right] + K_0 \left[ \frac{\nu_0}{\gamma} |l+l_0| \right] - 2K_0 \left[ \frac{\nu_0}{\gamma} \sqrt{l^2 + l_0^2} \right] \right) \]

\[ = \frac{3D}{\pi\nu_0} f \left( \frac{l}{l_*} \right), \]  

where \( l_* = \gamma/\nu_0 \), \( K_0 \) is the modified Bessel function of the second kind, and \( f(x) \) is defined as

\[ f(x) = \int_0^\infty dy \exp \left[ -\frac{x^2 + y^2}{2} \right] K_0 \left[ |x-y| \right] + K_0 \left[ x+y \right] - 2K_0 \left[ \sqrt{x^2 + y^2} \right]. \]  

After recalling the asymptotic behavior of \( K_0(z) \rightarrow \sqrt{\frac{\pi}{z}} e^{-z} \) for \( |z| \gg 1 \) we note that the only term in Eq. (D2) that doesn’t decay exponentially for \( l \gg \gamma/\nu_0 \) is

\[ f(x) \approx \int_0^\infty dy \exp \left[ -\frac{x^2 + y^2}{2} \right] K_0 \left[ |x-y| \right] \approx \sqrt{2\pi x}. \]  

Therefore, at \( l \gg l_* \), we obtain expression (27) from the main text. Similary, when calculating pair correlators we arrive at

\[ \langle \vec{r}(l+\Delta l, t) \cdot \vec{r}(l, t) \rangle = \frac{3D}{\pi\gamma} \int_0^\infty dl_0 \exp \left[ \frac{\nu_0}{2\gamma} (2 \cdot (l-l_0) + \Delta l) \right] \left( K_0 \left[ \frac{\nu_0}{\gamma} \sqrt{(l-l_0)^2 + \Delta l(l-l_0) + \frac{\Delta l^2}{2}} \right] + 

K_0 \left[ \frac{\nu_0}{\gamma} \sqrt{(l+l_0)^2 + \Delta l(l+l_0) + \frac{\Delta l^2}{2}} \right] - K_0 \left[ \frac{\nu_0}{\gamma} \sqrt{(l^2 + l_0)^2 + \Delta l(l-l_0) + \frac{\Delta l^2}{2}} \right] - K_0 \left[ \frac{\nu_0}{\gamma} \sqrt{(l^2 + l_0)^2 + \Delta l(l+l_0) + \frac{\Delta l^2}{2}} \right] \right). \]
Once again, the only term that isn’t exponentially suppressed for $\sigma \gg 1$ is the first one because it is the only one that features small arguments of $K_0(z)$. We note that this integral has three distinct areas of contribution: $l_0 \in (0, l - \omega)$, $(l - \omega, l + \omega)$ and $(l + \omega, +\infty)$, where $\omega$ controls whether $|l - l_0|/l \sim 1$ or not. In the former case we are allowed to perform second-order binomial expansion and use the asymptotic behavior of $K_0(z)$. Otherwise, we should check whether the contribution from $l_0 \sim l$ would be relevant

$$
\langle \tilde{r}(l + \Delta l, t) \cdot \tilde{r}(l, t) \rangle \approx \frac{3D}{\pi \gamma} \sqrt{\frac{\pi}{2}} \int_{0}^{l - \omega} dl_0 \exp \left( - \frac{\nu_0}{\gamma} \frac{\Delta l^2}{(l - l_0)} \right) \left( 1 + O \left( \frac{\Delta l}{l} \right) \right) + \frac{3D}{\pi \gamma} \sqrt{\frac{\pi}{2}} \int_{l + \omega}^{\infty} dl_0 \exp \left( - \frac{2\nu_0}{\gamma} (l_0 - l) + \frac{\nu_0^2}{\gamma} \frac{\Delta l^2}{(l_0 - l)} \right) \left( 1 + O \left( \frac{\Delta l}{l} \right) \right) + \frac{3D}{\pi \gamma} \int_{l - \omega}^{l + \omega} dl_0 \int_{0}^{\infty} dz \exp \left( \frac{\nu_0}{\gamma} (2 \cdot (l - l_0) + \Delta l) \right) \exp \left( \cosh z \cdot \frac{\nu_0}{\gamma} \sqrt{(l - l_0)^2 + \Delta l \cdot (l - l_0) + \frac{(\Delta l)^2}{2}} \right).
$$

The second term has an upper bound of $3D/(2\gamma)$, which is independent of $l$. The third term is suppressed as $\omega$ grows, and also doesn’t feature $l$. So, after taking the limit $\omega \to 0$ and ignoring the constant contribution, we obtain Eq. [28] from the main text.

**Appendix E: Two-sided extrusion.**

In the case of two-sided extrusion, the stochastic dynamics of loop conformation is described by Eq. (12), which should be supplemented by the zero conditions $\tilde{r}(N(t), t) = \tilde{r}(t)$ at the boundaries of the growing domain $n \in [-\nu t, +\nu t]$, where $N(t) = \nu t$ and $N(t) = \nu t$ with $\nu_1 = \frac{1}{2} \nu_0$ and $\nu_2 = \frac{1}{2} \nu_0$. Let us pass to the new variable $l = n + \nu t$. Clearly, $l \in [0, N(t)]$, where $N(t) = N(t) + N(t) = \nu t$. Then Eq. (12) becomes

$$
\frac{\partial \tilde{r}(l, t)}{\partial t} = \frac{k}{\zeta} \frac{\partial \tilde{r}(l, t)}{\partial l} - \nu \frac{\partial \tilde{r}(l, t)}{\partial l} + \frac{1}{\zeta} \tilde{r}(l - \nu t, t),
$$

where $\tilde{r}(0, t) = \tilde{r}(N(t), t) = 0$. Exploiting the results reported in Ref. [40], we write the Green function of Eq. (E1) as

$$
G_q(l, t; l_0, t_0) = \frac{2}{\sqrt{N(t_0)N(t)}} \exp \left[ - \frac{\nu_0}{4\gamma} \left( \frac{l^2}{N(t)} - \frac{l_0^2}{N(t_0)} \right) + q \nu_0 (l - l_0) - \frac{q^2 \nu_0^2 (t - t_0)}{4\gamma} \right] \times \sum_{j=1}^{\infty} \sin \left( \frac{j\pi l}{N(t)} \right) \sin \left( \frac{j\pi l_0}{N(t_0)} \right) \exp \left( -j^2 \pi^2 \gamma (t - t_0) \right) \frac{N(t_0)}{N(t_0)N(t)}.
$$

The gyration radius of the loop is given by expression (C4), but now relation (E2) for the Green function should be used. Applying the Poisson summation formula (C2), we can effectively evaluate $R_g$ numerically.
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