Modeling and Parameter Identification of the MR Damper Based on LS-SVM
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In order to identify the nonlinear characteristics of the magnetorheological (MR) damper applied in multi-DOF vibration reduction platforms in the aerospace field in the modeling process, the least square support vector machine (LS-SVM) method is adopted, because LS-SVM can handle small-sample, high-dimensional characteristic problems. Firstly, the theory of the modeling method based on LS-SVM was illustrated including the genetic algorithm (GA) optimization method. Secondly, the characteristic curve of the MR damper was tested based on different conditions. Then, the current and historical input displacement, velocity, and current and the historical output are taken as the input of the LS-SVM model and the damping force of the current output is taken as the output of the model for model training. Meanwhile, the genetic algorithm is introduced to optimize the parameters of the LS-SVM model which affect the accuracy of the model, the penalty factor $c = 16.48$, and the kernel parameter $\sigma = 3.39$ after optimization. Finally, in order to verify the method adopted in the paper, the Simulink model was simulated in certain input conditions; by comparing the simulation and experimental values of this model, it is found that the maximum error is within 10 N and the average error is around 0.89 N, which is similar to the accuracy obtained in other works of literature, and the correctness of this model is verified.

1. Introduction

The magnetorheological damper is mainly made of magnetorheological fluid, and its rheological properties drastically change in millisecond time according to different excitation magnetic fields. Its advantages are shown as follows: simple structure, rapid response, continuous adjustable damping force, and good controllability. So it is a kind of excellent intelligent semiactive damping device, which is widely used in bridges, cars, buildings, aerospace, and other areas of the vibration reduction field [1–3]. However, the magnetorheological fluid (MRF) property will have multiple field coupling affected by the fluid itself, and the excitation magnetic field in the case of the rheological properties drastically change. Therefore, when analyzing the damping force characteristics of the magnetorheological damper, it can be found that its dynamic characteristics have obvious nonlinear and hysteresis characteristics, and its mechanical model has complex nonlinearity as a result [4]. Due to the existence of these inherent nonlinear hysteresis characteristics, the repeatability and control accuracy will be reduced in the control process of the MR damper. And the real-time transient response and control results cannot meet the set goals, so it is difficult to promote the application of the MR damper in the high-precision space multidimensional vibration reduction field. Therefore, the accurate mechanical model is the basis for improving the control accuracy and transient response accuracy of the MR damper, establishing effective control methods, and giving full play to the semiactive performance of the MR damper.

At present, the dynamic model of the MR damper has been studied extensively and deeply by scholars at home and abroad. These models can be divided into two categories. The first category is called the parametric model, whose parameters have some physical meanings, mainly including the classic Bingham model [5], Dahl model [6], Bouc-Wen...
model [7, 8], nonlinear double-viscous model [9], and sigmoid model [10, 11]. The second category is called the nonparametric model, whose model parameters have no physical meaning, mainly including the improved LuGre friction model [12], RC model [13], binary-coded discrete CSO and ELM [14], and mixed intelligent model [15, 16]. Among them, although the Bingham model can well express the force-displacement characteristics of the magnetorheological damper, it cannot accurately express the force-velocity characteristics, especially in the low-speed region. The Bouc-Wen model has been widely used, but a series of parameters need to be measured in the process of application. In general, in order to improve the accuracy, it will be combined with other intelligent algorithms for parameter identification. As the double-viscous model is a piecewise function, it cannot accurately fit the force-velocity characteristics. Generally speaking, some idealized operations will be carried out in the design and research process of the parametric model, and the calculated parameters may be contrary to the reality, which will also have a certain impact on the results. However, the study of the nonparametric model mainly relies on the input and output data of the MR damper under different conditions in the test process for analysis and training. For example, Zamani et al. proposed an MSDP model, which obtained force-displacement and force-velocity data from different excitation amplitude, frequency, and current values for parameter identification of the model and achieved high accuracy [17]. Although the nonparametric model has high precision, it has a high requirement on the sample data volume, and its training processes, such as fuzzy logic determination, neural network, and fuzzy neural network processes, are quite complicated.

Due to the different excitation amplitude and frequency values and the different magnitude values of current, the output characteristics of the magnetorheological damper will change. In the actual nonparametric modeling process, not all cases can be included, so the experimental data available for modeling is limited; at the same time, the output characteristics of the magnetorheological damper have strong nonlinear characteristics. The nonparametric modeling process of the MR damper can be summarized as having the characteristics of less training sample data and nonlinear dynamics. In many machine learning languages, SVM (support vector machine) is suitable for small-sample, nonlinear, high-dimensional problems, and it has excellent learning ability, which is based on the statistical learning theory and structural risk minimization principle. Based on the limited sample information, it seeks the best compromise between the complexity of the model and the learning ability in order to obtain the best generalization ability [18]. Therefore, this paper takes the magnetorheological dampers applied in multi-DOF vibration reduction platforms in the aerospace field as the research object, analyzes its dynamic nonlinear characteristics, and establishes an accurate simulation model as the target. The main content is as follows. The input and output sample data under the influence of different excitation displacements, velocities, and currents were taken into account for the support vector machine model training of the MR damper. During the training process, the model parameters of the support vector machine are optimized in order to obtain the accurate output of the model which can be calculated according to different input displacement, velocity, and current intensity values. Finally, the correctness of the MR damper support vector machine model is verified by comparative analysis between the simulation and experimental results. The innovation point of this paper is the LS-SVM model of the MR damper, and the parameters of the LS-SVM model were optimized by the genetic algorithm.

2. Support Vector Machine Model Theory for the MR Damper

The core idea of using the support vector machine to build the MR damper model can be summarized as follows. The nonlinear relations between the input displacement, velocity, and current intensity and the output damping force, which affect the characteristics of the magnetorheological damper, are mapped to a high-dimensional feature space by the kernel function of the support vector machine. In this high-dimensional feature space, the nonlinear problem is transformed into a linear problem, and the regression function is constructed to find the nonlinear relationship between the input and the output of the training sample. The principle is shown in Figure 1.

In order to build the above SVM model, it can be seen from the input and output characteristics of the magnetorheological damper that its damping force is related to the current and historical current intensity, displacement, and velocity, as well as the historical output. Therefore, the model can be defined as shown in the following equation:

\[
y(x_i) = \omega^T \cdot \phi(x_i) + b,
\]

where \(\phi(x_i)\) represents the Hilbert high-dimensional mapping function; \(\omega\) represents the weight vector of the hyperplane; \(b\) represents the offset value; \(x_i\) represents the input value of the sample, and it includes the displacement \([d_1, d_2, \ldots, d_n]\), velocity \([v_1, v_2, \ldots, v_{n-1}]\), and magnitude of current \(I\); and \(y(x_i)\) represents the output value under the current input parameters of the sample set.
The values of the weight vector $\omega$ and the offset value $b$ are calculated based on the principle of structural risk minimization. Meanwhile, the SVM optimization problem was transformed into a quadratic programming problem; thus, the LS-SVM optimization problem was obtained as shown in the following equation:

$$\min \frac{1}{2} \omega^T \cdot \omega + \frac{c}{2} \sum_{i=1}^{n} \varepsilon^2_i, \text{ s.t. } |y_i - \omega^T \varphi(x_i) - b| \leq \varepsilon_i, \quad (2)$$

where $c$ represents the penalty factor, $\varepsilon_i$ represents the relaxation variable, and $n$ represents the number of sample data.

In order to solve the optimization problem under the inequality constraints, the inequality constraints can be changed into equality constraints and the Lagrangian operator $a_i (i = 1, 2, \cdots, n)$ was used to construct the Lagrangian equation:

$$L(\omega, \varepsilon_i, b, a) = \frac{1}{2} \omega^T \cdot \omega + \frac{c}{2} \sum_{i=1}^{n} \varepsilon^2_i - \sum_{i=1}^{n} a_i (\omega^T \cdot \varphi(x_i) + b + \varepsilon_i - y_i). \quad (3)$$

To solve the extreme value problem in equation (2), make the partial derivatives of variables $\omega, \varepsilon_i, b$, and $a$ in Lagrangian equation (3) equal to 0; namely, solve the equations shown in the following equation:

$$\begin{cases}
\frac{\partial L}{\partial \omega} = \omega - \sum_{i=1}^{n} a_i \cdot \varphi(x_i) = 0, \\
\frac{\partial L}{\partial \varepsilon_i} = c \cdot \varepsilon_i - a_i = 0, \\
\frac{\partial L}{\partial b} = \sum_{i=1}^{n} a_i = 0, \\
\frac{\partial L}{\partial a_i} = \omega \cdot \varphi(x_i) + b + \varepsilon_i - y_i = 0.
\end{cases} \quad (4)$$

By solving the equations of equation (4) and eliminating the parameters of $\omega$ and $\varepsilon_i$, the optimization problem can be transformed into solving a system of linear equations, as shown in the following equation:

$$\begin{bmatrix}
0 & y_1 & \cdots & y_n \\
y_1 & y_1 y_1 \varphi(x_1) \varphi(x_1) & \cdots & y_1 y_n \varphi(x_1) \varphi(x_n) \\
\vdots & \vdots & \ddots & \vdots \\
y_n & y_n y_1 \varphi(x_n) \varphi(x_1) & \cdots & y_n y_n \varphi(x_n) \varphi(x_n)
\end{bmatrix} \begin{bmatrix}
b \\
a_1 \\
\vdots \\
a_n
\end{bmatrix} = \begin{bmatrix}
0 \\
1 \\
\vdots \\
1
\end{bmatrix} \quad (5)$$

Define the mapping function in equation (5), $\varphi(x_i) = K(x_i, x_j)$. Then, the function $K(x_i, x_j)$ can be defined as the kernel function of the LS-SVM model. After the simplification of the linear equations, the LS-SVM model mathematical expression can be obtained, as shown in the following equation:

$$f(x) = \sum_{i=1}^{n} a_i K(x_i, x) + b, \quad (6)$$

where $K(x_i, x)$ represents the kernel function of LS-SVM.

There are many kinds of kernel functions, including linear kernel function, polynomial kernel function, sigmoid kernel function, and Gaussian radial basis kernel function. Among them, the Gaussian radial basis kernel function is a kernel function that can realize nonlinear mapping. It has good performance for both large samples and small samples, with fewer kernel parameters and the most extensive application. Its mathematical representation is shown in the following equation:

$$K(x_i, x) = \exp \left( -\frac{|x_i - x|^2}{\sigma^2} \right), \quad (7)$$

where $\sigma$ represents the kernel parameter.

### 3. Optimization of Support Vector Machine Model Parameters for MR Dampers

According to the above theoretical model, the kernel parameter $\sigma$ in the support vector machine plays a key role in selecting the optimal hyperplane, while the penalty factor $c$ balances model complexity and training error. Therefore, the optimal values of these two parameters must be determined in the training process of the model [19] so that the established model of the MR damper can have high accuracy. As a global optimization algorithm, the genetic algorithm has also been applied to parameter optimization of support vector machines, and good results have been obtained [20, 21]. The specific optimization process is shown in Figure 2.

During the optimization calculation, the selection interval of the penalty factor $c$ and kernel parameter $\sigma$ is (0, 100) and (0, 10), respectively. For the crossover calculation, the probability is 0.6; thus, the next generation of the population was formed. The mutation rate is arbitrary between 0.1 and 0.001, and it was set at 0.03 in the paper to mutate individuals in the next generation of the population. The group size is set as 50, and the maximum number of iterations is set as 500. The fitness function is used as the evaluation index in the whole optimization process, and the final calculation result is that the error of the model after optimization reaches the minimum value. Therefore, when the fitness function reaches the maximum value, it can be used as the reference at the end of optimization. The fitness function set in this paper is shown in the following equation:

$$F(c, \sigma) = \frac{1}{\sum_{i=1}^{n} |y_i - f(x_i)|^2 + e}, \quad (8)$$
where $y_i$ represents the output obtained from the experiment and $f(x_i)$ represents the output of the LS-SVM training model. To avoid a zero denominator, set $e = 10^{-6}$.

### 4. Model Characteristic Analysis and Model Training Optimization of the MR Damper

#### 4.1. Acquisition and Analysis of Damping Characteristics of the MR Damper

The damping characteristic test system of the MR damper mainly includes the magnetorheological damper (type: BD-MRFD×06×4; the maximum output force is 0.6 kN). The servo valve-controlled hydraulic control system is used as the loading channel of the magnetorheological damper, force sensor, displacement sensor, damper current controller, and computer. The basic working principle can be described as follows: set the current generator through the computer to the specific current value input of the magnetorheological damper and, at the same time, through the servo controller to control the servo valve in accordance with the specific loading amplitude and frequency of the load of the magnetorheological damper. In the process of loading, the damping force and corresponding displacement are measured by the force sensor and displacement sensor. The test principle is shown in Figure 3.

In this paper, the characteristics of the damper are tested by using the sinusoidal signal as the excitation signal of the servo valve. The output amplitude of the servo valve is 15 mm, and the frequency is 2 Hz and 4 Hz, respectively. The control current of the magnetorheological damper is 0 A, 0.4 A, and 0.8 A, respectively. The curves of "damping force $F$-displacement $s$" and "damping force $F$-velocity $v$" of the MR damper are obtained through testing. Figures 4–6 show the comparison of the characteristics of the MR damper obtained under different conditions.

As can be seen from Figures 4–6, as the current value increases, the output damping force of the magnetorheological damper increases. With the increase of frequency, the damping force also increases to some extent. From the $F$-$v$ curves, it can be seen that there is an obvious hysteresis phenomenon in the low-speed region, and with the increase of frequency, the hysteresis phenomenon is intensified, which has a great influence on the accuracy of the model. In order to obtain an accurate control model, hysteresis nonlinearity must be effectively modeled.

#### 4.2. Model Training and Parameter Optimization

It can be seen from the above characteristic analysis, damping force characteristics of the magnetorheological damper are affected by the current, frequency, amplitude. For the application of the least square support vector machine (LS-SVM) to establish the damping force model, the current and historical input displacements, velocity $v$, and current $I$ and the historical output under each characteristic curve are selected as the input of the SVM model, and the damping force of the current output is taken as the output of the model for model training, a total of 1260 training datasets. Meanwhile, the genetic algorithm is used to optimize the penalty factor $c$ and kernel parameter $\sigma$. In Figure 7, 50 sample reference
Figure 4: $F$-$s$ curves and $F$-$v$ curves of different current values under 2 Hz and 15 mm excitation.

Figure 5: $F$-$s$ curves and $F$-$v$ curves of different current values under 4 Hz and 15 mm excitation.
points were randomly selected to observe the variation of the error of the genetic algorithm in the optimization process. In the figure, the X-coordinate \( N \) is the number of sample points, and the Y-coordinate \( e \) is the sample error. Figure 8 shows the convergence figure of the evaluation function in equation (8).

It can be seen from Figure 7 that under the initial penalty factor \( c \) and the kernel parameter, the error of the reference sample point is large. After optimization, the error is significantly reduced. At this time, the maximum error in the sample point is around 0.02 kN, and most of them remain below

![Figure 6: F-s curves and F-v curves at different input frequencies under 15 mm and 0.4 A and 0.8 A.](image)

![Figure 7: Changing trend of sample error in the optimization process.](image)

![Figure 8: Convergence figure of the evaluation function.](image)
0.01 kN, meeting the accuracy requirements of the model. After optimization, the penalty factor is $c = 16.48$ and the kernel parameter is $\sigma = 3.39$, and the least square support vector machine model of the magnetorheological damper is determined.

4.3. Model Validation. In order to verify the correctness of the above model, the above model is used for simulation analysis and comparison with experimental data. The input of the simulation model takes the current and historical input displacement $s$, velocity $v$, and current $I$ and the historical output as the input of the model to calculate the output damping force at the current moment. Figures 9 and 10 show the $F$-$v$ comparison diagram of partial simulation results and experimental data.

It can be seen from the comparison figure of $F$-$v$ under different current values and different frequencies of excitation in Figures 9 and 10 that the MR damper model based on the least square support vector machine model has good accuracy. Its maximum error mainly occurs in the low-speed region, and the maximum error is within 10 N, with an average error of around 0.89 N, and the maximum relative error is 5.29% (Figure 9(a)), 4.74% (Figure 9(b)), 4.32% (Figure 10(a)), and 5.65% (Figure 10(b)), respectively. By comparing the results obtained in Reference [9], the maximum error is within 0.06 kN, and most of the error values are below 0.01 kN. After comparison, it is found that the accuracy of the LS-SVM-based magnetorheological damper model established in this paper is similar to that obtained by using the modified particle swarm optimization method, and the maximum error and average error are improved to a certain extent, which is higher than that obtained by the traditional particle swarm optimization algorithm. Meanwhile, the Mean Squared Error (MSE) was calculated and compared with Reference [16], and the results are shown in Table 1.

As can be seen from the table, the results are similar to those in Reference [16] which verifies the correctness and effectiveness of the model presented in this paper.
5. Conclusions

(1) The theoretical model of the magnetorheological damper is established based on the theory of the least square support vector machine, and the optimal value of the penalty factor $c$ and kernel parameter $\sigma$ is optimized by the genetic algorithm.

(2) Through the experiment to obtain the characteristic curve of the magnetorheological damper, the current and historical input displacement $s$, velocity $v$, and current $I$ and the historical output of the characteristic curve were selected as the input of the least square support vector machine model, and the damping force of the current output was taken as the output for the model training. Meanwhile, the genetic algorithm was used for parameter optimization to obtain the optimal calculation model.

(3) Through comparative analysis of the simulation value and experimental value, and comparison with other works of literature, it is found that the MR damper model based on the least square support vector machine has high accuracy and is an effective calculation model.

(4) The following research mainly includes frequency-dependent MR model construction and inverse model control algorithm research so as to be applied in the engineering field.
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