On the Generalization of BasicVSR++ to Video Deblurring and Denoising

–Technical Report–

Kelvin C.K. Chan  Shangchen Zhou  Xiangyu Xu  Chen Change Loy
S-Lab, Nanyang Technological University
{chan0899, s200094, xiangyu.xu, ccloy}@ntu.edu.sg

Abstract

The exploitation of long-term information has been a long-standing problem in video restoration. The recent BasicVSR and BasicVSR++ have shown remarkable performance in video super-resolution through long-term propagation and effective alignment. Their success has led to a question of whether they can be transferred to different video restoration tasks. In this work, we extend BasicVSR++ to a generic framework for video restoration tasks. In tasks where inputs and outputs possess identical spatial size, the input resolution is reduced by strided convolutions to maintain efficiency. With only minimal changes from BasicVSR++, the proposed framework achieves compelling performance with great efficiency in various video restoration tasks including video deblurring and denoising. Notably, BasicVSR++ achieves comparable performance to Transformer-based approaches with up to 79% of parameter reduction and 44× speedup. The promising results demonstrate the importance of propagation and alignment in video restoration tasks beyond just video super-resolution. Code and models are available at https://github.com/ckkelvinchan/BasicVSR_PlusPlus.

1 Introduction

Long-term propagation and effective alignment has been shown essential in video super-resolution [10, 30, 33]. In our previous work [3], we summarize existing video super-resolution pipelines into four components, namely alignment, propagation, aggregation, and upsampling. Based on the decomposition, BasicVSR is proposed with simple designs. Without dedicated components for video super-resolution, BasicVSR demonstrates superior performance and outperforms state of the arts with improved efficiency. The simplicity and effectiveness of BasicVSR demonstrate the potential of the recurrent framework for video super-resolution.

Motivated by the success, we further improve BasicVSR by replacing the primitive propagation and alignment modules with more sophisticated designs. We propose BasicVSR++ with two modifications to employ long-term information more effectively, as shown in Fig. [1] First, second-order grid propagation is proposed to more aggressively transmit information across video frames: (1) The second-order connection extends the conventional approach of nearest-frame propagation and distributes information also to the second-next timestamp. In such a way, gradient vanishing can be partially alleviated, and information can be propagated to further timestamps. (2) Grid propagation refines the intermediate features through propagation. Specifically, instead of propagating the features along each direction once, the features are circulated back-and-forth for feature refinement, exploiting long-term information. Second, BasicVSR++ goes beyond flow-based alignment in BasicVSR and adopts flow-guided deformable alignment, combining the motion prior from optical flow and the flexibility of deformable alignment [4]. The main idea is to adopt optical flow as the base offsets, and residual offsets are learned. The combined offsets are then used in deformable convolution [8][37].
for feature alignment. Such a design alleviates the training instability of deformable alignment and improve the alignment accuracy.

As it is a common goal to exploit temporal information in video restoration, we hypothesize that the success of BasicVSR++ is not limited to video super-resolution. In this work, we extend our scope to a more video restoration tasks and introduce a generic framework built on BasicVSR++. For tasks where inputs and outputs possess the same resolution, we reduce the input resolution by strided convolutions to maintain efficiency. In addition to video super-resolution [23] and compressed video enhancement [34], we show that BasicVSR++ is generalizable to video deblurring and denoising, achieving promising performance with high efficiency.

2 Video Restoration Framework

The original BasicVSR++ assumes that the input resolution is $4 \times$ smaller than the output resolution. In this work, we extend BasicVSR++ to a generic video restoration framework. In cases where the input resolution is equal to output resolution (e.g., deblurring, denoising), we introduce the following two modifications:

1. To improve efficiency, we apply strided convolution to the input frames to reduce the spatial resolution.
2. To further reduce the computational cost, we downsample the input frames to the reduced resolution for optical flow computation.

With these designs, most of the computations are performed in the low-resolution feature space, substantially improving efficiency. The remaining operations follow that of BasicVSR++. We refer readers to the original paper [5] for more details.

3 Experiments

In this section, we discuss the performance in video deblurring and video denoising. For video super-resolution and compressed video enhancement, we refer readers to our original paper [5] and the NTIRE 2021 challenge report [34], respectively.

3.1 Video Deblurring

**Settings.** We mostly follow the settings of the original BasicVSR++, except that we increase the number of residual blocks in each of the four propagation branches from 7 to 15. In addition, strided convolutions are used to reduce the spatial resolution by 2 or 4 times. We adopt Adam optimizer [13] and Cosine Annealing scheme [18]. The initial learning rate of the main network...
Table 1: **Quantitative comparison on DVD [24] (Video Deblurring).** Green and blue colors indicate the best and the second-best performance, respectively.

| Method       | PSNR (dB) | SSIM   |
|--------------|-----------|--------|
| EDVR [30]    | 24.45     | 0.864  |
| Tao et al.   | 26.08     | 0.884  |
| Su et al.    | 30.01     | 0.888  |
| DBLRNet [33] | 31.15     | 0.885  |
| Xiang et al. | 31.34     | 0.890  |
| TSP [22]     | 34.24     | 0.827  |
| Suin et al.  | 35.95     | 0.947  |
| BasicVSR++   | 37.29     | 0.935  |
| BasicVSR++   | 37.96     | 0.956  |

Table 2: **Quantitative comparison on GoPro [20] (Video Deblurring).** Green and blue colors indicate the best and the second-best performance, respectively.

| Method       | PSNR (dB) | SSIM   |
|--------------|-----------|--------|
| RDN [11]     | 25.19     | 0.779  |
| Kim et al.   | 26.82     | 0.825  |
| EDVR [30]    | 26.83     | 0.843  |
| Su et al.    | 27.31     | 0.826  |
| STFAN [36]   | 28.59     | 0.861  |
| Nah et al.   | 29.97     | 0.901  |
| Tao et al.   | 30.29     | 0.928  |
| TSP [22]     | 31.67     | 0.901  |
| Suin et al.  | 32.10     | 0.928  |
| BasicVSR++   | 34.01     | 0.947  |
| BasicVSR++   | 35.08     | 0.952  |

Table 3: **Complexity comparison on DVD [24] (Video Deblurring).** Green and blue colors indicate the best and the second-best performance, respectively. Runtime and FLOPs are measured on an RTX 2080 Ti GPU with spatial resolutions $1280 \times 720$ and $240 \times 240$, respectively.

| Method       | PSNR (dB) | SSIM   | Params (M) | FLOPs (G) | Runtime (ms) |
|--------------|-----------|--------|------------|-----------|--------------|
| EDVR [30]    | 28.51     | 0.779  | 23.60      | 159.2     | 268.5        |
| Su et al.    | 30.01     | 0.825  | 15.30      | 38.7      | 133.2        |
| STFAN [36]   | 31.15     | 0.843  | 5.37       | 35.4      | 145.9        |
| TSP [22]     | 32.13     | 0.886  | 16.19      | 357.9     | 579.7        |
| BasicVSR++   | 34.24     | 0.901  | 9.76       | 37.6      | 130.5        |
| BasicVSR++   | 35.08     | 0.928  | 9.54       | 118.0     | 433.1        |

Figure 2: **Qualitative comparison on DVD [24] (Video Deblurring).** Only BasicVSR++ is able to restore the the word “DORIC”.

and the flow network are set to $1 \times 10^{-4}$ and $2.5 \times 10^{-5}$, respectively. The weights of the flow network are fixed during the first 5,000 iterations. The batch size is 8 and the patch size of input frames is $256 \times 256$. We use Charbonnier loss [6] since it better handles outliers and improves the performance over the conventional $\ell_2$-loss [14]. The number of iterations is set to 600,000 and 200,000 (300,000 for BasicVSR++) when training on DVD [24] and GoPro [20], respectively. During training, 30 frames are used as inputs. For testing, we take the full video sequence as inputs to explore information from all video frames for restoration. The detailed configurations can be found in https://github.com/ckkelvinchan/BasicVSR_PlusPlus and MMEditing [7].

**Quantitative Comparison.** As shown in Table 1 and Table 2, BasicVSR++ outperforms existing works by a large margin in terms of PSNR on both DVD [24] and GoPro [20]. Notably, BasicVSR++ outperforms the second-best methods by 1.48 dB and 1.91 dB on DVD and GoPro, respectively. Furthermore, thanks to the downsampling mechanism at the input end, it possesses high efficiency.
Table 4: Quantitative comparison (PSNR/SSIM) on DAVIS [12] (Video Denoising). The improvements over existing works increase with the noise level σ. Green and blue colors indicate the best and the second-best performance, respectively. Δ denotes the performance gain over PaCNet [29]. Note that PaCNet trains different networks for different noise levels.

| σ   | VBM4D  | VNLB  | DVDnet | FastDVDnet | VNLNet | PaCNet | BasicVSR++ | BasicVSR++ | Δ       |
|-----|--------|-------|--------|------------|--------|--------|------------|------------|---------|
| 10  | 31.88/0.87 | 35.03/1.12 | 35.70/1.17 | 36.58/1.22 | 35.70 | 39.50 | 34.68/1.07 | 36.83/1.28 | 2.15/0.11 |
| 20  | 31.88/1.12 | 35.03/1.12 | 35.70/1.17 | 36.58/1.22 | 35.70 | 39.50 | 34.68/1.07 | 36.83/1.28 | 2.15/0.11 |
| 30  | 31.65/1.53 | 34.08/1.91 | 34.04/1.67 | 35.07/2.27 | 36.07 | 38.80 | 34.45/1.14 | 36.66 | 2.07/0.03 |
| 40  | 32.05/2.32 | 32.86/0.62 | 32.82/0.49 | 33.20/0.99 | 33.57 | 37.00 | 33.20/0.99 | 36.66 | 2.49/0.04 |
| 50  | 28.30/3.13 | 31.85/0.74 | 31.86/0.74 | 32.39/0.99 | 32.39 | 34.45 | 34.45/0.99 | 35.18 | 0.80/0.01 |

Table 5: Quantitative comparison (PSNR/SSIM) on Set8 [28] (Video Denoising). The improvements over existing works increase with the noise level σ. Green and blue colors indicate the best and the second-best performance, respectively. Δ denotes the performance gain over PaCNet [29]. Note that PaCNet trains different networks for different noise levels.

| σ   | VBM4D  | VNLB  | DVDnet | FastDVDnet | VNLNet | PaCNet | BasicVSR++ | BasicVSR++ | Δ       |
|-----|--------|-------|--------|------------|--------|--------|------------|------------|---------|
| 10  | 30.00/0.91 | 31.75/0.91 | 31.68/0.88 | 31.68/0.88 | 32.05 | 35.07 | 31.68/0.88 | 36.66 | 2.07/0.03 |
| 20  | 28.48/0.91 | 30.46/0.91 | 30.46/0.91 | 30.72/0.91 | 30.72 | 33.94 | 30.72/0.91 | 36.66 | 2.07/0.03 |
| 30  | 27.33/0.91 | 29.53/0.91 | 29.53/0.91 | 29.53/0.91 | 29.53 | 31.75 | 29.53/0.91 | 31.75 | 0.80/0.01 |
| 40  | 30.81/0.91 | 32.29/0.91 | 32.29/0.91 | 32.29/0.91 | 32.29 | 34.45 | 32.29/0.91 | 34.45 | 0.80/0.01 |

Table 6: Runtime comparison on Set8 [28] (Video Denoising). Notably, BasicVSR++ is 147× faster than PaCNet with 1.49 dB improvement in PSNR. Green and blue colors indicate the best and the second-best performance, respectively. Runtime is measured on an RTX 2080 Ti GPU.

| VBM4D  | VNLB  | DVDnet | FastDVDnet | VNLNet | PaCNet | BasicVSR++ | BasicVSR++ | Δ       |
|--------|-------|--------|------------|--------|--------|------------|------------|---------|
| 30.81/0.82 | 31.42/0.82 | 32.60/0.82 | 33.68/0.82 | 35.17 | 37.41 | 38.58/0.96 | 40.77/0.96 | 2.29/0.02 |
| 420.0  | 156.0 | 2.51   | 0.08       | 1.65   | 35.24 | 33.09 | 0.08       | 0.24       |

As shown in Table 3, BasicVSR++ has the fastest speed while achieving the highest PSNR. BasicVSR++ further improves the performance with 1.81 dB and 2.98 dB difference on DVD and GoPro, respectively, but with a slower speed.

Qualitative Comparison. In Fig. 2, we compare BasicVSR++ with STFAN [36] and TSP [22]. Through aggregating long-term information from the video sequence, BasicVSR++ is able to restore the blurry texts, whereas other methods failed to recover the details.

3.2 Video Denoising

Settings. The settings follow that for deblurring in DVD, except that (1) the number of frames used in training is 25 and (2) the batch size is reduced to 7. The detailed configurations can be found in https://github.com/ckkelvinchan/BasicVSR_PlusPlus and MMEditing [7].

Quantitative Comparison. From Table 4 and Table 5, it is observed that BasicVSR++ outperforms existing works with a much higher efficiency. For example, as shown in Table 6, BasicVSR++ is 147× faster than PaCNet [29] while having 1.97 dB and 1.49 dB improvements on DAVIS [12] and Set8 [28], respectively. Interestingly, we find that the improvements over previous state of the arts increase with the noise level σ. We conjecture that long-term information is more important for low-quality videos, where most information is lost due to the severe noise.

Qualitative Comparison. In Fig. 3, we show an example of σ=50. With severe noise, VBM4D [19] and FastDVDnet [28] are unable to restore the numbers faithfully. In contrast, the effective propagation and alignment of BasicVSR++ lead to a better output with more details revealed.

3.3 Comparison to Transformer-Based Approaches

Recently, Transformer-based methods [2, 16, 17] have shown competitive performance in various video restoration tasks, including super-resolution, deblurring, and denoising. In this section, we compare BasicVSR++ (recurrent framework) to the Transformer-based methods. The comparison is shown in Table 7.
Figure 3: **Qualitative comparison on Set8** [12] (Video Denoising). Only BasicVSR++↓4 is able to restore the number “6600”.

Table 7: **Comparison (PSNR (dB) / Params (M) / Runtime (ms)) with Transformer-based methods.** BasicVSR++ achieves comparable performance to Transformer-based methods with better efficiency. Green and blue colors indicate the best and the second-best performance, respectively. The case of $\sigma=50$ is reported for denoising. Runtime is measured on an RTX 2080 Ti GPU with an output resolution of 1280×720.

| Task          | VSRT [2]      | FGST [17]    | VRT [16]     | BasicVSR++↓4 | BasicVSR++↓2 |
|---------------|---------------|--------------|--------------|--------------|--------------|
| 4× SR (REDS4) | 31.06 / 32.6 / 4312 | -            | 32.19 / 35.6 / 241 | 32.39 / 7.3 / 98 |
| Deblurring (DVD) | -              | 33.36 / 9.7 / 247 | 34.27 / 18.3 / 220 | 34.28 / 9.8 / 131 | 34.61 / 9.5 / 433 |
| Denoising (DAVIS) | -              | -            | 34.36 / 18.3 / 220 | 33.45 / 9.8 / 131 | 35.18 / 9.5 / 433 |

Figure 4: **Qualitative comparison with VRT.** Despite its smaller complexity, BasicVSR++↓4 is able to achieve comparable results to VRT.

Transformer-based methods achieve remarkable performance in the aforementioned tasks. For example, VRT [16] achieves comparable performance to BasicVSR++↓4 in deblurring and outperforms BasicVSR++↓4 in denoising. However, these methods generally require large network complexity to achieve good performance. For instance, for super-resolution, VSRT [2] and VRT [16] consist of over 30M parameters, which are about 5 times of BasicVSR++. In contrast, BasicVSR++ exploits
long-term information through a recurrent network, achieving a promising performance-parameter-speed tradeoff. As shown in Fig. 4 through exploiting long-term information, BasicVSR++ is able to reconstruct sharper edges and clearer details, achieving results highly similar to the ground truth. Furthermore, with a smaller downsampling factor, our BasicVSR++ $_2$ achieves a substantial performance gain compared to the aforementioned methods.

### 3.4 Performance-Speed Tradeoff with Input Downsampling

As shown in our experiments, our BasicVSR++ framework is flexible in balancing speed and performance. On the one hand, better efficiency is obtained through shifting the computations to lower resolution. On the other hand, performance is substantially improved when more spatial information is preserved, with a slight sacrifice of efficiency. In practice, one could determine the optimal downsampling factor based on the task requirement.
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