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Abstract

We extend the theory of perturbations of KMS states to some class of unbounded perturbations using noncommutative $L_p$-spaces. We also prove certain stability of the domain of the Modular Operator associated to a $\|\cdot\|_p$-continuous state. This allows us to define an analytic multiple-time KMS condition and to obtain its analyticity together with some bounds to its norm. The main results are Theorem 5.1.15, Theorem 5.1.16 and Corollary 5.1.18.

Apart from that, this work contains a detailed review, with minor contributions due to the author, starting with the description of $C^*$-algebras and von Neumann algebras followed by weights and representations, a whole chapter is devoted to the study of KMS states and its physical interpretation as the states of thermal equilibrium, then the Tomita-Takesaki Modular Theory is presented, furthermore, we study analytical properties of the modular operator automorphism group, positive cones and bounded perturbations of states, and finally we start presenting multiple versions of noncommutative $L_p$-spaces.

**Keywords:** KMS states, noncommutative $L_p$-spaces, unbounded perturbations.
Resumo

Apresentamos uma extensão da teoria de perturbações de estados KMS para uma classe de operadores ilimitados através dos espaços $L_p$ não-comutativos. Além disso, provamos certa estabilidade do domínio do Operador Modular de um estado $\|\cdot\|_p$-contínuo, o que nos permite escrever a condição KMS para tempos múltiplos e obter sua analiticidade junto com majorantes para sua norma. Os principais resultados são o Teorema 5.1.15, o Teorema 5.1.16 e o Corolário 5.1.18.

Além disso, nesse trabalho fazemos uma detalhada revisão, com contribuições menores devidas ao autor, começando com uma descrição de álgebras $C^*$ e álgebras de von Neumann, seguida por pesos e representações, um capítulo inteiro é dedicado ao estudo de estados KMS e sua interpretação como estados de equilíbrio térmico, depois apresentamos a Teoria Modular de Tomita-Takesaki, além disso, estudamos as propriedades de analiticidade do grupo de automorfismo modular, cones positivos e perturbações de estados e finalmente, começamos a apresentar múltiplas versões dos espaços $L_p$ não comutativos.

**Palavras-chave:** estados KMS, espaços $L_p$ não-comutativos, perturbações ilimitadas.
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Preamble

P.1 Motives and Objectives

Why this thesis? The answer to this question demands a discussion about the meaning of several mathematical structures and their historical origin.

The first appearance of the term “von Neumann algebra” occurred in Dixmier’s book “Les Algèbres d’Opérateurs dans l’Espace Hilbertien” in 1957, following a suggestion by Dieudonné, but the first appearance of such structure goes back to von Neumann article of 1930 [48] where he proved his fundamental Double Commutant Theorem.

His studies in quantum mechanics began when von Neumann started as Hilbert’s assistant in 1926, Hilbert was very interested in mathematical formalization of physics, as can be seen in his sixth problem. He gave lectures on mathematical foundations of Quantum Mechanics that year, von Neumann attended the lectures and published an article in 1927 based on it, his first article on the subject. Hilbert strongly influenced von Neumann to work in both: formalization of Quantum Mechanics and Mathematical Logic. It is important to mention that it was von Neumann who gave the abstract definition of Hilbert spaces as known today and it was he who formulated the eigenvalue problem for self-adjoint operators in therm of spectral measures, solving the problems encountered in Dirac’s work.

Next, he started the study of a structure called, at that time, rings of operators. It was a natural consequence of von Neumann work on rigorous mathematical formalization
of Quantum Mechanics, since rings of operators are closely related to observables as seen in Definition 1.1.7 and 1.1.13.

After that, von Neumann algebras were left out, reappearing only five years later in a series of articles by Murray and von Neumann [42], [43], [47], and [44], giving rise to the classification theory of von Neumann algebras. Interestingly, at first just the type I von Neumann algebras seemed to be of physical interest while type III were almost mystical. In fact, it wasn’t even known if such an algebra existed, as its existence was proven only in 1940 in [47]. Nowadays, however, type III von Neumann algebras became the type with most physical significance, especially to Quantum Statistical Mechanics and Quantum Field Theory.

The core of classification theory of von Neumann algebras are the projections, as will be presented in Theorem 1.1.14, which form a complete lattice. This property was one of the clues used by Murray to propose an relation order for the set of projections, and to prove a Bernstein type theorem.

Probably the more powerful tool in $C^*$-algebras is the functional calculus, a result of ideas and efforts of Stone and von Neumann started in an article in 1937 treating the subject (just for von Neumann algebras at that time). This new ideas also allow to treat unbounded operator, which are vital to the study of Quantum Mechanics. The ultimate result on this direction was made by Gelfand and Naimark in 1943 where they proved Theorem 1.5.14 using the ideas developed by Stone, Murray and von Neumann in the above mentioned articles.

At that point the theory had slightly moved away from physics, but the work of Haag, Hugenholtz and Winnink [26] changed that. Problems in quantum statistical mechanics were treated with a density matrix, but the limitations of this approach are evident: density matrices express the expectation value of an observable trough a trace, $\langle A \rangle = \text{Tr}(\rho A)$ where $\rho$ is the density matrix. Since this trace must be normalized, it only makes sense if the matrix has a $\ell_1$ sequence on its diagonal (remember we are supposing that the Hilbert space is separable), but then the condition of maximizing entropy in equilibrium fails, since the Lagrange multiplier method gives us a uniform probability. Another problem is that it is known that, in a box, the spectrum of an operator like the Hamiltonian typically appears in a countable number, but when the limit for infinit boxes is taken, the operator produces a continuum spectrum and the density matrix formalism crumbles completely. These problems forbid us to formulate Gibb’s equilibrium states directly in thermodynamical limit.

The main contribution of Haag, Hugenholtz and Winnink, that will be discussed in Chapter 2, was to describe the precise condition of equilibrium of a system with
infinite degrees of freedom, known as KMS condition, see reference [26]. The KMS condition is a result of an independent work of Kubo, who introduced it, and Martin and Schwinger who defined thermodynamical Green functions. The KMS condition is central in the study of von Neumann algebras and thermodynamical equilibrium and will be central in this work.

Another central contribution in this direction was made by Tomita and Takesaki. Takesaki attended to a conference in operator algebras and applications where Haag, Hugenholtz and Winnink presented a seminar about the work cited above and Tomita presented a work answering an open question about the relation between an algebra and its commutant. Takesaki put the ideas together and created the Tomita-Takesaki modular theory. Of course it has physical significance since it is related with equilibrium states. Tomita-Takesaki Modular Theory proved to be a powerful tool.

Finally, for physical reasons, we expect some “good behaviour” from equilibrium states under perturbations. Araki has proved that for a bounded perturbation this is true, but not much has been done in the last 35 years, the only work was [15]. Our proposal is this thesis is to understand perturbations on KMS states in the light of noncommutative $L_p$ spaces.

\section{P.2 Thesis Organization}

This work is going to present a long revision because there is no text book with all necessary subjects and results to define modular theory, perturbation of KMS states, and noncommutative $L_p$ spaces accordingly (probably [69] and [70] are the closest to this aim). It is indispensable, for our goal, to define a coherent language and to understand all the connections between previous results. Moreover, while the evolution of important physical and mathematical concepts has been discussed above, more than a few words are usually required to make concepts and connections clear. Therefore, a more extensive analysis may be presented in some cases.

Below, a more detailed explanation of contents in each chapter:

Chapter 1: this chapter is devoted to theory of $C^*$-algebras and $W^*$-algebras. After the first definitions we present the advances in the theory in order to prove the GNS-Representation Theorem and Functional Calculus, this course pass through states and weights, which are fundamental concepts by themselves.

Chapter 2: here we present the definition of dynamical systems, analytic elements and equivalences and important physical and mathematical proprieties of the so called
KMS states. The majority of the presentation of this chapter can be found in [11] and [26].

Chapter 3: we present the construction of both Modular and Relative Modular theory. Despite the first has many good presentations in articles and books, e.g. [5], [10], [11], [19], [69], the second one is difficult to find and it is presented with slightly different definitions, equivalent at least on the context. We also show useful Modular Operator proprieties involving analyticity, positive cones and dual cones. Since Relative Modular Operator is in the core of the definition of noncommutative $L_p$ spaces, we will present the construction using weights. We also present in this chapter the noncommutative Radon-Nikodym theorem, which is central to our results, in an direct organized way and in all details just with some minor modifications to help comprehension and to suit the language of this thesis, the original presentation can be found in [50] and [59].

Chapter 4: in this chapter we present the definition and theory of noncommutative $L_p$ spaces with results from an extensive list of references, with some different proofs due to the author.

Chapter 5: this chapter contains the results of this project, which means, our extension of the theory of perturbations continuous KMS states which includes unbounded perturbations. It starts discussing a property of bounded perturbations that does not hold for unbounded ones. A less restrictive property is proposed and examples of unbounded perturbation satisfying this property are giver. Finally, we prove a inequality that allows us to state some conditions under which Dyson’s series converges.
Chapter C*,W*-Algebras, States, Weights, Representations, and all that.

We start this chapter with well known definitions and properties. Those definition motivates the study of weights, which is much less common in the standard literature, as well as the GNS construction for weights. In fact, much of the technical steps in this chapter were written by the author and some other proofs were adapted or recreated in order to present a self contained and linear development of the theory.

1.1 Basic Definitions in $C^*$,$W^*$-Algebras

Definition 1.1.1. A Banach $*$-algebra $\mathcal{B}$ is a structure $(\mathcal{B}, \mathbb{K}, \cdot, +, \circ, \ast, \|\cdot\|)$ consisting of a set $\mathcal{B}$; a field $\mathbb{K} = \mathbb{R}, \mathbb{C}$; three binary operations: a scalar product $\cdot : \mathbb{K} \times \mathcal{B} \to \mathcal{B}$, a vector sum $+ : \mathcal{B} \times \mathcal{B} \to \mathcal{B}$ and an associative product $\circ : \mathcal{B} \times \mathcal{B} \to \mathcal{B}$; an involution $\ast : \mathcal{B} \to \mathcal{B}$; and a norm $\|\cdot\| : \mathcal{B} \to \mathbb{R}_+$, such that $(\mathcal{B}, \mathbb{K}, \cdot, +, \|\cdot\|)$ is a Banach space over the field $\mathbb{K}$ and $(\mathcal{B}, \mathbb{K}, \cdot, +, \circ)$ is an associative algebra over the field $\mathbb{K}$ with the additional relation between the norm and the product

$$\|A \circ B\| \leq \|A\| \|B\| \quad \forall A, B \in \mathcal{B}.$$

Notation 1.1.2. We used the notation $A \circ B$ to denote the multiplication but, as usual, we will omit this sign and write $AB$ instead of $A \circ B$. 

Note that we related the product to the norm, which ensures the continuity of the multiplication since, for a fixed \( A, B \in B \) and \( 0 < \epsilon < 1 \) given, take \( \delta = \frac{\epsilon}{2(\|B\|+1)(\|A\|+1)} \), then \( \forall A_1 \times B_1 \in B_\delta(A) \times B_\delta(B) \) we get

\[
\|AB - A_1B_1\| = \|AB - A_1B + A_1B - A_1B_1\|
\leq \|A - A_1\|\|B\| + \|A_1\|\|B - B_1\|
\leq \delta\|B\| + \|A_1\|\delta
\leq \delta\|B\| + (\|A\| + \delta)\delta
< \epsilon.
\]

To this point no topological condition was required over the involution.
There are two interesting conditions available to impose over \(*\):

\[
\|A^*A\| = \|A\|^2, \quad (B^* \text{ condition}) \quad (1.1)
\]

\[
\|A^*A\| = \|A^*\|\|A\|. \quad (C^* \text{ condition}) \quad (1.2)
\]

Of course a Banach algebra that satisfies the \( B^* \) condition also meets the \( C^* \) one, because due to the submultiplicative condition we have \( \|A\|^2 = \|A^*A\| \leq \|A^*\|\|A\| \Rightarrow \|A\| \leq \|A^*\| \), but with the substitution \( A \mapsto A^* \) we obtain the opposite inequality, thus equality. The converse is true but non-trivial: a Banach \( * \)-algebra satisfying the \( C^* \)-condition also satisfies the \( B^* \)-condition. A stronger result which states that a complete normed \( * \)-algebra with continuous involution satisfies the \( B^* \)-condition that can be found in [6]. An alternative reference that includes an discussion on the topic is [18].

**Definition 1.1.3.** A (abstract) \( C^* \)-algebra \( \mathfrak{A} \) is a Banach \( * \)-algebra that satisfies the \( C^* \)-condition. We say that \( \mathfrak{A} \) is unital if it has an identity, i.e., and element \( 1 \in \mathfrak{A} \) such that \( 1A = A1 \) for every \( A \in \mathfrak{A} \).

Since equations (1.1) and (1.2) are equivalent, we are going to use the first one, i.e., the \( B^* \)-condition.

**Proposition 1.1.4 (Polarization Identity).** Let \( \mathfrak{A} \) be a \( C^* \)-algebra and \( A, B \in \mathfrak{A} \). Then

\[
AB^* = \frac{1}{4} \sum_{n=0}^{3} i^n(A + i^nB)(A + i^nB)^*
\]

(1.3)

The previous proposition is a useful result, specially because we will see later it means that, in a unital \( C^* \)-algebra, every operator is a linear combination of four
positive elements. Going a little further, we will see it is the case even when the $C^*$-algebra has no unit.

**Notation 1.1.5.** Throughout this work we will denote by $\mathcal{H}$ a Hilbert space over $\mathbb{C}$ and by $\mathfrak{A}$ a von Neumann algebra acting on $\mathcal{H}$.

**Exemple 1.1.6.** The first example of a $C^*$-algebra, is $B(\mathcal{H})$, the set of all bounded operators on a Hilbert space $\mathcal{H}$, provided with the usual addition, scalar multiplication, adjoint operation, product, and norm.

Of course, any norm closed $\ast$-subalgebra of $B(\mathcal{H})$ is another example, and, as we will see later, these are the only examples.

This motivates the following definition.

**Definition 1.1.7.** A (concrete) $C^*$-algebra is a norm closed $\ast$-invariant sub-algebra of $B(\mathcal{H})$, where $\mathcal{H}$ is a Hilbert space.

One of the aims of this chapter is to prove that the abstract and the concrete definitions are equivalent.

**Definition 1.1.8.** Let $\mathcal{H}$ be a Hilbert space, $B(\mathcal{H})$ the set of all bounded operators on $\mathcal{H}$ provided with the usual addition, scalar multiplication, adjoint operation and product. The following families of seminorms define five vector space topologies on $B(\mathcal{H})$:

1. $\rho(A) = \|A\|$; (norm or uniform topology)
2. $\rho_x(A) = \|Ax\|$, $x \in \mathcal{H}$; (strong operator topology)
3. $\rho_{x,y} = |\langle Ax,y \rangle|$, $x, y \in \mathcal{H}$; (weak operator topology)
4. $\rho_{(x_n)_{n \in \mathbb{N}}} = \left( \sum_{n=1}^{\infty} \|Ax_n\| \right)^{\frac{1}{2}}$, $(x_n)_{n \in \mathbb{N}} \in \ell^2(\mathcal{H})$; (ultra-strong operator topology)
5. $\rho_{(x_n)_{n \in \mathbb{N}},(y_n)_{n \in \mathbb{N}}} = \left( \sum_{n=1}^{\infty} |\langle Ax_n,y_n \rangle| \right)^{\frac{1}{2}}$, $(x_n)_{n \in \mathbb{N}},(y_n)_{n \in \mathbb{N}} \in \ell^2(\mathcal{H})$. (ultra-weak operator topology)

**Notation 1.1.9.** We will use the acronyms SOT and WOT for strong operator topology and weak operator topology, respectively.

**Definition 1.1.10.** Let $\mathfrak{A}$ be a concrete $C^*$-algebra. We define the commutant of $\mathfrak{A}$ to be the set

$$\mathfrak{A}' = \{ A' \in B(\mathcal{H}) \mid AA' = A'A \ \forall A \in \mathfrak{A} \}.$$
We will skip the proof of von Neumann’s Double Commutant Theorem, since it is a classical result which can be found in [11] and [33].

**Theorem 1.1.11** (Double Commutant Theorem). Let $\mathcal{S}$ be a unital $\ast$-invariant subalgebra of $B(\mathcal{H})$. The following are equivalent:

(i) $\mathcal{S} = \mathcal{S}''$;

(ii) $\mathcal{S}$ is weak-operator closed;

(iii) $\mathcal{S}$ is strong-operator closed.

(iv) $\mathcal{S}$ is ultra-weak operator closed;

(v) $\mathcal{S}$ is ultra-strong operator closed.

**Definition 1.1.12.** A (abstract) von Neumann algebra $\mathcal{M}$ is a $C^\ast$-algebra $\mathcal{M}$ which has a pre-dual, i.e., there exists a Banach space $\mathcal{M}_*$ such that $(\mathcal{M}_*)^* = \mathcal{M}$ as a Banach space.

**Definition 1.1.13.** A concrete von Neumann algebra is a weak-operator closed $\ast$-invariant subspace of $B(\mathcal{H})$, where $\mathcal{H}$ is a Hilbert space.

One of the central ingredients in von Neumann algebras, as noticed by Murray and von Neumann himself\(^1\), are the (orthogonal) projections. The following result is the first in this direction and it is of central importance.

We warn the reader that we will usually use the word projection meaning orthogonal projection.

**Theorem 1.1.14.** Let $\mathcal{M}$ be a von Neumann algebra. Then

$$\mathcal{M}_p = \left\{ P \in \mathcal{M} \mid P = P^* = P^2 \right\}$$

(it means, the set of all orthogonal projections of $\mathcal{M}$) with its natural order given by $P \leq Q \iff QP = P$, is a complete lattice.

**Proof.** Without loss of generality (Theorem 1.5.14), consider $\mathcal{M}$ as a concrete von Neumann algebra, that is, a subalgebra of $B(\mathcal{H})$ for some Hilbert space $\mathcal{H}$. Let $\{P_i\}_{i \in I}$ be any family of projections in $\mathcal{M}$ and define $\bigwedge_{i \in I} P_i$ to be the orthogonal projection onto the closed subspace $\bigcap_{i \in I} P_i(\mathcal{H})$. Of course, $\bigwedge_{i \in I} P_i \in B(\mathcal{H})$. Furthermore,

\(^1\)see [25].
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\[ \bigwedge_{i \in I} P_i \in B(H) \] is the greatest lower bound of the family \( \{P_i\}_{i \in I} \), for it just noticing that

\[ P_j(H) \subset \bigcap_{i \in I} P_i(H) \Rightarrow P_j \bigwedge_{i \in I} P_i = \bigwedge_{i \in I} P_i \] for any \( j \in I \) and, for any other \( Q \leq P_i \ \forall i \in I \) we must have \( P_i Q = Q \ \forall i \in I \Rightarrow Q(H) \subset \bigcap_{i \in I} P_i(H) \) and thus \( \bigwedge_{i \in I} P_i Q = Q \) which, by definition, means that \( Q \leq \bigwedge_{i \in I} P_i \).

Notice that we just showed that any family of projections has a greatest lower bound in \( B(H) \), but let \( A \in \mathcal{M}' \), by definition \( AP_i = P_i A \), thus \( A(P_i H) \subset P_i(H) \ \forall i \in I \Rightarrow A \bigwedge_{i \in I} P_i = \bigwedge_{i \in I} P_i A \Rightarrow \bigwedge_{i \in I} P_i \in \mathcal{M}'' = \mathcal{M} \).

For the least upper bound just define

\[ \bigvee_{i \in I} P_i = 1 - \bigwedge_{i \in I} (1 - P_i). \]

As we have mentioned, projections play a central role in understanding von Neumann algebras. We will see later that we can classify von Neumann algebras through them. Let us define a special class of von Neumann algebras with interesting properties related to states and cyclic vectors.

**Definition 1.1.15.** Let \( \mathfrak{A} \) be a \(*\)-algebra. Two projections \( P, Q \in \mathfrak{A} \) are pairwise orthogonal if \( PQ = 0 \).

**Definition 1.1.16.** Let \( \mathfrak{M} \) be a von Neumann algebra. \( \mathfrak{M} \) is said to be \( \sigma\)-finite if every set of non-zero pairwise orthogonal projection is at most countable.

1.2 Positive Linear Functionals, States and Weights.

To start this section we need the definition of a positive operator. We will devote Section 1.7 to this subject, for now, we will use the following definition:

**Definition 1.2.1.** Let \( \mathfrak{A} \) be a \( C^*\)-algebra. \( A \in \mathfrak{A} \) is said to be positive if \( A = 0 \) or \( A \) is self-adjoint and satisfies

\[ \left\| 1 - \frac{A}{\|A\|} \right\| \leq 1. \]

We denote by \( \mathfrak{A}_+ \) the set of positive operators in the algebra \( \mathfrak{A} \).

**Definition 1.2.2 (Positive Linear Functionals and States).** Let \( \mathfrak{A} \) be a unital \( C^*\)-algebra

(i) A linear functional \( \omega \) on \( \mathfrak{A} \) is said to be positive if

\[ \omega(A) \geq 0 \ \forall A \in \mathfrak{A}_+; \]
(ii) a positive linear functional $\omega$ on $\mathfrak{A}$ is said to be a state if

$$
\|\omega\| = \sup_{\|A\| \leq 1} |\omega(A)| = 1.
$$

**Remark 1.2.3.** If $\mathfrak{A}$ is unital we have $\omega(1) = 1$, because if $\omega$ is a state on $\mathfrak{A}$, $\|\omega\| = 1 \iff \omega(1) = 1$. Continuity is not required in the definition because it is a consequence of positiveness.

**Proposition 1.2.4** (Cauchy-Schwarz inequality). Let $\mathfrak{A}$ be a $C^*$-algebra and $\omega$ a state. Then

$$
\omega(A^*B) = \overline{\omega(B^*A)};
$$

$$
|\omega(A^*B)|^2 \leq \omega(A^*A)\omega(B^*B).
$$

**Proof.** It is a consequence of positivity that, for all $\lambda \in \mathbb{C},$

$$
0 \leq \omega((A + \lambda B)^*(A + \lambda B)) = \omega(A^*A) + \overline{\lambda}\omega(B^*A) + \lambda\omega(A^*B) + |\lambda|^2\omega(B^*B).
$$

In particular, for $\lambda = 1, i$, we conclude that $\text{Im}(\omega(A^*B)) = -\text{Im}(\omega(B^*A))$ and $\text{Re}(\omega(A^*B)) = \text{Re}(\omega(B^*A))$, respectively. Hence $\omega(A^*B) = \overline{\omega(B^*A)}$ and

$$
0 \leq \omega(A^*A) + \overline{\lambda}\omega(A^*B) + \lambda\omega(A^*B) + |\lambda|^2\omega(B^*B).
$$

If $\omega(B^*B) = 0$ the inequality is trivial. For $\omega(B^*B) \neq 0$, choose $\lambda = -\frac{\omega(A^*B)}{\omega(B^*B)}$. It follows that

$$
0 \leq \omega(A^*A) - \frac{|\omega(A^*B)|^2}{\omega(B^*B)}.
$$

**Proposition 1.2.5.** Let $\omega$ be a linear functional on a unital $C^*$-algebra $\mathfrak{A}$. The following are equivalent

(i) $\omega$ is positive;

(ii) $\omega$ is continuous and $\|\omega\| = \omega(1)$.

**Proof.** $(i) \Rightarrow (ii)$ First, let us prove that

$$
\{\omega(A) \in \mathbb{R} \mid A \geq 0, \|A\| = 1\}
$$

is bounded by some constant $M > 0$. In fact, if this is not true, there exists a sequence of positive elements $A_n$ with $\|A_n\| = 1$, such that $\omega(A_n) > n2^n$. But then the operators
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\[ B_m = \sum_{n=1}^{m} 2^{-n} A_n \] are norm convergent to some positive element \( B \) and it follows from positivity that

\[ n = \omega(B_m) \leq \omega(B) \quad \forall n \in \mathbb{N}. \]

It is a contradiction. Hence, we can define

\[ M = \sup \{ \omega(A) \in \mathbb{R} \mid A \geq 0, \|A\| = 1 \}. \]

It follows from the polarization identity, equation (1.3), that, for each \( A \in \mathfrak{A} \) with \( \|A\| = 1 \), there exists \( A_i \in \mathfrak{A}_+ \) with \( \|A_i\| \leq 1 \) and \( A = \sum_{j=0}^{3} i^j A_j \). Thus, \( |\omega(A)| \leq 4M \), which means \( \omega \) is continuous.

Furthermore, \( \|\omega\| \geq \omega(1) \). On the other hand, by the Cauchy-Schwarz inequality

\[ |\omega(A)|^2 = |\omega(A1)|^2 \leq |\omega(A)||\omega(1)| \Rightarrow |\omega(A)| \leq |\omega(1)|. \]

\((ii) \Rightarrow (i)\) Dividing by its norm, we can suppose \( \|\omega\| = 1 \), and by hypothesis, \( \omega(1) = 1 \).

Now, by Definition 1.2.1, every norm-one positive element \( A \) satisfies \( \|1 - A\| \leq 1 \). Then, \( \omega(1 - A) \leq 1 \) and it follows that

\[ \omega(A) \geq 0 \quad \forall A \in \mathfrak{A}_+. \]

We will use the end of this section to define the adjoint-functional.

**Definition 1.2.6.** Let \( \mathfrak{A} \) be a \( C^* \)-algebra and let \( \omega \) be a linear functional on \( \mathfrak{A} \). We define the adjoint \( \omega^* \) of \( \omega \) by

\[ \omega^*(A) = \overline{\omega(A^*)}, \quad A \in \mathfrak{A}. \]

It will become clear, once we prove that all positive operators are of the form \( A^* A \), that any positive linear functional is self-adjoint.
1.3 Weights

Weights are, in some way, a natural generalization of positive linear functionals where the co-domain is the positive extended real line \( \mathbb{R} = [0, +\infty] \).

**Definition 1.3.1.** A weight on a \( C^* \)-algebra \( \mathcal{A} \) is a function \( \phi : \mathcal{A}_+ \rightarrow \mathbb{R}_+ \) such that

(i) \( \phi(\lambda A) = \lambda \phi(A) \quad \forall A \in \mathcal{A}_+, \forall \lambda \geq 0 \);

(ii) \( \phi(A + B) = \phi(A) + \phi(B) \quad \forall A, B \in \mathcal{A}_+ \).

It is important to stress that we use the convention \( \infty \cdot 0 = 0 \).

**Definition 1.3.2.** Let \( \phi \) be a weight on a \( C^* \)-algebra \( \mathcal{A} \), we define:

(i) \( \mathcal{N}_\phi = \mathcal{D}_\phi^2 = \{ A \in \mathcal{A} \mid \phi(A^*A) < \infty \} \);

(ii) \( \mathcal{F}_\phi = \{ A \in \mathcal{A}_+ \mid \phi(A) < \infty \} \);

(iii) \( \mathcal{M}_\phi = \mathcal{D}_\phi^1 = \text{span} [\mathcal{F}_\phi] \);

(iv) \( N_\phi = \{ A \in \mathcal{A} \mid \phi(A^*A) = 0 \} \).

Some important definitions and results for a thorough understanding of the following, such as the Krein-Milman Theorem\(^3\), are left to the Appendix A.2.

**Proposition 1.3.3.** The following properties hold:

(i) \( \mathcal{F}_\phi \subset \mathcal{N}_\phi \cap \mathcal{N}_\phi^* \);

(ii) \( \mathcal{F}_\phi \) is a face of \( \mathcal{A}_+ \);

(iii) \( \mathcal{N}_\phi \) and \( N_\phi \) are left ideals of \( \mathcal{A} \);

(iv) \( \mathcal{M}_\phi = \mathcal{N}_\phi^* \mathcal{N}_\phi = \text{span} \{ A^*A \mid A \in \mathcal{N}_\phi \} \);

(v) \( \mathcal{M}_\phi \) is a \( * \)-subalgebra of \( \mathcal{A} \) and \( \mathcal{M}_{\phi^+} = \mathcal{M}_\phi \cap \mathcal{A}_+ = \mathcal{F}_\phi \).

**Proof.** (i) It is obvious that \( \mathcal{F}_\phi \subset \mathcal{N}_\phi \), since for each \( A \in \mathcal{F}_\phi \), \( A^*A = AA \leq \|A\|A \) hence

\[
0 \leq \phi(\|A\|A - A^*A) = \|A\|\phi(A) - \phi(A^*A) \Rightarrow \phi(A^*A) \leq \|A\|\phi(A) < \infty.
\]

Using now the positiveness, we also get \( \mathcal{F}_\phi \subset \mathcal{N}_\phi^* \).

---

\(^2\)We are using the convention \( 0 \cdot \infty = 0 \).

\(^3\)see Theorem A.2.5.
(ii) Trivial.

(iii) Notice that, for all $A, B \in \mathfrak{A}$, $B^*A^*AB \leq \|A\|B^*B$ because, if we call $D$ the unique positive square root of $\|A\|^2 - A^*A$ which exists due to Theorem 1.7.1 and $\|A\|^2 \mathbb{1} \geq A^*A$, we have

$$\|A\|^2B^*B - B^*A^*AB = B^*(\|A\|^2 - A^*A)B = (DB)^*(DB) \geq 0.$$ 

$$\Rightarrow \phi((AB)^*AB) = \phi(B^*A^*AB) \leq \|A\|^2\phi(B^*B).$$

Now, it is easy to see that when $A \in \mathfrak{A}$ and $B \in N_\phi$, we must have $AB \in N_\phi$, moreover, $\lambda \in \mathbb{C}, A \in N_\phi \Rightarrow \lambda A \in N_\phi$. Finally,

$$(A + B)^*(A + B) + (A - B)^*(A - B) = 2A^*A + 2B^*B.$$ 

Hence, if we take $A, B \in N_\phi$, we must have

$$\infty > \phi(2A^*A + 2B^*B) = \phi((A + B)^*(A + B) + (A - B)^*(A - B)) \geq \phi((A + B)^*(A + B)),$$

from which it follows that $A + B \in N_\phi$.

The analogous properties for $N_\phi$ are trivial.

(iv) The polarization identity states that, for $A, B \in N_\phi$,

$$B^*A = \frac{1}{4} \sum_{n=0}^{3} i^n(A + i^nB)^*(A + i^nB),$$

but the proof of (iii) above says that $A + i^nB \in N_\phi$, $0 \leq n \leq 3$, and therefore the conclusion holds.

(v) $\mathfrak{M}_\phi$ is closed with respect to $*$ due to Proposition 1.2.4 (i). From the definition, every $A \in \mathfrak{M}_\phi$ can be written as a linear combination $A = A_1 - A_2 + iA_3 - iA_4$ with $A_i \in \mathfrak{F}_\phi$. If $A \geq 0$, then $0 \leq A = A_1 - A_2 \leq A_1 \Rightarrow A \in \mathfrak{F}_\phi$.

Remark 1.3.4. At this point, it is important to note that a weight $\phi$ admits a natural linear extension $\tilde{\phi}$ to $\mathfrak{M}_\phi$. It is a simple consequence of (iv) in Proposition 1.3.3 and the uniqueness of polarization identity.

There will be no distinction between $\phi$ and $\tilde{\phi}$ in the following.

Notice that these properties make the quotient $N_\phi/N_\phi$ a pre-Hilbert space, provided with $\langle A, B \rangle_{\phi} = \phi(B^*A)$. We call the completion of this space $\mathcal{H}_\phi$. 

\[ \square \]
Definition 1.3.5. A weight \( \phi \) on a \( C^* \)-algebra \( \mathfrak{A} \) is said to be:

(i) densely defined, if \( \mathfrak{F}_\phi \) is dense in \( \mathfrak{A}_+ \);

(ii) faithful, if \( \phi(A^*A) = 0 \Rightarrow A = 0 \), \( A \in \mathfrak{A} \);

(iii) normal, if \( \phi(\sup A_i) = \sup \phi(A_i) \) for all bounded increasing net \((A_i)_{i \in I} \in \mathfrak{A}_+ \);

(iv) semifinite, if \( \mathfrak{M}_\phi \) is weakly dense in \( \mathfrak{A} \);

(v) tracial, if \( \phi(A^*A) = \phi(AA^*) \) for all \( A \in \mathfrak{A} \).

It is important to stress that the definition of a trace (i.e., a tracial weight) and a straightforward calculation using the polarization identity implies that the extension of a trace to \( \mathfrak{M}_\phi \), as mentioned in Remark 1.3.4, satisfies \( \phi(AB) = \phi(BA) \) for all \( A, B \in \mathfrak{M}_\phi \).

1.4 Characterization of Normal Functionals

The aim of this section is to study the normality of functionals. Since this work will demand normality on the tracial weights, we are interested in obtaining some kind of continuity and a more workable form of these linear functionals.

For a more detailed presentation, the reader can look at [17]. We start presenting a useful result whose proof presented here can be found in [41].

Theorem 1.4.1 (Vigier). Let \( \mathfrak{M} \subset B(\mathcal{H}) \) be a von Neumann algebra and let \((A_j)_{j \in J} \subset \mathfrak{M} \) an increasing net of hermitian operators bounded above. Then, \((A_j)_{j \in J} \) is convergent in the SOT. In addition, \( A_j \xrightarrow{\text{SOT}} \sup_{j \in J} A_j \in \mathfrak{M} \), where the supremum is considered in the set of all self-adjoint elements of \( \mathfrak{M} \).

Proof. Let \( j_0 \in J \) and let \( K = \{ j \in J \mid j \geq j_0 \} \). Then \( (A_k - A_{j_0})_{k \in K} \) is an increasing net of positive operators bounded above and below. Let us denote this net by \((B_k)_{k \in K} \). Due to the properties of directed sets and limits, the desired convergence is equivalent to the convergence of the net \((B_k)_{k \in K} \).

Notice that, for every \( x \in \mathcal{H} \), \( \langle (B_k x, x) \rangle_{k \in K} \subset \mathbb{R}_+ \) defines an increasing net of real numbers such that

\[
\langle B_k x, x \rangle \leq \|B_k\| \|x\| \leq \sup_{k \in K} \|B_k\| \|x\|.
\]
Hence, \((\langle B_k x, x \rangle)_{k \in K}\) is convergent. Using the polarization identity, we define the sesquilinear form
\[
(x, y) = \sum_{l=0}^{3} \sup_{k \in K} \langle B_k(x + i^l y), x + i^l y \rangle.
\]

It is clear that \(|(x, y)| \leq 4 \sup_{k \in K} ||B_k|| |\langle x, y, \rangle|\). It follows by the Riesz Theorem that there exists a positive operator \(B \in \mathcal{M}\) such that \((x, y) = \langle B x, y \rangle\). Furthermore, it follows by the definition of the sesquilinear form that \(B_j \leq B\).

Notice that
\[
\|B - B_j\|^2 = \langle (B - B_j)x, (B - B_j)x \rangle \\
\leq \|B - B_j\| \langle (B - B_j)x, x \rangle \\
\leq \|B\| \langle (B - B_j)x, x \rangle \\
\xrightarrow{j \to 0} 0.
\]

Thus, \(B_j \xrightarrow{SOT} B\) and \(B = \sup_{j \in J} B_j\).

\[
\text{\square}
\]

Notice that normality is a kind of “order continuity”, it will become clear in the next two lemmas. The next result shows some relation between the order, the SOT and the WOT.

**Lemma 1.4.2.** Let \(\mathcal{M}\) be a von Neumann algebra, \(\mathcal{J} \subset \mathcal{M}\) a two-sided ideal and \(A \in \left(\mathcal{J}^{WOT}\right)^{+}\). Then there exists a increasing net \((A_i)_{i \in I} \subset \mathcal{J}^{+}\) converging to \(A\) in the SOT.

**Proof.** First, to simplify the notation, let write \(\mathcal{J}^{+} \setminus \{0\} = \{A_j\}_{j \in J}\). Now, consider the set
\[
\mathcal{F} = \left\{ K \subset J \left| \sum_{K \subset K_f} A_k \leq A, \forall K_f \subset K, K_f \text{ finite} \right. \right\}
\]
provided with the partial order \(K_1 \preceq K_2 \iff K_1 \subset K_2\). It is easy to see that it satisfies the requirements to conclude, by Zorn’s lemma, the existence of a maximal element \(I \in \mathcal{F}\).

Consider \(B = A - \sup \left\{ \sum_{i \in I_f} A_i \left| I_f \subset I, I_f \text{ finite} \right. \right\}\) and let \((p_j)_{j \in J} \subset \mathcal{J}\) be an increasing net of projections which converges to the identity of \(\mathcal{J}^{WOT}\). By the ideal property, \(B^\frac{1}{2} p_j B^\frac{1}{2} \in \mathcal{J}^{+}\) for every \(j \in J\) and \(0 \leq B^\frac{1}{2} p_j B^\frac{1}{2} \leq A\) since \(0 \leq B \leq A\), but it does not correspond to any index in \(I\), in fact, if we had \(B^\frac{1}{2} p_j B^\frac{1}{2} = A_r\), we would also
have the inequality

\[ \sum_{i \in I_f} A_i \leq B + A_r \leq A \quad \forall I_f \subset K \cup \{r\}, I_f \text{ finite}, \]

but the maximality of \( I \) forbids this. The only remaining possibility is

\[ B_j^2 p_j B_j^2 = 0 \quad \forall j \in J. \]

Hence, \( B = 0 \).

Notice that, by Vigier’s theorem, the net \( \left( \sum_{i \in I_f} A_i \right)_{I_f \subset I} \), with the natural order on the finite subsets of \( I \), converges to \( A \) in the SOT.

\[ \square \]

**Lemma 1.4.3.** Let \( \mathfrak{M} \) be a von Neumann algebra, \( A \in \mathfrak{M}_+ \) and \( \phi, \psi \) two normal positive functionals such that \( \phi(A) < \psi(A) \). Then, there exists \( B \in \mathfrak{M}_+ \setminus \{0\} \) such that \( \phi(C) < \psi(C) \quad \forall C \in \mathfrak{M}_+ \setminus \{0\} \quad C \leq B \).

**Proof.** Let \( \mathcal{F} = \{ P \in \mathfrak{M}_+ \mid P \leq A, \ \phi(P) \geq \psi(P) \} \).

Consider a chain \( \{P_i\}_{i \in I} \subset \mathcal{F} \), we know \( P = \sup_{i \in I} P_i \leq A \) and, by normality,

\[ \phi(P) = \sup_{i \in I} \phi(P_i) \geq \sup_{i \in I} \psi(P_i) = \psi(P). \]

Since every chain has a maximal element, Zorn’s lemma says \( \mathcal{F} \) has a maximal element \( Q \).

Take \( B = A - Q \in \mathfrak{M}_+ \). Of course, \( B \leq A \), and, since

\[ \psi(B) = \psi(A) - \psi(Q) > \phi(A) - \phi(Q) = \phi(B) \geq 0, \]

\( B \neq 0 \). Finally, for every \( P \in \mathfrak{M}_+, \ P \leq B \), we must have \( \phi(P) < \psi(P) \), otherwise the positive element \( A - P \geq Q \) would violate the maximality of \( Q \).

\[ \square \]

The next result is a classical result in Functional Analysis and can be found in [13]. It shows that, as a consequence of rigid structure of the field, strong and weak continuity are the same for linear functionals.
Lemma 1.4.4. Let \( \mathcal{M} \subset B(\mathcal{H}) \) be a von Neumann algebra and let \( \omega \) be a linear functional on \( \mathcal{M} \). Then \( \omega \) is ultra-weakly (weakly) continuous if, and only if, it is ultra-strongly (strongly) continuous. Furthermore, for every ultra-strongly continuous functional there exists \((x_n)_{n \in \mathbb{N}}, (y_n)_{n \in \mathbb{N}} \in \mathcal{H}\) satisfying \( \sum_{n \in \mathbb{N}} \|x_n\|^2, \sum_{n \in \mathbb{N}} \|y_n\|^2 < \infty \) such that

\[
\omega(A) = \sum_{n \in \mathbb{N}} (y_n, Ax_n), \quad A \in \mathcal{M}.
\]

Proof. It is obvious that ultra-weakly continuous functionals are ultra-strongly continuous.

For the other implication, by taking a basic neighbourhood in the ultra-strong topology, there exists a sequence \((x_n)_{n \in \mathbb{N}} \in \mathcal{H}\) with \( \sum_{n \in \mathbb{N}} \|x_n\|^2 < \infty \) such that \( |\omega(A)|^2 < \sum_{n \in \mathbb{N}} ||Ax_n||^2 \).

We can now define the Hilbert space \( \tilde{\mathcal{H}} = \bigoplus_{n \in \mathbb{N}} \mathcal{H} \) and the norm continuous functional

\[
\tilde{\omega}((Ax_n)_{n \in \mathbb{N}}) = \omega(A)
\]

defined on the linear subspace \( \{ (Ax_n)_{n \in \mathbb{N}} \in \tilde{\mathcal{H}} \mid A \in \mathcal{M} \} \). This functional can be extended to the whole space \( \tilde{\mathcal{H}} \) (still denoted by \( \tilde{\omega} \)) using the Hahn-Banach Theorem\(^4\) and Riesz’s Theorem ensures the existence of a vector \((y_n)_{n \in \mathbb{N}} \in \tilde{\mathcal{H}}\) (which means \( \sum_{n \in \mathbb{N}} \|y_n\|^2 < \infty \)) such that

\[
\tilde{\omega}((Ax_n)_{n \in \mathbb{N}}) = \omega(A) = \langle (y_n)_{n \in \mathbb{N}}, (Ax_n)_{n \in \mathbb{N}} \rangle_{\tilde{\mathcal{H}}} = \sum_{n \in \mathbb{N}} (y_n, Ax_n).
\]

This establishes not only the ultra-weakly continuity of \( \omega \), but it gives us the mentioned general form of the ultra-weakly (and ultra-strongly, since they are the same) continuous functionals.

The case when \( \omega \) is strongly-continuous is basically the same.

\[\square\]

Proposition 1.4.5. Let \( K \in \mathcal{M} \) be a convex set. Then, the ultra-weak (weak) closure and the ultra-strong (strong) closure of \( K \) coincide.

Proof. Of course \( K^{\text{SOT}} \subset K^{\text{WOT}} \), so the thesis is equivalent to show \( K^{\text{WOT}} \setminus K^{\text{SOT}} = \emptyset \).

Suppose there exists \( x \in K^{\text{WOT}} \setminus K^{\text{SOT}} \). Then \( K^{\text{SOT}} - x \) is a closed convex subset that does not contain the null-vector. Let \( U \) be a convex balanced neighbourhood of

\[^4\text{see Theorem A.1.2.}\]
zero such that \((x + USt) \cap K^{St} = \emptyset\). Therefore \(K^{St} + USt - x\) is also a closed convex subset that does not contain the null-vector, by Corollary A.1.5, there exists a SOT-continuous functional \(\phi\) such that \(\phi(x) = 0\) and \(\phi(k) > 0\) \(\forall k \in K^{St} + USt\).

Then, there exists \(\alpha > 0\) such that \(\phi(x) = 0\) and \(\phi(k) > \alpha > 0\), \(\forall k \in K^{St}\). This is not possible, as the previous lemma stated that such a \(\phi\) is also WOT-continuous and \(x \in K^{WOT}\).

\[\Box\]

**Notation 1.4.6.** Let \(A \subset B(H)\) be a \(C^*\)-algebra and \(x \in H\). We denote by \(\omega_x\) the continuous linear function on \(A\) defined by

\[\omega_x(A) = \langle x, Ax \rangle, \quad A \in A.\]

Notice that, if \(\|x\| = 1\), then \(\omega_x\) is a state. It may not seem obvious if \(A\) is not unital, but the existence of an approximate identity\(^5\), proved in Theorem A.2.8, plays the same role in the proof.

Finally, we will present the desired characterization of normal linear functionals.

**Proposition 1.4.7.** Let \(M \subset B(H)\) be a von Neumann algebra, \(\phi\) a positive functional on \(M\). The following conditions are equivalent:

(i) \(\phi\) is normal;

(ii) \(\phi\) is ultra-strongly continuous;

(iii) there exists \((x_n)_{n \in \mathbb{N}} \subset H\), such that \(\sum_{n=1}^{\infty} \|x_n\|^2 < \infty\) and \(\phi = \sum_{n=1}^{\infty} \omega_{x_n}\).

**Proof.** (i) \(\Rightarrow\) (ii) Let

\[\mathcal{F} = \{P \in M^+ \mid P \leq 1 \text{ and } M \ni A \mapsto \phi(AP) \text{ is ultra-weakly continuous}\}.\]

Consider a chain \(\{P_i\}_{i \in I} \subset \mathcal{F}\), we know \(P = \sup_{i \in I} P_i \in M^+\), \(P_i \overset{SOT}{\to} P\) by the Vigier Theorem, so it also converges in the WOT, but on the unit ball the weak and ultra-weak topologies coincide. Furthermore, for \(\|A\| \leq 1\),

\[|\phi(A(P - P_i))|^2 \leq \phi(A^*A)\phi(P - P_i) \leq \phi(1)\phi(P - P_i)\]

\(^5\)see Definition A.2.7.
Thus $A \mapsto \phi(AP)$ is the uniform limit of the ultra-weakly continuous positive functionals $(A \mapsto \phi(AP_i))_{i \in I}$ on the unit ball, thus it is also ultra-weakly continuous on the unit ball. By linearity, it is ultra-weakly continuous on $\mathcal{M}$.

Applying Zorn’s lemma, there exists a maximal positive operator $Q \in \mathcal{F}$, $Q \leq 1$, such that $A \mapsto \phi(AQ)$ is ultra-weakly continuous.

It remains to prove $Q = 1$. In fact, if $1 - Q > 0$, we can find an ultra-weak positive functional $\psi$ such that $0 \leq \phi(1 - Q) < \psi(1 - Q)$ by choosing a $z \in \mathcal{H}$ such that $\phi(1 - Q) < \langle (1 - Q)z, z \rangle$ and $\psi = (A \mapsto \langle Az, z \rangle)$, for example.

By Lemma 1.4.3, there exists $B \in \mathcal{M}^+ \setminus \{0\}$ such that $B \leq 1 - Q$ and

$$\phi(P) < \psi(P) \quad \forall C \leq B, \ C \in \mathcal{M}^+ \setminus \{0\}.$$  

Hence, since for each $A \in \mathcal{M} \setminus \{0\}$ we have $BA^*AB \leq \|A\|^2BB \leq \|A\|^2\|B\|B$, the Cauchy-Schwarz inequality gives us

$$\left| \phi \left( \frac{AB}{\|A\|^2\|B\|^2} \right) \right|^2 \leq \phi(1)\phi \left( \frac{BA^*AB}{\|A\|^2\|B\|^2} \right) < \psi \left( \frac{BA^*AB}{\|A\|^2\|B\|^2} \right) \Leftrightarrow |\phi(AB)|^2 < \psi(BA^*AB).$$

Notice now that if $(A_i)_{i \in I} \subset \mathcal{M}$ is a net such that $A_i \to 0$ ultra-strongly, then, for every $x, y \in \mathcal{H}$, $\langle BA^*_iA_iBx, y \rangle = \langle A_iBx, A_iBy \rangle \leq \|A_iBx\|\|A_iBy\| \to 0$. Thus, $\phi$ is ultra-strongly continuous, and by Lemma 1.4.4 $\phi$ is ultra-weakly continuous, since ultra-strongly and ultra-weakly functionals coincides on $\mathcal{M}$. Hence, $A \mapsto \phi(AB)$ is ultra-weakly continuous.

This contradicts the maximality of $Q$, since $A \mapsto \phi(A(Q + B))$ is ultra-strongly continuous and $Q + B \leq Q + 1 - Q = 1$. The conclusion follows.

$(ii) \Rightarrow (iii)$ Due to Lemma 1.4.4, is enough to prove that, for $y, z \in \mathcal{H}$, there exists $x \in \mathcal{H}$ such that $\mathcal{M} \ni A \mapsto \langle y, Az \rangle = \omega_x$. In fact, we can see in the proof of Theorem 1.2.4 that positiveness implies that $\omega_{y,z}(T^*) = \overline{\omega_{y,z}(T)}$. Then, for every self-adjoint operator $A \in \mathcal{M}$,

$$\langle y, Az \rangle = \omega_{y,z}(A) = \omega_{y,z}(A^*) = \overline{\omega_{y,z}(A)} = \overline{\langle y, A^*z \rangle} = \langle A^*z, y \rangle = \langle z, Ay \rangle$$

$$\Rightarrow \langle y + z, A(y + z) \rangle - \langle y - z, A(y - z) \rangle = 2(\langle Ay, z \rangle + \langle z, Ay \rangle) = 4\langle y, Az \rangle.$$  

Since every operator is a linear combination os two self-adjoint operators, the previous equality holds for ever $A \in \mathcal{M}$.

Set $\tilde{x} = y + z$. Hence $4\omega_{y,z} \leq \omega_{\tilde{x}}$. Now, Theorem 3.5.5, that will be proved later in a more general framework and that the reader should find no difficulty in adapting to
this special case, guaranties the existence of a positive operator $H \in B(\mathcal{H})$ such that $4\omega_{x,y}(A) = \langle H\hat{x}, A\hat{x} \rangle$. The result follows setting $x = H\hat{x}$.

$(iii) \Rightarrow (i)$ it is obvious.

Before finishing this section, we want to stress that the previous theorem is strongly dependent on the Hahn-Banach Theorem and the Riesz Representation Theorem for Hilbert spaces. On its turn, the Hahn-Banach Theorem in the way it is applied, is a consequence of the convex vector topologies we have used.

### 1.5 Representations and Spectral Analysis

Spectral theory is well known for normal operators in $B(\mathcal{H})$, the space of bounded operators on a Hilbert space $\mathcal{H}$, it allows us to construct a functional calculus for operators. It is also known that spectral theory and functional calculus can be extended to $C^*$-algebras. An easy way to import all results of spectral theory of bounded operators are going to be shown next.

Our program in this section is to prove a representation theorem for $C^*$-algebras in $B(\mathcal{H})$ without using any Functional Calculus or Spectral Theory, than, “import” Functional Calculus from $B(\mathcal{H})$. In the von Neumann algebras case, using that the spectral projections are SOT-limits of operators in the algebra, we can also “import” the Spectral Theory.

Due to this choice to avoid Functional Calculus before proving a representation theorem, our presentation will be slightly different from the standard literature. There are several references on the subject, for example, [10], [11], [20], [32], [41] and [69]

**Definition 1.5.1** (Resolvent and Spectrum). Let $\mathfrak{A}$ be a $C^*$-algebra, where we adjoin an identity if none is provided. Let $A \in \mathfrak{A}$.

1. $\rho(A) \doteq \{ \lambda \in \mathbb{C} \mid (\lambda I - A) \text{ has an inverse in } \mathfrak{A} \}$ is called the resolvent set of $A$.
2. $\sigma(A) \doteq \mathbb{C} \setminus \rho(A)$ is called the spectrum of $A$.
3. $r(A) \doteq \sup\{ |\lambda| \mid \lambda \in \sigma(A) \}$ is called the spectral radius of $A$.

Note that this is the usual definition of the spectrum in $B(\mathcal{H})$ and that the spectral radius is a positive finite number due to the next lemma.
Remark 1.5.2. We do not specify in which algebra the spectrum is taken. When necessary, we will write $\rho_{\mathfrak{G}}(A)$ in order to fix the algebra $\mathfrak{G}$, but it is an interesting fact (it will be shown later) that the spectrum does not depend on the $C^*$-algebra, i.e., the spectrum is the same in any unital $C^*$-algebra that has $A$ as an element.

Lemma 1.5.3. Let $\mathfrak{A}$ be a unital $C^*$-algebra. If $A \in \mathfrak{A}$ and $|\lambda| > \|A\|$, then $\lambda \in \rho(A)$. In other words, $\lambda \in \sigma(A) \Rightarrow |\lambda| \leq \|A\|$.

Proof. Define $B_m = \sum_{n=0}^{m} \lambda^{-(n+1)} A^n$. This is an absolutely convergent series and, in particular, $\mathfrak{A}$ is a Banach space. Consequently, there exists $B = \lim_{m \to \infty} B_m$.

In order to show that $B$ is the inverse of $\lambda \mathbb{1} - A$, note that

\[(\lambda \mathbb{1} - A)B_m = (\lambda \mathbb{1} - A) \sum_{n=0}^{m} \lambda^{-(n+1)} A^n = \sum_{n=0}^{m} \lambda^{-n} A^n - \sum_{n=1}^{m+1} \lambda^{-n} A^n = \mathbb{1} - \lambda^{-(m+1)} A^{m+1}.

Since $B_m \to B$, the left-hand side converges to $(\lambda \mathbb{1} - A)B$ while by $\lambda^{-(m+1)} A^{m+1} \to 0$ the right-hand side goes to $\mathbb{1}$.

The proof for $B(\lambda \mathbb{1} - A)$ follows by the same argument. \qed

For normal operators it holds that $r(A) = \|A\|$. The proof of this fact is not difficult and can be found in [11]. We prefer to not present it in this work because we will use this result only in $B(\mathcal{H})$, where we are supposing it is known. The general result will be a consequence of the existence of a representation of the $C^*$-algebra.

For the next theorem, we notice that, for a bounded $*$-homomorphism of Banach algebras $\Phi : \mathfrak{G}_1 \to \mathfrak{G}_2$, Ker($\Phi$) is a closed ideal, thus $\Phi : \mathfrak{G}_1 \to \mathfrak{G}_2$ is a Banach, due to closeness Ker($\Phi$), and an $*$-algebra due to the ideal property of Ker($\Phi$), provided with the canonical operations bellow:

(i) $[A] + [B] \doteq [A + B]$;
(ii) $[A][B] \doteq [AB]$;
(iii) $[A]^* \doteq [A^*]$;
(iv) $\|[A]\| \doteq \inf_{\tilde{A} \in \text{Ker}(\Phi)} \|A + \tilde{A}\|$. 


Theorem 1.5.4 (First Theorem of Isomorphism for Banach Algebras). Let $\mathcal{S}_1, \mathcal{S}_2$ be Banach algebras and $\Phi : \mathcal{S}_1 \to \mathcal{S}_2$ a bounded $\ast$-homomorphism, then there exists a unique $\ast$-isomorphism $\tilde{\Phi} : \mathcal{S}_1 / \text{Ker}(\Phi) \to \text{Ran}(\Phi)$ such that the following diagram commutes.

$\begin{array}{ccc}
\mathcal{S}_1 & \xrightarrow{\Phi} & \text{Ran}(\Phi) \subset \mathcal{S}_2 \\
\eta \downarrow & & \downarrow \Phi \\
\mathcal{S}_1 / \text{Ker}(\Phi) & & \\
\end{array}$

Furthermore, $\|\Phi\| = \|\tilde{\Phi}\|$. 

Proof. Define $\tilde{\Phi} : \mathcal{S}_1 / \text{Ker}(\Phi) \to \text{Ran}(\Phi)$ such that $\tilde{\Phi}([A]) = \tilde{\Phi}(\eta(A)) = \Phi(A)$.

Of course we can check that this function is well defined, since we used a representing element of the equivalent class to define the function. If $[A_1] = [A_2] \in \mathcal{S}_1 / \text{Ker}(\Phi)$ we have $A_1 = A_2 + K$ with $K \in \text{Ker}(\Phi)$ and then

$$
\tilde{\Phi}([A_1]) = \Phi(A_1) = \Phi(A_1) + \Phi(K) = \Phi(A_1 + K) = \Phi(A_2) = \tilde{\Phi}([A_2]).
$$

$\tilde{\Phi}$ is again a $\ast$-homomorphism because

$$
\begin{align*}
&\exists \tilde{\Phi}([A_1 + A_2]) = \Phi(A_1 + A_2) = \Phi(A_1) + \Phi(A_2) = \tilde{\Phi}([A_1]) + \tilde{\Phi}([A_2]). \\
&\exists \tilde{\Phi}([A_1 A_2]) = \Phi(A_1 A_2) = \Phi(A_1)\Phi(A_2) = \tilde{\Phi}([A_1])\tilde{\Phi}([A_2]). \\
&\exists \tilde{\Phi}([A_1^*]) = \Phi(A_1^*) = \Phi(A_1)^* = \tilde{\Phi}([A_1])^*.
\end{align*}
$$

In order to show that $\tilde{\Phi} \in B(\mathcal{S}_1 / \text{Ker}(\Phi), \text{Ran}(\Phi))$, it is enough to note that

$$
\|\tilde{\Phi}([A])\| = \inf_{\tilde{A} \in \text{Ker}(\Phi)} \|\Phi(A + \tilde{A})\|
\leq \inf_{\tilde{A} \in \text{Ker}(\Phi)} \|\Phi\| \|A + \tilde{A}\|
= \|\Phi\| \inf_{\tilde{A} \in \text{Ker}(\Phi)} \|A + \tilde{A}\|
= \|\Phi\| \|A\|.
$$

hence $\|\tilde{\Phi}\| \leq \|\Phi\|$. In addition,

$$
\|\Phi(A)\| = \|\tilde{\Phi} \circ \eta(A)\| = \|\tilde{\Phi}([A])\| \leq \|\tilde{\Phi}\| \|A\| \leq \|\tilde{\Phi}\| \|A\|
$$

and from the two inequalities it follows that $\|\Phi\| = \|\tilde{\Phi}\|$. 


Finally, \( \tilde{\Phi} \) is bijective because \( \tilde{\Phi}([A]) = \Phi(A) = 0 \Leftrightarrow A \in \text{Ker}(\Phi) \Leftrightarrow [A] = [0] \) and \( y \in \text{Ran}(\Phi) \Leftrightarrow y = \Phi(A) \) for some \( A \in \mathcal{G}_1 \). Thus, \( \tilde{\Phi}([A]) = \Phi(A) = y \).

We define \( \tilde{\Phi} \) in such a way that \( \Phi = \tilde{\Phi} \circ \eta \) and, in addition, if \( \tilde{\Psi} \) is another continuous operator satisfying this identity we have \( (\tilde{\Phi} - \tilde{\Psi})\eta(A) = 0 \) for all \( A \in \mathcal{S}_1 \) and it follows that \( \tilde{\Phi} = \tilde{\Psi} \).

Although we are interested only in the case of Banach algebras, it is interesting to note that multiplication and involution play no role at the definition of the operator \( \tilde{\Phi} \), that is, the very same definition works to prove this kind of theorem for groups, for example.

**Definition 1.5.5** (Representation). A representation \( \pi \) of a \( C^* \)-algebra \( \mathfrak{A} \) is a \( * \)-homomorphism from \( \mathfrak{A} \) into \( B(\mathcal{H}) \) for some Hilbert space \( \mathcal{H} \). The representation is said to be faithful if \( \pi \) is injective.

**Theorem 1.5.6.** Let \( \mathfrak{A} \) be a \( C^* \)-algebra and let \( \pi \) be a representation. Then

\[ \|\pi(A)\| \leq \|A\| . \]

**Proof.** From the Theorem 1.5.4, there exists a \( * \)-isomorphism \( \tilde{\pi} : \mathfrak{A} / \text{Ker}(\pi) \to \text{Ran}(\pi) \). Since \( \tilde{\pi} \) is a \( * \)-isomorphism, \( \tilde{\pi}([1]) = \pi(1) \) is in the image of \( \pi \). Furthermore, \( \lambda[1] - [A] \) has an inverse if, and only if, \( \lambda \tilde{\pi}([1]) - \tilde{\pi}([A]) \) is invertible too. So, we have the identification \( \sigma([A]) = \sigma(\tilde{\pi}([A])) \), in particular, from Lemma 1.5.3 it follows that \( r(A) \leq \|A\| \).

Now, we can use known results of (classical) spectral analysis for a normal element \( \tilde{\pi}([A][A]^*) \), from which we conclude

\[ \|\pi(A)\|^2 = \|\tilde{\pi}([A])\|^2 = \|\tilde{\pi}([A][A]^*)\| = r(\tilde{\pi}([A][A]^*)) \leq \|AA^*\| = \|A\|^2 . \]

\[ \square \]

**Definition 1.5.7** (Pure state). A state in a \( C^* \)-algebra \( \mathfrak{A} \) is said to be a pure state if it is an extremal point\(^6\) of \( \mathcal{S}_{\mathfrak{A}} = \{ \omega \in \mathfrak{A}^* \mid \|\omega\| = 1 \} \). When \( \omega \) is not pure it is called a mixed state.

For now, the existence of pure states is not clear, but it will be shown soon that they exist in sufficient number such that its closed convex hull coincides with the weak\(^*\)-closure of the unit ball of \( \mathfrak{A}' \).

---

\(^6\)See Definition A.2.2.
Proposition 1.5.8. Let $A \in \mathfrak{A}$. If $\omega(A) = 0$ for each pure state $\omega$, then $A = 0$.

Proof. By Theorem A.2.5, $B_{\mathfrak{A}^\prime} = \overline{\text{conv}}(\mathcal{E}(\mathfrak{S}_\mathfrak{A}))$, where the closure is taken in the weak-$^*$ topology. Then by continuity of the functionals in $\mathfrak{S}_\mathfrak{A}$ we must have $\rho(A) = 0$ for all $\rho \in B_{\mathfrak{A}^\prime}$ and using Corollary A.1.7, this implies $A = 0$.

Lemma 1.5.9. Let $\mathfrak{A}$ be a $C^*$-algebra and $A \in \mathfrak{A}$. Then there exists a pure state $\omega$ such that $\omega(A^*A) = \|A\|^2$.

Proof. If $\mathfrak{A}$ has no unity, add it. Consider the subalgebra $\mathfrak{A}_0 = \{\alpha \mathbb{1} + \beta A^*A \mid \alpha, \beta \in \mathbb{K}\}$.

Define the linear functional $\tilde{\omega} : \mathfrak{A}_0 \to \mathbb{K}$ by $\tilde{\omega}(\alpha \mathbb{1} + \beta A^*A) = \alpha + \beta \|A\|^2$.

Note that
\[
|\tilde{\omega}(\alpha \mathbb{1} + \beta A^*A)| = |\alpha + \beta \|A\|^2| \\
\leq \sup_{\lambda \in \sigma(A^*A)} |\alpha + \beta \lambda| \\
= r(\alpha \mathbb{1} + \beta A^*A) \\
= \|\alpha \mathbb{1} + \beta A^*A\|.
\]

Hence, since $\tilde{\omega}(\mathbb{1}) = 1$, $\tilde{\omega}$ is a state on $\mathfrak{A}_0$. Now, by the Hahn-Banach Theorem, it has a norm preserving extension to $\mathfrak{A}$.

This warrants that the closed and convex set
\[
\mathfrak{F} = \{\omega \in \mathfrak{S}_\mathfrak{A} \mid \omega(A^*A) = \|A\|^2\} \neq \emptyset.
\]

Thus, it has an extreme point by the Krein-Milman Theorem.

Let $\omega$ be such an extreme point, and suppose $\omega = \lambda \omega_1 + (1 - \lambda)\omega_2$ for $\omega_1, \omega_2 \in \mathfrak{S}_\mathfrak{A}$ and $0 < \lambda < 1$. If $\omega_1(A^*A) < \|A\|^2$ or $\omega_2(A^*A) < \|A\|^2$ we would have
\[
\|A\|^2 = \omega(A^*A) \\
= \lambda \omega_1(A^*A) + (1 - \lambda)\omega_2(A^*A) \\
< \lambda \|A\|^2 + (1 - \lambda)\|A\|^2 \\
= \|A\|^2
\]

which is an absurd. Hence, $\omega_1(A^*A) = \omega_2(A^*A) = \|A\|^2$. It follows, by the definition, that $\omega_1, \omega_2 \in \mathfrak{F}$ and, by extremality of $\omega$, that $\omega = \omega_1 = \omega_2$.

\textsuperscript{7}See Theorem A.2.5.
Hence, $\omega$ is an extremal point in $S_\mathfrak{A}$ as well and satisfies $\omega(A^*A) = \|A\|^2$.

Before presenting one of the most important theorems in operator algebras, we will introduce the notion of cyclic and separating vectors, which are important by themselves. These special vectors are both mathematically and physically significant: on one side, we will see soon that these vectors have the identity as support projections and we will use them to define Modular Theory in Chapter 3; on the other, it is expected that the vacuum have such properties, e.g. in Fock’s space or Whitman’s Fields formalism, moreover, Modular Theory has its own physical meaning. Some of the topics we just mentioned now will be rediscussed later.

**Definition 1.5.10.** Let $\mathfrak{A}$ be a concrete $C^*$-algebra and $\Omega \in \mathcal{H}$.

(i) $\Omega$ is cyclic for $\mathfrak{A}$ if $\mathfrak{A}\Omega = \mathcal{H}$;

(ii) $\Omega$ is separating for $\mathfrak{A}$ if, for $A \in \mathfrak{A}$, $A\Omega = 0 \Rightarrow A = 0$.

The GNS-construction, in honor of Gelfand, Naimark, and Segal who first obtained the result, is one of the most important results in Operator Theory. It proves the representation theorem we mentioned in the beginning of this section. Several references present this theorem, e.g., [10], [11], [18], [32], and [69].

**Proposition 1.5.11 (GNS-Representation).** Let $\mathfrak{A}$ be a $C^*$-algebra and $\omega$ a state. Then, there exists a Hilbert space $\mathcal{H}_\omega$, a cyclic and separating vector $\xi \in \mathcal{H}_\omega$, and a representation $\pi_\omega$ of $\mathfrak{A}$ in $B(\mathcal{H}_\omega)$ such that

$$\omega(A) = \langle \xi, \pi_\omega(A)\xi \rangle \quad \forall A \in \mathfrak{A}.$$

**Proof.** Define the closed left ideal (two-sided, due to (i) in Proposition 1.2.4, as it will be became clear below) $N_\omega = \{ A \in \mathfrak{A} \mid \omega(A^*A) = 0 \}$ and $\mathcal{H}_\omega = \mathfrak{A}/N_\omega$ provided with the inner product $\langle [A], [B] \rangle = \omega(A^*B)$.

First, this inner product is well defined because, if $N_1, N_2 \in N_\omega$, then

$$\langle [A + N_1], [B + N_2] \rangle = \omega((A + N_1)^*(B + N_2))$$

$$= \omega(A^*B) + \omega(N_1^*B) + \omega(A^*N_2) + \omega(N_1^*N_2)$$

$$= \omega(A^*B) + \omega(B^*N_1) + \omega(A^*N_2) + \omega(N_1^*N_2)$$

$$= \omega(A^*B)$$

$$= \langle [A], [B] \rangle,$$
where we used Proposition 1.2.4 (i) and that $N_\omega$ is a left ideal.

Positivity and sesquilinearity follow trivially from the positivity and linearity of $\omega$ and from the anti-linearity of $\ast$. It still remains to prove that $\langle [A], [A] \rangle = 0 \Rightarrow [A] = 0$, but this follows from the definition of quotient.

Now, let us define the representation. Define the left representation by

$$\pi_\omega(A)([B]) = [AB] = [A][B].$$

Of course $\pi_\omega(A)$ is linear, $\pi_\omega(AB) = \pi_\omega(A)\pi_\omega(B)$ and $\pi_\omega(A^*) = \pi_\omega(A)^*$, thus $\pi_\omega$ is a $\ast$-homomorphism. By definition of the quotient norm,

$$\|\pi_\omega(A)([B])\| = \|AB\| \leq \|A\|\|B\| \leq \|A\|\|B\|$$

and that means $\pi_\omega(A) \in B(H_\omega)$.

It remains just to prove the existence of a cyclic vector. Let $(E_\lambda)_{\lambda \in \Lambda} \in \mathfrak{A}$ an increasing approximate identity (see Theorem A.2.8), then the equivalent classes $([E_\lambda])_{\lambda \in \Lambda}$ form Cauchy sequence, thus convergent to some $\xi \in H_\omega$.

It follows from the definition that this is a cyclic vector and

$$\omega(A) = \sup_{\lambda \in \Lambda} \omega(E_\lambda AE_\lambda) = \sup_{\lambda \in \Lambda} \langle [E_\lambda], \pi_\omega(A)[E_\lambda] \rangle = \langle \xi, \pi_\omega(A)\xi \rangle.$$

\[\square\]

**Remark 1.5.12.** We emphasize that $N_\omega$ is a two-sided ideal, but we only use it as a left ideal. This is because we could define a right representation in an analogous way. This fact is closely related to the modular operator.

**Remark 1.5.13.** Note that the representation obtained in the previous result is not faithful. In fact, it is faithful if $N_\omega = \{0\}$, hence the representation of Proposition 1.5.11 is faithful on $\mathfrak{A}/N_\omega$.

**Theorem 1.5.14** (Gelfand-Naimark). Every $C^*$-algebra $\mathfrak{A}$ admits a faithful (isometric) representation.

**Proof.** Let $\mathcal{E}$ be the set of all pure states on $\mathfrak{A}$ and let $\mathcal{H}_\omega$ and $\pi_\omega$ be the Hilbert space and the corresponding representation, respectively, obtained in Theorem 1.5.11. Define

$$\mathcal{H} = \bigoplus_{\omega \in \mathcal{E}} \mathcal{H}_\omega \text{ and } \pi = \bigoplus_{\omega \in \mathcal{E}} \pi_\omega,$$

where the direct sum is defined in Definition A.0.1.
By Proposition 1.5.8, \( \pi(A) = 0 \Leftrightarrow A = 0 \). Thus \( \pi \) is a \(*\)-isomorphism. Now, it follows from Theorem 1.5.6 that \( \|\pi(A)\| \leq \|A\| \). On the other hand, Lemma 1.5.9 warrants the existence of a pure state \( \omega \) such that \( \omega(A^*A) = \|A\|^2 \). Hence \( \|A\|^2 \leq \|\pi(A)\|^2 \) and the equality follows.

This theorem is the first indicative of the necessity of weights in von Neumann algebras, because, although the direct sum works well for defining the new Hilbert space as well as the representation, such representation is not related to a state because the sum of the pure states may diverge. For weights, however, this is not a problem.

The GNS-Representation Theorem can be extended for weights, as it follows.

**Proposition 1.5.15 (GNS-Representation for Weights).** Let \( A \) be a \( C^* \)-algebra and \( \phi \) a faithful normal semifinite weight. Then, there exists a Hilbert space \( H_\phi \), a cyclic and separating vector \( \xi \), and a representation \( \pi_\phi \) of \( A \) in \( B(H_\phi) \) such that

\[
\phi(A) = \langle \xi, \pi_\phi(A)\xi \rangle \quad \forall A \in \mathcal{M}_\phi.
\]

**Proof.** The proof follows exactly the same steps of Proposition 1.5.11, just defining the Hilbert space \( H_\phi \) as the completion of the pre-Hilbert space \( \mathcal{H}_\phi / N_\phi \), where \( \mathcal{H}_\phi \) and \( N_\phi \) are as in Definition 1.3.2, and the representation is defined by

\[
\pi_\phi : \mathfrak{A} \to B(H_\phi) \quad \quad \pi_\phi(A) : H_\phi \to H_\phi \quad \quad A \mapsto \pi_\phi(A) \quad \quad B \mapsto [AB]
\]

because Proposition 1.3.3 warrants the required properties.

**Notation 1.5.16.** Throughout this work, we will denote by \( \pi_\phi \) any representation (in particular, the GNS-representation related to the weight \( \phi \)) such that \( \pi_\phi(A) : H_\phi \to H_\phi \) with \( \langle \pi_\phi(A), \pi_\phi(B) \rangle_\phi = \phi(A^*B) \) and \( \pi_\phi(A)\pi_\phi(B) = \pi_\phi(AB) \).

The proof of the next lemma is partially due to the author and it is used as a technical result to prove the Functional Calculus for polynomials.

**Lemma 1.5.17.** Let \( \mathfrak{A} \) be a \( C^* \)-algebra, \( A \in \mathfrak{A} \) a normal operator, \( K \subset \mathbb{R} \) a compact set with \( -\|A\|, \|A\| \in K \), \( |k| \leq \|A\| \) \( \forall k \in K \) and \( p : K \to \mathbb{R}_+ \) a polynomial. Then \( \|p(A)\| \leq p(\|A\|) \).

**Proof.** Proceeding by induction on the degree of \( p \). If degree\((p) = 0\), there is nothing to prove. Now suppose the statement is true for any positive polynomial on \( K \) of
degree less than \( n \in \mathbb{N} \) and take \( p \) a positive polynomial with \( \text{degree}(p) = n + 1 \) on \( K \). Decompose
\[
p(x) = xq(x) + r, \quad \text{degree}(q) = n
\]
\[
= (xq(x) - \min_{|x| \leq \|A\|} xq(x)) + \left(r + \min_{|x| \leq \|A\|} xq(x)\right), \quad \text{degree}(q) = n.
\]

It is important to notice that \( xq(x) - \min_{|x| \leq \|A\|} xq(x) \geq 0 \) and \( \min_{|x| \leq \|A\|} p(x) = r + \min_{|x| \leq \|A\|} xq(x) \geq 0 \), and just using the \( \mathcal{C}^{*} \)-condition and the induction hypothesis we get
\[
\|p(A)\| \leq \left\| Aq(A) - \min_{|x| \leq \|A\|} xq(x) \right\| + \left\| \left(r + \min_{|x| \leq \|A\|} xq(x)\right) \right\|
\]
\[
\leq \left(\|A\| q(\|A\|) - \min_{|x| \leq \|A\|} xq(x)\right) + \left(r + \min_{|x| \leq \|A\|} xq(x)\right)
\]
\[
= p(\|A\|).
\]

\[\square\]

**Theorem 1.5.18 (Functional Calculus).** Let \( \mathfrak{A} \) be a \( C^{*} \)-algebra and \( A \in \mathfrak{A} \) a self-adjoint operator. There exists a unique isometric \( * \)-isomorphism
\[
\Psi : \mathcal{C}(\sigma(A)) \to C^{*}(\{1, A\})
\]
such that \( \Psi(1_{\sigma(A)}) = A \).

**Proof.** The case \( A = 0 \) is trivial.

If \( A \neq 0 \), first consider the case where \( f \) is a polynomial \( p \), \( p(x) = \sum_{n=0}^{\infty} \alpha_{n} x^{n} \) where \( \alpha_{n} = 0 \) apart from a finite index set. Define \( \Psi(p)(A) = \sum_{n=0}^{\infty} \alpha_{n} A^{n} \in \mathfrak{A} \).

Now, let \( f \in \mathcal{C}(\sigma(A)) \). If \( \|A\| \notin \sigma(A) \), take \( \tilde{f} : \mathcal{C}(\sigma(A) \cup \{\|A\|\}) \) the continuous extension of \( f \) satisfying \( f(\|A\|) = 1 \).

From Weierstrass’s Approximation Theorem, for each \( i \in \mathbb{N} \) there exists a polynomial \( p_{i} \), defined by \( p_{n}(x) = \sum_{n=0}^{\infty} \alpha_{n}^{i} x^{n} \) where \( \alpha_{n}^{i} = 0 \) apart from finite number of \( n \)'s, such that
\[
\|p_{n} - (\tilde{f} - 3.2^{-n})\| < 2^{-n}.
\]
This leads us to conclude that \((p_n)_{n \in \mathbb{N}}\) is a strictly increasing sequence, because, for each \(t \in \sigma(A) \cup \{\|A\|\},\)

\[
|p_n(t) - (\tilde{f}(t) - 3.2^{-n})| < 2^{-n} \Rightarrow -2^{-n} < p_n(t) - f(t) + 3.2^{-n} < 2^{-n} \\
\Rightarrow f(t) - 2^{-n+2} < p_n(t) < f(t) - 2^{-n+1} \\
\Rightarrow p_n < p_{n+1} \forall n \in \mathbb{N}.
\]

Note that Lemma 1.5.17 implies

\[
\|p_i(A) - p_j(A)\| = \|(p_i - p_j)(A)\| = \|(p_i - p_j)(\|A\|)\| = \|(p_i - p_j)(\|A\|)\| < 2^{-n+1}
\]

Hence, \((p_i(A))_{i \in \mathbb{N}} \subseteq \mathfrak{A}\) is a Cauchy’s sequence and must converge. The uniqueness of the limit in a Hausdorff space allows us to define

\[
\Psi(f) = f(A) = \lim_{i \to \infty} p_i(A) \quad \forall f \in C(\sigma(A)) \text{ and } p_i \to f \text{ uniformly.}
\]

All that remains to prove is uniqueness, but this is obvious: if \(\Psi_1, \Psi_2\) are such a *-isomorphisms, they must satisfy

\[
\Psi_1(1_{\sigma(A)}) = A = \Psi_2(1_{\sigma(A)}), \\
\Psi_1(1) = 1 = \Psi_2(1),
\]

but then they must coincide in all polynomials which constitute a dense subset, thus \(\Psi_1 = \Psi_2\).

Only to clarify the previous corollary, note that we proved that a C*-algebra is isomorphic to a closed sub-algebra of \(B(H)\). We are supposing that the spectral theory for \(B(H)\) is well known to avoid re-deducing it here. Then, since we know how to define \(f(A)\) on the representation, where \(A\) is a continuous function on the spectrum of \(A\), and we also know that \(f(A)\) is an element of the closure of the sub-algebra which is (norm) closed, we can use the isomorphism to return to the algebra.

The previous theorem has an interesting consequence that shows how restrictive the C*-condition is: if a *-algebra admits a norm that makes it a C*-algebra, this norm is the only one with this property.

**Corollary 1.5.19.** Let \(\mathfrak{S}\) be a *-algebra. There is at most one norm in \(\mathfrak{S}\) that makes it a C*-algebra. In this case, this norm is given by \(\|A\| = \sqrt{r(A^*A)}\).
Corollary 1.5.20 (Spectral Theorem for von Neumann Algebras). Let \( \mathcal{M} \) be a von Neumann algebra and \( A \in \mathcal{M} \) a self-adjoint operator, \( \{ E^A_\lambda \}_{\lambda \in \sigma(A)} \) its spectral resolution. Then, \( \{ E^A_\lambda \}_{\lambda \in \sigma(A)} \subset \mathcal{M} \) and
\[
A = \int_{\sigma(A)} \lambda dE^A_\lambda.
\]
Again, the previous corollary in a consequence of the isomorphism between the von Neumann algebra and a norm-closed sub-space of \( B(\mathcal{H}) \), and the fact that the projections in the spectral resolution are obtained as a WOT-limit of the elements of the von Neumann algebra. In fact,
\[
\chi_n(x) = \begin{cases} 
  e^{-\frac{1}{nx^2}}, & \text{if } x > 0 \\
  0, & \text{if } x \leq 0
\end{cases}
\]
defines a strictly increasing sequence of infinitely differentiable functions in all the real line that converges punctually to
\[
\chi(x) = \begin{cases} 
  1, & \text{if } x > 0 \\
  0, & \text{if } x \leq 0
\end{cases}
\]
Thus, for a self-adjoint element \( A \) in the von Neumann algebra \( \mathcal{M} \), we have that \( (\chi_n(A - \lambda 1))_{n\in\mathbb{N}} \subset \mathcal{M} \) and \( \chi_n(A) \xrightarrow{SOT} \chi(A - \lambda 1) = E^A_\lambda = E^A_{(\lambda, \infty)} \).

We finish this section showing that the usual notion of positive operator coincides with the one given in Definition 1.2.1.

Proposition 1.5.21. \( A \in B(\mathcal{H}) \) is a positive operator if, and only if, \( A \) is self-adjoint and \( \sigma(A) \subset \mathbb{R}_+ \).

Proof. \((\Rightarrow)\) \( \left\Vert 1 - \frac{A}{\|A\|} \right\Vert \leq 1 \Rightarrow \sigma \left( 1 - \frac{A}{\|A\|} \right) \subset [-1, 1] \). By Theorem 1.5.20, it follows that \( \sigma(A) \subset [0, 2\|A\|] \cap [-\|A\|, \|A\|] \). Moreover, \( A \) is self-adjoint by hypothesis.

\((\Leftarrow)\) On the other hand, if \( A \) is self-adjoint and \( \sigma(A) \subset [0, \|A\|] \). It follows, again by Theorem 1.5.20, that
\[
\sigma \left( 1 - \frac{A}{\|A\|} \right) \subset [0, 1] \Rightarrow \left\Vert 1 - \frac{A}{\|A\|} \right\Vert \leq 1.
\]

□

Another interesting consequence of the Spectral Theorem and the previous proposition is that, in a \( C^*\)-algebra \( \mathfrak{A} \), every operator is a linear combination of four
positive operators of $\mathfrak{A}$. In fact, $\xi_n(x) = x\chi_n(x)$ converges uniformly to the continuous function $\xi(x) = x\chi(x)$. Thus, for every self-adjoint operator $A \in \mathfrak{A}$, $\xi(A)$ and $(1 - \xi)(A)$ are self-adjoint operators such that $\sigma(\xi(A)), \sigma((1 - \xi)(A)) \in \mathbb{R}^+$ and $A = \xi(A) - (1 - \xi)(A)$. For the general case, notice that every operator $A \in \mathfrak{A}$ can be written as $A = \left(\frac{A + A^*}{2}\right) + \left(\frac{A - A^*}{2i}\right)$, and both factors in parenthesis are self-adjoint. This is basically the proof of the next proposition.

**Proposition 1.5.22.** Let $\mathfrak{A}$ be a $C^*$-algebra and $A \in \mathfrak{A}$. Then, there exists four positive operators $A_j \in \mathfrak{A}_+$, $0 \leq j \leq 3$, such that

$$A = \sum_{j=0}^{3} i^j A_j.$$ 

Moreover, this decomposition is unique if we require $A_0A_2 = 0$ and $A_1A_3 = 0$.

**Notation 1.5.23.** For a self-adjoint operator $A$ in a $C^*$-algebra, we denote $A^+ = \xi(A)$.

### 1.6 Projections Revisited

Now that we have the Functional Calculus, which is a powerful tool, we can explore it to construct and understand the projections better. We have special interest in the von Neumann algebras case, because we already know that spectral projections can be obtained as a limit of a WOT-convergent sequence of the elements of the algebra and, since a von Neumann is WOT-closed, the spectral projections lies in the algebra. Another result that is indispensable here is Theorem 1.1.14, which also is a consequence of the WOT-closeness of von Neumann algebras.

**Definition 1.6.1.** Let $\mathfrak{M}$ be a von Neumann algebra:

(i) we call the support of a weight $\phi$ on a von Neumann algebra $\mathfrak{M}$ the smallest projection $P \in \mathfrak{M}$ such that $\phi(1 - P) = 0$. Such a projection is denoted by $s^\mathfrak{M}(\phi)$;

(ii) we call the left support of $A \in \mathfrak{M}$ the smallest projection $P \in \mathfrak{M}$ such that $PA = A$. We denote such a projection by $s^\mathfrak{M}_L(A)$;

(iii) we call the right support of $A \in \mathfrak{M}$ the smallest projection $P \in \mathfrak{M}$ such that $AP = A$. We denote such a projection by $s^\mathfrak{M}_R(A)$;

(iv) in the case where $\mathfrak{M}$ is a concrete von Neumann algebra, we call the support of a vector $x \in \mathcal{H}$ the smallest projection $P \in \mathfrak{M}$ such that $Px = x$. Such a projection is denoted by $s^\mathfrak{M}(x)$. 
It is no coincidence that we use the word support in all items in the previous definition. They are all related by the next proposition.

**Proposition 1.6.2.** Let \( \mathcal{M} \) be a von Neumann algebra and \( \phi \) a semifinite normal weight, then the following relations holds:

(i) For each \( x \in \mathcal{H}_\phi \), \( s^\mathcal{M}(\omega_x) = s^\mathcal{M}(x) \), where the vector state \( \omega_x \in S_\mathcal{M} \) is defined by \( \omega_x(A) = \langle x, Ax \rangle_\phi \);

(ii) For each \( A \in \mathcal{M} \), \( s^\mathcal{M}_L(A) = \pi^{-1}_\phi(P) \), where \( P \) is the orthogonal projection on \( \text{Ran}(\pi_\phi(A)) \);

(iii) For each \( A \in \mathcal{M} \), \( s^\mathcal{M}_L(\mathbb{1} - A) = \pi^{-1}_\phi(P) \) where \( P \) is the orthogonal projection on \( \text{Ker}(\pi_\phi(A)) \);

(iv) For each \( A \in \mathcal{M} \), \( s^\mathcal{M}_R(A) = \mathbb{1} - \pi^{-1}_\phi(P) \) where \( P \) is the orthogonal projection on \( \text{Ker}(\pi_\phi(A)) \);

(v) For each \( A \in N_\phi \), there exists \( N \in N_\phi \) such that \( s^\mathcal{M}(x_A) = \pi_\phi\left(s^\mathcal{M}(A + N)\right) \) where \( x_A = A + N_\phi \);

(vi) \( s^\mathcal{M}(N_\phi/N_\phi) = \bigvee_{x \in N_\phi/N_\phi} s^\mathcal{M}(x) = \pi_\phi\left(s^\mathcal{M}(\phi)\right) \).

**Proof.** (i) By definition,

\[
\omega_x\left(\left(\mathbb{1} - s^\mathcal{M}(x)\right)A\right) = \langle x, \left(\mathbb{1} - s^\mathcal{M}(x)\right)Ax \rangle_\phi = \langle \left(\mathbb{1} - s^\mathcal{M}(x)\right)x, Ax \rangle_\phi = 0.
\]

Then, the minimality of \( s^\mathcal{M}(\omega_x) \) implies that \( s^\mathcal{M}(\omega_x) \leq s^\mathcal{M}(x) \).

On the other hand, \( \omega_x\left(\left(\mathbb{1} - s^\mathcal{M}(\omega_x)\right)A\right) = 0 \) \( \forall A \in \mathcal{M} \) implies

\[
\omega_x\left(\left(\mathbb{1} - s^\mathcal{M}(\omega_x)\right)\mathbb{1}\right) = \langle \left(\mathbb{1} - s^\mathcal{M}(\omega_x)\right)x, x \rangle_\phi = \langle \left(\mathbb{1} - s^\mathcal{M}(\omega_x)\right)x, s^\mathcal{M}(\omega_x)x + \left(\mathbb{1} - s^\mathcal{M}(\omega_x)\right)x \rangle_\phi = \langle \left(\mathbb{1} - s^\mathcal{M}(\omega_x)\right)x, \left(\mathbb{1} - s^\mathcal{M}(\omega_x)\right)x \rangle_\phi = 0.
\]

Hence, \( \left(\mathbb{1} - s^\mathcal{M}(\omega_x)\right)x = 0 \Rightarrow s^\mathcal{M}(\omega_x)x = x \Rightarrow s^\mathcal{M}(x) \leq s^\mathcal{M}(\omega_x) \).
(ii) Of course, $P$ is the minimal projection on $B(\mathcal{H}_\phi)$ such that $P\pi_\phi(A) = \pi_\phi(A)$. Let $A' \in \mathfrak{M}'$, since $\pi_\phi(A')\pi_\phi(A) = \pi_\phi(A)\pi_\phi(A')$ for any element $y \in \text{Ran}(A)$ we have $\pi_\phi(A')y \in \text{Ran}(A)$, thus $P$ also commutes with $A'$ and, due to Theorem 1.1.11 it is in $\phi_\phi(\mathfrak{M})$. Thus $\pi_\phi^{-1}(P) \in \mathfrak{M}$ is the desired minimal projection.

(iii) Let $P$ be the orthogonal projection onto $\ker(\pi_\phi(A))$, for each $x \in \mathcal{H}_\phi$ decompose $x = x_A + x_A^\perp$ where $x_A \in \ker(\pi_\phi(A))$ and $x_A^\perp \in \ker(\pi_\phi(A))^\perp$, then we can verify

$$P(x) = P(x_A + x_A^\perp) = P(x_A) = x_A = (1 - A)x$$

This time, we will show that $P$ is in fact minimal.

Suppose it is not, then $s_M^\mathfrak{M}(1 - A) < P$ and there exists $x \in \ker(A) \setminus s_M^\mathfrak{M}(1 - A)(\mathcal{H}_\phi)$, which means $s_M^\mathfrak{M}(1 - A)x \neq x$, but then

$$s_M^\mathfrak{M}(1 - A)(1 - A)x = s_M^\mathfrak{M}(1 - A)x \neq x \Rightarrow s_M^\mathfrak{M}(1 - A)(1 - A) \neq (1 - A),$$

which contradicts the definition. Therefore, $P$ is the desired minimal projection.

(iv) It follows from the same procedure used in (ii) and (iii) noticing that $\pi_\phi(A)(1 - P) = 0 \Rightarrow 1 - P$ is a projection on $\ker(\pi_\phi(A))$ and the maximality implies that $1 - \pi_\phi(A)$ is the orthogonal projection on $\ker(\pi_\phi(A))$.

(v) Note that $s_M^\mathfrak{M}(x_A)x_A = x_A \Rightarrow s_M^\mathfrak{M}(x_A)A + N_\phi = A + N_\phi \Rightarrow s_M^\mathfrak{M}(x_A)A = A + N$ for some $N \in N_\phi$, and by the definition of projection it follows that

$$A + N = \pi_\phi^{-1}\left(s_M^\mathfrak{M}(x_A)\right)A = \pi_\phi^{-1}\left(s_M^\mathfrak{M}(x_A)\right)^2A$$

$$= \pi_\phi^{-1}\left(s_M^\mathfrak{M}(x_A)\right)(A + N),$$

from which we conclude that $\pi_\phi\left(s_M^\mathfrak{M}(A + N)\right) \leq s_M^\mathfrak{M}(x_A)$.
Moreover,

\[ \pi_\phi \left( s^\mathfrak{M} (A + N) \right) x_A = \pi_\phi \left( s^\mathfrak{M} (A + N) \left( A + N_\phi \right) \right) = A + N + N_\phi = x_A. \]

Thus, \( s^\mathfrak{M} (x_A) \leq \pi_\phi \left( s^\mathfrak{M} (A + N) \right) \) and the equality follows.

\( (vi) \) Note that, by definition, \( \phi \left( s^\mathfrak{M} (\phi) A \right) = \phi(A) \) for all \( A \in \mathfrak{N}_\phi \). It follows that \( \eta_\phi \left( s^\mathfrak{M} (\phi) A \right) = \eta_\phi(A) \) for all \( A \in \mathfrak{N}_\phi \). Thus

\[
\pi_\phi \left( s^\mathfrak{M} (\phi) \right) \eta_\phi(A) = \eta_\phi \left( s^\mathfrak{M} (\phi) A \right) \quad \forall A \in \mathfrak{N}_\phi \implies \pi_\phi(s^\mathfrak{M}(\phi)) \geq \bigvee_{A \in \mathfrak{N}_\phi} s^\mathfrak{M}(\eta_\phi(A)).
\]

On the other hand, let \( P \in \mathfrak{M} \) be a projection such that \( \pi_\phi(P) = \bigvee_{A \in \mathfrak{N}_\phi} s^\mathfrak{M}(\eta_\phi(A)) \).

Then,

\[
\phi(B^* A) = \left< \eta_\phi(A), \eta_\phi(B) \right> = \left< \pi_\phi(P) \eta_\phi(A), \eta_\phi(B) \right> = \left< \eta_\phi(P A), \eta_\phi(B) \right> = \left< \eta_\phi(P A), \eta_\phi(B) \right> = \phi(B^* PA) \quad \forall B \in \mathfrak{N}, \forall A \in \mathfrak{N}.
\]

It follows that \( P \leq s^\mathfrak{M}(\phi) \implies \bigvee_{x \in \mathfrak{N}_\phi/N_\phi} s^\mathfrak{M}(x) \leq \pi_\phi \left( s^\mathfrak{M}(\phi) \right) \) and we have the equality. 

\[ \square \]

**Remark 1.6.3.** Note that in items \((ii), (iii)\) and \((iv)\) we used the GNS representation. This would not be necessary if we had considered a concrete von Neumann algebra. Nevertheless, item \((v)\) is strictly dependent on the GNS construction due to the specific choice of \( A \) and \( x_A \).

The next result relates cyclicity and separability, which are connected with the existence of a Modular Operator, with support projection. The reader should be not surprised if those support projections appear again in relative modular theory or even in the Araki-Masuda Noncommutative \( L_p \)-Spaces.

**Proposition 1.6.4.** Let \( \mathfrak{M} \) be a concrete von Neumann algebra.
(i) \( \Omega \in \mathcal{H} \) is a separating vector if and only if \( s^\mathcal{M}(\Omega) = 1 \);

(ii) \( \Omega \in \mathcal{H} \) is a cyclic vector if and only if \( s^\mathcal{M}'(\Omega) = 1 \).

**Proof.** (i) It is quite obvious, if \( \Omega \) is separating \( (1 - s^\mathcal{M}(\Omega))\Omega = 0 \Rightarrow 1 - s^\mathcal{M}(\Omega) = 0 \).

On the other hand, suppose \( A \in \mathcal{M} \) is such that \( A\Omega = 0 \). Then \( (1 - A)\Omega = \Omega \). Thus \( \Omega \in \text{Ran}(1 - A) \) and \( 1 = s^\mathcal{M}(\Omega) \leq s^\mathcal{M}_L(1 - A) \leq 1 \Rightarrow s^\mathcal{M}_L(1 - A) = 1 \). Using now item (iii) in Proposition 1.6.2, \( \text{Ker}(A) = \mathcal{H} \Rightarrow A = 0 \).

(ii) If \( \Omega \) is cyclic, \( (1 - s^\mathcal{M}'(\Omega))A\Omega = 0 \) for all \( A \in \mathcal{M} \). But \( \mathcal{M}\Omega \) is a dense subset of \( \mathcal{H} \). Therefore \( 1 - s^\mathcal{M}'(\Omega) = 0 \).

For the converse, we must look carefully at the orthogonal projection \( P \) onto \( \mathcal{M}\Omega \). First, \( AP = PAP \) for all \( A \in \mathcal{M} \). In fact, fixing an element \( x \in \mathcal{H}, \text{Px} \in \mathcal{M}\Omega \). It means that there exists a sequence \( (A_n\Omega)_{n\in\mathbb{N}} \subset \mathcal{M}\Omega \) such that \( A_n\Omega \to \text{Px} \), but then \( (AA_n\Omega)_{n\in\mathbb{N}} \subset \mathcal{M}\Omega \) is such that \( AA_n\Omega \to APx \) and \( AA_n\Omega = P(\mathcal{M}\Omega) = PAPx = APx \) as desired. Hence, \( PA = (A^*P)^* = (PA^*P)^* = PAP = AP \) and it follows that \( P \in \mathcal{M}' \).

With this useful result everything becomes easy, since \( \Omega \in \mathcal{M}\Omega \),

\[
P\Omega = \Omega \Rightarrow 1 = s^\mathcal{M}'(\Omega) \leq P \leq 1
\]

\[
\Rightarrow P = 1
\]

\[
\Rightarrow \mathcal{M}\Omega = \mathcal{H}.
\]

\[\square\]

**Corollary 1.6.5.** Let \( \mathcal{M} \) be a concrete von Neumann algebra and \( \Omega \in \mathcal{H} \). Then, the following statements are equivalent:

(i) \( \Omega \) is cyclic to \( \mathcal{M} \);

(ii) \( \Omega \) is separating to \( \mathcal{M}' \).

We have said that consider faithful normal semifinite states is not general, since it must not exist. The next theorem shows that consider weights with the same proprieties on von Neumann algebras is enough. The proof we present below was changed by the author and is based in the one found in [70].

**Theorem 1.6.6.** Let \( \mathcal{M} \) be a von Neumann algebra. There exists a faithful normal semifinite weight \( \phi \) on \( \mathcal{M} \).

**Proof.** Consider the set

\[
J = \left\{ J \subset \mathcal{S}_\mathcal{M} \mid \forall \omega_1, \omega_2 \in J, \omega_1 \text{ is normal and } s^\mathcal{M}(\omega_1)s^\mathcal{M}(\omega_2) = 0 \right\}
\]
ordered by inclusion. It is not difficult to see that the chains on this set have a maximal
element given by the union of the chain elements. Hence, by Zorn’s Lemma, it has a
maximal element, say $I$.

We claim that $\sum_{\omega \in I} s^M(\omega) = \bigwedge_{\omega \in I} s^M(\omega) = 1$. In fact, if it is not true, there exists an
element $B \in \mathcal{M}$ such that $A = \left(1 - \sum_{\omega \in I} s^M(\omega)\right) B \neq 0$. Define

$$\omega_A : \left(\sum_{\omega \in I} s^M(\omega)\right) \mathcal{M} \oplus \mathbb{K}A \to \mathbb{K}$$

$$B + \alpha A \mapsto \alpha.$$

Now, we use the Hahn-Banach Theorem to extend $\omega_A$ to the whole algebra (we
will denote the extension by $\omega_A$ as well). This definition ensures that $s^M(\omega_A) > 0$ and
$s^M(\omega_A) s^M(\omega) = 0$ for all $\omega \in I$, thus $I \cup \{\omega_A\} > I$. This contradicts the maximality of
$I$.

Consider now the weight

$$\phi(A) = \sum_{\omega \in I} \omega(A), \quad A \in \mathcal{M}_+.$$  \hfill (1.6)

It is normal, because it is the limit of an increasing net of states and it is also semifinite
because $s_J = \sum_{\omega \in J} s^M(\omega)$, $J \subset I$ finite, form an increasing net of projections with the
index set directed by inclusion, so it converges to its least upper bound, that is, to $1$,
and it follows that

$$\bigcup_{J \subset I, \text{ finite}} \left(\sum_{\omega \in J} s^M(\omega)\right) \mathcal{M} \subset \mathcal{M}_\phi = \left(\bigcup_{J \subset I, \text{ finite}} \sum_{\omega \in J} s^M(\omega)\right) \mathcal{M} = \left(\sum_{\omega \in I} s^M(\omega)\right) \mathcal{M} = 1 \mathcal{M} \subset \mathcal{M}_\phi.$$  

Finally, $\phi$ is faithful because if $\phi(A) = 0$ for $A \in \mathcal{M}_+$, then $\omega(A) = 0$ for all $\omega \in I$,
so $A \in 1 - s^M(\omega)$, or equivalently, $As^M(\omega) = 0$ for all $\omega \in I$. Hence,

$$A = A \sum_{\omega \in I} s^M(\omega) = \sum_{\omega \in I} As^M(\omega) = 0.$$  

$\square$
The following corollaries can be seen as consequences of Theorem 1.5.14 or Theorem 1.5.15 and Theorem 1.6.6. Before we start working with weights, let us analyse a particular case where states are sufficient for the theory.

**Proposition 1.6.7.** Let $\mathcal{M}$ be a concrete von Neumann algebra. The following are equivalent:

(i) $\mathcal{M}$ is $\sigma$-finite;

(ii) $\mathcal{M}$ admits a faithful normal state;

(iii) $\mathcal{M}$ is isometric isomorphic to a von Neumann algebra which admits a cyclic and separating vector.

**Proof.** (i) ⇒ (ii) it is a scholium of Theorem 1.5.14. From the hypothesis, the maximal element $I$ of $J$ defined by equation (1.5) must be countable, so just change the definition on equation (1.6) to

$$\phi(A) = \sum_{n \in \mathbb{N}} \frac{1}{2^n} \omega_n(A), \quad \forall A \in \mathcal{M}.$$ 

Since it converges in norm, $\frac{\phi}{\|\phi\|}$ is a state and the desired properties follows from the very same procedure used in Theorem 1.6.6.

(ii) ⇒ (iii) let $\omega$ be the faithful normal state, by Theorem 1.5.6 $\|\pi_\omega(A)\| \leq \|A\|$. On the other hand, by definition presented in 1.5.11, $[B] = B + \{0\} \Rightarrow \|[B]\| = \|B\|$, therefore $\pi_\omega$ is isometric because $\|\pi_\omega(A)([1])\| = \|[A]\| = \|A\|$.

The normality of $\omega$ warrants that $\pi_\omega(\mathcal{M})$ is also a von Neumann algebra. Finally, the cyclic and separating vector is $[1]$, because $\pi_\omega(\mathcal{M})[1] = [\mathcal{M}] = \mathcal{H}_\omega$ and $\pi_\omega(A)[1] = 0 \iff [A] = 0 \iff A = 0$.

(iii) ⇒ (i) Let $\pi$ be the representation and $\Omega$ its cyclic and separating vector. Let $\{P_i\}_{i \in I}$ be a family of mutually orthogonal projection. Set $P = \bigvee_{i \in I} P_i = \sum_{i \in I} P_i$, then

$$\|\pi(P)\Omega\|^2 = \langle \pi(P)\Omega, \pi(P)\Omega \rangle = \left\langle \sum_{i \in I} P_i\Omega, \sum_{i \in I} P_i\Omega \right\rangle = \sum_{i \in I} \langle P_i\Omega, P_i\Omega \rangle = \sum_{i \in I} \|\pi(P_i)\Omega\|. \quad (1.7)$$
This means that the sum in equation (1.7) has at most a countable number of non-null terms, which means \( \pi(P_i)\Omega = 0 \Rightarrow \pi(P_i) = 0 \) apart from a countable subset of \( I \).

\[ \square \]

### 1.7 Square Roots and Polar Decomposition of an Operator

Since we have already provided a \( C^* \)-algebra with a functional calculus, we could simply use it to get the square root of an element. Although this way might be easier, the next result will show the existence of square root in a different way and with some interesting consequences.

The next result is an original proof of a well known theorem which is based on some other proofs that can be found in classical books of operator theory.

**Theorem 1.7.1.** Let \( \mathfrak{A} \) be a \( C^* \)-algebra and let \( A \in \mathfrak{A} \) be a positive operator. Then there exists a unique positive operator \( B \in \mathfrak{A} \), such that \( B^2 = A \). Furthermore, \( B \) is in the closure of the \( * \)-algebra generated by \( A \) and \( 1 \).

**Proof.** First we adjoin an identity, \( 1 \), to the algebra.

The case \( A = 0 \) is trivial. If \( A \neq 0 \), we can set \( \tilde{A} = \frac{A}{\|A\|} \). Since \( A \) is positive, \( \|1 - \tilde{A}\| \leq 1 \).

Firstly, suppose that there exists \( 0 < \alpha < 1 \) such that \( \|1 - \tilde{A}\| < \alpha \). Let \( [A] \) be the closure of the \( * \)-algebra generated by \( \tilde{A} \) and let

\[ X = \left\{ T \in [A] \mid \|1 - T\| \leq 1 - \sqrt{1 - \alpha} \right\} \neq \emptyset \]

be provided with the metric induced by the norm.

Note that the elements of \( X \) are self-adjoint, due to Proposition 1.5.21 and because \( A \) is also self-adjoint.

The function \( f : X \rightarrow X \) given by \( f(B) = B + \frac{1}{2}(\tilde{A} - B^2) \) is well defined, since

\[ \|1 - f(T)\| = \left\| \frac{1}{2}[(1 - T)^2 + (1 - \tilde{A})] \right\| \leq \frac{1}{2} \left( (1 - \sqrt{1 - \alpha})^2 + \alpha \right) \leq 1 - \sqrt{1 - \alpha} = \beta. \]

As the operators in \( X \) commute with each other,

\[ \|f(B) - f(C)\| = \left\| B - C - \frac{1}{2}B^2 + \frac{1}{2}C^2 \right\| = \left\| \frac{1}{2}[(I - B) + (I - C)](B - C) \right\| \]

\[ = \frac{1}{2}(\|I - B\| + \|I - C\|) \|B - C\| \leq \beta\|B - C\|. \]
It follows from Banach’s Fixed Point Theorem that \( f \) has exactly one fixed point, that is, there exists a unique \( B \in X \) such that
\[
B = B + \frac{1}{2}(\tilde{A} - B^2) \Rightarrow \tilde{A} = B^2 \Rightarrow A = \left(\sqrt{\|A\|B}\right)^2.
\]

For the case \( \|1 - \tilde{A}\| = \|1 - \frac{A}{\|A\|}\| = 1 \), consider a sequence of positive operators defined by \( A_n = \tilde{A} + \frac{1}{2n}1 \) and \( \tilde{A}_n = \frac{A_n}{\|A_n\|} = \frac{A_n}{1 + \frac{1}{2n}} \). Of course, \( \tilde{A}_n \to \tilde{A} \) and due to Theorem 1.5.20,
\[
\|1 - \tilde{A}_n\| = \left\|\left(1 - \frac{1}{2n}\|A_n\\|\right)1 - \frac{\tilde{A}}{\|A_n\|}\right\| \\
\leq \max \left\{1 - \frac{1}{2n}\|A_n\\|, 1 - \frac{1}{2n}\|A_n\\| - \frac{1}{\|A_n\|}\right\} \\
= 1 - \frac{1}{2n}\|A_n\|.
\]

Hence, for each \( n \in \mathbb{N} \) there exists a unique \( B_n \) with the desired properties such that \( \tilde{A}_n = B_n^2 \). Note that all the \( B_n \) are in fact in the same algebra and commute with each other. Furthermore, note that \( n > m \Rightarrow \tilde{A}_n \leq \tilde{A}_m \Rightarrow B_n \leq B_m \), since \( A_n \) and \( A_m \) commute, thus we have that, for every \( n > m \),
\[
\|(B_m - B_n)(x)\|^2 = \langle (B_m - B_n)x, (B_m - B_n)x \rangle \\
= \langle \tilde{A}_m x, x \rangle + \langle \tilde{A}_n x, x \rangle - 2\langle B_m B_n x, x \rangle \\
\leq \langle \tilde{A}_m x, x \rangle + \langle \tilde{A}_n x, x \rangle - 2\langle B_n^2 x, x \rangle \\
= \langle \tilde{A}_m x, x \rangle - \langle \tilde{A}_n x, x \rangle \\
= \langle (\tilde{A}_m - \tilde{A}_n)(x), x \rangle \\
\leq \|\tilde{A}_m - \tilde{A}_n\| \|x\|^2 \\
\leq \left[\left(\frac{1}{2m\|A_m\|} - \frac{1}{2n\|A_n\|}\right)\|x\|^2 + \left(\frac{1}{\|A_m\|} - \frac{1}{\|A_n\|}\right)\right] \\
\Rightarrow \|B_m - B_n\| \leq \|\tilde{A}_m - \tilde{A}_n\|^2 \\
\leq \sqrt{\left[\left(\frac{1}{2m\|A_m\|} - \frac{1}{2n\|A_n\|}\right) + \left(\frac{1}{\|A_m\|} - \frac{1}{\|A_n\|}\right)\right]}.
\]

Hence, it is a Cauchy sequence and therefore \( B_n \to B \in \sqrt{A} \) and clearly \( B^2 = \tilde{A} \).
Moreover, equation (1.8) also ensures a continuity property in this particular case, with which we can prove uniqueness. In fact, if $C$ is a positive operator such that $C^2 = \tilde{A}$ then, taking the limit, we have

$$\|B_m - C\| \leq \|\tilde{A}_m - \tilde{A}\|^{\frac{1}{2}} \Rightarrow \|B - C\| = 0.$$ 

\[\square\]

**Definition 1.7.2.** Let $A : \mathcal{H} \to \mathcal{H}$ be a positive operator. We denote by $\sqrt{A}$ the unique positive operator such that $(\sqrt{A})^2 = A$.

Equation (1.8) in the proof of the theorem gives us:

**Scholium 1.7.3.** Let $(A_n)_{n \in \mathbb{N}} \subset \mathcal{B}(\mathcal{H})$ be a monotonic decreasing sequence of positive operators, then

$$\left\|\sqrt{A_n} - \sqrt{A_m}\right\| \leq \|A_n - A_m\|^{\frac{1}{2}}.$$

**Definition 1.7.4.** Let $A \in \mathcal{B}(\mathcal{H})$, we define $|A| = \sqrt{A^*A}$.

Note that the modulus function is always well defined since $A^*A$ is always a positive operator.

**Proposition 1.7.5.** $A : \mathcal{H} \to \mathcal{H}$ is a positive operator if, and only if, $A$ is self-adjoint and $\langle Ax, x \rangle > 0$ for all $x \in \mathcal{H}$.

**Proof.** If $A$ is positive, it is automatically self-adjoint by hypothesis, so it is enough to show the second condition. From Theorem 1.7.1, we know that there exists a positive $B$ such that $A = B^2$. Thus

$$\langle Ax, x \rangle = \langle BB^*x, x \rangle = \|Bx\|^2 \geq 0 \ \forall x \in \mathcal{H}.$$ 

Reciprocally, it follows from the Cauchy-Schwarz inequality that $\langle \frac{A}{\|A\|}x, x \rangle \leq \|x\|^2$ and, by hypothesis, $\langle Ax, x \rangle \geq 0$ for all $x \in \mathcal{H}$. Therefore,

$$\left\|\left(1 - \frac{A}{\|A\|}\right)x, x\right\| = \|x\|^2 - \frac{1}{\|A\|} \langle Ax, x \rangle \leq \|x\|^2$$

$$\Rightarrow \left\|1 - \frac{A}{\|A\|}\right\| = \sup_{\|x\|=1} \left\|\left(1 - \frac{A}{\|A\|}\right)x, x\right\| \leq 1.$$ 

Finally, from Proposition 1.5.21, we conclude that $A$ is positive. 

\[\square\]
Definition 1.7.6. An operator $U \in \mathcal{B}(\mathcal{H})$ is said to be a partial isometry if $\|Ux\| = \|x\|$ for all $x \in \text{Ker}(U)^\perp$. The subspace $\text{Ker}(U)^\perp$ is called the initial space of $U$ and $\text{Ran}(U)$ is called the final space of $U$.

Proposition 1.7.7. Let $A \in \mathcal{B}(\mathcal{H})$. Then, there exists a partial isometry $U$ with initial space $\text{Ker}(A)^\perp$ and final space $\overline{\text{Ran}(A)}$ such that $A = U|A|$.

Proof. Notice that

$$\|Ax\|^2 = \langle Ax, Ax \rangle = \langle |A|^2 x, x \rangle = \langle |A|x, |A|x \rangle = \| |A|x \|^2. \tag{1.9}$$

Then, we can define $\tilde{U} : \text{Ran}(|A|) \to \text{Ran}(A)$ by $\tilde{U}x = Ax$ for all $x \in \mathcal{H}$. From the definition, it follows that $\|\tilde{U}|A|x\| = \| |A|x\|$ and hence $\tilde{U}$ is a partial isometry.

We can also extend $\tilde{U}$ to an operator $\bar{U} : \text{Ran}(|A|) \to \overline{\text{Ran}(A)}$ using continuity. Finally, define $U \in \mathcal{B}(\mathcal{H})$ by

$$Ux = \begin{cases} \tilde{U}x & \text{if } x \in \overline{\text{Ran}(|A|)} \\ 0 & \text{if } x \in \overline{\text{Ran}(|A|)}^\perp \end{cases}.$$ 

Thereafter $U$ is a partial isometry with initial space $\overline{\text{Ran}(|A|)}$ and final space $\overline{\text{Ran}(A)}$ such that $Ax = U|A|$.

All that remains to show is that $\overline{\text{Ran}(|A|)} = \text{Ker}(A)^\perp$ to conclude the assertion about the isometry. We begin by noticing that the equation (1.9) says $\|Ax\| = \| |A|x\|$, hence $\text{Ker}(A) = \text{Ker}(|A|)$. Thus $x \in \text{Ran}(|A|) \Rightarrow \exists y \in \mathcal{H}$ such that $x = |A|y \Rightarrow \langle x, z \rangle = \langle |A|y, z \rangle = \langle y, |A|z \rangle = 0$ for all $z \in \text{Ker}(A) = \text{Ker}(|A|) \Rightarrow x \in \text{Ker}(A)^\perp$ and since $\text{Ker}(A)^\perp$ is closed $\text{Ran}(|A|) \subset \text{Ker}(A)^\perp$.

On the other hand, let $x \in \text{Ker}(A)^\perp$ and $f \in \mathcal{H}^*$ be a continuous functional that vanishes in $\text{Ran}(|A|)$. Due to Riesz Theorem, there exists $z \in \mathcal{H}$ such that $f(y) = \langle z, y \rangle$ for all $y \in \mathcal{H}$. Note now that $\|Az\|^2 = \| |A|z\| = \langle Az, Az \rangle = \langle z, |A|^2 z \rangle = f(|A|^2 z) = 0 \Rightarrow z \in \text{Ker}(A)$. Finally, $f(x) = \langle x, z \rangle = 0$ for all $f \in \mathcal{H}^*$ that vanishes in $\text{Ran}(|A|)$. Hence, as a consequence of the Hahn-Banach Theorem\textsuperscript{8}, $x \in \overline{\text{Ran}(|A|)}$.

\[
\]

1.8 Unbounded, Closed, and Affiliated Operators

We finish this chapter presenting the definition of unbounded, closed, and affiliated operators. This theory is due to J. von Neumann and M. Stone, who developed it in\textsuperscript{8} see Theorem A.1.6.
their attempt to provide a mathematical formalization of quantum mechanics. These operators will play a very important role in this work, for obvious reasons.

**Definition 1.8.1** (Unbounded Operator). Let $\mathcal{X}$ and $\mathcal{Y}$ be Banach spaces and $\mathcal{D}(A) \subseteq \mathcal{X}$ a subspace. An unbounded operator is a linear map $A : \mathcal{X} \supset \mathcal{D}(A) \rightarrow \mathcal{Y}$ that cannot be continuous extended to the whole Hilbert space.

**Definition 1.8.2.** Let $\mathcal{X}$ and $\mathcal{Y}$ be Banach spaces and let $A : \mathcal{X} \supset \mathcal{D}(A) \rightarrow \mathcal{Y}$ be an operator. The graph of $A$ is defined as the set

$$\mathcal{G}(A) = \{(x, Ax) \in \mathcal{X} \times \mathcal{Y} \mid x \in \mathcal{D}(A)\}.$$ 

We are considering $\mathcal{X} \times \mathcal{Y}$ provided with the product topology.

**Definition 1.8.3.** Let $\mathcal{X}$ and $\mathcal{Y}$ be Banach spaces and let $D(\mathcal{A}) \subset \mathcal{X}$ be a subspace. An unbounded operator $A : \mathcal{X} \supset D(\mathcal{A}) \rightarrow \mathcal{Y}$ is said to be

(i) densely defined, if $D(\mathcal{A}) = \mathcal{X}$; 

(ii) closed if its graph is closed, i.e., for any sequence $(x_n, Ax_n)_{n \in \mathbb{N}} \in \mathcal{G}(A)$ with $(x_n, Ax_n) \rightarrow (x, y)$ (which automatically is in $\overline{\mathcal{G}(A)}$) we have $(x, y) \in \mathcal{G}(A)$ which means $x \in D(A)$ and $y = Ax$;

(iii) closable if $A$ admits a closed extension. We denote its closure by $\overline{A}$.

From now on, we will use standard results about densely defined and closed operators without mentioning. More details about the topic can be found in [34], [40], and [53].

**Definition 1.8.4.** Let $\mathcal{X}$ and $\mathcal{Y}$ be Banach spaces, $A : \mathcal{X} \supset D(\mathcal{A}) \rightarrow \mathcal{Y}$ a closable operator. A core (or essential domain) of $A$ is a subset $D \subset D(\mathcal{A})$ such that $A|_D = A$.

**Lemma 1.8.5.** Let $A$ be a closable (or densely defined) positive operator and $D$ a core of $A$. Then $D$ is a core of $A^{\gamma}$, $0 \leq \gamma \leq 1$, and

$$\|A^{\gamma}x\|^2 \leq \|x\|^2 + \|Ax\|^2 \quad \forall x \in D(A^{\gamma}).$$

**Proof.** Let $A = \int p dE_p$ be the spectral decomposition of $A$ and $x \in D(A^{\gamma}) \subset D(A)$. $E_{(0,1)}$ and $1 - E_{(0,1)}$ are orthogonal projections, furthermore $E_{(0,1)}A^{\gamma} \leq 1$ and $(1 - E_{(0,1)})A^{\gamma} \leq (1 - E_{(0,1)})A \leq A$ due to its spectral decomposition, hence, for every $x \in D(A^{\gamma})$,

$$\|A^{\gamma}x\|^2 = \|E_{(0,1)}A^{\gamma}x\|^2 + \|(1 - E_{(0,1)})A^{\gamma}x\|^2$$

$$\leq \|x\|^2 + \|Ax\|^2.$$  \hfill (1.10)
Now, let \( x \in D(A^\gamma) \), also \( x \in D(A) \). Then, there exists \((x_n)_{n \in \mathbb{N}} \subset D\), such that \( x_n \to x \) and \( A^\gamma x_n \to A^\gamma x \). By equation (1.10), \( A^\gamma x_n \to A^\gamma x \). Consequently, \( D \) is a core for \( A^\gamma \), as well as for \( A^\gamma \).

\[\text{Definition 1.8.6 (Adjoint). Let} \ H_1, H_2 \text{ be Hilbert spaces and} \ A : H_1 \supset D(A) \to H_2 \text{ a densely defined unbounded operator, we set:}\]

\[(i) \ D(A^*) \doteq \{ y \in H_2 \mid D(A) \ni x \xrightarrow{\omega_y} \langle y, Tx \rangle_2 \text{ is a continuous linear functional}\};\]

\[(ii) \text{for} \ y \in D(A^*), A^*(y) = z \text{ where} \ z \in H_1 \text{ is the unique vector such that} \ \omega_y(x) = \langle z, x \rangle_1 \text{ for all} \ x \in H_1.\]

One can prove that the operator \( A^* \) defined by the conditions above is linear. We call the operator \( A^* \) the adjoint of \( A \).

An interesting result states that an operator is closable if, and only if, its adjoint is densely defined. Again, we stress that all standard results about the adjoint operator can be found again in [34], [40], and [53].

\[\text{Definition 1.8.7. Let} \ M \subset B(H) \text{ be a von Neumann algebra, we say that a linear operator} \ A : D(A) \to H \text{ is affiliated to} \ M \text{ if, for every unitary operator} \ U \in M', U A U^* = A. \text{ We denote that an operator is affiliated to} \ M \text{ by} A \eta M \text{ and the set of all affiliated operator by} M_\eta.\]

A very interesting way to look at this definition is through spectral projections. By this definition, the spectral projections of an affiliated operator belong to the von Neumann algebra. In fact, an equivalent condition to an operator \( A \) being affiliated to a von Neumann algebra is that the partial isometry in the polar decomposition of \( A \) and all the spectral projections of \(|A|\) lie in the von Neumann algebra. This guarantees that an affiliated operator can be approached by algebra elements in the spectral sense.

\[\text{Lemma 1.8.8. Let} \ M \text{ be a von Neumann algebra and} A \eta M.\]

\[(i) \text{If} \ A \text{ is closable, then} A \eta M;\]

\[(ii) \text{If} \ A \text{ is densely defined, then} A^* \eta M.\]

\[\text{Proof. (i) The condition just warrants the existence of} \ A. \text{ Since it exists,} \ U \in M', U A U^* = A \Rightarrow U A \eta M = A.\]

\[(ii) \text{The condition plays the same role and, since} A^* \text{ exists, we have} U \in M', U A U^* = A \Rightarrow U A^* U^* = A^*.\]
KMS states are a generalization of quantum thermal equilibrium states given by the density matrix in finite-dimensional Hilbert spaces, defined, from the Hamiltonian $H$, as follows

$$\rho_\beta = \frac{e^{-\beta H}}{Tr(e^{-\beta H})}, \quad \omega_{\rho_\beta}(A) = Tr(\rho A).$$

It is obvious in this situation that $\rho_\beta$ and $\omega_{\rho_\beta}$ admit an analytic extension for complex $\beta$.

Unfortunately, the density matrix usually does not survive the thermodynamic limit in an infinity-dimensional Hilbert space, but the KMS property does. Hence, Kubo, Martin and Schwinger, for which the acronym KMS stands for, proposed in [37] and [38] that the analytic extension of the state, as it will be precisely defined soon, should define the thermal equilibrium states.

In this chapter we will present the general definition and main properties of dynamical systems in Operator Algebras context, an extensive discussion on mathematical aspects of KMS states, and finally a physical discussion on the topic.
2.1 $C^*$-Dynamical Systems, $W^*$-Dynamical Systems, and Analytic Elements

This section is devoted to present Dynamical Systems in the Operator Algebras context, as well as, the the analytic elements, which plays a crucial role for KMS states properties and definition.

**Definition 2.1.1** ($C^*$-Dynamical System). A $C^*$-dynamical system $(\mathcal{A}, G, \alpha)$ consists of a $C^*$-algebra $\mathcal{A}$, a locally compact group $G$ and a strongly continuous homomorphism $\alpha$ of $G$ in $\text{Aut}(\mathcal{A})$.

**Definition 2.1.2** ($W^*$-Dynamical System). A $W^*$-dynamical system $(\mathcal{M}, G, \alpha)$ consists of a von Neumann algebra $\mathcal{M}$, a locally compact group $G$ and a weakly continuous homomorphism $\alpha$ of $G$ in $\text{Aut}(\mathcal{A})$.

In particular, we denote by $(\mathcal{A}, \alpha)$ the $C^*$-dynamical system with $\alpha$ a one-parameter group, $\mathbb{R} \ni t \mapsto \alpha_t \in \text{Aut}(\mathcal{A})$.

**Notation 2.1.3.** Let $X$ be a Banach space and $F \subset X^*$ a closed subspace, where $F$ is such that either $F = X^*$ or $F^* = X$. We denote by $\sigma(X,F)$ the locally convex topology of $X$ induced by functionals in $F$.

**Definition 2.1.4** (Analytic Elements). Let $\alpha$ be a one-parameter $\sigma(X,F)$-continuous group of isometries. An element $A \in X$ is analytic for $\alpha$ if there exists $\gamma > 0$ and a function $f : D_\gamma \to X$, where $D_\gamma = \{ z \in \mathbb{C} \mid 0 < \text{sgn}(\gamma) \text{Im}(z) < |\gamma| \}$, such that

(i) $f(t) = \alpha_t(A) \quad \forall t \in \mathbb{R}$;

(ii) $z \mapsto \varphi(f(z))$ is analytic in the strip $D_\gamma$ for all $\varphi \in F$.

**Notation 2.1.5.** We will usually denote the function $f$ above as $f(z) = \alpha_z$.

Analytic elements will play an important role as these elements are usually easier to work with and the set of analytic elements is a dense subset, as we will see.

**Proposition 2.1.6.** Let $\alpha$ be a $\sigma(X,F)$-continuous group of isometries and denote by $X_\alpha$ the set of entire elements of $X$ (analytic in the whole $\mathbb{C}$), then

$$X_\alpha^{\sigma(X,F)} = X.$$
Proof. Let \( A \in X \) and define
\[
A_n(z) = \sqrt{\frac{n}{\pi}} \int_{\mathbb{R}} e^{-n(t-z)^2} \alpha_t(A) \, dt.
\] (2.1)

Note that \( A_n \) is well defined since \( e^{-n(t-z)^2} \) is an integrable function and intuitively \( A_n = A_n(0) \) will approach \( A \), because the coefficient function approaches Dirac’s delta distribution.

First, note that, for \( y \in \mathbb{R} \),
\[
A_n(y) = \sqrt{\frac{n}{\pi}} \int_{\mathbb{R}} e^{-n(t-y)^2} \alpha_t(A) \, dt = \sqrt{\frac{n}{\pi}} \int_{\mathbb{R}} e^{-nt^2} \alpha_{t+y}(A) \, dt = \alpha_y(A_n).
\] (2.2)

In order to show density, suppose \( \varphi \in F \) and \( \varepsilon > 0 \) are given. Then there exists a \( \delta > 0 \) such that \( \|\varphi(\alpha_t(A) - A)\| = \|\varphi(\alpha_t(A) - \alpha_0(A))\| \leq \frac{\varepsilon}{4\|\alpha\|\|A\|} \) for every \( t \in \mathbb{R} \) with \( |t| < \delta \), because \( \alpha \) is \( \sigma(X,F) \)-continuous. Now, choose \( N \in \mathbb{N} \) such that for all \( n > N \)
\[
\sqrt{\frac{n}{\pi}} \int_{\mathbb{R} \setminus (-\delta, \delta)} e^{-nt^2} \, dt < \frac{\varepsilon}{4\|\varphi\|\|A\|}.
\]

It follows that, for all \( n > N \),
\[
\begin{align*}
|\varphi(A_n - A)| &= \left| \varphi \left( \sqrt{\frac{n}{\pi}} \int_{\mathbb{R}} e^{-nt^2} \alpha_t(A) \, dt - \sqrt{\frac{n}{\pi}} \int_{\mathbb{R}} e^{-nt^2} A \, dt \right) \right| \\
&= \left| \sqrt{\frac{n}{\pi}} \int_{\mathbb{R} \setminus (-\delta, \delta)} e^{-nt^2} \varphi(\alpha_t(A) - A) \, dt \right| \\
&\quad + \left| \sqrt{\frac{n}{\pi}} \int_{(-\delta, \delta)} e^{-nt^2} \varphi(\alpha_t(A) - A) \, dt \right| \\
&\leq \sqrt{\frac{n}{\pi}} \int_{\mathbb{R} \setminus (-\delta, \delta)} e^{-nt^2} \|\varphi\| \left( \|\alpha_t(A)\| + \|\alpha_0(A)\| \right) \, dt \\
&\quad + \sqrt{\frac{n}{\pi}} \int_{(-\delta, \delta)} e^{-nt^2} \|\varphi(\alpha_t(A) - A)\| \, dt \\
&< \varepsilon.
\end{align*}
\] (2.3)

This shows that \( A_n \to A \) in the topology \( \sigma(X,F) \). Hence, all that remains to show is that the \( A_n(z) \)'s are entire analytic.
Again, suppose that $\varphi \in F$. Using the inequality $|\varphi(\tau_t(A))| \leq \|\varphi\||A||$, we conclude that

$$\left| \frac{\phi(A_n(z)) - \phi(A_n(z_0))}{z - z_0} - \sqrt{\frac{n}{\pi}} \int_{\mathbb{R}} \frac{2n(t-z)e^{-n(t-z)^2}}{\phi(\alpha_t(A))} dt \right|$$

$$= \sqrt{\frac{n}{\pi}} \int_{\mathbb{R}} \left| \frac{e^{-n(t-z)^2} - e^{-n(t-z_0)^2}}{z - z_0} - 2n(t-z)e^{-n(t-z)^2} \right| \phi(\alpha_t(A)) dt$$

$$\leq \|\phi\||A|| \sqrt{\frac{n}{\pi}} \int_{\mathbb{R}} \left| \frac{e^{-n(t-z)^2} - e^{-n(t-z_0)^2}}{z - z_0} - 2n(t-z)e^{-n(t-z)^2} \right| dt.$$

Notice that the integral on the right-hand side goes to zero when $z \to z_0$ and the entire analyticity follows.

We say that a vector-valued complex function $f$ is strong-analytic at an interior point $z_0$ of its domain if exists the limit $\lim_{z \to z_0} \frac{f(z + z) - f(z)}{z}$, where the limit understood as a norm-limit in the vector space. Analogously, we say that a function is weak-analytic if, for every continuous linear functional $\phi$ on the vector space, we have $\phi \circ f$ is analytic.

The next result will relate the two concepts. The relation with Definition 2.1.4 direct and clear.

**Proposition 2.1.7.** Let $X$ be a Banach space, $D \subset \mathbb{C}$ a open subset, and let $f : D \to X$ a function. Then, $f$ is weak-analytic if, and only if, $f$ is strong analytic.

**Proof.** (⇒) For every continuous linear functional $\phi \in X^*$. For every $z_0 \in D$ there exists $r > 0$ such that $D(z_0, r) \subset \overline{D(z_0, 2r)} \subset D$. Now, for every element $z, w \in D(0, r)$, the Cauchy Integral formula for the circle $C = \{\zeta \in \mathbb{C} \mid |\zeta - z_0| = 2r\}$ gives us that

$$\left| \phi \left( \frac{f(z_0 + z) - f(z_0)}{z} - \frac{f(z_0 + w) - f(z_0)}{w} \right) \right| = \frac{1}{2\pi} \int_C \frac{(z - w)\phi(f(\zeta))}{(\zeta - z_0)(\zeta - z)(\zeta - z_0 - w)} d\zeta$$

$$\leq \frac{|z - w|}{r^2} \sup_{\zeta \in C} |\phi(f(\zeta))|$$

$$\leq \frac{|z - w|}{r^2} \|\phi\| \sup_{\zeta \in C} \|f(\zeta)\|$$

Taking the supremum over all $\phi \in X^*$ such that $\|\phi\| = 1$, we obtain, as a corollary of the Hahn-Banach Theorem, that

$$\left\| \frac{f(z_0 + z) - f(z_0)}{z} - \frac{f(z_0 + w) - f(z_0)}{w} \right\| \leq \frac{|z - w|}{r^2} \sup_{\zeta \in C} \|f(\zeta)\|. \quad (2.4)$$
Finally, applying the inequality above, we conclude that $x_n = \frac{f(z_0 + z_n) - f(z_0)}{z_n}$, where $(z_n)_{n \in \mathbb{N}} \subset \mathbb{C}$ is such that $z_n \to 0$, defines a Cauchy sequence in the Banach space $X$. Hence, it is a convergent sequence for $x \in X$. It is easy to see that equation (2.4) guarantees that

$$\lim_{z \to 0} \frac{f(z_0 + z) - f(z_0)}{z} = x.$$

($\Leftarrow$) It is trivial.

\hfill $\Box$

\section{KMS States and Some of their Properties}

A general definition of KMS states can be found in any textbook of Operator Algebras such as [12], [33], and [69]. Here, we will follow mostly [12], with just minor proofs and modifications due to the author in order to suit better the ensuing application on this thesis.

Since we will need to use the Fourier Transform soon, let us first fix some notation.

\textbf{Notation 2.2.1.} We denote by $\hat{f}$ the Fourier transform of $f$, a Schwartz function. The Fourier transform is a uniformly continuous (vector space) automorphism on Schwartz space, defined by

$$\hat{f}(k) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} f(x)e^{-ikx}dx.$$

Note that we have also the inverse Fourier transform

$$f(x) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \hat{f}(k)e^{ikx}dk.$$

In particular, when $f$ is an infinitely differentiable function with compact support, the Fourier transform is well defined. We denote such a set by

$$C^\infty_0(\mathbb{R}) = \{ f : \mathbb{R} \to \mathbb{R} \mid f \text{ is infinitely differentiable with compact support} \}.$$

Before proceeding to a central theorem, it is necessary to analyse the consequences of a function $\hat{f}$ being the Fourier transform of an infinitely differentiable function $f$ with compact support.
Lemma 2.2.2. If \( f \) is the inverse Fourier transform of a function \( \hat{f} \in C_0^\infty (\mathbb{R}) \) with \( \text{supp}(\hat{f}) \subseteq [-M,M] \). Then \( f \) is an entire function and, for each \( n \in \mathbb{N} \), there exists some \( K_n > 0 \) such that

\[
|f(z)| \leq K_n \frac{e^{M|\text{Im}(z)|}}{1 + |z|^n} \quad \forall z \in \mathbb{C}.
\]

Proof. Since the \( \hat{f} \) is infinitely differentiable, it is uniformly infinitely continuous differentiable in \([-M,M]\). Thus, we can explicitly write

\[
\frac{df}{dz}(z) = \frac{i}{\sqrt{2\pi}} \int_{\mathbb{R}} \hat{f}(p) e^{ipz} dp.
\]

Therefore, \( f \) is an entire analytic function.

Using integration by parts and noting that \( \text{supp} \left( \frac{d^n \hat{f}}{dp^n} \right) \subseteq \text{supp}(\hat{f}) \) we obtain

\[
|f(z)| = \left| \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \hat{f}(p) \left( -i \right)^n \frac{d^n}{dp^n} \left( e^{ipz} \right) dp \right|
= \left| \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \frac{d^n \hat{f}}{dp^n}(p) i^n \frac{e^{ipz}}{z^n} dp \right|
\leq \frac{e^{M|\text{Im}(z)|}}{|z|^n} \left| \frac{1}{\sqrt{2\pi}} \int_{[-M,M]} \frac{d^n \hat{f}}{dp^n}(p)e^{ip\text{Re}(z)} dp \right|
= K_n e^{M|\text{Im}(z)|} |z|^n (2.5)
\]

Finally, it follows from Weierstrass’s theorem that within the compact set \( \{ z \in \mathbb{C} \mid |z| \leq 1 \} \) there exist constants \( K_n^2 \) such that

\[
|f(z)| \leq K_n^2 e^{M|\text{Im}(z)|} |z|^n.
\]

When \( |z| > 1 \), we can use the previous inequality

\[
|f(z)| \leq K_n e^{M|\text{Im}(z)|} |z|^n \leq 2K_n e^{M|\text{Im}(z)|} 2|z|^n \leq 2K_n e^{M|\text{Im}(z)|} \frac{1 + |z|^n}{1 + |z|^n}.
\]

Hence, the desired inequality is valid for all \( z \in \mathbb{C} \) if we take \( K_n = \max \{ 2K_n^1, K_n^2 \} \).
Since \( p \hat{f} \) is infinitely continuous differentiable with \( \text{supp}(p \hat{f}) \subset \text{supp}(\hat{f}) \), we have
\[
|\frac{df}{dz}(z)| \leq C_1 \left( e^{My} - e^{-My} \right) \frac{2M}{y} |x|.
\]
It follows from (2.5) that, for fixed \( y \in \mathbb{R} \), \( \lim_{x \to \infty} f(x + iy) = 0 \) and
\[
|f(x + iy)| = \left| \int_{x}^{\infty} \frac{df}{dz}(x' + iy) \, dx' \right|.
\]

**Lemma 2.2.3.** Let \((\mathfrak{A},\tau)\) be a \( C^*\)-dynamical system and \( \omega \) a state on \( \mathfrak{A} \) such that, for any \( A,B \in \mathfrak{A} \), there exists \( \beta > 0 \) and a complex function \( F_{A,B} \) which is analytic in \( D_\beta = \{ z \in \mathbb{C} \mid \text{sgn}(\beta) \text{Im}(z) < |\beta| \} \) and continuous on \( \overline{D_\beta} \) satisfying
\[
F_{A,B}(t) = \omega(A\tau_t(B)) \quad \forall t \in \mathbb{R},
\]
\[
F_{A,B}(t + i\beta) = \omega(\tau_t(B)A) \quad \forall t \in \mathbb{R}.
\] (2.6)
Then, \( \omega \) is \( \tau \) invariant, i.e., \( \omega(\tau_t(A)) = \omega(A) \) for all \( t \in \mathbb{R} \) and for all \( A \in \mathfrak{A} \).

**Proof.** First suppose \( \mathfrak{A} \) has an identity, then let \( F_{1,A} \) as in Theorem 2.2.4 (iii). From equation (2.9) we see that
\[
F_{1,A}(t) = \omega(1\tau_t(A))
= \omega(\tau_t(A)1)
= F_{1,A}(t + i\beta).
\]

It follows from the Edge-of-the-Wedge Theorem that \( F_{1,A} \) can be extended to an entire analytic function with period \( i\beta \). But, since \( F_{1,A} \) is bounded in the closed strip \( \overline{D_\beta} \), its extension is bounded as well. Using Liouville’s theorem, it follows that the function \( F_{1,A} \) is constant.

If \( \mathfrak{A} \) does not have an identity, use an approximation identity to conclude the invariance on a dense subset, and thus in the whole set using continuity.

The conclusion of this lemma is a first expected property of a thermal equilibrium state, since the observables should have stopped evolving. For sure, this condition is not sufficient to ensure that a state is in thermal equilibrium. In fact, we also know that there exists another interesting class of states, called passive states, that are invariant by the dynamics but are not KMS in general.
The equations (2.7) and (2.9) are known as the KMS condition. It first appeared in works by R. Kubo, P. Martin and J. Schwinger, [37] and [38], and it was studied by Haag, Hugenholtz and Winnink, [26], in the context of equilibrium states in the thermodynamic limit.

**Theorem 2.2.4.** Let $(\mathfrak{A}, \tau)$ be a $C^*$-dynamical system, $\beta \in \mathbb{R}$, and $\omega$ a state over $\mathfrak{A}$. The following statements are equivalent

(i) There exists a dense subset $\tilde{\mathfrak{A}}$ of entire analytic elements such that

$$
\omega(AB) = \omega\left(B \tau_{i\beta}(A)\right) \forall A, B \in \tilde{\mathfrak{A}};
$$

(ii) For any $A, B \in \mathfrak{A}$ there exists a complex function $F_{A,B}$ which is analytic in the strip $D_\beta = \{z \in \mathbb{C} \mid 0 < \text{sgn}(\beta) \text{Im}(z) < |\beta|\}$ and continuous and bounded on $\overline{D_\beta}$ satisfying

$$
F_{A,B}(t) = \omega(A \tau_t(B)) \forall t \in \mathbb{R},
$$

$$
F_{A,B}(t+i\beta) = \omega(\tau_t(B)A) \forall t \in \mathbb{R};
$$

(iii) For any $A, B \in \mathfrak{A}$ there exists a complex function $F_{A,B}$ which is analytic in $D_\beta = \{z \in \mathbb{C} \mid \text{sgn}(\beta) \text{Im}(z) < |\beta|\}$ and continuous on $\overline{D_\beta}$ satisfying

$$
F_{A,B}(t) = \omega(A \tau_t(B)) \forall t \in \mathbb{R},
$$

$$
F_{A,B}(t+i\beta) = \omega(\tau_t(B)A) \forall t \in \mathbb{R};
$$

(iv) For any $A, B \in \mathfrak{A}$ and for any $f$ such that $\hat{f} \in C_0^\infty(\mathbb{R})$, where $\hat{f}$ is the Fourier transform of $f$, the following relation is true

$$
\int_{\mathbb{R}} f(t)\omega(A \tau_t(B)) \, dt = \int_{\mathbb{R}} f(t+i\beta)\omega(\tau_t(B)A) \, dt;
$$

(v) The measures $\mu_A(\hat{f})$ and $\nu_A(\hat{f})$, defined by

$$
\mu_A(\hat{f}) = \int_{\mathbb{R}} f(t)\omega(A^* \tau_t(A)) \, dt,
$$

$$
\nu_A(\hat{f}) = \int_{\mathbb{R}} f(t)\omega(\tau_t(A)A^*) \, dt;
$$

are equivalent positive Radon measures on $\mathbb{R}$ with Radon-Nikodym derivative

$$
\frac{d\mu_A}{d\nu_A}(p) = e^{-\beta p};
$$
(vi) Let $\delta$ be the infinitesimal generator of $\tau$. Then

$$\omega(A^*A) \log \left( \frac{\omega(A^*A)}{\omega(AA^*)} \right) \leq -i \beta \omega(A^*\delta(A)) \quad \forall A \in D(\delta), \quad (2.11)$$

where we are using

$$x \log \frac{x}{y} = \begin{cases} x \log \frac{x}{y} & \text{if } x > 0, \ y > 0 \\ 0 & \text{if } x = 0, \ y \geq 0 \\ +\infty & \text{if } x > 0, \ y = 0 \end{cases}$$

**Proof.** (i) $\Rightarrow$ (ii) By definition, for all $A, B \in \mathfrak{A}$, $t \mapsto \omega(B \tau_t(A))$ admits an entire analytic extension (see Definition 2.1.4), so define

$$F_{A,B}(z) = \omega(B \tau_z(A)).$$

This function is entire analytic and satisfies (2.8).

Because $z \mapsto \tau_z(A)$ is analytic, we know it must be limited in the compact set $\{z \in \mathbb{C} | \text{Re}(z) = 0, \ 0 \leq \text{Im}(z) \leq \beta\}$ and $F_{A,B}$ must be analytic in $\overline{D}_\beta$ as well, since

$$|F_{A,B}(t+i\beta)| = |\omega(B \tau_{i\beta}(\tau_{iy}(A)))| \leq \|B\| \|\tau_{iy}(A)\| \leq \|B\| \sup_{0 \leq y \leq \beta} \|\tau_{iy}(A)\|.\]$$

Now, for general $A, B \in \mathfrak{A}$, there exist sequences $(A_n)_{n \in \mathbb{N}}, (B_n)_{n \in \mathbb{N}} \subset \mathfrak{A}$ such that $A_n \to A$ and $B_n \to B$, due to Proposition 2.1.6.

So $(F_n)_{n \in \mathbb{N}}, F_n = F_{A_n,B_n}$, is a sequence of entire analytic functions which are continuous and bounded in $\overline{D}_\beta$, furthermore $F_n - F_m$ is also entire analytic, and due to the Maximum Modulus Principle it must assume its maximum at $\partial \overline{D}_\beta$, so

$$|F_n(z) - F_m(z)| \leq \max \left\{ \sup_{t \in \mathbb{R}} |(F_n - F_m)(t)|, \sup_{t \in \mathbb{R}} |(F_n - F_m)(t+i\beta)| \right\}$$

$$\leq \max \left\{ \sup_{t \in \mathbb{R}} |\omega(B_n \tau_t(A_n)) - \omega(B_m \tau_t(A_m))|, \sup_{t \in \mathbb{R}} |\omega(t(A_n)B_n) - \omega(t(A_m)B_m)| \right\}$$

$$\leq \sup_{t \in \mathbb{R}} \{ \omega((B_n - B) \tau_t(A_n)) + \omega(B \tau_t(A_n - A_m)) + \omega((B - B_m) \tau_t(A_m)) \}$$

$$+ \sup_{t \in \mathbb{R}} |\omega(t(A_n)(B_n - B)) + \omega(t(A_n - A_m)B) + \omega(t(A_m)(B - B_m))|$$

$$\leq 2 \left( \|B_n - B\| \|A_n\| + \|B\| \|A_n - A_m\| + \|B - B_m\| \|A_m\| \right).$$
So, \((F_n)_{n \in \mathbb{N}}\) is a Cauchy sequence with the uniform norm, which means that its limit is a continuous bounded function on \(\mathcal{D}_\beta\) and analytic in \(\mathcal{D}_\beta\). Hence, it is natural to define, for general \(A, B \in \mathfrak{A}\),

\[
F_{A,B}(z) = \lim_{n \to \infty} F_{A_n,B_n}(z),
\]

where \((A_n)_{n \in \mathbb{N}}, (B_n)_{n \in \mathbb{N}} \subset \mathfrak{A}\) are such that \(A_n \to A\) and \(B_n \to B\).

It follows from the uniform convergence that \(F_{A,B}\) satisfies (2.8).

\((ii) \Rightarrow (iii)\) The two conditions are equal except for the requirement in (ii) that \(F_{A,B}\) is bounded in \(\mathcal{D}_\beta\), so (iii) follows trivially.

\((iii) \Rightarrow (iv)\) Because \(F_{A,B}(z) = \omega(A \tau_z(B))\) is analytic in \(\mathcal{D}_\beta\) we can use Cauchy’s Theorem in the region \(\mathcal{D}_\beta^\beta = \{z \in \mathbb{C} \mid \text{sgn}(\beta) \text{Im}(z) < |\beta|\text{ and } |\text{Re}(z)| \leq n\}\).

The importance of Lemma 2.2.2 becomes clear: two of the boundary integrals must vanish when \(n \to +\infty\), since \(F_{A,B}\) is bounded in \(\mathcal{D}_\beta\) and

\[
|f(z)| \leq K_n e^{M|\text{Im}(z)|/1 + |z|^n}.
\]

Writing the remaining integrals we have the desired property:

\[
0 = \int_{\partial \mathcal{D}_\beta} f(z)\omega(A \tau_z B)dz = \lim_{n \to \infty} \int_{\partial \mathcal{D}_\beta^\beta} f(z)\omega(A \tau_z B)dz
= \lim_{n \to \infty} \int_{\mathcal{D}_\beta^\beta} f(z)F_{A,B}(z)dz
= \int_{\mathbb{R}} f(t)F_{A,B}(t)dt - \int_{\mathbb{R}} f(t+i\beta)F_{A,B}(t+i\beta)dt
= \int_{\mathbb{R}} f(t)\omega(A \tau_t B)dt - \int_{\mathbb{R}} f(t+i\beta)\omega(A \tau_t (B)A).
\]

\((iv) \Rightarrow (i)\) We are again going to construct a sequence of functions with compact support so that the inverse Fourier transforms approaches Dirac’s delta distribution. We know that

\[
h(x) = \begin{cases} 
0 & \text{if } x \leq 0 \\
e^{-x^2/2} + 1 & \text{if } x > 0
\end{cases}
\]

is an infinitely continuous and differentiable function, so \(f(x) = 1 - h(1 - h(1 - x))\) is a continuous and differentiable function which is decreasing, \(f(0) = 1\) and \(f(1) = 0\).
Finally, let
\[ f_n(x) = \begin{cases} 
1 & \text{if } |x| \leq n, \\
f(|x| - n) & \text{if } n < |x| < n+1, \\
0 & \text{if } |x| \geq n+1.
\end{cases} \]

This definition leads us to
\[ \lim_{n \to \infty} \int_{\mathbb{R}} f_n(x)g(x)dx = g(0). \]

So, changing variables in equation (2.12) and using the sequence \( f_n \in C_0^\infty(\mathbb{R}) \) we obtain
\[ \omega(AB) = \omega(\tau_{-i\beta}(B)A) \quad \forall B \in \mathfrak{A}, A \in \mathfrak{A}. \]

Equivalently,
\[ \omega(B\tau_{i\beta}(A)) = \omega(AB) \quad \forall B \in \mathfrak{A}, A \in \mathfrak{A}. \]

\((iv) \Leftrightarrow (v)\) First, let \((\mathcal{H}_\omega, \pi_\omega, \Omega_\omega)\) be a representation of the algebra \( \mathfrak{A} \), by Lemma 2.2.3 and Riesz Theorem, for each \( A \in \mathfrak{A} \), there exists a unitary operator \( U_\omega(t) \in B(\mathcal{H}_\omega) \) such that
\[ \pi_\omega(\tau_t(A)) = U_\omega(t) \circ \pi_\omega(A) \circ U_\omega(t)^{-1}. \]

Let
\[ U_\omega(t) = \int e^{-ipt}dE_p \] (2.13)

be the spectral decomposition of such a unitary operator.

\[ \mu_A(\hat{f}) = \int_{\mathbb{R}} f(t)\omega(A^*\tau_t(A))dt \]
\[ = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{ikt} \hat{f}(k)dk \langle \pi_\omega(A)\Omega_\omega, \pi_\omega(\tau_t(A))\Omega_\omega \rangle dt \]
\[ = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{ikt} \hat{f}(k)dk \langle \pi_\omega(A)\Omega_\omega, U_\omega(t)\pi_\omega(A)\Omega_\omega \rangle dt \]
\[ = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{ikt} \hat{f}(k)dk \rangle \langle \pi_\omega(A)\Omega_\omega, \int_{\mathbb{R}} e^{-ipt}dE_p\pi_\omega(A)\Omega_\omega \rangle dt \]
\[ = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{i(k-p)t} \hat{f}(k) \langle \pi(A)\Omega_\omega, dE_p\pi_\omega(A)\Omega_\omega \rangle dkdt \]
\[ = \int \hat{f}(k) \langle \pi(A)\Omega_\omega, dE_k\pi_\omega(A)\Omega_\omega \rangle dk. \] (2.14)
So $\mu_A$ is a positive functional in $C_0^\infty(\mathbb{R})$ and by the Riesz-Markov theorem there exists a unique Radon measure $d\mu_A$ such that

$$\mu_A(\hat{f}) = \int_{\mathbb{R}} \hat{f} d\mu_A.$$ 

By the same steps we see that there exists a unique Radon measure $d\nu_A$ such that

$$\nu_A(\hat{f}) = \int_{\mathbb{R}} \hat{f} d\nu_A.$$ 

Now, it follows trivially by the definition of Fourier transform that

$$e^{-\beta p}f(t) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-\beta p} \hat{f}(p) e^{ipt} \, dt$$

$$= \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \hat{f}(p) e^{i(t+i\beta)p} \, dt$$

$$= \hat{f}(t+i\beta).$$

Using now the hypothesis

$$\int_{\mathbb{R}} \hat{f} d\mu_A = \mu_A(\hat{f}) = \int_{\mathbb{R}} f(t) \omega(A^* \tau_t(A)) \, dt$$

$$= \int_{\mathbb{R}} f(t+i\beta) \omega(\tau_t(A)A^*) \, dt$$

$$= \nu_A(e^{-\beta p} \hat{f}) = \int_{\mathbb{R}} e^{-\beta p} \hat{f} d\nu_A.$$ 

Note that from the last equality the converse follows.

$(v) \iff (vi)$ Let $U_\omega$ be as before and equation (2.13) its spectral decomposition. Stone’s theorem ensures the existence of a self-adjoint operator $H_\omega$ such that

$$U_\omega(t) = e^{itH_\omega}. \quad (2.15)$$

Differentiating the expressions (2.13) and (2.15) and comparing the results at $t = 0$, we conclude that

$$-\int p \, dE_p = H_\omega.$$ 

Note that the function $S(x, y) = x \log \frac{x}{y}$ is lower semicontinuous and homogeneous of degree 1. It is also jointly convex. In fact, there is nothing to prove, if any among the variables $x, y, u, v$ is zero and, for $x, y, u, v \geq 0$, we can define

$$f(t) = S(t(x, y) + (1-t)(u, v)) - tS(x, y) - (1-t)S(u, v).$$
Its first and second derivatives are

\[ f'(t) = \frac{vx - uy}{ty + (1-t)v} + (x - u)\log \left(\frac{tx + (1-t)u}{ty + (1-t)v}\right) + u\log \left(\frac{u}{v}\right) - x\log \left(\frac{x}{y}\right) \]

\[ f''(t) = \frac{(vx - uy)^2}{(tx + (1-t)u)(ty + (1-t)v)^2}. \]

Note that \( f''(t) \geq 0 \) and

\[ f'(0) = x - \frac{uy}{v} + x\log \left(\frac{u}{v}\right) - x\log \left(\frac{x}{y}\right) \]

\[ = x - \frac{uy}{v} + x\log \left(\frac{uy}{vx}\right) \]

\[ \leq x - \frac{uy}{v} + x \left(\frac{uy}{vx} - 1\right) \]

\[ = 0. \]

\[ f'(1) = -u + \frac{vx}{y} + u\log \left(\frac{u}{v}\right) - u\log \left(\frac{x}{y}\right) \geq 0. \]

So, \( f(0) = f(1) = 0, f'(0) \leq 0, f'(1) \geq 0 \) and \( f' \) is strictly increasing, hence \( f' \) has exactly one zero in \([0,1]\) (note that we can’t have both \( f'(0) = 0 \) and \( f'(1) = 0 \)) thus \( f(t) \leq 0. \)

Using the lower semicontinuity, we conclude that the joint convexity remains with integrals, therefore

\[ S(\omega(A^*A), \omega(AA^*)) = S(\mu_A(1), \nu_A(1)) = S(\mu_A(1), \mu_A(e^{-\beta p})) \leq \mu_A(S(1, e^{-\beta p})) = \mu_A(\log(e^{-\beta p})) \]

\[ = \int_{\mathbb{R}} \beta p \langle \pi(A), dE_p \pi_\omega(A) \rangle = -i\beta \langle \pi(A)\Omega_\omega, iH_\omega \pi_\omega(A)\Omega_\omega \rangle = -i\beta \omega(A^*\delta(A)), \]

where we used that \( H_\omega \Omega_\omega = 0 \), since we have already proved the \( \tau \)-invariance of \( \omega \) in Proposition 2.2.3.

For the converse, we have already seen in the last two steps of equation (2.16) that

\[ -i\beta \langle \pi(A)\Omega_\omega, iH_\omega \pi_\omega(A)\Omega_\omega \rangle = -i\beta \omega(A^*\delta(A)). \]
But, since $H_\omega$ is self-adjoint, we have
\[
\omega(A^* \delta(A)) = \langle \pi(A) \Omega_\omega, iH_\omega \pi_\omega(A) \Omega_\omega \rangle \\
= -\langle iH_\omega \pi(A) \Omega_\omega, \pi_\omega(A) \Omega_\omega \rangle \\
= -\omega(\delta(A^*)A).
\]
Thus, for a self-adjoint element $A$,
\[
\begin{align*}
\omega \left( \tau_t \left( A^2 \right) \right) - \omega \left( A^2 \right) &= \int_0^t \omega(\delta(\tau_{t'}(A^2)))dt' \\
&= \int_0^t \omega(\delta(\tau_{t'}(A))\tau_{t'}(A) + \tau_{t'}(A)\delta(\tau_{t'}(A)))dt' \\
&= 0.
\end{align*}
\tag{2.17}
\]

By proposition 1.7.1, every positive element can be written as a square of a self-adjoint element. Using the polarization identity (equation (1.3)), every element is a linear combination of four positive elements. Hence, we conclude that
\[
\omega(\tau(A)) = \omega(A) \quad \forall A \in \mathfrak{A}.
\]

Now, if $\hat{f} \in D(\delta)$, the element
\[
A_f = \int_{\mathbb{R}} f(t) \tau_t(A) dt
\]
is entire analytic for $\delta$ by the same arguments as used in Proposition 2.1.4.

In order to use expression (2.11), let’s calculate (using the spectral decomposition giving in equation (2.13) and equation (2.14))
\[
\begin{align*}
-i \beta \omega(A_f^* \delta(A_f)) &= -i \beta \left\langle \int_{\mathbb{R}} f(t) U_\omega(t) (\pi_\omega(A))\Omega_\omega dt, iH_\omega \int_{\mathbb{R}} f(t) U_\omega(t) (\pi_\omega(A))\Omega_\omega dt \right\rangle \\
&= -i \beta \left\langle \int_{\mathbb{R}} f(t) e^{-ipt} dE_p \pi_\omega(A) \Omega_\omega dt, iH_\omega \int_{\mathbb{R}} f(t) e^{-ipt} dE_p \pi_\omega(A) \Omega_\omega dt \right\rangle \\
&= \left\langle \int \hat{f}(p) dE_p \pi_\omega(A) \Omega_\omega, \beta H_\omega \int \hat{f}(p) dE_p \pi_\omega(A) \Omega_\omega \right\rangle \\
&= \left\langle \pi_\omega(A) \Omega_\omega, \int \int -\beta r \overline{\hat{f}(q)} \hat{f}(p) dE_p dE_q dE_r \pi_\omega(A) \Omega_\omega \right\rangle \\
&= \left\langle \pi_\omega(A) \Omega_\omega, \int \int -\beta p \overline{\hat{f}(p)} \hat{f}(p) dE_p dE_\pi \pi_\omega(A) \Omega_\omega \right\rangle \\
&= \mu_A(kh),
\end{align*}
\]
where $h(p) = |\hat{f}(p)|^2$ and $k(p) = -\beta p$. 

Similarly, one can calculate
\[ -i \beta \omega(A_f \delta(A_f^*)) = -\nu_A(kh), \]
\[ \omega(A_f^* A_f) = \mu_A(h), \]
\[ \omega(A_f A_f^*) = \nu_A(h). \]

Now, by hypothesis,
\[ \mu_A(kh) \geq S\left(\mu_A(h), \nu_A(h)\right), \]
\[ -\nu_A(kh) \geq S\left(\nu_A(h), \mu_A(h)\right). \]

Since \( h \in C^\infty_0 \), we can define
\[ \overline{p}(h) \doteq \sup_{x \in \text{supp}(h)} x, \]
\[ \underline{p}(h) \doteq \inf_{x \in \text{supp}(h)} x, \]

and it follows that
\[ -\beta \underline{p}(h) \mu_A(h) \geq S(\mu_A(h), \nu_A(h)) = \mu_A(h) \log \left( \frac{\mu_A(h)}{\nu_A(h)} \right), \]
\[ \beta \overline{p}(h) \nu_A(h) \geq S(\nu_A(h), \mu_A(h)) = \nu_A(h) \log \left( \frac{\nu_A(h)}{\mu_A(h)} \right). \]

\[ \iff e^{-\beta \overline{p}(h)} \nu_A(h) \geq \mu_A(h) \geq e^{-\beta \underline{p}(h)} \nu_A(h). \]

Now given \( \epsilon > 0 \), one takes a partition of unit \((h_n)_{n \in \mathbb{N}}\) (it could be finite if we take only a partition subordinated to an open cover of \( \text{supp}(h) \)) such that
\[ \left| e^{-\beta \overline{p}(h)} - e^{-\beta \underline{p}(h)} \right| < \epsilon \nu_A(h). \]

From this property, and using Lebesgue’s dominated convergence theorem, we conclude that
\[ |\mu_A(h h_n) - \nu_A(k h h_n)| < \epsilon \nu_A(h) \Rightarrow |\mu_A(h) - \nu_A(kh)| < \epsilon \nu_A(h) \]

So, \( \mu_A(h) = \nu_A(kh) \).

\[ \square \]

It is worth to mention that, although it is a well known fact, the proof above that \( S(u, v) \) is jointly convex was written by the author.
Definition 2.2.5. A state is said to be a \((\tau, \beta)\)-KMS state, if it satisfies one of the conditions in Theorem 2.2.4.

We said earlier that one expected property to call a state an equilibrium state is \(\tau\)-invariance, but also some kind of concavity is expected from our knowledge of Thermodynamics. This concavity property is related to equivalence \((vi)\) in Theorem 2.2.4, but a discussion of this fact will be postponed.

Proposition 2.2.6. Let \((\mathfrak{A}, \tau)\) be a \(C^*\)-dynamical system, \(\beta \in \mathbb{R}\), and \(\omega\) a state over \(\mathfrak{A}\), then \(\omega\) is a \((\tau, \beta)\)-KMS state if, and only if, there exists a norm-dense \(*\)-subalgebra \(\mathfrak{A}_\tau\) of \(\tau\)-analytic elements such that

\[
\omega(AB) = \omega\left(\tau_{-i\beta/2}(B)\tau_{i\beta/2}(A)\right) \quad \forall A, B \in \mathfrak{M}_\tau.
\]

Proposition 2.2.7. Suppose \(\omega_n, n \in \mathbb{N}\), are uniformly bounded functionals on \(\mathfrak{A}\) satisfying the KMS condition for \((\tau^n, \beta)\) and

(i) For each \(A \in \mathfrak{A}\) and each \(t \in \mathbb{R}\)

\[
\lim_{n \to \infty} \tau^n_t(A) = \tau_t(A),
\]

where \(\{\tau_t\}_{t \in \mathbb{R}}\) is a group of isometries.

(ii) For each \(A \in \mathfrak{A}\), \((\omega_n(A))_{n \in \mathbb{N}}\) is a convergent sequence and

\[
\omega(A) = \lim_{n \to \infty} \omega_n(A)
\]

defines a state.

Then \(\omega\) is a \((\tau, \beta)\)-KMS state.

Proof. \(^1\) Suppose \(\varepsilon > 0\) is given, in addition, fix \(A, B \in \mathfrak{A}\) and \(t \in \mathbb{R}\). Without loss of generality, suppose \(\|\omega_n\| \leq 1 \quad \forall n \in \mathbb{N}\). Take some \(n_1 \in \mathbb{N}\) such that, for all \(n > n_1\),

\[
\|\tau^n_t(A) - \tau_t(A)\| < \frac{\varepsilon}{6\|B\|}.
\]

A basic consequence of this condition is that, for all \(n, m > n_1\),

\[
\|\tau^n_t(A) - \tau^m_t(A)\| < \frac{\varepsilon}{3\|B\|}.
\]

\(^1\)From [27] with improvements by the author.
Consider now \( m > n_1 \) fixed. By condition \((ii)\) in the hypothesis, we can take \( n_2 \in \mathbb{N} \) such that for all \( n > n_2 \)
\[
\left\| \omega_n(B \tau^m_t(A)) - \omega(B \tau^m_t(A)) \right\| < \frac{\varepsilon}{3}
\]
Hence, for each \( t \in \mathbb{R} \) and \( n > \max\{n_1, n_2\} \),
\[
\left\| \omega_n(B \tau^m_t(A)) - \omega(B \tau_t(A)) \right\| \leq \left\| \omega_n(B \tau^m_t(A)) - \omega_n(B \tau^m_t(A)) \right\| \\
+ \left\| \omega_n(B \tau^m_t(A)) - \omega(B \tau^m_t(A)) \right\| \\
+ \left\| \omega(B \tau^m_t(A)) - \omega(B \tau_t(A)) \right\| \\
< \left\| B \right\| \left\| \tau^m_t(A) - \tau^m_t(A) \right\| + \frac{\varepsilon}{3} + \left\| B \right\| \left\| \tau^m_t(A) - \tau_t(A) \right\| \\
< \varepsilon.
\]
Since the \( \omega_n \)'s are KMS states, for any \( A, B \in \mathfrak{A} \) and for any \( f \) such that \( \hat{f} \in C_0^\infty(\mathbb{R}) \), equation (2.10) must be satisfied. Using the Lemma 2.5 with \( n=2 \), we know that
\[
|f(z)| \leq K_2 e^{M|\text{Im}(z)|}.
\]
Hence, for every \( \varepsilon > 0 \), there exists \( R > 0 \) such that
\[
\left| \int_{|t| > R} f(t) \omega(A \tau_t B) dt \right| < \frac{\varepsilon}{4},
\]
\[
\left| \int_{|t| > R} f(t + i \beta) \omega(A \tau_t B) dt \right| < \frac{\varepsilon}{4}.
\]
But the pointwise convergence becomes uniform in the compact set \([-R, R]\), so there exists \( n_0 \in \mathbb{N} \) such that, for all \( n > n_0 \),
\[
\left\| \omega_n(B \tau^m_t(A)) - \omega(B \tau_t(A)) \right\| < \frac{\varepsilon}{4R K_2 e^{M\beta}} \quad \forall t \in [-M, M].
\]
Finally,
\[
\left\| \int_{\mathbb{R}} f(t) \omega(A \tau_t(B)) dt - \int_{\mathbb{R}} f(t+i \beta) \omega(A \tau_t(B)) dt \right\| < \frac{\varepsilon}{2} + \left\| \int_{|t| \leq R} f(t) \omega(A \tau^n(B)) dt - \int_{|t| \leq R} f(t+i \beta) \omega(A \tau^n(B)) dt \right\| + \varepsilon
\]
and \( \omega \) is a \((\tau, \beta)\)-KMS state.

We finished this section with a result of the most important. We said several times that KMS states “survive the thermodynamical limit”; here we stated an equivalent result that shows it survive limits under certain hypothesis, but, in the next section, it will become clear that Proposition 2.2.7 includes the reasonable physical situation.

### 2.3 The Physical Meaning of KMS States

Now, we are going to discuss some results first presented in [26] that relate the KMS condition to equilibrium states.

A physically desirable property of an equilibrium system in infinite volume is to be the limit of the restrictions of this system to finite volumes, \( V \), when \( V \to \infty \).

Therefore we need to analyse some properties of equilibrium states for a finite volume. Consider a system with just one type of particles in a finite volume \( V \), \( i.e. \), the space in focus is the Fock space \( \mathfrak{F}(\mathcal{H}) = \bigoplus_{n \geq 0} \mathcal{H}^n \) where \( \mathcal{H}^0 = \mathbb{C} \). We will use \( \mathcal{H} = L_2(\mathbb{R}^3) \).

For physical reasons, we would like to define, for each \( f \in \mathcal{H} \), \( \Psi^*(f) \) and \( \Psi(f) \) (its conjugate) be the creation and annihilation operators of these particles defined by

\[
\Psi(f) (f_0 \otimes \ldots \otimes f_n) = \sqrt{n}(f, f_0) f_1 \otimes \ldots \otimes f_n \text{, } n \geq 1 \text{ and } \Psi(f)(f_0) = 0, \text{ } f_0 \in \mathbb{C}, \\
\Psi^*(f) (f_0 \otimes \ldots \otimes f_n) = \sqrt{n+1} f \otimes f_0 \otimes \ldots \otimes f_n.
\]

(2.18)

The problem with this definition is that, in general, it does not define a bounded operator. To avoid this issue, since we don’t want to extend our discussion going to the Weyl form of the CCR, we will restrict our attention to the CAR algebra. Nevertheless,
one can, throughout the Weyl relations, extend the following discussion to the boson algebra. To a formal treatment on the subject we refers to [22] and [12].

Hence, we remember that the Fock space can be decomposed in two closed subspaces $\mathcal{F}_+(\mathcal{H}), \mathcal{F}_-(\mathcal{H}) \subset \mathcal{F}(\mathcal{H})$, the Bose-Fock space and the Fermi-Fock space, which are the spaces constituted by symmetric and antisymmetric vectors. We can properly define the desired physical operator acting in $\mathcal{F}_-(\mathcal{H})$ as

$$
\Psi(f_0)(f_1 \otimes \cdots \otimes f_n)_A = \begin{cases} 
\frac{1}{n!} \sum_{\sigma \in S_n} \text{sgn}(\sigma) \sqrt{n}(f_n, f_{\sigma(1)}f_{\sigma(2)} \cdots f_{\sigma(n)}), & n \geq 2 \\
0, & n = 1 
\end{cases}
$$

(2.19)

where $S_n$ is the group of permutations of $n$ elements and $(f_1 \otimes \cdots \otimes f_n)_A \in \mathcal{F}_-(\mathcal{H})$.

From the definition, it follows that the $\Psi$'s satisfies the anticommutation relations

$$
[\Psi(f), \Psi^*(g)]_+ = (g, f) = \int_{\mathbb{R}^3} \overline{f(x)} g(x) dx,
$$

$$
[\Psi(f), \Psi(g)]_+ = 0.
$$

(2.20)

Consider now the von Neumann algebra $\mathfrak{A}(V)$ generated by

$$
\{ \Psi(f) \mid f \in L_2(V) \text{ and } \text{supp}(f) \subset V \}. 
$$

It follows from the construction that $\mathfrak{A}(V)$ is a weakly closed set of bounded operators on $\mathcal{F}(\mathcal{H})$, so with respect to the operator norm, it is a $C^*$-algebra.

Consider now the set

$$
\mathfrak{A} = \bigcup_{V \text{ finite}} \mathfrak{A}(V)^{\|\cdot\|},
$$

which the structure of the inductive limit. Thus, it is also a $C^*$-algebra.

It is useful to denote

$$
\mathcal{F}(\mathcal{H})^V = \mathfrak{A}(V)\mathcal{F}(\mathcal{H}).
$$

Note that it is the Hilbert space appearing in the representation of the subspace $\mathfrak{A}(V) \subset \mathfrak{A}$.

Another important point is the existence of the zero-particle vector $\Omega_0$, that is, the state that satisfies Note that $\mathfrak{A}$, in fact $\mathfrak{A}\Omega = \mathcal{F}(\mathcal{H})$ and $\mathfrak{A}(V)\Omega = \mathcal{F}(\mathcal{H})^V$ are cyclic representations of these algebras.
\( \mathfrak{A} \) is the \( C^* \) algebra of physical interest, because it excludes the unwanted global behaviour of the infinite system as it contains only quasi-local quantities. For example, we have an infinite number of particles in the thermodynamic limit with finite density, but for every finite volume the particle number (operator) is well defined. This would not be true if we had taken \( \mathfrak{A} \) as the von Neumann algebra generated by 
\[
\{ \Psi(f) \mid f \in L_2(\mathbb{R}^3) \}
\]
as we could take a function whose the integral does not decrease with the boundary term. In this case, the behaviour of the system has no reason not to be influenced by the infinite neighbourhoods, that is, the boundary term in \( \infty \), which is not physically reasonable. The same argument would be true for energy and energy density.

Suppose the dynamics of the system is determined by a Hamiltonian \( H \) as an operator on \( \mathfrak{g}(\mathcal{H}) \). As mentioned before, the number operator particle \( N \) is also well defined in every finite volume \( V \). As we are interested in changing the number of particles, it is useful to change to the Gibbs grand canonical ensemble. We set

\[
H' = H - \mu N,
\]
with \( \mu \) a real number (it is the chemical potential).

Consider also the restricted Hamiltonian \( H'_V = H_V - \mu N_V \) to \( V \), as well as the corresponding time evolution operator \( U_V(t) = e^{-itH'_V} \).

The following three conditions are expected for a physically reasonable equilibrium system:

(i) If \( V = V_1 \cup V_2 \) and \( V_1 \cap V_2 = \emptyset \), then

\[
H'_V - H'_{V_1} - H'_{V_2} = H'_S,
\]
where the surface term \( H'_S \to 0 \) when \( V \to \infty \).

(ii) The interparticle forces must saturate, \( i.e. \), for every finite volume \( V \subseteq \mathbb{R}^3 \), for all \( \beta > 0 \), and for a certain range of \( \mu \) values, we have

\[
\text{Tr}_{\mathfrak{g}(\mathcal{H})^V} \left( e^{-\beta H'_V} \right) < \infty.
\]

When this is the case, we set

\[
\rho_V \doteq \frac{e^{-\beta H'_V}}{\text{Tr}_{\mathfrak{g}(\mathcal{H})^V} \left( e^{-\beta H'_V} \right)},
\]

\[
\omega_V(A) \doteq \text{Tr}_{\mathfrak{g}(\mathcal{H})^V} \left( \rho_V A \right)
\]
(iii) Let \((V_n)_{n \in \mathbb{N}} \subset \mathbb{R}^3\) such that \((V_n) \subset V_{n+1}\) and \(\bigcup_{n \in \mathbb{N}} V_n = \mathbb{R}^3\), then, for each \(A \in \mathfrak{A},\)

\[
\lim_{n \to \infty} \omega_{V_n}(A) = \omega(A).
\]

For simplicity, we will refer to these conditions as the *Haag–Hugenholtz–Winnink* conditions or HHW-conditions.

One interesting property which emerges from condition (i) is that, for fixed \(t \in \mathbb{R}\) and for \((V_n)_{n \in \mathbb{N}} \subset \mathbb{R}^3\) with \(V_n \subset V_{n+1}\) and \(\bigcup_{n \in \mathbb{N}} V_n = \mathbb{R}^3\), we have

\[
\lim_{n \to \infty} U_{V_n}(t)AU_{V_n}^{-1}(t) = U(t)AU^{-1}(t). \tag{2.21}
\]

But note also that we are not (and should not be) demanding any kind of uniform convergence. A physical example that clarifies why we should not demand such a convergence is a system with one particle with velocity \(v\) such that \(vt > diam(V)\). In this situation, because the particle must reflect in the boundary of \(V\), the dynamics in the whole space and in \(V\) are very different, i.e., \(U_{V_n}(t)AU_{V_n}^{-1}(t)\) and \(U(t)AU^{-1}(t)\) have no reason to be close.

Now, let \(z \in \mathbb{C}\) and \(A \in \mathfrak{A}\), define

\[
A^V_n z \equiv e^{iH_{V_n}^t} z A e^{-iH_{V_n}^t} z.
\]

Although \(A_z\) be can unbounded, \(A^V_n e^{-\beta H_{V_n}} A^V_n\) and \(e^{-\beta H_{V_n}} A^V_n\) are bounded operators and of trace class for \(0 \leq \gamma \leq \beta\) and \(-\beta \leq \gamma \leq 0\), respectively. In fact,

\[
A^V_n e^{-\beta H_{V_n}} = e^{iH_{V_n}^t} z A e^{-iH_{V_n}^t} e^{-\beta H_{V_n}^t}
\]

\[
= e^{iH_{V_n}^t} \left( e^{-\gamma H_{V_n}^t} A e^{-iH_{V_n}^t} \right) e^{-(\beta-\gamma)H_{V_n}^t},
\]

where either the second factor or the last factor are trace class operators, due to the second HHW condition, and the others are bounded. The argument for \(e^{-\beta H_{V_n}} A_z\) is identical.

For each \(A, B \in \mathfrak{A}\), define the complex function

\[
F_{A,B}(z) = \text{Tr}(BA_z e^{-\beta H_{V_n}}) = \omega_V \left( BA^V_n \right),
\]

which is an analytic function in \(\mathcal{D}_\beta\) and continuous in \(\bar{\mathcal{D}_\beta}\), furthermore

\[
F_{A,B}(t) = \text{Tr}(BA_t e^{-\beta H_{V_n}}) = \omega_V (BA^V_n).
\]
Finally, we can compute

\[
F_{A,B}(t + i\beta) = \text{Tr} \left( BA_{t+i\beta}^{-1} e^{-\beta H_{V_n}^t} \right) \\
= \text{Tr} \left( Be^{iH_{V_n}^t} \left( e^{-\beta H_{V_n}^t} A e^{-iH_{V_n}^t} \right) e^{-(\beta - \beta) H_{V_n}^t} \right) \\
= \text{Tr} \left( Be^{iH_{V_n}^t} \left( e^{-\beta H_{V_n}^t} A e^{-iH_{V_n}^t} \right) \right) \\
= \text{Tr} \left( A e^{-iH_{V_n}^t} Be^{iH_{V_n}^t} \left( e^{-\beta H_{V_n}^t} \right) \right) \\
= \omega_{V_n} \left( AB_{V_n}^t \right).
\]

Therefore, \( \omega_{V_n} \) is a \((\tau \beta)\)-KMS state for \( \tau_{V_n}^t(A) = A_{V_n}^t \).

Notice that the third HHW-condition is equivalent to condition \((ii)\) in Proposition 2.2.7 in that context.

**Corollary 2.3.1.** Suppose \((V_n)_{n \in \mathbb{N}} \subset \mathbb{R}^3\) with \(V_n \subset V_{n+1}\) and \(\bigcup_{n \in \mathbb{N}} V_n = \mathbb{R}^3\). Then, if each KMS state \(\omega_{V_n}\) satisfies the first and third HHW-conditions, the state \(\omega(A) = \lim_{n \to \infty} \omega_{V_n}(A)\) is also a KMS state.

**Proof.** It is simply the statement of Theorem 2.2.7 with \(\tau_{V}^t(A) = U_V(t)A U_V(t)^{-1}\) and \(\tau_t(A) = U(t)A U(t)^{-1}\), since, as we have said, it follows from the first HHW-condition that, for fixed \(t \in \mathbb{R}\),

\[
\lim_{n \to \infty} \tau_{V_n}^t(A) = \lim_{n \to \infty} U_{V_n}(t)A U_{V_n}^{-1} = U(t)A U^{-1}(t) = \tau_t(A).
\]
The Tomita-Takesaki Modular Theory

[The Tomita-Takesaki] theorem is a beautiful example of "prestabilized harmony" between physics and mathematics.

— Rudolf Haag, Local Quantum Physics

3.1 Modular Operator and Modular Conjugation

It was Tomita’s ideas presented in a conference in 1967 that started this theory, but undoubtedly it was Takesaki’s work, [67], that put all those ideas in a solid basis. That is why we call it nowadays the Tomita-Takesaki Modular Theory.

Modular Theory was responsible for significant advance in the theory Operator Algebras and its applications to Quantum Field Theory. For example, it plays a central role in Connes’s classification of type III algebras. In the realm of physics, the first to notice the relation between the Tomita-Takesaki Modular Theory and physics, more specific, with equilibrium states, were Haag, Hugenholtz, and Winnink, as presented in previous chapter.

This section is devoted to present the definitions and main properties of the modular operator and the modular conjugation, as well as, going a little further, and to present characterizations of these operators, which give us important properties of the positive cone.
This topic is a standard subject and can be found in classical books e.g. [11], [32] and [69] or even in [5].

**Definition 3.1.1.** Let $\mathfrak{A} \subset B(\mathcal{H})$ be a concrete $C^*$-algebra, we say that a vector $\Omega$ is:

(i) cyclic for $\mathfrak{A}$ if $\{A\Omega \mid A \in \mathfrak{A}\} = \mathcal{H}$;

(ii) separating for $\mathfrak{A}$ if $A\Omega = 0 \Rightarrow A = 0$.

Note that, although the definition makes explicit reference to concrete $C^*$-algebras, it is not difficult to rewrite the previous definition using representations. Such a representation is called a cyclic representation.

**Proposition 3.1.2.** Let $\mathfrak{M}$ be a von Neumann algebra. $\Omega$ is cyclic for $\mathfrak{M} \iff \Omega$ is separating for $\mathfrak{M}'$.

**Proof.** $(\Rightarrow)$ Let $A' \in \mathfrak{M}'$ such that $A'\Omega = 0$, then $A A' \Omega = A' A \Omega = 0$ for all $A \in \mathfrak{M}$, which means $A'$ vanishes on the dense set $\{A\Omega \mid A \in \mathfrak{A}\}$, thus $A' = 0$. $(\Leftarrow)$ Let $P \in \mathfrak{M}$ be the projection onto the closed subspace $\overline{\mathfrak{A}\Omega}$ (see Proposition 1.6.4), then $(1 - P)\Omega = 0 \Rightarrow P = 1 \Rightarrow \{A\Omega \mid A \in \mathfrak{A}\} = \mathcal{H}$. \hfill $\square$

Let us now define two operators, which will give rise to the operators that give name to this section. For the cyclic and separating vector $\Omega$, define the anti-linear operators:

$$
S_0 : \{A\Omega \mid A \in \mathfrak{A}\} \to \mathcal{H}, \quad F_0 : \{A\Omega \mid A' \in \mathfrak{A}\} \to \mathcal{H}
$$

$$
A\Omega \quad \mapsto \quad A^*\Omega \quad \quad \quad A'\Omega \quad \mapsto \quad A'^*\Omega
$$

Note that the domains of the operators are dense subspaces.

**Lemma 3.1.3.** The operators $S_0$ and $F_0$ are closable operators. Moreover, $S_0^* = F_0$ and $F_0^* = S_0^*$.

**Proof.** By definition,

$$
\langle A\Omega, F_0 A'\Omega \rangle = \langle A\Omega, A'^*\Omega \rangle = \langle A'^*\Omega, A^*\Omega \rangle = \langle A'^*\Omega, S_0 A\Omega \rangle = \langle S_0 A\Omega, A'^*\Omega \rangle = \langle A\Omega, S_0^* A'\Omega \rangle.
$$
since the vector on the right-hand side forms a dense subset we must have \( S_0^*A'\Omega = F_0A'\Omega \), thus \( S_0^* \) extends \( F_0 \) and since an operator is closable if and only if its adjoint is densely defined. The analogous calculation shows that \( F_0^* \) extends \( S_0 \). Furthermore, \( F_0 \subset S_0^* \Rightarrow S_0 = S_0^{**} \subset F_0^* \), but since \( S_0 \subset F_0^* \) the equality follows.

**Notation 3.1.4.** We will denote \( S = \overline{S_0} \) and \( F = \overline{F_0} \).

An important point to stress now is that we omitted the dependence on \( \Omega \) to keep the notation clean, but we will mention it in the following.

Moreover, even though \( S \) is not a bijection, it is injective and we will write \( S^{-1} \) (which is equal to \( S \)) to denote its inverse over its range. The same holds for \( \Delta \), which will be defined soon.

**Definition 3.1.5.** We denote by \( J_\Omega \) and \( \Delta_\Omega \) the unique anti-linear partial isometry and positive operator, respectively, in the polar decomposition of \( S \), i.e., \( S = J_\Omega \Delta_\Omega^{-1} \). \( J_\Omega \) is called the modular conjugation and \( \Delta_\Omega \) is called the modular operator.

Note that the existence and uniqueness of these operators are stated in the Polar Decomposition Theorem.

**Proposition 3.1.6.** The modular conjugation and the modular operator satisfy the following relations:

\[
\begin{align*}
(i) & \quad \Delta_\Omega = FS, & (iv) & \quad \Delta_\Omega^{-\frac{1}{2}} = J_\Omega \Delta_\Omega^{-\frac{1}{2}} J_\Omega^*, \\
(ii) & \quad \Delta_\Omega^{-1} = SF, & (v) & \quad J_\Omega = J_\Omega^*, \\
(iii) & \quad J_\Omega^* J_\Omega = 1, & (vi) & \quad F = J_\Omega \Delta_\Omega^{-\frac{1}{2}}.
\end{align*}
\]

**Proof.** (i) : Of course, \( \Delta_\Omega = S^*S \) by the polar decomposition and the property follows just by using Lemma 3.1.3.

(ii) : Note that \( S_0 = S_0^{-1} \) and \( F_0 = F_0^{-1} \), thus \( S = S^{-1} \) and \( F = F^{-1} \) and using (i) \( \Delta_\Omega^{-1} = (FS)^{-1} = S^{-1}F^{-1} = SF \).

(iii) : Since \( \Delta_\Omega \) has a dense range in \( \mathcal{H} \), \( J_\Omega^* J_\Omega \) must be a densely defined projection, thus \( J_\Omega^* J_\Omega = 1 \).

(iv) : Using (iii) we must have \( J_\Omega \Delta_\Omega^{-\frac{1}{2}} = S = S^{-1} = \Delta_\Omega^{-\frac{1}{2}} J_\Omega^{-1} = \Delta_\Omega^{-\frac{1}{2}} J_\Omega^* \Rightarrow \Delta_\Omega^{-\frac{1}{2}} = J_\Omega \Delta_\Omega^{-\frac{1}{2}} J_\Omega^* \).

(v) : Since \( S^*S \) and \( SS^* \) are unitary equivalent though \( J_\Omega \), i.e., \( S^*S = JSS^* J^* \), and using (iii) and (iv) it follows \( J_\Omega \Delta_\Omega^{-\frac{1}{2}} = J_\Omega \Delta_\Omega^{-\frac{1}{2}} J_\Omega^* J_\Omega = \Delta_\Omega^{-\frac{1}{2}} J_\Omega \).

Finally, by (iii), \( S = S^{-1} = J_\Omega^* \Delta_\Omega^{-\frac{1}{2}} \Rightarrow J_\Omega = J_\Omega \).

(vi) : Just use \( F = S^* \), (v) and (iv).
The epigraph of this chapter was stated by Haag in [27] and it is about the theorem below, one of the most important results in Tomita-Takesaki Modular Theory which is extremal significant to both Physics and Mathematics.

For the proof of the theorem we refer to [69] and [11].

**Theorem 3.1.7** (Tomita-Takesaki). Let $\mathcal{M}$ be a von Neumann algebra with cyclic and separating vector $\Omega$, then

\[
J_\Omega \mathcal{M} J_\Omega = \mathcal{M}', \quad \Delta^{it}_\Omega \mathcal{M} \Delta^{-it}_\Omega = \mathcal{M} \quad \forall t \in \mathbb{R}.
\]

Just to mention a immediate consequence of the theorem above, notice that such a result implies that, for fixed $t \in \mathbb{R}$, $A \stackrel{\sigma^t_\Omega}{\rightarrow} \Delta^{it}_\Omega A \Delta^{-it}_\Omega$ defines an isometry of the algebra. Hence, $\{\sigma^t_\Omega\}_{t \in \mathbb{R}}$ is a one-parameter group of isometries.

**Definition 3.1.8** (Modular Automorphism Group). Let $\mathcal{M}$ be a von Neumann algebra with cyclic and separating vector $\Omega$ and let $\Delta_\Omega$ be the associated modular operator. For each $t \in \mathbb{R}$, define the isometry $\sigma^\Omega: \mathcal{M} \rightarrow \mathcal{M}$ by $\sigma^\Omega_t(A) = \Delta^{it}_\Omega A \Delta^{-it}_\Omega$. We call the modular automorphism group the one-parameter group $\{\sigma^\Omega_t\}_{t \in \mathbb{R}}$.

The modular automorphism group is very important in physics, as we will mention in the suitable moment, it is related with KMS states and, more than that, with the time evolution of the system.

**Notation 3.1.9.** We will denote the modular automorphism group with respect to a cyclic and separating vector $\Omega$ by $\{\sigma^\Omega_t\}_{t \in \mathbb{R}}$. In addition, given a faithful normal semifinite weight $\phi$ on a von Neumann algebra, we will denote $\{\sigma^\phi_t\}_{t \in \mathbb{R}}$ the modular automorphism group with respect to the cyclic and separating vector obtained in the GNS-construction.

The last result of this section presents some useful properties and a characterization of the modular conjugation. The proof of the theorem below can be found in [5], as well as, an extensive treatment of the subject.

**Theorem 3.1.10.** Let $\mathcal{M}$ be a von Neumann algebra and $\Omega \in \mathcal{H}$ a cyclic and separating vector, an operator $J$ is the modular conjugation with respect to $\Omega$ if, and only if,

(i) $\langle Jx, Jy \rangle = \langle y, x \rangle \quad \forall x, y \in \mathcal{H},$

(ii) $J^2 = 1,$

(iii) $J \mathcal{M} J = \mathcal{M}'.$
(iv) \( J\Omega = \Omega \),

(v) \( \langle \Omega, AJAJ\Omega \rangle \geq 0 \ \forall A \in \mathcal{M}, \) and the equality holds, if and only if, \( A = 0 \).

Proof. \((\Rightarrow) (i) - (iv)\) were already proved in Theorem 3.1.6. For \((v)\) note that,

\[
\langle \Omega, AJAJ\Omega \rangle = \langle \Omega, AJA\Omega \rangle \\
= \langle \Omega, AJ\Delta^{-\frac{1}{2}}\Delta^{\frac{1}{2}}A\Omega \rangle \\
= \langle \Omega, A\Delta^{\frac{1}{2}}J\Delta^{\frac{1}{2}}A\Omega \rangle \\
= \langle \Omega, A\Delta^{\frac{1}{2}}A^*\Omega \rangle \\
= \langle A^*\Omega, \Delta^{\frac{1}{2}}A^*\Omega \rangle \\
\geq 0,
\]

since \( \Delta^{\frac{1}{2}} \) is a positive operator.

Now, let \( A \in \mathcal{M} \) and suppose \( \langle \Omega, AJAJ\Omega \rangle = 0 \), then \( \Delta^{\frac{1}{2}}A^*\Omega = 0 \Rightarrow A^*\Omega = 0 \Rightarrow A = 0 \).

\((\Leftarrow) \) From \((i)\) and \((ii)\), \( J \) is anti-unitary. Let us define an operator \( T \) in the dense domain \( \mathfrak{M}\Omega \) by

\[
TA\Omega = JA^*\Omega \ \forall A \in \mathcal{M}.
\]

From this definition, \( T = JS_0 \), which means that \( T \) is also closable (\( J \) is an isometry), \( T = JS \) and \( T^* = S^*J \), but using \((iii)\) and \((iv)\), \( JA\Omega = JAJ\Omega \in \mathfrak{M}'\Omega \in D(S^*) \). Hence

\[
T^*A\Omega = S^*JA\Omega \\
= S^*JAJ\Omega \\
= JA^*J\Omega \\
= JA^*\Omega \\
= TA\Omega.
\]

Thus \( T \) and \( T^* \) coincides on a dense subset and, therefore, we must have \( \overline{T} = T^* \).

Now, for all \( A \in \mathcal{M}, \)

\[
\langle A\Omega, TA\Omega \rangle = \langle A\Omega, JA^*\Omega \rangle \\
= \langle A\Omega, JA^*J\Omega \rangle \\
\geq 0.
\]
Which, by definition, means that $T$ is a positive operator, furthermore
\[ T = JJ_\Omega \Delta^1_{\Omega} = u\Delta^1_{\Omega}, \]
where $u = JJ_\Omega$ is a unitary operator, since it is a product of two anti-unitary operators. But then, $T^*T = \Delta^1_{\Omega}u^*u\Delta^1_{\Omega} = \Delta_{\Omega}$ and, by Theorem 1.7.1, we conclude $T = \Delta^1_{\Omega}$. Thus $u = 1 \Rightarrow J = J_\Omega$.  

The last comment we would like to add at this section is that, due to the Reeh-Schlieder Theorem, it is possible to obtain a modular operator for the algebra of local observables using the vacuum state, see [2] for more details. It has still been a very important and interesting result that corroborates for the believe that von Neumann algebras in the right framework to describe quantum systems. Another interesting question is what is the interpretation of this local modular operator? The answer for this question is unknown in general, but in some spacial cases, e.g. the one described by Bisognano and Wichmann in [8] and [9], it has a reasonable physical interpretation.

### 3.2 The Cones $V^\alpha_{\Omega}$

The general definition of a cone in a vector space is a subset closed by the operation of multiplying by a positive scalar. Analogously, a convex cone is a subset $C$ of the vector space such, if $x, y \in C$ and if $\alpha, \beta \geq 0$, $\alpha x + \beta y$ lies in $C$. Here, we are interest in specific cones, thus, presenting any general theory is beyond the scope of this thesis.

The cones discussed here plays a interesting role in Araki’s perturbation theory, but also in the Araki-Masuda Noncommutative $L_p$-Spaces and multiple-time KMS condition. Such a connection is nowhere surprising, since both are dependant on the possibility of analytic extending the modular operator.

In this section we will follows strictly the results presented in [5], but other appearances and applications of those cones can be seen in [4], [5], [7], and also in [67] in special case and with another name.

**Definition 3.2.1.** We define the cones $V^\alpha_{\Omega}$ of a von Neumann algebra as follows:
\[ V^\alpha_{\Omega} = \{ \Delta^\alpha_{\Omega}A\Omega \mid A \in \mathcal{M}, A \geq 0 \}^w \]
Definition 3.2.2. Let $C$ be a closed and convex cone in $\mathcal{H}$. We define the dual cone as the set

$$C^\circ = \{ \xi \in \mathcal{H} \mid \langle \xi, \eta \rangle \geq 0, \forall \eta \in C \}.$$

The just defined cones and its duals have very interesting properties in connections with Modular Theory, as stated in the next proposition.

Theorem 3.2.3. $V_\Omega^\alpha$ has the following properties:

(i) $V_\Omega^\alpha$ is a pointed weakly closed convex cone invariant under $\Delta^i_\Omega$;

(ii) $\Phi \in V_\Omega^\alpha$ is in the domain of $\Delta^{1/2}_\Omega - \Delta^{-1/2}_\Omega$ and

$$J_\Omega \Phi = \Delta^{1/2}_\Omega - \Delta^{-1/2}_\Omega \Phi;$$

(iii) $\Delta^\alpha_\Omega V_\Omega^0$ is a dense subset of $V_\Omega^\alpha$;

(iv) $J_\Omega V_\Omega^\alpha = V_\Omega^{1/2 - \alpha}$;

(v) The dual of $V_\Omega^\alpha$ is $V_\Omega^{1/2 - \alpha}$;

(vi) $V_\Omega^\alpha = \Delta^{-1/2}_\Omega \left\{ V_\Omega^{1/2} \cap \mathcal{D} \left( \Delta^{1/2}_\Omega - \frac{1}{2} \right) \right\}$;

(vii) If $A \in \mathfrak{M}$ and $A\Omega \in V_\Omega^\alpha$, then $\Delta^{iz}_\Omega A \Delta^{iz}_\Omega$ is bounded by $\|A\|$ for $z \in \mathcal{D}_{2\alpha}$ and satisfies

$$\frac{\Delta^{-2\alpha}_\Omega A \Delta^{2\alpha}_\Omega}{\Delta^{-\alpha}_\Omega A \Delta^{\alpha}_\Omega} = A^*$$

where the bar indicates the closure;

(viii) If $\Phi \in V_\Omega^\alpha$, $\alpha \leq \frac{1}{4}$ and there exists $M > 0$ such that $\omega_{\Phi} \leq M \omega_{\Omega}$, then there exists $A \in \mathfrak{M}$ such that $\Phi = A\Omega$ and $\|A\| \leq M^{\frac{1}{2}}$;

(ix) If $A\Omega \in V_\Omega^\alpha$, $A \in \mathfrak{M}$, then $(\|A\| - A) \Omega \in V_\Omega^\alpha$.

Proof. (i) By definition $V_\Omega^\alpha$ is weakly closed, and it is convex because the convex combinations of positive elements is positive. It is invariant under $\Delta^i_\Omega$ because $\Delta^i_\Omega A \Delta^{-i}_\Omega \in \mathfrak{M}$ due to Theorem 3.1.7 and

$$\Delta^i_\Omega (\Delta^\alpha_\Omega A\Omega) = \Delta^\alpha_\Omega (\Delta^i_\Omega A\Omega) = \Delta^\alpha_\Omega (\Delta^i_\Omega A \Delta^{-i}_\Omega \Omega) \in V_\Omega^\alpha.$$
(ii) Let \( A \in \mathcal{M} \), \( A \geq 0 \), then
\[
J_\Omega(\Delta^{\frac{1}{2}}_\Omega A) = J_\Omega \left( \Delta^{\frac{1}{2}}_\Omega \Delta^{\frac{1}{2}}_\Omega A \right) \\
= \Delta^{\frac{1}{2}}_\Omega - A \Omega \\
= \Delta^{\frac{1}{2}}_\Omega A \Omega \\
= \Delta^{\frac{1}{2}}_\Omega^2 (\Delta^{\frac{1}{2}}_\Omega A \Omega).
\]

which proves equation (3.1). This also proves the statement, because \( V^{\alpha}_\Omega \) is convex and weakly closed, thus strongly closed, hence equation (3.1) must hold in the whole domain since the operators are closed.

(iii) \( V^{\alpha}_\Omega \) is convex and weakly closed, hence strongly closed. Let \( \Phi \in V^{\alpha}_\Omega \), then there exists \( (A_n)_{n \in \mathbb{N}} \subset \mathcal{M} \), a sequence of positive operators, such that \( A_n \Omega \rightarrow \Phi \). Using now that \( \Delta^{\frac{1}{2}}_\Omega \) is a positive operator, we have from equations (2.2) and (1.10), that
\[
\| \Delta^{\alpha}_\Omega (A_n \Omega - \Phi) \|^2 = \| \Delta^{\alpha}_\Omega (A_n \Omega - \Phi) \|^2 \\
\leq \| \Delta^{\frac{1}{2}}_\Omega (A_n \Omega - \Phi) \|^2 + \| A_n \Omega - \Phi \|^2 \\
= \| J_\Omega (A_n \Omega - \Phi) \|^2 + \| A_n \Omega - \Phi \|^2 \rightarrow 0.
\]

Hence \( \Delta^{\alpha}_\Omega V^{\alpha}_\Omega \subset V^{\alpha}_\Omega \), but \( \Delta^{\alpha}_\Omega V^{\alpha}_\Omega \) is closed and contains the set under the closure sign in Definition 3.2.1, from where we have the equality.

(iv) \( J_\Omega V^{\alpha}_\Omega \subset V^{\frac{1}{2} - \alpha}_\Omega \) was proved in equation (3.2) simply by noticing that \( J_\Omega \) is continuous and \( V^{\frac{1}{2} - \alpha}_\Omega \) is closed. As for the opposite inclusion, just apply \( J_\Omega \) to both sides of equation and use \( J^2_\Omega = 1 \).

(v) Let \( A \in \mathcal{M} \), \( A \geq 0 \), \( \xi, \Omega \in V^{\frac{1}{2} - \alpha}_\Omega \) and \( (B_n)_{n \in \mathbb{N}} \subset \mathcal{M} \), \( B_n \geq 0 \) such that \( B_n \Omega \rightarrow \xi \). By definition, \( \Delta^{\alpha}_\Omega A \Omega \in V^{\alpha}_\Omega \) and
\[
\left\langle \Delta^{\alpha}_\Omega A \Omega, \Delta^{\frac{1}{2}}_\Omega B_n \Omega \right\rangle = \left\langle J_\Omega \Delta^{\frac{1}{2}}_\Omega B_n \Omega, J_\Omega A \Omega \right\rangle \\
= \left\langle B_n \Omega, J_\Omega A \Omega \right\rangle \\
= \langle \Omega, B_n J_\Omega A \Omega \rangle \\
\geq 0.
\]
since $J_\Omega AJ_\Omega \in \mathfrak{M}'$, due to Theorem 3.1.7. Hence, $\langle \Delta_\Omega^\alpha A\Omega, \xi \rangle \geq 0$ and we conclude, since $V_{\Omega_\alpha}^{1/\alpha}$ is closed, that $V_{\Omega_\alpha}^{1/\alpha} \subset V_{\Omega_\alpha}^{1/\alpha}$.

Now, let $B \in \mathfrak{M}$, $B \geq 0$, $\eta \in V_{\Omega_\alpha}^0$ and $(A_n)_{n \in \mathbb{N}} \subset \mathfrak{M}$, $A_n \geq 0$ such that $\Delta_\Omega^\alpha A_n \Omega \to \eta$. The exact same calculation gives us $\langle \eta, \Delta_\Omega^{1/\alpha} B \Omega \rangle \geq 0$ and hence $V_{\Omega_\alpha}^\alpha \supset V_{\Omega_\alpha}^{2-\alpha}$.

(vi) First, suppose $\alpha \leq \frac{1}{4}$. Take $\xi \in V_{\Omega_\alpha}^0$. Then, there exists a sequence $(A_n)_{n \in \mathbb{N}} \subset \mathfrak{M}_+$ such that $A_n \Omega \to \xi$. From Lemma 1.10 it follows that

$$
\left\| \Delta_\Omega^{1/4} (A_n - A_m) \Omega \right\|^2 = \left\| \Delta_\Omega^{1/\alpha} (A_n - A_m) \Omega \right\|^2 \\
\leq \left\| \Delta_\Omega^\alpha (A_n - A_m) \Omega \right\|^2 + \left\| \Delta_\Omega^{2-\alpha} (A_n - A_m) \Omega \right\|^2 \\
= \left\| \Delta_\Omega^\alpha (A_n - A_m) \Omega \right\|^2 + \left\| J_\Omega (A_n - A_m) \Omega \right\|^2 \\
\to 0.
$$

Thus, $\left( \Delta_\Omega^{1/4} A_n \Omega \right)_{n \in \mathbb{N}}$ is a Cauchy sequence. Consequently, $\left( \Delta_\Omega^{1/4} A \Omega \right) \to \eta \in V_{\Omega_\alpha}^{1/\alpha}$. Since $\Delta_\Omega^{1/\alpha}$ is a closed operator and

$$
\left\langle \Delta_\Omega^\alpha A_n \Omega, \Delta_\Omega^{1/4} A_n \Omega \right\rangle = \left\langle \Delta_\Omega^\alpha A_n \Omega, \Delta_\Omega^{1/\alpha} (\Delta_\Omega^\alpha A_n \Omega) \right\rangle \to \langle \xi, \eta \rangle = \langle \xi, \Delta_\Omega^{1-\alpha} \xi \rangle
$$

Hence, $\Delta_\Omega^{1-\alpha} \xi \in V_{\Omega_\alpha}^{1/\alpha} \cap \mathcal{D}(\Delta^{\alpha-\frac{1}{4}})$ or, equivalently, $V_{\Omega_\alpha}^\alpha \subset \Delta_\Omega^{1-\alpha} \left( V_{\Omega_\alpha}^{1/\alpha} \cap \mathcal{D}(\Delta^{\alpha-\frac{1}{4}}) \right)$.

On the other hand, let $\eta \in V_{\Omega_\alpha}^{1/\alpha} \cap \mathcal{D}(\Delta^{\alpha-\frac{1}{4}})$ and $\eta \in V_{\Omega_\alpha}^0$. Then

$$
\left\langle \Delta_\Omega^{1/\alpha} \eta, \Delta_\Omega^{\alpha-\frac{1}{4}} \xi \right\rangle = \left\langle \Delta_\Omega^{1/\alpha} \eta, \xi \right\rangle \geq 0
$$

by (iii) and (v). Moreover, since the vectors on the right-hand side form a dense set,

$$
\left\langle \xi, \Delta_\Omega^{\alpha-\frac{1}{4}} \right\rangle \xi \geq 0 \quad \forall \xi \in V_{\Omega_\alpha}^{2-\alpha}.
$$

Hence,

$$
\Delta_\Omega^{\alpha-\frac{1}{4}} \xi \in \left( V_{\Omega_\alpha}^{1/\alpha} \right)^\circ = V_{\Omega_\alpha}^\alpha.
$$

In other words, $V_{\Omega_\alpha}^\alpha \supset \Delta_\Omega^{\alpha-\frac{1}{4}} \left( V_{\Omega_\alpha}^{1/\alpha} \cap \mathcal{D}(\Delta^{\alpha-\frac{1}{4}}) \right)$.

For $\alpha > \frac{1}{4}$ simply use the dual relation in (v).
(vii) Since $A\Omega \in V_\Omega^\omega$ and $A\Omega \in D\left( \Delta_{\Omega}^{\frac{1}{2} - 2\alpha} \right)$, one has

$$J_\Omega A\Omega = \Delta_{\Omega}^{\frac{1}{2}} A^*\Omega = \Delta_{\Omega}^{\frac{1}{2} - 2\alpha} A\Omega$$

from (ii). Thus $A\Omega \in D\left( \Delta_{\Omega}^{\frac{1}{2} - 2\alpha} \right)$ and $\Delta_{\Omega}^{\frac{1}{2} - 2\alpha} A\Omega = A^*\Omega$. The boundedness follows by Lemma 3.3.4 and the positivity follow from (ii), (iii) and (v). If $A_1 = \Delta_{\Omega}^{\frac{1}{2} - 2\alpha} A\Delta_{\Omega}^{\frac{1}{2} - 2\alpha}$, then $A\Delta_{\Omega}^\alpha \Phi = \Delta_{\Omega}^\alpha A_1 \Phi$ for $\Phi$ in a dense subset. Hence, $\Delta_{\Omega}^\alpha A^*\Omega = A_1^*\Omega$, which implies $J_\Omega \Delta_{\Omega}^{\frac{1}{2} - \alpha} A\Omega = J_\Omega \Delta_{\Omega}^{\frac{1}{2}} A_1 \Omega$ and we conclude that $A\Omega = \Delta_{\Omega}^\alpha A_1 \Omega$. Note now that $A_1 \geq 0$, hence $A\Omega \in V_\Omega^\omega$.

(viii) Since $\Phi \in V_\Omega^\omega$, where $\alpha \leq \frac{1}{4}$, and $M > 0$ is such that $\omega_{\Phi} \leq M\omega_{\Omega}$, it follows from Proposition 1.2.5 that $(A, B) \mapsto \omega_{\Phi}(A^*B) = \langle A\Phi, B\Phi \rangle$ induces a bounded sesquilinear form. By the Riesz Representation Theorem, there must exist a bounded operator $T' \in B(\mathcal{H})$ such that

$$\langle A\Phi, B\Phi \rangle = \langle T' A\Omega, B\Omega \rangle. \quad (3.3)$$

Moreover, since $0 \leq \omega_{\Phi}(A^*A) = \langle T' A\Omega, A\Omega \rangle \leq M\omega_{\Omega}(A^*A)$ and the vectors of the form $A\Omega$ are dense, $0 \leq T' \leq M\mathbb{1}$ and, in addition, $\langle B\Omega, T'CA\Omega \rangle = \omega_{\Phi}(B^*AC) = \omega_{\Phi}((C^*B)^*A) = \langle B\Omega, CT' A\Omega \rangle$. Consequently, $T' \in \mathcal{M}'$. Rewriting equation (3.3) in terms of $Q' = \sqrt{T'}$, one concludes that $\omega_{\Phi} = \omega_{Q'\Omega}$ with $Q' \in \mathcal{M}'$ and $\|Q'\| \leq M^{\frac{1}{2}}$. This implies that there should exist a partial isometry $u \in \mathcal{M}'$ satisfying $\Omega = uQ'\Phi$.

Using (ii),

$$\Delta_{\Omega}^{\frac{1}{2} - 2\alpha} uQ'\Omega = \Delta_{\Omega}^{\frac{1}{2} - 2\alpha} \Phi = J_\Omega \Phi = j_\Omega(uQ')\Omega$$

thus, by (iv), $J_\Omega \in V_\Omega^{\frac{1}{2} - \alpha}$, by (vii), $Q_1 = j_\Omega(uQ') \in \mathcal{M}$.

Using Lemma 3.3.4, there exists a family of operators $\tau_\Omega(z)$ analytic on $\mathcal{D}_{\frac{1}{2} - \alpha}$ and continuous on the border. Take

$$Q = \tau_\Omega\left(\frac{i}{2} - 2i\alpha\right) Q_1 \in \mathcal{M}.$$ 

Then, from condition (iii) in Lemma 3.3.4, $\Phi = Q\Omega$ and from condition (iv) (and the fact that $J_\Omega$ is an isometry), $\|Q\| \leq \|Q_1\| \leq M^{\frac{1}{2}}$.

(ix) Let $A \in V_\Omega^\omega$. Using (vii), $\Delta_{\Omega}^{-\alpha} A\Delta_{\Omega}^\alpha$ is positive and bounded by $\|A\|$. Hence,

$$\Delta_{\Omega}^{-\alpha} (\|A\| \mathbb{1} - A) \Delta_{\Omega}^\alpha = \|A\| \mathbb{1} - \Delta_{\Omega}^{-\alpha} A\Delta_{\Omega}^\alpha$$

is also bounded by $\|A\|$, positive and affiliated with $\mathcal{M}$. By (vii) again, we have the desired result.
3.2 The Cones $V_\Omega^\alpha$

It is immediate from item (v) in 3.2.3 that $V_\Omega^\frac{1}{2}$ is the unique self-dual cone. This property has very interesting consequences, and we will use this cone several times, which justifies a new notation.

**Notation 3.2.4.** We set $V_\Omega = V_\Omega^\frac{1}{2}$ and $j_\Omega(Q) = J_\Omega Q J_\Omega$.

The selfdual cone $V_\Omega$ has special properties. In particular, it has a strong connection with the modular conjugation, namely, if $\Phi \in V_\Omega$, then, $J_\Phi = J_\Omega$. The proof of this fact can be found in [5].

**Theorem 3.2.5.** The cone $V_\Omega$, where $\Omega$ is a cyclic and separating vector for the von Neumann algebra $\mathcal{M}$, has the following properties:

(i) $V_\Omega$ is a pointed closed selfdual (weakly) closed convex cone;

(ii) $V_\Omega = \{Qj_\Omega(Q)|Q \in \mathcal{M}\}$;

(iii) one has

\[
\Delta_t V_\Omega = V_\Omega \quad \forall t \in \mathbb{R}; \\
J_\Omega x = x \quad \forall x \in V_\Omega; \\
Qj_\Omega(Q)V_\Omega \subset V_\Omega \quad \forall Q \in \mathcal{M}; \\
\langle x, Qj_\Omega(Q)y \rangle \geq 0 \quad \forall x, y \in V_\Omega \text{ and } \forall Q \in \mathcal{M};
\]

(iv) If $\Phi \in V_\Omega$ is a cyclic or separating vector for $\mathcal{M}$, then $\Phi$ is cyclic and separating for $\mathcal{M}$ and $V_\Omega = V_\Phi$;

(v) If $\Phi$ is cyclic and separating for $\mathcal{M}$, then $\Phi \in V_\Omega$ if, and only if, $J_\Phi = J_\Omega$ and, for all positive $Z$ in the center of the algebra,

\[
\langle \Phi, Z\Phi \rangle \geq 0
\]

(vi) Any $\Phi \in \mathcal{H}$ has a unique decomposition

\[
\Phi = (\Phi_1 - \Phi_2) + i(\Phi_3 - \Phi_4)
\]

such that $\Phi_i \in V_\Omega$, $1 \leq i \leq 4$, and $\Phi_1 \perp \Phi_2$, $\Phi_3 \perp \Phi_4$.

**Proof.** (i) It is immediate from (i) and (v) in Theorem 3.2.3.
(ii) Let $A_n = A_n(0) \in X_r$ be a sequence of analytic elements defined by equation (2.1) with respect to the isometry defined by $\tau(A) = \Delta^t_\Omega A \Delta^{-it}_\Omega$.

For these elements we have

\[
A_n j_\Omega(A_n) \Omega = A_n J_\Omega A_n J_\Omega \Omega
\]

\[
= A_n \Delta^{1/2}_{\Omega} A_n^* \Omega
\]

\[
= \left( \int_{\mathbb{R}} e^{-nt^2} \Delta^{it}_{\Omega} A \Delta^{-it}_{\Omega} dt \right) \Delta^{1/2}_{\Omega} \left( \int_{\mathbb{R}} e^{-nt^2} \Delta^{it}_{\Omega} A \Delta^{-it}_{\Omega} dt \right) \Omega
\]

\[
= \left( \int_{\mathbb{R}} e^{-nt^2} \Delta^{it}_{\Omega} A \Delta^{-it+\frac{1}{2}}_{\Omega} dt \right) \left( \int_{\mathbb{R}} e^{-nt^2} \Delta^{it-\frac{1}{2}}_{\Omega} A \Delta^{-it}_{\Omega} dt \right) \Omega
\]

\[
= \Delta^{1/2}_{\Omega} \left( \int_{\mathbb{R}} e^{-nt^2} \Delta^{i(t+\frac{1}{2})}_{\Omega} A \Delta^{-i(t+\frac{1}{2})}_{\Omega} dt \right) \left( \int_{\mathbb{R}} e^{-nt^2} \Delta^{i(t+\frac{1}{2})}_{\Omega} A \Delta^{-i(t+\frac{1}{2})}_{\Omega} dt \right) \Delta^{-1/2}_{\Omega} \Omega
\]

\[
= \Delta^{1/2}_{\Omega} \tau_{\Omega/4}(A_n) \tau_{\Omega/4}(A_n)^* \Omega \in V_\Omega.
\]

But, as we already know, $A_n j_\Omega(A_n) \rightarrow A j_\Omega(A)$. since $V_\Omega$ is closed, we have

\[
\{ Q j_\Omega(Q) \Omega | Q \in \mathcal{M} \} \subset V_\Omega.
\]

We will skip the proof of the remaining items, but the reader can find them in [5].

\[\square\]

3.3 Analyticity of Modular Automorphisms

It must be clear by now how important analyticity is in this work. The reader can find this section a little technical (if he does not think this is the case of almost all this thesis) and he is right to think so. This section is basically made of lemmas about the possibility to analytically extend the action of the modular automorphism group, nevertheless, it is indispensable to perturbation theory. The main references here are [5] and [1].

Now, the comment about the relation between cones ans analyticity that precedes Section 3.2 may start making sense.

Let $\Psi$ be a cyclic and separating vector for the von Neumann algebra $\mathcal{M}$.

**Notation 3.3.1.** We denote by $\mathcal{M}_\Psi$ the set of all operators such that there exists a family of bounded linear operators $\tau_\Psi(z)Q$ which are entire analytic on $z \in \mathbb{C}$ and satisfy

\[
\tau_\Psi(t)Q = \Delta^{it}_{\Psi} Q \Delta^{-it}_{\Psi} \quad \forall t \in \mathbb{R}.
\]
We also denote

\[ M_{\Psi_1} = M_{\Psi} \cap M, \quad D_{\Psi_1} = M_{\Psi_1} \Psi \]

\[ M_{\Psi_2} = M_{\Psi} \cap M', \quad D_{\Psi_2} = M_{\Psi_2} \Psi \]

**Lemma 3.3.2.** Let \( Q \in M \). Then, \( Q \Psi \in D \left( \Delta_{\Psi}^{\frac{1}{2} + \alpha} \right) \) if and only if \( Q^* \Psi \in D \left( \Delta_{\Psi}^{-\alpha} \right) \).

Furthermore, if \( Q \Psi \in D \left( \Delta_{\Psi}^{\frac{1}{2} + \alpha} \right) \), \( z \in D_{\alpha} \) with a common domain \( D_{\Psi_2} \) such that

(i) \( \hat{\tau}_\Psi(z)Q \) is affiliated with \( M \);

(ii) for each \( x \in D_{\Psi_2}, \hat{\tau}_\Psi(z)Qx \) is analytic for \( z \) in the strip \( \mathcal{D}_\alpha \) and continuous on the boundary;

(iii) for each \( x \in D_{\Psi_2}, \hat{\tau}_\Psi(z)Qx = \Delta_{\Psi}^{iz} Q \Delta_{\Psi}^{-iz} x \);

(iv) for each \( x \in D_{\Psi_2}, (\hat{\tau}_\Psi(z)Q)^* x = \Delta_{\Psi}^{iz} Q^* \Delta_{\Psi}^{-iz} x \).

**Proof.** The first part follows trivially from the properties of the modular operator and the modular conjugation.

Assuming that \( Q \Psi \in D \left( \Delta_{\Psi}^{\frac{1}{2} + \alpha} \right) \) for \( \alpha > 0 \), we can define \( A_z \) by

\[ A_z Q' \Psi = Q' \Delta_{\Psi}^{iz} Q \Psi \quad \forall Q' \in M_{\Psi_2}, \ z \in D_{\alpha}, \] (3.4)

because \( \Psi \) is separating for \( M' \supset M_{\Psi_2} \). This defines a linear operator.

Furthermore, since \( \Delta_{\Psi}^{1/2} Q \Psi = J_{\Psi} Q^* \Psi \), we have

\[
\langle Q_1', \Psi, A_z Q_2' \Psi \rangle = \langle Q_2'^* Q_1', \Delta_{\Psi}^{iz} Q \Psi \rangle \\
= \langle \Delta_{\Psi}^{-iz} Q_2'^* Q_1', \Psi \rangle \\
= \langle \Delta_{\Psi}^{\frac{i}{2}} \tau \left( -z + \frac{i}{2} \right) (Q_2'^* Q_1') \Psi, J_{\Psi} \Delta_{\Psi}^{\frac{i}{2}} Q^* \Psi \rangle \\
= \langle J_{\Psi} \left( \tau \left( -z + \frac{i}{2} \right) (Q_2'^* Q_1') \right)^* \Psi, J_{\Psi} \Delta_{\Psi}^{\frac{i}{2}} Q^* \Psi \rangle \\
= \langle J_{\Psi} \tau \left( -z - \frac{i}{2} \right) (Q_1'^* Q_2') \Psi, J_{\Psi} \Delta_{\Psi}^{\frac{i}{2}} Q^* \Psi \rangle \\
= \langle \Delta_{\Psi}^{\frac{i}{2}} Q^* \Psi, \Delta_{\Psi}^{-iz + \frac{i}{2}} (Q_1'^* Q_2') \Psi \rangle \\
= \langle \Delta_{\Psi}^{\frac{i}{2}} Q^* \Psi, (Q_1'^* Q_2') \Psi \rangle \\
= \langle Q_1' \Delta_{\Psi} \Delta_{\Psi}^{iz} Q^* \Psi, Q_2' \Psi \rangle,
\]
where $Q^*\Psi \in \mathcal{D}\left(\Delta_{\Psi}^{-\alpha}\right)$ as proved previously, hence in $\mathcal{D}\left(\Delta_{\Psi}^{i\bar{z}}\right)$. It follows that the dense set $D_{\Psi_2} \subset \mathcal{D}(A_{\Psi}^*)$ and this implies that $A_{\Psi}$ is closable. Consider the family of closable operators $A_{\Psi} = \hat{\tau}(z)Q$, let us prove the properties above.

(i) Let $Q_1', Q_2' \in \mathcal{M}_{\Psi_2}$. Using the definition given in equation (3.4), we have

$$Q_1'A_{\Psi}Q_2'\Psi = Q_1'Q_2'\Delta_{\Psi}^{i\bar{z}}Q\Psi = A_{\Psi}Q_1'Q_2'\Psi.$$  

This means that $\hat{\tau}(z)Q$ commutes with $Q_1' \in \mathcal{M}_{\Psi_2}$ which implies that it is affiliated with $(\mathcal{M}_{\Psi_2})' = \mathcal{M}$.

(ii) Let $Q' \in \mathcal{M}_{\Psi_2}$, and $z \in D_\alpha$, then

$$(\hat{\tau}(z)Q)Q'\Psi = A_{\Psi}Q'\Psi = Q'\Delta_{\Psi}^{i\bar{z}}Q\Psi$$

and continuity and analyticity follows.

(iii) Using the previous calculation and (i),

$$(\hat{\tau}(z)Q)Q'\Psi = Q'\Delta_{\Psi}^{i\bar{z}}Q\Psi$$

$$= \Delta_{\Psi}^{i\bar{z}}(\tau_{\Psi}(-z)Q')\Psi$$

$$= \Delta_{\Psi}^{i\bar{z}}Q(\tau_{\Psi}(-z)Q')\Psi$$

$$= \Delta_{\Psi}^{i\bar{z}}Q\Delta_{\Psi}^{-i\bar{z}}Q'\Psi.$$  

(iv) Using (iii), we have

$$\langle Q_1'\Psi, (\hat{\tau}(z)Q)Q_2'\Psi \rangle = \langle Q_1'\Psi, \Delta_{\Psi}^{i\bar{z}}Q\Delta_{\Psi}^{-i\bar{z}}Q_2'\Psi \rangle$$

$$= \langle \Delta_{\Psi}^{i\bar{z}}Q^*\Delta_{\Psi}^{-i\bar{z}}Q_1'\Psi, Q_2'\Psi \rangle$$

$$= \langle (\hat{\tau}(z)Q^*)Q_1'\Psi, Q_2'\Psi \rangle.$$  

\[\Box\]

**Corollary 3.3.3.** Let $Q \in \mathcal{M}$. Then $Q\Psi \in \mathcal{D}\left(\Delta_{\Psi}^{-\alpha}\right)$ if and only if $Q^*\Psi \in \mathcal{D}\left(\Delta_{\Psi}^{\frac{1}{2}+\alpha}\right)$.

Furthermore, if $Q\Psi \in \mathcal{D}\left(\Delta_{\Psi}^{\alpha}\right)$ for $\alpha > 0$, then there exists a family of closable operators $\hat{\tau}_{\Psi}(z)Q$, $z \in D_{\alpha}$, with a common domain $D_{\Psi_2}$ such that

(i) $\hat{\tau}_{\Psi}(z)Q$ is affiliated with $\mathcal{M}$;

(ii) for each $x \in D$, $\hat{\tau}_{\Psi}(z)Qx$ is analytic for $z$ in the strip $D_{\alpha}$ and continuous on the boundary;

(iii) for each $x \in D$, $\hat{\tau}_{\Psi}(z)Qx = \Delta_{\Psi}^{i\bar{z}}Q\Delta_{\Psi}^{-i\bar{z}}x$;
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(iv) for each $x \in \mathcal{D}$, $(\hat{\tau}_\Psi(z)Q)^* x = \Delta^{iz}_\Psi Q^* \Delta^{-iz}_\Psi x$.

**Lemma 3.3.4.** Let $Q \in \mathfrak{M}$. Suppose there exists $Q_1 \in \mathfrak{M}$ and $\alpha \neq 0$ such that $\Delta^\alpha_\Psi Q \Psi = Q_1 \Psi$. Then, there exists a family of operators $\tau_{\Psi}(z)$, $z \in \overline{\mathcal{D}_\alpha}$, which is analytic on $\mathcal{D}_\alpha$ and continuous on the boundary such that

(i) $\tau_{\Psi}(z) Q x = \Delta^{iz}_\Psi Q \Delta^{-iz}_\Psi x \ \forall x \in \mathcal{D} \left( \Delta^{-iz}_\Psi \right)$.

(ii) $(\tau_{\Psi}(z))^* Q x = \Delta^{\bar{z}} Q^* \Delta^{-\bar{z}} x \ \forall x \in \mathcal{D} \left( \Delta^{\bar{z}}_\Psi \right)$.

(iii) $\| \tau_{\Psi}(z) Q \| \leq \max \{ \| Q \|, \| Q_1 \| \}$.

(iv) $\tau_{\Psi}(0) Q = Q$ and $\tau_{\Psi}(-i \alpha) Q = Q_1$.

**Proof.** First, for any $Q_1 \in \mathfrak{M}$, $Q_1 \Psi \in \mathcal{D} \left( \Delta_\Psi^{-1/2} \right)$, hence $Q \Psi \in \mathcal{D} \left( \Delta_\Psi^{1/2} \right)$. It follows from Lemma 3.3.2 that there exists a family of closable operators $\tau_{\Psi}(z) Q$, which are analytic on $\mathcal{D}_\alpha$ and continuous on its closure.

Define

$$f(z) = \langle x, \hat{\tau}_{\Psi}(z) Q y \rangle \quad x, y \in \mathcal{D}_{\Psi 2}.$$ 

Then, if we take $y = Q'_2 \Psi$, it follows from the Maximum Modulus Principle, and the fact that $\hat{\tau}_{\Psi} Q$ is analytic on the strip and continuous on its closure, that

$$|f(z)| = | \langle x, Q'_2 \Delta^{iz}_\Psi Q \Psi \rangle |$$

$$= | \langle x, Q'_2 \Delta^{\bar{z}} Q \Psi \rangle |$$

$$\leq \| x \| \| Q'_2 \Delta^{\bar{z}}_\Psi Q \Psi \|$$

$$\leq \| x \| \max \{ \| Q'_2 Q \Psi \|, \| Q'_2 \Delta^{\bar{z}}_\Psi Q \Psi \| \}$$

$$\leq \| x \| \max \{ \| Q'_2 Q \Psi \|, \| Q'_2 Q_1 \Psi \| \}$$

$$\leq \| x \| \| y \| \max \{ \| Q \|, \| Q_1 \| \}$$

, and (iii) holds.

Now, the uniform boundedness and the analyticity (continuity) in the dense set $\mathcal{D}_{\Psi 2}$ implies that the closure of $\hat{\tau}_{\Psi}(z) Q$ is also analytic on the strip $\mathcal{D}_\alpha$ and continuous on its closure. Furthermore, the properties in the lemma are consequences of the properties in Lemma 3.3.2.

**Lemma 3.3.5.** Let $\Psi$ be a cyclic and separating vector for $\mathfrak{M}$ and $S \in \mathfrak{M}$ with a bounded inverse $S^{-1} \in \mathfrak{M}$ such that $S \Psi \in V_\Psi$. If there exists $Q \in \mathfrak{M}$ such that $\Delta^{1/2}_\Psi Q \Psi = Q_1 \Psi$, then

$$\Delta^{1/2}_S \Psi Q(S \Psi) = Q_2(S \Psi), \quad Q_2 = SQ_1 S^{-1}.$$
Proof. Since $S\Psi \in V_\Psi$, $J_{S\Psi} = J_\Psi$.

\[
\begin{align*}
\Delta_{S\Psi}^{\frac{1}{2}} QS\Psi &= J_{S\Psi} Q^* S\Psi \\
&= S j_{S\Psi} (Q^*) \Psi \\
&= S J_\Psi Q^* \Psi \\
&= S \Delta_{\Psi}^{\frac{1}{2}} Q \Psi \\
&= S \Delta_{\Psi}^{\frac{1}{2}} S^{-1} (SQ) \Psi = Q_2 (S\Psi).
\end{align*}
\]

\[\Box\]

### 3.4 Bounded Perturbations on KMS states

This section is devoted to the development of the theory of perturbation of KMS states. This theory was initiated by H. Araki in [4] and [5] for bounded perturbations and developed for a class of unbounded perturbations by J. Dereziński, C.-A. Pillet, and V. Jakšić in [15]. Since our aim in this thesis is to extend this theory, what will be done in Chapter 5, it is indispensable to present it here with some details. Moreover, several techniques and results we developed in Chapter 5 are based on the one developed by Araki.

Quoting the definition given by Fujiwara in [24], “[...] the ordered exponential operators [...] will be called briefly “expansional” operators [...]”.

**Definition 3.4.1.** Let $\mathfrak{M}$ be a von Neumann algebra, $t \mapsto A(t) \in \mathfrak{M}$ a strong-continuous function such that $\sup_{0 \leq t \leq T} \|A(t)\| = r_A(T) < \infty$ for all $T \in \mathbb{R}_+$. For each $t \in \mathbb{R}_+$ define

\[
\begin{align*}
\text{Exp}_r \left( \int_0^t A(s) ds \right) &= \sum_{n=0}^{\infty} \int_0^t dt_1 \ldots \int_0^{t_{n-1}} dt_n A(t_n) \ldots A(t_1); \\
\text{Exp}_l \left( \int_0^t A(s) ds \right) &= \sum_{n=0}^{\infty} \int_0^t dt_1 \ldots \int_0^{t_{n-1}} dt_n A(t_1) \ldots A(t_n);
\end{align*}
\]

where the term for $n = 0$ is the identity.

Note that these operators are well defined since $\|A(t_i)\| \leq r(t)$ for every $1 \leq i \leq n$ and $\int_0^t dt_1 \ldots \int_0^{t_{n-1}} dt_n = \frac{t^n}{n!}$. Thus the series converge absolutely.

It is important to mention that these operators are basically the Dyson series. In fact, if given $(t_1, \ldots, t_n) \in \mathbb{R}^n$, we set a permutation $\sigma : \{1, \ldots, n\} \to \{1, \ldots, n\}$ such that
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Let \( t_{\sigma(n)} \leq t_{\sigma(n-1)} \leq \ldots \leq t_{\sigma(1)} \), and we define the operators \( T, \tilde{T} : \mathcal{M} \to \mathcal{M} \) by

\[
T(A(t_1) \ldots A(t_n)) = A(t_{\sigma(1)}) \ldots A(t_{\sigma(n)});
\]
\[
\tilde{T}(A(t_1) \ldots A(t_n)) = A(t_{\sigma(n)}) \ldots A(t_{\sigma(1)});
\]

then,

\[
\exp_r \left( \int_0^t A(s)ds \right) = \sum_{n=0}^{\infty} \int_0^t dt_1 \ldots \int_0^t dt_n \frac{T(A(t_n) \ldots A(t_1))}{n!};
\]
\[
\exp_l \left( \int_0^t A(s)ds \right) = \sum_{n=0}^{\infty} \int_0^t dt_1 \ldots \int_0^t dt_n \frac{\tilde{T}(A(t_n) \ldots A(t_1))}{n!}.
\]

Let us examine some properties of these operators that can be found in [1].

**Proposition 3.4.2.** Let \( \mathcal{M} \) be a von Neumann algebra, \( t \mapsto A(t) \in \mathcal{M} \) a strongly continuous function such that \( \sup_{0 \leq t \leq T} \| A(t) \| = r_A(T) < \infty \) for all \( T \in \mathbb{R}_+ \). Then, the following properties hold

(i) \( \frac{d}{dt} \exp_r \left( \int_0^t A(s)ds \right) = \exp_r \left( \int_0^t A(s)ds \right) A(t); \)

(ii) \( \exp_l \left( \int_0^t -A(s)ds \right) \exp_r \left( \int_0^t A(s)ds \right) = 1; \)

(iii) \( \exp_r \left( \int_0^t A(s)ds \right) \exp_l \left( \int_0^t -A(s)ds \right) = 1; \)

(iv) \( \exp_l \left( \int_0^t A(s)ds \right) \exp_r \left( \int_0^t A(s+t)ds \right) = \exp_r \left( \int_0^{t+t'} A(s)ds \right); \)

\( \exp_r \left( \int_0^t A(s+t)ds \right) \exp_l \left( \int_0^t A(s)ds \right) = \exp_l \left( \int_0^{t+t'} A(s)ds \right). \)

**Proof.** (i) This follows directly from the definition.
(ii) Let us examine the product of partial sums. It is sufficient to calculate the product with the same number of terms. Due to absolute convergence, we are able to change the sum’s order, thus

\[
\sum_{n=0}^{N} (-1)^n \int_0^t dt_1 \ldots \int_0^{t_{n-1}} dt_n A(t_1) \ldots A(t_n) \sum_{k=0}^{N} \int_0^t dt'_1 \ldots \int_0^{t_{k-1}} dt'_k A(t'_k) \ldots A(t'_1)
\]

\[
= \sum_{n=0}^{N} \sum_{k=0}^{N} (-1)^n \int_0^t dt_1 \ldots \int_0^{t_{n-1}} dt_n A(t_1) \ldots A(t_n) \times \int_0^t dt'_n+1 \ldots \int_0^{t_{n+k-1}} dt'_n+k A(t'_n+k) \ldots A(t'_k+1)
\]

\[
= 1 + \sum_{i=1}^{2N} \sum_{j=0}^{i} (-1)^{i-j} \int_0^t dt_1 \ldots \int_0^{t_{i-j-1}} dt_{i-j} A(t_1) \ldots A(t_{i-j}) \times \\
\times \left( \int_0^{t_{i-j}} + \int_0^{t_{i-j}} \right) \int_0^t dt_{i-j+1} \ldots \int_0^{t_{i-1}} dt_{i} A(t_i) \ldots A(t_{i-1+j})
\]

\[
= 1 + \sum_{i=1}^{2N} \sum_{j=0}^{i} (-1)^{i-j} \int_0^t dt_1 \ldots \int_0^{t_{i-1}} dt_i [A(t_1) \ldots A(t_{i-j})] [A(t_i) \ldots A(t_{i-1+j})] \] (3.5)

\[
+ \sum_{i=1}^{2N} \sum_{j=0}^{i} (-1)^{i-j} \int_0^t dt_1 \ldots \int_0^{t_{i-1}} dt_i A(t_1) \ldots [A(t_{i-j+1}) A(t_i)] \ldots A(t_{i-j})
\]

\[
= 1 + \sum_{i=1}^{2N} \sum_{j=0}^{i} (-1)^{i-j} \int_0^t dt_1 \ldots \int_0^{t_{i-1}} dt_i [A(t_1) \ldots A(t_{i-j})] [A(t_i) \ldots A(t_{i-1+j})]
\]

\[
+ \sum_{i=1}^{2N} (-1)^i \int_0^t dt_1 \ldots \int_0^{t_{i-1}} dt_i A(t_1) \ldots A(t_i)
\]

\[
- \sum_{i=1}^{2N} \sum_{j=0}^{i+1} (-1)^{i-j} \int_0^t dt_1 \ldots \int_0^{t_{i-1}} dt_i [A(t_1) \ldots A(t_{i-j})] [A(t_i) \ldots A(t_{i-1+j})]
\]

\[
= 1 + \sum_{i=1}^{2N} (-1)^i \int_0^t dt_1 \ldots \int_0^{t_{i-1}} dt_i A(t_1) \ldots A(t_i)
\]

\[
- \sum_{i=1}^{2N} (-1)^{i+1} \int_0^t dt_1 \ldots \int_0^{t_{i-1}} dt_i A(t_1) \ldots A(t_i)
\]

\[
= 1.
\]
3.4 Bounded Perturbations on KMS states

Note that we have indicated with brackets special terms which are just 1 either if \( j = 0 \) or \( j = i \), respectively.

Now we can just take the limit \( N \to \infty \) to conclude the thesis.

(iii) This follow from the same argument of (ii) or using (i).

(iv) We prefer to analysis the series in the last items, but the differential equation approach is very often preferable. For this item, notice that, thanks to (i), \( \text{Exp}_r \left( \int_0^t ; A(s)ds \right) \) is the unique solutions of \( f'(x) = f(x)A(x) \) with the initial condition \( f(0) = 1 \) at \( x = t \). Applying the result for \( A = A(t) \), we have that \( \text{Exp}_r \left( \int_0^t ; A(s+t)ds \right) \) is the unique solution of \( f'(x) = f(x)A(x+t) \) with \( f(0) = 1 \) for \( x = t' \). Thus, the right-hand side is the unique solution of \( f'(x) = f(x)A(x+t) \) at \( x = t' \). Hence, it is the unique solution of \( f'(x) = f(x)A(x) \) at \( x = t + t' \), which must be \( \text{Exp}_r \left( \int_0^{t+t'} ; A(s)ds \right) \).

The other equality follows using an equivalent argument.

We define the operation below just to prove the following important identities:

**Definition 3.4.3.** Let \( \mathcal{M} \) be a von Neumann algebra, \( t \mapsto A(t) \in \mathcal{M} \) and \( t \mapsto B(t) \in \mathcal{M} \) strong-continuous functions such that

\[
\sup_{0 \leq t \leq T} \| A(t) \| = r_A(T) < \infty \quad \text{and} \quad \sup_{0 \leq t \leq T} \| B(t) \| = r_B(T) < \infty, \quad T \in \mathbb{R}_+.
\]

Define, for each \( t \in \mathbb{R} \),

\[
(B \star A)(t) = \text{Exp}_r \left( \int_0^t ; B(s)ds \right) A(t) \text{Exp}_l \left( \int_0^t ; -B(s)ds \right).
\]

**Proposition 3.4.4.** Let \( \mathcal{M} \) be a von Neumann algebra, \( t \mapsto A(t) \in \mathcal{M} \) and \( t \mapsto B(t) \in \mathcal{M} \) strong-continuous functions such that

\[
\sup_{0 \leq t \leq T} \| A(t) \| = r_A(T) < \infty \quad \text{and} \quad \sup_{0 \leq t \leq T} \| B(t) \| = r_B(T) < \infty, \quad T \in \mathbb{R}_+.
\]

Then,

\[
\text{Exp}_r \left( \int_0^t ; (B \star A)(s)ds \right) \text{Exp}_r \left( \int_0^t ; B(s)ds \right) = \text{Exp}_r \left( \int_0^t ; A(s) + B(s)ds \right)
\]
Proof. Define
\[ f(t) = \text{Exp}_r \left( \int_0^t (B \ast A)(s) ds \right) \text{Exp}_r \left( \int_0^t B(s) ds \right) \]
. Notice that, by Proposition 3.4.2,
\[
\begin{align*}
 f'(t) &= \text{Exp}_r \left( \int_0^t (B \ast A)(s) ds \right) (B \ast A)(t) \text{Exp}_r \left( \int_0^t B(s) ds \right) + f(t)B(t) \\
 &= \text{Exp}_r \left( \int_0^t (B \ast A)(s) ds \right) \text{Exp}_r \left( \int_0^t B(s) ds \right) A(t) + f(t)B(t) \\
 &= f(t)(A(t) + B(t)).
\end{align*}
\]
Hence, the thesis follows by the unicity of the solution of the differential equation above with the initial condition \( f(0) = 1 \).

Notice that, in particular, the case \( B(t) = B \) gives a simple and expected result, namely, \( \text{Exp}_r \left( \int_0^t B(s) ds \right) = e^{tB} \). Using this equality in previous proposition, we obtain
\[
\text{Exp}_r \left( \int_0^t e^{tB} A(s)e^{-tB} ds \right) e^{tB} = \text{Exp}_r \left( \int_0^t A(s) + Bds \right)
\]
and setting \( A(t) = A \) we have
\[
\text{Exp}_r \left( \int_0^t e^{tB} A(s) e^{-tB} ds \right) e^{tB} = e^{t(A+B)}. \quad (3.6)
\]
A central case in perturbations is the case \( A(t) = \tau_t^\Psi(A) \) where \( \{\sigma_t^\Psi\}_{t \in \mathbb{R}} \) is the modular automorphism group. Now, the self-dual cone start playing a special part in the theory. As we have already said, and will repeat it here due the importance of this statement, we have that \( J_\Psi = J_\Psi \) when \( \Phi \in V_\Psi \).

Lemma 3.4.5. Let \( \mathfrak{M} \subset B(\mathcal{H}) \) be a von Neumann algebra, \( \Psi \in \mathcal{H} \) a cyclic and separating vector and \( \{\sigma_t^\Psi\}_{t \in \mathbb{R}} \) the modular automorphism group. Let \( Q \in \mathfrak{A} \) be such that \( Q\Psi \in V_\Psi \), then \( \sigma_z^\Psi(Q) \) has an analytic continuation \( \sigma_z^\Psi(Q) \in \mathfrak{A} \), which is continuous on the closure, for
\[
z \in \overline{D_\gamma} = \{z \in \mathbb{C} | \, -\gamma \leq \text{Im}(z) \leq 0\}.
\]
and \(\|\sigma_{i\gamma}(Q) - 1\| \leq L\) where \(\gamma \in \left(0, \frac{1}{5}\right)\). Let \(F(t) = 2\pi \text{sech}(2\pi t)^2\) and

\[Q_F = \int_{\mathbb{R}} F(t)\sigma_t^\Psi(Q)dt,\]

then \(\sigma_t^\Psi(Q_F)\) has an analytic continuation \(\sigma_z^\Psi(Q_F) \in \mathfrak{A}\) for \(z \in \{w \in \mathbb{C} \mid -\gamma - \frac{1}{4} \leq \text{Im}(w) \leq \gamma + \frac{3}{4}\}\) and such that

\[h_1 := \sigma_{\frac{1}{4}}^\Psi(Q_F) - 2 = \sigma_{\frac{1}{4}}^\Psi((Q - 1)_F) \in \mathfrak{A},\]

\(h_1^* = h_1\) and \(\|h_1\| \leq 2L\). Furthermore,

\[\Psi_1 := \Psi(h_1) = \exp\left(\int_0^{\frac{1}{2}} \sigma_{-it}^\Psi(h_1)dt\right)\Psi\]

\[Q_1 := Q\exp\left(\int_0^{\frac{1}{2}} -\sigma_{-it}^\Psi(h_1)dt\right)\]

satisfies \(Q_1\Psi_1 = Q\Psi, \sigma_z^\Psi(Q_1) \in \mathfrak{A}\) for \(z \in \mathcal{D}_{\gamma_1}, \gamma_1 \in (0, \gamma)\), and

\[\|\sigma_{-\gamma_1}(Q_1) - 1\| \leq (L^2 + (1 + L)L')e^{\frac{L}{2}}\]

where \(L' = \frac{1}{2}(\pi L \log (2(\gamma - \gamma_1)))^2 e^{-\pi L \log (2(\gamma - \gamma_1))}\).

Proof. Since \(Q\Psi \in V_{\Psi}\), Theorem 3.2.3 (vii) implies that \(\sigma_t^\Psi(Q)\) admits an analytic continuation, \(\sigma_z^\Psi(Q)\) for \(z \in \mathcal{D}_{\gamma}\) which is continuous on the closure, such that \((\sigma_t^\Psi(Q))^* = \sigma_{t+\frac{i}{2}}^\Psi(Q)\).

Now, by hypothesis \(\sigma_z^\Psi(Q)\) also has an analytic continuation, continuous on the boundary, for \(z \in \mathcal{D}_{\gamma}\). It follow from the edge-of-the-wedge theorem that \(\sigma_z^\Psi(Q)\) is analytic for \(-\gamma < \text{Im}(z) < \frac{1}{2} + \gamma\) and continuous for \(-\gamma \leq \text{Im}(z) \leq \frac{1}{2} + \gamma\) and such that \((\sigma_z^\Psi(Q))^* = \sigma_{z+\frac{i}{2}}^\Psi(Q)\). Furthermore, using Maximum Modulus Principle, we have, for \(\text{Im}(z) \in [-\gamma, \frac{1}{2} + \gamma]\),

\[\|\sigma_z^\Psi(Q - 1)\| \leq \max\left\{\|\sigma_{-i\gamma}(Q - 1)\|, \|\sigma_{\frac{1}{4} + i\gamma}(Q - 1)\|\right\}\]

\[= \max\left\{\|\sigma_{-i\gamma}(Q - 1)\|, \|\sigma_{-i\gamma}(Q - 1)\|^*\right\}\]

(3.7)

\[\leq L.\]
Now, $Q_F \Psi$ is in $\mathcal{D}\left(\Delta_{\Psi}^{i\gamma}\right)$ for $\text{Im}(z) \in \left[-\frac{1}{4}, \frac{1}{4}\right]$. In fact, the Fourier transform of $F(t)$ is

$$\hat{F}(k) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} 2\pi \text{sech}(2\pi t)^2 e^{ikt} dt = \begin{cases} \frac{k}{\sqrt{2\pi}(e^{\frac{k}{2}} - e^{-\frac{k}{2}})} & \text{if } k \neq 0 \\ \frac{2}{\sqrt{2\pi}} & \text{if } k = 0 \end{cases},$$

thus $e^{tk} \hat{F}(k)$ is bounded for $|\text{Re}(t)| < \frac{1}{4}$. Hence, $\hat{F}(\log(\Delta_{\Psi}))Q \Psi \in \mathcal{D}\left(\Delta_{\Psi}^{i\gamma}\right)$ for $|\text{Im}(z)| < \frac{1}{4}$. Moreover, by the Fourier transform definition

$$\hat{F}(\log(\Delta_{\Psi}))Q \Psi = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} F(t)\Delta_{\Psi}^{i\gamma}Q \Psi dt = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} F(t)\sigma_{\Psi}^t(Q) \Psi dt = \frac{1}{\sqrt{2\pi}} Q_F \Psi. \hspace{1cm} (3.8)$$

Then we have an analytic continuation, continuous on the boundary, for $\text{Im}(z_1) \in [-\gamma, \frac{1}{2} + \gamma]$ and $-\frac{1}{3} \leq \text{Im}(z_2) \leq \frac{1}{3}$. Consequently, for $z = z_1 + z_2, \text{Im}(z) \in [-\gamma - \frac{1}{3}, \frac{3}{4} + \gamma]$,

$$\sigma_{\Psi}^t(Q_F) = \int_{\mathbb{R}} F(t-z_1)\sigma_{\Psi}^t(Q) dt.$$

It follows now from $Q \Psi \in V_{\psi}$ and Theorem 3.2.3 (vii) that $\sigma_{\Psi}^t(Q_F) \geq 0$ and so $h_1 = h_1^*.$

By definition,

$$1_F = \int_{\mathbb{R}} F(t)\sigma_{\Psi}^t(1) = \int_{\mathbb{R}} F(t)1 = 21,$$

it follows that $\sigma_{\Psi}^t(Q_F) - 2 = \sigma_{\Psi}^t((Q-1)_F)$. Using again the Maximum Modulus Principle in the strip $\mathcal{D}_{\frac{1}{2}}$ and the inequality (3.7),

$$\|h_1\| = \|\sigma_{\Psi}^t(Q_F) - 2\| \leq \|\sigma_{\Psi}^t((Q-1)_F)\| = \int_{\mathbb{R}} F(t)\sigma_{\Psi}^{t+1}(Q-1) dt \leq 2L.$$

It is a consequence of Proposition 3.4.2 that $Q_1 \Psi_1 = Q \Psi$.

Let

$$Q'_1 = \exp\left(\int_{0}^{\frac{1}{2}} -\sigma_{\Psi}^{-i\gamma}(h_1) ds\right) - 1 + \int_{0}^{\frac{1}{2}} \sigma_{\Psi}^{-i\gamma}(h_1) ds,$$

Noticing that

$$\int_{-\frac{1}{4}}^{\frac{1}{4}} \hat{F}(k)e^{kt} dt = \frac{1}{\sqrt{2\pi}}$$

we can use equation (3.8) to get

$$\left(\int_{0}^{\frac{1}{2}} \sigma_{\Psi}^{-i\gamma}(h_1) ds\right) \Psi = \left(\int_{-\frac{1}{4}}^{\frac{1}{4}} \sigma_{\Psi}^{-i\gamma}((Q-1)_F) ds\right) \Psi = \int_{-\frac{1}{4}}^{\frac{1}{4}} \Delta_{\Psi}^{i\gamma}(Q-1)_F \Psi ds = (Q-1)\Psi.$$
Because \( \Psi \) is separating, we conclude that \( Q_1 = 1 - (Q - 1)^2 + QQ' \) and then
\[
\left\| \sigma^\Psi_z(Q_1) - 1 \right\| \leq \left\| \sigma^\Psi_z(Q) - 1 \right\| + \left( 1 + \left\| \sigma^\Psi_z(Q) - 1 \right\| \right) \left\| \sigma^\Psi_z(Q_1') \right\|,
\]
and
\[
\left\| \sigma^\Psi_z(Q_1') \right\| \leq \sum_{n=2}^{\infty} \frac{1}{n!} \int_0^{\frac{1}{2}} \left\| \sigma^\Psi_{z-is}(h_1) \right\|^n
\]
\[
= e^{\left\| \sigma^\Psi_{z-is}(h_1) \right\|} - 1 - \left\| \sigma^\Psi_{z-is}(h_1) \right\|
\]
\[
\leq \left\| \sigma^\Psi_{z-is}(h_1) \right\|^2 e^{\left\| \sigma^\Psi_{z-is}(h_1) \right\|}.
\]
Finally, we can choose \( a(s) \) such that \( \text{Im} (z) - s + a(s) + \frac{1}{4} \in [-\gamma, \frac{1}{2}] \) and \( |a(s)| < \frac{1}{4} \).
\[
\left\| \sigma^\Psi_{z-is}(h_1) \right\| \leq \int_\mathbb{R} |F(t + ia(s))| \left\| \sigma^\Psi_{z-is+ia(s)+\frac{1}{4}Q} - 1 \right\| dt
\]
\[
\leq L \int_\mathbb{R} |F(t + ia(s))| dt
\]
\[
= 8\sqrt{2\pi L} \frac{a(s)}{\sin(4\pi a(s))}.
\]
Suppose now \( \text{Im} (z) \in [-\gamma, 0] \). We can set
\[
a(s) = \frac{s - \frac{1}{4}}{1 - 2(\gamma - \gamma_1)}.
\]
Due to this choice, \( |a(s)| < \frac{1}{4} \) and \( \left| \frac{a(s)(\frac{1}{4} - |a(s)|)}{\sin(4\pi a(s))} \right| \leq 2^{-5} \). Hence,
\[
\left\| \sigma^\Psi_{z-is}(h_1) \right\| \leq \sqrt{2\pi L} \log(2(\gamma - \gamma_1)).
\]

\[\square\]

Lemma 3.4.6. Let \( \mathfrak{M} \subset B(\mathcal{H}) \) be a von Neumann algebra, \( \Psi \in \mathcal{H} \) a cyclic and separating vector and \( \{\sigma^\Omega_t\}_{t \in \mathbb{R}} \) the modular automorphism group with respect to \( \Psi \). Let \( Q \in \mathfrak{M} \) be such that \( Q\Psi \in V_\Psi \), \( \gamma \in [0, \frac{1}{8}] \), \( \sigma^\Psi_zQ \in \mathfrak{A} \) for \( z \in D_{-\gamma} \) and \( \left\| \sigma^\Psi_{-i\gamma}Q - 1 \right\| \leq L_0 \leq (4\pi \log \gamma)^{-2} \). Then, there exists \( h \in \mathfrak{A} \), \( h = h^* \), such that
\[
Q\Psi = \Psi(h) = \text{Exp}_{r} \left( \int_0^{\frac{1}{2}} \sigma^\Psi_s(h)ds \right) \Psi.
\]

Proof. Define \( \gamma_n = 2^{-n}\gamma \). By 3.3.2 there exists the extension required in Lemma 3.4.5 and, by Lemma 3.4.5, there exists vectors \( \Psi_n, Q_n \in \mathfrak{A}, h_n \in \mathfrak{A} \) with \( h_n = h_n^* \) and \( L_n > 0 \).
such that $\Psi_n = \Psi_{n-1}(h_n)$ with $\Psi_0 = \Psi$ and $\|h_n\| \leq 2L_{n-1}$. Furthermore $\sigma^\Psi_t(Q_n)$ can be extended analytically for $\text{Im}(z) \in (-\gamma_n, 0)$ and continuously for $\text{Im}(z) \in [-\gamma_n, 0]$ satisfying $\|\sigma^\Psi_{-i\gamma_n}(Q_n) - 1\| \leq L_n$, $Q_n\Psi_n = Q\Psi$, 

$$L_n = (L_{n-1}^2 + (1 + L_n - 1)L_{n-1}^{'})e^{\frac{L_{n-1}}{2}}$$

and

$$L_{n-1}^' = \frac{1}{2}(\pi L_n - 1 \log 2(\gamma - \gamma_n))^2 e^{-\pi L_{n-1}\log 2(\gamma - \gamma_n)}.$$ 

One can prove that $L_n \leq 2^{-n}L_0$ and since $\|h_n\| \leq 2L_{n-1}$, \(\sum_{n=0}^{\infty} h_n \in \mathfrak{A}\) and $\lim_{n \to \infty} \Psi_n = \Psi(h)$ where $\Psi_n = \Psi(h1 + \ldots + h_n)$.

By Lemma 3.4.5, we have an analytic continuation $\sigma^\Psi_{2n}(Q_n)$ for $\text{Im}(z) \in [-\gamma_n - \frac{1}{4}, \frac{3}{4} + \gamma_n]$ and, by Lemma 3.3.4, $\|Q - 1\| \leq \|\sigma^\Psi_{-i\gamma_n}(Q_n) - 1\| \leq L_n \to 0$. Hence $Q\Psi = \lim_{n \to \infty} Q_n\Psi_n = \Psi(h)$.

\[\square\]

Now the theory starts taking form. The previous result shows that the vectors in the self-dual cone under some other assumptions are achievable by a perturbation. The next proposition, which are the main result on Araki’s perturbation theory, has basically the same interpretation.

**Proposition 3.4.7.** Let $\mathfrak{M} \subset B(\mathcal{H})$ be a von Neumann algebra, $\Psi \in \mathcal{H}$ a cyclic and separating vector and $\{\sigma^\Omega_t\}_{t \in \mathbb{R}}$ the modular automorphism group with respect to $\Psi$. Let $Q \in \mathfrak{A}$ be such that $J_\Psi Q\Psi = Q\Psi$ and $\sigma^\Psi_t Q$ has an analytic continuation for $z \in D_\frac{1}{2}$. Then there exists $h \in \mathfrak{A}$, $h = h^*$, such that

$$e^Q\Psi = \Psi(h).$$

**Proof.** Since $Q^*\Psi = J_\Psi \Delta^\frac{1}{2}_\Psi Q\Psi = \Delta^\frac{1}{2}_\Psi J_\Psi Q\Psi = \Delta^\frac{1}{2}_\Psi Q\Psi$, $Q\Psi \in D(\Delta^\frac{1}{2}_\Psi)$ and, by Lemma 3.3.4, $\sigma^\Psi_{\frac{1}{2}}(Q)$ admits an analytic continuation to $z \in D_\frac{1}{2}$, furthermore it satisfies $\sigma^\Psi_{\frac{1}{2}}(Q) = Q^*$ thus $\sigma^\Psi_{\frac{1}{2}}(Q)^* = \sigma^\Psi_{\frac{1}{2}}(Q)$, in particular $\sigma^\Psi_{\frac{1}{4}}(Q)^* = \sigma^\Psi_{\frac{1}{4}}(Q)$.

Let $\Phi = e^{tQ}\Psi$, by Theorem 3.2.3 (viii), $\sigma^\Psi_{\frac{1}{4}}(e^tQ) = e^{i\sigma^\Psi_{-\frac{1}{4}}(Q)} \geq 0$ implies $\Phi_t \in V_\Psi$, $t \in \mathbb{R}$.

It follows from Lemma 3.3.5 that

$$\Delta^\frac{1}{2}_\Psi Q\Phi_t = e^{tQ}\sigma^\Psi_{-\frac{1}{2}}(Q)e^{-tQ}\Phi_t.$$
Again, by Lemma 3.3.4, $\sigma^\Phi_{-\frac{1}{2}}(Q)$ has an analytic continuation for $z \in D_{\frac{1}{2}}$ such that

$$
\left\|\sigma^\Phi_{-\frac{1}{2}}(Q)\right\| \leq a = \max\left\{ \|Q\|, e^{2t}\|Q\|, \left\|\sigma^\Phi_{-\frac{1}{2}}(Q)\right\| \right\}.
$$

Now, choose $N \in \mathbb{N}$ such that $e^\frac{a}{N} - 1 \leq (4\log \gamma)^{-2}$ for a fixed $\gamma \in [0, \frac{1}{8}]$. Then,

$$
\left\|\sigma_{-i\gamma}(e^\frac{Q}{N})\right\| = \left\|e^\frac{\sigma^\Phi_{-i\frac{1}{2}}(Q)}{N} - 1\right\| \leq e^\frac{\left\|\sigma^\Phi_{-i\frac{1}{2}}(Q)\right\|}{N} - 1 \leq (4\log \gamma)^{-2}.
$$

Now Lemma 3.4.6 guarantees the existence of $h_n \in \mathfrak{A}$ for $n \leq N$ such that $\Phi_n = \Phi_{\frac{n-1}{N}}(h_n)$ with $h_n = h_n^*$. Then

$$
e^Q\Psi = \Phi_n \Psi = \Psi \left( \sum_{n=1}^{N} h_n \right).
$$

An interesting question one might ask now is “now we know what kind of vector we can achieve by a perturbation, but is this set big (in some sense) in the Hilbert space?”. The answer to this question is presented below.

**Corollary 3.4.8.** Let $\mathfrak{M} \subset B(\mathcal{H})$ be a von Neumann algebra, $\Psi \in \mathcal{H}$ cyclic and separating and $\{\sigma^\Omega_t\}_{t \in \mathbb{R}}$ the modular automorphism group with respect to $\Psi$. The set

$$
\left\{ e^Q\Psi \bigg| Q \in \mathfrak{M}, J\Psi Q\Psi = Q\Psi \text{ and } \sigma_z(Q) \text{ has an analytic continuation for } -\frac{1}{2} \leq \text{Im}(z) \leq 0 \right\}
$$

is dense in $V_\Psi$.

**Proof.** Note first that the vectors of the form $\Delta_{\frac{1}{2}}^\frac{1}{2}A\Psi$ with $A \geq 0$ are dense in $V_\Psi$, by definition. Furthermore, by equation (1.10), for any self-adjoint operator $B \in \mathfrak{M}$ such that $A - B \in D\left(\Delta_{\frac{1}{2}}\right)$, we have

$$
\left\|\Delta_{\frac{1}{2}}^\frac{1}{2}(A - B)\Psi\right\|^2 \leq 2\|\left(\mathcal{S}\Psi\right)^2.
$$

Hence, it is enough to prove that, for any $A \in \mathfrak{M}_+$, there is a sequence of vectors in the set defined above that converges to $\Delta_{\frac{1}{2}}^\frac{1}{2}A\Psi$. 
Let $A \in \mathcal{M}_+$ and let $A = \int \lambda d E_\lambda$ be its spectral decomposition. We set

$$A_L = A \left( E_L - E_L^T \right) + \frac{1}{L} E_L^T + (1 - E_L)$$

$$A_{L,\beta} = \sqrt{\frac{\pi}{n}} \int e^{-\pi \sigma_t^2} (\log A_L) dt.$$ 

We have already proved in Proposition 2.1.6 that

$$\lim_{\beta \to 0} e^{A_{L,\beta}} \Psi = A_L \Psi.$$ 

Hence

$$\lim_{L \to \infty} \lim_{\beta \to 0} e^{A_{L,\beta}} \Psi = A \Psi.$$ 

Therefore $Q_{L,\beta} = \sigma_{\frac{1}{4}}^{-1} (A_{L,\beta})$ satisfies

$$\lim_{L \to \infty} \lim_{\beta \to 0} e^{Q_{L,\beta}} \Psi = A^\frac{1}{2} A \Psi.$$ 

In addition $J \Psi Q_{L,\beta} \Psi = Q_{L,\beta} \Psi$ since $\sigma_{\frac{1}{4}}^{-1} (Q_{L,\beta}) = A_{L,\beta} = A_{L,\beta}^*$. 

The results presented in this section lead to the important result by Araki that we are going to state below.

**Theorem 3.4.9** (Araki’s Perturbation Theorem). Let $(\mathcal{M}, \tau)$ be a $W^\ast$-dynamical system, $\omega$ a $(\tau, \beta)$-KMS state, $\Omega_\omega$ its vector representation throughout the GNS-representation, $H_\omega \in \pi_\omega(\mathcal{M})$ the Hamiltonian of $\tau$ and $Q = Q^* \in \pi_\omega(\mathcal{M})$ a perturbation. The perturbed dynamics is defined by

$$\tau^Q_t (A) = \pi^{-1}_\omega \left( e^{it(H_\omega + Q)} \pi_\omega (A) e^{-it(H_\omega + Q)} \right).$$

Then, $\Omega_\omega \in \mathcal{D} \left( e^{-\frac{\beta}{2}(H_\omega + Q)} \right)$ and $\omega^Q (A) = \langle \Psi^Q, \pi_\omega (A) \Psi^Q \rangle$ is as $(\tau^Q, \beta)$-KMS state where $\Psi^Q = \frac{e^{-\frac{\beta}{2}(H_\omega + Q)} \Omega_\omega}{\| e^{-\frac{\beta}{2}(H_\omega + Q)} \Omega_\omega \|}$.

The proof of the last theorem can be found in [4], but all the ingredients of the proof are already here.
### 3.5 Radon-Nikodym Derivative

Takesaki says in [70] that “the theories of weights, traces and states are often referred as non commutative integration. If the von Neumann algebra in question is abelian, then our theory is precisely the theory of measures and integration”. Hence, it is inevitable to ask about the existence of analogous for useful results such as the Radon-Nikodym Theorem.

The first version of a noncommutative analogous for the Radon-Nikodym Theorem appears in [21] and [62] and the generalization we are about to present is from [50].

It is worth to mention some interesting interpretations here. The Radon-Nikodym derivative can give us an operator in the algebra that connects two different weights, what is exactly what we are looking for in perturbation theory. From the physical point of view, the Radon-Nikodym derivative can be used to obtain a relative hamiltonian or a relative entropy (see [4] and [3]). On the other hand, the Connes cocycle and the modular automorphism group have strong connections with the Radon-Nikodym derivative, when it exists.

Before we present Radon-Nikodym type theorems, we need Kadison’s characterization of the extremal points of the unity ball in a $C^*$-algebra (see [31]) and the polar decomposition of linear functionals.

**Theorem 3.5.1.** Let $\mathfrak{A}$ be a $C^*$-algebra and $B_1 = \{A \in \mathfrak{M} \mid \|A\| \leq 1\}$ its unitary ball. Then $\mathcal{E}(B_1) = \left\{U \in \mathfrak{M} \mid U \text{ is a partial isometry and } (1 - UU^*)\mathfrak{A}(1 - U^*U) = \{0\}\right\}^1$.

**Proof.** First of all, notice that $B_1$ is a non-empty WOT-compact set. Then, by the Krein-Milman Theorem, $\mathcal{E}(B_1) \neq \emptyset$.

Let $U \in \mathcal{E}(B_1)$, then $U^*U$ is a self-adjoint operator and $\|U^*U\| \leq 1$, this implies that $\sigma(U^*U) \subset [0,1]$. Suppose $\lambda \in \sigma(U^*U) \setminus \{0,1\}$, then there exists $\epsilon > 0$ such that $(t - \epsilon, t + \epsilon) \subset [0,1]$ and we can find a positive infinitely differentiable function $f : [0,1] \to [0,1]$ such that $f(x) = 0$ if $x \notin (t - \epsilon, t + \epsilon)$ and $0 < f(\lambda) < \min\{\sqrt{\lambda}, \sqrt{1-\lambda}\}$.

Due to this choice $f(U^*U)$ commutes with $U^*U$ and

$$\sigma \left( U^*U \left( 1 \pm f(U^*U) \right)^2 \right) \subset [0,1] \Rightarrow \| (1 \pm f(U^*U))U^*U(1 \pm f(U^*U)) \| \leq 1$$

$$\Rightarrow \|U(1 \pm f(U^*U))\| \leq 1$$

$$\Rightarrow U(1 \pm f(U^*U)) \in B_1,$$

The definition of the set $\mathcal{E}(B_1)$ and the Krein-Milman Theorem can be found in Appendix A.2.
but \( U = \frac{1}{2}U(1 + f(U^*U)) + \frac{1}{2}U(1 - f(U^*U)) \), which contradicts the extremality of \( U \).
Hence \( \sigma(U^*U) \subset \{0,1\} \) and it follows that \( U^*U \) is a projection, which means that \( U \) is a partial isometry.

Also, denote \( P = U^*U \), \( Q = UU^* \) and let \( A \in (1 - Q) \mathcal{A}(1 - P) \), \( \|A\| \leq 1 \), and \( x \in \mathcal{H} \),

\[
\|(U \pm A)x\|^2 = \|U(Px) \pm A((1 - P)x)\|^2 \\
= \|QU(Px) \pm (1 - Q)A((1 - P)x)\|^2 \\
= \|V(Px)\|^2 + \|A((1 - P)x)\|^2 \\
\leq \|x\|.
\]

Hence \( U \pm A \in B_1 \), and by the extremality of \( U \),

\[
U = \frac{1}{2}(U + A) + \frac{1}{2}(U - A) \Rightarrow A = 0.
\]

On the other hand, suppose \( U \) is a partial isometry such that \( (1 - Q) \mathcal{A}(1 - P) = \{0\} \).
If \( U = \frac{1}{2}(A + B) \) for some \( A, B \in B_1 \), then, for every \( x \in \text{Ran}(P) \) with \( \|x\| = 1 \) we have
\[
1 = \langle Ux, Ux \rangle = \frac{1}{2} \langle Ax, Ux \rangle + \frac{1}{2} \langle Bx, Ux \rangle ,
\]
but since both \( \langle Ax, Ux \rangle \) and \( \langle Bx, Ux \rangle \) are elements of the closed unit disk in \( \mathbb{C} \) and 1 is extremal in the disc, we have
\[
\langle Ax, Ux \rangle = \langle Bx, Ux \rangle = \langle Ux, Ux \rangle = 1 \Rightarrow Ax = Bx = Ux, \forall x \in \text{Ran}(P).
\]

We already have \( AP = BP = U \). Let now show that \( QA(1 - P) = QB(1 - P) = 0 \).
Suppose it is not the case, then we can take \( z \in \text{Ran}(QA(1 - P)) \setminus \{0\} \) with \( |z| = 1 \), which means there exists \( x \in \mathcal{H} \) such that \( QA(1 - P)x = z \).
At the same time, since \( z \in \text{Ran}(Q) \) and \( Q \) is the final projection of \( U \), there exists \( y \in \mathcal{H} \) such that \( z = Uy = APy \).
Notice that \( 1 = \|z\| = \|QA(1 - P)x\| \leq \|(1 - P)x\| \) and \( 1 = \|z\| = \|APy\| = \|UPy\| = \|Py\| \).

Take \( \theta \in \left[0, \frac{\pi}{2}\right] \) such that \( \cot(\theta) = \|\langle 1 - P\rangle x\| \) and \( w = \cos(\theta)Py + \frac{\sin(\theta)}{\|\langle 1 - P\rangle x\|} \langle 1 - P\rangle x \).
Then,
\[
\|QAw\| = |\cos(\theta) + \tan(\theta)\sin(\theta)| \|z\| = \left(1 + \frac{1}{\|\langle 1 - P\rangle x\|^2}\right)^{\frac{1}{2}} > 1,
\]
but this contradicts \( \|QA\| \leq 1 \). Then, \( QA(1 - P) = 0 \), thus, by hypothesis, we must have \( (1 - Q)A(1 - P) = 0 \).
Hence, \( A(1 - P) = 0 \) and, by the same argument, \( B(1 - P) = 0 \).
It follows that \( A = B = U \), thus \( U \) is extremal.

\[\square\]

**Theorem 3.5.2** (Polar Decomposition of Functionals). Let \( \mathfrak{M} \subset B(\mathcal{H}) \) be a von Neumann algebra and \( \phi \) a WOT-continuous bounded functional on \( \mathfrak{M} \). Then, there
exists a positive normal bounded functional \( \psi \) on \( \mathfrak{M} \) and a partial isometry \( U \in \mathfrak{M} \), extreme in the unit ball, such that \( \phi(A) = \psi(AU) \) and \( \psi(A) = \phi(AU^*) \).

**Proof.** The case \( \phi = 0 \) is trivial. Suppose \( \phi \neq 0 \) and let

\[
\mathcal{F} = \{A \in \mathfrak{M} \mid \|A\| \leq 1 \text{ and } \phi(A) = \|\phi\|\},
\]

since the unit ball of \( \mathfrak{M} \), \( B_1 \), is WOT-compact, there exists \( \tilde{V} \in B_1 \) such that \( |\phi(\tilde{V})| = \|\phi\| \), hence \( \phi(V) = \|\phi\| \) for \( V = e^{-i\text{Arg}(\phi(\tilde{V}))}\tilde{V} \). Hence \( \mathcal{F} \neq \emptyset \).

Now, \( \mathcal{F} \) is a compact face in \( B_1 \), thus \( \mathcal{E}(\mathcal{F}) \subset \mathcal{E}(B_1) \). Let \( W \in \mathcal{E}(\mathcal{F}) \), then, \( W \) is a partial isometry satisfying \( (1 - WW^*)\mathfrak{M}(1 - W^*W) = \{0\} \).

Define \( \psi \) by \( \psi(A) = \phi(AW) \) for every \( A \in \mathfrak{M} \). Then,

\[
|\psi(A)| = \phi(AW) \leq \|\phi\||A||W| = \|\phi||A| \Rightarrow \|\psi\| \leq \|\phi|,
\]

thus \( \psi(1) = \phi(W) = \|\phi\| = \|\psi\| \), it follows by Proposition 1.2.5 that \( \psi \) is positive.

Let \( s^\mathfrak{M}(\psi) \) be the support of \( \psi \), then \( s^\mathfrak{M}(\psi) \leq WW^* \), since

\[
\psi(WW^*) = \phi(WW^*W) = \phi(W) = \psi(1) \Rightarrow 1 - WW^* \in N_\psi
\]

and \( N_\psi \) is a left ideal.

Let \( U = W^*s^\mathfrak{M}(\psi) \), we have \( U^*U = s^\mathfrak{M}(\psi)WW^*s^\mathfrak{M}(\psi) = s^\mathfrak{M}(\psi) \), then

\[
\phi(AU^*) = \phi \left( As^\mathfrak{M}(\psi)W \right) = \psi \left( As^\mathfrak{M}(\psi) \right) = \psi(A).
\]

Suppose now that there exists \( A \in \mathfrak{M} \), \( \|A\| = 1 \), such that \( \phi(A(1 - UU^*)) > 0 \). Then, for every \( t \in \left[0, \frac{\pi}{2}\right] \) such that \( \cot \left( \frac{t}{2} \right) > \frac{\|\phi\|}{\phi(A(1 - UU^*))} \), we have

\[
\phi \left( \cos(t)U^* + \sin(t)A(1 - UU^*) \right) = \cos(t)\phi(U^*) + \sin(t)\phi(A(1 - UU^*)) = \cos(t)\phi(W) + \sin(t)\phi(A(1 - UU^*)) = \cos(t)||\phi|| + \sin(t)\phi(A(1 - UU^*)) > \|\phi||.
\]

If follows that \( \phi(A(1 - UU^*)) = 0 \Rightarrow \phi(A) = \phi(AUU^*) = \psi(AU) \).

\[\Box\]

**Notation 3.5.3.** The \( \psi \) obtained in the previous theorem is called the modulus of \( \phi \) and usually denoted by \( |\phi| \), also, the polar decomposition of \( \phi \) written as \( \phi = \hat{U}|\phi| \).
It may be worth to mention that the modulus of a normal function is unique and, if we require \( U^*U = s\mathcal{M}(\phi) \), so is \( U \).

**Proposition 3.5.4.** Let \( \mathcal{M} \) be a von Neumann algebra and let \( \phi \) be a positive linear functional on \( \mathcal{M} \). For \( H \in \mathcal{M} \), define \( \hat{H} \) by \( (\hat{H})\phi(A) = \phi(AH) \). Then, if \( \hat{H}\phi \) is self-adjoint\(^2\),

\[
\left| (\hat{H}\phi(A)) \right| = |\phi(AH)| \leq \|H\| |\phi(A)|, \quad \forall A \in \mathcal{M}.
\]

*Proof.* By self-adjointness,

\[
\phi(AH) = \hat{H}\phi(A) = (\hat{H})^*(A) = \overline{\hat{H}\phi(A^*)} = \phi(A^*H) = \phi(H^*A).
\]

Hence \( \phi \left( AH^{2^n+1} \right) = \phi \left( (H^{2^n})^* AH^{2^n} \right) \), then, for every \( A \geq 0 \),

\[
|\phi(AH)| = \left| \phi(A^{1/2}A^{1/2}H) \right| \\
\leq |\phi(A)|^{1/2} |\phi(H^*AH)|^{1/2} \\
= |\phi(A)|^{1/2} |\phi(AH^2)|^{1/2} \\
\leq |\phi(A)| \sum_{n=1}^{\infty} 2^{-n} \left| \phi(AH^{2^n}) \right|^{2^n} \\
= |\phi(A)|^{1-2^{-n}} \left| \phi(AH^{2^n}) \right|^{1/2^n} \\
\leq |\phi(A)|^{1-2^{-n}} \left( \|\phi\| \|A\| \|H\|^{2^n} \right)^{1/2^n} \\
\xrightarrow{n \to \infty} \|H\| |\phi(A)|.
\]

\( \square \)

Next, we will present what can be seen as a prototype version of the desired theorem. The problem with the next is basically that the Radon-Nikodym derivative obtained does not lie in the von Neumann algebra, but in its commutant.

**Proposition 3.5.5.** Let \( \mathcal{M} \) be a von Neumann algebra, \( \phi, \psi \) be normal semi-finite weights on \( \mathcal{M} \) such that \( \psi \leq \phi \). Then, there exists an operator \( H' \in \mathcal{M}' \), \( 0 \leq H' \leq 1 \), such that

\[
\psi(A) = \left< H' \pi\phi(A^*)\Phi, \Phi \right>_\phi, \quad \forall A \in \mathcal{M}.
\]

*Proof.* We will use the GNS-representation for the weight \( \phi \). Notice that, by hypothesis, \( \mathcal{N}_\phi \subset \mathcal{N}_\psi \) and \( N_\phi \subset N_\psi \).

\(^2\)See Definition 1.2.6.
Define the sesquilinear form \( \tilde{\psi} : \mathcal{M}_\phi/N_\phi \times \mathcal{M}_\phi/N_\phi \to \mathbb{C} \) given by \( \tilde{\psi}(\{A\}, \{B\}) = \psi(BA^*) \) which is well defined by the same calculation presented in equation (1.4).

By Cauchy-Schwarz’s inequality and the hypothesis,

\[
|\tilde{\psi}(\{A\}, \{B\})|^2 = |\psi(BA^*)|^2 \leq \psi(A^*A)\psi(B^*B) \leq \phi(A^*A)\phi(B^*B) = ||A||_\phi^2 ||B||_\phi^2.
\]

Hence \( \tilde{\psi} \) admits a unique extension to a sesquilinear form on \( \mathcal{H}_\phi \), also denoted by \( \tilde{\psi} \). By the Riesz Theorem, there exists a unique operator \( H' \in B(\mathcal{H}_\phi) \) such that

\[
\tilde{\psi}(x,y) = \langle H'x,y \rangle_\phi \quad \forall x,y \in \mathcal{H}_\phi.
\]

(3.9)

It also follows by the same theorem that \( \|H'\| \leq 1 \) and, by positiveness of \( \tilde{\psi} \), it follows that \( H' \geq 0 \).

In addition, for every \( A, B \in \mathcal{M}_\phi \) and \( C \in \mathcal{M} \) we have

\[
\langle (H'\pi_\phi(C) - \pi_\phi(C)H')[A],[B] \rangle_\phi = \langle H'\pi_\phi(C)[A],[B] \rangle_\phi - \langle H'[A],\pi_\phi(C)^*B \rangle_\phi
= \langle H'[CA],[B] \rangle_\phi - \langle H'[A],[C^*B] \rangle_\phi
= \tilde{\psi}((CA)^*B) - \tilde{\psi}(A^*C^*B)
= 0.
\]

Thus, \( (H'\pi_\phi(C) - \pi_\phi(C)H')[A] = 0 \quad \forall A \in \mathcal{N}_\phi \Rightarrow H'\pi_\phi(C) = \pi_\phi(C)H' \Rightarrow H' \in \mathcal{M}' \).

Finally, equation (3.9), in the special case \( (E_\alpha)_\alpha \subset \mathcal{M}_\phi \), is an approximation identity and \( A \in \mathcal{M}_+ \), can be rewritten as

\[
\psi(E_\alpha A E_\alpha) = \tilde{\psi}(\pi_\phi(A^*)(E_\alpha),[E_\alpha]) = \langle H'\pi_\phi(A^*),[E_\alpha] \rangle_\phi
\]

and the thesis follows by normality and the polarization identity.

\[\square\]

**Remark 3.5.6.** It is common in the literature to express the previous proposition as

\[\exists H' \in \mathcal{M}' \mid \psi(A) = \phi(H'A), \quad \forall A \in \mathcal{M}_+.\]

It is important to stress that this is an abuse of notation, because there is no reason for \( H'A \in \mathcal{M} \), since \( H' \in \mathcal{M}' \). Nevertheless, the expression makes sense if it is seen as an extension of \( \phi \) to \( B(\mathcal{H}) \).

**Theorem 3.5.7 (Sakai-Radon-Nikodym).** Let \( \mathcal{M} \) be a von Neumann algebra, \( \phi, \psi \) be normal functionals on \( \mathcal{M} \) such that \( \psi \leq \phi \). Then, there exists an operator \( H \in \mathcal{M} \),
\(0 \leq H \leq 1\), such that
\[
\psi(A) = \phi(HAH), \quad \forall A \in \mathfrak{M}_+.
\]

The next theorem is a noncommutative version of the Radon-Nikodym Theorem. Notice that it is in the hypothesis that one weight must dominate the other one, which is exactly the absolutely continuous hypothesis in the commutative case.

**Proof.** By Theorem 3.5.5, there exists \(H' \in \mathfrak{M}', 0 \leq H' \leq 1\), such that
\[
\psi(A) = \langle AH\Phi, H'\Phi \rangle_\phi, \quad \forall A \in \mathfrak{M}_+.
\]

Consider the WOT-continuous functional \(\phi' : \mathfrak{M}' \to \mathbb{C}\) given by \(\phi'(A') = \langle A'H\Phi, \Phi \rangle_\phi\). Let \(|\phi'| = \overline{U^{*s}}\phi'\) be the polar decomposition of \(\phi'\), then
\[
|\phi'| = \overline{U^{*s}}H'\omega,
\]
where \(\omega(A') = \langle A'\Phi, \Phi \rangle_\phi\) and, by Proposition 3.5.4
\[
|\phi'| (A) = \overline{U^{*s}}H'\omega(A) \leq ||U^{*s}||H'||\omega(A) \leq ||U^{*s}|| ||H'||\omega(A) \leq \omega(A).
\]

Using now the Proposition 3.5.5 for \(|\phi'|\) and \(\omega\), there exists \(H \in \mathfrak{M}'' = \mathfrak{M}, 0 \leq H \leq 1\) such that
\[
|\phi'| (A') = \langle A'H\Phi, \Phi \rangle_\phi.
\]

Now, we have all the elements we will need to conclude the proof. It just remains to do some calculations.

Notice that, for every \(A' \in \mathfrak{M}'\),
\[
\langle H'\Phi, A'\Phi \rangle_\phi = \langle A^{*s}H'\Phi, \Phi \rangle_\phi
= \phi'(A^{*s})
= \overline{U} |\phi'| (A^{*s})
= \overline{U} \langle A^{*s}H\Phi, \Phi \rangle_\phi
= \langle A^{*s}HU'\Phi, \Phi \rangle_\phi
= \langle U'H\Phi, A'\Phi \rangle_\phi,
\]
from which, since \(\mathfrak{M}'\Phi\) is dense in \(\mathcal{H}\), we conclude \(H'\Phi = U'H\Phi\).
Moreover, for every \( A' \in \mathcal{M}' \),
\[
\langle H\Phi, A'\Phi \rangle_\phi = \langle A'^* H\Phi, \Phi \rangle_\phi \\
= |\phi'(A'^*)|
\]
\[
= \bar{U}\phi'(A'^*)
\]
\[
= \langle A'^* H U\Phi, \Phi \rangle_\phi \\
= \langle U\phi'(H), A'\Phi \rangle_\phi
\]
and, again by the density argument, we conclude that \( H\Phi = U\phi'(H)\Phi \).

Finally,
\[
\psi(A) = \langle AH'\Phi, H'\Phi \rangle_\phi \\
= \langle AH'\Phi, U' H\Phi \rangle_\phi \\
= \langle HA U H' \Phi, \Phi \rangle_\phi \\
= \langle HA H\Phi, \Phi \rangle_\phi \\
= \phi(HA H) \quad \forall A \in \mathcal{M}_+.
\]

Using the GNS-representation, we can generalise Theorem 3.5.7 for weights. Although it is just a straightforward result, the following proof is due to the author.

**Theorem 3.5.8** (Sakai-Radon-Nikodym for Weights). Let \( \mathfrak{M} \) be a von Neumann algebra, \( \phi, \psi \) be normal semi-finite weights on \( \mathfrak{M} \) such that \( \psi \leq \phi \). Then, there exists an operator \( H \in \mathfrak{M}, 0 \leq H \leq 1 \), such that
\[
\psi(A) = \phi(HA H) \quad \forall A \in \mathfrak{M}_+.
\]

**Proof.** As in Proposition 3.5.5, there exists a unique sesquilinear form \( \tilde{\psi} : \mathcal{H}_\phi \times \mathcal{H}_\phi \to \mathbb{C} \) such that \( \tilde{\psi}([A], [B]) = \psi(A^* B) \) for all \( A, B \in \mathfrak{M}_\phi \).

Then, by Theorem 3.5.7, there exists a unique \( H \in \pi_\phi(\mathfrak{M}_+) \), \( 0 \leq H \leq 1 \), such that \( \phi(A^* A) = \tilde{\psi}([A], [A]) = \langle A^* A H\Phi, H\Phi \rangle = \phi(\pi_\phi^{-1}(H) A^* A \pi_\phi^{-1}(H)) \), \( A \in \mathfrak{M}_+ \), and the thesis follows by semi-finiteness and normality.

Now, we will start studying the modular condition because we would like to have not only a noncommutative version of the Radon-Nikodym Theorem, but also an
unbounded noncommutative version and it was noticed by Pedersen and Takesaki that the modular automorphism group is the key to do this.

**Definition 3.5.9.** Let \( \mathfrak{A} \) be a \( C^* \)-algebra and let \( \{ \sigma_t \}_{t \in \mathbb{R}} \) be a one parameter group of automorphisms of \( \mathfrak{A} \). A lower semi-continuous weight \( \phi \) is said to satisfy the modular condition for \( \{ \sigma_t \}_{t \in \mathbb{R}} \) if

(i) \( \phi = \phi \circ \sigma_t \) for every \( t \in \mathbb{R} \);

(ii) for every \( A, B \in \mathfrak{N}_\phi \cap \mathfrak{N}_\phi^* \), there exists a complex function \( F_{A,B} \) which is analytic on the strip \( \mathcal{D}_1 = \{ z \in \mathbb{C} \mid 0 < \text{Im}(z) < 1 \} \) and continuous and bounded on its closure satisfying

\[
F_{A,B}(t) = \phi(A \sigma_t(B)) \quad \forall t \in \mathbb{R},
\]

\[
F_{A,B}(t+i) = \phi(\sigma_t(B)A) \quad \forall t \in \mathbb{R}.
\]

It is evident that equation (3.10) and equation (2.8) are basically the same for \( \beta = -1 \). Together which Lemma 2.2.3 it becomes evident that the modular condition is the KMS condition for \( \beta = -1 \) or, equivalently, that \( \phi \) is a \( (\{ \sigma_t \}_{t \in \mathbb{R}}, \beta) \)-KMS state for \( \sigma_t = \tau_{-\beta t}^\phi \). Of course we will suppose known all results we have already proved to KMS states.

The inconvenience in the sign of \( \beta \) is just a consequence of the difference between mathematicians and physicists convention on the sign of the modular automorphism group (for mathematicians) and time evolution operator (for physicists).

**Proposition 3.5.10.** Let \( \phi \) be a normal semifinite weight on a von Neumann algebra \( \mathfrak{M} \), \( \{ \tau_t^\phi \}_{t \in \mathbb{R}} \) its modular automorphism group and \( \mathfrak{M}_A \) the set of all entire \( \{ \tau_t^\phi \}_{t \in \mathbb{R}} \)-analytic elements of \( \mathfrak{M} \). Then

(i) \( \mathfrak{N}_\phi \cap \mathfrak{N}_\phi^* \) is a two-sided module over \( \mathfrak{M}_A \);

(ii) \( \mathfrak{M}_\phi \) is a two-sided module over \( \mathfrak{M}_A \).

**Proof.** In this proof we will refer to the items of Proposition 1.3.3.

(i) The proof that \( \mathfrak{N}_\phi \cap \mathfrak{N}_\phi^* \) is a \(*\)-subalgebra is basically already in Proposition 1.3.3. So, it remains to show the module property.

Let \( N \in \mathfrak{N}_\phi \cap \mathfrak{N}_\phi^* \) and \( A \in \mathfrak{M}_A \), of course \( AN \in \mathfrak{N}_\phi \), since \( \mathfrak{N}_\phi \) is a left ideal as stated in item (iii). It remains to show that \( AN \in \mathfrak{N}_\phi^* \).

It follows from the modular condition that there exists a complex function \( F_{ANN^*, A^*} \) which is analytic on the strip \( \mathcal{D}_1 = \{ z \in \mathbb{C} \mid 0 < \text{Im}(z) < 1 \} \) and continuous and bounded
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on its closure satisfying

\[ F_{ANN^*,A^*}(t) = \phi \left( ANN^* \tau_{t}^\phi (A^*) \right) \quad \forall t \in \mathbb{R}, \]
\[ F_{ANN^*,A^*}(t+i) = \phi \left( \tau_{t}^\phi (A^*)ANN^* \right) \quad \forall t \in \mathbb{R}. \]

Since \( \tau_{t}^\phi (A^*) = \tau_{t}^\phi (A)^* \), \( A^* \in \mathcal{M}_A \) and

\[ \phi \left( ANN^* \tau_{t}^\phi (A^*) \right) = F_{ANN^*,A^*}(t) \]
\[ = \phi \left( \tau_{-t}^\phi (A^*)ANN^* \right) \]
\[ \leq \phi \left( N^* A^* \tau_{-t}^\phi (A^*)^* \tau_{-t}^\phi (A^*)AN \right) \frac{1}{2} \phi (NN^*) \frac{1}{2} \]
\[ \leq \|A\| \left\| \tau_{-t}^\phi (A^*) \right\| \phi (N^*N) \frac{1}{2} \phi (NN^*) \frac{1}{2} \]
\[ < \infty. \]

\( NA \in \mathcal{M}_\phi \cap \mathcal{M}_\phi^* \) follows by the same argument, just noticing that \( NA = (A^* N^*)^* \).

(ii) Again, it is already done in item (v) that \( \mathcal{M}_\phi \) is a \(*\)-subalgebra.

By definition \( \mathcal{M}_\phi = \text{span} \left[ \mathcal{F}_\phi \right] \) and by item (i) \( \mathcal{F}_\phi \subset \mathcal{M}_\phi \cap \mathcal{M}_\phi^* \). The conclusion is now obvious.

We will skip the proof of the next theorem and refer to Theorem 1.2 in [70] Chapter VIII §1.

**Theorem 3.5.11.** Let \( \mathcal{M} \) be a von Neumann algebra and \( \phi \) a faithful normal semifinite weight on \( \mathcal{M} \). Then, there exists a unique one parameter group of automorphisms \( \{\tau_t\}_{t \in \mathbb{R}} \) satisfying the modular condition.

**Corollary 3.5.12.** Let \( \mathcal{M}_1, \mathcal{M}_2 \) be von Neumann algebras, \( \phi \) be a normal semifinite weight on \( \mathcal{M}_1 \), and \( \pi : \mathcal{M}_1 \to \mathcal{M}_2 \) an isomorphism. Then, the modular automorphism group of \( \phi \circ \pi \) is \( \{ \pi^{-1} \circ \tau_t^\phi \circ \pi \}_{t \in \mathbb{R}} \).

**Proof.** Let us prove that \( \phi \circ \pi \) satisfies the two conditions of Definition 3.5.9 for the one-parameter group \( \{ \pi^{-1} \circ \tau_t^\phi \circ \pi \}_{t \in \mathbb{R}} \).

(i) \( (\phi \circ \pi) \circ (\pi^{-1} \circ \tau_t \circ \pi) = \phi \circ \tau_t \circ \pi = \phi \circ \pi \), where we have used that \( \phi \circ \tau_t = \phi \).

(ii) For every \( A, B \in \mathcal{M}_\phi \cap \mathcal{M}_\phi^* \) there exists a complex function \( F_{A,B} \) which is analytic on the strip \( \mathcal{D}_1 = \{ z \in \mathbb{C} \mid 0 < \text{Im} (z) < 1 \} \) and continuous and bounded on its closure,
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Definition 3.5.13 (Centralizer of a Weight). Let $\mathcal{M}$ be a von Neumann algebra, $\phi$ a faithful normal semifinite weight on $\mathcal{M}$, and $\tau^\phi = \{\tau^\phi_t\}_{t \in \mathbb{R}}$ the modular automorphism group of $\phi$. We define the centralizer of $\phi$ as the set

$$
\mathcal{M}_{\tau^\phi} = \{ A \in \mathcal{M} \mid \tau^\phi_t(A) = A \ \forall t \in \mathbb{R} \}. 
$$

Notice that it follows from linearity and normality that $\mathcal{M}_{\tau^\phi}$ is a von Neumann subalgebra of $\mathcal{M}$.

Theorem 3.5.14. Let $\mathcal{M}$ be a von Neumann algebra, $\phi$ a faithful normal semifinite weight. Then, $A \in \mathcal{M}_{\tau^\phi}$ if, and only if,

(i) $\mathcal{A} \mathcal{M}_\phi \subset \mathcal{M}_\phi$ and $\mathcal{M}_\phi A \subset \mathcal{M}_\phi$;

(ii) $\phi(AB) = \phi(BA) \ \forall B \in \mathcal{M}_\phi$.

Proof. Let’s denote $\tau^\phi = \{\tau^\phi_t\}_{t \in \mathbb{R}}$ the modular automorphism group of $\phi$.

($\Rightarrow$) Since $A \in \mathcal{M}_{\tau^\phi}$, $A$ is an entire analytic element. Then, condition (i) follows from (ii) in Proposition 3.5.10.

Since $B \in \mathcal{M}_\phi$, $B = C^*D$ with $C, D \in \mathcal{M}_\phi$. By Proposition 3.5.10 and the modular condition, there exists an analytic functions on the strip $D_1$, continuous and bounded on its closure, such that

$$
F_{C^*DA}(t) = \phi\left(C^*\tau_t^\phi(DA)\right) = \phi\left(C^*\tau_t^\phi(D)A\right) \ \forall t \in \mathbb{R},
$$

and

$$
F_{C^*DA}(t+i) = \phi\left(\tau_t^\phi(DA)C^*\right) = \phi\left(\tau_t^\phi(D)AC^*\right) \ = \ \phi\left(\tau_t^\phi(D)AC^*\right) 
$$

\begin{align*}
F_{\tau_t^\phi(D),\tau_t^\phi(C^*)}(t) &= \phi\left(\tau_t^\phi(D)\tau_t^\phi\left(\tau_t^\phi\left(C^*\right)\right)\right) = \phi\left((\tau_t^\phi(D))AC^*\right) \\
F_{\tau_t^\phi(D),\tau_t^\phi(C^*)}(t+i) &= \phi\left(\tau_t^\phi\left(\tau_t^\phi(D)\right)\tau_t^\phi\left(C^*\right)\right) = \phi\left(AC^*\tau_t^\phi(D)\right) 
\end{align*}

\ \forall t \in \mathbb{R}.
Now, by the previous equation and by \( A \in M_\phi \) we have \( F_{C^*, DA}(t+i) = F_{\tau_i \phi(D), AC^*}(t) \) and \( F_{C^*, DA}(t) = F_{\tau_i \phi(D), AC^*}(t+i) \), so we can define the bounded function \( G: \mathbb{C} \to \mathbb{C} \) by

\[
G(z) = \begin{cases} 
F_{C^*, DA}(z - 2ni) & \text{if } 2n \leq \text{Im}(z) \leq 2n + 1, \ n \in \mathbb{Z} \\
F_{\tau_i \phi(D), AC^*}(z - (2n + 1)i) & \text{if } 2n + 1 \leq \text{Im}(z) \leq 2n + 2, \ n \in \mathbb{Z}.
\end{cases}
\]

It follows from the edge-of-the-wedge theorem that \( G \) is entire analytic and it is also bounded. Thus it is constant, by Liouville’s theorem. Hence,

\[
\phi(BA) = F_{C^*, DA}(0) = G(0) = G(2i) = F_{\tau_i \phi(D), AC^*}(i) = \phi(AB) \quad \forall B \in M_{\tau \phi}.
\]

(\( \Leftarrow \)) Notice that the assumptions \( (i) \) warrants that, for any \( B \in \mathfrak{N}_\phi \), we can again define an analytic function on \( D_1 \) which is continuous and bounded on \( \overline{D_1} \), namely \( F(t) = \phi(\tau_i \phi(A)B) = \phi \circ \tau_i \phi(A) \tau_i \phi(B) \).

Form assumption \( (ii) \), this function is periodic with period \( i \). Then, using a definition similar to the one we used for \( G \) above, \( F \) can be analytically extended to the whole complex plane by the edge-of-the-wedge theorem. Since the extension is bounded, by Liouville’s theorem, \( F \) is constant.

Hence, \( \phi(\tau_i \phi(A)B) = F(t) = F(0) = \phi(AB) \quad \forall B \in \mathfrak{N}_\phi \Rightarrow \tau_i \phi(A) = A. \)

\[ \square \]

**Lemma 3.5.15.** Let \( \mathfrak{M} \) be a von Neumann algebra, \( \phi \) a faithful normal semifinite weight on \( \mathfrak{M} \),

\[
\mathfrak{M}_{\tau \phi} \ni H \mapsto \phi_H : \mathfrak{M}^+ \to \mathbb{R} \quad A \mapsto \phi\left(H^{1/2}AH^{1/2}\right)
\]

is an order preserving map on the weights on \( \mathfrak{M} \).

**Proof.** Normality is evident and semifiniteness follows from Proposition 3.5.10. For the order, notice that \( H, K \in \mathfrak{M}_\phi^+ \) implies \( H^{1/2}, K^{1/2}, (H + K)^{1/2} \in \mathfrak{M}_\phi^+ \), thus

\[
\phi\left(H^{1/2}AH^{1/2}\right) = \phi(HA) \quad \text{and} \quad \phi\left(K^{1/2}AK^{1/2}\right) = \phi(KA).
\]
Hence, if $K \leq H$,
\[
\phi(H^{\frac{1}{2}} AH^{\frac{1}{2}}) = \phi(HA) = \phi(((H - K) + K)A)
\]
\[
= \phi(((H - K)A + \phi(KA))
\]
\[
= \phi \left( (H - K)^{\frac{1}{2}} A(H - K)^{\frac{1}{2}} \right) + \phi \left( K^{\frac{1}{2}} AK^{\frac{1}{2}} \right)
\]
\[
\geq \phi \left( K^{\frac{1}{2}} AK^{\frac{1}{2}} \right).
\]

The next lemma ensures that we can extend our notion of Radon-Nikodym derivative for unbounded operators. The proof is partially due to the author.

**Lemma 3.5.16.** Let $\mathcal{M}$ be a von Neumann algebra, $\phi$ a faithful normal semifinite weight on $\mathcal{M}$ and $H_{\eta} \mathcal{M}_+^+$ is an increasing net such that $H_i \rightarrow H$, then
\[
\phi_H(A) = \lim_{H_i \rightarrow H} \phi(H_i A) = \lim_{H_i \rightarrow H} \phi \left( H^{\frac{1}{2}}_i A H^{\frac{1}{2}}_i \right) = \sup_{i \in I} \phi \left( H^{\frac{1}{2}}_i A H^{\frac{1}{2}}_i \right), \quad A \in \mathcal{M} \quad (3.11)
\]
defines a normal semifinite weight $\phi_H$ on $\mathcal{M}$, which is independent of the choice of the net $(H_i)_{i \in I}$ with $H_n \rightarrow H$.

In addition, $\phi_H$ is faithful if, and only if, $H$ is non-singular and, if $(H_i)_{i \in I}$ is an increasing net of positive operators affiliated with $\mathcal{M}_+^+$ such that $H_i \rightarrow H$, then
\[
\phi_H = \sup_{i \in I} \phi_{H_i}.
\]

**Proof.** By Lemma 3.5.15, $\phi_H(A)$ is well defined since it is the limit of a positive increasing net of real numbers. Furthermore, it is easy to see (by the same Lemma and normality of $\phi$) that it is a normal weight. It remains to prove that it is semifinite.

Let $\left\{ E^H_{\lambda} \right\}_{\lambda \in \mathbb{R}^+}$ be the spectral resolution of $H$. By (ii) in Proposition 3.5.10, $\bigcup_{n \in \mathbb{N}} E_{[0,n)}^H \mathcal{M}_+ \mathcal{M}_{[0,n)} \in \mathcal{M}_{\phi}$ and it is WOT-dense in $\mathcal{M}$.

To prove the independence of the net, let $H_n = E_{[0,n)}^H HE_{[0,n)}^H$ be fixed and let $(K_j)_{j \in J} \in \mathcal{M}_{\tau}$ be another increasing net such that $K_j \rightarrow H$. Denote by $\phi_H$ the normal semifinite weight defined by equation (3.11) for the sequence $(H_n)_{n \in \mathbb{N}}$.

We know that $K_{j,n} = E_{[0,n)}^H K_j E_{[0,n)}^H$ is an increasing net with $\sup_{j \in J} K_{j,n} = H_n$ and $\sup_{n \in \mathbb{N}} K_{j,n} = K_j$. Let’s use the GNS-representation throughout $\phi$. Notice that,
\[ \pi_\phi(K_{j,n}) \xrightarrow{j \to \infty} \pi_\phi(H_n) \quad \text{and} \quad \pi_\phi(K_{j,n}) \xrightarrow{n \to \infty} \pi_\phi(K_j) \] due to Vigier’s theorem, then

\[ \sup_{j \in J} \phi(K_{j,n}) = \sup_{j \in J} \left\langle \pi_\phi(K_{j,n}) \Phi, \pi_\phi(A) \Phi \right\rangle_{\phi} = \left\langle \pi_\phi(H_n) \Phi, \pi_\phi(A) \Phi \right\rangle_{\phi} = \phi(H_n A), \]

\[ \sup_{n \in \mathbb{N}} \phi(K_{n,j}) = \sup_{n \in \mathbb{N}} \left\langle \pi_\phi(K_{j,n}) \Phi, \pi_\phi(A) \Phi \right\rangle_{\phi} = \left\langle \pi_\phi(K_j) \Phi, \pi_\phi(A) \Phi \right\rangle_{\phi} = \phi(K_j A). \]

Hence,

\[ \phi_H(A) = \sup_{n \in \mathbb{N}} \phi \left( H_n^\frac{3}{2} A H_n^\frac{1}{2} \right) \]

\[ = \sup_{n \in \mathbb{N}} \sup_{j \in J} \phi \left( K_{n,j}^2 A K_{n,j}^2 \right) \]

\[ \leq \sup_{j \in J} \phi \left( K_j^2 A K_j^2 \right) \]

\[ = \sup_{j \in J} \sup_{n \in \mathbb{N}} \phi \left( K_{n,j}^2 A K_{n,j}^2 \right) \]

\[ = \phi_H(A). \]

For the last statement, let \( (H_i)_{i \in I} \) an increasing net of operators affiliated with \( \mathfrak{M}_\tau \phi \) such that \( H_i \to H \). Then we can define \( H_{i,n} = E_{[0,n]}^H H_i E_{[0,n]}^H \) and using what we get in equation (3.5) we obtain

\[ \phi_H = \sup_{i \in I} \phi_{H_{i,n}} = \sup_{i \in I} \phi_{H_i}. \]

**Notation 3.5.17.** Henceforth, when \( H \) is a positive unbounded operator affiliated with \( \mathfrak{M}_\tau \phi \) we will consider the weight \( \phi_H \) and usually write \( \phi(H A) \) instead of \( \phi_H(A) \).

**Theorem 3.5.18 (Pedersen-Takesaki-Radon-Nikodym).** Let \( \phi \) and \( \psi \) be two normal semifinite weights on a von Neumann algebra \( \mathfrak{M} \). Suppose in addition that \( \phi \) is faithful and \( \psi \) is invariant under the modular automorphism group of \( \phi \), \( \{\tau_t^\phi\}_{t \in \mathbb{R}} \), and \( \psi \leq \phi \). Then, there exists a unique operator \( H \in \mathfrak{M}_\tau \phi \) with \( 0 \leq H \leq 1 \) and such that \( \psi(A) = \phi(H A) \) for all \( A \in \mathfrak{M}_+ \).

**Proof.** By Proposition 3.5.5, there exists \( H' \in \mathfrak{M}' \), \( 0 \leq H' \leq 1 \), such that

\[ \psi(A) = \left\langle H' A^* \Phi, \Phi \right\rangle_{\phi} \quad \forall A \in \mathfrak{M}_+. \]

Notice that the invariance of \( \psi \) implies, for \( A \in \mathfrak{M}_\phi \),

\[ \psi \left( \tau_t^\phi(A) \right) = \left\langle H' \tau_t^\phi(A) \Phi, \Phi \right\rangle_{\phi} = \left\langle \tau_t^\phi(H') A \Phi, \Phi \right\rangle_{\phi} = \left\langle H' A \Phi, \Phi \right\rangle_{\phi} = \psi(A), \]
thus $H'$ is invariant under $\{\tau^\phi_t\}_{t \in \mathbb{R}}$.

By Tomita’s theorem, we have that $H = J_\phi H' J_\phi \in \mathfrak{M}$ and it is also $\{\tau^\phi_t\}_{t \in \mathbb{R}}$-invariant. Furthermore, for every $A \in \mathfrak{N}_\phi \cap \mathfrak{N}_\phi^*$,

$$
\phi \left( H^{\frac{1}{2}} \, \tau_{-\frac{i}{2}}^\phi \left( A \right) H^{\frac{1}{2}} \right) = \left\langle \tau_{-\frac{i}{2}}^\phi \left( A \right)^* J_\phi H' \frac{1}{2} J_\phi \Phi, J_\phi H' \frac{1}{2} J_\phi \Phi \right\rangle \\
= \left\langle \tau_{-\frac{i}{2}}^\phi \left( A \right)^* \Delta_\phi^{-\frac{1}{2}} J_\phi \Delta_\phi^{-\frac{1}{2}} H' \frac{1}{2} \Phi, \Delta_\phi^{-\frac{1}{2}} J_\phi \Delta_\phi^{-\frac{1}{2}} H' \frac{1}{2} \Phi \right\rangle \\
= \left\langle \tau_{-\frac{i}{2}}^\phi \left( A \right)^* \Delta_\phi^{-\frac{1}{2}} H' \frac{1}{2} \Phi, \Delta_\phi^{-\frac{1}{2}} H' \frac{1}{2} \Phi \right\rangle \\
= \left\langle \tau_{-\frac{i}{2}}^\phi \left( A^* \right) \Delta_\phi^{-\frac{1}{2}} H' \frac{1}{2} \Phi, H' \frac{1}{2} \Phi \right\rangle \\
= \left\langle \tau_{-\frac{i}{2}}^\phi \left( A^* \right) H' \frac{1}{2} \Phi, \Phi \right\rangle \\
= \psi \left( \tau_{-\frac{i}{2}}^\phi \left( A \right) \right).
$$

(3.12)

Using the analyticity of the left-hand side of equation (3.12) (see Corollary 3.3.3) and the constancy of the right-hand side on the line $\text{Im}(z) = 0$, there remains no possibility but the constancy of the analytic extension for the strip $D_{\frac{1}{2}}$. Finally, basically undoing the steps in equation (3.12), we get, for every $A \in \mathfrak{N}_\phi \cap \mathfrak{N}_\phi^*$,

$$
\phi \left( H^{\frac{1}{2}} A H^{\frac{1}{2}} \right) = \left\langle A^* H' \Phi, \Phi \right\rangle \\
= \left\langle A^* J_\phi \Delta_\phi^{-\frac{1}{2}} H' \frac{1}{2} J_\phi \Phi, \Phi \right\rangle \\
= \left\langle A^* H' \Phi, \Phi \right\rangle \\
= \phi(HA).
$$

Hitherto we have proved that $\psi(A) = \phi(HA)$ for all $A \in \mathfrak{N}_\phi \cap \mathfrak{N}_\phi^*$, but this result can be extended for every $A \in \mathfrak{M}_+$ using semifiniteness and normality.

□

This theorem reveals some interesting property about the nature of the modular automorphism group, stated below. Curiously, this corollary will be used to improve the theorem we use to prove it.
Corollary 3.5.19. Let $\phi$ and $\psi$ be two faithful normal semifinite weights on a von Neumann algebra $M$, and $\{\tau^\phi_t\}_{t \in \mathbb{R}}$ and $\{\tau^\psi_t\}_{t \in \mathbb{R}}$ be their automorphism groups, respectively. The following are equivalent:

(i) $\psi = \psi \circ \tau^\phi_t$;

(ii) $\{\tau^\phi_t\}_{t \in \mathbb{R}}$ and $\{\tau^\psi_t\}_{t \in \mathbb{R}}$ commute;

(iii) $\phi = \phi \circ \tau^\psi_t$.

Proof. (i) $\Rightarrow$ (ii) By Corollary 3.5.12, $\tau^\psi_t = \tau^\psi_t \circ \tau^\phi_t = \tau^\phi_t \circ \tau^\psi_t \circ \tau^\phi_t = \tau^\phi_t \circ \tau^\psi_t$.

(ii) $\Rightarrow$ (iii) If the automorphism groups commute, by Corollary 3.5.12, $\phi \circ \tau^\psi_t$ has $\{\tau^\phi_t\}_{t \in \mathbb{R}}$ as its automorphism group. In addition, it is obvious that $\phi \circ \tau^\psi_t$ is normal and semifinite.

Then, also $\omega = \phi \circ \tau^\psi_t + \phi$ is normal and has $\{\tau^\phi_t\}_{t \in \mathbb{R}}$ as its automorphism group. Let's prove it is semifinite.

Since $\phi$ and $\phi \circ \tau^\psi_t$ are invariant under the action of $\{\tau^\phi_t\}_{t \in \mathbb{R}}$, so are $M_\phi$, $M^*_\phi$, $M_{\phi \circ \tau^\psi_t}$, and $M^*_{\phi \circ \tau^\psi_t}$. Thus, by item (iv) in Proposition 1.3.3, also $M_\psi$ and $M_{\phi \circ \tau^\psi_t}$ are invariant under the action of the automorphism group.

We can use the very same proof of Proposition 2.1.6 to obtain, for any $A \in M_\phi$, a sequence $(A_n)_{n \in \mathbb{N}} \subset M_\phi$ of analytic elements for $\{\tau^\phi_t\}_{t \in \mathbb{R}}$ such that $A_n \mathbf{WOT} \rightarrow A$ throughout equation (2.1). The same holds for any $A \in M_{\phi \circ \tau^\psi_t}$.

Hence, the sets $M_\phi \cap M_A$ and $M_{\phi \circ \tau^\psi_t} \cap M_A$ are WOT-dense in $M_\psi$, which itself is WOT-dense in $M$, because the multiplication is separately WOT-continuous.

Finally, by Proposition 3.5.10, $(M_\phi \cap M_A) \left( M_{\phi \circ \tau^\psi_t} \cap M_A \right) \subset M_\phi \cap M_{\phi \circ \tau^\psi_t}$, and the set on the right-hand side is WOT-dense.

Since $\omega$ is a faithful normal semifinite weight on $M$, such that $\phi = \phi \circ \tau^\omega$ and $\phi \leq \omega$, by Theorem 3.5.18, there exists a unique operator $K \in M$, invariant for $\{\tau^\omega_t = \tau^\phi_t\}_{t \in \mathbb{R}}$, such that

$$\phi(A) = \omega(KA) = \phi \circ \tau^\psi_t(KA) + \phi(KA) \quad \forall A \in M_+.$$ 

Since both $\phi$ and $\phi \circ \tau^\psi_t$ are faithful, $\{0, 1\} \notin \sigma(K)$ and we can define the positive operator $H = \frac{1}{2} - \frac{K}{2}$, which is affiliated to $M_{\tau^\phi}$.

Let $\{E^H_\lambda\}_{\lambda \in \mathbb{R}}$ be the spectral projections of $H$, we now that $\bigcup_{n \in \mathbb{N}} E^H_\lambda(0, n)M_+ E^H_\lambda(0, n)$ is dense in $M_+$ and

$$\phi(A) = \phi \circ \tau^\psi_t(HA) \quad \forall A \in \bigcup_{n \in \mathbb{N}} E^H(0, n)M_+ E^H(0, n).$$ (3.13)
By Lemma 1 in [68] or Theorem 2.11 in [70], we know that the automorphism group for a weigh as in equation (3.13) is given by

$$\tau^\phi_t(A) = \tau^\psi_t(H^itAH^{-it}) = \tau^\phi_t(H^itAH^{-it})$$

$$\Rightarrow A = H^itAH^{-it} \quad \forall A \in \mathcal{M}_\phi,$$

$$\Rightarrow H\eta Z(\mathcal{M}).$$

If \( H \neq 1 \), there exists a projection \( P \in \mathcal{F}_\phi \cap \mathcal{M}_\phi \) such that \( P \leq E_{(a,b)}^H \) for some \( a, b \in \mathbb{R} \) with \( 1 \neq (a,b) \). Then, either \( HP < P \) or \( HP > P \), but this leads to a contradiction since

$$\phi(P) \neq \phi(HP) = \phi \circ \tau^\psi_t(P) = \phi(\tau^\psi_t(P)) = \phi(P).$$

The conclusion is that \( H = 1 \) and then \( \phi(A) = \phi \circ \tau^\psi_t(HA) = \phi \circ \tau^\psi_t(A) \).

\((iii) \Rightarrow (i)\) is obvious just applying \((i) \Rightarrow (iii)\) for \( \phi \) instead of \( \psi \). \( \square \)

In order two generalise the previous theorem, we will need the following lemma.

**Lemma 3.5.20.** Let \( \phi \) and \( \psi \) be two faithful normal semifinite weights on a von Neumann algebra \( \mathcal{M} \). Suppose \( \psi \) is invariant under the modular automorphism group \( \{\tau^\phi_t\} \subseteq \mathcal{R} \) of \( \phi \). Then \( \phi + \psi \) is semifinite.

**Proof.** Since \( \psi \) is invariant under the action of \( \{\tau^\phi_t\} \subseteq \mathcal{R} \) and \( \{\tau^\psi_t\} \subseteq \mathcal{R} \), so is \( \phi \), by Corollary 3.5.19. Hence, as before, \( \mathcal{M}_\phi \) and \( \mathcal{M}_\psi \) are invariant under the action of those automorphism groups.

Since the automorphism groups commute, by Corollary 3.5.19, we can use the very same proof of Proposition 2.1.6 to obtain, for any \( A \in \mathcal{M}_\phi \), a sequence \( (A_n) \subseteq \mathcal{M}_\phi \) of analytic elements for both \( \{\tau^\phi_t\} \subseteq \mathcal{R} \) and \( \{\tau^\psi_t\} \subseteq \mathcal{R} \) such that \( A_n \overset{WOT}{\rightarrow} A \) throughout the following expression

$$A_n = \frac{n}{\pi} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{-n(t^2+s^2)} \tau^\psi_t \circ \tau^\phi_s(A) dt ds.$$

Hence, \( \mathcal{M}_\phi \cap \mathcal{M}_A \) is a WOT-dense in \( \mathcal{M}_\phi \), which in turn is WOT-dense in \( \mathcal{M} \). By the very same argument, \( \mathcal{M}_\psi \cap \mathcal{M}_A \) is a WOT-dense set in \( \mathcal{M} \).

Finally, \( \mathcal{M}_\phi \cap \mathcal{M}_A \cap \mathcal{M}_\psi \) is WOT-dense in \( \mathcal{M} \), because the multiplication is separately WOT-continuous. \( \square \)

Finally, the theorem that gives name to this section in all generality we will need.
Theorem 3.5.21 (Pedersen-Takesaki-Radon-Nikodym). Let $\phi$ and $\psi$ be two normal semifinite weights on a von Neumann algebra $\mathcal{M}$. Suppose, in addition, that $\phi$ is faithful and $\psi$ is invariant under the modular automorphism group $\{\tau^\phi_t\}_{t \in \mathbb{R}}$ of $\phi$. Then, there exists a unique positive operator $H_\phi \mathcal{M}_\tau^\phi$ such that $\psi(A) = \phi(H_\phi A)$, for all $A \in \mathcal{M}_+$.

Proof. Let $s^\mathcal{M}(\psi)$ be the support projection for $\psi$. Notice that $\phi$ and $\psi$ are faithful normal semifinite weights for the von Neumann algebra $s^\mathcal{M}(\psi)\mathcal{M}s^\mathcal{M}(\psi)$ and $s^\mathcal{M}(\psi)$ is $\{\tau^\phi_t\}_{t \in \mathbb{R}}$-invariant. By Lemma 3.5.20, $\phi + \psi$ is a faithful normal semifinite weight on $s^\mathcal{M}(\psi)\mathcal{M}s^\mathcal{M}(\psi)$. Since $\phi \leq \phi + \psi$ and $\phi$ is $\{\tau^\phi_t\}_{t \in \mathbb{R}}$-invariant as a consequence of Corollary 3.5.19, Theorem 3.5.18 states that there exists a positive $\{\tau^\phi_t\}_{t \in \mathbb{R}}$-invariant operator $K \in s^\mathcal{M}(\psi)\mathcal{M}s^\mathcal{M}(\psi)$ with $0 \leq K \leq 1$ such that

$$\phi\left(s^\mathcal{M}(\psi)As^\mathcal{M}(\psi)\right) = \phi\left(Ks^\mathcal{M}(\psi)As^\mathcal{M}(\psi)\right) + \psi\left(Ks^\mathcal{M}(\psi)As^\mathcal{M}(\psi)\right) \quad \forall A \in \mathcal{M}_\phi.$$ (3.14)

In addition, since $\phi$ is faithful on $s^\mathcal{M}(\psi)\mathcal{M}s^\mathcal{M}(\psi)$, $0 \notin \sigma(K)$ and thus we can define $H = \frac{1-K}{K}$. Let $\{E^H_\lambda\}_{\lambda \in \mathbb{R}_+}$ be the spectral resolution of $H$ and define $H_n = HE_{(0,n)} = E_{(0,n)}HE_{(0,n)}$, then

$$\psi(E_{(0,n)}AE_{(0,n)}) = \psi(E_{(0,n)}A)$$

$$= \psi\left(s^\mathcal{M}(\psi)E_{(0,n)}As^\mathcal{M}(\psi)\right)$$

$$= \phi\left(H_n s^\mathcal{M}(\psi)E_{(0,n)}As^\mathcal{M}(\psi)\right)$$

$$= \phi\left(H_n E_{(0,n)}A\right)$$

$$= \phi\left(H_n AH_n H_n^\frac{1}{2}\right) \quad \forall A \in \mathcal{M}_\phi.$$ (3.14)

Using normality, the desired invariance follows from equation (3.14).

\[\square\]

3.6 Modular Theory for Weights

In the spirit of Section 3.1, we will start by defining a closable operator, but now for a weight. Here, we are following reference [70].

Let $\phi$ be a semifinite weight, $\mathcal{N}_\phi$, $\mathcal{N}_\phi^*$, $\mathcal{H}_\phi$ as in 1.3.2 and 1.5.16 and let $\eta_\phi : \mathcal{N}_\phi \to \mathcal{N}_\phi/N_\phi$ be the quotient operator. Set $\mathcal{D}_\phi = \eta_\phi \left(\mathcal{N}_\phi \cap \mathcal{N}_\phi^*\right)$ and define an anti-linear operator by

$$S^0_\phi : \mathcal{D}_\phi \to \mathcal{H}_\phi$$

$$\eta_\phi(A) \mapsto \eta_\phi(A^*)$$ (3.15)
Note that this operator is defined on a dense subset of $H_\phi$. In fact, note that if we take $\eta_\phi(A) \in D_\perp \cap \eta_\phi(\mathfrak{N}_\phi)$, we get, for every $B, C \in \mathfrak{N}_\phi$,

$$\left\langle \pi_\phi(B)\eta_\phi(A), \eta_\phi(C) \right\rangle_\phi = \left\langle \eta_\phi(A), \pi_\phi(B^*)\eta_\phi(C) \right\rangle_\phi = \left\langle \eta_\phi(A), \eta_\phi(B^*C) \right\rangle_\phi = 0.$$ 

Since $\mathfrak{N}_\phi/N_\phi$ is dense in $H_\phi$, we have no option unless $\pi_\phi(B)\eta_\phi(A) = 0$ for all $B \in \mathfrak{N}_\phi$, and thus $D_\perp = \{0\}$.

**Lemma 3.6.1.** Let $\mathfrak{M}$ be a von Neumann algebra, $\phi$ a weight and

$$\Phi_\phi = \{ \omega \in \mathfrak{M}_+^* \mid \exists \varepsilon > 0 \text{ such that } (1 + \varepsilon)\omega \leq \phi \}. \quad (3.16)$$

For each $\omega \in \Phi_\phi$ there exists a positive operator $H_\omega \in \pi_\phi(\mathfrak{M})'$ and a vector $\zeta_\omega \in H_\phi$ such that $H_\omega^2 \eta_\phi(A) = \pi_\phi(A)\zeta_\omega$ and

$$\omega(A) = \left\langle \pi_\phi(A)\zeta_\omega, \zeta_\omega \right\rangle_\phi.$$ 

**Proof.** Note that, for $A, B \in \mathfrak{N}_\phi$,

$$|\omega(B^*A)| \leq \omega(A^*A)^{\frac{1}{2}}\omega(B^*B)^{\frac{1}{2}} \leq (1 + \varepsilon)^{-1}\phi(A^*A)^{\frac{1}{2}}\phi(B^*B)^{\frac{1}{2}} = (1 + \varepsilon)^{-1}\|A\|_\phi\|B\|_\phi.$$ 

This means that the sesquilinear form $\left\langle \eta_\phi(A), \eta_\phi(B) \right\rangle_\omega = \tilde{\omega}(\eta_\phi(B^*)\eta_\phi(A))$ is bounded in $H_\phi$, and by Riesz’s theorem, there exists a bounded operator $H_\omega \in B(H_\phi)$ such that

$$\tilde{\omega}(\eta_\phi(B^*)\eta_\phi(A)) = \left\langle H_\omega \eta_\phi(A), \eta_\phi(B) \right\rangle_\phi.$$ 

Note that, for any $A, B$ as above and $C \in \mathfrak{M}$,

$$\left\langle H_\omega \pi_\phi(C)\eta_\phi(A), \eta_\phi(B) \right\rangle_\omega = \omega\left(\eta_\phi(B^*)\eta_\phi(CA)\right)$$

$$= \omega\left(\eta_\phi(C^*B)^*\eta_\phi(A)\right)$$

$$= \left\langle H_\omega \eta_\phi(A), \eta_\phi(C^*B) \right\rangle$$

$$= \left\langle \eta_\phi(C)H_\omega \eta_\phi(A), \eta_\phi(B) \right\rangle.$$ 

Hence $H_\omega \in \pi_\phi(\mathfrak{M})'$. 
Now, we use the cyclic vector $\xi_\omega$ obtained by the GNS-construction though $\omega$.

$$\|\pi_\omega(A)\xi_\omega\|_\omega^2 = \omega(A^*A) \leq (1 + \varepsilon)^{-1}\phi(A^*A) = (1 + \varepsilon)^{-1}\|\eta_\phi(A)\|_\phi^2.$$  

From this we conclude that $\pi_\omega(A)\xi_\omega \mapsto \eta_\phi(A)$ is a bounded operator, initially defined in the dense subspace which can be extended to $\mathcal{H}_\omega$ through continuity, resulting in a bijective operator.

But

$$\langle \Psi \pi_\phi(A), \Psi \pi_\phi(B) \rangle = \langle \pi_\omega(A)\xi_\omega, \pi_\omega(B)\xi_\omega \rangle = \omega(B^*A) = \langle H_\omega \eta_\phi(A), \eta_\phi(B) \rangle.$$  

It follows that $\Psi^*\Psi = H_\omega$. By the polar decomposition theorem, there exists a partial isometry $u$ such that of

$$\Psi = uH_\omega^{1/2}.$$  

On the other hand, $\Psi \pi_\phi(A)\eta_\phi(B) = \Psi \eta_\phi(AB) = \pi_\omega(AB)\xi_\omega = \pi_\omega(A)\Psi \eta_\phi(B)$ and it follows that $\Psi \pi_\phi(A) = \pi_\omega(A)\Psi$.

In terms of the polar decomposition,

$$uH_\omega^{1/2} \pi_\phi(A) = \Psi \pi_\phi(A) = \pi_\omega(A)\Psi = \pi_\omega(A)\pi H_\omega^{1/2}.$$  

But the partial isometry is chosen such that $u[H_\omega^{1/2} \mathcal{H}_\phi] = 0$, thus so does $u\pi_\phi(A)$.

Since we proved the operators are equal in $[H_\omega^{1/2} \mathcal{H}_\phi]$, they are equal everywhere.

Define $\zeta_\omega = u\xi_\omega \in \mathcal{H}_\phi$. This definition gives us

$$\pi_\phi(A)\zeta_\omega = \pi_\phi u^*\xi_\omega = (u \pi_\phi(A^*))^*\xi_\omega = (\pi_\omega(A^*)u)^*\xi_\omega = u^*\pi_\omega(A)\xi_\omega = u^*\Psi \eta_\phi(A) = H_\omega^{1/2} \eta_\phi(A).$$  

Finally, take $A = B^*C$ where $B, C \in \mathfrak{M}_\phi$.
\[ \langle \pi_\phi(A) \zeta_\omega, \zeta_\omega \rangle = \langle \pi_\phi(C) \eta_\omega, \pi_\phi(B) \eta_\omega \rangle \\
= \langle H_{\omega_0}^{1/2} \eta_\phi(C), H_{\omega_0}^{1/2} \eta_\phi(B) \rangle \\
= \omega(B^*C) \\
= \omega(A). \]

Lemma 3.6.2. Let \( \mathcal{M} \) be a von Neumann algebra, \( \phi \) a weight, \( \Phi_\phi \) as in equation (3.16). Let also \( H_\omega \in \pi_\phi(\mathcal{M})' \) and \( \zeta \in \mathcal{H}_\phi \) be a positive operator and a vector, respectively, as in Lemma 3.6.1.

Then, the set

\[ \bigcup_{\omega_1, \omega_2 \in \Phi_\phi} \left\{ H_{\omega_1}^{1/2} \pi_\phi(\mathcal{M})' \zeta_{\omega_2} \right\} \]

is dense in \( \mathcal{H}_\phi \).

Proof. Note that, for \( A \in \mathcal{D}_\phi \),

\[ \| \eta_\phi(A) \|^2 = \sup_{\omega \in \Phi_\phi} \{ \omega(A^*A) \} \]
\[ = \sup_{\omega \in \Phi_\phi} \{ \| A \zeta_\omega \|^2 \} \]
\[ = \sup_{\omega \in \Phi_\phi} \{ \| H_{\omega_0}^{1/2} \eta_\phi(A) \|^2 \} \]
\[ = \sup_{\omega \in \Phi_\phi} \{ \langle H_\omega \eta_\phi(A), \eta_\phi(A) \rangle \} \]

but the net \( (H_\omega)_{\omega \in \Phi_\phi} \) is an increasing net, and, by equation (3.17), we must have

\[ \bigcup_{\omega_1 \in \Phi_\phi} \{ H_{\omega_1}^{1/2} \pi_\phi(\mathcal{M})' \zeta_{\omega_2} \} \perp = \{ 0 \}. \]

It follows that this set is dense in \( \pi_\phi(\mathcal{M})' \zeta_{\omega_2} \).

Let \( P \) be the projection on \( \text{span} \{ \pi_\phi(\mathcal{M})\zeta_\omega | \omega \in \Phi_\phi \} \subset \mathcal{H}_\phi \). Since \( \pi(\mathcal{M}) \) is also a von Neumann algebra, it must contain \( P \). Let \( S \in \mathcal{M} \) such that \( \pi_\phi(S) = 1 - P \), then

\[ \phi(S) = \sup_{\omega \in \Phi_\phi} \{ \omega(S) \} \]
\[ = \sup_{\omega \in \Phi_\phi} \{ \langle \pi_\phi(S) \zeta_\omega, \zeta_\omega \rangle \} \]
\[ = \sup_{\omega \in \Phi_\phi} \{ \langle (1 - P) \zeta_\omega, \zeta_\omega \rangle \} \]
\[ = 0. \]
3.7 Relative Modular Theory

This means that $S \in N_\phi \Rightarrow \pi_\phi(S) = 0 \Rightarrow P = 1$. 

**Lemma 3.6.3.** The operator $S_0$ is closable.

**Proof.** It is enough to show that the adjoint of $S_0$ is densely defined.

By Lemma 3.6.1, for each $\omega \in \Phi_\phi$ there exists a positive operator $H_\omega \in \pi_\phi(M)'$ and a vector $\zeta_\omega \in H_\phi$ such that $H_\omega^{\frac{1}{2}} \eta_\phi(A) = \pi_\phi(A) \zeta_\omega$ and $\omega(A) = \langle \pi_\phi(A) \zeta_\omega, \zeta_\omega \rangle$.

Take $\omega_1, \omega_2 \in \Phi_\phi$, $B \in \pi_\phi(M)'$ and $A \in D_\phi$,

$$
\langle S_0 \eta_\phi(A), H_\omega^{\frac{1}{2}} B \zeta_{\omega_2} \rangle = \langle \eta_\phi(A^*), H_\omega^{\frac{1}{2}} B \zeta_{\omega_2} \rangle \\
= \langle \pi_\phi(A^*) \zeta_{\omega_1}, B \zeta_{\omega_2} \rangle \\
= \langle \zeta_{\omega_1}, \pi_\phi(A) B \zeta_{\omega_2} \rangle \\
= \langle \zeta_{\omega_1}, B \pi_\phi(A) \zeta_{\omega_2} \rangle \\
= \langle \zeta_{\omega_1}, B H_\omega^{\frac{1}{2}} \eta_\phi(A) \rangle \\
= \langle H_\omega^{\frac{1}{2}} B^* \zeta_{\omega_1}, \eta_\phi(A) \rangle.
$$

So, $H_\omega^{\frac{1}{2}} B^* \zeta_{\omega_1}$ must be in the domain of $S_0^*$ and, moreover, $S_0^* H_\omega^{\frac{1}{2}} B \zeta_{\omega_2} = H_\omega^{\frac{1}{2}} B^* \zeta_{\omega_1}$. 

**Definition 3.6.4.** We denote by $J_\phi$ and $\Delta_\phi$ be the unique anti-linear partial isometry and the positive operator, respectively, in the polar decomposition of $S_0$, i.e., $S = J_\phi \Delta_\phi^{\frac{1}{2}}$. $J_\phi$ is called the modular conjugation operator and $\Delta_\phi$ is called the modular operator.

3.7 Relative Modular Theory

Although it might seem repetitive to define the modular theory for a weight and later a relative modular theory, it is not the case, since we can use modular theory to construct the relative modular theory in a much more elegant way using what we call a balanced weight. Such construction is also interesting because it gives us a powerful tool to deal with these operators.

The construction we are presenting here is based in [30] and [70].

**Notation 3.7.1.** We denote the von Neumann algebra of $2 \times 2$ matrices of elements in the von Neumann algebra $M$ by

$$
M_{2 \times 2} = \left\{ \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \mid A_{ij} \in \mathcal{M}, \ i = 1, 2, \ j = 1, 2 \right\}.
$$
Definition 3.7.2 (Balanced Weight). Let $\mathcal{M}$ be a von Neumann algebra and $\phi, \psi$ weights. We define the balanced weight

$$
\theta_{\phi, \psi} : M_{2 \times 2}(\mathcal{M}) \to \mathbb{R}
$$

by

$$
\begin{pmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{pmatrix} \mapsto \phi(A_{11}) + \psi(A_{22}).
$$

Notation 3.7.3. To simplify the notation, we will not use $\theta_{\phi, \psi}$, instead, we will only write $\theta$.

In addition, it is much easier to write

$$
\sum_{i,j=1}^{2} A_{ij}e_{ij}
$$

instead of

$$
\begin{pmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{pmatrix},
$$

where

$$
e_{11} = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad e_{12} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad e_{21} = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad e_{22} = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix},
$$

As expected, some of the good properties we have studied for weights are inherited by the balanced weight, as we will see in the next lemma.

Lemma 3.7.4. Let $\mathcal{M}$ be a von Neumann algebra and $\phi, \psi$ weights.

(i) $\theta_{\phi, \psi}$ is a normal semifinite weight if, and only if, $\phi, \psi$ have these properties;

(ii) $\theta_{\phi, \psi}$ is faithful if, and only if, at least one of $\phi$ and $\psi$ is faithful;

(iii) $\mathcal{N}_\theta = \{ A \in M_2(\mathcal{M}) \mid A_{11}, A_{21} \in \mathcal{N}_\phi \text{ and } A_{12}, A_{22} \in \mathcal{N}_\psi \}.$

Proof. (i) First

$$
\theta(A) = \sup_{\omega_{\phi} \in \Phi_{\phi}} \{ \omega_{\phi}(A_{11}) + \omega_{\psi}(A_{22}) \}.
$$

Hence $\theta$ is normal.

Note that, if we take projections $p_\phi \in \mathcal{M}_\phi$ and $p_\psi \in \mathcal{M}_\psi$, $\theta_{\phi, \psi}(p_\phi e_{11} + p_\psi e_{22}) = \phi(p_\phi) + \psi(p_\psi) < \infty$. Thus, $p_\phi e_{11} + p_\psi e_{22} \in \mathcal{M}_\theta$. Since $\mathcal{M}_\phi, \mathcal{M}_\psi$ are dense in the algebra, 1 must be in the closure of both and, particularly, it must be in the closure of projections, hence $1_{M_2(\mathcal{M})} = e_{11} + e_{22} \in \mathcal{M}_\theta$ and it is dense.

(ii) As a consequence of positivity, $\theta_{\phi, \psi}(A^*A) = 0$ if, and only if, $\phi(A) = \psi(A) = 0$.

(iii) It is a direct consequences of the definition of $A^*A$.

$\square$
Let us see what happens with the modular operators for the weight \( \theta, \phi, \psi \). First, the domain of \( S_0 \) will be, using \((iii)\) in Lemma 3.7.4,

\[
\mathcal{N}_\theta \cap \mathcal{N}_\phi = \{ A \in M_2(\mathbb{M}) \mid A_{11} \in \mathcal{N}_\phi \cap \mathcal{N}_\phi^*, A_{12} \in \mathcal{N}_\phi \cap \mathcal{N}_\psi, A_{21} \in \mathcal{N}_\phi \cap \mathcal{N}_\psi, A_{22} \in \mathcal{N}_\psi \cap \mathcal{N}_\psi^* \}.
\]

This suggests that the following closed subspaces of \( \mathcal{H}_\theta \) will play an interesting role:

\[
\mathcal{H}_{\phi \phi} = \text{span} \{ \eta_\theta \left( \mathcal{N}_\phi \cap \mathcal{N}_\phi^* \right) e_{11} \}, \\
\mathcal{H}_{\phi \psi} = \text{span} \{ \eta_\theta \left( \mathcal{N}_\phi \cap \mathcal{N}_\psi^* \right) e_{21} \}, \\
\mathcal{H}_{\psi \phi} = \text{span} \{ \eta_\theta \left( \mathcal{N}_\psi \cap \mathcal{N}_\phi^* \right) e_{12} \}, \\
\mathcal{H}_{\psi \psi} = \text{span} \{ \eta_\theta \left( \mathcal{N}_\psi \cap \mathcal{N}_\psi^* \right) e_{22} \}.
\]

Note, that we immediately have that

\[
\mathcal{D} (S) \subset \mathcal{H}_{\phi \phi} \oplus \mathcal{H}_{\phi \psi} \oplus \mathcal{H}_{\psi \phi} \oplus \mathcal{H}_{\psi \psi} \subset \mathcal{H}_\theta.
\]

Now, take \( Ae_{21} \in \mathcal{H}_{\phi \psi} \cap \mathcal{D} (S) e_{21} \). Then, there exists a sequence

\[
(\eta_\theta (X_n) e_{21})_{n \in \mathbb{N}} \subset \eta_\theta \left( \mathcal{N}_\phi \cap \mathcal{N}_\phi^* \right) e_{21}
\]

converging to \( Ae_{21} \). Consequently,

\[
S(Ae_{21}) = \lim_{n \to \infty} S(\eta_\theta (X) e_{21}) = \lim_{n \to \infty} \eta_\theta (X^*) e_{12} \in \mathcal{H}_{\psi \phi} \cap \mathcal{D} (S).
\]

Proceeding in this way, we get

\[
S(\mathcal{H}_{\phi \phi}) \subset \mathcal{H}_{\phi \phi}, \quad S(\mathcal{H}_{\phi \psi}) \subset \mathcal{H}_{\psi \phi}, \\
S(\mathcal{H}_{\psi \phi}) \subset \mathcal{H}_{\phi \psi}, \quad S(\mathcal{H}_{\psi \psi}) \subset \mathcal{H}_{\psi \psi}.
\]

Thus the operator \( S \) can be represented as a matrix acting on a subspace of \( \mathcal{H}_{\phi \phi} \oplus \mathcal{H}_{\phi \psi} \oplus \mathcal{H}_{\psi \phi} \oplus \mathcal{H}_{\psi \psi} \), namely

\[
\begin{pmatrix}
S_{\phi \phi} & 0 & 0 & 0 \\
0 & 0 & S_{\psi \phi} & 0 \\
0 & S_{\phi \psi} & 0 & 0 \\
0 & 0 & 0 & S_{\psi \psi}
\end{pmatrix}
\]

Moreover, note that \( S^2 = 1_{\mathcal{D}(S)} \), thus it is bijective on its range.
The way we define $S_{\psi\psi}$, $S_{\psi\phi}$, $S_{\phi\psi}$ and $S_{\phi\phi}$, they are operators acting in $\mathcal{H}_{\psi\psi}, \mathcal{H}_{\psi\phi}, \mathcal{H}_{\phi\psi}$ and $\mathcal{H}_{\phi\phi}$, respectively. One can easily see that these spaces can be identified isometrically with subspaces of $\mathcal{H}_\phi$ or $\mathcal{H}_\psi$ through the extension of the following:

\[
U_{\phi,1}\eta(Ae_{11}) = \eta_{\phi}(A) \quad \forall A \in \mathcal{N}_\phi \cap \mathcal{N}_\phi^*, \\
U_{\phi,2}\eta(Ae_{21}) = \eta_{\phi}(A) \quad \forall A \in \mathcal{N}_\phi \cap \mathcal{N}_\psi^*, \\
U_{\psi,1}\eta(Ae_{12}) = \eta_{\psi}(A) \quad \forall A \in \mathcal{N}_\psi^* \cap \mathcal{N}_\psi, \\
U_{\psi,2}\eta(Ae_{22}) = \eta_{\psi}(A) \quad \forall A \in \mathcal{N}_\psi \cap \mathcal{N}_\psi^*.
\]

Using this identification, we can bring the components of $S$ back as operators between Hilbert spaces as

\[
\tilde{S}_{\phi\phi} = U_{\phi,1}S_{\phi\phi}U_{\phi,1}^*, \quad \tilde{S}_{\psi\psi} = U_{\psi,1}S_{\psi\psi}U_{\psi,2}^*, \\
\tilde{S}_{\phi\psi} = U_{\phi,2}S_{\phi\psi}U_{\phi,2}^*, \quad \tilde{S}_{\psi\phi} = U_{\psi,2}S_{\psi\phi}U_{\psi,2}^*.
\]

We will not make distinction in the notation of the operators just defined. Let us look to the polar the composition of $S$:

\[
\Delta_\theta = S_\theta^*S_\theta = \begin{pmatrix}
S_{\phi\phi}^*S_{\phi\phi} & 0 & 0 & 0 \\
0 & S_{\psi\psi}^*S_{\psi\psi} & 0 & 0 \\
0 & 0 & S_{\phi\psi}^*S_{\psi\phi} & 0 \\
0 & 0 & 0 & S_{\phi\psi}^*S_{\psi\psi}
\end{pmatrix}, \quad (3.18)
\]
\[
J_\theta = \begin{pmatrix}
J_{\phi\phi} & 0 & 0 & 0 \\
0 & 0 & J_{\psi\psi} & 0 \\
0 & J_{\phi\psi} & 0 & 0 \\
0 & 0 & 0 & J_{\psi\phi}
\end{pmatrix}. \quad (3.19)
\]

It is immediate from the definition that $\tilde{S}_{\phi\phi}$ and $\tilde{S}_{\psi\psi}$ are the usual operators defined by Equation 3.15 for the weights $\phi$ and $\psi$.

The two new closed operators $S_{\phi\psi}$ and $S_{\psi\phi}$ will be used to defined the relative modular operators.

**Definition 3.7.5.** We denote by $J_{\phi\psi}$ and $\Delta_{\phi\psi}$ the unique anti-linear partial isometry and positive operator, respectively, in the polar decomposition of $S_{\phi\psi}$, i.e., $S_{\phi\psi} = J_{\phi\psi}\Delta_{\phi\psi}^{1/2}$. $J_{\phi\psi}$ is called the relative modular conjugation operator and $\Delta_{\phi\psi}$ is called the relative modular operator.
Of course, it is possible to do the same definition for $S_{\psi\phi}$, but it would be redundant. One has:

**Proposition 3.7.6.** The relative modular conjugation and the modular operator satisfy the following relations:

(i) $\Delta_{\phi\psi} = S_{\psi\phi}^* S_{\phi\psi}$;

(ii) $J_{\psi\phi}^* = J_{\psi\phi}$;

(iii) $S_{\phi\psi} = J_{\phi\psi} \Delta_{\phi\psi}^{\frac{1}{2}} = \Delta_{\psi\phi}^{-\frac{1}{2}} J_{\phi\psi}$;

(iv) $S_{\psi\phi}^* = \Delta_{\phi\psi}^{\frac{1}{2}} J_{\psi\phi} \Delta_{\psi\phi}^{-\frac{1}{2}}$.

**Proof.** All the items follow by definition and Proposition 3.1.6 applied to the balanced weight used in the definition of these operators. In special, equations (3.18) and (3.18) are quite useful.

The first big difference between the usual modular operator and the relative one can be seen in the kernel of these operators. The relative modular operator has no trivial kernel, as one could expect.

**Proposition 3.7.7.** Let $\mathfrak{M}$ be a von Neumann algebra and $\phi, \psi$ states

$$\text{Ker} \left( \Delta_{\phi\psi} \right) = \left( 1 - s^{\mathfrak{M}}(\psi) s^{\mathfrak{M}}(\phi) \right) \mathcal{H}_{\phi\psi}.$$

**Proof.** We will use the balanced weight $\theta = \theta_{\phi, \psi}$ and denote by $\widetilde{\mathfrak{M}} = M_{2 \times 2}(\mathfrak{M})$.

Let us look to the kernel of $\Delta_{\theta}$.

$$\mathcal{H}_\theta = s^{\widetilde{\mathfrak{M}}}(\theta) s^{\widetilde{\mathfrak{M}}}(\theta) \mathcal{H}_\theta \oplus \left( 1 - s^{\widetilde{\mathfrak{M}}}(\theta) \right) s^{\widetilde{\mathfrak{M}}}(\theta) \mathcal{H}_\theta \oplus \left( 1 - s^{\widetilde{\mathfrak{M}}}(\theta) \right) \mathcal{H}_\theta.$$

But

$$S_{\theta} \left( \left( 1 - s^{\widetilde{\mathfrak{M}}}(\theta) \right) \eta_\theta(A) \right) = \eta_\theta \left( A^* \left( 1 - s^{\widetilde{\mathfrak{M}}}(\theta) \right) \right)$$

$$= \pi_\theta(A)^* \eta_\theta \left( 1 - s^{\mathfrak{M}}(\theta) \right)$$

$$= 0.$$

Doing the analogous calculation, we find

$$S_{\theta} \left( \left( 1 - s^{\widetilde{\mathfrak{M}}}(\theta) \right) \eta_\theta(A) \right) = 0.$$
Hence the modular operator can be decomposed as

\[ \Delta_\theta = \tilde{\Delta}_\theta \oplus 0 \oplus 0. \]

It follows that \( \text{Ker}(\Delta_\theta) \subset (1 - s_{\tilde{M}(\theta)} s_{\tilde{M}'(\theta)}) \mathcal{H}_\theta. \) Now, it remains to be shown that \( \text{Ker}(\tilde{\Delta}_\theta) = \{0\}. \)

But this is a consequence of Propositions 1.6.2 and 1.6.4 that \( \eta_\theta(1) \) is a cyclic and separating vector for the algebra \( s_{\tilde{M}(\theta)} s_{\tilde{M}'(\theta)} \pi_\theta(\mathfrak{M}) s_{\tilde{M}'(\theta)} s_{\tilde{M}(\theta)} \) acting on the Hilbert space \( s_{\tilde{M}(\theta)} s_{\tilde{M}'(\theta)} \mathcal{H}_\theta. \) Hence, the operator \( \tilde{\Delta}_\theta \) is the usual modular operator related to the cyclic and separating vector \( \eta(1) \) that is injective.

Since the relation is true for the balanced weight \( \Delta_\theta \), it is easy to obtain the general relation though the matrix expression.

\[ \square \]

Note that, in general, \( \Delta_{\phi,\psi} \) has no inverse, since its kernel is not trivial. But \( \tilde{\Delta}_{\phi,\psi} \), which appears in the last proposition is injective, hence, it has an inverse on its image.

**Notation 3.7.8.** We denote by \( \Delta_{\phi,\psi}^{-1} : \text{Ran} \Delta_{\phi,\psi} \oplus \left(s_{\tilde{M}(\Phi)} s_{\tilde{M}'(\Psi)} \mathcal{H}_{\phi,\psi}\right) \) the operator defined by

\[ \Delta_{\phi,\psi}^{-1} = \tilde{\Delta}_{\phi,\psi}^{-1} \oplus 0. \]

Just stressing what we said in the beginning of this section, the great advantage of using the balanced weight is to have all the necessary ingredients for the construction as immediate consequences of the usual modular theory. One can check that this construction leads to the same more workable definition throughout the GNS-vector \( \Phi \) and \( \Psi \) for the weights \( \phi \) and \( \psi \), respectively, namely,

\[ S_{\phi,\psi} \left( A\Phi + \left(1 - s_{\tilde{M}'(\Psi)}\right)x \right) = s_{\tilde{M}'(\psi)} A^* \Psi, \quad x \in \eta_\theta \left( \mathfrak{N}_\psi \cap \mathfrak{N}_\phi^* \right). \]

This operator is well defined, since the decomposition on the left-hand side is in orthogonal subspaces, as a consequence of Proposition 1.6.4. It is also interesting to mention that, by virtue of Proposition 1.6.4, this definition is equivalent to the one in which we take the quotient by \( N_\phi \), what makes the GNS-vector \( \Psi \) cyclic for \( \mathfrak{M}/N_\psi \). Moreover, for \( S_{\phi,\psi}^* \), \( \Phi \) is cyclic to \( \mathfrak{M}'/N_\phi \).

In the above definition Proposition 3.7.7 is trivial. This definition is used, for example, in [7] by Araki and Masuda in order to construct the noncommutative \( L_p \)-space based on the Hilbert Space.
Again, notice that the Relative Modular Theory is closely related with Relative Hamiltonians and Relative Entropy, as seen in [3] and [4], Connes cocycle, as one can see in [70].
Noncommutative $L_p$-Spaces

Noncommutative $L_p$-spaces are analogous to the Banach spaces of the $p$-integrable functions with respect to a measure. The study of these spaces goes back to the works of Segal, [62], and Dixmier, [16], which depend on the existence of a normal faithful semifinite trace. It was just 25 years later that Haagerup in [28] proposed a generalization of the Segal-Dixmier $L_p$-spaces which included the type III von Neumann algebras. As a consequence of a Hilsum’s paper, [29], which answers to a question on spacial derivatives raised by Connes, that Araki and Masuda could propose a definition, equivalent to that one proposed by Haagerup, of noncommutative $L_p$-space based just in the Hilbert space of a concrete von Neumann algebra.

We are going to present the three constructions of noncommutative $L_p$-spaces mentioned in the above paragraph. The Segal-Dixmier one is presented in much more detail, since we will use this construction in our results in the last chapter. The Haagerup and Araki-Masuda constructions will be just presented without proofs, first because there is an immediate connection with our results in the last chapter of the thesis, due to the appearance of a trace in both, second because very interesting discussions can be made based on that.

Our interest in these spaces for a class of perturbations can be justified on two well known facts for classical $L_p$-spaces that still hold in the noncommutative case: they admit unbounded functions (operators) and have a useful duality property.
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In the first section of this chapter, we present the useful theory of noncommutative measure with respect to a normal faithful semifinite trace on a von Neumann algebra, which is the basis for the Segal-Dixmier noncommutative $L_p$-spaces (and for noncommutative geometry, but it is another topic). We use [71] very often in this section.

Henceforth, we will use $\tau$ and call it simply a trace in the text of next chapters, meaning a normal faithful semifinite trace. It is important to note that supposing the existence of such a trace restricts our options of algebras to the semifinite ones.

**Definition 4.1.1.** Let $\mathcal{M}$ be a von Neumann algebra, $\tau$ a normal faithful semifinite trace, and $\varepsilon, \delta > 0$. Define

$$D(\varepsilon, \delta) = \{ A \in \mathcal{M} \mid \exists p \in \mathcal{M}_p \text{ such that } p\mathcal{H} \subset D(A), \|Ap\| \leq \varepsilon \text{ and } \tau(1-p) \leq \delta \}.$$ 

Some important properties we are about to present rely on the equivalence of projections. Two projections $p, q \in \mathcal{M}_p$ are said equivalent, in the sense and Murray and von Neumann, if there exists a partial isometry $u \in \mathcal{M}$ such that $u^*u = p$ and $uu^* = q$. This also defines a partial order in $\mathcal{M}_p$, namely $p \preceq q$ if, and only if $p \sim q' \leq q$, i.e., $p$ is equivalent to a subprojection of $q$. One of these important equivalences is $s^{\mathcal{M}}_R(A) \sim s^{\mathcal{M}}_L(A)$, that is, the right and left support of an operator are equivalent projections. This standard result is a consequence of the polar decomposition, since for the partial isometry, $u$, in the polar decomposition of $A$ holds $uu^* = s^{\mathcal{M}}_L(A)$ and $u^*u = s^{\mathcal{M}}_R(A)$. We can use it to deduce another important equivalence, as follows

$$s^{\mathcal{M}}_L(q(1-p)) = \text{proj}[\text{Ran}(q(1-p))] = q - (p \land q).$$

Then $p \lor q - p \sim q - (p \land q)$. It also has an interesting consequence: if two projections $p$ and $q$ are such that $(p \land q) = 0$ (which means the intersection of the ranges is the null space), then $p \preceq 1 - q$.

**Proposition 4.1.2.** Let $\varepsilon_1, \varepsilon_2, \delta_1, \delta_2 > 0$. Then

(i) $D(\varepsilon_1, \delta_1) + D(\varepsilon_2, \delta_2) \subset D(\varepsilon_1 + \varepsilon_2, \delta_1 + \delta_2)$;

(ii) $D(\varepsilon_1, \delta_1)D(\varepsilon_2, \delta_2) \subset D(\varepsilon_1 \varepsilon_2, \delta_1 + \delta_2)$. 
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Proof. \((i)\) Let \(A_i \in D(\varepsilon_i, \delta_i), \ i = 1, 2.\) By definition, there exist projections \(p_i\) such that \(p_iH \subset D(A_i)\|Ap_i\| \leq \varepsilon_i\) and \(\tau(1-p_i) \leq \delta_i.\) Taking \(q = p_1 \land p_2,\) we get

\[
qH \subset D(A_1) \cap D(A_2) = D(A_1 + A_2),
\]

\[
\|(A_1 + A_2)q\| \leq \|A_1q\| + \|A_2q\| \leq \|A_1p_1\| + \|A_1p_2\| \leq \varepsilon_1 + \varepsilon_2 \text{ and } \tau(1-q) = \tau(1-p_1 \land p_2) \leq \tau(1-p_1) + \tau(1-p_2) \leq \delta_1 + \delta_2.
\]

\((ii)\) Let \(A_i, p_i, \ i = 1, 2,\) as before. Note that \((1 - p_1)A_2p_2 \in \mathcal{M},\) then we can define \(r = [\ker((1 - p_1)A_2p_2)].\)

It follow from this definition that, for every \(x \in rH, A_2p_2x \in p_1H \subset D(A_1).\) This means \(rH \subset D(A_1A_2p_2),\) which would imply \((p_2 \land r)H \subset D(A_1A_2)\) and

\[
\|A_1A_2(p_2 \land r)\| = \|A_1p_1A_2p_2(p_2 \land r)\| \leq \|A_1p_1\||A_2p_2\| = \varepsilon_1 \varepsilon_2.
\]

Now, \(1 - r = s_{HR}^\mathcal{M}((1 - p_1)A_2p_2) \sim s_{LR}^\mathcal{M}((1 - p_1)A_2p_2) \leq 1 - p_1,\) and thus

\[
\tau(1 - p_2 \land r) = \tau((1 - p_2) \lor (1 - r)) \leq \tau(1 - p_2) + \tau(1 - p_1) \leq \delta_1 + \delta_2.
\]

\(\square\)

This proposition shows a connection between these sets and the operation in the algebra. In fact, the properties above will be used soon to prove that the family \(\{\mathcal{M}_\tau \cap D(\varepsilon, \delta)\}_{\varepsilon > 0, \delta > 0}\) are a basis of neighbourhoods of zero for a vector topology.

**Proposition 4.1.3.** Let \(A\mathcal{M}\) be a closed densely defined operator, \(\varepsilon, \delta > 0\) and \(E_{(\varepsilon, \infty)} = s_{LR}^\mathcal{M}((|A| - \varepsilon)_+)\) \(^1\) the spectral projection of \(|A|\) on the interval \((\varepsilon, \infty).\) Then,

\[
A \in D(\varepsilon, \delta) \iff \tau(E_{(\varepsilon, \infty)}) \leq \delta.
\]

\(^1\)see Notation 1.5.23.
Proof. \((\Leftarrow)\) Just take \(p = 1 - E_{(\varepsilon, \infty)}\), then \(\mathcal{PH} \subset \mathcal{D}(|A|), \|Ap\| = \|A(1 - E_{(\varepsilon, \infty)})\| \leq \varepsilon\) and, by hypothesis, \(\tau(1 - p) \leq \delta\).

\((\Rightarrow)\) Suppose \(A \in D(\varepsilon, \delta)\). There exists \(p \in \mathcal{M}_p\) such that \(\mathcal{PH} \subset \mathcal{D}(A), \|Ap\| \leq \varepsilon\) and \(\tau(1 - p) \leq \delta\). Let us take \(\{E_{(\lambda, \infty)}\}_{\lambda \in \mathbb{R}_+}\) the spectral projections of \(|A|\). Notice that \(\||A|E_{(\varepsilon, \infty)}x|| > \varepsilon||E_{(\varepsilon, \infty)}x|| \forall x \in \mathcal{H}\), while \(\||A|px|| \leq \varepsilon||px||\). It follows that \((E_{(\varepsilon, \infty)} \land p) = 0\) or, in other words, \(E_{(\varepsilon, \infty)} \preceq 1 - p\).

Finally, the previous inequality leads to \(\tau(E_{(\varepsilon, \infty)}) \leq \tau(1 - p) \leq \delta\).

The next result is another one about the good-behaviour of the algebra operations, namely, some kind of continuity of the involution.

**Proposition 4.1.4.** Let \(A \in \mathcal{M}\) be a closed densely defined operator.

\[ A \in D(\varepsilon, \delta) \iff A^* \in D(\varepsilon, \delta). \]

Proof. Let \(A = u|A|\) be the polar decomposition of \(A\), so \(|A^*|^2 = AA^* = u|A|(u|A|)^* = u|A|^2u^*\).

Using the previous identity, where \(E_{(\varepsilon, \infty)}|A|\) and \(E_{(\varepsilon, \infty)}|A^*|\) are the spectral projections of \(|A|\) and \(|A^*|\) respectively, we have

\[
\tau\left(E_{(\varepsilon, \infty)}|A^*|\right) = \tau\left(uE_{(\varepsilon, \infty)}|A|u^*\right) = \tau\left(E_{(\varepsilon, \infty)}|A|\right) \leq \delta.
\]

\[ \Box \]

**Definition 4.1.5.** Let \(\mathcal{M}\) be a von Neumann algebra and \(\tau\) a normal faithful semifinite trace. A subspace \(V \subset \mathcal{H}\) is said to be \(\tau\)-dense if, for all \(\delta > 0\), there exists \(p \in \mathcal{M}_p\) such that \(p\mathcal{H} \subset V\) and \(\tau(1 - p) < \delta\).

**Proposition 4.1.6.** Let \(\mathcal{M}\) be a von Neumann algebra and \(\tau\) a normal faithful semifinite trace. A subspace \(V \subset \mathcal{H}\) is \(\tau\)-dense if, and only if, there exists an increasing sequence of projections \((p_n)_{n \in \mathbb{N}} \subset \mathcal{M}_p\) such that \(p_n \to 1\) and \(\tau(1 - p_n) \to 0\) and \(\bigcup_{n \in \mathbb{N}} p_n \mathcal{H} \subset V\).

Proof. Of course, the existence of such a sequence of projections implies the \(\tau\)-density of \(V\).
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On the other hand, if $V$ is $\tau$-dense, there exists, for each $n \in \mathbb{N}$, a projection $q_n$ such that $q_n \mathcal{H} \subset V$ and $\tau(1 - q_n) < 2^{-n}$.

Now, in order to obtain an increasing sequence, define $p_n = \bigwedge_{k \geq n} q_k$.

To show that $p_n \to 1$, define $p = \bigvee_{n \in \mathbb{N}} q_n$. Then, for all $n \in \mathbb{N}$,

$$
\tau(1 - p) \leq \tau(1 - p_n)
$$

$$
= \tau \left( 1 - \bigwedge_{k \geq n} q_k \right)
$$

$$
= \tau \left( \bigvee_{k \geq n} (1 - q_k) \right)
$$

$$
\leq \sum_{k \geq n} \tau(1 - q_k)
$$

$$
\leq \sum_{k \geq n} 2^{-k}
$$

$$
= 2^{1-n},
$$

but this is only possible if $\tau(1 - p) = 0$ and since $\tau$ is faithful, $p = 1$. It follows by Vigier’s theorem that $p_n \to 1$ in the SOT.

\[ \square \]

**Corollary 4.1.7.** If $V \subset \mathcal{H}$ is a $\tau$-dense subspace, $V$ is dense in $\mathcal{H}$.

**Corollary 4.1.8.** Let $V_1, V_2 \subset \mathcal{H}$ be $\tau$-dense subspaces. Then $V_1 \cap V_2$ is $\tau$-dense.

**Proof.** First, although we are going to present a proof based on the previous proposition, it is quite interesting to notice that this result has already been proved. In fact, the proof can be found in the proof of Proposition 4.1.2.

Let $(p_n^i)_{n \in \mathbb{N}} \in \mathcal{M}_p$, $i = 1, 2$, be such that $\tau(1 - p_n^i) \to 0$ and $\bigcup_{n \in \mathbb{N}} p_n^i \mathcal{H} \subset V_i$. Define $q_n = p_n^1 \wedge p_n^2$. Then

$$
\tau(1 - q_n) = \tau(1 - p_n^1 \wedge p_n^2)
$$

$$
= \tau \left( (1 - p_n^1) \vee (1 - p_n^2) \right)
$$

$$
\leq \tau(1 - p_n^1) + \tau(1 - p_n^2) \to 0.
$$

Furthermore, $q_n = p_n^1 \wedge p_n^2$ is the projection in the intersection of the image of $p_n^1$ and $p_n^2$, which is a subset of $V_1 \cap V_2$ for every $n \in \mathbb{N}$.

\[ \square \]
The two last corollaries show, respectively, that \( \tau \)-denseness is stronger than the usual density in the Hilbert space, and that \( \tau \)-dense subspaces are stable under finite intersections. This last result is very important when we are looking for a candidate of algebra that includes unbounded operators. Indeed, we are interested in densely defined operators, but the sum and product of such two operators is only defined in the intersection of their domains. Hence, Corollary 4.1.8 warranties that the sum and product of two operators with \( \tau \)-dense domains is again an operator with \( \tau \)-dense domain, thus, densely defined tanks to Corollary 4.1.7. A question that is much more delicate is about the convergence of a series of operators with \( \tau \)-dense domains, since the domain of such series would be the intersection of all the infinity domains.

**Proposition 4.1.9.** Let \( \mathcal{M} \subset B(\mathcal{H}) \) be a von Neumann algebra and let \( A_1, A_2 \in \mathcal{M}_{\eta} \) be closed (densely defined) operators such that there exists a \( \tau \)-dense subspace \( V \subset D(A_1) \cap D(A_2) \) where \( A_1|_V = A_2|_V \). Then \( A_1 = A_2 \).

**Proof.** Note that the balanced weight \( \theta = \theta_{\tau, \tau}^2 \) is a normal faithful semifinite trace in \( \mathcal{M}_p^{**} \).

Let \( p_i \) be the projection on the graph of \( A_i, i = 1, 2 \). Notice that

\[
M_{2 \times 2}(\mathcal{M})' = \left\{ \begin{pmatrix} A' & 0 \\ 0 & A' \end{pmatrix} \mid A' \in \mathcal{M}' \right\}
\]

and

\[
\begin{pmatrix} A' & 0 \\ 0 & A' \end{pmatrix} \begin{pmatrix} x \\ A_i x \end{pmatrix} = \begin{pmatrix} A'x \\ A'A_i x \end{pmatrix} = \begin{pmatrix} A'x \\ A_i A'x \end{pmatrix} \in \Gamma(A_i) \quad \forall x \in D(A')
\]

hence, \( p_i \in M_{2 \times 2}(\mathcal{M})'' = M_{2 \times 2}(\mathcal{M}) \).

By hypothesis, there exists \( p \in \mathcal{M}_p \) such that \( p\mathcal{H} \subset V \) and \( \tau(1 - p) < \delta \).

Take \( r = s_\mathcal{M}^\mathcal{M}(p_1 - p_2) = [\text{Ran}(p_1 - p_2)] \) and notice \( r \wedge p = 0 \). Thus \( r \leq 1 - (p \oplus p) \) and it follows that \( \theta(r \oplus r) \leq \theta((1 - p) \oplus (1 - p)) = \tau(1 - p) + \tau(1 - p) < 2\delta \). Since \( \delta > 0 \) is arbitrary, \( \theta(r \oplus r) = 0 \Rightarrow p_1 = p_2 \).

\( \square \)

**Definition 4.1.10.** Let \( \mathcal{M} \) be a von Neumann algebra and \( \tau \) be a normal faithful semifinite trace. A closed (densely defined) operator \( A \in \mathcal{M}_{\eta} \) is said \( \tau \)-measurable if \( D(A) \) is \( \tau \)-dense. We denote by \( \mathcal{M}_\tau \) the set of all \( \tau \)-measurable operators.

Notice that by the previous proposition, if \( A \) is a \( \tau \)-measurable operator and \( B \) extends \( A \), we must have \( A = B \). This, in turn, implies that a \( \tau \)-measurable symmetric operator is self-adjoint.

\(^2\text{see Definition 3.7.2.}\)
**Definition 4.1.11.** Let $\mathcal{M}$ be a von Neumann algebra and $\tau$ be a normal faithful semifinite trace. An operator $A_\eta \mathcal{M}$ is said $\tau$-premeasurable if, $\forall \delta > 0$, there exists $p \in \mathcal{M}_p$ such that $p\mathcal{H} \subset \mathcal{D}(A)$, $\|Ap\| < \infty$ and $\tau(1 - p) \leq \delta$.

An equivalent way to define a $\tau$-premeasurable operator relies on $D(\varepsilon, \delta)$:

$$A$$ is $\tau$-premeasurable if, and only if, $\forall \delta > 0$, there exists $\varepsilon > 0$ such that $A \in D(\varepsilon, \delta)$.

Another interesting thing to notice is that a $\tau$-premeasurable operator is densely defined since $D(A)$ must be $\tau$-dense.

**Proposition 4.1.12.** Let $\mathcal{M}$ be a von Neumann algebra, $\tau$ a normal faithful semifinite trace, $A_\eta \mathcal{M}$ a closed densely defined operator, and $\{E(\lambda, \infty)\}_{\lambda \in \mathbb{R}^+}$ the spectral decomposition of $|A|$. The following are equivalent:

(i) $A$ is $\tau$-measurable;

(ii) $|A|$ is $\tau$-measurable;

(iii) $\forall \delta > 0 \exists \varepsilon > 0$ such that $A \in D(\varepsilon, \delta)$;

(iv) $\forall \delta > 0 \exists \varepsilon > 0$ such that $\tau(E(\varepsilon, \infty)) < \delta$;

(v) $\lim_{\lambda \to \infty} \tau(E(\lambda, \infty)) = 0$;

(vi) $\exists \lambda_0 > 0$ such that $\tau(E(\lambda_0, \infty)) < \infty$.

**Proof.** (i) $\iff$ (iii) Simply rewrite the definition, as mentioned before;

(i) $\iff$ (ii) Just notice that $A \in D(\varepsilon, \delta) \iff |A| \in D(\varepsilon, \delta)$, which follow from Proposition 4.1.3;

(iii) $\iff$ (iv) It is Proposition 4.1.3;

(iv) $\iff$ (v) $\{E(\lambda, \infty)\}_{\lambda \in \mathbb{R}}$ is a decreasing net of projections. Let $\delta > 0$, there exists $\varepsilon > 0$ such that $\tau(E(\varepsilon, \infty)) < \delta$. Hence, for every $\lambda > \varepsilon$, $\tau(E(\varepsilon, \infty)) < \tau(E(\lambda, \infty)) < \delta$ and the other implication is analogous;

(v) $\Rightarrow$ (vi) is obvious;

(vi) $\Rightarrow$ (v) Let $\lambda_0 > 0$ be such that $\tau(E(\lambda_0, \infty)) < \infty$. Define the increasing upper bounded net $\{E(\lambda_0, \infty) - E(\lambda, \infty)\}_{\lambda > \lambda_0}$, notice $\tau(E(\lambda_0, \infty) - E(\lambda, \infty))_{\lambda > \lambda_0} \subset \mathbb{R}_+$ is also an increasing net and $\{\tau(E(\lambda, \infty))\}_{\lambda > \lambda_0} \subset \mathbb{R}_+$ is a decreasing net, hence, both nets have limits. By normality of $\tau$
\[
\lim_{\lambda \to \infty} \tau \left( E(\lambda_0, \infty) - E(\lambda, \infty) \right) = \sup_{\lambda > \lambda_0} \tau \left( E(\lambda_0, \infty) - E(\lambda, \infty) \right) \\
= \tau \left( E(\lambda_0, \infty) - \bigwedge_{\lambda > \lambda_0} E(\lambda, \infty) \right) \\
= \tau \left( E(\lambda_0, \infty) \right).
\]

The last theorem is in the very core of the theory on Noncommutative Integrations. It was Segal in [62] who first noticed some of these ideas.

## 4.2 The Segal-Dixmier Noncommutative \(L_p\)-Spaces

Hitherto, we have presented the theory of noncommutative measure which enable us to start presenting now the first approach to noncommutative spaces. Our aim here is to prove useful results, in general, based on the standard results in Functional Analysis. Minkowski’s and Hölder’s inequalities, in special, play a central role, as well as, the well known duality between spaces with Hölder conjugated\(^3\) indices. We highlight that generalization of the Hölder inequality will be in the core of our results on perturbation of KMS states.

**Proposition 4.2.1.** \(\mathfrak{M}_\tau\) provided with the usual scalar operations and involution, and the following vector operations is a \(\ast\)-algebra:

(i) \(A + B = A + B\);

(ii) \(A \times B = AB\).

**Proof.** First of all, so that the previous definition can make sense, we must guarantee that for every \(A, B \in \mathfrak{M}_\tau\), \(A + B\) and \(AB\) are closable. In fact, for \(A, B \in \mathfrak{M}_\tau\) and for every \(\delta > 0\) the previous proposition guarantees that there exist \(\varepsilon_A, \varepsilon_B > 0\) such that

\[
A \in D \left( \varepsilon_A, \frac{\delta}{2} \right) \Rightarrow A^* \in D \left( \varepsilon_A, \frac{\delta}{2} \right),
\]

\[
B \in D \left( \varepsilon_B, \frac{\delta}{2} \right) \Rightarrow B^* \in D \left( \varepsilon_B, \frac{\delta}{2} \right),
\]

\(^3p, q \in \mathbb{R}\) are said Hölder conjugated if \(\frac{1}{p} + \frac{1}{q} = 1\).
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where the implication is a consequence of Proposition 4.1.4. Also, it means that $A^* \in \mathfrak{M}_\tau$. Then, by Proposition 4.1.2,

\[
A^* + B^* \in D(\varepsilon_A + \varepsilon_B, \delta), \\
A^* B^* \in D(\varepsilon_A \varepsilon_B, \delta).
\]

These inclusions, as commented after Definition 4.1.11, means that $A^* + B^*$ and $B^* A^*$ are $\tau$-premeasurables, which implies they are densely defined. Hence $A + B \subset (A^* + B^*)^*$ and $AB \subset (B^* A^*)^*$ admit closed extensions, so they are closable.

Now, $A + B$ and $AB$ are closed densely defined operators, for which condition (iii) in the Proposition 4.1.12 holds thanks to Proposition 4.1.2, hence $A + B, A \times B \in \mathfrak{M}_\tau$.

Just remains to prove the identities for $+, \times$ and their relations with $\ast$. Let $A, B, C \in \mathfrak{M}_\tau$, then all operators in the following equalities are closed. As they coincide on a $\tau$-dense subspace, the equalities holds:

\[
(A + B) + C = A + (B + C), \quad (A \times B) \times C = A \times (B \times C), \\
(A + B) \times C = A \times C + B \times C, \quad C \times (A + B) = C \times A + C \times B, \\
(A + B)^* = A^* + B^*, \quad (A \times B)^* = B^* \times A^*.
\]

From now on, we will differentiate the symbols $+, \times$ and the usual sum and multiplication of operators only if it may cause a misunderstanding.

We have mentioned in the previous sections that we were interested in defining a vector topology on some subspace of unbounded operators. This moment has finally arrived.

**Proposition 4.2.2.** $\mathfrak{M}_\tau$ is a complete Hausdorff topological $\ast$-algebra with respect to the topology generated by the system of neighbourhoods of zero $\{\mathfrak{M}_\tau \cap D(\varepsilon, \delta)\}_{\varepsilon, \delta > 0}$. Furthermore, $\mathfrak{M}$ is dense in $\mathfrak{M}_\tau$ in this topology. We will denote the balanced absorbing neighbourhood of zero by $N(\varepsilon, \delta) = \mathfrak{M}_\tau \cap D(\varepsilon, \delta)$.

**Proof.** It is easy to verify $N(\varepsilon, \delta)$ is in fact balanced and absorbing, furthermore, Proposition 4.1.2 implies that, for every $\varepsilon_1, \varepsilon_2 > 0$ and $\delta_1, \delta_2 > 0$, $N\left(\frac{\varepsilon_1}{2}, \frac{\delta_1}{2}\right) + N\left(\frac{\varepsilon_2}{2}, \frac{\delta_2}{2}\right) = N(\varepsilon_1, \delta_1)$ and $N(\varepsilon_1, \delta_1) \cap N(\varepsilon_2, \delta_2) \subset N(\varepsilon_1, \delta_1) \cap N(\varepsilon_2, \delta_2)$. Hence, there exists a unique vector topology such that $\{N(\varepsilon, \delta)\}_{\varepsilon, \delta > 0}$ is a basis of neighbourhoods of zero.
In order to show that this topology is Hausdorff, let \( A,B \in \mathcal{M}_\tau \) be two distinct operators. For each \( \delta > 0 \), define

\[
\varepsilon_\delta = \inf \{ \epsilon \in \mathbb{R}_+ \mid A - B \in \mathcal{N}(\epsilon, \delta) \}.
\]

Notice that there exists \( \tilde{\delta} > 0 \) such that \( \varepsilon_\tilde{\delta} > 0 \), because if we had \( \varepsilon_\delta = 0 \) for every \( \delta > 0 \) there would exist projections \( p^A_\delta \) for each \( n \in \mathbb{N} \) such that \( \| (A - B)p^A_\delta \| < \frac{1}{n} \) and \( \tau(1 - p^A_\delta) \leq \delta \). Defining \( p_\delta = \inf_{n \in \mathbb{N}} p^A_\delta \), we would have \( \| (A - B)p_\delta \| = 0 \) and \( \tau(1 - p_\delta) \leq \delta \), which implies that \( A \) and \( B \) coincide on a \( \tau \)-dense subspace, but this is not possible since \( A \neq B \). It is easy to see that \( B \notin A + N \left( \frac{\varepsilon}{2}, \tilde{\delta} \right) \).

Let us prove that the two neighbourhoods \( A + N \left( \frac{\varepsilon}{4}, \frac{\delta}{2} \right) \) and \( B + N \left( \frac{\varepsilon}{4}, \frac{\delta}{2} \right) \) of \( A \) and \( B \), respectively, are disjoint. In fact, suppose they are not. Then there exist \( T_1, T_2 \in N \left( \frac{\varepsilon}{4}, \frac{\delta}{2} \right) \) such that \( A + T_1 = B + T_2 \Rightarrow B = A + T_1 - T_2 \in A + N \left( \frac{\varepsilon}{4}, \tilde{\delta} \right) \), but this is not possible.

Of course, the vector space operations are continuous, the involution is continuous due to Proposition 4.1.4. For the product, consider \( A,B \in \mathcal{M}_\tau \) and \( AB + N(\varepsilon, \delta) \) a basic neighbourhood of \( AB \). There exists \( \alpha > \varepsilon \) such that \( A \in N \left( \alpha, \frac{\delta}{6} \right) \) and \( B \in N \left( \alpha, \frac{\delta}{6} \right) \), then, if \( \tilde{A} \in A + N \left( \frac{\varepsilon}{3\alpha}, \frac{\delta}{6} \right) \) and \( \tilde{B} \in B + N \left( \frac{\varepsilon}{3\alpha}, \frac{\delta}{6} \right) \), we have

\[
AB - \tilde{A}\tilde{B} = -(A - \tilde{A})(B - \tilde{B}) + A(B - \tilde{B}) + (A - \tilde{A})B
\]

\[
\in N \left( \frac{\varepsilon^2}{9\alpha}, \frac{\delta}{3} \right) + N \left( \frac{\varepsilon}{3}, \frac{\delta}{3} \right) + N \left( \frac{\varepsilon}{3}, \frac{\delta}{3} \right) \subset N(\varepsilon, \delta).
\]

For the density, we use Proposition 4.1.6. Let \( A \in \mathcal{M}_\tau \) and \( (p_n)_{n \in \mathbb{N}} \subset \mathcal{M}_p \) be an increasing sequence of projections such that \( p_n \xrightarrow{\text{SOT}} 1, \tau(1 - p_n) \rightarrow 0 \) and \( \bigcup_{n \in \mathbb{N}} p_n \mathcal{H} \subset \mathcal{D}(A) \). Thus \( (Ap_n)_{n \in \mathbb{N}} \in \mathcal{M} \) and \( Ap_n \rightarrow A \), since the product is continuous and \( p_n \xrightarrow{\tau} 1 \).

It just remains to show that \( \mathcal{M}_\tau \) is complete. Notice that the topology has a countable basis of neighbourhoods of zero, since \( \{ N \left( \frac{1}{n}, \frac{1}{m} \right) \}_{n \in \mathbb{N}^*, m \in \mathbb{N}^*} \) is such a countable basis. This means we just have to prove every Cauchy sequence is convergent.

Let \( (A_n)_{n \in \mathbb{N}} \in \mathcal{M}_\tau \) be a Cauchy sequence. Since \( \mathcal{M}_\tau \simeq \mathcal{M}_\tau \), there exists \( (A'_n)_{n \in \mathbb{N}} \subset \mathcal{M} \) such that \( A_n - A'_n \in N \left( \frac{1}{n}, \frac{1}{n} \right) \), hence \( (A'_n)_{n \in \mathbb{N}} \) is a Cauchy sequence.

For each \( k \in \mathbb{N} \) there exists \( N_k \in \mathbb{N} \) such that, \( \forall n,m \geq N_k \), there exists a projection \( q_k \) with \( \|(A'_m - A'_n)q_k\| < 2^{-k} \) and \( \tau(1 - q_k) \leq 2^{-k} \).
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Define $p = \bigvee_{n \in \mathbb{N}} q_n$. By simply repeating calculation (4.1), we see that $(p_n)_{n \in \mathbb{N}} \subset \mathcal{M}_p$, defined by $p_n = \bigwedge_{k \geq n} q_k$, is an increasing sequence of projections such that $\tau(1 - p_k) \leq 2^{1-k}$.

Let’s now define $\mathcal{D}(A) = \bigcup_{k \in \mathbb{N}} p_k \mathcal{H}$. Notice that $x \in \mathcal{D}(A)$ implies the existence of $j \in \mathbb{N}$ for which $x \in p_j \mathcal{H} \subset p_l \mathcal{H}$ for all $l \geq j$. Since, for any $k > j$ and $n, m \geq N_k$, we have

$$\| (A'_{n} - A'_{m})x \| = \| (A'_{n} - A'_{m})p_k x \| \\
\leq \| (A'_{n} - A'_{m})p_k \| \| x \| \\
\leq \| (A'_{n} - A'_{m})q_k \| \| x \| \\
\leq 2^{-k} \| x \| .$$

Hence $(A'_{n}x)_{n \geq j} \subset \mathcal{H}$ is a Cauchy sequence. Then, we can define $A : \mathcal{D}(A) \rightarrow \mathcal{H}$ by

$$Ax = \lim_{j < n \rightarrow \infty} A'_{n} x .$$

Since $\mathcal{D}(A)$ is $\tau$-dense and $A\eta \mathcal{M}$ by construction, it remains to show it is closable and $A_n \xrightarrow{\tau} A$. In order to prove it is closable, notice that $(A'_{n})_{n \in \mathbb{N}} \in \mathcal{M}$ is again a Cauchy sequence, so we can repeat the previous construction to obtain $B : \mathcal{D}(B) \rightarrow \mathcal{H} \in \mathcal{M}_\tau$ defined by $Bx = \lim A'_{n} x$. Hence, $\forall x \in \mathcal{D}(A)$ and $\forall y \in \mathcal{D}(B)$,

$$\langle Ax, y \rangle = \lim_{n \rightarrow \infty} \langle A'_{n}x, y \rangle = \lim_{n \rightarrow \infty} \langle x, A'_{n}y \rangle = \langle x, By \rangle ,$$

which means $A \subset B^*$. Hence, $A$ is closable and, by Proposition 4.1.12, $A \in \mathcal{M}_\tau$. 
Finally, for the convergence notice that for every $\varepsilon, \delta > 0$ there exists $k \in \mathbb{N}$ such that $2^{-k} < \varepsilon$ and $2^{1-k} < \delta$, so, $\tau(1 - p_k) < \delta$ and, $\forall n \geq N_k$,

$$
\| (\mathcal{A} - A'_n)p_k \| = \sup_{\|x\| \leq 1} \| (A - A'_n)p_k x \|
\leq \sup_{\|x\| \leq 1} \lim_{m \to \infty} \| A'_m p_k x - A'_n p_k x \|
\leq \sup_{\|x\| \leq 1} \lim_{m \to \infty} \| (A'_m - A'_n)p_k x \|
\leq \lim_{m \to \infty} \| (A'_m - A'_n)p_k \|
\leq 2^{-k}
< \varepsilon.
$$

It interesting to notice that analyticity pervades almost every subject in von Neumann algebras. In this section, we will use the linearity and continuity of the trace, Functional Calculus and Spectral Theory to take advantage of the well known rigid behaviour of analytic functions to create the aforesaid inequalities. So, now, we will start a digression about the multi-variable Three-Line Theorem, since its proof is not to easy to find in standard literature. Here we followed reference [4], although prefer to create a proof based on the Phragmén-Lindelöf theorem.

**Theorem 4.2.3** (Phragmén-Lindelöf). Let $S = \{ z = x + iy \in \mathbb{C} \mid a < \text{Re}(x) < b \}$, $a < b \in \mathbb{R}$, and let $f : \overline{S} \subseteq \mathbb{C}$ be a continuous function, analytic on the strip $S$, such that $|f(z)| < M$ for all $z \in \partial S$. Suppose there exists a sequence of functions $g_n : \overline{S} \to \mathbb{C}$, analytic in $S$, such that

(i) $g_n(z) \xrightarrow{n \to \infty} 1 \quad \forall z \in \overline{S} ;$

(ii) $R_n \doteq \max \left\{ \sup_{y \in \mathbb{R}} |g_n(a + iy), \sup_{y \in \mathbb{R}} |g_n(b + iy) \right\} \xrightarrow{n \to \infty} 1 ;$

(iii) $\lim_{|y| \to \infty} \left( \sup_{a \leq x \leq b} |g_n(x + iy)f(x + iy)| \right) = 0 .

Then $|f(z)| < M$ for all $z \in \overline{S}$. 
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Proof. By hypothesis, there exists $K \in \mathbb{R}$ such that $\sup_{a \leq x \leq b} |g_n(x + iy)f(x + iy)| < \frac{M}{2}$ for $|y| \geq K$. Now, by the Maximum Modulus Principle,

$$|g_n(z)f(z)| < MR_n \quad \forall z \in \{w \in \mathbb{C} \mid a \leq \text{Re}(w) \leq b \text{ and } -K \leq \text{Im}(w) < K\}.$$ From the two inequalities, it follows that, for every $z \in \overline{S}$

$$|f(z)| = \lim_{n \to \infty} |g_n(z)f(z)| \leq \lim_{n \to \infty} MR_n = M.$$

□

**Theorem 4.2.4 (Multi-Variable Three-Line Theorem).**

Let $C \subset \mathbb{R}^n$ be convex set, $S = \{z = (x_1 + ix_1, \ldots, x_n + iy_n) \in \mathbb{C}^n \mid \text{Re}(z) \in C\}$, and let $f : \overline{S} \subset \mathbb{C}$ be a continuous bounded function, analytic on the strip $S$. Then, for $x_1, x_2 \in \mathbb{S}$ and for all $1 \leq t \leq 1$,

$$\sup_{y \in \mathbb{R}^n} |f(tx_1 + (1-t)x_2 + iy)| \leq \left(\sup_{y \in \mathbb{R}^n} |f(x_1 + iy)|\right)^t \left(\sup_{y \in \mathbb{R}^n} |f(x_2 + iy)|\right)^{1-t}.$$

Proof. First, if $f$ vanishes on $\partial S$, then $f$ vanishes in $S$ due to the edge-of-the-wedge theorem and the identity theorem. Hence, the inequality holds.

If $f$ doesn’t vanish in $\partial S$, we can define, for $x_1, x_2 \in C$ and $\bar{y} \in \mathbb{R}^n$, we can define $\widehat{f}_{x_1,x_2} : \{z \in \mathbb{C} \mid 0 < \text{Re}(z) < 1\} \to \mathbb{C}$ by

$$\widehat{f}_{x_1,x_2}(z) = f(z x_1 + (1-z) x_2 + iy) \left(\sup_{y \in \mathbb{R}^n} |f(x_1 + iy)|\right)^{-z} \left(\sup_{y \in \mathbb{R}^n} |f(x_2 + iy)|\right)^{z-1}.$$

which is analytic on the strip $S_1 = \{z \in \mathbb{C} \mid 0 < \text{Re}(z) < 1\}$, bounded and continuous on $\overline{S_1}$ and satisfies $|\widehat{f}_{x_1,x_2}(z)| \leq 1$ for all $z \in \partial S_1$.

By Theorem 4.2.3, using the sequence $g_n(z) = e^{\frac{z^2}{2}}$, we have that

$$\left|f(z x_1 + (1-z) x_2 + iy) \left(\sup_{y \in \mathbb{R}^n} |f(x_1 + iy)|\right)^{-z} \left(\sup_{y \in \mathbb{R}^n} |f(x_2 + iy)|\right)^{z-1}\right| = |\widehat{f}_{x_1,x_2}(z)| \leq 1.$$

Taking the supremum over $\bar{y}$ we have the desired result.

It remains to prove the inequality when $x_1, x_2 \in \overline{C}$. In order to prove that, let $(x^n_j)_{n \in \mathbb{N}} \subset S$ be sequences such that $x^n_j \to x_j$, $j = 1, 2$. 
Applying what we have just showed to each of the functions \( f_m(z) = f(z) \exp \left( \sum_{k=1}^{n} \frac{z_k^2}{m} \right) \), we obtain
\[
\left| (f_m(x_1^n, x_2^n)(z)) \right| \leq \exp \left( \sum_{k=1}^{n} \frac{z_k^2}{m} \right) \text{ for every } z \in S_1, \text{ since } x_1^n, x_2^n \in S \text{ for all } n \in \mathbb{N}.
\]

Notice that the exponential decay with \( \text{Im}(z_k) \) assures that the convergence of \( f_m(x_j^n + iy) \) to \( f_m(x_j + iy) \) is uniform in \( y \), \( i.e., \)
\[
\sup_{y \in \mathbb{R}} |f_m(x_j^n + iy)| \xrightarrow{n \to \infty} \sup_{y \in \mathbb{R}} |f_m(x_j + iy)|.
\]

Thus, for every \( z \in S_1 \),
\[
\left| (f_m)^{\tilde{y}}_{x_1,x_2}(z) \right| = \lim_{n \to \infty} \left| (f_m)^{\tilde{y}}_{x_1^n,x_2^n}(z) \right| \leq \exp \left( \sum_{k=1}^{n} \frac{z_k^2}{m} \right)
\]

Finally,
\[
|\tilde{f}^{y,m}_{x_1,x_2}(z)| = \lim_{m \to \infty} \left| (f_m)^{\tilde{y}}_{x_1,x_2}(z) \right| \leq \lim_{m \to \infty} \exp \left( \sum_{k=1}^{n} \frac{z_k^2}{m} \right) = 1 \text{ } \forall z \in S_1.
\]

**Lemma 4.2.5.** Let \( \mathfrak{M} \) be a von Neumann algebra, \( \tau \) a normal faithful semifinite trace on \( \mathfrak{M} \), \( A \in \mathfrak{M} \) and \( B \in \mathfrak{M}_\tau \). Then
\[
|\tau(AB)| \leq \tau(|AB|) \leq \|A\|\tau(|B|).
\]

**Proof.** First, let's prove the lemma in the case \( A, B \in \mathfrak{M}_\tau^+ \).

Let \( D = \sqrt{\|A\|} \mathbb{1} - A \), then
\[
0 \leq \left( DB^{\frac{1}{2}} \right)^* \left( DB^{\frac{1}{2}} \right) = B^{\frac{1}{2}} (\|A\| \mathbb{1} - A) B^{\frac{1}{2}}.
\]

Now, from the trace positivity, it follows that
\[
0 \leq \tau \left( B^{\frac{1}{2}} (\|A\| \mathbb{1} - A) B^{\frac{1}{2}} \right) = \|A\|\tau(B) - \tau \left( B^{\frac{1}{2}} AB^{\frac{1}{2}} \right) = \|A\|\tau(B) - \tau(AB).
\]
For the general statement, let $A = u|A|$ and $B = v|B|$ be the polar decomposition of $A$ and $B$. Using the Cauchy-Schwarz inequality, we obtain

$$|\tau(AB)|^2 = |\tau(u|A|v|B|)|^2$$

$$\leq \tau\left(\left(|B|^\frac{1}{2} u|A|^\frac{1}{2}\right)^* \left(|A|^\frac{1}{2} v|B|^\frac{1}{2}\right)\right) \tau\left(\left(|A|^\frac{1}{2} v|B|^\frac{1}{2}\right)^* \left(|A|^\frac{1}{2} v|B|^\frac{1}{2}\right)\right)$$

$$= \tau\left(|A|^\frac{1}{2} u^*|B|u|A|^\frac{1}{2}\right) \tau\left(|B|^\frac{1}{2} v^*|A|v|B|^\frac{1}{2}\right)$$

$$= \tau(|B|u|A|u^*) \tau(|A|v|B|v^*)$$

$$= \tau(|B||A^*|) \tau(|A||B^*|).$$

Now, from the first part of the proof that holds for positive operators, we conclude that, for all $A \in \mathfrak{M}$ and $B \in \mathfrak{M}_\tau$,

$$|\tau(AB)|^2 \leq \tau(|B||A^*|) \tau(|A||B^*|) \leq \|A^*\|\tau(|B|)\|A\|\tau(|B^*|) = \|A\|^2 \tau(|B|)^2.$$

□

Let us start using what we have just presented to prove the aforementioned important inequalities and then define the noncommutative $L_p$-spaces. We refer to [58] for this proof and [46] for further reading.

**Theorem 4.2.6 (Hölder’s Inequality).** Let $\mathfrak{M}$ be a von Neumann algebra and $\tau$ a normal faithful semifinite trace in $\mathfrak{M}$. Let also $A, B \in \mathfrak{M}$ and $p, q > 1$ such that $\frac{1}{p} + \frac{1}{q} = 1$, then

$$\tau(|A|)^{\frac{1}{p}} \tau(|B|)^{\frac{1}{q}} \leq \tau(|A|^p|B|^q)^{\frac{1}{p}}.$$

**Proof.** First, note that if $\tau(|A|^p) = 0$, $\tau(|A|^p) = \infty$, $\tau(|B|^q) = 0$, or $\tau(|B|^q) = \infty$ the inequality is trivial.

On the other hand, if $0 < \tau(|A|^p), \tau(|B|^q) < \infty$, we are able to define, for every $n \in \mathbb{N}$,

$$|A|_n^p = \frac{1}{\tau(|A|^p)} \int_{\lambda \in \mathbb{R}^+} \|A\|^p dE_\lambda^{[A]}$$

and

$$|B|_n^q = \frac{1}{\tau(|B|^q)} \int_{\lambda \in \mathbb{R}^+} \|B\|^q dE_\lambda^{[B]},$$

where $\{E_\lambda^{[A]}\}_{\lambda \in \mathbb{R}^+}$ and $\{E_\lambda^{[B]}\}_{\lambda \in \mathbb{R}^+}$ are the spectral resolutions of $|A|$ and $|B|$, respectively. These definitions guarantee that $|A|_n^p \to \frac{|A|^p}{\tau(|A|^p)}$ and $|B|_n^q \to \frac{|B|^q}{\tau(|B|^q)}$. 


monotonically in the SOT. In addition, the positivity of the trace gives us that \( \tau(|A|_n^p), \tau(|B|_n^q) \leq 1 \).

Let \( A = u |A|, B = v |B| \) and \( AB = w |AB| \) be the respective polar decompositions of these operators. Since, for every \( \varepsilon > 0, \sigma (\varepsilon 1 + |A|), \sigma (\varepsilon 1 + |B|) \subset [\varepsilon, \infty) \), we can define a function \( f_n : \mathbb{C} \to \mathbb{C} \) by

\[
\begin{align*}
  f_n(z) &= \tau \left( w^* u (|A|_n^p)^z v (|B|_n^q)^{(1-z)} \right) \\
  &= \tau \left( (|B|_n^q)^{-z} w^* u (|A|_n^p)^z v |B|_n^q \right).
\end{align*}
\]

To see that this function is entire analytic, notice that there exists \( A_n \in \mathbb{H} \) such that

\[
(|B|_n^q)^{-z} |B|_n w^* u (|A|_n^p)^z v = \sum_{j=1}^{\infty} C_j z^j,
\]

which can be obtained simply as a Taylor series. It follows from Lemma 4.2.5 that, for any \( \varepsilon > 0 \), there exists \( N \in \mathbb{N} \) large enough such that

\[
\left| f_n(z) - \sum_{j=1}^{N} \tau(C_j |B|_n^q) z^j \right| = \tau \left( (|B|_n^q)^{-z} |B|_n w^* u (|A|_n^p)^z v - \sum_{j=1}^{N} C_j z^j \right) |B|_n^q \\
\leq \left\| (|B|_n^q)^{-z} |B|_n w^* u (|A|_n^p)^z v - \sum_{j=1}^{N} C_j z^j \right\| \tau(|B|_n^q) \\
< \varepsilon.
\]

These function \( f_n \) are also bounded in the strip \( \{ z \in \mathbb{C} \mid 0 \leq \text{Re}(z) \leq 1 \} \), because

\[
|f_n(z)| \leq \left\| (|B|_n^q)^{-z} w^* u (|A|_n^p)^z v \right\| \tau(|B|_n^q) \\
\leq \| |B|_n^q \|^{-\text{Re}(z)} \| |A|_n^p \|^{\text{Re}(z)} \tau(|B|_n^q) \\
\leq \max \left\{ 1, \| |B|_n^q \|^{-1} \right\} \max \left\{ 1, \| |A|_n^p \| \right\} \tau(|B|_n^q).
\]
By the Three-Line Theorem\(^4\),

\[
|f_n \left( \frac{1}{p} \right)| \leq \sup_{y \in \mathbb{R}} |f_n(1 + iy)|^{\frac{1}{q}} \sup_{y \in \mathbb{R}} |f_n(0 + iy)|^{\frac{1}{q}} \\
= \sup_{y \in \mathbb{R}} |\tau(w^* u(|A|_n^p)^{1+iy} v(|B|_n^q)^{-iy})|^{\frac{1}{q}} \sup_{y \in \mathbb{R}} |\tau(w^* u(|A|_n^p)^{iy} v(|B|_n^q)^{1-iy})|^{\frac{1}{q}} \\
\leq \sup_{y \in \mathbb{R}} |\tau(|A|_n^p)|^{\frac{1}{p}} \sup_{y \in \mathbb{R}} |\tau(|B|_n^q)|^{\frac{1}{q}} \\
= \tau(|A|_n^p)^{\frac{1}{p}} \tau(|B|_n^q)^{\frac{1}{q}}.
\]

Then

\[
\tau(|AB|) = \lim_{n \to \infty} f_n \left( \frac{1}{p} \right) \\
\leq \lim_{n \to \infty} \tau(|A|_n^p)^{\frac{1}{p}} \tau(|B|_n^q)^{\frac{1}{q}} \\
= \tau(|A|^p)^{\frac{1}{p}} \tau(|B|^q)^{\frac{1}{q}}.
\]

We can generalise the Hölder inequality using Theorem 4.2.4 as it follows. Although it is basically a repetition of the argument in [58] with minor modifications to use the multi-variable Three-Line Theorem, this proof was unknown by the author.

**Theorem 4.2.7 (Hölder Inequality).** Let \( \mathfrak{M} \) be a von Neumann algebra and \( \tau \) a normal faithful semifinite trace in \( \mathfrak{M} \). Let also \( A_i \in \mathfrak{M}, i = 1, \ldots, k \) and \( \sum_{i=1}^{k} p_i > 1 \) such that \( \sum_{i=1}^{k} \frac{1}{p_i} = 1 \), then

\[
\tau \left( \prod_{i=1}^{k} A_i \right) \leq \prod_{i=1}^{k} \tau(|A_i|^{p_i})^{\frac{1}{p_i}}.
\]

**Proof.** Let \( A_i = u_i|A_i| \) and \( \prod_{i=1}^{k} A_i = w \prod_{i=1}^{k} A_i \) be the respective polar decompositions of these operators. Following the same steps of the previous proof we can define the analytic function

\[^4\text{There is a confusion concerning the name of this result. It is known as Doetsch’s three-line theorem, Hadamard’s three-line theorem or the Phragmén-Lindelöf Principle. The confusion occurs because it is a variant of the three-circle theorem due to Hadamard and a consequence of Phragmén-Lindelöf’s maximum principle, but it was published by Doetsch before Hadamard’s result.}\]
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\[ f_n(z_1, \ldots, z_{k-1}) = \tau \left( w^* u_1 (|A_1|_{p_1})^{z_1} \cdots u_k (|A_k|_{p_k})^{z_{k-1}} (|A_k|_{p_k})^{1-\sum_{i=1}^{k-1} z_i} \right) \]

\[ = \tau \left( (|A_k|_{p_k})^{-\sum_{i=1}^{k-1} z_i} w^* u_1 (|A_1|_{p_1})^{z_1} \cdots u_k (|A_k|_{p_k})^{z_{k-1}} |A_k|_{p_k} \right), \]

where \(|A_i|_{p_i}^p = \frac{1}{\tau(|A_i|_{p_i})} \int_{\mathbb{R}^{A_i}} \lambda^p dE_{\lambda}^{A_i}, \quad i = 1, \ldots, k.\]

This function is bounded in the region

\[ \mathcal{B} = \left\{ (z_1, \ldots, z_{k-1}) \in \mathbb{C}^k \mid \Re(z_i) \geq 0, \ i = 1, \ldots, k-1, \ \sum_{i=1}^{k-1} \Re(z_i) \leq 1 \right\}. \]

Using now Theorem 4.2.4 we have that

\[ g(y_1, \ldots, y_{k-1}) = \log \left( \sup_{x_1, \ldots, x_{k-1} \in \mathbb{R}} |f_n(x_1 + iy_1, \ldots, x_{k-1} + iy_{k-1})| \right) \]

is a jointly convex function.

This leads to an equivalent result of the one we had in Theorem 4.2.6, namely

\[ \left| f_n \left( \frac{1}{p_1}, \ldots, \frac{1}{p_{k-1}} \right) \right| \leq \prod_{i=1}^{k} \tau \left( |A_i|_{p_i} \right)^\frac{1}{p_i} \]

\[ \times \left( \sup_{y_1, \ldots, y_{k-1} \in \mathbb{R}} f_n(i y_1, i y_2, \ldots, i y_{k-1}) \right)^\frac{1}{p_{k-1}} \times \]

\[ \times \left( \sup_{y_1, \ldots, y_{k-1} \in \mathbb{R}} f_n(i y_1, i y_2, \ldots, 1 + i y_{k-1}) \right)^\frac{1}{p_k} \]

\[ \leq \prod_{i=1}^{k} \tau \left( |A_i|_{p_i} \right)^\frac{1}{p_i}. \]

Then

\[ \tau(|AB|) = \lim_{n \to \infty} f_n \left( \frac{1}{p_1}, \ldots, \frac{1}{p_{k-1}} \right) \]

\[ \leq \lim_{n \to \infty} \prod_{i=1}^{k} \tau \left( |A_i|_{p_i} \right)^\frac{1}{p_i} \]

\[ = \prod_{i=1}^{k} \tau \left( |A_i|_{p_i} \right)^\frac{1}{p_i}. \]
The reader should keep in mind that Hölder’s inequality is a very interesting result to us, since it says something regarding the trace of a product and this is the case in Dyson’s series. Nevertheless, it is used in the proof of the Minkowski Inequality which is imperative to define a normed vector space.

**Theorem 4.2.8** (Minkowski’s Inequality). Let $\mathcal{M}$ be a von Neumann algebra, $\tau$ a normal faithful semifinite trace in $\mathcal{M}$, and $p, q > 1$ such that $\frac{1}{p} + \frac{1}{q} = 1$. Then

(i) for every $A \in \mathcal{M}$, $\tau(|A|^p)^{\frac{1}{p}} = \sup \{|\tau(AB)| \mid B \in \mathcal{M}, \tau(|B|^q) \leq 1\}$;

(ii) for every $A, B \in \mathcal{M}$, $\|A + B\|_p \leq \|A\|_p + \|B\|_p$.

**Proof.** By Hölder’s inequality, for all $B \in \mathcal{M}$ such that $\tau(|B|^q) \leq 1$,

$$|\tau(AB)| \leq \tau(|AB|) \leq \tau(|A|^p)^{\frac{1}{p}} \tau(|B|^q)^{\frac{1}{q}} \leq \tau(|A|^p)^{\frac{1}{p}}.$$

On the other hand, if $\tau(|A|^p) < \infty$, let $A = u|A|$ be the polar decomposition of $A$ and define $B = \frac{|A|^p - u^*}{\tau(|A|^p)^{\frac{1}{p}}}$. Then

$$|B|^2 = B^*B = \frac{u|A|^{2p-2}u^*}{\tau(|A|^p)^{2p-2}} \Rightarrow \tau(|B|^r) = \tau \left( \frac{u|A|^{(p-1)q}u^*}{\tau(|A|^p)^{(p-1)q}p} \right) = 1.$$

Moreover, $\tau(AB) = \frac{\tau(u|A|^pu^*)}{\tau(|A|^p)^{p-1}p} = \tau(|A|^p)^{\frac{1}{p}}$.

In case $\tau(|A|^p) = \infty$, we use semifiniteness and normality to take an increasing sequence of operators $(A_n)_{n \in \mathbb{N}} \subset \mathcal{M}_\tau$ converging to $A$ and apply the recently proved result to this sequence.

Together, Theorem 4.2.7 and Theorem 4.2.8 provide us with another another generalization of Hölder’s inequality. This inequality is obvious in the commutative case, but not in the noncommutative case.

**Corollary 4.2.9** (Hölder Inequality). Let $\mathcal{M}$ be a von Neumann algebra and $\tau$ a normal faithful semifinite trace in $\mathcal{M}$, let also $A, B \in \mathcal{M}$ and $p, q > 1$ such that $\frac{1}{p} + \frac{1}{q} = \frac{1}{r}$, then

$$\tau(|AB|^r)^{\frac{1}{r}} \leq \tau(|A|^p)^{\frac{1}{p}} \tau(|B|^q)^{\frac{1}{q}}.$$

Proof. Let $s > 1$ such that $\frac{1}{p} + \frac{1}{s} = 1$, then $\frac{1}{p} + 1q + (1-1r) = \frac{1}{p} + 1q + 1s = 1$. Hence using $(i)$ in Theorem 4.2.8 and Theorem 4.2.7, we get

\[
\tau(|AB|^p)^{\frac{1}{p}} = \sup \{\tau(ABC) \mid C \in \mathcal{M}, \tau(|C|^s) \leq 1\}
\leq \sup \left\{ \tau(|A|^p)^{\frac{1}{p}} \tau(|B|^q)^{\frac{1}{q}} \tau(|C|^s)^{\frac{1}{s}} \mid C \in \mathcal{M}, \tau(|C|^s) \leq 1 \right\}
\leq \tau(|A|^p)^{\frac{1}{p}} \tau(|B|^q)^{\frac{1}{q}}.
\]

Definition 4.2.10. Let $\mathcal{M}$ be a von Neumann algebra and $\tau$ a normal, faithful and semifinite trace on $\mathcal{M}$. We define the noncommutative $L_p$-space, denoted by $L_p(\mathcal{M},\tau)$, as the completion of

\[
\{ A \in \mathcal{M} \mid \tau(|A|^p) < \infty \}
\]

with respect to the norm $\|A\|_p = \tau(|A|^p)^{\frac{1}{p}}$.

We also set $L_\infty(\mathcal{M},\tau) = \mathcal{M}$ with $\|A\|_\infty = \|A\|$.

Now, it is easy to see that, for $p, q \geq 1$ Hölder conjugated, the Hölder and Minkowski inequalities can be extended to the whole space $L_p(\mathcal{M},\tau)$ through an argument of density and normality of the trace. With this definition, Theorem 4.2.5 and Theorem 4.2.6, and Theorem 4.2.8 can be expressed as

\[
\|AB\|_1 \leq \|A\|_p \|B\|_q,
\]

\[
\|A + B\|_p \leq \|A\|_p + \|B\|_p.
\]

and this last equality is a triangular inequality for $\|\cdot\|_p$. It is important to notice that faithfulness guarantees $\|A\|_p = 0 \Rightarrow A = 0$, however semifiniteness was used only at the very end of Theorem 4.2.8 and it is completely irrelevant when talking about noncommutative $L_p$-spaces, since the trace is never infinity on these operators.

It is not our intention in this text to discuss this subject, but notice that if $\tau$ is not semifinite, we can define the noncommutative $L_p$ space to a "small" algebra $\mathcal{M}_\tau^{SOT}$.

Theorem 4.2.11. Let $p, q \geq 1$ such that $\frac{1}{p} + \frac{1}{q} = 1$. Then the function below is an isometric isomorphism:

\[
\Xi: L_p(\mathcal{M},\tau) \rightarrow L_q(\mathcal{M},\tau)^*
\]

\[
A \mapsto \tau_A: L_q(\mathcal{M},\tau) \rightarrow \mathbb{C}
\]

\[
B \mapsto \tau(AB).
\]
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**Proof.** First note that, $\Xi$ is well defined. In fact, it follows by Hölder’s inequality that $\tau_A$ belongs to $L_q(\mathcal{M}, \tau)^\ast$.

From Theorem 4.2.8 (i), it becomes obvious that $\Xi$ is a linear isometric injection. It remains to prove surjection.

Let $\phi \in L_q(\mathcal{M}, \tau)^\ast$. Then the restriction $\phi|_{L_q(\mathcal{M}, \tau)\cap \mathcal{M}^+}$ can be extended to a normal semifinite weight on $\mathcal{M}$. By Theorem 3.5.21, there exists an operator $H \eta \mathcal{M}$ such that $\phi(A) = \tau(HA)$ for all $A \in L_q(\mathcal{M}, \tau)\cap \mathcal{M}$, and since $\phi$ is $\| \cdot \|$-continuous and $L_q(\mathcal{M}, \tau)\cap \mathcal{M}^\|_q = L_q(\mathcal{M}, \tau)$, we have $\phi(A) = \tau(HA)$ for all $A \in L_q(\mathcal{M}, \tau)$.

Finally, 

$$
\tau(|H|^p)^{\frac{1}{p}} = \sup \{ |\tau(HA)| \mid A \in \mathcal{M}, \tau(|A|^q) \leq 1 \} = \sup \{ |\phi(A)| \mid A \in \mathcal{M}, \tau(|A|^q) \leq 1 \} = \|\phi\|.
$$

This last result is the famous identification $L_p(\mathcal{M}, \tau)^\ast = L_q(\mathcal{M}, \tau)^\ast$ where $p, q > 1$ are Hölder conjugated.

### 4.3 The Haagerup Noncommutative $L_p$-spaces

The last two sections of this text will be devoted to two different generalizations of $L_p$-spaces for arbitrary von Neumann algebras, one due to Haagerup and another due to Araki and Masuda.

Hitherto we have been as detailed as possible, but henceforth the purpose of the text will be slightly different: sketching how to construct a generalized $L_p$-space. Terp’s notes, [71], cover basically all that will be presented here.

We start this chapter noticing that, given a von Neumann algebra $\mathcal{M}$, the set $\text{Aut}(\mathcal{M})$ becomes a topological group with respect to the topology generated by the family

$$
\{ U(\alpha; \omega_1, \ldots, \omega_n) \mid \alpha \in \text{Aut}(\mathcal{M}), \ n \in \mathbb{N}, \ \omega_i \in \mathcal{M}_+, \ i = 1, \ldots, n \},
$$

where

$$
U(\alpha; \omega_1, \ldots, \omega_n) = \left\{ \beta \in \text{Aut}(\mathcal{M}) \mid \left\| \omega_i \circ \alpha - \omega_i \circ \beta \right\| < 1, \ \left\| \omega_i \circ \alpha^{-1} - \omega_i \circ \beta^{-1} \right\| < 1, \ i = 1, \ldots, n \right\}.
$$
Definition 4.3.1. A von Neumann covariant system consists of a triplet \((\mathcal{M}, G, \alpha)\) where \(\mathcal{M}\) is a von Neumann algebra, \(G\) is a locally compact group and \(\alpha\) a continuous homomorphism of \(G\) into \(\text{Aut}(\mathcal{M})\) (i.e., an action of \(G\) on \(\mathcal{M}\)).

Consider the covariant system \((\mathcal{M}, G, \alpha)\) and let \(\pi : \mathcal{M} \to B(\mathcal{H})\) be a normal representation. Consider the representations \(\pi \alpha\) of \(\mathcal{M}\) and \(\lambda\) of \(G\) both in \(L^2(G, \mathcal{M})\) defined by

\[
(\pi \alpha(A)(f))(t) = \alpha^{-1}(t)A f(t), \quad A \in \mathcal{M}, \quad t \in G,
\]

\[
(\lambda(g)f)(t) = f(g^{-1}t), \quad g \in G, \quad t \in G.
\]

Definition 4.3.2. Let \((\mathcal{M}, G, \alpha)\) be a covariant system and \(\pi : \mathcal{M} \to B(\mathcal{H})\) a normal representation. We define the crossed product \(\mathcal{M} \rtimes \alpha G\) as the von Neumann algebra generated by \(\pi \alpha(\mathcal{M}) \cup \lambda(G)\).

Form more details in the theory of crossed products, we refer to [49] and [70].

Let’s fix a normal faithful semifinite weight \(\varphi_0\) and denote by \(\{\sigma_{\varphi_0} t\}_{t \in \mathbb{R}}\) the modular automorphism group related to \(\varphi_0\).

Now, we will make a change in notation and denote \(\mathcal{M} \rtimes \{\sigma_{\varphi_0} t\}_{t \in \mathbb{R}}\) the modular automorphism group related to \(\varphi_0\).

The next question we are interested in answering is: how are the weights in the crossed product related to the weights in \(\pi \alpha(\mathcal{M})\)?

In order to answer this question we need the following definitions:

Definition 4.3.3. Let \(\mathcal{M}\) be a von Neumann algebra, the extended positive part \(\hat{\mathcal{M}}^+\) of this algebra is defined to be the set of all maps \(m : \mathcal{M}^+_* \to \mathbb{R}^+\) satisfying the following conditions:

(i) \(m(\lambda \phi) = \lambda m(\phi), \forall \phi \in \mathcal{M}^+_*\) and \(\forall \lambda \geq 0\);

(ii) \(m(\phi + \psi) = m(\phi) + m(\psi), \forall \phi, \psi \in \mathcal{M}^+_*\);

(iii) \(m\) is lower semicontinuous.

It is easy to see that \(\mathcal{M}^+_*\) can be seen as a subset of \(\hat{\mathcal{M}}^+_*\).

Definition 4.3.4 (Operator Valued Weight). Let \(\mathcal{M}_1, \mathcal{M}_2\) be von Neumann algebras, \(\mathcal{M}_2 \subset \mathcal{M}_1\), an operator \(T : \mathcal{M}_1^+ \to \mathcal{M}_2^+\) is said to be an operator valued weight if it satisfies the following conditions:
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(i) $T(\lambda A) = \lambda m(A)$, $\forall A \in \mathcal{M}_1^+$ and $\forall \lambda \geq 0$;

(ii) $T(A + B) = T(A) + T(B)$, $\forall A, B \in \mathcal{M}_1^+$;

(iii) $T(B^* AB) = B^* T(A) B$, $\forall A \in \mathcal{M}_1^+$ and $\forall B \in \mathcal{M}_2$.

In addition, we say that $T$ is normal if $T(A_i) \to T(A)$, for every increasing net $(A_i)_{i \in I}$ such that $A_i \to A$.

Consider the dual action $\theta$ of $\mathbb{R}$ in $\mathcal{M} \rtimes \{\sigma_t \phi^0 \}_{t \in \mathbb{R}}$, characterized by

\[
\theta_s A = A, \quad A \in \pi_\alpha(\mathcal{M}),
\]

\[
\theta_s \lambda(t) = e^{-ist} \lambda(t), \quad t \in \mathbb{R}.
\]

We have the following characterization:

$$\pi_\alpha(\mathcal{M}) = \left\{ A \in \mathcal{M} \rtimes \{\sigma_t \phi^0 \} \mid \theta_t A = A \forall t \in \mathbb{R} \right\}.$$

**Lemma 4.3.5.** Let $\mathcal{M}$ be a von Neumann algebra. The following properties hold for the operator $T : (\mathcal{M} \rtimes \{\sigma_t \phi^0 \})_+ \to \mathcal{M}_+$, given by

$$TA = \int_{-\infty}^{\infty} \theta_t(A) dt, \quad A \in (\mathcal{M} \rtimes \{\sigma_t \phi^0 \})_+,$$

and characterized by

$$(\phi, TA) = \int_{-\infty}^{\infty} \phi \circ \theta_t(A) dt, \quad \forall \phi \in \mathcal{M}_\phi^+:$$

(i) $T$ is a normal faithful semifinite operator valued weight;

(ii) There exists a unique normal faithful semifinite trace $\tau$ on $\mathcal{M} \rtimes \{\sigma_t \phi^0 \}$ such that 

$$(D\phi \circ T : D\tau)_t = \lambda(t) \text{ for all } t \in \mathbb{R};$$

(iii) The trace $\tau$ satisfies $\tau \circ \theta_t = e^{-t}\tau$ for all $t \in \mathbb{R}$.

The last result was enunciated as a lemma because so it was called in the original paper [28], and because it is a preliminary result which will be used to prove the following theorem, giving us the answer to a question stated earlier.

It is quite curious that there exists a trace in the crossed product with such good properties. One may think it is enough to consider the Segal-Dixmier construction for such a trace, but it is not the case and this problem recalls the question aforementioned of identifying the relation between the weighs on the two algebras.
Theorem 4.3.6. Let $M_1, M_2$ be von Neumann algebras, $M_2 \subset M_1$, and let $\phi$ and $\psi$ be normal faithful semifinite weights in $M_1$ and $M_2$, respectively. Then, there exists a unique operator valued weight $S$ from $M_1$ to $M_2$ such that $\phi = \psi \circ S$.

Now, for each normal weight $\phi$ on $\pi_\alpha(M)$ consider the extension $\hat{\phi}$ of this weight on $M \rtimes \{\sigma_t^{\phi_0}\}^+$ given in the following proposition:

Proposition 4.3.7. Any normal weight $\phi$ on a von Neumann algebra $M$ has a unique extension $\hat{\phi}$ to $\hat{M}^+$ satisfying:

(i) $\phi(\lambda m) = \lambda \phi(m)$ for all $\lambda > 0$ and for all $m \in \hat{M}^+$;
(ii) $\phi(m + n) = \phi(m) + \phi(n)$ for all $m, n \in \hat{M}^+$;
(iii) For every increasing net $(m_i)_{i \in I}$ such that $m_i \to m \in \hat{M}^+$, we have $\phi(m_i) \to \phi(m)$.

Using this extension, we can define a normal weight on $M \rtimes \{\sigma_t^{\phi_0}\}$ by $\tilde{\phi} = \hat{\phi} \circ T$;

it is called the dual weight of $\phi$.

Lemma 4.3.8. The mapping $\phi \mapsto \tilde{\phi}$ is a bijection of the set of all normal semifinite weights on $\pi_\alpha(M)$ onto the set of all normal semifinite weights $\psi$ on $M \rtimes \{\sigma_t^{\phi_0}\}$ satisfying $\psi \circ \theta_t = \psi \quad \forall t \in \mathbb{R}$.

Let $\tau$ be the unique trace described in 4.3.5 (ii) and let us look at the map $H \mapsto \tau(H \cdot)$.

Lemma 4.3.9. The mapping $H \mapsto \tau(H \cdot)$ is a bijection of the set of all normal semifinite weights on $M \rtimes \{\sigma_t^{\phi_0}\}$ onto the set of all normal semifinite weights $\psi$ on $M \rtimes \{\sigma_t^{\phi_0}\}$.

Definition 4.3.10. For each normal weight $\phi$ on $M$ we define $H_\phi$ as the unique element of $\hat{N}^+$ such that $\tilde{\phi} = \tau(H_\phi \cdot)$.

Proposition 4.3.11. The mapping $\phi \mapsto H_\phi$ is a bijection of the set of all normal semifinite weights on $M$ onto the set of all positive self-adjoint operators $H$ affiliated with $M \rtimes \{\sigma_t^{\phi_0}\}$ satisfying $\theta_t H = e^{-t} H$. 
We started this chapter looking at operators affiliated with some von Neumann algebra in order to define measurable operators with respect to a normal faithful semifinite trace. A natural question now is what happens if we look at the $\tau$-measurable operators?

**Lemma 4.3.12.** Let $\phi$ be a normal semifinite weight on $\mathcal{M}$ and let $\{E^{H_\phi}_\lambda\}_{\lambda \in \mathbb{R}^+}$ be the spectral resolution of the positive operator $H_\phi$. Then

$$\tau \left( E^{H_\phi}_\lambda \right) = \frac{1}{\lambda} \phi(1).$$

**Corollary 4.3.13.** Let $\phi$ be a normal semifinite weight on $\mathcal{M}$. Then $H_\phi$ is $\tau$-measurable if $\phi \in \mathcal{M}_\star$.

**Theorem 4.3.14.** The mapping $\phi \mapsto H_\phi$ extends to a linear bijection of $\mathcal{M}_\star$ onto

$$\left\{ H \in \left( \mathcal{M} \rtimes \{ \sigma^{\phi_0}_t \} \right)_\tau \middle| \theta_t H = e^{-\frac{\mu}{2}} H, \forall t \in \mathbb{R} \right\}.$$

The previous theorem suggests the following definition:

**Definition 4.3.15 (Haagerup’s $L_p$-spaces).** Let $\mathcal{M}$ be a von Neumann algebra, $\phi_0$ a normal faithful semifinite weight on $\mathcal{M}$ and $1 \leq p \leq \infty$, we define

$$L_p(\mathcal{M}) = \left\{ H \in \left( \mathcal{M} \rtimes \{ \sigma^{\phi_0}_t \} \right)_\tau \middle| \theta_t H = e^{-\frac{\mu}{2}} H, \forall t \in \mathbb{R} \right\}.$$

A first important and non trivial comment is that this construction is independent of the choice of $\phi_0$.

In addition, by Theorem 4.3.14, $L^1(\mathcal{M}) = \mathcal{M}_\star$ and one can prove that $L^\infty(\mathcal{M}) = \mathcal{M}$.

Of course, much more is expected of a vector space to call it a $L_p$-space. Some of them will be enunciated below.

**Proposition 4.3.16.** Let $1 \leq p < \infty$ and let $A$ be a closed densely defined operator affiliated with $\mathcal{M} \rtimes \{ \sigma^{\phi_0}_t \}$, $A = u|A|$ its polar decomposition. Then

$$A \in L_p(\mathcal{M}) \iff u \in \mathcal{M} \text{ and } |A|^p \in L^1(\mathcal{M}).$$

**Definition 4.3.17.** Consider the function given by $\text{tr}(H_\phi) = \phi(1)$, $\phi \in \mathcal{M}_\star$. Define

$$\|A\|_p = \text{tr} \left( |A|^p \right)^{\frac{1}{p}}, \quad A \in L_p(\mathcal{M}).$$
Theorem 4.3.18 (Hölder and Minkowski’s Inequalities). Let $\mathcal{M}$ be a von Neumann algebra and $p, q > 1$ such that $\frac{1}{p} + \frac{1}{q} = 1$. Then

(i) $\|AB\|_1 \leq \|A\|_p \|B\|_q$, for all $A \in L^p(\mathcal{M})$ and for all $B \in L^q(\mathcal{M})$;

(ii) $\|A\|_p = \sup \{|tr(AB)| \mid B \in L_q(\mathcal{M}), \|B\|_q \leq 1\}$;

(iii) $\|A + B\|_p \leq \|A\|_p + \|B\|_p$, for all $A, B \in L^p(\mathcal{M})$.

Proposition 4.3.19.

(i) The function $\|\cdot\|_p : L_p(\mathcal{M}) \to \mathbb{R}_+$ is a norm and $(L_p(\mathcal{M}), \|\cdot\|_p)$ is a Banach space;

(ii) the topology induced on $L_p(\mathcal{M})$ as a subspace of $(\mathcal{M} \times \{\sigma_\phi^0\})_\tau$ coincides with the $\|\cdot\|_p$-topology;

(iii) let $p, q \geq 1$ such that $\frac{1}{p} + \frac{1}{q} = 1$, then $L_p(\mathcal{M})$ and $L_q(\mathcal{M})$ form a dual pair with respect to the bilinear form

$$\langle \cdot, \cdot \rangle : L_p(\mathcal{M}) \times L_q(\mathcal{M}) \to \mathbb{C}$$

$$\langle A, B \rangle \mapsto tr(AB).$$

The results stated above make Haagerup’s noncommutative $L_p$-spaces Banach spaces satisfying a duality relation for Hölder conjugated indices spaces.

We finish this section mentioning that, as always, traces come out in the construction and play a central role in the theory.

4.4 The Araki-Masuda Noncommutative $L_p$-Spaces

This section is devoted to present the definition of noncommutative $L_p$-spaces as suggested by Araki and Masuda in [7], through Tomita-Takesaki modular operator theory. The great advantage of this approach is that its construction is based on the Hilbert space.

Definition 4.4.1. Let $\mathcal{M}$ be a von Neumann algebra and $\Omega$ a cyclic and separating vector.

(i) for $1 \leq p \leq 2$, define $L_p(\mathcal{M}, \Omega)$ as the competition of $(\mathcal{H}, \|\cdot\|_p^\Omega)$, where

$$\|\xi\|_p^\Omega = \inf \left\{ \left\| \frac{1}{\Delta_{\Phi,\Omega}^{1/2}} \frac{1}{\Delta_{\Phi,\Omega}^{1/2}} \xi \right\| \mid \|\Phi\| = 1, s_{\mathcal{M}}(\Phi) \geq s_{\mathcal{M}}(\xi) \text{ and } \xi \in \mathcal{D}\left(\Delta_{\Phi,\Omega}^{1/2} \frac{1}{\Delta_{\Phi,\Omega}^{1/2}}\right) \right\}; \quad (4.2)$$
(ii) for \(2 \leq p \leq \infty\), define

\[
L^p(M, \Omega) = \left\{ \xi \in \bigcap_{\Phi \in \mathcal{H}} D\left(\Delta_{\Phi, \Omega}^{\frac{1}{p}}\right) \mid \|\xi\|^\Omega_p < \infty \right\}
\]

and the norm on this vector space by

\[
\|\xi\|^\Omega_p = \sup \left\{ \|\Delta_{\Phi, \Omega}^{\frac{1}{p}}\xi\| : \|\Phi\| = 1 \right\}.
\]

We are dealing with \(\|\cdot\|^\Omega_p\) as if it is a norm, which in fact it is stated in the next results.

**Lemma 4.4.2.** Let \(M\) be a von Neumann algebra, \(\phi_1, \psi_2\) and \(\psi\) weights and suppose that \(\phi_1 \leq \phi_2\), then \(\|\Delta_{\phi_2 \psi} \xi\| \leq \|\Delta_{\phi_1 \psi} \xi\|\) for any \(\xi \in D\left(\Delta_{\phi_1 \psi}\right) \cap D\left(\Delta_{\phi_2 \psi}\right)\).

**Proof.** For every \(A \in \mathcal{N}_{\phi_1}^* \cap \mathcal{N}_{\phi_2}^* \cap \mathcal{N}_\psi\) we have

\[
\|\Delta_{\phi_2 \psi} \eta_\psi(A)\| = \|\eta_\psi(A)\|
= \inf_{N \in \mathcal{N}_{\phi_2}} \|A + N\|
\leq \inf_{N \in \mathcal{N}_{\phi_1}} \|A + N\|
= \|\eta_{\phi_1}(A)\|
= \|\Delta_{\phi_1 \psi} \eta_\psi(A)\|.
\]

Using now that \(\mathcal{N}_{\phi_1}^* \cap \mathcal{N}_{\phi_2}^* \cap \mathcal{N}_\psi\) is dense in \(D\left(\Delta_{\phi_1 \psi}\right) \cap D\left(\Delta_{\phi_2 \psi}\right)\), the statement follows.

\[\square\]

**Proposition 4.4.3.** The function \(\|\cdot\|^\Omega_p\) defined in equation (4.2) is a norm for each \(1 \leq p < 2\) and (4.3) is a norm for \(2 \leq p < \infty\). Furthermore, \((L^p(M, \Omega), \|\cdot\|^\Omega_p)\) is a Banach space.

**Theorem 4.4.4.** Let \(1 \leq p, p' \leq \infty\) such that \(\frac{1}{p} + \frac{1}{p'} = 1\). Then \(L^p(M, \Omega) \times L^{p'}(M, \Omega)\) form a dual pair through the continuous sesquilinear form obtained extending

\[
L^p(M, \Omega) \cap \mathcal{H} \times L^{p'}(M, \Omega) \cap \mathcal{H} \ni (\xi, \xi') \mapsto \langle \xi, \xi' \rangle.
\]
In fact, not much seems to be known about the Araki-Masuda $L_p$-Spaces. After the original article, [7], that first presented the construction of these spaces, Masuda wrote a new one, [39], that extends the construction to weights.
The idea of extending Araki’s perturbation theory using noncommutative \( L_p \)-spaces was proposed by C. D. Jäkel and consist in a new approach to the problem. Now we start presenting the main results of this work. All that follows is entirely new.

It is quite clear that one of the key properties used in [4] and [60] to prove the convergence of the Dyson’s series, or in [1] to prove the convergence of the expansional\(^1\), is that \( \|A_1 \ldots A_n\| \leq \|A_1\| \ldots \|A_n\| \), which is one of the axioms of Banach algebras. Unfortunately, this property does not hold in noncommutative \( L_p \)-spaces, in fact, these are not even algebras under the induced multiplication. In particular, we have \( \|Q^n\| \leq \|Q\|^n \), but no similar property holds in noncommutative \( L_p \)-spaces.

We would like to reinforce that by a trace we mean a normal faithful semifinite trace in the text of this chapter.

**Proposition 5.1.1.** Let \( \mathcal{M} \) be a von Neumann algebra, \( \tau \) be a normal faithful semifinite trace on \( \mathcal{M} \), and \( A \in L_1(\mathcal{M}, \tau) \). There exists \( M > 0 \) such that \( \tau(|A|^n) \leq M^n \) for all \( n \in \mathbb{N} \), if, and only if, \( A \in \mathcal{M} \).

**Proof.** (\( \Rightarrow \)) Let’s prove the contrapositive. Suppose \( A \) is unbounded and let \( |A| = \int_0^\infty \lambda dE^{|A|}_\lambda \) be the spectral decomposition of \( |A| \).

For every \( K > M \), \( E_{(K, \infty)} \) is non-null, so \( \tau(E_{(K, \infty)}) > 0 \). Then,

\[
\tau(|A|^n) = \int_0^\infty \lambda^n \tau \left( dE^{|A|}_\lambda \right) \geq \int_K^\infty \lambda^n \tau \left( dE^{|A|}_\lambda \right) \geq K^n \tau \left( E_{[K, \infty]} \right).
\]

\(^1\)see Chapter 3.4.
Now, we already know that there exists $N \in \mathbb{N}$ large enough such that, for all $n \geq N$, $M^n < K^n \tau (E_{[K, \infty))$.  

$(\Leftarrow)$ The case $A = 0$ is trivial. Suppose $A \neq 0$ is bounded. Then

$\tau (|A|^n) = \tau (|A|^{n-1}|A|) \leq \| |A|^{n-1} \| \tau (|A|) = \| A \|^n \tau (|A|) \leq \left( \| A \| \max \left\{ 1, \frac{\tau (|A|)}{\| A \|} \right\} \right)^n$

$$
\square
$$

The next definition captures our intentions of having a convergent Dyson’s series. In this definition, one subtle difference is that the exponent cannot be passed out the trace, what is the $C^*$-condition for $p = \infty$. On the physical point of view, we do not want the high order terms in perturbation to affect our system to much, at least its integral.

**Definition 5.1.2.** Let $\mathcal{M}$ be a von Neumann algebra, $\tau$ be a normal faithful semifinite trace on $\mathcal{M}$, $1 \leq p \leq \infty$ and $0 < \lambda < \infty$. An operator $A \in L_p(\mathcal{M}, \tau)$ is said to be $(\tau, p, \lambda)$-exponentiable if

$$
\sum_{n=1}^{\infty} \frac{\lambda^n \| |A|^n \|_p}{n!} < \infty. \quad (5.1)
$$

Furthermore, an operator $A \in L_p(\mathcal{M}, \tau)$ is said to be $(\tau, p, \infty)$-exponentiable if

$$
\sum_{n=1}^{\infty} \frac{\lambda^n \| |A|^n \|_p}{n!} < \infty, \quad \forall \lambda \in \mathbb{R}_+. \quad (5.2)
$$

We denote

$$
\mathcal{E}_{p, \lambda}^\tau = \{ A \in L_p(\mathcal{M}, \tau) \mid A \text{ is } (\tau, p, \lambda)-\text{exponentiable} \}.
$$

Some properties can be seen directly from the definition. The first is that, if $\lambda \leq \lambda'$, then $\mathcal{E}_{p, \lambda}^\tau \subseteq \mathcal{E}_{p, \lambda'}^\tau$. Another very useful property that we will use to simplify our presentation is that

$$
\mathcal{E}_{p, \lambda}^\tau = \lambda \mathcal{E}_{p, 1}^\tau = \{ \lambda A \in L_p(\mathcal{M}) \mid A \in \mathcal{E}_{p, 1}^\tau \}.
$$
So, the only special case is $E_{p,\infty}^\tau$, for which we have $E_{p,\infty}^\tau = \bigcap_{\lambda \in \mathbb{R}_+} E_{p,\lambda}^\tau$. Hence, it is enough to study $E_{p,1}^\tau$ and $E_{p,\infty}^\tau$.

**Notation 5.1.3.** In order to simplify the notation, we will denote $E_{p,1}^\tau = E_p^\tau$ and call a $(\tau,p,\lambda)$-exponentiable operator just a $(\tau,p)$-exponentiable operator.

**Remark 5.1.4.** Notice that equation (5.1) can be written in many forms for $1 \leq p < \infty$

$$\sum_{n=1}^{\infty} \frac{\|A^n\|_p}{n!} = \sum_{n=1}^{\infty} \frac{\|A^n\|_{np}}{n!} = \sum_{n=1}^{\infty} \frac{\tau(|A|^{np})^{\frac{1}{p}}}{n!} < \infty.$$ 

We prefer equation (5.1) because it also includes the case $p = \infty$, for which

$$\sum_{n=1}^{\infty} \frac{\|A^n\|_\infty}{n!} \leq \sum_{n=1}^{\infty} \frac{\|A\|^{n}}{n!} = e\|A\| - 1 < \infty.$$ 

Hence, we have $E_{\infty}^\tau = \mathcal{M}$.

In order so simplify calculations in our examples and constructions, we prove the following lemma.

**Lemma 5.1.5.** Let $\mathcal{M}$ be a von Neumann algebra and $\tau$ a normal faithful semifinite trace on $\mathcal{M}$. Then $A \in E_p^\tau$ if

$$\sum_{n=1}^{\infty} \frac{1}{n!} \tau(|A|^{n p}) < \infty.$$ 

**Proof.** Define

$$N_+ = \{n \in \mathbb{N} \mid \tau(|A|^n) > 1\},$$

$$N_- = \{n \in \mathbb{N} \mid \tau(|A|^n) \leq 1\}.$$ 

It is clear that

$$\sum_{n=1}^{N} \frac{\|A\|^n_{np}}{n!} = \sum_{n=1}^{N} \frac{1}{n!} \tau(|A|^{np})^{\frac{1}{p}}$$

$$= \sum_{n \in N_+} \frac{1}{n!} \tau(|A|^n) + \sum_{n \in N_-} \frac{1}{n!} \tau(|A|^n) \left(\frac{1}{p}\right)$$

$$\leq \sum_{n=1}^{\infty} \frac{1}{n!} + \sum_{n=1}^{\infty} \frac{1}{n!} \tau(|A|^n).$$

$\Box$
The next step is to prove the set we just defined is big, in some sense, in \(L_p(\mathcal{M}, \tau)\).

**Proposition 5.1.6.** \(E^\tau_p\) and \(E^\tau_\infty\) are \(\|\cdot\|\)-dense in \(L_p(\mathcal{M}, \tau)\).

**Proof.** It is enough to prove \(E^\tau_p\) is dense \(\|\cdot\|\)-dense in \(L_p(\mathcal{M}, \tau)\). Let \(A \in L_p(\mathcal{M}, \tau)\) be a positive operator and let its spectral decomposition be \(A = \int_0^\infty \lambda dE_\lambda\). Define \(A_m = \int_0^m \lambda dE_\lambda\). Then, for all \(n \in \mathbb{N}\),

\[
\tau \left( (A^p_m)^n \right) = \int_0^m \lambda^{pn} \tau(dE_\lambda) \\
= \int_0^1 \lambda^{pn} \tau(dE_\lambda) + \int_1^m \lambda^{pn} \tau(dE_\lambda) \\
\leq \int_0^1 \lambda^{pn} \tau(dE_\lambda) + m^{p(n-1)} \int_1^m \lambda^{pn} \tau(dE_\lambda) \\
\leq m^{p(n-1)} \int_0^m \lambda^{pn} \tau(dE_\lambda) \\
= m^{p(n-1)} \tau(|A_m|^p)
\]

Hence \((A_m)_{m \in \mathbb{N}}\) is a sequence of \((\tau, p, \infty)\)-exponentiable operators and

\[
\tau \left( |A - A_m|^p \right) = \int_0^\infty \lambda^{pn} \tau(dE_\lambda) \xrightarrow{n \to \infty} 0.
\]

For the general case, just remember the polarization identity implies every operator is a linear combination of four positive operators.

\(\square\)

Notice that the previous lemma shows us that \(\mathcal{M} \cap L_p(\mathcal{M}, \tau) \subset E^\tau_{p,\infty}\) and \(\|A^n\|_p \leq \max\{1, \|A\|^{n-1}\|A\|_p\}\) for \(A \geq 0\). It is not difficult to see that the conclusion could also be obtained by Lemma 4.2.5 and the well known result

\[
\mathcal{M} \cap L_p(\mathcal{M}, \tau) \|\cdot\|_p = L_p(\mathcal{M}, \tau),
\]

which is in fact proved using an argument similar to what we have used above.

This comment raises doubts about the possible “triviality” of \(E^\tau_p\) or \(E^\tau_{p,\infty}\). I mean, although we have already proved that these sets are big enough to be dense, the set we used to prove density consists of bounded operators. The next example will answer this question.
**Exemple 5.1.7.** Consider a function \( f : \mathbb{R} \setminus \{0\} \to \mathbb{R} \) given by

\[
f(x) = \begin{cases} 
m & \text{if } \frac{1}{(m+1)!} \leq |x| < \frac{1}{m!}, \ m \in \mathbb{N} \\
0 & \text{if } |x| \geq 1.
\end{cases}
\]

This is a positive unbounded integrable function with compact support in \( \mathbb{R} \) and, for each \( \lambda > 0 \),

\[
\sum_{n=1}^{\infty} \frac{1}{n!} \int_{\mathbb{R}} (\lambda f(x))^n \, dx = 2 \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{m=1}^{\infty} \lambda^n m^n \left( \frac{1}{m} - \frac{1}{(m+1)!} \right) \\
= 2 \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{m=1}^{\infty} \frac{\lambda^n m^{n+1}}{(m+1)!} \\
= \frac{2}{\lambda} \sum_{m=1}^{\infty} \frac{1}{(m+1)!} \sum_{n=1}^{\infty} \frac{(\lambda m)^{n+1}}{n!} \\
= \frac{2}{\lambda} \sum_{m=1}^{\infty} \frac{1}{(m+1)!} m(e^{\lambda m} - 1) \\
= \frac{2}{\lambda} \sum_{m=1}^{\infty} \left( \frac{(m+1)e^{\lambda m}}{(m+1)!} - \frac{1}{e^{\lambda} (m+1)!} - \frac{(m+1)}{(m+1)!} + \frac{1}{(m+1)!} \right) \\
= \frac{2}{\lambda} \left( (e^\lambda - 1) - \frac{(e^\lambda - e^\lambda - 1)}{e^\lambda} \right) - (e - 1) + (e - 2) \\
= \frac{2}{\lambda} \left( (e^\lambda - 1) \left( e^\lambda - 1 \right) \right).
\]

Of course, we don't need the exact result and in the forth step of the previous calculation it was already obvious this sum would be less than \( e^{\lambda} \).
For a compact set \( K \in \mathbb{R} \setminus \{0\} \) such that 0 is an accumulation point of \( K \), the restriction of \( f \) to \( K \) is an example of an unbounded \((\int_K dx, 1, \infty)\)-exponentiable operator of \( L_1(L_\infty(K), \int_K dx) \).

It is obvious that any integrable function, whose graph is in the shaded region of Figure 5.1 is also \((\int_K dx, 1, \infty)\)-exponentiable.

One could wonder if \( \mathcal{E}_p^\tau \) is a vector space or not, the following example shows the negative answer is the right one. Another consequence of this examples is that, for \( \lambda < \lambda' \), \( \mathcal{E}_p^\tau,\lambda \varsubsetneq \mathcal{E}_p^\tau,\lambda' \). This is a very important and non trivial, since it means that \( \{ \mathcal{E}_p^\tau \}_{p \in \mathbb{R}_+} \) or even \( \{ \mathcal{E}_{p,\lambda}^\tau \}_{p \in \mathbb{R}_+, \lambda \in \mathbb{R}_+} \) are, in general, non trivial gradations of \( \mathcal{M} = \mathcal{E}_{\infty,\lambda}^\tau = \mathcal{E}_{\infty,\lambda}^\tau \) for every \( \lambda \in \mathbb{R}_+ \).

**Exemple 5.1.8.** Consider a function \( f : \mathbb{R} \setminus \{0\} \rightarrow \mathbb{R} \) given by

\[
f(x) = \begin{cases} 
m & \text{if } (2e)^{-m-1} \leq |x| < (2e)^{-m}, \ m \in \mathbb{N}, \\
0 & \text{if } |x| \geq 2e. 
\end{cases}
\]

This is a positive unbounded integrable function with compact support in \( \mathbb{R} \) and

\[
\sum_{n=1}^{\infty} \frac{1}{n!} \int_{\mathbb{R}} f(x)^n dx = 2 \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{m=1}^{\infty} m^n ((2e)^{-m} - (2e)^{-m-1}) = \frac{4e}{2e - 1} \sum_{m=1}^{\infty} (2^{-m} - (2e)^{-m}) = \frac{4e}{2e - 1} \left(1 - \frac{1}{2e - 1}\right).
\]

Hence, again we have that for any compact set \( K \in \mathbb{R} \setminus \{0\} \) the restriction of \( f \) to \( K \) is an example of a \((\int_K dx)\)-exponentiable operator for \( L_1(L_\infty(K), \int_K dx) \), but it does not hold for \( 2f \). In fact,

\[
\sum_{n=1}^{N} \frac{1}{n!} \int_{\mathbb{R}} f(x)^n dx = 2 \sum_{n=1}^{N} \frac{1}{n!} \sum_{m=1}^{\infty} (2m)^n ((2e)^{-m} - (2e)^{-m-1}) = \frac{4e}{2e - 1} \sum_{n=1}^{N} \frac{1}{n!} \sum_{m=1}^{\infty} (2m)^n p (2e)^{-m} = \frac{4e}{2e - 1} \sum_{m=1}^{\infty} (2e)^{-m} \sum_{n=1}^{N} \frac{(2m)^n}{n!}
\]

is a divergent series.
Although we have presented examples just for \( p = 1 \), it is enough to take the \( p \)-th root to obtain an example for any \( p > 1 \).

**Exemple 5.1.9.** In order to construct an example in a noncommutative von Neumann algebra it is sufficient that there exists a monotonic decreasing sequence of projections \((P_n)_{n \in \mathbb{N}} \in \mathcal{M}_p\) such that \( P_n \xrightarrow{\|\cdot\|_1} 0 \), which is true if there exists any \( \tau \)-measurable unbounded operator.

In fact, fix \( 1 \leq p \). If there exists such a sequence, we can suppose without loss of generality, by taking a subsequence if necessary, that \( \tau(P_n) \leq 1 - \frac{1}{(e^n - 1)^2n} \). Define the positive unbounded \( \tau \)-measurable operator

\[
A = \sum_{n=1}^{\infty} n^\frac{1}{p} (P_n - P_{n+1}).
\]

It follows from the definition that

\[
\sum_{m=1}^{\infty} \frac{1}{m!} \tau(|A|^m) = \sum_{m=1}^{\infty} \frac{1}{m!} \sum_{n=1}^{\infty} n^m \tau(P_n - P_{n+1}) \leq \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{n^m}{m!} (e^n - 1)^2n = \sum_{n=1}^{\infty} \frac{1}{2^n} = 1.
\]

Thus \( A \in \mathcal{E}_p^\tau \).

It is not difficult to see, with help of the spectral decomposition, that if an operator is in \( L_p(\mathcal{M}, \tau) \cap L_q(\mathcal{M}, \tau) \) with \( 1 \leq p < q < \infty \), then it is in \( L_r(\mathcal{M}, \tau) \) for every \( p \leq r \leq q \).

More than that, it follows by analyticity and the Three-Line Theorem, a special case of the Riesz-Thorin Theorem, that:

\[
\|A\|_r \leq \|A\|_p^{\frac{p}{q-p}}(q-1)^{\frac{p}{q-p}} \|A\|_q^{\frac{1}{q-p}} (1-\frac{p}{q}), \quad \text{if } q < \infty; \tag{5.4}
\]

\[
\|A\|_r \leq \|A\|_p^{\frac{p}{q-p}} \|A\|_q^{1-\frac{p}{q}}, \quad \text{if } q = \infty.
\]

An analogous property holds for \( (\tau, p) \)-exponentiable operators:

**Proposition 5.1.10.** Let \( 1 \leq p < q \leq \infty \), then \( \mathcal{E}_p^\tau \cap \mathcal{E}_q^\tau \subset \mathcal{E}_r^\tau \) for every \( p \leq r \leq q \).

*Proof.* Let \( A \in \mathcal{E}_p^\tau \cap \mathcal{E}_q^\tau \), in particular \(|A|^n \in L_p(\mathcal{M}, \tau) \cap L_q(\mathcal{M}, \tau)\) for all \( n \in \mathbb{N} \).

Using equation (5.4) we get that, for all \( p \leq r \leq q \),

\[
\|A^n\|_r \leq \max\{\|A^n\|_p, \|A^n\|_q\} \leq \|A^n\|_p \|A^n\|_q,
\]
\[
\sum_{n=1}^{N} \frac{||A^n||_r}{n!} = \sum_{n=1}^{N} \frac{||A^n||_p + ||A^n||_q}{n!} \\
= \sum_{n=1}^{\infty} \frac{||A^n||_p}{n!} + \sum_{n=1}^{\infty} \frac{||A^n||_q}{n!} < \infty.
\]

Although \( E^\tau_p \), in general, are not vector spaces, they still having a very convenient geometric structure for perturbations.

**Proposition 5.1.11.**

(i) \( E^\tau_p \) is a balanced and convex set;

(ii) for every \( A \in E^\tau_p \) and \( B \in \mathcal{M} \) with \( \|B\| \leq 1 \), \( BA \in E^\tau_p \);

(iii) if \( 1 \leq p, q, r \leq \infty \) are such that \( \frac{1}{p} + \frac{1}{q} = \frac{1}{r} \) and \( A, B \in \mathcal{M}_\tau \),

\[
\sum_{n=1}^{\infty} \frac{\tau(|A|^{np})}{n!} , \sum_{n=1}^{\infty} \frac{\tau(|B|^{nq})}{n!} < \infty \Rightarrow \sum_{n=1}^{\infty} \frac{\tau(|AB|^nr)}{n!} < \infty;
\]

(iv) \( E^\tau_{p,\infty} \) is a subspace of \( L_p(\mathcal{M}) \).

**Proof.**

(i) It is obvious that, for \( A \in E^\tau_p \) and \( |\lambda| \leq 1 \) we have

\[
\sum_{n=1}^{\infty} \frac{||\lambda A||_n^{np}}{n!} = \sum_{n=1}^{\infty} \frac{|\lambda|^n||A||^{nnp}}{n!} \leq \sum_{n=1}^{\infty} \frac{||A||^{nnp}}{n!}.
\]

Let \( A, B \in E^\tau_p \) and let \( 0 < \lambda < 1 \). Then,

\[
\sum_{n=1}^{\infty} \frac{||\lambda A + (1 - \lambda)B||_n^{np}}{n!} \leq \sum_{n=1}^{\infty} \frac{1}{n!} (\lambda||A||^{np} + (1 - \lambda)||B||^{np})^n \\
\leq \sum_{n=1}^{\infty} \frac{1}{n!} \max \{\lambda^n||A||^{nnp}, (1 - \lambda)^n||B||^{nnp}\} \\
\leq \sum_{n=1}^{\infty} \frac{1}{n!} (\lambda^n||A||^{np} + (1 - \lambda)^n||B||^{np}) \\
\leq \sum_{n=1}^{\infty} \frac{1}{n!} ||A||_{np} + \sum_{n=1}^{\infty} \frac{1}{n!} ||B||_{np}.
\]

(ii) it follows trivially from (i) in Theorem 4.2.8;
(iii) it follows from Corollary 4.2.9 that
\[
\sum_{n=1}^{N} \frac{\tau(|AB|^{nq})}{n!} \leq \sum_{n=1}^{N} \frac{1}{n!} \left( \frac{\tau(|A|^{np})}{n!} \right)^{\frac{r}{p}} \left( \frac{\tau(|B|^{nq})}{n!} \right)^{\frac{r}{q}}
\]
\[
= \sum_{n=1}^{N} \left( \frac{\tau(|A|^{np})}{n!} \right)^{\frac{r}{p}} \left( \frac{\tau(|B|^{nq})}{n!} \right)^{\frac{r}{q}}
\]
\[
\leq \left( \sum_{n=1}^{N} \frac{\tau(|A|^{np})}{n!} \right)^{\frac{r}{p}} \left( \sum_{n=1}^{N} \frac{\tau(|B|^{nq})}{n!} \right)^{\frac{r}{q}}.
\]

(iv) Notice that \( A \in \mathfrak{E}_{\tau,\infty} \) if, and only if, \( \lambda A \in \mathfrak{E}_{\tau} \) for every \( \lambda \in \mathbb{R} \). It follows by item (i) that, if \( \alpha, \beta \in \mathbb{C} \) and \( A, B \in A \in E_{\tau,\infty} \),
\[
\alpha A + \beta B = (|\alpha| + |\beta|) \left( \frac{|\alpha|}{|\alpha| + |\beta|} \left( \frac{\alpha}{|\alpha|} A \right) + \frac{|\beta|}{|\alpha| + |\beta|} \left( \frac{\beta}{|\beta|} B \right) \right) \in (|\alpha| + |\beta|) \mathfrak{E}_{\tau} \subset \mathfrak{E}_{\tau,\infty}.
\]

The following lemma justifies the choice of the name “exponentiable” for such operators.

**Lemma 5.1.12.** For each \( A \in \mathfrak{E}_{\tau,\lambda} \) and \( B \in \mathfrak{M} \) self-adjoint, define \( A(t) = B^{it} AB^{-it} \). Then, for \( 0 \leq t < \lambda \),
\[
1 - \text{Exp}_{\tau} \left( \int_{0}^{t}; A(s)ds \right) \quad \text{and} \quad 1 - \text{Exp}_{l} \left( \int_{0}^{t}; A(s)ds \right) \in L_{p}(\mathfrak{M}, \tau).
\]

**Proof.** Since \( A \in \mathfrak{M}_{\tau} \Rightarrow A(t) \in \mathfrak{M}_{\tau} \), Proposition 4.2.2 implies that each term in the definition of these operators is in \( \mathfrak{M}_{\tau} \) except for the identity.
In addition, using the Proposition 4.2.7 for \( p_i = n \), \( i = 1, \ldots, n \), we have, for every \( N > M \), that

\[
\left\| \sum_{n=N}^{M} \int_{0}^{t} dt_{1} \cdots \int_{0}^{t_{n-1}} dt_{n} A(t_{n}) \cdots A(t_{1}) \right\|_{p} 
\leq \sum_{n=N}^{M} \left\| \int_{0}^{t} dt_{1} \cdots \int_{0}^{t_{n-1}} dt_{n} A(t_{n}) \cdots A(t_{1}) \right\|_{p}^{\frac{1}{p}}
\leq \sum_{n=N}^{M} \tau \left( \left| \int_{0}^{t} dt_{1} \cdots \int_{0}^{t_{n-1}} dt_{n} A(t_{n}) \cdots A(t_{1}) \right|^{p} \right)^{\frac{1}{p}}
\leq \sum_{n=N}^{M} \int_{0}^{t} dt_{1} \cdots \int_{0}^{t_{n-1}} dt_{n} \tau \left( |A(t_{n}) \cdots A(t_{1})|^{p} \right)^{\frac{1}{p}}
= \sum_{n=N}^{M} \int_{0}^{t} dt_{1} \cdots \int_{0}^{t_{n-1}} dt_{n} \tau \left( |A|^{pn} \right)^{\frac{1}{p}}
= \sum_{n=N}^{M} \frac{t^n}{n!} \tau \left( |A|^{pn} \right)^{\frac{1}{p}}
\]

which shows simultaneously, that each term is in \( L_p(\mathcal{M}, \tau) \) and the partial sum is a \( \| \cdot \|_p \)-Cauchy sequence. The thesis follows by completeness.

\( \Box \)

To clarify the next definition, remember that \( \mathcal{M} \cap L_p(\mathcal{M}, \tau) \) (or even \( \mathcal{M} \cap L_1(\mathcal{M}, \tau) \)) is \( \| \cdot \|_p \)-dense in \( L_p(\mathcal{M}, \tau) \).

**Definition 5.1.13.** Let \( \mathcal{M} \) be a von Neumann algebra and \( \tau \) a faithful normal semifinite trace on \( \mathcal{M} \). We say that a state \( \phi \) on \( \mathcal{M} \) is \( \| \cdot \|_p \)-continuous if it is continuous on \( (\mathcal{M} \cap L_p(\mathcal{M}, \tau), \| \cdot \|_p) \).

Of course such a weight can be continuously extended to \( (L_p(\mathcal{M}, \tau), \| \cdot \|_p) \) in a unique way.

Hitherto, we have defined a set, namely \( \mathcal{E}_p^\tau \), that we assert is the right set to take our perturbation, but the reader should be warned after so many comments about the duality relations between \( L_p \)-spaces that we will demand some extra “dual” property on the original state. This motivates our next definition.
Proposition 5.1.14. Let $\mathcal{M}$ be a von Neumann algebra and $\tau$ a faithful normal semifinite trace on $\mathcal{M}$ and $1 \leq p, q \leq \infty$ such that $\frac{1}{p} + \frac{1}{q} = 1$. A state $\phi$ on $\mathcal{M}$ is $\| \cdot \|_p$-continuous if, and only if, there exists $H \in L_q(\mathcal{M}, \tau)$, $H \eta \mathcal{M}_{\tau, \phi}$, such that

$$\phi(A) = \tau_H(A) \quad \forall A \in \mathcal{M},$$

in the sense of Lemma 3.5.16.

Proof. As mentioned in Definition 5.1.14, we can continuously extended $\phi$ to $L_p(\mathcal{M}, \tau)$. By the dual relation between $(L_p(\mathcal{M}, \tau)$ and $(L_q(\mathcal{M}, \tau)$ stated in Theorem 4.2.11, there exists $H \in L_q(\mathcal{M}, \tau)$ such that $\phi(A) = \tau(HA)$ for all $A \in L_p(\mathcal{M}, \tau)$. Such $H$ must be affiliated with $\mathcal{M}_{\tau, \phi}$ by the same argument as in Theorem 3.5.18.

In particular, $\phi(A) = \tau(HA)$ for all $A \in \mathcal{M} \cap L_p(\mathcal{M}, \tau)$, but $\mathcal{M} \cap L_p(\mathcal{M}, \tau)$ is WOT-dense in $\mathcal{M}$, since the trace is semifinite.

The cases $p = 1, \infty$, are analogous and the other part of the equivalence is trivial.

The next two theorems can be seen as the key to guarantee Dyson’s series is convergent. It is time to stress how important Araki’s multiple-time KMS condition is for the theory. Here it is used with the same purposes of the original Araki’s article [4]. Mentioning an interesting connection, this property is also used in the Araki’s noncommutative $L_p$-spaces, what makes us believe there is a natural way to extend this result.

Theorem 5.1.15. Let $\mathcal{M}$ be a von Neumann algebra, $\phi$ a faithful state in $\mathcal{M}$. Let also $(\mathcal{H}_\phi, \Phi, \pi_\phi)$ be the GNS representation throughout $\phi$, $\tau$ a normal faithful semifinite trace on $B(\mathcal{H}_\phi)$, $Q_i, J_0 Q_i J_0 \in L_{2mq}(B(\mathcal{H}_\phi), \tau)$ such that $\| J_0 Q_i J_0 \|_{2mq} = \| Q_i \|_{2mq}$ for all $1 \leq i, m \leq n$ and suppose $\phi$ is $\| \cdot \|_p$-continuous. Then, if $\Phi \in \mathcal{D}(Q_1)$ and $\Delta^{i_j z_j - 1} Q_{j - 1} \ldots \Delta^{i_2 z_2} Q_1 \Phi \in \mathcal{D}(Q_j)$ for every $\frac{1}{2} \leq z_j \leq 0$ and for every $2 \leq j \leq n$,

$$Q_n \Delta^{i_n z_n - 1} Q_{n - 1} \ldots \Delta^{i_2 z_2} Q_1 \Phi \in \mathcal{D} \left( \Delta^{i z} \right) \text{ for } -\frac{1}{2} \leq \text{Im}(z) \leq 0 \text{ and }$$

$$A^n(z_1, \ldots, z_n) \Phi = \Delta^{i_n z_n} Q_n \Delta^{i_{n - 1} z_{n - 1}} Q_{n - 1} \ldots \Delta^{i_2 z_2} Q_1 \Phi$$

is analytic on $S_{\frac{1}{2}} = \left\{ (z_1, \ldots, z_n) \in \mathbb{C}^n \left| \text{Im}(z_i) < 0, 1 \leq i \leq n, \text{ and } -\frac{1}{2} < \sum_{i=1}^n \text{Im}(z_i) < 0 \right. \right\}$ and bounded in its closure by

$$\| A^n(z_1, \ldots, z_n) \Phi \| \leq \| H \|_p \prod_{j=1}^n \| Q_i \|_{2mq}.$$
Proof. Let’s proceed by induction on $n$.

For $n = 1$, let $Q_1 = U |Q_1|$ be the polar decomposition of $Q_1$ and $|Q_1| = \int_0^\infty \lambda dE_\lambda^{(Q_1)}$ the spectral decomposition of $|Q_1|$. Since $\Phi \in D(Q_1)$, $Q_1 \Phi = U \lim_{k \to \infty} Q_{1,k} \Phi$, where $Q_{1,k} = \int_0^k \lambda dE_\lambda^{(Q_1)}$. Define the following functionals on $\mathfrak{M}_A \Phi$:

$$f_k^z(A \Phi) = \left\langle UQ_{1,k} \Phi, \Delta^{-iz}_\Phi A \Phi \right\rangle_{\phi},$$
$$f^z(A \Phi) = \lim_{k \to \infty} f_k^z(A \Phi) = \left\langle Q_1 \Phi, \Delta^{-iz}_\Phi A \Phi \right\rangle_{\phi}. $$

Of course, for fixed $A \Phi$, $\bar{f}_k(z) = f_k^z(A \Phi)$ is entire analytic and

$$|f(t)| = \lim_{k \to \infty} |\bar{f}_k(t)|
= \lim_{k \to \infty} \left| \left\langle \Delta^{-it}_\Phi A \Phi, UQ_{1,k} \Phi \right\rangle_{\phi} \right|
\leq \| \Delta^{-it}_\Phi A \Phi \| \lim_{k \to \infty} \| UQ_{1,k} \Phi \|
\leq \| A \Phi \| \lim_{k \to \infty} \phi \left( \langle Q_{1,k} H^\Phi \rangle \right)^{1/2}
\leq \| A \Phi \| \| H \|^{1/2} \| Q_1 \|^{1/2}
\leq \| A \Phi \| \| Q_1 \|^{1/2}, \quad \forall t \in \mathbb{R};$$

$$|f\left(t + \frac{1}{2}i\right)| = \lim_{k \to \infty} |\bar{f}_k\left(t + \frac{1}{2}i\right)|
= \lim_{k \to \infty} \left| \left\langle \Delta^{i/2}_\Phi \Delta^{-it}_\Phi A \Phi, UQ_{1,k} \Phi \right\rangle_{\phi} \right|
\leq \| \Delta^{-it}_\Phi A \Phi \| \lim_{k \to \infty} \| J_\Phi Q_{1,k} \Phi \|
\leq \| A \Phi \| \lim_{k \to \infty} \phi \left( \langle Q_{1,k} Q_1 H^\Phi \rangle \right)^{1/2}
\leq \| A \Phi \| \| H \|^{1/2} \| Q_1 \|^{1/2} \| Q_1 \|^{1/2}, \quad \forall t \in \mathbb{R};$$

(5.6)
which proves that the functional concerned is bounded for \(-\frac{1}{2} \leq \text{Im}(z) \leq 0\) due to the Maximum Modulus Principle. This bound also proves that if \(\tilde{f}_k \to \tilde{f}\) uniformly for \(-\frac{1}{2} \leq \text{Im}(z) \leq 0\), then \(\tilde{f}\) is analytic for \(-\frac{1}{2} < \text{Im}(z) < 0\) and bounded for \(-\frac{1}{2} \leq \text{Im}(z) \leq 0\).

Using first the Hahn-Banach Theorem to obtain an extension, also denoted by \(f_z\), to the whole Hilbert space in such a way that \(\|f_z\| \leq \|H\|^{\frac{1}{2}} \|Q_1\|_{2q}\), we know by the Riesz Representation Theorem, that there exists a \(\Omega(z) \in \mathcal{H}_\phi\) such that \(f_z(\cdot) = \langle \Omega(z), \cdot \rangle_\phi\). Since \(\mathcal{M}_A\Phi\) is dense, \(\Omega(z)\) is unique.

So far we have that \(Q_1\Phi \in \mathcal{D}\left(\Delta_{\Phi}^{iz}\right)^* = \mathcal{D}\left(\Delta_{\Phi}^{iz}\right)\) and \(\tilde{f}(z) = \langle A\Phi, \Delta_{\Phi}^{iz}Q_1\Phi \rangle_\phi\) is analytic on \(\left\{ z \in \mathbb{C} \mid -\frac{1}{2} < \text{Im}(z) < 0 \right\}\) and continuous on its closure, for every \(A \in \mathcal{M}_A\).

Since \(\mathcal{M}_A\Phi\mathcal{M}_A\Phi = \mathcal{M}_A\Phi\mathcal{M}_A\Phi = \mathcal{H}_\phi\), the vector-valued function \(A(z)\Phi = \Delta_{\Phi}^{iz}Q_1\Phi\) is weak analytic, hence, strong analytic on \(\left\{ z \in \mathbb{C} \mid -\frac{1}{2} < \text{Im}(z) < 0 \right\}\) and

\[
\|A(z)\Phi\| \leq \|H\|^{\frac{1}{2}} \|Q_1\|_{2q} \quad \forall z \in \left\{ z \in \mathbb{C} \mid -\frac{1}{2} \leq \text{Im}(z) \leq 0 \right\}.
\]

Suppose now the hypothesis hold for \(n \in \mathbb{N}\). We will use the same procedure: let \(Q_{n+1} = U|Q_{n+1}|\) be the polar decomposition of \(Q_{n+1}\) and \(Q_{n+1} = \int_0^\infty \lambda dE_\lambda|Q_{n+1}|\) the spectral decomposition of \(|Q_{n+1}|\). Since \(\Phi \in \mathcal{D}(Q_{n+1})\), \(Q_{n+1}\Phi = U \lim_k Q_{n+1,k}\Phi\).

\[
f^{(z_1, \ldots, z_{n+1})}(A\Phi) = \left\langle Q_{n+1}\Delta_{\Phi}^{iz_n}Q_n \ldots \Delta_{\Phi}^{iz_1}Q_1\Phi, \Delta_{\Phi}^{-iz_{n+1}}A\Phi \right\rangle_{\phi}.
\]

Since \(\tilde{f}_k(z_1, \ldots, z_{n+1}) = f^{(z_1, \ldots, z_{n+1})}(A\Phi)\) is an analytic function, it attains its maximum at an extremal point of \(S_{\frac{1}{2}}\) (see [4] Corollary 2.2). Denoting \(z_j = x_j + iy_j\), \(x_j, y_j \in \mathbb{R}\) for all \(1 \leq j \leq n + 1\), and repeating the calculations in equation (5.7), first for the extremal points with \(\text{Im}(z_j) = 0\) for all \(1 \leq j \leq n + 1\), we get

(i) if \(\text{Im}(z_i) = 0\), \(1 \leq i \leq n\),

\[
\left| f_k(z_1, \ldots, z_{n+1}) \right| = \left| \left\langle Q_{n+1}\Delta_{\Phi}^{iz_n}Q_n \ldots \Delta_{\Phi}^{iz_1}Q_1\Phi, \Delta_{\Phi}^{-iz_{n+1}}A\Phi \right\rangle_{\phi} \right|
\leq \left\| Q_{n+1}\tau_{x_n}^{\phi}(Q_n) \ldots \tau_{x_1}^{\phi}(Q_1) \Phi \right\| \left\| \Delta_{\Phi}^{-iz_{n+1}}A\Phi \right\|
\leq \tau \left( \left| Q_{n+1}\tau_{x_n}^{\phi}(Q_n) \ldots \tau_{x_1}^{\phi}(Q_1) H^{\frac{1}{2}} \right|^2 \right)^{\frac{1}{2}} \left\| A\Phi \right\|
\leq \left\| H^{\frac{1}{2}} \right\| \left\| Q_i \right\|_{2q}^{n+1} \prod_{i=1}^{n+1} \left\| Q_i \right\|_{2q}.
\]

(ii) if \(\text{Im}(z_i) = 0\), \(1 \leq i \leq n\), \(i \neq k\) and \(\text{Im}(z_k) = -\frac{1}{2}\), where \(x_i = \text{Re}(z_i)\)
\[
\begin{align*}
|J_k(z_1, \ldots, z_{n+1})| &= \left| \left\langle Q_{n+1} \Delta^{ix_n} Q_n \cdots \Delta^{ix_1} Q_{k-1} \Delta^{ix_1} Q_1 \Phi, \Delta^{-ix_{n+1}} A \Phi \right\rangle \right| \\
&= \left| \left\langle Q_{n+1} \tau_{x_n}^{\phi}(Q_n) \cdots \tau_{x_1}^{\phi} (Q_{k-1}) J_\Phi \tau_{x_n}^{\phi}(Q_1) \cdots \tau_{x_1}^{\phi} (Q_k) J_\Phi \phi, \Delta^{-ix_{n+1}} A \Phi \right\rangle \right| \\
&\leq \left\| Q_{n+1} \tau_{x_n}^{\phi}(Q_n) \cdots \tau_{x_1}^{\phi} (Q_{k-1}) J_\Phi \tau_{x_n}^{\phi}(Q_1) \cdots \tau_{x_1}^{\phi} (Q_k) J_\Phi \phi \right\| \left\| A \Phi \right\| \\
&= \left\| A \Phi \right\| \left\| H \right\|_p \prod_{i=1}^{k-1} \tau_{x_i}^{\phi}(Q_i) \left\| J_\Phi \tau_{x_n}^{\phi}(Q_1) \cdots \tau_{x_1}^{\phi} (Q_k) J_\Phi \phi \right\|_2^{n+1} \prod_{i=k}^{n+1} \left\| J_\Phi \tau_{x_i}^{\phi}(Q_i) J_\Phi \phi \right\|_2^{nq} \\
&= \left\| A \Phi \right\| \left\| H \right\|_p \prod_{i=1}^{n+1} \left\| Q_i \right\|_2^{nq} \\
\end{align*}
\]

\[\square\]

The previous result depends a lot on the possibility of "extending" the trace, that is originally defined only in the algebra, to the algebra generated by \(\mathcal{M} \cup \mathcal{M}'\). One may try to define \(\tau(J_\Phi |A| J_\Phi B) = \tau(|A|) \tau(|B|)\), but it immediately fails, in general, due to the application of this formula with either \(A = 1\) or \(B = 1\), due to \(\tau(1) = \infty\).

In order to relax the condition on the possibility of having a trace in all the GNS-represented algebra, we have to demand more regularity on the perturbation. The next theorem shows almost the same result as the previous one, with a little more restricted perturbation.

**Theorem 5.1.16.** Let \(\mathcal{M} \subset B(H)\) be a von Neumann algebra, \(\tau\) a normal faithful semifinite trace on \(\mathcal{M}\) and \(\phi(\cdot) = \langle \Phi, \cdot \rangle\) a state on \(\mathcal{M}\). Let also \(n \in \mathbb{N}, p, q \geq 1\) with \(\frac{1}{p} + \frac{1}{q} = 1\), \(Q_i \in L_{4mq}(\mathcal{M}, \tau)\) for all \(1 \leq i, m \leq n\) and suppose \(\phi\) is \(\| \cdot \|_p\)-continuous.
Then, if $\Phi \in D(\mathcal{Q}_1)$ and $\Delta_{\Phi}^{i z_j-1} \mathcal{Q}_{j-1} \ldots \Delta_{\Phi}^{i z_1} \mathcal{Q}_1 \Phi \in D(\mathcal{Q}_j)$ for every $\frac{1}{2} \leq z_j \leq 0$ and for every $2 \leq j \leq n$, $\mathcal{Q}_n \Delta_{\Phi}^{i z_n} \mathcal{Q}_{n-1} \ldots \Delta_{\Phi}^{i z_1} \mathcal{Q}_1 \Phi \in D(\Delta_{\Phi}^{i z_j})$ for $-\frac{1}{2} \leq \text{Im}(z) \leq 0$ and

$$A^n(z_1, \ldots, z_n) \Phi \equiv \mathcal{Q} \Delta_{\Phi}^{i z_n} \mathcal{Q}_n \ldots \Delta_{\Phi}^{i z_1} \mathcal{Q}_1 \Phi$$

is analytic on $S_{\frac{1}{2}} = \left\{ (z_1, \ldots, z_n) \in \mathbb{C}^n \mid \text{Im}(z_i) < 0, 1 \leq i \leq n, \text{ and } -\frac{1}{2} < \sum_{i=1}^{n} \text{Im}(z_i) < 0 \right\}$ and bounded in its closure by

$$\|A^n(z_1, \ldots, z_n)\Phi\| \leq \|H\|^\frac{1}{p} \max_{0 \leq l \leq n-1} \left\{ \left( \prod_{j=1}^{l} \|Q_j\|^{4q} \right) \left( \prod_{j=l+1}^{n} \|Q_j\|^{4(n-j)q} \right) \right\}.$$

**Proof.** Let’s proceed by induction on $n$.

For $n = 1$, let $Q_1 = U|Q_1|$ be the polar decomposition of $Q_1$ and $|Q_1| = \int_0^\infty \lambda dE_\lambda^{|Q_1|}$ the spectral decomposition of $|Q_1|$. Since $\Phi \in D(Q_1)$, $Q_1 \Phi = U \lim_{k \to \infty} Q_{1,k} \Phi$, where $Q_{1,k} = \int_0^k \lambda dE_\lambda^{|Q_1|}$. Define the following functionals on $\mathfrak{M}_A \Phi$

$$f_k^x(A\Phi) \equiv \left\langle UQ_{1,k} \Phi, \Delta_{\Phi}^{-i z} A\Phi \right\rangle_{\phi},$$

$$f^x(A\Phi) \equiv \lim_{k \to \infty} f_k^x(A\Phi) = \left\langle Q_1 \Phi, \Delta_{\Phi}^{-i z} A\Phi \right\rangle_{\phi}.$$
Of course, for fixed $A\Phi$, $\tilde{f}_k(z) = \tilde{f}^*_k(A\Phi)$ is entire analytic and, in the two lines of extremal points, we have

\[
|\tilde{f}(t)| = \lim_{k \to \infty} |\tilde{f}_k(t)| \\
= \lim_{k \to \infty} \left| \left\langle \Delta_{\Phi}^{-it} A\Phi, UQ_{1,k}\Phi \right\rangle \right| \\
\leq \|\Delta_{\Phi}^{-it} A\Phi\| \lim_{k \to \infty} \|UQ_{1,k}\Phi\| \\
\leq \|A\Phi\| \lim_{k \to \infty} \phi \left( \phi \right) \left( Q_{1,k} U^* UQ_{1,k} \right)^{1/2} \\
\leq \|A\Phi\| \lim_{k \to \infty} \tau \left( H^1 Q_{1,k} U^* UQ_{1,k} H^{1/2} \right)^{1/2} \\
\leq \|A\Phi\| \|H\|^{1/2} \|Q_1\|^{1/2} \\
\leq \|A\Phi\| \|H\|^{1/2} \|Q_1\|_2 \quad \forall t \in \mathbb{R}; \\
\]

\[
|\tilde{f} \left( t + \frac{1}{2} i \right)| = \lim_{k \to \infty} |\tilde{f}_k \left( t + \frac{1}{2} i \right)| \\
= \lim_{k \to \infty} \left| \left\langle \Delta_{\Phi} \Delta_{\Phi}^{-it} A\Phi, UQ_{1,k}\Phi \right\rangle \right| \\
\leq \|\Delta_{\Phi}^{-it} A\Phi\| \lim_{k \to \infty} \|J_{\Phi} Q_{1,k} U^* \Phi\| \\
= \|A\Phi\| \lim_{k \to \infty} \|Q_{1,k} U^* \Phi\| \\
\leq \|A\Phi\| \lim_{k \to \infty} \phi \left( UQ_{1,k} Q_{1,k} U^* \right)^{1/2} \\
\leq \|A\Phi\| \lim_{k \to \infty} \tau \left( H^1 Q_{1,k} U^* UQ_{1,k} H^{1/2} \right)^{1/2} \\
\leq \|A\Phi\| \|H\|^{1/2} \|Q_1\|^{1/2} \\
\leq \|A\Phi\| \|H\|^{1/2} \|Q_1\|_2 \quad \forall t \in \mathbb{R}; \\
\]

which proves that the functional concerned is bounded for $-\frac{1}{2} \leq \text{Im}(z) \leq 0$ due to the Maximum Modulus Principle. This bound also proves that if $\tilde{f}_k \to \tilde{f}$ uniformly for $-\frac{1}{2} \leq \text{Im}(z) \leq 0$, then $\tilde{f}$ is analytic for $-\frac{3}{4} < \text{Im}(z) < 0$ and bounded for $-\frac{1}{2} \leq \text{Im}(z) \leq 0$.

Using first Hahn-Banach Theorem to obtain an extension, also denoted by $f_z$, to the whole Hilbert space in such a way that $\|f_z\| \leq \|H\|^{1/2} \|Q_1\|_2$, we know by the Riesz’s Representation Theorem, that there exists a $\Omega(z) \in H_{\phi}$ such that $f_z(\cdot) = \langle \Omega(z), \cdot \rangle_{\phi}$. Since $\mathcal{M}_{A\Phi}$ is dense, $\Omega(z)$ is unique.
So far we have that $Q_1 \Phi \in \mathcal{D} \left( \left( \Delta_{\Phi}^{-iz} \right)^* \right) = \mathcal{D} \left( \Delta_{\Phi}^{iz} \right)$ and $\bar{f}(z) = \left\langle A \Phi, \Delta_{\Phi}^{iz} Q_1 \Phi \right\rangle$ is analytic on $\left\{ z \in \mathbb{C} \mid -\frac{1}{2} < \text{Im}(z) < 0 \right\}$ and continuous on its closure, for every $A \in \mathcal{M}_A$.

Since $\mathcal{\overline{M}_o}^A = \mathcal{\overline{M}_n}^A = \mathcal{H}_\Phi$, the vector-valued function $A(z) \Phi \doteq \Delta_{\Phi}^{iz} Q_1 \Phi$ is weakly analytic, hence, strongly analytic on $\left\{ z \in \mathbb{C} \mid -\frac{1}{2} < \text{Im}(z) < 0 \right\}$ and

$$\| A(z) \Phi \| \leq \| H \|^\frac{1}{p} \| Q_1 \|_{2q} \forall z \in \left\{ z \in \mathbb{C} \mid -\frac{1}{2} \leq \text{Im}(z) \leq 0 \right\}.$$ 

Suppose now the hypothesis hold for $n \in \mathbb{N}$. We will use the same ideas: we can define the sequence $Q_i^{k_i} = U_i \int_0^{k_i} \lambda dE_{\lambda}^{Q_i}$, where $Q_i = U_i |Q_i|$ is the polar decomposition of $Q_i$ for ever $i \leq i \leq n + 1$. Define

$$\bar{f}^{(z_1, \ldots, z_{n+1})}_{k_1, \ldots, k_{n+1}}(A \Phi) = \left\langle Q_{n+1} \Delta_{\Phi}^{iz_n} Q_n \cdots \Delta_{\Phi}^{iz_1} Q_1 \Phi, \Delta_{\Phi}^{-iz_{n+1}} A \Phi \right\rangle.$$ 

For now, we will omit the superscript index on the operators to not overload the notation.

Since $\bar{f}(z_1, \ldots, z_n) \doteq \bar{f}^{(z_1, \ldots, z_{n+1})}_{k_1, \ldots, k_{n+1}}(A \Phi)$ is an analytic function, it attains its maximum at an extremal point of $S$ (see [4] Corollary 2.2). Denoting $z_j = x_j + iy_j$ and repeating the calculations in equation (5.7) (i) for the extremal points with $\text{Im}(z_j) = 0$ for all $1 \leq j \leq n + 1$ we get

$$\left| \bar{f}(x_1, \ldots, x_{n+1}) \right| = \left| \left\langle Q_{n+1} \Delta_{\Phi}^{ix_n} Q_n \cdots \Delta_{\Phi}^{ix_1} Q_1 \Phi, \Delta_{\Phi}^{-ix_{n+1}} A \Phi \right\rangle \right| \leq \left\| \Delta_{\Phi}^{-iz} A \Phi \right\| \left\| Q_{n+1} \Delta_{\Phi}^{ix_n} Q_n \cdots \Delta_{\Phi}^{ix_1} Q_1 \Phi \right\| \leq \left\| A \Phi \right\| \left( \left\| \tau_{x_n+\cdots+x_1}(Q_1) \right\| \cdots \left\| \tau_{x_n+\cdots+x_1}(Q_n) \right\| \cdots \left\| \tau_{x_n+\cdots+x_1}(Q_1) \right\| \right)^{\frac{1}{2}} \leq \left\| A \Phi \right\| \left( \left\| \tau_{x_n+\cdots+x_1}(Q_1) \right\| \cdots \left\| \tau_{x_n+\cdots+x_1}(Q_n) \right\| \cdots \left\| \tau_{x_n+\cdots+x_1}(Q_1) \right\| \right)^{\frac{1}{2}} \leq \left\| A \Phi \right\| \left( \left\| H^2 \right\|_{2p} \prod_{j=1}^{n+1} \| Q_j \|_{4(n+1)q} \right)^{\frac{1}{2}} \leq \left\| A \Phi \right\| H \left( \prod_{j=1}^{n+1} \| Q_j \|_{4(n+1)q} \right)^{\frac{1}{2}} \forall (x_1, \ldots, x_{n+1}) \in \mathbb{R}^{n+1}.\tag{5.8}$$
(ii) now for $\text{Im}(z_i) = 0$ for all $i \neq l$ and $\text{Im}(z_l) = -\frac{1}{2}$ where $l \neq n + 1$

\[
\left| \tilde{f} \left( x_1, \ldots, x_l - \frac{1}{2} i, \ldots, x_{n+1} \right) \right|
\]

\[
= \left| \left\langle Q_{n+1} \Delta_{\Phi}^{ix_n} Q_n \cdots \Delta_{\Phi}^{ix_1} Q_l \cdots \Delta_{\Phi}^{ix_1} Q_1 \Phi, \Delta_{\Phi}^{-ix_{n+1}} A\Phi \right\rangle \right|
\]

\[
= \left| \left\langle \tau_{x_n+1}^{\phi} (Q_{n+1}) \cdots \tau_{x_n+1}^{\phi} + \sum x_{l-1} (Q_l+1) \Delta_{\Phi}^{ix_n} \tau_{x_n+1}^{\phi} + \sum x_l (Q_l) \cdots \tau_{x_n+1}^{\phi} + \sum x_l (Q_l) \Phi, \Phi \right\rangle \right|
\]

\[
= \| A\Phi \| \left\| \tau_{x_n+1}^{\phi} (Q_{n+1}) \cdots \tau_{x_n+1}^{\phi} + \sum x_{l-1} (Q_l+1) \Delta_{\Phi}^{ix_n} \tau_{x_n+1}^{\phi} + \sum x_l (Q_l) \Phi \right\|
\]

\[
= \| A\Phi \| \left\| \tau_{x_n+1}^{\phi} (Q_{n+1}) \cdots \tau_{x_n+1}^{\phi} + \sum x_{l-1} (Q_l+1) \Delta_{\Phi}^{ix_n} \tau_{x_n+1}^{\phi} + \sum x_l (Q_l) \Phi \right\|
\]

\[
= \| A\Phi \| \left\| \tau_{x_n+1}^{\phi} (Q_{n+1}) \cdots \tau_{x_n+1}^{\phi} + \sum x_{l-1} (Q_l+1) \Delta_{\Phi}^{ix_n} \tau_{x_n+1}^{\phi} + \sum x_l (Q_l) \Phi \right\|
\]

\[
\leq \| A\Phi \| \left\| \tau_{x_n+1}^{\phi} (Q_{n+1}) \cdots \tau_{x_n+1}^{\phi} + \sum x_{l-1} (Q_l+1) \Delta_{\Phi}^{ix_n} \tau_{x_n+1}^{\phi} + \sum x_l (Q_l) \Phi \right\|^{\frac{1}{2}}
\]

\[
\times \left\| \tau_{x_n+1}^{\phi} (Q_{n+1}) \cdots \tau_{x_n+1}^{\phi} + \sum x_{l-1} (Q_l+1) \Delta_{\Phi}^{ix_n} \tau_{x_n+1}^{\phi} + \sum x_l (Q_l) \Phi \right\|^{\frac{1}{2}}
\]

\[
\leq \| A\Phi \| \left( \| H \|^{\frac{1}{p}} \prod_{j=1}^{l} \| Q_j \|^{4} \right)^{\frac{1}{4}} \left( \| H \|^{\frac{1}{p}} \prod_{j=l+1}^{n+1} \| Q_j \|^{4} \right)^{\frac{1}{4}}
\]

\[
\leq \| A\Phi \| \| H \|^{\frac{1}{p}} \left( \prod_{j=1}^{l} \| Q_j \|^{4} \right) \left( \prod_{j=l+1}^{n+1} \| Q_j \|^{4} \right)^{\frac{1}{4}}
\]

\[
\forall (x_1, \ldots, x_{n+1}) \in \mathbb{R}^{n+1}.
\]
(iii) finally, for $\Im(z_j) = 0$ for all $i \neq n + 1$ and $\Im(z_{n+1}) = -\frac{1}{2}$,

$$\left| \bar{f}(x_1, \ldots, x_l, x_n, x_{n+1} - \frac{1}{2}) \right| = \left| \left\langle Q_{n+1} \Delta_{\Phi}^{\bar{i} z_n} Q_n \cdots \Delta_{\Phi}^{\bar{i} z_1} Q_1 \Phi, \Delta_{\Phi}^{-\bar{i} z_{n+1}} \Delta_{\Phi}^{\bar{i} z_n} A \Phi \right\rangle \phi \right|$$

$$= \left| \left\langle \tau_{x_{n+1}}(Q_{n+1}) \cdots \tau_{x_{n+1}+\cdots+x_1}(Q_1) \Phi, J_{\Phi} A^* \Phi \right\rangle \phi \right|$$

$$= \left| \left\langle J_{\Phi} A^* J_{\Phi} \Phi, \tau_{x_{n+1}}(Q_{n+1}) \cdots \tau_{x_{n+1}+\cdots+x_1}(Q_1) \Phi \right\rangle \phi \right|$$

$$\leq \| A \Phi \| \| \tau_{x_{n+1}}(Q_{n+1}) \cdots \tau_{x_{n+1}+\cdots+x_1}(Q_1) \Phi \|$$

$$\leq \| A \Phi \| \| H \|^{\frac{1}{p}} \Pi_{j=1}^{n+1} \| Q_j \|^{4(n+1)q}, \forall (x_1, \ldots, x_{n+1}) \in \mathbb{R}^{n+1},$$

(5.10)

where the last line follows by the same calculation done in equation (5.8).

The last step is to remember that we omitted the superscripts and notice that

$$\lim_{k_{n+1} \to \infty} \ldots \lim_{k_1 \to \infty} f^{(z_1, \ldots, z_{n+1})}(A \Phi) = \left\langle Q_{n+1}^{k_{n+1}} \Delta_{\Phi}^{\bar{i} z_n} Q_n \cdots \Delta_{\Phi}^{\bar{i} z_1} Q_1 \Phi, \Delta_{\Phi}^{-\bar{i} z_{n+1}} A \Phi \right\rangle \phi$$

$$= \left\langle Q_{n+1} \Delta_{\Phi}^{\bar{i} z_n} Q_n \cdots \Delta_{\Phi}^{\bar{i} z_1} Q_1 \Phi, \Delta_{\Phi}^{-\bar{i} z_{n+1}} A \Phi \right\rangle \phi,$$

so $f(z_1, \ldots, z_{n+1}) = \left\langle Q_{n+1} \Delta_{\Phi}^{\bar{i} z_n} Q_n \cdots \Delta_{\Phi}^{\bar{i} z_1} Q_1 \Phi, \Delta_{\Phi}^{-\bar{i} z_{n+1}} A \Phi \right\rangle \phi$ is the limit of a sequence of analytic functions uniformly bounded, thus, analytic on

$$S_{\frac{1}{2}} = \left\{ (z_1, \ldots, z_{n+1}) \in \mathbb{C}^{n+1} \left| z_i < 0, 1 \leq i \leq n + 1, \text{ and } -\frac{1}{2} < \sum_{i=1}^{n+1} \Im(z_i) < 0 \right\}$$

and bounded on its closure, as desired.

As we saw in equation (5.10) the term $\Delta_{\Phi}^{\bar{i} z_{n+1}}$ does not interfere with the conclusion for $-\frac{1}{2} < \Im(z_{n+1}) < 0$ and, by the very same argument used above to obtain a continuous linear extension of $\bar{f}(z_1, \ldots, z_{n+1})$, it follows that $Q_n \Delta_{\Phi}^{\bar{i} z_n} Q_{n-1} \cdots \Delta_{\Phi}^{\bar{i} z_1} Q_1 \Phi \in D \left( \Delta_{\Phi}^{\bar{i} z} \right)$ for $-\frac{1}{2} < \Im(z) < 0$. 

□
Remark 5.1.17. In contrast to what we did in equation (5.8), for Im(z_i) = 0 for all 1 ≤ i ≤ n + 1, it holds that

\[ \left| \bar{f}_k(z_1, \ldots, z_{n+1}) \right| = \lim_{k \to \infty} \left| \bar{f}_k(z_1, \ldots, z_{n+1})(t) \right| = \lim_{k \to \infty} \left| \left< Q_{n+1, k} \Delta^{ix_n} Q_n \ldots \Delta^{ix_1} Q_1 \Phi, \Delta^{-ix_{n+1}} A \Phi \right> \right| \]

\[ \leq \left\| \Delta^{-it} A \Phi \right\| \lim_{k \to \infty} \left\| U Q_{n+1, k} \Delta^{ix_n} Q_n \ldots \Delta^{ix_1} Q_1 \Phi \right\| \]

\[ \leq \left\| \Delta^{-it} A \Phi \right\| \lim_{k \to \infty} \left\| U Q_{n+1, k} \tau_{x_n}(Q_n) \ldots \tau_{x_1}(Q_1) \Phi \right\| \]

\[ \leq \left\| A \Phi \right\| \lim_{k \to \infty} \left( \left( \tau \left( H^{\frac{1}{2}} \tau_{x_n}(Q_n) \ldots \tau_{x_1}(Q_1) \right) \Phi \right) \right) \frac{1}{2} \]

\[ \leq \left\| A \Phi \right\| \left\| H \right\| \frac{1}{2} \lim_{k \to \infty} \left( \left( \tau \left( \left| Q_{n+1, k} \right|^{2nq} \right) \right) \frac{1}{n} \prod_{j=1}^{n} \tau \left( \left| Q_i \right|^{2nq} \right) \right) \]

\[ \leq \left\| A \Phi \right\| \left\| H \right\| \frac{1}{2} \prod_{j=1}^{n+1} \left\| Q_i \right\|^{2nq} \quad \forall t \in \mathbb{R}. \quad (5.11) \]

Corollary 5.1.18. Let \( \mathcal{M} \subset B(\mathcal{H}) \) be a von Neumann algebra, \( \tau \) a normal faithful semifinite trace on \( \mathcal{M} \) and \( \phi(\cdot) = \left< \Phi, \cdot \Phi \right> \) a state on \( \mathcal{M} \). Let also \( \frac{1}{p} + \frac{1}{q} = 1 \), \( \lambda \in \mathbb{R}_+ \), \( Q \in \mathcal{E}_{q, \lambda} \) and suppose \( \phi \) is \( \left\| \cdot \right\|_{p} \)-continuous. Then, if \( \Phi \in \mathcal{D}(Q) \),

\[ \Phi(Q) = \sum_{n=0}^{\infty} \int dt_1 \ldots \int_{S_n} dt_n \Delta^{it_n} Q \Delta^{it_{n-1}} Q \ldots \Delta^{it_1} Q \Phi, \]

where \( S_n = \left\{ (t_1, \ldots, t_n) \in \mathbb{R}^n \mid t_i > 0, 1 \leq i \leq n, \text{ and } 0 < \sum_{i=1}^{n} t_i < \lambda \right\} \), is absolutely and uniformly convergent.
Proof. By Theorem 5.1.16 $\Delta^{i_{n}} \Psi \Delta^{i_{n-1}} \Psi \ldots \Delta^{i_{1}} \Psi A \Phi$ is well defined and

$$\left\| \Delta^{i_{n}} \Psi \Delta^{i_{n-1}} \Psi \ldots \Delta^{i_{1}} \Psi A \Phi \right\|
\leq \|A\Phi\| \|H\| \max_{0 \leq l \leq n} \left\{ \prod_{j=1}^{l} \||Q_j\|_{4q} \right\} \left\{ \prod_{j=l+1}^{n} \||Q_j\|_{4(n-l)q} \right\}$$

$$= \|A\Phi\| \|H\| \max_{0 \leq l \leq n} \left\{ \left\| Q \right\|_{4q} \left\| Q \right\|_{4(n-l)q} \right\}$$

$$= \|A\Phi\| \|H\| \max_{0 \leq l \leq \left\lfloor \frac{n}{2} \right\rfloor} \left\{ \left\| Q \right\|_{4q} \left\| Q \right\|_{4(n-l)q} \right\}$$

$$= \|A\Phi\| \|H\| \max_{0 \leq l \leq \left\lfloor \frac{n}{2} \right\rfloor} \left\{ \left\| Q \right\|_{4q} \left\| Q \right\|_{4(n-l)q} \right\} \left\{ \tau \left( \left| Q \right|_{4q} \right)^{\frac{1}{4q}} \tau \left( \left| Q \right|_{4(n-l)q} \right)^{\frac{1}{4q}} \right\}.$$ 

Notice that, for $Q_m = \int_{0}^{m} \lambda dE_{\lambda}^{[Q]}$, we have that

$$f_m(z) = \tau \left( \left| Q_m \right|_{4q} \right)^{\frac{1}{4q}} \tau \left( \left| Q_m \right|_{4(n-l)q} \right)^{\frac{1}{4q}}$$

is an analytic function in the region $\{ z \in \mathbb{C} : 1 \leq \operatorname{Re}(z) \leq n - 1 \}$, hence its modulus in the region mentioned is assumed when $\operatorname{Re}(z) = 1$ or $\operatorname{Re}(z) = n - 1$ by the Maximum Modulus Principle. In these cases, we have

$$|f_m(1 + it)| = |f_m(n - 1 + it)| = \|Q_m\|_{4q} \|Q_m\|_{4(n-l)q}^{n-1}.$$

As usual, taking the limit $m \to \infty$ we obtain

$$\tau \left( \left| Q^{4q} \right|_{4q} \right)^{\frac{1}{4q}} \tau \left( \left| Q^{4(n-l)q} \right|_{4(n-l)q} \right)^{\frac{1}{4q}} \leq \|Q\|_{4q} \|Q\|_{4(n-l)q}^{n-1} \quad \forall z \in \{ w \in \mathbb{C} : 1 \leq \operatorname{Re}(w) \leq n - 1 \}.$$

Finally, the series

$$\sum_{n=0}^{\infty} \int_{0}^{t} dt_1 \ldots \int_{0}^{t_n} dt_n \Delta^{i_{n}} \Psi \Delta^{i_{n-1}} \Psi \ldots \Delta^{i_{1}} \Psi A \Phi$$
Perturbation of $p$-Continuous KMS States is $\| \cdot \|$-convergent. In fact, considering first the case $Q \in \mathcal{E}_{q, \lambda}^\tau$ with $0 < \lambda < \infty$, there exists $N \in \mathbb{N}$ such that, for all $k, l > N$, \[ \lambda \sum_{n=k}^{l} \frac{\lambda^{n-1} \|Q\|^n_{q(n-1)q}}{(n-1)!} < \frac{\epsilon}{2} \] and $\|Q\|^n_{4q} < 1$, thus
\[ \left\| \sum_{n=k}^{l} \int_0^t dt_1 \cdots \int_0^{t_{n-1}} dt_n \Delta_{\psi}^{it_n} Q \Delta_{\psi}^{it_{n-1}} Q \cdots \Delta_{\psi}^{it_1} Q A\Phi \right\| \]
\[ \leq \sum_{n=k}^{l} \int_0^t dt_1 \cdots \int_0^{t_{n-1}} dt_n \left\| \Delta_{\psi}^{it_n} Q \Delta_{\psi}^{it_{n-1}} Q \cdots \Delta_{\psi}^{it_1} Q A\Phi \right\| \]
\[ \leq \sum_{n=k}^{l} \max \left\{ \|Q\|^n_{4q} \|Q\|^n_{q(n-1)q} \|Q\|^n_{4q} \right\} \]
\[ \leq \sum_{n=k}^{l} \frac{\|Q\|^n_{4q} \|Q\|^n_{q(n-1)q} + \|Q\|^n_{4q}}{n!} \]
\[ \leq \sum_{n=k}^{l} \frac{\|Q\|^n_{4q} \|Q\|^n_{q(n-1)q}}{n!} + \frac{\|Q\|^n_{4q}}{n!} \]
\[ < \epsilon. \]

For the case $\lambda = \infty$, just remember that $\mathcal{E}_{p, \infty}^\tau = \bigcap_{\lambda \in \mathbb{R}_+^+} \mathcal{E}_{p, \lambda}^\tau$. $\Box$

Notice that, for the KMS condition, the interesting case is the case $\lambda = \frac{1}{2}$ as one can see in the definition of the expansional, in Lemma 3.4.6 or even in the original article [4]. Another comment in this direction is about the interpretation of $\lambda$ in $\mathcal{E}_{p, \lambda}^\tau$. As one can check in [60], in the case of bounded operators for which our result gives an extension, we have Equation (3.6)
\[ e^{t(A+B)} e^{-tB} \xi = \text{Exp}_t \left( \int_0^t A(s) ds \right) \xi, \quad \xi \in G(B), \]
where $G(A)$ are the set of geometric vectors\footnote{The author discovered this concept in Sakai’s book [60] a little after discovering the first version of the theorems in this chapter.} with respect to $B$, which are defined as the vectors with the property that there exists a positive constant $M_\xi$ such that $\|B^n \xi\| \leq M_\xi^n \|\xi\|$. The similarity with our approach is notorious, nevertheless they are not nearly the same concept, as one can notice by Proposition 5.1.1.
It is also possible to obtain a complex version of this formula, namely

\[ e^{z(A+B)}e^{-zB} \xi = \sum_{n=0}^{\infty} \int_0^1 dt_1 \cdots \int_0^{t_{n-1}} dt_n z^n A(t_1) \cdots A(t_n) \xi, \quad \xi \in G(B), \]

which evidences more our interests in the case \( \lambda = \frac{1}{2} \).

We already know that the modular automorphism groups of \( \phi \) and \( \psi \) can be related as follows:

\[
\begin{align*}
\hat{u}_t^{\phi \psi} &= \text{Exp} \left( \int_0^t; -i \tau_s^{\psi}(Q) ds \right) \\
\hat{u}_t^{\psi \phi} &= \text{Exp} \left( \int_0^t; i \tau_s^{\psi}(h) ds \right) \\
\left( u_t^{\phi \psi} \right)^* &= \hat{u}_t^{\phi \psi} \\
u_t^{\phi \psi} \cdot \hat{u}_t^{\psi \phi} &= \hat{u}_t^{\phi \psi} u_t^{\psi \phi} = 1 \\
v_t^{\phi \psi} \tau_t^{\psi}(A) = \tau_t^{\phi}(A) \hat{u}_t^{\psi \phi}, \quad A \in \mathcal{M}.
\end{align*}
\]

Thus, Lemma 5.1.12 says that this operator is in \( L_{4q}(\mathcal{M}, \tau) \) if \( Q \) is \((\tau, p, \lambda)\)-exponentiation. Moreover, the KMS vector representation of the \( \| \cdot \|_p \)-continuous state is in the domain of \( u_t^{\phi \psi} \) for \( t < \lambda \).

We would add at this point that the author does not believe these results prove any kind of stability of KMS states. This belief is based on the necessity of add a “dual” continuity property on the state, hence, all the stability we proved seems to be a consequence of that continuity. An important exception is the stability of the domain of the Modular Operator, which allows us to extend the multiple-time KMS condition to unbounded operators, proved in Theorem 5.1.15 and 5.1.16.
Chapter Conclusions and Perspectives

We have already mentioned in the introduction that our goal was to extend the theory of perturbations of KMS states to some class of unbounded perturbations using noncommutative $L_p$ spaces. We achieved our goal defining $\mathcal{E}^\tau_{p,\lambda}$ and proving that this is a set that includes some unbounded operators whose elements give rises to convergent Dyson’s series related to a $\| \cdot \|_p$-continuous state. This is Corollary 5.1.18.

As important as the Corollary 5.1.18 are the theorems that make it possible. Theorem 5.1.15 and 5.1.16 provide a good understanding of the domain of the Modular Operator with respect to a $\| \cdot \|_p$-continuous state, as well as important bounds for the multiple-time KMS condition, which is well defined and analytic thanks to those theorems.

The unsurprising, but valuable result that Araki’s perturbation theory is a special case of our results, namely, the case $p = 1$ and $q = \infty$ in the aforementioned results, shows that we made a gradation of an important theorem with many physical applications.

No less important, our review on the theory of weights and Noncommutative $L_p$-Spaces yielded some interesting results, for example, Theorem 4.2.9 which is a generalization of Hölder’s inequality that is the core to the results in Chapter 5 and many other small results. In fact, “review” is not the appropriate word here, since most of the topic is not developed in the standard literature.

We finish this work with a huge amount of unanswered interesting questions, some of which, not answered due to lack of time. Working on some of them is still in our plans.
The first one has been raised on the very beginning of this work. We would like to understand the relation between the unbounded perturbations described using noncommutative $L_p$ spaces and that of J. Derezinski, V. Jaksic and C.-A. Pillet presented in [15]. This task seems quite difficult to be completely achieved, since we don’t even know examples of perturbations as in [15], but our theory may lead to an example, which would be a great accomplishment.

Another question that has been in our minds from the very beginning of this thesis is how to extend our results to the Araki’s noncommutative $L_p$-spaces. In fact, it was our first idea to use this description, since the multiple-time KMS condition seems natural in this description, as well as, suitable duality and Hölder inequality.

One of the questions that appears during the development concerns Lemma 5.1.12. It says that the expansional has $\tau$-dense domain. We have shown in Theorem 5.1.16 some interesting vectors that lie in the domain of the expansional. But, what are the other vector that lies in the domain of the expansional, if there are any?

Thanks to Prof. Jean-Bernard Bru, whom I immensely thank for that, the author got in touch with an interesting article, [14], published a short time ago that shows applications of noncommutative $L_p$-spaces in Linear Response Theory. In this article, derivations are presented in the context of noncommutative $L_p$-spaces and applied to some physical problems. At that time those perturbations were unknown by the author, but Sakai’s version of bounded perturbations using derivations was well known. The natural question is if there exists an approach to our results using derivations.

Physical applications of the theory developed in Chapter 5 are very desirable too. As the article [14] suggests, linear response is a good candidate for that purpose.

We also didn’t have time to write down some results we believe we already have about the convergence of a sequence of perturbed states of a $\| \cdot \|_p$-continuous state obtained by a increasing sequence of perturbation is $\exp^{q,\lambda}_4$ which if $\| \cdot \|_4$-convergent. Another result in the same situation is the an analogous of Corollary 3.4.8 showing the vector states obtained by perturbations constitute a dense set.
Complementary Results in Functional Analysis

Definition A.0.1 (Direct Sum). Let \((X_\alpha)_\alpha\) be a family of Banach spaces, the direct sum of this family is defined as follows

\[
\bigoplus_{\alpha} X_\alpha = \left\{ (x_\alpha)_\alpha \in \prod_{\alpha} X_\alpha \mid \sum_\alpha \|x_\alpha\| < \infty \right\}
\]

Remark A.0.2. A sum of non-negative numbers over an arbitrary set of index is defined as the supremum of the sum for all finite number of terms. It is well know that a sum such as in the previous definition does make sense only if it vanishes in a cocountable number of index.

It is not difficult to see this direct sum is the closure of the usual direct sum.

A.1 Hahn-Banach Theorem

We will refer to the next result as Hahn-Banach Theorem, or more specifically, as Geometric Hahn-Banach Theorem but it was proved long after S. Banach’s works or even H. Hahn did the generalization known nowadays as (Analytical) Hahn-Banach Theorem.

Theorem A.1.1 (Hahn-Banach). Let \(V\) be a vector space over \(\mathbb{R}\), let \(p : V \to \mathbb{R}\) be a sublinear functional and let \(f : V_0 \to \mathbb{R}\) be a linear functional defined on a subspace
Then, there exists a bounded linear functional $\tilde{f} : V \to \mathbb{R}$ de $f$ such that $\tilde{f}_{|V_0} = f$ and $\tilde{f}(x) \leq p(x) \forall x \in V$.

We will not present the proof of the previous theorem since it is a standard result that can be found in almost any Functional Analysis’s book, such as [36].

Another standard result found in the same book was obtained by F. Bohnenblust and A. Sobczyk in 1938 as a generalization of an idea by F. Murray in a paper of 1936.

**Theorem A.1.2** (Hahn-Banach for Normed Spaces). Let $(V,||.||)$ be a normed vector space and let $f : V_0 \to \mathbb{K}$ be a bounded linear functional defined in a subspace $V_0 \subset V$. Then, there exists a bounded linear functional $\tilde{f} : V \to \mathbb{K}$ such that $\tilde{f}_{|V_0} = f$ and

$$
sup_{x \in V \atop ||x|| \leq 1} |\tilde{f}(x)| = sup_{x \in V_0 \atop ||x|| \leq 1} |f(x)|.
$$

**Theorem A.1.3** (de Mazur-Dieudonné). Let $V$ be a topological vector space, $M$ a subspace of $V$ and $A \subset X$ an open convex subset with $A \cap M = \emptyset$, then there exists a maximal closed subspace $H$ of $V$ disjoint of $A$ and containing $M$.

**Proof.** First, suppose $V$ is a topological vector space over $\mathbb{R}$.

Let $a \in A$, then, $A - a$ is an open and convex subset which contains the origin, thus the Minkowski functional $\rho_{A-a}$ is a continuous sublinear functional satisfying

$$
A - a = \{ x \in V | \rho_{A-a}(x) < 1 \} \quad \text{and} \quad A = \{ x \in V | \rho_{A-a}(x-a) < 1 \} \quad (A.1)
$$

So, since $M \cap A = \emptyset$, it follows that $\rho_{A-a}(x-a) \geq 1 \forall x \in M$.

Define now $N = \{ M \cup \{ a \} \}$ and let $\phi : N \to \mathbb{R}$ be given by $\phi(x - \lambda a) = \lambda$ which is clearly linear and:

- If $x \in M$ and $\lambda > 0$ then $\phi(x - \lambda a) = \lambda \leq \lambda \rho_{A-a} \left( \frac{x}{\lambda} - a \right) = \rho_{A-a}(x - \lambda a)$.
- If $x \in M$ and $\lambda < 0$ then $\phi(x - \lambda a) = \lambda < 0 \leq \rho_{A-a}(x - \lambda a)$.

This means $\phi$ is dominated by $\rho_{A-a}$ in $N$ and, using the Hahn-Banach Theorem, we obtain an extension $\tilde{\phi}$ of $\phi$ such that $\tilde{\phi}(x) \leq \rho_{A-a}(x) \forall x \in V$, in particular, $\tilde{\phi}$ is continuous, due to this and equation A.1, we must have $\tilde{\phi}(x) < 1 \forall x \in A - a$.

Define the maximal subspace $H = \text{Ker} \left( (\tilde{\phi}) \right)$, which is closed since $\tilde{\phi}$ is continuous, and contain $M = \text{Ker} \left( (\phi) \right)$. Moreover,

$$
x \in H \Rightarrow 0 = \tilde{\phi}(x) = \tilde{\phi}(x-a) + \tilde{\phi}(a) = \tilde{\phi}(x-a) + \phi(a) \leq \rho_{A-a}(x-a) - 1
$$

It means, $\rho_{A-a}(x-a) \geq 1 \forall x \in H \Rightarrow H \cap A = \emptyset$ by A.1.
For the complex topological vector space case, $M_{\mathbb{R}} \subset V_{\mathbb{R}}$ is a subspace, and by the previous proof, there exists a maximal closed subspace $H$ of $V_{\mathbb{R}}$ disjoint of $A$ such that $M \subset H$. Identify the maximal closed subspace with the kernel of a continuous functional $\phi \in V^*_R$ such that $H = \text{Ker}((\phi))$ and consider $\tilde{H} = H \cap iH$, which is also disjoint of $A$, and the functional $\tilde{\phi} \in V^*$ given by $\tilde{\phi}(x) = \phi(x) - i\phi(ix)$.

\[
\text{Ker}((\tilde{\phi})) = \{x \in V \mid \phi(x) = 0 \text{ e } \phi(ix) = 0\} = H \cap iH
\]

and thus $\tilde{H}$ is a maximal closed subspace of $V$.

$$M = iM \subset iH \Rightarrow M \subset H \cap iH.$$ 

Corollary A.1.4. Let $V$ be a topological vector space, $M$ an affine linear manifold of $V$ and $A \subset X$ an open convex subset disjoint of $M$, then there exists a closed hyperplane $H$ of $V$ disjoint of $A$ and containing $M$.

Corollary A.1.5. Let $V$ be a locally convex space, $M$ a closed affine linear manifold of $V$ and $K \subset X$ a compact convex subset which if disjoint of $M$, then there exists a closed hyperplane $H$ of $V$ which is disjoint of $K$ and contain $M$. adon

Proof. Let $U$ be a neighbourhood of $0$ such that $(K + U) \cap M = \emptyset$. Since $V$ is locally convex, we can assume $U$ is a convex set, hence $K + U$ is an open convex (not empty) subset of $V$ which is disjoint of $M$. By Corollary A.1.4, there exists a hyperplane $H$ disjoint of $K$ and containing $M$.

Corollary A.1.6. Let $V$ be a locally convex space and $M \subset V$ a subspace. Then $x \in \overline{M}$ if, and only if, $x^*(x) = 0$ for all $x^* \in V^*$ which vanish in $M$.

Proof. ($\Rightarrow$) Obvious.

($\Leftarrow$) Of course $\overline{M}$ is a closed subspace of $V$, if $x \notin \overline{M}$ then we fall back in the conditions of Corollary A.1.5 since $\{x\}$ is a compact convex set which does not intercept $M$. We conclude that there exists $x^* \in V^*$ such that $M \subset \text{Ker}((x^*))$ e $\{x\} \cap \text{Ker}((x^*)) = \emptyset \Rightarrow x^*(x) \neq 0$.

Corollary A.1.7. Let $V$ be a locally convex space and $x \in V$, if $x^*(x) = 0$ for all $x^* \in V^*$ then $x = 0$. 
Proof. Of course, the set of functionals vanishing in the subspace $M = \{0\}$ is $V^*$. By Corollary A.1.6 we conclude that $x \in \overline{M} = \{0\}$. 

\section{A.2 Krein-Milman Theorem}

\textbf{Definition A.2.1 (Face).} Let $V$ a topological vector space and $C$ an convex subset, a non-empty closed and convex set $F \subset C$ is said to be an extremal set or a face of $C$ if given $x, y \in C$ and $\lambda \in (0, 1)$ with $\lambda x + (1 - \lambda) y \in F$ then $x, y \in F$.

That is, a face is a set such that if it contains any point in the interior of a straight segment, then it contains the whole segment.

\textbf{Definition A.2.2.} Let $V$ be an topological vector space and $C$ a convex subset. An extremal point in $C$ is a point $x \in C$ such that $\{x\}$ is a face of $C$.

We denote by $\mathcal{E}(C) = \{x \in C \mid x \text{ is an extremal point of } C\}$.

\textbf{Proposition A.2.3.} Let $V$ be a topological vector space and $C$ a convex subset, the following conditions are equivalent:

(i) $x \in \mathcal{E}(C)$;

(ii) $x = \lambda y + (1 - \lambda) z$, with $y, z \in C$ and $\lambda \in (0, 1)$ \implies $x = y = z$;

(iii) $C \setminus \{x\}$ is convex;

\textbf{Proof.} (i) \iff (ii) It follows from definition.

(ii) \iff (iii) Let $y, z \in C \setminus \{x\}$ and $\lambda \in (0, 1)$, then follows from convexity of $C$ that $\lambda y + (1 - \lambda) z \in C$. On the other hand the extremicity of $x$ implies $\lambda y + (1 - \lambda) z \neq x$ and then $C \setminus \{x\}$ is convex.

Let $y, z \in C$ and $\lambda \in (0, 1)$. Suppose by absurd that $y \neq x$, so we would have $z \neq x$ and hence $x = \lambda y + (1 - \lambda) z \in C \setminus \{x\}$ since it is convex, a contradiction, so we must have $x = y = z$.

\textbf{Proposition A.2.4.} Let $V$ be a locally convex space and $C \subset V$ a non-empty compact convex subset, then $\mathcal{E}(C) \neq \emptyset$.

\textbf{Proof.} Denote by $\mathcal{F}$ the family of all faces of $C$ partially ordered by $\leq$, where $F_1 \leq F_2$ if, and only if, $F_2 \subset F_1$. Of course such family is non-empty since $C \in \mathcal{F}$. 
Let \( F_0 \subseteq F \) be a chain. Since \( F_0 \) is a totally ordered set and its elements are closed, \( F_0 \) has the finite intersection property and it follows from compactness of \( C \) that \( \bigcap_{F \in F_0} F \neq \emptyset. \) It is easy to see that \( \bigcap_{F \in F_0} F \) is a face of \( C \), since intersections preserve the closed convex and extreme properties of a set, furthermore, it is clearly an upper bound of \( F_0 \). It follows then by Zorn’s lemma that there exists \( \tilde{F} \subseteq F \) maximal.

Let us show \( \tilde{F} \) is a unitary set. In order to do that, suppose it is not true, that is, take \( x, y \in \tilde{F} \) with \( x \neq y \). Consider then the compact and convex set \( D = \{ x \} \) and the linear affine manifold \( M = \{ 0 \} + y \), by Theorem A.1.4 there exists a hyperplane \( H \) which contains \( M \) and is disjoint of \( D \).

Let \( f \in V^* \) and \( c \in \mathbb{K} \) such that \( H = f^{-1}(\{ c \}) \) and define

\[
\tilde{F}_0 = \left\{ x \in \tilde{F} \mid f(x) = \inf_{y \in \tilde{F}} f(x) \right\}.
\]

Let’s show that \( \tilde{F}_0 \) is a face of \( \tilde{F} \) and consequently a face of \( C \), in fact, suppose \( x = \lambda y + (1-\lambda)z \) with \( x \in \tilde{F}_0 \), \( y, z \in \tilde{F} \) and \( \lambda \in (0,1) \), then

\[
\inf_{y \in \tilde{F}} f(x) = f(\lambda y + (1-\lambda)z) = \lambda f(y) + (1-\lambda)f(z) \leq \inf_{y \in \tilde{F}} f(x) \Rightarrow f(x) = f(y) = f(z)
\]

It follows from the definition that \( y, z \in \tilde{F}_0 \) and thus it is a face. Note now that we cannot have \( x \) and \( y \) simultaneously as elements of \( \tilde{F}_0 \), so \( \tilde{F} \subseteq \tilde{F}_0 \) and this contradicts the maximality of \( \tilde{F} \). Therefore \( \tilde{F} \) is unitary and this guarantees the existence of maximal points of \( C \).

\[\Box\]

**Theorem A.2.5 (Krein-Milman).** Let \( V \) be a locally convex space and \( C \) a compact convex subset, then \( C = \overline{\text{conv}}(\mathcal{E}(C)) \).

**Proof.** By Proposition A.2.4, \( \mathcal{E}(C) \neq \emptyset \). Suppose that \( C \setminus \overline{\text{conv}}(\mathcal{E}(C)) \neq \emptyset \) and take \( x \in C \setminus \overline{\text{conv}}(\mathcal{E}(C)) \), note that \( \overline{\text{conv}}(\mathcal{E}(C)) \subseteq C \) is compact since it is a closed set contained in a compact one. By theorem A.1.4 there exists a closed hyperplane \( H \) containing \( \{ x \} \) and disjoint of \( \overline{\text{conv}}(\mathcal{E}(C)) \).

Let \( f \in V^* \) and \( c \in \mathbb{K} \) such that \( H = f^{-1}(\{ c \}) \), we can assume without loss of generality that \( f(x) = c < f(y) \forall y \in \overline{\text{conv}}(\mathcal{E}(C)) \), and take \( F = \left\{ x \in C \mid f(x) = \inf_{y \in C} f(x) \right\} \). We have already seen in the proof of Proposition A.2.4 that \( F \) is a proper face of \( C \) and that \( \mathcal{E}(F) \neq \emptyset \), furthermore, if \( y \in \mathcal{E}(F) \), \( f(y) = \inf_{z \in C} f(z) \leq f(x) = c < f(w) \forall w \in \overline{\text{conv}}(\mathcal{E}(C)) \),
hence $y \notin \overline{\text{conv}}(\mathcal{E}(C))$. On the other hand we must have $\mathcal{E}(F) \subset \mathcal{E}(C)$. This leads us to a contradiction, so we conclude that $C = \overline{\text{conv}}(\mathcal{E}(C))$.

\[ \square \]

**Lemma A.2.6.** Let $\mathfrak{A}$ be a $C^*$-algebra and $S$ be its unit sphere, then $S$ has an extremal point if, and only if, $\mathfrak{A}$ has an identity.

**Proof.** ($\Rightarrow$) If $\mathfrak{A}$ has an identity $1$, we can write it as $1 = \frac{A + B}{2}$ with $A, B \in S$. It follows that $\frac{1}{2} = \frac{A + B}{2}$ with $\tilde{A} = \frac{A + A^*}{2}$ and $\tilde{B} = \frac{B + B^*}{2}$. Now, since $\tilde{A} = 2\mathfrak{1} - \tilde{B}$, they are self-adjoint elements (they commute) and by Theorem 1.5.20, $\tilde{A}, \tilde{B} \geq \mathfrak{1}$. But $\tilde{A}, \tilde{B} \in S$, hence $\tilde{A} \leq \mathfrak{1}$ and $1 \leq \tilde{B}$, thus we conclude that $\tilde{A} = \tilde{B} = \mathfrak{1}$.

Returning to the definition of the operators, $A = 2\mathfrak{1} - A^*$ and it follows that $A$ is a normal operator such that $2A = AA^* + A^*A$, hence positive. By the above argument $A = \mathfrak{1}$ and the using the analogous argument for $B$, it follows that $1$ is an extremal point.

($\Leftarrow$) Suppose now $A \in \mathcal{E}(S)$. Of course $\sigma(A^*A), \sigma(AA^*) \subset 0, 1$, otherwise it is easy (again by 1.5.20) to construct a positive operator $B \subset \mathfrak{A}$ such that $\|B\| \leq 1$, $\|A \pm B\| = 1$, in particular, $A^*A$ and $AA^*$ are projections.

Now, let $B \in \{C - CA^*A - A^*ACA^*A + A^*ACA^*A \mid C \in \mathfrak{A}\}$ such that $\|B\| \leq 1$. A straight forward calculation using that $A^*A$ is a projection shows that $B^*AA^*B = 0$, thus $\|A^*B\| = \|B^*A(B^*A)^*\|^\frac{1}{2} = 0 \Rightarrow B^*A = A^*B = 0$ and $A^*AB^*B = 0$. So, we must have

\[
\begin{align*}
\|A \pm B\| &= \|(A^* \pm B^*)(A \pm B)\|^\frac{1}{2} \\
&= \|A^*A \pm (A^*B + B^*A) - B^*B\|^\frac{1}{2} \\
&= \|A^*A + B^*B\|^\frac{1}{2} = \max\{\|A\|, \|B\|\} \\
&\leq 1.
\end{align*}
\]

From equation A.2 we conclude, since $A$ is an extremal point,

\[
A = \frac{1}{2} A + B + \frac{1}{2} A - B \Rightarrow B = 0 \Rightarrow \\
\{C - CA^*A - AA^*C + AA^*CA^*A \mid C \in \mathfrak{A}\} = \{0\}
\]

Now, define $h = A^*A + AA^*$, and suppose it does not have an inverse, that means, via the identification in 1.5.14 and Theorem 1.5.4, there exists a positive operator $B \in \mathfrak{A}$ with $\|B\| = 1$ and $hB = 0$. But then

\[
\|AB\| = \|BA^*\| = \|BA^*AB\|^\frac{1}{2} \leq \|BhB\| = 0.
\]
Doing the analogous estimation to $\|BA\|$ we conclude

$$\| B - BA^*A - AA^*B + AA^*BA^*A \| = \| B \| = 1.$$  

Since it is a contradiction we must have that $hh^{-1}$ is an identity.

**Definition A.2.7.** Let $\mathfrak{A}$ be a $C^*$-algebra. A net $(E_i)_{i \in I} \subset \mathfrak{A}$ is said to be an approximate identity if, for all $A \in \mathfrak{A},$

$$\lim_{i \in I} \| AE_i - A \| = 0.$$ 

In the previous definition we defined a right approximate identity, but in a $C^*$-algebra, right and left approximate identity are the same.

The next result is a original proof of a well known result in the theory of $C^*$-algebras. After write this proof and consider to publish it, the author become aware that the same technique was used to prove it in Takesaki’s book [70].

**Theorem A.2.8** (Segal). Every $C^*$-algebra $\mathfrak{A}$ contains a positive approximate identity.

**Proof.** First we recall Theorem 1.5.14, to reduce to the case of a subspace of $B(H)$.

Let $\mathcal{P} = \{ A \in \mathfrak{A} \mid A \geq 0 \}$. Then $\mathcal{P}$ is a convex pointed cone, since by the Banach-Alaoglu Theorem the unit ball is weak-operator compact, $K = \mathcal{P} \cap B_B(H)^{WOT} = \mathcal{P}^{WOT} \cap \overline{S_B(H)^{WOT}}$ must be so, thus $K = \overline{\text{conv}}^{WOT}(\mathcal{E}(K))$ due to Theorem A.2.5.

On the other hand, according to Lemma A.2.6 there must exists an identity in the weak-operator closure of $S_B(H)$. Let $(E_i)_{i \in I} \subset S_B(H)$ be a net, which is convergent to this identity denoted by $1$. This means, for all $x, y \in H$ we have $\langle x - E_i x, y \rangle \to 0$.

Using Theorem 1.7.1, for each index $i$ there exists a unique positive operator $\sqrt{1 - E_i}$ such that $\sqrt{1 - E_i^2} = 1 - E_i$. It follows that

$$\| x - E_i x \|^4 = \langle (1 - E_i)^{1/2} x, (1 - E_i)^{1/2} x \rangle$$

$$\leq \| (1 - E_i)^{1/2} x \| \| (1 - E_i)^{1/2} x \|$$

$$\leq \| E_i \|^3 \| x \|^2 \langle x - E_i x, x \rangle$$

$$\leq \| x \|^2 \langle x - E_i x, x \rangle$$

and from this we conclude, for each fixed $x \in H$, $\| E_i x - x \| \to 0$, $E_i \in \mathcal{P} \cap S_B$. \qed
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