The Reporting of Observational Clinical Functional Magnetic Resonance Imaging Studies: A Systematic Review
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Abstract

**Introduction:** Complete reporting assists investigators in confirming the methodological rigor and validity of findings and allows replication. The reporting quality of observational functional magnetic resonance imaging (fMRI) studies involving clinical participants is unclear.

**Objectives:** We sought to determine the quality of reporting in observational fMRI studies involving clinical participants.

**Methods:** We searched OVID MEDLINE for fMRI studies in six leading journals between January 2010 and December 2011. Three independent reviewers abstracted data from articles using an 83-item checklist adapted from the guidelines proposed by Poldrack et al. (Neuroimage 2008; 40: 409–14). We calculated the percentage of articles reporting each item of the checklist and the percentage of reported items per article.

**Results:** A random sample of 100 eligible articles was included in the study. Thirty-one items were reported by fewer than 50% of the articles and 13 items were reported by fewer than 20% of the articles. The median percentage of reported items per article was 51% (ranging from 30% to 78%). Although most articles reported statistical methods for within-subject modeling (92%) and for between-subject group modeling (97%), none of the articles reported observed effect sizes for any negative finding (0%). Few articles reported justifications for fixed-effect inferences used for group modeling (3%) and temporal autocorrelations used to account for within-subject variances and correlations (18%). Other under-reported areas included whether and how the task design was optimized for efficiency (22%) and distributions of inter-trial intervals (23%).

**Conclusions:** This study indicates that substantial improvement in the reporting of observational clinical fMRI studies is required. Poldrack et al.'s guidelines provide a means of improving overall reporting quality. Nonetheless, these guidelines are lengthy and may be at odds with strict word limits for publication; creation of a shortened-version of Poldrack’s checklist that contains the most relevant items may be useful in this regard.
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Introduction

In the past decade, the use of functional MRI (fMRI) studies in cognitive neuroscience has increased a great deal [1,2]. Given that fMRI is increasingly applied to the study of clinical disorders (e.g., [9–8]), and considering the vulnerability of clinical participants, there is an ethical imperative for scientists to apply rigorous methodology and to provide adequate reporting. Rigorous methodology is required in order to uphold the promises typically made to participants during the consent process, namely that the study will help investigators to understand their conditions.
Standard guidelines have been developed to aid authors in reporting their research, such as the Consolidated Standards for Reporting Trials (CONSORT) [10] and the Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) initiative [9]. Recently, Poldrack and his colleagues have proposed guidelines specifically for reporting fMRI studies [14]. Although many authors have suggested endorsing the guidelines proposed by Poldrack et al. in reporting fMRI studies to improve the quality, transparency, and consistency of results [2, 18, 20, 21], few systematic reviews have been conducted to appraise the quality of reporting based on these guidelines. Although a study by Carp (2012) recently examined adherence to Poldrack et al.’s guidelines in randomly selected fMRI studies published since 2007, it included few studies involving clinical populations. Thus, the reporting quality in clinical fMRI studies remains unclear. Given the unique challenges (e.g., technical, interpretive, and methodological) that confront clinical fMRI studies, reporting details on design, subject characteristics, analyses and interpretation is suggested to enhance reproducibility of results in this subset of fMRI studies. Therefore, we expect that reporting in clinical fMRI studies is different from that of the overall fMRI literature.

Moreover, based on our experience and anecdotal evidence that the majority of fMRI studies are observational (i.e., the type of study is not designed to randomize participants to test efficacy and safety of any therapeutic intervention), these studies are less scrutinized than randomized clinical trials with experimental interventions; for example, randomized trials have to be registered with clinicaltrials.gov. Therefore, we aimed to systematically evaluate the quality of reporting in observational fMRI studies involving clinical human participants (i.e., individuals who either have a disease or are at risk of developing a disease) using a checklist adapted from the guidelines proposed by Poldrack et al. In this study, we set out to address the following two questions: (1) what percentage of articles reported each item of the fMRI-specific guideline, and (2) what percentage of items was reported per article?

Methods

Search Strategy and Eligible Journals

We searched OVID MEDLINE on January 2012 by using key word search terms (e.g., functional magnetic resonance imaging) combined with the acronym (i.e., fMRI) for articles published in 2010 and 2011, in the English language, and involving human participants. Compared with journals in general, top journals are cited more frequently (e.g., higher impact factors (IF)) and more scrutinized prior to publication (e.g., lower manuscript acceptance rates). Furthermore, studies have indicated that high IF and low manuscript acceptance rates of journals are associated with higher methodological rigor of articles published in the journals [22–26]. In this study, we further constrained our selection to six leading methodological rigor of articles published in the journals [22–26].

In this study, we decided to include a target sample size of 100 articles that had to meet the predefined inclusion and exclusion criteria. We therefore randomly selected and assessed the eligibility of articles among the unique citations, which were identified from the initial search strategy and after the duplicates were removed, until 100 articles were reached.

Eligibility Criteria for Studies and Study Selection

We included articles that were peer-reviewed, full reports of observational fMRI studies involving human clinical participants, and block or event-related or mixed design for the fMRI paradigm. We excluded articles that were published only in abstract form or any that were only editorials, letters, comments or reviews. Genetic, resting-state observational fMRI studies, fMRI studies other than observational studies (e.g., randomized clinical trials), and studies of connectivity were also excluded. As studies of connectivity aim to identify and quantify the correlations between brain regions [27], these studies have a different reporting focus vis-a-vis fMRI data analyses. For example, they report the Psycho-Physiological Interaction analyses to estimate effective connectivity or functional coupling rather than data preprocessing steps, which were demonstrated to have significant impacts on the quality of data and the reliability and interpretation of fMRI results [28][29].

However, the reporting essentials for effective connectivity studies have not been reflected in the current available guidelines including the one proposed by Poldrack et al. As our study aimed to evaluate the quality of reporting based on Poldrack et al.’s guidelines, we therefore excluded this type of study to ensure consistency.

In this study, we decided to include a target sample size of 100 articles that had to meet the predefined inclusion and exclusion criteria. We therefore randomly selected and assessed the eligibility of articles among the unique citations, which were identified from the initial search strategy and after the duplicates were removed, until 100 articles were reached.

Data Extraction

We created an electronic data extraction form containing 83 items adapted from the guidelines proposed by Poldrack et al. [14] to assess the reporting of study articles, which we piloted using a random selection of four studies reviewed by three independent reviewers (QG, MP, and WT). Through the pilot testing, we modified the abstraction form by deleting three items (Unwarping of B0 distortions; Describe any data quality control measures; any additional operations, e.g., masking out parts of the image) from Poldrack et al.’s original checklist. The reason for excluding these three items was that we found assessing them required too much subjectivity, meaning that biases among reviewers’ judgments were very high. Excluding them meant we were better able to achieve a common perception and interpretation of definitions among items we did evaluate, and hence increased between-reviewer agreement. The observed percentage of agreement on judgments between any two reviewers was 0.78 or higher. Final abstraction forms were devised prior to use (see Table S2). The data were extracted from each article and any online supplements. Items were answered with “Reported”, “Not Reported”, or “Not Applicable”.

Three authors (QG, MP, and WT), blinded to each other’s assessments, abstracted the reporting of each article independently. Instead of all three raters reviewing all articles, we decided to have two reviewers rate each article. To determine the number of articles needed to be evaluated by the second reviewer to ensure a desired level of reliability, we performed a sample size calculation [30][31]. The sample size of 50 was chosen so as to estimate the kappa for the inter-rater agreement within a margin of error of 0.3 with 95% confidence, assuming that the true kappa would be 0.6 or more and that the proportion of agreements by chance was 0.7 or less (see File S2). The first reviewer (QG) evaluated all 100 articles, of which 50 articles were randomly selected for the second reviewer (MP), and the other 50 articles were given to the third.
reviewer (WT) for abstraction; each article was therefore rated by two reviewers.

After completion of independent assessments, any disagreements between any pair of reviewers (i.e., QG and MP; QG and WT) were resolved by discussion among two reviewers, and if necessary, involving the third reviewer or expert (GH) until consensus was reached. The raw data collected from the 100 studies is available at online Supporting Information (see File S4).

Statistical Analysis

We calculated the percentage of studies that reported each evaluation item and a 95% confidence interval (CI) using an exact binomial method [32]. We then estimated the median, minimum and maximum percentages of reported items for each article.

Inter-rater agreement was assessed using the prevalence-adjusted bias-adjusted kappa (PABAK) coefficient [33]. When the prevalence of a rating is very high or low, the value of kappa may indicate a low level of agreement while the observed percentage of agreement is high, known as the kappa paradox [34]. Hence, we used prevalence-adjusted bias-adjusted kappa [33] to address this paradox and to better interpret the inter-rater agreement. Kappa coefficient results were interpreted based on the scale as proposed by Byrt [35]: 0.00 or less (No agreement), 0.01–0.20 (Poor agreement), 0.21–0.40 (Slight agreement), 0.41–0.60 (Fair agreement), 0.61–0.80 (Good agreement), 0.81–0.92 (Very good agreement), 0.93–1.00 (Excellent agreement).

We performed a sample size calculation to determine the number of articles to be included in the extraction and analysis. A sample size of 100 was chosen so that with 95% confidence, we would be able to quantify the true percentage of articles that reported each item to within 10% (see File S1). All statistical analyses were conducted using the SAS 9.2 software (Cary, NC).

Results

Study Selection

After removing the duplicates, the initial search strategy identified 1120 unique articles. We screened the articles in a random order for eligibility until the quota of 100 eligible articles was reached. To reach this target, we assessed 1100 articles (see Figure S1 for a flow diagram). The list of the 100 eligible articles is included in File S3.

Study Characteristics

Among the included 100 eligible articles published in six leading journals in 2010 and 2011, about 60% came from the journal NeuroImage. The majority of study designs were cross-sectional (94%). The funding source was reported in 78% of the citations, and came primarily from two or more different sources (77%) rather than from industry alone (1%). Fifty three percent of included articles were published in 2010 and the remaining forty seven percent in 2011. The median total number of subjects was 34 (first quartile (Q1) = 26, third quartile (Q3) = 48) ranging from 8 to 126, and most studies (79%) had a sample size of no more than 50 (see Table 1).

Items Commonly Reported

Of the 83 items, 22 items were reported by 85% or more of the 100 included articles. Specifically, all of the studies reported sample sizes. Most studies further described the manufacturer, field strength and model name of the scanner and the pulse sequence type (98%), statistical methods used for group modeling (97%), subjects’ characteristics such as age and gender (94%), statistical methods used for within-subject modeling (92%), eligibility criteria on selecting subjects (91%), and whether statistical inferences were corrected for multiple comparisons (90%). Similarly, 86% of the articles reported how regions of interest (ROIs) were defined. Of 86 articles that reported analyses not conducted on the whole brain, 80 (93%) explained how regions were determined (see Tables 2–10).

Items Not Commonly Reported

Among the 83 items, a total of 31 items were reported by no more than 50% of the included articles; 13 items were reported by fewer than 20% of the articles. Critically, and in sharp contrast to Poldrack’s guidelines, none of the studies reported observed effect sizes if they failed to reject the null hypothesis. Only one article (3%, 1/31) provided justifications for using fixed-effect inferences for group modeling. Other items that were insufficiently reported included slice-timing and motion corrections (12/100), temporal autocorrelation modeling used to account for within-subject variances and correlations (18/100), whether and how the task design was optimized for efficiency if it was an event-related design (22%, 6/35), distributions of inter-stimulus intervals (ISI), whether ISI was variable (23%, 9/39), statistical methods for repeated measurements (24/100), and smoothness and resolution element (RESEL) count if family-wise error (FWE) was found by random

| Table 1. Characteristics of Included fMRI Studies (Information Extracted from Each Article). |
|---------------------------------|--------------------------------------------------|
| **Study Feature**              | **Median (Q1, Q3) or %**                         |
| Publication Journal             |                                                   |
| Neuron                          | 2                                                |
| Nature Neuroscience             | 1                                                |
| Proceedings of the National Academy of Sciences of the United States of America | 4 |
| Brain                           | 22                                               |
| Journal of Neuroscience         | 13                                               |
| Neuroimage                      | 58                                               |
| Publication Year                |                                                   |
| 2010                            | 53                                               |
| 2011                            | 47                                               |
| Study Design                    |                                                   |
| Case-control                    | 0                                                |
| Cohort                          | 6                                                |
| Cross-sectional                 | 94                                               |
| Number of Subjects              |                                                   |
| Up to 10                        | 2                                                |
| 10–50                           | 77                                               |
| 51–100                          | 17                                               |
| More than 100                   | 4                                                |
| Funding Sources                 |                                                   |
| Completely funded by industry   | 1                                                |
| Others                          | 77                                               |
| Not reported                    | 22                                               |

Note: Q1 = first quartile or 25th percentile, Q3 = third quartile or 75th percentile. doi:10.1371/journal.pone.0094412.t001
field theory (RFT) (25%, 1/4). Moreover, only six articles (28%, 6/21) described whether variances were assumed equal among groups if there were more than two groups. Of the 35 articles that reported percent signal changes, 12 (34%, 12/35) explained how scaling factors were determined. Similarly, 45% (45/100) of the articles stated how signal was extracted within ROIs.

### Table 2. Percentage of articles reported each item, inter-rater agreement on the item and whether the item should be included in future shortened checklist relating to “Experimental Design”.

| Item No | Description                                                                 | % Reported (95% CI) | PABAx (95% CI) | Item Selection* |
|---------|------------------------------------------------------------------------------|---------------------|----------------|-----------------|
| 1a      | Described number of blocks, trials, experimental units per session or per subject | 92 (84, 96)         | 0.90 (0.77, 0.97) | Included        |
| 1b      | Stated length of each trial and interval between trials described           | 81 (71, 88)         | 0.76 (0.60, 0.87) | Included        |
| 1c     | If ISIs are variable, reported the mean and range of ISIs and how they were distributed (n = 39) | 23 (11, 39)         | 0.76 (0.60, 0.87) | Included        |
| 1d     | If block designs, specified the length of blocks (n = 73)                  | 79 (67, 87)         | 0.72 (0.55, 0.84) | Included        |
| 1e     | If event-related designs, stated whether the design was optimized for efficiency, and if so, stated how (n = 35) | 22 (10, 40)         | 0.70 (0.53, 0.83) | Included        |
| 1f     | If mixed design, stated correlation between block and event regressors (n = 2) | 50 (1, 98)          | 0.94 (0.83, 0.99) | Included        |
| 2a      | Stated task instructions on what subjects were asked to do                 | 92 (84, 96)         | 0.92 (0.80, 0.98) | Included        |
| 2b      | Described what the Stimuli were and how many there were                    | 69 (58, 77)         | 0.72 (0.55, 0.84) | Included        |
| 2c      | Stated whether specific stimuli repeated across trials                      | 49 (38, 59)         | 0.46 (0.26, 0.63) | Included        |
| 3       | If the experiment had multiple conditions, stated what the specific planned comparisons were, or whether an omnibus ANOVA test was used | 89 (81, 94)         | 0.90 (0.77, 0.97) | Included        |

Abbreviations: ISIs, inter-stimulus intervals; ANOVA, analysis of variance.

*The conditional item which is needed to report when the condition is met.

To identify whether the item should be included in future shortened checklist. If excluded, the reasons for exclusion are given.

doi:10.1371/journal.pone.0094412.t002

### Table 3. Percentage of articles reported each item, inter-rater agreement on the item and whether the item should be included in future shortened checklist relating to “Study Subjects”.

| Item No | Description                                                                 | % Reported (95% CI) | PABAx (95% CI) | Item Selection* |
|---------|------------------------------------------------------------------------------|---------------------|----------------|-----------------|
| 4a      | Stated number of subjects                                                    | 100 (96, 100)       | 1.00 (0.93, 1.00) | Included        |
| 4b      | Stated age (mean and range)                                                  | 92 (84, 96)         | 0.90 (0.77, 0.97) | Included        |
| 4c      | Stated handedness                                                            | 64 (53, 73)         | 0.98 (0.89, 0.99) | Included        |
| 4d      | Stated number of males or females                                            | 95 (88, 98)         | 0.90 (0.77, 0.97) | Included        |
| 4e      | Stated inclusion and exclusion criteria                                      | 91 (83, 95)         | 0.86 (0.72, 0.94) | Included        |
| 4f      | If any subjects were scanned but then rejected from analysis after data collection, stated numbers and reasons for rejection | 52 (41, 62)         | 0.82 (0.67, 0.92) | Included        |
| 4g     | For group comparisons, stated what variables (if any) were equated across groups (n = 90) | 70 (59, 79)         | 0.56 (0.37, 0.71) | Included        |
| 5       | Stated which IRB approved the protocol                                       | 94 (87, 97)         | 0.94 (0.83, 0.99) | Included        |
| 6       | Stated how behavioral performance was measured (e.g., response time, accuracy) | 56 (45, 65)         | 0.34 (0.14, 0.52) | Excluded due to much subjectivity and low inter-rater agreement. For example, some standard tools (e.g., E-Prime, Fiber-Optic-Button box) measure response timing and accuracy. If these tools are cited, is it safe to assume that the behavioral performance is measured? If not, what minimum details are required to report so as to score it as ‘reported’? Is this item required to report in every study? If not, under what condition? Included |

Abbreviations: IRB, institutional review board.

*The conditional item which is needed to report when the condition is met.

To identify whether the item should be included in future shortened checklist. If excluded, the reasons for exclusion are given.

doi:10.1371/journal.pone.0094412.t003

Reported Items per Article

The median (minimum, maximum) percentage of reported items per article was 51% (30%, 78%).

The inter-rater agreement was very good (PABAx >0.8) for 31 items, good (0.6 < PABAx ≤0.8) for 31 items, fair (0.4 < PABAx ≤0.6) for 20 items, and slight (PABAx = 0.34) for one item.
We note that some items had a lower inter-rater agreement than the others. This may be due to varying interpretations of items among reviewers. For example, item 6 ("State how behavioral performance was measured") had the lowest kappa statistic because it involved much subjectivity (e.g., if standard tools including E-Prime were cited, was it safe to assume the item was reported? Or if not the standard tool, what minimum details should be reported? Was this item necessary to report in each study?). We used duplicate reviewers and the consensus among reviewers to help reduce the biases and hence increase the reliability of findings.

Specifics on Reported Items

Manuscript quality hinges not only on whether an item was reported, but the specifics of the method that was used. Here we describe manuscripts' methodological choices regarding software, spatial smoothing, temporal filtering and thresholding for statistical significance.

Seventy-eight percent of the articles reported a version of the software package used in fMRI data analyses (see Table 5), and 98% reported using at least one software package. Of the 98 articles, 71.4% used SPM, 11.2% used FSL, and 10.2% used BrainVoyager (Table 11). The packages used by fewer than 10 articles include AFNI (7.1%), MATLAB (6.1%) and XBAM (1.0%). Many software packages were reported with a version; SPM5 was the most commonly used by 43.9% (43/98) of the articles, followed by SPM2 (17.3%, 17/98), SPM8 (8.2%, 8/98), and FSL-no version (6.1, 6/98). No version of XBAM was specified (see Table 11 for details).

Reporting of Clinical fMRI: A Systematic Review

Table 4. Percentage of articles reported each item, inter-rater agreement on the item and whether the item should be included in future shortened checklist relating to “Image Properties”.

| Item No | Description | % Reported (95% CI) | PABA (95% CI) | Item Selection |
|---------|-------------|---------------------|---------------|---------------|
| 7a      | Provided manufacturer, field strength (in Tesla) and model name of MRI system | 98 (92, 99) | 0.96 (0.86, 0.99) | Included |
| 7b      | Gave number of experimental sessions and volumes acquired per session | 50 (39, 60) | 0.78 (0.62, 0.88) | Included |
| 7c      | Stated pulse sequence type (e.g., gradient/spin echo, EPI/spiral) | 98 (92, 99) | 1.00 (0.93, 1.00) | Included |
| 7d      | Stated field of view, matrix size, slice thickness, inter-slice skip | 36 (26, 46) | 0.76 (0.60, 0.87) | Included |
| 7e      | Provided acquisition orientation (axial, sagittal, coronal, oblique) | 71 (61, 79) | 0.90 (0.77, 0.97) | Included |
| 7f      | Stated whether it is on the whole brain. If not, state area of acquisition | 65 (54, 74) | 0.90 (0.77, 0.97) | Included |
| 7g      | Stated order of acquisition of slices (sequential or interleaved) | 21 (13, 30) | 0.82 (0.67, 0.92) | Included |
| 7h      | Stated TE, TR and flip angle | 86 (77, 92) | 0.92 (0.80, 0.98) | Included |

Table 5. Percentage of articles reported each item, inter-rater agreement on the item and whether the item should be included in future shortened checklist relating to “Data Preprocessing”.

| Item No | Description | % Reported (95% CI) | PABA (95% CI) | Item Selection |
|---------|-------------|---------------------|---------------|---------------|
| 8a      | Stated the version number or date of last application for each piece of software used | 78 (68, 85) | 0.76 (0.60, 0.87) | Included |
| 8b      | Specified differences in any subjects who required different processing operations or settings in the analysis (n = 78) | 3 (1, 10) | 0.60 (0.42, 0.75) | Excluded due to much subjectivity. For example, if the study states that all subjects received same operations or settings, this item would not be applicable. If there is no indication of this, it is difficult to decide under what condition this item is expected to be reported. |
| 9a      | Specified order of preprocessing operations | 26 (17, 35) | 0.70 (0.53, 0.83) | Included |
| 9b      | Stated reference slice and interpolation type for slice timing correction | 9 (4, 16) | 0.94 (0.83, 0.99) | Included |
| 9c      | Stated reference scan, image similarity metric, type of interpolation used, degrees-of-freedom, and ideally optimization method for motion correction | 15 (8, 23) | 0.74 (0.58, 0.86) | Included |

Abbreviations: EPI, Echo Planar Imaging; TE, echo time; TR, repetition time.

*To identify whether the item should be included in future shortened checklist. If excluded, the reasons for exclusion are given.

doi:10.1371/journal.pone.0094412.t005
Table 6 Percentage of articles reported each item, inter-rater agreement on the item and whether the item should be included in future shortened checklist relating to "Inter-subject Registration and Smoothing".

| Item No | Selection* | Description | % Reported | PABAx | Item |
|---------|------------|-------------|------------|-------|------|
| 10a     | Selection  | Illustrated the voxels presented in all subjects using “mask image” | 16 (9, 24) | 0.68 (0.51, 0.81) | Included |
| 10b     | Selection  | Described transformation model (linear/affine, non-linear), type of any non-linear transformations (polynomial, discrete cosine basis), number of parameters (e.g., 12 parameter affine), regularization image-similarity metric, and interpolation method | 18 (11, 26) | 0.70 (0.53, 0.83) | Included |
| 10c     | Selection  | Stated object anatomical image information used for transformation to Atlas | 42 (32, 52) | 0.46 (0.26, 0.63) | Included |
| 10d     | Selection  | Stated if anatomical MRI is co-planar with functional acquisition | 36 (26, 46) | 0.80 (0.65, 0.90) | Included |
| 10e     | Selection  | Stated if functional acquisition is co-registered to anatomical | 47 (36, 57) | 0.82 (0.67, 0.92) | Included |
| 10f     | Selection  | If functional acquisition is co-registered to anatomical, stated how (n = 47) | 27 (15, 42) | 0.50 (0.31, 0.66) | Included |
| 10g     | Selection  | Provided Atlas/target information | 87 (78, 92) | 0.66 (0.48, 0.79) | Included |
| 10h     | Selection  | Stated brain image template space, name, modality and resolution (e.g., “FSL's MNI Avg152, T1 2 x 2 x 2 mm”, “SPM2's MNI gray matter template 2 x 2 x 2 mm”) | 16 (9, 24) | 0.64 (0.46, 0.78) | Included |
| 10i     | Selection  | Stated typically MNI, Talairach, or MNI converted to Talairach | 85 (76, 91) | 0.84 (0.69, 0.93) | Included |
| 10j     | Selection  | If MNI is converted to Talairach, stated the method used (e.g., Brett’s mni2tal) (n = 13) | 61 (51, 71) | 0.86 (0.72, 0.94) | Included |
| 10k     | Selection  | State clearly how anatomical locations (e.g., gyral anatomy, Brodmann areas) were determined (e.g., paper atlas, Talairach Daemon, manual inspection of individual’s anatomy, etc.) | 61 (50, 70) | 0.68 (0.50, 0.81) | Included |
| 11      | Selection  | Described size and type of smoothing kernel (e.g., for a group study, “12 mm FWHM Gaussian smoothing applied to ameliorate differences in inter-subject localization”; for single subject fMRI “6 mm FWHM Gaussian smoothing used to reduce noise”) | 84 (75, 90) | 0.96 (0.85, 0.99) | Included |

Abbreviations: MRI, magnetic resonance imaging; MNI, Montreal Neurological Institute space.
*The conditional item which is needed to report when the condition is met.
*To identify whether the item should be included in future shortened checklist. If excluded, the reasons for exclusion are given.

doi:10.1371/journal.pone.0094412.t006

determine the balance between improving the sensitivity and maintaining the resolution of the functional image. As can be seen in Table 12, the majority of studies reported using spatial smoothing (88/100), with 95.5% (84/88) specifying a type of kernel. The widths of smoothing kernel ranged from 3 mm to 12 mm with a median width of 8 mm. The most frequent kernel width was 8 mm (42%, 37/88). Other common widths included 6 mm (29.5%, 26/88), 9 mm (8%, 7/88), and 10 mm (5.7%, 5/88). The widths used by fewer than 5 studies were 5 mm, 12 mm, 4 mm, 4.2 mm and 3 mm. None of the studies justified their choices of smoothing kernel.

As with spatial smoothing, temporal filtering aims to increase the signal-to-noise ratio. Since most of the noise in fMRI is low frequency, high-pass filtering improves the ratio better than low-pass filtering, and is almost as good as band-pass filtering [36,39]. Specifying the filter cut-off parameter helps understand the temporal filtering process. Most studies (61/100) reported whether temporal filtering was used. Of the 60 studies that reported actual use of temporal filtering, most (95%, 57/60) used high-pass filtering. Only a few studies used low-pass (1.7%, 1/60) and band-pass (3.3%, 2/60) temporal filtering. Forty-eight studies reported the filter cut-off, among which the high-pass filtering cut-off ranged from 2.8 s to 318 s with a median and mode value of 128 s, compared to low-pass filtering with a single cut-off value of 6.7 s.

The threshold for statistical significance in voxel- or cluster-level analysis controls the type I error rate [40], and many papers have suggested using formal correction methods [40–45]. Of the 100 included studies, 78% reported the use of per-voxel (or height) threshold. The most common per-voxel threshold was p<0.001 (32.1%, 25/78), followed by p<0.05 (30.8%, 24/78), p<0.01 (16.7%, 13/78), and p<0.005 (15.4%, 12/78). More than half of the studies (63/100) reported using cluster-extent threshold. The size of cluster-extent threshold ranged from 3 mm³ to 5625 mm³ with a median threshold of 184 mm³. The majority of studies (81%, 81/100) reported using corrections for multiple testing; among these studies, around 16.1% (13/81) did not report which correction method was used. Among the studies that reported a method, the correction methods included False-wise Error (28.4%, 23/81), False Discovery Rate (27.2%, 22/81), Monte Carlo Simulation (18.5%, 15/81), Gaussian Random Field Theory (4.9%, 4/81) and several others (4.9%, 4/81).

Discussion

This study identified some reporting practices in observational clinical fMRI studies that met expectations and other areas where reporting was less than adequate. In particular, only one quarter of the items from the recommended reporting guidelines by Poldrack et al. (2008) were reported adequately. Indeed, only one half of recommended items were routinely reported in each article. Moreover, one third of the items were reported by less than half of the articles. Less adequately reported items were distributed across the categories: experimental design, inter-subject registration and smoothing, data preprocessing, statistical modeling, and statistical inference on ROI analysis. These results indicate that substantial room for improvement exists in the reporting of observational clinical fMRI studies.

Specifically, improvement in reporting important details is recommended in areas such as observed effect sizes in the results section when study results are negative, justifications for fixed-effect inferences used for group modeling, and temporal autocorrelation matrix used to account for within-subject variance and correlations. As effect sizes observed from statistically significant
regions overestimate true effect sizes [46,47], including values from non-significant regions (e.g., those that are identified from similar previous studies) would help provide a more realistic range of effect size estimates and reduce the risk of bias arising from reporting on active regions only. Given the existence of temporal autocorrelation in fMRI time series, incorporating an autocorrelation model increases the accuracy of variance estimates. Reporting temporal autocorrelation estimates enables proper power analyses based on the method proposed by Mumford and Nichols [48]. Whereas findings from fixed-effect inferences particularly reflect the cohort of subjects studied, random-effect inferences generalize findings to the population at large from which the study sample was drawn [49]. The current recommendation is to use random-effect inferences for between-subject group modeling and fixed-effect inferences for single-subject modeling. Providing justifications for using fixed-effects for group modeling would enhance understanding and interpretation.

This study differed substantially from the one existing review of fMRI reporting [18] in the number of items, definitions of items, study population and study design. For example, although Carp’s study used a single reviewer, we conducted a systematic review by using a duplicate abstraction, measuring inter-rater agreement and resolving disagreements through consensus. Moreover, our study focused on observational studies with clinical participants; in contrast, Carp evaluated fMRI studies in general which may not capture many studies involving clinical participants. There are also some notable differences in results between the two studies. For example, in the current study around one-third reported the distribution of inter-trial intervals, compared to one-twelfth in Carp’s study. About one half reported the number of subjects rejected from analyses with reasons for rejection in our study, which is one quarter greater than that of Carp’s study. Similarly, less than one-third of the articles in our study reported the following four methodological items but still showed better reporting than those in Carp’s study: how potentially confounding variables were matched across groups for group comparisons, whether autocorrelations were modeled, whether equal variance was assumed across groups for multiple group designs, and the number of RESELs and image smoothness for studies using FWE correction. Unfortunately, we are unable to identify the specific factors associated with these differences between the current study and Carp’s study; the factors might be the type of clinical participants involved in the study, impact factors of the journal, or the exclusion of studies of connectivity. Future research may be helpful in this regard by comparing reporting quality among studies with clinical participants versus without clinical participants, with high impact factor journals versus with low impact factor journals, and including studies of connectivity versus excluding connectivity. Although different, both studies did detect some commonality in important items that are frequently absent from published reports, indicating that incomplete reporting challenges the evaluation, understanding and interpretation of study findings, and limits the use of results for synthesis, e.g., for meta analyses.

### Table 7. Percentage of articles reported each item, inter-rater agreement on the item and whether the item should be included in future shortened checklist relating to “Statistical Modeling”.

| Item No | Description | % Reported | PABA<sub>k</sub> (95% CI) | Item Selection* |
|---------|-------------|------------|----------------|-----------------|
| 12      | For novel methods not described in a separate paper, provided description and validation of method in the text or an appendix (n = 2) | 50 (1, 98) | 0.88 (0.74, 0.96) | Excluded. Given that methods are continually developing, it involves much subjectivity as to whether or not the reported methods are novel. |
| 13a     | Stated statistical model and estimation method for both intra-subject and group modeling described | 92 (84, 96) | 0.80 (0.65, 0.90) | Included |
| 13b     | Stated block- or epoch-based or event-related model | 97 (91, 99) | 0.92 (0.80, 0.98) | Included |
| 13c     | Specified hemodynamic response function | 58 (47, 67) | 0.76 (0.60, 0.87) | Included |
| 13d     | Clearly stated additional regressors used (e.g., temporal derivatives, motion, behavioral covariates) | 53 (42, 63) | 0.58 (0.39, 0.73) | Included |
| 13e     | Stated any orthogonalization of regressors | 7 (2, 13) | 0.86 (0.72, 0.94) | Included |
| 13f     | Stated drift modeling or high-pass filtering (e.g., “DCT with cut off of X seconds”; “Gaussian-weighted running line smoother, cut off 100 seconds”; or “cubic polynomial”) | 55 (44, 64) | 0.74 (0.57, 0.86) | Included |
| 13g     | Described autocorrelation model (e.g., AR(1), AR(1)+WN, or arbitrary autocorrelation function) | 18 (11, 26) | 0.80 (0.64, 0.90) | Included |
| 13h     | Defined contrast for task or stimulus conditions | 90 (82, 95) | 0.90 (0.77, 0.97) | Included |
| 14a     | Stated statistical model, estimation method and inference type for group modeling (e.g., mixed, random or fixed effects) | 97 (91, 99) | 0.90 (0.77, 0.97) | Included |
| 14b<sup>ii</sup> | If fixed effects inference used for group modeling, provided the justification (n = 31) | 3 (1, 16) | 0.46 (0.26, 0.63) | Included |
| 14c     | If the group has more than 2-levels, described the levels and assumptions of the model (e.g., are variances assumed equal between groups) (n = 21) | 28 (11, 52) | 0.60 (0.41, 0.75) | Included |
| 14d     | Stated methods used for repeated measures to account for within subject correlation in group modeling | 24 (16, 33) | 0.66 (0.48, 0.79) | Included |

Abbreviations: DCT, discrete cosine transform; AR(1), first-order Autoregressive Model; WN, white noise.

<sup>ii</sup>The conditional item which is needed to report when the condition is met.

<sup>*To identify whether the item should be included in future shortened checklist. If excluded, the reasons for exclusion are given.

doi:10.1371/journal.pone.0094412.t007
Complete reporting becomes particularly important for studies involving clinical populations, where ensuring methodological rigor is necessary to uphold investigators’ promises to their participants that their participation will help society to better understand the nature of their condition. Our findings point towards the need for substantial improvement in this regard. In several other fields of health research, it has been demonstrated that journals adopting standard reporting guidelines (e.g., CONSORT statement) have better quality of reporting than those that do not [50–52], thus the use of guidelines in the fMRI literature may help improve the quality of reporting as well.

Implementation of the guidelines for reporting fMRI studies proposed by Poldrack and his colleagues (2008) do face some challenges. Firstly, authors often have strict word limits and the current guidelines are lengthy, making it important to identify which items are most essential. Secondly, some items are relevant to the quality of reporting observational clinical studies but are not covered in Poldrack et al.’s guidelines (for example, sample size

### Table 8. Percentage of articles reported each item, inter-rater agreement on the item and whether the item should be included in future shortened checklist relating to “Statistical Inference on Statistic Image (thresholding)”.

| Item No | Description | % Reported (95% CI) | PABA* (95% CI) | Item Selection* |
|---------|-------------|---------------------|----------------|-----------------|
| 15a     | Stated type of search region for analysis, and the volume in voxels or CC | 54 (43, 64) | 0.60 (0.41, 0.75) | Included |
| 15b     | if not whole brain, stated how region was determined (n = 86) | 93 (85, 97) | 0.58 (0.39, 0.73) | Included |
| 15c     | Stated and listed each if threshold used for inference and threshold used for visualization in figures is different (n = 49) | 44 (30, 59) | 0.56 (0.37, 0.71) | Included |
| 15d     | Stated if inferences are corrected for multiple comparisons | 90 (82, 95) | 0.80 (0.64, 0.90) | Included |
| 15e     | Stated observed effect size for any failure to reject the null hypothesis (e.g., lack of activation in a particular region) (n = 1) | 0 (0, 3) | 0.98 (0.89, 0.99) | Included |
| 15f     | Listed the smoothness in mm FWHM and the RESEL count if FWE found by random field theory (n = 45) | 25 (1, 80) | 0.70 (0.52, 0.83) | Included |
| 15g     | Provided details of parameters for simulation if FWE found by simulation (e.g., AFNI AphaSim) (n = 7) | 57 (18, 90) | 0.62 (0.43, 0.76) | Included |
| 15h     | Stated if it is voxel-wise significance | 49 (38, 59) | 0.54 (0.35, 0.70) | Included |
| 15i     | Provided smoothness and RESEL count if significance determined with random field theory (n = 8) | 12 (1, 52) | 0.96 (0.85, 0.99) | Included |
| 15j     | Listed smoothness in mm FWHM and the RESEL count if FWE found by random field theory (n = 45) | 25 (1, 80) | 0.70 (0.52, 0.83) | Included |
| 15k     | Stated cluster-defining threshold (e.g., P = 0.001) | 51 (40, 61) | 0.44 (0.24, 0.61) | Included |
| 15l     | Stated if it is voxel-wise significance | 49 (38, 59) | 0.54 (0.35, 0.70) | Included |
| 15m     | Stated if it is voxel-wise significance | 49 (38, 59) | 0.54 (0.35, 0.70) | Included |
| 15n     | Labeled “uncorrected” if no formal multiple comparisons method is used (n = 76) | 84 (74, 91) | 0.80 (0.64, 0.90) | Included |
| 15o     | Provided smoothness and RESEL count if significance determined with random field theory (n = 8) | 12 (1, 52) | 0.96 (0.85, 0.99) | Included |
| 15p     | Labeled “uncorrected” if no formal multiple comparisons method is used (n = 76) | 84 (74, 91) | 0.80 (0.64, 0.90) | Included |
| 15q     | Stated observed effect size for any failure to reject the null hypothesis (e.g., lack of activation in a particular region) (n = 1) | 0 (0, 3) | 0.98 (0.89, 0.99) | Included |
| 15r     | Stated if it is voxel-wise significance | 49 (38, 59) | 0.54 (0.35, 0.70) | Included |

Abbreviations: CC, cubic centimeter; FWE, family-wise error; FDR, false discovery rate; FWHM, full-width at half-maximum; RESEL, resolution element.

*To identify whether the item should be included in future shortened checklist. If excluded, the reasons for exclusion are given.

### Table 9. Percentage of articles reported each item, inter-rater agreement on the item and whether the item should be included in future shortened checklist relating to “Statistical Inference on ROI Analysis”.

| Item No | Description | % Reported (95% CI) | PABA* (95% CI) | Item Selection* |
|---------|-------------|---------------------|----------------|-----------------|
| 16a     | Described how ROIs were defined (e.g., functional or anatomical localizer) | 86 (77, 92) | 0.54 (0.35, 0.70) | Included |
| 16b     | Described how signal was extracted within ROI (e.g., average parameter estimates, FIR deconvolution) | 45 (35, 55) | 0.46 (0.26, 0.63) | Included |
| 16c     | If percent signal change reported, described how scaling factor was determined (n = 35) | 34 (19, 52) | 0.52 (0.32, 0.68) | Included |
| 16d     | Stated if percent signal change is relative to voxel-mean, or whole-brain mean | 16 (9, 24) | 0.66 (0.48, 0.79) | Included |

Abbreviations: ROI, region of interest; FIR, finite impulse response.

*To identify whether the item should be included in future shortened checklist. If excluded, the reasons for exclusion are given.

**Item Selection**

- **15a**: Stated type of search region for analysis, and the volume in voxels or CC
- **15b**: If not whole brain, stated how region was determined
- **15c**: Stated and listed each if threshold used for inference and threshold used for visualization in figures is different
- **15d**: Stated if inferences are corrected for multiple comparisons
- **15e**: Stated if inferences are corrected for multiple comparisons
- **15f**: Listed the smoothness in mm FWHM and the RESEL count if FWE found by random field theory
- **15g**: Provided details of parameters for simulation if FWE found by simulation
- **15h**: Stated if it is voxel-wise significance
- **15i**: Provided smoothness and RESEL count if significance determined with random field theory
- **15j**: Stated cluster-defining threshold (e.g., P = 0.001)
- **15k**: Stated the corrected cluster significance level (e.g., “Statistic images were assessed for cluster-wise significance using a cluster-defining threshold of P = 0.001; the 0.05 FWE-corrected critical cluster size was 103”)
- **15l**: Stated observed effect size for any failure to reject the null hypothesis (e.g., lack of activation in a particular region)
- **15m**: Stated and listed each if threshold used for inference and threshold used for visualization in figures is different
- **15n**: If correction is limited to a small volume, stated the method for selecting the region (n = 73)
- **15o**: Stated correction for multiple planned comparisons based upon each voxel
- **15p**: Stated correction for multiple planned comparisons based upon each voxel
- **15q**: Labeled “uncorrected” if no formal multiple comparisons method is used (n = 76)
- **15r**: If percent signal change reported, described how scaling factor was determined (n = 35)
- **16a**: Described how ROIs were defined (e.g., functional or anatomical localizer)
- **16b**: Described how signal was extracted within ROI (e.g., average parameter estimates, FIR deconvolution)
- **16c**: If percent signal change reported, described how scaling factor was determined (n = 35)
- **16d**: Stated if percent signal change is relative to voxel-mean, or whole-brain mean
calculations in the methods section, characteristics of clinical participants, and participation data flow diagrams to better understand potential bias due to non-participation [53]). Since reporting guidelines are evolving documents [54], we suggest dividing the list of items that should be reported into those that are essential, which should be placed in the manuscript itself, and those which are helpful to report can be included as online supplements. Some methodological parameters have more impact than others [28,55] and hence should be considered as essential items. Some journals (e.g., Nature) have recently removed space limitations on methods sections, however, since this is not a widespread practice it would still be useful to distinguish between essential and helpful items. In addition to the form of text-based reporting, some items can be reported in the form of source code (e.g., for data collection and statistical analyses) [56] and machine-readable information compatible to different imaging analyses packages [57]. Our recommendation for creating a list of essential items is not intended to supplant the existing guidelines but rather a suggestion to consider during the next update of the guidelines. We hope that our suggestions will lead to more discussion and future consensus regarding what is in fact essential to report in the manuscript itself for observational clinical fMRI studies. For example, the consensus can be reached through a consensus meeting involving a variety of experts in this area, in a similar way that the standard CONSORT guideline was created. Involving journal editors in the process and having their endorsement of the guidelines would encourage researchers to comply with the new standards.

The present study has several limitations. First, findings in this study reflect the quality of reporting of observational clinical fMRI studies in six top neuroscience journals published between 2010 and 2011, results that may not apply to journals in general. Most likely, these results may overestimate true rates of reporting. Second, several items on the checklist used for evaluation in this systematic review involve subjectivity. However, using duplicate review and consensus for any disagreements helped to reduce differences in interpretations between reviewers.

**Conclusion**

This study has highlighted under-reported areas in observational fMRI studies involving clinical participants and points towards a need for improvement. Adherence to the guidelines for fMRI studies proposed by Poldrack and his colleagues could help improve quality of reporting. Considering that the guidelines are evolving and need continual updates, we suggest constructing a checklist that captures essential items to report to accommodate practical needs, and enforcing the reporting guidelines through proposed ways.

### Table 10. Percentage of articles reported each item, inter-rater agreement on the item and whether the item should be included in future shortened checklist relating to “Figures and Tables”.

| Item No | Description | % Reported (95% CI) | PABAx (95% CI) | Item Selection* |
|---------|-------------|---------------------|----------------|-----------------|
| 17a     | Stated the statistical map that the figure or table is based upon (e.g., Z, t, p) | 95 (88, 98) | 0.84 (0.69, 0.93) | Included |
| 17b     | Provided the thresholds used to create the image or figure (e.g., intensity and cluster extent) | 71 (61, 79) | 0.60 (0.41, 0.75) | Included |
| 18      | Underlying anatomical image stated (e.g., average anatomy, template image) | 26 (17, 35) | 0.66 (0.48, 0.79) | Included |
| 19a     | Locations in stereotactic space provided | 73 (63, 81) | 0.80 (0.64, 0.90) | Included |
| 19b     | Provided statistics for each cluster including maximum and cluster extent | 51 (40, 61) | 0.86 (0.72, 0.94) | Included |
| 19c     | Provided source of anatomical labels (e.g., atlas, automated labeling method) | 67 (56, 76) | 0.62 (0.43, 0.76) | Included |

*To identify whether the item should be included in future shortened checklist. If excluded, the doi:10.1371/journal.pone.0094412.t010

### Table 11. The use of software packages and versions.

| Type of Software | Reporting Articles | (N = 98) |
|------------------|-------------------|----------|
| **AFNI (no version)** | 7 | 7.1 |
| **BrainVoyager** | 10 | 10.2 |
| **BrainVoyager2.1** | 1 | 1.0 |
| **BrainVoyager2000** | 1 | 1.0 |
| **BrainVoyagerQX1.0.4** | 1 | 1.0 |
| **BrainVoyagerQX1.9** | 1 | 1.0 |
| **BrainVoyagerQX2** | 1 | 1.0 |
| **BrainVoyagerQX (no version)** | 3 | 3.1 |
| **BrainVoyager (no version)** | 2 | 2.1 |
| **FSL** | 11 | 11.2 |
| **FSL3.3** | 2 | 2.1 |
| **FSL4.1** | 1 | 1.0 |
| **FSL4.1.4** | 1 | 1.0 |
| **FSL5.0.2** | 1 | 1.0 |
| **FSL (no version)** | 6 | 6.1 |
| **MATLAB** | 6 | 6.1 |
| **MATLAB6** | 1 | 1.0 |
| **MATLAB6.5** | 1 | 1.0 |
| **MATLAB7.2** | 1 | 1.0 |
| **MATLAB (no version)** | 3 | 3.1 |
| **SPM** | 70 | 71.4 |
| **SPM2** | 17 | 17.3 |
| **SPM5** | 43 | 43.9 |
| **SPM8** | 8 | 8.2 |
| **SPM99** | 1 | 1.0 |
| **SPM (no version)** | 1 | 1.0 |
| **XBAM (no version)** | 1 | 1.0 |

Abbreviations: AFNI, Analysis of Functional NeuroImages; FSL, FMRIB Software Library; SPM, Statistical Parametric Mapping; XBAM, Brain Activation Mapping. doi:10.1371/journal.pone.0094412.t011
Table 12. The use of spatial smoothing, temporal filtering, and between-subject inference.

| Parameter | Reporting Articles |
|-----------|--------------------|
| **Spatial Smoothing** | | |
| Use of Spatial Smoothing (N = 100) | 88 | 88 |
| Type of Kernel (N = 88) | 84 | 95.5 |
| Width of Smoothing Kernel (FWHM, N = 88) | | |
| 8 mm | 37 | 42.0 |
| 6 mm | 26 | 29.5 |
| 9 mm | 7 | 8.0 |
| 10 mm | 5 | 5.7 |
| 5 mm | 4 | 4.5 |
| 12 mm | 3 | 3.4 |
| 4 mm | 2 | 2.3 |
| 4.2 mm | 1 | 1.1 |
| 3 mm | 1 | 1.1 |
| *Median (min, max)* | 8 mm (3 mm, 12 mm) | |
| Justification for the Chosen Smoothing Kernel | 0 | 0 |
| **Temporal Filtering** | | |
| Use of Temporal Filtering (N = 100) | 61 | 61 |
| Type of Filtering (N = 60) | | |
| High-pass | 57 | 95 |
| Low-pass | 1 | 1.7 |
| Band-pass | 2 | 3.3 |
| Filter Cut-off (second) | | |
| High-pass: Median (min, max) | 128 s (2.8 s, 318 s) | |
| Low-pass: Median (min, max) | 6.7 s (6.7 s, 6.7 s) | |
| **Between-subject Inference** | | |
| Use of Per-voxel (height) Threshold (N = 100) | 78 | 78 |
| Size of Per-voxel Threshold (N = 78) | | |
| p<0.001 | 25 | 32.1 |
| p<0.05 | 24 | 30.8 |
| p<0.01 | 13 | 16.7 |
| p<0.005 | 12 | 15.4 |
| Others | 11 | 14.1 |
| Use of Cluster-extent Threshold (N = 100) | 63 | 63 |
| Size of Cluster-extent Threshold (mm^3) | | |
| *Median (min, max)* | 184 (3, 5625) | |
| Use of Formal Corrections for Multiple Comparison | 81 | 81 |
| Methods Used for Formal Corrections (N = 81) | | |
| Family-Wise Error | 23 | 28.4 |
| False Discovery Rate | 22 | 27.2 |
| Monte Carlo Simulation | 15 | 18.5 |
| Gaussian Random Field Theory | 4 | 4.9 |
| Other Methods | 4 | 4.9 |
| Not Reported | 13 | 16.1 |
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