A retrospective study of 3D deep learning approach incorporating coordinate information to improve the segmentation of pre- and post-operative abdominal aortic aneurysm
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ABSTRACT

Abdominal aortic aneurysm (AAA) is one of the most common diseases worldwide. 3D segmentation of AAA provides useful information for surgical decisions and follow-up treatment. However, existing segmentation methods are time consuming and not practical in routine use. In this article, the segmentation task will be addressed automatically using a deep learning based approach which has been proved to successfully solve several medical imaging problems with excellent performances. This article therefore proposes a new solution of AAA segmentation using deep learning in a type of 3D convolutional neural network (CNN) architecture that also incorporates coordinate information. The tested CNNs are UNet, AG-DSV-UNet, VNet, ResNetMed and DenseVoxNet. The 3D-CNNs are trained with a dataset of high resolution (256 × 256) non-contrast and post-contrast CT images containing 64 slices from each of 200 patients. The dataset consists of contiguous CT slices without augmentation and no post-processing step. The experiments show that incorporation of coordinate information improves the segmentation results. The best accuracies on non-contrast and contrast-enhanced images have average dice scores of 97.13% and 96.74%, respectively. Transfer learning from a pre-trained network of a pre-operative dataset to post-operative endovascular aneurysm repair (EVAR) was also performed. The segmentation accuracy of post-operative EVAR using transfer learning on non-contrast and contrast-enhanced CT datasets achieved the best dice scores of 94.90% and 95.66%, respectively.

INTRODUCTION

Abdominal aortic aneurysm (AAA) is a common disease of the aorta, characterized by abnormal dilatation. In Western countries, the disease is common in males older than 65 with prevalence of about 4–7% (Gianfagna et al., 2016). Risk of rupture and associated risk
of mortality increases with dilation size. In the United States, more than 10,000 people die from rupture each year (Upchurch & Schaub, 2006; Lilienfeld et al., 1987). In addition, for predicting the rupture risk, 3D geometry of AAA could provide useful information, which could also be used for a pre-operative evaluation of endovascular stenting approach. Therefore, it is necessary to obtain the 3D segmentation of the outer wall of AAA, in order to generate its 3D geometry. The outer wall of AAA is the structure that is the outer surface surrounding AAA. Segmenting the outer wall of AAA could be considered as a difficult segmentation task, since its pixels’ intensity values are very similar to surrounding organs in CT images.

Several previous approaches based on prior medical knowledge have been proposed for AAA segmentation, such as intensity-based and contour-based methods (Lareyre et al., 2019; Siriapisith, Kusakunniran & Haddawy, 2019; Shum et al., 2010; Shang et al., 2015; Kurugol et al., 2015; Freiman et al., 2010; Wang et al., 2017). Convolutional neural networks (CNN) have recently been used for analyzing medical images in CT, MRI and ultrasound (Cheng et al., 2016; Jackson et al., 2018; Litjens et al., 2017; Shen, Wu & Suk, 2017; Ronneberger, Fischer & Brox, 2015). However, there are yet only a few studies applying CNNs to AAA segmentation on computed tomographic angiography (CTA) (Zheng et al., 2018; Lu et al., 2019; López-Linares et al., 2019; Salvi, Finol & Menon, 2021; Dziubich et al., 2020). The previous studies addressed only segmentation for post-operative endovascular aneurysm repair (EVAR) of AAA (Freiman et al., 2010) with limited amounts of training data (Krizhevsky, Sutskever & Hinton, 2012; Long & Shelhamer, 2015).

The method proposed in this article incorporates coordinate or location information as well as spatial information into a 3D CNN-based approach to AAA segmentation on non-contrast and contrast-enhanced datasets. Recent work on use of CNNs for medical image segmentation has explored various network architectures to improve performance (Shen, Wu & Suk, 2017; Kim et al., 2019). With this line of work seeming to have reached a plateau, a promising approach to achieve further improvement is to incorporate additional data, such as coordinate information (Liu et al., 2018; Ren & Hao, 2020). Segmentation of AAA is a good candidate for this approach since the AAA is a tubular structure almost always oriented from head to toe. To examine the generality of using coordinate information, we use several kinds of CNN networks in the experiments including standard UNet (Ronneberger, Fischer & Brox, 2015), AG-DSV-UNet (Turečková et al., 2020), VNet (Milletari & Navab, 2016), ResNetMed (Chen, Ma & Zheng, 1904) and DenseVoxNet (Yu et al., 2017). The raw datasets are non-contrast and post-contrast enhanced CT datasets, which are different in low and high contrast resolution of AAA. We also directly compare the accuracy of segmentation with ground-truth and with an advanced graph-cut based segmentation technique. Furthermore, we experiment with transfer learning of segmentation from a pre-operative model to post-operative EVAR. EVAR is a procedure of stent-graft implantation inside AAA under endovascular intervention in order to decrease the size of the aortic lumen. Measurement of AAA volume after EVAR is one of the considerations of imaging surveillance for patient follow up (Geraedts et al., 2020).
If AAA size continues to increase after EVAR, it indicates a complication called endoleak. Directly training a model to segment EVAR images would require a dataset for that problem, which would be highly labor intensive to produce. Thus, it is useful to explore whether transfer learning can be used to reduce the amount of effort required. The problem is challenging since the appearance of AAA after EVAR is changed, with the inner lumen replaced by a metal stent-graft (much smaller in size) and the presence of a further metal artifact in the image (Fig. 1).

One of the key contributions of this article is to evaluate the performance gains from incorporation of coordinate/location based information into the CNN-based approach to AAA segmentation in different low and high contrast resolution datasets of non-contrast and contrast-enhanced CT images. The proposed method archives outstanding performance when compared with existing methods in the literature. The second main contribution is to adopt the transfer learning-based approach using a pre-trained model of pre-operative AAA to post-operative EVAR, with only a small amount of data for the re-training. This approach has benefits in clinical applications for both pre-operative and post-operative AAA segmentation.
RELATED WORK

Coordinate or positional encoding recently became a hot topic in computer science that was first implemented in the language processing domain (Vaswani et al., 2017; Gehring et al., 2017). In language processing, position encoding is used to assign the order of words in a sentence in a sequence in order to represent the position of the word. The positional encoding was implemented by a linear function (Gehring et al., 2017) and sinusoidal function (Vaswani et al., 2017). In the image processing domain, the coordinate information encoding was also proposed in recent literature (Liu et al., 2018; Ren & Hao, 2020) by adding extra channels in input images. Liu et al. (2018) proposed incorporating coordinate information in two extra channels for the x, y axes of 2D images using a continuous sequence of integers starting with zero in row and column. They demonstrated an improvement of CNNs in image classification, objection detection and generative models. Ren & Hao (2020) proposed a similar coordinate information embedding in the extra channels of images as the input of a downstream CNN. They demonstrated an improvement of object detection in traffic sign images.

Ronneberger, Fischer & Brox (2015) proposed a fully convolutional network and training strategy for biomedical images. They modified and extended a previous architecture (Long & Shelhamer, 2015) such that it could work with very few training images and archived better segmentation results. The upsampling module of this network architecture consists of many channels to extract features which would be propagated to their upper layers. The architecture is U-shaped because the expansive path is symmetric to the contracting path, and is thus called U-Net. U-Net applies elastic deformations for data augmentation on training images. This allows the network to compensate for the reduced amount of data, so that it can be applied to tasks with relatively little available training data. Jackson et al. (2018) proposed a CNN for segmentation of kidneys in non-contrast CT images using a 3D U-Net architecture. Non-contrast CT images contain less contrast difference and are thus more difficult to distinguish from adjacent structures as compared with post-contrast CT images. They reported mean dice scores of 91% and 86% for right and left kidney segmentation, respectively.

López-Linares et al. (2018) proposed a fully automatic approach to AAA segmentation in post-operative CTA images, based on deep convolutional neural networks (DCNN). The proposed method has two steps. In the first step, the DCNN (Long & Shelhamer, 2015) provides 2D region-of-interest candidates for the thrombus. The second step is fine thrombus segmentation with a holistically-nested edge detection (HED) network (Xie & Tu, 2015). The DCNN is used to detect the thrombus region in the region of interest followed by HED for subsequent fine thrombus segmentation. The HED reduces the need for large deconvolution filters and increases the output resolution. The networks are trained, validated, and tested on 13 post-operative AAA images, archiving 82% dice score. Lu et al. (2019) recently proposed CNN segmentation of pre-operative AAA. The proposed method modified the 3D U-Net combined with ellipse filling for detection and segmentation of AAA. The model was trained on 321 CT examinations (non-contrast 168, post contrast 153) with testing on 57 examinations (non-contrast 28, post-contrast 29).
The AAA was present in 77% of the training dataset, yielding samples for non-contrast and post-contrast of about 129 and 117 examinations, respectively. The test was evaluated in terms of the maximum diameter of the aorta with an average dice score of 91.0%. Dziubich et al. (2020) proposed CNN-based AAA segmentation with an ensemble of 2D U-Net, ResNet and VBNNet. The ensemble predictions from these frameworks were reported to have a dice score of 94.0%. In addition, Siriapisith, Kusakunniran & Haddawy (2019) proposed an advanced graph-cut segmentation method on post-contrast CT images of AAA. The on integration of intensity-based and contour-based properties was deployed in the graph-cut with probability density function (GCPDF) and graph-cut based active contour (GCBAC). The performance, reported based on 20 CT examinations, yielded an average dice score of 91.88%.

In this study, we explore the incorporation of pixel-level coordinate/location information into a variety of network architectures, including UNet, VNet, ResNet and DenseNet. The AG-DSV-UNet (Turečková et al., 2020) is the recent advanced integration of attention gate (AG) and deep supervision (DSV) modes into the standard UNet. The AG module generates an attention-awareness mechanism (Wang et al., 2017) in the images that improves the performance in difficult structures. The DSV module solves the problem of vanishing gradients in the deeper layers of the CNN (Turečková et al., 2020). The VNet (Milletari & Navab, 2016) is an extension of UNet by replacing the max-pooling and upsampling with convolutions. The VNet increases the number of hyperparameters of a trained CNN as compared with standard UNet. ResNetMed (Chen, Ma & Zheng, 1904) is a 3D modification and a representative of 2D ResNet to allow the network to train with 3D medical data (He et al., 2016). ResNet improves the performance of deep convolutional neural networks by increasing the number of network layers and slowly degrading the features at deeper layers (He et al., 2016). ResNet is a popular network that has been proven effective with image medical data (Tian et al., 2022; Park et al., 2022; Wang et al., 2022). It is widely used in classification and detection in various medical images such as thoracic, ophthalmology and abdominal studies (Wang et al., 2022). DenseVoxNet (Yu et al., 2017) is 3D modification and a representative of DenseNet, which preserves the concept of dense connectivity. The DenseVoxNet has direct connections from a layer to all its subsequent layers and makes the network much easier to train.

**MATERIALS AND METHODS**

**Network architecture**

To examine the generality of the value of incorporating coordinate information in the segmentation process, we experiment with five CNN network architectures: standard UNet, AG-DSV-UNet, VNet, ResNetMed and DenseVoxNet. We describe each network architecture in turn. The 3D UNet (Ronneberger, Fischer & Brox, 2015) network architecture consists of contracting and expansive paths. The contracting path follows the classical convolutional network architecture. It consists of the repeated operation of $3 \times 3 \times 3$ kernel size of two convolution layers, each of them followed by a rectified linear unit (ReLU) and then $2 \times 2 \times 2$ kernel size of a max pooling operation. The detailed architecture of UNET was previous described in Ronneberger, Fischer & Brox (2015). In the
downsampling step, the number of filtering kernels is double of the one in the previous layer. Whereas, in the corresponding upsampling step, the number of filtering kernels is halved back to the number before the downsampling step. The features from the contraction path are concatenated with the features from the corresponding upsampling step, in all pairs of downsampling-upsampling steps. Specifically, in the final layer, each 64-dimension feature vector must be projected to have the same dimension as the number of classes, using a convolution layer with $1 \times 1 \times 1$ kernel size In total the network has 23 convolutional layers. Two classes (aorta and background) were applied at the output layers with threshold 0.5 to generate the binary classification of the aorta.

The 3D AG-DSV-UNet (Turečková et al., 2020; Kearney et al., 2019) is based on the standard UNet with the addition of AG and DSV modules. The AG module is added in the connection between pair of corresponding encoding and decoding modules. The features from the encoding path is combined with the input features, in which both of them are processed through a convolutional layer with $1 \times 1 \times 1 \times$ kernel and a batch normalization, in order to compute the attention map. DSV (Turečková et al., 2020; Kearney et al., 2019; Turečková et al., 2019) is the module added at the final step of the network by combining multiple segmentation maps from different resolution levels with element-wise sum. The detail of architecture was previously described in Turečková et al. (2020). It was based on the combination of two maps before upsampling to the next level-up. The second segmentation map was constructed by applying a $1 \times 1 \times 1$ convolution on each level of decoding paths.

The 3D VNet (Milletari & Navab, 2016) consists of encoder and decoder paths. The encoder path of the VNet is divided into many levels that operate at different resolutions. Each level comprises one to three convolutional layers with a $5 \times 5 \times 5$ kernel. The data resolution is reduced with the convolution. The second operation extracts features by non-overlapping $2 \times 2 \times 2$ volume patch, which reduces the size of the output feature map by half. The max-pooling operation in UNet is replaced with convolution in VNet. The decoder path of VNet expands the lower resolution maps in order to assemble the output volumetric segmentation. Each level of decoder path consists of deconvolution operation to increase the size of the inputs followed by one to three convolutional layers with $5 \times 5 \times 5$ kernel.

The ResNetMed (Chen, Ma & Zheng, 1904) is composed of 34 plain convolution layers of encoders and decoders. The first two sets of encoder layers are composed of (1) a convolution layer with a $3 \times 3 \times 3$ kernel size and 256 channels, and (2) a convolutional layer with a $3 \times 3 \times 3$ kernel and 128 channels. Each convolution layer has a $3 \times 3 \times 3$ kernel with the same output of the feature map. The remaining two groups of decoder layers are similar to the first two groups except doubling the number of channels per layer progressively. The final convolution layer is a Conv with a $1 \times 1 \times 1$ kernel size to generate the final output.

The DenseVoxNet (Yu et al., 2017) has down-sampling and up-sampling components. The down-sampling component is divided into two densely-connected blocks called DenseBlocks and each DenseBlock is composed of 12 transformation layers with dense connections. Each transformation layer is sequentially composed of batch normalization
BN), ReLU and 3 × 3 × 3 Conv. The up-sampling component is composed of BN, ReLU, 1 × 1 × 1 Conv and two 2 × 2 × 2 deconvolution (Deconv) layers. The final layer is 1 × 1 × 1 Conv to generate the final label map.

**Coordinate information**

The coordinate matrices (CoMat) were constructed using three matrices $X \in \mathbb{R}^{H \times W \times D \times 1}$, $Y \in \mathbb{R}^{H \times W \times D \times 1}$, $Z \in \mathbb{R}^{H \times W \times D \times 1}$ to embed the x, y, and z coordinate information of the input dataset $I \in \mathbb{R}^{H \times W \times D}$, where H is the height, W is the width and D is the depth of the input data. The initial value of CoMat is a sequence integer indices in each axis plane of the image in the ranges $X_{i,j,k} \in [0, H]$, $Y_{i,j,k} \in [0, W]$, $Z_{i,j,k} \in [0, D]$, as shown in Figs. 2 and 3. No additional object prediction is required to generate this coordinate information. The experiments create three types of coordinate information, CoMat1, CoMat2 and CoMat3. The CoMat1 is composed of x, y, z coordinates separately in three channel matrices. Because the aorta is tubular in shape along the z-axis, CoMat2 contains only the z coordinate information in one channel. The CoMat3 is a summation of x, y, z coordinate information into one channel using Eq. (1). The CoMat information is embedded into the original image data as the additional input channels of downstream CNN training. The original image data for medical images is one channel, so the input data for CNN will be two or four. It can be simply applied and does not change the core training network.

$$I' = (X + Y + Z) / 3$$  \hspace{1cm} (1)

**Dataset and experiment**

The experiments in this article were conducted under the approval of the institutional review board of Siriraj Hospital, Mahidol University (certificate of approval number: Si 818/2019). The raw datasets of this experiment were collected from 220 patients with AAA on whom performing both before and after contrast administration of CTA acquisition. The exclusion criteria included any surgery and other diseases of abdominal aorta such as...
bleeding, infection, and dissection. All CTA study was acquired with the 256-slice multi-detector row CT scanner (Revolution CT; GE Medical Systems, Milwaukee, WI, USA) using a nonionic monomer iodinated compound. The initial source of CT images was in axial slices with 1.25 mm slice thickness covering the entire abdominal aorta. The 64 DICOM images of each CTA were selected at the region of aortic aneurysm and the data was incorporated into a single volume file. To preserve the original pixel intensity, the dataset was kept in 12 bits grayscale. The volume metric of each dataset was 512 × 512 × 64 pixels. No additional feature map or augmentation was performed in this study.

The pytorch (v1.8.0) deep learning library in Python (v3.6.9) was used in the implementation. The CNN input volume was a matrix with 256 × 256 × 64 voxel dimensions. The pre-processing step was only voxel rescaling from 512 × 512 pixels to 256 × 256 pixels in the x-y plane. Each voxel contained the raw 12 bits grayscale as input data. The number of CT slices was limited to 64 due to the limitation of GPU memory. The coordinate information array of the volume dataset in xyz-direction was concatenated to the dataset and then fed into the training process (Figs. 2, 3). The experiments used three types of coordinate information, CoMat1, CoMat2 and CoMat3, which have three, one and one channels, respectively.

Figure 3 Three types of coordinate information. An illustration of coordinate information data creation. The CoMat1 concatenates x, y, and z-coordinate matrices into three channels of data. The CoMat2 contains only the z-coordinate matrix (one channel). The CoMat3 is an average of x, y, and z-coordinate matrices into one channel data. DOI: 10.7717/peerj-cs.1033/fig-3

The experiments were operated on a single GPU (Nvidia DGX-A100) with CUDA-enabled containing 40 GB RAM. The networks were learned with specific optimizer (i.e. RMSprop) and error loss (i.e. mean squared). The training parameters were set with learning rate of le-3, weight decay of le-8, and momentum of 0.9. The random seed was initially set to be zero. The dataset was split into training and validating sets with a respect ratio of 9:1. The training process was allowed to perform till a maximum of 300
epochs. The processing time required was 150–210 s for each epoch resulting in a total of 12.5–17.5 h for a one-time training process.

The non-contrast (NCCT) and contrast-enhanced (CECT) CT datasets were acquired from each patient in the same study. The network training was performed in two separate groups of experiments: NCCT and CECT datasets (Fig. 3). We call the trained models A1 and A2, respectively. The datasets for training with validation had 200 cases each. Each experiment randomly split the dataset into 90% for training and 10% for validation. The total number of images for training and validation was 12,800 for each experiment. The NCCT test dataset consisted of 1,280 images from 20 cases. The CECT test dataset also contained 1,280 images from 20 cases.

**Transfer learning**

The segmentation of post-operative EVAR was done with a network trained using transfer learning. The pre-training 3D CNN models (A1, A2) were trained on large pre-operative abdominal aortic aneurysm (AAA): The pre-processing step is to select 64 slices of contiguous CT images at infrarenal segments of abdominal aorta, which are then converted into a single 3D volume dataset. Networks are trained using 3D CNN and set up in two separate experiments. The coordinate information is embedded into input data as the additional channels. The pre-contrast and contrast-enhanced CT datasets are used to train each network to create two models A1 and A2, respectively.
AAA datasets. The transfer learning fine-tuned the shallow layers (contracting path) of the 3D CNN (Amiri, Brooks & Rivaz, 2020) which represents low-level features. The training dataset was small, containing only 20 cases of NCCT and CECT datasets. These training datasets were not the same cases as the pre-trained AAA models. All of the data was used for training without validation (Fig. 4). The hyper-parameters were manually set to be the same values as used in the pre-trained model. The models are named E1 and E2, corresponding to the NCCT and CECT datasets, respectively. To evaluate the performance of the transfer learning, 20 cases with post-operative EVAR were also used for test datasets.

Performance evaluation

To validate the performance of our proposed CNN segmentation method, it is compared with the performance of the advanced graph-cut-based method that combines GCPDF with GCBAC (Siriapisith, Kusakunniran & Haddawy, 2019). The experiment was performed on only contrast-enhanced AAA without stent graft implantation in 20 datasets. The ground-truth of AAA segmentation in all axial slices was prepared by a cardiovascular radiologist with 18 years of experience using the 3D slicer software version 4.10.0 (Fedorov et al., 2012). The quantitative assessment was evaluated by pixel wise comparison with the ground-truth using the dice similarity coefficient (DSC), Jaccard similarity coefficient (JSC) and Hausdorff distance (HD) as shown in Eqs. (2)–(4), where the insight toolkit library of 3D slicer software (Fedorov et al., 2012) was used to calculate an average HD value. The significant differences in the comparison coefficient among the several groups of experiments (comparison between CNN alone and CNN+CoMat) were assessed using a paired Student’s t-test. A statistically significant difference could be identified when P values <0.05. The consistency of the ground-truth was accessed by pixel wise inter-rater correlation of DSC using two cardiovascular radiologists with 18 and 14 years of experience. The process of inter-rater correlation was performed by randomly selecting 40 CT images from the NCCT dataset (two slices for each case).

\[
\text{Dice similarity coefficient} = \frac{2|R_A \cap R_R|}{|R_A| + |R_R|} \times 100 \tag{2}
\]

\[
\text{Jaccard similarity coefficient} = \frac{|R_A \cap R_R|}{|R_A \cup R_R|} \times 100 \tag{3}
\]

\[
\text{Hausdorff distance} = \max_{x \in R_A} \min_{y \in R_R} \{||x - y||\} \tag{4}
\]

where \(R_A\) is the region of the segmentation result, and \(R_R\) is the region of ground truth by manual segmentation.

RESULTS

Table 1 demonstrates the patient demographics. The training dataset contains case with an average age of 73.69 years, maximum aortic diameter of 57.9 mm, and average volume of...
155.7 ml. The testing data has a similar distribution, with average age 72.52 years, maximum aortic diameter 62.5 mm, and average volume 161.60 ml.

Most recent studies have used manual drawing to create the ground-truth for evaluating the AAA segmentation result. However, in this study, the ground-truth was created by manual drawing of the CT images slice by slice by one experienced cardiovascular radiologist. The quality of the ground-truth segmentations was validated by inter-observer correlation which was found to be 97.68 ± 0.82%. This could indicate excellent inter-observer agreement.

The experiments on the proposed 3D CNN-based methods of AAA segmentation demonstrate excellent results in most networks (i.e. UNet, AG-DSV UNet, VNet and ResNetMed). The training accuracy of all networks is demonstrated in graph (Fig. 5). Performances on the CECT dataset tend to be better than on the NCCT datasets. The best accuracy on NCCT and CECT datasets are AG-DSV-UNet+CoMat3 and standard UNet+CoMat1 with DSC values of 96.56 ± 2.18 and 96.69 ± 1.11, respectively. The coordinate information improved the segmentation results in all networks, particularly, CoMat1 and CoMat3. CoMat3 shows improvement of segmentation in most training networks on NCCT and CECT datasets, except UNet on CECT datasets and DenseVoxNet on both NCCT and CECT datasets, for which CoMat1 is best. The DenseVoxNet without coordinate information shows the worst accuracy on both NCCT and CECT datasets with DSC values of 35.85 ± 12.16 and 24.67 ± 12.75, respectively. However, the accuracy is significantly improved when coordinate information with CoMat1, CoMat2 and CoMat3 is added. The best improvements of DenseVoxNet occur with CoMat1 on both NCCT and CECT datasets with DSC values of 89.30 ± 5.70 and 87.48 ± 10.50, respectively.

For the transfer learning approach to the post-operative EVAR, the coordinate information also improves the segmentation results on both NCCT and CECT datasets. The CECT dataset also tends to get better accuracy than the NCCT dataset. The best accuracy on NCCT and CECT datasets is achieved by UNet+CoMat2 and UNet+CoMat3 with DSC values of 94.90 ± 4.23 and 95.66 ± 2.70, respectively. The CoMat2 is the best coordinate information to improve the segmentation accuracy in all training networks of the NCCT dataset. In the NCCT dataset, the coordinate information can provide an improvement in all re-training networks except UNet+CoMat1. In the CECT dataset, coordinate information can make an improvement on only UNet, AG-DSV-UNet and DenseVoxNet. The DenseVoxNet shows also the best performance gain for all types of added coordinate information on both NCCT and CECT datasets ($p = 0.00$).

| Table 1 Patient characteristics of the CNN training and testing dataset. |
|---------------------------------|------------------|------------------|
|                                | Training dataset | Testing dataset  |
| No of patients                 | 200              | 20               |
| Average age (years)            | 73.69 (51–93)    | 72.52 (42–88)    |
| Maximum aortic diameter (mm)   | 57.9 (32.1–107)  | 62.5 (50.9–85.9) |
| Average volume (ml)            | 155.7 (39.2–549.0)| 161.60 (85.8–360.5) |
Figure 5 Training curve. Model training accuracy of UNet, AG-DSV-UNet, VNet, ResNetMed, DenseVoxNet on non-contrast, contrast-enhanced datasets of pre-operative abdominal aortic aneurysm datasets. The left column is the non-contrast and right column is the post-contrast CT dataset. The label color of non-coordinate, CoMat1, CoMat2, and CoMat3 are blue, light blue, green and orange, respectively.
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**DISCUSSION**

CNNs have been applied to a number of medical image segmentation problems. Jackson *et al.* (2018) implemented a CNN for kidney segmentation in NCCT images. The NCCT is more difficult than CECT datasets because it has less contrast information in raw images. However, they reported good segmentation results with dice scores of 91% and 86% for right and left kidneys, respectively. The development of CNNs has tended to explore networks of increasing complexity, which in turn requires more data to train. Incorporation of coordinate information is an alternative approach that improves performance by providing more information for training. Recently, the incorporation of coordinate information has been proposed to improve object detection in 2D images (Liu *et al.*, 2018; Ren & Hao, 2020). Incorporation of coordinate information has the advantage of being able to work with existing CNN models without modification to their architecture.

The coordinate information can provide more information to CNN training by adding more channels into the dataset. The coordinate or positional encoding is an interesting topic in the language processing domain that deals with order of words in the sentence. The positional encoding can be implemented by a fixed position (linear function) (Gehring *et al.*, 2017) and relative position (sinusoidal function) (Vaswani *et al.*, 2017). The sinusoidal function is used to deal with the problems of variable length sequences that map positions into a vector. The variable length of input data always occurs in language processing but not in image processing with fixed image size. However, the performance of these two approaches has nearly similar results (Vaswani *et al.*, 2017). In the recent implementations of image processing, researchers still used a linear function to generate a simple index sequence of coordinate information (Liu *et al.*, 2018; Ren & Hao, 2020). The coordinate information tends to be of more benefit on the NCCT dataset than the CECT dataset because the NCCT dataset has less contrast resolution. This additional coordinate information provides useful information for the segmentation on the NCCT dataset. The segmentation of AAA is a good problem to test the concept of incorporation of coordination information because the structure is tubular in shape and orientation is almost always along the z-axis. Because of the tubular shape of AAA and fixed size of the volume dataset, the best option of embedded coordinate information is as fixed coordinate information in a linear index sequence. Our proposed method achieves excellent results on NCCT and CECT datasets of AAA segmentation with dice scores of 96.75% and 96.69%, respectively. (Table 2, Fig. 6). The result on non-contrast AAA is slightly better than post-contrast but not statistically significant ($p > 0.05$). The best segmentation result on the NCCT dataset is AG-DSV-UNet+CoMat3. By integration of coordinate information (CoMat3) into the network, the accuracy almost significantly improved from AG-DSV-UNet alone ($p = 0.06$). On the other hand, on the CECT dataset, the best segmentation result is standard UNet with a dice score of 96.62%. The coordinate information (CoMat1) provides a little improvement on the result with a dice score of 96.69% ($p = 0.38$). The post-contrast AAA has an enhanced aortic lumen used to define the
candidate region of AAA. However, in the case of no enhancement of aortic lumen in the non-contrast images of AAA, less information is available for training of the network.

In our experiment, we demonstrate that incorporating coordinate information can generally improve the segmentation performance in a variety of network architectures such as UNet, VNet, ResNetMed and DenseVoxNet models. In the NCCT dataset, the segmentation performance is improved by incorporating CoMat1 and CoMat3, which have more coordinate information from all xyz-directions, whereas CoMat2 has only z-direction coordinate information. Most of the networks are best with CoMat3 but they are not significantly different from CoMat1. In the CECT dataset, most of the networks are also best with CoMat3 except UNet and DenseVoxNet. The DenseVoxNet alone provides poor performance because with only 2M parameters, it has less complexity than the other models. It could be noticed that DenseVoxNet has fewer feature maps by reducing the number of features in each layer. Incorporating coordinate information in this less complex model would be a challenging area for future research. However, the coordinate information gives maximum benefit on DenseVoxNet on all types of CoMat1 data which can give a significant improvement of performance ($p = 0.00$). Furthermore, the coordinate information can enhance the stability of the DenseVoxNet on both NCCT and CECT datasets during the network training, as seen by less fluctuation of training accuracy on the

| Network/parameters | Coordinate | Non-contrast dataset | DSC | JSC | HD (mm) | Contrast-enhanced dataset | DSC | JSC | HD (mm) |
|--------------------|------------|----------------------|-----|-----|---------|---------------------------|-----|-----|---------|
|                    |            |                      |     |     |         |                           |     |     |         |
| UNet               | –          | 95.62 ± 3.28         | 91.78 ± 5.81 | 0.26 | 96.62 ± 1.53 | 93.50 ± 2.83 | 0.07 |
|                    | CoMat1     | 96.55 ± 2.09         | 93.40 ± 3.74 | 0.17 | 96.69 ± 1.11 | 93.62 ± 2.09 | 0.06 |
|                    | CoMat2     | 94.62 ± 4.87         | 90.16 ± 7.98 | 0.21 | 96.15 ± 1.98 | 92.65 ± 3.59 | 0.08 |
|                    | CoMat3     | 96.56 ± 2.18         | 93.44 ± 3.93 | 0.12 | 96.25 ± 2.19 | 92.86 ± 3.99 | 0.10 |
| AG-DSV-UNet        | –          | 96.22 ± 2.77         | 92.85 ± 4.79 | 0.19 | 92.56 ± 6.25 | 86.72 ± 10.01 | 0.66 |
|                    | CoMat1     | 95.66 ± 2.82         | 91.81 ± 5.04 | 0.18 | 92.11 ± 6.28 | 85.94 ± 9.82 | 0.20 |
|                    | CoMat2     | 96.30 ± 3.44         | 93.06 ± 5.85 | 0.33 | 93.93 ± 5.08 | 88.97 ± 8.51 | 0.23 |
|                    | CoMat3     | 97.65 ± 2.00         | 93.78 ± 3.61 | 0.07 | 95.83 ± 2.62 | 92.11 ± 4.70 | 0.16 |
| VNet               | –          | 95.83 ± 1.73         | 92.04 ± 3.18 | 0.08 | 95.48 ± 3.99 | 91.60 ± 6.59 | 0.31 |
|                    | CoMat1     | 95.88 ± 2.46         | 92.19 ± 4.29 | 0.09 | 95.92 ± 1.63 | 92.20 ± 2.97 | 0.08 |
|                    | CoMat2     | 95.46 ± 2.80         | 91.44 ± 4.87 | 0.10 | 94.53 ± 2.97 | 89.78 ± 5.21 | 0.15 |
|                    | CoMat3     | 95.92 ± 2.45         | 92.26 ± 4.33 | 0.12 | 96.20 ± 2.22 | 92.76 ± 3.97 | 0.17 |
| ResNetMed          | –          | 93.50 ± 5.67         | 88.25 ± 8.69 | 0.32 | 92.06 ± 3.84 | 85.52 ± 6.45 | 0.27 |
|                    | CoMat1     | 93.90 ± 4.30         | 88.79 ± 6.94 | 0.26 | 92.12 ± 3.59 | 85.59 ± 6.04 | 0.22 |
|                    | CoMat2     | 94.62 ± 4.87         | 90.16 ± 7.98 | 0.21 | 96.15 ± 1.98 | 92.65 ± 3.59 | 0.08 |
|                    | CoMat3     | 96.56 ± 2.18         | 93.44 ± 3.93 | 0.12 | 96.25 ± 2.19 | 92.86 ± 3.99 | 0.10 |
| DenseVoxNet        | –          | 35.85 ± 12.16        | 22.52 ± 9.16 | 25.93 | 24.67 ± 12.75 | 14.68 ± 8.36 | 5.17 |
|                    | CoMat1     | 89.30 ± 5.70         | 81.12 ± 8.82 | 0.71 | 87.48 ± 10.50 | 79.10 ± 14.54 | 0.45 |
|                    | CoMat2     | 88.48 ± 6.60         | 79.95 ± 10.25 | 1.78 | 84.49 ± 6.52 | 73.69 ± 9.58 | 5.38 |
|                    | CoMat3     | 85.85 ± 8.08         | 76.06 ± 12.05 | 1.55 | 78.39 ± 9.04 | 65.32 ± 11.64 | 1.04 |
epoch stream (Fig. 5). The coordinate information does not only provide the benefit on a less complex model but also in an advanced model. The AG-DSV-UNet, which is an example of an advanced and complex model architecture with 104 million parameters, also gets the benefit of incorporating coordinate information on both NCCT and CECT datasets.

The coordinate information can help to eliminate false detection in low contrast resolution images (NCCT dataset). For example, in one case in the NCCT dataset (Fig. 7), the standard UNet model detects two AAAs. The left AAA is the real AAA, while the right one is a well-distended gallbladder. The distended gallbladder has a round well-defined shape similar to AAA. After applying coordinate information in the model (UNet +CoMat3) the false AAA is no longer detected.

A number of previous studies have explored the use of CNNs for AAA segmentation. Lu et al. (2019) proposed a CNN for segmentation of pre-operative AAA. They modified 3D UNet combined with ellipse filling for detection and segmentation of AAA. The dataset was a mixture of non-contrast, contrast-enhanced, normal diameter aorta, and presence of AAA. The training dataset was 321 CT examinations (non-contrast 168 and contrast-enhanced 153; 247 with AAA and 74 without AAA). They used 5-fold cross-validation for CNN training, with 64 cases in each fold. The labeled ground-truth dataset was annotated by multiple annotators. The test was evaluated in terms of the maximum diameter of the aorta with an average dice score of 91%. In our experiment, we used a larger amount of training data in separate non-contrast and contrast-enhanced datasets with presence of
AAA. Normal diameter of aorta less than 3.0 cm was excluded from our experiment. No additional augmentation or cross validation technique was used during the CNN training process. The cross validation technique is often used for model testing in the case of limited sample size (Krstajic et al., 2014). Dziubich et al. (2020) proposed a CNN-based approach to AAA segmentation using 3D UNet, ResNet and VBNet. The training set was 8,126 images from 16 scans. The experiment gave the best result of DSC 94%. In contrast, our model incorporating coordinate information achieves a dice score accuracy of over 96%.

Previous studies have also explored non-deep learning approaches to AAA segmentation. Wang et al. (2017) proposed registration-based geodesic active contour to segmentation of the outer wall of AAA in MRI images. The experimental result showed an average DSC of 89.79%. Of particular note is a graph-cut based method that achieves strong results by iteratively interleaving intensity-based (GCPDF) and contour-based (GCBAC) segmentation (Siriapisith, Kusakunniran & Haddawy, 2019). The algorithm is designed for contrast-enhanced CT images. The accuracies of that graph-cut approach and this proposed CNN based method have dice scores of 95.04% and 96.69%, respectively. The result of our 3D CNN based method is slightly higher than the graph-cut but not significantly so ($p > 0.05$). However, the 3D CNN based method has the limitation

![Figure 7 False positive example. False positive prediction of AAA. The left column is non-contrast AAA with standard UNet prediction on axial view (A) and 3D volume rendering on coronal view (D). There is false prediction of a second AAA on the right side of the abdomen (*) that is a well distended gallbladder. The middle column is non-contrast AAA with UNet+CoMat3 prediction on axial view (B) and 3D volume rendering (E) images on the same patient. The false prediction does not occur on UNet+CoMat3. The ground-truth is demonstrated on the right column on non-contrast axial view (C) and 3D volume rendering (F) CT images.](https://doi.org/10.7717/peerj-cs.1033/fig-7)
of matrix size of the dataset. In this experiment, the maximum allowed size of the dataset is 64 slices in the z-axis of the training dataset. The previous implementation of graph-cut has less limitation of dataset allowing 150–200 slices of dataset. In the CNN approach, the size of the dataset can be doubled or tripled by adding more slices of labeled ground-truth to use in the CNN training.

The AAA segmentation in post-operative stent graft images is challenging because of the existing metallic artifact of the device. López-Linares et al. (2018) proposed a fully automatic approach to AAA segmentation of post-operative CTA images based on DCNN. The proposed method has two steps. The first step uses the DCNN network to define the candidate region of the thrombus. The second step is fine-tuned segmentation of the thrombus. The models were tested with 13 post-operative AAA cases. The method achieved a dice score of 82%. The segmentation result on NCCT and CECT datasets of post-operative EVAR achieves excellent results with the dice scores of 94.90% and 95.66%, respectively (Table 3, Fig. 8). The best network for NCCT and CECT datasets of post-operative EVAR is standard UNet+CoMat2 and standard UNet+CoMat3, respectively.

In our proposed approach, the post-operative EVAR has slightly worse results than pre-operative results because of the presence of metallic stent graft and smaller size of aortic lumen as compared with pre-operative. Our result showed that a transfer learning

| Network/parameters | Non-contrast EVAR | Contrast-enhanced EVAR |
|--------------------|-------------------|------------------------|
|                    | DSC               | JSC                    | HD (mm)       | DSC               | JSC                    | HD (mm)         |
| UNet               | –                 | 94.29 ± 7.69          | 90.02 ± 11.38 | 0.23             | 95.65 ± 3.84          | 91.90 ± 6.53   | 0.23         |
|                    | CoMat1            | 92.32 ± 12.14         | 87.49 ± 15.67 | 0.38             | 94.50 ± 4.69          | 89.92 ± 7.85   | 0.16         |
|                    | CoMat2            | 94.90 ± 4.23          | 90.59 ± 7.22  | 0.21             | 86.97 ± 14.08         | 79.20 ± 18.16  | 0.81         |
|                    | CoMat3            | 94.54 ± 8.26          | 90.55 ± 11.50 | 0.43             | 95.66 ± 2.70          | 91.81 ± 4.84   | 0.40         |
| AG-DSV-UNet        | –                 | 91.01 ± 13.31         | 85.57 ± 17.08 | 0.57             | 85.57 ± 10.54         | 76.14 ± 14.99  | 0.76         |
|                    | CoMat1            | 93.14 ± 11.59         | 88.74 ± 14.66 | 0.57             | 93.73 ± 9.16          | 89.30 ± 12.78  | 0.33         |
|                    | CoMat2            | 93.52 ± 10.81         | 89.25 ± 14.03 | 0.43             | 95.34 ± 4.49          | 91.41 ± 7.46   | 0.14         |
|                    | CoMat3            | 92.29 ± 11.11         | 87.21 ± 14.92 | 0.41             | 94.09 ± 7.16          | 89.56 ± 10.77  | 0.73         |
| VNet               | –                 | 85.99 ± 23.58         | 80.55 ± 25.03 | 1.34             | 94.85 ± 4.50          | 90.52 ± 7.54   | 0.57         |
|                    | CoMat1            | 91.38 ± 14.04         | 86.32 ± 17.03 | 0.91             | 94.64 ± 7.00          | 90.54 ± 10.62  | 0.77         |
|                    | CoMat2            | 94.06 ± 7.47          | 89.58 ± 11.28 | 0.33             | 92.90 ± 10.12         | 88.09 ± 14.30  | 1.24         |
|                    | CoMat3            | 93.23 ± 12.32         | 89.05 ± 15.08 | 1.34             | 92.82 ± 10.62         | 88.07 ± 14.85  | 1.82         |
| ResNetMed          | –                 | 81.80 ± 15.52         | 71.68 ± 19.09 | 2.41             | 88.13 ± 13.94         | 80.78 ± 16.30  | 0.98         |
|                    | CoMat1            | 82.43 ± 15.55         | 72.68 ± 19.53 | 0.85             | 86.80 ± 9.51          | 77.81 ± 13.57  | 0.56         |
|                    | CoMat2            | 88.29 ± 11.14         | 80.52 ± 14.98 | 0.58             | 87.50 ± 12.15         | 79.40 ± 15.23  | 1.69         |
|                    | CoMat3            | 83.18 ± 18.54         | 74.76 ± 22.55 | 2.21             | 85.81 ± 12.35         | 76.70 ± 14.55  | 1.19         |
| DenseVoxNet        | –                 | 40.63 ± 14.34         | 26.58 ± 12.15 | 27.55            | 27.88 ± 14.01         | 17.04 ± 10.44  | 4.67         |
|                    | CoMat1            | 87.07 ± 13.21         | 79.03 ± 16.66 | 2.04             | 87.95 ± 10.46         | 79.88 ± 14.93  | 1.10         |
|                    | CoMat2            | 88.91 ± 12.84         | 81.98 ± 16.93 | 2.72             | 72.02 ± 18.79         | 59.42 ± 21.65  | 12.68        |
|                    | CoMat3            | 89.47 ± 14.48         | 83.40 ± 18.84 | 2.39             | 85.53 ± 10.25         | 76.01 ± 14.41  | 2.05         |
approach with a small amount of training data is sufficient to provide good segmentation results. The benefit of transfer learning is that small amounts of data to train still provide excellent results. In the NCCT dataset of post-operative EVAR, all of the networks are best with CoMat2 but there is no significant difference from other types of coordinate information. The reason is that metallic stent-graft (high pixel intensity) can enhance contrast resolution in the center of the AAA lumen, in which CoMat2 has enough information to enhance the performance. In the CECT dataset, the coordinate information provides benefit only for AG-DSV-UNet and DenseVoxNet. The contrast and metallic stent in the lumen of AAA should be strong coordinate information for training the models. Furthermore, all types of coordinate information also significantly improved the performance with the DenseVoxNet network ($p = 0.00$) on both NCCT and CECT similar to pre-operative dataset.

The major limitation of the CNN-based approach is the matrix size of the dataset. In this implementation, the maximum allowed size of the CT dataset due to limited GPU memory is 64 slices in the z-axis and 256 × 256 in the transverse plane. The original 512 × 512 matrix of the CT image was thus scaled down to 256 × 256. Future development of GPUs with increased size of memory will enable using the original matrix size and longer slices of the training dataset. An alternative approach to this problem is to separate the volume into multiple patches such as 256 × 256 × 32 pixels to maintain the original resolution of the dataset volume. However, because of the difference in patient body size

Figure 8 Example of post EVAR. An example of CNN segmentation of post-operative EVAR of AAA, visualized on axial and 3D volume rendering. The upper row is post-contrast axial CT images of source image (A) CNN segmentation (B) and ground-truth (C). The lower row is post-contrast coronal reformatted CT image of source image (D) coronal reformatted CT image with 3D volume rendering of CNN segmentation (E) and ground-truth (F).
and variation of the aorta, the aorta may get distributed among different patches, resulting in a decrease in accuracy of segmentation at the edges of adjacent patches. In addition, the multiple patches also require post-processing steps.

CONCLUSIONS

This article has introduced a CNN-based approach for AAA segmentation with incorporated coordinate information. It was shown that the proposed solution using 3D CNN can be effectively applied for segmenting AAA in both NCCT and CECT preoperative datasets. No data augmentation or pre-processing was required in our proposed method. The best networks for pre-operative NCCT and CECT datasets are AG-DSV-UNet+CoMat3 and standard UNet+CoMat1, respectively. Our model can be effectively transferred to the post-operative EVAR dataset with high accuracy. The best networks for post-operative NCCT and CECT datasets are standard UNet+CoMat2 and standard UNet+CoMat3, respectively. The incorporated coordinate information demonstrates the non-dependent improvement of performance in AAA segmentation on a variety of CNN networks. A further extension of this research can be carried forward by extending the segmentation algorithm to cover the entire aorta. Future research could examine advanced encoding methods for incorporating coordinate information to improve performance in the image processing domain. The segmentation result could be reliable for volumetric assessment for further clinical research. We believe that this CNN approach with incorporated coordinate information also has a potential to solve difficult segmentation problems in the other grayscale medical images.

ACKNOWLEDGEMENTS

Thank you to Dr. Jitladda Wasinrat who is the second cardiovascular radiologist for analysis of inter-rater agreement.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding

This work was supported by a grant from the Mahidol University Office of International Relations to Haddawy in support of the Mahidol-Bremen Medical Informatics Research Unit. There was no additional external funding received for this study. The funders had no role in study design, data collection and analysis, decision to publish, or preparation of the manuscript.

Grant Disclosures

The following grant information was disclosed by the authors: Mahidol University Office of International Relations to Haddawy in support of the Mahidol-Bremen Medical Informatics Research Unit.

Competing Interests

The authors declare that they have no competing interests.
Author Contributions

- Thanongchai Siriapisith conceived and designed the experiments, performed the experiments, analyzed the data, performed the computation work, prepared figures and/or tables, authored or reviewed drafts of the article, and approved the final draft.
- Worapan Kusakunniran conceived and designed the experiments, authored or reviewed drafts of the article, and approved the final draft.
- Peter Haddawy conceived and designed the experiments, authored or reviewed drafts of the article, and approved the final draft.

Ethics

The following information was supplied relating to ethical approvals (i.e., approving body and any reference numbers):

The Siriraj Institutional Review Board granted Ethical approval to carry out this retrospective study (COA Si 818/2019).

Data Availability

The following information was supplied regarding data availability:

The source code is available in the Supplemental File.

The data is available at Figshare: Siriapisith, Thanongchai; Kusakunniran, Worapan; Haddawy, Peter (2022): A 3D deep learning approach incorporating coordinate information to improve the segmentation of pre- and post-operative abdominal aortic aneurysm. figshare. Dataset. https://doi.org/10.6084/m9.figshare.19090052.v1.

Supplemental Information

Supplemental information for this article can be found online at http://dx.doi.org/10.7717/peerj-cs.1033#supplemental-information.

REFERENCES

Amiri M, Brooks R, Rivaz H. 2020. Fine-tuning U-Net for ultrasound image segmentation: different layers, different outcomes. IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control 67(12):2510–2518 DOI 10.1109/TUFFC.2020.3015081.

Chen S, Ma K, Zheng Y. 1904. Med3D: transfer learning for 3D medical image analysis. ArXiv preprint. DOI 10.48550/arXiv.1904.00625.

Cheng J-Z, Ni D, Chou Y-H, Qin J, Tiu C-M, Chang Y-C, Huang C-S, Shen D, Chen C-M. 2016. Computer-aided diagnosis with deep learning architecture: applications to breast lesions in US images and pulmonary nodules in CT scans. Scientific Reports 6(1):24454 DOI 10.1038/srep24454.

Dziubich T, Bialas P, Znaniecki Ł, Halman J. 2020. Abdominal aortic aneurysm segmentation from contrast-enhanced computed tomography angiography using deep convolutional networks. In: ADBIS, TPDL and EDA 2020 Common Workshops and Doctoral Consortium. Cham: Springer International Publishing.

Fedorov A, Beichel R, Kalpathy-Cramer J, Finet J, Fillion-Robin JC, Pujol S, Bauer C, Jennings D, Fennessy F, Sonka M, Buatti J, Aylward S, Miller JV, Pieper S, Kikinis R. 2012. 3D Slicer as an image computing platform for the Quantitative Imaging Network. Magnetic Resonance Imaging 30(9):1323–1341 DOI 10.1016/j.mri.2012.05.001.
Freiman M, Esses SJ, Joskowicz L, Sosna J. 2010. An iterative model-constrained graph-cut algorithm for Abdominal Aortic Aneurysm thrombus segmentation. In: 2010 IEEE International Symposium on Biomedical Imaging: From Nano to Macro. Rotterdam.

Gehring J, Auli M, Grangier D, Yarats D, Dauphin YN. 2017. Convolutional sequence to sequence learning. In: Proceedings of the 34th International Conference on Machine Learning. Vol. 70. Sydney, NSW, Australia: JMLR.org, 1243–1252.

Geraedts ACM, de Mik S, Ubbink D, Koelemay M, Balm R. 2020. Postoperative surveillance and long-term outcome after endovascular aortic aneurysm repair in the Netherlands: study protocol for the retrospective ODYSSEUS study. BMJ Open 10(2):e033584 DOI 10.1136/bmjopen-2019-033584.

Gianfagna F, Veronesi G, Bertù L, Tozzi M, Tarallo A, Ferrario MM, Castelli P, Ro CAVPI. 2016. Prevalence of abdominal aortic aneurysms and its relation with cardiovascular risk stratification: protocol of the Risk of Cardiovascular diseases and abdominal Aortic Aneurysm in Varese (RoCAV) population based study. BMC Cardiovascular Disorders 16(1):243 DOI 10.1186/s12872-016-0420-2.

He K, Zhang X, Ren S, Sun J. 2016. Deep residual learning for image recognition. In: 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR).

Jackson P, Hardcastle N, Dawe N, Kron T, Hofman MS, Hicks RJ. 2018. Deep learning renal segmentation for fully automated radiation dose estimation in unsealed source therapy. Frontiers in Oncology 8(215):1023 DOI 10.3389/fonc.2018.00215.

Kearney V, Chan JW, Wang T, Perry A, Yom SS, Solberg TD. 2019. Attention-enabled 3D boosted convolutional neural networks for semantic CT segmentation using deep supervision. Physics in Medicine and Biology 64(13):135001 DOI 10.1088/1361-6560/ab2818.

Kim M, Yun J, Cho Y, Shin K, Jang R, Bae H-J, Kim N. 2019. Deep learning in medical imaging. Neurospine 16(4):657–668 DOI 10.14245/ns.1938396.198.

Krizhevsky A, Sutskever I, Hinton GE. 2012. ImageNet classification with deep convolutional neural networks. In: Proceedings of the 25th International Conference on Neural Information Processing Systems. Vol. 1. Lake Tahoe, Nevada: Curran Associates Inc, 1097–1105.

Krstajic D, Buturovic LJ, Leahy DE, Thomas S. 2014. Cross-validation pitfalls when selecting and assessing regression and classification models. Journal of Cheminformatics 6(1):10 DOI 10.1186/1758-2946-6-10.

Kurugol S, Come CE, Diaz AA, Ross JC, Kinney GL, Black-Shinn JL, Hokanson JE, Budoff MJ, Washko GR, San Jose Estepar R. 2015. Automated quantitative 3D analysis of aorta size, morphology, and mural calcification distributions. Medical Physics 42(9):5467–5478 DOI 10.1118/1.4924500.

Lareyre F, Adam C, Carrier M, Dommerc C, Mialhe C, Raffort J. 2019. A fully automated pipeline for mining abdominal aortic aneurysm using image segmentation. Scientific Reports 9(1):13750 DOI 10.1038/s41598-019-05251-8.

Lilienfeld DE, Gunderson PD, Sprafka JM, Vargas C. 1987. Epidemiology of aortic aneurysms: I. Mortality trends in the United States, 1951 to 1981. Arteriosclerosis 7(6):637–643 DOI 10.1161/01.atv.7.6.637.

Litjens G, Kooi T, Bejnordi BE, Setio AAA, Ciompi F, Ghafoorian M, van der Laak J, van Ginneken B, Sánchez CI. 2017. A survey on deep learning in medical image analysis. Medical Image Analysis 42:60–88 DOI 10.1016/j.media.2017.07.005.

Liu R, Lehman J, Molino P, Petroski Such F, Frank E, Sergeev A, Yosinski J. 2018. An intriguing failing of convolutional neural networks and the CoordConv solution. ArXiv preprint. DOI 10.48550/arXiv.1807.03247.
Long J, Shelhamer E. 2015. Fully convolutional networks for semantic segmentation. In: 2015 IEEE Conference on Computer Vision and Pattern Recognition (CVPR). Piscataway: IEEE.

Lu J-T, Brooks R, Hahn S, Chen J, Buch V, Kotecha G, Andriele KP, Ghoshhajra BB, Pinto J, Vozila P, Michalski M, Tenenholtz NA. 2019. DeepAAA: clinically applicable and generalizable detection of abdominal aortic aneurysm using deep learning. In: Medical Image Computing and Computer Assisted Intervention–MICCAI 2019: 22nd International Conference. Shenzhen.

López-Linares K, Aranjuelo N, Kabongo L, Maclair G, Lete N, Ceresa M, García-Familiar A, Macía I, González-Ballester MA. 2018. Fully automatic detection and segmentation of abdominal aortic thrombus in post-operative CTA images using deep convolutional neural networks. Medical Image Analysis 46:202–214 DOI 10.1016/j.media.2018.03.010.

López-Linares K, García I, García-Familiar A, Macía I, Ballester M. 2019. 3D convolutional neural network for abdominal aortic aneurysm segmentation. ArXiv preprint. DOI 10.48550/arXiv.1903.00879.

Milletari F, Navab N. 2016. V-Net: fully convolutional neural networks for volumetric medical image segmentation. In: 2016 Fourth International Conference on 3D Vision (3DV).

Park J, An J, Kim J, Jung S, Gil Y, Jang Y, Lee K, Oh JY. 2022. Study on the use of standard 12-lead ECG data for rhythm-type ECG classification problems. Computer Methods and Programs in Biomedicine 214:106521 DOI 10.1016/j.cmpb.2021.106521.

Ren L, Hao Z. 2020. A simple fix for convolutional neural network via coordinate embedding. ArXiv preprint. DOI 10.48550/arXiv.2003.10589.

Ronneberger O, Fischer P, Brox T. 2015. U-Net: convolutional networks for biomedical image segmentation. In: MICCAI 2015: Medical Image Computing and Computer-Assisted Intervention. Cham: Springer International Publishing.

Salvi A, Finol E, Menon PG. 2021. Convolutional neural network based segmentation of abdominal aortic aneurysms. In: 2021 43rd Annual International Conference of the IEEE Engineering in Medicine & Biology Society (EMBC). Mexico, Piscataway: IEEE, 2629–2632.

Shang EK, Lai E, Pouch AM, Hinmon R, Gorman RC, Gorman JH III, Sehgal CM, Ferrari G, Bavaria JE, Jackson BM. 2015. Validation of semiautomated and locally resolved aortic wall thickness measurements from computed tomography. Journal of Vascular Surgery 61(4):1034–1040 DOI 10.1016/j.jvs.2013.11.065.

Shen D, Wu G, Suk HI. 2017. Deep learning in medical image analysis. Annual Review of Biomedical Engineering 19:221–248 DOI 10.1146/annurev-bioeng-071516-044442.

Shum J, DiMartino ES, Goldhamme A, Goldman DH, Acker LC, Patel G, Ng JH, Martufi G, Finol EA. 2010. Semiautomatic vessel wall detection and quantification of wall thickness in computed tomography images of human abdominal aortic aneurysms. Medical Physics 37(2):638–648 DOI 10.1118/1.3284976.

Siripisith T, Kusakunniran W, Haddawy P. 2019. 3D segmentation of exterior wall surface of abdominal aortic aneurysm from CT images using variable neighborhood search. Computers in Biology and Medicine 107:73–85 DOI 10.1016/j.compbiomed.2019.01.027.

Tian Y, Wang J, Yang W, Wang J, Qian D. 2022. Deep multi-instance transfer learning for pneumothorax classification in chest X-ray images. Medical Physics 49(1):231–243 DOI 10.1002/mp.15328.

Turečková A, Tureček T, Kominková Oplatková Z, Rodríguez-Sánchez A. 2020. Improving CT image tumor segmentation through deep supervision and attentional gates. Frontiers in Robotics and AI 7(106):446 DOI 10.3389/frobt.2020.00106.
Turečková A, Tureček T, Komínková Z, Rodríguez-Sánchez AJ. 2019. KiTS challenge: VNet with attention gates and deep supervision. Submissions to the 2019 Kidney Tumor Segmentation Challenge: KiTS19. Available at https://kits.lib.umn.edu/kits-challenge-vnet-with-attention-gates-and-deep-supervision.

Upchurch GR Jr, Schaub TA. 2006. Abdominal aortic aneurysm. American Family Physician 73(7):1198–1204.

Vaswani A, Shazeer N, Parmar N, Uszkoreit J, Jones L, Gomez AN, Kaiser Ł, Polosukhin I. 2017. Attention is all you need. In: Advances in Neural Information Processing Systems. 5998–6008.

Wang F, Jiang M, Qian C, Yang S, Li C, Zhang H, Wang X, Tang X. 2017. Residual attention network for image classification. In: 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR). Piscataway: IEEE.

Wang Y, Seguro F, Kao E, Zhang Y, Faraji F, Zhu C, Haraldsson H, Hope M, Saloner D, Liu J. 2017. Segmentation of lumen and outer wall of abdominal aortic aneurysms from 3D black-blood MRI with a registration based geodesic active contour model. Medical Image Analysis 40:1–10 DOI 10.1016/j.media.2017.05.005.

Wang L, Wang H, Huang Y, Yan B, Chang Z, Liu Z, Zhao M, Cui L, Song J, Li F. 2022. Trends in the application of deep learning networks in medical image analysis: Evolution between 2012 and 2020. European Journal of Radiology 146:110069 DOI 10.1016/j.ejrad.2021.110069.

Xie S, Tu Z. 2015. Holistically-nested edge detection. In: 2015 IEEE International Conference on Computer Vision (ICCV). Piscataway: IEEE.

Yu L, Cheng J-Z, Dou Q, Yang X, Chen H, Qin J, Heng P-A. 2017. Automatic 3D cardiovascular MR segmentation with densely-connected volumetric ConvNets. ArXiv preprint. DOI 10.48550/arXiv.1708.00573.

Zheng J-Q, Zhou X-Y, Li Q-B, Riga CV, Yang G-Z. 2018. Abdominal aortic aneurysm segmentation with a small number of training subjects. ArXiv preprint. DOI 10.48550/arXiv.1804.02943.