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Abstract: Advanced Technologies such as Internet of Things, Machine Networking give rise to the deployment of autonomous Wireless Sensor Nodes. They are used for various domains namely battlefield monitoring, enemy detection and monitoring the environment change. These Wireless Sensor Nodes have the properties of low cost and high battery life. NL (Network Lifetime) is an important phase of Wireless Sensor Network (WSNs), in which the nodes can maintain sensing for a more amount of time. NL can be improved by use of multiple techniques namely Opportunistic Transmission, Scheduling of Timed Data Packets, Clustering of Nodes, Energy Harvesting and Connectivity. This paper provides the energy consumption computation, life time ratio definition and the overview of NL improvement techniques. The paper also presents brief review of the Destination based and Source based routing algorithm.
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I. INTRODUCTION

Wireless Sensor Networks (WSNs) can be classified into cluster based network and single area random networks. Cluster based network will divide the entire area into a set of sub-areas. Each of the area will have a set of nodes. One among the node is chosen as the cluster head for communication between nodes of different clusters [1]. In order to have a better aerial communication a new application layer is provided which will have ContikiMAC layer along with IEEE 802.15.4 2.4 GHz physical layer. With this modification better efficiency energy, high reliability is obtained [2].

The information needed for placement of multiple target sources is provided by acquisition of Received-signal-strength (RSS) values with the help of inexpensive sensors. Three algorithms are used to estimate the value of transmission power, location and orientation of target sources [3]. WSNs have higher advantage as compared to wired networks with respect to flexibility and easy access. Sequential Scanning is responsible for scanning of channels one by one, sensor nodes will be divided into subset and for each subset sequential scan is performed and the last approach will make use of randomized approach in which channel is assigned a random value [4].

Wireless Medical Sensor Networks (WMSNs) will be used for remote patient monitoring. The characteristics of environment are delay sensitivity and critical data. When the data is transmitted to the actual intended node at regular intervals at a higher rate causes issues like packet drops, retransmissions, and collisions [5].

Exponential cat swarm optimization (ECSO) [6] combines two algorithms. The first algorithm is exponential weighted moving average and second algorithm is cat swarm optimization (CSO). In this algorithm cluster head is opted based on fuzzy-based ant colony optimization (PFuzzyACO) which computes fuzzy, ACO and penguin search optimization. The optimized routing algorithm finds an efficient route between the initiate and terminate node based on multiple parameters namely trust computation, energy value, delay value and density based computation of traffic. The taxonomy of applications in which WSN spans is summarized in Fig1.

II. CLASSIFICATION OF WSN

The broad classification of network is described in Fig2. There are two kinds of classification. The first kind is single area network and second kind is cluster based network.

Single Area Network has all the nodes spread within an area at randomly locations and each of the node will communicate with other node in the network using its own specific algorithm and there is no controlling authority. The Single Area Network is provided in the Fig3.
Fig3: Single Area Network

Fig3 shows the Single Area Network of size 100*100. As shown in the fig3 the nodes are spread randomly across the entire area. Node 9 is placed at (8, 10). Node 20 is placed at the location (1, 79). In a similar fashion, all the 100 nodes are placed at specific locations in the network. The cluster-based network will spread the nodes across multiple clusters. Each cluster will have a specific set of nodes in the network. The communication between the nodes can happen directly if the initiator and terminator node is within the same cluster. Otherwise, the communication will happen through a special node of sufficient capacity known as the leader node. Cluster-Based Network is shown in Fig 4

Fig4: Cluster-Based Network

Fig4 shows the cluster-based network. As shown in the Fig4 the nodes are spread across four different clusters. In the Cluster1 there are five nodes Node1 to Node 5 with the area of (1, 50) and (1, 50). Cluster2 contains 10 nodes within the area of (51,100) and (1, 50). Cluster 3 contains 8 nodes within the area of (1,50) and (51,100) and Cluster 4 contains 15 nodes within the area of (51,100) and (51,100).

Section II will describe the energy loss process. Section III will define the lifetime ratio. Section IV will provide the definition of network lifetime in the literature. Section V will cover methods that can be used to improve the Network Lifetime.

III. ENERGY CONSUMPTION

The energy consumption [7]-[10] for the transmission of data is given by the equation

$$E_c = 2E_{tx} + E_{gen} d^\delta$$

(1)

Where, $E_{tx}$ is the energy required for transmission, $E_{gen}$ is the energy consumed for packet generation, $d$ is the distance between the nodes and then delta on top of the $d$ is the attenuation factor.

The nodes in the coverage area are classified into Non-Healthy and Super Healthy nodes in the network. Healthy Nodes are set of nodes whose remaining energy will be less than four times the initial energy and Super Healthy nodes are the nodes whose remaining energy is higher than four times the initial energy or equal to it

Non-Healthy  
\[ < \frac{IBE}{4} \]

Super Healthy  
\[ \geq \frac{IBE}{4} \]

Fig5: Classification of Nodes in the Coverage Area

Table- I: Initialize Energy of Nodes

| Node | Residual Energy |
|------|----------------|
| 1    | 500            |
| 2    | 500            |
| 3    | 500            |
| 4    | 500            |
| 5    | 500            |
| 6    | 500            |
| 7    | 500            |
| 8    | 500            |
| 9    | 500            |
| 10   | 500            |

Table I shows the residual energy, as shown in the table all the nodes are initialized with the same amount of energy of 500 J as provided in the Table1.
Table II: Distance between Nodes

| Link Between Two Nodes | Distance From Topology |
|------------------------|-----------------------|
| 2 → 5                  | 20.24                 |
| 5 → 7                  | 45.56                 |
| 7 → 8                  | 34.56                 |

Since Node-2, Node-5, Node-7 and Node-8 participate in routing they tend to lose their energy when they participate in routing.

The Updated Energy is defined using the following equation

\[ UE_{node} = CE_{node} - E_c \]

Where,

- \( CE_{node} \) = current energy of node
- \( UE_{node} \) = update energy of node
- \( E_c \) = Energy consumed

The updated energy of Node2 after the link is established between 2→5

\[ UE2 = CE2 - E_c25 = 500 - (2*20 + 10*d25^{0.5}) = 500 - (2*20 + 10*20.24^{0.5}) = 415.0111 \text{ J} \]

In a similar fashion the updating of Node 4 energy level and updating of Node 6 energy level

\[ UE4 = CE4 - E_c46 = 1000 - (2*20 + 10*d46^{0.5}) = 500 - (2*20 + 10*45.56^{0.5}) = 392.5019 \text{ J} \]

\[ UE6 = CE6 - E_c68 = 1000 - (2*20 + 10*d68^{0.5}) = 500 - (2*20 + 10*34.56^{0.5}) = 401.2122 \text{ J} \]

The updating of energy levels after the routing path is established is given in Table III

Table III: Updated Energy Levels

| Node | Residual Energy |
|------|-----------------|
| 1    | 500             |
| 2    | 415.0111        |
| 3    | 500             |
| 4    | 392.5019        |
| 5    | 500             |
| 6    | 401.2122        |
| 7    | 500             |
| 8    | 500             |
| 9    | 500             |
| 10   | 500             |

When the nodes participate in data delivery and routing over a period of time their residual energy keeps on decreasing. Consider after a period of 50 iterations the following is the energy level of the nodes in the network. As shown in Table 5 Node1 and Node 9 are non-healthy Nodes and remaining nodes will be Node-2, Node-3, Node-4, Node-5, Node-6, Node-7, Node-8 and Node-10 will be Healthy nodes.

Table IV: Energy Levels after 50 iterations

| Node | Residual Energy |
|------|-----------------|
| 1    | 223.35          |
| 2    | 500.67          |
| 3    | 789             |
| 4    | 324.67          |
| 5    | 500             |
| 6    | 250.57          |
| 7    | 500             |
| 8    | 500             |

IV. LIFE TIME RATIO

The Lifetime Ration is a measure that helps in maintaining a healthy network with a sufficient amount of capacity to transfer the critical data packets in the network. The Lifetime ratio is used as an important parameter in determining the performance of an algorithm. The lifetime ration is defined as below

\[ LR = \frac{\text{count of nodes with } RE \geq IBE/4}{\text{count of nodes with } RE < IBE/4} \]

(3)

When the nodes participate in data delivery and routing over a period of time their residual energy keeps on decreasing and hence as the iteration increases the lifetime ratio also comes down.

![Fig6: Residual Energy Dependency of a Specific Node](image_url)

Fig6 shows the Residual Energy of Node. As shown in the fig if the initial energy of the node is 3000 J as the number of times the node participates in routing the residual energy keeps on coming down.

V. NETWORK LIFETIME DEFINITIONS

In order to achieve a specific objective or to maintain the full working of WSN [11] Network Lifetime (NL) is most important. Whenever the nodes participate in routing then the battery power of the node will come down based on the energy transmission, energy generation, and distance and attenuation factors when a certain number of nodes lose their energy levels for the duration of time T then T is called as NL [12]-[15]. The network lifetime can be summarized in below table 5.
VI. NETWORK LIFETIME ENHANCEMENT TECHNIQUES

There are a lot of Network Lifetime Improvement techniques which are present in the literature but few of them can be categorized as given in the Fig 8.

- **Network Lifetime Definition (NLD)**
  - NLD-1: The time T for which QOS Constraint satisfies the SNR boundaries [16]
  - NLD-2: At least a single node covers an area for a certain period of time then the time is referred as NL[17]
  - NLD-3: The time at which zone leader (ZL) loses the complete battery energy [18]
  - NLD-4: For an application if the threshold packet delivery ratio is 27.85% then time at which packet delivery ratio becomes less 27.85% assuming threshold is 27.85% [19]

| Network Lifetime Definition (NLD) | Network Lifetime |
|----------------------------------|------------------|
| NLD-1                            | The time T for which QOS Constraint satisfies the SNR boundaries [16] |
| NLD-2                            | At least a single node covers an area for a certain period of time then the time is referred as NL[17] |
| NLD-3                            | The time at which zone leader (ZL) loses the complete battery energy [18] |
| NLD-4                            | For an application if the threshold packet delivery ratio is 27.85% then time at which packet delivery ratio becomes less 27.85% assuming threshold is 27.85% [19] |

**Table V: Network Lifetime Definition**

Fig7: Network Lifetime Enhancement Technique

Fig7 provides a few techniques that can be used in order to increase the lifetime of the network. Network Lifetime can be improved by making use of various techniques Opportunistic transmission and time scheduling, Energy Harvesting, Beamforming, Coverage and Connectivity constraint, Routing and Clustering techniques, Data Gathering and Resource Allocation.

**A. Energy Harvesting**

Energy Harvesting is a promising technique in order to achieve a better lifetime ratio. Low Overhead based Energy Harvesting prediction method is provided by making use of multiple prediction models and helps in achieving a higher amount of accuracy. The method achieves 26.4% reduction in battery capacity for efficient data transmission [20]. For an independent quarry application [21], self-driving trucks are responsible for collecting the goods from one point and then transport them to another point. WSNs are used in such an application in order to determine locations where goods must be picked up and provide reliable operating principles for quarry. Vehicle sends energy to WSN nodes which are within the coverage area and then the sensor makes use of the energy in order to send the data to vehicles and vehicles send this information to the Access Point. The Access Point acts as a unit that executes method/algorithms in order to improve the channel selection process and also achieve lesser interference. This will result in obtaining better energy utilization.

Multipurpose EnerGy-efficient Adaptable low-cost sensor Node (MEGAN) [22] provide techniques like flexibility, energy efficiency, reconfiguration of data in an Internet of Things (IoT) environment. The techniques make use of 32 kinds of sensors and actuators. Power management circuit is used at sensor nodes to improve the lifetime ratio of the network and also it makes use of unregulated energy resource so that it can recharge from energy resource at any point of time. Self-Sustainable energy [23] is obtained with the help of energy harvesting devices present at the node level. Collecting data from nodes in the network along with Minimum Latency Aggregation Scheduling (MLAS) is a problem statement that must be solved by providing the collection mechanisms with no cracks and reduce the time required for recharging the node. The cracks in the system are independent of time and the recharging process of the node depends on the change in the time. The better approach of collecting data would be obtaining the data from the subset of nodes which provides the sufficient amount of quality coverage and perform scheduling in an adaptive fashion depending on the residual energy of nodes in the network.

**B. Routing and Clustering Techniques**

Many applications of IoT make use of WSN Network and the expectation is to have the application with higher NL [24]. This makes it a priority to control overall energy consumption mechanics in sensor nodes by using extra energy generator for the node. EH-HL is a model that can be used to build smart homes by making use of energy harvesting and hybrid LiFi communication techniques. WSN can make use of either direct hop mechanism or multi-hop mechanism [25] in order to collect the data from a specific region and transmit it to Base Station (BS). Energy consumption limits the lifetime of the network and hence the design of the communication mechanism between the sensor nodes and Base Station is important. For each application i.e time-critical applications, periodic data transfer applications make use of specific protocols to improve lifetime.

LEACH is a hierarchically based routing protocol that divides the area into multiple subunits. Each subunit has a chosen leader node that is elected in a random probabilistic fashion. When the data packets are to be sent towards the sink node there is a lot of back and forth propagation that happens between the base station and the nodes in the network which directly increases the energy consumption and hence reduces the lifetime ratio in...
the network. In order to improve the network lifetime LEACH can be modified by making use of Cluster Chain Mobile Agent (CCMA) [26] mechanism which will allow the mobile agent to visit each subunit and do a data aggregation. Clustering techniques help in reducing overall energy dissipation and improve the energy efficiency in the network. MZ-SEP protocol [27] divides the clusters into multiple zones of triangular shape and helps in reducing the overhead of communication between leader node and member nodes. MZ-SEP algorithm provides a longer stability period as compared to the SEP protocol. In order to provide the lifetime ratio improvement for the case of LEACH protocol the probability of selection is performed based on energy factor and is done on a sliding window [28].

When the nodes are used in an environment like fire detection, enemy vehicle tracking without making a subset then it leads to huge processing power, peak battery usage and useless redundant bits [29]. This can be reduced by dividing the area into subsets and making a subset based communication so that the overall NL is increased. Yet Another LEACH [30] protocol will improve the NL by making use of alternative leader nodes in each round and also if the leader node energy becomes below the threshold then another node vice leader node will act as a leader node. Energy dissipation is one of the most important constraints which is responsible for the reduction in NL [31]. When the clustering and routing are married in a right way then energy efficiency can be improved. In order save the power, the network coding is used during data transmission by the cluster head nodes which improves NL.

C. Beam Forming

It is a mechanism of using the sensor nodes in the right fashion to deliver the data to the right resource and send the jamming signal towards the wrong resource. The generation of maximum radiation towards the actual user and side lobe towards the interference user is called Beam forming [32]-[38]. There are many techniques which are used to achieve beam forming like autocorrelation and cross-correlation computation using Sample Matrix Inverse, reducing the mean square error by making use of Least Mean Square

The antenna arrays which are distributed in nature will send selective beams towards the receiver which will increase the transmission range the amount of transmission power can be decreased by nodes due to energy dissipation being shared among the transmitting devices. By making use of collaboration in beam forming there can be a reduction in a load of traffic and data can be replicated even during critical battery charge status [39]. Energy-aware beam forming techniques have better performance as compared to normal beam forming techniques. The minimum sample rate at each node will be maximized because the energy consumption at the node level is smaller than the energy received by the node [50]. The electromagnetic waves can be used to supply the power to the sensor node. Directional wireless power transfer can be adjusted in an adaptive by making use of energy beam forming beacons (BFB) which can maximize the average received power [40].

D. Coverage and Connectivity constraint

The task distribution among the different nodes in the network is done for agriculture applications and for such applications reliable coverage becomes very important. The NL can be improved by providing reliable coverage [41]. The load balancer is used for providing reliable coverage in the field under sensor area and also provides good time connectivity with respect to the base station using NL maximum approach [42]

The active sensors can be used to provide full-time coverage for a specific region for a given duration; multi-hop communication is used to send the detected data towards the destination node [43]. The deactivate mode of the scheduler can be used to make the nodes switch between ON and OFF state in order to monitor the target regions [44] so that NL can be maximized.

The deep analysis of hierarchical logic mapping is done in order to solve the problem of sensing coverage. The classification of terrain based on attributes namely number of nodes and transmission data is done to maximize the NL [45]

E. Data Gathering

The entire route trace consists of multiple nodes. If one or multiple of such nodes fail then there are errors and the data will be lost. The burst errors can be corrected with the help of Low Rank Parity Check Code (LRPC) and also provides an efficient decoding rate. [46]

The data transfer is done towards the base station by the group of sensors in WSN. When there is huge data flow it reduces the NL. Small memory, limited energy and computation complexity along with other constraints limit the functionality of WSN [47]. In order to increase NL the zone based and tree-based method provides a decrease in EC.

The energy efficiency and NL improvement are done using E-PEGASIS [48] which is built on top of the PEGASIS protocol and the monitoring can be done in a proactive manner on hierarchical data routing protocols in order to improve energy levels and NL improvement.

F. Transmission and Time Scheduling

When the attenuation of the signal occurs with respect to time [11], geographical position and frequency then it is referred to as fading. The information is gathered by nodes, send them towards the control station, during the process of broadcasting the nodes which come in the routing trace will receive information. The lifetime of the network can be optimized by making the relay nodes to be in the sleep mode. Channel State data and remaining energy are attributes that help for improving NL.

The nodes which participate in the transmission process will be adjusting the power based on the remaining energy and CSI [45]. Monitoring of channel quality parameters and allowing the transmission only if channel quality exceeds thresholds will help in improving NL [49]. In an application where packet arrival rate is always constant in nature or arrival happens at fixed intervals then nodes can be made to sleep when packet arrival is not expected and then it will be awake when packets arrive [50].

The sleep scheduling with a reduction in energy dissipation [51] and join the routing process will help to improve the NL by 29% as compared
to a Fixed Process of scheduling.

The working of sensor networks is a controlled mechanism by making use of the duty cycle, neighbor discovery periods and data delivery rate. reduced-complexity Genetic Algorithm (GA) [52] can be used in Multi-hop networks with two kinds of scheduling algorithms which can be either random or it can be circular. The goal of the scheduler is to group a set of nodes into a cluster and select better clusters heads in an adaptive fashion with the help of genetic.

WSN is used by many civil organizations in order to monitor the physical activity of end-users and used in domains like health, agriculture, habitat monitoring, routing of traffic, military and security applications [53]. The sensed data is transmitted by sensors to gateways and then towards the controlling station in a multi-hop fashion, thus leading to energy consumption and reduction in lifetime ratio. The energy-aware framework makes use of the duty cycle schedule to configure the nodes in an efficient way to reduce node and network-level energy consumption.

G. Resource Allocation

The resources are needed for a wide variety of use cases like routing, scheduling, placement of nodes, throughput maximization, and adaptation of rate. The energy-efficient routes can be obtained on a dynamic topology by making use of sensors which can be switched between active and inactive mode on a MAC layer [54].

When the analysis of Link, Routing and MAC layer are performed then it will have multiple constraints like power allocation, link scheduling and energy dissipation which can be optimized using the cross-layer approach in order to minimize the ED which in turn can improve the NL [55].

For a water quality detection in rivers, WSN nodes are used is anomaly detection which requires more power which can be reduced by switching nodes between active and idle modes at the regular time [56].

UAV-mounted base stations (UBS’s) [57] are used to provide services over a wireless network with few resources. User-based association and resource allocation are used to perform the optimization of multiple USBs cables. The optimization of the network is performed by making use of effective spectrum and resource allocation.

Multi-Hop communication makes use of distributed agents which are of low cost and also offer a high amount of flexibility [58]. Since there are many distributed agents then for communication the agents have to make use of a resource that is shared. The energy savings can be done with the help of an event and a self-triggered system in which the amount of transmission to be done is informed before transmission actually occurs and resources are provided by the system.

Distributed resource allocation [59] has an inefficiency when agents compete to reduce the cost constraint by total resource and capacity. Ermeng Fu and the team describe a cost function that can get good objective function with limited conditions. Heterogeneous networks are a combination of macro and femtocells and improve the capability of the network. When the environment is changed to a mobile then there will be frequent handover and abrupt resource allocation. Mobility prediction scheme [60] makes use of the Hidden Markov Model (HMM) which predicts the location of UE and thereby allocates the set of resources.

VII. NETWORK PROTOCOL

This section describes various protocols responsible for sending data packets between source nodes to destination node on the basis of path establishment.

A. DSDV Algorithm

DSDV (Destination Sequence Distance Vector), [61] makes use of table driven techniques with node level routing information maintenance for all the destinations. The updating of routing information is done at regular intervals. DSDV will find the set of initiators with dual coverage range. From each of the initiators to the destination the route is found out from the source node to destination node based on rules. The route discovery time is found out for all the discovered routes and then finally the route which has the lowest route discovery time is chosen as the best route.

The algorithm will find the neighbor nodes. If the neighbor nodes have the destination node then routing process is stopped otherwise the nodes in the forward direction are picked up in the coverage area and after that the forward node is picked up based on rules. Like this process is repeated till the sink is reached.

Suppose there are Nr routes which have been found then the route which has the lowest route discovery time will act like a best route.

\[ T_{DSDV} = \min\{t_1,t_2,......................,t_{N_r}\} \]

Where,

\[ t_i = i^{th} \text{ route time} \]  

B. AODV Algorithm

In AODV (Ad-Hoc on Distance Vector) there is no route which is maintained from each node in the network. A set of unique nodes known as precursor nodes is responsible for performing route maintenance and route is found out only during it is required. AODV is developed on top of DSDV and is used find the multiple routes with initiator within the transmission range. The distance is found from each of the routes and then best route is the one which has the lowest distance.

\[ BRC_{AODV} = \min\{d_1,d_2,......................,d_{N_r}\} \]

Where,

\[ d_i = i^{th} \text{ route distance} \]  

C. ZRP Algorithm

ZRP (Zone Routing Protocol) routing will find the neighbors. After that the neighbors are segregated into border nodes. From each of the border nodes the individual route discovery is performed. After that the route which has the lowest time is chosen as the best route. The individual route discovery is performed by making use of use of the following process

While performing individual route discovery using ZRP. The distance with respect to each of the zone nodes is found out. The nodes which are within the transmission range are found out. If the nodes have the destination node then stop the routing process. If the nodes does not have destination node then round trip time is computed from each of the coverage zone nodes. After that the node which has the lowest time is chosen as the next forward node in the network.
D. EEDR Algorithm

The EEDR (Energy Efficient Destination Routing algorithm) makes use of receiver node in order to perform the CRN packets broadcasting. The forward node will be picked from the cover set nodes by measuring the channel quality and the node which has highest channel quality will be treated as the next forwarding node.

The sequence of execution will involve multi valued steps with first step being the path discovery, the second one is the forwarding mechanism for packet, and the selection of routing values and finally process necessary in data sending is involved. First the initiator will send the CRN packets to the cover set nodes. The received CRN packet SNIR values are used to compute the CQI values. The forward node will pick the highest CQI value. The process is repeated until path is established.

For individual route discovery in EEDR routing process, the distance is computed with respect to other nodes in the network, once the neighbor nodes are found out then a check is performed whether neighbor nodes have the destination node. If the destination node is present this stop the routing process. If the destination node is not present in the transmission range then CQI is computed for all the neighbor nodes and the node which has the highest value of CQI will be chosen as the next forwarding node. Each time a hop is established threshold count will be reduced. Once the threshold count is zero then Min Hop based path is established. The following are the summarized view of literature implemented algorithms.

Table VI: Comparison of different routing algorithms

| Algorithm | Advantages | Disadvantages |
|-----------|------------|---------------|
| DSDV      | Best Route is found based on lowest route discovery time | Too many routes are found out which increases the complexity of routing algorithms |
|           |            | Back and Forth propagation occurs during the route path analysis |
|           |            | Forward Node Pick is based on static rules |
| AODV      | The amount of routes that are found are less than AODV The route which has the lowest distance in the end to end routing path is found out. | Forward Node is picked based on static rule Energy consumed is very high. Number of Dead Nodes are very high Lifetime ratio is very less |
| ZRP       | As compared to AODV ZRP does not have an overhead of route maintenance and dynamic route is found out based on zones Delay is less than DSDV and AODV | Forward Node is picked based on REPLY time and does not take into consideration channel quality Number of Dead Nodes is more Throughput is lesser |

Table VII: Simulation Input

| Parameter | Parameter Value |
|-----------|-----------------|
| Name      |                 |
| Number of Nodes | 100          |
| Area      | 100*100         |
| Transmission Range | 40m          |
| Energy Required for Transmission | 20 mJ |
| Energy Required for Generation | 10 mJ |
| Attenuation Factor | 0.5          |
| Initial Energy | 1000 mJ |
| Threshold Count | 4            |

VIII. SIMULATION RESULTS

This section will describe the simulation of network lifetime for the algorithms – DSDV, AODV, ZRP and EEDR. The simulation input is summarized by making use of following table.

A. Lifetime Ratio Computation

If IB is the initial battery energy then count of set of nodes whose remaining energy are higher than or equal to IB/4 will provide information about number of alive nodes.

Fig 8: Number of Alive Nodes

Fig 8 shows the number of alive nodes in the network. As shown in the fig EEDR has the highest number of alive nodes followed by ZRP, AODV and DSDV. EEDR is performing the best with respect to number of alive nodes.
Network and Cluster based network. Energy Loss Computation is described along with Lifetime ratio. Various existing definitions of network lifetime has been reviewed. The various techniques that are used for improvement of lifetime namely Energy Harvesting, Beam forming, Routing and clustering techniques, Opportunistic routing and Time Scheduling and Data Gathering are briefly described. The algorithms namely DSDV, AODV, ZRP and EEDR are also described in this paper. It can be observed from the simulation result that as the iteration increases the lifetime ratio will decrease. EEDR has the highest lifetime ratio followed by ZRP, AODV and DSDV.
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