Abstract

This is an introductory lecture note aiming at providing an overview of the AdS-CFT correspondence at weak 't Hooft coupling at finite temperature. The first aim of this note is to describe the equivalence of three interesting thermodynamical phenomena in theoretical physics, namely, Hawking-Page transition to black hole geometry, deconfinement transition in gauge theories, and vortex condensation on string worldsheets. The Hawking-Page transition and the deconfinement transition in weakly coupled gauge theories are briefly reviewed. Emphasis is on the study of 't Hooft-Feynman diagrams in the large $N$ gauge theories, which are supposed to describe closed string worldsheets and probe the above equivalence. Nature of the 't Hooft-Feynman diagrams at finite temperature is analyzed, both in the Euclidean signature (the imaginary time formalism) and in the Lorentzian signature (the real time formalism). The second aim of this note is to give an introduction to the real time formalism applied to AdS-CFT.
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1 Introduction

The AdS-CFT correspondence [1] has been providing us important insights into strongly coupled gauge theories and quantum gravity. In particular, the mysterious thermodynamical nature of black holes has begun to be understood by identifying it with the dual boundary CFT at finite temperature.

If one deduce the AdS-CFT correspondence for four-dimensional CFT case from the near horizon limit of D3-branes, one obtains the relation between the radius $R_{\text{AdS}}$ of the AdS space and the 't Hooft coupling $\lambda \equiv g_{YM}^2 N$ in the boundary Yang-Mills theory as

$$R_{\text{AdS}}^4 \propto g_{YM}^2 N l_s^4,$$

(1.1)

where $l_s$ is the string length scale. In the first stage of its theoretical developments, AdS-CFT correspondence was mainly analyzed in the strong 't Hooft coupling region, where from the relation (1.1) the curvature radius of the AdS$_5$ is small and the supergravity approximation is valid.

Recently, weak 't Hooft coupling region also began to attract wide interests. In this case the curvature radius of the AdS$_5$ is around string scale, and the supergravity approximation is not valid. And we do not yet know how to quantize the string worldsheet theory on AdS space with R-R fluxes. However, the Yang-Mills side is weakly coupled and perturbative calculation is reliable. Therefore, strategy in this region should be to extract the information of closed string theory in highly curved background from perturbative Yang-Mills analysis.

We are particularly motivated by the two recent developments in the weak 't Hooft coupling region. One is the deconfinement transition at weak 't Hooft coupling in the large $N$ gauge theories on $S^3$ [3, 4, 5, 6]. The other is the Gopakumar’s proposal for how

\footnote{1See [2] for a comprehensive introduction to the AdS-CFT correspondence. We will use the terminology “AdS-CFT correspondence” in a broader sense, for the duality between closed string theory on asymptotically AdS space and field theory which approaches conformal fixed point at UV. The most concrete example in mind is the duality between closed string theory on AdS$_5 \times S^5$ and $\mathcal{N} = 4$ super Yang-Mills theory.}

\footnote{2R-R fluxes should be there if we obtain the AdS-CFT correspondence from the near horizon limit of D3-branes.}

\footnote{3Since the relation (1.1) was obtained from the supergravity solution, we expect that it can be modified at weak 't Hooft coupling region where the curvature of the geometry reaches string scale. Typically, we do not trust the relation (1.1) near $\lambda = 0$, i.e. we do not assume that the closed string dual of a free Yang-Mills theory lives on the zero-radius (singular) AdS space.}

\footnote{4We are benefitted from S. Minwalla’s brilliant lectures on their works.}
to reorganize ’t Hooft-Feynman diagrams into closed string amplitudes [7, 8, 9, 10, 11, 12, 13]. This progress motivates us to seriously consider ’t Hooft-Feynman diagrams in the context of AdS-CFT. Based on these two developments, we have studied the properties of ’t Hooft-Feynman diagrams at finite temperature in [14, 15]. This lecture note is based on these results, but we also tried to incorporate our new understandings.

In this note, we’d like to give an overview of the recent developments in the AdS-CFT correspondence in the weak ’t Hooft coupling region at finite temperature. Section 2 and 3 are intended to provide sufficient materials for reading the later sections. References are provided for further learning. In section 2 after a brief introduction to the Euclidean path integral gravity, we review the Hawking-Page transition to black hole geometry, which was later identified with the deconfinement transition in the dual Yang-Mills theory via the AdS-CFT correspondence. Since the analysis is based on the Einstein-Hilbert action, it is valid in the strong ’t Hooft coupling region according to (1.1). However, the existence of the transition seems robust and we expect such gravitational transition with appropriate string corrections persists up to the weak ’t Hooft coupling region. In section 3 we review the deconfinement phase transition of weakly coupled large $N$ gauge theories. Section 4 and section 5 treat the main subject of this note. In section 4 we study ’t Hooft-Feynman diagrams at finite temperature in the imaginary time formalism. How to incorporate the result of section 3 namely the effect of the phase being in confinement phase or deconfinement phase, is described. This leads to the picture that the Hawking-Page transition to black hole geometry, the deconfinement transition, and vortex condensation on the closed string worldsheets are all equivalent. Making this picture clear is the first main aim of this note. In section 5 we first review the real time formalism of finite temperature theory applied to the gauge field theory. Then we describe how to incorporate the effect of the confinement/deconfinement phase background into the ’t Hooft-Feynman diagrams in this case. The real time formalism corresponds to the Lorentzian signature geometry in the dual bulk theory, where the real problems in black hole physics reside. Giving an introduction to the real time formalism and explaining its application in the AdS-CFT correspondence is the second main objective of this note.

Our underlying attitude in the weak ’t Hooft coupling region will be that rather than comparing the results in two sides on an equal footing, we put more weight on the Yang-

---

5See the references therein and in [14] for other approaches to obtain closed string amplitudes from perturbative Yang-Mills theories.

6R. Gopakumar first suggested us to pursue his project in the finite temperature case. We would like to thank him for the collaboration in the early stage of [14] as well as many insightful suggestions.
Mills side. We will mostly start from the perturbative Yang-Mills theory and try to read off or “define” the concepts in the bulk.

2 Hawking-Page Transition and Deconfinement at Strong Coupling

In this section we briefly review the Hawking-Page transition [16], a thermal phase transition to a black hole geometry in asymptotically AdS space. This was identified as the dual description of the deconfinement transition in Yang-Mills theories through the AdS-CFT correspondence in [17, 18].

2.1 Euclidean path integral gravity

The partition function for canonical ensemble in a quantum field theory is given by

$$Z = \text{Tr} \left\{ e^{-\beta \hat{H}(\hat{\phi}, \hat{\pi})} \right\}, \quad (2.1)$$

where $\text{Tr}$ is the trace in the Hilbert space and $\hat{H}$ is the Hamiltonian of the system of interest. $\beta$ is the inverse temperature. $\hat{\phi}$ is a field operator and $\hat{\pi}$ is its conjugate momentum. By following the usual steps from canonical quantization to path integral, we can rewrite (2.1) as

$$Z = \int \mathcal{D}\phi e^{-\int_0^\beta d\tau L(\phi)}, \quad (2.2)$$

where $\phi$ denotes the path integral counterpart of the field operator appearing in the (2.1), and $L$ is the Lagrangian.\(^7\) Since compared with the usual time translation operator $e^{i\hat{H}t}$, $\beta$ in $e^{-\beta \hat{H}}$ can be seen as imaginary time direction, this formalism is called imaginary time formalism. It is also called Euclidean time formalism because the rotation from the real time to the imaginary time brings one from the Lorenzian time signature to the Euclidean time signature. In rewriting (2.1) to (2.2), it follows that bosonic fields $\phi_B$ obey the periodic boundary condition

$$\phi_B(\tau + \beta) = \phi_B(\tau), \quad (2.3)$$

and fermionic fields $\phi_F$ obey the anti-periodic boundary condition

$$\phi_F(\tau + \beta) = -\phi_F(\tau). \quad (2.4)$$

\(^7\)We have assumed that the Hamiltonian depends on the canonical momenta in a standard manner and they have been integrated out.
In the case of gravity, we do not have satisfactory formalism for canonical quantization yet. However, we may just assume its existence and start from the Euclidean path integral (2.2), and take the classical approximation [19]. Then we obtain

\[ Z \simeq e^{-I(\phi_{cl})}, \]  

(2.5)

where \( \phi_{cl} \) is a classical solution of the equation of motion with appropriate conditions imposed by the system of interests, e.g. static, spherically symmetric and so on.

### 2.2 Hawking-Page transition

Now we use the Euclidean path integral formalism in the case of the asymptotically AdS space. The model action we study here is

\[ I = -\frac{1}{16\pi G_N} \int d^5x \sqrt{g} \left\{ R + \frac{12}{b^2} \right\}. \]  

(2.6)

Here, \( G_N \) is the five-dimensional Newton’s constant. In the case of the near horizon geometry of D3-branes, constant flux plays the role of the cosmological constant in (2.6), and we get the similar results. For a solution of the equation of motion, \( R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} - \frac{12}{b^2} g_{\mu\nu} = 0 \), the value of the action becomes

\[ I = \frac{1}{2\pi G_N b^2} \int d^5x \sqrt{g}, \]  

(2.7)

that is, the volume of the space-time times \( \frac{1}{2\pi G_N b^2} \). The AdS metric is a solution to the equation. In the global coordinates, it is given by

\[ ds^2 = \left( 1 + \frac{r^2}{b^2} \right) d\tau^2 + \left( 1 + \frac{r^2}{b^2} \right)^{-1} dr^2 + r^2 d\Omega^2_3, \]  

(2.8)

where \( d\Omega^2_3 \) is a usual metric on \( S^3 \). The \( \tau \) direction is periodically identified to discuss canonical ensemble (the thermal circle). To discuss canonical ensemble in gravity, one first needs to choose which direction to be the Euclidean time, or equivalently should choose the Hamiltonian. Our choice is to use the \( \tau \) direction in the coordinate (2.8). With this choice, the asymptotic boundary at \( (r \to \infty) \) becomes \( S^1 \times S^3 \) (up to a diverging overall factor which we rescale). Therefore, the dual Yang-Mills theory lives on the spatial

---

8When there are multiple solutions, we sum over contributions from all those, or may take the absolute minimum as the leading contribution.

9Here we are following the \( n = 4 \) case of section 2.4 of [18].

10The action additionally has a surface term [19], but this vanishes for the AdS-Schwarzschild black hole solution because the difference between it and the AdS space vanishes too rapidly at infinity [10].
manifold \( S^3 \). We are interested in the static spherically symmetric configurations. Above certain temperature which will be described shortly, there is another solution. It is the AdS-Schwarzschild black hole geometry whose metric is given by

\[
ds^2 = \left( 1 + \frac{r^2}{b^2} - \frac{\omega_4 M}{r^2} \right) d\tau^2 + \left( 1 + \frac{r^2}{b^2} - \frac{\omega_4 M}{r^2} \right)^{-1} dr^2 + r^2 d\Omega_3^2,
\]  

(2.9)

where

\[
\omega_4 \equiv \frac{16\pi G_N}{3\text{Vol}(S^3)},
\]  

(2.10)

and \( M \) is the mass of the black hole. In the Euclidean time signature, the space-time is restricted to the region \( r \geq r_+ \), where \( r_+ \) is the largest solution to the equation

\[
1 + \frac{r^2}{b^2} - \frac{\omega_4 M}{r^2} = 0.
\]  

(2.11)

In the Lorentzian signature counterpart, \( r_+ \) becomes the location of the black hole event horizon. Therefore, the Euclidean geometry only covers the region outside the horizon. In the Euclidean path integral gravity, temperature of the black hole is determined from the requirement that there should be no conical singularity at the horizon \( r = r_+ \). This determines the period \( \beta_0 \) of the \( \tau \) coordinate to be

\[
\beta_0 = \frac{2\pi b^2 r_+}{2r^2_+ + b^2}.
\]  

(2.12)

From the AdS-CFT point of view, a geometry with a conical singularity is not exactly the saddle point for a given temperature and hence excluded.

The classical action for the above solutions, or the space-time volume which is proportional to it, is infinite so we need to regularize it. We put a cut-off \( R \) in the radial direction \( r \). Then, the volume of the AdS space is given by

\[
V_1(R) = \int_0^{\beta'} d\tau \int_0^R dr \int_{S^3} r^3.
\]  

(2.13)

And for the AdS-Schwarzschild black hole, it is

\[
V_2(R) = \int_0^{\beta_0} d\tau \int_{r_+}^R dr \int_{S^3} r^3.
\]  

(2.14)

We are interested only in the difference of the two actions. To compare the two, we match the physical circumference of the Euclidean time direction at \( R \). This determines \( \beta' \) as

\[
\beta' \sqrt{\frac{R^2}{b^2} + 1} = \beta_0 \sqrt{\frac{R^2}{b^2} + 1 - \frac{\omega_4 M}{R^2}}.
\]  

(2.15)
Then, the difference of the action for the two solutions is calculated as

\[ I = \frac{1}{2\pi G_N b^2} \lim_{R \to \infty} (V_2 - V_1) = \frac{\text{Vol}(S^3)(b^2 r_+^3 - r_5^2)}{4G_N(4r_+^2 + 2b^2)}. \]  

(2.16)

The action becomes negative at \( r_+ \geq b \), or equivalently \( \beta_0 \leq \frac{2\pi}{3} b \), and the phase transition to the AdS-Schwarzschild black hole geometry takes place. Then the energy of the AdS-Schwarzschild black hole geometry is given by

\[ E = \frac{\partial I}{\partial \beta_0} = \frac{\text{Vol}(S^3)3(r_+^4 - r_+^2 b^2)}{16\pi G_N b^2} = M, \]  

(2.17)

and the entropy is given by

\[ S = \beta_0 E - I = \frac{1}{4G_N} r_+^4 \text{Vol}(S^3) = \frac{A}{4G_N}, \]  

(2.18)

where \( A \) is the area of the horizon.

Actually, there are two black hole solutions for given \( \beta_0 < \frac{\pi}{\sqrt{2}} b \). Here, we are interested in the absolute minimum of the classical action. This corresponds to choosing the larger solution for \( r_+ \) for given \( \beta_0 \) in (2.12). The larger \( r_+ \) solution is often called big black hole, when compared with the smaller \( r_+ \) solution which is often called small black hole. The small black hole has negative specific heat and hence unstable. It reduces to the familiar Schwarzschild black hole in flat space in the \( b \to \) limit. (For the big black hole, \( r_+ \) becomes infinite in the \( b \to \) limit, so there is actually no finite flat space limit.) We only consider the classical minimum of the action in our saddle point approximation, i.e. the big black hole in the high temperature phase.

### 2.3 Gravity description of confinement/deconfinement in strongly coupled Yang-Mills theories

Witten has given some gravity descriptions for expected phenomena in strongly coupled Yang-Mills theory [17, 18]. Here we will recall few of them which are most relevant for us in the later discussions.

One of the order parameters for the deconfinement is the action itself. In the large \( N \) expansion in Yang-Mills theory, the action scales like \( O(N^0) \) in the confined phase and \( O(N^2) \) in the deconfined phase. In the gravity side, the action scales like \( 1/G_N \sim 1/g_s^2 \) (\( g_s \) is the closed string coupling) in the black hole phase which corresponds to the deconfined phase. This matches with the Yang-Mills side via the identification of the ’t Hooft expansion with the genus (loop) expansion of the closed string theory (section 4).
Another important order parameter is the expectation value of the Polyakov loop, or the Wilson loop wrapping around the Euclidean time direction, defined by

\[ \mathcal{P} \equiv \frac{1}{N} \text{tr} P e^{i \int_0^\beta d\tau A_0}, \]

(2.19)

where \( P \) denotes the path ordering. We will explain more about the Polyakov loop in Yang-Mills theory in the next section. In the bulk side in the classical gravity approximation, the expectation value of the Wilson loop is calculated from the (regularized) area of the minimal surface ending on the loop \([20, 21, 22, 23]\) (see also \([2, 24]\) for a learning):

\[ \langle \mathcal{P} \rangle \sim e^{-T_{st} A}, \]

(2.20)

where \( A \) is the area of the minimal surface in the bulk ending on the loop and \( T_{st} \) is the tension of fundamental string. As we will explain in the next section, in the confined phase the expectation value of the Polyakov loops vanishes. In the dual gravity side, this is explained as follows. The thermal AdS geometry (the AdS geometry periodically identified in \( \tau \)-direction) has a topology \( S^1 \times B^4 \) (\( B^4 \) stands for the four-dimensional ball), and there is a non-contractible circle wrapping in the thermal circle \( S^1 \), see Fig.1. This prevents the worldsheet with a disk topology to end on the thermal circle at the boundary. This means that the Polyakov loop expectation value is zero at the closed string tree level, or in the \( N \to \infty \) limit. Thus the thermal AdS geometry corresponds to the confined phase. On the other hand, for the AdS-Schwarzschild black hole geometry has a topology of \( R^2 \times S^3 \), and hence there’s no non-contractible circle, see Fig.2. In this case, a worldsheet with a disk topology can end on the thermal circle on the boundary. Then the (regularized) area of the surface gives the Polyakov loop expectation value. Therefore, the AdS-Schwarzschild black hole geometry should correspond to the deconfined phase where the Polyakov loops have expectation values.

If one compares the AdS-Schwarzschild black hole geometry \((2.9)\) with the AdS geometry \((2.8)\), one notices that in the black hole geometry the space-time beyond the horizon \( r = r_+ \) looks as disappeared. It is well known that a closed string winding around a circle with anti-periodic boundary conditions for fermions becomes tachyonic when the circle

\[ \text{Precisely speaking, what is calculated in this way is a generalization of the Wilson loop including scalar fields \([21]\). However, in the low temperature limit, all fields other than \( A_0 \) on \( S^3 \) become massive if dimensionally reduced and the generalized Wilson loop reduces to the conventional one at low energy. On the other hand, in the high temperature limit those fields are expected to acquire a mass of a scale given by the temperature, and at distance much longer than that the generalized Wilson loop again reduces to the conventional one.} \]
Figure 1: The topology of the thermal AdS geometry. \( \tau \) and \( r \) directions are depicted.

Figure 2: The topology of the AdS-Schwartzchild geometry. \( r = r_+ \)
Figure 3: At certain temperature, the radius of the thermal circle reaches string scale in the region beyond $r \sim r_+$. The space-time becomes unstable due to the closed string winding tachyon condensation, and expected to decay to “no-space-time” phase. The endpoint is expected to be the AdS-Schwarzschild geometry Fig.2.

shrinks to the string scale [25]. It has been argued that the above change of the space-time geometry is caused by condensation of such tachyonic closed string. Analogous to the open string tachyon condensation to “no-D-brane” vacuum [26], the condensation of the closed string tachyon was speculated to lead to the “no-space-time” phase and eliminate the space-time beyond $r \sim r_+$ [27, 28, 29, 30, 31, 32, 33]. We will explore more on this point from the Yang-Mills side using the AdS-CFT correspondence.

From the next section we will analyze weakly coupled Yang-Mills theories. Since the analysis in this section is based on the Einstein-Hilbert action, it is valid in the strong ’t Hooft coupling region, according to the relation between the ’t Hooft coupling and the curvature radius of the AdS [14]. However, the existence of the confinement-deconfinement transition seems robust in the Yang-Mills side, and therefore we expect that this kind of gravitational phase transition persists with appropriate string corrections, all the way up to the weak ’t Hooft coupling region. Although the detailed form of the metric will be modified, we except that general features like the difference of topology in two geometries remain the same [14].

12 Clarifying comment: When the order of the phase transition is first order, generically (though it depends on the shape of the potential for the winding mode) the phase transition takes place before the tachyonic mode appears. In other words, when the phase transition takes place, the winding mode is still not tachyonic in the thermal AdS geometry.

13 See [34] for an investigation of a limit where both Yang-Mills side and string theory side are weakly coupled.
3 Confinement-Deconfinement Transition at Weak Coupling

3.1 Polyakov loop as an order parameter

We will study the gauge theory action in which all fields are in the adjoint representation of the $SU(N)$ gauge group. To discuss canonical ensemble, the Euclidean time direction is compactified to a thermal circle with the circumference $\beta$. The generator of the gauge transformation should satisfy

$$g(\tau + \beta) = g(\tau), \quad (3.1)$$

in order not to change the boundary conditions for the fields. However, since all the fields are in the adjoint representation, they transform trivially under the center of the gauge group. In this case we can consider more general transformation

$$g(\tau + \beta) = g(\tau)h, \quad (3.2)$$

where $h$ is an element of the center of the gauge group which can be identified with the $N$-th root of unity $e^{2\pi i n/N}$, $n = 1, \cdots, N - 1$.

An order parameter for the $Z_N$ symmetry is given by the expectation value of the Polyakov loop defined by

$$\mathcal{P} \equiv \frac{1}{N} \text{tr} P e^{i \int_0^\beta d\tau A_0}, \quad (3.3)$$

where $P$ denotes the path ordering and tr is the trace in the fundamental representation of the gauge group. Physically, the Polyakov loop $\mathcal{P}$ measures the exponential of the free energy for adding an external source quark (a field in the fundamental representation of the $SU(N)$ gauge group). In the confined phase, adding an external quark source costs infinite free energy, and thus the expectation value of the Polyakov loop is zero. To be more precise, actually on a compact space like $S^3$, due to the Gauss’s law constraints the expectation value of the single Polyakov loop is automatically zero. However, the way it becomes zero is different in the confined phase and the deconfined phase. In the confined phase a single large $N$ saddle point (see below) gives zero whereas in the deconfined phase each saddle points gives non-zero value but the sum over the $N$ saddle points related by the $Z_N$ symmetry gives zero. It is not difficult to construct a related order parameter which probes the phase on the compact space. The operator $\langle |\mathcal{P}|^2 \rangle$ which amounts to adding external quark and anti-quark, can do the job.\footnote{See $[35]$ for more about the $Z_N$ symmetry in AdS-CFT.}
For later purpose, we also define a straightforward generalization of the Polyakov loop, the Wilson loops wrapping around the thermal circle for $n$ times:

$$P_n \equiv \frac{1}{N} \text{tr} Pe^{i \int_0^\beta d\tau A_0}.$$ (3.4)

We will also call these as Polyakov loops.

Usually, there’s no phase transition in a field theory on a compact spatial manifold. However, if one takes the size of the gauge group $N$ to infinity, the large $N$ phase transition can take place [36, 37, 38].

Now suppose we have a partition function of a theory with fields $\phi^i$ coupled to the gauge field:

$$Z = \int \mathcal{D}A_0 \mathcal{D}\phi^i e^{-S(A_0, \phi^i)}.$$ (3.5)

To determine whether the confined phase or the deconfined phase is realized, we integrate over all the massive fields which\footnote{In the cases we will be interested in the later section, there are no massless fields.} to obtain the effective action $S_{\text{eff}}(A_0)$ for the temporal component of the gauge field $A_0$:

$$Z = \int \mathcal{D}A_0 e^{-S_{\text{eff}}(A_0)}.$$ (3.6)

The phase can be known by calculating the expectation values of the Polyakov loops like

$$\langle |P|^2 \rangle = \int \mathcal{D}A_0 |P|^2 e^{-S_{\text{eff}}(A_0)},$$ (3.7)

as explained above.

### 3.2 Deconfinement transition in a toy model

Now we present an explicit toy model example\footnote{The explanations in this subsection is based on [39].} This toy model still captures the essential points of the confinement-deconfinement phase transition of the large $N$ gauge theories on $S^3$ at weak coupling, which we are interested in. The action we will consider is

$$S = \int_0^\beta d\tau \frac{1}{2} (D_0 \Phi^i D_0 \Phi^i + \omega^2 \Phi^2) \quad (i = 1, \cdots, d).$$ (3.8)

We assume that $\omega^2$ is positive (non-zero) since that is the case if one does similar calculations in Yang-Mills theories on $S^3$.\footnote{In the cases we will be interested in the later section, there are no massless fields.}
We can choose the gauge in which $A_0$ is constant and diagonal:

$$\frac{\partial}{\partial \tau} A_0 = 0, \quad A_{0ab} = \delta_{ab} A_a. \quad (3.9)$$

However one cannot gauge away the constant mode of $A_0$ when the Euclidean time is compactified on a circle. Recall (3.1). A shift of an eigen-value $A_a$ by $2\pi/\beta$ can be canceled by the gauge transformation of the form $g(\tau) = \text{diag}(1, \cdots, 1, e^{\frac{2\pi i}{\beta} \tau}, 1, \cdots, 1)$ which is periodic: $g(\tau + \beta) = g(\tau)$, and thus is a legitimate gauge transformation. Therefore the eigen-values $A_a$ live on a circle with radius $1/\beta$.

The Faddeev-Popov determinant for the first of the gauge fixing conditions (3.9) is

$$\det' \left( -\frac{d}{d\tau} \left( -\frac{d}{d\tau} + i(A_a - A_b) \right) \right). \quad (3.10)$$

The prime on the $\det$ means that the zero-mode of the time derivative is omitted from the determinant. The Faddeev-Popov determinant for the diagonalization of the gauge field is the familiar Vandermonde determinant:

$$\prod_{a \neq b} (A_a - A_b). \quad (3.11)$$

Combining them together, we obtain

$$\det' \left( -\frac{d}{d\tau} \right) \det \left( -\frac{d}{d\tau} + i(A_a - A_b) \right). \quad (3.12)$$

Using the formula

$$\det \left( -\frac{d}{d\tau} + \omega \right) = 2 \sinh \frac{\beta \omega}{2} \quad (3.13)$$

for the periodic boundary conditions, we obtain

$$Z = \int \prod_{a=1}^N dA_a \prod_{a \neq b} \frac{\beta}{2} |A_a - A_b| \prod_{a \neq b} \left( \frac{1}{\sinh \left( \frac{\beta}{2} (\omega + i(A_a - A_b)) \right)} \right)^d. \quad (3.14)$$

Thus in this case we obtain the following effective action for $A_0$:

$$S_{\text{eff}}(A_0) = \sum_{a \neq b} d \ln \left( \sinh \left( \frac{\beta}{2} (\omega + i(A_a - A_b)) \right) \right) - \ln \sin \frac{\beta}{2} |A_a - A_b| \quad (3.15)$$

In the large $N$ limit, $S_{\text{eff}}$ is order $O(N^2)$, so we can apply the saddle point method. We define the eigen-value density $\rho(\theta)$ by

$$\rho(\theta) \equiv \frac{1}{N} \sum_{a=1}^N \delta(\theta - \beta A_a), \quad (3.16)$$
where we can set $-\pi \leq \theta \leq \pi$ without loss of generality. $\rho(\theta)$ is normalized as

$$
\int_{-\pi}^{\pi} d\theta \rho(\theta) = 1.
$$

(3.17)

Since $\rho(\theta)$ is a density, it also satisfies

$$
\rho(\theta) \geq 0.
$$

(3.18)

Using the eigen-value density $\rho(\theta)$, (3.15) can be rewritten as

$$
S_{\text{eff}} = N^2 \int_{-\pi}^{\pi} d\theta \int_{-\pi}^{\pi} d\theta' \rho(\theta) \rho(\theta') \left\{ d \ln \left( \sinh \left( \frac{\beta \omega}{2} + \frac{i}{2}(\theta - \theta') \right) \right) - \ln \left( \sin \frac{1}{2}|\theta - \theta'| \right) \right\}.
$$

(3.19)

It is instructive to Fourier expand the eigen-value density $\rho(\theta)$:

$$
S_{\text{eff}} = N^2 \sum_{n=1}^{\infty} \rho_n \rho_{-n} \frac{1 - de^{-n\beta\omega}}{n},
$$

(3.20)

where

$$
\rho_n \equiv \int_{-\pi}^{\pi} d\theta \rho(\theta) e^{in\theta} = \frac{1}{N} \sum_{a=1}^{N} e^{i n \beta A_a} = \frac{1}{N} \text{tr} U^n.
$$

(3.21)

Thus the $n$-th Fourier mode $\rho_n$ is nothing but the Polyakov loop $P_n$ in (3.4) which wind around the thermal circle $n$ times. We obtain the saddle point equation from (3.19):

$$
\int d\theta' \rho(\theta') i \coth \left( \frac{\beta \omega}{2} + \frac{i}{2}(\theta - \theta') \right) = \int d\theta' \rho(\theta') \cot \frac{1}{2}(\theta - \theta'),
$$

(3.22)

where it is understood that the principal value around the singularity is taken in the integral on the right hand side.

The homogeneous eigen-value density distribution $\rho(\theta) = \frac{1}{2\pi}$ is always a solution to the saddle point equation (3.22). Since the Polyakov loop expectation values vanish in this case, it corresponds to the low temperature confined phase.

As we increase the temperature, from (3.20) one sees that at $\beta = \beta_c \equiv \ln \frac{d}{\omega}$ the $n = 1$ mode becomes unstable. This leads to the deconfinement phase transition. It may be worthwhile to note that the transition does not occur at finite temperature in the $d = 1$ case. (This can be seen from the fact that for $d = 1$ the density of gauge singlet states doesn’t show the Hagedorn behavior [3, 4, 5, 39].)

One might have felt little bit odd that there is a confined phase in the weakly coupled gauge theory. When one discusses about the strength of the coupling, one uses canonically...
Figure 4: (1) is the propagator $\langle \Phi_{ab} \Phi_{cd} \rangle$. (2) and (3) schematically denote the interaction vertices, just showing how the flow of the matrix indices are drawn.

normalized fields. However, the constant mode of $A_0$ does not have a kinetic term, and therefore it is always strongly coupled, even when one takes the ’t Hooft coupling small.

For further readings for how to determine the eigen-value distributions in the high temperature phase, see [40]. For the study of Yang-Mills theories on $S^3$, which is of our actual interest, see [5, 6, 41].

4 ’t Hooft-Feynman Diagrams at Finite Temperature – Imaginary Time Formalism

4.1 ’t Hooft expansion

Let us consider a lagrangian of the form

$$\mathcal{L}(\Phi^i) = \frac{1}{g^2_{YM}} \text{tr} \left\{ \partial_\mu \Phi^i \partial_\mu \Phi^i + V(\Phi^i) \right\}, \quad (4.1)$$

where $\Phi^i_{ab}$ are fields in the adjoint representation of the $SU(N)$ gauge group. ’t Hooft noticed that if one takes the large $N$ limit $N \to \infty$ together with $g_{YM} \to 0$ with the ’t

\footnote{We will neglect the subleading differences in $1/N$ between $SU(N)$ and $U(N)$ gauge group in the discussion here.}

\footnote{For the $\mathcal{N} = 4$ super Yang-Mills theory, the coupling does not run. In general the coupling runs and this expansion becomes formal. However on a compact manifold $S^3$, if we set the size of its radius $R$}
Hooft coupling $\lambda \equiv g_{YM}^2N$ held fixed, Feynman diagrams of such theories are organized into simplicial decompositions of Riemann surfaces [42]. To see this, we explicitly follow the flow of the matrix indices using the ’t Hooft’s double line notation depicted in Fig. 4. Then, for a given Feynman diagram, each interaction vertex contributes by a factor of $1/g_{YM}^2 = N/\lambda$, and each propagator contributes by a factor of $\lambda/N$, and each index loop contributes by a factor $N$ since it contains a sum over $N$ gauge indices. Therefore, a diagram with $V$ vertices (vertices of the simplicial decomposition of the surface on which the diagram can be drawn), $E$ propagators (edges of the simplicial decomposition) $F$ index loops (faces of the simplicial decomposition) contributes with a factor

$$N^{V-E+F}\lambda^{E-V} = N^\chi\lambda^{E-V},$$

(4.2)

where $\chi \equiv V - E + F$ is the Euler character of the surface on which the diagram can be drawn. It is $\chi = 2 - 2g$ for closed oriented surface with genus $g$ (the number of handles). Therefore, if we identify the Riemann surfaces with closed string worldsheets, the closed string coupling is read as

$$g_s \propto \frac{1}{N},$$

(4.3)

to be much smaller than the scale $\Lambda_{QCD}$ dynamically generated from the asymptotically free Yang-Mills theory, i.e. $R\Lambda_{QCD} \ll 1$, the ’t Hooft limit makes sense.

Here we are discussing connected diagrams. For disconnected diagrams we have such contributions from each connected component.
4.2 't Hooft expansion at finite temperature and Polyakov loops

Now we study the perturbative expansion around the saddle points of $A_0$ discussed in section 3. The covariant derivative for adjoint fields is given by

$$D_0 \Phi(\tau) = \partial_0 \Phi(\tau) - i[A_0, \Phi(\tau)].$$

(4.4)

We have suppressed the spatial dependence cause it it not essential in the following discussions. Bosonic fields obey the periodic boundary condition

$$\Phi(\tau + \beta) = \Phi(\tau).$$

(4.5)

(One can make similar arguments for fermionic fields.) It is convenient to make a field redefinition

$$\tilde{\Phi}(\tau) = e^{-iA_0\tau} \Phi(\tau) e^{iA_0\tau}.$$

(4.6)

Then the covariant derivative is transformed into normal derivative:

$$\partial_0 \tilde{\Phi}(\tau) = e^{-iA_0\tau} D_0 \Phi(\tau) e^{iA_0\tau}$$

(4.7)

And the boundary condition for $\tilde{\Phi}(\tau)$ becomes

$$\tilde{\Phi}(\tau + \beta) = U^{-1} \tilde{\Phi}(\tau) U,$$

(4.8)

where

$$U \equiv e^{i\beta A_0}.$$  

(4.9)

The propagator on $S^1 \times S^3$ can be obtained from the propagator on $R \times S^3$ by the method of images:

$$\langle \tilde{\Phi}_{ab}(\tau) \tilde{\Phi}_{cd}(0) \rangle_{S^1 \times S^3} = \sum_{n=-\infty}^{\infty} \langle (U^{-n} \tilde{\Phi}(\tau + n\beta) U^n)_{ab} \tilde{\Phi}_{cd}(0) \rangle_{R \times S^3}.$$

(4.10)

We are interested in calculating correlation functions of local gauge invariant single trace operators. In the AdS-CFT correspondence, these correlation functions correspond to closed string amplitudes. In terms of the propagator on $R \times S^3$, each propagator, which corresponds to an edge of a 't Hooft-Feynman diagram, has sum over images appearing in the righthand side of (4.10). This sum in the 't Hooft-Feynman diagram can be reorganized into the sum over index loops, interaction vertices and cycles on handles through the relation

$$E = F + V - (2 - 2g) = (F - 1) + (V - 1) + 2g.$$

(4.11)
Figure 6: The winding number $w_f$ is associated with the $f$-th index loop, or the face of the simplicial decomposition.

This can be interpreted as sum over $F - 1$ loops of the Feynman diagram, $V - 1$ independent positions of the images of the interaction vertices (only the relative positions matter), and two cycles associated with each handle. Then for a given Feynman diagram, we have the following overall factor from the index loops:

$$\langle \text{tr} U^{w_1} \text{tr} U^{w_2} \cdots \text{tr} U^{w_{F-1}} \rangle_{A_0}$$

(4.12)

where

$$\langle F(A_0) \rangle_{A_0} \equiv \int dA_0 F(A_0) e^{-S_{eff}(A_0)}.$$  

(4.13)

Here $w_f$ is the winding number associated with the $f$-th loop (Fig.6):

$$w_f \equiv \sum_{\text{Edges on } f\text{-th loop}} n_l,$$

(4.14)

where $n_l$ is the number associated with the $l$-th edge (=propagator) which is on the $f$-th loop, labeling the images in the righthand side of (4.10). $w_f$ counts how many times the $f$-th index loop wind around the thermal circle. From (4.12), we observe that the expectation value of the Polyakov loop winding $w$ times around the thermal circle, introduced in (3.4), gives the weight to the $w$ time-winding of a loop in the Feynman diagrams. Note that this is nothing but the $w$-th Fourier mode of the eigen states density $\rho(\theta)$, (3.21) in section 3.

\textsuperscript{20}We thank T. Matsuo and S. Wadia for discussions on this point.
So far, we were discussing $1/N$ expansion but hasn’t taken the $N \to \infty$ limit. The eq. (4.12) is applicable for finite $N$ [43]. Now, let us consider the $N \to \infty$ planer limit. Then, in the confined phase all the expectation value of the Polyakov loops vanish and only diagrams with zero-winding numbers on their index loops contribute. This means that one needs to sum over images only for the interaction vertices and the external single trace operators. However, the path integration over the position on $S^1$ together with the sum over images recovers the path integral over entire $R$ because

$$\sum_{n=-\infty}^{\infty} \int_0^{\beta} d\tau f(\tau + n\beta) = \int_{-\infty}^{\infty} d\tau f(\tau)$$

(4.15)

for any function $f$. That means, the path integral for the internal loops is the same as that of the uncompactified theory, the theory on $R \times S^3$. Thus in terms of the correlation functions on $R \times S^3$, the correlation functions on $S^1 \times S^3$ in the confined phase is expressed as

$$\langle \mathcal{O}_1(\tau_1)\mathcal{O}_2(\tau_2)\cdots\mathcal{O}_n(\tau_n) \rangle_{S^1 \times S^3} = \sum_{m_1,\cdots,m_n-1=-\infty}^{\infty} \langle \mathcal{O}_1(\tau_1 + m_1\beta)\mathcal{O}_2(\tau_2 + m_2\beta)\cdots\mathcal{O}_n(\tau_n) \rangle_{R \times S^3},$$

(4.16)

where $\mathcal{O}_i$’s are local gauge invariant single trace operators. As we have mentioned above, there are sum over images for the external operators but one. Note that for composite operators $\mathcal{O}_i$, (4.16) is not a straightforward consequence that the time direction is compactified, but the winding modes associated with the index loops must be suppressed. As we have seen, the essential reason for this suppression was that we were in the confined phase. This mechanism that the result of the compactified theory can be obtained from the un-compactified theory (or vise versa), or in other words the correlation functions do not essentially depend on the radius of the compactification radius, is known as the large $N$ reduction [44]. Its role in the context of AdS-CFT was first noticed in [14] and was further investigated in [45] (see also [43]). In the bulk side, this means that the geometry corresponding to the confined phase is the simple periodic identification of the geometry of the zero-temperature theory, i.e. AdS$_5$ for the $\mathcal{N} = 4$ super Yang-Mills theory: If one identifies $\mathcal{O}_i$ with the closed string field in the bulk, (4.16) is nothing but the method of images in the bulk. (How to read off the bulk geometry from the gauge theory ’t Hooft-Feynman diagrams is far from being completely understood, much remains to be investigated. However, see [7, 8] for suggestive examples of how at zero-temperature the bulk geometry seems to emerge from the gauge theory ’t Hooft-Feynman diagrams.) In section 2 we obtained the same result in the gravity side, which correspond to the strong
\'t Hooft coupling region. Here, instead, we started from the perturbative Yang-Mills side and read off the geometry.

In the deconfined phase, the expectation value of the Polyakov loops has vacuum expectation value and from (4.12) we observe that the winding modes associated with the index loops contribute. This statement is valid for finite $N$. In the $N \to \infty$ limit, we can apply the saddle point approximation, for example, as we have seen in section 3. In the simple toy model there, the deconfinement transition temperature was the point where the first Fourier mode of the eigen-value density, or the winding number one Polyakov loop, becomes unstable. See eq. (3.20) and the explanations there. In order to obtain closed string worldsheets from the \'t Hooft-Feynman diagrams, one must somehow “glue” the face of the \'t Hooft-Feynman diagrams. However, the non-zero winding number on a face is an obstruction for such gluing. This makes closed string interpretation difficult in the (trivial periodic identification of the) zero-temperature bulk geometry. From the closed string point of view, these winding modes associated with the index loops corresponds to vortices on the worldsheet. Therefore, we have seen that the deconfinement corresponds to the vortex condensation on the worldsheet. Notice that the above explanation is based on the use of the propagator on $R \times S^3$, i.e. the righthand side of (4.10). In the bulk, this corresponds to the expansion around (a simple periodic identification of) the zero-temperature geometry. If we want a closed string worldsheet interpretation, this is not an appropriate background in the deconfined phase. The target space geometry must be deformed by the vortex/winding mode condensation on the worldsheet. The geometry after the vortex/winding mode condensation should be probed by using the expression of the propagator in the lefthand side of (4.10) (i.e. the form after summed over). Since there is no sum over images in the lefthand side of (4.10), this should correspond to the bulk geometry without a non-contractible circle, see Fig.2. And since the there’s no winding

\[21\] See [8, 9] for a proposal for the precise prescriptions for this gluing.

\[22\] The worldsheet theory should have a coordinate field $\tau(\sigma^0, \sigma^1)$ corresponding to the $\tau$ direction in the target space, where $\sigma$’s are worldsheet coordinates. The winding in the target space $\tau$ direction means $\tau(\sigma^0, \sigma^1 + 2\pi) = \tau(\sigma^0, \sigma^1) + \omega \beta$, where $\omega$ is the winding number. Let us change the worldsheet coordinates to $z = \exp(\sigma^0 + i\sigma^1)$. Then, $\omega$ is the winding number counting how many times the field $\tau(z)$ wrap around the target space circle as we go around $z = 0$: $z \to ze^{2\pi i}$. Such configuration is called vortex with vorticity $\omega$. $\tau(z)$ should corresponds to the $\tau$ coordinate of a point on the random surface given by the \'t Hooft-Feynman diagram.

\[23\] This type of phase transitions in two dimensions caused by the vortex condensation are called Berezinsky-Kosterlitz-Thouless transition [46, 47, 48]. See for example the insightful book [49] for explanations, from which the contents of [46] can partially be known.
mode if we use the lefthand side of (4.10), it should in principle be possible to “glue” the faces of the ’t Hooft-Feynman diagram. Thus in the ’t Hooft-Feynman diagrams, the difference of the bulk topology corresponds to whether or not it is appropriate to use the propagator on $S^1 \times S^3$ (lefthand side of (4.10)) or the propagator on $R \times S^3$ (righthand side of (4.10)). Hence the ’t Hooft-Feynman diagrams at least can probe the difference of the topology of the bulk geometry. Compare the expectation from the gravity/string side in section 2.

Thus, from the analysis of the ’t Hooft-Feynman diagrams at finite temperature, we arrived at the picture that **the Hawking-Page transition to the black hole geometry, the deconfinement transition in gauge theories, and the vortex condensation on the closed string worldsheets are all equivalent** (Fig. 7). This is the first main message of this lecture note. Of course, this equivalence should be made more precise by making the AdS-CFT conjecture more concrete.

It has been expected that the Hagedorn transition in string theory indicates the appearance of more fundamental degrees of freedom, like the deconfinement transition in the gauge theory [50]. The origin of the Hagedorn transition was identified with the vortex condensation on string worldsheets in [51, 52]. It is intriguing that the above picture

---

24 Although we do not yet have a prescription for glueing as precise as that in the zero temperature case of [8, 9] in this case.
we have arrived tells that the Hagedorn transition is the deconfinement transition, the equivalence being given via the AdS-CFT duality. From this point of view, it is quite curious that we still seem to have closed string description even after the deconfinement, although gauge non-singlet states which are not identified as close string excitations also begin to play a role.

It may be worthwhile to point out that the order of the phase transition is model dependant. But the analysis of the ’t Hooft-Feynman diagram does not get modified much. This is because the phase is determined by the effective action of the eigenvalues studied in the previous section, and the ’t Hooft-Feynman diagrams just probe it. Most Yang-Mills theories on $S^3$ at weak coupling seem to give rise to the first order deconfinement phase transition [5, 6]. That means the phase transition generically could occur before the tachyonic mode appears. But whatever the order of the phase transition is, the deconfined phase corresponds to the vortex-condensate phase on the worldsheet.

The analysis of the ’t Hooft-Feynman diagrams in this section is closely related to those in [53, 54, 55] studied in the context of a matrix model for the two-dimensional black hole. (See [56, 57, 58] for earlier studies on vortex condensation in matrix models.) If we regard the AdS-CFT correspondence as a particular example of more general open-closed string duality, our AdS$_5$-CFT$_4$ model and the two-dimensional model may be looked from a unified view [25]. The analysis of the ’t Hooft-Feynman diagram in AdS-CFT at finite temperature was studied in [14] in the context of the Gopakumar’s program [7, 8, 9, 10, 11, 12]. See also [60, 43] for related discussions. Some explanations in this section follow the reference [43]. Although there is an advantage in seeing the two-dimensional model and AdS-CFT from the unified viewpoint, one should also be aware of some technical differences. In the AdS$_5$-CFT$_4$ case, the effective action exhibits phase transition by just varying the temperature, whereas in the two-dimensional model one needs to deform the matrix model itself by adding a potential for the eigen-values of the gauge field (change of the measure $[d\Omega] \rightarrow [d\Omega]_\lambda$ in [53]), in order to obtain the deconfined phase which should correspond to the black hole geometry [26]. Recall that in section 3 we needed $d \geq 2$ to have phase transition at finite transition temperature. This indicates it is not straightforward to obtain $S_{\text{eff}}$ which exhibits the deconfinement transition at

---

25This view was already there in [53]. That the matrix model for the two-dimensional black hole can be practically analyzed in the way parallel to the AdS-CFT case was stressed in [59], where the expectation value of the Polyakov loop was calculated both from the matrix model and from the closed string theory.

26In the case of AdS$_5$-CFT$_4$, the change of the temperature in the same theory changes the effective matrix model of $A_0$. 

---
finite temperature by integrating out a field in matrix models for two-dimensional target space. Also at this moment the holography seems to be best understood in asymptotically AdS spaces. On the other hand, the closed string worldsheet theory seems to be better understood in the two-dimensional model \[53, 61\]. Finally, we may encounter more qualitative differences between open-closed duality based on stable D-branes (AdS$_5$ case) and unstable D-branes (matrix models for two-dimensional strings) if we go into more detailed examinations.

The analysis of the previous section and this section clearly shows that it is of essential importance, particularly at finite temperature, that the world-volume theory on D-branes is not just a matrix field theory but a gauge theory. This point was not appreciated much in the old studies of the matrix models, but began to be realized after \[62\].

5 \('t Hooft-Feynman Diagrams at Finite Temperature – Real Time Formalism\)

5.1 Motivation

In the previous sections, we have studied thermodynamics in the Euclidean time formalism (the imaginary time formalism). As we have seen in section 2 the Euclidean geometry only covers the region outside the black hole horizon. However, the real problems about black holes, such as the information loss paradox and curvature singularities, arise from inside the black hole. Hence it is important to develop a method which can treat the Lorentzian time signature case. In the boundary field theory side, this should correspond to a field theory at finite temperature in the Lorentzian signature. The formulation of a field theory at finite temperature with the Lorentzian time signature is generally called the real time formalism. We will explain two such formalisms below: One is the thermo-field dynamics and the other is the closed-time-path formalism.

In the real time formulation of finite temperature field theories \[63, 64, 65, 66\], it seems almost necessary to introduce an additional set of fields besides the original ones (those in the zero-temperature theory). Each of the newly introduced field is associated with a field in the original theory. (In this note we will refer to the newly introduced fields as type-2 fields, as opposed to the original fields which we will call type-1 fields.) On the
Figure 8: The Carter-Penrose diagram of the maximally extended AdS-Schwarzschild black hole geometry. Spherical directions are suppressed in the figure. Besides the usual boundary of the AdS space at spatial infinity (boundary 1, see also Fig.[9]), there is a second boundary behind the horizon (boundary 2). For more detail, see e.g. [71].

other hand, the Carter-Penrose diagram of the maximally extended AdS-Schwarzschild black hole geometry has a boundary behind the horizon (Fig.8 boundary 2), in addition to the usual boundary of the AdS space at spatial infinity outside the horizon (Fig.8 boundary 1). In the context of the AdS-CFT correspondence, the type-2 fields in the boundary CFT was identified as the degrees of freedom behind the black hole horizon [72, 73, 74]. This gives a nice explanation for the necessity of the introduction of type-2 fields in the real time formulation of the finite temperature field theory.

However, as we have seen in section[2] below the Hawking-Page transition temperature the thermodynamically preferred configuration in canonical ensemble is the thermal AdS without a black hole. Since it is a finite temperature system, the dual gauge theory should

\[28\text{See also [75] for an approach to describe the path integral formulation of the real time formalism from the gravity side in black hole phase.}\]
still be described by the real time formulation for the finite temperature. Thus one must conclude that below the Hawking-Page transition temperature, the type-2 fields in the dual gauge theory cannot correspond to the degrees of freedom behind the black hole horizon, since there is no black hole at all. But then, what is the dual bulk description for the type-2 fields in this case? Since the AdS geometry corresponds to the confined phase in gauge theory side, the confinement should change the role of the type-2 fields in the bulk. We will show that this is indeed the case: In the confined phase, the role of type-2 fields in the gauge theory is to make up bulk type-2 fields of closed string field theory on AdS at finite temperature in the real time formalism. In this section, we will explain how this is described from the Yang-Mills theory. Since the bulk is also at finite temperature, it is natural that the bulk theory also has the type-2 fields of its own. The discussions will be in the leading order in the $1/N$ expansion, which corresponds to the classical theory in the bulk. Since the Carter-Penrose diagram is based on classical gravity, this is sufficient for explaining why we should not obtain the region behind the horizon in this case.

5.2 Thermo-field dynamics

The quantities we are interested in field theories at finite temperature are expectation values of operators in the canonical ensemble:

$$\text{Tr} \left\{ e^{-\beta \hat{H}} O_1(t_1)O_2(t_2) \cdots O_n(t_n) \right\}.$$  \tag{5.1}

Since the Hisenberg operators $O_i(t_i)$ depend on time, the imaginary time formalism is not applicable.\footnote{Thermo-Field Dynamics (TFD) \cite{63} is a formalism in which \eqref{5.1} is calculated as a kind of “vacuum” expectation value. For that purpose, one first double the Hilbert space by preparing a copy of the original one. We will label the original operators and states with suffix 1, and their copies with suffix 2. Then we introduce “thermal vacuum” at inverse temperature $\beta$ by}

$$|0, \beta\rangle \equiv \sum_n e^{-\frac{\beta E_n}{2}} |E_n\rangle_1 |E_n\rangle_2,$$  \tag{5.2}

where $|E_n\rangle$ is the energy eigen-state with the eigenvalue $E_n$. The thermal vacuum is invariant under time translation with respect to the Hamiltonian $\hat{H}_{TFD}$ defined by

$$\hat{H}_{TFD} = \hat{H}_1 - \hat{H}_2,$$  \tag{5.3}

\footnote{The relation between the real time correlation functions and those analytically continued from the imaginary time formalism are not simple in general. See e.g. \cite{76}.}
where $\hat{H}_1$ is the original Hamiltonian, and $\hat{H}_2$ is the copy acting on the copy Hilbert space. It is easy to see that by the use of the thermal vacuum, (5.1) can be written in the form of a vacuum expectation value:

$$\langle 0, \beta | O_1 \cdots | 0, \beta \rangle = \sum_n e^{-\beta E_n} \langle E_n | O_1 \cdots | E_n \rangle_1 = \text{Tr}_1 \{ e^{-\beta \hat{H}_1 O_1 \cdots} \}.$$  

(5.4)

In the above operators are all original ones which we have given the suffix 1. Now let us consider applying this formalism to the large $N$ gauge theories, in the context of the AdS-CFT correspondence. In the confined phase, the energy eigen-states are given by gauge singlets. If we identify those states constructed by acting local gauge invariant single trace operators on the vacuum with states in the closed string theory following the standard AdS-CFT dictionary (see [77]), we should obtain the thermo-field dynamics for the closed string field theory. As long as we are using the same energy eigen-states as those of zero-temperature case, we should also obtain the same bulk geometry on a time-slice. However, in this explanation it is not obvious whether it is appropriate to keep on using the zero-temperature energy eigen-states, i.e. why corrections by the effect of the temperature can be neglected. In the bulk, this corresponds to whether we obtain the AdS geometry as an appropriate background or not at finite temperature. This question is basically solved by the large $N$ reduction explained in the previous section. But we should look for the real time version of the large $N$ reduction.

We will investigate this using the path integral formulation of the gauge theory at finite temperature in the real time formalism. Since the covariant path integral approach was the most efficient way to calculate closed string amplitudes in critical string theories, it would also be useful to investigate this method in our case. This also allows us to see how the expectation value of Polyakov loops we studied in section 3 are reflected on the closed string worldsheets.

We will mainly describe the confined phase case below, but the difference from the deconfined phase will be mentioned. Our ultimate objective will be to understand how black holes are described in the dual Yang-Mills theory. But in order to understand the black hole, it is important to understand first how the situation without a black hole is described in Yang-Mills theory. Once this is understood, then we can study the difference between that and the Yang-Mills description of the black hole geometry.
5.3 Path integral method in the real time formalism

In this section, we will review the path integral method in the real time formulation of finite temperature field theories [66]. This path integral formulation of field theory at finite temperature in the real time can be regarded as a special case of the Schwinger-Keldysh closed-time-path formalism [78, 79] which was formulated with an attempt to describe non-equilibrium systems. We would like to apply this formalism to the large $N$ gauge theories. A concrete example in mind is the $\mathcal{N} = 4$ super Yang-Mills theory with $SU(N)$ gauge group on $S^3$ in the 't Hooft limit, but we will consider a simpler model which captures the essential point. We take a real scalar field $\Phi_{ab}(t)$ in the adjoint representation of $SU(N)$ as an example. Here, $a, b$ are $SU(N)$ gauge indices. It is straightforward to include several scalar fields, fermions or dynamical gauge fields. Since the dependence on the spatial $S^3$ direction is not essential in the following argument, we can first consider a quantum mechanical model obtained from the dimensional reduction. It is easy to incorporate the dependence on the $S^3$ directions.

The quantities we will be interested are thermal Green’s functions $G_\beta(t_1, \cdots, t_n)$ of the time-ordered products of operators $\hat{\Phi}(t)$ in Heisenberg picture:

$$G_\beta(t_1, \cdots, t_n) = \frac{1}{\text{Tr} e^{-\beta \hat{H}}} \text{Tr}\left\{e^{-\beta \hat{H}} T[\hat{\Phi}(t_1) \cdots \hat{\Phi}(t_n)]\right\},$$

where “Tr” is the trace over physical states satisfying the Gauss’ law constraints:

$$\hat{\rho}_{ab}|\text{phys} = 0.$$

Here $\hat{\rho}_{ab} = i :([\hat{\Phi}, \hat{\Pi}_\Phi])_{ab} :$ is the generator of the gauge transformation, where $\hat{\Pi}_\Phi_{ab}$ is the conjugate momentum of $\hat{\Phi}_{ab}$ and $: :$ denotes the normal ordering. $T[\cdots]$ above denotes the time ordering and $\beta$ is the inverse temperature. We will study the Hamiltonian $\hat{H}$ given by

$$\hat{H} = \text{tr}\left\{\frac{g^2}{2} \hat{\Pi}_\Phi \hat{\Pi}_\Phi + \frac{\omega^2}{2g^2} \hat{\Phi}^2 + \frac{1}{g^2} V[\hat{\Phi}]\right\},$$

where $g$ is the gauge coupling constant, “tr” is a trace over the $SU(N)$ gauge group indices and $V[\hat{\Phi}]$ is a potential term. The mass $\omega$ is proportional to the inverse radius of $S^3$ in the case when the quantum mechanics is obtained from the compactification of four dimensional conformal field theory on $S^3$. In order to evaluate the thermal Green’s functions by the path integral method, we should extend the support of the field variables to the whole complex $t$-plane:

$$\hat{\Phi}(t) = e^{i\hat{H}t}\hat{\Phi}(0)e^{-i\hat{H}t}.$$
We would like to obtain a functional representation for the generating functional $Z[J]$ such that:

$$G_\beta(t_1, \ldots, t_n) = \frac{1}{Z(0)} \left. \frac{\delta}{\delta J(t_n)} \cdots \frac{\delta}{\delta J(t_1)} Z[J] \right|_{J=0}. \quad (5.9)$$

The functional

$$\text{Tr} \left\{ e^{-\beta \hat{H} T} e^{i \int_{-T}^{T} dt J(t) \hat{\Phi}(t)} \right\} \quad (5.10)$$

has this property when $-T < t_i < T$. But in order to calculate the thermal Green’s function perturbatively, we should extend the $t$ integration to a contour $C$ on the complex plane:

$$Z[J] = \text{Tr} \left\{ e^{-\beta \hat{H} T} e^{i \int_C dt J(t) \hat{\Phi}(t)} \right\} \quad (5.11)$$

where the contour $C$ is depicted in Fig. 10. $T_C[\cdots]$ denotes time-ordering along the contour $C$. We insert the identity $1 = e^{-i\hat{H}T} e^{i\hat{H}T}$ and then use the cyclic property of the trace. We can also regard $e^{-\beta \hat{H}}$ as a time translation in the imaginary direction. Then (5.11) can be rewritten as

$$\int d\Phi \int d\Phi' \int d\Phi'' \int d\Phi'''$$

---

\[30\] There is some arbitrariness in the choice of the contour. It should be everywhere non-increasing in the imaginary direction in order for the expression to be convergent in the $T \to \infty$ limit.
\[
\langle \Phi, -T | T_{C_1}[e^{i \int_{C_1} dt J(t) \dot{\Phi}(t)}] | \Phi', T \rangle
\] (5.12)

\[
\langle \Phi', T | T_{C_2}[e^{i \int_{C_2} dt J(t) \dot{\Phi}(t)}] | \Phi'', T - i \sigma \beta \rangle
\] (5.13)

\[
\langle \Phi'', T - i \sigma \beta | T_{C_3}[e^{i \int_{C_3} dt J(t) \dot{\Phi}(t)}] | \Phi''', T - i \beta \rangle
\] (5.14)

\[
\langle \Phi''', T - i \beta | T_{C_4}[e^{i \int_{C_4} dt J(t) \dot{\Phi}(t)}] | \Phi, -T \rangle
\] (5.15)

where \(| \dot{\Phi}, z \rangle\) is the eigen-state of the Heisenberg operators:

\[
| \dot{\Phi}, z \rangle | \Phi, z \rangle = \Phi | \Phi, z \rangle , \\ | \Phi, z \rangle = e^{i \hat{H} z} | \Phi \rangle ,
\] (5.16)

and \(z\) can be a complex number. We have matched the eigen-states of the Heisenberg operators with the eigen-states of the Shrödinger operators at \(z = 0\). The projections to the physical states (5.6) is understood in the above expression. When \(\sigma = \frac{1}{2}\), the time evolution on the vertical part of the contour (5.14) is essentially equivalent to preparing the thermal vacuum (5.2) of the thermo-field dynamics. (We will take \(T \to \infty\) and \(J(t) \to 0\) as \(t \to \pm \infty\). To see the above, one just needs to change the notation: One changes “ket” of the matrix elements of (5.13) to “bra”, and regard them as states in doubled Hilbert space. Then the matrix elements of (5.12) and (5.14) are combined into matrix elements acting on this doubled Hilbert space. Similar for the matrix elements of (5.15).) By further inserting a complete set of physical states satisfying (5.6), we obtain the path integral representation of the generating functional \(Z[J]\):

\[
Z[J] = \int [D\Phi] e^{i \int_C dt \{ L[\Phi] + J(t) \Phi(t) \} } ,
\] (5.17)

where \(L[\Phi]\) is the Lagrangian

\[
L[\Phi] = \frac{1}{g^2} tr \left\{ \frac{1}{2} D_t \Phi D_t \Phi - \frac{\omega^2}{2} \Phi^2 - V[\Phi] \right\} .
\] (5.18)

The covariant derivative is given by

\[
(D_t \Phi)_{ab} = \partial_t \Phi_{ab} - i [A_0, \Phi]_{ab} ,
\] (5.19)

and the gauge field \(A_0\) has been introduced while imposing the Gauss’ law constraints as delta function. The path integral is over the fields which satisfy the boundary conditions

\[
\Phi_{ab}(-T - i \beta) = \Phi_{ab}(-T) ,
\] (5.20)

following from the trace over the Hilbert space in (5.5). We can rewrite (5.17) as

\[
Z[J] = \exp \left\{ -i \int_C dt V \left[ \frac{1}{\delta J} \right] \right\} \exp \left\{ -i g^2 \int_C dt \int_C dt' J_{ab}(t) D_{ab,cd}(t-t') J_{cd}(t') \right\} ,
\] (5.21)
where the thermal propagator $D_{ab,cd}^C(t-t')$ is a Green’s function on the contour
\[ (-\partial_t^2 - \omega^2)D_{ab,cd}^C(t-t') = \delta_C(t-t')\delta_{ad}\delta_{bc}, \] (5.22)
subject to the boundary condition following from (5.20). Here $\delta_C(t-t')$ is the delta function defined on the contour:
\[ \int_C dt\delta_C(t-t')f(t) = f(t'). \] (5.23)
The boundary of the time $T$ is eventually taken to infinity. By taking $J(t) \to 0$ as $t \to \pm\infty$, the generating functional factorizes as
\[ Z[J] = Z_{12}[J]Z_{34}[J], \] (5.24)
where $Z_{12}[J]$ (respectively $Z_{34}[J]$) denotes the contribution from the path $C_1$ and $C_2$ ($C_3$ and $C_4$). The effect of finite temperature enters in the propagators through the boundary condition (5.20). Although the generating functional can be seen to factorize, $Z_{34}[J]$ part plays a role for modifying the boundary conditions on the Green’s function, as we will see below.

5.4 Incorporating the effect of the confined phase background

In this subsection we present a prescription for reading off the dual bulk description corresponding to the confined phase in the real time formalism. When there are no external operator insertions, one can take the Matsubara contour, i.e. the line straight down from $-T$ to $-T - i\beta$. Then the calculation reduces to that in the imaginary time formalism. As we have seen in section 3, the confined phase is characterized by the vanishing of the expectation value of the Polyakov loop. The large $N$ saddle point value of the temporal gauge field $A_0$ was given by
\[ \frac{\partial}{\partial \tau} A_{0ab} = 0, \quad A_{0ab} = \delta_{ab} \frac{2\pi}{\beta N} \left( a - \frac{N+1}{2} \right), \] (5.25)
in an appropriate gauge. (5.25) corresponds to the constant eigen-value density $\rho(\theta) = \frac{1}{2\pi}$ in the large $N$ limit (see section 3). This gives an appropriate expansion point for perturbative calculation on the vertical parts of the contour.

As we have seen in the previous section, in the imaginary time formalism it was essential to expand around the saddle point of $A_0$ (5.25) to read off the dual bulk geometry in the confined phase. Therefore, also in the real time formalism, the correct prescription for reading off the dual bulk description corresponding to the confined phase should be to
include the saddle point value (5.25) of $A_0$ into the Green’s function on the vertical parts of the contour. Thus, instead of (5.22), we use Green’s function which satisfies
\[
(-D_t^2 - \omega^2)D^C_{ab,cd}(t - t') = \delta_C(t - t')\delta_{ad}\delta_{bc},
\]
where on the vertical parts of the contour we have included the saddle point value of $A_0$ (5.25) in the covariant derivative $D_t$. On the horizontal parts of the contour one can choose $A_0 = 0$ gauge. Since we are including the effect of the $A_0$ configuration (5.25) on the vertical parts of the contour, it is convenient to define the field
\[
\tilde{\Phi}_{ab}(t) = e^{-2\pi i \frac{a - b}{N} (\text{Im} t)}\Phi_{ab}(t)
\]
so that the differential equation for the Green’s function $\tilde{D}^C(t - t')$ for $\tilde{\Phi}(t)$ takes the form of the ordinary one (5.22):
\[
(-\partial^2_t - \omega^2)\tilde{D}^C_{ab,cd}(t - t') = \delta_C(t - t')\delta_{ad}\delta_{bc}.
\]
However, the field redefinition (5.27) modifies the boundary condition (5.20) to
\[
\tilde{\Phi}_{ab}(-T - i\beta) = e^{2\pi i \frac{a - b}{N}}\tilde{\Phi}_{ab}(-T).
\]
One can solve (5.22) with the ansatz
\[
\tilde{D}^C_{ab,cd}(t - t') = \theta_C(t - t')\tilde{D}_{ab,cd}^>(t - t') + \theta_C(t' - t)\tilde{D}_{ab,cd}^<(t - t'),
\]
where $\theta_C(t - t')$ is the step function defined on the contour:
\[
\theta_C(t - t') = \int_C dt''\delta_C(t'' - t').
\]
Since from (5.17) to (5.21) the change of variable
\[
\tilde{\Phi}_{ab}(t) \rightarrow \tilde{\Phi}_{ab}(t) + \int_C dt'\tilde{D}_{ab,cd}(t - t')J_{cd}(t'),
\]
has been made, the boundary condition (5.29) implies
\[
\tilde{D}_{ab,cd}^>(t - t' - i\beta) = e^{2\pi i \frac{a - b}{N}}\tilde{D}_{ab,cd}^<(t - t').
\]
The unique solution to (5.28) with the boundary condition (5.33) is
\[
\tilde{D}^C(t - t')_{ab,cd} = \frac{-i}{2\omega} \left[ (Ae^{-i\omega t} + Be^{i\omega t})\theta_C(t - t') + (Ce^{-i\omega t} + De^{i\omega t})\theta_C(t' - t) \right].
\]
with

\[ A = \frac{1}{1 - e^{-\beta\omega - 2\pi i\frac{a-b}{N}}} \], \quad \[ B = \frac{e^{-\beta\omega + 2\pi i\frac{a-b}{N}}}{1 - e^{-\beta\omega + 2\pi i\frac{a-b}{N}}} \], \quad \[ C = \frac{e^{-\beta\omega - 2\pi i\frac{a-b}{N}}}{1 - e^{-\beta\omega - 2\pi i\frac{a-b}{N}}} \], \quad \[ D = \frac{1}{1 - e^{-\beta\omega + 2\pi i\frac{a-b}{N}}} \].

(5.35)

The Green’s function (5.34) can be rewritten in the spectral representation:

\[ i \tilde{D}_{ab,cd}^C(t - t') = \int_{-\infty}^{\infty} \frac{dk_0}{2\pi} e^{-ik_0(t-t')} \rho(k_0)[\theta_C(t - t') + N(k_0, a-b)]\delta_{ad}\delta_{bc}, \]  

(5.36)

where

\[ \rho(k_0) = 2\pi\varepsilon(k_0)\delta(k_0^2 - \omega^2), \quad \varepsilon(k_0) = \theta(k_0) - \theta(-k_0) \]  

(5.37)

and

\[ N(k_0, a-b) = \frac{1}{e^{2\beta k_0 + 2\pi i\frac{a-b}{N}} - 1}. \]  

(5.38)

As in (5.24), the partition function factorizes. Therefore, only the propagators between the fields on the contours \( C_1 \) or \( C_2 \) need to be considered. The propagators for general \( \sigma \) (0 < \( \sigma \) < 1, where \( \sigma \) is given in Fig.10) are obtained as

\[ \tilde{D}_{ab,cd}^{(11)}(t - t') = \tilde{D}_{ab,cd}^C(t - t') \], \quad \[ \tilde{D}_{ab,cd}^{(22)}(t - t') = \tilde{D}_{ab,cd}^{C}(t - i\sigma \beta) - (t' - i\sigma \beta)) \], \quad \[ \tilde{D}_{ab,cd}^{(12)}(t - t') = \tilde{D}_{ab,cd}^{C}(t - (t' - i\sigma \beta)) \], \quad \[ \tilde{D}_{ab,cd}^{(21)}(t - t') = \tilde{D}_{ab,cd}^{C}(t - i\sigma \beta - t'). \]  

(5.39) \quad (5.40) \quad (5.41) \quad (5.42)

Notice that the propagator takes the form of a \( 2 \times 2 \) matrix. This can be looked as the degrees of freedom are doubled compared with the original theory at zero temperature. The doubling of the degrees of freedom originates from the two parts of the contour \( C_1 \) and \( C_2 \) in Fig.10. \( \tilde{D}^{(11)} \) (respectively \( \tilde{D}^{(22)} \)) is regarded as a propagator between type-1 (type-2) fields, and \( \tilde{D}^{(12)} \) and \( \tilde{D}^{(21)} \) are mixed propagators between type-1 and type-2 fields.

By taking \( \sigma = \frac{1}{2} \) we obtain the most symmetric expression. It is convenient to split the propagator into a temperature dependent part and an independent part. Also, at this point it is convenient to undo the field redefinition (5.27) to obtain a symmetric expression for the propagators. In momentum space, they are given by

\[ iD_{ab,cd}^{(rs)} = iD_{ab,cd}^{(rs)} + iD_{ab,cd}^{(rs)} \quad (r, s = 1, 2), \]  

(5.43)
\[ iD_{0ab,cd} = \delta_{ad} \delta_{bc} \begin{pmatrix} \frac{i}{k_0^2 - \omega^2 + i\epsilon} & 0 \\ 0 & \frac{-1}{k_0^2 - \omega^2 - i\epsilon} \end{pmatrix}, \quad (5.44) \]

\[ iD_{\beta ab,cd} = \delta_{ad} \delta_{bc} \pi \delta(k_0^2 - \omega^2) \times \begin{pmatrix} \frac{1}{e^{i|\beta k_0 + 2\pi i \frac{a-b}{N}|R} - 1} & 1 \\ e^{\frac{i}{2}|\beta k_0 + 2\pi i \frac{a-b}{N}|R} & 1 \end{pmatrix}. \quad (5.45) \]

In the above, \(|\cdots|_R\) is defined as

\[ |z|_R = \begin{cases} z & (\text{Re } z > 0) \\ -z & (\text{Re } z < 0) \end{cases}, \quad (\text{Re } z \neq 0). \quad (5.46) \]

Eq. (5.46) is not defined for \(\text{Re } z = 0\), but because of the on-shell delta function in (5.45) one does not need to consider that case as long as \(\omega \neq 0\). Notice the gauge index dependant phases in (5.45) which arouse from our prescription for incorporating the effect of the confined phase background. These will play the crucial roles in the following discussions.

Perturbative Feynman rules can be obtained just as in the conventional field theories and are sketched in Fig.11. (1) represents the temperature independent part of the propagator \(iD_{0ab,cd}^{(rs)}\) and (2) the temperature dependent part \(iD_{\beta ab,cd}^{(rs)}\). The temperature dependent part of the propagator is drawn with the “cut” line in Fig.11 (2). This cut is one of the most important tools we will use repeatedly in the following discussions. Type-1 fields and type-2 fields are coupled only through the propagators: The interaction vertices do not mix type-1 and type-2 fields. The interaction vertices of type-2 fields \((\times i)\) are given by the complex conjugate of those of type-1 fields:

\[ i \text{tr} V_2[\Phi(2)] = (i \text{tr} V_1[\Phi(1)])^* \big|_{\Phi(1) \to \Phi(2)}. \quad (5.47) \]

We have assumed that the potential is real.

5.5 The vanishing mechanism and surviving diagrams as real time closed string diagrams

In this subsection, with the prescription for incorporating the effect of the confined phase background (5.25) discussed in the previous subsection, we will show that the contributions from a large class of Feynman diagrams vanish. The quantities of our interest are the correlation functions of gauge invariant single trace local operators, which correspond
Figure 11: Feynman rules for the real time formulation of large $N$ gauge theories at finite temperature: (1) is the temperature independent part of the propagator \((5.44)\), while (2) is the temperature dependent part \((5.45)\). The temperature dependent part of the propagator (2) is drawn with a “cut” line (the vertical line in the figure). The interaction vertices (3),(4) are drawn schematically, just to show the index flow structure. The interaction vertices do not mix the type-1 fields with the type-2 fields.
An index loop with one cut on it

Figure 12: A ’t Hooft-Feynman diagram with an index loop with only one cut on it.

to closed string states in the AdS-CFT correspondence. Throughout this section we will work in the planar limit $g \to 0$, $N \to \infty$ with the ’t Hooft coupling $g^2 N$ fixed. In the planar limit, one can always associate a loop momentum to an index loop, as will be explained below.\(^{31}\) The total momentum on a propagator is a sum of two momenta associated with the index lines (taking into account the sign indicated by the arrows), and an external momentum flow if there is any. By a shift of loop momenta, which are integration variables, one can choose any tree sub-diagram connecting the external legs to express the external momentum flow. But once it is chosen, the integrations over loop momenta should be done with that fixed external momentum flow.

We first consider Feynman diagrams which have at least one index loop containing only one cut (which is denoted as $a_i$ below). In this case the cut must be either 1-1 or 2-2 cut.\(^{32}\) By a shift of loop momenta, without loss of generality one can draw the flow of the external momentum without crossing the cut. From (5.45), the diagram with the 1-1 or 2-2 cut is proportional to a factor

$$\sum_{a_i=1}^N \frac{1}{e^{\beta (p_{0i} - p_{0j}) + 2\pi i \frac{a_i - a_j}{N} \frac{R - 1}}}. \quad (5.48)$$

Here, $i, j$ label the index-momentum loops. As mentioned earlier, the loop momentum $p_{0i}$ is “associated” with the gauge index $a_i$, that means, they always appear in the combination

\(^{31}\)There are $\ell + 1$ index loops for $\ell$ (momentum) loop planar diagrams of a correlation function of gauge invariant operators, but one summation over gauge indices decouples since the gauge indices always appear as a difference of two indices \(^{14}\) \(^{45}\).

\(^{32}\)When there is a 1-2 cut on an index loop, there must be a 2-1 cut on that index loop.
The origin of this combination is the covariant derivative for adjoint fields. Therefore, by taking the background gauge around the field configuration \( p_{0i} + 2\pi i \frac{2\pi}{N} \). Even when there are derivative couplings the loop momentum and the associated index also appear in the same combination. Such derivative couplings give rise to a multiplicative factor which is polynomial in \( \beta p_{0i} + 2\pi i \frac{2\pi}{N} \). Those just require a minor modification in the following discussions and do not change the conclusion about whether a diagram vanishes or not. Therefore, to keep the essential points clear in the presentation, we will only write down the formula for the case in which such derivative couplings are absent. Since we are working in the strict \( N \to \infty \) limit, the sum over the gauge indices \( a_i \) can be replaced by the integral: \( \frac{a}{N} \to \theta_i, \sum_{a_i=1}^{N} \to N \int_0^1 d\theta_i \). (To avoid repetition, this replacement will be implicit in what follows.) Then, one can Fourier expand the integrand of (5.48) as

\[
\int_0^1 d\theta_i \frac{1}{e^{\beta(p_{0i} - p_{0j}) + 2\pi i(\theta_i - \theta_j)R} - 1} = \int_0^1 d\theta_i \sum_{n=0}^{\infty} e^{-n\beta(p_{0i} - p_{0j}) + 2\pi i(\theta_i - \theta_j)R} = 0.
\]

From the definition (5.46), this kind of diagram has either all negative (when \( p_{0i} > p_{0j} \)) or all positive (when \( p_{0i} < p_{0j} \)) powers of \( e^{2\pi i \theta_i} \). In either case, (5.49) vanishes. Eq. (5.49) is the basic equation relevant for selecting the non-vanishing Feynman diagrams in the confined phase.

The above vanishing mechanism means that if there is a cut “coming into” a face, there must be another cut “going out”. More precisely, it gives a conservation law for the phases \( 2\pi \theta_i \) in (5.49) at a face of the diagram, or a vertex in the dual graph. Thus in general, on the surviving diagrams those cuts must make up closed circuits on the dual graph (Fig. 13). We have connected the starting and end points of the cuts on the same face of the diagram, because those faces are to be “filled” to make up closed string
worldsheet. Those closed circuits divide the worldsheet into regions which do not contain further cuts, otherwise the diagram will vanish (Fig.14). One can regard those closed circuits as made of “cut-out loops” [15]. For a closed string interpretation to be valid, the temperature dependence should appear in this way, since if the temperature dependence appears without making a closed loop on the diagram, it means that we are not just seeing the closed string but rather its sub-structure. (However, this is a description based on the expansion around the AdS geometry in the bulk. As we have seen in the previous section in the Euclidean case, in order for the closed string interpretation to be valid, the temperature dependence should be absorbed into the change of geometry in the bulk space-time.) One can show that the external momentum flow must cross the cut-out loop [15]. Since the external momentum flow can be drawn on a tree sub-diagram of the 't Hooft-Feynman diagram, each cut-out loop can be associated with an edge of the closed string tree diagram (Fig.15). This indicates that the 't Hooft-Feynman diagrams of the Yang-Mills theory at finite temperature in the confined phase give rise to closed string Feynman diagrams in a closed string field theory in the real time formalism.

One can also show that the cut has a correct energy dependence to be identified with a cut in the closed string field theory propagator in the real time formalism [15] 33. This is what the cuts in the picture should actually mean. The energy dependence of the cut in general has a form of eq.(5.45) without the gauge index dependent phase factor which is specific to our model, as one can see from the generality of the derivation.

Furthermore, we see that the propagator and interaction vertices \((\times i)\) of the type-2 string fields of this hypothetical closed string field theory are complex conjugate of those of type-1. This is the property that in general field theory in the real time formalism should satisfy, see eqs. (5.44), (5.45) 34 and (5.47). The surviving 't Hooft-Feynman diagrams are divided into regions inside which there’s no more cut (otherwise it vanishes as we have seen). Since the cut is the only temperature dependent part, this means that each region probes the same geometry as the original zero-temperature theory. Since type-1 fields and type-2 fields mixes only through the cuts, each region contains either only type-1 propagators and interaction vertices or those of only type-2. For every diagram with a region made of type-2, there must be a corresponding diagram with all propagators and vertices in that region are replaced by those of type-1 (Fig.16). This leads to the conclusion that the type-2 propagators and vertices of closed string field theory is complex

33 It was shown in the free field limit but expected to hold for finite coupling.
34 Again, the gauge index dependent phases in eq. (5.45) are specific to our gauge theory model and usually do not appear, and cancel in the surviving diagrams in the confined phase as we have seen.
Figure 14: A ‘t Hooft-Feynman diagram identified with a closed string worldsheet. The cut-out loop must cross the tree sub-diagram where the external momentum flows. Thus the cut-out loop can be identified with the cut on a closed string propagator.

Thus, the dual description of the Yang-Mills theory in the confined phase can be consistently identified with the closed string field theory at finite temperature in the real time formalism whose target space is the same as that of the zero-temperature theory\textsuperscript{35}. The field contents and the target space geometry in the bulk, obtained from the Yang-Mills side, are all uplifted from those obtained from the Yang-Mills theory at zero-temperature, just like in the standard real time formulation of field theory at finite temperature. This can be regarded as a Lorentzian version of the large $N$ reduction. The point is that one can use most of the results in the zero-temperature also at finite temperature in the confined phase. If our understanding of the AdS-CFT correspondence at zero-temperature becomes more precise, so as the case at finite temperature in the confined phase.

\textsuperscript{35}The main reason we used string “field” theory here is that the worldline/worldsheet formulation of finite temperature field theory in the real time formalism is not developed enough. However, see \cite{80} for some investigation of the first-quantized approach. We do not intend to pursue the non-perturbative analysis, which was one of the motivations in the construction of string field theory. We are just comparing the perturbative diagrams we would obtain from the field theory.
Figure 15: Fig[14] re-drawn as a closed string tree diagram in the real time formalism. The cut-out loops in Fig[14] are identified with the cuts on the closed string propagators.

cuts of the closed string propagators

Figure 16: 't Hooft-Feynman diagrams divided into type-1 regions and type-2 regions by the cut-out loops. The type-2 region in the diagram on the right is complex conjugate to the corresponding type-1 region in the diagram on the left.
5.6 Comments on the deconfined phase and the black hole geometry

One might have had an impression that the structure of the bulk space-time are very different in the confined phase and the deconfined phase, because the one has a black hole and the other does not. This is correct, but we should also point out the similarity in the two descriptions. As one can see from the derivation of the path integral formulation of the real time formalism, one can either regard the real time formulation in AdS as two kinds of fields living in the same AdS, or instead the same fields living in two copies of AdS ((I) and (II) in Fig.17). In a similar way, in the black hole phase one can regard the fields to live on copies region I and region II in Fig.18. Although in the maximally extended AdS-Schwarzschild geometry these regions are connected through the region inside the black hole (the upper and lower triangle regions containing the singularity in Fig.8), the Yang-Mills theory does not see these region, at least in a naive way, because the boundary time corresponds to the asymptotic static observer’s time which does not cross the horizon (see Fig.18). If one looks at only the region (I) and (II) in Fig.18 one may recognize that for the asymptotic observer it is the same real time formalism applied to the different geometries, i.e. the AdS geometry and the black hole geometry. Recall that the vertical parts of the contour which we sent to \( t = \pm \infty \) put boundary conditions for the propagator when we derived our perturbative Feynman rules.38

In the deconfined phase, the non-singlet states which cannot be interpreted as closed

---

36We have called the region (II) “behind” the horizon since when looked from the region (I) it is so, but it is outside the another horizon and hence it is “outside” the black hole.

37Nevertheless researchers challenge for extracting the information inside the black hole. See e.g. [S1, S2] for such efforts. This may be possible if there is a black hole complementarity [S3], but at the same time it might make the description inside the black hole redundant, especially if one regards CFT side more fundamental and the space-time concept in the bulk as emerging.

38As we have mentioned in subsection 5.3, the time translation in the vertical part of the contour can be identified with the thermal vacuum in thermo-field dynamics. The thermal vacuum (5.2) in the deconfined phase should correspond to choosing the Hartle-Hawking vacuum which is obtained by time translation in the Euclidean section of the black hole geometry and is invariant under the isometry generated by \( \partial_t \) in the bulk. (For a description of the Hartle-Hawking vacuum related the discussion here, see [S4]. See e.g. [S5] for a examination of the Hartle-Hawking vacuum in a physically realistic context.) This should be understood if one recalls that in the Hamiltonian formulation, AdS-CFT correspondence is a (conjectural) isomorphism between Hilbert spaces of closed string theory on AdS and boundary CFT. The thermo-field dynamics on the boundary should essentially be the dual of the Israel’s description of Hawking radiation via the thermo-field dynamics.
Figure 17: The Carter-Penrose diagram of the AdS space (I) and its copy (II).

Figure 18: The Carter-Penrose diagram of the AdS-Schwarzschild black hole geometry with the asymptotic static observer time. The region inside the black hole (compare with Fig.8) is not reachable in finite asymptotic observer time $t$. 
strings become important. It is tempting to identify those non-singlet degrees of freedom with closed strings which look like open strings half hidden in the black hole horizon, but this interpretation requires further clarification.

It may be good to keep in mind that the appearance of the non-singlet states indicates that the bulk space-time picture probed by closed strings might be missing some important information of the bulk, especially about the black hole.
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