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Abstract
The number of studies on the relationship between technological innovation and CO₂ emissions has gradually increased in recent years, although there is no clear agreement in the literature. Previous research has revealed both positive and negative consequences of technological innovation on the environment. Moreover, most researchers have used linear approaches to explore this connection, which can result in spurious outcomes when nonlinearities exist in the data. According to this background, this research utilizes asymmetric ARDL and spectral causality approaches to assess the asymmetric connection between technological innovation and CO₂ emissions in Sweden utilizing data from 1980 to 2018. In addition, the disaggregated asymmetric effects of technological innovation (patent resident and patent nonresident) on CO₂ are also captured in this study. The Nonlinear Autoregressive Distributed lag (NARDL) results showed that positive (negative) shocks in economic growth enhance environmental quality in Sweden. Furthermore, a positive (negative) shock in technological innovation causes a decrease (increase) in CO₂. Similarly, a positive (negative) shock in patent nonresident and residents leads to a decrease (increase) in CO₂ emissions in Sweden. The outcomes from the spectral causality revealed that in the medium and long term, aggregate and disaggregate technological innovation can predict CO₂ emissions in Sweden. This study has significant policy implications for policymakers and the government in Sweden. Based on these findings, the study suggests that the government of Sweden should invest in technological innovation since it plays a vital role in curbing environmental degradation.
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Introduction
Green growth will help to achieve the aims of the Paris Climate Conference (COP21). This will necessitate a reduction in carbon emissions (CO₂). These emissions are seen as a result of increased economic activity, which has caused concern for policymakers (Fareed et al. 2021; Li, Zhang, Zhang, Wu, and Shi et al. 2021). CO₂ emissions are renowned for their influence on environmental deterioration in the form of pollution, despite the fact that various other forms of emissions also exist. Globalization (GLO), economic growth (GDP), renewable energy consumption (REC), technological innovation (TI), financial development (FD), and human capital (HC) have all been linked with CO₂ emissions (Ahmed and Le 2021; Alola et al. 2021; Bekun et al. 2021; Li et al. 2021a, b, c; Li, Zhang, Zhang, Wu, and Zhu et al. 2021c; Lin et al. 2021; Miao et al. 2018; Ozturk and Acaravci 2016). In this regard, it is crucial to acknowledge
the climate change problem; otherwise, the associated risks and hazards, which are projected to rise in future years, will have devastating implications for human health and safety.

Technological innovation (TI) plays a vital role in mitigating CO2 whilst also helping to save energy. Additionally, technological innovation plays a crucial role in the efficient usage of both renewable and conventional energy sources. Moreover, technological innovation also improves the capacity of renewable energy, therefore increasing the total renewable energy supply to satisfy the future demand for energy. The role of technological innovation in reducing CO2 has been demonstrated in existing studies, although it has never been given suitable attention. Few studies have assessed the association between technological innovation and CO2 emissions. For instance, Ko et al. (2021) scrutinized the impact of technological innovation on CO2 emissions and the outcomes from the study revealed a negative connection between technological innovation and CO2 emissions. Likewise, the study of (Kirikkaleli and Adebayo 2021) utilizing the global economy found that technological innovation can aid in mitigating CO2. Moreover, Cheng et al. (2021) assessed the association between technological innovation and CO2 emissions in 5 OECD countries and the outcomes showed that an upsurge in technological innovation mitigates CO2 in the selected OECD nations. On the other hand, some studies have established that technological innovation contributes to the degradation of the environment. For instance, the study of (Adebayo and Kirikkaleli, 2021) established a positive connection between technological innovation and CO2 emissions in Japan. Likewise, the study by Su et al. (2021a, b) on the interconnection between technological innovation and CO2 emissions in the BRICS economies revealed that an upsurge in technological innovation stimulates CO2 in the BRICS nations. Similarly, the study of Dauda et al. (2021) in selected Africa economies established a positive interrelation between technological innovation and CO2 emissions. Although the existing literature has found mixed evidence of the role of technological on CO2 emissions, its importance for CO2 emissions cannot be ignored.

Globalization is a universal phenomenon that has a substantial impact on people’s political, economic, and social lives. It reduces/removes cross-border barriers, facilitates modern technological exchanges, and boosts capital inflows and investment (Leal and Marques. 2021). While globalization benefits the economy, it also has an influence on the environment (Rahman. 2020; Usman et al. 2020; Yameogo et al. 2021). The influence of globalization on CO2 emissions is theoretically ambiguous. As a result, there is a theoretical debate over the connection between globalization and CO2. For example, advocates of the pollution-haven hypothesis argue that, as a result of industrialized nations’ strict environmental government regulations, emerging economies have become hosts to environmentally damaging businesses from industrialized nations. The enormous costs of environmental damage are imposed by the rigorous environmental regulatory systems of industrialized countries. These polluting companies migrate to emerging nations with lax environmental regulations in order to remain competitive (Koondhar et al. 2021; Shahbaz et al. 2018). The pollution-halo hypothesis, on the other hand, contends that globalization decreases CO2 by ensuring the transmission and dissemination of ecologically efficient technology, knowledge, and conventional environmental management practices in host nations (Ahmed and Le. 2021; Rahman. 2020; Usman et al. 2020).

Likewise, Kirikkaleli et al. (2021) suggested that globalization can assist nations to reduce CO2 by allowing them to adjust the mix of their consumption and production as they become richer. The outcomes are contradictory and ambiguous due to the competing theoretical arguments (Koengkan et al. 2020; Leal and Marques. 2021; Rahman. 2020), while others have reported that globalization impacts CO2 emissions positively (Koengkan et al. 2020; Usman et al. 2020; Yameogo et al. 2021). In addition, some studies have found an insignificant interconnection between globalization and CO2 emissions (Haseeb et al. 2018; Le and Ozturk. 2020; Xu et al. 2018).

Based on the previous discussion, the current study has the following objectives. The first objective is to assess the economic growth role in mitigating CO2 emissions. Secondly, the study scrutinizes the effect of globalization on CO2. Thirdly, the paper explores the effect of aggregated and disaggregated technological innovation on CO2 in Sweden.

Why Sweden? Sweden is an advanced economy whose GDP per capita and GDP amounted to US$51,615.02 and US$530.9 billion in 2019 (World Bank. 2021). Moreover, even though few nations utilize more energy per capita than Sweden, Swedish carbon emissions are relatively modest when compared to those of other nations. Sweden’s low emission rate is due to the fact that nuclear and hydroelectric power account for roughly 80% of the country’s electricity generation. In 2012, the nation had already achieved the government’s 50% objective for 2020 (BP. 2021). By 2040, the goal for the power industry is to produce 100% renewable electricity. Sweden is a global pioneer in decarbonization, with the objective of achieving a 59% reduction in GHG emissions by 2030 compared to 2005, and a net-zero carbon economy by 2045 (IEA. 2021). Sweden was the first nation to implement carbon pricing, and it now has the globe’s highest carbon prices, which has shown to be beneficial in promoting decarbonization. Moreover, as revealed by Figs. 1 and 2, it illustrates the trend of total energy supply and low-carbon electricity generation by source from 1990 to 2019. In terms of innovation, Sweden has excelled significantly in the global context. For instance, in 2020, Sweden was
ranked 2nd globally as the most innovative country according to the Global Innovation Index.

Considering these interesting facts about Sweden, it is reasonable to expect that Sweden will require an inclusive policy framework in order to make progress towards achieving the SDG goals by 2030. In pursuit of this goal, the current study examines the asymmetric, aggregated, and disaggregated influence of technological innovation on \( \text{CO}_2 \) emissions in Sweden and takes into account the influence of globalization between 1980 and 2018. In order to achieve this policy-level objective, it is necessary to understand that the model parameters might not have the same impacts on the target policy variable whenever they encounter an external shock. On the other hand, it is possible that those shocks will appear in certain time differentials. Hence, in order to design a robust policy framework, the methodological adaptation needs to complement these aspects of policy formulation. In this context, the nonlinear autoregressive distributed lag (NARDL) method developed by (Shin et al. 2014) is employed in this study. This method is capable of capturing the differential impacts of the model parameters on the target policy variable in cases of positive and negative shocks. In view of this, this method is capable of complementing the policy-level contributions of the study, and thereby, indicating the analytical contribution of the study.

The remaining sections of this research are compiled as follows: Sect. 2 presents a synopsis of related studies. Section 3 presents the theoretical underpinning. The data
and methods are presented in Sect. 4. Section 5 portrays the findings and discussion and the conclusion is presented in Sect. 6.

**Empirical review**

Numerous studies have been conducted on the association between CO₂ emissions (CO₂) and technological innovation (TI), globalization (GLO), and economic growth (GDP); however, missed outcomes have been generated. Therefore, the following subsection presents a summary of studies on these issues.

**CO₂ emissions and economic growth relationship**

Using five EU nations, Balsalobre-Lorente et al. (2018) scrutinized the emission-growth nexus utilizing data from the period between 1985 and 2016. The authors applied panel techniques to investigate this association and their outcomes confirmed the N-shaped interconnection between CO₂ and economic growth in the five EU nations. Likewise, Bakhsh et al. (2017) examined the impact of economic growth on CO₂ emissions in Pakistan for the period 1980–2014. Utilizing the 3SLS method, the outcomes of the study showed that an upsurge in GDP triggers CO₂ in Pakistan. Moreover, using data from 2001 to 2017 and applying SUR and GMM in the MENA economies, Muhammad. (2019) scrutinized the impact of economic growth on CO₂ emissions. The outcomes of this study demonstrated a positive association between economic growth and CO₂ emissions in the MENA economies. Furthermore, the study of Munir et al. (2020) on the emissions-growth interconnection in the ASEAN-5 countries using recent panel techniques revealed a positive association between economic growth and CO₂ emissions in these countries. In addition, evidence was found of a one-way causal interrelation from economic growth to CO₂. Furthermore, Hanif et al. (2019) assessed the connection between economic growth and CO₂ emissions in emerging Asian economies utilizing data from 1990 to 2013. The study applied the ARDL and their outcomes showed a positive emissions-growth interconnection in the emerging Asian economies. The study of Mikayilov et al. (2018) in Azerbaijan on the growth-emission association utilizing DOLS, FMOLS, and CCR between 1992 and 2013 found a positive linkage between growth and emissions. Furthermore, the EKC hypothesis was also validated for the case of Azerbaijan. In the USA, Salari et al. (2021) examined the growth-emission relationship utilizing data from 1997 to 2016 and their outcomes revealed a positive growth-emission interrelation. Furthermore, the EKC hypothesis was confirmed in the USA. Using the ARDL and TY causality approaches and data from 1975 to 2017, Udembta et al. (2021b) assessed the influence of GDP on CO₂ and their outcomes showed a positive CO₂-GDP connection. Likewise, in China, Liu et al. (2021) scrutinized the CO₂-GDP interconnection utilizing data from 1965 to 2016 and their outcomes showed a positive CO₂-GDP connection. Furthermore, a two-way causality was confirmed from GDP to CO₂. Similarly, the study of Gao and Zhang. (2021) in 13 Asian developing countries using FMOLS disclosed that economic growth triggers CO₂ emissions and a one-way causality was found running from economic growth to CO₂. Moreover, the study of Shan et al. (2021) on the top seven fiscally decentralized OECD nations on the growth-emission interrelation using CS-ARDL and AMG techniques and data from 1990 to 2018 found a positive growth-emission interrelation.

**CO₂ emissions and technological innovation relationship**

Technological innovation is essential for reducing emissions and promoting energy conservation. Furthermore, TI is required for the most efficient use of both renewable and traditional energy sources. Dauda et al. (2021) scrutinized the impact of technological innovation on CO₂ emission association in selected Africa nations utilizing data from 1990 to 2018. The outcomes from the study revealed a negative connection between technological innovation and CO₂ emissions and a one-way causality was discovered running from technological innovation to CO₂ emissions, suggesting that technological innovation can predict CO₂. Likewise, the study of Kirikkaleli and Adebayo. (2020) utilizing the global economy and data from 1980 to 2018 unveiled that technological innovation mitigates CO₂. In addition, evidence was found of a causality running from technological innovation to CO₂ emissions Zhao et al. (2021) scrutinized the interrelation between technological innovation and CO₂ emissions in 62 countries from 2003 to 2018. The study applied the panel techniques and the outcomes revealed a positive association between technological innovation and CO₂ emissions in 62 selected countries. Using panel quantile regression, Chen et al. (2019) assessed the impact of technological innovation on CO₂ emissions in 5 OECD countries from 1996 to 2015. The study outcomes revealed that an upsurge in technological innovation mitigates CO₂ in the selected OECD nations. Using wavelet tools, Adebayo and Kirikkaleli. (2021) investigated the connection technological innovation and CO₂ emissions in Japan using a dataset between 1990Q1 and 2015Q4. The study outcomes showed positive co-movement between technological innovation and CO₂ emissions in the medium and long term, which implies that a rise in technological innovation contributes to the degradation of the environment. Similarly, Chen and Lee. (2020) explored the linkage technological innovation and CO₂ emissions in China using a dataset from 1990 to 2018 employing the novel QARDL approach. The outcomes revealed a
negative connection between technological innovation and CO₂ emissions in the majority of the quantiles. Likewise, the study by Su et al. 2021a, b) on the interconnection between technological innovation and CO₂ emissions in the BRICS economies unveiled that an upsurge in technological innovation stimulates CO₂ in these nations. Dauda et al. 2021) explored the interaction between technological innovation and CO₂ emissions in selected countries in Africa using data from 1990 to 2016 and the findings from the GMM showed that technological innovation decreases the quality of the environment. Likewise, the study of Ko et al. 2021) in South Africa on the influence of technological innovation on CO₂ emissions also disclosed a positive association between CO₂ emissions and technological innovation. Using East-Asia and Pacific countries as a case study, the study of Chaudhry et al. 2021) found that an increase in technological innovation mitigates CO₂. Moreover, the study of Ali et al. 2020) using dynamic common correlated effects in OIC countries disclosed that technological innovation aids in mitigating CO₂ emissions. Lastly, the research of Ali et al. 2021) in OIC countries showed that a reduction in CO₂ was caused by a 1% increase in technological innovation.

Based on the reviewed literature, it is clear that there are mixed findings regarding the impact of technological innovation on CO₂ emissions using time-series and panel analyses. Therefore, the current research differentiates itself by providing a robust analysis of the impact of technological innovation (patent resident and patent nonresident) on CO₂ emissions in Sweden within the framework of advanced econometric methodologies including nonlinear autoregressive distributed lag (NARDL), Unit Root, BDS Test, and Spectral Granger Causality. Exploring the combination of these methodologies helps to exploit the novelty of the approaches, thereby providing robust estimates that support proactive policy directions.

### CO₂ emissions and globalization relationship

Through worldwide networks of industry, research and development, and capital flows, globalization promotes the dissemination of climate-friendly technology. On the other hand, the expansion of new technology via globalization will make climate action easier to monitor and more transparent. Over the years, numerous scholars have tried to report on the effects of globalization (GLO) on CO₂ emissions (CO₂); nonetheless, their outcomes have generated mixed findings. For instance, Muhammad and Khan (2021) assessed the emission-globalization association in 31 developed and 155 developing economies between 1991 and 2018 utilizing the GMM approach and their outcomes revealed that in emerging nations, globalization reduces environmental quality, whereas in advanced nations, globalization enhances the quality of the environment. Likewise, the study of Rahman (2020) used FMOLS and DOLS to investigate the emission-globalization nexus in the top 10 electricity-consuming countries between 1971 and 2013 and found a negative interrelation between globalization and CO₂ emissions. In addition, the panel causality revealed a one-way causation from globalization to CO₂ implying that globalization can predict CO₂ emissions in the top 10 electricity-consuming countries. Furthermore, utilizing the panel ARDL approach (Leal and Marques. 2021) explored the emission-globalization connection in 23 African countries between 1999 and 2017. Their outcomes showed that political and economic globalization enhance environmental quality. Moreover, in Latin American and Caribbean nations, evidence was found of a positive connection between globalization and CO₂ emissions by the study of Koengkan et al. (2020) on the association between CO₂ and globalization. Likewise, the study of Yameogo et al. (2021) on the emission-globalization association in sub-Saharan Africa from 2002 to 2017 found that the emission-globalization relationship was negative in SSA economies. Similarly, Usman et al. (2020) assessed the interrelation between globalization and CO₂ emissions in Brazil utilizing a dataset from 1971 to 2014. The investigators applied the DOLS and FMOLS approaches, and their outcomes showed that globalization impedes degradation of the environment. On the contrary, the study of He et al. (2021) on the interconnection between globalization and CO₂ emissions in Mexico using a dataset from 1990 and 2018 and applying the novel gradual shift causality and ARDL approaches found that an upsurge in globalization contributes to CO₂. In addition, a unidirectional causation from globalization to CO₂ in the long and medium term was identified. Furthermore, in Turkey, the study of Kirikkaleli et al. (2021) utilizing the novel Dual Gap FMOLS and DOLS approaches between the period 1970 and 2018 discovered that globalization contributes to the degradation of the environment.

### Theoretical framework, data, and methodology

#### Theoretical framework

The global economy has grown tremendously during the last four decades, including a substantial increase in energy use. Unfortunately, rapid economic growth and growing energy consumption have had negative environmental effects. Kraft and Kraft (1978) were the first to show a connection between energy use and economic progress. As stated by Sarkodie and Strezov (2019), achieving sustainable growth is difficult if environmental issues such as global warming and climate change continue to increase. Environmental economists including Panayotou (1997) and Grossman and
Krueger (1991) used this approach to investigate the connection between environmental deterioration and economic expansion. According to them, economic growth occurs in three separate phases (scale, composite, and technique effects). The initial phase is known as the scale effect phase, while the turning point and the time after the turning point are recognized as the composite and technique effect stages, respectively. The scale impact phase is linked to emerging economies where nonrenewable sources of energy support economic growth. The environment will suffer in the early stages of growth until a specific threshold (the turning point) is achieved; growth will increase the degradation of the environment at this period. The composite and technique effect stages, on the other hand, are associated with developed nations such as Sweden, where technical innovation and services dominate the economy.

Technological innovation (TI) is essential for reducing emissions and promoting energy conservation. Furthermore, technological innovation is required for the most efficient use of both renewable and traditional energy sources. In addition, TI can help with the development of new renewable energy sources. Technological innovation also increases renewable energy capacity, increasing the likelihood that renewable energy will be able to satisfy future energy demand. Finally, the association between CO₂ and globalization has a theoretical basis: as economies become more globalized, the consumption of energy increases. It is often thought that as globalization progresses, trade barriers fall, increasing the revenue and output of a nation. An increase in energy consumption is linked to an increase in production and income. Because it is often accepted that more globalization is linked to higher levels of economic expansion, it is also widely known that globalization helps to alleviate environmental deterioration; otherwise, if it is not eco-friendly, it promotes environmental destruction. Drawing from the above discussions, the research theoretical model is as follows:

\[ CO_{2t} = f(\text{GDP}_t, \text{TI}_t, \text{GLO}_t) \]  \hspace{1cm} (1)

where TI, GDP, CO₂, and GLO denote technological innovation, economic growth, carbon emissions, and globalization.

**Model and data**

The current paper analyzed the overall technological innovation as well as the effect of patent resident and patent nonresident influence on carbon emissions (CO₂) utilizing Sweden as a case study. As discussed in the introduction, technological innovation and it disaggregate (patent resident and patent nonresident) can have a positive and negative impacts on CO₂ emissions. This paper utilized CO₂ as a proxy for the degradation of the environment. According to Adebayo and Kirikkaleli (2021), while assessing the impact of technological innovation on CO₂, it is important to account for GDP (economic growth). Since GDP (economic growth) is one of the major drivers of environmental pollution, the absence of GDP data may result in the omitted variable prejudice issue (Solarin et al. 2017; Dogan and Ingleši-Lotz. 2020; Kihombo et al. 2021). As stated by Akinsola et al. (2021), an upsurge in economic expansion is connected with the deterioration of the environment. As a result, the model below is used to investigate the total influence of technological innovation on carbon emissions.

\[ CO_{2t} = \theta_0 + \theta_1 \text{GDP}_{t}\; + \theta_2 \text{GDP}_{t}\; + \theta_3 \text{TI}_{t}\; + \theta_4 \text{TI}_{t}\; + \theta_5 \text{DUM} + \epsilon_t \]  \hspace{1cm} (2)

In Eq. 1, CO₂ stands for environmental pollution proxied by carbon emissions. GDP stand for economic growth and TI represents technological innovation. Also, + and − represent positive and negative shocks, respectively. DUM, t, and ε illustrate the dummy variable, period, and error terms. Since the aggregate model is our primary model, we reassessed this connection in the second framework but added globalization (GLOB) for reliability reasons. Equation 2 depicts the second mode as follows:

\[ CO_{2t} = \theta_0 + \theta_1 \text{GDP}_{t}\; + \theta_2 \text{GDP}_{t}\; + \theta_3 \text{TI}_{t}\; + \theta_4 \text{TI}_{t}\; + \theta_5 \text{GLOB}_{t}\; + \theta_6 \text{DUM} + \epsilon_t \]  \hspace{1cm} (3)

The first two frameworks are concerned with aggregate analysis. We chose not to include additional independent variables in the model since the timeframe is constrained to 1980 to 2018, and adjusting for more series in the case of yearly data with an acceptable lag length may generate distorted outcomes, given that our technique separates one variable favorable (unfavorable) shock. Following the completion of the aggregate study, we will investigate the impact of patent resident (PATR) and patent nonresident (PATNR) on CO₂ emissions as well as the influence of globalization

\[ CO_{2t} = \theta_0 + \theta_1 \text{GDP}_{t}\; + \theta_2 \text{GDP}_{t}\; + \theta_3 \text{PATR}_{t}\; + \theta_4 \text{PATR}_{t}\; + \theta_5 \text{PATNR}_{t}\; + \theta_5 \text{PATNR}_{t}\; + \theta_6 \text{GLOB}_{t}\; + \theta_6 \text{DUM} + \epsilon_t \]  \hspace{1cm} (4)

In Eq. 3, PATR and PATNR stand for patent resident and patent nonresident, respectively.

This research is based on annual data from 1980 to 2018. The beginning period is chosen, centered on the availability of data for technological innovation, whereas the ending year (2018) is chosen based on globalization data unavailability after 2018. The data on CO₂ is obtained from BP statistics, TI and GDP are gathered
from the World Bank database, and GLO is gathered from the KOF index. To enhance the analysis reliability and to standardize the data, this work transformed all variables into their natural logarithm. It will also make it possible to understand the coefficients as elasticities. Table 1 lists the variables and their definitions.

### Methodology

This research’s econometric technique entails using nonlinear methodologies to investigate long-run effect connections. It is essential to check for nonlinearities in the variables before using NARDL. To accomplish this, the renowned BDS test developed by Broock et al. (1996) was used. This research used conventional (ADF, PP, and KPSS) unit root tests after meeting this pre-requirement. Nevertheless, after receiving much condemnation for the findings of standard unit root approaches, we decided to use the (Zivot and Andrews, 2002) test, which is known for producing reliable results while compensating for a single data break. It is important to keep in mind that this test is only used to check if the variables are stationary at different levels, as prior tests may not be capable of distinguishing between unit root and structural break. Despite the fact that NARDL can handle fractional integration, the linear or NARDL cannot be employed if the dependent variable does not have a unit root at a level; hence, the unit root test, which can compensate for a structural break, is a viable option.

The present research utilized the NARDL to capture the association between CO2 emissions and regressors. The asymmetric ARDL technique can be utilized when the series are 1 (0) or 1 (1) or both 1 (0) and 1 (1). The NARDL requires the acceptable lag selection, and the possible concern of endogeneity may be handled by choosing the appropriate lag duration. According to Shin et al. (2014), appropriate lag is also beneficial in fixing the challenges of possible multicollinearity in the NARDL. The ARDL technique yields both long- and short-run results. Furthermore, the convergence information is presented by ECT. The NARD equation is presented as follows:

\[
GDP^+ = \sum_{i=1}^{t} \Delta GDP^+ + \sum_{i=1}^{t} \max(GDP_i, O) \tag{5}
\]

\[
GDP^- = \sum_{i=1}^{t} \Delta GDP^- + \sum_{i=1}^{t} \min(GDP_i, O) \tag{6}
\]

\[
TI^+ = \sum_{i=1}^{t} \Delta TI^+ + \sum_{i=1}^{t} \max(TI_i, O) \tag{7}
\]

\[
TI^- = \sum_{i=1}^{t} \Delta TI^- + \sum_{i=1}^{t} \min(TI_i, O) \tag{8}
\]

\[
GLOB^+ = \sum_{i=1}^{t} \Delta GLOB^+ + \sum_{i=1}^{t} \max(GLOB_i, O) \tag{9}
\]

\[
GLOB^- = \sum_{i=1}^{t} \Delta GLOB^- + \sum_{i=1}^{t} \min(GLOB_i, O) \tag{10}
\]

The partial sum for the second model was not incorporated to avoid several equations which will be too cumbersome for readers to comprehend. Therefore, the following equation can be utilized in a NARDL context to integrate both long-run and short-run dynamics. Equations 10 and 11 elucidate model 1 and model 2 long- and short-run associations.
\[ \Delta \text{CO}_2 = \beta_0 + \beta_1 \text{CO}_{2t-1} + \sum_{i=1}^{k} \theta_i \Delta \text{CO}_{2t-i} + \beta_2 \text{GLOB}_{t-1} + \beta_3 \text{GDP}_{t-1} + \beta_4 \text{PATN}_{t-1} + \beta_5 \text{TI}_{t-1} \\
+ \beta_6 \text{GLOB}^+ + \beta_7 \text{GDP}^+ + \beta_8 \text{PATNR}^+ + \beta_9 \text{PATR}^+ \\
+ \beta_{10} \text{CO}_{2t} + \sum_{i=1}^{k} \theta_i \Delta \text{CO}_{2t-i} + \beta_{11} \text{GLOB}^+ + \beta_{12} \text{GDP}^+ + \beta_{13} \text{PATN}^+ + \beta_{14} \text{PATR}^+ \\
+ \beta_{15} \text{TI}^+ + \beta_{16} \text{GLOB}^+ + \beta_{17} \text{GDP}^+ + \beta_{18} \text{PATNR}^+ + \beta_{19} \text{PATR}^+ \\
+ \beta_{20} \text{GLOB}^+ + \beta_{21} \text{GDP}^+ + \beta_{22} \text{PATN}^+ + \beta_{23} \text{PATR}^+ + \beta_{24} \text{TI}^+ \\
+ \Delta \text{CO}_2 = \beta_0 + \sum_{i=1}^{k} \theta_i \Delta \text{CO}_{2t-i} + \beta_{25} \text{GLOB}_{t-1} + \beta_{26} \text{GDP}_{t-1} + \beta_{27} \text{PATN}_{t-1} + \beta_{28} \text{PATR}_{t-1} \\
+ \beta_{29} \text{CO}_{2t} + \sum_{i=1}^{k} \theta_i \Delta \text{CO}_{2t-i} + \beta_{30} \text{GLOB}^+ + \beta_{31} \text{GDP}^+ + \beta_{32} \text{PATN}^+ + \beta_{33} \text{PATR}^+ \\
+ \beta_{34} \text{TI}^+ + \beta_{35} \text{GLOB}^+ + \beta_{36} \text{GDP}^+ + \beta_{37} \text{PATNR}^+ + \beta_{38} \text{PATR}^+ \\
+ \beta_{39} \text{GLOB}^+ + \beta_{40} \text{GDP}^+ + \beta_{41} \text{PATN}^+ + \beta_{42} \text{PATR}^+ + \beta_{43} \text{TI}^+ \\
+ \sum_{i=1}^{k} \theta_i \Delta \text{CO}_{2t-i} + \sum_{i=1}^{k} \theta_i \Delta \text{GDP}_{t-i} + \sum_{i=1}^{k} \theta_i \Delta \text{PATR}_{t-i} + \sum_{i=1}^{k} \theta_i \Delta \text{GLOB}_{t-i} \\
+ \sum_{i=1}^{k} \theta_i \Delta \text{PATN}_{t-i} + \sum_{i=1}^{k} \theta_i \Delta \text{TI}_{t-i} + \varepsilon \\
+ \sum_{i=1}^{k} \theta_i \Delta \text{CO}_{2t-i} + \sum_{i=1}^{k} \theta_i \Delta \text{GDP}_{t-i} + \sum_{i=1}^{k} \theta_i \Delta \text{PATR}_{t-i} + \sum_{i=1}^{k} \theta_i \Delta \text{GLOB}_{t-i} \\
+ \sum_{i=1}^{k} \theta_i \Delta \text{PATN}_{t-i} + \sum_{i=1}^{k} \theta_i \Delta \text{TI}_{t-i} + \varepsilon \\
(14)
\]

**Findings and discussions**

**Descriptive statistics and unit root outcomes**

Understanding the basic information of the variables of research is essential. Therefore, Table 2 presents the descriptive statistics of the series. GDP (4.6346) has the highest mean, followed by PATR (3.485524), TI (3.18139), PATNR (2.87725), GLOB (1.921821), and CO2 (0.785994). The skewness results showed that CO2, GDP, GLOB, and PATR are skewed negatively, whereas PATNR and TI are skewed positively. Furthermore, the value of kurtosis showed that all series are platykurtic. Furthermore, we utilized the RADAR chart (see Fig. 3) to present the variables’ descriptive statistics. Moreover, in this research, we applied a series of conventional unit root tests (ADF, ERS, and PP) to identify the series order of integration, and the outcomes are presented in Table 3. The outcomes from these tests showed that all the series are I (1). If there is a break in series, the traditional
Time series data are susceptible to disturbances as an outcome of structural and macroeconomic events, including policies that might undermine the stability of the variables that define a certain economic phenomenon. Inflation, natural catastrophes, and recessions, as well as health concerns like the COVID-19 pandemic are all potential causes of economic shocks with long-term consequences. These can influence the results of any research conducted in that country. Traditional unit root tests frequently overlook such shocks and account for them as stationary (Fig. 4). Resultantly, we applied the Zivot-Andrews test developed by Zivot and Andrews (2002).

The outcomes are portrayed in Table 4, which show that the series are I (1) with CO₂, GDP, TI, PATR, PATNR, and

|        | CO₂  | GDP  | TI   | PATR | PATNR | GLOB |
|--------|------|------|------|------|-------|------|
| Level  | -1.9920 | -2.2617 | -2.1666 | -1.3455 | -2.4989 | -0.9799 |
| First difference | -6.4977* | -4.3991* | -5.7870* | -4.8797* | -6.5519* | -5.1310* |
| Level  | -2.0047 | -1.9086 | -2.2222 | -1.5440 | -2.3106 | -1.3548 |
| First difference | -6.8544* | -4.3253* | -5.7929* | -4.8917* | -13.301* | -5.1745* |
| Level  | -2.0238 | -2.3780 | -2.0839 | -1.3688 | -2.3374 | -1.1261 |
| First difference | -6.6304* | -4.4484* | -5.8175* | -4.9501* | -6.6148* | -5.2235* |

* stands for $P < 0.01$. 

![Graphical flow of analysis. a Spectral causality from PATNR to CO₂](image)
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Having breaks of 1997, 1994, 2001, 2001, 2001, and 1991, respectively.

**Cointegration outcomes**

After confirming the series order of integration, we proceed to evaluate the long-run interrelation of the two models. In doing so, we apply the NARDL bounds test to identify the long-run connection. Table 5 displays the outcomes of the NARDL bounds test in the two models. The outcomes of the bounds test in the first model show evidence of a long-run interrelation between CO2 and the

| Variables | Long-run outcomes | Short-run outcomes |
|-----------|-------------------|-------------------|
| T-stat | P-value | T-stat | P-value |
| GDP+ | -0.7353* | -3.1348 | 0.0073 |
| GDP- | -0.1579*** | -1.9331 | 0.0737 |
| GLOB+ | 1.5177** | 2.9147 | 0.0113 |
| GLOB- | -2.0288 | -0.9314 | 0.3674 |
| TI+ | -0.1726** | -2.7753 | 0.0149 |
| TI- | 0.1668** | 2.6490 | 0.0191 |
| DUM | 0.0277 | 1.7488 | 0.1022 |
| C | 0.7034 | 3.7089 | 0.0023 |

Diagnostic tests
- \( R^2 \): 0.98
- Adj\( R^2 \): 0.97
- DW statistics: 2.756
- \( F \) statistics: 468.02 [0.000]
- J-B normality: 0.228 [0.892]
- \( \chi^2 \) LM: 1.156 [0.333]
- \( \chi^2 \) ARCH: 0.819 [0.661]
- \( \chi^2 \) RESET: 0.451 [0.658]

* stands for \( P<0.01 \), **, and *** portray \( P<0.01, P<0.05, \) and \( P<0.10 \).

---

Table 4: ZA unit root test

| Level | First difference |
|-------|------------------|
| \( T \) statistics | Break year | \( T \) statistics | Break year |
| CO\(_2\) | -4.6378 | 2002 | -5.9276* | 1997 |
| GDP | -3.2252 | 1998 | -5.6985* | 1994 |
| TI | -2.9395 | 2012 | -6.3475* | 2001 |
| PATR | -3.7603 | 1993 | -5.8753* | 2001 |
| PATNR | -3.7995 | 2012 | -5.7750* | 2001 |
| GLOB | -3.3305 | 1993 | -8.0332* | 1991 |

* stands for \( P<0.01 \)

---

Table 5: NARDL cointegration

| Models estimated | F statistics | AIC lags |
|------------------|--------------|---------|
| Model 1: (CO\(_2\) / GDP\(^+\), GDP\(^-\), GLOB\(^+\), GLOB\(^-\), TI\(^+\), TI\(^-\), DUM) | 7.074* | 2, 2, 2, 1, 2, 1, 0 |
| Model 2: (CO\(_2\) / GDP\(^+\), GDP\(^-\), GLOB\(^+\), GLOB\(^-\), PATNR\(^+\), PATNR\(^-\), PATR\(^+\), PATR\(^-\), DUM) | 12.27* | 2, 0, 2, 0, 0, 1, 2, 0 |

| Models | Sig |
|--------|-----|
| 10% | 2.12 |
| 5% | 2.45 |
| 2.5% | 2.75 |
| 1% | 3.15 |

* stands for \( P<0.01 \). AIC is utilized for optimum lag length.

---

Table 6: NARDL model 1

| Variables | Long-run outcomes | Short-run outcomes |
|-----------|------------------|-------------------|
| Coefficients | \( t \) stat | \( P \) value | Coefficients | \( t \) stat | \( P \) value |
| GDP\(^+\) | -0.7353* | -3.1348 | 0.0073 | GDP\(^+\) | -1.1579* | -3.7195 | 0.0023 |
| GDP\(^-\) | -0.1579*** | -1.9331 | 0.0737 | GDP\(^-\) | 0.1239 | 1.6141 | 0.1288 |
| GLOB\(^+\) | 1.5177** | 2.9147 | 0.0113 | GLOB\(^+\) | 0.0361 | 1.3841 | 0.1896 |
| GLOB\(^-\) | -2.0288 | -0.9314 | 0.3674 | GLO\(^-\) | -0.0754 | -0.1783 | 0.8612 |
| TI\(^+\) | -0.1726** | -2.7753 | 0.0149 | TI\(^+\) | -0.1164** | -2.7605 | 0.0153 |
| TI\(^-\) | 0.1668** | 2.6490 | 0.0191 | TI\(^-\) | 0.0831*** | 1.9197 | 0.0755 |
| DUM | 0.0277 | 1.7488 | 0.1022 | ECT(-) | -0.8147* | -9.2136 | 0.0000 |
| C | 0.7034 | 3.7089 | 0.0023 | |

Diagnostic tests
- \( R^2 \): 0.98
- Adj\( R^2 \): 0.97
- DW statistics: 2.756
- \( F \) statistics: 468.02 [0.000]
- J-B normality: 0.228 [0.892]
- \( \chi^2 \) LM: 1.156 [0.333]
- \( \chi^2 \) ARCH: 0.819 [0.661]
- \( \chi^2 \) RESET: 0.451 [0.658]

* stands for \( P<0.01, P<0.05, \) and \( P<0.10 \).
regressors since the $F$ statistics is greater than the lower and upper bounds critical values. Furthermore, in model 2, there is evidence of a long-run association between \( \text{CO}_2 \) and the regressors.

NARDL long- and short-run outcomes

After the cointegration between \( \text{CO}_2 \) and the regressors is established in model 1 and model 2, respectively, the current research proceeds to the long- and short-run evaluation. The $R^2$ values for model 1 and model 2 are 0.98 and 0.97, respectively, which implies that 98% and 97% of the variation in the independent variables can explain \( \text{CO}_2 \) emissions. The outcomes of the NARDL in model 1 and model 2 are presented in Tables 6, 7, and 8, respectively.

In models 1 and 2, it is found that a positive (negative) upsurge in GDP exerts a negative influence on \( \text{CO}_2 \). This outcome demonstrates that the favorable (unfavorable) effect of GDP helps in mitigating the degradation of the environment. The nonlinear relationship between \( \text{CO}_2 \) emissions and economic growth suggests that Sweden is at the composite and technique stage where technological innovation and services dominate the economy. This indicates that Sweden does not prioritize economic growth at the expense of environmental damage. Several developed countries have followed this trend of environmentally friendly economic growth. As a consequence, the study’s results will have major policy ramifications for Sweden and other developed economies. As a result, fulfilling the SDG 13 goals in Sweden will not be a problem. Several studies (Akinsola et al. 2021; Alola. 2019; Khan and Ozturk. 2021; Shahbaz et al. 2018; Solarin et al. 2017) on the association between \( \text{CO}_2 \) emissions and economic growth have ignored the differential effects of a positive (negative) GDP shock on \( \text{CO}_2 \) emissions. This result complies with the study of (Udemba et al. 2021a, b), who found that a negative shock in GDP improves the quality of the environment in the Chile. However, the study of (Shahbaz et al. 2021) contradicts this finding. Their outcomes showed that an unfavorable shock in GDP does improve the quality of the environment in India. Similarly, using Algeria as a case study, the research of Udemba and
Yalçıntaş (2021) found that a negative shock in GDP does not enhance environmental quality.

Furthermore, in model 1, it has been shown that a positive (negative) variation in technological innovation decreases (increase) CO$_2$ emissions in Sweden. This suggests that technological innovation contributes to the mitigation of environmental degradation in Sweden. Therefore, a significant proportion of technological innovation is associated with eco-innovation in Sweden. In addition, this outcome is unsurprising given that Sweden is ranked second globally among the most innovative countries. The use of new technologies, patents, or concepts linked to environmental protection might explain the direct negative effects of technological innovation. As increasing emphasis is placed on climate change and carbon emissions, the invention and use of carbon-cutting technology accelerate. Storage technology, sustainable green building concepts, carbon fixation technology, carbon capture, combined heat and power production technology, and green chemistry methods are examples of these approaches. The reducing effects of these approaches have been validated in prior studies as well as in practice. As a result, authorities in Sweden should make green technology a priority in their innovation strategies. Several studies (Awosusi et al. 2021; Kihombo et al. 2021; Shan et al. 2021; Zhao et al. 2021) have validated this finding by establishing that TI helps in mitigating environmental degradation. However, other studies (Oladipupo et al. 2021; Udemb, et al. 2021a, b) have established that an upsurge in TI triggers degradation of the environment.

Moreover, in models 1 and 2, it is shown that a positive shock in globalization contributes to the degradation of the environment. On the other hand, an unfavorable shock in GLOB does not have a significant effect on CO$_2$. This simply implies that globalization contributes to the degradation of the environment. The probable reason for this result is that the globalization process permits advanced economies to transmit sophisticated technology to emerging nations, which helps these nations enhance the division of labor and improve their comparative advantage. Furthermore, increased commerce enhances total factor productivity as a result of globalization. The transferal of foreign direct investment (FDI) and sophisticated technologies between industrialized and developing economies enhance economic activity. Furthermore, the globalization process facilitates investment via FDI and strengthens financial markets via financial liberalization. While this process benefits financial markets, economic growth, and commerce, it also increases the consumption of energy and degradation of the environment (Kirikkaleli et al. 2021). The studies of Shahbaz et al. (2017) and Kirikkaleli et al. (2021) followed the same line of reasoning, claiming that globalization promotes a rapid increase in CO$_2$ emissions due to the widespread use of energy in the production and consumption of goods and services in both emerging and developed nations. Nonetheless, the outcome contradicts the findings of Zaidi et al. (2019) and Haseeb et al. (2018), who established that globalization enhances the quality of the environment.

In model 2, we disaggregate technological innovation (patent resident and patent nonresident). Thus, a positive (negative) shift in patent resident (PATR) decreases (increases) CO$_2$ emissions. In addition, a positive (negative) shift in patent nonresident (PATNR) decreases (increases) CO$_2$ emissions. This simply means that a positive shock in PATR helps in mitigating environmental degradation. This implies that in the long run, both patent resident and patent nonresident have an asymmetric effect on carbon emissions in both direction and magnitude. The probable reason for this association is that Sweden has adopted a smart manufacturing method, which aids in the improvement of environmental quality. This implies that PATR can increase labor and/or capital productivity, which is one of the potential sources of pollution in the environment. This view was validated by the study of Ahmed and Le (2021), who established that a positive shift in technology stimulates the quality of the environment, while a negative shock contributes to the degradation of the environment in OECD countries. However, this outcome contradicts the findings of Demir et al. (2020) for Turkey, who established that patent technology contributes to the degradation of the environment. They further established that in developing nations, patent technological mitigates the quality of the environment. This view was also supported by the study of Ahmad et al. (2018) for China, who established that technological innovation reduces the quality of the environment.

In models 1 and 2, the short-run estimation produces findings that are equivalent to the long-run estimation. As anticipated, the ECT coefficients for models 1 and 2 are $-0.8147$ and $-0.4898$, respectively, which are negative and significant. In addition, several diagnostic tests were conducted to ascertain whether the model is good in both models 1 and 2, respectively. The models exhibit no presence of serial correlation, no misspecification, no heteroskedasticity, and the residuals are normally distributed. Moreover, the CUSUM and CUSUM of $S^2$ outcomes in Figs. 5a, b and 6a, b, respectively, show that the models are stable.

**Long-run asymmetries outcomes**

The Wald test was also used in the research to evaluate the long-run asymmetric association and significance. The Wald test outcomes are given in Table 6, with confirmation of a significant long-term asymmetric connection between the
indicators at 5% for economic growth and technological innovation in Model-1. Furthermore, in Model-2, there is confirmation of a significant long-term asymmetric connection among the indicators at a 5% level of significance for economic growth, patent residents, and patent nonresident. This supports the results of the NARDL estimates for the two models. These outcomes serve as a strong check for both the cointegration and error correction terms by providing credibility to their outcomes.

**Spectral causality outcomes**

The present study also applied the spectral causality test suggested by Breitung and Candelon (2006) to capture the causal connection between CO$_2$ emissions and the regressors in Sweden between 1980 and 2018. The novelty of this approach is that it can capture causal linkages between series at different frequencies. The outcomes of this test are shown in Fig. 7a–h. The causal linkage between CO$_2$ and the regressors at various frequencies (0–1, 1–2, and 2–3) shows long-, medium, and short-term connections. A permanent causality is defined as a frequency from 0 to 1, whereas a temporary causality is defined as a frequency from 2 to 3. In Figs. 7a, b, c, d, and e, and 8, the upper line (purple) represents a significance level of 5% and the bottom line (green) represents a 10% level of significance. The statistical tests between the (0, π) intervals at different frequencies are depicted by the (blue) curve.

Figure 7a depicts the presence of causality from TI to GDP in the short and medium run. Thus, the null hypothesis of no causality from CO$_2$ to GDP for frequencies 0.01–0.5 and 1.2–3 is rejected at a level of significance of 10%. Figure 7b depicts the presence of causality from PATR to CO$_2$ in the long run and medium term. Thus, the null hypothesis of no causality from PATR to CO$_2$ for frequencies 1 and 1.5 is rejected at a level of significance of 5%. Furthermore, Fig. 7c shows the presence of causality from nonresident patent (PATNR) to CO$_2$ at all frequencies. Therefore, the null hypothesis of no causality from PATNR to CO$_2$ cannot be rejected at a 1% level of significance. In addition,
Fig. 7  a Spectral causality from CO₂ to GDP. b Spectral causality from PATR to CO₂. c Spectral causality from GLO to CO₂.

e Spectral causality from PATNR to CO₂.

d Spectral causality from GDP to CO₂.
Fig. 7d shows the presence of causality from economic growth (GDP) to CO₂ at 0.01–0.8 frequencies. Therefore, the null hypothesis of no causality from PATNR to CO₂ is rejected at a 1% level of significance. Finally, Fig. 7e shows no presence of causality from globalization (GLO) to CO₂ at all frequencies. Therefore, the null hypothesis of no causality from GLO to CO₂ cannot be rejected at a 10% level of significance.

Conclusion and policy direction

Conclusion

The present research assesses and examines the nonlinear impact of economic growth, globalization, and technological innovation on CO₂ emissions in Sweden by utilizing data from 1980 to 2018. To the best of the researchers’ understanding, no existing studies have been conducted to examine the asymmetric, aggregated, and disaggregated technological innovation impact on CO₂ emissions as well as the role of globalization. Thus, the gap in the literature is filled by this study. The research evaluates the explanatory variables’ twofold (i.e., negative and positive) impact on CO₂ emissions using the NARDL approach. In the two models, the CO₂ function was built using a dummy variable that represented the structural break in the series. The study assesses the stationarity feature of the series by applying the ADF, PP, ERS, and ZA tests and their outcomes showed that series are I (1). Furthermore, the study applied the BDS test to capture the nonlinearity features of the series and the outcomes revealed that the series is nonlinear, which allows for the utilization of NARDL. In addition, the Wald test results show that the NARDL technique is correct and that the identified shocks are substantial. As a result, the research findings can be utilized to build a policy framework in Sweden to achieve the SDGs’ goals.

The NARDL outcomes showed that a positive (negative) shock in GDP decreases CO₂ emissions in Sweden. Furthermore, a positive shock in globalization leads to an upsurge in CO₂. Nonetheless, a negative shock in globalization exerts an insignificant influence on CO₂. In addition, a positive (negative) shock in aggregate technological innovation decreases (increase) CO₂ in Sweden. Furthermore, the present study disaggregated technological innovation into patent residents and patent nonresident. The outcomes from this disaggregation showed that positive (negative) shock in patient residents decrease (increase) CO₂. Similarly, a positive (negative) shock in patent nonresident leads to a decrease (increase) in CO₂. Moreover, the spectral causality test was utilized to capture the causal interrelation between CO₂ and the regressors. The outcomes from the causality test revealed that in the medium and long term, patent resident, patent, nonresident, and economic growth can predict CO₂ in the long and medium term, while technological innovation can predict CO₂ in the medium and short term. This implies that any policy channeled towards technological innovation and economic growth will impact CO₂ emissions in Sweden.
Policy direction

The following findings provide momentum for Swedish policymakers to stimulate investment in R & D. Sweden’s dedication to reducing emissions and creating a cleaner environment by increasing the amount of renewable energy in its energy portfolio may be credited with this achievement. As a result, the Swedish government should promote technologies that enhance energy efficiency. Energy intensity is one of the moderating effects of technological advancement. As a result, the government should promote and encourage this type of technology usage. Moreover, subsidies for companies that specialize in the manufacturing and assembly of renewable energy sources should be considered such as tax cuts and price control policies. This will allow them to boost production, making items more accessible and cheaper to both private and public interests. Additionally, since globalization degrades environmental quality, authorities should create ways of assessing the environmental viability of foreign investment and taking action against corporations that use outdated dirty technologies. Furthermore, foreign investors should be encouraged to utilize clean technologies and participate in greener energy projects by offering attractive incentives. International social partnerships should be promoted, and domestic media should be utilized to promote environmental awareness.

Limitation of study and future direction

Before drawing the research to a conclusion, it is important to note that no policy framework should be considered perfect, since it is impossible to capture all relevant policy aspects within the confines of a single framework, and this research is no exception. Only three variables have been utilized in formulating the framework, which is a limitation of the research. Additional studies could reproduce these findings in other developing and emerging nations, given that the asymmetric impact of components of technological innovation may differ in different nations.
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