Competing magnetic orders in quantum critical Sr$_3$Ru$_2$O$_7$
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We investigated Sr$_3$Ru$_2$O$_7$, a quantum critical metal that shows a metamagnetic quantum phase transition and electronic nematicity, through density functional calculations. These predict a ferromagnetic ground state in contrast to the experimentally observed paramagnetism, raising the question of competing magnetic states and associated fluctuations that may suppress magnetic order. We did a search to identify such low energy antiferromagnetically ordered states. We find that the lowest energy antiferromagnetic state has a striped order. This corresponds to the E-type order that has been shown to be induced by Mn alloying. We also note significant transport anisotropy in this E-type ordered state. These results are discussed in relation to experimental observations.

I. INTRODUCTION

Quantum criticality, especially in the context of its material dependent signatures is of significant current interest.\textsuperscript{12} Here, we investigate the competing orders present in the quantum critical metamagnet Sr$_3$Ru$_2$O$_7$.\textsuperscript{3,4} We find low energy antiferromagnetically ordered states that energetically compete with ferromagnetism. Interestingly, the lowest energy antiferromagnetic (AFM) states show substantial in-plane transport anisotropy, which we discuss in relation to nematicity.

Members of the Ruddlesden-Popper (RP) series of strontium ruthenate compounds, Sr$_n$Ru$_n$O$_{3n+1}$ have many interesting characteristics. The $n=\infty$ member SrRuO$_3$ is a rare 4$d$ itinerant ferromagnet.\textsuperscript{16} The $n=1$ member Sr$_2$RuO$_4$, however, is a known unconventional superconductor.\textsuperscript{17,18} The $n=2$ bilayer compound, Sr$_3$Ru$_2$O$_7$, the focus of the present work, shows quantum criticality under magnetic field. Its phase diagram shows a metamagnetic transition with a critical point that can be tuned to near zero temperature by applying magnetic field.\textsuperscript{19,20} Borzi and co-workers reported a strong in-plane conductivity anisotropy in this near tetragonal compound around the critical point and characterized it as nematic.\textsuperscript{19,21} More broadly, Sr$_3$Ru$_2$O$_7$ presents an interesting case of a nearly ferromagnetic (FM) 4$d$ material with a layered crystal structure and considerable tunability of properties.\textsuperscript{19,22}

In general, various low-temperature properties of a system situated near a magnetic quantum critical point (QCP), including transport, are strongly influenced by its associated spin fluctuations, sometimes up to relatively high temperatures.\textsuperscript{22,23,24,29} This is the case in Sr$_3$Ru$_2$O$_7$, implying that the spin fluctuations associated with the critical point are relatively strong in this material. The underlying quantum fluctuations also lead to a suppression of magnetic order.\textsuperscript{31} In addition, they also present challenges to the characterization of such systems.\textsuperscript{32} Commonly employed density functional theory (DFT) approximations, such as the local density approximation (LDA), behave like a mean-field theory in this regard and do not capture the effect of such spin fluctuations that arise near a quantum critical point.\textsuperscript{33} These large fluctuations lead to a systematic overestimation of ground state magnetizations in DFT calculations.\textsuperscript{34,35}

We note that the overestimation of magnetizations and magnetic moments in standard density functional calculations for materials is unusual. In weak and moderately correlated magnetic materials standard DFT yield generally good agreement with experiment. This includes materials such as the 3$d$ ferromagnets (Fe, Co, Ni and a wide variety of intermetallics based on them)\textsuperscript{36-40} as well as the ferromagnetic perovskite SrRuO$_3$\textsuperscript{41} which is chemically and structurally very similar to Sr$_3$Ru$_2$O$_7$. In strongly correlated systems, such as Mott insulators, the moments are often strongly underestimated by standard DFT calculations. For example, in the undoped parents of the high temperature cuprate superconductors, DFT calculations fail to produce the experimentally observed antiferromagnetic ground states.\textsuperscript{42,43} In these systems, the Coulomb repulsion, which is needed to localize the electrons, is inadequately represented in standard DFT calculations. Adding an additional Hubbard $U$ then improves the description, including reproduction of the ground state of undoped cuprates.\textsuperscript{44,45}

While such strongly correlated materials, where standard DFT calculations underestimate magnetic ordering and do not properly describe the ground state, are relatively common, materials where such calculations overestimate the magnetic moments are much less common. These are cases where spin fluctuations, often associated with nearby quantum critical points, are strong enough to significantly reduce the bare DFT moments. This has been discussed in terms of a bare DFT energy surface as a function of magnetization that is then renormalized by spin fluctuations using a fluctuation amplitude and a fluctuation renormalized Landau theory analogous to lowest order self-consistent phonon theory.\textsuperscript{46,47} Applying this in a quantitative way to predict the renormalized magnetic properties from first principles is not straight-
forward due to the difficulty in determining a cutoff to distinguish spin fluctuations associated with the critical point, not included in standard DFT, from higher energy spin fluctuations that are included. However, by comparing standard DFT calculations with experiment, estimates have been made of fluctuation amplitudes including successful predictions confirmed by subsequent experiments, as in the cases of hydrated Na$_x$CoO$_2$ and YFe$_2$Ge$_2$.

Not surprisingly, addition of Coulomb correlations by methods such LDA+U degrades agreement with experiment in these cases since it introduces shifts opposite to those needed. Furthermore, the magnitude of this type of deviation between DFT and experiment has been used as a signature to identify materials near magnetic quantum critical points including successful predictions confirmed by subsequent experiments, as in the cases of hydrated Na$_x$CoO$_2$ and YFe$_2$Ge$_2$.

It is also of interest to note the connection of Sr$_3$Ru$_2$O$_7$ and its magnetism to other members of the RP series, (Sr,Ca)$_{n+1}$Ru$_n$O$_{3n+1}$. As mentioned, SrRuO$_3$ is a ferromagnet with itinerant character that is well described by LDA calculations as far as its magnetism is concerned. Furthermore, details of its electronic structure, including for example, LDA based predictions of a negative spin polarization have been confirmed in detail by experiments.

Theoretical work indicates significant sensitivity of the magnetism to structure in this compound. Experimentally, alloying with Ca leads to increased distortion of the ideal perovskite structure through octahedral tilts. This is accompanied by a decrease in the magnetic ordering temperature until a critical point is reached at ~70% Ca, beyond which a highly renormalized near ferromagnetic metal is found.

The importance of octahedral tilts and rotation in relation to magnetism is also found in single layer (Sr,Ca)$_2$RuO$_4$. Sr$_2$RuO$_4$ is a paramagnetic Fermi liquid, that exhibits unconventional superconductivity at low temperature. There has been debate about the extent and nature of correlations in this material. However, it is generally agreed that the Fermi surface agrees with that predicted by LDA calculations, although with mass renormalization, that spin-fluctuations likely play an important role in the superconductivity, and that these spin fluctuations have a substantial itinerant origin. This itinerant behavior includes the observation of incommensurate spin fluctuations predicted on the basis of Fermi surface nesting. Alloying with Ca in (Sr,Ca)$_2$RuO$_4$ again demonstrates sensitivity to structure. Initially there is an increasing ferromagnetic susceptibility as the octahedra rotate, followed by a crossover, and eventually near pure Ca$_2$RuO$_4$ the development of an antiferromagnetic insulating phase with a strong change in the Ru-O bond lengths reflecting distortion of the octahedra.

In any case, the fluctuation-dissipation theorem, which relates the amplitude of the fluctuations to the dissipation, given by an integral involving the imaginary part of the susceptibility, implies an enhanced imaginary component of the magnetic susceptibility associated with the sizable fluctuations in materials near magnetic quantum critical points. This in turn points towards the presence of strongly competing orders in materials that show strong spin fluctuations but no order, as discussed previously. Besides an overly strong tendency towards ferromagnetism, both FM and AFM fluctuations may coexist in this ruthenate system. Here we report a search for such competing orders including commonly discussed AFM states as well as the so called E-type order that occurs with heavy Mn doping.

II. COMPUTATIONAL METHODS

We searched initially for various possible magnetic orders using projector augmented wave (PAW) pseudopotentials as implemented in Vienna Ab-initio Simulation Package (VASP). An energy cutoff of 500 eV was used. Energy and force convergence criteria were chosen as 10$^{-7}$ eV and 0.01 eVÅ$^{-1}$, respectively. The Brillouin zone (BZ), in this case, was sampled on a 5×5×5 k-mesh. We used both LDA and the Perdew-Burke-Ernzerhof (PBE) generalized gradient approximation (GGA). We also checked the structural predictions of these two functionals. We find that the PBE functional leads to a unit cell volume 1.6% larger than experiment (average lattice parameter error of +0.5%), while the LDA leads to an underestimate of the unit cell volume by 6.6% (average lattice parameter error of -2.2%). These are within the range of typical errors for these functionals and the somewhat smaller lattice parameters predicted by LDA relative to PBE is also as usual.

Following this survey, we then investigated the low lying states in detail using the general potential linearized augmented plane wave (LAPW) method as implemented in the WIEN2k code. The LAPW sphere radii for Ru and Sr atoms were both chosen as R$_{MT}$=2.1 Bohr, while for O atoms R$_{MT}$=1.55 Bohr was used. The basis size was set by plane-wave cutoff K$_{max}$ with R$_{min}$K$_{max}$=7.0. This leads to an effective RK$_{max}$=9.5 for the metal atoms. The self-consistent calculations were performed using a BZ sampling of at least 1000 k-points in the respective BZs. Transport integrals were done using the BoltzTraP code. Dense Brillouin zone sampling with k-meshes of dimensions 30×16×16 or higher was used for these calculations.

Sr$_3$Ru$_2$O$_7$ has a layered perovskite structure that is formed by two sheets of corner sharing RuO$_6$ octahedra connected via a shared apical oxygen (Figure 1). Interestingly, the metal ions still occupy the ideal tetragonal symmetry sites similar to the n=1 compound Sr$_2$RuO$_4$, although the Ru-O-Ru bonds are bent due to the counter-rotation of the octahedra about the c-axis. These rotations amount to approximately 7° and are opposite for the two sheets making up a bilayer. This in combination with the stacking of the bi-layers reduces the overall symmetry so that finally the compound has an orthorhombic crystal structure, space group Ccca (#68).
Magnetism has an itinerant origin, coming from a high critical point. In the case of SrRuO$_3$, a characteristic of a material near a quantum critical magnetic state. 

In contrast to the experimentally observed enhanced paramagnetism, investigations find a ferromagnetic instability in compounds containing magnetic impurities. 

It is interesting to note that in particular it is quite unclear that the the E-type order found in Mn doped samples is reflective of the properties of undoped Sr$_3$Ru$_2$O$_7$. This is because the Mn doping is also accompanied by sizable distortions in the crystal structure along with band width changes that may stabilize antiferromagnetic structures. Furthermore, doping in Sr$_3$Ru$_2$O$_7$ is often accompanied with transition to a state of more insulating transport while pristine Sr$_3$Ru$_2$O$_7$ is clearly metallic and itinerant. This has led to a focus on other orders as possible competing orders to ferromagnetism in pristine Sr$_3$Ru$_2$O$_7$. For example, based on their hybrid functional calculations, Rivero and coworkers reported other AFM orders both of metallic and insulating nature that may be obtained via strain, particularly a layered A-type AFM.

As mentioned, Sr$_3$Ru$_2$O$_7$ displays a metamagnetic transition at a field strength of approximately 7 to 8 T. However, doping using magnetic impurities has been found to yield different AFM orders. In general, the relationship between these and properties of the undoped compound is unclear, since these dopants produce strong perturbations of the system. Nonetheless, one notable order is the double stripe E-type order that is observed with heavy Mn doping although it is reported to have a short correlation length. It is to be noted that in particular it is quite unclear that the the E-type order found in Mn doped samples is reflective of the properties of undoped Sr$_3$Ru$_2$O$_7$. This is because the Mn doping is also accompanied by sizable distortions in the crystal structure along with band width changes that may stabilize antiferromagnetic structures. Furthermore, doping in Sr$_3$Ru$_2$O$_7$ is often accompanied with transition to a state of more insulating transport while pristine Sr$_3$Ru$_2$O$_7$ is clearly metallic and itinerant. This has led to a focus on other orders as possible competing orders to ferromagnetism in pristine Sr$_3$Ru$_2$O$_7$. For example, based on their hybrid functional calculations, Rivero and coworkers reported other AFM orders both of metallic and insulating nature that may be obtained via strain, particularly a layered A-type AFM.

Here we performed a search for possible long range AFM orders (within collinear magnetism) in relation to both FM and non-magnetic orders initially through PAW calculations. We find the FM state as the ground state for both LDA and PBE functionals. Besides the FM order, the lowest energies are for the E-type order. There are two such states that are slightly non-degenerate due to orthorhombicity. PBE shows stronger magnetism over LDA including larger magnetic energies and higher moments. The three other commonly discussed AFM states lie much higher in energy in the order, A<C<G (Figure 2). No self-consistent solution was found for the G-type order within the LDA. The bottom
FIG. 2. Various magnetic configurations investigated. Only Ru atoms are shown. These include ferromagnetism, A-type, G-type, and C-type antiferromagnetism, which are common orders for perovskites, two E-type orders, which are slightly non-degenerate due to the orthorhombic crystal symmetry, and more complex orders with larger unit cells.

six S-labeled AFM orders lie somewhere in the middle of the whole range. Details of the magnetic energies as obtained from these initial PAW calculations are in the Supplemental Material (SI).84

The lack of solution for G-type and the variability of the moments between the different states is a characteristic of itinerant magnetism, as is the fact that the energy differences between different orders are of similar order to the energy difference between the non-spin polarized and the lowest energy FM state. Thus local moment pictures, such as short range Heisenberg models, are not well suited to this material. Furthermore, the A-type order, which consists of oppositely aligned FM layers stacked across the bilayer, lies much higher in energy than both of the E-types and the FM order. This means that interactions between the layers within a bilayer are strong.

We now turn to the detailed results obtained with the LAPW method.26,88 The energetics and magnetic moments are in Table I. Most importantly, we find that the two metastable E-type AFM states carry large magnetic moments (∼1.08 \( \mu_B \) within PBE and ∼0.85 \( \mu_B \) within LDA). As expected, these are the orders which consistently lie closest to the FM ground state.

The sizable moments obtained and the FM ground state contradict the fact that Sr\(_3\)Ru\(_2\)O\(_7\) is an experimentally determined paramagnet. However, this is almost certainly due to the fact that the system lies close to a magnetic QCP where strong spin fluctuations suppress any long-range magnetic order in the system. Standard DFT calculations fail to describe this type of fluctuations, as has been noted for other such materials near a magnetic QCPs.26,37,117–119 As mentioned, this overestimation of magnetism has been used as a signature of materials that are in the vicinity of a QCP.36,37,46,119

In addition, one may note that the magnetic moments predicted for the E-type orders are indeed the largest among the AFM states. All the other investigated orders lie higher in energy and have lower magnetic moments. The energy difference within LDA between the FM and E orders is only 1.6 meV per formula unit on average (for the E and E'). Thus we find that the E-type order is very likely the order that competes with ferromagnetism in this material. It is interesting to note that the E-type order is also the order among the ones considered that breaks the tetragonal symmetry within the RuO\(_2\) plane.

### B. Electronic structure and transport

Our calculated electronic density of states (DOS) of non-magnetic Sr\(_3\)Ru\(_2\)O\(_7\), as shown in Figure 3, shows a peak around the Fermi level. This favors magnetism through the Stoner mechanism as discussed previously.60 For the considered E-type orders, the corresponding DOS (shown in SI) is distorted but still high near the Fermi level. Table II summarizes the DOS value observed at the Fermi level, \( N(E_F) \) for each investigated magnetic order. Table II shows that the electronic structure remains metallic for all the spin-orderings considered. As noted previously, there is strong Ru 4\( d \)-O 2\( p \) hybridization evident.

The individual contributions from each of the three different types of O atoms are labeled. It can be noted that the 2\( p \) contribution from the O3 atoms, which are the in-plane O, is the largest in the region closest around the Fermi level. It reaffirms the fact that the material is highly two dimensional and most of the electronic transport occurs primarily in-plane. O1 and O2 are respectively the shared and SrO layer apical oxygen atoms and contribute less near the Fermi level.

### TABLE I. Energy ordering of various magnetic orders (per formula unit) found by LAPW calculations and their (absolute) averaged magnetic moments for both PBE and LDA functionals. Refer to Figure 2 for naming. FM and NM respectively stand for ferromagnetic and nonmagnetic state (zero energy level), while all the other orders are antiferromagnetic in nature. Note that the moments reported here are those lying within the LAPW sphere radii.

| Order | PBE | LDA |
|-------|-----|-----|
| | \( \Delta E \) (meV/f.u.) | Mag mom \( \text{Ru} (\mu_B) \) | \( \Delta E \) (meV/f.u.) | Mag mom \( \text{Ru} (\mu_B) \) |
| FM | -147.8 | 1.28 | -29.9 | 0.73 |
| E | -131.5 | 1.08 | -28.6 | 0.85 |
| E' | -130.3 | 1.08 | -28.0 | 0.85 |
| A | -95.6 | 1.06 | -21.2 | 0.60 |
| C | -43.6 | 0.72 | -13.6 | 0.38 |
| G | -3.2 | 0.45 | – | – |
| NM | 0 | 0.000 | 0 | 0.000 |
TABLE II. Density of states (per formula unit) at the Fermi level, N(E_F) of Sr₃Ru₂O₇ for various magnetic orders with both LDA and PBE functionals. Note that for the ferromagnetic order (FM), and for other magnetic orders, N(E_F) for each single spin channel (↑,↓) is shown. A Gaussian broadening of 4 meV was used.

| Order   | LAPW | LDA   | PBE   |
|---------|------|-------|-------|
| FM (↑,↓)| 3.9  | 3.4   | 0.9   |
| E       | 5.0  | 4.5   |       |
| E'      | 5.4  | 4.7   |       |
| A       | 4.0  | 3.0   |       |
| C       | 7.8  | 7.1   |       |
| NM      | 5.4  | 6.4   |       |

![Graph of Density of States](image)

FIG. 3. Density of states per formula unit of Sr₃Ru₂O₇ for its nonmagnetic state showing the respective LAPW sphere projected contributions from Ru-4d and O-2p orbitals obtained within LDA. Three kinds of O contributions (scaled 4x for visibility) are observed (see text) with their respective multiplicities, shown in parentheses. The black vertical line at E=0 shows the Fermi level.

In an octahedral crystal field, the d orbitals split into a lower lying t₂g manifold, with three bands (and six electrons) and a higher lying e₉ manifold that can accommodate four electrons. The e₉ manifold is derived from σ antibonding combinations of O p and Ru d orbitals, while the normally more narrow t₂g manifold consists of more weakly antibonding π combinations. Ru⁴⁺, as in Sr₃Ru₂O₇, has four d electrons, which leads to a partially filled t₂g manifold that is responsible for the magnetism and transport. The electronic DOS in the region near the Fermi level is derived from hybridized Ru t₂g and O p states.

The orbital character is often important in understanding magnetic ordering, especially in systems where transition metal - O hybridization is important, for example double exchange systems. Fig. 4 shows the projections of Ru d onto a site with the different magnetic orders as obtained with the PBE functional. As noted previously, non-spin-polarized Sr₃Ru₂O₇ has a relatively narrow set of nominally t₂g orbitals. It should be noted, however, that this crystal field notation is not strictly correct since the octahedral rotation mixes the e₉ and t₂g manifolds, and the layered structure splits the t₂g orbitals. There is also mixing due to symmetry lowering associated with magnetic order as well as splitting due to interactions between the two layers forming a bilayer.

However, we find that the general shape of the DOS in the energy range of the t₂g orbitals does not depend strongly on magnetic order, showing a higher peak around the Fermi level against a broader peak at ~ -1 eV. The main effect of magnetism is to exchange split this peak into a lower lying majority and higher lying minority components, with the largest exchange splitting for the orders where the moment is highest. The second aspect to note is that the E-type order gives a strong narrowing of the individual DOS peaks in the t₂g manifold. This leads to a greater differentiation of the orbitals. This is also the case for the C-type and G-type orders, which have nearest neighbor antiferromagnetism in a single plane. Meanwhile the lowest energy ferromagnetic and the A-type order have generally broader individual peaks.

In Tables III and IV, we show the reduced electrical conductivity (σ/τ) values for different orders obtained using both LDA and PBE functionals. The transport integrals were done for a temperature of 100 K in the Fermi function for computational convenience. These were calculated using the BoltzTraP code. The BoltzTraP code constructs a smooth interpolation of the energy bands that passes through all the first principles points. In our calculations we used dense first principles meshes consisting of 30×16×16 grids or better so that the interpolated bands are accurate. The BoltzTraP code then does transport integrals using this interpolation to construct the gradients that comprise the band velocities. To ensure consistency across various magnetic orders, the conductivity tensors have been appropriately diagonalized and only the in-plane directions are given. These are the two largest eigenvalues of the conductivity tensor. In Tables III and IV, the out-of-plane reduced conductivity components, being about 2 orders smaller then the in-plane components have been omitted.

As seen in Tables III and IV, noticeable anisotropy occurs among the in-plane conductivity components only...
FIG. 4. Projected DOS of $d$ character on a Ru atom in the energy range of the $t_{2g}$ bands for the different magnetic orderings as obtained with the PBE functional. Note that the individual $d$ orbitals are mixed because of the low symmetry induced by the octahedral rotations and magnetic order. The same symmetry was used for the E-type and non-spin-polarized. The ferromagnetic, A-type, C-type and G-type were done in a smaller higher symmetry cell which leads to a different coordinate system for the $d$ orbitals.

TABLE IV. In plane components of the diagonalized reduced electrical conductivity tensor and their corresponding anisotropies for various magnetic orders with the PBE functional.

| Order | $\sigma/\tau$ ($10^{18}$ (Ωms)$^{-1}$) | In plane anisotropies |
|-------|--------------------------------------|----------------------|
| E     | 174 49 | 1.77 |
| E’    | 218 222 | 1.02 |
| A     | 187 189 | 1.01 |
| FM (↑) | 11.4 11.5 | 1.01 |
| (↓)   | 248 256 | 1.03 |
| C     | 256 264 | 1.03 |
| G     | 256 264 | 1.03 |
| NM    | 256 264 | 1.03 |

in case of the E-type magnetic order. These anisotropy values are noticeably larger than the ones obtained for any other orders. One may note that within LDA, the in-plane (reduced) electrical conductivity values differ by about $\sim 15\%$. While it is perhaps not surprising that the E-type order gives more anisotropy considering that the pattern of magnetic moments in the RuO$_2$ planes is anisotropic with this order, unlike other simple orders, it is important that this anisotropy in the magnetic pattern is indeed well reflected in the electronic structure at the Fermi level that controls transport. The higher-symmetry (and lower energy) E-type order is slightly more anisotropic than the E’ order. In PBE, however, the anisotropies are larger. This reflects its tendency towards larger moments. In this case, when contrasted to LDA, the ordering is reversed and E’ order has higher anisotropy.

It is interesting to note that in their investigation Borzi and co-workers$^{17}$ found an in-plane resistivity anisotropy value of $\sim 20\%$ near their lowest reported experimental temperature. This is within the range of the conductivity anisotropies found for the E-type orders, for example, $\sim 15\%$ on average for the LDA and the larger values for the PBE functional, which has larger moments.

IV. SUMMARY AND CONCLUSIONS

We investigated Sr$_3$Ru$_2$O$_7$, a quantum critical material to identify its low-lying antiferromagnetic metastable states that might contribute to the strong spin fluctuations that are thought to strongly affect its properties. We find that the energetically lowest metastable states carry a striped E-type AFM ordering. The corresponding transport properties show sizable in-plane conductivity anisotropy in contrast to other possible AFM orders. Experimental investigation using inelastic neutron scattering in search of spin-fluctuations arising from this E-type order will be of interest.
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