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1 INTRODUCTION

Scientific topics, claims and resources are increasingly debated as part of societal discourse in online news and social media. Examples include the increased participation of journalists, policy makers, scientists, celebrities and the general public in scientific online discourse [13], where Twitter in particular is used widely for discussing scientific insights (see examples in Table 1). Specifically for emerging topics such as COVID-19, an elevated role of preliminary scientific results beyond the traditional peer review system can be observed, for instance, as part of preprints, opinion pieces and informal utterances in scientific online debates [27].

Table 1: Examples (tweets 1 to 4) and Counterexamples (tweet 5) of scientific online discourse tweets

(1) Donating blood not only helps others, but reduces the rate of cancer and heart disease in the donor.

(2) via @medical_xpress A new in vitro (test tube) study, "Dietary functional benefits of Bartlet http://t.co/Qv1C1GjQin #UFO4UBlogHealth

(3) How is @UChicagoME shaping the future of science? Find out on April 6!

(4) Study: Shifts in electricity generation spur net job growth, but coal jobs decline - via @DukeU http://t.co/AXGmKUPata

(5) My father got COVID-19.

While it has been recognised that online discourse as observed in news and social Web platforms produces phenomena such as misinformation spread [28] or reinforcement of biases [10] with widely assumed harmful effects for democratic societies [2], misinformation on scientific topics such as COVID-19 or climate change has particularly detrimental effects on society and public health.
This has led to research into scientific online discourse across various disciplines. From a social sciences perspective, works measure the engagement with scientific publications on social media [5, 6, 12] or investigate the role of social media in facilitating the flow of scientific information [3]. In science communication, research discusses implications of risk communication [16] or the spreading pattern associated with preliminary scientific results and the diffusion of science through social networks [17, 30], while research in cognitive and social psychology investigates the perceived trustworthiness of scientific online discourse [15].

Methodological research at the intersection of NLP, information retrieval and machine learning is aimed at detecting, classifying or verifying (scientific) claims and discourse [11, 18, 19, 24, 25], and is a key facilitator for large-scale interdisciplinary analysis of science discourse. Prior works often focus on actual scholarly publications [14, 21], where the formality of language differs substantially from science claims in online news and social media, e.g., Twitter.

Datasets are crucial to facilitate such research and were proposed with various definitions of science-relatedness that each are based on specific assumptions. Some works define scientific claims as claims expressing an aspect of one or more scientific entities [24, 29], however with no robust definition of what a scientific entity is. Other works selected scientific claims by restricting the domain to one they deemed scientific (e.g., COVID-19 [23], climate change [7], or medicine [25]), where generalisability is limited.

Moreover, claims may be synthetically generated [29, 31] or ground truth data is constructed using simple heuristics exploiting keywords or referenced pay-level-domains (PLDs) based on narrow predefined dictionaries [22], and predicates [21]. Generally, robust definitions of science-relatedness are lacking that distinguish between items that actually convey scientific knowledge, e.g., a science claim or a reference to a scientific resource, and other forms of science-relatedness, for instance, items stating a fact about a particular scientist without actually conveying scientific knowledge. Hence, the lack of datasets that are based on sound definitions of science-relatedness is a crucial obstacle for advancing research into scientific online discourse and for fairly evaluating and benchmarking existing NLP and IR methods in this context.

In order to address these challenges, we propose SciTweets, a publicly available dataset and annotation framework for science discourse on Twitter.

In particular, we make the following contributions:

1. **A hierarchical definition of science-relatedness.** Through an iterative process of literature review, data exploration, labeling and deliberation, we devise a set of definitions of science-relatedness distinguishing between tweets that convey scientific knowledge in the form of claims or scientific references and tweets with a broader relatedness to research contexts and processes (Section 2).

2. **Annotation framework.** Building on our set of reusable definitions, we provide an annotation framework consisting of iteratively improved and evaluated labeling instructions and a data sampling strategy informed by heuristics and a weakly supervised classifier for ensuring a balanced set of labels.

3. **Ground truth dataset.** We provide a dataset of 1261 tweets labeled using our annotation framework by four expert annotators who each labeled the whole set, reaching Fleiss $\kappa$ inter-annotator agreements between 0.61 and 0.66. All data is made publicly available under a CC-BY Creative Commons license.

4. **Baseline classification models.** Demonstrating the utility of our dataset and definitions, we train a baseline classifier achieving approx. 89% F1 in distinguishing science from non-science-related tweets and 78% F1 in detecting science claims, references and otherwise related tweets (macro average in all cases).

## 2 CONSTRUCTING THE SCI TWEETS CORPUS

This section describes the annotation framework, sampling strategy, the annotation process and the resulting SciTweets dataset.

### 2.1 Category Definitions & Annotation Framework

Given the lack of robust definitions of science-relatedness, we followed an iterative process of data exploration, literature review and preliminary labeling rounds. We started by selecting and observing samples of science-related texts coming from science-related datasets [7, 14, 21, 23–25, 29] and reviewing related definitions together with researchers from various disciplines. We then manually classified them into categories and held intermediate annotation rounds with new samples to test the agreement across categories. We then identified difficult examples that had high inter-annotator disagreement and updated categories and annotation guidelines accordingly. In total, we held two intermediate annotation rounds with three to four annotators to improve the robustness of the categories. Definitions and labeling guidelines were considered final and ready for annotating actual ground truth data (see Section 2.2) after we obtained a satisfactory inter-annotator agreement and they facilitated an exhaustive labeling of all tweets. Categories and their definitions are described in full here\(^1\), depicted in Figure 1 and summarised below.

\[
\begin{align*}
\text{Science-related} & \\
1.1. \text{Claim/Question} & \\
1.2. \text{Reference} & \\
1.3. \text{Research Context} & \\

\end{align*}
\]

**Figure 1: Categories of science-relatedness**

**Category 1 - Science-related:** Texts that fall under at least one of the following categories:

- **Category 1.1 - Scientific knowledge (scientifically verifiable claims):** Does the text include a claim or a question that could be scientifically verified? (see Tweet 1 in Table 1)
- **Category 1.2 - Reference to scientific knowledge:** Does the text include at least one reference to scientific knowledge? References can either be direct, e.g., DOI, title of a paper or

---

\(^1\)Dataset and definitions available at: https://doi.org/10.7802/2434
indirect, e.g., a link to an article that includes a direct reference (see Tweet 2 in Table 1).

**Category 1.3 - Related to scientific research in general:** Does the text mention a scientific research context (e.g., mention of a scientist, scientific research efforts, research findings)? (see Tweet 3 in Table 1)

**Category 2 - Not science-related:** Texts that don’t fall under either of the 3 previous categories. (see Tweet 5 in Table 1)

One of the main findings from our intermediate annotation rounds was that science-relatedness cannot be defined through the presence of specific entities (e.g., "COVID-19", "vaccine") or specific domains (e.g., medicine, biology, climate) as done by several related works [24, 29], given that the notion of a scientific entity itself is ambiguous and therefore ill-defined, and hence, may lead to both false-positives and false-negatives. The reason for that is that science-relatedness is not an inherent attribute that an entity or a domain can have or not have, but rather a volatile attribute that strongly depends on the context. For instance, the word "blood" is a scientific entity in the sentence "More money is put into research efforts trying to create artificial blood", but is not a scientific entity in the sentence "He’s so good at playing the guitar, it’s like it’s in his blood!". Therefore, for our Category 1.1 which is about texts containing scientific claims or questions, we applied the criterion of scientific verifiability, which we define as the "possibility of being verified in a document created by scientists (e.g., a scientific paper or statistics from a research institution), or verified in a document that could, in theory, be created by scientists, regardless of how hard that verification might be".

Category 1.1 is crucial to distinguishing discourse that carries scientific knowledge (see Tweet 1 in Table 1) from discourse that is just related to science in general, thereby enabling important tasks such as scientific claim retrieval, claim verification and claim linking. Category 1.2 (see Tweet 2 in Table 1) is crucial for research that aims at understanding the role different sources play in online science discourse and the impact of science in various sources (scientific journals, online news articles, preprints, blogs). Together, Categories 1.1 and 1.2 are crucial to identifying online discourse that carries scientific knowledge in order to facilitate research into the evolution of scientific discourse in online environments. Category 1.3 is important for distinguishing discourse that does not carry scientific knowledge or a reference to scientific knowledge but nonetheless clearly mentions a scientific research context (see Tweet 3 in Table 1). Tweets in that category are able to facilitate research into public perception of discourse about science and the scientific process rather than actual scientific insights. These three subcategories are not mutually exclusive, e.g., Tweet 4 in Table 1 belongs to Categories 1.1, 1.2 and 1.3. We also introduce additional **Confidence Score, Compound Claim** and **Irony** labels.

### 2.2 Data and Sampling Strategy

To create our expert-annotated SciTweets dataset, we sample tweets from the full text archive underlying TweetsKB [8], a public knowledge graph containing metadata of more than 2 billion English tweets created from archiving 10 billion raw tweets through the 1% Twitter API stream between February 2013 to December 2020. We extract URLs from the tweets text and resolve shortened URLs for all tweets prior to April 2018, since later ones are already extracted and resolved in the corpus.

Preliminary data exploration has shown that the percentage of science-related tweets is very small, where random sampling would surface tweets dominated by negative cases. Hence, we do not sample tweets randomly but aim to ensure a more balanced ratio of science-related and unrelated tweets. Further, we aim at including hard negative examples (e.g., “My second shot of COVID-19 vaccine gave me headache.”) instead of tweets that are obviously unrelated (e.g., “I like pop music.”). Using this approach, labeling efforts are steered towards potentially relevant cases rather than towards obviously unrelated tweets that can be obtained with high precision through random sampling combined with minimal labeling or simple heuristics. We deploy a two-stage annotation process.

**Sampling & Annotation Stage 1.** First, we apply basic heuristics (see details here\(^2\)) on the Twitter corpus, to identify potentially science-related tweets. These identify tweets for Category 1.1 by looking for patterns like nouns that are connected with argumentative predicates like ‘cause’ or ‘lead to’, filtered by a predefined list of scientific terms. Category 1.2 tweets are selected by filtering tweets that contain a URL with a subdomain that is included in a predefined list of 17,500 scientific subdomains from open access repositories, science newspaper sections and science magazines (e.g., ”link.springer.com”, “sciencedaily.com”). For Category 1.3, we retrieve tweets that mention terms and phrases related to scientists, the scientific research process and publications. Applying this approach on a randomly sampled set of 5 million tweets obtains 18,000 tweets that are likely to fall into either subcategory of Category 1. Given that these heuristics employ a strict pattern-matching, likely leading to high precision and low recall results, we expect the identified 18,000 tweets to lack diversity. To obtain more diverse candidate tweets, we finetune a BERTweet [20] multi-label classifier on the 18,000 tweets as positive examples and a random sample of 18,000 tweets that were not identified by the heuristics as negative examples. Our intuition is that classification results from this classifier will lead to less precise but more diverse tweets in the final set.

After training, we use both the heuristics and the classifier to label the tweets in a randomly selected set of 100 K tweets, where each tweet is assigned two labels per category, i.e., one through the heuristics and one from the classifier. Assuming that classifier predictions will result in different tweets than the heuristics and to ensure diversity in the dataset to be annotated, we obtain all tweets where the labels of the heuristics and classifier differ for at least one of the three categories 1.1, 1.2 and 1.3, resulting in a set of 1046 tweets that were annotated in a first labeling step (Section 2.3).

**Sampling & Annotation Stage 2.** These 1046 expert annotations obtained in the first annotation stage are used to train a new multi-label classifier for the three science-relatedness subcategories (see details in Section 3). After applying the classifier to a new set of 100K randomly selected tweets, we obtain the 100 tweets with the highest confidence from the resulting predictions for each category, i.e., 300 tweets in total. After filtering out duplicates, this results in 215 additional tweets, that were again annotated, resulting in a total set of 1261 expert-annotated tweets.

\(^2\)Code available at: https://github.com/AI-4-Sci/SciTweets
2.3 Annotation & Quality Assurance
All tweets are labeled by the same four annotators, including the two main co-authors of this paper as well as a PhD student and a bachelor’s student, both from the field of Computer Science. Before annotating, we held individual training sessions with the annotators in which we examined examples and counterexamples of each category of the labeling framework to ensure the labeling task was understood correctly. Cases of weak disagreement, i.e., where the label of one annotator differs from the labels of the three remaining annotators, were consolidated using a majority vote. For tweets from the second annotation stage, cases of high disagreement, i.e., where both labels Yes and No were each selected by two annotators, were resolved in a discussion between all four annotators, whereas we did not resolve high disagreements for tweets from the first annotation stage. We measured the inter-annotator agreement by computing Fleiss Kappa \[9\] with the labels of all four annotators to evaluate the annotation agreement. Agreement scores of 0.61, 0.63 and 0.66 for categories 1.1, 1.2 and 1.3 averaging a score of 0.63 are comparable to results on similar tasks\[5\]. Since we estimate our task to be more difficult than those tasks and because the Fleiss score has been shown to be different based on the number of annotators \[9\], we estimate our results to be comparable to the mentioned papers and thus to be encouraging.

2.4 Statistics
The SciTweets dataset consists of 1261 human-annotated tweets including the labels of the individual annotators, as well as the consolidated ground-truth label for each category. Table 2 shows the distributions of the ground-truth labels with a high ratio (31.88%) of science-related tweets (Category 1), where the consolidated label to at least one science-relatedness subcategory is Yes, and a balanced distribution of subcategories ranging from 15.65% for Category 1.2 to 23.82% for Category 1.1.

Table 2: Distribution of the ground-truth labels

| Labels | Category 1 | Category 1.1 | Category 1.2 | Category 1.3 |
|--------|------------|--------------|--------------|--------------|
| Yes    | 402 (31.88%) | 283 (23.82%) | 190 (15.65%) | 259 (21.32%) |
| No     | 859 (68.12%) | 905 (76.18%) | 1024 (84.35%) | 956 (78.68%) |

3 CLASSIFICATION OF SCIENCE-RELATEDNESS
We evaluate a single multi-label classifier for both the binary task of classifying if a tweet is science-related as well as the multi-label task of assigning one or more subcategories of science-relatedness to a tweet. Experimenting with different base models showed that SciBERT \[4\] provides superior performance on the tasks. To evaluate the multi-label classifier on the binary task we map the classifier’s multi-label predictions to a binary prediction, i.e., the classifier predicts a tweet to be science-related if it assigns at least one of the three subcategories 1.1, 1.2 or 1.3. Table 3 shows the performance of the classifier for both tasks applying 10-fold cross-validation using all SciTweets tweets without high disagreements. As expected, the classifier performs better on the binary task, because a false positive prediction for categories 1.1, 1.2, and 1.3 could still be a true positive prediction for the binary task. Given the high ratio of science-related tweets in SciTweets compared to TweetsKB, the precision for both tasks is expected to be lower when performed on a random sample of TweetsKB, because of the increase of false positives. Hence, to get a more representative performance estimate, we train a new multilabel classifier on the 1046 tweets from annotation stage 1 and set a prediction threshold for each subcategory, so that the classifier makes only 100 positive predictions per subcategory out of 100K tweets. Table 4 shows the precision for these positive predictions (215 tweets, labeled in the second annotation stage).

Table 3: Classifier performance (binary and multilabel tasks)

| Task      | Category        | Precision | Recall  | F1       |
|-----------|-----------------|-----------|---------|----------|
| binary    | 1 - Science-related | 84.70     | 83.99   | 84.34    |
|           | 2 - Not Science-related | 92.67     | 93.03   | 92.85    |
| multi     | 1.1 - Scientific Claim | 75.00     | 81.18   | 77.97    |
|           | 1.2 - Reference   | 76.19     | 77.01   | 76.60    |
|           | 1.3 - Research Context | 81.06     | 79.65   | 80.35    |

Table 4: Classifier Performance for multilabel task

| Metric            | Category 1.1 | Category 1.2 | Category 1.3 |
|-------------------|--------------|--------------|--------------|
| Precision@100     | 85.00%       | 74.00%       | 86.00%       |

4 CONCLUSION
Resources and claims related to science contribute significantly to online discourse, in particular with respect to emerging topics of high societal importance, such as climate change or COVID-19. The understanding of science-related online discourse can help prevent the spread of science-related misinformation through the help of computational methods that facilitate research across various disciplines. Foundations of such research and methods are sound definitions of science relatedness and reliable and publicly available datasets that enable the advancement and evaluation of methods dealing with downstream tasks such as (scientific) claims detection, retrieval, classification or verification. In this paper, we propose a hierarchical definition of science-relatedness underlying an annotation framework for science-related tweets that forms the basis of SciTweets, an unprecedented annotated ground-truth dataset for science discourse on Twitter. Based on this data, we train a baseline classifier for the detection of science-relatedness, showing promising initial results. Whereas SciTweets is a comparably small corpus, it provides a high-quality ground truth for testing models, where the heuristics used as part of our sampling methodology open directions for future work by obtaining large-scale weakly labeled training data for training models.
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