Variational convergence of discrete minimal surfaces
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Abstract

Building on and extending tools from variational analysis and relying on certain a priori assumptions, we prove Kuratowski convergence of sets of simplicial area minimizers to minimizers of the smooth Douglas–Plateau problem under simplicial refinement. This convergence is with respect to a topology that is finer than the topology of uniform convergence of both positions and surface normals.

Mathematics Subject Classification 49Q05 · 53A10 · 58E12

1 Introduction

The question of finding surfaces of minimum area for a given boundary in $\mathbb{R}^m$ is an extensively studied problem, at least since the work of Lagrange: Let a finite set $Γ = \{Γ_1, Γ_2, Γ_3, \ldots\}$ of closed embedded curves in $\mathbb{R}^m$ be given. Among all surfaces of prescribed topology spanning $Γ$ find those with least (or more precisely critical) area. Solutions of this problem are termed minimal surfaces. In the 1930s, Radó [23] and Douglas [6] independently solved the least area problem for disk-like, immersed surfaces by showing existence of minimizers: Let $D$ be the unit disk and let $Γ \subset \mathbb{R}^m$ be a simple closed curve. Then there exists an area minimizer in

$$\{ f \in C^0(\overline{D}; \mathbb{R}^m) \cap C^2(D; \mathbb{R}^m) \mid f(\partial D) = Γ \}.$$

Douglas’ proof involves minimizing the Dirichlet energy $D(f) = \int_D |df|^2 \, dx$ and a considerable amount of conformal mapping theory. Less is known about the existence
of minimizers of more general least area problems (or least volume problems for the
case of higher dimensional manifolds immersed into $\mathbb{R}^m$, which we also treat here).
Indeed, one of the difficulties consists in the fact that minimizers in a prescribed
topological class might simply not exist.

A natural question to ask is how to compute minimal surfaces using finite dimen-
sional approximations. Indeed, already Douglas [5] followed this approach using finite
differences. A more flexible option is to consider a given finite set $\Gamma$ of embedded
boundary curves in $\mathbb{R}^3$, followed by spanning a triangle mesh into $\Gamma$ and moving the
positions of interior vertices such that the overall area of the triangle mesh is mini-
mized. Following this approach, Wagner [27] applied Newton-like methods for finding
critical points of the area functional, Dziuk [8] and Brakke [1] applied $L^2$-gradient
descent (the discrete mean curvature flow) in order to produce discrete minimizers,
and Pinkall and Polthier [20] presented an iterative algorithm for the minimization
of area that can be interpreted as $H^1$-gradient descent. With these tools at hand, the
question remains whether the so obtained discrete minimizers (e.g., those depicted in
Fig. 1) converge to smooth minimal surfaces and if so in which sense?

The only approach for which such convergence has been established is based on
Douglas’ existence proof for disk-like minimal surfaces: Instead of the area of (unpa-
parameterized) surfaces, the Dirichlet energy of conformal surface parameterizations is
minimized under the constraint of the so-called three point condition. Several authors
utilize this idea in order to compute numerical approximations of minimal surfaces
via finite element analysis, e.g., Wilson [29], Tsuchyia [26], Hinze [13], Dziuk and
Hutchinson [9,10], and Pozzi [22].

However, these energy methods (which are based on minimizing the Dirichlet
energy instead of the area functional) face certain difficulties:

– In dimension greater than two, Dirichlet energy is no longer conformally invariant
and its minimizers need not minimize area.
– For a non-disk surface, one also needs to vary the surface’s conformal structure.
E.g., in the case of cylindrical topology, the space of conformal structures can be
parameterized by the aspect ratio of a reference cylinder. This makes the cylindrical
case accessible to energy methods (see [21,22]). Alas, more general cases have
not been treated so far.

Fig. 1 Some minimizers of the discrete least area problem with Borromean rings as boundary at increasing
mesh resolutions
– Energy methods do not apply when surface area is coupled to some other, conformally non-invariant functional.

In contrast, the Ritz method, i.e., the approach of minimizing area (or volume) among simplicial manifolds, is in principle capable of treating any dimension, codimension, and topological class with a single algorithm (for a variety of examples see Fig. 2). This is the approach we follow here. Even non-manifold examples can
be treated with this method (for examples see Fig. 3 and [20]). These advantages come at a cost, however: Showing convergence of the Ritz method is hampered by the following difficulties:

- Simplicial manifolds capture smooth boundary conditions only in an approximate sense; hence, they cannot be utilized to minimize area (or volume) in the space of surfaces with smooth prescribed boundaries.
- Smooth minimal surfaces are known to satisfy strong regularity properties (e.g., they are analytic for sufficiently nice boundary data), leading to the question in which space and topology smooth and simplicial area minimizers ought to be compared.
- In general, the least area problem is far from being convex.
- Area minimizers need neither be unique nor isolated; rather, they are sets in general.

These obstacles render the use of convex optimization approaches and monotone operators inappropriate (if not impossible) for showing convergence of discrete (i.e., simplicial) area minimizers.

For these reasons, we suggest a different route for exploring convergence of discrete minimizers which in particular is capable of dealing with convergence of sets. Building on variational analysis, we prove Kuratowski convergence of discrete area (and volume) minimizers to their smooth counterparts. A sequence of sets $A_n$ in a topological space Kuratowski converges to a set $A$ if and only if all cluster points of $(A_n)_{n \in \mathbb{N}}$ belong to $A$ and if each $a \in A$ is additionally a limit point of a sequence $(a_n)_{n \in \mathbb{N}}$ with $a_n \in A_n$. While Kuratowski convergence is weaker than Hausdorff convergence in general, both notions coincide in compact metric spaces. Kuratowski convergence is related to the perhaps more familiar notion of $\Gamma$-convergence: A sequence of functionals $\Gamma$-converges if and only if their epigraphs converge in the sense of Kuratowski.

We establish the requisite concepts from variational analysis in Sect. 2, where we introduce the notions of consistency and stability, following the often repeated mantra from numerical analysis that consistency and stability imply convergence. In our setting, consistency refers to the existence of sampling and reconstruction operators $S_n$ and $R_n$ that take smooth manifolds to simplicial ones and vice-versa, respectively, such that the discrete and smooth area functionals $F_n$ and $F$ satisfy $F \approx F_n \circ S_n$ and $F_n \approx F \circ R_n$ in a sense made precise below. Stability refers to a notion of growth of sublevel sets of the smooth area functional $F$ near its (set of) minimizers. Additionally, we require the notion of proximity, which is motivated by finding a space in which discrete and smooth minimizers can be compared. We suggest this comparison to be made in some metric space $(\mathcal{X}, d_{\mathcal{X}})$, together with certain mappings $\Psi_n$ and $\Psi$ that take discrete and smooth surfaces to $(\mathcal{X}, d_{\mathcal{X}})$, respectively. In particular, we are faced with the problem of choosing $d_{\mathcal{X}}$: If the induced topology is too coarse, then convergence might be readily established but geometrically insignificant; vice-versa, a too fine topology may prohibit convergence.

A balanced choice of $(\mathcal{X}, d_{\mathcal{X}})$ is the main subject of Sect. 3, guided by the observation that the volume functional of an immersed surface is independent of any parameterization. We choose $\mathcal{X} = \text{Shape}(\Sigma; \mathbb{R}^m) = \text{Imm}^X(\Sigma; \mathbb{R}^m)/\text{Diff}(\Sigma)$ as the space of (strong) Lipschitz immersions $\text{Imm}^X(\Sigma)$ of a given manifold $\Sigma$ modulo the group of bi-Lipschitz homeomorphisms $\text{Diff}(\Sigma)$. This choice has the additional
advantage that both simplicial and smooth immersions fall into the Lipschitz category. We construct $d_X$ from a parameterization invariant distance on $\text{Imm}^X(\Sigma)$ and we show that the resulting quotient semi-metric $d_{\text{Shape}}$ on $\text{Shape}(\Sigma; \mathbb{R}^m)$ is indeed a proper and complete metric (see Theorem 3). Our construction is such that the topology generated by $d_{\text{Shape}}$ is finer than the topology of uniform convergence of both positions and normals.

Other proposals for distances on shape spaces, in particular on spaces of immersed circles, can be found, e.g., in the works by Michor and Mumford ([15–17]). There, the authors focus on the study of geodesics with respect to weak Riemannian structures on $\text{Imm}(\Sigma; \mathbb{R}^m) \cap C^\infty(\Sigma; \mathbb{R}^m)$ and on curvature properties implied by these. However, the induced geodesic distances do either not descent to a proper metric on shape space (see [16]) or the metrics involve more than one derivative, rendering them inappropriate for the use with simplicial manifolds.

In Sect. 4 we combine the main threads of Sects. 2 and 3 by constructing sampling and reconstruction operators. For these operators, together with our choice of $(X, d_X)$, we prove consistency, proximity, and stability, leading to Kuratowski convergence of discrete area minimizers. To this end we rely on certain a priori information $A$ and $A_n$ of smooth and discrete minimizers. In particular, for smooth minimizers we assume the existence of a parameterization of Sobolev class $W^{2, \infty}$ whose differential has singular values uniformly bounded from above and below. Analogously, for discrete minimizers we assume that all embedded simplices have uniformly bounded aspect ratio. As a consequence of Kuratowski convergence we obtain our main result: Every cluster point of discrete area minimizers is a smooth minimal surface and every smooth minimal surface that globally minimizes area is the limit of a sequence of discrete (almost) minimizers of area (see Theorem 4).

## 2 Parameterized optimization problems

Let $C$ be a topological space and let $\mathcal{F} : C \to \mathbb{R}$ be a function. We denote the set of minimizers by

$$\mathcal{M} := \text{arg min}(\mathcal{F}) = \{ x \in C \mid \mathcal{F}(x) = \inf(\mathcal{F}) \}$$

and sets of $\delta$-minimizers by

$$\mathcal{M}^\delta := \text{arg min}^\delta(\mathcal{F}) = \{ x \in C \mid \forall y \in C : \mathcal{F}(x) \leq \mathcal{F}(y) + \delta \}, \text{ for } \delta \in [0, \infty].$$

Moreover, let topological spaces $C_n$ and functions $\mathcal{F}_n : C_n \to \mathbb{R}$ with minimizers $\mathcal{M}_n := \text{arg min}(\mathcal{F}_n)$ and $\delta$-minimizers $\mathcal{M}_n^\delta := \text{arg min}^\delta(\mathcal{F}_n)$ be given for each $n \in \mathbb{N}$. One may think of $\mathcal{F}_n$ as small perturbations of $\mathcal{F}$ or—in the context of Ritz–Galerkin methods—as a discretization of $\mathcal{F}$. We are interested in the behavior of the sets $\mathcal{M}_n$ as $n \to \infty$. Ideally, $\mathcal{M}_n$ should approximate $\mathcal{M}$ “in some way”. Therefore, we need a method to relate these sets. A rather general way is letting $C$ and $C_n$ communicate with each other via some mappings

$$S_n : \text{dom}(S_n) \subset C \to C_n \text{ and } R_n : \text{dom}(R_n) \subset C_n \to C.$$
We are going to refer to $S_n$ as the sampling operator and to $R_n$ as the reconstruction operator. If one has $M_n \subset \text{dom}(R_n)$ and $M \subset \text{dom}(S_n)$, the pairs of sets $(M, R_n(M_n))$ and $(M_n, S_n(M))$ lie in common spaces $C$ and $C_n$, respectively. Thus, they can be compared.

**Example 1** In the finite element method, $C_n$ is often a finite-dimensional affine subspace of a Banach space $C$, $R_n$ is the canonical embedding and $S_n$ is an interpolation operator such that $R_n \circ S_n$ is a projection onto the ansatz space $R_n(C_n)$. Then, the Hausdorff distance between $M$ and $R_n(M_n)$ with respect to $d_C$ yields a canonical measure of approximation.

More generally, one may consider mappings $\Psi : C \to X$, $\Psi_n : C_n \to X$ to some metric space $(X, d_X)$ and analyze the Hausdorff distance between the sets $\Psi(M)$ and $\Psi_n(M_n)$ therein. For example, $\Psi, \Psi_n$ could be embeddings into a space $X$ whose metric topology is weaker than those of $C, C_n$. But $\Psi, \Psi_n$ need not to be injective at all, yielding only partial information: They could also represent restriction or trace mappings, truncations in infinite decompositions (e.g. Fourier or modal representations, projections on subspaces etc.), state variables in physical systems, (locally) averaged quantities or even quotient mappings. We suggest to view $\Psi, \Psi_n$ as nonlinear variants of test functions.

In practice, one might profit considerably from using a priori information on minimizers (such as higher regularity or energy bounds) in order to achieve quantitative approximation results. We are going to incorporate a priori information in the form of subsets $\mathcal{A} \subset C$, $\mathcal{A}_n \subset C_n$ such that $\Psi(\mathcal{A} \cap M)$, $\Psi_n(\mathcal{A}_n \cap M_n)$ contain $\Psi(M)$, $\Psi_n(M_n)$ respectively.\(^1\)

We summarize the information given so far in the following (not necessarily commutative) diagrams

\[
\begin{align*}
\mathcal{A} \cap M & \hookrightarrow \mathcal{A} \hookrightarrow \text{dom}(S_n) \hookrightarrow C \\
& \quad \downarrow S_n \quad \downarrow \Psi \quad \downarrow \mathcal{F} \quad \downarrow \mathbb{R} \\
\mathcal{A}_n \cap M_n & \hookrightarrow \mathcal{A}_n \hookrightarrow \text{dom}(R_n) \hookrightarrow C_n \\
\mathcal{A} \cap M & \hookrightarrow \mathcal{A} \hookrightarrow \text{dom}(S_n) \hookrightarrow C \\
& \quad \downarrow S_n \quad \downarrow \Psi \quad \downarrow \mathcal{F} \quad \downarrow \mathbb{R} \\
\mathcal{A}_n \cap M_n & \hookrightarrow \mathcal{A}_n \hookrightarrow \text{dom}(R_n) \hookrightarrow C_n
\end{align*}
\]

\(^1\) In general, it is not required that $M \subset \mathcal{A}$ and $M_n \subset \mathcal{A}_n$ are subsets. In the case that $\Psi$ is a quotient map, this is a crucial advantage (see e.g. our treatment of minimal surfaces in Sect. 4).
Suppose for the moment that $\emptyset \neq M \subset \mathcal{A}, \emptyset \neq M_n \subset \mathcal{A}_n$. If (1) were commutative, one would have the following implications:

1. For each $x \in M$ and $y \in C$:
   \[
   F_n \circ S_n(x) = F(x) \leq F \circ R_n(y) = F_n(y), \quad \text{thus} \quad S_n(M) \subset M_n.
   \]

2. For each $y \in M_n$ and $x \in C$:
   \[
   F \circ R_n(y) = F_n(y) \leq F_n \circ S_n(x) = F(x), \quad \text{thus} \quad R_n(M_n) \subset M.
   \]

If, in addition, (2) were commutative, this would lead to

3. $\Psi(M) = \Psi_n \circ S_n(M) \subset \Psi_n(M_n),$

4. $\Psi_n(M_n) = \Psi \circ R_n(M_n) \subset \Psi(M),$

hence $\Psi(M) = \Psi_n(M_n)$.

Alas, in practice, these diagrams rarely commute. But one may hope that they \textit{almost} commute, i.e., they commute up to some errors that can be uniformly bounded, at least on the sets of a priori information.

In Sects. 2.1 and 2.2, we will name these non-commutativity errors and analyze what information can be deduced if these errors are sufficiently small. Afterwards, we will single out additional conditions that guarantee convergence of minimizers (Sect. 2.3).

### 2.1 Consistency

We start with the first diagram (1). For non-empty sets $\mathcal{A} \subset \text{dom}(S_n)$ and $\mathcal{A}_n \subset \text{dom}(R_n)$, there are two quadrilaterals of interest:

\[
\begin{array}{ccc}
\mathcal{A} & \xrightarrow{S_n} & C \\
\downarrow & & \downarrow F \\
C_n & \xrightarrow{\mathcal{F}} & \mathbb{R} \\
\end{array}
\quad \text{and} \quad
\begin{array}{ccc}
\mathcal{A}_n & \xrightarrow{R_n} & C \\
\downarrow & & \downarrow F_n \\
C_n & \xrightarrow{\mathcal{F}_n} & \mathbb{R} \\
\end{array}
\]

Each quadrilateral is equipped with its own non-commutativity error:

**Definition 1** For non-empty sets $\mathcal{A} \subset \text{dom}(S_n), \mathcal{A}_n \subset \text{dom}(R_n)$, define

1. the \textit{sampling consistency error}
   \[
   \delta_n^S := \delta(F, F_n, S_n, \mathcal{A}) := \sup_{a \in \mathcal{A}} (F_n \circ S_n(a) - F(a))^+.
   \]

2. the \textit{reconstruction consistency error}
   \[
   \delta_n^R := \delta(F, F_n, R_n, \mathcal{A}_n) := \sup_{a \in \mathcal{A}_n} (F \circ R_n(a) - F_n(a))^+.
   \]
3. the total consistency error

\[ \delta_n := \delta(F_n, S_n, R_n, \mathcal{A}, \mathcal{A}_n) := \delta_n^S + \delta_n^R, \]  

where \( t^+ := \max\{t, 0\} \) denotes the non-negative part of \( t \in \mathbb{R} \).

We say, the sequence \( (F_n, S_n, R_n)_{n \in \mathbb{N}} \) is consistent with respect to \( F \) on the sets of priors \( (\mathcal{A}, \mathcal{A}_n)_{n \in \mathbb{N}} \), if its consistency error \( \delta_n \) converges to 0 for \( n \to \infty \). In that case, we also say that the sequence \( (F_n, S_n, R_n)_{n \in \mathbb{N}} \) is consistent on \( (\mathcal{A}, \mathcal{A}_n)_{n \in \mathbb{N}} \).

**Remark 1** A stronger notion of (total) consistency error (but also one which would be harder to verify) would be

\[ \sup_{a \in \mathcal{A}} |F_n \circ S_n(a) - F(a)| + \sup_{a \in \mathcal{A}_n} |F \circ R_n(a) - F_n(a)|. \]

In light of the latter expression, our definition of consistency error could be termed upper consistency error. However, our definition is sufficient for our needs and we omit “upper” for the sake of brevity. Of course, one may also define a lower consistency error, which would be the notion of choice for maximization problems.

**Definition 2** We call \( \mathcal{A} \subset C \) valid with respect to the pair \( (F, S_n) \), if \( \emptyset \neq \mathcal{A} \subset \text{dom}(S_n) \) and \( \inf(F) = \inf(F|_{\mathcal{A}}) \) hold. Analogously, we call \( \mathcal{A}_n \subset C_n \) valid with respect to the pair \( (F_n, R_n) \), if \( \emptyset \neq \mathcal{A}_n \subset \text{dom}(R_n) \) and \( \inf(F_n) = \inf(F_n|_{\mathcal{A}_n}) \) hold. For the sake of brevity, we will simply say that \( \mathcal{A}, \mathcal{A}_n \) are valid whenever \( (F, S_n) \) and \( (F_n, R_n) \) can be deduced from the context.

The requirement that \( \inf(F) = \inf(F|_{\mathcal{A}}) \) and \( \inf(F_n) = \inf(F_n|_{\mathcal{A}_n}) \) are vital for the following result, which we repeatedly require throughout our exposition:

**Lemma 1** Let \( \mathcal{A} \subset C, \mathcal{A}_n \subset C_n \) be valid with respect to \( (F, S_n) \) and \( (F_n, R_n) \), respectively. Assume that both the sampling consistency error \( \delta_n^S \) and the reconstruction consistency error \( \delta_n^R \) are finite. Then one has

\[ \inf(F_n) \leq \inf(F) + \delta_n^S \quad \text{and} \quad \inf(F) \leq \inf(F_n) + \delta_n^R. \]

Hence, one has either \( \inf(F_n) = \inf(F) = -\infty \) or both \( \inf(F_n) \) and \( \inf(F) \) are finite with

\[ |\inf(F_n) - \inf(F)| \leq \max(\delta_n^S, \delta_n^R). \]

**Proof** Choose a minimizing sequence \((x_m)_{m \in \mathbb{N}}\) in \( \mathcal{A} \) for \( F \) and a minimizing sequence \((y_m)_{m \in \mathbb{N}}\) in \( \mathcal{A}_n \) for \( F_n \), i.e.,

\[ \inf(F) = \lim_{m \to \infty} F(x_m) \quad \text{and} \quad \inf(F_n) = \lim_{m \to \infty} F_n(y_m). \]
Then (4) and (5) imply
\[
\inf(\mathcal{F}_n) \leq \mathcal{F}_n(S_n(x_m)) \leq \mathcal{F}(x_m) + \delta_n \stackrel{m \to \infty}{\longrightarrow} \inf(\mathcal{F}) + \delta_n^S,
\]
\[
\inf(\mathcal{F}) \leq \mathcal{F}(\mathcal{R}_n(y_m)) \leq \mathcal{F}(y_m) + \delta_n \stackrel{m \to \infty}{\longrightarrow} \inf(\mathcal{F}_n) + \delta_n^R. \tag*{\square}
\]

Knowing the total consistency error puts one into the position to compare \(\delta\)-minimizers:

**Lemma 2** Let \(\mathcal{A} \subset C, \mathcal{A}_n \subset C_n\) be valid sets. Denote by \(\delta_n\) the total consistency error. Then one has for \(q \in [0, \infty]\)
\[
S_n(\mathcal{A} \cap M^0) \subset S_n(\mathcal{A}) \cap M_n^{0+\delta_n} \quad \text{and} \quad \mathcal{R}_n(\mathcal{A}_n \cap M_n^0) \subset \mathcal{R}_n(\mathcal{A}_n) \cap M_n^{0+\delta_n}.
\]

**Proof**

*Case 1:* \(q = \infty\) or \(\delta_n = \infty\). The inclusions hold because of \(M_n^{0+\delta_n} = M_n^\infty = \mathcal{C}_n\) and \(M_n^{0+\delta_n} = M_n^\infty = \mathcal{C}_n\). 

*Case 2:* Both \(q\) and \(\delta_n\) are finite. Then, by Lemma 1, either both \(\inf(\mathcal{F})\) and \(\inf(\mathcal{F}_n)\) equal \(-\infty\) or both of them are finite.

*Case 2.a:* \(\inf(\mathcal{F}) = \inf(\mathcal{F}_n) = -\infty\). All the sets \(M^0\), \(M^{0+\delta_n}\), \(M_n^0\), \(M_n^{0+\delta_n}\) are empty such that the inclusions hold trivially.

*Case 2.b:* \(\inf(\mathcal{F}), \inf(\mathcal{F}_n) > -\infty\). We discuss only the first inclusion; the second one follows analogously. In the case that \(\mathcal{A} \cap M^0\) is empty, there is nothing to show. Otherwise, let \(x \in \mathcal{A} \cap M^0\). We apply Lemma 1 in order to estimate
\[
\mathcal{F}_n \circ S_n(x) \leq \mathcal{F}(x) + \delta_n^S \leq \inf(\mathcal{F}) + q + \delta_n^S \leq \inf(\mathcal{F}_n) + \delta_n^R + q + \delta_n^S
\]
This leads to \(S_n(x) \in M_n^{0+\delta_n}\) which shows the first inclusion. \(\square\)

**Remark 2** For the moment, it may appear as a superfluous burden to drag along \(S_n(\mathcal{A})\), \(\mathcal{R}_n(\mathcal{A}_n)\) on the right hand side of the previous lemma’s conclusions. However, this may be crucial when treating optimization problems with non-compact lower level sets as we will see in Corollary 3. The area functional of immersed surfaces as discussed in Sect. 4 is such an example (for a demonstration see Fig. 4).

Before continuing we offer a brief definition of Kuratowski convergence and list properties that we require in the sequel. More comprehensive treatments of Kuratowski convergence and discussions on the relationship between Kuratowski or \(K\)-convergence on the one hand and epigraphical or \(\Gamma\)-convergence on the other hand can be found in [3,25].

**Definition 3** Let \(X\) be a topological space and denote by \(\Omega(x)\) the set of all open neighborhoods of \(x \in X\). For a sequence of sets \((A_n)_{n \in \mathbb{N}}\) in \(X\) one defines the limit inferior or inner limit \(\liminf_{n \to \infty} A_n\) and the limit superior or outer limit \(\limsup_{n \to \infty} A_n\), respectively, in the following way:
\[
\liminf_{n \to \infty} A_n := \{ x \in X \mid \forall U \in \Omega(x) \exists n \in \mathbb{N} \forall k \geq n : U \cap A_k \neq \emptyset \},
\]
\[
\limsup_{n \to \infty} A_n := \{ x \in X \mid \forall U \in \Omega(x) \forall n \in \mathbb{N} \exists k \geq n : U \cap A_k \neq \emptyset \}.
\]
If \(A := \limsup_{n \to \infty} A_n = \liminf_{n \to \infty} A_n\) agree, one says that \(A_n\) converges to \(A\) in the sense of Kuratowski and writes \(\lim_{n \to \infty} A_n = A\).
Both the lower and the upper limit are closed sets and one has $\text{Li}_{n \to \infty} A_n \subset L_{s_{n \to \infty}} A_n$. One often refers to $L_{s_{n \to \infty}} A_n$ as the set of cluster points since $x$ is an element of $L_{s_{n \to \infty}} A_n$ if and only if there is a sequence of elements $x_n \in A_n$ that has $x$ as a cluster point, i.e., there is a subsequence $(x_{n_k})_{k \in \mathbb{N}}$ that converges to $x$ as $k \to \infty$. A very useful identity is

$$L_{s_{n \to \infty}} A_n = \bigcap_{n \in \mathbb{N}} \bigcup_{k \geq n} A_k.$$  

Lower and upper limit are monotone in the sense that $L_{i_{n \to \infty}} A_n \subset L_{i_{n \to \infty}} B_n$ and $L_{s_{n \to \infty}} A_n \subset L_{s_{n \to \infty}} B_n$ whenever $A_n \subset B_n \subset X$, for all $n \in \mathbb{N}$. These definitions allow us to formulate the following corollary.

**Corollary 1** Let $\mathcal{A} \subset C$, $\mathcal{A}_n \subset C_n$ be valid, let $\mathcal{F} : C \to \mathbb{R}$ be lower semi-continuous on the set $\mathcal{B} := L_{s_{n \to \infty}} \mathcal{R}_n (\mathcal{A}_n)$, and let the sequence $((\mathcal{F}_n, S_n, \mathcal{R}_n))_{n \in \mathbb{N}}$ be consistent on $((\mathcal{A}, \mathcal{A}_n))_{n \in \mathbb{N}}$. Then one has for each $\varrho \in [0, \infty]$:

$$L_{s_{n \to \infty}} \mathcal{R}_n (\mathcal{A}_n \cap M^0) \subset \mathcal{B} \cap M^\varrho.$$

**Proof** In the case that $\varrho = \infty$, this is obviously true. Hence, let us assume that $\varrho$ is finite. Denote by $\delta_n$ the total consistency error, $K^0_n := \mathcal{A}_n \cap M^0$ and let $\eta_n := \sup \{ \delta_k \mid k \geq n \}$. Observe that $\eta_n \searrow 0$ as $n \nearrow \infty$ by consistency. By Lemma 2, we have for all $m, n \in \mathbb{N}$ with $m \geq n$:

$$\mathcal{R}_m (K^0_n) \subset \left( \bigcup_{k \geq m} \mathcal{R}_k (\mathcal{A}_k) \right) \cap M^{\varrho + \eta_n}.$$  

Taking closures and intersections leads to

$$\bigcap_{n \in \mathbb{N}} \bigcup_{k \geq n} \mathcal{R}_k (K^0_n) = \bigcap_{n \in \mathbb{N}} \bigcap_{m \geq n} \bigcup_{k \geq m} \mathcal{R}_k (K^0_n) \subset \bigcap_{n \in \mathbb{N}} \left( \left( \bigcup_{m \geq n} \bigcup_{k \geq m} \mathcal{R}_k (\mathcal{A}_k) \right) \cap M^{\varrho + \eta_n} \right) = \bigcap_{n \in \mathbb{N}} (\mathcal{B} \cap M^{\varrho + \eta_n}).$$  

Because $\mathcal{B}$ is closed and $\mathcal{F} |_{\mathcal{B}}$ is lower-semicontinuous, one has

$$\mathcal{B} \cap M^{\varrho + \eta_n} = \mathcal{B} \cap M^\varrho.$$  

Finally, $\bigcap_{n \in \mathbb{N}} M^{\varrho + \eta_n} = M^\varrho$ completes the proof. \qed
Using $\varrho = 0$, this leads immediately to the following corollary.

**Corollary 2** Let $\mathcal{A} \supset M$, $\mathcal{A}_n \supset M_n$ be valid. Denote by $\delta_n$ the total consistency error. Then one has

$$S_n(M) \subset S_n(\mathcal{A}) \cap M_n^{\delta_n} \quad \text{and} \quad R_n(M_n) \subset R_n(\mathcal{A}_n) \cap M_n^{\delta_n}.$$ 

Assuming consistency of $\left( (\mathcal{F}, \mathcal{F}_n, S_n, R_n) \right)_{n \in \mathbb{N}}$ on $\left( (\mathcal{A}, \mathcal{A}_n) \right)_{n \in \mathbb{N}}$ and lower semi-continuity of $\mathcal{F}$, cluster points of minimizers of $(\mathcal{F}_n)_{n \in \mathbb{N}}$ are minimizers of $\mathcal{F}$ in the sense that

$$L_{s_n} \lim_{n \to \infty} R_n(M_n) \subset M.$$

### 2.2 Proximity

The result of Corollary 2 only implies a lower bound for $M$ by minimizers of $\mathcal{F}_n$. In the following, we are going to derive an upper bound from the inclusion

$$S_n(\mathcal{A} \cap M) \subset S_n(\mathcal{A}) \cap M_n^{\delta_n}.$$

Note that $S_n(\mathcal{A}) \cap M_n^{\delta_n} \subset C_n$ is not necessarily a subset of $C$. However, we may transport the inclusion via $R_n$ to $C$; if $R_n \circ S_n$ were the identity on $C$ and assuming consistency, one would obtain:

$$\mathcal{A} \cap M = (R_n \circ S_n)(\mathcal{A} \cap M) \subset \mathcal{A} \cap R_n(M_n^{\delta_n}).$$

For $M \subset \mathcal{A}$, this would yield the desired result

$$M \subset \lim_{n \to \infty} R_n(M_n^{\delta_n}).$$

In the case that $C$ is an infinite-dimensional Banach space and $C_n$ a finite-dimensional Banach space, $R_n \circ S_n = \text{id}_C$ cannot occur. Even worse: In this context, $R_n \circ S_n$ is a compact operator so the sequence cannot converge uniformly to $\text{id}_C$. Hence we have to establish a sufficiently weak notion for $R_n \circ S_n$ being “sufficiently close to $\text{id}_C$”, a notion that does not imply uniform approximation.

We do this in a slightly more general way by discussing diagram (2). At times, it may be instructive for the reader to substitute $X = C$, $\Psi = \text{id}_C$ and $\Psi_n = R_n$. Again, for non-empty sets $\mathcal{A} \subset \text{dom}(S_n)$, $\mathcal{A}_n \subset \text{dom}(R_n)$, there are two quadrilaterals of interest:

$$\begin{array}{ccc}
\mathcal{A} & \xrightarrow{S_n} & C \\
\xrightarrow{\Psi} & \Psi_n \quad \text{and} \quad \mathcal{A}_n & \xrightarrow{R_n} & C_n \\
\xrightarrow{\Psi} & \Psi_n & \xrightarrow{\Psi} \quad \text{and} \quad \mathcal{A}_n & \xrightarrow{R_n} & C_n
\end{array}$$

(7)
Note that for our purposes, we do not require \( \Psi, \Psi_n \) to be defined on all of \( C, C_n \) but at least on the sets \( \mathcal{A} \cup \mathcal{R}_n(\mathcal{A}_n) \), \( \mathcal{A}_n \cup \mathcal{S}_n(\mathcal{A}) \), respectively. Each of the two diagrams has its own non-commutativity error:

**Definition 4** For non-empty sets \( \mathcal{A} \subset \text{dom}(\mathcal{S}_n) \), \( \mathcal{A}_n \subset \text{dom}(\mathcal{R}_n) \), define

1. the *sampling proximity error*

\[
\varepsilon_n^S := \varepsilon(\Psi, \Psi_n, \mathcal{S}_n, \mathcal{A}) := \sup_{a \in \mathcal{A}} d_X(\Psi_n \circ \mathcal{S}_n(a), \Psi(a)),
\]

2. the *reconstruction proximity error*

\[
\varepsilon_n^R := \varepsilon(\Psi, \Psi_n, \mathcal{R}_n, \mathcal{A}_n) := \sup_{a \in \mathcal{A}_n} d_X(\Psi \circ \mathcal{R}_n(a), \Psi_n(a)),
\]

3. the *proximity error*

\[
\varepsilon_n := \varepsilon(\Psi, \Psi_n, \mathcal{S}_n, \mathcal{R}_n, \mathcal{A}, \mathcal{A}_n) := \max(\varepsilon_n^S, \varepsilon_n^R).
\]

We say that the sequence \( ((\mathcal{S}_n, \mathcal{R}_n))_{n \in \mathbb{N}} \) is *proximate with respect to* \( ((\Psi, \Psi_n))_{n \in \mathbb{N}} \) on \( ((\mathcal{A}, \mathcal{A}_n))_{n \in \mathbb{N}} \), if its proximity error \( \varepsilon_n \) converges to 0 as \( n \to \infty \).

**Definition 5** Let \( (X, d) \) be a metric space, \( A \subset X \) a subset, and \( r > 0 \). We define \( \text{dist}(x, A) := \inf \{ d(x, a) \mid a \in A \} \) and the *open and closed r-thickening of A* by

\[
B(A, r) := \{ x \in X \mid \text{dist}(x, A) < r \} \quad \text{and} \quad \bar{B}(A, r) := \{ x \in X \mid \text{dist}(x, A) \leq r \}.
\]

**Lemma 3** Let \( \mathcal{A} \subset C, \mathcal{A}_n \subset C_n \) be valid. Denote by \( \delta_n \) the total consistency error. Then one has for \( \varrho \in [0, \infty) \)

\[
\Psi(\mathcal{A} \cap \mathcal{M}^\varrho) \subset \bar{B}(\Psi_n(\mathcal{S}_n(\mathcal{A}) \cap \mathcal{M}_n^{\varrho+\delta_n}), \varepsilon_n^S),
\]

\[
\Psi_n(\mathcal{A}_n \cap \mathcal{M}^\varrho_n) \subset \bar{B}(\Psi(\mathcal{R}_n(\mathcal{A}_n) \cap \mathcal{M}^{\varrho+\delta_n}), \varepsilon_n^R).
\]

**Proof** For \( x \in \Psi(\mathcal{A} \cap \mathcal{M}^\varrho) \) (if existent), fix an \( a \in \mathcal{A} \cap \mathcal{M}^\varrho \) with \( x = \Psi(a) \). According to Lemma 2, we have that \( \mathcal{S}_n(a) \in \mathcal{S}_n(\mathcal{A}) \cap \mathcal{M}_n^{\varrho+\delta_n} \). Now, the definition of the sampling proximity error implies

\[
d_X(\Psi(a), \Psi_n(\mathcal{S}_n(a))) \leq \varepsilon_n^S,
\]

thus \( \Psi(a) \in \bar{B}(\Psi_n(\mathcal{S}_n(\mathcal{A}) \cap \mathcal{M}_n^{\varrho+\delta_n}), \varepsilon_n^S) \). The proof of the second statement is analogous. \( \square \)

**Lemma 4** In addition to the previous lemma, suppose \( \mathcal{S}_n(\mathcal{A}) \subset \mathcal{A}_n \) and proximity, i.e., \( \varepsilon_n \xrightarrow{n \to \infty} 0 \). Then one has

\[
\Psi(\mathcal{A} \cap \mathcal{M}) \subset \lim_{n \to \infty} \Psi_n(\mathcal{A}_n \cap \mathcal{M}^{\delta_n}_n) \subset \lim_{n \to \infty} \Psi_n(\mathcal{A}_n \cap \mathcal{M}^{2\delta_n}_n) \subset \lim_{n \to \infty} \Psi(\mathcal{R}_n(\mathcal{A}_n) \cap \mathcal{M}^{2\delta_n}).
\]
Proof  We apply the previous lemma twice: once with \( \varrho = 0 \), once with \( \varrho = \delta_n \). By the triangle inequality, one has for all \( n \in \mathbb{N} \):

\[
\Psi(A \cap M) \subset \bar{B}(\Psi_n(A_n \cap M_n^{2\delta_n}), \varepsilon_n^S) \subset \bar{B}(\Psi(R_n(A_n) \cap M^{2\delta_n}), \varepsilon_n^S + \varepsilon_n^R).
\]

Because of the monotonicity properties of \( \text{Li} \) and \( \text{Ls} \), we may apply \( \text{Li} \) and \( \text{Ls} \) to the second term and \( \text{Ls} \) to the third without invalidating the inclusions. The statement then follows from thickening robustness (Lemma 17).

We now establish conditions that allow us to deduce Kuratowski convergence (or even Hausdorff convergence). This will be the focus of Sect. 2.3.2, where Lemma 4 will be used.

2.3 Stability

In order to deduce set convergence of \( \Psi_n(M_n) \) to \( \Psi(M) \) from Lemmas 3 or 4, one requires a reasonable interplay between \( \mathcal{F} \) and \( \Psi \). We term the presence of such an interplay as stability. In the remaining part of this section, we present a qualitative notion of stability: It provides a rather weak, purely qualitative condition for Kuratowski convergence and is strongly related to the concept of lower semi-continuity. For this approach, we will have to transport variational information of \( \mathcal{F} \) forward to \( X \) along \( \Psi \). This is why we introduce the (variational) pushforward first.

2.3.1 Pushforward

Definition 6  Let \( F : Y \to [\infty, \infty] \) be a function and \( \psi : Y \to X \) a mapping to a topological space \( X \). With the convention \( \inf(\emptyset) = \infty \), define the (variational) pushforward of \( F \) along \( \psi \) by

\[
(\psi#F)(x) := \inf \{ F(y) \mid y \in Y : \psi(y) = x \} = \inf_{y \in \psi^{-1}(x)} F(y).
\]

Example 2  For injections, the pushforward reduces to the well-known and frequently used extension by infinity: Assume that \( \Psi : C \hookrightarrow X \) and \( \Psi_n : C_n \hookrightarrow X \) are injections. Then \( \Psi#\mathcal{F} \) and \( (\Psi_n)#\mathcal{F}_n \) are given by

\[
(\Psi#\mathcal{F})(x) = \begin{cases} \mathcal{F}(x), & x \in C \\ \infty, & \text{else} \end{cases}, \quad ((\Psi_n)#\mathcal{F}_n)(x) = \begin{cases} \mathcal{F}_n(x), & x \in C_n \\ \infty, & \text{else} \end{cases}.
\]

This allows one to treat the optimization problems for \( \mathcal{F} \) and \( \mathcal{F}_n \) on a common space.

We list some elementary properties of the pushforward:

Lemma 5  Let \( F : Y \to [\infty, \infty] \) be a function with \( \inf(F) < \infty \), \( \psi : Y \to X \) some mapping and \( \varrho \in [0, \infty[. \) Then one has \( \inf(\psi#F) = \inf(F) \) and

\[
\psi(\arg \min^\varrho(F)) \subset \arg \min^\varrho(\psi#F) = \bigcap_{\sigma > \varrho} \psi(\arg \min^\sigma(F)).
\]

Equality holds, e.g., if for each \( x \in \arg \min^\varrho(\psi#F) \), the function \( F|_{\psi^{-1}(x)} \) attains its infimum.
First, note that $(\psi_\# F)(\psi(y)) = \inf_{a \in \psi^{-1}(\psi(y))} F(a) \leq F(y)$ holds for all $y \in Y$. This leads to $\inf(\psi_\# F) \leq \inf(F)$ and

$$\psi(\arg\min^\varrho(F)) \subset \arg\min^\varrho(\psi_\# F) \quad \text{for all } \varrho \in [0, \infty].$$

(11)

Because of $\inf(\psi_\# F) \leq \inf(F) < \infty$, there exists a sequence $(x_n)_{n \in \mathbb{N}}$ with $(\psi_\# F)(x_n) < \infty$ for all $n \in \mathbb{N}$ and $\liminf_{n \to \infty}(\psi_\# F)(x_n) = \inf(\psi_\# F)$. For each $n \in \mathbb{N}$, $x_n$ has to be in the image of $\psi$ since $(\psi_\# F)(x_n)$ is finite. So, we may choose $y_n \in \psi^{-1}(x_n)$ with $F(y_n) \leq (\psi_\# F)(x_n) + \frac{1}{n}$. This leads to

$$\inf(F) \leq \liminf_{n \to \infty} F(y_n) \leq \liminf_{n \to \infty} ((\psi_\# F)(x_n) + \frac{1}{n}) = \inf(\psi_\# F),$$

thus $\inf(F) = \inf(\psi_\# F)$. The case $\inf(F) = -\infty$ is also included.

From now on, let $\varrho \in [0, \infty]$ be finite. We are going to show

$$\arg\min^\varrho(\psi_\# F) \subset \psi(\arg\min^\sigma(F)) \quad \text{for each } \sigma > \varrho.$$

(12)

To this end, let $x \in \arg\min^\varrho(\psi_\# F)$. Since one has $(\psi_\# F)(x) \leq \inf(\psi_\# F) + \varrho = \inf(F) + \varrho < \infty$, there is a minimizing sequence $(y_n)_{n \in \mathbb{N}}$ of $F|_{\psi^{-1}(x)}$, i.e., $y_n \in \psi^{-1}(x)$ and

$$F(y_n) \leq \inf_{a \in \psi^{-1}(x)} F(a) + \frac{1}{n} = (\psi_\# F)(x) + \frac{1}{n} \leq \inf(\psi_\# F) + \varrho + \frac{1}{n}.$$

For $n > \frac{1}{\sigma - \varrho}$, one has $y_n \in \arg\min^\sigma(F)$ and $x = \psi(y_n) \in \psi(\arg\min^\sigma(F))$. This shows $\arg\min^\varrho(\psi_\# F) \subset \psi(\arg\min^\sigma(F))$ for each $\sigma > \varrho$. Now, (11) and (12) together yield

$$\arg\min^\varrho(\psi_\# F) \subset \bigcap_{\sigma > \varrho} \psi(\arg\min^\sigma(F)) \subset \bigcap_{\sigma > \varrho} \arg\min^\sigma(\psi_\# F) = \arg\min^\varrho(\psi_\# F)$$

which is the first claim. As for the second claim, let $x \in \arg\min^\varrho(\psi_\# F)$ be a point such that the function $F|_{\psi^{-1}(x)}$ attains its infimum, say at $y \in Y$. Then one has for all $z \in Y$ that

$$F(y) = \inf_{a \in \psi^{-1}(x)} F(a) = (\psi_\# F)(x) \leq (\psi_\# F)(\psi(z)) + \varrho \leq F(z) + \varrho,$$

showing $y \in \arg\min^\varrho(F)$ and thus $x = \psi(y) \in \psi(\arg\min^\varrho(F))$. \qed

**Remark 3** Colloquially, the sufficient condition for equality in the preceding lemma can be restated as: Non-empty $\psi$-slices $\psi^{-1}(x)$, $x \in X$ are “small” enough to allow $F|_{\psi^{-1}(x)}$ to be minimizable.
For example, this sufficient condition is met if there is a topology on $Y$ such that for each $\varrho \in [0, \infty]$ and each $x \in X$, the intersection $\arg \min^{\varrho} (F) \cap \psi^{-1}(x)$ is closed and countably compact.

Another relevant case is when $F$ is constant on $\psi$-slices, e.g. when $\psi$ is the quotient map of a group action under which $F$ is invariant.

### 2.3.2 Topological stability

**Definition 7** Let $F : Y \to ]-\infty, \infty]$ be a function, $\psi : Y \to X$ a mapping to a topological space $X$, $K \subset X$ a closed set. We call $F$ topologically stable along $\psi$ over $K$, if

$$K \cap \psi(\arg \min (F)) = \bigcap_{\varrho > 0} K \cap \psi(\arg \min^{\varrho} (F)).$$

The notion of topological stability is a generalization of lower semi-continuity in the context of test mappings. In particular, stability can be understood as “lower semi-continuity at minimizers”.

**Example 3** Let $X$ be a topological space, $K \subset X$ a closed set, and $F : X \to ]-\infty, \infty]$ a lower semi-continuous function on $K$, i.e., the lower level sets of $F|_K$ are closed in $K$ (and thus in $X$ because $K$ is closed). Then $F$ is topologically stable along id$_X$ over $K$.

**Example 4** Let $X$ be a topological space, $Y \subset X$ a closed set, and $F : Y \to ]-\infty, \infty]$ lower semi-continuous on $Y$. Denote by $\psi : Y \hookrightarrow X$ the inclusion mapping. Since $\psi_{\#}F$ is the extension by infinity (see Example 2), it is lower semi-continuous, thus topologically stable on $X$.

**Lemma 6** Let $Y$, $X$ be topological spaces, $F : Y \to ]-\infty, \infty]$, $\psi : Y \to X$, and $K \subset X$ a closed set. Assume $\inf (F) < \infty$, $K \cap \psi(\arg \min^0 (F)) = K \cap \arg \min^0 (\psi_{\#}F)$ for all $\varrho \in [0, \infty]$, and that $\psi_{\#}F$ is lower semi-continuous on $K$.

Then $F$ is topologically stable along $\psi$ over $K$.

**Proof** Note that the set $\arg \min^0 (\psi_{\#}F)$ is closed for all $\varrho \in [0, \infty]$ because $\psi_{\#}F$ is lower semi-continuous. One has by Lemma 5

$$K \cap \psi(\arg \min(F)) = K \cap \arg \min(\psi_{\#}F) = \bigcap_{\varrho > 0} K \cap \arg \min^{\varrho}(\psi_{\#}F) = \bigcap_{\varrho > 0} K \cap \psi(\arg \min^{\varrho}(F)). \qed$$
We arrive at the main theorem of this section.

**Theorem 1** Let \( \mathcal{A} \subset \mathcal{C} \) and \( \mathcal{A}_n \subset \mathcal{C}_n \) be valid sets and let \( \mathcal{K} \subset \mathcal{X} \) be a closed set such that \( \Psi(\mathcal{R}_n(\mathcal{A}_n)) \subset \mathcal{K} \) holds for all sufficiently large \( n \). Assume consistency and proximity, i.e., \( \delta_n \xrightarrow{n \to \infty} 0 \) and \( \epsilon_n \xrightarrow{n \to \infty} 0 \), and topological stability of \( \mathcal{F} \) along \( \Psi \) over \( \mathcal{K} \). Then one has

\[
\lim_{n \to \infty} \Psi_n(\mathcal{A}_n \cap \mathcal{M}_n) \subset \mathcal{K} \cap \Psi(M).
\]

If \( \Psi(M) \subset \Psi(\mathcal{A} \cap \mathcal{M}) \cap \mathcal{K} \) and \( S_n(\mathcal{A}) \subset \mathcal{A}_n \) hold for all sufficiently large \( n \), then one has Kuratowski convergence

\[
\Psi(M) = \lim_{n \to \infty} \Psi_n(\mathcal{A}_n \cap \mathcal{M}_n^\delta_n).
\]

**Proof** From the second statement of Lemma 3 with \( \varphi = 0 \), we have for sufficiently large \( n \in \mathbb{N} \):

\[
\lim_{n \to \infty} \Psi_n(\mathcal{A}_n \cap \mathcal{M}_n) \subset \lim_{n \to \infty} \bar{B}(\Psi(\mathcal{R}_n(\mathcal{A}_n) \cap \mathcal{M}_n^\delta_n), \epsilon_n^R) \subset \lim_{n \to \infty} \bar{B}(\mathcal{K} \cap \Psi(\mathcal{M}_n^\delta_n), \epsilon_n^R).
\]

Using Lemma 17 with \( A_n = \mathcal{K} \cap \Psi(\mathcal{M}_n^\delta_n) \) and \( r_n = \epsilon_n^R \), we obtain

\[
\lim_{n \to \infty} \bar{B}(\mathcal{K} \cap \Psi(\mathcal{M}_n^\delta_n), \epsilon_n^R) = \lim_{n \to \infty} \mathcal{K} \cap \Psi(\mathcal{M}_n^\delta_n) = \bigcap_{n \in \mathbb{N}} \mathcal{K} \cap \Psi(\mathcal{M}_n^\delta_n).
\]

Now, topological stability of \( \mathcal{F} \) along \( \Psi \) over \( \mathcal{K} \) leads to the first statement. In the same way, one shows

\[
\lim_{n \to \infty} \Psi(\mathcal{R}_n(\mathcal{A}_n) \cap \mathcal{M}_n^{2\delta_n}) \subset \lim_{n \to \infty} \mathcal{K} \cap \Psi(\mathcal{M}_n^{2\delta_n}) \subset \mathcal{K} \cap \Psi(M).
\]

The condition \( S_n(\mathcal{A}) \subset \mathcal{A}_n \) allows us to use Lemma 4, leading to

\[
\Psi(\mathcal{A} \cap \mathcal{M}) \subset \lim_{n \to \infty} \Psi_n(\mathcal{A}_n \cap \mathcal{M}_n^\delta_n) \subset \lim_{n \to \infty} \Psi_n(\mathcal{A}_n \cap \mathcal{M}_n^\delta_n) \subset \lim_{n \to \infty} \Psi(\mathcal{R}_n(\mathcal{A}_n) \cap \mathcal{M}_n^{2\delta_n}) \subset \mathcal{K} \cap \Psi(M).
\]

If both \( \Psi(\mathcal{A} \cap \mathcal{M}) \) and \( \mathcal{K} \) contain all images of minimizers \( \Psi(M) \), the above chain of inclusions is closed. In particular, \( \lim_{n \to \infty} \Psi_n(\mathcal{A}_n \cap \mathcal{M}_n^\delta_n) \) exists and coincides with \( \Psi(M) \). \( \square \)

In compact metric spaces, Kuratowski and Hausdorff convergence are equivalent. This leads us immediately to the following result:

**Corollary 3** In addition to all the conditions in Theorem 1, assume that the sets \( \mathcal{M} \) and \( \mathcal{A}_n \cap \mathcal{M}_n^\delta_n \) are non-empty for all sufficiently large \( n \) and that the set \( \mathcal{K} \subset \mathcal{X} \) is compact. Then one has Hausdorff convergence, i.e.,

\[
\lim_{n \to \infty} \text{dist}_{\mathcal{X}}(\Psi(M), \Psi_n(\mathcal{A}_n \cap \mathcal{M}_n^\delta_n)) = 0.
\]
3 Shape space

3.1 The space of inner products

We require a suitable shape space of immersed manifolds for our applications to minimal surfaces. Therefore, we define a space of parameterized (locally) Lipschitz immersions and equip it with a reparameterization-invariant distance. This distance is in terms of zeroth and first derivatives of immersions. It descends to a distance on the shape space, i.e., the quotient space of unparameterized, immersed manifolds.\(^2\)

Before we study Lipschitz immersions we point out some properties of distances between inner products on finite dimensional vector spaces.

Let \( V \) be a \( k \)-dimensional real vector space with \( k \in \mathbb{N} \) and let \( P(V) \) denote the space of positive definite bilinear forms on \( V \). The group \( \text{GL}(V) \) acts from the right on \( P(V) \) via pullback:

\[
\text{GL}(V) \times P(V) \to P(V), \quad (A, b) \mapsto A^#b = b(A \cdot, A \cdot).
\]

As an open set in the vector space \( \text{Sym}(V) \subset V' \otimes V' \) of symmetric bilinear forms on \( V \), the space \( P(V) \) is a smooth manifold with tangent bundle given by \( T_b P(V) := \text{Sym}(V) \). We equip \( P(V) \) with the following Riemannian structure \( g_P \):

\[
g_P|_b(X, Y) := \langle X, Y \rangle_b = \text{tr}(G_e(b)^{-1}G_e(X)^TG_e(b)^{-1}G_e(Y)), \quad (13)
\]

where \( \langle \cdot, \cdot \rangle_b \) denotes the inner product on \( V' \otimes V' \) that is induced by \( b \) (see (13) below for a formula in terms of coordinates). Note that the \( \text{GL}(V) \)-action above is isometric with respect to this Riemannian metric.

For a basis \( e = (e_1, \ldots, e_k) \) of \( V \), we define the Gram mapping which maps a bilinear form to its Gram matrix:

\[
G_e : V' \otimes V' \to \text{Mat}_{k \times k}(\mathbb{R}), \quad X \mapsto (X(e_i, e_j))_{1 \leq i, j \leq k}.
\]

In terms of the Gram mapping, one has the following representation:

\[
g_P(X, Y)|_b = \langle X, Y \rangle_b = \text{tr}(G_e(b)^{-1}G_e(X)^TG_e(b)^{-1}G_e(Y)), \quad (13)
\]

where \( b \in P(V) \) and \( X, Y \in T_b P(V) \).

One can show that \((P(V), g_P)\) is a geodesically convex and complete Riemannian manifold (see [18]). The geodesic starting at \( b \in P(V) \) in direction \( X \in T_b P(V) \) can be expressed as

\[
\gamma(t) = G_e^{-1}\left(L^T \exp (t L^{-T}G_e(X)L^{-1}) L\right),
\]

\(^2\) Contrary to the meaning we associate to it, the term “shape space” is frequently used for certain classes of subsets of \( \mathbb{R}^3 \) modulo the action of the Euclidean group.
where \( L \in \text{Mat}_{k \times k}(V) \) can be any matrix with \( L^T L = G_e(b) \). Moreover, the geodesic distance between \( b \) and \( c \in P(V) \) is given by

\[
d_p(b, c) = |\log (L^{-T} G_e(c) L^{-1})| = \left( \sum_{i=1}^{k} \log(\lambda_i)^2 \right)^{\frac{1}{2}}
\]

(14)

Here, \( |\cdot| \) denotes the Frobenius norm of matrices and \( \lambda_1, \ldots, \lambda_k \) are the eigenvalues of \( G_e(c) \) with respect to \( G_e(b) \).

### 3.2 Oriented Grassmannians

For our metric on shape space we additionally require a notion of distance for maps between oriented Grassmannians.

Let \( V_1, V_2 \), and \( V \) be real vector spaces and denote by \( \text{Mon}(V_1; V_2) \subset \text{Hom}(V_1; V_2) \) the space of all injective linear maps from \( V_1 \) to \( V_2 \). As a short hand notation, we denote the Grassmannian \( G_k(V) \) of oriented \( k \)-dimensional linear subspaces of \( V \) by \( G_k(V) \). Of course, \( G_k(V) = \emptyset \), if \( k > \dim(V) \). Every element \( W \in G_k(V_1) \) can be represented by an oriented linear independent system \((v_1, \ldots, v_k)\) in \( V_1 \) and we write \( W = [v_1, \ldots, v_k] \).

This allows us to define the mapping \( G_k : \text{Mon}(V_1; V_2) \rightarrow C^0(G_k(V_1); G_k(V_2)) \), by setting \( G_k(A)((v_1, \ldots, v_k)) := [A v_1, \ldots, A v_k] \) for each \( A \in \text{Mon}(V_1; V_2) \) and each oriented linear independent system \((v_1, \ldots, v_k)\) in \( V_1 \). Observe that \( G_k(A) \) is also injective.

Let \( d_{G_k} \) be a \( O(V_2, g_2) \)-invariant distance on \( G_k(V_2) \). Since oriented Grassmannians are compact, one may define the distance \( d_\infty \) on \( C^0(G_k(V_1); G_k(V_2)) \) by

\[
d_\infty(h_1, h_2) := \sup_{W \in G_k(V_1)} d_{G_k}(h_1(W), h_2(W)).
\]

Indeed, the compact-open topology on \( C^0(G_k(V_1); G_k(V_2)) \) is generated by \( d_\infty \). Moreover, the image of \( G_k \) is a closed subset of \( C^0(G_k(V_1); G_k(V_2)) \), thus \( G_k(V_1; V_2) := G_k(\text{Mon}(V_1; V_2)) \) equipped with the restriction of \( d_\infty \) is a complete metric space.

Observe that \( G_k(A B) = G_k(A) \circ G_k(B) \) holds for \( B \in \text{Mon}(V_1; V_2) \) and \( A \in \text{Mon}(V_1; V_2) \), thus \( G_k \) is a covariant functor. Moreover, \( d_\infty \) is a \( GL(V_1) \)-invariant metric on \( G_k(V_1; V_2) \).

**Example 5** We are mostly interested in the ray spaces \( G_1(V_1; V_2) \). For an inner product \( g_2 \) on \( V_2 \), an \( O(V_2, g_2) \)-invariant distance \( d_{G_1} \) on \( G_1(V_2) \) is given by

\[
d_{G_1}([u], [v]) = \angle(u, v) = \arccos \left( \frac{g_2(u, v)}{|u|_{g_2} |v|_{g_2}} \right).
\]

Then we have for \( A, B \in \text{Mon}(V_1; V_2) \):

\[
d_\infty(G_1(A), G_1(B)) = \sup_{u \in V_1 \setminus \{0\}} \angle(A u, B u) = \sup_{u \in V_1 \setminus \{0\}} \arccos \left( \frac{g_2(A u, B u)}{|A u|_{g_2} |B u|_{g_2}} \right).
\]
### 3.3 Lipschitz immersions

Throughout this section, $\Sigma$ denotes a compact, $k$-dimensional smooth manifold with smooth boundary. Let $g$ be a smooth Riemannian metric on $\Sigma$. With a slight abuse of notation, we denote with $\text{vol}_g$ not only the Riemannian density induced by $g$, but also the complete measure induced by it. Define the locally trivial fiber bundle $\pi : P_\Sigma \rightarrow \Sigma$ by $P_\Sigma |_x := P(T_x \Sigma)$ for all $x \in \Sigma$, where $P(T_x \Sigma)$ denotes the manifold of positive-definite, symmetric bilinear forms on the tangent space $T_x \Sigma$ (see Sect. 3.1). We equip each fiber with the distance function $d_P$ and define $P(\Sigma) := \{ b : \Sigma \rightarrow P_\Sigma \text{ vol}_g\text{-measurable.} \mid \pi \circ b = \text{id}_\Sigma \text{ vol}_g\text{-a. e.,} \text{ ess sup}_{x \in \Sigma} d_P(b|_x, g|_x) < \infty \} / \sim$ with the equivalence relation $b_1 \sim b_2$ if $b_1 = b_2$ holds $\text{vol}_g$-almost everywhere.

We introduce the distance $d_P$ on $P(\Sigma)$ by $d_P(b_1, b_2) := \text{ess sup}_{x \in \Sigma} d_P(b_1|_x, b_2|_x)$.

Note that neither the space $P(\Sigma)$ nor the distance $d_P$ depend on the choice of $g$ since we assume $\Sigma$ to be compact.

**Definition 8** Denote by $g_0$ the Euclidean metric on $\mathbb{R}^m$. For $f \in W^{1, \infty}(\Sigma; \mathbb{R}^m)$, the tangent map $df$ exists at almost every point $x \in \Sigma$ and we obtain an almost everywhere defined pullback $f^\# g_0$. Following [24], we define the space of Lipschitz immersions as $\text{Imm}(\Sigma; \mathbb{R}^m) := \{ f \in W^{1, \infty}(\Sigma; \mathbb{R}^m) \mid f^\# g_0 \in P(\Sigma) \}$ and equip it with the distance

$$d_{\text{imm}}(f_1, f_2) := \| f_1 - f_2 \|_{L^\infty} + d_P(f_1^\# g_0, f_2^\# g_0) + \text{ess sup}_{x \in \Sigma} d_{\infty}(G_1(df_1|_x), G_1(df_2|_x)).$$

for $f_1, f_2 \in \text{Imm}(\Sigma; \mathbb{R}^m)$.

We would like to point out that this notion of Lipschitz immersion is considerably weaker than the one used, e.g., in [11], for it does not require the constant rank theorem to hold true. As $\text{Imm}(\Sigma; \mathbb{R}^m)$ is an open subset of $W^{1, \infty}(\Sigma; \mathbb{R}^m)$ (see Lemma 21), the following theorem comes as a surprise.

**Theorem 2** The metric space $(\text{Imm}(\Sigma; \mathbb{R}^m), d_{\text{imm}})$ is complete.

**Proof** Fix a smooth Riemannian metric $g$ on $\Sigma$ and a Cauchy sequence $(f_\alpha)_{\alpha \in \mathbb{N}}$ with respect to $d_{\text{imm}}$. Then $(f_\alpha^\# g_0)_{\alpha \in \mathbb{N}}$ is a Cauchy sequence in $(P(\Sigma), d_P)$ and thus it is bounded, i.e., there is an $\ell > 0$ with $\ell_\alpha := d_P(g, f_\alpha^\# g_0) < \ell$ for all $\alpha \in \mathbb{N}$. Moreover,
there is an $N \in \mathbb{N}$ such that one has $d_P(f^#_\alpha g_0, f^#_\beta g_0) < \frac{5}{2}$ for all $\alpha, \beta \geq N$. By Lemma 23, one obtains

$$\|f_\alpha - f_\beta\|_{W^1}\leq \exp (\ell_\alpha) d_{\text{Imm}}(f_\alpha, f_\beta) \leq \exp (\ell) d_{\text{Imm}}(f_\alpha, f_\beta).$$

Thus, $(f_\alpha)_{\alpha \in \mathbb{N}}$ is also a Cauchy sequence in $W^1,\infty (\Sigma; \mathbb{R}^m)$. Hence there is an $f \in W^1,\infty (\Sigma; \mathbb{R}^m)$ such that $\|f_\alpha - f\|_{W^1,\infty} \rightarrow 0$. For sufficiently large $\alpha \in \mathbb{N}$, one has $\|f_\alpha - f\|_{W^1,\infty} < 1/3 \exp (-3/2\ell) < 1/3 \exp (-3/2\ell_\alpha)$ such that we may apply Lemma 21 in order to show that $f \in \text{Imm}(\Sigma; \mathbb{R}^m)$ and to obtain

$$d_{\text{Imm}}(f_\alpha, f) \leq 18 \exp (\frac{3}{2}\ell_\alpha) \|f_\alpha - f\|_{W^1,\infty} \rightarrow 0.$$

Hence $f_\alpha$ converges to $f$ in $(\text{Imm}(\Sigma; \mathbb{R}^m), d_{\text{Imm}})$. \qed

We additionally require Lipschitz immersions that remain Lipschitz immersions when restricted to the boundary. If the embedding $j : \partial \Sigma \hookrightarrow \Sigma$ of the boundary and the Riemannian metric are sufficiently smooth, then the trace operator

$$j^# : W^1,\infty (\Sigma; \mathbb{R}^m) \rightarrow W^1,\infty (\partial \Sigma; \mathbb{R}^m), \quad f \mapsto f|_{\partial \Sigma}$$

is well-defined and continuous. Hence, the point of the following definition is solely to ensure that restrictions are immersions. This is not true for general Lipschitz immersions.

**Definition 9** Let $\Sigma$ be a compact, smooth manifold with boundary. We define the space of strong Lipschitz immersions by

$$\text{Imm}^\times(\Sigma; \mathbb{R}^m) := \{ f \in \text{Imm}(\Sigma; \mathbb{R}^m) \mid f|_{\partial \Sigma} \in \text{Imm}(\partial \Sigma; \mathbb{R}^m) \}$$

and equip it with the graph metric

$$d_{\text{Imm}}^\times(f_1, f_2) := d_{\text{Imm}}(f_1, f_2) + d_{\text{Imm}}(f_1|_{\partial \Sigma}, f_2|_{\partial \Sigma}), \quad \text{for } f_1, f_2 \in \text{Imm}^\times(\Sigma; \mathbb{R}^m).$$

Note that also $(\text{Imm}^\times(\Sigma; \mathbb{R}^m), d_{\text{Imm}}^\times)$ is a complete metric space. Moreover, we have the following trace “theorem”:

**Lemma 7** Let $\Sigma$ be a compact, smooth manifold with boundary. Then the trace mapping

$$\text{res} : (\text{Imm}^\times(\Sigma; \mathbb{R}^m), d_{\text{Imm}}^\times) \rightarrow (\text{Imm}^\times(\partial \Sigma; \mathbb{R}^m), d_{\text{Imm}}^\times), \quad f \mapsto f|_{\partial \Sigma}$$

is Lipschitz continuous with Lipschitz constant 1.

For $\gamma \in \text{Imm}(\partial \Sigma; \mathbb{R}^m)$, we may also define the space of immersions under boundary conditions:

$$\text{Imm}_\gamma(\Sigma; \mathbb{R}^m) := \{ f \in \text{Imm}^\times(\Sigma; \mathbb{R}^m) \mid \text{res}(f) = \gamma \}.$$
3.4 Diffeomorphism group

Let \((\Sigma, g)\) be a compact, smooth Riemannian manifold. We define the group of \textit{Lipschitz diffeomorphisms} by

\[ \text{Diff}(\Sigma) := \{ \varphi \in W^{1,\infty}_g(\Sigma; \Sigma) \mid \varphi \text{ is a bi-Lipschitz homeomorphism} \}, \]

where the group structure is given by

\[ \mu : \text{Diff}(\Sigma) \times \text{Diff}(\Sigma) \to \text{Diff}(\Sigma), \quad (\varphi, \psi) \mapsto \varphi \circ \psi, \]

\[ \iota : \text{Diff}(\Sigma) \to \text{Diff}(\Sigma), \quad \varphi \mapsto \varphi^{-1}. \]

Note that the space \(\text{Diff}(\Sigma)\) does not depend on the choice of the Riemannian metric \(g\). The existence of global Lipschitz constants for \(\varphi\) and \(\varphi^{-1}\) implies \(\varphi^# g, (\varphi^{-1})^# g \in \mathcal{P}(\Sigma)\) for every Riemannian metric \(g\) on \(\Sigma\). The group \(\text{Diff}(\Sigma)\) acts from the right on \(\text{Imm}(\Sigma; \mathbb{R}^m)\) and \(\text{Imm}^X(\Sigma; \mathbb{R}^m)\) via \(L_\varphi(f) \mapsto f \circ \varphi\), for all \(\varphi \in \text{Diff}(\Sigma)\). Since \(\varphi\) is a bi-Lipschitz homeomorphism, the composition \(f \circ \varphi\) is differentiable on the following set of full measure

\[ \varphi^{-1}(\{ z \in \Sigma \mid f \text{ is differentiable at } z \}) \cap \{ y \in \Sigma \mid \varphi \text{ is differentiable at } y \}. \]

Hence, we have the \textit{chain rule}

\[ d(f \circ \varphi)|_x = df|_{\varphi(x)} d\varphi|_x \quad \text{for almost all } x \in \Sigma. \tag{15} \]

where \(d\varphi|_x : T_x \Sigma \to T_x \Sigma\) denotes the tangent map. We point out that this implies that \(L_\varphi\) is an isometry with respect to \(d_{\text{Imm}}\) and \(d^\times_{\text{Imm}}\) for each \(\varphi \in \text{Diff}(\Sigma)\)—a fact that we utilize to analyze the quotient metrics of \(d_{\text{Imm}}\) and \(d^\times_{\text{Imm}}\). Moreover, note that the restriction \(\varphi|_{\partial \Sigma}\) of a Lipschitz diffeomorphism \(\varphi \in \text{Diff}(\Sigma)\) is a Lipschitz diffeomorphism of \(\partial \Sigma\). This constitutes a continuous mapping \(\text{res} : \text{Diff}(\Sigma) \to \text{Diff}(\partial \Sigma)\).

3.5 Quotient space

\textbf{Definition 10} We define the \textit{shape space}

\[ \text{Shape}(\Sigma; \mathbb{R}^m) := \text{Imm}^X(\Sigma; \mathbb{R}^m)/\text{Diff}(\Sigma) \]

and denote by \(\Pi : \text{Imm}^X(\Sigma; \mathbb{R}^m) \to \text{Shape}(\Sigma; \mathbb{R}^m)\) the canonical map. Since \(\text{Diff}(\Sigma)\) acts through isometries, the \textit{quotient semi-metric} \(d_{\text{Shape}}\) can be written as

\[ d_{\text{Shape}}(\Pi(f_1), \Pi(f_2)) = \inf_{\varphi \in \text{Diff}(\Sigma)} d^\times_{\text{Imm}}(f_1, f_2 \circ \varphi) \quad \text{for } f_1, f_2 \in \text{Imm}^X(\Sigma; \mathbb{R}^m). \]
Theorem 3 Let $\Sigma$ be a compact smooth manifold with boundary. Then $(\text{Shape}(\Sigma; \mathbb{R}^m), d_{\text{shape}})$ is a complete metric space.

Proof First, we show that $d_{\text{shape}}$ is a metric. We already know that $d_{\text{shape}}$ is a semi-metric so that this amounts to showing that $d_{\text{shape}}(\Pi(f), \Pi(h)) = 0$ implies $\Pi(f) = \Pi(h)$. Let $f, h \in \text{Imm}^\infty(\Sigma; \mathbb{R}^m)$ and let $\varphi_\alpha \in \text{Diff}(\Sigma)$ be a sequence with $d_{\text{Imm}}(f, h \circ \varphi_\alpha) \to 0$ for $\alpha \to \infty$. We have to find a $\varphi \in \text{Diff}(\Sigma)$ with $f = h \circ \varphi$.

We start by choosing a smooth Riemannian metric $g$ on $\Sigma$ such that the boundary (if it exists) is totally geodesic. This way, for every point $x \in \Sigma$, every neighborhood $U$ of $x$ contains a geodesically convex neighborhood of $x$. Such a Riemannian metric can be constructed, for example, by choosing a cylinder metric on a smooth collar of $\Sigma$ and extending it smoothly.\footnote{A smooth collar of $\Sigma$ is a smooth embedding $\Phi: [0, 1] \times \partial \Sigma \to \Sigma$ such that $\Phi(0, x) = x$ holds for all $x \in \partial \Sigma$. Every paracompact smooth manifold with boundary has a smooth collar.}

Observe that $h_\alpha := h \circ \varphi_\alpha$ converges uniformly to $f$. Moreover, being convergent, $h_\alpha g_0$ is a bounded sequence in $\mathcal{P}(\Sigma)$. Hence there is some $\Lambda_0 \geq 0$ with

$$\|d h_\alpha^{\dagger_g}\|_{L_\infty^g}, \|d h_\alpha\|_{L_\infty^g} \leq \Lambda_0.$$ 

Here, $^{\dagger_g}$ denotes the Moore-Penrose pseudoinverse with respect to the Riemannian metrics $g$ on $\Sigma$ and $g_0$ on $\mathbb{R}^m$. The chain rule (15) yields

$$d h_\alpha|_x = d h|_{\varphi_\alpha(x)} \cdot d \varphi_\alpha|_x \quad \text{and} \quad d h|_x = d h_\alpha|_{\varphi_\alpha^{-1}(x)} \cdot d (\varphi_\alpha^{-1})|_{x}.$$ 

Hence, one obtains $d \varphi_\alpha|_x = (d h|_{\varphi_\alpha(x)})^{\dagger_g} \cdot d h_\alpha|_x$ for almost all $x \in \Sigma$. Thus, there is a $\Lambda \geq 0$ with

$$\|d \varphi_\alpha\|_{L_\infty^g} \leq \|(d h)^{\dagger_g}\|_{L_\infty^g} \cdot \|d h_\alpha\|_{L_\infty^g} \leq \Lambda \quad \text{and} \quad \|(d \varphi_\alpha)^{-1}\|_{L_\infty^g} \leq \|(d h_\alpha)^{\dagger_g}\|_{L_\infty^g} \cdot \|d h\|_{L_\infty^g} \leq \Lambda,$$

showing that the families $(\varphi_\alpha)_{\alpha \in \mathbb{N}}$ and $(\varphi^{-1}_\alpha)_{\alpha \in \mathbb{N}}$ are equicontinuous. Because $\Sigma$ is a compact metric space, the families $(\varphi_\alpha)_{\alpha \in \mathbb{N}}$ and $(\varphi^{-1}_\alpha)_{\alpha \in \mathbb{N}}$ are also pointwise relatively compact. Thus, the Arzelà-Ascoli theorem (see, e.g., [19, Theorem 47.1]) implies the existence of a subsequence (which we also denote by $(\varphi_\alpha)_{\alpha \in \mathbb{N}}$) such that both $\varphi_\alpha \to \varphi$ and $\varphi^{-1}_\alpha \to \varphi^{-1}$ converge in the compact-open topology on $C(\Sigma; \Sigma)$.

Up to now, we know that $\varphi: \Sigma \to \Sigma$ is a homeomorphism and that $f = h \circ \varphi$. We are left to show that both $\varphi$ and $\varphi^{-1}$ are Lipschitz continuous. To this end, let $V_1, \ldots, V_N$ with some $N \in \mathbb{N}$ be a covering of $\Sigma$ by open, relatively compact, and geodesically convex sets. Choose a covering $U_1, \ldots, U_M$ with some $M \in \mathbb{N}$ of $\Sigma$ by open, relatively compact and geodesically convex sets such that each $\varphi(U_i)$ is contained in some $V_j$. Then one has for all $x, y \in U_i$:

$$d_g(\varphi(x), \varphi(y)) \leq d_g(\varphi(x), \varphi_\alpha(x)) + d_g(\varphi_\alpha(x), \varphi_\alpha(y)) + d_g(\varphi_\alpha(y), \varphi(y)) \leq d_g(\varphi(x), \varphi_\alpha(x)) + \|d \varphi_\alpha\|_{L_\infty^g} d_g(x, y) + d_g(\varphi_\alpha(y), \varphi(y)).$$
Applying \( \limsup_{\alpha \to \infty} \) yields \( \|d\varphi\|_{L_\infty} \leq \Lambda \), hence \( \varphi \) is Lipschitz continuous. The same argument shows that \( \varphi^{-1} \) is Lipschitz continuous, too.

Next, we show that \( d_{\text{Shape}} \) is complete. Let \( (x_\alpha)_{\alpha \in \mathbb{N}} \) be a Cauchy sequence in \( \text{Shape}(\Sigma; \mathbb{R}^m) \). It suffices to show that \( (f_\alpha)_{\alpha \in \mathbb{N}} \) has a convergent subsequence. By passing over to an appropriate subsequence, we may suppose that \( d_{\text{Shape}}(x_\alpha, x_\beta) \leq 2^{-(\min(\alpha, \beta)+1)} \) holds for all \( \alpha, \beta \in \mathbb{N} \). Choose \( f_1 \in \Pi^{-1}(x_1) \) arbitrarily and choose \( f_\alpha \in \Pi^{-1}(x_\alpha) \) for \( \alpha > 1 \) recursively with \( d_{\text{Imm}}^\times(f_\alpha-1, f_\alpha) \leq d_{\text{Shape}}(x_\alpha, x_{\alpha+1}) + 2^{-(\alpha+1)} \leq 2^{-\alpha} \). Thus, one has for each pair \( \alpha, \beta \in \mathbb{N} \) with \( \alpha \leq \beta \)

\[
d_{\text{Imm}}^\times(f_\alpha, f_\beta) \leq \sum_{i=\alpha}^{\beta-1} d_{\text{Imm}}^\times(f_i, f_{i+1}) \leq \sum_{i=\alpha}^{\beta-1} 2^{-i} = 2^{-\alpha} \sum_{i=0}^{\beta-\alpha-1} 2^{-i} \leq 2^{-\alpha+1}.
\]

Hence, \( (f_\alpha)_{\alpha \in \mathbb{N}} \) is a Cauchy sequence and thus converges to a point \( f \in \text{Imm}^\times(\Sigma; \mathbb{R}^m) \). Now, \( x_\alpha = \Pi(f_\alpha) \) converges in \( \text{Shape}(\Sigma; \mathbb{R}^m) \) to \( x := \Pi(f) \) since \( \Pi \) is Lipschitz continuous.

**Remark 4** Notice that for \( f_1, f_2 \in \text{Imm}^\times(\Sigma; \mathbb{R}^m) \), the distance \( d_{\text{Shape}}(\Pi(f_1), \Pi(f_2)) \) provides an upper bound for the Fréchet distance

\[
d_F(f_1, f_2) := \inf_{\varphi \in \text{Diff}(\Sigma)} \|f_1 \circ \varphi, f_2 \circ \varphi\|_{L_\infty}
\]
as well as for the Hausdorff distance between the sets \( f_1(\Sigma) \) and \( f_2(\Sigma) \).

The Gauss mapping induced by \( f \in \text{Imm}(\Sigma; \mathbb{R}^m) \) is the measurable mapping \( \tau(f) : \Sigma \to \text{Gr}_k(\mathbb{R}^m) \) defined almost everywhere by \( \tau(f)(x) = (df|_x)(T_x \Sigma) \). Let \( d_{\text{Gr}_k} \) be an \( O(\mathbb{R}^m) \)-invariant metric on \( \text{Gr}_k(\mathbb{R}^m) \). Then there is a constant \( C > 0 \) such that \( d_{\text{Gr}_k}(A(V), B(V)) \leq C d_{G_1}(G_1(A), G_1(B)) \) holds for all \( A, B \in \text{Mon}(V; \mathbb{R}^m) \). For \( f_1, f_2 \in \text{Imm}^\times(\Sigma; \mathbb{R}^m) \), define \( h_i := (f_i, \tau(f_i)) : \Sigma \to \mathbb{R}^m \times \text{Gr}_k(\mathbb{R}^m) \) for \( i \in \{1, 2\} \). Then \( d_{\text{Shape}}(\Pi(f_1), \Pi(f_2)) \) bounds also the Fréchet distance between \( h_1 \) and \( h_2 \).

If \( f_1 \) and \( f_2 \) are embeddings of class \( C^1 \), then \( M_1 := f_1(\Sigma) \) and \( M_2 := f_2(\Sigma) \) are submanifolds of \( \mathbb{R}^m \) and \( d_{\text{Shape}}(\Pi(f_1), \Pi(f_2)) \) yields an upper bound for the Hausdorff distance \( d_{\text{Hsd}}(h_1(\Sigma), h_2(\Sigma)) \) between their tangent bundles.

### 3.6 Volume functionals

Volume functionals on the space of Lipschitz immersions and on shape space are essential for the treatment of least volume problems. In this section, we establish their local Lipschitz continuity. We work with densities instead of the perhaps better known notion of volume forms in order to be able to treat nonorientable manifolds.

To establish notation, we start with the linear case. Let \( V \) be a \( k \)-dimensional real vector space. A density on \( V \) is a function \( \varrho : \prod_{i=1}^{k} V \to \mathbb{R} \) with the properties:

1. For all \( v_1, \ldots, v_k \in V \) and all \( \lambda_1, \ldots, \lambda_k \in \mathbb{R} \) the following holds:

\[
\varrho(\lambda_1 v_1, \ldots, \lambda_k v_k) = |\lambda_1 \cdots \lambda_k| \varrho(v_1, \ldots, v_k).
\]
2. For all \( v_1, \ldots, v_k \in V, \lambda \in \mathbb{R} \) and \( i \neq j \) the following holds:

\[
\varrho(v_1, \ldots, v_{i-1}, v_i + \lambda v_j, v_{i+1}, \ldots, v_k) = \varrho(v_1, \ldots, v_{i-1}, v_i, v_{i+1}, \ldots, v_k).
\]

For a thorough introduction to densities, we refer to [14, pp. 375–382]. Here, we only collect some facts that we need for our purposes. A density \( \varrho \) on \( V \) is called positive, if \( \varrho(e_1, \ldots, e_k) > 0 \) holds for all bases \( e = (e_1, \ldots, e_k) \) of \( V \). Denote the space of positive densities on \( V \) by \( \text{Vol}(V) \). For two positive densities \( \varrho \) and \( \sigma \) denote the unique positive number \( t \in \mathbb{R}_{>0} \) with \( \sigma = t \varrho \) by \( \sigma \varrho \). We define the distance \( d_{\text{Vol}} \) by

\[
d_{\text{Vol}}(\varrho, \sigma) := |\log(\frac{\sigma}{\varrho})| \quad \text{for all } \varrho, \sigma \in \text{Vol}(V).
\]

Notice that every inner product \( g \in \mathcal{P}(V) \) on \( V \) induces a unique positive density, the volume density \( \text{vol}_g \) on \( V \), that satisfies \( \text{vol}_g(e_1, \ldots, e_k) = 1 \) for any \( g \)-orthonormal basis \( e = (e_1, \ldots, e_k) \) of \( V \). Thus, one has

\[
\frac{\text{vol}_b}{\text{vol}_g} = \frac{\det(G_e(b))}{\det(G_e(g))} \quad \text{and} \quad d_{\text{Vol}}(\text{vol}_b, \text{vol}_g) = |\log(\det(G_e(b))) - \log(\det(G_e(g)))|,
\]

for any two elements \( g, b \in \mathcal{P}(V) \) and any basis \( e \) of \( V \). (Again, \( G_e(g) \) and \( G_e(b) \) denote the Gram matrices of \( g \) and \( b \) with respect to the basis \( e \).)

**Lemma 8** The mapping

\[
\text{vol}: \mathcal{P}(V) \to \text{Vol}(V), \quad g \mapsto \text{vol}_g
\]

is Lipschitz-continuous with Lipschitz constant \( \dim(V)^\frac{1}{2} \).

**Proof** Let \( g, b \in \mathcal{P}(V) \) and choose an orthonormal basis \( e = (e_1, \ldots, e_k) \) of \( g \) that diagonalizes \( G_e(b) \). Denoting the eigenvalues \( G_e(b) \) by \( \lambda_1, \ldots, \lambda_k \), we have \( \text{vol}_b = \lambda_1 \cdots \lambda_k \text{vol}_g \). By Hölder’s inequality, this leads to

\[
d_{\text{Vol}}(\text{vol}_g, \text{vol}_b) = |\log(\lambda_1 \cdots \lambda_k)| \leq \sum_{i=1}^{k} |\log(\lambda_i)| \leq \sqrt{k} d_P(g, b), \quad (16)
\]

which shows the statement. \( \square \)

We now generalize this setup to manifolds. Throughout, let \( \Sigma \) be a compact, \( k \)-dimensional smooth manifold with boundary.

**Lemma 9** The volume functional

\[
\mathcal{F}: (\mathcal{P}(\Sigma), d_P) \to \mathbb{R}, \quad g \mapsto \int_{\Sigma} \text{vol}_g
\]

has its modulus of continuity \( \omega_{\mathcal{F}}(g, t) \) bounded by \( \mathcal{F}(g) e^{\sqrt{k} t} \sqrt{k} t \), i.e.,

\[
|\mathcal{F}(b) - \mathcal{F}(g)| \leq \mathcal{F}(g) e^{\sqrt{k} d_P(g, b)} \sqrt{k} d_P(g, b) \quad \text{for all } g, b \in \mathcal{P}(\Sigma).
\]
Proof We abbreviate $\Lambda := \frac{\text{vol}_b}{\text{vol}_g}$. From Lemma 8, we know that
\[
|\log(\Lambda(x))| = d_{\text{vol}}(\text{vol}_g|_x, \text{vol}_b|_x) \leq \sqrt{k} d_P(g|_x, b|_x) \leq \sqrt{k} d_P(g, b).
\]
Together with the estimate $|t - 1| \leq |\log(t)| e^{\log(t)}$ for all $t > 0$, we obtain
\[
|J(b) - J(g)| = \left| \int_{\Sigma} (\text{vol}_b - \text{vol}_g) \right| \leq \int_{\Sigma} |\Lambda - 1| \text{vol}_g \\
\leq J(g) e^{\sqrt{k} d_P(g, b)} \sqrt{k} d_P(g, b).
\]
\[\Box\]

Corollary 4 Let $\omega_F$ be the modulus of continuity of the volume functional
\[
F: (\text{Imm}(\Sigma; \mathbb{R}^m), d_{\text{Imm}}) \to \mathbb{R}, \quad f \mapsto \int_{\Sigma} \text{vol}_f \# g_0.
\]
Then one has $\omega_F(f, t) \leq F(f) e^{\sqrt{k} t} \sqrt{k} t$.

Corollary 5 Let $\Pi_{\#} F : (\text{Shape}(\Sigma; \mathbb{R}^m), d_{\text{Shape}}) \to \mathbb{R}$ be the variational pushforward of $F$ along $\Pi$. Its modulus of continuity $\omega(\Pi_{\#} F)$ satisfies
\[
\omega(\Pi_{\#} F)(x, t) \leq (\Pi_{\#} F)(x) e^{\sqrt{k} t} \sqrt{k} t.
\]

Proof For $x, y \in \text{Shape}(\Sigma; \mathbb{R}^m)$ and $f \in \Pi^{-1}(x), h \in \Pi^{-1}(y)$ observe
\[
|(\Pi_{\#} F)(y) - (\Pi_{\#} F)(x)| = \inf_{\varphi \in \text{Diff}(\Sigma)} |F(h \circ \varphi) - F(f)| \\
\leq \inf_{\varphi \in \text{Diff}(\Sigma)} F(f) e^{\sqrt{k} d_{\text{Imm}}^x(f, h \circ \varphi)} \sqrt{k} d_{\text{Imm}}^x(f, h \circ \varphi) \\
= (\Pi_{\#} F)(x) e^{\sqrt{k} d_{\text{Shape}}(x, y)} \sqrt{k} d_{\text{Shape}}(x, y),
\]
where the last equality holds because of the invariance of the volume functional and the monotonicity of the function $t \mapsto e^{\sqrt{k} t} \sqrt{k} t$. $\Box$

4 Minimal surfaces

As an application of the theory developed in Sect. 2, in particular of Theorem 1, we discuss a variant of the Douglas–Courant problem or least area/volume problem: Among the immersed $k$-dimensional surfaces in $\mathbb{R}^m$ with prescribed topology and Dirichlet boundary conditions find those of minimal $k$-volume. For $k = 2$, minimizers of class $C^2$ are examples of minimal surfaces.

We discretize this problem by searching for volume-minimizers among immersed $k$-dimensional simplicial meshes of fixed combinatorics bounded by a given, closed
(\(k - 1\))-dimensional simplicial mesh. To some extent, this approach can be understood as a nonconforming Ritz–Galerkin method with first order Lagrange elements (piecewise linear finite elements).

The point we would like to make is this: Given a sufficiently well-posed Douglas–Courant problem, i.e., the boundary conditions are such that volume minimizers within the prescribed topological class exist and have a certain uniform regularity, the set of solutions can be approximated by solutions of a discrete Douglas–Courant problem.

We start our exposition by giving a precise definition of minimal surfaces and by stating both the Douglas–Courant problem and the least area/volume problem. Afterwards, we discretize the least area problem and identify the relevant entities occurring in Theorem 1, namely smooth and discrete configuration spaces, functionals and test mappings, as well as sampling and reconstruction operators. Our convergence result then follows from an analysis of consistency and proximity errors.

4.1 Problem formulation

**Definition 11** Let \(\Sigma\) be a 2-dimensional manifold with boundary and let \((M_0, g_0)\) be a smooth Riemannian manifold of dimension \(m \geq 3\). A mapping \(f \in C^0(\Sigma; M_0) \cap C^2(\Sigma^\circ; M_0)\) is called a *minimal surface* if there is a Riemannian metric \(g\) of class \(C^1\) in the interior \(\Sigma^\circ := \Sigma \setminus \partial \Sigma\) and a function \(\varrho \in C^1(\Sigma^\circ; [0, \infty[)\) with

\[
\Delta^{g, g_0} f := \text{tr}_g \text{Hess}^{g, g_0}(f) = 0 \quad \text{and} \quad f^# g_0 = \varrho \quad \text{in} \quad \Sigma^\circ. \tag{17}
\]

The Douglas–Courant problem, also called the Plateau–Douglas problem, can be formulated as follows (see [7] or [2]):

**Problem 1** (Douglas–Courant) Let \(\Sigma\) be a 2-dimensional smooth manifold with boundary and let \(\gamma \in C^0(\partial \Sigma; M_0)\) be an embedding. Find all minimal surfaces \(f\) with \(f|_{\partial \Sigma} = \gamma \circ \varphi\) for some homeomorphism \(\varphi : \partial \Sigma \to \partial \Sigma\).

In the case that \(\Sigma = D\) is the closed unit disk and \(M_0 = \mathbb{R}^3\), this is traditionally referred to as the Plateau problem.

The notion of minimal surfaces has its origin in the least area problem, the 2-dimensional instance of the least volume problem. We give a formulation of this problem in terms of Lipschitz immersions:

**Problem 2** (Least volume problem) Let \(\Sigma\) be a compact, \(k\)-dimensional smooth manifold with boundary. Let \((M_0, g_0)\) be a smooth, \(m\)-dimensional Riemannian manifold with \(m > k\) and let \(\gamma \in \text{Imm}(\partial \Sigma; M_0)\) be a Lipschitz immersion. Given \(\Sigma\) and \(\gamma\), minimize the volume functional

\[
\mathcal{F}(f) = \int_{\Sigma} \text{vol}(f^# g_0)
\]

on the space \(C := \text{Imm}_{\gamma}(\Sigma; M_0)\) of Lipschitz immersions that restrict to \(\gamma\) on the boundary (see Sect. 3).
Remark 5 Note that by using Lipschitz immersions as configuration space, we exclude “hairy” mappings, but we also exclude continuously differentiable mappings with isolated branch points.

We summarize the close relation between the Douglas–Courant problem and the least area problem for Lipschitz immersions in the following statement:

Lemma 10 Let $\Sigma$ be a compact, 2-dimensional smooth manifold with boundary and let $(M_0, g_0)$ be a smooth Riemannian manifold without boundary. Suppose that $\gamma \in \text{Imm}(\partial \Sigma; M_0)$ is a topological embedding and let $f \in C \cap C^2(\Sigma^o; M_0)$ be a Lipschitz immersion that is of class $C^2$ in the interior of $\Sigma$.

Then $f$ is a minimal surface if and only if it is a critical point of $\mathcal{F}|\mathcal{C}$.

4.2 Smooth setting

In the following we use the abbreviations $\tilde{C} := \text{Imm}^\times(\Sigma; \mathbb{R}^m)$, $C := \text{Imm}_c(\Sigma; \mathbb{R}^m)$, and $\mathcal{G} := \text{Diff}(\Sigma)$. Define $\mathcal{X} := \text{Shape}(\Sigma; \mathbb{R}^m) = \tilde{C}/\mathcal{G}$ and denote by $\Psi := \Pi \circ \iota_\gamma : C \rightarrow \tilde{C}$ the composition of the inclusion $\iota_\gamma : C \hookrightarrow \tilde{C}$ and the quotient map $\Pi : \tilde{C} \rightarrow \mathcal{X}$. By Theorem 3, $\mathcal{X}$ equipped with the quotient metric $d_\mathcal{X} := d_{\text{shape}}$ induced by $d_{\text{Imm}}$ is a metric space.

Fix an (arbitrary) Riemannian metric $g$ on $\Sigma$. In the upcoming convergence analysis, we assume that $\gamma$ is an embedding of class $\text{Imm}(\partial \Sigma; \mathbb{R}^m) \cap W^{2,\infty}_g(\partial \Sigma; \mathbb{R}^m)$. In particular, $\gamma$ is a bi-Lipschitzian homeomorphism onto its image. As a priori information, we assume that there is a $s \geq 0$ with $\Psi(\mathcal{A}^s \cap \mathcal{M}) \supset \Psi(\mathcal{M})$, where

$$\mathcal{A}^s := \{ f \in C \cap W^{2,\infty}_g(\Sigma; \mathbb{R}^m) \mid d_\mathcal{F}(g, f^#g_0) \leq s, \| f \|_{W^{2,\infty}_g} \leq s \} \quad \text{for all } s \geq 0.$$ 

That means, every minimizer $\Psi(f) \in \Psi(\mathcal{M}) = \arg \min(\Psi_\# \mathcal{F})$ allows for a “nice” parameterization $f : \Sigma \rightarrow \mathbb{R}^m$ with injective differentials, controlled distortion, and controlled $W^{2,\infty}_g$-norm. The assumption $\Psi(\mathcal{A}^s \cap \mathcal{M}) \supset \Psi(\mathcal{M})$ is satisfied in certain cases: We refer to the detailed regularity theory in Section 2.3 of [4] and in [12]. We point out that we do not state, that our a priori assumptions are always satisfied—not even in the case $k = 2, m = 3$—but at least for a variety of pairs $(\Sigma, \gamma)$.

4.3 Discrete setting

In order to introduce discrete minimal surfaces we require the notion of smooth triangulations. Let $\Delta_k$ be the $k$-dimensional standard simplex of $\mathbb{R}^{k+1}$ with vertices $e_0, \ldots, e_k$, i.e., the standard basis of $\mathbb{R}^{k+1}$. Let $\Sigma$ be a smooth, $k$-dimensional manifold with boundary. For a smooth embedding $\sigma : \Delta_k \rightarrow \Sigma$, define the vertex set

$$V(\sigma) := \{ \sigma(e_0), \ldots, \sigma(e_k) \}.$$

---

4 Most of the results of this section remain true if one uses—instead of $W^{2,\infty}_g(\Sigma; \mathbb{R}^m)$—any other Banach space $\mathcal{B} \supset C^\infty(\Sigma; \mathbb{R}^m)$ that embeds compactly into $W^{1,\infty}_g(\Sigma; \mathbb{R}^m)$. Other natural choices are $C^{\ell,0}_g(\Sigma; \mathbb{R}^m)$ for $\ell \geq 1$, $\alpha \in [0, 1]$ or $W^{\ell, p}_g(\Sigma; \mathbb{R}^m)$ for $\ell \geq 2$, $p > k$. The same applies to the Banach space that describes the regularity of the boundary condition $\gamma$. Note however, that proximity and consistency error rates may be impaired.
A smooth triangulation of $Σ$ is a family

$$\mathcal{T} \subset \{ \sigma : \Delta_k \to Σ \mid \sigma \text{ is a smooth embedding} \}$$

with the following properties:

1. $Σ = \bigcup_{\sigma \in \mathcal{T}} \sigma(\Delta_k)$.
2. For each pair $σ, τ \in \mathcal{T}$ with $σ(\Delta_k) \cap τ(\Delta_k) \neq ∅$, both $σ^{-1}(σ(\Delta_k) \cap τ(\Delta_k))$ and $τ^{-1}(σ(\Delta_k) \cap τ(\Delta_k))$ are $d$-faces of $Δ_k$ for some $0 \leq d \leq k - 1$ and the mapping

$$τ^{-1} \circ σ : σ^{-1}(σ(\Delta_k) \cap τ(\Delta_k)) \to τ^{-1}(σ(\Delta_k) \cap τ(Δ_k))$$

is affine.
3. For each $σ \in \mathcal{T}$ with $σ(Δ_k) \cap \partial Σ \neq ∅$, the set $σ^{-1}(σ(\Delta_k) \cap Σ)$ is a $d$-face of $Δ_k$ for some $0 \leq d \leq k - 1$.

We distinguish between boundary vertices and interior vertices:

$$V(T) := \bigcup_{σ \in T} V(σ), \ V_b(T) := V(T) \cap \partial Σ \text{ and } V_i(T) := V(T) \setminus V_b(T).$$

A smooth triangulation is called finite if its cardinality is finite. Note that every smooth manifold with boundary admits a smooth triangulation (see [28]). For compact manifolds with boundary, there is always a finite smooth triangulation. A smooth triangulation $T$ of a $k$-dimensional smooth manifold $Σ$ with boundary induces a smooth triangulation $T|_{\partial Σ}$ of the boundary $\partial Σ$ in the following way:

$$T|_{\partial Σ} := \{ σ|_A \mid σ \in T \text{ and } A \text{ is a face of } Δ_k \text{ such that } σ(A) \subset \partial Σ \}.$$ 

Moreover, we define the Lagrange basis functions as the unique collection $λ_p, p \in V(T)$ of continuous functions satisfying the following conditions:

1. $λ_p(p) = 1$.
2. $λ_p(q) = 0$ for all $q \in V(T) \setminus \{p\}$.
3. $λ_p \circ σ : Δ_k \to \mathbb{R}$ is the restriction of an affine function for each $σ \in T$.

We formulate the discrete area minimization problem in the following way:

**Problem 3 (Discrete least area problem)** Minimize the discrete volume functional

$$\mathcal{F}_T(f) := \sum_{σ \in \mathcal{T}} \int_{\text{conv}(f(V(σ)))} dH^k,$$

on the discrete configuration space

$$C_T := \left\{ f : V(T) \to \mathbb{R}^m \mid \forall σ \in T : f(V(σ)) \text{ in general position} \right\} \subset \mathbb{R}^m \text{ card}(V(T)).$$

Here, conv denotes the convex hull operator and $H^k$ is the $k$-dimensional Hausdorff measure.
Note that the manifold $\Sigma$ and its triangulation $\mathcal{T}$ do not occur explicitly in the formulation of the problem, only the combinatorics of $\mathcal{T}$.

With the Lagrange basis functions $\lambda_p$, $p \in V(\mathcal{T})$, we define an interpolation operator

$$\tilde{R}_T : \mathbb{R}^m \text{card}(V(\mathcal{T})) \to W^{1,\infty} (\Sigma; \mathbb{R}^m), \quad \tilde{R}_T(f)(x) := \sum_{p \in V(\mathcal{T})} \lambda_p(x) f(p).$$

Note that for every $f \in C_T$, the image of $\tilde{R}_T(f)$ in $\mathbb{R}^m$ is a union of non-degenerate $k$-dimensional Euclidean simplices (hence a triangle mesh if $k = 2$), which implies $\tilde{R}_T(f) \in \text{Imm}^\times (\Sigma; \mathbb{R}^m)$. By construction, we have $\mathcal{F}(\tilde{R}_T(f)) = \mathcal{F}_T(f)$. We define the piecewise smooth mapping

$$\gamma_T : \partial \Sigma \to \mathbb{R}^m, \quad \gamma_T(x) := \sum_{p \in V_b(\mathcal{T})} \lambda_p(x) \gamma(p). \quad (18)$$

Observe that for each $f \in C_T$, the interpolation $\tilde{R}_T(f)$ restricted to $\partial \Sigma$ is identical to $\gamma_T$. Moreover, the image of $\gamma_T$ is a union of embedded $(k-1)$-dimensional simplices, if $\mathcal{T}$ is sufficiently fine.\footnote{This tells us that $C_T = \emptyset$ may occur if the triangulation $\mathcal{T}$ is too coarse at the boundary $\partial \Sigma$.} In general, $\gamma_T$ and $\gamma$ do not coincide which is why we have to modify $\tilde{R}_T$ later in order to obtain a reconstruction operator $R_T : C_T \to C$ (see Sect. 4.6). However, $\tilde{R}_T(f)$ represents the triangle mesh that is used for actual numerics and we aim at comparing $M$ to $\tilde{R}_T(M_T)$. Thus, we define the discrete test mapping $\Psi_T$ by

$$\Psi_T : C_T \to X, \quad f \mapsto (\Pi \circ \tilde{R}_T)(f).$$

We suppose that the discrete minimizers $M_T$ fulfill $M_T \subset \mathcal{R}_T$ with some $r > 0$ and with the set of discrete a priori information defined by

$$\mathcal{R}_T := \{ f \in C_T \mid d_p(g, \tilde{R}_T(f))^\# g_0 \leq r \}.$$ 

This assumption reflects the desire that all simplices of discrete minimizers should be uniformly nondegenerate in the sense that the aspect ratios of the embedded simplices

$$\{ (f \circ \sigma)(\Delta_k) \mid f \in M_T, \sigma \in \mathcal{T} \}$$

are uniformly bounded (see also Remark 6 below).
4.4 Sampling operator

We introduce the operator $\mathcal{S}_T : \mathcal{A}^s \subset C \rightarrow \mathbb{R}^m \operatorname{card}(V(T))$, $f \mapsto f|_{V(T)}$.

It will turn out to be a sampling operator if $s > 0$ and $T$ are appropriately chosen (see Lemma 12). We also define the relative approximation errors $\varrho^0(T)$, $\varrho^1(T)$ of the smooth triangulation $T$ by

$$\varrho^0(T) := \sup_{f \in W^2_{\infty}(\Sigma; \mathbb{R}^m)} \frac{\|f - f_T\|_{L^\infty}}{\|d f\|_{W^1,\infty}}, \quad \varrho^1(T) := \sup_{f \in W^2_{\infty}(\Sigma; \mathbb{R}^m)} \frac{\|d f - d f_T\|_{L^\infty}}{\|d f\|_{W^1,\infty}},$$

where $f_T := (\widetilde{R}_T \circ S_T)(f)$. Moreover, we introduce the following abbreviation:

$$\varrho(T) := \max\{ \varrho^0(T), \varrho^0(T|\partial \Sigma), \varrho^1(T), \varrho^1(T|\partial \Sigma) \}.$$

Lemma 11 Let $(\Sigma, g)$ be a compact, smooth Riemannian manifold with boundary. Then there are finite smooth triangulations with arbitrary small relative approximation errors, i.e., for every $\varepsilon > 0$ there is a finite smooth triangulation $T$ of $\Sigma$ with $\varrho(T) \leq \varepsilon$.

Proof In order to construct a sequence $(T_n)_{n \in \mathbb{N}}$ with $\varrho(T_n) \xrightarrow{n \rightarrow \infty} 0$, one may start with an arbitrary smooth triangulation and successively apply an affine, aspect ratio preserving subdivision scheme to the standard simplex $\Delta_k$. For example, this can be achieved by $4:1$-subdivision in the case $k = 2$. \qed

4.5 Convergence theorem

We have now all ingredients to state the main theorem of this section. Let $\Sigma$ be a compact, $k$-dimensional smooth manifold with boundary, let $g$ be a smooth Riemannian metric on $\Sigma$ and let $\gamma \in \operatorname{Imm}(\partial \Sigma; \mathbb{R}^m) \cap W^{2,\infty}(\partial \Sigma; \mathbb{R}^m)$ be an embedding and hence a bi-Lipschitz homeomorphism onto its image. Let $(T_n)_{n \in \mathbb{N}}$ be a sequence of smooth triangulations of $(\Sigma, g)$ with $\varrho(T_n) \xrightarrow{n \rightarrow \infty} 0$. Instead of $C_{T_n}$, $\mathcal{F}_{T_n}$, $\mathcal{M}_{T_n}$, ..., we shall write $C_n$, $\mathcal{F}_n$, $\mathcal{M}_n$, ... As in Sect. 2, we denote the sets of $\delta$-minimizers by $\mathcal{M}_{\delta} := \arg\min\delta(\mathcal{F}|_C)$ and $\mathcal{M}_n := \arg\min\delta(\mathcal{F}_n)$.

Theorem 4 Suppose $\emptyset \neq \Psi(M) \subset \Psi(\mathcal{A}^r \cap M)$ for some $s \in [0, \infty[$ and that the sets $\mathcal{A}_n^r$ are valid$^6$ for some $r \in ]s, \infty[ \cap \text{all } n \in \mathbb{N}$. Then there is a constant $C \geq 0$ depending on $\Sigma$, $g$, $\gamma$, $s$, $r$ only, such that

$$L_s \xrightarrow{n \rightarrow \infty} \Psi_n(\mathcal{A}_n^r \cap M_n) \subset \Psi(M) = L_t \xrightarrow{n \rightarrow \infty} \Psi_n(\mathcal{A}_n^r \cap M_n)$$

holds with $\delta_n \leq C \varrho_n$ for sufficiently large $n \in \mathbb{N}$. The convergence is with respect to the topology generated by $d_{\text{Shape}}$.

$^6$ See Definition 2.
**Proof** We apply Theorem 1 with $K := X$. We are left with verifying the assumption of this theorem. By Theorem 3, $(X, d_X)$ is a metric space. Validity of $\mathcal{A}^i$ with respect to $(F| C, S_n)$ follows from $\emptyset \neq \Psi(M) \subset \Psi(\mathcal{A}^i \cap M)$ and the validity of $\mathcal{A}_n^i$ was imposed as a condition.

Checking the remaining assumptions is the subject of the remainder of this section. We construct reconstruction operators $R_{T_n}$ in Sect. 4.6. That $S_{T_n}$ and $R_{T_n}$ are indeed sampling and reconstruction operators, i.e., that $S_{T_n}(\mathcal{A}^i) \subset C_{T_n}$ and $R_{T_n}(\mathcal{A}^i_{T_n}) \subset C$ for sufficiently “fine” triangulations, will be established in Lemma 12. The very same lemma will also provide $S_{T_n}(\mathcal{A}^i) \subset A_{rT_n}$. Proximity and consistency errors will be computed in Lemmas 13 and 14. Finally, Lemma 15 shows that $F$ is topologically stable along $\Psi$ over $X$. $\square$

### 4.6 Reconstruction operator

For $\gamma \in \text{Imm}(\partial \Sigma; \mathbb{R}^m) \cap W^{2, \infty}(\partial \Sigma; \mathbb{R}^m)$, $f \in \text{Imm}(\Sigma; \mathbb{R}^m) \cap W^{2, \infty}(\Sigma; \mathbb{R}^m)$, and $\gamma_T$ as defined in (18) we obtain the relative approximation errors:

$$\|\gamma - \gamma_T\|_{W^{1, \infty}} \leq \|d\gamma\|_{W^{1, \infty}} \varrho(T),$$

(19)

$$\|f - (\tilde{R}_T \circ S_T)(f)\|_{W^{1, \infty}} \leq \|d f\|_{W^{1, \infty}} \varrho(T).$$

(20)

Let $\text{ext} : W^{1, \infty}_g(\partial \Sigma; \mathbb{R}^m) \rightarrow W^{1, \infty}_g(\Sigma; \mathbb{R}^m)$ be a continuous, linear extension operator\(^7\) and let $u_T := \text{ext}(\gamma - \gamma_T)$. Now, (19) provides us with the estimate

$$\|u_T\|_{W^{1, \infty}} \leq \|\text{ext}\| \|\gamma - \gamma_T\|_{W^{1, \infty}} \leq \|\text{ext}\| \|d\gamma\|_{W^{1, \infty}} \varrho(T).$$

(21)

We define the following operator:

$$R_T : \mathcal{A}^i_{T_n} \rightarrow W^{1, \infty}_g(\Sigma; \mathbb{R}^m), \quad f \mapsto \tilde{R}_T(f) + u_T.$$  

The following lemma assures us that $S_T$ and $R_T$ are indeed sampling and reconstruction operators, respectively, i.e., $S_T(\mathcal{A}^i) \subset C_T$ and $R_T(\mathcal{A}^i_{T_n}) \subset C$—at least for sufficiently “fine” triangulations. It also verifies the condition $S_T(\mathcal{A}^i) \subset \mathcal{A}^i_{T_n}$ of Theorem 1:

\(^7\) Such an operator can be obtained, e.g., by choosing a smooth collar $\Phi : \partial \Sigma \times [0, 1[ \rightarrow U \subset \Sigma$ and by using the function $\chi : [0, 1[ \rightarrow \mathbb{R}$, $\chi(t) = \exp \left( \frac{t^2}{t^2 - 1} \right)$; Then

$$\text{ext}(u)(x) := \begin{cases} (u \otimes \chi) \circ \Phi^{-1}(x), & x \in U, \\ 0, & x \in \Sigma \setminus U. \end{cases}$$

is the desired extension operator.
Lemma 12 Let \( r > s > 0 \) and \( c > 0 \). Then there is \( q_0 > 0 \) such that for every smooth triangulation \( T \) with \( q(T) \leq q_0 \) the following hold:

\[
\mathcal{S}_T(\mathcal{A}^s) \subset \mathcal{A}^s_T \quad \text{and} \quad \mathcal{R}_T(\mathcal{A}^r_T) \subset C.
\]

**Proof** Let \( f \in \mathcal{A}^s \) and put \( f_T := (\tilde{R}_T \circ S_T)(f) \). By (20), we have \( \| f - f_T \|_{W^1,\infty} \leq s q_0 \). Lemma 21 tells us how small \( q_0 \) has to be (depending on \( s \) only) so that \( f_T \in \text{Imm}(\Sigma; \mathbb{R}^m) \) and thus \( \mathcal{S}_T(f) \in C_T \). From Lemma 18, we infer the inequality

\[
d_P(g, f^g_T) \leq d_P(g, f^g_0) + d_P(f^g_0, f^g_T) \leq s + C(s) q_0
\]

which shows that \( \mathcal{S}_T(f) \in \mathcal{A}^s_T \) if \( q_0 \) is sufficiently small.

Now, let \( f \in \mathcal{A}^r_T \). We have \( \tilde{R}_T(f) \in \text{Imm}^\times(\Sigma; \mathbb{R}^m) \) and \( d_P(g, \tilde{R}_T(f) g_0) \leq r \).

By (21), we obtain

\[
\| \mathcal{R}_T(f) - \tilde{R}_T(f) \|_{W^1,\infty} = \| u_T \|_{W^1,\infty} \leq C \| d_T \|_{W^1,\infty} q_0.
\]

Lemma 21 tells us how \( q_0 \) has to be chosen depending on \( r \) such that \( \mathcal{R}_T(f) \in \tilde{C} \). Since \( \mathcal{R}_T(f) \) fulfills the boundary conditions by construction, we even have \( \mathcal{R}_T(f) \in C \). \( \square \)

### 4.7 Proximity

**Lemma 13** Let \( r > s > 0 \). Then there is \( q_0 > 0 \) and a constant \( C \geq 0 \) such that for all smooth triangulations with \( q(T) \leq q_0 \), one has the following estimates for sampling and reconstruction proximity errors \( \varepsilon^S_T \), \( \varepsilon^R_T \) of \((\Psi, \Psi_T, S_T, R_T)\) on \((\mathcal{A}^s, \mathcal{A}^r_T)\):

\[
\varepsilon^S_T \leq C q(T) \quad \text{and} \quad \varepsilon^R_T \leq C q(T).
\]

**Proof** From Lemma 21, (19), and (20), one obtains for the sampling proximity error:

\[
\varepsilon^S_T = \sup_{f \in \mathcal{A}^s} d_X(\Psi(f), (\Psi_n \circ S_T)(f))
= \sup_{f \in \mathcal{A}^s} d_X(\Pi(f), (\Pi \circ \tilde{R}_T \circ S_T)(f))
\leq \sup_{f \in \mathcal{A}^s} d^\times_{\text{Imm}}(f, (\tilde{R}_T \circ S_T)(f))
\leq \sup_{f \in \mathcal{A}^s} d^\times_{\text{Imm}}(f, (\tilde{R}_T \circ S_T)(f)) + d_{\text{Imm}}(\gamma, \gamma_T)
\leq C(s) \sup_{f \in \mathcal{A}^s} \| f - (\tilde{R}_T \circ S_T)(f) \|_{W^1,\infty} + C \| \gamma - \gamma_T \|_{W^1,\infty} \leq C q(T).
\]
Lemma 21, (19) , and (21) imply for the reconstruction proximity error:

\[
\varepsilon_R = \sup_{f \in \mathcal{A}_R} d_X(\Psi_T(f), (\Psi \circ R_T)(f))
\]

\[
= \sup_{f \in \mathcal{A}_T} d_X((\Pi \circ \tilde{R}_T)(f), (\Pi \circ R_T)(f))
\]

\[
\leq \sup_{f \in \mathcal{A}_T} d_{\text{Imm}}^{\infty}(\tilde{R}_T(f), R_T(f))
\]

\[
\leq \sup_{f \in \mathcal{A}_T} d_{\text{Imm}}(\tilde{R}_T(f), R_T(f)) + d_{\text{Imm}}(\gamma_T, \gamma)
\]

\[
\leq C(s) \sup_{f \in \mathcal{A}_T} \|\tilde{R}_T(f) - R_T(f)\|_{W^{1,\infty}} + C \|\gamma - \gamma_T\|_{W^{1,\infty}}
\]

\[
\leq C(s) \|u_T\|_{W^{1,\infty}} + C \|\gamma - \gamma_T\|_{W^{1,\infty}} \leq C \varrho(T).
\]

\[\square\]

4.8 Consistency

Lemma 14 Let \( r > s > 0 \). Then there is \( \varrho_0 > 0 \) and a constant \( C \geq 0 \) such that for all smooth triangulations with \( \varrho(T) \leq \varrho_0 \), one has the following estimates for sampling and reconstruction consistency errors \( \delta_S^T, \delta_R^T \) of \( (F_T, S_T, R_T) \) with respect to \( F \) on \( (\mathcal{A}_s, \mathcal{A}_r) \):

\[
\delta_S^T \leq C \varrho(T) \quad \text{and} \quad \delta_R^T \leq C \varrho(T).
\]

Proof Fix \( f \in \mathcal{A}_s \) and abbreviate \( f_T := (\tilde{R}_T \circ S_T)(f) \). Observe \( (F_T \circ S_T)(f) = F(f_T) \). By Corollary 4, Lemma 21, and (20), we obtain

\[
(F_T \circ S_T)(f) - F(f) = F(f_T) - F(f)
\]

\[
\leq F(f) e^{\sqrt{k} d_{\text{Imm}}(f_T, f) \sqrt{k} d_{\text{Imm}}(f_T, f)}
\]

\[
\leq C(s) \|f_T - f\|_{W^{1,\infty}} \leq C(s) \varrho(T),
\]

thus the sampling consistency error \( \delta_S^T \) is bounded by \( \delta_S^T \leq C \varrho(T) \).

For \( f \in \mathcal{A}_r \), put \( f_T = \tilde{R}_T(f) \). From local Lipschitz continuity of \( F \) (see Corollary 4) and (21), we deduce

\[
(F \circ R_T)(f) - F_T(f) = F(f_T + u_T) - F(f_T)
\]

\[
\leq F(f_T) C(r) \|u_T\|_{W^{1,\infty}} \leq C(r) \varrho(T).
\]

Thus, we obtain \( \delta_R^T \leq C \varrho(T) \) as desired. \[\square\]
4.9 Topological stability

**Lemma 15** Let $\gamma \in C^1(\partial \Sigma; \mathbb{R}^m)$ be a bi-Lipschitz homeomorphism. Then the function $\Psi_{1\gamma}^\# F$ is topologically stable along $\Psi$ over $\text{Shape}(\Sigma; \mathbb{R}^m)$.

**Proof** We assume $\text{Imm}_\gamma(\Sigma; \mathbb{R}^m) \neq \emptyset$, thus $\inf(t_{\gamma}^\# F) < \infty$. For each $x \in \text{Shape}(\Sigma; \mathbb{R}^m)$ with $(\Psi_{1\gamma}^\# F)(x) < \infty$ there is an $f \in \text{Imm}_\gamma(\Sigma; \mathbb{R}^m)$ with $\Pi(f) = x$. Moreover, $\Psi^{-1}(x)$ is contained in the $\text{Diff}(\Sigma)$-orbit $f \circ \text{Diff}(\Sigma)$ and $F$ is constant on all orbits. Thus, $t_{\gamma}^\# F$ is constant on $\Psi^{-1}(x)$ and we have $(t_{\gamma}^\# F)(f) = \inf_{h \in \Psi^{-1}(x)}(t_{\gamma}^\# F)(h)$. Applying Lemma 5, we obtain

$$\Psi(\arg \min^\# (t_{\gamma}^\# F)) = \arg \min^\# (\Psi_{1\gamma}^\# F).$$

Furthermore, this also shows that

$$(\Psi_{1\gamma}^\# F)(x) = \begin{cases} (\Pi_{\gamma}^\# F)(x), & x \in \Pi(\text{Imm}_\gamma(\Sigma; \mathbb{R}^m)), \\ \infty, & \text{else.} \end{cases}$$

By Lemma 16 below, the set $\Pi(\text{Imm}_\gamma(\Sigma; \mathbb{R}^m))$ is closed and by Corollary 5, the function $(\Pi_{\gamma}^\# F)$ is continuous. Hence $\Psi_{1\gamma}^\# F$ is lower semi-continuous. Finally, Lemma 6 finishes the proof. \[\square\]

**Lemma 16** Let $\Sigma$ be a compact smooth manifold with boundary and let $\gamma$ be a continuously differentiable and bi-Lipschitzian homeomorphism onto its image. Then $\Pi(\text{Imm}_\gamma(\Sigma; \mathbb{R}^m))$ is a closed subset of $\text{Shape}(\Sigma; \mathbb{R}^m)$.

**Proof** Fix a smooth Riemannian metric $g$ on $\Sigma$. Let $(x_n)_{n \in \mathbb{N}}$ be a sequence in the set $\Pi(\text{Imm}_\gamma(\Sigma; \mathbb{R}^m))$ that converges to some $x \in \text{Shape}(\Sigma; \mathbb{R}^m)$. In particular, $(x_n)_{n \in \mathbb{N}}$ is a Cauchy sequence. Let $F_n \in \text{Imm}_\gamma(\Sigma; \mathbb{R}^m)$ such that $\Pi(F_n) = x_n$. We recursively choose $\varphi_n \in \text{Diff}(\Sigma)$ fulfilling $d_{\text{Imm}}(F_{n+1} \circ \varphi_{n+1}, F_n \circ \varphi_n) \leq d_{\text{Shape}}(x_{n+1}, x_n) + 2^{-n}$. This way, $(f_n := F_n \circ \varphi_n)_{n \in \mathbb{N}}$ is also a Cauchy sequence with respect to $d_{\text{Imm}}^\infty$ and thus converges to some $f \in \text{Imm}_\gamma^\infty(\Sigma; \mathbb{R}^m)$ (see Theorem 2). By construction, we have $\Pi(f) = x$ so that it suffices to prove the existence of a $\varphi \in \text{Diff}(\Sigma)$ with $f \circ \varphi^{-1} \in \text{Imm}_\gamma(\Sigma; \mathbb{R}^m)$. We do this by first discussing its restriction onto the boundary.

**Claim 1** $\psi_n := \text{res}(\varphi_n)$ converges in $W^{1, \infty}$ to a $\psi \in \text{Diff}(\partial \Sigma)$.

We have $h_n := \text{res}(f_n) \xrightarrow{n \to \infty} h := \text{res}(f)$ in $d_{\text{Imm}}^\infty$ by Lemma 7. Observe that $h_n = \gamma \circ \psi_n$, thus $h_n$ is actually a bi-Lipschitz homeomorphism onto $\gamma(\partial \Sigma)$. Since $\gamma(\partial \Sigma)$ is compact and thus closed, we also have $h(\partial \Sigma) \subseteq \gamma(\partial \Sigma)$, so that we may define $\psi := \gamma^{-1} \circ h$. Since $d\gamma$ is uniformly continuous, this leads to $\psi_n = \gamma^{-1} \circ h_n \xrightarrow{n \to \infty} \psi$ in $W^{1, \infty}_g$. By the chain rule (15), we have $dh_n|_{\psi_n^{-1}(x)} = d\gamma|_x \cdot d\psi_n|_{\psi_n^{-1}(x)}$. As $dh_n|_{\psi_n^{-1}(x)}$ and $d\gamma|_x$ have the same image in $\mathbb{R}^m$, we may compute

$$d(\psi_n^{-1})|_x = (d\psi_n|_{\psi_n^{-1}(x)})^\dagger = ((d\gamma|_x)^\dagger \cdot dh_n|_{\psi_n^{-1}(x)})^\dagger$$

$$= (dh_n|_{\psi_n^{-1}(x)})^\dagger \cdot d\gamma|_x$$

for $x \in \partial \Sigma$. \[\square\]
Note that \( \psi_n \) is a bijection, hence this shows \( \| d(\psi_n^{-1}) \|_{L^\infty} \leq \| dh_n \|_{L^\infty} \| d\gamma \|_{L^\infty} \). Since \( (h_n)_{n \in \mathbb{N}} \) is bounded in \( d^\infty_{\text{imm}} \), the sequence \( (\psi_n^{-1})_{n \in \mathbb{N}} \) is equicontinuous. Thus there is a subsequence of \( (\psi_n^{-1})_{n \in \mathbb{N}} \) that converges to \( \psi^{-1} \in C^0(\partial \Sigma; \partial \Sigma) \) in the compact-open topology and \( \psi^{-1} \) is Lipschitz continuous. Thus \( \psi \) is a Lipschitz diffeomorphism.

**Claim II** \( \psi \) can be extended to a \( \varphi \in \text{Diff}(\Sigma) \), i.e., one has \( \text{res}(\varphi) = \psi \).\footnote{Note that the restriction mapping \( \text{res} : \text{Diff}(\Sigma) \to \text{Diff}(\partial \Sigma) \) need not be surjective. This can already be observed when \( \Sigma \) is a two-dimensional cylinder.}

Let \( r > 0 \) be the geodesic radius of \( (\partial \Sigma, g) \), i.e., for each \( x \in \partial \Sigma \) the Riemannian exponential map \( \exp_x : K_x \to \partial \Sigma \) with \( K_x := \{ u \in T_x \partial \Sigma \mid |u|_g \leq r \} \) is a smooth diffeomorphism onto its image. Thus, for \( n \in \mathbb{N} \) with \( \sup_{x \in \Sigma} d_g(\psi(x), \psi_n(x)) < r \), there is a unique \( v_n \in W^{1,\infty}(\partial \Sigma; T\partial \Sigma) \) with \( v_n(x) \in T_{\psi(x)} \Sigma \) and \( \psi_n(x) = \exp(v_n(x)) \) for all \( x \in \partial \Sigma \). Now define \( H_n : \partial \Sigma \times [0, 1] \to \partial \Sigma \times [0, 1] \) by \( H_n(x, t) := (\exp_x(t \cdot v_n(x)), t) \) and observe that \( H_n \) is a Lipschitz diffeomorphism for sufficiently large \( n \) and that \( H_n(x, 0) = (\psi(x), 0) \) and \( H_n(x, 1) = (\psi_n(x), 1) \) hold for all \( x \in \partial \Sigma \). We fix such an \( n \in \mathbb{N} \) now.

In order to transport \( H_n \) to \( \Sigma \), we choose a smooth collar \( \Phi : \partial \Sigma \times [0, 2] \to \Sigma \), i.e., a smooth embedding with \( \Phi(x, 0) = x \) for all \( x \in \partial \Sigma \). We define the closed sets \( A := \Phi(\Sigma \times [0, 1]) \) and \( B := \Sigma \setminus \Phi(\partial \Sigma \times [0, 1]) \). We also choose a smooth diffeomorphism \( f : \Sigma \to B \) with \( f \circ \Phi(x, 0) = \Phi(x, 1) \) for all \( x \in \partial \Sigma \). Note that \( f|_{\partial \Sigma} : \partial \Sigma \to A \cap B \) is also a smooth diffeomorphism. The mappings \( \varphi_B := f \circ \varphi_n \circ f^{-1} : B \to B \) and \( \varphi_{A \cap B} := (f|_{\partial \Sigma}) \circ \varphi_n \circ (f|_{\partial \Sigma})^{-1} : A \cap B \to A \cap B \) are Lipschitz diffeomorphisms and one has \( \varphi_B|_{A \cap B} = \varphi_{A \cap B} \). Moreover, the mapping \( \varphi_A = \Phi|_{(\Sigma \times [0, 1]) \setminus \partial \Sigma} \circ H_n \circ (\Phi|_{(\Sigma \times [0, 1])})^{-1} = \text{Diff}(\Sigma) \). Hence there is unique continuous map \( \varphi : \Sigma \to \Sigma \) that makes the following diagram commutative:

\[
\begin{array}{ccc}
A & 
\xrightarrow{\varphi_A} & \Sigma \\
\downarrow & & \downarrow \\
A \cap B & 
\xrightarrow{\varphi_{A \cap B}} & \Sigma \\
\downarrow & & \downarrow \\
A & 
\xrightarrow{\varphi} & B \\
\end{array}
\]

The inverse \( \varphi^{-1} \) exists and is also continuous. Both \( \varphi \) and \( \varphi^{-1} \) are piecewise of class \( W^{1,\infty} \) and continuous. Thus, we have \( \varphi, \varphi^{-1} \in W^{1,\infty}(\Sigma; \Sigma) \), hence \( \varphi \in \text{Diff}(\Sigma) \). For \( x \in \partial \Sigma \subset A \), we have \( \varphi(x) = \varphi_A(x) = \Phi(H_n(x, 0)) = \Phi(\psi(x, 0)) = \psi(x) \), hence \( \text{res}(\varphi) = \psi \) as desired. \( \square \)

### 4.10 Concluding remarks

**Remark 6** The validity of the discrete a priori assumption \( \mathcal{A}_L \) amounts to the existence of a non-degenerating minimizing sequence of simplicial meshes in \( \mathbb{R}^m \). More
Fig. 3 Discrete area minimizers of nonmanifold type spanned into the edge skeleton of a cube. Triple lines are indicated by thick white lines. Observe that the aspect ratios of triangles stabilize under refinement, indicating that the discrete a priori set $\mathcal{A}_{rT}$ is indeed valid.

precisely, $\mathcal{A}_{rT}$ is valid if and only if for each $l \in \mathbb{N}$ there is $f_l \in C_T$ such that $(\mathcal{R}_T(f_l))_{l \in \mathbb{N}}$ is bounded in $d_{\text{Imm}}$ and $\lim_{T \to \infty} \mathcal{F}_T(f_l) = \inf(\mathcal{F}_T)$. In particular, for each $\sigma \in T$, the affine mappings $h_l := R_T(f_l) \circ \sigma : \Delta_k \to \mathbb{R}^m$ have to be bounded in $(\text{Imm}(\Delta_k; \mathbb{R}^m), d_{\text{Imm}})$. This implies uniform bounds on $\|dh_l\|$ and $\|d\hat{h}_l\|$ for all $l \in \mathbb{N}$. Note that $\|dh_l\|$ and $\|d\hat{h}_l\|$ are descriptors for the quality of the simplex $h_l(\Delta_k)$ since $h_l$ is affine. In fact, our experiments have shown, that a degenerating minimizing sequence, such as depicted in Fig. 4, may occur. In the depicted example, this is caused by the non-existence of minimizers in the prescribed topological class. ⁹

Remark 7 It might be possible to infer convergence rates from a thorough analysis of the spectral gap of the Hessians of the area functional in the vicinity of smooth minimizers. However, this is beyond the scope of this paper.
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Appendix A: Thickening robustness of Kuratowski limits

For the tickenings of set as introduced in Definition 5, we require the following result.

Lemma 17 Let $(X, d)$ be a metric space, $r_n \geq 0$ with $\lim_{n \to \infty} r_n = 0$ and $A_n \subset X$. Then one has

$$\lim_{n \to \infty} \bar{B}(A_n, r_n) = \lim_{n \to \infty} A_n \quad \text{and} \quad \lim_{n \to \infty} \tilde{B}(A_n, r_n) = \lim_{n \to \infty} A_n.$$

⁹ Still, the sequence seems to converge in a weaker topology to a “minimizer”, e.g., in the sense of integral currents.
Proof \ Monotonicity of the Kuratowski limits leads to
\[ \varliminf_{n \to \infty} A_n \subset \varliminf_{n \to \infty} \bar{B}(A_n, r_n) \quad \text{and} \quad \varlimsup_{n \to \infty} A_n \subset \varlimsup_{n \to \infty} \bar{B}(A_n, r_n). \]

Fix arbitrary \( a \in \varlimsup_{n \to \infty} \bar{B}(A_n, r_n) \), \( \varepsilon > 0 \), and \( N \in \mathbb{N} \) with \( r_k < \frac{\varepsilon}{3} \) for all \( k \geq N \).
By definition of the Kuratowski limit superior, for each \( n \geq N \) there is a \( k \geq n \) and an \( a_k \in B(a, \frac{\varepsilon}{3}) \cap \bar{B}(A_k, r_k) \).
Now, choose \( x_k \in A_k \cap B(a_k, 2r_k) \) and observe \( d(a, x_k) \leq d(a, a_k) + d(a_k, x_k) < \frac{\varepsilon}{3} + 2r_k \leq \varepsilon \).
Thus, we have \( x_k \in B(a, \varepsilon) \cap A_k \neq \emptyset \) for all such \( k \). This shows \( a \in \varlimsup_{n \to \infty} A_n \).

Analogously, one shows \( \varliminf_{n \to \infty} A_n \supset \varlimsup_{n \to \infty} \bar{B}(A_n, r_n) \).

\[ \square \]

Appendix B: Estimates for Lipschitz immersions

In Lemma 21, we give a lower bound on the amount of \( W^{1,\infty}_g \)-perturbation that may be applied to a given Lipschitz immersion without leaving the space of Lipschitz immersions. Moreover, it allows us to bound \( d_{\text{imm}} \) locally from above by the \( W^{1,\infty}_g \)-distance. Lemma 23 provides us with a reverse local bound.

In the following, we denote the operator norm of a linear operator \( A \) by \( \| A \| \), while we use \( |A| \) for the Frobenius norm. We will often write inner products with which these norms are defined as an index in order to resolve ambiguities.
Lemma 18 Fix $b, g \in P(V)$ and let $X \in T_b P(V) = \text{Sym}(V)$ with $|X|_g < e^{-d_P(b, g)}$. Then $b + X$ is also contained in $P(V)$ and one has
\[ d_P(b, b + X) \leq e^{d_P(g, b)} |X|_g. \]
In particular, $P(V)$ is open in $\text{Sym}(V)$.

**Proof** Choose a $g$-orthonormal basis $e$ of $V$ and define $B := G_e(b), X := G_e(X).$ Let $0 < \lambda_1 \leq \cdots \leq \lambda_k$ be the eigenvalues of $B$. Observe that
\[ \|B^{-1}\| = \lambda_1^{-1} \leq \exp(|\log(\lambda_1)|) \leq \exp(|\log(\lambda_1), \ldots, \log(\lambda_k)|) = e^{d_P(b, g)}. \]
The estimate
\[ \|B^{-\frac{1}{2}}XB^{-\frac{1}{2}}\| \leq \|B^{-1}\| \|X\| \leq \|B^{-1}\| |X| \leq e^{d_P(b, g)} \cdot |X|_g < 1 \]
shows that $B + tX = B^\frac{1}{2}(I_n + tB^{-\frac{1}{2}}XB^{-\frac{1}{2}})B^\frac{1}{2}$ is invertible for all $t \in [0, 1]$. This implies that $B + X$ and thus $b + X$ are positive definite. Now, we have
\[ d_P(b, b + X) = |\log (B^{-\frac{1}{2}}(B + X)B^{-\frac{1}{2}})| \leq |\log (I_k + B^{-\frac{1}{2}}XB^{-\frac{1}{2}})| \]
\[ \leq |B^{-\frac{1}{2}}XB^{-\frac{1}{2}}| = |B^{-1}X| \leq |B^{-1}||X| \leq e^{d_P(g, b)} |X|_g, \]
from which the stated estimate follows. \(\square\)

Lemma 19 Let $(V_i, g_i)$ be finite-dimensional Euclidean spaces for $i \in \{1, 2\}$ and let $A \in \text{Mon}(V_1; V_2)$ be injective and let $B \in \text{Hom}(V_1; V_2)$ with $|A - B|_{g_1, g_2} < \frac{1}{3} \exp(-\frac{3}{2} \ell)$, where $\ell := d_P(g_1, A^g g_2)$. Then also $B$ is injective and one has the estimate
\[ d_P(A^g g_2, B^g g_2) \leq \frac{7}{5} e^{\frac{3}{2} \ell} |A - B|_{g_1, g_2}. \]

**Proof** We use the preceding lemma with $g = g_1, b := A^g g_2,$ and $X := B^g g_2 - A^g g_2$. Choose $g_i$-orthonormal bases $e_i$ of $V_i$ for $i \in \{1, 2\}$ and write $X := G_{e_i}(X).$ Let $A$ and $B$ be the matrix representations of $A$ and $B$, respectively, with respect to these chosen bases. Since $X = A^T(B - A) + (B - A)^T A + (B - A)^T(B - A)$ one obtains
\[ |X|_g = |X| \leq 2\|A^T A\|^{\frac{1}{2}} |B - A| + |B - A|^2 \leq 2 e^{\frac{1}{2} \ell} \cdot |A - B|_{g_1, g_2} + |A - B|^2_{g_1, g_2} \]
\[ < (2 e^{\frac{1}{2} \ell} + \frac{1}{3} e^{-\frac{3}{2} \ell}) \cdot |A - B|_{g_1, g_2} < e^{-\ell}, \]
whenever $|A - B|_{g_1, g_2} < \frac{1}{3} e^{-\frac{3}{2} \ell}$. Finally, one has
\[ d_P(b, b + X) \leq e^\ell |X|_g \leq (2 e^{\frac{3}{2} \ell} + \frac{1}{3} e^{-\frac{3}{2} \ell}) \cdot |A - B|_{g_1, g_2} \leq \frac{7}{5} e^{\frac{3}{2} \ell} |A - B|_{g_1, g_2} \]
by Lemma 18. \(\square\)
Lemma 20 Let \((V_i, g_i)\) be finite-dimensional Euclidean spaces for \(i \in \{1, 2\}\), let \(d_{G_1}\) be defined as in Example 5, and let \(A \in \text{Mon}(V_1; V_2)\) be injective and let \(B \in \text{Hom}(V_1; V_2)\) with \(|A - B|_{g_1,g_2} < \frac{1}{2} \|A\|_{g_1,g_2}^{-1}\). Then also \(B\) is injective and one has the estimate

\[
d_\infty(G_1(A), G_1(B)) \leq \pi \sqrt{24} \|A\|_{g_1,g_2}^{-1} \|A - B\|_{g_1,g_2}.
\]

**Proof** For \(u \in V_i^\prime \setminus \{0\}\) and \(U \in \text{Hom}(V_1; V_2)\) with \(|U| < \frac{1}{2} \|A\|^{-1}\) define the function

\[
F_u(U) := \frac{(A u, (A + U) u)}{|A u| |(A + U) u|}.
\]

This way, one has

\[
d_\infty(G_1(A), G_1(A + U)) = \sup_{u \in V_i^\prime \setminus \{0\}} \arccos(F_u(U)) \leq \pi \sup_{u \in V_i^\prime \setminus \{0\}} \sqrt{2 - 2F_u(U)}.
\]

We use a first order Taylor expansion of \(F_u\) in order to bound \(\sqrt{2 - 2F_u(U)}\) from above. A direct computation shows that

\[
F_u(0) = 1, \quad DF_u(0) = 0, \quad \text{and} \quad |D^2 F_u(U)(V, V)| \leq 24 |V|^2 \|A\|^2
\]

hold for all \(U, V \in \text{Hom}(V_1; V_2)\) with \(|U| < \frac{1}{2} \|A\|\). Taylor’s theorem implies the existence of some \(X \in \text{Hom}(V_1; V_2)\) with \(|X| \leq |U|\) such that

\[
F_u(U) = F_u(0) + DF_u(0) U + \frac{1}{2} D^2 F_u(X)(U, U) = 1 + \frac{1}{2} D^2 F_u(X)(U, U).
\]

Thus, we obtain the bound

\[
\arccos(F_u(U)) \leq \pi \sqrt{2 - 2F_u(U)} = \pi \sqrt{-D^2 F_u(X)(U, U)} \leq \pi \sqrt{24} \|A\| \|U\|. \quad \square
\]

Lemma 21 Let \(f \in \text{Imm}(\Sigma; \mathbb{R}^m), g \in \mathcal{P}(\Sigma),\) and \(h \in W^{1,\infty}(\Sigma; \mathbb{R}^m)\) with \(\|f - h\|_{W^{1,\infty}} < \frac{1}{3} \exp(-\frac{3}{2} \ell)\), where \(\ell := d_P(g, f^\#g_0)\). Then also \(h\) is a Lipschitz immersion and one has

\[
d_{\text{Imm}}(f, h) \leq 18 \exp(\frac{3}{2} \ell) \|f - h\|_{W^{1,\infty}}.
\]

In particular, \(\text{Imm}(\Sigma; \mathbb{R}^m)\) is an open subset in \(W^{1,\infty}_g(\Sigma; \mathbb{R}^m)\).

**Proof** By Lemma 19, one has \(dh|_\Sigma \in \text{Mon}(T_x \Sigma; \mathbb{R}^m)\) for almost all \(x \in \Sigma\). Lemmas 19 and 20 together imply

\[
d_{\text{Imm}}(f, h) \leq \frac{7}{3} e^{\frac{3}{2} \ell} \|f - dh|_\Sigma\| + \pi \sqrt{24} \left( \text{ess sup}_{x \in \Sigma} \|df_x\|_{g_0} \right) \|f - dh\|_{L^\infty}.
\]

Now, \(\|df_x\|_{g_0} \leq e^{\frac{1}{2} \ell} \leq e^{\frac{3}{2} \ell}\) and \(\frac{7}{3} + \pi \sqrt{24} \leq 18\) complete the proof. \(\square\)
Lemma 22 Let $(V_i, g_i)$ be finite-dimensional Euclidean spaces for $i \in \{1, 2\}$ and let $A, B \in \text{Mon}(V_1; V_2)$ with $d_P(A^g_2, B^g_2) < \frac{5}{2}$. Then one has the estimate

$$\|A - B\|_{g_1, g_2} \leq \exp(d_P(g_1, A^g_2)) \left( d_{G_1}(G_1(A), G_1(B)) + d_P(A^g_2, B^g_2) \right).$$

Proof Let $u \in V_1\setminus\{0\}$. Let $v$ and $w \in V_2$ be the unique unit vectors in the rays $G_1(A)(\{u\})$ and $G_1(B)(\{u\})$, respectively. Let $\lambda := |A u|_{g_2}$ and $\mu := |B u|_{g_2}$. With the triangle inequality, we obtain

$$(A - B) u|_{g_2} = |A u - B u|_{g_2} = |\lambda v - \mu w|_{g_2} \leq |\lambda v - \lambda w|_{g_2} + |\lambda w - \mu w|_{g_2} \\
\leq \lambda|v - w|_{g_2} + |\lambda - \mu| \leq \lambda \left( 2 \sin \left( \frac{1}{2} \angle(v, w) \right) + |1 - \frac{\mu}{\lambda}| \right) \\
\leq \|A\|_{g_1, g_2} |u|_{g_1} \left( d_{G_1}(G_1(A), G_1(B)) + |1 - \frac{\mu}{\lambda}| \right).$$

(22)

Next, we choose an orthonormal basis $e$ of $(V_1, A^g_1)$ and denote the eigenvalues of $G_e(B)$ by $0 < \lambda_1 < \cdots < \lambda_k \leq \exp(d_P(A^g_2, B^g_2))$. One has $\sqrt{\lambda_i} \leq \frac{\mu}{\lambda} \leq \sqrt{\lambda_k}$, thus $|1 - \frac{\mu}{\lambda}| \leq \max_{i=1,\ldots,k}|\frac{1}{\sqrt{\lambda_i}} - 1|$. From the inequality $|\sqrt{t} - 1| \leq |\log(t)|$ for all $t \in [0, \exp(5/2)]$, it follows that $|1 - \frac{\mu}{\lambda}| \leq d_P(A^g_2, B^g_2)$. Substitution of this along with the bound $\|A\|_{g_1, g_2} \leq \exp(d_P(g_1, A^g_2))$ into (22) and taking the supremum over all nonzero vectors $u$ leads to the desired result. \qed

This leads us directly to the following lemma.

Lemma 23 Let $(\Sigma, g)$ be a compact Riemannian manifold with boundary and let $f, h \in \text{Imm}(\Sigma; \mathbb{R}^m)$ be Lipschitz immersions with $d_P(f^g_0, h^g_0) < \frac{5}{2}$. Then one has the estimate

$$\|f - h\|_{W_g^1, \infty} \leq \exp(d_P(g, f^g_0)) d_{\text{Imm}}(f, h).$$
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