DEGENERATIONS OF GRASSMANNIANS VIA LATTICE CONFIGURATIONS

XIANG HE, NAIZHEN ZHANG

Abstract. We study degenerations of Grassmannians constructed using convex lattice configurations in Bruhat-Tits buildings. Using techniques from quiver representations, we analyze their special fibers, which are explicitly described as quiver Grassmannians. For a class of lattice configurations, called the locally linearly independent configurations, we show that our construction coincide with Mustafin degenerations, thus generalizing a result of Faltings. In such cases, our analysis of special fibers also generalizes results of Cartwright et al. As an application, we prove a smoothing criterion for limit linear series on arbitrary reducible nodal curves.
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1. Introduction

In this paper, we introduce a class of projective schemes called *linked flag schemes* (Definition 2.4). They are projective schemes representing some moduli functors defined using convex lattice configurations in Bruhat-Tits buildings and produce flat degenerations in various situations. The idea to consider such constructions dates back to Mustafin ([Mus78]) who, based on an earlier work of Mumford ([Mum72]), studied certain flat degenerations of projective spaces — now known as Mustafin varieties (see [CHSW11]), in order to study non-archimedean uniformization of higher-dimensional varieties. Following a result of Faltings’ ([Fal01]), Mustafin varieties are special cases of linked flag schemes, and this description gives a moduli interpretation for them.

Much later on, H"{a}bich ([H"{a}b14]) generalizes the original definition of Mustafin in order to produce flat degenerations of classical flag varieties. However, it was not known whether Faltings’ moduli interpretation for Mustafin varieties generalizes to this generality. It is thus very natural for us to study the problem from the opposite direction, i.e. if we consider schemes representing the natural generalization of Faltings’ functors, when do they exhibit nice properties (eg. flatness, integrality, Cohen-Macaulayness)?

The current paper focuses on a special case of linked flag schemes, namely *linked Grassmannians*, which will be denoted by $LG_r(\Gamma)$, where $r$ is the dimension of the subspace and $\Gamma$ is a convex lattice configuration. We restrict our base schemes to be spectra of discrete valuation rings.

Historically, Osserman first came up with the notion of linked Grassmannians in [Oss06], where his main motivation was to provide a more functorial construction of the moduli of degenerations of linear series on smooth projective curves, a.k.a. the moduli of *limit linear series*. Although formulated differently, Osserman’s linked Grassmannians are relative quiver Grassmannians over a base scheme, which is allowed to be an arbitrary integral, Cohen-Macaulay scheme, with respect to some desired ambient representations of the double quiver of a type-$A_n$ quiver. Later in [Oss14], Osserman generalized this notion by allowing arbitrary underlying connected quivers, and called the new objects *pre-linked Grassmannian*. However, unlike in the original version, these objects are less well-behaved in general; for example, they are not always flat over the base.\(^1\) Throughout this paper, we shall refer to Osserman’s original definition of linked Grassmannian as *Osserman’s linked Grassmannian*; the terminology *pre-linked Grassmannian* will also be reserved for Osserman’s construction to avoid confusion.

Inspired by an earlier work of Hahn and Li ([HL20]), which connects the study of Osserman’s linked Grassmannian with classical Mustafin varieties and local models of Shimura varieties, our current formulation of linked Grassmannians has a couple of advantages. First of all, one may apply ingredients in Bruhat-Tits theory and tropical geometry to talk about structures which are otherwise harder to describe. Secondly, it shows a natural connection with quiver representations and thus allows for new techniques which weren’t considered by Osserman or Hahn and Li. More precisely, for each convex lattice configuration $\Gamma$, the special fiber $LG_r(\Gamma)_0$ of the linked Grassmannian $LG_r(\Gamma)$ is a quiver Grassmannian associated to a finite quiver $(Q(\Gamma), J_\Gamma)$ with relations induced from $\Gamma$, which parametrizes subrepresentations of a representation $M_{\Gamma}$ of $(Q(\Gamma), J_\Gamma)$. This

\(^1\)It is also not known how to impose further restrictions on the ambient representations so that the resulting pre-linked Grassmannians become flat.
allows us to translate many problems about the geometry of $LG_r(\Gamma)_0$ into constructing or classifying subrepresentations of $M_{\Gamma}$, eventually generalizing various results in the literature. Our main theorem is the following:

**Theorem 1.1** (Proposition 3.7, Theorem 3.8, 3.12). *Let $\Gamma$ be a locally linearly independent lattice configuration (Definition 2.17). We obtain a stratification of $LG_r(\Gamma)_0$ indexed by subrepresentations of $M_{\Gamma}$ (which we completely classify). We describe concretely the closure of each stratum, and hence classify the irreducible components of $LG_r(\Gamma)_0$. As a result, we show that $LG_r(\Gamma)$ is Cohen-Macaulay, integral, and flat over the base with reduced fibers. In particular, it coincides with the Mustafin degeneration.*

Our theorem generalizes Faltings’ moduli interpretation for classical Mustafin varieties to a larger class of Mustafin degenerations. Moreover, our stratification of the special fiber and classification of its irreducible components extends the corresponding results in [CHSW11] for $r = 1$. As a byproduct, we also obtained a classification of the irreducible components of Osserman’s linked Grassmannian over an algebraically closed field (3.10), thus answering an open question in [Oss06].

As already pointed out by Hahn and Li ([HL20, §2.6]), the standard local model of Shimura varieties in [Gör01] can be interpreted as linked Grassmannians for some specific convex lattice configurations, which are in general not locally linearly independent. In [Gör01], Görtz showed that such linked Grassmannians are flat over the base, with reduced fibers, and the irreducible components are normal with rational singularities. Although considering different lattice configurations and proved using distinct methods, our main theorem above can be seen as analogous to the main results of loc.cit. Besides the theoretical interest of its own right, our construction has direct application to the study of limit linear series. The theory of limit linear series was invented by Eisenbud and Harris [EH86] to prove several results in Brill-Noether theory, while providing a simplified proof of the celebrated Brill-Noether Theorem. It turns out to be a powerful tool for studying the geometry of algebraic curves. For example, Eisenbud and Harris used it to establish the birational type of moduli spaces of curves $M_g$ ($g \geq 24$) ([HMS82, EH87]). It was originally defined for curves of compact type, i.e. curves whose dual graph is a tree, and later generalized by Osserman ([Oss19b]) to all nodal curves. Just as the moduli of linear series on a smooth projective curve are closed subschemes of Grassmannians, the construction of moduli of Osserman-style limit linear series involves linked Grassmannians. More precisely, Osserman defines auxiliary objects called *linked linear series* ([Oss14]), whose moduli schemes we now know are (DVR-locally) closed subschemes of linked Grassmannians (Theorem 1.2) and admit natural forgetful maps to moduli of limit linear series.

The classic smoothing theorem of Eisenbud and Harris (Theorem 3.4, [EH86]) states that if the moduli space of limit linear series on a compact-type curve is dimensionally proper, then every limit linear series can be realized as the limit of linear series on nearby smooth curves. This was later extended by Osserman using his theory of linked Grassmannian, to curves of *pseudo-compact type*, i.e. curves whose dual graphs contain no cycle of length at least 3.
However, to generalize Osserman's result to other non-compact type curves, one has to consider more general linked Grassmannians. Very often, knowing the geometric properties (e.g. irreducibility) of the involved linked Grassmannians is crucial. In that regard, we have

**Theorem 1.2** (Proposition 4.15, Theorem 4.17). For an arbitrary nodal curve, the moduli of linked linear series is a closed subscheme of a scheme projective over the base which is DVR-locally a linked Grassmannian associated to a convex lattice configuration.

Moreover, when the aforementioned linked Grassmannians satisfy certain conditions, (e.g. when they are all locally linearly independent as in Theorem 1.1), and the moduli of limit linear series has correct dimension, all the limit linear series smooth out.

It is worth-mentioning that linked linear series have proved to be useful in studying more difficult question in Brill-Noether theory, such as the strong maximal rank conjecture (see [AF11]). In [LOtiBZ18], it played an essential role in verifying the conjecture in certain cases which are recently shown to imply that the moduli spaces of curves $\mathcal{M}_{22}$ and $\mathcal{M}_{23}$ are of general type ([FJP20]). Since the study of linked linear series is very closely related to the study of linked Grassmannians, it provides extra motivation for further development of the current project.

On the other hand, recently the authors (joint with E. Cotterill) constructed the moduli of inclusion of limit linear series ([CHZ20]), which roughly considers degenerations of two-term flags of linear series on curves where the sub-series has fixed amount of base-points. (Equivalently, they can be seen as linear series on curves, whose images are exceptional with respect to their secant planes.) The notion of *linked chains of flags* naturally arose in the main construction of *loc. cit*. We believe that an in-depth study of (two-term) linked flag schemes will both simplify and generalize the existing constructions.

In another related direction, our theory also provide potential tools for lifting divisors on the graph $G$ associated to a regular smoothing family $X$ (Definition 4.13) to divisors on the generic fiber $X_\eta$ of the same rank. More precisely, this can be achieved by showing that the moduli space of limit linear series has expected dimension ([Oss16, Liu18, He18a]), lifting the divisor on $G$ to a limit linear series on the special fiber $X_0$, and applying the corresponding smoothing theorem of limit linear series. A similar approach can be found in [He19, §5]. See also [BJ16, §10] for a survey on this problem, and [He18b] for results of lifting divisors while preserving both the rank and ramifications. We expect to extend the lifting results to graphs $G$ beyond those mentioned in [BJ16] by applying our new smoothing criterion.

**Roadmap.** The plan for the remainder of this paper is as follows. In Section 2 we first give the functor of points (2.2) of the linked Grassmannian $LG_r(\Gamma)$ over a DVR associated to any finite convex lattice configuration $\Gamma$ (the notion also generalizes to linked flag schemes). We then establish the quiver representation-theoretic foundation for analyzing the topology and geometry of $LG_r(\Gamma)$. More concretely, we associate to $\Gamma$ a finite quiver with relation $(Q(\Gamma), J_\Gamma)$ (2.7, 2.9) and describe its bound quiver algebra $A_r$ (2.15). Moreover, we obtain a representation $M_r$ of $A_r$ (2.10, 2.12, 2.15), encoding the topology and geometry of the special fiber of $LG_r(\Gamma)$. The definition of *locally linearly independent configurations* is given in 2.17. We conclude Section 2 with motivating

---

2For technical precision, see Section 4.1.
examples including Osserman’s linked Grassmannian (2.3.1), the standard local model of certain Shimura varieties (2.3.2) and the construction of moduli of limit linear series (2.3.3).

In Section 3, we prove that when \( \Gamma \) is locally linearly independent, \( LG_r(\Gamma) \) is integral, flat over the base, and Cohen-Macaulay with reduced fibers (3.12). As a result, it coincides with the Mustafin degeneration \( M_r(\Gamma) \), for which the Cohen Macaulayness and reducedness of the special fiber was unknown. The main effort was devoted to proving the irreducibility, which involves classifying subrepresentations of \( M_r \) (3.1, 3.2), as well as the description of the irreducible components of the special fiber \( LG_r(\Gamma)_0 \) and their general points (3.8). As a byproduct, we give a concrete stratification of \( LG_r(\Gamma)_0 \) (3.8), and provide a way to calculate the dimensions of the strata using standard techniques from quiver representations (3.5, 3.6). The proof of the rest of our main theorem is by a similar argument as in the case of Osserman’s linked Grassmannian ([HO08]).

In Section 4, we establish a smoothing criterion for limit linear series on arbitrary reducible nodal curves (4.17). This is done in the following way: the moduli scheme \( \mathcal{G} \) of such limit linear series on a family of curves is known to be a determinantal locus inside a particular projective scheme \( \mathcal{G}^2 \). Since the data of multidegrees of a limit linear series give a tropically convex set (4.11), \( \mathcal{G}^2 \) admits a natural morphism \( \pi \) from a projective scheme which is DVR-locally a linked Grassmannian (4.15). When \( \pi \) is surjective and those linked Grassmannians are all irreducible, one can conclude that \( \mathcal{G} \) has relative dimension no less than expected over the base of the family, and hence conclude the smoothing theorem as classically stated. We end by giving two examples (4.4.1, 4.4.2) where the surjectivity and irreducibility are verified to show the validity of our smoothing criterion, the second of which considers curves not of pseudo-compact type.

After the appearance of the first version of the paper on arxiv, we were kindly informed by Ulrich Görtz that the equational description of Mustafin degenerations we cited from [Häb14] is flawed. This called for a significant re-writing of the paper, which led to the present version. We find it helpful to include Görtz’s counterexample to the aforementioned description so that the curious readers may be aware of the issue.

Notations and conventions.

**Notation 1.3.** Throughout the paper, \( \kappa \) will always be an algebraically closed field, \( R \) will always be a discrete valuation ring with residue field \( \kappa \) and fraction field \( K \), and \( \pi \) will always be a uniformizer of \( R \). We do not assume \( \kappa \) is of characteristic zero unless otherwise stated. In Section 4, we will assume \( R \) to be also complete, but we do not make extra assumption on \( R \) elsewhere.

**Notation 1.4.** We use \( V \) to denote a \( d \) dimensional vector space over \( K \). We denote \( \mathfrak{B}_d \) for the Bruhat-Tits building associated to \( \text{PGL}(V) \) ([AB08, §6.9]. See also [CHSW11, §2]). We also denote \( \mathfrak{B}_d^0 \) to be the set of homothety classes of lattices in \( V \).\(^3\)

**Notation 1.5.** For a graph \( G \), we denote by \( V(G) \) and \( E(G) \) the set of vertices and edges of \( G \), respectively. If \( \ell \) is a path (e.g. a directed edge) in \( G \), we denote \( s(\ell) \), \( t(\ell) \) for its source and target respectively. By a cycle we mean a path \( \ell \) such that \( s(\ell) = t(\ell) \) is the only repeating vertex.

\(^3\)Recall that the affine building for \( \text{PGL}_n \) is also the affine building for \( \text{SL}_n \).
Notation 1.6. Let \( n \) be any positive integer. We denote \( n \) to be the dimension vector \( (n, \ldots, n) \) of representations of a given quiver \( Q \). We denote by \( [n] \) the set \( \{1, \ldots, n\} \).

Convention on quiver representations. We refer the readers to [ASS06] for basic theory of quiver representations. Throughout the paper, quiver Grassmannians are defined over \( \kappa \). Assume that we are given a representation \( M \) of a quiver \( Q = (Q_0, Q_1) \) with the data \( (f_\ell)_{\ell \in Q_1} \) of linear maps between the underlying vector spaces \( (M_\ell)_{\ell \in Q_0} \). A subrepresentation of \( M \) is represented by a tuple of vector spaces \( (U_\ell)_{\ell \in Q_0} \) such that \( U_\ell \subseteq M_\ell \) and \( f_\ell(U_\ell) \subseteq U_{\ell(f)} \), \( \forall \ell \in Q_1 \). For a path \( \ell' = \ell_n \cdots \ell_1 \in Q \) where \( \ell_i \in Q_1 \) we denote \( f_{\ell'} \) the compositions of all \( f_\ell \).

Convention on the path algebra. Let \( \kappa Q \) be the path algebra of a quiver \( Q = (Q_0, Q_1) \). We adopt the right-to-left convention when describing multiplication in \( \kappa Q \): let \( \ell_1, \ell_2 \) be two paths in \( Q \). \( \ell_2 \cdot \ell_1 \) will be the element in \( \kappa Q \) corresponding to the concatenation of the two paths if \( t(\ell_1) = s(\ell_2) \), and 0 otherwise. Note that this is opposite to the convention in [ASS06]. In particular, our path algebra \( \kappa Q \) is the opposite ring of the corresponding definition in loc. cit., and therefore when citing results thereof, “right modules” are replaced by “left modules”. We adopt this convention in consistency with our convention for composition of morphisms. Moreover, we shall denote \( e_i \) for the idempotent element corresponding to a vertex \( i \in Q_0 \) and \( R_Q \) to be the ideal of \( \kappa Q \) generated by all the elements in \( Q_1 \), i.e. the arrow ideal of \( \kappa Q \) ([ASS06, Definition II.1.9]).
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2. Linked Grassmannian: Definition and Basic Properties

In this section, we start by giving the general definition of a linked flag scheme via the moduli functor it represents. Afterwards and throughout the rest of the paper, we shall focus on the special case of linked Grassmannians, and mostly on the cases corresponding to locally linearly independent lattice configurations (Definition 2.17). This section also contains the representation-theoretic preliminaries needed in the rest of the paper.

2.1. Definition and basic properties. Recall that \( R \) is a discrete valuation ring with fraction field \( K \) and algebraically closed residue field \( \kappa \). Fix a uniformizer \( \pi \) of \( R \). Let \( V \) be a vector space of dimension \( d \) over \( K \). Let \( \Gamma = \{|[L_i]|\}_{i \in I} \subseteq \mathfrak{B}^d_A \) be a convex collection of homothety classes of lattices in \( V \). This means that for any two lattices \( L_1, L_2 \) such that \([L_1], [L_2] \in \Gamma \), we have \([L_1 \cap L_2] \in \Gamma \). Let \( \underline{d} = (d_1, \ldots, d_m) \) where \( 0 < d_m < \cdots < d_1 < d \) are positive integers.

Notation 2.1. Fix a set of representatives \( \{L_i\}_{i \in I} \) of \( \Gamma \). For each pair \((i, j) \in I^2 \) let \( n_{i,j} \) be the minimal integer such that \( \pi^{n_{i,j}} L_i \subseteq L_j \). Denote by \( f_{i,j} \) the map from \( L_i \) to \( L_j \) induced by multiplying with \( \pi^{n_{i,j}} \). For each \( i, j \in I \) denote \( \underline{T}_i = L_i/\pi L_i \) and \( f_{i,j}: \underline{T}_i \to \underline{T}_j \) the map induced by \( F_{i,j} \).
Definition 2.2. Let $\mathcal{LF}_d(\Gamma)$ be the functor on $R$-schemes $T$ such that a $T$-valued point of $\mathcal{LF}_d(\Gamma)$ is a collection of rank-$d$ subbundles $\mathcal{E}_i^m \hookrightarrow \cdots \hookrightarrow \mathcal{E}_i^1$ of $L_i \otimes \mathcal{O}_T$, one for each $i \in I$, such that for each possible inclusion $\pi^k : L_a \hookrightarrow L_b$ where $k \in \mathbb{Z}$, the induced morphism $L_a \otimes \mathcal{O}_T \to L_b \otimes \mathcal{O}_T$ maps $\mathcal{E}_i^j$ to $\mathcal{E}_b^j$ for all $j$. If $m = 1$, we denote the functor by $\mathcal{LG}_d(\Gamma)$ instead.

Proposition 2.3. The functor $\mathcal{LF}_d(\Gamma)$ is represented by a scheme $LF_d(\Gamma)$ projective over $R$ which is independent of the choice of representatives $L_i$.

Proof. Let $\text{Flag}_d(L_i)$ be the flag scheme of $L_i$ over $\text{Spec}(R)$ with universal flag

$$\mathcal{E}_i^m \hookrightarrow \cdots \hookrightarrow \mathcal{E}_i^1 \hookrightarrow \mathcal{O}_i := L_i \otimes \mathcal{O}_{\text{Flag}_d(L_i)}.$$ \hfill \Box

Then $LF_d(\Gamma)$ is the closed subscheme of the $R$-fiber product $\prod_{i \in I} \text{Flag}_d(L_i)$ which is the intersection of the vanishing loci of the composition of the morphisms

$$\mathcal{E}_i^j \hookrightarrow \mathcal{O}_i \rightarrow \mathcal{E}_i^{j+1} \rightarrow \mathcal{O}_i \rightarrow \mathcal{O}_i / \mathcal{E}_i^j$$

for all $1 \leq j \leq m$ and $(i_1, i_2) \in I^2$. Hence $LF_d(\Gamma)$ is projective. Moreover, scaling $L_i$ gives an isomorphism between $LF_d(\Gamma)$s with respect to different choices of representatives of lattice classes in $\Gamma$.

Definition 2.4. We shall call $LF_d(\Gamma)$ the linked flag scheme of index $d$ associated to $\Gamma$. We shall call it a linked Grassmannian and denote by $LG_d(\Gamma)$ whenever $m = 1$.

By definition, $LF_d(\Gamma)$ is a closed subscheme of the $R$-fibered product $\prod_{i \in I} \text{Flag}_d(L_i)$ whose generic fiber is the “diagonal” $\text{Flag}_d(V)$. A closely related notion is the Mustafin degenerations introduced by H"abich [H"ab14], which generalizes the notion of Mustafin varieties ([Mus78]) and provides flat degenerations of flag varieties.

Definition 2.5. [H"ab14, Definition 2.1] The Mustafin degeneration associated to $\Gamma$ is the scheme theoretic image of the natural morphism $\text{Flag}_d(V) \to \prod_{i \in I} \text{Flag}_d(L_i)$, where the product on the right is fibered over $R$. We shall denote it by $M_d(\Gamma)$ in general and $M_d(\Gamma)$ when $m = 1$.

Note that Mustafin varieties are just the special case of Mustafin degenerations where $m = d_1 = 1$. By construction, we have a natural inclusion $\iota : M_d(\Gamma) \to LF_d(\Gamma)$ realizing the Mustafin degeneration as a closed subscheme of the corresponding linked flag scheme. When $m = d_1 = 1$, it is the well-known that $\iota$ is an isomorphism (cf. [HL20]), and this is proved by Faltings [Fal01, §5].

Theorem 2.6. We have $LG_1(\Gamma) = M_1(\Gamma)$ as schemes.

From now on, we shall focus on the case $m = 1$, i.e., linked Grassmannians, and replace $d_1$ with $r$. We shall see that for certain class of $\Gamma$, $\iota$ is also an isomorphism of schemes in this case (Section 3). In order to do so, we will first analyze the topology of the special fiber $LG_r(\Gamma)_0$ of $LG_r(\Gamma)$ via the technique of quiver representations. The latter turns out to be useful, because one can naturally associate a quiver with relations to any convex collection of homothety classes of lattices. Following Notation 2.1, we define the $\Gamma$-weight of a sequence $(i_1, ..., i_s)$ in $I$ to be $\sum_{k=1}^{s-1} n_{i_k, i_{k+1}}$. We will simply call it the weight if the context is clear.

\footnote{In [H"ab14] the author gave an “equational description” of the Mustafin degenerations below Definition 2.1. This is not necessarily true due to a counter-example provided to us by Ulrich G"oertz. See Appendix A.}
**Definition 2.7.** Following Notation 2.1, the quiver associated to a convex configuration $\Gamma$ is defined to be a pair $(Q(\Gamma), J_\Gamma)$, where $Q(\Gamma)$ is a finite quiver and $J_\Gamma$ is an ideal of $\kappa Q(\Gamma)$ such that

- Let $Q(\Gamma)' = (Q(\Gamma)'_0, Q(\Gamma)'_1)$ be the quiver such that $Q(\Gamma)'_0 = I$ and $Q(\Gamma)'_1 = \{(i, j) \in I^2 \mid i \neq j\}$, where $(i, j)$ represents an arrow with source $i$ and target $j$. Then, $Q(\Gamma)$ is obtained from $Q(\Gamma)'$ by removing all arrows $(i, j)$ such that there exists a path $i = i_1, i_2, ..., i_s = j$ with length at least 2 in $Q'(\Gamma)$ that has the same weight as $(i, j)$.
- $J_\Gamma$ is the two-sided ideal of $\kappa Q(\Gamma)$ generated by all paths $(i_1, ..., i_s)$ which fail to obtain the minimal weight among all paths with same head and tail, together with the differences of any two paths with same head and tail obtaining the minimal weight.

**Remark 2.8.** See Figure 1 for examples of quivers associated to convex lattice configurations. Intuitively, one can think of the arrow $(i, j)$ in $Q(\Gamma)'$ as indicating the injection $F_{i,j} : L_i \to L_j$. In this way, Definition 2.7 can be seen as removing from $Q(\Gamma)'$ such inclusions that can be realized as a composition of two or more other such inclusions.

**Lemma 2.9.** $(Q(\Gamma), J_\Gamma)$ is independent of the choices of representatives for lattice classes in $\Gamma$. Moreover, $J_\Gamma$ is an admissible ideal of $\kappa Q(\Gamma)$.

**Proof.** First, we check that $(Q(\Gamma), J_\Gamma)$ is independent of the choice of representatives. It suffices to check that changing $L_i$ with $\pi^a L_i$ does not change the definition: this change has the effect of changing the weight of any path starting and not ending (resp. ending and not starting) at $i \in I = Q(\Gamma)_0$ by $-a$ (resp. by $a$). Since the removal of arrows from $Q(\Gamma)'$ is made based on weight comparison between paths with same head and tail, $Q(\Gamma)$ is unaltered under a change of representatives. Same can be said for the definition of $J_\Gamma$.

Next, the weight $w$ along an oriented cycle with source $L_i$ is strictly positive, since $\pi^w L_i \subset L_i$ and the vertices correspond to non-homothetic lattices. It follows that $J_\Gamma$ contains all paths containing an oriented cycle. On the other hand, since there are only $|I|$ vertices in $Q(\Gamma)$, any path consisting of at least $|I|$ arrows must contain an oriented cycle, hence is in $J_\Gamma$. In other words, $R_{Q(\Gamma)}^{|I|} \subset J_\Gamma$, where $R_{Q(\Gamma)}$ represents the arrow ideal. It is clear that $J_\Gamma \subset R_{Q(\Gamma)}^{|I|}$, because by the definition of $Q(\Gamma)$, any arrow from $i_1$ to $j$ in $Q(\Gamma)$ is the unique path in $Q(\Gamma)$ between these two vertices obtaining the minimal weight (hence not contained in $J_\Gamma$) and there are no loops in $Q(\Gamma)$. Thus, $R_{Q}^{|I|} \subset J_\Gamma \subset R_{Q}^{|I|}$.

Consider all $f_{i,j}$’s as in Notation 2.1 such that $(i, j) \in Q(\Gamma)_1$. This gives a representation of $Q(\Gamma)$ over $\kappa$ of dimension $d$ enjoying special relations. This is the motivation behind the definition of $J_\Gamma$ and is summarized in the next two propositions.

**Proposition 2.10.** The maps $f_{i,j}$ induce a representation $M_\Gamma$ of $Q(\Gamma)$ of dimension $d$. The underlying vector spaces of $M_\Gamma$ are $(\mathbb{L}_i)_{i \in Q(\Gamma)_0}$. Furthermore, the set of closed points of $LG_r(\Gamma)_0$ is identified with the set of subrepresentations of $M_\Gamma$ of dimension $r$.

**Proof.** Follows directly from construction.

When verifying properties of $M_\Gamma$, including that it is a representation of $(Q(\Gamma), J_\Gamma)$, the convexity of $\Gamma$ plays an important role. In particular, one can take the convex hull of any two elements:
Lemma 2.11. Let \( \{[L_0], ..., [L_a]\} \subset \Gamma \) be the convex hull of \([L_0]\) and \([L_a]\) such that \([L_1]\) is adjacent to \([L_{i+1}]\). Then

1. \( f_{0,a} = f_{a-1,a} \circ \cdots \circ f_{0,1} \) and \( f_{a,0} = f_{1,0} \circ \cdots \circ f_{a,a-1} \), in other words, \( n_{0,a} = \sum_{i=0}^{a-1} n_{i,i+1} \) and \( n_{a,0} = \sum_{i=0}^{a-1} n_{i+1,i} \);
2. \( \ker f_{i,i+1} = \im f_{i+1,i} \) and \( \ker f_{i,i+1} = \im f_{i,i+1} \) for \( 0 \leq i \leq a-1 \);
3. \( \ker f_{i,i+1} \cap \ker f_{i,i-1} = 0 \) for \( 1 \leq i \leq a-1 \).

Proof. Up to a suitable choice of basis of \( V \) and scaling the representatives, we may assume that \( L_a = \Span\{e_1, ..., e_d\} \) and \( L_0 = \Span\{\pi^{a_d}e_1, ..., \pi^{a_d}e_d\} \) where \( a = a_1 \geq \cdots \geq a_d = 0 \). Moreover, \( L_i = \Span\{\pi^{a_j}e_j\}_{1 \leq j \leq d} \) and \( a_{i,j} = \max(a_j - i, 0) \) for \( 0 \leq i \leq a \).

It follows that \( n_{0,a} = n_{a,0} = a \) and \( n_{i,i+1} = n_{i+1,i} = 1 \) for \( 0 \leq i \leq n-1 \), this gives (1). On the other hand, straightforward calculation shows that, for all possible \( i \),

\[
\ell_{i+1,i}(L_{i+1}) = \Span\{\pi^{a_j}e_j|a_j > i\} \quad \text{and} \quad \ell_{i-1,i}(L_{i-1}) = \Span\{\pi^{a_j}e_j|a_j < i\}.
\]

Hence

\[
\ker \ell_{i+1,i} = \Span\{\pi^{a_j}e_j|a_j \leq i\} \quad \text{and} \quad \ker \ell_{i-1,i} = \Span\{\pi^{a_j}e_j|a_j \geq i\}.
\]

This gives (2) and (3). \(\square\)

Proposition 2.12. Let \( \Gamma \) be as in Proposition 2.10. We have

1. For any \( i, j \in Q(\Gamma)_0 := I \), there exists a path \( \ell \in Q(\Gamma) \) such that \( f_\ell = f_{i,j} \);
2. for any two paths \( \ell_1, \ell_2 \in Q(\Gamma)' \) such that \( s(\ell_1) = s(\ell_2), t(\ell_1) = t(\ell_2) \) and \( f_{\ell_1} \neq 0 \) for both \( i \), we have \( f_{\ell_1} = f_{\ell_2} \);
3. for any non-trivial path \( \ell \in Q(\Gamma)' \) not of minimal weight (e.g. a cycle), we have \( f_\ell = 0 \);
4. if \( \ell \in Q(\Gamma)_1 \), then \( [L_{s(\ell)}] \) is adjacent to \([L_{t(\ell)}]\).

In particular, \( \Gamma \) is a representation of \( (Q(\Gamma), J) \).

Proof. (1) Take a longest path \( \ell = (i_1, ..., i_s) \) in \( Q'(\Gamma) \) with the same source, tail and weight as the arrow \((i, j)\). Then \( f_{\ell_1} : \ell_i \to \ell_j \) is induced by \( F_{i_1, ..., i_s} \circ \cdots \circ F_{i_1, i_2} = F_{i, j} \). Hence \( f_{\ell_1} = f_{i,j} \). Note that the weight of \((i, j)\) is the minimal among all paths from \( i \) to \( j \). It follows that all arrows in \( \ell \) are preserved in \( Q(\Gamma) \).

(2) Clearly, \( f_{\ell_1} = f_{s(\ell_1), s(\ell_1)} = f_{s(\ell_2), t(\ell_2)} = f_{\ell_2} \).

(3) Again, let \( \ell = (i_1, ..., i_n) \). Then \( F_{i_1, ..., i_n} \circ \cdots \circ F_{i_1, i_2}(L_{i_1}) \subset \pi F_{i_1, i_2}(L_{i_1}) \subset \pi L_{i_1} \). Thus \( f_{\ell} = 0 \).

(4) According to Lemma 2.11 (1), the convex hull of \( L_{s(\ell)} \) and \( L_{t(\ell)} \) gives a path in \( Q'(\Gamma) \) with the same weight as \( \ell \). Since \( \ell \) has length one and \( \ell \in Q(\Gamma)_1 \), the path given by the convex hull must also have length one. Therefore, \([L_{s(\ell)}]\) is adjacent to \([L_{t(\ell)}]\). \(\square\)

Remark 2.13. Proposition 2.10 and 2.12 almost imply that \( LG_r(\Gamma)_0 \) is a pre-linked Grassmannian over \( \kappa \) in the sense of [Oss14, Definition A.1.2], except potentially in the case where there exist minimal paths \( \ell_1 \) and \( \ell_2 \) in \( Q(\Gamma) \) with same heads and tails such that \( f_{\ell_1} = 0 \) while \( f_{\ell_2} \neq 0 \). We will see later (in Remark 2.19) that \( LG_r(\Gamma)_0 \) is a pre-linked Grassmannian at least for certain \( \Gamma \)’s.

The importance of the above proposition lies within the fact that the bound quiver algebra of \((Q_r, J_r)\) is a finite-dimensional \( \kappa \)-algebra. In particular, its finitely-generated modules are completely decomposable, i.e. they can be decomposed into a direct sum of indecomposable modules.
in a unique way ([ASS06, Theorem I.4.10]). Moreover, we get a complete list of indecomposable projective modules: let \( A_\Gamma = \kappa Q(\Gamma)/J_\Gamma \) and let \( \epsilon_i \) be the idempotent element corresponding to \( i \in Q(\Gamma)_0 \). We have

**Lemma 2.14.** [ASS06, Lemma I.5.3(b), Corollary II.2.12] \( A_\Gamma \) (as a left \( A_\Gamma \)-module) admits a decomposition of the form \( A_\Gamma \cong \bigoplus_{i \in Q(\Gamma)_0} P_i \), where each \( P_i := A_\Gamma \cdot \epsilon_i \) is a projective indecomposable \( A_\Gamma \)-module. Moreover, each \( P_i \) corresponds to the dimension-1 representation \((\epsilon_j \cdot P_i, \pi_l)_{j \in Q(\Gamma)_0, \epsilon \in Q(\Gamma)_1}\) of \((Q(\Gamma), J_\Gamma)\), and every projective \( A_\Gamma \)-module is a direct sum of such \( P_i \)'s.

**Proof.** Only the last part requires justification. Using the standard equivalence between modules of bound quiver algebras and quiver representations \( F : \text{Mod}_{A_\Gamma} \rightarrow \text{Rep}_N(Q(\Gamma), J_\Gamma) \) ([ASS06, Theorem III.1.6]), \( F(P_i) = (\epsilon_j \cdot P_i, \pi_l)_{j \in Q(\Gamma)_0, \epsilon \in Q(\Gamma)_1} \), where \( \pi_l \) is the vector space spanned by residue classes (mod \( J_\Gamma \)) of paths from \( i \) to \( j \). By the definition of \( J_\Gamma \), this vector space is 1-dimensional. \( \square \)

Hereafter, we shall always use \( \{P_i \mid i \in Q(\Gamma)_0\} \) to denote the complete set of indecomposable projective representations of \((Q(\Gamma), J_\Gamma)\). Note that for each \( j \in Q(\Gamma)_0 \), the vector space of \( P_i \) on \( j \) is the image of the vector space of \( P_i \) on \( i \).

**Proposition 2.15.** \( A_\Gamma \) satisfies the following properties:

1. \( \dim_k A_\Gamma = |I|^2 \) and can be presented as \( \bigoplus_{i,j \in Q(\Gamma)_0} \kappa \cdot \ell_{i,j} \), where \( \ell_{i,j} \) are defined as follows: when \( i = j \), \( \ell_{i,j} = \epsilon_i \); when \( i \neq j \), we fix a choice of a path \( \ell_{i,j} \) in \( Q(\Gamma) \) from \( i \) to \( j \) such that the induced linear map \( \mathcal{T}_i \rightarrow \mathcal{T}_j \) along that path is non-zero.

2. The algebra structure of \( A_\Gamma \) is determined by the following rule: \( \ell_{i,j} \cdot \ell_{i',j'} = 0 \) if and only if \( \ell_{i',j} = \ell_{k,j} \cdot \ell_{i,k} \), where \( k \) is the index in \( I \) such that \([L_k] = [F_{i,j}(L_{i'}) \cap \pi L_j] \) is the point in the convex hull of \([L_{i'}], [L_j] \) that is adjacent to \([L_{i'}] \).

3. Let \( M_\Gamma \) be as in Proposition 2.10. It corresponds to a projective \( A_\Gamma \)-module if and only if elements in \( \Gamma \) belong to one apartment in \( \mathfrak{B}_d \).

**Proof.** (1) The dimension statement follows directly from the decomposition in Lemma 2.14 and the fact \( I = Q(\Gamma)_0 \). The presentation of \( A_\Gamma \) as follows can be taken as \( \ell_{i,j} \) to be a basis of \( \epsilon_j \cdot P_i \).

(2) Notice that the existence of such a vertex \( k \) follows from the convexity of \( \Gamma \). By Lemma 2.11 (1), \( \ell_{i,j} = \ell_{k,j} \cdot \ell_{i,k} \), thus the “if” part is clear. The “only if” part reduces to showing that \( \ell_{i',j} \cdot \ell_{i,k} \neq 0 \), provided that \( \ell_{i',j} \cdot \ell_{i,k} = 0 \). Suppose \( F_{i,k} = \pi^a \), \( F_{i',k} = \pi^b \) and \( F_{i,k'} = \pi^c \). We just need to check \( a + b = c \). Further set \( F_{i',j} = \pi^t \) and without loss of generality take \( L_k = F_{i,j}(L_{i'}) \cap \pi L_j = \pi^t L_{i'} \cap \pi L_j \).

Since \( \ell_{i',j} \cdot \ell_{i,k} = 0 \), we have \( \pi^{t+1} L_i \subset \pi L_j \). Also, \( \pi^{t+1} L_i \subset \pi^t L_{i'} \), hence \( \pi^{t+1} L_i \subset L_k \). On the other hand, \( \pi^{t-1} L_i \not\subset L_{i'} \), hence \( \pi^{t-1} L_i \not\subset L_k \) and \( F_{i,k} = \pi^{t+1} \). It then further reduces to showing \( b = -t \). First of all, \( \pi^{-t} L_k \subset L_{i'} \) by construction, hence \( b \leq -t \). Secondly, since \( \pi^t L_{i'} \subset L_j \), we have \( L_k = \pi^t L_{i'} \cap L_j \supset \pi^{t+1} L_{i'} \). Therefore, \( L_{i'} \subset \pi^{-t-1} L_k \) and \( b > -t - 1 \). Thus \( b = -t \).

(3) Assume first that \( \Gamma \) is contained in an apartment and choose representatives such that \( L_i = \langle \pi^{a_1} e_1, \ldots, \pi^{a_i} e_d \rangle, a_{i,j} \in \mathbb{Z}, \forall i \in Q(\Gamma)_0 = I \).
Let \( q_i : L_i \to \mathcal{T}_i \) be the quotient map, and denote \( v_{i,j} = q_i(\pi^{a_{i,j}} e_j) \in \mathcal{T}_i \). We claim that, for every \( 1 \leq j \leq d \), there exists exactly one \( i_j \) such that \( v_{i,j} \in \mathcal{T}_i \) is non-zero and the representation \( R_j := (\kappa \cdot f_{i,j,k}(v_{i,j}))_{k \in Q(\Gamma)^0} \) is isomorphic to \( P_{i,j} \) (hence also to \( (\kappa \cdot v_{i,j,k})_{k \in Q(\Gamma)^0} \)).

Let \( i_j \in Q(\Gamma)^0 \) be an index such that \( f_{i,j,k}(v_{i,j}) = 0 \) for all \( k \neq i_j \). Such an index must exist, otherwise for every \( n \in Q(\Gamma)^0 \) one can find \( n' \neq n \) such that \( f_{n',i_n}(v_{n',i_n}) = v_{n,j} \). Consequently, one gets an infinite sequence \( n_1, n_2, \ldots \) such that \( f_{n_k+1, n_k}(v_{n_k+1, n_k}) = v_{n,k} \neq 0 \). This would violate (3) in Proposition 2.12. It remains to show that \( f_{i_1,k}(v_{i_1,j}) \neq 0 \) for all \( k \neq i_j \). Let \( [L_k] \) be the point in the convex hull of \([L_{i,j}]\) and \([L_s]\) that is adjacent to \([L_{i,j}]\). Since \( f_{h,i_j}(v_{h,j}) = 0 \), by Lemma 2.11 (2), \( v_{h,j} \) is in the image of \( f_{i_1,k} \). Hence we must have \( f_{i_1,n}(v_{i_1,j}) = v_{h,j} \neq 0 \). It follows from Lemma 2.11 (3) that \( f_{i_1,k}(v_{i_1,j}) \neq 0 \), and hence \( f_{i_1,k}(v_{i,j}) = v_{k,j} \). Thus, \( \mathcal{T}_k = \text{span}\{f_{i,k}(v_{i,j}) \mid j = 1, \ldots, d\} \) for all \( k \) and \( M_T = \bigoplus_{j=1}^d R_j \cong R_j \).

Conversely, suppose \( M_T = \bigoplus_{j=1}^d R_j \) is projective. Fix \( e_j \in L_i \) such that \( v_j := q_i(e_j) \in \mathcal{T}_i \) generates the direct summand \( P_{i,j} \). By Nakayama’s Lemma, \( \mathcal{T}_k = \text{span}\{f_{i,j,k}(v_j) \mid j = 1, \ldots, d\} \) implies \( L_k = \text{span}(F_{i_1,k}(e_1), \ldots, F_{i_d,k}(e_d)) = \text{span}(\pi^{a_{1,k}}e_1, \ldots, \pi^{a_{d,k}}e_d) \) (Notation 2.1). In other words \( \Gamma \) is contained in one apartment. This completes the proof. \( \square \)

**Remark 2.16.** We will prove in Section 3 that if \( \Gamma \) is a locally linearly independent configuration (Definition 2.17), \( M_T \) is projective and hence \( \Gamma \) lies within one apartment of \( \mathcal{B}_d \) (Proposition 3.2).

### 2.2. Local linear independence.

In this subsection we introduce a special kind of configuration \( \Gamma \) in \( \mathcal{B}_d \), namely the locally linearly independent configurations. It turns out not only are the corresponding quivers \( Q(\Gamma) \) relatively simple, but also the subrepresentations of \( M_T \) can be completely classified (see Section 3).

**Definition 2.17.** Let \( \Gamma = \{[L_i]\}_{i \in I} \) be a convex collection of lattice classes. We say that \( \Gamma \) is **locally linearly independent** at \([L_0] \in \Gamma \) if, letting \( \{[L_i]\}_{i \in I'} \) be the set of lattice classes in \( \Gamma \) that are adjacent to \([L_0] \), then the spaces \( \{f_{i,k}(\mathcal{T}_i) = \ker f_{0,k} \}_{i \in I'} \) are linearly independent in \( \mathcal{T}_0 \). We say that \( \Gamma \) is **locally linearly independent** if it is so at all points.

We say a graph \( G \) is a **double tree** if it is obtained from a tree \( T \) by adding one edge between each pair of adjacent vertices. We call \( T \) the **associated tree of \( G \).**

**Lemma 2.18.** Let \( \Gamma = \{[L_i]\}_{i \in I} \) be a locally linearly independent configuration. Then

1. for any \( i, j \), the arrow \((i, j)\) is in \( Q(\Gamma)_1 \) if and only if \([L_i] \) is adjacent to \([L_j] \);
2. the underlying (un-directed) graph \( G \) of \( Q(\Gamma) \) is a double tree;
3. let \( T \) be the tree associated to \( G \). For any \( i, j \in Q(\Gamma)_0 \) considered as vertices of \( T \), let \( i = i_1, \ldots, i_s = j \) be the minimal path in \( T \) from \( i \) to \( j \). Then the convex hull of \( \{[L_i], [L_j]\} \) is \( \{[L_i]\}_{i \leq i_s} \), and \( f_{i,j} = f_{i_{s-1}, i_s} \circ \cdots \circ f_{i_1, i_2} \);  
4. if \([L] \in \Gamma \) corresponds to a leaf of \( T \), then \( \Gamma \backslash [L] \) is still a locally linearly independent convex configuration.

**Proof.** (1) By Proposition 2.12 (4), it remains to show the “if” part. Suppose now \((i, j) \notin Q(\Gamma)_1 \). Then, by Proposition 2.12 (1), we must have \( f_{i,j} = f_{i_{s-1}, i_s} \circ \cdots \circ f_{i_1, i_2} \) where \( i_1 = i, \ldots, i_s = j \) is a path in \( Q(\Gamma)_1 \) and \( s \geq 3 \). Since \( f_{i,j} \neq 0 \), by Proposition 2.12 (3), \([L_{i_{s-1}}] \neq [L_i] \). Since \([L_{i_{s-1}}] \) is adjacent to \([L_j] \), and \( f_{i,j}(\mathcal{T}_i) \subset f_{i_{s-1}, j}(\mathcal{T}_{i_{s-1}}) \), \([L_i] \) is not adjacent to \([L_j] \) by local linear independence at \([L_j] \).
(2) According to part (1), it suffices to show that there is no cycle in $G$ with length $\geq 3$. Suppose $(i_1, \ldots, i_s, i_1)$ is a cycle in $G$ with $s \geq 3$. By local linear independence and induction, we have $f_{i_1, i_{j-1}} \circ \cdots \circ f_{i_1, i_2} \neq 0$, hence $f_{i_1, i_j} = f_{i_1, i_{j-1}} \circ \cdots \circ f_{i_1, i_2}$ for all $1 \leq j \leq s$. Indeed, if $f_{i_1, i_2} = 0$, then by the inductive hypothesis and Proposition 2.15 (2) we have

$$f_{i_1, i_{j-1}} = f_{i_1, i_{j-2}} \cdots f_{i_1, i_2} = f_{i_1, i_{j-1}} \circ f_{i_1, i_j}.$$

This contradicts the local linear independence at $[L_{i_{j-1}}]$. Now setting $j = s$ we have $f_{i_1, i_s} = f_{i_1, i_{s-1}} \circ f_{i_1, i_s}$. This again contradicts with the local linear independence at $[L_s]$.

(3) According to (1), the convex hull gives a path in $T$ (and also in $Q(\Gamma)$) from $i$ to $j$. Since $T$ is a tree, this path must be the same as $i_1, \ldots, i_s$, which proves the first part. The expression of $f_{i,j}$ follows from Proposition 2.12 (1) since there is only one path in $Q(\Gamma)$ from $i$ to $j$.

(4) We only need to check that $\Gamma \setminus [L]$ is convex, which follows directly from (3). \qed

Remark 2.19. Suppose $\Gamma$ is locally linearly independent. For $[L_1], [L_2] \in \Gamma$, by Lemma 2.18 there is exactly one minimal path $\ell$ in $Q(\Gamma)$ from $[L_1]$ to $[L_2]$, hence $f_\ell = f_{1,2} \neq 0$. By Remark 2.13, $LF_\ell(\Gamma)_0$ is a pre-linked Grassmannian. Note also that in this case the projective subrepresentations of $M_T$ corresponds to simple points of $LF_\ell(\Gamma)_0$ in the sense of Osserman ([Oss14, Definition A.1.4]).

Example 2.20. We give a few examples of locally linearly independent configurations. See also Figure 1 for their associated quiver.

(1) We say that $\Gamma$ is a convex chain if it is the convex hull in $B^0_d$ of two lattice classes. A convex chain is a locally linearly independent configuration by Lemma 2.11.

(2) We say that $\Gamma = \{[L_i]\}_{i \in \ell}$ is a star-shaped configuration if there is an $i_0 \in I$ such that $L_{i_0} = \{e_1, \ldots, e_d\}$ and there exists disjoint subsets $J_i \subset \{1, \ldots, d\}$ such that

$$L_i = \text{span}\{\pi^{e_j}e_j | e_j = -1 \text{ if } j \in J_i \text{ and } e_j = 0 \text{ otherwise.}\} \forall i \in I \setminus \{i_0\}.$$

A star-shaped configuration is locally linearly independent: it is straightforward to verify that $[L_i]$ is only adjacent to $[L_{i_0}]$ and $f_{i, i_0}(\overline{L}_i) = \ker f_{i, i_0} = \text{span}(\overline{L}_j)_{j \in J_i}$ for $i \in I \setminus \{i_0\}$.

(3) One can check that for any tree $T$, there is a locally linearly independent configuration $\Gamma \subset B^0_d$ whose associated tree as in Lemma 2.18 is exactly $T$. Indeed, let $V(T)$ be the set of vertices of $T$ and $d = |V(T)|$. Pick a basis $\{e_v\}_{v \in V(T)}$ of $V$. For $u, v \in V(T)$ denote by $p_{u,v}$ the minimal path in $T$ connecting $u$ and $v$. Fix a root $u_0$ of $T$, and denote by $\alpha_{u,v}$ the number of edges in $p_{u,u_0} \cap p_{u,v}$. Let $L_u \subset V$ be the lattice generated by $\{\pi^{\alpha_{u,v}}e_v\}_v$. Then the configuration $\Gamma = \{[L_u]\}_{u \in V(T)}$ is convex and locally linearly independent, and its associated tree is naturally identified with $T$. This follows from the fact that for any $u, v$, the convex hull of $[L_u]$ and $[L_v]$ is the set of all $[L_w]$ such that $w$ is a vertex in $p_{u,v}$. We leave the details to the reader.
Degenerations of Grassmannians via lattice configurations

(i) implies that $\pi L_i$ is linked to $\pi L_{i+1}$ via a lattice configuration.

**Proof.**

(1) Given a lattice in $E$, we adopt the notion of linked chain from [MO16].

We continue using $R, \pi, K$ to denote the ring of regular functions on $S$, the set of subbundles $V_1, \ldots, V_n$ of $E_1, \ldots, E_n$ of rank $r$ satisfying $g_i(V_1) \subset V_{i-1}$ and $h_i(V_{i+1}) \subset V_i$ for all $i$. It is represented by a scheme $OLG_r(E)$ projective over $S$, which we call an Osserman's linked Grassmannian over $S$.

**Definition 2.21.**

Let $S$ be an integral and Cohen-Macaulay scheme, $E_1, \ldots, E_n$ be vector bundles on $S$, each of rank $d$. Suppose we are given $g_i : E_i \to E_{i+1}$ and $h_i : E_{i+1} \to E_i$ for $1 \leq i \leq n-1$.

1. ([MO16, 1.1]) Let $s \in \mathcal{O}_S$, we say that $E = (E_*)$ is an s-linked chain on $S$ if:
   
   (i) $g_i \circ h_i = h_i \circ g_i = s \cdot \text{id}$, for all $i$.
   
   (ii) The closed subscheme of $S$ where $\text{rank}(g_i) + \text{rank}(h_i) < d$ is empty.
   
   (iii) The subschemes of $S$ where $\text{rank}(g_i) > \text{rank}(g_{i+1} \circ g_i)$ and where $\text{rank}(h_{i+1}) > \text{rank}(h_i \circ h_{i+1})$ are both empty.

2. ([Oss06, A.2-A.4]) Fix $r < d$. Let $E$ be an s-linked chain. Let $OLG_r(E)$ be the functor associating to each $S$-scheme $T$ the set of subbundles $V_1, \ldots, V_n$ of $E_1, \ldots, E_n$ of rank $r$ satisfying $g_i(T(V_i)) \subset V_{i-1}$ and $h_i(T(V_{i+1})) \subset V_i$ for all $i$. It is represented by a scheme $OLG_r(E)$ projective over $S$, which we call an Osserman's linked Grassmannian over $S$.

**Proposition 2.22.**

(1) An Osserman's linked Grassmannian associated to a $\pi$-linked chain on $\text{Spec}(R)$ is a linked Grassmannian associated to a convex chain in $\mathfrak{B}_d^0$ and vice versa. (2) An Osserman's linked Grassmannian associated to a 0-linked chain on $\text{Spec}(\kappa)$ is the special fiber of a linked Grassmannian associated to a convex chain in $\mathfrak{B}_d^0$ and vice versa.

**Proof.**

(1) Given a $\pi$-linked chain $E$ on $\text{Spec}(R)$ as in Definition 2.21, we may assume that none of the $g_i$'s or $h_i$'s is an isomorphism. Then mapping all $E_i$ to $E_1$ gives an identification of $E_i$ with a lattice in $E_1 \otimes K$. More precisely, denote $L_i = h_1 \circ \cdots \circ h_{i-1}(E_i) \subset E_1 \subset E_1 \otimes K$, then condition (i) implies that $\pi L_i \subset L_{i+1} \subset L_i$. We claim that $\Gamma = \{[L_i]\}_{1 \leq i \leq n}$ is the convex hull of $[L_1]$ and $[L_n]$. Indeed, for each $i$, we have $L_i \subset L_1 \cap \pi^{-1} L_{i+1}$. If $u \in L_1 \cap \pi^{-1} L_{i+1}$ is a vector that does not lie in $L_i$, then $\pi u \not\in L_{i+1} \subset L_i$. It follows that $h_i(\pi u) \neq 0$ and $h_1 \circ \cdots \circ h_i(\pi u) = 0$ over the closed
point of \( \text{Spec}(R) \), which contradicts condition (iii). Hence \( L_i = L_1 \cap \pi^{-1} L_{i+1} \), which implies the claim. Hence \( OLG_r(E) = LG_r(\Gamma) \).

The converse direction is basically covered in [HL20, §3.2]. We include the proof for the sake of completeness. Suppose \( L_1 \subset L_2 \subset \cdots \subset L_n \) gives the convex hull of \( [L_1] \) and \( [L_n] \) in \( \mathcal{B}_d^0 \), hence \( [L_i] \) is adjacent to \( [L_{i+1}] \). Then the morphisms

\[
F_{i,i+1}: L_i \hookrightarrow L_{i+1} \quad \text{and} \quad F_{i+1,i}: L_{i+1} \to L_i, \quad \text{where} \quad F_{i+1,i}(z) = \pi z,
\]
give a \( \pi \)-linked chain \( E \) on \( \text{Spec}(R) \). Indeed, note that \( F_{i,i+1} \) and \( F_{i+1,i} \) are exactly the maps constructed in Proposition 2.3. Condition (i) in Definition 2.21 (1) is satisfied by construction; conditions (ii) and (iii) are just Lemma 2.11 (2) and (3) since \( F_{i,j} \) is an isomorphism over the generic point of \( S \). Hence \( LG_r(\Gamma) = OLG_r(E) \) is an Osserman’s linked Grassmannian.

(2) According to part (1), it remains to show that an \( OLG_r(E) \) of a 0-linked \( E \) on \( \kappa \) is the special fiber of \( LG_r(\Gamma) \) for a convex chain \( \Gamma \). Note that the bundles \( E_i \) are \( \kappa \)-vector spaces of dimension \( d \). Again, we may assume that none of the \( g_i \)'s or \( h_i \)'s is an isomorphism. For \( l < i \), set

\[
g_{l,i} := g_{i-1} \circ g_{i-2} \circ \cdots \circ g_l \quad \text{and} \quad h_{l,i} := h_l \circ h_{l+1} \circ \cdots \circ h_{i-1},
\]
and \( g_{i,i} = h_{i,i} = \text{id} \).

By [OlB14, Lemma 2.3], we can find a set of linearly independent vectors \( \overline{W}_j = \{\overline{\pi}_j, \ldots, \overline{\pi}_j, k_j\} \subset E_j \) for each \( 1 \leq j \leq n \) such that \( \sum_j k_j = d \) and for each \( i \), the set of vectors

\[
\left( \bigcup_{1 \leq j \leq i-1} g_{j,i}(\overline{W}_j) \right) \cup \left( \bigcup_{i \leq j \leq n} h_{j,i}(\overline{W}_j) \right)
\]
generates \( E_i \). Now pick lifts \( W_j \subset R^d \) of \( h_{j,i}(\overline{W}_j) \subset E_i \), and let \( L_i \subset K^d \) be the lattice generated by

\[
\left( \bigcup_{1 \leq j \leq i-1} \pi^{-j} W_j \right) \cup \left( \bigcup_{i \leq j \leq n} \pi^{-i} W_j \right).
\]
It is then easy to verify that \( \Gamma := \{[L_1], \ldots, [L_n]\} \) is the convex hull of \( [L_1] \) and \( [L_n] \), and the special fiber of \( LG_r(\Gamma) \) is isomorphic to \( OLG_r(E) \).

\( \square \)

2.3.2. Standard Local models. ([Gör01, §4.1], [RZ16, Definition 3.27]) Let \( e_1, \ldots, e_d \) be the standard basis of \( K^d \) and \( \Gamma \) be the set of the lattices:

\[
L_i := \langle \pi^{-1} e_1, \ldots, \pi^{-1} e_i, e_{i+1}, \ldots, e_d \rangle, \quad 0 \leq i \leq n - 1.
\]

The standard local model, denoted \( M_{\text{loc}} \), of Shimura varieties is the \( R \)-scheme parametrizing the functor \( \mathcal{M} \) from \( \text{Sch}_B \) to \( \text{Sets} \) such that for any \( B \)-scheme \( S \), \( \mathcal{M}(S) \) is the set of all isomorphism classes

\[
L_{0,S} \longrightarrow L_{1,S} \longrightarrow \cdots \longrightarrow L_{n-1,S} \overset{\pi}{\longrightarrow} L_{0,S}
\]

\[
\uparrow \quad \uparrow \quad \cdots \quad \uparrow \quad \uparrow \quad \uparrow
\]

\[
\mathcal{F}_0 \longrightarrow \mathcal{F}_1 \longrightarrow \cdots \longrightarrow \mathcal{F}_{n-1} \longrightarrow \mathcal{F}_0
\]

where \( \mathcal{F}_i \) is a subbundle of rank \( r \) of \( L_{i,S} \). Notice that \( \Gamma = \{[L_0], \ldots, [L_{n-1}]\} \) clearly gives a convex collection of lattices as we have \( L_0 \subset L_1 \subset \cdots \subset L_{n-1} \subset \pi^{-1} L_0 \). One then checks that \( \mathcal{M} \) agrees with the functor \( LG_r(\Gamma) \) in Definition 2.2.
The geometry of the special fiber $\overline{M}^{\text{loc}}$ of the standard local model can be interpreted from the perspective of quiver representations. In [Gör01, §4.3], Görtz concluded that $\overline{M}^{\text{loc}}$ has $\binom{d}{r}$ many irreducible components, indexed by the length-$d$ integer sequences $w(\mu)$, where $w$ is any element in $S_d$ and $\mu = (1, \ldots, 1, 0, \ldots, 0)$. Moreover, let $\nu = (\nu_1, \ldots, \nu_d)$ be such a vector, and denote $I = \{k_1, \ldots, k_r\}$ to be the index subset such that $v_k = 1$ if and only if $k \in I$. The general element in the component $S_\nu$ corresponds to a projective subrepresentation of $M_\Gamma$ isomorphic to

$$P_{k_1+1} \oplus \cdots \oplus P_{k_r+1}$$

where we set $P_{n+1} = P_1$. This representation-theoretic interpretation for irreducible components (that its general points correspond to projective representations) is similar to our conclusion for locally linearly independent configurations (see Section 3). Moreover, we would also like to point out another connection to our approach, namely, the Kottowitz-Rapoport stratification of $\overline{M}^{\text{loc}}$ can also be interpreted in the context of quiver representation. The main point is that the group-theoretic data for each stratum correspond to ranks of (compositions of) linear maps viewed from the perspective of quiver representation. See [GY10, §2] for further detail.

2.3.3. Degeneration of linear series. Another important example comes from studying degeneration of moduli spaces of linear series on algebraic curves. We only sketch the general idea here as the details will be carried out in Section 4.

We start with a relative curve $X/\text{Spec}(R)$ whose special fiber is a reducible nodal curve (Definition 4.13). Then there is a space $\overline{G}^2$ in which the moduli of linked linear series is cut out. Moreover, $\overline{G}^2$ is projective over the relative Picard scheme $\text{Pic}(X/B)$ of line bundles with fixed multidegrees on each fiber of $X$. For any section $s: B \to \text{Pic}(X/B)$, the fiber product $\overline{G}^2 \times_{\text{Pic}(X/B)} B$ is a linked Grassmannian (Proposition 4.15). It turns out that there exists a forgetful map from $\overline{G}^2$ to another $B$-scheme $G^2$ inside which one can construct the moduli scheme of limit linear series on $X/\text{Spec}(R)$. Such a description of the moduli of limit linear series eventually allows us to prove a criterion for smoothing of limit linear series over arbitrary nodal curves (Theorem 4.17).

3. Geometry of Linked Grassmannians in the Locally Linearly Independent Case

Recall that one interesting feature of linked Grassmannians is that their special fibers become quiver Grassmannians for quivers with extra relations. In this section, we study the topological properties of linked Grassmannians in the locally linearly independent case via analysing their points as quiver representations.

Through out this section, all schemes are assumed to be $\kappa$-schemes. $\Gamma$ will always denote a locally linearly independent lattice configuration in $\mathcal{B}^{0}_{d}$, $Q(\Gamma)$ the associated quiver as in Definition 2.7, and $T$ the induced tree of $Q(\Gamma)$ as in Lemma 2.18. As usual, $E(T)$ and $V(T)$ will denote the sets of edges and vertices respectively. Note that $\Gamma$, as well as $Q(\Gamma)_0$, is identified with $V(T)$ and we will write $\Gamma = \{[L_v]\}_{v \in V(T)}$. Let $M_\Gamma = (\overline{L}_v := L_v/\pi L_v)_v$ be the representation of $Q(\Gamma)$ induced by $\Gamma$ as in Proposition 2.10. Let $\text{Gr}(\mathbf{x}, M_\Gamma)$ be the quiver Grassmannian of $M_\Gamma$ with dimension vector $\mathbf{x} \in \mathbb{Z}_{\geq 0}^{V(T)}$. Recall from Proposition 2.10 that $\text{Gr}(\mathbf{r}, M_\Gamma)$ is isomorphic to the special fiber $LG_\mathbf{r}(\Gamma)_0$ of the linked Grassmannian $LG_\mathbf{r}(\Gamma)$.
We denote by $\vec{E}(T)$ the set of directed edges of $T$, hence $\vec{E}(T) = Q(\Gamma)_1$. For each $e$, let $\bar{e}$ denote an orientation on $e$ and $\bar{e}$ the reversed orientation of $\bar{e}$. As usual, $s(\bar{e}) = t(\bar{e})$ and $t(\bar{e}) = s(\bar{e})$ will denote the source and target of $\bar{e}$ respectively. For each edge $e$, let $\vec{e}$ denote an orientation on $e$ and $\vec{e}$ the reversed orientation of $\vec{e}$. As usual, $s(\vec{e}) = t(\vec{e})$ and $t(\vec{e}) = s(\vec{e})$ will denote the source and target of $\vec{e}$ respectively. For each vertex $v$, denote by $\vec{E}_v$ the set of edges containing $v$ which are oriented outwards from $v$, and $\vec{E}_v$ the set of oriented edges obtained by reversing the edges in $\vec{E}_v$. For each edge $\bar{e}$, let $A_\bar{e}$ be the set of vertices $v$ such that the minimal path from $v$ to $s(\bar{e})$ does not pass through $t(\bar{e})$. Then $A_\bar{e} = V(T) \setminus A_\vec{e}$. See Figure 2 for an illustration.

Recall from Notation 2.1 that we have maps $f_{u,v'} : \overrightarrow{L}_u \to \overrightarrow{L}_{v'}$ defining $M_\Gamma$ induced by the inclusion $L_u \xrightarrow{\kappa_n} L_{v'}$, where $n$ is the minimal number such that such inclusion exists. According to our convention on quiver representations, the map $f_{s(\bar{e}),t(\bar{e})}$ will also be denoted by $f_{\bar{e}}$.

We will consider the following representations of $Q(\Gamma)$: for $u \in V(T)$ let $P_u$ be the dimension-$1$ projective representation associated to $u$ as in Lemma 2.14. In other words, for $\bar{e} \in \vec{E}(T)$, we set $f_{\bar{e}} = \text{id}$ if $\bar{e}$ is pointing outwards from $u$ and $f_{\bar{e}} = 0$ otherwise. Take a directed edge $\bar{e}$. We construct a representation $R_{\bar{e}} = (U_v)_{v \in V(T)}$ as follows: we set $U_v = \kappa$ if $v \in A_\bar{e}$ and $U_v = 0$ if $v \in A_\bar{e}$. For $\bar{e} \in \vec{E}(T)$, if $s(\bar{e}) \in A_\bar{e}$ and $\bar{e}$ is pointing outwards from $s(\bar{e})$, we set $f_{\bar{e}} = \text{id}$, otherwise $f_{\bar{e}} = 0$. See Figure 3 for an example.

We would like to comment that, in this section, $R_{\bar{e}}$ will often occur in pairs with $R_\vec{e}$. More specifically, if $u$ is a vertex of the edge $\bar{e}$, then $R_{\bar{e}} \oplus R_\vec{e}$ can be realized as a specialization of $P_u$. See Proposition 3.7 and Example 3.11 for an illustration of the later fact.

Finally, for all $n \in \mathbb{Z}_{\geq 0}$ recall that we denote by $[n]$ the set $\{1, \ldots, n\}$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{The left part is the set of vertices (in red) contained in $A_{\bar{e}}$ and $A_{\vec{e}}$. The right part is the set of oriented edges (in red) contained in $\vec{E}_v$ and $\vec{E}_v$.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Two types of representations of $Q(\Gamma)$, where $\Gamma$ is locally linearly independent. The missing arrows are assumed to be all zero.}
\end{figure}
3.1. **Subrepresentations of $M_\Gamma$.** In this subsection we consider subrepresentations of $M_\Gamma$ (of arbitrary dimension). It turns out that their decompositions are quite simple. This provides a very efficient way via quiver representation for analyzing the geometry of $LG_r(\Gamma)_0 = \Gr(r, M_\Gamma)$.

**Lemma 3.1.** Any subrepresentation of $M_\Gamma$ decomposes as a direct sum of subrepresentations of dimension $\leq 1$.

**Proof.** Let $M = (U_v)_{v \in V(T)}$ be a subrepresentation of $M_\Gamma$ with dimension $\mathbf{x} = (x_v)_{v \in V(T)}$. We prove the theorem by induction on $|\mathbf{x}|$ and $|\mathbf{z}| = \sum_v x_v$, which we will refer to as the *value* of $\mathbf{x}$ in this proof. The base case $|\mathbf{x}| = 0$ or $|\mathbf{x}| = 1$ is trivial, hence we may assume $|\mathbf{x}| \geq 1$ and $|\mathbf{x}| \leq 2$. Let $u$ be a leaf of $T$ adjacent to $u'$. Note that $\Gamma \setminus [L_u]$ is still convex and locally linearly independent by Lemma 2.18 (4). If $U_u = 0$, then any decomposition of $M$ as a representation of $Q(\Gamma \setminus [L_u])$ extends to a decomposition of $M$ as a representation of $Q(\Gamma)$. Hence by induction on $|\mathbf{x}|$, we are done. We next assume $U_u \neq 0$.

1) If $f_{u,u'}(U_u) \neq 0$, take $a_v \in U_u$ such that $f_{u,u'}(a_v) \neq 0$ and denote $a_v = f_{u,v}(a_u)$ for $v \neq u$. Note that $a_v \neq 0$ by Lemma 2.18 (3) and local linear independence. Take $V_v \subset U_v$ inductively with respect to the distance between $v$ and $u$ for all $v \in V(T)$ such that

(i) $U_v = V_v \oplus \langle a_v \rangle$;

(ii) if $\bar{v} \in E_v$ is the (unique) edge such that $u \in A_{\bar{v}}$, then $V_v$ contains $f_{\bar{v}}(V_{s(\bar{v})})$; and

(iii) for all $\bar{v} \in E_v \setminus \bar{v}$, $V_v$ contains ker $f_{\bar{v}} \cap U_v$.

![Figure 4. Case 1 of the proof of Lemma 3.1](image)

We verify the existence of $V_v$, see Figure 4. Since $u \in A_{\bar{v}}$, we can apply the inductive hypothesis for $w := s(\bar{v})$: $V_v$ contains ker $f_{\bar{v}} \cap U_w$ and does not contain $a_w$. It follows that $a_v = f_{\bar{v}}(a_w) \notin f_{\bar{v}}(V_v)$. By the local linear independence of $\Gamma$ at $[L_v]$, the spaces $f_{\bar{v}}(U_u)$ and $\ker f_{\bar{v}} \cap V_v$ are linearly independent; this verifies the existence of $V_v$. Since $V_v$ contains $f_{\bar{v}}(V_w)$ as well as ker $f_{\bar{v}} \cap U_v$, which contains $f_{\bar{v}}(U_{s(\bar{v})})$ for $\bar{v} \in E_v \setminus \bar{v}$, we get a subrepresentation $(V_v)_{v \in V(T)}$ of $M_\Gamma$ of dimension $|\mathbf{x} - 1|$. Therefore, $M = ((a_v))_v \oplus (V_v)_v$ and we apply the inductive hypothesis on the representation $(V_v)_v$, whose dimension vector has value $|\mathbf{x}| - |V(T)|$.

2) Suppose $f_{u,u'}(U_u) = 0$. If $f_{u',u'}(U_u) \neq U_u$, take $a_v \in U_u \setminus f_{u',u'}(U_u)$ and $V_v \subset U_v$ such that $U_v = V_v \oplus \langle a_v \rangle$ and $f_{u,v}(U_u') \subset V_v$. Then $V_v = U_v$ and $a_v = 0$ for $v \neq u$, then $M = ((a_v))_v \oplus (V_v)_v$ and we use the inductive hypothesis on $(V_v)_v$, whose dimension vector has value $|\mathbf{x}| - 1$.

3) Suppose $f_{u,u'}(U_u) = 0$ and $f_{u',u'}(U_u) = U_u$. If $x_u < x_{u'}$, then we can take $0 \neq a_u \in U_u$, such that $f_{u,u'}(a_u) = 0$, hence $f_{u',u}(a_u) \neq 0$ for all $v \neq u$ by the local linear independence of $\Gamma$ at $[L_u]$. Take $V_v \subset U_v$ such that $U_v = \langle a_u \rangle \oplus V_v$ and $V_v$ contains ker $f_{\bar{v}} \cap U_v$ for all $\bar{v} \in E_v$ such that $t(\bar{v}) \neq u$. Argue as in 1) for all branches of $T$ at $u'$ but the one containing $u$, we get subspaces $V_v \subset U_v$ for $v \neq u$ such that $(U_v)_{v \neq u} = ((a_v))_{v \neq u} \oplus (V_v)_{v \neq u}$ as representations of $Q(\Gamma \setminus [L_u])$. Set $a_u = 0$ and $V_u = U_u$, then $M = ((a_v))_v \oplus (V_v)_v$ and we apply the inductive hypothesis on $(V_v)_v$, whose dimension vector has value $|\mathbf{x}| - |V(T)| + 1$. 
4) Suppose \( f_{u,u'}(U_u) = 0 \), \( f_{u',u}(U_{u'}) = U_u \) and \( x_u = x_{u'} \). Then \( f_{u',u} \) is an isomorphism. By induction on \( |\Gamma| \), we have \( (U_v)_{v\neq u} = \bigoplus_k (U_{v,k})_{v\neq u} \) as representations of \( Q(\Gamma\setminus[L_u]) \), where each representation \( (U_{v,k})_{v\neq u} \) has dimension \( \leq 1 \). Set \( U_{u,k} = f_{u',u}(U_{u',k}) \); then \( M = (U_v)_{v\in V(T)} = \bigoplus_k (U_{v,k})_v \) where each direct summand \( (U_{v,k})_v \) has dimension \( \leq 1 \). \( \square \)

Knowing that each subrepresentation of \( M_\Gamma \) has a decomposition as in Lemma 3.1, it is now very easy to classify all the indecomposable subrepresentations of \( M_\Gamma \), and also calculate the decompositions of the decomposable ones.

**Proposition 3.2.** Suppose \( \Gamma \) is a locally linearly independent configuration.

1. All indecomposable subrepresentations of \( M_\Gamma \) are of the form \( P_v \) or \( R_{\vec{e}} \).
2. If \( M = (U_v)_v \) is a subrepresentation of \( M_\Gamma \), then we have the decomposition
   \[
   M \cong \left( \bigoplus_{v\in V(T)} P^r_v \right) \oplus \left( \bigoplus_{\vec{e} \in \vec{E}(T)} R^r_{\vec{e}} \right),
   \]
   where
   \[
   r_v = \dim U_v - \sum_{\vec{e} \in \vec{E}_v} \dim(\ker f_{\vec{e}} \cap U_v) \text{ and } r_{\vec{e}} = \dim(\ker f_{\vec{e}} \cap U_{s(\vec{e})}) - \dim f_{\vec{e}}(U_{t(\vec{e})}).
   \]
   In particular, \( M \) is projective if and only if \( r_{\vec{e}} = 0 \) for all \( \vec{e} \).
3. If \( M \) has dimension \( r \) then \( r_{\vec{e}} = r_{\vec{e}'} \) for all \( \vec{e} \), and \( M \) can be decomposed as a direct sum of subrepresentations of dimension \( 1 \).
4. \( \Gamma \) is contained in an apartment.

**Proof.** (1) It is easy to verify that both \( P_v \) and \( R_{\vec{e}} \) are indecomposable. Now let \( R = (U_v)_v \) be an indecomposable subrepresentation of \( M_\Gamma \) of dimension \( \leq 1 \). We prove by induction on \( |\Gamma| \) that \( R \) must either be of the form \( P_v \) or \( R_{\vec{e}} \). Let \( u \) be a leaf of \( T \) and \( \Gamma' = \Gamma\setminus\{[L_u]\} \), and \( u' \) the unique vertex adjacent to \( u \). If \( f_{u,u'}(U_u) \neq 0 \) then \( R = P_u \) and we are done. We next assume \( f_{u,u'}(U_u) = 0 \). Since \( R \) is indecomposable, \( f_{u,u'}(U_{u'}) = U_u \).

By Lemma 2.18 (4) we know that \( \Gamma' \) is still locally linearly independent. If the restriction \( R' \) of \( R \) on \( Q(\Gamma') \) can be decomposed as \( R_1 \oplus R_2 \), where \( R_1 = (U^1_{v\neq u})_{v\neq u} \) and \( R_2 = (U^2_{v\neq u})_{v\neq u} \), such that \( \dim U^1_{v'} \geq \dim U^2_{v'} \), then \( (U_u, R_1) \oplus (0, R_2) \) gives a decomposition of \( R \). Hence we may assume that \( R' \) is also indecomposable. By induction, \( R' \) is either \( P_v \) or \( R_{\vec{e}} \) as subrepresentations of \( M_{\Gamma'} \). Hence so is \( R \) as a subrepresentation of \( M_\Gamma \).

(2) By part (1), \( M \) can be represented as a direct sum of \( P_v \)’s and \( R_{\vec{e}} \)’s. Let us denote by \( W_v \) (resp. \( W_{\vec{e}} \)) the \( v \)-th (resp. \( s(\vec{e}) \)-th) component of \( P^r_v \) (resp. \( R^r_{\vec{e}} \)). It is then easy to verify that
   \[
   \ker f_{\vec{e}} \cap U_v = W_{\vec{e}} \oplus f_{\vec{e}}(U_{t(\vec{e})})
   \]
   for all \( \vec{e} \in \vec{E}_v \), which gives \( r_{\vec{e}} \). It also follows that
   \[
   U_v = W_v \oplus \left( \bigoplus_{\vec{e} \in \vec{E}_v} (\ker f_{\vec{e}} \cap U_v) \right),
   \]
which gives \( r_\ve = 0 \) for all \( \ve \) is equivalent to the projectivity of \( M \) follows from Lemma 2.14; and the decomposition of \( M_\Gamma \) follows from Lemma 2.11 (2).

(3) We have \( r_\ve = r - \dim f_\ve(U_{s(\ve)}) - \dim f_\ve(U_{s(\ve)}) = r_\ve \). By (2), we have

\[
M \cong \left( \bigoplus_{v \in V(T)} P_{v,\ve}^r \right) \oplus \left( \bigoplus_{e \in E(T)} (R_\ve \oplus R_\ve)^{r_\ve} \right),
\]

which is a direct sum of subrepresentations of dimension 1.

(4) Follows from Proposition 2.15 (3) and part (2). \( \square \)

We end this subsection with a lemma that will be used to analyse the smoothing property of limit linear series (see Theorem 4.17).

**Lemma 3.3.** Let \( \Gamma \) be locally linearly independent. Given a non-empty subset \( I \subset V(T) \) and \( r \)-dimensional vector spaces \( V_v \subset \mathbb{L}_v \) for \( v \in I \). Suppose for all \( u \in \Gamma \), the vector space

\[
W_u := \{ x \in \mathbb{L}_u | f_{u,v}(x) \in V_v \text{ for all } v \in I \}
\]

has dimension at least \( r \). Then there is an \( r \)-dimensional subrepresentation \( M = (U_v)_v \) of \( M_\Gamma \) such that \( U_v = V_v \) for all \( v \in I \).

**Proof.** We use a similar proof as in [Oss19b, Proposition A.6]. Note that \( W = (W_v)_v \) is a subrepresentation of \( M_\Gamma \) of dimension \( \underline{\alpha} \geq r \) and \( W_v = V_v \) for all \( v \in I \). We proceed by induction on \( |\underline{\alpha}| \).

The base case \( |\underline{\alpha}| = r \) is trivial, so we assume \( |\underline{\alpha}| > |r| \). Then there is a pair of adjacent vertices \( u_1 \) and \( u_2 \) such that \( \dim W_{u_1} = r \) and \( \dim W_{u_2} > r \). Denote \( \tilde{W}_{u_2} = \bigoplus_{\ve \in E_{u_2}} f_\ve(W_{s(\ve)}) \). This is the vector space generated by the images from all \( W_u \) for \( u \neq u_2 \). We claim that \( \dim \tilde{W}_{u_2} \leq r \).

Indeed, denote by \( \bar{\ve} \) the directed edge from \( u_1 \) to \( u_2 \). By local linear independence at \( [L_{u_2}] \) we have an injection

\[
\tilde{W}_{u_2} := \bigoplus_{\ve \in E_{u_2} \setminus \bar{\ve}} f_\ve(W_{s(\ve)}) \hookrightarrow \ker f_{\bar{\ve}} \cap W_{u_1} \subset W_{u_1}.
\]

It follows that

\[
\dim \tilde{W}_{u_2} = \dim \tilde{W}_{u_2} + \dim f_\ve(W_{u_1}) \leq \dim (\ker f_{\bar{\ve}} \cap W_{u_1}) + \dim f_\ve(W_{u_1}) = r.
\]

Now we can replace \( W_{u_2} \) with any \( r \)-dimensional subspace that contains \( \tilde{W}_{u_2} \) while keeping the other \( W_i \)'s. This gives a subrepresentation \( W' = (W'_v) \) of \( M_\Gamma \) with dimension no less than \( r \) and strictly less than \( \underline{\alpha} \). Since \( u_2 \not\in I \), we still have \( W'_v = V_v \) for all \( v \in I \). Hence by induction we are done. \( \square \)

**3.2. The stratification of the quiver Grassmannians of** \( M_\Gamma \). Given a dimension vector \( \underline{\alpha} = (x_v)_v \in \mathbb{Z}_{\geq 0}^{V(T)} \). Let \( M \in \text{Gr}(\underline{\alpha}, M_\Gamma) \) be a subrepresentation. We denote by \( S_M \) the set of all dimension-\( \underline{\alpha} \) subrepresentations of \( M_\Gamma \) that are isomorphic to \( M \) and \( \tilde{S}_M \) its closure. This induces a stratification \( (S_M)_{[M]} \) of \( \text{Gr}(\underline{\alpha}, M_\Gamma) \), where \( M \) runs through all isomorphic classes of dimension-\( \underline{\alpha} \) subrepresentations of \( M_\Gamma \). We associate a preorder “\( < \)” on \( \text{Gr}(\underline{\alpha}, M_\Gamma) \) where \( M < M' \) if \( M \in S_{M'} \).

On the other hand, we define a map \( \Phi_{\underline{\alpha}} : \text{Gr}(\underline{\alpha}, M_\Gamma) \to \mathbb{Z}_{\geq 0}^{E(T)} \) such that

\[
M := (U_v)_v \in V(T) \mapsto (\dim f_\ve(U_{s(\ve)}))_{\ve \in E(T)}.
\]
We also associate a partial order on \( Z_{\geq 0}^{\vec{E}(T)} \) where \((d_\vec{e})_\vec{e} \leq (d'_\vec{e})_\vec{e} \) if \( d_\vec{e} \leq d'_\vec{e} \) for all \( \vec{e} \in \vec{E}(T) \). Then it follows from construction that \( \Phi_{\vec{x}} \) is order-preserving: if \( M \prec M' \) then \( \Phi_{\vec{x}}(M) \leq \Phi_{\vec{x}}(M') \). We will see in Proposition 3.7 (2) that the converse is also true. Moreover, following directly from Proposition 3.2, we have

**Lemma 3.4.** The fiber of \( \Phi_{\vec{x}} \) at \((d_\vec{e})_\vec{e} \in Z_{\geq 0}^{\vec{E}(T)} \) is, if non-empty, \( S_M \), where

\[
M \cong \left( \bigoplus_{v \in V(T)} P_{v}^{r_v} \right) \oplus \left( \bigoplus_{\vec{e} \in \vec{E}(T)} R_{\vec{e}}^{r_{\vec{e}}} \right) \text{ with } r_v = x_v - \sum_{\vec{e} \in \vec{E}_v} (x_{\vec{e}} - d_{\vec{e}}) \text{ and } r_{\vec{e}} = x_{s(\vec{e})} - d_{\vec{e}} - d_{\vec{e}}.
\]

We next show that the stratification \( \text{Gr}(\vec{X}, M_T) = \cup_{[M]} S_M \) is well-behaved, i.e., this is a stratification by locally closed irreducible subsets. In principle, at least for characteristic zero, the conclusion should follow from a standard argument of stratifications of quiver Grassmannians (for acyclic quivers in characteristic zero see e.g. [CIFR12, §2]). However, to avoid unnecessary reference checking, we include the proof.

**Proposition 3.5.** \( S_M \) is an irreducible locally closed subset of \( \text{Gr}(\vec{X}, M_T) \) of dimension

\[
\dim \text{Hom}(M, M_T) - \dim \text{End}(M).
\]

**Proof.** Since the fibers of \( \Phi_{\vec{x}} \) are locally closed, so is \( S_M \). For the irreducibility, note that, if \( M \cong M' \cong P_u \), then \( M \) (resp. \( M' \)) is generated by a vector \( x \in \mathbb{T}_u \) (resp. \( x' \in \mathbb{T}_u \)) such that \( 0 \neq f_{u,v}(x) \in \mathbb{T}_v \) (resp. \( 0 \neq f_{u,v}(x') \in \mathbb{T}_v \)) for all \( v \in V(T) \). Hence for a general choice of \( t \in \kappa \), the vector \( tx + (1 - t)x' \in \mathbb{T}_v \) has non-zero image in \( \mathbb{T}_v \) for all \( v \). This gives rise to a subrepresentation \( M_t \) of \( M_T \) isomorphic to \( P_u \), and hence a rational map \( \mathbb{A}_d^{\kappa} \dashrightarrow S_{P_u} \) where \( t \mapsto M_t \). Here \( S_{P_u} \) is considered as a stratum of \( \text{Gr}(1, M_T) \). The image of this map contains \( M \) and \( M' \), hence they are contained in the same irreducible component of \( S_{P_u} \). Therefore, \( S_{P_u} \) is irreducible. Similarly, \( S_{R_{\vec{e}}} \) is irreducible as a stratum of \( \text{Gr}(\dim R_{\vec{e}}, M_T) \). In general, for \( M \cong \bigoplus_u P_{v}^{r_v} \oplus \bigoplus_{\vec{e} \in \vec{E}} R_{\vec{e}}^{r_{\vec{e}}} \) we have a rational dominant map

\[
\prod_{v \in V(T)} S_{P_v}^{r_v} \times \prod_{\vec{e} \in \vec{E}(T)} S^{r_{\vec{e}}}_{R_{\vec{e}}} \dashrightarrow S_M
\]

given by taking the direct sum. Since the source is irreducible, so is \( S_M \).

We now compute \( \dim S_M \) following the proof of [CIFR12, Lemma 2.4]. Let \( X \) denote the quasi-affine subvariety of

\[
\left( \prod_{\vec{e} \in \vec{E}(T)} \text{Hom}(\kappa^{x_{s(\vec{e})}}, \kappa^{x_{t(\vec{e})}}) \right) \times \left( \prod_{v \in V(T)} \text{Hom}(\kappa^{x_v}, \mathbb{T}_v) \right)
\]

consisting of points \(( (g_\vec{e})_{\vec{e}}, (F_v)_v ) \in Y \) such that \( F_{t(\vec{e})} \circ g_{\vec{e}} = f_{\vec{e}} \circ F_{s(\vec{e})} \) for all \( \vec{e} \in \vec{E}(T) \) and that the \( F_v \)'s are all injective. Note that \( X \) parametrizes all “embeddings” of \( \vec{x} \)-dimensional subrepresentations of \( M_T \). We have

\[
Y := \prod_{\vec{e} \in \vec{E}(T)} \text{Hom}(\kappa^{x_{s(\vec{e})}}, \kappa^{x_{t(\vec{e})}}) \xrightarrow{p_2} \text{Gr}(\vec{X}, M_T) \xrightarrow{p_1} X
\]

where \( p_1 \) is the forgetful map and \( p_2 \) sends \(( (g_\vec{e})_{\vec{e}}, (F_v)_v ) \in X \) to \(( (F_v(\kappa^{x_v}))_{v \in V(T)} ) \).
Moreover, denote $GL_{x_0} = \prod_{v \in V(T)} GL_{x_0}(\kappa)$, there exists a $GL_{x_0}$-action on $Y$ and a free $GL_{x_0}$-action on $X$ turning $p_1$ into a $GL_{x_0}$-equivariant morphism: let $(\phi_v)_v$ be an element in $GL_{x_0}$, it sends $(g_x)_{\varepsilon} \in Y$ to $((\phi_{t(\varepsilon)} \circ g_{\varepsilon} \circ \phi_{s(\varepsilon)}^{-1})_{\varepsilon})_{\varepsilon}$, and $((g_{x_{\varepsilon}})_{\varepsilon}, (F_v)_{\varepsilon}) \in X$ to $(((\phi_{t(\varepsilon)} \circ g_{\varepsilon} \circ \phi_{s(\varepsilon)}^{-1})_{\varepsilon})_{\varepsilon}, (F_v \circ \phi_{v}^{-1})_{\varepsilon})_{\varepsilon}$ respectively. We have: (i) the $GL_{x_0}$-orbits in $Y$ precisely correspond to isomorphism classes of representations of $Q(\Gamma)$ of dimension $x_0$ and the orbit $O_M$ in $Y$ has dimension $\dim GL_{x_0} - \dim \text{Aut}(M) = \dim GL_{x_0} - \dim \text{End}(M)$; (ii) the fibers of $p_2$ are the (free) $\text{Gr}(3)$-orbits of $X$, and $p_2^{-1}(S_M) = p_1^{-1}(O_M)$; and (iii) the fiber of $p_1$ over any point of $O_M$ is the set of injections $M \hookrightarrow M'$. Thus, one can conclude that $S_M$ has dimension
\[
\dim GL_{x_0} - \dim \text{End}(M) + \dim \text{Hom}(M, M') - \dim GL_{x_0} = \dim \text{Hom}(M, M') - \dim \text{End}(M).
\]

By Proposition 3.2 and Proposition 3.5, the computation of $\dim S_M$ reduces to the computation of the dimensions of the Hom spaces between the $P_{\varepsilon}$'s and $R_{\varepsilon}$'s.

**Lemma 3.6.** We have:

1. $\dim \text{Hom}(P_{\varepsilon}, P_{\varepsilon}) = 1$.
2. $\dim \text{Hom}(R_{\varepsilon}, P_{\varepsilon}) = \begin{cases} 0 & \text{if } v \in A_{\varepsilon} \\ 1 & \text{otherwise} \end{cases}$
3. $\dim \text{Hom}(P_{\varepsilon}, R_{\varepsilon}) = \begin{cases} 0 & \text{if } v \in A_{\varepsilon} \\ 1 & \text{otherwise} \end{cases}$
4. $\dim \text{Hom}(R_{\varepsilon}, R_{\varepsilon}) = \begin{cases} 0 & \text{if } A_{\varepsilon} \subseteq A_{\varepsilon}' \\ 1 & \text{otherwise} \end{cases}$

**Proof.** We only prove part (1), part (2,3,4) is similar and not used in the rest of the paper, so we leave the details to the reader. Denote $P_{w} = (\langle a_{v} \rangle)_{v \in V(T)}$, where $0 \neq a_{v} \in \kappa$. Up to scaling, we assume $a_{v} = f_{w,v}(a_{w})$ for all $v$. Hence for any morphism $F$ from $P_{w}$ to $P_{w'} := (\langle a'_{v} \rangle)_{v}$ we must have $F(a_{v}) = F(f_{w,v}(a_{w})) = f_{w,v}(F(a_{w}))$. In other words, $F$ is determined by $F(a_{w})$. On the other hand, each choice of $F(a_{w}) \in \langle a'_{w} \rangle$ gives rise to a morphism $F$ from $P_{w}$ to $P_{w'}$. Hence we have $\dim \text{Hom}(P_{w}, P_{w'}) = 1$. 

We now give an alternate description of the preorder on $\text{Gr}(x, M')$, namely, it is induced by $\Phi_{x_0}$ and the order on $\mathbb{Z}_{\geq 0}^{E(T)}$.

**Proposition 3.7.** Let $M, M' \in \text{Gr}(x, M')$ be two subrepresentations. Write $M := (U_{v})_v \equiv (\bigoplus_v P^{r_v}_{v}) \oplus (\bigoplus_{\varepsilon} R^{r}_{\varepsilon})$ as in Proposition 3.2.

1. If there is an $\varepsilon \in E(T)$ such that $r_{\varepsilon} > 0$ and $r_{\varepsilon} > 0$, then there is a representation $N \in \text{Gr}(x, M')$ such that $S_{M} \subseteq S_{N}$, and

\[
N \cong \bigoplus_{v \in V(T)} P^{r_v}_{v} \oplus (\bigoplus_{\varepsilon \in E(T) \setminus \{\varepsilon, \varepsilon\}} R^{r}_{\varepsilon}) \oplus R^{r_{\varepsilon}^{-1}} \oplus R^{r_{\varepsilon}^{-1}} \oplus P_{s(\varepsilon)}.
\]

2. $M \prec M'$ if and only if $\Phi_{x_0}(M) \leq \Phi_{x_0}(M')$. 

Proof. (1) We may write
\[ M' = (U')_v := \bigoplus_{v \in V(T)} P_v^r + \bigoplus_{\varepsilon \in \overline{E(T)} \setminus \{\varepsilon, t\}} R_{\varepsilon}^r \oplus R_{\varepsilon}^{r-1} \oplus R_{\varepsilon}^{r-1}. \]

Let \( u = s(\bar{\eta}) \) and \( u' = t(\bar{\eta}) \). Then \( M = M' \oplus R_{\bar{\eta}} \oplus R_{\bar{\eta}} \) and we can pick vectors \( a \in U_u \) and \( a' \in U_{u'} \) that generate \( R_{\bar{\eta}} \) and \( R_{\bar{\eta}} \) respectively. It follows that \( f_\eta(a') = 0 \) and \( f_\eta(a) = 0 \), hence we can find \( b \in \mathcal{T}_u \) such that \( f_\eta(b) = a' \) by Lemma 2.11 (2). Now for a general \( t \in \kappa \), we have \( f_\eta(a + tb) = ta' \neq 0 \), and, for \( \varepsilon \in \overline{E_u} \setminus \varepsilon \), we have \( f_\eta(a + tb) = f_\eta(a) + tf_\eta(b) \neq 0 \) since \( f_\eta(a) \neq 0 \). Hence, by local linear independence, \( a + tb \) generates a subrepresentation \((U_{t,v})_v \) of \( M_T \) which is isomorphic to \( P_u \). Moreover, for \( w \in A_\bar{\eta} \), we know that \( U_{t,w} \) is independent with \( U'_{t,w} \) since \( U_{0,w} = \kappa \cdot f_{u,w}(a) \) is so; for \( w \in A_\bar{\eta} \), we have \( U_{t,w} = \kappa \cdot f_{u,w}(a') \) is also linearly independent with \( U'_{t,w} \). As a result, let \( N_t := M' \oplus (U_{t,v})_v \), then \( N_t \cong N \) and \( N_t \overset{\text{r}}{\to} M_T \), hence \( S_M \subset S_N \).

(2) Since \( \Phi_\varepsilon \) is order preserving, it remains to show that \( \Phi_\varepsilon(M) \leq \Phi_\varepsilon(M') \) implies \( M \prec M' \). We may assume \( \Phi_\varepsilon(M) \neq \Phi_\varepsilon(M') \), otherwise \( S_M = S_{M'} \) by Lemma 3.4 and we are done. Pick a tuple \( D \in Z_{\geq 0}^{E(T)} \) such that \( \Phi_\varepsilon(M) \leq D \leq \Phi_\varepsilon(M') \), and \( |D - \Phi_\varepsilon(M)| = 1 \). We may assume that \( D - \Phi(M) = (0, \ldots, 0, 1_{\varepsilon}, 0, \ldots, 0) \).

Then again, by Lemma 3.4, we have \( \Phi_\varepsilon^{-1}(D) = S_N \), where \( N \) is the same as part (1). Note that the existence of \( N \), in other words the positivity of \( r_\varepsilon \) and \( r_\eta \) in \( M_T \), is actually ensured by the fact \( \Phi_\varepsilon(M') \geq D \). Hence \( M \prec N \prec M' \) by part (1). Now replace \( M \) with \( N \) and proceed inductively, we have \( M \prec N \prec \cdots \prec M' \). \( \square \)

3.3. The geometry of linked Grassmannians. In this subsection we investigate the geometry of linked Grassmannians through the tools developed in the preceding two subsections. We start from computing all possible strata of the special fiber of \( LG_{r}(\Gamma) \), namely \( \text{Gr}(r, M_\Gamma) \). This amounts to computing the image of \( \Phi := \Phi_r \).

Theorem 3.8. Let \( \Gamma \) be a locally linearly independent configuration in \( \mathcal{B}_d^0 \). Suppose \( M_\Gamma = \oplus P_v^d \) where \( \sum d_v = d \). Given a tuple \( D := (d_{\varepsilon})_{\varepsilon \in \overline{E(T)}} \in Z_{\geq 0}^{E(T)} \),

(1) \( D \) is contained in the image of \( \Phi \) if and only if
\[
\begin{aligned}
0 \leq d_{\varepsilon} & \leq r - d_{\varepsilon} \leq \sum_{v \in A_\varepsilon} d_v \quad \text{for all } \varepsilon; \\
r - \sum_{\varepsilon \in \overline{E_\varepsilon}} (r - d_{\varepsilon}) & \geq 0 \quad \text{for all } v \in V(T).
\end{aligned}
\]

(2) The irreducible components of \( \text{Gr}(r, M_\Gamma) \) are of the form \( S_N^r \), where \( N \cong \oplus P_v^d \) runs over all isomorphic classes of projective subrepresentations of \( M_\Gamma \), which are classified by the conditions \( \sum r_v = r \) and
\[
\Phi(N) = \left( \sum_{v \in A_\varepsilon} r_v \right)_{\varepsilon \in \overline{E(T)}} \leq \left( \sum_{v \in A_\varepsilon} d_v \right)_{\varepsilon \in \overline{E(T)}}.
\]
As a result, \( S_N^r \) is the set of subrepresentations \( M = (U_v)_v \) such that \( \dim f_{\varepsilon}(U_v(\varepsilon)) \leq \sum_{v \in A_\varepsilon} r_v \) for all \( \varepsilon \), and \( \text{Gr}(r, M_\Gamma) \) has pure dimension \( r(d - r) \).
To sum up, the stratification \((S_M)_{|M|}\) of Gr\((r, M_r)\) is naturally induced by the tuples \(D\) satisfying (3.1). Moreover, the strata contained in an irreducible component \(S_N\) correspond to all \(D\) such that, in addition to (3.1), \(D \leq \Phi(N)\).

**Proof of Theorem 3.8.** (1) Step 1. Let \(M = (U_v)_v\) be an \(r\)-dimension subrepresentation of \(M_\Gamma\). We have

\[
0 \leq \dim f_{\bar{s}}(U_s(\bar{v})) \leq \dim(\ker f_{\bar{s}} \cap U_s(\bar{v})) = r - \dim f_{\bar{s}}(U_s(\bar{v})) \leq \dim \ker f_{\bar{s}} = \sum_{v \in A_{\bar{s}}} d_v.
\]

This proves the first inequality in (3.1). On the other hand, since \(\Gamma\) is locally linearly independent,

\[
r \geq \dim \left( \sum_{\bar{v} \in \bar{E}_v} (\ker f_{\bar{s}} \cap U_v) \right) = \sum_{\bar{v} \in \bar{E}_v} \dim(\ker f_{\bar{s}} \cap U_v) = \sum_{\bar{v} \in \bar{E}_v} (r - \dim f_{\bar{s}}(U_v)).
\]

This gives the second inequality in (3.1).

Step 2: Suppose we have a tuple \(D\) satisfying (3.1). Recall that the projective direct summand \(P_{v'}^{d_v}\) of \(M_r\) is defined by a \(d_v\)-dimensional subspace of \(\bar{T}_v\) whose image in \(\bar{T}_{v'}\) under \(f_{v',v}\) still has dimension \(d_v\). Pick a basis \(\{\xi^i_{v'}\}_{i \in [d_v]}\) of this subspace of \(\bar{T}_v\). Then for each \(v \in V(T)\), the vectors \(\{f_{v,v}(\xi^i_{v'})\}_{v \in V(T), i \in [d_v]}\) form a basis of \(\bar{T}_v\). Let us call \(\xi^i_{v'}\) the \(i\)-th global basis vector on \(v\).

To show the realizability of \(D\), by Lemma 3.4, we should look for subrepresentations \(M := (U_v)_v\) isomorphic to \((\bigoplus_v P_{v'}^{d_v}) \oplus (\bigoplus_{v'} R_{v'}^{d_v})\), where

\[
s_v = r - \sum_{\bar{v} \in \bar{E}_v} (r - d_{\bar{s}}) \geq 0 \quad \text{and} \quad s_{\bar{s}} = r - d_{\bar{s}} - d_{\bar{s}} = s_{\bar{s}} \geq 0.
\]

For simplicity, we set \(s_{v} = s_{\bar{s}} = s_{\bar{s}}\). Then, looking at the dimension of any \(U_u\), we have \(\sum_{v \in V(T)} s_v + \sum_{v \in E(T)} s_v = r\).

For each \(v \in V(T)\), consider the item \(P_{v'}^{a_{v'}^v} \oplus (\bigoplus_{\bar{v} \in \bar{E}_v} R_{\bar{v}}^{d_{\bar{s}}})\); we see that for each \(\bar{v} \in \bar{E}_u\), there naively should be \(s_{\bar{s}}\) basis vectors of \(U_u\) that lie in \(\ker f_{\bar{s}}\) (which generate the term \(R_{\bar{s}}^{d_{\bar{s}}}\)); in other words, these basis vectors “come from the global basis vectors on \(A_{\bar{s}}\).” Similarly, there should be another \(s_v\) basis vectors of \(U_u\) coming from all global basis vectors, and these vectors should generate the term \(P_{v'}^{d_v}\). To make this precise, \(U_u\) must contain a subspace \(W_u\) generated by, for each \(\bar{v} \in \bar{E}_u\) (here we are switching to the directed edges towards \(u\)), \(s_{\bar{s}}\) vectors “from \(A_{\bar{s}}\):”

\[
\xi_{\bar{v}}^i := \sum_{v \in A_{\bar{v}}} \sum_{i \in [d_v]} \alpha_{v,\bar{v}}^{i,j} f_{v,v}(\xi_{\bar{v}}^j), \quad \text{where} \quad j \in [s_v],
\]

and \(s_v\) vectors “from all global basis vectors”:

\[
\xi_u^i := \sum_{v \in V(T)} \sum_{i \in [d_v]} \alpha_{v,v}^{i,j} f_{v,v}(\xi_{\bar{v}}^j), \quad \text{where} \quad j \in [s_v].
\]

Here we consider all \(a_{v'}^v\)'s as coefficients in \(\kappa\) of the basis vectors of \(\bar{T}_u\) which are not determined for now. We now let \(M = (U_v)_v\) be the minimal subrepresentation such that \(W_u \subset U_u\) for all \(u\). We claim that for a general choice of coefficients \(a_{v'}^v\), \(M\) will have dimension \(r\) and satisfies that \(\dim f_{\bar{s}}(U_s(\bar{v})) = d_{\bar{s}}\) for all \(\bar{v}\).

**Step 2.1.** We first show that \(M\) has dimension \(r\).

**Step 2.1.1. A simple example.** We start this step with illustrating the idea by an example. Let \(T\) be the tree with vertices labeled by 1, 2, 3, and 4 as in the left part of Figure 5. Let us
use the ordered pair \((i, j)\) to denote the oriented edge of \(T\) with source \(i\) and target \(j\). Consider the case \(d = 4\) and \(r = 2\). Assume \(d_i = 1\) for all \(i \in [4]\). Let \(D\) be the tuple such that \(d_{(1,2)} = 1, d_{(1,3)} = d_{(1,4)} = 2\) and \(d_{(2,1)} = d_{(3,1)} = d_{(4,1)} = 0\). Straightforward calculation shows that \(s_1 = 1\) and \(s_2 = s_3 = s_4 = 0\), and \(s_{(1,2)} = s_{(2,1)} = 1\) and all other \(s_{(i,j)}\)'s vanish. Hence we are looking for a subrepresentation that is isomorphic to \(P_1 \oplus R_{(1,2)} \oplus R_{(2,1)}\).

By assumption, there is exactly one global basis vector \(\zeta_i\) on each vertex \(i\). We have \(W_3 = 0\) and \(W_4 = 0\). Moreover, \(W_1\) is generated by \(\xi_1 = \sum_{i=1}^{4} a_{i,1} f_{i,1}(\xi_i)\) and \(\xi_{(2,1)} = a_{2,2} f_{2,2}(\xi_2)\), and \(W_2\) is generated by \(\xi_{(1,2)} = \sum_{i \neq 2} a_{i,1} f_{i,2}(\xi_i)\).

For each \(i\), by construction, \(U_i\) is generated by \(f_{1,i}(W_1)\) and \(f_{2,i}(W_2)\). Accordingly, \(U_1\) is generated by \(\xi_1, \xi_{(2,1)}\) and \(\xi_{(1,2)} = 0\). Since \(\xi_1\) and \(\xi_{(2,1)}\) are not proportional, for a general choice of coefficients \(a_{\bullet}\), \(U_1\) has dimension \(r = 2\). Similarly, \(U_2\) is generated by \(\xi_{(1,2)}\), \(f_{1,2}(\xi_1) = \sum_{i \neq 2} a_{i,1} f_{i,2}(\xi_i)\) and \(f_{1,2}(\xi_{(2,1)}) = 0\), hence it has dimension 2. For \(j = 3, 4\), we have \(U_j\) generated by \(f_{1,j}(\xi_j) = \sum_{i \neq j} a_{i,j} \xi_i\) and \(f_{1,j}(\xi_{(2,1)}) = a_{2,2} f_{2,2}(\xi_2)\), and \(f_{2,j}(\xi_{(1,2)}) = 0\), hence also has dimension 2.

**Step 2.1.2. The proof.** Fix \(w \in V(T)\); then \(U_w\) is generated by \((f_{u,w}(W_u))_{u \in V(T)}\). Let \(\tilde{I}_w \subset \tilde{E}(T)\) be the set of all directed edges pointing towards \(w\). For each \(u \neq w\), let \(\tilde{e}_u \in \tilde{E}_u\) be the unique edge that lies in \(\tilde{I}_w\). We denote \(A_u = A_{\tilde{e}_u}\) and \(A_w = V(T)\) for convenience. See the right part of Figure 5.
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**Figure 5.** The left part is the tree in Step 2.1.1. The right part illustrates the oriented edges (in red) contained in \(\tilde{I}_w\) and vertices (in blue) contained in \(A_u\).

Note that \(f_{u,w} \circ f_{v,u} = f_{v,w}\) if \(v \in A_u\) and 0 otherwise, and if \(\tilde{e} \notin \tilde{I}_w\), then \(f_{l(\tilde{e}),w}(\xi_{\tilde{e}}) = 0\) for all \(j \in [s_e]\). It follows that \(U_w\) is actually generated by the following candidate generators

\[
\left\{ f_{u,w}(\xi_{\tilde{e}}) = \sum_{u \in A_u} \sum_{i \in [d_v]} a_{i,v,u} f_{v,u}(\xi_{\tilde{e}}) \right\}_{u \in V(T), j \in [s_u]},
\]

and

\[
\left\{ f_{l(\tilde{e}),w}(\xi_{\tilde{e}}) = \sum_{v \in A_v} \sum_{i \in [d_v]} a_{i,v,e} f_{v,u}(\xi_{\tilde{e}}) \right\}_{\tilde{e} \in \tilde{I}_w, j \in [s_v]},
\]

Since the number of candidate generators above equals \(\sum_{u \in V(T)} s_u + \sum_{e \in E(T)} s_e = r\), it suffices to show that these vectors are linearly independent.

Consider the \(r \times d\) matrix \(\mathcal{C}\) of coefficients whose rows are labeled by the set of candidate generators, namely, the set of tuples \((u, j)\) \(u \in V(T), j \in [s_u]\) and \((\tilde{e}, j)\) \(\tilde{e} \in \tilde{I}_w, j \in [s_v]\).
and columns labeled by the set of global basis vectors, namely the set of tuples \( \{(v, i)\}_{v \in V(T), i \in [d_v]} \). Let \( * \) represent either \( u \) or \( \hat{e} \). Then the entry of \( C \) on the \((*, j)\)-th row and \((v, i)\)-th column is \( a_{v,*,j}^{i} \) if \( v \in A_* \), and 0 otherwise. It is enough to show that \( C \) has a non-trivial \( r \times r \) minor considered as a polynomial in \( a_{*,*}^{i} \).

To see this, we associate each row \((*, j)\) a distinct global basis vector on \( A_* \). This is possible inductively: suppose we have picked distinct global basis vectors for all \((u, j)\) where \( u \) is in a subset \( S \subset V(T) \) and \( j \in [s_u] \), and all \((\hat{e}, j)\) such that \( \hat{e} \in \hat{E}_u \cap \hat{E}_v = \hat{E}_u \setminus \hat{e}_u \) for some \( u \in S \) and \( j \in [s_v] \). We can further assume that \( w \not\in S \) and the maximal subgraph \( T_S \) of \( T \) with vertices in \( V(T) \setminus S \) is connected. If \( T_S = \{ w \} \) the inductive step is trivial since there are \( d > r \) global basis vectors on \( A_w = V(T) \) to choose. In the following we assume \( T_S \not= \{ w \} \) and continue the process for a leaf \( z \not= w \) of \( T_S \) and all edges in \( \hat{E}_z \setminus \hat{e}_z \) (see Figure 6).

[Diagram: Figure 6. The set of vertices and directed edges \( * \) (the ones that are not black) such that the distinct global basis vectors are assigned for \((*, j)\) for all \( j \in [s_*] \). The left part is before the inductive step and the right part is after the inductive step. Note that the set of edges with a same color (again, not black) is the set \( \hat{E}_v \setminus \hat{e}_v \) for some vertex \( v \).]

Given \( \hat{e} = \hat{e}_z \), denote \( \nu = s(\hat{e}) \). By applying (3.1) for \( \hat{e} = \hat{e}_z \), we found that the number of global basis vectors on \( A_z \) that are not picked yet is

\[
\sum_{u \in A_z} d_u - \sum_{u \in A_z} (s_u + \sum_{\hat{e} \in \hat{E}_{u \setminus \nu}} s_{\nu}) = \sum_{u \in A_z} d_u - \left( s_{\nu} + \sum_{\hat{e} \in \hat{E}_{v \setminus \nu}} (r - d_{\hat{e}}) \right) \geq r - d_{\hat{e}} - d_{\hat{e}} = s_{\nu}.
\]

Hence we are able to pick distinct global basis vectors for \((\hat{e}, j)\), where \( j \in [s_*] \). Suppose now the global basis vectors are picked for all \( \hat{e} \in \hat{E}_z \setminus \hat{e}_z \). Applying (3.1) again for \( \hat{e} = \hat{e}_z \) and \( v = z \), the number of global basis vectors on \( A_z \) that are not picked yet is

\[
\sum_{u \in A_z} d_u - \left( \sum_{u \in A_z} s_u + \sum_{u \in A_z} \sum_{\hat{e} \in \hat{E}_{u \setminus \nu}} s_{\nu} \right) = \sum_{u \in A_z} d_u - \left( s_{\nu} + \sum_{\hat{e} \in \hat{E}_{v \setminus \nu}} (r - d_{\hat{e}}) \right) \geq r - d_{\hat{e}} - d_{\hat{e}} \geq s_{\nu}.
\]

Hence we are able to pick the distinct global basis vector for \((z, j)\), where \( j \in [s_{\nu}] \). This completes the induction.

Recall that we let \( * \) represent either \( u \in V(T) \) or \( \hat{e} \in \hat{I}_w \). Suppose the distinct global basis vector associated to \((*, j)\) is the \( i_{*,j} \)-th global basis vector on \( v_{*,j} \). Let \( M \) be the \( r \times r \) sub-matrix of \( C \) whose columns are labeled by all \((v_{*,j}, i_{*,j})\)s. Then the determinant of \( M \) contains the monomial
term
\[
\prod_{u \in V(T), \ j \in [s_u]} \mu_{\nu_u, j}^{i_{u,j}} \prod_{e \in E_u, \ j \in [s_e]} \mu_{\nu_e, j}^{i_{e,j}}.
\]
In particular, we have \(\det \mathcal{M} \neq 0\), hence \(U_w\) has dimension \(r\).

**Step 2.2.** It remains to show that \(\dim f_\varphi(U_w) = d_\varphi\) for all \(\varphi \in \hat{E}_w\). Among all candidate generators of \(U_w\), the ones with non-trivial image in \(U_{i(\varphi)}\) are all possible \(f_{u,w}(\xi_\varphi)\)s and \(f_{u,w}(\xi_\varphi)\)s such that \(u \in A_\varphi\) and \(e \in \hat{E}_u \setminus \bar{E}_u\). The number of such candidate generators is
\[
\sum_{u \in A_\varphi} (s_u + \sum_{e \in \hat{E}_u \setminus \bar{E}_u} s_e) = s_w + \sum_{e \in \hat{E}_w \setminus \bar{E}_w} (r - d_\varphi) = d_\varphi.
\]
Moreover, the image of these candidate generators in \(U_{i(\varphi)}\) gives rise to \(d_\varphi\) candidate generators of \(U_{i(\varphi)}\). By Step 2.1.2, these candidate generators in \(U_{i(\varphi)}\) are linearly independent, hence \(\dim f_\varphi(U_w) = d_\varphi\) and we are done.

(2) The irreducible components of \(\text{Gr}(r, M_\Gamma)\) are of the form \(\mathcal{S}_\mathcal{M}\), where \(M\) is maximal with respect to the preorder. Suppose \(\mathcal{S}_N\) is an irreducible component of \(\text{Gr}(r, M_\Gamma)\). If there is a direct summand \(R_\varphi\) in the decomposition of \(N\), then by Proposition 3.2 (3), there must also be an \(R_\varphi\). Hence \(\mathcal{S}_N\) is contained in the closure of another stratum in \(\text{Gr}(r, M_\Gamma)\) by Proposition 3.7, which provides a contradiction. Therefore \(N\) must be projective. On the other hand, if \(N\) is not maximal, then by the proof of Proposition 3.7 (2), \(N\) must contain an \(R_\varphi\) in its decomposition, hence can not be projective. Therefore, the irreducible components of \(\text{Gr}(r, M_\Gamma)\) are parametrized by all isomorphic classes of projective subrepresentations of \(M_\Gamma\).

We now write \(N := (V_v)_v \cong \oplus P^r_v\). Then (3.2) is equivalent to (3.1) since \(d_\varphi := \dim f_\varphi(V_s(\varphi)) = \sum_{v \in A_\varphi} r_v\). Moreover, By Lemma 3.6 and the dimension formula Proposition 3.5, we have
\[
\dim \mathcal{S}_N = \dim \text{Hom}(\oplus P^r_v, \oplus P^{d_\varphi}_v) = \dim \text{End}(\oplus P^r_v) = r(d - r^2) = r(d - r).
\]
Thus \(\text{Gr}(r, M_\Gamma)\) has pure dimension \(r(d - r)\).

**Remark 3.9.** (1) The idea in Theorem 3.8 can also be used to describe the geometry of \(\text{Gr}(r, M_\Gamma)\) for general \(\varphi\). Although we may not have \(r_\varphi = r_\bar{\varphi}\) as in Proposition 3.2 (3) for decompositions of dimension-\(\varphi\) subrepresentations of \(M_\Gamma\) (or, as in the proof of Theorem 3.8, \(s_\varphi = s_\bar{\varphi}\)), one can still compute all possible strata and hence describe its irreducible components.

(2) We can also describe the intersection of irreducible components of \(\text{Gr}(r, M_\Gamma)\) (codimensions, strata in the intersection, etc.), as well as count the number of irreducible components with the information in Theorem 3.8, which will extend the results for \(r = 1\) in [CHSW11]. See also Example 3.11 below. Moreover, as we will see later in Theorem 3.12, \(\text{Gr}(r, M_\Gamma)\) is isomorphic to the special fiber of the Mustafin degeneration \(M_\Gamma(\Gamma)\). Hence it is also possible to classify all primary/secondary components of the special fiber of \(M_\Gamma(\Gamma)\) ([Häb14, Definition 3.2]).

We leave all the details to the interested readers.

**Example 3.10.** Let \(\Gamma = \{[L_1], [L_2]\}\) be a two-point configuration. The irreducible components of \(\text{Gr}(r, M_\Gamma) = LG_\Gamma(\Gamma)_0\) correspond to non-negative numbers \(r_1, r_2\) such that \(r_1 + r_2 = r\) and \(r_i \leq d_i\) for \(i = 1, 2\), where \(d_1 = \text{rank}(f_{1,2})\) and \(d_2 = \text{rank}(f_{2,1})\) are positive integers such that \(d_1 + d_2 = d\). This is exactly the description carried out in [Oss06, Example A.17]; recall from Proposition 2.22 (2) that an Osserman’s linked Grassmannian over \(\kappa\) is isomorphic to \(LG_\Gamma(\Gamma)_0\) for a convex chain
Note that we completely described the points in each component of $\text{Gr}(r, M_\Gamma)$ while [Oss06, Example A.17] only identified the irreducible components. Moreover, our conclusion of Theorem 3.8 (2) for convex chains completely answers Question A.19 of loc.cit.

**Example 3.11.** Note that by Proposition 3.2 (2), $d_v > 0$ if $v$ is a leaf of $T$. Suppose $r = 1$, then the set of irreducible components of $\text{Gr}(r, M_\Gamma)$ is identified with $V(T)$: for each $v \in V(T)$, $Z_v := S_{R_v}$ gives an irreducible component and vice versa. Moreover, for each $v$, the strata contained in $Z_v$ are exactly all $S_{R_e}$ where $e$ is an edge containing $v$ and $R_e = R_v \oplus R_{\bar{e}}$. As a result, $Z_v \cap Z_{v'}$ is non-empty if and only if $v$ is adjacent to $v'$, in which case the intersection is $S_{R_e}$ where $e$ is the edge connecting $v$ and $v'$. This agrees with the results in [CHSW11, §2].

As a consequence of Theorem 3.8, we now prove the theorem of the global geometry of a limited Grassmannian associated to a locally linearly independent configuration $\Gamma$. Note that the case when $\Gamma$ is a convex chain is proved in [HO08] via a local computation.

**Theorem 3.12.** Let $\Gamma$ be a locally linearly independent configuration. Then $L G_r(\Gamma)$ is irreducible and flat over $R$. Moreover, both $L G_r(\Gamma)$ and its special fiber $L G_r(\Gamma)_0 = \text{Gr}(r, M_\Gamma)$ are reduced and Cohen-Macaulay. As a result, $L G_r(\Gamma) = M_r(\Gamma)$ as a scheme.

**Proof.** By Proposition 3.2 (3), we have a rational and dominant morphism

$$\prod_{1 \leq i \leq r} LG_1(\Gamma) \rightarrow LG_r(\Gamma)$$

induced by taking the direct sum of the dimension-1 subspaces, where the product on the left is over $R$. Since $LG_1(\Gamma)$ is irreducible by Theorem 2.6, so is the product. Hence $LG_r(\Gamma)$ is irreducible.

The rest of the proof is similar to [HO08, Theorem 4.1]. We first show the Cohen-Macaulayness of $\text{Gr}(r, M_\Gamma)$ by induction on $|\Gamma|$. The base case $|\Gamma| = 1$ trivial since $LG_r(\Gamma)$ is a Grassmannian, and the case $|\Gamma| = 2$ is covered in [HO08, Theorem 4.1]. We now assume $|\Gamma| \geq 3$ and let $[L]$ be a leaf of $T$ and $\Gamma' = \Gamma \setminus \{[L]\}$. Let $[L']$ be the lattice class adjacent to $[L]$ in $\Gamma$ and $\Gamma'' = \{[L], [L']\}$. According to Theorem 3.8 (2), $\text{Gr}(r, M_{\Gamma'})$ has pure dimension $r(d - r)$, and so are $\text{Gr}(r, M_{\Gamma'})$ and $\text{Gr}(r, M_{\Gamma''})$. It follows that $\text{Gr}(r, M_{\Gamma'})$ is a local complete intersection in $\text{Gr}(r, M_{\Gamma'}) \times \text{Gr}(r, M_{\Gamma''})$. By the inductive hypothesis and [Sta20, Tag 045Q], $\text{Gr}(r, M_{\Gamma'}) \times \text{Gr}(r, M_{\Gamma''})$ is Cohen-Macaulay, hence so is $\text{Gr}(r, M_{\Gamma'})$.

By Remark 2.19 and Theorem 3.8 (2), the simple points of $\text{Gr}(r, M_{\Gamma'})$ as a prelinked Grassmannian are dense. Thus, according to [Oss14, Proposition A.2.2], $\text{Gr}(r, M_{\Gamma'})$ is generically smooth and hence generically reduced. Therefore, $\text{Gr}(r, M_{\Gamma'})$ is reduced by Cohen-Macaulayness. The reducedness and flatness of $LG_r(\Gamma)$ now follows from the irreducibility and [Oss06, Lemma 6.13]. The Cohen-Macaulayness of $LG_r(\Gamma)$ is a consequence of [Mat87, Cor., page 181].

Note that we proved in addition to the main theorem of [Häb14] that the Mustafin degeneration of a locally linearly independent configuration is Cohen-Macaulay with reduced special fiber.

### 4. Application to Limit Linear Series

In this section we investigate the connection between linked Grassmannians and moduli spaces of limit linear series on nodal curves. As we shall see, the moduli space of limit linear series admits
a natural map from the space of linked linear series (Definition 4.7), which, up to twisting by an sufficient ample line bundle, can be written as an union of linked Grassmannians. Consequently, we derive a criterion for the smoothing of limit linear series.

Throughout this section we assume that $R$ is a complete discrete valuation ring with fraction field $K$ and algebraically closed residue field $\kappa$. All curves we consider are assumed proper, (geometrically) reduced and connected, and at worst nodal. Furthermore, all irreducible components of a curve are smooth.

### 4.1. Definition of limit linear series.

We recall the notion of limit linear series on nodal curves. We will use Osserman’s notion and focus on curves with trivial chain structure; however, the underlying curve will be more complicated: it is obtained from the curve of the former by inserting chains of rational curves. We would like to mention that, when dealing with degeneration of linear series, it is possible to replace limit linear series of non-trivial chain structures (when they appear) with the ones of trivial structure, which is much easier to phrase than the non-trivial case. See the precise definition of the later in [Oss19b]. Meanwhile, unless otherwise stated, all definitions in this subsection are from [Oss19b]. Let $X_0$ be a nodal curve over $\kappa$. Let $G$ be the dual graph of $X_0$ and $Z_v$ the irreducible component of $X_0$ corresponding to $v \in V(G)$. Let $Z_v^c$ be the closure of $X_0 \setminus Z_v$.

The set of multidegrees on $X_0$ is in one-to-one correspondence with the set of divisors on $G$ in a natural way. We say that a multidegree $w$ is obtained from $w'$ by a twist at $v \in V(G)$ if the divisor associated to $w$ is obtained from $w'$ as follows: if $v'$ is adjacent to $v$, we increase the degree of $w'$ at $v'$ by one; we decrease the degree of $w'$ at $v$ by the number of vertices adjacent to $v$. In this case we also say that $w'$ is obtained from $w$ by a negative twist at $v$.

**Definition 4.1.** A multidegree $w$ is concentrated on $v$ if there is an ordering on $V(G)$ starting at $v$, and such that for each subsequent vertex $v'$, we have that $w$ becomes negative in vertex $v'$ after taking the composition of the negative twists at all previous vertices.

We relate the combinatorial notions to algebraic operations, starting from enriched structures.

**Definition 4.2.** An enriched structure on a nodal curve $X_0$ consists of the data, for each $v \in V(G)$, of a line bundle $\mathcal{O}_v$ on $X_0$ and a section $s_v \in \Gamma(X_0, \mathcal{O}_v)$, satisfying:

1. For any $v \in V(G)$ we have $\mathcal{O}_v|_{Z_v} \cong \mathcal{O}_{Z_v}(- (Z_v^c \cap Z_v))$ and $\mathcal{O}_v|_{Z_v^c} \cong \mathcal{O}_{Z_v^c}(Z_v^c \cap Z_v)$;
2. $\bigotimes_{v \in V(G)} \mathcal{O}_v \cong \mathcal{O}_{X_0}$;
3. $s_v$ vanishes precisely along $Z_v$.

Now let $(\mathcal{O}_v, s_v)_{v \in V(G)}$ be an enriched structure on $X_0$.

**Notation 4.3.** Fix a multidegree $w_0$ on $X_0$. Let $G(w_0)$ be the directed graph with vertex set $V(G(w_0)) \subset \mathbb{Z}^G$ consisting of all multidegrees obtained from $w_0$ by a sequence of twists, and an edge from $w$ to $w'$ if $w'$ is obtained from $w$ by twisting at any vertex of $G$. Given $w, w' \in V(G(w_0))$, let $P = (w; v_1, ..., v_m)$ be a minimal path from $w$ to $w'$ in $G(w_0)$, where the vertex $v_i$ indicates the edge in $G(w_0)$ corresponding to twisting at $v_i$, we set

$$\mathcal{O}_{w, w'} = \bigotimes_{i=1}^m \mathcal{O}_{v_i} \quad \text{and} \quad s_{w, w'} = \bigotimes_{i=1}^m s_{v_i}.$$
The following proposition ensures that the notations $O_{w,w'}$ and $s_{w,w'}$ are well-defined.

**Proposition 4.4.** [Oss19b, Proposition 2.12] In the minimal path $P(w; v_1, ..., v_m)$ from $w$ to $w'$, the number $m$ and vertices $v_i$ are uniquely determined up to reordering. More generally, paths $P(w, v'_1, ..., v'_{m'})$ and $P(w, v''_1, ..., v''_{m''})$ starting from $w$ have the same endpoint if and only if the multisets of the $v'_i$ and $v''_i$ differ by a multiple of $V(G)$.

**Notation 4.5.** Suppose $\mathcal{L}$ is a line bundle on $X_0$ of multidegree $w_0$. For any $w \in V(G(w_0))$ set $\mathcal{L}_w = \mathcal{L} \otimes O_{w_0,w}$. Take also $w' \in V(G(w_0))$. Let $P = (v_1, ..., v_m)$ be a minimal path from $w$ to $w'$ as in Notation 4.3. We have a natural map $f_{w,w'} : \mathcal{L}_w \to \mathcal{L}_{w'}$ induced by multiplying with $s_{w,w'}$.

We now have all the ingredients to define limit linear series.

**Definition 4.6.** Let $X_0$ and $G$ be as above. Fix a multidegree $w_0$ with total degree $d$, and fix a number $r < d$. Choose an enriched structure $(\mathcal{O}_v, s_v)$ on $X_0$, and a tuple $(w_v)_{v \in V(G)} \subset V(G(w_0))$ of multidegrees on $X_0$ such that $w_v$ is concentrated on $v$. Let $\overline{G}(w_0)$ be the subgraph of $G(w_0)$ consisting of multidegrees $w$ in $V(G(w_0))$ such that, for all $v \in V(G)$, $w_v$ can be obtained from $w$ by twisting vertices other than $v$. A **limit linear series** on $X_0$ consists of a line bundle $\mathcal{L}$ of multidegree $w_0$ on $X_0$ together with subspaces $V_v \subset \Gamma(X_0, \mathcal{L}_{w_v})$ of dimension $(r + 1)$ such that for all $w \in V(\overline{G}(w_0))$, the kernel of the linear map

\[
(4.1) \quad \Gamma(X_0, \mathcal{L}_w) \to \bigoplus_{v \in V(G)} \Gamma(X_0, \mathcal{L}_w)/V_v
\]

induced by $\oplus_v f_{w,w_v}$ has dimension at least $r + 1$.

According to [Oss19a, Corollary 2.23] and [Oss19b, Proposition 3.8], the definition of limit linear series above is equivalent to the one defined in [Oss19b], which is independent of the choice of multidegrees $(w_v)_v$.

We next introduce the notion of linked linear series, which is closely related to limit linear series.

**Definition 4.7.** [Oss14] Use the same notation as in Definition 4.6. A **linked linear series** on $X_0$ consists of a line bundle $\mathcal{L}$ on $X_0$ of multidegree $w_0$ together with subspaces $V_w \subset H^0(X_0, \mathcal{L}_w)$ of dimension $(r + 1)$ for all $w \in V(\overline{G}(w_0))$ such that

\[
(4.2) \quad f_{w,w'}(V_w) \subset V_{w'} \quad \text{for all } w, w' \in V(\overline{G}(w_0)).
\]

**Remark 4.8.** Suppose $w_v \in V(\overline{G}(w_0))$ for all $v$, which is possible according to Remark 4.12 later. Given a linked linear series $(V_w)_{w \in V(\overline{G}(w_0))}$, we get immediately a limit linear series by setting $(V_v)_{v \in V(G)} = (V_{w_v})_{v \in V(G)}$. This actually gives a forgetful map from the moduli space of linked linear series to the moduli space of limit linear series.

By convention, we also denote a limit/linked linear series by a limit/linked $g^r_d$ when the degree and rank are specified.

**4.2. Tropical convexity of the set of multidegrees of limit linear series.** Let us label the vertex of $G$ as $v_0, v_1, ..., v_n$. Recall from [DS04] that we have the tropical projective space $\text{TP}^n := \mathbb{R}^{n+1}/\mathbb{R} \cdot 1$, and a subset $S$ of $\text{TP}^n$ is **tropically convex** if for any $(x_0, ..., x_n)$ and $(x'_0, ..., x'_n)$ in $S$, we have

\[
(\min(a + x_0, b + x'_0), ..., \min(a + x_n, b + x'_n)) \in S \quad \text{for all } a, b \in \mathbb{R}.
\]
We can identify $V(G(w_0))$ with the integral points in $\mathbf{TP}^n$ as follows. If $w \in V(G(w_0))$ is obtained from $w_0$ by subsequently twisting $x_{w,j}$ times at $v_j$, then $w$ is identified with $(x_{w,0}, \ldots, x_{w,n})$. This is well-defined by Proposition 4.4.

**Definition 4.9.** We call a set $S$ of lattice points in $\mathbf{TP}^n$ integrally tropically convex if it is the set of all lattice points in a tropically convex set. The integral tropical convex hull of a lattice set $S$ is the smallest integrally tropically convex set that contains $S$.

It is straightforward to verify that integral tropical convexity of a subset of $V(G(w_0))$ is independent of the choice of $w_0$.

**Notation 4.10.** For $0 \leq i \leq n$, suppose $w_{v_i}$ is obtained from $w_0$ by twisting $a_{i,j} \geq 0$ times at $v_j$ successively for $0 \leq j \leq n$. Then $w_{v_i} = (a_{i,0}, \ldots, a_{i,n})$. Let $V(G)^{\text{conv}} \subset \mathbf{TP}^n$ be the integral tropical convex hull of all $w_v$.

**Proposition 4.11.** $V(\mathcal{G}(w_0))$ is integrally tropically convex. Moreover, we have $V(\mathcal{G}(w_0)) \subset V(G)^{\text{conv}}$, and $V(\mathcal{G}(w_0)) = V(G)^{\text{conv}}$ if and only if
\begin{equation}
(4.3) \quad a_{k,i} - a_{k,j} \geq a_{i,i} - a_{i,j} \text{ for all } 0 \leq i, j, k \leq n.
\end{equation}

**Proof.** For each $w \in V(G(w_0))$, fix a path in $V(G(w_0))$ from $w_0$ to $w$ and let $x_{w,j} \geq 0$ be the number of twists of $v_j$ in the path. Then for each $0 \leq i \leq n$, $w_{v_i}$ is obtained from $w$ by twisting $a_{i,j} - x_{w,j}$ times at $v_j$ for each $0 \leq j \leq n$. We have $w \in V(\mathcal{G}(w_0))$ if and only if $a_{i,j} - x_{w,i} \leq a_{i,j} - x_{w,j}$ for all $0 \leq i \leq n$ and $0 \leq j \leq n$ by Proposition 4.4. In other words, we must have
\begin{equation}
(4.4) \quad x_{w,i} - x_{w,j} \geq a_{i,i} - a_{i,j} \text{ for all } 0 \leq i, j \leq n.
\end{equation}

Note that $w$ is identified with $(x_{w,0}, \ldots, x_{w,n})$ in $\mathbf{TP}^n$. It is easy to see that $V(\mathcal{G}(w_0))$ is integrally tropically convex, since each single inequality in (4.4) defines a tropically convex set, and so is their intersection. On the other hand, for $(y_0, y_1, \ldots, y_n) \in V(\mathcal{G}(w_0))$, by (4.4) we have
\[
(y_0, y_1, \ldots, y_n) = \min_{0 \leq i \leq n} \left(\left((a_{i,0}, a_{i,1}, \ldots, a_{i,n}) + (y_i - a_{i,i}) \cdot (1, 1, \ldots, 1)\right)\right),
\]
where by minimum we mean taking the coordinate-wise minimum. Hence $V(\mathcal{G}(w_0)) \subset V(G)^{\text{conv}}$.

If (4.3) is satisfied then we immediately have $w_{v_i} \in V(\mathcal{G}(w_0))$. Hence $V(\mathcal{G}(w_0)) = V(G)^{\text{conv}}$. □

**Remark 4.12.** Condition (4.3) can be satisfied if we choose $w_v$ “sufficiently concentrated” on $v$. More precisely, given a tuple $(w_v)_v$ of concentrated multidegrees, replace each $w_v$ with $w'_v$, obtained from $w_v$ by negatively twist sufficiently many times at $v$; then we get a tuple $(w'_v)_v$ of concentrated multidegrees that satisfies Condition (4.3). In particular, the new $w'_v$ is contained in the new $V(G(w_0))$, which is the integral tropical convex hull of all $w'_v$.

### 4.3. The moduli space of limit linear series and smoothing property

We first recall the notion of a regular smoothing family as in [Oss19b].

**Definition 4.13.** We say that a flat and proper family $\pi: X \to B = \text{Spec}(R)$ of curves is a regular smoothing family if (1) $X$ is regular and the generic fiber $X_\eta$ is smooth; (2) the special fiber $X_0$ of $\pi$ is a (split) nodal curve; and (3) $\pi$ admits sections through every component of $X_0$. 
Since $R$ is complete, the reduction map from $X_\eta(K)$ to the smooth locus of $X_0$ is surjective according to [Liu02, Proposition 10.1.40(a)] (This is used in Proposition 4.15 and Theorem 4.17). Fix $w_0, d$ and $r$ as in Definition 4.6, and recall that we denoted the dual graph of $X_0$ by $G$ and components by $(Z_v)_{v \in V(G)}$. Fix also concentrated multidegrees $(w_v)_v$ that satisfy (4.3), namely that $w_v \in V(G(w_0))$ for all $v \in V(G)$, which is possible by Remark 4.12. We recall the construction of the moduli space of (limit) $g_{0,d}'s$ on $X/B$. The enriched structure on $X_0$ is naturally chosen to be $\mathcal{O}_v = \mathcal{O}_X(Z_v)|_{X_0}$ and $s_v = 1|_{X_0}$. For a multidegree $w$ on $G$ of total degree $d$ denote by $\text{Pic}^w(X/B)$ the moduli scheme of line bundles of relative degree $d$ over $B$ which have multidegree $w$ on $X_0$.

Let $\mathcal{Z}_w$ be a universal bundle over $\text{Pic}^w(X/B) \times_B X$. Take an effective divisor $D = \sum_{v \in V(G)} D_v$ on $X$ such that $D_v$ is a union of sections of $X/B$ that pass through $Z_v$ and avoid the nodes of $X_0$. Assume $D$ is “sufficiently ample,” in other words, $d_v = \deg D_v$ is big enough relative to all $w$ in $V(G(w_0))$ and the genus $g_v$ of $Z_v$. In fact, we will see later that it is enough for us if for all $w \in V(G(w_0))$ and $\mathcal{L}$ a line bundle on $X_0$ with multidegree $w$ (resp. for all $\mathcal{L}$ a line bundle on $X_\eta$ with degree $d$), we have $h^1(X_0,\mathcal{L}(D_0)) = 0$ (resp. $h^1(X_\eta,\mathcal{L}(D_\eta)) = 0$), where $D_0$ (resp. $D_\eta$) is the special fiber (resp. generic fiber) of $D$. Denote $\tilde{d} = \sum_v d_v$.

Let $\mathcal{P} := \text{Pic}^w_0(X/B)$. Consider the diagram:

$$
\begin{array}{ccc}
\mathcal{P} \times_B X & \longrightarrow & \text{Pic}^w(X/B) \times_B X \\
\downarrow & & \downarrow \pi_w \\
\mathcal{P} & \stackrel{q_w}{\longrightarrow} & \text{Pic}^w(X/B).
\end{array}
$$

Here $q_w$ is induced by tensoring with $\mathcal{O}_X(Z_v)$ each time $v$ appears in the minimal path in $G(w_0)$ from $w_0$ to $w$ (when restricted to $X_0$, this is just tensoring with $\mathcal{O}_{w_0,w}$ in Notation 4.3). For simplicity we denote the pullbacks of the denoted maps above by themselves, if there’s no confusion. Let $\mathcal{L}_w = q_w^*(\mathcal{Z}_w \otimes \pi_w^* \mathcal{O}_X(D))$ and $\mathcal{E}_w = p_{w*} \mathcal{L}_w$. For $v \in V(G)$ let $\mathcal{L}_v = q_v^*(\mathcal{Z}_w \otimes \pi_w^* \mathcal{O}_X(D)|_{D_v})$ and $\mathcal{E}_v = p_{w*} \mathcal{L}_v$ over $\mathcal{P}$. Then $\mathcal{E}_w$ (resp. $\mathcal{E}_v$) is a rank-$(d+\tilde{d}-g+1)$ (resp. rank-$d_v$) vector bundle by the choice of $d_v$ and [FKM94, §0.5]. Let $\text{Gr}(r+1,\mathcal{E}_w)$ be the relative Grassmannian over $\mathcal{P}$, and $\mathcal{G}^1$ be the product of all $\text{Gr}(r+1,\mathcal{E}_w)_s$ over $\mathcal{P}$, where $w$ runs over $V(G)$. Similarly, let $\mathcal{G}^2$ be the product of all $\text{Gr}(r+1,\mathcal{E}_w)_s$ over $\mathcal{P}$, where $w$ runs over $V(G(w_0))$. Then $\mathcal{G}^1$ (resp. $\mathcal{G}^2$) is the ambient space inside which we will define the moduli space of limit (resp. linked) linear series. To reduce the notation, in the rest of construction, for the pullback of a vector bundle, we will not mention the morphism of the pullback but only specify the scheme that the vector bundle lies on.

Let $\mathcal{V}_w$ be the universal subbundle on $\text{Gr}(r+1,\mathcal{E}_w)$ and $\mathcal{G}^2$ be the locus in $\mathcal{G}^1$ where

$$(4.5) \quad \mathcal{E}_w \to \bigoplus_{v \in V(G)} \mathcal{E}_{w,v}/\mathcal{V}_{w,v}$$

has rank at most $d+\tilde{d}-g-r$ for any $w \in V(G(w_0))$, where the map $\mathcal{E}_w \to \mathcal{E}_{w,v}$ is induced by multiplying with $1 \in \mathcal{O}_X(Z_v)$ each time $u$ appears in the minimal path in $G(w_0)$ from $w$ to $w_u$. (Again, when restricted to $X_0$, this is just $f_{w,w_u}$ in Notation 4.5 up to tensoring with the special fiber of $D$.) Accordingly, let $\mathcal{G}^2$ be the locus in $\mathcal{G}^1$ over which the composition of the morphisms

$$
(4.6) \quad \mathcal{V}_w \to \mathcal{E}_w \to \mathcal{E}_{w,v}/\mathcal{V}_{w,v}
$$
vanishes for all \(w, w' \in V(\overline{G}(w_0))\). Now conditions (4.5) and (4.6) match with conditions (4.1) and (4.2) respectively. The only issue now is that we are tensoring everything with \(O_X(D)\) in the beginning. Hence, let \(G\) (resp. \(\tilde{G}\)) be the locus in \(G^2\) (resp. \(\tilde{G}^2\)) where the map \(\mathcal{V}_w, \to \mathcal{E}_v\) vanishes identically for each \(v \in V(G)\). Then \(G\) and \(\tilde{G}\) are the desired moduli spaces. Namely, the generic fiber \(G_\eta\) (resp. \(\tilde{G}_\eta\)) is the moduli space of \(\mathfrak{g}_d\)s on \(X_\eta\) and the special fiber \(G_0\) (resp. \(\tilde{G}_0\)) parametrizes limit (resp. linked) \(\mathfrak{g}_d\)s on \(X_0\) of multidegree \(w_0\).

**Remark 4.14.** It is unclear whether the scheme structure of \(G\) agrees with the moduli space constructed in [Oss19b], although they are the same as topological spaces. The main subtlety is that the determinantal condition in (4.5) for \(G\) is imposed for all \(w \in V(\overline{G}(w_0))\), whereas in [Oss19b] it is imposed for all \(w \in V(G(w_0))\). See for example the proof of [LO19, Proposition 3.2.7]. Nevertheless, the proof of our smoothing theorem will only involve dimension estimation, hence the scheme-structure of the moduli space is irrelevant.

We next prove a smoothing property of limit linear series on \(X_0\) under certain technical assumptions. This is essentially a consequence of dimension estimation of \(G\). Since it is an intersection of determinantal loci in \(G^2\), we need to first examine the dimension of \(G^2\). To do this, note that there is a natural forgetful map \(\tilde{\pi}: \tilde{G}^2 \to G^2\) as explained in Remark 4.8, and recall that the notion of limit linear series is independent of the choice of concentrated multidegrees.

**Proposition 4.15.** Let \((w_v)_v\) be a set of concentrated multidegrees that satisfy (4.3). Then \(\tilde{G}^2\) is covered by linked Grassmannians. More precisely, let \(s: B \to \mathcal{P}\) be any section of \(\mathcal{P} \to B\), then the fiber product \(\tilde{G}^2 \times_{\mathcal{P}} B\) is isomorphic to the linked Grassmannian \(LG_{r+1}(\Gamma_s)\) associated to a convex configuration \(\Gamma_s\) of lattice (classes) in \(\Gamma(X_\eta, L(D_\eta))\), where \(L\) is the line bundle on \(X_\eta\) corresponding to the generic point of \(s\). Moreover, for \(w \in V(\overline{G}(w_0))\) let \(L_w'\) be the extension of \(L\) to \(X\) with multidegree \(w\) on \(X_0\) and \(L_w = L_w'(D)\), then \(\Gamma_s\) is the convex hull of \(\{\Gamma(X, L_w)\}_{w \in V(G)}\).

**Proof.** By construction, \(\tilde{G}^1 \times_{\mathcal{P}} B\) is the product over \(B\) of the Grassmannians \(Gr(r+1, \Gamma(X, L_w))\) for \(w \in V(\overline{G}(w_0))\). For \(w' \in V(\overline{G}(w_0))\), suppose the minimal path in \(V(G(w_0))\) from \(w\) to \(w'\) contains \(a_v\) twists at \(v\), then the twisting map from \(L_w\) to \(L_{w'}\) is just the inclusion \(L_w \to L_w' = L_w(\sum a_v Z_v) \simeq L_{w'}\). Hence, by the definition of \(\tilde{G}^2\), it remains to show that the configuration \(\{\Gamma(X, L_w)\}_{w \in V(G)}\) is the convex hull of \(\{\Gamma(X, L_{w_v})\}_{v \in V(G)}\).

Note that the intersection of global sections

\[
\Gamma(X, L_{w_0}(\sum a_v Z_v)) \cap \Gamma(X, L_{w_0}(\sum b_v Z_v)) = \Gamma(X, L_{w_0}(\sum \min\{a_v, b_v\} Z_v))
\]

is compatible with taking the minimum of the coefficients of each \(Z_v\). Also, we have

\[
\pi \cdot \Gamma(X, L_{w_0}(\sum a_v Z_v)) = \Gamma(X, L_{w_0}(\sum (a_v + 1) Z_v)).
\]

Thus the conclusion reduces to the integral tropical convexity of \(V(\overline{G}(w_0))\) as a set in \(TP^{|V(G)|-1}\), which follows from Proposition 4.11 and the choice of \((w_v)_v\).

**Remark 4.16.** We warn the reader that in the proof of Proposition 4.15 different multidegrees \(w\) may give homothetic lattices \(\Gamma(X, L_w)\). For instance, see Proposition 4.18 (2). However, this won’t affect the proof.
**Theorem 4.17.** Let $X/B$ be a smoothing family with special fiber $X_0$. Let $w_0$ be a multidegree on $G$ of total degree $d$, and choose concentrated multidegrees $(w_v)_v$ satisfying (4.3). Suppose

1. the map $\tilde{\pi}: \tilde{G}^2 \to G^2$ is surjective;
2. the linked Grassmannians $LG_{r+1}(\Gamma_s)$ in Proposition 4.15 are irreducible for all sections $s$.

If the moduli space $G_0$ of limit $g_0$'s of multidegree $w_0$ on $X_0$ has dimension $\rho = g - (r + 1)(g - d + r)$ at a given point, then the corresponding limit linear series arises as the limit of a linear series on the geometric generic fiber of $X$. More precisely, $G$ has universal relative dimension at least $\rho$ over $B$; and if $G_0$ has dimension exactly $\rho$ at a point, then $G$ is universal at that point; if furthermore $G_0$ is reduced at a point, then $G$ is flat at that point.

Moreover, if $\Gamma_s$ is locally linearly independent for all sections $s$, then (1) and (2) are satisfied.

**Proof.** The fact that local linear independence implies (1) and (2) follows from Theorem 3.12 and Lemma 3.3. We now mimic the proof given in [Oss19b, §6]. By [Oss15, Proposition 3.7] it is enough to show that the map $G \to B$ has universal relative dimension at least $\rho$ over $B$. By [Oss15, Corollary 5.1] it remains to check that each component of $G$, as a closed subscheme of $G^1$, has dimension at least $\rho + 1$.

Since $\tilde{\pi}$ is surjective, the fiber product $G^2 \times_P B$ is irreducible for any section $s: B \to P$ of $\mathcal{P}/B$ by condition (2). Hence its special fiber $G^2 \times_P K$ is contained in the closure of its generic fiber $G^2 \times_P K$. Since $K$ is complete, the reduction map from $X_0(K)$ to the smooth locus of $X_0$ is surjective. Therefore, each point of the special fiber of $\mathcal{P} = \text{Pic}^{w_0}(X/B)$ is contained in the closure of a $K$-point of the generic fiber $\mathcal{P}_0 = \text{Pic}^d(X_0)$. It follows that the special fiber $G^2_0$ of $G^2$ is contained in the union of special fibers of the product $G^2 \times_P B$ with respect to all sections of $\mathcal{P}/B$, hence contained in the closure of the generic fiber $G^2_0$. Obviously $G^2_0$ is a relative Grassmannian over $\mathcal{P}_0$, hence it is irreducible of dimension $d' = g + (r + 1)(d + d - g - r)$. Thus $G^2$, as an irreducible closed subscheme of $G^1$, has dimension $d' + 1$ by [Oss15, Proposition 6.6]. It follows that $G$, as an intersection of determinantal loci in $G^2$, has component-wise dimension at least

$$d' + 1 - \sum_{v \in V(G)} (r + 1)d_v = \rho + 1.$$  

$\square$

**4.4. Examples of smoothing limit linear series.** In this subsection we give two examples of a reducible curve for which the two conditions in Theorem 4.17 are satisfied. Hence we get the smoothing theorem provided that the moduli space of limit linear series has the expected dimension. Moreover, in the first case the configuration $\Gamma_s$, as in Proposition 4.15, of the induced linked Grassmannian is a convex chain, while in the second case $\Gamma_s$ is star-shaped (see Example 2.20 for definitions). As before, let $X/B$ be a regular smoothing family with special fiber $X_0$.

**4.4.1. The two-component case.** Suppose $X_0$ only has two components $Z_u$ and $Z_v$. Then all $\Gamma_s$’s in Proposition 4.15 are the convex hull of $\Gamma(X, L_{w_u})$ and $\Gamma(X, L_{w_v})$. Alternatively, one can write the convex hull as $\{\Gamma(X, L_{w_u}), \Gamma(X, L_{w_u}(Z_u)), \ldots, \Gamma(X, L_{w_u}(aZ_u)) = \Gamma(X, L_{w_v})\}$ for some integer $a \geq 0$. This is a convex chain, hence locally linearly independent. In this case the conditions of Theorem 4.17 are satisfied, and we get the smoothing theorem for limit linear series. Moreover, one can derive from this case a smoothing theorem for limit linear series on curves of pseudo-compact
type. The idea is to realize the space of limit linear series on a pseudo-compact curve as a closed subscheme of a product of spaces of limit linear series on curves with two components, where each two-component curve corresponds to a pair of adjacent vertices of the dual graph of the original curve, hence the dimension estimation of the former follows from the estimation of the later, which leads to the smoothing property. See the proof of [Oss19b, Theorem 6.1] for further details.

Note that it is unclear to us whether the lattice configuration associated to a (pseudo)compact type curve is locally linearly independent in general. Nevertheless, there are evidences showing that at least when the multidegree of the limit linear series is relatively small, the corresponding lattice configuration is locally linearly independent, and potentially one can also realize the associated tree of this configuration as a subdivision of the tree induced by the dual graph of the original curve. See Proposition 4.18 (4) for an example.

4.4.2. The three-rational-component case. Let \( X_0 \) be a curve consisting of three (smooth) rational components \( Z_1, Z_2 \) and \( Z_3 \). For \( i \neq j \), suppose \( Z_i \) intersect \( Z_j \) at \( n_{i,j} \) points \( P_{i,j}^k \), where \( 1 \leq k \leq n_{i,j} \). Then \( X_0 \) is not of pseudo-compact type if \( n_{i,j} > 0 \) for all \( i,j \). Let \( v_i \) be the vertex in the dual graph of \( X_0 \) corresponding to \( Z_i \).

\[ \begin{array}{c}
Z_1 \quad Z_2 \quad Z_3 \\
\hline
P_{1,2}^1 \quad P_{1,3}^1 \quad P_{2,3}^1 \\
\end{array} \]

\[ \begin{array}{c}
Z_1 \quad Z_2 \quad Z_3 \\
\hline
P_{1,2}^1 \quad P_{1,3}^1 \quad P_{2,3}^1 \\
\hline
P_{1,2}^2 \quad P_{2,3}^2 \\
\end{array} \]

\[ X_0 \quad X_0 \]

**Figure 7.** Two curves with three rational components: on the left each pair of the components intersect at \( n_{i,j} = 1 \) point; on the right we have \( n_{1,3} = 0 \) while \( n_{1,2} = n_{2,3} = 2 \), and the curve is of pseudo-compact type.

Fix a multidegree \( w_0 = (a_1, a_2, a_3) \) such that \( a_i < 2 \min_{1 \leq j \leq 3} \frac{1}{n_{i,j}} \) and has degree 1 on \( v_i \). Set

\[
\begin{align*}
 w_{v_i} &= w_0 + \sum_{j \neq i} n_{i,j} (e_i - e_j) \quad \text{and} \quad
 w_i &= w_0 - \sum_{j \neq i} n_{i,j} (e_i - e_j).
\end{align*}
\]

Then \( w_{v_i} \) (resp. \( w_i \)) is obtained from \( w_0 \) by negative twisting (resp. twisting) at \( v_i \). It is easy to check that \( w_{v_i} \) is concentrated on \( v_i \), and that

\[
V(\overline{G}(w_0)) = \{ w_0, w_{v_1}, w_{v_2}, w_{v_3}, w_1, w_2, w_3 \}
\]

is the integral tropical convex hull of \( w_{v_1}, w_{v_2}, w_{v_3} \). See \( \overline{G}(w_0) \) on the left of Figure 8 for an example. In the sequel we denote \( V(\partial \overline{G}(w_0)) = \{ w_1, w_2, w_3 \} \).

We choose \( D \subset X \) with relative multidegree \( \sum_i \left( \sum_{j \neq i} n_{i,j} - a_i - 1 \right) e_i \) in the construction of the moduli space \( \mathcal{G} \) of limit linear series. Let \( L \) be a line bundle on \( X_0 \) induced by a section \( s: B \to \mathcal{P} \) and \( L_w \) its extension to \( X \) as in Proposition 4.15. Let \( \mathcal{L}_w \) be the restriction of \( L_w \) on \( X_0 \) and recall that we have map \( f_{w,w'}: \mathcal{L}_w \to \mathcal{L}_{w'} \) defined similarly as in Notation 4.5 up to tensoring with the special fiber of \( D \). By the first part of the following proposition, the divisor \( D \subset X \) is “sufficiently ample,” hence is an appropriate choice for the construction of moduli of limit linear series on \( X_0 \) with multidegree \( w_0 \).
Proposition 4.18. Let $L$, $L_w$ and $\mathcal{T}_w$ be as above.

1. For all $w \in V(\mathcal{G}(w_0))$, we have $h^1(X_0, \mathcal{T}_w) = 0$ and $h^0(X_0, \mathcal{T}_w) = \sum_{i,j} n_{i,j}$.
2. For $w \in V(\partial \mathcal{G}(w_0))$ we have that $f_{w_0, w}$ induces an isomorphism $\Gamma(X_0, \mathcal{T}_{w_0}) \cong \Gamma(X_0, \mathcal{T}_w)$, and $\dim f_{w_0, w_v}(\Gamma(X_0, \mathcal{T}_{w_v})) = \sum_{j \neq i} n_{i,j}$ for $1 \leq i \leq 3$. In particular, $\Gamma(X, L_{w_0})$ is homothetic to $\Gamma(X, L_w)$ as lattices in $\Gamma(X_0, L)$ for $w \in V(\partial \mathcal{G}(w_0))$.
3. The subspaces $f_{w_{v_1}, w_0}(\Gamma(X_0, \mathcal{T}_{w_{v_1}}))$, which has dimension $n_{i_1,i_2}$ where $\{i_1, i_2\} = \{1, 2, 3\} \setminus \{i\}$, are linearly independent, hence generates $\Gamma(X_0, \mathcal{T}_{w_0})$.
4. The convex configuration $\Gamma_s$ is star-shaped, in particular, locally linearly independent. Moreover, if one of the $n_{i,j}$’s is zero (namely, $X_0$ is of pseudo-compact type), then $\Gamma_s$ is also a convex chain.

Proof. (1) The conclusion follows since $\mathcal{T}_w$ has multidegree $w + \sum_i (\sum j \neq i n_{i,j} - a_i - 1) e_i$.

(2) The first claim follows from the fact that $f_{w_0, w}$ is zero along one component and injective along the other two, hence has trivial kernel on $\Gamma(X_0, \mathcal{T}_{w_0})$. Similarly, $f_{w_0, w_{v_1}}$ is injective along $Z_i$ and zero along the other two components, hence its kernel along $\Gamma(X_0, \mathcal{T}_{w_0})$ has dimension $n_{i_1,i_2}$ where $\{i_1, i_2\} = \{1, 2, 3\} \setminus \{i\}$.

(3) By (1) and (2) we have

$$\dim f_{w_{v_1}, w_0}(\Gamma(X_0, \mathcal{T}_{w_{v_1}})) = \dim \ker f_{w_0, w_{v_1}}|_{\Gamma(X_0, \mathcal{T}_{w_0})} = n_{i_1,i_2}.$$

For the second claim, take three vectors $(0, g_1, h_1), (f_2, 0, h_2), (f_3, g_3, 0)$ in the image of $\Gamma(X_0, \mathcal{T}_{w_{v_1}}), \Gamma(X_0, \mathcal{T}_{w_2})$ and $\Gamma(X_0, \mathcal{T}_{w_{v_3}})$ respectively, where the $i$-th component denote the restriction of the vector to $Z_i$, and suppose they sum to zero. Then $h_1 + h_2 = 0$. As $h_1$ vanishes at $P_{1,3}$ and $h_2$ vanishes at $P_{2,3}$, both of them vanish at $P_{1,3}$ and $P_{2,3}$. Hence $h_1 = h_2 = 0$ as they are both of degree $n_{1,3} + n_{2,3} - 1$ and there are $n_{1,3} + n_{2,3}$ zero conditions. Similarly $f_1 = f_2 = 0$ and $g_1 = g_2 = 0$.

(4) Take $\bar{e}_{i,j} \in \Gamma(X_0, \mathcal{T}_{w_{v_1}})$, where $1 \leq j \leq n_{i_1,i_2}$, such that $f_{w_{v_1}, w_0}(\bar{e}_{i,j})$ generates $f_{w_{v_1}, w_0}(\Gamma(X_0, \mathcal{T}_{w_{v_1}}))$. Lift $\chi_{i,j}$ to

$$e_{i,j} \in \Gamma(X, L_{w_{v_1}}) = \Gamma(X, L_{w_0}(-Z_i)) \subset \Gamma(X, L_{w_0}) \subset \Gamma(X_0, L).$$

By (3) and Nakayama’s Lemma, $\Gamma(X, L_{w_0})$ is generated by $\{e_{i,j}\}_{i,j}$. Since $f_{w_{v_1}, w_0}(\bar{e}_{i,j})$ generates the kernel of $f_{w, w_{v_1}}$ on $\Gamma(X_0, \mathcal{T}_{w_0})$, $f_{w_{v_1}, w_0}(\Gamma(X_0, \mathcal{T}_{w_0}))$ is generated by the images of all $\chi_{k,j}$’s, where $k \neq i$. Hence $\Gamma(X_0, \mathcal{T}_{w_{v_1}})$ is generated by $\{\bar{e}_{i,j}\}_{j}$ and $\{f_{w, w_{v_1}}(\bar{e}_{k,j})\}_{k \neq i,j}$. As a result $\Gamma(X, L_{w_0}(-Z_i))$ is generated by $\{e_{i,j}\}_{j}$ and $\{\pi e_{k,j}\}_{k \neq i,j}$. This proves the first part. Moreover, if $n_{i,j} = 0$, we can take $l \in \{1, 2, 3\} \setminus \{i, j\}$, then $\Gamma(X, L_{w_0}(-Z_l)) = \pi \Gamma(X, L_{w_0})$, i.e., the two lattices are homothetic. Therefore, $\Gamma_s$ is a convex chain which consists of three lattice classes. □

The configuration $\Gamma_s$ and the associated quiver $Q(\Gamma_s)$ are illustrated in the right part of Figure 8. As a direct consequence of Proposition 4.18 (4) and Theorem 4.17, we have:
Figure 8. The left is $\overline{G}(w_0)$ in the case $n_{i,j} = 1$ and $w_0 = (1, 1, 1)$, the arrows represent twisting a vertex of the dual graph of $X_0$. The right is the quiver of $\Gamma_s$.

**Corollary 4.19.** Let $X_0$ and $w_0$ be as above. Let $X/B$ be a smoothing family with special fiber $X_0$. Then any limit linear series on $X_0$ with multidegree $w_0$ arises as the limit of a linear series on the geometric generic fiber of $X$, if the moduli space of limit linear series is of expected dimension.

**Appendix A. A counter-example by Görtz**

In [Häb14], Hähich stated an equational description of the Mustafin degeneration $M_d(\Gamma)$ as a subscheme of a product of projective spaces without proof. This was the key ingredient in the proof of the main theorem in the first version of the present paper, namely that linked flag schemes always agree with Mustafin degenerations as schemes. However, this claim is not true in general due to a counter-example communicated to us by Ulrich Görtz, which results in a gap in our previous proof. We now illustrate the (simplified) counter-example by Görtz.

We first recall the description of $M_d(\Gamma)$ by equations in [Häb14], where $\Gamma = \{[L_i]\}_{i \in I} \subset \mathcal{B}_d$ is a convex collection of homothety classes of lattices in a $d$ dimensional $K$-vector space $V$, and $d = (d_1, \ldots, d_m)$ where $0 < d_m < \cdots < d_1 < d$ are positive integers. For each lattice $L$, the flag scheme $\text{Flag}_d(L)$ is embedded into the product of projective spaces $P = \prod_{j=1}^m \mathbb{P}^{(d_j)-1}$ by the Plücker embedding. For each $i$ pick a basis $e_i^1, \ldots, e_i^d$ of $L_i$. Then the respective multihomogeneous coordinates on $P$ are

$$\{p_{i_1, \ldots, i_d} = e_{i_1}^{l_1} \wedge \cdots \wedge e_{i_d}^{l_d} : 1 \leq l_1 < \cdots < l_d \leq d\}_{1 \leq j \leq m}.$$  

Fix a reference lattice $L$ and basis $e_1, \ldots, e_d$. We define $p_{i_1, \ldots, i_d}$ similarly as above and let $A^j_i$ be the matrix such that $A^j_i p_{i_1, \ldots, i_d} = p_{i_1, \ldots, i_d}^{(i)}$. Then $M_d(\Gamma)$ is cut out in $\prod_{[L] \in \Gamma} P$ by the ideal $I_M = \alpha \cap R_{[\cdots, p_{i_1, \ldots, i_d}^{(i)}, \cdots]}$, where $\alpha$ is the ideal generated over $K$ by all $2 \times 2$-minors of the matrices

$$\cdots \begin{bmatrix} A^j_1 p_{i_1, \ldots, i_d}^{(i)} & \cdots \\ \vdots \\ A^j_d p_{i_1, \ldots, i_d}^{(i)} & \cdots \\ \vdots \\ A^j_{m-1} p_{i_1, \ldots, i_d}^{(i)} & \cdots \\ \vdots \\ A^j_m p_{i_1, \ldots, i_d}^{(i)} & \cdots \end{bmatrix}$$
whose rows are parametrized by $I$ and columns are parametrized by the coordinates of $\mathbb{P}^{d_j - 1}_R$ for all $1 \leq j \leq m$, and the ideal generated by the equations cutting out the product of flag schemes $\prod_{[L] \in \Gamma} \text{Flag}_d(\Gamma)$.

The gap in this description is that, intuitively, $M_d(\Gamma)$ should be by definition a scheme over $R$ that is the closure of its generic fiber; however, the description above only guarantees that $M_d(\Gamma)$ is a closed subscheme of such a scheme (cut out by the equations of those flag schemes). In other words, instead of looking at the ideal generated by $I_M$ and the equations cutting out $\prod_{[L] \in \Gamma} \text{Flag}_d(\Gamma)$, as above, one should look at the ideal $\alpha' \cap R[\ldots, p_{i_1}, \ldots, p_{i_{d_j}}, \ldots]$, where $\alpha'$ is the ideal generated by $\alpha$ and the equations (over $K$) cutting out $\prod_{[L] \in \Gamma} \text{Flag}_d(\Gamma)$. We illustrate by an example that these two ideals do not always cut out the same subscheme of $\prod_{[L] \in \Gamma} P$.

Example A.1. (The same example is also discussed in [Gor19, Remark 2.25].)

Consider $d = 4$ and $I = \{1, 2\}$. Take a basis $e_1, e_2, e_3, e_4$ of $V$ and let

$$L_1 = \bigoplus_{i=1}^4 \mathbb{P}^{d_j - 1}_R \text{ and } L_2 = \pi^{-1} R e_1 \oplus \bigoplus_{i=2}^4 \mathbb{P}^{d_j - 1}_R \text{Re}_i.$$  

Set $m = 1$ and $d_1 = 2$. We have (see Notation 2.1)

$$F_{1,2} = \begin{bmatrix} \pi & 1 & 1 \\ 1 & 1 & 1 \end{bmatrix} \text{ and } F_{2,1} = \begin{bmatrix} 1 & \pi & \pi \\ \pi & \pi & \pi \end{bmatrix}.$$  

Straightforward calculation shows that the point $(x_1, x_2) \in \text{Gr}(2, 4)_\kappa \times \text{Gr}(2, 4)_\kappa$ where

$$x_1 = \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix} \text{ and } x_2 = \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix}$$  

is not contained in $LG_2(\Gamma)$, let alone $M_2(\Gamma)$.

On the other hand, after passing to the Plücker embedding we have

$$x_1 = (1, 0, 0, 0, 0, 0, 0) \text{ and } x_2 = (0, 0, 0, 1, 0, 1)$$  

and, setting $L = L_2$, we have $A_1^2 = \text{diag}(\pi, \pi, \pi, 1, 1, 1)$ and $A_1^2 = \text{Id}$. It is now easy to check that $(x_1, x_2) \in \mathbb{P}^6_\kappa \times \mathbb{P}^6_\kappa$ is contained in the subscheme defined by $I_M$ since $A_1^2 x_1 = (0, \ldots, 0)$ on $\kappa$, which provides a contradiction to Hächich’s claim.
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