CONTROL OF WAVES ON LORENTZIAN MANIFOLDS WITH CURVATURE BOUNDS
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Abstract. We prove boundary controllability results for wave equations (with lower-order terms) on Lorentzian manifolds with time-dependent geometry satisfying suitable curvature bounds. The main ingredient is a novel global Carleman estimate on Lorentzian manifolds that is supported in the exterior of a null (or characteristic) cone, which leads to both an observability inequality and bounds for the corresponding constant. The Carleman estimate also yields a unique continuation result on the null cone exterior, which has applications toward inverse problems for linear waves on Lorentzian backgrounds.

1. Introduction

The goal of this article is to obtain a novel boundary controllability result for wave equations on Lorentzian manifolds with time-dependent geometry. To solve this control problem, we will derive a new Carleman estimate for the wave operator on Lorentzian geometries.

To explain the problem further, let \((M, g)\) be a \((n+1)\)-dimensional Lorentzian manifold. Furthermore, let \(\nabla\) and \(R\) denote the Levi-Civita connection and curvature for \(g\), respectively. Throughout this work, we use \(\Box\) to denote the usual wave operator for \(g\), given by

\[ \Box := g^{\alpha\beta} \nabla_\alpha \nabla_\beta, \]

where the indices \((\alpha, \beta)\) represent spacetime components.

We now give a description of the control problem. Let \(U \subset M\) be an open subset, with smooth timelike boundary \(\partial U\). Consider the following wave equation,

\[
\begin{aligned}
\Box y + \nabla X y + q y &= 0, & \text{on } U, \\
y &= F \chi_\Gamma, & \text{in } \partial U, \\
(y, \partial_t y) &= (y_0^-, y_1^-), & \text{at } \tau = \tau_-, 
\end{aligned}
\]

where \(X\) is a smooth vector field on \(\bar{U}\), \(q \in C^\infty(\bar{U})\) is the potential, \(F\) is the Dirichlet boundary data, \(\Gamma \subseteq \partial U\) is the control region, and \((y_0^-, y_1^-) \in L^2(\tau = \tau_-) \times H^{-1}(\tau = \tau_-)\) is the initial data. Here, \(\tau\) is some suitable time function in this setting.

Our main control problem is the following: Given any initial and final data \((y_0^\pm, y_1^\pm)\), does there exist Dirichlet boundary data \(F\) such that the solution \(y\) of (1.1) satisfies

\[
(y, \partial_t y) = (y_0^+, y_1^+) \quad \text{at } \tau = \tau_+? 
\]

From standard duality arguments (see [9, 20, 21, 23]), we know that in order to solve the control problem, we must prove a suitable observability inequality of the form

\[
\| (\phi_0, \phi_1)\|_{H^0(\tau = \tau_-) \times L^2(\tau = \tau_-)}^2 \leq C \| \nabla \phi \|^2_{L^2(\Gamma)},
\]

1By convention, we assume \(g\) has signature \((-+, \ldots, +)\).
2We adopt Einstein summation notation throughout, hence \(\alpha\) and \(\beta\) and are summed over all components.
3With regards to wave equations on \(\bar{U}\), this means one can impose boundary data on \(\partial U\).
for some constant \( C > 0 \), where \( \mathcal{N} \) denotes the outward pointing unit \((g-)\)normal of \( \mathcal{U} \), and where \( \phi \) denotes the solution of the adjoint system with initial data \((\phi_0, \phi_1)\),

\[
\begin{cases}
\Box \phi + \nabla X \phi + V \phi = 0, & \text{on } \mathcal{U}, \\
\phi = 0, & \text{in } \partial \mathcal{U}, \\
(\phi, \partial_t \phi) = (\phi_0, \phi_1), & \text{at } \tau = \tau_-, 
\end{cases}
\tag{1.4}
\]

with the potential \( V \) satisfying \( V = q - \nabla \alpha X \alpha \).

Henceforth, our aim is to prove an observability inequality of the form (1.3). This will be achieved through a new Carleman estimate for geometric wave operators.

1.1. Literature. There is an extensive amount of literature on controllability for wave equations. For conciseness, we only focus here on results that are more directly relevant to the problem at hand. For a more detailed survey of the area, see the introduction in [26].

First, microlocal methods have proved rather successful for obtaining near-optimal results for controllability of wave equations. A pioneering result in this direction is that of Bardos, Lebeau, and Rauch [4], which characterized the controllability of waves using the geometric control condition (GCC). In the context of (1.1), the GCC roughly states that every null geodesic—or bicharacteristic—in \( \mathcal{U} \) that reflects off the boundary of \( \partial \mathcal{U} \) must hit \( \Gamma \).

Many microlocal results have further built on [4] and the GCC. For instance, [18] solved an interior control problem for operators of the form \( -\partial_{tt}^2 + \Delta_k \) on \((-T, T) \times M\), where \((M, k)\) is a Riemannian manifold with or without boundary, and where \( \Delta_k \) is the Laplace-Beltrami operator on \( M \); the authors assume an analogue of the GCC, and they also obtain bounds for the observability constant \( C \) in (1.3). In addition, in [25], the authors extended the above results to control regions \( \Gamma \) that are time-dependent.

On the other hand, microlocal results have only been established for wave equations with time-analytic coefficients (i.e., \( g, X \), and \( q \) in (1.1)), a rather restrictive class. Such methods have not been applicable to wave equations with more general time-dependent coefficients, in particular to waves on time-dependent geometric backgrounds. Consequently, microlocal methods are not yet suitable for the boundary control problem considered here.

Another method for proving observability is using Carleman estimates [5, 17, 28], which are weighted integral inequalities that are often used for proving unique continuation properties for PDEs; see [6, 7, 13, 14]. Carleman methods can be viewed as an extension of more traditional multiplier methods for wave equations (see, e.g., [12, 16, 21]), with the former having the advantage that it can also deal with wave equations (1.1), (1.4) containing lower-order terms. On one hand, results obtained via Carleman estimates tend to be weaker than their microlocal counterparts, in that the former does not always achieve the GCC. However, the key advantage of Carleman estimates is that the former is applicable to a wider class of PDEs, in which the coefficients \( V \) and \( X \) in (1.4) can also be non-analytic.

Carleman estimates have been used for showing observability for wave equations on time-independent geometric backgrounds \((-T, T) \times M\), with \((M, k)\) as above, and with suitable assumptions on the geometry; see, for instance, [10, 11, 30, 31]. These articles assume the existence of a suitable function or vector field satisfying appropriate convexity properties; this can then be used to derive a suitable Carleman estimate. However, for a given manifold, it may not always be easy to check if such a convex quantity exists. \footnote{This is because the argument uses the unique continuation result of Tataru [29] as a crucial step.}

\footnote{However, [31] shows that its convexity assumption is satisfied on backgrounds with positive curvature.}
On the other hand, there are nearly no corresponding results when the geometry is time-dependent, or in other words, in a general Lorentzian geometric setting. (However, see [1, 27] for closely related inverse problems result in a Lorentzian setting.) To the authors’ knowledge, this article provides one of the first results addressing control of wave equations \( (1.1) \) in Lorentzian geometries in such generality. Another advantageous feature of our result is that it holds given sufficient bounds only on the curvature associated with the Lorentzian metric \( g \), without assuming a priori the existence of a suitable convex quantity.

A closely connected result is that of [26] by the second author. This established boundary controllability for wave equations on flat spacetime, but on general time-dependent domains. The present paper can be viewed as an extension of [26] to geometric settings. In particular, many of the ideas and tools in this article—e.g., the use of Lorentzian geometric techniques, the key features of our Carleman estimate—originated from [26].

Yet another closely related work is the recent inverse problems result of Alexakis, Feizmohammadi, and Oksanen [1], which established, assuming a specific set of curvature inequalities, a Lorentzian analogue of the Calderón problem for the wave equation on time-dependent geometries. A key ingredient in their proof is a unique continuation result on the exteriors of null cones. On the other hand, [1] was only able to treat wave equations without first-order terms, that is, \( (1.1) \) with \( X = 0 \). The Carleman estimates in this paper yield a new unique continuation result in null cone exteriors that allows for \( X \neq 0 \). This, in turn, implies an analogue of the inverse problem result of [1] that, under certain curvature bounds, allows for a larger class of geometric wave equations with general first-order terms.

Finally, another improvement to [1] was independently obtained by Alexakis, Feizmohammadi, and Oksanen in [2], also by obtaining a modified unique continuation result.

1.2. **Main result.** Our next aim is to give rough statements of the main results of this article. To help with our geometric assumptions, we recall the following:

**Definition 1.1.** \( \mathcal{M} \) is called a geodesically star-shaped neighbourhood of \( q \in \mathcal{M} \) iff every \( q' \in \mathcal{M} \) is connected to \( q \) by a unique geodesic in \( \mathcal{M} \).

In particular, \( \mathcal{M} \) being a geodesically star-shaped neighbourhood of \( q \in \mathcal{M} \) ensures that normal coordinates about \( q \) are well-defined and smooth everywhere on \( \mathcal{M} \).

**Assumption 1.2.** The following setup will be common to all our main results:

1. Let \( \mathcal{U} \) be an open subset of \( \mathcal{M} \), with smooth timelike boundary \( \partial \mathcal{U} \).
2. Fix \( p \in \mathcal{M} \), and assume \( \mathcal{M} \) is a geodesically star-shaped neighbourhood of \( p \). Moreover, fix a single normal coordinate system \((x^0 := t, x^1, \ldots, x^n)\) about \( p \).
3. Let \( \mathcal{D} \) denote the exterior of the null cone in \( \mathcal{M} \) about \( p \).
4. Fix \( r_0 > 0 \), and assume \( \mathcal{U} \cap \mathcal{D} \subseteq \{ r < r_0 \} \), \( r := \sqrt{x^1^2 + \cdots + x^n^2} \).
5. Assume that \( \overline{\mathcal{D}} \cap \overline{\mathcal{U}} \) is “fully contained in \( \mathcal{M} \)”—in other words, no spacelike radial geodesic from \( p \) leaves \( \mathcal{M} \) before it passes through \( \partial \mathcal{U} \).

A few comments on Assumption 1.2 are in order. First, as before, \( \mathcal{U} \) in (1) is the domain on which our wave equation is solved. Observe that (2) can be achieved without any loss of generality by shrinking \( \mathcal{M} \) if needed, as long as \( \mathcal{U} \) remains within \( \mathcal{M} \).

---

6These are the points reached by the spacelike radial geodesics from \( p \); see (2.7) for another description.
7An equivalent characterization is that the closure of \( \overline{\mathcal{D}} \cap \overline{\mathcal{U}} \) is a compact subset of \( \mathcal{M} \).
Next, (4) means that $U \cap D$—the part of $U$ that we will primarily consider in our results—is spatially bounded. Finally, (5) can be interpreted as our normal coordinate system being large enough, so that the null cone exterior $D$ is well-defined up to all of $r \leq r_0$.

With the above setup, we now give a rough statement of our main control result:

**Theorem 1.3.** Suppose we are given the setup described in Assumption 1.2. In addition:

- We assume there is a neighbourhood $V$ of $p$ in $\mathcal{M}$ such that $\mathcal{M}$ is a geodesically star-shaped neighbourhood of every $q \in V$.
- Let $\mathcal{V}_-, \mathcal{V}_+$ be two spacelike cross-sections of $\bar{U}$ such that $\mathcal{V}_-$ lies in the past of $U \cap D$ and $\mathcal{V}_+$ lies in the future of $U \cap D$.

Then, there exist universal constants $C_1 > 0$ and $0 < \varepsilon_0 \ll 1$, such that if

$$|R| < \frac{\varepsilon_0 C_1}{r_0}, \quad |\nabla R| < \frac{C_1}{r_0},$$

then given any $(y_0^\pm, y_1^\pm) \in L^2(\mathcal{V}_\pm) \times H^{-1}(\mathcal{V}_\pm)$, there exists a control function $F \in L^2(\Gamma)$, where $\Gamma$ is an appropriate subset of $\partial U$, such that the solution $y$ of

$$\begin{cases}
\Box y + \nabla X y + qy = 0, & \text{on } U, \\
y = F 1_\Gamma, & \text{on } \partial U, \\
(y, \partial_t y) = (y_0^-, y_1^-), & \text{on } \mathcal{V}_-, \\
(y, \partial_t y) = (y_0^+, y_1^+), & \text{on } \mathcal{V}_+.
\end{cases}$$

satisfies

$$\begin{align*}
(y, \partial_t y) &= (y_0^+, y_1^+) & \text{on } \mathcal{V}_+.
\end{align*}$$

The precise version of Theorem 1.3 is given later as Theorems 5.7 and 5.8. Also, see these theorem statements for the precise curvature assumptions, and for the precise descriptions of $\Gamma$. (In particular, $\Gamma$ can be chosen to lie within any neighbourhood of $\partial U \cap D$ in $\partial U$.)

**Remark 1.4.** One can show that the initial-boundary value problem (1.6) has a unique (weak) solution using standard well-posedness arguments. For details see, for instance, [13, 22].

**Remark 1.5.** Theorem 1.3 holds even when $\mathcal{V}_\pm$, where the initial and final data are imposed, do not lie inside a geodesically star-shaped neighbourhood of $p$. Indeed, suppose $\mathcal{W} \subset \mathcal{M}$ is a geodesically star-shaped neighbourhood of $p$, and let $\mathcal{V}_+, \mathcal{V}_-$ lie in the future and past of $\mathcal{W}$, respectively. Now, let $\mathcal{W}_\pm$ be two spacelike cross-sections of $\mathcal{U}$ in $\mathcal{W}$, with $\mathcal{W}_-$ in the future of $\mathcal{V}_-$ and $\mathcal{W}_+$ in the past of $\mathcal{V}_+$. The data on $\mathcal{V}_\pm$ yields suitable corresponding data on $\mathcal{W}_\pm$ (for instance, by solving (1.6) with zero boundary data). Then, the desired result, with data on $\mathcal{V}_\pm$, follows by applying Theorem 1.3 with manifold $\mathcal{W}$ and cross-sections $\mathcal{W}_\pm$.

**Remark 1.6.** The assumptions in Theorem 1.3 of $\mathcal{M}$ being a geodesic star-shaped neighbourhood is imposed for convenience, as this can also be derived from appropriate geometric assumptions; see, e.g., [8]. In particular, the lack of conjugate points along radial geodesics can be deduced from the curvature bounds given in (1.5).

By the duality arguments of [9, 21], the key step to proving Theorem 1.3 is to obtain an observability estimate of the form (1.3). For this, the main ingredient is a novel Carleman estimate that is suitable for the setting of Theorem 1.3. This Carleman estimate is the main technical contribution of the paper, and a rough version of this is stated as follows:

---

8With regards to wave equations on $\bar{U}$, this means one can impose initial and final data on $\mathcal{V}^\pm$. 
Theorem 1.7. Suppose we are given the setup described in Assumption 1.2. Then, there exist universal constants $C_1 > 0$ and $0 < \varepsilon_0 \ll 1$ such that if
\begin{equation}
|R| < \frac{\varepsilon_0 C_1}{r_0^2}, \quad |\nabla R| < \frac{C_1}{r_0^3},
\end{equation}
then for any $\phi \in C^2(U) \cap C^2(\bar{U})$ satisfying
$$(1.8) \quad \phi|_{\partial U \cap D} = 0,$$
and for any constants $a \gg 1$ and $\varepsilon_0 \ll b_0 \ll 1$, we have the estimate
\begin{align*}
\frac{\varepsilon_0}{r_0^2} \int_{U \cap D} \zeta \left[ w_\rho (E_\rho \phi)^2 + w_\theta (E_\theta \phi)^2 + w_\omega \sum_A (E_A \phi)^2 \right] + \frac{a^2 b_0}{r_0^3} \int_{U \cap D} \zeta w_0 \phi^2
\leq \frac{1}{a} \int_{U \cap D} \zeta w_\Box |\Box \phi|^2 + \int_{\partial U \cap D} \zeta w_b |N \phi|^2,
\end{align*}
where:
- $\zeta$ is a suitable Carleman weight that also depends on $a_0, b_0, \varepsilon_0$.
- $E_\rho, E_\theta, E_A$ $(1 \leq A < n)$ denote special orthogonal frames on $D$.
- $w_\rho, w_\theta, w_\omega, w_0, w_\Box$ are positive weight functions on $D$.
- $w_b$ is a real-valued (not necessarily positive) weight function on $\partial U \cap D$.
- $N$ is the outward unit normal (with respect to $g$) of $U$.

The precise version of Theorem 1.7 is stated in Theorem 4.1, in which the precise curvature assumptions\cite{4} and the precise weight functions $\zeta, w_\rho, w_\theta, w_\omega, w_0, w_\Box, w_b$ are given. For details on the frames $E_\rho, E_\theta, E_A$, see the beginning of Section 2.3.

Remark 1.8. The geometric assumptions in Theorem 1.3 can be slightly relaxed when $p \not\in \bar{U}$. In this case, we only require $\mathcal{M}$ to be a geodesically star-shaped neighbourhood of $p$ (and not nearby points). Furthermore, we can choose $\Gamma$ to lie within $\partial U \cap D$. This improvement arises since in this case, we only apply the Carleman estimate about the single point $p$.

This slightly stronger result is given in the precise theorem statement, in Theorem 5.7; we omitted this in Theorem 1.3 in order to keep the rough version concise.

1.3. Key features. As mentioned before, the key step in the proof of Theorem 1.3 is the Carleman estimate given in Theorem 1.7. In particular, the main geometric assumptions of Theorem 1.3 arise because they are crucial for the Carleman estimate. In the following, we turn our focus to the Carleman estimate, and we discuss its features in greater detail.

1.3.1. The Carleman estimate. The Carleman estimate, Theorem 1.7, holds for wave equations of the form (1.4) on $(n+1)$-dimensional Lorentzian manifolds with time-dependent geometry. No analyticity or partial analyticity is assumed for any of the coefficients $g, \mathcal{X},$ or $V$. Furthermore, this estimate allows us to control a weighted $H^1$-norm of the wave; this $H^1$-bound will then lead to the desired observability inequality (1.3).

Our Carleman estimate is naturally supported in the exterior $D$ of a null cone about a point $p$, without imposing extra vanishing assumptions or using an additional cutoff function. This is achieved through the use of a specially chosen Carleman weight that vanishes on the null cone $\partial D$. These types of weights were originally constructed in \cite{3}, which studied global unique continuation properties of waves, and has since been used in \cite{11, 15, 26}.

\cite{4}In particular, the bounds in (1.5) and (1.8) need only hold for a certain combination of frame elements.
One consequence of this feature with regards to Theorem 1.3 is that the control region \( \Gamma \) can also be restricted to \( D \). This was a key improvement in the controllability results of \([15, 26]\), and it carries over the general Lorentzian geometric settings of this paper.

The above-mentioned Carleman weight is constructed using (a perturbation of) the hyperquadratic function \( f \) about \( p \). (In particular, \( f \) vanishes on the null cone \( \partial D \).) Because of this essential role played by the hyperquadratic function, we must assume, for our Carleman estimates, that the normal coordinates about \( p \) are well-defined in \( D \). This is also the main reason for the normal coordinate conditions imposed in Theorem 1.3.

The curvature bounds (1.5) can be roughly interpreted as \((M, g)\) being locally close to the Minkowski geometry. (1.5) is primarily used to control derivatives of \( f \) and the normal time coordinate \( t \), both of which are crucial for defining the pseudoconvex foliation of \( D \) that is central to our Carleman estimate. In particular, this pseudoconvexity enables us to treat wave equations with general first-order terms and to control the \( H^1 \)-norm of the wave on \( D \).

Finally, like in \([15, 26]\), the constants in our Carleman estimate can be explicitly bounded in terms of the properties of \( U \), the geometry of \((M, g)\), and the choice of \( p \in M \). Using analogues of arguments given in \([15, 26]\), this information can be then used to obtain explicit estimates for the observability constant \( C \) in (1.3) in terms of the same parameters. This is one advantageous feature of our Carleman-based argument.

1.3.2. Applications to inverse problems. One immediate corollary of our Carleman estimate is a quantitative global unique continuation result for (1.4)—in particular, the Dirichlet and Neumann data on \( \Gamma \) determines the solution \( \phi \) on all of \( U \cap D \). This unique continuation property can be applied to improve the inverse problems result of \([1]\).

To be more precise, in \([1]\), the authors consider the wave equation

\[
\Box \phi + V \phi = 0.
\]

Roughly speaking, the main results of \([1]\) state that, under appropriate geometric assumptions on \((M, g)\), the potential \( V \) can be recovered from the Dirichlet-to-Neumann map on \( \partial U \). A key step in their proof is a unique continuation argument from the boundary \( \partial U \cap D \) to the full null cone exterior, \( U \cap D \). Thus, by replacing the unique continuation argument in \([1]\) by the one implied by our Carleman estimate, we can hence obtain a variant of the main result of \([1]\) that contains some improvements; see Theorem 5.9.

For instance, the wave equations (1.9) treated in \([1]\) do not contain first-order terms. This is due to the fact that the Carleman weight used in \([1]\) (defined using exact hyperquadrics) may not be strictly pseudoconvex. By applying Theorem 1.7, we can extend the result in \([1]\) to cover wave equations (1.4) that also contain first-order terms.

On the other hand, the results obtained in this article are not strict improvements of those in \([1]\), as the two unique continuation results impose rather different assumptions on the curvature. In \([1]\), the authors assume a bound of the form

\[
g(R(X, Y)X, Y) \leq K[g(X, X)g(Y, Y) - g(X, Y)^2], \quad K \in \mathbb{R},
\]

for tangent vectors \( X, Y \) in \( M \). One advantage of (1.10) is that these are one-sided bounds, in contrast to the absolute value bounds for the curvature in (1.3).

---

10For consistency, we use notations corresponding to our current setting.

11In \([1]\), however, the centre point \( p \) always lies within \( U \).

12On the other hand, both \([1]\) and the present article assume geodesically star-shaped neighbourhoods.
On the other hand, the inequalities (1.10) can behave rather strangely. In particular, it is possible that a perturbation of a manifold satisfying (1.10) can then fail to satisfy (1.10) for any \( K \in \mathbb{R} \); see the discussion in the introduction of [1]. This is in contrast to our curvature assumptions (1.5), which are stable under perturbations.

Lastly, we mention that the recent [2] improved (independently from our work) the results of [1] by weakening the curvature condition (1.10). A further conformal argument also allows them to treat perturbations of this enlarged class of spacetimes. In particular, they obtain an improved unique continuation result for \( C^2 \)-perturbations of Minkowski spacetime, similar to that of this paper; this once again feeds into improved inverse problems results.

We note that while the results of [2] applies to some settings not covered here, our techniques yield a quantitative uniqueness result with explicit control on constants.

1.4. Ideas of the proof. We now discuss the main ideas behind the proofs of our main results. To motivate this, we first present some relevant ideas from [26], which treats the analogous problems in Minkowski geometry. Then, we discuss how these concepts can be generalised to Lorentzian manifolds, as well as the difficulties we face in this process.

First, the process of using Theorem 1.7 to prove observability (and hence controllability) is analogous to the arguments found in [26] by the second author. In particular, this is roughly accomplished by using the large factor \( a \) in the Theorem 1.7 to absorb lower-order terms and then by applying the standard energy inequalities. As a result, this is not a major concern in the present discussion, hence the main challenge (as well as the current focus) is to prove a suitable Carleman estimate on Lorentzian manifolds.

To prove the Carleman estimate, one must show pseudoconvexity for a suitable function, say \( \bar{f} \). (This function plays a major role in constructing the Carleman weight). Pseudoconvexity can be roughly viewed as a convexity condition, but only along special null directions; this in turn leads to a good sign for some crucial terms in the Carleman estimate.

In the following discussion, we will use \( \bar{f}_M \) to represent the corresponding function \( \bar{f} \) used in [26]. The starting point is the squared Minkowski “distance” \( f_M \) from a point, which one can show just barely fails to be pseudoconvex. To overcome this, [26] applied a conformal transformation into a perturbed geometry and then showed that the analogue of \( f_M \) in this “warped” setting is pseudoconvex. As pseudoconvexity is conformally invariant, the above yields a perturbation \( \bar{f}_M \) of \( f_M \) that is pseudoconvex. Note that, in this setting, everything can be calculated explicitly due to the simple properties of the Minkowski metric.

On the other hand, we do not have explicit formulas in our current setting of Lorentzian manifolds. Therefore, the first step in the analysis is to find analogues of the functions \( f_M \) and \( \bar{f}_M \). For the former, a natural choice is to consider the hyperquadric function \( f \) using normal coordinates about a fixed point \( p \in M \). In particular, \( f \) is only valid when normal coordinates are well-defined. Since our Carleman estimate relies crucially on \( f \), this puts a fundamental restriction on where our result is applicable—namely, only when the considered domain lies within a single normal coordinate system.

Furthermore, a crucial identity from [26] is the following: \(^{19}\)

\[
\nabla^\alpha f_M \nabla_\alpha f_M = f_M.
\]

\(^{13}\)See also [15, 26], which used conformal perturbations to treat similar problems on Minkowski spacetime.

\(^{14}\)See Definition 2.4 for the precise definition. This \( f \) can be seen as the squared Lorentzian distance.

\(^{15}\)In fact, the null cone exterior \( D \) is most usefully characterized as \( D := \{ q \in M | f(q) > 0 \} \).

\(^{16}\)Here, the index \( \alpha \) is raised using the Minkowski metric.
Fortunately, this carries over directly to the Lorentzian setting—by the Gauss lemma, (1.11) holds with $f_{\mu}$ replaced by the above $f$, and with the Minkowski metric replaced by $g$.

Now, in general, we do not have any information about the pseudoconvexity of $f$. To get around this, we work instead with a perturbation $\bar{f}$ of $f$, defined as

$$\bar{f} = f\eta^{-1}, \quad \eta := 1 - \varepsilon t^2,$$

where $\varepsilon > 0$ and $t$ represents the time normal coordinate. We show that under the curvature assumptions (1.5), the positive level sets of $\bar{f}$ are indeed pseudoconvex with respect to $g$.

The $\eta$ in (1.12) is convenient because it is everywhere smooth, and it is relatively simple to work with. As long as the normal coordinates do not deviate too much from Cartesian coordinates in Minkowski geometry, $t^2$ must be convex in the timelike and null directions. This implies that for $g$-null vector fields $\bar{X}$ that are tangent to level sets of $\bar{f}$, we have

$$\nabla_{\bar{X}}\bar{X}\eta < 0,$$

which leads to

$$\nabla_{\bar{X}}\bar{f} > 0,$$

which is precisely the pseudoconvexity of $\bar{f}$ [19].

The curvature assumption (1.5) ensures $t$ indeed remains like its Minkowski analogue, hence $t^2$ maintains the required convexity. Thus, the level sets of $\bar{f}$ in $D$ are indeed pseudoconvex, and we can proceed with the Carleman estimate derivation. In addition, most of the nice properties of $f$ are also carried over to $\bar{f}$. Most notably, while the Lorentzian analogue of (1.11) no longer holds exactly for $\bar{f}$, the error terms capturing the deviation from (1.11) can be adequately controlled and absorbed into leading-order terms. (Unfortunately, treating these error terms does involve some extensive computations.)

Finally, in the proof of Theorem 1.7, we work with special frames that are adapted to $f$ and $\bar{f}$. More specifically, we define these frames—denoted $E_\rho, E_\theta, E_A$ $(1 \leq A < n)$—via parallel transport along radial geodesics from the centre $p$. [18] The advantage of such parallel frames is that they automatically have the desired properties. In particular:

- $E_\rho$ is normal to level sets of $f$, while $E_\theta$ and $E_A$ are tangent to level sets of $f$.
- The $E_\alpha$’s are everywhere orthogonal.
- $E_\theta$ and $E_A$ remain timelike and spacelike, respectively. [19]

This allows us to avoid also controlling the normal coordinate vector fields in our proof.

1.5. Outline. The rest of the article is divided as follows:

- In Section 2 we present the basic geometric setting for our work. We define the hyperquadric function $f$, and use it to foliate the null cone exterior. We also present several results that will be used in later sections. In particular, we bound derivatives of $f$ and $t$; this is essential for obtaining pseudoconvexity.
- In Section 3 we show that with the assumed curvature bounds, the level sets of $\bar{f}$ are pseudoconvex. In particular, we define and prove estimates for the function $\eta$.
- In Section 4 we derive our main Carleman estimate. First, we will present several preliminary identities and estimates. Then, we use this along with the results of Section 3 to complete the derivation of the Carleman estimate itself.

---

17 See Proposition 3.2 for the precise relation between the Hessian of $f$ and $\bar{f}$, and the role of $\eta$.
18 These are the same frames as in the statement of Theorem 1.7.
19 Although we do not have exact formula for $E_\theta$ and $E_A$ in terms of normal coordinates, the Gauss lemma yields an exact expression for $E_\rho$, which is crucial to the proof.
• In Section 5, we briefly discuss the process of using the Carleman estimate to prove the observability estimate. We also present precise statements of our main observability and controllability results, as well as our application to inverse problems.

2. The hyperquadric foliation

Just as before we will use lower-case Greek letters ($\alpha, \beta, \ldots$) to signify spacetime indices. Indices will be lowered and raised using $g$. Furthermore, throughout this article (particularly within proofs), we will use $C$ to denote various universal constants whose values can change between lines. We will first define a hyperquadric function $f$ that is a very basic requirement for the proof. For this purpose, we will make use of normal coordinates.

2.1. Normal coordinates. We give a brief description of some concepts that we will use in the next few sections. For details, the reader may refer [24, Chapter 3].

Definition 2.1. Let $p \in \mathcal{M}$. For any $v \in T_p(\mathcal{M})$, let $\gamma_v$ denote the maximal geodesic in $\mathcal{M}$ such that $\gamma_v(0) = p$ and $\gamma'_v(0) = v$. Now, let $\mathcal{E}_p$ be defined as

$$\mathcal{E}_p := \{v \in T_p(\mathcal{M}) \mid \gamma_v \text{ is defined on an interval containing } [0, 1]\}.$$  

Then, we define the exponential map, $\exp_p$, as follows

$$\exp_p : \mathcal{E}_p \to \mathcal{M}, \quad \exp_p(v) := \gamma_v(1).$$

Definition 2.2. Let $p \in \mathcal{M}$ be fixed, and let $(e_0, e_1, \ldots, e_n) \in T_p \mathcal{M}$. Let $\mathcal{V}$ be a geodesically star-shaped neighbourhood of $p$. Then, the normal coordinates $(x^0, x^1, \ldots, x^n)$, with respect to $(e_0, e_1, \ldots, e_n)$, are given by

$$\exp_p^{-1}(q) = \sum x^i(q)e_i, \quad q \in \mathcal{V}.$$  

We state the Gauss lemma for the reader’s convenience; see [24, Chapter 5] for details.

Lemma 2.3 (Gauss Lemma). Let $p \in \mathcal{M}$, and $0 \neq x \in T_p(\mathcal{M})$. If $u_x, v_x \in T_x(T_p \mathcal{M})$ such that $u_x$ is radial, then

$$\langle d\exp_p(u_x), d\exp_p(v_x) \rangle = \langle u_x, v_x \rangle.$$  

2.2. The hyperquadric function. In this section, we discuss some properties of a function $f$ that is used to define the Carleman weight. We have to be particularly careful about the Lorentzian manifold setting and define this function accordingly.

Fix a point $p \in \mathcal{M}$, as well as an orthonormal basis

$$e_0, e_1, \ldots, e_n \in T_p \mathcal{M}.$$  

For notational convenience, we will assume henceforth that $\mathcal{M}$ itself is geodesically star-shaped about $p$ (i.e. every $q \in \mathcal{M}$ is connected to $p$ by a unique geodesic). Moreover, let $(x^0, x^1, \ldots, x^n)$ denote the normal coordinates, constructed from (2.4), about $p$ on $\mathcal{M}$. From this, we can construct normal polar coordinates

$$t := x^0, \quad r^2 := \sum_{k=1}^n (x^k)^2, \quad \omega_{t,r} = r^{-1}(x^1, \ldots, x^n),$$

on $\mathcal{M}$. We also construct the vector fields $\partial_t$ and $\partial_r$ corresponding to the above coordinates $t$ and $r$, respectively.
Definition 2.4. Define the hyperquadric function $f$ as follows
\[(2.6)\]
$$f \in C^\infty(M), \quad f := \frac{1}{4}(r^2 - t^2).$$

Further, define the exterior domain $D$, as follows
\[(2.7)\]
$$D := \{ q \in M \mid f(q) > 0 \}.$$ For convenience, we will also make use of the following function on $D$
\[(2.8)\]
$$\rho \in C^\infty(D), \quad \rho := 2\sqrt{f} = \sqrt{r^2 - t^2}.$$ For the majority of the work, we will be concerned with the region $D$.

Proposition 2.5. The following identities for $f$ and $\rho$ hold on $M$:
\[(2.9)\]
$$\nabla^2 f = \frac{1}{2}(t \partial_t + r \partial_r), \quad \nabla^\alpha f \nabla_\alpha f = f.$$ Furthermore, the following transport equations hold on $M$:
\[(2.10)\]
$$\nabla^\mu f \nabla_\mu f = \frac{1}{2} \nabla_\alpha f,$$
$$\nabla^\mu f \nabla_{\mu \alpha} f = \frac{1}{2} \nabla_\alpha f - \nabla_\alpha f \nabla_\beta f - R^{\mu \nu \beta \lambda}_\alpha \nabla_\mu f \nabla_\nu f,$$
$$\nabla^\mu f \nabla_{\mu \alpha \beta} f = \frac{1}{2} \nabla_\alpha f - \nabla_\alpha f \nabla_\beta f - \nabla_\beta f \nabla_\alpha f - \nabla_\mu f \nabla_\nu f - \nabla_\nu f \nabla_\mu f - R^{\mu \nu \beta \lambda}_\alpha \nabla_\mu f \nabla_\nu f,$$
$$\nabla^\mu f \nabla_{\mu \alpha \beta \lambda} f = \frac{1}{2} \nabla_\alpha f - \nabla_\alpha f \nabla_\beta f - \nabla_\beta f \nabla_\alpha f - \nabla_\mu f \nabla_\nu f - \nabla_\nu f \nabla_\mu f - R^{\mu \nu \beta \lambda}_\alpha \nabla_\mu f \nabla_\nu f,$$
$$= \frac{1}{2} \nabla_\alpha f - \nabla_\alpha f \nabla_\beta f - \nabla_\beta f \nabla_\alpha f - \nabla_\mu f \nabla_\nu f - \nabla_\nu f \nabla_\mu f - R^{\mu \nu \beta \lambda}_\alpha \nabla_\mu f \nabla_\nu f,$$
$$\quad \rho \in C^\infty(D), \quad \rho := 2\sqrt{f} = \sqrt{r^2 - t^2}.$$ Proof. First, (2.9) follows from the Gauss lemma—both expressions have the same values as in Minkowski spacetime and Cartesian coordinates. Using (2.9), we then compute
$$\nabla_\alpha f \nabla^\beta f = \frac{1}{2} \nabla_\alpha (\nabla^\beta f \nabla_\beta f) = \frac{1}{2} \nabla_\alpha f,$$
which is precisely the first identity in (2.10).

Next, commuting derivatives and recalling the first part of (2.10), we obtain
$$\nabla^\mu f \nabla_{\mu \alpha} f = \nabla^\mu f \nabla_{\alpha \mu} f - R_{\mu \alpha \beta \lambda} \nabla^\mu f \nabla_\nu f,$$
$$\quad \rho \in C^\infty(D), \quad \rho := 2\sqrt{f} = \sqrt{r^2 - t^2}.$$ which is precisely the first identity in (2.10).

Finally, taking another derivative yields
$$\nabla^\mu f \nabla_{\mu \alpha \beta \lambda} f = \nabla^\mu f \nabla_{\alpha \mu \beta \lambda} f - R_{\mu \alpha \beta \lambda \nu} \nabla^\mu f \nabla^\nu f \nabla_\nu \nabla_\lambda f - R_{\mu \alpha \beta \lambda \nu} \nabla^\mu f \nabla_\nu f \nabla_\beta \nabla_\lambda f - R_{\mu \alpha \beta \lambda \nu} \nabla^\mu f \nabla_\nu f \nabla_\beta \nabla_\lambda f - \nabla_\mu \nabla_\nu \nabla_\lambda \nabla_\beta f - R_{\mu \alpha \beta \lambda \nu} \nabla^\mu f \nabla_\nu f \nabla_\beta \nabla_\lambda f - R_{\mu \alpha \beta \lambda \nu} \nabla^\mu f \nabla_\nu f \nabla_\beta \nabla_\lambda f - R_{\mu \alpha \beta \lambda \nu} \nabla^\mu f \nabla_\nu f \nabla_\beta \nabla_\lambda f.$$


which proves the last identity in (2.10).

As mentioned in the introduction, for obtaining the pseudoconvexity condition, we will be working with a function $\eta := \eta(t)$. For this purpose, we will need to find derivatives of $t$. Hence, now we prove some transport equations for the coordinate $t$.

**Proposition 2.6.** The following identities hold on $\mathcal{M}$:

\begin{equation}
\nabla^\mu f \nabla_{\mu} t = \frac{1}{2} t,
\end{equation}

\begin{equation}
\nabla^\mu f \nabla_{\mu} t = \frac{1}{2} \nabla^\alpha t - \nabla_\alpha f \nabla_{\mu} t,
\end{equation}

\begin{equation}
\nabla^\mu f \nabla_{\mu\beta} t^2 = \nabla_\alpha \nabla^\alpha f \nabla_{\beta\mu} t^2 - \nabla_\beta f \nabla_{\alpha\mu} t^2 - \nabla_{\alpha\beta\mu} f \nabla^\mu t^2,
\end{equation}

\begin{equation}
\nabla^\mu f \nabla_{\mu\beta} t^2 = \nabla_\alpha \nabla^\alpha f \nabla_{\beta\mu} t^2 - \nabla_\beta f \nabla_{\alpha\mu} t^2 - \nabla_{\alpha\beta\mu} f \nabla^\mu t^2.
\end{equation}

**Proof.** The first equation follows from of the first part of (2.9). From this, we also obtain

\begin{equation}
\nabla^\mu f \nabla_{\mu\alpha} t^2 = \nabla_\alpha (\nabla^\mu f \nabla_{\mu} t) - \nabla_\alpha \nabla^\mu f \nabla_{\mu} t
\end{equation}

which proves the second identity. Furthermore, similar computations yield

\begin{equation}
\nabla^\mu f \nabla_{\mu\alpha} t^2 = \nabla_\alpha t^2, \quad \nabla^\mu f \nabla_{\mu\alpha} t^2 = \nabla_\alpha t^2 - \nabla_\alpha \nabla^\mu f \nabla_{\mu} t^2.
\end{equation}

Finally, commuting derivatives and applying the above, we obtain

\begin{equation}
\nabla^\mu f \nabla_{\mu\alpha\beta} t^2 = \nabla^\mu f \nabla_{\alpha\beta\mu} t^2 - \nabla_{\mu\alpha\beta\mu} f \nabla^\mu t^2
\end{equation}

which is the last part of (2.11).

### 2.3. Hyperquadric frames.

Our next task is to construct frames on $\mathcal{D}$ that are adapted to the level sets of $f$. This will simplify the computations by ensuring that no (or minimal) cross terms arise from the coordinates when we raise/lower indices using $g$.

**Definition 2.7.** Let $e_0, \ldots, e_n \in T_p \mathcal{M}$ be the basis from (2.4). Then, for each $\omega := (\omega^0, \omega^1, \ldots, \omega^n) \in (-1, 1) \times \mathbb{S}^{n-1}$, we define

\begin{equation}
e_{r, \omega} := \sum_{k=1}^{n} \omega^k e_k, \quad e_{r, \omega} := e_{r, \omega} + \omega^0 e_0, \quad e_{\theta, \omega} := e_0 + \omega^0 e_{r, \omega}.
\end{equation}

In addition, we define the subset

\begin{equation}
H_\omega := \{v \in T_p \mathcal{M} \mid g(v, e_0) = g(v, e_{r, \omega}) = 0\}.
\end{equation}

Direct computations using (2.12) then yield

\begin{equation}
g(e_{r, \omega}, e_{r, \omega}) = 1 - (\omega^0)^2, \quad g(e_{\theta, \omega}, e_{\theta, \omega}) = -1 + (\omega^0)^2, \quad g(e_{r, \omega}, e_{\theta, \omega}) = 0.
\end{equation}

In addition, we let $\gamma_\omega$ denote the radial geodesic satisfying

\begin{equation}
\gamma_\omega(0) := p, \quad \gamma'_\omega(0) = e_{r, \omega}.
\end{equation}

We then let $\Gamma$ denote the family of all such geodesics,

\begin{equation}
\Gamma := \{\gamma_\omega \mid \omega \in (-1, 1) \times \mathbb{S}^{n-1}\}.
\end{equation}
We now define $E_0$, $E_\rho$, $E_\theta$, and $\mathcal{H}$ on each $\gamma_\omega \in \Gamma$ to be the parallel transports of $e_0$, $e_\rho, \omega$, $e_\theta, \omega$, and $H_\omega$, respectively, along $\gamma_\omega$. This results in smooth vector fields $E_0$, $E_\rho$, and $E_\theta$ on $\mathcal{D}$, as well as an $(n-1)$-dimensional smooth distribution $\mathcal{H}$ on $\mathcal{D}$.

Finally, we complete $E_\rho$ and $E_\theta$ using local $(g)$-orthonormal frames $E_1, \ldots, E_{n-1} \in \mathcal{H}$, which we can also assume to be parallel transported along each $\gamma_\omega \in \Gamma$. From now on, we will use uppercase Latin letters $A,B,\ldots$ to denote frame indices in the $\mathcal{H}$-components (e.g. $E_A \in \mathcal{H}$), taking values between 1 and $n-1$, inclusive. The next proposition gives us more details about the frames $E_\rho, E_\theta, E_A$.

**Proposition 2.8.** The following properties hold along each $\gamma_\omega \in \Gamma$:

- The following identities hold:

\begin{equation}
\frac{t}{r} = \omega^0, \quad \frac{\rho^2}{r^2} = 1 - (\omega^0)^2, \quad E_\rho = \partial_r + \frac{t}{r} \partial_t.
\end{equation}

- $E_\rho$, $E_\theta$, $E_A$ forms a (local) orthogonal frame.

- The following identities hold:

\begin{equation}
g(E_\rho, E_\rho) = \frac{\rho^2}{r^2}, \quad g(E_\theta, E_\theta) = -\frac{\rho^2}{r^2}, \quad g(E_A, E_B) = \delta_{AB}.
\end{equation}

- $E_\rho$ is normal to the level sets of $f$, while $E_\theta$, $E_A$ are tangent to the level sets of $f$.

- The limits of $E_\rho$, $E_\theta$, $E_A$ at $p$ are uniformly bounded with respect to $\omega$.

- The following identity holds:

\begin{equation}
E_\theta = \frac{t}{r} E_\rho + \frac{\rho^2}{r^2} E_0.
\end{equation}

Proof. First, by the Gauss lemma, $\nabla^2 f$ points in the same direction as $\gamma'_\omega$. As a result, that $\frac{t}{r}$ is constant along $\gamma_\omega$ follows immediately from the first part of (2.9):

\[ (\nabla^2 f) \left( \frac{t}{r} \right) = \frac{1}{2} (r \partial_r + t \partial_t) \left( \frac{t}{r} \right) = 0. \]

Moreover, by the definition (2.5) of our normal polar coordinates, we have that

\begin{equation}
\frac{2}{r} \nabla^2 f = \partial_r + \frac{t}{r} \partial_t \rightarrow e_{r,\omega} + \frac{t}{r} e_0,
\end{equation}

as one tends to $p$ along $\gamma_\omega$. Since the left-hand side of (2.20) points in the same direction as $\gamma'_\omega$, the right-hand side of (2.20) also points in the same direction as $e_{r,\omega}$, and thus the definition (2.12) of $e_{r,\omega}$ yields the first part of (2.17). In addition, we have that

\[ \frac{\rho^2}{r^2} = \frac{r^2 - t^2}{r^2} = 1 - (\omega^0)^2, \]

which is the second part of (2.17). Finally, since $E_\rho$ is radial, then the Gauss lemma and the first part of (2.17) together yield the third part of (2.17).

Next, that $E_\rho, E_\theta, E_A$ are orthogonal follows from their definitions via parallel transport. Moreover, since both $E_\rho$ and $\nabla^2 f$ are radial, then $E_\rho$ is normal to the level sets of $f$, and hence $E_\theta$ and $E_A$ are everywhere tangent to the level sets of $f$. Notice also that the limits of $E_\rho$, $E_\theta$, and $E_A$ at $p$ along $\gamma_\omega$ are, by definition, $e_{r,\omega}$, $e_{\theta,\omega}$, and a unit vector in $H_\omega$, respectively, which are indeed uniformly bounded for all $\omega \in (-1,1) \times S^{n-1}$.

Next, using (2.14), (2.17), and the parallel transport definition of $E_\rho, E_\theta, E_A$ shows that (2.18) holds.
Finally, for (2.19), we first notice that
\[ \omega^0 e_{\rho,\omega} + e_0 (\omega_r e_{\omega,\omega} + \omega^0 e_0) + (\omega^0)^2 e_0 = e_0. \]
Parallel transporting the above along \( \gamma_\omega \) and recalling (2.17) then yields (2.19). \( \square \)

**Remark 2.9.** In the special case of Minkowski spacetime \((\mathcal{M}, g) := (\mathbb{R}^{1+n}, g_0)\), we have
\[ (2.21) \quad E_\rho = \partial_r + \frac{t}{r} \partial_t, \quad E_\theta = \partial_t + \frac{t}{r} \partial_r, \]
and we have that the \( E_A \)’s are always tangent to level sets of \((t, r)\).

In subsequent sections, we will adopt the following frame indexing conventions:
- Uppercase Latin letters are with respect to the frames \( \{E_A\} \) and their coframes.
- Lowercase Latin letters are with respect to the frames \( \{E_\theta, E_A\} \) and their coframes.
- We use the indices \( \theta \) and \( \rho \) to refer to \( E_\theta \) and \( E_\rho \), respectively.

Furthermore, we again adopt Einstein summation notation—repeated Latin indices denote summations over all above-mentioned frame elements.

### 2.4. Vertex limits

Next, we derive limits for derivatives of \( f \) at the center \( p \). The following propositions follow from standard properties of normal coordinates:

**Proposition 2.10.** The following identities hold at \( p \):
\[ (2.22) \quad \nabla f|_p = 0, \quad \nabla^2 f|_p = \frac{1}{2} g|_p, \quad \nabla^3 f|_p = 0. \]
In addition, the following identity holds at \( p \):
\[ (2.23) \quad \nabla_{\alpha\beta\delta\lambda} f|_p = -\frac{1}{6} (R_{\alpha\lambda\beta\delta} + R_{\alpha\delta\beta\lambda})|_p. \]

**Proof.** Throughout the proof, we let \( \gamma \) be any radial geodesic in \( \mathcal{M} \), with \( \gamma(0) = p \). The first equation in (2.22) follows immediately from the first part of (2.9). Moreover, since \( \nabla^2 f \) is radial, then it follows from the first equation in (2.10) that, along \( \gamma \),
\[ \nabla_{\alpha\beta} f(\gamma^\beta) = \frac{1}{2}(\gamma^\alpha) = \frac{1}{2} g_{\alpha\beta} (\gamma^\beta). \]
Applying the above at \( \gamma(0) \) and for all radial geodesics \( \gamma \) yields the second part of (2.22).

Next, we evaluate the third equation of (2.10) at \( p \) and apply the first two parts of (2.22):
\[ 0 = \frac{1}{2} \nabla_{\alpha\beta\delta} f|_p - \frac{1}{2} (g_{\lambda\mu} \nabla_{\alpha\beta\mu\lambda} f)|_p - \frac{1}{2} (g_{\alpha\mu\lambda} \nabla_{\mu\beta\lambda} f)|_p - \frac{1}{2} (g_{\beta\gamma\nu} \nabla_{\mu\alpha\nu\lambda} f)|_p \]
\[ = -\nabla_{\alpha\beta\delta} f|_p. \]
This is precisely the last part of (2.22).

Finally, for (2.23), we first observe that
\[ \nabla^\mu f \nabla_{\mu\alpha\beta\delta\lambda} f = \nabla^\mu f \nabla_{\mu\alpha\beta\mu\lambda} f - R_{\mu\alpha\beta\delta} \nabla^\nu_{\lambda\delta} f - R_{\mu\alpha\nu\lambda} \nabla^\nu_{\beta\delta} f - R_{\mu\alpha\nu\delta} \nabla^\nu_{\beta\gamma} f \]
\[ = \nabla_{\alpha} (\nabla^\mu f \nabla_{\mu\beta\delta\lambda} f) - \nabla_{\alpha} (\nabla^\mu f \nabla_{\mu\beta\lambda\delta} f) - R_{\mu\alpha\beta\delta} \nabla^\nu_{\lambda\delta} f - R_{\mu\alpha\nu\delta} \nabla^\nu_{\beta\gamma} f. \]
Proposition 2.11. Let \( \gamma_\omega \in \Gamma \), let \( x, y, z \in T_p M \), and let \( X, Y, Z \) denote the parallel transports of \( x, y, z \) along \( \gamma_\omega \), respectively. Then, the following limits hold along \( \gamma_\omega \):

\[
\lim_p r^{-2} \left( \nabla^2 f - \frac{1}{2} g \right) (X, Y) = -\frac{1}{6} R|_p(e_{\rho,\omega}, x, e_{\rho,\omega}, y),
\]

\[
\lim_p r^{-1} \nabla^3 f (X, Y, Z) = -\frac{1}{6} R|_p(e_{\rho,\omega}, y, x, z) - \frac{1}{6} R|_p(e_{\rho,\omega}, z, x, y).
\]

Proof. The last part of (2.22), (2.23), and the fact that \( E_\rho \) is parallel transported yield

\[
E_\rho \left( \left( \nabla^2 f - \frac{1}{2} g \right) (X, Y) \right)|_p = 0,
\]

\[
E_\rho \left( \left( \nabla^2 f - \frac{1}{2} g \right) (X, Y) \right)|_p = -\frac{1}{3} R|_p(e_{\rho,\omega}, x, e_{\rho,\omega}, y).
\]

The first identity in (2.24) now follows by applying Taylor’s theorem along \( \gamma_\omega \), and by noting from (2.17) that \( E_\rho r^t = 1 \). Similarly, another application of (2.23) yields

\[
E_\rho [\nabla^3 f (X, Y, Z)]|_p = -\frac{1}{6} R|_p(e_{\rho,\omega}, y, x, z) - \frac{1}{6} R|_p(e_{\rho,\omega}, z, x, y).
\]

The second equation in (2.24) then follows from Taylor’s theorem and the above.

Remark 2.12. A variant of (2.24) holds along every geodesic in \( M \). Here, the restriction to \( D \) only arises since we are parametrizing the radial geodesics by \( r \).

Corollary 2.13. The following limits hold along any \( \gamma_\omega \in \Gamma \):

\[
\lim_p r^{-2} \left( \nabla^2 f - \frac{1}{2} g \right) (E_A, E_B) = -\frac{1}{6} R|_p(e_{\rho,\omega}, e_{A,\omega}, e_{\rho,\omega}, e_{B,\omega}),
\]

\[
\lim_p r^{-2} \left( \nabla^2 f - \frac{1}{2} g \right) (E_\theta, E_A) = -\frac{1}{6} \rho^2 R|_p(e_{\rho,\omega}, e_0, e_{\rho,\omega}, e_{A,\omega}),
\]

\[
\lim_p r^{-2} \left( \nabla^2 f - \frac{1}{2} g \right) (E_\theta, E_\theta) = -\frac{1}{6} \rho^4 R|_p(e_{\rho,\omega}, e_0, e_{\rho,\omega}, e_0).
\]
Furthermore, we have, along any $\gamma_\omega$, that
\[
\lim_{p} r^{-1} \nabla^3 f(E_A, E_B, E_C) = -\frac{1}{6} [R|_{p}(e_{\rho,\omega}, e_{B,\omega}, e_{A,\omega}, e_{C,\omega}) + R|_{p}(e_{\rho,\omega}, e_{C,\omega}, e_{A,\omega}, e_{B,\omega})],
\]
\[
\lim_{p} r^{-1} \nabla^3 f(E_\theta, E_B, E_C) = -\frac{1}{6} [R|_{p}(e_{\rho,\omega}, e_{B,\omega}, e_{\theta,\omega}, e_{C,\omega}) + R|_{p}(e_{\rho,\omega}, e_{C,\omega}, e_{\theta,\omega}, e_{B,\omega})],
\]
\[
\lim_{p} r^{-1} \nabla^3 f(E_A, E_\theta, E_C) = -\frac{1}{6} [R|_{p}(e_{\rho,\omega}, e_{\theta,\omega}, e_{A,\omega}, e_{C,\omega}) + R|_{p}(e_{\rho,\omega}, e_{C,\omega}, e_{A,\omega}, e_{\theta,\omega})],
\]
\[
\lim_{p} r^{-1} \nabla^3 f(E_\theta, E_\theta, E_\theta) = -\frac{1}{6} \frac{\rho^2}{r^2} R|_{p}(e_{\rho,\omega}, e_{0}, e_{\theta,\omega}, e_{C,\omega}),
\]
\[
\lim_{p} r^{-1} \nabla^3 f(E_A, E_\theta, E_\theta) = -\frac{1}{6} \frac{\rho^2}{r^2} R|_{p}(e_{\rho,\omega}, e_{0}, e_{A,\omega}, e_{\theta,\omega}),
\]
(2.26) \quad \lim_{p} r^{-1} \nabla^3 f(E_\theta, E_\theta, E_\theta) = 0.
\]

Proof. These follow by combining (2.24) with (2.19). \hfill \Box

2.5. Estimates for $f$. Our next task is establish estimates for the hyperquadric function $f$, under certain geometric assumptions.

Definition 2.14. Let $r_0 > 0$ be fixed. Then, we define the region $D_{r_0}$ as follows
(2.27) \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad 
\[D_{r_0} := D \cap \{r < r_0\}.\]

The estimates we obtain will be on the region $D_{r_0}$. Now, our key curvature assumption will be the following:

Assumption 2.15. The following hold on $D_{r_0}$, with constants $r_0 > 0$ and $C_0, C_1 > 0$:
(2.28) \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad 
\[\sup_{X,Y,Z \in \{E_\rho, E_\theta, E_A\}} |R(E_\rho, X, Y, Z)| \leq \frac{C_0}{nr_0^2},\]
(2.29) \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad 
\[\sup_{X,Y,Z \in \{E_\rho, E_\theta, E_A\}} |\nabla Z R(E_\rho, X, E_\rho, Y)| \leq \frac{C_1}{nr_0^3}.\]

For convenience, we also define the deviation of $\nabla^2 f$ from its Minkowski value:
(2.30) \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad 
\[q := \nabla^2 f - \frac{1}{2} g.\]

We can now state our main estimates for derivatives of $f$.

Proposition 2.16. There is a universal constant $C_* > 0$ such that if Assumption 2.15 holds and $0 < C_0 < C_*$, then the following inequalities also hold on $D_{r_0}$:
(2.31) \quad |q(E_A, E_B)| \leq \frac{C_0 r^2}{3n r_0^2}, \quad |q(E_\theta, E_A)| \leq \rho^2 \frac{C_0 r^2}{3n r_0^2}, \quad |q(E_\theta, E_\theta)| \leq \rho^4 \frac{C_0 r^2}{3n r_0^2}.

Proof. First, note from (2.30) that the second identity in (2.10) can be rewritten as
\[
\nabla^\mu f \nabla_\mu q_{\alpha \beta} = -\frac{1}{2} q_{\alpha \beta} - q_\alpha^\mu q_\beta^\mu - R_{\mu \alpha \beta}^\gamma \nabla^\mu f \nabla^\gamma f.
\]

\footnote{Note we use $E_\theta$ rather than $E_\theta$ in (2.28) and (2.29). This is because $E_\theta$ and $E_\rho$ become the same vector as one approaches $\partial D$, hence the frame $\{E_\rho, E_\theta, E_A\}$ does not generate all the directions in a uniform manner.}
Since \( E_\rho = 2r^{-1}\nabla^2 f \) and \( E_\rho r = 1 \), by (2.9) and (2.17), the above becomes

\[
(2.32) \quad E_\rho (rq_{ab}) = -2q_a^\mu q_\mu \frac{r^2}{2} R_{\mu \rho \nu \sigma} - 2 \sum_A q_a A q_{\theta A} - \frac{r^2}{2} R_{\rho \theta \nu \sigma},
\]

where in the last step, we expanded using (2.18).

We now make the bootstrap assumptions

\[
(2.33) \quad |q_{AB}| \leq \frac{\delta r^2}{r^2_0}, \quad |q_{\theta A}| \leq \frac{\rho^2 \delta r^2}{r^2_0}, \quad |q_{\theta \theta}| \leq \frac{\rho^4 \delta r^2}{r^4_0}, \quad \delta > 0,
\]

and we integrate (2.32) from \( p \) along each geodesic \( \gamma \in \Gamma \). Observing from (2.25) that \( rq_{ab} \) vanishes at \( p \) along each \( \gamma \), while applying (2.19), (2.28), and (2.33), we see that

\[
(2.34) \quad |r_{AB}| \leq \frac{2n \delta r^4}{r^2_0} + \frac{C_0 r^3}{6n r^2_0}, \quad |r_{AB}| \leq \frac{2n \delta r^4}{r^2_0} + \frac{C_0 r^2}{6n r^2_0},
\]

\[
|q_{\rho A}| \leq \frac{\rho^2}{r^2} \left( \frac{2n \delta r^4}{r^2_0} + \frac{C_0 r^3}{6n r^2_0} \right), \quad |q_{\theta A}| \leq \frac{\rho^2}{r^2} \left( \frac{2n \delta r^4}{r^2_0} + \frac{C_0 r^2}{6n r^2_0} \right),
\]

\[
|q_{\theta \theta}| \leq \frac{\rho^4}{r^4} \left( \frac{2n \delta r^4}{r^2_0} + \frac{C_0 r^2}{6n r^2_0} \right), \quad |q_{\theta \theta}| \leq \frac{\rho^4}{r^4} \left( \frac{2n \delta r^4}{r^2_0} + \frac{C_0 r^2}{6n r^2_0} \right). \]

From the quadratic equation, we see that if \( C_0 < C_* := \frac{15}{4} \), then

\[
\frac{2n \delta r^4}{r^2_0} + \frac{C_0 r^2}{6n r^2_0} < \frac{\delta r^2}{r^2_0},
\]

as long as we take

\[
\delta := \frac{C_0}{3n} > \sup_{0<r<r_0} \frac{5 r^2_0}{4n r^2} \left( 1 - \sqrt{1 - \frac{4C_0 r^2}{15 r^2_0}} \right). \]

In particular, for these values of \( C_0 \) and \( \delta \), we have that (2.34) strictly improves the bootstrap assumptions (2.33). A standard continuity argument now yields (2.31). \( \square \)

**Proposition 2.17.** There is a universal constant \( C_* > 0 \) such that if Assumption 2.15 holds and \( 0 < C_0 < C_* \), then the following inequalities hold on \( D_{r_0} \) for some universal \( C > 0 \):

\[
(2.35) \quad \left| \nabla^3 f(E_A, E_B, E_C) \right| \leq \frac{C}{n} \left( \frac{C_0 r^2}{r^2_0} + \frac{C_1 r^2}{r^3_0} \right),
\]

\[
\left| \nabla^3 f(E_\theta, E_A, E_B) \right| \leq \frac{C}{n} \left( \frac{C_0 r^2}{r^2_0} + \frac{C_1 r^2}{r^3_0} \right),
\]

\[
\left| \nabla^3 f(E_A, E_\theta, E_B) \right| \leq \frac{C}{n} \left( \frac{C_0 r^2}{r^2_0} + \frac{C_1 r^2}{r^3_0} \right),
\]

\[
\left| \nabla^3 f(E_\theta, E_\theta, E_A) \right| \leq \frac{C \rho^2}{n r^2} \left( \frac{C_0 r^2}{r^2_0} + \frac{C_1 r^2}{r^3_0} \right),
\]

\[
\left| \nabla^3 f(E_\theta, E_\theta, E_\theta) \right| \leq \frac{C \rho^2}{n r^2} \left( \frac{C_0 r^2}{r^2_0} + \frac{C_1 r^2}{r^3_0} \right),
\]

\[
\left| \nabla^3 f(E_\theta, E_\theta, E_\theta) \right| \leq \frac{C \rho^4}{n r^4} \left( \frac{C_0 r^2}{r^2_0} + \frac{C_1 r^2}{r^3_0} \right). \]
Proof. First, using (2.30), we can write the last equation in (2.10) as

\[ \nabla^\mu \nabla_{\mu\alpha\beta\lambda} f = -\nabla_{\alpha\beta\lambda} f - q_\lambda^\mu \nabla_{\alpha\beta\mu} f - q_\alpha^\mu \nabla_{\mu\beta\lambda} f - q_\beta^\mu \nabla_{\alpha\mu\lambda} f - \frac{1}{2} R_{\mu\lambda\alpha\beta} \nabla^\mu f - \frac{1}{2} R_{\mu\beta\lambda\alpha} \nabla^\mu f - \frac{1}{2} R_{\mu\alpha\lambda\beta} \nabla^\mu f - \frac{1}{2} R_{\mu\lambda\alpha\beta} \nabla^\mu f - R_{\mu\lambda\beta} q_\alpha^\mu \nabla^\mu f - R_{\mu\alpha\beta} q_\lambda^\mu \nabla^\mu f - R_{\mu\lambda\alpha} q_\beta^\mu \nabla^\mu f \]

Recalling Proposition 2.5 and (2.17), while contracting with \( E \), yields

\[ E_\rho (r^2 \nabla_{abc} f) = -2r (q_c d \nabla_{abd} f + q_a d \nabla_{dcb} f + q_b d \nabla_{adc} f) + \frac{r^2}{2} (R_{pbeb} + R_{pcba}) - r^2 (R_{pced} + R_{pdbc}) q_a d - r^2 R_{pabd} q_c d - r^2 R_{padc} q_b d - \frac{r^3}{2} \nabla_a R_{pbeb}. \]

Splitting the above into cases and recalling Propositions 2.8 and 2.16, we then have

\[ |E_\rho (r^2 \nabla_{ABC} f)| \leq CC_r \max_{\rho^2} \left( |r^2 \nabla_{Abd} f| + |r^2 \nabla_{dBC} f| + |r^2 \nabla_{AdC} f| \right) + \frac{CC_0 r^2}{n} + \frac{CC_1 r^3}{\rho^3}, \]

\[ |E_\rho (r^2 \nabla_{\theta BC} f)| \leq CC_r \max_{\rho^2} \left( |r^2 \nabla_{\theta Bd} f| + |r^2 \nabla_{dBC} f| + |r^2 \nabla_{\theta dC} f| \right) + \frac{CC_0 r^2}{n} + \frac{CC_1 r^3}{\rho^3}, \]

\[ |E_\rho (r^2 \nabla_{A\theta C} f)| \leq CC_r \max_{\rho^2} \left( |r^2 \nabla_{A\theta d} f| + |r^2 \nabla_{dBC} f| + |r^2 \nabla_{A\theta dC} f| \right) + \frac{CC_0 r^2}{n} + \frac{CC_1 \rho^2 r^3}{\rho r^2}, \]

\[ |E_\rho (r^2 \nabla_{\theta\theta C} f)| \leq CC_r \max_{\rho^2} \left( |r^2 \nabla_{\theta\theta d} f| + |r^2 \nabla_{dBC} f| + |r^2 \nabla_{\theta\theta dC} f| \right) + \frac{CC_0 \rho^2 r^2}{r^2} + \frac{CC_1 \rho^2 r^3}{\rho r^2}, \]

\[ |E_\rho (r^2 \nabla_{A\theta\theta} f)| \leq CC_r \max_{\rho^2} \left( \rho^2 |r^2 \nabla_{A\theta d} f| + |r^2 \nabla_{d\theta\theta} f| + |r^2 \nabla_{A\theta d\theta} f| \right) + \frac{CC_0 \rho^2 r^2}{r^2} + \frac{CC_1 \rho^2 r^3}{\rho r^2}, \]

\[ |E_\rho (r^2 \nabla_{\theta\theta\theta} f)| \leq CC_r \max_{\rho^2} \left( \rho^2 |r^2 \nabla_{\theta\theta d} f| + |r^2 \nabla_{d\theta\theta} f| + |r^2 \nabla_{\theta\theta d\theta} f| \right) + \frac{CC_0 \rho^2 r^2}{r^2} + \frac{CC_1 \rho^2 r^3}{\rho r^2}. \]
Consider now the quantity
\[
(2.37) \quad \mathcal{I} := \max_{A,B,C} \left( \frac{\rho^4}{r^4} |r^2 \nabla_{ABC} f|, \frac{\rho^4}{r^4} |r^2 \nabla_{\theta AB} f|, \frac{\rho^4}{r^4} |r^2 \nabla_{\theta A B} f|, \frac{\rho^2}{r^2} |r^2 \nabla_{\theta A} f|, \frac{\rho^2}{r^2} |r^2 \nabla_{\theta \theta A} f|, |r^2 \nabla_{\theta \theta \theta} f| \right).
\]
Integrating each inequality in (2.36) from \( p \) along each \( \gamma \in \Gamma \) (and recalling the limits (2.26)), and then applying the Gronwall inequality yields the bound
\[
\mathcal{I} \leq C \frac{\rho^4}{n r^4} \left( C_0 \frac{\rho^3}{r_0^2} + C_1 \frac{r^4}{r_0^2} \right).
\]
The desired result (2.35) follows immediately from (2.37) and the above. \( \square \)

2.6. Estimates for \( t \). We now apply the estimates for \( f \) to control derivatives of \( t \) and \( t^2 \). These estimates will be used to derive the pseudoconvexity condition for an appropriate perturbation of \( f \) (see Section 3 below).

**Proposition 2.18.** There exists a universal \( C_* > 0 \) such that if Assumption 2.15 holds and \( 0 < C_0 < C_* \), then the following also hold on \( D_{r_0} \) for some universal \( C > 0 \):
\[
|\nabla t(E_A)| \leq \frac{C C_0}{n r^2} \frac{r^2}{r_0^2}, \quad |\nabla t(E_\theta) - 1| \leq \frac{C C_0 \rho^2 r^2}{n r^2 r_0^2}.
\]

**Proof.** Let \( C_* \) be as in Proposition 2.16, and consider an arbitrary geodesic \( \gamma \in \Gamma \). Note that by the basic properties of normal coordinates, we have the following limits at \( p \) along \( \gamma \):
\[
(2.39) \quad \lim_p \nabla_{E_A} t = -g(e_0, e_A, \omega) = 0, \quad \lim_p \nabla_{E_\theta} t = -g(e_0, e_\theta, \omega) = 1.
\]
Next, using (2.9), (2.17), and (2.30), we can rewrite the second equation in (2.11) as
\[
\nabla^\mu f \nabla_\mu t = -q_\alpha^\mu \nabla_\mu t, \quad E_\mu(\nabla_\alpha t) = -\frac{2}{r} q_\alpha^\mu \nabla_\mu t.
\]
Integrating the second equation above and recalling (2.31) and (2.39) then yields
\[
|\nabla t| \leq \frac{r^2}{\rho^2} \int_0^r 2 |q_{AB}| |\nabla_{\theta t}| ds + \int_0^r \frac{2}{s} \sum_B |q_{AB}| |\nabla_{B t}| ds
\leq \frac{C_0}{3n} \int_0^r \frac{2s}{r_0^2} \left( n \sum_B |\nabla_{B t}| + |\nabla_{\theta t} - 1| + 1 \right) ds,
\]
\[
|\nabla_{\theta t} - 1| \leq \frac{r^2}{\rho^2} \int_0^r 2 |q_{\theta t}| |\nabla_{\theta t}| ds + \int_0^r \frac{2}{s} \sum_B |q_{\theta B}| |\nabla_{B t}| ds
\leq \frac{C_0}{3n} \int_0^r \frac{2s}{r_0^2} \left( n \sum_B |\nabla_{B t}| + |\nabla_{\theta t} - 1| + 1 \right) ds,
\]
where the integrals are understood to be along the geodesic $\gamma$ and parametrized by $r$. (Recall also that $\rho^2 r^{-2}$ is constant along $\gamma$.) Combining the above inequalities then yields

$$
\max_A \left( \frac{\rho^2}{r^2} |\nabla_A t|, |\nabla_\theta t - 1| \right) \leq \frac{C_0}{3 \rho} \int_0^r \frac{2s}{s_0^2} \left[ n \max_A \left( \frac{\rho^2}{r^2} |\nabla_A t|, |\nabla_\theta t - 1| \right) + \frac{\rho^2}{r^2} \right] ds.
$$

Applying the Gronwall inequality to the above and recalling that $C_0 < C_*$ yields

$$
\max_A \left( \frac{\rho^2}{r^2} |\nabla_A t|, |\nabla_\theta t - 1| \right) \leq \frac{\rho^2}{r^2} \frac{CC_0}{n} \int_0^r \frac{2s}{s_0^2} ds = \frac{\rho^2}{r^2} \frac{CC_0}{n} \frac{r^2}{r_0^2}.
$$

The above immediately implies the desired bound (2.38).

**Corollary 2.19.** There exists a universal constant $C_* > 0$ such that if Assumption 2.17 holds and $0 < C_0 < C_*$, then the following also hold on $D_{r_0}$ for some universal $C > 0$:

$$
|\nabla t^2(E_A)| \leq \frac{CC_0}{n} \frac{r^2 t}{r_0^2}, \quad |\nabla t^2(E_\theta) - 2t| \leq \frac{CC_0}{n} \frac{\rho^2}{r^2} \frac{r^2 t}{r_0^2}.
$$

**Proof.** This follows immediately from Proposition 2.18.

**Proposition 2.20.** There exists a universal $C_* > 0$ such that if Assumption 2.17 holds and $0 < C_0 < C_*$, then the following also hold on $D_{r_0}$ for some universal $C > 0$:

$$
|\nabla^2 t^2(E_A, E_B)| \leq \frac{CC_0}{n} \frac{r^2}{\rho^2} \frac{r^2}{r_0^2} + \frac{CC_1}{n} \frac{r^2}{\rho^2} \frac{r^2}{r_0^3},
$$

$$
|\nabla^2 t^2(E_\theta, E_A)| \leq \frac{CC_0}{n} \frac{r^2}{r_0^2} + \frac{CC_1}{n} \frac{r^2 t}{r_0^3},
$$

$$
|\nabla^2 t^2(E_\theta, E_\theta) - 2| \leq \frac{CC_0}{n} \frac{\rho^2}{r^2} \frac{r^2}{r_0^2} + \frac{CC_1}{n} \frac{\rho^2}{r^2} \frac{r^2}{r_0^3}.
$$

**Proof.** First, using (2.30), we can rewrite the last equation in (2.11) as

$$
\nabla^\mu f^\nu \nabla_{\mu \alpha \beta} t^2 = q_{a}^{\alpha} \nabla_{\beta} t^2 - q_{\beta}^{\alpha} \nabla_{a \mu} t^2 - \nabla_{\alpha \beta \mu} f \nabla^\nu t^2 - R_{\mu \nu \beta \gamma} \nabla^\mu f \nabla^\nu t^2.
$$

Moreover, contracting with $E_\theta$ and $E_A$, and applying (2.9) and (2.17), the above becomes

$$
E_\rho(\nabla_{ab} t^2) = \frac{2}{r} q_a^c \nabla_{bc} t^2 - \frac{2}{r} q_b^c \nabla_{ac} t^2 - \frac{2}{r} \nabla_{ab} f \nabla^\mu t^2 - R_{\rho \nu ab} \nabla^\nu t^2.
$$

A similar computation using the second part of (2.11) yields

$$
E_\rho(\nabla_a t \nabla_b t) = -\frac{2}{r} q_a^c \nabla_{bt} \nabla_c t - \frac{2}{r} q_b^c \nabla_{at} \nabla_c t.
$$

Let us now define the tensor field

$$
T := \nabla^2 t^2 - 2(\nabla t \otimes \nabla t).
$$

Observe that by the properties of normal coordinates, we have that

$$
T|_0 = 0.
$$

Moreover, combining (2.43) and (2.44), we obtain

$$
E_\rho(T_{ab}) = \frac{2}{r} q_a^c T_{bc} - \frac{2}{r} q_b^c T_{ac} + B_{ab},
$$

$$
B_{ab} := -\frac{2}{r} \nabla_{ab} f \nabla^\mu t^2 - R_{\rho \nu ab} \nabla^\nu t^2.
$$
= - \left( \frac{2}{r} \nabla_{\muab} f + R_{\rhoab} + R_{\rhoab} \right) \nabla^\mu t^2.

Expanding (2.47) and recalling (2.38), (2.39), (2.11), and (2.17), we obtain

\begin{align*}
B_{ab} &= - f^{-1} \left( \frac{2}{r} \nabla_{\muab} f + R_{\rhoab} + R_{\rhoab} \right) \nabla^\mu f \nabla^\nu f \nabla \gamma t^2 - \left( \frac{2}{r} \nabla_{\muab} f + R_{\rhoab} + R_{\rhoab} \right) \nabla^\epsilon t^2 \\
&= - \frac{4t^2}{\rho^2} \left( \frac{2}{r} \nabla_{\muab} f + r R_{\rhoab} \right) - \left( \frac{2}{r} \nabla_{\muab} f + R_{\rhoab} + R_{\rhoab} \right) \nabla^\epsilon t^2 \\
&= \frac{4t^2}{\rho^2} \left( \frac{1}{r} q_{ab} + 2 r q_{\epsilon} q_{bc} - \frac{r}{2} R_{\rhoab} \right) + \frac{2r^2}{\rho^2} \left( \frac{2t}{r} \nabla \theta_{ab} + t R_{\rhoab} + t R_{\rhoab} \right) \\
&\quad + \frac{r^2}{\rho^2} \left( \frac{2}{r} \nabla \theta_{ab} f + R_{\rhoab} + R_{\rhoab} \right) (\nabla \theta t^2 - 2t) - \left( \frac{2}{r} \nabla_{\muab} f + R_{\rhoab} \right) \nabla^C t^2.
\end{align*}

Applying Propositions 2.8, 2.16, 2.17, and 2.18 to the above, in conjunction with Assumption 2.15, we obtain the following bounds for the components of $B$:

\begin{equation}
|B_{AB}| \leq \frac{C}{n} \frac{r^2 t}{\rho^2 r_0^2} + \frac{CC}{n} \frac{r^2 t}{\rho^2 r_0^2}
\end{equation}

\begin{equation}
|B_{\theta A}| \leq \frac{C}{n} \frac{t}{r_0^2} + \frac{CC}{n} \frac{t}{r_0^2}
\end{equation}

\begin{equation}
|B_{\theta \theta}| \leq \frac{C}{n} \frac{t}{r_0^2} + \frac{CC}{n} \frac{t}{r_0^2}
\end{equation}

Combining (2.47) with the estimates (2.31) and (2.48), we obtain

\begin{align*}
|E_p(T_{AB})| &\leq \frac{C}{n} \frac{r^2 t}{r_0^2} \max (|T_{Ac}| + |T_{Bc}|) + \frac{C}{n} \frac{t}{r_0^2} + \frac{CC}{n} \frac{r^2 t}{\rho^2 r_0^3}, \\
|E_p(T_{\theta A})| &\leq \frac{C}{n} \frac{r^2 t}{r_0^2} \max \left( |T_{\theta c}| + \frac{\rho^2 t}{r_0^2} |T_{Ac}| \right) + \frac{C}{n} \frac{t}{r_0^2} + \frac{CC}{n} \frac{t}{r_0^3}, \\
|E_p(T_{\theta \theta})| &\leq \frac{C}{n} \frac{r^2 t}{r_0^2} \max \left( \frac{\rho^2 t}{r_0^2} |T_{\theta c}| \right) + \frac{CC}{n} \frac{t}{r_0^2} + \frac{CC}{n} \frac{t}{r_0^2}.
\end{align*}

We can now integrate each of the above inequalities from $p$ along each $\gamma \in \Gamma$. Recalling the vertex limit (2.46) and applying the Gronwall inequality yields

\begin{equation}
\max_{A, B} \left( \frac{\rho^2 t}{r_0^2} |T_{AB}|, \frac{\rho^2 t}{r_0^2} |T_{\theta A}|, |T_{\theta \theta}| \right) \leq \frac{C}{n} \frac{\rho^2 t}{r_0^2} + \frac{CC}{n} \frac{t}{r_0^2}.
\end{equation}

The desired results now follow by combining the above with (2.38) and (2.45). \hfill \Box

3. Pseudoconvexity

Throughout this section, we once again assume the setting and definitions of Section 2. In addition, we fix a constant $r_0 > 0$, and we consider the function

\begin{equation}
\eta := 1 - \varepsilon t^2 \in C^\infty(\mathcal{M}), \quad \varepsilon := \varepsilon_0 r_0^2, \quad 0 < \varepsilon_0 \ll 1,
\end{equation}

where the exact value of $\varepsilon_0$ will be determined later in the notes. Using this particular $\eta$, we define the corresponding shifted hyperquadric function:

\begin{equation}
\tilde{f} := f \eta^{-1} \in C^\infty(\mathcal{D}_{r_0}).
\end{equation}
In this section, we explore when $\bar{f}$ is pseudoconvex with respect to $\Box_g$ on $D_{r_0}$.

3.1. Shifted hyperquadrics. We begin by establishing various algebraic observations involving level sets of $f$ and $\bar{f}$. In general, we say a vector field $X$ (resp. $\bar{X}$) on $D_{r_0}$ is $f$-tangent (resp. $\bar{f}$-tangent) iff it is everywhere tangent to level sets of $f$ (resp. $\bar{f}$). Our first step is to develop notations for working with such $f$-tangent and $\bar{f}$-tangent vector fields.

Given $f$-tangent and $\bar{f}$-tangent vector fields $X$ and $\bar{X}$, respectively, we define

$$PX := X + (\eta - \nabla^\alpha f \nabla_\alpha \eta)^{-1} X \eta \cdot \nabla_\alpha f = X + X \eta \cdot \nabla_\alpha f,$$

$$\bar{P}X := \bar{X} - \eta^{-1} \bar{X} \eta \cdot \nabla^\alpha f.$$

(Note the extra equality in (3.3) holds, since (2.11) and (3.1) imply (3.5)

Given $\eta$ (Note the extra equality in (3.3) holds, since (2.11) and (3.1) imply $\eta - \nabla^\alpha f \nabla_\alpha \eta = 1$.)

The following proposition shows that $P$ and $\bar{P}$ are inverses of each other.

**Proposition 3.1.** Given an $f$-tangent $X$ and an $\bar{f}$-tangent $\bar{X}$:

- $PX$ is $\bar{f}$-tangent.
- $\bar{P}X$ is $f$-tangent.
- The following identities hold:

$$PPX = \bar{X}, \quad \bar{P}PX = X.$$  

*Proof.* A direct computation using (2.9) shows that

$$(\bar{P}X)f = \bar{X}(\eta f) - \eta^{-1}\bar{X} \eta \cdot \nabla^\alpha f \nabla_\alpha f = 0,$$

as well as

$$(PX)f = X(\eta^{-1} f) + (\eta - \nabla^\alpha f \nabla_\alpha \eta)^{-1} X \eta \cdot \nabla^\alpha f \nabla_\alpha (f \eta^{-1})$$

$$= -f \eta^{-2}X \eta + (\eta - \nabla^\alpha f \nabla_\alpha \eta)^{-1} X \eta \cdot f(\eta^{-1} - \eta^{-2}\nabla^\alpha f \nabla_\alpha \eta)$$

$$= 0.$$

This proves the first two points above. The identities (3.4) are now direct computations:

$$PPX = (PX) + (\eta - \nabla^\alpha f \nabla_\alpha \eta)^{-1} (PX) \eta \cdot \nabla^\alpha f$$

$$= \bar{X} - \eta^{-1}\bar{X} \eta \cdot \nabla^\alpha f + (\eta - \nabla^\alpha f \nabla_\alpha \eta)^{-1} (\bar{X} \eta - \eta^{-1}\bar{X} \eta \cdot \nabla^\alpha f \nabla_\alpha \eta) \cdot \nabla^\alpha f$$

$$= \bar{X} - \eta^{-1}\bar{X} \eta \cdot \nabla^\alpha f + \eta^{-1}\bar{X} \eta \cdot \nabla^\alpha f$$

$$= \bar{X},$$

$$\bar{P}PX = PX - \eta^{-1}(PX) \eta \cdot \nabla^\alpha f$$

$$= X + (\eta - \nabla^\alpha f \nabla_\alpha \eta)^{-1} X \eta \cdot \nabla^\alpha f \eta^{-1} [X \eta + (\eta - \nabla^\alpha f \nabla_\alpha \eta)^{-1} X \eta \nabla^\alpha f \nabla_\alpha \eta] \cdot \nabla^\alpha f$$

$$= X + \eta^{-1}X \eta \cdot \nabla^\alpha f = \eta^{-1}X \eta \cdot \nabla^\alpha f$$

$$= X. \quad \square$$

Our next proposition gives us a relation between $\nabla^2 f$ and $\nabla^2 \bar{f}$, and their deviation from the Minkowski value.

**Proposition 3.2.** The following holds for $\bar{f}$-tangent vector fields $\bar{X}$, $\bar{Y}$:

$$\left( \nabla^2 \bar{f} - \frac{1}{2} \eta^{-1} g + \eta^{-1} f \nabla^2 \eta \right) (X, Y) = \eta^{-1} \left( \nabla^2 f - \frac{1}{2} g \right) (PX, PY).$$
Proof. We first use (3.2) to compute
\[
\left( \nabla^2 \tilde{f} - \frac{1}{2} \eta^{-1} g \right) (\bar{X}, \bar{Y}) = \bar{X}^a \bar{Y}^b \nabla_a (\eta^{-1} \nabla_b f - \eta^{-2} f \nabla_b \eta) - \frac{1}{2} \eta^{-1} g(\bar{X}, \bar{Y})
\]
\[
= \eta^{-1} \left( \nabla^2 f - \frac{1}{2} g \right) (\bar{X}, \bar{Y}) - \eta^{-2} (\bar{X} \eta \bar{Y} f + \bar{X} f \eta Y) + 2 \eta^{-3} f \bar{X} \eta \bar{Y} \eta - \eta^{-2} f \nabla^2 \eta(\bar{X}, \bar{Y}).
\]

Recalling Proposition 2.5, (3.1), (3.3), and Proposition 3.1, we see that (3.5) holds. \[\square\]

Next, we define the metric \( g_+ \) on level sets of \( f \) by
\[
(3.6) \quad g_+ := g + \frac{2r^2}{\rho^2} E^\theta_0 \otimes E^\theta_0,
\]
where the 1-form \( E^\theta_0 \) denotes the \( g \)-metric dual to \( E_\theta \). Note the last term in (3.6) simply reverses the sign of \( g(E_\theta, E_\theta) \), hence \( g_+ \) will be positive-definite. In addition, we define
\[
(3.7) \quad \bar{g}_+ := g_+(\bar{P}, \bar{P}),
\]
which then gives positive-definite metrics on the level sets of \( \bar{f} \).

Next, letting \( E_\theta, E_A \) be as before, we define the corresponding frames
\[
(3.8) \quad \bar{E}_\theta := PE_\theta = E_\theta + \frac{r}{2} E_\theta \eta \cdot E_\rho,
\]
\[
\bar{E}_A := PE_A = E_A + \frac{r}{2} E_A \eta \cdot E_\rho,
\]
which are \( \bar{f} \)-tangent. Note the two equalities in (3.8) follow from (2.9), (2.17), and (3.3).

Proposition 3.3. Let \( X \) and \( Y \) be \( f \)-tangent vector fields, let \( \bar{X} \) and \( \bar{Y} \) be \( \bar{f} \)-tangent vector fields, and suppose \( X, Y, \bar{X}, \bar{Y} \) can be expanded locally in terms of frames as
\[
(3.9) \quad X := X^\theta E_\theta + \sum_A X^A E_A, \quad Y := Y^\theta E_\theta + \sum_A Y^A E_A,
\]
\[
X := X^\theta E_\theta + \sum_A \bar{Y}^A E_A, \quad Y := Y^\theta E_\theta + \sum_A \bar{Y}^A E_A.
\]

Then, the following formulas hold:
\[
(3.10) \quad g_+(X, Y) = \frac{\rho^2}{r^2} X^\theta Y^\theta + \sum_A X^A Y^A,
\quad \bar{g}_+(\bar{X}, \bar{Y}) = \frac{\rho^2}{r^2} \bar{X}^\theta \bar{Y}^\theta + \sum_A \bar{X}^A \bar{Y}^A.
\]

Proof. Using (2.18) and the expansions (3.9) for \( X \) and \( Y \), we compute
\[
g_+(X, Y) = g(X, Y) + 2 \frac{r^2}{\rho^2} g(E_\theta, X) g(E_\theta, Y)
\]
\[
= -\frac{\rho^2}{r^2} X^\theta Y^\theta + \sum_A X^A Y^A + 2 \frac{r^2}{\rho^2} \cdot \frac{\rho^2}{r^2} X^\theta \cdot \frac{\rho^2}{r^2} Y^\theta 
\]
\[ \frac{\rho^2}{r^2} X^\theta Y^\theta + \sum_A X^A Y^A, \]

which is the first identity in (3.10). The second part of (3.10) then immediately follows from the first, in addition to the observation that \( \bar{P} \) is \( C^\infty \)-linear:

\[ \bar{P} X := \bar{X}^\theta E_\theta + \sum_A \bar{Y}^A E_A, \quad \bar{P} Y := \bar{Y}^\theta E_\theta + \sum_A \bar{Y}^A E_A. \]

3.2. Estimates for \( \eta \). In what follows, we use Assumption 2.15 along with our estimates for \( t \) in Propositions 2.18 and 2.20 in order to obtain estimates for derivatives of \( \eta \). We will derive the estimates corresponding to \( f \)-frames as well as \( \bar{f} \)-frames.

**Proposition 3.4.** There exists a universal constant \( C_* > 0 \) so that if Assumption 2.15 holds and \( 0 < C_0 < C_* \) then the following hold on \( D_{r_0} \) for some universal \( C > 0 \):

- **\( f \)-frame estimates for \( \nabla \eta \):**

\[
|\nabla \eta(E_A)| \leq \frac{CC_0 r^2}{n} \cdot \frac{r^2}{r_0^2} \cdot \varepsilon t, \\
|\nabla \eta(E_\theta)| + 2\varepsilon t \leq \frac{CC_0 \rho^2 r^2}{n} \cdot \frac{r^2}{r_0^2} \cdot \varepsilon t, \\
\nabla \eta(E_\rho) + \frac{2t}{r} \cdot \varepsilon t = 0.
\]

- **\( f \)-frame estimates for \( \nabla^2 \eta \):**

\[
|\nabla^2 \eta(E_A, E_B)| \leq \frac{CC_0 + C_1}{n} \cdot \frac{r^2 r^2}{\rho^2 r_0^2} \cdot \varepsilon, \\
|\nabla^2 \eta(E_\theta, E_A)| \leq \frac{CC_0 + C_1}{n} \cdot \frac{r^2}{r_0^2} \cdot \varepsilon, \\
|\nabla^2 \eta(E_\theta, E_\theta)| + 2\varepsilon t \leq \frac{CC_0 + C_1}{n} \cdot \frac{\rho^2 r^2}{r^2 r_0^2} \cdot \varepsilon, \\
\nabla^2 \eta(E_\rho, E_\rho) + \frac{t^2}{r^2} \cdot 2\varepsilon = 0, \\
|\nabla^2 \eta(E_\rho, E_A)| \leq \frac{CC_0}{n} \cdot \frac{t r^2}{r_0^2} \cdot \varepsilon, \\
|\nabla^2 \eta(E_\rho, E_\theta)| + \frac{t}{r} \cdot 2\varepsilon \leq \frac{CC_0}{n} \cdot \frac{\rho^2 r^2}{r^2 r_0^2} \cdot \varepsilon.
\]

**Proof.** From Corollary 2.19, Proposition 2.20 and (3.11), we see that there is a universal constant \( C_* > 0 \) such that as long as \( C_0 < C_* \), the following inequalities hold:

\[
|\nabla A \eta| \leq \frac{\varepsilon CC_0}{n} \cdot \frac{r^2 t}{r_0^2}, \\
|\nabla \theta \eta| + 2\varepsilon t \leq \frac{\varepsilon CC_0 \rho^2}{n} \cdot \frac{r^2 t}{r_0^2}, \\
|\nabla A B \eta| \leq \frac{\varepsilon CC_0}{n} \cdot \frac{r^2}{\rho^2 r_0^2} + \frac{\varepsilon CC_1}{n} \cdot \frac{r^2}{\rho^2 r_0^2}.
\]
\[|\nabla_{\theta A}\eta| \leq \frac{\varepsilon CC_0}{n} \frac{r^2}{r_0^2} + \frac{\varepsilon CC_1}{n} \frac{r^2 t}{r_0^2},\]
\[|\nabla_{\theta \theta}\eta + 2\varepsilon| \leq \frac{\varepsilon CC_0}{n} \frac{\rho^2 r^2}{r_0^2} + \frac{\varepsilon CC_1 \rho^2 r^2 t}{n} r_0^2 r_0^2.\]

From the above, we obtain the first two parts of (3.11) and the first three parts of (3.12).

Now, the last part of (3.11) follows from (3.1) and (2.17), which implies

(3.14)
\[\nabla_{\rho t} t = \frac{t}{r};\]

this proves (3.11). Next, from (2.9), the second part of (2.11), and (2.17), we have

\[\nabla_{\rho \alpha t} = -\frac{2}{r} q_{\alpha} \nabla_{\alpha} t,\]

From (3.14) and the above, we then conclude

(3.15)
\[\nabla_{\rho \alpha t} t^2 = \frac{2t}{r} \nabla_{\alpha} t - \frac{4t}{r} q_{\alpha} \nabla_{\alpha} t,\]

with \(q\) as in (2.30). By Proposition 2.5 the second part of (2.11), and (3.15), we obtain

\[\nabla_{\rho \rho t} t^2 = \frac{2t^2}{r^2},\]

and the fourth part of (3.12) follows immediately due to (3.1).

Next, from Proposition 2.16 Proposition 2.18 and (3.15) again,

\[\left|\nabla_{\rho \theta t} t^2 - \frac{2t}{r}\right| \leq \frac{2t}{r} |\nabla_{\theta} t| + \frac{4t}{r} \frac{r^2}{\rho^2} |q_{\theta\theta}| (1 + |\nabla_{\theta} t - 1|) + \frac{4t}{r} \sum_A |q_{AB}| |\nabla_{\theta} t|\]
\[\leq \frac{CC_0}{n} t \frac{r^2}{r_0^2} + \left(CC_0 \right)^2 t \frac{r^4}{r_0^4} r_0^4.\]

Since \(C_0 < C_* \lesssim 1\), recalling (3.1) immediately results in the fifth part of (3.12). Finally, by Proposition 2.16 Proposition 2.18 and (3.15) again,

\[\left|\nabla_{\rho \theta t} t^2 - \frac{2t}{r}\right| \leq \frac{2t}{r} |\nabla_{\theta} t - 1| + \frac{4t}{r} \frac{r^2}{\rho^2} |q_{\theta\theta}| (1 + |\nabla_{\theta} t - 1|) + \frac{4t}{r} \sum_A |q_{A\theta}| |\nabla_{\theta} t|\]
\[\leq \frac{CC_0}{n} t \frac{\rho^2 r^2}{r_0^2} + \left(CC_0 \right)^2 t \frac{\rho^2 r^4}{r_0^4} r_0^4.\]

Recalling \(C_0 < C_* \lesssim 1\) once again proves the last part of (3.12). \(\square\)

**Proposition 3.5.** There exists a universal constant \(C_* > 0\) so that if Assumption 2.15 holds and \(0 < C_0 < C_*\), then the following hold on \(D_{r_0}\) for some universal \(C > 0\):

- \(\ddot{f}\)-frame estimates for \(\nabla \eta\):

(3.16)
\[|\nabla \eta(\ddot{E}_A)| \leq \frac{CC_0}{n} \frac{r^2}{r_0^2} \cdot \varepsilon t,\]
\[|\nabla \eta(\ddot{E}_\theta) + \eta \cdot 2\varepsilon t| \leq \frac{CC_0 \rho^2 r^2}{n} \frac{r^2}{r_0^2} \cdot \varepsilon t.\]
**f-frame estimates for** $\nabla^2 \eta$:

\begin{align}
|\nabla^2 \eta(\bar{E}_A, \bar{E}_B)| &\leq \frac{C(C_0 + C_1) r^2 r^2}{n} \cdot \varepsilon, \\
|\nabla^2 \eta(\bar{E}_\theta, \bar{E}_A)| &\leq \frac{C(C_0 + C_1) r^2}{n} \cdot \frac{r^2}{r_0^2} \cdot \varepsilon, \\
|\nabla^2 \eta(\bar{E}_\theta, \bar{E}_A) + \eta^2 \cdot 2\varepsilon| &\leq \frac{C(C_0 + C_1) r^2 r^2}{n} \cdot \frac{r^2}{r_0^2} \cdot \varepsilon.
\end{align}

**Proof.** First, by (3.8) and (3.11), we obtain

$$\bar{E}_A \eta = E_A \eta + \frac{r}{2} E_A \eta \cdot E_\rho \eta = \eta E_A \eta.$$ 

The above and the definition (3.1) of $\varepsilon$ then yield the first part of (3.16). Similarly,

$$\bar{E}_\theta \eta + \eta \cdot 2\varepsilon t = \eta (E_\theta \eta + 2\varepsilon t),$$

and the second estimate in (3.16) also follows.

Next, for the first part of (3.17), we expand using (3.8):

$$\nabla_{\bar{E}_A \bar{E}_B} \eta = \nabla_{E_A E_B} \eta + \frac{r}{2} E_A \eta \cdot \nabla E_\rho E_B \eta + \frac{r}{2} E_B \eta \cdot \nabla E_\rho E_A \eta + \frac{r^2}{4} E_A \eta E_B \eta \cdot \nabla E_\rho E_\rho \eta$$

$$= \nabla_{E_A E_B} \eta + \frac{r}{2} E_A \eta \cdot \nabla E_\rho E_B \eta + \frac{r}{2} E_B \eta \cdot \nabla E_\rho E_A \eta - \frac{\varepsilon t^2}{2} \cdot E_A \eta E_B \eta.$$ 

Each term on the right-hand side can then be bounded using (3.1) and Proposition 3.4

$$|\nabla_{\bar{E}_A \bar{E}_B} \eta| \leq \frac{C(C_0 + C_1) r^2 r^2}{n} \cdot \frac{r^2}{r_0^2} \cdot \varepsilon + \frac{r}{2} \cdot \frac{C C_0 r^2}{n \frac{r^2}{r_0^2}} \cdot \varepsilon t \cdot \frac{C C_0 t r^2}{n \frac{r^2}{r_0^2}} \cdot \varepsilon$$

$$+ \frac{\varepsilon t^2}{2} \cdot \frac{C C_0 r^2}{n \frac{r^2}{r_0^2}} \cdot \varepsilon t \cdot \frac{C C_0 r^2}{n \frac{r^2}{r_0^2}} \cdot \varepsilon$$

$$\leq \frac{C(C_0 + C_1) r^2 r^2}{n} \cdot \frac{r^2}{r_0^2} \cdot \varepsilon,$$

resulting in the first estimate in (3.17). Furthermore, a similar computation yields

$$|\nabla_{E_\rho E_A} \eta| \leq |\nabla_{E_\rho E_A} \eta| + \frac{r}{2} |E_\theta \eta| |\nabla E_\rho E_A \eta| + \frac{r}{2} |E_A \eta| |\nabla E_\rho E_\rho \eta| + \frac{\varepsilon t^2}{2} |E_\theta \eta| |E_A \eta|.$$ 

More applications of (3.1) and Proposition 3.4 then lead to the second part of (3.17):

$$|\nabla_{E_\rho E_A} \eta| \leq \frac{C(C_0 + C_1) r^2 r^2}{n} \cdot \frac{r^2}{r_0^2} \cdot \varepsilon + \frac{r}{2} \left| -2\varepsilon t + \frac{C C_0 r^2 r^2}{n \frac{r^2}{r_0^2}} \cdot \varepsilon t \right|$$

$$+ \frac{r}{2} \left| \frac{C C_0 r^2}{n \frac{r^2}{r_0^2}} \cdot \varepsilon t \right| - \frac{t}{r} 2\varepsilon + \frac{C C_0 t r^2}{n \frac{r^2}{r_0^2}} \varepsilon$$

$$+ \frac{\varepsilon t^2}{2} \left| -2\varepsilon t + \frac{C C_0 r^2 r^2}{n \frac{r^2}{r_0^2}} \cdot \varepsilon t \right|$$

$$\leq \frac{C(C_0 + C_1) r^2 r^2}{n} \cdot \frac{r^2}{r_0^2} \cdot \varepsilon.$$
For the final estimate of (3.17), we again expand

\begin{equation}
\nabla_{E\bar{E}} \eta = \nabla_{E\bar{E}} \eta + r E\theta \eta \cdot \nabla_{E\bar{E}} \eta - \frac{\varepsilon t^2}{2} \cdot E\theta \eta E\bar{E} \eta.
\end{equation}

Notice that using (3.1) and Proposition 3.4, we can estimate

\[
|\nabla_{E\bar{E}} \eta + 2\varepsilon| \leq \frac{C(C_0 + C_1) \rho^2 r^2}{n} \cdot \varepsilon,
\]

\[
|r E\theta \eta \cdot \nabla_{E\bar{E}} \eta - 2\varepsilon t^2 \cdot 2\varepsilon| \leq \frac{CC_0 \rho^2 r^2}{n} \cdot \varepsilon,
\]

\[
\left| -\frac{\varepsilon t^2}{2}(E\theta \eta E\bar{E} \eta - 4\varepsilon^2 t^2) \right| \leq \frac{CC_0 \rho^2 r^2}{n} \cdot \varepsilon.
\]

Thus, combining (3.18) with the above, we obtain, as desired,

\[
|\nabla_{E\bar{E}} \eta + (1 - 2\varepsilon t^2 + \varepsilon^2 t^4)2\varepsilon| \leq |\nabla_{E\bar{E}} \eta + 2\varepsilon| + |r E\theta \eta \cdot \nabla_{E\bar{E}} \eta - 2\varepsilon t^2 \cdot 2\varepsilon|
\]

\[
+ \left| -\frac{\varepsilon t^2}{2}(E\theta \eta E\bar{E} \eta - 4\varepsilon^2 t^2) \right|
\]

\[
\leq \frac{C(C_0 + C_1) \rho^2 r^2}{n} \cdot \varepsilon.
\]

\[
\square
\]

3.3. Pseudoconvexity. We now derive, under Assumption 2.15, pseudoconvexity properties for the modified hyperquadric \(f\). The following proposition, which in particular implies the level sets of \(\bar{f}\) are pseudoconvex, will play an essential role in our Carleman estimate:

**Theorem 3.6.** There exist universal \(C_\ast, C_\dagger > 0\) such that if Assumption 2.15 holds, and

\begin{equation}
0 < C_0 < C_\ast, \quad C_0 \leq n\varepsilon_0 C_\dagger, \quad C_1 \leq nC_\dagger,
\end{equation}

then we have the inequality

\begin{equation}
(\nabla^2 \bar{f} - \bar{h} \cdot g)(\bar{X}, \bar{X}) \geq \frac{\varepsilon_0 r^2}{8 \rho_0} \cdot \bar{g}_+(\bar{X}, \bar{X}), \quad \bar{h} := \frac{1}{2} \eta^{-1} - \frac{1}{4} \varepsilon r^2 \in C^\infty(\bar{D}),
\end{equation}

for any \(f\)-tangent vector field \(\bar{X}\) on \(D_{\rho_0}\).

**Proof.** First, we expand \(\bar{X}\) in terms of the usual frames as

\begin{equation}
\bar{X} := X^\theta E_\theta + \sum_A X^A \bar{E}_A,
\end{equation}

and we set \(X := \bar{P}\bar{X}\). By (3.30), Propositions 3.1 and 3.2 and (3.2), we have

\begin{equation}
(\nabla^2 \bar{f} - \bar{h} g)(\bar{X}, \bar{X}) = \eta^{-1} \cdot q(X, X) - \eta^{-2} f \cdot \nabla_{XX} \eta + \frac{1}{4} \varepsilon r^2 \cdot g(\bar{X}, \bar{X}).
\end{equation}

Using Proposition 2.16, (3.1), and Proposition 3.3 we bound

\begin{equation}
|\eta^{-1} q(X, X)| \leq C \left[ (X^\theta)^2 |q_{\theta \theta}| + 2 \sum_A |X^A X^\theta||q_{\theta A}| + \sum_{A,B} |X^A X^B||q_{AB}| \right]
\leq C \bar{g}_+(\bar{X}, \bar{X}) \left[ \frac{r^2}{\rho^2} |q_{\theta \theta}| + 2 \frac{r}{\rho} \sup_A |q_{\theta A}| + \sup_{A,B} |q_{AB}| \right]
\end{equation}
Thus, as long as $\varepsilon_0 r^2 \leq C C_0 \frac{r^2}{r_0^2} \cdot \bar{g}_+ (\bar{x}, \bar{x})$.

Moreover, we can write

$$-\eta^{-2} f \cdot \nabla \bar{x} \bar{x} \eta = -\eta^{-2} f \left[ (X^\theta)^2 \nabla_{E_a E_b} \eta + \sum_A X^A X^\theta \nabla_{E_a E_A} \eta + \sum_{A,B} X^A X^B \nabla_{E_a E_B} \eta \right]$$

(3.24)

$$= (X^\theta)^2 f \cdot 2\varepsilon + A,$$

where the quantity $A$ satisfies, due to (3.1) and (3.17), the estimate

$$|A| \leq C f \left[ (X^\theta)^2 |\nabla_{E_a E_b} \eta + \eta^2 2\varepsilon| + \sum_A X^A X^\theta |\nabla_{E_a E_A} \eta| + \sum_{A,B} X^A X^B |\nabla_{E_a E_B} \eta| \right]$$

$$\leq C f \bar{g}_+(\bar{x}, \bar{x}) \left[ \frac{\varepsilon^2}{\rho^2} |\nabla_{E_a E_b} \eta + \eta^2 2\varepsilon| + \frac{r}{\rho} \sup_A |\nabla_{E_a E_A} \eta| + \sup_{A,B} |\nabla_{E_a E_B} \eta| \right]$$

$$\leq f \bar{g}_+(\bar{x}, \bar{x}) \cdot \frac{C(C_0 + \varepsilon_0 C_1)}{n} \frac{r^2}{\rho^2} \frac{r_0^2}{r^2} \varepsilon$$

(3.25)

Combining (3.22)–(3.25), we then see that

$$\left( \nabla^2 \tilde{f} - \bar{h} g \right) (\bar{x}, \bar{x}) \geq 2\varepsilon f \cdot (X^\theta)^2 + \frac{1}{4} \varepsilon r^2 \cdot g (\bar{x}, \bar{x}) - \frac{C(C_0 + \varepsilon_0 C_1)}{n} \frac{r^2}{r_0^2} \cdot \bar{g}_+ (\bar{x}, \bar{x}).$$

Next, from (2.9), (3.1), (3.3), Proposition 3.1 and Proposition 3.3 we obtain

$$g (\bar{x}, \bar{x}) = g (X + X \eta \cdot \nabla^2 f, X + X \eta \cdot \nabla^2 f)$$

$$= g (X, X) + f (X \eta)^2$$

$$\geq -\frac{\rho^2}{r^2} (X^\theta)^2 + \sum_A (X^A)^2.$$

Finally, from (2.8), (3.1), (3.26), and (3.27), we derive the bound

$$\left( \nabla^2 \tilde{f} - \bar{h} g \right) (X, X) \geq 2\varepsilon f (X^\theta)^2 - \frac{1}{4} \varepsilon r^2 \frac{\rho^2}{r^2} (X^\theta)^2 + \frac{1}{4} \varepsilon r^2 \sum_A (X^A)^2$$

$$- \frac{C(C_0 + \varepsilon_0 C_1)}{n} \frac{r^2}{r_0^2} \cdot \bar{g}_+ (\bar{x}, \bar{x})$$

$$= \frac{1}{4} \varepsilon \rho^2 (X^\theta)^2 + \frac{1}{4} \varepsilon r^2 \sum_A (X^A)^2 - \frac{C(C_0 + \varepsilon_0 C_1)}{n} \frac{r^2}{r_0^2} \cdot \bar{g}_+ (\bar{x}, \bar{x}).$$

Recalling (3.1) and Proposition 3.3 the above becomes

$$\left( \nabla^2 \tilde{f} - \bar{h} g \right) (X, X) \geq \frac{1}{4} \varepsilon r^2 \cdot \bar{g}_+ (\bar{x}, \bar{x}) - \frac{C(C_0 + \varepsilon_0 C_1)}{n} \frac{r^2}{r_0^2} \cdot \bar{g}_+ (\bar{x}, \bar{x})$$

$$= \frac{r^2}{r_0^2} \left[ \frac{\varepsilon_0}{4} - \frac{C(C_0 + \varepsilon_0 C_1)}{n} \right] \bar{g}_+ (\bar{x}, \bar{x}).$$

Thus, as long as $16CC_0 \leq n \varepsilon_0$ and $16CC_1 \leq n$, the above implies (3.20), as desired. \qed
4. CARLEMAN ESTIMATE

In this section, we will prove the following Carleman estimate:

**Theorem 4.1.** Assume the setting described in Assumption 1.2; in particular, let \( D \) be as in (2.7). Then, there exist universal constants \( C_\dagger > 0 \) and \( 0 < \varepsilon_0 \ll 1 \) such that if

\[
\sup_{X,Y,Z \in \{E_{\rho}, E_0, E_A\}} \left| R(E_{\rho}, X, Y, Z) \right| < \frac{\varepsilon_0 C_\dagger}{r_0^2},
\]

\[
\sup_{X,Y,Z \in \{E_{\rho}, E_0, E_A\}} \left| \nabla_Z R(E_{\rho}, X, E_{\rho}, Y) \right| < \frac{C_\dagger}{r_0^3},
\]

then for any \( \phi \in C^2(\mathcal{U}) \cap C^1(\bar{\mathcal{U}}) \) satisfying

\[
\phi|_{\partial \mathcal{U} \cap \mathcal{D}} = 0,
\]

and for any constants \( a, b, \varepsilon > 0 \) satisfying

\[
a \geq n^2, \quad \varepsilon_0 \ll b_0 \ll 1, \quad \varepsilon := \varepsilon_0 r_0^{-2}, \quad b := b_0 r_0^{-2},
\]

we have the Carleman estimate

\[
\varepsilon \frac{64}{64} \int_{\mathcal{U} \cap \mathcal{D}} \zeta r^2 \left[ \frac{r_0^2}{\rho^2} (E_{\rho} \phi)^2 + \frac{r^2}{\rho^2} (E_{\theta} \phi)^2 + \sum_A (E_A \phi)^2 \right] + \frac{1}{8} a^2 b \int_{\mathcal{U} \cap \mathcal{D}} \zeta \phi^2 \leq \frac{1}{4a} \int_{\mathcal{U} \cap \mathcal{D}} \zeta f |\square \phi|^2 + \frac{1}{2} \int_{\partial \mathcal{U} \cap \mathcal{D}} \zeta N(f[1 - \varepsilon t^2]^{-1}) |N \phi|^2,
\]

where \( \zeta \) is the Carleman weight given by

\[
\zeta = \left\{ \frac{f}{(1 - \varepsilon t^2)} \cdot \exp \left[ \frac{b f}{(1 - \varepsilon t^2)} \right] \right\}^{2a},
\]

and where \( N \) is the outer-pointing unit normal of \( \mathcal{U} \).

Throughout the rest of this section we assume that the hypothesis of Theorem 4.1 is true. Note that, (4.1) implies that as long as \( C_\dagger \) is not too large, there exist constants \( C_0, C_1 > 0 \), such that Assumption 2.15 is satisfied and equation (3.19) holds.

**Remark 4.2.** Note that since \( \mathcal{U} \cap \mathcal{D} \subset \mathcal{D}_{r_0} \) from Assumption 1.2, all the geometric estimates of the previous sections are valid on \( \mathcal{U} \cap \mathcal{D} \).

**Remark 4.3.** The \( E_\alpha \) derivatives in (4.4) can be reformulated in terms of the normal coordinate derivatives, with some additional estimates.

4.1. Preliminary estimates. First, we provide some additional computations and estimates that will serve as crucial ingredients for proving the above Carleman estimate. Throughout, we will use \( \mathcal{O}(\xi) \), where \( \xi \in C^\infty(\mathcal{D}_{r_0}) \), to denote any function \( \chi \in C^\infty(\mathcal{D}_{r_0}) \) that satisfies, for some universal \( C > 0 \),

\[
|\chi| \leq C \xi.
\]

Henceforth, we will make repeated use of Proposition 3.4 and Proposition 3.5 to estimate the derivatives of \( \eta \), whenever necessary. Moreover, we will use (4.1) and the \( \mathcal{O}(\cdot) \) notation to simplify these estimates.

Now, in Proposition 3.6 we showed that \( \tilde{f} \) satisfies the pseudoconvexity requirement. Hence, to proceed with our proof we now need to derive some estimates for \( \tilde{f} \). One important
step is to quantify how much \( \bar{f} \) deviates from the Gauss lemma properties satisfied by \( f \) in Proposition 2.5.

**Proposition 4.4** (Shifted Gauss Lemma). The following identities hold on \( \mathcal{D}_{r_0} \),

\[
(4.7) \quad \nabla^\alpha \bar{f} \nabla_\alpha \bar{f} = \bar{f} \eta^{-2}(1 + \varepsilon t^2 + \mathcal{E}_1),
\]

\[
(4.8) \quad \nabla_{\alpha\beta} \bar{f} \nabla^\alpha \bar{f} \nabla^\beta \bar{f} = \frac{1}{2} \bar{f} \eta^{-4}(1 + 5\varepsilon t^2 + 2\varepsilon^2 t^4 + \mathcal{E}_2),
\]

where the quantities \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) satisfy, for some universal \( C > 0 \),

\[
|\mathcal{E}_1| \leq C \varepsilon^2 t^2 f, \quad |\mathcal{E}_2| \leq C \varepsilon^2 t^2 f.
\]

**Proof.** First, expanding \( (3.2) \) and applying \( (2.9) \), we have that

\[
(4.9) \quad \nabla^\alpha \bar{f} \nabla_\alpha \bar{f} = \eta^{-2} \nabla^\alpha \bar{f} \nabla_\alpha f - 2f \eta^{-3} \nabla^\alpha \eta \nabla_\alpha f + f^2 \eta^{-4} \nabla^\alpha \eta \nabla_\alpha \eta = \eta^{-4}(\eta^2 - 2\eta \nabla^\alpha \eta \nabla_\alpha f + f \nabla^\alpha \eta \nabla_\alpha \eta).
\]

In addition, notice from \( (2.9) \), \( (2.17) \), and \( (3.11) \) that

\[
(4.10) \quad \nabla^\alpha \eta \nabla_\alpha f = \frac{r^2}{\rho^2} \nabla^\rho \eta \nabla_\rho f = -\varepsilon t^2.
\]

Similarly, by \( (2.18) \) and \( (3.11) \), we have

\[
(4.11) \quad \nabla^\alpha \eta \nabla^\alpha \eta = \frac{r^2}{\rho^2} (\nabla^\rho \eta)^2 - \frac{r^2}{\rho^2} (\nabla^\rho \eta)^2 + \sum_A (\nabla_A \eta)^2
\]

\[
\quad = \frac{4\varepsilon^2 t^4}{\rho^2} - \frac{4\varepsilon^2 t^4}{\rho^2} + O \left( \frac{C_0 r^2}{n r_0^2} \varepsilon^2 t^2 \right)
\]

\[
\quad = -4\varepsilon^2 t^2 + O \left( \frac{C_0 r^2}{n r_0^2} \varepsilon^2 t^2 \right).
\]

Combining \( (4.9)-(4.11) \) yields

\[
(4.12) \quad \nabla^\alpha \bar{f} \nabla_\alpha \bar{f} = f \eta^{-4} \left[ \eta^2 + 2\eta \cdot \varepsilon t^2 - 4f \varepsilon^2 t^2 + O \left( \frac{C_0 r^2}{n r_0^2} \varepsilon^2 t^2 \right) \right]
\]

\[
\quad = f \eta^{-4} [\eta (1 + \varepsilon t^2) + O(\varepsilon^2 t^2)],
\]

and the first parts of \( (4.7) \) and \( (4.8) \) follow.

Next, we expand \( \nabla^2 \bar{f} \) as

\[
\nabla_{\alpha\beta} \bar{f} = \nabla_\alpha (\eta^{-1} \nabla_\beta f) - \nabla_\alpha (f \eta^{-2} \nabla_\beta \eta)
\]

\[
\quad = \eta^{-1} \nabla_\alpha \eta \nabla_{\alpha\beta} f - \eta^{-2} \nabla_\alpha \eta \nabla_\beta f - \eta^{-2} \nabla_\alpha f \nabla_\beta \eta
\]

\[
\quad + 2f \eta^{-3} \nabla_\alpha \eta \nabla_\beta \eta - f \eta^{-2} \nabla_{\alpha\beta} \eta.
\]

The above then implies

\[
(4.13) \quad \nabla_{\alpha\beta} \bar{f} \nabla^\alpha \bar{f} \nabla^\beta \bar{f} = (\eta^{-1} \nabla_\alpha \eta \nabla_{\alpha\beta} f - \eta^{-2} \nabla_\alpha \eta \nabla_\beta f + 2f \eta^{-3} \nabla_\alpha \eta \nabla_\beta \eta - f \eta^{-2} \nabla_{\alpha\beta} \eta)
\]

\[
\quad \cdot (\eta^{-1} \nabla^\alpha f - f \eta^{-2} \nabla^\alpha \eta)(\eta^{-1} \nabla^\beta f - f \eta^{-2} \nabla^\beta \eta)
\]

\[
\quad = \eta^{-3} \nabla_\alpha \eta \nabla^\alpha f \nabla^\beta \eta f - 2f \eta^{-4} \nabla_\alpha \eta \nabla^\alpha f \nabla^\beta \eta + f^2 \eta^{-5} \nabla_\alpha \eta \nabla^\alpha \eta \nabla^\beta \eta f
\]

\[
\quad - 2f \eta^{-4} \nabla_\alpha \eta \nabla^\alpha f \nabla^\beta \eta f + 2f \eta^{-5} \nabla_\alpha \eta \nabla^\alpha \eta \nabla^\beta \eta f
\]

\[
\quad + 2f \eta^{-5} \nabla_\alpha \eta \nabla^\alpha f \nabla^\beta \eta f - 2f^2 \eta^{-6} \nabla_\alpha \eta \nabla^\alpha \eta \nabla^\beta \eta f.
Similarly, using the same observations, along with (2.9), (2.17), and Proposition 3.4, we have

\[ (4.15) \]

\[ I_1 = \frac{1}{2} f\eta^{-3} = \frac{1}{2} f\eta^{-7} \cdot \eta^4. \]

Next, using (2.10), (2.30), (2.31), (3.11), (4.10), and (4.11), we also obtain

\[ (4.14) \]

Notice that (2.10) immediately implies

\[ (4.16) \]

Similarly, using the same observations, along with (2.9), (2.17), and Proposition 3.4, we have
Thus, combining (4.13)–(4.16) yields

\[
\nabla_{\alpha\beta} \bar{f} \nabla^{\alpha} \bar{f} \nabla^{\beta} \bar{f} = \frac{1}{2} f \eta^{-7} \left[ \eta^4 + 7 \eta^3 \cdot \varepsilon t^2 + 8 \eta^2 \cdot \varepsilon^2 t^4 + \mathcal{O}(\varepsilon^2 t^2 \rho^2) \right]
\]

\[
= \frac{1}{2} f \eta^{-5} \left[ 1 + 5 \varepsilon t^2 + 2 \varepsilon^2 t^4 + \mathcal{O}(\varepsilon^2 t^2 \rho^2) \right],
\]

from which we obtain the second part of (4.17). □

For our subsequent computations, it will be useful to complete the frame corresponding to the vector fields $\bar{E}_\theta, \bar{E}_A$. For this purpose, we will introduce a vector field $\bar{E}_\rho$. Note that, due to (2.8) and (2.17), we get the following

\[
f = \frac{\rho^2}{4}, \quad E_\rho = \frac{\rho}{r} \partial_\rho = \partial_r + \frac{t}{r} \partial_t,
\]

\[
E_\rho \bar{f} = \frac{2 f}{r} = \frac{\rho^2}{2r}.
\]

**Definition 4.5.** Define the vector field $\bar{E}_\rho$ as follows

\[
\bar{E}_\rho := \frac{2}{r} \nabla^\alpha \bar{f}.
\]

**Proposition 4.6.** We have the following representation for $\bar{E}_\rho$

\[
\bar{E}_\rho = \eta^{-2} E_\rho + \eta^{-2} \frac{r E_\theta \eta}{2} E_\theta - \eta^{-2} \frac{\rho^2}{r^2} \sum_A r E_A \eta \bar{E}_A.
\]

Moreover, we have

\[
\bar{E}_\rho = \eta^{-2} \left[ 1 + \mathcal{O}(\varepsilon^2 t^2 r^2) \right] E_\rho + \eta^{-2} \frac{r E_\theta \eta}{2} E_\theta - \eta^{-2} \frac{\rho^2}{r^2} \sum_A r E_A \eta \bar{E}_A.
\]

In particular,

\[
\bar{E}_\rho \bar{f} = \frac{2 f}{r} \eta^{-4} \left[ 1 + \mathcal{O}(\varepsilon t^2) \right].
\]

**Proof.** We compute as follows

\[
\bar{E}_\rho = \frac{2}{r} \nabla^\alpha \bar{f} \nabla_\alpha
\]

\[
= \frac{2}{r} \eta^{-1} \nabla^\alpha f \nabla_\alpha - \frac{2}{r} \eta^{-2} f \nabla^\alpha \eta \nabla_\alpha
\]

\[
= \frac{2}{r} \eta^{-1} r \frac{2}{2} E_\rho - \eta^{-2} \frac{\rho^2}{2} \left[ \frac{r^2}{\rho^2} E_\rho \eta E_\rho - \frac{r^2}{\rho^2} E_\theta \eta E_\theta + \sum_A E_A \eta \bar{E}_A \right]
\]

\[
= \eta^{-1} E_\rho - \eta^{-2} r \frac{2}{2} \left( \frac{-2 \varepsilon t^2}{r} \right) E_\rho + \eta^{-2} \frac{r E_\theta \eta}{2} E_\theta - \eta^{-2} \frac{\rho^2}{r^2} \sum_A r E_A \eta \bar{E}_A
\]

\[
= \eta^{-2} E_\rho + \eta^{-2} \frac{r E_\theta \eta}{2} E_\theta - \eta^{-2} \frac{\rho^2}{r^2} \sum_A r E_A \eta \bar{E}_A,
\]
which shows that (4.20) is true. To prove (4.21), using (3.8) shows

\[\tilde{E}_\rho = \eta^{-2}E_\rho + \eta^{-2}\frac{rE_\theta\eta}{2}\tilde{E}_\theta - \eta^{-2}\left(\frac{rE_\theta\eta}{2}\right)^2 E_\rho - \eta^{-2}\frac{\rho^2}{r^2} \sum_A \frac{rE_A\eta}{2}\tilde{E}_A\]

\[+ \eta^{-2}\frac{\rho^2}{r^2} \sum_A \left(\frac{rE_A\eta}{2}\right)^2 E_\rho\]

\[= \eta^{-2}\left[1 - \left(\frac{rE_\theta\eta}{2}\right)^2\right] E_\rho + \eta^{-2}\frac{rE_\theta\eta}{2}\tilde{E}_\theta - \eta^{-2}\frac{\rho^2}{r^2} \sum_A \frac{rE_A\eta}{2}\tilde{E}_A\]

which completes the proof of (4.21).

Next, since \(\bar{E}\) and \(E_A\) are tangent to \(\bar{f}\), (4.21) implies that

\[\tilde{E}_\rho \tilde{f} = \eta^{-2}[1 + \mathcal{O}(\varepsilon^2 t^2 r^2)]E_\rho \tilde{f} = \eta^{-2}[1 + \mathcal{O}(\varepsilon t^2)]\frac{2f}{r} \eta^{-2}\]

This completes the proof of the proposition. \(\square\)

Now we will compute the metric components with respect to the frames \(\tilde{E}_\alpha\). In particular, we will see that the frames \(\tilde{E}_\alpha\)'s are not mutually orthogonal.

**Proposition 4.7.** We have the following

(4.23) \[g(\tilde{E}_\rho, \tilde{E}_\rho) = \frac{\rho^2}{r^2} \cdot \eta^{-3}[1 + \mathcal{O}(\varepsilon t^2)], \quad g(\tilde{E}_\theta, \tilde{E}_\theta) = \left[-1 + \left(\frac{rE_\theta\eta}{2}\right)^2\right] \frac{\rho^2}{r^2},\]

\[g(\tilde{E}_\rho, \tilde{E}_A) = \left(\frac{rE_\theta\eta}{2} \cdot \frac{rE_A\eta}{2}\right) \frac{\rho^2}{r^2}, \quad g(\tilde{E}_A, \tilde{E}_B) = \delta_{AB} + \left(\frac{rE_A\eta}{2} \cdot \frac{rE_B\eta}{2}\right) \frac{\rho^2}{r^2}\]

Also,

(4.24) \[g(E_\rho, E_\rho) = g(E_\rho, E_A) = 0.\]

**Proof.** For the first equation, using (4.19) shows that

\[E_\rho = \eta^{-1}E_\rho - \frac{2}{r}\eta^{-2}f \nabla^\alpha\eta \nabla_\alpha.\]

Hence,

\[g(\tilde{E}_\rho, \tilde{E}_\rho) = g(\eta^{-1}E_\rho - \frac{2}{r}\eta^{-2}f \nabla^\alpha\eta, \eta^{-1}E_\rho - \frac{2}{r}\eta^{-2}f \nabla^\alpha\eta)\]

\[= \eta^{-2}g(E_\rho, E_\rho) - \frac{2}{r}\eta^{-3}f E_\rho \eta + \frac{4}{r^2}\eta^{-4}f^2 \nabla^\alpha\eta \nabla_\alpha\eta\]

\[= \eta^{-2}\frac{\rho^2}{r^2} + \eta^{-3}\varepsilon t^2 \frac{\rho^2}{r^2} + \eta^{-4}\frac{\rho^2}{r^2} f \nabla^\alpha\eta \nabla_\alpha\eta\]

\[= \eta^{-3}\frac{\rho^2}{r^2}[1 + \eta^{-1}f \nabla^\alpha\eta \nabla_\alpha\eta],\]

which completes the proof of the first equation, since \(\eta^{-1}f \nabla^\alpha\eta \nabla_\alpha\eta = \mathcal{O}(\varepsilon t^2)\) (similar ideas were used in (4.11) and (4.12)).
For the second equation, we have
\[
g(\bar{E}_\theta, \bar{E}_\theta) = g(E_\theta, E_\theta) + \frac{r^2}{2} E_\theta \eta \cdot g(E_\theta, E_\rho) + \frac{r^2}{4} (E_\theta \eta)^2 g(E_\rho, E_\rho)
\]
\[
= -\frac{\rho^2}{r^2} + \frac{r^2}{4} (E_\theta \eta)^2 \frac{\rho^2}{r^2}
\]
\[
= \left[ -1 + \left( \frac{r E_\theta \eta}{2} \right) \right] \frac{\rho^2}{r^2}.
\]
Similarly, we can prove the remaining two equations in (4.23). Finally, (4.24) is a consequence of the fact that \( \bar{E}_\theta \) and \( \bar{E}_A \) are \( \bar{f} \)-tangent. □

The next result is a nice consequence of the Gauss Lemma, and it will help us to estimate the components of \( \nabla^2 \bar{f} \).

**Proposition 4.8.** The following is satisfied
\[
(4.25) \quad \nabla_{\rho \alpha} \bar{f} = \frac{1}{r} \nabla_{\alpha} \bar{f}.
\]

**Proof.** Due to (2.9) and (2.10), we have
\[
\nabla_{\rho \alpha} \bar{f} = \frac{2}{r} \nabla_{\mu} \bar{f} \nabla_{\mu \alpha} \bar{f} = \frac{1}{r} \nabla_{\alpha} \bar{f}.
\]

**Proposition 4.9.** The components of \( \nabla^2 \bar{f} \) satisfy the following equations
\[
(4.26) \quad \nabla_{\rho \rho} \bar{f} = (1 + 3 \varepsilon t^2) \frac{\eta^{-3}}{2} \frac{\rho^2}{r^2},
\]
\[
\nabla_{\rho \theta} \bar{f} = (-r E_\theta \eta - r^2 \nabla_{\rho \theta} \eta) \frac{\eta^{-2}}{4} \frac{\rho^2}{r^2},
\]
\[
\nabla_{\rho A} \bar{f} = (-r E_A \eta - r^2 \nabla_{\rho A} \eta) \frac{\eta^{-2}}{4} \frac{\rho^2}{r^2}.
\]

**Proof.** Firstly, note that
\[
(4.27) \quad \nabla_{\alpha \beta} \bar{f} = \eta^{-1} \nabla_{\alpha \beta} f + \nabla_{\alpha} f \nabla_{\beta} \eta^{-1} + \nabla_{\alpha} \eta^{-1} \nabla_{\beta} f + f \nabla_{\alpha \beta} \eta^{-1}
\]
\[
= \eta^{-1} \nabla_{\alpha \beta} f - \eta^{-2} \nabla_{\alpha} f \nabla_{\beta} \eta^{-1} - \eta^{-2} \nabla_{\alpha} \eta \nabla_{\beta} f + 2 \eta^{-3} f \nabla_{\alpha} \eta \nabla_{\beta} \eta - \eta^{-2} f \nabla_{\alpha \beta} \eta.
\]

Then, we use (4.25) to get
\[
(4.28) \quad \nabla_{\rho \rho} \bar{f} = \frac{1}{r} \nabla_{\rho} \bar{f} = \frac{1}{r} \frac{2 \bar{f}}{r} = \frac{2 \bar{f}}{r^2}.
\]

For the \( (E_\rho, E_\rho) \) component, using (4.25), (4.27), (4.28), and Proposition 3.4, we get
\[
\nabla_{\rho \rho} \bar{f} = \eta^{-1} \nabla_{\rho \rho} f - 2 \eta^{-2} \nabla_{\rho} f \nabla_{\rho} \eta + 2 \eta^{-3} f \nabla_{\rho} \eta \nabla_{\rho} \eta - \eta^{-2} f \nabla_{\rho \rho} \eta
\]
\[
= \eta^{-1} \frac{2 \bar{f}}{r^2} - 2 \eta^{-2} \frac{2 \bar{f}}{r} \left( \frac{-2 \varepsilon t^2}{r} \right) + 2 \eta^{-3} \frac{\bar{f}}{r^2} \left( \frac{-2 \varepsilon t^2}{r^2} \right)^2 - \eta^{-2} f \left( \frac{-2 \varepsilon t^2}{r^2} \right)
\]
\[
= \left( 1 + 4 \eta^{-1} \varepsilon t^2 + 4 \eta^{-2} \varepsilon^2 t^4 + \eta^{-1} \varepsilon t^2 \right) \frac{2 \eta^{-1} f}{r^2}
\]
\[
= (\eta^2 + 5 \varepsilon t^2 \eta + 4 \varepsilon^2 t^4) \frac{2 \eta^{-3} f}{r^2}.
\]
\[ \nabla^2 (4.29) = (1 + \varepsilon^2 t^4 - 2\varepsilon t^2 + 5\varepsilon t^2 - 5\varepsilon^2 t^4 + 4\varepsilon^2 t^4) \cdot \frac{2\eta^{-3} f}{r^2} \]
\[ = (1 + 3\varepsilon t^2) \cdot \frac{2\eta^{-3} f}{r^2}. \]

Now, we look at the \((E_\rho, \tilde{E}_\theta)\) component. For this, we consider
\[ \nabla_{\rho\theta} \tilde{f} = \nabla_{\rho\theta} f + \frac{r}{2} E_\theta \eta \nabla_{\rho\theta} f = \frac{r}{2} E_\theta \eta \frac{2 f}{r^2} = E_\theta \eta \cdot \frac{f}{r}, \]
and that
\[ \nabla_{\rho\theta} \eta = \nabla_{\rho\theta} \eta + \frac{r}{2} E_\theta \eta \nabla_{\rho\theta} \eta = \nabla_{\rho\theta} \eta + \frac{r}{2} E_\theta \eta \left(-\frac{2\varepsilon t^2}{r^2}\right) = \nabla_{\rho\theta} \eta - \frac{\varepsilon t^2}{r} E_\theta \eta. \]

We further note that \(\tilde{E}_\theta \eta = \eta E_\theta \eta\), and calculate as follows
\[ \nabla_{\rho\theta} \tilde{f} = \eta^{-1} \nabla_{\rho\theta} f - \eta^{-2} \nabla_{\rho} f \nabla_{\theta} \eta - \eta^{-2} \nabla_{\rho} \eta \nabla_{\theta} f + 2\eta^{-3} f \nabla_{\rho} \eta \nabla_{\theta} \eta - \eta^{-2} \nabla_{\rho\theta} \eta \]
\[ = \eta^{-1} E_\theta \eta \frac{f}{r} - \eta^{-2} E_\theta \eta \frac{2 f}{r} - \eta^{-2} \left(-\frac{2\varepsilon t^2}{r}\right) E_\theta \eta f + 2\eta^{-3} f \left(-\frac{2\varepsilon t^2}{r}\right) E_\theta \eta \]
\[ = \left(\eta^{-1} E_\theta \eta - 2\eta^{-1} E_\theta \eta + 2\eta^{-2} \varepsilon t^2 E_\theta \eta - 4\eta^{-2} \varepsilon t^2 E_\theta \eta - r\eta^{-2} \nabla_{\rho\theta} \eta + \eta^{-2} \varepsilon t^2 E_\theta \eta\right) \cdot \frac{f}{r} \]
\[ = (-\eta^{-1} E_\theta \eta - \eta^{-2} \varepsilon t^2 E_\theta \eta - \eta^{-2} r \nabla_{\rho\theta} \eta) \cdot \frac{f}{r} \]
\[ = \left[-(1 + \varepsilon t^2 \eta^{-1}) \eta^{-1} E_\theta \eta - \eta^{-2} r \nabla_{\rho\theta} \eta\right] \cdot \frac{f}{r} \]
\[ = (-E_\theta \eta - r \nabla_{\rho\theta} \eta) \cdot \frac{f \eta^{-2}}{r} \]
\[ = (-r E_\theta \eta - r^2 \nabla_{\rho\theta} \eta) \frac{\eta^{-2}}{4} \cdot \frac{r^2}{r^2}, \]

where we also used (3.31). The \((E_\rho, \tilde{E}_A)\) component is computed analogously. \qed

**Proposition 4.10.** The following is satisfied
\[ (4.29) \quad \nabla_{\rho\theta} \tilde{f} = 2\eta^{-4} \cdot \frac{\tilde{f}}{r^2} [1 + O(\varepsilon t^2)]. \]

**Proof.** For the first equation, using (4.19) shows that
\[ \nabla^{\alpha\beta} \tilde{f} \nabla_{\alpha} f \nabla_{\beta} \tilde{f} = \nabla^2 \tilde{f}(\nabla^2 \tilde{f}, \nabla^2 \tilde{f}) \]
\[ = \frac{r}{4} \nabla^2 \tilde{f}(E_\rho, \tilde{E}_\rho) \]
\[ = \frac{r^2}{4} \nabla_{\rho\rho} \tilde{f}. \]

Then, Proposition 4.4 implies that
\[ \frac{1}{2} \tilde{f} \eta^{-4} [1 + O(\varepsilon t^2)] = \frac{r^2}{4} \nabla_{\rho\rho} \tilde{f}, \]

which shows that (4.29) holds. \qed
Now, we will describe a new tensor which will help us to use the pseudoconvexity condition. Define $\pi$ as follows
\begin{equation}
\pi := \nabla^2 \bar{f} - \tilde{h} \cdot g,
\end{equation}
where $\tilde{h}$ is given by (3.20). Now, we already know the behaviour of $\pi$ in directions that describe pseudoconvexity; see Theorem 3.6. Hence, we will find estimates for those components of $\pi$ which are unrelated to the pseudoconvexity condition.

**Proposition 4.11.** The components of $\pi$ satisfy the following estimates
\begin{equation}
\pi_{\rho \rho} = \frac{\rho^2}{4r^2} O(\varepsilon r^2), \quad |\pi_{\rho \theta}| \lesssim \frac{\rho^2}{r^2} O(\varepsilon r^2), \quad |\pi_{\rho A}| \lesssim \frac{\rho^2}{r^2} O(\varepsilon r^2).
\end{equation}

**Proof.** For the first equation, using Proposition 4.10 gives us
\begin{equation}
\pi_{\rho \rho} = \nabla_{\rho \rho} \bar{f} - \tilde{h} \cdot g_{\rho \rho}
= 2\eta^{-4} \frac{\bar{f}}{r^2} [1 + O(\varepsilon t^2)] - \left( \frac{1}{2} \eta^{-1} - \frac{\varepsilon r^2}{4} \right) \frac{4\eta^{-3} \bar{f}}{r^2} [1 + O(\varepsilon t^2)]
= \frac{\rho^2}{4r^2} (2\eta^{-4} - 2\eta^{-4} + \eta^{-3} \varepsilon \bar{f}) + \frac{\rho^2}{4r^2} \varepsilon \bar{f} O(\varepsilon t^2)
= \frac{\rho^2}{4r^2} O(\varepsilon r^2).
\end{equation}
Hence, the first part of (4.31) is true. For the second part, note that $g(E_\rho, \bar{E}_\theta) = 0$. Then recalling the representation of $E_\rho$ from (4.21), we get
\begin{equation}
\pi_{\rho \theta} = \nabla_{\rho \theta} \bar{f} = \eta^{-2} [1 + O(\varepsilon t^2 r^2)] \nabla_{\rho \theta} \bar{f} + \eta^{-2} \frac{r E_\theta \eta}{2} \nabla_{\theta \theta} \bar{f} - \eta^{-2} \frac{\rho^2}{r^2} \sum_A \frac{r E_A \eta}{2} \nabla_{A \theta} \bar{f}.
\end{equation}
Next, we use Proposition 3.2 to get
\begin{equation}
\nabla_{\rho \theta} \bar{f} = \eta^{-1} q(E_\theta, E_\theta) + \frac{1}{2} \eta^{-1} g(E_\theta, \bar{E}_\theta) - \eta^{-1} \bar{f} \nabla^2 \eta (E_\theta, \bar{E}_\theta).
\end{equation}
Then, using Proposition 2.16 and (4.23), shows that
\begin{equation}
|\nabla_{\rho \theta} \bar{f}| \lesssim \eta^{-1} \frac{\rho^4}{r^4} \varepsilon r^2 + \frac{1}{2} \eta^{-1} \frac{\rho^2}{r^2} \left[ 1 + \left( \frac{r E_\theta \eta}{2} \right)^2 \right] + \frac{\rho^2}{r^2} \varepsilon r^2.
\end{equation}
Analogously, we also have
\begin{equation}
\nabla_{\theta A} \bar{f} = \eta^{-1} q(E_\theta, E_A) + \frac{1}{2} \eta^{-1} g(E_\theta, \bar{E}_A) - \eta^{-1} \bar{f} \nabla^2 \eta (E_\theta, \bar{E}_A).
\Rightarrow |\nabla_{\theta A} \bar{f}| \lesssim \eta^{-1} \frac{\rho^2}{r^2} \varepsilon r^2 + \frac{1}{2} \eta^{-1} \frac{\rho^2}{r^2} \frac{r E_\theta \eta}{2} \sum_A \frac{r E_A \eta}{2} + \eta^{-2} \frac{\rho^2}{r^2} \varepsilon r^2.
\end{equation}
Thus,
\begin{equation}
|\pi_{\rho \theta}| \lesssim [1 + O(\varepsilon^2 t^2 r^2)] O(|\varepsilon tr|) \frac{\rho^2}{r^2} + O(|\varepsilon tr|) O(\varepsilon r^2) \frac{\rho^2}{r^2} + O(|\varepsilon tr|) O(\varepsilon^2) \frac{\rho^2}{r^2} \lesssim \frac{\rho^2}{r^2} O(|\varepsilon tr|),
\end{equation}
which shows that the second part of (4.31) is true. Similarly we can also show that the $\pi_{\tilde{\rho}A}$ estimate holds.

\[\square\]

4.2. Carleman estimate derivation. Now, we are ready to prove Theorem 4.1. Throughout this section, we assume that the hypothesis of Theorem 4.1 holds. We have to be careful with the order of operations because here we only have estimates for most of the terms, instead of exact expressions.

**Definition 4.12.** Define the function $F := F(\tilde{f})$ as

\[(4.32) \quad F := -a(\log \tilde{f} + bf).\]

Next, define the following

\[(4.33) \quad \mathcal{L} := e^{-F}\Box e^F, \quad S := \nabla^2 \tilde{f}, \quad w := \frac{1}{2} \Box \tilde{f} - \tilde{h}, \quad S_w := S + w,\]

where $\tilde{h}$ is defined as in (3.20).

Note that, (4.5) and (4.33) imply that

\[(4.34) \quad e^{-2F} = \zeta.\]

**Remark 4.13.** Compare (4.32) with the definition of the function $F$ from [26]. Here we take $\tilde{f}$, instead of $f^{\frac{1}{2}}$ as in [26], for simplifying our computations. Now, this will lead to a loss of the weight $f^{-\frac{1}{2}}$ in the zero order term in the Carleman estimate (4.4). However, eventually it will not matter because while proving observability $f^{-\frac{1}{2}}$ is estimated from below by a constant.

Throughout, we use $t$ to denote derivatives of $F$ with respect to $\tilde{f}$. For the reader’s convenience, we provide an outline of the proof here

1. In Section 4.2.1, we obtain a pointwise equation corresponding to the conjugated operator $\mathcal{L}$.
2. In Section 4.2.2, we obtain a pointwise estimate for the $\mathcal{L}$-equation. First, we will show that the zero order term is strictly positive. Then, we will estimate the first order term. Since $\tilde{E}_\alpha$’s are not mutually orthogonal (see Proposition 4.7 above), we will not be able to find exact expressions when we raise/lower indices. However, we can still estimate them, as shown in (4.58), and that will be enough for our purposes. Also, we will use the pseudoconvexity result from Theorem 3.6 to obtain positive coefficients for the $\tilde{E}_\alpha(\cdot)$ and $\tilde{E}_A(\cdot)$ terms.
3. In Section 4.2.3, we change the frames used in the latest estimate and go from $\tilde{E}_\alpha$ to the original frames $E_\alpha$. For this purpose, we express $\tilde{E}_\alpha$’s in terms of $E_\alpha$’s using (3.8) and (4.20), and estimate the resulting terms accordingly.
4. In Section 4.2.4, we reverse the conjugation process introduced in (4.33) and obtain a pointwise Carleman estimate corresponding to the $\Box$ operator.
5. In Section 4.2.5, we integrate the pointwise estimate over the region $U \cap D$ and complete the proof of Theorem 4.1.

Henceforth, we will use the estimate $\eta = 1 - \varepsilon t^2 \simeq 1$, whenever necessary.
4.2.1. **Pointwise equation.**

**Proposition 4.14.** Let $\psi \in C^2(U)$. Then, at every point of $U$, the following is satisfied

\begin{equation}
-\mathcal{L}\psi_Sw\psi + \nabla^\beta P_\beta = \pi_{\alpha\beta} \nabla^\alpha \psi \nabla^\beta \psi - 2F'|S_w\psi|^2 + \left[ \frac{1}{2} \nabla^\beta \bar{f} \nabla_\beta A + \bar{h} - \frac{1}{2} \Box w \right] \cdot \psi^2,
\end{equation}

where $P_\beta$ is defined as

\begin{equation}
P_\beta := S_w\psi \nabla_\beta \psi - \frac{1}{2} \nabla^\beta \bar{f} \nabla^\mu \psi \nabla_\mu \psi + \frac{1}{2} \left( A \nabla_\beta \bar{f} - \nabla_\beta w \right) \cdot \psi^2,
\end{equation}

and the quantity $A$ is given by

\begin{equation}
A := \left[ (F')^2 + F'' \right] \nabla^\alpha \bar{f} \nabla_\alpha \bar{f} + 2\bar{h} F'.
\end{equation}

**Proof.** We start with the following computation

\[
\mathcal{L}\psi = e^{-F} \Box (e^F \psi)
\]

\[
= \Box \psi + 2F'S_w\psi + (F'' + (F')^2) \nabla^\beta \bar{f} \nabla_\beta \psi \cdot \psi + 2\bar{h} F' \cdot \psi
\]

\[
= \Box \psi + 2F'S_w\psi + A \psi.
\]

This implies that,

\begin{equation}
-\mathcal{L}\psi_Sw\psi = -\Box \psi_Sw\psi - 2F'|S_w\psi|^2 - A \psi_Sw\psi.
\end{equation}

Now, we have

\begin{equation}
\frac{1}{2} \nabla^\beta \left( A \nabla_\beta \bar{f} \cdot \psi^2 \right) = \frac{1}{2} \nabla^\beta A \nabla_\beta \bar{f} \cdot \psi^2 + \frac{1}{2} A \Box \bar{f} \cdot \psi^2 + A \nabla^\beta \bar{f} \nabla_\beta \psi \cdot \psi
\end{equation}

\[
= \frac{1}{2} \nabla^\beta A \nabla_\beta \bar{f} \cdot \psi^2 + A (\bar{h} + w) \psi^2 + A \psi S_w\psi
\]

\[
= \frac{1}{2} \nabla^\beta A \nabla_\beta \bar{f} \cdot \psi^2 + A \bar{h} \psi^2 + A \cdot \psi S_w\psi.
\]

Next, computing the derivative of $P$, shows that

\begin{equation}
\nabla^\beta P_\beta = \Box \psi_Sw\psi + \nabla_\beta \bar{f} \cdot \psi \psi - \frac{1}{2} \nabla^\beta A \nabla_\beta \bar{f} \cdot \psi^2 + \frac{1}{2} \nabla^\beta \bar{f} \nabla_\beta \psi \cdot \psi
\end{equation}

\[
+ \frac{1}{2} \nabla^\beta A \nabla_\beta \bar{f} \cdot \psi^2 + A \bar{h} \psi^2 + A \cdot \psi S_w\psi - \frac{1}{2} \Box w \cdot \psi^2.
\]

Combining (4.38), (4.39), and (4.40), shows that

\begin{equation}
-\mathcal{L}\psi_Sw\psi + \nabla^\beta P_\beta = \left( \nabla_\alpha \bar{f} \cdot g_{\alpha\beta} \right) \nabla^\beta \psi \nabla_\beta \psi - 2F'|S_w\psi|^2
\end{equation}

\[
+ \left[ \frac{1}{2} \nabla^\beta \bar{f} \nabla_\beta A + A \bar{h} - \frac{1}{2} \Box w \right] \cdot \psi^2.
\]

Now, using (4.30) shows that (4.35) holds. \hfill \Box

4.2.2. **Pointwise estimate.** Now, we will obtain a pointwise estimate by estimating some of the non-essential terms in (4.35). First, we estimate the zero-order coefficient. In particular, we establish that this coefficient is indeed positive. Let us use $B$ to denote the following

\begin{equation}
B := \frac{1}{2} \nabla^\alpha \bar{f} \nabla_\alpha A + \bar{h} A.
\end{equation}
Proposition 4.15. If \( a \) and \( b \) in (4.32) are chosen to satisfy (4.3), then the following inequality holds for \( \mathcal{B} \):

\[
(4.42) \quad \mathcal{B} \geq \frac{1}{2} a^2 b + \frac{1}{4} a^2 f^{-1} \cdot \varepsilon r^2.
\]

Proof. Since the hypothesis of Theorem 4.1 is true, we get that there exist universal constants \( C_*, C_1 > 0 \) such that Assumption 2.15 and equation (3.19) holds. Now, note that direct computations yield

\[
(4.43) \quad F' = -a f^{-1} - a b, \quad F'' = a f^{-2}, \quad F''' = -2a f^{-3}.
\]

We begin by applying (4.41) and (4.37) to expand

\[
(4.44) \quad \mathcal{B} = [(F')^2 + F''] \nabla_\alpha \tilde{f} \nabla^\alpha \tilde{f} \nabla^\beta \tilde{f} + \frac{1}{2} (2F' F'' + F''') \nabla_\alpha \tilde{f} \nabla^\alpha F \nabla^\beta \tilde{f} \nabla^\alpha F
\]

\[
= \mathcal{B}_1 + \mathcal{B}_2 + \mathcal{B}_3 + \mathcal{B}_4 + \mathcal{B}_5.
\]

For \( \mathcal{B}_1 \), we expand using (2.6), Proposition 4.4, and (4.32):

\[
(4.45) \quad \mathcal{B}_1 = \frac{1}{2} [a^2 (f^{-1} + 2b + b^2 \tilde{f}) + a f^{-1}] \eta^{-4} [1 + 5 \varepsilon t^2 + 2 \varepsilon^2 t^4 + O(\varepsilon^2 t^2 f)]
\]

\[
= a^2 f^{-1} \eta^{-4} \left( \frac{1}{2} + \frac{5}{2} \varepsilon t^2 + \varepsilon^2 t^4 \right) + 2a b \eta^{-4} + \frac{1}{2} a f^{-1} \eta^{-4} + O(a^2 \varepsilon \eta^{-4})
\]

\[
+ O(a^2 b \eta^{-4} \cdot \varepsilon t^2) + O(a^2 b \eta^{-4} \cdot \eta^{-4}) + O(a f^{-1} \eta^{-4} \cdot \varepsilon t^2)
\]

\[
= a^2 f^{-1} \eta^{-4} \left( \frac{1}{2} + \frac{5}{2} \varepsilon r^2 \right) + 2a b \eta^{-4} + \frac{1}{2} a f^{-1} \eta^{-4}
\]

\[
+ \left( \frac{\varepsilon_0}{b_0} + \varepsilon_0 \right) O(a^2 b \eta^{-4}) + \left( \frac{1}{a} + \varepsilon_0 \right) O(a^2 f^{-1} \eta^{-4} \cdot \varepsilon r^2).
\]

A similar computation for \( \mathcal{B}_2 \) then yields

\[
(4.46) \quad \mathcal{B}_2 = -[a^2 (f^{-1} + b) + a f^{-1}] \eta^{-4} [1 + \varepsilon t^2 + O(\varepsilon^2 t^2 f)]^2
\]

\[
= -a^2 f^{-1} \eta^{-4} (1 + 2 \varepsilon t^2 + \varepsilon^2 t^4) - a^2 b \eta^{-4} - a f^{-1} \eta^{-4}
\]

\[
+ O(a^2 \varepsilon \eta^{-4}) + O(a^2 b \eta^{-4} \cdot \varepsilon t^2) + O(a f^{-1} \eta^{-4} \cdot \varepsilon t^2)
\]

\[
= -a^2 f^{-1} \eta^{-4} (1 + 2 \varepsilon r^2) - a^2 b \eta^{-4} - a f^{-1} \eta^{-4}
\]

\[
+ \left( \frac{\varepsilon_0}{b_0} + \varepsilon_0 \right) O(a^2 b \eta^{-4}) + \left( \frac{1}{a} + \varepsilon_0 \right) O(a^2 f^{-1} \eta^{-4} \cdot \varepsilon r^2).
\]

Next, we turn to \( \mathcal{B}_5 \). Using the same observations as before and (3.20), we have

\[
\mathcal{A} = [a^2 (f^{-1} + 2b + b^2 \tilde{f}) + a f^{-1}] \eta^{-2} [1 + \varepsilon t^2 + O(\varepsilon^2 t^2 f)] - a (f^{-1} + b) \left( \eta^{-1} - \frac{1}{2} \varepsilon r^2 \right)
\]

\[
= a^2 f^{-1} \eta^{-2} \cdot (1 + \varepsilon t^2) + 4a^2 b \eta^{-2} + a f^{-1} \eta^{-2} - a f^{-1} \eta^{-1}
\]

\[
+ \left( \frac{\varepsilon_0}{b_0} + \varepsilon_0 \right) O(a^2 b \eta^{-4}) + \left( \frac{1}{a} \right) O(a^2 f^{-1} \eta^{-4} \cdot \varepsilon r^2) + \left( \frac{1}{a} \right) O(a^2 b \eta^{-4})
\]

\[
= a^2 f^{-1} \eta^{-2} (1 + \varepsilon t^2) + 4a^2 b \eta^{-2} + \left( \frac{1}{a} + \varepsilon_0 \right) O(a^2 b \eta^{-4})
\]

Furthermore, summing (4.45)–(4.47) yields

\[ B_5 = a^2 \bar{f}^{-1} \eta^{-4} \cdot \frac{1}{2} \eta(1 + \varepsilon t^2) + a^2 b \eta^{-4} - a^2 \bar{f}^{-1} \eta^{-4} \cdot \frac{1}{4} \varepsilon r^2 \eta^2 (1 + \varepsilon t^2) + \left( \frac{1}{a} + \frac{\varepsilon_0}{b_0} + b_0 \right) \mathcal{O}(a^2 b \eta^{-4}) + \frac{1}{a} \mathcal{O}(a^2 \bar{f}^{-1} \eta^{-4} \cdot \varepsilon r^2) \]

\[ = a^2 \bar{f}^{-1} \eta^{-4} \left( \frac{1}{2} - \frac{1}{4} \varepsilon r^2 \right) + a^2 b \eta^{-4} + \left( \frac{1}{a} + \frac{\varepsilon_0}{b_0} + b_0 \right) \mathcal{O}(a^2 b \eta^{-4}) + \left( \frac{1}{a} + \varepsilon_0 \right) \mathcal{O}(a^2 \bar{f}^{-1} \eta^{-4} \cdot \varepsilon r^2) \]

Furthermore, summing (4.45)–(4.47) yields

\[ B_1 + B_2 + B_5 = \frac{1}{4} a^2 \bar{f}^{-1} \cdot \varepsilon r^2 + a^2 b \eta^{-4} - \frac{1}{2} a \bar{f}^{-1} \eta^{-4} + \left( \frac{1}{a} + \frac{\varepsilon_0}{b_0} + b_0 \right) \mathcal{O}(a^2 b \eta^{-4}) + \frac{1}{a} \mathcal{O}(a^2 \bar{f}^{-1} \eta^{-4} \cdot \varepsilon r^2) \]

For \( B_3 \), we use the same tools as before to obtain

\[ B_3 = a \bar{f}^{-1} \eta^{-2} \left( \frac{1}{2} \eta^{-1} - \frac{1}{4} \varepsilon r^2 \right) [1 + \varepsilon t^2 + \mathcal{O}(\varepsilon t^2 \eta)] \]

\[ = \frac{1}{2} a \bar{f}^{-1} \eta^{-4} + \frac{1}{a} \mathcal{O}(a^2 \bar{f}^{-1} \eta^{-4} \cdot \varepsilon r^2) \]

For \( B_4 \), a direct computation using (3.2) and (3.20) yields

\[ \nabla^\alpha \bar{f} \nabla_\alpha \bar{h} = \frac{1}{2} \eta^{-3} \nabla^\alpha f \nabla_\alpha \eta - \frac{1}{4} \eta^{-1} \nabla^\alpha f \nabla_\alpha r^2 + \frac{1}{2} \eta^{-4} f \nabla^\alpha \eta \nabla_\alpha \eta + \frac{1}{4} \varepsilon \eta^{-2} f \nabla^\alpha \eta \nabla_\alpha r^2 \]

\[ = -\frac{1}{2} \eta^{-3} \nabla^\alpha f \nabla_\alpha \eta - \frac{1}{4} \eta^{-1} \nabla^\alpha f \nabla_\alpha r^2 + \frac{1}{2} \eta^{-4} f \nabla^\alpha \eta \nabla_\alpha \eta \]

\[ + \varepsilon \eta^{-2} f \nabla^\alpha \eta \nabla_\alpha f + \frac{1}{4} \varepsilon \eta^{-2} f \nabla^\alpha \eta \nabla_\alpha t^2 \]

Applying (2.9), (3.1), and (3.11) to the above then results in the estimate

\[ \nabla^\alpha \bar{f} \nabla_\alpha \bar{h} = \mathcal{O}(\varepsilon r^2) \]

and the above then yields that

\[ B_4 = a \bar{f}^{-1} \cdot \mathcal{O}(\varepsilon r^2) = \frac{1}{a} \mathcal{O}(a^2 \bar{f}^{-1} \eta^{-4} \cdot \varepsilon r^2) \]

Finally, combining (4.44) and (4.48)–(4.50) yields

\[ B = \frac{1}{4} a^2 \bar{f}^{-1} \cdot \varepsilon r^2 + a^2 b \eta^{-4} + \left( \frac{1}{a} + \frac{\varepsilon_0}{b_0} + b_0 \right) \mathcal{O}(a^2 b \eta^{-4}) + \left( \frac{1}{a} + \varepsilon_0 \right) \mathcal{O}(a^2 \bar{f}^{-1} \eta^{-4} \cdot \varepsilon r^2) \]

Taking the above and recalling (4.3) yields the desired (4.32). \( \square \)
Now, there is one additional zero-order term in (4.35), with the coefficient
\[ B_* := -\frac{1}{2} \Box \tilde{w} := -\frac{1}{2} \left( \frac{1}{2} \Box \tilde{f} - \tilde{h} \right). \]

However, since both \( \tilde{f} \) and \( \tilde{h} \) are smooth on \( \overline{D}_{r_0} \), it follows that \( B_* \) must be bounded on \( \overline{D}_{r_0} \). Thus, taking \( a \) to be sufficiently large, we can ensure \( B_* \) is dominated by \( B \).

Next, using Propositions 2.16 and 3.4, shows that \( w \) given by (4.33) satisfies
\[ w = c_n + O(\varepsilon r^2), \]
for some constant \( c_n > 0 \) dependent\(^{21} \) on \( n \). Now, let us define the following vector field
\[ \hat{E}_\rho := \tilde{f} - c_n \bar{E}_\rho \bar{f}c_n. \]

Then, we have the following pointwise Carleman estimate.

**Proposition 4.16.** Let \( \psi \in C^2(\mathcal{U}) \). Then, at every point of \( \mathcal{U} \), the following estimate is satisfied
\[
\frac{1}{4a} \tilde{f} |\mathcal{L} \psi|^2 + \nabla^\alpha P_{\beta} \geq \pi_{\alpha\beta} \nabla^\alpha \psi \nabla^\beta \psi - F'|S_w \psi|^2 + \frac{1}{4} a^2 b \cdot \psi^2 + \frac{1}{8} a^2 \tilde{f}^{-1} \varepsilon r^2 \cdot \psi^2. \tag{4.52}
\]

**Proof.** Since \(-F' > 0\), we have
\[
|\mathcal{L} \psi||S_w \psi| \leq -\frac{1}{4F'}|\mathcal{L} \psi|^2 - F'|S_w \psi|^2.
\]

Furthermore, also note that
\[
-\frac{1}{4F'} \leq \frac{\tilde{f}}{4a(1 + b\tilde{f})} \leq \frac{\tilde{f}}{4a}.
\]

Using the above and Proposition 4.15, shows that (4.35) reduces to
\[
\frac{1}{4a} \tilde{f} |\mathcal{L} \psi|^2 + \nabla^\alpha P_{\beta} \geq \pi_{\alpha\beta} \nabla^\alpha \psi \nabla^\beta \psi - F'|S_w \psi|^2 + \frac{1}{4} a^2 b \cdot \psi^2 + \frac{1}{4} a^2 \tilde{f}^{-1} \varepsilon r^2 \cdot \psi^2. \tag{4.53}
\]

Now we will estimate the term \( \pi_{\alpha\beta} \nabla^\alpha \psi \nabla^\beta \psi \). For this purpose let us define the following quantity
\[
\nabla^\alpha \psi := Y^\alpha.
\]

This implies that
\[
\nabla^2 \psi = Y^\rho \bar{E}_\rho + Y^a \bar{E}_a.
\]

Hence,
\[
\pi_{\alpha\beta} \nabla^\alpha \psi \nabla^\beta \psi = \pi_{\alpha\beta} \left( Y^\rho \bar{E}_\rho Y^\alpha + X^\alpha, Y^\rho \bar{E}_\rho Y^\beta + X^\beta \right)
= \pi_{\rho\delta} Y^\rho Y^\delta + 2\pi_{\rho\delta} Y^\rho Y^\theta + 2 \sum_A \pi_{\beta A} Y^\rho Y^A + \pi(\bar{X}, \bar{X}),
\]

where \( \bar{X} := Y^a \bar{E}_a \). Note that, due to the pseudoconvexity result Theorem 3.6 we get
\[
\pi(\bar{X}, \bar{X}) \geq \frac{\varepsilon_0 \gamma^2}{8 \gamma_0^2} \cdot g_+(\bar{X}, \bar{X}). \tag{4.56}
\]

\(^{21}\)One can actually show that \( c_n = \frac{n-1}{4} \).
Now, we will look at the behaviour of the remaining terms in (4.55). Note that, the $E_\alpha$ frames are not mutually orthogonal. Thus, lowering the indices on $Y^\alpha$ is tricky. Although exact computation is difficult, we can nevertheless estimate them.

I. Changing $Y^\alpha$ to $\bar{E}_\alpha$. Note that, we have the following mapping of $Y^\alpha$ and $\bar{E}_\alpha$.

\begin{align}
    \bar{E}_\rho \psi &= \frac{\rho^2}{r^2} \eta^{-3}[1 + O(\varepsilon t^2)] \cdot Y^\rho, \\
    \bar{E}_\theta \psi &= g(\bar{E}_\theta, \bar{E}_\theta) Y^\theta + \sum_A g(\bar{E}_\theta, \bar{E}_A) Y^A, \\
    \bar{E}_A \psi &= g(\bar{E}_\theta, \bar{E}_A) Y^\theta + \sum_B g(\bar{E}_A, \bar{E}_B) Y^B.
\end{align}

**Remark 4.17.** To find the inverse map, we will use the following Taylor expansion

$$(A + B)^{-1} = A^{-1} - A^{-1}BA^{-1} + A^{-1}BA^{-1}BA^{-1} + \cdots,$$

where $A, B$ are matrices satisfying $||A^{-1}B|| < 1$. In our case, using Proposition 3.7 and letting $g(\bar{E}, \bar{E}) := g(E, E) + B$, shows that we can use the above expansion with $A = g(E, E)$ and $B = B_\varepsilon$ to find the inverse map of (4.57). Note that, this is possible because the error terms that form $B_\varepsilon$ are very small compared to the corresponding leading terms in $g(E, E)$.

Then, estimating the inverse map by using Propositions 4.7, 3.4 and equations (4.3), (4.1), gives us

\begin{align}
    Y^\rho &= [1 + O(\varepsilon t^2)] \frac{r^2}{\rho^2} \bar{E}_\rho \psi, \\
    Y^\theta &= -(1 + O(\varepsilon^2 r^2 t^2)) \frac{r^2}{\rho^2} \bar{E}_\theta \psi + O(\varepsilon^2 r^2 t^2) \sum_A \bar{E}_A \psi, \\
    \sum_A Y^A &= (1 + O(\varepsilon^2 r^2 t^2)) \sum_A \bar{E}_A \psi + O(\varepsilon^2 r^2 t^2) \bar{E}_\theta \psi.
\end{align}

This further implies the following estimates

\begin{align}
    (Y^\rho)^2 &= [1 + O(\varepsilon t^2)] \frac{r^4}{\rho^4} (\bar{E}_\rho \psi)^2, \\
    (Y^\theta)^2 &\geq \frac{r^4}{\rho^4} (\bar{E}_\theta \psi)^2 + O(\varepsilon^4 r^4 t^4) \sum_A (\bar{E}_A \psi)^2, \\
    \sum_A (Y^A)^2 &\geq \sum_A (\bar{E}_A \psi)^2 + O(\varepsilon^4 r^4 t^4) (\bar{E}_\theta \psi)^2, \\
    |Y^\rho Y^\theta| &\leq K \cdot \frac{r^4}{\rho^4} (\bar{E}_\rho \psi)^2 + \frac{1}{4K} \cdot \frac{r^4}{\rho^4} (\bar{E}_\theta \psi)^2 + O(\varepsilon^4 r^4 t^4) \sum_A (\bar{E}_A \psi)^2, \\
    |Y^\rho \sum_A Y^A| &\leq K \cdot \frac{r^4}{\rho^4} (\bar{E}_\rho \psi)^2 + \frac{1}{4K} \sum_A (\bar{E}_A \psi)^2 + O(\varepsilon^4 r^4 t^4) (\bar{E}_\theta \psi)^2,.
\end{align}

where $K > 0$ is some constant to be fixed later. Then, using Proposition 4.11 and equation (4.59), shows that

\begin{align}
    (a) \pi_\rho Y^\rho Y^\rho &= \frac{\rho^2}{4r^2} O(\varepsilon r^2) \cdot [1 + O(\varepsilon t^2)] \frac{r^4}{\rho^4} (\bar{E}_\rho \psi)^2.
\end{align}
Using the above and (4.22), we get

\[ \frac{r^2}{\rho^2}(\tilde{E}_\rho \psi)^2 \mathcal{O}(\varepsilon r^2), \]

\[ (b) \pi_{\bar{\rho} \bar{\theta}} Y^\rho Y^\theta = \frac{\rho^2}{r^2} \mathcal{O}(\varepsilon r^2) \cdot Y^\rho Y^\theta \]

\[ \geq -\frac{\rho^2}{r^2} \mathcal{O}(\varepsilon r^2) \left[ K \frac{r^4}{\rho^4} (\tilde{E}_\rho \psi)^2 + \frac{1}{4K} \frac{r^4}{\rho^4} (\tilde{E}_\theta \psi)^2 + \mathcal{O}(\varepsilon^4 r^4) \sum_A (\tilde{E}_A \psi)^2 \right] \]

\[ \geq -\frac{r^2}{\rho^2} (\tilde{E}_\rho \psi)^2 \cdot K \cdot \mathcal{O}(\varepsilon r^2) - \frac{1}{64} \varepsilon r^2 \cdot \frac{r^2}{\rho^2} (\tilde{E}_\theta \psi)^2 - \frac{\rho^2}{r^2} \sum_A (\tilde{E}_A \psi)^2 \mathcal{O}(\varepsilon^4 r^4), \]

where the constant \( K \) is chosen such that it offsets the constant from the \( \mathcal{O}(\varepsilon r^2) \) coefficient of the \((\tilde{E}_\theta \psi)^2\) term and gives us the above expression. Analogously, we also get the following

\[ \sum_A \pi_{\rho A} Y^\rho Y^A \geq -\frac{r^2}{\rho^2} (\tilde{E}_\rho \psi)^2 \cdot K \cdot \mathcal{O}(\varepsilon r^2) - \frac{r^2}{\rho^2} (\tilde{E}_\theta \psi)^2 \mathcal{O}(\varepsilon^4 r^4) - \frac{1}{64} \varepsilon r^2 \cdot \sum_A (\tilde{E}_A \psi)^2. \]

Combining the three equations (a), (b), (c) above and using (4.56), shows that (4.55) reduces to

\[ \pi_{\alpha \beta} \nabla^\alpha \psi \nabla^\beta \psi \geq \pi_{\rho \rho} Y^\rho Y^\rho + 2 \pi_{\bar{\rho} \bar{\theta}} Y^\rho Y^\theta + 2 \sum_A \pi_{\rho A} Y^\rho Y^A + \frac{\varepsilon_0 r^2}{8} \eta \cdot \tilde{g} + (\tilde{X}, \tilde{X}) \]

\[ \geq \frac{r^2}{\rho^2} (\tilde{E}_\rho \psi)^2 \cdot K \cdot \mathcal{O}(\varepsilon r^2) - \frac{1}{32} \varepsilon r^2 \cdot \frac{r^2}{\rho^2} (\tilde{E}_\theta \psi)^2 - \frac{1}{32} \varepsilon r^2 \cdot \sum_A (\tilde{E}_A \psi)^2 \]

\[ + \frac{1}{8} \varepsilon r^2 \left[ \frac{r^2}{\rho^2} (\tilde{E}_\rho \psi)^2 + \sum_A (\tilde{E}_A \psi)^2 \right] \]

\[ \geq \frac{r^2}{\rho^2} (\tilde{E}_\rho \psi)^2 \cdot K \cdot \mathcal{O}(\varepsilon r^2) + \frac{1}{16} \varepsilon r^2 \cdot \frac{r^2}{\rho^2} (\tilde{E}_\theta \psi)^2 + \frac{1}{16} \varepsilon r^2 \cdot \sum_A (\tilde{E}_A \psi)^2, \]

for \( \varepsilon_0 \) sufficiently small.

**II. Estimating** \(-F^r |S_w \psi|^2\). Now, we will consider the term \(-F^r |S_w \psi|^2\). Recall the following definition from (4.51):

\[ \tilde{E}_\rho := \tilde{f}^{-c_n} \rho \tilde{f}^{c_n}. \]

Using the above and (4.22), we get

\[ \tilde{E}_\rho \psi = \tilde{E}_\rho \psi + c_n \cdot \frac{2}{r} \eta^{-3} [1 + \mathcal{O}(\varepsilon r^2)] \cdot \psi. \]

Now, (4.19) and (4.33) imply that

\[ S \psi = \frac{r}{2} \tilde{E}_\rho \psi. \]

Then using (4.61), show that

\[ S_w \psi = S \psi + w \psi \]

\[ = \frac{r}{2} \tilde{E}_\rho \psi - c_n \cdot \eta^{-3} [1 + \mathcal{O}(\varepsilon r^2)] \cdot \psi + c_n \psi^2 + \mathcal{O}(\varepsilon r^2) \cdot \psi^2 \]

\[ = \frac{r}{2} \tilde{E}_\rho \psi + \mathcal{O}(\varepsilon r^2) \cdot \psi^2. \]
This implies that

\[
(4.62) \quad -F'|S_w\psi|^2 \geq a\bar{f}^{-1}(1 + b\bar{f}) \left[ \frac{r^2}{4}(\hat{E}_\rho\psi)^2 - c_n^2O(\varepsilon^2r^4) \cdot \psi^2 - r|\hat{E}_\rho\psi||\psi|O(\varepsilon r^2) \right] \\
\geq \frac{a}{8} \cdot \frac{r^2}{\rho^2}(\hat{E}_\rho\psi)^2 - 2c_n^2\bar{f}^{-1}O(\varepsilon^2r^4) \cdot \psi^2.
\]

Next, we will estimate the $\hat{E}_\rho\psi$ term in the RHS of (4.60) by $\hat{E}_\rho\psi$. Note that, (4.61) offers us the following estimate

\[
(4.63) \quad K \cdot O(\varepsilon r^2)\frac{r^2}{\rho^2}(\hat{E}_\rho\psi)^2 \geq K \cdot O(\varepsilon r^2)\frac{r^2}{\rho^2}(\hat{E}_\rho\psi)^2 - K \cdot O(\varepsilon r^2)c_n^2\bar{f}^{-1} \cdot \psi^2.
\]

Then, combining (4.60), (4.62), and (4.63) gives us

\[
\pi_{\alpha\beta}\nabla^\alpha\psi\nabla^\beta\psi - F'|S_w\psi|^2 + \frac{1}{4}a^2 b \cdot \psi^2 + \frac{1}{4}a^2 \bar{f}^{-1} \cdot \varepsilon r^2 \\
\geq K \cdot O(\varepsilon r^2)\frac{r^2}{\rho^2}(\hat{E}_\rho\psi)^2 + \frac{1}{16}\varepsilon r^2 \cdot \frac{r^2}{\rho^2}(\hat{E}_\theta\psi)^2 + \frac{1}{16}\varepsilon r^2 \cdot \sum_A (\hat{E}_A\psi)^2 + \frac{a}{8} \cdot \frac{r^2}{\rho^2}(\hat{E}_\rho\psi)^2 \\
- c_n^2\bar{f}^{-1}[K + 2O(\varepsilon r^2)]O(\varepsilon r^2) \cdot \psi^2 + \frac{1}{4}a^2 b \cdot \psi^2 + \frac{1}{4}a^2 \bar{f}^{-1} \cdot \varepsilon r^2 \\
\geq \frac{a}{16} \cdot \frac{r^2}{\rho^2}(\hat{E}_\rho\psi)^2 + \frac{1}{16}\varepsilon r^2 \cdot \frac{r^2}{\rho^2}(\hat{E}_\theta\psi)^2 + \frac{1}{16}\varepsilon r^2 \cdot \sum_A (\hat{E}_A\psi)^2 + \frac{1}{4}a^2 b \cdot \psi^2 + \frac{1}{8}a^2 \bar{f}^{-1} \varepsilon r^2 \cdot \psi^2,
\]

for sufficiently large $a$. Now, we can drop the coefficient $a$ from the $\hat{E}_\rho\psi$ term, since we absorbed any possible negative coefficients using $a$ and it is no longer needed. Thus, we have the following estimate

\[
(4.64) \quad \pi_{\alpha\beta}\nabla^\alpha\psi\nabla^\beta\psi - F'|S_w\psi|^2 + \frac{1}{4}a^2 b \cdot \psi^2 + \frac{1}{4}a^2 \bar{f}^{-1} \cdot \varepsilon r^2 \\
\geq \frac{r^2}{\rho^2}(\hat{E}_\rho\psi)^2 + \frac{1}{16}\varepsilon r^2 \cdot \frac{r^2}{\rho^2}(\hat{E}_\theta\psi)^2 + \frac{1}{16}\varepsilon r^2 \cdot \sum_A (\hat{E}_A\psi)^2 + \frac{1}{4}a^2 b \cdot \psi^2 + \frac{1}{8}a^2 \bar{f}^{-1} \varepsilon r^2 \cdot \psi^2.
\]

Substituting (4.64) in (4.53), shows that (4.52) holds. This completes the proof of Proposition 4.16.

4.2.3. **Changing frames back to $E_\alpha$.** Now we will change the frames used in Proposition 4.16 from $(\hat{E}_\rho, \hat{E}_\theta, \hat{E}_A)$ to $(E_\rho, E_\theta, E_A)$, since these were the frames we started with.

**Proposition 4.18.** Let $\psi \in C^2(U)$. Then, at every point of $U$, the following estimate is satisfied

\[
(4.65) \quad \frac{1}{4a} \bar{f}|L\psi|^2 + \nabla^\beta P_\beta \geq \frac{1}{32}\varepsilon r^2 \frac{r^2}{\rho^2}(E_\rho\psi)^2 + \frac{1}{32}\varepsilon r^2 \frac{r^2}{\rho^2}(E_\theta\psi)^2 + \frac{1}{32}\varepsilon r^2 \sum_A (E_A\psi)^2 \\
+ \frac{1}{4}a^2 b \cdot \psi^2 + \frac{1}{16}a^2 \bar{f}^{-1} \varepsilon r^2 \cdot \psi^2.
\]

**Proof.** It is enough to estimate the first order terms in the RHS of (4.52), from below and make sure that they are positive. First we consider $\hat{E}_\rho\psi$ by estimating it via the term $\hat{E}_\rho\psi$. 

□
For $E_{\rho}\psi$, using (4.20) shows that

$$E_{\rho}\psi = \eta^{-2}E_{\rho}\psi + \eta^{-2}rE_{\theta}\eta E_{\theta}\psi - \eta^{-2}\rho^2 \sum_A \frac{rE_{\theta}\eta E_{\theta}\psi}{2}.$$ 

(4.66)

$$\Rightarrow \frac{r^2}{\rho^2}(E_{\rho}\psi)^2 \gtrsim \frac{r^2}{\rho^2}(E_{\rho}\psi)^2 - \frac{r^2}{\rho^2}(E_{\theta}\psi)^2 \mathcal{O}(\varepsilon^2 t^2 r^2) - \sum_A (E_{A}\psi)^2 \mathcal{O}(\varepsilon^2 t^2 r^2).$$

Now, using (4.61) gives us

$$\frac{r^2}{\rho^2}(E_{\rho}\psi)^2 \gtrsim \varepsilon r^2 \frac{r^2}{\rho^2}(E_{\rho}\psi)^2 - \frac{r^2}{\rho^2}(E_{\theta}\psi)^2 \mathcal{O}(\varepsilon^3 t^2 r^4) - \sum_A (E_{A}\psi)^2 \mathcal{O}(\varepsilon^3 t^2 r^4) - c_n\tilde{f}^{-1}\varepsilon r^2 \cdot \psi^2.$$ 

Then, using the above estimate and (4.66) shows that

(4.67)

$$\frac{r^2}{\rho^2}(E_{\rho}\psi)^2 \gtrsim \varepsilon r^2 \frac{r^2}{\rho^2}(E_{\rho}\psi)^2 - \varepsilon r^2 \frac{r^2}{\rho^2}(E_{\theta}\psi)^2 \mathcal{O}(\varepsilon^3 t^2 r^4) - \sum_A (E_{A}\psi)^2 \mathcal{O}(\varepsilon^3 t^2 r^4) - c_n\tilde{f}^{-1}\varepsilon r^2 \cdot \psi^2.$$ 

For the $E_{\theta}$ component, using (3.8) shows that

$$E_{\theta}\psi = E_{\theta}\psi + \frac{r}{2}E_{\theta}\eta E_{\rho}.$$ 

(4.68)

$$\Rightarrow \varepsilon r^2 \frac{r^2}{\rho^2}(E_{\theta}\psi)^2 \gtrsim \varepsilon r^2 \frac{r^2}{\rho^2}(E_{\theta}\psi)^2 - \varepsilon r^2 \frac{r^2}{\rho^2}(E_{\rho}\psi)^2 \mathcal{O}(\varepsilon^2 t^2 r^2).$$

Finally, for the $E_{A}$ component, using (3.8) gives us

$$E_{A}\psi = E_{A}\psi + \frac{r}{2}E_{A}\eta E_{\rho}.$$ 

(4.69)

$$\Rightarrow \varepsilon r^2 \sum_A (E_{A}\psi)^2 \gtrsim \varepsilon r^2 \sum_A (E_{A}\psi)^2 - \varepsilon r^2 (E_{\theta}\psi)^2 \mathcal{O}(\varepsilon^2 t^2 r^2).$$

Then combining (4.67), (4.68), and (4.69) shows that

(4.70)

$$\frac{r^2}{\rho^2}(E_{\rho}\psi)^2 + \frac{1}{16} \varepsilon r^2 \cdot \frac{r^2}{\rho^2}(E_{\theta}\psi)^2 + \frac{1}{16} \varepsilon r^2 \cdot \sum_A (E_{A}\psi)^2$$

$$\gtrsim \frac{1}{32} \varepsilon r^2 \cdot \frac{r^2}{\rho^2}(E_{\rho}\psi)^2 + \frac{1}{32} \varepsilon r^2 \cdot \frac{r^2}{\rho^2}(E_{\theta}\psi)^2 + \frac{1}{32} \varepsilon r^2 \cdot \sum_A (E_{A}\psi)^2 - c_n\tilde{f}^{-1}\varepsilon r^2 \cdot \psi^2.$$ 

Using the above, along with (4.52), shows that (4.65) holds for sufficiently large $a$. This concludes the proof of the proposition. \qed

4.2.4. *Conjugation reversal.* In this section, we will go back to the original function $\phi$, by undoing the conjugation process introduced in (4.33). In particular, we make the substitution $\psi = e^{-F}\phi$.

First, we define $P^{\star} = P^{\star}[\phi]$ on $\mathcal{U}$ as

(4.71)

$$P^{\star}_{\beta} := S(e^{-F}\phi)\nabla_{\beta}(e^{-F}\phi) - \frac{1}{2} \nabla_{\beta}\tilde{f} \cdot \nabla_{\mu}(e^{-F}\phi)\nabla_{\mu}(e^{-F}\phi) + w \cdot e^{-F}\phi\nabla_{\beta}(e^{-F}\phi) + \frac{1}{2}(\mathcal{A}\nabla_{\beta}\tilde{f} - \nabla_{\beta}w) \cdot e^{-2F}\phi^2.$$
Proposition 4.19. Let $\phi \in C^2(\mathcal{U}) \cap C^1(\bar{\mathcal{U}})$. Then, we have the following inequality

\[
\frac{1}{4a} \bar{\psi} e^{-2F} |\square \phi|^2 + \nabla^\beta P^\beta_\phi \gtrsim \frac{\varepsilon r^2}{64} e^{-2F} \left[ \frac{r^2}{\rho^2} (E_\rho \phi)^2 + \frac{r^2}{\rho^2} (E_\theta \phi)^2 + \sum_A (E_A \phi)^2 \right] + \frac{1}{8} a^2 b e^{-2F} \phi^2 + \frac{1}{32} a^2 \bar{f} \varepsilon r^2 e^{-2F} \cdot \phi^2.
\]

Proof. Firstly, for the $E_\rho$ component, we have

\[
E_\rho \psi = E_\rho(e^{-F} \phi) = e^{-F} E_\rho \phi - e^{-F} F' E_\rho \bar{f} \cdot \phi = e^{-F} E_\rho \phi + e^{-F} a \bar{f}^{-1} (1 + b \bar{f}) \frac{2f}{r} \eta^{-2} \cdot \phi = e^{-F} E_\rho \phi + e^{-F} a (1 + b \bar{f}) \frac{\eta^{-1}}{r} \cdot \phi.
\]

Then,

\[
\frac{1}{2} e^{-2F} (E_\rho \phi)^2 \leq (E_\rho \psi)^2 + e^{-2F} a^2 \frac{1}{r^2} \cdot \phi^2,
\]

\[
e^{-2F} \frac{r^2}{64 \rho^2} (E_\rho \phi)^2 \leq \frac{\varepsilon r^2}{32 \rho^2} (E_\rho \psi)^2 + \frac{1}{32} e^{-2F} a^2 \bar{f}^{-1} \varepsilon r^2 \cdot \phi^2.
\]

For the $E_\theta$ component, we have

\[
E_\theta \psi = e^{-F} E_\theta \phi - e^{-F} a (1 + b \bar{f}) \eta^{-1} E_\theta \eta \cdot \phi,
\]

\[
\frac{1}{2} \varepsilon r^2 e^{-2F} \frac{r^2}{\rho^2} (E_\theta \phi)^2 \leq \varepsilon r^2 \frac{r^2}{\rho^2} (E_\theta \psi)^2 + e^{-2F} a^2 \bar{f}^{-1} \mathcal{O}(\varepsilon^3 t^2 r^4) \cdot \phi^2.
\]

For the $E_A$ component, we have

\[
\frac{1}{2} \varepsilon r^2 e^{-2F} \sum_A (E_A \phi)^2 \leq \varepsilon r^2 \sum_A (E_A \psi)^2 + e^{-2F} a^2 b \mathcal{O}(\varepsilon^2 t^2 r^2) \cdot \phi^2,
\]

where we used the fact that $\varepsilon \ll b$ for the zero-order term.

Combining (4.73)–(4.75), gives us

\[
\frac{1}{32} \varepsilon r^2 \cdot \frac{r^2}{\rho^2} (E_\rho \psi)^2 + \frac{1}{32} \varepsilon r^2 \cdot \frac{r^2}{\rho^2} (E_\theta \psi)^2 + \frac{1}{32} \varepsilon r^2 \cdot \sum_A (E_A \psi)^2 \gtrsim \frac{\varepsilon r^2}{64} e^{-2F} \left[ \frac{r^2}{\rho^2} (E_\rho \phi)^2 + \frac{r^2}{\rho^2} (E_\theta \phi)^2 + \sum_A (E_A \phi)^2 \right] - \frac{1}{8} e^{-2F} a^2 b \phi^2 - \frac{1}{32} e^{-2F} a^2 \bar{f}^{-1} \varepsilon r^2 \phi^2.
\]

Next, we have

\[
\mathcal{L}(e^{-F} \phi) = e^{-F} \square \phi, \quad \frac{1}{4} a^2 b \phi^2 = \frac{1}{4} a^2 b e^{-2F} \phi^2,
\]

where we used (4.33) to get the first equation. Using the above expressions and (4.76) in (4.65), shows that (4.72) is true. \qed
The next proposition will allow us to estimate the boundary term when we integrate the latest pointwise Carleman estimate \( 1.72 \). We will foliate the integral region using level sets of \( f \), as that is more convenient for our computations. Hence, in the following proposition we measure the quantities with respect to \( f \).

**Proposition 4.20.** On \( \bar{U} \), the quantity \( P^* \) satisfies the following

\[
|P^*(\nabla^2 f)| \lesssim r_0 e^a f^2 \left[ (E_\rho \phi)^2 + (E_\theta \phi)^2 + \sum_A (E_A \phi)^2 + a^2 f^{-1} \phi^2 \right].
\]

Moreover, if \( 4.2 \) holds, then

\[
P^*(\mathcal{N}) \big|_{\partial U} = \frac{1}{2} e^{-2F} \mathcal{N} \tilde{f} |\mathcal{N}|^2 \big|_{\partial U}.
\]

**Proof.** We have,

\[
P^*(\nabla^2 f) = S(e^{-F} \phi) \nabla^\beta f \nabla_\beta (e^{-F} \phi) - \frac{1}{2} \nabla^\beta f \nabla_\beta \tilde{f} \cdot \nabla^\mu (e^{-F} \phi) \nabla_\mu (e^{-F} \phi)
\]

\[
+ w \cdot e^{-F} \phi \nabla^\beta f \nabla_\beta (e^{-F} \phi) + \frac{1}{2} (\mathcal{A} \nabla^\beta f \nabla_\beta \tilde{f} - \nabla^\beta f \nabla_\beta w) \cdot e^{-2F} \phi^2.
\]

But, since

\[
\nabla^\alpha f \nabla_\alpha = \frac{r}{2} E_\rho,
\]

we get that

\[
P^*(\nabla^2 f) = \frac{r}{2} S(e^{-F} \phi) E_\rho (e^{-F} \phi) - \frac{1}{2} \frac{r}{2} E_\rho \tilde{f} \cdot \nabla^\mu (e^{-F} \phi) \nabla_\mu (e^{-F} \phi)
\]

\[
+ \frac{r}{2} w \cdot e^{-F} \phi E_\rho (e^{-F} \phi) + \frac{1}{2} \left( \frac{r}{2} \mathcal{A} E_\rho \tilde{f} - \nabla^\beta f \nabla_\beta w \right) \cdot e^{-2F} \phi^2.
\]

Now we will estimate each of the five terms in the above equation individually.

(i) Using \( 4.20 \), shows that

\[
|S(e^{-F} \phi)| = \left| \frac{r}{2} \tilde{E}_\rho (e^{-F} \phi) \right|
\]

\[
= \left| e^{-F} \frac{r}{2} \tilde{E}_\rho \phi - e^{-F} F^\rho F^\rho \frac{r}{2} \tilde{E}_\rho \tilde{f} \cdot \phi \right|
\]

\[
\lesssim r e^{-F} \left( |E_\rho \phi| + |E_\theta \phi| + \left| \sum_A E_A \phi \right| \right) + e^{-F} a \cdot |\phi|,
\]

and we also have

\[
\frac{r}{2} |E_\rho (e^{-F} \phi)| = \frac{r}{2} |e^{-F} E_\rho \phi - e^{-F} E_\rho \phi \cdot \phi| \lesssim r e^{-F} |E_\rho \phi| + e^{-F} a \cdot |\phi|.
\]

Thus

\[
\frac{r}{2} |S(e^{-F} \phi) E_\rho (e^{-F} \phi)| \lesssim r_0^2 e^{-2F} \left[ (E_\rho \phi)^2 + (E_\theta \phi)^2 + \sum_A (E_A \phi)^2 + a^2 f^{-1} \phi^2 \right],
\]

where we also used the fact that \( f \lesssim r_0^2 \) for the \( \phi^2 \) term.

(ii) For the second term, we have

\[
|\nabla^\mu (e^{-F} \phi) \nabla_\mu (e^{-F} \phi)| = \left| e^{-2F} (F^\mu)^2 \tilde{f} \eta^{-2} [1 + \mathcal{O}(\varepsilon t^2)] \cdot \phi^2 - 2 e^{-2F} F^\rho \frac{r}{2} \tilde{E}_\rho \phi \cdot \phi \right|
\]
\[ + e^{-2F} \nabla^\mu \phi \nabla_\mu \phi \]
\[ \lesssim e^{-2F} \left[ (E_\rho \phi)^2 + (E_\theta \phi)^2 + \sum_A (E_A \phi)^2 + a^2 f^{-1} \phi^2 + a^2 f^{-2} \phi^2 \right] \]
\[ + e^{-2F} \frac{r^2}{\rho^2} \left[ (E_\rho \phi)^2 + (E_\theta \phi)^2 + \frac{r^2}{r^2} \sum_A (E_A \phi)^2 \right], \]

which implies that
\[
\left| \frac{1}{2} \cdot \frac{r}{2} E_\rho \bar{f} \cdot \nabla^\mu (e^{-F} \phi) \nabla_\mu (e^{-F} \phi) \right| \lesssim f |\nabla^\mu (e^{-F} \phi) \nabla_\mu (e^{-F} \phi)|
\]
\[ \lesssim r_0^2 e^{-2F} \left[ (E_\rho \phi)^2 + (E_\theta \phi)^2 + \sum_A (E_A \phi)^2 + a^2 f^{-1} \phi^2 \right]. \]

(iii) Similarly, for the third term, we have
\[ \frac{r}{2} |w \cdot e^{-F} \phi E_\rho (e^{-F} \phi)| \lesssim r_0^2 e^{-2F} \left[ (E_\rho \phi)^2 + (E_\theta \phi)^2 + \sum_A (E_A \phi)^2 + a^2 f^{-1} \phi^2 \right]. \]

(iv) For the fourth term, we note that
\[ r |AE_\rho \bar{f}| \lesssim |A f| \lesssim a^2, \quad |\nabla^\beta f \nabla_\beta w| \lesssim a^2, \]
for sufficiently large \( a \). Then,
\[ \left| \frac{1}{2} \cdot \left( \frac{r}{2} AE_\rho \bar{f} - \nabla^\beta f \nabla_\beta w \right) \cdot e^{-2F} \phi^2 \right| \lesssim r_0^2 e^{-2F} a^2 f^{-1} \phi^2. \]

Combining points (i)-(iv) above, and estimating \( e^{-2F} \) using (4.3) and (4.34) shows that (4.77) is true.

Now, let us prove (4.78). Due to (4.2), we see that
\[ P^*(N)|_{\partial \mathcal{U}} = e^{-2F} \left( S \phi N \phi - \frac{1}{2} N \bar{f} \cdot |N \phi|^2 \right)|_{\partial \mathcal{U}}. \]

Next, as \( S - N \bar{f} \cdot N \) is the g-orthogonal projection of \( S \) onto \( \partial \mathcal{U} \cap \mathcal{D} \), we get
\[ S \phi|_{\partial \mathcal{U} \cap \mathcal{D}} = N \bar{f} \cdot N \phi|_{\partial \mathcal{U} \cap \mathcal{D}}. \]

The last two equations together show that (4.78) holds. \( \square \)

4.2.5. Integration. Now we will integrate (4.72) to obtain the main Carleman estimate.

Let \( \delta \) be sufficiently small. Then, define the following sets
\[ \mathcal{D}_\delta = \mathcal{D} \cap \{ f > \delta \}, \quad \mathcal{H}_\delta = \mathcal{D} \cap \{ f = \delta \} \]
We integrate (4.72) on \( \mathcal{U} \cap \mathcal{D}_\delta \), to get
\[ \frac{1}{4a} \int_{\mathcal{U} \cap \mathcal{D}_\delta} \zeta \bar{f} |\nabla \phi|^2 + \int_{\mathcal{U} \cap \mathcal{D}_\delta} \nabla^\beta P_\beta \geq \frac{\varepsilon}{64} \int_{\mathcal{U} \cap \mathcal{D}_\delta} \zeta r^2 \left[ \frac{r^2}{\rho^2} (E_\rho \phi)^2 + \frac{r^2}{\rho^2} (E_\theta \phi)^2 + \sum_A (E_A \phi)^2 \right] \]
\[ + \frac{1}{8} a^2 b \int_{\mathcal{U} \cap \mathcal{D}_\delta} \zeta \phi^2 + \frac{1}{32} a^2 \varepsilon \int_{\mathcal{U} \cap \mathcal{D}_\delta} \zeta r^2 \bar{f}^{-1} \phi^2, \]
where we also used (4.34) for replacing $e^{-2F}$ by $\zeta$. The final term on the RHS of the above estimate is no longer needed, so will drop it. Now, taking the limit as $\delta \searrow 0$, and using the monotone convergence theorem gives us the following estimate

$$
\frac{1}{4a} \int_{U \cap D} \zeta f |\Box \phi|^2 + \lim_{\delta \searrow 0} \int_{U \cap D} \nabla^\beta P_\beta^* \\
\geq \frac{\varepsilon}{64} \int_{U \cap D} \zeta r^2 \left[ \frac{r^2}{\rho^2}(E_\rho \phi)^2 + \frac{r^2}{\rho^2}(E_\theta \phi)^2 + \sum_A (E_A \phi)^2 \right] + \frac{1}{8} a^2 b \int_{U \cap D} \zeta \phi^2,
$$

if the integral term with the limit exists. Also note that, we replaced the $\tilde{f}$ on the LHS by $f$; this can be done by estimating $\eta$ appropriately.

Now, $H_\delta$ is a timelike hypersurface, with the outward unit normal given by $f^{-1} \nabla^2 f$. Then, using the divergence theorem implies that

$$
\lim_{\delta \searrow 0} \int_{U \cap H_\delta} \nabla^\beta P_\beta^* = \lim_{\delta \searrow 0} \int_{\partial U \cap D} P^*(N) - \lim_{\delta \searrow 0} \int_{U \cap H_\delta} f^{-1} P^*(\nabla^2 f) \\
= \frac{1}{2} \int_{\partial U \cap D} \zeta N f |N \phi|^2 - \lim_{\delta \searrow 0} \int_{U \cap H_\delta} P^*(\nabla^2 f).
$$

Using (4.77) shows that

$$
\left| \lim_{\delta \searrow 0} \int_{U \cap H_\delta} P^*(\nabla^2 f) \right| \lesssim C' \lim_{\delta \searrow 0} \delta^{2a-2} \int_{U \cap H_\delta} 1,
$$

for some constant $C'$ depending on $\phi$ and $r_0$.

To complete the proof of the theorem, it is enough to show that the RHS of the above estimate is zero. For this purpose, we foliate $H_\delta$ using level sets of $t$. Let $\nabla^2 t$ denote the $g$-gradient of $t$ with respect to the induced metric. Then,

$$
g(\nabla^2 t, \nabla^2 t) = -\frac{r^2}{\rho^2}(E_\rho t)^2 + \sum_A (E_A t)^2 = -\frac{r^2}{\rho^2} \left( 1 + \frac{\rho^2}{r^2} O(\varepsilon r^2) \right) + O(\varepsilon r^2) = -\frac{r^2}{4f}(1 + O(\varepsilon r^2)).
$$

This implies that

$$
|g(\nabla^2 t, \nabla^2 t)|^{-\frac{1}{2}} = 2f^{\frac{1}{2}} r^{-1} (1 + O(\varepsilon r^2)).
$$

Hence, applying the coarea formula gives

$$
\lim_{\delta \searrow 0} \delta^{2a-2} \int_{U \cap H_\delta} 1 \lesssim \lim_{\delta \searrow 0} \delta^{2a-2} \int_{-r_0}^{r_0} \int_{S_{r_0}} \left| g(\nabla^2 t, \nabla^2 t) \right|^{-\frac{1}{2}} r^{n-1} dt \\
\lesssim r_0^{n-1} \lim_{\delta \searrow 0} \delta^{2a-2} \int_{-r_0}^{r_0} \int_{S_{r_0}} r^{-1} dt = 0.
$$

This shows that (4.4) holds, which completes the proof of Theorem 4.1.

5. Conclusion

In this section, we show how our main Carleman estimate, Theorem 4.1 can be applied to prove the main observability and controllability results of this paper.
5.1. **The Carleman estimate revisited.** Recall the Carleman estimate (4.4) was given in terms of the orthogonal frames \( \{ E_ρ, E_θ, E_A \} \). However, since \( E_θ \) and \( E_ρ \) become arbitrarily close to each other as one moves toward \( ∂D \), this frame is inconvenient for controlling \( H^1 \)-norms. To address this, we reformulate (4.4) here in terms of the frames \( \{ E_ρ, E_0, E_A \} \), which do generate all the directions of \( M \) in a uniform manner.

**Proposition 5.1.** Under all the assumptions of Theorem 4.1, we have the estimate

\[
C'_ε \int_{U \cap D} ζρ^2 \left[ (E_ρφ)^2 + (E_0φ)^2 + \sum_A (E_Aφ)^2 \right] + \frac{1}{8} a^2 b \int_{U \cap D} ζφ^2 \\
\leq \frac{1}{4a} \int_{U \cap D} ζf |□φ|^2 + \frac{1}{2} \int_{∂U \cap D} ζN(f[1 - εt^2]^{-1})|Nφ|^2,
\]

for some constant \( C'_ε > 0 \).

**Proof.** First, note that (2.19) implies

\[ rE_θφ = tE_ρφ + \frac{ρ^2}{r^2} rE_0φ, \]

which implies that in \( D \), we have

\[ \frac{ρ^4}{r^4} r^2(E_0φ)^2 \lesssim r^2(E_θφ)^2 + t^2(E_ρφ)^2 \lesssim r^2(E_θφ)^2 + t^2(E_ρφ)^2. \]

From the above, we then obtain the following:

\[ ρ^2(E_0φ)^2 = \frac{ρ^2}{r^2} r^2(E_0φ)^2 \lesssim \frac{r^2}{ρ^2} r^2(E_θφ)^2 + \frac{r^2}{ρ^2} r^2(E_ρφ)^2. \]

Thus, using the above and (4.4), we see that

\[
C'_ε \int_{U \cap D} \zeta \left[ \frac{r^2}{ρ^2} r^2(E_ρφ)^2 + ρ^2(E_0φ)^2 + r^2 \sum_A (E_Aφ)^2 \right] + \frac{1}{8} a^2 b \int_{U \cap D} ζφ^2 \\
\leq \frac{1}{4a} \int_{U \cap D} ζf |□φ|^2 + \frac{1}{2} \int_{∂U \cap D} ζN(f[1 - εt^2]^{-1})|Nφ|^2,
\]

The desired (5.1) now follows by combining the above with the inequalities

\[ ρ^2 \leq r^2 \leq \frac{r^2}{ρ^2} \cdot ρ^2 \leq \frac{r^2}{ρ^2} \cdot r^2. \]

5.2. **Observability.** In this subsection, we sketch how Theorem 4.1 can be used to prove observability inequalities. Here, we will work with the adjoint system (1.4),

\[
\begin{cases}
□\phi + \nabla_Xφ + Vφ = 0, & \text{on } \mathcal{U}, \\
φ = 0, & \text{in } ∂\mathcal{U}, \\
(φ, ∂tφ) = (φ_0, φ_1), & \text{on } \mathcal{V}_-, 
\end{cases}
\]

where \( \mathcal{V}_- \) is a spacelike cross-section of \( \mathcal{U} \) on which the initial data is posed.

To prove observability, we require suitable energy estimates satisfied by solutions of (5.2). The following can be proved using standard energy arguments; see, for instance, [26].
Proposition 5.2. Let $\mathcal{U}$ be as in Assumption 1.2 and let $\mathcal{V}_\pm$ be two spacelike cross-sections of $\mathcal{U}$. Then, there exists $\tilde{C} := \tilde{C}(\mathcal{V}, \mathcal{X}, \mathcal{V}_\pm) > 0$ such that

$$
||(\phi, \nabla_N \phi)||_{H^1(\mathcal{V}_-) \times L^2(\mathcal{V}_-)} \leq \tilde{C}||(\phi, \nabla_N \phi)||_{H^1(\mathcal{V}_+) \times L^2(\mathcal{V}_+)},
$$

where $N$ denotes the future unit normal to $\mathcal{V}_+$, and where $\phi \in C^2(\mathcal{U}) \cap C^1(\bar{\mathcal{U}})$ is any (classical) solution of the system

\begin{equation}
(5.2)
\end{equation}

that also satisfies $\phi|_{\partial \mathcal{U}} = 0$.

We now present two observability results that differ depending on the location of a chosen "centre point" $p \in \mathcal{M}$, near which we apply our Carleman estimate. Since the arguments are analogous to those previously done on Minkowski spacetime (which were presented in detail in [26]), we will only sketch the proofs of our observability results here.

5.2.1. Exterior observability. The following result addresses the case when observability is obtained using the Carleman estimate about a point $p \notin \mathcal{U}$.

Theorem 5.3. Assume the setup given in Assumption 1.2 and fix $p \notin \mathcal{U}$. In addition, let $\mathcal{V}_-$ be a spacelike cross-section of $\mathcal{U}$. Then, there exist universal constants $C_\dagger > 0$ and $0 < \varepsilon_0 < 1$ such that if the following curvature bounds hold,

\begin{equation}
(5.3)
\end{equation}

then there exists a constant $C := C(p, \mathcal{U}, \mathcal{V}, \mathcal{X}, \varepsilon_0) > 0$ such that the observability inequality

\begin{equation}
(5.4)
\end{equation}

holds for any $(\phi_0, \phi_1) \in H^1_0(\mathcal{V}_-) \times L^2(\mathcal{V}_-)$, where $\phi$ is the corresponding solution of

\begin{equation}
(5.5)
\end{equation}

where $\mathcal{N}$ is the outward unit normal of $\mathcal{U}$, and where the observation region $\Gamma_+$ is given by

\begin{equation}
(5.6)
\end{equation}

Proof sketch. We first apply the Carleman estimate variant (5.1) to $\mathcal{U}$ and $p$ to obtain

$$
\begin{align*}
C_\dagger \varepsilon_0 r_0^{-2} \int_{\mathcal{U} \cap \mathcal{D}} \zeta \rho^2 \left[ (E_\rho \phi)^2 + (E_0 \phi)^2 + \sum_A (E_A \phi)^2 \right] + \frac{1}{8} \sigma^2 b_0 r_0^{-2} \int_{\mathcal{U} \cap \mathcal{D}} \zeta \phi^2 \\
\leq \frac{C}{a} \int_{\mathcal{U} \cap \mathcal{D}} \zeta f |\nabla \mathcal{X} \phi|^2 + \frac{C}{a} \int_{\mathcal{U} \cap \mathcal{D}} \zeta f |V \phi|^2 + \frac{1}{2} \int_{\partial \mathcal{U} \cap \mathcal{D}} \zeta \mathcal{N}(f[1-\varepsilon t^2]^{-1})|\mathcal{N} \phi|^2,
\end{align*}
$$

with $\varepsilon_0$ as in the theorem statement, and with all other quantities as in Theorem 4.1. Taking $a := a(\mathcal{U}, V, \mathcal{X}, \varepsilon_0)$ to be large enough, we can absorb the first two terms on the right,

\begin{equation}
(5.7)
\end{equation}

where $I_\Gamma$ is the boundary term

\begin{equation}
(5.8)
\end{equation}

More specifically, $\tilde{C}$ depends on the time separation between $\mathcal{V}_-$ and $\mathcal{V}_+$.

Here, the frames $\{E_\rho, E_0, E_A\}$ are defined with respect to the point $p$, as in Section 2.3.
Note the Carleman weight $\zeta$ vanishes on the boundary of the null cone $D$; see (4.5). Thus, the LHS of (5.7) fails to capture the full $H^1$-norm of $\phi$ near $\partial D$. Hence, we must restrict the domain of integration away from $\partial D$, so that the weight $\zeta$ is uniformly positive. For this purpose, we reduce $U \cap D$ on the LHS of (5.7) to a slab of the form

$$U_{\text{slab}} := U \cap \{|t| \ll r_\ast\} \subseteq U \cap D,$$

$$r_\ast := \inf_{U \cap \{t = 0\}} r.$$

Since $p \notin \bar{U}$, and since $\partial U$ is timelike, we can indeed bound $f$ and $\zeta$ from below on $U_{\text{slab}}$:

$$f \left| \frac{1}{1 - \varepsilon t^2} \right|_{U_{\text{slab}}} \geq \frac{r_\ast^2}{16}, \quad \zeta |_{U_{\text{slab}}} \geq \left( \frac{r_\ast}{4} e^{-\frac{br_\ast}{4}} \right)^{4a}.$$

Using the above, the estimate (5.7) reduces to

$$C' \left( \frac{r_\ast}{4} e^{-\frac{br_\ast}{4}} \right)^{4a} \int_{U_{\text{slab}}} \left\{ \frac{\varepsilon_0 r^2}{r_0^2} \left[ (E_\rho \phi)^2 + (E_0 \phi)^2 + \sum_A (E_A \phi)^2 \right] + \frac{a^2 b_0}{r_0^2} \phi^2 \right\} \leq I_\Gamma.$$

Next, we use Fubini’s theorem to split the above integral over $U_{\text{slab}}$ into nested integrals over spacelike cross-sections, and we then use the energy estimate from Proposition 5.2 to control the integral over each cross-section by the energy at $V_-$. This results in the estimate

$$C \|(\phi_0, \phi_1)^2\|_{H^1(V_-) \times L^2(V_-)} \leq I_\Gamma, \quad C := C(p, U, V, X, \varepsilon_0).$$

Finally, for $I_\Gamma$, since the integrand in (5.8) is only positive on $\Gamma_+$, we have

$$I_\Gamma \leq C' \int_{\Gamma_+} |N \phi|^2, \quad C' := C'(p, U, V, X, \varepsilon_0).$$

Combining the above with (5.11) completes the proof of (5.5). \qed

5.2.2. Interior observability. Next, we address the remaining case when $p \in \bar{U}$. Here, there is an additional technical issue that arises—if we apply the Carleman estimate about $p \in \bar{U}$, then the Carleman weight $\zeta$ can vanish inside $U \cap \bar{D}$. This prevents us from capturing the $H^1$-norm of $\phi$ along any spacelike cross-section of $U$.

To get around this, we must apply the Carleman estimate differently than before:

- If $p \in \partial U$, then we apply the estimate about a point $p' \notin \bar{U}$ that is close to $p$, and we make use of estimates already obtained from Theorem 5.3.
- Otherwise, if $p \in U$, then we apply the Carleman estimate with respect to a pair of points $p_1, p_2 \in U$ close to $p$ and then sum the resulting estimates.

The price to be paid is that we must slightly enlarge our observation domain on the boundary, and we must also slightly weaken our curvature assumptions.

**Theorem 5.4.** Assume the setup given in Assumption 1.2, and fix $p \in \bar{U}$. Moreover:

- Assume there exists a neighbourhood $V$ of $p$ in $\mathcal{M}$, satisfying that $\mathcal{M}$ is a geodesically star-shaped neighbourhood of every $q \in V$.
- Let $V_-$ be a spacelike cross-section of $U$.

Then, there exist universal constants $C > 0$ and $0 < \varepsilon_0 \ll 1$ such that if the bound (5.4) holds, then there exists $C := C(p, U, V, X, \varepsilon_0, \Gamma) > 0$ such that the observability inequality

$$\|(\phi_0, \phi_1)^2\|_{H^1(V_-) \times L^2(V_-)} \leq C \|N \phi\|_{L^2(\Gamma)}^2$$

holds.
holds for any \((\phi_0, \phi_1) \in H^1_0(\mathcal{V}_-) \times L^2(\mathcal{V}_-),\) where \(\phi\) is the corresponding solution of (5.2), where \(\mathcal{N}\) is the outward unit normal of \(\mathcal{U}\), and where the observation region \(\Gamma\) can be any open subset of \(\partial \mathcal{U}\) that contains \(\Gamma_+\), with \(\Gamma_+\) defined as in (5.6).

Note the difference in the normal coordinate assumptions between Theorem 5.3 and Theorem 5.4—we need stronger assumptions in Theorem 5.4 as we must also apply the Carleman estimate about points near \(p\). Moreover, the observation domain \(\Gamma\) in Theorem 5.4 can be interpreted as being slightly larger than but arbitrarily close to \(\Gamma_+\).

**Remark 5.5.** By continuity, both Assumption (5.2) and the curvature conditions (5.4) also hold for points near \(p\). Thus, the Carleman estimate can be applied near \(p\) as well.

**Proof sketch.** First, if \(p \in \partial \mathcal{U}\), then we choose a point \(p' \in \mathcal{V} \setminus \mathcal{U}\) near \(p\). Repeating the proof of Theorem 5.3 but now centred about the point \(p'\), yields

\[
\|(\phi_0, \phi_1)\|_{H^1(\mathcal{V}_-) \times L^2(\mathcal{V}_-)}^2 \leq C\|\mathcal{N}\phi\|_{L^2(\mathcal{V}_+')}^2,
\]

where \(\Gamma_+\) is as in (5.6), but defined with respect to \(p'\) rather than \(p\). If \(p'\) is sufficiently close to \(p\), then \(\Gamma_+ \subseteq \bar{\Gamma}\), and the desired (5.12) follows immediately.

From now on, we assume \(p \in \mathcal{U}\). Also, choose \(p_1, p_2 \in \mathcal{V} \cap \mathcal{U}\) near \(p\), with \(t(p_1) = t(p_2) = 0\). As a general convention, we will attach the index \(i\) to refer to quantities with respect to the coordinate system centred at \(p_i\); for instance, \(f_i = \frac{1}{2}(r_i^2 - t_i^2)\), where \(r_i\) and \(t_i\) denote normal polar coordinates with respect to \(p_i\). Applying the Carleman estimate (5.11) about \(p_i\) (with common constants \(a, b_0, \varepsilon_0\) and proceeding as in the proof of Theorem 5.3, we obtain

\[
C\varepsilon_0 r_0^{-2} \int_{\mathcal{U} \cap \mathcal{D}_i} \zeta^i \left[ (E^i_0 \phi)^2 + (E^i_0 \phi)^2 + \sum_A (E_A^i \phi)^2 \right] + Ca^2 b_0 r_0^{-2} \int_{\mathcal{U} \cap \mathcal{D}_i} \zeta^i \phi^2 \leq I^i_\Gamma,
\]

where \(I^i_\Gamma\) denotes the corresponding boundary term

\[
I^i_\Gamma = \int_{\partial \mathcal{U} \cap \mathcal{D}_i} \zeta^i \mathcal{N}(f_i[1 - \varepsilon t_i^{-1}])|\mathcal{N}\phi|^2.
\]

Similar to before, we define the slab

\[
\mathcal{U}_{slab} := \mathcal{U} \cap \{|t| \ll r_-\}, \quad r_- := \min(r_1(p_2), r_2(p_1)).
\]

The key observations here are that if \(p_1 \neq p_2\), then:

- \(\mathcal{U}_{slab}\) is contained in \((\mathcal{U} \cap \mathcal{D}_1) \cup (\mathcal{U} \cap \mathcal{D}_2)\).
- \(\max(\zeta^1, \zeta^2)\) is uniformly bounded from below on \(\mathcal{U}_{slab}\) by a positive constant.

Thus, summing the estimates (5.13) for \(i = 1, 2\) and noting the above, we obtain

\[
C' \int_{\mathcal{U}_{slab}} \left[ (E_\rho \phi)^2 + (E_0 \phi)^2 + \sum_A (E_A \phi)^2 + \phi^2 \right] \leq I^1_\Gamma + I^2_\Gamma,
\]

where \(C'\)—and all subsequent constants—also depends on \(p, \mathcal{U}, \mathcal{V}, \mathcal{X}, \varepsilon_0, \Gamma\).

Finally, applying the energy estimate from Proposition 5.2 to the above and then bounding \(I^i_\Gamma\) as in the proof of Theorem 5.3 results in the bound

\[
C\|(\phi_0, \phi_1)\|_{H^1(\mathcal{V}_-) \times L^2(\mathcal{V}_-)}^2 \leq I^1_\Gamma + I^2_\Gamma \leq C' \sum_{i=1,2} \int_{\Gamma_+^i} |\mathcal{N}\phi|^2.
\]

The observability inequality (5.12) now follows from the above, along with the observation that \(\Gamma_+^1 \cup \Gamma_+^2 \subseteq \Gamma\) as long as \(p_1\) and \(p_2\) are sufficiently close to \(p\).
Remark 5.6. One can obtain more detailed information on the observability constants \( C \) in Theorems 5.3 and 5.4 through a more careful analysis of the estimates within their proofs. We avoid doing this here for brevity, but see [20] for details of this process.

5.3. Controllability. Through the Hilbert uniqueness method, the observability inequalities from Theorems 5.3 and 5.4 imply our main controllability results. In the following, we give the precise statements of our controllability results:

**Theorem 5.7 (Exterior Control).** Suppose Assumption 1.2 holds, and fix \( p \not\in \bar{U} \). Moreover:
- Let \( \mathcal{V}_- \) and \( \mathcal{V}_+ \) be two spacelike cross-sections of \( U \), with \( \mathcal{V}_- \) lying in the past of \( U \cap D \), and with \( \mathcal{V}_+ \) lying in the future of \( U \cap D \).
- Let \( C_1 > 0 \) and \( 0 < \varepsilon_0 \ll 1 \) be the universal constants from the statement of Theorem 5.3, and assume that the curvature bounds (5.4) hold.
- Let the control region \( \Gamma_+ \subset \partial U \) be defined as in (5.6).

Then, given \((y_0^+, y_1^+) \in L^2(\mathcal{V}_+) \times H^{-1}(\mathcal{V}_+)\), there exists \( F \in L^2(\Gamma_+) \) so that the solution \( y \) of
\[
\begin{cases}
\Box y + \nabla_x y + qy = 0, & \text{on } U, \\
y = F 1_{\Gamma_+}, & \text{on } \partial U, \\
(y, \partial_t y) = (y_0^-, y_1^-), & \text{on } \mathcal{V}_-,
\end{cases}
\]
satisfies
\[
(y, \partial_t y) = (y_0^+, y_1^+) \quad \text{on } \mathcal{V}_+.
\]

**Theorem 5.8 (Interior Control).** Suppose Assumption 1.2 holds, and fix \( p \not\in U \). Moreover:
- Let \( \mathcal{V}_- \) and \( \mathcal{V}_+ \) be two spacelike cross-sections of \( U \), with \( \mathcal{V}_- \) lying in the past of \( U \cap D \), and with \( \mathcal{V}_+ \) lying in the future of \( U \cap D \).
- Let \( C_1 > 0 \) and \( 0 < \varepsilon_0 \ll 1 \) be the universal constants from the statement of Theorem 5.4, and assume that the curvature bounds (5.4) hold.
- Let \( \Gamma_+ \) be as in (5.6), and let \( \Gamma \) be any open subset of \( \partial U \) that contains \( \bar{\Gamma}_+ \).

Then, given \((y_0^+, y_1^+) \in L^2(\mathcal{V}_+) \times H^{-1}(\mathcal{V}_+)\), there exists \( F \in L^2(\Gamma) \) so that the solution \( y \) of
\[
\begin{cases}
\Box y + \nabla_x y + qy = 0, & \text{on } U, \\
y = F 1_{\Gamma}, & \text{on } \partial U, \\
(y, \partial_t y) = (y_0^-, y_1^-), & \text{on } \mathcal{V}_-,
\end{cases}
\]
satisfies
\[
(y, \partial_t y) = (y_0^+, y_1^+) \quad \text{on } \mathcal{V}_+.
\]

5.4. Application to Inverse Problems. Finally, recall that our main Carleman estimate, Theorem 4.1, implies a unique continuation result on the null cone exterior \( D \). This unique continuation result can then be plugged into the arguments of [1] to obtain an inverse problems result on Lorentzian backgrounds—in particular, that of recovering the potential in a linear wave equation from the Dirichlet-to-Neumann map.

In particular, from the above, we obtain a variant of the main result of [1], in which we can treat wave equations with arbitrary first-order terms, but we assume the curvature bounds from this article. A rough statement of the result is as follows:

**Theorem 5.9.** Let \((M, g)\) be a \((n+1)\)-dimensional connected, smooth Lorentzian manifold, with timelike boundary \( \partial M \). In addition, assume the geometric conditions \((H1)-(H5)\) in [1]
hold on $(\mathcal{M}, g)$, but with the curvature bound $(H2)$ replaced by the condition
\[ \|R\|_{L^\infty(\mathcal{M})} < \varepsilon_0 C_0, \quad \|\nabla R\|_{L^\infty(\mathcal{M})} < C_1, \]
where $0 < \varepsilon_0 \ll 1$ is a universal constant, and where $C_0, C_1 > 0$ depend on $\mathcal{M}$. Now, given a smooth vector field $\mathcal{X}$ and scalar-valued functions $V_1, V_2$ on $\mathcal{M}$, we set
\[ \mathcal{I}(\mathcal{X}, V_i) := \{ (\phi, N\phi) | \partial M | \Box \phi + \nabla \mathcal{X} \phi + V_i \phi = 0 \}, \quad i = 1, 2, \]
with $N$ the unit outward normal to $U$. Then, if $\mathcal{I}(\mathcal{X}, V_1) = \mathcal{I}(\mathcal{X}, V_2)$, then $V_1 = V_2$.

Remark 5.10. From our unique continuation results combined with the techniques of [1, 2], one should also be able to recover the first-order coefficients $\mathcal{X}$ in Theorem 5.9. However, this runs into additional technical issues involving gauge invariances for $\mathcal{X}$, hence we avoid treating this more general case here for simplicity.
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