A Fast Algorithm for the Study of Wave-packet Scattering at Disordered Interfaces
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It has been known for many years that interface roughness scattering, particularly off the Si/SiO₂ interface, is a limiting factor in device performance of MOSFETs. This becomes increasingly important as gate lengths are shrunk to decanano dimensions along with the move towards SiGe hetero-technology. However, analysis of interface transport is hampered by the lack of detailed physical models, especially for surfaces where intercalation occurs. This paper presents an efficient method for following the motion of wave-packets scattering off a rough interface. We are also able to calculated directly ab-initio interface scattering rates for use in Monte Carlo simulations.
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1. INTRODUCTION

The study of the crucial interface roughness scattering in SiGe MOSFET devices is hampered by our lack of detailed models, particularly for situations where germanium desegregation and clustering occurs. Figure 1 sketches a worse case scenario for a rough interface in which intercalation occurs so that the surface of constant potential is folded as compared to a simple random landscape model. Complex interface roughness scattering is common to all decanano silicon devices when the atomistic fluctuation potential due to discrete impurity/dopant distributions is encountered. Currently deployed models are somewhat simplistic and do not account for scattering in the atomistic domain [1, 2]. The problem is essentially 3-D dimensional and it is computationally intensive for any modelling scheme. In the present paper we describe a very efficient algorithm for determining the scattering of wave-packets in 2D and 3D off a rough interface. The objective is to derive effective scattering rates for utilisation in Monte Carlo simulation of MOSFET devices.

2. SCATTERING RATES

For Monte Carlo simulation of transport in finite devices it is assumed the carriers deviate from self-consistent ballistic flow by scattering; in particular,
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FIGURE 1 Schematic representation of a soft-walled intercalated surface, showing the different possible scattering mechanisms of the interface.

the encounter with the potential describing interface roughness will lead to scattering between propagating incoming states \( k_\alpha \) and outgoing states \( k_\beta \) at a transition rate \( R(k_\alpha, k_\beta) \). This rate describes scattering off the entire interface and formally includes multiple scattering effects. Further transition rates may be defined which describe the temporary/permanent capture into the interface or through the interface by tunnelling and the reverse generation processes. To derive the transition rate consider an incident carrier in a plane wave state with wave vector \( k_\alpha \) which evolves into a state \( |\Psi(t; k_\alpha)\rangle \) describing the reflection/scattering of the carrier away from the interface. The incident wave is represented as the limit \( (L \to \infty) \) of a normalised wave packet \( |\Phi(t; k_\alpha, L)\rangle \) of spatial scale \( L \) with mean wave vector \( k_\alpha \). The probability amplitude that the scattered/reflected carrier makes a transition to a plane wave state \( k_\beta \) is the projection \( \langle k_\beta | \Psi(t; k_\alpha) \rangle \). It follows that the transition rate \( R(k_\alpha, k_\beta) \) is the asymptotic time derivative in the limit \( (L \to \infty) \):

\[
R(k_\alpha, k_\beta) = \frac{dC(k_\alpha, k_\beta; t) \cdot d}{dt} = \frac{d|\langle k_\beta | \Psi(t, k_\alpha) \rangle|^2}{dt} \tag{1}
\]

Practically, the transition rate may be calculated numerically by following the evolution of a wave packet \( |\Phi(t; k_\alpha, L)\rangle \) incident on the interface and tracking the momentum probability distribution

\[
P(k_\beta, t) = |\langle k_\beta | \Psi(t, k_\alpha) \rangle|^2 = \left| \int \langle k_\beta | r \rangle \langle r | \Psi(t, k_\alpha) \rangle d^3r \right|^2 = C(k_\beta, k_\alpha; t) \tag{2}
\]

Because the incident wave packet is finite and normalised the momentum distribution at any outgoing state \( k_\beta \) will be initially zero and then increase monotonically to a steady state \( P(k_\beta, \infty) \). The time derivative \( (d/dt)P(k_\beta, t) \) will correspondingly grow from zero, passing through a maximum \( (d/dt)P(k_\beta, t)|_{t_{\text{max}}} \) corresponding to the escape of the centre of the wave packet; and finally it will return to zero, as the scattered wave packet becomes asymptotically free. In the case of a wide Gaussian packet, this maximum rate corresponds to the scattering rate for an incident plane wave.

The scattering rate is finally identified as:

\[
R(k_\alpha, k_\beta) = \frac{d}{dt} P(k_\beta, t)|_{t_{\text{max}}} \tag{3}
\]

In this derivation it is easy to formally calculate the scattering rate in terms of the \( T \)-matrix \( T(k_\alpha, k_\beta) \):

\[
R(k_\alpha, k_\beta) = \frac{2\pi}{\hbar} |T(k_\alpha, k_\beta)|^2 \delta(\epsilon_{k_\alpha} - \epsilon_{k_\beta}) \tag{4}
\]

This fine-grained rate is usually averaged over a small neighbourhood of the exit wave vector to generate the coarse-grained scattering rates usually deployed in Monte Carlo. These depend explicitly on the energy density of final states \( \rho(\epsilon_{k_\alpha}) \):

\[
R(k_\alpha, k_\beta) = \frac{2\pi}{\hbar} |T(k_\alpha, k_\beta)|^2 \rho(\epsilon_{k_\alpha}) \tag{5}
\]

3. DIRECT EVOLUTION ALGORITHM

The scattering rates \( R(k_\alpha, k_\beta) \) are calculated from the Fast Fourier transforms of a sequence of

...
incident and reflected wave packets of small dispersion launched at various angles to the model interface. The model permits the inclusion of inelastic processes via non-hermitian potentials as described elsewhere [3] leading to scattering rates, which involve energy loss as well as momentum loss. We solve a finite-differenced (in space and time) approximation to the non-relativistic time-dependent Schrödinger equation (TDSE), with a Ben-Daniel Duke type Hamiltonian [4]:

\[ i\hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2} \nabla \left( \frac{1}{m^*} \nabla \psi \right) + V\psi = H\psi = E\psi \]  

(6)

where \( \psi \) is the carrier wave function; \( V \) is the electrostatic confinement potential including the interfaces; \( E \) is the total energy and \( m^* \) is the effective mass of the carrier. This equation is considered as it intrinsically satisfies the boundary conditions that \( \Psi \) and \( (1/m^*) \) are continuous [5], relevant to the heterojunctions which occur in SiGe devices. The formal solution for the TDSE in time is: \( \Psi(r, t\pm \Delta t) = U(\pm \Delta t)\Psi(r, t) \) where \( U(\Delta t) \) is the standard unitary evolution operator \( U(\pm \Delta t) = \exp[\mp (i/\hbar)\Delta tH] \). Approximations of this operator lead to the usual numerical methods:

\[
\exp \left[ -\frac{i}{\hbar} \Delta t H \right] \\
= 1 - \frac{i}{\hbar} \Delta t H - \frac{(\Delta t)^2 H^2}{2\hbar^2} + \cdots \text{ Taylor Series} \\
\approx 1 - \frac{i}{\hbar} \Delta t H \text{ Euler Approximation} \\
\approx \left( 1 - \frac{i}{\hbar} \Delta t H \right) \left( 1 + \frac{i}{\hbar} \Delta t H \right)^{-1} \text{ Cayley Approximation}
\]

(7)
in the limit of small \( \Delta t \) time interval. The Euler approximation is non-central in time, which rapidly leads to instabilities (loss of unitary) thus rendering it unsuitable for numerical simulations. The Cayley approximation used in the Crank-Nicholson method exhibits good numerical stability, but it is computationally expensive especially in higher-dimensions. For example, a 2-dimensional system, discretized into \( N \) spatial steps would require the inversion of an \( N^2 \times N^2 \) matrix.

In our scheme we consider a two-time step iteration process at \( t \) and \( t\pm \Delta t \) leading to:

\[
\psi(r, t + \Delta t) = \psi(r, t - \Delta t) + [U(+\Delta t) - U(-\Delta t)]\psi(r, t)
\]

(8)

and hence we obtain the following finite-difference equation for \( \Psi \) at the next time step:

\[
\psi(r, t + \Delta t) \approx \psi(r, t - \Delta t) + \left[ -\frac{2i}{\hbar} \Delta t H \right] \psi(r, t).
\]

(9)

In this scheme we must use two initial conditions one of which is prescribed as the initial state and the state at a later time step is determined by the Euler or Crank-Nicolson method. The complexity is only \( 30N^2 \) for 3D since this is a direct scheme and it requires no matrix inversion.

4. STABILITY ANALYSIS

The stability of the scheme may be analysed by a local von Neumann procedure [6, 7] where the independent solutions, Eigen modes of the difference equations are of the form:

\[
\psi^o_j = \xi(k)^n e^{ik\Delta x}
\]

(10)

where \( k \) is a real spatial wave-number and \( \xi(k) \) is complex number, referred to as the amplification factor for a given \( k \). We have considered just one-dimensional with a constant effective mass, as these considerations are sufficient to derive the stability criterion that hold in general. Note that the largest wave-number that can be represented on a grid is \( k \sim (1/\Delta x) \). For stability we require \( |\xi(k)| \leq 1 \). Here the stability analysis gives a quadratic for \( \xi(k) \), because of the occurrence of three-time steps \( t \) and \( t \pm \Delta t \); in the finite difference approximation (Eq. (9)). Substitution for an eigenmode Eq. (10) into Eq. (9), gives:

\[
\xi(k)^2 = 1 - \frac{2i\Delta t}{\hbar} \left( \frac{\hbar^2}{m(\Delta x)^2} (1 - \cos(k\Delta x)) + V \right)
\]

(11)
with the solution for $\xi(k)$ being given by:

$$\xi(k) = 1 - i\Delta t \left[ \frac{\hbar^2}{m(\Delta x)^2} \left( 1 - \cos(kAx) + V \right) \right]$$

$$\pm \sqrt{1 - \left( \frac{\Delta t}{\hbar} \right)^2 \left[ \frac{\hbar^2}{m(\Delta x)^2} \left( 1 - \cos(kAx) + V \right) \right]^2}$$

(12)

We can satisfy the condition of $|\xi(k)|^2 = 1$, required for no amplitude dissipation if the following condition is satisfied:

$$\frac{\Delta t}{\hbar} \left[ \frac{2\hbar^2}{m^*(\Delta x)^2} + V_{\text{max}} \right] \leq 1$$

(13)

where $V_{\text{max}}$ is the maximum potential arising in the simulation. This condition is similar to the Courant condition, commonly arising in the numerical study of classical flux-conservative equations. Although the two-time method is not unconditionally stable like the Crank-Nicholson, this is not a limitation since the stability criterion is easily satisfied by the requirements $(1/\Delta x)$ be greater than the maximum wave-vector we wish to resolve, and $\Delta t$ is less than the smallest time scale that is to be considered. Indeed we would expect our method to exhibit better stability than the Crank-Nicholson, as less operations are required per time step reducing the possibility of rounding errors.

5. APPLICATION TO A ROUGH INTERFACE

The procedure may be illustrated by our preliminary applications to 2D surface roughness scattering on a fractal generated hard walled interface, which was generated using a random Weierstrass function:

$$f(x) = \sum_{k=1}^{\infty} C_k \lambda^{-\alpha k} \sin(\lambda^k x + A_k)$$

(14)

where $C_k$ and $A_k$ are independent random variables; $C_k$ follows a Gaussian distribution, with mean, $\mu = 0$, and $\sigma^2 = 1$, whereas $A_k$ is uniformly distributed on $[0, 2\pi]$. $\lambda (>1)$ and $\alpha$ are chosen so as to insure that $f(x)$ posses a r.m.s. vertical height deviation of $\Delta = 2\AA$, and an auto-correlation length of $L \approx 10\AA$ in agreement with published experimental data [8]. A typical slice through a rough surface is shown in Figure 2.

Figure 3a shows the incident probability distribution ($t=0$) for position which gives rise to the distributions at a later time $t$ after scattering, shown for scattering off a smooth and rough interface in Figures 3b and 3c respectively. We note that Figure 3c shows strong streaming effects, this is because the rough interface distorts the momentum distribution parallel to the interface, while the smooth interface leaves this unchanged. Figures 4 and 5 show the time evolution of $P(k_f, t)$ and $dP(k_f, t)/dt$ respectively. All of the above simulations where performed with a minimal dispersion Gaussian wave packet having $\sigma_x = \sigma_y = 60\AA$, moving at an initial angle of $\pi/4$ to the interface normal. An effective mass of $m^* = m_0$ is used, where $m_0$ is the free electron mass; this is an approriate density of states effective mass for holes in Si, possessing energies of 40 meV ($T \approx 300$ k) and above. This effective mass is in agreement with values obtained from $k \cdot p$ theory.

FIGURE 2 A typical rough interface, generated by the random Weierstrass function. (r.m.s., $\Delta \approx 2\AA$ and an auto-correlation length of $L \approx 10\AA$).
FIGURE 3a An incident wave packet colliding with an interface on the right hand side of the picture, the incoming angle to the normal is $\pi/4$.

FIGURE 3b Outgoing wave packet having colliding with an interface on the right hand side of the picture, notice that the Gaussian shape is maintained due to specular reflection.

FIGURE 3c Outgoing wave packet having colliding with a rough interface as given by the random Weierstrass function. There is strong streaming in other directions other than just that due to specular reflection; a clear indication of interface roughness scattering.
rates are appropriately modified and the free flight simulation then includes specular reflection at the walls. For soft walled model, or where capture or tunnelling is included this separation is not appropriate. In conclusion we have presented a new method for the evaluation of Monte Carlo scattering rates for complex 2-D and 3-D interface roughness models based on analysis of wave packet scattering. The direct integration algorithm presented is highly efficient for 2-D and 3-D and the stability is generally superior to Crank-Nicolson.
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