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Abstract: The frequency of occurrence of step length in the migratory behaviour of various organisms, including humans, is characterized by the power law distribution. This pattern of behaviour is known as the Lévy walk, and the reason for this phenomenon has been investigated extensively. Especially in humans, one possibility might be that this pattern reflects the change in self-confidence in one’s chosen behaviour. We used simulations to demonstrate that active assumptions cause changes in the confidence level in one’s choice under a situation of lack of information. More specifically, we presented an algorithm that introduced the effects of learning and forgetting into Bayesian inference, and simulated an imitation game in which two decision-making agents incorporating the algorithm estimated each other’s internal models. For forgetting without learning, each agents’ confidence levels in their own estimation remained low owing to a lack of information about the counterpart, and the agents changed their hypotheses about the opponent frequently, and the frequency distribution of the duration of the hypotheses followed an exponential distribution for a wide range of forgetting rates. Conversely, when learning was introduced, high confidence levels occasionally occurred even at high forgetting rates, and exponential distributions universally turned into power law distribution.
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1. Introduction

Lévy walks are found in the migratory behaviour of organisms ranging from bacteria and T-cells to humans [1–6]. In contrast, the movement of fine particles suspended in a liquid or gas generally follows Brownian walks. Although both Lévy walks and Brownian walks are types of random walks, the frequency of occurrence of step length, l, is characterized by the power law distribution, \( P(l) \sim l^{-\eta} \), where \( 1 < \eta \leq 3 \), in a Lévy walk, while that occurring in a Brownian walk follows an exponential distribution, \( P(l) \sim e^{-\lambda l} \). In other words, the former is sometimes accompanied by linear movements over long distances compared to the latter, and the reason for this pattern in the migration of organisms has been the subject of much discussion [7].

One hypothesis that explains this phenomenon is the Lévy walk foraging hypothesis [8,9]. It is hypothesised that if the prey is sparse and randomly scattered and the predator has no information (memory) about the prey, a Lévy walk will be the optimal foraging behaviour [10] and will be evolutionarily advantageous.

However, humans, for example, have advanced learning and inference abilities, and can obtain useful information by performing systematic searches even in dynamic and
uncertain environments [11]. Rhee et al. state that human walks are not random walks, but the patterns of human walks and Lévy walks contain some statistical similarity [12]. It is also known that individual human movements are strongly influenced by the collective mobility behaviour of other people [13]. Thus, at least in organisms with advanced cognitive abilities, Lévy walks may emerge as a result of decision-making through interactions with the environment and other individuals, rather than as a result of a random search [11,14].

When we perform exploratory behaviour based on decision-making, metaphorically speaking, we explore the periphery in detail if we think ‘it might be around here’ (Brownian walk). On the other hand, if we are convinced that ‘it is not around here’, we give up the search and move to a different, more distant location. In other words, a Lévy walk may result from a combination of a stray search and a conviction-based linear walk.

One probabilistic estimation algorithm that deals with confidence is Bayesian inference. The Bayesian inference process is similar to a scientific verification procedure. In Bayesian inference, we first prepare several hypotheses (generative models) for the estimation target. We then update the confidence in each hypothesis by observing the evidence (data generated from the estimated target) and quantitatively assessing the fit between each hypothesis and the observed data. Finally, we narrow down the best hypothesis to one based on confidence.

Consider an experiment trying to estimate the probability of obtaining ‘1’ when rolling a die. Bayesian inference estimates that if you roll the die six times and get a ‘1’ only once, the probability of getting ‘1’ is 1/6. Similarly, Bayesian inference estimates that if you roll the die 60,000 times and get ‘1’ 10,000 times, the probability of getting ‘1’ is 1/6. However, the confidence in the hypothesis that ‘the probability of getting “1” is 1/6’ is higher in the latter case, as it has more trials. Thus, in Bayesian inference, the amount of information obtained from an estimation target is linked to the confidence in the estimation, and confidence is a measure of the accuracy of the estimation. In general, to estimate a target accurately, it is better to have as much observational data (information) as possible. However, this is true only for a stationary environment. When the probability of a die changes dynamically, or a die is replaced by another die in the middle of the process, it is necessary to truncate the observed data (information) in the distant past for a more accurate estimation. Therefore, we are forced to make decisions with limited information in a non-stationary environment. Thus, the question we should ask in this study is, ‘What kind of mechanism makes it possible to be convinced of something despite a lack of information about the target of the search?’

Note the following two points regarding Bayesian inference. First, hypotheses that are candidates for the correct answer must be prepared prior to the inference. Second, the content of the hypothesis should not be changed during the inference. These are natural requests from the perspective of scientific verification. However, even if we apply known hypotheses to an object seen for the first time, there may not be a correct answer among them. In such cases, it is necessary to make new hypotheses. Peirce proposed the idea of abduction (hypothesis formation) as a third form of reasoning following deduction and induction [15,16]. Arrechi et al. [17] proposed the idea of inverse Bayesian inference, in which a hypothesis is formed from observational data. Zaki and Nosofsky conducted a behavioural experiment that demonstrated the influence of unlabelled test data on learning [18]. Their experiment demonstrated that humans do not fix their hypothesis after training, instead, unlabelled test data influence humans’ learned hypotheses [19].

Gunji et al. [20,21] proposed a new mathematical model called Bayesian and inverse Bayesian (BIB) inference, which performs Bayesian and inverse Bayesian inference at the same time. Furthermore, Gunji et al. [22] proposed a swarm model that incorporates BIB inference into the self-propelled particle model and showed that Lévy walks emerge universally in swarming behaviours through simulations using the model. Horry et al. [23] showed that human decision-making can be modelled effectively by BIB inference. Shinohara et al. [24,25] proposed an extended Bayesian inference model that incorporates the effects of forgetting and learning (inverse Bayesian inference) by introducing causal
inference into Bayesian inference. Extended Bayesian inference makes it possible to adapt to dynamic environments by forgetting, and it becomes possible to deal with unknown objects by learning.

In response to the previously posed question, we show that certainty despite limited information is possible by active assumption based on learning. Specifically, we first built a decision-making agent with the extended Bayesian inference, which introduced the effects of learning and forgetting into the agent’s decision-making process. Next, we used two decision-making agents to simulate an imitation game in which each agent estimates the other’s internal generative models from the other’s output data.

The results showed that each agents’ hypothesis about the other changed frequently owing to persistently low confidence among agents who use the forgetting effect only, and the frequency distribution of the duration of the hypotheses became exponential. On the other hand, we showed that among agents who used learning in addition to forgetting, a high degree of confidence was often achieved despite a lack of information, resulting in the emergence of a power law distribution.

2. Materials and Methods

2.1. Extended Bayesian Inference

This section provides an overview of the extended Bayesian inference proposed by Shinohara et al. [24,25], which incorporates the effects of forgetting and learning by introducing causal inference into Bayesian inference. See the Supplementary Information (SI) for details.

First, we describe the discrete version of Bayesian inference. In Bayesian inference, a number of hypotheses $h_k$ are first defined, and a model for each hypothesis (the generation distribution of data $d$) is prepared in the form of conditional probability $P(d|h_k)$. This conditional probability is referred to as the likelihood that the data are fixed and is considered to be a function of the hypothesis. In addition, the confidence $P(h_k)$ for each hypothesis is prepared as a prior probability.

If the confidence at time $t$ is $P_t(h_k)$ and we observe data $d_t$, then the posterior probability $P_t(h_k|d_t)$ is calculated using Bayes’ theorem as follows:

$$P_t(h_k|d_t) = \frac{P_t(h_k)P_t(d_t|h_k)}{P_t(d_t)} \quad (1)$$

Here, $P_t(d_t)$ is the marginal probability of the data at time $t$, defined as follows:

$$P_t(d_t) = \sum_k P_t(h_k)P_t(d_t|h_k) \quad (2)$$

The following Bayesian update replaces the posterior probability with the confidence at the next time step.

$$P_{t+1}(h_k) \leftarrow P_t(h_k|d_t) \quad (3)$$

Equations (1) and (3) can be summarised as follows:

$$P_{t+1}(h_k) \leftarrow \frac{P_t(h_k)P_t(d_t|h_k)}{P_t(d_t)} \quad (4)$$

The estimation proceeds by updating the confidence in each hypothesis according to Equation (4) each time the data are observed. Note that in this process, the confidence $P_t(h_k)$ in each hypothesis changes over time, but the model $P_t(d|h_k)$ for each hypothesis does not change.

Given the recursive nature of $P_t(h_k)$, Equation (4) can be rewritten as follows:

$$P_{t+1}(h_k) \leftarrow P_t(h_k)\prod_{i=1}^{t} \frac{P_t(d_i|h_k)}{P_t(d_t)} \quad (5)$$
Here, \( P^i(d^t) \) is common to all hypotheses and can be considered a constant. Therefore, if the normalisation process is omitted, Equation (5) can be written as follows:

\[
P^{i+1}(h_k) \leftarrow P^i(h_k) \prod_{i=1}^{t} P^i(d^i|h_k)
\]  

(6)

The current confidence of each hypothesis is proportional to the prior probability multiplied by the likelihood of the data observed so far at each time step.

Next, we introduce the function of forgetting into Bayesian inference. In order to distinguish between Bayesian inference and extended Bayesian inference, we use \( C \) instead of \( P \) as follows:

\[
C^{i+1}(h_k) \leftarrow \left[ \frac{C^i(h_k)}{C^i(d^t)} \right]^{1-\beta} C^i(d^t|h_k)
\]  

(7)

Here, \( \beta \) is the forgetting rate (discount rate), and when \( \beta = 0 \), Equation (7) agrees with Equation (4). If we focus on the recursive nature of \( C^i(h_k) \), Equation (7) can be transformed as follows:

\[
C^{i+1}(h_k) \leftarrow \left[ \frac{C^i(h_k)}{C^i(d^t)} \right]^{1-\beta} \prod_{i=1}^{t} \left[ \frac{C^i(d^i|h_k)}{C^i(d^t)} \right]^{1-\beta}^{t-i} C^i(d^t|h_k)
\]  

(8)

In Equation (8), the denominator \( C^i(d^t) \) of the right-hand side is common in each hypothesis and can be considered as a constant, so if the normalisation process is omitted, it can be written as follows:

\[
C^{i+1}(h_k) \leftarrow \left[ \frac{C^i(h_k)}{C^i(d^t)} \right]^{1-\beta} \prod_{i=1}^{t} \left[ \frac{C^i(d^i|h_k)}{C^i(d^t)} \right]^{1-\beta}^{t-i}
\]  

(9)

In other words, the present confidence is multiplied by the past likelihoods with a weaker weight depending on each likelihood’s age. When \( \beta = 0 \), \( C^{i+1}(h_k) \leftarrow C^i(h_k)C^1(d^1|h_k)C^2(d^2|h_k) \cdots C^i(d^i|h_k) \), as in Bayesian inference, and the present and distant past likelihoods are evaluated equally.

In contrast, when \( \beta = 1 \), \( C^{i+1}(h_k) \leftarrow C^i(d^t|h_k) \) and the next confidence is calculated using only the likelihood for the current observation data.

Next, we introduce a learning effect (inverse Bayesian inference) into Bayesian inference.

\[
C^{i+1}(d^i|h_k) \leftarrow \left[ \frac{C^i(h_k)}{C^i(d^t)} \right]^{\gamma} C^i(d^i|h_k) \quad \text{if } h_k = \arg \max_{h_k} C^i(h_k)
\]  

\[
\text{otherwise}
\]  

(10)

Here, we modify the model of the hypothesis with the highest confidence at that point in time (henceforth denoted as \( h^t_{\text{max}} \) based on the observational data by introducing a learning rate \( \gamma \). When \( \gamma = 0 \), \( C^{i+1}(d^i|h_k) \leftarrow C^i(d^i|h_k) \) for any \( h_k \) and the model for each hypothesis becomes invariant, as in Bayesian inference. Thus, the extended Bayesian inference adds the forgetting rate \( \beta \) and the learning rate \( \gamma \) to Bayesian inference, and agrees with Bayesian inference when \( \beta = \gamma = 0 \). The extended Bayesian inference updates the confidence of each hypothesis by Equation (9) each time the data are observed and modifies the model of the hypothesis with the maximum confidence by Equation (10).

2.2. Imitation Game

As a minimal model of a non-stationary environment, we consider an imitation game with two decision-making agents (Agents 1 and 2), as shown in Figure 1. This is a game in which each agent estimates the other’s internal state; one can be regarded as the environment of the other. In the imitation game, the target of estimation for each agent is the generative model of the opponent, which changes over time depending on the estimation status of the agent and its opponent. We analyse the behaviour of the agents by running simulations of this game with different forgetting and learning rates.
Here, we modify the model of the hypothesis with the highest confidence at that point to changing \( \beta \). Figure 2a,b show the normal distribution mean value estimated by each agent and the hypothesis \( h_{\text{max}} \), which it believes most at each time step, and presents it to its opponent. Each agent observes the real number presented by its counterpart and modifies its generative model 1.

Let \( \{h_0, h_1, \cdots, h_{10}\} \) be the agent’s hypotheses. That is, the total number of hypotheses is \( K = 11 \). The initial value of confidence for each hypothesis is set to an equal probability, i.e., \( C^1(h_k) = 1/K \). The generative model for each hypothesis is a normal distribution, and the variance of the normal distribution was fixed at 0.25, and only the mean value was estimated from the observed data. The initial value of the mean of each model was set to \( \mu_k^1 = k/(K - 1) - 0.5 \) such that these values were equally spaced in the range \(-0.5\) to 0.5.

Each agent samples a real number \( d_i \) from the generative model \( C^1(d|h_{\text{max}}^1) \) of the hypothesis \( h_{\text{max}}^1 \), which it believes most at each time step, and presents it to its opponent. Each agent observes the real number presented by its counterpart and modifies its generative model and confidence values for hypotheses using the extended Bayesian inference described above. The simulation was conducted up to 2000 steps, and the data in the interval of 1000 \( t \leq 2000 \) was used for the analysis and the display.

The simulation program was developed using C++ language. The compiler was MinGW 8.1.0 64-bit for C++ [26]. The Qt library (Qt version Qt 5.15.2 MinGW 64-bit) was also used for the development [27].

3. Results
3.1. Simulation Results

Figure 2 shows the simulation results in the no-learning case (\( \gamma = 0.0 \)) with forgetting rates \( \beta = 0.005 \) and \( \beta = 0.1 \). Figure 2a,b show the normal distribution mean value estimated by each agent and the hypothesis \( h_{\text{max}}^d \) that Agent 1 believes most, respectively. Figure 2c shows the cumulative distribution functions (CDF) of \( T \), where \( T \) is the time interval from changing \( h_{\text{max}}^d \) at one point to changing \( h_{\text{max}} \) at the next point. These figures also show the results of fitting a truncated power law distribution model (green) and an exponential distribution model (red) to the simulation data. Of the observed data, we used only data within the range of \( \hat{T}_{\text{min}} \leq T \leq \hat{T}_{\text{max}} \) to improve the fitting as much as possible. See the SI for details on how we determined the fitting range \( [\hat{T}_{\text{min}}, \hat{T}_{\text{max}}] \) and the fitting method. The CDF graph is such that the CDF value when \( T = \hat{T}_{\text{min}} \) is set to ‘1’. This is also true in the following CDF graphs. To analyse the frequency distribution of \( T \), we performed 1000 simulation trials with different random seeds and used the aggregated data. It can be seen from Figure 2c that the frequency distribution of \( T \) is characterised by a truncated power law distribution in the case of \( \beta = 0.005 \), while it is characterised by an exponential distribution in the case of \( \beta = 0.1 \). Incidentally, in the case of neither learning nor forgetting, i.e., \( \beta = \gamma = 0.0 \), over time, the estimates of both agents coincide and \( h_{\text{max}} \) becomes invariant. Power laws are found in the narrow parameter region between the invariant and exponential patterns in the case without learning (\( \gamma = 0.0 \)).
Figure 2. Results of cases in which the forgetting rate was set to $\beta = 0.005$ or 0.1 without learning ($\gamma = 0.0$). The left and right columns represent the results in the case of $\beta = 0.005$ and the case of $\beta = 0.1$, respectively. (a) The time evolution of the normal distribution mean value estimated by each agent. (b) The time evolution of the hypothesis $h_{\text{max}}$ that Agent 1 believes the most. (c) Cumulative distribution function (CDF) of duration $T$ of $h_{\text{max}}$. The exponent of the truncated power law distribution for $\beta = 0.005$ was $\eta = 1.58$. The exponents of the exponential distribution for $\beta = 0.1$ was $\lambda = 0.075$. The fitting ranges $[T_{\text{min}}, T_{\text{max}}]$ for $\beta = 0.005$ and 0.1 were [5, 927] and [22, 116], respectively.

Figure 3 compares the simulation results for the no-learning case ($\gamma = 0.0$) and learning case ($\gamma = 0.1$) with forgetting rate $\beta = 0.3$. Figure 3a–c shows the normal distribution mean value estimated by each agent, the hypothesis $h_{\text{max}}$ that Agent 1 believes most, and Agent 1’s confidence in each hypothesis, respectively. In the case without learning ($\gamma = 0.0$), the confidence never stays near ‘1’ throughout the simulation period, and $h_{\text{max}}$ changes frequently. On the other hand, we can see that the overall confidence level is higher with the introduction of learning, and that there are periods when the confidence level is almost ‘1’ and $h_{\text{max}}$ is stable.
Figure 2. Results of cases in which the forgetting rate was set to $\beta = 0.005$ or 0.1 without learning ($\gamma = 0.0$). The left and right columns represent the results in the case of $\beta = 0.005$ and the case of $\beta = 0.1$, respectively. (a) The time evolution of the normal distribution mean value estimated by each agent. (b) The time evolution of the hypothesis $h_{\text{max}}$ that Agent1 believes the most. (c) Cumulative distribution function (CDF) of duration $T_{\text{max}}$ of $h_{\text{max}}$. The exponent of the truncated power law distribution for $\beta = 0.005$ was $\eta = 1.58$. The exponents of the exponential distribution for $\beta = 0.1$ was $\lambda = 0.075$. The fitting ranges $\min T_{\text{max}} \max T_{\text{max}}$ for $\beta = 0.005$ and 0.1 were [5, 927] and [22, 116], respectively.

Figure 3 compares the simulation results for the no-learning case ($\gamma = 0.0$) and learning case ($\gamma = 0.1$) with forgetting rate $\beta = 0.3$. Figure 3a–c shows the normal distribution mean value estimated by each agent, the hypothesis $h_{\text{max}}$ that Agent1 believes most, and Agent1’s confidence in each hypothesis, respectively. In the case without learning ($\gamma = 0.0$), the confidence never stays near '1' throughout the simulation period, and $h_{\text{max}}$ changes frequently. On the other hand, we can see that the overall confidence level is higher with the introduction of learning, and that there are periods when the confidence level is almost '1' and $h_{\text{max}}$ is stable.

Figure 3. Examples of time evolution when the forgetting rate $\beta = 0.3$. The left and right columns represent the results in the case without learning ($\gamma = 0.0$) and the case with learning ($\gamma = 0.1$), respectively. (a) The normal distribution mean value estimated by each agent. (b) The hypothesis $h_{\text{max}}$ that Agent1 believes the most. (c) Agent1’s confidence in each hypothesis.

Figure 4a ($\gamma = 0.0$) and Figure 4b ($\gamma = 0.1$) show the cumulative distribution functions (CDF) of duration $T$. It can be seen from Figure 4a that the frequency distribution of $T$ is characterised by an exponential distribution. The exponents for $\beta = 0.3$, 0.5, and 0.7 were $\lambda = 0.24$, 0.42, and 0.60, respectively. The larger $\beta$ is, the more observational data (information) is truncated, and the larger the value of $\lambda$.

Figure 4b shows that the CDF of $T$ is characterised by a truncated power law distribution. The exponents for $\beta = 0.3$, 0.5, and 0.7 are $\eta = 1.73$, 2.00, and 2.44, respectively, and satisfy $1 < \eta \leq 3$ in all cases. However, as the forgetting rate increases, the exponents increase because of the information deficit. As can be seen by comparing Figure 4a,b, introducing the effect of learning (inverse Bayesian inference) ($\gamma > 0.0$) turns an exponential distribution into a power law distribution.
The fitting ranges $[\hat{T}_{\min}, \hat{T}_{\max}]$ for $\beta = 0.3$, 0.5, and 0.7 were [1, 942], [6, 27], and [5, 22], respectively. The exponents of the truncated power law distribution for $\beta = 0.3$, 0.5, and 0.7 were $\eta = 1.73$, 2.00, and 2.44, respectively. $1 < \eta \leq 3$ was satisfied in all cases. The fitting ranges $[\hat{T}_{\min}, \hat{T}_{\max}]$ for $\beta = 0.3$, 0.5, and 0.7 were [29, 920], [18, 890], and [8, 720], respectively.

Figure 4. Results of cases in which the forgetting rate was set to $\beta = 0.3$, 0.5, or 0.7. (a) Cumulative distribution function (CDF) of duration $T$ of $h_{\text{max}}$ in the case without learning ($\gamma = 0.0$). The exponents of the exponential distribution for $\beta = 0.3$, 0.5, and 0.7 were $\lambda = 0.24$, 0.42, and 0.60, respectively. The fitting ranges $[\hat{T}_{\min}, \hat{T}_{\max}]$ for $\beta = 0.3$, 0.5, and 0.7 were [14, 61], [6, 27], and [5, 22], respectively. (b) Cumulative distribution function (CDF) of duration $T$ of $h_{\text{max}}$ in the case with learning ($\gamma = 0.1$). The exponents of the truncated power law distribution for $\beta = 0.3$, 0.5, and 0.7 were $\eta = 1.73$, 2.00, and 2.44, respectively. $1 < \eta \leq 3$ was satisfied in all cases. The fitting ranges $[\hat{T}_{\min}, \hat{T}_{\max}]$ for $\beta = 0.3$, 0.5, and 0.7 were [29, 920], [18, 890], and [8, 720], respectively.

Originally, the extended Bayesian inference model has a single parameter, as shown in the SI (Supplementary Material) and references [24,25]. That is, we treated only the cases of $\beta = \gamma$ and represented these as the same parameter $\alpha$. Figure 5 shows the CDF of $T$ in the cases of $\alpha = 0.3$, 0.5, and 0.7. These results represent all power law distributions with the exponents close to 2.0.

Figure 5. Universally seen power laws. Power laws are found in a wide range of parameter regions; the exponents of the truncated power law distribution are close to 2. (a) $\alpha = 0.3$, that is, $\beta = \gamma = 0.3$. The exponent of the truncated power law distribution was $\eta = 1.91$. The fitting range $[\hat{T}_{\min}, \hat{T}_{\max}]$ was [4, 808]. (b) $\alpha = 0.5$, that is, $\beta = \gamma = 0.5$. The exponent of the truncated power law distribution was $\eta = 1.92$. The fitting range $[\hat{T}_{\min}, \hat{T}_{\max}]$ was [1, 942]. (c) $\alpha = 0.7$, that is, $\beta = \gamma = 0.7$. The exponent of the truncated power law distribution was $\eta = 2.10$. The fitting range $[\hat{T}_{\min}, \hat{T}_{\max}]$ was [4, 970].

3.2. Comparison between with and without Learning

We analysed how confidence changes with changes in forgetting rates. Figure 6a shows the relationship between the time averages of the confidence values in $h_{\text{max}}$ and the forgetting rate. With or without the learning effect, the mean value of confidence decreases as the forgetting rate increases in both cases. In other words, as non-stationarity increases and the amount of information decreases, the confidence decreases. However, a
comparison at the same forgetting rate shows that the presence of learning increases the confidence level.

Figure 6b shows the relationship between confidence and duration of \( h_{\text{max}}^l \). The confidence shown here is the average confidence in the duration of a certain length \( T \). In the absence of learning (\( \gamma = 0.0 \)), the maximum duration was 60. The maximum confidence level was approximately 0.40, although it tended to increase as the duration increased. In other words, the confidence level is not very high, and we do not see a long duration. Conversely, in the case with learning (\( \gamma = 0.1 \)), the confidence increases as the duration increases, and the confidence exceeds 0.99 when the duration is approximately 300. Thus, agents hypothesize with strong confidence. To calculate the average confidence in Figure 6a,b, we performed 1000 trials of simulations with different random seeds and used the aggregated data.

![Figure 6](image_url)

**Figure 6.** Comparison between cases with no learning (\( \gamma = 0.0 \)) and learning (\( \gamma = 0.1 \)). (a) Change in the time average of confidence level with change in the forgetting rate. (b) The relationship between duration \( T \) of \( h_{\text{max}}^l \) and confidence (\( \beta = 0.3 \)). The vertical axis represents the average confidence during \( T \) indicated by the horizontal axis. As the duration increases, the confidence in the hypothesis increases. The duration on the horizontal axis is displayed up to 300 for clarity.

4. Discussion

In this study we consider the question, ‘What mechanism allows us to be convinced of something even though there is insufficient information for the search target?’ To deal with this problem, we first presented an extended Bayesian inference that introduces forgetting and learning (inverse Bayesian inference) functions into Bayesian inference. We then incorporated this extended Bayesian inference into two decision-making agents and simulated an imitation game in which they read each other’s internal states.

We choose an action from among various options in our daily decision-making, and this choice is accompanied by a degree of certainty. Even if the same action A is selected as a result in different cases, the degree of confidence at the time of selection varies, for example, thinking ‘only A is possible’ or ‘it may be A’. When we lack information and experience, we cannot be sure of our choices. Conversely, when one makes a choice based on complete information, one has confidence in the choice. In other words, the amount of information obtained is proportional to the degree of confidence. However, an action chosen with certainty can actually be wrong. This type of confidence stems from our own active assumptions, rather than objective and complete information. In this study, we model such active assumptions as inverse Bayesian inference.

In stationary environments, Bayesian inference is considered the best method to utilise all information from the distant past to the present. However, for proper estimation in non-stationary environments, it is necessary to discard information about the distant past. In this case, the agent is not sure of its estimation results because of the lack of information. As a result, it frequently changes the estimates, and an exponential distribution appears.
As the lack of information becomes more pronounced, that is, the rate of forgetting increases, the exponent of the exponential distribution that the frequency distribution of the duration of the hypotheses follows increases. By introducing inverse Bayesian inference, the frequency distributions of the duration change from exponential distributions to truncated power law distributions. Interestingly, in the cases where the forgetting rate and the learning rate coincide, over a wide range of parameter areas, the exponents of the truncated power law distributions are close to 2.0, which is the value that achieves optimal foraging behaviour [10].

In inverse Bayesian inference, confidence is increased by modifying the content of the hypothesis to fit the observed data. As shown in Figures 3c and 6a, inverse Bayesian inference (learning) has the effect of increasing the confidence level, and even in situations where there is insufficient information, the confidence level sometimes approaches one. In this case, as shown in Figure 6b, a longer duration tends to correspond to higher confidence.

The simulation of the imitation game in this study could also be performed using a dynamic linear model (DLM) of the state space model [28]. In the DLM, if the covariance of the process noise is larger than that of the observation noise, the Kalman gain is larger; thus, the estimation will focus on more recent data. Accordingly, the forgetting rate may be mapped to the covariance of the process noise or the Kalman gain. The simulation using DLM is a subject for future work.

In the Exploration and Preferential Return (EPR) model, both exploration as a random walk process and the human propensity to revisit places that we have visited before (preferential return) are incorporated. One of these two competing mechanisms is selected probabilistically at each time step in EPR [13]. Exploration and exploitation are two essential components of any optimisation algorithm [29]. Finding an appropriate balance between exploration and exploitation is the most challenging task in the development of any meta-heuristic algorithm because of the randomness of the optimisation process [30].

In our simulations, a power law distribution was produced by a mixture of two competing mechanisms: a long-duration of hypothesis based on confidence and a short-duration of hypothesis estimated while lost. Interestingly, these conflicting patterns of behaviour arise from a single system of extended Bayesian inference without being prepared separately.

As mentioned in the Introduction section, the Levy walk is a type of random walk, with the frequency distribution of the step length as a power law distribution. Wang et al. [31] demonstrated that the frequency distribution of not only the step length but also the duration of stay in a location is a power law distribution in human mobility. In addition, Wang et al. [31] and Rhee et al. [12] demonstrated that the temporal variation of step length is autocorrelated, that is, the temporal variation of step length is time dependent.

Ross et al. [32] demonstrated that in human exploration behaviour, the mode of exploration changes depending on the encounter with the prey. Particularly, they indicated that in response to encounters, hunters produce a more tortuous search of patches of higher prey density and spend more of their search time in patches; however, they adopt more efficient unidirectional, inter-patch movement after failing to encounter prey over a sufficient period.

These findings indicate that human search behaviour is not a random walk, and humans switch their behaviour based on some type of decision-making through interactions with the outside world. In this study, we demonstrated that in a non-stationary environment, the learning and reasoning function intermittently induces a stable mode in which the confidence in a particular hypothesis is nearly 1.0, along with an unstable mode in which the confidence in each hypothesis is low and the hypothesis changes frequently. In the unstable mode, the hypothesis itself changes sequentially, whereas in the stable mode, the hypothesis is fixed and the content of the hypothesis is slightly modified to fit the observed data.

Our proposed model could be one of the models for switching between decision-making modes based on confidence. In the future, we would like to perform simulations in which such switching of the decision-making mode is reflected in the search behaviour.
and investigate the frequency distribution of step length and the time dependence of step length change.

Namboodiri et al. [11] showed through experiments with humans that the discount rate (forgetting rate) plays an important role in search behaviour. As shown in Figure 2, time-varying patterns of a hypothesis with maximum confidence are characterised by forgetting rates in our model. When the forgetting rate is zero, there is no information loss, and the hypothesis is invariant based on beliefs grounded in complete information. Conversely, when the forgetting rate is high, the estimation results (the hypothesis with maximum confidence) fluctuate because the information is truncated, and the confidence level decreases. As a result, the frequency distribution of the duration of the hypothesis with maximum confidence becomes exponential, as shown in Figure 4a. Power law distributions, which combine both properties, appear in the parameter region between the invariant and the exponential patterns (Figure 2c).

Abe [33] constructed a model in which the Lévy walk appears by coupling two tent maps. In this model, the coupling strength between the two tent maps is represented by the parameter $\varepsilon$. For large values of $\varepsilon$, the output values $x^t$ and $y^t$ of the two coupling tent maps become identical, and the movement pattern in the two-dimensional coordinates becomes a straight line. Conversely, when $\varepsilon$ is small, these move independently, and the movement pattern is a Brownian walk. A Lévy walk appears in a narrow parameter range between the two extremes.

In our model, when the forgetting rate is small, the estimates between the two agents tend to agree and have higher confidence as they acquire more information about each other. In contrast, when the forgetting rate is high, the confidence is lowered due to the lack of information about the other party, and inconsistency occurs between the two estimates. Thus, the forgetting rate can be interpreted as a parameter representing the coupling strength between two agents. A simple comparison is not possible because of the difference between tent maps and Bayesian inference. However, we may be able to discuss self-organising criticality (SOC) in our model, as Abe did, by mapping $\beta$ to $\varepsilon$. In the case of SOC, power laws (Lévy walks) are found in a very narrow parameter range. Hence, in order to explain the universality of power laws found in nature, it is necessary to explain why such parameter regions are selected. Abe attributed this phenomenon to the large dynamic range [33]. In contrast, in our model, power laws are universally found in a wide range of forgetting rate regions by introducing inverse Bayesian inference (learning). That is, in our model, the argument for SOC is only valid in the special case where the learning rate is $\gamma = 0.0$. Using a swarm model incorporating BIB inference, Gunji et al. showed that critical phenomena universally emerge without SOC [22]. In this model, critical behaviour is achieved not only at the edge of chaos but anywhere in the parameter space. Detailed discussions on SOC using our model will be had in the future.

5. Conclusions

We presented an algorithm that introduced the effects of learning and forgetting into Bayesian inference, which was proposed by Shinohara et al. [24,25], and simulated an imitation game between decision-making agents that incorporated the algorithm.

In the case of only forgetting without learning, confidence level in one’s chosen hypothesis remained low due to a lack of the other party information, and frequently changed the estimation results. As a result, exponential distributions were observed in a wide range of forgetting-rate areas.

In the case of neither forgetting nor learning, the other party information was not truncated, so that the confidence level remained high based on the complete information and the hypothesis became invariant. Power law appeared only in forgetting rate regions near zero. Conversely, when learning was introduced, power law distributions emerged universally in a wide range of parameter areas by the mixture of high- and low-confidence states. It may be said that the conviction here is not based on complete information, but on active conjecture.
In this paper, we showed that in a non-stationary environment, this kind of active conjecture intermittently induces a stable mode in which the hypothesis is fixed, and the content of the hypothesis is slightly modified to fit the observed data; this is an unstable mode in which the hypothesis itself is changed sequentially. Our proposed model may provide a model for the switching of behavioural modes in human exploratory behaviour.

One limitation of our simulation is that it was conducted with only two agents. In the future, we aim to run simulations with a large number of decision-making agents to analyse their behaviour in a group.
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