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ABSTRACT

We analyse the influence of fluid yield stress on propagation of a radial (penny-shaped) hydraulic fracture in a permeable reservoir. In particular, the Herschel-Bulkley rheological model is adopted that includes yield stress and non-linearity of the shear stress. The rock is assumed to be linear elastic, and the fracture is driven by the point source fluid injection with a constant volumetric rate. The fracture propagation condition follows the theory of linear elastic fracture mechanics, and Carter’s leak-off law is selected to govern the fluid exchange process between the fracture and formation. The numerical solution for the problem is found using the algorithm based on Gauss-Chebyshev quadrature and Barycentric Lagrange interpolation techniques. We also construct an approximate solution with the help of the global fluid balance equation and the near-tip region asymptote. The latter approximation is computationally efficient, and we estimate its accuracy by comparing the primary crack characteristics such as opening, pressure, and radius with that provided by the full numerical solution. We present examples corresponding to typical field cases and demonstrate that the addition of yield stress can lead to shorter radius and wider opening compared to the corresponding case with a simpler power-law fluid rheology. Further, we quantify the limiting propagation regimes (or vertex solutions) characterised by dominance of a particular physical phenomenon. Relative to the power-law results, there are two new vertices that are associated with domination of yield stress: storage-yield-stress and leak-off-yield-stress. To understand the influence of various problem parameters, we utilise the constructed approximate solution to investigate the dimensionless parametric space for the problem, in which the applicability domains of the limiting solutions are quantified. This enables one to quickly determine whether the yield stress provides a strong influence for a given problem parameters.

1. Introduction

Hydraulic fractures are fluid-filled tensile cracks propagating in a solid material, such as Earth’s crust, and their dynamics is driven by the high-pressure fluid injection. Hydraulic fractures exist in nature in the form of magma-filled dykes (Spence and Turcotte, 1985; Lister, 1990; Rivalta et al., 2015; Dontsov, 2016b) and fluid-filled cracks in glacier beds (Tsai and Rice, 2010; van der Veen, 2007). However, most often they are human-made, and are utilised in the oil and gas fields to enhance production of hydrocarbons (Economides et al., 1989, 2002). Horizontal wells with multistage hydraulic fracturing have quickly become popular in low permeability formations because, in this case, the connection between the reservoir and wellbore has large area (Vishkai and Gates, 2019).

With respect to petroleum applications, hydraulic fracturing fluid is injected through a wellbore into the reservoir rock resulting in the breakdown. A number of parameters can be adjusted to optimise the treatment, such as volumetric injection rate and hydraulic fracturing fluid properties. Besides breaking the rock, the hydraulic fracturing fluid also carries proppant inside the crack channel, which prevents complete crack closure after shut-in. The fracturing fluid rheology and pumping schedule are typically engineered to achieve the following goals (Economides et al., 1989; Barbati et al., 2016): creation of the sufficient crack aperture for proppant placement, minimisation of proppant particle settling (Osiptsov, 2017), reducing the risk of the bridging (Garagash et al., 2019), reduction of fluid leak-off rate into the permeable reservoir, decreasing the energy consumption required to pump fluid (Lecampion and Zia, 2019), and setting the stage for favourable conditions for flowback (Osiptsov et al., 2019).
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The fracturing fluid is a complex mixture that contains specific additives, e.g., polymeric substances, which allows one to achieve the desired rheological properties (Osiptsov, 2017). Typical fracturing fluid exhibits non-Newtonian shear-thinning behaviour within the specific range of the shear rate values, i.e. the fluid viscosity declines with the shear rate growth, while for small and large shear rates, the fluid viscosity reaches a constant (Moukhtari and Lecampion, 2018). At the same time, the fracturing foams (Gu and Mohanty, 2015; Faroughi et al., 2018; Fu and Liu, 2019), emulsions, suspensions with proppant and fibers (Stickel and Powell, 2005; Osiptsov, 2017) have the shear-thinning rheology with yield stress. The most recent study of the rheology of guar-based cross-linked fluid on high-precision measurement equipment demonstrated Molchanov et al. (2021) that the yield stress is actually an “apparent” yield stress, i.e. the fluid in fact flows at any small shear rate but with a very high viscosity. In other words, there is a plateau in the dependence of the apparent viscosity on the shear rate in the range of small shear rates. Despite this fact, Herschel-Bulkley model is still able to capture the behaviour further away from this plateau.

Bearing in mind that the mixture of hydraulic fracturing fluid with proppant particles is a concentrated suspension, there is a major challenge in modelling suspension transport in a fracture in the entire range of particle volume fractions, varying sometimes from dilute suspension through concentrated flowing suspension (typical of most treatments) to jamming and close packing. A comprehensive fundamental overview of the state of the art in fluid mechanics of suspensions can be found in Morris (2020b), with a more narrow focus on shear-thickening of concentrated suspensions near the close-packing limit given in the review Morris (2020a). Applied issues and challenges in modelling of suspension flow with application to the design of hydraulic fracturing technology can be found in Osiptsov (2017).

Various rheological models are established for describing the fracturing fluid properties. In the case of pure water or slickwater, Newtonian fluid model is often applied for which the shear stress is linearly proportional to the shear rate. When fracturing fluid has shear-thinning behaviour, we can utilise power-law model (Bird et al., 1987). However, it overestimates and underestimates the fluid viscosity at low and high shear rates correspondingly. This discrepancy can be fixed with the help of the more complex rheological models such as Cross fluid (Cross, 1965), Carreau fluid (Carreau, 1972), truncated power-law model (Lavrov, 2015), or Ellis fluid (Brodkey and Brodkey, 1967). The rheological models mentioned above do not take into account yield stress, whose impact on the flow behaviour can be significant for some fracturing fluids. Herschel–Bulkley rheological model (Herschel and Bulkley, 1926) is a generalisation of the power-law model, and it includes the yield stress. The limiting cases of Herschel–Bulkley model are Newtonian, power-law and Bingham plastic (Bingham, 1922) models. Despite the Herschel-Bulkley fluid does not capture viscosity saturation for low and high shear rates, it provides important insights to what is happening within the power-law region of the realistic fracturing fluid.

Various numerical models have been developed over time to simulate hydraulic fracture growth, and their geometric complexity increases gradually. The first models have simple two dimensional geometries: Perkins-Kern-Nordgren (PKN) (Perkins et al., 1961; Nordgren et al., 1972), Khristianovich-Zheltov-Geertsma-De Klerk (KGD) (Khristianovic and Zheltov, 1955; Geertsma et al., 1969) and penny-shaped (or radial) (Abe et al., 1976). Recent two decades saw both analytical and numerical development of the KGD and radial models to correctly account for the multiphysical processes and their non-trivial coupling (see review of Detournay (2016) and discussion later in this Section) and provide blueprints and benchmarks for physically sound numerical three dimensional models of more realistic hydraulic fractures: pseudo-3D (Settari et al., 1986; Adachi et al., 2010; Donskov and Peirce, 2015a) and planar-3D (Lee and Lee, 1990; Vandamme and Curran, 1989; Peirce and Detournay, 2008; Peirce, 2015; Donskov and Peirce, 2017b). Further, numerical models for simultaneous growth of multiple hydraulic fractures were proposed (Lecampion and Desroches, 2015; Suarez-Rivera et al., 2019; Donskov et al., 2019a). A more extended overview of hydraulic fracture propagation models and insights about the utilised numerical techniques can be found in the following review papers (Adachi et al., 2007; Detournay, 2016; Lecampion et al., 2018; Nguyen et al., 2020).

Generally, linear elastic fracture mechanics (LEFM) theory is assumed to govern hydraulic fracture propagation in the numerical models, although its limitations have been recently highlighted in Garagash (2019), Liu and Lecampion (2021). According to its basics, the crack advances when the stress intensity factor exceeds the critical value known as the rock toughness (Irvin, 1957). An alternative formulation of this criterion is the square-root behaviour of the crack opening profile near the moving front (known as the toughness asymptote). In the general case, it describes the opening profile along the limited region adjacent to the front (Bunger and Detournay, 2008) because of the realisation of other physical phenomena during propagation besides the brittle rock failure: viscous fluid flow in the crack channel and leak-off to the reservoir. Typical mesh in the numerical hydraulic fracturing simulators is relatively coarse in order to save computation time. That is why the specialised near-tip region models can be preferred over the LEFM asymptote to increase the accuracy of the numerical calculations. The fracture tip model determines the fracture front location for
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each time instance, describes the fracture characteristic profiles (opening, pressure) near the tip, and resolves the impact of all physical processes on the crack propagation (multiscale model). The tip region is investigated via a semi-infinite fracture model, in which the fracture is moving with a constant velocity that corresponds to an instantaneous local velocity of the finite (parent) fracture front. The viscosity and leak-off tip asymptotic solutions for a hydraulic fracture driven by a power-law fluid were obtained by Desroches et al. (1994) and Lenoch (1995), respectively. The effects of the vapour lag presence at the fracture tip are investigated in works (Rubin, 1993; Garagash and Detournay, 2000). The multiscale tip solution incorporating toughness, viscosity and leak-off limiting regimes is investigated in Garagash et al. (2011), and, afterwards, Dontsov and Peirce (2015b) proposed its approximate version which can be easily integrated into planar-3D models, e.g., as it is done in (Dontsov and Peirce, 2017b). In the majority of the models, the fluid exchange process between the fracture and permeable reservoir is governed by Carter’s leak-off law. However, the tip model can also be considered with a more complex pressure-dependent formulation as in (Detournay and Garagash, 2003; Kovalyshen, 2010; Kanin et al., 2020d). In the aforementioned near-tip region models, the fluid flow in the fracture channel is assumed to be laminar. The impact of the laminar-to-turbulent flow regime transition inside the fracture channel is analysed by Dontsov (2016c); Lecampion and Zia (2019); Kanin et al. (2020a,c). The generalised asymptotic solutions for a hydraulic fracture driven by a non-Newtonian fluid are developed in the following works: (Dontsov and Kresse, 2018) for the power-law rheology, (Moukhtari and Lecampion, 2018) for the Carreau model and (Bessmertnykh and Dontsov, 2019) for the Herschel-Bulkley model. The influence of cohesive zone and analysis of the LEFM usage constraints in the hydraulic fracture tip problem are examined by Garagash (2019). The near-tip region of a hydraulic fracture with proppant particles is studied in the paper (Bessmertnykh et al., 2020).

The near-tip region models have also been applied for the development of approximate solutions for a finite crack. The idea is the following: the fracture width profile is a continuation of the corresponding characteristic near the moving front. Further, given the width solution, the dynamics of the finite fracture is retrieved from the global fluid balance. This concept is applied for a radial and plane-strain fracture models (Dontsov, 2016a, 2017; Garagash, 2019), as well as for a more general case of an elliptic fracture (Dontsov et al., 2019b).

This paper considers a radial hydraulic fracture model in which the crack is formed in a pre-defined plane, and its geometry is axisymmetric relative to the injection point. The numerical model for a penny-shaped fracture in an impermeable rock driven by laminar flow of a Newtonian fluid is investigated by Savitski and Detournay (2002). The toughness dominated regime, i.e. when the fluid viscosity can be neglected, of a radial fracture in a permeable rock is analysed by Bunger et al. (2005) based on the earlier studies for the plane-strain fracture (Garagash, 2000, 2006b). The early-time solution for a plane-strain fracture with a vapour lag is constructed by Garagash (2006c), and, further, extended to the radial fracture geometry by Bunger and Detournay (2007). The numerical model for a radial fracture taking into account the rock toughness, fluid viscosity and leak-off is presented in (Madyarova, 2003) for Newtonian fluid. The limiting cases of a penny-shaped fracture model with three dimensional pore pressure diffusion and poroelastic effects are considered by (Kovalyshen, 2010; Kovalyshen et al., 2013), while the corresponding hydraulic fracture model with the one dimensional fluid exchange is proposed in the paper (Kanin et al., 2020b) where the authors carry out validation of the applicability domain of Carter’s leak-off law for the fluid exchange description. The occurrence of turbulent flow regime inside the radial fracture channel is explored by Dontsov and Peirce (2017a); Zolfaghari and Bunger (2019) for pure water and Lecampion and Zia (2019) for slickwater cases. The impact of the power-law fluid rheology on the fracture propagation is firstly studied by Adachi and Detournay (2002); Garagash (2006a) for the plane-strain geometry, and, afterwards, for the penny-shaped fracture in works (Peck et al., 2018a,b), in which the universal fluid velocity based algorithm are utilised (Wrobel and Mishuris, 2015; Perkowska et al., 2016). The same problem is addressed from scaling point of view in (Dontsov, 2019). The power-law dependence of fracture toughness with fracture length is embedded into a radial fracture model by Liu et al. (2019). It is important to highlight that Liu et al. (2019) utilise a numerical algorithms based on Gauss-Chebyshev quadrature and Barycentric Lagrange interpolation techniques discussed earlier by Viesca and Garagash (2018), which allows one to construct an accurate numerical solution of the multi-scale problem without explicit implementation of the near-tip asymptotic solutions. Since the primary focus of the present paper is non-Newtonian fluids, we also should mention the work of Garagash and Sarvaramini (2012) investigating the conditions for the onset of the plain-strain fracture propagation with plastic fluid and the recent papers of Wrobel (2020); Wrobel et al. (2020) where the authors consider PKN and KGD (plane-strain) hydraulic fracture models filled by the fluid with the truncated power-law rheology.

The vast majority of previous studies do not consider the impact of fluid yield stress on propagation of a finite hydraulic fracture, so we would like to fill the gap and discuss this topic on the example of a radial fracture. To take into account the required parameter, we assume that the Herschel-Bulkley model governs the fracturing fluid.
rheological behaviour. The main aims of the present work are the following: (i) to implement a solver for calculating an accurate numerical solution for the radial fracture, (ii) to construct an approximate computationally efficient solution for rapid estimations, (iii) to derive limiting propagation regimes occurring in the model, (iv) to explore the problem parametric space and (v) to analyse variations of the fracture characteristics depending on the yield stress and leak-off intensity for different values of the flow index.

The paper is organised in as follows. Section 2 outlines the problem formulation and the governing equations. In Section 3, we describe the methodology for calculating numerical solution, and, after that, we provide insights into getting the simplified approximate solution. Section 4 revisits the known limiting propagation regimes for a radial crack in a permeable rock and introduces the new members associated with dominance of yield stress. In that section, we also establish the conceptual representation of the problem parameter space and discuss the solution trajectories. Section 5 presents analysis of the results, including normalisation of the governing equations, estimation of the admissible ranges for the dimensionless parameters, extensive exploration of the parameter space, as well as discusses examples for several typical field cases. Finally, we summarise the findings of the paper and discuss potential applications of the developed model in Section 6.

2. Model formulation
2.1. Problem definition

The present paper considers a radial (penny-shaped) hydraulic fracture model whose sketch is shown in Figure 1. The crack grows along the plane perpendicular to the far-field confining stress due to fluid injection through a point source. The fracture is axisymmetric, i.e. there is a symmetry relative to the axis passing through the source and perpendicular to the fracture plane. For the model construction, we introduce the in-plane polar coordinate system \((r, \theta)\) with the origin at the source. Due to symmetry, the spatiotemporal characteristics do not depend on the polar angle \(\theta\).

The volumetric rate of fluid injection is constant and is denoted by \(Q_0\), so that the injected volume is equal to: \(V_{\text{inj}}(t) = Q_0 t\). The ambient rock is taken as linear elastic with Young’s modulus \(E\) and Poisson’s ratio \(\nu\). We assume that the size of the zone, where the dissipation processes associated with the rock failure happen, is small compared to other length scales realised in the model, e.g., linked with the viscous fluid flow and leak-off. Consequently, the linear elastic fracture mechanics (LEFM) theory can be applied to model quasi-static fracture propagation in a solid medium with toughness \(K_{Ic}\). The fracture surface is exerted by the fluid pressure \(p_f(r, t)\) from the internal side, while the far-field confining stress is \(\sigma_0\). The radial fracture model is fully characterised by the opening profile \(w(r,t)\), radius \(R(t)\), net pressure profile \(p(r, t) = p_f(r, t) - \sigma_0\) and efficiency parameter \(\eta(t) = V_{\text{crack}}(t)/V_{\text{inj}}(t)\), where \(V_{\text{crack}}(t)\) is the fracture volume.

Hydraulic fracturing fluid has Herschel-Bulkley rheology given by the constitutive relation:

\[
\tau_m = \tau_0 + M \dot{\gamma}^n, 
\]  

(1)
where \( \tau_m \) is the shear stress, \( \tau_0 \) is the yield stress, \( \dot{\gamma} \) is the shear rate, \( M \) is the consistency index, and \( n \) is the flow index. When the yield stress is non-zero (\( \tau_0 > 0 \)), and the shear stress is less than the yield stress (\( \tau_m < \tau_0 \)), the unyielded (or plug) zone is formed where the fluid behaves like a solid. Since the shear stress is linear across the aperture and equals zero at the centerline, the plug zone is formed in the middle of the crack channel, and its width \( 2y_p(r, t) \) is apriori unknown function of position and time (Figure 1). The Herschel-Bulkley rheological model has three limiting cases: (i) Newtonian fluid when \( \tau_0 = 0 \) and \( n = 1 \) (\( M \) corresponds to the dynamic viscosity), (ii) power-law fluid when the yield stress is zero \( \tau_0 = 0 \), and, finally, (iii) it reduces to Bingham model when \( \tau_0 \neq 0 \) and \( n = 1 \). The fluid flow inside the fracture channel is controlled by lubrication theory (Batchelor, 1967), its velocity and the flow rate are denoted by \( v(r, t) \) and \( q(r, t) = w(r, t)v(r, t) \), respectively. The fracture and fluid fronts are assumed to coincide in the model, which means that the lag filled by the vapour (Garagash and Detournay, 2000) or pore fluid (Detournay and Garagash, 2003; Kanin et al., 2020d) adjacent to the fracture front is negligibly small.

The host rock is porous (with porosity \( \phi_p \)) and permeable (with permeability \( k \)). The fluid exchange process between the fracture and the formation is taken in the form of the fracturing fluid filtrate leak-off, and its properties are assumed to be similar to water (viscosity \( \mu \) and compressibility \( c_f \)). The leak-off is modelled by Carter’s law (Carter, 1957) which presents the one-dimensional and pressure-independent process. Following this law, the leak-off rate \( g(r, t) \) is proportional to the inverse square root of the “exposure time”, i.e. the interval between the current time and the time instant at which the fracture tip was at a given point on the fracture plane. The proportionality coefficient is called Carter’s leak-off coefficient \( C_L \). When the filter-cake does not form, and the leaked fluid properties are identical to the pore fluid characteristics (Kovalyshen, 2010; Kanin et al., 2020d), the Carter’s coefficient is calculated from:

\[
C_L = k(\sigma - p_0)/(\mu \sqrt{\pi c}),
\]

where \( p_0 \) is the far-field pore pressure, and \( c = k/(\phi_p c_f \mu) \) is the diffusivity coefficient. The reader can find the expressions for Carter’s leak-off coefficient in other cases, e.g., filter-cake presence, in (Economides et al., 1989).

### 2.2. Governing equations

In this section, we discuss the system of governing equations. It is formulated for the unknown crack radius \( R(t) \), opening \( w(r, t) \) and net fluid pressure \( p(r, t) \) profiles. The fracture characteristics depend on time \( t \), distance from the point source \( r \), the set of material parameters:

\[
E' = \frac{E}{1 - v^2}, \quad K' = 4\sqrt{\frac{2}{\pi}} K_f c, \quad M' = \frac{2^{n+1}(2n+1)^n}{n^n} M, \quad C' = 2C_L, \quad (2)
\]

as well as the injection rate \( Q_0 \) and the yield stress \( \tau_0 \). In equation (2), \( E' \) is the plane strain elastic modulus, \( K' \) and \( M' \) are toughness and viscosity parameters, and \( C' \) is the leak-off parameter.

#### 2.2.1. Crack elasticity

The elasticity equation expresses the net fluid pressure \( p(r, t) \) in terms of the crack aperture \( w(r, t) \) and radius \( R(t) \) (Arin and Erdogan, 1971; Cleary and Wong, 1985; Savitski and Detournay, 2002):

\[
p(r, t) = -\frac{E'}{2\pi R(t)} \int_0^{R(t)} G \left( \frac{r}{R(t)}, \frac{s}{R(t)} \right) \frac{\partial w(s, t)}{\partial s} ds, \quad (3)
\]

The integral kernel \( G(\rho, s) \) in equation (3) has the following form:

\[
G(\rho, s) = \begin{cases} \frac{1}{\rho} K \left( \frac{s^2}{\rho^2} \right) + \frac{s}{s^2-\rho^2} E \left( \frac{s^2}{\rho^2} \right), & \rho > s, \\ \frac{s}{s^2-\rho^2} E \left( \frac{s^2}{\rho^2} \right), & \rho < s, \end{cases} \quad (4)
\]

where \( K(x) \) and \( E(x) \) are the complete elliptic integrals of the first and the second kind, respectively.

#### 2.2.2. Fluid flow

Based on lubrication theory (Batchelor, 1967), we write out the width-averaged mass conservation equation for the fluid flow inside the crack channel:

\[
\frac{\partial w}{\partial t} + \frac{1}{r} \frac{\partial (rq)}{\partial r} + g(r, t) = 0, \quad q(r, t) = w(r, t)v(r, t). \quad (5)
\]
The equation for the leak-off rate $g(r, t)$ is provided by Carter’s law:

$$
g(r, t) = \frac{C'}{\sqrt{t - t_0(r)}},$$  \hspace{1cm} (6)

where $t_0(r)$ is the inverse fracture radius function: $t_0(r) = R^{-1}(t)$, i.e. it indicates the time moment at which the fracture front was at the distance $r$ from the source.

By considering Herschel-Bulkley fluid flowing under a constant pressure gradient inside a constant width channel, one can derive the velocity profile from the combination of the momentum conservation equation and the constitutive relation (1). Averaging the latter across the channel Bessmertnykh and Dontsov (2019), the following equation for the fluid flow velocity is obtained:

$$
v = -\frac{w^{1+1/n}}{M^{1/n}} \frac{\partial p}{\partial r} \left| \frac{\partial p}{\partial r} \right|^{1/n-1} \left( 1 - \frac{2y_r}{w} \right)^{1+1/n} \left( 1 + \frac{n}{n+1} \frac{2y_r}{w} \right), \quad y_r = r_0 \left| \frac{\partial p}{\partial r} \right|^{-1},$$  \hspace{1cm} (7)

where $y_r$ is the half-size of the plug zone. One can notice that at the fluid source and at the tip $y_r(0, t) = y_r(R(t), t) = 0$ since the pressure gradient is singular there. Therefore, the spatial profile $y_r(r, t)$ always has an intermediate maximum value as shown schematically in Figure 1.

Equation (7) reduces to Poiseuille’s law for Newtonian fluid case when $r_0 = 0$ and $n = 1$:

$$
v = -\frac{w^2}{M} \frac{\partial p}{\partial r}.$$  \hspace{1cm} (8)

and to the power-law fluid case when $r_0 = 0$ (Economides et al., 1989):

$$
v = -\frac{w^{1+1/n}}{M^{1/n}} \frac{\partial p}{\partial r} \left| \frac{\partial p}{\partial r} \right|^{1/n-1}.$$  \hspace{1cm} (9)

The Reynolds equation is obtained by substitution of the fluid velocity (7) into the continuity equation (5).

### 2.2.3. Fracture propagation

The LEFM theory states that for quasi-static propagation of a hydraulic fracture, the stress intensity factor matches rock toughness: $K_I = K_{Ic}$. The alternative form to this condition can be expressed in terms of the near-tip asymptotic behaviour of the fracture opening $w(r, t)$ (Irvin, 1957):

$$
w = \frac{K'_I}{E'} \sqrt{R - r}, \quad r \rightarrow R.$$  \hspace{1cm} (10)

If the crack propagation velocity $V = dR/dt = \dot{R}$ is zero, the tip asymptote has the following form:

$$
w = \frac{K'_I}{E'} \sqrt{R - r}, \quad r \rightarrow R,$n$$

where $K'_I$ is an unknown scaled stress intensity factor, whose value is less than the critical value $K'$. 

### 2.2.4. Boundary conditions

At the fracture inlet, the volumetric flow rate should be equal to the specified value $Q_0$:

$$
\lim_{r \to 0} 2\pi r q(r, t) = \lim_{r \to 0} 2\pi r w(r, t) v(r, t) = Q_o.$$

In turn, the crack tip is characterised by zero opening and no-flux condition:

$$
w(R, t) = 0, \quad q(R, t) = 0.$$  \hspace{1cm} (11)
2.2.5. Global fluid volume balance

By integrating the continuity equation (5) with respect to time and distance and taking into account the boundary conditions (9), (10), we derive the global fluid balance equation:

\[
Q_0 t = 2\pi \int_0^R r w(r, t) dr + 4\pi c' \int_0^R r \sqrt{t - t_0(r)} dr.
\]  

(11)

It can be interpreted as the injected volume \( V_{\text{inj}} \) is distributed between the crack volume \( V_{\text{crack}} \) and the volume leaked into the permeable formation \( V_{\text{leak-off}} \).

3. Solution methodology

This section outlines methods used to compute numerical solution of the posed problem. We utilise two different approaches. The first one is a direct numerical approach that allows us to evaluate the crack parameters accurately, and it is based on Gauss-Chebyshev quadrature and Barycentric Lagrange interpolation techniques. It was first proposed for solving hydraulic fracture propagation problems by Viesca and Garagash (2018). Liu et al. (2019) expanded this methodology for modelling the propagation of finite fractures (radial and KGD), and here, we use their approach and adjust it to capture Herschel–Bulkley rheology and leak-off. Interestingly, due to fine resolution near the tip, the calculation procedure does not require explicit implementation of the full tip asymptotic solution, which differentiates the method from the commonly used approach in which the near tip model is used as a propagation criterion, e.g., (Peirce and Detournay, 2008; Peirce, 2015; Dontsov, 2016; Dontsov and Peirce, 2017b; Zia and Lecampion, 2020).

The second approach helps us to construct the simplified approximate solution based on the full-crack continuation of the near-tip region asymptote and the global fluid balance equation (see (Dontsov, 2016a) for radial crack and (Dontsov, 2017) for KGD crack). The simplified approach is particularly useful to perform rapid estimations of the solution in the whole problem parametric space.

Before moving to the description of algorithms, we introduce the normalised distance from the source: \( \rho = r/R(t) \). It depends on time, which results in the following transformation of the derivatives:

\[
\frac{\partial}{\partial t} \bigg|_{r} = \frac{\partial}{\partial \rho} \bigg|_{\rho} - \frac{\rho V(t)}{R(t)} \frac{\partial}{\partial \rho} \bigg|_{\rho}, \quad \frac{\partial}{\partial r} \bigg|_{r} = \frac{1}{R(t)} \frac{\partial}{\partial \rho} \bigg|_{\rho}.
\]  

(12)

Further, we re-write the elasticity (3), Reynolds (5), (7), and the global fluid balance (11) equations, as well as the propagation condition (8) in terms of \( \rho \):

- **Elasticity:**

\[
\rho(p, t) = -\frac{E'}{2\pi R(t)} \int_0^1 G_e(p, s) \frac{\partial w(s, t)}{\partial s} ds.
\]  

(13)

For implementation of the numerical solution, we utilise the elasticity equation with an extended interval:

\[
\rho(p, t) = -\frac{E'}{4\pi R(t)} \int_{-1}^1 G_e(p, s) \frac{\partial w(s, t)}{\partial s} ds, \quad \rho \in [-1, 1],
\]  

(14)

where the opening profile \( w(p, t) \) continues symmetrically to negative \( \rho \), and the integral kernel has the following form:

\[
G_e(p, s) = \begin{cases} 
\frac{1}{\rho} \frac{\text{sign}(\rho s)}{\sqrt{\pi}} \mathbb{K} \left( s^2 \rho \right) + \frac{1}{s-\rho} \mathbb{E} \left( \frac{s^2}{\rho^2} \right), & |\rho| > |s|, \\
\frac{1}{s-\rho} \mathbb{E} \left( \frac{s^2}{\rho^2} \right), & |\rho| < |s|.
\end{cases}
\]  

(15)

It can be easily shown that this formulation of the elasticity equation is identical to (3).
3.1. Numerical solution

By following the approach of Liu et al. (2019), we present gradient of the fracture opening profile in the form:

\[
\frac{dw}{d\rho} = W(\rho)F(\rho), \quad W(\rho) = \frac{1}{\sqrt{1 - \rho^2}}, \quad \rho \in [-1, 1],
\]

where \(F(\rho)\) is the required unknown function, and the weight function \(W(\rho)\) includes the tip behaviour of \(dw/d\rho\), i.e. \(dw/d\rho \sim 1/\sqrt{1 - |\rho|}, \quad \rho \rightarrow \pm 1\). The function \(F(\rho)\) is odd, which ensures that the fracture opening profile \(w(\rho)\) is symmetric. Further, we perform discretisation of the computational domain \(\rho \in [-1, 1]\) by introducing two systems of nodes corresponding to the chosen weight function (Viesca and Garagash, 2018): primary \(s = \{s_i\}_{j=1}^{N_p} = \left\{\cos \left[\pi(j - 1/2)/N_p\right]\right\}_{j=1}^{N_p}\} \) and complementary \(z = \{z_i\}_{j=1}^{N_c} = \left\{\cos \left[\pi + 1/2/N_p\right]\right\}_{j=1}^{N_c}\} \), \(N_c = N_p - 1\). The bold symbols designate vectors, and \(N_p\) and \(N_c\) are the number of primary and complementary nodes, respectively. The primary and complementary nodes are the roots of Chebyshev polynomials of the first \(\phi_{N_p}(\rho) = \cos (N_p \theta)\) and the second \(\psi_{N_c}(\rho) = \sin [(N_c + 1)\theta]/\sin (\theta)\) kind, where \(\theta = \arccos \rho\). Values of the function \(F(\rho)\) are defined at the primary nodes: \(F = \{F(s_j)\}_{j=1}^{N_p}\), while the crack aperture \(w(\rho)\) and the net pressure \(p(\rho)\) are defined at the complementary nodes: \(w = \{w(z_j)\}_{j=1}^{N_c}\), \(p = \{p(z_j)\}_{j=1}^{N_c}\).

Now, we move on to the discretisation of the governing equations. For brevity, the matrix notation is utilised. Using the derivations of Liu et al. (2019), we write out the discretised form of the elasticity equation (14):

\[
p = E' \frac{4R}{G} \mathbf{F} \times \mathbf{F}, \quad G = H + \frac{1}{2z} T \times H + \Delta G,
\]

where “\(\times\)” denotes matrix multiplication; \(G\) is the elasticity quadrature matrix, and its representation composed of the following matrices:

- \(H = \left\{ \frac{1}{N_p} \delta_{z_i - s_j} \right\} \);

- \(T = \{T_{ki}^{l}\} = \left\{ \sum_{k=0}^{N_p - 1} \left[\Psi_k(z_j) - \Psi_k(s_i)\right]B_{ki}\} \right\} \), \(\Psi_k(z) = \cos \left[\pi + 1/2/N_p\right]/\sin (\theta)\) kind, where \(\theta = \arccos z\), \(B_{ki} = 2/N_p \cdot \sin (\pi k/N_p) \cdot \sin (\pi (k + 1)/N_p)\) (in this section, symbol \(k\) is a summation index, not formation permeability);

- \(\Delta G = \left\{ \frac{1}{N_p} \Delta G(z_i, z_j) \right\} \right\} \), \(\Delta G(z, s) = G_e(z, s) - \frac{1}{z - s} - \frac{\ln |z - s|}{2\pi} \).
Let us now focus on the discretisation of Reynolds equation (16), (17). Similarly to Liu et al. (2019), we integrate equation (16) with respect to \( \rho \) from each node \( z_i \) to the tip, i.e. \( \rho = 1 \). As a result, we obtain the following discretised form:

\[
- \frac{z^2}{2} \frac{\partial w}{\partial t} + \frac{1}{2} \frac{\partial}{\partial t} \left[ S \times (s^2 F) \right] + \frac{V}{R} \left( S \times (s^2 F) \right) - \frac{z w v}{R} + C' R \times \frac{z}{\sqrt{t - t_0(z R)}} = 0, \quad w = S \times F,
\]

\[ v = - \frac{w^{1+n}_{M^{1+n}_{R^{1+n}}} p_\rho |p_\rho|^{1/n-1}}{1 - \frac{2 y_t}{w}} \left( 1 - \frac{2 y_t}{w} \right)^{1+1/n} \left( 1 + \frac{n}{n+1} \frac{2 y_t}{w} \right), \quad y_t = \frac{\tau_0 R}{|p_\rho|}, \quad p_\rho = \frac{E'}{4 R} D \times (G \times F), \tag{21}
\]

where vector \( |p_\rho| \) contains the absolute values of the pressure gradient at the complementary nodes, and the following matrices are introduced (Liu et al., 2019):

- \( S = \{ S_{ij} \} = \left\{ \sum_{k=0}^{N_c} \left[ \Phi_k(z_i) - \Phi_k(1) \right] B_{kj} \right\} \), where \( \Phi_k(z) = -\sin(k \theta)/k, \theta = \arccos z \) and \( B_{kj} = 1/N_p \) for \( k = 0 \) and \( 2/N_p \cos \left[ \pi k(j - 1/2)/N_p \right] \) for \( k > 0 \);
- \( R = \{ R_{it} \} = \left\{ \sum_{k=0}^{N_c-1} \left[ \Psi_k(1) - \Psi_k(z_i) \right] B_{ki'} \right\} \);
- \( D = \{ D_{ii'} \} = \left\{ \omega_{i'}/z_{i'-i} \right\} \) for \( i \neq i' \); \( -\sum_{i'=1,i'\neq i}^{n} D_{ii'} \) for \( i = i' \), where \( \omega_i = (-1)^i \sin^2(\pi i/N_p) \).

To account for the boundary condition at the source, we should embed the global fluid balance into the discretised system. For that purpose, equation (18) is differentiated with respect to time:

\[
\frac{Q_0}{\pi} \left( \frac{1}{R^2} - \frac{2 V}{R^3} \right) = -S_H \times (s^2 \hat{F}) + 2 C' R_H \times \frac{z}{\sqrt{t - t_0(z R)}} - 2 C' V \left( 1 \right) R \sum_{i=0}^{n} \frac{R^2(s) ds}{\sqrt{t - s}}, \tag{22}
\]

where the matrices \( S_H \) and \( R_H \) are:

- \( S_H = \left\{ \sum_{k=0}^{N_c} \left[ \Phi_k(1) - \Phi_k(0) \right] B_{kj} \right\} \);
- \( R_H = \left\{ \sum_{k=0}^{N_c-1} \left[ \Psi_k(1) - \Psi_k(0) \right] B_{ki'} \right\} \).

In equation (22), the last term on the right-hand-side, i.e., the integral with respect to time, is computed using Simpson’s rule.

Finally, we write out the propagation condition in the matrix form (see details in (Liu et al., 2019)) and differentiate it with respect to time:

\[
Q \times \hat{F} = -\frac{K' V}{2 \sqrt{2 R E'}}, \tag{23}
\]

where \( Q = \{ Q_j \}_{j=1}^{N_p} = \left\{ (-1)^{j+1} \frac{\cos(\theta_j/2)}{N_p} \right\}_{j=1}^{N_p} \), where \( \theta_j = \arccos s_j = \pi(j - 1/2)/N_p \).

Here, we should make a comment regarding the application of the propagation condition (23). The LEFM asymptote (19) is always valid near the fracture tip. In certain situations, e.g., vanishingly small toughness, its spatial applicability domain can be tiny. Even when the vanishing LEFM region can not be accurately resolved by the method, Chebyshev’s nodes high density near the tip accurately captures the dominant asymptotic behaviour.

Further, we combine equations (21), (22), (23) into the system of ordinary differential equations (ODEs) which can be written as:

\[
A(X, t) \frac{dX}{dt} = B(X, t), \quad X = \{ R, F \}, \tag{24}
\]

where the vector \( X \) consists of the unknown parameters, and we use the fact that \( V = \dot{R} \).
The value of $N_p$ should be odd since the opposite choice leads to the presence of the infinite components in the elasticity matrix $G$ (20) (see z in the denominator). The function $F(\rho)$ is odd, and the the vector $F$ has in the following form (Liu et al., 2019): $F = \{F_1, ..., F_{N_p-1}/2, 0, -F_{(N_p-1)/2}, ..., -F_1\}$. The total number of the independent unknown parameters is $(N_p - 1)/2 + 1$, i.e., radius and independent components of the vector $F$, meaning that the system of ODEs should be composed of the first $(N_p - 1)/2 - 1$ discretised Reynolds equations (21), i.e., corresponding to the complementary nodes $z_1, ..., z_{(N_p-1)/2-1}$, the global fluid balance equation (22), and the propagation condition (23). We choose $N_p = 101$, and the storage-velocity dominated regime (M-vertex) for the power-law fluid is taken as an initial condition for all considered values of the flow index (the fracture properties in this regime are provided by Section 4.1). Despite the fact that for $n < 0.5$ the early time solution corresponds to the storage-toughness regime (K-vertex, see details in Section 4.1), the algorithm works fine with the selected initial condition, even though requiring a certain time-span to adjust the solution to the actual trajectory. The specified time interval is discretised uniformly on a logarithmic mesh, and the solver is applied within each time segment. Python programming language is used for implementation of the numerical algorithm, and the system of resulting ODEs is solved via “solve_ivp” function of SciPy library (Virtanen et al., 2020).

3.2. Rapid approximate solution

This section outlines a rapid approximate solution for the problem. This approach is based on the idea that the near-tip region behaviour predominantly determines the finite fracture characteristics. As a result, the crack opening profile is presented in the following form (Dontsov, 2016a):

$$w(\rho, t) = \left(\frac{1 + \rho}{2}\right)^\alpha (1 - \rho)^\delta w_0(R),$$

(25)

where $w_0(s)$ is the opening asymptote near the fracture tip stemming from the solution for the semi-infinite geometry, and it is a function of the distance from the front $s$, material parameters (2), yield stress $\tau_0$ and time $t$ (through $R(t)$ and $R(t)$). In equation (25), we also utilise parameters $\alpha$ and $\delta$: the first one originates from comparisons with the accurate solution for limiting cases (will be defined later), and the second one is a slowly varying parameter from the tip asymptotic solution, i.e., $w_0(s) \propto s^\delta$. Since the fracture radius is a power-law function of time in the known limiting propagation regimes (see e.g. a review paper (Detournay, 2016)), we assume that $R(t) \propto t^\alpha$, where $\alpha$ is a slowly varying function of time. Consequently, the inverse radius function is expressed in the form: $t_0(\rho R) = \frac{t \rho^{1/2}}{\alpha}$. By substituting the opening profile (25) and $t_0(\rho R)$ into the global fluid balance equation (18), we obtain:

$$\frac{Q_0 t}{2\pi R^2} = \int_0^1 \rho \left(\frac{1 + \rho}{2}\right)^\alpha (1 - \rho)^\delta d\rho + 2C' \sqrt{t} \int_0^1 \rho \sqrt{1 - \rho^{1/2}} d\rho.$$  

(26)

The integrals in the above equation can be estimated using special functions, and the result becomes:

$$\frac{Q_0 t}{2\pi R^2} = \frac{w_0(R)B(\alpha, \delta) + 2C' \sqrt{\alpha B(2\alpha, \frac{3}{2})}}{\alpha B(\frac{1}{2}; \lambda + 2, \delta + 1) - B_0 \left(1/2; \lambda + 1, \delta + 2\right)},$$

(27)

where $\lambda = \lambda(a, b) = B(a, b) - B(x; a, b)$, $B(a, b)$ is the beta function, and $B(x; a, b)$ is the incomplete beta function.

As can be seen from the above result, one of the building blocks in the approximate solution is the tip asymptote $w_0(R)$. We utilise an approximate near-tip region solution developed in Bessmertnykh and Dontsov (2019), which is computed using a combination of the yield stress dominated tip solution ($w_\tau$) and the one corresponding to the power-law fluid ($w_\rho$):

$$w_\rho(R) = \left(w_\rho^\rho(R) + w_\rho^\tau(R) \right)^{1/\zeta}, \quad w_\tau(R) = \sqrt{\frac{8\pi t_0 R}{E'}}/\sqrt{\zeta}, \quad \zeta = -0.3107n + 1.9924,$$

$$\sqrt{\frac{R}{\ell}} = H\left(\frac{w_\rho^\rho E'}{K'\sqrt{R}}, \frac{2C' E'}{\sqrt{\nabla K}}\right), \quad \ell = \left(\frac{K_{n+2}}{M'\nabla E'\nabla n+1}\right)^{2/(2-n)}, \quad V = \frac{\dot{R}}{t}.$$

(28)

where the function $H(\tilde{w}, \chi)$ is defined as follows (Dontsov and Kresse, 2018):

$$H(\tilde{w}, \chi) = \left(\delta_1(\tilde{w}, \chi)\tilde{w}^{(2+n)/(1+\theta)}\left[\delta_2^{1+\theta} \rho_2^{2+\theta} n + \delta_2^{1+\theta} \rho_2^{2+\theta} n \left[(1 + \chi)^{-1} - 1 \right]^{-1/(1+\theta)} \right]^{(1+\theta)/(2-n)} \right)^{(2-n)/2-n)}.$$
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\[ \delta_1(\tilde{w}, \chi) = \frac{\delta_m \delta_n V_m V_n}{\delta_m V_m^{(2+n)/(n+1)} + \delta_n V_n^{(2+n)/(n+1)}} \]

\[ V_m = 1 - \tilde{w}^{-(2+n)/(1+\theta)}, \quad V_n = 1 - \tilde{w}^{-(2+2n)/(1+\theta)}; \]

\[ \beta_m = \left[ \frac{2(2+n)^2 \tan \left( \frac{\pi n}{2+n} \right)}{n} \right]^{1/(2+n)}, \quad \beta_n = \left[ \frac{64(1+n)^2}{3n(4+n)} \tan \left( \frac{3\pi n}{4+4n} \right) \right]^{1/(2+2n)}; \]

\[ \delta_m = \frac{2-n}{2+n}, \quad \delta_n = \frac{2-n}{2+2n}; \]

\[ \theta = 0.0452n^2 - 0.1780n + 0.175. \]  \( (29) \)

The parameter \( \tilde{\delta} \) in the global fluid balance equation (27) can be computed from the following relation:

\[ \tilde{\delta} = \frac{\delta + 1}{2}, \quad \delta = \frac{w_{pl}^\delta \delta_1 + w_{pl}^\xi}{w_{pl}^\xi + w_{pl}^\delta}, \]

where the function \( \delta_1 \) is defined in the equation (29), and it enters approximation for the power-law solution: \( w_{pl}(s) \propto s^{(\delta_1+1)/2} \), where \( s \) is the distance from the tip.

Further, we solve the non-linear algebraic system of equations composed of the global fluid balance (27) and the tip asymptote (28). Let us discuss the overall approach in more details. Initially, the desired time interval is discretised uniformly on a logarithmic scale, and the target parameters \( \mathcal{X} = \{ \alpha, R, w_0 \} \) are computed iteratively step-by-step for each time instant. Let us consider the example of time step \( t_i \). From the previous result at \( t_{i-1} \), we know the values of \( \mathcal{X}_{i-1} = \{ \alpha_{i-1}, R_{i-1}, (w_0)_{i-1} \} \), and they are used as an initial guess for the current computation. We calculate the solution for two time instants: \( t_i \) and \( t^*_i \), where the latter is a fraction of the current time moment, e.g., it can be \( t^*_i = 0.9 \cdot t_i \). Further, the value of \( \alpha_i \) initially taken as \( \alpha_{i-1} \) is updated by using the equation: \( \alpha_i = d \log \frac{(R)}{d \log t_i} = \left[ \log \left( R_i \right) - \log \left( R_i^* \right) \right] / \left[ \log \left( t_i \right) - \log \left( t_i^* \right) \right] \). After that, the system is solved again with the new initial guess presented by the parameters from this iteration. The process continues until the convergence in the value of \( \alpha_i \) is reached. It is also necessary to mention that for the first time step \( (i = 1) \), we take the initial guess \( \alpha_0 = (2n + 2)/(3n + 6) \), \( R_0 \) and \( (w_0)_0 \) corresponding to the storage-viscosity dominated limiting propagation regime (Section 4.1).

Once the solution \( \mathcal{X} \) is computed, the fracture opening profile \( w(\rho, t) \) is evaluated using equation (25), while the pressure \( p(\rho, t) \) profile is calculated based on the transformed elasticity (13) equation (Dontsov, 2016a):

\[ p = \frac{E' w_0(R)}{R} \mathcal{F}(\rho, \lambda, \tilde{\delta}), \quad \mathcal{F}(\rho, \lambda, \tilde{\delta}) = \frac{1}{2^{2+1}\pi} \int_0^1 \frac{\partial \mathcal{G}(\rho, s)}{\partial s} (1+s)^{4}(1-s)^{\delta} ds, \]  \( (30) \)

where the function \( \mathcal{F} \) is evaluated numerically. Finally, we also compute the fracture efficiency as:

\[ \eta = \frac{2\pi R^2 w_0(R)B}{Q_0 t}, \]  \( (31) \)

where the function \( B \) is introduced in equation (27).

For brevity of presentation, the exact form of the \( \lambda \) function is given in Appendix A. The calculation procedure for \( \lambda \) also requires the results of Section 4.1, in which the limiting propagation regimes are outlined for the present model.

4. Conceptual representation of the solution

4.1. Limiting propagation regimes

Two different physical mechanisms govern the propagation regime of a finite hydraulic fracture (see a review paper Detournay (2016) and references therein). The first one is related to the distribution of the total dissipated energy between the creation of new fracture surface and viscous fluid flow including the movement of the solid plug inside the fracture channel. The latter energy component, namely movement of the solid plug, is included since the fracturing fluid has non-zero yield stress. In this case, the whole fracture can be filled with the un-yielded solid material. The second mechanism is the partitioning of the injected fluid volume between the fracture and the host permeable rock
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(due to leak-off). When the fracture grows, the partitioning of the dissipated energy and the injected volume change over time, leading to the emergence of the various limiting propagation regimes with one dissipation (out of two) and one storage (out of two) mechanisms at different time moments. The leak-off parameter $C'$ influences distribution of the injected fluid volume, while the viscosity $M'$, toughness $K'$, and the yield stress $\tau_0$ have an effect on the partitioning of the dissipated energy.

Six limiting regimes (also known as the vertex solutions or vertices) can be distinguished in the current radial fracture model. Four of them correspond to the propagation of a penny-shaped crack filled by a fluid with the power-law rheology ($\eta = 0$):

- **M** – storage-viscosity – $K' = C' = 0$;
- **M̃** – storage-toughness – $K' = 0$, $C' \rightarrow +\infty$;
- **K** – leak-off-viscosity – $M' = C' = 0$;
- **K̃** – leak-off-toughness – $M' = 0$, $C' \rightarrow +\infty$.

The remaining two regimes correspond to the dominance of the yield stress:

- **T** – storage-yield-stress – $K' = C' = M' = 0$, $\tau_0 > 0$;
- **T̃** – leak-off-yield-stress – $K' = M' = 0$, $\tau_0 > 0$, $C' \rightarrow +\infty$.

Let's now consider scalings associated with the limiting propagation regimes. First of all, we present the main crack characteristics as:

\[
\begin{align*}
\omega(r,t) &= c(t)L(t)\Omega(\rho, P_1, P_2, P_3), \\
\varrho(r,t) &= e(t)\Pi(\rho, P_1, P_2, P_3), \\
R(t) &= L(t)\gamma(P_1, P_2, P_3), \tag{32}
\end{align*}
\]

where $\rho = r/R(t)$; $P_1, P_2, P_3$ are dimensionless evolution parameters depending on $t$, material parameters ($\gamma = 2$, $Q_0$ and $\tau_0$; $L(t)$ is the length scale (the same order as the crack radius) and $e(t)$ is a small dimensionless parameter with the meaning of a characteristic strain in the rock.

Further, we substitute the expressions from equation (32) into the system of governing equations written in terms of the normalised distance from the source $\rho$, i.e. the elasticity (13), Reynolds (16), (17), global fluid balance (18) equations and the propagation condition (19):

- **Elasticity:**

\[
\Pi = -\frac{1}{2\pi\gamma} \int_0^1 G(\rho, s) \frac{d\Omega}{ds} ds;
\]

- **Reynolds:**

\[
\begin{align*}
G_u &\left( \left[ \frac{\dot{e}_t}{e} + \frac{\dot{L}_t}{L} \right] \Omega + \dot{\Omega} - \rho \left( \frac{\dot{L}_t}{L} + \frac{\dot{\gamma}_t}{\gamma} \right) \frac{d\Omega}{d\rho} \right) + \frac{G_c}{\sqrt{1 - \theta_0}} = \\
&= \frac{1}{G_m} \frac{1}{\gamma \rho} \frac{\partial}{\partial \rho} \left[ \frac{\rho}{\gamma^{1/n}} \Omega^{2 + 1/n} \frac{\partial\Omega}{\partial\rho} \left( \frac{\partial\Omega}{\partial\rho} \right)^{1/n-1} \left( 1 - G_i \frac{2\gamma}{\Omega} \left( \frac{\partial\Omega}{\partial\rho} \right)^{-1} \right)^{1+1/n} \left( 1 + G_i \frac{2\gamma}{\Omega} \left( \frac{\partial\Omega}{\partial\rho} \right)^{-1} \right)^{-1/n+1} \right];
\end{align*}
\]

- **Global fluid balance:**

\[
\frac{1}{\pi\gamma^2} = 2G_v \int_0^1 \Omega \rho d\rho + 4G_c \int_0^1 \sqrt{1 - \theta_0} \rho d\rho;
\]

- **Propagation condition:**

\[
\Omega = G_k \sqrt{\gamma} \sqrt{1 - \rho}, \quad \rho \rightarrow 1.
\]
Here, we utilise the function \( \theta_0(\rho, t) = t_0(r)/t \) and introduce five dimensionless numbers:

\[
G_v = \frac{e L^3}{Q_0 t}, \quad G_c = \frac{C' L^2}{Q_0 \sqrt{t}}, \quad G_m = \frac{Q_0 M'^{1/n}}{L^3 E'^{1/n} \varepsilon^{2+2/n}}, \quad G_t = \frac{\tau_0}{\varepsilon^2 E'}, \quad G_k = \frac{K'}{E' \varepsilon \sqrt{L}}. \tag{33}
\]

\( G_v \) and \( G_c \) parameters quantify the fluid volume stored in the fracture and the volume leaked into the ambient permeable rock, respectively. In turn, the numbers \( (G_m, G_t, G_k) \) are related to the energy dissipation in the fluid flow inside the crack channel in overcoming fluid viscosity and solid plug yield strength and in the brittle rock failure, correspondingly.

To derive various scalings, i.e., \( L(t) \) and \( \varepsilon(t) \) in (32), we set one out of two fluid storage parameters \( (G_v, G_c) \) be equal to one. Similarly, among the three parameters responsible for energy dissipation \( (G_m, G_t, G_k) \), one should be made equal to one. The remaining three dimensionless groups are the evolution parameters \( P_1, P_2, P_3 \) mentioned earlier. When the evolution parameters are approximately zero in a given scaling, the corresponding limiting propagation regime is realised. From the scaling analysis, we can determine only the dimensional multipliers for the radial crack characteristics, \( R, w, p \), in a given ‘i-th’ scaling. In order to approximately quantify the opening and pressure profiles, we rely on the approximations of Section 3.2:

\[
R_i(t) = R^* \tilde{L}_i, \quad w_i(\rho, t) = w^*_i e_i \tilde{L}_i \left( \frac{1 + \rho}{2} \right)^{\lambda_i} (1 - \rho)^{\delta_i}, \quad p_i(\rho, t) = \frac{w^*_i}{R^*_i} E' \varepsilon_i F(\rho, \lambda_i, \delta_i), \tag{34}
\]

where the subscript \( i \) indicates the particular limiting regime, and the function \( F \) is defined in equation (30). In order to express the prefactors values \( R^*_i, w^*_i \) through \( \lambda_i \), we substitute \( R_i(t) \) and \( (w_i)|_0(R) \) into the global fluid balance equation (27) (accounting the conditions inherent to the analysed regime) and the appropriate near-tip region asymptote for the crack opening. Further, the parameter \( \lambda_i \) can be found with the help of the accurate numerical solution (Section 3.1).

Before discussing different scalings and limiting propagation regimes, we introduce the relative errors in the estimation of the radius and opening characteristics provided by the simplified approach (34) compared to the fully numerical solution:

\[
\Delta(R_i) = \frac{|\tilde{R}_i(t) - R_i(t)|}{\tilde{R}_i(t)} \tag{35},
\]

\[
\Delta(w_0^i) = \frac{|\tilde{w}_i(0, t) - w_i(0, t)|}{\tilde{w}_i(0, t)} \tag{36},
\]

\[
\Delta(w_0^p) = \max_{\rho} \left| \frac{|\tilde{w}_i(\rho, t) - w_i(\rho, t)|}{\tilde{w}_i(0, t)} \right| \tag{37},
\]

where \( \Delta(R_i) \) is the radius error, \( \Delta(w_0^i) \) is the error of width at the inlet, \( \Delta(w_0^p) \) is the maximum relative width error. The subscript \( i \) denotes the considered limiting regime, and the bar symbol means the fully numerical solution.

We begin with the storage-viscosity scaling and the \( M \)-vertex solution (subscript “m”). We set \( G_v = G_m = 1 \) and obtain the following formulas for the length scale and the small parameter:

\[
L_m = \left( \frac{E' Q_0^{n+2} M^{2n+2}}{M'} \right)^{1/(3n+6)}, \quad \epsilon_m = \frac{Q_0 t}{L_m^3}. \tag{38}
\]

Further, we substitute \( L_m \) and \( \epsilon_m \) into the remaining dimensionless groups:

\[
C_m = C' \left( \frac{E'^{n+1} M^{n+2}}{M'^{n+2} Q_0^{2n+4}} \right)^{1/(6n+12)}, \quad T_m = \tau_0 \left( \frac{t^{2n}}{M'^2 E'm} \right)^{1/(n+2)}, \quad \mathcal{K}_m = K' \left( \frac{M'^n E'^6 Q_0^{2n+2}}{M^5 E'^6 Q_0^{2n+2}} \right)^{1/(6n+12)}, \tag{39}
\]

where we reassign \( G_v, G_t, G_k \) as the dimensionless leak-off \( C_m \), yield stress \( T_m \) and toughness \( \mathcal{K}_m \). After that, we obtain formulas for the prefactors \( R^*_m, w^*_m \):

\[
R^*_m = \left( 2 \pi \beta_m a_m^{n/(n+2)} B_m \right)^{-1/3}, \quad w^*_m = \left( \beta_m^2 a_m^{2n/(n+2)} / 2 \pi B_m \right)^{1/3}. \tag{40}
\]
This scaling corresponds to noticeable difference for the pressure values near the fracture front. while the accurate and approximate profiles for time and largely on the flow behaviour index \( n \) viscosity near-tip region asymptote (Dontsov and Kresse, 2018). The parameter \( \tilde{M} \) for the evolution parameters have the meaning of the dimensionless storage \( S_{\tilde{m}} \), yield stress \( \tau_{\tilde{m}} \) and toughness \( K_{\tilde{m}} \): \[
S_{\tilde{m}} = \left( \frac{M^b Q_0}{E^{1/4} t^{2n+4} C^{1+2n}} \right)^{1/(8+8n)} , \quad \tau_{\tilde{m}} = \tau_0 \left( \frac{Q_0^2 C^{1/4} E^{1/4}}{M^b Q_0^{2/5} C^{1/5} E^{1/5}} \right)^n (4+4n) , \quad K_{\tilde{m}} = K' \left( \frac{C^{1/2} t^{2n+2} n^{-1}}{M^b Q_0^{2/5} E^{8n+4}} \right)^{1/(8+8n)} .
\]
(42)

For the \( \tilde{M} \) -vertex, we derive the following prefactors \( R^*_{\tilde{m}} \), \( w^*_{\tilde{m}} \):
\[
R^*_{\tilde{m}} = \frac{\sqrt{2}}{\pi} , \quad w^*_{\tilde{m}} = \beta_{\tilde{m}} \left( \frac{\alpha_{\tilde{m}}^{2+3n}}{\pi^{2+2n}} \right)^{1/(4+4n)} , \quad (43)
\]
where \( \alpha_{\tilde{m}} = 1/4, \beta_{\tilde{m}} \) is given by equation (29), and we also utilise \( \tilde{\delta}_{\tilde{m}} = (4 + n)/(4 + 4n) \) known from the leak-off-viscosity near-tip region asymptote (Dontsov and Kresse, 2018). The parameter \( \lambda_{\tilde{m}} \) featured in the \( w_{\tilde{m}} \) profile is found from the comparison of \( w_{\tilde{m}}(0, t) \) (equation (34) combined with (43)) with the numerical solution (Section 3.1). This

**Figure 2:** Figure (a) presents the dependence of \( \lambda_m \) on the flow index \( n \). The red dot corresponds to the \( \lambda_m(1) \) value obtained by Dontsov (2016a). In Figure (b), we demonstrate the relative errors in the calculation of the radius and opening parameters for the \( M \) -vertex with the help of the simplified approach (Section 3.2).

where \( \alpha_m = (2n + 2)/(3n + 6) \), \( B_m = B(\lambda_m, \tilde{\delta}_m) \) (see equation (27)), the value of \( \beta_m \) is provided by equation (29), and \( \tilde{\delta}_m = 2/(2 + n) \) is taken from the storage-viscosity tip asymptote (Dontsov and Kresse, 2018). The parameter \( \lambda_m \) is obtained by fitting the approximate solution above (34) and (40) to the full numerical solution (Section 3.1) in terms of \( R_m \) and \( w_m(0, t) \). We computed \( \lambda_m \) for different values of flow indexes \( n \in [0.25, 1] \), and the obtained curve is shown in Figure 2(a). The relative errors defined by equations (35)-(37) are depicted in Figure 2(b), where \( \Delta(R_m) \) is shown by the solid line, \( \Delta(w_m^0) \) is shown by dashed line, and \( \Delta(w_m^0) \) is shown by dash-dotted line.

Figures 3(a) and 3(d) present comparison of the approximate normalised profiles of \( w_m(p, t), p_m(p, t) \) (dashed lines) with the corresponding properties evaluated by the fully numerical solution (solid lines) for \( n = 1 \) (light-blue colour) and \( n = 0.3 \) (blue colour). We use the normalisation of the width by \( \epsilon_m(t)L_m(t) \), pressure by \( \epsilon_m(t)E' \) as per (32) and of the radial distance from the source by \( L_m(t) \) scale; these scales account for the \( M \) limiting solution dependence on time and largely on the flow behaviour index \( n \). The characteristics for the Newtonian fluid are very close to each other, while the accurate and approximate profiles for \( n = 0.3 \) intersect for both opening and pressure; moreover, there is a noticeable difference for the pressure values near the fracture front.

Let us consider the case of the leak-off-viscosity scaling and the corresponding \( \tilde{M} \) -vertex solution (subscript \( \tilde{m} \)). This scaling corresponds to \( G_c = G_m = 1 \). Hence,
\[
L_{\tilde{m}} = t^{1/4} \sqrt{\frac{Q_0}{C^*}} , \quad \epsilon_{\tilde{m}} = \left( \frac{C^{1/6} M^{1/4} Q_0^{1/5} E^{1/4}}{Q_0^{1/5} E^{1/4}} \right)^{n} . \quad (41)
\]
The evolution parameters have the meaning of the dimensionless storage \( S_{\tilde{m}} \), yield stress \( \tau_{\tilde{m}} \) and toughness \( K_{\tilde{m}} \):
\[
S_{\tilde{m}} = \left( \frac{M^{1/4} Q_0^{2n+4}}{E^{1/4} t^{2n+2} C^{1+2n}} \right)^{(1/8+8n)} , \quad \tau_{\tilde{m}} = \tau_0 \left( \frac{Q_0^{2/5} C^{1/4} E^{1/4}}{M^{1/8} Q_0^{2/5} C^{1/5} E^{1/5}} \right)^n (4+4n) , \quad K_{\tilde{m}} = K' \left( \frac{C^{1/2} t^{2n+2} n^{-1}}{M^{1/4} Q_0^{2/5} E^{8n+4}} \right)^{(1/8+8n)} .
\]
(42)

For the \( \tilde{M} \) -vertex, we derive the following prefactors \( R^*_{\tilde{m}} \), \( w^*_{\tilde{m}} \):
\[
R^*_{\tilde{m}} = \frac{\sqrt{2}}{\pi} , \quad w^*_{\tilde{m}} = \beta_{\tilde{m}} \left( \frac{\alpha_{\tilde{m}}^{2+3n}}{\pi^{2+2n}} \right)^{1/(4+4n)} , \quad (43)
\]
where \( \alpha_{\tilde{m}} = 1/4, \beta_{\tilde{m}} \) is given by equation (29), and we also utilise \( \tilde{\delta}_{\tilde{m}} = (4 + n)/(4 + 4n) \) known from the leak-off-viscosity near-tip region asymptote (Dontsov and Kresse, 2018). The parameter \( \lambda_{\tilde{m}} \) featured in the \( w_{\tilde{m}} \) profile is found from the comparison of \( w_{\tilde{m}}(0, t) \) (equation (34) combined with (43)) with the numerical solution (Section 3.1). This
A radial hydraulic fracture driven by Herschel–Bulkley fluid

Figure 3: The spatial variations of the crack opening (upper line) and net fluid pressure (bottom line) in the limiting propagation regimes $M$ (panels (a) and (d)), $\tilde{M}$ (panels (b) and (e)), $T$ and $\tilde{T}$ (panels (c) and (f)) calculated by the fully numerical (solid lines) and approximate (dashed lines) approaches. We apply $\varepsilon_i(t)L_i(t)$, $\varepsilon_i(t)E'$ and $L_i(t)$ dimensional prefactors for the normalisation of $w(\rho, t)$, $p(\rho, t)$ profiles, and distance from the source, and here, the subscript $i$ denotes the analysed regime. In the case of $M$ and $\tilde{M}$ vertex solutions, we look at $n = 1$ or $n = 0.3$ and show the computed properties in plots (a), (d) and (b), (e) by the light-blue or light-green and blue or green colours, correspondingly. The normalisation coefficients take into account the value for the flow behaviour index. We use olive and maroon colours for the yield stress dominated regimes $T$ and $\tilde{T}$ in the charts (c), (f).

Figure 4: Figure (a) shows the values of the function $\tilde{\lambda}_m(n)$ computed numerically. Here, we mark $\tilde{\lambda}_m(1)$ obtained by Dontsov (2016a) by the red dot. Figure (b) presents the relative errors in the estimation of the opening profile for the $\tilde{M}$–vertex via the simplified approach (Section 3.2).

The approach yields to the values of $\tilde{\lambda}_m(n)$ presented in Figure 4(a). Moreover, we also estimate the relative error in the crack aperture values $w_m(\rho, t)$ provided by equation (25) with $\tilde{\lambda}_m(n)$ (Figure 4(b)), and we utilise equations (36), (37) for $\Delta(w^0_m)$ and $\Delta(w^\rho_m)$.

In the panels (b), (e) of Figure 3, we demonstrate the spatial variations of the width and pressure calculated by the accurate solution (solid lines) and provided by the approximate approach (dashed lines), i.e., $w_m(\rho, t)$, $p_m(\rho, t)$, for two
cases of the flow behaviour index \( n = 1 \) (light-green colour) and \( n = 0.3 \) (green colour). The dimensional prefactors \( \bar{e}_0, \bar{L}_0, \bar{E}_0, \bar{E}, \bar{K}_0, \bar{K}_c, \bar{K}_s, \bar{K}_t \) are applied for the normalisation of the aperture, pressure and distance from the source, and they include the value of the flow behaviour index. We can mention that for both analysed values of the flow index, the accurate and approximate opening and pressure profiles are very close to each other.

Next, we discuss the storage-toughness scaling that corresponds to the \( K \)-vertex solution (subscript “\( k \)”). Here, we require \( G_c = G_k = 1 \) leading to:

\[
L_k = \left( \frac{E' Q_0^2}{K'} \right)^{2/5}, \quad \epsilon_k = \left( \frac{K'^{16}}{E'^6 Q_0^6} \right)^{1/5},
\]

and the evolution parameters can be interpreted as the dimensionless leak-off \( C_k \), yield stress \( T_k \) and viscosity \( M_k \):

\[
C_k = C' \left( \frac{E'^8 Q_0^2}{K'^{12} Q_0^2} \right)^{1/10}, \quad T_k = \tau_0 \left( \frac{E'^7 Q_0^2}{K'^{12} Q_0^2} \right)^{1/5}, \quad M_k = \left( \frac{M'^{15} E'^{6n+7} Q_0^{8+2n} t^{2-4n}}{K'^{6(n+2)}} \right)^{1/(5n)}.
\]

The LEFM asymptote governs the tip behaviour in the storage-toughness limiting propagation regime, i.e. \( \delta_k = 1/2 \). Moreover, in this case, the crack opening profile is elliptical (Savitski and Detournay, 2002). Consequently, the simplified form of the radius crack opening profile (25) allows describing it accurately by taking \( \nu = 1/2 \).

Finally, next we reach the cases that correspond to dominance of yield stress. The storage-yield-stress scaling (subscript “\( t \”) corresponds to the case: \( G_c = G_m = 1 \), which results to:

\[
L_t = \left( \frac{t E'^{1/2} Q_0}{\tau_0^{1/2}} \right)^{1/3}, \quad \epsilon_t = \sqrt{\frac{\tau_0}{E'}}.
\]

In turn, the evolution parameters are the dimensionless leak-off, viscosity and toughness:

\[
C_t = C' \left( \frac{E' \sqrt{t}}{Q_0 \tau_0} \right)^{1/3}, \quad M_t = \frac{\sqrt{E'} M'^{1/n}}{\tau_0^{(n+2)/(2n)}}, \quad K_t = \frac{K'}{(E'^7 Q_0^2 t^{2-5} \tau_0^{-5})^{1/12}}.
\]
Further, we should determine the prefactors \( R_i^* \), \( w_i^* \) from the global fluid balance (27) and the yield stress dominated near-tip region asymptote (Bessmertnykh and Dontsov, 2019):

\[
R_i^* = \frac{1}{2^{5/6} \sqrt{\pi} B_1^{1/3}}, \quad w_i^* = \frac{2^{2/3}}{B_1^{1/3}},
\]

(52)

where \( B_1 = B(\lambda_1, \delta_1) \) and \( \delta_1 = 1 \). Using the radius and wellbore opening characteristics computed via the accurate numerical solution (Section 3.1), we find that \( \lambda_1 = 1.029 \) provides the most accurate approximation. This value together with equations (25), (52) result in \( \Delta(R_i) = 3\% \) (equation (35)) while the \( w_i(0, t) \) is captured precisely. At the same time, the absolute difference between the fully numerical and approximate opening profiles \( w_i(\rho, t) \) normalised by the opening at the wellbore \( w_i(0, t) \) can reach \( \Delta(w_i^\rho) = 5\% \) (equation (37)), which demonstrates that the accuracy of the approximation (34) reduces for such values of \( \lambda \).

The last case is the leak-off-yield-stress scaling and the \( \tilde{T} \)-vertex solution associated with it. We set \( G_c = G_e = 1 \), which results in the following parameters:

\[
L_i = t^{1/4} \sqrt{\frac{Q_0}{C_1}}, \quad \epsilon_i = \sqrt{\frac{C_1}{E_i}}.
\]

(53)

Here, the evolution parameters are identified as the dimensionless storage \( S_i \), viscosity \( M_i \) and toughness \( K_i \):

\[
S_i = \left( \frac{Q_0 \epsilon_0}{C_1^2 E_i \sqrt{\epsilon}} \right)^{1/2}, \quad M_i = \frac{C_{13/2} E^* M_i^{1/n}}{\sqrt{Q_0 c^{3/4} \epsilon_0^{n+1}/n}}, \quad K_i = K_i \left( \frac{C_i}{E^2 Q_0 \sqrt{\epsilon_0}} \right)^{1/4}.
\]

(54)

Then, we retrieve the coefficients for the radius and opening (equation (34)) based on the global fluid balance (27) and the tip asymptote (Bessmertnykh and Dontsov, 2019):

\[
R_i^* = \frac{\sqrt{2}}{\pi}, \quad w_i^* = \frac{4}{\sqrt{\pi}}.
\]

(55)

Similarly to the \( \tilde{M} \)-vertex solution, we estimate \( \lambda_i \) via the tuning of the simplified opening profile (25) to the accurate numerical solution (Section 3.1). We compute \( \lambda_i = 1.077 \), and it provides the best approximation which reproduces precisely the fracture opening at the wellbore \( w_i(0, t) \) and gives the error in the spatial variation \( w_i(\rho, t) \) (in relation to \( w_i(0, t) \)) up to \( \Delta(w_i^\rho) = 6\% \) (equation (37)).

Figures 3(c) and 3(f) depict the aperture and pressure profiles obtained by the accurate method (solid lines) and that computed by the approximate one (dashed lines) for the yield stress dominated regimes \( T \) (olive colour) and \( \tilde{T} \) (maroon colour). For both vertices, we observe the intersection between the fully numerical and simplified solutions and a noticeable difference between them, which is caused by the loss of accuracy of the width approximation utilised to construct the simplified solution (34). One possible mitigation of this issue is to introduce a more sophisticated expression for fracture width that captures such behaviour for the \( T \) and \( \tilde{T} \) limits. The existing approximation was initially proposed for smaller values of \( \delta \) and \( \lambda \) that correspond to Newtonian fluids. However, for the purpose of this study, i.e., for exploring the problem parameter space, such accuracy is acceptable, especially since the boundaries of the limiting solutions vary on a logarithmic scale.

The fracture characteristics observed in the limiting propagation regimes are summarised in Appendix B. In addition to the dimensional form, we also present the solutions in the normalised form obtained by the application of the \( mk \)-scaling introduced in Section 5.1.

4.2. Representation of the problem solution space

The parametric space of solutions for the discussed radial fracture model can be conceptually presented in the form of a hexahedral pyramid, and the limiting propagation regimes are located at its vertices. The sketch of the pyramid \( M \tilde{M} \tilde{K} K T \tilde{T} \) is shown in Figure 5. Each edge of the pyramid links two vertex solutions, e.g., \( i \) and \( j \), and it is possible to introduce a characteristic transition time between them \( t_{ij} \) by solving the following equation: \( \epsilon_i(t) = \epsilon_j(t) \rightarrow t = t_{ij} \). Furthermore, the evolution along the edge is controlled by a single evolution parameter, which can be expressed as a
function of normalised time \( \tau_{ij} = t/t_{ij} \) (two evolution parameters are related to each edge). Let us consider the \( MT \)-edge as an example. The transition time scale is \( t_{mt} = \sqrt{E^* M^{1/n} \tau_0^{-(n+2)/(2n)}} \), while \( T_m(t) \) and \( M_i(t) \) are evolution parameters related to this edge. By introducing the dimensionless time \( \tau_{mt} = t/t_{mt} \), we can write out the relations: \( T_m = \tau_{mt}^{2n/(n+2)}, M_i = \tau_{mt}^{-1} \).

In the current problem, we have 9 transition time scales, and only 3 of them are independent, e.g., \( t_{mk}, t_{min}, t_{mt} \). Consequently, location of the solution inside the parametric space can be expressed as a function of the three dimensionless times \( \tau_{mk} = t/t_{mk}, \tau_{min} = t/t_{min}, \tau_{mt} = t/t_{mt} \). Further, we introduce the parameters \( \phi \) and \( \psi \) as:

\[
\phi = \left( \frac{t_{mk}}{t_{min}} \right)^{(10n+4)/(3n+6)} = C^{1/4} \left( \frac{M^{3} E^* t_{10n+1} Q_0^{2-n}}{K^{10n+4}} \right)^{1/(2n-1)}, \quad \psi = \left( \frac{t_{mk}}{t_{mt}} \right)^{2n/(n+2)} = \tau_0 \left( \frac{E^* Q_0 M^{1/n}}{K^{10}} \right)^{n/(2n-1)},
\]

and they can be interpreted as the dimensionless leak-off and yield stress numbers. By taking the set of parameters \( \{ \tau = \tau_{mk}, \phi, \psi \} \), we can express \( \tau_{min} \) and \( \tau_{mt} \) in terms of them in order to characterise the solution trajectories. Along each trajectory, the numbers \( \phi \) and \( \psi \) are constant while \( \tau \) varies.

When the flow index is greater than one-half \( (n > 0.5) \), all solution trajectories start from the \( M \) limiting propagation regime (early-time asymptote) since all the dimensionless groups \( (39) \) vanish when time tends to zero. However, their destination points (large-time asymptote) can be different: (i) \( \phi > \psi > 0 \) – \( K \)-vertex, (ii) \( \phi, \psi > 0 \) – \( \bar{K} \)-vertex, (iii) \( \phi, \psi > 0 \) – \( T \)-vertex and (iv) \( \phi > 0, \psi > 0 \) – \( \bar{T} \)-vertex. One can explain the endpoints of the solution trajectories by looking at the evolution parameters of the corresponding regimes (e.g., \( (45), (48), (51), (54) \)) which go to zero when time tends to infinity or they are identically zero due to values of \( \phi, \psi \). For intermediate time intervals, the solution trajectory can be attracted to either of the vertices, and its behaviour strongly depends on the values of \( \phi \) and \( \psi \). For example, when the yield stress is absent (\( \psi = 0 \)), \( K \) and \( \bar{M} \) regimes can be considered in the general solution as intermediate asymptotes when the leak-off is small (\( \phi \ll 1 \)) and large (\( \phi \gg 1 \)), correspondingly. As another example, we can take zero leak-off case (\( \phi = 0 \)) with the yield stress (\( \psi > 0 \)), and \( K \)-vertex attracts the solution trajectory when \( \psi \ll 1 \).

The situation changes for \( n < 0.5 \). Here, the trajectories start at the \( K \)-vertex (see the corresponding evolution parameters \( (45) \) turn to zero when \( t = 0 \)), and the final point can be: (i) \( \phi = \psi = 0 \) – \( M \)-vertex, (ii) \( \phi, \psi > 0 \) – \( \bar{M} \)-vertex, (iii) \( \phi = 0, \psi > 0 \) – \( T \)-vertex and (iv) \( \phi > 0, \psi > 0 \) – \( \bar{T} \)-vertex (similarly to the previous discussion, it is required to draw attention to the parameters provided by equations \( (39), (42), (51), (54) \)).

We want to emphasise that in the general case when the dimensionless numbers \( \phi \) and \( \psi \) are both non-zero, the large time asymptotic behaviour is always dominated by leak-off and yield stress, i.e., \( \bar{T} \)-vertex, regardless of the value.
of the flow index $n$. The examples of the solution trajectories for $n > 0.5$ and $n < 0.5$ are shown in Figure 5 by dashed and dotted lines, respectively.

Finally, we should mention that the chosen set of parameters, i.e. $\{\tau = \tau_{mk}, \phi, \psi\}$, is not applicable for the description of the solution trajectories behaviour for $n = 0.5$ since they are not properly defined in this case. One possibility to mediate this issue is to introduce another set of variables, e.g., $\{\tau = \tau_{min}, \phi' = (t_{mk}/t_{min})^{(1-2n)/(3n+6)}, \psi' = (t_{min}/t_{mk})^{2n/(n+2)}\}$, where $\phi'$ is the dimensionless toughness, and $\psi'$ is the dimensionless yield stress. Nevertheless, since the problematic region consists of solely a single point, we proceed with the chosen set of parameters $\{\tau = \tau_{mk}, \phi, \psi\}$.

5. Results and discussion

5.1. Admissible ranges of the dimensionless problem parameters.

Let us start by rewriting the problem formulation in terms of the dimensionless variables. For the normalisation of the governing equations, we rely on the $mk$-scaling consisting on the following parameters (Detournay, 2016):

$$\rho = \frac{r}{R}, \quad \tau = \frac{t}{t_{mk}}, \quad \gamma = \frac{R}{L_{mk}}, \quad \Omega = \frac{\omega}{\epsilon_{mk}L_{mk}}, \quad \Pi = \frac{\rho}{E'\epsilon_{mk}};$$

where $t_{mk}$ is the transition timescale between $M$ and $K$ limiting regimes (Section 4.2), $L_{mk} = L_m(t_{mk})$ is the length-scale, and $\epsilon_{mk} = \epsilon_m(t_{mk})$ is the small parameter (see equation (38)):

$$t_{mk} = \left(\frac{M'^5}{K^{6(n+2)}}\right)^{1/(4n-2)}, \quad L_{mk} = \left(\frac{M'E'^{2n+1}}{K^{2(n+1)}}\right)^{1/(2n-1)}, \quad \epsilon_{mk} = \left(\frac{K^{6n}}{M'E'^{6n-1}}\right)^{1/(4n-2)}.$$

The elasticity (13), Reynolds (16), (17), global fluid balance (18) equations and the propagation condition (19) written in terms of the dimensionless distance $\rho$ and using (57) and (58) can be written in the normalised form as:

- **Elasticity:**

  $$\Pi = -\frac{1}{2\pi \gamma} \int_0^1 G(\rho, s) \frac{\partial \Omega}{\partial s} ds;$$

- **Reynolds:**

  $$\frac{\partial \Omega}{\partial \tau} - \frac{\rho \dot{\gamma}}{\gamma} \frac{\partial \Omega}{\partial \rho} + \frac{\phi^{1/4}}{\sqrt{\tau - \theta_0}} = 0,$$

  $$= \frac{1}{\gamma \rho} \frac{\partial}{\partial \rho} \left[ \rho^{2+1/n} \frac{\partial \Pi}{\partial \rho} \right]^{1/n-1} \left(1 - 2\psi \frac{\gamma}{\Omega} \left| \frac{\partial \Pi}{\partial \rho} \right|^{-1} \left(1 + 2\psi \frac{\gamma}{\Omega} \left| \frac{\partial \rho}{\partial \rho} \right|^{-1} \frac{n}{n+1} \right) \right],$$

  where the dimensionless leak-off $\phi$ and yield stress $\psi$ are defined in equation (56), and the dimensionless inverse radius function is given by $\theta_0(\rho, \tau) = t_0(r)/t_{mk}$. For completeness, we also provide the definitions of $\phi$ and $\psi$ through the characteristics of the $mk$-scaling:

  $$\phi = \left(\frac{C' \sqrt{t_{mk}}}{L_{mk}\epsilon_{mk}}\right)^4, \quad \psi = \frac{\tau_0}{E'\epsilon_{mk}^2};$$

- **Global fluid balance:**

  $$\frac{\tau}{\pi \gamma^2} = 2 \int_0^1 \rho \Omega d\rho + 4\phi^{1/4} \int_0^1 \rho \sqrt{\tau - \theta_0} d\rho;$$

- **Propagation condition:**

  $$\Omega = \sqrt{\gamma \sqrt{1 - \rho}}, \quad \rho \rightarrow 1.$$
We can use the numerical schemes presented in Sections 3.1 and 3.2 for the solution of the normalised system of governing equations assuming $E' = K' = M' = Q_0 = 1$, $C' = \phi^{1/4}$, $\tau_0 = \psi$, and $t = \tau$.

Further, it is useful to estimate the realistic ranges of the dimensionless governing parameters $\phi$ and $\psi$. To obtain the desired ranges, some input parameters are kept fixed, while the remaining ones are altered within their own intervals. We consider the following values/spans:

- **geomechanics:**
  - plane-strain elastic modulus: $E' = 10 \div 50$ GPa;
  - rock toughness: $K_{Ic} = 0.5 \div 2.5$ MPa $\cdot \sqrt{m}$;
  - far-field confining stress: $\sigma_o = 10 \div 30$ MPa;

- **reservoir:**
  - permeability: $k = 0 \div 100$ mD;
  - porosity: $\phi_r = 5 \div 25$%;
  - ratio of far-field pore pressure and far-field confining stress: $p_o/\sigma_o = 0.4 \div 0.95$;

- **Fracturing fluid:**
  - flow behaviour index: $n = 0.5 \div 1$;
  - consistency index: $M = 10^{-3} \div 2$ Pa $\cdot$ s$^n$;
  - yield stress: $\tau_0 = 0 \div 15$ Pa;

- **pore fluid:**
  - viscosity: $\mu = 1 \div 5$ cP;
  - total compressibility: $c_t = 10^{-3}$ MPa$^{-1}$;

- **volumetric injection rate:**
  - $Q_0 = 0.01 \div 0.1$ m$^3$/s.

We take three values of the flow behaviour index $n = \{0.6, 0.8, 1\}$ and compute the intervals for the governing parameters $\phi$ and $\psi$ by varying each of the aforementioned dimensional input parameters independently. We illustrate the evaluated domains in Figure 6(a). It can be noticed that the domain for $n = 0.6$ (green one) includes the analogous zone for $n = 0.8$ (red one) which, in turn, includes the region for $n = 1$ (blue one). To understand the structure of the non-dimensional parametric domain for a fixed $n$ (how different dimensional input parameters affect the locations inside it) we look closely at the example of the Bingham fluid ($n = 1$) with the yield stress $\tau_0 = 15$ Pa (yellow decagon in Figure 6(b); such decagons for different $\tau_0 \in [0, 15]$ Pa fill completely the whole blue domain). We identify two sub-domains (octagons) corresponding to the minimum and maximum values of the plane-strain elastic modulus and frame them by coloured dash-dotted lines (Figure 6(b)); the octagons belonging to the intermediate values of $E'$ are located between them. Consequently, the resultant interval for the dimensionless leak-off number is controlled by the predefined range for $E'$, while the interval for $\psi$ is primary governed by the yield stress parameter and then by $E'$.

Next, each octagon is limited by two hexagons corresponding to the limiting values of the rock toughness. In Figure 6(c), we show the octagon related to the minimum value of the plane-strain elastic modulus ($E' = 10$ GPa) by the orange colour and highlight the sub-domains for the minimum and maximum values of $K_{Ic}$ by the coloured dashed lines. One can also examine the interior of each hexagon and reveal the parallelograms corresponding to the extreme values of the consistency index and rock permeability which we emphasise by the coloured dotted boundaries and the coloured line fill in Figure 6(d) using the hexagon for $K_{Ic} = 2.5$ MPa $\cdot \sqrt{m}$. Finally, we can mention that the lower and upper sides of each parallelograms (Figure 6(d)) are locuses of the points represented by the minimum and maximum values of the volumetric fluid injection rate, and the structure of each side includes the alterations of the remaining parameters ($\sigma_o$, $\phi_r$, $p_o/\sigma_o$).
A radial hydraulic fracture driven by Herschel–Bulkley fluid

5.2. Analysis of the parametric space

This section considers analysis of the parametric space for a radial crack driven by a fluid with Herschel-Bulkley rheology. We utilise the dimensionless problem formulation (Section 5.1) in which the crack characteristics governed by the following dimensionless variables: time ($\tau$), distance from the source ($\rho$), leak-off ($\phi$) and yield stress ($\psi$).

In this section, we focus on the results related to the following values of the flow behaviour index: $n = 1$ and $n = 0.3$, and the examination includes the following two main components. Firstly, we identify the applicability domains of the limiting propagation regimes inside the parameter space and draw them as the regime maps. The construction of such kind of maps helps to understand the crack propagation conditions for the given problem parameters. The validity zones of the vertices are defined according to the following criterion (the same was used in Dontsov (2016a)):

$$
\sqrt{\left(1 - \frac{\Omega(0, \tau)}{\Omega_0(0, \tau)}\right)^2 + \left(1 - \frac{\gamma(\tau)}{\gamma(\tau)}\right)^2} < 0.01, \quad i = M, \tilde{M}, K, \tilde{K}, T, \tilde{T}.
$$

Equation (59) states that the combination of the relative differences of the opening at the wellbore and of the fracture radius between the numerical solution and the $i$-th limiting regime should be less than 1% for the solution being considered at the vertex.

It is important to highlight that for the purpose of this section we apply the simplified approach (Section 3.2) for calculations due to its computational efficiency. In Appendix C, we present validation of the corresponding approximate
solution by comparing its predictions to that provided by the accurate numerical method (Section 3.1).

We apply criterion (59) to estimate the applicability boundaries of all vertex solutions numerically. Moreover, to provide quick analytic estimates, we fit the obtained points by the appropriate analytical functional dependencies that are derived from the consideration of the transition timescales between the limiting regimes. As an example, let us consider the validity boundaries of the storage-viscosity (M) and storage-yield-stress (T) regimes framing the MT transition (another interpretation of the transition is the MT-edge of the solution space outlined in Section 4.2). The time $\tau$ normalised by the transition timescale $t_{mt}$ has the form: $\tau_{mt} = \tau_0^{(2+n)/2n}$, providing the following relation for the discussed boundaries: $\psi \propto \tau^{-2n/(2+n)}$. The prefactors are estimated numerically via the fitting procedure for M and T vertices separately. We summarise all possible relationships arising in the model as the applicability boundaries of the limiting solutions in Table 1.

The second element of the analysis is the examination of the variations of the main time-dependent crack characteristics such as radius $\gamma(t)$, opening at the wellbore $\Omega(0, t)$, pressure at the half-radius $\Pi(1/2, t)$, and efficiency $\eta(t)$ with the dimensionless leak-off and yield stress parameters.

### 5.2.1. Impermeable rock

**Bingham fluid ($n = 1$)**

We start with a radial crack driven by the Bingham fracturing fluid ($n = 1$) in an impermeable formation ($\phi = 0$). The regime map is shown in Figure 7(a) in the coordinates $(\tau, \psi)$. Generally, when the leak-off number $\phi = 0$, only three storage vertices can be realised: viscosity (M), toughness (K), and yield stress (T). For the flow behaviour index $n > 0.5$, the problem solution evolves from M to T ($\psi > 0$) or to K ($\psi = 0$) as it is confirmed by Figure 7(a) for $n = 1$. Moreover, for $n > 0.5$ and non-zero yield stress, the solution passes through the toughness dominated regime (K) over an intermediate time range if yield stress ($\psi$) is small enough. For example, the K-vertex approximates the general solution along certain time intervals when $\psi \lesssim 10^{-6}$ for $n = 1$, while the solution is dominated by dissipation in the fluid at all times, i.e., solution is given by M to T transition bypassing K-vertex, when the yield stress is large enough, e.g., $\psi \gtrsim 1$ for $n = 1$ (Figure 7(a)). The time domain of the storage-viscosity regime gradually shrinks with increasing $\psi \gtrsim 10^{-1}$ for $n = 1$ (Figure 7(a)), whereas the time domain of the storage-yield-stress regime expands.

Further, we look at the solution trajectories in the parameter space for $n = 1$ and $\phi = 0$ corresponding to the following values of the dimensionless yield stress number: $\psi = \{10^{-10}, 10^{-5}, 1, 10^5\}$ (the grey dash-dotted lines in Figure 7(a)). We calculate evolution of the time-dependent crack parameters (radius $\gamma(t)$, wellbore opening $\Omega(0, \tau)$, and pressure $\Pi(1/2, \tau)$) and plot them normalised by the M-vertex solution in Figures 7(b) – (d). One can notice that the solutions are approximately independent of the yield stress $\psi$ and given by the M-vertex solution during an initial time period which duration depends on the magnitude of $\psi$. After that initial propagation stage, the presence of the non-zero yield stress leads to a radial crack with the smaller radius (slower fracture growth), larger wellbore opening and higher pressure compared to the $\psi = 0$ case (see panels (b) – (d) in Figure 7 where the solution for $\psi = 10^{-10}$ coincides with the $\psi = 0$ case within the chosen time interval). Moreover, the relative differences between the computed properties for Newtonian ($\psi = 0$) and Bingham $\psi > 0$ fluids grow with the increase of the magnitude of the dimensionless yield stress number $\psi$. Various asymptotic regimes of the solution as discussed above with the help of the parametric map (Figure 7(a)) can also be identified with corresponding M, K, and T limiting solutions (Appendix B) shown in Figures 7(b) – (d) by coloured dotted lines.

#### Table 1

The validity boundaries of the limiting regimes obtained by setting $\tau_{edge} = const.$

| Transition | $\tau_{edge}$ = |
|------------|----------------|
| M $\bar{K}$ | $\tau$ |
| M $\bar{M}$ | $\tau \phi^{1/(2n+6)/(10n+4)}$ |
| M $\bar{T}$ | $\tau \psi^{(2+n)/(2n)}$ |
| $\bar{K} K$ | $\tau \phi^{7/6}$ |
| $\bar{K} T$ | $\tau \psi^{3/2}$ |
| $\bar{M} K$ | $\tau / \sqrt{\phi}$ |
| $\bar{M} T$ | $\tau \psi^{(4n+4)/(3n)} / \sqrt{\phi}$ |
| $\bar{K} T$ | $\psi^3 \tau / \sqrt{\phi}$ |
| $\bar{T} T$ | $\tau \phi^{17/2} / \psi^2$ |
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Figure 7: Results for a radial hydraulic fracture driven by the Bingham fluid ($n = 1$) with non-zero yield stress ($\psi > 0$) in an impermeable rock ($\phi = 0$). The regime map (a) is presented in the coordinates $(\tau, \psi)$, and the coloured regions denote the applicability domains of the limiting regimes. The time-dependent crack characteristics (radius (b), opening at the wellbore (c), and pressure at the half-radius (d)) normalised by the storage-viscosity limiting solution ($M$) are depicted for the yield stress number values: $\psi = \{10^{-10}, 10^{-5}, 1, 10^{5}\}$. In figure (a), the grey dash-dotted lines highlight the considered solution trajectories, while the coloured dotted lines in (b) – (d) correspond to the limiting solutions.

Herschel–Bulkley fluid with $n = 0.3$

Now we proceed with the discussion of a radial crack driven by the Herschel–Bulkley fluid with $n = 0.3$ in an impermeable rock. The problem solution is demonstrated in Figure 8. For $n < 0.5$, the solution trajectories start at the storage-toughness ($K$) regime and finish at the storage-viscosity ($M$) regime for the Newtonian fluid ($\psi = 0$) or storage-yield-stress ($T$) regime for the Herschel–Bulkley fluid ($\psi > 0$) (panel (a) in Figure 8). The general solution can be approximated by the $M$-vertex solution during the intermediate time intervals for $\psi > 0$, e.g., it is realised along certain time ranges when $\psi \lesssim 10^{-4}$ for $n = 0.3$. The validity zone of the storage-toughness limiting solution ($K$) diminishes with increasing yield stress number $\psi$, while the $T$-vertex domain expands. Similarly to the Bingham fluid case, we examine four solution trajectories inside the parameter space for $n = 0.3$ and $\phi = 0$ corresponding to the set of values of the yield stress number: $\psi = \{10^{-10}, 10^{-5}, 1, 10^{5}\}$ (the grey dash-dotted lines in Figure 8(a)), and plot time-dependent crack characteristics normalised by the storage-viscosity limiting solution in Figures 8(b) – (d). The results demonstrate that the non-zero yield stress affects radial fracture growth qualitatively similar to the Bingham fluid case: (i) the non-zero yield stress impacts the crack properties after a definite time range from the initiation which duration is governed by the yield stress number value; (ii) when the solution for the Herschel–Bulkley fluid deviates from that of for the Newtonian fluid, it is characterised by the reduced crack radius and increased maximum opening and pressure; (iii) the relative difference between the compared solutions, i.e., for $\psi > 0$ and $\psi = 0$, grows with increasing $\psi$.

5.2.2. Permeable rock

Next, consider the radial crack problem in a permeable reservoir ($\phi > 0$). Here, we vary both governing parameters $\phi$ and $\psi$ to fully explore the problem parameter space. For each selected value of the flow behaviour index, i.e., $n = 1, 0.3$, we carry out calculations for the following values of the dimensionless yield stress number:
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Figure 8: Results for a radial hydraulic fracture driven by the fluid with the flow behaviour index \( n = 0.3 \) and non-zero yield stress in an impermeable rock \((\phi = 0)\). The regime map (a) is presented in the coordinates \((\tau, \psi)\), and the coloured regions denote the applicability domains of the limiting regimes. The time-dependent crack characteristics (radius (b), opening at the wellbore (c), and pressure at the half-radius (d)) normalised by the storage-viscosity limiting solution \((\tilde{M})\) are depicted for the yield stress number values: \( \psi = \{10^{-10}, 10^{-5}, 1, 10^5\}\). In figure (a), the grey dash-dotted lines highlight the considered solution trajectories, while the coloured dotted lines in (b) – (d) mean the limiting solutions.

\( \psi = \{10^{-10}, 10^{-5}, 1, 10^5\}\) and construct the regime maps in the coordinates \((\tau, \phi)\). Then, we investigate variations of the major time-dependent crack properties for \( \psi = 1 \) and different values of \( \phi \).

Bingham fluid \((n = 1)\)

Figure 9 shows regime maps for a radial crack driven by fluid with \( n = 1 \) and various values of yield stress. When the flow behaviour index \( n > 0.5 \), the problem solution evolves from the storage-viscosity \((M)\) to the leak-off-toughness \((\tilde{K})\) regime for the power-law fluid \((\psi = 0)\) or to the leak-off-yield-stress \((\tilde{T})\) vertex for the fluid with yield stress \((\psi > 0)\). The applicability domains of the limiting propagation regimes for \( \psi > 0 \) are shown by various colours in Figure 9, while the boundaries of the vertices for \( \psi = 0 \) are depicted by coloured dashed lines. When the yield stress is absent, the storage-toughness \((K)\) and the leak-off-viscosity \((\tilde{M})\) regimes are realised as the intermediate asymptotes, and for \( n = 1 \), they emerge along the intervals \( \phi \lesssim 10^{-15} \) and \( \phi \gtrsim 10^3 \), respectively (see the coloured dashed lines in Figure 9). For a non-zero yield stress, the yield stress dominated regimes \( T, \tilde{T} \) emerge earlier in the solution with an increase of \( \psi \) (see the shifting of corresponding domains from Figure 9(b) to (d)). As a result, the validity zones of the toughness dominated regimes \( K, \tilde{K} \) shrink with growing \( \psi \), and eventually, they disappear completely (see Figure 9(a) versus (b) – (d)). Moreover, the domains belonging to the viscosity dominated regimes \( M, \tilde{M} \) recede after a certain value of the dimensionless yield stress (see Figures 9(c), (d) as compared to (a), (b)); however, they always exist in the model for certain values of \( \tau \) and \( \phi \), and for all \( \psi \). To summarise, during the intermediate time intervals, the general solution is approximated by \( K, \tilde{K}, M, T \) vertex solutions depending on the values of the governing parameters \( \phi \) and \( \psi \). The boundaries between \( KT, \tilde{K}\tilde{T}, TT \) transitions do not depend on the flow behaviour index in the range \( n > 0.5 \) since this parameter affects only the regions of the parameter space where the dissipation effects related to the viscous fluid flow are significant, i.e., viscosity-toughness and viscosity-yield-stress transitions. Further, we compared the applicability regions of the limiting regimes for \( n = 1 \) and \( n = 0.75 \) (not shown) and found that the reduction of
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Figure 9: The parameter space for the problem of a radial hydraulic fracture driven by Bingham fluid ($n = 1$) in a permeable rock ($\phi > 0$). The regime maps are depicted in the coordinates $(\tau, \phi)$ for several values of the dimensionless yield stress number: $\psi = \{10^{-10}, 10^{-5}, 1, 10^{5}\}$. The applicability domains of the limiting propagation regimes are indicated by different colours, and the boundaries corresponding to $\psi = 0$, i.e., Newtonian fluid case, are presented by the coloured dashed lines. In figure (c), the grey dash-dotted lines highlight the considered solution trajectories discussed in the current section.

The flow behaviour index within the interval $n \in (0.5, 1]$ leads to further separation of $M, \tilde{M}, K, \tilde{K}$ regimes from the “center” of the map, i.e., the boundaries of $M$ and $K$ vertices framing the $MK$ transition move to the left (i.e., smaller times) and to the right (i.e., larger times), respectively, while the boundaries of $\tilde{M}$ and $\tilde{K}$ regimes framing the $\tilde{M}\tilde{K}$ transition shift up-left and down-right, correspondingly. The value of $n$ starts to influence locations of the boundaries of $T$ and $\tilde{T}$ regimes related to $MT$ and $M\tilde{T}$ transitions only for large values of $\psi$.

Further, we take a closer look at variations of the time-dependent properties of the radial crack driven by Bingham fluid ($n = 1$) with respect to parameters $\phi$ and $\psi$. (At this point, we should note that the following analyses are qualitatively applicable to the other values of the flow behaviour index inside the interval $0.5 < n \leq 1$.) We consider the following set of the dimensionless leak-off values $\psi = \{10^{-20}, 10^{-10}, 1, 10^{10}\}$ and perform computations for both zero (Newtonian fluid) and non-zero (Bingham fluid) yield stress ($\psi = 1$). The obtained results are demonstrated in Figure 10. The solid black lines show the solution with $\psi = 1$, while the case $\psi = 0$ is presented by the dashed grey lines. First, we discuss the dependence of the solution on the leak-off number $\phi$ for a fixed value of the yield stress number ($\psi = 0$ or $\psi = 1$). We observe that the solution is independent of $\phi$ (and thus given by the impermeable case, $\phi = 0$) during an initial time period of fracture propagation which duration depends on $\phi$ and $\psi$ values. Outside this initial time span, the increase of leak-off leads to smaller radius, opening at the wellbore, and crack efficiency, whereas the pressure becomes larger (Figure 10). However, the pressure behaviour can differ from the description provided above for the non-zero yield stress case in which pressure for all $\phi$ values tends to reach the same yield stress dominated asymptote (see the cyan line in Figure 10(c)).

Next, we focus on the effect of the yield stress by comparing the solutions for Newtonian ($\psi = 0$) and Bingham ($\phi = 1$) fluids at a fixed value of the leak-off number (Figure 10). These solutions are insensitive to the fluid yield...
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Figure 10: The time-dependent characteristics of a radial crack propagating in a permeable rock ($\phi > 0$) due to the injection of Bingham fluid: (a) radius $\gamma(t)$, (b) opening at the wellbore $\Omega(0, t)$, (c) pressure at the half-radius $\Pi(1/2, t)$, and (d) efficiency $\eta(t)$. The properties in charts (a) – (c) are normalised by the storage-viscosity ($\tilde{M}$) limiting solution. The profiles corresponding to $\phi = \{10^{-20}, 10^{-10}, 1, 10^{10}\}$ and $\psi = 1$ are shown by the solid black lines. The solutions for the same values of leak-off and zero yield stress are depicted by the dashed grey lines for comparison. The vertex solutions are presented by the dashed coloured lines. In graph (a), the asymptotic behaviour of the radius in the leak-off dominated regimes $\tilde{K}$, $\tilde{M}$, $\tilde{T}$ are represented by the orange colour due to the same functional relationships $\tilde{K}(\tau)$, $\tilde{M}(\tau)$, $\tilde{T}(\tau)$ for all of them. Similarly, in graph (c), we apply cyan colour for the pressure behaviour in the the yield stress dominated regimes $T$, $\tilde{T}$ ($\Pi_T(1/2, \tau)$, $\Pi_{\tilde{T}}(1/2, \tau)$) which are very close to each other.

stress and thus coincide at the early stages of crack growth. Moreover, when the leak-off is very large ($\phi = 10^{10}$), two solutions match in the entire time domain for the radius and efficiency (Figures 10(a), (d)). At larger time the fluid yield stress ($\psi = 1$) leads to the reduced value of the radius and increased opening at the wellbore, pressure, and efficiency compared to the Newtonian fluid case ($\phi = 0$).

The time domains where the fracture propagation is dominated by different limiting regimes can be identified in Figure 10 by comparing the computed fracture properties with the vertices (Appendix B) shown by the coloured dashed lines. We note that the limiting solutions for the radius are identical in all leak-off dominated regimes $\tilde{K}$, $\tilde{M}$, $\tilde{T}$ and thus shown in Figure 10(a) by a single (orange) colour. Similarly, the limiting solutions for pressure is all yield stress dominated regimes $T$, $\tilde{T}$ ($\Pi_T(1/2, \tau)$, $\Pi_{\tilde{T}}(1/2, \tau)$) which are very close to each other.

Herschel–Bulkley fluid with $n = 0.3$

We now turn to the discussion of the parametric dependence of the solution for a radial crack propagation in a permeable rock ($\phi > 0$) due to the injection of Herschel–Bulkley fluid with the flow behaviour index $n = 0.3$. Figure 11 shows the computed propagation regime maps. When the flow behaviour index $n < 0.5$, the problem solution starts at the storage-toughness ($\tilde{K}$) regime and finishes at the leak-off-viscosity ($\tilde{M}$) regime for the power-law fluid ($\psi = 0$) or at the leak-off-yield-stress ($\tilde{T}$) regime for Herschel–Bulkley fluid ($\psi > 0$). The validity zones of the limiting regimes corresponding to $\psi > 0$ cases are shown by various colours in Figure 9, where we also plot the boundaries of the corresponding zones for the power-law fluid case $\psi = 0$ by dashed lines for comparison purposes. The general solution may approach the leak-off-toughness ($\tilde{K}$), storage-viscosity ($\tilde{M}$), leak-off-viscosity ($\tilde{M}$), and/or storage-yield-stress ($\tilde{T}$) regimes at an intermediate time depending on the values of $\phi$ and $\psi$. The behaviour of the yield
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Figure 11: The parameter space of the model for a radial hydraulic fracture driven by Herschel–Bulkley fluid with \( n = 0.3 \) in a permeable rock \((\phi > 0)\). The regime maps are depicted in the coordinates \((\tau, \phi)\) for several values of the dimensionless yield stress: \( \psi = \{10^{-10}, 10^{-5}, 1, 10^5\} \). The applicability domains of the limiting propagation regimes are filled by different colours, and the boundaries corresponding to \( \psi = 0 \), i.e., power-law fluid, are presented by coloured dashed lines. In figure (c), the grey dash-dotted lines highlight the considered solution trajectories discussed in the current section.

stress dominated regimes with an increase of \( \psi \) is qualitatively similar to the already discussed case of the Bingham fluid, namely, \( T \) and \( \tilde{T} \) domains expand towards smaller times. This shift leads to shrinking and, eventually, vanishing time domains of the viscosity dominated regimes as it can be noticed for \( n = 0.3 \) from Figures 11(a), (b) as compared to the panels (c), (d), and to the shrinking of the toughness regimes time domains (see Figure 11(d)). In contrast to \( n > 0.5 \) case, for \( n < 0.5 \) the change of the dimensionless yield stress does not affect the boundaries framing the \( T\tilde{T} \) transition. We also should comment on the alterations of the regime map with the variation of the flow behaviour index inside the interval \( n \in [0,0.5) \) (not shown). When we increase the value of \( n \), the boundaries of \( K \) and \( M \) vertex solutions framing the \( KM \) transition move to the left (i.e., smaller times) and to the right (i.e., larger times) respectively, whereas the boundaries of \( \tilde{K} \) and \( \tilde{M} \) domains framing the \( \tilde{K}\tilde{M} \) transition go up-left and down-right, correspondingly. Similarly to \( n > 0.5 \), the flow behaviour index affect the boundaries of the yield stress dominated regimes framing \( KT \) and \( \tilde{K}\tilde{T} \) transitions only for the large values of the dimensionless yield stress.

Figure 12 illustrates the evolution of fracture characteristics with time for the Herschel–Bulkley fluid \((n = 0.3, \psi = 1)\) for various values of the leak-off number: \( \phi = \{10^{-20}, 10^{-10}, 1, 10^10, 10^{25}\} \) (see the corresponding dash-dotted trajectories in the parametric map in Figure 11(c)). The solutions for the power-law fluid case \((n = 0.3, \psi = 0)\) are also shown for comparison by grey dashed lines. (Note that the solutions for the radius, maximum opening, and pressure at the half-radius in panels (a)–(c) in Figure 12 are normalised by the storage-viscosity limiting solution \((M)\).) One can notice that the fluid yield stress impacts the problem solution qualitatively similar to the Bingham fluid case: (i) for the fixed yield stress number, the increase of leak-off results in the fracture with smaller radius, maximum opening, and efficiency, but higher fluid pressure; (ii) when we fix the leak-off number and raise the yield stress number, we observe the reduction of the radius and increase of opening at the wellbore, pressure, and efficiency. The tendencies (i) and (ii) are applicable for the large enough time when the solutions for Herschel–Bulkley fluid \((\psi > 0)\) and Newtonian
Figure 12: The time-dependent characteristics of a radial crack propagating in a permeable rock ($\phi > 0$) due to the injection of Herschel–Bulkley fluid with $n = 0.3$: (a) radius $\gamma(t)$, (b) maximum opening $\Omega(0, t)$, (c) pressure at the half-radius $\Pi(1/2, t)$, and (d) efficiency $\eta(t)$. The properties in charts (a) – (c) are normalised by the storage-viscosity ($M$) limiting solution. The profiles corresponding to $\phi = \{10^{-20}, 10^{-10}, 1, 10^{10}, 10^{25}\}$ and $\psi = 1$ are shown by the solid black lines. The solutions for the same values of leak-off and zero yield stress case are depicted by the dashed grey lines for comparison. The vertex solutions are presented by the dashed coloured lines. In graph (a), the asymptotic behaviour of radius in the leak-off dominated regimes $\tilde{K}, \tilde{M}, \tilde{T}$ are represented by the orange colour due to the same functional relationships $\tilde{K}(t), \tilde{M}(t), \tilde{T}(t)$ for all of them. Similarly, in graph (c), we apply the cyan colour for the pressure behaviour in the yield stress dominated regimes $\tilde{T}, \tilde{T}$ ($\Pi_f(1/2, t), \Pi_f(1/2, t)$) which are very close to each other.

fluid ($\psi = 0$) are distinct. For a better perception of the crack propagation regimes realised at different time in the demonstrated solutions, we plot the limiting (vertex) solutions (Appendix B) by the dashed coloured lines in Figure 12.

5.3. Quantitative estimations of the plug zone

In the current model for the hydraulic fracture driven by Herschel–Bulkley fluid, the plug zone is formed inside the regions where the shear stress $\tau_m$ is less than the yield stress $\tau_0$, and its width is equal to $w_{\text{plug}}(\rho, t) = 2y_\tau = 2\tau_0 R |\partial \rho / \partial \rho|^{-1}$. To track evolution of the unyielded zone, we introduce the time-dependent characteristic $Y(t)$ defined as volumetric fraction of the plug within the crack, i.e., $Y(t) = V_{\text{plug}}(t)/V_{\text{crack}}(t) = \int_0^1 \rho w_{\text{plug}} d\rho / \int_0^1 \rho w d\rho$. Further, we express $Y(t)$ through the dimensionless crack properties (57) and the governing parameters $\phi, \psi$ (56) as:

$$Y(\tau, \phi, \psi) = 2\psi \gamma / \int_0^1 \rho \frac{\partial \Pi}{\partial \rho} \left| \frac{\partial \Pi}{\partial \rho} \right|^{-1} d\rho.$$  

(60)

Equation (60) can be also simplified for the impermeable rock case as follows:

$$Y(\tau, 0, \psi) = \frac{4\pi \psi \gamma^3}{\tau} \int_0^1 \rho \left| \frac{\partial \Pi}{\partial \rho} \right|^{-1} d\rho.$$
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Figure 13: The charts present the isolines for $\Upsilon(\tau, \phi, \psi) = V_{\text{plug}}/V_{\text{crack}}$ (the dashed black lines) corresponding to the quantities 10%, 50%, and 90%. Two cases of the flow behaviour index are analysed: $n = 1$ (panels (a) and (c)) and $n = 0.3$ (panels (b) and (d)). The top row reflects the impermeable reservoir case, while the bottom figures correspond to simulations with leak-off and for the yield stress number $\psi = 1$. The regime maps demonstrated in Figures 7, 8, 9, 11 are applied as background in the diagrams.

The fully numerical solution (Section 3.1) is utilised for calculating $Y(\tau, \phi, \psi)$ time histories for various $\phi, \psi$ since the approximate approach (Section 3.2) provides the pressure gradient profiles with a reduced accuracy. The results are shown in Figure 13 in the form of the isolines (the dashed black lines) $Y(\tau, \phi, \psi) = \text{const}$ where the constant can be varied within the segment $[0, 1]$ and, in our case, takes values 0.1, 0.5, and 0.9. The plug fraction isolines are shown for two values of the flow behaviour index $n = 1$ (the left column) and $n = 0.3$ (the right column) for both impermeable (the top row) and permeable (the bottom row) formation cases. We demonstrate the results in the parameter space $(\tau, \psi)$ when $\phi = 0$ and in the space $(\tau, \phi)$ for the fixed yield stress of $\psi = 1$ for non-zero leak-off $\phi > 0$. To better understand positions of the isolines relatively to the limiting regimes, we add their validity zones using the same colour palette as in the regime maps in Figures 7, 8, 9, 11.

The selected isolines $Y(\tau, \phi, \psi) = \text{const}$ are predominantly located in the transition regions between the limiting propagation regimes. For a crack driven by Bingham fluid in an impermeable rock (panel (a) in Figure 13), $MT$ and $KT$ transitions contain the contour lines within the time intervals $\tau \lesssim 10^{-2}$ and $\tau \gtrsim 10^6$, respectively. The reversed situation is observed for the Herschel–Bulkley fluid with $n = 0.3$ (panel (b) in Figure 13) in which the isolines are located inside the $KT$ and $MT$ transition zones for $\tau \lesssim 10^{-18}$ and $\tau \gtrsim 10^7$, correspondingly. The isoline $Y = 0.1$ passes closely to the applicability domains of the storage limiting regimes, i.e., viscosity $M$ and toughness $K$, in which $Y = 0$. In turn, the level $Y = 0.9$ lies near the validity region of the $T$ vertex associated with $Y = 1$.

Generally, the function $Y(\tau, \phi, \psi)$ for the fixed values of the governing parameters $\phi$ and $\psi$ grows smoothly with time from 0 to 1 evolving from the viscosity $M$, $\tilde{M}$ or toughness $K$, $\tilde{K}$ limiting regimes to the yield-stress $T$, $\tilde{T}$ vertices. In the model with the non-zero leak-off (panels (c) and (d) in Figure 13), we observe that the isolines belong to $MT$
and crack efficiency are higher for Herschel–Bulkley fluid by 11.4% and 8.4%, respectively. Finally, leak-off is introduced into the model, the radius values are almost indistinguishable, while the opening at the wellbore between the two compared solutions are more substantial during the fracture propagation in an impermeable rock.

Here, the importance of yield stress for modelling practical cases of hydraulic fracturing.

6. Conclusions

In this paper, we constructed a numerical model for a radial hydraulic fracture driven by Herschel–Bulkley fluid in a permeable rock and carried out extensive analysis of the combined impact of the fluid yield stress and leak-off on the fluid transport, pressure, and energy. We observed that the non-zero yield stress leads to the reduction of the crack radius, increase of the maximum aperture, and pressure at the half-radius reaches approximately 27% and 13% for \( \phi = 0 \) and \( \phi > 0 \), correspondingly. These findings are consistent with the analyses stated in Section 5.2. To characterise the discrepancies between two compared solutions, we utilise the blue colour for the zero leak-off case and the green one for when the rock formation is permeable.

We observe that the non-zero yield stress \( \tau_0 = 10 \) Pa leads to the reduction of the crack radius, increase of the opening at the wellbore, pressure, and efficiency (there is no alteration in efficiency for the impermeable formation case) (see the solid lines versus the dashed ones of the same colour in Figure 14). Therefore, these findings are in agreement with the analyses stated in Section 5.2. To characterise the discrepancies between two compared solutions, we utilise the blue colour for the zero leak-off case and the green one for when the rock formation is permeable.

Finally, we focus on the behaviour of the isolines near the toughness dominated limiting regimes when the leak-off number \( \phi \) is fixed, and the yield stress number \( \psi \) is small (for \( n > 0.5 \)) or large (for \( n < 0.5 \)). Using the panels (a) and (b) in Figure 13 for \( \phi = 0 \) cases, it is possible to observe that the contour lines for \( Y = 0.1, 0.5 \) penetrate into the validity zone of the storage-toughness regime. This phenomenon can be explained in the following way: the unyielded region starts to form when the crack geometry (radius and aperture) corresponds to the \( K \) vertex solution in which the energy is spent primarily on the brittle rock failure and is independent of the fluid flow process inside the crack channel where the coexistence of both liquid and solid (plug) states can occur.

5.4. Simulations of the crack growth for typical field cases

This subsection outlines results of the radial crack propagation in terms of the dimensional variables (the system of the governing equations can be found in Section 2.2). We choose the values of the input parameters representative of typical field applications, and they consist of the geomechanical and filtration-storage properties of the porous rock, fluids (pore and hydraulic fracturing) characteristics, and the injection rate. The main aim of the analysis is to examine the impact of non-zero yield stress on the problem solution quantitatively for particular cases relevant to the field.

We consider fracture propagation during the first \( 6 \cdot 10^3 \) seconds of injection with the volumetric rate of \( Q_0 = 0.01 \text{ m}^3/\text{s} \). The set of the geomechanical parameters is: plane-strain elastic modulus \( E = 30 \text{ GPa} \), rock toughness \( K_{fc} = 1 \text{ MPa} \cdot \sqrt{\text{m}} \), far-field confining stress \( \sigma_o = 10 \text{ MPa} \). We take the fracturing fluid with the flow behaviour index \( n = 0.7 \), consistency index \( M = 1 \text{ Pa} \cdot \text{s}^n \) providing \( M' = 7.7 \text{ Pa} \cdot \text{s}^n \), and the yield stress value is \( \tau_0 = 10 \text{ Pa} \) (since we estimate the yield stress influence, the reference solution corresponds to the power-law fluid with the same \( n \) and \( M \) but \( \tau_0 = 0 \)). We analyse the crack propagation in both impermeable and permeable formations. In the latter case, we consider the pore fluid and formation characteristics to be the following: far-field pore pressure \( p_o = 6 \text{ MPa} \), permeability \( k = 10 \text{ mD} \), porosity \( \phi_p = 20\% \), viscosity \( \mu = 5 \text{ cP} \) (Newtonian fluid), compressibility \( c_l = 10^{-4} \text{ atm}^{-1} \). For simplicity, it is assumed that the filtrate of the fracturing fluid has the same properties as the pore fluid. Consequently, the leak-off parameter is equal to \( C' = 9.1 \cdot 10^{-5} \text{ m}/\sqrt{\text{s}} \) in the permeable reservoir case. In terms of the dimensionless governing parameters \( (\tau, \phi, \psi) \) introduced in Section 4.2, the analysed cases can be written as: \( \tau \in (0, 1.04 \cdot 10^{-10}), \phi = 0 \) (impermeable rock) or \( \phi = 4.7 \cdot 10^{14} \) (permeable rock), \( \psi = 5.8 \cdot 10^4 \) (Herschel–Bulkley fluid) or \( \psi = 0 \) (power-law fluid).

Figure 14 shows evolution in time of the fracture radius \( R(t) \), opening at the wellbore \( \omega(0,t) \), net pressure at the half-radius \( p(R(t)/2, t) \), and efficiency \( \eta(t) \) calculated using fully numerical solution (see Section 3.1). The results for a radial crack driven by the Herschel–Bulkley fluid are depicted by the solid lines, for a crack driven by power-law fluid by the dashed lines. We utilise the blue colour for the zero leak-off case and the green one for when the rock formation is permeable.

We observe that the non-zero yield stress \( \tau_0 = 10 \text{ Pa} \) leads to the reduction of the crack radius, increase of the opening at the wellbore, pressure, and efficiency (there is no alteration in efficiency for the impermeable formation case) (see the solid lines versus the dashed ones of the same colour in Figure 14). Therefore, these findings are in agreement with the analyses stated in Section 5.2. To characterise the discrepancies between two compared solutions, i.e., for Herschel–Bulkley (“hb”) and power-law (“pl”) fluids, quantitatively, we calculate the relative differences between the crack properties for the time moment \( t = 6000 \text{ s} \) using the following formula: \( \delta_A = |A_{hb} - A_{pl}|/A_{hb} \), where \( A \) is an analysed parameter. The obtained metrics are summarised in Table 2. One can notice that the variations between the two compared solutions are more substantial during the fracture propagation in an impermeable rock. Here, \( \delta_A \) for the radius and maximum aperture parameters is approximately \( 9\% \) and \( 20\% \), correspondingly. When leak-off is introduced into the model, the radius values are almost indistinguishable, while the opening at the wellbore and crack efficiency are higher for Herschel–Bulkley fluid by \( 11.4\% \) and \( 8.4\% \), respectively. Finally, \( \delta_A \) for the net pressure at the half-radius reaches approximately \( 27\% \) and \( 13\% \) for \( \phi = 0 \) and \( \phi > 0 \). All these clearly demonstrate the importance of yield stress for modelling practical cases of hydraulic fracturing.
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Figure 14: The figure illustrates various time-dependent radial crack parameters computed using fully numerical solution (Section 3.1). The left column shows the radius $R(t)$ and aperture near the wellbore $w(0,t)$ evolutions, while the right column shows the net pressure $p(R(t)/2,t)$ and the efficiency $\eta(t)$ variations. The solid lines correspond to the cases of the crack driven by the Herschel–Bulkley fluid, and the dashed lines are utilised for the solutions corresponding to the fluid with power-law rheology. The blue and green colours denote the impermeable and permeable formation cases, respectively.

Table 2
The relative differences ($\delta_A$) between various radial fracture parameters (A) corresponding to the fracturing fluids with the Herschel–Bulkley (‘hb’) and power-law (‘pl’) rheologies that are calculated at $t = 6000$ s.

| Parameter (A) | $\phi = 0$ | $\phi = 5.8 \cdot 10^4$ |
|---------------|-----------|------------------------|
| $R(t)$        | 9.4       | 0.8                    |
| $w(0,t)$      | 19.9      | 11.4                   |
| $p(R(t)/2,t)$ | 27.2      | 12.6                   |
| $\eta(t)$     | 0         | 8.4                    |

Crack propagation. In most of the existing models, the fracturing fluid is taken as Newtonian or power-law; however, certain fracturing fluids, such as gels and foams, demonstrate shear-thinning rheology with the yield stress that can be described by the Herschel–Bulkley model. The system of governing equations is formulated in the dimensional and normalised forms, and, for the latter, all crack characteristics are governed by two dimensionless parameters: the leak-off number $\phi$ and the yield stress number $\psi$. Two different approaches are used to obtain the problem solution: the accurate method based on Gauss-Chebyshev quadrature and Barycentric Lagrange interpolation techniques and the simplified algorithm that utilises the global fluid balance equation together with spatial continuation of the near-tip asymptotic model. We examine the limiting propagation regimes characterised by certain energy dissipation and fluid balance mechanisms. Further, we investigate the problem parametric space using the dimensionless formulation by looking at the validity domains of the vertices and variations of different time-dependent crack characteristics versus the dimensionless problem parameters. The regime maps allow us to rapidly detect the dominance of various physical processes in a hydraulic fracture for certain values of the governing parameters without running numerical
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simulations. Using the obtained results, we conclude that the non-zero yield stress leads to a radial crack with a smaller radius, larger crack opening at the wellbore, pressure, and efficiency (for a permeable rock case) as compared to the power-law fluid case. Next, we simulate the radial fracture growth by taking the input parameters close to typical field applications and reveal that the yield stress can potentially result in notable deviations of the fracture parameters from the outcomes of zero yield stress model. The proposed radial crack model is applicable not only for computation of fracture parameters for the radial hydraulic fracture driven by fluid with the non-zero yield stress, but also for validating numerical calculations of more complex numerical simulators, such as a three-dimensional planar fracture (Planar3D) model, in which the Herschel-Bulkley rheology is also employed.
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Appendices

A. Calculation of $\lambda$ for the approximate numerical solution (Section 3.2)

In Section 4.1, we outline the values of $\lambda$ for all limiting propagation regimes realised in the model: $\lambda_m = \lambda_m(n)$ (see Figure 2(a)), $\lambda_{m\nu} = \lambda_{m\nu}(n)$ (see Figure 4(a)), $\lambda_k = \lambda_k = 0.5$, $\lambda_r = 1.029$, and $\lambda_z = 1.077$. As it was demonstrated in Section 5.2, the validity regions of the vertex solutions strongly depend on time and the governing parameters. Consequently, based on the values of $\lambda$ for the vertices, it is necessary to construct an interpolation scheme allowing one to determine $\lambda$ for all possible values of input parameters.

Let us define the auxiliary set of parameters:

$$\Xi_i = u_i(0, t) / R_i(t), \quad \eta_{pl} = \frac{2\pi R^2 w_{a}(R) B(0.5, \delta)}{Q_t}, \quad \eta_{t0} = \frac{2\pi R^2 w_{a}(R) B(1.05, \delta)}{Q_t},$$

where the subscript $i$ denotes the considered limiting regime, and it can take values $i = \{ m, \tilde{m}, k, \tilde{k}, t, \tilde{t} \}$. The radius $R_i(0, t)$ and wellbore opening $w_i(0, t)$ in the vertex solutions are defined by the equations (34), and the function $B(\lambda, \delta)$ given by equation (27). The parameter $\eta_{pl}$ can be interpreted as the approximate efficiency for the crack filled by the power-law fluid, and the similar interpretation can be done for $\eta_{t0}$ which is more suitable for the yield-stress dominated regimes $T, \tilde{T}$.

Using the variables (61), we can construct the following interpolation function for $\lambda$:

$$\lambda = \frac{\lambda_{m}(\Xi_{m}\eta_{m})^k + \lambda_{k}(\Xi_{k}\eta_{n})^k + \lambda_{n}(\Xi_{n}(1 - \eta_{m}))^k + \lambda_{r}(\Xi_{r}\eta_{n})^k + \lambda_{z}(\Xi_{z}(1 - \eta_{r}))^k}{(\Xi_{m}\eta_{m})^k + (\Xi_{k}\eta_{n})^k + (\Xi_{n}(1 - \eta_{m}))^k + (\Xi_{r}\eta_{n})^k + (\Xi_{z}(1 - \eta_{r}))^k},$$

where $k$ is a fitting parameter which is the current study is set 3. We also should mention that for the zero leak-off case $\Xi_{m} = \Xi_{k} = \Xi_{i} = 0$. Similarly, when we simulate the radial crack driven by the power-law fluid, we set $\Xi_{m} = \Xi_{i} = 0$.

B. Limiting propagation regimes (summary of Section 4.1)

$M$-vertex

Dimensional form:

$$R_m(t) = \rho^{(\frac{M}{M'}) \frac{1}{(3n+6)}}(\frac{E' Q_{0}^{n+2} t^{2n+2}}{M'})^{1/(3n+6)}, \quad w_m(\rho, t) = \frac{w_m^*}{(1 + \rho)^{\frac{M}{M'} (1 - \rho)^{\frac{M}{M'}}}}(\frac{M' Q_{0}^{n+2} t^{2n+2}}{E'^2})^{1/(3n+6)}$$

$$p_m(\rho, t) = \frac{p_m^*}{\frac{M' E'^{n+1}}{t^n}} F(\rho, \lambda_m, \tilde{\rho}),$$

$$M'$$ and $$E'$$ denote the values of the respective parameters in the power-law case.
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Normalised form:
\[ \gamma_m(\tau) = R_m^\ast t^{(2n+2)/(3n+6)}, \quad \Omega_m(\rho, \tau) = \omega_m^\ast t^{(2-n)/(3n+6)}, \quad \Pi_m(\rho, \tau) = p_m^\ast t^{n/(2+n)}. \]

Parameters:
\[ R_m^\ast = \left(2\pi\beta_m\alpha_m^{n/(n+2)}B_m\right)^{-1/3}, \quad \omega_m^\ast = \left(\frac{\beta_m^2\alpha_m^{n/(n+2)}}{2\pi B_m}\right)^{1/3} 2^{-\lambda_m}, \quad p_m^\ast = \beta_m\alpha_m^{n/(2n+4)}, \]
\[ \beta_m = \left[\frac{2(2+n)^2}{n}\tan\left(\frac{\pi n}{2+n}\right)\right]^{1/(2+n)}, \quad \bar{\delta}_m = \frac{2}{2+n}, \quad \alpha_m = \frac{2n+2}{3n+6}, \]
\[ B_m = B(\lambda_m, \bar{\delta}_m) \text{ (equation (27))}, \quad \lambda_m = \lambda_m(n) \text{ is shown in Figure 2(a)}. \]

\[ \bar{M}-\text{vertex} \]

Dimensional form:
\[ R_{\bar{m}}(t) = 0.4502 t^{1/4} \sqrt{\frac{Q_0}{C_t}}, \quad \omega_{\bar{m}}(\rho, t) = \omega_{\bar{m}}^\ast \left(\frac{M^{1/4}Q_0^{2n+4}t^{2-n}}{E^{1/4}C_t^{4-2n}}\right)^{1/(8+8n)} (1+\rho)^{\lambda_{\bar{m}}}(1-\rho)^{\bar{\delta}_{\bar{m}}}, \]
\[ p_{\bar{m}}(\rho, t) = p_{\bar{m}}^\ast \left(\frac{M^{1/4}C^{6n}E^{8n+4}}{Q_0^{2n+3n}}\right)^{1/(8+8n)} F(\rho, \lambda_{\bar{m}}, \bar{\delta}_{\bar{m}}). \]

Normalised form:
\[ \gamma_{\bar{m}}(\tau) = 0.4502 \tau^{1/4} \phi^{-1/8}, \quad \Omega_{\bar{m}}(\rho, \tau) = \omega_{\bar{m}}^\ast \left(\tau \phi^{-1/2}\right)^{(2-n)/(8+8n)} (1+\rho)^{\lambda_{\bar{m}}}(1-\rho)^{\bar{\delta}_{\bar{m}}}, \]
\[ \Pi_{\bar{m}}(\rho, \tau) = p_{\bar{m}}^\ast \left(\phi^{1/2}/\tau\right)^{2n/(8+8n)} F(\rho, \lambda_{\bar{m}}, \bar{\delta}_{\bar{m}}). \]

Parameters:
\[ \omega_{\bar{m}}^\ast = \beta_{\bar{m}} \left(\frac{2}{\pi}\right)^{n/(n+4)} 2^{-\lambda_{\bar{m}}}, \quad p_{\bar{m}}^\ast = \beta_{\bar{m}} \left(\frac{\pi^2}{2}\right)^{n/(4n+4)}, \]
\[ \beta_{\bar{m}} = \left[\frac{64(1+n)^2}{3n(4+n)}\tan\left(\frac{3\pi n}{4+4n}\right)\right]^{1/(2+2n)}, \quad \bar{\delta}_{\bar{m}} = \frac{4+n}{4+4n}, \quad \lambda_{\bar{m}} = \lambda_{\bar{m}}(n) \text{ is shown in Figure 4(a)}. \]

\[ K-\text{vertex} \]

Dimensional form:
\[ R_k(t) = 0.8546 \left(\frac{E'Q_0't}{K'}\right)^{2/5}, \quad \omega_k(\rho, t) = 0.6537 \left(\frac{K^{1/4}Q_0't}{E^{1/4}t}\right)^{1/5} \sqrt{1-\rho^2}, \quad p_k(t) = 0.3004 \left(\frac{K^{1/6}}{E'Q_0't}\right)^{1/5}. \]

Normalised form:
\[ \gamma_k(\tau) = 0.8546 \tau^{2/5}, \quad \Omega_k(\rho, \tau) = 0.6537 \tau^{1/5} \sqrt{1-\rho^2}, \quad \Pi_k(\tau) = 0.3004 \tau^{1/5}. \]

\[ \bar{K}-\text{vertex} \]

Dimensional form:
\[ R_{\bar{k}}(t) = 0.4502 t^{1/4} \sqrt{\frac{Q_0}{C_t}}, \quad \omega_{\bar{k}}(\rho, t) = 0.4744 \left(\frac{K^{1/8}Q_0't}{C^{1/2}t^{1/2}}\right)^{1/8} \sqrt{1-\rho^2}, \quad p_{\bar{k}}(t) = 0.4139 \left(\frac{C^{1/2}K^{1/8}}{Q_0't^{1/2}}\right)^{1/8}. \]

Normalised form:
\[ \gamma_{\bar{k}}(\tau) = 0.4502 \tau^{1/4} \phi^{-1/8}, \quad \Omega_{\bar{k}}(\rho, \tau) = 0.4744 \tau^{1/8} \phi^{-1/16} \sqrt{1-\rho^2}, \quad \Pi_{\bar{k}}(\tau) = 0.4139 \tau^{-1/8} \phi^{1/16}. \]
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\[ T\text{-vertex} \]

Dimensional form:
\[
R_i(t) = 0.6349 \left( \frac{t E^{1/2} Q_0}{\tau_0^{1/2}} \right)^{1/3}, \quad w_i(\rho, t) = 1.5598 \left( \frac{Q_0 \tau_0}{E^r} \right)^{1/3} (1 + \rho)^{1.029} (1 - \rho),
\]
\[
p_i(\rho, t) = 5.0133 \sqrt{\tau_0 E^r} F(\rho, 1.029, 1).
\]

Normalised form:
\[
\gamma_i(\tau) = 0.6349 \tau^{1/3} \psi^{-1/6}, \quad \Omega_i(\rho, \tau) = 1.5598 \tau^{1/3} \psi^{1/3} (1 + \rho)^{1.029} (1 - \rho), \quad \Pi_i(\rho, \tau) = 5.0133 \sqrt{\psi} F(\rho, 1.029, 1).
\]

\[ T\text{-vertex} \]

Dimensional form:
\[
R_i(t) = 0.4502 t^{1/4} \sqrt{\frac{Q_0}{C^r}}, \quad w_i(\rho, t) = 1.0697 \left( \frac{Q_0 \sqrt{\tau_0}}{C^r E^r} \right)^{1/2} (1 + \rho)^{1.077} (1 - \rho),
\]
\[
p_i(\rho, t) = 5.0128 \sqrt{E^r \tau_0} F(\rho, 1.077, 1).
\]

Normalised form:
\[
\gamma_i(\tau) = 0.4502 \tau^{1/4} \phi^{-1/8}, \quad \Omega_i(\rho, \tau) = 1.0697 \tau^{1/4} \phi^{-1/8} \psi^{1/2} (1 + \rho)^{1.077} (1 - \rho), \quad \Pi_i(\rho, \tau) = 5.0128 \psi^{1/2} F(\rho, 1.077, 1).
\]

C. Validation of the approximate solution

This section presents the validation procedure for the constructed approximate numerical solution (Section 3.2) with the help of the accurate approach (Section 3.1). We check its accuracy in terms of the radius, opening at the wellbore, pressure at the half-radius, and efficiency time histories carrying out simulations for different values of the governing parameters \( \phi, \psi \) and the flow behaviour index \( n \). In Section 4.1, we have already looked at the accuracy of the approximate method in the limiting propagation regimes, and here, the main focus is aimed at the transitions between them.

For the impermeable formation case, we analyse the set \( n = \{1, 0.75, 0.3\} \) and for each value of the flow behaviour index, the computations are performed for \( \psi = \{10^{-10}, 10^{-5}, 10^0, 10^5\} \). Figure 15 shows the crack properties related to \( n = 1 \), and they are normalised by the storage-viscosity limiting solution. We estimate the relative differences between the fracture characteristics in the fully numerical and approximate solutions according to the relation: \( \delta_A = \left| A_{\text{num}} - A_{\text{appl}} \right|/\left| A_{\text{num}} \right| \), \( A = \{\gamma, \Omega(0), \Pi(0.5)\} \), find the maximum and average quantities of \( \delta_A \) across the time domain \( [\tau_{\text{min}}, \tau_{\text{max}}] \). We summarise the calculations in Table 3 together with \( \tau_{\text{min}} \) and \( \tau_{\text{max}} \) values. Using the metrics from Table 3 in combination with Figure 15, we conclude that the approximate methodology provides reasonably accurate predictions of the radius evolution. The average error in the wellbore opening calculations is relatively small (the peak value among the considered cases is 2%); however, the maximum difference can reach 16% in the transition zone between \( M \) and \( T \) vertex solutions. The pressure profiles are computed with the average error lying within the interval \( (2, 11)\% \), and there is a tendency of the difference growth with an increase of the yield stress number. Similarly to the wellbore opening, the maximum error for \( \Pi(0.5) \) is reached between the viscosity and yield-stress regimes, and it is up to 16%. Note that \( \tau_{\text{max}} \) is not constant for all these cases, and it is linked with the ability of the fully numerical solution to perform calculations inside the yield-stress dominated regime where almost the whole fracture is occupied by the plug zone, and the fluid flow velocity approaches zero.

Let us move on to the validation of the approximate solution for crack propagation in a permeable rock. Both power-law (\( \psi = 0 \)) and Herschel–Bulkley (\( \psi = 1 \)) rheologies are analysed for \( n = \{1, 0.75, 0.3\} \), and we apply the following set of the leak-off number values: \( \phi = \{10^{-20}, 10^{-10}, 10^{-5}, 10^0, 10^5, 10^{10}\} \). Figure 16 shows the comparison for \( n = 1, \psi = 1 \) (the radius, opening, and pressure profiles are normalised by the \( M \) vertex solution), while the relative
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Figure 15: The comparison between the fully numerical (the solid black lines) and approximate (the dashed grey lines) numerical solutions corresponding to $n = 1$ flow behaviour index, an impermeable rock ($\phi = 0$), and the set of the yield stress number values: $\psi = \{10^{-10}, 10^{-5}, 10^0, 10^5\}$. Three time-dependent crack parameters are considered: radius (a), opening at the wellbore (b), and pressure at the half-radius (c), and all properties are normalised by the storage-viscosity limiting solution.

Table 3
Table contains the values (in %) of the relative differences $\delta_A$, between the fully numerical and approximate numerical solutions in terms of radius $\gamma$, aperture at the wellbore $\Omega(0)$, and pressure at the half-radius $\Pi(0.5)$. Two values of $\delta_A$ are written in each cell corresponding to the aforementioned parameters: maximum and average across the considered time span $\tau \in [\tau_{\min}, \tau_{\max}]$. We analyse solutions for $n = \{0.3, 0.75, 1\}$ and the set of the yield stress number values $\psi = \{10^{-10}, 10^{-5}, 10^0, 10^5\}$.

| Parameter (A) \ $\psi$ | $10^{-10}$ | $10^{-5}$ | $10^0$ | $10^5$ |
|-------------------------|-----------|-----------|-------|-------|
| $\gamma$, $\Omega(0)$, $\Pi(0.5)$ | $10^{-10}$ | $10^{-5}$ | $10^0$ | $10^5$ |
| $n = 1$, $\tau_{\min} = 10^{-15}$ | 0.9 | 0.6 | 0.7 | 1.1 |
| $n = 0.75$, $\tau_{\min} = 10^{-15}$ | 2.4 | 1.7 | 2.1 | 2.2 |
| $n = 0.3$, $\tau_{\min} = 10^{-20}$ | 5.5 | 3.0 | 3.1 | 3.2 |
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By looking at the results shown in Table 4(a) for the power-law fluid, we find out that the approximate approach estimates the radius and efficiency evolution accurately with the average and maximum errors no more than 1% and 3%, respectively. Approximately the same scores are noticed for $\Omega(0)$ when $n = 1$ and 0.75. In contrast, the quality of estimations degrades for $n = 0.3$ where the average and maximum differences are approximately 3% and 6%. The approximate methodology provides values of the pressure at the half-radius with the average relative error less than 5%.

Further, we turn to the case $\psi = 1$ (see metrics in Table 4 and Figure 16 for $n = 1$), and here, the main trends
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Figure 16: The comparison between the fully numerical (the solid black lines) and approximate (the dashed grey lines) numerical solutions corresponding to \( n = 1 \) flow behaviour index, the set of the leak-off number values \( \phi = \{10^{-10}, 10^{-5}, 10^0, 10^5, 10^{10}\} \), and \( \psi = 1 \) yield stress number. Four time-dependent crack parameters are considered: radius (a), opening at the wellbore (b), pressure at the half-radius (c), and efficiency (d). The solution profiles in panels (a)-(c) are normalised by the storage-viscosity limiting solution.

are similar to the analysis for the power-law fluid. The average errors of the radius and efficiency computations are smaller than 1.5%, and the maximum differences reach 3% and 6%, correspondingly. The approximate approach gives the wellbore opening with the average accuracy less than 4%, while the peak differences are noticed between \( \tilde{M} \) and \( \tilde{T} \) regimes and comprise values up to 16%. The average precision of the pressure calculations is approximately 7%, and the difference between the fully numerical and approximate solutions for this parameter can achieve 13%.
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Table 4

Tables contain the values (in %) of the relative differences $\delta_4$ between the fully numerical and approximate solutions in terms of radius $r$, aperture at the wellbore $\Omega(0)$, pressure at the half-radius $\Pi(0.5)$, and efficiency $\eta$. Two values of $\delta_4$ are written in each cell corresponding to the aforementioned parameters: maximum and average across the considered time span $\tau \in [\tau_{\text{min}}, \tau_{\text{max}}]$. We analyse solutions for $n = \{0.3, 0.75, 1\}$, and for each value of the flow behaviour index, both power-law ($\psi = 0$, table (a)) and Herschel–Bulkley ($\psi = 10^3$, table (b)) rheologies are examined. In turn, the set of the leak-off number values $\phi = \{10^{-20}, 10^{-10}, 10^{-5}, 10^0, 10^3, 10^{10}\}$ is applied for calculations for each $n$ and $\psi$.

(a) $\psi = 0$

| Parameter (A) \ $\phi$ | Average $\delta_4 = |A_{\text{numer}} - A_{\text{approx}}|/A_{\text{numer}}$ (in %) across time interval $[\tau_{\text{min}}, \tau_{\text{max}}]$ |
|-------------------------|----------------------------------------------------------------------------------------------------------------------------------|
| $\tau_{\text{max}}$    | $10^0$ | $10^{-10}$ | $10^{-3}$ | $10^{5}$ | $10^{10}$ |
| $r_{\text{max}}$       | $10^0$ | $10^{-10}$ | $10^{-3}$ | $10^{5}$ | $10^{10}$ |
| $\gamma$               | 0.4  | 0.7      | 0.5      | 0.7      | 0.5      | 0.7      | 0.6      | 0.8      | 0.6      | 0.8      | 0.5      | 0.8      |
| $\Omega(0)$            | 0.3  | 0.8      | 0.3      | 0.7      | 0.4      | 1.2      | 0.4      | 1.6      | 0.4      | 1.5      | 0.4      | 1.6      |
| $\Pi(0.5)$             | 2.0  | 3.1      | 2.0      | 3.1      | 2.2      | 2.8      | 2.4      | 2.8      | 1.9      | 2.4      | 1.6      | 2.4      |
| $\eta$                 | 0.0  | 0.0      | 0.2      | 1.2      | 0.3      | 1.4      | 0.2      | 1.0      | 0.2      | 0.6      | 0.2      | 0.6      |

(b) $\psi = 10^3$

| Parameter (A) \ $\phi$ | Average $\delta_4 = |A_{\text{numer}} - A_{\text{approx}}|/A_{\text{numer}}$ (in %) across time interval $[\tau_{\text{min}}, \tau_{\text{max}}]$ |
|-------------------------|----------------------------------------------------------------------------------------------------------------------------------|
| $\tau_{\text{max}}$    | $10^0$ | $10^{-10}$ | $10^{-3}$ | $10^{5}$ | $10^{10}$ |
| $r_{\text{max}}$       | $10^0$ | $10^{-10}$ | $10^{-3}$ | $10^{5}$ | $10^{10}$ |
| $\gamma$               | 0.5  | 0.7      | 0.5      | 0.7      | 0.5      | 0.7      | 0.6      | 0.7      | 0.6      | 0.7      | 0.5      | 0.7      |
| $\Omega(0)$            | 0.7  | 1.5      | 0.6      | 1.6      | 0.6      | 2.3      | 0.6      | 2.1      | 0.5      | 1.7      | 0.5      | 1.6      |
| $\Pi(0.5)$             | 3.0  | 3.8      | 3.0      | 3.8      | 3.1      | 3.9      | 2.9      | 3.4      | 2.4      | 2.9      | 1.9      | 2.8      |
| $\eta$                 | 0.0  | 0.0      | 0.3      | 1.7      | 0.6      | 2.0      | 0.3      | 1.6      | 0.1      | 0.4      | 0.1      | 0.4      |

$\eta = 0.3, \tau_{\text{min}} = 10^{-20}$

| Parameter (A) \ $\phi$ | Average $\delta_4 = |A_{\text{numer}} - A_{\text{approx}}|/A_{\text{numer}}$ (in %) across time interval $[\tau_{\text{min}}, \tau_{\text{max}}]$ |
|-------------------------|----------------------------------------------------------------------------------------------------------------------------------|
| $\tau_{\text{max}}$    | $10^0$ | $10^{-10}$ | $10^{-3}$ | $10^{5}$ | $10^{10}$ |
| $r_{\text{max}}$       | $10^0$ | $10^{-10}$ | $10^{-3}$ | $10^{5}$ | $10^{10}$ |
| $\gamma$               | 0.6  | 1.4      | 0.5      | 0.9      | 0.3      | 0.9      | 0.3      | 0.9      | 0.2      | 0.9      | 0.1      | 0.8      |
| $\Omega(0)$            | 2.4  | 6.2      | 2.5      | 6.2      | 2.6      | 6.2      | 3.0      | 6.2      | 3.4      | 5.6      | 3.0      | 4.6      |
| $\Pi(0.5)$             | 5.3  | 7.8      | 5.1      | 7.8      | 4.9      | 7.7      | 4.8      | 7.8      | 4.4      | 7.2      | 3.4      | 6.4      |
| $\eta$                 | 0.0  | 0.0      | 0.2      | 2.4      | 0.5      | 3.0      | 0.5      | 2.5      | 0.5      | 1.8      | 0.8      | 1.8      |