QCD phase diagram and critical exponents within the nonextensive Polyakov-Nambu-Jona-Lasinio model
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We present a nonextensive version of the Polyakov-Nambu-Jona-Lasinio model which is based on the nonextensive statistical mechanics. This new statistics is characterized by a dimensionless nonextensivity parameter \( q \) that accounts for all possible effects violating the assumptions of the Boltzmann-Gibbs (BG) statistics (when \( q \to 1 \), it returns to the BG case). Based on the nonextensive Polyakov-Nambu-Jona-Lasinio model, we discussed the influence of the nonextensive effects on the QCD phase transition, especially on the location of the critical end point (CEP). A new and interesting phenomenon we found is that with the increase of \( q \), the CEP position initially shifted toward the direction of larger chemical potential and lower temperature. But then, when \( q \) is greater than a critical value \( q_c \), the CEP position moves in the opposite direction. In other words, as \( q \) increases, the CEP position moves in the direction of smaller chemical potential and higher temperature. In addition, we calculated the influence of the nonextensive effects on the critical exponents and found that they remain almost constant with \( q \).
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I. INTRODUCTION

The QCD phase diagram, especially its critical end point (CEP), is one of the most important aspects of strongly interacting matter. From the experimental side, the Beam Energy Scan (BES) program at the Relativistic Heavy-Ion Collider (RHIC) facility aims to identify signals of the expected CEP. While the goal of the CBM experiment at the future Facility for Antiproton and Ion Research (FAIR) at GSI is to explore the QCD phase diagram in the region of high baryon densities and search for the expected first-order phase transition. From the theoretical side, people use various methods to study the QCD phase diagram. Such as chiral perturbation theory [1], finite energy sum rules [2], Dyson-Schwinger equations [3–5], Nambu-Jona-Lasinio (NJL) model and Polyakov-Nambu-Jona-Lasinio (PNJL) [6–10].

However, it is worth noting that when people study the QCD phase transition, a statistical method often used is Boltzmann-Gibbs (BG) statistics. Strictly speaking, the BG statistics can only be applied to systems in equilibrium and within the thermodynamic limit. Obviously, in the relativistic heavy-ion collisions, in which the quark-gluon plasma (QGP) produced experiences strong intrinsic fluctuations and long-range correlations. The volume of QGP is small enough and it evolves rapidly. Therefore, this system is far from being uniform and no global equilibrium is established. As a result, some quantities become nonextensive and develop power-law tailed rather than exponential distributions. In such cases the application of the usual BG statistics is questionable.

Thus, a nonextensive statistics was first proposed by Tsallis, also known as Tsallis statistics [11]. The most typical feature of Tsallis statistics is that it replaces the usual exponential factors by their \( q \)-exponential equivalents [12–14],

\[
P_{BG}(E) = \exp\left(-\frac{E}{T}\right) \rightarrow P_q(E) = \exp_q\left(-\frac{E}{T}\right),
\]

where

\[
\exp_q(x) = [1 + (1 - q)x]^{\frac{1}{1-q}},
\]

correspondingly, its inverse function is

\[
\ln_q(x) = \frac{x^{1-q} - 1}{1-q}.
\]

The non-extensivity parameter \( q \) represents all possible factors that do not satisfy the BG statistical assumptions. Its physical interpretation is currently not very clear. For \( q > 1 \), the most popular one is that \( q - 1 \) measures the intrinsic temperature fluctuations of the system considered [15, 16]. For \( q < 1 \), it is usually attributed to some specific correlations limiting the available phase space [17] or to the possible fractality of the allowed phase space [18]. Here we do not discuss the meaning of \( q \) but regard \( q - 1 \) as a description of deviations from BG statistics. When \( q \to 1 \), \( \exp_q(x) \to \exp(x) \), \( \ln_q(x) \to \ln(x) \) and Tsallis statistics returns to BG statistics.
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II. PNJL AND NONEXTENSIVE PNJL MODEL

A. PNJL model

Before introducing the nonextensive PNJL model, let’s make a basic introduction to the PNJL model. The Lagrangian of the two-flavor and three-color PNJL model reads [39]

$$\mathcal{L}_{PNJL} = \bar{\Psi} (i \gamma_{\mu} D^{\mu} - \hat{m}) \Psi + G \left[ (\bar{\Psi} \Psi)^2 + (\bar{\Psi} i \gamma_5 \tau \Psi)^2 \right] - \mathcal{U}(\Phi, \tilde{\Phi}; T),$$

(4)

where $\Psi = (u, d)$ represents the two flavor quark field with three colors and $\hat{m} = \text{diag}(m_u, m_d)$ with $m_\mu = m_\tau = m$ stands for the current quark mass matrix. $\tau^a (a = 1, 2, 3)$ corresponds to the Pauli matrices in flavor space and $G$ is the effective coupling strength of four point interaction of quark fields.

The effective Polyakov-loop potential $\mathcal{U}(\Phi, \tilde{\Phi}; T)$ is expressed in terms of the traced Polyakov-Loop expectation value $\Phi$ and its conjugate

$$\Phi = \langle Tr_c L \rangle_N, \ \tilde{\Phi} = \langle Tr_c L^\dagger \rangle_N. \quad (5)$$

The Polyakov-loop $L$ is defined as

$$L(\vec{x}) = P \exp(i \int_0^\beta A_4(\vec{x}, \tau) d\tau), \quad (6)$$

where $A_4 = iA_0$ is the temporal component of Euclidian gauge field $(\vec{A}, A_4)$, $\beta = 1/T$, and $P$ denotes the path ordering. Moreover, for simplicity we take the approximation $L^\dagger = L$ following Refs. [40–43], which implies $A_0^2 = 0$.

The thermodynamic potential density function can be determined in the mean field approximation as:

$$\Omega(\mu, T, M, \Phi, \tilde{\Phi}) = U(\Phi, \tilde{\Phi}; T) + \frac{(M - m)^2}{4G},$$

(7)

$$- 2N_c N_f \int_0^\Lambda d^3 \vec{p} \frac{1}{(2\pi)^3} E_p$$

$$- 2N_f T \int_0^\infty d^3 \vec{p} \frac{1}{(2\pi)^3} (ln F^+ + ln F^-),$$

where $M$ means the dynamical quark mass. It relates to the quark chiral condensate $\sigma = \langle \bar{\Psi} \Psi \rangle$ as follows

$$M = m - 2G\sigma, \quad (8)$$

and

$$F^+ = 1 + 3(\bar{\Phi} + \Phi e^{-\frac{E_p - \mu}{T}}) e^{-\frac{E_\mu}{T}} + e^{-3\frac{E_p - \mu}{T}},$$

$$F^- = 1 + 3(\bar{\Phi} + \Phi e^{\frac{E_p - \mu}{T}}) e^{-\frac{E_\mu}{T}} + e^{-3\frac{E_p + \mu}{T}}, \quad (9)$$

in which $E_\mu = \sqrt{\vec{p}^2 + M^2}$ is the single quasi-particle energy. In the above integrals, following Refs. [39, 44–46], the vacuum integral has a cut-off $\Lambda$ whereas the medium dependent integrals have been extended to infinity.

The two Polyakov-loop effective potentials used in this paper are as follows:

(1) The polynomial effective Polyakov-loop potential is [39, 47, 48]

$$\frac{\mathcal{U}_p}{T^4} = - \frac{b_2(T)}{2} \Phi \Phi - \frac{b_3}{6} (\Phi^3 + \tilde{\Phi}^3) + \frac{b_4}{4} (\Phi\tilde{\Phi})^2, \quad (10)$$

with a temperature-dependent coefficient

$$b_2(T) = a_0 + a_1 \frac{T_0}{T} + a_2 \left( \frac{T_0}{T} \right)^2 + a_3 \left( \frac{T_0}{T} \right)^3, \quad (11)$$

and the corresponding parameters are given in Table I.

| a_0 | a_1 | a_2 | a_3 | b_3 | b_4 |
|-----|-----|-----|-----|-----|-----|
| 6.75 | -1.95 | 2.625 | -7.44 | 0.75 | 7.5 |

TABLE I. Parameter set used in our work.
The presence of dynamical quarks, the critical temperature $T_c$ will have an $N_f$ dependence $T_0(N_f)$. Here, we let $T_0(2) = 192$ MeV follows Ref. [50]. Besides, the parameters for the NJL model part of the effective Lagrangian $\mathcal{L}_{PNJL}$ are summarized in Table III. The resulting physical quantities are $f_\pi = 92.3$ MeV, $m_\pi = 139.3$ MeV and $-\langle \bar{\Psi}_\mu \Psi \rangle = 251$ MeV [39].

Finally, the solutions of the mean field equations are obtained by minimizing the thermodynamic potential function $\Omega$ with respect to $M$ and $\Phi$, that is

$$\frac{\partial \Omega}{\partial M} = \frac{\partial \Omega}{\partial \Phi} = 0.$$  

**TABLE III. Parameter set used in our work.**

| $\Lambda$(MeV) | $G$(MeV$^{-2}$) | $m$(MeV) |
|----------------|-----------------|-----------|
| 651            | $5.04 \times 10^{-6}$ | 5.5       |

**B. nonextensive PNJL model**

In a pure gauge sector, $T_0 = 270$ MeV. However, in the presence of dynamical quarks, the critical temperature $T_0$ will have an $N_f$ dependence $T_0(N_f)$. Here, we let $T_0(2) = 192$ MeV follows Ref. [50]. Besides, the parameters for the NJL model part of the effective Lagrangian $\mathcal{L}_{PNJL}$ are summarized in Table III. The resulting physical quantities are $f_\pi = 92.3$ MeV, $m_\pi = 139.3$ MeV and $-\langle \bar{\Psi}_\mu \Psi \rangle = 251$ MeV [39].

Finally, the solutions of the mean field equations are obtained by minimizing the thermodynamic potential function $\Omega$ with respect to $M$ and $\Phi$, that is

$$\frac{\partial \Omega}{\partial M} = \frac{\partial \Omega}{\partial \Phi} = 0.$$  

The Logarithmic effective Polyakov-loop potential is [49]

$$\frac{U_c}{T^4} = -\frac{a(T)}{2} \Phi \bar{\Phi} + b(T) \ln[1 - 6 \Phi \bar{\Phi} - 3(\Phi \bar{\Phi})^2 + 4(\Phi^3 + \bar{\Phi}^3)],$$

with the temperature-dependent coefficients

$$a(T) = a_0 + a_1 \frac{T_0}{T} + a_2 \left( \frac{T_0}{T} \right)^2,$$  

and

$$b_T = b_3 \left( \frac{T_0}{T} \right)^3,$$

the corresponding parameters are given in Table II. Here, the logarithmic form constrains $\Phi, \bar{\Phi} \leq 1$.

In a pure gauge sector, $T_0 = 270$ MeV. However, in the presence of dynamical quarks, the critical temperature $T_0$ will have an $N_f$ dependence $T_0(N_f)$. Here, we let $T_0(2) = 192$ MeV follows Ref. [50]. Besides, the parameters for the NJL model part of the effective Lagrangian $\mathcal{L}_{PNJL}$ are summarized in Table III. The resulting physical quantities are $f_\pi = 92.3$ MeV, $m_\pi = 139.3$ MeV and $-\langle \bar{\Psi}_\mu \Psi \rangle = 251$ MeV [39].

Finally, the solutions of the mean field equations are obtained by minimizing the thermodynamic potential function $\Omega$ with respect to $M$ and $\Phi$, that is

$$\frac{\partial \Omega}{\partial M} = \frac{\partial \Omega}{\partial \Phi} = 0.$$  

Thus, within the $q$-PNJL model, the thermodynamic potential density function becomes

$$\Omega_q(\mu, T, M, \Phi, \bar{\Phi}) = U(\Phi, \bar{\Phi}; T) + \frac{(M - m)^2}{4G}$$

$$- 2N_c N_f \int_0^\Lambda \frac{d^3 \vec{p}}{(2\pi)^3} E_p$$

$$- 2N_f T \int_0^\infty \frac{d^3 \vec{p}}{(2\pi)^3} (\ln_q F^+_q + \ln_q F^-_q),$$

where

$$F^+_q = 1 + 3(\Phi + \Phi e_q(-\frac{E_p - \mu}{T})e_q(-\frac{E_p - \mu}{T})$$

$$+ e_q(-\frac{3(E_p - \mu)}{T}),$$

$$F^-_q = 1 + 3(\bar{\Phi} + \Phi e_q(-\frac{E_p + \mu}{T})e_q(-\frac{E_p + \mu}{T})$$

$$+ e_q(-\frac{3(E_p + \mu)}{T}).$$

In this paper we consider only $q > 1$ because of the typical value of the non-extensivity parameter $q$ for high energy collisions is found to be $1 \leq q \leq 1.2$ [21, 22, 55, 56]. In order to ensure that $e_q(x)$ is always a non-negative real function, the following condition must be supplemented (known as Tsallis cut-off prescription)

$$e_q(x) = 0, \text{ for } |1 + (1 - q)x| < 0,$$

Besides, it is important to realize that for $T \to 0$ one always gets $\Omega_q \to \Omega$ as long as $q > 1$. This means that we can expect any nonextensive signature only for high enough temperatures.

For studying the QCD phase diagram, according to Eq. (15), we need to solve the following coupled equations:
\[ M = m + 4GN_cN_f \int \frac{d^3\vec{p}}{(2\pi)^3} \frac{M}{E_p^\mu} [1 - n_q - \bar{n}_q], \]

\[ 0 = \frac{\partial \mathcal{U}}{\partial \Phi} - 2N_cN_fT \int_0^\infty \frac{d^3\vec{p}}{(2\pi)^3} \frac{1}{[1 + 3\Phi(1 + c_q(\frac{-E_p+\mu}{T}) + e_q(\frac{3(E_p+\mu)}{T})) q]} \]

where the \( q \)-version of the Fermi-Dirac distribution is

\[ n_q(T, \mu) = \frac{e_q^q(-3(E_p-\mu)) + \Phi(1 + 2e_q(-E_p-\mu)) e_q^q(-E_p-\mu)}{[1 + 3\Phi(1 + e_q(-E_p-\mu)) + e_q(-3(E_p+\mu)] q}\]

and

\[ \bar{n}_q(T, \mu) = \frac{e_q^q(-3(E_p+\mu)) + \Phi(1 + 2e_q(-E_p+\mu)) e_q^q(-E_p+\mu)}{[1 + 3\Phi(1 + e_q(-E_p+\mu)) + e_q(-3(E_p+\mu)] q}\]
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**FIG. 1.** Constituent quark mass \( M \) as a function of \( T \) at \( \mu = 0 \) for two different potentials \( \mathcal{U} \) and four parameters \( q \). Where 1, and \( p \) represent logarithmic and polynomial Polyakov-loop potential, respectively.

When \( q \to 1 \), they return to the distribution function of the usual PNJL model.

### III. QCD PHASE TRANSITION AND CRITICAL EXponents WITHIN Tsallis STATISTICS

#### A. QCD phase transition

As a first step, we plot \( M \) and \( \Phi \) as a function of \( T \) for four different \( q \), \( (q = 1, 1.05, 1.1, 1.15) \) as well as two different \( \mathcal{U} \) (\( \mathcal{U}_P, \mathcal{U}_L \)) as shown in Figs. 1, 2. We found that the nonextensivity parameter \( q \) does not change the conclusion that the finite-temperature QCD transition is not a real phase transition, but a crossover [57]. However, as \( q \) increases, the transition occurs at a smaller pseudo-critical temperature \( T_c \). The same conclusion also appears in the non-extensive linear sigma model [14]. In addition, it should be noted that \( q \) does not have any effect on the QCD phase transition at zero temperature.

Next, we are more concerned about the impact of the nonextensive effects on the CEP position. As we know, in the neighborhood of the CEP position, the susceptibility tends to diverge. Therefore, we can determine the position of CEP by the following thermal susceptibility

![Graph of \( \Phi \) vs T for different q](image2)

**FIG. 2.** Polyakov-loop expectation value \( \Phi \) as a function of \( T \) at \( \mu = 0 \) for two different Polyakov-loop potentials \( \mathcal{U} \) and four parameters \( q \).
FIG. 3. The susceptibility $\chi_T$ as a function of $T$ at $q = 1$ for Polyakov-loop potential $U_P$ and three different quark chemical potentials.

FIG. 4. The trajectory of CEP position with $q$ in the $T$-$\mu$ plane for Polyakov-loop potential $U_L$.

FIG. 5. The trajectory of CEP position with $q$ in the $T$-$\mu$ plane for Polyakov-loop potential $U_P$.

FIG. 6. The logarithm value of the thermal susceptibility $\chi_T$ as a function of $\log(|T - T_{CEP}|)$ at the fixed quark chemical potential $\mu_{CEP}$ for Polyakov-loop potential $U_P$.

$$\chi_T = \frac{\partial \sigma}{\partial T}. \quad (23)$$

From Fig. 3, we can clearly see that when $\mu = 330$ MeV, the susceptibility is discontinuous and corresponds to a first-order phase transition. When $\mu = 328.1$ MeV, the susceptibility tends to diverge, corresponding to the position of CEP and the susceptibility is continuous when $\mu = 327$ MeV, corresponding to a crossover transition. The effect of nonextensivity parameter $q$ on the position of CEP is shown in Figs 4, 5. The most interesting phenomenon we found is that with the increase of $q$, at the beginning, the position of CEP moves toward the direction of larger chemical potential and lower temperature. But then, when $q$ is greater than a critical value $q_c$, the CEP position moves in the opposite direction. In other words, as $q$ increases, CEP moves in the direction of smaller chemical potential and higher temperature. Obviously, this interesting reentry phenomenon is independent of the choice of Polyakov-loop potentials. And for $U_L$, $U_P$, the critical values $q_c$ are 1.1 and 1.08, respectively.

B. critical exponents

As we all know, in the vicinity of CEP, the divergence of susceptibility can be described by the critical exponents. Regarding the critical exponents, there are two important physical concepts. First, the scale hypothesis. The basic idea is that when approaching the critical point, the correlation length $\xi \to \infty$. And the singularity of $\xi$ determines the singularity of all thermodynamic functions. From this, the scaling law that should be satisfied between the critical indices can
be derived. Second, the universality assumption. It refers to a system with the same spatial dimension $d$ and order parameter dimension $n$, with the same critical exponent, and belonging to the same universal category. However, it should be pointed out that the validity of these concepts is based on the equilibrium phase transition system described by BG statistics. Therefore, in a system that deviates from the description of BG statistics, the critical exponents may not be completely determined by $d$ and $n$, the scaling law may need to be reconstructed or modified [58–62]. Based on this, in this chapter we use Tsallis statistics to study the critical exponents and discuss the influence of the nonextensity parameter $q$ on them.

Here, we choose a specific direction, which is denoted by $\uparrow$ ($\downarrow$), to calculate the critical exponents by the path from lower (higher) $T$ toward $T^C$ (represents $T^{CEP}$) with the quark chemical potential fixed at $\mu^C$ (represents $\mu^{CEP}$). Using the linear logarithmic fit we obtain

$$\ln \chi = -\gamma \ln |T - T^C| + c_1, \quad (24)$$

$$\ln |O - O^C| = \beta \ln |T - T^C| + c_2, \quad (25)$$

$\gamma$ is the critical exponent of susceptibility while $\beta$ is the critical exponent of order parameter $O$, and $c_1, c_2$ are constants. At $q = 1$ and in the direction $\uparrow$, the fitting procedure of the critical exponents for thermal susceptibility and quark mass is shown in Figs 6, 7.

The variation of critical exponents with $q$ is shown in Tables IV, V. We find that when $q$ increases from 1.0 to 1.1, the critical exponent $\gamma_T$ remains almost unchanged, regardless of the Polyakov-loop potentials selected. But for the critical exponent $\beta$, take the Polyakov-loop potential $U_L$ as an example. We find that for the direction $\uparrow$, $\beta_M$ decreases (increases) with the increase of $q$. For the Polyakov-loop potential $U_P$, this trend is just the opposite. However, if we take the average value $\bar{\beta}_M = (\beta_{M_T} + \beta_{M_L})/2$ as the critical exponent parallel to the $T$ axis, we find that $\bar{\beta}_M$ is stable around 0.337 and hardly changes with $q$. It is worth noting that Ref. [59] studied the critical behavior of the two-dimensional Ising model with nonextensive statistics and found that for $q < 1$, the critical exponents are related to $q$. In particular, the critical exponent $\nu$ changes with $q$ by a linear law.

### IV. SUMMARY AND CONCLUSION

In this paper, combined with the Tsallis statistics and the PNJL model, we investigated the sensitivity of the QCD phase transition and critical exponents to deviations from usual BG statistics. Regarding the QCD phase diagram, we found that the influence of the nonextensive effects on the CEP position shows a very interesting reentry phenomenon. At the beginning, with the increase of $q$, the CEP position moves toward the direction of greater chemical potential and lower
temperature. However, when $q$ is greater than the critical value $q_c$, as the $q$ increases, the CEP position moves in the opposite direction, that is, the direction with a smaller chemical potential and a higher temperature. Because of this reentry phenomenon, based on our calculations, we found that the nonextensive effects does not influence the CEP position as much as expected. Therefore, it may be safely ignored in the search of CEP by RHIC. Regarding the critical exponents, numerical results based on Tsallis statistics show that the critical exponents remain almost constant with $q$. In other words, for $q > 1$, it seems that the critical exponents does not depend on BG statistics or Tsallis statistics. However, this requires a more detailed argument. In addition, quark stars, as candidates for observed massive stars ($\geq 2M_\odot$), have attracted much attention in astronomy [63-66]. Therefore, studying the influence of nonextensive effects on the structure and evolution of protoquark stars will be a very meaningful topic. These issues are what we will study in the future.
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