Complexity of scalar collapse in anti-de Sitter spacetime
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1 Introduction

Recent years have seen a rapid growth of interest in (circuit) complexity as an information theoretic quantity of relevance to fundamental physics, following the foundational work of [1–4]. In quantum mechanics and quantum field theory, complexity is a measure of distance of the state in question from a reference state [5–10] representing the minimal amount of computational processing needed to generate that state (i.e., the size of the optimal circuit required in a quantum computer using a specified set of basis gates). Therefore, like entropy represents the information content of a system, the time derivative of complexity represents processing speed.

Also like entropy, the complexity of states in field theories with gravity duals should have a holographic interpretation in terms of geometry. In the AdS/CFT correspondence, there are in fact two proposals for a holographic definition of complexity for the state on a spacelike slice $\Sigma$ of the conformal boundary of anti-de Sitter spacetime (AdS). The first is “$C = V$” complexity [1, 2], which assigns the complexity as $C_V = \max [V(B)/G\ell]$, where the maximum is over spacelike bulk surfaces $B$ with boundary on $\Sigma$, $G$ is the Newton constant of the AdS spacetime, and $\ell$ is some length scale depending on the asymptotically AdS geometry (typically either the AdS curvature scale or the Schwarzschild radius of a small black hole). The other proposal, “$C = A$,” states that the complexity of the state on $\Sigma$ is $C_A = S_{WDW}/\pi$ (in units with $\hbar = 1$), where $S_{WDW}$ is the action of the Wheeler-DeWitt (WDW) patch of $\Sigma$ in the bulk [3, 4]. The WDW patch is the union of spacelike bulk surfaces with boundary on $\Sigma$, so the WDW patch is bounded by past- and future-directed...
lightlike surfaces emitted from $\Sigma$ into the bulk. $S_{\text{WDW}}$ includes boundary terms as well as joint terms on $\Sigma$.

In both proposals, the complexity of eternal AdS black holes exhibits linear growth in time, as expected for a thermal equilibrium state (see [2, 3] for the initial calculations). Of course, the contribution of time evolution of the spacetime background to time dependence of complexity is an important question; [11–16] have studied complexity in black hole formation due to the collapse of a thin shell of null matter (i.e., the AdS-Vaidya geometry) as a probe both of complexity during thermalization of the dual CFT and of both proposals for holographic complexity. As summarized in [15], the complexity of the collapsing geometry approaches the linear growth rate of eternal black holes at late times following transient behavior in the early stages of the shell’s collapse.

Our purpose is to examine the transient early time behavior of complexity for the collapse of a smooth distribution of matter rather than a thin shell. There is a critical difference between these two cases in asymptotically AdS spacetime with the conformal boundary $\mathbb{R} \times S^{d-1}$ of AdS in global coordinates (henceforth, “asymptotically global AdS”): while thin shells always form an apparent horizon promptly, a smooth distribution of matter may collapse, disperse, reflect from the conformal boundary, and collapse again many times before finally forming a horizon, as argued initially for massless scalars with spherical symmetry in [17–20]. For a fixed profile of initial data for the scalar field, lower initial amplitudes take a longer time to form a black hole, but instability to eventual horizon formation seems to be generic; however, there is a so-called “island of stability” for initial profiles with characteristic width near the AdS scale with quasiperiodic scalar and gravitational evolution [21–24]. Because unstable initial data also evolves quasiperiodically prior to horizon formation, determining whether a given set of initial data is stable or unstable at low amplitudes is a topic of interest in the literature. While massless scalars are better studied, massive scalars exhibit similar behavior [25–27].

As a step toward understanding complexity in time-dependent asymptotically global AdS spacetimes with smooth matter distributions, we calculate volume and action complexity at early times in the gravitational collapse of spherically symmetric scalar fields. One question of interest is whether complexity evolves quasiperiodically or if it demonstrates a trend over oscillations of the scalar field packet, which we will refer to as “ratcheting” behavior. We might expect ratcheting as an indication that the scalar field undergoes gravitational focusing throughout its oscillation, which eventually leads to horizon formation.

We begin with a review of scalar field collapse in AdS, including our numerical techniques, in section 2. We then present the volume complexity for a variety of initial data in section 3 and action complexity in 4. We conclude with a discussion of our results and their connection to other studies of holographic complexity in section 5.

2 Spherically symmetric scalar field collapse in AdS

2.1 Review

We wish to describe the complexity of gravitational collapse in asymptotically global AdS spacetime driven by scalar field matter. For convenience in solving the coupled Einstein
and Klein-Gordon equations [28], we normalize the scalar so the bulk action takes the form

\[ S = \frac{1}{16\pi G} \int d^{d+1}x \sqrt{-g} \left[ R + d(d - 1) - (d - 1)\partial_{\mu}\phi\partial^{\mu}\phi - (d - 1)\mu^2\phi^2 \right] \]  

(2.1)
in AdS units. For simplicity, we assume spherical symmetry in the collapse process and write the backreacted geometry in Schwarzschild-like coordinates

\[ ds^2 = \sec^2 x \left[ -A(t,x)e^{-2\delta(t,x)}dt^2 + A(t,x)^{-1}dx^2 + (\sin^2 x) d\Omega_{d-1}^2 \right]. \]  

(2.2)
The metric functions satisfy boundary conditions \( A(t,0) = A(t,\pi/2) = 1 \) and \( \delta(t,0) = 0 \); with this choice, the coordinate \( t \) represents proper time at the origin, while the proper time \( \tau \) of the conformal boundary satisfies \( d\tau/dt = \exp[-\delta(t,\pi/2)] \).

In terms of the scalar canonical momentum \( \Pi \) and an auxiliary field \( \Phi = \partial_x \phi \), the Klein-Gordon equation in first order form is

\[ \partial_t \phi = Ae^{-\delta} \Pi, \quad \partial_t \Phi = \partial_x \left( Ae^{-\delta} \Pi \right), \quad \partial_t \Pi = \frac{\partial_x (Ae^{-\delta} \tan^{d-1}(x) \Phi)}{\tan^{d-1}(x)} - \frac{e^{-\delta} \mu^2 \phi}{\cos^2(x)}. \]  

(2.3)

Due to spherical symmetry, the Einstein equations are constraints that determine \( A \) and \( \delta \) in terms of the scalar field and its derivatives. These are

\[ \partial_x \delta = -\sin(x)\cos(x)(\Pi^2 + \Phi^2), \quad A = 1 - 2\frac{\sin^2(x)}{(d - 1)\tan^4(x)} M, \]  

(2.4)

where

\[ \partial_x M = (\tan(x))^{d-1} \left[ A\left(\frac{\Pi^2 + \Phi^2}{2}\right) + \frac{\mu^2 \phi^2}{2\cos^2(x)} \right] \]  

(2.5)
gives the mass function \( M \). When we allow only normalizable modes of the scalar field, \( M = M(t,\pi/2) \) is the conserved mass of the spacetime (above the empty AdS value); for initial conditions that form a black hole, \( M \) is the eventual mass of the black hole.

Because \( M \) is conserved, the energy in the scalar field cannot dissipate, even if it does not form a horizon promptly. After failing to form a horizon, a scalar wave can travel to the conformal boundary, reflect, and recollapse. Therefore, well-defined pulses may form a horizon any time the pulse approaches the origin, which occurs at time intervals of \( \pi \).\(^1\) For massive scalar fields, the pulses do not reach the conformal boundary but do oscillate around the origin and can form a black hole at a late time. For many initial field profiles, any amplitude \( a \) for the initial data eventually leads to horizon formation. At small amplitude, a perturbative analysis guarantees that the horizon forms at times \( \sim O(a^{-2}) \) (for any approximate definition of horizon formation). However, when the typical length scale of the initial field profile is similar to the AdS scale, scalar fields below a critical initial amplitude appear to oscillate quasiperiodically without forming a black hole. The location of this “island of stability” and the physics underlying the difference between unstable (horizon forming) and stable (quasiperiodic) solutions have been the subject of much study (see [21, 22, 25–27, 29–34] for example).

\(^1\)Slightly modified by time dilation effects.
It is also possible to consider the injection of a scalar field pulse at the conformal boundary, similar to the Vaidya solution, which corresponds to allowing non-normalizable modes of the scalar field.\footnote{In this case, $\mathcal{M}$ is not conserved as long as $\Pi(t, \pi/2) \neq 0$ (during the injection of the pulse), but it is afterwards.} This scenario is less well-understood than the case of an initial scalar profile, but see \cite{35–37}. Due to computational requirements discussed below, we will consider the complexity in black hole formation with nontrivial initial conditions rather than nontrivial boundary conditions for the scalar field.

### 2.2 Numerical solutions

We use a 4th-order Runge-Kutta time stepper and spatial integrator to solve the Klein-Gordon and Einstein equations over a grid of $2^n + 1$ spatial points (see \cite{26, 38} for a more detailed description of the code, which is similar to that of \cite{23}). While studies of the stability of AdS vs horizon formation require long-time numerical stability, necessitating higher spatial resolution, we currently want to reproduce the spacetime in sufficient detail to calculate maximal surface volumes and WDW patch actions. We therefore need to save both functions $A(t, x), \delta(t, x)$ to disk frequently; for storage reasons, we will study numerical evolutions that are numerically convergent for a low value $n = 10$. We have carried out convergence tests as described in \cite{26} to verify that all the evolutions studied are in fact convergent.

Strictly speaking, a horizon forms only at infinite time in the coordinates we have chosen (this corresponds to the exponential approach of the dual field theory to equilibrium). However, we can denote approximate horizon formation at position $x_H$ and time $t_H$ by the first point such that $A(x_H, t_H) \leq 2^{7-n}$. Our solver then terminates at time $t_H$, so we can only study the spacetime for $0 \leq t \leq t_H$.

The closest equivalent to the thin shell Vaidya spacetime is to inject a scalar field pulse at the conformal boundary via time-dependent boundary conditions for $\phi$. However, based on the experience of \cite{39}, numerical convergence fails even at relatively short times for
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**Figure 1.** Metric functions for collapse of a massless scalar in AdS\(_5\) with initial width $\sigma = 0.25$ and amplitude $a = 3.87$. 

(a) $A(t, x)$. 

(b) $\delta(t, x)$. 

n < 15. Therefore, we instead require that $\phi(t, \pi/2) \to 0$ (with the appropriate fall off for normalizable modes) and take initial data such that the canonical momentum is Gaussian in the radius,

$$\Pi(t = 0, x) = a \exp \left( -\frac{\tan^2(x)}{\sigma^2} \right), \quad \phi(t = 0, x) = 0. \quad (2.6)$$

We use linear interpolation to find values of $A(t, x), \delta(t, x)$ (as well as scalar field quantities) between spatial grid points and time steps for use in calculating the complexities as described below. Figure 1 shows the metric functions $A(t, x), \delta(t, x)$ for an example set of the initial data that forms a horizon after the scalar pulse reflects from the conformal boundary seven times. Each time the pulse approaches the origin (when $t$ is a multiple of $\pi$), the minimum value of $A$ gets smaller and $\delta$ becomes more negative (for all $x$); this effect intensifies each time. From this point of view, the pulse focuses as time goes on, which suggests that the complexity may ratchet to progressively larger (or even smaller) values during the pre-collapse phase of scalar field evolution.

3 Complexity as volume

3.1 Set-up

We recall that the volume complexity of the boundary CFT state on a spacelike slice $\Sigma$ is given by $C_V = \max[V(B)/G\ell]$, where the maximum is taken over surfaces $B$ such that $\partial B = \Sigma$ and $\ell$ is a specified length scale. In most cases, $\ell$ is taken to be the AdS curvature radius ($= 1$ in our units), but it is $\ell = r_+$ the Schwarzschild radius for small black holes in AdS. In this way, $\ell$ is the maximal time to fall from the horizon to the final cylinder in either a large or small black hole [40]. While it is unclear how to generalize the relationship described by this prescription to a dynamical setting, we consider initial conditions that eventually lead to small black holes and therefore (for most of our discussion) take $\ell = r_+ f$, the Schwarzschild radius of the final equilibrium black hole after all the initial energy falls behind the horizon. However, we discuss the alternate prescription taking $\ell = 1$ below as well.

Because the asymptotically AdS$_{d+1}$ metric (2.2) is spherically symmetric, the maximal volume surface is a surface of revolution obtained by rotating the curve $(t(\lambda), x(\lambda))$ around the $S^{d-1}$ with the boundary condition $x(\lambda \to \infty) \to \pi/2$. The value of $t(\lambda \to \infty)$ is the time at which we measure the complexity. The volume of any such surface is

$$V = \frac{2\pi^{(d-1)/2}}{\Gamma((d - 1)/2)} \int d\lambda \tan^{(d-1)}(x) \sec(x) \sqrt{(x')^2 A^{-1} - (t')^2 An^{-2}}, \quad (3.1)$$

where a prime indicates the derivative with respect to $\lambda$. We can choose the parameter $\lambda$ to set the integrand of (3.1) equal to unity, in which case the Euler-Lagrange equations
have a first-order form

\[
(P^x)' = -(P^x)^2 \left( \frac{A_x}{2\Omega} \right) - (P^t)^2 \left( \frac{e^{2\delta}}{2A^2\Omega} \right) \left( A_x - 2A\delta_x \right) + (d - 1) \cot(x) + d \tan(x),
\]

(3.2)

\[
(P^t)' = -(P^x)^2 \left( \frac{A_t}{2\Omega} \right) - (P^t)^2 \left( \frac{e^{2\delta}}{2A^2\Omega} \right) \left( A_t - 2A\delta_t \right),
\]

(3.3)

\[
x' = \frac{A}{\Omega} P^x, \quad \text{and} \quad t' = - \left( \frac{e^{2\delta}}{A\Omega} \right) P^t,
\]

(3.4)

where subscript \( x, t \) denote partial derivatives and \( \Omega \equiv \tan^{2(d-1)} x \sec^2 x \). With the given choice of parameter,

\[
\sqrt{\frac{A(P^x)^2 - A^{-1}e^{2\delta}(P^t)^2}{\Omega}} = 1.
\]

(3.5)

For the surface to be smooth at the origin, \( dt/dx = 0 \), which implies \( e^{2\delta} P^t/A^2 P^x \to 0 \) as \( x \to 0 \). Then our choice of parameter implies \( P^x \approx \sqrt{\Omega}/A \) and \( x' \approx \sqrt{A}/\Omega \), while the Einstein equation constraints imply that \( A \approx 1 + a(t)x^2 \) near the origin. Therefore, to the first subleading order,

\[
\lambda = \frac{1}{d} x^d + 3 \left( \frac{d - 1/2}{d + 2} \right) x^{d+2} + \frac{1}{2(d + 2)} x^d (A(t, x) - 1).
\]

(3.6)

Meanwhile, equation (3.3) yields \( dP^t/dx \approx -A_t/2 \), so

\[
P^t = -\frac{1}{2(d + 2)} A_t(x, t) x^d
\]

(3.7)

to order \( x^{d+2} \). To this order, \( t \) is constant. We can therefore solve (3.2), (3.3), (3.4) starting from a given \( t_0 \) and \( x_0 \ll 1 \) using (3.6), (3.7) as initial values at \( x_0 \).

Near the conformal boundary, \( A_x, A_t \to 0 \), while \( \delta \to \delta(t) \). As a result, we have a self-consistent solution with \( (P^x)' \approx \delta \tan(x) \), or \( P^x \approx \sqrt{\Omega} \) to leading order. In particular, this means that \( x' \approx 1/\sqrt{\Omega} \), so the surface requires an infinite parameter \( \lambda \) to reach the boundary. We therefore cut off the surface at \( x = \pi/2 - \epsilon \). The value of \( t \) at this point is not quite the value at the boundary; however, the difference is \( O(e^{d+1}) \), so we neglect it.

### 3.2 Methods and results

To find the maximal volume, we integrate the Euler-Lagrange equations using the odeint function of the Python scipy library, reading in the outputs of the scalar field collapse simulations. We interpolate those functions as described in our discussion of figure 1 at the end of section 2.2; we find partial derivatives of \( A, \delta \) through differencing.

We determine the volume by finding the value of \( \lambda \) where \( x = 1.55 \) at a time given by the value of \( t \) on the surface at \( x = 1.55 \), which can alternately be given in terms of the conformal boundary time \( \tau \) at that same point. The complexity at this time is

\[
GC = \left( \frac{2\pi^{(d-1)/2}}{\Gamma\left(\frac{d-1}{2}\right)} \right) \left( \frac{4\pi}{(d-1)M} \right) \lambda(x = 1.55) = \left( \frac{4\pi}{(d-1)M} \right) V,
\]

(3.8)
Figure 2. Volume complexity for listed initial data in AdS$_4$ and AdS$_5$. Curve for the largest amplitude in each figure is solid red, middle is dashed blue, smallest is dotted green.

where the mass gives the final equilibrium black hole Schwarzschild radius with our normalization for the scalar field. To isolate the time dependence of the complexity, we subtract $C_0$, the value at $t = \tau = 0$. That is, while we regulated the divergent volume by cutting it off at radial coordinate $x = 1.55$, we display the time dependence by renormalizing away the initial value of the volume, which is just the empty AdS value plus an $\mathcal{O}(a^2)$ correction. We also note that the factor of $\mathcal{M}$ in the denominator appears because we take $\ell = r_+$ in the definition of complexity. Since the conserved mass $\mathcal{M}$ is proportional to $a^2$ at small amplitudes (due to backreaction, the relationship is not so clean at larger amplitudes), converting to the prescription where $\ell$ is the AdS radius roughly scales $C$ by $a^2$.

Figure 2 shows examples of volume complexity curves as a function of origin time $t$ for a variety of initial data as listed in the captions. Each curve terminates when the evolution satisfies our approximate criterion for horizon formation. There are several features in common for all the complexity curves, including for a massive scalar field. First, the complexity appears quasiperiodic without a clear increasing or decreasing trend (other than possibly a weak modulation in the amplitude of complexity fluctuations for the smallest scalar field amplitudes). Second, we note that the complexity is near its maximum value at $t = 0$ for initial scalar profiles of width less than the AdS scale, while it is near its minimum at $t = 0$ for widths larger than the AdS scale. Finally, and strikingly, the fluctuation of
the complexity as a function of origin time $t$ is nearly independent of the scalar field amplitude $a$ until shortly before horizon formation. On the other hand, the time of the dual field theory is the conformal boundary time $\tau$, which does not scale in a simple way with $a$. Figure 3 shows the complexity for two sets of initial data plotted against origin time $t$ (subfigures 3a, 3c) and against conformal boundary time $\tau$ (subfigures 3b, 3d). As figure 1b suggests, the $C(\tau)$ curves are stretched compared to the $C(t)$ curves, with stretching more pronounced shortly before formation of a horizon. As a result, the curves for larger initial amplitudes are stretched more at earlier times than the $C(\tau)$ for smaller $a$, and the complexity curves no longer align.

We can understand the oscillatory behavior of the complexity in terms of the complexity-momentum correspondence proposed in [41] and proved for volume complexity in spherically symmetric spacetimes in [42]. In the evolutions presented here, the energy of the scalar field is concentrated in thick shells (which may separate at times into thinner shells that nonetheless travel together). According to the complexity-momentum correspondence, the complexity should increase as the shells travel inward (the momentum is infalling) and decrease as the shells travel outward. Therefore, the complexity should be at a local maximum in time when the shells are closest to the origin. To see that this hap-

Figure 3. Volume complexity vs $t$ and $\tau$ for two sets of initial data. Both are massless scalars in AdS$_5$. Curve for the largest amplitude in each figure is solid red, next is dashed blue, and next is dotted green.
pens here, we redisplay the complexity of the smallest amplitude evolutions from figures 2b and 2d in figure 4 alongside the minimum with respect to $x$ of the metric function $A(t, x)$. We see that the local maxima of the complexity align with the local minima (in time) of $A$, which occur when the scalar pulse is most localized near the origin, as expected. The narrow initial data ($\sigma < 1$) start at maximum complexity because the energy of the scalar field is initially concentrated near the origin, whereas wide initial data ($\sigma > 1$) has energy initially in a shell located at large radius, which then falls toward the origin. Note that figure 4 does not distinguish the contribution of $A$ from that of $\delta$ to the complexity, since they are both most extreme at the same times, though the fact that the maximal volume surface is nearly a constant time surface hints that $A$ is more important.

It is also worth pondering the origin of the near amplitude independence of the fluctuations of the complexity. From the gravitational side of the duality, the rough scaling is relatively straightforward to understand at least for $a \ll 1$: both $\delta$ and $A^{-1}$ are $O(a^2)$, so the time dependence of the volume $V$ must also be $O(a^2)$, so the change in complexity is invariant for the $\ell = r_+$ prescription. However, this relationship is more mysterious from the point of view of the dual field theory. Since the backgrounds are related by rescaling the scalar field and therefore the expectation value of the dual operator $O_\phi$, conformal invariance seems to play a role. On first glance, that would seem also to explain why the time scale of smaller amplitudes is somewhat stretched in boundary time $\tau$, leading to alignment when plotted against origin time. This is problematic, though, since $\tau - t \sim O(a^2)$ at small amplitudes, but the near amplitude invariance holds for massive as well as massless scalars, which correspond to operators with different scaling dimensions. On the other hand, we could also consider the prescription with $\ell = 1$, the AdS radius. Then the initial value $C_0$ is (very close to) the ground state complexity in each case. If the scalar field background corresponds to an $O(a)$ perturbation of the CFT state that is perpendicular to the vector from the reference state to the ground state (with regard to the appropriate metric for complexity), $C - C_0$ will scale like $a^2$. Then figure 2 has the demonstrated amplitude invariance. (This is a similar argument to that of [43–45].)
If it holds as the amplitude vanishes, the scaling of complexity fluctuations allows us to comment on the validity of Lloyd’s bound, \( |dC/d\tau| \lesssim M \), which [46] proved recently for volume complexity with \( \ell = 1 \). In particular, the validity of Lloyd’s bound depends on the reference scale \( \ell \) chosen in the definition of \( C_V \). First, in the \( \ell = r_+ \) prescription, \( dC/dt \) is unchanged as \( a \to 0 \), and it becomes the left-hand-side of Lloyd’s bound since \( \tau \to t \) in that limit. On the other hand, \( M \to 0 \), so Lloyd’s bound must be violated in the small amplitude limit. In contrast, for \( \ell = 1 \), both \( dC/d\tau \) and \( M \) scale as \( a^2 \), so our results are parametrically consistent with Lloyd’s bound. This result may be a point in favor of using the AdS scale as the reference length in volume complexity.

The initial data shown in figures 2, 3a, 3b exhibit instability toward black hole formation at all computationally accessible amplitudes (and also demonstrate the perturbative scaling \( t_H \propto a^{-2} \) at small enough amplitudes) [27]. We confirm that the time dependence of the complexity has the same three behaviors for initial data that is stable against horizon formation at low amplitudes in figures 3c, 3d. In these figures, the solid red curve represents an amplitude that forms a horizon at \( t_H \approx 8 \), while the dashed blue curve displays the complexity for a smaller amplitude that does not form a horizon until at least \( t = 500 \) (however, we display only until \( t = 35 \) to reduce data storage requirements). In other words, prior to horizon formation, the volume complexity is sensitive to eventual stability or instability only through the difference in origin and conformal boundary times.

As a final point, the reader may notice that \( C - C_0 \) can take negative values. On the other hand, [46] proved recently that volume complexity is always greater than the value for empty AdS, given a few assumptions. This apparent discrepancy is due to the contribution of the initial scalar field configuration to \( C_0 \). We have verified by numerical comparison that the minimum complexity for each of our evolutions is in fact greater than the complexity of empty AdS, so our results are consistent with [46].

4 Complexity as action

4.1 Set-up

The action complexity of the state on a fixed time slice \( \Sigma \) of the boundary is \( C_A = S_{WDW}/\pi \), where \( S_{WDW} \) is the action of the Wheeler-DeWitt patch of \( \Sigma \) in the bulk AdS spacetime, including terms on the boundary of the WDW patch. Specifically, the WDW patch action is \( S_{WDW} = S + S_f + S_p + S_j \), where \( S \) is the bulk action given in equation (2.1), \( S_f,p \) are boundary terms on the lightsheets bounding the past and future of the WDW patch, and \( S_j \) is a joint term at the intersection of the two lightsheets. The lightsheet contributions are

\[
S_{f,p} = \pm \frac{1}{8\pi G} \int d\lambda d^{d-1}\theta \sqrt{\gamma} \left( \kappa + \Theta \ln(t_c \Theta) \right)
\]

over the future- or past-directed lightsheet emitted from \( \Sigma \), where \( \lambda \) is a future-directed lightlike coordinate along the lightsheet, \( \theta \) are angular coordinates on the lightsheet, \( \gamma \) is the determinant of the induced metric on the fixed-\( \lambda \) slices, \( k^\mu \) is the normal (and

---

\[3\]There is a weak additional mass dependence at large enough \( M \).

\[4\]See [47] for one exception to those assumptions.
therefore tangent or along \( \lambda \) to the null hypersurface, \( \kappa \) can be defined by \( k^\nu \nabla_\nu k^\mu = \kappa k^\mu \), \( \Theta \equiv \partial_\lambda \ln \sqrt{\gamma} \) is the expansion of the lightsheet, and \( \ell_{ct} \) is an arbitrary lengthscale for the expansion counterterm. The lightsheet and joint terms make the variational problem well-defined within the WDW patch, as well as making the action parameterization invariant [15, 48] demonstrated the importance of the lightsheet expansion term to the action complexity. The joint term is

\[
S_j = -\frac{1}{8\pi G} \int d^{d-1}\theta \sqrt{\sigma} \left( \ln(-k_f \cdot k_p/2) \right),
\] (4.2)

where \( \sigma \) is the determinant of the induced metric on the joint and \( k_{f,p} \) are the normals to the future- and past-directed lightsheets intersecting at the joint. Since the scalar fields we consider have \( m^2 \geq 0 \), we do not include lightsheet or joint terms for the scalar following [45, 49] (see also [50] for a discussion of boundary terms for scalars).

Like the volume complexity, the action diverges due to contributions near the conformal boundary. To regulate it, we define the past and future boundaries of the WDW patch as lightsheets joining at \( t = t_0, x = \pi/2 - \epsilon \) for some small \( \epsilon \). Then we use the lightlike coordinates \( \lambda = x \) on the past boundary of the WDW patch and \( \lambda = \pi/2 - x \) on the future boundary, so \( \lambda \) increases toward the future. Then the past and future boundaries of the WDW patch are described by \( dt_{p,f}/dx = \pm \exp(\delta)/A \) respectively. The on-shell bulk action is therefore

\[
S = \frac{1}{16\pi G} \left( \frac{2\pi^{(d-1)/2}}{\Gamma(d-1)/2} \right) \int_0^{\pi/2-\epsilon} dx \int_{t_p(x)}^{t_f(x)} dt \tan^{d-1}(x) \sec^2(x) e^{-\delta(t,x)} \left(-2d+2\mu^2\phi^2\right) \] (4.3)

with our choice of coordinates. The lightsheet contributions give

\[
S_f + S_p = \frac{1}{8\pi G} \left( \frac{2\pi^{(d-1)/2}}{\Gamma(d-1)/2} \right) \int_0^{\pi/2-\epsilon} dx \tan^{d-1}(x) \left[ \partial_x \delta(t_p(x),x) + \partial_x \delta(t_f(x),x) \right. \\
+ \left. \left( e^\delta \partial_x A \right) (t_p(x),x) - \left( e^\delta \partial_x A \right) (t_f(x),x) \right].
\] (4.4)

Note that the counterterms cancel for the two lightsheets because neither \( A \) nor \( \delta \) enters into the angular metric (a consequence of spherical symmetry). The joint term is

\[
S_j = -\frac{1}{8\pi G} \left( \frac{2\pi^{(d-1)/2}}{\Gamma(d-1)/2} \right) \cot^{d-1}(\epsilon) \ln \left[ \csc^2(\epsilon)/A \right] \approx \frac{1}{8\pi G} \left( \frac{2\pi^{(d-1)/2}}{\Gamma(d-1)/2} \right) \epsilon^{1-d} \left[ 2 \ln \epsilon + \ln A \right].
\] (4.5)

The metric function \( A \) has the expansion \( A = 1 - 2Me^d/(d-1) + \mathcal{O}(\epsilon^{d+2}) \) near \( x = \pi/2 \), so, while \( S_j \) diverges for \( \epsilon \to 0 \), the time-dependence (and in fact the entire deviation from empty AdS) vanishes in that limit.

4.2 Methods and results

To find the past and future boundaries \( t_p(x), t_f(x) \) of the WDW patch, we again use the scipy function odeint, and we carry out the integrals (4.3), (4.4) using the quad and nquad integration routines from scipy. To prevent errors in the bulk integral, we raised
the number of nquad subdivisions to $5 \times 10^5$ from the default value of 50. Just as for
the volume complexity calculation, we interpolate the functions $A, \delta$ as necessary and
evaluate derivatives through differencing. However, the complexity is evaluated at the
time $t_0 = t_p(\pi/2 - \epsilon) = t_f(\pi/2 - \epsilon)$ and $t_{p,f}(0) \approx t_0 \pm \pi/2$, so we can only evaluate the
complexity over the approximate range $\pi/2 \lesssim t_0 \lesssim t_H - \pi/2$. For other times, the WDW
patch extends outside the region of spacetime we have simulated.

Figure 5 shows the action complexity for the same sets of initial data as figures 2 and 3.
Because evaluating the complexity at time $t_0$ on the boundary cutoff surface requires bulk
data for times $t_0 - \pi/2 \leq t \leq t_0 + \pi/2$, the curves terminate at $t_0 \approx t_H - \pi/2$. As a result, we do not evaluate the action complexity for the largest amplitude in each set of initial data when those form a horizon before $t = \pi/2$. Furthermore, since the behavior is similar (just stretched horizontally) when plotted versus boundary time $\tau$, we show only the $C$ vs $t$ plots.

In each case, the complexity is roughly constant when averaged over a period of the scalar field oscillations, though there are pronounced spikes each period. Furthermore, while the complexity does not appear to have a trend on average, the spikes do increase in magnitude, especially near horizon formation. In fact, the spike size also increases somewhat for the smaller amplitude in figure 5f, which is a stable evolution. We have verified that the dominant contribution to the time dependent complexity is the bulk integral and that the large spikes in $C$ are at times when the scalar field pulse is passing through the origin; the spikes are due to greater time dilation effects since $\delta$ is most negative at those times. Therefore, we see that the progressive focusing of the scalar pulse as seen in the time dilation function $\delta$ also leads to a ratcheting effect in the magnitude of the spikes in the action complexity.

It is also worth noting that the action complexity for given width initial data has a similar shape for different initial scalar amplitudes; however, the action complexity does not have the same amplitude independence that we have seen for volume complexity. In fact, we have also checked whether this amplitude independence appears if we rescale the complexity by the square amplitude, but it does not.

5 Discussion

We have computed the holographic complexity of scalar field matter in the process of gravitational collapse prior to (an approximate notion of) black hole horizon formation using both $C = V$ and $C = A$ proposals. In contrast to black hole formation by thin shells in AdS-Vaidya spacetimes, the matter distributions we study are smooth and may not form a horizon until times late compared to the AdS scale. However, because our numerical solutions to the Klein-Gordon and Einstein equations are restricted to times before horizon formation, we are limited to studying early time transients in the complexity. In terms of the AdS/CFT correspondence, these backgrounds are dual to thermalization of an initial energy distribution (strictly speaking, we mean distribution of energy through modes of the CFT with a large range of scales). Therefore, our results indicate the time dependence of complexity during the approach to equilibrium of a CFT.

In global AdS coordinates, a time slice of the boundary is a sphere, so we might expect any energy in the CFT to equilibrate eventually because it cannot dissipate. In fact, if the initial scalar field profile is either wide or narrow compared to the AdS width, the scalar field matter appears to form a black hole even at arbitrarily small amplitudes. The intuition, supported by the time evolution of some metric components, is that the scalar field undergoes gravitational focusing as it oscillates in the AdS, eventually collapsing. However, due to the high degree of symmetry of AdS, some initial scalar profiles are stable against horizon formation at small amplitudes with quasiperiodic time evolution. This dichotomy naturally leads us to ask if holographic complexity can provide a diagnostic of stability or instability against collapse before the moment of horizon formation. The answer
appears to be in the negative, as neither the volume nor action complexity is qualitatively different for stable versus unstable initial field profiles. Another question of interest is whether complexity behaves quasiperiodically or exhibits a ratcheting effect (some trend imposed on oscillatory behavior) due to focusing of the scalar field pulse.

The volume complexity appears quasiperiodic in time; the amplitude of oscillations in complexity is modulated (particularly for smaller scalar field amplitudes), but there is not a clear trend. Further, the complexity starts near its maximum or minimum for initial data that is narrower or wider than the AdS scale respectively. Most strikingly, if we use the Schwarzschild radius for the length scale $\ell$ in the definition of volume complexity, the complexity (with initial value subtracted) is nearly invariant under change of amplitude; with $\ell$ equal the AdS radius, fluctuations in complexity scale as the second power of the scalar field amplitude. The origin of this property on the gravitational side of the duality is clear, but it is somewhat more obscure from the point of view of the boundary CFT. It may be related to conformal invariance of the dual field theory or to orthogonality between the ground state and the fluctuation due to the scalar field. This scaling property means that Lloyd’s bound is violated if the reference scale is the Schwarzschild radius.

The action complexity is also quasiperiodic in nature, except for large spikes in $C - C_0$ once per period (with period $\Delta t \sim \pi$) and some smaller spikes in between. These large spikes correspond to strong deviations of the time dilation function $\delta$, which expand the portion of the WDW patch near the boundary. While the overall complexity curve appears quasiperiodic, the large spikes increase in magnitude, particularly as the system approaches horizon formation. That is, the action complexity demonstrates a ratcheting behavior, becoming more extreme as the scalar pulse undergoes gravitational focusing.

We close with a few words about the relation of this work to the discussion of holographic complexity for coherent states in [45, 49, 51]. Coherent states of the CFT are given by scalar fields in AdS, like we study here. We have considered the nonperturbative evolution of those scalar fields, including backreaction from gravity in AdS. In contrast, [45, 49] studied perturbative scalar field amplitudes to second order, which captures the gravitational effects of the field but not the backreaction on the field itself. Therefore, they cannot study the gravitational collapse of the field leading to horizon formation. On the other hand, the numerical demands of recreating the spacetime geometry mean that we are unable to consider perturbatively small scalar field amplitudes for long time intervals. It would be interesting in the future to compare a numerical study of scalar field evolution to the perturbative results of [45, 49].
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