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Abstract

This paper is concerned with high moment and pathwise error estimates for both velocity and pressure approximations of the Euler-Maruyama scheme for time discretization and its two fully discrete mixed finite element discretizations. Optimal rates of convergence are established for all $p$th moment errors for $p \in \mathbb{N}$ using a novel bootstrap technique. The almost optimal rates of convergence are then obtained using Kolmogorov’s theorem based on the high moment error estimates. Unlike for the velocity error estimate, the high moment and pathwise error estimates for the pressure approximation are proved in a time-averaged norm. In addition, the impact of noise types on the rates of convergence for both velocity and pressure approximations is also addressed. Finally, numerical experiments are also provided to validate the proven theoretical results and to examine the dependence/growth of the error constants on the moment order $p$. 
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1. Introduction. In this paper, we establish high moment and pathwise error estimates for fully discrete mixed finite element approximations of the following time-dependent stochastic Stokes problem:

\begin{align}
(1.1a) \quad d\mathbf{u} &= \left[\nu \nabla \mathbf{u} - \nabla p + \mathbf{f}\right] dt + \mathbf{B}(\mathbf{u}) dW(t) \quad \text{a.s. in } D_T := (0, T) \times D,
(1.1b) \quad \text{div } \mathbf{u} = 0 \quad \text{a.s. in } D_T,
(1.1c) \quad \mathbf{u}(0) = \mathbf{u}_0 \quad \text{a.s. in } D,
\end{align}

where $D = (0, L)^d \subset \mathbb{R}^d$ ($d = 2, 3$) represents a period of the periodic domain in $\mathbb{R}^d$, $\mathbf{u}$ and $p$ stand for respectively the velocity field and the pressure of the fluid, $\mathbf{B}$ is an operator-valued random field, $\{W(t); t \geq 0\}$ denotes an $\mathbb{R}$-valued Wiener process, and $\mathbf{f}$ is a body force function (see Section 2 for their precise definitions). Here we seek periodic-in-space solutions $(\mathbf{u}, p)$ with period $L_t$, that is, $\mathbf{u}(t, x + Le_i) = \mathbf{u}(t, x)$ and $p(t, x + Le_i) = p(t, x)$ almost surely and for any $(t, x) \in (0, T) \times \mathbb{R}^d$ and $1 \leq i \leq d$, where $\{e_i\}_{i=1}^d$ denotes the canonical basis of $\mathbb{R}^d$.

The above stochastic Stokes equations can be viewed as a stochastic perturbation of the deterministic non-stationary Stokes equations by a white-noise-driven random force $\mathbf{B}(\mathbf{u}) \frac{dW(t)}{dt}$, it intends to model turbulence flows and also serves as a prototypical stochastic partial differential equation (SPDE) model to study analytically and to approximate numerically (cf. [1, 11, 20, 22, 5, 9, 3, 15]). It should be noted that although the Stokes operator is linear since $\mathbf{B}(\mathbf{u})$ is nonlinear in $\mathbf{u}$, the stochastic Stokes system (1.1a) is intrinsically a nonlinear system.

Numerical analysis of the stochastic Stokes (as well as the stochastic Navier-Stokes) equations has received a lot of attention in recent years, various numerical methods, including finite element and mixed finite element, stabilized methods, and
splitting methods, have been developed and analyzed (cf. [2, 3, 4, 5, 9, 10, 13, 15, 16]). Optimal and sub-optimal error estimates in strong and weak norms have been established. Unlike in the deterministic case, the primary goal of the numerical analysis of SPDEs is to derive error estimates for the quantities of stochastic interests of the error functions. The best-known such quantities are the $p$th moment, $E[|u - U|^p]$ for $2 \leq p \leq \infty$ as well as the variance $\text{Var}[|u - U|]$, where $E[\cdot]$ and $\text{Var}[\cdot]$ stand for the expectation and variance operators, $u$ and $U$ denote respectively the exact and numerical solutions and $\|\cdot\|$ denotes some space-time norm. We note that when $p = \infty$, such an estimate is often called a pathwise error estimate. As expected, among these quantities of stochastic interests, the easiest one is the second moment $E[|u - U|^2]$. This is indeed what was done in the above cited works for problem (1.1). Moreover, in practice, numerical simulations for the approximate solution $U$ are done for sample paths when the Monte Carlo method is used to compute the quantities of stochastic interests, which requires to use a large number of samples. However, to the best of our knowledge, no qualitative estimate was known for $\text{esssup}_{\omega \in \Omega} \max_{1 \leq n \leq N} \|u(t_n, \omega) - U^n(\omega)\|$ in the literature for the stochastic Stokes (and stochastic Navier-Stokes) equations. Such error estimates would provide valuable information about the quality of each computed sample path $U(\omega)$.

The goal of this paper is to fill this gap by establishing arbitrarily high order moment and pathwise error estimates for both velocity and pressure approximations of the stochastic Stokes problem (1.1) discretized by two fully discrete mixed finite element methods. This paper extends the results of [13, 15] where the second moment error estimates were obtained for those mixed finite element methods.

The remainder of this paper is organized as follows. In Section 2, we introduce notations and preliminaries which include the solution definition and the well-posedness of the stochastic Stokes problem (1.1). In Section 3, we first formulate the Euler-Maruyama time-stepping scheme for problem (1.1) and then derive high moment and pathwise error estimates for the velocity and pressure approximations of the time-stepping scheme. Our main idea for deriving $p$th ($p \geq 2$) moment error estimates for the velocity approximation is to use a bootstrap technique starting from the second moment error estimate and the pathwise error estimate, which is sub-optimal in the energy norm, is obtained by using Kolmogorov’s theorem based on the high moment error estimates. In Section 4, the standard mixed finite element method is introduced for spatial discretization. The stable Taylor-Hood mixed element is chosen as a prototypical example for analysis. The highlight of this section is to derive high moment and pathwise error estimates for the velocity and pressure approximations of the mixed finite element method. In Section 5, we consider the modified mixed method of [15] for problem (1.1) and obtain high moment and pathwise error estimates for this non-standard mixed finite method as well. Finally, numerical experiments are provided in Section 6 to verify the proved error estimates and to examine the dependence/growth of the error constants on the moment order $p$.

2. Preliminaries. Standard function and space notation will be adopted in this paper. Let $H^1_0(D)$ denote the subspace of $H^1(D)$ whose $\mathbb{R}^d$-valued functions have zero trace on $\partial D$, and $(\cdot, \cdot)_D := (\cdot, \cdot)_D$ denote the standard $L^2$-inner product, with induced norm $\|\cdot\|$. We also denote $L^p_{\text{per}}(D)$ and $H^s_{\text{per}}(D)$ as the Lebesgue and Sobolev spaces of the functions that are periodic and have vanishing mean, respectively. Let $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})$ be a filtered probability space with the probability measure $\mathbb{P}$, the $\sigma$-algebra $\mathcal{F}$ and the continuous filtration $\{\mathcal{F}_t\} \subset \mathcal{F}$. For a random variable $v$ defined on $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})$, $E[v]$ denotes the expected value of $v$. For a vector space $X$ with
norm $\| \cdot \|_X$, and $1 \leq p < \infty$, we define the Bochner space $(L^p(\Omega, X); \|v\|_{L^p(\Omega, X)})$, where $\|v\|_{L^p(\Omega, X)} := (E[|v|^p])^{1/p}$. We also define

$$H := \{ v \in L^2_{\text{per}}(D); \text{div} v = 0 \text{ in } D \}, \quad V := \{ v \in H^1_{\text{per}}(D); \text{div} v = 0 \text{ in } D \}.$$ 

We recall from [17] that the (orthogonal) Helmholtz projection $P_H : L^2_{\text{per}}(D) \to H$ is defined by $P_H v = \eta$ for every $v \in L^2_{\text{per}}(D)$, where $(\eta, \xi) \in H \times H^1_{\text{per}}(D)$ is a unique tuple such that $v = \eta + \nabla \xi$, and $\xi \in H^1_{\text{per}}(D)/\mathbb{R}$ solves the following Poisson problem with the homogeneous Neumann boundary condition:

$$\Delta \xi = \text{div} v.$$ 

We also define the Stokes operator $A := -P_H \Delta : V \cap H^2_{\text{per}}(D) \to H$.

Throughout this paper we assume that $B : L^2_{\text{per}}(D) \to L^2_{\text{per}}(D)$ is a Lipschitz continuous mapping and has linear growth, that is, there exists a constant $C > 0$ such that for all $v, w \in L^2_{\text{per}}(D)$

$$\|B(v) - B(w)\| \leq C\|v - w\|,$$

$$\|B(v)\| \leq C(\|v\| + 1),$$

In this paper, we shall use $C$ to denote a generic positive constant which may depend on $\nu, T$, the datum functions $u_0$, $f$, and the domain $D$ but is independent of the mesh parameter $h$ and $k$. In addition, unless it is stated otherwise, we assume that $f \in L^q(\Omega; C^2(0, T; H^{-1}(D)))$ for some $q \in [1, \infty)$.

### 2.1. Some useful facts and inequalities

In this subsection, we collect some well-known theorems and useful facts which will be used in the later sections.

First of all, we recall the following Kolmogorov Criteria for a path-wise continuity of stochastic processes, its proof can be found in [12, Theorem 3.3].

**Theorem 2.1.** Let $X(t), t \in [0, T]$, be a stochastic process with values in a separable Banach space $E$ such that, for some positive constant $C > 0$, $\alpha > 0, \beta > 0$ and all $t, s \in [0, T]$,

$$E[\|X(t) - X(s)\|^\beta] \leq C|t - s|^{1+\alpha}.$$ 

Then for each $T > 0$, almost every $\omega$ and each $0 < \gamma < \frac{\beta}{\alpha}$ there exists a constant $K = K(\omega, \gamma, T)$ such that

$$\|X(t, \omega) - X(s, \omega)\| \leq K|t - s|^\gamma \quad \text{for all } t, s \in [0, T].$$

Moreover, $E[|K|^{\beta}] < \infty$ for all $\beta > 0$.

Next, we recall a useful inequality for martingale processes. This inequality is often referred to as the Burkholder-Davis-Gundy inequality in the literature, see [7, Theorem 2.4].

**Lemma 2.2.** Let $\phi(t) \in L^2(D)$ be a random field for all $t \in [0, T]$. For any $q > 0$, there exists a positive constant $C_b = C_b(T, q) > 0$ such that

$$E\left[\max_{0 \leq t \leq T} \left(\int_0^t \phi(\xi) \, dW(\xi)\right)^q\right] \leq C_b E\left[\left(\int_0^T \|\phi(\xi)\|_{L^2}^2 \, d\xi\right)^{q/2}\right].$$
The next lemma recalls the well-known Itô isometry and introduces a related
inequality for stochastic processes.

**Lemma 2.3.** Let $\phi(t)$ be a stochastic process on $[0, T]$. Define $X_t = \int_0^t \phi(\xi)\,dW(\xi)$.

We have

(i) If $\phi \in L^2(\Omega; L^2(0, T; L^2(D)))$, then

$$
E[\|X_t\|_{L^2}^2] = E\left[\int_0^t \|\phi(\xi)\|_{L^2}^2\,d\xi\right].
$$

(ii) If $\phi \in L^q(\Omega; L^q(0, T; L^2(D)))$, for $q > 2$, then

$$
E[\|X_t\|_{L^2}^q] \leq C(t, q) E\left[\int_0^t \|\phi(\xi)\|_{L^2}^q\,d\xi\right].
$$

where $C(t, q) = \frac{C_b}{2} (q-1)(q-2)^2 t^2 + (q-1)C_b$.

**Proof.** The proof of (2.6) can be found in [12]. Below we only give a proof for
(2.7), which is based on the Itô formula and Burkholder-Davis-Gundy inequality.

By Itô’s formula, we have

$$
E[\|X_t\|_{L^2}^q] \leq qE\left[\int_0^t \|X_{t}\|_{L^2}^{q-2} (X_t, \phi(t))\,dW(t)\right]
+ \frac{1}{2}q(q-1)E\left[\int_0^t \|X_t\|_{L^2}^{q-2}\|\phi(t)\|_{L^2}^2\,d\tau\right].
$$

The expectation of the first term on the right side of (2.8) vanishes due to
the martingale property of Itô integrals. Therefore, we obtain

$$
E[\|X_t\|_{L^2}^q] \leq \frac{1}{2}q(q-1)\int_0^t E\left[\|X_t\|_{L^2}^{q-2}\|\phi(t)\|_{L^2}^2\right]d\tau
+ \frac{1}{2}q(q-1)\int_0^t E\left[\|X_t\|_{L^2}^{q-2}\|\phi(t)\|_{L^2}^2\,d\tau\right]
$$

$$
\leq \frac{1}{2}q(q-1)\int_0^t \left(E\left[\int_0^\tau \phi(\xi)\,dW(\xi)\right]\|\phi(\tau)\|_{L^2}^{q-2}\right)^{\frac{1}{2}}
\left(E\left[\|\phi(\tau)\|_{L^2}^{2q}\right]\right)^{\frac{1}{2}}d\tau
\leq \frac{1}{2}q(q-1)\int_0^t \left(E\left[\max_{0 \leq \tau \leq t}\left\|\int_0^\tau \phi(\xi)\,dW(\xi)\right\|_{L^2}^{q(q-2)}\right]\right)^{\frac{1}{2}}
\left(E\left[\|\phi(\tau)\|_{L^2}^{2q}\right]\right)^{\frac{1}{2}}d\tau.
$$

We have used Hölder’s inequality with $\frac{1}{2} + \frac{1}{q} = 1$ to obtain the second inequality.

Next, applying the Burkholder-Davis-Gundy inequality to the last line of (2.9),
we get

$$
E[\|X_t\|_{L^2}^q] \leq \frac{1}{2}q(q-1)C_b \int_0^t \left(E\left[\left(\int_{0}^{t} \|\phi(\xi)\|_{L^2}^2\,d\xi\right)^{\frac{1}{2}}\right]\right)^{\frac{1}{2}}
\left(E\left[\|\phi(\tau)\|_{L^2}^{2q}\right]\right)^{\frac{1}{2}}d\tau.
$$

Setting $\alpha = \frac{q-2}{q-2}, \beta = \frac{q}{2}$ and using Young’s inequality with the conjugate pair $\frac{q-2}{q}$
and $\frac{2}{q}$, we obtain

$$
E[\|X_t\|_{L^2}^q] \leq \frac{C_b}{2}q(q-1) \int_0^t \left(E\left[\left(\int_{0}^{t} \|\phi(\xi)\|_{L^2}^2\,d\xi\right)^{\frac{2}{q}}\right]\right)^{\frac{q}{q-2}}
\left(E\left[\|\phi(\tau)\|_{L^2}^q\right]\right)^{\frac{2}{q}}d\tau.
$$
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2.2. Variational formulation of problem (1.1). We now recall the variational
solution concept for (1.1) and refer the reader to [11, 12] for a proof of its existence
and uniqueness.

Definition 2.4. Given (Ω, F, {F_t}; P), let W be an R-valued Wiener process
on it. Suppose u_0 ∈ L^2(Ω, V) and f ∈ L^2(Ω; L^2([0, T]; L^2_{per}(D))). An {F_t}-adapted
stochastic process {u(t); 0 ≤ t ≤ T} is called a variational solution of (1.1) if u ∈
L^2(Ω; C([0, T]; V)) ∩ L^2(Ω; 0, T; H^2_{per}(D)), and satisfies P-a.s. for all t ∈ (0, T]

(2.11) (u(t), v) + \int_0^t (\nabla u(s), \nabla v) \, ds = (u_0, v) + \int_0^t (f(s), v) \, ds

+ \int_0^t (B(u(s)), v) \, dW(s) \quad \forall v \in V .

Definition 2.4 only defines the velocity u for (1.1), its associated pressure p is
subtle to define. In that regard we quote the following theorem from [15].

Theorem 2.5. Let \{u(t); 0 ≤ t ≤ T\} be the variational solution of (1.1). There
exists a unique adapted process P ∈ L^2(Ω, L^2(0, T; H^1_{per}(D)/R)) such that (u, P)
satisfies P-a.s. for all t ∈ (0, T]

(2.12a) \quad (u(t), \phi) + \nu \int_0^t (\nabla u(s), \nabla \phi) \, ds - (\text{div} \phi, P(t))

= (u_0, \phi) + \int_0^t (f(s), \phi) \, ds + \int_0^t (B(u(s)), \phi) \, dW(s) \quad \forall \phi \in H^1_{per}(D) ,

(2.12b) \quad (\text{div} u, q) = 0 \quad \forall q \in L^2_0(D) := \{q \in L^2_{per}(D) : (q, 1) = 0 \} .

System (2.12) can be regarded as a mixed formulation for the stochastic Stokes
system (1.1), where the (time-averaged) pressure P is defined. Below, we also define
another time-averaged “pressure”

(2.13) R(t) := P(t) - \int_0^t \xi(s) \, dW(s),

where we use the Helmholtz decomposition B(u(t)) = \eta(t) + \nabla \xi(t), where \xi ∈
H^1_{per}(D)/R P-a.s. such that

(2.14) \quad (\nabla \xi(t), \nabla \phi) = (B(u(t)), \nabla \phi) \quad \forall \phi \in H^1_{per}(D) .
The time-averaged “pressure” \( \{ R(t); 0 \leq t \leq T \} \) will also be a target process to be approximated in our numerical methods in Section 5.

The following stability estimate for the velocity \( \mathbf{u} \) was proved in [5, 10].

**Lemma 2.6.** Let \( \mathbf{u} \) be solution defined in (2.11). Assume that \( \mathbf{u}_0 \in L^r(\Omega; \mathbb{V}) \) for some \( r \geq 2 \). Then we have

\[
E \left[ \left( \sup_{0 \leq t \leq T} \| \nabla \mathbf{u}(t) \|_{L^2}^2 + \int_0^T \nu \| \nabla^2 \mathbf{u}(t) \|_{L^2}^2 \, dt \right)^{\frac{q}{2}} \right] \leq C_r E \left[ \| \nabla \mathbf{u}_0 \|_{L^2}^q \right].
\]

Next, we introduce the Hölder continuity estimates for the variational solution \( \mathbf{u} \), a similar proof can be found in [5, 10] for the stochastic Navier-Stokes equations. We provide a proof below for completeness.

**Lemma 2.7.** Suppose \( \mathbf{u}_0 \in L^q(\Omega; \mathbb{V}) \) and \( \mathbf{f} \in L^q(\Omega; C^{\frac{1}{2}}(0, T; \mathcal{H}^{-1}(D))) \), \( \forall q \geq 2 \). For \( 0 < \gamma < \frac{1}{2} \), there exists a constant \( C \equiv C(D_T, \mathbf{u}_0) > 0 \), such that the variational solution to problem (1.1) satisfies for \( s, t \in [0, T] \)

\[
E \left[ \| \mathbf{u}(t) - \mathbf{u}(s) \|_{\mathbb{V}}^q \right] \leq C |t - s|^\gamma.
\]

**Proof.** Following [10, 5], we have that the mild solution of (1.1) can be represented as follow:

\[
\mathbf{u}(t) = e^{-tA} \mathbf{u}_0 + \int_0^t e^{(t-s)A} P_H \mathbf{B}(\mathbf{u}(s)) \, dW(s).
\]

For \( t_2 < t_1 \), write \( \mathbf{u}(t_1) - \mathbf{u}(t_2) = \mathbf{I} + \mathbf{II} \) where

\[
\mathbf{I} = \left( e^{-t_1A} - e^{-t_2A} \right) \mathbf{u}_0,
\]

\[
\mathbf{II} = \int_0^{t_1} e^{(t_1-s)A} P_H \mathbf{B}(\mathbf{u}(s)) \, dW(s) - \int_0^{t_2} e^{(t_2-s)A} P_H \mathbf{B}(\mathbf{u}(s)) \, dW(s).
\]

By the standard estimates of semigroup theory, we have

\[
\| A^a e^{-tA} \| \leq Ct^{-a}, \quad \| A^{-b}(I - e^{-tA}) \| \leq Ct^b.
\]

Thus,

\[
\mathbf{I} = \left[ \int_0^{t_1} e^{(t_1-s)A} P_H \mathbf{B}(\mathbf{u}(s)) \, dW(s) - \int_0^{t_2} e^{(t_2-s)A} P_H \mathbf{B}(\mathbf{u}(s)) \, dW(s) \right]
\leq C(t_1 - t_2)\gamma \| \nabla \mathbf{u}_0 \|_{L^2}.
\]

Therefore, \( E[\| \mathbf{I} \|_{\mathbb{V}}^q] \leq C(t_1 - t_2)\gamma q E[\| \mathbf{u}_0 \|_{\mathbb{V}}^q] \).

Next, we can write

\[
\mathbf{II} = \int_0^{t_2} \left( e^{-(t_1-s)A} - e^{-(t_2-s)A} \right) \mathbf{B}(\mathbf{u}(s)) \, dW(s)
+ \int_0^{t_1} e^{-(t_1-s)A} \mathbf{B}(\mathbf{u}(s)) \, dW(s) =: \mathbf{II}_a + \mathbf{II}_b.
\]

By the Burkholder-Davis-Gundy inequality and the fact that \( \| \cdot \|_{\mathbb{V}} = \| A^{1/2} \cdot \|_{L^2} \), we obtain

\[
(E[\| \mathbf{II}_a \|_{\mathbb{V}}^q])^{1/q} \leq C \left( \int_0^{t_2} \left( E \left[ \| e^{-(t_1-s)A} - e^{-(t_2-s)A} \mathbf{B}(\mathbf{u}(s)) \|_{\mathbb{V}}^q \right] \right)^{2/q} \, ds \right)^{1/2}.
\]
for all \( \phi \) were proved in in [10, Lemma 3.1].

The following estimations hold:

\[
(3.1a) \quad \text{Let } I \text{ be the Maruyama scheme for the time discretization of (2.11). Under the same assumptions as in Lemma 2.7 above.}
\]

Algorithm 1

\[
\text{Let } u \text{ obtained in [5] requires higher regularity of } \gamma \text{ where } 0 < \gamma < \frac{1}{2}. \text{ On the other hand, the estimate of [10] is limited to the order } \gamma \text{ under the same assumptions as in Lemma 2.7 above.}
\]

3. Semi-discretization in time. In this section, we consider the implicit Euler-Maruyama scheme for the time discretization of (2.11).

3.1. Formulation of the scheme and stability estimates. We recall the Euler-Maruyama scheme for problem (1.1) in the following algorithm (cf. [9, 13, 15]). Let \( I_k := \{ t_n \}_{n=1}^M \) be a uniform mesh of the interval \([0, T]\) with the time step-size \( k = T/M \). Note that \( t_0 = 0 \) and \( t_M = T \).

Algorithm 1

Let \( u^0 = u_0 \) be a given \( V \)-valued random variable. Find the pair \( \{ u^{n+1}, p^{n+1} \} \in V \times L^2_{\text{per}} \) recursively such that \( \mathbb{P}\text{-a.s.} \)

\[
(3.1a) \quad (u^{n+1} - u^n, \phi) + \nu k(\nabla u^{n+1}, \nabla \phi) - k(p^{n+1}, \text{div } \phi) = k(f^{n+1}, \phi) + (B(u^n) \Delta W_{n+1}, \phi),
\]

\[
(3.1b) \quad (\text{div } u^{n+1}, \psi) = 0
\]

for all \( \phi \in H^1_{\text{per}}(D) \) and \( \psi \in L^2_{\text{per}}(D) \). Where \( f^{n+1} := f(t_{n+1}) \).

The following stability estimates for the velocity approximation \( \{ u^n \} \) of Algorithm 1 were proved in in [10, Lemma 3.1].

**Lemma 3.1.** Let \( u_0 \in L^2(\Omega; V) \) for an integer \( 1 \leq q < \infty \) be given, such that \( \mathbb{E}[\|u_0\|_V^q] \leq C \). Then there exists a constant \( C_{T,q} = C(T, q, u_0) \) such that the following estimations hold:

\[
(i) \quad \mathbb{E} \left[ \max_{1 \leq n \leq M} \|u^n\|_V^q + \nu k \sum_{n=1}^M \|u^n\|_V^{q-2}\|Au^n\|_{L^2} \right] \leq C_{T,q}.
\]
Next, we want to derive some high moment stability estimates for the pressure approximation \( \{ p^n \} \) of Algorithm 1, which plays a crucial role in the error analysis of the full-discrete scheme later.

**Lemma 3.2.** Let \( \{ (u^{n+1}, p^{n+1}) \} \) be generated by Algorithm 1. Assume that \( u_0 \in L^q(\Omega; \mathbb{V}) \) for \( 1 \leq q < \infty \). Then, there exists a constant \( C > 0 \) such that

(i) if \( B : L^2 \to \mathbb{V} \), then

\[
E \left[ \left( \sum_{n=1}^{M} \| \nabla p^n \|_{L^2}^2 \right)^q \right] \leq C_{T,q};
\]

(ii) if \( B : L^2 \to H^1_{\text{per}} \), then

\[
E \left[ \left( \sum_{n=1}^{M} \| \nabla p^n \|_{L^2}^2 \right)^q \right] \leq \frac{C_{T,q}}{k^q}.
\]

**Proof.** When \( q = 1 \), both (3.2), (3.3) were already shown [10, Lemma 3.2]. Thus, it remains to prove them for \( q > 1 \).

(i) We first multiply the strong form of (3.1a) by \( \nabla p^{n+1} \) and use the fact that since \( B(u) \in \mathbb{V} \), so \( B(u^n) \Delta W_{n+1}, \nabla p^{n+1} = 0 \) to conclude that

\[
k \| \nabla p^{n+1} \|_{L^2}^2 \leq C k \| f^{n+1} \|_{L^2}^2.
\]

Next, taking the summation over the index \( n \) followed by taking the \( q \)th power and expectation on both sides of (3.4) leads to the desired estimate.

(ii) Let \( B \in L^\infty(0,T; H^1_{\text{per}}(D)) \), then \( (B(u^n) \Delta W_{n+1}, \nabla p^{n+1}) \neq 0 \). Hence,

\[
k \| \nabla p^{n+1} \|_{L^2}^2 \leq C k \| f^{n+1} \|_{L^2}^2 + \frac{C}{k} \| B(u^n) \Delta W_{n+1} \|_{L^2}^2.
\]

Taking the summation over the index \( n \) followed by taking the \( q \)th power and expectation on both sides of (3.5), we get

\[
E \left[ \left( \sum_{n=1}^{M} \| \nabla p^n \|_{L^2}^2 \right)^q \right] \leq C_q E \left[ \left( \sum_{n=1}^{M} \| f^n \|_{L^2}^2 \right)^q \right]
\] 

\[+ \frac{C_q}{k^q} E \left[ \left( \sum_{n=1}^{M} \| B(u^{n-1}) \Delta W_n \|_{L^2}^2 \right)^q \right].
\]

We now bound the last term on the right side of (3.6). By the discrete Hölder inequality for summation and (2.2b), we obtain

\[
E \left[ \left( \sum_{n=1}^{M} \| B(u^{n-1}) \Delta W_n \|_{L^2}^2 \right)^q \right] \leq C_q E \left[ \left( \sum_{n=1}^{M} \| u^{n-1} \|_{L^2}^2 | \Delta W_n |^2 \right)^q \right]
\] 

\[\leq C_q M^{q-1} E \left[ \sum_{n=1}^{M} \| u^{n-1} \|_{L^2}^{2q} | \Delta W_n |^{2q} \right].
\]
Using the tower property of the conditional expectation, the independence of the increments of the Wiener process and (2.10), we obtain
\begin{equation}
E\left[\|u^{n-1}\|^2_{L^2}|\Delta W_n|^2\right] \leq C_q k^2 E\left[\|u^{n-1}\|^2_{L^2}\right].
\end{equation}

Substitute (3.7), (3.8) into (3.6) we obtain
\begin{equation}
E\left[(k \sum_{n=1}^{M} \|\nabla p^n\|^2_{L^2})^q\right] \leq C_q E\left[(k \sum_{n=1}^{M} \|f^n\|^2_{L^2})^q\right] + C_q k^2 E\left[k \sum_{n=1}^{M} \|u^{n-1}\|^2_{L^2}\right].
\end{equation}

Finally, the proof is complete by using the assertion (i) of Lemma 3.1. \qed

3.2. High moment and pathwise error estimates for the velocity approximation. In this subsection, we present the first main result of this paper which establishes the optimal order high moment error estimates for the velocity approximation by Algorithm 1 and the sub-optimal order pathwise error estimate for the velocity approximation with the help of Theorem 2.1.

THEOREM 3.3. Let $u$ be the variational solution to (2.11) and $\{u^n\}_{n=1}^{M}$ be generated by Algorithm 1. Assume that $u_0 \in L^2(\Omega; \mathbb{V})$. Then there exists $C_1 = C_1(T, q, u_0, f) > 0$ for any integer $1 \leq q < \infty$ and real number $0 < \gamma < \frac{1}{2}$ such that
\begin{equation}
E\left[\max_{1 \leq n \leq M} \|u(t_n) - u^n\|^2_{L^2}\right] \leq C_1 k^{2q\gamma}.
\end{equation}

Proof. When $q = 1$, the estimate was already proved in [13, 15]. Thus, it remains to show (3.10) for $q \geq 2$. We start with $q = 2$.

Let $e^n = u(t_n) - u^n$. Integrating (2.12a) from $t_n$ to $t_{n+1}$ and choosing $\phi \in \mathbb{V}$, we obtain
\begin{equation}
(u(t_{n+1}) - u(t_n), \phi) + \int_{t_n}^{t_{n+1}} (\nabla u(s), \nabla \phi) \, ds = \int_{t_n}^{t_{n+1}} (f(s), \phi) \, ds + \int_{t_n}^{t_{n+1}} (B(u(s)), \phi) \, dW(s).
\end{equation}

Subtracting (3.11) from (3.1a), we obtain the following error equation for the velocity:
\begin{equation}
(e^{n+1} - e^n, \phi) + \nu k (\nabla e^{n+1}, \nabla \phi) = \nu \int_{t_n}^{t_{n+1}} (\nabla (u(s) - u(t_{n+1})), \nabla \phi) \, ds + \int_{t_n}^{t_{n+1}} (f(s) - f(t_{n+1}), \phi) \, ds + \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n), \phi) \, dW(s).
\end{equation}

Choosing $\phi = e^{n+1}$ in (3.12) and using the identity $2(a - b)a = a^2 - b^2 + (a - b)^2$, then the left-hand side (LHS) and right-hand side (RHS) of (3.12) become
\begin{equation}
\text{LHS} = \frac{1}{2} \|e^{n+1}\|^2_{L^2} - \|e^n\|^2_{L^2} + \frac{1}{2} \|e^{n+1} - e^n\|^2_{L^2} + \nu k \|\nabla e^{n+1}\|^2_{L^2},
\end{equation}
\begin{equation}
\text{RHS} = \nu \int_{t_n}^{t_{n+1}} (\nabla (u(s) - u(t_{n+1})), \nabla e^{n+1}) \, ds.
\end{equation}
Next, multiplying (3.13) and (3.14) by $\|I, II, III, IV\|_{L^2}$ yields

$$\text{LHS} = \frac{1}{4} \left[ \|e^{n+1}\|_{L^2}^4 - \|e^n\|_{L^2}^4 \right] + \frac{1}{4} \left( \|e^{n+1}\|_{L^2}^2 - \|e^n\|_{L^2}^2 \right)^2 + \frac{1}{2} \|e^{n+1} - e^n\|_{L^2}^2 \|e^{n+1}\|_{L^2}^2 + \nu k \|\nabla e^{n+1}\|_{L^2}^2 \|e^{n+1}\|_{L^2}^2.$$

$$\text{RHS} = \nu \int_{t_n}^{t_{n+1}} (\nabla (u(s) - u(t_{n+1})), \nabla e^{n+1}) \, ds \|e^{n+1}\|_{L^2}^2$$

$$+ \int_{t_n}^{t_{n+1}} (f(s) - f(t_{n+1}), e^{n+1}) \, ds \|e^{n+1}\|_{L^2}^2$$

$$+ \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s), e^{n+1} - e^n \right) \|e^{n+1}\|_{L^2}^2$$

$$+ \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s), e^n \right) \|e^{n+1}\|_{L^2}^2 =: I + II + III + IV.$$ 

Now, we estimate terms of I, II, III, IV below.

$$I \leq \nu \int_{t_n}^{t_{n+1}} \|\nabla (u(t_{n+1}) - u(s))\|_{L^2} \|\nabla e^{n+1}\|_{L^2} \|e^n\|_{L^2} \, ds$$

$$\leq \nu \int_{t_n}^{t_{n+1}} \|\nabla (u(t_{n+1}) - u(s))\|_{L^2}^2 \|e^{n+1}\|_{L^2}^2 \, ds$$

$$+ \frac{\nu k}{4} \|\nabla e^{n+1}\|_{L^2}^2 \|e^{n+1}\|_{L^2}^2$$

$$= \nu \int_{t_n}^{t_{n+1}} \|\nabla (u(t_{n+1}) - u(s))\|_{L^2}^2 \, ds \left( \|e^{n+1}\|_{L^2}^2 - \|e^n\|_{L^2}^2 \right)$$

$$+ \nu \int_{t_n}^{t_{n+1}} \|\nabla (u(t_{n+1}) - u(s))\|_{L^2}^2 \, ds \|e^n\|_{L^2}^2$$

$$+ \frac{\nu k}{4} \|\nabla e^{n+1}\|_{L^2}^2 \|e^{n+1}\|_{L^2}^2$$

$$\leq 8 \left( \nu \int_{t_n}^{t_{n+1}} \|\nabla (u(t_{n+1}) - u(s))\|_{L^2}^2 \right)^2 + \frac{1}{32} \left( \|e^{n+1}\|_{L^2}^2 - \|e^n\|_{L^2}^2 \right)^2$$

$$+ \nu^2 \int_{t_n}^{t_{n+1}} \|\nabla (u(t_{n+1}) - u(s))\|_{L^2}^4 \, ds + \frac{\nu k}{4} \|\nabla e^{n+1}\|_{L^2}^2 \|e^{n+1}\|_{L^2}^2.$$
By using (2.16), we obtain

\begin{equation}
E[\mathcal{I}] \leq C k^{1+4\gamma} + \frac{1}{32} E\left[ \left( \| e^{n+1} \|^2_{L^2} - \| e^n \|^2_{L^2} \right)^2 \right] + \frac{\nu k}{4} E\left[ \| \nabla e^{n+1} \|^2_{L^2} \| e^{n+1} \|^2_{L^2} \right] + k E\left[ \| e^n \|^4_{L^2} \right]
\end{equation}

(3.18)

\begin{align}
\mathcal{II} & \leq \int_{t_n}^{t_{n+1}} \| f(s) - f(t_{n+1}) \|^2_{H^{-1}} \| \nabla e^{n+1} \|^2_{L^2} \| e^{n+1} \|^2_{L^2} ds \\
& \leq C \int_{t_n}^{t_{n+1}} \| f(s) - f(t_{n+1}) \|^2_{H^{-1}} \| e^{n+1} \|^2_{L^2} ds + \frac{\nu k}{4} \| \nabla e^{n+1} \|^2_{L^2} \| e^{n+1} \|^2_{L^2} \\
& \leq C \int_{t_n}^{t_{n+1}} \| f(s) - f(t_{n+1}) \|^2_{H^{-1}} ds + \frac{1}{32} \left( \| e^{n+1} \|^2_{L^2} - \| e^n \|^2_{L^2} \right)^2 \\
& + C k \| e^n \|^4_{L^2} + \frac{\nu k}{4} \| \nabla e^{n+1} \|^2_{L^2} \| e^{n+1} \|^2_{L^2}.
\end{align}

(3.19)

Since \( f \in L^{2q}(\Omega; C^4(0,T; H^{-1}(D))) \) for \( q = 2 \), we have

\begin{align}
E[\mathcal{II}] & \leq C k^3 + \frac{1}{32} E\left[ \left( \| e^{n+1} \|^2_{L^2} - \| e^n \|^2_{L^2} \right)^2 \right] \\
& + C k E\left[ \| e^n \|^4_{L^2} \right] + \frac{\nu k}{4} E\left[ \| \nabla e^{n+1} \|^2_{L^2} \| e^{n+1} \|^2_{L^2} \right].
\end{align}

(3.20)

\begin{align}
\mathcal{III} &= \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) dW(s), e^{n+1} - e^n \right) \| e^{n+1} \|^2_{L^2} \\
& \leq \left\| \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) dW(s) \right\|^2_{L^2} \| e^{n+1} \|^2_{L^2} \\
& + \frac{1}{4} \| e^{n+1} - e^n \|^2_{L^2} \| e^{n+1} \|^2_{L^2} \\
& = \left\| \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) dW(s) \right\|^2_{L^2} \left( \| e^{n+1} \|^2_{L^2} - \| e^n \|^2_{L^2} \right) \\
& + \left\| \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) dW(s) \right\|^2_{L^2} \| e^n \|^2_{L^2} \\
& + \frac{1}{4} \| e^{n+1} - e^n \|^2_{L^2} \| e^{n+1} \|^2_{L^2} \\
& \leq 8 \left\| \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) dW(s) \right\|^4_{L^2} + \frac{1}{32} \left( \| e^{n+1} \|^2_{L^2} - \| e^n \|^2_{L^2} \right)^2 \\
& + \left\| \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) dW(s) \right\|^2_{L^2} \| e^n \|^2_{L^2} \\
& + \frac{1}{4} \| e^{n+1} - e^n \|^2_{L^2} \| e^{n+1} \|^2_{L^2}.
\end{align}

(3.21)

\begin{align}
\mathcal{IV} &= \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) dW(s), e^n \right) \left( \| e^{n+1} \|^2_{L^2} - \| e^n \|^2_{L^2} \right)
\end{align}

(3.22)
\[
+ \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s), e^n \right) \|e^n\|_{L^2}^2
\]
\[
\leq 8 \left\| \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s) \right\|_{L^2}^2 \|e^n\|_{L^2}^2
\]
\[
+ \frac{1}{32} (\|e^{n+1}\|_{L^2}^2 - \|e^n\|_{L^2}^2)^2
\]
\[
+ \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s), e^n \right) \|e^n\|_{L^2}^2.
\]
We note that the last term on the right side of (3.22) has zero expected value because of the martingale property of the Itô integrals.

Now, substituting the above estimates for terms I, II, III, IV into RHS in (3.16) and taking expectation on both LHS and RHS, followed by absorbing the like terms of LHS in (3.15) into those of RHS in (3.16), we obtain

\[
(3.23) \quad \frac{1}{4} \mathbb{E} \left[ \|e^{n+1}\|_{L^2}^4 - \|e^n\|_{L^2}^4 \right] + \frac{1}{4} \mathbb{E} \left[ \|e^{n+1}\|_{L^2}^2 - \|e^n\|_{L^2}^2 \|e^{n+1}\|_{L^2}^2 \right]
\]
\[
+ \frac{\nu k}{2} \mathbb{E} \left[ \|\nabla e^{n+1}\|_{L^2}^2 \|e^{n+1}\|_{L^2}^2 \right]
\]
\[
\leq Ck^{1+\gamma} + Ck\mathbb{E} \left[ \|e^n\|_{L^2}^4 \right] + Ck^3
\]
\[
+ C\mathbb{E} \left[ \left\| \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s) \right\|_{L^2}^4 \right]
\]
\[
+ C\mathbb{E} \left[ \left\| \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s) \right\|_{L^2}^2 \|e^n\|_{L^2}^2 \right]
\]
\[
\leq Ck^{1+\gamma} + Ck\mathbb{E} \left[ \|e^n\|_{L^2}^4 \right] + V + VI,
\]
where

\[
V := C\mathbb{E} \left[ \left\| \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s) \right\|_{L^2}^4 \right],
\]
\[
VI := C\mathbb{E} \left[ \left\| \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s) \right\|_{L^2}^2 \|e^n\|_{L^2}^2 \right].
\]

To estimate V, we first use (2.7) and then use (2.16) to get

\[
(3.24) \quad V = C\mathbb{E} \left[ \left\| \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s) \right\|_{L^2}^4 \right]
\]
\[
\leq C\mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \|B(u(s)) - B(u^n)\|_{L^2}^4 \, ds \right]
\]
\[
\leq C \int_{t_n}^{t_{n+1}} \mathbb{E} \left[ \|u(s) - u^n\|_{L^2}^4 \right] \, ds
\]
\[
\leq C \int_{t_n}^{t_{n+1}} \mathbb{E} \left[ \|u(s) - u(t_n)\|_{L^2}^4 \right] \, ds + Ck\mathbb{E} \left[ \|e^n\|_{L^2}^6 \right]
\]
\[
\leq Ck^{1+\gamma} + Ck\mathbb{E} \left[ \|e^n\|_{L^2}^6 \right].
\]

To estimate VI, we use the Itô isometry given in (2.6) and (2.16) to get

\[
(3.25) \quad VI = C\mathbb{E} \left[ \left\| \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s) \right\|_{L^2}^2 \|e^n\|_{L^2}^2 \right].
\]
where we have used the discrete Gronwall inequality to get the last inequality.

in (3.15) (without taking expectation), we obtain

\[ \leq C \int_{t_n}^{t_{n+1}} \mathbb{E}[\| \mathbf{u}(s) - \mathbf{u}^n \|_{L^2}^2 | \mathbf{e}^n \|_{L^2}^2] \, ds \]

\[ \leq C \int_{t_n}^{t_{n+1}} \mathbb{E}[\| \mathbf{u}(s) - \mathbf{u}(t_n) \|_{L^2}^2 | \mathbf{e}^n \|_{L^2}^2] \, ds + Ck \mathbb{E}[\| \mathbf{e}^n \|_{L^2}^2] \]

\[ \leq C \int_{t_n}^{t_{n+1}} \mathbb{E}[\| \mathbf{u}(s) - \mathbf{u}(t_n) \|_{L^2}^4] \, ds + Ck \mathbb{E}[\| \mathbf{e}^n \|_{L^2}^4] \]

\[ \leq Ck^{1+4\gamma} + Ck \mathbb{E}[\| \mathbf{e}^n \|_{L^2}^4]. \]

Bounding \( V, VI \) by (3.24) and (3.25) in (3.23), we obtain

\[ (3.26) \quad \frac{1}{4} \mathbb{E}[\| \mathbf{e}^{n+1} \|_{L^2}^4 - \| \mathbf{e}^n \|_{L^2}^4] + \frac{1}{8} \mathbb{E}
[\| \mathbf{e}^{n+1} \|_{L^2}^2 - \| \mathbf{e}^n \|_{L^2}^2] \]

\[ + \frac{1}{4} \mathbb{E}[\| \mathbf{e}^{n+1} - \mathbf{e}^n \|_{L^2}^2 | \mathbf{e}^n \|_{L^2}^2] + \frac{\nu k}{2} \mathbb{E}[\| \nabla \mathbf{e}^{n+1} \|_{L^2}^2 | \mathbf{e}^n \|_{L^2}^2] \]

\[ \leq Ck^{1+4\gamma} + Ck \mathbb{E}[\| \mathbf{e}^n \|_{L^2}^4]. \]

Next, lowering the index \( n \) in (3.26) by 1 and applying the summation \( \sum_{n=1}^{\ell} \) for any \( 1 \leq \ell \leq M \), we have

\[ (3.27) \quad \mathbb{E}[\| \mathbf{e}^\ell \|_{L^2}^4] + \sum_{n=1}^{\ell} \mathbb{E}[\| \mathbf{e}^n - \mathbf{e}^{n-1} \|_{L^2}^2 | \mathbf{e}^n \|_{L^2}^2] + 2\nu k \sum_{n=1}^{\ell} \mathbb{E}[\| \nabla \mathbf{e}^n \|_{L^2}^2 | \mathbf{e}^n \|_{L^2}^2] \]

\[ \leq Ck^{4\gamma} + Ck \sum_{n=1}^{\ell} \mathbb{E}[\| \mathbf{e}^{n-1} \|_{L^2}^4] \]

\[ \leq Ck^{4\gamma} e^{C\ell}, \]

where we have used the discrete Gronwall inequality to get the last inequality.

Taking maximum over all \( 1 \leq \ell \leq M \) to (3.27), we conclude that

\[ (3.28) \quad \max_{1 \leq \ell \leq M} \mathbb{E}[\| \mathbf{e}^\ell \|_{L^2}^4] \leq Ck^{4\gamma}. \]

Since the maximum is taken outside of \( \mathbb{E}[\cdot] \), hence, (3.28) is weaker than the desired estimate for \( q = 2 \). To show the stronger estimate, we follow the technique of Lemma 3.1 proof [8] which uses the estimate (3.28) as a bridge to obtain the desired estimate.

To the end, substituting (3.17)–(3.22) into RHS in (3.16) and equating it with LHS in (3.15) (without taking expectation), we obtain

\[ (3.29) \quad \frac{1}{4} \left[ \| \mathbf{e}^{n+1} \|_{L^2}^4 - \| \mathbf{e}^n \|_{L^2}^4 \right] + \frac{1}{8} \left( \| \mathbf{e}^{n+1} \|_{L^2}^2 - \| \mathbf{e}^n \|_{L^2}^2 \right)^2 \]

\[ + \frac{1}{4} \| \mathbf{e}^{n+1} - \mathbf{e}^n \|_{L^2}^2 | \mathbf{e}^{n+1} \|_{L^2}^2 + \frac{\nu k}{2} \| \nabla \mathbf{e}^{n+1} \|_{L^2}^2 | \mathbf{e}^{n+1} \|_{L^2}^2 \]

\[ \leq Ck \| \mathbf{e}^n \|_{L^2}^4 + C \int_{t_n}^{t_{n+1}} \| \nabla (\mathbf{u}(t_n + s) - \mathbf{u}(s)) \|_{L^2}^4 \, ds \]
\[ + C \int_{t_n}^{t_{n+1}} \|f(s) - f(t_{n+1})\|_H^4 \, ds \]
\[ + C \left\| \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s) \right\|_{L^2}^4 \]
\[ + C \left\| \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s) \right\|_{L^2}^2 \|e^n\|_{L^2}^2 \]
\[ + \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s), e^n \right) \|e^n\|_{L^2}^2. \]

Applying the summation operator \( \sum_{n=1}^{\ell} \) followed by \( \max_{1 \leq \ell \leq M} \) and taking expectation on both sides, on noting that the last term on the right side of (3.29) would not vanish anymore (which is the main difference of this new process compared with the proof of (3.28)), and by using (3.28), we have

\[ (3.30) \quad \mathbb{E} \left[ \max_{1 \leq \ell \leq M} \|e^n\|_{L^2}^2 \right] \]
\[ \leq C \mathbb{E} \left[ \max_{1 \leq t \leq M} \sum_{n=1}^{\ell} \left( \int_{t_{n-1}}^{t_n} (B(u(s)) - B(u^{n-1})) \, dW(s), e^{n-1} \right) \|e^{n-1}\|_{L^2}^2 \right] \]
\[ + C M^2. \]

To bound the first term on the right side of (3.30), we appeal to Burkholder-Davis-Gundy inequality to obtain

\[ (3.31) \quad \mathbb{E} \left[ \max_{1 \leq \ell \leq M} \sum_{n=1}^{\ell} \left( \int_{t_{n-1}}^{t_n} (B(u(s)) - B(u^{n-1})) \, dW(s), e^{n-1} \right) \|e^{n-1}\|_{L^2}^2 \right] \]
\[ \leq \mathbb{E} \left[ \left( \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} \|B(u(s)) - B(u^{n-1})\|^2_{L^2} \|e^{n-1}\|_{L^2}^6 \, ds \right)^{1/2} \right] \]
\[ \leq C \mathbb{E} \left[ \left( \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} \|u(s) - u^{n-1}\|^2_{L^2} \|e^{n-1}\|_{L^2}^6 \, ds \right)^{1/2} \right] \]
\[ \leq C \mathbb{E} \left[ \max_{1 \leq t \leq M} \|e^n\|_{L^2}^2 \left( \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} \|u(s) - u^{n-1}\|_{L^2}^2 \|e^{n-1}\|_{L^2}^2 \, ds \right)^{1/2} \right] \]
\[ \leq \frac{1}{2} \mathbb{E} \left[ \max_{1 \leq t \leq M} \|e^n\|_{L^2}^4 \right] + C \mathbb{E} \left[ \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} \|u(s) - u^{n-1}\|_{L^2}^2 \|e^{n-1}\|_{L^2}^2 \, ds \right] \]
\[ \leq \frac{1}{2} \mathbb{E} \left[ \max_{1 \leq t \leq M} \|e^n\|_{L^2}^4 \right] + C \sum_{n=1}^{M} \mathbb{E} \left[ \|e^{n-1}\|_{L^2}^4 \right] \]
\[ + C M \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} \left( \mathbb{E} \left[ \|u(s) - u(t_{n-1})\|_{L^2}^4 \right] \right)^{1/2} \left( \mathbb{E} \left[ \|e^{n-1}\|_{L^2}^4 \right] \right)^{1/2} \, ds \]
\[
\leq \frac{1}{2} \mathbb{E} \left[ \max_{1 \leq t \leq M} \|e^t\|^2_{L^2} \right] + Ck^{4q}.
\]

Here, we have used (2.16) and (3.28) to obtain the last inequality of (3.31).

Combining (3.31) and (3.30) yields the desired estimate for the case \( q = 2 \).

To prove the general case \( 3 \leq q < \infty \), for the sake of notation brevity but without loss of the generality, we let \( f = 0 \). Our first task is to show the following inequality by induction for any \( 1 \leq q < \infty \): there exists a constant \( c_q > 0 \) such that holds \( \mathbb{P}\)-a.s.

\[
\frac{1}{2^q} \left[ \|e^{n+1}\|_{L^2}^{2q} - \|e^n\|_{L^2}^{2q} \right] \\
\leq c_q k \|e^n\|_{L^2}^{2q} + c_q \int_{t_n}^{t_{n+1}} \|\nabla (u(s) - u(t_{n+1}))\|_{L^2}^{2q} \, ds \\
+ c_q \sum_{j=1}^{q} \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s) \|e^n\|_{L^2}^{2q-2j} \\
+ \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s), e^n \right) \|e^n\|_{L^2}^{2q-2} \|e^{n+1}\|_{L^2}^{2q} \\
:= I + II + III + IV.
\]

which has been proved to hold for \( q = 2, 3 \).

Suppose that (3.32) holds for any fixed integer \( q(>3) \) and we want to show it also holds for \( q + 1 \). To the end, multiplying (3.32) by \( \|e^{n+1}\|_{L^2}^{2q} \) and use again the identity \( 2a(a-b) = a^2 - b^2 + (a-b)^2 \) we obtain

\[
\frac{1}{2^{q+1}} \left[ \|e^{n+1}\|_{L^2}^{2q+1} - \|e^n\|_{L^2}^{2q+1} \right] + \frac{1}{2^{q+1}} \left( \|e^{n+1}\|_{L^2}^{2q} - \|e^n\|_{L^2}^{2q} \right)^2 \\
\leq c_q k \|e^n\|_{L^2}^{2q} \|e^{n+1}\|_{L^2}^{2q} + c_q \int_{t_n}^{t_{n+1}} \|\nabla (u(s) - u(t_{n+1}))\|_{L^2}^{2q} \, ds \|e^{n+1}\|_{L^2}^{2q} \\
+ c_q \sum_{j=1}^{q} \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s) \|e^n\|_{L^2}^{2q-2j} \|e^{n+1}\|_{L^2}^{2q} \\
+ \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s), e^n \right) \|e^n\|_{L^2}^{2q-2} \|e^{n+1}\|_{L^2}^{2q} \\
:= I + II + III + IV.
\]

For some \( \delta_1, \delta_2 > 0 \), we have

\[
I = c_q k \|e^n\|_{L^2}^{2q} \left( \|e^{n+1}\|_{L^2}^{2q} - \|e^n\|_{L^2}^{2q} \right) + c_q k \|e^n\|_{L^2}^{2q+1} \\
\leq \frac{c_q^2 k}{4 \delta_1} \|e^n\|_{L^2}^{2q+1} + \delta_1 \left( \|e^{n+1}\|_{L^2}^{2q} - \|e^n\|_{L^2}^{2q} \right)^2 + c_q k \|e^n\|_{L^2}^{2q+1} \\
= \left( \frac{c_q^2 k}{4 \delta_1} + c_q \right) k \|e^n\|_{L^2}^{2q+1} + \delta_1 \left( \|e^{n+1}\|_{L^2}^{2q} - \|e^n\|_{L^2}^{2q} \right)^2.
\]

\[
II = c_q \int_{t_n}^{t_{n+1}} \|\nabla (u(s) - u(t_{n+1}))\|_{L^2}^{2q} \, ds \left( \|e^{n+1}\|_{L^2}^{2q} - \|e^n\|_{L^2}^{2q} \right) \\
+ c_q \int_{t_n}^{t_{n+1}} \|\nabla (u(s) - u(t_{n+1}))\|_{L^2}^{2q} \, ds \|e^n\|_{L^2}^{2q}.
\]
\[
\begin{align*}
&\leq \frac{1}{4\delta_2} \left( c_q \int_{t_n}^{t_{n+1}} \| \nabla (u(s) - u(t_{n+1})) \|_{L^2}^{2n} \ ds \right)^2 + \delta_2 \left( \| e^{n+1} \|_{L^2}^{2n} - \| e^n \|_{L^2}^{2n} \right)^2 \\
&\quad + c_q \int_{t_n}^{t_{n+1}} \| \nabla (u(s) - u(t_{n+1})) \|_{L^2}^{2n+1} \ ds + c_q k \| e^n \|_{L^2}^{2n+1} \\
&\leq \frac{c_q k}{4\delta_2} \int_{t_n}^{t_{n+1}} \| \nabla (u(s) - u(t_{n+1})) \|_{L^2}^{2n+1} \ ds + \delta_2 \left( \| e^{n+1} \|_{L^2}^{2n} - \| e^n \|_{L^2}^{2n} \right)^2 \\
&\quad + c_q \int_{t_n}^{t_{n+1}} \| \nabla (u(s) - u(t_{n+1})) \|_{L^2}^{2n+1} \ ds + c_q k \| e^n \|_{L^2}^{2n+1} \\
&= \left( \frac{c_q k}{4\delta_2} + c_q \right) \int_{t_n}^{t_{n+1}} \| \nabla (u(s) - u(t_{n+1})) \|_{L^2}^{2n+1} \ ds \\
&\quad + \delta_2 \left( \| e^{n+1} \|_{L^2}^{2n} - \| e^n \|_{L^2}^{2n} \right)^2 + c_q k \| e^n \|_{L^2}^{2n+1}.
\end{align*}
\]

For \( \alpha_1, \ldots, \alpha_q > 0 \) we have

\begin{equation}
\text{III} = c_q \sum_{j=1}^{q} \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \ dW(s) \right)^{2^j} \| e^n \|_{L^2}^{2^j} \| e^{n-2^j} \|_{L^2}^{2^j} \left( \| e^{n+1} \|_{L^2}^{2^j} - \| e^n \|_{L^2}^{2^j} \right) \\
+ c_q \sum_{j=1}^{q} \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \ dW(s) \right)^{2^j} \| e^n \|_{L^2}^{2^j} \| e^{n-2^j} \|_{L^2}^{2^j} \\
\leq \sum_{j=1}^{q} \frac{c_q k}{4\alpha_j} \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \ dW(s) \right)^{2^j} \| e^n \|_{L^2}^{2^j+1-2^j} \\
+ c_q \sum_{j=1}^{q} \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \ dW(s) \right)^{2^j} \| e^n \|_{L^2}^{2^j+1-2^j}.
\end{equation}

Similarly, for some \( \delta_3 > 0 \) we have

\begin{equation}
\text{IV} = \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \ dW(s), e^n \right) \| e^n \|_{L^2}^{2^j} \left( \| e^{n+1} \|_{L^2}^{2^j} - \| e^n \|_{L^2}^{2^j} \right) \\
+ \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \ dW(s), e^n \right) \| e^n \|_{L^2}^{2^j} \| e^{n-2^j} \|_{L^2}^{2^j} \\
\leq \frac{1}{4\delta_3} \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \ dW(s) \right)^2 \| e^n \|_{L^2}^{2^j} \| e^{n-2^j} \|_{L^2}^{2^j} + \delta_3 \left( \| e^{n+1} \|_{L^2}^{2^j} - \| e^n \|_{L^2}^{2^j} \right)^2 \\
+ \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \ dW(s), e^n \right) \| e^n \|_{L^2}^{2^j+1-2^j} \\
= \frac{1}{4\delta_3} \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \ dW(s) \right)^2 \| e^n \|_{L^2}^{2^j+1-2^j} \\
+ \delta_3 \left( \| e^{n+1} \|_{L^2}^{2^j} - \| e^n \|_{L^2}^{2^j} \right)^2 \\
+ \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \ dW(s), e^n \right) \| e^n \|_{L^2}^{2^j+1-2^j}.
\end{equation}
Substitute the estimates from (3.34)–(3.37) into (3.33) we obtain

\[
\frac{1}{2^{q+1}} \left[ \| e^{n+1} \|^2_{L^2} - \| e^n \|^2_{L^2} \right] + \left( \frac{1}{2^{q+1}} - \delta_1 - \delta_2 - \delta_3 - \alpha \right) \left( \| e^{n+1} \|^2_{L^2} - \| e^n \|^2_{L^2} \right)^2 
\leq \left( \frac{c_2 k}{4 \delta_1} + 2 c_q \right) k \| e^n \|^2_{L^2} + \left( \frac{c_2 k}{4 \delta_2} + c_q \right) \int_{t_n}^{t_{n+1}} \| \nabla (u(s) - u(t_{n+1})) \|^2_{L^2} \, ds 
+ \sum_{j=1}^{q} \frac{c_2^2}{4 \delta_j} \left\| \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s) \right\|_{L^2} \| e^n \|^2_{L^2}^{-2j+1} 
+ c_q \sum_{j=1}^{q} \left\| \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s) \right\|_{L^2} \| e^n \|^2_{L^2}^{-2j-1} 
+ \frac{1}{4 \delta_3} \left\| \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s) \right\|_{L^2} \| e^n \|^2_{L^2}^{-2j} 
+ \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s), e^n \right) \| e^n \|^2_{L^2}^{-2j}
\]
\[
+ \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s), e^n \right) \|e^n\|_{L^2}^{2q+1-2} \\
= \left( \frac{c^2_\gamma}{4d_1} + 2c_q \right) k \|e^n\|_{L^2}^{2q+1} + \left( \frac{c^2_\gamma}{4d_2} + c_q \right) \int_{t_n}^{t_{n+1}} \|\nabla (u(s) - u(t_{n+1}))\|_{L^2}^{2q+1} \, ds \\
+ \left( c_q + \frac{1}{4d_3} + \max_{1 \leq j \leq q} \frac{c^2_\gamma}{4d_j} \right) \left[ \sum_{j=1}^{q+1} \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s) \right) \right]^{2j} \|e^n\|_{L^2}^{2q+1-2j} \\
+ \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s), e^n \right) \|e^n\|_{L^2}^{2q+1-2},
\]

where
\[c_{q+1} = \max \left\{ \frac{c^2_\gamma}{4d_1} + 2c_q, \frac{c^2_\gamma}{4d_2} + c_q, c_q + \frac{1}{4d_3} + \max_{1 \leq j \leq q} \frac{c^2_\gamma}{4d_j} \right\} \].

Hence, the proof of (3.32) is complete.

Next, we prove the statement of the theorem for the general case \(3 \leq q \leq \infty\), which will be carried out using the same technique as that in the proof of the 4th moment (i.e. \( q = 2 \)). Taking the expectation on (3.32) and using the martingale property of Itô integrals and the Hölder continuity in Lemma 2.7, we obtain
\[
\frac{1}{2^n} \mathbb{E} \left[ \|e^{n+1}\|_{L^2}^{2q} - \|e^n\|_{L^2}^{2q} \right] \\
\leq c_q k \mathbb{E} \left[ \|e^n\|_{L^2}^{2q} \right] + c_q k^{1+2q} \\
+ c_q \sum_{j=1}^{q} C_j \mathbb{E} \left[ \left( \int_{t_n}^{t_{n+1}} (B(u(s)) - B(u^n)) \, dW(s) \right) \right]^{2j} \|e^n\|_{L^2}^{2q-2j} \\
\leq c_q k \mathbb{E} \left[ \|e^n\|_{L^2}^{2q} \right] + c_q k^{1+2q} \\
+ c_q \sum_{j=1}^{q} C_j \mathbb{E} \left[ \left( \int_{t_n}^{t_{n+1}} \|B(u(s)) - B(u^n)\|_{L^2}^{2j} \, ds \right) \|e^n\|_{L^2}^{2q-2j} \right],
\]

where the last inequality of (3.40) is obtained by using (ii) of Lemma 2.3. The last term on the right side of (3.40) can be bounded as follows
\[
c_q \sum_{j=1}^{q} C_j \mathbb{E} \left[ \left( \int_{t_n}^{t_{n+1}} \|B(u(s)) - B(u^n)\|_{L^2}^{2j} \, ds \right) \|e^n\|_{L^2}^{2q-2j} \right] \\
\leq c_q \sum_{j=1}^{q} C_j \mathbb{E} \left[ \left( \int_{t_n}^{t_{n+1}} \|B(u(s)) - B(u(t_n))\|_{L^2}^{2j} \, ds \right) \|e^n\|_{L^2}^{2q-2j} \right] \\
+ c_q \sum_{j=1}^{q} C_j \mathbb{E} \left[ \left( \int_{t_n}^{t_{n+1}} \|B(u(t_n)) - B(u^n)\|_{L^2}^{2j} \, ds \right) \|e^n\|_{L^2}^{2q-2j} \right].
\]
\begin{align*}
\leq c_q \sum_{j=1}^{q} C_j \mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \| u(s) - u(t_n) \|^2_{L^2} \| \varepsilon^n \|^2_{L^2} \right] \\
+ c_q \sum_{j=1}^{q} C_j \mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \| \varepsilon^n \|^2_{L^2} ds \right] \\
= c_q \sum_{j=1}^{q-1} C_j \mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \| u(s) - u(t_n) \|^2_{L^2} \| \varepsilon^n \|^2_{L^2} \right] \\
+ \tilde{c}_q \mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \| u(s) - u(t_n) \|^2_{L^2} ds \right] + \tilde{c}_q k \mathbb{E} \left[ \| \varepsilon^n \|^2_{L^2} \right] \\
\leq c_q \sum_{j=1}^{q-1} C_j \mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \| u(s) - u(t_n) \|^2_{L^2} \| \varepsilon^n \|^2_{L^2} \right] \\
+ \tilde{c}_q k^{1+2^{q-1}} + \tilde{c}_q k \mathbb{E} \left[ \| \varepsilon^n \|^2_{L^2} \right].
\end{align*}

In addition, for each 1 \leq j < q, using Young’s inequality with the conjugates \( a = 2^{q-j} \) and \( b = \frac{2^{q-j}}{2^{q-j} - 1} \) to the first term on the right side of (3.41), we get

\begin{equation}
(3.42) \quad c_q \sum_{j=1}^{q-1} C_j \mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \| u(s) - u(t_n) \|^2_{L^2} \| \varepsilon^n \|^2_{L^2} \right] \\
\leq c_q \sum_{j=1}^{q-1} \frac{C_j}{a} \mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \| u(s) - u(t_n) \|^2_{L^2} ds \right] + c_q \sum_{j=1}^{q-1} \frac{C_j}{b} k \mathbb{E} \left[ \| \varepsilon^n \|^2_{L^2} \right] \\
\leq \tilde{c}_q k^{1+2^{q-1}} + \tilde{c}_q k \mathbb{E} \left[ \| \varepsilon^n \|^2_{L^2} \right],
\end{equation}

Finally, substituting (3.42) to (3.41) and then combining it with (3.40) yield

\begin{equation}
(3.43) \quad \frac{1}{2^q} \mathbb{E} \left[ \| \varepsilon^{n+1} \|^2_{L^2} - \| \varepsilon^n \|^2_{L^2} \right] \leq \tilde{c}_q k \mathbb{E} \left[ \| \varepsilon^n \|^2_{L^2} \right] + \tilde{c}_q k^{1+2^{q-1}}.
\end{equation}

Summing (3.43) in \( n \) and then using the discrete Gronwall inequality, we get

\begin{equation}
(3.44) \quad \frac{1}{2^q} \mathbb{E} \left[ \| \varepsilon^\ell \|^2_{L^2} \right] \leq \tilde{c}_q k \sum_{n=1}^{\ell} \mathbb{E} \left[ \| \varepsilon^{n-1} \|^2_{L^2} \right] + \tilde{c}_q C_t k^{2^{q-1}} \\
\leq \tilde{c}_q C_t k^{2^{q-1}} e^{\tilde{c}_q t}.\n\end{equation}

Thus,

\[ \max_{1 \leq \ell \leq M} \mathbb{E} \left[ \| \varepsilon^\ell \|^2_{L^2} \right] \leq C k^{2^{q-1}}. \]

Repeating the last part of the proof of the case \( q = 2 \) we subsequently obtain

\[ \mathbb{E} \left[ \max_{1 \leq n \leq M} \| u(t_n) - u^n \|^q_{L^2} \right] \leq C_1 k^q, \]

The proof is complete. \( \square \)

**Corollary 3.4.** Under the assumptions of Theorem 3.3. For any real numbers \( 2 \leq q < \infty \) and \( 0 < \gamma < \frac{1}{2} \), there holds

\begin{equation}
(3.45) \quad \mathbb{E} \left[ \max_{1 \leq n \leq M} \| u(t_n) - u^n \|^q_{L^2} \right] \leq C_1 k^q,
\end{equation}
where \( C_1 = C_1(T, q, u_0, f) \).

**Proof.** The proof follows from using Hölder inequality and Theorem 3.3. \( \square \)

**Theorem 3.5.** Under the assumptions of Theorem 3.3, there holds for \( 2 \leq q < \infty \) and \( 0 < \gamma < \frac{1}{2} \)

\[
E \left[ \left\| k \sum_{n=1}^{M} \nabla (u(t_n) - u^n) \right\|_{L^q}^q \right] \leq C_1 k^{\gamma q},
\]

where \( C_1 = C_1(T, q, u_0, f) \).

**Proof.** For the sake of notational brevity, we set \( \nu = 1 \). Applying the summation operator \( \sum_{n=1}^{M} \) to (3.12), we obtain

\[
\left( e^M, \phi \right) + \left( k \sum_{n=1}^{M} \nabla u^n, \nabla \phi \right) = \left( \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} \nabla (u(s) - u(t_n)) \, ds, \nabla \phi \right) + \left( \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} (f(s) - f(t_n)) \, ds, \phi \right) + \left( \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} (B(u(s)) - B(u^{n-1})) \, dW(s), \phi \right).
\]

Setting \( \phi = k \sum_{n=1}^{M} e^n \), and using Schwarz, Young, Poincaré inequalities, we obtain

\[
\left\| \sum_{n=1}^{M} \nabla u^n \right\|_{L^2}^2 \leq C \left\| e^M \right\|_{L^2}^2 + C \left\| \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} \nabla (u(s) - u(t_n)) \, ds \right\|_{L^2}^2 + C \left\| \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} (f(s) - f(t_n)) \, ds \right\|_{H^{-1}}^2 + C \left\| \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} (B(u(s)) - B(u^{n-1})) \, dW(s) \right\|_{L^2}^2.
\]

Taking the \( \frac{q}{2} \)-power followed by expectation on both sides of (3.48), we get

\[
E \left[ \left\| \sum_{n=1}^{M} \nabla u^n \right\|_{L^q}^q \right] \leq C_q E \left[ \left\| e^M \right\|_{L^2}^q \right] + C_q E \left[ \left\| \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} \nabla (u(s) - u(t_n)) \, ds \right\|_{L^2}^q \right] + C_q E \left[ \left\| \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} (f(s) - f(t_n)) \, ds \right\|_{H^{-1}}^q \right] + C_q E \left[ \left\| \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} (B(u(s)) - B(u^{n-1})) \, dW(s) \right\|_{L^2}^q \right] =: I + II + III + IV.
\]

By using (3.10), (2.16), and the assumption on \( f \), we get

\[
I + II + III \leq C_q k^{\gamma q}.
\]
To bound $IV$, by (2.7) we have

$$
IV \leq C_q \mathbb{E} \left[ \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} \|B(u(s)) - B(u^{n-1})\|_{L^2}^q \, ds \right]
$$

$$
\leq C_q \mathbb{E} \left[ \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} \|u(s) - u(t_{n-1})\|_{L^2}^q \, ds \right] + C_q \mathbb{E} \left[ \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} \|e^{n-1}\|_{L^2}^q \, ds \right]
$$

$$
\leq C_q k^q.
$$

Here, we have used (2.16) and (3.10) to obtain the last inequality of (3.51). The proof is complete. \(\square\)

Remark 3.1. The second-moment (i.e., $p = 2$) error estimate in the $H^1$-norm was obtained for the velocity approximation in [13, 15]. Theorem 3.5 proves a weak convergence of the high moments of the error in $H^1$-norm. The difficulty of obtaining the strong convergence of the high moments of the error in $H^1$-norm is explained below. After setting $\phi = e^{n+1}$ in (3.12), using the binomial formula and summing over all $0 \leq n < M$, we obtain a similar inequality as that in (3.49) but in strong form, namely,

$$
E[\|e^M\|_{L^2}^q] + E \left( \sum_{n=1}^{M} \left\| \int_{t_{n-1}}^{t_n} \nabla (u(s) - u(t_n)) \, ds \right\|_{L^2}^{q/2} \right)^{q/2}
$$

$$
\leq C_q \mathbb{E} \left[ \sum_{n=1}^{M} \left\| \int_{t_{n-1}}^{t_n} (f(s) - f(t_n)) \, ds \right\|_{H^{-1}}^{q/2} \right]
$$

$$
+ C_q \mathbb{E} \left[ \sum_{n=1}^{M} \left\| \int_{t_{n-1}}^{t_n} \left( B(u(s)) - B(u^{n-1}) \right) dW(s) \right\|_{L^2}^{q/2} \right].
$$

It is unclear how to bound the noise term on the right-hand side of (3.52).

Finally, we are ready to state our first pathwise error estimate for the velocity approximation, such an estimate has not been obtained before in the literature.

Theorem 3.6. Assume that the assumptions of Theorem 3.3 hold. Let $2 < q < \infty$ and $0 < \gamma < \frac{1}{2}$ such that $\gamma - \frac{1}{q} > 0$. Then, for $0 < \gamma_1 < \gamma - \frac{1}{q}$, there exists a random variable $K_1 = K_1(\omega; C_1)$ with $E[|K_1|^q] < \infty$ such that there holds $\mathbb{P}$-a.s.

$$
\max_{1 \leq n \leq M} \|u(t_n) - u^n\|_{L^2} + \left\| \nu k \sum_{n=1}^{M} \nabla (u(t_n) - u^n) \right\|_{L^2} \leq K_1 k^{\gamma_1}.
$$

Proof. (3.53) is an immediate consequence of Corollary 3.4, Theorem 3.5 and Kolmogorov Criteria, Theorem 2.1. \(\square\)

3.3. High moment and pathwise error estimates for the pressure approximation. In this subsection we derive high moment and pathwise error estimates for the pressure approximation generated by Algorithm 1. Once again, the pathwise error estimate is obtained by using the Kolmogorov Criteria, Theorem 2.1 and the high moment error estimates.
Theorem 3.7. Let $P(t)$ be the pressure process defined in Theorem 2.5 and $\{p^n\}_{n=1}^M$ be the pressure approximation generated by Algorithm 1. Assume that $u_0 \in L^q(\Omega; V)$. Then, for real number $0 < \gamma < \frac{1}{2}$ and any integer $2 \leq q < \infty$, there exists a positive constant $C_2 = C_2(C_1, \beta_0)$ such that for all $1 \leq \ell \leq M$

\[
(3.54) \quad \mathbb{E} \left[ \left\| P(t_\ell) - k \sum_{n=1}^\ell p^n \right\|_{L^2}^q \right] \leq C_2 k^{\gamma q}.
\]

Proof. The proof is based on the well-known inf-sup condition associated with the Stokes problem. First, let us recall the inf-sup condition at the differential level, it says that there exists $\beta_0 > 0$ such that

\[
(3.55) \quad \sup_{\phi \in H_{\text{per}}(D)} \frac{(w, \text{div} \phi)}{\|\nabla \phi\|_{L^2}} \geq \beta_0 \|w\|_{L^2} \quad \forall w \in L^2_{\text{per}}(D).
\]

Now, integrating (2.12a) in $t$ from 0 to $t_\ell$ for $1 \leq \ell \leq M$, we obtain

\[
(3.56) \quad (u(t_\ell), \phi) + \nu \int_0^{t_\ell} (\nabla u(s), \nabla \phi) \, ds - (\text{div} \phi, P(t_\ell))
\]

\[
= (u_0, \phi) + \int_0^{t_\ell} (f(s), \phi) \, ds + \int_0^{t_\ell} (B(u(s)), \phi) \, dW(s) \quad \forall \phi \in H^1_{\text{per}}(D),
\]

and applying $\sum_{n=1}^\ell$ to (3.1a), we get

\[
(3.57) \quad (\nu u^\ell, \phi) + \nu k \sum_{n=1}^\ell (\nabla u^n, \nabla \phi) - k \sum_{n=1}^\ell (p^n, \text{div} \phi)
\]

\[
= (u_0, \phi) + k \sum_{n=1}^\ell (f^n, \phi) + \sum_{n=1}^\ell (B(u^{n-1}), \phi) \quad \forall \phi \in H^1_{\text{per}}(D).
\]

Let $E^m := P(t_m) - k \sum_{n=1}^m p^n$ and recall that $e^m := u(t_m) - u^m$ from the proof of Theorem 3.3. Subtracting (3.56) from (3.57) yields

\[
(3.58) \quad (E^\ell_p, \text{div} \phi) = (e^\ell, \phi) + \nu \left( \sum_{n=1}^\ell \int_{t_{n-1}}^{t_n} \nabla (u(s) - u^n) \, ds, \nabla \phi \right)
\]

\[
- \left( \sum_{n=1}^\ell \int_{t_{n-1}}^{t_n} (f(s) - f^n) \, ds, \phi \right)
\]

\[
- \left( \sum_{n=1}^\ell \int_{t_{n-1}}^{t_n} (B(u(s)) - B(u^{n-1})) \, dW(s), \phi \right).
\]

Applying Schwarz and Poincare’s inequality to the right side of (3.58), we obtain

\[
(3.59) \quad \frac{(E^\ell_p, \text{div} \phi)}{\|\nabla \phi\|_{L^2}} \leq C \|e^\ell\|_{L^2} + \nu \left\| \sum_{n=1}^\ell \int_{t_{n-1}}^{t_n} \nabla (u(s) - u^n) \, ds \right\|_{L^2}
\]

\[
+ \left\| \sum_{n=1}^\ell \int_{t_{n-1}}^{t_n} (f(s) - f^n) \, ds \right\|_{H^{-1}}.
\]
Then, it follows from applying (3.55) to the left-hand side of (3.59) that

(3.60) \[ \beta_0 \| E_P \|_{L^2} \leq C \| e^\ell \|_{L^2} + \nu \left\| \sum_{n=1}^{\ell} \int_{t_{n-1}}^{t_n} \nabla (u(s) - u^n) \, ds \right\|_{L^2} \]

+ \sum_{n=1}^{\ell} \int_{t_{n-1}}^{t_n} (f(s) - f^n) \, ds \right\|_{H^{-1}}

+ C \left\| \sum_{n=1}^{\ell} \int_{t_{n-1}}^{t_n} (B(u(s)) - B(u^n-1)) \, dW(s) \right\|_{L^2}.

Next, taking the \( q \)th power followed by taking expectation on both sides of (3.60) yields

(3.61) \[ \beta_0^q \mathbb{E} \left[ \| E_P \|_{L^2}^q \right] \leq C_q \mathbb{E} \left[ \| e^\ell \|_{L^2}^q \right] + C_q \mathbb{E} \left[ \left\| \sum_{n=1}^{\ell} \int_{t_{n-1}}^{t_n} \nabla (u(s) - u^n) \, ds \right\|_{L^2}^q \right] \]

+ \mathbb{E} \left[ \sum_{n=1}^{\ell} \int_{t_{n-1}}^{t_n} (f(s) - f^n) \, ds \right\|_{H^{-1}}^q ]

+ C_q \mathbb{E} \left[ \left\| \sum_{n=1}^{\ell} \int_{t_{n-1}}^{t_n} (B(u(s)) - B(u^n-1)) \, dW(s) \right\|_{L^2}^q \right] \]

=: a + b + c + d.

We now estimate four terms on the right-side of (3.61). Using the estimates of Corollary 3.4, (3.46), (2.16) and the assumption \( f \in L^q(\Omega; C^{1/2}([0,T]; L^1(D))) \), we obtain

\[ a + b + c \leq C_q \mathbb{E} \left[ \| e^\ell \|_{L^2}^q \right] + C_q \mathbb{E} \left[ \left\| \sum_{n=1}^{\ell} \int_{t_{n-1}}^{t_n} \nabla (u(s) - u(t_n)) \right\|_{L^2}^q \right] \]

+ C_q \mathbb{E} \left[ \left\| \sum_{n=1}^{\ell} \int_{t_{n-1}}^{t_n} (f(s) - f^n) \right\|_{H^{-1}}^q \right]

\leq C k^{\gamma q}.

Finally, to estimate term d, using (2.7), Corollary 3.4 and (2.16), we get

\[ d \leq C_q \mathbb{E} \left[ \left\| \sum_{n=1}^{\ell} \int_{t_{n-1}}^{t_n} (B(u(s)) - B(u^n-1)) \, dW(s) \right\|_{L^2}^q \right] \]

\leq C_q \mathbb{E} \left[ \left\| \sum_{n=1}^{\ell} \int_{t_{n-1}}^{t_n} (u(s) - u(t_n-1)) \right\|_{L^2}^q \right] + C_q \mathbb{E} \left[ \left\| \sum_{n=1}^{\ell} \int_{t_{n-1}}^{t_n} e^{n-1} \right\|_{L^2}^q \right]

\leq C k^{\gamma q}.

The desired estimate follows from substituting the above estimates for terms a, b, c, d into (3.61) and dividing the inequality by \( \beta_0^q \). The proof is complete. \( \square \)
Next, we state the pathwise error estimate for the pressure approximation. For the best of our knowledge, this is the first pathwise convergence result for the pressure approximation.

**THEOREM 3.8.** Assume the assumptions of Theorem 3.7 hold. Let $2 < q < \infty$ and $0 < \gamma < \frac{1}{2}$ such that $\gamma - \frac{1}{q} > 0$. Then, for $0 < \gamma < \gamma - \frac{1}{q}$, there exists a random variable $K_1 = K_1(\omega; C_2)$ with $\mathbb{E}[|K_1|^q] < \infty$ such that for all $1 \leq \ell \leq M$, there holds $\mathbb{P}$-a.s.

$$
(3.62) \quad \left\| P(t_\ell) - k \sum_{n=1}^{\ell} p^n \right\|_{L^2} \leq K_1 k^{\gamma_1}.
$$

**Proof.** The assertion follows immediately from an application of Theorem 2.1 based on the high moment error estimates of Theorem 3.7. □

4. **Fully discrete mixed finite element discretization.** In this section, we formulate and analyze the spatial approximations of Algorithm 1 by using the mixed finite element method.

4.1. **Formulation of the mixed finite element method.** Let $T_h$ be a quasi-uniform mesh of the domain $D \subset \mathbb{R}^2$ with mesh size $h > 0$. We introduce the following finite element spaces:

$$
\mathbb{H}_h = \{ \mathbf{v}_h \in C(\overline{D}) \cap H^1_{\text{per}}(D); \mathbf{v}_h \in [P_i(K)]^2 \forall K \in T_h \},
$$

$$
L_h = \{ \psi_h \in C(\overline{D}) \cap L^2_{\text{per}}; \psi_h \in P_j(K) \forall K \in T_h \},
$$

where $P_i(K)$ denotes the space of all polynomials on $K$ of degree at most $i$. It is well-known that the mixed finite element space pair $\mathbb{H}_h$ and $L_h$ must satisfy the Ladyzhenskaja-Babuska-Brezzi (LBB) (or inf-sup condition) which is now quoted: there exists $\beta_1 > 0$ such that

$$
\sup_{\mathbf{v}_h \in \mathbb{H}_h} \left( \frac{\langle \text{div} \mathbf{v}_h, \psi_h \rangle}{\| \nabla \mathbf{v}_h \|_{L^2}} \right) \geq \beta_1 \| \psi_h \|_{L^2} \quad \forall \psi_h \in L_h,
$$

where the constant $\beta_1$ is independent of $h$ (and $k$).

**Algorithm 2**

Let $\mathbf{u}_0^h$ be a given $\mathbb{H}_h$-valued random variable. Find $(\mathbf{u}_h^{n+1}, p_h^{n+1}) \in \mathbb{H}_h \times L_h$ such that $\mathbb{P}$-a.s.

$$
(4.2) \quad (\mathbf{u}_h^{n+1} - \mathbf{u}_h^n, \phi_h) + \nu k (\nabla \mathbf{u}_h^{n+1}, \nabla \phi_h) - k (p_h^{n+1}, \text{div} \phi_h)
$$

$$
= k (\mathbf{f}^{n+1}, \phi_h) + (\mathbf{B}(\mathbf{u}_h^n) \Delta W_{n+1}, \phi_h),
$$

$$
(4.3) \quad (\text{div} \mathbf{u}_h^n, \psi_h) = 0,
$$

for all $\phi_h \in \mathbb{H}_h$ and $\psi_h \in L_h$.

Below we only consider the Taylor-Hood mixed finite element pair $\mathbb{H}_h \times L_h$ (cf. [6]) which takes $i = 2$ and $j = 1$ and is known to satisfy (4.1). For the other LBB-stable mixed finite element spaces, the error analysis is similar.

Next, we define $\mathbb{V}_h \subset \mathbb{H}_h$ as the following space of discretely divergent-free vector fields:

$$
\mathbb{V}_h = \{ \phi_h \in \mathbb{H}_h; (\text{div} \phi_h, q_h) = 0 \quad \forall q_h \in L_h \}.\]
We notice that in general, \( \mathbb{V}_h \) is not a subspace of \( \mathbb{V} \).

Denote \( Q_h : L^2_{\text{per}} \rightarrow \mathbb{V}_h \) as the \( L^2 \)-orthogonal projection, which satisfies

\[
(4.4) \quad (v - Q_h v, \phi_h) = 0 \quad \forall \phi_h \in \mathbb{V}_h.
\]

In addition, we recall the following well-known interpolation estimates for the Taylor-Hood element:

\[
(4.5) \quad \|v - Q_h v\|_{L^2} + h\|\nabla (v - Q_h v)\|_{L^2} \leq Ch^2\|Av\|_{L^2} \quad \forall v \in \mathbb{V} \cap H^2(D),
\]

\[
(4.6) \quad \|v - Q_h v\|_{L^2} \leq Ch\|v\|_{L^2} \quad \forall v \in \mathbb{V} \cap H^1(D).
\]

We also let \( P_h : L^2_{\text{per}} \rightarrow L_h \) denote the \( L^2 \)-orthogonal projection defined by

\[
(4.7) \quad (\psi - P_h \psi, q_h) = 0 \quad \forall q_h \in L_h.
\]

It is well-known that there holds

\[
(4.8) \quad \|\psi - P_h \psi\|_{L^2} \leq Ch\|\nabla \psi\|_{L^2} \quad \forall \psi \in L^2_{\text{per}}(D) \cap H^1(D).
\]

For the sake of notation brevity, in the rest of this section, we set \( f = 0 \).

We conclude this subsection by stating the following stability estimates for \( \{u^n_h\} \) which were proved in [8, Lemma 3.1].

**Lemma 4.1.** Let \( 1 \leq q < \infty \) and \( u^n_h \in L^q(\Omega; \mathbb{H}_h) \) satisfying \( \mathbb{E}[\|u^n_h\|_{L^q}^q] \leq C \). Then, there exists a pair \( \{u^n_h, p^n_h\}_{n=1}^M \subset L^q(\Omega; \mathbb{H}_h \times L_h) \) that solves Algorithm 2 and satisfies

\[
(i) \quad \mathbb{E}\left[ \max_{1 \leq n \leq M} \|u^n_h\|_{L^q}^q + \nu k \sum_{n=1}^M \|u^n_h\|_{L^2}^2 \|\nabla u^n_h\|_{L^2}^2 \right] \leq C_{T,q},
\]

\[
(ii) \quad \mathbb{E}\left[ \left( k \sum_{n=1}^M \|\nabla u^n_h\|_{L^2}^2 \right)^{2^{q-1}} \right] \leq C_{T,q},
\]

where \( C_{T,q} = C_{T,q}(D_T, q, u^0_h) \).

4.2. **High moment and pathwise error estimates for the fully discrete velocity approximation.** The goal of this subsection is to establish high moment and pathwise error estimates for the fully discrete velocity approximation generated by Algorithm 2.

**Theorem 4.2.** Let \( 2 \leq q < \infty \) and \( u^0_h = Q_h u_0 \). Assume that \( u_0 \in L^q(\Omega; \mathbb{V}) \). Let \( \{u^n, p^n\} \) and \( \{u^n_h, p^n_h\} \) be the velocity and pressure approximations generated by Algorithm 1 and Algorithm 2, respectively. Then there holds

\[
(4.9) \quad \mathbb{E}\left[ \max_{1 \leq n \leq M} \|u^n - u^n_h\|_{L^q}^q \right] + \mathbb{E}\left[ \left( \nu k \sum_{n=1}^M \|\nabla (u^n - u^n_h)\|_{L^2}^2 \right)^{q/2} \right] \leq C_3 \left( h^q + h^q \mathbb{E}\left[ \left( k \sum_{n=1}^M \|\nabla p^n\|_{L^2}^2 \right)^{q/2} \right] \right),
\]

where \( C_3 = C_3(T, q, u_0, f) > 0 \) is independent of \( k \) and \( h \).

**Proof.** Let \( E^n = u^n - u^n_h \) for \( 0 \leq n \leq M - 1 \). Subtracting (3.1a) from (4.2) we obtain the following error equation:

\[
(4.10) \quad (E^{n+1} - E^n, \phi_h) + \nu k (\nabla E^{n+1}, \nabla \phi_h) - k (p^{n+1} - p^n_h, \text{div} \phi_h)
\]
Since $\phi_h = Q_h E^{n+1} = E^{n+1} - (u^{n+1} - Q_h u^{n+1}) \in V_h$, then $(p_h^{n+1}, \text{div } Q_h E^{n+1}) = 0$. Thus, (4.10) becomes

$$
(E^{n+1} - E^n, Q_h E^{n+1}) + \nu k \| \nabla E^{n+1} \|^2 = \nu k (\nabla E^{p+1}, \nabla (u^{n+1} - Q_h u^{n+1})) - k (p^{n+1}, \text{div } Q_h E^{n+1})
$$

Moreover, using the fact that (4.15)

Using Cauchy-Schwarz’s inequality and Young’s inequality, we obtain

$$
\text{LHS} = \frac{1}{2} \left[ ||Q_h E^{n+1}||^2_{L^2} - ||Q_h E^n||^2_{L^2} \right] + \frac{1}{2} ||Q_h (E^{n+1} - E^n)||^2_{L^2} + \nu k ||\nabla E^{n+1}||^2_{L^2} =: \text{RHS},
$$

and

$$
\text{RHS} = \nu k (\nabla E^{n+1}, \nabla (u^{n+1} - Q_h u^{n+1})) + k (p^{n+1}, \text{div } Q_h E^{n+1})
$$

$$
+ ( (B(u^n) - B(u^n_h)) \nabla W_{n+1, Q_h E^{n+1}})
$$

$$
+ ( (B(u^n) - B(u^n_h)) \nabla W_{n+1, Q_h E^{n+1} - Q_h E^n})
$$

$$
+ ( (B(u^n) - B(u^n_h)) \nabla W_{n+1, Q_h E^n})
$$

$$
= I + II + III + IV.
$$

Using Cauchy-Schwarz’s inequality and Young’s inequality, we obtain

$$
I \leq \frac{\nu k}{4} ||\nabla E^{n+1}||^2_{L^2} + \nu k ||\nabla (u^{n+1} - Q_h u^{n+1})||^2_{L^2},
$$

$$
\leq \frac{\nu k}{4} ||\nabla E^{n+1}||^2_{L^2} + C k h^2 ||Au^{n+1}||_{L^2}
$$

where the first term on the right side of (4.14) will be absorbed to the left side of (4.11) later. In addition,

$$
III \leq ||(B(u^n) - B(u^n_h)) \nabla W_{n+1}||^2_{L^2} + \frac{1}{4} ||Q_h (E^{n+1} - E^n)||^2_{L^2}.
$$

Moreover, using the fact that $(P_h p^{n+1}, \text{div } Q_h E^{n+1}) = 0$, we have

$$
II = k (p^{n+1}, \text{div } Q_h E^{n+1})
$$

$$
= k (p^{n+1} - P_h p^{n+1}, \text{div } Q_h E^{n+1})
$$

$$
\leq \frac{\nu k}{4} ||\nabla E^{n+1}||^2_{L^2} + C k ||p^{n+1} - P_h p^{n+1}||^2_{L^2}
$$

$$
\leq \frac{\nu k}{4} ||\nabla E^{n+1}||^2_{L^2} + C k h^2 ||p^{n+1}||^2_{L^2}.
$$

Substituting (4.12)–(4.16) into (4.11) yields

$$
\frac{1}{2} \left[ ||Q_h E^{n+1}||^2_{L^2} - ||Q_h E^n||^2_{L^2} \right] + \frac{1}{4} ||Q_h (E^{n+1} - E^n)||^2_{L^2} + \frac{\nu k}{2} ||\nabla E^{n+1}||^2_{L^2}$$

$$
= \frac{\nu k}{4} ||\nabla E^{n+1}||^2_{L^2} + C k h^2 ||Au^{n+1}||_{L^2}
$$

$$
+ \frac{1}{4} ||Q_h (E^{n+1} - E^n)||^2_{L^2} + \frac{\nu k}{2} ||\nabla E^{n+1}||^2_{L^2}
$$
\begin{align*}
\leq Ck^2\|Au^{n+1}\|^2_{L^2} + Ck^2\|\nabla p^{n+1}\|^2_{L^2} + \| (B(u^n)) - B(u^n_h)) \Delta W_{n+1}\|^2_{L^2} \\
+ ((B(u^n)) - B(u^n_h)) \Delta W_{n+1}, Q_h E^n). 
\end{align*}

Lowering one index of (4.17) and applying the summation operator \( \sum_{n=1}^\ell \) for \( 1 \leq \ell \leq M \), we get

\begin{align*}
(4.18) \quad \|Q_h E^n\|^2_{L^2} + \nu k^2 \sum_{n=1}^\ell \|\nabla E^n\|^2_{L^2} &\leq Ch^2 k \sum_{n=1}^\ell \|Au^n\|^2_{L^2} + Ch^2 k \sum_{n=1}^\ell \|\nabla p^n\|^2_{L^2} \\
+ 2 \sum_{n=1}^\ell \| (B(u^{n-1}) - B(u^n_h)) \Delta W_n\|^2_{L^2} \\
+ 2 \sum_{n=1}^\ell \left( (B(u^{n-1}) - B(u^n_h)) \Delta W_n, Q_h E^{n-1} \right). 
\end{align*}

Next, taking maximum over all \( 1 \leq \ell \leq M \) and followed by taking the \( \frac{q}{2} \)-power for any \( 2 \leq q < \infty \) and the expectation to (4.18), we obtain

\begin{align*}
(4.19) \quad \mathbb{E} \left[ \max_{1 \leq \ell \leq M} \|Q_h E^n\|_{L^2}^q \right] + \mathbb{E} \left[ (\nu k^2 \sum_{n=1}^M \|\nabla E^n\|_{L^2}^2)^{q/2} \right] \\
\leq Cq^\frac{q}{2} \mathbb{E} \left[ \left( \sum_{n=1}^M \|Au^n\|_{L^2}^2 \right)^{q/2} \right] + Cq^\frac{q}{2} \mathbb{E} \left[ \left( \sum_{n=1}^M \|\nabla p^n\|_{L^2}^2 \right)^{q/2} \right] \\
+ Cq^\frac{q}{2} \mathbb{E} \left[ \left( \sum_{n=1}^M \| (B(u^{n-1}) - B(u^n_h)) \Delta W_n\|_{L^2}^2 \right)^{q/2} \right] \\
+ Cq^\frac{q}{2} \max_{1 \leq \ell \leq M} \sum_{n=1}^\ell \left( (B(u^{n-1}) - B(u^n_h)) \Delta W_n, Q_h E^{n-1} \right)^{q/2}. 
\end{align*}

We can use stability estimate (ii) in Lemma 3.1 to control the first term on the right-hand side of (4.19) and Lemma 3.2 to bound the second term. Hence, it remains to bound the last two terms on the right side of (4.19). Proceeding similarly as in (3.7) and (3.8), we obtain

\begin{align*}
(4.20) \quad \mathbb{E} \left[ \sum_{n=1}^M \| (B(u^{n-1}) - B(u^n_h)) \Delta W_n\|_{L^2}^2 \right)^{q/2} \right] \\
&= \mathbb{E} \left[ \left( \sum_{n=1}^M \|B(u^{n-1}) - B(u^n_h)\|^2_{L^2} |\Delta W_n|^2 \right)^{q/2} \right] \\
&\leq Cq^\frac{q}{2} \mathbb{E} \left[ \left( \sum_{n=1}^M \|E^{n-1}\|^2_{L^2} |\Delta W_n|^2 \right)^{q/2} \right] \\
&\leq Cq^\frac{q}{2} M^{q/2-1} \mathbb{E} \left[ \sum_{n=1}^M \|E^{n-1}\|^q_{L^2} |\Delta W_{n+1}|^q \right] \\
&\leq Cq^\frac{q}{2} M^{q/2-1} k^{q/2} \sum_{n=1}^M \mathbb{E} \left[ \|E^{n-1}\|^q_{L^2} \right]
\end{align*}
To bound the second term on the right-hand side of (4.19), we use the Burkholder-Davis-Gundy and Hölder inequalities to obtain

\[
\begin{align*}
C_q^k \sum_{n=1}^{M} E [\|Q_h E^{n-1}\|_{L^2}^{q} ] + C_q k \sum_{n=1}^{M} E [\|u^{n-1} - Q_h u^{n-1}\|_{L^2}^{q} ] \\
\leq C_q k \sum_{n=1}^{M} E [\|Q_h E^{n-1}\|_{L^2}^{q} ] + C_q h^q k \sum_{n=1}^{M} E [\|\nabla u^{n-1}\|_{L^2}^{q} ].
\end{align*}
\]

To bound the second term on the right-hand side of (4.19), we use the Burkholder-Davis-Gundy and Hölder inequalities to obtain

\[
E \left[ \max_{1 \leq t \leq M} \left\| \sum_{n=1}^{t} \left( (B(u^{n-1}) - B(u_h^{n-1})) \Delta W_n, Q_h E^{n-1} \right) \right\|^{q/2} \right] 
\]

\[
\leq C_q E \left( \sum_{n=1}^{M} \left\| B(u^{n-1}) - B(u_h^{n-1}) \right\|_{L^2}^{2} \| \Delta W_n \|^2 \| Q_h E^{n-1} \|^2_{L^2} \right)^{q/4} 
\]

\[
\leq C_q E \left( \sum_{n=1}^{M} \left\| E^{n-1} \right\|_{L^2}^{2} \| Q_h E^{n-1} \|^2_{L^2} \| \Delta W_n \|^2 \right)^{q/4} 
\]

\[
\leq C_q M^{q/4 - 1} k^{q/4} \sum_{n=1}^{M} E \left[ \|E^{n-1}\|_{L^2}^{q/2} \|Q_h E^{n-1}\|_{L^2}^{q/2} \right] 
\]

\[
\leq C_q k \sum_{n=1}^{M} E \left[ \|Q_h E^{n-1}\|_{L^2}^{q} \right] + C_q k \sum_{n=1}^{M} E \left[ \|u^{n-1} - Q_h u^{n-1}\|_{L^2}^{q} \right] 
\]

\[
\leq C_q k \sum_{n=1}^{M} E \left[ \|Q_h E^{n-1}\|_{L^2}^{q} \right] + C_q h^q k \sum_{n=1}^{M} E \left[ \|\nabla u^{n-1}\|_{L^2}^{q} \right].
\]

Substituting (4.20) and (4.21) to the right-hand side of (4.19) yields

\[
E \left[ \max_{1 \leq t \leq M} \left\| Q_h E^t \right\|_{L^2}^{q} \right] + E \left[ \left( k \sum_{n=1}^{M} \|\nabla E^n\|_{L^2}^{q/2} \right)^{q/2} \right] 
\]

\[
\leq C_q h^q E \left[ \left( k \sum_{n=1}^{M} \|A u^n\|_{L^2}^{q/2} \right)^{q/2} \right] + C_q h^q E \left[ \left( k \sum_{n=1}^{M} \|\nabla p^n\|_{L^2}^{q/2} \right)^{q/2} \right] 
\]

\[
+ C_q h^q k \sum_{n=1}^{M} E \left[ \|\nabla u^{n-1}\|_{L^2}^{q} \right] + C_q k \sum_{n=1}^{M} E \left[ \|Q_h E^{n-1}\|_{L^2}^{q} \right] 
\]

\[
\leq C_q h^q + C_q h^q E \left[ \left( k \sum_{n=1}^{M} \|\nabla p^n\|_{L^2}^{q/2} \right)^{q/2} \right] 
\]

\[
+ C_q k \sum_{n=1}^{M-1} E \left[ \max_{1 \leq t \leq n} \|Q_h E^t\|_{L^2}^{q} \right]
\]
Using Schwarz inequality, we get
\[(4.25)\]
\[P_E\]
where the discrete Gronwall inequality is used to obtain the last inequality.

The proof is now completed by using the triangular inequality \(\|E^n\|_{L^2} \leq \|Q_h E^n\|_{L^2} + \|u^n - Q_h u^n\|_{L^2}\). \(\square\)

We conclude this subsection by stating a pathwise error estimate for the velocity approximation by Algorithm 2 which is a direct corollary of the Kolmogorov Criteria (cf. Theorem 2.1) and the high moment error estimates of Theorem 4.2.

**Theorem 4.3.** Assume that the assumptions of Theorem 4.2 hold. Let \(2 \leq q < \infty\) and \(0 < \gamma_2 < 1 - \frac{1}{q}\). Then, there exists a random variable \(K_2 = K_2(\omega; C_3)\) with \(E[|K_2|] < \infty\) such that there holds \(\mathbb{P}\text{-a.s.}\)

\[(4.26)\]
\[\max_{1 \leq n \leq M} \|u^n - u^n_k\|_{L^2} + \left(4\nu k \sum_{n=1}^{M} \|\nabla(u^n - u^n_k)\|_{L^2}^2 + \|u^n - Q_h u^n\|_{L^2}^2\right)^{1/2} \leq K_2 \left(h^{\gamma_2} + \left(\frac{h}{\sqrt{k}}\right)^{\gamma_2}\right),\]

### 4.3. High moment and pathwise error estimates for the fully discrete pressure approximation

In this subsection, we establish high moment and pathwise error estimates for the pressure approximation generated by Algorithm 2.

**Theorem 4.4.** Let \(2 \leq q < \infty\), under the assumptions of Theorem 4.2, there holds

\[(4.27)\]
\[E\left[\left\|k \sum_{n=1}^{M} (p^n - p^n_k)\right\|_{L^2}^q\right] \leq C_4 \left(h^q + h^q E\left[\left(4\nu k \sum_{n=1}^{M} \|\nabla p^n\|_{L^2}^2\right)^{q/2}\right]\right),\]

where \(C_4 = C_4(\beta_1, C_3)\) and independent of \(k, h\).

**Proof.** The proof of (4.26) mimics that of Theorem 3.7. Let \(E^n_p = p^n - p^n_k\) and \(E^n = u^n - u^n_k\) be the same as in Theorem 4.2. Applying the summation operator \(\sum_{n=1}^{M}\) to the pressure error equation, we obtain

\[(4.28)\]
\[\left(k \sum_{n=1}^{M} E^n_p, \div \phi_h\right) = \left(E^M - E^0, \phi_h\right) + \nu k \sum_{n=1}^{M} \left(\nabla E^n, \nabla \phi_h\right)
- \sum_{n=1}^{M} \left((B(u^{n-1}) - B(u_h^{n-1})) \Delta W_n, \phi_h\right).\]

Using Schwarz inequality, we get

\[(4.29)\]
\[\frac{\left(k \sum_{n=1}^{M} E^n_p, \div \phi_h\right)}{\|\nabla \phi_h\|_{L^2}} \leq C \left(\|E^M\|_{L^2} + \|E^0\|_{L^2}\right) + \nu k \sum_{n=1}^{M} \|\nabla E^n\|_{L^2}
+ C \sum_{n=1}^{M} \left((B(u^{n-1}) - B(u_h^{n-1})) \Delta W_n\right).\]

Next, applying the discrete inf-sup condition (4.1) on the left-hand side yields

\[(4.30)\]
\[\beta_1 \left\|k \sum_{n=1}^{M} E^n_p\right\|_{L^2} \leq C \left(\|E^M\|_{L^2} + \|E^0\|_{L^2}\right) + \nu k \sum_{n=1}^{M} \|\nabla E^n\|_{L^2}\]
Taking the $q$-power to (4.27) followed by taking the expectations, we obtain

\begin{equation}
(4.28) \quad \beta_1^q \mathbb{E} \left[ \left( \sum_{n=1}^{M} E_p^n \right)^q \right] \leq C_q \mathbb{E} \left[ \| E^n \|_{L^2}^q + \| E^0 \|_{L^2}^q \right] + C_q \mathbb{E} \left[ \left( \sum_{n=1}^{M} \| E^n \|_{L^2}^q \right)^{q/2} \right] + C_q \mathbb{E} \left[ \left( \sum_{n=1}^{M} \| E^n \|_{L^2}^q \right)^{q/2} \right].
\end{equation}

Hence, the proof is complete. \( \square \)

An immediate consequence of the above high moment error estimates is the following pathwise error estimate for the pressure approximation \( \{ p_h^n \} \), its proof follows from an application of Theorem 2.1.

THEOREM 4.5. Assume that the assumptions of Theorem 4.4 hold. Let \( 2 \leq q < \infty \) and \( 0 < \gamma_2 < 1 - \frac{1}{q} \). Then, there exists a random variable \( K_2 = K_2(\omega; C_4) \) with \( \mathbb{E}[|K_2|^q] < \infty \) such that there holds \( \mathbb{P} \)-a.s.

\begin{equation}
(4.30) \quad \left\| \sum_{n=1}^{M} (p^n - p_h^n) \right\|_{L^2} \leq K_2 \left( h^{\gamma_2} + \left( \frac{h}{\sqrt{k}} \right)^{\gamma_2} \right).
\end{equation}

We conclude this section by stating the global error estimates for our fully discrete numerical solution generated by Algorithm 2 by combining the above temporal and spatial error estimates.

THEOREM 4.6. Let \( 2 \leq q < \infty \) and \( 0 < \gamma < \frac{1}{2} \), under the assumptions of Theorem 3.3 and Theorem 4.2, there exists a constant \( C_q = C(D_T, u_0, q, f) > 0 \) such that

\begin{equation}
(4.31) \quad \left( \mathbb{E} \left[ \max_{1 \leq n \leq M} \| u(t_n) - u_h^n \|_{L^2}^q \right] \right)^{1/2} + \left( \mathbb{E} \left[ \| \sum_{n=1}^{M} \nabla (u(t_n) - u_h^n) \|_{L^2}^q \right] \right)^{1/2} \leq C_q \left( k^{\gamma} + h + \frac{h}{\sqrt{k}} \right).
\end{equation}

In addition, let \( 2 \leq q < \infty \) and \( 0 < \gamma < \frac{1}{2} \) such that \( \gamma - \frac{1}{q} > 0 \) and \( 1 - \frac{1}{q} > 0 \). Then, for any \( 0 < \gamma_1 < \gamma - \frac{1}{q} \) and \( 0 < \gamma_2 < 1 - \frac{1}{q} \), there exists a random variable \( K \) with \( \mathbb{E}[|K|^q] < \infty \) such that there holds \( \mathbb{P} \)-a.s.

\begin{equation}
(4.32) \quad \max_{1 \leq n \leq M} \left\| u(t_n) - u_h^n \right\|_{L^2} + \left\| \sum_{n=1}^{M} \nabla (u(t_n) - u_h^n) \right\|_{L^2} \leq C_q \left( k^{\gamma_1} + h + \frac{h}{\sqrt{k}} \right).
\end{equation}
Thus, in Step 2 we compute the velocity approximations
\begin{equation}
(5.2a) \quad \{u^{n+1}\} = \{u^n\} + k(\nabla u^{n+1}, \nabla v) - k(\text{div} v, r^{n+1}) = (u^n, v) + k(f^{n+1}, v) + (\eta^n \Delta W_{n+1}, v) \quad \forall v \in H^1_{\text{per}}(D),
\end{equation}

\begin{equation}
(5.2b) \quad \text{div} u^{n+1}(q) = 0 \quad \forall q \in L^2_{\text{per}}(D).
\end{equation}

Step 3: Define \( r^{n+1} := r^{n+1} + k^{-1} \xi^n \Delta W_{n+1} \).

We notice that Step 1 computes the Helmholtz projection of \( B(u^n) \) at each time step and hence creates a divergent-free noise \( \eta^n = P_{\Omega} B(u^n) = B(u^n) - \nabla \xi^n \) in Step 2. Thus, in Step 2 we compute the velocity approximations \( \{u^{n+1}\} \) and the pseudo pressure approximation \( \{r^{n+1}\} \) with the divergent-free noise \( \eta^n \Delta W_{n+1} \) which ensures a uniform bound in \( k \) for the pseudo pressure approximation as stated below.

Lemma 5.1. Let \( \{(u^{n+1}, r^{n+1})\}_n \) be generated by Algorithm 3. Let \( 1 \leq q < \infty \) and assume that \( u_0 \in L^q(\Omega; V) \). Then, there exists \( C = C(T, q) > 0 \) such that
\begin{equation}
\mathbb{E}\left[ \max_{1 \leq n \leq M} \| \nabla u^n \|_{V'}^q + \left( \nu k \sum_{n=1}^{M} \| \mathbf{A} u^n \|_{L^2} \right) \right] \leq C,
\end{equation}

\begin{equation}
\mathbb{E}\left[ \left( k \sum_{n=1}^{M} \| \nabla r^n \|_{L^2} \right)^q \right] \leq C.
\end{equation}

Proof. We refer to [10, Lemma 3.1] for a proof of (a). The proof of (b) follows the same lines as the proof of (3.2) in Lemma 3.2.

Let $\mathbb{H}_h \times L_h$ be the Taylor-Hood mixed finite element space pair as defined in Section 4 and introduce the following finite element space:

$$ S_h = \left\{ \psi_h \in C(D) \cap H^1_{per}(D); \psi_h \in P_1(K) \; \forall \; K \in T_h \right\}. $$

The mixed finite element approximation of Algorithm 3 can easily be formulated as follows (cf. [15]).

**Algorithm 4**

Let $u_h^0$ be $\mathbb{H}_h$-valued random variable. For $n = 0, 1, \ldots, M-1$, we do the following steps:

**Step 1:** Determine $\xi^n_h \in S_h$ by solving

\begin{equation}
(\nabla \xi^n_h, \nabla \phi_h) = (\mathbf{B}(u_h^n), \nabla \phi_h) \quad \forall \phi_h \in S_h, \; \mathbb{P} - a.s..
\end{equation}

**Step 2:** Set $\eta^n_h := \mathbf{B}(u_h^n) - \nabla \xi^n_h$. Find $(u_h^{n+1}, r_h^{n+1}) \in \mathbb{H}_h \times L_h$ by solving

\begin{align}
(u_h^{n+1}, v_h) + (\nabla u_h^{n+1}, \nabla v_h) - k(\text{div} v_h, r_h^{n+1}) &= (u_h^n, v_h) + k(f^{n+1}, v_h) + (\eta^n \Delta W_{n+1}, v_h) \quad \forall \; v_h \in \mathbb{H}_h, \; \mathbb{P} - a.s., \quad \tag{5.4a} \\
(\text{div} u_h^{n+1}, q_h) &= 0 \quad \forall \; q_h \in L_h, \; \mathbb{P} - a.s. \tag{5.4b}.
\end{align}

**Step 3:** Define the $L_h$-valued random variable $p_{n+1}^h = r_{n+1}^h - k^{-1} \xi^n_h \Delta W_{n+1}$.

It turns out that the improved stability estimate for the pseudo pressure approximation in Lemma 5.1 (b) is crucial for obtaining the optimal order high moment error estimates for $\{u_h^n, p_h^n\}$ generated by Algorithm 4. We end this section by the following theorem which establishes those optimal estimates.

**Theorem 5.2.** Let $2 \leq q < \infty$ and $0 < \gamma < \frac{1}{2}$. Assume that $u_0 \in L^q(\Omega; V)$ and $u_0^0 \in L^q(\Omega; \mathbb{H}_h)$ such that $\mathbb{E}[\|u_0 - u_0^0\|_{L^2}^q] \leq Ch^q$. Let $(u, P, R)$ be solution defined by (2.11), Theorem 2.5 and (2.13), respectively. Let $\{u_h^n, p_h^n, r_h^n\}$ be the velocity and pressure approximation generated by Algorithm 4. Then, there exists a constant $C_q = C(D_T, u_0, q, f) > 0$ such that

\begin{align}
\left( \mathbb{E}\left[ \max_{1 \leq n \leq M} \| u(t_n) - u_h^n \|_{L^2}^q \right] \right)^{\frac{1}{q}} &+ \left( \mathbb{E}\left[ \left( \nu k \sum_{n=1}^{M} \nabla (u(t_n) - u_h^n) \right)^q \right] \right)^{\frac{1}{q}} \leq C_q (k^n + h), \tag{5.5} \\
\left( \mathbb{E}\left[ \| P(t) - k \sum_{n=1}^{\ell} p_h^n \|_{L^2}^q \right] \right)^{\frac{1}{q}} &+ \left( \mathbb{E}\left[ \left( R(t) - k \sum_{n=1}^{\ell} r_h^n \right)^q \right] \right)^{\frac{1}{q}} \leq C_q (k^n + h), \tag{5.6}
\end{align}

where $1 \leq \ell \leq M$. 

In addition, let $2 < q < \infty$ and $0 < \gamma < \frac{1}{2}$ such that $\gamma - \frac{1}{q} > 0$ and $1 - \frac{1}{q} > 0$. Then, for any $0 < \gamma_1 < \gamma - \frac{1}{q}$ and $0 < \gamma_2 < 1 - \frac{1}{q}$, there exists a random variable $K$ with $\mathbb{E}[|K|^q] < \infty$ such that there holds $\mathbb{P}$ - a.s.

\begin{equation}
\max_{1 \leq n \leq M} \|u(t_n) - u_h^n\|_{L^2} + \left\| \nu k \sum_{n=1}^{M} \nabla (u(t_n) - u_h^n) \right\|_{L^2} \leq K(k^\gamma_1 + h^{\gamma_2}), \tag{5.7}
\end{equation}

\begin{equation}
\left\| P(t) - k \sum_{n=1}^{\ell} p^n_h \right\|_{L^2} + \left\| R(t) - k \sum_{n=1}^{\ell} r^n_h \right\|_{L^2} \leq K(k^\gamma_1 + h^{\gamma_2}). \tag{5.8}
\end{equation}

**Proof.** The proof of (5.5) follows the same lines as in the proofs of Theorem 3.3 and Theorem 4.2 but using instead the improved stability estimate for the pseudo pressure approximation given in Lemma 5.1 (b). (5.6) with $q = 2$ was proved in [15, Theorems 3.3 and 4.2]. Again, by mimicking the proofs of Theorems 3.7 and 4.4 we can obtain the desired high moment error estimates. Finally, estimates (5.7) and (5.8) are direct corollaries of Komogorov’s Criteria, Theorem 2.1. □

6. Numerical experiments. In this section, we present numerical tests to verify our theoretical results. In all our experiments we set $D = (0,1)^2 \subset \mathbb{R}^2$, $T = 1, \nu = 1$, the body force is $f = (f_1, f_2)$ with

$$f_1(x, y) = \pi \cos(t) \sin(2\pi y) \sin(\pi x) \sin(\pi x) - 2\pi^3 \sin(t) \sin(2\pi y) (2\cos(2\pi x) - 1)$$

$$- \pi \sin(t) \sin(\pi x) \sin(\pi y),$$

$$f_2(x, y) = -\pi \cos(t) \sin(2\pi x) \sin(\pi y) \sin(\pi y) - 2\pi^3 \sin(t) \sin(2\pi x) (1 - 2\cos(2\pi y))$$

$$+ \pi \sin(t) \cos(\pi x) \cos(\pi y).$$

We choose $W(t)$ in (1.1) to be a $\mathbb{R}$-valued Wiener process that is simulated by the minimal time step size $h_0 = 1/2048$. For all the tests, we use the standard Monte Carlo method with 400 samples to compute the expectation. We take $B(u) = \alpha u$ for $\alpha > 0$ for the multiplicative noise. In addition, we use the Taylor-Hood mixed finite element method for the spatial discretization, and the homogeneous Dirichlet boundary condition is imposed on $u$.

We implement Algorithm 2 and compute the errors of the velocity and pressure approximations in the specified norms below. Since the exact solutions are unknown, the errors are computed between the computed solution $(u_h^n(\omega_j), p_h^n(\omega_j))$ and a reference solution $(u_{ref}^n(\omega_j), p_{ref}^n(\omega_j))$ (specified later) at the $\omega_j$-th sample.

Furthermore, to evaluate errors in strong norms, we use the following numerical integration formulas: For integers $q \geq 2$,

\begin{align*}
    L_x^q L_x^q L_x^2(u) &:= \left( \mathbb{E} \left[ \max_{1 \leq n \leq M} \|u(t_n) - u_h^n\|_{L^2}^q \right] \right)^{1/q} \\
    &\approx \left( \frac{1}{J} \sum_{j=1}^{J} \left( \max_{1 \leq n \leq M} \|u_{ref}^n(\omega_j) - u_h^n(\omega_j)\|_{L^2}^q \right)^{1/q} \right),
\end{align*}

\begin{align*}
    L_x^q L_x^2 L_x^1(p) &:= \left( \mathbb{E} \left[ \|P(t) - k \sum_{n=1}^{M} p_h^n\|_{L^2}^q \right] \right)^{1/q} \\
    &\approx \left( \frac{1}{J} \sum_{j=1}^{J} \left( \|k \sum_{n=1}^{M} (p_{ref}^n(\omega_j) - p_h^n(\omega_j))\|_{L^2}^q \right)^{1/q} \right).}
\end{align*}
Test 1. In the first test, we verify the convergence order in high moments with $q = 2, 4, 8, 16$ that were proved in Theorems 4.6, and 4.7. To do that, we run Algorithm 2 to compute the error estimates for $\{(u_n^h, p_n^h)\}$ with a fixed mesh size $h = 1/40$ and vary the time step size by choosing $k = 2^\ell k_0$ for $\ell \in \mathbb{N}$ and the reference solutions $\{(u_{n\text{ref}}^h, p_{n\text{ref}}^h)\}$ with $k_{\text{ref}} = k/2$ (i.e. we approximate the errors by comparing the numerical solutions in two consecutive time discretizations [14]). The result errors are shown in Figures 6.1. The numerical results verify convergence order approximately $1/2$ for both velocity and pressure approximations as predicted by our error estimate results in Theorem 4.6 and Theorem 4.7.

Test 2. In this test, we would like to check numerically how the error constant $C'_q$ in Theorem 4.6 and 4.7 depend on $q$. To the end, we fix $h = 1/20$ and choose the time step $k = 1/32$ to compute the errors of the velocity and pressure approximations for different values of $q$. The numerical results are given in Figure 6.2. We observe that the numerical results suggest the constants $C'_q$ are increasing (and blowing up) in $q$. We still see the increase of the errors in $q$ although the growth becomes slower for large $q$. A consequence of this analysis also shows that we can not simply take limit as $p \to \infty$ in the high moment error estimates of Theorem 4.6 and 4.7 to derive pathwise error estimates (4.32) and (4.34), and using Kolmogorov’s Theorem is still the only viable approach for the job.

Fig. 6.1. Plots of the time discretization errors and convergence order of the computed velocity $\{u_n^h\}$ (left) and pressure $\{p_n^h\}$ (right) with $\alpha = 0.4$, and $q = 2, 4, 8, 16$.

Fig. 6.2. Errors of the velocity approximation (left) in $L^q_t L^\infty_x L^2_x(u)$ norm and the pressure approximation (right) in $L^q_t L^2_x L^1_t(p)$ norm for different $q$’s.
Test 3. In this test, we verify the $L^2$-pathwise error estimate in (4.32). To the end, we select the computed solutions of five sample paths and compute their $L^2$-norm errors for the velocity approximation. The computed results are given in Figure 6.3. The numerical results indicate that the pathwise convergence of the velocity and pressure approximations is approximately of order $O(k^{1/2})$, which matches the theoretical prediction.

**Fig. 6.3.** Five sample pathwise errors of the velocity approximation with different time steps for $\alpha = 2.0$.
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