ARPES in strongly disordered systems – theory of electronic band’s melting

Piotr Chudzinski
School of Mathematics and Physics, Queen’s University of Belfast and Institute of Fundamental Technological Research, Polish Academy of Sciences, Pawińskiego 5B, 02-105 Warsaw, Poland

Lenart Dudy
TEMPO Beamline, Synchrotron SOLEIL, L’Orme des Merisiers Saint-Aubin, B.P.48, 91192 Gif-sur-Yvette, France and Physikalisches Institut and Würzburg-Dresden Cluster of Excellence ct.qmat, Universität Würzburg, D-97074 Würzburg, Germany

(Dated: March 28, 2022)

It is well known that translational symmetry-breaking disorder will disrupt ARPES spectra up to the point where they become invisible. However, a theoretical framework to capture this phenomenon has been largely missing. Here, based on a rigorous theory of the ARPES process, we provide this much-needed framework. In particular, we show how the frequently used sudden electron approximation has to be modified in this situation. Our main result is an argument that links the photoemission line broadening with an operator content of a disorder operator and so with the criticality of the corresponding order-disorder phase transition. For concreteness, we focus here on the frustrated 2D trigonal (pseudo-)spin model, with Ising order-disorder operators behind the transition. Still, our formalism is general and can be applied in a much broader context.

PACS numbers:

I. INTRODUCTION

Angle-Resolved Photoemission Spectroscopy (ARPES) is one of the most important methods to study the electronic properties of materials. Its ability to probe at the same time the energy and momentum of electrons has granted the method a primary role in contemporary experimental solid-state physics. Indeed, over the last few decades, it has led us to some of the most important discoveries in the field. The method is defined in reciprocal momentum space. Although it can cope with broken translational invariance in the direction perpendicular to the surface, its ability to deliver information diminishes when in-plane translational invariance is severely broken, for instance, in disordered systems. This naturally leads to a question: can ARPES be useful at all in the case of a strongly disordered system? This is a very pertinent question, especially considering recent developments in the fields such as many-body localization (MBL) or dirty d-wave superconductors. The MBL plays a particularly important role in contemporary solid-state physics. Recently given exact proof of its existence inspired many numerical and experimental papers including experimental studies that showed both its realization and the slowdown of electron propagation in its vicinity. The disordered systems thus entered the forefront of experimental materials research. In this work, we would like to provide the theoretical framework to describe an outcome of ARPES experiment in the situation where the band structure is gradually diminished with the increasingly strong disorder.

For simplicity, we will consider a situation of two coexisting phases on a surface of a material. In one of these phases, the carriers can easily propagate. This is our dominant “parent” state, possibly the system’s ground state. The second phase provides us with a strong disorder. Within this phase, the mobile carriers are trapped. The two phases are nearly orthogonal, i.e., the tunneling between them is the slowest process during carriers propagation through the sample. Moreover, this implies that the growth/recombination of one phase into another is also prolonged. One should note that this is a realization of a strong disorder, contrary to weak scattering on impurities which may be tackled employing an additional self-energy e.g., in Born approximation. Here the large disorder strength invalidates these perturbative approximations. Since the two phases are drastically different and impenetrable one also cannot use any method of effective averaging medium. The aim of this work is to derive formalism that will capture diminishing coherent band amplitude as the disorder strength increases.

The outline of this work is as follows. First, in Sec. II we introduce a specific model where our phenomenology can be realized. In Sec. III we critically analyze the canonical theory of ARPES to extract elements that need to be re-defined. In Sec. IV we derive formulas for ARPES spectra in the presence of disorder. Finally, in Sec. V we provide a broader context of our study and give examples of other possible realizations.

II. MODEL

A. The idea of dimensional cross-over

As mentioned in the introduction the idea is to introduce some external control parameter, that will govern the strength of the disorder, such that one can gradu-
FIG. 1: Possible realization of our model for strong disorder. At low temperature there is a "clean" system which host a well defined bands – dispersive energy states of pseudo-spins. At higher temperature (bottom panel) the coherence along $a$-axis is gradually lost and 1D regions that appears are able to trap photo-holes impeding their immediate propagation after the photo-emission event.

ally ramp it up. The most natural candidates would be either surface irradiation or mechanically induced plasticity. The issue is whether, in an arbitrarily chosen material, the disorder induced by these two tools fulfills other criteria mentioned in the introduction. We then decided to focus on a dimensional cross-over between two insulating phases.

To convince the reader that the peculiar situation of two impenetrable, topologically incompatible phases, can be realized, we shall focus on a strongly anisotropic 2D triangular anti-ferromagnet. In this system, there are two possible phases: 1) the 2D phase, later called the uud phase, where natural excitation are vertexes on each triangle, and 2) the quasi-1D phase where natural excitations are solitons. Since the natural excitations are topologically incompatible, it is impossible that one phase will easily recombine into another. Moreover, from the theory of dimensional crossover, we know that, when perpendicular coupling $V_\parallel$ depends on an internal degree of freedom, by increasing temperature we should reduce the perpendicular coherence and increase the amount of the secondary 1D phase. Hence, by creating a thermal mixed state, one increases the amount of disorder in the system. We see that this offers one practical platform to realize our theoretical model, and so, for concreteness, we shall stick to it in this work.

B. The Hamiltonian

ARPES measures the propagation of fermions and so we need a model where a full fermion is present. We consider a 2D surface described by Hubbard-type $U - V$ model on a 2D triangular lattice:

$$
H_{eff} = \sum_{k \in \text{1st. BZ}} \tilde{\varepsilon}(k)c_k^\dagger c_k + \sum_i \varepsilon U_{m,i} n_{m,i} + \sum_{i,j \in \text{chain } m} V_\parallel (j) n_{m,i} n_{m,i + j} + \sum_{i,m} V_\perp n_{m,i} n_{m \pm 1,i \pm 1/2} + \ldots
$$

Instead of working with a single particle description $\varepsilon(k)$ we now consider a strongly correlated system dominated by interactions. When $U$ is by far the largest energy scale in the problem, so we can exclude double occupancies and map the problem onto a pseudo-spin system where $V_\perp$ and $V_\parallel$ take the role of an anisotropic Ising-interaction. The inter-site hybridization takes the role of an equally anisotropic Heisenberg term. A self-localized hole’s occupancy (or lack of it) translates into a pseudo-spin up (or down) state. Therefore, by taking the limit $U \to \infty$ we arrive at an effective description in terms of pseudo-spins. The 2D pseudo-spin $XXZ$ model reads:

$$
H_{XXZ} = \sum_i J_{xy}(S_{i}^x S_{i+1}^x + h.c.) + \sum_{i,j \in \text{in - chain}} J_{\parallel}^z S_{i}^z S_{i+1}^z + \sum_{i \in \text{in-chain}, n \notin \text{n.n chain}} J_{\perp}^z S_{i,n}^z (n) S_{i,n+1}^z (n + 1)
$$

This 2D $XXZ$ model on the triangular lattice is the simplest model example of frustrated magnetism and, as
such, has been a subject of many, primarily numerical studies (see Ref. 20 and references therein, also Ref. 23 and Ref. 24). It is known that for a magnetic field (chemical potential) close to 1/3 the model has two phases depending on the anisotropy. One of them is the 2D uud phase and another quasi-1D phase that can be distinguished by the presence of $\times 2 \times 4$ solitons. We are interested in a situation where ARPES probes a mixed state, e.g. thermal state, where both these phases coexist.

The $J_{\parallel}$ or to be more precise $\Delta_1 \sim J_{\perp}$, the energy of screened (effective) perpendicular coupling, sets the energy scale at which perpendicular coherence is gradually lost. Then there exists a low-temperature phase where the system is in a purely uud state and at $T_1 = \Delta_1$ the system is in a mixed state of the two phases.

III. THE THEORY OF THE ARPES PROCESS

A canonical way of obtaining the photo-electron intensity is to assume that it is proportional to the single-particle propagator inside the sample and compute its self-energy from the momentum-conserving interactions. Here we show that when retardation effects are present in the coupling between electronic liquid and light, then the spectral characteristics of this coupling will affect the photo-electron intensity. In this section we shall first revisit the general ARPES theory to tackle this situation, particularly the sudden approximation (Sec. III A). Then, we can give a precise statement of the disorder problem (Sec. III B). In the following, we perform calculations for LT and HT regimes. In the first case (Sec. III C), the translational invariance holds, enabling us to link to standard formalism. In the second case (Sec. IV), we employ our findings to incorporate the effect of $N-1$ particles on the top of the single-particle propagator.

A. ARPES theory: the principle of sudden approximation

The general photoemission process can be described by a triangular Feynman-diagram, see Fig. 2 (upper panel) and compare with e.g. Ref. 25,26. It consists of the photoemission corner, the detection corner, and the recombination corner at the sample exit. There are three creation and three annihilation operators and the electromagnetic field with vector potential $\mathbf{A}(r)$ acts at the photoemission and recombination corners. Usually, one splits the six-fermion correlator into three propagators between these corners requiring altogether three Green functions (symbolized by the $G$’s in Fig. 1) to describe the complete process. In the most general case (e.g., to account for intrinsic and extrinsic losses), instead of the empty PES triangle (bottom panel), one has to deal with a filled triangle where there is a correlation between the propagators; For example, as the photo-electron leaves the sample, it keeps interacting with the photo-hole inside the sample. These vertex corrections are symbolized in the upper Fig.1 by the dark blue hexagon. The PES current intensity $I(k, \omega)$ is proportional to a quantum superposition of all these processes. Hence, a large $I(k, \omega)$ is equivalent to a constructive quantum interference established on the entire diagram. In a simplified manner, one can think of it as Einstein’s “spooky interaction on a distance” between free carriers going into the detector and a photo-hole left in the sample. Only one specific photo-hole is selected.

To simplify and reduce the description to a single correlation function, one uses the so-called sudden approximation, see the lower panel of Fig. 1. It is based on the assumption that the photoemission process is so fast that the rest of the many-body system is unaltered when exactly one electron is excited and removed. This is equivalent to neglecting any long-distance electron-electron vertex corrections at the photoemission corner. If one neglects the same vertex corrections at the recombination corner, then the time evolution in the sample decouples; and we arrive at an expression for the photocurrent that is close to Fermi’s-golden-rule expression:
\[ I = \int dr_1 dr_2 \left\langle \psi_f^{N-1}(r_2) \left| \hat{A}(r) \nabla_{r_2} \right. \right\rangle \left\langle \psi_f^{N-1}(r_2) \left| \hat{A}(r') \nabla_{r_1} \right. \right\rangle \]  

(3)

where the wave-functions above are many-body wave functions, and we integrate over all possible locations of photoemission-recombination events. In the sudden approximation, one furthermore declares a simple tensor product:

\[ \psi_1^{N-1}(r_1) = |\psi_i(r_1)\rangle \otimes |N - 1\rangle \]  

(4)

which effectively decouples the propagation of the \( N - 1 \) many-body system from the photo-electrons propagation. It is important to note that this single-particle wave-function \( \psi_i(r_1) \) can only be strictly speaking defined near the space point of the instantaneous event. The \( \psi_i(r_1) \) can be obtained either in the three-step approximation or (more accurate) in the single-step approximation.

Our description in the sample has been real space. However, we apply a monochromatic beam of photons of energy \( \mathcal{E} \) and momentum \( k \) which effectively decouples the propagation of the single-particle wave-functions from the many-body system. This also implies that the final state at the recombination point has to be a simple tensor product:

\[ \mathcal{I} = \int \mathcal{d}R \exp(-ik'R) \exp(iRk) = \delta(k - k') \]  

(5)

It follows that only that electron with the specific, well-defined momentum \( k \) can be selected to give a signal at detection. This also implies that the final state at the recombination point has to be a simple tensor product:

\[ \left| \psi_f^{N-1}(r_2) \right\rangle = |\psi_f(r_2; k)\rangle \otimes |N - 1\rangle \]  

(6)

So the final state, after propagating through detection and recombination corners, has been identified as a simple tensor product of a single particle in a state \( \psi_f \) with a well-defined momentum \( k \). In a system with where the translational invariance is obeyed, one can also express the initial state:

\[ \psi_i(r_1) = \int \mathcal{d}k \psi_k \langle k| r_1 \rangle \]  

(7)

And since the action of the dipole operators \( \hat{A}(r) \nabla_{r_1} \) and \( \hat{A}(r) \nabla_{r_2} \) is the same at every point of a translationally invariant system, one arrives at Fermi’s golden rule:

\[ I = \left| \langle \psi_f(k) | \hat{A}(r) \nabla | \psi_f(r) \rangle \right|^2 \]  

(8)

This formula is commonly used as a starting point for ARPES analysis. By substituting Eq. (7) into Eq. (3), we see that only one combination of phases/amplitudes of events at various points \( r_1 \) gives the desired constructive interference on the entire diagram, the one with a well-defined momentum \( k \). Hence we conclude that ARPES measures the single-particle spectral function \( \text{Im} \left[ G_1(\omega, k) \right] \) with a well-defined \( k \) and \( \omega \).

At this point, it is convenient to think about one selected, distinguishable particle in the \( k \)-mode that enjoys a coherent propagation through the sample, sometimes called the “blue particle”, as it does not suffer any red-shifting incoherent losses. An example of the projection procedure on the plane wave final state is performed in Sec. III.C.

B. The validity of the sudden approximation in a disordered system

The translational invariance is clearly broken in a strongly disordered sample, and the reasoning described above, e.g., Eq. (7), does not hold anymore. Rooted in the general aspects described above, the problems of a description of ARPES in the disordered medium of und \( \times 2 \times 4 \) regions are twofold. The first is to assure the validity of the sudden approximation as much too frequently\(^{26}\) all the steps leading to Eq. (4) are assumed to be straightforward implications of the sudden approximation. The second one is to find a way to compute \( G_1 \) in the situation where the system’s response to incoming photons depends on the exact place where the emission event took place. In particular, since the assumption still holds, we need to find a way to form a constructive interference with the spherical-harmonically single-electron wave-functions \( |\psi_f(r_2; k)\rangle \). There are two equivalent ways of tackling our problem:

(1) We take the basis where the ARPES triangle-diagram in Fig. 2 is empty. The photo-electron is suddenly removed from the sample, and we can safely assume that it does not interact (no long-distance retardation effects) with a photo-hole left inside the point \( r_1 \) of the sample (so Eq. (4) holds). Photo-hole acquires non-local self energy, an attempt to compute this quantity has been given in Ref.\(^{25}\) but in a simpler translationally invariant case. Within the disordered sample, we need to consider a time evolution of an
object that depends strongly on the position where the photoemission event took place. While Eq. (3) holds, we do not know how to perform the real-space integral, and then, Eq. (5) does not hold. The $G_1(r_1, r_2)$ becomes a real-space-only object that would be extremely tedious to time-evolve along all possible paths, all possible realizations of disorder. The analytical progress of such a theory is hard, and here we will not follow this route. However, this picture proves that it is possible to construct the so-called “blue particle” of the sudden approximation, albeit very complicated and dressed up with a time-evolving disorder.

The way (1) above would be the only way to proceed for a massively disordered system with no extra information at hand. However, in our case, we know that in the ud zones, which percolate (or are close to percolation) at least at the beginning of the HT-phase, the momentum remains a good quantum number. This brings us to the second way

(2) We can then divide $G_1(r_1, r_2)$ into two components, an effective $G_1^{\text{eff}}$ inside a ud zone and the rest of the time evolution in the $\times 2 \times 4$ regions. To apply Eq. (7) (valid for the ud part of evolution), the vertex corrections (that describe a time-evolution inside $\times 2 \times 4$ region, immediately after the photoelectron escape) have to be located in either the photoemission or the recombination corner of the triangle PES diagram. As shown below, these corrections capture the contribution in the photo-electron intensity describing the path a photo-hole has to endure until it finally hits the detector. We now make a key assumption of this reasoning: Since at $t = 0$ the sample is translationally invariant (along the edge direction), hence the momentum is a good quantum number and only states with well-defined momentum emerge out of the $x_0$-summation. Therefore, the initial state can be written as a simple tensor product

$$|\psi_0\rangle^{T=0} = \sum_{x_0}^{N} |\text{udd}\rangle_{x_0}^{*} \otimes \prod_{x \neq x_0} |\text{udd}\rangle^{(x)}$$

Now, we include the action of a photon (an electromagnetic field $A(t)$), which leads to a final state where a photo-electron has been suddenly removed. The coherent band we consider, called $S_{coh}$ in the following, is a surface spectral feature. Since carriers $S_{coh}$ exist on the surface therefore, there are no issues with escape length or penetration depth. The final state at $t = 0$, immediately after the photoemission event, can be expressed as a sum of Slater determinants in a real-space basis:

$$|\psi_{\text{coh}}\rangle^{T=0} = \sum_{x_0}^{N} |\text{udd}\rangle_{x_0}^{*} \otimes \prod_{x \neq x_0} |\text{udd}\rangle^{(x)}$$

C. Description in the translationally invariant medium (LT phase)

For illustrative purposes, let us begin with a description at $T = 0$. The state of the system before the transition is translationally invariant as it consists entirely of the $|\text{udd}\rangle$ sites on all sites:

$$|\psi_0\rangle^{T=0} = \prod_i^{N} |\text{udd}\rangle^{(i)}$$

(9)

Where we have singled out one particular site as the rapid photoemission event takes place at a given site $x_0$ containing suddenly one photo-hole, written as $|\cdots\rangle_{x_0}^{*}$, $\otimes$ is a tensor product, and $\prod_{x \neq x_0}$ is an anti-symmetrized product (i.e., a Slater determinant over all other occupied sites). The photo-hole now propagates through the sample (to be precise, in the strongly correlated model under consideration a full fermion is a fusion of fractional particles with charge $e/3$ as derived in Ref. 21,22, and, upon exiting the sample, it re-combines with a photo-electron on the detector.

Adding the above vertex corrections is similar to incorporating an extra “fourth-step” in the three-step model. This extra step involves all N-1 particles in the Hilbert space undergoing a coherent rotation. In this Dirac picture, the $G_1$ and vertex corrections are separable as Heisenberg and Schrodinger time evolutions. The procedure is applied in Sec. [IV]

$$|\psi_0\rangle^{T=0} \sim c^+_k (0) |\psi_f - im^{\text{coh}}\rangle^{T=0} \sim c^+_k (0) |\psi_k\rangle |N - 1\rangle^{0}_{\text{udd}}$$

(11)

where the (0) subscript indicates that the $N - 1$ particles stay in their unaffected quantum state. It is identical to the form of the final state that can be deduced from the propagation on the triangle diagram.

For the final state, by invoking momentum conservation (which we assume to be obeyed), we use the statement derived at the beginning of this section that only a particular combination of real space Slater determinants survives the quantum interference:

$$|\psi_f (t)\rangle^{T=0} = \sum_{s} c_k^+ (t) |N - 1\rangle^{s}_{\text{udd}}$$

(12)

where the desired combination has been generated by applying the $c^+_k$ operator acting on the $N - 1$ other fermions in the ud state. The summation over $s$ is over all possible trajectories that will produce the desired state with momentum $k$, e.g., on its way, the photo-hole may emit/absorb a phonon, plasmon, etc. . . . (when the self-energy is zero, there shall be only one term left in this sum). The expression for the photo-electron intensity simplifies remarkably, especially if evaluated in the Heisenberg picture:
IV. SOLUTION FOR THE DISORDERED MEDIUM (HT PHASE)

Based on the reasoning in Sec III, we are now ready to tackle the photoemission process from the disordered system.

A. Carrier propagation through the mixed state

Now we move to finite temperatures where the initial state consists of a mixture of $|uud\rangle$-sites and single chain $|sc\rangle$-sites (NOTE: $\times 2 \times 4$ region is equivalent to the $|sc\rangle$). The latter ones presumably form a fractal structure – a Brownian tree\footnote{29}. The initial state reads:

$$|\psi_0\rangle^{T=0} = \prod_{i} |uud\rangle^{(i)} \otimes \prod_{j} |sc\rangle^{(j)}$$ (14)

Removing a photo-electron from this state is a non-trivial operation as the state is intrinsically non-homogeneous. The translational invariance is not obeyed; we cannot assume that the momentum is a good quantum number. For the intermediate state at $t = 0$, immediately after the photoemission event, we need to write a double sum to account for the fact that an empty site can be either within $|uud\rangle$ or $|sc\rangle$:

$$|\psi_{\text{in}}\rangle^{T=0} = \sum_{x_0} |uud\rangle^{x_0} \otimes \prod_{x \in n, x \neq x_0} |uud\rangle^{(x)} + \sum_{x_0} |sc\rangle^{x_0} \otimes \prod_{x \in m, x \neq x_0} |sc\rangle^{(x)}$$ (15)

If the disordered state would be infinitely rigid (i.e., the $sc$ and $uud$ would be described by two independent quantum states), then the photo-hole on $|sc\rangle$-site would be forever locked and would not contribute to a $uud$ photocurrent. More precisely: a different ansatz for the $N$-body wave function should then be used. Namely, each observable would have been described by a simple sum of signals from $|uud\rangle$ and disordered zones that contain the $|sc\rangle$-sites. At temperatures in the transition range, we would then expect a double peak structure (a narrow coherent feature with decreasing amplitude, stemming from the $|uud\rangle$-sites, and a much broader increasing incoherent feature stemming from the $|sc\rangle$-sites).
time-dependent interaction and find the final form of the initial state:

\[ |\psi_i\rangle^{T>T^*} = \sum_s |\psi_k\rangle \otimes \left( \prod_{sd} \hat{\mu}^{(l)}(t) |N - 1\rangle \right)_{\text{ud}} \]

Where the summation over \( sd \) indicates various trajectories over which the \( \prod_{sd} \hat{\mu}^{(l)}(t) \) have been applied. Once the photo-hole is in the domain of the ud states, its further propagator towards the relaxation is known, the momentum is now conserved, and we can follow the same lines as those computed above for the \( T = 0 \) case. By our reasoning, the time evolution consists now of two stages. Hence, its Fourier transform will be a convolution of two propagators: the \( |\text{ud}\rangle \) propagator, constituting the \( S_{\text{coh}} \) dispersion, and an additional propagator of the \( |N - 1\rangle \)-carriers due to the application of the Ising operators.

### B. Temperature dependence of ARPES in the disordered medium

We then arrive at our main result that the photo-electron current in momentum-frequency space, analogous Eq. (13), is given by a convolution:

\[ I = A(k, \omega) \otimes \left\langle (N - 1)_{f=t_d(T)} |(N-1)_{i}\right\rangle \]

where we see that standard spectral function of the coherent part \( A(k, \omega) \) is convoluted with a term that describes the Dirac time evolution of remaining \( N - 1 \) fermions. The subscript indicates that we consider a final state after a given time \( t_d \), see below for its definition.

In our case the \( \text{sc} \rightarrow \text{ud} \) tunneling is local, hence the momentum dependence of Dirac part drops out. Furthermore, for our immobile \( sc \) units, in 1D regime it is known that even for interacting case the effect of scattering can be absorbed as a purely phase factor. In a language of Ref. [33], we can thus safely neglect the dynamics of amplitudes and focus on phase evolution (as in Ref. [33]) of the disorder operators \( \hat{\mu} \). In this case the convolution can be reduced to a simple multiplication.

To complete our analysis, we can now compute this overlap between the initial and final \( |N - 1\rangle \) states at finite temperature, which we shall call Dirac evolution amplitude:

\[ A^D = \left\langle (N - 1)_{f=t_d(T)} |(N-1)_{i}\right\rangle \]  

This overlap enters into the total overlap between \( \langle \psi_f | \psi_i \rangle \) as an extra, non-unitary factor. We assume that there exist a typical delay time \( t_d \) which is needed to remove the photo-hole from the \( |sc\rangle \) zone. Taking a constant inter-site tunneling rate, this delay is merely proportional to a typical escape length \( x_d \) from inside the aggregate of \( sc \)-zones which is a fractal. From the diffusion-limited aggregation, we know that the fractal is a Brown tree. By increasing the temperature \( T \) we increase the number of \( \times 2 \times 4 \) units (as there are more available many-body states in an energy window \( k_BT \)), the volume of the fractal \( V_d \) (Brown tree) scales with the number of states like \( N^{d_H} \) (where \( d_H \) is the Hausdorff dimension) while the \( X_d \sim V_d^{1/d} \). In our case \( d_H = 2 \) and \( d = 2 \). Hence, we deduce that \( t_d \sim T \). Having this information, we assume in the following that the convolution of the Dirac evolution amplitude with the ud spectral function results in a Lorentzian-like function showing a continuous change of maximum intensity and width.

For instance, let us consider the strength of the maximum intensity of photo-electrons. When we increase the temperature above \( T_1 = \Delta_1 \) the amplitude of the maximum shall decrease as the overlap between initial and final Ising operators configuration degrades. This is because close to the transition, due to \( \prod_{sd} \hat{\mu}^{(l)}(t) \) fluctuations, the Ising order is known to decay like \( 1/T^{1/3} \). Hence, we expect \( 1/T^{1/4} \) decay of the photocurrent amplitude that is:

\[ A_D = 1/T^{1/4} \]  

simple relation that can be readily probed by experiments. It should be emphasized that the temperature dependence in Eq. (19) is not due to any internal phonon-type dynamics on each site, but it is a many body effect of a coherence loss within the sc conglomerate. In other words there is a loss of coherence between two Ising \( \hat{\mu} \) operators applied at a certain interval of time \( t_d \).

### V. DISCUSSION AND CONCLUSIONS

Firstly, within our example, we would like to point out, that the formalism proposed here is much more general than for a transition between the ud and sc phases only induced by temperature. One can think of other external parameters inducing the transition. For the specific case of screened Coulomb interaction mediated inter-chain coupling, these can be, i.e., local chemical doping, local tension or a local screening by an external inhomogeneous electrode. This richness of possible means of control comes from the fact that the screening has an internal degrees of freedom and is a great advantage of the proposed platform based on a dimensional-cross over.

In our example, we had certain operators that induced the disorder. These were the Ising operators because these are the ones that diagonalize the strongly-correlated Hamiltonian. An advantage of our example was that, by construction through topological protection, it created localized and stable disordered units. Generally, one can consider other operators that induce disorder. We could consider a variation of the chemical potential for introducing disorder. However, this approach
will only succeed in cases where the Hamiltonian results in a single particle description (hence: disorder leading to Anderson localization). Then, the critical behaviour of the chemical-potential operator is known; it is a marginal operator. One can also consider a model where electrons are coupled with a local boson, e.g. an optical phonon mode. If the disorder is then proportional to the local density of phonons (≈ displacement), the criticality is proportional to the scaling operator of the phononic density.

The main outcome of this work is that it provides a formalism to quantify how an ARPES band is disappearing in the presence of disorder. Remarkably, from the energy scale of its disappearance as well as from the profile of the broadening curve, we can gather a lot of information about the nature of a phase transition induced by that disorder. The underlying reason, why the band broadens, is the breaking of the translational symmetry. This implies that the momentum is not any longer a good quantum number and that the spectral weight is broadly distributed within the reciprocal space. We have taken here a particular model which allows for only one selected band to be affected. It should be emphasized that, while Eq. (17) describes how the spectral weight of the coherent band to be affected, it does not invalidate the ARPES-sum-rule. The ARPES sum-rule can be traced back to the anti-commutation rules for the underlying fermionic fields which, as such, still hold. It just requires to include all scattering channels of fermions, i.e., all the ways in which the incoherent part of the propagator can be generated. In the specific case of the Ising model proposed here, that would mean including all the possible order-disorder operators’ correlation functions.

From the experimental perspective, our theory can also be useful in other ways, albeit more limited. Consider a system with an unknown amount of embedded disorder. The non-linear dependence of the amplitudes’ suppression (and the coherent band’s broadening) allows to extract, i.e. by exploring the derivative, small changes in disorder strength. This, in turn, allows to determine the amplitude of the disorder. With this information, the entire ARPES spectra can be fitted using an additional correction that fully accounts for non-perturbative effects of the disorder.

In conclusion we derived here a formalism that extends the standard sudden-electron approximation to cases where carriers are localized for a finite time during the photo-emission event. Then, the ARPES spectrum acquires an extra broadening factor which can be interpreted as a vertex correction. If there is any operator that links the ordered and disordered phases, we then showed that the broadening of the ARPES spectrum mimics the dynamics of this operator.
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