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Qubit-qubit interactions can significantly boost quantum coherence times for Bell states. The coherence-time-enhancements are however not monotonic and there exists a phase where further increasing the interaction is unhelpful. A resonator in a suggested circuit QED type implementation of the Tavis-Cummings(Dicke) model, is shown to shift this transition point depending on the number of loaded photons. This allows the resonator to amplify the coherence enhancements in certain regimes. The interactions also induce unusual collapse and revival type behavior for the entanglement dynamics. A new and exact open quantum systems formalism – the quasi-Hamiltonians for the Dicke model shows how a Bell state singlet-triplet qubit in a resonator can be protected against $1/f$ noise from randomly fluctuating two level systems. Simple circuit level details are given for flux qubits.

I. INTRODUCTION

Qubits are typically formed from anharmonic systems such as impurities, quantum dots (QD) or Josephson junction (JJ) devices that have unevenly spaced energy levels. In order to 'lock-in' to the two eigenstates that constitute the qubit, they are resonantly coupled to a system with evenly spaced energies – a harmonic oscillator. Of the many such possible cavity-QED systems[1–3], superconducting (SC) qubits coupled to transmission line resonators or LC oscillators[4–6] have drawn a tremendous amount of attention as it allows for extremely strong resonator-qubit coupling[7]. This easily facilitates interconversion between solid-state- and photonic qubits, it allows the distant transmission of quantum information and the resonators can be used for qubit read out.

However these circuit-QED type setups are not closed quantum systems, which results in the loss of quantum coherence. Of their many possible decoherence mechanisms, such as non-cavity mode decay, vacuum fluctuations and electrical noise[8] – $1/f$ noise is one of the hardest to deal with and is arguably the leading cause of decoherence for most SC qubits[9].

Flux qubits, Phase qubits and the Quantronium are all susceptible to $1/f$ flux noise[10–12]. Charge qubits such as Cooper-pair-boxes(CPB) are typically susceptible to $1/f$ charge noise[13, 14]. Though CPB variants like the Transmon, split-Transmon and Xmons are largely insensitive to charge noise, they not necessarily completely immune to flux noise for various reasons[14, 15].

FIG. 1. (Color online) Two superconducting qubits with $\sigma_z\sigma_z$ or $\sigma_x\sigma_x$ interactions forming a Bell state and in a resonator cavity. A strongly entangled Bell state is less susceptible to local $1/f$ noise which arises from the several fluctuating two-level systems, present at the SQUID’s metal-insulator interface.

Though $1/f$ flux noise was first observed in SQUIDs quite some time ago[16, 17], its exact microscopic origins are not fully understood. It is thought that fluctuating two-level-systems(TLSs) at the at the JJ’s metal-insulator interface[10, 18] lead to flux noise. Due to the recent interest in quantum computing, a number of models have attempted to explain this phenomenon[19–26]. Phenomenologically the TLSs behave like Ising spins that randomly flip in time. Experimental evidence also suggests the presence of long range magnetic order among the TLSs[27–29].

One way to minimize the effects of the TLSs is by suitably engineering the Josephson tunnel junction[30, 31]. Other ways, that can be used in conjunction, would be to use techniques such as dynamical decoupling(DD)[32, 33], topological protection[34] and decoherence free subspaces(DFS)[35, 36]. Active methods, such quantum error correcting codes(QECC)[37, 38] can also be used for additional protection in case of a bit-flip or phase-flip error (or any linear combination). However QECCs require a lot of physical qubits, frequent monitoring, and moreover the error rate per qubit must be small for the QECC to be effective[39]. Hence the qubits need to be inherently less susceptible to noise in the first place.

In general, $1/f$ noise is a problem for other types of qubits as well such as those based on semiconductor QDs[14, 40–43], where random telegraphic noise arises due to the electrons tunneling between the reservoir and the QD. As cavity QED quantum information processing schemes involving QDs typically rely on strong coupling to a photonic crystal’s cavity mode[3, 44], the implementation suggested in this paper will also be applicable to these semiconductor systems. Also maximally entangled singlet-triplet qubits are of considerable interest for semiconductor QD based quantum computing schemes[45–50].

Resonators operating in the dispersive regime are usually used for qubit read out[8, 51, 52] where loading more photons allows for greater discernability. A different effect of the resonator and the loaded photons is highlighted in this paper which could complement its readout role. In this pa-
per a passive technique is proposed to protect non-local logical qubits against local 1/f noise in a suggested circuit-QED(or cavity-QED) type setup. More specifically, qubit-qubit interactions $J$ are shown to significantly boost the coherence times of an entangled Bell state qubit in a resonator if the noise on one qubit is minimally correlated to the other. The coherence enhancements are however non-monotonic and there is a phase where further increasing $J$ is detrimental. The resonator can shift this transition point and the shift depends on the average photon number. In some regimes for large $J$, the resonator cavity can in fact amplify the coherence-enhancements as more photons are loaded into the system.

If the noise on each qubit is uncorrelated, then this interaction based suppression of decoherence method, can be thought of being somewhat like DD. DD works by applying pulsed unitary-rotations to flip the qubit’s precession about an axis orthogonal to the noise. In the Bell state singlet-triplet basis however such uncorrelated dephasing noise will cause pole to pole oscillations on the effective Bloch sphere [53]. $J$ now acts orthogonally to this and internally generates precession which counters the noise. One can think of this in terms of a rotated DD Hamiltonian. Also, much like DD this method is most effective for longer noise correlation times [53].

Since a key requirement for this method to work is that the noise on one qubit be minimally correlated with the noise on the other qubit, having two physically separate but interacting JJ device qubits forming the logical Bell state qubit is well suited for this. In addition having the two qubits inside the resonator induces new photon number dependent phases for the coherence improvements. Multi-Qubit Tavis-Cummings models (TCMs) have been experimentally realized using different types of SC qubits [54–56].

This suggested effect could, for example, be useful for implementing non-volatile quantum memory. It could also be useful for quantum computation, which would require a universal gate set. There is a considerable amount of theoretical and experimental work that is currently underway for realizing two qubit gates for effective Bell state qubits in liquid NMR [57] and semiconductor based systems [49, 58–62]. In general, it is also possible to implement universal gates sets on bipartite lattices, where the interactions are always turned on, using DD techniques [63, 64].

A very recently introduced quasi-Hamiltonian formalism [65, 66] is key in showing the results of this present paper. Typically Lindblad master equations (LMEs) are used to model dissipation [67]. However the LMEs are phenomenological and don’t provide a connection to the underlying microscopic noise mechanisms. Moreover since the LME inherently assumes that the noise is Markovian, the decoherence effects becomes irreversible and hence LMEs are not particularly useful for modeling the restoration of quantum coherence via unitary operations such as DD or the method suggested here.

In the quasi-Hamiltonian $\mathcal{H}_{\text{no}}$ method, the cavity-qubit dynamics is combined with TLS’s stochastic dynamics in a manner similar to path integrals, so that the ensemble averaged dynamics of the entire system can be obtained from the single-shot non-unitary evolution of a non-Hermitian Hamiltonian. Following an earlier derivation for the Jaynes-Cummings model [68], the quasi-Hamiltonian for the TCM in the presence of $N$ TLSs is presented in this paper.

The model and the quasi-Hamiltonian method are presented in the next section. In Sec.III, the main results are discussed, followed by a flux qubit example with details at the circuit level in Sec.IV. Some comments are made on the role of LMEs in the context of this paper in Sec.V.

## II. THE MODEL AND METHOD

Consider two SC qubits coupled to a single quantized mode of a resonator as shown in fig.1. At the metal insulator interface of the qubits there exist a number of fluctuating TLSs which flip randomly in time. The system Hamiltonian is:

$$ H = H_{\text{sys}} + H_{\text{fluc}} $$

where, the Tavis-Cummings term with qubit-qubit interactions is

$$ H_{\text{sys}} = \omega_r a^\dagger a + J \sigma_+^{(1)} \sigma_-^{(2)} + \frac{1}{2} \sum_{k=1,2} \omega_k^{(k)} \sigma_z^{(k)} + 2\lambda_k \left( a \sigma_x^{(k)} + a^\dagger \sigma_x^{(k)} \right) $$

and the noise term from the fluctuating TLSs is

$$ H_{\text{fluc}} = \sum_{j, k} g_j^{(k)}(t) \left[ g_j^{(k)} \sigma_j^{(k)} + g_j^{(k)} \sigma_j^{(k)} \right] $$

The TCM (or Dicke) model is block diagonal in the $\{|00; n + 1\}, |01; n\}, |10; n\}, |11; n - 1\}$ subspace as only the energy conserving terms are retained in the rotating wave approximation. Here, $\omega^{(k)}/2$ is the energy separation between the qubit’s excited state $|1\rangle$ and the ground state $|0\rangle$, $\omega_r$ is the resonator frequency, $a^\dagger(a)$ is the photon creation (annihilation) operator for a single cavity mode. Let $\Delta_k = \omega_r - \omega^{(k)}/2$ be the field detuning.

The first term in $H_{\text{fluc}}$ results from the fluctuating TLSs at the metal insulator interface which are modeled as randomly flipping Ising spins. Here $\sigma_j^{(k)}(t)$ is the $j^{th}$ TLS, coupled to qubit-$k$ (where $k \in \{1, 2\}$), that switches randomly between $\pm 1$ and $g_j^{(k)} = |g_j^{(k)}| e^{i\theta_j^{(k)}}$ is the corresponding noise amplitude vector. If the TLSs are statistically independent, the noise on the qubit is just the sum of all contributions from individual TLSs, whose correlation function is:

$$ \langle s_{ij}(t_1) s_{jk}(t_2) \rangle \propto \exp(-2\gamma_j |t_1 - t_2|) \delta_{ij}. $$

Here $\gamma_j$ is the TLS’s switching rate. The last term in Eq.2 is due to fluctuations in the dipole coupling caused by the resonator. The randomly fluctuating TLSs cause energy fluctuations in the qubits (depending on the noise- and qubit-basis) which perturbs the wave function $|1\rangle \rightarrow |1\rangle$’ and could cause fluctuations in $\lambda \propto \langle 0|\hat{d}(1)\rangle'$, inducing an off-diagonal energy relaxation term in the qubit subspace [68].

For the temporal dynamics, assume that the qubits and the single resonator mode are initially unentangled pure states, i.e. $\rho(0) = \rho_q(0) \otimes \rho_r(0)$, where the SC qubits initially form a singlet-triplet Bell state $\rho_q(0) = |\psi_+\rangle \langle \psi_+|$, where

$$ |\psi_\pm\rangle = (|01\rangle \pm |10\rangle)/\sqrt{2}, $$

(4)
and the resonator mode is \( \rho_{r}(0) = \sum_{n} |C_n|^2 |n\rangle\langle n| \). The overall time dependent density matrix evolves as \( \rho(dt) = U [\rho_{r}(0) \otimes \rho_{q}(0)] U^\dagger \) where \( U = \exp(-iHdt) \). By taking a partial trace over the cavity mode, the reduced 2 qubit density operator, \( \rho'_{q}(dt) = Tr_{r} [\rho (dt)] \), can be expressed in terms of the 16 component generalized Bloch vector \( \eta(t) \):

\[
\rho'(dt) = \frac{1}{4} \sum_{\mu, \nu} \eta_{\mu \nu} dt [\sigma_{\mu} \otimes \sigma_{\nu}]
\]

where \( \{ \mu, \nu \} \in \{ 0, x, y, z \} \), \( \eta_{00} = I \), the other \( \eta_{\mu \nu} \) are the 15 components of the Bloch vector and \( \sigma_{x} \otimes \sigma_{y} = \Lambda_{x} \otimes \Lambda_{y} \) (except \( \mu = \nu = 0 \)) are \( SU(4) \) generators. Noting that \( \rho'(dt) = U \rho'(0) U^\dagger \) and using the identity \( Tr \left[ \Lambda_{m} \Lambda_{l} \right] = 4\delta_{ml} \), Eq.5 can be transformed into a transfer matrix equation which governs the qubit dynamics:

\[
\eta(dt) = T \eta(0)
\]

where \( T_{ml} = \sum_{n} |C_{n}|^2 Tr \left[ U \Lambda_{m} \Lambda_{l} U^\dagger \right] / 2 \) are the matrix elements of \( T \).

While the random stochastic dynamics of the TLSs is governed by the master equation [69]:

\[
dW(t) = V W(t)
\]

where \( V \) and \( W \) are respectively the transition-rate-matrix and flipping-probability-matrix. And so \( W = \exp(-V dt) \). By combining the stochastic and quantum transfer matrices in a path integral type manner, in the small time limit, for all possible TLS configurations and noting that this equates to \( \lim \exp(-i\hat{H}_{q}dt) \) [65, 66, 68, 70] one obtains the time-independent non-Hermitian quasi Hamiltonian that allows the exact single shot calculation of the ensemble averaged temporal dynamics of the TCM with the fluctuators:

\[
\hat{H}_{q}^{(nuc)} = \hat{H}_{q}^{(sys)} + \hat{H}_{q}^{(fuc)}
\]

\[
\hat{H}_{q}^{(sys)} = i\mathbb{I} \otimes \left\{ \sum_{\nu=x,y,z} J_{\nu\nu} L_{\nu} \otimes \sigma_{\nu} + \sum_{\nu=x,y,z} \sigma_{\nu} \otimes L_{\nu} \right\} + \left( \Delta_{1} L_{+}' - \lambda_{t} \sqrt{n + 1} L_{+}' \otimes L_{0} + L_{0}' \otimes \left( \Delta_{2} L_{-}' - \lambda_{t} \sqrt{n + 1} L_{-}' \right) \right),
\]

\[
\hat{H}_{q}^{(fuc)} = i \sum_{j=1}^{N} \gamma_{j}(\sigma_{zj}' - \mathbb{I}) \otimes L_{0} \otimes L_{0} + \left[ i \sum_{j=1}^{N} \sigma_{zj}' \otimes g_{j} \otimes L_{0} + \sum_{j=M+1}^{N} \sigma_{zj}' \otimes L_{0} \otimes g_{j} \cdot L' \right].
\]

Here \( M \) uncorrelated TLSs coupled to one qubit and \( N - M \) to the other, \( L_{+}' = L_{x} \), \( L_{-}' = L_{y} \), and \( L_{0}' = L_{z} \) are the identity, \( L' = [L_{x}', L_{y}', L_{z}'] \), \( \mathbb{I} \) is a \( 2N \) dimensional identity, \( 2\Sigma_{x} = \Lambda_{x} + \Lambda_{x}' = 2\Sigma_{y} = \Lambda_{y} + \Lambda_{y}' \) and \( 2\Sigma_{z} = \Lambda_{z} + \Lambda_{z}' \). The final ensemble averaged time dependent 16 component 2-qubit Bloch vector is obtained from the following projection:

\[
\eta(t) = \langle f_{N} \cdots \langle f_{1} | \sum_{n} |C_n|^2 e^{-i\hat{H}_{q}^{(nuc)}t} |n\rangle \otimes \cdots \otimes |n\rangle |\eta(0) \rangle
\]

where \( |i_{f}\rangle \) and \( |f_{j}\rangle \) are the initial and final state vectors of the \( j^{th} \) TLS, that satisfy \( W \rangle|i_{f}\rangle \rangle = |f_{j}\rangle \rangle \). For an unbiased TLS: \( |i_{f}\rangle = |f_{j}\rangle = [1, 1]/\sqrt{2} \). Note that \( \hat{H}_{q}^{(sys)} \) by itself returns an exact solution for just the TCM model. In general the two qubits and the resonator form a tripartite system and there are four non-equivalent ways to partition this into bipartite subsystems[71]. For the entanglement dynamics of the Bell states, the marginal density operator is considered with the cavity mode traced out to calculate the concurrence – a measure of two-body entanglement[72]:

\[
C(\rho) = \max \left[ \sqrt{\kappa_{1} - \kappa_{2} - \kappa_{3} - \kappa_{4}}, 0 \right]
\]

where, \( \kappa_{m=1,2,3,4} \) are the eigenvalues of \( \rho(\sigma_{y} \otimes \sigma_{y}) \rho^{*}(\sigma_{y} \otimes \sigma_{y}) \) in decreasing order. \( \rho(t) \) is obtained from Eqs.5 and 10.

### III. RESULTS AND DISCUSSION

A 1/\( f \) distribution of \( \gamma_{s} \) is taken to generate a 1/\( f \) noise power spectrum, \( P(\omega) = \sum_{j} \int \langle s_{j}(0) s_{j}(t) \rangle e^{-i\omega t} dt \) as shown in Figs. 2-(a). An individual qubit’s lifetime is calculated with \( \langle n \rangle = 0 \) and \( \langle \sigma_{x}(1) \rangle \) is fit to \( \exp(-t/T_{2}(1)) \) at short times. The noise parameters are then adjusted so that for a typical value of \( \lambda = 100 \) MHz, the resulting \( T_{1}(2) \) is very similar to experiment[73]. Here the fitted noise parameters are \( g_{z} \approx 0.2\lambda \), \( g_{x} \approx g_{y} = 3g_{z} \) so that the individual qubit’s

**FIG. 2.** (color online) (a) Noise spectrum of 4 TLSs that each qubit is subjected to. The 1/\( f \) noise is indicated by the slope \( dP(\omega)/d\omega \approx 1 \) in the inset. Magnitude of the Bloch vector, \( \eta \) (offset by +1) and the concurrence, \( C(\rho) \), for the \( \psi_{\pm} = |01\rangle \pm |10\rangle /\sqrt{2} \) Bell states shown as a function of normalized time (\( \lambda t \)) and \( J_{zz} \), coupling in the presence of 1/\( f \) noise for (b) \( \langle n \rangle = 1 \) (c) \( \langle n \rangle = 5 \) and (d) \( \langle n \rangle = 10 \) photons. Note that \( C \) has the same dependence on \( J \) as \( \eta \).
lifetimes with $\langle n \rangle = 0$ are $T_1 = 400 \lambda^{-1}$ and $T_2 = 100 \lambda^{-1}$. 
Note that $g_e = 20 \text{ MHz}$ is comparable to the TLS splitting energies reported so far (the average is about 10 MHz [10, 74] while the largest is 45 MHz [75]).

In Fig. 2(b), the magnitude of the Bloch vector, $|\eta|$ (a measure of purity), and the concurrence, $C(\rho)$, is shown as a function of time for various interaction strengths $J_{zz}$ for the qubits initially prepared in the $\psi_+$ Bell state and the single resonator mode initially in a coherent state $|C_n|^2 = \exp(-\langle n \rangle) |n\rangle^n /n!$. The average number of photons, $\langle n \rangle$, are increased from fig. 2(b)-(d). These calculations are done by exactly solving Eq.10 numerically. In Fig. 3, the dissipative dynamics is shown for $J_{xx}$ and $J_{yy}$ interactions for $\langle n \rangle = 1$. It is clear that while $J_{zz}$ strongly suppresses the decoherence, $J_{yy}$ also works but is not as effective and almost no improvements are seen for $J_{xx}$. While $|\eta|$ and $C(\rho)$ tend to track each other they are not in one-to-one correspondence. Furthermore, the concurrence displays collapse and revival type behavior which depends on $J$ and is fact not more distinct for small $\langle n \rangle$.

Note that though a coherent state was chosen for the resonator, it makes no qualitative difference for these effects if some other state, for e.g., a thermal state is chosen as shown in Fig.4, where $|C_n|^2 = \langle n \rangle^n / (\langle n \rangle + 1)^{1+n}$ and $\langle n \rangle = \exp(\beta \omega_t) - 1^{-1}$.

To understand how $J$ suppresses decoherence consider an effective Bloch sphere with $\psi_+$ poles in the presence of pure dephasing noise[53]. In the absence of any coupling, the dephasing noise causes the ensemble averaged effective Bloch vector to dissipatively oscillate between the $\psi_+$ and $\psi_-$ poles through the center, since averaging restores chiral symmetry. Now, when $J$ is turned on in a direction orthogonal to the poles, the effective Bloch vector will tend to precess about one of the poles -- which essentially counts the dissipation due to the noise, which is trying to drive $\eta$ towards the center of the Bloch sphere.

The above effective single qubit picture is not applicable in the presence of energy relaxation and the resonator -- this needs the full 15 component Bloch vector. For a better understanding $H_q$ is expanded to $4^n$th order in time. For an initial Bell state, the non-zero Bloch vector components are $\eta_{dx} = \eta_{dz} = \eta_{dy} = \eta_{dy} = \eta_{dx} = \eta_{dz}$. Also note that the resonator breaks the symmetry between $x$ and $y$. Consider $\eta_{yy}$ as it is most representative of the behavior shown in Figs.2 and 3:

$$\eta_{yy}(t) \approx \sum_{n} \left[ C_n \right] \left( 1 - \frac{1}{2} \lambda_{n}^{2} \right) (1 + \sum_{j} \eta_{j} g_{j}^{2}) t^{2} + \frac{1}{3} \sum_{j} \frac{\gamma_{j} g_{j}^{2}}{t^{3}}$$

$$+ \left[ \lambda_{n}^{2} (J_{zz}^{2} + \lambda_{n}^{2}) + (J_{zz}^{2} + 3 \lambda_{n}^{2}) \right] \sum_{j} g_{j}^{2} + (J_{zz}^{2} + 6 \lambda_{n}^{2}) \sum_{j} g_{j}^{2}$$

$$+ \sum_{j} g_{j}^{2} \left( 1 - 4 \eta_{j}^{2} \right) + 6 \eta_{j}^{2} \eta_{j}^{2} \right) \frac{t^{4}}{24}$$

where $g_{j}^{2} = g_{j}^{2} + g_{j}^{2}$ and $\lambda_{n} = \lambda \sqrt{n + 1}$.

The effect of the interaction is seen earliest in $t^{4}$. Though $J_{zz}$ is key in suppressing decoherence, its effectiveness also depends on $\lambda$ as apparent from the $J_{zz}^{2} \lambda_{n}^{2}$ term. Both $J_{zz}$ and $J_{xx}$ couple to noise components orthogonal to them, but this term is ineffective as the $g$s are small. Note that the main reason why $J_{xx}$ does not affect the dynamics (see Fig.3(b)) is because this interaction term simply commutes with the $\lambda_{n}^{2} (\sigma_{y}^{(j)} a^{i} + \sigma_{y}^{(j)} a)$ term that is also along $x$. From this it follows that a non-commuting $J_{yy}$ term will also suppress the decoherence (as shown in Fig.3(a)). The introduction of just $J_{yy}$ leads to new terms $-\lambda_{n} g_{j} g_{j}^{2} t^{3}$ and $J_{yy} (\lambda_{n}^{2} + \sum_{j} g_{j}^{2}) t^{4}$ in Eq. III (also set $J_{xx} = J_{yy} = 0$). $J_{yy}$’s effectiveness in preserving coherence is however affected by its coupling to $z$ and $x$ noise components. If both $J_{yy}$ and $J_{zz}$ are introduced then this leads to cross terms like $-J_{yy} J_{zz}^{2} \lambda_{n}^{2} t^{4}$, which are sign dependent but could be useful in some cases[76].

Apart from the TLSs, the resonator also decoheres the qubits as more photons, $\langle n \rangle$, are loaded as shown in Figs.2(b)-(c). However the minimum floor that $\eta$ (and $C$) can decohere to, is set by $J$. This is better understood by considering pure dephasing noise in the weak noise coupling limit so that $[H_{q}^{yy}, H_{q}^{flu}] \approx 0$, which gives:

$$\eta_{yy}(t) \approx \prod_{j} \sum_{n} \left[ C_n \right] \left(\lambda_{n}^{2} \cos(\omega_t t) + J_{yy}^{2} \right) \eta_{j}(t)$$

$$\eta_{j}(t) = \cos(\Omega_{j} t) + \frac{\Omega_{j}}{\Omega_{j}^{2}} \sin(\Omega_{j} t) \right) e^{-\gamma_{j} t}$$

where $\varphi = \sqrt{J_{yy}^{2} + \lambda_{n}^{2}}$, $\Omega_{j} = \sqrt{J_{yy}^{2} + \lambda_{n}^{2}}$, and $J = J_{zz}$. Note that all the figures shows exact numerical calculations (also see the appendix for the other Bloch vector components).

In the absence of $J$ and the noise, each $\cos(\sqrt{n + 1} t)$ term in the summation represents Rabi oscillations (weighted by $|C_{n}|^{2}$). At $t \approx 0$ these terms are perfectly correlated, however at longer times destructive and then constructive interference between these terms leads to the collapse and revival of Rabi oscillations (CRR). Generally CRR is more distinct when $\langle n \rangle$ increases. A very intriguing feature here is that for higher $J$, $\eta_{yy}$ (or $C(\rho)$ in figs. 2 and 3) show very distinct and persistent CRR even just for $\langle n \rangle = 1$. This is because as $J$ increases, the minimum floor of the collapse and the frequency $\varphi$ (associated with different photon excitations) also increases.

The dissipation term, Eq.14, can be classified into non-Markovian ($g_{e} > \gamma$), Markovian ($g_{e} < \gamma$) and an intermediate regime ($g_{e} \sim \gamma$). For Markovian noise, the trigonometric functions become hyperbolic functions leading to a monotonically decaying the Bloch vector. For $1/\gamma$ noise, the $g_{s}$ fall in

FIG. 3. (color online) Same as fig. 2 but for (a) $J_{xx}$ and (b) $J_{yy}$ qubit-qubit interactions with $\langle n \rangle = 1$ photon.
monotonically keep increasing with \( J \). There exists a phase where \( \tau_c \) begins to decrease with increasing \( J \) beyond a certain threshold. Though the initial \( d\tau_c/dJ \) slope is always greater for smaller \( \langle n \rangle \), the eventual threshold for the rollover \((i.e., d\tau_c/dJ = 0)\) increases with \( \langle n \rangle \). These resonator mediated pseudo amplification features can be explained from the more exact analytical form for \( \eta_{yy} \) (which is very ungainly). However this expression for \( \eta_{yy} \) has factors of the form:

\[
|C_n| \cos \left[ t \left( J^2 + \lambda_n^2 + g_2^2 \pm \sqrt{(J^2 - g_2^2)^2 + 2J^2\lambda_n^2} \right) \right].
\]

In one case, the argument tends to zero for large \( J \) leading to an unhelpful slowly decaying cosine function in the first quadrant. For a fixed \( \lambda_n \), a large \( J \) will lead to saturation. At saturation, increasing \( \langle n \rangle \) (hence \( \lambda_n \)) increases the effective frequency, which pushes back the \( d\tau_c/dJ = 0 \) threshold. Subsequently, revival of Rabi oscillations also help boost \( \tau_c \).

### IV. QUANTUM CIRCUITRY FOR FLUX QUBITS

The discussion so far was general and did not pertain to any particular type of SC qubit. A specific design example is given in this section for the simplest flux qubits or rf-SQUIDs with \( zz \) interactions. The qubits are capacitively coupled to a single resonator mode at the same time. Strong coupling of flux qubits to quantum oscillators has been experimentally demonstrated \([77–79]\). To exhibit quantum behavior the circuit’s physical dimensions must be much smaller than the driving wavelength, which is easily achieved in these micron circuits\([80]\). Also tunable \( zz \) interactions were experimentally realized for flux-qubits some years ago using inductive coupling\([81, 82]\). In general, various types of qubit-qubit interactions are possible for different qubit types\([76, 83, 84]\).

The Hamiltonian for the circuit in Fig.6 consists of the following qubits, interaction and resonator terms

\[
H = H_Q + H_Z + H_R. \tag{15}
\]

In Fig.6, the potential energy term from the inductors is \( \sum_{i,j} I_i L_{ij} I_j / 2 \) and the flux-linkage of loop-\( j \) is \( \Phi_j = \sum_{j} L_{ij} I_i \). From this and the potential energy of the JJ it follows that the Hamiltonian for the effective flux qubits with a
single SC loop and a single JJ is:

$$H_Q = \sum_{j=1,2} \hat{Q}_j^2 - E_{j}^{(2)} - \frac{\Phi_{j}^{(2)} \cos(\varphi_{j}) - (\Phi_{j}^{(2)} - \Phi_{j}^{(2)})^2}{2L_j^2}$$  \hspace{1cm} (16)

where $\varphi_{j} = 2\pi \Phi_{j}^{(2)} / \Phi_o$ is the phase difference across the JJ in loop-j, $\Phi_o = h/2e$ is the magnetic flux quantum, $\Phi_{j}^{(2)}$ and $\Phi_{j}^{(2)}$ are respectively the flux and the externally applied flux in the loop. Here $C_j = C_0 + C_{jj}$, $C_j$ is the junction capacitance and $L_j = L_j - L_j^2 / L_i$ is the effective self inductance. It should be ensured that $L_{ij} \neq \sqrt{L_i L_j}$. The Josephson energy is $E_j = E_0 \Phi_o / 2\pi$ where, $E_0$ is the critical current. $Q = -i\hbar \partial / \partial \Phi$ is the charge operator and $[\Phi, Q] = i\hbar$.

In the long wavelength limit, using the canonical relations, the single qubit Hamiltonian can be mapped on to a tight-binding model:

$$H_Q' = -\tau \{ c_{k}^\dagger c_{k+1} + c_{k} c_{k-1} \} + (2\tau - v_k) c_k$$  \hspace{1cm} (17)

where $c_k$ and $c_k^\dagger$ are the 2e creation and annihilation operators for phase site-k, $\tau = E_C / a^2$, $E_C = (2e^2 / 2C_j$ is the Jj’s charging energy, $a = \Delta \varphi$ is the lattice constant, $v_k = E_j \cos(\varphi_k) + E_L(\varphi_k - \varphi_v)^2$ and $E_L = \hbar^2 / 2(2e^2) L_j^2$.

For flux qubits $E_j \gg E_C$. Sample calculations, using 100 gridsites and the lowest eigenstates and eigenstates used to from the qubit basis is shown in fig.7. Here $\varphi_v = \pi + \epsilon$ (corresponding to the external flux: $\Phi_v = \Phi_o / 2$) which gives the double well potential shown in the figure. $\epsilon$ breaks the degeneracy between the ground states $E_{0l}$ and $E_{0r}$, $\Psi_{0l}$ and $\Psi_{0r}$ are the lowest states in each well, corresponding to opposite directions of circulating persistent currents and form the flux qubit basis as follows:

$$\langle \Psi_{0l}, \Psi_{0r} | H_Q' | \Psi_{0l}, \Psi_{0r} \rangle = \frac{\epsilon}{2} \sigma_z + \frac{\delta}{2} \sigma_x,$$  \hspace{1cm} (18)

where $\epsilon = 2I_p (\Phi_v - \Phi_o / 2)$, $I_p$ is the persistent current in the loop and $\delta$ is the tunneling splitting that lifts the degeneracy between the clockwise and counterclockwise current states.

The qubit-qubit interaction term from considering the cross-flux-linkage in the loops in Fig.6 is

$$H_I = \frac{L_{12}}{L_i^2} (\Phi_{1} - \Phi_{1e}) (\Phi_{2} - \Phi_{2e})$$  \hspace{1cm} (19)

where $L_{12} = L_{21}$ is the mutual inductance, $\Phi_{1} = \Phi_{1e} c_k^\dagger c_k \otimes I$ and $\Phi_{2} = I \otimes \Phi_{1e} c_k^\dagger c_k$. If the tunneling is negligible, $\delta \approx 0$, then up to a minor phase factor

$$\langle \Psi_{Q} \otimes \Psi_{Q} | H_I | \Psi_{Q} \otimes \Psi_{Q} \rangle = J_{zz} \sigma_z \sigma_z$$  \hspace{1cm} (20)

where $|\Psi_{Q} \rangle = |\Psi_{0l}, \Psi_{0r}\rangle$. In the presence of tunneling there are small $\sigma_z \sigma_z$ and $\sigma_z \sigma_z$ type cross terms.

Note that in the presence of flux noise from the TLS in $\Phi_v$ and without tunneling, the projected interaction will also result in $J_{zz} |g_j(1) s_j(1) \rangle \times |g'_j(2) s'_j(2) \rangle |\sigma_z \sigma_z \rangle$ noise terms in Eq.2, but these are very small.

Finally second quantizing the fundamental resonator mode, the resonator plus the qubit-resonator interaction term (coupled via $C_{0j}$) is

$$H_R = \omega \sigma_z a^\dagger a + \sum_j \mathcal{V}_j \hat{Q}_j (a - a^\dagger)$$  \hspace{1cm} (21)

where $\omega = (L_R C_R)^{-1 / 2}$ and $\mathcal{V}_j = i(C_{0j} / C_{0}) \sqrt{\omega / 2 C_{R}}$. Since $\hat{Q} = (c_k^\dagger c_{k+1} - c_k c_{k-1}) / \sqrt{2}$, by projecting onto the qubit subspace for the lowest wavefunctions in fig.7 it is seen that $\langle \Psi_{Q} | \hat{Q} | \Psi_{Q} \rangle \propto \sigma_y$. Therefore by making the RWA, $i\sigma_y (a - a^\dagger) \approx (\sigma_z a + a^\dagger \sigma_z)$, the Jaynes-Cummings type coupling of Eq.1 is obtained.

V. COMMENT ON LINDBLAD EQUATIONS

Lindblad master equations are one of the most commonly used methods for modeling dissipative open quantum systems. They dynamically map the density matrices in a completely positive and trace preserving way while assuming a memoryless quantum channel and have the general form:

$$\frac{d\rho}{dt} = -i[H, \rho] + \chi \rho \lambda^\dagger - \frac{1}{2} (\lambda^\dagger \lambda \rho + \rho \lambda \lambda^\dagger)$$  \hspace{1cm} (22)

Multiplying Eq.22 by the identity operator wherever necessary so that the identity [85]: $\lambda^\dagger \lambda \rho \lambda^\dagger \lambda$ can be used to factor out $\hat{\rho}$, the Lindblad equation can be exactly transformed into a superoperator equation:

$$\frac{d\hat{\rho}}{dt} = \mathcal{L} \hat{\rho}$$  \hspace{1cm} (23)

where $\hat{\rho}$ is a column vector representation of the density matrix, $\mathcal{L} \equiv \mathcal{L}'(H) + \mathcal{L}''(\chi)$ and

$$\mathcal{L}'(H) = -iH \otimes I + iI \otimes H$$  \hspace{1cm} (24)

$$\mathcal{L}''(\chi) = \chi \otimes \chi^\dagger - \frac{1}{2} (\chi^\dagger \chi \otimes I + I \otimes \chi \chi^\dagger)$$  \hspace{1cm} (25)
Hence \( \hat{\rho}(t) = \exp(\mathcal{L}t)\hat{\rho}(0) \).

Typically the qubit’s relaxation and dephasing mechanisms are phenomenologically taken into account by introducing \( T_1 \) and \( T_2 \) times as follows:

\[
\chi_q = \sum_j \frac{1}{\sqrt{T_{1j}}} \sigma_j^{(j)} + \sqrt{\frac{1}{2}} \left( \frac{1}{T_{2j}} - \frac{1}{2T_{1j}} \right) \sigma_j^{(j)}. \tag{26}
\]

While \( \mathcal{L}' \) and \( \mathcal{L}'' \) do not necessarily commute, for the most general qubit-qubit interaction Hamiltonian \( H_I = J_{\nu\nu}\sigma_{\nu}\sigma_{\nu} \), the corresponding superoperators commutes:

\[
[\mathcal{L}'(H_I) , \mathcal{L}''(\chi_q)] = 0. \tag{27}
\]

Hence the interaction term will have absolutely no effect on the dynamics and therefore the interaction-driven suppression of decoherence is not reproducible with the Lindblad formalism. This is because the Lindblad method assumes delta function correlations for the noise\[86]. Whereas an accurate treatment of 1/f noise requires \( e^{-2\gamma t} \) type correlations with a log-normal distribution of \( \gamma \). The quasi Hamiltonian method treats this noise correlation distribution exactly. Also, the Lindblad equations are derived by expanding the von-Neumann equation (VNE) to second order, whereas the quasi-Hamiltonian method solves the VNE and the stochastic master equation exactly.

The decay of the fundamental resonator mode is similarly modeled by considering \( \chi_r = \sqrt{\omega_r/Q_0a} \), where \( Q \) is the resonator’s quality factor. Within the Lindblad formalism the interaction term does not affect this decay for the reasons mentioned above. Overall a high quality factor resonator would be best for the suggested effects to be observable. Alternatively the detuning, \( \Delta \), could also be a useful parameter. Very high \( Q \)-factors have been reported for coplanar waveguide resonators hosting flux qubits\[7, 87\]. Newer, high-\( Q \) 3D resonator cavities, such as those used for transmons\[88\] and flux qubits\[89\], could also be very useful.

VI. SUMMARY

As long as the qubit-qubit interactions are orthogonal to the resonator-qubit coupling, the coherence times are shown to improve drastically for the entangled Bell states, where each physical qubit subjected to local low frequency noise. These improvements however tend to saturate and then decrease slowly with further increases in the interaction strength.

At this saturation point the resonator amplifies the normalized coherence enhancements when loaded with more photons. When compared to \( \langle n \rangle = 1 \), the resonator can always amplify the absolute enhancement. Coupling between the interactions and the resonator mode also induce unusual collapse and revival of the entanglement dynamics.

While the zz-interactions are optimal for boosting the coherence times, the proof-of-concept could also be established with yy interactions. Overall, the quasi-Hamiltonian treatment of the Tavis-Cummings model with the TLS is exact and is key in showing these results – which cannot be obtained with other methods that make the Markov approximation.
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VIII. APPENDIX

For pure dephasing noise in the weak noise limit \( \langle [H^{\text{sys}}, H_q^{(\text{loc})}] \rangle = 0 \), the initial singlet-triplet Bell state qubit, the non-zero Bloch vector components are:

\[
\eta_{xx}(t) \approx \prod_j \sum_n |C_n|^2 J_n \frac{1 - \cos(\varphi t)}{\varphi^2} \zeta_j(t) \tag{28}
\]

\[
\eta_{xz}(t) \approx \prod_j \sum_n |C_n|^2 J_n \frac{\lambda_n \sin(\varphi t)}{\varphi} \zeta_j(t) \tag{29}
\]

\[
\eta_{yz}(t) \approx \prod_j \sum_n |C_n|^2 J_n \frac{\lambda_n \sin(\varphi t)}{\varphi} e^{-\gamma_j t} \tag{30}
\]

\[
\eta_{zz}(t) \approx \prod_j \sum_n |C_n|^2 J_n \frac{\lambda_n \sin(\varphi t)}{\varphi} e^{-\gamma_j t} \tag{31}
\]

where once again: \( \eta_{xx} = \eta_{zz}, \eta_{yz} = \eta_{zy}, J = J_{zz}, \zeta_j(t) = [\cos(\Omega_j t) + (\gamma_j/\Omega_j) \sin(\Omega_j t)] e^{-\gamma_j t}, \varphi = \sqrt{J^2 + \lambda_n^2} \) and \( \Omega_j = \sqrt{g_n^2 - \gamma_j^2} \).
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