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Abstract

In the area of extremal graph theory, there exists a problem that investigates the maximum induced density of a \( k \)-vertex graph \( H \) in any \( n \)-vertex graph \( G \). This is known as the problem of inducibility that was first introduced by Pippenger and Golumbic in 1975. In this paper, we give a new upper bound for the inducibility for a family of Double Loop Graphs of order \( k \). The upper bound obtained for order \( k = 5 \) is within a factor of 0.964506 of the exact inducibility, and the upper bound obtained for \( k = 6 \) is within a factor of 3 of the best known lower bound.

1 Introduction

A problem in extremal graph theory investigates the maximum induced density of a \( k \)-vertex graph \( H \) in any \( n \)-vertex graph \( G \). The asymptotic behaviour of the limit of this maximum induced density of \( H \) in different classes of graphs have been studied. This relates to the problem of inducibility that was first introduced by Pippenger and Golumbic [56] in 1975, which was defined as follows:

Given a graph \( H \) of order \( k \), we count the maximum number of \( k \)-vertex subsets in a graph \( G \) of order \( n \geq k \), that induce a copy of \( H \). Let \( P(H, G) \) denote the number of induced copies \( H \) (up to isomorphism) in \( G \), where \( G \) and \( H \) are simple graphs. This number lies between 0 and \( \binom{n}{k} \). Since we are only interested in the limit as \( n \to \infty \), we normalise \( P(H, G) \) by defining the inducibility of \( H 

\[ I(H, G) = \frac{P(H, G)}{\binom{n}{k}}. \]  

(1)

Let \( P(H, n) \) denote the maximum number of induced copies of \( H \) taken over all graphs of order \( n \). Again, we normalise this by setting

\[ I(H, n) = \frac{P(H, n)}{\binom{n}{k}}. \]  

(2)

Note that

\[ 0 \leq I(H, G), I(H, n) \leq 1. \]  

(3)

Pippenger and Golumbic showed that for any graph \( H \), the sequence \( I(H, n) \) is non-increasing and bounded below by 0 and approaches a limit as \( n \to \infty \). Thus, the inducibility of \( H \) is defined as

\[ I(H) = \lim_{n \to \infty} I(H, n). \]  

(4)

The exact inducibility \( I(H) \) of only a handful of graphs and graph classes is currently known. This includes some graphs of small order [3, 23, 36] and complete multipartite graphs [8, 11]. Pippenger and Golumbic gave an initial lower bound on the inducibility for all \( k \)-vertex graphs,

\[ I(H) \geq \frac{k!}{k^k - k} \geq \frac{(2\pi k)^{\frac{1}{2}}}{e^k}. \]  

(5)

This lower bound was obtained using a balanced iterated blow-up of graph \( H \), a graph obtained by an iterative process of replacing each vertex of \( G \) with copies of \( H \). This lower bound that was obtained using this method of construction was later proven to be tight for any chosen graph \( H \) by Fox et al. [26]. The authors showed, for a random graph \( H \), that the maximum number of induced copies of \( H \) in \( G \) is best obtained by the balanced iterated blow-ups of \( H \).
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Trivially, we note that the complete graph $K_n$ and its complement $\overline{K_n}$ have inducibility 1. The inducibility $\mathcal{I}(H) = \mathcal{I}(\overline{H})$, thus, one need only consider one graph from each complementary pair to obtain the inducibility. The exact inducibilities of graphs on less than 4 vertices are known, except for the self-complementary path on 4 vertices ($P_4$). Table 1 gives some results and constructions from Exoo [24], giving the known exact inducibility of graphs of small order and their respective extremal constructions.

Pippenger and Golumbic provided results on some families of graphs in [56]. For cycles $C_k$, the authors conjectured the following lower bound and showed that this lower bound is tight for this family of graphs.

**Conjecture 1** (Pippenger and Golumbic [56]). For $k \geq 5$, $\mathcal{I}(C_k) = \frac{k!}{k^k - k}$.

The condition where $k \geq 5$ is necessary, as $C_3 = K_3$ and $C_4 = K_{2,2}$ and the inducibility of $K_n$ and $K_{n,n}$ are precisely known. However, Conjecture 1 still remains unsolved [33]. Further, the authors also showed that

$$ \mathcal{I}(C_k) \leq \frac{2n}{k} \cdot \frac{(n - 1)}{k - 1}^{k-1} \tag{6} $$

such that

$$ \mathcal{I}(C_k) \leq 2e \cdot \frac{k!}{k^k} \tag{7} $$

Equation (7) decreases the gap between the upper bound and lower bound of $\mathcal{I}(C_k)$ with a multiplicative factor of $2e$. This upper bound was later improved by Hefetz and Tyomkyn (Theorem 4.0.2) in [33] for all cycles of size $k \geq 6$. The bound by Hefetz and Tyomkyn improved the gap to a factor of $\frac{128}{81}e$. Note that the exact inducibility for cycles of size $k = 5$ was solved by Balogh et al. [3], by using a nested blow-up of $C_5$, to obtain $\mathcal{I}(C_5) = \frac{1}{26}$.

**Theorem 1** (Král et al. [44]). Let $G$ be a graph of size $n$ and $C_k$ be a cycle of length $k \geq 6$. Then $\mathcal{I}(C_k, n) \leq \frac{2n^k}{k^k}$.

Theorem 1 improves the upper bound for $\mathcal{I}(C_k)$ further closing the gap between the upper and lower bounds by a multiplicative factor of 2 as follows

$$ \frac{k!}{k^k - k} \leq \mathcal{I}(C_k) \leq (2 + o(1)) \cdot \frac{k!}{k^k} \tag{8} $$

Pippenger and Golumbic also computed the inducibility of $K_{\rho,\rho}$ and $K_{\rho,\rho+1}$. Note that for simplicity, we rewrite their original theorem (Theorem 10 from [56]) as

**Theorem 2** (Pippenger and Golumbic [56]). For all $n \geq 2\rho \geq 3$: The maximum number of induced subgraphs isomorphic to the complete bipartite graph $K_{\rho,\rho}$ in any graph of order $n$ is

$$ \mathcal{P}(K_{\rho,\rho}, n) = \binom{\lceil \frac{n}{\rho} \rceil}{\rho} \binom{\lfloor \frac{n}{\rho} \rfloor}{\rho}, $$

and the inducibility is given by

$$ \mathcal{P}(K_{\rho,\rho}) = \frac{(2\rho)^{\rho}}{2^{2\rho}}. $$

Similarly, for the complete bipartite graph $K_{\rho,\rho+1}$, where $n \geq 2\rho + 1$, they have

$$ \mathcal{P}(K_{\rho,\rho+1}, n) = \binom{\lceil \frac{n}{\rho} \rceil}{\rho} \binom{\lfloor \frac{n}{\rho} \rfloor}{\rho + 1} + \binom{\lfloor \frac{n}{\rho} \rfloor}{\rho} \binom{\lceil \frac{n}{\rho} \rceil}{\rho}, $$

and

$$ \mathcal{P}(K_{\rho,\rho+1}) = \frac{(2\rho+1)^{\rho}}{2^{2\rho}}. $$

Pippenger and Golumbic [56] also provided a bound for some operations on graphs. Take a graph $G$ of order $k$ and $G'$ of order $k'$. Then the conjunction $G \wedge G'$ is a single graph that consists of the disjoint graphs $G$ and $G'$. The disjunction $G \vee G'$ is a connected graph that contains the disjoint graphs $G$ and $G'$ but with all possible edges added between $G$ and $G'$. The authors gave the following bound:
Theorem 3 (Theorem 6 Pippenger and Golumbic [56]). Let $G$ be a graph of order $k$ and $G'$ a graph of order $k'$,
\[
\frac{\mathcal{I}(G \wedge G')}{\mathcal{I}(G \vee G')} \geq \frac{(k+k')k'k}{k!k'!(k+k')^{k+k'}} \mathcal{I}(G) \mathcal{I}(G')
\]  

Some recent work [32] gives sharp asymptotic results for larger graphs for $k \geq 5$. Razborov’s theory of flag algebra [59] has been a useful tool for proving results of inducibility of larger graphs. The case of $\mathcal{I}(P_4)$ remains an open problem, however. Currently, the best known upper bound [59] and lower bound [23] of $\mathcal{I}(P_4)$ have been found using flag algebra and the flagmatic software by Vaughan [72].

| $H$ | $\bar{H}$ | $\mathcal{I}(H)$ | Extremal Construction |
|-----|-----------|-----------------|----------------------|
| $K_3 = C_3$ | $K_3/A_3$ | 1 | A Complete Graph |
| $P_3 = K_{1,2}$ | $P_3$ | $\frac{3}{4}$ | A Complete Bipartite Graph |
| $K_4$ | $K_4/A_4$ | 1 | A Complete Graph |
| $S_4$ | $S_4$ | $\frac{3}{4}$ | A Complete Bipartite Graph |
| $C_4 = K_{2,2}$ | $C_4$ | $\frac{3}{8}$ | A Complete Bipartite Graph |
| $K_{\text{paw}}$ | $K_{\text{paw}}$ | $\frac{3}{8}$ | Two Disjoint Complete Bipartite Graphs |
| $K_{1,1,2}$ | $K_{1,1,2}$ | $\frac{72}{125}$ | A Complete 5-equipartite Graph |
| $P_4$ | $P_4$ | ? | Undetermined |

Table 1: The known inducibility of graphs of order 3 and 4 [23].

1.1 Some Bounds and Construction Methods

The inducibility of some family of graphs have been determined, i.e., complete graph $K_k$ [56], complete bipartite graph $K_{\rho,\rho}$, $K_{\rho,\rho+1}$ [56] and complete multipartite graphs $K_{k,...,k}$ [11]. Inducibility of various graph classes have also been studied, such as $d$-ary trees [19], rooted trees [20], directed paths [15], oriented stars [38], net graphs [5] and random Cayley graphs [26]. The precise inducibility of paths of order $k \geq 4$ or cycles of order $k \geq 6$ are still unknown [25].

In the case of $P_4$, Exoo’s construction [24] gave an initial lower bound of $\frac{960}{2777} \approx 0.1968$ and an upper bound of $\frac{3}{4}$. The bounds were attained by the blow-up of the Paley Graph. The upper bound was first improved to $\approx 0.2064$ by Hirst [36] using semi-definite programming methods. Vaughan [72] found the currently best known upper bound of $\approx 0.204513$ using Flag algebra method [59]. Even-Zohar and Linial [23] improved the lower bound to $\frac{173}{832} \approx 0.2014$ using a combination of the Erdős conjecture [22] and Thomason’s construction [66]. Table 2 summarises the results.

The exact inducibility of only some 5-vertex graphs has been determined. The exact inducibility results for some of the 5-vertex graphs were found using nested blow-ups [23]. The authors also adapted the Erdős-Rényi random graph as the extremal construction for some of the 5-vertex graphs. For further readings on the inducibility of 5-vertex graphs and the extremal construction, the reader is referred to [23].

It is interesting to note that random graphs and probabilistic methods have been one of the chosen tools in solving the inducibility problem for some classes of graphs [23, 26, 74]. Currently, the best known validation tool for extremal combinatorics is the flagmatic [72] software based on
Flag algebra calculus. However, the exact inducibility and extremal construction of some graph classes are not yet determined, including $P_4$ and some of the graphs on 5-vertices.

1.2 Motivation

In this paper, we will investigate the inducibility of a family of circulant graphs. These are special cases of Cayley graphs.

**Definition 1.** Let $G$ be a finite group and $S$ be a subgroup of $G$ that contains non-identity elements. The Cayley graph $X = C(G,S)$ is an undirected graph with vertex set $V(X) = G$ and edge set $E(X) = \{g, gh : g \in G, h \in S\}$, such that $S$ is symmetric and generates $G$.

Cayley graphs contain symmetrical properties and are widely studied in many disciplines. In areas of computer science, Cayley graphs have been used in quantum error correction and error-correcting codes in quantum systems [16, 67, 71, 75]. Further, this family of graphs has also been studied in relation to Boolean functions [4, 57, 60]. In network topology, Cayley graphs are tools for studying the impact on the reliability of a network, fault tolerance and effective routing (communication) within networks, where vertices represent processing elements and edges represent the communication lines in the network [14, 31, 35, 37, 40, 49, 63, 65, 69, 70, 73, 76].

In biology, Cayley graphs are used in the areas of genomics, particularly in the effects of genome arrangements based on permutation of groups and graph convexity, since permutations are used to represent gene sequences in genomes and chromosomes [17, 18, 21, 27, 46, 50]. In the areas of chemistry, Cayley graphs have been used for tracking atoms as a result of a sequence of chemical reactions, in order to anticipate the occurrence of the product molecules [34, 53]. Chemical graphs represented by Cayley graphs are also used to study the *Wiener Index* [43].

Cayley graphs were originally first used in explaining the concept of abstract groups, and have been of particular interests amongst group theorists. One of the problems in this area utilises group theory to study the spectra of this family of graphs [2, 12, 58]. Another problem in this area investigates the relationship between finite groups on surfaces and Cayley graphs [9, 10, 68].

Circulant graphs are a special subset of Cayley graphs. They are Cayley graphs for the cyclic group $\mathbb{Z}_n$ [28]. A 3-jump circulant graph on 12 vertices is an undirected Cayley graph. Like Cayley graphs, circulant graphs also have symmetrical properties that enable rerouting of networks, network security and even used in peer-to-peer networking [42, 45, 47]. This family of graphs has a nice cyclic property that contains extra connections (graph edges).

In networks, these circulant graphs are used in terminal rerouting, communication or broadcasting problems [13, 61, 54, 55, 62]. For example, if there is a redundancy in a traffic network, the (extra) edges can prevent unnecessary long routes for information to travel between terminals.
Further, the family of circulant graphs are also studied in the shortest path problems [61, 48]. The topology and metrics of circulant graphs are also of interest [1, 39, 51, 52, 64].

In most cases, circulant graphs have specified jump lengths. These jump lengths can be constant or non-constant. One of the simplest families of circulant graphs are cycles. A cycle of order \(n\) is a 1-jump circulant graph where \(DLG(a, b) = DLG(-1, 1)\). Although, cycles are one of the highly studied families of graphs in the areas of inducibility, the exact inducibility of cycles of order \(k \geq 6\) still remains unknown. In this paper, we are interested in 2-jump circulant graphs, or Double loop graphs.

**Definition 2 (Double loop graph [6]).** Let \(a, b, n\) be integers with \(0 < a \neq b < \frac{n}{2}\); the vertices of the double loop graph \(DLG(a, b)\) are the integers modulo \(n\), each vertex \(i\) being joined to the four vertices \(i \pm a \pmod{n}\), \(i \pm b \pmod{n}\).

![Figure 1: A double loop graph \(DLG(1, 2)\) on 6 vertices.](image)

Double loop graphs are circulant graphs and so are of interest in the areas discussed above. Work has been done of finding a minimum 2-terminal routing using such graphs [61]. Other topics include cycle decomposition [7], the shortest path problems [29], the dispersability of circulant graphs [41] and optimal routing [30]. In this paper, we give bounds on the inducibility of 2-jump circulant graphs, \(DLG(1, 2)\).

## 2 Notations and Definitions

In this section, we present some basic definitions and notations that are used in this paper. All graphs in this paper are simple.

A graph \(G\) is a pair \((V, E)\), such that \(V\) is the (finite) set of vertices and \(E\) is a subset of all unordered pair of vertices. The order of a graph is the number of vertices, whereas the size of a graph is the number of edges. Let \(u, v \in V(G)\), we say that \(u\) is adjacent to \(v\) if there exists an edge \((u, v) \in E(G)\). We say that the edge \((u, v)\) is incident to vertices \(u\) and \(v\).

**Definition 3.** Let \(G\) and \(H\) be graphs. If there exists an edge-preserving bijective function \(\phi : E(G) \to E(H)\), such that:

\[
\forall (u, v) \in V(G) \times V(G), (u, v) \in E(G) \iff (\phi(u), \phi(v)) \in E(H),
\]

then \(G\) and \(H\) are isomorphic, denoted \(G \cong H\).

**Definition 4.** Let \(G\) and \(G_1\) be graphs of order \(n\) and \(k\) respectively, where \(n \geq k\). We say that \(G_1\) is a subgraph of \(G\) if \(V(G_1) \subseteq V(G)\) and \(E(G_1) \subseteq E(G)\). The graph \(G_1\) is an induced subgraph of \(G\) if all the edges between the pairs of vertices in \(V(G_1)\) from \(E\) are in \(E(G_1)\).

## 3 Proof for Double Loop Graph (2-jump Circulant Graph)

In this section, we will give an upper bound on the inducibility of a family of double loop graphs. The family of double loop graphs contains symmetrical properties similar to cycles \(C_n\), which makes it a natural choice of graphs. We first provide some necessary definitions that will be used in the proof.

**Definition 5 (Chain graph \(L_k\)).** We recursively define a chain graph \(L_k\) as follows. The graph \(L_0\) is the triangle with vertices \(v_0, v_1\) and \(v_2\). A chain graph \(L_k\) is a chain of triangles formed by connecting \(L_{k-1}\) to a new vertex \(v_{k+2}\) to the edge \(\{v_k, v_{k+1}\}\), for \(k > 0\).
Lemma 1. The probability distribution $P$ of the probability distribution

Proof. The ordered sequence of vertices (ordered tuple), $(v_0, v_1, \ldots, v_{l-1})$ is a good tuple if it induces the complete graph $K_l$. For any $l > 3$, the ordered tuple $(v_0, v_1, \ldots, v_{l-1})$ is a good tuple if it induces the chain graph $L_{l-3}$ and the ordered tuple $(v_0, v_1, \ldots, v_{l-2})$ is a good tuple.

Definition 7 (Loopy $k$-tuple). A loopy $k$-tuple is an ordered sequence of vertices $(v_0, v_1, \ldots, v_{k-1})$ which induces a copy of the double loop graph of order $k$, and for $l < k - 1$, every ordered tuple $(v_0, v_1, \ldots, v_i)$ is a good tuple.

Definition 8 (Good prefix). An ordered tuple $(v_0, v_1, \ldots, v_{l-1})$ of length $l \leq k$ is a good prefix, if it is a good tuple of length $l < k$, or a loopy $k$-tuple.

We state the following theorem.

Theorem 4. Every graph on $n$ vertices contain at most $\frac{27n^k}{k^k}$ induced copies of the double loop graph $DLG(1, 2)$ for $k \geq 5$.

Proof. Suppose we have a graph $G$ of $n$, and an integer $k \geq 5$. We will count the number of loopy $k$-tuples in the graph $G$. We define the probability distribution $P(D)$ based on conditional probability for each loopy $k$-tuple $D = (v_0, v_1, \ldots, v_{k-1})$ as

$$P(D) = \prod_{i=0}^{k-1} P(v_i | v_{i-1}).$$

(10)

Let $n_i$ denote the number of choices for $v_i$ given $(v_0, \ldots, v_{i-1})$ is a good prefix. We denote the probability $P_i(v_i | (v_0, \ldots, v_{i-1})) = \frac{1}{n_i}$. When $i = 0$, we can choose any vertex and so

$$P_0(v_0) = \frac{1}{n_0} = \frac{1}{n}.$$

For $1 \leq i \leq k$, the choice for $v_i$ must ensure that $(v_0, \ldots, v_{i-1})$ is a good prefix and the probability for each $P_i(v_i)$ is dependent on the choices of the vertices $v_0, \ldots, v_{i-1}$. When $i = 1, 2$, we have

$$P_1(v_1) = \frac{1}{n_1} = \frac{1}{\deg(v_0)},$$

$$P_2(v_2) = \frac{1}{n_2} = \frac{1}{|N(v_0)| \cap |N(v_1)|}.$$

where $N(v)$ denotes the neighbours of $v$.

The vertex $v_{k-1}$ can be chosen if and only if the vertex $v_{k-1}$ is adjacent to vertices $v_{k-2}, v_{k-3}, v_0$ and $v_1$, but not adjacent to any other vertex belonging to the ordered tuple.

Recall that a good prefix is an ordered tuple of length $l \leq k$. If a maximal good prefix has length $k$, then it gives a loopy $k$-tuple. If a good tuple of length $l < k$ can not be further extended to a loopy $k$-tuple, then the good tuple is a maximal good prefix. We state the following lemma for the probability distribution $P(D)$.

Lemma 1. The probability distribution $P(D)$ of all loopy $k$-tuples $D$ has a sum of at most 1.
Consider the vertices that induce a $DLG(1,2)$ such that the loopy $k$-tuple $D_j$ is of the sequence $(v_jv_{j+1}v_j+2\ldots v_{j+k-1})$ for $j = 0, 1, \ldots, k-1$, indices mod $k$. We want to show that

$$\frac{k^k}{54n^k} \leq P(D_0) + \ldots + P(D_{k-1}). \tag{11}$$

Each $D_j$ corresponds to 2 loopy $k$-tuples namely $v_jv_{j+1}v_{j+2}\ldots v_{j+k-1}$ and $v_{j+k-1}v_jv_{j+2}\ldots v_{j+k-3}$. Thus, we have a total of 2$k$ loopy $k$-tuples for each induced $DLG(1,2)$. Thus, (11) would imply that the sum of these 2$k$ loopy $k$-tuples is at least $\frac{k^k}{27n^k}$. It follows from Lemma 1 that there are at most $\frac{27n^k}{k^k}$ induced $DLG(1,2)$. To prove (11), consider the AM-GM inequality, such that

$$\frac{P(D_0) + P(D_1) + P(D_2) + \ldots + P(D_{k-1})}{k} \geq \left(\prod_{j=0}^{k-1} P(D_j)\right)^{\frac{1}{k}}. \tag{12}$$

Let $n_{i,j}$ be the number of choices for $v_i$ in $D_j$. Note, $n_{0,j} = n$ for all $j$. Recall that for $i = 2, \ldots, k-2$, a vertex $v_i$ is chosen from the neighbours of vertex $v_{i-1}$ given that $v_0v_1v_2\ldots v_{i-1}$ is a good prefix. The last vertex $v_{k-1}$ is chosen if it is only adjacent to $v_{k-2}, v_1, v_2$ and $v_0$, but not adjacent to any other vertex that belongs in the good tuple. We take the right-hand side of the inequality (12) to get the following,

$$\left(\prod_{j=0}^{k-1} \frac{1}{P(D_j)}\right)^{\frac{1}{k(k-1)}} = \prod_{j=0}^{k-1} \left(\frac{n_{0,j}n_{1,j}n_{2,j}\ldots n_{k-2,j}}{3} \cdot \frac{n_{k-1,j}}{3}\right)^{\frac{1}{k(k-1)}} \tag{13}$$

Let $v'$ be a potential candidate for $v_i$ and consider the contributions of $v'$ to each of the $n_{i,j}$ term for each $j = 0, 1, \ldots, k-1$. Due to the symmetrical properties of $DLG(1,2)$, we need only consider the case for $j = 0$.

We know that $n_{0,j} = n$ for all $j$ by definition. Similarly, we know that each tuple $D_j$ contributes to 2 loopy $k$-tuples. Now let $l > i$ be the smallest integer in $[0, k)$ such that $v'$ is adjacent to $v_i$ and $v_l$, and $\{v_i, v_l\}$ gives an edge that belongs to the ordered tuple $(v_0, v_1, \ldots, v_{k-1})$.

If $i = 0$ and $l = 1$, then $v'$ contributes to each $n_{1,0}, n_{2,0}$ and $n_{k-1,0}$, giving the terms $\frac{n_{1,0}}{3}, \frac{n_{2,0}}{3}$ and $\frac{n_{k-1,0}}{3}$ from equation (13). Thus,

$$\left(\prod_{j=0}^{k-1} \frac{1}{P(D_j)}\right)^{\frac{1}{k(k-1)}} = \left(\frac{2 \cdot n \cdot (3^3)}{3} \right)^{\frac{1}{k(k-1)}} \prod_{j=0}^{k-1} \left(\frac{n_{1,j}n_{2,j}\ldots n_{k-2,j}}{3} \cdot \frac{n_{k-1,0}}{3}\right) \tag{14}$$

$$= (54n)^{\frac{1}{k(k-1)}} \left(\prod_{j=0}^{k-1} \frac{n_{1,j}n_{2,j}\ldots n_{k-2,j}}{3} \cdot \frac{n_{k-1,0}}{3}\right) \tag{15}$$

$$= (54n)^{\frac{1}{k(k-1)}} \left(\prod_{j=0}^{k-1} \frac{n_{1,j}n_{2,j}\ldots n_{k-2,j}}{3} \cdot \frac{n_{k-1,0}}{3}\right) \tag{16}$$

From equation (12),

$$\left(\prod_{j=0}^{k-1} \frac{1}{P(D_j)}\right)^{\frac{1}{k(k-1)}} \leq \frac{(54n)^{\frac{1}{k(k-1)}}}{k} \left(\sum_{j=0}^{k-1} \left(\frac{n_{1,j}}{3} + \frac{n_{2,j}}{3} + \frac{n_{3,j}}{3} + \ldots + \frac{n_{k-2,j}}{3} + \frac{n_{k-1,0}}{3}\right)\right) \tag{17}$$

For all $i > 0$, if $l = i + 1$, $v'_i$ contributes to $n_{i+2,0}$. However, if $l > i + 1$, then $v'$ does not contribute to the sum for any $j$. Considering all possible cases, $v'$ contributes at most 1 for every $j$. Thus, $v'$ adds at most $k$ to the total sum in (17). As there are $n$ vertices in the graph $G$, each vertex $v' \in V(G)$ contributes at most 1 to the sum in (17), making the whole sum at most $n \cdot k$. We derive the upper bound (Equation 17) from Equation 16 using the AM-GM inequality, and it follows that

$$\left(\prod_{j=0}^{k-1} \frac{1}{P(D_j)}\right)^{\frac{1}{k(k-1)}} \leq \frac{(54n)^{\frac{1}{k(k-1)}}}{k(k-1)} \cdot n \cdot k = \frac{(54n)^{\frac{1}{k(k-1)}} \cdot n \cdot k}{k(k-1)} \tag{18}$$
Which then gives
\[
\left( \prod_{j=0}^{k-1} \frac{1}{P(D_j)} \right)^{\frac{1}{k}} \leq \frac{54n^k}{(k-1)^{k-1}}.
\] (19)

Thus,
\[
\left( \prod_{j=0}^{k-1} P(D_j) \right)^{\frac{1}{k}} \geq \frac{(k-1)^{k-1}}{54n^k}.
\] (20)

### 3.1 Further Results for \( k \)

In this section, we introduce constructions for the \( DLG(1, 2) \) graph to obtain a lower bound for some \( k \). First, notice that when \( k = 5 \), the \( DLG(1, 2) \) is the complete graph \( K_5 \) of order 5. Using the upper bound obtained in equation (7), we obtain the following lemma:

**Lemma 2.** The inducibility of \( DLG(1, 2) \) is given by \( I(DLG(1, 2)) \leq \frac{27k!}{5^k} \).

By Lemma 2, we obtain \( I(DLG(1, 2)) \leq \frac{27k!}{5^k} \approx 1.0368 \) for \( k = 5 \). This gives a close result to the known result for inducibility of complete graphs \( I(K_5) = 1 \).

For the case where \( k = 6 \), we give a construction that gives a lower bound to the inducibility \( I(DLG(1, 2)) \geq \frac{4^k}{k^k} \). This result brings the gap between the upper bound and the lower bound to a factor of 3. Our construction uses a partitioning method for \( DLG(1, 2) \) for \( k = 6 \) and is as follows: Consider a subgraph \( C_4 \) of a \( DLG(1, 2) \).

We take 3 partitions \( P_1, P_2, P_3 \) such that each partition contains \( n \) vertices. The partitions \( P_1 \) and \( P_2 \) give a complete bipartite graph \( K_{n,n} \) and \( P_3 \) is the set of isolated vertices which are connected to all vertices in \( P_1 \) and \( P_2 \). From each partition, we pick two vertices. The graph induced by these six vertices is \( DLG(1, 2) \). Thus,
\[
\mathcal{P}(DLG(1, 2), n) = \binom{n}{2} \cdot \binom{n}{2} \cdot \binom{n}{2} = \frac{n^3(n - 1)^3}{8}. \quad (21)
\]

Now, from Equation (21), we have:
\[
\frac{n^3(n - 1)^3}{8} = \frac{n^3(n - 1)^3}{8} \cdot \frac{6!}{3n(3n - 1)(3n - 2)(3n - 3)(3n - 4)(3n - 5)}.
\]

Taking the limit as \( N \) approaches \( \infty \), we obtain the lower bound on the inducibility of \( DLG(1, 2) \)
\[
I(DLG(1, 2)) \approx \frac{6! \cdot n^6}{3^6n^6} = \frac{10}{81}. \quad (22)
\]

Recall that a graph \( G \) and its complement share the same inducibility, that is \( I(G) = I(\overline{G}) \). The complement of the \( DLG(1, 2) \) on \( k = 6 \) gives 3 disjoint \( K_5 \). To compare our results with the bound using Theorem 3, we construct \( G \) and \( G' \) as follows. Take two of the disjoint \( K_5 \) as \( G \) and the other \( K_2 \) as a graph \( G' \). We know that \( \overline{G} = C_4 \) and \( \overline{G'} = N_2 \). Take \( k = 4 \) and \( k' = 2 \), computing inducibility using the bound from Theorem 3 we have:
\[
I(G \cap G') \geq \frac{6! \cdot 4^4 \cdot 2^2}{4! \cdot 2! \cdot 6^6} \cdot \frac{3}{8} \cdot 1 = \frac{10}{81},
\]
which gives the same result as (22).

Now for the case \( k = 7 \) for \( DLG(1, 2) \), we consider the complement \( \overline{DLG(1, 2)} \) which is precisely the cycle \( C_7 \). The known conjecture for cycles was given by Pippenger and Golumbic [56], where \( I(C_k) \geq \frac{k!}{k^k - k} \) for \( k \geq 5 \). Further, Král et al. [44] proved an upper bound for \( k \geq 6 \) where \( I(C_k) \leq (2 + o(1)) \cdot \frac{k^k}{k!} \). The current best construction known for \( C_k \) is the nested blow-up of a \( C_k \). Thus, for the \( DLG(1, 2) \) for \( k = 7 \), the inducibility is calculated as:
\[
I(C_7) = I(DLG(1, 2)) \geq \frac{5}{817}.
\]

Using the upper bound from our construction we obtain \( I(DLG(1, 2)) \leq 0.165237 \), which gives a factor of 27 to our upper bound.
4 Conclusion

In this paper, we presented a proof for the upper bound on the inducibility of the family of double loop graphs $DLG(1,2)$ in a given graph $G$. For the case when $k = 5$, we showed that our upper bound is indeed close to the known inducibility of $K_5$, where $I(K_5) = 1$. We further showed the lower bound for the counts of $DLG(1,2)$ for $k = 6$. We presented a construction for the $DLG(1,2)$. When compared to the bound given by Pippenger and Golumbic [56] for disjoint graphs, we showed that our construction is in fact the best possible construction that maximises the number of $DLG(1,2)$ in any given graph $G$.

Future work include finding the lower bound for this class of graphs for $k \geq 8$. We may also consider finding the bounds on the inducibility for the family of graphs that have some symmetrical properties.
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