A Timeframe for SARS-CoV-2 Genomes: A Proof of Concept for Postmortem Interval Estimations
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Abstract: Establishing the timeframe when a particular virus was circulating in a population could be useful in several areas of biomedical research, including microbiology and legal medicine. Using simulations, we demonstrate that the circulation timeframe of an unknown SARS-CoV-2 genome in a population (hereafter, estimated time of a queried genome [QG]; tE-QG) can be easily predicted using a phylogenetic model based on a robust reference genome database of the virus, and information on their sampling dates. We evaluate several phylogeny-based approaches, including modeling evolutionary (substitution) rates of the SARS-CoV-2 genome (~10−3 substitutions/nucleotide/year) and the mutational (substitutions) differences separating the QGs from the reference genomes (RGs) in the database. Owing to the mutational characteristics of the virus, the present Viral Molecular Clock Dating (VMCD) method covers timeframes going backwards from about a month in the past. The method has very low errors associated to the tE-QG estimates and narrow intervals of tE-QG, both ranging from a few days to a few weeks regardless of the mathematical model used. The SARS-CoV-2 model represents a proof of concept that can be extrapolated to any other microorganism, provided that a robust genome sequence database is available. Besides obvious applications in epidemiology and microbiology investigations, there are several contexts in forensic casework where estimating tE-QG could be useful, including estimation of the postmortem intervals (PMI) and the dating of samples stored in hospital settings.
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1. Introduction

The Postmortem Interval (PMI) is defined as the time elapsed after death. Estimating the PMI is one of the most challenging issues in forensic sciences and has a profound impact in legal medicine. Among the traditional methods used to determine the PMI are those based on the examination of the body (post-mortem changes, e.g., cooling after death, rigor mortis, decomposition changes occurring after death), analytical techniques (e.g., vitreous...
humor changes), or forensic entomology (e.g., analyzing the life cycle of insects colonizing the body). New molecular biology procedures based on the time-dependent degradation of biological markers have been developed in the last few years, with a special focus on the analysis of RNA [1,2]. In the last decade, dozens of contributions have appeared on the analysis of endogenous reference genes in different biological samples, aimed at analyzing degradation of post-mortem RNA and considering external parameters such as time, cause of death, environmental conditions, etc. (reviewed in [2]). In this line, hope for better procedures has risen from the analysis of microRNAs as housekeeping genes, due to their postmortem stability and resistance to degradation [3]. Other recent developments in genomic sciences have opened new avenues for the determination of the PMI, including exploring the microbiome of dead bodies [4,5]. Also, the analysis of the thanatomicrobiome (i.e., the microbial community associated with the host after death) has emerged as a new tool for the estimation of the PMI, by exploring the microbial succession associated with skin, bone, and soil, taking place in and around corpses during decomposition [6]. All these methods are generally used to estimate PMI in early stages of decomposition and are very sensitive to environmental conditions at the death scene, and therefore undesirably inaccurate. Qualitative anthropological methods are the only solution for PMI periods longer than a month since death, but there are no approved standards. Most studies of longer PMIs are based on the observation of the sequence of stages of decay and are strongly dependent on environmental conditions [7].

Here, we propose that dating the genome of a microorganism obtained from a corpse or a body tissue stored in a hospital may serve the purpose of pointing to a moment in the past (ranging from about a month in the past to years before death, or when a biological sample of interest was stored in, e.g., a hospital) with narrow error estimates (of only a few days/weeks). This approach might open new perspectives in the field of legal medicine, assisting in the resolution of questions related to PMI or time of sample collection from a tissue infected by a pathogen, and covering a period of the PMI for which no accepted quantitative methods are available. The method developed in the present study is based on phylogenetics and takes advantage of the molecular clock represented by the viral RNA. There are multiple methods to date a node in a phylogenetic tree, but usually these methods are computationally very demanding (especially when considering large sequence datasets) and time-consuming. For example, the popular tool BEAST requires days or weeks to run datasets of only a few hundreds of sequences [8]. In addition, these methods require highly specialized personnel to manage multiple parameters related to complex evolutionary theory. Phylogenetic methods for dating are ultimately based on the molecular clock concept. This term refers to the use of the almost constant mutation rate of biomolecules (preferably DNA) to infer the time in the past related to an organism [9]; see examples in humans [10–13]. When applied to microorganisms, it is possible to estimate e.g., the Time of the Most Recent Common Ancestor (TMRCA) for a given genome, the time of divergence, and the time of a viral outbreak, as recently carried out with the human severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) [14–16], which ultimately led to the coronavirus disease or COVID-19 and was responsible for the pandemic initiated at the end of 2019 [17]. Given the high evolutionary rate of a RNA virus (in the order of $10^{-3}$ substitutions/nucleotide/year) and its fast replication cycles of a few hours [18], a given viral genome circulating in a population can only last a short time period of a few weeks. After this time, it is expected that this genome will have evolved into new derivative sequences by accumulating mutational changes at a somehow predictable rate (according to its molecular clock). Therefore, taking advantage of this evolutionary molecular clock, it is possible to estimate the time range when a particular viral genome was circulating in a population.

Here, we explore a new rapid and simple approach to date the genome of a microorganism. The present Viral Molecular Clock Dating (VMCD) method is computationally fast and can be implemented without specialized knowledge of evolutionary theory despite being based in phylogenetics. The COVID-19 pandemic has set the ground to explore new
phylogenetic techniques given the availability of several million genome sequences produced by public health agencies and governments worldwide to keep track of circulating SARS-CoV-2 variants and understand infection patterns [19–22].

Thus, we can theorize about a scenario where the RNA material of a coronavirus can be retrieved from, e.g., corpses or human remains, or biopsy samples stored in hospitals, and fully genome sequenced, and from which the estimation of the date this specific viral genome was circulating in the general population could be of interest in a legal medicine context. Given the short life span of a viral genome in a population (marked by the unavoidable course of its RNA molecular evolution), its dating could be used as a timescale proxy for, e.g., a narrow PMI (of only a few days or weeks) of both recent and very old samples, significantly improving traditional approaches.

The present study aims at developing a method to estimate the timeframe of circulation of a SARS-CoV-2 genome in a population using a large genome database as reference, and taking advantage of the metadata available for these reference genomes, including date of collection of the viral samples. The potential interest of this technique is then discussed with a special focus on PMI estimations.

2. Results

2.1. Notes on the Reference SARS-CoV-2 Database

We used a database that contains >5.3M SARS-CoV-2 genomes. There are metadata associated to most of the genomes, including sampling dates and country. Figure 1 shows that there was a notable increased sequencing effort during 2021, with the arrival of the B.1.1.7 (alpha) SARS-CoV-2 variant to the pandemic scenario [21,22]. The sequencing effort is clearly biased towards a few countries that provide the main proportion of the genomes to the database: ~95.6% of the database has been contributed by USA (69.7%) and UK (25.9%) combined (Table S1).

![Figure 1. Accumulation of SARS-CoV-2 genomes in the GenBank database over time and the two main contributors, the UK and USA; the rest of the contributors have been grouped in a single category.](image)

2.2. Estimating the Timeframe of a Queried Genome

We first employed UShER [23] to allocate a SARS-CoV-2 genome to a huge prebuilt global phylogeny that contains 3,987,049 tip branches and 847,000 nodes. Using a standard
computer (Intel i5—8th gen, 32Gb RAM, single thread, spinning disks), it took 12 s to load the reference tree, 12 s to allocate the QG of interest in the phylogeny (provided as an VCF file) and 4 s to write the tree output (29 s in total).

We firstly examined the efficiency of the simplest models to estimate $t_{E-QG}$. The best approach to the $t_{E-QG}$ comes from using matched RGs in the database (RG = QG; median value: 0 [1st−2nd quartiles: −8−5.5]) (Table 1). However, the reference database contains matched RGs for 74.4% of the QGs; for those QGs that do not have matched RGs in the database it is necessary to incorporate mutational derivative and ancestral RGs to the computation of $t_{E-QG}$. A correction based on $\beta = 7$ days improved the estimates for models 1-SMD (median: $−1 [-10−12]$), 2-SMD (median: $−4 [-16−11]$), 3-SMD (median: $−5 [-20−11]$), 3-SMA (median: 10.5 [−7−21]), and 1/2-SB (median: $−1 [-15−14]$); while a no correction ($\beta = 0$) yields better estimates for the other simple models, namely, 1-SMA (median: $−4 [-18−3]$), 2-SMA (median: $−6 [-22−1]$), and 2/1-SB (median: $−1 [-16−10]$).

Table 1. Estimates for sampling times of a queried SARS-CoV-2 genome. We report the median of the individual values and the interquartile ranges of the medians. ‘Missing’ refers to the percentage of genomes that do not satisfy the necessary conditions for each model, e.g., not all the QG have matched RGs in the phylogeny. The outlier values represent the proportion of estimations with values above 3rd quartile +1.5 IQR (interquartile range), or below 1st quartile +1.5 IQR quartile +1.5 IQR. In bold are the best corrections within models. In brackets: number of different substitutions between the RG and the QG/Beta value coefficient. Abbreviations: NC = no correction; 1-SMD = RG is a 1-step mutational derivative from QG; 1-SMA = RG is a 1-step mutational ancestor from QG; 1/1-SB = RG and QG are in sister branches of 1-step mutational length each; 2-SMD = RG is a 2-step mutational derivative from QG; 2-SMA = RG is a 2-step mutational ancestor from QG; 3-SMD = RG is a 3-step mutational derivative from QG; 3-SMA = RG is a 3-step mutational ancestor from QG; 2/1-SB = RG and QG are in sister branches, the length of the RG branch is 2 substitutions and the length of QG is 1 substitution; 1/2-SB = RG and QG are in sister branches, the length of the RG branch is 1 substitution and the length of QG is 2 substitution; 1-M_SM = RG match or is a 1-step mutational ancestral or derivative from QG; 1/2-M_SM = RG match or is a 1 or 2-step mutational ancestral or derivative from QG; 1/2/3-M_SM = RG match or is a 1, 2 or 3-step mutational ancestral or derivative from QG. See also Figure 2.

| Models * | Correction | Median 1st Quartile 2nd Quartile | Missing | Outliers |
|----------|------------|-----------------------------------|---------|----------|
| Simple models |            |                                   |         |          |
| RG = QG   | NC         | 0                                 | $−8$    | 5.5      | 74.4     | 10.5     |
| 1-SMD (1/1)| NC         | 6                                 | $−3$    | 19       | 79.7     | 5.8      |
|           | $\beta = 7$| $−1$                              | $−10$   | 12       | 79.7     | 5.8      |
|           | $\beta = 16$| $−10$                            | $−19$   | 3        | 79.7     | 5.8      |
| 1-SMA (1/1)| NC         | $−4$                              | $−17.5$ | 3        | 71.5     | 5.8      |
|           | $\beta = 7$| $−11$                             | $−24.5$ | $−4$     | 71.5     | 5.8      |
|           | $\beta = 16$| $−20$                            | $−33.5$ | $−13$    | 71.5     | 5.8      |
| 2-SMD (2/2)| NC         | 10                                | $−2$    | 25       | 83.3     | 4.6      |
|           | $\beta = 7$| $−4$                              | $−16$   | 11       | 83.3     | 4.6      |
|           | $\beta = 16$| $−22$                            | $−34$   | $−7$     | 83.3     | 4.6      |
| 2-SMA (2/2)| NC         | $−6$                              | $−22$   | 1        | 69.3     | 5.2      |
|           | $\beta = 7$| 8                                 | $−8$    | 15       | 69.3     | 5.2      |
|           | $\beta = 16$| 26                               | 10      | 33       | 69.3     | 5.2      |
| 1/1-SB (2/0)| NC         | 2                                 | $−10$   | 14       | 75.5     | 5.1      |
Next, we evaluated mixed models; those that admit a mixed set of RGs (e.g., matched genomes, 1-step mutational derivatives, etc.). A very clear trend emerged in these models: considering correction $\kappa = -\beta \times \#$ {number of substitutions relative to QG} with $\beta$ value set as 0, 7, and 16, we observed that in all cases the value $\beta = 0$ yields the closest $t_{E-QG}$ (Table 1). The model that considers matches or 1-step mutational ancestral or derivative from QG (1-M_SM) provides a median value of 0 ($-8$–$5.5$); the model that incorporates 2-step mutational ancestral or derivative RGs has comparable values (1/2-M_SM; median: $-1$ [−9–9]); this is also the case for the model that incorporates 3-steps mutational ancestral or derivative RGs (1/2/3-M_SM; median: $-3$ [−17–5]; Table 1 and Figure 3.
Figure 2. Diagram showing the procedure for sampling time corrections for the reference genomes (RG) of a given queried genome (QG). (A) The time of a QG ($t_{E-QG}$) can be estimated using sampling dates of phylogenetically close RGs ($t_{R-RG}$). The figure shows all the most parsimonious evolutionary possibilities connecting a QG to an RG when differing by 1, 2, or 3 substitutions. A way to estimate the age of the QG is to apply a correction factor $\kappa$ to the neighbor RGs; this factor depends on the number of substitutions separating the QG and the RG, the shape of the phylogeny and the time needed to accumulate one substitution in circulating SARS-CoV-2 genomes ($\beta$).

(B) Diagram showing the procedure to estimate the age of a queried genome (QG; $t_{QG}$) using sampling dates of RGs from a hypothetical phylogeny of closely related genomes. Only RGs differing by 0, 1, 2, or 3 substitutions can be used for the correction. The figure includes the correction factors for each substitution:

- 1 substitution: $\kappa = -\beta$
- 2 substitutions: $\kappa = -2 \times \beta$
- 3 substitutions: $\kappa = -3 \times \beta$

The phylogeny of neighbors RGs to the QG includes:

- $\kappa_{1\text{QG}} = t_1 + (2 \times \beta)$
- $\kappa_{2\text{QG}} = t_2$
- $\kappa_{3\text{QG}} = t_3 - \beta$
- $\kappa_{4\text{QG}} = t_4$
- $\kappa_{5\text{QG}} = t_5 - \beta$
- $\kappa_{6\text{QG}} = t_6 - (2 \times \beta)$
- $\kappa_{7\text{QG}} = t_7 - (3 \times \beta)$
- $\kappa_{8\text{QG}} = t_8 - \beta$
- $\kappa_{9\text{QG}} = t_9 - \beta$

$E(t_{QG}) \sim \kappa$ median

Figure 2. Diagram showing the procedure for sampling time corrections for the reference genomes (RG) of a given queried genome (QG). (A) The time of a QG ($t_{E-QG}$) can be estimated using sampling dates of phylogenetically close RGs ($t_{R-RG}$). The figure shows all the most parsimonious evolutionary possibilities connecting a QG to an RG when differing by 1, 2, or 3 substitutions. A way to estimate the age of the QG is to apply a correction factor $\kappa$ to the neighbor RGs; this factor depends on the number of substitutions separating the QG and the RG, the shape of the phylogeny and the time needed to accumulate one substitution in circulating SARS-CoV-2 genomes ($\beta$).

(B) Diagram showing the procedure to estimate the age of a queried genome (QG; $t_{QG}$) using sampling dates of RGs from a hypothetical phylogeny of closely related genomes. Only RGs differing by 0, 1, 2, or 3 substitutions can be used for the correction. The figure includes the correction factors for each substitution:

- 1 substitution: $\kappa = -\beta$
- 2 substitutions: $\kappa = -2 \times \beta$
- 3 substitutions: $\kappa = -3 \times \beta$

The phylogeny of neighbors RGs to the QG includes:

- $\kappa_{1\text{QG}} = t_1 + (2 \times \beta)$
- $\kappa_{2\text{QG}} = t_2$
- $\kappa_{3\text{QG}} = t_3 - \beta$
- $\kappa_{4\text{QG}} = t_4$
- $\kappa_{5\text{QG}} = t_5 - \beta$
- $\kappa_{6\text{QG}} = t_6 - (2 \times \beta)$
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- $\kappa_{8\text{QG}} = t_8 - \beta$
- $\kappa_{9\text{QG}} = t_9 - \beta$

$E(t_{QG}) \sim \kappa$ median
needed to accumulate one substitution in circulating SARS-CoV-2 genomes ($\beta$). (B) Diagram showing the procedure to estimate the age of a queried genome (QG; $t_{\text{QG}}$) using sampling dates of RGs from a hypothetical phylogeny of closely related genomes. Only RGs differing by 0, 1, 2, 3 substitutions with the QG are used for the inference; namely: RGs = [$#1, #2, #3, #4, #5, #6, #7, #8, #9$]. The correction factor $\kappa$ is computed on all possible genome pairs RG|QG. We consider the median as the best estimate for the individual values.

![Figure 3](image.png)

**Figure 3.** Timeframes (median values for the time of a QG ($t_{\text{E-QG}}$) and interquartile ranges) for QGs in simple phylogenetic models. $\beta =$ time correction by a single substitution; 1-SMD = RG is a 1-step mutational derivative from QG; 1-SMA = RG is a 1-step mutational ancestor from QG; 1/1-SB = RG and QG are in sister branches of 1-step mutational length each; 2-SMD = RG is a 2-step mutational derivative from QG; 2-SMA = RG is a 2-step mutational ancestor from QG; 3-SMD = RG is a 3-step mutational derivative from QG; 3-SMA = RG is a 3-step mutational ancestor from QG; 2/1-SB = RG and QG are in sister branches, the length of the RG branch is 2 substitutions and the length of QG is 1 substitution; 1/2-SB = RG and QG are in sister branches, the length of the RG branch is 1 substitution and the length of QG is 2 substitutions.
It is remarkable that the use of \( \beta = 16 \) days worsens the estimates in all the models (Table 1). Moreover, it is a general trend that \( t_{\text{E-QG}} \) values increase their variability (larger interquartile ranges) as more phylogenetically distant genomes are considered, even though the median value remains very close to the \( t_{\text{R-QG}} \); e.g., estimates of \( t_{\text{E-QG}} \) that incorporate 1-step mutational RGs are more precise and have less variability than those that incorporate 3-step mutational RGs; Figures 3 and 4.

---

**Figure 4.** Timeframes (median values for the time of a QG (\( t_{\text{E-QG}} \)) and interquartile ranges) for QGs in mixed phylogenetic models. \( \beta \) = time correction by a single substitution; 1-M_SM = RG match or is a 1-step mutational ancestral or derivative from QG, 1/2-M_SM = RG match or is a 1 or 2-step mutational ancestral or derivative from QG; 1/2/3-M_SM = RG match or is a 1, 2 or 3-step mutational ancestral or derivative from QG.

Finally, we also evaluated the performance of using the corrected \( t_{\text{R-RS}} \) values obtained from Chronumental (Table S2). Overall, Chronumental corrected times do not improve estimates of \( t_{\text{E-QG}} \) with respect to estimates obtained from non-corrected \( t_{\text{R-RG}} \) (Table 1; see also Supplementary Note S1).

### 2.3. Error Associated to the \( t_{\text{E-QG}} \) Estimates

The error associated to the estimates can be examined by comparing the \( t_{\text{E-RG}} \) to the \( t_{\text{R-RG}} \). Thus, Figure 5 shows the distribution of \( |t_{\text{E-RG}}-t_{\text{R-RG}}| \) values for the most common models in Table 1. For the simplest model that only considers RGs that match the QG (RG = QG), the Percentile 50 (P50) of the estimates has an average error or 6.5 days, the P75 = 15, and P90 = 28 (Figure 5). The error estimates are only slightly higher...
when using more complex models that consider RGs differing by 1, 2 or 3 mutations, e.g., $P50 = 8$ (1-M_SM), $P50 = 9$ (1/2-M_SM), and $P50 = 10.5$ (1/2/3-M_SM) (Figure 5).

![Figure 5. Errors (in absolute values) associated to the $t_{E-QG}$ estimates under different simulation models. 1-M_SM = RG match or is a 1-step mutational ancestral or derivative from QG, 1/2-M_SM = RG match or is a 1 or 2-step mutational ancestral or derivative from QG; 1/2/3-M_SM = RG match or is a 1, 2 or 3-step mutational ancestral or derivative from QG; P50 = percentile 50; P75 = percentile 75, P90 = percentile 90.]

It is also notable that the interquartile ranges (IQR) for the $t_{E-RG}$ estimates are very low for the bulk of the cases (Figure S3). For the simple model $RG = QG$, the IQR percentiles are $P50 = 5$, $P75 = 12.75$, and $P90 = 22$, and these values are comparable when introducing more complex models; e.g., $P50 = 7$ (1-M_SM), $P50 = 7$ (1/2-M_SM), and $P50 = 11$ (1/2/3-M_SM); Figure S3.

### 2.4. The Effect of Database Geographic Coverage

Most of the SARS-CoV-2 genomes in the database were sampled in USA and UK (Figure 1). Therefore, it would be somehow expected that inferences of the $t_{E-QG}$ would be more precise for QGs sampled in USA and UK than for QGs sampled elsewhere. Contrary
to expectations, the values obtained for QGs of non-USA/UK samples are perfectly comparable to those in USA and UK regardless the model considered (Figure S1). For instance, the values for the 1M-SM model are median: $-0.1 \ [-10.1-4.0]$ for USA, $0 \ [-5.1-6.9]$ for UK, and $-0.1 \ [-5.2-5.1]$ for other countries.

### 3. Discussion

Recent publications analyzed post-mortem persistence of SARS-CoV-2 [24–28], but these studies did not focus on PMI. The potential forensic interest of using the methodology developed in the present study rests on its power to obtain estimates of PMI from one month before death backwards—an interval for which traditional techniques provide only very weak qualitative estimates. The VMCD method only needs to retrieve and sequence (using very well-established NGS techniques and protocols) the RNA of the targeted virus (the SARS-CoV-2 in our proof-of-concept simulations). Then, the sequence can be easily processed as indicated in the present study (Figure 6); then a narrow estimate of the viral infection moment can be obtained in seconds.

![Diagram showing the VMCD procedure employed in the present project. The VMCD method allows to date queried viral genomes from about one month ago backwards (1). A biological sample is collected, and its RNA is extracted and sequenced (2); its sequence (QG) can be examined using available software (e.g., [19]), and, using an standard format (VCF) it is introduced in the pipeline (3) and allocated to its most likely node within the large SARS-CoV-2 phylogeny (4). Then, the neighboring RGs are retrieved, and their sampling times ($t_{R-RG}$) processed, as indicated in the methodology section, to finally obtain the required $t_{E-QG}$ value (5). The original database has 5,322,161 genomes that were used to build a huge UShER phylogenetic tree. A total of 20,000 genomes are extracted from the GenBank database and used as queried genomes (QG); the final reference database therefore contains 5,322,161 genomes. VCF: Variant Calling Format (typically used to process DNA/RNA sequences); $t_{E-QG}$: estimated date of the sequence QG; $t_{R-RG}$: estimated date of the sequence RG.](Figure_6)

Previous studies have demonstrated that the RNA of a virus can be sequenced in very old specimens. White et al. [29] demonstrated that postmortem human brain tissue collected by tissue hospital banks over decades can contain high quality material for RNA analysis. RNA can also be retrieved from historical and ancient samples. For example,
Smith et al. [30] retrieved archaeological RNA genome of Barkey Stripe Mosaic Virus (BSMV) isolated from a barley grain ~750 years of age. Guzmán-Solís et al. [31] analyzed ancient viral genomes in the context of the transatlantic slave trade. Recent studies have retrieved ancient RNA from samples dating back to >14,000 years [32]. These studies demonstrate the potential of modern lab techniques to retrieve RNA from samples that could be of interest in a legal medicine context [33].

The present study has used the SARS-CoV-2 model as a proof of concept. The SARS-CoV-2 genome database has been employed for convenience because of its large sample size and the availability of the metadata associated to the genomes. There are now millions of SARS-CoV-2 genomes available that have been generated during the COVID-19 pandemic (Figure 6), and the database is continuously growing. However, the VMCD methodology might be applied to any other pathogen, provided that there exists a large genome database for it. The method takes advantage of the emergence of large genome reference databases and new computational phylogenetic approaches that allow to rapidly build phylogenetic trees using millions of genome sequences of a pathogen of interest [23,34]. The COVID-19 pandemic has demonstrated that it is technically possible to generate enormous genome databases of microorganisms in short time periods: from 2020 to mid 2021, laboratories worldwide generated >5.3M entire genome sequences of circulating SARS-CoV-2 around the world (~6.2% of them in 2020 and ~69.5% in 2021; the remaining in 2022); most are freely available in public databases (GISAID and GenBank). Therefore, it is currently plausible to envision the emergence of new pathogen genome databases in a near future given the technological facilities available, the reduced costs of Next Generation Sequencing (NGS) techniques and, most importantly, the growing ambition of international health agencies to prevent and monitor emerging pandemic threats. According to WHO, antimicrobial resistance (AMR) is one of the top 10 global public health threats facing humankind and there are several viruses with a high potential to originate future pandemics. In this context, sequencing viral genomes is the method of choice to keep adequate traceability of circulating viruses and bacteria. Furthermore, it is important to note that there are in fact large genome databases for other pathogens (e.g., influenza, zika and enterovirus) for which there are already large phylogenetic developments (see, e.g., https://nextstrain.org, accessed on 17 May 2022). This global scenario offers an opportunity to investigate the potential applications of these pathogen databases in a legal medicine context that goes well beyond their obvious microbiological and epidemiological interest.

We have observed that the developed VMCD method works well with a variety of phylogenetic topologies; each single estimate is carried out on a phylogenetic tree that is unique because it depends on the amount and specific features of the RGs available for each QG. We have also seen empirically that $\beta = 0$ days per substitution difference between a RG and the QG works satisfactorily for many of the models tested, especially when considering ancestral scenarios. In turn, $\beta = 7$ is the best choice for the analysis of models with predominant derivative sequences. In any case, these correction works much better than $\beta = 16$, the value deduced from evolutionary mutation rates. The rationale behind this discrepancy could be related to the different evolutionary timescales: while the estimates carried out in the present study are obtained from short-term timescales (of a few days or weeks), substitution (evolutionary) rates are generally obtained with a long temporal perspective (of years), a time period that allows for a more efficient action of purifying natural selection. These discrepancies have already been reported in other organisms, see, e.g., mtDNA in humans [35].

The use of a VMCD method to indirectly estimate the PMI and other forensic applications has the following disadvantages:

(i) The RNA of a microorganism of interest might not be present, or be too degraded, in the corpse or the biological sample of forensic interest.

(ii) A large reference genome database is always mandatory for the microorganism of interest.
The method is probably sensitive to missing or incorrect data (in both the reference database and the interrogated genomes); however, the simulations carried out by Turakhia et al. [23] in UShER suggested that time estimates could experience only minor deviations.

Among the main advantages of this method are:

(i) It has potential for the estimation of time intervals running from about one month in the past to a (very) distant past (of years ago), which is the time range not covered by current methods (e.g., present-day methods for the estimation of the PMI only work for periods of just a few hours/days in the past).

(ii) It is highly precise because even for several years old specimens it may allow to obtain short error estimates (measured as IQRs) of only a few days/weeks; moreover, the IQRs are approximately constant if the reference database keeps a considerable sample size over time (e.g., in the order of the one employed in the present study).

(iii) It would work for symptomatic or asymptomatic clinical cases [36] and it does not depend on the severity and body tissue [37] analyzed because the only information that is needed for the analysis is the genome sequence of the microorganism, independently of the clinical manifestations of the infected individual.

(iv) The procedure performs well in circumstances where the QGs do not have a well-represented local reference genome database. A possible explanation for this may be that the SARS-CoV-2 phylogenetic tree is so large that the deficient contribution of some countries to the database might be phylogenetically compensated by the large contribution of a few countries.

(v) It is cost effective because it would only require sequencing the whole genome of the microorganism using well-established NGS techniques (currently available in, e.g., most hospital settings and research institutions).

(vi) Theoretically, the SARS-CoV-2 VMCD method would work even if more than one strain is present because all the infected strains in an individual should have comparable ‘evolutionary times’ (moreover, note that usually it is the consensus genome sequence of the virus that is reported in an individual and in genome repositories).

(vii) The ultrafast sample placement of QGs in a preexisting phylogeny provides an agile and computationally easy environment for real casework without specialized personnel.

(viii) The method is not sensitive to environmental factors (beyond the effect these factors could have in degrading the genetic material and precluding its sequencing).

(ix) More than one pathogen could be used to obtain independent estimates of infection times.

There are a few relevant limitations of the present study. First, we did not thoroughly investigate alternative procedures to infer \( t_{E-QG} \) from the closest phylogenetic reference genomes; however, the approach of using the median and interquartile ranges of the \( t_{R-RG} \) values to estimate the \( t_{E-QG} \) seems to perform satisfactorily (Table 1), and even better than the stochastic gradient descent method implemented in Chronumental. In any case, the present study could be extended in several aspects, including the use of other phylogenetic approaches, a focus on other pathogens, measuring the impact of sequencing errors and missing sequence data, etc. Second, the procedure tested in the present study did not consider that viral variants [20] might evolve at different rates [38]. Related to this, the rate of viral evolution in immunocompromised patients (at least in those with primary defects) has been shown to be faster than in the general population ([39,40]). A more sophisticated method to correct time estimates could consist of calibrating the molecular clock by identifying those genome sites that are under accelerated evolution. However, the results of the present study suggest that error rates are very low in the vast majority of the QGs tested, and also, that the best estimates are obtained when avoiding the use of molecular clock corrections. This suggests that possible deviations from a constant molecular clock are compensated by the power provided by the use of a number...
of phylogenetic RGs for time estimates, instead of relying on point estimates for the QGs (as done by, e.g., Chronumental).

Other questions remain to be further investigated. For instance, it would be relevant to know more about the postmortem stability of a virus in a corpse. Prescott et al. [41] indicated that viable Ebola virus could be isolated seven days post-euthanasia, and the viral RNA could be detectable for 10 weeks. In fact, it is possible to detect RNA from a virus in human remains dated to several hundred [42] or even thousands of years [43,44]. A recent case report by Bonelli et al. [26] showed the persistence of SARS-CoV-2 viral genome in nasopharyngeal swabs performed on a drowned man who was completely asymptomatic when he was alive, up to 41 days after death. These authors highlighted the importance of postmortem swabs in all autopsy cases, a suggestion that would make perfect sense in the context of the present study. In the same vein, Gabbrielli et al. [45] detected the SARS-CoV-2 genome in the corpse of an exhumed infected person one month after her death. It is also important to note that viruses usually replicate inside living cells; thus, a virus should (theoretically) slow down replication after death [28], and therefore it should not accumulate substantial mutational changes (at least to a level affecting the consensus genome sequence) after death of the host; this issue should, however, be investigated further in the same line as in Grassi et al. [28]. For the same reason, a postmortem SARS-CoV-2 infection should not have a relevant impact in a corpse from the point of view of viral load because the new virions should not be able to replicate to a detectable and significant amount. Another interesting question of forensic interest would be on the tissues that can be infected by a virus. In the case of the SARS-CoV-2, although the preferable site of infection is the respiratory track, the virus has been detected in kidney, liver, heart autopsy tissue samples [46] and many other tissues of the urinary tract (e.g., kidney), reproductive system (e.g., prostate, testicle), hematological tissues (e.g., blood, bone marrow), endocrine system (e.g., thyroid gland), etc. [47,48].

The results of the present study are clear in showing that dating viral genomes can be straightforward and highly precise if a proper database is available, and this method could assist in the resolution of cases of legal medicine interest, from criminalistics to casework related to samples stored in hospital settings. Traditional phylogenetic methods for dating have been conceived to date nodes of a tree (while the target of the present study is a specific QG), are computationally very demanding, and require high expertise in evolutionary theory and complex decision-making on demographic and other evolutionary parameters. It was not within the scope of the present study to evaluate the best possible phylogenetic and analytical method to obtain time estimates, but to provide solid evidence demonstrating that a simple and rapid phylogenetically inspired method could benefit routine forensic casework, complementing and improving present-day techniques.

4. Material and Methods

4.1. The SARS-CoV-2 Genome Database

A total of 20,000 sequences were randomly selected from GenBank to be used as queried genomes (QGs), simulating a real scenario of sampling a SARS-CoV-2 genome from a corpse or a biological source of interest. In these cases, we know beforehand their recorded sampling times (recorded sampling time of a QG: $t_{R-QG}$). Details on the countries represented in the database and the random sampling are provided in Table S1. The impact of overrepresented countries in the database, namely, USA and UK (Table S2), has been analyzed in a separate section, by structuring the dataset in three groups, namely USA, UK and the category ‘others’ that includes samples from the remaining countries.

4.2. Phylogenetic Allocation of Genomes into the SARS-CoV-2 Tree

We employed the tool UShER [23] to allocate a QG to a global phylogenetic tree. For this purpose, we used the same SARS-CoV-2 genome database considered in UShER (downloaded on 13 February 2022). The usual SARS-CoV-2 reference sequence (Gen-Bank code: MN908947.3) was used for alignment and annotation. This database contains
a total of 5,322,161 genomes; all of them deposited in GenBank. The associated meta-
data for these genomes was downloaded (https://hgdownload.soe.ucsc.edu/goldenPath/
wuhCor1/USHER_SARS-CoV-2/ accessed on 17 May 2022), and includes information
on sampling date and location, GenBank accession number, sequence length, pangolin,
Nextstrain and UShER clade.

4.3. Basic Time Estimates for Queried Genomes

Our aim is to estimate when sampled QGs were circulating in a given population
(estimated circulating time for the QG of interest: $t_{E-QG}$) by investigating the sampling
dates of their closest phylogenetically related reference genomes in the tree (recorded time
of a given RG: $t_{R-RG}$); Figure 6. Ideally, $t_{E-QG}$ should match $t_{R-QG}$ as closely as possible
to. The overall process is as follows: once a QG is allocated to the global phylogeny with
USHER, the 40 RGs phylogenetically closest to the QG are retained. Only those that differ
from the QG by less than four substitutions are kept. This threshold is established for
practical purposes; but we empirically proved that the use of a larger number of RGs
(which usually have more mutational differences from the QG) worsens the estimates (see
results). The $t_{E-QG}$ values are estimated as the mean (together with their corresponding
standard deviations) or median (together with their corresponding interquartile ranges) of
the $t_{R-RG}$. Mean and median values are very similar in all the estimates; however, we chose
the median because it is more robust than the mean to measure central tendency (being high
inelastical, in contrast to the mean); and quartile ranges to measure statistically dispersion
(more appropriate for data that is not normally distributed). Note that, unless otherwise
specified, the median values referred to in the text (Table 1) are the median of the individual
median values and the interquartile ranges of the medians. We also demonstrate that this
estimates based on the median of the $t_{R-RG}$ performs better than the more sophisticated
and computationally demanding method implemented in Chronumetal [34].

The efficiency of the VMCD method can be evaluated simply by examining how close
t_{E-QG} are to t_{R-QG} values. To avoid over-fitting of the $t_{E-QG}$ values, the 20,000 genomes from
the USHeR subset used as QGs were excluded from the reference database (Figure 6).

4.4. Corrected Time Estimates for Queried Genomes Using the Molecular Clock

Aiming at narrowing the $t_{E-QG}$, we also tested the performance of a correction factor
(here denoted by $\kappa$) that accounts for the number of substitutions separating the QG from
the RGs. The average time needed to accumulate a single substitution (here denoted by $\beta$)
in circulating viral genomes can be calculated from the SARS-CoV-2 mutation rate ($\mu$)
and the length of the genome (L) as follows: $\beta = 365/(\mu \times L)$. The rate of evolution of the
SARS-CoV-2 has been estimated to be $\approx 0.8 \times 10^{-3} \approx 0.542 \times 10^{-3}$ substitutions per site per
year (s/s/y). Here, we used $0.8 \times 10^{-3}$ s/s/y (Nextstrain; https://nextstrain.org/ncov/
gisaid/global, accessed on 17 May 2022) and the average length of the SARS-CoV-2, which
is 28.5Kb. Therefore, the mentioned values of $\mu$ and L make $\beta \approx 16$ days [20]. However,
we empirically observed that a $\beta$ value of 0 or 7 days (depending on the simulated model)
performs better than 16 days (see results below). When the QG matches a given RG
(RG = QG), no correction factor is needed ($\kappa = 0$), so the best estimate for its $t_{E-QG}$ would
be the age of the identical (matched) RG or, if more than one, an average of their $t_{R-RG}$.
When two genomes differ in 1, 2, or 3 substitutions, $\kappa$ can be easily calculated for the most
common phylogenetic scenarios: briefly, these may consist of the RG and the QG differing
by one, two, or three extra substitutions (models 1-SMD, 2-SMD, and 3-SMD, respectively)
or differing by one, two, or three substitutions less (model 1-SMA, 2-SMA, and 3-SMA,
respectively) (see possible phylogenetic trees in Figure 2; more details in Supplementary
Note S1, Table S3).

These simple scenarios can be mixed in several ways but, for pragmatics reasons, it is
not within the scope of the present study to analyze all possible combinations. We evaluated
situations where the set of close phylogenetic neighbors of a QG contain simultaneously (i)
RGs that match or are 1-step mutational ancestral or derivative from QG (model M_1-SM),
(ii) RGs that match or are 1- or 2-step mutational ancestral or derivative from QG (model M_{1-2SM}), and (iii) RGs that match or are 1-, 2- or 3-step mutational ancestral or derivative from QG (model M_{1-2-3-SM}).

For the sake of comparing different approaches to estimate \( t_{E-QG} \) we additionally evaluated the phylogenetic tool Chronumental [34]; this software allows us to obtain ‘time trees’ from large phylogenies and to assign ‘corrected’ sampling times to the RGs of interest.

In all cases, extreme values of sampling times were deduced from boxplots following usual procedures: values that fall at least 1.5 interquartile ranges below the first quartile, or at least 1.5 interquartile ranges above the third quartile.

We used R software (version 4.0.3) to carry out all the statistical analysis and graphic representations [49].
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