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Abstract: Optimizing the sum of linear fractional functions over a set of linear inequalities (S-LFP) has been considered by many researchers due to the fact that there are a number of real-world problems which are modelled mathematically as S-LFP problems. Solving the S-LFP is not easy in practice since the problem may have several local optimal solutions which makes the structure complex. To our knowledge, existing methods dealing with S-LFP are iterative algorithms that are based on branch and bound algorithms. Using these methods requires high computational cost and time. In this paper, we present a non-iterative and straightforward method with less computational expenses to deal with S-LFP. In the method, a new S-LFP is constructed based on the membership functions of the objectives multiplied by suitable weights. This new problem is then changed into a linear programming problem (LPP) using variable transformations. It was proven that the optimal solution of the LPP becomes the global optimal solution for the S-LFP. Numerical examples are given to illustrate the method.
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1. Introduction

Optimizing the sum of linear fractional functions over a set of linear inequalities (S-LFP) is considered as a branch of a fractional programming problem with a wide variety of applications in different disciplines such as transportation, economics, investment, control, bond portfolio, and more specifically in cluster analysis, multi-stage shipping problems, queueing location problems, and hospital fee optimization [1–10].

In optimization, if the objective function of a problem is strictly convex, then its local minimizer is also a unique global. In the literature, it has been of interest to find conditions so that a local minimizer becomes also global. On this subject, we mention the studies of Mititelu [11], and Trătă et al. [12]. Schaible demonstrated that the S-LFP is a global optimization problem [9]: this means that the problem has one or more local optimal solutions that cause some difficulties to find the global optimal solution. In addition, he proved that the sum of linear ratios is neither quasiconcave nor quasiconvex. In [13], Freund and Jarre showed that the problem is N-P hard. Thus, working on this kind of problem is important and beneficial.

Linear fractional programming (LFP) is a specific class of S-FLP. The best method to deal with LFP was proposed by Charnes and Cooper [14]. They showed that an LFP can be changed into an equivalent linear programming (LP). In [15], Cambini et al. introduced an iterative algorithm to deal with the sum of a linear ratio and a linear objective over a polyhedral. They proved that an optimal solution exists on the boundary of the feasible region. In [16], Almogy and Levin determined the sum-of-ratios to the sum-of-non-ratios by using the methodology introduced by Dinkelbach [17]. However, Falk and Palocsay [7] showed the proposed method by Almogy and Levin does not always come out with the global optimal solutions. In [7], an iterative method was also introduced to S-LFP in which linear programming is solved over the image of the feasible region in iterations.
According to [18], missing rigorous evidence to prove the convergence is a drawback of their approach. In [19], an outer approximation algorithm for generalized convex multiplicative programming problems was proposed. The iterative approach can be used to address the sum of linear ratios. An iterative practical method on the basis of a branch and bound algorithm to solve low rank linear fractional programming problems was introduced by Konno and Fukaishi [20] where the method’s performance is much better than the other reported algorithms theretofore. Dür et al. [21] proposed an algorithm based on a branch and bound procedure to tackle S-LFP. To construct the method, rectangular partitions in the Euclidean space were utilized. In [22], Benson presented and also showed the convergence of an algorithm to find a global optimal solution to S-LFP. The algorithm was designed based on a branch and bound search procedure by primarily focusing on solving an equivalent outcome space version of the problem. In [23], Kuno developed a branch and bound algorithm to maximize the sum of $k$ linear ratios on a polytope where the denominators and numerators were positive and non-negative, respectively. In the method, the problem was set into a $2k$—dimensional space in order to construct bounds on the optimal solution. In addition, the usual rectangular branch-and-bound method was used in a $k$—dimensional space. The convergence properties of the approach were demonstrated. Motivated by Kuno, Benson [24,25] presented branch and bound based algorithms to reach global optimal solutions for S-LFP. According to the theory of monotonic optimization introduced by Tuy [26], Phuong and Tuy [27] presented an iterative efficient unified method to address a wide category of generalized LFPPs. In [28], Benson presented and validated a simplicial branch and bound duality-bounds algorithm to find the global optimal solution for S-LFP. In the method, to compute the lower bounds for the branch and bound procedure, linear programming problems are derived by using Lagrangian duality theory. In [29], Wang and Shen presented an iterative-based branch and bound algorithm to S-LFP in which LPPs are solved in iterations. Later, by solving an example, we show that their method cannot be considered as a global optimization method. In the literature, several iterative methods have recently been introduced to address S-LFP [30–32].

As we mentioned above, the methods proposed to S-LFP are iterative algorithms and most of them are constructed based on branch and bound algorithms. For the first time in the literature, in this paper, a non-iterative method was proposed to address S-LFP. In other words, we transformed the S-LFP into LPP. To do this, first, the membership functions of the linear ratios are specified after identifying the maxima and the minima of the ratios over the feasible region. Indeed, using membership functions allows the proposed method to cover almost all problems which are modelled as an S-LFP. Afterwards, it was proven that there exists a combination of the membership functions such that optimizing this combination yields the global optimal solution of the main problem. Finally, the problem of optimizing the combination of the membership functions is changed into a LPP using suitable variable transformations. This proves that the optimal solution of the LPP is optimum for the S-LFP.

This article is organized into four sections. The main results are given in Section 2. In this section, we demonstrated how an S-LFP is changed into an LPP. In Section 3, numerical examples taken from different references are solved to illustrate the approach and also make comparisons. In Section 4, we conclude the paper.

2. Main Results

In this section, we show that the S-LFP can be changed into a weighted LPP where for some values of weights, the optimal solution of the LPP becomes a global optimal solution for the S-LFP.

Considering the general form of the S-LFP as follows:

$$\text{Maximize } F(X) = \sum_{i=1}^{k} F_i(X) = \sum_{i=1}^{k} \frac{f_i(X)}{g_i(X)} = \sum_{i=1}^{k} \frac{N^T_i X + m_i}{P^T_i X + q_i},$$  \hspace{1cm} (1)

s.t $S = \{AX ≤ b, X ≥ 0\},$
where $S$ is a regular set, i.e., a bounded and non-empty set, and $g_i(X) > 0$, $\forall X = (X_1, \ldots, X_n) \in S$, $i = 1, \ldots, k$.

**Remark 1.** Since $g_i(X) = P_i^T X + q_i$ is a continuous function, then $g_i(X) \neq 0$ implies either $g_i(X) > 0$ or $g_i(X) < 0$, $\forall X \in S$. If $g_i(X) < 0$, then we reach a fraction with a positive denominator by replacing $f_p(X)$ with $-\frac{f_p(X)}{g_i(X)}$; this means that the restriction $g_i(X) > 0$ can be equivalently substituted by $g_i(X) \neq 0$, $i = 1, \ldots, k$. In fact, the only limitation considered in this paper is $g_i(X) \neq 0$, $\forall X \in S, i = 1, \ldots, k$.

**Remark 2.** If $\min_{X \in S} g_i(X) > 0$, then $g_i(X) > 0$, $\forall X \in S, i = 1, \ldots, k$. Otherwise, $g_i(X) < 0$, $\forall X \in S, i = 1, \ldots, k$. In addition, if $\max_{X \in S} g_i(X) < 0$, then $g_i(X) < 0$, $\forall X \in S, i = 1, \ldots, k$. Otherwise, $g_i(X) > 0$, $\forall X \in S, i = 1, \ldots, k$.

Therefore, to design our method to reach the global optimal solutions, we need $f_i(X) = N_i^T X + m_i > 0$, $\forall X \in S, i = 1, \ldots, k$. However, this is a restrictive condition to impose; this means a limited number of problems can be solved. To overcome this difficulty, we used the concept of the membership functions.

In (1), let $F_i^{\max} = \max_{X \in S} F_i(X)$, and $F_i^{\min} = \min_{X \in S} F_i(X)$, which are obtained using the method of Charnes and Cooper [14]. Now, the membership function related to $F_i(X)$ is specified as follows:

$$
\mu_i(X) = \frac{1}{F_i^{\max} - F_i^{\min}} \left( \frac{N_i^T X + m_i}{P_i^T X + q_i} - F_i^{\min} \right) = \frac{C_i^T X + d_i}{P_i^T X + q_i}, \forall X \in S,
$$

where $C_i = \left( \frac{1}{F_i^{\max} - F_i^{\min}} N_i - F_i^{\min} P_i \right)$ and $d_i = \left( \frac{m_i}{F_i^{\max} - F_i^{\min}} - F_i^{\min} q_i \right)$, $i = 1, \ldots, k$.

Since $\mu_i(X) \in [0, 1]$, and $P_i^T X + q_i > 0$, then $C_i^T X + d_i \geq 0$, $\forall X \in S, i = 1, \ldots, k$.

Consider the following problem constructed on the basis of the membership functions:

$$
\max_{X \in S} \sum_{i=1}^{k} w_i \mu_i(X) = \sum_{i=1}^{k} w_i \frac{C_i^T X + d_i}{P_i^T X + q_i}
$$

(2)

where $w_i \geq 0$, $i = 1, \ldots, k$ is the weight assigned to the $i^{th}$ membership function so as to the optimal solution of (2) becomes optimal for (1). For example, let $0 \leq F_1(X) \leq 1000$, and $0 \leq F_2(X) \leq 100$, $\forall X \in S$. Moreover, let $w_1 = w_2 = 1$, and $X$ be the optimal solution of $\max_{X \in S} \left( \mu_1(X) + \mu_2(X) \right)$ with $\mu_1(X) = 0.75$, $\mu_2(X) = 0.75$. Therefore, $F_1(X) = 0.75 \times 1000 = 750$, and $F_2(X) = 0.75 \times 100 = 75$. Now, we let $w_1 = 1$, $w_2 = 0$, and $X$ be the optimal solution of $\max_{X \in S} \left( \mu_1(X) + 0 \times \mu_2(X) \right)$ with $\mu_1(X) = 1$, $\mu_2(X) = 0.2$. Therefore, $F_1(X) + F_2(X) = 1 \times 1000 + 0.2 \times 100 = 1020$. Three points can be deduced from this example:

**Point 1.** Inequality $\sum_{i=1}^{k} \bar{w}_i \mu_i(\bar{X}) > \sum_{i=1}^{k} \bar{w}_i \mu_i(\bar{X})$ does not conclude $\sum_{i=1}^{k} F_i(\bar{X}) > \sum_{i=1}^{k} F_i(\bar{X})$.

**Point 2.** The important role of weights of (2) in determining the optimal solution of (1).

**Point 3.** The optimal solution of $\max_{X \in S} F_i(X)$ may be the optimal solution of $\max_{X \in S} \sum_{i=1}^{k} F_i(X)$, where $\left( F_i^{\max} - F_i^{\min} \right) \geq (F_i^{\max} - F_i^{\min})$, $j \in \{1, \ldots, k\}$. Without any extra computational cost, applying Point 3 can help us achieve the optimal global solution.

Then, Lemma 1 explains how to determine the appropriate weights.

**Lemma 1.** Let $X^*$ be the optimal solution of (2) for $w_i = F_i^{\max} - F_i^{\min}$, $i = 1, \ldots, k$, then $X^*$ is also optimal solution for (1).
Proof of Lemma 1. Since $X^*$ is optimum for (2) with $w_i = r_i^{\max} - r_i^{\min}$, $i = 1, \ldots, k$, then:

$$\sum_{i=1}^{k} \frac{r_i^{\max} - r_i^{\min}}{P_i} \left( N_i T X^* + m_i - r_i \right) \geq \sum_{i=1}^{k} \frac{r_i^{\max} - r_i^{\min}}{P_i} \left( N_i T X + m_i - r_i \right), \forall X \in S.$$ (3)

The $N - P$ hard problem (2) is changed into a linear programming problem in what follows. Let us define the new variable $\lambda$ as a function of $X$ as follows:

$$\lambda = \min \left\{ \frac{1}{P_i^T X + q_i}, i = 1, \ldots, k \right\}, \text{ and } Y = \lambda X,$$ (4)

and then proceed to the following problem:

$$\max \sum_{i=1}^{k} w_i (C_i^T Y + \lambda d_i) \quad \text{s.t.} \quad F = \{AY - \lambda b \leq 0, \; Y, \lambda \geq 0, \; P_i^T Y + \lambda q_i \leq 1, \; i = 1, \ldots, k\}.$$ (5)

Lemma 2. In (5), variable $\lambda$ cannot be zero.

Proof of Lemma 2. Let there exist $(\tilde{Y}, 0) \in F$. Therefore, we have: $A\tilde{Y} \leq 0$. Now, assume that $\tilde{X} \in S$. Thus, $\tilde{X} + \beta \tilde{Y} \in S$ for $\beta \geq 0$. This means $S$ is an unbounded set. This is a contradiction to the regularity of $S$. □

Lemma 3. If $(\bar{Y}, \bar{X}) \in F$, then $\bar{X} \subseteq S$.

Proof of Lemma 3. Since $(\bar{Y}, \bar{X}) \in F$, then $\bar{Y} \geq 0$, $\bar{X} > 0$, and $A\bar{Y} - \bar{X}b \leq 0$. Therefore, $A\bar{X} - b = \frac{1}{\lambda} (A\bar{Y} - \bar{X}b) \leq 0$; it means $A\bar{X} \leq b$. □

To show that (5) can be equivalently considered instead of (2), the following theorem is proved.

Theorem 1. Let $(Y^*, \lambda^*)$ be the optimal solution of (5), then $X^* = \frac{\bar{Y}}{\lambda^*}$ is optimum for (2).

Proof of Theorem 1. Let $X^*$ not be optimum for (2). Therefore, $\exists \bar{X} \in S$ such that:

$$\sum_{i=1}^{k} w_i \left( \frac{C_i^T \bar{X} + d_i}{P_i^T \bar{X} + q_i} \right) > \sum_{i=1}^{k} w_i \left( \frac{C_i^T X^* + d_i}{P_i^T X^* + q_i} \right).$$ (6)

Let us define:

$$\bar{X}_i = \frac{1}{P_i^T \bar{X} + q_i}, \lambda_i^* = \frac{1}{P_i^T (X^*) + q_i}, i = 1, \ldots, k.$$ (7)

Since $(Y^*, \lambda^*) \in F$, then it follows from (4) that:

$$\lambda^* = \min \left\{ \frac{1}{P_i^T X^* + q_i} = \lambda_i^*, i = 1, \ldots, k \right\} \leq \lambda_i^*, i = 1, \ldots, k.$$ (8)

Now, (6,7,8) ⇒

$$\sum_{i=1}^{k} \bar{X}_i w_i (C_i^T \bar{X} + d_i) > \lambda^* \left( \sum_{i=1}^{k} w_i (C_i^T X^* + d_i) \right)$$ (9)
Let we define:
\[ \bar{\theta} = \max \{ \bar{\lambda}_i, \text{ for } i = 1, \ldots, k \}, \text{ and } \bar{\lambda} = \bar{\theta} - \epsilon, \text{ where:} \]
\[ \bar{\theta} - \bar{\lambda}_i \leq \epsilon < \bar{\theta} - \lambda^* \left( \frac{\sum_{j=1}^k w_j(C_j^T X^* + d_j)}{\sum_{j=1}^k w_j(C_j^T \bar{X} + d_j)} \right), i = 1, \ldots, k. \] (10)

First, we need to show that (10) is well defined. In other words, there must exist \( \epsilon \) which satisfies (10). To do this, the two conditions below must hold true:

(I) \[ \sum_{i=1}^k w_i(C_i^T X + d_i) > 0. \]

(II) \[ \bar{\theta} - \bar{\lambda}_i \leq \epsilon < \bar{\theta} - \lambda^* \left( \frac{\sum_{j=1}^k w_j(C_j^T X^* + d_j)}{\sum_{j=1}^k w_j(C_j^T \bar{X} + d_j)} \right), i = 1, \ldots, k. \]

In the following, (I) and (II) are verified.

First, we need to show that (10) is well defined. In other words, there must exist \( \epsilon \) therefore, (I) is verified.

By contradiction, let \( \exists p \in \{1, \ldots, k\} \) such that:

\[ \bar{\lambda}_p < \lambda^* \left( \frac{\sum_{i=1}^k w_i(C_i^T X^* + d_i)}{\sum_{j=1}^k w_j(C_j^T \bar{X} + d_j)} \right). \] (12)

Moreover, let it be possible that:

\[ \bar{\lambda}_p = \max \{ \bar{\lambda}_i, \text{ for } i = 1, \ldots, k \}. \] (13)

Thus, (12) and (13) \( \implies \sum_{i=1}^k \bar{\lambda}_i w_i(C_i^T X + d_i) \leq \bar{\lambda}_p \left( \sum_{i=1}^k w_i(C_i^T X^* + d_i) \right) \). This contradicts (9). Therefore, (II) is verified.

It is time to show:

\[ \bar{\lambda}(P_i^T X + q_i) \leq 1, i = 1, \ldots, k. \]

To do this:

In (10), it is implied that \( \bar{\theta} - \epsilon \leq \bar{\lambda}_i \). Furthermore, according to the definitions \( \bar{\theta} = \max \{ \bar{\lambda}_i, \text{ for } i = 1, \ldots, k \}, \bar{\lambda} = \bar{\theta} - \epsilon, \text{ and } \bar{\lambda}_i = \frac{1}{\mu_0(X + q_i)}, i = 1, \ldots, k, \) it is concluded:

\[ \bar{\lambda}(P_i^T X + q_i) = (\bar{\theta} - \epsilon)(P_i^T X + q_i) \leq \bar{\lambda}_i(P_i^T X + q_i) = 1, i = 1, \ldots, k. \] Thus, (III) is demonstrated.

Now, let us define \( \bar{\lambda} = \bar{\lambda}X \). To show \( (\bar{\lambda}, \bar{\theta}) \in F \), the following must be true:

(a) \( \bar{\lambda} \geq 0 \).

Due to (10), \( \sup \epsilon = \bar{\theta} - \lambda^* \left( \frac{\sum_{i=1}^k w_i(C_i^T X^* + d_i)}{\sum_{j=1}^k w_j(C_j^T \bar{X} + d_j)} \right) \). As the result, \( \bar{\lambda} \geq \bar{\theta} - \sup \epsilon = \lambda^* \left( \frac{\sum_{i=1}^k w_i(C_i^T X^* + d_i)}{\sum_{j=1}^k w_j(C_j^T \bar{X} + d_j)} \right) \geq 0 \).
(b) \( Y \geq 0 \).

Since \( X \in S \), then \( X \geq 0 \). Consequently, \( Y = \bar{X} \geq 0 \).

(c) \((p_i^j Y + \bar{X} q_i) \leq 1, i = 1, \ldots, k.\)

Considering \( Y = \bar{X} \) and (III) results in \( c \).

(d) \( A Y - \bar{X} b \leq 0. \)

\( X \in S \implies A X - b \leq 0 \). Therefore, \( A Y - \bar{X} b = \bar{X}(A X - b) \leq 0 \).

It is shown that \((Y, \bar{X})\) created above contradicts the optimality of \((Y^*, \lambda^*)\) for (5) in what follows.

According to (10), we have:
\[
e < \bar{d} - \lambda^* \left( \frac{\sum_{i=1}^{k} w_i(C_i^T X^* + d_i)}{\sum_{i=1}^{k} w_i(C_i^T X + d_i)} \right) \tag{14}
\]

It follows directly from (14) that:
\[
\lambda^* \left( \sum_{i=1}^{k} w_i(C_i^T Y^* + \lambda^* d_i) \right) = \lambda^* \left( \sum_{i=1}^{k} w_i(C_i^T X^* + d_i) \right)
\]
\[
(\bar{d} - e) \left( \sum_{i=1}^{k} w_i(C_i^T X + d_i) \right) = \sum_{i=1}^{k} w_i(C_i^T Y + \bar{X} d_i).
\]

Since \( Y = \bar{X}, Y^* = \lambda^* X^* \), the followings two equations are directly concluded:
\[
\sum_{i=1}^{k} w_i(C_i^T Y^* + \lambda^* d_i) = \lambda^* \left( \sum_{i=1}^{k} w_i(C_i^T X^* + d_i) \right), \tag{16}
\]
\[
\bar{X} \left( \sum_{i=1}^{k} w_i(C_i^T X + d_i) \right) = \sum_{i=1}^{k} w_i(C_i^T Y + \bar{X} d_i). \tag{17}
\]

Since \( \bar{X} = \bar{d} - e \), then (15)–(17) implies:
\[
\sum_{i=1}^{k} w_i(C_i^T Y^* + \lambda^* d_i) = \lambda^* \left( \sum_{i=1}^{k} w_i(C_i^T X^* + d_i) \right) < \ (\bar{d} - e) \left( \sum_{i=1}^{k} w_i(C_i^T X + d_i) \right) = \bar{X} \left( \sum_{i=1}^{k} w_i(C_i^T X + d_i) \right) = \sum_{i=1}^{k} w_i(C_i^T Y + \bar{X} d_i).
\]

Directly from (18), we have:
\[
\sum_{i=1}^{k} w_i(C_i^T Y^* + \lambda^* d_i) < \sum_{i=1}^{k} w_i(C_i^T Y + \bar{X} d_i). \tag{19}
\]
This contradicts the optimality of \((Y^*, \lambda^*)\) for (5). Therefore, \( X^* = \frac{Y^*}{\lambda^*} \) is optimum for (2). \( \Box \)

3. Numerical Example

To illustrate this method and also make a comparison, numerical examples taken from different references are considered. In addition, the solutions of the references, the results of our proposed method are compared with the GA (genetic algorithm) of the Global Optimization Toolbox of MATLAB R2016b.

Example 1 ([29]).

Maximize \( F(X) = F_1(X) + F_2(X) + F_3(X) + F_4(X) = \frac{-4X_1 - 3X_2 - 3X_3 - 50}{X_1 + X_2 + X_3 + 50} + \frac{-3X_1 - 4X_2 - 50}{X_1 + X_2 + X_3 + 50} + \frac{X_1 - 2X_2 - 4X_3 - 50}{X_1 + X_2 + X_3 + 50} + \frac{X_1 - 2X_2 - 4X_3 - 50}{X_1 + X_2 + X_3 + 50} \)

s.t \( S = \{2X_1 + X_2 + 5X_3 \leq 10, X_1 + 6X_2 + 2X_3 \leq 10, -9X_1 - 7X_2 - 3X_3 \leq -10, \ X_1, X_2, X_3 \geq 0 \}. \)

\[
F(X) = \frac{-4X_1 - 3X_2 - 3X_3 - 50}{X_1 + X_2 + X_3 + 50} + \frac{-3X_1 - 4X_2 - 50}{X_1 + X_2 + X_3 + 50} + \frac{X_1 - 2X_2 - 4X_3 - 50}{X_1 + X_2 + X_3 + 50} + \frac{X_1 - 2X_2 - 4X_3 - 50}{X_1 + X_2 + X_3 + 50} \tag{19}
\]

Information related to (19) including the maxima, minima, range, and the membership functions of the objectives are listed in Table 1.
The (5) is formulated for (19) with \( w_i = F_i^{\text{max}} - F_i^{\text{min}}, i = 1, \ldots, 4 \) as follows:

Maximize \((-10 \times 0.4 + 9.4486 \times 0.1 - 5.385 \times 0.2)Y_1 + (3 \times 0.4 + 40.3128 \times 0.1 + 35.0058 \times 0.1 + 18.8476 \times 0.2)Y_2 + (3 \times 0.4 + 9.238 \times 0.1 + 11.6686 \times 0.1 + 2.154 \times 0.2)Y_3 + (50 \times 0.4 - 10.4938 \times 0.1 + 26.9251 \times 0.2)\lambda = -4.1321Y_1 + 12.5014Y_2 + 3.7215Y_3 + 24.3356\lambda
\]

s.t \( F = \{ 2Y_1 + Y_2 + 5Y_3 - 10\lambda \leq 0, \ Y_1 + 6Y_2 + 2Y_3 - 10\lambda \leq 0, \ \lambda \leq 0 \} \). \hspace{1cm} (20)

The (20) is solved and the solution obtained is: \((Y^*, \lambda^*) = (0, 0.0286, 0, 0.0171)\). The results are summarized in Table 2.

**Table 2.** Optimal solution and optimal value for (19) obtained by different methods.

| Method of | \( X^* \) | \( F(X^*) \) | Iter |
|-----------|-----------|-------------|------|
| This article | (0, 1.6667, 0) | -3.711 | Non-iterative |
| [29] | (0, 0.625, 1.875) | -4 | 32 |
| [32] | (0, 1.6667, 0) | -3.711 | 169 |
| GA | (0.0113, 1.257, 1.1059) | -3.7213 | 81 |

**Example 2 ([33]).**

Maximization \( F(X) = F_1(X) + F_2(X) + F_3(X) + F_4(X) = \frac{37X_1 + 73X_2 + 13}{35X_1 + 43X_2 + 13} + \frac{-63X_1 + 18X_2 - 39}{13X_1 + 13X_2 + 13} + \frac{13X_1 - 26X_2 - 13}{13X_1 - 18X_2 + 39} + \frac{-13X_1 - 26X_2 - 13}{13X_1 + 18X_2 + 39} \) \hspace{1cm} (21)

s.t \( S = \{ 5X_1 - 3X_2 = 3, 1.5 \leq X_1 \leq 3, X_2 \geq 0 \} \).

Maxima and minima of the objectives were obtained and the membership functions are specified and shown in Table 3.

**Table 3.** Maxima and minima of \( F_i(X) \) over feasible region \( S \) and the membership functions for (21).

| \( i \) | \( F_i^{\text{min}} \) | \( F_i^{\text{max}} \) | \( F_i^{\text{max}} - F_i^{\text{min}} \) | \( \mu_i(X) \) |
|-------|----------------|----------------|--------------------------------|----------------|
| 1     | 3.4231 | 4         | 0.58  | \(-10X_1 + 3X_2 + 2X_3 + 50\) \( \frac{3X_1 + 3X_2 + 5M}{2X_1 + 2X_2 + 7M} \) |
| 2     | -1.0699 | -0.8077 | 0.26  | \(-187.2285X_1 + 174.7422X_2 - 95.6093\) \( \frac{13X_1 + 26X_2 + 13}{13X_1 - 18X_2 + 39} \) |
| 3     | 0.483  | 0.6667  | 0.18  | \(-94.8775X_1 + 118.0947X_2 - 31.7746\) \( \frac{35X_1 - 44X_2 + 5M}{35X_1 + 44X_2 + 5M} \) |
| 4     | -0.4017 | 0.3750  | 0.78  | \( \frac{50X_1 - 37X_2 + 13}{50X_1 - 37X_2 + 13} \) |
In the following, (5) is formulated for (21) with \( w_i = F_i^{\max} - F_i^{\min}, i = 1, \ldots, 4 \):

Maximize \(-71.4271Y_1 + 98.6811Y_2 - 70.0807\lambda \)

\[
\text{s.t } F = \begin{cases} 
5Y_1 - 3Y_2 - 3\lambda = 0, & Y_1 - 3\lambda \leq 0, \\
Y_1 + 1.5\lambda \leq 0, \\
13Y_1 + 13Y_2 + 13\lambda \leq 1, \\
13Y_1 + 26Y_2 + 13\lambda \leq 1, \\
63Y_1 - 18Y_2 + 39\lambda \leq 1, \\
37Y_1 + 47Y_2 + 13\lambda \leq 1, \\
Y_1, Y_2, \lambda \geq 0 \}.
\]

The (22) is solved and the solution obtained is: \((Y^*, \lambda^*) = (0.0072, 0.0096, 0.0026)\). The results are summarized in Table 4.

**Table 4.** Optimal solution and optimal value for (21) obtained by different methods.

| Method of | \(X^*\) | \(F(X^*)\) | Iter |
|----------|--------|----------|------|
| This article | (3, 4) | 3.2916 | Non-iterative |
| [33] | (3, 4) | 3.2916 | 9 |
| [32] | (3, 4) | 3.2916 | 693 |
| GA | (3, 4) | 3.2916 | 54 |

**Example 3 (\([28]\)).**

Maximize \( F(X) = F_1(X) + F_2(X) = \frac{3.333X_1+3X_2+1}{3.999X_1+X_1+1} + \frac{4X_1+3X_2+1}{X_1+X_2+1} \)

\[
\text{s.t } S = \{ 5X_1 + 4X_2 \leq 10, \ -2X_1 - X_2 \leq -2, \ -X_1 \leq -0.1, \ -X_2 \leq -0.1, \\
X_1, X_2 \geq 0 \}.
\]

The data related to (23) are summarized in Table 5.

**Table 5.** Maxima and minima of \(F_i(X)\) over feasible region \(S\) and the membership functions for (23).

| \(i\) | \(F_i^{\min}\) | \(F_i^{\max}\) | \(F_i^{\max} - F_i^{\min}\) | \(\mu_i(X)\) |
|------|-------|-------|----------------|------------|
| 1 | 1.6649 | 2.3883 | 0.72 | \(0.7721X_1 + 1.8456X_2 + 0.9192 \) |
| 2 | 2.3448 | 2.9735 | 0.63 | \(2.6327X_1 + 1.0422X_2 - 2.1390 \) |

The (5) is formulated for (23) with \( F_i^{\max} - F_i^{\min}, i = 1, 2 \) as below:

Maximize \( 3.4058Y_1 + 2.8878Y_2 - 3.0582\lambda \)

\[
\text{s.t } F = \begin{cases} 
5Y_1 + 4Y_2 - 10\lambda \leq 0, & -2Y_1 - Y_2 + 2\lambda \leq 0, \\
-Y_1 + 0.1\lambda \leq 0, \\
1.666Y_1 + Y_2 + \lambda \leq 1, \\
Y_1 + Y_2 + \lambda \leq 1, \\
Y_1, Y_2, \lambda \geq 0 \}.
\]

The (24) is solved and the solution obtained is: \((Y^*, \lambda^*) = (0.0282, 0.6706, 0.2824)\). The results are summarized in Table 6.

**Table 6.** Optimal solution and optimal value for (23) obtained by different methods.

| Method of | \(X^*\) | \(F(X^*)\) | Iter |
|----------|--------|----------|------|
| This article | (0.1, 2.3750) | 4.8415 | Non-iterative |
| [28] | (0.1, 2.3750) | 4.8415 | 4 |
| GA | (0.1, 2.3750) | 4.8415 | 82 |

**4. Conclusions and Discussion**

In this paper, we made the S-LFP into a weighted LPP. We then proved that for some weights, which are specified according to the range of the linear ratios, the optimal solution of the LPP is the global optimal solution for the S-LFP. To design our method, we used
the membership functions of the objectives instead of the objectives. This replacement was able to cover all the problems in the form of S-LFP except a problem in which a denominator becomes zero at a feasible point. Numerical examples were solved and comparisons were made. The results demonstrate that our method with less expenses and complexities reached the global optimal solutions successfully. Numerical examples showed that GA and the proposed method of [32] are reliable enough to be used dealing with the S-LFP. However, the method of Shen and Wang [29] cannot be considered as a global optimization technique because their solution was dominated by the other methods for Example 1.

Since the S-LFP is N-P hard and may also have several local optimal solutions, it is possible that any global optimization technique ultimately reaches a local optimal solution instead of a global one. Therefore, we recommend that in addition to any technique used, the optimal solution of the most important part of the objective function be taken into account (see Point 1).
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