THE SHARP PHASE TRANSITION FOR LEVEL SET PERCOLATION
OF SMOOTH PLANAR GAUSSIAN FIELDS

STEPHEN MUIRHEAD AND HUGO VANNEUVILLE

Abstract. We prove that the connectivity of the level sets of a wide class of smooth centred
planar Gaussian fields exhibits a phase transition at the zero level that is analogous to the
phase transition in Bernoulli percolation. In addition to symmetry, positivity and regularity
conditions, we assume only that correlations decay polynomially with exponent larger than two
– roughly equivalent to the integrability of the covariance kernel – whereas previously the phase
transition was only known in the case of the Bargmann–Fock covariance kernel which decays
super-exponentially. We also prove that the phase transition is sharp, demonstrating, without
any further assumption on the decay of correlations, that in the sub-critical regime crossing
probabilities decay exponentially.

Key to our methods is the white-noise representation of a Gaussian field; we use this on
the one hand to prove new quasi-independence results, inspired by the notion of influence from
Boolean functions, and on the other hand to establish sharp thresholds via the OSSS inequality
for i.i.d. random variables, following the recent approach of Duminil-Copin, Raoufi and Tassion.
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1. INTRODUCTION

In recent years the strong links between the geometry of smooth planar Gaussian fields and
percolation have become increasingly apparent, and it is now believed that the connectivity of
the level sets of a wide class of smooth, stationary planar Gaussian fields exhibits a sharp phase
transition that is analogous to the phase transition in, for instance, Bernoulli percolation.
To discuss these links more precisely, let us fix notation. Let $f$ be a stationary, centred, continuous Gaussian field on $\mathbb{R}^2$ with covariance kernel
\[ \kappa(x) = \mathbb{E}[f(0) f(x)] , \quad x \in \mathbb{R}^2. \]
The level sets and (upper-)excursion sets of $f$ will be denoted
\[ \mathcal{L}_\ell = \{ x : f(x) = -\ell \} \quad \text{and} \quad \mathcal{E}_\ell = \{ x : f(x) \geq -\ell \} , \quad \ell \in \mathbb{R}; \]
the use of $-\ell$ instead of $\ell$ in these definitions is solely for convenience – in particular $\mathcal{E}_\ell$ is then increasing in both $f$ and $\ell$ – and makes no difference to the content of our results.

In percolation theory, one is interested in the geometry of macroscopic components in random sets. A question of major interest is the existence of an unbounded connected component (when such a component exists, one says that the random set percolates). By analogy with other planar percolation models, it is natural to expect that the model exhibits a phase transition at the critical level $\ell_c = 0$ (since $f$ is centred, $\ell = 0$ is the ‘self-dual’ point). More precisely, if $f$ is ergodic one expects the following phase transition at criticality:

- If $\ell \leq 0$, then almost surely the connected components of $\mathcal{E}_\ell$ are bounded;
- If $\ell > 0$, then almost surely $\mathcal{E}_\ell$ has a unique unbounded connected component.

A rough analogy is that of water flooding the infinite landscape formed by the graph of $f$: if $\ell < 0$ then the landscape consists of an infinite landmass that contains lakes, whereas if $\ell > 0$ then instead it consists of islands surrounded by an infinite ocean. See Figure 1 for a simulation of the excursion sets of a stationary planar Gaussian field at (i) the zero level, and (ii) a level slightly above zero, illustrating the dramatic change in the connectivity.

The primary aim of this paper is to establish, under mild conditions on $f$, the existence of such a phase transition at the zero level. This is the analogue, for smooth planar Gaussian fields, of the celebrated result of Kesten \cite{Kes80} establishing the phase transition for (Bernouilli) bond percolation on the square lattice.
We further establish a quantitative description of the phase transition, demonstrating that it is sharp. More precisely, if $\ell < 0$ we show that crossing probabilities decay exponentially fast on large scales, and we also show that the ‘near-critical window’ of levels $\ell$ for which crossing probabilities are bounded decays polynomially in the scale.

1.1. Gaussian fields and percolation. Early works to consider rigorously the connections between the geometry of planar Gaussian fields and percolation focused mainly on (i) the zero level $\ell = 0$, and (ii) very high levels $\ell \gg 1$. To the best of our knowledge the first such works were [MS83a, MS83b, MS86], in which it was shown that if $\kappa$ is sufficiently smooth and absolutely integrable then there exists a $\ell^* \in \mathbb{R}$ such that almost surely there is an unbounded component in $E_\ell$ at every level $\ell \geq \ell^*$. Later it was shown [Ale96], using very different techniques, that under the assumptions of ergodicity (implied by the absolute integrability of $\kappa$) and positive correlations (i.e. $\kappa \geq 0$) the level sets never percolate, i.e. almost surely there is no unbounded component in $L_\ell$ for any $\ell \in \mathbb{R}$.

Given these results, and by analogy with Bernoulli percolation (see below), it was natural to expect that under mild conditions (for instance if $\kappa$ is positive, integrable and sufficiently smooth) the connectivity of the level sets undergoes a phase transition at the zero level as described above. In [RV17a] this conjecture was established for the Bargmann-Fock field, whose covariance kernel is a Gaussian function and in particular decays extremely rapidly. In this work the exact form of the covariance kernel was crucial, since the proof required explicit Fourier-type calculations to be performed. As mentioned above, one of the main results of the present paper is to establish the conjecture under mild conditions on the covariance kernel; indeed we use only slightly stronger conditions than those mentioned above (to be precise, we require a ‘strong’ positivity assumption, sufficiently symmetry, polynomial decay of correlations with exponent $\beta > 2$, and sufficient smoothness).

In classical percolation theory the phase transition is often described in a more quantitative manner. For example, if the percolation model is critical then so-called Russo-Seymour-Welsh estimates (RSW) hold, which are bounds on the probability that a domain is crossed that are uniform in the scale of the domain. On the other hand, if the model is sub-critical then crossing probabilities decay exponentially in the scale of the domain – this is often referred to as the sharpness of the phase transition.

Recently, such statements have been proven also for the level sets and excursion sets of smooth planar Gaussian fields. The pioneering work was [BG17] in which it was shown that, assuming correlations decay polynomially with exponent at least $\beta \approx 325$, both $L_0$ and $E_0$ satisfy equivalents of the RSW estimates. Although the necessary decay assumptions on $\kappa$ have been progressively weakened [BM18, BMW17, RV17b], the state of the art still requires correlations to decay polynomially with exponent $\beta > 4$, much faster than that implied by the mere integrability of the covariance kernel (which corresponds roughly to $\beta > 2$). For sub-critical levels $\ell < 0$, [RV17a] established the exponential decay of crossing probabilities in the special case of the Bargmann-Fock field.

A secondary aim of this paper is to establish quantitative descriptions of the phase transition. In particular, working under the same mild conditions as mentioned above (in particular, under the assumption $\beta > 2$), we show that if $\ell < 0$ then domains are crossed by $E_\ell$ with probability decaying exponentially in the scale of the domain, whereas if $\ell = 0$ then RSW estimates hold. We remark that, although our results are inspired by the works mentioned above, our methods
are completely independent and quite distinct (except for the use of Tassion’s method [Tas16]); see Section 2 for an overview of our methods, and how they relate to previous work.

1.2. Statement of the main results. Recall that \( f \) denotes a stationary, centred continuous planar Gaussian field with covariance kernel \( \kappa \) (we exclude the degenerate case \( f \equiv 0 \)). To state the additional assumptions that we impose on \( f \) we introduce the spectral measure \( \mu \), defined as the Fourier transform of the covariance kernel \( \kappa \):

\[
\kappa(x) = \int e^{2\pi i (x,s)} \, d\mu(s);
\]

since \( f \) is continuous, such a measure exists by Bochner’s theorem, and satisfies \( \mu(-A) = \mu(A) \), for all Borel sets \( A \), and \( \int d\mu = \kappa(0) \).

Henceforth we shall always work under the assumption that \( \mu \) is absolutely continuous with respect to the Lebesgue measure; we denote by \( \rho^2 \) the density of \( \mu \), and refer to this as the spectral density. Note that \( \rho \in L^2(\mathbb{R}^2) \) since \( \|\rho\|_{L^2} = \int d\mu = \kappa(0) \in (0,\infty) \).

The existence of the spectral density \( \rho^2 \) guarantees that \( f \) is ergodic [NS16, Appendix B], and also that \( \kappa(x) \to 0 \) as \( |x| \to \infty \) (by the Riemann-Lebesgue lemma). On the other hand, in the context of previous results this assumption is not so strong, being for instance weaker than the condition that correlations decay polynomially with exponent \( \beta > 2 \), a key assumption in previous works.

The existence of the spectral density is fundamental for our analysis because it is equivalent to the existence of the white-noise representation of \( f \), i.e. the fact that

\[
(1.1) \quad f \overset{d}{=} q \ast W
\]

for \( q \in L^2(\mathbb{R}^2) \) satisfying \( q(-x) = q(x) \), where \( \ast \) denotes convolution and \( W \) is a planar white-noise; we give more details on this representation in Sections 2 and 3.2 below. To relate (1.1) to the existence of the spectral density \( \rho^2 \), note that we can define

\[
(1.2) \quad q = \mathcal{F}[\rho]
\]

where \( \mathcal{F}[\cdot] \) denotes the Fourier transform; it is simple to check that \( q \) possesses the required properties, namely that \( q(-x) = \mathcal{F}[\rho](-x) = \mathcal{F}[\rho](x) = q(x) \), and \( \|q\|_{L^2} = \|\rho\|_{L^2} = \|\rho^2\|_{L^1} \).

Conversely, if \( q(-x) = q(x) \) and \( q \in L^2 \), then we can define \( f = q \ast W \) and \( \rho = \mathcal{F}[q] \), which ensures that \( f \) is a stationary, centred planar Gaussian field with spectral density \( \rho^2 \) and covariance kernel

\[
\kappa = \mathcal{F}[\rho^2] = \mathcal{F}[\rho \cdot \rho] = \mathcal{F}[\rho] \ast \mathcal{F}[\rho] = q \ast q.
\]

Henceforth it will be convenient to work with (1.1) as the definition of \( f \) and with \( \rho = \mathcal{F}[q] \) as the definition of \( \rho \). To ensure \( f \) enjoys some additional properties, we need to impose certain regularity conditions on \( q \), which we take to hold throughout the paper:

**Assumption 1.1** (Regularity). The function \( q \) is not identically zero, is in \( L^2 \), and for every \( x \in \mathbb{R}^2 \), \( q(-x) = q(x) \). Moreover, \( q \) is \( C^3 \) and there exist \( \varepsilon, c > 0 \) such that, for every multi-index \( \alpha \) such that \( |\alpha| \leq 3, |\partial^\alpha q(x)| \leq c|x|^{-(1+\varepsilon)} \). Finally, the support of \( \rho = \mathcal{F}[q] \) contains an open set.

\[\text{ Indeed, we use the following definition of the planar white noise: } W \text{ is a centred Gaussian field indexed by } L^2(\mathbb{R}^2) \text{ such that } \mathbb{E} \left[ \int q_1(y) dW(y) \int q_2(y) dW(y) \right] = \int q_1(y) q_2(y) dy.\]
We collect important consequences of Assumption 1.1 in Section 3.2. Here we simply mention that this assumption ensures (by dominated convergence) that $\kappa = q \ast q$ is $C^2$ which permits us to define $f$ as a continuous (in fact $C^2$) modification of $q \ast W$, rather than $q \ast W$ itself, and also guarantees that, for each $\ell \in \mathbb{R}$, the level set $L_\ell$ almost surely consists of a collection of simple curves.

**Remark 1.2.** In addition to $f$, we shall also consider in this paper *uncountable* families of Gaussian fields $f_r$, $f^r_\varepsilon$ and $f^\varepsilon$, indexed by $r \geq 1$ and $\varepsilon > 0$, constructed using the white-noise $W$. Although the existence of simultaneous modifications of these fields such that they are all continuous is not obvious, this is not essential for us since we will only ever consider either: i) fixed parameters $r$ and $\varepsilon$; or ii) limits as $r \to \infty$ or $\varepsilon \to 0$ in order to deduce a result for $f$, for which we can always work with countable subsequences.

For our main results to hold, we shall need some or all of the following additional assumptions on $q$:

**Assumption 1.3** ($D_4$ Symmetry). The function $q$ is symmetric under both (i) reflection in the $x$-axis, and (ii) rotation by $\pi/2$ about the origin.

**Assumption 1.4** (Weak or strong positivity).

1. (Weak positivity) $\kappa = q \ast q \geq 0$;
2. (Strong positivity) $q \geq 0$.

**Assumption 1.5** (Polynomial decay of correlations; depends on a parameter $\beta > 0$). There exists a constant $c > 0$ such that, for every $|x| > 1$ and multi-index $\alpha$ such that $|\alpha| \leq 1$,

$$|\partial^\alpha q(x)| < c|x|^{-\beta}.$$  

We emphasise that the decay condition (1.3) is a slightly stronger version of the assumption, appearing in previous works, that $\kappa(x) = O(|x|^{-\beta})$. Moreover, $q(x) = O(|x|^{-\beta})$ is equivalent to $\kappa(x) = O(|x|^{-\beta})$ for $\beta > 2$ if $q \geq 0$ is also assumed. Observe also that Assumption 1.1 implies that (1.3) holds for some $\beta > 1$, and on the other hand, if (1.3) holds for $\beta > 2$, then the support of $\rho = F[q]$ contains an open set since it is continuous and not identically zero.

Although we have chosen to state Assumptions 1.3 and 1.4 in terms of $q$, they have natural analogues for the spectral measure $\mu$. First, the weak positivity condition in Assumption 1.4 is equivalent to the spectral density $\rho^2$ being positive-definite, whereas strong positivity is equivalent to $\rho$ being positive-definite. Second, Assumption 1.3 is equivalent to any of $\rho$, $\mu$, $\kappa$ or the law of $f$ satisfying the same symmetries. We remark also that sufficient conditions for Assumptions 1.1 and 1.5 could be given in terms of the spectral density $\rho^2$ using classical results from Fourier analysis.

We are now ready to state our first theorem, establishing the phase transition at the zero level under the above conditions:

**Theorem 1.6** (The phase transition at the zero level). Suppose that Assumptions 1.1 and 1.3 hold, that the strong positivity condition in Assumption 1.4 holds, and also that Assumption 1.5 holds for a given $\beta > 2$. Then the following are true:

- If $\ell \leq 0$, then almost surely the connected components of $E_\ell$ are bounded;
- If $\ell > 0$, then almost surely $E_\ell$ has a unique unbounded connected component.

Since $f = -f$ in law, the same result holds for $E^c_\ell$, the complement of the excursion set. We can also state a version of the result for ‘thickenings’ of the zero level set, i.e. $E^\varepsilon_\ell = \{x : |f(x)| \leq \varepsilon\}$:

**Theorem 1.7** (The phase transition for thickened zero level sets). Under the same conditions as in Theorem 1.6.
If $\varepsilon = 0$, then almost surely the connected components of $\mathcal{L}_0^\varepsilon$ are bounded;
If $\varepsilon > 0$, then almost surely $\mathcal{L}_0^\varepsilon$ has a unique unbounded connected component.

**Remark 1.8.** Our assumptions are stronger than in the early works [MS83a, MS83b, Ale96] described in Section 1.1 and so Theorem 1.6 was already known for $\ell \leq 0$ and for $\ell$ sufficiently large. What is new is the statement that $\mathcal{E}_\ell^\varepsilon$ percolates at every positive level $\ell > 0$, which was previously only known in the case of the Bargmann-Fock field [RV17a].

This statement is the analogue, for smooth planar Gaussian fields, of Kesten’s celebrated result for (Bernoulli) bond percolation on the square lattice, which we recall now. Fix $p \in [0,1]$ and colour each edge of the square lattice $\mathbb{Z}^2$ black independently with probability $p$. Harris [Har60] showed that at the ‘self-dual’ point, $p = 1/2$, there are almost surely no unbounded black clusters (i.e. unbounded components of the sub-graph of black edges). Much later, Kesten famously proved [Kes80] the existence of a phase transition at the ‘self-dual’ point, i.e. showed that if $p > 1/2$ then almost surely there is a (unique) unbounded black cluster.

**Remark 1.9.** Theorems 1.6 and 1.7 require the strong positivity condition $q \geq 0$, which can be contrasted with previous works (see the discussion in Section 1.1) that assumed only weak positivity $\kappa \geq 0$. We do not believe strong (as opposed to weak) positivity to be fundamental to the result, and in fact we suspect it could be removed (at the expense of the full strength of Theorem 1.15 below), although we do not pursue this here. In fact, strong positivity is only used at a single place in the proof (see the discussion in Section 5.2).

We also remark that an (apparently) even stronger positivity condition (often called total positivity) holds for the discrete planar Gaussian free field (GFF), and was a crucial ingredient in recently obtained results that bear some similarities to ours [Rod17] (although in a very different setting).

**Remark 1.10.** Our techniques and results likely extend to the setting of sequences of smooth Gaussian fields on compact manifolds such as the sphere or flat torus, as in [BMW17], although additional technical difficulties may arise. Similar results likely hold also for many classes of non-Gaussian fields (e.g. chi-squared fields, shot-noise etc.), which could have potential applications in physics [Wei82] and in the statistical testing of spatial noise [BEL17]. However, many of our techniques are tailored to the Gaussian setting, so would not immediately apply to other classes of fields.

We next turn to a quantitative description of the phase transition, and show in particular that it is sharp. For this we need to introduce notation for crossing events. For each $r > 0$ and $x \in \mathbb{R}^2$, let $B_r(x) = \{ y \in \mathbb{R}^2 : |x - y| \leq r \}$ denote the Euclidean ball with radius $r$ centred at $x$, and abbreviate $B_r = B_r(0)$. Define a quad $Q$ to be a simply-connected piece-wise smooth compact domain $D \subset \mathbb{R}^2$ together with two disjoint boundary arcs $\gamma$ and $\gamma'$. One can take, for instance, $D$ to be a rectangle and $\gamma$ and $\gamma'$ to be opposite edges.

For each quad $Q$ and level $\ell$, let $\text{Cross}_\ell(Q)$ denote the event that there is a connected component of $\mathcal{E}_\ell$ that crosses $Q$, i.e., whose intersection with $Q$ intersects both $\gamma$ and $\gamma'$. Similarly, for $0 < r_1 < r_2$, let $\text{Arm}_\ell(r_1, r_2)$ denote the event that there is a connected component of $\mathcal{E}_\ell$ that intersects both $\partial B_{r_1}$ and $\partial B_{r_2}$. Note that our assumptions on $f$ and $Q$ ensure that each of these events is measurable.

**Theorem 1.11** (Sharpness of the phase transition). Suppose that Assumptions 1.1 and 1.3 hold, that the weak positivity condition in Assumption 1.4 holds, and that Assumption 1.5 holds for a given $\beta > 2$. Then for every quad $Q$,

$$\inf_{R > 0} \mathbb{P}[f \in \text{Cross}_0(RQ)] > 0 \quad \text{and} \quad \sup_{R > 0} \mathbb{P}[f \in \text{Cross}_0(RQ)] < 1,$$
and moreover there exist \( c_1, c_2 > 0 \) such that, for each \( 0 < r < R \),
\[
\mathbb{P}[f \in \text{Arm}_0(r, R)] < c_1 \left( \frac{r}{R} \right)^{c_2}.
\]

Suppose in addition that the strong positivity condition in Assumption 1.4 holds. Then the following are true:

- If \( \ell < 0 \), then for every quad \( Q \) there exist \( c_1, c_2 > 0 \) such that, for all \( R \geq 1 \),
  \[
  \mathbb{P}[f \in \text{Cross}_{\ell}(RQ)] < c_1 e^{-c_2 s}.
  \]

- If \( \ell > 0 \), then for every quad \( Q \) there exist \( c_1, c_2 > 0 \) such that, for all \( R \geq 1 \),
  \[
  \mathbb{P}[f \in \text{Cross}_{\ell}(RQ)] > 1 - c_1 e^{-c_2 s}.
  \]

Remark 1.12. The first statement of Theorem 1.11 gives analogues of the RSW estimates in critical percolation theory (see for instance [Gri99, BR06]), which have previously been established under stronger conditions on the decay of correlations (roughly corresponding to \( \beta > 4 \) [BG17, BM18, RV17b]. The statement about \( \text{Arm}_0(r, R) \) is the analogue of the one-arm decay in percolation theory, and follows in a straightforward way from the RSW estimates (at least, if a preliminary ‘quasi-independence’ property has been established; see Theorem 4.2). Notably, we need only the weak positivity condition \( \kappa \geq 0 \) for these statements.

Remark 1.13. The second and third statements of Theorem 1.11 give quantitative bounds on crossing probabilities in ‘non-critical’ regimes; previously such bounds had only been established for the Bargmann-Fock field [RV17a].

In the case \( \ell < 0 \), the statement is a bound on the decay of crossing probabilities in the sub-critical regime, showing in particular that sub-critical crossing probabilities decay exponentially, just as for Bernoulli percolation [Kes80].

In the case \( \ell > 0 \), the second statement is a quantitative description of the claim in Theorem 1.6 that \( E_\ell \) percolates, and in fact we use this statement to infer the percolation of \( E_\ell \) via a simple Borel-Cantelli argument.

Remark 1.14. Similar results to those in Theorem 1.11 could also be deduced for the level sets \( L_\ell \) – i.e. defining the crossing events \( \text{Cross}_{\ell}(RQ) \) relative to \( L_\ell \) rather than \( E_\ell \) – but we have chosen to omit such results. A notable exception is (1.5), which does not hold for \( L_\ell \).

One consequence of Theorem 1.11 is that, for each \( \ell > 0 \) and quad \( Q \),
\[
\mathbb{P}[f \in \text{Cross}_{\ell}(RQ)] \to 1 \quad \text{as } R \to \infty.
\]

A natural question is to determine how slowly a positive sequence \( \ell_R \to 0 \) must decay in order to ensure that (1.6) still holds for \( \ell = \ell_R \); in other words, to quantify the size of the near-critical window. Our next result shows that this window is of polynomial size, as it is for Bernoulli percolation.

Theorem 1.15 (Polynomial bounds on the near-critical window). Suppose that Assumptions 1.1 and 1.3 hold, that the weak positivity condition in Assumption 1.4 holds, and that Assumption 1.5 holds for a given \( \beta > 2 \). Then for each \( c_1 > 1 \) and every quad \( Q \),
\[
\limsup_{R \to \infty} \mathbb{P}[f \in \text{Cross}_{R-c_1}(RQ)] < 1.
\]

Suppose in addition that the strong positivity condition in Assumption 1.4 holds. Then there exists a \( c_2 > 0 \) such that, for every quad \( Q \),
\[
\lim_{R \to \infty} \mathbb{P}[f \in \text{Cross}_{R-c_2}(RQ)] = 1.
\]
Remark 1.16. Again by analogy with Bernoulli percolation, it is natural to conjecture that the near-critical window is of polynomial size with exponent exactly $3/4$, i.e. the conclusion of Theorem 1.15 is true for every $0 < c_2 < 3/4 < c_1$. Our result shows that the exponent is strictly positive and at most 1. This is comparable to what is known for bond percolation on the square lattice, for which the exponent has been shown to be strictly positive and strictly less than 1, see [Kes87] (on the other hand, for site percolation on the triangular lattice the conjecture is known in full [SW01]).

1.3. A family of examples. In this section we introduce a family of smooth planar Gaussian fields that illustrates the generality and scope of our results.

Consider the *rational quadratic* kernel (sometimes also called the *Student-t* kernel)

$$RQ_\beta(x) = (1 + |x|^2)^{-\beta/2}, \quad \beta > 0,$$

which is continuous, isotropic and positive-definite on $\mathbb{R}^2$; this kernel is extensively used in the modelling of spatial data, see, e.g., [RW06, Chapter 4].

Fix a value of the parameter $\beta > 2$ and let $q = RQ_\beta$, which satisfies the necessary conditions for the white-noise representation to be valid. The Fourier transform of $q$ is known [Pou99, Chapter 17], and is given by

$$\rho(x) = F[q](x) \propto |x|^{\beta/2 - 1} K_{\beta/2 - 1}(|x|),$$

where $K_\alpha(z)$ is the modified Bessel function of the second kind. Hence, $f = q \ast W$ is a stationary planar Gaussian field with spectral density

$$\rho^2(x) = (F[q]^2(x) \propto |x|^{\beta - 2} K_{\beta/2 - 1}^2(|x|).$$

Observe that each of Assumptions 1.1 and 1.3, and the strong positivity condition in Assumption 1.4, are easily verified. Moreover, one can check that the decay condition in Assumption 1.5 is satisfied for $\beta$.

Given the discussion above, we see that our results apply to this planar Gaussian field for each $\beta > 2$. On the other hand, the covariance kernel of this field satisfies

$$\kappa(x) \sim c|x|^{-\beta}, \quad \text{as } |x| \to \infty,$$

and so none of the previous results in the literature (for instance in [BG17, RV17b]) apply to this field unless $\beta > 4$, and even then only the RSW estimates of Theorem 1.11 were known [RV17b]. In particular, the results in Theorems 1.6 and 1.11 in the case $\ell > 0$, and the result in Theorem 1.15 were not previously known for any value of $\beta > 2$.

1.4. The percolation universality class. A major unresolved question raised by our work is to determine how rapidly correlations must decay in order for the connectivity of the level sets of a smooth Gaussian field to be well-described on large scales by Bernoulli percolation, i.e. to determine the boundary of the ‘percolation universality class’.

In the physics literature, the ‘Harris criterion’ (see, e.g., [Wei84]) is a well-known heuristic that determines whether long-range correlations influence large scale properties of discrete percolation models. Translated to our setting, the criterion suggests that the universality class is determined by the convergence of

$$\frac{1}{R^{5/2}} \int_{x \in B_R} \int_{y \in B_R} \kappa(x - y) \, dx \, dy,$$

which is roughly equivalent to demanding that $\kappa$ has polynomial decay with exponent $\beta > 3/2$ in the case $\kappa > 0$ (compared to $\beta > 2$ that is required in our results). It is an interesting question whether the Harris criterion can be formalised into a rigorous description of the universality class.
Further, the analogy with Bernoulli percolation should go beyond even the results in Theorems 1.6, 1.11, and 1.15. For instance, one might expect that the zero level sets $L_0$ should, on large scales, behave similarly to the so-called $SLE_6$ process (or, more precisely, the $CLE_6$ loop ensemble [She09]), which is conjectured to describe the scaling limit of the boundaries of clusters in Bernoulli percolation; this conjecture is (only) proved for site percolation on the regular triangular lattice [Smi07, CN07]. This has been conjectured for the random plane wave (RPW) [BDS07], which is a universal Gaussian model for eigenfunctions of the Laplacian on generic (i.e. chaotic) smooth manifolds. The RPW has correlations that decay extremely slowly – only at rate $1/\sqrt{R}$ – but since the correlations are highly oscillatory, the Harris criterion is nevertheless still satisfied [BS07].

There are also certain Gaussian fields for which the level sets are known not to resemble percolation clusters on large scales. For example, it is known that the ‘level lines’ of the planar GFF are $SLE_4$ processes [SS09], and so the planar GFF lies in an entirely different universality class to percolation.

1.5. Overview of rest of the paper. In Section 2 we present an overview of our methods and give a general outline of the proof of the main results. In Section 3 we collect the arguments that are particular to the Gaussian setting of our work. In Section 4 we establish the crucial ‘quasi-independence’ property for crossing events, and use it to deduce the RSW estimates for $\ell = 0$ that comprise the first statement of Theorem 1.11. We also deduce from the RSW estimates the first statement of Theorem 1.15. In Section 5 we begin our study of the sharp phase transition, establishing a qualitative description of the phase transition for crossings of a fixed rectangle at large scales. Finally, in Section 6 we bootstrap the aforementioned result to complete the proof of the main results.
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2. Overview of our methods and outline of the proof

Compared to previous works on the links between Gaussian fields and percolation, our methods contain several new techniques that we emphasise here:

- First, our overarching methodology is to work directly in the continuum, rather than restricting the Gaussian field to a lattice as was done in all previous works on the topic (with the exception of [Ale96]). This opens up new techniques, such as our application of the Cameron–Martin theorem to control the effect of varying the level (this is inspired by similar arguments in the analysis of Boolean functions, see Section 3.3). On the other hand, we do ‘discretise’ the field by approximating it by a random variable taking values in finite dimensional subspaces of the set of continuous planar functions.

- Second, we exploit heavily the white-noise representation of a Gaussian field in (1.1). Even though this representation is well-known in other contexts (see, e.g., [Hig02], or [Mal69, Cuz76] for a closely-related representation), as far as we know it has never been used to study the connectivity of level sets. We give more details on how we use this representation immediately below.
• Third, we prove that there is a phase transition at level 0 by appealing to recent advances in the study of randomised algorithms, and in particular the development of the OSSS inequality; this is inspired by recent applications of similar ideas to various models \[ \text{[DCRT17a, DCRT17b, DCRT18, AB18]} \]. Again we give more details immediately below.

• Finally, we use a ‘sprinkled’ quasi-independence property (see Proposition 6.2) in order to bootstrap the results obtained by using randomised algorithms and obtain sharpness results (i.e. exponential decay of connection probabilities in the subcritical phase). Here ‘sprinkled’ means that instead of comparing \( P[f \in A] \) to \( P[f \in A \cap B] \), we compare the first quantity to \( P[f - \varepsilon \in A \cap B] \). This is in contrast to \[ \text{[RV17a]} \], in which the rapid decay of correlations in the Bargmann-Fock field ensured that a classical notion of quasi-independence was sufficient.

In the rest of this section we (i) describe how we exploit the white-noise representation, (ii) explain the OSSS inequality and how we apply it, and (iii) give a brief outline of the proof.

2.1. Truncation and discretisation. The white-noise representation is useful because of two operations – truncation and discretisation – that allow us to couple \( f \) to other Gaussian fields which are close to \( f \) with high probability but have desirable properties.

Truncation. Recall that we take \[ (1.1) \] to be the definition of \( f \). For each \( r \geq 1 \), let \( \chi_r : \mathbb{R}^2 \to [0,1] \) be a smooth isotropic approximation of the radial cut-off function \( \mathbb{1}_{|z| \leq r/2} \). More precisely, we ask that \( \chi_r \) is smooth, isotropic, and satisfies
\[
\chi_r(x) = \begin{cases} 
1, & \text{if } |x| \leq r/2 - 1/4, \\
0, & \text{if } |x| \geq r/2,
\end{cases}
\]
and that the \( k \)th derivatives of \( \chi_r \), for all \( k \geq 1 \), are uniformly bounded in \( x \in \mathbb{R}^2 \) and \( r \geq 1 \). Abbreviate \( q_r = q \chi_r \), and observe that \( q_r \) satisfies Assumption \[ (1.1) \] for all \( r \geq 1 \), whenever \( q \) does (except for the fact that \( q_r \) may be identically zero for small \( r \)). Hence, for each \( r \geq 1 \) we can define the stationary centred planar Gaussian field
\[
f_r = q_r \ast W.
\]
We call this the \( r \)-truncation of \( f \), and highlight the crucial fact that it is an \( r \)-dependent field, meaning that \( f_r|_{D_1} \) and \( f_r|_{D_2} \) are independent for all subsets \( D_1, D_2 \subseteq \mathbb{R}^2 \) such that \( d(D_1, D_2) \geq r \). Moreover, we have good control on the difference \( f - f_r \) since, by definition,
\[
(f - f_r)(\cdot) = ((q - q_r) \ast W)(\cdot) = \int (q - q_r)(\cdot - u) dW(u).
\]
As we show in Section 3, under Assumptions \[ (1.1) \] and \[ (1.5) \] we can control this difference well in the sup-norm on compact sets, which is what we shall need for our application to crossing events (see Section 2.3 for more detail on this application).

Discretisation. Next, for each \( \varepsilon > 0 \) we couple the white-noise \( W \) to a discretised version \( W^\varepsilon \) at scale \( \varepsilon \) by setting \( \eta_v = \varepsilon^{-1} \int_{x \in v + [-\varepsilon/2,\varepsilon/2]^2} dW(x) \) , \( v \in \varepsilon \mathbb{Z}^2 \), and defining
\[
W^\varepsilon(x) = \varepsilon^{-1} \sum_{v \in \varepsilon \mathbb{Z}^2} \eta_v \mathbb{1}_{x \in v + [-\varepsilon/2,\varepsilon/2]^2}.
\]
Note that the \( \eta_v \) are distributed as i.i.d. standard Gaussian variables. As we show in Proposition 3.3 under suitable assumptions on \( q \) each \( \varepsilon > 0 \) gives rise to a planar Gaussian field via
\[
f^\varepsilon = q \ast W^\varepsilon.
\]
We call this the $\varepsilon$-discretisation of $f$, and note that it is stationary with respect to lattice shifts $x \mapsto x + v$, $v \in \varepsilon \mathbb{Z}^2$.

Similarly as for $f_r$, in Section 3 we show how Assumption 1.1 allows us to control the sup-norm of $f - f^\varepsilon$. To give an idea how this is done, let us rewrite the map $x \mapsto f^\varepsilon(x)$ in a slightly different form. For each continuous function $q : \mathbb{R}^2 \to \mathbb{R}$ and each $\varepsilon > 0$ and $x \in \mathbb{R}^2$, let $g^{x,\varepsilon}$ be defined by setting, for each $v \in \varepsilon \mathbb{Z}^2$ and $u \in v + [-\varepsilon/2, \varepsilon/2]^2$,

$$g^{x,\varepsilon}(x + u) = \varepsilon^{-2} \int_{w \in v + [-\varepsilon/2, \varepsilon/2]^2} g(x + w) \, dw.$$  

i.e. $g^{x,\varepsilon}$ is a piece-wise constant function that takes its average value on each face of the shifted lattice $x + (\varepsilon/2, \varepsilon/2) + \varepsilon \mathbb{Z}^2$; we call $g^{x,\varepsilon}$ the piece-wise constant approximation of $g$. With this definition, we can express $f^\varepsilon(x)$ as

$$f^\varepsilon(x) = (q \ast W^\varepsilon)(x) = \varepsilon^{-1} \sum_{v \in \varepsilon \mathbb{Z}^2} \eta_v \int_{u \in v + [-\varepsilon/2, \varepsilon/2]^2} q(x - u) \, du$$

$$= \sum_{v \in \varepsilon \mathbb{Z}^2} \left( \int_{u \in v + [-\varepsilon/2, \varepsilon/2]^2} dW(u) \right) \left( \varepsilon^{-2} \int_{u \in v + [-\varepsilon/2, \varepsilon/2]^2} q(x - u) \, du \right)$$

$$= \sum_{v \in \varepsilon \mathbb{Z}^2} \int_{u \in v + [-\varepsilon/2, \varepsilon/2]^2} q^{x,\varepsilon}(x - u) \, dW(u)$$

$$= \int q^{x,\varepsilon}(x - u) \, dW(u) = (q^{x,\varepsilon} \ast W)(x).$$

The validity of the interchange of sum and integral is established by computing

$$\mathbb{E} \left[ \left( \sum_{v \in (\varepsilon \mathbb{Z}^2) \cap [-n,n]^2} \int_{u \in v + [-\varepsilon/2, \varepsilon/2]^2} q^{x,\varepsilon}(x - u) \, dW(u) - \int q^{x,\varepsilon}(x - u) \, dW(u) \right)^2 \right],$$

which goes to 0 as $n \to \infty$ by the definition of $W$ and the fact that $q^{x,\varepsilon}(x - \cdot) \in L^2$ (which is a direct consequence of Assumption 1.1). Hence, the point-wise difference between $f$ and $f^\varepsilon$ can be expressed as

$$(f - f^\varepsilon)(x) = ((q - q^{x,\varepsilon}) \ast W)(x).$$

To avoid confusion, we remark that the description of $f^\varepsilon$ as discrete refers to the discrete white-noise $W^\varepsilon$ and not the field $f^\varepsilon$ itself, which is a continuous random field. This distinguishes our discretisation procedure from the discretisation procedures used in previous works on this topic, which consisted of restricting $f$ to the vertices of a lattice [BG17, BM18, RV17a, RV17b]. On the other hand, the field $f^\varepsilon$ is approximately finite-dimensional. To explain this, observe that by combining the above ideas we can define, for each $r \geq 1$ and $\varepsilon > 0$, the field

$$f^\varepsilon_r := q_r \ast W^\varepsilon.$$ 

This field is finite-dimensional on any compact domain $D$, meaning that we can write

$$f^\varepsilon_r|_D = G(\eta_1, \ldots, \eta_N)$$

for a function $G$ and $N \in \mathbb{N}$, where $\eta_i$ are standard i.i.d. Gaussian variables. This finite-dimensional approximation of $f$ is useful for applying the OSSS inequality, which we explain next.
2.2. The OSSS inequality. The OSSS inequality originated in [OSSS05] in the study of the complexity of algorithms; we refer to [DCRT17a] and [GS14, Chapter 12] for more about its origins. In the present paper we are solely interested in the recent applications of this inequality to establish sharp phase transitions in many important models of statistical physics (e.g. FK-cluster, Voronoi percolation, Poisson-Boolean percolation; see [DCRT17a, DCRT17b, DCRT18, AB18]).

Let us first recall the OSSS inequality. Let $\Lambda$ be a finite set, let $\mu$ be a probability measure on a measurable space $(E, \mathcal{E})$, and consider the product probability space $(E^\Lambda, \mathcal{E}^\otimes \Lambda, \mu^\otimes \Lambda)$. Given any $A \in \mathcal{E}^\otimes \Lambda$ of this product space and a coordinate $i \in \Lambda$, the influence $I^\mu_i(A)$ of the $i$th coordinate on $A$ is defined as the probability that resampling the $i$th coordinate modifies $1_A$, i.e.,

$$I^\mu_i(A) = \mathbb{P}[1_A(\omega) \neq 1_A(\tilde{\omega})],$$

where $\omega \sim \mu^\otimes \Lambda$ and where $\tilde{\omega} = \omega$ except that $\omega_i$ is resampled independently.

Now, let $A$ be a random algorithm that determines $A$; this means that $A$ is a procedure that reveals step-by-step the coordinates of $\omega$ and stops once the value of $1_A(\omega)$ is known, and for which the choice of the next coordinate to be revealed depends only on (i) a random seed that is initialised once and for all at the start of the algorithm, (ii) the coordinates that have already been revealed, (iii) the value of $\omega$ on these coordinates. The revelation $\delta^\mu_i(A)$ of the $i$th coordinate for the algorithm $A$ is the probability that $\omega_i$ is revealed by the algorithm.

The OSSS inequality (originally proven for $E$ finite [OSSS05] but which also holds in the general case [DCRT17a, Remark 5]) can be stated as follows:

**Theorem 2.1 (OSSS inequality).** For every $A \in \mathcal{E}^\otimes \Lambda$ and algorithm $A$ that determines $A$,

$$\text{Var}_\mu(1_A(\omega)) \leq \sum_{i \in \Lambda} \delta^\mu_i(A) I^\mu_i(A).$$

Let us explain briefly, in the setting of bond percolation on the square lattice, how the OSSS inequality can be used to establish the existence of a phase transition. Let $\Lambda$ be the set of edges of the lattice, and let $E = \{0, 1\}$, where 1 represents the colour black. For each $R > 0$, let $\text{Cross}(R)$ denote the event that there is a black crossing of a square of size $R$. By duality properties, we know that $\mathbb{P}_{1/2}(\text{Cross}(R)) = 1/2$ for each $R > 0$, where $\mathbb{P}_p$ is the measure associated to the model with probability $p$. Once this has been observed, the first step in the proof of the phase transition is Russo’s formula (see for instance [Gr99, BR06]) which implies that

$$\frac{d}{dp} \mathbb{P}_p[\text{Cross}(R)] = \frac{1}{2p(1-p)} \sum_{i \in \Lambda} I^p_i(\text{Cross}(R)),$$

where $\mu_p = p \delta_1 + (1-p) \delta_{-1}$. Note that the factor $1/(2p(1-p))$ arises since the notion of influence that one would usually use in order to write Russo’s formula in the Boolean case $E = \{0, 1\}$ is

$$\mathbb{P}[1_A(\omega) \neq 1_A(\tilde{\omega})],$$

where $\tilde{\omega} = \omega$ except that we change (and not resample) the $i$th coordinate. Applying the OSSS inequality, we have

$$\frac{d}{dp} \mathbb{P}_p[\text{Cross}(R)] \geq \frac{1}{2p(1-p)} \text{Var}_{\mu_p}(1_{\text{Cross}(R)}).$$

Hence, in order to demonstrate a phase transition, for instance to show that

$$\frac{d}{dp} \mathbb{P}_p[\text{Cross}(R)] \bigg|_{p=1/2} \to \infty, \quad \text{as } R \to \infty,$$

3In both [OSSS05] and [DCRT17a] the OSSS inequality is written without randomness on the initial seed but the case of a random seed is a direct consequence of the deterministic case.
it is sufficient to show that
\[ \sup_i \delta_{i}^{\mu_{1/2}}(\text{Cross}(R)) \to 0, \quad \text{as } R \to \infty. \]

This latter step can be done by noting that, if the algorithm is suitably chosen, the revelations can be controlled by the probability of the one-arm event, i.e. the event that there is a black path from 0 to distance \( cR \) (see \[BKS99\] and \[SS10\] where such algorithms are used to study noise sensitivity questions). In turn, this is precisely what can be deduced from the RSW estimates at the critical level \( p = 1/2 \).

In the above argument the OSSS inequality was applied to crossing events of squares, whereas the control of the revelations \( \delta_i \) was achieved by analysing one-arm events; this is roughly how we shall apply the OSSS inequality (see also \[AB18\] where this argument is carried out for planar Voronoi percolation). In \[DCRT17a, DCRT17b, DCRT18\] the OSSS inequality is instead applied to one-arm events directly, a powerful approach that ultimately yields the phase transition in all dimensions for a wide class of models. In our setting there are obstacles to applying the OSSS inequality to the one-arm events directly (explained in more detail in Remark 5.5), but if these could be overcome one might hope to be able to study also the phase transition for smooth Gaussian fields in dimensions \( d \geq 3 \).

Let us now explain how we apply the OSSS inequality in our setting. Since the OSSS inequality as stated above applies only to product measures, our strategy is to exploit the discrete approximation of the white-noise representation introduced in the preceding section. More precisely, for suitably chosen \( r,\varepsilon > 0 \) that depend on a scale \( R > 0 \), we study crossing events on the scale \( R \) for the truncated and discretised field \( f_{\varepsilon} = q_r \ast W^\varepsilon \) by applying the OSSS inequality to the independent Gaussian variables \( (\eta_v)_{v\in\mathbb{Z}^2} \) that define the discrete white-noise \( W^\varepsilon \). We then compare the truncated and discretised field \( f_{\varepsilon} \) to our original field \( f \) via a ‘sprinkling’ procedure.

The next task is to link the OSSS inequality to a Russo-type formula. As explained in the preceding section, when restricted to any compact domain \( f_{\varepsilon} \) is finite-dimension, and hence crossing events are measurable with respect to the finite-dimensional i.i.d. Gaussian vector of relevant white-noise coordinates \( \eta_v \). In this setting there is a simple Russo-type formula (see (5.1)) except, just as in the Boolean setting, the ‘influences’ that arise are not the same as those which appear in the OSSS formula. Indeed, in the Gaussian setting these influences are only comparable for events \( A \) that are increasing with respect to the variables \( \eta_v \). Since in general this is only true for crossing events if \( q \geq 0 \), this requires us to impose the strong positivity condition (and is the only place this condition is used).

We end this discussion with an observation about a possible alternate, and in some sense more natural, way to apply the OSSS inequality. In \[DCRT17b\], the authors extend the OSSS inequality, in the Boolean setting, to monotonic measures (here the correct notion of influences are covariances between coordinates and events, see \[GG06\] where similar influences arise). This gives hope that the OSSS inequality could be applied directly to the field \( f \), rather than to the white-noise coordinates \( \eta_v \).

To do so, one would first discretise the field by restricting it to a lattice (as in \[BG17\] for instance), and view crossings of quads as paths on this lattice. One might then hope to apply the non-product OSSS inequality directly to the (finite) family of Gaussian variables \( f(v) \) that determine each crossing event. However, there are at least two sources of difficulty in realising this approach:
• It is not clear that the resulting measures are monotonic in the appropriate sense under the assumption $q \geq 0$; indeed we suspect that ‘monotonicity’ requires the Gaussian field to be totally positive (also known as ‘\textit{MTP}_2’), which is true in the case of the discrete GFF [Rod17], but is a much stronger assumption than the condition $q \geq 0$.

• The influences that appear in Russo’s formula seem hard to compare to the covariances that appear in the monotonic OSSS formula.

2.3. \textbf{Outline of the proof.} The overall structure of our proof is similar to that used in previous work [RV17a], and consists of three main steps:

1. (Quasi-independence) Show that crossing events on domains of scale $R$ separated by a distance $R$ are asymptotically independent as $R \to \infty$;
2. (RSW estimates) Apply Tassion’s general argument [Tas16] to deduce the RSW estimates at the zero level $\ell = 0$;
3. (Sharpness) Combine quasi-independence, the RSW estimates, and the OSSS inequality to deduce the existence of the sharp phase transition.

However, we emphasise that our techniques in steps (1) and (3) are completely different from previous approaches, and only the argument in step (2) is unchanged (and borrowed directly from [Tas16]).

To show quasi-independence, we start from the fact that, for the truncated field $f_R$, the crossing events on domains separated by distance $R$ are genuinely independent. Then we combine our control of the truncation difference $f - f_R$ with an argument based on the Cameron–Martin theorem that bounds the effect of small perturbations on monotonic events, to deduce the approximate independence of these events for $f$. This technique, inspired by the notion of influences (see Section 3.3), ends up being much simpler than previous approaches to showing quasi-independence based on lattice discretisation. We remark that our proof of quasi-independence requires only that $\rho(0) > 0$ (implied by $\kappa \geq 0$) and that Assumption 1.5 holds for a given $\beta > 2$, with $\beta$ controlling how quickly the correlations between crossing events converge to zero. This part of the argument also generalises immediately to higher dimensions.

To establish the sharp phase transition we use a three-step procedure. As mentioned above, we consider the truncated discretised field $f^\epsilon_r$ (for well-chosen $r = r(R)$ and $\epsilon = \epsilon(R)$ that are, respectively, growing and decaying polynomially in $R$) and apply the OSSS inequality to the product space induced by the discrete white-noise variables $\eta_v$. The first step is then to have RSW and one-arm event estimates for $f^\epsilon_r$. While this could probably be done by suitably modifying the argument from [Tas16], since the law of $f^\epsilon_r$ is only translation invariant on a lattice (and since we want to have estimate uniform in $R$), we instead use a sprinkling procedure to deduce these estimates for $f^\epsilon_r$ for small levels $\ell = \ell(R) > 0$ from the analogous RSW estimates for $f$. The second step is the application of the OSSS inequality to $f^\epsilon_r$, which is done by revealing the white-noise coordinates $\eta_v$ one-by-one following a classical algorithm that determines a crossing event (see, e.g., [SS10] in the case of Bernoulli percolation). This yields a ‘qualitative’ description of the phase transition for a fixed rectangle at large scales. The third and final step is rather standard, and consists in bootstrapping the initial ‘qualitative’ description of the phase transition to complete the proof of the main results. However, when the covariance of the field decays less than exponentially fast, the standard bootstrap (i.e. as applies to Bernoulli percolation or the Bargmann-Fock field) no longer works. We overcome this difficulty by making use of a ‘sprinkled’ version of quasi-independence.

3. \textbf{Gaussian techniques}

In this section we collect the arguments that rely on the Gaussian setting of our work. This includes our use of the Cameron–Martin theorem to control the effect of varying the level, and
our use of the white-noise representation \([1.1]\) to compare \(f\) to truncated and discretised versions (see Section 2 above).

We assume throughout this section (and the remainder of the paper) that Assumption \([1.1]\) holds; whenever we need Assumptions \([1.3],[1.5]\) in addition to this we will make this explicit.

3.1. **Note**for sub-\(\sigma\)-algebras. We begin by introducing notation for certain sub-\(\sigma\)-algebras that we use in the remainder of the paper:

**Definition 3.1.** We write \(\mathcal{F}\) for the classical \(\sigma\)-algebra on the set \(C(\mathbb{R}^2)\) of continuous functions from \(\mathbb{R}^2\) to \(\mathbb{R}\), i.e. the \(\sigma\)-algebra generated by finite-dimensional projections. For any Borel set \(D \subseteq \mathbb{R}^2\), we define the following sub-\(\sigma\)-algebra of \(\mathcal{F}\):

\[
\mathcal{F}_D = \{ A \in \mathcal{F} : \text{ if } g \in A \text{ and } h|_D = g|_D \text{ then } h \in A \}.
\]

Moreover, for \(R > 0\) we abbreviate \(\mathcal{F}_R = \mathcal{F}_{B_R}\).

3.2. **Consequences**of the assumptions. We next collect some important consequences of Assumptions \([1.1],[1.4]\) for the fields \(f\) and \(f^*\). Note that, since for each \(r \geq 1\) the function \(q_r\) defined in Section 2.1 satisfies Assumptions \([1.1],[1.5]\) whenever \(q\) does, these consequences apply equally to the field \(f_r\).

We begin by stating some standard facts about Gaussian fields and their derivatives:

**Lemma 3.2.**

1. Let \(f\) be a centred, almost surely continuous, planar Gaussian field with covariance \(K \in C^{k+1,k+1}(\mathbb{R}^2 \times \mathbb{R}^2)\). Then, \(f\) is almost surely \(C^k\), \((f, \partial^\alpha f)|_{|\alpha| \leq k}\) is a centred Gaussian field, and for all multi-indices \(\alpha_1, \alpha_2\) such that \(|\alpha_1| \leq k\) and \(|\alpha_2| \leq k\) and for every \(x, y \in \mathbb{R}^2\), we have

\[
\mathbb{E} [\partial^{\alpha_1} f(x) \partial^{\alpha_2} f(y)] = \partial^{\alpha_1} \partial^{\alpha_2} K(x, y).
\]

2. If \(f\) is a centred planar Gaussian field with covariance \(K \in C^{1,1}(\mathbb{R}^2 \times \mathbb{R}^2)\), then there exists a modification of \(f\) which is continuous.

3. Let \(f\) be a centred, almost surely continuous, planar Gaussian field with covariance \(K \in C^{2,2}(\mathbb{R}^2, \mathbb{R}^2)\), let \(g\) be a centred planar \(L^2\) field, and define \(\tilde{K}(x, y) = \mathbb{E} [f(x)g(y)]\). Then, for every multi-index \(\alpha\) such that \(|\alpha| \leq 1\) and for every \(x, y \in \mathbb{R}^2\), \(\partial^{\alpha} \tilde{K}(x, y)\) exists and satisfies

\[
\mathbb{E} [\partial^{\alpha} f(x) g(y)] = \partial^{\alpha} \tilde{K}(x, y).
\]

**Proof.** The first and second statements can be found in Appendices A.3 and A.9 of [NS16]. For the last statement, note that the first statement implies that \(f\) is \(C^1\). Moreover, we have:

\[
\mathbb{E} \left[ (f(1,0)f(x)g(y) \right] = \mathbb{E} \left[ \lim_{h \to 0} \frac{f(x + h, x_2) - f(x)}{h} g(y) \right] = \lim_{h \to 0} \mathbb{E} \left[ \frac{f(x + h, x_2) - f(x)}{h} g(y) \right] = \lim_{h \to 0} \tilde{K}(x + h, x_2, y) - \tilde{K}(x, y).
\]

The second inequality comes from the fact that: i) the almost sure convergence of the Gaussian variables \(\frac{f(x + h, x_2) - f(x)}{h}\) is equivalent to the \(L^2\) convergence, and ii) \(g(y)\) is \(L^2\). This completes the proof in the case \(\alpha = (1, 0)\), with the other case identical. \(\square\)
We next use Lemma 3.2 to deduce some consequences of Assumption 1.1. Let us stress that, thanks to this assumption, we can use dominated convergence in order to exchange derivatives and convolution of $\kappa = q \ast q$ for derivatives of order at most 3, a fact we use below without mentioning it explicitly.

For each quad $Q = (D; \gamma, \gamma')$, let $Q^\ast$ denote the quad with domain $D$ and boundary arcs $\nu, \nu'$ defined so that $\nu \cup \nu' = \partial D \setminus \gamma \cup \gamma'$. For instance, if $D$ is a rectangle and $\gamma$ and $\gamma'$ are the ‘left’ and ‘right’ edges, then $\nu$ and $\nu'$ consist of the ‘bottom’ and ‘top’ edges. Let $\text{Cross}_i^\ast(Q)$ denote the crossing event for the quad $Q^\ast$ and the set $E_i^\ast$, i.e. the event that there is a connected component of $E_i^\ast$ whose intersection with $Q^\ast$ intersects both $\nu$ and $\nu'$.

**Proposition 3.3.**

1. Fix $\varepsilon > 0$. Then there exist continuous modifications of $f = q \ast W$ and $f^\varepsilon = q \ast W^\varepsilon$. Moreover, $f$ and $f^\varepsilon$ are almost surely $C^2$ and, for every multi-index $\alpha$ such that $|\alpha| \leq 1$,

\begin{equation}
\partial^\alpha f = (\partial^\alpha q) \ast W \quad \text{and} \quad \partial^\alpha f^\varepsilon = (\partial^\alpha q) \ast W^\varepsilon
\end{equation}

2. The field $f$ is non-degenerate, meaning that, for each $k \in \mathbb{N}$ and distinct points $x_1, \ldots, x_k \in \mathbb{R}^2$, $(f(x_1), \ldots, f(x_k))$ is a non-degenerate Gaussian vector.

3. For each $\ell \in \mathbb{R}$, the level set $L_\ell$ almost surely consists of a collection of simple curves. Moreover, for each $\ell \in \mathbb{R}$ and quad $Q$, almost surely

$$\{ f \in \text{Cross}_i(Q) \} = \{ f \notin \text{Cross}_i^\ast(Q) \}.$$

**Proof.** (1). We first consider $f = q \ast W$. Since $q \in L^2$, and by the definition of the white-noise $W$, $q \ast W$ is a stationary planar Gaussian field with covariance $\kappa = q \ast q$. Since Assumption 1.1 implies that $\kappa$ is $C^0$ (i.e. the covariance of $f$ is $C^{3,3}$), the first two statements of Lemma 3.2 guarantee the existence of a continuous modification of $f$ that is almost surely $C^2$. Concerning (3.1), Assumption 1.1 ensures that $\partial^\alpha q \in L^2$, and so $(\partial^\alpha q) \ast W$ is well-defined. Then we use dominated convergence (to exchange derivatives and convolution), the definition of $W$, and the first and third statements of Lemma 3.2 to verify that $\mathbb{E} \left[ (\partial^\alpha f - (\partial^\alpha q) \ast W)^2 \right] = 0$. To be more precise, by the first statement of Lemma 3.2 and by the definition $W$,

$$\mathbb{E} \left[ (\partial^\alpha f(x) - ((\partial^\alpha q) \ast W)(x))^2 \right]$$

$$= \partial^\alpha \mathbb{E} \{ \partial^\alpha f(x) ((\partial^\alpha q) \ast W)(x) \} + (\partial^\alpha q)(0) \ast (\partial^\alpha q)(0)$$

$$= (\partial^\alpha q) \ast (\partial^\alpha q)(0) \ast (\partial^\alpha q)(0) - 2 \mathbb{E} \{ \partial^\alpha f(x) ((\partial^\alpha q) \ast W)(x) \} + (\partial^\alpha q) \ast (\partial^\alpha q)(0).$$

Moreover, by the third statement of Lemma 3.2

$$\mathbb{E} \{ \partial^\alpha f(x) ((\partial^\alpha q) \ast W(x)) \} = \partial^\alpha \mathbb{E} \{ q \ast ((\partial^\alpha q)(x - y)) \}_{y=x} = (\partial^\alpha q) \ast (\partial^\alpha q)(0).$$

As a result, $\mathbb{E} \left[ (\partial^\alpha f(x) - (\partial^\alpha q) \ast W(x))^2 \right] = 0$ for every $x$. Hence, by considering a continuous modification of $(\partial^\alpha q) \ast W$, we have (3.1).

Turning to $f^\varepsilon = q \ast W^\varepsilon$, Assumption 1.1 ensures that both $q$ and $\partial^\alpha q$, restricted to the lattice $\varepsilon \mathbb{Z}^2$, are square-summable, which ensures that $f^\varepsilon = q \ast W^\varepsilon$ and $\partial^\alpha q \ast W^\varepsilon$ are well-defined stationary Gaussian fields. The remainder of the proof is essentially the same as in the first case.

2. The non-degeneracy of $f$ follows from the fact that the support of $q$ (and hence also the support of the spectral measure $\mu$) contains an open set $[0,1]$. To finish, we state some consequences of Assumption 1.4

**Proposition 3.4.** The strong positivity condition in Assumption 1.4 implies the weak positivity condition $\kappa \geq 0$. In turn, the weak positivity condition is equivalent to the FKG inequality for
finite-dimensional projections of the field \( f \), i.e., for every \( k \in \mathbb{N} \), every \( \{x_1, \ldots, x_k\} \subset \mathbb{R}^2 \) and every increasing Borel sets \( A, B \subseteq \mathbb{R}^n \):

\[
(3.2) \quad \mathbb{P}[f_{x_1, \ldots, x_k} \in A \cap B] \geq \mathbb{P}[f_{x_1, \ldots, x_k} \in A] \mathbb{P}[f_{x_1, \ldots, x_k} \in B].
\]

Moreover, the weak positivity condition implies that \( \rho(0) > 0 \), and if we assume furthermore that Assumption 1.5 holds for some \( \beta > 2 \), then there exists a neighbourhood \( V \) of 0 such that \( \inf_V |\rho| > 0 \).

**Proof.** Clearly \( q \geq 0 \) implies that \( \kappa = q * q \geq 0 \). Moreover, \((3.2)\) is well-known to be equivalent to \( \kappa \geq 0 \) by a result of Pitt\cite{Pitt82}. Finally, since \( \rho^2 = \mathcal{F}[\kappa] \) and \( \kappa \) is non-negative and not identically zero, \( \rho^2(0) > 0 \). If we assume furthermore that \( \beta > 2 \), then \( \rho \) is continuous (by dominated convergence), which gives the last property. \( \square \)

**Remark 3.5.** By approximation arguments (see, e.g., Appendix A.2 of \cite{RV17a}), \((3.2)\) implies the positive association of each of the compactly-supported increasing events that we consider in this paper, i.e., for every compact \( D \subset \mathbb{R}^2 \) and every increasing \( A, B \in \mathcal{F}_D \) that is mentioned in this paper,

\[
(3.3) \quad \mathbb{P}[f \in A \cap B] \geq \mathbb{P}[f \in A] \mathbb{P}[f \in B].
\]

While we actually believe that \((3.2)\) implies \((3.3)\) for all compactly supported increasing events, we are unaware of any such statement in the literature.

3.3. **Varying the level via the Cameron–Martin theorem.** In this section we show how to control the effect of varying the level on monotonic events, in particular giving a bound in terms of the spectral density \( \rho \) contained in a small annulus centred at the origin. For each \( 0 < r_1 < r_2 \), let \( \text{Ann}_{r_1,r_2} \) denote the Euclidean annulus centred at the origin with radii \( r_1 \) and \( r_2 \).

**Proposition 3.6.** There exist absolute constants \( c_1, c_2 > 0 \) such that, for each \( R > 0 \), monotonic event \( A \in \mathcal{F}_R \), and \( t \in \mathbb{R} \),

\[
|\mathbb{P}[f \in A] - \mathbb{P}[f - t \in A]| \leq \frac{c_1 R |t|}{\inf\{|\rho(x)| : x \in \text{Ann}_{c_2/R_2c_2/R}\}} \sqrt{\mathbb{P}[f \in A]}.
\]

In particular, if \( \gamma \geq 0 \) is such that \( \rho(x) > c_3 |x|^{\gamma} \) for a constant \( c_3 > 0 \) and sufficiently small \( |x| \), then there exist \( c, R_0 > 0 \) such that, for every \( R > R_0 \), monotonic event \( A \in \mathcal{F}_R \), and \( t \in \mathbb{R} \),

\[
|\mathbb{P}[f \in A] - \mathbb{P}[f - t \in A]| \leq c R^{1+\gamma}|t| \sqrt{\mathbb{P}[f \in A]}.
\]

The above proposition has an easy corollary when the infimum of \( |\rho| \) on some neighbourhood of 0 is positive, which is what we apply in the sequel.

**Corollary 3.7.** Suppose that there exists a neighbourhood \( V \) of 0 such that \( \inf_V |\rho| > 0 \). Then, there exist \( c, R_0 > 0 \) such that, for every \( R > R_0 \), monotonic event \( A \in \mathcal{F}_R \), constants \( \varepsilon, \delta \geq 0 \), and continuous planar random field \( g \) such that \( \mathbb{P}[f_R - g - \infty, B_R \geq \varepsilon] \leq \delta \),

\[
\mathbb{P}\{f \in A \triangle \{g \in A\}\} \leq c R \varepsilon \sqrt{\mathbb{P}[f \in A]} + \delta.
\]

**Remark 3.8.** Proposition 3.6 can be viewed as the analogue, in the Gaussian setting, of well-known inequalities that hold for Boolean functions. Let \( n \in \mathbb{N} \) and consider the product space \( \Omega_n = \{-1, 1\}^n \) equipped with the product probability measure \( \mathbb{P}_n = (p\delta_1 + (1-p)\delta_{-1})^\otimes n \). Then for every \( \varepsilon > 0 \) there is a \( c > 0 \) such that for every \( A \subseteq \Omega_n \) and \( \varepsilon \leq p \leq q \leq 1 - \varepsilon \),

\[
(3.4) \quad |\mathbb{P}_p[A] - \mathbb{P}_q[A]| \leq c|p - q| \sqrt{n} \sqrt{\mathbb{P}_p[A]}.
\]

The proof of \((3.4)\) goes as follows. Define the functions

\[
\chi^p_\omega : \omega \in \Omega_n \mapsto \sqrt{\frac{1-p}{p}} 1_{\omega_1 = 1} - \sqrt{\frac{p}{1-p}} 1_{\omega_1 = -1},
\]
which from an orthonormal set of centred variables of the $L^2$ space $L^2(\Omega_n, \mathbb{P}_n)$. Applying a differential formula, whose proof is similar to the classical Russo’s formula (2.2), we obtain

$$
\frac{d}{dp} \mathbb{P}_p[A] = \frac{1}{2\sqrt{p(1-p)}} \sum_{i=1}^n \mathbb{E}_p^n [\chi_i^p(\omega) \mathbb{1}_A].
$$

By the Cauchy–Schwarz inequality, we deduce that

$$
\left(\sum_{i=1}^n \mathbb{E}_p^n [\chi_i^p(\omega) \mathbb{1}_A]\right)^2 \leq \mathbb{E}_p^n \sum_{i=1}^n (\chi_i^p(\omega) \mathbb{1}_A)^2
\tag{3.5}
$$

Since the functions $\chi_i^p$ form an orthonormal set, Parseval’s formula gives that

$$
\sum_{i=1}^n \mathbb{E}_p^n [\chi_i^p(\omega) \mathbb{1}_A]^2 \leq \mathbb{E}_p^n \mathbb{I}_A^2 = \mathbb{P}_p[A],
$$

which ends the proof. Note that, when $A$ is increasing, $\mathbb{E}_p^n [\chi_i^p \mathbb{1}_A]$ is a constant (that depends on $p$) times the influence of $A$ (see Section 2.2 for the notion of influence of Boolean events). Hence, one interpretation of (3.5) is that the total influence (i.e. the sum of all influences) is of order at most $\sqrt{n}$; this idea guides us also in establishing Proposition 3.6. One can also find this idea in the work of Benjamini–Schramm [BS98] on the conformal invariance of Voronoi percolation, in which they use an analogous control of the influences in order to bound the ‘number of defects’ (see their Section 8.1).

With a very similar proof (more precisely, by noting that, if $x_1, \cdots, x_n$ are i.i.d. standard Gaussian variables with mean $\ell$, then the random variables $(X_1 - \ell, \cdots, X_n - \ell)$ form an orthonormal set of the underlying $L^2$ space), we obtain the following. Let $\nu_n^\ell$ denote the law of $n$ i.i.d. Gaussian variables of mean $\ell$ and let $A$ be a Borel subset of $\mathbb{R}^n$. Then, for each $\ell_1, \ell_2 \in \mathbb{R}$,

$$
|\nu_n^{\ell_1}(A) - \nu_n^{\ell_2}(A)| \leq \sqrt{n}|\ell_1 - \ell_2|\sqrt{\nu_n^{\ell_1}(A)}.
$$

Proposition 3.6 can be viewed as a generalisation of this statement to continuous Gaussian fields, taking area$(B_R)$ as the analogue of the $n$.

To prove Proposition 3.6 we shall need to introduce some of the standard theory of Gaussian fields, and in particular the Cameron–Martin theorem; for this we refer to [Jan97, Chapters VIII and XIV].

Recall that to our Gaussian field $f$ we can associate a Hilbert space of functions $H \subset C(\mathbb{R}^2)$ known as the Cameron–Martin space, defined in the following way. First, let $G$ denote the Hilbert space of centred Gaussian random variables that is the closure in $L^2$ of the linear span of $\{f(x)\}_{x \in \mathbb{R}^2}$, i.e. the set

$$
\sum_{i \in \mathbb{N}} a_i f(x_i), \quad x_i \in \mathbb{R}^2, a_i \in \mathbb{R}, \sum_i a_i a_j K(x_i, x_j) < \infty.
$$

Then define the (injective) linear map $P: G \rightarrow C(\mathbb{R}^2)$ by

$$
\xi \mapsto P(\xi)(\cdot) := \langle \xi, f(\cdot) \rangle_G = \mathbb{E}[\xi f(\cdot)].
$$

The function space $H = P(G) \subset C(\mathbb{R}^2)$, equipped with the inner product

$$
\langle h_1, h_2 \rangle_H = \langle P^{-1}(h_1), P^{-1}(h_2) \rangle_H = \mathbb{E}[P^{-1}(h_1)P^{-1}(h_2)],
$$

is a Hilbert space known as the Cameron–Martin space; by construction, $P$ defines an isometry between $G$ and $H$. 
An equivalent description of $H$ is as the completion of the space of finite linear combinations of the covariance kernel $K$

$$
\sum_{1 \leq i \leq n} a_i K(s_i, \cdot), \quad a_i \in \mathbb{R}, s_i \in \mathbb{R}^2,
$$

equipped with the inner product

$$(3.6) \quad \left\langle \sum_{1 \leq i \leq n} a_i K(s_i, \cdot), \sum_{1 \leq i \leq n} a'_i K(s'_i, \cdot) \right\rangle_H = \sum_{1 \leq i,j \leq n} a_i a'_j K(s_i, s'_j).$$

This latter construction emphasizes the role of the covariance kernel $K$ in the construction of $H$; indeed one sees that $H$ is the (unique) reproducing kernel Hilbert space associated to $K$, i.e., for any $h \in H$ and $x \in \mathbb{R}^2$,

$$(3.7) \quad \langle h(\cdot), K(x, \cdot) \rangle_H = h(x).$$

Let us now state the well-known Cameron–Martin theorem, which describes how the law of $f$ changes under translation by an element of $H$.

**Theorem 3.9** (Cameron–Martin; see [Jan97] Theorems 14.1 and 3.33]). Suppose $h \in H$. Then the law of $f + h$ equals the law of $f$ with Radon–Nikodym derivative

$$
\exp \left\{ P^{-1}(h) - \frac{1}{2} \mathbb{E}[P^{-1}(h)^2] \right\}.
$$

In particular, for each $A \in F$,

$$
\mathbb{P}[f + h \in A] = \mathbb{E} \left[ \exp \left\{ P^{-1}(h) - \frac{1}{2} \mathbb{E}[P^{-1}(h)^2] \right\} \mathbb{1}_{f \in A} \right].
$$

Note that the map $P^{-1}(\cdot)$ plays the central role in the Cameron–Martin theorem; this is often called the Paley–Weiner map and one of its key properties is that, since $P$ is an isometry, its image $P^{-1}(h)$ is a random variable with distribution $\mathcal{N}(0, \|h\|_H^2)$.

We next state a corollary of the Cameron–Martin theorem that is all that we shall need to prove Proposition 3.6; since we were unable to find this statement in the literature, we give a short proof.

**Corollary 3.10.** For every $h \in H$ and $A \in F$:

$$
|\mathbb{P}[f \in A] - \mathbb{P}[f + h \in A]| \leq \frac{\|h\|_H \sqrt{\mathbb{P}[f \in A]}}{\sqrt{\log 2}}.
$$

**Proof.** Abbreviate $X = P^{-1}(h)$. By Theorem 3.9 and the linearity of $\mathbb{E}$,

$$(3.8) \quad \mathbb{P}[f \in A] - \mathbb{P}[f + h \in A] = \mathbb{E} \left[ \left( 1 - \exp \left\{ X - \frac{1}{2} \mathbb{E}[X^2] \right\} \right) \mathbb{1}_{f \in A} \right],$$

which, by the Cauchy–Schwarz inequality, is in absolute value at most

$$
\left( \mathbb{E} \left[ \left( 1 - \exp \left\{ X - \frac{1}{2} \mathbb{E}[X^2] \right\} \right)^2 \right] \mathbb{P}[f \in A] \right)^{1/2};
$$

this bound is analogous those holding in the context of Boolean functions (see Remark 3.8 above). Since $X$ is distributed as $\mathcal{N}(0, \|h\|_H^2)$, and by standard properties of the normal distribution,

$$
\mathbb{E} \left[ \left( 1 - \exp \left\{ X - \frac{1}{2} \mathbb{E}[X^2] \right\} \right)^2 \right] = \mathbb{E} \left[ 1 - 2e^{X - \frac{1}{2} \mathbb{E}[X^2]} + e^{2X - 2\mathbb{E}[X^2]} \right]
\quad = 1 - 2 + e^{\mathbb{E}[X^2]} = e^{\|h\|_H^2} - 1,
$$
defines an isometry between $L^2_{\text{Hermitian}}$ for each property (3.7), i.e., for every $F$ equipped with the inner product inherited from $L^2_F$, increasing and belongs to $S$.

Without loss of generality we take $T = 0$.

Proof of Proposition 3.6. One consequence of the representation in (3.9) is the identity
\[ (3.9) \quad \bar{\text{H}} = \mathcal{F}[g \rho], \quad g \in L^2_{\text{sym}}(S), \]

equipped with the inner product inherited from $L^2_{\text{sym}}(S)$, where $L^2_{\text{sym}}(S)$ denotes the set of complex Hermitian $L^2$ functions supported on $S$. To see why this is true, observe that the map $g \mapsto \mathcal{F}[g \rho]$ defines an isometry between $L^2_{\text{sym}}(S)$ and $\bar{\text{H}}$, and so the latter is a Hilbert space. By the uniqueness of the RKHS [Jan07, Theorem F.7], it remains to verify the reproducing kernel property (3.7), i.e., for every $F[g \rho] \in \bar{\text{H}}$ and $x \in \mathbb{R}^2$ we verify that
\[ \langle (\mathcal{F}[g \rho](\cdot), \kappa(\cdot - x) \rangle_{\bar{\text{H}}} = \langle (\mathcal{F}[g \rho](\cdot), \mathcal{F}[\rho^2](\cdot - x) \rangle_{\bar{\text{H}}} = \langle g, e^{-2\pi i (s,x)} \rangle_{L^2_{\text{sym}}} = \mathcal{F}[g \rho](x), \]

where in the second equality we used the translation identity for the Fourier transform.

One consequence of the representation in (3.9) is the identity
\[ \|h\|^2_{\bar{\text{H}}} = \int_{x \in \mathbb{R}^2} |\hat{h}(x)|^2 / \rho^2(x) \, dx \]
valid for any $h \in \bar{\text{H}}$ such that $\hat{h} = \mathcal{F}[h]$ is defined. In particular, if $\text{supp}(|\hat{h}|)$ has finite area we have the bound
\[ (3.10) \quad \|h\|^2_{\bar{\text{H}}} \leq \frac{\sup\{ |\hat{h}(x)|^2 : x \in \text{supp}(|\hat{h}|) \} \text{Area}(\text{supp}(|\hat{h}|))}{\inf\{ \rho^2(x) : x \in \text{supp}(|\hat{h}|) \}}. \]

Proof of Proposition 3.6. Without loss of generality we take $A$ increasing and $t \leq 0$. Since $A$ is increasing and belongs to $\mathcal{F}_R$, $0 \leq \mathbb{P}[f \in A] - \mathbb{P}[f + t \in A] \leq \mathbb{P}[f \in A] - \mathbb{P}[f + th \in A]$ for each $h \geq 1_{B_R}$. In light of Corollary 3.10, it remains only to show that
\[ \inf_{h \in H : h \geq 1_{B_R}} \|h\|_{\bar{\text{H}}} \leq \frac{c_1 R}{\inf\{ |\rho(x)| : x \in \text{Ann} c_2 \mathcal{F} \}} \]
for suitable $c_1, c_2 > 0$. For this fix $c > 0$ sufficient small so that the Fourier transform of the (normalised) identify function on the annulus $\text{Ann} c_2$ is larger than $1_{B_1}$, i.e.
\[ \mathcal{F}[c^{-2}\mathbb{1}_{\text{Ann} c_2}] \geq 1_{B_1}; \]
such a $c > 0$ is easily checked to exist. Then define
\[ h = \mathcal{F}[R^2 c^{-2}\mathbb{1}_{\text{Ann} c_2 \mathcal{F}}]; \]
which by the scaling of the Fourier transform satisfies $h \geq 1_{B_R}$ for all $R > 0$. By (3.10),
\[ \|h\|^2_{\bar{\text{H}}} \leq \frac{R^2 c^{-2}}{\inf\{ \rho^2(x) : x \in \text{Ann} c_2 \mathcal{F} \}}, \]
which completes the proof. \qed
3.4. Comparison to truncated and discretised versions of the field. We now show how to compare the field $f$ to its truncated and discretised versions $f_r$ and $f_r^c$ introduced in Section 2. Our comparison is in terms of the sup-norm, since this is enough for our application to crossing events, but stronger comparisons would be easy to prove using similar methods (strengthening the assumptions as appropriate).

**Proposition 3.11.** Suppose that (1.3) holds for $\beta > 1$. Then there exist $c_1, c_2 > 0$ such that, for all $\varepsilon > 0$ and $R, r \geq 1$ and $t \geq \log R$,

$$\mathbb{P} \left[ \left\| f - f_r^c \right\|_{\infty, B_R} + \left\| f_r - f_r^c \right\|_{\infty, B_R} \geq c_1 t \varepsilon \right] \leq c_1 e^{-c_2 t^2}.$$  

Moreover, there exist $c_1, c_2 > 0$ such that, for all $R, r \geq 1$ and $t \geq \log R$,

$$\mathbb{P} \left[ \left\| f - f_r \right\|_{\infty, B_R} \geq c_1 t r^{1-\beta} \right] \leq c_1 e^{-c_2 t^2}.$$  

The proof of Proposition 3.11 will be a straight-forward combination of the following lemmas:

**Lemma 3.12.** There exists an absolute constant $c > 0$ such that, for every $C^1$ planar Gaussian field $g$, and for all $R_1 \geq c$ and $R_2 \geq \log R_1$,

$$\mathbb{P} \left[ \left\| g \right\|_{\infty, B_{R_1}} \geq m R_2 \right] \leq e^{-R_2^2/c},$$  

where

$$m = \left( \sup_{x \in \mathbb{R}^2} \sup_{|\alpha| \leq 1} \mathbb{E}[|\partial^{\alpha} g(x)|^2] \right)^{1/2}. \tag{3.11}$$

**Lemma 3.13.** Suppose $G: \mathbb{R}^+ \to \mathbb{R}^+$ is such that, for all $x \in \mathbb{R}^2$ and $|\alpha| \leq 1$,

$$|\partial^{\alpha} q(x)| < G(|x|). \tag{3.12}$$

Suppose also that $\int_{x>1} s G(s^2) ds < \infty$. Then there exists a $c > 0$ such that, for all $r \geq 1$,

$$\sup_{x \in \mathbb{R}^2} \sup_{|\alpha| \leq 1} \mathbb{E}[|\partial^{\alpha} (f - f_r)|^2] < c \int_{s>r} s G(s^2) ds.$$  

**Lemma 3.14.** There exists a $c > 0$ such that, for all $\varepsilon > 0$ and $r \geq 1$,

$$\sup_{x \in \mathbb{R}^2} \sup_{|\alpha| \leq 1} \mathbb{E}[|\partial^{\alpha} (f - f_r)|^2] + \mathbb{E}[|\partial^{\alpha} (f_r - f_r^c)|^2(x)] < c \varepsilon^2.$$  

Before proving these lemmas, let us complete the proof of Proposition 3.11.

*Proof of Proposition 3.11.* We prove only the second statement; the first is proven similarly. By assumption there are $c_1, c_2 > 0$ such that (3.12) holds with

$$G(x) = c_1 x^{-\beta}, \quad \beta > 1.$$  

Evaluating the integral $\int_{s>r} s G(s^2) ds < \infty$, by Lemma 3.13 there are $c_3, c_4 > 0$ such that, for $r \geq 1$,

$$\sup_{x \in \mathbb{R}^2} \sup_{|\alpha| \leq 1} \mathbb{E}[|\partial^{\alpha} (f - f_r)|^2(x)] < c_3 r^{2(1-\beta)}.$$  

Applying Lemma 3.12 we have the result as long as $R$ is sufficiently large. We deduce the result for all $R \geq 1$ by replacing $c_1$ with a suitably large constant. \hfill $\square$

We now turn to the proof of Lemmas 3.12, 3.14. The proof of Lemma 3.12 is an easy consequence of two classical results: Kolmogorov’s theorem [NS16, A.9] and the Borell–TIS inequality (see [AW09, Theorem 2.9] and [AT07]).
Proof of Lemma 3.12. By stationarity and Kolmogorov’s theorem, there is an absolute constant $c_1 > 0$ such that
\[ \mathbb{E}[\|g\|_{\infty,B_1}] < c_1 m, \]
where $m$ is the constant defined in (3.11). Moreover, by definition we have $\sup_{x \in B_1} \mathbb{E}[g(x)^2] \leq m^2$. An application of the Borell–TIS inequality to the field $g|B_1$ yields that, for each $u > 0$,
\[ \mathbb{P}[\|g\|_{\infty,B_1} \geq c_1 m + u] \leq e^{-u^2/(2c_1^2 m^2)}. \]
Setting $u = m(R_2 - c_1)$ and tiling $B_{R_1}$ with $\sim R_1^2$ disjoint boxes of size 1 (since we can assume that $R_1 \geq 1$) yields, by stationarity and the union bound, that there exists $c_2 > 0$ such that
\[ \mathbb{P}[\|g\|_{\infty,B_{R_1}} \geq mR_2] \leq c_2 R_2^2 e^{-(R_2 - c_1)^2/(2c_1^2)}. \]
Setting $c_3 > 0$ to be sufficiently large such that for all $R_1 > c_2$ and for all $R_2 \geq \log R_1$,
\[ \frac{(R_2 - c_1)^2}{2c_1^2} - \log(c_2 R_2^2) > \frac{R_2^2}{4c_1^2}, \]
we have the result for $c$ the maximum of $4c_1^2$ and $c_2$. □

Proof of Lemma 3.13. By stationarity, it is sufficient to prove the result for $x = 0$. Recall from Section 2 and Proposition 3.3 that $f - f_r = (q - q_r) \ast W$, where $q_r = q \chi_r$, and also that
\[ \partial^\alpha (f - f_r) = (\partial^\alpha (q - q_r)) \ast W = \int (\partial^\alpha (q - q_r))(\cdot - u) dW(u). \]
By standard properties of white-noise, the second moment of the integral in (3.13) is
\[ \int (\partial^\alpha (q - q_r))^2 (\cdot - u) du. \]
Since $G$ is defined to satisfy, for all $x \in \mathbb{R}^2$,
\[ \sup_{|\alpha| \leq 1} |\partial^\alpha q(x)| < G(|x|), \]
and since the function $(1 - \chi_r)$ and all its derivatives are equal to zero on $B_r$ and uniformly bound elsewhere, this integral is at most
\[ c \int_{|u| > r} G(|u|)^2 du \]
for a certain constant $c > 0$. After switching to polar coordinates, we have the result. □

Finally, for the proof of the Lemma 3.14 we shall need the following auxiliary lemma:

Lemma 3.15 (Piece-wise constant approximation). Let $g : \mathbb{R}^2 \to \mathbb{R}$ be a $C^1$ function that is also in the Sobolev space $H^1$ (i.e. for every multi-index $\alpha$ such that $|\alpha| \leq 1$, $\partial^\alpha g \in L^2$). Recall, for each $x \in \mathbb{R}^2$ and $\varepsilon > 0$, the piece-wise constant approximation $g^{x,\varepsilon}$ defined in (2.1). Then there exists a constant $c > 0$, depending only on $\|g\|_{H^1}$, such that, for all $\varepsilon > 0$,
\[ \sup_{x \in \mathbb{R}^2} \|g - g^{x,\varepsilon}\|_2 < c \varepsilon^2. \]
Proof. Fix $x \in \mathbb{R}^2$ and $\varepsilon > 0$. For each $v \in \varepsilon \mathbb{Z}^2$ define the lattice box $D_v = x + v + [-\varepsilon/2, \varepsilon/2]^2$. Since $g^{x,\varepsilon}$ is the mean of $g$ on $D_v$, the Poincaré–Wirtinger inequality implies the existence of an absolute constant $c' > 0$ such that
\[ \int_{u \in D_v} (g - g^{x,\varepsilon})^2 du \leq c' \varepsilon^2 \int_{u \in D_v} |\nabla g|^2 du. \]
Summing (3.14) over $v \in \varepsilon \mathbb{Z}^2$ yields the result, since $g \in H^1$. □
Proof of Lemma 3.14. Recall from Section 2 that we can express
\[ (f - f^c)(x) = \int (q - q^{x,c})(x - u) \, dW(u). \]
Moreover, by Proposition 3.3 we have
\[ |q(x)| = \int \partial^\alpha q(x - u) \, dW(u) - \int \partial^\alpha q(x - u) \, dW^c(u) \]
and applying Corollary 3.7 we have result. supposing that \( \sigma \) and Proposition 3.11 (see Definition 3.1 for the notation for sub-

4. Quasi-independence and RSW estimates

In this section we show how the white-noise representation for the field, combined with the Gaussian estimates in the previous section, provide a simple route to establishing quasi-independence for monotonic events. Using the approach of Tassion [Tas16], we then deduce RSW estimates at the zero level, i.e. the first statement of Theorem 1.15. These estimates are also enough to prove the first statement of Theorem 1.15. Recall that we assume throughout that Assumption 1.1 holds, which guarantees in particular that (1.3) holds for a given \( \beta > 1 \).

We begin by stating a general comparison result that is a simple combination of Corollary 3.7 and Proposition 3.11 (see Definition 3.1 for the notation for sub-σ-algebras):

Proposition 4.1. Suppose that (1.3) holds for \( \beta > 1 \), and suppose that there exists a neighbourhood \( V \) of 0 such that \( \inf V \rho > 0 \). Then there exist \( c_1, c_2 > 0 \) and \( R_0 > 0 \) such that, for every \( R \geq R_0 \), \( r \geq 1 \) and \( t \geq \log R \), every Borel set \( D \subset \mathbb{R}^2 \) of diameter at most \( R \), and every monotonic event \( A \in \mathcal{F}_D \),

\[
\mathbb{P}[f \in A] - \mathbb{P}[f_r \in A] \leq c_1 R t \rho^{1-\beta} \sqrt{\mathbb{P}[f \in A]} + c_1 e^{-c_2 t^2}.
\]

Proof. By Proposition 3.11 there exist \( c_1, c_2 > 0 \) such that,

\[
\mathbb{P} \left[ \|f - f_r\|_{\infty, B_R} \geq c_1 t \rho^{1-\beta} \right] \leq c_1 e^{-c_2 t^2},
\]

and applying Corollary 3.7 we have result. □

We now state our main quasi-independence result:

Theorem 4.2 (Quasi-independence). Suppose that (1.3) holds for \( \beta > 1 \), and suppose that there exists a neighbourhood \( V \) of 0 such that \( \inf V \rho > 0 \). Then there exist \( c_1, c_2 > 0 \) and \( R_0 > 0 \) such that, for every \( R_1, R_2 \geq R_0 \), \( r \geq 1 \), \( t_1 \geq \log R_1 \) and \( t_2 \geq \log R_2 \), every pair of Borel sets \( D_1 \subset \mathbb{R}^2 \) (resp. \( D_2 \)) of diameter at most \( R_1 \) (resp. \( R_2 \)) and such that \( r = \text{dist}(D_1, D_2) \), and every pair of monotonic events \( A \in \mathcal{F}_{D_1} \) and \( B \in \mathcal{F}_{D_2} \),

\[
\mathbb{P}[f \in A \cap B] - \mathbb{P}[f \in A] \mathbb{P}[f \in B] \leq c_1 R_1 t_1 \rho^{1-\beta} + c_1 e^{-c_2 t_1^2} + c_1 R_2 t_2 \rho^{1-\beta} + c_1 e^{-c_2 t_2^2}.
\]
Remark 4.3. In the special case that $R_1$, $R_2$ and $r$ are all of the same order $\Theta(R)$, equation (4.2) (with the setting $t_1 = \log R_1$ and $t_2 = \log R_2$) yields a simple bound on
\begin{equation}
|\mathbb{P} [f \in A \cap B] - \mathbb{P} [f \in A] \mathbb{P} [f \in B]|
\end{equation}
of order
\begin{equation}
R^{2-\beta} \log R.
\end{equation}
In particular, if (1.3) holds for a given $\beta > 2$, then (1.3) tends to zero as $R \to \infty$; hence our description of (4.2) as verifying ‘asymptotic independence’.

Remark 4.4. Theorem 4.2 can be compared to other similar quasi-independence results that have appeared previously, both in the study of the components of the zero level set of Gaussian entire functions [NSV07, NSV08, NS11], and also in the study of crossing events for smooth Gaussian fields [BG17, BMW17, RV17b, BM18]. Whereas the approaches to quasi-independence from [BG17, BMW17, RV17b, BM18] have proceeded by restricting the field to a lattice and deducing quasi-independence for this discrete field, our approach is to work directly in the continuum, first approximating by a field with exact independence, and then studying of the effect of the approximation on the probability of the events we are interested in. This two step approximation procedure can also be found in [NSV07, NSV08, NS11], but the approach and the events considered therein are very different.

Moreover, whereas the previous best known sufficient condition for quasi-independence was polynomial decay with exponent $\beta > 4$ [RV17b], we deduce asymptotic independence as long as correlations decay (roughly speaking) polynomially with exponent $\beta > 2$. More precisely (in the case $r = R_1 = R_2 = R$), [RV17b] roughly implies that (4.2) holds for crossing events with the right-hand-side replaced by $cR^{-\beta} \times \text{‘Total influence’}^2$ where the term ‘Total influence’ is the sum of $R^2$ influences defined in the spirit of the influences from Section 2.2. In [RV17b], this sum of influences was bound by $R^2$, although heuristics as in Remark 3.8 of the present paper suggest that this sum might be bounded by $R$. In fact, this is the idea that has guided us, even if we have followed a completely different approach to in [RV17b].

Theorem 4.2 is a direct consequence of the following more general proposition:

Proposition 4.5. Suppose that (1.3) holds for $\beta > 1$, and suppose that there exists a neighbourhood $V$ of 0 such that $\inf_V |p| > 0$. Then, there exist $c_1, c_2 > 0$ and $R_0 > 0$ such that, for every $R_1, R_2 \geq R_0$, $r \geq 1$, $t_1 \geq \log R_1$ and $t_2 \geq \log R_2$, every pair of Borel sets $D_1 \subset \mathbb{R}^2$ (resp. $D_2$) of diameter at most $R_1$ (resp. $R_2$) and such that $r = \text{dist}(D_1, D_2)$, every $n_1, n_2 \in \mathbb{N}$, all sets of monotonic events $A_1, \ldots, A_{n_1} \in \mathcal{F}_{D_1}$ and $B_1, \ldots, B_{n_2} \in \mathcal{F}_{D_2}$, and every event $A$ (resp. $B$) in the Boolean algebra generated by $A_1, \ldots, A_{n_1}$ (resp. $B_1, \ldots, B_{n_2}$),
\begin{equation}
|\mathbb{P} [f \in A \cap B] - \mathbb{P} [f \in A] \mathbb{P} [f \in B]|
\leq c_1 \sum_{i=1}^{n_1} \left( R_1 t_1 r^{1-\beta} \sqrt{\mathbb{P} [f \in A_i]} + e^{-c_2 t_1^2} \right) + c_1 \sum_{j=1}^{n_2} \left( R_2 t_2 r^{1-\beta} \sqrt{\mathbb{P} [f \in B_j]} + e^{-c_2 t_2^2} \right).
\end{equation}

Remark 4.6. Although in the present paper we do not need Proposition 4.5 in full generality, we believe it to be of independent interest, for instance it could be useful if one needs quasi-independence for non-monotonic events which are measurable with respect to a moderate number of monotonic events, or if one needs quasi-independence for events of small probability.

Proof of Proposition 4.5. Consider the truncated field $f_r$, for which $\{f_r \in A\}$ is independent of $\{f_r \in B\}$ by the definition of the events $A$ and $B$, i.e.,
\begin{equation}
\mathbb{P} [f_r \in A \cap B] = \mathbb{P} [f_r \in A] \mathbb{P} [f_r \in B].
\end{equation}
Then
\[ |P[f \in A \cap B] - P[f \in A] P[f \in B]| \]
\[ = |P[f \in A \cap B] - P[f_r \in A \cap B] + P[f_r \in A] P[f \in B] - P[f \in A] P[f \in B]| \]
\[ \leq |P[f \in A \cap B] - P[f_r \in A \cap B]| + |P[f_r \in A] - P[f \in A]| + |P[f \in B] - P[f \in B]| \]
(\text{indeed, if } a, b, a', b' \in [0, 1] \text{ then } |a' - b'| \leq |a - a'| + |b - b'|). Now, note that
\[ \{f \in A \cap B \} \triangle \{f_r \in A \cap B\} \subseteq (\{f \in A\} \triangle \{f_r \in A\}) \cup (\{f \in B\} \triangle \{f_r \in B\}), \]
and so
\[ |P[f \in A \cap B] - P[f \in A] P[f \in B]| \leq 2P[f \in A \triangle f_r \in A] + 2P[f \in B \triangle f_r \in B]. \]
Similarly, note that
\[ P[f \in A \triangle f_r \in A] \leq \sum_{i=1}^{n_1} P[f \in A_i \triangle f_r \in A_i], \]
and analogously for \( P[f \in B \triangle f_r \in B]. \) As a result
\[ |P[f \in A \cap B] - P[f \in A] P[f \in B]| \leq 2 \sum_{i=1}^{n_1} P[f \in A_i \triangle f_r \in A_i] + 2 \sum_{j=1}^{n_2} P[f \in B_j \triangle f_r \in B_j]. \]
Applying Proposition 4.11 and since \( A, B \) are monotonic, we have
\[ P[f \in A_i \triangle f_r \in A_i] \leq c_1 R_i t^{1-\beta} \sqrt{P[f \in A_i]} + c_1 e^{-c_1 t^2}, \]
and similarly for \( P[f \in B_j \triangle f_r \in B_j], \) which completes the proof. \( \square \)

To finish the section we use Theorem 4.2 to deduce RSW estimates at the zero level \( \ell = 0 \) in the case that, additionally, Assumption 1.3 and the weak positivity condition in Assumption 1.4 holds. For this we rely on the strategy of Tas16 (see Section 4 of RV17b for more detail). These estimates constitute the first statement of Theorem 1.11.

**Theorem 4.7 (RSW estimates).** Suppose that Assumption 1.3 holds, that the weak positivity condition in Assumption 1.4 holds, and that Assumption 1.5 holds for a given \( \beta > 2. \) Then for each quad \( Q, \)
\[ \inf_{R > 0} P[f \in \text{Cross}_0(RQ)] > 0 \quad \text{and} \quad \sup_{R > 0} P[f \in \text{Cross}_0(RQ)] < 1, \]
and moreover there exist \( c, d > 0 \) such that, for each \( 1 \leq r \leq R, \)
\[ P[f \in \text{Arm}_0(r, R)] < c \left( \frac{r}{R} \right)^d. \]

**Proof.** Given that quasi-independence holds by Theorem 4.2 (recall that the fact that there exists a neighbourhood \( V \) of 0 such that \( \inf_V |\rho| > 0 \) is implied by weak positivity and \( \beta > 2; \) see Proposition 3.4), this follows directly from the arguments in Tas16. More precisely, Tassion’s argument relies on three conditions being satisfied (see RV17b Section 4 and BG17 Section 4.2 for details):

1. The FKG inequality for crossing-type events (that holds since \( \kappa \geq 0; \))
2. Sufficient symmetry, which is guaranteed by Assumption 1.3 and
3. At only one place in the proof, the following quasi-independence property (see RV17b Lemma 4.3): For every \( \delta > 0 \) and \( C > 0 \) there exists \( R_0 > 0 \) such that, for every \( R > R_0, \) every pair \( D_1 \) and \( D_2 \) of Borel subsets of the plane of diameter at most \( R \) and at distance at least \( R \) from each other, and every pair of monotonic events \( A \in \mathcal{F}_{D_1} \) and \( B \in \mathcal{F}_{D_2}, \)
\[ |P[f \in A \cap B] - P[f \in A] P[f \in B]| \leq \delta. \]
Since (4.5) is implied by Theorem 4.2 (recall that we assume $\beta > 2$), these conditions are satisfied and Tassion’s arguments are valid.

\[ \square \]

**Remark 4.8.** As shown in [BG17 Section 4.2], in light of Theorem 4.7 and the quasi-independence in Theorem 4.2 the zero level set $L_0$ also satisfies equivalents of the RSW estimates.

We finish this section by showing how to deduce the first statement of Theorem 1.15 from the RSW estimates and our analysis in Section 3.

**Proof of the first statement of Theorem 1.15**. Let $c_1 > 1$ be given. By Corollary 3.7, for each quad $Q$ there exists a constant $c_2 > 0$ such that for each $R > 0$,

\[ 0 \leq \mathbb{P}[\text{Cross}_0(RQ)] - \mathbb{P}_{R^{-c_1}}[\text{Cross}(sQ)] < c_2 R^{1-c_1}, \]

and so, in particular, as $R \to \infty$,

\[ |\mathbb{P}[\text{Cross}_0(RQ)] - \mathbb{P}[\text{Cross}_{R^{-c_1}}(RQ)]| \to 0. \]

Combining with the RSW estimates in Theorem 4.7 we have the result. \[ \square \]

### 5. A first description of the phase transition

In this section we begin our study of the sharp phase transition, establishing a first description of the phase transition for a single rectangle at levels $\ell > 0$ which are polynomially small in the scale of the rectangle; in the final section we will bootstrap this to complete the main results. Throughout this section we suppose that Assumptions 1.1 and 1.3 hold, that the strong positivity condition in Assumption 1.4 holds, and that Assumption 1.5 holds for a given $\beta > 2$ that is henceforth fixed.

Let us begin by introducing streamlined notation for crossing events involving rectangles. For $\rho_1, \rho_2 > 0$, let $\text{Cross}_{\ell}(\rho_1, \rho_2)$ denote the crossing event $\text{Cross}_{\ell}(Q)$ in the case that $Q = (D; \gamma, \gamma')$, where $D$ is the rectangle $[0, \rho_1] \times [0, \rho_2]$ and $\gamma$ and $\gamma'$ are respectively the left and right sides $\{0\} \times [0, \rho_2]$ and $\{\rho_1\} \times [0, \rho_2]$. We also define $\text{Cross}^*_{\ell}(\rho_1, \rho_2)$ for the crossing event $\text{Cross}^*_{\ell}(Q)$ introduced in Section 3 that corresponds to this quad.

In this section we will identify $f = f_r$ for the setting $r = \infty$. The main result of the section is the following:

**Theorem 5.1.** There exists a constant $\theta > 0$ such that, as $R \to \infty$,

\[ \inf_{r \in [R^{-\theta}, \infty]} \mathbb{P}[f_{\ell} \in \text{Cross}_{R^{-\theta}}(2R, R)] \to 1. \]

As described in Section 2, we prove Theorem 5.1 by applying the OSSS inequality to (the white-noise representation of) the truncated discretised field $f_\ell^r$ and the complement of the event $\text{Cross}_\ell^r(2R, R)$, where $r = R^h$ and $\varepsilon = R^{-\gamma}$ for $h, \gamma > 0$ well-chosen constants. While it would have been more natural to work with the event $\text{Cross}_\ell(2R, R)$, and although we expect that the events $\{f_\ell^r \notin \text{Cross}_\ell^r(2R, R)\}$ and $\{f_\ell^r \in \text{Cross}_\ell(2R, R)\}$ are equal almost surely (as is the case for $f$ and $f_r$ for instance; see Proposition 3.3), since we lack a proof of this (the field $f_\ell^r$ is degenerate and is not stationary, so standard arguments do not apply), we must take care to distinguish these events.
5.1. Sprinkling. We begin the proof of Theorem 5.1 with a ‘sprinkling’ procedure that yields RSW-type estimates for the excursion set $E_{\ell}$ of $f_{n}^{\ell}$ at polynomially-small levels.

For each $0 < \rho_{1} < \rho_{2}$ and $x \in \mathbb{R}^{2}$, let $\text{Arm}_{i}(x; \rho_{1}, \rho_{2})$ (resp. $\text{Arm}_{i}^{\ast}(x; \rho_{1}, \rho_{2})$) denote the event that there is a connected component of $E_{\ell}$ (resp. $E_{\ell}^{\ast}$) that intersects both $\partial B_{\rho_{1}}(x)$ and $\partial B_{\rho_{2}}(x)$.

**Proposition 5.2.** We have the following two ‘sprinkling’ properties:

i) Let $\ell$ be the constant appearing in Theorem 4.7. There exist constants $c_{1}, c_{2} > 0$ such that, for each $h, \gamma > 0$ and each $\theta \in (0, \min\{\gamma, (\beta - 1)h\}]$, there is a constant $R_{0} \geq 1$ such that the following holds: For every $R \geq R_{0}$, $1 \leq \rho_{1} \leq \rho_{2} \leq R$, $x \in \mathbb{R}^{2}$, and $\ell \geq R^{-\theta}$,

\[
\mathbb{P}\left[ f_{R_{h}}^{\ell} \notin \text{Cross}_{\ell}^{\ast}(2R, R) \right] > c_{1} \quad \text{and} \quad \mathbb{P}\left[ f_{R_{h}}^{\ell} \in \text{Arm}_{i}^{\ast}(x; \rho_{1}, \rho_{2}) \right] < c_{2} \left( \frac{\rho_{1}}{\rho_{2}} \right)^{d}.
\]

ii) Moreover, for each $h, \gamma > 0$ and each $\theta \in (0, \min\{\gamma, (\beta - 1)h\}]$,

\[
\sup_{E \supseteq R^{-\theta}} \sup_{e \in [R^{h}, \infty]} \mathbb{P}\left\{ \left\{ f_{R_{h}}^{\ell} \notin \text{Cross}_{\ell}^{\ast}(2R, R) \right\} \setminus \left\{ f_{e} \in \text{Cross}_{2\ell}(2R, R) \right\} \right\} \rightarrow 0.
\]

**Proof.** The proof is based on the simple fact that, if $A$ is an increasing event that depends only on $B_{R}$, and if $f$ and $g$ are random fields satisfying

\[
\mathbb{P}[f \in A] > e \quad \text{and} \quad \mathbb{P}[\|f - g\|_{\infty, B_{R}} > \ell] < \delta
\]

for some constants $c, \ell, \delta > 0$, then $\mathbb{P}[g + \ell \in A] > c - \delta$, and similarly for $A$ decreasing.

Now let $h, \gamma > 0$ be given. By Proposition 3.11, there exist $c_{3}, c_{4} > 0$ such that, for each $R \geq 1$,

\[
\sup_{e \in [R^{h}, \infty]} \mathbb{P}\left[ \|f_{e} - f_{R_{h}}^{\ell}\|_{\infty, B_{R}} > c_{3}(\log R)(R^{-(\beta - 1)h} + R^{-\gamma}) \right] < c_{4}e^{-c_{6}(\log R)^{2}}.
\]

Since $\theta < \min\{\gamma, (\beta - 1)h\}$, this implies that, for all $\ell \geq R^{-\theta}$,

\[
\sup_{e \in [R^{h}, \infty]} \mathbb{P}\left[ \|f_{e} - f_{R_{h}}^{\ell}\|_{\infty, B_{R}} > \ell \right] < c_{5}e^{-c_{6}(\log R)^{2}}
\]

for constants $c_{5}, c_{6} > 0$. Since the right-hand side of the above tends to zero as $R \rightarrow \infty$ faster than any polynomial, and since $\text{Cross}_{\ell}^{\ast}(\rho_{1}, \rho_{2})$ and $\text{Arm}_{i}^{\ast}(x; \rho_{1}, \rho_{2})$ are decreasing events, combining with the RSW estimates in Theorem 4.7 gives the first two results as well as the third result with $\{ f_{e} \in \text{Cross}_{2\ell}(2R, R) \}$ replaced by $\{ f_{e} \notin \text{Cross}_{2\ell}(2R, R) \}$. In light of the third statement of Proposition 3.3 we are done. \[\square\]

5.2. Connecting Russo’s formula to the OSSS influences. The next step is to give a Russo-type formula that is applicable in our setting, and then to show that the ‘influences’ that appear in this formula are comparable to the influences that appear in the OSSS inequality (see Section 2 where we introduce this inequality).

We begin by considering the case of a standard $n$-dimensional Gaussian vector $X$, for which we have the following Russo-type formula: For every Borel set $A \subset \mathbb{R}^{n}$ and $\ell \in \mathbb{R}$,

\[
\frac{d}{d\ell} \mathbb{P}\left[ (X_{1} + \ell, \ldots, X_{n} + \ell) \in A \right] = \sum_{i=1}^{n} \mathbb{E}[X_{i} \mathbb{I}_{(X_{i} + \ell, \ldots, X_{n} + \ell) \in A}].
\]

By analogy with the Boolean Russo formula (2.2), the summands $\mathbb{E}[X_{i} \mathbb{I}_{A}]$ can be considered as the ‘influence’ of each coordinate $i$ on the event $A$; in the case that $A$ is increasing, these are always positive.

We next connect the above notion of influence to the ‘resampling’ influences $I_{i}$ that appear in the OSSS inequality, defined in Section 5. For each increasing Borel set $A \subset \mathbb{R}^{n}$ and $i \in \{1, \ldots, n\}$, let $Y_{i}^{A} \in [-\infty, \infty]$ be the random variable, depending on all coordinates except the $i^{th}$, such that, for every $x < Y_{i}^{A}$, $(X_{1}, \ldots, X_{i-1}, x, X_{i}, \ldots, X_{n}) \notin A$ and, for every $x > Y_{i}^{A}$,
for each \( A \) discussed in Section 2). Note that the fact that \( A \) is increasing was crucial in attaining (5.2).

We now return to the setting of smooth Gaussian fields. Fix \( \varepsilon > 0 \) and consider the discretised field \( f^\varepsilon = q \ast W^\varepsilon \), where for the purposes of this discussion we assume only that Assumption 1.5 holds for \( \beta > 1 \) rather than \( \beta > 2 \) (we also do not need Assumption 1.3 here). Let \( D \) be a bounded Borel subset of \( \mathbb{R}^2 \) and let \( D = \{ x \in \mathbb{Z}^2 : \text{dist}(x, D) \leq r \} \), where \( \text{dist} \) is the Euclidean distance. Also, let \( A \in \mathcal{F}_D \) (see Definition 3.1 for the notations of \( \sigma \)-algebras) and, for each \( \ell \in \mathbb{R} \), let \( \tilde{A}_\ell \) be the Borel subset of \( \mathbb{R}^D \) such that

\[
\{ f^\varepsilon_\ell + \ell \in A \} = \{ (\eta_v)_{v \in D} \in \tilde{A}_\ell \}.
\]

Observe that, if \( A \) is increasing and \( q \geq 0 \), \( \tilde{A}_\ell \) is increasing with respect to \( (\eta_v)_{v \in D} \). This observation allows us to deduce a Russo-type formula in terms of the ‘resampling’ influences that appear in the OSSS inequality:

**Proposition 5.3** (Russo’s formula in terms of the OSSS influences). Fix \( \varepsilon > 0 \), let \( D \) be a bounded Borel subset of \( \mathbb{R}^2 \) and let \( A \in \mathcal{F}_D \) be increasing. Define \( D \) and \( \tilde{A}_\ell \) as above. Then, for each \( \ell \in \mathbb{R} \),

\[
\frac{d}{d\ell} \mathbb{P} [ f^\varepsilon_\ell + \ell \in A ] = \frac{\varepsilon}{\| q_r \|_{L^1}} \sum_{v \in D} \mathbb{E}[\eta_v f^\varepsilon_\ell + \ell \in A] \geq c_{\text{Rus}} \varepsilon \sum_{v \in D} I_v(\tilde{A}_\ell),
\]

where \( c_{\text{Rus}} > 0 \) is the absolute constant defined in (5.3).

**Proof.** First recall that

\[
f^\varepsilon_\ell(x) = \frac{1}{\varepsilon} \sum_{v \in D} \eta_v \int_{u \in v + [-\varepsilon/2, \varepsilon/2]^2} q_r(x - u) \, du,
\]

and that \( q_r \in L^1 \). Hence, for every \( x \in \mathbb{R}^2 \),

\[
f^\varepsilon_\ell(x) + \ell \quad = \quad \frac{1}{\varepsilon} \sum_{v \in D} \left( \eta_v + \ell \int_{\mathbb{R}^2} q_r(x - u) \, du \right) \int_{u \in v + [-\varepsilon/2, \varepsilon/2]^2} q_r(x - u) \, du \\
= \quad \frac{1}{\varepsilon} \sum_{v \in D} \left( \eta_v + \ell \| q_r \|_{L^1} \right) \int_{u \in v + [-\varepsilon/2, \varepsilon/2]^2} q_r(x - u) \, du.
\]
As a result, we have
\[ \{ f_r^+ + \ell \in A \} = \left\{ \left( \eta_v + \ell \frac{\varepsilon}{\|q_r\|_{L^1}} \right)_{v \in D} \in \tilde{A}_0 \right\}, \]
and so, by (5.1), we have the equality in (5.4). The inequality then follows from (5.2) (and the bound \( \|q_r\|_{L^1} \leq \|q\|_{L^1} \)). Indeed, the fact that \( A \) is increasing and that \( q \geq 0 \) imply that \( \tilde{A}_\ell \) is increasing for every \( \ell \). Note that this is the only part of the paper where the strong positivity condition \( q \geq 0 \) is required.

5.3. Applying the OSSS inequality. We are now in a position to apply the OSSS inequality, and complete the proof of Theorem 5.1.

Proof of Theorem 5.1. Let \( d > 0 \) denote the constant appearing in Proposition 5.2; we can and will assume that \( d < 1 \). Fix \( \gamma, h \in (0, 1) \) such that \( \gamma < d(1-h) \), and fix a \( \theta > 0 \) such that \( \theta < \min\{ \gamma, (\beta-1)h, (d(1-h)-\gamma) \} \), which satisfies in particular the restriction on \( \theta \) in the statement of Proposition 5.2. For the remainder of the proof we abbreviate \( \varepsilon = \varepsilon(R) = R^{-\gamma} \) and \( r = r(R) = R^h \).

In the sequel we let \( \Omega(1) \) and \( O(1) \) denote constants, that may depend on the parameters, but with the properties that (i) \( \Omega(1) \) is bounded away from zero in \( R \), and \( O(1) \) is bounded above in \( R \), and (ii) \( \Omega(1) \) and \( O(1) \) are independent of \( \ell \).

Define the (finite) set of vertices
\[ D_R = \varepsilon\mathbb{Z}^2 \cap [-r, 2R+r] \times [-r, 2R+r]. \]
For every \( \ell \in \mathbb{R} \) and \( R \geq 1 \), let \( \text{Cross}_\ell(2R, R) \) be the increasing Borel subset of \( \mathbb{R}^D_{DR} \) such that
\[ \{ f_r^+ \notin \text{Cross}_\ell^+(2R, R) \} = \{(\eta_v)_{v \in D_R} \in \tilde{\text{Cross}}_\ell(2R, R) \}. \]

Our strategy will be to apply OSSS to the event \( \{ f_r^+ \notin \text{Cross}_\ell^+(2R, R) \} \); this part of the argument is valid for all \( R \geq 1 \) and \( \ell \in \mathbb{R} \). By the discussion in Section 5.1 we have the following differential formula in terms of the resampling influences \( I_v \):

Claim 5.4. For every \( \ell \in \mathbb{R} \),
\[ \frac{d}{d\ell} \mathbb{P} \left[ f_r^+ \notin \text{Cross}_\ell^+(2R, R) \right] \geq \Omega(1) \varepsilon \sum_{v \in D_R} I_v(\text{Cross}_\ell(2R, R)). \]

Proof. Since \( q_r \geq 0 \) and \( \|q_r\|_{L^1} \leq \|q\|_{L^1} < \infty \) (since Assumption 1.5 holds for \( \beta > 2 \)), this is an application of Proposition 5.3 to the field \( f_r^+ \) and the event \( A = \text{Cross}_0(2R, R) \). □

Let us now apply the OSSS inequality to the right-hand side of (5.5). For this we define an algorithm \( A \) that reveals sequentially the values of \( (\eta_v)_{v \in D_R} \) such that (i) \( A \) determines the event \( \{ f_r^+ \notin \text{Cross}_\ell^+(2R, R) \} \), and (ii) the revealment \( \delta_v(A) \) for every vertex \( v \in D_R \) is small. Our algorithm is adapted from [AB18] (using ideas that take their root in [BKS99] and [SS10]); the basic idea is to explore each of the connected components of \( \mathcal{E}_r^+ \) that intersects a (randomly chosen) horizontal line-segment \( L \) across the rectangle \( [0, 2R] \times [0, R] \), and determine whether any of these components join the top and bottom sides of the rectangle, and hence validate the event \( \{ f_r^+ \in \text{Cross}_\ell^+(2R, R) \} \) (see Figure 2 for an illustration).

Abbreviate \( D = [0, 2R] \times [0, R] \). We call a point \( x \in D \) safe if every vertex \( v \in D_R \) within a distance \( r \) of \( x \) has been revealed (of course, this set will change during the running of the algorithm, but it is always non-decreasing), and let \( S \subset D \) denote the set of safe points. We call a path in \( D \) a safe blocking path if it lies in \( S \cap \mathcal{E}_r^+ \); note that since \( f_r^+ \) is an \( r \)-dependent field, the value of the field \( f_r^+ \) is known precisely on the set of safe points \( S \), so the existence of a safe blocking path is measurable with respect to the revealed \( \eta_v \).
The algorithm $\mathcal{A}$ is defined as follows:

**Algorithm $\mathcal{A}$:**

1. Initialise a random seed $k \in \{0, 1, \ldots, \lfloor R/r \rfloor \}$, selected uniformly at random.
2. Reveal (in arbitrary order) the value of $\eta_v$ for every $v \in D_R$ at distance at most $2r$ from the horizontal line segment $L := [0, 2R] \times \{kr\}$.
3. Iterate the following steps:
   (a) If there is a safe blocking path between the ‘bottom’ side $\nu := [0, 2R] \times \{0\}$ and the ‘top’ side $\nu' := [0, 2R] \times \{R\}$, terminate with output 0.
   (b) Identify the subset $U \subset \partial S$ such that there is a safe blocking path between $L$ and $\partial S \setminus (\nu \cup \nu')$. If the subset $U$ is empty, terminate with output 1.
   (c) Reveal (in arbitrary order) the value of $\eta_v$ for every $v \in D_R$ at distance at most $2r$ from each point in $U$ that has not yet been revealed.

Figure 2. An illustration of a run of algorithm $\mathcal{A}$ showing (i) the horizontal line $L$, (ii) the white-noise coordinates $\eta_v$ that were revealed by the run, and (iii) the ‘safe’ set $S$ at the end of the run, which consists of (a) the ‘safe’ subset of $\mathcal{E}_\ell$ (in light grey), and (b) the ‘safe’ subset of $\mathcal{E}_c^\ast$ (in black and dark grey). For this run $\mathcal{A}$ terminated with output 0, indicating that $\{f_{\varepsilon r} \in \text{Cross}^\ast_{\ell}(2R, R)\}$ occurred, since there is ‘safe blocking path’ (in black) between $\nu$ and $\nu'$. Credit: Dmitry Beliaev

Observe that algorithm $\mathcal{A}$ determines the event $\{f_{\varepsilon r} \notin \text{Cross}^\ast_{\ell}(2R, R)\}$ (i.e. it terminates with output value $1_{f_{\varepsilon r} \notin \text{Cross}^\ast_{\ell}(2R, R)}$), since either (i) $\mathcal{A}$ reveals a safe blocking path in $\mathcal{E}_\ell \cap D$ which connects the ‘bottom’ side $\nu$ and the ‘top’ side $\nu'$, in which case the output value is 0 and $\{f_{\varepsilon r} \in \text{Cross}^\ast_{\ell}(2R, R)\}$ occurs, or else (ii) $\mathcal{A}$ terminates with output value 1 and reveals there to be no path in $\mathcal{E}_\ell \cap D$ which connects $\nu$ and $\nu'$; in this case we deduce that $\{f_{\varepsilon r} \notin \text{Cross}^\ast_{\ell}(2R, R)\}$ occurs.

Next observe that the revealments under this algorithm are bounded above by

$$\max_{v \in D_R} \delta_v(\mathcal{A}) \leq O(1) \left\lfloor \frac{R}{r} \right\rfloor^{-1} \left( 1 + \sum_{k=1}^{\left\lfloor \frac{R}{r} \right\rfloor} \mathbb{P} \left[ f_{\varepsilon r} \in \text{Arm}^\ast_v(v; 2r, kr) \right] \right),$$

(5.6)
since a vertex $v$ is revealed if and only if either (i) $\text{dist}(v,L) \leq 2r$, or (ii) there is a connected component of $C^*_L$ that intersects both $L$ and $B_v(2r)$, which implies the existence of the one-arm event $\text{Arm}^*_x(v; 2r, \text{dist}(v,L))$ (here $\text{dist}(v,L)$ is the vertical distance between $v$ and the line $L$).

Combining Claim 5.4, the OSSS inequality in Theorem 2.1 and the bound on the revealments in (5.6), we obtain

\begin{equation}
\frac{d}{dt} \mathbb{P}[f^e_x \notin \text{Cross}^*_x(2R, R)] \geq \frac{\Omega(1) \varepsilon \text{Var} (f^e_x \notin \text{Cross}^*_x(2R, R))}{[R/r]^{-1} \left(1 + \sum_{k=1}^{[R/r]} \mathbb{P}[f^e_x \notin \text{Arm}^*_x(v; 2r, kr)]\right)}.
\end{equation}

At this point we restrict the analysis to $R$ sufficiently large and levels $\ell \geq R^{-\theta}$. With the bound on arm events given in Proposition 5.2 there exists $R_0 > 0$ such that, if $R \geq R_0$ and $\ell \geq R^{-\theta}$,

\begin{equation}
[R/r]^{-1} \left(1 + \sum_{k=1}^{[R/r]} \mathbb{P}[f^e_x \in \text{Arm}^*_x(v; 2r, kr)]\right) \leq O(1) \left[R/r\right]^{-1} \left(1 + \sum_{k=1}^{[R/r]} k^{-d}\right) \leq O(1) \left[R/r\right]^{-d} \leq O(1) R^{-d(1-h)}.
\end{equation}

Since $\varepsilon = R^{-\gamma}$, equations (5.7) and (5.8) imply that

\begin{equation}
\frac{d}{dt} \mathbb{P}[f^e_x \notin \text{Cross}^*_x(2R, R)] \geq \Omega(1) R^{d(1-h)-\gamma} \text{Var} (f^e_x \notin \text{Cross}^*_x(2R, R))
\end{equation}

Now, let $\delta > 0$ and let us show that, if $R$ is sufficiently large, then

\begin{equation}
\mathbb{P}[f^e_x \notin \text{Cross}^*_x(2R, R)] \geq 1 - \delta.
\end{equation}

Note that combined with the final statement of Proposition 5.2, this is enough to conclude the proof of Theorem 5.1 (with $4R^{-\theta}$ instead of $R^{-\theta}$ but then one can replace $\theta$ by $\theta + a$ for any $a > 0$).

We prove (5.9) as follows. First we note that, thanks to the first statement of Proposition 5.2 if $R$ is sufficiently large and $\ell \geq R^{-\theta}$ then

\begin{equation}
\text{Var} (f^e_x \notin \text{Cross}^*_x(2R, R)) \geq \Omega(1) \left(1 - \mathbb{P}[f^e_x \notin \text{Cross}^*_x(2R, R)]\right).
\end{equation}

Now, assume that $R$ is such that $\mathbb{P}[f^e_x \notin \text{Cross}^*_x(2R, R)] < 1 - \delta$. It is then sufficient to prove that this implies that $R$ cannot be too large. For this purpose, we note that this implies that

\begin{equation}
\text{Var} (f^e_x \notin \text{Cross}^*_x(2R, R)) > \Omega(1) \delta.
\end{equation}

Hence

\begin{equation}
\frac{d}{dt} \mathbb{P}[f^e_x \notin \text{Cross}^*_x(2R, R)] > \Omega(1) \delta R^{d(1-h)-\gamma}.
\end{equation}

Integrating from $R^{-\theta}$ to $2R^{-\theta}$, we obtain that

\begin{equation}
\mathbb{P}[f^e_x \notin \text{Cross}^*_x(2R, R)] > \Omega(1) \delta R^{d(1-h)-\gamma-\theta}.
\end{equation}

Since $\mathbb{P}[f^e_x \notin \text{Cross}^*_x(2R, R)] \leq 1$ and since $d(1-h) - \gamma - \theta > 0$, this implies that $R$ cannot be too large and we have proved (5.9).

\[\Box\]

Remark 5.5. In [DCRT17b, DCRT17a, DCRT18] the OSSS inequality was applied to one-arm events rather than to crossing events as we do here; for many discrete models, this yields a differential inequality that implies the sharpness of phase transition in any dimension. While it is possible such an approach would also work in our setting, it seems likely that it would require new ideas to implement. The main difficulty comes from the fact that, if we want the algorithm $A$ to determine the value of $f^e_x(x)$ for some $x$, then $A$ must reveal all of the white-noise coordinates in the ball $B_r(x)$ of growing radius $r \gg 1$, which results in a differential inequality that is not strong enough to deduce the phase transition.
6. Proof of the main results

The remainder of our results can all be deduced from Theorem 5.1 via classical gluing and bootstrapping techniques. Since some of the arguments in this section are rather standard, we skip many of the details and instead refer to relevant literature. Throughout this section, $Q = (D; \gamma, \gamma')$ will denote the quad for which $D$ is the rectangle $[0, 2] \times [0, 1]$ and $\gamma$ and $\gamma'$ are respectively the left and right sides of $D$. As in Section 3, for every $\rho_1, \rho_2 > 0$, we write $\text{Cross}_\rho(\rho_1, \rho_2)$ for the crossing event $\text{Cross}_\rho(Q)$ in the case that $Q = (D; \gamma, \gamma')$, where $D$ is the rectangle $[0, \rho_1] \times [0, \rho_2]$ and $\gamma$ and $\gamma'$ are respectively the left and right sides $\{0\} \times [0, \rho_2]$ and $\{\rho_1\} \times [0, \rho_2]$.

The proof of the second statement of Theorem 1.15 is straightforward:

**Proof of the second statement of Theorem 1.15.** For the events $\text{Cross}_\rho(2R, R)$, the required statement is a direct consequence of Theorem 5.1. Standard gluing arguments (see [BG17, Section 4.2] for details) allow the conclusion to be extended to every quad. □

The main technical novelty in this section is to deduce from Theorem 5.1 a version of the third statement of Theorem 1.11 for the quad $Q$:

**Theorem 6.1.** Suppose that Assumptions 1.1, 1.3 hold, that the strong positivity condition in Assumption 1.4 holds, and that Assumption 1.5 holds for a given $\beta > 2$. Then for every $\ell > 0$ there exist $c_1, c_2 > 0$ such that, for all $R \geq 1$,$$
\mathbb{P} [f \in \text{Cross}_\rho(2R, R)] > 1 - c_1 e^{-c_2 R}.
$$

Before proving Theorem 6.1 we state two auxiliary result. The first result is a kind of ‘sprinkled’ quasi-independence statement that we deduce directly from Proposition 3.11.

**Proposition 6.2.** Suppose that Assumption 1.3 holds for a given $\beta > 2$, and suppose that there exists a neighbourhood $V$ of $0$ such that $\inf_V |\rho| > 0$. Then, there exist $c_1, c_2 > 0$ such that, for every $R \geq 1$, every pair of Borel sets $D_1 \subset \mathbb{R}^2$ (resp. $D_2$) of diameter at most $5R$ and such that $\text{dist}(D_1, D_2) \geq \sqrt{R}$, and every pair of decreasing events $A \in \mathcal{F}_{D_1}$ and $B \in \mathcal{F}_{D_2}$,

$$
\mathbb{P} [f + c_1 R^{1-\beta/2} \in A \cap B] \leq \mathbb{P} [f \in A] \mathbb{P} [f \in B] + 3c_1 e^{-c_2 R}.
$$

**Proof.** Set $r = \sqrt{R}$. Similarly to in the proof of Proposition 4.5 for any $\ell > 0$,

$$
\mathbb{P} [f + 2\ell \in A \cap B] - \mathbb{P} [f \in A] \mathbb{P} [f \in B] \leq \mathbb{P} [f + 2\ell \in A \cap B] - \mathbb{P} [f_r + \ell \in A \cap B] + \mathbb{P} [f_r + \ell \in A] \mathbb{P} [f + \ell \in B] - \mathbb{P} [f \in A] \mathbb{P} [f \in B],
$$

which is at most three times the maximum, over all decreasing $C \in \mathcal{F}_{D_1 \cup D_2}$, of

$$
|\mathbb{P} [f + \ell \in C] - \mathbb{P} [f_r \in C]| \leq \mathbb{P} [{f + \ell \in C} \triangle \{f_r \in C}\]
$$

By Proposition 3.11 applied to $t = \sqrt{R}$, there exist $c_1, c_2 > 0$ such that, outside an event of probability $c_1 e^{-c_2 R}$, the fields $f$ and $f_r$ differ, on $D_1 \cup D_2$, by at most

$$
c_1 \sqrt{R} r^{1-\beta} = c_1 R^{1-\beta/2}.
$$

Hence with the setting $\ell = c_1 R^{1-\beta/2}$ and by using that $C$ is decreasing, the right-hand side of (6.1) is at most $c_1 e^{-c_2 R}$, completing the proof. □

The second auxiliary result bounds the decay of real functions that satisfy a certain functional inequality; we defer its proof until the end of the section.
We deduce (6.3) from the following functional inequality for \( a \)
\[ a_{2R+\sqrt{R}} \leq c_1 a_R^2 + e^{-c_2 R}. \]
Then there exist \( c_3, c_4 > 0 \) and a positive sequence \((m_n)_{n \geq 1}\) such that, for all \( n \geq 1 \),
\[ 2^n \leq m_n \leq c_3 2^n \quad \text{and} \quad a_{m_n} \leq e^{-c_4 m_n}. \]

**Proof of Theorem 6.1.** Fix \( \beta' \in (2, \beta) \), so that \( 1 - \beta/2 < 1 - \beta'/2 < 0 \). Let the level \( \ell > 0 \) be given, and introduce the increasing sequence of levels \( \ell_n = \ell - R^{1-\beta'/2} \), which satisfy in particular, for every \( c_1 > 0 \),
\[ \ell_{2R+\sqrt{R}} - \ell_R \geq \ell_{2R} - \ell_R = (1 - 2^{1-\beta'/2})R^{1-\beta'/2} \geq c_1 R^{1-\beta'/2} \]
eventually for large enough \( R \geq 1 \).
Since \( \text{Cross}_\ell(2R, R) \) is increasing in \( \ell \) and since \( \ell_R < \ell \), defining
\[ a_R = \mathbb{P}[f \notin \text{Cross}_{\ell_R}(2R, R)], \]
it is sufficient to prove the existence of a \( c_1 > 0 \) such that, for sufficiently large \( R \geq 1 \),
\[ a_R \leq e^{-c_1 R}. \]
We deduce (6.3) from the following functional inequality for \( a_R \), proved immediately below:
There exists a \( c_1 > 0 \) such that, for sufficiently large \( R \geq 1 \),
\[ a_{2R+\sqrt{R}} \leq 49 a_R^2 + e^{-c_1 R}. \]
Recalling that Theorem 5.1 implies that \( a_R \to 0 \), an application of Lemma 6.3 then yields the existence of constants \( c_2, c_3 > 0 \) and a positive subsequence \((m_n)_{n \geq 1}\) such that, for all \( n \geq 1 \),
\[ 2^n \leq m_n \leq c_2 2^n \quad \text{and} \quad a_{m_n} \leq e^{-c_4 m_n}. \]
This implies (6.3) for \( R \in \{m_n\}_{n \geq 1} \), which can be extended to all \( R \geq 0 \) by standard gluing arguments.

To prove (6.4) we introduce two ‘multiple crossing’ events:
- **MultiCrossy(\( R \))**, which is the union of the following seven events: (i-iv) \( \text{Cross}_\ell(2R, R) \), and copies of this event translated by \((R, 0), (2R, 0)\) and \((3R, 0)\), and (v-vii) \( \text{Cross}_\ell(R, R) \) translated by \((R, 0)\) and rotated by \( \pi/2 \), and copies of this event translated by \((R, 0)\) and \((2R, 0)\). This event is depicted at the bottom of Figure 3.
- **MultiCrossy(\( R \))**, which is the event \( \text{MultiCross}_y(R) \) translated by \((0, R + \sqrt{R})\). This event is depicted at the top of Figure 3.

We also introduce the scales
\[ b_R = \mathbb{P}[f \notin \text{MultiCross}_{\ell_R}(R)] \]
and
\[ b'_R = \mathbb{P}[f \notin \text{MultiCross}_{2R+\sqrt{R}}(R) \cup \text{MultiCross}_{2R+\sqrt{R}}(R)]. \]

Now observe the following three facts:
(1) By stationarity and the union bound, \( b_R \leq 7 a_R \);
(2) By stationarity and the ‘sprinkled’ quasi-independence statement in Proposition 6.2 (applicable in light of (6.2)), there exists \( c_1 > 0 \) such that, for sufficiently large \( R \geq 1 \),
\[ b'_R \leq b_R^2 + e^{-c_1 R}; \]
(3) For sufficiently large \( R \geq 1 \),
\[ \text{MultiCross}_\ell(R) \cup \text{MultiCross}_y(R) \subseteq \text{Cross}_\ell\left(2(2R + \sqrt{R}), 2R + \sqrt{R}\right), \]
(see Figure 3) and so \( a_{2R+\sqrt{R}} \leq b'_R \).
Putting these together yields (6.4). □

We deduce the remainder of our results from Theorem 6.1, namely Theorem 1.6, Theorem 1.7, and the second and third statements of Theorem 1.11 (the first statement of this theorem is given by Theorem 4.7).

**Proof of the second and third statements of Theorem 1.11.** The result in the case $\ell > 0$ is a consequence of Theorem 6.1 by standard gluing techniques, and the result in the case $\ell < 0$ then follows since $f$ is equal to $-f$ in law. □

**Proof of Theorem 1.6.** The result in the case $\ell \leq 0$ follows from the fact that $\mathbb{P} \{ f \in \text{Arm}_0(1, R) \}$ decays to 0 as $R$ goes to $\infty$ (see the first statement of Theorem 1.11). The result in the case $\ell > 0$ is a consequence of the second statement of Theorem 1.11 by standard gluing techniques (see [RV17a, Lemma 2.8] for details). Indeed, we have

$$\sum_{k \in \mathbb{N}} \mathbb{P} \{ \text{Cross}_{\ell}(2^{k+1}R, 2^kR) \} < \infty,$$

and we conclude, by the Borel-Cantelli lemma, that there exists an unbounded connected component (with uniqueness following easily from these arguments as well). □

**Proof of Theorem 1.7.** The result in the case $\varepsilon = 0$ is immediate since, by Theorem 1.6, $\mathcal{E}_0$ does not percolate. In the case $\varepsilon > 0$, we first deduce that, for every quad $Q$, the probability of the crossing $RQ$ by the set $\mathcal{L}_0^\varepsilon$ tends to one at the same rate (given in Theorem 1.11) as for the event $\text{Cross}_{-\varepsilon}(RQ)$. This is since a crossing of $RQ$ by $\mathcal{L}_0^\varepsilon$ can only not occur if the complementary crossing event for the quad $RQ^*$ occurs for either the set $\mathcal{E}_{-\varepsilon}$ or the set $\mathcal{E}_\varepsilon$ (which have the same probability). As in the proof of Theorem 1.6, standard gluing techniques then give the result (in particular, these gluing arguments do not rely on the FKG inequality in (3.3), which is important since $\mathcal{L}_0^\varepsilon$ does not enjoy positive associations). □

To finish the section, we prove the auxiliary lemma used in the proof of Theorem 6.1.

**Proof of Lemma 6.3.** Without loss of generality we assume that $c_1 > 1$. Define $a'_R = c_1 a_R + e^{-(c_2/4)R}$; we prove the result for $a'_R$, which is sufficient since $a_R \leq a'_R$.

We claim that there exists an $R_1 > 1$ such that $a'_R < 1$ and, for each $R \geq R_1$,

$$a'_{2R+\sqrt{R}} \leq (a'_R)^2.$$  (6.5)
Such an $R_1$ exists since $a_R \to 0$ and since, for sufficiently large $R \geq 1$,

\[
d'_R + \sqrt{\frac{\pi}{2}} \leq \frac{2}{\pi} R \sqrt{\frac{\pi}{2}} + e^{-c_2/2R} + e^{-c_2R} - e^{-(c_2/2)R} \left(1 - e^{-c_2/2R}\right)
\]

Now define $m_1 = \max\{2, R_1\}$ and $m_{n+1} = 2m_n + \sqrt{m_n}$. By (6.5) we have, for each $n \geq 1$,

\[
d'_R \leq \left(d'_R\right)^2.
\]

Moreover, we claim that there exists $c_5 > 0$ such that $2^n \leq m_n \leq c_5 2^n$. This is easily seen by first establishing the lower bound, and then noting that

\[
\log \left(\frac{m_{n+1}}{2^{n+1}}\right) - \log \left(\frac{m_n}{2^n}\right) = \log \left(1 + \frac{1}{2\sqrt{m_n}}\right) \leq \log \left(1 + \frac{1}{2^{n/2}}\right) \leq \frac{1}{2^{n/2}},
\]

which is summable over $n$. Combining these we have the result. \qed
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