POSITIVITY OF THE LYAPUNOV EXPONENT FOR ANALYTIC QUASIPERIODIC OPERATORS WITH ARBITRARY FINITE VALUED BACKGROUND
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Abstract. We study lower bounds on the Lyapunov exponent associated with one-frequency quasiperiodic Schrödinger operators with an added finite valued background potential. We prove that, for sufficiently large coupling constant, the Lyapunov exponent is positive with a uniform (in energy and background) minoration.

1. Introduction

We are interested in operators on $\ell^2(\mathbb{Z})$ of the form $\Delta + V$, where $\Delta$ is the discrete Laplacian, $V(n) = \lambda v(x+n\omega) + v_1(n)$, $x, \omega \in \mathbb{T}$, $v$ is a function on $\mathbb{T}$, and $v_1 : \mathbb{Z} \to \mathbb{R}$ is a background sequence of real numbers.

Recently, many authors have turned their attention to the properties of Schrödinger operators with mixed-type potentials. One of the commonly studied models is the mixed quasiperiodic-random potential (see [4, 5] and references therein for known results). Of particular relevance to this note is that Cai, Duarte, and Klein recently proved a criterion for positivity of the (maximal) Lyapunov exponent, denoted $L(E)$ (see [3] for the definition), for mixed multifrequency quasiperiodic-random potentials, where the quasiperiodic potential is continuous [5].

It is also possible, however, to consider properties of operators with quasiperiodic plus a deterministic background, such as a periodic sequence. Recently, Damanik, Fillman, and Gohlke [6] studied, among other more general objects, such operators where the (one-frequency) quasiperiodic potential is a trigonometric polynomial and the deterministic background is $q$-periodic, and they showed that, for large coupling constant, $\lambda$, on the quasiperiodic potential, the Lyapunov exponent is positive. In particular, they showed that the Lyapunov exponent has an energy-independent lower bound of $\frac{1}{2} \ln(\lambda)$. As a consequence, they established Anderson localization for this model in the regime of large coupling constant.

Liu has also considered models with low-complexity backgrounds and established large-deviation estimates and modulus of continuity for the integrated density of states associated with these models [9]; see also [3], where
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the low-complexity background was first incorporated in a localization-type argument.

This note is partially motivated by these recent results. We focus on one-frequency quasiperiodic operators with analytic potentials, along with a deterministic background consisting of a finite-range sequence—that is, a sequence which takes only finitely many values—and we prove that the Lyapunov exponent has an energy-independent and background-independent uniform minoration when the coupling constant is sufficiently large. As we can see from the existing results on mixed-type potentials, such an energy-independent result is not unexpected. The three main accomplishments here are, first, the background-independent nature of our lower bound; second, that our result holds for potentials which are analytic and not just trigonometric polynomials; and third, our backgrounds may be finite-valued and need not be periodic.

For one-frequency quasiperiodic operators with no background, positivity results go back to Herman [8] for trigonometric polynomial potentials, and to Sorets and Spencer [11] for analytic potentials; see also [1]. Such results originally took the form $L(E) \geq \frac{1}{2} \log \lambda$. In the case of one-frequency analytic quasiperiodic operators with no background, this was improved to $L(E) \geq \log \lambda - O(1)$ by Duarte and Klein [7] using a convexity argument for means of subharmonic functions, which bypasses the harmonic measure argument present in [1]. This lower bound is sharp, in the sense that $L(E) = \log \lambda$ for the almost Mathieu operator.

In the present paper, we find that it is, in fact, possible to obtain analogous results as [7] by carefully modifying the harmonic measure argument of [1] without appealing to convexity. Moreover, our approach is robust enough to apply when a finite-valued background is present.

Analogous $\frac{1}{2} \log \lambda$ results for multifrequency quasiperiodic operators without background have been established by Bourgain [2]; the methods in the current note are unable to address the positivity of the Lyapunov exponent of multifrequency quasiperiodic operators with a background potential, but we plan to address this case in a sequel.

More precisely, we consider the quasiperiodic operator $(H^v_{\lambda, \omega, x} u)(n) = u(n - 1) + u(n + 1) + \lambda v(x + n\omega)u(n)$, where $\omega, x \in \mathbb{T}$ and $v : \mathbb{T} \to \mathbb{R}$ is an analytic function which is not identically zero. We are interested in the behavior of $H = H_{\lambda, \omega, x}^v + v_1$, where $v_1$ is a real-valued sequence on $\mathbb{Z}$ which takes only finitely many values. We consider lower limits of

\begin{equation}
L_N(E) = \frac{1}{N} \int_{\mathbb{T}} \ln \|M_N(x, E, \omega)\| \, dx
\end{equation}

where

\begin{equation}
M_N(x, E, \omega) = \prod_{k=N}^{1} \begin{pmatrix} E - \lambda v(x + k\omega) - v_1(k) & -1 \\ 1 & 0 \end{pmatrix}.
\end{equation}
We set

\[ L(E) = \liminf_{N \to \infty} L_N(E). \]  

We call \( L(E) \) the (lower) Lyapunov exponent. It is important to note that the limit need not exist in general. However, if the background is periodic, then we can actually easily see that the limit exists. Moreover, if the background potential is described by some ergodic process, such as a sub-shift on a finite alphabet, then we may replace \( \liminf \) with \( \lim \) and this definition will agree with the usual notion of (maximal) Lyapunov exponent after integration by a suitable ergodic measure associated with the background.

The recent result by Damanik, Fillman, and Gohlke, \( L_p E_q \geq 1/2 \ln p \lambda q \), (c.f. Theorem 4.2.5 of [6]) was established for potentials given by trigonometric polynomials with periodic backgrounds by appealing to Avila’s global theory. The method of [6] does require periodicity of the background and does not easily extend to general analytic potentials. In contrast, we utilize properties of subharmonic functions to prove the sharp result \( L_p E_q \geq \ln p \lambda q - O(p^1 q) \), which works for all analytic potentials with arbitrary finite-valued backgrounds.

**Theorem 1.1.** Suppose \( H = H^v_{\lambda, \omega, x} + v_1 \), with \( H^v_{\lambda, \omega, x} \) as above. Then for any \( q \in \mathbb{N} \), there exists \( \lambda_0 = \lambda_0(v, q) \), independent of the background, such that for any \( \lambda > \lambda_0(v, q) \), and any sequence of \( q \) real numbers, \( v_1 \), we have \( L(E) > \ln(\lambda) - O(1) \), which works for all analytic potentials with arbitrary finite-valued backgrounds.

**Remark 1.** The \( O(1) \) term in Theorem 1.1 is independent of the background and may be written down explicitly in terms of \( \lambda_0 \) and properties of \( v \).

The background potentials we consider include periodic sequences, Sturmian sub-shifts of finite type, and Bernoulli random backgrounds.

2. **Proof of positivity**

**Lemma 2.1.** Suppose \( v \) is a bounded 1-periodic non-constant analytic function on the complex strip \( |\Im(z)| < \rho, \rho > 0 \) Then for any \( 0 < \delta < \rho \) there is \( \epsilon > 0 \) depending only on \( \delta, k \), and \( v \) such that, for any \( k \)-tuple \((E_1, ..., E_k) \in \mathbb{R}^k\),

\[ \sup_{\frac{\delta}{2} \leq y \leq \delta} \min_{1 \leq j \leq k} \inf_{x \in [0,1]} |v(x + iy) - E_j| > \epsilon. \]

**Proof.** Fix \( \delta < \rho \). Let \( \sup_{|\Im(z)| < \rho} |v(z)| = C_v < \infty \). Observe that, if \( |E_j| > 2C_v \), then the boundedness of \( v \) implies \( |v(z) - E_j| > C_v \) for any \( |\Im(z)| < \rho \) and \( k \in \mathbb{Z} \). Thus, it just suffices to establish the claim for \( |E_j| \leq 2C_v \).

Indeed, suppose not. Using compactness of \([-2C_v, 2C_v]^k\), we may suppose that there is some \((E_1, ..., E_k) \in [-2C_v, 2C_v]^k\) such that for any \( \frac{\delta}{2} \leq y_0 \leq \delta \), we have

\[ \inf_{x \in [0,1]} |v(x + iy_0) - E_j| = 0 \]
for some $1 \leq j \leq k$.

Since there are infinitely many choices of $y_0$, but only finitely many choices of $E_j$, we must be able to find a fixed $E_j$, a sequence $y_n$ in our desired interval, and a sequence $x_n \in [0, 1]$ such that

$$v(x_n + iy_n) - E_j = 0.$$  

Since the left hand side is an analytic function, and since we are taking $x_n + iy_n$ in a compact subset of $\mathbb{C}$, this analytic function must have an accumulation point of zeros in its domain, and thus it must be constant zero. This immediately implies $v(z)$ is constant, which is a contradiction. Thus, the claim holds. Uniformity of $\epsilon$ for any $k$-tuple follows from compactness of $[-2C_v, 2C_v]$. □

With this lemma, we can now prove Theorem \[ \text{[1.1]} \]

**Proof of Theorem \[ \text{[1.1]} \].** Since $v$ is 1-periodic and real analytic, it has a bounded complex-analytic extension to the strip $|\Im(z)| < \rho$. Say the extension is bounded by $C_v$. Moreover, if we add any real number to $v$, say $\alpha$, then $v + \alpha$ still has a bounded complex-analytic extension to the same strip. Indeed, the bound has simply changed to $C_v + |\alpha|$.

We now consider the complex-analytic matrix-valued function

$$M_N(z, E) = \prod_{k=N}^{1} \begin{pmatrix} E - \lambda v(z + k\omega) - v_1(k) & -1 \\ 1 & 0 \end{pmatrix}. \tag{4}$$

Observe that

$$\|M_N(z, E)\| \leq (C_v|\lambda| + |E| + \max |v_1| + 1)^N;$$

and thus

$$u_N(z) = \frac{1}{N} \ln \|M_N(z, E)\|$$

is a subharmonic function on the strip $|\Im(z)| < \rho$ obeying

$$u_N(z) \leq \ln(C_v|\lambda| + |E| + \max |v_1| + 1).$$

Moreover, $M_N(z, E) \in SL_2(\mathbb{C})$, so $\|M_N(z, E)\| \geq 1$. Thus

$$0 \leq u_N(z) \leq \ln(C_v|\lambda| + |E| + \max |v_1| + 1).$$

Our conclusion will now follow if we can bound $\int_0^1 u_N(x)dx$ from below independent of $N$.

Let $k_1, \ldots, k_q$ denote the $q$ points in $\mathbb{Z}$ which yield the $q$ distinct values for $v_1$. Let us consider any fixed $E \in \mathbb{R}$ and let $E_j = E - v_1(k_j)$ so that

$$|v(x + iy) - E + v_1(k_j)| = |v(x + iy) - E_j|.$$  

Observe that Lemma \[ \text{[2.2]} \] is applicable in ($q$-tuple form) to the right hand side, so we can fix $0 < \delta = \frac{\rho}{100}$, and let $\epsilon > 0$ be the corresponding $\epsilon$.
associated to this choice of $\delta$ in Lemma 2.1. We know that for any $E \in \mathbb{R}$, there is $\frac{1}{2} < y_0 < \delta$ such that for any $k \in \mathbb{Z}$

$$\inf_{x \in [0,1]} \left| v(x + iy_0) - \frac{E}{\lambda} + \frac{v_1(k)}{\lambda} \right| > \epsilon.$$  

Since $v$ is 1-periodic, we can extend this to the entire real line

$$(5) \quad \inf_{x \in \mathbb{R}} \left| v(x + iy_0) - \frac{E}{\lambda} + \frac{v_1(k)}{\lambda} \right| > \epsilon.$$  

Define $\lambda_0 = \lambda_0(v) = 5C_v \epsilon^{-1}$ and fix $\lambda > \lambda_0$.

Consider the set $Z = \{j \in \{1, 2, \ldots, N\} : |v_1(j) - E| \leq 5C_v \lambda\}$. Suppose $|Z| = k$, and let $\{j_1, \ldots, j_{N-k}\} = \{1, \ldots, N\} \setminus Z$. By induction on $N$, (5), and our definition of $Z$, we see that

$$(6) \quad \|M_N(a + iy_0, E)\| \geq \left| \left< M_N(a + iy_0, E) \left( \begin{array}{c} 1 \\ 0 \\ \end{array} \right), \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \right> \right| 
\geq (\lambda \epsilon - 1)^k \prod_{n=1}^{N-k} (|E - \lambda v(a + iy_0 + j_n \omega) - v_1(j_n)| - 1)$$

for any $a \in [0,1]$. Thus, we may improve our lower bound on $u_N$ for any $a \in \mathbb{R}$

$$u_N(a + iy_0) > \frac{k}{N} \ln(|\lambda|\epsilon - 1) + \frac{1}{N} \sum_{n=1}^{N-k} \ln (|E - \lambda v(a + iy_0 + j_n \omega) - v_1(j_n)| - 1) > 0.$$  

Now, we let $\mu_{a+iy_0}$ denote the harmonic measure associated to $a + iy_0$ in the complex strip $0 \leq iy \leq i\rho/2$. In particular, $\mu_{a+iy_0}$ is a regular Borel measure on the two lines $y = 0$ and $iy = i\rho/2$. The definition of the harmonic measure quickly yields

$$(8) \quad \mu_{a+iy_0} \{iy = i\rho/2\} = \frac{2y_0}{\rho}$$

$$(9) \quad \mu_{a+iy_0} \{iy = 0\} = 1 - \frac{2y_0}{\rho}$$

Since $u_N$ is subharmonic, we have

$$(10) \quad u_N(a + iy_0) \leq \int_{iy=0} u_N(x) d\mu_{a+iy_0}(x) + \int_{iy=i\rho/2} u_N(x + iy) d\mu_{a+iy_0}(x) = \int_{iy=0} u_N(x + a) d\mu_{iy_0}(x) + \int_{iy=i\rho/2} u_N(x + a + iy) d\mu_{iy_0}(x).$$

Here we used a change of variables and translation properties of the harmonic measure on a horizontal strip (see proof of Proposition 11.21 in [1]). Now we
can integrate throughout in $a$ over the unit interval, and appeal to periodicity of $u$ in $x$ to obtain

$$\int_0^1 u_N(x + iy_0)dx < \int_0^1 u_N(x)dx \cdot \mu_{iyn} \{ iy = 0 \} + \int_0^1 u_N(x + i\frac{\rho}{2})dx \cdot \mu_{iyn} \{ iy = i\frac{\rho}{2} \}$$

$$\leq (1 - 2y_0/\rho) \int_0^1 u_N(x)dx + (2y_0/\rho) \int_0^1 u_N(x + i\rho/2)dx.$$  

Moreover,

$$u_N(x + i\rho/2) \leq \frac{k}{N} \ln(2C_v|\lambda|) + \frac{1}{N} \sum_{n=1}^{N-k} \ln(|E - \lambda v(a + i\rho/2 + j_n\omega) - v_1(j_n)| + 1),$$

so

$$\int_0^1 u_N(x + iy_0)dx \leq \left(1 - \frac{2y_0}{\rho}\right) \int_0^1 u_N(x)dx$$

$$+ \frac{2y_0}{\rho} \frac{k}{N} \ln(C_v|\lambda|)$$

$$+ \frac{2y_0}{\rho} \frac{1}{N} \sum_{n=1}^{N-k} \int_0^1 \ln(|E - \lambda v(x + iy_0 + j_n\omega) - v_1(j_n)| - 1) dx$$

We thus have:

$$\left(1 - \frac{2y_0}{\rho}\right) \int_0^1 u_N(x)dx$$

$$\geq \frac{k}{N} \ln(\lambda \epsilon - 1) - \frac{2y_0}{\rho} \frac{k}{N} \ln(C_v|\lambda|)$$

$$+ \frac{1}{N} \sum_{n=1}^{N-k} \int_0^1 \ln(|E - \lambda v(x + iy_0 + j_n\omega) - v_1(j_n)| - 1) dx$$

$$- \frac{2y_0}{\rho} \frac{k}{N} \sum_{n=1}^{N-k} \int_0^1 \ln(|E - \lambda v(x + i\rho/2 + j_n\omega) - v_1(j_n)| + 1) dx$$

$$\geq \frac{k}{N} \left( \ln(\lambda \epsilon - 1) - \frac{2y_0}{\rho} \ln(C_v|\lambda|) \right)$$

$$+ \frac{2y_0}{\rho} \frac{\rho}{2y_0} \frac{1}{N} \sum_{n=1}^{N-k} \int_0^1 \ln(|E - \lambda v(x + iy_0 + j_n\omega) - v_1(j_n)| - 1) dx$$

$$- \frac{2y_0}{\rho} \frac{k}{N} \sum_{n=1}^{N-k} \int_0^1 \ln(|E - \lambda v(x + i\rho/2 + j_n\omega) - v_1(j_n)| + 1) dx$$

$$\geq \frac{k}{N} \left( \ln(\lambda \epsilon - 1) - \frac{2y_0}{\rho} \ln(C_v|\lambda|) \right)$$
Now we have
\[ v(x + i\rho/2) = v(x + iy_0) + \eta(x), \text{ where } |\eta(x)| \leq C_v, \text{ and} \]
\[ |E - \lambda v(x + iy_0 + j_n\omega) - v_1(j_n)| \geq 4C_v\lambda, \text{ so} \]
\[ \ln(|E - \lambda v(x + i\rho/2 + j_n\omega) - v_1(j_n)| + 1) \leq \ln(2|E - \lambda v(x + iy_0 + j_n\omega) - \lambda \eta(x + j_n\omega) - v_1(j_n)| + 1). \]  

(14)

It now follows that we can bound (13) from below using (14), the definitions of \( \eta(x) \) and \( Z \), and triangle inequality to obtain
\[
\left(1 - \frac{2y_0}{\rho}\right) \int_0^1 u_N(x) dx \\
\geq \frac{k}{N} \left(\ln(\lambda\epsilon - 1) - \frac{2y_0}{\rho} \ln(C_v\lambda)\right) \\
+ \frac{2y_0}{\rho} \frac{1}{N} \sum_{n=1}^{N-k} \int_0^1 \ln \left((C_v\lambda)^{\rho/2y_0-1}\right) dx \\
\geq \frac{k}{N} \left(\ln(\lambda) + \ln(\epsilon) - \frac{2y_0}{\rho} \ln(\lambda) - \frac{2y_0}{\rho} \ln(C_v)\right) \\
+ \frac{2y_0}{\rho} \left(\frac{\rho}{2y_0} - 1\right) \frac{N - k}{N} \ln(C_v\lambda) \\
= \frac{k}{N} \left(1 - \frac{2y_0}{\rho}\right) \ln(\lambda) + \frac{k}{N} \left(\ln(\epsilon) - \frac{2y_0}{\rho} \ln(C_v)\right) \\
+ \frac{N - k}{N} \left(1 - \frac{2y_0}{\rho}\right) \ln(\lambda) + C_v, \rho 
\]

(15)

(16)

(17)

(18)

Since \( \delta/2 < y_0 < \delta = \rho/100 \), the term \( \ln(\epsilon) - \frac{2y_0}{\rho} \ln(C_v) \) is a constant which may be bounded by something depending only on \( v, \lambda_0, \) and \( \rho \), dividing by \( 1 - \frac{2y_0}{\rho} \) yields our result.

\[ \square \]
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