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Abstract

The holonomy of the Bismut connection on Vaisman manifolds is studied. We prove that if \( M^{2n} \) is endowed with a Vaisman structure, then the holonomy group of the Bismut connection is contained in \( U(n-1) \). We compute explicitly this group for particular types of manifolds, namely, solvmanifolds and some classical Hopf manifolds.

Keywords  Bismut connection · Holonomy · Locally conformally Kähler manifold · Vaisman manifold

Mathematics Subject Classification  53C29 · 53C55 · 53C07

1 Introduction

A Hermitian connection on a Hermitian manifold \((M, J, g)\) is a connection which leaves both \(J\) and \(g\) parallel. Each Hermitian manifold admits plenty of these connections. Among them, there is only one whose torsion is totally skew-symmetric. This unique connection is called the Bismut connection associated to \((J, g)\), and it is also known as the Strominger connection or the KT connection (for Kähler with torsion). In this article we will denote it by \(\nabla^b\).

As with any connection, it is important to determine which are the Hermitian manifolds whose corresponding Bismut connection is flat. Well-known examples of such manifolds are given by Lie groups equipped with a bi-invariant Riemannian metric and a compatible left invariant complex structure (see [21]). In particular, this family contains the Hermitian manifolds \((G, J, g)\) where \(G\) is a compact Lie group, \(J\) is one of the left invariant complex structures constructed by Samelson in [35] and \(g\) is a bi-invariant metric. More recently, it was proved in [41] that every compact Bismut-flat Hermitian manifold is closely related to these...
examples: indeed, if $M$ is a compact Hermitian manifold with flat Bismut connection, then its universal cover is a Lie group $G'$ equipped with a bi-invariant metric and a left invariant complex structure compatible with the metric. In particular, $G'$ is the product of a compact semisimple Lie group and a real vector space.

Since the flat case is already settled, it is interesting to analyze other Hermitian manifolds whose associated Bismut connection have special curvature properties. One way is to consider the notion of Kähler-like. In [7], the authors conjectured that if the Bismut connection is Kähler-like, then the metric is pluriclosed (i.e., $\overline{\partial} \omega = 0$, where $\omega$ denotes the fundamental 2-form $\omega = g(J\cdot, \cdot)$). This conjecture has been recently proved in [42]. Another way, and this is the aim of the paper, is to study the holonomy group $\text{Hol}^b$ of the Bismut connection $\nabla^b$. Since both the complex structure and the Hermitian metric are $\nabla^b$-parallel we have that $\text{Hol}^b \subseteq U(n)$, where $2n$ is the real dimension of the manifold. In particular, $2n$-dimensional Hermitian manifolds whose Bismut holonomy is contained in $SU(n)$ have attracted plenty of attention. These manifolds are known as Calabi–Yau with torsion, and they appear in heterotic string theory, related to the Strominger system in six dimensions. It has been shown that this reduction to $SU(n)$ is related in certain cases to the Hermitian metric being balanced, that is, when the fundamental 2-form $\omega$ satisfies $d\omega^{n-1} = 0$ or, equivalently, $d^*\omega = 0$. For instance, it was shown in [26, 38] that if the compact Hermitian manifold $(M^{2n}, J, g)$ has holomorphically trivial canonical bundle, then $\text{Hol}^b \subseteq SU(n)$ if and only if $g$ is conformally balanced; in particular, $(M, J)$ admits a balanced metric. In the case when $M^{2n}$ is a nilmanifold, that is, $M = \Gamma\backslash G$ where $G$ is a nilpotent Lie group and $\Gamma$ is a co-compact discrete subgroup of $G$, more can be said, since it was proved in [17] that an invariant Hermitian structure $(J, g)$ on $M$ satisfies $\text{Hol}^b \subseteq SU(n)$ if and only if $g$ is balanced.

In the Gray–Hervella classification of almost Hermitian structures, balanced metrics fall into the class $\mathcal{W}_3$. In this article we are interested in Hermitian manifolds which belong to the class $\mathcal{W}_4$, namely locally conformally Kähler manifolds (or LCK for short). As the name suggests, these Hermitian manifolds are characterized by the property that each point has a neighbourhood where the metric is conformal to a Kähler metric. This condition is equivalent to the existence of a closed 1-form $\theta$ satisfying $d\omega = \theta \wedge \omega$. The 1-form $\theta$ is known as the Lee form, and it is given by $\theta = -\frac{1}{n-1} d^*\omega \circ J$, where $2n$ is the real dimension of the manifold. A distinguished class of LCK manifolds is given by those where the Lee form is parallel with respect to the Levi–Civita connection of the Hermitian metric. These manifolds were first studied by I. Vaisman in the late ’70s (see for instance [39]) and, accordingly, they are nowadays known as Vaisman manifolds. Not all LCK manifolds are Vaisman, for instance, the Oeljeklaus–Toma manifolds of type $(s, 1)$ are compact complex manifolds which admit LCK metrics but do not admit any Vaisman metric (see [23, 31]).

Our main goal is to study the Bismut holonomy of Vaisman manifolds and exhibit explicit examples where this holonomy can be computed. We point out that the Riemannian holonomy of compact Vaisman manifolds has been analyzed in [27]. Examples of Vaisman manifolds are given by the classical Hopf manifolds, that is, quotients of $\mathbb{C}^n \setminus \{0\}$ by a group of automorphisms generated by $z \rightarrow \lambda z$, where $\lambda$ is a complex number with $|\lambda| > 1$. These manifolds are all diffeomorphic to $S^1 \times S^{2n-1}$ and do not admit any Kähler structure.

Another family of examples of compact Vaisman manifolds was introduced in [14] in 1986. They are defined as compact quotients of the nilpotent Lie groups $H_{2n+1} \times \mathbb{R}$ by a discrete subgroup $\Gamma$, where $H_{2n+1}$ denotes the $(2n + 1)$-dimensional Heisenberg Lie group; they are thus examples of nilmanifolds. In these examples the Vaisman structures are left invariant, and recently Bazzoni proved in [10] that if a nilmanifold $\Gamma\backslash N$ admits a Vaisman structure (invariant or not) then $N$ is isomorphic to $H_{2n+1} \times \mathbb{R}$. Examples of Vaisman structures on solvmanifolds (i.e., compact quotients of a simply connected solvable Lie group by a
discrete subgroup) first appeared in [28] in 1997. More recently, there have been advances on the structure of the Lie algebras associated to solvmanifolds equipped with invariant Vaisman structures, see for instance [2, 6]. In particular, the description given in [6] will be very useful for us in order to analyze the Bismut connection on these Vaisman solvmanifolds and compute its holonomy.

The paper is structured as follows: in Sect. 2 we start collecting some known results about Gauduchon connections, holonomy and the Ambrose–Singer theorem as a tool for determining the holonomy. In Sect. 3 we study the Bismut connection on Vaisman manifolds and its curvature. The main results are Corollaries 3.7 and 3.8 where we prove that the holonomy of the Bismut connection on Vaiman manifolds of real dimension $2n$ reduces to $U(n-1)$ and that the Bismut torsion 3-form is $\nabla^b$-parallel. Section 4 is devoted to solvmanifolds endowed with an invariant Vaisman structure. In this setting, we prove that the holonomy of the Bismut connection has dimension 1 and it is not contained in $SU(n)$. Some classical Hopf manifolds are studied in Sect. 5. Using a global parallelization of these manifolds which is compatible with the Vaisman structure, we determine explicitly the holonomy group of the Bismut connection, obtaining the group $U(n-1)$. Non-Vaisman LCK Oeljeklaus–Toma manifolds are considered in Sect. 6 and we show that there is no reduction of the Bismut holonomy in this case. Finally, we study the parallelism of the Lee form $\theta$ of a Vaisman manifold for the line of Gauduchon connections and more generally, for the 2-parameter family of metric connections introduced in [32].

All manifolds considered in this paper have real dimension $\geq 4$.

2 Preliminaries on holonomy and the Ambrose–Singer theorem

We collect here some well-known facts on holonomy groups and the Ambrose–Singer theorem that will be useful in subsequent sections.

Let $\nabla$ denote any linear connection on a connected manifold $M$ and let us fix a point $p \in M$. If $\gamma : [0, 1] \rightarrow M$ is a piecewise smooth loop based at $p$, the connection $\nabla$ gives rise to a parallel transport map $P_\gamma : T_p M \rightarrow T_p M$, which is linear and invertible. The holonomy group of $\nabla$ based at $p \in M$ is defined as

$$\text{Hol}_p(\nabla) = \{ P_\gamma \in \text{GL}(T_p M) \mid \gamma \text{ is a loop based at } p \}.$$ 

It turns out that $\text{Hol}_p(\nabla)$ is a Lie subgroup of $\text{GL}(T_p M)$. Since $M$ is connected, the holonomy groups based at two different points are conjugated, and therefore we can speak of the holonomy group of $\nabla$, denoted simply by $\text{Hol}(\nabla)$. If $\dim M = n$, we can identify $\text{Hol}(\nabla)$ with a Lie subgroup of $\text{GL}(n, \mathbb{R})$, after some choice of basis. The holonomy group need not be connected, and its identity component is denoted by $\text{Hol}_0(\nabla)$; it is known as the restricted holonomy group of $\nabla$ and it consists of the parallel transport maps $P_\gamma$ where $\gamma$ is null-homotopic. Clearly, if $M$ is also simply connected then $\text{Hol}(\nabla) = \text{Hol}_0(\nabla)$.

We point out that if $\nabla$ is a metric connection on a Riemannian manifold $(M, g)$, i.e. $\nabla g = 0$, then $P_\gamma$ is an isometry of $(T_p M, g_p)$, while if $\nabla$ satisfies $\nabla J = 0$ on an almost complex manifold $(M, J)$ then $P_\gamma J = J P_\gamma$. Therefore, if $\nabla$ is a Hermitian connection ($\nabla g = \nabla J = 0$) on an almost Hermitian manifold $(M^{2n}, J, g)$ then

$$\text{Hol}(\nabla) \subseteq O(n) \cap \text{GL}(n, \mathbb{C}) = U(n).$$

In [19] a monoparametric family $\{\nabla^t\}_{t \in \mathbb{R}}$ of Hermitian connections on any Hermitian manifold $(M, g, J)$ was introduced. These are known as the Gauduchon (or canonical) connections, and they can be written as
$$g(\nabla^\sigma_X Y, Z) = g(\nabla^\sigma_X Y, Z) + \frac{t-1}{4}(d^c \omega)(X, Y, Z) + \frac{t+1}{4}(d^c \omega)(X, JY, JZ)$$

for $X, Y, Z \in \mathfrak{X}(\mathcal{M})$, where $\omega$ is the fundamental 2-form $\omega(X, Y) = g(JX, Y)$ and $d^c : \Omega^r(\mathcal{M}) \to \Omega^{r+1}(\mathcal{M})$ is the operator defined by $d^c = (-1)^r JDJ$. More explicitly, for $\alpha \in \Omega^2(\mathcal{M})$ we have that $d^c \alpha(U, V, W) = -d\alpha(JU, JV, JW)$ for any $U, V, W \in \mathfrak{X}(\mathcal{M})$, so that the expression for $\nabla^\sigma$ becomes

$$g(\nabla^\sigma_X Y, Z) = g(\nabla^\sigma_X Y, Z) - \frac{t-1}{4}d\omega(JX, JY, JZ) - \frac{t+1}{4}d\omega(JX, Y, Z). \quad (1)$$

When $(\mathcal{M}, J, g)$ is Kähler this family of connections reduces to a single point, given by the Levi–Civita connection. However, in general, the torsion $T^t$ of these connections is non-zero, where $T^t$ is the $(1, 2)$-tensor defined by $T^t(X, Y) = \nabla^t_X Y - \nabla^t_Y X - [X, Y]$ for $X, Y$ vector fields on $\mathcal{M}$.

For particular values of $t \in \mathbb{R}$ we obtain well-known Hermitian connections. For instance, for $t = 1$ we have the Chern connection, while for $t = 0$ we have the first canonical connection.

In this article we will focus on the Bismut connection, which is the connection $\nabla^{-1}$ obtained for $t = -1$. From now on the Bismut connection will be denoted by $\nabla^b$, with corresponding torsion $T^b$. It was introduced in [12] and it can be defined as the unique Hermitian connection whose torsion $T^b$ is totally skew-symmetric, i.e. $c(X, Y, Z) := g(X, T^b(Y, Z))$ is a 3-form on $\mathcal{M}$. It follows from (1) that its expression is given by

$$g(\nabla^b_X Y, Z) = g(\nabla^b_X Y, Z) + \frac{1}{2}d\omega(JX, JY, JZ), \quad (2)$$

and its torsion 3-form $c$ is:

$$c(X, Y, Z) = d\omega(JX, JY, JZ), \quad (3)$$

for any $X, Y, Z \in \mathfrak{X}(\mathcal{M})$.

As notation, we will use $\text{Hol}^b(\mathcal{M})$ to refer to the holonomy of the Bismut connection on the Hermitian manifold $\mathcal{M}$.

The Ambrose–Singer theorem provides a way to compute the holonomy group of a linear connection; indeed, it describes the Lie algebra $\mathfrak{hol}_p(\nabla)$ of $\text{Hol}_p(\nabla)$ in terms of curvature endomorphisms $R_p(x, y)$ for $x, y \in T_p \mathcal{M}$:

**Theorem 2.1** [4] The holonomy algebra $\mathfrak{hol}_p(\nabla)$ is the smallest subalgebra of $\mathfrak{gl}(T_p \mathcal{M})$ containing the endomorphisms $P^{-1}_\sigma \circ R_p(x, y) \circ P_\sigma$, where $x, y$ run through $T_p \mathcal{M}$, $\sigma$ runs through all piecewise smooth paths starting from $p$ and $P_\sigma$ denotes the parallel transport map along $\sigma$.

In particular, $\mathfrak{hol}_p(\nabla)$ contains all the curvature endomorphisms $R_p(x, y)$, $x, y \in T_p \mathcal{M}$. This fact will be used in Sect. 5.

Theorem 2.2 [1] Let $\nabla$ be a left invariant linear connection on the Lie group $G$, and let $\mathfrak{g}$ denote the Lie algebra of $G$. Then the holonomy algebra $\mathfrak{hol}(\nabla)$, based at the identity
element $e \in G$, is the smallest subalgebra of $\mathfrak{gl}(g)$ containing the curvature endomorphisms $R(x, y)$ for any $x, y \in g$, and closed under commutators with the left multiplication operators $\nabla_x : g \to g$.

This version of the Ambrose–Singer theorem will be used in Sects. 4 and 6.

### 3 Curvature of the Bismut connection on Vaisman manifolds

Let $(J, g)$ be a Hermitian structure on a connected manifold $M$ with fundamental 2-form $\omega$. This structure is called \emph{locally conformally Kähler} (LCK for short) if there exists an open covering $\{U_i\}_{i \in I}$ of $M$ and differentiable functions $f_i : U_i \to \mathbb{R}, i \in I$, such that each local metric $g_i = \exp(-f_i) g|_{U_i}$ is Kähler. Equivalently, $(J, g)$ is LCK if there exists a closed 1-form $\theta$ such that the differential of $\omega$ is given by

$$d\omega = \theta \wedge \omega. \tag{4}$$

The 1-form $\theta$ is known as the Lee form. We denote by $A \in \mathfrak{X}(M)$ the vector field which is metric dual to $\theta$, i.e., $g(A, U) = \theta(U)$ for all $U \in \mathfrak{X}(M)$. If, moreover, $\nabla^g \theta = 0$, the Hermitian structure $(J, g)$ is called \emph{Vaisman}.

**Remark 1**

(i) The Lee form is uniquely determined by

$$\theta = -\frac{1}{n-1}(d^*\omega) \circ J, \tag{5}$$

where $d^*$ is the codifferential and $2n$ is the real dimension of $M$.

(ii) If the Lee form $\theta$ is exact, i.e., $\theta = df$ with $f \in C^\infty(M)$, then $\exp(-f)g$ is a Kähler metric on $M$. Therefore any simply connected LCK manifold admits a global Kähler metric; consequently, “genuine” LCK metrics occur on non-simply connected manifolds.

(iii) The LCK structure is Kähler if and only if $\theta = 0$. Indeed, $\theta \wedge \omega = 0$ and $\omega$ non degenerate imply $\theta = 0$.

Let us start with some results concerning the torsion of the Bismut connection on an LCK manifold.

**Lemma 3.1** Let $(M, J, g)$ be an LCK manifold with fundamental 2-form $\omega$ and Lee form $\theta$. Then the torsion 3-form $c$ of the Bismut connection is given by

$$c = -J\theta \wedge \omega,$$

where $J\theta$ denotes the 1-form on $M$ defined by $J\theta(X) = -\theta(JX)$.

**Proof** Recall that the torsion 3-form $c$ is given by $c(X, Y, Z) = d\omega(JX, JY, JZ)$. It follows from (4) that

$$c(X, Y, Z) = \theta \wedge \omega(JX, JY, JZ)$$

$$= \theta(JX)\omega(Y, Z) + \theta(JY)\omega(JZ, JX) + \theta(JZ)\omega(JX, JY)$$

$$= -J\theta(X)\omega(Y, Z) - J\theta(Y)\omega(Z, X) - J\theta(Z)\omega(X, Y)$$

$$= -J\theta \wedge \omega(X, Y, Z),$$

for any vector fields $X, Y, Z$ on $M$. \hfill \Box

**Corollary 3.2** The torsion 3-form $c$ of the Bismut connection satisfies $c(A, \cdot, \cdot) = 0$. 

\[ \text{Springer} \]
Proof Using the previous expression for the torsion, one gets:
\[ c(A, X, Y) = -(Jθ ∧ ω)(A, X, Y) \]
\[ = θ(JA)ω(X, Y) + θ(JX)ω(Y, A) + θ(JY)ω(A, X) \]
\[ = g(A, JA)g(JX, Y) + g(A, JX)g(JY, A) + g(A, JY)g(JA, X) \]
\[ = 0, \]
since \( g(A, JA) = 0 \) and \( J \) is skew-symmetric. \( \square \)

Corollary 3.3 The \((1, 2)\)-torsion tensor \( T^b \) of the Bismut connection is given by
\[ T^b(X, Y) = θ(JX)JY − θ(JY)JX − ω(X, Y)JA, \]
for any vector fields \( X, Y \) on \( M \).

Proof Recalling that \( c(X, Y, Z) = c(Z, X, Y) = g(Z, T^b(X, Y)) \), this follows easily from Lemma 3.1. \( \square \)

As a consequence, we have that
\[
\nabla^b_X Y = \nabla^g_X Y + \frac{1}{2} (θ(JX)JY − θ(JY)JX − ω(X, Y)JA),
\]
for any vector fields \( X, Y \) on \( M \).

From now on, we focus on Vaisman manifolds. Our objective is to compute the Bismut connection on Vaisman manifolds in terms of the vector fields \( A, JA \) and the distribution \( D \) orthogonal to \( A \) and \( JA \), and then study the symmetries of the corresponding curvature tensor \( R^b \). In particular, we obtain that the torsion 3-form \( c \) is always \( \nabla^b \)-parallel on a Vaisman manifold, and we obtain a first reduction of its holonomy.

3.1 Results about the Bismut connection on Vaisman manifolds

On a Vaisman manifold, the vector field \( A \) \( g \)-dual to the Lee form \( θ \) satisfies \( \nabla^g A = 0 \). It follows that \( |A| \) is constant on \( M \) and, therefore, by rescaling the metric, we may assume from now on that \( |A| = 1 \), so that \( θ(A) = 1 \).

In the next result we collect some well-known facts about Vaisman manifolds which will be used throughout this article.

Proposition 3.4 [39] Let \((M, J, g)\) be a Vaisman manifold with associated Lee form \( θ \). Let \( A \) be the vector field which is metric dual to \( θ \), with \( |A| = 1 \). Then:

(a) \( [A, JA] = 0 \);
(b) both \( A \) and \( JA \) are Killing vector fields;
(c) \( \mathcal{L}_A J = \mathcal{L}_{JA} J = 0 \), where \( \mathcal{L} \) denotes the Lie derivative. That is, \( [A, JX] = J[A, X] \), \( [JA, JX] = J[JA, X] \) for any vector field \( X \) on \( M \).

We denote by \( D \) the distribution on \( M \) such that \( D_p \) is the orthogonal complement of \( \text{span}\{A_p, J_p A_p\} \) in \( T_p M \) for any \( p ∈ M \). Clearly, \( D \) is \( J \)-invariant and \( θ(X) = Jθ(X) = 0 \) for any \( X ∈ Γ(D) \). Moreover, \( D \) is not involutive, since using \( dω(A, X, Y) = θ ∧ ω(A, X, Y) \) and Proposition 3.4 it can be seen that \( g(JA, [X, Y]) = ω(X, Y) \) for any \( X, Y ∈ Γ(D) \).

However, we can show that

Corollary 3.5 If \( X ∈ Γ(D) \) then \( [A, X] ∈ Γ(D) \) and \( [JA, X] ∈ Γ(D) \).
Corollary 3.7
As an immediate consequence we have the following important result:

If in this expression we replace $\omega^b$ with $\omega$ we obtain

$$0 = -g(A, [A, JX]) = g(JA, [A, X]).$$

Thus, $[A, X] \in \Gamma(\mathcal{D})$.

The fact that $[JA, X] \in \Gamma(\mathcal{D})$ follows in the same way from $d\theta(JA, X) = 0$. □

We will prove next that the Lee form $\theta$ on an LCK manifold is parallel with respect to the Levi–Civita connection (i.e. the manifold is Vaisman) if and only if it is parallel with respect to the Bismut connection. This fact was already mentioned in [36].

Theorem 3.6 Let $(M, J, g)$ be an LCK manifold with fundamental 2-form $\omega$ and Lee form $\theta$. Then $(M, J, g)$ is Vaisman (i.e., $\nabla^b \omega = 0$) if and only if $\nabla^b \theta = 0$.

Proof Let us compute $(\nabla^b_X \theta)Y$ for any $X, Y \in \mathfrak{X}(M)$:

$$(\nabla^b_X \theta)Y = X(\theta(Y)) - \theta(\nabla^b_X Y) = Xg(A, Y) - g(\nabla^b_X Y, A) = g(\nabla^g_X A, Y) + g(A, \nabla^g_X Y) - g(\nabla^g_X Y, A) = g(\nabla^g_X A, Y)$$

according to Corollary 3.2. Since $g(\nabla^g_X A, Y) = (\nabla^g_X \theta)Y$, the result follows. □

Since $\nabla^b J = 0$, it follows from Theorem 3.6 that $\nabla^b J\theta = 0$, or equivalently, $\nabla^b JA = 0$. As an immediate consequence we have the following important result:

Corollary 3.7 If $(M, J, g)$ is Vaisman and $\dim M = 2n$, then the holonomy group $\text{Hol}^b(M)$ of the Bismut connection is contained in $U(n - 1)$.

Here $U(n - 1)$ is considered as a subgroup of $U(n)$ in the following way:

$$U(n - 1) \hookrightarrow U(n), \quad A \mapsto \left( \frac{1}{A} \right).$$

Also, combining $\nabla^b J\theta = 0$ and $\nabla^b \omega = 0$ with Lemma 3.1 we obtain

Corollary 3.8 On any Vaisman manifold the torsion 3-form $c$ of the Bismut connection is $\nabla^b$-parallel.

Remark 2 The converse of Corollary 3.8 holds: if $(M, J, g)$ is an LCK manifold such that the torsion of the Bismut connection is $\nabla^b$-parallel then $(M, J, g)$ is Vaisman.

Indeed, according to Lemma 3.1 the torsion of $\nabla^b$ is $c = -J\theta \wedge \omega$. If $\nabla^b(X(J\theta \wedge \omega)) = 0$ for any vector field $X$, then $\nabla^b(J\theta \wedge \omega) = 0$, since $\nabla^b \omega = 0$. Since $\omega$ is non degenerate, the operator $-\wedge \omega$ is injective on 1-forms, hence $\nabla^b(J\theta) = 0$. We deduce from Theorem 3.6 that $M$ is Vaisman.
In order to compute the holonomy of the Bismut connection on a Vaisman manifold, we look first for parallel tensors. Let us consider the following skew-symmetric $(1, 1)$-tensor:

$$\varphi = J - \theta \otimes JA + J\theta \otimes A.$$  \hfill (7)

This tensor was introduced by Vaisman in [39] and it is an $f$-structure (i.e. $\varphi$ satisfies $\varphi^3 + \varphi = 0$). It has some important properties related to the Bismut connection, as the following propositions show.

**Proposition 3.9** On any Vaisman manifold, the tensor $\varphi$ is $\nabla^b$-parallel.

**Proof** For any $X \in \mathcal{X}(M)$ we have that

$$\nabla^b_X \varphi = \nabla^b_X J + \nabla^b_X (-\theta \otimes JA + J\theta \otimes A).$$

Since $\nabla^b J = 0$, we only have to check that the second term vanishes. We compute

$$\nabla^b_X (-\theta \otimes JA + J\theta \otimes A) = -\nabla^b_X \theta \otimes JA - \theta \otimes \nabla^b_X JA + \nabla^b_X J\theta \otimes A + J\theta \otimes \nabla^b_X A = 0,$$

using again that $\nabla^b \theta = 0$, $\nabla^b A = 0$ and $\nabla^b J = 0$.

**Proposition 3.10** On any Vaisman manifold, the torsion 3-form $c$ of the Bismut connection satisfies $c(JA, X, Y) = -g(\varphi(X), Y)$.

**Proof** For $X, Y \in \mathcal{X}(M)$, using Proposition 3.1 we have that

$$c(JA, X, Y) = -J\theta \wedge \omega(JA, X, Y)$$

$$= -J\theta(JA)\omega(X, Y) - J\theta(X)\omega(Y, JA) - J\theta(Y)\omega(JA, X)$$

$$= -g(JX, Y) - J\theta(X)g(Y, A) - g(A, JY)g(A, X)$$

$$= -g(JX, Y) - J\theta(X)g(A, Y) + \theta(X)g(JA, Y)$$

$$= -g(\varphi(X), Y),$$

and the proof is complete. \hfill $\square$

The tensor $\varphi$ is closely related to the 2-form $d(J\theta)$, as the following result shows:

**Corollary 3.11** The 2-form $d(J\theta)$ satisfies:

(a) $d(J\theta)(X, Y) = c(JA, X, Y)$ (hence also equal to $-g(\varphi(X), Y)$),

(b) $d(J\theta)$ is $\nabla^b$-parallel,

(c) $d(J\theta)(JX, JY) = d(J\theta)(X, Y)$ for any $X, Y \in \mathcal{X}(M)$,

(d) $d(J\theta)(A, \cdot) = d(J\theta)(JA, \cdot) = 0$.

**Proof** For $X, Y \in \mathcal{X}(M)$, we compute

$$d(J\theta)(X, Y) = X(J\theta(Y)) - Y(J\theta(X)) - J\theta([X, Y])$$

$$= -X(\theta(JY)) + Y(\theta(JX)) + \theta(J[X, Y])$$

$$= -Xg(A, JY) + Yg(A, JX) + g(A, J[X, Y]).$$

Since $\nabla^b g = 0$, we have that

$$d(J\theta)(X, Y) = -g(\nabla^b_X A, JY) - g(A, \nabla^b_X JY) + g(\nabla^b_Y A, JX)$$

$$+ g(A, \nabla^b_Y JX) + g(A, J[X, Y]).$$
According to Theorem 3.6, we have that $\nabla^b A = 0$. Now, using that $\nabla^b J = 0$ and $J$ is skew-symmetric, we obtain that

$$d(J \vartheta)(X, Y) = g(J A, T^b(X, Y)) = c(J A, X, Y).$$

Therefore (a) holds. Now, (b) follows immediately from Proposition 3.10.

Finally, (c) and (d) follow readily from (a). Indeed, for (c) we use that $\varphi$ and $J$ commute, and for (d) we use that $\varphi(A) = \varphi(J A) = 0$. \hfill \Box

### 3.2 Explicit computation of $\nabla^b$

We describe next explicitly the Bismut connection $\nabla^b$ on Vaisman manifolds. We begin by computing $\nabla^b_A$. Since $c(A, \cdot, \cdot) = 0$ (see Corollary 3.2), we have that $\nabla^b_A Y = \nabla^g_A Y$ for any $Y \in \mathcal{X}(M)$. Moreover, due to $\nabla^g_A = 0$, we have that $\nabla^g_A Y = [A, Y]$ and therefore $\nabla^b_A Y = [A, Y]$ for all $Y \in \mathcal{X}(M)$.

Next, we determine $\nabla^b_{J A}$. In order to do this, we compute first $g(\nabla^g_{J A} X, Y)$ for any $X, Y \in \mathcal{X}(M)$, using the Koszul formula:

$$g(\nabla^g_{J A} X, Y) = \frac{1}{2} \{ J A g(X, Y) + X g(Y, J A) - Y g(J A, X) + g([J A, X], Y) - g([X, Y], J A) + g([Y, J A], X) \}.$$ 

Since $J A$ is a Killing vector field, we have that $J A g(X, Y) = g([J A, X], Y) + g(X, [J A, Y])$, so that the expression above becomes

$$g(\nabla^g_{J A} X, Y) = \frac{1}{2} \{ 2 g([J A, X], Y) + X(J \vartheta(Y)) - Y(J \vartheta(X)) - J \vartheta([X, Y]) \}$$

$$= g([J A, X], Y) + \frac{1}{2} c(J A, X, Y)$$

$$= g([J A, X], Y) - \frac{1}{2} g(\varphi(X), Y)$$

$$= g \left( [J A, X] - \frac{1}{2} \varphi(X), Y \right).$$

Hence we obtain $\nabla^g_{J A} X = [J A, X] - \frac{1}{2} \varphi(X)$ for any $X \in \mathcal{X}(M)$. Now, using (2) and Corollary 3.10:

$$g(\nabla^b_{J A} X, Y) = g(\nabla^g_{J A} X, Y) + \frac{1}{2} c(J A, X, Y)$$

$$= g([J A, X] - \frac{1}{2} \varphi(X), Y) - \frac{1}{2} g(\varphi(X), Y)$$

$$= g([J A, X] - \varphi(X), Y),$$

so that $\nabla^b_{J A} X = [J A, X] - \varphi(X)$.

Finally, we obtain from (6) that, for $X, Y \in \Gamma(D)$,

$$\nabla^b_X Y = \nabla^g_X Y - \frac{1}{2} \omega(X, Y) J A,$$

with $\nabla^b_X Y \in \Gamma(D)$. Indeed, observe that

$$g(\nabla^b_X Y, A) = X g(Y, A) - g(Y, \nabla^b_X A) = 0.$$
and also
\[ g(\nabla^b_X Y, JA) = Xg(Y, JA) - g(Y, \nabla^b_X JA) = 0, \]
so that \( \nabla^b_X Y \in \Gamma(D) \).

To sum up, we state the following theorem.

**Theorem 3.12** With notation as above, the Bismut connection \( \nabla^b \) on the Vaisman manifold \( (M, J, g) \) is given by:

- \( \nabla^b A = \nabla^b JA = 0 \),
- \( \nabla^b X = [A, X] \) for any \( X \in \mathfrak{X}(M) \),
- \( \nabla^b JA X = [JA, X] - \varphi(X) \) for any \( X \in \mathfrak{X}(M) \),
- if \( X, Y \in \Gamma(D) \) then \( \nabla^b_X Y \in \Gamma(D) \) and, moreover, \( \nabla^b_X Y = \nabla^g_X Y - \frac{1}{2} \omega(X, Y) JA \).

### 3.3 Curvature of \( \nabla^b \)

We will use the convention \( R^b(X, Y) Z = \nabla^b_X \nabla^b_Y Z - \nabla^b_Y \nabla^b_X Z - \nabla^b_{[X, Y]} Z \) for the \((1, 3)\)-curvature tensor \( R^b \) of the Bismut connection. We will denote also by \( R^b \) the associated \((0, 4)\)-curvature tensor: \( R^b(X, Y, Z, W) = g(R^b(X, Y) Z, W) \).

In the following result we state some symmetries of the Bismut curvature tensor on Vaisman manifolds.

**Lemma 3.13** On any Vaisman manifold \( (M, J, g) \), the curvature tensor \( R^b \) of the Bismut connection satisfies:

1. \( R^b(X, Y) JZ = JR^b(X, Y) Z \),
2. \( R^b(X, Y, Z, W) = R^b(Z, W, X, Y) \),
3. \( R^b(JX, JY) = R^b(X, Y) \),
4. \( R^b(A, X) = R^b(JA, X) = 0 \),

for any vector fields \( X, Y, Z, W \) on \( M \).

**Proof** (a) holds for the Bismut connection on any Hermitian manifold, since \( \nabla^b J = 0 \).

(b) holds for any metric connection with parallel skew-symmetric torsion, according to [13, Lemma 2.2]. Recall that this is the case for the Bismut connection on a Vaisman manifold, due to Corollary 3.8.

(c) follows from (a) and (b). Indeed, for any vector fields \( X, Y, Z, W \) on \( M \), we have that
\[
g(R^b(JX, JY) Z, W) = R^b(JX, JY, Z, W)
= R^b(Z, W, JX, JY)
= g(R^b(Z, W) JX, JY)
= g(R^b(Z, W) X, Y)
= g(R^b(X, Y) Z, W).
\]

(d) follows from (b). Indeed, for vector fields \( X, U, V \) on \( M \) we compute
\[
g(R^b(A, X) U, V) = g(R^b(U, V) A, X) = 0
\]
since \( A \) is \( \nabla^b \)-parallel. The analogous result holds for \( JA \) since it is also \( \nabla^b \)-parallel. ⊓⊔
Next, we will establish an explicit relation between the Bismut curvature $R^b$ and the Riemannian curvature $R^g$. For this, we will use the following formula from [21], which in this case has been simplified since the torsion 3-form $c$ is $\nabla^b$-parallel:

$$R^b(X, Y, Z, U) = R^g(X, Y, Z, U) + \frac{1}{2}g(T^b(X, Y), T^b(Z, U))$$

$$+ \frac{1}{4}g(T^b(X, U), T^b(Y, Z)) + \frac{1}{4}g(T^b(Y, U), T^b(Z, X)),$$

for any vector fields $X, Y, Z, U$ on $M$. Using the expression for $T^b$ given in Corollary 3.3, and after lengthy computations, we arrive at:

$$R^b(X, Y)Z = R^g(X, Y)Z - \frac{1}{4}\theta(JY)\theta(JZ)X + \frac{1}{4}\theta(JX)\theta(JZ)Y$$

$$+ \frac{1}{4}g(\varphi(Y), Z)JX - \frac{1}{4}g(\varphi(X), Z)JY + \frac{1}{2}g(\varphi(X), Y)JZ$$

$$+ \frac{1}{4}(\omega(X, Y)\theta(JZ) + J\theta \land \omega(X, Y, Z))A$$

$$- \frac{1}{4}(J\theta \land \omega(X, Y, JZ) + \theta \land \omega(X, Y, Z))JA. \quad (9)$$

Observe that, since $R^b(JA, \cdot) = 0$, we obtain from (9) the following expression for $R^g(JA, Y)$:

$$R^g(JA, Y)Z = \frac{1}{4}\theta(JZ)Y - \frac{1}{4}\theta(Y)\theta(JZ)A + \frac{1}{4}[\theta(JY)\theta(JZ) + g(\varphi(Y), JZ)]JA, \quad (10)$$

where we have used Lemma 3.1 and Corollary 3.11.

We study now some properties of the Bismut Ricci curvature $\text{Ric}^b$, defined as usual by $\text{Ric}^b(X, Y) = \text{tr}(Z \to R^b(Z, X)Y)$. The next result follows easily from Lemma 3.13:

**Corollary 3.14** The Bismut Ricci curvature $\text{Ric}^b$ of a Vaisman manifold satisfies:

(a) $\text{Ric}^b$ is symmetric;

(b) $\text{Ric}^b(JX, JY) = \text{Ric}^b(X, Y)$ for any vector fields $X, Y$.

We point out that $\text{Ric}^b$ being symmetric is not a surprising fact, since it holds for any metric connection with parallel skew-symmetric torsion.

Now, we are able to obtain an expression for $\text{Ric}^b$, the Bismut Ricci curvature, in terms of the Riemannian Ricci curvature $\text{Ric}^g$. Indeed, let us consider a local orthonormal frame of the form $\{A, JA\} \cup \{e_1, \ldots, e_{2n-2}\}$ where $e_i$ is a local section of $\mathcal{D}$ for each $i$. Therefore, for any vector fields $Y, Z$ on $M$,

$$\text{Ric}^b(Y, Z) = g(R^b(A, Y)Z, A) + g(R^b(JA, Y)Z, JA) + \sum_i g(R^b(e_i, Y)Z, e_i)$$

$$= \sum_i g(R^b(e_i, Y)Z, e_i).$$
due to Lemma 3.13(d). Using (9) we obtain
\[
\text{Ric}^b(Y, Z) = \sum_i g(R^g(e_i, Y)Z, e_i) \\
+ \sum_i \left( -\frac{1}{4} \theta(JY)\theta(JZ) - \frac{1}{4} g(Je_i, Z)g(JY, e_i) + \frac{1}{2} g(Je_i, Y)g(JZ, e_i) \right) \\
= \sum_i g(R^g(e_i, Y)Z, e_i) - \frac{1}{4} \sum_i (\theta(JY)\theta(JZ) + g(JZ, e_i)g(JY, e_i)).
\]

Since $\nabla^g A = 0$ we have that $R^g(A, \cdot) = 0$, hence
\[
\text{Ric}^g(Y, Z) = g(R^g(JA, Y)Z, JA) + \sum_i g(R^g(e_i, Y)Z, e_i) \\
= \frac{1}{4} g(\varphi(Y), JZ) + \sum_i g(R^g(e_i, Y)Z, e_i) \\
= \frac{1}{4} (g(Y, Z) - \theta(Y)\theta(Z) - \theta(JY)\theta(JZ)) + \sum_i g(R^g(e_i, Y)Z, e_i),
\]
where we have used (10) in the second equality and the definition of $\varphi$ in the third. Therefore, combining both expressions:
\[
\text{Ric}^b(Y, Z) = \text{Ric}^g(Y, Z) - \frac{1}{4} (g(Y, Z) - \theta(Y)\theta(Z) - \theta(JY)\theta(JZ)) \\
- \frac{1}{4} (2n - 2)\theta(JY)\theta(JZ) + g(Y, Z) - g(JZ, A)g(JY, A) \\
- g(JZ, JA)g(JY, JA) \\
= \text{Ric}^g(Y, Z) - \frac{1}{2} g(Y, Z) + \frac{1}{2} \theta(Y)\theta(Z) - \frac{n - 2}{2} \theta(JY)\theta(JZ). \tag{11}
\]

As expected, according to Corollary 3.14, $\text{Ric}^b$ is symmetric since the expression above is symmetric in $Y$ and $Z$. It was proved in [21] that the symmetry of $\text{Ric}^b$ is equivalent to the torsion 3-form being co-closed, thus we obtain:

**Corollary 3.15** On any Vaisman manifold, the Bismut torsion 3-form $c$ is co-closed.

On the other hand, concerning the closedness of the torsion 3-form $c$, the following result shows that $c$ is never closed in high dimensions.

**Proposition 3.16** On a Vaisman manifold of dimension $2n \geq 6$, the Bismut torsion 3-form $c$ is not closed.

**Proof** The 3-form $c$ is given by $c = -J\theta \wedge \omega$, according to Lemma 3.1. Therefore $dc$ is given by
\[
dc = -d(J\theta) \wedge \omega + J\theta \wedge d\omega = -(d(J\theta) - J\theta \wedge \theta) \wedge \omega.
\]
So, if $dc = 0$ then $\eta := d(J\theta) - J\theta \wedge \theta = 0$, since in dimensions at least 6 the operator $- \wedge \omega$ is injective on 2-forms. However, it follows from Corollary 3.11(d) that
\[
d(J\theta)(A, JA) = 0.
\]
On the other hand,

\[(J \theta \wedge \theta)(A, JA) = J \theta(A) \theta(JA) - J \theta(JA) \theta(A) = -1.\]

Hence \( \eta(A, JA) = 1 \neq 0 \), a contradiction. As a consequence, \( dc \neq 0 \).

\[\square\]

Remark 3  
(i) A Hermitian metric whose associated Bismut torsion 3-form \( c \) is closed is called **pluriclosed** or **strong Kähler with torsion (SKT)**. This condition is equivalent to \( \partial \overline{\partial} \omega = 0 \). According to Proposition 3.16, a Vaisman metric in dimension \( \geq 6 \) is never pluriclosed. This result was already known in the compact case, since it was proved in [3] that on a compact Hermitian manifold of dimension at least 6, the Hermitian metric cannot be LCK and pluriclosed simultaneously, unless the metric is Kähler.

(ii) Notice that according to [18, Theorem A], if \((M, J, g)\) is a 4-dimensional Vaisman manifold then the Hermitian structure \((J, g)\) is pluriclosed and \( \nabla^b \) satisfies the first Bianchi identity. In particular, in real dimension 4 the torsion 3-form is harmonic. However, more can be said: \( c \) is also \( \nabla^g \)-parallel, which can be seen from the relation \( c = - \ast \theta \), proved in [21], which holds for any 4-dimensional LCK manifold. Belgun provided in [11] the classification of compact complex surfaces which admit Vaisman metrics: they are properly elliptic surfaces, Kodaira surfaces (either primary or secondary), elliptic Hopf surfaces and Hopf surfaces of class 1.

(iii) On Vaisman manifolds of dimension greater than or equal to 6, according to Corollary 3.8, Proposition 3.16 and [18, Theorem 3.2], the Bismut connection does not satisfy the first Bianchi identity, and therefore it is not Kähler-like. However, due to Lemma 3.13(c), the Bismut connection satisfies the **type condition** (see for instance [7]).

4 Bismut holonomy of Vaisman solvmanifolds

In this section, we will study the Bismut holonomy of a concrete family of Vaisman manifolds; namely, solvmanifolds equipped with invariant Vaisman structures. We will call them simply Vaisman solvmanifolds. In order to perform this analysis, we will use the results appearing in [6].

Let \( G \) be a Lie group with a left invariant complex structure \( J \) and a left invariant metric \( g \), i.e. the left translations \( L_x : G \to G \) defined by \( L_x(h) = xh \) for \( h \in G \) are both biholomorphisms and isometries. If \((G, J, g)\) satisfies the LCK condition (4), then \((J, g)\) is called a **left invariant LCK structure** on the Lie group \( G \). In this case, it follows from (5) that the corresponding Lee form \( \theta \) on \( G \) is also left invariant.

We will restrict our study to solvable Lie groups equipped with left invariant Vaisman structures. If the solvable Lie group \( G \) is simply connected then any left invariant Vaisman structure on \( G \) turns out to be globally conformal to a Kähler structure. Therefore we will consider quotients \( M_\Gamma := \Gamma \backslash G \) where \( \Gamma \) is a co-compact discrete subgroup of \( G \), so that \( M_\Gamma \) is a compact manifold such that the canonical projection \( G \to M_\Gamma \) is a local diffeomorphism. The compact quotient \( M_\Gamma \) is not simply connected (as \( \pi_1(M_\Gamma) = \Gamma \)) and it inherits a Vaisman structure. The aim of this section is to analyze the holonomy of the Bismut connection on \( M_\Gamma \) associated to this induced structure.

A co-compact discrete subgroup \( \Gamma \) of a simply connected solvable Lie group \( G \) is called a lattice and the quotient \( M_\Gamma = \Gamma \backslash G \) is known as a solvmanifold. We point out that, according to [29], if \( G \) admits a lattice then \( G \) is unimodular (i.e., \( \text{tr} \text{ad}_x = 0 \) for all \( x \in \text{Lie}(G) \)).

Since we are dealing with left invariant structures on Lie groups, we can work at the Lie algebra level. Therefore we will consider LCK or Vaisman structures on Lie algebras, that
is, a Hermitian structure \((J, \langle \cdot, \cdot \rangle)\) on a Lie algebra \(g\), where \(\langle \cdot, \cdot \rangle\) is an inner product on \(g\) and \(J: g \to g\) is a skew-symmetric endomorphism of \(g\) that satisfies
\[
J^2 = -I, \quad \text{and} \quad [Jx, Jy] - [x, y] - J([Jx, y] + [x, Jy]) = 0,
\]
for any \(x, y \in g\). Moreover, \(d\omega = \theta \wedge \omega\) for some closed 1-form \(\theta \in g^*\), and \(\nabla^\theta \theta = 0\) in the Vaisman case.

As before, let \(A \in g\) denote the vector dual to \(\theta\), i.e., \(\theta(U) = \langle A, U \rangle\) for all \(U \in g\). We may assume \(|A| = 1\). In this context, Proposition 3.4 takes the following form:

**Proposition 4.1** If \((g, J, \langle \cdot, \cdot \rangle)\) is Vaisman then

(a) \([A, JA] = 0\),
(b) \(\text{ad}_A\) and \(\text{ad}_{JA}\) are skew-symmetric;
(c) \(J \circ \text{ad}_A = \text{ad}_A \circ J\).

Solvable Lie groups equipped with left invariant Vaisman structures, and their associated Vaisman solvmanifolds, were studied in [6]. We will recall some of the results from that article that will be needed for our study.

**Lemma 4.2** [6] Let \(g\) be a unimodular solvable Lie algebra equipped with a Vaisman structure \((J, \langle \cdot, \cdot \rangle)\) and let \(Z(g)\) denote the center of \(g\). Then \(JA \in Z(g)\). Moreover \(Z(g) \subset \text{span}(A, JA)\).

The subspace \(\ker \theta\) is in fact an ideal of \(g\), since \(\ker \theta\) is closed, and \(JA \in \ker \theta\). Denoting \(k := (\text{span}(A, JA))^\perp\) (which plays the role of \(D\) in Sect. 3), we have a decomposition
\[
\ker \theta = \mathbb{R}JA \oplus k.
\]

For \(x, y \in k\), we have that \([x, y] \in \ker \theta\) and it can be proved that
\[
[x, y] = \omega(x, y)JA + [x, y]_k, \tag{12}
\]
where \([x, y]_k\) is the component in \(k\) of \([x, y]\).

It follows from [6] that \([\cdot, \cdot]_k\) is a Lie bracket on \(k\) and, moreover, \((k, [\cdot, \cdot]_k, J|_k, \langle \cdot, \cdot \rangle|_k)\) is a Kähler algebra. Therefore \(\ker \theta\) is a 1-dimensional central extension of \((k, [\cdot, \cdot]_k, J|_k)\): \(\ker \theta = \mathbb{R}JA \oplus \omega_k k\).

Moreover, since \(g\) is unimodular we have that \(k\) is unimodular as well. Due to a classical result of Hano [20], it follows that \(\langle \cdot, \cdot \rangle|_k\) is flat. The main result in [6] is:

**Theorem 4.3** [6] If \((g, J, \langle \cdot, \cdot \rangle)\) is Vaisman with \(g\) unimodular and solvable, then:
\[
g = \mathbb{R}A \ltimes (\mathbb{R}JA \oplus \omega_k k),
\]
where:

- \(\text{ad}_A\) is a skew-symmetric derivation of \(\ker \theta = \mathbb{R}JA \oplus \omega_k k\) with \(\text{ad}_A(JA) = 0\);
- \((k, J|_k, \langle \cdot, \cdot \rangle|_k)\) is a Kähler flat Lie algebra;
- \(D := \text{ad}_A|_k\) is a skew-symmetric derivation of \((k, \langle \cdot, \cdot \rangle|_k)\) which commutes with \(J|_k\) (i.e. \(D \in u(k)\)).

**Example 1** In [6] many examples of unimodular solvable Lie algebras were provided. We recall here one such family of examples. Let us consider the Lie algebras \(g\) with basis \(\{A, B, e_1, \ldots, e_{2n-2}\}\) and Lie bracket given by
\[
[A, e_{2i-1}] = a_i e_{2i}, \quad [A, e_{2i}] = -a_i e_{2i-1}, \quad [e_{2i-1}, e_{2i}] = B, \quad i = 1, \ldots, n - 1.
\]
for some $a_i \in \mathbb{R}$. Let $\langle \cdot , \cdot \rangle$ denote the inner product on $\mathfrak{g}$ such that the basis above is orthonormal, and let $J$ denote the skew-symmetric complex structure on $\mathfrak{g}$ given by

$$JA = B, \quad Je_{2i-1} = e_{2i}, \quad i = 1, \ldots, n.$$ 

Then it is easy to verify that the Hermitian structure $(J, \langle \cdot , \cdot \rangle)$ is Vaisman, where the Lee form $\theta$ is the metric dual of $A$: $\theta(\cdot) = \langle A, \cdot \rangle$. Note that $\ker \theta = \text{span}\{B, e_1, \ldots, e_{2n-2}\}$ is isomorphic to the $(2n-1)$-dimensional Heisenberg Lie algebra $\mathfrak{h}_{2n-1}$ (so that $\mathfrak{g} = \mathbb{R} \times \mathfrak{h}_{2n-1}$), and the subspace $\mathfrak{k} = \text{span}\{e_1, \ldots, e_{2n-2}\}$, equipped with the Lie bracket $[\cdot, \cdot]_\mathfrak{k}$, is an abelian Lie algebra (which is clearly a flat Kähler Lie algebra equipped with the restrictions of $(J, \langle \cdot , \cdot \rangle)$).

It was also shown in [6] that whenever $a_i \in \mathbb{Q}$ for every $i$ the corresponding simply connected Lie group admits lattices. If $a_i = 0$ for all $i$, then $\mathfrak{g}$ is the direct product $\mathfrak{g} = \mathbb{R} \times \mathfrak{h}_{2n-1}$, with the well-known Vaisman structure given in [14].

We compute next the Bismut connection on unimodular solvable Lie algebras equipped with Vaisman structures, using Theorem 3.12. We denote by $\nabla^\xi$ the (flat) Levi–Civita connection on the Kähler Lie algebra $\mathfrak{k}$. Recall the skew-symmetric operator $\varphi$ defined in (7); it satisfies $\varphi(A) = \varphi(JA) = 0$ and $\varphi(x) = Jx$ for $x \in \mathfrak{k}$.

**Lemma 4.4** The Bismut connection $\nabla^b$ on $\mathfrak{g}$ is given as follows:

- $\nabla^b A = \nabla^b JA = 0$,
- $\nabla^b_A x = [A, x] \in \mathfrak{k}$ for any $x \in \mathfrak{g}$,
- $\nabla^b_J A x = -\varphi(x)$ for any $x \in \mathfrak{g}$,
- $\nabla^b_x y = \nabla^\xi_x y \in \mathfrak{k}$ for any $x, y \in \mathfrak{k}$.

**Proof** The first three items follow directly from Theorem 3.12, recalling that $JA$ is a central element of $\mathfrak{g}$, due to Lemma 4.2. As for the fourth, we compute $\nabla^g_x y$ for $x, y \in \mathfrak{k}$. Since $\nabla^g A = 0$, we have that

$$\langle \nabla^g_x y, A \rangle = -\langle y, \nabla^g_A x \rangle = 0.$$ 

On the other hand, we know that $\nabla^g_J A x = -\varphi(x)$ for any $x \in \mathfrak{g}$. Therefore, $\nabla^b_J A x = \nabla^g_J A x + \nabla^\xi_J A x$ for any $x \in \mathfrak{k}$. Comparing with Theorem 3.12 we obtain $\nabla^b_J A x = \nabla^\xi_J A x$.

Finally, we are able to compute the curvature tensor $R^b$ of the Bismut connection on $\mathfrak{g}$ in terms of the endomorphism $\varphi$.

**Theorem 4.5** If $R^b$ denotes the curvature tensor of the Bismut connection, then $R^b$ is given by

$$R^b(u, v) = \langle \varphi(u), v \rangle \varphi, \quad u, v \in \mathfrak{g}.$$
Proof Note first that $R^b(u, v)A = R^b(u, v)JA = 0$, since both $A$ and $JA$ are $\nabla^b$-parallel. Therefore, we only have to compute $R^b(u, v)$ when evaluated in elements of $\mathfrak{t}$. Next, recall that $R^b(A, \cdot) = R^b(JA, \cdot) = 0$, according to Lemma 3.13(d). Thus, we only have to compute $R^b(x, y)z$ for $x, y, z \in \mathfrak{t}$. First note that, according to (12),

$$\nabla^b_{[x, y]}z = \nabla^b_{[x, y]_{\mathfrak{t}}}z + \omega(x, y)\nabla^b_{[x, y]_{\mathfrak{t}}}z - \omega(x, y)Jz = \nabla^b_{[x, y]_{\mathfrak{t}}}z - \omega(x, y)Jz,$$

where we have used Lemma 4.4 in the last equality. Hence we have that

$$R^b(x, y)z = \nabla^b_{x} \nabla^b_{y}z - \nabla^b_{y} \nabla^b_{x}z - \nabla^b_{[x, y]}z = \nabla^b_{x} \nabla^b_{y}z - \nabla^b_{y} \nabla^b_{x}z - \omega(x, y)Jz = R^b(x, y)z + \langle Jx, y \rangle Jz$$

since $\nabla^b$ is flat. The result follows. □

Corollary 4.6 Any curvature endomorphism $R^b(u, v)$, $u, v \in \mathfrak{g}$, is parallel with respect to $\nabla^b$.

Proof This is a straightforward consequence of Theorem 4.5 and Corollary 3.9. □

Regarding the holonomy group of the Bismut connection of a Vaisman solvmanifold, we have

Theorem 4.7 If $M = \Gamma \backslash G$ is a $2n$-dimensional Vaisman solvmanifold then its holonomy group $\text{Hol}^b(M)$ has dimension 1 and it is not contained in $\text{SU}(n)$.

Proof The restricted holonomy group $\text{Hol}^b_0(M)$ coincides with the holonomy group $\text{Hol}^b(G)$. According to Theorem 2.2, its Lie algebra $\mathfrak{hol}^b(M)$ is generated by all the curvature endomorphisms $R^b(u, v)$, $u, v \in \mathfrak{g}$, together with their covariant derivatives of any order. Therefore, it follows from Theorem 4.5 and Corollary 4.6 that $\mathfrak{hol}^b(M)$ is spanned by $\varphi$, therefore it is one-dimensional.

Moreover, in an adapted basis $\{A, JA, e_1, f_1, \ldots, e_{n-1}, f_{n-1}\}$ with $J e_i = f_i$, we have that the matrix of $\varphi$ is given by

$$\varphi = \begin{pmatrix} 0 & 0 & \cdots & 0 & 0 \\ 0 & -1 & \cdots & 0 & -1 \\ \vdots & \ddots & \ddots & \vdots & \vdots \\ 0 & \cdots & 1 & 0 \\ 0 & \cdots & 1 & 0 \end{pmatrix} \in \mathfrak{u}(n),$$

but it is clear that $\varphi \notin \mathfrak{su}(n)$. □

Moreover, a result stronger than Corollary 4.6 can be obtained also as a consequence of Theorem 4.5:

Proposition 4.8 On any Vaisman solvmanifold $\Gamma \backslash G$, the Bismut curvature tensor $R^b$ is $\nabla^b$-parallel: $\nabla^b R^b = 0$. □ Springer
**Proof**  This is an immediate consequence of Theorem 4.5. Indeed, we need only verify that $(\nabla^b_x R^b)(y, z)w = 0$ for any $x, y, z, w \in \mathfrak{g}$. We compute

$$(\nabla^b_x R^b)(y, z)w = \nabla^b_x (R^b(y, z)w) - R^b(\nabla^b_x y, z)w - R^b(y, \nabla^b_x z)w - R^b(y, z)(\nabla^b_x w)$$

$$= \langle \phi(y), z \rangle \nabla^b_x \phi(w) - \langle \phi \nabla^b_x y, z \rangle \phi(w) - \langle \phi(y), \nabla^b_x z \rangle \phi(w) - \langle \phi(y), z \rangle \phi \nabla^b_x w.$$

The first and the last terms cancel out since $\phi$ is $\nabla^b$-parallel, and the second and third terms also cancel out, since

$$\langle \phi \nabla^b_x y, z \rangle = \langle \nabla^b_x \phi(y), z \rangle = - \langle \phi(y), \nabla^b_x z \rangle.$$

This completes the proof. □

**Remark 4** According to [8], the Bismut connection on a Vaisman solvmanifold is a Hermitian Ambrose–Singer connection, since $\nabla^b T^b = 0$ and $\nabla^b R^b = 0$. In particular, any Vaisman solvmanifold is a locally homogeneous Hermitian space [24, 37]. However, this is true for any solvmanifold $M := \Gamma \backslash G$ equipped with an invariant almost Hermitian structure $(J, g)$, since the connection on $G$ defined by $\nabla x y = 0$ for any $x, y \in \mathfrak{g} = \text{Lie}(G)$ induces a connection $\nabla$ on $M$ satisfying $\nabla J = \nabla g = 0$.

Concerning the Bismut Ricci curvature of a Vaisman solvmanifold, we have the following straightforward consequence of Theorem 4.5:

**Corollary 4.9** The Bismut Ricci curvature of a Vaisman solvmanifold $\Gamma \backslash G$ is given by

$$\text{Ric}^b(u, v) = -\langle u, v \rangle + \theta(u)\theta(v) + \theta(Ju)\theta(Jv), \quad u, v \in \mathfrak{g}.$$  

In particular, $\text{Ric}^b \neq 0$.

Using (11) we are able to determine the Riemannian Ricci curvature of a $2n$-dimensional Vaisman solvmanifold $\Gamma \backslash G$:

$$\text{Ric}^8(u, v) = -\frac{1}{2}\langle u, v \rangle + \frac{1}{2}\theta(u)\theta(v) + \frac{n}{2}\theta(Ju)\theta(Jv), \quad u, v \in \mathfrak{g}.$$  

For a general non-Vaisman LCK solvmanifold, we cannot expect a reduction of the holonomy of the Bismut connection, as the following example shows.

**Example 2** Let $G$ be the simply connected solvable Lie group with Lie algebra $\mathfrak{g}$ generated by $\{e_1, e_2, e_3, e_4\}$ with non-zero brackets given by

$$[e_1, e_2] = \mu e_2, \quad [e_1, e_3] = -\frac{\mu}{2} e_3 + y e_4, \quad [e_1, e_4] = -y e_3 - \frac{\mu}{2} e_4,$$

for some $\mu \neq 0$ and $y \in \mathbb{R}$. Note that $G$ is an almost abelian Lie group; it was proved in [5] that for certain values of $\mu$ and $y$ the Lie group $G$ admits lattices. The associated solvmanifolds are Inoue surfaces of type $S^0$.

Consider on $\mathfrak{g}$ the inner product $(\cdot, \cdot)$ such that the basis above is orthonormal and the endomorphism $J : \mathfrak{g} \to \mathfrak{g}$ given by $Je_1 = e_2$, $Je_3 = e_4$, $J^2 = -\text{Id}$. It is easy to verify that the almost complex structure $J$ is integrable and hence $(J, (\cdot, \cdot))$ determines a Hermitian structure on $\mathfrak{g}$ with associated fundamental 2-form $\omega$ given by $\omega = e^{12} + e^{34}$. Here, $\{e^1, e^2, e^3, e^4\}$ is the dual basis of $\{e_1, e_2, e_3, e_4\}$ and $e^i$ stands for the wedge product $e^i \wedge e^j$. Note that $d\omega = \mu e^1 \wedge \omega$, which means that $(J, (\cdot, \cdot))$ is LCK since $\mu \neq 0$ and $de^1 = 0$. Clearly, the Lee form $\theta$ is $\theta = \mu e^1$.  

Springer
Computing the Bismut connection on $\mathfrak{g}$ using (2), we obtain

$$\nabla^b_{e_1} = \begin{pmatrix} 0 & 0 \\ 0 & 0 \\ y & 0 \end{pmatrix}, \quad \nabla^b_{e_2} = \begin{pmatrix} 0 & \mu \\ -\mu & 0 \\ 0 & \frac{\mu}{2} \end{pmatrix},$$

$$\nabla^b_{e_3} = \begin{pmatrix} \frac{\mu}{2} & 0 \\ 0 & \frac{\mu}{2} \end{pmatrix}, \quad \nabla^b_{e_4} = \begin{pmatrix} 0 & -\frac{\mu}{4} \\ \frac{\mu}{4} & 0 \end{pmatrix}.$$

Note that $\nabla^b \theta \neq 0$, so that the LCK metric is not Vaisman. The curvature endomorphisms $R^b(e_i, e_j)$ are given by

$$R^b(e_1, e_2) = \begin{pmatrix} 0 & -\mu^2 \\ 0 & 0 \\ \mu^2 & 0 \end{pmatrix}, \quad R^b(e_1, e_3) = -R^b(e_2, e_4) = \begin{pmatrix} 0 & 0 \\ -\mu^2 & 0 \\ 0 & \frac{\mu^2}{4} \end{pmatrix},$$

$$R^b(e_1, e_4) = R^b(e_2, e_3) = \begin{pmatrix} 0 & 0 \\ \mu^2 & 0 \\ 0 & 0 \end{pmatrix}, \quad R^b(e_3, e_4) = \begin{pmatrix} 0 & \frac{\mu^2}{4} \\ 0 & 0 \\ \mu^2 & 0 \end{pmatrix}.$$

Since $\mu \neq 0$, it follows easily that all these curvature endomorphisms are linearly independent, hence the subspace span\{$R^b(e_i, e_j)$ $|$ $i < j$\} of $\mathfrak{u}(2)$ has dimension 4. According to Theorem 2.2, we have that $\text{hol}^b = \mathfrak{u}(2)$. There is no reduction of the holonomy in this case.

This example will be generalized in Sect. 6.

5 Bismut holonomy of Hopf manifolds

In this section, we determine explicitly the holonomy group of the Bismut connection on some classical Hopf manifolds, which are the archetypical examples of compact Vaisman manifolds. These are defined as a quotient of $\mathbb{C}^n - \{0\}$, $n \geq 2$, by the action of the cyclic group generated by the transformation $z \mapsto \lambda z$, for some $\lambda \in \mathbb{C}$ with $|\lambda| > 1$. Their underlying smooth manifold is $S^1 \times S^{2n-1}$, so that its first Betti number is $b_1 = 1$ and therefore they cannot admit a Kähler metric. We also point out that for different values of $\lambda$ the corresponding compact complex manifolds are non-biholomorphic (this can be seen with the same arguments used in [25] for the case of Hopf surfaces, i.e., for $n = 2$).

We will describe in more detail their construction for $\lambda \in \mathbb{R}$, $\lambda > 1$, exhibiting in this case an explicit parallelization of $S^1 \times S^{2n-1}$, generalizing the one given in [33] (and in greater length in [34]) for $\lambda = e^{2\pi}$. It will be easy to express the usual Vaisman structure in terms of this parallelization, and using this expression we will be able to show that the associated Bismut holonomy group is equal to $\text{U}(n-1)$, which is the largest possible holonomy group, according to Corollary 3.7.
5.1 Revisiting the construction of a Vaisman structure on Hopf manifolds

Let us consider $\mathbb{R}^{2n}$ with the usual Cartesian coordinates $(x_1, \ldots, x_{2n})$. Let us denote by $N$ the unit normal vector field of $S^{2n-1} \subset \mathbb{R}^{2n}$, that is, $N = \sum_{i=1}^n x_i \frac{\partial}{\partial x_i}$. For any $i = 1, \ldots, 2n$, the orthogonal projection of $\frac{\partial}{\partial x_i}$ on $S^{2n-1}$ gives a vector field $T_i$ on $S^{2n-1}$, which can be expressed as $T_i = \frac{\partial}{\partial x_i} - x_i N$. The vector field $T_i$ is called the $i^{th}$ meridian vector field on $S^{2n-1}$.

Let $\lambda$ be a real number, $\lambda > 1$. Let $\Gamma_\lambda$ be the cyclic infinite group of transformations of $\mathbb{R}^{2n} - \{0\}$ generated by the map $x \mapsto \lambda x$. Then the projection $p_\lambda : \mathbb{R}^{2n} - \{0\} \to S^1 \times S^{2n-1}$ given by

$$p_\lambda(x) = \left(\exp \left(2\pi i \frac{\log |x|}{\log \lambda}\right), \frac{x}{|x|}\right)$$

induces a diffeomorphism between $(\mathbb{R}^{2n} - \{0\}) / \Gamma_\lambda$ and $S^1 \times S^{2n-1}$. Consider the smooth function $F : \mathbb{R}^{2n} - \{0\} \to \mathbb{R}$ given by $F(x) = |x|$. Then the vector fields $F \frac{\partial}{\partial x_i}$, $i = 1, \ldots, 2n$, are $\Gamma_\lambda$-invariant\(^1\) and therefore the vector fields $U_i^\lambda$ on $S^1 \times S^{2n-1}$ given by $U_i^\lambda = (p_\lambda)_* (F \frac{\partial}{\partial x_i})$ are well-defined and, moreover, $\{U_1^\lambda, \ldots, U_{2n}^\lambda\}$ defines a parallelization of $S^1 \times S^{2n-1}$. In terms of the meridian vector fields $T_i$, it can be shown, modifying suitably the computations in [34], that $U_i^\lambda = T_i + \frac{2\pi}{\log \lambda} x_i \frac{\partial}{\partial t}$, where $t$ denotes the usual coordinate on $S^1$. It follows that

$$\{U_i^\lambda, U_j^\lambda\} = x_i U_j^\lambda - x_j U_i^\lambda,$$

$$U_i^\lambda(x_j) = \delta_{ij} - x_i x_j,$$

for $i, j = 1, \ldots, 2n$. Here we are considering the functions $x_j \in C^\infty(S^1 \times S^{2n-1})$ defined as $x_j(z, (p_1, \ldots, p_{2n})) = p_j$, for $j = 1, \ldots, 2n$ and $(p_1, \ldots, p_{2n}) \in S^{2n-1}$. In particular, $\sum_{j=1}^{2n} x_j^2 = 1$. Observe that differentiating this expression we get

$$\sum_{j=1}^{2n} x_j dx_j = 0. \quad (13)$$

If $(\cdot, \cdot)$ denotes the usual metric on $\mathbb{R}^{2n}$, then the Riemannian metric $\frac{1}{2\pi} (\cdot, \cdot)$ on $\mathbb{R}^{2n} - \{0\}$ is $\Gamma_\lambda$-invariant and then it induces a Riemannian metric $g_\lambda$ on $S^1 \times S^{2n-1}$. It can be easily seen that $g_\lambda$ coincides with the product metric $g_\lambda = \left(\frac{\log \lambda}{2\pi}\right)^2 g_{S^1} + g_{S^{2n-1}}$, where $g_{S^k}$ denotes the round metric on $S^k$.

On $\mathbb{R}^{2n} - \{0\}$ there is the canonical complex structure given by

$$J \left(\frac{\partial}{\partial x_{2i-1}}\right) = \frac{\partial}{\partial x_{2i}}, \quad J \left(\frac{\partial}{\partial x_{2i}}\right) = -\frac{\partial}{\partial x_{2i-1}}, \quad i = 1, \ldots, n.$$

\(^1\) Here we are using $\lambda > 0$, this does not hold for general $\lambda \in \mathbb{C}$. 

\[ \text{Bismut connection on Vaisman manifolds} \]
This complex structure is $\Gamma_{\lambda}$-invariant and therefore defines a complex structure $J_\lambda$ on $S^1 \times S^{2n-1}$ given by

$$J_\lambda U^\lambda_{2i-1} = U^\lambda_{2i}, \quad J_\lambda U^\lambda_{2i} = -U^\lambda_{2i-1}, \quad i = 1, \ldots, n.$$ 

It is clear that $J_\lambda$ is $g_{\lambda}$-orthogonal and therefore $(J_\lambda, g_{\lambda})$ is a Hermitian structure on $S^1 \times S^{2n-1}$ for any $\lambda > 1$.

Let $\eta^\lambda_i$ denote the 1-form on $S^1 \times S^{2n-1}$ which is $g_{\lambda}$-dual to $U^\lambda_i$. Then $\eta^\lambda_i = dx_i + \frac{\log \lambda}{2\pi} x_i dt$ and it can be seen that $d\eta^\lambda_i = \eta^\lambda_i \wedge \alpha^\lambda$, where $\alpha^\lambda$ is the 1-form defined by $\alpha^\lambda := \sum_j x_j \eta^\lambda_j$.

Note that applying (13) we obtain $\alpha^\lambda = \frac{\log \lambda}{2\pi} dt$.

We summarize all the equations we have obtained so far in the following lemma:

**Lemma 5.1** The manifold $S^1 \times S^{2n-1}$ admits a family of Hermitian structures $(J_\lambda, g_{\lambda})$ for $\lambda > 1$. In terms of the $g_{\lambda}$-orthonormal global frame $\{U^\lambda_1, \ldots, U^\lambda_{2n}\}$ and functions $x_i \in C^\infty(S^1 \times S^{2n-1})$, $i = 1, \ldots, 2n$, described above, we have:

$$J_\lambda U^\lambda_{2i-1} = U^\lambda_{2i}, \quad J_\lambda U^\lambda_{2i} = -U^\lambda_{2i-1} \text{ for all } i,$$

$$[U^\lambda_i, U^\lambda_j] = x_i U^\lambda_j - x_j U^\lambda_i, \quad U^\lambda_i(x_j) = \delta_{ij} - x_i x_j,$$

and

$$d\eta^\lambda_i = \eta^\lambda_i \wedge \alpha^\lambda,$$

where $\eta^\lambda_i$ is the form $g_{\lambda}$-dual to $U^\lambda_i$ and $\alpha^\lambda := \sum_j x_j \eta^\lambda_j$.

Note that these expressions do not actually depend on $\lambda$, so that from now on we will omit the subscript/superscript $\lambda$ in all the forthcoming computations.

We will verify next the well-known fact that the previous Hermitian structure $(J, g)$ is Vaisman. Indeed, computing $d\omega$ for $\omega := g(J^\cdot, \cdot) = \sum_i \eta_{2i-1} \wedge \eta_{2i}$ and applying (13), we obtain that

$$d\omega = -2\alpha \wedge \omega, \quad d\alpha = 0,$$

so that $(J, g)$ is LCK with Lee form $\theta = -2\alpha$. The vector field $H$ on $S^1 \times S^{2n-1}$ which is $g$-dual to $\alpha$ will play an important role in our computations. It can be written in terms of the frame $\{U_i\}$ as

$$H = \sum_{i=1}^{2n} x_i U_i,$$

and coincides with $\frac{2\pi}{\log x \frac{\partial}{\partial x}}$. Observe that $H$ is a multiple of the vector field $A$ defined in previous sections for any Vaisman manifold; more precisely, $H = -A/2$. In order to show that $\alpha$, or equivalently $H$, is $\nabla^g$-parallel, we determine the Levi–Civita connection $\nabla^g$ of $g$ in terms of $\{U_i\}$. Using the Koszul formula together with Lemma 5.1 we obtain

**Lemma 5.2** The Levi–Civita connection $\nabla^g$ on $S^1 \times S^{2n-1}$ is given by

- $\nabla^g_{U_i} U_j = -x_j U_i$, if $i \neq j$;
- $\nabla^g_{U_i} U_i = \sum_{k \neq i} x_k U_k = H - x_i U_i$. 

\( \square \) Springer
Therefore,

\[
\nabla_{U_i}^g H = \nabla_{U_i}^g \left( \sum_j x_j U_j \right) \\
= \sum_j (U_i(x_j) U_j + x_j \nabla_{U_i}^g U_j) \\
= (1 - x_i^2) U_i + x_i (H - x_i U_i) + \sum_{j \neq i} (-x_i x_j U_j + x_j (-x_j U_i)) \\
= (1 - x_i^2) U_i + x_i (H - x_i U_i) - x_i (H - x_i U_i) - \left( \sum_{j \neq i} x_j^2 \right) U_i \\
= 0 \quad \text{(since } \sum_j x_j^2 = 1) .
\]

Thus we recover the fact that \( S^1 \times S^{2n-1} \) with the Hermitian structure \((J, g)\) is a Vaisman manifold.

### 5.2 Computation of the Bismut holonomy of Hopf manifolds

In what follows, we will study the Bismut connection \(\nabla^b\) associated to \((J, g)\). We will first express \(\nabla^b\) in terms of the frame \(\{U_i\}\), and later we will determine its curvature tensor \(R^b\) and its holonomy group.

**Proposition 5.3** The Bismut connection \(\nabla^b\) associated to \((J, g)\) on \(S^1 \times S^{2n-1}\) is given by

- \(\nabla^b_{U_{2i-1}} U_{2j-1} = -x_{2j-1} U_{2i-1} + x_{2j} U_{2i-1} - x_{2i} U_{2j-1} , (i \neq j)\);
- \(\nabla^b_{U_{2i-1}} U_{2i-1} = \sum_{k \neq 2i-1} x_k U_k = H - x_{2i-1} U_{2i-1} ;\)
- \(\nabla^b_{U_{2i-1}} U_{2j} = x_{2j} U_{2i-1} + x_{2i} U_{2j-1} - x_{2j-1} U_{2i} , (i \neq j)\);
- \(\nabla^b_{U_{2i-1}} U_{2i} = -\sum_k x_{2k} U_{2k-1} + \sum_{k \neq i} x_{2k-1} U_{2k} = JH - x_{2i-1} U_{2i} ;\)
- \(\nabla^b_{U_{2i-1}} U_{2j-1} = -x_{2j-1} U_{2i-1} - x_{2j-1} U_{2i} + x_{2i-1} U_{2j} , (i \neq j)\);
- \(\nabla^b_{U_{2i-1}} U_{2j} = -x_{2j-1} U_{2j-1} + x_{2j-1} U_{2i-1} - x_{2j} U_{2i} , (i \neq j)\);
- \(\nabla^b_{U_{2i-1}} U_{2i} = \sum_{k \neq 2i} x_k U_k = H - x_{2i} U_{2i} .\)

**Proof** The proof follows from (2), using Lemma 5.2 and the fact that \(d \omega = -2\alpha \wedge \omega\), where \(\alpha = \sum x_j \eta_j\), \(\omega = \sum \eta_{2j-1} \wedge \eta_{2j}\). We prove only the first two expressions, the others follow analogously. Also take into account that \(\nabla^b_X U_{2r} = J(\nabla^b_X U_{2r-1})\) since \(J\) is \(\nabla^b\)-parallel.

For \(i \neq j\):

\[
g(\nabla^b_{U_{2i-1}} U_{2j-1} , U_{2k-1}) = -x_{2j-1} \delta_{ik} - \alpha \wedge \omega(U_{2i} , U_{2j} , U_{2k}) \\
= -x_{2j-1} \delta_{ik} .
\]
while
\[ g(\nabla_{U_{2i-1}}^b U_{2j-1}, U_{2k-1}) = \alpha \wedge \omega(U_{2i}, U_{2j}, U_{2k-1}) \]
\[ = \alpha(U_{2i})\omega(U_{2j}, U_{2k-1}) + \alpha(U_{2j})\omega(U_{2k-1}, U_{2i}) \]
\[ = -x_{2j}\delta_{jk} + x_{2j}\delta_{1k}. \]

Therefore: \( \nabla_{U_{2i-1}}^b U_{2j-1} = -x_{2j-1}U_{2i-1} + x_{2j}U_{2i} - x_{2i}U_{2j}. \)

Now, for \( i = j, \) and for any vector field \( X \) on \( S^1 \times S^{2n-1} \) we have that
\[ g(\nabla_{U_{2i-1}}^b U_{2i-1}, X) = g(\nabla_{U_{2i-1}}^g U_{2i-1}, X) - \alpha \wedge \omega(U_{2i}, U_{2j}, JX) = g(\nabla_{U_{2i-1}}^g U_{2i-1}, X). \]

Therefore, \( \nabla_{U_{2i-1}}^b U_{2i-1} = \nabla_{U_{2i-1}}^g U_{2i-1} = H - x_{2i-1}U_{2i-1}, \) as claimed. \( \square \)

Next, we will determine the curvature endomorphisms \( R^b(U_i, U_j) \) associated to \( \nabla^b. \) This will be done in Propositions 5.4, 5.5 and 5.6; their proofs are long but straightforward computations and therefore we omit them.  

**Proposition 5.4** For any \( i = 1, \ldots, n, \) the curvature endomorphism \( R^b(U_{2i-1}, U_{2i}) \) is given by
\[
R^b(U_{2i-1}, U_{2i})U_{2i-1} = R^b(U_{2i-1}, U_{2i})U_{2j} = 0,
\]
\[
R^b(U_{2i-1}, U_{2i})U_{2j-1} = 2(1 - x_{2i-1}^2 - x_{2i}^2 - x_{2j-1}^2 - x_{2j}^2)U_{2j}
+ 2 \sum_{k \neq i, j} (x_{2j-1}x_{2k} - x_{2j}x_{k-1})U_{2k-1}
- 2 \sum_{k \neq i, j} (x_{2j-1}x_{2k-1} + x_{2j}x_{2k})U_{2k}
\]
and \( R^b(U_{2i-1}, U_{2i})U_{2j} = J(R^b(U_{2i-1}, U_{2i})U_{2j-1}) \) by Lemma 3.13(a).

**Proposition 5.5** For any \( i, j = 1, \ldots, n, \) \( i \neq j, \) the curvature endomorphism \( R^b(U_{2i-1}, U_{2j}) \) is given by
\[
R^b(U_{2i-1}, U_{2j})U_{2i-1} = -(1 - x_{2i-1}^2 - x_{2i}^2 - x_{2j-1}^2 - x_{2j}^2)U_{2j}
+ \sum_{k \neq i, j} (x_{2j}x_{2k-1} - x_{2j-1}x_{2k})U_{2k-1}
+ \sum_{k \neq i, j} (x_{2j-1}x_{2k-1} + x_{2j}x_{2k})U_{2k}
\]
\[
R^b(U_{2i-1}, U_{2j})U_{2j-1} = -(1 - x_{2i-1}^2 - x_{2i}^2 - x_{2j-1}^2 - x_{2j}^2)U_{2i}
+ \sum_{k \neq i, j} (x_{2i}x_{2k-1} - x_{2i-1}x_{2k})U_{2k-1}
+ \sum_{k \neq i, j} (x_{2i-1}x_{2k-1} + x_{2i}x_{2k})U_{2k}
\]
\[
R^b(U_{2i-1}, U_{2j})U_{2k-1} = (x_{2j-1}x_{2k} - x_{2j}x_{2k-1})U_{2i-1} + (x_{2j-1}x_{2k-1} + x_{2j}x_{2k})U_{2j}
+ (x_{2i-1}x_{2k} - x_{2i}x_{2k-1})U_{2j-1} + (x_{2i-1}x_{2k-1} + x_{2i}x_{2k})U_{2j}
- 2(x_{2i-1}x_{2j-1} + x_{2i}x_{2j})U_{2k} \ (k \neq i, j).
\]

---

2 Another expression for the Bismut curvature tensor on Hopf manifolds was given recently in [9].
Moreover, $R^b(U_{2i-1}, U_{2j})U_{2r} = J(R^b(U_{2i-1}, U_{2j})U_{2r-1})$ by Lemma 3.13(a).

**Proposition 5.6** For any $i, j = 1, \ldots, n$, $(i \neq j)$, the curvature endomorphism $R^b(U_{2i-1}, U_{2j-1})$ is given by

$$R^b(U_{2i-1}, U_{2j-1})U_{2i-1} = -(1 - x^2_{2i-1} - x^2_{2j-1} - x^2_{2j-1})U_{2j-1} + \sum_{k \neq i, j} (x_{2j-1}x_{2k-1} + x_{2j}x_{2k})U_{2k-1} + \sum_{k \neq i, j} (x_{2j-1}x_{2k} - x_{2j}x_{2k-1})U_{2k}$$

$$R^b(U_{2i-1}, U_{2j-1})U_{2j-1} = (1 - x^2_{2i-1} - x^2_{2j-1} - x^2_{2j-1})U_{2i-1} - \sum_{k \neq i, j} (x_{2i-1}x_{2k-1} + x_{2i}x_{2k})U_{2k-1} + \sum_{k \neq i, j} (x_{2i}x_{2k-1} - x_{2i}x_{2k})U_{2k}$$

$$R^b(U_{2i-1}, U_{2j-1})U_{2k-1} = -(x_{2j-1}x_{2k-1} + x_{2j}x_{2k})U_{2i-1} + (x_{2j-1}x_{2k} - x_{2j}x_{2k-1})U_{2i} + (x_{2i-1}x_{2k-1} + x_{2i}x_{2k})U_{2j-1} + (x_{2i-1}x_{2k} - x_{2i}x_{2k})U_{2j} + 2(x_{2i-1}x_{2j} - x_{2i}x_{2j-1})U_{2k} \ (k \neq i, j).$$

and $R^b(U_{2i-1}, U_{2j-1})U_{2r} = J(R^b(U_{2i-1}, U_{2j-1})U_{2r-1})$ by Lemma 3.13(a).

**Remark 6** It follows from Lemma 3.13(c) that $R^b(U_{2i}, U_{2j}) = R^b(U_{2i-1}, U_{2j-1})$ for any $i \neq j$.

As a consequence of Propositions 5.4, 5.5 and 5.6, we recover the familiar fact that the Bismut connection on $S^1 \times S^3$ is flat:

**Corollary 5.7** On $S^1 \times S^3$ the Bismut connection is flat, i.e., $R^b \equiv 0$.

**Remark 7** It was proved by Samelson in [35] that any compact Lie group of even dimension admits a left invariant complex structure compatible with a bi-invariant metric. Moreover, it was shown in [3, 22] that such Hermitian manifold is Bismut flat. We point out that $S^1 \times S^{2n-1}$ (with $n \geq 2$) is a Lie group only for $n = 2$. In this case we have that $S^1 \times S^3$ is isomorphic to $S^1 \times SU(2)$, and the Hermitian structure $(J, g)$ is left-invariant (in fact, $g$ is bi-invariant), and it can be obtained with Samelson’s construction.

In what follows we will determine the holonomy group $\text{Hol}^b(S^1 \times S^{2n-1})$ of the Bismut connection $\nabla^b$. Since $S^1 \times S^{2n-1}$ is connected, we can choose any point $p$ as base point, and it will be convenient for us to choose $p = \left(1, \frac{1}{\sqrt{2n}}(1, \ldots, 1)\right) \in S^1 \times S^{2n-1}$. We will use Theorem 2.1 in order to determine its Lie algebra $\mathfrak{hol}^b$. We begin with some auxiliary results.

**Lemma 5.8** For $n \geq 3$, we have that:

(a) the set $\{R^b(U_{2i-1}, U_{2j})_p \mid 1 \leq i < j \leq n\}$ is linearly independent.

(b) the set $\{R^b(U_{2i-1}, U_{2j-1})_p \mid 1 \leq i < j \leq n - 1\}$ is linearly independent.
Proof. (a) It follows from Proposition 5.5, evaluating in $p = \left(1, \frac{1}{\sqrt{2n}}(1, \ldots, 1)\right)$, that for $i \neq j$ we have

$$R^b(U_{2i-1}, U_{2j})_p U_{2i-1} = -\frac{n-2}{n} U_{2j} + \frac{1}{n} \sum_{k \neq i, j} U_{2k},$$

$$R^b(U_{2i-1}, U_{2j})_p U_{2j-1} = -\frac{n-2}{n} U_{2i} + \frac{1}{n} \sum_{k \neq i, j} U_{2k},$$

$$R^b(U_{2i-1}, U_{2j})_p U_{2k-1} = \frac{1}{n} U_{2i} + \frac{1}{n} U_{2j} - \frac{2}{n} U_{2k},$$

for $k \neq i, j$.

Let us consider a linear combination

$$\sum_{i<j} c_{ij} R^b(U_{2i-1}, U_{2j})_p = 0.$$ 

Expanding $g(\sum_{i<j} c_{ij} R^b(U_{2i-1}, U_{2j})_p U_{2r-1}, U_{2s}) = 0$ for $r < s$, we obtain

$$- (n-2) c_{rs} + \sum_{r < j \neq s} c_{rj} + \sum_{i < r} c_{ir} + \sum_{s < j} c_{sj} + \sum_{r \neq i < s} c_{is} = 0, \quad 1 \leq r < s \leq n. \quad (14)$$

Therefore (14) defines a homogeneous linear system $Mc = 0$ of $\binom{n}{2}$ equations with $\binom{n}{2}$ unknowns ordered lexicographically. It turns out that the matrix $M$ is symmetric, the elements on the diagonal are all equal to $-(n-2)$, the elements off the diagonal are equal to either 0 or 1, and all the rows and columns have the same sum, namely, $n-2$. The $\binom{n}{2} \times \binom{n}{2}$-matrix $\hat{M} = (\hat{M}_{ij})$ given by:

$$\hat{M}_{ij} = \begin{cases} 
-\frac{2n-6}{n(n-2)}, & \text{if } i = j, \\
-\frac{6}{n(n-2)}, & \text{if } M_{ij} = 1, \\
\frac{2}{n(n-2)}, & \text{if } M_{ij} = 0.
\end{cases}$$

is the inverse of $M$, which means that the system $Mc = 0$ has the unique solution $c_{ij} = 0$ for all $i < j$. The proof of (a) is complete.

(b) It follows from Proposition 5.6, evaluating in $p = \left(1, \frac{1}{\sqrt{2n}}(1, \ldots, 1)\right)$, that when $i \neq j$ we have

$$R^b(U_{2i-1}, U_{2j-1})_p U_{2i-1} = -\frac{n-2}{n} U_{2j-1} + \frac{1}{n} \sum_{k \neq i, j} U_{2k-1},$$

$$R^b(U_{2i-1}, U_{2j-1})_p U_{2j-1} = \frac{n-2}{n} U_{2i-1} - \frac{1}{n} \sum_{k \neq i, j} U_{2k-1},$$

$$R^b(U_{2i-1}, U_{2j-1})_p U_{2r-1} = -\frac{1}{n} U_{2i-1} + \frac{1}{n} U_{2j-1},$$

for $r \neq i, j$.

Let us consider now a linear combination

$$\sum_{i<j} c_{ij} R^b(U_{2i-1}, U_{2j-1})_p = 0,$$
where $\sum'_{i=1}^{n}$ means that the indices run up to $n-1$, i.e. $1 \leq i < j \leq n-1$. Expanding $g(\sum_{i<j} c_{ij} R^b(U_{2i-1}, U_{2j-1})_p U_{2r-1}, U_{2s-1}) = 0$ for $1 \leq r < s \leq n-1$, we obtain

$$-(n-2)c_{rs} + \sum'_{r < j \neq s} c_{rj} - \sum'_{i < r} c_{ir} - \sum'_{s < j} c_{sj} + \sum'_{r \neq i < s} c_{is} = 0. \quad (15)$$

Therefore (15) defines a homogeneous linear system $M c = 0$ of $\binom{n-1}{2}$ equations with $\binom{n-1}{2}$ unknowns ordered lexicographically. It turns out that the matrix $M$ is symmetric, the elements on the diagonal are all equal to $-\frac{3}{n}$, and the elements off the diagonal are equal to $\pm \frac{1}{n}$. The $\binom{n-1}{2} \times \binom{n-1}{2}$-matrix $\tilde{M} = (\tilde{M}_{ij})$ given by:

$$\tilde{M}_{ij} = \begin{cases} -\frac{3}{n}, & \text{if } i = j, \\ \pm \frac{1}{n}, & \text{if } M_{ij} = \pm 1, \\ 0, & \text{if } M_{ij} = 0. \end{cases}$$

is the inverse of $M$, and therefore $c_{ij} = 0$ for all $1 \leq i < j \leq n-1$. The proof of (b) is complete. \qed

Now we can prove the main result in this section.

**Theorem 5.9** Let $n \geq 3$ and $\lambda > 1$. If $S^1 \times S^{2n-1}$ is equipped with the Vaisman structure $(J_\lambda, g_\lambda)$ described above, then the associated Bismut connection $\nabla^b$ has holonomy group $\text{Hol}^b(S^1 \times S^{2n-1}) = U(n-1)$.

**Proof** We will compute, as before, the holonomy group $\text{Hol}^b(S^1 \times S^{2n-1})$ (and its Lie algebra $\mathfrak{hol}^b := \mathfrak{hol}^b(S^1 \times S^{2n-1})$) at the point $p = \left(1, \frac{1}{\sqrt{2n}}(1, \ldots, 1)\right) \in S^1 \times S^{2n-1}$.

Let us recall first from Corollary 3.7 that $\text{Hol}^b(S^1 \times S^{2n-1}) \subseteq U(n-1)$. Therefore $\dim \mathfrak{hol}^b \leq (n-1)^2$.

Now, according to Theorem 2.1, $\mathfrak{hol}^b \subseteq u(n-1)$ contains all the curvature operators $R^b(X, Y)_p$ for any vector fields $X, Y$ on $S^1 \times S^{2n-1}$. In particular,

$$\{R^b(U_{2i-1}, U_{2j})_p \mid 1 \leq i < j \leq n\} \cup \{R^b(U_{2i-1}, U_{2j-1})_p \mid 1 \leq i < j \leq n-1\} \subseteq \mathfrak{hol}^b. \quad (16)$$

It follows from Lemma 5.8 that each subset in the left-hand side of (16) is linearly independent; moreover, it is easy to see that their union is also linearly independent. Hence

$$\dim \mathfrak{hol}^b \geq \binom{n}{2} + \binom{n-1}{2} = (n-1)^2.$$ 

Therefore $\dim \mathfrak{hol}^b = (n-1)^2$. This implies that $\mathfrak{hol}^b = u(n-1)$. Since $U(n-1)$ is connected we have that $\text{Hol}^b(S^1 \times S^{2n-1}) = U(n-1)$. \qed

We end this section this by writing down the Bismut Ricci curvature of the Hopf manifolds we are considering. The following result follows in a straightforward manner from Propositions 5.4, 5.5 and 5.6.

**Proposition 5.10** The Bismut Ricci curvature on $(S^1 \times S^{2n-1}, J_\lambda, g_\lambda)$ for $\lambda > 1$ is given in terms of the orthonormal basis $\{U_1, \ldots, U_{2n}\}$ by

$$\text{Ric}^b(U_{2r-1}, U_{2s-1}) = -2(n-2)(x_{2r-1}x_{2s-1} + x_{2r}x_{2s} - \delta_{rs}),$$

$$\text{Ric}^b(U_{2r-1}, U_{2s}) = -2(n-2)(x_{2r-1}x_{2s} - x_{2r}x_{2s-1}).$$

Also, $\text{Ric}^b(U_{2r}, U_{2s}) = \text{Ric}^b(U_{2r-1}, U_{2s-1})$ for all $r, s$, according to Corollary 3.14.
Corollary 5.11 The Bismut connection associated to $(S^1 \times S^{2n-1}, J_\lambda, g_\lambda)$ has $\text{Ric}^b = 0$ if and only if $n = 2$, and in this case $\nabla^b$ is flat (see Corollary 5.7).

6 Bismut holonomy of LCK Oeljeklaus–Toma manifolds

In this section, we study the Bismut holonomy of Oeljeklaus–Toma manifolds (OT manifolds for short) admitting an LCK metric. OT manifolds appeared in [31], and they are non-Kähler compact complex manifolds which arise from certain number fields which admit $s$ real embeddings and $2t$ complex embeddings (OT manifolds of type $(s, t)$). When $t = 1$ these OT manifolds admit LCK metrics. However, it was shown recently in [15, 16, 40] that they do not admit any LCK metric when $t \geq 2$.

It was proved in [23] that all OT manifolds are in fact solvmanifolds, whose complex structure is induced by a left invariant one on the corresponding solvable Lie group. Using this solvmanifold structure, Kasuya also showed in [23] that OT manifolds of any type do not admit Vaisman metrics. Moreover, for OT manifolds of type $(s, 1)$, the LCK Hermitian structure is also induced by a left invariant one on the solvable Lie group. It can be deduced from [23] that the Lie algebra $\mathfrak{g}$ of the Lie group corresponding to an OT manifold of type $(s, 1)$ has a basis $\{A_1, \ldots, A_s, B_1, \ldots, B_s, C_1, C_2\}$ with Lie brackets given by:

\[
[A_i, B_i] = B_i, \quad i = 1, \ldots, s,
\]
\[
[A_i, C_1] = -\frac{1}{2}C_1 + r_i C_2,
\]
\[
[A_i, C_2] = -r_i C_1 - \frac{1}{2} C_2,
\]

for some real numbers $r_i \in \mathbb{R}, i = 1, \ldots, s$. The complex structure $J$ on $\mathfrak{g}$ takes the following expression:

\[
JA_i = B_i \quad (i = 1, \ldots, s), \quad JC_1 = C_2,
\]

and the fundamental 2-form is given by

\[
\omega = 2 \sum_{i} \alpha_i \wedge \beta_i + \sum_{i \neq j} \alpha_i \wedge \beta_j + \gamma_1 \wedge \gamma_2,
\]

where $\{\alpha_1, \ldots, \alpha_s, \beta_1, \ldots, \beta_s, \gamma_1, \gamma_2\}$ is the dual basis of $\mathfrak{g}^*$. If $g = \omega(\cdot, J\cdot)$ denotes the corresponding Hermitian metric, then $(\mathfrak{g}, J, g)$ is an LCK Lie algebra, with Lee form $\theta = \alpha_1 + \cdots + \alpha_s$. Note that the non-zero values of the metric $g$, in terms of the basis of $\mathfrak{g}$, are given by:

\[
g(A_i, A_i) = g(B_i, B_i) = 2, \quad g(A_i, A_j) = g(B_i, B_j) = 1, \quad (i \neq j),
\]
\[
g(C_1, C_1) = g(C_2, C_2) = 1.
\]

Note that the vectors $A$ and $JA$, $g$-dual to the Lee form $\theta$ and $J\theta$ respectively, are given by

\[
A = \frac{1}{s + 1}(A_1 + \cdots + A_s), \quad JA = \frac{1}{s + 1}(B_1 + \cdots + B_s).
\]

The main result of this section is Theorem 6.9 where we study the holonomy group of OT manifolds of type $(s, 1)$. Since these metrics are not Vaisman, one cannot expect a reduction

---

3 Note that for $s = 1$ we obtain a Lie bracket isomorphic to the one in Example 2.
of the holonomy group as stated in Corollary 3.7. In fact, in Theorem 6.9 we obtain the whole group $U(s + 1)$ as holonomy group. In order to get this result, several computations are needed. We start determining the curvature endomorphisms $R^b$. Using the well-known Koszul formula for the computation of the Levi–Civita connection $\nabla^g$, we obtain that $\nabla^g$, expressed in terms of the basis of $\mathfrak{g}$, is given by the following:

- $\nabla^g_{A_i} A_j = 0$, $\forall i, j$
- $\nabla^g_{A_i} B_j = -\frac{1}{2} B_i + \frac{1}{2}(1 + \delta_{ij})JA$
- $\nabla^g_{A_i} C_1 = r_i C_2$
- $\nabla^g_{A_i} C_2 = -r_i C_1$
- $\nabla^g_{B_i} A_j = -(\frac{1}{2} + \delta_{ij})B_j + \frac{1 + \delta_{ij}}{2}JA$
- $\nabla^g_{B_i} B_j = (1 + \delta_{ij})\left[\frac{1}{2}(A_i + A_j) - A\right]$
- $\nabla^g_{B_i} C_k = 0, k = 1, 2$
- $\nabla^g_{C_k} A_i = \frac{1}{2}C_k, k = 1, 2$
- $\nabla^g_{C_k} B_i = 0, k = 1, 2$
- $\nabla^g_{C_k} C_j = -\frac{1}{2}A, k = 1, 2$
- $\nabla^g_{C_i} C_j = 0, i \neq j$.

Applying (6), we arrive at the following result:

**Proposition 6.1** The Bismut connection of an OT manifold of type $(s, 1)$, expressed in terms of the basis $\{A_i, B_i, C_1, C_2\}$ of the corresponding Lie algebra $\mathfrak{g}$, is given by

- $\nabla^b_{A_i} A_j = 0 \forall i, j$
- $\nabla^b_{A_i} C_1 = r_i C_2$
- $\nabla^b_{B_i} A_j = (1 + \delta_{ij})(-B_j + JA)$
- $\nabla^b_{B_i} C_1 = -\frac{1}{2}C_2$
- $\nabla^b_{C_k} A_i = \frac{1}{2}C_k, k = 1, 2$
- $\nabla^b_{C_k} C_1 = -\frac{1}{2}A$
- $\nabla^b_{C_1} C_2 = \frac{1}{2}JA$

The missing values can be deduced from $\nabla^b_X JY = J(\nabla^b_X Y)$.

Using the previous proposition we obtain the following expressions for the curvature $R^b$. The proof consists of long but standard computations.

**Proposition 6.2** The curvature $R^b$ of the Bismut connection on an OT manifold of type $(s, 1)$ is given by:

- $R^b(A_i, A_j) = 0$
- $R^b(A_i, B_j) = 0 (i \neq j)$
- $R^b(A_i, B_i) A_j = (1 + \delta_{ij})(B_j - JA)$
- $R^b(A_i, B_i) C_1 = \frac{1}{2}C_2$
- $R^b(B_i, B_j) A_k = \frac{(1 + \delta_{ik})A_i - (1 + \delta_{ik})A_j}{s + 1}$
- $R^b(B_i, B_j) C_1 = 0$
- $R^b(A_i, C_k) A_j = \frac{1}{4}C_k (\forall i, j, k)$
- $R^b(A_i, C_1) C_1 = -\frac{1}{4}A$
- $R^b(A_i, C_2) C_1 = \frac{1}{4}JA$
Lemmas 6.4 and 6.7) with a suitable number of elements. The elements of the subset

\[ R^b(B_i, C_1)A_j = -\frac{s+1+2\delta_{ij}}{4(s+1)} C_2 \]

\[ R^b(B_i, C_1)C_1 = \frac{1}{2(s+1)} B_i - \frac{1}{4} JA \]

\[ R^b(B_i, C_2)A_j = -\frac{s-1-2\delta_{ij}}{4(s+1)} C_1 \]

\[ R^b(B_i, C_2)C_1 = \frac{1}{2(s+1)} A_i - \frac{1}{4} A \]

\[ R^b(C_1, C_2)A_i = -\frac{1}{2} JA \]

\[ R^b(C_1, C_2)C_1 = \frac{s}{2(s+1)} C_2 \]

The missing values are either 0 or can be deduced from the ones in this list using that \( R^b(\cdot, \cdot)J = J R^b(\cdot, \cdot) \).

**Remark 8** It follows from Proposition 6.2 that the curvature operators \( R^b(A_i, C_1) \) and \( R^b(A_i, C_2) \) are independent of \( i \). We will denote simply

\[ R^b_{AC1} := R^b(A_i, C_1), \quad R^b_{AC2} := R^b(A_i, C_2), \]

for any \( i \). Moreover, for \( s \neq 2 \), these operators verify a linear relation with other curvature operators, since

\[ R^b_{AC1} = \frac{1}{s-2} \sum_i R^b(B_i, C_2), \quad R^b_{AC2} = -\frac{1}{s-2} \sum_i R^b(B_i, C_1). \]

We may now compute the holonomy algebra \( \mathfrak{hol}^b(M) \) of the Bismut connection associated to the LCK structure on an OT manifold \( M = \Gamma \setminus G \) of type \((s, 1)\). Recall that \( \mathfrak{hol}^b(M) \) is the smallest subalgebra of \( u(g) \cong u(s+1) \) containing the curvature operators \( R^b(X, Y) \), \( X, Y \in g \), and being closed under commutators with \( \nabla^b_X \), \( X \in g \), due to Theorem 2.2.

For low dimensions, it is straightforward to verify that \( \mathfrak{hol}^b(M) = u(g) \), that is, there is no reduction of the Bismut holonomy group. Indeed, computing all the corresponding curvature operators and the commutators between any two of them we obtain:

**Lemma 6.3** For \( s = 1 \) and \( s = 2 \), the holonomy algebra \( \mathfrak{hol}^b(M) \) of the Bismut connection on an OT manifold \( M \) of type \((s, 1)\) coincides with \( u(g) \).

Note that the computations for the case \( s = 1 \) were carried out in Example 2.

We assume from now on that \( s \geq 3 \). Our strategy for computing the holonomy consists in finding two sets of linearly independent homomorphisms belonging to \( \mathfrak{hol}^b(M) \) (see Lemmas 6.4 and 6.7) with a suitable number of elements.

**Lemma 6.4** The elements of the subset

\[ \mathcal{U} := \big\{ R^b(B_i, C_1), R^b(B_i, C_2)\big\}_{1 \leq i \leq s} \cup \big\{ R^b(B_i, B_j)\big\}_{1 \leq i < j \leq s} \]

of \( \mathfrak{hol}^b(M) \) are linearly independent.

**Proof** Consider a linear combination of elements of \( \mathcal{U} \)

\[ T := \sum_{1 \leq i < j \leq s} x_{ij} R^b(B_i, B_j) + \sum_{i=1}^s c_i R^b(B_i, C_1) + \sum_{i=1}^s d_i R^b(B_i, C_2), \]

and assume \( T = 0 \).

For any \( k = 1, \ldots, s \), we look for the coefficient of \( C_1 \) in \( T(A_k) = 0 \) and we obtain, according to Proposition 6.2,

\[(s-3)d_k + (s-1) \sum_{i \neq k} d_i = 0.\]
This implies
\[-2d_k + (s - 1) \sum d_i = 0, \tag{17}\]
and summing this equality over all \(k = 1, \ldots, s\), we get
\[-2 \sum_k d_k + s(s - 1) \sum d_k = 0,\]
which is equivalent to
\[(s + 1)(s - 2) \sum d_k = 0.\]
Since \(s \geq 3\), we deduce that \(\sum d_k = 0\), which together with (17) gives \(d_k = 0\) for all \(k\).

Now, \(T(A_k) = 0\) is equivalent to \(\sum_{i < j} x_{ij} R^b(B_i, B_j)(A_k) = 0\), which when expanded gives
\[\sum_{i < j} x_{ij}(A_i - A_j) + \sum_{i < k} x_{ik} A_i - \sum_{j > k} x_{kj} A_j = 0,\]
for all \(k\). Note that the first sum in the equation above is independent of \(k\), so that
\[\sum_{i < k} x_{ik} A_i - \sum_{j > k} x_{kj} A_j = v\]
for some constant vector \(v \in \text{span}\{A_1, \ldots, A_s\}\), for any \(k\). Fix now a pair \((p, q)\) with \(1 \leq p < q \leq s\), we have then
\[\sum_{i < p} x_{ip} A_i - \sum_{j > p} x_{pj} A_j = \sum_{i < q} x_{iq} A_i - \sum_{j > q} x_{jq} A_j.\]
The coefficient of \(A_q\) in the left-hand side is \(-x_{pq}\), whereas on the right-hand side is 0. Therefore \(x_{pq} = 0\) for all \(1 \leq p < q \leq s\), and the proof is complete. \(\Box\)

According to Lemma 6.4, we can forget about the operators \(R^b_{AC1}\) and \(R^b_{AC2}\) when searching for a basis of \(\mathfrak{hol}^b(M)\). We should also analyze the commutators between any two curvature operators. We will prove that we need not compute all these commutators, but only the ones appearing in the next result.

For any \(i = 1, \ldots, s\), let \(S_i\) denote the endomorphism of \(\mathfrak{g}\) defined as follows:
\[S_i(A_j) = \delta_{ij} \left( -sB_j + \sum_{k \neq j} B_k \right), \quad S_i(C_1) = -\frac{1}{2} C_2, \quad S_i J = JS_i.\]
It is easy to verify that \(S_i\) is skew-symmetric, and therefore \(S_i \in \mathfrak{u}(\mathfrak{g})\). Moreover, the following result relates them with the curvature operators \(R^b(A_i, B_i)\):

**Lemma 6.5** The endomorphisms \(\{S_i\}_{1 \leq i \leq s}\) in \(\mathfrak{u}(\mathfrak{g})\) are linearly independent and, furthermore,
\[\text{span}\{S_i\}_{1 \leq i \leq s} = \text{span}\{R^b(A_i, B_i)\}_{1 \leq i \leq s}.\]
In particular, \(S_i \in \mathfrak{hol}^b(M)\).
The fact that \( \{S_1, \ldots, S_s\} \) are linearly independent is very easy to verify. As for the second statement, it is a consequence of the following expressions:

\[
R^b(A_i, B_i) = -\frac{1}{s+1} \left( 2S_i + \sum_{k \neq i} S_k \right),
\]

and

\[
S_i = -sR^b(A_i, B_i) + \sum_{k \neq i} R^b(A_k, B_k).
\]

\[\square\]

Let us consider now the endomorphisms \( T_{ij} \in \text{hol}^b(M), i \neq j \), defined by

\[
T_{ij} = [S_i, R^b(B_i, B_j)].
\]

Direct computations prove the following:

**Lemma 6.6** The operators \( T_{ij}, i \neq j \), act on \( \mathfrak{g} \) as follows:

- \( T_{ij}(A_i) = \frac{1}{s+1} \left( -sB_i - sB_j + \sum_{k \neq i, j} B_k \right) \),
- \( T_{ij}(A_j) = \frac{1}{s+1} \left( -2sB_i + 2\sum_{k \neq i} B_k \right) \),
- \( T_{ij}(A_l) = \frac{1}{s+1} \left( -sB_l + \sum_{k \neq i} B_k \right) \) for \( l \neq i, j \).
- \( T_{ij}(C_1) = 0 \).

The missing values can be deduced from \( T_{ij}J = JT_{ij} \).

**Lemma 6.7** The elements of the subset

\[
\mathcal{V} := \{S_i\}_{1 \leq i \leq s} \cup \{R^b(C_1, C_2)\} \cup \{T_{ij}\}_{1 \leq i < j \leq s}
\]

of \( \text{hol}^b(M) \) are linearly independent.

**Proof** Let us consider a linear combination of elements of \( \mathcal{V} \)

\[
S := \sum_{i=1}^{s} x_i S_i + y R^b(C_1, C_2) + \sum_{1 \leq i < j \leq s} a_{ij} T_{ij},
\]

for some \( x_i, y, a_{ij} \in \mathbb{R} \), and assume \( S = 0 \). Let us see first that \( y = 0 \).

It follows from \( S(C_1) = 0 \) that

\[
\sum_{i} x_i = \frac{s}{s+1} y.
\]
Fix now \( l \in \{1, \ldots, s\} \), and consider \( S(A_l) = 0 \):

\[
S(A_l) = x_l \left( -s B_l + \sum_{k \neq l} B_k \right) - \frac{y}{2(s+1)} (B_1 + \cdots + B_s) + \frac{1}{s+1} \sum_{i < l} a_{il} \left( -2s B_l + 2 \sum_{k \neq i} B_k \right) + \frac{1}{s+1} \sum_{j > l} a_{lj} \left( -s B_l - s B_j + \sum_{k \neq l, j} B_k \right) + \frac{1}{s+1} \sum_{l \neq i < j} a_{ij} \left( -s B_l + \sum_{k \neq l} B_k \right)
\]

\( = 0. \tag{19} \)

The coefficient of \( B_l \) in (19) is zero and, using Lemmas 6.5 and 6.6, it is given by

\[
-s x_l - \frac{y}{2(s+1)} + \frac{2}{s+1} X_l - \frac{s}{s+1} Y_l + \frac{1}{s+1} Z_l = 0, \tag{20}
\]

where

\[
X_l = \sum_{i < l} a_{il}, \quad Y_l = \sum_{j > l} a_{lj}, \quad Z_l = \sum_{l \neq i < j} a_{ij}.
\]

Note that \( X_l + Y_l + Z_l = \sum_{i < j} a_{ij} \) for all \( l \) and, moreover,

\[
\sum_{l=1}^s X_l = \sum_{i < j} a_{ij}, \quad \sum_{l=1}^s Y_l = \sum_{i < j} a_{ij}, \quad \sum_{l=1}^s Z_l = (s-2) \sum_{i < j} a_{ij}.
\]

Summing (20) over \( l = 1, \ldots, s \) and using (18) we arrive at

\[
-s \frac{s}{s+1} y - s \frac{y}{2(s+1)} + \frac{2}{s+1} \sum_{i < j} a_{ij} - \frac{s}{s+1} \sum_{i < j} a_{ij} + \frac{s-2}{s+1} \sum_{i < j} a_{ij} = 0.
\]

From this we deduce

\[
-\frac{s(2s+1)}{2(s+1)} y = 0,
\]

thus

\[
y = 0.
\]

Fixing again \( l \in \{1, \ldots, s\} \), we compute now the coefficient of \( B_r \) in (19). Using Proposition 6.2, Lemmas 6.5 and 6.6 and \( y = 0 \) we obtain the system:

\[
-x_l + \frac{2}{s+1} X_l - \frac{s}{s+1} Y_l + \frac{1}{s+1} Z_l = 0, \quad \text{for } r = l,
\]

\[
x_l - a_{rl} + \frac{2}{s+1} X_l + \frac{1}{s+1} Y_l + \frac{1}{s+1} Z_l = Y_r, \quad \text{for } r < l,
\]

\[
x_l - a_{lr} + \frac{2}{s+1} X_l + \frac{1}{s+1} Y_l + \frac{1}{s+1} Z_l = Y_r, \quad \text{for } r > l. \tag{21}
\]

Summing all the equations in the system (21) we obtain

\[
-x_l - X_l - Y_l + \frac{2s}{s+1} X_l - \frac{1}{s+1} Y_l + \frac{s}{s+1} Z_l = \sum_{r \neq l} Y_r,
\]

\[\text{Springer}\]
and, since \( \sum_{r \neq l} Y_r = \sum_r Y_r - Y_l = \sum_{i < j} a_{ij} - Y_l \), we deduce

\[
x_l = \frac{s - 1}{s + 1} X_l - \frac{1}{s + 1} Y_l + \frac{s}{s + 1} Z_l - \sum_{i < j} a_{ij}.
\]

(22)

Summing (22) over \( l = 1, \ldots, s \), and recalling (18) with \( y = 0 \), we get

\[
0 = \sum_l x_l = \sum_{l=1}^s \left( \frac{s - 1}{s + 1} X_l - \frac{1}{s + 1} Y_l + \frac{s}{s + 1} Z_l - \sum_{i < j} a_{ij} \right) = -2 \sum_{i < j} a_{ij}.
\]

Thus,

\[
\sum_{i < j} a_{ij} = 0,
\]

(23)

which is equivalent to

\[
X_l + Y_l + Z_l = 0,
\]

for all \( l \). Now, replacing \( Z_l = -X_l - Y_l \) in (22) and using (23) we arrive at

\[
x_l = -\frac{1}{s + 1} X_l - Y_l.
\]

(24)

Now, if we replace this value of \( x_l \) in the first equation of the system (21), we arrive at

\[
X_l + (s - 1)Y_l = 0,
\]

(25)

for all \( l = 1, \ldots, s \).

Claim: \( X_l = Y_l = Z_l = 0 \) for all \( l = 1, \ldots, s \). Observe that it suffices to prove that \( X_1 = Y_1 = 0 \).

The proof of the claim follows by induction on \( l \). We begin with the case \( l = 1 \). It is clear that \( X_1 = 0 \), and it follows from (25) for \( l = 1 \) that \( Y_1 = 0 \). The case \( l = 1 \) is proved.

Next, fix \( 1 < l \leq s \) and assume that \( X_r = Y_r = Z_r = 0 \) for all \( r < l \). With this hypothesis, the equations corresponding to \( r < l \) in the system (21) can be written as

\[
x_l - a_{rl} + \frac{1}{s + 1} X_l = 0.
\]

Substituting the value of \( x_l \) from (24), we obtain that

\[
Y_l = -a_{rl}.
\]

Summing over \( r < l \), we obtain

\[
(l - 1)Y_l = -X_l,
\]

which together with (25) gives

\[
X_l = Y_l = 0, \quad \text{for } l \leq s - 1.
\]

For \( l = s \) we simply need to point out that \( Y_s = 0 \), due to the very definition of \( Y_s \). It follows from (25) that \( X_s = 0 \) and hence the claim is proved.

We notice next that the claim just proved and (24) imply that \( x_l = 0 \) for all \( l \). Now it is clear from the system (21) that \( a_{ij} = 0 \) for all \( i < j \).

Lemma 6.8 The subset \( \mathcal{U} \cup \mathcal{V} \) of \( \text{hol}^b(M) \) is linearly independent.
**Proof** Analyzing the action on $g$ of each of the operators in $\mathcal{U} \cup \mathcal{V}$, it is easy to verify that the linear independence of $\mathcal{U} \cup \mathcal{V}$ is equivalent to the linear independence of $\mathcal{U}$ and $\mathcal{V}$ separately. Thus this result follows from Lemmas 6.4 and 6.7.

With these lemmas we are able to finally prove the main result of this section.

**Theorem 6.9** The holonomy group of the Bismut connection $\nabla^b$ on an OT manifold $M$ of type $(s, 1)$ (hence of dimension $2s + 2$) is $\text{Hol}^b(M) = U(s + 1)$, for any $s \in \mathbb{N}$. Therefore, there is no reduction of the Bismut holonomy.

**Proof** If $s = 1, 2$, then $\text{hol}^b(M) = u(s + 1)$, according to Lemma 6.3.

For $s \geq 3$, the cardinal of the subset $\mathcal{U}$ is $2s + (s^2 + s)/2$, whereas the cardinal of $\mathcal{V}$ is $s + 1 + (s^2 + s)/2$. Therefore, the cardinal of the subset of $\text{hol}^b(M)$ given in Lemma 6.8 is

$$\frac{s^2 + 3s}{2} + \frac{s^2 + s + 2}{2} = (s + 1)^2,$$

so that $\dim \text{hol}^b(M) \geq (s + 1)^2$. On the other hand, we know that $\text{hol}^b(M)$ is a subalgebra of $\text{hol}(g) \cong u(s + 1)$, so that $\dim \text{hol}^b(M) \leq (s + 1)^2$. Therefore we arrive at

$$\text{hol}^b(M) = u(g) \cong u(s + 1).$$

Since $U(s + 1)$ is connected, this implies that $\text{Hol}^b(M) = U(s + 1)$, for all $s \geq 1$. □

### 7 Gauduchon connections and the Vaisman condition

In the last section of the article we study the relation between the Gauduchon connections on an LCK manifold and the Vaisman condition. In fact, we prove that if the Lee form of a compact LCK manifold is non-zero and parallel with respect to a Gauduchon connection $\nabla^g$, then the LCK manifold is Vaisman and, moreover, $t = -1$. In other words, the Lee form can only be parallel with respect to the Bismut connection and in this case it is also parallel with respect to the Levi–Civita connection (recall Theorem 3.6).

**Theorem 7.1** Let $(M, J, g)$ be a connected compact LCK manifold with corresponding Lee form $\theta$ and let $\{\nabla^t\}_{t \in \mathbb{R}}$ be the family of associated Gauduchon connections (1). If $\nabla^t \theta = 0$ for some $t \in \mathbb{R}$ then either:

(a) $\theta = 0$, i.e., $(M, J, g)$ is Kähler (and therefore $\nabla^t = \nabla^g$ for all $t$), or
(b) $(M, J, g)$ is Vaisman and $t = -1$ (therefore $\nabla^{-1} = \nabla^b$ is the Bismut connection).

**Proof** As usual, let us denote by $A$ the vector field on $M$ which is $g$-dual to $\theta$. Then it follows from (1) that, for any $X, Y \in \mathfrak{X}(M)$,

$$(\nabla^t_X \theta)(Y) = g(\nabla^t_X A, Y)$$

$$= g(\nabla^g_X A, Y) - \frac{t - 1}{4} d\omega(J X, J A, J Y) - \frac{t + 1}{4} d\omega(J X, A, Y).$$

From (3) we obtain that $d\omega(J X, J A, J Y) = c(X, A, Y)$, where $c$ is the torsion 3-form of the corresponding Bismut connection. Taking now into account Corollary 3.2 we arrive at $d\omega(J X, J A, J Y) = 0$ for any $X, Y$. As a consequence the expression for $(\nabla^t_X \theta)(Y)$ becomes...
Therefore, if \( \nabla^t \theta = 0 \) for some \( t \in \mathbb{R} \) then
\[
\nabla^g \epsilon = \frac{t+1}{4} \left( |A|^2 X - \theta(X) A + \theta(JX) JA \right)
\]
for any vector field \( X \) on \( M \). Note that the \((1,1)\)-tensor \( \nabla^g \epsilon \) is symmetric (in accordance with \( \theta \) being closed) and, moreover, it commutes with the complex structure \( J \). Hence, it follows from \([30, \text{Lemma 3}]\) that \( A \) is holomorphic, i.e., \( L_A J = 0 \).

Next, we observe that, since \( \nabla^t \) is a metric connection and \( \theta \) is \( \nabla^t \)-parallel, \( |A| \) is a constant function. That is, \( |A| = c \) for some \( c \in \mathbb{R} \), \( c \geq 0 \). If \( c = 0 \) then \( \theta = 0 \) and therefore \((M, J, g)\) is Kähler.

Assume now \( c > 0 \). We have proved that \( A \) is holomorphic with constant length. According to \([30, \text{Theorem 1(i)}]\), we have that the compact LCK manifold \((M, J, g)\) is actually Vaisman, that is, \( \nabla^g \epsilon = 0 \). Choosing \( 0 \neq v \in T_p M \) for some \( p \in M \) with \( \theta_p(v) = \theta_p(J_p v) = 0 \), it follows from (26) that
\[
0 = \nabla^g \epsilon = \frac{t+1}{4} c^2 v.
\]
Thus \( t = -1 \), and the proof is complete. \( \square \)

**Example 3** There exist compact LCK manifolds which admit a Hermitian connection with respect to which the Lee form is parallel, but the Hermitian structure is not Vaisman. Indeed, consider a solvmanifold \( M = \Gamma \backslash G \) from Example 2 equipped with the LCK structure exhibited there. We can define a Hermitian connection \( \nabla \) on \( G \) in terms of the basis \( \{e_1, \ldots, e_4\} \) of left invariant vector fields simply by setting
\[
\nabla_{e_1} e_3 = e_4, \quad \nabla_{e_1} e_4 = -e_3, \quad \nabla_{e_i} e_j = 0,
\]
for all other possible choices of \((i, j)\). The Lee form on \( G \) is parallel with respect to \( \nabla \) and the same happens on \( M \) with the induced connection.

We can generalize Theorem 7.1 to a larger class of metric connections. Indeed, in \([32]\) a 2-parameter family \( \{\nabla^{\varepsilon, \rho} \mid (\varepsilon, \rho) \in \mathbb{R}^2\} \) of metric connections was introduced on any Hermitian manifold. Inspired by formula (1), these connections are defined by
\[
g(\nabla^{\varepsilon, \rho}_X Y, Z) = g(\nabla^g_X Y, Z) - \varepsilon d\omega(JX, JY, Z) - \rho d\omega(JX, Y, Z).
\]
Note that the Gauduchon connections \( \nabla^t \) correspond to \( \nabla^{\varepsilon, \rho} \) with \( \varepsilon + \rho = \frac{1}{2} \) and \( t = 1 - 4\varepsilon \). In particular, \( \nabla^b = \nabla^{1/2, 0} \); moreover, \( \nabla^g = \nabla^{0, 0} \).

It is clear that all these connections are metric, i.e., \( \nabla^{\varepsilon, \rho} g = 0 \), since the expression \( \varepsilon d\omega(JX, JY, JZ) + \rho d\omega(JX, Y, Z) \) is skew-symmetric in \( Y, Z \). However, it is not true that they are all compatible with \( J \); it was proved in \([32]\) that
\[
\nabla^{\varepsilon, \rho} J = -2 \left( \varepsilon + \rho - \frac{1}{2} \right) \nabla^g J;
\]
therefore, if \((M, J, g)\) is not Kähler, then \( \nabla^{\varepsilon, \rho} \) is a Hermitian connection if and only if \( \varepsilon + \rho = \frac{1}{2} \), i.e., it is a Gauduchon connection.

With the exact same proof of Theorem 7.1 we can show the following result.
Theorem 7.2  Let \((M, J, g)\) be a connected compact LCK manifold with corresponding Lee form \(\theta\) and consider the metric connections \(\nabla^{\varepsilon, \rho}\) on \(M\) defined as in (27). If \(\nabla^{\varepsilon, \rho}\theta = 0\) for some \((\varepsilon, \rho)\) \(\in \mathbb{R}^2\) then either:

(a) \(\theta = 0\), i.e., \((M, J, g)\) is Kähler (and therefore \(\nabla^{\varepsilon, \rho} = \nabla^g\) for all \((\varepsilon, \rho)\)), or

(b) \((M, J, g)\) is Vaisman and \(\rho = 0\).

We point out that on a Vaisman manifold \((M, J, g)\) with Lee form \(\theta\) the line \(\{\nabla^{\varepsilon, 0} | \varepsilon \in \mathbb{R}\}\) of metric connections goes through \(\nabla^g\) (for \(\varepsilon = 0\)) and \(\nabla^b\) (for \(\varepsilon = 1/2\)) and, moreover, \(\theta\) is parallel with respect to each one of them.

Corollary 7.3  On a Vaisman manifold \((M, J, g)\) with Lee form \(\theta\) there exist infinite metric connections which respect to which \(\theta\) is parallel.
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