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ABSTRACT
We consider a crowdsourcing platform where workers are posed questions by a crowdsourcer, who then uses their responses to determine the hidden state of a multi-class labeling problem. Workers may be unreliable, therefore by designing the questions using error correction coding approaches, the crowdsourcer can achieve a more reliable overall result. We propose to perform sequential questioning in which workers are asked q-ary questions sequentially, and questions are determined based on the workers' previous responses. We propose an optimization framework to determine the best q and questioning strategy to use, subject to a crowdsourcer budget constraint. For a fixed q, this problem is equivalent to finding an optimal questioning strategy to a q-ary Ulam-Rényi game, which is in general intractable. We propose a heuristic to find a suboptimal strategy, and demonstrate through simulations that our solution outperforms another error correction coding strategy that does not utilize previous workers' responses. Simulations also suggest that q can in general be chosen to be much smaller than the number of classes in the multi-class labeling problem.
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1 INTRODUCTION
In a crowdsourcing platform, workers are given a task, like classifying or labeling an object in a picture, to perform. The crowdsourcer then makes a final decision based on the collective answers from all participating workers. For example, in [1], crowdsourcing was used to produce taxonomies whose quality approaches that of human experts. Crowdsourcing platforms like Amazon Mechanical Turk [15] typically has many participating workers. The goal is to make use of the abundance of workers to perform simple but tedious microtasks that do not require much domain expertise. However, workers may be highly unreliable [14, 16]. Therefore, the microtasks are usually designed to be simple binary questions [17]. In this paper, we use the terms microtask and question interchangeably by assuming that workers are always required to answer a question posed by the crowdsourcer. To improve the reliability of the final decision, various inference algorithms and question allocation methods have been proposed. For example, in [7, 9], the authors proposed a task assignment scheme using a bipartite graph to model the affinity of workers for different binary tasks and an iterative algorithm based on belief propagation to infer the final decision from the workers' responses. In [10], the authors proposed an iterative inference algorithm based on a spectral method. They assumed that tasks have different difficulties and workers have different reliabilities using a generalized Dawid-Skene model [20]. How to design the binary tasks or questions for the workers was however not addressed.

A multi-class labeling problem was considered in [8], in which an allocation algorithm is developed to assign tasks to different workers, and an inference method achieving an order-optimal redundancy-accuracy trade-off was developed. Redundancy here refers to assigning the same task to multiple workers and using a majority voting rule to infer the final answer. From coding theory [18, 19], we know that it is possible to further reduce the inference error through the use of error correction codes. Therefore, [17] developed an algorithm called Distributed Classification Fusion using Error-Correcting Codes (DCFEC) using error-correction coding to divide a single multi-class labeling task into binary questions, which are then assigned to the workers. The classification is then done by performing a Hamming distance decoding of all the workers' binary responses, which can be treated as the noisy versions of a coded message. We note that DCFEC is based on a non-feedback coding strategy. One can use a feedback coding strategy to further reduce the misclassification probability. In this paper, we consider the same multi-class labeling problem as [17] but now allow questions posed to the workers to depend on the workers' previous responses. Our goal is to develop a sequential questioning strategy (SQS) to design questions for the crowdsourcing platform.

Our strategy for designing sequential questions for the workers is based on a q-ary Ulam-Rényi game [5, 11, 13]. This is an iterative game in which one player chooses a state out of M possible states, and the other player asks the first player q-ary questions in order...
to determine the state chosen. The questions are asked sequentially, and a question at one iteration can be based on the responses to the questions from previous iterations. The first player may answer some of the questions posed wrongly. The first player’s choice of the state corresponds to the true state of our multi-class labeling problem, while giving a wrong answer to a question corresponds to the unreliability of a worker in our crowdsourcing platform. Our main contributions are the following: (i) We show how to develop a SQS for a single worker based on a binary Ulam-Rényi game, and verify through simulations that our SQS outperforms the DCFECC method in terms of misclassification error. (ii) We develop a $q$-ary SQS for multiple players using a $(M, q, e)$ Ulam-Rényi game and ideas from the DCFECC approach. We show how to find the best parameter $q$ and $e$ in order to achieve an optimal trade-off between the misclassification error and the number of iterations of questions required. As finding the optimal strategy for a Ulam-Rényi game is in general difficult, heuristics for solving a binary Ulam-Rényi game have been proposed in [5, 11]. However, to the best of our knowledge, strategies for a general $q$-ary Ulam-Rényi game have been proposed only when the number of questions allowed is sufficiently large. In this paper, we propose an efficient heuristic, which is however suboptimal in general.

The rest of this paper is organized as follows. Section 2 develops the mathematical model of the crowdsourcing multi-class labeling problem. Section 3 shows the Sequential Question Strategy. In addition, our heuristic for $(M, q, e)$ Ulam-Rényi game is described. Systems with independent crowding workers and systems with peer-dependent reward schemes are analyzed in Section 4. Simulation results show our SQS approach outperforms DCFECC approach. How to find the best parameter to conduct SQS under the constraints of limited budget is token into consideration in Section 5. Section 6 is conclusion and future work. In this paper, we use $[a, b]$ to denote the set of integers $\{a, a+1, \ldots, b\}$. The notation $p(x \mid y)$ represents the conditional probability of the random variable $x$ given $y$.

2 SYSTEM MODEL

Consider a crowdsourcing platform that allows a crowdsourcer to pose questions or tasks to workers on the platform. In this paper, a crowdsourcer wishes to solve a $M$-ary labeling problem: determine a hidden state $H \in S = \{1, M\} \{2, M\}$ with the help of groups consisting of $N$ workers each. For example, the crowdsourcer wishes to classify an image of a dog into one of $M = 4$ breeds: Dachshund, Golden Retriever, Pembroke Welsh Corgi and Alaskan Malamute. We have $S = \{1, 2, 3, 4\}$, where each state corresponds to a particular dog breed in the order listed. However, since workers may not be experts in such image classification tasks, and can only answer simple multiple choice questions, the crowdsourcer asks each group a sequence of $q$-ary questions, where $q \in [2, M]$. A $q$-ary question can be represented as a $q$-tuple $T = (T_0, T_1, \ldots, T_{q-1})$, where the sets $T_j, j \in [0, q - 1]$, are pairwise disjoint subsets of $S$. The $q$-tuple can be interpreted as a question of the form “Which one of the sets $T_0, \ldots, T_{q-1}$ does $H$ belong to?”. At each iteration, the crowdsourcer poses a $q$-ary question to a group, and this question can be designed based on the responses from previous groups. Each $q$-ary question is assigned to the whole group of $N$ workers, and may be further broken down into simpler microtasks that are assigned to each individual worker within the group. In this paper, we investigate the case where a $q$-ary question is transformed into binary questions, which are then assigned to individual workers within the group. This is because it has been observed that workers on crowdsourcing platforms typically do not have enough expertise to answer non-binary questions reliably [2].

For a concrete illustration, consider again the example of classifying an image of a dog into one of four breeds, where $H = 1, 2, 3, 4$ indicates that the dog in the image is a Dachshund, Golden Retriever, Pembroke Welsh Corgi or Alaskan Malamute, respectively. Suppose that the crowdsourcer uses binary $(q = 2)$ questions. Then the question, “Does the dog in the image have short legs?”, can be represented as the binary tuple $T = (1, 3), (2, 4)$ since Dachshund and Pembroke Welsh Corgi are breeds with short legs, while the other two are not. The crowdsourcer then assigns this question to the first group of workers. Suppose that he receives the answer “Yes”, then his next question could be “Does the dog have erect ears?”, which can be represented as $T = (\{1\}, \{3\})$. By iteratively asking different questions to groups of workers, the crowdsourcer is able to narrow down the exact dog breed in the image.

The response of a worker $k \in [1, N]$ in group $l$ is denoted as $y_{l,k} \in [0, q - 1]$, which indicates to the crowdsourcer which subset in $T$ the worker $k$ thinks $H$ belongs to. We assume that the worker $k$ has an associated reliability $p_{l,k}$, drawn from a common distribution, with mean $\mu_q$. Let $p_l = \{p_{l,k}\}_{k=1}^N$. Conditioned on $H$ and $p_l$, we assume that workers’ responses are independent from each other. The response of worker $k$ in group $l$ has the following probability mass function:

$$p(y_{l,k} \mid H, p_l) = \begin{cases} p_{l,k} & \text{if } H \in T_{y_{l,k}}, \\ \frac{1 - p_{l,k}}{q-1} & \text{otherwise.} \end{cases}$$

The crowdsourcer’s goal is to design a SQS in which $q$-ary questions are posed to the worker groups iteratively. Let $B(q, e)$ be the minimum number of questions required to determine $H$ if at most $e$ of the questions have wrong responses. Since most crowdsourcing platforms like Amazon Mechanical Turk requires the crowdsourcer to financially compensate a worker for each task he completes, the crowdsourcer’s expenditure increases with increasing $B(q, e)$. Therefore, $B(q, e)$ can be used as a proxy for the minimum budget the crowdsourcer needs to spend on the labeling problem if at most $e$ errors occur during the questioning process. Let $R(q, e)$ be the probability that the crowdsourcer finds the hidden state $H$ correctly at the end of $B(q, e)$ questions. We call $R(q, e)$ the reliability of the strategy. The crowdsourcer wishes to maximize $R(q, e)$ while keeping $B(q, e)$ below a given budget. In this paper, our aim is to find a SQS and the corresponding $q$ and $e$ value to

$$\max_{q, e} R(q, e)$$

subject to $B(q, e) \leq b, \quad q \in [2, M], \quad e \in [0, \infty),$

for a given budget $b$. In general, this is an intractable problem due to the integer constraints. Therefore, in the sequel, our goal is to design heuristics that will approximately solve (2), and use simulations to verify the performance of our heuristics.
3 ULAM-RÉNYI GAME AND SQS

Our SQS is based on a \((M, q, e)\) Ulam-Rényi game [5, 11, 13]. In a \((M, q, e)\) Ulam-Rényi game, a responder first chooses a number \(H \in S\), and a questioner asks the responder a sequence of \(q\)-ary questions to determine \(H\). The responder is allowed to lie at most \(e\) times. The questioner chooses his question at each step based on the previous responses, and his goal is to determine \(H\) with the minimum number of questions under the constraint that the responder can lie at most \(e\) times. The Ulam-Rényi game is similar to our crowdsourcing problem: the questioner is our crowdsourcer, while the responder is a group of workers. The difference is that in our crowdsourcing formulation, the workers do not know \(H\) a priori, therefore a wrong answer is modeled to be stochastic and there is no upper limit \(e\) to the number of wrong answers the workers can give. In the following, we first give a brief overview of the Ulam-Rényi game and present a heuristic strategy to solve it. We then apply this strategy to our SQS.

In a Ulam-Rényi game, a game status \(\sigma = (A_0, A_1, \ldots, A_e)\), where \(A_i, i \in [0, e]\), are pairwise disjoint subsets of \(S\). The set \(A_0\) contains all states \(m \in S\) that are potentially \(H\) if the responder has lied exactly \(i\) times. The initial game status \(\sigma\) is given by \((S, \emptyset, \ldots, \emptyset)\). At each question, if the current status is \(\sigma = (A_0, A_1, \ldots, A_e)\) and the answer to the question \(T = (T_0, T_1, \ldots, T_{q-1})\) is \(j\), then \(T_0, T_1, \ldots, T_{q-1}\) are pairwise disjoint sets and \(\bigcup_{j=0}^{q-1} T_j = \bigcup_{i=0}^e A_i\), then the game status is updated as:

\[
\sigma' = (A_0 \cap T_j, (A_0 \setminus T_j) \cup (A_1 \setminus T_j), \ldots, (A_e \setminus T_j) \cup (A_e \cap T_j)).
\]

(3)

For example, in the \((4, 2, 1)\) Ulam-Rényi game, the initial status is \(\sigma = ((1, 2, 3, 4), 0)\). Suppose the responder chooses \(H = 1\) and the questioner’s first question is \(T = (T_1, T_0)\) where \(T_0 = \{1, 2\}\) and \(T_1 = \{3, 4\}\). The responder can lie to this question and answer “\(H\) is in \(T_0\)”, and the questioner updates the game status \(\sigma\) to \((3, 4, 1, 2)\). This game status tells the questioner that if \(H \in \{1, 2\}\), then the responder has lied once, whereas if \(H \in \{3, 4\}\), then the responder has not lied. Suppose the second question posed to the responder is \(T = ((1, 3), (2, 4))\). Since the responder has already lied once, he can only give the answer “\(H\) is in \(T_0\)”. The game status then becomes \(\sigma = ((3, 4), 1, 2)\). Finally, if the questioner poses the question the game status \(\sigma = ((1), (3, 4))\) followed by another question \(T = ((1), (3))\), the game status \(\sigma = (\emptyset, 1)\) is reached, at which point the questioner determines that \(H = 1\).

In general, it is intractable to find an optimal strategy for a \((M, q, e)\) Ulam-Rényi game [5, 12]. The reference [4] proposed a search strategy that is near optimal when the number of states is sufficiently large. In the following, we propose a heuristic adaptive strategy. For each \(i \in [0, e]\), let \(|A_i|\) be the number of states in \(A_i\). We use \(|\sigma|\) to denote \(|(|A_0|, |A_1|, \ldots, |A_e|)\) the type of \(\sigma\) [4]. Same as [12], we define the weight of an element \(x \in A_i\) in status \(\sigma\) with \(w\) iterations left as \(W_\infty(x) = \sum_{j=0}^{q-1} (\frac{1}{q})^|(q-1)^j|\) and the weight of the status \(\sigma\) as the cumulative weight of all the elements in it, \(W_\infty(\sigma) = \sum_{x \in A_i} |A_i| W_\infty(x)\).

From Proposition 3.1 of [3], we have \(W_\infty(|\sigma|) = \sum_{j=0}^{q-1} W_{\infty-1}(|\sigma^j|)\).

Furthermore, suppose that the responder lies at most \(e\) times. Proposition 3.1 of [3] and Theorem 3.1 of [12] show that the questioner is guaranteed to find \(H\) in \(w\) questions only if \(W_\infty(|\sigma|) \leq q^w\). Consider the case where \(W_\infty(|\sigma|) = q^w\) for some \(w\). If the next question yields \(W_{\infty-1}(|\sigma^j|) > q^{w-1}\) for some \(j \in [0, q-1]\), the responder can answer \(j\) to prevent the questioner from finding \(H\). Therefore, the crowdsourcer should use a question \(S\) such that \(W_{\infty-1}(|\sigma^j|)\) is approximately the same for all \(j \in [0, q-1]\). We first write for each \(i \in [0, q-1]\),

\[
T_j = (T_{j,0}, T_{j,1}, \ldots, T_{j,e}),
\]

where \(T_{j,i} = T_j \cap A_i\).\(\cup_{j=0}^e T_{j,i} = A_i\) and \(T_{j,i}, i \in [0, q-1]\), are pairwise disjoint sets. We use \(|T_{j,i}|\) to denote \(|(T_{j,0}, T_{j,1}, \ldots, T_{j,e})|\). We observe from our experiments that \(W_\infty(i)\) is much larger for smaller values of \(i\). For example, when \(q = 4\) and \(e = 7\), we have \(W_\infty(0) = 497, 452\) while \(W_\infty(7) = 1\). This suggests the following heuristic: We first determine the value of \(|T_{j,i}|\) for small \(i\) and then use subsequent \(|T_{j,i}|\) of larger \(i\) to even the weight \(V_{\infty-1}(|\sigma^j|)\). Suppose \(|T_{j,0}|, \ldots, |T_{j,i}|\), for all \(j \in [0, q-1]\) have been determined. Subsequently for \(i \in [0, e]\) and \(j \in [0, q-1]\), let \(|\sigma^j| = (|A_0^j|, |A_1^j|, \ldots, |A_e^j|, 0, \ldots, 0)\), where \(|A_i^j| = |A_{i-1}^j| - |T_{j,i-1}| + |T_{j,i}|\) and \(|A_{i-1}^j| = |T_{j,i-1}| - |T_{j,i-1}| + 1 = 0\). We find \(|T_{j,i}|\) to minimize \(\sum_{i=0}^q (V_{\infty-1}(|\sigma^j|) - V_{\infty-1}(|\sigma^{'j}|))^2\), which can be written as:

\[
\max_{(T_{j,i})_{i=0}^q} \sum_{j=0}^q (V_j - V_j) + (W_{\infty-1}(i) - W_{\infty-1}(i + 1)) (|T_{j,i}| - |T_{j,i+1}|) \tag{4}
\]

subject to \(|T_{j,i}| \in [0, |A_i|], \sum_{i=0}^q |T_{j,i}| = |A_i|,\)

where \(V_j = \sum_{k=0}^q W_{\infty-1}(k) |A_k^j| - W_{\infty-1}(i) |T_{j,i-1}|\) and \(W_{\infty-1}(e + 1) = 0\). After obtaining the optimal \((|T_{j,i}|)_{i=0}^q\) from (4), \(A_i\) is arbitrarily partitioned by randomly choosing \(|T_{j,i}|\) elements from it to form \(T_{j,i}\). The objective function (4) can be rewritten in a Mixed-Integer Quadratic Programming form as:

\[
\min_{x} -\frac{1}{2} x^T Q x + c^T x
\]

subject to \(|T_{j,i}| \in [0, |A_i|], \sum_{i=0}^q |T_{j,i}| = |A_i|,\)

where \(Q \in R^{q \times q}\) has diagonal entries \((q-1) \times (W_{\infty-1}(i) - W_{\infty-1}(i + 1))\), and for \(j \neq k\), the \((j, k)\)-th entry is \(W_{\infty-1}(i + 1) - W_{\infty-1}(i)\). The vector \(c \in R^q\) has \(j\)-th entry \(c_j = \sum_{i=0}^q V_j - V_{j-1}\), and \(x_j\) denotes the \(j\)-th entry of vector \(x\). The above heuristics are presented in detail in Algorithm 1.

To approximately solve (2), we propose a heuristic to compute \(B(q, e)\) in Algorithm 2. The Ulam-Rényi game ends when the game status contains only a single state. Given the initial game status \(\sigma = (S, \emptyset, \ldots, \emptyset)\) and the number of questions \(w\), we use Algorithm 1 to generate a \(q\)-ary tree whose depth is \(w\) and root corresponds to the initial game status. Each node in the tree corresponds to a game status. The \(j\)-th child of a node \(\sigma\) is the status \(\sigma^j\) updated from answer \(j\) as defined in (3). To find \(B(q, e)\) then corresponds to finding the minimum \(w\) that leads to a \(q\)-ary tree in which every leaf node has a game status that contains only one state. We initialize
Table 1: Estimated $B(2,e)$ of the $(M,2,e)$ Ulam-Rényi game where $M = 2^m$.

| $m$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|-----|---|---|---|---|---|---|---|---|
| 1   | 3 | 5 | 7 | 9 | 11| 13| 15| 17|
| 2   | 5 | 8 | 11| 14| 17| 20| 23| 26|
| 3   | 6 | 9 | 12| 15| 18| 21| 24| 27|
| 4   | 7 | 10| 13| 16| 19| 22| 25| 28|
| 5   | 9 | 12| 15| 18| 21| 24| 27| 30|
| 6   | 10| 13| 16| 19| 22| 25| 28| 31|
| 7   | 11| 14| 17| 20| 23| 26| 29| 32|
| 8   | 12| 15| 18| 21| 24| 27| 30| 33|
| 9   | 13| 17| 20| 23| 26| 29| 32| 35|
| 10  | 14| 18| 21| 24| 27| 30| 33| 36|
| 11  | 15| 19| 22| 25| 28| 31| 34| 37|
| 12  | 17| 20| 23| 27| 30| 33| 36| 39|
| 13  | 18| 21| 25| 28| 31| 34| 37| 40|
| 14  | 19| 22| 26| 29| 32| 35| 38| 41|
| 15  | 20| 24| 27| 30| 34| 37| 40| 43|
| 16  | 21| 25| 28| 32| 35| 38| 41| 44|

w as $N_{\min}(e) = \min\{n | M \sum_{j=0}^{e} (\binom{n}{j}(q-1)^j \leq q^n\}$ since $B(q,e) \geq N_{\min}(e)[4, 12]$. We then increment w by one each time to generate a $q$-ary tree. The above procedure is summarized in Algorithm 2.

To verify the performance of our heuristics, we compare our estimated $B(2,e)$ with that of the optimal $(M,2,e)$ Ulam-Rényi game strategy in [5], where $M = 2^m$ is a power of 2. (Note that finding optimal strategies for $q > 2$ is an open problem.) The results are shown in Table 1, in which the numbers in brackets indicate the values found by [5] if our method differs from the optimal values. We see that our algorithm computes $B(2,e)$ correctly in most cases.

Algorithm 1 and 2 can be applied to our SQS for crowdsourcing. In the $M$-ary labeling problem, for a given $(q,e)$, the crowdsourcer is the questioner in a $(M, q,e)$ Ulam-Rényi game, and each group of workers corresponds to the responder. We can think of the group of workers knowing $H$ a priori, and making a mistake in its response to a question as a lie. However, in our crowdsourcing problem, the worker groups are not constrained to making at most $e$ errors. Therefore, after $B(q,e)$ questions, the crowdsourcer finds the correct $H$ only with probability $R(q,e) < 1$. Our goal is to find $(q,e)$ that maximizes $R(q,e)$ with keeping $B(q,e)$ bounded by $b$. In our SQS, the crowdsourcer stops when there is only one element in the status, which may not be $H$ since more than $e$ mistakes could have occurred. We call this the stopping time $\tau \leq B(q,e)$ of our SQS.

In the next two sections, we derive error bounds for the case $q = 2$, and demonstrate that using a SQS outperforms the DCFECC approach. When $q > 2$, since we do not allow sequential questions within each group of workers, we propose a hybrid strategy using the DCFECC approach to decompose each $q$-ary questions into binary questions for each worker group.

### Algorithm 1

**Heuristic strategy for a $(M,q,e)$ Ulam-Rényi game.**

**Input:** Current status $\sigma = (A_0, A_1, A_2, \ldots, A_k)$, with $w$ questions left.

**Output:** $T$

Let $m$ denote the smallest index s.t $|A_m| \neq 0$

$\delta = \text{mod}(|A_m|, q)$; $\omega = \lfloor \frac{|A_m|}{q} \rfloor$;

for $j = 0$ to $\delta - 1$ do

$|T_{j,m}| = \omega + 1$;

end for

for $j = \delta$ to $q - 1$ do

$|T_{j,m}| = \omega$;

end for

$|T_{j,i}| = 0$ for all $j \in [0, q - 1]$ and $i \in [0, m - 1]$.

for $i = m + 1$ to $e$ do

if $|A_i| \neq 0$ then

Compute $V_i$ for all $j \in [0, q - 1]$, solve:

$$\min \frac{1}{2} x^T Q x + e^T x$$

subject to $1^T x = |A_i|$

$x_j \in [0, |A_i|], j \in [0, q - 1]$,

where $Q \in R^{q \times q}$ has diagonal entries $(q - 1) \times (W_{i-1}(i) - W_{i-1}(i+1))$, and for $j \neq k$, the $(j,k)$-th entry is $W_{i-1}(j+1) - W_{i-1}(i)$. The vector $e \in R^q$ has $j$-th entry $e_j = \sum_{k=0}^{q-1} (V_j - V_k)$, and $x_j$ denotes the $j$-th entry of vector $x$.

for $j = 0$ to $q - 1$ do

$|T_{j,i}| = x_i$

end for

else

$|T_{j,i}| = 0$, for all $j \in [0, q - 1]$

end if

$A_j$ is arbitrarily partitioned by randomly choosing $|T_{j,i}|$ elements from it to form $T_{j,i}, i \in [0, q - 1]$ for all $i \in [0, e]$.

### Algorithm 2

**Heuristic to compute $B(q,e)$.**

**Input:** $M, q, e$

**Output:** $B(q,e)$

Set $w = N_{\min}(e) = \min\{n | M \sum_{j=0}^{e} (\binom{n}{j}(q-1)^j \leq q^n\}$.

while $i$ do

Use Algorithm 1 to generate a $q$-ary tree whose depth is $w$ and root is the initial status, as described after (5).

if every leaf node’s game status contains only one state then

break;

else

$w = w + 1$;

end if

end while

return $B(q,e) = w$.
4 Binary Questions and Performance Comparison

In this section, we consider the case where \( q = 2 \), and each worker group has \( N = 1 \) worker. The crowdsourcer designs a sequence of at most \( b \) questions and assign each question to one worker (group) at each time in order to determine \( H \) from all the workers’ responses. In the following, we provide lower bounds for \( R(2, e) \) when workers are independent and when pairs of workers are correlated. These bounds allow us to determine the number of workers required to ensure that \( R(2, e) \) satisfies a given threshold.

4.1 Independent Crowd Workers

When the workers’ responses are conditionally independent given \( H \), we have for all \( i \geq 1 \),

\[
p(y_{l,1} \mid H) = \begin{cases} 
\mu_2 & \text{if } H \in T_{y_{l,1}}, \\
1 - \mu_2 & \text{otherwise}, 
\end{cases}
\]

where \( \mu_2 \) is the mean of the distribution from which \( p_{l,1} \) is drawn from. Let \( S_b \) be the total number of erroneous responses made by the workers over \( b \) questions. Then, for any \( e \in \{ e : B(2, e) \leq b \} \), we have

\[
R(2, e) = \mathbb{P}(S_b \leq e) \\
= \mathbb{E} \left\{ \sum_{i=0}^{e} \binom{e}{i} (1 - \mu_2)^i \mu_2^{e-i} \right\} \\
\geq \sum_{i=0}^{e} \binom{B(2, e)}{i} (1 - \mu_2)^i \mu_2^{B(2, e)-i},
\]

where the last inequality follows because the stopping time of our proposed SQS \( \tau \leq B(2, e) \) and \( f(x) = \sum_{i=0}^{e} \binom{e}{i} (1 - \mu_2)^i \mu_2^{e-i} \) is a decreasing function which can be proved as follows. Rewrite \( f(x) \) as \( f(x, e) = \sum_{i=0}^{e} \binom{e}{i} (1 - \mu_2)^i \mu_2^{e-i} \). We want to prove \( f(x, e) > f(x + 1, e) = \mu_2 f(x, e) + (1 - \mu_2) f(x, e - 1) \), hence we want to prove \( (1 - \mu_2) f(x, e) > (1 - \mu_2) f(x, e - 1) \), which is correct obviously.

4.2 Pair-dependent Crowd Workers

We now consider the case where workers are paired and their rewards are based on the comparative performance among the paired workers [6, 17]. We assume that the responses of the two workers in each pair are correlated with correlation coefficient \( \rho \) and workers in different pairs are independent of each other. A worker \( l \) has a corresponding partner \( l' \). The correlation between \( p_{l,1} \) and \( p_{l',1} \) is given by

\[
\text{corr}(p_{l,1}, p_{l',1}) = \begin{cases} 
0 & \text{if } l \neq l', \\
\rho & \text{if } l = l'.
\end{cases}
\]

It can be shown that for any \( e \in \{ e : B(2, e) \leq b \} \), we have

\[
R(2, e) = \mathbb{P}(S_b \leq e) \\
\geq \sum_{i=0}^{e} \sum_{l=1}^{b+1} \binom{B(2, e)/2}{i} \\
\cdot (1 + \rho \nu^2 + \mu_2^2 - 2 \mu_2) (B(2, e)/2)^j
\cdot (2 \mu_2 - 2 \rho \nu^2 - 2 \mu_2^2) (\mu_2^2 + \rho \nu^2)^{B(2, e)/2-j},
\]

where \( \nu^2 \) is the variance of the distribution of \( p_{l,1} \), and we have assumed \( B(2, e) \) is even for simplicity so that there are in total \( B(2, e)/2 \) pairs.

4.3 Simulation Comparison With DCFECC

In the DCFECC approach proposed by [17], a code matrix is designed to determine what questions are assigned to each worker to solve a \( M \)-ary labeling problem. Suppose that the total number of workers is \( N_c \). A code matrix is a \( M \times N_c \) binary matrix, where each column corresponds to a question \( T = \{ T_0, T_1 \} \) for each worker, and each row corresponds to a code for each state of the \( M \)-ary labeling problem. The responses from all the \( N_c \) workers can then be viewed as a noisy version of one of the rows in the code matrix, and a Hamming distance decoder is used to decode for the hidden state \( H \). A code matrix can be found in [19] by minimizing the following upper bound to the average error probability:

\[
\frac{1}{M} \sum_{i=1}^{M} \sum_{k=1}^{M} \left( \frac{1}{N_c} \left( \sum_{j=1}^{N_c} (a_{k,j} \oplus a_{i,j}) (1 - 2p_{j,1}) \right) \right)^2 \frac{d(a_k, a_i)}{d(a_k, a_i)},
\]

where \( a_i \) is the \( i \)-th row of the code matrix \( A = (a_{i,j}) \), \( d(\cdot , \cdot) \) is the Hamming distance between two vectors, and \( \oplus \) denotes the XOR operation.

We perform simulations using our SQS, the DCFECC and the majority voting (MV) [17] methods for the labeling problem. We use the maximal \( e \) subject to \( B(2, e) \leq b \), where \( B(2, e) \) is approximated by Algorithm 2, to perform SQS simulations. For each set of parameters, we perform 50,000 simulation trials and compute the fraction of times \( H \) is found correctly. In this section, we assume that each group has \( N = 1 \) worker, therefore for fair comparison, we let \( N_c = \lfloor b \rfloor \), where \( \lfloor \cdot \rfloor \) is the average number of workers used in SQS. When workers are independent, we vary the parameters \( b, M \) and \( \mu_2 \). The results are shown in Fig. 1(a)(b). We see that SQS outperforms both DCFECC and MV in all cases. This is because SQS uses sequential questions that depend on the previous responses, whereas in DCFECC and MV, all the questions are designed in advance.

In the pair-dependent workers scenario, we use the Beta(1, 0.5) distribution to generate the worker reliabilities \( p_{l,1} \), \( l \geq 1 \). We vary the correlation coefficient \( \rho \) on the number of workers to perform simulations and show the results in Fig. 1(c) and (d) respectively. We observe that again SQS outperforms both DCFECC and MV in all cases, with the reliability increasing when \( \rho \) increases.

5 Sequential Questioning With Error Correcting Codes

In this section, we consider the case where \( q > 2 \). The SQS developed in Section 3 allows us to pose a \( q \)-ary question to each group of workers at each time. However, since it is preferable to pose binary questions to crowd workers [8], we propose the use of a DCFECC code matrix to treat the \( q \)-ary question as a \( 2^q \)-ary multi-class labeling problem, and design binary questions for each worker in the responder group. We call this the sequential questioning strategy.
Fig. 1: Performance comparison between several methods. (a) Reliability when using independent crowd workers with varying number of workers, different $\mu$ and fixed $M = 32$. (b) Reliability when using independent crowd workers with varying $M$, different $\mu_j$ and the same average number of workers. (c) Reliability when using pair-dependent crowd workers with varying number of workers and fixed $M = 32$. (d) Reliability when using pair-dependent crowd workers with varying $\rho$, fixed $M = 32$ and the same number of workers.

with error correcting codes (SQSECC). The binary responses of the workers in a group are then decoded using a Hamming distance decoder to determine an overall answer $j \in [0, q - 1]$, which is then used in our SQS to determine the next $q$-ary question.

For a $q$-ary question $T = (T_0, \ldots, T_{q-1})$, let $A$ be the corresponding code matrix generated by DCFECC. Let $u \in \{0, 1\}^N$ be the vector of responses from the $N$ workers, which is decoded to $T_j$ if the $l$-th row $a_l$ in $A$ has the smallest Hamming distance to $u$, with ties broken randomly. The set of responses whose Hamming distance to $a_l$ is minimal is called the decision region of $T_j$. It is shown in [17] that for any $i = [i_1, i_2, \ldots, i_N] \in \{0, 1\}^N$, we have

$$P \left( u = i \mid H \in T_j \right) = \prod_{j=1}^{N} \left( 1 - i_j + 2(i_j - 1) \frac{\mu_q a_{lj} + 1 - \mu_q}{q - 1} \sum_{k \neq j} a_{kj} \right).$$

Assuming that all workers are independent given $H$, and $P \left( H \in T_j \right) = 1/q$ for all $j \in [0, q - 1]$, then the probability of getting an erroneous answer to the $q$-ary question is given by [17]

$$P_e(q) = \frac{1}{q} \sum_{j=0}^{q-1} \prod_{i=1}^{N} P \left( u = i \mid H \in T_j \right) C_j^i,$$

with $C_j^i$ being the number of decision regions $j$ belongs to. By asking $B(q, e)$ questions, the final reliability $R(q, e)$ can be approximately lower bounded by

$$\sum_{k=0}^{e} \binom{B(q, e)}{k} P_e(q)^k (1 - P_e(q))^{B(q, e) - k},$$

because $B(q, e)$ is the minimum number of questions required if at most $e$ questions are answered wrongly. To find the best $(q, e)$ in (2) for SQSECC, we optimize the lower bound (12) instead. We find for each $q \in [2, M]$, an $e$ that maximizes (12) subject to $B(q, e) \leq b$, where $B(q, e)$ is approximated by Algorithm 2.

5.1 Performance Evaluation

We perform simulations using $M = 2^7$, $N = 18$, $b = 5$ and

$$\mu_q = \begin{cases} 0.64, & \text{if } q = 2, \\ 0.69 - 0.03q, & \text{if } 3 \leq q \leq 16, \\ 0.2, & \text{if } q > 16. \end{cases}$$

We perform exhaustive search to find the best $(q, e)$ in order to maximize $R(q, e)$ subject to $B(q, e) \leq b$. This is then compared to the lower bound (12) in Fig. 2(a), where the optimal $(q, e) = (4, 1)$ for the lower bound (12) is also optimal for $R(q, e)$, which achieves $R(4, 1) = 0.87$. The average number of workers used in this case is 78.9. For comparison, we use $N_0 = 79$ workers in the DCFECC method, i.e., we construct a $M \times N_0$ code matrix by minimizing (9). The reliability for DCFECC is found to be 0.34, which is worse than the reliability of 0.87 achieved by SQSECC. The MV strategy with 80 workers has reliability 0.25, which is worse than both DCFECC and
We have proposed a heuristic to find a strategy for the game in which a responder answers at most $e$ questions wrongly. We then apply this strategy to our crowdsourcing problem, where we utilize the DCFECC approach [17] to convert the $q$-ary question into individual binary questions for each worker in a group. We obtained a lower bound for the reliability, and used it to find the best $(q,e)$ to use in our strategy, subject to a budget constraint. Simulations suggest that our strategy performs better in terms of reliability than a pure DCFECC approach using the same average number of workers. Future work includes adaptively changing the value of $q$ in the sequential questioning process.
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