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Abstract: Research on the weekly fluctuation in people’s satisfaction has produced mixed results about the nadir of levels of satisfaction in different countries. This paper uses a Hungarian household survey with approximately 3400 individual observations. The fluctuation in satisfaction over the course of the week is assessed according to the day on which the personal interview was conducted during a six-week period of fieldwork. The analysis investigates the extent to which this is the result of a random process. Unlike previous analysis, the nadir in satisfaction (in Hungary) is found to occur mid-week. This is explained as being related to workload. The results are robust after controlling for the interviewers’ unobserved characteristics or the hour of completion of the interview. Modification in workdays owing to national holidays did not alter the results. The results reveal which social groups are especially vulnerable to fluctuations in satisfaction. This could have practical consequences for a more efficient work-life balance. The paper suggests questions for future research, which in particular should seek to understand differences between nations in terms of the nadir of satisfaction and to find a solution to the self-selection problem that may result in an underestimation of the true size of the weekly nadir.
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Introduction

It is presumably not just the Irish rock band the Boomtown Rats, but people all around the world wonder why they ‘don’t like Mondays’. One possible reason is that people greatly enjoy the weekend, when they can spend their free time as they wish, without bothering about work duties. However, empirical evidence
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does not point unambiguously to the peak of happiness being at weekends. German respondents, for example, report a lower level of satisfaction with life at weekends [Akay and Martinsson 2009; Maennig et al. 2014], whereas US citizens do indeed tend to be happier at weekends [Helliwell and Wang 2014].

It has already been established that respondents experience different levels of happiness, depending on the different kinds of activities they perform [Kahneman et al. 2004]. Prior research using info and telecommunication devices has revealed that average happiness may differ across the days of the week [Killingsworth and Gilbert 2010]. However, as previous studies have shown [Akay and Martinsson 2009; Helliwell and Wang 2014], cycles in people’s well-being can be analysed not only with the help of telecommunication devices, but also using survey data and taking account of the date of the interview.

Whereas happiness is a subjective emotional experience, satisfaction is more a state of contentment, which requires cognitive evaluation (the distinction between instant emotions and later evaluations was introduced by Kahneman & Riis [2005]). Since satisfaction is a result of evaluation, it might be connected less to personal mood, and therefore peaks and troughs in satisfaction should be smaller than those in happiness; however, no specific research has examined this question. A review of the relevant published articles in this field (Table 1) nevertheless reveals that the two notions, satisfaction and happiness, are somewhat mixed in the body of literature on the weekly fluctuation of well-being.

This paper analyses the weekly rhythm in satisfaction using Hungarian survey data. As we have data on satisfaction rather than happiness, we concentrate on the cognitive part of subjective well-being [Bartram 2012]. Furthermore, this measure represents a general approach, which might not reflect people’s present situation or their feeling during their most recent activity [Kahneman and Krueger 2006].

In line with previous research, we found that there are weekly cycles—but with the nadir in the middle of the week. This finding is new in the literature, since prior scholarship found the peak in satisfaction at the weekend [Csikszentmihalyi and Hunter 2003; Helliwell and Wang 2014; Taylor 2006], while other authors observed a nadir on Sundays [Akay and Martinsson 2009; Maennig et al. 2014]. Our results seem to be robust, even after taking into account special holidays in the observed time period and controlling for interviewers’ unobserved characteristics.

We also found the weekly nadir in satisfaction to be higher among those who worked more during the week. This indicates that working weeks might shape people’s satisfaction. This interpretation is intuitive and confirms the findings of some prior research on happiness [Helliwell and Wang 2014]. However, it is necessary to point out that there is no consensus in the literature about whether workload decreases satisfaction. Prior research has reported that increased working hours do have a positive effect on life satisfaction [Holly and Mohnen 2012]. Furthermore, there is a negative connection between unemployment and satisfaction [Winkelmann 2014].
Exploring rhythms in satisfaction has implications for future research, since many human biological processes exhibit a weekly cycle [Lee et al. 2003]. The suicide rate also fluctuates according to a weekly pattern and is higher on ‘work days’ [Beauchamp et al. 2014; Maldonado and Kraus 1991]. Exploring weekly cycles in human behaviour is of paramount importance because as a ‘timekeeper’ the week is a social construct [Zerubavel 1989], insofar as it is not attached to any lunar or solar periods. Therefore, the observed weekly cycles in human behaviour appear because the cyclical rhythm of the week structures people’s lives and inevitably influences their life events.

Research into the cycles of well-being should, however, explore the mechanisms behind the fluctuation. Speculating about the mechanism helps us to identify vulnerable social groups—those that are more exposed to the weekly fluctuations. The findings of our research imply that the active labour force is more exposed to the weekly rhythm. Therefore, the active labour force might need special attention to organise work and family life effectively [Haar et al. 2014]. This is something policy-makers might consider in the future.

The day-of-the-week effect in previous research

Previous research on the weekly rhythm in happiness is ambiguous. Previous analysis can basically be grouped into three clusters: (1) Early investigations found no significant effect [Stone et al. 1985]; (2) English-speaking countries report higher satisfaction at the weekend [Csikszentmihalyi and Hunter 2003; Helliwell and Wang 2014; Taylor 2006]; (3) analysis of German samples found lower satisfaction at the end of the week [Akay and Martinsson 2009; Maennig et al. 2014]. The main results of previous research are summarised in Table 1. If the findings are comparable with our research, the size of the effect also appears in the table.

Research on this field also aimed at exploring why well-being shows a weekly fluctuation. Therefore, it is interesting to see which mechanisms might drive the day-of-the-week effect. As the seminal paper by Aarøe and Petersen [2013] indicates, blood glucose concentration (hormone levels, too) can partly explain patterns in the way people regard particular issues, and thus possibly happiness as well. However, previous research in that field has tended to neglect the biological explanation for the rhythm of well-being.

The analysis conducted by Helliwell and Wang [2014] allows us to assume that respondents may be happier at weekends because of work-related stress during the week. They found the weekend peak to be twice as high among full-time workers, and it is estimated to be smaller among those who have a good relationship with their work superior and who report an open working environment. However, this analysis also shows that while people have more positive and fewer negative emotions at the weekend, there is no weekly pattern in general life evaluation—probably because actual circumstances influence only actual emotions, whereas general life satisfaction is not as sensitive to these actual circum-
### Table 1. The day-of-interview effect—main previous analysis

| Authors                        | Country | Data                                          | Question used                                                                 | Control                                                      | Effect                                                                 | Size          |
|--------------------------------|---------|-----------------------------------------------|-------------------------------------------------------------------------------|--------------------------------------------------------------|------------------------------------------------------------------------|---------------|
| Stone et al. [1985]            | US      | Small local data                               | Depression scale                                                               | No                                                           | No effect                                                              |               |
| Csikszentmihalyi & Hunter [2003]| US      | Authors’ own data                              | Whether people felt happy in themselves 7-grade scale, from 1 to 7             | No                                                           | Saturday is the happiest day                                            |               |
| Taylor [2006]                  | United Kingdom | British Household Panel Survey (BHPS) | ‘All things considered, how satisfied or dissatisfied are you with your present job?’ | Individual unobserved heterogeneity is controlled for | People interviewed on Friday report higher levels of job satisfaction |               |
| Akay & Martinsson [2009]       | Germany | German Socio-Economic Panel (SOEP)            | ‘How satisfied are you with your life, all things considered?’                 | Individual unobserved heterogeneity is controlled for | Sundays are found to be the bluest day                                 |               |
| Helliwell & Wang [2014]        | US      | Gallup/Healthways US daily poll               | ‘Did you experience happiness during a lot of the day yesterday?’              | Gender, age, education, income, marital status, children in family, religion, state | More positive emotions at the weekend. But day-of-week effect is non-existent for (general) life evaluation | OLS: between 0.015 and 0.033 |
| Maennig et al. [2014]          | Germany | SOEP                                           | ‘How satisfied are you with your life, all things considered?’                 | Individual unobserved heterogeneity is controlled for | Sunday neurosis but its size varies by educational background and gender | OLS: between -0.08 and -0.15 |
stances. Taylor’s [2006] analysis focuses directly on job satisfaction: he found a higher level of job satisfaction among people who were interviewed on a Friday, and the impact was greater among full-time workers.

The inverse of happy weekends would be Sunday neurosis, which means that people tend to feel anxiety when they are freed from scheduled and organised work settings. This is supported by the findings of Akay and Martinsson [2009], according to whom German people report a lower level of satisfaction on Fridays, Saturdays, and Sundays, compared to the level they would report on Mondays, all other things being held constant. Weekend unhappiness is stronger among full-time employees, married couples, and people who live in the former western part of Germany.

This is the first paper since the prior analysis on data from English-speaking countries and Germany to analyse the weekly rhythm of satisfaction in a post-communist country like Hungary. However, the paper will also speculate on why satisfaction fluctuates, and it assumes workload as one mechanism that may fuel the weekly cycles in satisfaction.

**Method**

**Data**

The current analysis is based on a Hungarian cross-sectional household survey called the TÁRKI Household Monitor, which is conducted by the TÁRKI Social Research Institute roughly every other year. The survey wave used in this analysis was fielded from 27 September 2014 to 1 November 2014. This is a nationally representative sample of Hungarian households, and in terms of gender, age, and education of the household head, and type of settlement (urban, rural, etc.) it is weighted to the Hungarian census data for 2011. The survey is a paper and pencil survey, where the interviewer visits the respondents at home in order to conduct the interview. The survey contains 2011 households and has information on all the members of each respondent’s family (4420 individuals). Every individual in each household who was at least 16 years old completed an individual questionnaire (3542 people).

**Measures**

The day of the week

As argued before, the weekly rhythm in satisfaction could also be investigated in a survey situation, if we assume that the choice of the exact day of the interview is the result of a random process. In this analysis, we used the day on which the personal interview was conducted as the main independent variable. This infor-
General satisfaction and future prospects

In this paper, the analysis focuses on two survey questions, which were worded as follows: **All things considered, how satisfied are you with your life? and How satisfied are you with your future prospects?** In this paper, for the sake of simplicity, we refer to the first question as ‘general satisfaction’ and to the second question as ‘future prospects’. Both questions were answered on a scale from 0 to 10, where 0 meant ‘not at all satisfied’ and 10 indicated ‘extremely satisfied’. The two different questions provided a kind of robustness check; in other words, they allow us to make certain that the weekly rhythm is not bound to one particular question, but is rather a general tendency in satisfaction.

The average value of satisfaction is shown in Figure 1. In general, it can be said that the responses are slightly above the mathematical mid-point (5) of the 11-point scale. In terms of general satisfaction, the values are above 5.9 at the beginning and end of the week, and are at their lowest on Thursdays, with a value of 5.5. This decline of 0.4–0.5 points on the scale is remarkable, given the standard deviation for general satisfaction (which is 2). In other words, the drop in satisfaction is approximately a quarter of the standard deviation.

The same pattern can be seen in the case of future prospects. The lowest value is measured on a Thursday. The decline in satisfaction is about 0.6 scale-points, which is approximately 25% of the standard deviation (2.23) of the index.

The fluctuation in satisfaction during the fieldwork is presented in Figure 2. This graph has at least three important ‘messages’ for further analysis. The first is that satisfaction shows a monthly pattern, and especially in the middle of the month average satisfaction is somewhat lower. This pattern should be taken into consideration in future analysis. Second, there are days (the first two and the last three days in the fieldwork period) when the total number of interviews fell below 10. As Figure 2 shows, average satisfaction on these days is lower. This underlines the importance of conducting robustness checks without those days when the number of interviewees is small. The third issue is that national holidays meant some modifications to work days in October 2014: 18 October (Saturday) was worked as a Friday, while 23 and 24 October were both national holidays (and treated as Sundays); moreover 1 November (Saturday) was also a holiday and was treated as a Sunday. The graph below does not indicate that these modifications had any extra impact on satisfaction, but later in the robustness check one should conduct a more profound analysis of this issue and its possible effect on the mid-week nadir of satisfaction.
Figure 1. The average value of satisfaction indices during the week—rough differences
Figure 2. The average value of satisfaction indices during the fieldwork—rough differences

Means with 95%-level confidence interval

Means with 95%-level confidence interval
Figure 3. The average value of satisfaction indices within the day (end of the interview)—rough differences
Satisfaction also varies within the day, as Figure 3 shows. We can establish that in the early morning respondents report a lower level of satisfaction, but it steadily increases over the morning. There is a dip in satisfaction around noon, which is followed by a small but constant increase over the afternoon. A local minimum is found around afternoon tea-time, when most people finish work. After supper-time, in the early evening, satisfaction begins to rise and reaches its maximum at 9 pm.

Control variables

Previous analysis showed that satisfaction is influenced by income, age, marital and health status, and religiosity (the relevant literature is reviewed by Maen- nig et al. [2014]). These characteristics could override the mid-week effect, and therefore it seems reasonable to rule out the impact of these characteristics if we seek to pinpoint the day-of-the-week effect in satisfaction. Controlling for these characteristics is necessary, since it could be that respondents with a particular set of socioeconomic background attributes are more/less likely to be interviewed on one particular day of the week. Activity status, income, and education, for example, could define a group of people whom it is harder to interview during the week. On the other hand, religious people or families with small children might be much less likely to be at home during the weekend. Obviously, the various combinations of background variables could be correlated with time preferences to determine the exact day of the interview. The following control variables were considered.

Gender:
The dummy variable of gender is coded 1 if the respondent was female.

Age:
Age appears as four categories: 16–35, 36–50, 51–65 and 66 and over.

Education:
Education refers to the highest completed educational level of the respondent. It has four categories: elementary education, vocational education, high-school final exam, and tertiary education. Vocational education means that the respondent did not complete the academically oriented track of secondary education. High-school final exam means that the person concerned completed the academically oriented secondary-school track and took the high-school final exam, with which the respondent would have been eligible to study at university, but the respondent did not choose this track. Tertiary education applies to people with a post-secondary degree.
Activity status:
There are five different activity statuses distinguished in the analysis. Active people are employees or self-employed. We regard as unemployed those who are registered as unemployed and are actively searching for a job. Being at home means that the respondent is either permanently disabled or is on maternity leave and without a formal job. Students are those who have not yet completed formal education. And retired means the person is a pensioner.

Household income:
We expressed total yearly net household income relative to its empirical median (found in the database) and used five categories: the household has less than 50% of median household income, has 50–80%, 80–120%, 120–200%, or more than 200%.

Marital status:
Married people and those living together with a partner are classified as couples, which is coded as a dummy variable.

Religiosity:
Those who attend religious services at least once a month are regarded as religious, regardless of their denomination.

Body-mass index (BMI):
Body-mass index is person’s weight measured in kilograms and divided by the squared height measured in metres. It is divided here into three categories: normal (BMI < 25), overweight (BMI > 25 and BMI < 29), and obese (BMI > 29).

Child in the household:
Households where at least one household member is under the age of 18 are indicated with 1, otherwise value of the variable is 0.

Day of the interview:
The day of the interview is indicated by the number of the calendar date and appears as a continuous variable and also in a quadratic format using the square of the calendar day.

Fixed effects
Counties in Hungary:
It has already been established that weather can influence people’s mood [Hannak et al. 2010; Sanders and Brizzolara 1982], and therefore it would be good to
know the geographical location of the district where an interview is conducted. This could be very interesting, as such information would capture all the local events and news on a particular day that could have influenced respondents’ satisfaction. It is plausible that the day-of-the-week effect could be biased by the effect of a cloudy day or even by some unfortunate mishap in a particular geographical location. We assume that the county’s identifier code (Hungary has 19 counties) can pinpoint and capture both the impact of the weather and any special occurrences in a particular area. Therefore, these effects appear as fixed effects in the regression.

Interviewer fixed effects:
Interviewer fixed effects are dummy variables. It is assumed that interviewers’ characteristics (persistence, ability to persuade, etc.) could determine the day of the interview and thus violate the randomised allocation of the interview day.

The hour of completion of interview:
It is also known—and our data confirm this—that happiness varies through the day [Csikszentmihalyi and Hunter 2003]. If an interview falls through, it could simply be because the interviewer rang the doorbell at a bad time. In such cases, the interview is likely to be rescheduled for another day, and therefore it ceases to be random. Nor is it entirely random who is at home on a given date. A lower level of satisfaction may simply be a by-product of the fact that respondents’ satisfaction tends to be somewhat lower around tea-time (people usually get home around 5 pm), and so the interview can only be conducted at a time when people generally report lower levels of satisfaction. Thus, it would be reasonable to control for the time at which the interview was completed as a fixed effect.

Household-level variation in satisfaction:
Satisfaction is not independent of the family (or the household) in which the respondent lives: people from the same family will tend to report a similar level of satisfaction, all things held constant. Respondents from the same family, therefore, should not be regarded as independent observations. Standard errors are consequently clustered here according to household ID.

Omitted variable bias:
Regardless of how carefully we choose our control variables, we must acknowledge the fact that we cannot control for every individual-level factor that could bias the day-of-the-week effect. Since our data are cross-sectional, we have only one observation per respondent, and consequently, we are not able to control for individual unobserved heterogeneity. It is therefore likely that we overestimate the true size of the day-of-interview effect on satisfaction.
Self-selection:
However, even working with panel data would not necessarily mean unbiased estimates. It is fair to assume that there is a considerable degree of self-selection in the analysis: there are presumably people whom it is easier to interview on a given day of the week because on other days their mood is so bad that they would refuse to be interviewed. Moreover, it is also possible that interviewers are more effective on a particular day of the week: they manage to complete more interviews, simply because they are in a better frame of mind. This means that the day of the interview is no longer random, but is predetermined by the mood of the respondents (which is the outcome of the analysis), and partly also by the mood of the interviewer, who might persuade respondents to participate in the survey.

If there is a general weekly nadir in satisfaction, it is reasonable to assume that those for whom the weekly cycle exerts the largest impact on satisfaction are not interviewed on the day with the lowest level of satisfaction; and moreover, the interviews on those days are completed by interviewers who are relatively more satisfied. This kind of self-selection would lead to underestimation of the lowest point of satisfaction. The inclusion of interviewer fixed effects might mitigate this concern. However, even after introducing interviewer fixed effects, the concern that the well-being of respondents may pre-determine the day of the interview is not treated.

Results

Main results

The main estimation results are presented in graph form, with the focus on the main parameters of interest. The full regression results are provided in the appendix. A straightforward interpretation of these graphs is possible. Since estimated parameters are plotted with confidence intervals (95% level), if this interval crosses the (vertical) 0-line, the parameter is not significant at the 95% level.

According to our results, even using an extended set of control variables, the drop in satisfaction on a Thursday is significant. This means that people interviewed on Thursdays are less satisfied with their lives and are more pessimistic about their future prospects. Satisfaction begins to decline even on Wednesday, but statistically significant differences cannot be measured until the fourth day of the week (assuming Monday to be the first day). The nadir is independent of the applied statistical model, since both OLS and the ordered logit indicate the ‘low-point’ as being Thursday.

Compared to Monday, the gap in satisfaction on Thursday is approximately 0.4 scale-points. Compared to similar previous results in the United States [Helliwell and Wang 2014] and Germany [Maennig et al. 2014], the day-of-the-week effect was found to be larger in Hungary. Comparing our results to the German
Figure 4. Average satisfaction compared to Monday—estimated coefficients with 95%-level confidence intervals results of multivariate analysis
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*Standard errors:* are clustered at household level

*Control variables:* Gender; Age; Schooling; Activity status; Household income; BMI; Marital status; Religiosity; Child in household; Day of the interview (linear and quadratic)

*Fixed effects:* County code; Hour of interview
results, this may be influenced by the fact that that research controlled for unobserved individual-level heterogeneity. However, our estimated parameter is larger than the US analysis, which also uses cross-sectional data (but in that study the results refer to happiness rather than general satisfaction). Therefore, we conclude that the weekly fluctuation in satisfaction is remarkably large in Hungary.

As a possible mechanism, we assume workload to be behind the decline in satisfaction. It is assumed that work-related duties and things to be accomplished during the week exhaust people by the middle of the week (Thursday is exactly the middle of the week, the fourth day). This exhaustion could also weaken satisfaction. On Fridays, satisfaction might begin to increase because the weekend is approaching, and people usually work less on that day than on other workdays. Note that this method of reasoning does not suggest that people are less satisfied because they were interviewed on a Thursday: we can only observe that those who were asked on a Thursday were less satisfied at the time.

Robustness checks

In this section, we are interested in the robustness of the results. We will focus only on the nadir on Thursday (a value of 1 was assigned if the interview was conducted on a Thursday and a 0 otherwise). Owing to spatial constraints, the results are presented only in graph form (in Figure 5) in this paper, but the full regression results can be requested from the author.

The first estimated parameter in Figure 5 corresponds to the OLS estimate. The second estimated parameter (from the top) excludes those days on which the total number of interviews fell below 10 (the first two and the last three days of the fieldwork), because, as we saw in Figure 2, average satisfaction is less reliable on those days. The next three models contain the interviewer fixed effect. The third parameter is estimated only with interviewer fixed effect; the fourth parameter is estimated with additional consideration of a ‘working-day reallocation’ in October for the purposes of this analysis (i.e., ¹ while the fifth and last model omits from the analysis the whole week containing the national holiday of 23 October (the reason being that because of the long weekend, the mid-week effect could be different that week).

The nadir in satisfaction on a Thursday may be regarded as robust. In most of the models, the confidence interval around the estimated parameter does not

¹ This relates to the situation where if a national holiday fell, for instance, on a Tuesday, in order to have a 4-day vacation people would work on a Saturday to be able to get the Monday off. In this fieldwork, 23 October (=Thursday) was a public holiday, and therefore Friday (24 October) was also a holiday, but people had to work on the preceding Saturday, 18 October, which is therefore coded here as a Friday; and the dates of 23 and 24 October and 1 November are coded as Sunday.
Figure 5. Robustness checks concerning the Thursday-effect in satisfaction—all other controls held constant
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Figure 6. Sensitivity analysis, the Thursday-effect among active and retired respondents—all other controls held constant
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Figure 7. Interaction-effect between the dummy variable Thursday and weekly working hours, average marginal effects
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Fixed effects: County code; Hour of interview
cross the 0-line. The only exception is the model for future prospects, where the sample is restricted to days when 10 or more interviews were conducted. In this case, the Thursday-effect is significant at the 8% significance level. All in all, we can conclude that the estimated mid-week effect is fairly robust and does not change much if we restrict or somehow modify the conditions of the models.

**Sensitivity analysis**

We caution against making a causal interpretation of our results. As we argued earlier, the drop in satisfaction on Thursdays might be influenced by a third factor, which could be workload. However, we have cross-sectional data and this kind of dataset does not provide enough opportunity to test this hypothesis. We can, though, restrict the sample to groups where the workload is assumed to be higher, and therefore where the decline in happiness should be greater.

The results show that the drop in satisfaction is stronger among active people (employees or self-employed), but is not at all significant among retired respondents (Figure 6). This finding might indicate that workload shapes the fluctuation of satisfaction over the week. However, this conclusion calls for more rigorous future research.

A further sensitivity analysis investigates the interaction between the weekly nadir (Thursday) in satisfaction and the workload measured by weekly working hours. Figure 7 visualises the average marginal effects. In general, there is a negative interaction (Appendix Table A2), which means that the weekly nadir of satisfaction increases with the increase in weekly working hours. As the graphs on the left-hand side show, the peak in satisfaction is -0.64 if someone works 40 hours, but it is around -3.1 if someone works double that. The difference between these two values is marginally significant ($F = 3.37, p = 0.067$). The results show a similar trend for future prospects.

**Discussion**

Previous research identified a weekly rhythm in satisfaction and happiness [Akay and Martinsson 2009; Helliwell and Wang 2014; Taylor 2006]. Our analysis demonstrated that this cycle exists in Hungary as well. However, while previous scholarship found differences particularly between the weekend and weekdays, our analysis showed a nadir occurring mid-week. Therefore, according to our interpretation, the novelty of our research findings lies not in the fact that in Hungary the lowest level of satisfaction is measured on a Thursday, but rather in the fact that in different countries the weekly rhythm of satisfaction also differs. This should be taken into consideration in future analysis.

The weekly fluctuation in satisfaction is by no means negligible, either in absolute terms (0.4 scale-points on an 11-point scale from 0 to 10) or compared
to the impact of other variables. Moreover, after restricting the sample and correcting for the working-day reallocation during the observed time period, it was found to be fairly robust. The results are robust also in the sense that similar patterns were found for general satisfaction and satisfaction with future prospects. Our main results remain stable after addressing the issue that the day of the interview was not necessarily random, and so unobserved characteristics of interviewers could have influenced when the interview was conducted.

In this paper, we identified groups of people who are affected more by the weekly rhythm of time, since our aim was to find out more about vulnerable groups. Employees—and especially those who have a heavier workload—experience a stronger peak in satisfaction. The finding presented here is not causal, though. Indications that human well-being and health are linked were also found by Crivelli et al. [2016]. Those who work more experience a larger nadir in satisfaction, which might also indicate exposure to illness. Furthermore, the findings have implications for work-life balance, meaning that a larger nadir in satisfaction among those who work more can cause more conflict in family life. Nevertheless, at this point further research is necessary, since working hours do not necessarily decrease satisfaction, as the results using German panel data show [Holly and Mohnen 2012].

**Limitations**

Clear limitations to this analysis are that 1) the data are cross-sectional, 2) the weekly rhythm of satisfaction was measured by the date of the interview, and 3) the observed time period is short.

Two possible biases might also limit the scope to generalise the findings. Since unobserved individual heterogeneity is only partly controlled for (because of omitted variable bias), we could overestimate the mid-week effect. On the other hand, self-selection (that the day of the interview is predetermined by a respondent’s well-being) leads to underestimation. We could assume that the two different biases cancel each other out. However, we do not know the magnitude of either of the biases. Since it is possible that our results are biased in this or that direction, we warn readers to be cautious about the causal interpretation of the results. People are not necessarily less satisfied because they were interviewed on a Thursday, but rather those who were interviewed on a Thursday were just less satisfied at the time. This also means that the relationship between the day of the interview and satisfaction could be shaped by a third factor.

**Conclusion**

The week is is a peculiar timekeeper, because it is not tied to any lunar or solar event, the case the days, months, and years are [Zerubavel 1989]. If it were
tied to the lunar cycle, the length of such a quasi-week would be irregular. The unvarying weekly cycles of even length are a social construct [Zerubavel 1989: 10]. Biological processes that influence human physical well-being, such as blood pressure, do, however, exhibit weekly cycles [Lee et al. 2003]. This suggests that human life has adapted to the weekly cycle. The fluctuation in human mood also follows a weekly pattern, and the seven-day cycle accounts for around 40% of the variance in aggregated daily mood data [Larsen and Kasimatis 1990].

Previous psychological research analysing weekly cycles in mood, however, has been conducted only on undergraduate students [Larsen and Kasimatis 1990; McFarlane et al. 1988], whose life is especially governed by weekly rhythms. This finding thus cannot be simply generalised to apply to the total population. Even though the results obtained from population-wide social surveys corroborate the weekly cycles in people’s satisfaction [Akay and Martinsson 2009; Taylor 2006], those results do not point in the same direction: the data support both happy weekends [Taylor 2006] and also Sunday neurosis [Akay and Martinsson 2009]. Thus, the structured weekly rhythm can work in both directions.

Future research should shed more light on whether the national variations in the nadir of satisfaction could have any connection to the working environment. Specifically, it could look at whether the relative dissatisfaction at weekends in Germany [Akay and Martinsson 2009; Maennig et al. 2014] could be the product of a rigorous work schedule, which causes dissatisfaction if outside binding factors are removed. Also whether the working environment and free time spent with friends mitigate fluctuations in happiness only in the United States [Helliwell and Wang 2014], or whether this is a general tendency. In that sense, the mid-week effect found in Hungary is also worthy of further consideration. First, whether this drop is a general feature or is uniquely Hungarian, and second, to what extent it is a by-product of the population’s work tempo.

Another possible direction for future analysis could be to find ways of overcoming the self-selection problem in estimating the weekly rhythm of satisfaction (which is considered the weak point of previous analysis). Special attention should be dedicated to finding natural experiments, so that the day of the interview is completely random and is not predetermined by people’s well-being. Using panel data and employing interviewer fixed effects only imperfectly address this problem. However, in the case of Hungary, this analysis leaves room for future analysis to answer the question of a weekly rhythm in satisfaction more profoundly and to control for individual unobserved heterogeneity and replicate the analysis on other samples and at other time points.

The results presented here will hopefully inspire future research about the connection between workload and satisfaction. Prior research focused on this question from the perspective of specific occupation [Groenewegen and Hutten

---

2 Prior psychological literature used the word ‘mood’ instead of ‘well-being’; therefore, we also use this word here.
1991; Mamiseishvili 2011; Smith and Bourke 1992]. Our results, however, invite future research to connect the literature on satisfaction and workload to the weekly rhythm of satisfaction. Most importantly, however, since personal satisfaction is influenced by the day of the interview (see the references in Table 1), upcoming research should definitely control for this heterogeneity. This suggestion has already been proposed [Akay and Martinsson 2009], but did not bring about a change in the practice employed in analysing satisfaction data, since weekly differences in satisfaction do not yet figure among the standard control variables in well-being literature.
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## Appendix

Table A1. Regression results—first part

|                      | General satisfaction | Future prospects |
|----------------------|----------------------|------------------|
|                      | OLS                  | Ordered          | OLS               | Ordered   |
| Tuesday              | -0.054               | -0.006           | -0.135            | -0.097    |
|                      | (0.151)              | (0.163)          | (0.179)           | (0.167)   |
| Wednesday            | -0.112               | -0.103           | -0.132            | -0.095    |
|                      | (0.162)              | (0.173)          | (0.200)           | (0.180)   |
| Thursday             | -0.410*              | -0.342*          | -0.421*           | -0.380*   |
|                      | (0.172)              | (0.174)          | (0.183)           | (0.173)   |
| Friday               | -0.101               | -0.090           | -0.153            | -0.096    |
|                      | (0.152)              | (0.164)          | (0.169)           | (0.154)   |
| Saturday             | -0.191               | -0.158           | -0.212            | -0.186    |
|                      | (0.146)              | (0.159)          | (0.167)           | (0.159)   |
| Sunday               | -0.052               | 0.007            | -0.039            | 0.038     |
|                      | (0.150)              | (0.159)          | (0.163)           | (0.150)   |
| Female               | 0.153*               | 0.145*           | 0.256***          | 0.226**   |
|                      | (0.069)              | (0.073)          | (0.073)           | (0.070)   |
| Age: 16–35           | 0.200+               | 0.173            | 0.312*            | 0.282*    |
|                      | (0.118)              | (0.121)          | (0.129)           | (0.121)   |
| Age: 36–50           | Ref.                 | Ref.             | Ref.              | Ref.      |
| Age: 51–65           | -0.015               | -0.006           | -0.249*           | -0.206+   |
|                      | (0.115)              | (0.115)          | (0.125)           | (0.112)   |
| Age: 66+             | 0.524***             | 0.521**          | 0.111             | 0.161     |
|                      | (0.159)              | (0.164)          | (0.177)           | (0.160)   |
| Schooling: Elementary| -0.684***            | -0.671***        | -0.689***         | -0.624*** |
|                      | (0.109)              | (0.112)          | (0.123)           | (0.107)   |
| Schooling: Vocational| Ref.                 | Ref.             | Ref.              | Ref.      |
| Schooling: High-school final exam | 0.318** | 0.320** | 0.334** | 0.308** |
|                      | (0.097)              | (0.100)          | (0.108)           | (0.100)   |
| Schooling: Tertiary  | 1.106***             | 1.284***         | 1.070***          | 1.104***  |
|                      | (0.111)              | (0.123)          | (0.136)           | (0.133)   |
Table A1. Regression results—second part

|                                | General satisfaction |         | Future prospects |         |
|--------------------------------|----------------------|---------|------------------|---------|
|                                | OLS                  | Ordered | OLS              | Ordered |
| Activity: Active               | 0.048                | 0.072   | 0.189            | 0.196   |
|                                | (0.128)              | (0.132) | (0.143)          | (0.130) |
| Activity: Unemployed           | -1.375***            | -1.346**| -1.274***        | -1.101***|
|                                | (0.220)              | (0.221) | (0.231)          | (0.211) |
| Activity: Household work       | -0.635***            | -0.634**| -0.501*         | -0.426* |
|                                | (0.190)              | (0.194) | (0.219)          | (0.200) |
| Activity: Student              | 1.316***             | 1.416***| 1.151***        | 1.197***|
|                                | (0.223)              | (0.238) | (0.281)         | (0.258) |
| Activity: Retired              | Ref.                 | Ref.    | Ref.             | Ref.    |
| Median household income:       |                      |         |                  |         |
| >50%                           | -0.487**             | -0.450**| -0.603***       | -0.515***|
|                                | (0.150)              | (0.153) | (0.163)         | (0.149) |
| Median household income:       |                      |         |                  |         |
| 50%–80%                        | -0.225+              | -0.223+ | -0.219         | -0.200  |
|                                | (0.119)              | (0.123) | (0.134)         | (0.124) |
| Median household income:       |                      |         |                  |         |
| 80%–120%                       | Ref.                 | Ref.    | Ref.             | Ref.    |
| Median household income:       |                      |         |                  |         |
| 120%–200%                      | 0.286**              | 0.330** | 0.246+         | 0.256*  |
|                                | (0.111)              | (0.119) | (0.134)         | (0.125) |
| Median household income:       |                      |         |                  |         |
| <200%                          | 0.421*               | 0.499** | 0.436*         | 0.421*  |
|                                | (0.166)              | (0.190) | (0.197)         | (0.192) |
| Couple (has a partner)         | 0.249**              | 0.285***| -0.065        | -0.063  |
|                                | (0.083)              | (0.086) | (0.093)         | (0.085) |
| Religious                      | 0.421***             | 0.468***| 0.220         | 0.227+  |
|                                | (0.119)              | (0.130) | (0.135)         | (0.124) |
| BMI<25: Normal                 | -0.078               | -0.053  | 0.045         | 0.024  |
|                                | (0.085)              | (0.090) | (0.095)         | (0.086) |
| 25<BMI<29: Overweight          | Ref.                 | Ref.    | Ref.            | Ref.    |
| BMI>29: Obese                  | -0.162               | -0.181+ | -0.253*       | -0.247* |
|                                | (0.104)              | (0.106) | (0.114)        | (0.103) |
| Child (under 18) in household  | 0.314**              | 0.305** | 0.126         | 0.130  |
|                                | (0.110)              | (0.118) | (0.127)        | (0.116) |
### Table A1. Regression results—third part

|                                | General satisfaction | Future prospects |
|--------------------------------|----------------------|------------------|
|                                | OLS                  | Ordered          | OLS              | Ordered          |
| **Day of interview (linear)**  |                     |                  |                  |
|                                | -0.074*              | -0.085**         | -0.034           | -0.040           |
|                                | (0.029)              | (0.031)          | (0.035)          | (0.031)          |
|                                | **Day of interview (quadratic)** |         |                  |
|                                | 0.002**              | 0.003**          | 0.001            | 0.001            |
|                                | (0.001)              | (0.001)          | (0.001)          | (0.001)          |
| **Constant**                   | YES                  | YES              | YES              | YES              |
| **Observations**               | 3,386                | 3,386            | 3,346            | 3,346            |
| **R-squared**                  | 0.326                |                  | 0.264            |                  |
| **Hour of interview FE**       | YES                  | YES              | YES              | YES              |
| **County FE**                  | YES                  | YES              | YES              | YES              |
| **SE is clustered by households** | YES                  | YES              | YES              | YES              |
| **F**                          | 18.02***             |                  | 14.41***         |                  |
| **Wald chi²**                  | 914.17***            |                  | 688.39***        |                  |

Robust standard errors in parentheses

*** p<0.001, ** p<0.01, * p<0.05, + p<0.1
Table A2. The interaction between Thursday and the weekly working hours, OLS results—first part

|                           | General satisfaction | Future prospects |
|---------------------------|----------------------|------------------|
| Tuesday                   | -0.049               | -0.325           |
|                           | (0.215)              | (0.271)          |
| Wednesday                 | -0.251               | -0.262           |
|                           | (0.215)              | (0.271)          |
| Thursday                  | 1.800                | 1.014            |
|                           | (1.381)              | (1.545)          |
| Friday                    | -0.184               | -0.286           |
|                           | (0.207)              | (0.236)          |
| Saturday                  | -0.276               | -0.283           |
|                           | (0.194)              | (0.216)          |
| Sunday                    | -0.147               | -0.179           |
|                           | (0.213)              | (0.226)          |
| Weekly working hours      | 0.025**              | 0.019+           |
|                           | (0.009)              | (0.011)          |
| Thursday × Weekly working hours | -0.061+       | -0.042           |
|                           | (0.033)              | (0.037)          |
| Female                    | 0.047                | 0.076            |
|                           | (0.102)              | (0.107)          |
| Age: 16–35                | 0.152                | 0.207            |
|                           | (0.137)              | (0.153)          |
| Age: 36–50                | Ref.                 | Ref.             |
| Age: 51–65                | -0.197               | -0.397*          |
|                           | (0.135)              | (0.155)          |
| Age: 66+                  | 1.528***             | -0.416           |
|                           | (0.454)              | (1.203)          |
| Schooling: Elementary     | -0.974***            | -1.126***        |
|                           | (0.215)              | (0.257)          |
| Schooling: Vocational     | Ref.                 | Ref.             |
| Schooling: High-school final exam | 0.414**     | 0.395**          |
|                           | (0.134)              | (0.143)          |
| Schooling: Tertiary       | 1.152***             | 1.082***         |
|                           | (0.145)              | (0.174)          |
Table A2. The interaction between Thursday and the weekly working hours, OLS results—second part

|                                           | General satisfaction | Future prospects |
|-------------------------------------------|----------------------|------------------|
| Median household income: >50%             | -0.254               | -0.434           |
|                                           | (0.345)              | (0.332)          |
| Median household income: 50%–80%         | -0.214               | -0.115           |
|                                           | (0.182)              | (0.200)          |
| Median household income: 80%–120%        | Ref.                 | Ref.             |
| Median household income: 120%–200%       | 0.153                | 0.225            |
|                                           | (0.133)              | (0.157)          |
| Median household income: <200%           | 0.361+               | 0.425*           |
|                                           | (0.186)              | (0.211)          |
| Couple (has a partner)                    | 0.336**              | 0.066            |
|                                           | (0.118)              | (0.130)          |
| Religious                                 | 0.388+               | 0.196            |
|                                           | (0.204)              | (0.213)          |
| BMI<25: Normal                            | -0.052               | 0.034            |
|                                           | (0.121)              | (0.121)          |
| 25<BMI<29: Overweight                     | Ref.                 | Ref.             |
| BMI>29: Obese                             | -0.344*              | -0.545**         |
|                                           | (0.172)              | (0.177)          |
| Child (under 18) in household             | 0.111                | -0.074           |
|                                           | (0.132)              | (0.153)          |
| Day of interview (linear)                | -0.102*              | -0.051           |
|                                           | (0.043)              | (0.048)          |
| Day of interview (quadratic)             | 0.003*               | 0.002            |
|                                           | (0.001)              | (0.001)          |
| Constant                                  | YES                  | YES              |
| Observations                              | 1,407                | 1,396            |
| R-squared                                 | 0.321                | 0.290            |
| Hour of interview FE                      | YES                  | YES              |
| County FE                                 | YES                  | YES              |
| SE is clustered by households             | YES                  | YES              |
| F                                         | 10.18***             | 8.066***         |