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Abstract Increased ocean-driven basal melting beneath Antarctic ice shelves causes grounded ice to flow into the ocean at an accelerated rate, with consequences for global sea level. The turbulent transfer of heat through the ice shelf–ocean boundary layer is critical in setting the basal melt rate, yet the processes controlling this transfer are poorly understood and inadequately represented in global climate models. This creates large uncertainties in predictions of future sea level rise. Using a hot-water drilled access hole, two turbulence instrument clusters (TICs) were deployed 2.5 and 13.5 m beneath Larsen C ice shelf in December 2011. Both instruments returned a yearlong record of turbulent velocity fluctuations, providing a unique opportunity to explore the turbulent processes within the ice shelf–ocean boundary layer. Although the scaling between the turbulent kinetic energy (TKE) dissipation rate and mean flow speed varies with distance from the ice shelf base, at both TICs the TKE dissipation rate is balanced entirely by the rate of shear production. The freshwater released by basal melting plays no role in the TKE balance. When the upper TIC is within the log-layer, we derive an under-ice drag coefficient of 0.0022 and a roughness length of 0.44 mm, indicating that the ice base is smooth. Finally, we demonstrate that although the canonical three-equation melt rate parameterization can accurately predict the melt rate for this example of smooth ice underlain by a cold, tidally forced boundary layer, the law of the wall assumption employed by the parameterization does not hold at low flow speeds.

Plain Language Summary Antarctic ice shelves are the floating extensions of the Antarctic ice sheet. They help control the future contribution of Antarctica to global sea level rise by restricting the flow of grounded ice into the ocean. Many ice shelves are increasingly being melted from beneath by relatively warm ocean waters, leading to an acceleration in the flow of ice from the ice sheet interior into the ocean. The very small-scale turbulent processes that control the rate of basal melting, however, are poorly represented in global climate models, resulting in large uncertainties in projections of future sea level rise. Here we present a yearlong record of the turbulent processes that drive basal melting beneath an Antarctic ice shelf. We show that at our measurement site the turbulence generated by the mean flow is dissipated entirely by small-scale molecular processes. The freshwater released by basal melting does not significantly influence the turbulent environment. Most importantly, however, we demonstrate directly from our observations that existing representations of basal melting in global climate models can accurately predict the melt rate when turbulent mixing is sufficiently intense to overcome stratification. Much work remains to be done, as the turbulent environment varies widely between ice shelves.

1. Introduction

Antarctic ice shelves—the floating extensions of the Antarctic ice sheet—play a significant role in global climate. Not only are ice shelf–ocean interactions important for the formation of Antarctic Bottom Water (Foldvik et al., 1985; Foldvik et al., 2004), a major water mass that fills much of the global abyssal ocean, but by retarding the seaward flow of grounded ice from the continental interior (Fürst et al., 2016), ice shelves are also hugely important in regulating Antarctica’s contribution to global sea level (Shepherd et al., 2004). The Antarctic cryosphere, however, remains the single largest source of uncertainty in future sea level projections (Church et al., 2013) due to insufficient understanding of some fundamental processes. With some models suggesting Antarctica could contribute >1 m to global mean sea level by 2100 via the marine ice sheet instability (Bamber et al., 2009; DeConto & Pollard, 2016), reducing the uncertainty in the Antarctic ice sheet’s future contribution is essential for reliable sea level forecasting.

Antarctic ice shelves are melted from beneath when in contact with ocean waters that have a temperature sufficiently above the in situ freezing point (Jenkins, 1999; Shepherd et al., 2018). The magnitude of basal
melting is controlled by molecular processes at the ice shelf base (McPhee et al., 2008), and the rate at which heat and salt is transported vertically through the turbulent ice shelf-ocean boundary layer (Holland & Jenkins, 1999). Ocean-induced ice shelf thinning can trigger acceleration (Mouginot et al., 2014), thinning (M. McMillan et al., 2014), and mass loss (IMBIE, 2018) from grounded ice upstream, as well as grounding line retreat (Rignot et al., 2014; Scheuchl et al., 2016), with major implications for global sea level rise (Shepherd et al., 2012) and marine ice sheet stability (Bamber et al., 2009). The rate of ocean-induced ice shelf thinning is known to have accelerated over recent decades (Paolo et al., 2015), and mass loss from the Antarctic ice sheet has increased six-fold between 1979-1990 and 2009-2017 (Rignot et al., 2019).

In the Amundsen Sea sector of West Antarctica, warm Circumpolar Deep Water that floods onto the continental shelf (Assmann et al., 2019; Wählin et al., 2010; D. P. Walker et al., 2013) can drive rapid melting near ice shelf grounding lines (Jacobs et al., 2011; Khazendar et al., 2016; Pritchard et al., 2012; Shepherd et al., 2002). On Pine Island Glacier, a major outlet glacier in the Amundsen Sea sector that drains ~10% of the West Antarctic Ice Sheet (Shepherd et al., 2001), the turbulent transfer of ocean heat through its channelized ice shelf-ocean boundary layer can drive melt rates of up to 24 m/year away from the grounding line (Stanton et al., 2013). Satellite records indicate that Pine Island Glacier’s grounding line has retreated by tens of kilometers since 1992 (Park et al., 2013), and this retreat appears to be part of a longer term trend that was triggered in the 1940s by the creation of a new sub-ice shelf cavity as thinning ice went afloat (Smith et al., 2017). At present, the grounding line may even be engaged in an unstable retreat down the retrograde bedrock slope on which Pine Island Glacier is grounded (Favier et al., 2014; Jenkins et al., 2016). Elsewhere, grounding line retreat on Thwaites Glacier is driving more efficient basal melting (Müllillo et al., 2019) and an acceleration in the rate of mass loss from the Amundsen Sea region (IMBIE, 2018).

Over the coming century, model simulations suggest that even the most stable ice shelves, such as Filchner-Ronne, may experience dramatic increases in basal melting as changes in ocean circulation divert warm ocean waters into these historically cold sub-ice shelf ocean cavities (Hellmer et al., 2012, 2017; Timmermann & Hellmer, 2013). Such changes could boost average basal melting beneath Filchner-Ronne from 0.2 m/year to almost 4 m/year during the second half of the 21st century, with implications for global sea level (Hellmer et al., 2012).

Numerous modeling studies have demonstrated that ice shelf basal melting is a critical factor in driving ice sheet retreat (e.g. Arthern & Williams, 2017; Cornford et al., 2015; DeConto & Pollard, 2016; Favier et al., 2014; Goldberg et al., 2019; Joughin et al., 2014), with basal melting near the grounding zone and in the new sub-ice shelf cavities created as melting ice shelves go afloat being particularly important (Arthern & Williams, 2017; Reese et al., 2018; R. T. Walker et al., 2008). Thus, realistic representations of the magnitude and distribution of ice shelf basal melting in global climate models is essential for forecasting 21st century sea level rise. Current parameterizations of basal melting, however, are poorly constrained by observations, and different parameterizations can yield model melt rates that vary by up to a factor of 5 (Dansereau et al., 2014). The canonical three-equation melt rate parameterization (Holland & Jenkins, 1999) has only been calibrated for a single location (Jenkins et al., 2010) and often requires regional tuning to match observed melt rates (Begeman et al., 2018; Dutrieux et al., 2014). Furthermore, the three-equation parameterization is known to perform poorly when predicting the melt rate in the presence of strong stratification (Kimura et al., 2015) or a buoyancy-driven plume flowing along a sloped ice shelf base (McConnachie & Kerr, 2017).

Improving existing parameterizations of basal melting and developing new formulations based on the underlying physics of the turbulent boundary layer is therefore essential for robust global simulations of future sea level rise. Such developments will require both sustained observational and high-resolution modeling studies (e.g., Vreugdenhil & Taylor, 2019) of the different boundary layer environments found beneath a range of Antarctic ice shelves. Here we present a yearlong observational time series of the turbulent environment in the boundary layer beneath an Antarctic ice shelf. Techniques that have been exploited extensively in the Arctic to understand the sea ice-ocean boundary layer (e.g., McPhee, 2002; Peterson et al., 2017) were adapted to provide a unique set of observations that give an unparalleled opportunity to explore the important turbulent processes in a cold, tidally forced sub-ice shelf cavity (Nicholls et al., 2012).

In section 2 we discuss the methods used to observe the ice shelf-ocean boundary layer. In section 3 we present our observations, and in section 4 we develop a turbulent kinetic energy (TKE) budget for the ice shelf-
ocean boundary layer and discuss the factors that set the scales of turbulence at different depths. We further derive an observational estimate of the drag coefficient and then assess the performance of the canonical three-equation melt rate model. We finish with our conclusions and outlook in section 5.

2. Ice Shelf-Ocean Boundary Layer Observations

2.1. Turbulence Instrument Clusters

An access hole was drilled with hot water through the southern Larsen C ice shelf (68°18.0′S, 63°21.8′W; Figure 1) in December 2011 and used to deploy turbulence instrument clusters (TICs) 2.5 and 13.5 m beneath the ice shelf base (Nicholls et al., 2012; Figure 2a). The ice thickness at the location of the borehole was 355.5 m, the surface elevation 54.5 m, and the sea floor depth 493 m. The water column thickness was 192 m, and the water pressure at the ice shelf base was 304 db. The water column properties at the location of the access hole are relatively uniform (Figures 2b and 2c), with the total range in temperature and salinity not exceeding 0.2°C and 0.05 psu. Below 400 m, and within 25 m of the ice shelf base, the water column is predominantly homogenous, with a density gradient close to zero. The bulk buoyancy frequency at the depth of the TICs is \(3 \times 10^{-4} \text{s}^{-1}\). A weak pycnocline is seen between 325 and 400 m.

Each TIC was designed to resolve the turbulent fluxes in the ice shelf-ocean boundary layer and consisted of a Nobska Modular Acoustic Velocity Sensor (MAVS) differential acoustic travel-time 3-D velocity sensor and a fast response Rockland Scientific International “MicroSquid” temperature sensor (Figure 2a). A ballast weight was used to hold the flexible mooring cable vertical in the strong tidal currents, and the TICs were directly connected to a data logger at the ice shelf surface. While the Rockland MicroSquid returned a reliable time series of the tidal and longer timescale temperature variability, the very low dynamic range of the turbulent temperature fluctuations in the ice shelf-ocean boundary meant that those signals could not be

Figure 1. Larsen C ice shelf and the location of the hot water drilled access hole (red dot). Colored contours show water column thickness from Bedmap2 (Fretwell et al., 2013).
resolved by the 10-bit digitizer used to convert the data. The focus of this paper is therefore on the velocity data collected by the MAVS, with each instrument providing a 392-day record of the turbulent velocity fluctuations (Davis & Nicholls, 2019).

The MAVS records four raw path velocities between two sensor rings with an acoustic path length of 9.5 cm (Trivett et al., 1990). These four raw path velocities are mapped into three orthogonal velocity components in an instrument reference frame, with the exact mapping depending on the orientation of the MAVS. Using the pitch, roll, and compass components recorded at the same rate as the velocity, the instrument-frame velocity components are then transformed into a geographically aligned horizontal \((u, v)\) and vertical \((w)\) reference frame. \(u\) is defined positive east, \(v\) is positive north, and \(w\) is positive toward the ice base. The absolute maximum pitch and roll at either MAVS did not exceed 4°, and a magnetic variation correction of 18° east was applied to the horizontal velocity components.

Each MAVS sampled at a rate of 5 Hz and operated in burst mode with 15 min of data collected every two hours. In total, 4,600 bursts were collected. Each individual burst was subjected to a number of quality control checks (fully described in the following sections), and if it failed these checks, excluded from the data set. In total, 286 bursts were flagged as suspect. The 15-min sampling window was chosen as a balance between providing a sample that is long enough to capture the true covariance of the turbulent eddies, while avoiding longer term temporal variability (McPhee, 2008a). Imperfections in the data logging resulted in some variability in the length of each burst; a final burst length of 14.75 min was adopted for use throughout the analysis. Bursts shorter than 14.75 min were excluded from the data set, while only the first 14.75 min of data were used for longer bursts.

**Figure 2.** (a) Schematic of the turbulent instrument clusters deployed beneath Larsen C and profiles of (b) potential temperature and (c) salinity at the location of the hot water drilled access hole. The two distinct groups of profiles were taken 7 hr apart, demonstrating the change in water conditions over a tidal cycle. The black dashed lines in (b) and (c) indicate the position of the two turbulence instrument clusters, and the grey patch marks the base of the ice shelf.
2.2. Turbulent Velocity Spectra

Turbulent velocity spectra were calculated using standard methods (McPhee, 2002, 2008a). Initially, the geographically referenced horizontal and vertical velocity components from each burst are rotated into a “streamwise” coordinate system aligned with the mean flow direction during that burst ($u_s, v_s, w_s$). In this coordinate system, the cross stream and vertical velocity components average to zero ($\bar{v}_s = \bar{w}_s = 0$; where overbar represents the burst average), and $\bar{u}_s$ is equal to the burst averaged flow speed:

$$\bar{u}_s = \sqrt{u^2 + v^2 + w^2}.$$  

Deviatory time series ($u'_s, v'_s, w'_s$) for each burst are then formed, where, for example, $u'_s = u_s - \bar{u}_s$. From the deviatory time series, the one-sided turbulent velocity energy spectra in frequency space, $E_{jj}(f)$, are computed for each streamwise velocity component, $j$, using the multitaper method (Thomson, 1982).

Taylor’s “frozen field” hypothesis is used to convert frequency space, $f$, into angular wavenumber space, $k$ (Pope, 2000; Tennekes & Lumley, 1972)

$$k = \frac{2\pi f}{\bar{u}},$$  

and the one-sided turbulent velocity energy spectra in wavenumber space for any velocity component, $E_j(k)$, can be derived from the corresponding one-side energy spectra in frequency space as

$$E_j(k) = 2\pi \rho_j(f)\pi.$$  

The “frozen field” hypothesis is considered valid when the turbulent velocity fluctuations are considerably smaller than the mean velocity, or

$$\frac{u'_s \text{ RMS}}{\bar{u}} \ll 1,$$  

where $u'_s \text{ RMS}$ is the root-mean-square of the deviatory time series in the direction of mean advection (Bluteau et al., 2011). Here we use a cutoff of 0.5. Bursts that violate the “frozen field” hypothesis were excluded from the analysis.

To reduce variance at high angular wavenumbers, all wavenumber spectra are bin averaged onto a common $\log_{10}(k)$ grid (McPhee, 2002). To increase the signal-to-noise ratio further, wavenumber spectra from different MAVS bursts are then bin averaged as a function of mean flow speed, with a bin width of 1 cm/s (Figure 3). At high mean flow speeds (>20 cm/s at the upper MAVS and >23 cm/s at the lower MAVS),
the number of bursts in each bin decreases dramatically, and the results from these bins must be treated with caution. A more typical approach in observational turbulence analysis is to average wavenumber spectra as a function of time during relatively steady flow conditions (McPhee, 2008a). This approach is not possible here due to the strong tidal currents (Figures 4a and 4c). As a result, in this study we do not consider the temporal evolution of the turbulent properties beneath Larsen C.

2.3. TKE Dissipation Rate

Under isotropic conditions, the inertial subrange of the one-sided turbulent velocity energy spectra in wavenumber space for any streamwise velocity component can be used to estimate the TKE dissipation rate, ε (Bluteau et al., 2011)

\[
E_j(k) = A_j C \varepsilon^{2/3} k^{-5/3},
\]

where \( C = 1.5 \) is the empirical Kolmogorov universal constant and \( A_j \) is a constant that depends on the velocity component used to derive the wavenumber spectrum (Pope, 2000). In the direction of the mean flow \( A_u = 18/55 \). In the cross stream and vertical directions \( A_v = A_w = 1.33 A_u \) (Pope, 2000).

To calculate the rate of TKE dissipation as a function of mean flow speed, equation (4) is fitted to the mean turbulent velocity wavenumber spectrum from each mean flow speed bin for each streamwise velocity component after the noise floor has been subtracted (see Appendix A; J. M. McMillan et al., 2016). The fit is
computed in log space over all possible quarter-wavenumber decades, and the TKE dissipation rate associated with the quarter-wavenumber fit with the lowest root-mean-square deviation from the observed spectrum is extracted.

In a stratified fluid, the inertial subrange is restricted to length scales between the Ozmidov length scale

$$L_O = \left( \frac{\varepsilon}{N^2} \right)^{1/2},$$

where \( N \) is the buoyancy frequency and the Kolmogorov length scale

$$L_K = \left( \frac{\nu^3}{\varepsilon} \right)^{1/4},$$

where \( \nu \) is the kinematic viscosity of seawater (Pope, 2000). To confirm that the best fit quarter-wavenumber decade lies within the inertial subrange, the rate of TKE dissipation associated with this fit is used to calculate the theoretical wavenumber bounds \( 3/L_O \leq k \leq 1/(10L_K) \) of the inertial subrange (Bluteau et al., 2011). If the best fit quarter-wavenumber decade falls outside the inertial subrange, an iterative process is used to find the rate of TKE dissipation associated with the quarter-wavenumber decade that has the lowest root-mean-square deviation from the observed spectrum while satisfying the theoretical wavenumber bounds.

### 2.4. Friction Velocity and Mixing Length

Alongside the turbulent velocity spectra and the rate of TKE dissipation, two further turbulent quantities are derived: friction velocity and mixing length. Friction velocity is a measure of the overturning speed of the large, energy containing eddies, and the mixing length represents the vertical distance over which they diffuse momentum (McPhee, 1994). For each MAVS burst, friction velocity is calculated as a function of the burst-averaged kinematic Reynolds stresses, \( \overline{u'w'_v} \) and \( \overline{v'w'_v} \):

$$u_* = \left[ \overline{u'w'_v}^2 + \overline{v'w'_v}^2 \right]^{1/2}. \quad (7)$$

Both the MAVS central strut and the flexible mooring on which they were deployed (Figure 2a) create noise in the covariance terms that artificially increase the magnitude of the friction velocity. Therefore, the deviatory velocity time series are filtered prior to calculating the covariance terms (Appendix A). The individual estimates of friction velocity are subsequently bin averaged as a function of mean flow speed such that they are comparable with the estimates of the TKE dissipation rate. Note that the definition of the friction velocity in equation (7) is local to the depth of each MAVS, rather than that at the ice shelf base (McPhee, 2002).

Mixing length is estimated from the inverse of the wavenumber at the peak of the variance-preserving form of the streamwise vertical velocity turbulent wavenumber spectrum: \( k E_{u'_w}_v(k) \) (McPhee, 1994; McPhee & Martinson, 1994). To calculate the mixing length, the variance-preserving vertical velocity spectra are first derived for each individual MAVS burst. Following the same approach discussed above for the turbulent velocity spectra, the individual variance-preserving spectra are then averaged onto a common log10(\( k \)) grid, before being bin averaged as a function of mean flow speed. For each mean flow speed bin, a least squares spline curve is fitted to the mean variance-preserving spectrum (McPhee, 2008a), and the angular wavenumber at the peak of this curve (\( k_{\text{max}} \)) is extracted. Mixing length is subsequently calculated as (McPhee, 1994):

$$\lambda_m = \frac{0.85}{k_{\text{max}}} \quad (8)$$

### 2.5. CTD Profiles and Upward Looking Sonar

Concurrent with the deployment of the TICs, snapshots of the water column structure beneath Larsen C were obtained with a FastCat SBE49 CTD (conductivity-temperature-depth) sensor. The temperature and salinity are estimated to have an accuracy of 0.004°C and 0.005 psu. A second hot-water drilled access hole located at the same site was instrumented with an upward looking sonar (ULS; Figure 2a). An estimate of the rate of basal melting at the TICs can be derived from the time derivative of the range from the ULS to the ice shelf base (Nicholls et al., 2012). As the ULS was deployed on a flexible cable, the range estimates are contaminated at tidal frequencies by swinging of the mooring line. This noise was removed by low-pass filtering the range estimates with a cutoff at 15 days, and the melt rate was subsequently calculated from the time derivative of this smoothed time series.
### Table 1

*Ellipses Parameters for the Seven Strongest Tidal Constituents at the Upper and Lower MAVS*

| Constituent | Upper MAVS | | Lower MAVS | | |
|-------------|------------|------------|------------|------------|------------|
|             | Semimajor (cm/s) | Semiminor (cm/s) | Phase (°) | Inclination (°) | Semimajor (cm/s) | Semiminor (cm/s) | Phase (°) | Inclination (°) |
| P1          | 1.81       | +0.14      | 324       | 154         | 2.52       | +0.01      | 328       | 155         |
| K1          | 5.47       | +0.45      | 322       | 154         | 7.44       | +0.76      | 325       | 152         |
| O1          | 4.69       | +0.61      | 294       | 154         | 6.75       | +1.19      | 295       | 147         |
| K2          | 1.03       | -0.56      | 234       | 143         | 1.48       | -0.38      | 232       | 150         |
| M2          | 5.33       | -1.26      | 343       | 1           | 6.24       | -1.10      | 345       | 3           |
| S2          | 3.89       | -0.92      | 12        | 4           | 4.60       | -0.44      | 17        | 0           |
| N2          | 0.75       | -0.14      | 324       | 2           | 0.92       | -0.23      | 326       | 3           |

*Note.* Inclination angles are defined positive counterclockwise from due east. Abbreviation: MAVS, Modular Acoustic Velocity Sensor.

---

### Figure 5

Tidal ellipses for the seven major tidal constituents from the upper (blue) and lower (red) Modular Acoustic Velocity Sensor.

---

### 3. Results

Here we present our observations of the turbulent environment beneath Larsen C. In section 4 we then combine these different observations to explore the dynamics of the ice shelf-ocean boundary layer in more detail.

#### 3.1. Burst-averaged Flow Speed and TKE

Consistent with the analysis of Nicholls et al. (2012) from the same site, the horizontal flow at both the upper and lower MAVS is dominated by the tides (Figures 4a and 4c). The maximum burst-averaged flow speed at the upper MAVS (22.6 cm/s) is weaker than that at the lower MAVS (27.9 cm/s), commensurate with its proximity to the ice shelf base. Harmonic analysis (Codiga, 2011) of the burst-averaged velocity time series shows that the tides have mixed diurnal and semidiurnal properties. The ellipse parameters for the seven strongest constituents (three diurnals and four semidiurnals) are given in Table 1 and Figure 5. Semidiurnal tidal currents are broadly aligned east-west, in line with the geographic orientation of the Kenyon Peninsula (Figure 1), while the diurnal tidal ellipses are largely orientated northwest-southeast. The negative semidiurnal semiminor axes (counterclockwise rotation of the tidal current vector with time; Table 1) are consistent with the effect of friction against the ice shelf base (e.g., Makinson et al., 2006; Prandle, 1982). The amplitude of the tides (i.e., the semimajor axis) presented in Table 1 differ substantially from those reported by Nicholls et al. (2012). Nicholls et al. used the response method to extract the ellipse parameters from an 8-day time series, and thus the discrepancies are likely related to the length of the time series and aliasing of the spring-neap cycle. Note that the ellipse parameters presented here should be used in preference to those from Nicholls et al. in future studies.

The intensity of the turbulence within the ice shelf-ocean boundary layer, quantified through the burst-averaged TKE

$$\tau = \frac{1}{2} \left( \left( \langle u' \rangle^2 + \langle v' \rangle^2 + \langle w' \rangle^2 \right) \right),$$

is also dominated by the tides and shows a clear spring-neap cycle at both MAVS (Figures 4b and 4d). During neap tides, the TKE averages 1 to 2 cm²/s² but increases by up to an order of magnitude (>10 cm²/s²) during spring tides (especially at the lower MAVS), as a vigorous turbulent eddy field in the ice shelf-ocean boundary layer drives elevated levels of TKE. While the spring tide peaks in TKE are greater at the lower MAVS than at the upper MAVS, the median TKE and 75th percentile for the whole deployment are greater at the upper MAVS than at the lower MAVS (0.7 and 1.4 cm²/s² compared with 0.4 and 1.0 cm²/s²). On longer time scales, the interaction of the diurnal and semidiurnal tides generates periods of elevated (e.g., June 2012 or December 2012) and reduced (e.g., April 2012 or September 2012) TKE associated with modulation of the tidal current strength.

#### 3.2. Wavenumber Spectra and TKE Dissipation Rate

Turbulent velocity wavenumber spectra as a function of mean flow speed for the along-stream and vertical velocity components all show a clear inertial subrange spanning at least two wavenumber decades (Figure 6). In the inertial subrange, the ratios between the along-stream and vertical cross-stream velocity spectra lie within the theoretical range of 1 to 4/3 (not shown), indicating that at these scales the turbulence in the ice shelf-ocean boundary layer is largely isotropic (Batchelor, 1976; Biltoft, 2001; Chamecki...
At smaller wavenumbers outside of the inertial subrange, and in the area of the wavenumber spectra contaminated by the eddy shed from the MAVS central strut, the ratio changes significantly and the turbulence at these scales is clearly anisotropic (Batchelor, 1976). For all turbulent velocity spectra (Figure 6), the power spectral density at any wavenumber increases as a function of mean flow speed at both MAVS, reflecting the elevated levels of TKE observed during the periods of strongest tidal flow (Figure 4). For a given mean flow speed, the energy level at the upper MAVS is greater than that at the lower MAVS, mirroring the higher median TKE observed at the upper MAVS. At the highest mean flow speeds, the quality of the wavenumber spectra deteriorate due to the limited number of bursts included in these mean flow speed bins (Figure 3).

In line with the increasing energy levels as a function of mean flow speed, the rate of TKE dissipation increases from a minimum of \( ~10^{-9} \) W/kg at both MAVS to a maximum of \( ~10^{-6} \) W/kg at the upper MAVS and \( ~10^{-7} \) W/kg at the lower MAVS (Figures 7a and 7b). The rate of TKE dissipation is similar to that observed under sea ice in the Arctic (McPhee, 2002; Peterson et al., 2017) and the Antarctic (McPhee, 1994; McPhee & Martinson, 1994), but is greater than that observed beneath Pine Island Ice Shelf \( (~10^{-9} \) W/kg; Kimura et al., 2016) and George VI Ice Shelf \( (~10^{-10} \) W/kg; Venables et al., 2014). As a function of mean flow speed, \( \varepsilon \) scales as a power law at the upper MAVS \( (\tau^2 = 0.93) \) and exponentially at the lower MAVS \( (\tau^2 = 0.78) \). The significance of this cubic scaling is discussed later in section 4.2.

Figure 6. Turbulent velocity wavenumber spectra as a function of mean flow speed for (a and b) the upper and (c and d) the lower Modular Acoustic Velocity Sensor (MAVS). Shown here are spectra for (a and c) the along-stream velocity component and (b and d) the vertical cross-stream velocity component. The thick black line in each panel is a representative \(-5/3\) slope. The eddy shed from the MAVS central strut is clearly visible at \( k = 10^2 \) m \(^{-1}\). Spectra from the horizontal cross-stream velocity component are not shown but have a shape similar to the vertical cross-stream spectra.
3.3. Friction Velocity and Mixing Length

Friction velocity (Figure 7c) shows a large scatter, with values ranging from 0.01 to 2.7 cm/s. The scatter is related to the length of each burst and the balance that must be struck between sampling long enough to capture the true covariance of the turbulent eddy field while avoiding longer term temporal variability. In some cases, the length of each burst is too short to fully capture the eddy covariance, resulting in a large spread of friction velocities. Like the rate of TKE dissipation, friction velocities beneath Larsen C are similar to those found in neutral boundary layers beneath Arctic and Antarctic sea ice (McPhee, 2008b; Peterson et al., 2017), but somewhat less than those observed in the channelized ice shelf-ocean boundary layer beneath Pine Island Glacier (Stanton et al., 2013). Friction velocity scales linearly with mean flow speed at both MAVS, and its magnitude is generally greater at the upper MAVS, consistent with higher Reynolds stresses closer to the boundary.

At low-flow speeds, differing behavior is observed between the upper and lower MAVS. While friction velocity at the upper MAVS begins to decrease faster than the linear scaling suggests for mean flow speeds below

![Figure 7.](a) Rate of turbulent kinetic energy dissipation, $\varepsilon$, at the upper Modular Acoustic Velocity Sensor (MAVS) derived from the along-stream and cross-stream turbulent velocity wavenumber spectra. The black solid line is a power-law fit to $\varepsilon$ over all mean flow speed bins. The grey line is a cubic power-law fit to $\varepsilon$ for mean flow speeds greater than 10 cm/s. (b) The same as (a) except for the lower MAVS. The black solid line is an exponential fit to $\varepsilon$ over all mean flow speed bins. (c) Friction velocity as a function of mean flow speed (large colored dots) from the upper (blue) and lower (red) MAVS. The small blue and red dots are the average friction velocity from each individual MAVS burst. The solid blue and red lines are linear fits to the bin-averaged friction velocity. The solid black line is an estimate of the friction velocity derived from the drag coefficient (see section 4.3). The grey patch represents the uncertainty in the drag coefficient. (d) Mixing length as a function of mean flow speed from the upper (blue) and lower (red) MAVS. The solid blue and red lines are asymptotic exponential growth fits to the bin-averaged mixing length.
3 cm/s, no such behavior is observed at the lower MAVS. The large scatter in individual estimates of the friction velocity means that more observations at these flow speeds would be required to understand these differences in behavior in more detail and to address questions related to minimum friction velocities appropriate for use in models (e.g., Gwyther et al., 2015).

At both MAVS, mixing length increases with mean flow speed from a minimum of 0.3 m (Figure 7d). At the upper MAVS, the mixing length asymptotes towards a maximum of ≈1.2 m above $u = 10$ cm/s. At the lower MAVS, the maximum observed mixing length ranges between 2 and 2.5 m. Larger mixing lengths at the lower MAVS are consistent with its greater distance from the ice shelf base. As distance to the boundary increases, the presence of the boundary exerts less of a restriction on the size of the energy-containing eddies. The size of the mixing length at the depth of each MAVS is consistent with observations at similar depths under Arctic and Antarctic sea ice (McPhee, 2002; McPhee & Martinson, 1994). The physical processes that set the mixing length will be discussed in the section 4.2.

4. Discussion

In this section, we use our observations of the turbulent environment beneath Larsen C to explore the dynamics of the boundary layer in more detail. In particular, we develop a TKE budget for the ice shelf-ocean boundary layer, discuss the processes that set the scales of turbulence, derive an estimate of the under-ice drag coefficient, and quantify the performance of the canonical three-equation melt rate model.

4.1. TKE Budget

Successful parameterizations of basal melting must be sensitive to the range of different turbulent environments found beneath Antarctic ice shelves. For example, basal melt rates predicted by the three-equation parameterization beneath George VI ice shelf are an order of magnitude higher than observations (Kimura et al., 2015), and this discrepancy is likely related to the inability of the three-equation parameterization to account for the effects of buoyancy on the intensity of the turbulence. Here we derive an observational estimate of the TKE budget beneath Larsen C, highlighting the important sources and sinks of turbulence in the ice shelf-ocean boundary layer.

For a steady stratified shear flow that is horizontally homogenous with no mean vertical motion, the TKE equation in the ice shelf-ocean boundary layer is given by (McPhee, 2008a; Tennekes & Lumley, 1972)

$$-\langle u'w' \rangle \frac{\partial \rho_b}{\partial z} - \langle v'w' \rangle \frac{\partial \rho}{\partial z} - \frac{\partial}{\partial z} \frac{\langle \rho'_w w' \rangle}{\rho_w} = \frac{\partial}{\partial z} \left( \langle u'_w u'_w \rangle / 2 \right) + \langle b' \rangle + \nu \left( \frac{\partial u'_i}{\partial x_j} + \frac{\partial u'_j}{\partial x_i} \right) \frac{\partial u'_i}{\partial x_j},$$

(10)

where $z$ is depth, $p$ is pressure, $\nu$ is viscosity, $\langle \rangle$ indicates a time average, and $i$ and $j$ are Einstein notation indices. A cross-correlation analysis (not shown) indicates that there is no lag between the burst averaged TKE and mean flow speed (Figure 4), justifying the use of a steady state TKE equation. The first two terms on the left-hand side represent the rate of TKE production by the turbulent Reynolds stresses acting against the mean shear

$$P_v = -\langle u'w' \rangle \frac{\partial \rho}{\partial z} - \langle v'w' \rangle \frac{\partial \rho}{\partial z},$$

(11)

while the third term on the left-hand side is the production rate of TKE through buoyancy (gravitational) forces, $b$, in the fluid

$$P_b = -\frac{\partial}{\partial z} \langle \rho'_w w' \rangle = -\langle w'b' \rangle.$$

(12)

To explain the signs in equation (12), we note that if the TKE buoyancy production rate, $P_b$, is positive, positive density anomalies are moving away from the ice base and energy is added to the turbulence by gravity (i.e., convection; negative $\langle w'b' \rangle$). In contrast, if the TKE buoyancy production rate is negative, positive density anomalies are moving toward the ice base (i.e., positive $\langle w'b' \rangle$), and energy is being expended moving denser fluid upward (McPhee, 2008a).

The first term on the right-hand side represents the vertical component of the TKE transport, consisting of the divergence of the vertical flux of TKE and the covariance of the vertical velocity with the turbulent pressure fluctuations. The second term on the right-hand side is the rate of TKE dissipation, $\epsilon$, into internal
energy (heat) of the fluid through viscous processes. The vertical component of the TKE transport term is a challenging quantity to observe in the field. Nevertheless, although the vertical velocity pressure covariance is not measured by our instruments, a finite-difference approximation of the divergence of the vertical flux of TKE can be made for the mid-point between the upper and lower MAVS (McPhee, 2004)

\[ D = \frac{\partial}{\partial z} \left( \frac{\langle w' u'_i \rangle}{2} \right) \approx \frac{\langle w' e' \rangle_{h_i} - \langle w' e' \rangle_{U}}{22}, \]  

(13)

where \( \langle w' e' \rangle = \langle w' u'_i \rangle \) and the subscripts \( U \) and \( L \) indicate the upper and lower MAVS, respectively. The sign of \( D \) varies in time, with a median value of \(-6.07 \times 10^{-12}\) W/kg and an interquartile range of \(-2.61 \times 10^{-9}\) to \(3.38 \times 10^{-9}\) W/kg. This is an order of magnitude smaller than the estimates of \( \varepsilon \) (Figures 7a and 7b), and thus, we consider \( D \) to be negligibly small compared with the remaining three terms (\( P_s, P_b \), and \( \varepsilon \); McPhee, 2008a). Therefore, at this site, the TKE budget beneath Larsen C (Equation (10)) reduces to a balance between shear production, buoyancy production/loss, and dissipation (McPhee & Martinson, 1994):

\[ P_s + P_b = \varepsilon. \]  

(14)

From the observations available, we cannot evaluate the buoyancy production/loss term directly (Equation (12)). However, by writing the shear production term (Equation (11)) as a function of the observed friction velocity (Figure 7c) and mixing length (Figure 7d; McPhee, 2008a)

\[ P_s = \frac{u_i^3}{\lambda_{m}}, \]  

(15)

we can evaluate the balance between the rate of shear production and the rate of dissipation of TKE at both MAVS, and thus indirectly derive the importance of buoyancy beneath Larsen C from the residual.

Over the full range of \( \varepsilon \) observed at both MAVS, the rate of shear production of TKE is very similar to the rate of TKE dissipation (Figure 8). Within the individual error bars, all data points lie on, or are very close to, the one-to-one line, and the residuals are no larger than the shear production or dissipation terms themselves. Therefore, buoyancy production/loss of TKE beneath Larsen C can be no larger than the shear production of TKE for any mean flow speed.

We can further refine our estimates of the importance of \( P_b \), however, by considering the possible sources of buoyancy in the ice shelf-ocean boundary layer. At the depths of the MAVS, the water column beneath Larsen C is predominantly homogenous, with very weak stratification (Figures 2b and 2c; Nicholls et al., 2012). Thus, the largest source of buoyancy to the boundary layer is that arising from basal melting. As the rate of basal melting at the ice shelf base is given by the divergence of the sensible heat flux at the phase change interface (Jenkins et al., 2010), the kinematic heat flux at the ice shelf-ocean boundary required to drive an observed melt rate is given by

\[ \langle w' T'_w \rangle_0 = \frac{1}{\rho_o c_w} \left( \rho_i L m - K_i \frac{\partial T_i}{\partial z} \right)_{h_i}, \]  

(16)

where \( T \) is temperature, \( \rho \) is density, \( c \) is specific heat capacity, \( m \) is basal melt rate, \( L \) is latent heat of fusion, \( K \) is thermal conductivity of ice (\( K_i = \rho_i c_i \kappa^i \)), where \( \kappa^i \) is thermal diffusivity, and \( z \) is depth. The subscripts \( i,0 \), and \( w \) refer to ice, ice-ocean boundary, and water, respectively. The salt flux associated with this heat flux can be broadly approximated as

\[ \langle w' S'_w \rangle_0 = \frac{c_w (S_w - S_i)}{L_i} \langle w' T'_w \rangle_0, \]  

(17)

where \( S \) is salinity (McPhee, 1992). Under Larsen C, \( S_w \) is set to 34.54 (Nicholls et al., 2012), and \( S_i \) is assumed to be zero. Finally, the rate of TKE production by the buoyancy forces associated with the observed melt rate is

\[ P_b = \langle w' T'_w \rangle_0. \]
where $g$ is acceleration due to gravity and $\alpha$ and $\beta$ are the thermal expansion coefficient and saline contraction coefficient calculated at a temperature, salinity, and pressure of -2.05 °C, 34.54, and 304 dbar (Nicholls et al., 2012). From the ULS, the mean basal melt rate is 0.7 m/year, and from thermistors frozen into the ice shelf, the temperature gradient within the ice at the ice-ocean boundary is -0.11°C/m. This implies a mean kinematic heat flux of $1.7 \times 10^{-6}$ K m/s, and an associated salt flux of $7.0 \times 10^{-7}$ psu m/s. Together these give a stabilizing buoyancy flux of $-4.9 \times 10^{-9}$ W/kg.

This buoyancy flux from melting is an order of magnitude smaller than the observed rate of dissipation and shear production of TKE (Figure 8). Even for the highest rates of basal melting observed by the ULS (3.88 m/year), the maximum stabilizing buoyancy flux is $-2.6 \times 10^{-8}$ W/kg. This remains an order of magnitude smaller than the maximum rate of TKE dissipation and shear production. As the maximum melt rate and thus buoyancy production only occurs in conjunction with the highest rates of shear production due to tidal forcing, it is unlikely that the buoyancy production rate ever exceeds the shear production rate. Thus, we conclude that buoyancy forces are negligible at the depth of either MAVS and that the TKE budget is reduced to a balance between shear production and dissipation. Any input of freshwater from basal melting is rapidly mixed throughout the boundary layer and does not have a lasting impact on the turbulent environment. Indeed, the median Richardson number derived from the CTD profiles and the median velocity shear between the upper and lower MAVS is 0.04, with an interquartile range of 0.01 to 0.18 based on the spread in the velocity shear. A Richardson number of less than 0.25 indicates that shear instabilities can overcome stratification and drive turbulence in the water column. We consider the small residuals in excess of the error bars in Figure 8 to be largely a result of observational uncertainty.

The dominance of shear production over buoyancy production is supported by estimating the Obukhov length scale, which represents the depth below the boundary where the magnitude of the buoyancy term is equal to that of the shear production term ($\kappa = 0.41$ is the Von Kármán constant):

$$L_0 = \frac{u_0^3}{\kappa \langle w' b' \rangle_0}.$$  

$L_0$ is far greater than the depth of the MAVS, ranging from 67 m to over 100 m depending on the magnitude of the buoyancy flux and friction velocity, demonstrating that the shear production term dominates over the buoyancy term.

### 4.2. Turbulent Length Scales

The ice shelf-ocean boundary layer can be broadly split into three distinct regions: the interfacial sublayer adjacent to the ice shelf base (mm to cm) where molecular viscosity dominates the flow, the surface layer (a few meters) where the law of the wall scaling applies and distance to the boundary is the important dynamical length scale, and the outer layer (tens of meters) where the Earth’s rotation limits the turbulent length scales (Holland & Jenkins, 1999; McPhee, 2008a; Shaw et al., 2008).

In the absence of buoyancy, the surface layer is confined to the region of the boundary layer where the ratio between the measurement depth, $z_m$, and the Ekman boundary layer depth scale, $d_E$, is less than 0.05 ($f_0$ is the Coriolis parameter. Hereinafter $\eta$ is referred to as the scaled depth; Shaw et al., 2008). Work under drifting pack ice in the Arctic and the Antarctic (e.g., McPhee, 1994, 2002, 2008b) has demonstrated that in the surface layer, mixing length scales with distance from the boundary as $v z_m$. In contrast, in the outer layer mixing length scales with the planetary scale depth as $\Lambda \mu_0/[f_0]$ (where $\Lambda_\mu$ is a similarity constant equal to 0.028 and $\mu_0$ is the friction velocity at the ice-ocean boundary; McPhee, 1994). Thus, at any given depth in the boundary layer, the mixing length should be the smaller of $v z_m$ or $\Lambda \mu_0/[f_0]$, depending on whether the measurement level is in the surface layer or the outer layer (McPhee, 2008a).

As the scaled depth and the mixing length from the planetary depth scale are formulated using the friction velocity at the ice-ocean interface ($\mu_0$), they are calculated at both the upper and lower MAVS by taking the observed friction velocity from the upper MAVS. Our assumption is that the friction...
velocity observed 2.5 m beneath the ice shelf base will be a more accurate estimate of the interface friction velocity than that observed 13.5 m beneath the ice shelf base.

For mean flow speeds \(<10 \text{ cm/s}\) at the upper MAVS, the scaled depth is greater than 0.05 (Figure 9a) indicating that at 2.5 m beneath the ice shelf base, the upper MAVS sits in the outer region of the ice shelf-ocean boundary layer. At these mean flow speeds, mixing length increases quasi-linearly with \(u\) (blue dots Figure 9b), and scales closely with \(\lambda_m = \Lambda \cdot u_{0}/|f|\) (black dots Figure 9b). For mean flow speeds above 10 cm/s, the scaled depth, \(\eta\), at the upper MAVS is close to or less than 0.05 (Figure 9a). This indicates that at 2.5 m beneath the ice shelf base, the upper MAVS is now within the surface layer/constant stress region of the ice shelf-ocean boundary layer. Mixing length is constant with mean flow speed and is set by distance from the boundary as \(\lambda_m = k|z_m|\) (grey patch Figure 9b). In the constant stress layer, the observed friction velocity is equal to \(u_{0}\).

The transition in mixing length behavior at \(\pi = 10 \text{ cm/s}\) is consistent with the behavior expected 2.5 m beneath an ice shelf (i.e., the depth of the upper MAVS) at 68°S. Here, \(|f| = 1.35 \times 10^{-4} \text{ s}^{-1}\) and \(\lambda_m\)
should be the smaller of \( \approx 207 \times u_{w0} \) or \( \approx 1.03 \) m. Thus, as we observe, \( \lambda_m \) should increase linearly until \( u_{w0} \approx 0.5 \) cm/s (i.e., \( \Pi \approx 10 \) cm/s; Figure 7c), and then remain constant for higher friction velocities (McPhee, 2008a).

Further evidence that the upper MAVS sits within the surface layer when the mean flow speed is greater than 10 cm/s comes from the scaling of the TKE dissipation rate with mean flow speed. At these flow speeds, the TKE dissipation rate is broadly proportional to \( |u|^{3} \) (grey line in Figure 7a), which is the expected scaling for a turbulent flow in the surface layer where turbulent production and dissipation are broadly balanced (J. M. McMillan et al., 2016).

The variability in the mixing length at the upper MAVS is consistent with the thickness of the boundary layer changing in response to the magnitude of the forcing (Shaw et al., 2008). During periods of weak forcing (i.e., low mean flow speeds), we can infer that the ice shelf-ocean boundary layer is comparatively thin, and the upper MAVS sits relatively deep in the outer layer (i.e., high values of the scaled depth). In contrast, as the magnitude of the forcing increases (i.e., higher mean flow speeds), we can infer that the boundary layer thickens, and the upper MAVS sits relatively closer to, or within, the surface layer (i.e., scaled depths < 0.05).

Mixing length scaling at the lower MAVS is more complex. The scaled depth (Figure 9a) is always greater than 0.05, indicating that the lower MAVS is never within the surface layer. In this case, the maximum size of the turbulent eddies is not controlled by distance from the boundary. Indeed, at a depth of 13.5 m beneath the ice base, the surface layer mixing length of \( \lambda_m = \sqrt{|z_m|} = 5.5 \) m overestimates the mixing length compared with the observed maximum of 2.25 m (Figure 9b). Instead, it might be expected that mixing length at the lower MAVS is controlled exclusively by rotation. This does not appear to be the case, however. The mixing length is always greater than that given by the planetary depth scale (black dots in Figure 9b), even when \( \Pi > 10 \) cm/s and the friction velocity used to derive the planetary depth scale is equal to \( u_{w0} \). As mixing length is known to retain its proportionality to the peak in the weighted vertical velocity wavenumber spectra at all depths in the boundary layer (McPhee & Martinson, 1994; McPhee & Smith, 1976), the difference between the observed mixing length and that given by the planetary depth scale is likely to be robust. Understanding the physical processes that control the scales of turbulence deep in the boundary layer (for example, proximity to the base of the mixed layer/mixing layer; Sutherland et al., 2014), is an important question, but it cannot be addressed with the observations available here.

### 4.3. Drag Coefficient and Ice Base Roughness

The drag coefficient, \( C_d \), is a key parameter in the three-equation parameterization of ice shelf basal melting and is used to relate the free stream velocity beyond the turbulent boundary to the friction velocity at the ice shelf-ocean interface through a quadratic drag law (Jenkins et al., 2010). \( C_d \) is poorly constrained by observations, however, and is often used to tune models to match observed melt rates (e.g., Begeman et al., 2018; Dutrieux et al., 2014). In reality, the drag coefficient is likely to be highly spatially and temporally variable (Gwyther et al., 2015). Within ablation zones, \( C_d \) is likely to be small as melting tends to lead to a smoother ice interface, while in refreezing zones, \( C_d \) is likely to be larger due to the rougher nature of marine ice (Craven et al., 2009). Observationally constrained estimates of \( C_d \) for a range of different ice and boundary layer conditions is therefore an important step toward developing improved parameterizations of basal melting.

In the surface layer, the time-averaged velocity profile through the ice shelf-ocean boundary layer follows the classic logarithmic law of the wall

\[
\Pi(z) = \frac{u_z}{\kappa} \log \frac{z}{z_0},
\]

where \( z_0 \) is a characteristic roughness length scale for the ice shelf base, such that \( \Pi(z_0) = 0 \). The roughness length is directly related to a neutral drag coefficient defined at any level in the log-layer through

\[
C_d = \frac{u_z^2}{\Pi} = \left( \frac{1}{\kappa} \log \frac{z}{z_0} \right)^{-2}.
\]

Thus, we can derive an observational estimate of the drag coefficient and roughness length at the upper MAVS using the average friction velocity and mean flow speed from each 14.75-min turbulent burst.
At the upper MAVS, there is substantial scatter in the drag coefficient associated with the finite length of each MAVS burst and the balance that must be struck between the desire to capture the true covariance of the turbulent eddies while avoiding longer term temporal variability. Nevertheless, when averaged as a function of mean flow speed, the drag coefficient converges toward a value of 0.0022 for flow speeds >10 cm/s (Figure 9c). This convergence is consistent with the upper MAVS sitting within the surface layer at high flow speeds, where \( C_d \) is predicted to be constant by Equation 22 (Shaw et al., 2008).

While measurements in the ice-ocean boundary layer beneath sea ice have shown that the drag coefficient can vary widely (see e.g., McPhee, 1990), the value observed here is particularly low compared with that derived from observations of basal melting beneath Ronne Ice Shelf (0.0097; Jenkins et al., 2010). Instead, it is similar to the drag coefficient observed under smooth, first-year sea ice in the Arctic (Langleben, 1982; Shirasawa & Langleben, 1976). The relatively low value of \( C_d \) is consistent with the melting conditions seen at the location of the TICs, and the likely tendency for melting to produce a smoother ice interface (Gwyther et al., 2015).

Associated with the mean drag coefficient, the roughness length scale for the ice shelf base is 0.44 mm. The roughness length is substantially smaller than that observed under sea ice in the Weddell Sea (McPhee, 2008b) and the Arctic (McPhee, 2002), likely a result of the ablation conditions eroding the roughness elements. Laboratory experiments have demonstrated that \( z_0 \) is approximately 1/30 of the vertical amplitude of the actual roughness elements. For \( z_0 = 0.44 \) mm, this suggests that the roughness elements (such as scallops) at the base of Larsen C ice shelf have a vertical extent of 1.3 cm.

The upstream distance affecting turbulence at a given depth in the ice shelf-ocean boundary layer can be roughly estimated through the ratio \( \Gamma_2 / \Gamma_1 \) (Morison & McPhee, 2001). For mean flow speeds above 10 cm/s at the upper MAVS, the average ratio is \( \sim 23 \). Consequently, the horizontal extent over which the roughness length estimated above is valid is \( \sim 60 \) m. It is possible that larger roughness elements may be present further upstream of this distance, and their impact on the turbulence would be observed relatively deeper in the boundary layer (McPhee, 2008b). However, as the Reynolds stress (viz. friction velocity) decreases with depth (Figure 7c), there is little evidence to suggest that the turbulence is influenced by the presence of larger roughness elements upstream of the TICs. Thus, the ice shelf base at this location appears to be smooth over wide area.

### 4.4. Three-Equation Melt Rate Parameterization

Our observations have shown that the cold, tidally forced boundary layer beneath Larsen C is characterized by a balance between the rate of shear production and dissipation of TKE, with little role played by buoyancy. To assess the performance of the canonical three-equation melt rate parameterization in these conditions, we compare the mean melt rate from the ULS with the mean parameterized melt rate derived from the time series of burst averaged horizontal flow speed (Figure 4a) and temperature (not shown) from the upper MAVS. Following the approach of Jenkins et al. (2010), the temperature at the MAVS derived from the Rockland MicroSquid temperature sensor is calibrated against the CTD casts taken at the time of deployment in order to remove the uncertain response of the fast-response thermistor to pressure. We estimate an uncertainty in temperature of 0.1°C.

In the three-equation parameterization, the vertical fluxes of heat and salt that control the rate of basal melting take the form of

\[
C_d^{1/2} \Gamma_F (T_w - T_0) \quad \text{and} \quad C_d^{1/2} \Gamma_S (S_w - S_0),
\]

where \( \Gamma_F \) and \( \Gamma_S \) are dimensionless turbulent transfer coefficients for heat and salt, and \( (T_w - T_0) \) and \( (S_w - S_0) \) are the difference between the far field and ice-ocean interface temperature and salinity, respectively (Jenkins et al., 2010). The far field salinity is not observed, so it is fixed at a value of 34.54 (Nicholls et al., 2012), and the far field temperature is taken from the upper MAVS. Ideally, the value of \( \Gamma_F \) and \( \Gamma_S \) should be derived directly from the turbulent heat and salt flux; however, this is not possible with the observations we have available. Instead, to derive the value of \( \Gamma_F \) and \( \Gamma_S \), we take the product \( C_d^{1/2} \Gamma_F \) as 0.0011 (which is the parameter most directly constrained by observations; Jenkins et al., 2010) and combine it with our observed drag coefficient of 0.0022 (Figure 9c). This gives a heat transfer coefficient of \( \Gamma_F = 0.0235 \), and a salt transfer coefficient of \( \Gamma_S = 6.7 \times 10^{-4} \) (assuming the ratio \( \Gamma_F / \Gamma_S = 35 \)). Given these parameters and the
uncertainty in the temperature and salinity, the mean (± one standard deviation) parameterized melt rate is 0.69 ± 0.6 m/year. This compares very favorably with the mean melt rate of 0.70 ± 1.0 m/year observed by the ULS.

In spite of this agreement, our observations highlight a structural deficit in the three-equation parameterization. As currently formulated, the three-equation parameterization describes the friction velocity at the ice shelf-ocean interface as a function of the drag coefficient and the mean flow speed: \( u_\nu = \sqrt{C_{fl} \bar{u}} \) (Figure 7c; Jenkins et al., 2010). This functional form of the friction velocity requires the law of the wall scaling to hold (Equation (22)), and thus is only valid in the log-layer region of the ice shelf-ocean boundary layer. As we have seen in section 4.2, however, the log-layer can be less than 2.5 m thick for \( \bar{u} < 10 \) cm/s, and thus at these low flow speeds \( u_\nu = \sqrt{C_{fl} \bar{u}} \) substantially underestimates the friction velocity (Figure 7c). As the ice shelf-ocean boundary layer beneath Larsen C is dominated by strong tidal currents, the impact of this structural deficit on the parameterized melt rate is small. However, when using the three-equation parameterization in conjunction with observations collected outside of the log-layer in more quiescent ice shelf-ocean boundary layers, or in \( \zeta \)-coordinate models where the upper grid cell beneath the ice shelf base can be tens of meters thick (e.g., Losch, 2008), the impact on the parameterized melt rate could be much larger. Indeed, with a fixed far field temperature and salinity of -2.08°C and 34.54, respectively, and the same turbulent transfer coefficients as those discussed above, the percentage difference in the parameterized melt rate introduced by using \( u_\nu = \sqrt{C_{fl} \bar{u}} \) when the law of the wall is not valid increases from 24% at \( \bar{u} = 9 \) cm/s to 68% at \( \bar{u} = 1 \) cm/s. Addressing this issue in the three-equation parameterization would be a worthwhile endeavor.

Notwithstanding the structural deficit discussed above, our results demonstrate that the canonical three-equation parameterization of Jenkins et al. (2010) can perform well in cold, tidally forced boundary layers where background flow speeds are high, stratification is unimportant, and the ice base is smooth. In addition, while \( C_{d}^{1/2} \Gamma_T = 0.0011 \) was derived by matching scalar fluxes beneath Ronne Ice Shelf, our analysis further demonstrates that its value is robust for a different cold-cavity ice shelf. As \( C_{d}^{1/2} \Gamma_T \) is the controlling parameter, the mean melt rate calculated by taking the drag coefficient of 0.0097 (\( \Gamma_T = 0.011 \) and \( \Gamma_{s} = 3.1 \times 10^{-6} \)) directly from Jenkins et al. (2010) is identical to that derived above. As cautioned by Jenkins et al., however, that drag coefficient is derived from scalar rather than momentum fluxes and should be used with care. Instead, as the drag coefficient is also an important term in the momentum formulations used in many numerical models, when modeling cold cavity ice shelf-ocean boundary layers that are characterized by smooth ice, weak stratification and high flow speeds, we encourage the use of a drag coefficient closer to our momentum-flux derived estimate of 0.0022 and \( C_{d}^{1/2} \Gamma_T = 0.0011 \) to derive matching heat and salt transfer coefficients.

5. Conclusions

We have presented a yearlong observational time series of the turbulent environment in a cold, tidally forced boundary layer beneath an Antarctic ice shelf. Our results show that the rate of TKE dissipation ranges from \(~10^{-9} \) to \(~10^{-8} \) W/kg as a function of mean flow speed and that the TKE budget 2.5 and 13.5 m beneath the ice shelf base is characterized by a balance between shear production and dissipation. Buoyancy effects appear to be negligible, and the input of freshwater from basal melting appears to play little role in the TKE budget. While buoyancy forces are known to be important elsewhere (e.g., beneath George VI Ice Shelf or Pine Island Ice Shelf; Kimura et al., 2015, 2016; Stanton et al., 2013), these locations are characterized by substantially weaker tidal forcing and lower shear production rates of TKE. Therefore, we propose that strong tidal forcing is a key factor in generating the shear-dominated regime such as that we have observed beneath Larsen C Ice Shelf. In other tidally dominated sub-ice shelf cavities, such as that beneath Filchner-Ronne Ice Shelf, we would expect the same behavior observed here to broadly hold, and for the TKE budget to be characterized by a balance between the TKE dissipation rate and shear production.

We infer from our observations that the ice shelf-ocean boundary layer thickens with higher mean flow speeds, and for flows speeds above 10 cm/s, scaling arguments suggest that the TIC deployed 2.5 m beneath the ice shelf base is within the logarithmic layer. The drag coefficient derived from observations at these high
mean flow speeds is 0.0022, and the roughness length is 0.44 mm. This suggests that the ice shelf base is smooth, consistent with the ablation conditions that are observed.

The melt rate predicted by the canonical three-equation melt rate parameterization agrees with the observed melt rate from an ULS, suggesting that the parameterization can perform well for smooth ice in homogenous and tidally forced boundary layers found beneath cold cavity ice shelves. This result is mirrored by the recent large eddy simulations of the ice shelf-ocean boundary layer by Vreugdenhil and Taylor (2019). Their results also show that when stratification is weak and the boundary layer is fully turbulent, melt rates predicted by the three-equation parameterization compare very well with those derived directly from the large eddy simulations. The key parameter appears to be the product $C_1^2 \Gamma_T$, with this study, as well as Jenkins et al. (2010) and Vreugdenhil and Taylor (2019), suggesting that it should take a value of 0.011.

Notwithstanding the good agreement seen between the parameterized and observed melt rate under Larsen C, our results also highlight a structural deficit in the three-equation parameterization associated with the law of the wall assumption used to relate the mean flow speed to the friction velocity at the ice-ocean interface through the drag coefficient (Jenkins et al., 2010). At low flow speeds, the upper MAVS is outside of the log-layer and the law of the wall assumption underestimates the friction velocity (Figure 7c). While the high flow speeds beneath Larsen C limit the impact of this structural deficit on the parameterized melt rate, if the three-equation parameterization is used in conjunction with observations taken outside of the log-layer in more quiescent boundary layers, or in z-coordinate numerical models where the upper grid cell can be tens of meters thick, the effect is likely to be much larger.

Looking to the future, much work remains to be done in improving the formulations of basal melting in numerical models. Alongside addressing the structural deficit discussed above, it is known that three-equation parameterization does not hold for all boundary layer types (e.g., Kimura et al., 2015; McConnochie & Kerr, 2017), and subsequent studies should aim at assessing and understanding the relevant processes in these more complex turbulent environments. Furthermore, the technical challenges involved in measuring the scalar fluxes beneath Antarctic ice shelves (especially the salt flux) must be overcome to estimate, for example, the turbulent heat and salt turbulent transfer coefficients directly (i.e., $\Gamma_T$ and $\Gamma_S$; Jenkins et al., 2010). Observations of this type will greatly improve our ability to derive and incorporate accurate parameterizations of basal melting in global climate models, allowing us to reduce the uncertainty in estimates of the future contribution of the Antarctic Ice Sheet to global sea level rise.

**Appendix A: Noise Floor and Filtering**

The combination of the small sensor geometry and the differential travel time technique employed by the MAVS makes it a highly accurate velocity instrument, with a stated velocity accuracy of 0.5 mm/s. To determine the actual noise level of the velocity measurements, however, the turbulent velocity frequency spectra from each MAVS burst were bin averaged according to the mean flow speed (Figure A1). At low flow speeds (1 to 3 cm/s) and near the Nyquist frequency ($f_N=2.5$ Hz), the spectra level out and approach the noise floor as white noise begins to dominate. Integrating the noise floor ($\Phi_n$; black dashed lines in Figure A1) over the frequency domain for each velocity component (Peterson et al., 2017)

$$\sigma_n = \int_0^{f_N} \Phi_n df,$$  \hspace{1cm} (A1)

$$u_n = \sqrt{\sigma_n},$$  \hspace{1cm} (A2)

gives a mean noise level of $[u_n, v_n] = 0.6$ mm/s, and $w_n = 0.3$ mm/s, in very good agreement with the stated accuracy.

Peaks in the turbulent velocity spectra are generally indicative of extraneous sources of noise contaminating the turbulent velocity fluctuations (McPhee, 2008a). At higher mean flow speeds (>3 cm/s), a peak appears in the frequency spectra close to the Nyquist frequency, and the spectra remain elevated above the noise floor. This peak is associated with vortex shedding off the central strut of the MAVS (Trivett et al., 1990). The frequency of vortex shedding

$$\frac{1}{f} = \frac{1}{2} f_s,$$

where $f_s$ is the frequency of vortex shedding.
increases with mean flow speed (black dots in Figure A1), where $St = 0.18$ is the Strouhal number and $D$ is the diameter of the central strut (13 mm). As the shedding frequency approaches and then exceeds the Nyquist frequency (mean flow speeds $>17$ cm/s), unresolved, high-frequency variability is increasingly aliased by the MAVS, elevating the spectra above the noise floor.

A second peak exists in the frequency spectra at a frequency of approximately 0.1 Hz. The frequency of the peak is invariant with flow speed, and the peak is predominantly present in the horizontal cross-stream velocity component ($\nu$). We attribute this peak to strumming of the flexible mooring cable in the cross-flow direction (McPhee, 2008a).

While the absolute energy level of these different noise sources is relatively weak compared with the energy level at lower frequencies, the noise is highly correlated between the different velocity components. As a result, the noise severely contaminates the covariance estimates $\langle u'w' \rangle$ and $\langle v'w' \rangle$ and hence the friction velocity ($u*$). To counteract this noise, a low-pass filter with a cutoff frequency that increases with mean flow speed (black line in Figure A1) is used to minimize the effect of vortex shedding on the covariance estimates, and a band-pass filter

\begin{equation}
    f_s = \frac{\pi St}{D},
\end{equation}

Figure A1. Turbulent velocity frequency spectra for the along- and cross-stream velocity components at the upper and lower Modular Acoustic Velocity Sensor (MAVS) as a function of mean flow speed. The black dashed line indicates the noise floor, $E_n$, for each velocity component, while the black dot indicates the frequency of vortex shedding off the central MAVS strut as a function of mean flow speed. The solid black line marks the low-pass filter frequency cutoff designed to minimize the effect of vortex shedding on the covariance estimates, whilst the grey patch marks the frequency range that is band-pass filtered in order to minimize the effect of cable strumming on the covariance estimates.
between 0.08 and 0.11 Hz is used to minimize the effect of cable strumming (grey patch in Figure A1). By applying these filters, the magnitude of the friction velocity is reduced on average by 15%, but the reduction can be up to 30% for high mean flow speeds at the lower MAVs.

The noise level for $u_*$ itself is estimated from synthetic time series of $u$, $v$, and $w$ with variance equal to the noise floor ($\sigma_n$ in equation (A1); Peterson et al., 2017). Using 1,000 realizations of the synthetic velocity time series, the mean noise floor $u_n = 6 \times 10^{-3}$ cm/s.
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