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Abstract

The authenticity of calligraphy is significant but difficult task in the realm of art, where the key problem is the few-shot classification of calligraphy. We propose a novel method, ShufaNet ("Shufa" is the pinyin of Chinese calligraphy), to classify Chinese calligraphers' styles based on metric learning in the case of few-shot, whose classification accuracy exceeds the level of students majoring in calligraphy. We present a new network architecture, including the unique expression of the style of handwriting fonts called ShufaLoss and the calligraphy category information as prior knowledge. Meanwhile, we modify the spatial attention module and create ShufaAttention for handwriting fonts based on the traditional Chinese nine Palace thought. For the training of the model, we build a calligraphers' data set. Our method achieved 65% accuracy rate in our data set for few-shot learning, surpassing resNet and other mainstream CNNs. Meanwhile, we conducted battle for calligraphy major students, and finally surpassed them. This is the first attempt of deep learning in the field of calligrapher classification, and we expect to provide ideas for subsequent research.

1. Introduction

Chinese calligraphy is an ancient writing art of Chinese characters. For example, what shown in Figure 1 is a famous calligraphy work, "Lan Ting Xu" (Preface of the Orchid Pavilion). It was written by Wang Xizhi, a famous Chinese calligrapher. "Lan Ting Xu" is called the best running script work in the world. The task of calligrapher style classification refers to the task of judging the calligrapher who wrote these words through the analysis of single words, and the main application field of this task is the authentication of cultural relics. In the research and protection of cultural heritage, the identification of the authenticity of cultural relics is a problem that researchers must often face.
architecture to deal with this problem, and few people work in the field. The main reasons lie in three aspects:

a) The calligraphy style of Chinese calligraphers is unpredictable, and its features are difficult to be explored and expressed. The existing models and methods cannot reach the level of verification of cultural relics.

b) There are many kinds of Chinese calligraphers, and their works are even more numerous. However, the existing calligraphy characters of many calligraphers are limited, which is a few-shot classification task.

c) There is no readily available data set.

In order to complete the task of calligraphy style classification, we have solved these three problems accurately, and the resulting Network model has exceeded the level of students majoring in calligraphy.

a) We crawled a large number of calligraphy characters from a number of authoritative calligraphy websites, and carried out data cleaning, and finally obtained this data set. After screening, we got 200 effective calligraphers. Besides, every character also have the label of half of calligraphy category which including Regular script, Official script, seal script, running script and cursive script. The samples can be seen in Figure 2.

b) Due to the wide variety of calligraphers, we built ShufaNet based on metric learning to realize the mapping of calligraphy characters into high-dimensional vectors for classification, which still have the classification ability for categories we have never seen before.

c) Style Loss based on Gram matrix has achieved excellent results in the field of style transfer, but the Gram matrix only represents the overall texture features of the image, ignoring the spatial information. Based on this idea, we obtain StyleMatrix by calculating feature correlation between local spatial information, and then calculate StyleLoss according to StyleMatrix. Combined with the prior knowledge extracted from the Calligraphy Categories Network (later called CCNet), ShufaNet had a better stability. We also have modified the spatial attention module[40] and created ShufaAttention for handwriting fonts based on the traditional Chinese nine Palace thought, which will be proved be useful for improving the accuracy in the experiment.

After piecing together these modules, we obtained our ShufaNet. Through some comparative experiments, it was proved that the effect of our ShufaNet on calligrapher data set was better than that of mainstream CNNs. In order to better understand our level, we also imitated ShufaNet's training scene to conduct a questionnaire survey on the students majoring in calligraphy, and obtained the classification accuracy rate of the students majoring in calligraphy under the condition of few-shot. The experiment proved that our ShufaNet could exceed the accuracy rate and basically achieve the classification level of the students majoring in calligraphy.

In conclusion, our main contributions are as follows:
1. Create a calligrapher dataset;
2. Built ShufaNet, an architecture of calligrapher classification based on metric learning, designed ShufaAttention module and StyleMatrix, an expression way of calligraphy character style, and the classification effect exceeded that of mainstream CNNs;
3. Man-machine PK was carried out, and the final model effect reached the level of students majoring in calligraphy.

2. Related work

In this section, we summarize previous research related to our question. First, we do a brief survey on traditional calligraphy classification methods; Then we give a brief introduction to the development of few-shot learning. After that we introduce the development of style transfer and the loss calculation method. Finally, we will introduce the development of attention module and our improvement.

2.1. Traditional calligraphy classification

Traditional calligraphy classification is generally based on image features. For example, stroke extraction and corner detection are used to identify calligraphy style types in [28]. In [29, 31, 32, 33, 34, 35, 36], the style of calligraphy characters is defined based on strokes. But these methods have obvious shortcomings. Calligraphy character style is changeable, based on this method is difficult to get a good way to express the style. With the development of deep learning, related researches based on deep learning have gradually emerged. In [7, 30, 37, 38], handwriting identification, calligraphic character generation and calligraphic character style transfer are carried out based on generative adjudgment network. However, such a method is only the identification or style transfer of a certain category, and there will be a large...
error in the case of few-shots and multiple categories.

2.2. Few-shot learning

There are three general ways of few-shot learning: meta-learning [12, 22, 24], transfer learning [13, 21, 23, 25, 26] and metric learning [4, 11, 14, 15, 16, 17, 18, 19, 20, 27]. Our structure is based on the Triplet Network structure proposed by [45], which belongs to the category of metric learning. [44] proposed the concept of Siamese Network for the first time. This method has a good effect in identifying those categories that have many categories or have not been seen in the training process. Then [45] proposed Triplet Network architecture with three-headed structure based on Siamese Network. Compared with Siamese Network, negative samples were added to make the model more stable and achieve better results. In [46], it is proved that Triplet Network can achieve a good effect in face recognition and can adapt to complex environment and finally achieve 99.63% accuracy on data set LFW. This method of learning can solve the problem of too many calligraphers, but there is still a key difference from our task. Face recognition belongs to the similarity of comparing images, while calligrapher recognition belongs to the similarity of comparing styles. The similarity of two similar calligraphy words may be very low. Therefore, direct use of Triplet Network training cannot achieve good results (see supplementary material). The key problem is to find a loss function that can measure the style of calligraphy.

2.3. Style transfer

In order to find the appropriate style representation, we refer to the practice of style transfer. In [8], Gatys pioneered the separation and reorganization of image content and style by using CNNs, so as to create a brand of new artistic image. This process of transferring style information from art images to content images with the help of CNNs is called neural style transfer. Style transfer is generally based on generative adjudgment network. Gram matrix is used to measure the style of images in [8, 9, 10]. StyleLoss is used to control the style loss of generated images in this way, and good results have been achieved. Gram matrix can be understood as the eccentric covariance matrix between features, which can be used to represent the correlation between features, but the spatial information will disappear in the calculation process. As discussed in 3.1, the traditional practice is mainly to look at the image features and spatial information of calligraphy characters, and the calculation of Gram matrix is obviously not conducive to the expression of calligraphy style. Therefore, based on this idea, we created a StyleMatrix to represent the spatial information of calligraphy characters, and calculated ShufaLoss to control the network learning, and finally achieved good results.

2.4. Attention module

Attention module (AM) was originally used in machine translation [39] and has now become an important concept in the field of neural networks. The initial attention model was used in natural language processing, and [40] first proposed the application of spatial attention mechanism in CV field. In SENet proposed by the author in [41], channel attention mechanism is used to obtain the importance of each channel. Then [42] proposed CBAM, which considers both spatial characteristics and channel characteristics. As discussed in 3.3, calligraphy character features depend on spatial information expression, so spatial attention mechanism should be helpful for model optimization. Due to the pictorial nature of calligraphy characters, the effect of using the attention mechanism on them is not significant (see supplementary material), which may be due to their varied styles. [47, 48] has analyzed the characteristics of the nine palaces of Chinese calligraphy, that is, calligraphers will pay attention to the space distribution of each part in the nine palaces when writing characters, that is, the importance of space for calligraphers is divided into nine regions. Based on this idea, we modify the spatial attention model and get ShufaAttention based on 9 regions (hereafter referred to as SA).

3. Model introduction

In this section, we will introduce our ShufaNet model in detail. First, we will introduce the key components: SA and ShufaLoss. Then the architecture of ShufaNet and training process are introduced. The architecture mainly includes CCNet of calligraphy and triplet structure of the main body.

For the sake of convenience, let's declare the use of symbols. We remember ShufaNet as $f_S$, $f_S(x)$ as the output feature vector of input x through ShufaNet, and $M^S_k(x)$ as the output StyleMatrix of input x in the convolution layer at the k-th layer of ShufaNet. Let $M^S_k(x)$ be the output StyleMatrix of input x at the k-th convolution layer of CCNet.

3.1. ShufaAttention

SA is a kind of spatial attention module [40], and the reason for doing so has been analyzed in 4.4. Based on the nine palaces thought of traditional calligraphy, we marked the input as x, and obtained a feature vector W with length 9 through a CNN (VGGNet was used here). Then x was divided into nine blocks $x_0$-$x_9$ with three rows and three columns, and the weighted $x_w$ was obtained by multiplying the weight of each block. The process of SA module can be seen in Figure 3.
3.2. Calligraphy Category Network

In order to reduce the obvious errors (for example, regular script and running script are very different, and the classifier classified the calligrapher who belongs to regular script to another calligrapher of running script) in the training results, we introduced the prior information of calligraphy category. Calligraphy Category Network (later called CCNet) is a network that is trained end to end in the calligraphy character data set. The output of this network includes five categories, Regular script, Official script, seal script, running script and cursive script, and the intersection between this training set and ShufaNet’s training set is guaranteed. Finally, the accuracy of the network is 91%, and experiments show that adding this module can increase the accuracy of the model (see supplementary materials).

3.3. StyleMatrix and ShufaLoss

3.3.1 StyleMatrix

As mentioned in 3.3, Gram matrix will pay attention to the texture information of the image and ignore the spatial position information of the image, which is the opposite for calligraphy characters. Therefore, the calculation method of our StyleMatrix is also opposite to gram matrix. We calculate the correlation between local spatial features and write the correlation matrix as StyleMatrix to represent the stylistic features of spatial information. For input x, its output at the k-th convolution layer in CNN is denoted as \( \text{output}_k \). Shape of \( \text{output}_k \) is \((h_k, w_k, c_k)\), \( \text{output}_k^t \) is obtained by flattening, with the shape of \((h_k^* w_k, c_k)\), and \( \text{output}_k^{T_t} \) is obtained by transpose. \( \mathbf{M}_{CNN}^k(x) \), with the shape of \((h_k^* w_k, h_k^* w_k)\), is the dot product of \( \text{output}_k^t \) and \( \text{output}_k^{T_t} \). The brief computation can be seen in Figure 4.

3.3.2 ShufaLoss

Our idea of ShufaLoss comes from style transfer\[8, 9, 10\], so our ShufaLoss also includes two parts, which are called StyleLoss representing style and TripletLoss representing triplet distance of the output features, and the final Loss is the sum of the two. We can calculate it using formula 1.

\[
L_{\text{shufa}} = \alpha L_{\text{style}} + \beta L_{\text{triplet}}
\]

Since ShufaNet adopts triplet structure as a whole, The input of ShufaNet will be three images, \( x_+, x \) and \( x_- \), between which \( x_+ \) and \( x \) are the characters written by the same calligrapher while \( x_- \) is different. Hence, three StyleMatrix will be obtained during calculation. Here, we refer to the calculation method of tripletLoss\[46\] to calculate its StyleLoss. First, we get the distance of two images of the same class, \( d_+(x_+, x) = \| x_+ - x \| \) (2) and the distance of different classes, \( d_-(x_-, x) = \| x_- - x \| \) (3)

After that, the tripletLoss can be calculated from the next formula, (we set margin as 200 here)

\[
\text{tripletLoss}(x_+, x, x_-) = \| d_+(x_+, x) - d_-(x_-, x) + \text{margin} \|
\]

The calculation method of StyleLoss can be seen in Figure 5. For the input of each triplet, three StyleMatrix will be obtained in each layer of CNN. The tripletLoss between them will be calculated based on Formula 4, and the value of each layer will be superimposed as the StyleLoss of the network.
Figure 5: The calculation method of StyleLoss with the triplet input of the network.

Since the knowledge of CCNet for extracting calligraphy categories is also used in ShufaNet, the StyleLoss includes the StyleLoss through which each input goes through CCNet in addition to the theme of the Triplet schema, so the final StyleLoss should be represented as

\[ L_{style} = L_{style}^S + L_{style}^C \]

[5]

\[ = \sum_r \text{tripletLoss}(M^S_3(x_+), M^S_3(x), M^S_3(x_-)) \]

\[ + \sum_r \text{tripletLoss}(M^C_3(x_+), M^C_3(x), M^C_3(x_-)) \]

TripletLoss only needs to calculate the triplet structure of the subject, so its formula is

\[ L_{triplet} = \text{TripletLoss}(f_s(x_+), f_s(x), f_s(x_-)) \]

[6]

Therefore, ShufaNet's final optimization goal is

\[ \min \alpha L_{style} + \beta L_{triplet} \]

[7]

3.4. ShufaNet

ShufaNet is based on triplet architecture and belongs to the category of metric learning. The triplet architecture has been described in detail in related papers and will not be expanded here. Different from traditional classification, this architecture can map images to high-dimensional feature vectors, and abandon the output categories. This approach is suitable for classification with too many categories or too few samples. For categories that have never been seen before, simple training will lead to good classification ability.

The overall structure of ShufaNet is shown in the figure 6. The inputs of ShufaNet is a triplet of three images \( x_+, x \) and \( x_- \). \( x_+ \) and \( x_+ \) are different (written by different calligraphers). First of all, the three images are obtained by SA respectively and we get the weighted images \( x_+^w \), \( x^w \) and \( x_-^w \). Then, the weighted images are input into the triplet structure for training, and their StyleLoss will be calculated according to the formula introduced in 3.3. At the same time, three images will be input into CCNet to obtain their calligraphy category features, and the StyleLoss of these images in CCNet is obtained. The Loss is superimposed into the StyleLoss of the main triplet structure. This will increase the distance between the feature vectors of different calligraphy categories and reduce the classification error. Finally, the triplet outputs three feature vectors, calculates the TripletLoss between the output feature vectors. Finally, we calculate the weighted sum of StyleLoss to get the final Loss. After the network training, a CNN that can map calligraphy characters into high-dimensional vectors is obtained. After that a classifier is trained to classify the obtained feature vectors.

4. Experiment

In this section, we conduct the comparative training of ShufaNet and traditional ImageNet classic network on our calligraphy character data set, including the introduction of data set, baseline, ShufaNet, questionnaire, other details of implementation and analysis. In addition, we conducted different shot experiments to further explore the superiority of ShufaNet and other CNNs. Finally, the effect of ShufaNet was analyzed based on Class Activation Mapping (CAM)[43] visualization technique.

4.1. Data set

In this experiment, the data set is the calligraphy character data set collected by us. We have collected calligraphy characters of 200 ancient calligraphers. At the same time we recorded the calligraphy categories. For example, the running script of Zhizhang He, a famous ancient calligrapher, and the cursive script of him are labeled as different classes. In order to simulate the scene of few-shot learning, the sample size of the dataset is not
balanced, but is distributed in a step-reduction way from 2000 to 20. For convenience, this data set will be referred to as $S$ later. What’s more, unless otherwise noted, the validation set is 20% of the data set.

For ShufaNet training and ImageNet network training, the data set is divided differently. For ShufaNet, as it belongs to a short shot training, the data set is randomly divided into $S_1$ and $S_{\text{query}}$. For $S_1$, it is randomly divided into two parts, $S_1$ and $S_2$. $S_1$ is used to train parameters of triplet, while $S_2$ is used to train CCNet with labels of calligraphy category. After the training is complete, the $S_{\text{query}}$ will conduct the few-shot training and verification.

For the training of VGGNet16, resNet19 and resNet34, we process directly on the full data set $S$. Considering only the labels of its calligraphy category, we introduce two types of triplets for the.net to learn about styles rather than glyphs, $\text{triplet}_1 = \{(x_+, x, x_-) \mid x_+, x, x_- \in S_1 \& \& x_+ \neq x, x_+ \text{ is the same word}\}$ $\text{triplet}_2 = \{(x_+, x, x_-) \mid x_+, x, x_- \in S_1 \& \& x_+ \neq x, x_+ \text{ is not the same word}\}$

The training set of $S_1$ is the set of the two, $\text{trainingSet} = \{(y_1, y_2) \mid y_1 \in \text{triplet}_1, y_2 \in \text{triplet}_2 \& \& |y_1| \text{ equals } |y_2|\}$

Finally, the sum number of $\text{triplet}_1$ and $\text{triplet}_2$ is 240808, with the proportion of 1:1, which were selected from $S_1$. Then, a total of 50,000 batches were trained using 32 triples as a batch. The experiment adopts two ways, one adding SA module, the other not adding SA module, to explore the effect of SA. For each input, input to the Triplet structure is entered simultaneously into CCNet to compute its StyleLoss, and Loss is calculated based on the method in 3.3. After the network converges, $S_{\text{query}}$ will be input into the network to obtain its feature vector, and then a classifier is trained to classify its feature vector. Finally, the classification accuracy rate in $S_{\text{query}}$ is obtained as ShufaNet's accuracy rate. $S_{\text{query}}$ is a subset randomly divided from $S$, which includes ten classes. 20 samples are divided from each class for training, and the rest are used as valid set to calculate the accuracy. CrossEntropyLoss is used as the loss function, and it is also trained for 20 epochs. What’s more, we have conducted 10-shot and 5-shot learning to further explore the superiority of ShufaNet and other CNNs.

4.2. Baseline

Since ShufaNet is a new architecture and our data set is brand new, there are no existing results for comparison. In order to measure the effect of ShufaNet, we compared with some mainstream CNNs, including VGGNet16, resNet19 and resNet34. Firstly, data set $S$ is randomly divided into training set and valid set and end-to-end training is carried out on the training set. To be fair, each network model was trained by 20 epochs. It should be noted that baseline training is not a few-shot task, but rather the result of training on a large data set with 200 classes. The loss function of all of them is CrossEntropyLoss and other details will be introduced in 4.5.

4.3. ShufaNet

The training of ShufaNet includes CCNet pre-training and triplet architecture training. The first is the pre-training of CCNet. The pre-training of CCNet is based on VGGNet16, and the data set is $S_2$ randomly divided from $S_1$. Considering only the labels of its calligraphy category, 5 categories (Regular script, Official script, seal script, running script and cursive script) are finally obtained, among which the data amount of each category is about 2000. CrossEntropyLoss is used as the loss function. After the training of 20 epochs, the CNN is extracted for the training of triplet architecture. The triplet architecture is trained on $S_1$. Since the same word is certainly more similar, we introduce two types of triplets for the Net to learn about styles rather than glyphs, $\text{triplet}_1 = \{(x_+, x, x_-) \mid x_+, x, x_- \in S_1 \& \& x_+ \neq x, x_+ \text{ is the same word}\}$ $\text{triplet}_2 = \{(x_+, x, x_-) \mid x_+, x, x_- \in S_1 \& \& x_+ \neq x, x_+ \text{ is not the same word}\}$

The training set of $S_1$ is the set of the two, $\text{trainingSet} = \{(y_1, y_2) \mid y_1 \in \text{triplet}_1, y_2 \in \text{triplet}_2 \& \& |y_1| \text{ equals } |y_2|\}$

Finally, the sum number of $\text{triplet}_1$ and $\text{triplet}_2$ is 240808, with the proportion of 1:1, which were selected from $S_1$. Then, a total of 50,000 batches were trained using 32 triples as a batch. The experiment adopts two ways, one adding SA module, the other not adding SA module, to explore the effect of SA. For each input, input to the Triplet structure is entered simultaneously into CCNet to compute its StyleLoss, and Loss is calculated based on the method in 3.3. After the network converges, $S_{\text{query}}$ will be input into the network to obtain its feature vector, and then a classifier is trained to classify its feature vector. Finally, the classification accuracy rate in $S_{\text{query}}$ is obtained as ShufaNet's accuracy rate. $S_{\text{query}}$ is a subset randomly divided from $S$, which includes ten classes. 20 samples are divided from each class for training, and the rest are used as valid set to calculate the accuracy. CrossEntropyLoss is used as the loss function, and it is also trained for 20 epochs. What’s more, we have conducted 10-shot and 5-shot learning to further explore the superiority of ShufaNet and other CNNs.

4.4. Questionnaire

As introduced in the first section, our ultimate goal is to achieve computer-based calligraphy character identification technology. The ultimate goal of this technology is to exceed the accuracy rate of calligraphy experts. Therefore, we also arrange a questionnaire survey to count the accuracy rate of students majoring in calligraphy. The questionnaire simulated the training process of 10 ways few-shot learning. 10 calligraphers were randomly selected from our data set. After the training set was selected, the remaining data were disrupted and matched by students as what the ShufaNet has done in training. Finally, a total of 25 questionnaires were collected, among which 19 were valid, which is about the number of new calligraphy majors in a university each year.

4.5. Other implementation details

The experimental computer system was Ubuntu2010, and the hardware configuration is Quadro P5000 with the memory of 16GB and 128GB RAM. Python3. 8. 3, pytorch 1. 7. 1 and fastai2 are used as the training architecture for deep learning. The architecture of CCNet is VGGNet16, CCNet and baseline are based on Fast. ai 2. 0, and the learning rate is calculated according to lr_find function in Fast. ai 2. 0. The backbone of ShufaNet is VGGNet16 and batch size is 32. The learning rate is initialized to 0.0001, and then adjusted each time after
2000 batches, finishing the training of 50000 batches. Few-shot learning of ShufaNet on $S_{\text{query}}$ is also based on the Fast.ai 2.0 architecture with the same config as baselines.

4.6. Analysis

4.6.1 Results

First of all, the CCNet get the accuracy of 91%. The confusion matrix of CCNet can be seen in Figure 7.

![Figure 7: The confusion matrix of CCNet.](image)

It can be seen from the figure that almost all errors are in the classification of cursive script and running script, because cursive script and running script are relatively similar when looking only at the glyph. What’s more, there is even a kind of calligraphy classification named running cursive script. In a word, CCNet has been able to extract the general feature of calligraphy categories.

After the CCNet, the comparison of the accuracy, train loss and valid loss between ShufaNet and the baselines are shown from Figure 8 to Figure 10.

![Figure 8: The accuracy of ShufaNet and baselines.](image)

![Figure 9: The train loss of ShufaNet and baselines.](image)

![Figure 10: The valid loss of ShufaNet and baselines.](image)

It can be seen from the figures that in the first 4 epochs, both the accuracy rate and train loss of our methods are lagging behind. This is because our method is based on metric learning. In the early stage of learning, we only map images into feature vectors, but the ability of classification is weak. However, when adapting to the distribution of the new data set, the accuracy rate began to rise rapidly and exceeded the baseline, and loss also decreased to a lower level. We can also see from the results that the effect without SA is better than VGGNet16, followed by resNet, and the accuracy rate can be improved by 2% after SA is added. From the comparison of train loss curve and valid loss curve, we can also see that ShufaNet has better stability and better robustness in expressing complex and changeable calligraphy features. From the figures we also can see that VGGNet performs better than ResNet in the network of style classes. The reason may be that the feature distribution of style classes has large variance and poor stability, so the representation of more complex networks will be easier to overfit. On the whole, the accuracy rate is only about 60%, which is far behind other classification tasks of ImageNet. The reason is that previous tasks tend to compare the content similarity of two images, while
style is a higher dimensional feature, so it is difficult to get better results.

Finally, in Table 1 we can see the all result including baselines, ShufaNet of 5-shot, 10-shot and 20-shot, and the result of questionnaire.

| Method                  | Accuracy       |
|-------------------------|----------------|
| ShufaNet-SA-20-shot (ours) | 64.58 ± 0.37  |
| ShufaNet-SA-10-shot      | 54.88 ± 0.16  |
| ShufaNet-SA-5-shot       | 41.58 ± 0.42  |
| VGGNet16                | 62.17 ± 0.09  |
| resNet19                | 59.29 ± 0.26  |
| resNet34                | 60.62 ± 0.03  |
| questionnaire           | 61.1          |

Table 1: The results of ShufaNet, baselines and questionnaire. The best method and its accuracy has been bolded.

From the table, we can see that our method is better than the baseline methods. With the increase of shot number, the accuracy will increase, and the accuracy will increase about 10% for doubling the sample number. The accuracy rate of students majoring in calligraphy is about 60%, and our method exceeds the average level of students majoring in calligraphy.

4.6.2 Others

In order to better understand the improvement of ShufaNet, we visualized the model attention based on Class Activation Mapping (CAM) visualization technique. We visualized the network of VGGNet16 and the ShufaNet-SA-20-shot model, and finally compared the effect picture as shown in Figure 11.

It can be seen from the figure, for the outline of the same word, VGGNet16 directly simply focus on its contour shape on both sides of the strokes, and ShufaNet tend to focus on the one side. According to the writing style of calligraphy, it can be seen that this side is generally the force side of brush contact. This side can better reflect the characteristics of a calligrapher's power and his writing habits, for which it get better result. The reason may be that StyleMatrix calculates the correlation between spatial information, so that more important spatial information can be found, so as to reduce the interference of useless information and ultimately improve the accuracy.

5. Conclusion

It is a difficult task to identify calligraphers according to calligraphic characters, and a good model needs the ability to learn from few-shot learning. Based on the triplet structure, we proposed ShufaNet that achieves the learning ability of few-shot. Meanwhile, inspired by style transfer, we defined StyleMatrix, the expression of calligraphic character style. Based on this method and combined with triplet architecture, we defined the calculation method of ShufaLoss. What’s more, we combined the prior knowledge of calligraphy category in ShufaNet and created the ShufaAttention module based on the nine Palace thought of Traditional Chinese calligraphy. Finally, we reached the level of students majoring in calligraphy. We have proved that this model outperforms some classical ImageNet models in few-shot training on calligraphy classification data set through comparative experiments. We believe that our method has great reference significance for metric learning and feature fusion in the field of handwriting fonts. Meanwhile, our method is still instructive for the classification tasks of coarse-grained and fine-grained [49], and we hope we can provide ideas for other’s work. In the future, we will continue to optimize the method, try other new and innovative ways, and strive to reach the classification level of professional calligraphers.
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