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Abstract—Lower bounds on the mean square error (MSE) play an important role in evaluating the direction-of-arrival (DOA) estimation performance. Among numerous bounds for DOA estimation, the local Cramér-Rao bound (CRB) is only tight asymptotically. By contrast, the existing global tight Ziv-Zakai bound (ZZB) is appropriate for evaluating the single source estimation only. In this paper, we derive an explicit ZZB applicable for evaluating hybrid coherent/incoherent multiple sources DOA estimation. It is first shown that, a straightforward generalization of ZZB from single source estimation to multiple sources estimation cannot keep the bound valid in the \textit{a priori} performance region. To derive a global tight ZZB, we then introduce order statistics to describe the change of the \textit{a priori} distribution of DOAs caused by ordering process during the MSE calculation. The derived ZZB is for the first time formulated as a function of coherent coefficients between coherent sources, and reveals the relationship between the MSE convergency in the \textit{a priori} performance region and the number of sources. Moreover, the derived ZZB also provides a unified tight bound for both overdetermined and underdetermined DOA estimation. Simulation results demonstrate the obvious advantages of the derived ZZB over the CRB on evaluating and predicting the estimation performance for multiple sources DOA.
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I. INTRODUCTION

DIRECTION-OF-ARRIVAL (DOA) estimation is a fundamental problem in many array processing applications including radar, sonar, navigation, and wireless communications [1]. In the past decades, multiple sources DOA estimation has attracted great research interest, the majority of which concentrated on the algorithm design. Among them, the typical ones include multiple signal classification (MUSIC) [2, 3], estimation of signal parameters via rotational invariant techniques (ESPRIT) [5], [6], [7], sparse reconstruction-based algorithms [8], [9], [10], and machine learning-based algorithms [11], [12], [13].

Mean square error (MSE) is commonly used to evaluate the performance of estimators. However, as a typical nonlinear parameter estimation problem, there is no exact closed-form minimum MSE for DOAs estimation, which motivates to find MSE lower bounds (see, for example, [14] and the references therein). Among them, Cramér-Rao bound (CRB) [15] is the most widely used one, since it is easily derived from the inverse of the Fisher information matrix. Therein, the closed-form CRB for DOAs estimation is given in [16], [17]. To overcome the singularity of Fisher information matrix in the underdetermined estimation, nonsingular Fisher information matrix is derived in [18], [19], where the corresponding coarray CRB for underdetermined DOA estimation is also provided. As a local non-Bayesian bound, it is well known that these CRBs are only asymptotically tight in small error estimation scenario (e.g., high signal-to-noise ratio (SNR)), and cannot offer a valid bound in evaluating estimation performance under low SNR situation. In order to overcome the locality of these CRBs, numerous Bayesian bounds utilizing the \textit{a priori} distribution of parameters had been proposed in past few decades [14], among which one typical class is co-variance inequality-based bounds [20] including Bayesian CRB (BCRB) [1], Weiss-Weinstein bound (WWB) [21], Reuven-Messer bound (RMB) [22], Bayesian Abel bound (RAB) [23] and Bobrovsky-Zakai bound (BZB) [24]. However, these bounds rely on higher order derivative, optimization over free variables and empirical testing point selection to provide a global tighter solution [14].

As another typical Bayesian bound, Ziv-Zakai bound (ZZB) enables to provide a global tight bound on the MSE over a wide range of SNR. ZZB was originally proposed in [25] (with improvement in [26], [27]) by considering a scalar estimation problem, where the time delay is assumed to follow a uniform \textit{a priori} distribution. Since then, the ZZBs for specific scalar parameter estimation problems have been widely studied [28], [29], [30], [31], [32], [33], [34], [35], e.g., single source DOA estimation exploiting linear array [28], [30]. On the other hand, a unified expression of ZZB for vector parameter estimation with arbitrary \textit{a priori} distribution was first derived in [36], which provides a promising framework for the derivation of ZZB on multiple sources DOA estimation. However, it remains challenges in deriving an explicit ZZB due to the involved high dimensional integration and constrained optimization. Although an explicit
ZZB for two-dimensional DOA estimation was derived in [37], the involved Sherman-Morrison formula and matrix determinant lemma make it appropriate for single source estimation only. Furthermore, its uniform distribution assumption on \( \sin \theta \) rather than on the DOA \( \theta \) itself, is impractical for DOA estimation, because it implies that, the source signal impinges on the array from the boresight with the highest probability, and the probability gradually decreases with the DOA deviating from the boresight. Hence, the existing ZZBs for single source DOA estimation are difficult to be straightforwardly extended to multiple sources scenario, where the main challenges are:

- With the number of sources increasing, the numerical solution suffers from heavier computational burden, such that an explicit ZZB is required.
- For multiple sources DOA estimation, there naturally exists permutation ambiguity during MSE calculation. However, the ordering process for the elimination of permutation ambiguity implicitly changes the \textit{a priori} distribution of DOAs, which makes the ZZB derived from the existing framework invalid in the \textit{a priori} performance region.
- For multiple sources DOA estimation, the mutual coherence among coherent sources is generally unavoidable due to multipath propagation (see, [38], [39], [40] and the references therein), the effect of which on the ZZB is still unclear.

Due to these difficulties, some researchers had to adopt the ZZB for single source DOA estimation [37] to evaluate their multiple sources DOA estimation [41]. In this paper, we derive an explicit ZZB for hybrid coherent/incoherent multiple source DOA estimation. By utilizing Woodbury matrix identity and Sylvester’s determinant theorem, we first follow the derivation in [37] to generalize the ZZB for single source DOA estimation to multiple sources DOA estimation. However, such straightforward generalization does not consider the permutation ambiguity arising in MSE calculation for multiple sources DOA estimation, which makes the generalized ZZB invalid in the \textit{a priori} performance region. To this end, we for the first time introduce the order statistics to describe the effect of the elimination of permutation ambiguity on the ZZB, such that the ZZB keeps tight for the evaluation of DOA estimators outside the asymptotic region. The ZZB for DOAs estimation is an explicit function of the number of sources, the number of array sensors, the number of snapshots, the \textit{a priori} distribution and SNRs of sources, array observation data, and the coherent coefficient. Furthermore, the derived ZZB provides a unified expression for both overdetermined DOA estimation and underdetermined DOA estimation, and also explicitly reveals the MSE convergence in the \textit{a priori} performance region with respect to (w.r.t.) the number of sources and their \textit{a priori} distributions. Simulations demonstrate the validity of the ZZB to predict multiple sources DOA estimation performance, benefited from its obvious threshold effect. Compared with the widely used CRB, the derived ZZB provides a tight bound over a wider range of SNR, and clearly reveals the MSE convergence in the \textit{a priori} performance region and the effect of the coherent coefficient in the transition region.

The notations used in this paper are summarized in Table I. The rest of this paper is organized as follows. We introduce a hybrid coherent/incoherent multiple sources model, MSE and CRB in Section II, and the related ZZB preliminaries in Section III. Then, in Section IV, we derive a ZZB as an explicit function of multiple sources, where the permutation ambiguity in DOAs estimation is also considered. We perform simulations in Section V to demonstrate the advantages of the ZZB. Finally, we make our conclusions in Section VI.

| Notation | Description |
|----------|-------------|
| \( \mathbb{R} \) | Set of real numbers |
| \( \mathbb{C} \) | Set of complex numbers |
| \([\cdot]^T\) | Transpose |
| \([\cdot]^H\) | Hermitian transpose |
| \( \text{Tr}\{\cdot\} \) | Trace of a matrix |
| \(|\cdot|\) | Determinant of a matrix |
| \( \mathbf{0}_M \) | \( M \)-dimensional all-zero vector |
| \( \mathbf{1}_M \) | \( M \)-dimensional all-one vector |
| \( \mathbf{I}_M \) | \( M \)-dimensional identity matrix |
| \( \mathbb{E}\{\cdot\} \) | Statistical expectation |
| \( \text{diag}\{\cdot\} \) | Diagonal matrix |
| \( \|\cdot\|_2 \) | \( \ell_2 \) norm |
| \( \Pr\{\cdot\} \) | Probability |
| \( K! \) | Factorial of positive integer \( K \) |

II. SIGNAL MODEL, MSE AND CRB

Assuming \( K \) far-field narrowband signals impinging on a linear array consisting of \( M \) sensors located at \([d_1, d_2, \ldots, d_M]\) from directions \( \theta = [\theta_1, \theta_2, \ldots, \theta_K]^T \), where, without loss of generality, the first \( L \) (\( 1 \leq L \leq K \)) sources are assumed to be mutually coherent, while the left \( K - L \) sources are incoherent with each other and independent of the first \( L \) sources. The array observation data are modeled as

\[
\mathbf{x}(t) = \sum_{k=1}^{L} \mathbf{a}(\theta_k) s_1(t) + \sum_{k=L+1}^{K} \mathbf{a}(\theta_k) s_k(t) + \mathbf{n}(t) = \mathbf{A}(\theta) \mathbf{s}(t) + \mathbf{n}(t), \forall t = 1, 2, \ldots, T, \tag{1}
\]

where \( \mathbf{A}(\theta) = [\mathbf{a}(\theta_1), \mathbf{a}(\theta_2), \ldots, \mathbf{a}(\theta_K)] \in \mathbb{C}^{M \times K} \) is the steering matrix with the \( k \)-th column

\[
\mathbf{a}(\theta_k) = [e^{-j \frac{2\pi}{\lambda} d_1 \sin \theta_k}, \ldots, e^{-j \frac{2\pi}{\lambda} d_M \sin \theta_k}]^T \tag{2}
\]

denoting the steering vector of the \( k \)-th source with \( \lambda \) representing the wavelength, \( \mathbf{s}(t) = [\beta_1^{T} s_1(t), s_1(t), \ldots, s_K(t)]^T \in \mathbb{C}^{K} \) denotes the \( K \) signals with \( \beta = [\beta_1, \ldots, \beta_L]^T \in \mathbb{C}^L \) containing the coherent coefficient \( \beta_l \) between the \( l \)-th \( (1 \leq l \leq L) \) coherent signal \( \beta s_1(t) \) and the reference signal \( s_1(t) \) (i.e., \( \beta_1 = 1 \)), and \( \mathbf{n}(t) \sim \mathcal{CN}(\mathbf{0}_M, \sigma_n^2 \mathbf{I}_M) \) is the complex zero-mean additive white Gaussian noise independent of the signals.
with \( \sigma_n^2 \) denoting the noise power. Here, \( T \) denotes the number of snapshots.

Without loss of generality, we make the following assumptions:

**Assumption 1:** All the incoherent signals \( s_k(t), k = 1, L+1, \ldots, K \) are sampled from zero-mean, stationary complex Gaussian stochastic processes.

**Assumption 2:** The DOAs of the signals are distinct (say, \( \theta_i \neq \theta_j, \forall i \neq j \)).

**Assumption 3:** Each DOA follows a uniform distribution \( \theta_k \sim U[\theta_{\min}, \theta_{\max}], \forall k = 1, 2, \ldots, K \).

Thus, the theoretical covariance matrix of \( x(t) \) given \( \theta \) is

\[
R_{x|\theta} = \mathbb{E} \{ x(t)x^H(t) \} = A(\theta)\Sigma A^H(\theta) + \sigma_n^2 I_M,
\]

where

\[
\Sigma = \mathbb{E} \{ s(t)s^H(t) \} = \text{block diag} [\Sigma_{co}, \Sigma_{in}]
\]

with

\[
\Sigma_{co} = \beta \beta^H \sigma_1^2
\]

having the covariance matrix corresponding to the first \( L \) coherent sources, and

\[
\Sigma_{in} = \text{diag} [\sigma_2^2, \ldots, \sigma_K^2]
\]

denoting the covariance matrix for the \( K - L \) incoherent sources. The diagonal entries of matrix \( \Sigma \) denote the power of \( K \) sources, where \( |\beta_k|^2 \sigma_k^2 (k = 1, \ldots, L) \) denotes the power of the \( k \)-th coherent source, \( \sigma_k^2 \). While \( \sigma_k^2 (k = L + 1, \ldots, K) \) denotes the power of the \( k \)-th incoherent source.

Similar to other parameter estimation problems, the MSE defined as

\[
\text{MSE} = \frac{1}{K} \sum_{k=1}^{K} \mathbb{E} \left\{ (\hat{\theta}_k - \theta_k)^2 \right\} = \frac{1}{K} \text{Tr} \{ R_e \}
\]

is a well accepted metric to evaluate the estimation accuracy of DOA estimators, where \( \hat{\theta}_k \) is the estimate of \( \theta_k \), and

\[
R_e = \mathbb{E} \{ \epsilon \epsilon^T \} = \mathbb{E} \left\{ (\hat{\theta} - \theta)(\hat{\theta} - \theta)^T \right\}
\]

is the error correlation matrix. It is worth noting that, the definition of MSE for DOA estimation implies the following assumption:

**Assumption 4:** All DOAs make the same contribution to MSE calculation, namely, they have an equal weight.

As a widely used lower bound in evaluating the variance of DOA estimators, CRB is the inverse of the Fisher information, where the \( ij \)-th entry of the Fisher information matrix \( J \) w.r.t. \( \theta \) is given by [1]

\[
J_{ij} = T \text{Tr} \left\{ \frac{\partial R_e}{\partial \theta_i} R_e^{-1} \frac{\partial R_e}{\partial \theta_j} R_e^{-1} \right\}.
\]

It is observed that, due to the uniform distribution, there is no \textit{a priori} information of \( \theta \) contributing to the Fisher information even if in Bayesian CRB (BCRB) [1], which makes CRB only tight in the asymptotic region.

### III. ZZB Preliminaries

The extended ZZB for vector parameter estimation to lower bound the error correlation matrix is given in [36, Eq. 32]

\[
w^T R_e w \\
\geq \frac{1}{K} \int_0^\infty \max_{d = -\infty}^{\infty} \left[ \int_{\mathbb{R}^K} (f_0(\varphi) + f_0(\varphi + \delta)) P_{\min}(\varphi, \varphi + \delta) d\varphi \right] h d h,
\]

where \( w \in \mathbb{R}^K \) represents a normalized weight vector (i.e., \( \| w \|_2 = 1 \), \( f_0(\varphi) \equiv f(\varphi) \) with \( f(\varphi) \) denoting the \textit{a priori} probability density function (PDF) of \( \varphi \), and \( P_{\min}(\varphi, \varphi + \delta) \) is the minimum probability of error of the binary hypothesis testing problem

\[
H_0 : \varphi = \varphi ; \quad x \sim f(x|\varphi) \\
H_1 : \varphi + \delta ; \quad x \sim f(x|\varphi + \delta)
\]

with

\[
\text{Pr}(H_0) = \frac{f_0(\varphi)}{f_0(\varphi) + f_0(\varphi + \delta)} \quad \text{Pr}(H_1) = 1 - \text{Pr}(H_0).
\]

Here, \( f(x|\varphi) \) and \( f(x|\varphi + \delta) \) are respectively the conditional PDFs of \( x \) given \( \varphi = \varphi \) and \( \varphi + \delta \). With Assumption 4, the weight vector \( w \) in DOAs estimation becomes

\[
w = \frac{1}{\sqrt{K}} 1_K.
\]

Thus, (10) can be written as

\[
\frac{1}{K} 1_K^T R_e 1_K \geq \frac{1}{2} \int_0^\infty \max_{d = -\infty}^{\infty} \left[ \int_{\mathbb{R}^K} (f_0(\varphi) + f_0(\varphi + \delta)) \times P_{\min}(\varphi, \varphi + \delta) d\varphi \right] h d h.
\]

For single source case (i.e., \( K = 1 \)), the vector \( \theta \) degrades to a scalar \( \theta, \delta = h \), and (14) becomes

\[
\mathbb{E} \left\{ (\hat{\theta} - \theta)^2 \right\} \geq \frac{1}{2} \int_0^\infty \int_\mathbb{R} (f_0(\varphi) + f_0(\varphi + h)) P_{\min}(\varphi, \varphi + h) d\varphi dh,
\]

which has also been investigated in [37]. On the contrary, for multiple sources case (i.e., \( K \geq 2 \)), it’s still challenging for ZZB to evaluate the performance of DOA estimators straightforwardly due to \( K \)-dimensional integration and optimization in (14).

### IV. Derivation of ZZB for DOAs Estimation

In this section, we derive a ZZB for DOAs estimation in an explicit way, where the number of sources, the number of

\footnote{The valley filling operation in [36, Eq. 32] is ignored since it is proved in [37] that the valley filling operation does not have an effect in DOA estimation context.}
array sensors, the number of snapshots, the \textit{a priori} distribution and SNRs of sources, array observation data, and the coherent coefficient are served as explicit factors. In Section IV-A, we first follow the derivation framework in [37] to generalize the ZZB for single source DOA estimation to multiple sources DOA estimation, which, unfortunately, is invalid for lower bounding the MSE outside the asymptotic region. Considering the permutation ambiguity arising in MSE calculation for multiple sources DOA estimation, in Section IV-B, we then introduce order statistics to make the ZZB global tight in evaluating the MSE for multiple sources DOA estimation.

A. Generalized ZZB for Multiple Sources DOA Estimation

It is worth noting that, the utilization of Sherman-Morrison formula and matrix determinant lemma in [37] makes it appropriate for single source case only, which, accordingly, hinders the ZZB derivation in multiple sources scenario. Instead, for the hybrid coherent/incoherent multiple sources considered in this paper, we introduce Woodbury matrix identity and Sylvester’s determinant theorem to generalize the ZZB as an explicit function of multiple sources.

For the array observation data matrix $X = [x(1), \ldots, x(T)] \in C^{M \times T}$, $P_{\text{min}}(\varphi, \varphi + \delta)$ is lower bounded as [42, p. 79]

$$P_{\text{min}}(\varphi, \varphi + \delta) \geq e^{\left[\mu(\mu; \delta) + \frac{1}{2} \frac{\partial^2 \mu(\mu; \delta)}{\partial \mu^2}\right]} \int_{\mathbb{R}} \frac{1}{\sqrt{2\pi}} e^{-v^2} dv$$

$$= P(\delta),$$

where

$$Q(z) = \int_{z}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-v^2} dv$$

is the tail distribution function of the standard normal distribution, and

$$\mu(\mu; \delta) = \ln \int f(X|\varphi + \delta) f(X|\varphi)^{1-p} dX$$

is the semi-invariant moment generating function. According to Appendix A, $\mu(\mu; \delta)|_{p=\frac{1}{2}}$ and $\frac{\partial^2 \mu(\mu; \delta)}{\partial \mu^2}|_{p=\frac{1}{2}}$ in (16) are respectively approximated as

$$\mu(\mu; \delta)|_{p=\frac{1}{2}} \approx \delta^T J \delta,$$

$$\frac{\partial^2 \mu(\mu; \delta)}{\partial \mu^2}|_{p=\frac{1}{2}} \approx 8 T \left[ \frac{M ||\beta||_2^2 \eta_1}{2M ||\beta||_2^2 \eta_1} + \sum_{k=L+1}^{K} \frac{M \eta_k}{2M \eta_k} \right]^2,$$

where $\eta_k = \frac{\sigma^2_k}{\sigma^2}$ denotes the SNR of the $k$-th source, and $\Delta$ denotes the region

$$\Delta = \left\{ \delta : \delta^T J \delta \leq 8 T \left[ \frac{M ||\beta||_2^2 \eta_1}{2M ||\beta||_2^2 \eta_1} + \sum_{k=L+1}^{K} \frac{M \eta_k}{2M \eta_k} \right]^2 \right\}$$

Accordingly, $P(\delta)$ in (16) is approximated as

$$P(\delta) = \left\{ \begin{array}{ll}
P_S(\delta), & \delta \in \Delta \\
P_L, & \delta \notin \Delta 
\end{array} \right.$$  

and $P_L$ (24) is shown at the bottom of next page.

It should be pointed out that, the $P_S(\delta)$ derived here is appropriate for multiple sources case although it has the same expression as [37, Eq. D.13]. To be more specific, the determinants of $\mu(\mu; \delta)|_{p=\frac{1}{2}}$ in [37] are calculated using matrix determinant lemma in [37, Eq. B.16] and [37, Eq. B.17], from which the $P_S(\delta)$ is finally derived. Considering the fact that the use of matrix determinant lemma in [37] implies the single source assumption, the $P_S(\delta)$ derived there is naturally appropriate for single source only. On the contrary, we perform the Taylor expansion directly on $\mu(\mu; \delta)|_{p=\frac{1}{2}}$ and $\frac{\partial^2 \mu(\mu; \delta)}{\partial \mu^2}|_{p=\frac{1}{2}}$ that preserves the matrix determinants to derive the $P_S(\delta)$, during which the assumption about number of sources has not been involved. Therefore, the $P_S(\delta)$ derived here is appropriate for both single source and multiple sources simultaneously. Besides, we adopt Woodbury matrix identity and Sylvester’s determinant theorem rather than Sherman-Morrison formula and matrix determinant lemma in [37] to derive the $P_L$, which, not only makes it work for multiple sources, but also enables us for the first time to formulate it as an explicit function of coherent coefficients $\beta$. Moreover, the derived $P_L$ is also a function of the number of sources, which is approximately the same as that in [37] when $K = 1$.

Since $K$ DOAs are independent, the $K$-dimensional integration in (14) becomes

$$\frac{1}{\zeta^K} \int_{\mathbb{R}} \left[ f_0(\varphi) + f_0(\varphi + \delta) \right] P_{\text{min}}(\varphi, \varphi + \delta) d\varphi$$

$$\geq \frac{P(\delta_1)}{\zeta^K} \int_{\Phi} d\varphi$$

$$= \frac{P(\delta_1)}{\zeta^K} \prod_{k=1}^{K} (\zeta - |\delta_k|),$$

where

$$\Phi = \{ \varphi | \varphi_k \in [\vartheta_{\min}, \vartheta_{\max} - |\delta_k|], k = 1, 2, \ldots, K \}$$

Our derivation of $P_L$ is consistent with [37, Eq. C.13]. However, an extra approximation was made in [37, Eq. C.13]. Hence, we mention “approximately” here.
is the $K$-dimensional integration region, $\zeta = \vartheta_{\max} - \vartheta_{\min}$ denotes the range of DOAs, and $|\delta_k|$ is the absolute value of the $k$-th element in $\delta$.

According to Appendix B, the generalized ZZB for multiple sources DOA estimation is derived as

$$\frac{1}{K} R^T \mathbf{R}_K \mathbf{1}_K \geq \frac{12 P_L \vartheta \mathbf{R}_K \mathbf{1}_K}{(K+1)(K+2)} + \Gamma_3 \left( \hat{u} \right) \frac{1}{K} J^{-1} \mathbf{1}_K,$$

where

$$R_\theta = \frac{\zeta^2}{12} I_K$$

is the a priori covariance matrix of $\theta$, and

$$\Gamma_3 \left( \hat{u} \right) = \frac{1}{\Gamma \left( \frac{3}{2} \right)} \int_0^\infty e^{-\xi \frac{3}{2}} d\xi$$

is the normalized Gamma function with $\Gamma(\frac{3}{2}) = \frac{\pi}{2}$ and

$$\hat{u} = \frac{K \tilde{h}^2}{8 \Gamma^2 J^{-1} \mathbf{1}_K}.$$  

Here, $\tilde{h}$ (31) shown at the bottom of this page. Obviously, the generalized ZZB in (27) lower bounds the error correlation matrix, one special case of which is the MSE we sought. Specifically, considering that the MSE defined in (7) is only related to the diagonal elements of the error correlation matrix $R_\epsilon$ (also, the diagonal elements in $J^{-1}$ [43]), the MSE of DOAs estimation can be lower bounded by the generalized ZZB as

$$\text{MSE} \geq \frac{12 P_L \text{Tr} \left( R_\theta \right)}{(K+1)(K+2)} + \Gamma_3 \left( \hat{u} \right) \frac{\text{Tr} \left( J^{-1} \right)}{K}.$$  

Obviously, only the first term of the generalized ZZB is a function of the a priori distribution of $\theta$ via $R_\theta$, while the second term is a function of the Fisher information matrix $J$.

### Appendix B. ZZB for Estimation with Permutation Ambiguity

In Section IV-A, we generalized the ZZB of single source DOA estimation to multiple sources DOA estimation, which, however, is invalid in the a priori performance region. The reason is that, the ordering process is required by multiple sources DOA estimators for the elimination of permutation ambiguity, which implicitly changes the a priori distribution of DOAs. To better illustrate the effect of the permutation ambiguity on MSE calculation, we consider the following example.

**Example 1**: Assuming there are two signals impinging on the array from 30° and 45°, while their estimates are respectively 29° and 44°. Accordingly, the root MSE (RMSE) is calculated as $\sqrt{(30° - 29°)^2 + (45° - 44°)^2} = 1.00°$. However, when permutation ambiguity occurs, the outputs of DOAs estimator become 44° and 29°, leading to a wrong RMSE of $\sqrt{(30° - 29°)^2 + (45° - 29°)^2} \approx 15.03°$.

Although permutation ambiguity is ubiquitous for DOAs estimator, its impact on the MSE calculation is more prominent in the asymptotic region. Generally speaking, in the asymptotic region, the estimates of DOAs are around the true values, which leads to a small estimation error. On the contrary, the farther away from the asymptotic region, the larger the estimation error is. Obviously, to obtain the correct MSE, the outputs of DOAs estimators $\hat{\theta}$ should not be directly matched to the true DOAs $\theta$ during MSE calculation. To eliminate the permutation ambiguity, both the estimated DOAs and the true DOAs are respectively sorted in ascending order before calculating the MSE. As such, the MSE should be calculated as

$$\text{MSE} = \frac{1}{K} \sum_{k=1}^{K} \mathbb{E} \left\{ \left( \hat{\theta}(k) - \theta(k) \right)^2 \right\},$$

where $\hat{\theta}(k)$ and $\theta(k)$ are the $k$-th smallest order statistic in $\hat{\theta}$ and $\theta$, respectively. Here, the subscript $(k)$ enclosed in parentheses indicates the $k$-th order statistic of the sample.

Although the ordering process enables an accurate MSE calculation in the asymptotic region, it simultaneously has an effect on the MSE outside the asymptotic region because it implicitly changes the a priori distribution of DOAs $\theta$. Actually, different DOAs are naturally assumed to be independent with each other, while such an ordering process introduces an extra dependence among the DOAs. For example, in the a priori performance region, each $\theta_k$ tends to be randomly estimated according to its a priori distribution $\theta_k \sim U(\theta_{\min}, \theta_{\max})$, and the MSE of $\theta_k$ converges to its a priori variance $\sigma^2_{\theta_k}$. After the ordering process, $\vartheta(k)$ tends to be randomly estimated in the interval $[\theta_{(k-1)}, \theta_{(k+1)}]$ instead of original $[\theta_{\min}, \theta_{\max}]$, and the MSE of $\vartheta(k)$ converges to its a priori variance $\sigma^2_{\vartheta(k)}$. Obviously, with the number of sources $K$ increasing, the average range of $\vartheta(k)$ becomes narrower compared with that of the original $\vartheta_k$, making the MSE scale down in the a priori performance region due to the ordering process.

According to aforementioned discussion, the effect of ordering process on the MSE calculation is formulated as the ratio

$$\frac{\text{MSE}}{\text{MSE}_{\text{original}}} = \left[ \frac{\text{MSE}_{\text{original}}}{\text{MSE}} \right]^{\frac{1}{2}}$$

where $\text{MSE}_{\text{original}}$ is the MSE when no ordering process is applied, and $\text{MSE}$ is the MSE with ordering process applied.

The interval becomes $[\vartheta_{\min}, \vartheta_{(2)}]$ and $[\vartheta_{(K-1)}, \vartheta_{\max}]$ for $\vartheta_{(1)}$ and $\vartheta_{(K)}$, respectively.

$$\tilde{h} \approx \min \left[ \sqrt{8 T \Gamma^2 J^{-1} \mathbf{1}_K \frac{1}{K} \left( \frac{M \frac{\|\beta\|_2^2}{\eta_1}}{2 + M \frac{\|\beta\|_2^2}{\eta_1}} \right)^2 + \sum_{k=L+1}^{K} \left( \frac{M \eta_k}{2 + M \eta_k} \right)^2 \right] \sqrt{K \zeta}.$$  

(31)
between the trace of the a priori covariance matrix of the order statistics \(\{\theta_1, \ldots, \theta_K\}\), i.e.,

\[
\text{Tr}\{\mathbf{R}_o}\} = \sum_{k=1}^{K} \sigma_{\theta(k)}^2 ,
\]

and that of the a priori covariance matrix of the original \(\theta\) before the ordering process, say, \(\text{Tr}\{\mathbf{R}_\theta\}\).

According to the a priori PDF of \(\theta(k)\) [44, p. 229]

\[
f(\theta(k)) = \frac{K! (\theta(k) - \mathbb{E}\{\theta(k)\})^{k-1} (1 - \theta(k))/\zeta (K - 1)! ((K - k)!)}{(K + 1)^2 (K + 2)},
\]

the a priori variance of \(\theta(k)\) is

\[
\sigma_{\theta(k)}^2 = \frac{\zeta^2 (K + 1 - k) (K + 2)}{(K + 1)^2 (K + 2)}.
\]

Thus, (35) becomes

\[
\text{Tr}\{\mathbf{R}_o\} = \frac{K \zeta^2}{6 (K + 1)},
\]

and correspondingly, the ratio \(\kappa\) in (34) becomes

\[
\kappa = \frac{2}{K + 1},
\]

which is a function of the number of sources \(K\). For single source case (i.e., \(K = 1\)), we have \(\kappa = 1\), namely, there is no permutation ambiguity. Furthermore, the ratio \(\kappa\) gets smaller with the number of sources increasing, indicating that the MSE scales down more in the a priori performance region after the ordering process. The reason is that, the average interval \([\theta(k-1), \theta(k+1)]\) gets narrower with the number of sources increasing.

In order to make the ZZB valid in the a priori performance region for evaluating multiple sources DOA estimation, we incorporate the ratio \(\kappa\) (40) into the first term of (32) to obtain the ZZB expression as

\[
\text{MSE} \geq 2 P_L \frac{K \zeta^2}{(K + 1)^2 (K + 2)} + \Gamma_\frac{1}{2} (\hat{\mathbf{u}}) \text{Tr}\{\mathbf{J}^{-1}\}.
\]

Obviously, same as the generalized ZZB (32), the derived ZZB is also an explicit function of the number of sources, and depends on the number of snapshots, the number of array sensors, the a priori distribution and SNRs of sources, array observation data via the Fisher information matrix, and the coherent coefficient \(\beta\).

In the a priori performance region, the ZZB converges to the a priori bound (APB) as

\[
\lim_{\eta \to 0} \text{MSE} \geq \frac{K \zeta^2}{(K + 1)^2 (K + 2)},
\]

since

\[
\lim_{\eta \to 0} 2 P_L = 1,
\]

and

\[
\lim_{\eta \to 0} \Gamma_\frac{1}{2} (\hat{\mathbf{u}}) = 0.
\]

Obviously, the estimation accuracy of DOA estimator cannot be further improved by simply increasing the number of array sensors and/or the number of snapshots when the SNR tends to zero.

In the asymptotic region, the ZZB converges to the CRB as

\[
\lim_{\eta \to +\infty} \text{MSE} \geq \frac{\text{Tr}\{\mathbf{J}^{-1}\}}{K},
\]

since

\[
\lim_{\eta \to +\infty} 2 P_L = 0
\]

and

\[
\lim_{\eta \to +\infty} \Gamma_\frac{1}{2} (\hat{\mathbf{u}}) = 1.
\]

Now it is clear that, the ZZB in (41) is a linear combination between the APB and the CRB, whose coefficients are \(2 P_L\) and \(\Gamma_\frac{1}{2}(\hat{\mathbf{u}})\), respectively.

For fully incoherent sources (say, \(L = 1\), \(P_L\) (24) and \(\hat{u}\) (30) respectively degrade to

\[
P_L = e^{Q \left(\frac{L}{2M_\eta}\right)^2} \sum_{k=1}^{K} \frac{M_{\eta}}{2 (2 + M_{\eta})^2},
\]

and

\[
\hat{u} \approx \min \left[T \sum_{k=1}^{K} \left(\frac{M_{\eta}}{2 + M_{\eta}}\right)^2 - \frac{K^2 \zeta^2}{81 K^2 J^{-1} K}\right].
\]

When \(K\) sources have the same SNR \(\eta\), \(P\) and \(\hat{u}\) further become

\[
P_L = e^{Q \left(\frac{L}{2M_\eta}\right)^2} \sum_{k=1}^{K} \frac{M_{\eta}}{2 (2 + M_{\eta})^2},
\]

and

\[
\hat{u} \approx \min \left[\frac{K^2 \zeta^2}{81 K^2 J^{-1} K}\right].
\]

Furthermore, when \(K = 1\), the ZZB is simplified to

\[
\text{MSE} \geq 2 \frac{K \zeta^2}{(K + 1)^2 (K + 2)} + \Gamma_\frac{1}{2} (\hat{\mathbf{u}}) \text{Tr}\{\mathbf{J}^{-1}\}.
\]

Obviously, same as the generalized ZZB (32), the derived ZZB is also an explicit function of the number of sources, and depends on the number of snapshots, the number of array sensors, the a priori distribution and SNRs of sources, array observation data via the Fisher information matrix, and the coherent coefficient \(\beta\).
and introduce the approximation [37, Eq. C.14].

In Fig. 1, we compare combination coefficients of the ZZB versus the SNR, where a single source is assumed to follow a priori distribution $U[-90^\circ, 90^\circ]$ w.r.t. a uniform linear array (ULA) consisting of $M = 20$ sensors. The number of snapshots is fixed to $T = 40$, and 10,000 Monte-Carlo trials are performed for each SNR point. It is observed that the coefficient $2\tilde{P}_L$ decreases from 1 in the a priori performance region to 0 in the asymptotic region as analyzed, while the coefficient $\Gamma_2(\tilde{u})$ has an opposite trend. That is to say, the APB dominates the ZZB in the a priori performance region, but sharply vanishes in the asymptotic region. On the contrary, the CRB is ignorable in the a priori performance region, but gradually dominates the ZZB from the transition region to the asymptotic region.

Unlike in the single source case, both combination coefficients $2\tilde{P}_L$ and $\Gamma_2(\tilde{u})$ also depend on the coherent coefficient $\beta$ under coherent multiple sources case. Hence, in Fig. 2, we compare both combination coefficients versus the SNR for two coherent sources, where different magnitudes of the coherent coefficient $\beta_2$ are considered. Meanwhile, the corresponding combination coefficients for incoherent sources are also plotted as a reference. Since ZZB requires the vectorization operator, and $\otimes$ denotes the Kronecker product. By substituting the coarray Fisher information matrix into (41), the corresponding coarray ZZB can be used to evaluate under-determined DOA estimation in a wide range of SNR from the a priori performance region to the asymptotic region.

**V. Simulations**

In this section, we evaluate the ZZB for multiple sources DOA estimation, where both the CRB and the APB are also plotted for reference. Since ZZB requires the a priori distribution, we assume each DOA to follow a uniform distribution $U[-60^\circ, 60^\circ]$ in our simulations. We run $\mathcal{L} = 10, 000$ Monte-Carlo trials for each SNR point to obtain the involved bounds and the RMSE

$$\text{RMSE} = \sqrt{\frac{1}{2\mathcal{K}} \sum_{\ell=1}^{\mathcal{K}} \sum_{k=1}^{K} (\hat{\theta}_{\ell,k} - \theta_{\ell,k})^2}$$

of DOAs estimation. Here, $\hat{\theta}_{\ell,k}$ is the estimate of $\theta_{\ell,k}$, the $k$-th DOA after ordering process in the $\ell$-th Monte-Carlo trial. To keep sources resolvable, we assume a minimum interval of $10^\circ$ in each $\theta$ in multiple sources case, i.e., $K$ DOAs in each trial are sampled with at least $10^\circ$ separation. Unless otherwise specified, the number of snapshots is fixed to $T = 40$, and a ULA with $M = 20$ half-wavelength inter-element spacing sensors is adopted in our simulations, although any linear array configuration is applicable.

Considering that the ZZB in [37] is only appropriate for the single source case, we first compare the derived ZZB (52) with the ZZB in [37] under the single source assumption. Meanwhile, the MUSIC algorithm is also plotted for a reference. It is observed from Fig. 3 that, due to the extra approximation [37,
Eq. (C.14), the explicit ZZB in [37] enters the asymptotic region at a slightly lower input SNR than the derived ZZB, which is consistent with the numerical integration of [37, Fig. 4]. Besides, both the derived ZZB and the ZZB in [37] converge to the APB in the a priori performance region and the CRB in the asymptotic region, respectively. Furthermore, the ZZB provides a tighter bound than the CRB outside the asymptotic region, and also predicts the threshold entering the asymptotic region for DOA estimation algorithms (e.g., MUSIC). On the contrary, since no a priori information is used, the CRB provides a loose bound outside the asymptotic region, and finally divergence exceeds the MSE of the MUSIC algorithm in the a priori performance region.

Then, we evaluate the derived ZZB under fully incoherent multiple sources assumption, where all K sources are assumed to have the same SNRs. It is observed from Fig. 4 that, both the generalized ZZB and the ZZB enter the asymptotic region at the same SNR, then keep consistent with the CRB in the asymptotic region. However, below the asymptotic region threshold, the generalized ZZB increases faster than the ZZB before entering the a priori performance region, and finally convergence exceeds the MSE of the MUSIC algorithm. The CRB still provides a loose bound in the transition region, and finally divergence exceeds the MSE of the MUSIC algorithm. The CRB performance region regardless of the number of snapshots. This is because the MSE convergency in the a priori performance region only depends on the a priori distribution of DOAs and the number of sources. Nevertheless, we prefer more snapshots to bring the lower bound outside the a priori performance region, which implies the better estimation performance. Specifically, with the increase of T, the ZZB touches the CRB at a lower SNR, leading to a narrower transition region. Each double snapshots brings a fixed decrease of the threshold point, which helps to predict the asymptotic region threshold of the ZZB under different numbers of snapshots.

We then evaluate the effect of the number of sources K on the ZZB in Fig. 6. It is observed that, for different numbers of sources K, the ZZB always effectively lower bounds the corresponding MSE of the MUSIC algorithm, and respectively converges to the corresponding APB (42) in the a priori performance region and the CRB (45) in the asymptotic region. With the number of sources K increasing, the ZZB touches the corresponding CRB at a lower SNR, since the function \( \Gamma_\eta(u) \) w.r.t. \( K \) increases to 1 (i.e., ZZB converges to CRB) more rapidly. Meanwhile, the ZZB converges to a lower APB in the a priori performance region and a higher CRB in the asymptotic region, such that the difference between the ZZB and the corresponding CRB in the transition region becomes smaller. Even so, the ZZB always converges to the APB with SNR decreasing, while the CRB becomes invalid to evaluate the estimation performance of DOA estimator (e.g., MUSIC) in low SNR situation.

Now, we evaluate the ZZB for the hybrid coherent/incoherent multiple sources DOA estimation. We assume there are \( K = 5 \) sources, where the first \( L = 3 \) sources are mutually coherent with the coefficient \( \beta = [1, 0.9e^{j\phi_1}, 0.8e^{j\phi_2}] \), whereas the last \( K - L = 2 \) sources are incoherent. Here, both \( \phi_1 \) and \( \phi_2 \) are random phases following a uniform distribution \( U\left[-\pi, \pi\right] \). In addition, we also plot the fully incoherent ZZB as a reference. For fair comparison, the SNRs of 5 sources in the fully incoherent case are \( \eta_2 = |\beta_2|^2\eta_1, \eta_3 = |\beta_3|^2\eta_1, \eta_4 = \eta_5 = \eta_1 \), respectively. It is observed from Fig. 7 that, both coherent

![Fig. 3. Comparison of bounds for single source case (K = 1).](image1)

![Fig. 4. Comparison of bounds for multiple sources case (K = 5).](image2)
ZZB and incoherent ZZB converge to the APB in the *a priori* performance region, which indicates that, whether coherent or not does not affect the ZZB there. On the other hand, coherent ZZB and incoherent ZZB converge to their corresponding CRBs in the asymptotic region. However, the coherent ZZB is lower than the incoherent ZZB in the transition region. The reason is that, the ZZB is a linear combination between the APB and the CRB, where the coefficient $2P_L$ in the coherent ZZB decreases from 1 more rapidly than that in the incoherent ZZB (as shown in Fig. 2), making the coherent ZZB decreases from the APB faster. Thus, the coherent ZZB is lower than the incoherent ZZB.

Then, we investigate the effect of the *a priori* distribution of DOAs on the ZZB for different numbers of sources. Considering that linear array does not perform well for DOAs estimation at directions close to the array endfires, actual array processing systems usually select a narrow field of view. It can be explained from the perspective of performance analysis that, the Fisher information matrix $J$ at endfire DOAs close to $\pm 90^\circ$ becomes ill-conditioned, which makes the CRB invalid even in high SNR scenario. It is observed from Fig. 8 that, for the same number of sources $K$, the wider *a priori* distribution of DOAs $\mathcal{U}[-85^\circ, 85^\circ]$ leads to the larger ZZB due to the larger CRB and APB. On the other hand, with the number of sources increasing, the gap of ZZBs between the narrow *a priori* distribution of DOAs $\mathcal{U}[-60^\circ, 60^\circ]$ and the wide *a priori* distribution of DOAs $\mathcal{U}[-85^\circ, 85^\circ]$ becomes larger in the asymptotic region. The reason is that, it is of higher probability that more signals impinge from outside of $[-60^\circ, 60^\circ]$ simultaneously, which makes the estimation accuracy even worse due to the smaller effective array aperture.

In addition to the overdetermined DOA estimation, the ZZB is also appropriate for the underdetermined DOA estimation by incorporating the coarray Fisher information (54). Here, we adopt a (3,5) pair coprime linear array (the number of array sensors $M = 2 \times 3 + 5 - 1 = 10$) [45], [46] to estimate $K = 11$ sources following the same *a priori* distribution $\mathcal{U}[-60^\circ, 60^\circ]$ with the minimum interval of 5°. Both the coarray CRB [19, Eq. 37] and the generalized coarray ZZB are plotted for a comparison. All the sources are assumed to be fully incoherent with the same SNR. It is observed from Fig. 9 that, the coarray
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Fig. 9. ZZB for underdetermined DOA estimation.

ZZB converges to the coarray CRB in the asymptotic region, and also flattens out as analyzed when the SNR gets higher. On the other hand, the coarray ZZB converges to the APB as predicted in the a priori performance region. Hence, the ZZB also provides a unified bound for underdetermined DOA estimation from the a priori performance region to the asymptotic region.

VI. CONCLUSION

In this paper, we derived an explicit ZZB for hybrid coherent/incoherent multiple sources DOA estimation. Different from the single source DOA estimation, the ordering process for eliminating permutation ambiguity during MSE calculation of multiple sources DOA estimation makes the generalized ZZB invalid outside the asymptotic region. Hence, we for the first time introduced the order statistics to describe the effect of the ordering process on the ZZB, which kept it global tight for evaluating multiple sources DOA estimation. The derived ZZB for the first time revealed the relationship between the MSE convergery and the number of sources, regardless of the number of snapshots and array configuration. Simulation results demonstrate the advantages of the ZZB over the CRB in a wide range of SNR for multiple sources DOA estimation. It is also noted that, in the transition region, the ZZB may be affected by Fisher information when two sources are closely located, which will be further studied in our future work. Finally, we believe the basic conclusions observed in this paper are valid for other multiple sources parameter estimation problems with permutation ambiguity including range, velocity, and so on.

APPENDIX A

DERIVATION OF $\mu(p; \delta)|_{p = \frac{1}{2}}$ AND $\frac{\partial^2 \mu(p; \delta)}{\partial p^2}|_{p = \frac{1}{2}}$

In this appendix, we generalize the derivation of $\mu(p; \delta)|_{p = \frac{1}{2}}$ and $\frac{\partial^2 \mu(p; \delta)}{\partial p^2}|_{p = \frac{1}{2}}$ for single source in [37] to hybrid coherent/incoherent multiple sources case. For the observation data matrix $X$ with $T$ snapshots, $\mu(p; \delta)$ is explicitly expressed as [42, p. 67]

$$\mu(p; \delta) = T \left[ p \ln |R_{x|x|p} + (1 - p) \ln |R_{x|x|p + \delta}| - \ln |pR_{x|x|p} + (1 - p) R_{x|x|p + \delta}| \right].$$

(56)

where $R_{x|x|p} \triangleq R_{x|x|\theta = p}$ and $R_{x|x|p + \delta} \triangleq R_{x|x|\theta = p + \delta}$.

The first derivative of $\mu(p; \delta)$ w.r.t. $p$ is

$$\frac{\partial \mu(p; \delta)}{\partial p} = T \left[ \ln |R_{x|x|p}| - \ln |R_{x|x|p + \delta}| - \text{Tr} \left( \left[ pR_{x|x|p} + (1 - p) R_{x|x|p + \delta} \right]^{-1} R_{x} \right) \right].$$

(57)

by denoting $R_{-} = R_{x|x|p} - R_{x|x|p + \delta}$, and then the second derivative of $\mu(p; \delta)$ w.r.t. $p$ is

$$\frac{\partial^2 \mu(p; \delta)}{\partial p^2} = 4 T \text{Tr} \left( \left[ pR_{x|x|p} + (1 - p) R_{x|x|p + \delta} \right]^{-2} R_{x} \right).$$

(58)

Hence, by denoting $R_{+} = R_{x|x|p} + R_{x|x|p + \delta}$, $\mu(p; \delta)|_{p = \frac{1}{2}}$ and $\frac{\partial^2 \mu(p; \delta)}{\partial p^2}|_{p = \frac{1}{2}}$ respectively become

$$\mu(p; \delta)|_{p = \frac{1}{2}} = T \left[ \ln \left( \frac{|R_{x|x|p}|}{|R_{x|x|p + \delta}|} \right) - \ln \left( \frac{R_{+}}{2} \right) \right],$$

(59)

and

$$\frac{\partial^2 \mu(p; \delta)}{\partial p^2}|_{p = \frac{1}{2}} = 4 T \text{Tr} \left( \left( R_{+}^{-1} R_{-} \right)^2 \right).$$

(60)

By performing the second-order Taylor series expansion of $\mu(p; \delta)|_{p = \frac{1}{2}}$ and $\frac{\partial^2 \mu(p; \delta)}{\partial p^2}|_{p = \frac{1}{2}}$ around the point $\delta = 0_{K}$, we have

$$\mu(p; \delta)|_{p = \frac{1}{2}} \approx - \frac{1}{8} \delta^T J \delta,$$

(61)

and

$$\frac{\partial^2 \mu(p; \delta)}{\partial p^2}|_{p = \frac{1}{2}} \approx \delta^T J \delta.$$  

(62)

Thus, by substituting (61) and (62) into (16), $P(\delta)$ is approximately as $P_{S}(\delta)$ given in (23). Although the result is consistent with [37, Eq. D. 12], the derivation here is generalized to multiple sources DOA estimation as analyzed below (23).

Since the approximation $P(\delta) \approx P_{S}(\delta)$ is only appropriate for $\delta$ located in a small region $\Delta$ around $0_{K}$, we further investigate (16) for $\delta$ outside the region $\Delta$. According to Sylvester’s determinant theorem

$$|I_{M} + UV| = |I_{K} + VU|$$

(63)

for $U \in \mathbb{C}^{M \times K}$ and $V \in \mathbb{C}^{K \times M}$, the determinants in (59) can be respectively written as

$$|R_{x|x|p}| = \sigma_{n}^{2} \frac{M}{K} \left| I_{K} + \frac{1}{\sigma_{n}^{2}} A^{H}(\varphi) A(\varphi) \Sigma \right|,$$

(64)

$$|R_{x|x|p + \delta}| = \sigma_{n}^{2} \frac{M}{K} \left| I_{K} + \frac{1}{\sigma_{n}^{2}} A^{H}(\varphi + \delta) A(\varphi + \delta) \Sigma \right|,$$

(65)

and

$$\frac{1}{2} R_{+} = \sigma_{n}^{2} \frac{M}{K} \left| I_{2K} + \frac{1}{2\sigma_{n}^{2}} B^{H} B \right|.$$  

(66)
where 
\[ B = [A(\varphi), A(\varphi + \delta)], \]
and 
\[ D = \text{block diag}[\Sigma_{co}, \Sigma_{in}, \Sigma_{co}, \Sigma_{in}]. \]

Obviously, \( A^H(\varphi)A(\varphi), A^H(\varphi + \delta)A(\varphi + \delta) \), and \( B^H \) are related to the array beampattern, whose null points coincide with the minima of \( P(\delta) \). The null points of the array beampattern occur at 
\[ |a^H(\theta)a(\theta + \delta)| = 0 \]
for single source case \([37]\), which implies the steering vector \( a(\theta + \delta) \) is orthogonal to \( a(\theta) \). By generalizing (69) for multiple sources case, we propose the following approximation 
\[ A^H(\theta)A(\theta) \approx M I_K \]
by considering that multiple steering vectors are approximately orthogonal to each other, from which we have\(^4\) 
\[ B^H B \approx M I_{2K}. \]

As such, (59) can be approximated as 
\[ \mu(p; \delta)|_{p = \frac{1}{2}} \approx T \ln \frac{I_K + \frac{M}{\sigma_n^2} \Sigma}{I_{2K} + \frac{M}{\sigma_n^2} D} \]
\[ = T \ln \frac{4(1 + M \beta^2 \eta_1^2)}{(2 + M \beta^2 \eta_1^2)^3} + T \sum_{k=L+1}^{K} \ln \frac{4(1 + M \eta_k^2)}{(2 + M \eta_k)^2}. \]

Then, \( R_+ \) and \( R_- \) in (60) can be further written as 
\[ R_+ = 2\sigma_n^2 I_M + BDB^H, \]
and 
\[ R_- = B\bar{D}B^H, \]
respectively, where 
\[ \bar{D} = \text{block diag}[\Sigma_{co}, \Sigma_{in}, -\Sigma_{co}, -\Sigma_{in}]. \]

According to Woodbury matrix identity, the inverse of \( R_+ \) can be approximated as 
\[ R_+^{-1} \approx \frac{1}{2\sigma_n^2} I_M - \frac{1}{4\sigma_n^4} BDYB^H \]
with the approximation condition (71), where 
\[ Y = \left( I_{2K} + \frac{M}{2\sigma_n^2} D \right)^{-1} \]
\[ = \text{block diag}[Y_{co}, Y_{in}, Y_{co}, Y_{in}] \]

with 
\[ Y_{co} = \left(I_L + \frac{M}{2\sigma_n^2} \Sigma_{co}\right)^{-1} \]
\[ = I_L - \frac{M \eta_1}{2 + M \beta^2 \eta_1^3} \beta \]
according to Sherman-Morrison formula, and 
\[ Y_{in} = \left(I_{K-L} + \frac{M}{2\sigma_n^2} \Sigma_{in}\right)^{-1} \]
\[ = \text{diag}\left[\left(1 + \frac{M \eta_{L+1}}{2}\right)^{-1}, \ldots, \left(1 + \frac{M \eta_{K}}{2}\right)^{-1}\right]. \]

Accordingly, we have 
\[ (R_+^{-1} R_-)^2 \approx \frac{M}{4\sigma_n^4} BD^2 B^H - \frac{M}{\sigma_n^2} BDYB^H + \frac{M^2}{4\sigma_n^4} BD^2 Y^2 B^H \]
\[ D^2 = \bar{D}^2. \]

Then, (60) is approximated as 
\[ \frac{\partial^2 \mu(p; \delta)}{\partial p^2}|_{p = \frac{1}{2}} \approx \frac{TM^2}{\sigma_n^4} \text{Tr}\left(\left(D^2 - \frac{M}{\sigma_n^4} D^3 Y + \frac{M^2}{4\sigma_n^4} D^2 Y^2 \right)^2\right), \]
where the trace of \( D^2, D^3 Y, \) and \( D^4 Y^2 \) are respectively expressed as 
\[ \text{Tr}\{D^2\} = 2\|\beta\|^2 \sum_{k=L+1}^{K} 2\sigma_n^4 - \sum_{k=L+1}^{K} 2K \sigma_n^4, \]
\[ \text{Tr}\{D^3 Y\} = \frac{4\|\beta\|^4 \|\delta\|_{\Sigma_{in}}^2}{2 + M \beta^2 \eta_1^2} + \sum_{k=L+1}^{K} \frac{4\sigma_n^8}{2 + M \eta_k^2}, \]
and 
\[ \text{Tr}\{D^4 Y^2\} = \frac{8\|\beta\|^6 \|\delta\|^2}{(2 + M \beta^2 \eta_1^2)^2} + \sum_{k=L+1}^{K} \frac{8\sigma_n^8}{(2 + M \eta_k)^2}. \]

Finally, (82) becomes 
\[ \frac{\partial^2 \mu(p; \delta)}{\partial p^2}|_{p = \frac{1}{2}} \approx 8T \left(\frac{M \beta^2 \eta_1^3}{2 + M \beta^2 \eta_1^3} + \sum_{k=L+1}^{K} \left(\frac{M \eta_k^3}{2 + M \eta_k^3}\right)^2\right), \]
which is a function of SNR \( \eta_k \), the number of array sensors \( M \), the number of sources \( K \) and the coherent coefficient \( \beta \). By substituting (72) and (86) into (16), \( P(\delta) \) for \( \delta \) outside the region \( \Delta \) is approximated as \( P_h \), which is given in (24).

The boundary of the region \( \Delta \) occurs at \( P_h(\delta) = P_h \). However, the explicit boundary is difficult to calculate. Similar to \([37]\), considering that \( Q(z) \) is a decreasing function w.r.t.
by replacing $K \zeta$ containing $\theta M \eta$, obviously, the integration region $-Q - |(99) \alpha \leq -| \delta^2 \leq -|(26) (88) T \leq h \leq \tilde{h}$ with $h \leq \tilde{h}$. leading to a larger to solve only considering the Fisher information, and thus Property 1 is $M_0 - \delta$ or $\theta$ can $\times$ is further written as $M_h \sigma$ elements in $\tilde{h}$. can be approximately given by $\sum_{k=1}^{K} (\zeta - |\delta_k|)$. 

**Property 1:** 

$$\max_{\delta: \delta = \sqrt{K} h} \frac{P(\delta)}{\zeta_K} \prod_{k=1}^{K} (\zeta - |\delta_k|) \approx \frac{P_L}{\zeta_K} \prod_{k=1}^{K} (\zeta - |\delta_k|) + \max_{\delta: \delta = \sqrt{K} h} P_\delta (\delta) - P_L.$$ 

Then, we have the following property about the maximum of $\frac{1}{\zeta_K} \sum_{k=1}^{K} (\zeta - |\delta_k|)$.

**Proof:** Obviously, the integration region $\Phi$ in (26) brings the constraint $|\delta_k| \leq \zeta, \forall k = 1, 2, \ldots, K,$ (91) such that all the $\zeta - |\delta_k|$ must be positive. With the constraint $1_k \delta = \sqrt{K} h$, (92) the maximum of $\prod_{k=1}^{K} (\zeta - |\delta_k|)$ must occur in the region $\Omega = \{\delta_k > 0, \forall k = 1, 2, \ldots, K\}$, because given any $\delta$ containing negative elements, there always exists a certain $\delta$ in the region $\delta^+$ leading to a larger $\prod_{k=1}^{K} (\zeta - |\delta_k|)$. Thus, we have

$$\max_{\delta: \delta = \sqrt{K} h} \frac{1}{\zeta_K} \prod_{k=1}^{K} (\zeta - |\delta_k|) = \left(1 - \frac{h}{\sqrt{K} \zeta}\right)^K.$$ 

Accordingly, the first term in (89) becomes

$$\max_{\delta: \delta = \sqrt{K} h} \frac{P_L}{\zeta_K} \prod_{k=1}^{K} (\zeta - |\delta_k|) = P_L \left(1 - \frac{h}{\sqrt{K} \zeta}\right)^K.$$ 

The maximum of the second term in (89) occurs at [37] 

$$\delta = \sqrt{K} h \frac{J_{-1}}{1_k J_{-1}} 1_K,$$ 

such that it becomes

$$\max_{\delta: \delta = \sqrt{K} h} P_\delta (\delta) = Q \left(\frac{\sqrt{K} h}{2 \sqrt{1_k J_{-1}} 1_K}\right).$$ 

Correspondingly, (89) is further written as

$$\sqrt{K} h \approx 2 \sqrt{1_k J_{-1}} 1_K 

\frac{1}{K} 1_k R \sigma 1_K \geq P_L \int_0^{\sqrt{K} h} \left(1 - \frac{h}{\sqrt{K} \zeta}\right)^K hdh + \int_0^{\tilde{h}} \left(Q \left(\frac{\sqrt{K} h}{2 \sqrt{1_k J_{-1}} 1_K}\right) - P_L\right) hdh,$$ 

(99)

where the first integration

$$\int_0^{\sqrt{K} h} \left(1 - \frac{h}{\sqrt{K} \zeta}\right)^K hdh = \frac{121 T^1 K}{(K+1)(K+2)},$$ 

(100)

and the second integration

$$\int_0^{\tilde{h}} \left(Q \left(\frac{\sqrt{K} h}{2 \sqrt{1_k J_{-1}} 1_K}\right) - P_L\right) hdh.$$ 

5 Since the array observation data are related to the wanted random parameters (i.e., DOAs) and other unwanted random parameters (e.g., sources and noise power), we cannot simply calculate $J_{-1}$ only considering the Fisher information w.r.t. $\theta$ [1, Chap. 8]. In this case, the parameter vector containing all random parameters is $\alpha = \{\theta, \sigma^T\}$ with $\sigma = \{\sigma_1^2, \sigma_2^2, \ldots, \sigma_K^2\}$ as denoting the unwanted parameter vector, and the complete Fisher information matrix $J_\alpha$ can be calculated according to (9) or (54) by replacing $\theta$ into $\alpha$. Then, $J_{-1}$ should be calculated as the first block with $K \times K$ elements in $J_\alpha^{-1}$, whose explicit solution is given in [17, Eq. 3.1] for overdetermined DOA estimation and [19, Eq. 43] for underdetermined DOA estimation, respectively.
\[
I(u) = \int_{0}^{\hbar} \frac{1}{\sqrt{2\pi}} e^{-\frac{K\hbar^2}{4J-J^2}} \frac{\sqrt{K\hbar^2}}{K} dh
= \Gamma \left(\frac{1}{2} (J - 1)K \right).
\]
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