Spin-triplet superconductivity at the onset of isospin order in biased bilayer graphene
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The quest for unconventional superconductivity governed by Coulomb repulsion between electrons rather than phonon attraction received new momentum with the advent of moiré graphene. Initially, delineating the phonon and Coulomb-repulsion-based pairing mechanisms has proven to be a challenging task, however the situation has changed after recent discovery of superconductivity in non-twisted graphene bilayers and trilayers. Superconductivity occurring at the phase boundaries of spin and valley polarized orders calls for non-phonon scenarios, yet the specific pairing mechanisms remain to be understood. Here we analyze a striking example — superconductivity in graphene bilayers occurring at the onset of valley-polarized order induced by a magnetic field. We describe an attraction-from-repulsion mechanism for pairing mediated by a quantum-critical mode, which fully explains the observed phenomenology. While it is usually notoriously difficult to infer the pairing mechanism from the observed superconducting phases, this case presents a rare exception, allowing for a fairly unambiguous identification of the origin of the pairing glue. A combination of factors such as the location of superconducting phase at the onset of isospin-polarized phase, a threshold in a magnetic field, above which superconductivity occurs, and its resilience at high magnetic fields paints a clear picture of a triplet superconductivity driven by quantum-critical fluctuations.

Superconductivity (SC) in moiré graphene, occurring in proximity to other correlated electronic orders\textsuperscript{1}–\textsuperscript{9}, attracts intense interest as a possible instance of an unconventional (Coulomb-repulsion-driven) pairing mechanism. However, so far no consistent picture has emerged. In some cases SC appears to be associated with correlated orders\textsuperscript{8}–\textsuperscript{9}, suggesting exotic pairing scenarios\textsuperscript{10}–\textsuperscript{13}, whereas other experiments report on SC that can be isolated (and thus decoupled) from other ordered phases\textsuperscript{5}–\textsuperscript{14}. Presently, there is no clear verdict on the pairing mechanism, as some studies point to the irrelevance of electron interactions for the pairing\textsuperscript{0}–\textsuperscript{15}, supporting the conventional phonon mechanism\textsuperscript{16}–\textsuperscript{18}, whereas others suggest these interactions do matter\textsuperscript{19}. System complexity, such as the peculiar form of moiré flatband electron wavefunction\textsuperscript{1}–\textsuperscript{20} and multiple kinds of moiré-related disorder (e.g. twist-angle disorder, strain, buckling, and so on), make this debate difficult to settle.

Helpfully, however, recent work unveiled two non-moiré systems that host superconducting orders intertwined with correlated electronic orders — the field-biased rhombohedral trilayer graphene\textsuperscript{21}–\textsuperscript{22} (RTG) and Bernal bilayer graphene\textsuperscript{23}–\textsuperscript{24} (BBG). These systems present a distinct advantage for studying strongly correlated physics owing to the simplicity of their bandstructure, tunable by an external transverse electric field, and exceptional cleanliness due to the absence of strain. Here we focus on BBG, where a particularly interesting superconducting order has been observed\textsuperscript{23}. BBG is a system with a simple band structure consisting of two bands\textsuperscript{23}–\textsuperscript{25}, whose wavefunctions are predominantly constructed from the orbitals in one of the two layers: one from the A sublattice in the upper layer, the other from the B sublattice in the bottom layer. In the absence of transverse field, the two bands have quadratic dispersion and touch at the high-symmetry points K and K’. In unbiased BBG, theory anticipates various correlated ordered states\textsuperscript{26, 45}, some of which have been identified in experiments\textsuperscript{37}–\textsuperscript{43}.

Recent renewal of interest in BBG is triggered by the experimental realization of a flatband regime in this system, where new exotic orders are found\textsuperscript{23}–\textsuperscript{24}. This new regime is accessible through applying a transverse electric field to open a band gap at charge neutrality\textsuperscript{23}–\textsuperscript{45}. Under an applied field band dispersion changes from quadratic to quartic, which flattens out as the field grows. This leads to properties completely distinct from those of unbiased bilayer graphene\textsuperscript{27}–\textsuperscript{30}. Specifically, as seen in experiments\textsuperscript{29}–\textsuperscript{31}, at a low carrier density BBG exhibits an isospin instability, where electrons populate only one or two isospin sub-bands [phases PIP\textsubscript{1} and PIP\textsubscript{2} in Fig.1(a), where isospin refers to spin and K/K’ valley degrees of freedom]. This behavior leads to a cascade of phase transitions between states with different polarization, resembling those in moiré graphene\textsuperscript{46–50} and in rhombohedral trilayer graphene\textsuperscript{21}. On top of this cascade of isospin orders, other symmetry-breaking orders are predicted theoretically, e.g. the momentum space polarization wherein all carriers are shifted into one, two or three pockets at the band minima produced by the trigonal warping effects\textsuperscript{51}–\textsuperscript{52}.

Further, both BBG and RTG host superconductivity\textsuperscript{21}–\textsuperscript{24}. In both BBG and RTG the superconducting phases occur at phase boundaries between different isospin-ordered states, forming narrow sleeves extending along the phase boundaries. There are interesting differences between these SC phases. In RTG, there are two SC phases in the hole-doped regime\textsuperscript{24}, which show a conventional suppression under an applied magnetic field. To the contrary, in BBG, there is only one SC phase (the cyan area in Fig.1(c)) which arises at the phase boundary between isospin-ordered and isospin-disordered phases in the presence of an in-plane magnetic field. At zero magnetic field, superconductivity is suppressed, giving way...
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In the literature, several candidate mechanisms for SC in origin, is seen as a red dome in panels b) and c) in Fig.1. Predicted phase diagram for superconductivity governed by critical mode at the phase boundary between isospin-valley-polarized and unpolarized phases. Superconducting order is spin-triplet and is induced by a finite magnetic field that creates spin imbalance as shown in the insets. The pairing interaction in the triplet channel is a repulsion at \( B = 0 \), turning into an effective attraction at a finite \( B \). c) The experimental phase diagram for superconductivity in bilayer graphene [24] strongly resembles the phase diagram predicted in b) [see text].

to a correlated state with an insulator-like temperature dependence of resistivity. This state, of a yet unknown origin, is seen as a red dome in panels b) and c) in Fig[1]. In the literature, several candidate mechanisms for SC in RTG have been proposed [23, 54], however the origin of SC and the adjacent correlated phase in BBG have not yet been understood.

I. EXOTIC SUPERCONDUCTIVITY IN BERNAL BILAYER GRAPHENE

Perhaps the most mysterious and intriguing phenomenon observed in BBG systems is the magnetic-field-induced SC, which will be the subject of this study. Ref.23 reports on a unique dependence of SC on parallel magnetic field, suggesting a pairing mechanism entirely different from those studied in moiré [10–13] and RTG systems [21, 23, 56]. Specifically, it is found that SC occurs only when \( B_{∥} \) exceeds a finite threshold (see Fig[1]).

This is quite unlike textbook SC, which is suppressed by a \( B \) field. Since \( B_{∥} \) only couples to spin when applied in-plane, the \( B \)-induced SC indicates that spin imbalance is essential for pairing. Moreover, SC is found to persist in a high field, surviving well above the Pauli limit. The resilience of SC in a \( B \) field unambiguously points to a spin-triplet pairing, and thus an unconventional pairing mechanism.

Some clues for pairing mechanism are revealed by several features, shared by BBG and RTG. In both systems, SC tracks the boundary between isospin ordered and disordered phases (PIP_2 and Sym_{12} phases in the notations of [24]). This boundary remains sharp in the presence of a \( B \) field [21, 23]. This suggests pairing mediated by a critical isospin mode – a scenario, in which both superconductivity and the Stoner instability responsible for isospin order arise from electron-electron repulsion. A pairing of this type would place BBG into the class of systems with quantum-critical SC [57, 64].

Yet, this scenario, encounters a crucial obstacle when applied to BBG system. In previously studied instances, soft quantum-critical modes generate an effective e-e attraction either by scattering Cooper pairs between different Fermi surfaces or different hotspots on a single Fermi surface [65, 66] by exchange-type interactions [67]. This does not work for BBG because Cooper pairs in graphene are formed by electrons in valleys \( K \) and \( K' \), and the size of a Fermi surface in each valley is much smaller than the reciprocal lattice vector. This excludes the usual pair hopping scenarios and makes the exchange-type processes negligible (see Ref.68 for more detail). As the consequence, the soft-mode-mediated interaction, while being strong, is repulsive in graphene systems. Therefore, understanding this unusual superconductivity requires a new mechanism that converts a strong repulsion, mediated by the soft modes, into an attraction.

Here we propose such mechanism for BBG. This mechanism ties together all ingredients mentioned above: a quantum-critical mode, a repulsive Coulomb coupling, a broken spin degeneracy, and pairing in spin-triplet channel. We find that the pairing interaction acquires new properties at a finite spin imbalance, which lead to a SC instability. First, for spins opposite to \( B \), the pairing interaction at Stoner transition, while remaining repulsive at all bosonic frequencies \( \nu \), acquires a non-monotonic frequency dependence. Namely, it drops sharply at small \( \nu \) and passes through a maximum at intermediate \( \nu \) (see Fig[3]). This behavior is “universal” in the sense that the existence of such non-monotonicity is independent of the details in the bandstructure. This non-monotonicity enables pairing with a superconducting gap \( \Delta(\omega) \) changing sign between small and large \( \omega \) [69, 73]. We show that in our case this mechanism leads to spin-triplet, valley-singlet \( s \)-wave pairing. Second, for spins along \( B \), the same fully dressed pairing interaction, mediated by a quantum-critical mode, acquires field-induced dependence on soft-mode momenta. This generates finite interaction components in non-\( s \)-wave channels. We show

FIG. 1: a) Schematic of the experimental isospin-order phase diagram [adapted from Ref.[23]]. In phases PIP_1 and PIP_2 only one or two isospin-polarized sub-bands are populated. Here, we focus on the isospin polarization in each phase, ignoring other differences between unpolarized and partially polarized states that are irrelevant for our discussion. b) Predicted phase diagram for superconductivity governed by critical mode at the phase boundary between isospin-valley-polarized and unpolarized phases. Superconducting order is spin-triplet and is induced by a finite magnetic field that creates spin imbalance as shown in the insets. The pairing interaction in the triplet channel is a repulsion at \( B = 0 \), turning into an effective attraction at a finite \( B \). c) The experimental phase diagram for superconductivity in bilayer graphene [24] strongly resembles the phase diagram predicted in b) [see text].
that in our case this leads to pairing in spin- and valley-triplet, spatially-odd $p$-wave channel. This is essentially a field-induced Kohn-Luttinger (KL) mechanism [74] in 2D.

We emphasize that the attraction for both spin components comes from the same effective interaction mediated by soft isospin excitations, i.e., the two attractive channels are intertwined. Either pairing mechanism explains all the qualitative features in the experimentally measured phase diagram, Fig.1 c). First, superconductivity peaks at the phase boundary. Second, superconductivity has a threshold in $B$ field as one needs a finite $B$ to overcome initial repulsion. At $B$ below the threshold we predict a strong repulsive interaction. This interaction is expected to produce a correlated insulator state, in line with experiment [Fig.1 c)].

One more aspect of the observed phase diagram that supports this scenario is the dependence of the onset of the PIP order on the in-plane $B$ field. In experiments, the $B$ field merely pushes the onset of the order to lower carrier densities, producing a phase boundary with a constant slope marked by dashed line in Fig.1 c). As we will see, this behavior follows directly from our model (see Fig.1 c) below and accompanying discussion. We note that in Fig.1 c), the $x$ axis is drawn from high carrier density to low carrier density, and must be reversed when compared to panel b). The experimental and theoretical slopes of the phase boundary match both in sign and in value, lending further support to theory.

II. THE PAIRING INTERACTION DUE TO QUANTUM-CRITICAL MODES

We now proceed with the analysis. We model the interacting electrons in BLG using the conventional Hubbard Hamiltonian:

$$H = \sum_{i} \epsilon_i (p) \psi_{ip} \psi_{ip} + \sum_{i} \frac{V_0}{2} \psi_{ip} \psi_{i}^{\dagger} \psi_{i}^{\dagger} \psi_{ip},$$

where $i, i' = K \uparrow, K \downarrow, K' \uparrow, K' \downarrow$ are isospin indices, $V_0$ is a short-range repulsion. The band structure $\epsilon(p)$ details will be essential in either mechanism we are going to describe in next two sections. Specifically, as we will see later, the role of $\epsilon(p)$ in our first mechanism can be described by one parameter, and only affects the result quantitatively, whereas in the second mechanism, a realistic $\epsilon(p)$ is only a small twist on the case of parabolic dispersion which we will use as a minimal model. This small twist leads to a finite field threshold, but does not invalidate the scenario. Since they are inessential, we will keep it general for now and specify them later when needed.

A conventional RPA-type analysis of interaction-induced particle-hole instabilities shows that in a field the system develops an intra-valley spin or charge $q = 0$ order, which changes sign between the two valleys (this is what we termed as an isospin valley-polarized order).

The condition for the instability is $1 + V_0 \Pi_{0,s}(0,0) = 0$, where $s = \uparrow$ or $\downarrow$ with respect to $B$, and $\Pi_{0,s}(\nu, q)$ is a bare polarization bubble (see Fig.2). Here $\nu$ and $q$ denote Matsubara frequency and momentum transfer, and $\Pi_{0,s}(0,0)$, as defined, is negative. Below we assume, following the experiments, that $|\Pi_{0,\uparrow}(0,0)| > |\Pi_{0,\downarrow}(0,0)|$, hence the first instability at a non-zero $B$ is for fermions with spin parallel to $B$.

The pairing interaction involves fermions with momenta $k$ and $-k$, which in our case belong to different valleys $K$ and $K'$. At the lowest order, the pairing interaction is just $V_0$, however near the onset of an isospin order dressing of the pairing interaction by particle-hole bubbles is essential. We argue [68] that the relevant diagrams are the ones shown in Fig.2, where each arrow represents the electron’s Green’s function $G_s(\omega, p) = 1/(\omega - \epsilon_s(p))$. The resulting effective interaction can be written as

$$\Gamma_{ss}(\nu, q) = \gamma_s^2(\nu, q)V(\nu, q), \quad \gamma_s(\nu, q) = \frac{1}{1 + V_0 \Pi_{0,s}(\nu, q)},$$

$$V(\nu, q) = \frac{V_0}{1 - 2 V_0 \sum_{s'} \Pi_{0,s'}(\nu, q) \gamma_{s'}(\nu, q)}.$$  

Here and below we approach SC from a non-polarized state and assume valley symmetry. Near the onset of valley polarization, $V_0 \Pi_{0,s}(\nu, q = 0) \approx -1$, and at small momentum transfer $q \ll k_F$ and small $\nu < v_F q$ the
vertex-correction factors $\gamma_s(\nu, q)$ take the familiar form:

$$\gamma_s(\nu, q) \approx \frac{1}{v_F^2 q^2 + \delta_s},$$

where $\delta_s$ is a distance to valley-polarization phase boundary for fermions with a given spin projection. The stiffness $K$ and Fermi velocity $v_F$, taken here to be spin-independent, are determined by band dispersion $\epsilon(p)$. At zero $B$, $\delta_\uparrow = \delta_\downarrow$, the effective interaction is

$$\Gamma_{ss}(\nu, q) = \frac{V_0 \gamma(\nu, q)^2}{1 - 4V_0 \Pi(\nu, q) \gamma(\nu, q)} \approx \frac{V_0}{4 v_F^2 q^2 + Kq^2 + \delta},$$

The sign of this interaction is a repulsion, in distinction to that found for pairing mediated by a critical $K$, which allows for a repulsive interaction to generate an attractive effective pairing interaction. The value at $\nu = 0$ is finite at $K > 0$ and zero at $K = 0$. In the latter case superconducting $T_c$ is non-zero for any $\delta_s$, the distance to critical point for spin-down fermions.

III. VALLEY-SINGLET $s$-WAVE PAIRING

A possibility of an $s$–wave pairing from nominally repulsive (positive) interaction has been discussed several times in the literature both some time ago [69] and recently [73, 96, 102]. The idea is that if the interaction either has a non-monotonic frequency dependence or is reduced at small frequencies, there may emerge an effective attraction for a gap function that changes sign between small and large frequencies, in analogy with how a nominally repulsive interaction may become attractive in a non-$s$–wave spatial channel where a gap changes sign between different regions on the Fermi surface. In our case, at zero field the average interaction $\Gamma_{ss}(\nu)$, which is defined as $\Gamma_{ss}(\nu, q)$ averaged over momentum transfers $q$ on the Fermi surface, is a monotonically decreasing function of frequency $\nu$, and a solution with sign-changing $\Delta(\omega)$ is impossible. At a finite $B$, realistic bandstructure calculations in Ref. [23] show that the valley order sets first for majority spin (spins along $B$), and near the onset of the order, $\delta_\uparrow \ll \delta_\downarrow$ and $\gamma_\uparrow \gg \gamma_\downarrow$. In this situation, the average interaction for spin-up electrons $\Gamma_{\uparrow\uparrow}(\nu)$ still monotonically decreases with $\nu$, but the average interaction for spin-down electrons $\Gamma_{\downarrow\downarrow}(\nu)$ becomes non-monotonic. This happens because $\Gamma_{\downarrow\downarrow}(\nu, q)$ has a linear rather than inverse linear dependence on $1 + V_0 \Pi(\nu, q)$. In explicit form, the averaged interaction $\Gamma_{\downarrow\downarrow}(\nu)$ is

$$\Gamma_{\downarrow\downarrow}(\nu) = V_0 \int_0^{k_F} dq \frac{\gamma^2}{2\pi v_F^2 q^2 + Kq^2 + \delta^2}$$

The result can be cast into the scaling form $\Gamma_{\downarrow\downarrow}(\nu) = V_0(k_F/2\pi \delta_\downarrow)S(\nu/\nu_0, \nu_1/\nu_0)$, where $\nu_0 = 2E_F\delta_\downarrow$, $\nu_1 = 2E_F(Kk_F^2)$, and $E_F = v_Fk_F/2$. To see the consequence, consider first the case $\nu_1 \ll \nu_0$. The function

FIG. 3: Frequency-dependent pairing interaction $S(\nu)$, Eq. (3), describing the universal contribution of a quantum-critical mode. The nonmonotonic frequency dependence, which is a generic property of $S(\nu)$ for all values of the stiffness $K$, allows for a repulsive interaction to generate an attractive effective pairing interaction. The value at $\nu = 0$ is finite at $K > 0$ and zero at $K = 0$. In the latter case superconducting $T_c$ is non-zero for any $\delta_s$, the distance to critical point for spin-down fermions.

FIG. 4: Critical temperature $T_c$ vs. the distance to criticality $\delta_\downarrow$ for down spins, a parameter controlled by magnetic field. For $K = 0$, $T_c$ is nonvanishing for all $\delta$ (see text). For $K \neq 0$, to the contrary, each curve starts at a finite threshold value $\delta_\downarrow > 0$. As $K$ grows, the threshold value first grows and then decreases, reflecting the behavior of $S(\nu)$ at small $\nu$ shown in Fig. 3.
S(x, 0) = x(\log \frac{1+\nu_0}{1+\nu_1} - \frac{1}{1+\nu_0}), is manifestly non-monotonic: it is linear in x at small x, passes through a maximum at x = 0.5, and drops at higher x. We emphasize that the non-monotonic behavior is fully induced by B, which splits δ↓ and δ↑. The non-monotonic dependence holds if we increase the ratio ν↓/ν↑ as we show in Fig.[3]

The gap equation for the pairing of spin-down fermions, mediated by Γ↑↑(ν), is

\[ \Delta(\omega) = -\frac{T_c}{2v_F} \sum_{\omega' = \pi T_c(2n+1)} \frac{\Delta(\omega') \Gamma_{↑↑}(\omega - \omega')}{|\omega'|}, \]

(5)

The overall minus sign reflects that the interaction is repulsive. The gap equation takes a universal form when expressed in terms dimensionless \( \bar{T}_c = T_c/\nu_0 \) and \( \bar{\omega} = \omega/\nu_0 \):

\[ \Delta(\bar{\omega}) = -\lambda \pi \bar{T}_c \sum_{\omega' = \pi \bar{T}_c(2n+1)} \frac{\Delta(\bar{\omega}')}{|\omega'|} S(\bar{\omega} - \bar{\omega}', 0) \]

(6)

where \( \lambda = k_F V_0/(4\pi^2 v_F \delta_\perp) \). Because \( S(\bar{\omega} - \bar{\omega}', 0) \) is strongly peaked at \( |\bar{\omega} - \bar{\omega}'| = \bar{\nu}_s \approx 0.5 \), one can change the overall sign in (6) by searching for gap functions which change sign under \( \bar{\omega} \rightarrow \bar{\omega} + \bar{\nu}_s \). At small \( \lambda \), analytical consideration yields \( T_c \propto \omega_0 e^{-1/\lambda^2} \) (Ref. [73]). At \( \lambda \ll 1 \), \( T_c \sim \omega_0 \), but with a numerically small prefactor. At larger \( \lambda \), the prefactor increases and at \( \lambda \gg 1 \) (i.e., at small \( \delta_\perp \), \( T_c \sim \lambda \nu_0 \sim E_F \). For full consideration, at large \( \lambda \) one also has to include fermionic self-energy. In supplement, we estimate the effect of self-energy generated by the pairing interaction, and find that the resulting suppression of \( T_c \) is acceptable. However, we emphasize that the self-energy comes from intravalley interaction, which is different from the intervalley pairing interaction. They only coincide with each other in mean-field theory. In reality, the self-energy does not have to diverge when pairing interaction diverge. Therefore, it is safe to ignore the role of self-energy. We show \( \bar{T}_c \), obtained by numerical solution of Eq. (6), in Fig.3. We set \( k_F V_0/(2\pi v_F) = 1 \), as required for a Stoner instability, and set \( E_F = 10\text{meV} \). We see that at \( \nu_0 = 0 \), \( T_c \) monotonically increases with decreasing \( \delta_\perp \) and at small \( \delta_\perp \) saturates at roughly 1K.

For a more realistic case of \( \nu_0 \sim \nu_1 \), the momentum-averaged \( \bar{\Gamma}_{↓↓}(\nu) \) tends to a finite value at \( \nu = 0 \), leading to a smaller \( T_c \) and also setting a threshold on \( \delta_\perp \) as an s-wave pairing by a frequency-dependent repulsion is a threshold phenomenon (Ref. [73, 76, 77]), and at a small \( \delta_\perp \) the non-monotonicity of \( \bar{\Gamma}_{↓↓}(\nu) \) is too weak to give rise to a pairing when the self-energy is included. At larger \( \delta_\perp \), \( T_c \) also drops because the coupling \( \lambda \) gets smaller. This gives rise to a dome-like dependence of \( T_c \) on \( \delta_\perp \) at a given \( K k_F^2 \). For \( K k_F^2 = 10^{-2} \) we obtained at \( T_c \sim 35\text{mK} \) at optimal \( \delta_\perp = 7 \times 10^{-3} \). This value is in line with experimental \( T_c \).

IV. VALLEY-TRIPLET p-WAVE PAIRING.

We now argue that at a finite \( B \), the effective interaction, mediated by soft isospin fluctuations, also gives rise to an attraction in another spin-triplet channel, this time valley triplet and spatially odd. The mechanism here is field-induced KL effect in 2D – the development of attractive spatial component(s) due to screening of a purely repulsive bare pairing interaction by particle-hole polarization bubbles. This pairing comes from momentum transfers \( q \sim 2k_F \), when there is no good theoretical reason to restrict with only diagrams in Fig. 2. We assume without proof that Eq. (2) is still valid, at least by order of magnitude, when \( q \sim 2k_F \).

To understand field-induced KL effect, assume momentarily parabolic \( \epsilon_i(p) \) near \( K \) and \( K' \) and consider static interaction \( \Gamma_{ss}(0, q) \). The free-fermion polarization in 2D is \( \Pi_s(0, q) = -(m/2\pi) \) for \( q < 2k_{F,s} \) and \( -(m/2\pi) (1 - \sqrt{4k_F^2 - q^2})^2 \) for \( q > k_{F,s} \). Relevant \( q \) for SC are below \( 2k_{F,s} \) for a given spin projection. At \( B = 0 \), \( k_{F,s} = k_F \) is the same for up- and down-spins. In this situation, \( \Pi_s(0, 0) = m/(2\pi) \) for relevant \( q \), and the effective interaction \( \Gamma_s(0, q) \) has only an s-wave repulsive component, like the bare \( V_0 \). This is commonly known as the absence of KL effect in 2D for a parabolic dispersion [? ]. The situation changes at a finite \( B \) as now the effective interaction for fermions with spin-up partly comes from fermions with spin-down and vice versa. Because the Fermi momentum \( k_F \) gets renormalized by fermionic self-energy and eventually stabilizes the Fermi surface across a momentum-dependence via the momentum dependence of \( \Pi_s(0, q) \). There is no such effect for \( \Gamma_{↓↓}(0, q) \) at \( q < 2k_{F,↓} \).

Once \( \Gamma_{↑↑}(0, q) \) becomes momentum-dependent, one can search for spatially-odd solutions \( \Delta(\theta) \), subject to \( \int d\theta \Delta(\theta) = 0 \) and \( \Delta(\theta + \pi) = -\Delta(\theta) \), where \( \theta \) is an angle along the Fermi surface counted from, e.g., \( k_x \) direction. These gap functions are necessary valley-triplets. The analysis of the pairing instability is rather standard and we just present the result. We find that the \( q \)-dependence of the interaction gives rise to an attraction for spatially-odd \( \Delta(\theta) \). At a small field the gap equation is approximately local in \( \theta \), and yields \( T_c \sim E_F e^{-1/\lambda_{KL}} \), where

\[ \lambda_{KL} = \frac{m V_0 \mu_B B}{8\pi^2 \lambda_{KL}^2 E_F} \]

(7)

We see that the field-induced \( \lambda_{KL} \) is positive. At small \( B, T_c \) increases exponentially with the field. At a larger \( B \), the prefactor gets smaller as the number of down-spin fermions decreases. As a result, \( T_c \) has a dome-like shape as a function of \( B \). We also note that Eq. (7) is valid when \( \lambda_{KL} < 1 \). At larger coupling, the coupling gets renormalized by fermionic self-energy and eventually saturates. The analysis can be straightforwardly extended to the physically relevant case \( \delta_\perp \ll \delta_\parallel \), which one
can model by non-equal DOS for up and down spins. We found that Eq. [7] holds, but $\delta^2$ in [6] has to be replaced by $\delta^2$. One can also move away from parabolic dispersion and include the $q$-dependence of $\Pi(0, q)$ at $q < 2k_F$. Similarly to valley-singlet case, this will (i) decrease $T_c$ and (ii) set a finite threshold on a field as field-induced attraction has to compete with a repulsive bare interaction in valley-triplet channel. As a result, $T_c$ as a function of $B$ displays a dome-like behavior above a finite threshold, much like for valley-singlet $s$-wave pairing.

V. RELATION TO EXPERIMENTS

We now discuss several items related to experiments. First, in our analysis, particularly of valley-singlet SC, we assumed that isospin order sets up first for spin-up fermions. To see that our understanding of the phase transition is correct, below we calculate the slope of the phase boundary, and comparing it with experiment. According to our model, instability happens only in majority spin. Therefore, at the phase transition, the density of carriers in the majority spin is a fixed value, while the density of carrier in minority spin depends on $B$ field. Specifically, we expect that the phase transition shifts towards lower total carrier density under increasing $B$. The shift of carrier density is linear in magnetic field:

$$\frac{dn_s}{dB} = 2\mu_Bv_0,$$

where $n_s$ is the total carrier density at the phase boundary, $\mu_B$ is the Bohr magneton, $v_0$ is the density of states per isospin, the factor of 2 arises from $K/K'$ valley degeneracy. Plugging in the value of the density of states obtained numerically in Ref.[23], we find the slope is $\frac{dn_s}{dF} = 5 \times 10^{-4} \text{nm}^{-2} \text{meV}^{-1}$, which matches the slope extracted from Fig.1).

Second, the two pairing scenarios that we discussed yield dome-shaped $T_c(B)$ with a threshold on $B$, but differ in which spin components pair: valley-singlet pairing involves spins opposite to the field, while valley-triplet pairing involves spins along the field. One way to test which spin components are involved in SC is to measure the DC voltage drop when injecting a spin-polarized current into the system. If we inject electrons from a ferromagnetic material which is polarized by the same in-plane magnetic field as in the BLG, then our theory predicts that for valley-singlet pairing this spin-polarized current should give a finite DC voltage drop even $T_c$ because the SC only occurs in the Fermi sea of the opposite spin polarization, while for valley-triplet pairing a DC voltage drop should disappear below $T_c$.

Third, valley-singlet pairing arises from small-momentum part scattering, and should be sensitive to screening. When a metallic gate is brought closer to the sample, the Coulomb interaction will be suppressed. As a result, the width (in terms of density) of the SC phase should narrow when a proximal metal gate is applied, because the same value of $T_c$ can be achieved only by getting closer to the phase boundary. For valley-triplet pairing, this effect is smaller as the pairing is not confined to small-momentum scattering.

Finally, can the quantum-critical mode contribute to resistivity through carrier scattering by thermal fluctuations? This may seem plausible at a first glance, yet in our scenario a strong effective interaction, mediated by a soft boson, holds for small momentum transfers $q \ll k_F$ due to the proximity to the $q = 0$ isospin order. As a result, despite thermal fluctuations being strong, forward scattering does not produce a relaxation of current and thus does not contribute to resistivity [23]. This is in line with the experiment where $T$ dependence of resistivity shows no signature of critical fluctuations near the phase transition[23].

We therefore conclude that all the unique aspects of the observed superconductivity are successfully explained by the attraction-from-repulsion-based pairing scenario. Furthermore, this mechanism is ‘natural’ as it arises from the strong electron-electron interactions that drive the adjacent isospin-polarized electron orders. As such, it constitutes a unique verifiable instance of exotic pairing. Supported by experiments, it sheds light on the origin of spin-triplet superconductivity in BBG and is applicable to a variety of other systems of interest.
Appendix A: Diagrammatic derivation of the effective interaction.

It is instructive to analyze how the diagrammatic series, which we use to obtain the effective pairing interaction $\Gamma_{ss}(\nu,q)$, emerge in order-by-order expansion in $V_0$.

By general rules, the vertex function $\Gamma_{ss'}(\nu,q)$ is the fully dressed antisymmetrized interaction, irreducible in a particular channel. For pairing we need irreducible interaction between fermions with momenta $(k, −k; p, −p)$. The specifics of our case is that (i) pairing involves one fermion near $K$ and one near $K'$, and (ii) the scattering from $K$ to $K'$ is weak in graphene and can be neglected. One can check that in this situation the contributions to $\Gamma_{ss'}(\nu,q)$ from antisymmetrization vanish, and we can restrict with just dressed interaction $V_0$. As we are interested in pairing in a $B$ field, we focus on the vertex function with equal spin projections, $\Gamma_{ss}(\nu,q)$.

To first order in $V_0$ the vertex function is just a constant $V_0$. To second-order we have three topologically different sets of diagrams, shown in Fig.5 (they are often called KL diagrams). The diagrams of the first two sets (bubble and "wine glass" diagrams) are expressed via the polarization bubble at momenta $q$ = $(k − p)$, the last "exchange" diagram is expressed via the polarization bubble at momenta $q_+ = k + p$. We are primarily interested in the dressed interaction at small momentum transfer as we expect that this interaction gets enhanced near the onset of $q = 0$ isospin order. Accordingly, at each order of expansion in $V_0$ we will only use diagrams, which contain polarization bubbles with $q_+$ (see Ref. [79] for
similar consideration). The corresponding diagrams at 3-loop order are shown in Fig 5. They contain diagrams with zero, one, and two bubbles, and one diagram with interaction line inserted into the bubble.

This structure suggests the way to sum up relevant diagrams by separating them into sub-classes with different number of bubbles, and within each subclass inserting all possible interaction lines into the bubbles. A small experimentation shows that this leads to diagrammatic series shown in Fig 2. Diagrams without bubbles sum up into $V_0\gamma_s^2(\nu, q)$, where $\gamma_s(\nu, q)$ is given by a ladder series of $V_0\Pi_s(\nu, q)$. An insertion of a bare bubble brings the factor $-2V_0(\Pi_s(\nu, q) + \Pi_s(\nu, q))$, where $-1$ is due to a loop and the factor 2 comes about because intermediate fermions can be near $K$ or near $K'$ no matter where external fermions are. The insertion of ladder series of interactions into each bubble further multiples $\Pi_s(\nu, q)$ by $\gamma_s(\nu, q)$. The end result is Eq. (2) in the main text.

Appendix B: Self-energy

In this section, we elaborate on the effect of self-energy correction, and show that it is unimportant. Here, we focus on the case of $\nu_1 = 0$. The self-energy for spin-down electrons is given by

$$\Sigma_{\downarrow\downarrow}(\omega) = \frac{1}{2\pi} \int dq \frac{\Gamma_{\downarrow\downarrow}(\nu, q)}{i(\omega + \nu) - \nu q}$$  \hspace{1cm} (B1)

$$= \frac{\lambda}{2\pi} \int d\nu \text{sgn}(\nu + \nu) S(\nu/\nu_0)$$  \hspace{1cm} (B2)

$$= \lambda \nu_0 \int_0^\infty d\nu \text{S}(\nu)$$  \hspace{1cm} (B3)

To see the relevant scale of $\omega$ in pairing problem, we look at the gap equation without self-energy correction [6]. We rewrite it as follows:

$$\Delta(n) = -\frac{\lambda}{2} \sum\text{sgn}(n') S(2\pi T_c (n - n'), 0)$$  \hspace{1cm} (B4)

where we have rewritten $\omega = \pi(2n + 1)T_c$, $\omega' = \pi(2n' + 1)T_c$. As shown by numerics in the main text, the critical temperature is $T_c \sim \frac{1}{2}\nu_0 \times 10^{-2}$. For extremely large value of $\lambda \gg 10^2$ (i.e. extremely small $\delta$), the relevant $n, n' \sim O(1)$. Replacing $S(x)$ with its asymptotic form $\frac{1}{\pi}$, we find numerically that the wavefunction stop changing sign at $n = 4$. The self-energy relevant for this pairing problem should be evaluated at $\omega = 9\pi T_c$:

$$\Sigma_{\downarrow\downarrow}(\omega \sim 9\pi T_c) \sim \nu_0 \ln(\lambda)$$  \hspace{1cm} (B5)

where logarithm comes from integrating $S(x)$ which scales as $\frac{1}{\pi^2}$ at large $x$. Then, we find the effective coupling scales with $\lambda$ as

$$\lambda = \frac{\lambda}{1 + \kappa \ln \lambda} \quad \kappa = \frac{100}{9\pi} = 3.5$$  \hspace{1cm} (B6)

The denominator is only marginally relevant at large $\lambda$, thus does not suppress the $T_c$ substantially.

For a not-so-large $\lambda$ value ($\lambda < 10^2$), the relevant value of $n, n'$ the equation above is $n, n' \lesssim \nu_0/T_c = 10^{2}/\lambda$. The self-energy relevant for this pairing problem should be evaluated at $\omega \lesssim \nu_0$:

$$\Sigma_{\downarrow\downarrow}(\omega \sim \nu_0) \sim 0.2\nu_0$$  \hspace{1cm} (B7)

where the numerical factor comes from integrating $S(x)$ below the turning point $x \sim 0.5$. We find the effective coupling scales with $\lambda$ as

$$\tilde{\lambda} = \frac{\lambda}{1 + 0.2\lambda}$$  \hspace{1cm} (B8)

In this case, carrying out the simulation as Fig 2 of main text, we get $T_c \sim 10^{-4}$, which is much smaller than the value in Fig 4, but is still of an acceptable orders of magnitude.