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Abstract

The Mixture-of-Experts (MoE) architecture is showing promising results in improving parameter sharing in multi-task learning (MTL) and in scaling high-capacity neural networks. State-of-the-art MoE models use a trainable “sparse gate” to select a subset of the experts for each input example. While conceptually appealing, existing sparse gates, such as Top-k, are not smooth. The lack of smoothness can lead to convergence and statistical performance issues when training with gradient-based methods. In this paper, we develop DSelect-k: a continuously differentiable and sparse gate for MoE, based on a novel binary encoding formulation. The gate can be trained using first-order methods, such as stochastic gradient descent, and offers explicit control over the number of experts to select. We demonstrate the effectiveness of DSelect-k on both synthetic and real MTL datasets with up to 128 tasks. Our experiments indicate that DSelect-k can achieve statistically significant improvements in prediction and expert selection over popular MoE gates. Notably, on a real-world, large-scale recommender system, DSelect-k achieves over 22% improvement in predictive performance compared to Top-k. We provide an open-source implementation of DSelect-k.

1 Introduction

The Mixture of Experts (MoE) [14] is the basis of many state-of-the-art deep learning models. For example, MoE-based layers are being used to perform efficient computation in high-capacity neural networks and to improve parameter sharing in multi-task learning (MTL) [33, 22, 21]. In its simplest form, a MoE consists of a set of experts (neural networks) and a trainable gate. The gate assigns weights to the experts on a per-example basis, and the MoE outputs a weighted combination of the experts. This per-example weighting mechanism allows experts to specialize in different partitions of the input space, which has the potential to improve predictive performance and interpretability. In Figure 1 (left), we show an example of a simple MoE architecture that can be used as a standalone learner or as a layer in a neural network.

The literature on the MoE has traditionally focused on softmax-based gates, in which all experts are assigned nonzero weights [17]. To enhance the computational efficiency and interpretability of MoE models, recent works use sparse gates that assign nonzero weights to only a small subset of the experts [1, 33, 29, 21]. Existing sparse gates are not differentiable, and reinforcement learning algorithms are commonly used for training [1, 29]. In an exciting work, [33] introduced a new sparse gate (Top-k gate) and proposed training it using stochastic gradient descent (SGD). The ability to train the gate using SGD is appealing because it enables end-to-end training. However, the Top-k gate is not continuous, which can lead to convergence issues in SGD that affect statistical performance (as we demonstrate in our experiments).
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In this paper, we introduce DSelect-k: a continuously differentiable and sparse gate for MoE. Given a user-specified parameter \( k \), the gate selects at most \( k \) out of the \( n \) experts. This explicit control over sparsity leads to a cardinality-constrained optimization problem, which is computationally challenging. To circumvent this challenge, we propose a novel, unconstrained reformulation that is equivalent to the original problem. The reformulated problem uses a binary encoding scheme to implicitly enforce the cardinality constraint. We demonstrate that by carefully smoothing the binary encoding variables, the reformulated problem can be effectively optimized using first-order methods such as SGD. DSelect-k has a unique advantage over existing methods in terms of compactness and computational efficiency. The number of parameters used by DSelect-k is logarithmic in the number of experts, as opposed to linear in existing gates such as Top-k. Moreover, DSelect-k’s output can be computed efficiently via a simple, closed-form expression. In contrast, state-of-the-art differentiable methods for stochastic k-subset selection and Top-k relaxations, such as [26, 40], require solving an optimization subproblem (for each input example) to compute the gate’s output.

DSelect-k supports two gating mechanisms: per-example and static. Per-example gating is the classical gating technique used in MoE models, in which the weights assigned to the experts are a function of the input example [14, 33]. In static gating, a subset of experts is selected and the corresponding weights do not depend on the input [29]. Based on our experiments, each gating mechanism can outperform the other in certain settings. Thus, we study both mechanisms and advocate for experimenting with each.

MTL is an important area where MoE models in general, and our gate in particular, can be useful. The goal of MTL is to learn multiple tasks simultaneously by using a shared model. Compared to the usual single task learning, MTL can achieve better generalization performance through exploiting task relationships [4]. One key problem in MTL is how to share model parameters between tasks [31]. For instance, sharing parameters between unrelated tasks can potentially degrade performance. The multi-gate MoE [22] is a flexible architecture that allows for learning what to share between tasks. Figure 1 (right) shows an example of a multi-gate MoE, in the simple case of two tasks. Here, each task has its own gate that adaptively controls the extent of parameter sharing. In our experiments, we study the effectiveness of DSelect-k in the context of the multi-gate MoE.

Contributions: On a high-level, our main contribution is DSelect-k: a new continuously differentiable and sparse gate for MoE, which can be directly trained using first-order methods. Our technical contributions can be summarized as follows. (i) The gate selects (at most) \( k \) out of the \( n \) experts, where \( k \) is a user-specified parameter. This leads to a challenging, cardinality-constrained optimization problem. To deal with this challenge, we develop a novel, unconstrained reformulation, and we prove that it is equivalent to the original problem. The reformulation uses a binary encoding scheme that implicitly imposes the cardinality constraint using learnable binary codes. (ii) To make the unconstrained reformulation smooth, we relax and smooth the binary variables. We demonstrate that, with careful initialization and regularization, the resulting problem can be optimized with first-order methods such as SGD. (iii) We carry out a series of experiments on synthetic and real MTL datasets, which show that our gate is competitive with state-of-the-art gates in terms of parameter sharing and predictive performance. (iv) We provide an open-source implementation of DSelect-k.

---

\[ \text{These methods were not designed specifically for the MoE.} \]
1.1 Related Work

**MoE and Conditional Computation:** Since MoE was introduced by [14], an exciting body of work has extended and studied this model, e.g., see [17, 13, 16]. Recently, MoE-based models are showing success in deep learning. For example, [33] introduced the sparse Top-k gate for MoE and showed significant computational improvements on machine translation tasks; we discuss exact connections to this gate in Section 2. The Top-k gate has also been utilized in several state-of-the-art deep learning models that considered MTL tasks, e.g., [21, 28, 9]. Our work is also related to the conditional computation models that activate parts of the neural network based on the input [2, 1, 33, 12, 36]. Unlike DSelect-k, these works are based on non-differentiable models, or heuristics where the training and inference models are different.

**Stochastic k-Subset Selection and Top-k Relaxation:** A related line of work focuses on stochastic k-subset selection in neural networks, e.g., see [26, 5, 39] and the references therein. Specifically, these works propose differentiable methods for sampling k-subsets from a categorical distribution, based on extensions or generalizations of the Gumbel-softmax trick [23, 15]. However, in the MoE, we consider deterministic subset selection—determinism is a common assumption in MoE models that can improve interpretability and allows for efficient implementations [14, 17, 33]. In contrast, the stochastic approaches described above are suitable in applications where there is an underlying sampling distribution, such as in variational inference [19]. Another related work is the differentiable relaxation of the Top-k operator proposed by [40]. All the aforementioned works perform dense training (i.e., the gradients of all experts, even if not selected, will have to be computed during backpropagation), whereas DSelect-k can (to an extent) exploit sparsity to speed up training, as we will discuss in Sections 2 and 5. Moreover, the stochastic k-subset selection framework in [26] (which encompasses several previous works) and the Top-k relaxation in [40] require solving an optimization subproblem to compute the gate output—each example will require solving a separate subproblem in the per-example gating setting, which can be computationally prohibitive. In contrast, DSelect-k’s output is computed efficiently via a closed-form expression.

**Sparse Transformations to the Simplex:** These are sparse variants of the softmax function that can output sparse probability vectors, e.g., see [24, 27, 6, 3]. While similar to our work in that they output sparse probability vectors, these transformations cannot control the sparsity level precisely as DSelect-k does (through a cardinality constraint). Thus, these transformations may assign some examples or tasks sparse combinations and others dense combinations.

**MTL:** In Appendix A, we review related literature on MTL.

2 Gating in the Mixture of Experts

In this section, we first review the MoE architecture and popular gates, and then discuss how these gates compare to our proposal. We will assume that the inputs to the MoE belong to a space \( \mathcal{X} \subset \mathbb{R}^p \). In its simplest form, the MoE consists of a set of \( n \) experts (neural networks) \( f_i : \mathcal{X} \to \mathbb{R}^n \), \( i \in \{1, 2, \ldots, n\} \), and a gate \( g : \mathcal{X} \to \mathbb{R}^n \) that assigns weights to the experts. The gate’s output is assumed to be a probability vector, i.e., \( g(x) \geq 0 \) and \( \sum_{i=1}^{n} g(x)_i = 1 \), for any \( x \in \mathcal{X} \). Given an example \( x \in \mathcal{X} \), the corresponding output of the MoE is a weighted combination of the experts:

\[
\sum_{i=1}^{n} f_i(x)g(x)_i.
\]

Next, we discuss two popular choices for the gate \( g(\cdot) \) that can be directly optimized using SGD.

**Softmax Gate:** A classical model for \( g(x) \) is the softmax gate: \( \sigma(\mathbf{A}x + \mathbf{b}) \), where \( \sigma(\cdot) \) is the softmax function, \( \mathbf{A} \in \mathbb{R}^{n \times p} \) is a trainable weight matrix, and \( \mathbf{b} \in \mathbb{R}^n \) is a bias vector [17]. This gate is dense, in the sense that all experts are assigned nonzero probabilities. Note that static gating (i.e., gating which does not depend on the input example) can be obtained by setting \( A = 0 \).

**Top-k Gate:** This is a sparse variant of the softmax gate that returns a probability vector with only \( k \) nonzero entries [33]. The Top-k gate is defined by \( \sigma(\text{KeepTopK}(\mathbf{A}x + \mathbf{b})) \), where for any vector \( v \), \( \text{KeepTopK}(v)_i := v_i \) if \( v_i \) is in the top \( k \) elements of \( v \), and \( \text{KeepTopK}(v)_i := -\infty \) otherwise.\(^3\) This gate is conceptually appealing since it allows for direct control over the number of experts to select

\(^3\)To balance the load across experts, [33] add noise and additional regularizers to the model.
Figure 2: Expert weights output by Top-k (left) and DSelect-k (right) during training on synthetic data generated from a MoE, under static gating. Each color represents a separate expert. Here DSelect-k recovers the true experts used by the data-generating model, whereas Top-k does not recover and exhibits oscillatory behavior. See Appendix C.2 for details on the data and setup.

and is trained using SGD. Moreover, the Top-k gate supports conditional training: in backpropagation, for each input example, only the gradients of the loss w.r.t. top k elements need to be computed. With a careful implementation, conditional training can lead to computational savings. However, the Top-k gate is not continuous, which implies that the gradient does not exist at certain inputs. This can be problematic when training is done using gradient-based methods. To gain more insight, in Figure 2 (left), we plot the expert weights chosen by the Top-k gate during training with SGD. The results indicate an oscillatory behavior in the output of the Top-k gate, which can be attributed to its discontinuous nature: a small change in the input can lead to “jumps” in the output.

Comparison with DSelect-k: We develop DSelect-k in Section 3. Here we present a high-level comparison between DSelect-k and Top-k. Similar to Top-k, DSelect-k can select k out of the n experts and can be trained using gradient-based optimization methods. A major advantage of DSelect-k over Top-k is that it is continuously differentiable, which leads to more stable selection of experts during training—see Figure 2 (right). During inference, DSelect-k only needs to evaluate a subset of the experts, which can lead to computational savings. However, DSelect-k supports conditional training only partially. At the start of training, it uses all the available experts, so conditional training is not possible. As we discuss in Section 3 after a certain point during training, DSelect-k converges to a small subset of the experts, and then conditional training becomes possible. Our experiments indicate that DSelect-k can have a significant edge over Top-k in terms of prediction and expert selection performance, so the full support for conditional training in Top-k seems to come at the expense of statistical performance.

3 Differentiable and Sparse Gating

In this section, we develop DSelect-k, for both the static and per-example gating settings. First, we introduce the problem setup and notation. To simplify the presentation, we will develop the gate for a single supervised learning task, and we note that the same gate can be used in MTL models. We assume that the task has an input space $X \subset \mathbb{R}^p$, an output space $Y$, and an associated loss function $\ell: Y \times \mathbb{R} \to \mathbb{R}$. We denote the set of $N$ training examples by $D = \{(x_i, y_i) \in X \times Y\}_{i=1}^N$. We consider a learning model defined by the MoE in Equation (1). For simplicity, we assume that the experts are scalar-valued and belong to a class of continuous functions $H$. We assume that the number of experts $n = 2^m$ for some integer $m$—in Appendix B.2 we discuss how the gate can be extended to arbitrary $n$. For convenience, given a non-negative integer $i$, we denote the set $\{1, 2, \ldots, i\}$ by $[i]$.

In Section 3.1, we develop DSelect-k for static gating setting. Then, in Section 3.2, we generalize it to the per-example setting.

3.1 DSelect-k for Static Gating

Our goal here is to develop a static gate that selects a convex combination of at most $k$ out of the $n$ experts. The output of the gate can be thought of as a probability vector $w$ with at most $k$ nonzero entries, where $w_i$ is the weight assigned to the expert $f_i$. A natural way to minimize the empirical risk of the MoE model is by solving the following problem:
\[
\begin{align*}
\min_{f_1, \ldots, f_n, w} & \quad \frac{1}{N} \sum_{(x, y) \in \mathcal{D}} \ell \left( y, \sum_{i=1}^{n} f_i(x) w_i \right) \\
\text{s.t.} & \quad \|w\|_0 \leq k \\
& \quad \sum_{i=1}^{n} w_i = 1, \; w \geq 0.
\end{align*}
\]

In the above, the \(L_0\) norm of \(w\), \(\|w\|_0\), is equal to the number of nonzero entries in \(w\). Thus, the cardinality constraint \((2b)\) ensures that the gate selects at most \(k\) experts. Problem \((2a)\) is a combinatorial optimization problem that is not amenable to SGD due to the cardinality constraint \((2b)\) and the simplex constraints in \((2c)\). In what follows of this section, we first transform Problem \((2)\) into an equivalent unconstrained optimization problem, based on a binary encoding scheme. However, the unconstrained problem cannot be directly handled using SGD due to the presence of binary variables. Thus, in a second transformation, we smooth the binary variables, which leads to an optimization problem that is amenable to SGD.

**Road map**: In Section 3.1.1, we introduce the single expert selector: a construct for choosing 1 out of \(n\) experts by using binary encoding. In Section 3.1.2, we leverage the single expert selector to transform Problem \((2)\) into an unconstrained one. Then, in Section 3.1.3, we smooth the unconstrained problem and discuss how SGD can be applied.

### 3.1.1 Single Expert Selection using Binary Encoding

The single expert selector (selector, for short) is a fundamental construct that we will later use to convert Problem \((2)\) to an unconstrained optimization problem. At a high-level, the single expert selector chooses the index of 1 out of the \(n\) experts and returns a one-hot encoding of the choice. For example, in the case of 4 experts, the selector can choose the first expert by returning the binary vector \([1 0 0 0]^T\). Generally, the selector can choose any of the experts, and its choice is determined by a set of binary encoding variables, as we will describe next.

The selector is parameterized by \(m\) (recall that \(m = \log_2 n\)) binary variables, \(z_1, z_2, \ldots, z_m\), where we view these variables collectively as a binary number: \(z_m z_{m-1} \ldots z_1\). The integer represented by the latter binary number determines which expert to select. More formally, let \(l\) be the integer represented by the binary number \(z_m z_{m-1} \ldots z_1\). The selector is a function \(r : \{0, 1\}^m \rightarrow \{0, 1\}^n\) which maps \(z := [z_1, z_2, \ldots, z_m]^T\) to a one-hot encoding of the integer \((l + 1)\). For example, if all the \(z_i\)'s are 0, then the selector returns a one-hot encoding of the integer 1. Next, we define the selector \(r(z)\). For easier exposition, we start with the special case of 4 experts and then generalize to \(n\) experts.

**Special case of 4 experts**: In this case, the selector uses two binary variables \(z_1\) and \(z_2\). Let \(l\) be the integer represented by the binary number \(z_2 z_1\). Then, the selector should return a one-hot encoding of the integer \((l + 1)\). To achieve this, we define the selector \(r(z)\) as follows:

\[
r(z) = [z_1 z_2, \; z_1 z_2, \; z_1 z_2, \; z_1 z_2]^T
\]

where \(z_i := 1 - z_i\). By construction, exactly one entry in \(r(z)\) is 1 (specifically, \(r(z)_{l+1} = 1\)) and the rest of the entries are zero. For example, if \(z_1 = z_2 = 0\), then \(r(z)_1 = 1\) and \(r(z)_i = 0, \; i \in \{2, 3, 4\}\).

**General case of \(n\) experts**: Here we generalize the selector \(r(z)\) to the case of \(n\) experts. To aid in the presentation, we make the following definition. For any non-negative integer \(l\), we define \(B(l)\) as the set of indices of the nonzero entries in the binary representation of \(l\) (where we assume that the least significant bit is indexed by 1). For example, \(B(0) = \emptyset\), \(B(1) = \{1\}\), \(B(2) = \{2\}\), and \(B(3) = \{1, 2\}\). For every \(i \in [n]\), we define the \(i\)-th entry of \(r(z)\) as follows:

\[
r(z)_i = \prod_{j \in [m] \setminus B(i-1)} \left( 1 - z_j \right)
\]

In the above, \(r(z)_i\) is a product of \(m\) binary variables, which is equal to 1 iff the integer \((i - 1)\) is represented by the binary number \(z_m z_{m-1} \ldots z_1\). Therefore, \(r(z)\) returns a one-hot encoding of the index of the selected expert. Note that when \(n = 4\), definitions \((3)\) and \((4)\) are equivalent.

### 3.1.2 Multiple Expert Selection via Unconstrained Minimization

In this section, we develop a combinatorial gate that allows for transforming Problem \((2)\) into an unconstrained optimization problem. We design this gate by creating \(k\) instances of the single expert
selector $r(\cdot)$, and then taking a convex combination of these $k$ instances. More formally, for every $i \in [k]$, let $z(i) \in \{0, 1\}^m$ be a (learnable) binary vector, so that the output of the $i$-th instance of the selector is $r(z(i))$. Let $Z$ be a $k \times m$ matrix whose $i$-th row is $z(i)$. Moreover, let $\alpha \in \mathbb{R}^k$ be a vector of learnable parameters. We define the combinatorial gate $q$ as follows:

$$q(\alpha, Z) = \sum_{i=1}^{k} \sigma(\alpha)_i r(z(i)),$$

where we recall that $\sigma(\cdot)$ is the softmax function. Since for every $i \in [k]$, $r(z(i))$ is a one-hot vector, we have $\|q(\alpha, Z)\|_0 \leq k$. Moreover, since the weights of the selectors are obtained using a softmax, we have $q(\alpha, Z) \geq 0$ and $\sum_{i=1}^{n} q(\alpha, Z)_i = 1$. Thus, $q(\alpha, Z)$ has the same interpretation of $w$ in Problem (2), without requiring any constraints. Therefore, we propose replacing $w$ in the objective of Problem (2) with $q(\alpha, Z)$ and removing all the constraints. This replacement leads to an equivalent unconstrained optimization problem, as we state in the next proposition.

**Proposition 1.** Problem (2) is equivalent to:

$$\min_{f_1, \ldots, f_n, \alpha, Z} \quad \frac{1}{N} \sum_{(x,y) \in D} \ell\left(y, \sum_{i=1}^{n} f_i(x)q(\alpha, Z)_i\right)$$

subject to:

$$z(i) \in \{0, 1\}^m, \quad i \in [k]$$

(5)

The proof of Proposition 1 is in Appendix B.1. Unlike Problem (2), Problem (5) does not involve any constraints, aside from requiring binary variables. However, these binary variables cannot be directly handled using first-order methods. Next, we discuss how to smooth the binary variables in order to obtain a continuous relaxation of Problem (5).

### 3.1.3 Smooth Gating

In this section, we present a procedure to smooth the binary variables in Problem (5) and discuss how the resulting problem can be optimized using first-order methods. The procedure relies on the smooth-step function, which we define next.

**Smooth-step Function:** This is a continuously differentiable and S-shaped function, similar in shape to the logistic function. However, unlike the logistic function, the smooth-step function can output 0 and 1 exactly for sufficiently large magnitudes of the input. The smooth-step and logistic functions are depicted in Appendix B.3. More formally, given a non-negative scaling parameter $\gamma$, the smooth-step function, $S : \mathbb{R} \to \mathbb{R}$, is a cubic piecewise polynomial defined as follows:

$$S(t) = \begin{cases} 
0 & \text{if } t \leq -\gamma/2 \\
-\frac{2}{7}t^3 + \frac{3}{5}t + \frac{1}{2} & \text{if } -\gamma/2 \leq t \leq \gamma/2 \\
1 & \text{if } t \geq \gamma/2 
\end{cases}$$

The parameter $\gamma$ controls the width of the fractional region (i.e., the region where the function is strictly between 0 and 1). Note that $S(t)$ is continuously differentiable at all points—this follows since at the boundary points $\pm \gamma/2$, we have: $S'(-\gamma/2) = S'(\gamma/2) = 0$. This function has been recently used for conditional computation in soft trees [11] and is popular in the computer graphics literature [10].

**Smoothing:** We obtain DSelect-k from the combinatorial gate $q(\alpha, Z)$ by (i) relaxing every binary variable in $Z$ to be continuous in the range $(-\infty, +\infty)$, i.e., $Z \in \mathbb{R}^{k \times m}$, and (ii) applying the smooth-step function to $Z$ element-wise. Formally, DSelect-k is a function $\hat{q}$ defined as follows:

$$\hat{q}(\alpha, Z) := q(\alpha, S(Z)) = \sum_{i=1}^{k} \sigma(\alpha)_i r(S(z(i))),$$

(6)

where the matrix $S(Z)$ is obtained by applying $S(\cdot)$ to $Z$ element-wise. Note that $\hat{q}(\alpha, Z)$ is continuously differentiable so it is amenable to first-order methods. If $S(Z)$ is binary, then $\hat{q}(\alpha, Z)$

---

Equivalent means that the two problems have the same optimal objective, and given an optimal solution for one problem, we can construct an optimal solution for the other.
selects at most k experts (this holds since \( \hat{q}(\alpha, Z) = q(\alpha, S(Z)) \), and from Section 3.1.2, \( q \) selects at most \( k \) experts when its encoding matrix is binary). However, when \( S(Z) \) has any non-binary entries, then more than \( k \) experts can be potentially selected, meaning that the cardinality constraint will not be respected. In what follows, we discuss how the gate can be optimized using first-order methods, while ensuring that \( S(Z) \) converges to a binary matrix so that the cardinality constraint is enforced.

We propose using \( \hat{q}(\alpha, Z) \) in MoE, which leads to the following optimization problem:

\[
\min_{f_1, \ldots, f_n, \alpha, Z} \frac{1}{N} \sum_{(x, y) \in \mathcal{D}} \ell(y, \sum_{i=1}^{n} f_i(x)\hat{q}(\alpha, Z)_i).
\]

(7)

Problem (7) can be viewed as a continuous relaxation of Problem (5). If the experts are differentiable, then the objective of Problem (7) is differentiable. Thus, we propose optimizing MoE end-to-end using first-order methods. We note that \( \hat{q}(\alpha, Z) \) uses \( (k + k \log n) \) learnable parameters. In contrast, the Top-k and softmax gates (discussed in Section 2) use \( n \) parameters. Thus, for relatively small \( k \), our proposal uses a smaller number of parameters. Next, we discuss how DSelect-k’s parameters should be initialized in order to ensure that it is trainable.

**Initialization:** By the definition of the smooth-step function, if \( S(Z_{ij}) \) is binary then \( S'(Z_{ij}) = 0 \), and consequently \( \frac{\partial}{\partial Z_{ij}} = 0 \). This implies that, during optimization, if \( S(Z_{ij}) \) becomes binary, the variable \( Z_{ij} \) will not be updated in any subsequent iteration. Thus, we have to be careful about the initialization of \( Z \). For example, if \( Z \) is initialized so that \( S(Z) \) is a binary matrix, then the gate will not be trained. To ensure that the gate is trainable, we initialize each \( Z_{ij} \) so that \( 0 < S(Z_{ij}) < 1 \). This way, the \( Z_{ij} \)’s can have nonzero gradients at the start of optimization.

**Accelerating Convergence to Binary Solutions:** Recall that we need \( S(Z) \) to converge to a binary matrix, in order for the gate \( \hat{q} \) to respect the cardinality constraint (i.e., to select at most \( k \) experts). Empirically, we observe that if the optimizer runs for a sufficiently large number of iterations, then \( S(Z) \) typically converges to a binary matrix. However, early stopping of the optimizer can be desired in practice for computational and statistical considerations, and this can prevent \( S(Z) \) from converging. To encourage faster convergence towards a binary \( S(Z) \), we will add an entropy regularizer to Problem (7). The following proposition is needed before we introduce the regularizer.

**Proposition 2.** For any \( z \in \mathbb{R}^m \), \( \alpha \in \mathbb{R}^k \), and \( Z \in \mathbb{R}^{k \times m} \), \( r(S(z)) \) and \( \hat{q}(\alpha, Z) \) belong to the probability simplex.

The proof of the proposition is in Appendix B.1. Proposition 2 implies that, during training, the output of each single expert selector used by \( \hat{q}(\alpha, Z) \), i.e., \( r(S(z^{(i)})) \) for \( i \in [k] \), belongs to the probability simplex. Note that the entropy of each \( r(S(z^{(i)})) \) is minimized by any one-hot encoded vector. Thus, for each \( r(S(z^{(i)})) \), we add an entropy regularization term that encourages convergence towards one-hot encoded vectors; equivalently, this encourages convergence to a binary \( S(Z) \). Specifically, we solve the following regularized variant of Problem (7):

\[
\min_{f_1, \ldots, f_n, \alpha, Z} \sum_{(x, y) \in \mathcal{D}} \frac{1}{N} \ell(y, \sum_{i=1}^{n} f_i(x)\hat{q}(\alpha, Z)_i) + \lambda \Omega(Z)
\]

where \( \Omega(Z) := \sum_{i=1}^{k} h(r(S(z^{(i)}))) \) and \( h(.) \) is the entropy function. The hyperparameter \( \lambda \) is non-negative and controls how fast each selector converges to a one-hot encoding. In our experiments, we tune over a range of \( \lambda \) values. When selecting the best hyperparameters from tuning, we disregard any \( \lambda \) whose corresponding solution does not have a binary \( S(Z) \). In Appendix C.3, we report the number of training steps required for \( S(Z) \) to converge to a binary matrix, on several real datasets. Other alternatives to ensure that \( S(Z) \) converges to a binary matrix are also possible. One alternative is to regularize the entropy of each entry in \( S(Z) \) separately. Another alternative is to anneal the parameter \( \gamma \) of the smooth-step function towards zero.

**Softmax-based Alternative to Binary Encoding:** Recall that our proposed selectors in (6), i.e., \( r(S(z^{(i)})) \), \( i \in [k] \), learn one-hot vectors exactly (by using binary encoding). One practical alternative for learning a one-hot vector is by using a softmax function with temperature annealing. Theoretically, this alternative cannot return a one-hot vector, but after training, the softmax output can be transformed to a one-hot vector using a heuristic (e.g., by taking an argmax). In Appendix C.1, we perform an ablation study in which we replace the selectors in DSelect-k with softmax functions (along with temperature annealing or entropy regularization).
3.2 DSelect-k for Per-example Gating

In this section, we generalize the static version of DSelect-k, \( q(\alpha, Z) \), to the per-example gating setting. The key idea is to make the gate’s parameters \( \alpha \) and \( Z \) functions of the input, so that the gate can make decisions on a per-example basis. Note that many functional forms are possible for these parameters. For simplicity and based on our experiments, we choose to make \( \alpha \) and \( Z \) linear functions of the input example. More formally, let \( G \in \mathbb{R}^{k \times p}, \ W^{(i)} \in \mathbb{R}^{n \times p}, \ i \in [k] \), be a set of learnable parameters. Given an input example \( x \in \mathbb{R}^p \), we set \( \alpha = Gx \) and \( z^{(i)} = W^{(i)}x \) in \( q(\alpha, Z) \) (to simplify the presentation, we do not include bias terms). Thus, the per-example version of DSelect-k is a function \( v \) defined as follows:

\[
v(G, W, x) = \sum_{i=1}^{k} \sigma(Gx)_i r(S(W^{(i)}x)).
\]

In the above, the term \( r(S(W^{(i)}x)) \) represents the \( i \)-th single expert selector, whose output depends on the example \( x \); thus different examples are free to select different experts. The term \( \sigma(Gx)_i \) determines the input-dependent weight assigned to the \( i \)-th selector. The gate \( v(G, W, x) \) is continuously differentiable in the parameters \( G \) and \( W \), so we propose optimizing it using first-order methods. Similar to the case of static gating, if \( S(W^{(i)}x) \) is binary for all \( i \in [k] \), then each \( r(S(W^{(i)}x)) \) will select exactly one expert, and the example \( x \) will be assigned to at most \( k \) experts.

To encourage \( S(W^{(i)}x) \), \( i \in [k] \) to become binary, we introduce an entropy regularizer, similar in essence to that in static gating. However, unlike static gating, the regularizer here should be on a per-example basis, so that each example respects the cardinality constraint. By Proposition 2 for any \( i \in [k] \), \( r(S(W^{(i)}x)) \) belongs to the probability simplex. Thus, for each example \( x \) in the training data, we introduce a regularization term of the form: \( \Omega(W, x) := \sum_{i\in[k]} h\left(r(S(W^{(i)}x))\right) \), and minimize the following objective function:

\[
\sum_{(x,y) \in D} \left( \frac{1}{N} \ell(y, \sum_{i=1}^{n} f_i(x)v(G, W, x)_i) + \lambda \Omega(W, x) \right),
\]

where \( \lambda \) is a non-negative hyperparameter. Similar to the case of static gating, we tune over a range of \( \lambda \) values, and we only consider the choices of \( \lambda \) that force the average number of selected experts per example to be less than or equal to \( k \). If the application requires that the cardinality constraint be satisfied strictly for every example (not only on average), then annealing \( \gamma \) in the smooth-step function towards zero enforces this.

4 Experiments

We study the performance of DSelect-k in the context of MTL and compare with state-of-the-art gates and baselines. In the rest of this section, we present experiments on the following real MTL datasets: MovieLens, Multi-MNIST, Multi-Fashion MNIST, and on a real-world, large-scale recommender system. Moreover, in Appendix C we present an additional experiment on synthetic data (with up to 128 tasks), in which we study statistical performance and perform ablation studies.

Competing Methods: We focus on a multi-gate MoE, and study the DSelect-k and Top-k gates in both the static and per-example gating settings. For static gating, we also consider a Gumbel-softmax based gate [34]—unlike DSelect-k this gate cannot control the sparsity level explicitly (see the supplementary for details). In addition, we consider two MTL baselines. The first baseline is a MoE with a softmax gate (which uses all the available experts). The second is a shared bottom model [4], where all tasks share the same bottom layers, which are in turn connected to task-specific neural nets.

Experimental Setup: All competing models were implemented in TensorFlow 2. We used Adam [18] and Adagrad [7] for optimization, and we tuned the key hyperparameters using random grid search (with an average of 5 trials per grid point). Full details on the setup are in Appendix D.

4.1 MovieLens

Dataset: MovieLens [10] is a movie recommendation dataset containing records for 4,000 movies and 6,000 users. Following [37], for every user-movie pair, we construct two tasks. Task 1 is a binary classification problem for predicting whether the user will watch a particular movie. Task 2
Experimental Details: We use the cross-entropy and squared error losses for tasks 1 and 2, respectively. We optimize a weighted average of the two losses, i.e., the final loss function is \( \alpha \text{(Loss of Task 1)} + (1 - \alpha) \text{(Loss of Task 2)} \), and we report the results for \( \alpha \in \{0.1, 0.5, 0.9\} \).

The same loss function is also used for tuning and testing. The architecture consists of a multi-gate MoE with 8 experts, where each of the experts and the task-specific networks is composed of ReLU-activated dense layers. For each \( \alpha \), we tune over the optimization and gate-specific hyperparameters, including the number of experts to select (i.e., \( k \) in DSelect-k and Top-k). After tuning, we train each model for 100 repetitions (using random initialization) and report the averaged results. For full details, see Appendix D.1.

Results: In Table 1, we report the test loss and the average number of selected experts. The results indicate that for all values of \( \alpha \), either one of our DSelect-k gates (static or per-example) outperforms the competing methods, in terms of both the test loss and the number of selected experts. In the static gating setting, there does not seem to be a clear winner among the three competing methods (Top-k, DSelect-k, and Gumbel Softmax), but we note that DSelect-k outperforms both Top-k and Gumbel Softmax for two out of the three choices of \( \alpha \). Notably, the softmax MoE is uniformly outperformed by the DSelect-k and Top-k gates, so sparsity in gating seems to be beneficial on this dataset. Our hypothesis is that softmax MoE is overfitting and the sparse gating methods are mitigating this issue. In Table C.5 in the appendix, we additionally report the individual task metrics (loss and accuracy).

| \( \alpha = 0.1 \) | Loss | Experts | \( \alpha = 0.5 \) | Loss | Experts | \( \alpha = 0.9 \) | Loss | Experts |
|-----------------|------|---------|-----------------|------|---------|-----------------|------|---------|
| Static          |      |         | Top-k           |      |         |                 |      |         |
| DSelect-k       | 4015 \( \pm 5 \) | 2.7     | 3804 \( \pm 3 \) | 1.5  | 3900 \( \pm 2 \) | 1.3  | 3990 \( \pm 2 \) |
| Gumbel Softmax  | 4012 \( \pm 4 \) | 2.0     | 3818 \( \pm 2 \) | 2.0  | 3993 \( \pm 6 \) | 2.0  | 3993 \( \pm 6 \) |
| Per-example     |      |         |                 |      |         |                 |      |         |
| DSelect-k       | 4006 \( \pm 6 \) | 1.5     | 3823 \( \pm 3 \) | 1.2  | 3979 \( \pm 2 \) | 1.1  | 3979 \( \pm 2 \) |
| Top-k           | 4027 \( \pm 8 \) | 2.0     | 3841 \( \pm 4 \) | 2.0  | 3741 \( \pm 3 \) | 2.0  | 3741 \( \pm 3 \) |
| Baselines       |      |         |                 |      |         |                 |      |         |
| Softmax MoE     | 4037 \( \pm 1 \) | 8.0     | 3966 \( \pm 3 \) | 8.0  | 3847 \( \pm 10 \) | 8.0  | 3847 \( \pm 10 \) |
| Shared Bottom   | 4037 \( \pm 2 \) | -       | 3868 \( \pm 2 \) | -    | 3687 \( \pm 1 \) | -    | 3687 \( \pm 1 \) |

Table 1: Test loss (with standard error) and average number of selected experts on MovieLens. The parameter \( \alpha \) is the weight of Task 1’s loss (see text for details). The test loss is multiplied by 10^8.

4.2 Multi-MNIST and Multi-Fashion MNIST

Datasets: We consider two image classification datasets: Multi-MNIST and Multi-Fashion [32], which are multi-task variants of the MNIST [20] and Fashion MNIST [38] datasets. We construct the Multi-MNIST dataset similar to [32]: uniformly sample two images from MNIST and overlay them on top of each other, and (ii) shift one digit towards the top-left corner and the other digit towards the bottom-right corner (by 4 pixels in each direction). This procedure leads to 36 \( \times \) 36 images with some overlap between the digits. The Multi-Fashion is constructed in a similar way by overlaying images from the Fashion MNIST dataset. For each dataset, we consider two classification tasks: Task 1 is to classify the top-left item and Task 2 is to classify the bottom-right item. We use 100,000 examples for training, and 20,000 examples for each of the validation and testing sets.

Experimental Details: We use cross-entropy loss for each task and optimize the sum of the losses. The model is a multi-gate MoE with 8 experts, where each expert is a convolutional neural network and each task-specific network is composed of a number of dense layers. We tune the optimization and gate-specific hyperparameters, including the number of experts to select, and use the average of the task accuracies as the tuning metric. After tuning, we train each model for 100 repetitions (using random initialization) and report the averaged results. For full details, see Appendix D.2.

Results: In Table 2, we report the test accuracy and the number of selected experts for the Multi-MNIST and Multi-Fashion datasets. On Multi-MNIST, DSelect-k (static) outperforms Top-k and Gumbel Softmax, in terms of both task accuracies and number of selected experts. For example, it achieves over 1% improvement in Task 2’s accuracy compared to Top-k (static). DSelect-k (static) comes close to the performance of the Softmax MoE, but uses less experts (1.7 vs. 8 experts). Here DSelect-k (per-example) does not offer improvement over the static variant (unlike the MovieLens dataset). On Multi-Fashion, we again see that DSelect-k (static) performs best in terms of accuracy.

Due to the symmetry in the problem, assigning the two tasks equal weights is a reasonable choice.
We introduced DSelect-k: a continuously differentiable and sparse gate for MoE, which can be trained using first-order methods. Given a user-specified parameter $k$, the gate selects at most $k$ of the $n$ experts. Such direct control over the sparsity level is typically handled in the literature by adding a cardinality constraint to the optimization problem. One of the key ideas we introduced is a binary encoding scheme that allows for selecting $k$ experts, without requiring any constraints in the optimization problem. We studied the performance of DSelect-k in MTL settings, on both synthetic and real datasets. Our experiments indicate that DSelect-k can achieve significant improvements in prediction and expert selection, compared to state-of-the-art MoE gates and MTL baselines.

**Societal Impact:** MoE models are used in various applications (as discussed in the introduction). DSelect-k can improve the interpretability and efficiency of MoE models, thus benefiting the underlying applications. We do not see direct, negative societal impacts from our proposal.
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A Additional Related Work

MTL: In MTL, deep learning-based architectures that perform soft-parameter sharing, i.e., share model parameters partially, are proving to be effective at exploiting both the commonalities and differences among tasks [31]. One flexible architecture for soft-parameter sharing is the multi-gate MoE [22]. We use the multi-gate MoE in our experiments and compare both sparse and dense gates—[22] considered only dense gates. In addition, several works have recently considered gate-like structures for flexible parameter sharing in MTL. For instance, [34 25] give each task the flexibility to use or ignore components inside the neural network. The decisions are modeled using binary random variables, and the corresponding probability distributions are learned using SGD and the Gumbel-softmax trick [15]. This approach is similar to static gating, but it does not support per-example gating. Moreover, the number of nonzeros cannot be directly controlled (in contrast to our gate). Our work is also related to [29] who introduced “routers” (similar to gates) that can choose which layers or components of layers to activate per-task. The routers in the latter work are not differentiable and require reinforcement learning.

B Methodology Details

B.1 Proofs

B.1.1 Proof Proposition 1

Let \( f = \{ f_i \}_{i \in [n]} \). To prove equivalence, we need to establish the following two directions: (I) an optimal solution \( (f^*, \alpha^*, Z^*) \) to Problem (5) can be used to construct a feasible solution \((f, w)\) to Problem (2) and both solutions have the same objective, and (II) an optimal solution \((f^*, w^*)\) to Problem (2) can be used to construct a feasible solution \((f, \alpha, Z)\) to Problem (5) and both solutions have the same objective. Direction (I) is trivial: the solution defined by \( f = f^* \) and \( w = q(\alpha^*, Z^*) \) is feasible for Problem (2) and has the same objective as \((f^*, \alpha^*, Z^*)\).

Next, we show Direction (II). Let \( s^* = \|w^*\|_0 \) and denote by \( t_j \) the index of the \( j \)-th largest element in \( w^* \), i.e., the nonzero entries in \( w^* \) are \( w_{t_1}^* > w_{t_2}^* > \cdots > w_{t_{s^*}}^* \). For every \( i \in [s^*] \), set \( z^{(i)} \) to the binary representation of \( t_i - 1 \). If \( s^* < k \), then we set the remaining (unset) \( z^{(i)} \)'s as follows: for \( i \in \{s^* + 1, s^* + 2, \ldots, k\} \) set \( z^{(i)} \) to the binary representation of \( t_s^* - 1 \). By this construction, the nonzero indices selected by \( r(z^{(i)}) \), \( i \in [k] \) are exactly the nonzero indices of \( w^* \).

To construct \( \alpha \), there are two cases to consider: (i) \( s^* = k \) and (ii) \( s^* < k \). If \( s^* = k \), then set \( \alpha_i = \log(w_{t_i}^*) \) for \( i \in [k] \). Therefore, \( \sigma(\alpha)_i = w_{t_i}^* \) for \( i \in [k] \), and consequently \( q(\alpha, Z) = w^* \). Otherwise, if \( s^* < k \), then set \( \alpha_i = \log(w_{t_i}^*) \) for \( i \in [s^* - 1] \) and \( \alpha_i = \log(w_{t_{s^*}}^*/(k - s^*)) \) for \( i \in [s^* + 1, s^* + 2, \ldots, k] \). Thus, for \( i \in [s^* - 1] \), we have \( \sigma(\alpha)_i = w_{t_i}^* \), i.e., the weights of the nonzero indices \( t_j \), \( j \in [s^* - 1] \) in \( q(\alpha, Z) \) are equal to those in \( w^* \). The weight assigned to the nonzero index \( t_{s^*} \) in \( q(\alpha, Z) \) is: \( \sum_{i \in [s^* - 1, s^* + 1, \ldots, k]} \sigma(\alpha)_i = \sum_{i \in [s^* - 1, s^* + 1, \ldots, k]} \frac{w_{t_i}^*/(k - s^*)}{w_{t_{s^*}}^*} \). Therefore, \( q(\alpha, Z) = w^* \). In both (i) and (ii), we have \( q(\alpha, Z) = w^* \), so the solution \((f^*, \alpha, Z)\) is feasible and has the same objective as \((f^*, w^*)\).

B.1.2 Proof of Proposition 2

First, we will use induction to show that \( r(S(z)) \) belongs to the probability simplex. Specifically, we will prove that for any integer \( t \geq 1 \) and \( z \in \mathbb{R}^2 \), \( r(S(z)) \) belongs to the probability simplex.

Our base case is for \( t = 1 \). In this case, there is a single binary encoding variable \( z_1 \in \mathbb{R} \) and 2 experts. The single expert selector \( r(S(z_1)) \) is defined as follows: \( r(S(z_1))_1 = 1 - S(z_1) \) and \( r(S(z_1))_2 = S(z_1) \). The latter two terms are non-negative and sum up to 1. Thus, \( r(S(z_1)) \) belongs to the probability simplex.

Our induction hypothesis is that for some \( t \geq 1 \) and any \( z \in \mathbb{R}^t \), \( r(S(z)) \) belongs to the probability simplex. For the inductive step, we need to show that for any \( v \in \mathbb{R}^{t+1} \), \( r(S(v)) \) belongs to the probability simplex. From the definition of \( r(\cdot) \), the following holds:

\[
r(S(v))_i = \begin{cases} 
  r(S([v_1, v_2, \ldots, v_t]^T))_i(1 - S(v_{t+1})) & i \in [2^t] \\
  r(S([v_1, v_2, \ldots, v_t]^T))_{i-2^t} S(v_{t+1}) & i \in [2^{t+1}] 
\end{cases} \quad (B.8)
\]
By the induction hypothesis, we have $r(S([v_1, v_2, \ldots, v_t]^T))_i \geq 0$ for any $i$. Moreover, $S(\cdot)$ is a non-negative function. Therefore, $r(S(v)_i) \geq 0$ for any $i$. It remains to show that the sum of the entries in $r(S(v))$ is 1, which we establish next:

$$
\sum_{i=1}^{2^{t+1}} r(S(v))_i = \sum_{i=1}^{2^t} r(S(v))_i + \sum_{i=2^t+1}^{2^{t+1}} r(S(v))_i \\
= \sum_{i=1}^{2^t} r(S([v_1, \ldots, v_t]^T))_i (1 - S(v_{t+1})) + \sum_{i=2^t+1}^{2^{t+1}} r(S([v_1, \ldots, v_t]^T))_{i-2^t} S(v_{t+1})
$$

(B.9)

Using a change of variable, the second summation in the above can be rewritten as follows:

$$\sum_{i=2^{t+1}}^{2^{t+1}} r(S([v_1, v_2, \ldots, v_t]^T))_{i-2^t} S(v_{t+1}) = \sum_{i=1}^{2^t} r(S([v_1, v_2, \ldots, v_t]^T))_i S(v_{t+1})$$. Plugging the latter equality into (B.9) and simplifying, we get $\sum_{i=1}^{2^{t+1}} r(S(v))_i = 1$. Therefore, $r(S(v))$ belongs to the probability simplex, which establishes the inductive step. Finally, we note that $\tilde{q}(\alpha, Z)$ belongs to the probability simplex since it is a convex combination of probability vectors.

### B.2 Extending DSelect-k to arbitrary $n$

Suppose that the number of experts $n$ is not a power of 2. For the DSelect-k gate $\tilde{q}(\alpha, Z)$ to work in this setting, we need each single expert selector $r$ used by the gate to be able to handle $n$ experts. Next, we discuss how $r$ can handle $n$ when it is not a power of 2. Let $m$ be the smallest integer so that $n < 2^m$. Then, we treat the problem as if there are $2^m$ experts and use a binary encoding vector $z \in \mathbb{R}^m$. For $i \in [n]$, we let entry $r(z)_i$ be the weight of expert $i$ in the MoE. Note that the entries $r(z)_i, i \in \{n + 1, n + 2, \ldots, 2^m\}$, are not associated with any experts. To avoid a situation where $r(z)$ assigns nonzero probability to the latter entries, we add the following penalty to the objective function: $
abla \frac{\xi}{\sum_{i \in [n]} r(z)_i}$, where $\xi$ is a non-negative parameter used to control the strength of the penalty. This penalty encourages to $r(z)_i, i \in [n]$ (i.e., the entries associated with the $n$ experts) to get more probability. In our experiments, we observe that $\sum_{i \in [n]} r(z)_i$ converges to 1, when $\xi$ is sufficiently large. The penalty described above is part of our TensorFlow implementation of DSelect-k. We also note that there are other potential alternatives to deal with the entries $r(z)_i, i \in \{n + 1, n + 2, \ldots, 2^m\}$, without adding a penalty to the objective function. For example, one alternative is to randomly assign each of $r(z)_i, i \in \{n + 1, n + 2, \ldots, 2^m\}$ to one of the $n$ experts.

### B.3 Smooth-step Function

In Figure B.4, we plot the smooth-step function $\gamma$ and the logistic function $L(x) = (1 + e^{-6x})^{-1}$. Note that the logistic function is re-scaled to be on the same scale as the smooth-step function.

![Figure B.4: The Smooth-step ($\gamma = 1$) and Logistic functions.](image-url)
C Additional Experimental Results

C.1 Prediction and Expert Selection Performance on Synthetic Data

In this experiment, we aim to (i) understand how the number of experts and tasks affects the prediction and expert selection performance for the different gates, and (ii) quantify the benefit from binary encoding in our gate through an ablation study. We focus on a static gating setting, where we consider the DSelect-k and Top-k gates, in addition to two variants of the DSelect-k gate used for ablation. To better quantify the expert selection performance and avoid model mis-specification, we use synthetic data generated from a multi-gate MoE. First, we describe our data generation process.

Synthetic Data Generation: We consider 128 regression tasks, separated into four mutually exclusive groups: \( \{G_i\}_{i \in \{4\}} \), where \( G_i \) is the set of indices of the tasks in group \( i \). As we will discuss next, the tasks are constructed in a way so that tasks within each group are highly related, while tasks across groups are only marginally related. Such a construction mimics real-world applications in which tasks can be clustered in terms of relatedness.

Each group consists of 16 tasks which are generated from a group-specific MoE. The group-specific MoE consists of 4 experts: \( \{f_i\}_{i \in \{4\}} \). Each expert is the sum of 4 ReLU-activated units. The output of each task in the group is a convex combination of the 4 experts. Specifically, for each task \( t \in [16] \) in the group, let \( \alpha(t) \in \mathbb{R}^4 \) be a task-specific weight vector. Then, given an input vector \( x \), the output of task \( t \) is defined as follows:

\[
y(t)(x) := \sum_{i=1}^4 \sigma(\alpha(t)_i f_i(x))
\]

For each group, we create an instance of the group-specific MoE described above, where we initialize all the weights randomly and independently from the other groups. In particular, we sample the weights of each expert independently from a standard normal distribution. To encourage relatedness among tasks in each group, we sample the task weights \([\alpha(1), \alpha(2) \ldots \alpha(16)]\) from a zero-mean multivariate normal distribution where we set the correlation between any two task weights to 0.8.

To generate the data, we sample a data matrix \( X \), with 140,000 observations and 10 features, from a standard normal distribution. The data matrix is shared by all 128 tasks and the regression outputs are obtained by using \( X \) as an input to each group-specific MoE. We use 100,000 observations for the training set and 20,000 observations for each of the validation and testing sets.

Experiment Design: We consider a multi-gate MoE and compare the following static gates: DSelect-k gate, Top-k gate, and an “ablation” gate (which will be discussed later in this section). Our goal is to study how, for each gate, the number of tasks affects the prediction and expert selection performance. To this end, we consider 4 regression problems, each for a different subset of the 128 tasks; specifically, we consider predicting the tasks in (i) \( G_1 \) (16 tasks), (ii) \( G_1 \cup G_2 \) (32 tasks), (iii) \( G_1 \cup G_2 \cup G_3 \) (64 tasks), and (iv) \( G_1 \cup G_2 \cup G_3 \cup G_4 \) (128 tasks). In each of the four problems, we use a multi-gate MoE to predict the outputs of the corresponding tasks simultaneously. The MoE has the same number of experts used to generate the data and, if \( T \) is the total number of tasks in the problem, the MoE consists of \( T/4 \) experts, where the experts are similar to those used in data generation (but are trainable). Each task is associated with a task-specific gate, which chooses a convex combination of 4 out of the \( T/4 \) experts. Note that unlike the architecture used to generate the data, each task gate here is connected to all experts, even those belonging to the unrelated groups. The architecture used to generate the data can be recovered if the task gates across groups do not share experts, and the task gates within each group share the same 4 experts. We use squared error loss for training and tuning.

Ablation: In addition to comparing the DSelect-k and Top-k gates, we perform an ablation study to gain insight on the role of binary encoding in the DSelect-k gate. Recall that in the DSelect-k gate, we introduced the single expert selector which learns a one-hot encoded vector (using a binary encoding scheme). In the literature, a popular way to learn such one-hot encoded vectors is by using a softmax (with additional heuristics such as temperature annealing to ensure that the probability concentrates on one entry). Thus, in our ablation study, we consider the DSelect-k gate \( \tilde{g}(\alpha, Z) \), and replace each single expert selector \( r(.) \) with a softmax-based selector. More precisely, let \( \alpha \in \mathbb{R}^k \) and \( \beta(i) \in \mathbb{R}^n, i \in [k] \), be learnable parameter vectors. Then, we consider the following “ablation” gate:

\[
h(\alpha, \beta) := \sum_{i=1}^k \sigma(\alpha)_i \sigma(\beta(i)).
\]

Here, \( \sigma(\alpha)_i \) determines the weight assigned to
selector $i$, and $\sigma(\beta(i))$ acts as a surrogate to the single expert selector $r(S(z(i)))$. To ensure that $\sigma(\beta(i))$ selects a single expert (i.e., leads to a one-hot encoding), we consider two alternatives: (i) annealing the temperature of $\sigma(\beta(i))$ during training$^6$ and (ii) augmenting the objective with an entropy regularization term (similar to that of the DSelect-k gate) to minimize the entropy of each $\sigma(\beta(i))$. In our results, we refer to (i) by “Ablation (Annealing)” and to (ii) by “Ablation (Entropy)”. Note that these two ablation alternatives can converge to a one-hot encoding asymptotically (due to the nature of the softmax), whereas our proposed gate can converge in a finite number of steps.

**Measuring Expert Selection Performance:** To quantify the similarity between the experts selected by the different tasks, we use the Jaccard index. Given two tasks, let $A$ and $B$ be the sets of experts selected by the first and second tasks, respectively. The Jaccard index of these two sets is defined by: $|A \cap B|/|A \cup B|$. In our experiments, we compute: (i) the average Jaccard index for the related tasks, and (ii) the average Jaccard index for unrelated tasks. Specifically, we obtain (i) by computing the Jaccard index for each pair of related tasks, and then averaging. We obtain (ii) by computing the Jaccard index over all pairs of tasks that belong to different groups (i.e., pairs in the same group are ignored), and then averaging.

**Results:** After tuning, we train each competing model, with the best hyperparameters, for 100 randomly-initialized repetitions. In Figure C.5, we plot the performance measures (averaged over the repetitions) versus the number of tasks. In the left plot, we report the MSE on the test set. In the middle and right plots we report the (averaged) Jaccard index for the related and unrelated tasks, respectively. In the latter two plots, we also consider a random gate which chooses 4 experts uniformly at random, and plot the expected value of its Jaccard index. In Figure C.5(middle), a larger index is better since the related tasks will be sharing more experts. In contrast, in Figure C.5(right), a lower index is preferred since the unrelated tasks will be sharing less experts. For all methods, the Jaccard index in Figures C.5(middle) and (right) decreases with the number of tasks. This is intuitive, since as the number of tasks increases, we use more experts, giving any two given gates more flexibility in choosing mutually exclusive subsets of experts.

Overall, the results indicate that DSelect-k gate significantly outperforms Top-k in all the considered performance measures, and the differences become more pronounced as the number of tasks increases. For example, at 128 tasks, DSelect-k achieves over 40% improvement in MSE and 76% improvement in Jaccard index for related tasks, compared to Top-k. The DSelect-k gate also outperforms the

---

$^6$There are pathological cases where annealing the temperature in softmax will converge to more than one nonzero entry. This can happen when multiple entries in the input to the softmax have exactly the same value.
two ablation gates in which we replace the binary encoding by a Softmax-based selector. The latter improvement suggests that the proposed binary encoding scheme is relatively effective at selecting the right experts. We also investigated the poor performance of the Ablation (Entropy) gate, and it turns out that the Softmax-based single expert selectors, i.e., the $\sigma(\beta^{(i)})$’s, tend to select the same expert. Specifically, we set $k = 4$ in the ablation gate, but it ends up selecting $\sim 2$ experts in many of the training repetitions. In contrast, the DSelect-k and Top-k gates select 4 experts.

### C.2 Gate Visualizations

#### C.2.1 MovieLens

In Figure C.6, we plot the expert weights during training on the MovieLens dataset, for the Top-k and DSelect-k gates (after tuning both models). The plots show that Top-k exhibits frequent “jumps”, where in a single training step an expert’s weight can abruptly change from a nonzero value to zero. These jumps keep occurring till the end of training (at around $10^5$ training steps). In contrast, DSelect-k has smooth transitions during training. Additional details on the MovieLens dataset and the MoE architecture used can be found in Section 4.1 of the paper.

![Figure C.6: Expert weights during training on the MovieLens dataset. Each color corresponds to a separate expert. The plots are for the best models obtained after tuning.](image)

#### C.2.2 Synthetic Data

Here we consider a binary classification dataset generated from a static MoE that consists of 4 experts. We train another MoE model which employs 16 experts: 4 of these experts are copies (i.e., have exactly same weights) of the 4 experts used in data generation, and the rest of the experts are randomly initialized. We freeze all the experts and train only over the gate parameters. In this simple setting, we expect the gate to be able to recover the 4 experts that were used to generate the data. We trained two MoE models: one based on Top-k and another based on DSelect-k. After tuning both models, Top-k recovered only 4 experts (and made 3 mistakes), whereas our model recovered all 4 experts. In Figures C.7 and C.8 we plot the expert weights during training, for the Top-k and DSelect-k gates, respectively. The Top-k exhibits a sharp oscillatory behavior during training, whereas DSelect-k has smooth transitions.

**Additional details on data generation and model:** We consider a randomly initialized “data-generating” MoE with 4 experts (each is a ReLU-activated dense layer with 4 units). The output of the MoE is obtained by taking the average of the 4 experts and feeding that into a single logistic unit. We generate a multivariate normal data matrix $X$ with 20,000 observations and 10 features (10,000 observations are allocated for each of the training and validation sets). To generate binary classification labels, we use $X$ as an input to the data-generating MoE and apply a sign function to the corresponding output. For training and tuning, we consider a MoE architecture with 16 experts: 4 of these experts are copies of the experts used in data generation, and the rest of the experts are initialized randomly. All experts are frozen (not trainable). A trainable gate chooses 4 out of the 16 experts, and the final result is fed into a single logistic unit. We optimized the cross-entropy loss using Adam with a batch size of 256, and tuned over the learning rate in $\{10^{-1}, 10^{-2}, \ldots, 10^{-5}\}$. 
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C.3 Gate Convergence and FLOPS

In Table C.4, we report the percentage of training steps required for $S(Z)$ to converge to a binary matrix in the DSelect-k gate, on several real datasets. These results are based on the tuned models discussed in Section 4 of the paper. We also report the number of floating point operations (FLOPS) required by the MoE based on DSelect-k relative to the MoE based on Top-k, during training. The results indicate that the number of training steps till convergence to a binary matrix depends on the specific dataset: ranging from only 0.04\% on the MovieLens dataset to 80\% on the Multi-Fashion MNIST. Moreover, on certain datasets (MovieLens with $\alpha = 0.9$ and Multi-MNIST), DSelect-k requires less FLOPS during training than Top-k, i.e., DSelect-k is effective at conditional training (on these particular datasets).

| Dataset           | $\alpha = 0.1$ | $\alpha = 0.5$ | $\alpha = 0.9$ |
|-------------------|----------------|----------------|----------------|
| MovieLens         | 11.37          | 9.39           | 0.04           |
| Multi-MNIST       | 1.5            | 1.2            | 0.8            |
| Multi-Fashion MNIST | 42.33       | 80.02          | 1.2            |

Table C.4: We report two statistics: (i) Percentage of training steps required for the DSelect-k gate to converge to a binary matrix, and (ii) the number of FLOPS needed by the DSelect-k based MoE during training relative to that of Top-k. The parameter $\alpha$ controls the weight assigned to task 1’s loss in the MovieLens dataset—see Section 4.1 of the paper for more details.
C.4 MovieLens

In Table C.5 we report the accuracy for task 1 (classification) and the loss for task 2 (regression) for the competing methods on the MovieLens dataset.

| Static | DSel-ctk | Top-k | Gumbel Softmax |
|--------|---------|-------|----------------|
| T2 Loss | T1 Accuracy | T2 Loss | T1 Accuracy | T2 Loss | T1 Accuracy |
| α = 0.4 | 4018 ± 1 | 83.01 ± 0.01 | 4026 ± 0.5 | 83.86 ± 0.02 | 4040 ± 0.1 | 83.14 ± 0.01 |
| 4127 ± 2 | 80.76 ± 0.04 | 4052 ± 0.4 | 84.27 ± 0.03 | 3984 ± 0.4 | 84.17 ± 0.02 |
| Per-example | DSel-ctk | Top-k | Softmax, MLE: |
| T2 Loss | T1 Accuracy | Shared Bottom |
| 4039 ± 0.7 | 83.03 ± 0.12 | 3997 ± 0.1 | 83.82 ± 0.03 |
| 4057 ± 0.9 | 83.28 ± 0.11 | 3986 ± 0.3 | 83.91 ± 0.03 |
| 4074 ± 0.1 | 83.45 ± 0.01 | 3979 ± 0.3 | 83.86 ± 0.02 |
| 3793 ± 2 | 79.06 ± 0.02 | 3991 ± 2 | 84.01 ± 0.01 |

Table C.5: Mean test loss for task 2 (T2) and accuracy for task 1 (T1) on MovieLens (standard error is shown next to each mean). The parameter α determines the weight of Task 1’s loss (see text for details). The test loss is multiplied by 10^4.

D Experimental Details

Computing Setup: We ran the experiments on a cluster that automatically allocates the computing resources. We do not report the exact specifications of the cluster for confidentiality.

Gumbel-softmax Gate: [34, 25] present an approach for learning which layers in a neural network to activate on a per-task basis. The decision to select each layer is modeled using a binary random variable whose distribution is learned using the Gumbel-softmax trick. Note that the latter approach does not consider a MoE model. Here we adapt the latter approach to the MoE; specifically we consider a Gumbel-softmax gate that uses binary variables to determine which experts to select. Given n experts \( \{ f_i \}_{i=1}^n \), this gate uses n binary random variables \( \{ U_i \}_{i=1}^n \), where \( U_i \) determines whether expert \( f_i \) is selected. Moreover, the gate uses an additional learnable vector \( \alpha \in \mathbb{R}^n \) that determines the weights of the experts. Specifically, the gate is a function \( d(\alpha, U) \) whose i-th component (for any \( i \in [n] \)) is given by:

\[
d(\alpha, U)_i = \sigma(\alpha)_i U_i
\]

To learn the distribution of the \( U_i \)'s, we use the Gumbel-softmax trick as described in [34]. Moreover, following [34], we add the following sparsity-inducing penalty to the objective function:

\[
\lambda \sum_{i \in [n]} \log \psi_i,
\]

where \( \psi_i \) is the Bernoulli distribution parameter of \( U_i \), and \( \lambda \) is a non-negative parameter used to control the number of nonzeros selected by the gate. Note that the latter penalty cannot directly control the number of nonzeros as in DSel-ctk or Top-k.

D.1 MovieLens

Architecture: For MoE-based models, we consider a multi-gate MoE architecture (see Figure 1), where each task is associated with a separate gate. The MoE uses 8 experts, each of which is a ReLU-activated dense layer with 256 units, followed by a dropout layer (with a dropout rate of 0.5). For each of the two tasks, the corresponding convex combination of the experts is fed into a task-specific subnetwork. The subnetwork is composed of a dense layer (ReLU-activated with 256 units) followed by a single unit that generates the final output of the task. The shared bottom model uses a dense layer (whose number of units is a hyperparameter) that is shared by the two tasks, followed by a dropout layer (with a rate of 0.5). For each task, the output of the shared layer is fed into a task-specific subnetwork (same as that of the MoE-based models).

Hyperparameters and Tuning: We tuned each model using random grid search, with an average of 5 trials per grid point. We used Adagrad with a batch size of 128 and considered the following hyperparameters and ranges: Learning Rate: \{0.001, 0.01, 0.1, 0.2, 0.3\}, Epochs: \{5, 10, 20, 30, 40, 50\}, k for Top-k and DSel-ctk: \{2, 4\}, \( \lambda \) for DSel-ctk: \{0.1, 1, 10\}, \( \gamma \) for smooth-step: \{1, 10\}, Units in Shared bottom: \{32, 256, 4096, 8192\}, \( \lambda \) in Gumbel-softmax: \{10^{-6}, 10^{-5}, \ldots, 10\}. For Gumbel-softmax, we pick the best solution whose expected number of nonzeros is less than or equal to 4.
D.2 Multi-MNIST and Multi-Fashion MNIST

**Architecture:** MoE-based models use a multi-gate MoE (as in Figure 1). Each of the 8 experts is a CNN that is composed (in order) of: (i) convolutional layer 1 (kernel size = 5, number of filters = 10, ReLU-activated) followed by max pooling, (ii) convolutional layer 2 (kernel size = 5, number of filters = 20, ReLU-activated) followed by max pooling, and (iii) a stack of ReLU-activated dense layers with 50 units each (the number of layers is a hyperparameter). The subnetwork specific to each task is composed of a stack of 3 dense layers: the first two have 50 ReLU-activated units and the third has 10 units followed by a softmax. The shared bottom model uses a shared CNN (with the same architecture as the CNN in the MoE). For each task, the output of the shared CNN is fed into a task-specific subnetwork (same as that of the MoE-based models).

**Hyperparameters and Tuning:** We tuned each model using random grid search, with an average of 5 trials per grid point. We used Adam with a batch size of 256 and considered the following hyperparameters and ranges: Learning Rate: \{0.01, 0.001, 0.0001, 0.00001\}, Epochs: \{25, 50, 75, 100\}, k for Top-k and DSelect-k: \{2, 4\}, \gamma\ for smooth-step: \{0.1, 1\}, Number of dense layers in CNN: \{1, 3, 5\}, \lambda\ in Gumbel-softmax: \{0, 10^{-3}, 10^{-2}, 10^{-1}, 1, 10, 1000\}. For Gumbel-softmax, we pick the best solution whose expected number of nonzeros is less than or equal to 4.

D.3 Recommender System

Each of the 8 experts in the MoE consists of a stack of ReLU-activated dense layers with 256 units each. We fix k to 2 in both DSelect-k and Top-k. We tune over the learning rate and architecture. For both models, training is terminated when there is no significant improvement in the validation loss.

D.4 Synthetic Data

We tuned each model using random grid search, with an average of 5 trials per grid point. We used Adam with a batch size of 256 and considered the following hyperparameters and ranges: Learning rate: \{0.001, 0.01, 0.1\}, Epochs \{25, 50, 75, 100\}, \gamma\ for smooth-step: \{5, 10, 15\}, \lambda\ for DSelect-k: \{0.001, 0.005, 0.01, 0.1\}, \lambda\ for Ablation (Entropy): \{10^{-6}, 10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 1, 100\}. Moreover, for Ablation (Annealing), we anneal the temperature of softmax starting from a hyperparameter s down to 10^{-16} (the temperatures are evenly spaced on a logarithmic scale). We tune the starting temperature s over \{10^{-6}, 10^{-5}, 5 \times 10^{-5}, 10^{-4}, 2.5 \times 10^{-4}, 5 \times 10^{-4}, 7.5 \times 10^{-4}, 10^{-3}, 5 \times 10^{-3}, 10^{-2}\} (note that such a fine grid was necessary to get annealing to work for the ablation gate).