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1 Introduction

Autonomous systems embedded with machine learning modules often rely on deep neural networks for classifying different objects of interest in the environment or different actions or strategies to take for the system. Due to the non-linearity and high-dimensionality of deep neural networks, the interpretability of the autonomous systems is compromised. Besides, the machine learning methods in autonomous systems are mostly data-intensive and lack common-sense knowledge and reasoning that are natural to humans. In recent years, the use of formal methods have proven to improve both the interpretability and data-efficiency of autonomous systems [1].

In this paper, we propose the framework of temporal logic classifier-in-the-loop systems. The temporal logic classifiers can output different actions to take for an autonomous system based on the environment, such that the behavior of the autonomous system can satisfy a given temporal logic specification. With the increasing development of artificial intelligence and machine learning, there has been a growing interest in learning (inferring) dense-time temporal logic formulas from system trajectories [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. Such temporal logic formulas have been used as high-level knowledge or specifications in many applications in robotics [14, 15, 16, 17], power systems [18, 19, 20, 21], smart buildings [22, 23], agriculture [24], etc. We use the temporal logic inference methods to infer temporal logic formulas that can classify different actions of the system based on the environment. Our approach is robust and provably-correct, as we can prove that the behavior of the autonomous system can satisfy a given temporal logic specification in the presence of (bounded) disturbances.
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2 Preliminaries

2.1 Metric Temporal Logic (MTL) for Discrete-time Trajectories

In this subsection, we briefly review the MTL that are interpreted over discrete-time trajectories [25]. Let \((X, d)\) be a metric space, where \(x \in X\) is a point, \(d\) is a metric on \(X\). A set \(\mathcal{AP} = \{\pi_1, \pi_2, \ldots, \pi_n\}\) is a set of atomic propositions, each of which can be either true or false. The syntax of MTL is defined recursively as follows:

\[
\phi := \top | \pi | \neg \phi | \phi_1 \land \phi_2 | \phi_1 \lor \phi_2 | \phi_1 \mathcal{U} \phi_2 | \phi_1 \mathcal{S} \phi_2
\]

where \(\top\) stands for the Boolean constant True, \(\pi\) is an atomic proposition, \(\neg\) (negation), \(\land\) (conjunction), \(\lor\) (disjunction) are standard Boolean connectives, \(\mathcal{U}\) is a temporal operator representing “eventually”, \(\mathcal{S}\) is a temporal operator representing “until”, \(I\) is a time interval of the form \(I = [i_1, i_2]\). From “until”(\(\mathcal{U}\)), we can derive the temporal operators “eventually” \(\diamond_I \phi = \mathcal{U} \mathcal{I} \phi\) and “always” \(\Box_I \phi = \neg \diamond_I \neg \phi\). From “since”(\(\mathcal{S}\)), we can also derive the temporal operators “eventually in the past” \(\phi_I \mathcal{S} \phi = \mathcal{S} \mathcal{I} \phi\) and “always in the past” \(\phi_I \mathcal{S} \phi = \neg \phi_I \neg \phi\). We define a predicate mapping \(\mathcal{O} : \mathcal{AP} \to 2^X\) such that for each \(\pi \in \mathcal{AP}\) the corresponding set is \(\mathcal{O}(\pi) \in X\).

A discrete-time trajectory \(x = x(0), x(1), \ldots, x(n_T)\) is a timed state sequence, with the corresponding time instants \(t(0), t(1), \ldots, t(n_T)\), where \(n_T \in \mathbb{N}\), \(x(k) \in X\) and \(t(k) \in \mathbb{R}_{\geq 0}\) for every \(k \in \{0, 1, 2, \ldots, n_T\}\). We define \(\Sigma_X\) to be the set of all possible timed state sequences in the metric space \((X, d)\). We denote formula satisfiability using a membership function \(\langle\langle \phi\rangle\rangle := \Sigma_X \times \mathbb{N} \to \mathbb{B}\) so that a discrete-time trajectory \(x\) satisfies the formula \(\phi\) at time instant \(k\) when \(\langle\langle \phi\rangle\rangle(x, k) = \top\). Then the Boolean semantics of MTL are defined recursively as follows:

\[
\langle\langle \top\rangle\rangle(x, k) := \top,
\langle\langle \pi\rangle\rangle(x, k) := x(k) \in \mathcal{O}(\pi),
\langle\langle \neg \phi\rangle\rangle(x, k) := \neg \langle\langle \phi\rangle\rangle(x, k),
\langle\langle \phi_1 \lor \phi_2\rangle\rangle(x, k) := \lor \langle\langle \phi_1\rangle\rangle(x, k) \lor \langle\langle \phi_2\rangle\rangle(x, k),
\langle\langle \phi_1 \mathcal{U} \phi_2\rangle\rangle(x, k) := \lor \langle\langle \phi_1\rangle\rangle(x, k) \land \langle\langle \phi_2\rangle\rangle(x, k') \land \langle\langle \phi_1\rangle\rangle(x, k''),
\langle\langle \phi_1 \mathcal{S} \phi_2\rangle\rangle(x, k) := \lor \langle\langle \phi_1\rangle\rangle(x, k') \land \langle\langle \phi_2\rangle\rangle(x, k') \land \langle\langle \phi_1\rangle\rangle(x, k''),
\]

where \(t[k] + I = t[k] + \tilde{t} \in I\), \(t[k] - I = t[k] - \tilde{t} \in I\).

We denote the distance from \(x\) to a set \(S\) as \(\text{dist}_d(x, S) \triangleq \inf\{d(x, y) | y \in \text{cl}(S)\}\) where \(\text{cl}(S)\) denotes the closure of the set \(S\), the depth of \(x\) in \(S\) as
depth_d(x, S) \equiv \text{dist}_d(x, X \setminus S), the signed distance from x to S as

\[
\text{Dist}_d(x, S) \equiv \begin{cases} 
-\text{dist}_d(x, S) & \text{if } x \not\in X \\
\text{depth}_d(x, S) & \text{if } x \in X
\end{cases}
\]

We use \([\phi]\) (x, k) to denote the robustness estimate with which the discrete-time trajectory x satisfies the specification \(\phi\). The robust semantics of a formula \(\phi\) with respect to x are defined recursively as follows:

\[
[[\top]](x, k) := +\infty,
[[\pi]](x, k) := \text{Dist}_d(x(k), O(\pi)),
[[\neg \phi]](x, k) := -[[\phi]](x, k),
[[\phi_1 \land \phi_2]](x, k) := \min\left(\left[[\phi_1]](x, k), [[\phi_2]](x, k)\right)\right),
[[\phi_1 U_{\ell} \phi_2]](x, k) := \max_{t(k') \in (t(k)+I)} \left(\min\left(\left[[\phi_2]](x, k'), \ldots\right)\right)\right),
[[\phi_1 S_{\ell} \phi_2]](x, k) := \min_{t(k') \in (t(k)-I)} \left(\max\left(\left[[\phi_2]](x, k')\ldots\right)\right)\right).
\]

## 2.2 One-clock Alternating Timed Automaton

**Definition 1** A one-clock alternating timed automaton (OCATA) [26] is a tuple \(\mathcal{A} = \{\mathcal{AP}, \mathcal{L}, \ell_0, \mathcal{F}, \Delta\}\), where

- \(\mathcal{AP}\) is a set of atomic propositions;
- \(\mathcal{L}\) is a set of locations;
- \(\ell_0\) is the initial location;
- \(\mathcal{F} \subset \mathcal{L}\) is a set of accepting locations;
- \(\Delta : \mathcal{L} \times \mathcal{AP} \rightarrow \Gamma(\mathcal{L})\) is the transition function, where \(\Gamma(\mathcal{L})\) denotes the set of formulas defined by the following grammar:

\[
\gamma ::= \top | \bot | \gamma_1 \lor \gamma_2 | \gamma_1 \land \gamma_2 | \ell | c \bowtie g | c.\gamma
\]

where \(g \in \mathbb{N}\), \(\bowtie \in \{<, \leq, >, \geq\}\), \(\ell \in \mathcal{L}\), \(c \bowtie g\) is a clock constraint, \(c.\gamma\) means that clock c must be reset to 0.

## 3 Problem Formulation

We consider the following discrete-time linear system:

\[
x(k+1) = Ax(k) + Bu(k),
\]
where \( x(\cdot) \in \mathcal{X} \subset \mathbb{R}^n \) is the state of the controlled agent, \( A \in \mathbb{R}^{n \times n} \), \( u(\cdot) \in \mathbb{R}^m \) is the control input that takes values from a discrete set \( U = \{ \bar{u}^1, \bar{u}^2, \ldots, \bar{u}^M \} \).

**Notation 2** We denote the solution of the linear system (4) starting from \( x(0) = \xi(\cdot; x_0, u) \).

We also denote \( y \) as the discrete-time trajectory of the environment, \( y(\cdot) \in \mathcal{Y} \subset \mathbb{R}^p \). We assume that the dynamical model of the environment is unknown.

**Problem 3 (feedforward controller design)** For the linear system (4), design the control input \( u(\cdot) \) from a discrete set \( U = \{ \bar{u}^1, \bar{u}^2, \ldots, \bar{u}^M \} \) such that 
\[
\langle \langle \phi \rangle \rangle(q_{x,y},0) = \top, \text{ where } \phi \text{ is a MTL specification of the system requirements},
\]
\[
q_{x,y} \text{ is a discrete-time feature trajectory generated through a feature map } Q : \mathcal{X} \times \mathcal{Y} \rightarrow \Sigma_{x,y}, \text{ where } \Sigma_{x,y} \text{ is the feature space of both } x \text{ and } y.
\]

For example, the MTL specification \( \phi \) could be “the controlled robot should reach the shelf within 20 seconds while avoiding a moving obstacle”. When the dynamical model of the environment (e.g. the moving obstacle) is unknown and \( q_{x,y} \) explicitly depends on both \( x \) and \( y \), the above problem generally cannot be solved using a pure model-based approach. However, a data-driven approach such as learning by human demonstrations could be useful. We assume that through human demonstrations, a set \( J = \{ (\xi^1(\cdot; x_0^1, u^1), y^1), (\xi^2(\cdot; x_0^2, u^2), y^2), \ldots, (\xi^N(\cdot; x_0^N, u^N), y^N) \} \) of finitely-many pairs of nominal trajectories can be generated such that 
\[
\langle \langle \phi \rangle \rangle(q_{x^i,y^i},0) = \top, \text{ where } 1 \leq i \leq N, \text{ and} \xi^i(\cdot; x_0^i, u^i) \text{ and } y^i \text{ are the } i\text{-th trajectory of the controlled agent and the environment, respectively, } q_{x^i,y^i}(k) = Q(\xi^i(k;x_0^i, u^i), y^i(k)), \forall k.
\]

In the following, we use the metric 
\[
d(a,b) = \|a - b\|_M = (a - b)^T M (a - b) \quad (M \text{ is a matrix})
\]
for vectors \( a, b \) and the metric 
\[
d_O(x, y) = \max_k d(x(k), y(k))
\]
for discrete-time trajectories \( x, y \). We denote \( B(x_0, r) \equiv \{ x_0' | d(x_0, x_0') \leq r \} \).

We intend to construct an MTL classifier, consisting of MTL formulas inferred from the past trajectory of the environment in the human demonstrations as decision criteria for selecting different inputs at each time instant. For example, if the traffic light is green and the front car with the speed less than the speed limit is moving away from the controlled car for the past 2 seconds, then the controlled car should select an input towards accelerating the speed. We call the inferred MTL formulas about the past trajectory of the environment as the environment decision MTL formulas.

**Notation 4** We use \( \psi \) to denote the environment decision MTL formula.

To ensure causality of the MTL classifier, we only use the temporal operators “eventually in the past” \( \Diamond \Sigma \) and “always in the past” \( \Box \Sigma \) for the environment decision logic formulas.
For an environment decision MTL formula \( \psi \) with temporal operators \( \Diamond_{x} \) or \( \Box_{z} \), the necessary length \( \| \psi \| \) is defined recursively as follows:

\[
\begin{align*}
\| \pi \| &= 0, \quad \| \neg \pi \| = \| \psi \|, \\
\| \psi_1 \land \psi_2 \| &= \max(\| \psi_1 \|, \| \psi_2 \|), \\
\| \Diamond_{[t, t_2]} \psi \| &= \| \Box_{[t, t_2]} \psi \| = \| \psi \| + t_2.
\end{align*}
\]

We use \( h_y \) to denote the discrete-time feature trajectory of the environment generated through a feature map \( H : Y \rightarrow \Sigma_y \), where \( \Sigma_y \) is the feature space of \( y \). We assume that at every time instant \( t(k) \), the discrete-time trajectory of the environment with past \( D \) steps (with \( t(k) - t(k - D) \geq \| \psi \| \)) is available.

Note that here we allow negative time instants when \( k < D \) and then eventually reach region 2 within the next 15 time units while avoiding a moving obstacle”, when the moving obstacle is far away from the controlled agent and the two regions, the “correct” input should be selected towards going to region 1 before region 1 is reached, and selected towards going to region 2 after region 1 is reached. Therefore, we first translate the MTL specification \( \phi \) into a One-clock Alternating Timed Automaton (OCATA, see Definition 1 in Sec. 2.2) \( A_{\phi} \) with \( |\mathcal{L}| \) different locations, accepting all and only the discrete-time trajectories satisfying formula \( \phi \). We assume that \( L \leq |\mathcal{L}| \) locations are covered by the set \( J \) through human demonstrations. Then we infer the environment decision MTL formulas in the \( L \) different locations.

**Problem 5 (Robust MTL Classifier Inference)** Assume that \( J = \{(\xi_{1}^{i}(\cdot; x_{0}^{i}, u^{i}), y^{i}), \) \( (\xi_{2}^{i}(\cdot; x_{0}^{i}, u^{i}), y^{i}), \ldots, (\xi_{N}^{i}(\cdot; x_{0}^{i}, u^{i}), y^{i})\} \) is a set of \( N \) pairs of nominal trajectories of system \( \{\xi\} \), where \( \langle \phi \rangle(q_{2}, y^{i}, 0) = T \), \( 1 \leq i \leq N \), \( q_{2}, y^{i}, (k) = Q(\xi^{i}(k; x_{0}^{i}, u^{i}), y^{i}(k)), \forall k \). Given a positive number \( \epsilon \), we seek to find \( L \) sets of environment decision MTL formulas \( \{\psi^{i}_{1}, \ldots, \psi^{i}_{\ell}\} (1 \leq \ell \leq L, 1 \leq \ell \leq M \) for each \( i \), corresponding to \( L \) sets of inputs \( U_{\ell} = \{\hat{u}_{1}^{i}, \ldots, \hat{u}_{\ell}^{i}\} \subset U = \{\hat{u}^{1}, \hat{u}^{2}, \ldots, \hat{u}^{M}\} \), and the maximal positive numbers \( \delta_{\epsilon}, \delta_{\epsilon} \) such that the followings are true:

(1) \( (\delta_{\epsilon}, \delta_{\epsilon}) \)-robustness for system requirement \( \phi \): for every \( i \), for any \( \hat{x}^{i} \triangleq \xi^{i}(\cdot; \hat{x}_{0}^{i}, u^{i}) \) and \( \hat{y}^{i} \) such that \( d(x_{0}^{i}, \hat{x}_{0}^{i}) \leq \delta_{\epsilon}, d_{O}(h_{y^{i}}, h_{\hat{y}^{i}}) \leq \delta_{\epsilon} \), we have \( \langle \phi \rangle(q_{2}, \hat{y}^{i}, 0) = T \), where \( q_{2}, \hat{y}^{i}, (k) = Q(\xi^{i}(k; x_{0}^{i}, u^{i}), \hat{y}^{i}(k)), \forall k \).

(2) \( (\delta_{\epsilon}, \delta_{\epsilon}, \epsilon) \)-robustness for soundness of MTL classifier: for every \( i, j, k \), and for any \( \hat{y}^{i} \) such that \( d_{O}(h_{y^{i}}, h_{\hat{y}^{i}}) \leq \delta_{\epsilon} \), if the current location of the OCATA \( A_{\phi} \) is \( \ell \) and \( \langle \psi^{j}_{\ell} \rangle(h_{y^{i}}, k) = T \), then \( d(u^{i}(k), \hat{u}^{i}) \leq \epsilon \).

(3) \( (\delta_{\epsilon}, \delta_{\epsilon}) \)-robustness for coverage of MTL classifier: for every \( i, k \), and for any \( \hat{y}^{i} \) such that \( d_{O}(h_{y^{i}}, h_{\hat{y}^{i}}) \leq \delta_{\epsilon} \), there exists \( j \) such that \( \langle \psi^{j}_{\ell} \rangle(h_{\hat{y}^{i}}, k) =$
\( \ell \), with \( \ell \) being the current location of the OCATA \( A_\phi \);

(4) mutual exclusivity: for every \( \ell \) and every \( j, j' \) \((j \neq j')\), at any time instant \( k \), \( B_k(\psi^j_\ell) \cap B_k(\psi^{j'}_\ell) = \emptyset \), where \( B_k(\psi) \) denotes the set of all possible past trajectories of the environment that satisfies \( \psi \) at time instant \( k \).

**Remark 6** At each location \( \ell \) of the OCATA \( A_\phi \), we infer \( P_\ell \) \((P_\ell \leq M)\) environment decision MTL formulas instead of exactly \( M \) environment decision MTL formulas, to account for the occasions that under the same or similar environment in the same location \( \ell \), the “correct” input may still not be unique. However, we assume that under such circumstances these “correct” inputs are similar to each other (with the maximal difference bounded by \( \epsilon \)).

Intuitively, \((\delta_c, \delta_e)\)-robustness for system requirement \( \phi \) is to ensure that when we perturb the initial state of the controlled agent and perturb the environment trajectory by \( \delta_c \) and \( \delta_e \) respectively, while applying the same input signal with the nominal trajectory, the resulting trajectory \( q^z, y \) still satisfies the MTL specification \( \phi \) of system requirements; \((\delta_c, \delta_e, \epsilon)\)-robustness for soundness of MTL classifier is to ensure that when we perturb each environment trajectory (with index \( i \)) by \( \delta_c \), when the current location of the OCATA \( A_\phi \) is \( \ell \) and the environment decision logic formula \( \psi^j_\ell \) is satisfied by the past trajectories of the environment at time \( t(k) \), the selected input \( \hat{u}^j_\ell \) should be within \( \epsilon \) distance from the original input \( u^i(k) \); \((\delta_c, \delta_e)\)-robustness for coverage of MTL classifier is to ensure that with the same perturbations of the environment, at any time instant there always exists an environment decision logic formula that is satisfied by the past trajectory of the environment; the mutual exclusivity is to make different environment decision MTL formulas mutually exclusive in each of the \( L \) locations of the OCATA \( A_\phi \).

\[
\begin{align*}
x(k+1) &= Ax(k) + B\chi_u(k)\\
\end{align*}
\]

**Figure 1:** MTL Classifier-in-the-loop System \( S_{\text{loop}} \).

From the inferred MTL classifier, we can construct the following discrete-time MTL classifier-in-the-loop system \( S_{\text{loop}} \):

\[
x(k+1) = Ax(k) + B\chi_u(k),
\]
where
\[ \chi_u(k) = \begin{cases} 
\hat{u}_1^\ell, & \text{if } \langle \psi_1^\ell \rangle (h_y, k) = \top, \\
\hat{u}_2^\ell, & \text{if } \langle \psi_2^\ell \rangle (h_y, k) = \top, \\
\vdots & \vdots \\
\hat{u}_P^\ell, & \text{if } \langle \psi_P^\ell \rangle (h_y, k) = \top,
\end{cases} \]  

(3)

where \( \ell \) is the location of the OCATA \( \mathcal{A}_\phi \) at the time instant \( t(k) \), \( \psi_1^\ell \) and \( \hat{u}_1^\ell \) (\( 1 \leq \ell \leq L, 1 \leq P \leq M \) for each \( \ell \)) are the inferred environment decision MTL formulas and control inputs respectively by solving Problem 5. \( y \) is the discrete-time trajectory of the environment, \( h_y \) is the discrete-time feature trajectory of the environment.

**Notation 7** We denote the solution of the discrete-time MTL classifier-in-the-loop system \( \mathcal{S}_{loop} \) starting from \( x(0) = x_0 \) as \( \xi(\cdot; x_0, \chi_u) \).

The block diagram of the discrete-time MTL classifier-in-the-loop system \( \mathcal{S}_{loop} \) is shown in Fig. 1.

**Problem 8 (Verification of the MTL classifier-in-the-loop system)** Given the setting of Problem 5 for a compact set \( \mathcal{X}_{init} \subset \bigcup_i B(x_i^0, \delta_c) \) and a set \( \mathcal{Y}_{tube} \) of infinite trajectories of the environment where for any \( y \in \mathcal{Y}_{tube} \) there exists \( i \) such that \( d_O(h_y, h_{y_i}) \leq \delta_e \), design a mechanism to verify whether \( \langle \langle \phi \rangle \rangle (q_{x,y}, k) = \top \) holds for any \( x_0 \in \mathcal{X}_{init} \) and any \( y \in \mathcal{Y}_{tube} \), where \( \phi \) is the MTL specification of the system requirements, \( q_{x,y}(k) = Q(\xi(k; x_0, \chi_u), y(k)), \forall k.\)
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