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Abstract

We propose a semi-parametric Bayesian method for the principal canonical pair that employs the scaled Rayleigh quotient as a quasi-log-likelihood with the spike-and-slab prior as the sparse constraints. Our approach does not require a complete joint distribution of the data, and as such, is more robust to non-normality than current Bayesian methods. Moreover, simulated tempering is used for solving the multi-modality problem in the resulting posterior distribution. We study the numerical behavior of the proposed method on both continuous and truncated data, and show that it compares favorably with other methods. As an application, we use the methodology to maximally correlate clinical variables and proteomic data for a better understanding of covid-19 disease. Our analysis identifies the protein Alpha-1-acid glycoprotein 1 (AGP 1) as playing an important role in the progression of Covid-19 into a severe illness.

1 Introduction

Canonical correlation analysis is a statistical technique –dating back at least to [1] – that is used to maximally correlate multiple datasets for joint analysis. The technique has become a fundamental tool in biomedical research where technological advances have led to a huge number of multi-omic datasets ([2]; [3]; [4]). Over the past two decades, limited sample sizes, growing dimensionality, and the search for meaningful biological interpretations, have led to the development of sparse canonical correlation analysis ([2]), where a sparsity assumption is imposed on the canonical correlation vectors.

This work falls under the topic of the Bayesian estimation of sparse canonical correlation vectors. Model-based approaches to canonical correlation analysis were developed in the mid 2000’s (see e.g., [5]), and paved the way for a Bayesian treatment of canonical correlation analysis ([6];[7]) and sparse canonical correlation analysis ([8]). However an serious shortcoming of such a Bayesian treatment is that this approach naturally requires a complete specification of the joint distribution of the data, so as to specify the likelihood function. This requirement is a serious limitation in many applications, where the data generating process is poorly understood, for example, image data.
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Even when the generating process is well understood, we may still encounter highly intractable likelihood, which is very common due to unobserved variables.

On the other hand, there exist several frequentist methods (see e.g., [8], [9] and [10]) that first modify the canonical correlation analysis problem by imposing certain sparse constraints or regularizations, and then directly solve the modified problem. For these approaches, the aforementioned model misspecification problem seems much less serious. Among these methods, [10] formulated the sparse canonical correlation analysis problem based on Rayleigh quotient, which typically possesses many local maxima, and proposed a two-stage approach to solve this nonconvex problem. Compared to the previous works, their method not only enjoys favorable statistical guarantees, but also has minimal assumptions on the covariance matrix. In addition, via Rayleigh quotient, their method overcomes problems caused by the singularity of the sample covariance matrix estimators in the high-dimensional setting. Their approach first solves a convex relaxation of the nonconvex problem to obtain a good initialization point, and then uses this point to run gradient descent. As stated in [10], the quality of the initialization point is crucial for the success of their method. However, the computational cost of obtaining it (via solving the convex relaxation) can be extremely high in practice, especially in the high-dimensional setting. Even if such an initialization can be computed, it is very hard to verify the quality of the initialization in practice, although the criterion is well established in theory.

In this work, we propose a flexible semi-parametric Bayesian method that overcomes the above challenges faced by Bayesian and frequentist methods. We summarize our contributions as follows.

First, inspired by [10], we develop a (quasi-)Bayesian approach that employs the scaled Rayleigh quotient as a quasi-log-likelihood of the principal canonical pair, with the spike-and-slab prior ([11]) as the sparse constraints. Our approach does not require a complete joint distribution of the data, and as such, is more robust to non-normality than current Bayesian methods (e.g., [6]). Moreover, our method works well with a wide range of the covariance estimators, which are used to form the Rayleigh quotient. For example, we observe that in our experiments, both the sample covariance matrix estimator and Kendall’s-tau-based covariance matrix estimator ([12]) work well, even when they are singular. Indeed, we can straightforwardly extend our method to other generalized eigenvalue problems via Rayleigh quotient in a similar spirit to [10], but we do not include it in the paper.

Second, as the targeted posterior distribution is complicated, we apply simulated tempering to solve multi-modality. It is well-known that empirically sampling deals with multi-modality better than optimization. Moreover, multi-modality can be further mitigated in sampling by tempering ideas such as parallel tempering, simulated tempering and related ([13]; [14]). Typically, simulated tempering can sample from a complicated posterior distribution without stringent requirements on initialization. This address the challenge faced by [10] regarding the initialization. Indeed, in our numerical studies, our algorithm performs better than the method in [10], in terms of both accuracy and efficiency.

The remaining of the paper is organized as follows. In Section 2 we introduce our Bayesian approach and the sampling algorithm. In Section 3 we study the numerical behavior of the proposed method on both continuous and truncated data, and compare it with other methods. In Section 4 we also explore the behavior of the method on a real data analysis that aims to correlate clinical and proteomic data from covid-19 patients, for a better understanding of the
disease. Our analysis identifies Alpha-1-acid glycoprotein 1 (AGP 1) as playing an important role in the progression of Covid-19 into a severe illness.

2 Bayesian Sparse canonical correlation analysis via Rayleigh quotient

Let \((X, Y) \in \mathbb{R}^{p_x} \times \mathbb{R}^{p_y}\) be a pair of high-dimensional zero-mean random vectors with joint distribution \(f\), with covariance matrices \(\Sigma_x \overset{\text{def}}{=} \mathbb{E}(XX^T)\), \(\Sigma_y \overset{\text{def}}{=} \mathbb{E}(YY^T)\) and \(\Sigma_{xy} \overset{\text{def}}{=} \mathbb{E}(XY^T)\).

The sparse canonical correlation analysis problem involves finding a pair of principal canonical correlation vectors of \(f\) that are sparse, i.e., with a small number of nonzero entries. A pair of vectors \((v_{x*}, v_{y*}) \in \mathbb{R}^{p_x} \times \mathbb{R}^{p_y}\) is called principal canonical correlation vectors of \(f\), if they solve the following optimization problem:

\[
\max_{v_x \in \mathbb{R}^{p_x}, v_y \in \mathbb{R}^{p_y}} v_x^T \Sigma_{xy} v_y \quad \text{s.t.} \quad v_x^T \Sigma_x v_x = v_y^T \Sigma_y v_y = 1. \tag{1}
\]

If we define \(p \overset{\text{def}}{=} p_x + p_y\), and matrices

\[
A = \begin{bmatrix} 0 & \Sigma_{xy} \\ \Sigma_{xy}^T & 0 \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} \Sigma_x & 0 \\ 0 & \Sigma_y \end{bmatrix}, \tag{2}
\]

then it is easily seen that (1) share the same set of optimal solutions as the following GEP:

\[
\max_{\theta = (v_{x*}^T, v_{y*}^T)^T \in \mathbb{R}^p} \theta^T A \theta \quad \text{s.t.} \quad \theta^T B \theta = 2. \tag{3}
\]

Clearly, to find an optimal solution of (3), it is equivalent to find an optimal solution of

\[
\max_{\theta = (v_{x*}^T, v_{y*}^T)^T \in \mathbb{R}^p} \mathcal{R}(\theta) \overset{\text{def}}{=} \frac{\theta^T A \theta}{\theta^T B \theta}, \quad \text{s.t.} \quad \theta^T B \theta = 2. \tag{4}
\]

which we denote by \(\theta_* = (v_{x*}^T, v_{y*}^T)^T\). The objective function \(\mathcal{R}\) in (4) is called the (generalized) Rayleigh quotient of \(A\) and \(B\).

Note that (4) requires specifying matrices \(A\) and \(B\), which are typically unknown. In practice, one often constructs estimators of \(A\) and \(B\), denoted by \(\hat{A}\) and \(\hat{B}\), respectively, based on \(n\) i.i.d. samples \(Z \overset{\text{def}}{=} \{(X_1, Y_1), \ldots, (X_n, Y_n)\}\) drawn from \(f\). Specifically, given \(Z\), one first constructs estimators of \(\Sigma_x\), \(\Sigma_y\), and \(\Sigma_{xy}\), denoted by \(\hat{\Sigma}_x\), \(\hat{\Sigma}_y\), and \(\hat{\Sigma}_{xy}\), respectively, and then constructs \(\hat{A}\) and \(\hat{B}\) from \(\hat{\Sigma}_x\), \(\hat{\Sigma}_y\), and \(\hat{\Sigma}_{xy}\), in the same fashion as in (2). (In Section 3, we will provide some examples of how to construct the estimators \(\hat{\Sigma}_x\), \(\hat{\Sigma}_y\), and \(\hat{\Sigma}_{xy}\).) Now we focus on maximizing the sample version of the Rayleigh quotient defined as

\[
\mathcal{R}_n(\theta; Z) \overset{\text{def}}{=} \frac{\theta^T \hat{A} \theta}{\theta^T \hat{B} \theta}, \quad \theta \in \mathbb{R}^{p_x + p_y}.
\]

It is worth mentioning that in the high-dimensional regime, the constructed estimators \(\hat{\Sigma}_x\) and \(\hat{\Sigma}_y\), e.g. sample covariance matrices, are usually singular, which can result in non-uniqueness of the solutions. To avoid that, sparsity constraint is typically needed. Some frequentist approaches for solving this problem is to impose \(l_1\) regularization (see e.g., [8]) or \(l_0\) constraint (see e.g., [10]). Our Bayesian approaches use it as prior information.
2.1 A Bayesian approach

We develop a Bayesian inference procedure of $\theta_*$, by using the function

$$\theta \mapsto (2n/\sigma^2)R_n(\theta; Z)$$

as quasi-log-likelihood, where $\sigma > 0$ is a scale parameter. For the prior distribution on $\theta$, we choose the spike-and-slab distribution, which has been frequently used in Bayesian variable selection (see e.g., [15]). Given a variable selection (hyper-)parameter $\delta \in \Delta \equiv \{0,1\}^p$, let the conditional distribution of $\theta$ be

$$\pi(\theta|\delta) = \prod_{j=1}^p \pi(\theta_j|\delta_j), \quad \text{where} \quad \theta_j|\delta_j = \theta_j|\delta_j \sim \begin{cases} N(0, \rho_1^{-1}), & \text{if } \delta_j = 1 \\ N(0, \rho_0^{-1}), & \text{if } \delta_j = 0 \end{cases},$$

and $\rho_0 > \rho_1 > 0$ are precision parameters. In addition, the prior distribution of $\delta$ is an independent product of Bernoulli distributions with mean $0 < q < 1$. If we combine the spike-and-slab prior with the quasi-log-likelihood in (5), we then obtain the posterior distribution

$$\Pi(\delta, d\theta|Z) \propto \exp \left( a \|\delta\|_0 - \frac{\rho_1}{2} \|\theta_\delta\|_2^2 - \frac{\rho_0}{2} \|\theta - \theta_\delta\|_2^2 \right) \exp \left( (2n/\sigma^2)R_n(\theta_\delta; Z) \right) d\theta,$$

where $a \equiv \log(q/(1-q))$, $\theta_\delta$ the entry-wise product of $\theta$ and $\delta$, and $\| \cdot \|_2$ is the Euclidean norm. Note that the posterior distribution $\Pi(\cdot|Z)$ depends on three user-defined parameters, namely $q$, $\rho_0$ and $\rho_1$. Throughout this work, we use $\rho_0 = 10$, $\rho_1 = 0.5$, and $q = p^{-1.5}$.

Clearly $\Pi(\cdot|Z)$ is not a posterior distribution in the standard sense, since $(2n/\sigma^2)R_n$ is not a proper log-likelihood. Bayesian inference using loss functions other than the negative log-likelihood has been extensively studied in recent years. This extension of the classical Bayesian framework remains a coherent belief update mechanism ([16]), and yields posterior distributions with similar large sample theoretical properties ([17]). However some care must be taken when comparing inference drawn from such generalized posterior distributions and their frequentist counterparts. For instance coverage from resulting credible sets do not typically match those of their corresponding frequentist confidence sets without further calibration ([18]). In our setting, if so desired, such calibration can be achieved by adjusting $\sigma$ according. However in work we set $\sigma = 1$ throughout.

2.2 Markov Chain Monte Carlo

To sample from (6), we face the challenge that the distribution has multiple modes, with typically complicated landscape. Indeed, all the generalized eigenvectors of the pair $(\hat{A}, \hat{B})$ are stationary points of $R_n(\cdot; Z)$, with some of them being local maxima. In addition, if $(u, v)$ maximizes $R_n(\cdot; Z)$, so does $(-u, -v)$. To deal with this challenge, we leverage simulated tempering, a MCMC sampling technique that has shown promising performance in sampling from multi-modal distributions (see e.g., [14]).

Given $K$ temperatures $1 = t_1 < t_2 < \ldots < t_K$, and $K$ positive weights $c_1, \ldots, c_K$, we introduce an extended distribution on $X \overset{\text{def}}{=} \Delta \times \mathbb{R}^p \times \{1, \ldots, K\}$, which is

$$\tilde{\Pi}(\delta, d\theta, k|Z) \propto \frac{1}{c_k} \exp \left( \frac{a}{t_k} \|\delta\|_0 \right) \exp \left( -\frac{\rho_1}{2t_k} \|\theta_\delta\|_2^2 - \frac{\rho_0}{2t_k} \|\theta - \theta_\delta\|_2^2 \right) \exp \left( \frac{2n}{\sigma^2 t_k}R_n(\theta_\delta; Z) \right) d\theta.$$

4
Algorithm 1: Simulated tempering for sparse canonical correlation analysis

**Model Input:** Matrices $\hat{A}, \hat{B}$, $\sigma^2 = 1$, prior parameters $\rho_0, \rho_1, q$.

**MCMC Input:** Number of iterations $N$, batch size $J$, temperatures $1 = t_1 < \ldots < t_K$, weights $(c_1, \ldots, c_K)$, and step-sizes $(\eta_1, \ldots, \eta_K)$.

**Initialization:** Set $k^{(0)} = 1$. Draw $\delta^{(0)} \overset{i.i.d.}{\sim} \text{Ber}(0.5), \forall j = 1, \ldots, p$, and independently $\theta^{(0)} \sim N(0, I_p)$.

for $t = 0$ to $N - 1$, given $(k^{(t)}, \delta^{(t)}, \theta^{(t)}) = (k, \delta, \theta)$ do

1. **Update $\delta$:** Uniformly randomly select a subset $J$ from $\{1, \ldots, p\}$ of size $J$ without replacement, and draw $\tilde{\delta} \sim Q^{(J)}_{k, \delta}(\delta, \cdot)$, where the transition kernel described in (10).

2. **Update $\theta$:** Draw the components of $[\theta]_\delta$ independently from $N(0, \rho_0^{-1} t_k)$. Draw $[\theta]_{\tilde{\delta}} \sim P_{\eta, k, \delta}([\theta]_\delta, \cdot)$, where $P_{\eta, k, \delta}$ denotes the transition kernel of the MALA with step-size $\eta$ and invariant distribution given by $W_{k, \delta}$, whose density is proportional to $[\Pi]$.

3. **Update $k$:** Draw $\tilde{k} \sim T_{\tilde{\delta}, \tilde{\theta}}(k, \cdot)$, where $T_{\tilde{\delta}, \tilde{\theta}}$ is the transition kernel of the Metropolis-Hastings on $\{1, \ldots, K\}$ with invariant distribution given by (12) and random walk proposal that has reflection at the boundaries.

4. **New MCMC state:** Set $(\delta^{(t+1)}, \theta^{(t+1)}, k^{(t+1)}) = (\tilde{\delta}, \tilde{\theta}, \tilde{k})$.

end for

**Output:** $\{(\delta^{(t)}, \theta^{(t)}, k^{(t)}): 0 \leq t \leq N \text{ s.t. } k^{(t)} = 1\}$

To sample from $q_j$, we design a MCMC sampler, which is shown in Algorithm 1.

First, we update $\delta$ by applying a Gibbs sampler to the conditional distribution of $\delta$ given $k$ and $\theta$. Note that the conditional distribution of $\delta_j$ given $k, \theta$ and $\delta_{-j}$, where $\delta_{-j} \overset{\text{def}}{=} (\delta_1, \ldots, \delta_{j-1}, \delta_{j+1}, \ldots, \delta_p)$, is the Bernoulli distribution $\text{Ber}(q_j)$, with probability of success given by

$$q_j \overset{\text{def}}{=} \left\{1 + \exp\left(-\frac{a}{t_k} + \frac{1}{2 t_k} (\rho_1 - \rho_0) \theta^2 \right) \right\} \exp\left(\frac{2n}{\sigma^2 t_k} R_n(\theta_{\delta_{(j,0)}}; Z) - \frac{2n}{\sigma^2 t_k} R_n(\theta_{\delta_{(j,1)}}; Z)\right) \right\}^{-1},$$

where

$$\delta_{(j,0)} \overset{\text{def}}{=} \begin{cases} 0 & i = j \\ \delta_i & i \neq j \end{cases}, \quad \delta_{(j,1)} \overset{\text{def}}{=} \begin{cases} 1 & i = j \\ \delta_i & i \neq j \end{cases}.$$  

If $\delta_{(j,0)} = 0$, we use the convention that $R_n(\theta_{\delta_{(j,0)}}) = -\infty$, so that $||\delta||_0 > 0$. Given $k, \theta$ and $j$, denote the transition kernel on $\Delta$ as $Q^{(J)}_{k, \theta}$ which, given $\delta$, leaves $\delta_i$ unchanged for all $i \neq j$, and draws $\delta_j \sim \text{Ber}(q_j)$. We put several such moves together to update $\delta$. The resulting transition kernel on $\Delta$ can be written as follows: randomly draw a subset $J = \{j_1, \ldots, j_J\}$ of size $J$ from $\{1, \ldots, p\}$, we update $\delta$ using the transition kernel on $\Delta$ given by

$$Q^{(J)}_{k, \theta} \overset{\text{def}}{=} Q_{k, \theta}^{(j_1)} Q_{k, \theta}^{(j_2)} \cdots Q_{k, \theta}^{(j_J)}.$$  

Second, given $k$ and $\delta$, we update $\theta$. We let $[\theta]_\delta$ denote the $\delta$-selected component of $\theta$ listed in their original order: $[\theta]_\delta \overset{\text{def}}{=} \{\theta_j: j \in \{1 \leq k < p : \delta_k = 1\}\}$, and $[\theta]_{\delta^c} \overset{\text{def}}{=} \{\theta_j: j \in \{1 \leq k < p : \delta_k = 0\}\}$. We utilize the fact that the selected components $[\theta]_\delta$ and the unselected components $[\theta]_{\delta^c}$ of $\theta$ are independent conditional on $k$ and $\delta$ to update $\theta$. In addition, given $k$ and $\delta$, the
components of $[\theta]_\delta$ are i.i.d. $N(0, t_k \rho_0^{-1})$ and the distribution of $[\theta]_\delta$, denoted by $W_{k, \delta}$, has density on $\mathbb{R}^{\|\delta\|_0}$ proportional to

$$u \mapsto \exp \left( -\frac{\rho_1}{2t_k} \|u\|^2 + \frac{2n}{\sigma^2 t_k} R_n((u, 0)_\delta; \mathbf{Z}) \right),$$

(11)

where the notation $(u, 0)_\delta$ denotes the vector in $\mathbb{R}^p$ such that $[(u, 0)_\delta] = u$ and $[(u, 0)_\delta] = 0$. Hence we update $[\theta]_\delta$ using a standard Metropolis adjusted Langevin algorithm (MALA) with target distribution $W_{k, \delta}$, and step-size $\eta_k$. For details on MALA, see e.g., [19]. For convenience, let us denote the transition kernel of this Markov chain on $\mathbb{R}^{\|\delta\|_0}$ as $P_{u, k, \delta}$.

Third, given $\delta$ and $\theta$, we update $k$ using a standard Metropolis-Hastings algorithm with a random walk proposal that has reflection at the boundaries. Specifically, at $k$ we propose with equal probability either $k-1$ or $k+1$, except at 1, where we only propose 2, and at $K$, where we only propose $K-1$. Let $T_{\delta, \theta}$ denote the transition kernel on $\{1, \ldots, K\}$ of this Metropolis-Hastings algorithm with invariant distribution

$$i \mapsto \frac{1}{c_i} \exp \left\{ a \|\bar{\delta}\|_0 - \frac{\rho_1}{2t_i} \|\bar{\theta}\|_2^2 - \frac{\rho_0}{2t_i} \|\bar{\theta} - \bar{\delta}\|_2^2 + \frac{2n}{\sigma^2 t_i} R_n(\bar{\delta}; \mathbf{Z}) \right\}.$$  

(12)

Last, we collect samples. Note that these samples have invariant distribution $[7]$, to obtain samples from $[6]$ we can collect samples from the iterations for which $k = 1$.

2.3 Parameter choices and adaptive tuning

Algorithm [1] as outlined above depends on the user-defined parameters $J$, $(t_1, \ldots, t_K)$, $(c_1, \ldots, c_K)$, and $(\eta_1, \ldots, \eta_K)$. The parameter $J$ (the Gibbs sampling batch size) does not greatly impact performance, and setting $J = 100$ works well in most settings. Efficient tuning of temperatures in simulated tempering has received some attention ([13, 20]), however despite some progress ([21]), to the best of our knowledge, there is no practical and scalable algorithm to do so. In our implementation we use variations of the geometric scaling. We refer the reader to Section 3 for specific choices.

We tune the step-sizes $\eta = (\eta_1, \ldots, \eta_K)$ and the weights $(c_1, \ldots, c_K)$ using adaptive MCMC methods, see e.g., [22]. To tune $\eta_k$, we follow the algorithm proposed in [23], with a targeted acceptance probability of 30%. For simulated tempering to visit all temperature levels frequently, the weights $(c_1, \ldots, c_K)$ need to be adequately tuned. We refer the reader to [13] for an extensive discussion of the issue. This problem can be efficiently solved using the Wang-Landau algorithm for simulated tempering as developed in [24]. We follow this approach here. The full adaptive MCMC sampler is presented in Algorithm [??] in the appendix.

2.4 MCMC output processing

Given the output $\{(\delta^{(t)}, \theta^{(t)}, k^{(t)}): 0 \leq t \leq N \text{ s.t. } k^{(t)} = 1\}$ from Algorithms [1] or [??] we use three quarters of the total iterations as burn-in. Then we can treat the remaining output at iteration $t \in T \defeq \{t : \frac{3}{4} N \leq t \leq N \text{ s.t. } k^{(t)} = 1\}$ as samples from the distribution of interest in $[6]$. At iteration $t \in T$, we estimated the principal canonical correlation pair by $\nu^{(t)}$ where $\nu^{(t)} \defeq [\theta^{(t)}]_{\delta^{(t)}}$ is the entry-wise product of $\delta^{(t)}$ and $\theta^{(t)}$. We denote $v_i^{(t)} \defeq (v_i^{(t)} : 1 \leq i \leq p_x)$ and
\(v_y(t) \overset{\text{def}}{=} (v_i(t) : p_x + 1 \leq i \leq p)\). Then we normalize \(v_x(t)\) and \(v_y(t)\) to have unit Euclidean norm as the estimators of \(v_{x*}\) and \(v_{y*}\) at iteration \(t\).

We can obtain a final estimator of the principal canonical pair by processing the output in the following way. To estimate the support of the canonical correlation vector pair \((v_{x*}^T, v_{y*}^T)^T\), we use the support of the mode of \(\{\delta(t) : t \in T\}\), denoted by \(\delta\). We denote the estimated support of \(v_{x*}\) and \(v_{y*}\) by \(\delta_x \overset{\text{def}}{=} (\delta_i : 1 \leq i \leq p_x)\) and \(\delta_y \overset{\text{def}}{=} (\delta_i : p_x + 1 \leq i \leq p)\). Then the canonical correlation pair itself is estimated by the sample average of \(\{|v(t)|_\delta : t \in T\}\) denoted by \(\tilde{v}\). We denote \(\tilde{v}_x \overset{\text{def}}{=} (\tilde{v}_i : 1 \leq i \leq p_x)\) and \(\tilde{v}_y \overset{\text{def}}{=} (\tilde{v}_i : p_x + 1 \leq i \leq p)\). We typically normalize the vectors \(\tilde{v}_x\) and \(\tilde{v}_y\) to have unit Euclidean norm as estimators of \(v_{x*}, v_{y*}\).

### 3 Numerical studies

We extensively test the proposed approach. Since the success of the method is predicated on a good behavior of the MCMC sampler, we first investigate empirically the mixing time of Algorithm 1 as the dimension \(p\) increases. Then we perform a simulation study that compares our approach to the frequentist method Rifle in [10]. The results clearly show the advantage of using the Raleigh quotient in a Bayesian setting. We also investigate the behavior of the proposed method in settings where one of part of samples are subject to truncation, and we compare the results to the method proposed in [12] to handle such mixed datasets. It is shown that our algorithm performs better in variable selection.

#### 3.1 Simulated data generation

To generate the simulated datasets, we follow the approach from [10]. For simplicity, we let \(p_x = p_y\). Then we consider two \((p/2)\)-dimensional random vectors \(X\) and \(Y\) with joint distribution \((X, Y) \sim \mathcal{N}(0, \Sigma)\). Here we assume that

\[
\Sigma = \begin{pmatrix}
\Sigma_x & \Sigma_{xy} \\
\Sigma_{yx} & \Sigma_y
\end{pmatrix}, \quad \Sigma_{xy} = \frac{\lambda_1 \Sigma_x v_{x*} v_{y*}^T \Sigma_y}{\sqrt{v_{x*}^T \Sigma_x v_{x*} \sqrt{v_{y*}^T \Sigma_y v_{y*}}}},
\]

where \(0 < \lambda_1 < 1\) is the largest generalized eigenvalue, and \(v_{x*}\) and \(v_{y*}\) are the principal canonical correlation vectors. Clearly, \(v_{x*}\) and \(v_{y*}\) are maximizer of the Raleigh quotient and \(\lambda_1\) is the maximum value.

For this simulation study, we consider the case when \(\Sigma_x\) and \(\Sigma_y\) are block diagonal matrix with five blocks, each of dimension \(p/10 \times p/10\), where the \((j, j')\)-th element of each block takes value \(0.8^{|j-j'|}\). We let \(\lambda_1 = 0.9\), \((v_{x*})_j = (v_{y*})_j = 1/\sqrt{3}\) for \(j \in \{1, 6, 11\}\), and \((v_{x*})_j = (v_{y*})_j = 0\) otherwise. Then We are able to generate \(n\) samples \((x_i, y_i), i = 1, \ldots, n\) from \(\mathcal{N}(0, \Sigma)\).

#### 3.2 Empirical mixing time of Algorithm 1

We first investigate empirically the mixing time of Algorithm 1 on the simulated data described in Section 3.1 as the dimension \(p\) of the problem increases. Let \(\{X(t), t \geq 0\}\) be the Markov chain generated by Algorithm 1 where \(X(t) = (\delta(t), \theta(t), k(t)) \in X\). As \(t \to \infty\), the distribution of \(X(t)\), denoted by \(\Pi(t)\), converges to \(\Pi\) as given in (7) in total variation by aperiodic ergodic theorem. The rate of convergence is of primary interest as it indicates the efficiency of the proposed
method. We use the approach in \cite{25} (that builds on \cite{26}) to estimate empirically the mixing time of Algorithm \cite{1}. The method is briefly described as follows. Let $P$ denote the transition kernel of the Markov chain $(X^{(t)}, \ t \geq 0)$. Let $\tilde{P}$ be a coupling of $P$ with itself: that is, a transition kernel on $X \times X$ such that $\tilde{P}(x, y), A \times X) = P(x, A)$, $\tilde{P}(x, y), X \times B) = P(y, B)$, for all $x, y \in X$, and all measurable sets $A, B$. The coupling $\tilde{P}$ is constructed in such a way that $\tilde{P}(x, y), \mathcal{D}) > 0$, where $\mathcal{D} \overset{\text{def}}{=} \{(x, x) : x \in X\}$ and $\tilde{P}(x, x), \mathcal{D}) = 1$. We refer the reader to \cite{25} and \cite{26} for more details on the construction of such coupled kernels. The striking point of their method is that even in problems as involved in the one considered in this work, these coupled kernels are easy to construct and simulate.

The method then proceeds as follows. Fix a lag $L \geq 1$. Draw $X^{(0)} \sim \tilde{\Pi}^{(0)}, Y^{(0)} \sim \tilde{\Pi}^{(0)}$ (where $\tilde{\Pi}^{(0)}$ is the initial distribution as given in the initialization step in Algorithm \cite{1}). Draw $X^{(k)}|(X^{(0)}, Y^{(0)}) \sim P^{k}(X^{(0)}, \cdot)$, for all $1 \leq k \leq L$. Then for any $k \geq 1$, draw,

$$(X_{L+k}, Y_{k}) \sim \tilde{P}(X_{L+k-1}, Y_{k-1}), \ldots, (X_{L}, Y_{0}) \sim \tilde{P}(X_{L+k-1}, Y_{k-1}, \cdot), \ k \geq 1.$$ 

Setting the meeting time,

$$\tau^{(L)} \overset{\text{def}}{=} \inf \{k > L : X_{k} = Y_{k-L}\},$$

it then holds under some ergodicity assumptions on $P$ (see \cite{25}) that

$$||\tilde{\Pi}^{(t)} - \Pi||_{TV} \leq E\left[\max\left(0, \frac{\tau^{(L)} - L - t}{L}\right)\right],$$

where $\lfloor x \rfloor$ denote the smallest integer above $x$. The implication of \cite{13} is that we can empirically upper bound the left hand side of \cite{13} by simulating multiple copies of the joint chain as described above and then approximating the expectation on the right hand side of \cite{13} by Monte Carlo.

Specializing this method to our case, we modify Algorithm \cite{1} to construct the coupled kernel $\tilde{P}$. Let $(\delta^{(1,t)}, \theta^{(1,t)}, k^{(1,t)})$ and $(\delta^{(2,t)}, \theta^{(2,t)}, k^{(2,t)})$ denote the states of the two chains at time $t$. For $t \geq 1$, given $(\delta^{(1,L+t)}, \theta^{(1,L+t)}, k^{(1,L+t)}) = (\delta^{(1)}, \theta^{(1)}, k^{(1)})$ and $(\delta^{(2,t)}, \theta^{(2,t)}, k^{(2,t)}) = (\delta^{(2)}, \theta^{(2)}, k^{(2)})$, we detail the modifications of updating steps as follows.

In step 1, to update $\delta^{(1)}$ and $\delta^{(2)}$, we first make use of the same randomly drawn subset $J$. For $i = 1, 2$, drawing $\tilde{\delta}^{(i)} \sim Q_{k,\delta^{(i)}}^{(J)}(\delta^{(i)}, \cdot)$ is equivalent to let $\tilde{\delta}_{i}^{(i)} = \delta_{i}^{(i)}$, and for any $j \in J$, draw $\tilde{\delta}_{j}^{(i)} \sim \text{Ber}(q_{j}^{(i)})$ which we implement in the following way. We first draw a common uniform number $u_{j} \sim \text{Uniform}(0, 1)$, then we obtain $\tilde{\delta}_{j}^{(i)} = 1\{q_{j}^{(i)} \leq u_{j}\}$ for $i = 1, 2$.

In step 2, to update $\theta^{(1)}$ and $\theta^{(2)}$, we partition the indices $\{1, \ldots, p\}$ into four groups: $G_{ab} = \{j : \tilde{\delta}_{j}^{(1)} = a, \tilde{\delta}_{j}^{(2)} = b\}$ for $a, b = 0, 1$. To update the components of $\theta_{G_{00}}^{(1)}$ and $\theta_{G_{00}}^{(2)}$, for any $j \in G_{00}$ we first draw a common standard normal random variables $Z_{j}$, and then obtain $\theta_{j}^{(i)} = t_{k^{(i)}}\rho_{0}^{-1}Z_{j}$ for $i = 1, 2$. To update the components of $\theta_{G_{01}}^{(1)}$ and $\theta_{G_{01}}^{(2)}$, for any $j \in G_{01}$ we again first draw a common standard normal random variables $Z_{j}$, and then obtain $\theta_{j}^{(i)} = t_{k^{(i)}}\rho_{0}^{-1}Z_{j}$ and simultaneously draw $\tilde{\theta}_{j}^{(2)}$ using MALA with proposal $\theta_{j}^{(2)} + \eta_{k(2)}\nabla \log \pi(\theta_{j}^{(2)}) + \sqrt{2}\eta_{k(2)}Z_{j}$, where $\pi(\theta_{j}^{(2)})$ is the marginal posterior distribution of $\theta_{j}^{(2)}$. Notice that the joint distribution of $[\theta_{j}^{(2)}]_{G(2)}$ is given by $W_{k(2),i}^{(2)}$, whose density is proportional to \cite{11}. A similar update procedure is used for updating the components of $\theta_{G_{10}}^{(1)}$ and $\theta_{G_{10}}^{(2)}$. To update the components of $\theta_{G_{11}}^{(1)}$ and $\theta_{G_{11}}^{(2)}$, we draw reflection-coupled MALA proposals in \cite{24}, and then for the acceptance step, $\theta_{G_{11}}^{(1)}$ and $\theta_{G_{11}}^{(2)}$ share the same uniform random variables.
In step 3, to update $k^{(1)}$ and $k^{(2)}$, we first draw two common uniform numbers $w, u \sim \text{Uniform}(0, 1)$ to couple two chains in the Metropolis-Hastings algorithm approach. In the random walk proposal step, if $w \leq 0.5$, for both two chains we propose the left neighbor except at the boundaries. In the acceptance step, for both chains, we accept the proposal if the acceptance probability is greater than $u$, otherwise we reject the proposal.

Although the empirical mixing time estimation method described above only applies to Markov chains of fixed parameters, in practice we have applied it here to the adaptively tuned version that is Algorithm ?? Intuitively, the adaptation won’t introduce any significant bias in the method. However we stress that the theory of the extension of the unbiased MCMC methodology to adaptive chains remains to be developed.

Now we describe the implementation details. We use datasets generated from the data model described in Section 3.1 for each $p \in \{100, 200, \ldots, 5000\}$ with sample size $n = \frac{p}{2}$. We use sample covariance matrices as estimators of $\Sigma_x$, $\Sigma_y$, and $\Sigma_{xy}$ to construct the extended posterior distribution $\bar{\Pi}$ in ?? For simulated tempering we use the set of temperatures $\{1, 1/0.9, 1/0.8, 1/0.7, 1/0.6\}$. We set the lag $L = p$ and the maximum iterations as $10 \times p + 1000$. For each value of $p$, we repeat the simulations 50 times to estimate the distribution of the meeting time $\tau^{(L)}$ of the chain. More precisely, using $\varepsilon = 0.1$, we estimate the mixing time of the chain as the first iteration $t$ for which the Monte Carlo estimate of the right hand side of (13) is less than $\varepsilon$. Fig. 1 below shows the plot of the meeting times and the estimated mixing times (both divided by $p$), as functions of $p$. The results suggest that Algorithm 1 has a mixing time that scales roughly linearly in dimension $p$.

![Figure 1: Boxplots of the distributions of meeting times (divided by $p$) for each value of $p$. The median meeting time (solid line) as well as the estimated meeting time (dashed line) are also shown.](image-url)
We now compare Algorithm 1 with adaptive tuned parameters to Rifle\((k)\) in \([10]\). Rifle\((k)\) is a two-stage algorithm. It first solves a convex relaxation of \((1)\). Then using the solution as the initial value, Rifle\((k)\) iteratively perform a gradient ascent step on \(R\) in \((4)\), and a truncation step by only preserving the top \(k\) entries with setting the remaining entries to 0.

We generate the data using the model in Section 3.1, with sample size \(n = 200\) and dimension \(p = 500\). We use sample covariance matrices as estimators of \(\Sigma_x\), \(\Sigma_y\), and \(\Sigma_{xy}\) as in Section 3.2. For the MCMC sampling we consider two implementations of Algorithm 1: one without simulated tempering (by only using one temperature, i.e. \(k = 1\)), and one with simulated tempering by setting the set of temperatures to be \(\{1, 1/0.9, 1/0.8, 1/0.7, 1/0.6\}\). We run the MCMC sampler without tempering for number of \(N = 2000\) iterations, and \(N = 10000\) iterations for simulated tempering.

In both case, we process the output as in Section 2.4, then obtaining unit vectors \(v^{(t)}_x\) and \(v^{(t)}_y\) as estimators of \(v^*_x\), \(v^*_y\) at iteration \(t \in T\). In the simulated data experiments where the true values of \(v^*_x\), \(v^*_y\) are known, we assess the quality of the inference by computing the posterior mean square errors \(\widehat{\text{mse}}(v_x)\) and \(\widehat{\text{mse}}(v_y)\), where

\[
\widehat{\text{mse}}(v_x) \overset{\text{def}}{=} \frac{1}{|T|} \sum_{t \in T} \text{mse}(v^{(t)}_x), \quad \text{and} \quad \text{mse}(v_x) \overset{\text{def}}{=} \min \left( \|v_x - v^*_x\|_2^2, \|v_x + v^*_x\|_2^2 \right),
\]

(14)

and \(\widehat{\text{mse}}(v_y)\) is computed similarly.

For the comparison we use Rifle\((6)\) (that is the method is provided with the exact number of nonzero components). Because the first stage of the algorithm to obtain an initial estimate is too slow, here we explored two possibilities. In the first experiment, the initial estimate in Rifle\((6)\) is generated from mean zero standard Gaussian noise, the same as our simulated tempering sampler. In the second experiment, we initialize Rifle\((6)\) from the ground truth \(v^*_x\), \(v^*_y\) perturbed with mean zero Gaussian noise with standard deviation 0.2. In such initialization, the elements of the initial value at indices when \(\theta^* \neq 0\) will be greater than \(1/\sqrt{3} - 0.2 \times 1.5 \approx 0.3\) with probability over 93%, and the elements of the initial value at indices when \(\theta^* = 0\) will be less than \(0.2 \times 1.5 = 0.3\) with probability over 93%. In that case, after truncation step, the support of the initial value will be around the true support of \(\theta^*\) with high probability, which assures the goodness of the initial estimate in the second experiment. As with the Bayesian inference we report the mean square errors of Rifle (see Equation (14)). These mean square errors estimates are then averaged over 100 data simulations. The results are shown in Table 1.

We can see from the results that Rifle\((6)\) typically requires a good initialization and performs very poorly otherwise. However, even with good initialization the method still significantly under-perform our Bayesian method. The results also illustrate the advantage of using simulated tempering. Across all the datasets, indeed observed in our experiment, in roughly one out of four initializations, the plain MCMC sampler – without tempering – gets trapped in a local mode. This explains its relatively poor performance.
|          | Rifle(6) with random Init. | Rifle(6) with good Init. | MCMC         | Simulated Temp. |
|----------|----------------------------|--------------------------|--------------|-----------------|
| mse($v_x$) | 1.38 (0.31)                | 0.32 (0.25)              | 0.50 (0.80) | 0.06 (0.28)     |
| mse($v_y$) | 1.40 (0.31)                | 0.31 (0.27)              | 0.48 (0.81) | 0.06 (0.28)     |

Table 1: Mean square errors of Rifle(6) and proposed Bayesian method. The algorithm Rifle(6) is initialized either from random noise (first column), or from the truth plus a small noise (2nd column). The numbers in parenthesis are standard errors obtained from 100 data replications.

### 3.4 Application to mixed data type and comparison with [12]

In this section, we investigate the performance of our method when the data generating process deviates from the multivariate Gaussian generator described in Section 3.1. We consider the truncated latent Gaussian copula model in [12]. The truncated latent Gaussian copula model is useful in modeling truncated and non-Gaussian data, which are commonly encountered in for instance biological sciences. Our proposed framework yields a straightforward Bayesian implementation of the model.

**Definition 1** (Gaussian copula model). A random vector $Z = (Z_1, \ldots, Z_p)^T$ is a realization of the Gaussian copula model, if there exists a transformation $h: \mathbb{R}^p \rightarrow \mathbb{R}^p$ such that $h(Z) = (h_1(Z_1), \ldots, h_p(Z_p))^T \sim \mathcal{N}(0, \Sigma)$ and for each $j = 1, \ldots, p$, transformation $h_j: \mathbb{R} \rightarrow \mathbb{R}$ is monotonically increasing. We write this as $Z \sim \mathcal{NPN}(0, \Sigma, h)$.

**Definition 2** (Truncated Gaussian copula model). A random vector $Z = ((Z^{(1)})^T, (Z^{(2)})^T)^T$, where $Z^{(1)} \in \mathbb{R}^{p_x}$ and $Z^{(2)} \in \mathbb{R}^{p_y}$, is a realization of a latent Gaussian copula model with truncation if there exists a random vector $U \in \mathbb{R}^{p_y}$ such that $(Z^{(1)}, U) \sim \mathcal{NPN}(0, \Sigma, h)$ and $Z^{(2)}_j = I(U_j > C_j)U_j$ for all $j = 1, \ldots, p_y$, where $C = (C_1, \ldots, C_{p_y})$ is a truncation parameter. We write $Z \sim \mathcal{TNPN}(0, \Sigma, h, C)$.

In truncated Gaussian copula model, the observed variable is $Z$ due to data transformation and truncation, but the random vector of interest is the latent variable $h(Z^{(1)}, U) \sim \mathcal{N}(0, \Sigma)$. We denote $h(Z^{(1)}, U)$ by $(X, Y)$, where $X \in \mathbb{R}^{p_x}$, and $Y \in \mathbb{R}^{p_y}$. And therefore the parameter of interest is the principal canonical correlation vectors of $\Sigma$ as defined above. It is shown by [12] that a Kendall’s-tau-based estimator of the covariance matrix $\Sigma$ can be derived from $n$ realizations of $\mathcal{TNPN}(0, \Sigma, h, C)$. We refer the reader to [12] for details. Let $\hat{\Sigma} = \begin{pmatrix} \hat{\Sigma}_x & \hat{\Sigma}_{xy} \\ \hat{\Sigma}_{yx} & \hat{\Sigma}_y \end{pmatrix}$ be the resulting estimator, where $\hat{\Sigma}_x$ and $\hat{\Sigma}_{xy}$ are estimators for covariance matrix of $X$ and $Y$ and $\hat{\Sigma}_y$ is the estimator between $X$ and $Y$. Based on $\hat{\Sigma}_x$, $\hat{\Sigma}_{xy}$ and $\hat{\Sigma}_y$, the target posterior distribution in [6] can then be constructed. We compare our approach to the frequentist estimator proposed by [12] that estimates the principal canonical correlation pair by solving

$$\max_{v_x, v_y} v_x^T \hat{\Sigma}_{xy} v_y - \lambda_1 \|v_x\|_1 - \lambda_2 \|v_y\|_1, \quad \text{s.t.} \quad v_x^T \hat{\Sigma}_x v_x \leq 1, \quad v_y^T \hat{\Sigma}_y v_y \leq 1.$$  \hspace{1cm} (15)

We now introduce the implementation. We set sample size $n = 200$ and dimensions $p_x, p_y = 100$, and generate the dataset from $\mathcal{TNPN}(0, \Sigma, h, C)$, where $\Sigma$ is constructed the same way in Section 3.1. Since as shown in [12], the Kendall’s-tau-based estimator $\hat{\Sigma}$ is invariant to $h$, we set $h$ to be identity function without loss of generality. For simplicity, we only test for $C = c1_{p_y}$, where
\( c = -2, -1, 0 \). The truncation level (percentage of zero elements across the variables) is in the range of 2 – 50\%. We implement Algorithm 1 with the number of iterations \( N = 10000 \) and the set of temperatures \( \{1, 1/0.9, 1/0.8, 1/0.7\} \). The weights \((c_1, \ldots, c_K)\), and step-sizes \((\eta_1, \ldots, \eta_K)\) are adaptively tuned by Algorithm 2. We process the output as in Section 2.4, then obtaining unit vectors \( v^{(t)}_x \) and \( v^{(t)}_y \) as estimators of \( v_x^* \), \( v_y^* \) at iteration \( t \in T \). We evaluate the quality of the inference by computing the posterior mean square errors \( \text{mse}(v_x) \) and \( \text{mse}(v_y) \) as in (14). We also assess the variable selection performance at iteration \( t \in T \) by computing true-positive rate (TPR) and true-negative rate (TNR) defined as

\[
\text{TPR}(v^{(t)}_x) \overset{\text{def}}{=} \frac{\#\{ j : (v^{(t)}_x)_j \neq 0, (v_x^*)_j \neq 0 \}}{\#\{ j : (v_x^*)_j \neq 0 \}}, \quad \text{TNR}(v^{(t)}_x) \overset{\text{def}}{=} \frac{\#\{ j : (v^{(t)}_x)_j = 0, (v_x^*)_j = 0 \}}{\#\{ j : (v_x^*)_j = 0 \}}, \quad (16)
\]

and \( \text{TPR}(v^{(t)}_y) \), \( \text{TNR}(v^{(t)}_y) \) is computed similarly. We assess the algorithm performance by averaging TPR and TNR over \( t \in T \), denoted \( \overline{\text{TPR}} \) and \( \overline{\text{TNR}} \).

For the comparison we compute the estimator (15) using the algorithm mixeddcca in the the R package mixedCCA of [12], using BIC1 and BIC2 criteria respectively for selecting the regularization parameters \( \lambda_1 \) and \( \lambda_2 \). Mean (and standard deviation) of \( \text{mse} \), \( \overline{\text{TPR}} \) and \( \overline{\text{TNR}} \) of proposed Bayesian method and \( \text{mse} \), \( \overline{\text{TPR}} \) and \( \overline{\text{TNR}} \) of mixedCCA over 50 datasets is presented in Table 2. We can see from Table 2a that overall our approach performs better than mixeddcca in terms of accuracy, in particular with smaller standard deviation. We also note that the mean square error is consistently better for estimating \( v_x \), which is reasonable, since only \( Z_2 \) is truncated. In the meantime, the mean square error increases with \( c \), which is also consistent with the data generating process.

4 Principal canonical correlation of clinical and proteomic data in covid-19 patients

COVID-19 is an infectious disease that is rapidly sweeping through the world, with more than 18.9 million cases and 712,000 deaths as of this writing. The disease is caused by a severe acute respiratory syndrome coronavirus (SARS-CoV-2). There is currently an intense global effort to better understand the virus and find cures and vaccines. We use our methodology to re-analysis a data set produced by [27] to identify biomarkers for early detection of severely ill Covid-19 patients. To correlate proteins and clinics data, we choose 66 samples from training data and 20 samples from testing data. To that end, the study enrolled 86 patients (some non-Covid-19 patients, and among the Covid-19 patients, some that developed mild symptoms, and some that became severely ill) (To correlate proteins and clinics data, we choose 66 samples from training data and 20 samples from testing data). The exact protocol for recruiting those patients is not clearly explained. For each patient they measured three (3) physical characteristics (sex, age, and body mass index), twelve (12) clinical variables as routinely measured from blood samples (white blood cells count, lymphocytes count, C-reactive protein, etc...). Furthermore, the serum of each patient is analyzed by liquid mass spectrometry-based proteomics to quantify their proteome and

\[ \text{mse} \]
Table 2: Mean (and standard deviation) of $\hat{\text{mse}}$, $\hat{\text{TPR}}$ and $\hat{\text{TNR}}$ of proposed Bayesian method and $\text{mse}$, $\text{TPR}$ and $\text{TNR}$ of mixedCCA for different truncation values $c$ when $h$ is identity function.
metabolome. In [27], the data is used to build a statistical model to predict whether or not a Covid-19 patient will progress to a severe state of illness. The dataset of [27] is freely available from the journal website.

We use canonical correlation analysis to re-analyze the data. A common working assumption is that SARS-CoV-2 induces patterns of molecular changes that can be detected in the sera of patients. Canonical correlation analysis can help identify these patterns. To do this we focus on the proteomic data, and we estimate the principal sparse canonical correlation between the physical and clinical variables on one hand and the proteomic variables on the other. See for instance [28] for a similar analysis on tuberculosis and malaria.

We pre-process the data by removing all the proteins for which 50% or more values are missing, leading to a total of $p_y = 513$ proteins, and $p_x = 15$ clinical and physical variables. The sample size is $n = 86$ patients. Liquid mass spectrometry-based proteomics typically produces a large quantity of missing values ([29, 30]). We make the assumption here that the missing values are driven mainly by detection limit truncation ([29]), which makes the truncated latent Gaussian copula model described above appropriate for this example. We apply simulated tempering with 100000 iterations and the set of temperatures $\{1, 1/0.9, 1/0.8, 1/0.7\}$.

We found that the posterior distribution of $\nu_{x^*}$ has only one component (corresponding to C-reactive protein) with estimated inclusion probability of $\Pi(\delta_j = 1|Z) = 0.99$. All other physical and clinical variables have probabilities smaller than 0.1. We found also that the principal canonical vector of the proteomic data is also driven by a single protein (P02763, also known as Alpha-1-acid glycoprotein 1 or AGP 1), with estimated inclusion probability of $\Pi(\delta_j = 1|Z) = 0.89$. All other proteins have inclusion probability smaller than 0.1. Fig. 2 shows the boxplot of the posterior distribution of the estimated correlation $\hat{\rho}$ between the two data set, as well as the box-plot and autocorrelation function of the MCMC output of the coefficients of CRP and AGP 1 in the posterior distribution. The fast decay of the autocorrelation functions show a good mixing of the MCMC sampler.

The highly sparse nature of the estimated canonical correlation vectors is striking and very interesting. Several studies have observed the predictive power of C-reactive protein (CRP) in the progression of Covid-19 into a severe illness (see for instance [31] for a meta-analysis). This suggests that the correlation detected in our analysis between the two datasets is indeed driven by the progression of Covid-19 into a severe illness. Therefore, our analysis suggests that protein AGP 1 may also be playing an important role in the progression of Covid-19 into a severe illness.

We learn from Uniprot\textsuperscript{2} that AGP 1 functions as transport protein in the blood stream, and appears to function in modulating the activity of the immune system during the acute-phase reaction. Furthermore, AGP 1 appears on the list of differentially expressed proteins in the sera of severely ill Covid-19 patients designed by [27], and also appeared in the literature as playing a role in the immune system’s response to malaria ([32]). All together we are fairly confidence that our statistical analysis has picked up a genuine signal in how Covid-19 interacts with our immune system. However, more biomedical research is obviously needed to fully understanding its meaning.

\textsuperscript{2}https://www.uniprot.org
Figure 2: Boxplot and autocorrelation plots from MCMC output.

Figure 3: Distribution of CRP and AGP by group of patients.

# 5 Conclusion

We have developed in this work a flexible semiparametric Bayesian inference for sparse canonical correlation analysis. Although not addressed here the method can be further extended to capture more than one canonical correlation vector, either by deflation, or by reformulating the problem as a higher dimensional canonical correlation analysis estimation problem as in [10]. Another aspect of the methodology where more research would be beneficial is the theoretical analysis of the statistical properties of the proposed posterior distribution. Understanding the conditions under which posterior contraction, and the Bernstein-von Mises phenomenon hold will provide further guarantees to practitioners.
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Algorithm 2: Adaptive version of simulated tempering for Canonical correlation analysis

**Model Input:** Matrices $\hat{A}, \hat{B}$, $\sigma^2 = 1$, prior parameters $\rho_0, \rho_1, q$.

**MCMC Input:** Number of iterations $N$, Batch size $J$, temperatures $t_1 < \ldots < t_K$.

**Adaptive MCMC Input:** $a = 10$ and $w \in (0, 1)$.

**MCMC Initialization:** Set $k^{(0)} = 1$. Draw $\delta_j^{(0)} \sim \text{Ber}(0.5), \forall j = 1, \ldots, p$, and independently $\theta^{(0)} \sim N(0, I_p)$.

**Adaptation Parameters Initialization:** Set $\tau^{(0)} = 0 \in \mathbb{R}^K$, $v^{(0)} = (0, \ldots, 0) \in \mathbb{R}^K$, and choose $c^{(0)} \in (0, \infty)^K$.

**for** $t = 1$ to $N - 1$, given $(k^{(t)}, \delta^{(t)}, \theta^{(t)}) = (k, \delta, \theta)$, $\tau^{(t)} = \tau$, $c^{(t)} = c$, and $v^{(t)} = v$ **do**

1. **Update $\delta$:** Uniformly randomly select a subset $J$ from $\{1, \ldots, p\}$ of size $J$ without replacement, and draw $\bar{\delta} \sim Q^{(J)}_{\bar{\delta}}(\delta, \cdot)$, where the transition kernel described in (10).

2. **Update $\theta$ and $\tau$:** Draw the components of $[\bar{\delta}]_\theta$ independently from $N(0, \rho_0^{-1} t_k)$. Draw $[\bar{\delta}]_\theta \sim P_{\eta, k, \delta}(\theta, \cdot)$, where $\eta = e^{c_\theta}$ and $P_{\eta, k, \delta}$ denotes the transition kernel of the MALA with step-size $\eta$ and invariant distribution given by $W_{k, \delta}$, whose density is proportional to (11). Denote the acceptance probability of the MALA update. Set

$$\bar{\tau}_k = \tau_k + v_k^{-0.6}(\alpha - 0.3),$$

and for $i \neq k$, set $\bar{\tau}_i = \tau_i$.

3. **Update $k$, $c$ and $v$:** Draw $\bar{k} \sim T_{\bar{\delta}, \bar{\theta}}(k, \cdot)$, where $T_{\bar{\delta}, \bar{\theta}}$ is the transition kernel of the Metropolis-Hastings on $\{1, \ldots, K\}$ with invariant distribution given by (12) and random walk proposal that has reflection at the boundaries. We then set

$$\bar{c}_k = c_k e^a, \quad \bar{v}_k = v_k + 1,$$

and for $i \neq \bar{k}, \bar{c}_i = c_i$, and $\bar{v}_i = v_i$.

4. **Update $a$ and $v$:** If $\|\bar{v}/(\sum_{k=1}^K \bar{v}_k) - 1/K\|_\infty \leq w/K$, then set $a = a/2, \bar{v} = 0 \in \mathbb{R}^K$.

5. **New MCMC state:** Set $(\delta^{(t+1)}, \theta^{(t+1)}, k^{(t+1)}) = (\bar{\delta}, \bar{\theta}, \bar{k}), \tau^{(t+1)} = \bar{\tau}, c^{(t+1)} = \bar{c}$, and $v^{(t+1)} = \bar{v}$.

**end for**

**Output:** $\{(\delta^{(t)}, \theta^{(t)}, k^{(t)}): 0 \leq t \leq N \text{ s.t. } k^{(t)} = 1\}$