Using Logistic Regression Analysis and Linear Discriminant Analysis to identify the risk factors of Diabetes
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Abstract

Many medical studies point out that there is a close relationship between the diagnostic aspects of a disease and some statistical analysis like Logistic Regression Analysis (LRA) and Linear Discriminant Analysis (LDA), both of them are two widely used multivariate statistical methods for data analysis, they are used in order to prediction. In this paper both analyses were discussed and implemented on data with sample size 250 Diabetes patients it collected from Erbil Layla Qassem Center for Diabetes. The data contained (8) variables, one of them is dependent variable that represents the presence or absence of Diabetes, and the other 7 variables are predictors (Independent variables), they are taken in the model in which they represent risk factors of diabetes disease like: [High Blood Pressure (Hypertension), Family History, Body Mass Index (BMI)-Obesity, Diet (Nutrition), High Lipid in Blood, Physical Activity and Age].

The paper aims to the comparison between Logistic Regression Analysis and Linear Discriminant Analysis based on several measures of predictive accuracy to choose the best statistical model for identifying the risk factors of diabetes. This paper contains two parts, Theoretical aspects and Practical aspects .The results of every test was done with both analyses ( Logistic Regression Analysis and Linear Discriminant Analysis), reflects to a high ratio of prediction of Logistic Regression Analysis and the result of area under the ROC Curve of all variables, which is used to compare prediction powers of the models, emphasized on that the Logistic Regression Analysis has the best prediction of risk factors of diabetes and it has the appropriate model so Logistic Regression Analysis has emerged as a robust alternative to Linear Discriminant Analysis. By logistic regression the ranking of risk factors on diabetes is as follows:

1- Family History, 2-(BMI)(Obesity rate), 3-HighLipid in Blood, 4-Physical Activity, 5-Hypertension, 6-Diet (Nutrition)=2.033, but (age) it is not represents the risk factor

Keywords: logistic regression, Maximum Likelihood.

1. Introduction

The incidence of diabetes has doubled in the last ten years in the world wide. About 200 million people are infected and about six percent increase in the annual prevalence of diabetes in the world with the proportion in Kurdistan is 10.2% of the population are infected with this disease is ranked 30th in the world.

Diabetes is a chronic disease that occurs either when the pancreas does not produce enough insulin or when the body cannot effectively use the insulin it produces. Insulin is a hormone that regulates blood sugar. Hyperglycemia, or raised blood sugar, is a common effect of uncontrolled diabetes and over time leads to serious damage to many of the body's systems, especially the nerves and blood vessels. There are different types of diabetes that usually are distinguished at diagnosis [11] [18] [19] [22].

Type 1 diabetes (it is known as an insulin-dependent, juvenile or childhood-onset) is characterized by deficient insulin production and requires daily administration of insulin. The cause of type 1 diabetes is not known and it is not preventable with current knowledge.
Type 2 diabetes (Formerly called non-insulin-dependent, or adult-onset) results from the body’s ineffective use of insulin. Type 2 diabetes comprises the majority of people with diabetes around the world, and is largely the result of excess body weight and physical inactivity.

According to the World Health Organization (WHO) "Global report on diabetes" The number of people with diabetes has risen from 108 million in 1980 to 422 million in 2014. The global prevalence of diabetes among adults over 18 years of age has risen from 4.7% in 1980 to 8.5% in 2014. Diabetes prevalence has been rising more rapidly in middle- and low-income countries. In 2015, an estimated 1.6 million deaths were directly caused by diabetes. WHO (World Health Organization) projects that diabetes will be the seventh leading cause of death in 2030. In this paper, the two classification methods namely linear discriminant analysis (LDA) and logistic regression analysis (LRA) both of them are widely used in multivariate statistical methods for data analysis with categorical outcome variables. They can construct linear classification model which creates a linear boundary between two groups. Logistic Regression is a linear regression in terms of the relationship between the (dependent Variable) and a set of independent variables or explanatory variables and Linear Discriminant analysis is a statistical analysis usually is useful in determining whether a set of variables is effective in predicting category membership to predict both methods are found to be different in their basic assumptions. LDA makes a few assumptions such as the explanatory or predictor variables must be normally distributed. LRA appears as a robust alternative to LDA as it does not need any underlying assumption made on the distribution of the data. Hence, LRA has always been suggested as the first choice to carry out data classification especially for a situation where the data is not normally distributed. Nevertheless, computing time of LRA is much longer than the time taken by LDA, making it a less desirable alternative to LDA.

2. Objectives of the study
1-Comparison between the LRA and LDA is based on several measure of predictive accuracy to choose the best statistical model.
2- Identify risk factors of diabetes by each method (LRA and LDA)

3. Methods and Materials:
   The research methodology will be divided into two parts:
   1. Part I : The Theoretical aspects of the methods used in the analysis, Logistic Regression (LRA) and Linear Discriminant Analysis (LDA).
   2. Part II: The Practical aspects study for Explaining the logistic regression (LR) and discriminate model (LDA) and focusing on the characteristics and how to estimate the parameters.

4. Theoretical aspects
4.1 Binary Logistic Regression
In statistics, Logistic Regression Analysis is a model where the dependent variable is categorical. This article covers the case of a binary dependent variable that is, where the output can take only two values, "0" and "1", which represent outcomes such as (presence/absences) of Diabetic. Logistic regression was developed by statistician David Cox in 1958. The binary logistic model is used to estimate the probability of a binary response based on one or more predictor (or independent) variables (features). It allows one to say that the presence of a risk factor increases the odds of a given outcome by a specific factor. Binary logistic regression has other application of combining the independent variables to estimate the probability that a particular event will occur a subject will be a member of one of the groups defined by the dichotomous dependent variable. The variety or value produced by binary logistic regression is a probability value between 0 and 1. If the probability for group
membership in the modeled category is above some cut point (usually 0.5), the subject is predicted to be a member of the modeled group. If the probability is below the cut point, the subject is predicted to be a member of the other group.

4.1.1 The Model of Binary Logistic Regression [1] [12] [15]

The Logistic Regression model indirectly models the response variable based on probabilities associated with the values of the dependent variable \( Y \). We will use \( P(x) \) to represent the probability that \( Y = 1 \), which is the presence of Diabetic. Similarly, we will define \( 1 - P(x) \) to be the probability that \( Y = 0 \), which is absence of Diabetic. These probabilities are written in the following form:

\[
P(x) = P(Y = 1 | X_1, X_2, X_3, \ldots, X_n) \quad \text{………… (2)}
\]

\[
1 - P(x) = P(Y = 0 | X_1, X_2, X_3, \ldots, X_n) \quad \text{………… (3)}
\]

The log distribution (or logistic transformation of \( p \)) is also called the logit of \( g \) or logit \( (g(x)) \) which is the log (to base e) of the odds ratio or likelihood ratio that the dependent variable is 1. In symbols it is defined as:

\[
\text{Logit}(g(x)) = \log_e \left[ \frac{P(x)}{1 - P(x)} \right] = \ln \left[ \frac{P(x)}{1 - P(x)} \right] \quad \text{………… (4)}
\]

Where the range of \( P(x) \) from 0 to 1, but \( \text{Logit}(g(x)) \) scale ranges from negative infinity to positive infinity and is symmetrical around the logit of 0.5 (which is zero).

Formula below shows the relationship between the usual regression equation \( Y = \beta_0 + \beta X \), which is a straight line formula, and the logistic regression equation. The form of the logistic regression equation is thus rewritten as:

\[
\text{Logit}(g(x)) = \log_e \left[ \frac{P(x)}{1 - P(x)} \right] = \ln \left[ \frac{P(x)}{1 - P(x)} \right] = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \cdots + \beta_n x_n \quad \text{………… (5)}
\]

This looks just like a linear regression and although logistic regression always finds a ‘best fitting’ equation, just as linear regression does, the principles on which it does so are rather different. Instead of using a least-squared deviations criterion for the best fit, it uses a maximum likelihood method, which maximizes the probability of getting the observed results given the fitted regression coefficient.

A consequence of this is that the goodness of fit and overall significance statistics used in logistic regression is different from those used in linear regression. \( P \) can be calculated with the following formula:

\[
\ln \left[ \frac{P(x)}{1 - P(x)} \right] = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \cdots + \beta_n x_n
\]

\[
P(x) = \frac{P(x)}{1 + e^{-[\beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \cdots + \beta_n x_n]}} \quad \text{………… (6)}
\]

Where:

\( P(x) \) = the probability that a case is in a particular category,

\( e \) = the base of natural logarithms (approx. 2.72),

\( \beta_0 \) = the constant of the equation

\( \beta_1, \beta_2, \beta_3, \ldots, \beta_n \) = the coefficient of the predictor variables

4.1.2 Estimate the Parameters of Logistic Regression Model [1] [2]

By Maximum Likelihood Estimation method (MLE) will be Estimate the Parameters, the mathematical formula for the Likelihood function in binary data, is given as the following to fit a set of data in order to estimate the parameters \( \beta_0 \) and \( \beta_1 \). In logistic regression the method Maximum likelihood will provide values of \( \beta_0 \) and \( \beta_1 \) which maximize the probability of obtaining the data set. It requires iterative computing and is easily done with most computer software. We use the likelihood function to estimate the probability of observing the data, given the unknown parameters (\( \beta_0 \) and \( \beta_1 \)). "Likelihood" is a probability, specifically the
probability that the observed values of the dependent variable may be predicted from the observed values of the independent variables. Like any probability, the likelihood varies from 0 to 1. Practically, it is easier to work with the logarithm of the likelihood function. This function is known as the log-likelihood, and will be used for inference testing when comparing several models. The log likelihood varies from 0 to minus infinity (it is negative because the natural log of any number less than 1 is negative). The log likelihood is defined as:

\[ L = \prod_{i=1}^{n} p^{y_i} (1 - p)^{1-y_i} = p^{\sum_{i=1}^{n} y_i} (1 - p)^{n-\sum_{i=1}^{n} y_i} \]  
\[ \text{---------- (7)} \]

For estimation, we will work with the log-likelihood

\[ \log(L) = \sum_{i=1}^{n} y_i \log p + \left( n - \sum_{i=1}^{n} y_i \right) \log(1 - p) \]

\[ U(p) = \frac{\partial L}{\partial p} = \sum_{i=1}^{n} y_i/p - \left( n - \sum_{i=1}^{n} y_i \right)/(1 - p) \]

and is referred to as the score function. To calculate the MLE of p, we set the score function, \( U(p) \) equal to 0 and solve for p. In this case, we get an MLE of p is 

\[ \hat{p} = \frac{\sum_{i=1}^{n} y_i}{n} \]  
\[ \text{---------- (8)} \]

4.1.3 For analyzing by

1- Logistic Regression Analysis it needs at least two steps [1] the process is inherently stepwise for forming and testing nested hierarchical models. It needs following tests analysis

4.1.3.1 In Step one: only the constant for is provided (the constant only included).

1-The classification table tells % cases correctly classified by the model. The first step is to compute and enter just the constant. it indicate to the variables not in the prediction equation by Score test

2-Wald test [5] [6] [7]

Alternatively, when assessing the contribution of individual predictors in a given model, one may examine the significance of the Wald statistic. The Wald statistic, analogous to the t-test in linear regression, is used to assess the significance of coefficients. The Wald statistic is the ratio of the square of the regression coefficient to the square of the standard error of the coefficient and is asymptotically distributed as a chi-square distribution

\[ W_i = \frac{\hat{\beta}_i^2}{\text{S.E.}^2} \]  
\[ \text{---------- (9)} \]

For large n, \( W_i \sim \chi^2_1 \) with 1 degree of freedom

\[ \sqrt{W_i} \sim N(0,1) \]

Wald test, where \( \hat{\beta} \) parameters estimation and (S.E.) is standard error estimation

Wald Chi-Square testing the null that the \( \hat{\beta} \) coefficient = 0 (the alternate hypothesis is that it does not \( \hat{\beta} \) coefficient = 0).

3-Score test [1] [24]

If the MLE equals the hypothesized value, \( \hat{p}_0 \), then \( \hat{p}_0 \) would maximize the likelihood and \( U(\hat{p}_0) = 0 \) The score statistic measures how far from zero the score function is when evaluated at the null hypothesis. The test statistic for the binary outcome example is

\[ S = U(\hat{p}_0)^2/I(\hat{p}_0) \] , and \( S \sim \chi^2_1 \) with 1 degree of freedom

4.1.3.2 In step two needs the following tests or analysis: this step tests the contribution of all the variables entered

1-Omnibus Tests in Logistic Regression [10]

The Omnibus Tests of Model Coefficients is used to check that the new model (with explanatory variables included) is an improvement over the baseline model. It uses chi-square
tests to see if there is a significant difference between the Log-likelihoods (specifically the \(-2\text{LLs}\)) of the baseline model and the new model. If the new model has a significantly reduced \(-2\text{LL}\) compared to the baseline then it suggests that the new model is explaining more of the variance in the outcome and is an improvement

\[
P(x) = \frac{e^{\beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_n x_n}}{1 + e^{\beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_n x_n}}
\]

\[
P(x) = \frac{1}{1 + e^{\beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_n x_n}}
\]

So the model tested can be defined by:

\[
g(x) = \ln \left[ \frac{P(x)}{1 - P(x)} \right] = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \cdots + \beta_n x_n
\]

The omnibus test relates to the hypotheses

\(H_0: \beta_1 = \beta_2 = \beta_3 = \cdots = \beta_n\)

The omnibus test, among the other parts of the logistic regression procedure, is a likelihood-ratio test based on the maximum likelihood method. So logistic regression uses the maximum likelihood procedure to estimate the coefficients that maximize the likelihood of the regression coefficients given the predictors and criterion.

2- Likelihood ratio tests [10] [16]

The likelihood ratio test for overall significance of the beta's coefficients for the independent variables in the model is used.

Under the null hypothesis that the beta's coefficients for the covariates in the model are equal to zero.

The likelihood ratio test (LRT) statistic is the ratio of the likelihood at the hypothesized parameter values to the likelihood of the data at the MLE(s).

\[
LR = -2 \ln \left( \frac{\text{Likelihood without the variable}}{\text{Likelihood with the variable}} \right) = -2 \ln \left( \frac{L \text{ at } H_0}{L \text{ at MLE(s)}} \right) = -2 \ln H_0 + 2 \ln (\text{MLE})
\]

For large \(n\), \(LR \sim \chi^2\) with degrees of freedom equal to the number of parameters being estimated.

For the binary outcome discussed above, if the hypothesis is

\(H_0: p = p_0\) Vs: \(H_A: p \neq p_0\), then

\[
l(H_0) = \sum_{i=1}^{n} y_i \log p_0 + \left( n - \sum_{i=1}^{n} y_i \right) \log(1 - p_0)
\]

\[
l(\text{MLE}) = \sum_{i=1}^{n} y_i \log \hat{p} + \left( n - \sum_{i=1}^{n} y_i \right) \log(1 - \hat{p})
\]

And the LRT statistic is

\[
LRT = -2 \left[ \sum_{i=1}^{n} y_i \log(p_0 / \hat{p}) + (n - \sum_{i=1}^{n} y_i) \log((1 - p_0)/(1 - \hat{p})) \right]
\]

Where \(LRT \sim \chi^2_{n - 1}\)

3- Test by \(R^2\)

a) Cox and Snell \(R^2_{cs}\) or [\(R^2_{\text{Cox} \& \text{snell}}\)] [3]

In this model in instead of the coefficient of determination by \(R^2_{\text{Cox} \& \text{snell}}\)

\(0 \leq R^2_{\text{Cox} \& \text{snell}} < 1\)

\(R^2_{\text{Cox} \& \text{snell}} = \)
\[ L_M^2 = \frac{\sum (O_i - E_i)^2}{\sum \pi_i(1-\pi_i)} \]

Where: 
- \( L_M^2 \) is referred to as the Hosmer-Lemeshow test statistic, which is approximately distributed as a chi-square with \( k - 2 \) degrees of freedom. 
- \( N_i \) is the number of observations in the ith group. 
- \( O_i \) is the number of event outcomes in the ith group. 
- \( \pi_i \) is the average estimated probability of an event outcome for the ith group.

**5-Odds and Odds Ratio (OR)** [13] [17] [21]

**Definition of the odds**

The odds of the dependent variable equaling a case (given some linear combination \( x \) of the predictors) is equivalent to the exponential function of the linear regression expression. This illustrates how the logit serves as a link function between the probability and the linear regression expression. Given that the logit ranges between \(-\infty\) negative and \(+\infty\) positive infinity, it provides an adequate criterion upon which to conduct linear regression and the logit is easily converted back into the odds.

Consider first the case of a single binary predictor, where
Recall the logistic model: $g(x)$ is the probability of disease for a given value of $x$, and

$$
\text{Logit } g(x) = \log_e \left[ \frac{P(x)}{1 - P(x)} \right] = \ln \left[ \frac{P(x)}{1 - P(x)} \right] = \beta_0 + \beta_1 x
$$

Then for $x = 0$ (not exposed).

$$
\text{Logit } g(x) = \text{Logit } g(0) = \beta_0 + \beta_1 (0) = \beta_0 \quad \text{...............} \quad (16)
$$

For $x = 1$ (exposed),

$$
\text{Logit } g(x) = \text{Logit } g(1) = \beta_0 + \beta_1 = \beta_0 + \beta_1 \quad \text{...............} \quad (17)
$$

$$
\text{Logit } g(x) = \beta_0 + \beta_1 x_1
$$

$$
\text{Odds } = \frac{P(x)}{1 - P(x)}
$$

Then

$$
\text{odds of not exposed to factor } = \frac{P(0)}{1 - P(0)}
$$

$$
\text{odds of exposed to factor } = \frac{P(1)}{1 - P(1)} \frac{P(1)}{1 - P(1)}
$$

**Odds Ratio (OR)**

The odds ratio is a measure of association for (2 X 2) contingency table. Results can be summarized in a simple (2 X 2) contingency table as:

| Disease | Exposed | Not Exposed |
|---------|---------|-------------|
| 1       | a       | b           |
| 0       | c       | d           |

Where:

$$
\text{Odds Ratio } = \frac{ad}{bc} = \frac{\text{odds of presence of disease}}{\text{odds of absence of disease}} = \frac{P(1)/(1 - P(1))}{P(0)/(1 - P(0))} \quad \text{...............} \quad (18)
$$

$$
\beta_1 = \text{Logit } g(1) - \text{Logit } g(0) = \log_e \left[ \frac{P(1)}{1 - P(1)} \right] - \log_e \left[ \frac{P(0)}{1 - P(0)} \right] = \log_e \left( \frac{P(1)/(1 - P(1))}{P(0)/(1 - P(0))} \right) \quad \text{...............} \quad (19)
$$

The regression coefficient in the population model is the log(OR), hence the OR is obtained by exponentiation $\beta_1$

$$
e^{\beta_1} = e^{\log_e \text{ (OR)}} \quad = \text{OR} \quad \text{...............} \quad (20)
$$

Or $\text{Exp} (\beta)$ (taking the $\beta$ value by calculating the inverse natural log of $\beta$) indicates odds ratio: the probability of an event occurring, divided by the probability of the event not occurring. An $\text{Exp} (\beta)$ value over 1.0 signifies that the independent variable increases the odds of the
dependent variable occurring. An \( \text{Exp}(\beta) \) under 1.0 signifies that the independent variable decreases the odds of the dependent variable occurring, depending on the decoding that mentioned on the variables details before. A negative \( \beta \) coefficient will result in an \( \text{Exp}(\beta) \) less than 1.0, and a positive \( \beta \) coefficient will result in an \( \text{Exp}(\beta) \) greater than 1.0. The statistical significance of each \( \beta \)

4. 2 Second type of Analysis:
Linear Discriminant Analysis (LDA) also known as Discriminant Analysis (DA) or Two-group discriminant analysis. [4]
is a technique for analyzing data when the simplest type of LDA is two group LDA which the dependent variable has two groups. In this case, a linear discriminant function (LDF) that passes through the means of the two groups can be used to discriminate subjects between the two groups. Two-group LDA is a linear combination of the two or more independent variables that discriminate best between a priori defined groups. Discrimination is achieved by setting weights for each independent variable to maximize the between-group variance to the within group variance

4. 2.1 The Assumptions of Linear Discriminant Analysis
The analysis is quite sensitive to outliers and the size of the smallest group must be larger than the number of predictor variables.
1- Multivariate normality: Independent variables are normal for each level of the grouping variable.
2- Homogeneity of variance/covariance (Homoscedasticity): Variances among group variables are the same across levels of predictors.
3- Multicollinearity: Predictive power can decrease with an increased correlation between predictor variables.
4- Independence: Participants are assumed to be randomly sampled, and a participant’s score on one variable is assumed to be independent of scores on that variable for all other participants.

4. 2.2 Objective of Linear Discriminant Analysis.
The main objectives for performing discriminant analysis are:
1- To identify the variables that best discriminate between groups using the most parsimonious way (i.e. to determine most influential predictors).
2- To use the identified variables or factors to develop a good classification function that is linear combination of the predictor variables and would be reliable in classification cases.
4- To assess the relative importance of the independent variables in classifying the dependent variable.

4. 2.3 Mathematical formula of linear discriminate analysis[4] [12] [13] [20]
This is a statistical method of classifying members of a population into one of two (or more) groups. The analysis entails the postulation and estimation of one or more Discriminant functions. In Discriminant analysis, we try to develop a model that will help us predict the values of a dependent variables on the bases of a set independent variables. The dependent variable in Discriminant Analysis is qualitative and appears in the form of success or failure, male or female, repay or default. The Discriminant Analysis attempts to derive a linear combination of these characteristics that best Discriminate between the group.
The prediction equation may be defined as

\[
D = a + b_1x_1 + b_2x_2 + \cdots + b_nx_n = a + \sum_{i=1}^{n} b_ix_i
\]

Where:
- \( D \): discriminate score
- \( b_1, b_2, \ldots, b_n \): is the discriminant coefficient or weight for that variable
- \( x_n \): predictor or independent variable
\(a\) : a constant

\(i\) : The number of predictor variables

a) Development of Discriminant functions (Group Statistics)

1-The Canonical Correlation[12]

is a multivariate analysis of correlation. Canonical is the statistical term for analyzing latent variables (which are not directly observed) that represent multiple variables (which are directly observed)

2-Eigen Values[12][4]

The Eigen values are related to the canonical correlations and describe how best discriminating ability the functions possess. The % of variances is the discriminating ability of the 2 groups. Since there is only one function, 100% of the variance is accounted by this function. The cumulative % of the variance gives the current and preceding cumulative total of the variance. As mentioned above, as there is only one function in the present research we have 100% of the cumulative variance.

b- Examination of whether significant differences exist among the groups, in terms of the predictor variables [4] [12] [13]

1-Wilk's Lambda (\(\Lambda\))

In Discriminant Analysis, Wilk’s lambda tests how well each level of independent variable contributes to the model.

Wilk's lambda (\(\Lambda\)) after the effect of variables already in the discriminant function. Since the Wilk's lambda can be approximated by the F-ratio, Wilk's lambda (\(\Lambda\)) is equal to entering the variable that has the highest partial F-ratio. Wilk's lambda (\(\Lambda\)) is thus given by

\[
\Lambda = \frac{SS_w}{SS_T - SS_b} \\
\]

Where \(SS_w\) is the sum of squares within groups, \(SS_T\) is the total sum of squares, and \(SS_b\) is the sum of squares between groups.

The scale ranges of Wilk's Lambda varies from 0 to 1, with 0 meaning group means differ (thus the variable highly differentiates the groups means total discrimination) (perfect discriminatory power), and 1 (no discriminatory power) meaning all group means are the same means no discrimination. The assessment of the Wilk's lambda is done by converting to F-ratio with the transformation

\[
F = \left[\frac{(1-\Lambda)^{\frac{n_1+n_2-p-1}{p}}}{\Lambda}\right] \\
\]

Where \(n_1\) and \(n_2\) are the number of cases in group one and two respectively, \(p\) is number of variables for which the statistic is computed and \(\Lambda\) is the Wilk's lambda of the distribution. F-ratio follows an F-distribution with \((p - 1)\) and \((n_1 + n_2 - p - 1)\) degrees of freedom.

Lambda tests the significance of each discriminant function in discriminate analysis specifically, the significance of the eigenvalue for a given function. minimizing Wilk's lambda is an indication that the within-group sum of squares is minimized and the between-group sum of squares is maximized.

c- Determination of which predictor variables contribute to most of the intergroup differences (Checking for relative importance of each independent variable)

1-The Standardized Canonical Discriminant Function Coefficients table

Displays coefficients which indicate relative importance of each variable in the model. These coefficients have similar sense with beta coefficients of multiple regressions. These coefficients (b) are used to create the discriminant function (equation). It operates just like a regression equation. The discriminant function coefficients b or standardized form beta both indicate the partial contribution of each variable to the discriminate function controlling for all other variables in the equation. They can be used to assess each independent variables unique contribution to the discriminate function and therefore provide information on the
relative importance of each variable. If there are any dummy variables, as in regression, individual beta weights cannot be used and dummy variables must be assessed as a group through hierarchical LDA running the analysis, first without the dummy variables then with them. The difference in squared canonical correlation indicates the explanatory effect of the set of dummy variables.

To offset differing scales among the variables, the Discriminant Function Coefficients can be standardized using the equation 24

$$z_1 = b_1 \frac{y_{1s} - \bar{y}_s}{s_1} + b_2 \frac{y_{2s} - \bar{y}_s}{s_2} + b_3 \frac{y_{3s} - \bar{y}_s}{s_3} + \cdots + b_k \frac{y_{ks} - \bar{y}_s}{s_k} \quad (24)$$

The standardized variables $\frac{y_{is} - \bar{y}_s}{s_i}$ are scale free, and the standardized coefficients $b_k^*$

**Ranking importance of the Variables.**

2-**Canonical Discriminant Function Coefficients** [4]

The correlations are often referred to as loadings or structure coefficients and are routinely provided in many major programs contain the unstandardized coefficients for the discriminant model, similar to B coefficient in the multiple regression. There is a close correspondence between interpreting discriminant functions and determining the contribution of each variable. In interpretation, the signs of the coefficients are taken into account; in ascertaining the contribution, the signs are ignored, and the coefficients are ranked in absolute value.

**d- Evaluation of the accuracy of classification** [20]

**Classification table**

Finally, there is the classification phase. The classification table, also called a confusion table, is simply a table in which the rows are the observed categories of the dependent and the columns are the predicted categories. When prediction is perfect all cases will lie on the diagonal. The percentage of cases on the diagonal is the percentage of correct classifications

| Classification | Expected | Total |
|----------------|----------|-------|
|                | P        | N     |
| Observed       | PP (TP)  | PN (FN) | P |
| N              | NP (FP)  | NN (TN) | P' |
| Total          | Q         | Q'     | 1 |

As we see from the above table, we have the results of classification:
PP: actually positive and classified as positive.
PN: actually positive, but classified as negative.
NP: actually negative, but classified as positive.
NN: actually negative, and classified as negative

**Ratio of correct classification (Hit Ratio):**

Is defined as the probability value of the correct classification, or efficiency ratio, such that if Efficiency (EF) calculated from the equation: $EF = TP + TN \quad \text{……… (25)}$

Then Ratio of correct classification is obtained as follow:

$$\text{Hit Ratio} = \frac{EF}{\text{Total}} = \frac{TP + TN}{P + P'} = \frac{TP + TN}{Q + Q'} \quad \text{……… (26)}$$
4.3 ROC Curve [Receiver Operating Characteristic Curve] [4]

Using ROC curve for the classification accuracy, it is found that the area under the ROC curve, which ranges from zero to one, provides a measure of the model’s ability to discriminate between those subjects who experience the response of interest versus those who do not. Plotting sensitivity versus (1 – specificity) over all possible cut-points. Sensitivity and specificity as well as other measures of classification performance computed from a 2 × 2 table depend on the single cut point used to classify a test result as positive. A better and more complete description of classification accuracy is the area under the (ROC) curve. The area under the ROC curve, which ranges from 0.5 to 1.0 provides a measure of the model’s ability to discriminate between those subjects who experience the outcome of interest versus those who do not.

4.5 Discriminant Function and Logistic Regression [16]

Discriminant function estimators have often been used in logistic regression, in both theory. When, such estimators were compared empirically with maximum likelihood estimators for logistic regression problems, however, they were found to be generally inferior, although not always by substantial. We will show why we prefer alternatives to discriminant function estimators for the logistic regression problem, as well as for the non normal discriminant analysis problem. It has been common practice to use discriminant function estimators as starting values in iterative maximum likelihood estimation and in exploratory data analysis, for the purpose of fitting logistic regression models. Other starting and exploratory estimators that have been suggested include "reverse Taylor series approximations," and "conditional estimators." Conditional estimators" are obtained by maximizing the conditional likelihood (conditional on the explanatory variables). "Reverse Taylor Series approximations" arise from the linear function $f(x) = \frac{1}{1 + e^{-(\beta_0 + \beta_1 x)}}$, $\beta_1 \neq 0$ $-\infty < x < \infty$………… (27)

Expanding about $x = \bar{x}$ (the sample mean) in a Taylor series, we get

$f(x) = \left\{\frac{1}{1 + e^{-(\beta_0 + \beta_1 x)}} - \frac{\beta_1 x}{1 + e^{-(\beta_0 + \beta_1 x)}}\right\} + \left\{\frac{\beta_1 x}{1 + e^{-(\beta_0 + \beta_1 x)}}\right\}^2 x + R(x)$ …………… (28)

Where $R(x)$ denotes a remainder containing terms of order $O(x - \bar{x})^2$. Neglecting $(x)$, this may be interpreted as the linear function $A + Bx$, where

$A = \left\{\frac{1}{1 + e^{-(\beta_0 + \beta_1 x)}} - \bar{x}\right\}$ …………… (29) , $B = \frac{\beta_1 x}{1 + e^{-(\beta_0 + \beta_1 x)}}$…………… (30)

Solving these equations for $\beta_0$ and $\beta_1$ (in reverse from the usual direction), we find

$\beta_1 = B / [(A + B \bar{x})(1 - A - B \bar{x})]$ …………… (31)

$\beta_0 = -\bar{x} + log\left(\frac{1}{A + B \bar{x}} - 1\right)$ …………… (32)

as the reverse Taylor series approximation. The results are easily generalized when $x, \beta_1 and B$ are vectors. We prefer the reverse Taylor series estimators to the discriminant function estimators since the former are appropriate regardless of the underlying distribution of explanatory variables, while the latter are really appropriate and justifiable only under

(a) Multivariate normality of the explanatory variables (a difficult assumption to satisfy in practice) (b) Complete equality of all of the underlying covariance matrices. (Transformations to induce multivariate normality will not typically induce equality of covariance matrices).

5. Practical aspects

5.1 Data and method of analysis

The data collected in Erbil (Layla Qasim) diabetic center for 250 individuals illustrated by two types of variable as follow:
a- Dependent (response) variable
Y: dependent variable is coded in binary response:

\[ Y = \begin{cases} 1 & \text{Presence of diabetes} \\ 0 & \text{Absence of diabetes} \end{cases} \]

b- Independent (Explanatory) Variables
Risk Factors for diabetes
The categories of the risk factors together with their description are demonstrated in table (1).

| Independent (Explanatory) Variables [Risk Factors] | Codes (Categories) |
|--------------------------------------------------|--------------------|
| X<sub>1</sub> High Blood Pressure (Hypertension) | (Yes=1,No=0)       |
| X<sub>2</sub> Family History                     | (Yes=1,No=0)       |
| X<sub>3</sub> Body Mass Index or (Obesity rate) = (Weight/height)<sup>2</sup> | (Yes=1,No=0) |
| X<sub>4</sub> Diet (Nutrition)                   | (Yes=1,No=0)       |
| X<sub>5</sub> High Lipid in Blood               | (Yes=1,No=0)       |
| X<sub>6</sub> Physical Activity                 | (Yes=1,No=0)       |
| X<sub>7</sub> Age                               | the age from 24 - 69 years |

5.2 Results of statistical Analysis
The results of the study are summarized as follows

5.2.1 Logistic Regression Analysis
We start analyzing by the logistic method and it contains two Steps [Step 1 and Step 2]

1- Step 1
The process is inherently stepwise for forming and testing nested hierarchical models.
a-The classification table tells % cases correctly classified by the model. The first step is to compute and enter just the constant

Table (2) presents the results of the Binary Logistic Regression with the constant only included before any coefficients [risk factors: High Blood Pressure (Hypertension), Family History, Body Mass Index or (Obesity rate), Diet (Nutrition), High Lipid in Blood, Physical Activity and Age] are entered into the equation. Logistic Regression Analysis compares this model with a model including all the predictors to determine whether the latter model is more appropriate. The predicted result indicated to 90.8%, which reflects the model’s overall explanatory strength.

Table 2: Shows the classification table

| Observed | Predicted | Percentage Correct |
|----------|-----------|--------------------|
|          | Y         |                    |
|          | 0.00      | 1.00               |
| Step 1   | Y 0.00    | Absences of Diabetic | 0.00 | 23 | 0.00 |
|          | 1.00      | Presence of Diabetic | 0.00 | 227 | 100.0 |
|          |           | Overall Percentage  | 0.00 | 250 | 90.8 |

b- Illustrating the variables in the equation (only the constant for Step 1) is provided.
Table (3): illustrates the variables in the equation, which is the constant term. It can be realized that the intercept-only model has ln (odds) \( \beta = 2.289 \) with predicted odds \( [\text{Exp} (\beta)] = 9.870. \) That is, the predicted odd of having diabetes is 9.870. Since 227 of the sample of
persons have diabetes disease and 23 are have not diabetes, our observed odds are [227/23 = 9.870] Wald statistic is computed and since it is 109.466, with the null hypothesis is rejected Sig.= 0.000 , indicating that the constant does make a significant contribution to the model.

Table 3: Variables in the Equation

| Step 1  | β    | S.E. | Wald | df | Sig.  | Exp(β) |
|---------|------|------|------|----|-------|--------|
| Constant | 2.289 | 0.219 | 109.466 | 1  | .000  | 9.870  |

C-The contribution of each predictor were it added alone into the equation on the next step Table (4) this table illustrate which variables are not in the equation, it indicates to the variable [X7 (age)] is not in the equation because it is significant (p-value=0.000<0.01)and the rest of the risk factors seem to be not important at this step, but. Overall it is statistically significant by (p-value=0.000<0.01) and therefore our model is quite good

Table 4: Variables not in the Equation

| Step 1  | Variables                  | Score | df | p-value |
|---------|----------------------------|-------|----|---------|
| X1      | Hypertension               | 0.019 | 1  | 0.891   |
| X2      | Family History             | 0.513 | 1  | 0.100   |
| X3      | (BMI) (Obesity rate)       | 0.569 | 1  | 0.101   |
| X4      | Diet (Nutrition)           | 0.087 | 1  | 0.768   |
| X5      | High Lipid in Blood        | 1.370 | 1  | 0.166   |
| X6      | Physical Activity          | 0.530 | 1  | 0.467   |
| X7      | Age                        | 14.513| 1  | 0.000   |
| Overall Statistics |                | 52.569| 1  | 0.000   |

2- Step 2
This Step tests the contribution of all the variables entered
a- Omnibus Tests of model coefficients present Tests contain [ Chi-squares testsof (Step, Block and Model)] tell us that the model was improved
Table (5) Show that:
Chi square value of Step is 77.535, by p- value = 0.000 which means whether the effect of the variable that was entered in the final step significantly differs from zero.
Chi square value of block is 77.535, tests whether every of the variables included in this block have effects that differ from zero.
Chi square value of model is 77.535 tells you whether any of the seven Independent Variables has significant effects. Overall it is statistically significant and therefore our model is quite good.

Table 5: Omnibus Tests of Model Coefficients

| Step 2   | Chi-square | df | p-value |
|----------|------------|----|---------|
| Step     | 77.535     | 7  | 0.000   |
| Block    | 77.535     | 7  | 0.000   |
| Model    | 77.535     | 7  | 0.000   |

b- Both R²[ Cox & Snell R Square and Nagelkerke R Square] values are presented to estimate the fit of the model to the data -- both are transformations of the-2log likelihood values:
Table (6) provides the value of (Nagelkerke’s R² gets all of the attention how well a linear model fits the data. is 0.781, indicating a strong relationship between the predictors and the
prediction. Under Model Summary the value of the -2 Log Likelihood statistic is 186.036⁵ and from the table of Cox & Snell R² (R-Square) indicating that 66.7% of the variation in the independent variable is explained by the logistic model.

### Table 6: Model Summary

| Step | -2 Log likelihood | Cox & Snell R Square | Nagelkerke R Square |
|------|-------------------|----------------------|---------------------|
| 2    | 186.036           | 0.667                | 0.781               |

**c- The data fit the model by (Hosmer and Lemeshow) Test**

Table (7) illustrates Hosmer-Lemeshow (H-L) test. The statistic under consideration has a significance of 0.810 which means that it is not statistically significant and therefore leading to the fact that the model is quite a good fit.

The value of the Hosmer–Lemeshow test of the goodness -of-fit statistic for the full model suggests the model is a good fit to the data Chi-square = 4.199 and the corresponding p-value from the chi-square distribution with (p-value =0.810 >01) is not statistically significant for( a non significant chi-square indicates that the data fit the model well it emphasize that model is quite good which indicate that the risk factor in the model really cause diabetes).

### Table 7: Hosmer and Lemeshow Test

| Step | Chisquare | df  | p-value |
|------|-----------|-----|---------|
| 2    | 4.199     | 7   | 0.810   |

**d- The reclassification table shows the accuracy of the model**

In (Table 8) reclassification table including the constant term and the rest of the predictors 98.7% were correctly for the presence of diabetes and correctly classified the overall correct percentage was 95.6% which reflects the model’s over all explanatory strength it refer to the best prediction of the risk factors of diabetes.

### Table 8: Reclassification Table

| Observed | Predicted | Percentage Correctly |
|----------|-----------|-----------------------|
|          | 0.00      | 1.00                  |
| Step 2   | Y         | Percentage Correctly |
|          | 0.00      | 15                    | 8 | 65.2 |
|          | 1.00      | 3                     | 224 | 98.7 |
| Overall Percentage | | | | 95.6 |

**a-After the reclassification: Interpreting the Logistic Regression Equation(model) by testing of the contribution of each parameter**

Table 9 is about the variables that are included in the logistic regression equation(model). Values of (Wald statistic and Exp(β) is odds ratio) are greater than( 1 ) refer to the risk factors are[X₁= High Blood Pressure (Hypertension) , X₂=Family History, X₃= Body Mass Index(BMI) (Obesity Rate) , X₄=Diet(Nutrition) , X₅=High Lipid in Blood, X₆= Physical Activity] are statistically significant factors. The value for only (X₇= age) less than 1 and it is not statistically significant., implying that the probability the risk of age is less than getting other risk factors this emphasize that (X₇) age is not in the prediction Equation.

### Table9 : Variables in the equation

|                | β   | S.E.  | Wald | df  | p-value | Exp(β) |
|----------------|-----|-------|------|-----|---------|--------|
| X₁ Hypertension| 0.918 | 0.229 | 16.06 | 1   | 0.002   | 2.505  |
| X₂ Family History | 1.821 | 0.643 | 8.063 | 1   | 0.005   | 6.178  |
Step 2

|   |   |   |   |
|---|---|---|---|
| X₃ | (BMI) (Obesity rate) | 1.732 | 0.593 | 8.542 | 1 | 0.003 | 5.652 |
| X₄ | Diet (Nutrition) | 0.710 | 0.135 | 26.757 | 1 | 0.000 | 2.033 |
| X₅ | High Lipid in Blood | 1.476 | 0.667 | 4.971 | 1 | 0.026 | 4.375 |
| X₆ | Physical Activity | 1.073 | 0.173 | 38.468 | 1 | 0.000 | 2.924 |
| X₇ | Age | -0.021 | 0.024 | 0.765 | 1 | 0.251 | 0.979 |
| Constant | 3.626 | 1.295 | 7.84 | 1 | 0.005 | 37.562 |

**b-Determining the Logistic Equation (Model) by the “β” values which they are the logistics equation coefficients that can be used to create a predictive equation.**

According to value of odds ratio we can ranking the risk factors on diabetes as follows :

( X₂ = family history = 6. 178, X₃ = (BMI) (Obesity rate) =5.652 , X₅ = high lipid in blood =4.375 , X₆ = physical activity =2.924 , X₄ = hypertension =2.505 , X₆ = diet (nutrition) =2.033)

Logistic Equation (Model) = Y = 3.626+0.918 Hypertension +1.821 Family History +1.732 Body Mass Index or (Obesity rate) +0.710 Diet(nutrition) +1.476 High Lipid in Blood + 1.073 Physical Activity.

**5.3 Discriminant Analysis** [12] [13]

Discriminant Analysis contains the following analyses

**a) Development of discriminant functions**

(table10) illustrate the development of discriminant ,the group statistics gives the distribution of observations into different groups since, in the present research we have categorized into two groups absence of disease as ‘0’ and presence of disease 1’, the SPSS has grouped the data into two groups. The total numbers of 250 observations group, which represent 100% of the observations, have been grouped for the Discriminant Analysis. The function indicates the first canonical linear discriminant function. The number of function depends on the discriminating variables. The function gives the projection of the data that best discriminant between the groups

**Table10: illustrate the development of discriminant functions ( Group Statistics)**

| Y | List wise( Weighted) |
|---|----------------------|
| 0.00 ( Absence of diabetes) | First group contains (X₁, X₂, X₃, X₄, X₅, X₆, X₇) | 23.000 |
| 1.00 ( Presence of diabetes) | Second group Contains (X₁, X₂, X₃, X₄, X₅, X₆, X₇) | 227.000 |
| Total | | 250.000 |

In table (11) The maximum number of discriminate functions produced is the number of groups minus 1, since only two groups used here, namely ‘Presence of diabetes’ and ‘Absence of diabetes’, so only one function is displayed a larger Eigen value explains a strong function but here the value of Eigen value(0.373). and the measure of the canonical correlation is ( 0.521)which refers to a correlation between the discriminate scores and the levels of the dependent variables is not very strong. Both values indicate to weak effect of the risk factors on the diabetes disease

**Table (11): Represent Eigenvalue and Canonical Correlation**

| Function | Eigenvalue | % of Variance | Cumulative % | Canonical Correlation |
|---|---|---|---|---|
| 1 | 0.373 | 100.0 | 100.0 | 0.521 |
b- Examination of whether significant differences exist among the groups, in terms of the predictor variables
Table (12) shows the value of Wilks' Lambda is 0.728 nearest to( 1 ) (no discriminatory power) with Chi-square(77.487 ) p-value (0.000) it means that the factors by haven't risks on diabetes disease

| Test of Function 1 | Wilks' Lambda | Chi-square | df | p-value |
|-------------------|---------------|------------|----|---------|
|                    | 0.728         | 77.487     | 7  | 0.000   |

c- Determination of which predictor variables contribute to most of the intergroup differences (Checking for relative importance of each independent variable)
The standardized canonical discriminant function coefficients table is the interpretation of the discriminant coefficients provides an index of the importance of each predictor. The sign indicates the direction of the relationship .On comparing the standardized coefficient, it is possible to identify which independent variable is more discriminating than the other variables. The higher the discriminating powers the higher the standardized discriminant coefficient.
In table (13) only the body mass index(BMI) (Obesity rate) (\(X_1\)) has the highest discriminate coefficient is 0.883 this indicates that it is only predictor of risk factor and the effect of \(X_2\) family history is 0.458 ….ect

| Variables | Standardized Canonical Discriminant Function Coefficients |
|-----------|--------------------------------------------------------|
| \(X_3\) Body Mass Index | 0.146 |
| \(X_2\) Family History | 0.458 |
| \(X_3\) (BMI) (Obesity rate) | 0.883 |
| \(X_4\) Diet (Nutrition) | 0.077 |
| \(X_5\) High Lipid in Blood | 0.307 |
| \(X_6\) Physical Activity | 0.081 |
| \(X_7\) Age | -0.113 |
| Constant | 8.820 |

Ranking importance of the Variables.
The ranking in (Table 14) Based on the coefficients in (Table 13) for the relative important predictor variables summarized as follow:

| Ranking of the Variable | Predictor Variable |
|-------------------------|--------------------|
| \(X_3\) Body Mass Index | 0.883 |
| \(X_2\) Family History | 0.458 |
| \(X_5\) High Lipid in Blood | 0.307 |
| \(X_1\) (Hypertension) | 0.146 |
| \(X_7\) Age | -0.113 |
| \(X_6\) Physical Activity | -0.081 |
| \(X_4\) Diet (nutrition) | 0.077 |
In Table 15, Canonical Discriminant Function Coefficients represent the Coefficients of final Canonical Discriminant Function

Table 15: Canonical Discriminant Function Coefficients

| Variables          | Function 1 |
|--------------------|------------|
| $X_1$ Hypertension | 0.319      |
| $X_2$ Family History | 1.021 |
| $X_3$ (BMI) (Obesity rate) | 0.276 |
| $X_4$ Diet (nutrition) | 0.163 |
| $X_5$ High Lipid in Blood | 0.647 |
| $X_6$ Physical Activity | -0.162 |
| $X_7$ Age | -0.009 |
| (Constant) | -8.820 |

Discriminant Function $= -8.820 + 0.319 \text{high blood pressure (hypertension)} + 1.021 \text{family history} + 0.276 \text{body mass index} + 0.163 \text{diet} + 0.647 \text{high blood lipid} - 0.162 \text{daily activity} - 0.009 \text{age}$

**d- Evaluation of the accuracy of Prediction of classification**

Table 16: Classification table

|       | Step1       | Step2       |
|-------|-------------|-------------|
|       | Predicted   | Predicted   |
|       | Observed    | Observed    |
|       | Y           | Total       | Y           | Total       |
| 0.00  | 10.00       | 20.0        | 30.0        | 12%         |
| 1.00  | 20.00       | 200.0       | 220         | 88%         |
|       | Overall Percentage | 85%         | Overall Percentage | %84        |
|       | 0.00        | 15.0        | 19.0        | 34.0        | 13.6%      |
|       | 1.00        | 61.0        | 155.0       | 216.0       | 86.4%      |

5.4 Comparison with Result of Classification Table for Two Statistical Methods

The most frequently used criterion for comparison between the two methods is classification. (Table 18) shows the classification results of the two statistical methods (LRA and LDA) for dependent variable diabetes disease.

(Table 17) indicates that the LRA model can correctly classify the first category Absence of disease with accuracy of step0 (65.2 %) compared (13.6 %) for LDA model . At the second presence of disease, correct classification accuracy of LRA model (98.7%) is more than the LDA model (86.4%) . As we can see from the above results, the correct classification rates for all categories by the LRA model is better than LDA model because there is (95.6%) of classified to the correct categories using LRA models, while (84%) been classified to the correct categories using LDA

Table 17: Classification Result of Two Statistical Methods LRA and LDA

|       | Observed | Predicted | Percentage |
|-------|----------|-----------|------------|
|       | LRA      | LDA       |            |
| Y 0.00 | 65.2%    | 13.6%     |            |
| Y 1.00 | 98.7%    | 86.4%     |            |
| Overall Percentage | 95.6% | 84%       |            |
5.5 **ROC Curve** in the figure 1 the ROC curve used for the classification accuracy ,for all variables.

![ROC Curve](image)

**Figure (1) Area under the Curve of all variables**

In (Table 18) The test result variable(s): $X_1, X_2, X_3, X_4, X_5, X_6, X_7$ has only one tie between the positive actual state group and the negative actual state group. the highest value is $0.897$ for (BMI) (Obesity rate) it represent the highest predictor for the risk factor

| Test Result Variable(s) | Area      |
|-------------------------|-----------|
| $X_1$ Hypertension      | 0.507     |
| $X_2$ Family History    | 0.692     |
| $X_3$ (BMI) (Obesity rate) | 0.897 |
| $X_4$ Diet (Nutrition)  | 0.485     |
| $X_5$ High Lipid in Blood | 0.596 |
| $X_6$ Physical Activity | 0.497     |
| $X_7$ Age               | 0.463     |

**Table 18: Area under the Curve of all variables**

**Ranking of the areas under curve of risk factors by ROC Curve test**

(BMI) (Obesity rate) $0.897$ , Family History $0.692$ , High Lipid in Blood $0.596$ , Hypertension $0.507$ , Physical Activity $0.497$ , Diet (Nutrition) $0.485$, and Age $0.463$

Figure ROC Curve for the highest area is $0.897$ it is the result of the ROC Curve for final model

![ROC Curve](image)

**Figure(2) Area Under the Curve for the highest area**

In (Table 19) the area under ROC curve reached $89.7\%$, and (Asymptotic Sig = $0.000$) ROC curve was used to compare prediction powers of the models

| Area     | Std. Error | Asymptotic p-value | Asymptotic 95% Confidence Interval |
|----------|------------|--------------------|-----------------------------------|
|          |            |                    | Lower Bound | Upper Bound |
| 0.897    | .053       | 0.000              | 0.792      | 1.000       |

**Table 19: Test Result all Variable(s)**
6. Conclusion

This paper consists of two parts, a theoretical part and a practical (application) part were used for two analyzes (Logistic regression Analysis) and (Linear Discriminant Analysis) for the data of size 250 individuals taken from Erbil Layla Qassem Center for Diabetes, it consists of eight variables, one of them is a dependent variable represented the (presence and absence) of diabetes, and the other seven variables are explanatory variables that represent the risk factors of diabetes which are [Hypertension, family history, body mass index (BMI), diet, high blood lipid, physical activity, and age]. Best results have been obtained by using the Logistic regression tests, which include [Score test for Variables not in the equation, predicted odds, Wald statistics, Omnibus tests, and Hosmer-Lemeshow (H-L) tests], by a reclassification of the accuracy decision prediction of the model, the accuracy percentage of the model was 95.6%, which reflects to a high ratio of prediction of Logistic Regression Analysis, but by Linear Discriminant Analysis of tests such as [Eigen value, Canonical Correlation, Wilks' Lambda, and Chi-square], the results of Eigen value and Canonical Correlation were minimal, but Wilks' Lambda and Chi Square were higher, Wilks' Lambda had a 0.728 which is nearest to no discriminatory power, and the Chi-square test had the same result. After a reclassification of the accuracy decision prediction of the model, the accuracy percentage of the model was 84%, which reflects to a lower ratio of prediction than Logistic Regression Analysis. The result of area under the ROC Curve of all variables, which is used to compare prediction powers of the models, was 0.897. This shows that the Logistic Regression Analysis has the best prediction of risk factors of diabetes and it has the appropriate model. The factors were determined according to the risk factors on diabetes ranking as follows: \[ X_2 = \text{Family History} = 6.178, X_3 = \text{BMI (Obesity rate)} = 5.652, X_5 = \text{High Lipid in Blood} = 4.375, X_6 = \text{Physical Activity} = 2.924, X_1 = \text{Hypertension} = 2.505, X_4 = \text{Diet (Nutrition)} = 2.033 \], but by the Score test for the variables not in the equation only \[ X_7 = \text{Age} \] it is not represents the risk factor.

7. Recommendations

According to the conclusion reported above we may recommend the followings:
1.- Since (Family history) is the first risk factors and the age does not represent a risk factor of diabetes so the infection does not depend on age, so it is recommend that families who have diabetes in their family history to seek attention and get continuous follow-ups starting from childhood.
2.- Obesity, High Lipid in Blood, and Hypertension are also risk factors of diabetes, so it is recommended to exercise and maintain a healthy nutritious diet, which are key factors to reduce the risk.
3.- It is recommended to use Logistic Regression methods in every medical case to obtain the best prediction.
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پوخته

ژور-le توییمو توپ شکیلی‌کان نام‌های ته‌نیم به‌تونه پای‌بندی‌که به‌رهزه‌توده‌یکه به‌رهنی لکمه‌سازی‌رفعه Linear Discriminant Analysis (LDA) توییمو توپ شکیلی‌کان (logistic) (predictor) (multivariate statistical methods) بی‌شیوه‌بکاری برخی‌کار که‌ده‌یکه به‌رهنی پنک‌یکه کردن (25) کاسپوشان ام‌اف‌ال‌بندی‌یکه لیکه‌شک انتخابی شکیلی‌که دایه‌یکه جهته‌ریزی توییمو توپ شکیلی‌کان می‌توینه‌نیم، همواره و می‌توینه‌نیم. لیکه‌شک (8) غواوم (آکسیکه پی‌ژورای پی‌چایوه (8) غواوم (آکسیکه پی‌ژورای پی‌چایوه). (8) غواوم (آکسیکه پی‌ژورای پی‌چایوه) به‌رهنی لیکه‌شک لایه‌دهی‌که، لیکه‌شک (8) غواوم (آکسیکه پی‌ژورای پی‌چایوه). (8) غواوم (آکسیکه پی‌ژورای پی‌چایوه) به‌رهنی لیکه‌شک لایه‌دهی‌که، لیکه‌شک (8) غواوم (آکسیکه پی‌ژورای پی‌چایوه). (8) غواوم (آکسیکه پی‌ژورای پی‌چایوه) به‌رهنی لیکه‌شک لایه‌دهی‌که، لیکه‌شک (8) غواوم (آکسیکه پی‌ژورای پی‌چایوه). (8) غواوم (آکسیکه پی‌ژورای پی‌چایوه).