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Abstract

We investigate the interesting impact of mobility on the problem of efficient wireless power transfer in ad hoc networks. We consider a set of mobile agents (consuming energy to perform certain sensing and communication tasks), and a single static charger (with finite energy) which can recharge the agents when they get in its range. In particular, we focus on the problem of efficiently computing the appropriate range of the charger with the goal of prolonging the network lifetime. We first demonstrate (under the realistic assumption of fixed energy supplies) the limitations of any fixed charging range and, therefore, the need for (and power of) a dynamic selection of the charging range, by adapting to the behavior of the mobile agents which is revealed in an online manner. We investigate the complexity of optimizing the selection of such an adaptive charging range, by showing that two simplified offline optimization problems (closely related to the online one) are NP-hard. To effectively address the involved performance trade-offs, we finally present a variety of adaptive heuristics, assuming different levels of agent information regarding their mobility and energy.

1 Introduction

Over the last decade, the continuously increasing development and excessive use of energy-hungry mobile devices (like smartphones, tablets, or even electric vehicles; see [Bi et al., 2016; Li and Mi, 2015]) in ad hoc networks, has given rise to the problem of efficient power management under various objectives. A viable solution to this critical problem, that has been extensively studied in the recent related literature due to...
its efficiency and wide applicability, is the Wireless Power Transfer (WPT) technology using magnetic resonant coupling \cite{Kurs2007} combined together with ultra-fast rechargeable batteries \cite{Lin2015}. By exploiting such a technology, it is possible to recharge the network devices as required and prolong their lifetime (for instance, see the papers \cite{Cannon2009,Imura2011,Wang2004} for some more recent advances on WPT using magnetic resonant coupling).

In rechargeable ad hoc networks, there are two main types of entities that are distributed in the network area, called chargers and agents, respectively. Usually, a charger is a special device that has high energy supplies and acts as a transmitter, while an agent has significantly lower battery capacity and acts as a receiver. The charger is responsible for the energy management in the network, by effectively transferring parts of its energy to the agents. In contrast, the agents are the actual network devices which consume energy while performing communication and sensing tasks (like collecting and routing data) and are, therefore, in need of energy replenishment to sustain their normal operation.

There are generally many different assumptions regarding the charging process, whether there is a single or multiple chargers that are mobile or not, as well as the information that is available about the energy levels and the locations of the (possibly mobile) agents. As the survey of all these different settings are not the main focus of this paper, we refer the interested reader to the book \cite{Nikoletseas2016}.

1.1 Our contribution

We consider ad hoc networks that consist of mobile agents and a single static charger. The agents move around in the network area and consume energy for communication purposes. The charger is assumed to have initial finite energy that can be used to replenish the battery of the agents that get in its charging range. The finite energy assumption here is well motivated in scenarios where we would like to cover isolated areas (for instance, mountains where people go hiking) and there are simply no wired sources capable to provide unlimited energy to the charger. See Section \ref{model} for a description of our model.

As the mobility and energy consumption characteristics of the agents become available online, the charger must respond to the behavior of the agents by dynamically changing its transmission power which, in turn, defines the charging range. The main objective of this adaptive selection of the charging range is to extend the network lifetime, which can be defined as the time period during which there is at least one agent with non-zero energy or the time period during which a percentage of agents have non-zero energy; of course, this is not the only objective that one may be interested in. To the best of our knowledge, this is the first paper that systematically studies the setting where the charging range is dynamically selected adaptively to the agents status.

We theoretically and experimentally showcase the need for adaptiveness. In particular, for every possible fixed range that the charger may have, we identify worst-case scenarios where there is always an adaptive solution that performs better (see Section \ref{worst_case}). In addition, we define two simplified offline optimization problems that are closely related to the online multi-objective one, and prove their computational intractability (see Section \ref{offline}). Furthermore, we design three adaptive algorithms and compare them to each other in terms of various metrics using a non-trivial simulation setup, where we consider probability distributions over randomized mobility and energy consumption scenarios that are designed to test our methods in highly heterogeneous instances (see Section \ref{evaluation}).

1.2 Related work

Mobility in ad hoc networks has been thoroughly studied and many models have been proposed over the years. Generally, such mobility models assume that the agents perform different kinds of random walks
that may depend on many different parameters \cite{Bettstetter2003, Camp2002}, and even be influenced by social network attributes that attempt to capture human behavior \cite{Hrabcak2017, Musolesi2004, Vastardis2014}. In this work, we slightly deviate from previous work and adopt a mobility model that allows us to construct many interesting mobility patterns for the agents, that can also simulate cases where human mobility may be arbitrary, greedy or even irrational.

Recharging in mobile ad hoc networks has been the focus of many research papers. Indicatively, \cite{Nikoletseas2017c} considered mobile ad hoc networks with multiple static chargers of finite energy supplies, and evaluated (using real devices) two algorithms that decide which chargers must be active during each round, in order to maximize charging efficiency and achieve energy balance, respectively. \cite{Angelopoulos2015} also considered mobile ad hoc networks, with the difference that there exists a single mobile charger that has infinite energy and traverses the network in order to recharge the agents as needed. They focused on designing optimal traversal strategies for the mobile charger with the goal of prolonging the network lifetime.

\cite{He2013} studied the energy provisioning problem to minimize the number of chargers and compute where they should be located in the network area so that all (possibly) mobile agents are always active (have or get enough energy to complete their tasks). By taking into account an agent’s velocity and battery capacity, \cite{Dai2015} showed that the agent’s continuous operation cannot be guaranteed, and introduced the Quality of Energy Provisioning (QoEP) metric to characterize the expected time that the agent is actually active.

\cite{Dai2017} considered static networks and studied the safe charging problem to maximize charging utility, while simultaneously ensuring that the electromagnetic radiation (EMR) does not exceed a threshold value at any point of the network. In \cite{Dai2018}, the authors studied a variation, where the power of each charger can be adjusted once at the beginning of time. \cite{Nikoletseas2017a} studied the low radiation efficient wireless charging problem as well, but they defined a different charging model that takes into account hardware constraints for the chargers and the agents. The last two papers are the most related ones to ours, in the sense that the power of each charger is adjustable. However, observe that since the agents are static in both models considered in \cite{Dai2018, Nikoletseas2017a}, each charger adjusts its power only once, at the beginning of the time horizon. In contrast, the power of the charger in our setting constantly changes over time, adaptively to the behavior of the mobile agents which is revealed in an online manner. Therefore, even though our setting and that of \cite{Dai2018, Nikoletseas2017a} are seemingly similar, they are fundamentally different and incomparable to each other.

On a more practical level, the idea of adapting the wireless power of the charger has been studied before in terms of carefully adjusting either its frequency or its circuit components. For instance, \cite{Si2008} presented a method to regulate the power that is transferred over a wireless link, by adjusting the resonant operating frequency of the charger. More recently, \cite{Chang2017} analyzed how the power transfer performance is impacted by the load, distance, and coil alignment of the network devices, and introduced a cognitive wireless charger, which adaptively controls the operating frequency in real-time using implicit feedback from sensing for optimal operations. \cite{Waters2012} considered adaptive impedance matching network topologies, which can automatically change the input and output impedances in order to maintain maximum wireless power transfer efficiency at a single frequency, and presented algorithms to efficiently determine the component values. Our work differs significantly from these studies as we focus more on the conceptual and algorithmic level of adaptive charging power in order to showcase its merits in improving the network lifetime, and study the hardness of coming up with efficient adaptive solutions.

There are several studies that deviate from the above modeling assumptions. In particular, \cite{Zhang2015} introduced the notion of collaborative charging, where the chargers are able to transfer energy
to each other as well. This feature was extended by [Madhja et al., 2016a] in a hierarchical structure. Furthermore, recent studies do not even use chargers, but they assume that the agents themselves are able to both receive and send power wirelessly [Madhja et al., 2016b, 2018, Nikoletseas et al., 2017b]. Another research direction deals with the simultaneous energy transfer and data collection by the charger (e.g. [Zhao et al., 2016]). In this setting, practically, the charger acts as an energy transmitter as well as a sink.

2 Model definition

There are $n$ agents that move around in a bounded network area $\mathcal{A}$, and a single static charger that is positioned at the center of $\mathcal{A}$. For simplicity, we assume that $\mathcal{A}$ is represented by a rectangle defined by the points $(0,0)$ and $(x_{\text{max}}, y_{\text{max}})$ on the Euclidean space. Hence, the position $p_{\text{charger}}$ of the charger is given by the coordinates $(\frac{1}{2} x_{\text{max}}, \frac{1}{2} y_{\text{max}})$. Further, we assume that there is a discrete time horizon $T \in \mathbb{N}_{\geq 0}$ consisting of a number of distinct rounds each of which runs for a constant period of time $\tau$. For every agent $i$, we denote by $p_i(t) = (x_i(t), y_i(t)) \in \mathcal{A}$ its position at the beginning of round $t$. The positions of the agents are updated as they move around in $\mathcal{A}$. For the charger, we denote by $R(t) \in [R_{\text{min}}, R_{\text{max}}]$ its range during round $t$. $R(t)$ is decided by the transmission power of the charger and defines a circle of radius $R(t)$ around $p_{\text{charger}}$, let $C_{R(t)} \subseteq \mathcal{A}$ denote this circle on the plane. All agents that pass through $C_{R(t)}$ during round $t$ can get recharged (if they need to).

2.1 Energy model

Let $E_i(t)$ be the energy of agent $i$ at the beginning of round $t$. All agents have the same battery characteristics in the sense that they have the same battery capacity $B$. We assume that initially all agents are fully charged, i.e., $E_i(1) = B$ for every agent $i$. During round $t$, each agent $i$ consumes an amount of energy $E_i^c(t)$ for communication purposes which depends on random sensing and routing events. Since the thorough study of such events are out of the scope of this paper, following previous work (e.g., see [Angelopoulos et al., 2015]), we simply assume that $E_i^c(t)$ follows a poisson probability distribution with expected value $\gamma_i \in [\gamma_{\text{min}}, \gamma_{\text{max}}]$. The energy of agent $i$ at the beginning of the next round $t+1$ (assuming no recharging takes place), is equal to

$$E_i(t+1) = \max \{0, E_i(t) - E_i^c(t)\}.$$

We remark that the agents are assumed to not consume any energy due to movement as the necessary energy can be supplied by different sources. For example, in any crowdsensing scenario it is supplied by the humans that carry around their smart devices.

2.2 Charging model

Let $E_{\text{charger}}(t)$ denote the energy that the charger has at the beginning of round $t$. We assume that the charger initially has some finite amount of energy $E_{\text{charger}}(1) = C$ that can be used to replenish the energy that the agents consume. In particular, if the charger has the appropriate amount of energy, then all agents that get in its range receive a positive amount of energy. Let $f_i(t)$ and $\ell_i(t)$ be the first and last

\footnote{Actually, as we will see later in much more detail, the position of the charger does not essentially affect the selection of the charging range. Since we assume the existence of a single charger, the distance of the agents from the charger is the quantity that plays the most crucial role in the determination of the charging range. However, for settings with more than two chargers, the positions of the chargers can affect the charging performance, depending on the underlying charging model.}
Figure 1: An example of all possible cases regarding the relation between the line along which an agent may travel and $C_{R(t)}$. Here, agent 1 does not get in range and, hence, $f_1(t)$ and $\ell_1(t)$ are undefined. Agent 2 starts and ends in range, agent 3 starts out of range but ends up inside, agent 4 starts inside but ends up out of range, and finally agent 5 travels through $C_{R(t)}$.

position of agent $i$ that are in range. These may or may not be defined depending on whether the agent travels through $C_{R(t)}$ or not; Figure 1 depicts an example of all possible cases about the relations between $p_i(t), p_i(t + 1), f_i(t)$ and $\ell_i(t)$. The time that agent $i$ spends in the charger’s range is then equal to

$$T^\text{in}_i(t) = \begin{cases} \frac{\|f_i(t) - \ell_i(t)\|}{v_i(t)}, & \text{if } f_i(t) \neq \ell_i(t), v_i(t) \neq 0 \\ \tau, & \text{if } f_i(t) = \ell_i(t), v_i(t) = 0 \\ 0, & \text{otherwise}, \end{cases}$$

where $\|f_i(t) - \ell_i(t)\|$ denotes the Euclidean distance between points $f_i(t)$ and $\ell_i(t)$. In order to keep our setting and discussion simple (as well as focus on the core of our problem), we assume that agent $i$ receives energy according to a simplified version of the well-known Friis transmission equation; see Section 7 for a more extensive discussion on charging models. In particular,

$$E^{\text{c}}_i(t) = \frac{\alpha \cdot R(t)^2 \cdot T^\text{in}_i(t)}{(\|p_{\text{charger}} - f_i(t)\| + \beta)^2},$$

where $\alpha$ and $\beta$ are environmental and technological constants. The energy of agent $i$ at the beginning of round $t + 1$ (accounting for both energy consumption and recharging), is equal to

$$E_i(t + 1) = \min \{B, \max\{0, E_i(t) - E^{\text{c}}_i(t) + E^{\text{r}}_i(t)\}\}.$$

Observe that the amount of energy that the agent receives must respect its battery limit. Of course, the energy of the charger is also decreased accordingly.

3 The need for adaptiveness

Here, we aim to justify the need for algorithms that dynamically change the charging range over time by adapting to the behavior of the agents. The simplest algorithm that one could come up with, is to have the range fixed during the whole period of time; this is the typical algorithm that has been used in most of the related literature so far. However, observe that there are essentially infinitely many different fixed values. Therefore, finding the one that works efficiently (with respect to the various objectives that we could be interested in) for every possible instance is improbable. In fact, in the following we will prove that this is actually impossible.
3.1 Theoretical justification

We begin by showing that for any fixed non-max range value there exists an instantiation of the agents’ movements for which no recharging will take place.

**Proposition 1.** For any range value $R < R_{\text{max}}$, there exists a scenario for which fixing the range equal to $R$ is equivalent to not using a charger at all.

*Proof.* Consider the mobility scenario according to which no agent ever passes through the circle $C_R$. Then, if the range is set to $R$ for the whole period of time, no agent will ever get recharged.

A scenario similar to the one in the proof of Proposition 1 exists even for the maximum possible range $R_{\text{max}}$. However, in such a case there exists no algorithm that can do any better. Hence, we need to make the critical assumption that all agents will pass through the circle $C_{R_{\text{max}}}$ at least once. Next, we prove a stronger statement that holds true even when we consider the maximum range value.

**Proposition 2.** There exists a scenario for which setting the charger’s range equal to any fixed value $R$ is not optimal.

*Proof.* Consider the scenario according to which the agents get in range only when their energy levels are below a threshold. This scenario captures cases where the agents correspond to humans using smart devices; they recharge their devices only when they need to. Assume that the agents have the following energy consumption characteristics. There are $n - 1$ agents with small energy consumption and a single greedy agent that consumes all of its available energy, at every round.

If the charger’s range is fixed to any $R$ during the whole time horizon, this single greedy agent can choose its in-range position so that it gets its battery fully recharged. As a result, the charger’s energy can be quickly drained out (if the initial energy is small enough), before the other agents have a chance to get recharged. In contrast, consider the algorithm that adapts to the behavior of this greedy agent and, in each round, sets the range such that this agent gets a minimum amount of energy. For example, it can set the range equal to the distance between the agent and the charger so that, according to equation (1), it gives to the agent only a small amount of energy every time. This way, the charger conserves energy for the rest of the agents and the network’s lifetime can be expanded.

3.2 Experimental justification

To experimentally demonstrate the phenomena that were observed in the previous subsection, we will now compare two fixed value algorithms and an adaptive one using a simulation setup with $n = 100$ agents that move around in a $25 \times 25$ network area $A$ following a particular mobility model over a time horizon of $T = 2500$ rounds.

Let $v_{\text{max}} = 3$ be the maximum speed that any agent may have. At the beginning of each round $t$, every agent $i$ has a speed mode $\mu_i(t) \in [3]$, which is redefined with probability $1/4$ (otherwise, it remains the same). The speed mode indicates whether the velocity of the agent takes random values in the interval $I_1 = [0, 1/4v_{\text{max}}]$, $I_2 = (1/4v_{\text{max}}, 1/2v_{\text{max}}]$, or $I_3 = (1/2v_{\text{max}}, v_{\text{max}}]$, and aims to model three kinds of movement: slow (like walking), medium (like running), and fast (like travelling in a vehicle). Each agent $i$ performs a random walk as follows. At round $t$, it starts from position $p_i(t) \in A$, and randomly chooses a new direction $\theta_i(t) \in [0, 2\pi]$ and a new velocity $v_i(t) \in I_{\mu_i(t)}$. The direction $\theta_i(t)$ together with $p_i(t)$, define a line along which the agent travels with the chosen velocity $v_i(t)$ until it reaches its final position at the
end of the round, which is the position $p_i(t+1) \in A$ at the beginning of the next round. In particular, $p_i(t+1)$ has coordinates

$$x_i(t+1) = x_i(t) + v_i(t) \cdot \tau \cdot \cos \theta_i(t)$$

and

$$y_i(t+1) = y_i(t) + v_i(t) \cdot \tau \cdot \sin \theta_i(t).$$

If these equations do not define a point in $A$, then the movement is redefined accordingly. Starting from $t = 1$ and the initial deployment of the agents in $A$, the above process is repeated for all rounds $t \in [T]$.

The charger is positioned at the center of $A$, has initial energy $C = 10^5$, and its range can take values in the interval $[1, 5]$. All agents have battery $B = 1000$ and are randomly partitioned into 4 groups, namely, $(S_1, S_2, S_3, S_4)$ of expected sizes $(n_2, n_4, n_8, n_8)$. Then, agent $i$ consumes energy following a poisson distribution with randomly chosen expected value $\gamma_i$ such that $\gamma_i \in [0, 10 \cdot 2^{j-1}]$ if $i \in S_j$. We remark that the expected values are chosen non-uniformly from the corresponding intervals so that there is heterogeneous energy consumption among the agents.

The first fixed value algorithm sets the range equal to $\frac{1}{2}(R_{min} + R_{max}) = 3$ during the whole period of time, while the second one sets the range equal to $R_{max} = 5$; to simplify our discussion, in the following we will refer to these as the 3- and 5-algorithm, respectively. The adaptive algorithm is simple and oblivious to the characteristics of the agents: at the beginning of each round, it equiprobably sets the range equal to 1 or 5; even though this adaptive algorithm is not really sophisticated, its randomized nature allows it to escape from problematic mobility scenarios.

Furthermore, we also compare these algorithms to the optimal one when the charger is given infinite energy. This optimal algorithm of course sets the range equal to the maximum possible during any round. Its performance serves as an upper bound that is unreachable by any algorithm when the charger has finite energy.

We present results for two different setups corresponding to two different mobility scenarios. In the first one, all agents randomly move around the whole network area. In the second one, no agent is allowed to pass through the circle $C_3$. The first scenario aims to capture random movements, while the second one follows Proposition 1 and serves as an extreme case for small range values. Recall that we would like our algorithms to perform efficiently in both scenarios, as the agents’ characteristics are generally unknown and become partially available in an online manner.

Figure 2 depicts the performance of the algorithms with respect to three different objectives:

- the number of charges (in Figures 2a and 2d),
- the number of working agents that either have energy at the beginning of a round or get recharged during it (in Figures 2b and 2e), and
- the number of agents with adequate energy to complete their communication tasks during a round (in Figures 2c and 2f).

Notice that the mobility model we consider here is similar to the random way-point model, but we also allow for special restrictions in the movements of the agents that give birth to many interesting and extreme scenarios like the ones identified in Section 3.1; this way we can also partially avoid some harmful properties of the random way-point model (for instance, convergence of the agents towards the center of the network area, where the charger is positioned [Yoon et al. 2003]). Let us remark here that we do utilize these worst-case scenarios in our experimental evaluation in Section 6 where we consider probability distributions over both general and special mobility scenarios to test our algorithms in highly heterogeneous settings.
Figure 2: Comparison between two fixed value algorithms and the randomized adaptive algorithm that chooses between the minimum and the maximum range equiprobably at each round. Figures (a)–(c) correspond to the scenario where all agents randomly move around the network area, while Figures (d)–(f) correspond to the scenario where the agents are not allowed to enter $C_3$. Figures (a) and (d) depict the number of charges over time. Figures (b) and (e) depict the number of working agents over time. Finally, Figures (c) and (f) depict the number of agents that have adequate energy to fully complete a communication task during each round. For statistical smoothness, the simulation has been repeated for 100 times and the depicted lines correspond to average performance.
The third objective (number of agents with adequate energy) is stronger than the second one (number of working agents), and the fact that the corresponding figures are very similar indicates that the quality of the recharges is sufficient.

As expected, in both simulations, the 5-algorithm recharges more agents during the early rounds, essentially simulating the infinite-energy optimal algorithm. However, since the charger’s energy is finite, it is drained out quickly. On the other hand, the 3-algorithm consistently recharges less agents but over a longer period of time in the first simulation, while it performs poorly and is equivalent to not having a charger (zero charges) in the second simulation. The adaptive algorithm performs sufficiently in the first simulation where it strikes a balance between the two fixed value algorithms, while it outperforms both of them in terms of keeping the network active for longer time in the second simulation. Notice the difference between the 3-algorithm and the adaptive one, even though the expected range of the latter is exactly equal to 3.

4 Optimization problems

In this section, we define two simplified offline optimization problems and prove their computational intractability. These two problems are closely related to the online one, which we defined in the previous sections, and each of them focuses on optimizing a particular objective goal. Specifically, the first objective is to maximize the number of charges that the charger performs during a given time horizon, which naturally quantifies the working utilization of the charger. The second objective is to maximize the number of rounds during which the network is active; this is of course desirable since the whole point of carefully managing the charging process is in order to be able to extend the lifetime of the network. The hardness of these two optimization problems is only indicative of the hardness of the actual online multi-objective problem. Since the mobility and energy consumption characteristics of the agents are revealed in an online manner, we are missing the appropriate information to optimally compute the most efficient sequence of charging ranges. The hardness of the two problems indicates that even if we did have this information, there will always exist instances that cannot be quickly solved.

As input, we are given all information about the behavior of the agents during a time horizon $T$. The charger has initial energy $C$ and its range can be chosen from a set of $k$ distinct values $\{R_1, \ldots, R_k\}$ such that $0 \leq R_1 < \ldots < R_k$. All non-fully charged agents that are in the specified charging range receive appropriate energy according to the adopted charging model. For any $t \in [T]$, the objective of MNC (standing for Maximize Number of Charges) is to set the range $R(t)$ of the charger in order to maximize the total number of recharged agents until the charger is left out of energy. The objective of MNL (standing for Maximize Network Lifetime) is to set the range $R(t)$ in order to maximize the total rounds during which there exists at least one agent with non-zero (strictly positive) energy.

**Theorem 1.** MNC is NP-hard, even for two range values.

**Proof.** We use a reduction from the Knapsack Problem (KP, for short) which is known to be NP-hard [Garey and Johnson 1979]. Its formal description is as follows.

KP: Consider a collection of $q$ items $a_1, \ldots, a_q$ such that item $a_i$ has value $v(a_i) \in \mathbb{R}_{\geq 0}$ and weight $w(a_i) \in \mathbb{R}_{\geq 0}$. We are given a knapsack of capacity $W \in \mathbb{R}_{\geq 0}$, and the goal is to select a set of items of total weight at most $W \in \mathbb{R}_{\geq 0}$ in order to maximize the total value of these items.
Given an instance of KP we will design an instance of MNC. First, without loss of generality, we assume that the values of the items as well as the weight \( W \) of the knapsack in the instance of KP are rescaled so that they are integer numbers (for example they are all multiplied by some large number). Second, there are no items with zero value (as such items can be discarded) and no items with zero weight (as such items are for free).

Now, our MNC instance is as follows:

- There are \( n = \max_t v(a_t) \) agents with battery \( B = \max_t \frac{w(a_t)}{v(a_t)} \).
- The initial energy of the charger is \( C = W \) (the knapsack corresponds to the charger).
- There are \( T = q \) rounds (every item corresponds to a round) and each of them lasts for a unit of time.
- The range of the charger can either be set to 0 or \( R = \max_t \sqrt{\frac{w(a_t)}{v(a_t)}} \); essentially, the charger is either inactive or active (and its range is \( R \)).
- For each round \( t \), the movement and energy consumption characteristics of the agents are as follows. At the beginning of the round, all agents are fully charged. There is a set \( A_t \) of exactly \( v(a_t) \) agents at distance \( d_t = R \sqrt{\frac{v(a_t)}{w(a_t)}} \), each of whom travels along the circle \( C_{d_t} \), and consumes energy equal to \( \frac{w(a_t)}{v(a_t)} \leq B \) in case the charger is active, and 0 otherwise; such an energy consumption may be due to the communication of the agents with the charger itself. All other agents (if there are any) do not have any energy consumption during round \( t \) and move arbitrarily (but consistently to future positioning requirements).

Now, let us focus on an arbitrary round \( t \in [q] \). If the charger is inactive during this round, then of course no agent gets recharged. However, according to the above specified energy consumption characteristics, all agents remain fully charged in such a case. On the other hand, if the charger is active during round \( t \), then according to equation \( (1) \) with \( \alpha = 1 \) and \( \beta = 0 \), every agent in \( A_t \) receives energy equal to
\[
\frac{R^2}{d_t^2} = \frac{R^2}{R^2 \sqrt{\frac{v(a_t)}{w(a_t)}}} = \frac{w(a_t)}{v(a_t)},
\]
which is exactly its energy consumption during this round. Therefore, the charger needs to spend \( w(a_t) \) units of energy in total in order to fully recharge these \( v(a_t) \) agents during round \( t \). In other words, the number of charges corresponds to the total value of the selected items and the total needed energy corresponds to the total weight of these items. Consequently, any set of items with maximum total value satisfying the knapsack capacity corresponds to a set of rounds during which the charger is active with maximum number of charges satisfying the initial energy of the charger, and vice versa. The proof is complete.

**Theorem 2.** MNL is NP-hard, even for one agent and two range values.

**Proof.** We again use a reduction from KP (see the proof of Theorem 1 for its formal definition). Given an instance of KP, we define an instance of MNL:

- There is a single agent with battery \( B = \max_i w(a_i) \).
- The initial energy of the charger is \( C = W \) (the knapsack corresponds to the charger).

\[ \square \]
• Every round lasts for a unit of time.
• The charger can either be inactive with zero range or active with range \( R = \max_i \sqrt{\frac{w(a_i)}{v(a_i)}} \).
• During the first round \( t_1 \), the agent is out of the range of the charger and consumes all of its battery. For each item \( i \in [q] \), there is time horizon \( T_i \) consisting of \( v(a_i) \) rounds. During the first of these rounds the agent is in range at fixed distance \( d_i = R \sqrt{\frac{1}{w(a_i)}} \) (for example it travels along the circle \( C_{d_i} \) or is static), while for the remaining \( v(a_i) - 1 \) rounds, the agent moves out of range and has a total energy consumption of \( w(a_i) \) so that during all these rounds it has non-zero energy.
  These \( q \) time horizons are continuous, given a permutation of the items: \( T = t_1 \cup_i T_i \).

If the charger is inactive during the first round of any time horizon \( T_i \), then the agent does not get and does not have any energy during \( T_i \) (a total of \( v(a_i) \) rounds). On the other hand, if the charger is active during the first round of \( T_i \), since the agent is at distance \( d_i \) from the charger, and using equation (1) with \( \alpha = 1 \) and \( \beta = 0 \), the energy that the agent receives by the charger is equal to

\[
\frac{R^2}{d_i^2} = \frac{R^2}{R^2 \frac{1}{w(a_i)}} = w(a_i),
\]

which is exactly the energy that it consumes during \( T_i \). Therefore, if the charger is active during the first round of \( T_i \), the agent is active for \( v(a_i) \) rounds and the charger spends \( w(a_i) \) units of energy. As a result, the number of rounds that the agent is active is equal to the total value of the selected items. Hence, any set of items with maximum total value satisfying the knapsack capacity corresponds to a set of time horizons with maximum number of rounds (during which the agent is active) satisfying the energy capacity of the charger, and vice versa. The proof is complete.

\section{Maximizing the network lifetime: the case of one agent and on-off charger}

Here, we consider the very restricted version of the optimization MNL problem with a single agent, while the charger can be either active (with some charging range) or inactive (with zero range); we refer to this restriction as 1-MNLb. We next show that 1-MNLb can be reduced to the Knapsack problem (KP).

\textbf{Theorem 3.} The 1-MNLb problem reduces to KP.

\textit{Proof.} Consider an instance of 1-MNLb with time horizon \( T \) and active range equal to \( R > 0 \). We construct the following instance of KP:

• The capacity of the knapsack is equal to the initial energy of the charger: \( W = C \).
• For every round \( t \in [T] \), there is an item \( \alpha_t \) with value \( v(\alpha_t) = 1 \) and weight \( w(\alpha_t) \) that depends on the position and energy of the single agent \( x \):

\[
w(\alpha_t) = \begin{cases} \frac{\alpha \cdot R^2 \cdot T_{\text{ph}}(t)}{||p_{\text{charger}} - f_x(t)||^2 + \beta^2}, & \text{if } f_x(t) \text{ is defined} \\ W + \epsilon, & \text{if } f_x(t) \text{ not defined and } E_x(t) = 0 \\ 0, & \text{if } f_x(t) \text{ not defined and } E_x(t) > 0 \end{cases}
\]
Observe that if the agent does not enter the circle \( C_R \) or the charger has range \( R(t) = 0 \) during round \( t \), then \( f_x(t) \) is not defined.

- If the agent has zero energy, then the item \( \alpha_t \) has weight that exceeds the capacity of the knapsack and, therefore, it cannot be selected in any solution of the KP instance.
- If the agent has strictly positive energy, the weight of item \( \alpha_t \) is zero and it can always be selected in the KP instance since it is for free.

In the case where the agent enters the circle \( C_R \) and the charging range is \( R(t) = R \), then \( f_x(t) \) is defined and the weight of the corresponding item \( \alpha_t \) is exactly equal to the energy that the agent will receive by the charger. Therefore, the decision of setting \( R(t) = R \) at some round \( t \) during which the agent enters the circle \( C_R \) is equivalent to the decision of selecting the corresponding item \( \alpha_t \) to the knapsack instance. We can now conclude that any charging sequence that maximizes the number of rounds during which the agent has strictly positive energy defines a feasible selection of items (corresponding to rounds during which the agent has positive energy – either due to residual energy or due to recharging) of maximum value for the KP instance, and vice versa. □

Due to Theorems 2 and 3 and the fact that KP admits a fully polynomial time approximation scheme [Vazirani, 2001], we obtain the following statement.

**Corollary 1.** There exists an FPTAS for the 1-MNLb problem.

Of course, the existence of such a strong approximation algorithm for the 1-MNLb problem is of theoretical interest only. Besides its specialization on the case of one agent, it requires full knowledge of the characteristics of the agent throughout the time horizon, which is unrealistic.

## 6 Adaptive algorithms and experimental evaluation

We propose three adaptive (heuristic) algorithms and experimentally compare them to each other. The algorithms are presented in an increasing order in terms of the knowledge they require in order to decide the charging range during any round \( t \). The first algorithm uses information about the position \( p_i(t) \) of every agent \( i \) for whom it is \( p_i(t) \in C_{R_{\max}} \). The other two algorithms require information about the positions \( p_i(t) \) and \( p_i(t+1) \) as well as the energy level \( E_i(t) \) of every agent \( i \) in \( A \). Moreover, the third algorithm needs additional information about the energy consumption of the agents. As one can see by their definitions below, the algorithms also differ substantially in their computational complexity as well.

**Least Distant Agent or Maximum Range (LdMax)** The LdMax algorithm uses a parameter \( q \in [0, 1] \) and works as follows. At the beginning of each round \( t \), it sets

\[
R(t) := \begin{cases} 
\max \{ R_{\min}, \min_{i \in A} |p_{\text{charger}} - p_i(t)| \} & \text{with probability } q \\
R_{\max} & \text{otherwise.}
\end{cases}
\]

Here, we implicitly assume that the communication range of the charger is equal to the maximum possible charging range. Therefore, all agents that are within the maximum range at the beginning of a round can simultaneously send all necessary information (position, direction, speed, current energy level, and energy that will be consumed during the round) to the charger. Of course, such a communication process can be performed efficiently only for small-scale networks, where the agents are inherently quite close to the charger. See the discussion in Section 7 for generalizations of our model that could be considered for networks of larger scale.
This is a generalization of the randomized algorithm that we considered in Section 3 which sets the range equiprobably to $R_{\min}$ or $R_{\max}$. The difference here is that there is a probability of setting the range equal to the distance between the charger and its closest agent (if this is a valid range value) in order to capture worst-case scenarios where there are no agents close to the charger.

**Maintain Working Agents (MWA)** The MWA algorithm uses a parameter $\mu \in [n]$ and, during each round $t$, sets the range $R(t)$ in an attempt to guarantee that there are at least $\mu$ working agents in the network (i.e. agents that either have positive energy at the beginning of the round or get recharged during it). To find the appropriate range $R(t)$ it works as follows. First, it counts the number $k_1(t)$ of agents that are in $C_{R_{\max}}$ and have positive energy at the beginning of the round. If $k_1(t) \geq \mu$, then it sets $R(t) := R_{\min}$ since the requirement is already satisfied. Otherwise, it counts the number $k_2(t)$ of agents that have zero energy at the beginning of the round and $p_i(t) \in C_{R_{\max}}$ or $p_i(t+1) \in C_{R_{\min}}$. If $k_1(t) + k_2(t) < \mu$, then it sets $R(t) := R_{\max}$ since the requirement cannot be satisfied. Otherwise, it searches for the smallest $R^*$ such that the circle $C_{R^*}$ covers at least $\mu - k_1(t)$ agents, and sets $R(t) := R^*$.

**Maximize Charges over Energy Ratio (MCER)** Let $\mathcal{R}$ be a set of discrete range values in $[R_{\min}, R_{\max}]$. Let $\nu_j(t)$ be the number of agents that get recharged when the range is equal to $R_j \in \mathcal{R}$ during round $t$, and let $\varepsilon_j(t)$ be the total given energy in this case. The MCER algorithm uses a parameter $\lambda \geq 1$ and sets

$$R(t) := \arg \max_{R_j \in \mathcal{R}} \frac{\nu_j(t)\lambda}{\varepsilon_j(t)}.$$

This algorithm is inspired by a simple greedy 2-approximation algorithm for the Knapsack problem and attempts to strike a balance between the number of charges and the energy that it has to give in order to perform these charges. However, observe that it needs to perform many heavy computations as, in order to choose the best range, it has to simulate the whole recharging process multiple times.

### 6.1 Simulation Setup

We now experimentally compare these adaptive algorithms. We consider a simulation setup similar to the one we considered in Section 3.2. There are $n = 100$ agents that move around in a $25 \times 25$ network area $\mathcal{A}$ following the mobility model described in Section 3.2 such that each agent has $v_{\max} = 3$ and speed mode that is redefined with probability $1/4$ in each round. The charger is positioned at the center of $\mathcal{A}$, has initial energy $C = 10^5$, and its range can take values in $[1, 5]$. All agents have battery $B = 1000$ and are randomly partitioned into 4 groups ($S_1, S_2, S_3, S_4$) of expected sizes ($\frac{n}{8}, \frac{n}{4}, \frac{n}{8}, \frac{n}{4}$). Then, agent $i$ consumes energy following a poisson distribution with randomly chosen expected value $\gamma_i$ such that $\gamma_i \in [0, 10 \cdot 2^{j-1}]$ if $i \in S_j$.

For the agent mobility behavior we consider three randomized scenarios:

- (S1) All agents randomly move around in $\mathcal{A}$;
- (S2) Choose $R \in [R_{\min}, \frac{1}{2} R_{\max}]$ uniformly at random so that no agent is allowed to enter circle $C_R$;

We remark that the setup that we present here is only indicative. Actually, we have experimented with many different setups that differ on the number of agents and their battery capacity, the network size, and the initial energy of the charger. For all such setups, the relative performance of our algorithms is similar.
• (S3) Choose $\delta \in \left[\frac{n}{10}\right]$, $R_\ell \in \left[R_{\text{min}}, \frac{1}{2}(R_{\text{min}} + R_{\text{max}})\right]$ and $R_h \in \left[\frac{1}{4}(R_{\text{min}} + R_{\text{max}}), R_{\text{max}}\right]$ uniformly at random so that $\delta$ agents live in the ring $C_{R_h} \setminus C_{R_\ell}$, while the remaining $(n - \delta)$ agents randomly move around in $A$.

We create a probability distribution over these three mobility scenarios by repeating our simulation for 100 times so that a different scenario is chosen equiprobably every time. Observe that there are many different random choices to be made and these give birth to many different instantiations. The goal is to test our algorithms under a highly heterogeneous setting.

### 6.2 Results and interpretation

After extensive fine-tuning of the parameters used by our adaptive algorithms, we have concluded that setting $q = 0.9$, $\mu = 15$ and $\lambda = 2$ are the best values for the particular simulation setup that we consider here. In general, we expect $q$ to depend heavily on the density of the network; it should be smaller for more sparse networks. On the other hand, $\lambda = 2$ seems to nicely balance the ratio considered by MCER due to the fact that the given energy is of square order according to equation (1). Finally, parameter $\mu$ can be picked by the designer to maintain a sufficient number of agents, depending on the needs of the network, the energy of the charger, etc.

Figure 3 depicts the performance of the adaptive algorithms as well as that of the fixed $R_{\text{max}}$ value algorithm over time, with respect to various metrics:

- the charger’s energy (Figure 3b);
- the charging range (Figure 3a);
- the number of charges (Figure 3c);
- the number of working agents (Figure 3d);
- the number of agents with adequate energy (Figure 3e);
- the charging frequency of the agents (Figure 3f).

Due to its definition, MWA guarantees for a long period of time a stable number of working agents (as well as agents with adequate energy). However, MCER seems to outperform the other two algorithms in terms of the total number of charges and the charging frequency of the agents. Essentially, MWA and MCER work in exactly opposite ways, while LdMax lies somewhere in-between of these two, due to its randomized nature.

To interpret this data, we will briefly analyze how MWA and MCER respond to the behavior of the agents by inspecting Figure 3a which displays the evolution of the charging range over time depending on the algorithm. During the early rounds of the simulation, most of the agents are considered working since they are initially fully charged. Therefore, the requirement of maintaining 15 working agents is trivially satisfied and MWA starts by having the minimum possible range, so that it stores energy for future use (see Figure 3b). In contrast, MCER chooses a higher range in order to perform more charges while giving

---

We should remark that we compare our three adaptive algorithms only to each other, as well as to the fixed max range algorithm, and not with the actual optimal solution. Unfortunately, for our simulation setup, where the charge range can take values in the continuous interval $[1, 5]$, the space of possible charging range sequences, over which we need to search in order to compute the optimal one, is extremely huge and requires the solution to instances of intractable problems; this would be true even if we considered much simpler setups (like restricting the charging range to take only two possible values).
Figure 3: Comparison between the three adaptive algorithms LdMax(0.9), MWA(15) and MCER(2) as well as the fixed $R_{\text{max}}$ value algorithm. Figure (a) depicts the evolution of the charging range over time. Figure (b) depicts the decrease of the charger’s energy over time. Figure (c) depicts the number of charges that were performed over time. Figure (d) depicts the number of working agents over time. Figure (e) depicts the number of agents with adequate energy over time. Figure (f) depicts the charging frequency of the agents (the number of times they were recharged). The simulated data presented here are averages over 100 executions. The performance of each algorithm in the different executions is robust and sharply concentrated around the depicted average value.
away little energy; since the agents already have energy, they request only a small amount of energy when they get in range, which means that the cost (in energy) per charge is quite small. However, as the time progresses, the energy levels of the agents gradually get lower, there are less working agents, and when an agent gets in range requests for more energy. As a result, MWA is forced to increase the range in order to keep satisfying the requirement of maintaining 15 working agents, while MCER decreases its range as the cost per charge has increased substantially.

### 6.3 Some scalability issues

We have also experimented with many different values for the number of agents, their battery, as well as the initial energy of the charger. Our results are scalable in the sense that these parameters seem to affect only the network lifetime (it is either increased or decreased) and not the relative performance of the algorithms. Indicatively, Figure 4 showcases the performance of our adaptive algorithms, in terms of the number of working agents, when there are 80, 100 and 120 agents, respectively. We remark that, by keeping the network area size fixed and changing the number of agents, we essentially create networks of different densities. However, for networks that operate in larger areas, our setting (using a single static adaptive charger) clearly does not scale well and may result in poor charging performance; see the related discussion in the next section.

### 7 Conclusion and possible extensions

In this paper, we studied the problem of dynamically selecting the appropriate charging range of a single static charger in order to prolong the lifetime of a network consisting of mobile agents. We showcased the hardness of the problem by proving the intractability of the two related offline optimization problems MNC and MNL, and presented three interesting heuristics that perform fairly well in the simulation setups that we considered. Of course, there are multiple interesting future directions.

Can we design improved adaptive algorithms with provable efficiency guarantees that perform sufficiently well under any possible scenario, regardless of the mobility and energy consumption characteristics of the agents? A first possible way towards this goal could be to focus on simple fixed range algorithms and algorithms that periodically alternate between different fixed range values (either obliviously or by taking into account some of the agent characteristics). Even though we can easily construct particular worst-case scenarios for which such algorithms perform poorly (like the ones considered in Sections 3 and 4), there might exist families of interesting special cases where the performance of fixed range algorithms is approximately optimal.

Another way to try to tackle the above question, would be to consider a machine learning like approach. In particular, given statistical information (a prior probability distribution) about the behavior of the agents, is it possible to learn the “correct” sequence of values for the charging range in order to prolong the network lifetime as much as possible, while maintaining a fair amount of working agents? We remark that our algorithms do not exploit such training information, and function based only on the online behavior of the agents. Therefore, it is natural to expect that there exist heuristics which significantly outperform the ones that we have proposed in this paper; this is especially true given the experimental performance of LdMax, which is an oblivious randomized heuristic.

The setting that we have studied in this paper is simple and fundamental, but also extremely limited, since using a single static charger may result in poor charging performance when the network area is too large. If the distance between the charger and the agents becomes extremely high, then either the charging
Figure 4: Comparison of the adaptive algorithms LdMax(0.9), MWA(15) and MCER(2) in terms of the number of working agents when there are (a) 80, (b) 100, and (c) 120 agents. Observe that in case (a) the network is more sparse than in case (b), while in case (c) it is even more dense. As a result, there are less and more agents passing through the range of the charger, respectively. This has an analogous impact on the number of working agents and the lifetime of the network as depicted in the three figures.

range has to be high as well or the agents will not get recharged. Therefore, it is important to also study the natural generalization of using multiple adaptive chargers which may be able to move around and scan the network, or even charge each other in a peer-to-peer manner. In a sense, such a setting would couple (in a non-trivial way) as well as generalize our work together with that of [Angelopoulos et al., 2015], and definitely deserves investigation. It is worth remarking that, in such settings, since the agents may be able to receive energy from multiple chargers simultaneously (in case the ranges of different chargers overlap and the corresponding agent technology allows multiple recharging), besides the mobility and consumption characteristics of the agents, the locations of all chargers can also critically affect the charging range of each charger.

Finally, in this paper we have modeled the amount of energy that the charger can give to an agent using a simplified version of Friis transmission equation, which is one-dimensional (scalar) and implicitly assumes that charging is a binary process: once an agent is out of range, it does not receive any energy. Therefore, it would be extremely interesting to also consider alternative, more realistic, charging models. One such example, which is able to capture superadditive and cancellation effects in the case of multiple
chargers, is the vector model that has recently been considered in [Katsidimas et al., 2017; Naderi et al., 2015].
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