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Abstract

Device activity detection is one main challenge in grant-free massive access, which is recently proposed to support massive machine-type communications (mMTC). Existing solutions for device activity detection fail to consider inter-cell interference generated by massive IoT devices or important prior information on device activities and inter-cell interference. In this paper, given different numbers of observations and network parameters, we consider both non-cooperative device activity detection and cooperative device activity detection in a multi-cell network, consisting of many access points (APs) and IoT devices. Under each activity detection mechanism, we consider the joint maximum likelihood (ML) estimation and joint maximum a posterior probability (MAP) estimation of both device activities and interference powers, utilizing tools from probability, stochastic geometry, and optimization. Each estimation problem is a challenging non-convex problem, and a coordinate descent algorithm is proposed to obtain a stationary point. Each proposed joint ML estimation extends the existing one for a single-cell network by considering the estimation of interference powers, together with the estimation of device activities. Each proposed joint MAP estimation further enhances the corresponding joint ML estimation by exploiting prior distributions of device activities and interference powers. The proposed joint ML estimation and joint MAP estimation under cooperative detection outperform the respective ones under non-cooperative detection at the costs of increasing backhaul burden, knowledge of network parameters, and computational complexities. Numerical results show the substantial gains of the proposed designs over well-known existing designs and reveal the importance of explicit consideration of inter-cell interference, the value of prior information, and the advantage of AP cooperation in device activity detection.
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I. INTRODUCTION

Driven by the proliferation of Internet of Things (IoT), massive machine-type communication (mMTC) has been identified as one of the three generic services in the fifth generation (5G) cellular technologies [3]–[6]. Massive access is a critical and challenging task for supporting mMTC. Although a large number of devices are associated with a single access point (AP), only a small number of devices are active at a time, and a small amount of data is transmitted from each active device. The traditional grant-based random access with orthogonal sequences is no longer effective for mMTC due to the heavy access overhead. Therefore, grant-free massive access is recently proposed as an essential technique for supporting massive access. In most grant-free massive access schemes, each device is assigned a specific pilot sequence, all active devices send their pilot sequences, and each AP detects the activities of its associated devices [4], [5]. A primary challenge at each AP is to identify the set of active devices in the presence of an excessive number of potential devices, as it is not possible to assign mutually orthogonal pilot sequences to all devices within a cell.

Due to inherent sparse device activities in mMTC, device activity detection can be formulated as compressed sensing (CS) problems and solved by many CS-based algorithms. In [11], the authors consider device activity detection and channel estimation and propose a modified Bayesian CS algorithm, which exploits the active device sparsity and chunk sparsity feature of the channel matrix. In [12], the authors consider joint activity and data detection and apply the greedy group orthogonal matching pursuit (GOMP) algorithm, which exploits block-sparsity information of the detected data. In [13], the authors propose a message passing-based block sparse Bayesian learning (MP-BSBL) algorithm for device activity detection and channel estimation, which has much lower computational complexity compared to the block orthogonal matching pursuit  

1Device activity detection itself is a fundamental problem in grant-free massive access. For applications where active devices do not send data, only device activity detection is required. For applications where active devices have very few data to transmit, data can be embedded into pilots [7], and joint activity and data detection (which can be easily extended from device activity detection [2], [8]) is required. For applications where active devices have many of data to transmit, joint activity detection and channel estimation [9] or separate activity detection and channel estimation (with conventional channel estimation methods given detected device activities [10]) can be conducted.
(BOMP) algorithm. In [9] and [14], the authors consider joint device activity detection and channel estimation and propose approximate message passing (AMP) algorithms, which exploit the statistical channel information. In [15] and [7], the authors employ efficient AMP-based algorithms for device activity detection and channel estimation and analyze achievable rates. Reference [16] adopts the AMP-based algorithm for non-cooperative and cooperative device activity detections in a multi-cell network.

Recently, maximum likelihood (ML) estimation-based device activity detection designs are proposed and analyzed in [8], [17]–[19]. Specifically, in [17], the authors formulate the device activity detection as an ML estimation problem and propose a coordinate descent algorithm to solve the non-convex estimation problem. Reference [18] employs the ML-based approach for the data detection in an unsourced massive random access, where each device transmits a codeword from the same codebook, and the AP aims to detect the transmitted codewords rather than the device activities. In [8], the authors extend the ML-based approach to joint device activity and data detection and analyze the estimation error distribution. In [19], the authors adopt the ML-based approach for device activity detection, and analyze the estimation error distribution. It is shown that the ML-based approach significantly outperforms the AMP-based algorithms in activity detection accuracy, especially when the length of pilot sequences is short and the number of antennas at each AP is moderate or large [8], [17], at the cost of computational complexity increase.

On the other hand, deep learning-based approaches are proposed for device activity detection problems [10], [20]–[22]. Specifically, in [20], the authors employ a deep neural network (DNN) to identify a device that is most likely to be falsely alarmed under the AMP-based algorithms to improve activity detection and channel estimation performance. In [21], the authors propose a DNN-aided MP-BSBL algorithm for device activity detection and channel estimation, which transfers the iterative message passing process of MP-BSBL in [13] from a factor graph to a DNN, mainly to alleviate the convergence problem of the MP-BSBL algorithm. In [10], the authors use auto-encoder in deep learning to jointly design pilot sequences and activity detection (or channel estimation) methods, which can exploit properties of sparsity patterns to a certain extent. However, the proposed model-driven approaches in [10] rely on methods that cannot effectively utilize general correlation in device activities. In [22], the authors establish a DNN model for grant-free nonorthogonal multiple access (NOMA) based on a deep variational auto-encoder whose decoder jointly detects device activities and transmitted symbols.
Note that [7]–[15], [17]–[22] consider device activity detection in single-cell networks without inter-cell interference; [16] considers inter-cell interference in non-cooperative device activity detection for multi-cell networks, but does not take inter-cell interference into account in cooperative device activity detection for multi-cell networks. Hence, the resulting algorithms may not provide a desirable detection performance in practical mMTC with nonnegligible interference from massive IoT devices in other cells. In addition, notice that the ML-based algorithms in [8], [17]–[19] do not consider prior knowledge on sparsity patterns of device activities; the CS-based algorithms in [7], [9], [11]–[16] and the deep learning-based approaches in [10], [20]–[22] only exploit the active probability for independently and identically distributed (i.i.d.) device activities, specific simple sparsity patterns, (such as group sparsity), or limited correlation of device activities. Hence, these algorithms may not achieve promising detection performance when device activities possess arbitrary sparsity patterns. Last, notice that the algorithms in [10], [20]–[22] cannot efficiently adapt to different network setups or provide (theoretical) performance guarantees.

In summary, how to systematically and rigorously take into account inter-cell interference and prior knowledge on sparsity patterns to maximally improve device activity detection in multi-cell networks remains an open problem. In this paper, we would like to shed some light on this problem. In particular, given different numbers of observations and network parameters, we consider non-cooperative device activity detection and cooperative device activity detection, both in the presence of inter-cell interference, in a multi-cell network consisting of many APs and IoT devices. Under each activity detection mechanism, we investigate two scenarios, with and without prior distributions on device activities and interference powers. The main contributions of this paper are listed as follows.

- When prior distributions are not available, we consider the joint ML estimation of both the device activities and interference powers under each activity detection mechanism. The challenges of incorporating interference lie in the modeling of inter-cell interference in grant-free massive access and the joint estimation of the device activities and interference powers. Under each activity detection mechanism, by carefully approximating the interference powers, we first obtain a tractable expression for the likelihood of observations in the presence of inter-cell interference. Then, we formulate the joint ML estimation problem, which is a challenging non-convex problem. By making good use of the problem structure, we propose a coordinate descent algorithm that converges to a stationary point. Each proposed joint ML
estimation successfully extends the existing ML estimation for a single-cell network \cite{ref17} to a multi-cell network.

- When prior distributions are known, we consider the joint MAP estimation of both the device activities and interference powers under each activity detection mechanism. Specifically, we adopt the multivariate Bernoulli (MVB) model \cite{ref23} to capture a general distribution of (possibly correlated) random device activities. We also present some typical instances for the MVB model. To our knowledge, general correlation among device activities has not yet been theoretically investigated or effectively utilized via neural networks for device activity detection in grant-free massive access \cite{ref7}–\cite{ref9}, \cite{ref14}–\cite{ref19}. Under each activity detection mechanism, using tools from stochastic geometry, we derive a tractable expression for the distributions of the interference powers. Based on the prior distributions of the device activities and interference powers together with the conditional distribution of the observations in the presence of inter-cell interference, we formulate the joint MAP estimation problem, which is a more challenging non-convex problem. By exploiting the problem structure, we propose a coordinate descent algorithm that converges to a stationary point. Each proposed joint MAP estimation further enhances the corresponding joint ML estimation by taking the prior information on the device activities and interference powers into consideration. We also show that the influence of the prior information reduces as the number of antennas increases.

- Finally, we show the substantial gains of the proposed designs over well-known existing designs by numerical results. The numerical results also demonstrate the importance of explicit consideration of inter-cell interference, the value of prior information, and the advantage of AP cooperation in device activity detection.

The rest of this paper is organized as follows. Section II describes the system model for grant-free massive access and introduces the non-cooperative and cooperative activity detection mechanisms. Section III considers the joint ML and MAP estimations of device activities and interference powers under non-cooperative detection. Section IV considers the joint ML and MAP estimations of device activities and interference powers under cooperative detection. Numerical results are provided in Section V. Finally, Section VI concludes this paper.
As shown in Fig. 1, we consider a multi-cell network which consists of $M$-antenna APs and single-antenna devices. The locations of APs are distributed according to the hexagonal grid model with the side length of each hexagonal cell equal to $R$. The APs and their cells are indexed by $j$ and the set of indices of APs is denoted as $\mathcal{J} \triangleq \{0, 1, \cdots\}$. The devices remain stationary or move slowly over time. The devices are indexed by $i$, and the set of indices of devices is denoted as $\mathcal{I} \triangleq \{1, 2, \cdots\}$. Let $a_i \in \{0, 1\}$ denote the activity state of device $i$, where $a_i = 1$ indicates that device $i$ is active, and $a_i = 0$ otherwise. Denote $\Phi_j$ as the set of indices of the devices in cell $j$. Let $N_j \triangleq |\Phi_j|$ denote the number of devices in cell $j$. Denote $a_j \triangleq (a_i)_{i \in \Phi_j} \in \{0, 1\}^{N_j}$ as the activity vector of devices in cell $j$. We consider both large-scale fading and small-scale fading. Let $d_{i,j}$ denote the distance between device $i$ and AP $j$. We consider a narrow-band system [7], [9], [14], [15]. We adopt the commonly used power-law path loss model for large-scale random networks [24]–[26], i.e., transmitted signals with distance $d$ are attenuated with a factor $d^{-\alpha}$, where $\alpha \geq 2$ is the path loss exponent [25]. Let $\gamma_{i,j} \triangleq d_{i,j}^{-\alpha}$ denote the path loss between device $i$ and AP $j$. For small-scale fading, we consider the block fading channel model, i.e., the channel is static in each coherence block and changes across blocks in an i.i.d. manner. Let $h_{i,j} \in \mathbb{C}^M$ denote the small-scale fading coefficient between device $i$ and

\footnote{As in [24]–[26] which study large-scale random networks, we do not consider shadowing for tractability. The results in this paper can be readily extended to incorporate the exact shadowing effect of a device to be detected and approximate shadowing effect of an interfering device.}
We assume Rayleigh fading for small-scale fading, i.e., $h_{i,j}, i \in \mathcal{I}$ and $j \in \mathcal{J}$ are i.i.d. according to $\mathcal{CN}(0, I_M)$.

We consider a massive access scenario arising from mMTC, where each cell contains a large number of devices, and very small of them are active in each coherence block. That is, for all $j \in \mathcal{J}$, $\sum_{i \in \Phi_j} a_i \ll N_j$. We adopt a grant-free massive access scheme [8], [17]–[19]. Specifically, each device $i$ is assigned a specific pilot sequence $p_i = (p_{i,\ell})_{\ell \in \mathcal{L}} \in \mathbb{C}^L$ of length $L$, where $\mathcal{L} \triangleq \{1, 2, \cdots, L\}$. Note that $L$ is much smaller than the number of devices in each cell. Let $P_j \triangleq (p_i)_{i \in \Phi_j} \in \mathbb{C}^{L \times N_j}$ denote the $L \times N_j$ matrix of the pilot sequences of the devices in cell $j$. As $L \ll N_j$, $j \in \mathcal{J}$, it is not possible to assign mutually orthogonal pilot sequences to the devices within a cell. As in [8], [9], [11], [14]–[16], we assume that the pilot sequences for all devices are generated in an i.i.d. manner according to $\mathcal{CN}(0, I_L)$. By noting that a Gaussian random variable is continuous, the probability of assigning different devices the same pilot sequence is zero. In each coherence block, all active devices synchronously send their pilot sequences [8], [9], [16], and each AP aims to detect the activities of its associated devices (i.e., the devices in its own cell). Let $Y_j \in \mathbb{C}^{L \times M}$ denote the received signal over the $L$ signal dimensions and $M$ antennas at AP $j$. Then, we have

$$Y_j = \sum_{i \in \mathcal{I}} a_i \gamma_{i,j}^{\frac{1}{2}} p_i h_{i,j}^T + Z_j, \quad j \in \mathcal{J},$$

where $Z_j \in \mathbb{C}^{L \times M}$ is the additive white Gaussian noise (AWGN) at AP $j$ with each element following $\mathcal{CN}(0, \delta^2)$. In this paper, w.l.o.g., we focus on the device activity detection at a typical AP located at the origin. The typical AP is denoted as AP 0, and its six neighbor APs are indexed with $1, 2, \cdots, 6$, respectively. We consider two types of activity detection mechanisms, i.e., non-cooperative device activity detection and cooperative device activity detection. For ease of exposition, we assume that the large-scale fading powers are known for non-cooperative and cooperative activity detections.

- **Non-cooperative Device Activity Detection**: Let $\gamma_0 \triangleq (\gamma_{i,0})_{i \in \Phi_0} \in \mathbb{R}^{N_0}$ denote the path losses between the devices in cell 0 and AP 0. Under non-cooperative device activity detection, the large-scale fading powers are known for non-cooperative and cooperative activity detections.

---

3In the case of stationary devices, path losses (and shadowing effects) of the devices to be detected can be easily obtained. In the case of slowly moving devices, path losses (and shadowing effects) of the devices to be detected can be estimated. The results for non-cooperative device activity detection in this paper can be readily extended to the case with unknown large-scale fading powers as discussed in [17]. We leave the investigation of cooperative device activity detection with unknown large-scale fading powers to our future work.
AP 0 has knowledge of $P_0$ and $\gamma_0$ \cite{7, 9, 14, 15} and would like to detect the activities of the devices in $\Phi_0$ from the received signal $Y_0$.

- **Cooperative Device Activity Detection**: Denote $\overline{\Phi}_0 = \bigcup_{j=0}^{6} \Phi_j$ as the set of indices of the devices in cell 0 as well as its six neighbor cells. Denote $N_0 \triangleq |\overline{\Phi}_0| = \sum_{j=0}^{6} N_j$. Let $\overline{P}_0 \triangleq (P_j)_{j \in \{0, 1, \ldots, 6\}} \in \mathbb{C}^{L \times N_0}$ denote the $L \times N_0$ matrix of the pilot sequences of the devices in $\overline{\Phi}_0$. Let $\overline{\gamma}_j \triangleq (\gamma_{i,j})_{i \in \overline{\Phi}_0} \in \mathbb{R}^{N_0}$ denote the path losses between the devices in $\overline{\Phi}_0$ and AP $j$. Under cooperative device activity detection, each AP $j \in \{1, 2, \ldots, 6\}$ transmits its received signal $Y_j$ or the sample covariance $\hat{\Sigma}_Y_j \triangleq \frac{1}{M} Y_j Y_j^H$ (a sufficient statistics for estimating device activities, which will be seen shortly) to AP 0 via an error-free backhaul link.\footnote{As in \cite{16}, for tractability, we consider an error-free backhaul link in the analysis and optimization. The resulting detection performance provides an upper bound for that in practical networks. Although aggregating the detection results from the six neighbor APs yields a smaller backhaul burden, we do not utilize these detection results for cooperative device activity detection mainly due to two reasons. Firstly, without extra observations, each AP may not detect the activities of the devices in the seven cells with a satisfactory accuracy. Secondly, it is unknown how to effectively utilize the detection results for one device from the six neighbor APs which have different accuracies.} AP 0 has knowledge of $\overline{P}_0$ and $\overline{\gamma}_j$, $j \in \{0, 1, \ldots, 6\}$ \cite{16} and would like to detect the activities of the devices in $\overline{\Phi}_0$ (i.e., the devices in its cell and its six neighbor cells) from $Y_0 \triangleq [Y_0, Y_1, \ldots, Y_6] \in \mathbb{C}^{L \times 7M}$ or $\hat{\Sigma}_Y_j$, $j \in \{0, 1, 2 \ldots, 6\}$. Note that each AP detects activities of the devices in its six neighbor cells rather than simply treating them as interference, for the purpose of improving the accuracy for detecting the devices in $\Phi_0$.

Later, we shall see that with extra knowledge and observations, cooperative device activity detection can achieve high detection accuracy for the device activities in $\Phi_0$, at the cost of computational complexity increase, compared to non-cooperative device activity detection.

### III. Non-cooperative Device Activity Detection

In this section, we consider non-cooperative device activity detection, where given $P_0$ and $\gamma_0$, AP 0 detects the activities of the devices in $\Phi_0$ from $Y_0$. Then, $Y_0$ can be rewritten as

$$Y_0 = P_0 A_0 \Gamma_0^{\frac{1}{2}} H_0^T + \sum_{i \in \mathcal{I} \setminus \Phi_0} a_i \gamma_{i,0}^{\frac{1}{2}} P_i h_{i,0}^T + Z_0,$$

where $A_0 \triangleq \text{diag}(a_0)$, $\Gamma_0 \triangleq \text{diag}(\gamma_0)$, and $H_0 \triangleq (h_{i,0})_{i \in \Phi_0} \in \mathbb{C}^{M \times N_0}$. Note that the first term in (1) is the received signal from the devices in $\Phi_0$, and the second term is the received inter-cell interference from the other devices.
Let $y_{0,m}$ denote the $m$-th column of $Y_0$. Under Rayleigh fading and AWGN, given device activities, large-scale fading, and pilot sequences, $y_{0,m}, m \in \{1, 2, \ldots, M\}$ are i.i.d. according to $\mathcal{CN}(0, P_0 A_0 \Gamma_0 P_0^H + \bar{X} + \delta^2 I_L)$, where $ar{X} \triangleq \sum_{i \in \mathcal{T} \setminus \Phi} a_i \gamma_{i,0} P_i P_i^H \in \mathbb{C}^{L \times L}$. Here, $P_0 A_0 \Gamma_0 P_0^H$, $ar{X}$, and $\delta^2 I_L$ are the covariance matrices of the received signal, inter-cell interference, and noise at AP 0, respectively. Besides $a_0$, $ar{X}$ is also unknown and has to be estimated. Notice that estimation of the $L \times L$ matrix $ar{X}$ involves very high computational complexity, especially when $L$ is moderate or large, and will yield optimization problems that are not tractable. In addition, note that $ar{X}$ is diagonally dominant (as shown in Fig. 2), since pilot sequences are generated from i.i.d. $\mathcal{CN}(0,I_L)$ [19]. Therefore, we approximate $ar{X}$ with $X \triangleq \text{diag}(x)$, where $x \triangleq (x_\ell)_{\ell \in L} \in [0, \infty)^L$ [16], [27], [28]. Fig. 2 demonstrates that the approximation is reasonable and has a negligible error when there are massive interfering devices. Later, we shall see that allowing the entries of $x$ to be different facilitates the coordinate descent optimization in device activity detection. Note that $x$ can be interpreted as the interference powers at the $L$ signal dimensions. In addition, rewriting $X$ as $\sum_{\ell \in L} x_\ell e_\ell e_\ell^H$, where $e_\ell$ is the $\ell$-th standard basis which has a 1 as its $\ell$-th entry and 0s elsewhere, the inter-cell interference can be viewed as from $L$ active devices with pilots $e_\ell$, $\ell \in L$ and pathlosses $x_\ell$, $\ell \in L$. Under the approximation of $\bar{X}$, the distribution of $y_{0,m}$ is approximated by

$$y_{0,m} \sim \mathcal{CN}(0, P_0 A_0 \Gamma_0 P_0^H + X + \delta^2 I_L), \quad m \in \{1, 2, \ldots, M\}. \quad (2)$$

Based on (2) and the fact that $y_{0,m}, m \in \{1, 2, \ldots, M\}$ are i.i.d., the likelihood of $Y_0$ is given by

$$f_{a_0,x}(Y_0) \propto \exp\left(-\text{tr}\left((P_0 A_0 \Gamma_0 P_0^H + X + \delta^2 I_L)^{-1} Y_0 Y_0^H\right)\right) \left| (P_0 A_0 \Gamma_0 P_0^H + X + \delta^2 I_L) \right|^M, \quad (3)$$

where $\propto$ means “proportional to”, $| \cdot |$ is the determinant of a matrix, and $\text{tr}(\cdot)$ is the trace of a matrix. Note that the constant coefficient is omitted for notation simplicity. From (3), we know that $f_{a_0,x}(Y_0)$ depends on $Y_0$ only through the sample covariance matrix $\hat{\Sigma}_{Y_0}$. Thus, $\hat{\Sigma}_{Y_0}$ is a sufficient statistics for estimating $a_0$ and $x$. Based on (3), in the following, we consider the joint ML estimation and joint MAP estimation of $N_0$ device activities $a_0$ and $L$ interference powers $x$, respectively.
A. Joint ML Estimation of Device Activities and Interference Powers

In this part, we perform the joint ML estimation of $a_0$ and $x$. The maximization of the likelihood $f_{a_0,x} (Y_0)$ is equivalent to the minimization of the negative log-likelihood $-\log f_{a_0,x} (Y_0) \propto f_{\text{ML}} (a_0, x)$, where

$$f_{\text{ML}} (a_0, x) \triangleq \log |P_0 A_0 \Gamma_0 P_0^H + X + \delta^2 I_L| + \text{tr}((P_0 A_0 \Gamma_0 P_0^H + X + \delta^2 I_L)^{-1} \hat{\Sigma}_Y),$$

with $\hat{\Sigma}_Y = \frac{1}{M} Y_0 Y_0^H$. By omitting the constant term in the negative log-likelihood function, the joint ML estimation of $a_0$ and $x$ without AP cooperation is formulated as follows.

**Problem 1 (Joint ML Estimation without AP Cooperation):**

$$\min_{a_0, x} f_{\text{ML}} (a_0, x)$$

s.t. $1 \geq a_i \geq 0$, $i \in \Phi_0$, $x_\ell \geq 0$, $\ell \in \mathcal{L}$.

Let $(a_0^*, x^*)$ denote an optimal solution of Problem 1.

Note that in this paper, binary condition $a_i \in \{0, 1\}$ is relaxed to continuous condition $a_i \in [0, 1]$ in each estimation problem, and binary detection results are obtained by performing thresholding after solving the estimation problem as in [17] and [8]. Different from the ML estimation in [17] and [8], which only focuses on estimating $a_0$ in a single-cell network without
inter-cell interference. Problem \( \text{I} \) considers the joint ML estimation of \( a_0 \) and \( x \) in the multi-cell network with inter-cell interference. As \( \log |P_0 A_0 \Gamma_0 P_0^H + X + \delta^2 I_L| \) is a concave function of \( a_0 \) and \( x \), and \( \text{tr}((P_0 A_0 \Gamma_0 P_0^H + X + \delta^2 I_L)^{-1} \Sigma Y_0) \) is a convex function of \( a_0 \) and \( x \), \( f_{\text{ML}}(a_0, x) \) is a difference of convex (DC) function. Combining with the fact that the inequality constraints are linear, Problem \( \text{I} \) is a DC programming problem, which is a subcategory of non-convex problems. Note that obtaining a stationary point is the classic goal for solving a non-convex problem. In the following, we extend the coordinate descent method for the case without inter-cell interference in \([17]\) to obtain a stationary point of Problem \( \text{I} \) for the case with inter-cell interference. As a closed-form optimal solution can be obtained for the optimization of each coordinate, the coordinate descent method is more computationally efficient than standard methods for DC programming, such as convex-concave procedure, where the convex approximate problem in each iteration cannot be solved analytically.

In each iteration of the proposed coordinate descent algorithm, all coordinates are updated once. At each step of one iteration, we optimize \( f_{\text{ML}}(a_0, x) \) with respect to one of the coordinates in \( \{a_i : i \in \Phi_0\} \cup \{x_\ell : \ell \in \mathcal{L}\} \). Specifically, given \( a_0 \) and \( x \) obtained in the previous step, the coordinate descent optimization with respect to \( a_i \) is equivalent to the optimization of the increment \( d \) in \( a_i \):

\[
\min_{a_i \geq d \geq -a_i} f_{\text{ML}}(a_0 + de_i, x),
\]

and the coordinate descent optimization with respect to \( x_\ell \) is equivalent to the optimization of the increment \( d \) in \( x_\ell \):

\[
\min_{d \geq -x_\ell} f_{\text{ML}}(a_0, x + de_\ell).
\]

Based on structural properties of the coordinate descent optimization problems in (7) and (8), we can derive their closed-form optimal solutions\(^5\).

**Theorem 1 (Optimal Solutions of Coordinate Descent Optimizations in (7) and (8)):** Given \( a_0 \) and \( x \) obtained in the previous step, the optimal solution of the coordinate optimization with

\(^5\)Without the approximation of covariance matrix of inter-cell interference, there are \( L^2 \) variables related to interference that have to be optimized, and the corresponding optimization have more complex structures which do not allow analytical solutions for the coordinate descent optimization problems.
TABLE I. Computational complexity of each iteration of an iterative algorithm.

| Estimation algorithm                                      | Computational complexity of each iteration |
|-----------------------------------------------------------|------------------------------------------|
| joint ML estimation in non-cooperative mechanism          | \(O(N_0 L^2 + L^3)\)                     |
| joint MAP estimation in non-cooperative mechanism         | \(O(N_0 2^{N_0} + N_0 L^2 + L^3)\)      |
| joint ML estimation in cooperative mechanism              | \(O(N_0 L^2 + L^3)\)                     |
| joint MAP estimation in cooperative mechanism             | \(O(\sum_{j=0}^{\infty} N_j 2^{N_j} + N_0 L^2 + L^3)\) |
| ML estimation in [17]                                     | \(O(N L^2)\)                            |

respect to the increment in \(a_i\) in (7) is given by

\[
\min \left\{ \max \left\{ \frac{p_i^H \Sigma_i^{-1} \Sigma_{i0} \Sigma_i^{-1} p_i - p_i^H \Sigma_i^{-1} p_i}{\gamma_{i,0}(p_i^H \Sigma_i^{-1} p_i)^2}, -a_i \right\}, 1 - a_i \right\}, \tag{9}
\]

and the optimal solution of the coordinate optimization with respect to the increment in \(x_\ell\) in (8) is given by

\[
\max \left\{ \frac{e_\ell^H \Sigma_i^{-1} \Sigma_{i0} \Sigma_i^{-1} e_\ell - e_\ell^H \Sigma_i^{-1} e_\ell}{(e_\ell^H \Sigma_i^{-1} e_\ell)^2}, -x_\ell \right\}. \tag{10}
\]

Here, \(\Sigma \triangleq P_0 A_0 \Gamma_0 P_0^H + X + \delta^2 I_L\) is determined by \(a_0\) and \(x\).

\textit{Proof:} Please refer to Appendix A.

The details of the coordinate descent algorithm for solving Problem [1] are summarized in Algorithm 1. Specifically, in Steps 4 – 6, each coordinate of \(a_0\) is updated. In Steps 9 – 11, each coordinate of \(x\) is updated. Unlike the coordinate descent algorithm for the ML estimation in [17] which only updates the coordinates of \(a_0\), the coordinate updates in Algorithm 1 for the joint ML estimation are with respect to both \(a_0\) and \(x\). In addition, as in [8], we update \(\Sigma^{-1}\) instead of \(\Sigma\) in each coordinate descent optimization (i.e., Steps 6 and 11), which avoids the calculation of matrix inversion and improves the computation efficiency (the proof for the update of \(\Sigma^{-1}\) can be found in Appendix A). As shown in Table II the computational complexity of each iteration of Algorithm [1] for the joint ML estimation is higher than the one for the ML estimation in [17] due to the extra estimation of \(x_0\). As \(f_{ML}(a_0, x)\) is continuously differentiable, and each of the coordinate optimizations in (7) and (8) has a unique optimal solution, by [29, Proposition 2.7.1], we know that Algorithm [1] for the joint ML estimation converges to a stationary point of Problem [1] as the number of iterations goes to infinity.

\(^6\)When different initial points are set, Algorithm 1 may converge to different stationary points. From numerical results, we find that the stationary points corresponding to the initial point \(a_0 = 0, x = 0\) usually provide good detection performance in most setups.
Algorithm 1 Coordinate Descent Algorithm without AP Cooperation

1: Initialize $\Sigma^{-1} = \frac{1}{\|I_L\|} I_L$, $a_0 = 0$, $x = 0$.
2: repeat
3: for $i \in \Phi_0$ do
4: ML: Calculate $d$ according to (9).
5: MAP: Calculate $d$ according to (16).
6: Update $a_i = a_i + d$ and $\Sigma^{-1} = \Sigma^{-1} - \frac{d \gamma_i \Sigma^{-1} p_i \Sigma^{-1}}{1 + d \gamma_i p_i \Sigma^{-1} p_i}$.
7: end for
8: for $\ell \in L$ do
9: ML: Calculate $d$ according to (10).
10: MAP: Calculate $d$ according to (17).
11: Update $x_\ell = x_\ell + d$ and $\Sigma^{-1} = \Sigma^{-1} - \frac{d \Sigma^{-1} e_\ell e_\ell^H \Sigma^{-1}}{1 + d e_\ell \Sigma^{-1} e_\ell}$.
12: end for
13: until $(a_0, x)$ satisfies some stopping criterion.

B. Joint MAP Estimation of Device Activities and Interference Powers

In this part, we assume that $a_0$ and $x$ are random and perform the joint MAP estimation of $a_0$ and $x$.

1) Prior Distributions: We assume that $a_0$ and $x$ are independently distributed. Note that this is a weak assumption, as it only requires that the device activities in cell 0 are independent of those in the other cells. First, we introduce a general prior distribution of the Bernoulli random vector $a_0$. Unlike [16] where devices in a cell are assumed to access the channel in an i.i.d. manner, we allow for correlation among the activities of the devices in cell 0. In particular, we adopt the multivariate Bernoulli (MVB) model for $a_0$ [23]. The probability mass function (p.m.f.) of $a_0$ under the MVB model is given by

$$p_0(a_0) = \exp\left(\sum_{\omega \in \Psi_0} c_\omega \prod_{i \in \omega} a_i + b_0\right),$$

(11)

where $\Psi_0$ denotes the set of nonempty subsets of $\Phi_0$, $c_\omega$ is the coefficient reflecting the correlation among $a_i$, $i \in \omega$, and $b_0 = -\log(\sum_{a_0 \in \{0,1\}^N} e^{\sum_{\omega \in \Psi_0} c_\omega \prod_{i \in \omega} a_i})$ is the normalization factor. Note that $c_\omega$, $\omega \in \Psi_0$ can be estimated based on the historical device activity data using existing methods [23]. In addition, given the p.m.f. of $a_0$ in any form, the coefficients $c_\omega$, $\omega \in \Psi_0$ can be calculated according to [23] Lemma 2.1. When $c_\omega = 0$ for all $|\omega| > 2$, the MVB model reduces to the Ising model [30]. When $c_\omega = 0$ for all $|\omega| > 1$, the MVB model reduces to the independent model with $\Pr(a_i = 1) = \frac{\exp(c_i)}{\exp(c_i) + 1}$, $i \in \Phi_0$. When $c_\omega = 0$ for all $|\omega| > 1$ and $c_\omega = c$ for all $|\omega| = 1$, the MVB model reduces to the i.i.d. model in [16] with $\Pr(a_i = 1) = \frac{\exp(c)}{\exp(c) + 1}$, $i \in \Phi_0$.
To further illustrate the MVB model, we present two instances of $p_0(a_0)$ under group device activity. In both instances, the devices in $\Phi_0$ are divided into $K$ groups and the device activities in different groups are independent. For all $k \in K \triangleq \{1, 2, \cdots, K\}$, let $G_k \subseteq \Phi_0$ denote the set of indices of the devices in the $k$-th group. Note that $\bigcup_{k \in K} G_k = \Phi_0$ and $G_k \cap G_{k'} = \emptyset$ for $k, k' \in K$, $k \neq k'$. According to [23] Theorem 2.1, we have

$$c_\omega = 0, \quad \not\exists \; k \in K \text{ such that } \omega \subseteq G_k. \quad (12)$$

It remains to specify $c_\omega, \omega \subseteq G_k, k \in K$ in the two instances.

- **First Instance**: Each group contains two devices, i.e., $|G_k| = 2, k \in K$; every two devices in a group are correlated with correlation coefficient $\eta$; $\Pr[a_i = 1] = p_a, i \in \Phi_0$. Consequently, for two devices $i_1$ and $i_2$ in one group, $\Pr(a_{i_1} = 1, a_{i_2} = 1) = \eta p_a + (1 - \eta)p_a^2$, $\Pr(a_{i_1} = 0, a_{i_2} = 1) = \Pr(a_{i_1} = 1, a_{i_2} = 0) = (1 - \eta)(p_a - p_a^2)$ and $\Pr(a_{i_1} = 0, a_{i_2} = 0) = 1 + (\eta - 2)p_a + (1 - \eta)p_a^2$. According to [23] Lemma 2.1, we know that $p_0(a_0)$ satisfies (11) with $c_\omega$ satisfying (12) and

$$c_\omega = \begin{cases} \frac{(\eta p_a + (1 - \eta)p_a^2)(1 + (\eta - 2)p_a + (1 - \eta)p_a^2)}{(1 - \eta)^2(p_a - p_a^2)^2} & |\omega| = 2, \quad \omega \subseteq G_k, k \in K. \\
\frac{(1 - \eta)(p_a - p_a^2)}{1 + (\eta - 2)p_a + (1 - \eta)p_a^2} & |\omega| = 1 \end{cases}$$

- **Second Instance**: The activity states of devices in a group are the same, i.e., $a_i, i \in G_k$ are the same for all $k \in K$, implying $\sum_{i \in G_k} a_i \in \{0, |G_k|\}, k \in K$; $\Pr[\cap_{i \in G_k}(a_i = 1)] = p_k, k \in K$. According to [23] Lemma 2.1, we know that $p_0(a_0)$ approaches (11) with $c_\omega$ satisfying (12) and

$$c_\omega = \begin{cases} \frac{(-1)^{|\omega|} \log(\frac{1 - p_k}{\epsilon})}{|\omega| < |G_k|} & |\omega| < |G_k|, |\omega| \text{ is odd} \\
\frac{\log(p_k)}{1 - p_k} & |\omega| = |G_k|, |\omega| \text{ is odd} \\
\frac{\log(p_k(1 - p_k))}{\epsilon^2} & |\omega| = |G_k|, |\omega| \text{ is even} \end{cases}$$

where $\epsilon > 0$, as $\epsilon \to 0$. Note that in this instance, $p_0(a_0)$ can be well approximated by (11) with a small $\epsilon$.

Next, we derive a prior distribution of $x$. Under non-cooperative device activity detection, the locations of the active interfering devices in $\mathcal{I} \setminus \Phi_0$ are assumed to follow a homogeneous Poisson point process (PPP) with density $\lambda$, which is a widely adopted model for large-scale wireless networks [25]. As pilot sequences are generated from i.i.d. $\mathcal{CN}(0, I_L)$, we assume that
Fig. 3. Comparison between the p.d.f. of $x_\ell$ and its corresponding Gaussian approximation. $R = 200$, $\lambda = 0.0005$ and $\alpha = 4$.

$x_\ell$, $\ell \in \mathcal{L}$ are i.i.d. with the same distribution as $\sum_{i \in \mathcal{I} \setminus \Phi_0} a_i \gamma_{i,0}$. Therefore, $x_\ell$ is a power-law shot noise, whose exact distribution is still unknown [25]. As in [31], we approximate the probability density function (p.d.f.) of $x_\ell$ with a Gaussian distribution using moment matching. Note that the Gaussian approximation is accurate when the cell size (i.e., $R$) is large [31], [32]. Based on the above assumptions and techniques from stochastic geometry, we have the following results.

Lemma 1 (Approximated Distribution of $x$): The p.d.f. of $x$ is approximated by

$$g(x) = \frac{1}{(\sqrt{2\pi}\sigma)^L} \exp\left(-\frac{\sum_{\ell \in \mathcal{L}} (x_\ell - \mu)^2}{2\sigma^2}\right),$$

where $\mu = 12\lambda \int_{\frac{\sqrt{3}}{2}R}^{\infty} \int_{0}^{\frac{\sqrt{3}}{3}x} (x^2 + y^2)^{-\alpha} \, dy \, dx$ and $\sigma^2 = 12\lambda \int_{\frac{\sqrt{3}}{2}R}^{\infty} \int_{0}^{\frac{\sqrt{3}}{3}x} (x^2 + y^2)^{-\alpha} \, dy \, dx$.

Proof: Please refer to Appendix B.

The integral expressions of $\mu$ and $\sigma^2$ in Lemma 1 are for the case where cell $0$ is modeled as a hexagon with side length $R$. If cell $0$ is modeled as a disk with radius $R$, $\mu$ and $\sigma^2$ have closed-form expressions, i.e., $\mu = \frac{2\pi\lambda R^{2-\alpha}}{\alpha - 2}$ and $\sigma^2 = \frac{\pi\lambda R^{2-2\alpha}}{\alpha - 1}$, and the following results for non-cooperative device activity detection still hold. Fig. 3 plots the histogram of $x_\ell$ (which reflects the shape of the p.d.f. of $x_\ell$) and the Gaussian distribution with the same mean and variance. From Fig. 3 we can see that the Gaussian distribution is a good approximation of the exact p.d.f. of $x_\ell$, which verifies Lemma 1.

7If the locations of APs follow a homogeneous PPP, the boundary of a cell can be an arbitrary polyhedron. Lemma 1 can be readily extended. But the integral domains for calculating $\mu$ and $\sigma^2$ rely on the particular shape of cell $0$ and may not be concisely expressed.
2) Joint MAP Estimation: Based on the conditional density of $Y_0$ given $a_0$ and $x$ (identical to the likelihood of $Y_0$ in the joint ML estimation) and the prior distributions of $a_0$ and $x$, the conditional joint density of $a_0$ and $x$, given $Y_0$, is given by

$$ f_{a_0,x|Y_0}(a_0, x, Y_0) \propto f_{a_0,x}(Y_0)p_0(a_0)g(x) $$

$$ \propto \exp \left( -\text{tr} \left( (P_0A_0\Gamma_0P_0^H + X + \delta^2I_L)^{-1}Y_0Y_0^H \right) - \sum_{\ell \in \mathcal{L}} (x_\ell - \mu)^2 + \sum_{\omega \in \Psi_0} (c_\omega \prod_{i \in \omega} a_i) \right) / |(P_0A_0\Gamma_0P_0^H + X + \delta^2I_L)|^M. $$

The maximization of the conditional joint density $f_{a_0,x|Y_0}(a_0, x, Y_0)$ is equivalent to the minimization of the negative logarithm of the conditional joint density $-\log f_{a_0,x|Y_0}(a_0, x, Y_0) \propto f_{\text{MAP}}(a_0, x)$, where

$$ f_{\text{MAP}}(a_0, x) \triangleq f_{\text{ML}}(a_0, x) + \frac{1}{2M\sigma^2} \sum_{\ell \in \mathcal{L}} (x_\ell - \mu)^2 - \frac{1}{M} \sum_{\omega \in \Psi_0} (c_\omega \prod_{i \in \omega} a_i). $$

Note that $\frac{1}{2M\sigma^2} \sum_{\ell \in \mathcal{L}} (x_\ell - \mu)^2$ is from the p.d.f. of $x$ and $-\frac{1}{M} \sum_{\omega \in \Psi_0} (c_\omega \prod_{i \in \omega} a_i)$ is from the p.m.f. of $a_0$. The joint MAP estimation of $a_0$ and $x$ without AP cooperation can be formulated as follows.

*Problem 2 (Joint MAP Estimation without AP Cooperation):*

$$ \min_{a_0,x} f_{\text{MAP}}(a_0, x) $$

$$ \text{s.t. } (5), (6). $$

Let $(a_0^\dagger, x^\dagger)$ denote an optimal solution of Problem 2.

By comparing $f_{\text{MAP}}(a_0, x)$ with $f_{\text{ML}}(a_0, x)$, we can draw the following conclusions. The incorporation of prior distribution $g(x)$ pushes the estimate of $x_\ell$ towards its mean $\mu$ for all $\ell \in \mathcal{L}$. The incorporation of the prior distribution $p_0(a_0)$ pushes the estimate of $a_0$ to the activity states with high probabilities. As $f_{\text{MAP}}(a_0, x) - f_{\text{ML}}(a_0, x)$ decreases with $M$, the impacts of the prior distributions of $a_0$ and $x$ reduce as $M$ increases. As $M \to \infty$, $f_{\text{MAP}}(a_0, x) \to f_{\text{ML}}(a_0, x)$, Problem 2 reduces to Problem 1 and $(a_0^\dagger, x^\dagger)$ becomes $(a_0^\ddagger, x^\ddagger)$.

As $f_{\text{ML}}(a_0, x)$ is a DC function and $-\frac{1}{M} \sum_{\omega \in \Psi_0} (c_\omega \prod_{i \in \omega} a_i)$ is a non-convex function, we can see that Problem 2 is a challenging non-convex problem with a complicated objective function. We adopt the coordinate descent method to obtain a stationary point to Problem 2. Specifically, given $a_0$ and $x$ obtained in the previous step, the coordinate descent optimization with respect
to $a_i$, $i \in \Phi_0$ is equivalent to the optimization of the increment $d$ in $a_i$:

$$
\min_{1-a_i \geq d \geq -a_i} f_{\text{MAP}}(a_0 + de_i, x), \quad (14)
$$

and the coordinate descent optimization with respect to $x_\ell$, $\ell \in \mathcal{L}$ is equivalent to the optimization of the increment $d$ in $x_\ell$:

$$
\min_{d \geq -x_\ell} f_{\text{MAP}}(a_0, x + de_\ell). \quad (15)
$$

Define

$$
f_{a,i}(d, a_0, x) \equiv \log(1 + d\gamma_{i,0}p_i^H\Sigma^{-1}p_i) - \frac{d\gamma_{i,0}p_i^H\Sigma^{-1}Y_i\Sigma^{-1}p_i}{1 + d\gamma_{i,0}p_i^H\Sigma^{-1}p_i} - \frac{d}{M} \sum_{\omega \in \Psi_i, i \in \omega} \left(c_\omega \prod_{i' \in \omega, i' \neq i} a_{i'}\right),
$$

$$
f_{x,\ell}(d, a_0, x) \equiv \log(1 + d\Sigma^{-1}e_\ell) - \frac{d\Sigma^{-1}Y_0\Sigma^{-1}e_\ell}{1 + d\Sigma^{-1}e_\ell} + \frac{(x_\ell - \mu + d)^2}{2M\sigma^2},
$$

$$
h_{x,\ell}(d, a_0, x) \equiv \frac{e_\ell^H\Sigma^{-1}e_\ell}{1 + d\Sigma^{-1}e_\ell} - \frac{e_\ell^H\Sigma^{-1}Y_0\Sigma^{-1}e_\ell}{1 + d\Sigma^{-1}e_\ell} + \frac{d + x_\ell - \mu}{M\sigma^2}.
$$

We write $f_{a,i}(d, a_0, x)$, $f_{x,\ell}(d, a_0, x)$, and $h_{x,\ell}(d, a_0, x)$ as functions of $a_0$ and $x$, as $\Sigma$ is a function of $a_0$ and $x$. Note that $h_{x,\ell}(d, a_0, x)$ is the derivative function of $f_{x,\ell}(d, a_0, x)$ with respect to $d$. Denote $\mathcal{X}_i(a_0, x) \equiv \{d \geq -x_\ell : h_{x,\ell}(d, a_0, x) = 0\}$ as the set of roots of equation $h_{x,\ell}(d, a_0, x) = 0$ that are no smaller than $-x_\ell$, for given $a_0$ and $x$. Based on structural properties of the coordinate descent optimization problems in (14) and (15), we have the following results.

**Theorem 2 (Optimal Solutions of Coordinate Descent Optimizations in (14) and (15)):** Given $a_0$ and $x$ obtained in the previous step, the optimal solution of the coordinate optimization with respect to the increment in $a_i$ in (14) is given by

$$
\begin{align*}
\min \left\{ \max \left\{ s_i(a_0, x), -a_i \right\}, 1 - a_i \right\}, & \quad C_i \leq 0 \\
\arg \min_{d \in \{s_i(a_0, x), -a_i + 1\}} f_{a,i}(d, a_0, x), & \quad 0 < C_i < \frac{\gamma_{i,0}(p_i^H\Sigma^{-1}p_i)^2}{4p_i^H\Sigma^{-1}Y_0\Sigma^{-1}p_i}, \\
-a_i + 1, & \quad C_i \geq \frac{\gamma_{i,0}(p_i^H\Sigma^{-1}p_i)^2}{4p_i^H\Sigma^{-1}Y_0\Sigma^{-1}p_i},
\end{align*}
$$

(16)

where $s_i(a_0, x) \equiv \frac{1}{2\gamma_{i,0}} \left(1 - \sqrt{1 - \frac{4\gamma_{i,0}(p_i^H\Sigma^{-1}Y_0\Sigma^{-1}p_i)}{\gamma_{i,0}(p_i^H\Sigma^{-1}p_i)^2}}\right) - \frac{1}{\gamma_{i,0}p_i^H\Sigma^{-1}p_i}$ and $C_i \equiv \frac{1}{M} \sum_{\omega \in \Psi_i, i \in \omega} \left(c_\omega \times \prod_{i' \in \omega, i' \neq i} a_{i'}\right)$, and the optimal solution of the coordinate optimization with respect to the
increment in \( x_\ell \) in (15) is given by
\[
\arg\min_{d \in X(a_0, x) \cup \{ -x_\ell \}} f_{x, \ell}(d, a_0, x).
\] (17)

Proof: Please refer to Appendix C.

The roots of equation \( h_{x, \ell}(d, a_0, x) = 0 \) can be obtained in closed form by solving a cubic equation with one variable. Thus, the coordinate descent optimizations can be efficiently solved. From Theorem 2, we can see that in the coordinate descent optimizations, prior information on \( a_0 \) and \( x \) affects the updates of \( a_i, i \in \Phi_0 \) and \( x_\ell, \ell \in L \), respectively. By Theorem 2, we obtain the closed-form optimal solution of the coordinate optimization with respect to \( a_i \) in (16) in the i.i.d. case where \( a_i, i \in \Phi_0 \) are i.i.d. with \( \Pr(a_i = 1) = p_a \).

Corollary 1 (Optimal Solutions of Coordinate Descent Optimizations in (14) in i.i.d. Case): Given \( a_0 \) and \( x \) obtained in the previous step, the optimal solution of the coordinate optimization with respect to \( a_i \) in (14) is given by
\[
\min \left\{ \max \left\{ \frac{M}{2 \log(1 - P_a)} \left( 1 - \sqrt{1 - \frac{1 - M \log(1 - P_a)}{2 \log(1 - P_a)} p_i^H \Sigma_0^{-1} \hat{\Sigma} \Sigma_0^{-1} p_i} \right) - \frac{1}{\gamma_{i,0} p_i^H \Sigma_0^{-1} p_i}, 1 - a_i \right\}, 1 - a_i \right\}.
\] (18)

Proof: Please refer to Appendix D.

From Corollary 1, we can see that as \( M \to \infty \) or \( p_a \to 0.5 \), the optimal solution in (18) reduces to the optimal solution in (9). In addition, as \( p_a \to 0 \), the optimal solution in (18) becomes \(-a_i\), and hence the updated \( a_i \) converges to 0. The details of the coordinate descent algorithm for solving Problem 2 are also summarized in Algorithm 1. As shown in Table I, the computational complexities for solving the coordinate optimizations in (14) and (15) per iteration are higher than those for solving the coordinate optimizations in (7) and (8), as the objective functions incorporating the prior distributions of \( a_0 \) and \( x \) are more complex. In the group activity cases given by the first and second instances in Section III-B1, the computational complexities for solving the coordinate optimizations in (14) and (15) per iteration are \( O(N_0 L^2 + L^3) \) and \( O(\sum_{k \in K} |G_k| 2|\hat{g}_k| + N_0 L^2 + L^3) \), respectively. In addition, as \( a_0 \) is a sparse vector, the actual computational complexity is much lower. As \( f_{\text{MAP}}(a_0, x) \) is continuously differentiable, we know that Algorithm 1 for the joint MAP estimation converges to a stationary point of Problem 2 under a mild condition that each of the coordinate optimizations in (14) and (15) has a unique optimal solution [29, Proposition 2.7.1].
IV. COOPERATIVE DEVICE ACTIVITY DETECTION

In this section, we consider cooperative device activity detection, where given $\overline{P}_0$ and $\overline{\gamma}_j$, $j \in \{0, 1, \cdots, 6\}$, AP 0 detects the activities of the devices in $\overline{\Phi}_0$ from $\overline{Y}_0$. Then, $Y_j$ can be rewritten as

$$Y_j = \overline{P}_0 \overline{A}_0 \Gamma_j^H \overline{H}_j + \sum_{i \in \overline{\Phi}_0} a_i \gamma_{i,j} p_{i} h_{i,j}^T + Z_j, \quad j \in \{0, 1, \cdots, 6\}, \quad (19)$$

where $\overline{A}_0 \triangleq \text{diag}(\overline{a}_0)$ with $\overline{a}_0 \triangleq (a_i)_{i \in \overline{\Phi}_0}$, $\Gamma_j \triangleq \text{diag}(\overline{\gamma}_j)$, and $\overline{H}_j \triangleq (h_{i,j})_{i \in \overline{\Phi}_0} \in \mathbb{C}^{M \times \overline{N}_0}$. Note that the first term in (19) is the received signal from the devices in $\overline{\Phi}_0$ and the second term is the received inter-cell interference from the other devices. By comparing (19) with (I), we see that cooperative device activity detection deals with less interference than non-cooperative device activity detection.

Let $y_{j,m}$ denote the $m$-th column of $Y_j$. Under Rayleigh fading and AWGN, $Y_j\, j \in \{0, 1, \cdots, 6\}$ are independent, and for all $j \in \{0, 1, \cdots, 6\}$, $y_{j,m}, m \in \{1, \cdots, M\}$ are i.i.d. according to $CN(0, \overline{P}_0 \overline{A}_0 \Gamma_j \overline{P}_0^H + \sum_{i \not\in \overline{\Phi}_0} a_i \gamma_{i,j} p_{i} p_{i}^H + \delta^2 I_L)$. Similarly, for tractability, we approximate $\sum_{i \not\in \overline{\Phi}_0} a_i \gamma_{i,j} p_{i} p_{i}^H$ with $X_j \triangleq \text{diag}(x_j)$, where $x_j \triangleq (x_{j,i})_{i \in L} \in [0, \infty)^L$. Note that given extra information on $\overline{P}_j\, j \in \{1, 2, \cdots, 6\}$, we approximate fewer terms of the covariance of $y_{0,m}\, m \in \{1, 2, \cdots, M\}$ than in Section III. Under the approximation, the distribution of $y_{j,m}$ is approximated by

$$y_{j,m} \sim CN(0, \overline{P}_0 \overline{A}_0 \Gamma_j \overline{P}_0^H + X_j + \delta^2 I_L), \quad j \in \{0, 1, \cdots, 6\}, m \in \{1, 2, \cdots, M\}. \quad (20)$$

Based on (20) and the fact that $y_{j,m}\, m \in \{1, 2, \cdots, M\}$ are i.i.d., the likelihood of $Y_j$ is given by

$$f_{\overline{\pi}_0, \overline{x}_j}(Y_j) \propto \exp\left(-\text{tr}\left((\overline{P}_0 \overline{A}_0 \Gamma_j \overline{P}_0^H + X_j + \delta^2 I_L)^{-1} Y_j Y_j^H\right)\right) \frac{1}{|\overline{P}_0 \overline{A}_0 \Gamma_j \overline{P}_0^H + X_j + \delta^2 I_L|^M}, \quad j \in \{0, 1, \cdots, 6\}. \quad (21)$$

As $Y_j\, j \in \{0, 1, \cdots, 6\}$ are independent, the likelihood of $\overline{Y}_0$ is given by

$$f_{\overline{\pi}_0, \overline{x}_0}(\overline{Y}_0) = \prod_{j=0}^{6} f_{\overline{\pi}_0, \overline{x}_j}(Y_j) \propto \exp\left(-\sum_{j=0}^{6} \text{tr}\left((\overline{P}_0 \overline{A}_0 \Gamma_j \overline{P}_0^H + X_j + \delta^2 I_L)^{-1} Y_j Y_j^H\right)\right) \frac{1}{\prod_{j=0}^{6} |(\overline{P}_0 \overline{A}_0 \Gamma_j \overline{P}_0^H + X_j + \delta^2 I_L)|^M}, \quad (21)$$
where $\mathbf{x}_0 \triangleq [x_0^T, \ldots, x_6^T]^T$. Based on (21), in the following, we consider the joint ML estimation and joint MAP estimation of $\overrightarrow{\mathbf{x}}_0$ device activities $\mathbf{x}_0$ and $7L$ interference powers $\mathbf{x}_0$, respectively.

A. Joint ML Estimation of Device Activities and Interference Powers

In this part, we perform the joint ML estimation of $\mathbf{a}_0$ and $\mathbf{x}_0$ under AP cooperation. The maximization of the likelihood $\tilde{f}_{\mathbf{a}_0, \mathbf{x}_0}(\mathbf{Y}_0)$ is equivalent to the minimization of the negative log-likelihood $-\log \tilde{f}_{\mathbf{a}_0, \mathbf{x}_0}(\mathbf{Y}_0) \propto f_{\text{ML}}(\mathbf{a}_0, \mathbf{x}_0) \triangleq \sum_{j=0}^6 f_{\text{ML},j}(\mathbf{a}_0, x_j)$, where

$$f_{\text{ML},j}(\mathbf{a}_0, x_j) \triangleq \log |(P_0A_0\Gamma_j P_0^H + X_j + \delta^2 I_L)| + \text{tr} \left( (P_0A_0\Gamma_j P_0^H + X_j + \delta^2 I_L)^{-1} \hat{\Sigma}_{Y_j} \right)$$

with $\hat{\Sigma}_{Y_j} = \frac{1}{M} Y_j Y_j^H$. Note that $f_{\text{ML},j}(\mathbf{a}_0, x_j)$ corresponds to the negative log-likelihood function of $Y_j$. By omitting the constant term in the negative log-likelihood function, the joint ML estimation of $\mathbf{a}_0$ and $\mathbf{x}_0$ with AP cooperation is formulated as follows.

**Problem 3 (Joint ML Estimation with AP Cooperation):**

$$\min_{\mathbf{a}_0, \mathbf{x}_0} f_{\text{ML}}(\mathbf{a}_0, \mathbf{x}_0)$$

s.t.  

$$1 \geq a_i \geq 0, \quad i \in \Phi_0,$$  (22)

$$x_{j,\ell} \geq 0, \quad j \in \{0, 1, \ldots, 6\}, \quad \ell \in \mathcal{L}.$$  (23)

Let $(\mathbf{a}_0, \mathbf{x}_0)$ denote an optimal solution of Problem 3.

Different from the ML estimation in [17] and [8], Problem 3 considers the joint ML estimation of $\mathbf{a}_0$ and $\mathbf{x}_0$ in the presence of inter-cell interference and under AP cooperation. Compared with Problem 1, Problem 3 makes use of $f_{\text{ML},j}(\mathbf{a}_0, x_j)$, $j \in \{1, 2, \ldots, 6\}$ in the joint ML estimation under AP cooperation and hence is likely to provide device activity detection with higher accuracy. Similarly, we can see that $f_{\text{ML}}(\mathbf{a}_0, \mathbf{x}_0)$ is a DC function, and Problem 3 is a DC programming problem. We adopt the coordinate descent method to obtain a stationary point of Problem 3. Specifically, given $\mathbf{a}_0$ and $\mathbf{x}_0$ obtained in the previous step, the coordinate descent optimization with respect to $a_i$ is equivalent to the optimization of the increment $d$ in $a_i$:

$$\min_{1-a_i \geq d \geq -a_i} f_{\text{ML}}(\mathbf{a}_0 + de_i, \mathbf{x}_0),$$  (24)

and the coordinate descent optimization with respect to $x_{j,\ell}$ is equivalent to the optimization of
the increment $d$ in $x_{j,\ell}$:

$$
\min_{d \geq -x_{j,\ell}} \mathcal{F}_{ML,j}(\bar{a}_0, x_j + d e_\ell).
$$

(25)

Define

$$
\overline{f}_{a,i}(d, a_0, x_0) \triangleq \sum_{j=0}^{6} \left( \log(1 + d \gamma_{i,j} p_i H_{j} \Sigma_j^{-1} \hat{\Sigma}_j \Sigma_j^{-1} p_i) - \frac{d \gamma_{i,j} p_i H_{j} \Sigma_j^{-1} \hat{\Sigma}_j \Sigma_j^{-1} p_i}{1 + d \gamma_{i,j} p_i H_{j} \Sigma_j^{-1} \hat{\Sigma}_j \Sigma_j^{-1} p_i} \right),
$$

$$
\overline{h}_{a,i}(d, a_0, x_0) \triangleq \sum_{j=0}^{6} \left( \gamma_{i,j} p_i H_{j} \Sigma_j^{-1} p_i \left( 1 + d \gamma_{i,j} p_i H_{j} \Sigma_j^{-1} p_i \right) \right),
$$

where $\Sigma_j \triangleq \overline{\Sigma}_0 \overline{P}_0 \overline{P}_j^H + X_j + \delta^2 I_L$ is determined by $\overline{a}_0$ and $x_j$. Note that $\overline{h}_{a,i}(d, a_0, x_0)$ is the derivative function of $f_{a,i}(d, a_0, x_0)$ with respect to $d$. Denote $A_i(a_0, x_0) \triangleq \{ d \in [-a_i, 1-a_i] : \overline{h}_{a,i}(d, a_0, x_0) = 0 \}$ as the set of roots of equation $\overline{h}_{a,i}(d, a_0, x_0) = 0$ that lie in $[-a_i, 1-a_i]$, for given $\overline{a}_0$ and $\overline{x}_0$. Based on structural properties of the coordinate descent optimization problems in (24) and (25), we have the following results.

**Theorem 3 (Optimal Solutions of Coordinate Descent Optimizations in (24) and (25)):** Given $\overline{a}_0$ and $\overline{x}_0$ obtained from in the previous step, the optimal solution of the coordinate optimization with respect to the increment in $a_i$ in (24) is given by

$$
\arg\min_{d \in A_i(a_0, x_0) \cup \{-a_i, 1-a_i\}} \overline{f}_{a,i}(d, \overline{a}_0, \overline{x}_0),
$$

(26)

and the optimal solution of the coordinate optimization with respect to the increment in $x_{j,\ell}$ in (25) is given by

$$
\max \left\{ \frac{e_\ell^H \Sigma_j^{-1} \hat{\Sigma}_j \Sigma_j^{-1} e_\ell - e_\ell^H \Sigma_j^{-1} e_\ell}{(e_\ell^H \Sigma_j^{-1} e_\ell)^2}, -x_{j,\ell} \right\}.
$$

(27)

The roots of equation $\overline{h}_{a,i}(d, \overline{a}_0, \overline{x}_0) = 0$ can be obtained by solving a univariate polynomial equation of degree\(^{8}\) 13 using mathematical tools, e.g., MATLAB, and hence $\overline{A}_i(\overline{a}_0, \overline{x}_0)$ can be easily obtained. Note that the closed-form optimal solution in (27) is analogous to that in (10). The details of the coordinate descent algorithm for solving Problem 3 are summarized in Algorithm 2. As shown in Table I, the computational complexities for solving the coordinate optimizations in (24) and (25) per iteration are higher than those for solving the coordinate

\(^{8}\)Note that the degree of the univariate polynomial equation is $2u - 1$, where $u$ denotes the number of cooperative APs.
optimizations in (7) and (8) due to the detection of more devices. Similarly, as $f_{ML}(\bar{a}_0, \bar{x}_0)$ is continuously differentiable and each coordinate optimization in (25) has a unique optimal solution, we can obtain a stationary point of Problem 3 by Algorithm 2 for the joint ML estimation under a mild condition that each coordinate optimization in (24) has a unique optimal solution [29, Proposition 2.7.1].

**Algorithm 2 Coordinate Descent Algorithm with AP Cooperation**

1: Initialize $\Sigma^{-1}_j = \frac{1}{L} I_L$ for $j \in \{0, 1, \cdots, 6\}$, $a_0 = 0$, $x_0 = 0$.
2: repeat
3: for $i \in \Psi_0$ do
4: ML: Calculate $d$ according to (26).
5: MAP: Calculate $d$ according to (31).
6: Update $a_i = a_i + d$ and $\Sigma^{-1}_j = \Sigma^{-1}_j - \frac{d_{\gamma_j}^{-1} p_j p_j^H \Sigma^{-1}_j}{1 + d_{\gamma_j}^{-1} p_j p_j^H}$ for all $j \in \{0, 1, \cdots, 6\}$.
7: end for
8: for $j = 0$ to 6 do
9: for $\ell \in L$ do
10: ML: Calculate $d$ according to (27).
11: MAP: Calculate $d$ according to (32).
12: Update $x_{j,\ell} = x_{j,\ell} + d$ and $\Sigma^{-1}_j = \Sigma^{-1}_j - \frac{d e_{\ell} e_{\ell}^H \Sigma^{-1}_j}{1 + d e_{\ell} e_{\ell}^H}$.
13: end for
14: end for
15: until $(a_0, x_0)$ satisfies some stopping criterion.

**B. Joint MAP Estimation of Device Activities and Interference Powers**

In this part, we assume that $\bar{a}_0$ and $\bar{x}_0$ are random and perform the joint MAP estimation of $a_0$ and $x_0$ under AP cooperation.

1) **Prior Distribution:** For tractability, we assume that $a_j, x_j, j \in \{0, 1, \cdots, 6\}$ are independently distributed. Similarly, we adopt the MVB model for $a_j$ [23]. Then, the p.m.f. of $a_j$ under the MVB model is given by

$$p_j(a_j) = \exp \left( \sum_{\omega \in \Psi_j} \left( c_\omega \prod_{i \in \omega} a_i \right) + b_j \right), \quad j \in \{0, 1, \cdots, 6\},$$

where $\Psi_j$ denote the set of nonempty subsets of $\Phi_j$, and $b_j \triangleq \log(\sum_{a_j \in \{0, 1\}^{\Psi_j}} \exp(\sum_{\omega \in \Psi_j} (c_\omega \prod_{i \in \omega} a_i)))$ is the normalization factor.

Under cooperative device activity detection, the locations of the active interfering devices in $I \setminus \Psi_0$ are assumed to follow a homogeneous PPP with density $\lambda$. As pilot sequences are generated from i.i.d. $CN(0, I_L)$, the diagonal entries of $\sum_{i \in I \setminus \Psi_0} a_i \gamma_{i,j} p_i p_i^H$ are i.i.d. Similarly,
we assume that \( x_{j, \ell}, \ell \in \mathcal{L} \) are i.i.d. with the same distribution as \( \sum_{i \in I \setminus \{0\}} a_i \gamma_{i,j} \). Therefore, \( x_{j,\ell} \) is a power-law shot noise, whose exact p.d.f. is still not known and can be approximated with a Gaussian distribution \([31]\). Based on the above assumptions and techniques from stochastic geometry, we have the following results.

**Lemma 2 (Approximated Distribution of \( x_j \)):** The p.d.f. of \( x_j \) is approximated by

\[
g_j(x_j) = \frac{1}{(\sqrt{2\pi}\sigma_j)^L} \exp\left(-\frac{\sum_{\ell \in \mathcal{L}} (x_{j,\ell} - \mu_j)^2}{2\sigma_j^2}\right), \quad j \in \{0, 1, \cdots, 6\},
\]

where

\[
\begin{align*}
\mu_0 &= 12\lambda \int_{\sqrt{3}R}^{\infty} \int_0^{\frac{\sqrt{3}}{2}x} (x^2 + y^2)^{-\frac{3}{2}} dydx - 12\lambda \int_{\sqrt{3}R}^{\infty} \int_0^{\frac{\sqrt{3}}{2}y} (x^2 + y^2)^{-\frac{3}{2}} dxdy, \\
\mu_j &= \frac{\mu_0}{2} + 6\lambda \int_{\sqrt{3}R}^{\infty} \int_0^{\frac{\sqrt{3}}{2}x} (x^2 + y^2)^{-\frac{3}{2}} dydx - 2\lambda \int_{\sqrt{3}R}^{\infty} \int_0^{\frac{2\sqrt{3}}{\sqrt{2}R}x} (x^2 + y^2)^{-\frac{3}{2}} dxdy, \\
\sigma_0^2 &= 12\lambda \int_{\sqrt{3}R}^{\infty} \int_0^{\frac{\sqrt{3}}{2}x} (x^2 + y^2)^{-\frac{3}{2}} dydx - 12\lambda \int_{\sqrt{3}R}^{\infty} \int_0^{\frac{3\sqrt{3}}{2}R} (x^2 + y^2)^{-\frac{3}{2}} dxdy, \\
\sigma_j^2 &= \frac{\sigma_0^2}{2} + 6\lambda \int_{\sqrt{3}R}^{\infty} \int_0^{\frac{\sqrt{3}}{2}x} (x^2 + y^2)^{-\frac{3}{2}} dydx - 2\lambda \int_{\sqrt{3}R}^{\infty} \int_0^{\frac{2\sqrt{3}}{\sqrt{2}R}x} (x^2 + y^2)^{-\frac{3}{2}} dxdy,
\end{align*}
\]

\( j \in \{1, 2, \cdots, 6\} \),

\[
U_0(x) = \begin{cases} 
\frac{\sqrt{3}}{3}x, & \frac{\sqrt{3}}{2}R \leq x < \sqrt{3}R \\
-\frac{\sqrt{3}}{3}x + 2R, & \sqrt{3}R \leq x \leq \frac{3\sqrt{3}}{2}R \\\n0, & \frac{3\sqrt{3}}{2}R \leq x
\end{cases}, \quad U_1(x) = \begin{cases} 
\frac{\sqrt{3}}{3}x + R, & \sqrt{3}R \leq x < \frac{3\sqrt{3}}{2}R \\
-\frac{\sqrt{3}}{3}x + 4R, & \frac{3\sqrt{3}}{2}R \leq x \leq 2\sqrt{3}R \\
-\frac{\sqrt{3}}{3}x + 3R, & 2\sqrt{3}R \leq x < \frac{5\sqrt{3}}{2}R
\end{cases}
\]

**Proof:** Lemma 2 can be proved in a similar way to Lemma 1. We omit the details due to page limitation.

Fig. 4 plots the histogram of the \( x_{j,\ell} \) (which reflects the shape of the p.d.f. of \( x_{j,\ell} \)) and the Gaussian distributions with the same mean and variance. From Fig. 4, we can see that the Gaussian distribution is a good approximation of the exact p.d.f. of \( x_{j,\ell} \) under the considered simulation setup, which verifies Lemma 2.

2) **Joint MAP Estimation:** Based on the conditional distribution of \( \mathbf{Y}_0 \) given \( \mathbf{X}_0 \) and \( \mathbf{X}_0 \) and the distributions of \( a_j \) and \( x_j \), \( j \in \{0, 1, \cdots, 6\} \), the conditional joint density of \(\mathbf{X}_0\) and \(\mathbf{X}_0\),
given $\mathbf{Y}_0$, is given by

$$
\overline{f}_{\mathbf{a}_0, \mathbf{x}_0 | \mathbf{Y}_0} (\mathbf{a}_0, \mathbf{x}_0, \mathbf{Y}_0) \propto \overline{f}_{\mathbf{a}_0, \mathbf{x}_0 | \mathbf{Y}_0} (\mathbf{Y}_0) \left( \prod_{j=0}^{6} p_j(a_j) \right) \left( \prod_{j=0}^{6} g_j(x_j) \right)
$$

$$
\exp \left( -\sum_{j=0}^{6} \text{tr} \left( \left( \mathbf{P}_0 \mathbf{A}_0 \mathbf{P}^H_0 + \mathbf{X}_j + \delta^2 \mathbf{I}_L \right)^{-1} \mathbf{Y}_j \mathbf{Y}^H_j \right) \right)
$$

$$
\propto \exp \left( -\sum_{j=0}^{6} \sum_{\ell=1}^{L} \frac{(x_{j,\ell} - \mu_j)^2}{2\sigma_j^2} \right)
$$

$$
\times \exp \left( \sum_{j=0}^{6} \sum_{\omega \in \Psi_j} \left( c_\omega \prod_{i \in \omega} a_i \right) \right).
$$

The maximization of the conditional joint density $\overline{f}_{\mathbf{a}_0, \mathbf{x}_0 | \mathbf{Y}_0} (\mathbf{a}_0, \mathbf{x}_0, \mathbf{Y}_0)$ is equivalent to the minimization of the negative logarithm of the conditional joint density $-\log \overline{f}_{\mathbf{a}_0, \mathbf{x}_0 | \mathbf{Y}_0} (\mathbf{a}_0, \mathbf{x}_0, \mathbf{Y}_0) \propto \overline{f}_{\text{MAP}} (\mathbf{a}_0, \mathbf{x}_0)$, where

$$
\overline{f}_{\text{MAP}} (\mathbf{a}_0, \mathbf{x}_0) \triangleq \overline{f}_{\text{ML}} (\mathbf{a}_0, \mathbf{x}_0) + \frac{1}{M} \sum_{j=0}^{6} \sum_{\ell=1}^{L} \frac{(x_{j,\ell} - \mu_j)^2}{2\sigma_j^2} - \frac{1}{M} \sum_{j=0}^{6} \sum_{\omega \in \Psi_j} \left( c_\omega \prod_{i \in \omega} a_i \right)
$$

Note that $\frac{1}{M} \sum_{j=0}^{6} \sum_{\ell=1}^{L} \frac{(x_{j,\ell} - \mu_j)^2}{2\sigma_j^2}$ is from the p.d.f. of $\mathbf{x}_0$, and $-\frac{1}{M} \sum_{j=0}^{6} \sum_{\omega \in \Psi_j} \left( c_\omega \prod_{i \in \omega} a_i \right)$ is from the p.m.f. of $\mathbf{a}_0$. The joint MAP estimate of $\mathbf{a}_0$ and $\mathbf{x}_0$ with AP cooperation can be formulated as follows.
Problem 4 (Joint MAP Estimation with AP Cooperation):

\[
\min_{\bar{a}_0, \bar{x}_0} \tilde{f}_{\text{MAP}}(\bar{a}_0, \bar{x}_0)
\]

s.t. (22), (23).

Let \((\bar{a}_0^\dagger, \bar{x}_0^\dagger)\) denote an optimal solution of Problem 4.

By comparing \(f_{\text{MAP}}(a_0, x_0)\) with \(f_{\text{ML}}(a_0, x_0)\), we can draw the following conclusions. The incorporating of prior distribution \(g_j(x_j)\) pushes the estimate of \(x_{j,\ell}\) towards its mean \(\mu_j\) for all \(\ell \in L\). Incorporating prior distribution \(p_j(a_j)\) pushes the estimate of \(a_i, i \in \Phi_j\) to the activity states with high probabilities. As \(\tilde{f}_{\text{MAP}}(\bar{a}_0, \bar{x}_0) - \tilde{f}_{\text{ML}}(\bar{a}_0, \bar{x}_0)\) decreases with \(M\), the impacts of the prior distributions of \(\bar{a}_0\) and \(\bar{x}_0\) reduce as \(M\) increases. As \(M \to \infty\), \(\tilde{f}_{\text{MAP}}(\bar{a}_0, \bar{x}_0) \to \tilde{f}_{\text{ML}}(\bar{a}_0, \bar{x}_0)\), Problem 4 reduces to Problem 3 and \((\bar{a}_0^\dagger, \bar{x}_0^\dagger)\) becomes \((\bar{a}_0^*, \bar{x}_0^*)\).

As \(\tilde{f}_{\text{ML}}(\bar{a}_0, \bar{x}_0)\) is a DC function and 
\[-\frac{1}{M} \sum_{j=0}^{6} \sum_{\omega \in \Psi_j} \left( c_{\omega} \prod_{i \in \omega} a_i \right)\]

is a non-convex function, we can see that Problem 4 is a challenging non-convex problem with a complicated objective function. We adopt the coordinate descent method to obtain a stationary point of Problem 4. Specifically, given \(\bar{a}_0\) and \(\bar{x}_0\) obtained in the previous step, the coordinate descent optimization with respect to \(a_i\) is equivalent to the optimization of the increment \(d\) in \(a_i\):

\[
\min_{1-a_i \geq d \geq -a_i} \tilde{f}_{\text{MAP}}(\bar{a}_0 + de_i, \bar{x}),
\]

and the coordinate descent optimization with respect to \(x_{j,\ell}\) is equivalent to the optimization of the increment \(d\) in \(x_{j,\ell}\):

\[
\min_{d \geq -x_{j,\ell}} \tilde{f}_{\text{ML}}(\bar{a}_0, \bar{x}_j + de_\ell) + \frac{(x_{j,\ell} - \mu_j + d)^2}{2M\sigma_j^2}.
\]
Define

\[ \tilde{f}_{a,i}(d, \tilde{a}_0, \tilde{x}_0) \triangleq f_{a,i}(d, \tilde{a}_0, \tilde{x}_0) - \frac{d}{M} \sum_{j=0}^{6} \sum_{\omega \in \Psi_j : i \in \omega} \left( e_{\omega} \prod_{i' \in \omega, i' \neq i} a_{i'} \right), \]

\[ \tilde{f}_{x,j,\ell}(d, \tilde{a}_0, \tilde{x}_0) \triangleq \log(1 + de_j^H \Sigma_j^{-1} e_{\ell}) - \frac{d e_j^H \Sigma_j^{-1} \hat{\Sigma} Y_j \Sigma_j^{-1} e_{\ell}}{1 + de_j^H \Sigma_j^{-1} e_{\ell}} + \frac{(x_{j,\ell} - \mu_j + d)^2}{2M\sigma_j^2}, \]

\[ \tilde{h}_{a,i}(d, \tilde{a}_0, \tilde{x}_0) \triangleq \tilde{h}_{a,i}(d, \tilde{a}_0, \tilde{x}_0) - \frac{1}{M} \sum_{j=0}^{6} \sum_{\omega \in \Psi_j : i \in \omega} \left( e_{\omega} \prod_{i' \in \omega, i' \neq i} a_{i'} \right), \]

\[ \tilde{h}_{x,j,\ell}(d, \tilde{a}_0, \tilde{x}_0) \triangleq \frac{e_{\ell}^H \Sigma_j^{-1} e_{\ell}}{1 + de_{\ell}^H \Sigma_j^{-1} e_{\ell}} - \frac{e_{\ell}^H \Sigma_j^{-1} \hat{\Sigma} Y_j \Sigma_j^{-1} e_{\ell}}{(1 + de_{\ell}^H \Sigma_j^{-1} e_{\ell})^2} + \frac{d + x_{j,\ell} - \mu_j}{M\sigma_j^2}. \]

We write $\tilde{f}_{a,i}(d, \tilde{a}_0, \tilde{x}_0)$, $\tilde{f}_{x,j,\ell}(d, \tilde{a}_0, \tilde{x}_0)$, $\tilde{h}_{a,i}(d, \tilde{a}_0, \tilde{x}_0)$, and $\tilde{h}_{x,j,\ell}(d, \tilde{a}_0, \tilde{x}_0)$ as functions of $\tilde{a}_0$ and $\tilde{x}_0$, as $\Sigma_j$, $j \in \{0, 1, \cdots, 6\}$ are functions of $\tilde{a}_0$ and $\tilde{x}_0$. Note that $\tilde{h}_{a,i}(d, \tilde{a}_0, \tilde{x}_0)$ and $\tilde{h}_{x,j,\ell}(d, \tilde{a}_0, \tilde{x}_0)$ are the derivative functions of $\tilde{f}_{a,i}(d, \tilde{a}_0, \tilde{x}_0)$ and $\tilde{f}_{x,j,\ell}(d, \tilde{a}_0, \tilde{x}_0)$ with respect to $d$, respectively. Denote $\tilde{A}_i(\tilde{a}_0, \tilde{x}_0) \triangleq \{ d \in [-a_i, 1 - a_i] : \tilde{h}_{a,i}(d, \tilde{a}_0, \tilde{x}_0) = 0 \}$ as the set of roots of equation $\tilde{h}_{a,i}(d, \tilde{a}_0, \tilde{x}_0) = 0$ that lie in $[-a_i, 1 - a_i]$, for given $\tilde{a}_0$ and $\tilde{x}_0$. Denote $\tilde{X}_{j,\ell}(\tilde{a}_0, \tilde{x}_0) \triangleq \{ d > -x_{j,\ell} : \tilde{h}_{x,j,\ell}(d, \tilde{a}_0, \tilde{x}_0) = 0 \}$ as the set of roots of equation $\tilde{h}_{x,j,\ell}(d, \tilde{a}_0, \tilde{x}_0) = 0$ that are no smaller than $-x_{j,\ell}$, for given $\tilde{a}_0$ and $\tilde{x}_0$. Based on the structure properties of the coordinate optimization problems in (29) and (30), we have the following results.

**Theorem 4 (Optimal Solutions of Coordinate Descent Optimizations in (29) and (30)):** Given $\tilde{a}_0$ and $\tilde{x}_0$ obtained in the previous step, the optimal solution to the coordinate optimization with respect to the increment in $a_i$ in (29) is given by

\[ \arg \min_{d \in \tilde{A}_i(\tilde{a}_0, \tilde{x}_0) \cup \{-a_i, 1 - a_i\}} \tilde{f}_{a,i}(d, \tilde{a}_0, \tilde{x}_0), \]

and the optimal solution to the coordinate optimization with respect to the increment in $x_{j,\ell}$ in (30) is given by

\[ \arg \min_{d \in \tilde{X}_{j,\ell}(\tilde{a}_0, \tilde{x}_0) \cup \{-x_{j,\ell}\}} \tilde{f}_{x,j,\ell}(d, \tilde{a}_0, \tilde{x}_0). \]

**Proof:** Theorem 4 can be proved in a similar way to Theorem 2. The details are omitted due to page limitation.

The roots of equation $\tilde{h}_{a,i}(d, \tilde{a}_0, \tilde{x}_0) = 0$ can be obtained by solving a univariate polyno-
mial equation of degree 14 using mathematical tools, e.g., MATLAB. The roots of equation \( \tilde{h}_{x,j,\ell}(d, \overline{a}_0, \overline{x}_0) = 0 \) can be obtained by solving a cubic equation with one variable, which has closed-form solutions. From Theorem 4 we can see that in the coordinate descent optimizations, prior information on \( \overline{a}_0 \) and \( \overline{x}_0 \) affects the updates of \( a_i, i \in \overline{\Phi}_0 \) and \( x_{j,\ell}, j \in \{0, 1, \ldots, 6\}, \ell \in \mathcal{L} \), respectively. The details of the coordinate descent algorithm for solving Problem 4 are also summarized in Algorithm 2. As shown in Table I, the computational complexities for solving the coordinate optimizations in (29) and (30) per iteration are higher than those for solving the coordinate optimizations in (24) and (25), as the objective functions incorporating the prior distributions of \( \overline{a}_0 \) and \( \overline{x}_0 \) are more complex. Similarly, as \( \mathcal{f}_{\text{MAP}}(\overline{a}_0, \overline{x}_0) \) is continuously differentiable, we can obtain a stationary point of Problem 4 by Algorithm 2 for the joint MAP estimation under a mild condition that each of the coordinate optimizations in (29) and (30) has a unique optimal solution [29, Proposition 2.7.1].

V. Numerical Results

In this section, we evaluate the performance of the proposed activity detection designs via numerical results. We compare the proposed designs with four state-of-the-art designs, i.e., AMP (non-cooperative) in \([9, 14]\), ML, and Group-Lasso in \([17]\), which do not consider inter-cell interference or AP cooperation, and AMP (cooperative) in \([16]\) which considers inter-cell interference and AP cooperation. Note that the proposed designs, ML, and Group-Lasso are optimization-based device activity detection designs, and the computational complexities of ML and Group-Lasso per iteration are \( \mathcal{O}(N_0 L^2) \). AMP (non-cooperative) and AMP (cooperative) are based on the AMP algorithm with the minimum mean squared error (MMSE) denoiser, and their computational complexities per iteration are \( \mathcal{O}(N_0 L M) \). ML has been recognized as the best design among all existing designs in most cases, and the AMP-based designs are also treated as very competitive designs among existing ones.

In the simulation, \( N_0 \) devices are uniformly distributed in cell 0, and the active devices out of cell 0 are distributed according to a homogeneous PPP with density \( \lambda \). The number of devices in cell 0 \( N_0 \) is deterministic, and the number of active devices in any other cell is random.

---

9 Note that the degree of the univariate polynomial equation is 2u, where u denotes the number of cooperative APs.

10 Note that under a homogeneous PPP, points are uniformly distributed in any given area, and the number of points in any given area is a random variable and follows a Poisson distribution. Thus, the model for the devices in cell 0 does not contradict with that for the devices outside of cell 0.
and has average $\frac{3\sqrt{3}}{2}R^2\lambda$. We treat the devices in cell 0 and outside of it differently for the purpose of separating the impacts of $N_0$ and the intensity of inter-cell interference. We assume that each device is active with probability $p_a$. We independently generate 2000 realizations for the locations of devices, $p_i$, $i \in \mathcal{I}$, $a_i$, $i \in \mathcal{I}$, and $h_{i,j}$, $i \in \mathcal{I}$, $j \in \{0, 1, \cdots, 6\}$, perform device activity detection in each realization, and evaluate the average error probability over all 2000 realizations. For the proposed designs, ML, and Group-Lasso, let $\hat{a}_i \triangleq 1[a_i^* \geq \theta]$ denote the estimate of the activity state of device $i$, where $1[\cdot]$ is the indicator function, and $\theta > 0$ is a threshold. As $a_i \in [0, 1]$, the threshold $\theta$ should be chosen from $[0, 1]$. It is obvious that the error probability is $1 - p_a$ when $\theta \leq 0$ and is $p_a$ when $\theta \geq 1$. For each of the proposed designs, ML, and Group-Lasso, we evaluate the average error probability for $\theta \in \{0.01, 0.02, \cdots, 1\}$ and choose the optimal threshold, i.e., the one achieving the minimum as its average error probability.\footnote{As the optimal threshold varies with the network parameters and the distributions of device activities and interference powers, it is not reasonable to fix a threshold for all the schemes and compare their performances in different cases. Note that choosing a threshold based on prior knowledge are widely considered \cite{7, 14, 15}.}

For AMP (non-cooperative) and AMP (cooperative), let $\hat{a}_i \triangleq 1[\text{LLR}_i \geq 0]$ denote the estimate of the activity state of device $i$ \footnote{$\lambda = 0.00025$ represents that there are on average 50 devices in a square of 100m×100m.}, where LLR$_i$ is the log-likelihood ratio for device $i$ and is given by \cite{16, Eq. (13)} and \cite{16, Eq. (15)} for AMP (non-cooperative) and AMP (cooperative), respectively. A detection error happens when $\hat{a}_i \neq a_i$. In the simulation, unless otherwise stated, we choose $R = 200$, $\lambda = 0.00025$, $p_a = 0.05$, $N_0 = 500$, $\alpha = 3$, $L = 40$, $M = 60$ and $\delta^2 = \frac{R - \alpha}{10}$\footnote{$\lambda = 0.00025$ represents that there are on average 50 devices in a square of 100m×100m.}.

The simulation results are plotted in Fig. 5. The proposed ML (non-cooperative), proposed MAP
Fig. 6. Error probability versus length of pilot sequences $L$, number of antennas $M$ and density of active devices out of typical cell $\lambda$ in the i.i.d. case.

(non-cooperative), proposed ML (cooperative), proposed MAP (cooperative), and ML versus the threshold $\theta$. Note that when $\theta$ increases, more devices are detected as inactive. From Fig. 5, we can see that the error probability of each detection design first decreases with $\theta$ due to the decrease of false alarm and then increases with $\theta$ due to the increase of missed detection. In addition, we observe that the optimal thresholds corresponding to the minimum error probabilities for the MAP-based detection designs are smaller than those for the corresponding ML-based detection designs. This is because the incorporation of the prior distribution of device activities (e.g., $p_a = 0.05$ in the i.i.d. case) makes the estimated activity states of most devices under the MAP-based detection designs smaller than those under the ML-based detection designs.

Fig. 6 plots the error probability versus the length of pilot sequences $L$, the number of antennas $M$, and the density of active devices outside cell $0 \lambda$ in the i.i.d. case, where the devices activate in an i.i.d. manner. From Fig. 6, we observe that the proposed designs outperform
The AMP-based designs and Group-Lasso (the error probability of the proposed MAP (non-cooperative) is smaller than $\frac{1}{5}$ of that of AMP (non-cooperative), and the error probability of the proposed MAP (cooperative) is about $\frac{1}{10}$ of that of AMP (cooperative)); the proposed ML (non-cooperative) outperforms ML, especially in the high interference regime; the proposed MAP (non-cooperative) can reduce the error probability by nearly a half, compared to the proposed ML (non-cooperative); the proposed cooperative designs significantly outperform their respective non-cooperative counterparts; the performance of the proposed MAP (cooperative) is similar to that of the proposed ML (cooperative). Note that the performance gain of the proposed ML (non-cooperative) over ML comes from the explicit consideration of inter-cell interference; the performance gain of the proposed MAP (non-cooperative) over the proposed ML (non-cooperative) derives from the incorporation of prior knowledge of the interference powers and device activities; the performance gain of each proposed cooperative design over its non-cooperative counterpart is due to the exploitation of more observations from neighbor APs and the utilization of more network parameters; similar performance of the proposed cooperative designs indicates that exploiting prior knowledge of the interference powers and device activities brings a relatively small gain under AP cooperation. Specifically, from Fig. 6 (a) and (b), we observe that the error probability of each design decreases with $L$ and $M$; and the gap between the proposed MAP (non-cooperative) and the proposed ML (non-cooperative) increases as $L$ and $M$ decrease, which highlights the benefit of prior information at small $L$ and $M$ under non-cooperative device activity detection. From Fig. 6 (c), we can see that the error probability of each design increases with $\lambda$, demonstrating the influence of inter-cell interference in device activity detection. In addition, we can see that the gap between the proposed MAP (non-cooperative) and the proposed ML (non-cooperative) increases with $\lambda$, which shows that the value of prior knowledge of the interference powers increases with their strengths under non-cooperative device activity detection.

Fig. 7 plots the error probability of each proposed design versus the correlation coefficient $\eta$ in the group activity case given by the first instance in Section III-B1. As the baseline designs cannot exploit general sparsity patterns of device activities, we do not show their error probabilities in Fig. 7 and Fig. 8. From Fig. 7, we can observe that the error probabilities of the proposed MAP (non-cooperative) and the proposed MAP (cooperative) decrease with $\eta$, whereas the error probabilities of the other designs nearly do not change with $\eta$. In addition, the error probabilities of the proposed MAP (non-cooperative) and the proposed MAP (cooperative) at $\eta = 1$ reduce
to about 1/3 of the corresponding ones at \( \eta = 0 \), which demonstrates the value of exploiting correlation among device activities.

Fig. 8 plots the error probability versus the group size \( \frac{N_0}{K} \) in the group activity case given by the second instance in Section III-B1. From Fig. 8 we can see that the error probabilities of the proposed ML (non-cooperative) and the proposed ML (cooperative) increase with \( \frac{N_0}{K} \), as the device activity detection is more challenging when the number of active devices is larger, and the correlation among device activities is not utilized. In contrast, the error probabilities of the proposed MAP (non-cooperative) and the proposed MAP (cooperative) decrease with \( \frac{N_0}{K} \), as the exploitation of correlation successfully narrows down the set of possible activity states. Note that in the second instance in Section III-B1, when the group size \( \frac{N_0}{K} \) increases, the variance of the number of active devices in each cell increases, the probability of having a larger number of active devices increases, and the sample space of device activities becomes smaller.

### VI. Conclusion

This paper considered non-cooperative and cooperative device activity detection in grant-free massive access in a multi-cell network with interfering devices. Under each activity detection mechanism, we formulated the problems for the joint ML estimation and joint MAP estimation of both the device activities and interference powers. Furthermore, for each challenging non-convex problem, we proposed a coordinate descent algorithm to obtain a stationary point. Both analytical and numerical results demonstrated the importance of explicit consideration of inter-cell interference, the values of prior information and network parameters, and the advantage
of AP cooperation in device activity detection. To our knowledge, this is the first time that techniques from probability, stochastic geometry, and optimization are jointly utilized in device activity detection for grant-free massive access. Furthermore, this is the first work that considers joint estimation of the device activities and interference powers to improve the accuracy of device activity detection.

**Appendix A: Proof of Theorem**

First, consider the coordinate optimization with respect to $a_i$. By (4), we have

$$f_{ML}(a_0 + de_i, x) \overset{(a)}{=} \log |\Sigma + d\gamma_i,0 p_ip_i^H| + \text{tr}((\Sigma + d\gamma_i,0 p_ip_i^H)^{-1}\hat{\Sigma}_0)$$

$$\overset{(b)}{=} \log \left(|\Sigma|(1 + d\gamma_i,0 p_i^H \Sigma^{-1} p_i)\right) + \text{tr} \left(\left(\Sigma^{-1} - \frac{d\gamma_i,0 \Sigma^{-1} p_ip_i^H \Sigma^{-1} p_i}{1 + d\gamma_i,0 p_i^H \Sigma^{-1} p_i}\right) - \frac{d\gamma_i,0 p_i^H \Sigma^{-1} \hat{\Sigma}_0 \Sigma^{-1} p_i}{1 + d\gamma_i,0 p_i^H \Sigma^{-1} p_i}\right),$$

where (a) is due to $\Sigma = P_0 A_0 \Gamma_0 P_0^H + X + \delta^2 I_L$ and $P_0 A_0 \Gamma_0 P_0^H = \sum_{i \in \Phi_0} a_i \gamma_i,0 p_ip_i^H$, (b) is due to the fact that for any positive definite matrix $\Sigma$, $(\Sigma + d\gamma_i,0 p_ip_i^H)^{-1} = \Sigma^{-1} - \frac{d\gamma_i,0 \Sigma^{-1} p_ip_i^H \Sigma^{-1}}{1 + d\gamma_i,0 p_i^H \Sigma^{-1} p_i}$ and $|\Sigma + d\gamma_i,0 p_ip_i^H| = |\Sigma|(1 + d\gamma_i,0 p_i^H \Sigma^{-1} p_i)$ hold [17], and (c) is due to the cyclic property of trace. Note that $f_{ML}(a_0 + de_i, x)$ is well-defined only when $d > d_0 \overset{\Delta}{=} \frac{1}{\gamma_i,0 p_i^H \Sigma^{-1} p_i}$. By (33), we have

$$\frac{\partial f_{ML}(a_0 + de_i, x)}{\partial d} = \frac{\gamma_i,0 p_i^H \Sigma^{-1} p_i}{1 + d\gamma_i,0 p_i^H \Sigma^{-1} p_i} - \frac{\gamma_i,0 p_i^H \Sigma^{-1} \hat{\Sigma}_0 \Sigma^{-1} p_i}{1 + d\gamma_i,0 p_i^H \Sigma^{-1} p_i^2} - \frac{\gamma_i,0 p_i^H \Sigma^{-1} \hat{\Sigma}_0 \Sigma^{-1} p_i}{1 + d\gamma_i,0 p_i^H \Sigma^{-1} p_i^2}.$$
By (35), we have
\[
\frac{\partial f_{\text{ML}}(a_0 + x + de_i)}{\partial d} = \frac{e_i^H \Sigma^{-1} e_i}{1 + de_i^H \Sigma^{-1} e_i} - \frac{e_i^H \Sigma^{-1} \Sigma^{-1} e_i}{(1 + de_i^H \Sigma^{-1} e_i)^2}.
\]
Thus, the solution of \(\frac{\partial f_{\text{ML}}(a_0 + x + de_i)}{\partial d} = 0\) is \(d_x^* \triangleq \frac{e_i^H \Sigma^{-1} \Sigma^{-1} e_i}{(e_i^H \Sigma^{-1} e_i)^2}\). Similarly, combining with \(x_i \geq 0\), we can obtain the optimal solution of (8) as in (10).

**APPENDIX B: PROOF OF LEMMA [1]**

To show Lemma [1], it is sufficient to calculate the mean and variance of \(\sum_{i \in \mathcal{I} \setminus \Phi_0} a_i \gamma_i, 0\). Let \(\mathcal{I}_t\) denote the set of indices of the active interfering devices out of the typical cell. Recall that the locations of active interfering devices follow a homogeneous PPP with density \(\lambda\). According to Campbell’s theorem for sums, we have
\[
\mu = \mathbb{E} \left[ \sum_{i \in \mathcal{I} \setminus \Phi_0} a_i \gamma_i, 0 \right] = \mathbb{E} \left[ \sum_{i \in \mathcal{I}_t} d_{i, 0}^{-\alpha} \right] = \lambda \int_{\mathbb{R}^2 \setminus S_0} d(t)^{-\alpha} dt = 12 \lambda \int_0^\infty \int_0^{\sqrt{\frac{2\pi x}{\lambda}}} (x^2 + y^2)^{-\frac{\alpha}{2}} dy dx,
\]
where \(S_0\) denotes the area of the typical cell and \(d(t)\) is the distance between point \(t\) and the origin. According to the variance result for PPPs in [25, Page 85], we have
\[
\sigma^2 = \text{var} \left[ \sum_{i \in \mathcal{I} \setminus \Phi_0} a_i \gamma_i, 0 \right] = \text{var} \left[ \sum_{i \in \mathcal{I}_t} d_{i, 0}^{-\alpha} \right] = \lambda \int_{\mathbb{R}^2 \setminus S_0} d(t)^{-2\alpha} dt = 12 \lambda \int_0^\infty \int_0^{\sqrt{\frac{2\pi x}{\lambda}}} (x^2 + y^2)^{-\alpha} dy dx.
\]

**APPENDIX C: PROOF OF THEOREM [2]**

First, we consider the coordinate descent optimization with respect to \(a_i\) in (14). As \(f_{\text{MAP}}(a_0 + de_i, x) = f_{\text{ML}}(a_0 + de_i, x) - C_i d\), we have \(\frac{\partial f_{\text{MAP}}(a_0 + de_i, x)}{\partial d} = \frac{\partial f_{\text{ML}}(a_0 + de_i, x)}{\partial d} - C_i\). By (34), we have
\[
\frac{\partial^2 f_{\text{MAP}}(a_0 + de_i, x)}{\partial d^2} = \frac{\partial^2 f_{\text{ML}}(a_0 + de_i, x)}{\partial d^2}
\]
\[
= \sum_{i, 0}^2 d_{i, 0}^H \Sigma^{-1} e_i \left( 2p_i^H \Sigma^{-1} \Sigma^{-1} p_i - p_i^H \Sigma^{-1} e_i - d_{i, 0}^2 e_i^H \Sigma^{-1} p_i^2 \right) \left( 1 + d_{i, 0}^2 e_i^H \Sigma^{-1} p_i^2 \right)^3.
\]
The solution of \(\frac{\partial^2 f_{\text{MAP}}(a_0 + de_i, x)}{\partial d^2} = 0\) is \(d_x^* \triangleq \frac{2p_i^H \Sigma^{-1} \Sigma^{-1} p_i - p_i^H \Sigma^{-1} p_i}{\gamma_i, 0^2 (p_i^H \Sigma^{-1} p_i)^2}\). As \(\frac{\partial^2 f_{\text{MAP}}(a_0 + de_i, x)}{\partial d^2} > 0\) in \(d \in (d_0, d_2)\) and \(\frac{\partial^2 f_{\text{MAP}}(a_0 + de_i, x)}{\partial d^2} < 0\) in \(d \in (d_2, \infty)\), we know that \(\frac{\partial f_{\text{MAP}}(a_0 + de_i, x)}{\partial d}\) increases with \(d\) in \((d_0, d_2)\), decreases with \(d\) in \((d_2, \infty)\), and achieves its maximum}
at \( d = d_2 \). As \( \lim_{\epsilon \to 0^+} \frac{\partial f_{\text{MAP}}(a_0 + (d_0 + \epsilon) x, x)}{\partial d} = -\infty \) and \( \lim_{d \to \infty} \frac{\partial f_{\text{MAP}}(a_0 + de, x)}{\partial d} = -C_i \), the range of \( \frac{\partial f_{\text{MAP}}(a_0 + de, x)}{\partial d} \) is \( (-\infty, \frac{\gamma_i,0(p_i^H \Sigma^{-1} p_i)^2}{4p_i^H \Sigma^{-1} \Sigma Y_0 \Sigma^{-1} p_i} - C_i) \).

Now, we consider the following three cases. When \( C_i \leq 0 \), equation \( \frac{\partial f_{\text{MAP}}(a_0 + de, x)}{\partial d} = 0 \) has one solution \( s_i(a_0, x) \triangleq \frac{1}{2C_i} \left( 1 - \sqrt{1 - \frac{4C_i p_i^H \Sigma^{-1} \Sigma Y_0 \Sigma^{-1} p_i}{\gamma_i,0(p_i^H \Sigma^{-1} p_i)^2}} \right) - \frac{1}{\gamma_i,0 p_i^H \Sigma^{-1} p_i} \). We know that \( f_{\text{MAP}}(a_0 + de, x) \) decreases with \( d \) in \( (d_0, s_i(a_0, x)), \) increases with \( d \) in \( (s_i(a_0, x), +\infty) \) and achieves its maximum at \( d = s_i(a_0, x) \). Combining with the constraint \( a_i \in [0, 1] \), we have the optimal solution given in (16). When \( C_i \geq \frac{\gamma_i,0(p_i^H \Sigma^{-1} p_i)^2}{4p_i^H \Sigma^{-1} \Sigma Y_0 \Sigma^{-1} p_i} \), \( f_{\text{MAP}}(a_0 + de, x) \) decreases with \( d \) in \( (d_0, +\infty) \). Combining with the constraint \( a_i \in [0, 1] \), we have the optimal solution given in (16). When \( 0 < C_i \leq \frac{\gamma_i,0(p_i^H \Sigma^{-1} p_i)^2}{4p_i^H \Sigma^{-1} \Sigma Y_0 \Sigma^{-1} p_i} \), equation \( \frac{\partial f_{\text{MAP}}(a_0 + de, x)}{\partial d} = 0 \) has two solutions \( s_i(a_0, x) \) and \( \bar{s}_i(a_0, x) \), where

\[
\bar{s}_i(a_0, x) \triangleq \frac{1}{2C_i} \left( 1 + \sqrt{1 - \frac{4C_i p_i^H \Sigma^{-1} \Sigma Y_0 \Sigma^{-1} p_i}{\gamma_i,0(p_i^H \Sigma^{-1} p_i)^2}} \right) - \frac{1}{\gamma_i,0 p_i^H \Sigma^{-1} p_i}.
\]

We know that \( f_{\text{MAP}}(a_0 + de, x) \) decreases with \( d \) in \( (d_0, s_i(a_0, x)) \) and \( (\bar{s}_i(a_0, x), +\infty) \), and increases with \( d \) in \( (s_i(a_0, x), \bar{s}_i(a_0, x)) \). Combining with the constraint \( a_i \in [0, 1] \), we have the optimal solution given in (16).

Next, we consider the coordinate descent optimization with respect to \( x_\ell \) in (15). Note that \( h_{x, \ell}(d, a_0, x) \) is the derivative function of \( f_{x, \ell}(d, a_0, x) \) with respect to \( d \). Combining with the constraint \( x_\ell > 0 \), we know that \( f_{x, \ell}(d, a_0, x) \) achieves its maximum at one point in \( \mathcal{X}_\ell(a_0, x) \cup \{ -x_\ell \} \), where \( \mathcal{X}_\ell(a_0, x) \triangleq \{ d \geq -x_\ell : h_{x, \ell}(d, a_0, x) = 0 \} \), which has the optimal objective value. Therefore, we complete the proof.

**APPENDIX D: PROOF OF COROLLARY 1**

First, we derive \( f_{\text{MAP}}(a_0, x) \) in the i.i.d. case. Note that in the i.i.d. case,

\[
p(a_0) = \prod_{i \in \Phi_0} p_a^a(1 - p_a)^{1-a_i} = \exp \left( \log \frac{p_a}{1 - p_a} \sum_{i \in \Phi_0} a_i + N_0 \log(1 - p_a) \right).
\]

Based on (13), \( f_{\text{MAP}}(a_0, x) \) in the i.i.d. case is given by

\[
f_{\text{MAP}}(a_0, x) = f_{\text{ML}}(a_0, x) + \frac{1}{2M\sigma^2} \sum_{\ell \in \mathcal{L}} (x_\ell - \mu)^2 - \frac{1}{M} \log \frac{p_a}{1 - p_a} \sum_{i \in \Phi_0} a_i. \tag{36}
\]

By (36), we know that \( C_i = \frac{1}{M} \log \frac{p_a}{1 - p_a} < 0 \) (as \( p_a \ll 1 \)). Substituting \( C_i = \frac{1}{M} \log \frac{p_a}{1 - p_a} \) into (16), we can obtain the optimal solution of (14) as in (18) in the i.i.d. case.
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