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ABSTRACT

The diffusion of rumors on social media generally follows a propagation tree structure, which provides valuable clues on how an original message is transmitted and responded by users over time. Recent studies reveal that rumor verification and stance detection are two relevant tasks that can jointly enhance each other despite their differences. For example, rumors can be debunked by cross-checking the stances conveyed by their relevant posts, and stances are also conditioned on the nature of the rumor. However, stance detection typically requires a large training set of labeled stances at post level, which are rare and costly to annotate.

Enlightened by Multiple Instance Learning (MIL) scheme, we propose a novel weakly supervised joint learning framework for rumor verification and stance detection which only requires bag-level class labels concerning the rumor’s veracity. Specifically, based on the propagation trees of source posts, we convert the two multi-class problems into multiple MIL-based binary classification problems where each binary model is focused on differentiating a target class (of rumor or stance) from the remaining classes. Then, we propose a hierarchical attention mechanism to aggregate the binary predictions, including (1) a bottom-up/top-down tree attention layer to aggregate binary stances into binary veracity; and (2) a discriminative attention layer to aggregate the binary class into finer-grained classes. Extensive experiments conducted on three Twitter-based datasets demonstrate promising performance of our model on both claim-level rumor detection and post-level stance classification compared with state-of-the-art methods.

CCS CONCEPTS

• Computing methodologies → Natural language processing.
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1 INTRODUCTION

The rapid development of social networks has spawned a large number of rumors, which jeopardize the environment of online community and result in harmful consequences to the individuals and our society. For instance, during the COVID-19 pandemic, a false rumor claimed that “magnetism will be generated in the body after the injection of coronavirus vaccine” went viral and shared millions of times on social media platforms, which causes vaccination hesitation to the public and delays the establishment of the herd immunity in the population. It is meanwhile noteworthy that a wide variety of online opinions spread about a rumor can be useful for us to distill the collective wisdom of crowd in recognizing some very challenging rumors [54]. In recent years, this has inspired researchers to develop automatic rumor verification approaches by leveraging large-scale analysis of online posts to mitigate the harm of rumors.

Rumor verification is a task to determine the veracity of a given claim about some subject matter [22]. Most rumor verification methods are focused on training a supervised model by utilizing pre-defined features [5, 25, 48] or enquiring patterns [52] over the claim and its responding posts. To avoid the painstaking feature engineering, neural methods such as Recurrent Neural Networks (RNNs) [32] and Convolutional Neural Networks (CNNs) [49] were proposed to learn discriminative features from the sequential structure of rumor propagation. To further capture the complex propagation patterns, kernel learning algorithms were designed to compare different propagation trees [33, 41, 47]. Propagation trees were also
Figure 1: An illustration of tree-based MIL binary classification for simultaneous rumor and stance detection.

utilized to guide feature learning for classifying different types of rumors on Twitter based on Recursive Neural Networks (RvNN) [35] or Transformer-based models [16, 31].

Stance detection on social media aims to determine the attitude expressed in a post towards a specific target. Previous studies conducted massive manual analysis on stances pertaining to different rumor types [36]. Subsequent methods leveraged temporal traits to classify rumor stances with Gaussian Process [29] and Hawkes Process [30]. Some studies proposed to train supervised models based on hand-crafted features [3, 50, 56]. To alleviate feature engineering, Zhang et al. [51] proposed to learn a hierarchical representation of stance classes to overcome the class imbalance problem. Further, multi-task learning framework was utilized to mutually reinforce stance detection and rumor classification simultaneously [20, 21, 34, 46]. However, they generally require a large stance corpus annotated at post level for model training, which is a daunting issue. While some unsupervised methods were proposed [1, 18], they achieved poor generalizability due to the specifically crafted features or pre-trained task-specific models, which cannot be robustly migrated to other tasks.

Past research revealed that there is close relationship between rumor verification and stance classification tasks. For instance, the voices of opposition and doubt seem to always appear among the posts along with the spread of rumors [36]; also, there are many skepticism and enquiries posts sparked to find out the claim’s veracity [57]. Moreover, propagation structure provides valuable clues regarding how a claim is transmitted and opinionated by users over time [31, 46]. Figure 1 exemplifies the dissemination of four types of rumorous claims, where each claim is represented as a propagation tree consisting of the source post and user responses. We observe that: (1) a response generally reacts towards its responded post instead of the source claim (i.e., the claim) directly; (2) a post denying a false rumor claim tends to trigger supporting replies to confirm the objection; and (3) a post denying a true rumor claim can generally spark denying replies that object the denial. So the stances expressed in such structured responses may contain signals for distinguishing rumor classes. On the other hand, we can observe that given the rumor veracity class, false rumors tend to attract more denying posts and unfold with more edges like “support → deny” and “deny → support” than true claims, while unverified rumors contain more questioning posts with more “comment → comment” and “comment → question” edges than the other classes of claims. Intuitively, we can deduce the stances of the individual posts according to the rumor veracity and response structure by first determining the stances for some salient nodes directly, and further for the nodes in connection with the nodes with the help of these featured edges.

In this paper, we propose a weakly supervised approach, which is an extension of Multiple Instance Learning (MIL) [13], jointly detect stance and verify rumors only using the veracity labels of rumorous claims (i.e., so-called bag-level annotation). MIL-based classifier is traditionally used to classify individual instances (e.g., sentences) in a bag (e.g., document) and then deduce the bag-level prediction by aggregating the instance-level prediction while using only bag-level annotations for a weak supervision in the training. The original MIL assumes that the class labels defined at these two levels are binary and homogeneous. In this work, however, the two tasks have their own multi-class labels defined independently. The main challenge lies in how to correlate the two different sets of class labels and turn the problem to become learnable with the existing MIL framework. Another challenge is to make inference from one set of classes to another set based on the feature representations learned from propagation trees which is the essential propagation structure of social media posts.

To this end, we firstly convert the multi-class classification problem into multiple MIL-based binary problems. For an illustration, Figure 1 shows the idea of our joint prediction model, where we can treat False rumor and Deny stance (F-D pair) as the positive
class (i.e., the target class) at the bag and instance level, respectively, while regarding the rest of the classes as negative. Provided that rumor veracity labels contain False rumor (F), True rumor (T), Unverified rumor (U) and Non-rumor (N) while post stance labels consist of Deny (D), Support (S), Question (Q) and Comment (C), quite a few possible veracity-stance class pairs can exist, and each veracity-stance pair can indicate the target class of a claim and a responsive post for the binary classification on the claim veracity and post stance, respectively. We thus develop MIL-based top-down/bottom-up propagation models for representation learning and classification, corresponding to different edge directions. In order to synthesize the binary results of the set of binary veracity-stance prediction models, we propose a novel hierarchical attention mechanism to (1) aggregate the obtained stances from each binary MIL model for inferring the rumor claim veracity; and (2) combine the multiple binary results into a unified result of multiple classes. In this way, the stance of each post is obtained by attending over the the predictions of all the binary (instance-level) stance classifiers. Similarly, we predict the rumor class of each claim by attending over the binary (bag-level) veracity predictions following the weighted collective assumption in MIL [13], which is a variant of standard MIL assuming that the bag-level label relies more on vital instances. Extensive experiments conducted on three Twitter-based benchmark datasets demonstrate that our MIL-based method achieves promising results for both rumor verification and stance detection tasks.

2 RELATED WORK

In this section, we provide a brief review of the research works on three different topics that are related to our study.

Rumor Verification. Pioneer research on automatic rumor verification was focused on pre-defined features or rules crafted from texts, users, and propagation patterns to train supervised classification models [25, 40, 48]. Jin et al. [15] exploited the conflicting viewpoints in a credibility propagation network for verifying news stories propagated via tweets. To avoid feature engineering, subsequent studies proposed data-driven methods based on neural networks such as RNN [32] and CNN [49] to automatically capture rumor-indicative patterns. Considering the close correlations among rumor and stance categories, multi-task learning framework was utilized to mutually reinforce rumor verification and stance detection tasks [20, 21, 34, 46]. To model complex structures of post propagation, more advanced approaches were proposed to use tree kernel-based method [33, 47], tree-structured RvNN [35, 46], hybrid RNN-CNN model [27], variants of Transformer [16, 31], graph co-attention networks [28] and Bi-directional Graph Neural Networks (BiGCN) [4, 23] for classify different kinds of rumors. Inspired by their success, we develop our approach based on the tree-structured model.

Stance Detection. Manual analysis on stance revealed that there are close relationship between specific veracity categories and stances [36]. In the follow-up studies, a range of hand-crafted features [3, 50, 56] as well as temporal traits [29, 30] were studied to train stance detection models. More recently, deep neural networks were utilized for stance representation learning and classification to alleviate feature engineering and pursue stronger generalizability, such as bidirectional RNNs [2] and two-layer neural networks for learning hierarchical representation of stance classes [51]. Some studies further took into account conversation structure, such as the tree-based LSTM model for detecting stances [19, 55] and the tree-structured multi-task framework for joint detection of rumors and stances [46]. However, these methods require a large stance corpus annotated at post level for training. While several unsupervised stance models based on pre-defined rules [18] and pre-trained models [1] were available, their generalizability on stance detection is always a critical concern due to different problem settings. In this paper, we propose a weakly supervised propagation model to classify rumor categories and post stances simultaneously with no need of post stance labels.

Multiple Instance Learning (MIL). MIL is a type of weakly supervised learning which aims to learn a classifier with coarse-grained bag-level annotation to assign labels to fine-grained instances, where instances are arranged in the bag [12]. Further research following MIL proposed some variants by extending the threshold-based, count-based and weighted collective MIL assumptions to infer the bag-level label [13]. In recent years, MIL has been successfully applied to various applications in the field of Natural Language Processing (NLP), such as the unified MIL framework that simultaneously classified news articles and extracted sentences [45]. The MIL-based model for user personalized satisfaction prediction in Community Question Answering (CQA) [6], the context-assisted MIL method using service dialogues for customer satisfaction analysis in E-Commerce [42], and the attention-based MIL network for fashion outfit recommendation [24], etc. However, the original MIL is specifically designed for binary classification for the instances without complex structures, and the bag-level labels should be compatible with the instance-level labels. In this paper, we design a tree-based MIL framework to convert the multi-class problem into multiple binary classifiers and solve the issue of incompatible labels between the bag and instance levels.

3 PROBLEM STATEMENT

We define a rumor dataset as \( \{C\} \), where each training instance \( C = (c, X, y) \) is a tuple consisting of a claim \( c \), a sequence of relevant tweets \( X = (t_1 \rightarrow t_i \rightarrow \cdots \rightarrow t_r) \) and a veracity label \( y \) of the claim. Note that although the tweets are presented in a chronological order, there are explicit connections such as response or repost relations among them. Inspired by Ma et al. [35], we represent each claim as two different propagation trees with distinct edge directions: (1) Bottom-up tree where the responding nodes point to their responded nodes, similar to a citation network; and (2) Top-down tree where the edges follow the direction of information diffusion by reversing the edge direction in the Bottom-up tree. We define the following two tasks:

- **Stance Detection**: The task is to determine the post-level stance \( p_i \) for a post \( t_i \) expressed over the veracity of claim \( c \). That is, \( f : t_1 \rightarrow t_2 \rightarrow \cdots \rightarrow t_r, c \rightarrow p_1 \cdots p_r \), where \( p_i \) is the stance label that takes one of Support (S), Deny (D), Question (Q) or Comment (C). Here the Comment is assigned to the posts that do not have clear orientations to the claim’s veracity.

- **Rumor Verification**: The task is to classify the claim \( c \) on top of the post stances as one of the four possible veracity
labels $y$: Non-rumor (N), True rumor (T), False rumor (F) or Unverified rumor (U). That is, $g : p_1 p_2 \cdots p_T \rightarrow y$, where \{p_1 p_2 \cdots p_T\} follows a top-down/bottom-up propagation tree structure. In our approach, we hypothesize that the task can be modeled following the weighted collective assumption of MIL in a sense that the bag-level label relies more on vital instances [13].

In our task, bags (i.e., claims) are predictively labeled with the “most likely” class according to the distribution of instances (i.e., posts) labels in the tree.

4 OUR APPROACH

In this section, we will describe our extension to the original MIL framework for joint rumor verification and stance detection based on the bottom-up and top-down propagation tree structures. Due to the fine-grained categories of stance and rumor veracity, we first decompose the multi-class problem into multiple binary classification problems and then aggregate the predicted binary classes into multi-way classes. Without the loss of generality, we assume the number of rumor classes is $N_r$ and that of the stance classes is $N_s$, and thus there can be $K = N_r \times N_s$ possible veracity-stance target class pairs corresponding to $K$ binary classifiers weakly supervised for detecting rumor veracity and post stance simultaneously.

4.1 Post Encoding

We represent each post as a word sequence $t_i = \{w_{i,1}, w_{i,2} \cdots w_{i,|t_i|}\}$, where $w_{i,j} \in \mathbb{R}^d$ is a $d$-dimensional vector that can be initialized with pre-trained word embeddings. We map each $w_{i,j}$ into a fixed-size hidden vector using standard GRU [7] and obtain the post-level vector for $c$ and $t_i$ by using two independent GRU-based encoders:

$$h_c = h_{|c|} = \text{GRU}(w_{|c|}, h_{|c|-1}, \theta_c)$$
$$h_i = h_{|t_i|} = \text{GRU}(w_{|t_i|}, h_{|t_i|-1}, \theta_X)$$

where $\text{GRU}(\cdot)$ denotes standard GRU transition equations, $|\cdot|$ is the number of words, $w_{|c|}$ and $w_{|t_i|}$ is the last word of $c$ and $t_i$, respectively, $h_{|c|-1}$ and $h_{|t_i|-1}$ denote the hidden unit for the corresponding previous word, and $\theta_c$ and $\theta_X$ contain all the parameters in the claim and post encoder, respectively.

---

Figure 2: A framework of MIL-based model with bottom-up tree. The edge direction in the tree corresponds to stance feature aggregation recursively from bottom to up. $\hat{p}_i^k$ denotes the aggregated stance in a subtree rooted at $t_i$.

Figure 3: A framework of MIL-based model with top-down tree. $S_k^c$ denotes the aggregated stance for specific path from $c$ to $t_i$. Attending over the updated representation of all Leaf nodes correspond to selecting more informative propagation paths.
4.2 MIL-based Bottom-up Model

Subtree structure embeds relative stance patterns which are closely correlated to the claim (i.e., root node) veracity, e.g., "supp -> deny" may be more frequently observed in a false rumor claim than that in a true claim, and false claims normally spark more denying stances in the posts than true claims do. The core idea of MIL-based bottom-up model is to infer the post stance supervised by the claim veracity annotations, while the prediction of both stance and veracity is jointly learned based on a recursive neural with bottom-up tree structure. For example, for the False Rumor bag in Figure 1, we could infer the posts, e.g., "No he has not", while "No he has not", as holding the denying stance due to their salient opinion refuting the false rumor claim, and then deduce the stances of the connected posts with the help of the featured edges till the stances of all posts are determined following the propagation structure. The overall structure of our proposed bottom-up model is illustrated in Figure 2.

**Binary Stance Classification.** The RvNN model [35] assumes that the subtrees with similar contexts, e.g., subtrees with a supportive parent and children alike, can be represented with a similar vector of features that stand for the stances of the leading node and obtained by aggregating the post representations along different branches in the subtree. So, in a binary stance classifier $k^j$, we obtain the stance representation for each post by synchronously aggregating the information from all its children nodes, following the similar bottom-up tree representation learning algorithm proposed in [35]. Specifically, we map the hidden vector $h_j$ of each node $j$ into a context vector $\tilde{h}_j$ by recursively combining the information of its children nodes $C(j)$ and itself in each subtree:

$$\tilde{h}_j = \text{RoNN}(h_j, h_{C(j)}, \theta^j)$$  \hspace{1cm} (2)

where $\text{RoNN}()$ denote the bottom-up RvNN transition function [35], $C(j)$ represents the children nodes set of $j$ and $\theta^j$ represent all the parameters of RvNN.

We then use a fully-connected softmax layer to predict the stance probability of $t_j$ towards the claim vector $h^k$ related to classifier $k$:

$$p^k_j = \text{softmax}(W^k_p h^k_j + W^k_p h^k + b^k_p)$$ \hspace{1cm} (3)

where $W^k_p$, $W^k_p$ and $h^k$ are the weights and bias, the probability values $(p^1_j, p^2_j, \ldots, p^K_j)$ can be considered as the stance-indicative probabilities of all the nodes in the tree inferred from the claim veracity. This is intuitive because the mapping between veracity and stance has been significantly reduced to more straightforward correspondences by the binarization of the classes, and the model can focus more on a salient subset of veracity-stance target class pairs such as F-D, T-S, U-Q and N-C, because of the close veracity-stance correlations in these pairs [36]. Meanwhile, the model would not simply disregard learning from other pairs by using an attentive process to automatically adjust the weights of the binary models corresponding to the pairs (see Section 4.4 for the details of binary models aggregation).

**Binary Rumor Classification.** Based on the RvNN model, we aggregate stance indicative representations of the posts along the bottom-up structure into the global representation of a tree. Specifically, on top of the obtained stance distributions of the tree nodes from the binary stance classifier, we define a function to aggregate the stances to predict the veracity of the claim, following the intuition that the systematic synergy of user stances in the propagation can eventually support or refute the claim as to its veracity. To this end, we propose a bottom-up Tree Attention Mechanism to selectively attend over specific stances expressed in more important posts from bottom to up recursively. In each loop of the recursion, let $S(i)$ denotes the set of subtree nodes with root at $i$, the stance of node $i$ is updated as the aggregated stance in a subtree:

$$a^k_j = \frac{\exp(\tilde{h}_j \cdot h^k_c)}{\sum_{j \in S(i)} \exp(\tilde{h}_j \cdot h^k_c)}$$

$$p^k_i = \sum_{j \in S(i)} a^k_j \cdot p^k_j$$ \hspace{1cm} (4)

where $a^k_j$ denotes the attention coefficient for each node $j \in S(i)$, $\tilde{h}_j$ and $h^k_c$ respectively denote the hidden vector of post $j$ and claim $c$, and $p^k_j$ is the aggregated subtree stance. It is worth noting that Eq. 4 is inherently recursive following the bottom-up process in a sense that $p^k_j = p^k_i$ when $j$ is a leaf node, and when $i$ is the root node (i.e., $t_i = c$), we denote $p^k_i = y^k_c$.

4.3 MIL-based Top-Down Model

The structure of top-down tree can capture complex stance patterns that model how information flows from source post to the current node. For example, a "supp -> comm -> supp" path may be more common in true rumors than that in false rumors, and true rumor claims tend to spark more supportive posts than false claims. Similarly, the core idea of MIL-based top-down model is to infer the post-level stance along propagation path based on claim-level veracity label, while the prediction of both stance and veracity takes top-down structure. The overall structure of top-down model is shown in Figure 3.

**Binary Stance Classification.** Following information diffusion, we assume that the non-leaf stance features can be diffused synchronously to all its children nodes until the stance reaches the leaf nodes. So, in each binary classifier $k$, we can obtain the stance representation for each post by aggregating the post information along the propagation path starting from the source to current node. Based on the top-down representation learning algorithm proposed in [35], we map each node $h_j$ into a context vector $\tilde{h}_j$ by recursively combining information of its parent node $P(j)$ and itself in each step:

$$\tilde{h}_j = \text{RoNN}’(h_j, h^k_{P(j)}, \theta^j)$$ \hspace{1cm} (5)

where $\text{RoNN}’()$ denotes the top-down-based RvNN transition function [35], and $\theta^j$ represent all the corresponding parameters.

We then use a fully-connected softmax layer to predict the stance probability of $t_j$ towards the claim vector $h^k$ related to classifier $k$:

$$p^k_j = \text{softmax}(W^k_p \tilde{h}_j + W^k_p h^k + b^k_p)$$ \hspace{1cm} (6)

where $W^k_p$, $W^k_p$ and $h^k$ are the weights and bias of prediction layer. These probabilities of individual posts $\{p^k_1, p^k_2, \ldots, p^k_T\}$ in...
the top-down tree can be computed following the similar intuition as Eq. 6.

**Binary Rumor Classification.** To aggregate top-down stance tree into claim veracity, we propose to attend over evidential stances along each propagation path as well as selecting more evidential paths for rumor veracity prediction. For this purpose, we design a top-down Tree Attention Mechanism to aggregate the stances. Firstly, our model selectively attends on the evidential stance nodes in a path expressing specific attitude towards a claim. Let \( r \) denote a propagation path from \( c \) to \( t \) (i.e., a leaf node), \( P(l) \) denotes node set along \( r \), the aggregated stance for \( r \) is obtained as follows:

\[
\alpha_j^r = \frac{\exp(h_j^k \cdot h_c^T)}{\sum_{i \in P(l)} \exp(h_i^k \cdot h_c^T)}
\]

\[
\gamma_j^r = \sum_{i \in P(l)} \alpha_j^r \cdot p_i^k
\]

where \( \alpha_j^r \) denotes the attention coefficient of each node along \( r \) and \( \gamma_j^r \) denotes the aggregated leaf node’s stance probability along propagation path \( r \).

Secondly, for each path \( r \), the information is eventually embedded into the hidden vector of the leaf nodes \( h_j^k \). To further aggregate the path stance, we again adopt the tree attention mechanism to select more informative paths based on the leaf nodes. Let \( \mathcal{K}(c) \) represent the leaf node set of the top-down tree rooted with claim \( c \). The aggregated path stance representing the claim veracity can be computed as:

\[
\alpha_j^k = \frac{\exp(h_j^k \cdot h_c^T)}{\sum_{i \in \mathcal{K}(c)} \exp(h_i^k \cdot h_c^T)}
\]

\[
\gamma_j^k = \sum_{i \in \mathcal{K}(c)} \alpha_j^k \cdot s_i^k
\]

where \( \alpha_j^k \) denotes the attention coefficient of each leaf node and \( \gamma_j^k \) is the probability of rumor veracity which is aggregated from the stances of different paths.

Although the discriminative tree attention for both MIL-based models aims to predict the claim veracity by recursively aggregating all the post stance, we can conjecture that the top-down model would be better. The hypothesis is that in the bottom-up stance correlation it can capture. So, we design an attention mechanism to attend on the most reliable binary classifiers:

\[
h_a = GRU(w_{c}, h_{|c|−1}, \theta_a)
\]

\[
\beta_k = \frac{\exp(h_a \cdot h_c^T)}{\sum_k \exp(h_a \cdot h_c^T)}
\]

where \( \theta_a \) represents all the parameters inside the GRU encoder\(^5\) and \( h_c^k \) is the claim representation directly obtained from the \( k \)-th classifier.

**Stance Detection.** We regroup all the binary stance classifiers with the same stance type target \( l \in \{S, D, Q, C\} \) into one set and then compute the final stance probability by:

\[
\hat{p}_{l|c} = \sum_{k \in U(l)} \beta_k \cdot p_i^k
\]

where \( U(l) \) represents the indicator set of the binary classifiers with \( l \) as the target stance class, \( p_i^k \) is the predicted stance probability of the post \( t \) given by classifier \( k \), and therefore \( \hat{p}_{l|c} \) indicates the probability that the post \( t \) is classified as stance \( l \) weighted by the importance of the corresponding classifiers with \( l \) as the target class. Note that these binary classifiers of the same target stance class are different models because each classifier is supervised by a different target veracity label of claim. Thus, the final probability distribution over all the stances can be obtained as \( \hat{p} = [\hat{p}_{c,S}, \hat{p}_{c,D}, \hat{p}_{c,Q}, \hat{p}_{c,C}] \).

**Rumor Verification.** We regroup all the binary claim veracity classifiers and put the classifiers with the same rumor class label \( l \in \{N, T, F, U\} \) into one set. And then the claim veracity probability can be computed similarly as the weighted sum of all the binary classifiers’ outputs:

\[
\hat{y}_{c,l} = \sum_{k \in U(l)} \beta_k \cdot \hat{y}_c^k
\]

where \( U(l) \) is the indicator set of the binary classifiers with \( l \) as the target veracity class and \( \hat{y}_c^k \) is the predicted binary veracity class probability of the claim \( c \) given by the classifier \( k \). Note that the binary veracity classifiers with the same target veracity class are distinguishable by the different target stance classes they are associated with, which give different stance probability predictions. Thus, the final probability distribution over the veracity classes can be represented as \( \hat{y}_c = [\hat{y}_{c,N}, \hat{y}_{c,T}, \hat{y}_{c,F}, \hat{y}_{c,U}] \).

### 4.5 Model Training

To train each binary classifier, we transform the finer-grained veracity and stance labels into binary labels for ground-truth representation. For example, for the classifier with \([T, S]\) veracity-stance pair as the target, the ground-truth veracity label of claim \( y \) is represented as either ‘T’ or ‘others’, and the model outputs the stance for each post represented by a probability belonging to target class ‘S’. A variant of this similar setting is applicable to all the binary classifiers with different target classes. This yields the way for obtaining our binary ground truth:

\[
y^k = \begin{cases} 
1 & \text{if the target of classifier } k \text{ is the same as } y \\
0 & \text{others}
\end{cases}
\]

where \( y \in \{N, T, F, U\} \) defined for the rumor verification task, and the ground truth refers to the veracity label of claims instead of stance due to the unavailability of label at post level.

\(^5\)Note that the GRU have a different set of parameters from Eq. 1.
### Table 1: Statistics of rumor datasets for model training.

| Statistics                      | Twitter15 | Twitter16 | PHEME |
|---------------------------------|-----------|-----------|-------|
| # of claim                      | 1,308     | 818       | 6,425 |
| # of Non-rumor                  | 374 (28.6%) | 205 (25.1%) | 4,023 (62.6%) |
| # of False-rumor                | 370 (28.3%) | 207 (25.3%) | 638 (9.9%) |
| # of True-rumor                 | 190 (14.5%) | 205 (25.1%) | 1,067 (16.6%) |
| # of Unverified-rumor           | 374 (28.6%) | 201 (24.5%) | 697 (10.8%) |
| # tree nodes                    | 68,026    | 40,867    | 383,569 |
| # of Avg. posts/tree           | 52        | 50        | 6     |
| # of Max. posts/tree           | 814       | 757       | 228   |
| # of Min. posts/tree           | 1         | 1         | 3     |

**Binary MIL-based Classifiers Training.** We use the negative log likelihood as the loss function:

\[
L_{\text{bin}} = - \sum_{k=1}^{K} \sum_{m=1}^{M} y_{m}^{k} \log \hat{y}_{m}^{k} + (1 - y_{m}^{k}) \log (1 - \hat{y}_{m}^{k}) \tag{13}
\]

where \( y_{m} \in [0, 1] \) indicating the ground truth of the \( m \)-th claim obtained in Eq. 12, \( \hat{y}_{m}^{k} \) is the predicted probability for the \( m \)-th claim in classifier \( k \), \( M \) is the total number of claims, and \( K \) is the number of binary classifiers.

**Aggregation Model Training.** We also utilize negative log likelihood loss function to train the aggregation model:

\[
L_{\text{agg}} = - \sum_{n=1}^{N} \sum_{m=1}^{M} y_{m,n} \log \hat{y}_{m,n} + (1 - y_{m,n}) \log (1 - \hat{y}_{m,n}) \tag{14}
\]

where \( y_{m,n} \in [0, 1] \) is the binary value indicating if the ground-truth veracity class of the \( n \)-th claim is \( m \), \( \hat{y}_{m,n} \) is the predicted probability the \( n \)-th claim belonging to class \( m \), and \( M \) is the number of veracity classes.

All the parameters are updated by back-propagation [8] with Adam [17] optimizer. We use pre-trained GloVe Wikipedia 6B word embeddings [38] present on input words, set \( d \) to 100 for word vectors and empirically initialize the learning rate as 0.001. The training process ends when the loss value converges or the maximum epoch number is met. The weighted aggregation model is trained after all the weak classifiers are well trained.

### Table 2: Statistics of the datasets for model testing.

| Statistics                      | RumorEval2019-S | SemEval8 |
|---------------------------------|------------------|----------|
| # of claim                      | 425              | 297      |
| # of Non-rumor                  | 100 (23.5%)      | ——       |
| # of False-rumor                | 74 (17.41%)      | 62 (20.8%) |
| # of True-rumor                 | 145 (34.12%)     | 137 (46.1%) |
| # of Unverified-rumor           | 106 (24.94%)     | 98 (33.0%) |
| # posts of Support              | 1320 (19.65%)    | 645 (15.1%) |
| # posts of Deny                 | 522 (7.77%)      | 334 (7.8%) |
| # posts of Question             | 331 (7.90%)      | 361 (8.5%) |
| # posts of Comment              | 4,345 (64.68%)   | 2,923 (68.6%) |
| # tree nodes                    | 6,718            | 4,263    |
| # Avg. posts/tree               | 16               | 14       |
| # Max. posts/tree               | 249              | 228      |
| # Min. posts/tree               | 2                | 3        |

For model testing, since both post-level stance and claim level veracity are required, we resort to two rumor stance datasets collected from Twitter with stance annotations, namely RumorEval2019-S [14] and SemEval8 [9, 58]. The original datasets were used for joint detection of rumors and stances where each claim is annotated with one of the three veracity classes (i.e., true-rumor, false-rumor and unverified-rumor), and each responsive post is annotated as the attitude expressed towards the claim (i.e., agreed, disagreed, appeal-for-more-information, comment). We further augmented RumorEval2019-S dataset by collecting additional 100 non-rumor claims together with their relevant posts following the method described by Zubiaga et al. [59]. We asked three annotators independent of this work to annotate the post stance. For stance class, we convert the original labels into the [S, D, Q, C] set based on a set of rules proposed in [30]. Table 1–2 display the data statistics.

More specifically, when testing on RumorEval2019-S dataset, we train 16 binary classifiers in total considering that there are 4 veracity and 4 stance categories to be determined. And we train 12 binary stance classifiers for testing on SemEval-8 dataset since it contains 3 veracity and 4 stance categories. We hold out 20% of the test datasets as validation datasets for tuning the hyper-parameters. Due to the imbalanced rumor and stance class distribution, accuracy is not sufficient for evaluation [55]. We use AUC, micro-averaged and macro-averaged F1 score, and class-specific F-measure as evaluation metrics. We implement all the neural models with Pytorch.

### 5 EXPERIMENTS AND RESULTS

#### 5.1 Datasets and Setup

For experimental evaluation, we refer to rumor and stance dataset with propagation structure. For model training, since only rumor labels at claim-level are required, we refer to three public tree-based benchmark datasets for rumor verification on Twitter, namely Twitter15, Twitter16 [33] and PHEME7. In each dataset, every claim is annotated with one of the four veracity classes (i.e., Non-rumor, True, False and Unverified) and the post-level stance label is not available. We filter out the retweets since they simply repost the claim text.

#### 5.2 Stance Detection Performance

Since our stance detection model is weakly supervised by coarse label (i.e., claim veracity) instead of explicit post-level stance label, we choose to compare with both unsupervised methods and supervised methods in the following: (1) Zero-Shot [1]: A pre-trained stance detection method that captures relationships between topics. (2) Pre-Rule [18]: An unsupervised method designed for detecting support and deny stance by referring to some pre-defined rules. (3) C-GCN [46]: An unsupervised graph convolutional network

6We set the number of maximum epoch as 150 in our experiment.

7This PHEME dataset is not the one used for stance detection [59] [10]. It is defined specifically for rumor detection task: https://figshare.com/articles/PHEME_dataset_of_rumours_and_non-rumours/4010619.
that classifies the stances by modeling tweets with conversation structure. (4) **BrLSTM** [19]: An LSTM-based model that models the conversational branch structure of tweets to detect stance. (5) **BiGRU** [2]: A bidirectional RNN-based tweet stance model which considered the bidirectional contexts between target and tweet. We replaced the original LSTM units with GRU for fair comparisons. (6) **MT-GRU** [34]: A multi-task learning approach based on GRU for joint detection of rumors and stances by capturing both shared and task-specific features. **TD/BU-MIL(DateSet)** is our proposed MIL-based top-down/bottom-up model using the veracity labels in DateSet for the weak supervision.

In Table 3, we use the open source of Zero-Shot and Pre-rule, which does not report AUC. Zero-Shot, Pre-Rule and C-GCN are models without the need of annotated data for stance detection, while BrLSTM, BiGRU and MT-GRU are three popular supervised stance detection baseline models. To train the supervised models, we use the validation datasets left out from RumourEval2019-S and SemEval-8 in the same way as our fully supervised variants TD/BU-MIL(V) does for fair comparison. This is because there is no stance annotations in the training set.

The first group refers to unsupervised baselines. Zero-Shot and Pre-rule perform worse than other methods, because they are pre-trained models based on the out-of-domain data from their original papers that cannot generalize well to Twitter data. The results on Q and C by Pre-Rule are absent since the pre-defined linguistic rules are designed for identifying the stance of Support and Deny only. Propagation-based method C-GCN performs better because it capture structural information in propagation by modeling the neighbors of each tweet. The second group considers supervised baselines. BrLSTM improves unsupervised baselines with a large margin in terms of Micro-F1, because BrLSTM is focused on modeling propagation structure while both BiGRU and MT-GRU are sequential models. But BrLSTM is poor at classifying denial stance since it is data-driven and the proportion of the stance is small in the training data. Our method TD-MIL(V) achieves comparable Micro-F1 and Macro-F1 scores as BiGRU, indicating that our MIL-based method has the potential to surpass supervised models. This is because TD-MIL(V) considers the information propagation patterns in the whole propagation tree while BiGRU only makes limited comparisons between the target veracity class and the unstructured posts.

Our MIL-based method outperforms all the baselines when training data is large enough. For example, BU/TD-MIL(PHE) performs better than its counterparts trained on Twitter15/16 datasets. This is because PHEME contains more claims than Twitter15/16 datasets for weak supervision. We conjecture that the performance of our method can be further improved when trained on larger datasets.

### 5.3 Rumor Verification Performance

We compare our methods with the following state-of-the-art rumor verification baselines: (1) **TD-RvNN** and (2) **BU-RvNN** [35]: A tree-structured recursive neural networks for rumor verification with top-down and bottom-up propagation structure. (3) **H-GCN** [46]: A hierarchical multi-task learning framework for jointly predicting rumor and stance with graph convolutional network. (4) **GCAN** [28]: A graph-aware co-attention model utilizing retweet structure to verify the source tweet. (5) **PPC** [27]: a propagation-based early detection model utilizing user information and retweets. (6) **MT-GRU** [34]: A multi-task learning approach to jointly detect rumors and stances by capturing both shared and task-specific features. (7) **MTL2** [20]: A sequential approach sharing a LSTM layer between the tasks, which is followed by a number of task-specific layers.
for multi-task outputs. TD/BU-MIL(Dataset) is our MIL-based methods for rumor verification.

In Table 4, we only report the best result of supervised rumor verification methods in the first group across different training datasets. MT-GRU and MTL2 are multi-task models which require training with both claim and post labels. So in our case, they are trained on the validation datasets because training datasets only have claim-level label while the validation dataset has both veracity and post stance labels. For fair comparisons with supervised baselines, TD/BU-MIL(V) are trained on the same validation datasets. To further improve and generalize our method, we train all the MIL-based models with larger datasets, i.e., T15, T16 and Phe.

Among the first group that relates to structured supervised baselines, we observe that GCAN, PPC and H-GCN perform worse than the other systems, because they only consider local structure such as directly connected neighborhood. PPC performs poorly because the number of user nodes in their model include both reply and retweet that can provide user features, which is much more than the number of reply nodes in our model. In contrast, TD-RvNN and BU-RvNN perform better because they model the global propagation contexts by aggregating the entire propagation information recursively. However, they perform worse than our MIL methods since our methods (i.e., TD-MIL(*) and BU-MIL(*)) not only use propagation information for tweets representation, but also aggregate stances with tree-based and MIL-based attention mechanism, which reduces the impact of noise stances.

The second group consists of non-structured multi-task frameworks utilizing both post-level and claim-level labels. MT-GRU(V) and MTL2(V) get higher Micro-F1 and Macro-F1 score than our method TD-/BU-MIL(V). This is because they are both trained under the supervision of veracity and stance annotation whereas our method only utilizes veracity labels. Moreover, TD-MIL(V) shows comparable AUC and MacF scores with MTL2(V), suggesting the potential of our weakly supervised model compared to the supervised baselines. By increasing the training sets, our models exceed the multi-task models as TD-/BU-MIL(T15/T16/Phe) do.

Among the multi-task models, we observe that our MIL models are more effective than the non-structured baselines (e.g., MTL2, MT-GRU), because our MIL-based propagation models consider structural features. TD-MIL(*) outperforms BU-MIL(*) because TD-MIL(*) considers both local and global contexts during stance aggregation, which verifies our assumptions in Section 4.3.

### 5.4 Ablation Study

To evaluate the impact of each component, we perform ablation tests based on the best performed BU-/TD-MIL(Phe) models on RumorEval2019-S dataset by removing some component(s): 1) MIL-a: replace all tree-based post encoder with non-structured post encoder and remove the tree-based recursive stance aggregation
process; 2) TD/BU-b: replace top-down/bottom-up post encoder with non-structured post encoder while keeping the tree-based attention mechanism; 3) TD/BU-c: replace top-down/bottom-up tree attention mechanism with the general dot product attention \cite{44} for stance aggregation.

As shown in Table 5, MIL-a gets the lowest performance scores, where AUC/MicF/MacF decreases about 2.5%/4.8%/4% for rumor verification and 5%/4.8%/0.4% for stance detection, which demonstrates top-down/bottom-up tree structure is vital to our methods. Besides, the variants in terms of BU/TD-MIL-c result in the largest performance drops in both directions for the two tasks, indicating that discriminative tree-based attention mechanisms for stance aggregation play an important role in the our MIL method.

5.5 Case Study

To get an intuitive understanding of the tree attention mechanism, we design an experiment to show the behavior of TD-MIL (Phe), due to its superior performance. Specifically, we sample two trees from RumorEval2019-S that the source claims have been correctly classified as True and False rumor, and display the posts’ predicted stance results. We compute the average path/leaf nodes attention scores over all binary classifiers, mark the most important stance with solid blue oval for each propagation path and show the leaf nodes attention scores corresponding to the importance of each propagation path in Figure 4. We observe that: 1) The “support” posts mostly play an important role along each propagation path with True rumor as the target class. 2) The “deny” posts contribute more in each propagation path with False rumor as the target class. 3) The model with true rumor as target attends more on “support → support” and “deny → deny” propagation patterns, which end with $t_4$ and $t_6$ respectively as shown in the figure. 4) The model with False rumor as target tends to capture the “deny → support” and “comment → deny → support” propagation patterns which end with $t_7$ and $t_8$ respectively. These observations conform to our assumption and intuition that the tree propagation structure is vital in the joint task of rumor verification and stance detection.

We also conduct experiments to show why the aggregation model can simultaneously enhance rumor verification and stance detection tasks. We randomly sample 100 claims from PHEME dataset, and then disclose the attention scores of all the binary classifiers obtained during the evaluations on RumorEval2019-S and SemEval8 datasets. The average attention scores over all the claims are shown in Figure 5. We observe that: 1) The top attention scores indicate a close correlation between the specific rumor veracity and stance category, which is compatible with previous findings \cite{36}. For instance, the high values of $\beta_1$ and $\beta_6$ in Figure 5(a) suggest that true rumor and supportive stance in the posts are more closely correlated and likewise the false rumor and denial stance. 2) The classifiers with lower attention suggest that the final prediction prediction is less affected by the corresponding veracity-stance relationship, indicating there is a weak correlation between rumor and stance for the current target class. For example, $\beta_2$ and $\beta_5$ in Figure 5(b) demonstrates that for the T-D and T-Q target pairs, veracity-stance correlation has weak influence on the prediction of the corresponding binary models. This seems to be consistent with the lower proportion of denying and questioning posts as shown in Table 2. 3) The rumor veracity can be generally better determined based on a combination of diverse stances instead of a single stance. For instance, support and comment stances combined can contribute more than others when true rumor being the target class, which can be reflected by the relatively high value when combining T-S ($\beta_1$) and T-C ($\beta_4$) model predictions as shown in Figure 5(a). 4) Similarly, among the classifiers with question stance as the target class, the T-Q model is generally less important than the other three (i.e., N-Q, F-Q and U-Q) which indicates the lower proportion of questioning posts in the true rumor.

6 CONCLUSION

We propose two tree-structured weakly supervised propagation models based on Multiple Instance Learning (MIL) framework for simultaneously verifying rumorous claims and detecting stances of their relevant posts. Our models are trained only with bag-level annotations (i.e., claim veracity labels), which can jointly infer rumor veracity and the unseen post-level stance labels. Our two novel tree-based stance aggregation mechanisms in the top-down and bottom-up settings achieve promising results for both rumor verification and stance detection tasks in comparison with state-of-the-art supervised and unsupervised models.
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