Rationalization and prediction of drug resistant mutations in targets for clinical anti-tubercular drugs
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Resistance to therapy limits the effectiveness of drug treatment in many diseases. Drug resistance can be considered as a successful outcome of the bacterial struggle to survive in the hostile environment of a drug-exposed cell. An important mechanism by which bacteria acquire drug resistance is through mutations in the drug target. Drug resistant strains (multi-drug resistant and extensively drug resistant) of Mycobacterium tuberculosis are being identified at alarming rates, increasing the global burden of tuberculosis. An understanding of the nature of mutations in different drug targets and how they achieve resistance is therefore important. An objective of this study is to first decipher sequence as well as structural bases for the observed resistance in known drug resistant mutants and then to predict positions in each target that are more prone to acquiring drug resistant mutations. A curated database containing hundreds of mutations in the 38 drug targets of nine major clinical drugs, associated with resistance is studied here. Mutations have been classified into those that occur in the binding site itself, those that occur in residues interacting with the binding site and those that occur in outer zones. Structural models of the wild type and mutant forms of the target proteins have been analysed to seek explanations for reduction in drug binding. Stability analysis of an entire array of 19 mutations at each of the residues for each target has been computed using structural models. Conservation indices of individual residues, binding sites and whole proteins are computed based on sequence conservation analysis of the target proteins. The analyses lead to insights about which positions in the polypeptide chain have a higher propensity to acquire drug resistant mutations. Thus critical insights can be obtained about the effect of mutations on drug binding, in terms of which amino acid positions and therefore which interactions should not be heavily relied upon, which in turn can be translated into guidelines for modifying the existing drugs as well as for designing new drugs. The methodology can serve as a general framework to study drug resistant mutants in other micro-organisms as well.
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Background

Tuberculosis, the largest killer among infectious diseases, has been an enemy of mankind since antiquity. Despite the availability of several anti-tubercular drugs, a preventive vaccine (Bacille Calmette-Guérin, BCG) and systematic concerted efforts by the global medical community, tuberculosis remains an unsolved problem. The major cause for concern is the emergence of the multi-drug resistant (MDR-TB) and extensively drug resistant (XDR-TB) strains of the disease (WHO, 2010). The majority of the clinical cases of drug resistance are considered to be due to mutations in the target or prodrg activating proteins (Morar & Wright, 2010; Wright, 2007). A wide array of mutants of different target proteins have in fact been recorded in clinically isolated drug resistant strains of the bacterium (Sandgren et al., 2009).

In the clinic, the problem of drug resistance is typically addressed by rotation of antibiotic combinations and enhanced medical supervision to ensure patient compliance (Kohanski, Dwyer, & Collins, 2010). This is especially important for managing tuberculosis, since the treatment period typically spans 6 months to a year (WHO, 2010). In recent years, there are indeed studies towards countering drug resistance from a new drug discovery perspective, such as the use of virulence factors as drug targets, with a belief that such targets are less mutable (Tomioka, Tatano, Sano, & Shimizu, 2011; Zhang, 2005). Yet another approach used is to screen for chemical analogues that turn out to retain the desired pharmaco-
logical properties in wild type as well as mutant versions of the target protein (Kaneko, Cooper, & Mdluli, 2011; Payne, Gwynn, Holmes, & Pompilio, 2007). Despite these, the available statistics indicate that the disease is still on the rise, warranting more research to identify new ways of countering emergence of drug resistance. In order to make these and any long-term approaches useful, a thorough understanding of the underlying mechanisms of emergence of drug resistance is essential (Brown et al., 2010; WHO, 2010).

It seems logical to think that any mutation that is acquired in the target protein for the purpose of achieving drug resistance ought to be so specific, that drug binding is altered, yet stability and more importantly the function of the protein should be left intact, so that the pathogen continues to survive unhindered by the drug. This is because a mutation that either destabilizes the protein or disrupts its natural function through altering substrate binding would by itself be harmful to the organism and therefore may not survive any selection pressure (Toprak et al., 2011). However, these aspects in drug resistant mutants have not been adequately studied. A key question would be to understand which amino acid mutations at which positions do not compromise the function or stability of the protein. Here we seek to address this question through a comprehensive structural analysis of the target proteins, also including clues from the wealth of information present in the naturally occurring homologues in diverse species. Mutations acceptable to the protein in terms of the function and stability can be screened for any possible effect on binding to the given drug. The objectives of this study are (a) to decipher sequence as well as structural bases for the resistance from a large database of drug resistant mutants in different drug targets from Mycobacterium tuberculosis and (b) to utilize the generated knowledge to prioritize interactions based on the likelihood of the residues to acquire a mutation. Such knowledge can be ultimately useful for deriving design or modification principles for the given drug, by reducing reliance on interactions of the drug with highly mutable residues.

Methods

Data-set of drug resistant mutations of different target proteins

The data-set of point mutations to TB drug targets, curated by Sandgren and co-workers (2009), form the bulk of the data-set used in this study. To keep it up-to-date, a literature search was carried out to obtain data on drug resistant point mutations (Abbadi, Sameaa, Morlock, & Cooksey, 2009; Morlock, Metchock, Sikes, Crawford, & Cooksey, 2003; Ramaswamy et al., 2003; Srivastava et al., 2006). The UniProt database was also screened to identify information on such mutants (The UniProt Consortium, 2010). Additional data on mutants thus obtained were added onto the original data-set. Only the point mutations related to the proteins involved in the pharmacological action of the nine major drugs in the TB treatment regime are considered here in this study. Put together, the data-set contains about 670 different drug resistant mutants of 37 different drug targets for clinically used anti-tubercular drugs. Nine different drugs are used clinically for the treatment of tuberculosis, of which five (isoniazid, rifampicin, pyrazinamide, ethambutol and streptomycin) are front-line drugs and four (fluoroquinolones, ethionamide, para-amino salicylic acid and amikacin/kanamycin) are used as second-line drugs (Shenoi & Friedland, 2009).

Conservation index

The sequence information of the wild-type target proteins and their drug resistant mutants is collected from UniProt. The sequences of the homologous proteins for each target were identified by performing BLAST (BLASTP 2.2.25+) searches against (a) a database of mycobacterial sequences (MYC) and (b) against the entire non-redundant (NR) database (Altschul, Gish, Miller, Myers, & Lipman, 1990). Only those proteins in the database that had at least 70% similarity with the query target as obtained with the BLOSUM62 substitution matrix, covering at least 70% of the query length coverage and an e-value of less than .0001 were considered as homologues. Where the numbers of homologues were very high, only the top 100 hits were considered for this study, so as to maintain some uniformity in the number of homologues considered for different proteins and to consider only those variations that occur in the closest neighbourhood of the query in sequence space.

The conservation index (CI) is the measure of position specific relative information entropy, evaluated from the multiple sequence alignment of the query sequence with its sequence homologues (Ng & Henikoff, 2006). For the set of sequence homologues identified as described earlier, a multiple sequence alignment is performed using CLUSTALW (Thompson, Higgins, & Gibson, 1994). In order to have a relative understanding of the randomness, we represent a normalized score between 0–100, where 100 indicates that all the amino acids have been sampled equally at the given position. In other words, all 20 amino acids are found in that column in the multiple sequence alignment in some species or the other. CI thus captures functional importance of an amino acid at the given position (Strait & Dewey, 1996). Since CI is evaluated on the basis of natural sequence homologues, higher CI signifies low positional relevance.

The measure of information entropy is evaluated as

$$\eta(i) = - \sum_a p_i(a) \ln p_i(a)$$  

(1)
where $p_i(a) \rightarrow$ frequency of occurrence of amino acid $(a)$ at position $i$ in the alignment.

$$p_i(a) = \frac{n_i(a)}{\sum_a n_i(a)} \quad (2)$$

$n_i(a) \rightarrow$ number of occurrences of amino acid $(a)$ at position $i$ in the alignment.

The relative entropy or the CI is evaluated as

$$\mu(i) = \left( \frac{\eta(i)}{\eta_{\text{max}}} \right) \times 100 \quad (3)$$

where $\eta_{\text{max}}$ to maximum entropy value that can be achieved ($2.996 \approx 3.0$), i.e. when all amino acids are equally likely.

**Structural models of wild type and mutant target proteins**

Of the 38 targets, crystallographic structures were available for eight target proteins, from PDB (Berman et al., 2000). For an additional eight proteins, close structural templates were available in PDB, from which high confidence molecular models were obtained from the in-house Mtb structural proteome repository. Thus structural models for 16 proteins could be obtained. Models in the repository were derived using standard homology modelling protocols using ModPipe (Pieper et al., 2009) and chosen based on sequence identity and query length coverage, Discrete Optimized Protein Energy (DOPE) score and ModPipe Quality Score (MPQS) scores. The models have also been taken through stringent quality assessment measures as described earlier (Anand et al., 2011). Based on these wild-type protein structures, point mutant structures were modelled using SCRWL 4.0 (Krivov, Shapovalov, & Dunbrack, 2009) and energy minimized, leading to a total of 540 structural models. Energy minimization was carried out using GROMOS96 43A1 force field of GROMACS molecular dynamics simulation package which includes a conjugate gradient minimizer (Hess, Kutzner, van der Spoel, & Lindahl, 2008). Table S1 lists model building and quality check parameters for the models.

**Structural superposition**

In order to measure local structural changes due to a mutation, the minimized mutant structures were superposed onto their corresponding wild-type proteins. Superposition was achieved through a local implementation of the widely used Kabsch structural alignment algorithm (Kabsch, 1976), which has the following components: (a) translation of the set of coordinates, so that their centroids are aligned to origin, and (b) computation of a covariance matrix between translated coordinates, $\text{Cov} (X, Y) = X^T Y$, (c) singular value decomposition of the covariance matrix, $\text{SVD} (\text{Cov} (X, Y)) = USW^T$ and (d) computation of the rotation matrix $(WDU^T)$ where $D$ is a diagonal matrix, $D = [1, 1. \text{Sign}(\det(X^T Y))]$. Root mean square deviation (RMSD) of all atoms in the defined zones values are computed for each mutant-wild-type superposition.

**Binding site extraction**

Of the available target crystal structures, only InhA was available as a complex with the drug isoniazid and separately also with another drug ethionamide. A 4.5 Å zone around the drug atoms in either of the complexes was taken as the binding site in these structures. In other cases, however, the structure of the drug complex was not available. To delineate the boundaries of the binding site, we used PocketDepth, an algorithm developed and extensively validated in the laboratory (Kalidas & Chandra, 2008). In order to keep the definition criteria comparable in all structures, the pocket detection algorithm was run for the InhA structure also. This, in fact served as a positive control, since it identified all the residues surrounding the drug INH correctly.

**Docking drug molecules into target protein structures**

The three-dimensional structural models of the drugs were obtained from Pubchem (Li, Cheng, Wang, & Bryant, 2010), where available. Others were modelled using Virtual Computational Chemistry Laboratory implementation E-babel (Tetko et al., 2005). The drugs were docked onto the corresponding targets, using AutoDock Vina (Sousa, Fernandes, & Ramos, 2006; Trott & Olson, 2010). The receptor and the ligand files were taken in pdbqt format; and a search space of $60 \times 50 \times 50$ Å around the centre of the binding site was used. The interactions between the drug molecules and the corresponding targets were computed using MGL tools for each complex. The number of steps in a run is determined adaptively, according to the complexity of the problem, and several runs starting from random conformations are performed, after which the possible set of binding poses is clustered and ranked to output the largest clusters with highest binding potentials. The selection criteria of the docked solutions from AutoDock Vina are based on energies as well as the cluster sizes based on a RMSD measure of docked pose of the bound ligand. We have manually also checked and ascertained that known binding site residues are involved in binding in the final docked pose. The force field employed in the AutoDock is based on a comprehensive thermodynamic model for ligand binding free energies that also incorporates a charge-based method for evaluation of desolvation energies (Huey, Morris, Olson, & Goodsell, 2007). The scoring function combines certain advantages of knowledge-based potentials and empirical scoring functions. The binding energy scores obtained for a given drug...
with the mutant structures were then compared with the binding energy score of the corresponding wild-type protein to obtain a relative appreciation of the extent of binding (Huang, Shoichet, & Irwin, 2006; Hetenyi, Maran, Garcia-Sosa, & Karelson, 2007).

**Estimation of structural stability**

Stability analysis was carried out by using PoPMuSiC (Dehouck et al., 2009), a novel tool that provides an estimate of change in structural stability caused by a single point mutation in the protein. It estimates the stability changes with linear combination of database derived potentials, whose coefficients depend on the solvent accessibility of the mutated residue. A systematic analysis of all possible mutations of the given protein structure at all residue positions is carried out. The resulting PoPMuSiC scores are then analysed to identify mutations that have the potential to render the protein unstable.

**Identification of residues critical for drug binding**

In order to systematically scan the binding site for possible mutations that may render the protein resistant to a given drug, we have computationally modelled mutations using a protocol that mimics ‘scanning alanine mutagenesis’ (Cunningham & Wells, 1989). Each residue of binding site (zone 1) is mutated to an alanine and its affinity to the drug computed by a docking exercise similar to that described above. This is carried out for all target proteins. Where possible, the procedure is repeated with its natural ligand for each protein. Individual residue contributions are computed from the set of mutants by calculating the difference in binding energies with the corresponding wild-type protein in each case.

**Computing ligand access channels**

In order to identify those residues that may be involved in providing an access channel to the ligand or the drug to the binding site in the protein structure, Caver (Cunningham & Wells, 1989) has been used. Caver is a tool, which analyses the void volume in the protein structures using reciprocal distance convex hull approximation to set the protein boundary and using Dijkstra algorithm to find shortest paths to access the protein interior through void volumes.

**Scoring and ranking strategy**

We selected five different parameters: (a) the CI, (b) solvent accessibility, (c) change in drug binding affinity, (d) stability and (e) binding site structural deformation measured in terms of RMSD. Seventy-five per cent cut-off criteria that explain most of the mutational evidence was selected as a decision boundary. In each case depending on the cut-off values, we have introduced a fuzzy measure to quantify the decision bias, where zero signifies no confidence and one signifies maximum confidence to correlate a particular observation with a resistant mutation. The correlation between different classifiers is used to devise a ranking scheme, incorporating the confidence measure to rank the observed mutations.

**Results and discussion**

**Overview**

A broad outline of the study is illustrated in the flow-chart in Figure 1. In a nutshell, a data-set of 540 drug resistant point mutants of 16 drug targets of clinically used anti-tubercular drugs of seven types has been studied to understand the structural basis for drug resistance. Following this, sequence conservation analyses against two different data-sets have been performed, from which, residue-wise, site-wise and whole protein conservation indices have been computed. Data obtained from these computations have then been used to analyse the nature of proteins in which observed mutations occur.

Contributions to drug binding by individual residues at the binding site in each protein have been computed using computational alanine scanning mutagenesis. Similarly, residues important for the stability of the structure are identified through a computation of a comprehensive cassette of all possible mutants at each position. We have also attempted to rationalize the loss of drug binding ability in the mutants through structural analysis of direct and indirect interactions of the residue with the drug. Finally, combined criteria that the observed mutations fall into have been analysed, which forms a framework for prediction of amino acid positions that have high propensity to acquire resistant mutations.

**Structural analysis of drug resistant mutants**

Table S2 indicates the number of drugs, the corresponding target proteins considered in the study. Numbers of mutations available for different targets are also listed. A total of 540 structural models were considered for further analysis. Binding sites are defined for each of the target proteins as described in the methods section. Mutations are then classified into those that occur in the binding site and those occur elsewhere. Of the mutations, 70 were found to be in the binding site itself in nine different proteins, while the remaining 470 mutations in 14 proteins were outside the binding site. Those in the binding site itself is referred to as zone 1 mutations hereafter, and can be considered as having a possible direct effect whereas those outside the site can only have an indirect effect on drug binding.

Those residues that directly interact with residues in zone 1 in the wild-type proteins are called zone 2 residues and mutations in them termed as zone 2 mutations,
so as to capture effects of a mutation in this region on the conformation of the residues in zone 1. The rest are referred to as zone 3+ mutants. The distribution of mutations into the three zones is illustrated in Figure 2.

The structural models were analysed in terms of the effect a mutation has, on binding the given drug. Binding energies were computed for the wild type as well as the mutant complexes and differences between them noted. An obvious analysis is to check whether the differences in the individual drug–protein interactions between the wild type and the mutant versions, can explain loss in drug binding in the latter. Of the 540 mutations, 70 are in zone 1 and readily explain loss of drug binding. Structural positions of a few selected mutations are illustrated in Figure S1.

**InhA**: 10 mutations are observed in InhA (enoyl-ACP reductase), (Rv1484) the primary target for the activated form of isoniazid (Rawat, Whitty, & Tonge, 2004).
2003), of which eight are in zone 1. The available crystal structure of the mutation S94A indicates that a hydrogen bond between Ser 94 and a water molecule hydrogen bonded to the O9 oxygen atom of the drug isoniazid is indeed disrupted by the loss of serine hydroxyl moiety in the vicinity, leading to significant weakening of drug binding (Vilcheze et al., 2006). The other binding site mutations such as I21V, I21T, I95P, I95T and I194T also show differences in the interactions with INH as compared to wild type.

KatG: Isoniazid is a prodrug, which gets converted to an active form (an adduct) by the enzyme KatG, catalase/peroxidase (Rv1908c) (Cade, Dlouhy, Medzhradszky, Salas-Castillo, & Ghiladi, 2010). As KatG is a crucial enzyme for the mechanism of action of isoniazid, it has been well studied (Ghiladi, Knudsen, Medzhradszky, & Ortiz de Montellano, 2005). As many as 191 point mutations are observed in clinically isolated drug resistant varieties. However, only seven of them are featured in zone 1 and around 20 of them in zone 2 and the rest are in zone 3. W107R, Y229F, mutations are in the active site of the protein, and result in steric hindrance for the drug to bind, compared to that in the wild type. S315T is considered to be at least the cause for 40% of INH resistance (Pym, Saint-Joanis, & Cole, 2002). Our results indicate that, in terms of binding affinity, this mutation does not show much variation with respect to the wild type. On the other hand, we observe a constriction in the channel size, reducing access to the drug, possibly the cause for resistance. Reduction of access to the drug has in fact been reported earlier in the literature (Cade et al., 2010), lending support to our observation.

EthA: active form of ETH, an InhA inhibitor is formed by a FAD-dependent monooxygenase, EthA (Rv3854c) (Morlock et al., 2003). Fourteen different point mutants of EthA are known in ETH resistant forms, of which three are in zone 1 (T184 K, T340 K and R461S) and five are in zone 2. T390A features specifically in zone 2. Binding appears to be unfavourable in the mutants, due to steric clashes.

RpoB: the target for rifampicin, RpoB features only one mutant in zone 1 while it has as many as 87 mutations in outer zones. The region between residues 507 and 533 (in zone 3) has been referred to as RRDR or ‘rifampicin resistance determining region’ in the literature (Lee, Lim, Tang, & Wong, 2005), but mutations in other regions are also linked with RIF resistance. The region has been reported to possibly alter the structure of the binding site for rifampicin and supposed to directly block the path of the elongating RNA when RpoB bound with rifampicin (Campbell et al., 2001; Jenkins, 2005).

PncA: while the precise target of PZA is not as yet known, PncA is known to be an activator of the prodrug PZA into a pharmacologically active species (Lemaître, Callebaut, Fenois, Jarlier, & Sougakoff, 2001). As many as 180 point mutations spanning almost all possible residues are observed in this protein (Scorpio et al., 1997; Sekiguchi et al., 2007), many of them retaining partial catalytic activity. Of these, 16 are in zone 1 and 88 are
in zone 2. The binding energy as calculated through a docking exercise by AutoDock was not favourable for any of these mutations. Experiments reported in the literature demonstrate that the mutant enzymes have reduced catalytic activities, thus validating predictions from docking studies (Lemaitre et al., 2001). Of the first group or zone 1, three mutants (K96T, D8G and S104R) show binding affinities drastically lower when compared to the wild-type PncA protein. C138Y shows high steric hindrance due to introduction of the aromatic group. C138S also shows a decrease in the binding affinity. The second group of mutants, F13S, Y103S, A146V, T61P and P69L, which are reported to show lower levels of activity, are in the neighbourhood of the binding site (and belong to zone 2), whereas T167I, T168N are located far away from the binding site.

GidB: a target of streptomycin (probable glucose-inhibited division protein B), Rv3919c, in which about 15 mutations are seen in resistant strains (Spies, da Silva, Ribeiro, Rossetti, & Zaha, 2008). The mutants are in zone 2 and in the vicinity of the binding site, possibly causing subtle structural changes that lead to suboptimal disposition of the binding site residues, reducing affinity to the drug. In ManB (Rv3264c), a target of ethambutol, resistant mutants such as D152N, show high steric hindrance due to consequential rearrangements at the site.

**Zone 2 and zone 3 + mutations**

Some of the zone 2 mutations could be rationalized by the fact that they lead to rearrangements of residues in zone 1 thereby affecting drug binding. To analyse this aspect systematically, we computed RMSD values at the sites after superposition of all Ca atoms in the energy minimized models and the wild-type structure. The change in binding affinities due to mutations has been analysed through rank correlation studies. Each observation is ranked on the basis of their change in drug binding affinity and plotted against computed binding site RMSDs. A correlation between reductions in affinity for drug binding with increase in RMSD values at the site atoms is clearly evident from Figure 3.

The effect of binding site residue rearrangement is evident for zone 1 mutations, while this is much more complex for zone 2 and zone 3 residues, since the induced rearrangement involves complex interactions among various residues. Hence we performed the analysis separately for these two scenarios (Figure 3(a) and (b) for direct and induced rearrangements, respectively).

Figure 3(a) illustrates the RMSD values at the site for zone 1 mutations, for each target. The results reveal that the binding site is being perturbed as the mutations occur in the binding site itself correlating clearly with a lesser binding affinity score for individual mutants. This is particularly evident in the figure for Inha, PncA, KatG.
and RpsL where a large number of mutants are known. Figure 3(b) is a similar plot for RMSD values of zone 1 residues due to zone 2 and zone 3 mutations. The correlation, although to a lesser extent than with zone 1 mutants, is apparent enough even in the outer zones, indicating that the binding site is perturbed, even due to outer zone mutations and in general correlates with reduction in drug binding affinity. In some of the cases of outer zone mutations, mechanistic explanations for rearrangement of zone 1 residues are clear. For example, in EthA the target for ETH, a mutation T390A in zone 2, leads to shifts in a spatially adjacent residue S380 and also in Q289 near zone 1, leading to loss of drug binding. In some cases, mutants appear to be located in domain interfaces and subunit interfaces, as has been noted earlier as well (Mathys et al., 2009), opening important questions as to how such mutations can lead to loss or reduction of drug binding. Although the effects of all zone 2 and zone 3 mutations are not fully comprehensible at this point in time, some structural explanations ought to be present. One possible aspect to consider would be to see if reduction in binding affinity correlates loss of flexibility in the protein molecule due to a zone 2 or zone 3 mutations. Perhaps, a dynamic view, such as through molecular dynamics simulations can throw light on the changes that occur in the binding site due to a mutation in a remote location.

Another important reason for resistance from outer zone mutations could be that they alter the access to the drug by modifying the access channel either by introducing steric hindrance or due to the loss of a transient interaction, perhaps required for positioning the drug initially before it reaches the binding site. Some of the zone 2 and zone 3 mutations indeed appear to occur in these regions, for example, in EthA, T390A and also in KatG S315T appear to be directly situated in the access channels (Figure S2). About 36 mutations from four proteins appear to occur in the access channels computed using Caver. In InhA, PncA, KatG and EthA, distinct access channels can be discerned from the structure, which houses some of the mutations outside zone 1. InhA mutation at zone 2 residue I47T shows that it has a direct impact on the binding site residue I15, which interacts with the ligand. Similarly in EthA, the residues such as T390 and R461 are important zone 2 residues mutations thus having effects on the binding site.

A drug resistant mutation should not only retain function of the protein but should also reduce drug binding, which means affinity to the drug should be reduced, yet retaining wild-type affinity to the natural substrate. In addition, the stability of the protein should also be maintained (Figure S3). Therefore, not all positions are available for the emergence for such a mutation. Docking with natural substrates as well as the drugs to each of the mutants indicates that in general the mutants retain affinity to the natural substrates, indicating that this criterion is important for the emergence of a drug resistance mutation.

Binding energy scores of the mutants to the drugs are generally poorer as compared to their wild-type structures, indicating that drug binding is reduced in number of mutants (Figure 4(a)). Figure 4(b) clearly shows a right shift in the drug binding energy scores as compared to the substrate binding energy scores. Binding energy scores of a substrate is much higher than that of a drug for the targets studied here. The range for the natural substrate binding energy score is within −10.4 to −3.9 kcal/mol with an average of −6.43 kcal/mol and a standard deviation of 1.84, whereas drug molecule binding energy scores are within a range of −5.7 to 1.2 kcal/mol with an average of −3.31 kcal/mol and a standard deviation of 2.135, as obtained from the docking exercise using Autodock Vina. It must be noted that, expectedly, the differences in binding energies are subtle for some mutations, and prominent for some others. It is still clear that, the 13 percentile of mutations show better affinity to the natural substrate as compared to the drugs indicating that accepted point mutations for causing drug resistance affects the drug binding more than the natural substrate binding.

Conservation indices

To address the question of why mutations are observed in certain positions of a given protein, it is useful to approach the problem from the angle of which residues in a given target are the most poised to acquire mutations. Towards this, we carried out sequence conservation analyses and computed conservation indices of each residue (Larijani, Frieder, Basit, & Martin, 2005). Two different databases were used to identify homologues of the query target: (a) a database of 99 available mycobacterial genomes (MYC) and (b) the entire NR sequence database from NCBI containing 11,505,486 protein sequences (version of May 2011). Homologues identified through BLAST searches were then multiple-aligned using CLUSTALW for each target protein and the number of substitutions counted for each residue, from which the CI is computed as described in the methods section. Two different databases were used, so as to capture (a) those positions prone to substitutions even within the same genus and (b) those positions that show high variability when compared against the entire NR sequence database. For each of the proteins studied here, radial graphs are plotted as shown in Figure 5 for two examples (InhA and PncA). Individual residues in the order of the primary sequence, line the outer side of the circle, while the extent of conservation of the residue in the two databases (MYC and NR) are shown as radii of each residue in blue and red lines, respectively. The locations of observed mutations are also reflected in the figure as thin sharp radiating lines (no length significance), mutations in zone 1 are shown in
black and those of outer zones are in green. In the Figure 5 (b), we can see a large number of mutations throughout the sequence length of the protein PncA as indicated by the green lines. Average conservation indices of different proteins are observed to be clearly different, from this analysis. This indicates that different proteins have different proportion of mutable positions. Knowledge of this would be useful
in the rational choice of a drug target, by prioritizing possible targets based on their overall mutability values.

The trend in the conservation indices computed using homologues identified both in the set of 99 mycobacterial species as well as the large NR database are clearly similar. This suggests that for all the proteins studied here, the conservation patterns seen in the specific mycobacterial database hold good even for the larger NR database.

The residues are colour-coded based on their CI ranges as shown in Figure S4. As expected, the core of the protein, including some residues in the binding site are highly conserved and therefore have a low variability index, whereas residues at the surface have high variance among the set of homologues and therefore have high variability indices. Although this is common knowledge based on the current understanding of protein structures (Ng & Henikoff, 2006), it has rarely been used in relating to propensity of a given amino acid residue in acquiring a drug resistant mutation and the implications it will have for designing the drug.

In view of this, we checked if observed mutations occur at the most variable positions in the protein. Surprisingly, only a few of the zone 2 and zone 3 mutations were in the highly variable positions. A number of them are in fact in the high conservation positions. The trend for zone 1 mutations to occur in least variable positions seems to be even more pronounced (Figure 6(a)). This suggests that such mutations especially in zone 1 and also in outer zones ought to be a result of some type of guided evolution so as to attain the goal of acquiring resistance to drugs. It is also possible that zone 2 and zone 3 mutations on the other hand could be those that get selected for fitness in terms of drug resistance from a large pool of possible mutants that satisfy the criteria listed earlier. It would be useful to know which residues are more prone to mutations in each protein. Surprisingly, our analysis indicates a correlation of observed drug resistant mutations with position of high conservation indices in all the targets studied here. Although this might seem surprising at the outset, it appears logical when viewed from the perspective of evolution, since positions of low conservation generally have a lower influence on structure and function than high conservation positions, making the former less attractive for acquiring drug resistant mutations.

**Stability analysis**

In order to understand which positions when mutated alter stability of the protein substantially, systematic analyses of all possible mutations at all positions were carried out and the differences in internal energy computed using the PopMusIc tool. A small but clear drift in the distribution of pop stability score in the mutants can be seen from Figure 6(b). It was interesting to observe that all the observed mutations have only marginally lower stability in a number of cases. There are some positions in each target which when mutated, alter the stability drastically, which are not likely sites for drug resistant mutations. The analysis thus indicates which residues are likely and which are not likely to acquire a mutation.

We then checked if solvent accessibility played a role in the selection of positions for emergence of drug resistant mutations. Figure 6(c) indicates that majority of the observed mutations are in the lower accessibility positions. There was no clear pattern in the secondary structure distribution of the observed mutations. About 126 are seen in α-helices and 92 in β strands.
Integrated mutability index (IMI)

Of the six different parameters (SASA, Change in drug binding energy score, CI, Access Channel, Binding site RMSD and Protein structure stability) analysed, four of them in combination explain 473 of the mutations of 12 target proteins, which are conservation indices, change in drug binding affinity, stability and solvent accessibility. Explanation of the mutational incidence at a particular position on the basis of one parameter only will introduce a high rate of false positives. Combinations of three or more parameters together are observed to be useful in obtaining correlations in a large number of mutations, with higher confidence.

Figure 6. Pie charts showing the distribution of (a) conservation indices of all targets across NR and MYC data-sets, (b) ΔΔG values obtained from PopMuSiC indicating stability for all comprehensive cassettes of mutants and (c) ratios of residue-wise solvent surface accessible area to the total surface area. The left panel illustrates charts computed by taking the whole protein into consideration, for all the targets and the right panel illustrates charts computes by taking only observed mutation positions into account.
We have defined six different sets where in each set represents the mutation occurrence explained by particular selection criteria. Out of all possible set combinations, the selected set of four criteria explained maximum number of observed mutations. The scoring scheme is devised is based on the combination of the four parameters so as to get maximum intersection. The Venn diagram shown in Figure 7 illustrates that as many as 473 mutations are explained by one of the combinations. In order to derive an overall measure of the propensity to acquire a mutation, a metric termed as IMI has been computed using the following fuzzy rule

$$\text{IMI}(O_i) = (C_I(O_i) \cap \text{SASA}(O_i)) \cup (\Delta \Delta G(O_i)$$

$$\cap \text{SASA}(O_i) \cup (\Delta \Delta G(O_i) \cap C_I(O_i))$$

(4)

where, $O_i$ is the $i$th observation, IMI ($O_i$) is the overall predictability measure on the observation $O_i$, CI ($O_i$), SASA($O_i$), DBA($O_i$), $\Delta \Delta G(O_i)$ the confidence measure of observation $O_i$ classified properly using CI, solvent accessibility, change in drug binding affinity and change stability, respectively. $\cap$ and $\cup$ signifies logical AND and OR operation.

Through this each mutation is given a score, which indicates overall confidence, and also the number of the criteria that explains the classification. Mutations are ranked based on the integrated scores which explain how well the mutational event is explained. For example, KatG (L141F, N138F) satisfies all the criteria tested here and hence has the top most rank. Similar explanations can be obtained for about 294 drug resistant mutations in all, with confidence greater than 1. Table S2 shows the different parameters used here and a full list of best explained mutations.

For some mutations, such correlations were not observed, AhpC (alkylhydroperoxide reductase C, Rv2428) (L3S, K70L) is one such example. In summary, the parameters tested here are helpful in understanding which residues are highly mutable and therefore which proteins are more mutable. Information about this is likely to be extremely useful in target discovery, so that the best targets can be ultimately selected.

**Interaction indices of individual residues in zone 1**

Next, we carried out an analysis of the importance of the relative contribution of each interacting residue at the binding site towards drug binding (Borea, Varani, Gessi, Gilli, & Dalpiaz, 1998). This was achieved through mutating each residue individually to an alanine, mimicking that done experimentally for many proteins by the alanine scanning mutagenesis approach (Morrison & Weiss, 2001; Van Petegem, Duderstadt, Clark, Wang, & Minor, 2008). The difference in interaction energies between the wild type and the alanine mutant for a given residue is obtained as $\Delta \Delta G$ values and taken as a measure of the contribution of that residue towards drug binding in the wild-type protein. It is obviously important to know those residues which contribute significantly to drug binding. However, if such residues turn out to be highly mutable residues, then the chances of drug resistance would be higher and reliance on such residues should therefore be reduced. Examples of such residues in different targets are shown in Table 1. This type of analysis is conceptually new and will help in prioritizing interactions and hence residues in the binding site to rely on.

In summary, the analysis presented here reveals structural bases for several mutations, especially in zone 1. For others in zone 2 and zone 3, some are explained through rearrangements of zone 1 residues or through restricting access to the drugs as shown in Table 2.

Contributions to the binding energy by individual residues at the binding sites of different proteins have
been computed through modelling alanine mutations at each position. An understanding of interactions and hence residues based on these metrics, will help in deriving design principles to modify existing drugs and also to design new drugs.

There are perhaps multiple factors at play in the process of the emergence of a drug resistant mutation. Nevertheless, in the absence of any other determining information at this point in time, the analysis presented here is useful for understanding which residues have a higher likelihood of being substituted and yet retaining function. Of these, some will have an impact on drug binding and may get selected for drug resistance. While it is difficult to correlate different parameters with the position of the observed mutations in a linear fashion, some trends are clear. Where two or more of the defined criteria are satisfied, the likelihood of that position acquiring a drug resistant mutation is higher than those positions that do not satisfy the criteria. From the set of 540 observed mutations, we notice that (a) the stability of the protein due to a mutation is largely maintained but may be marginally reduced, (b) drug binding affinity is reduced in the mutants, (c) but no significant difference is observed for natural substrate binding affinity and (d) mutations occur at highly conserved positions in the protein that have low solvent accessibility. The analyses presented here is useful for rationalizing the loss of drug binding by the large set of mutations. While the subtle structural rearrangements that occur in zone 1 are easier to comprehend and predict, we also observed significant changes in the vicinity of the binding site in zone 2 and zone 3 mutations as well, suggesting that such mutations have a strong influence in the fine structure at the binding site. Further, based on the mutability propensities values, different residues in a target can in principle be ranked and prioritized to choose a drug such that it has interactions with least mutable residues at the site.

The methodology used is fairly generic and can be easily adapted to study other pathogenic microorganisms. The concepts about ranking targets and ranking target sites within a target are new. They can be easily implemented and have the potential to be incorporated into drug discovery pipelines. There is also scope for improvement by way of systematically exploring parameter space at several points. Those putative targets with high mutability propensities can be avoided, while those with low mutability propensities should get high priority.

| Target  | Number of mutations in zone 1 (a direct interactions with the drug) | Binding site rearrangement (RMSD) due to zone 2/3 mutations | Resistant mutations observed at conserved positions (CI) | Solvent accessible surface area | Access channel |
|---------|---------------------------------------------------------------|-----------------------------------------------------------|-----------------------------------------------------|-----------------------------|---------------|
| EthA    | 1                                                             | 9 (14)                                                    | 7 (15)                                             | 12 (15)                    | 1 (15)        |
| GidB    | 1                                                             | 7 (9)                                                     | 8 (10)                                             | 7 (10)                     | 0 (10)        |
| InhA    | 7                                                             | 1 (3)                                                     | 1 (10)                                             | 9 (10)                     | 1 (10)        |
| KatG    | 4                                                             | 51 (145)                                                  | 127 (149)                                          | 114 (149)                  | 31 (149)      |
| PncA    | 48                                                            | 59 (127)                                                  | 164 (175)                                          | 147 (175)                  | 3 (175)       |
| RpoB    | 1                                                             | 54 (77)                                                   | 78 (78)                                            | 64 (78)                    | 0 (78)        |
| RpsL    | 8                                                             | 8 (8)                                                     | 10 (16)                                            | 5 (16)                     | 0 (16)        |

Values given in each field indicate the number of mutant forms that are explained by the indicated parameter. Numbers in parentheses indicate total number of mutants that could have shown that effect. For example for EthA, in the second field, 9 (14) refer to 9 mutant of a total of 14, show rearrangement in zone 1 due to mutations in zone 2 or zone 3.
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