Thermal effects on a nonadiabatic spin-flip protocol of spin-orbit qubits
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We study the influence of a thermal environment on a non-adiabatic spin-flip driving protocol of spin-orbit qubits. The driving protocol operates by moving the qubit, trapped in a harmonic potential, along a nanowire in the presence of a time-dependent spin-orbit interaction. We consider the harmonic degrees of freedom to be weakly coupled to a thermal bath. We find an analytical expression for the Floquet states and derive the Lindblad equation for a strongly non-adiabatically driven qubit. The Lindblad equation corrects the dynamics of an isolated qubit with Lamb shift terms and a dissipative behaviour. Using the Lindblad equation, the influence of a thermal environment on the spin-flip protocol is analysed.

I. INTRODUCTION

Electron-spin qubits are promising candidates as building blocks of quantum computers. They can be realized in gated semiconductor devices based on quantum dots and quantum wires and their state can be manipulated via magnetic fields or the spin-orbit interaction, which is easily controlled with electrostatic gates. Such systems were already experimentally realized in various semiconducting devices.

Recent studies proposed non-adiabatic protocols, where spin-qubit manipulation is achieved by translating a spin-qubit in one dimension in the presence of a time-dependent Rashba interaction, confined in a harmonic potential, and express the spin rotation in terms of the non-adiabatic Non-Abelian Anandan phase. While qubit transformations in linear systems are limited to spin rotations around a fixed axis, this limitation can be eliminated on a ring structure.

Manipulations of quantum systems are inevitably accompanied by external noise, coming from fluctuating electric fields created by the piezoelectric phonons, for example, or due to phonon-mediated instabilities in molecular systems with phonon-assisted potential barriers. Flying qubits could be carried by surface acoustic waves, where the noise can arise due to time dependence in the electron-electron interaction effects. Recent related studies considered the effects of additive noise present in the driving functions of the qubit.

In order to study effects of a thermal environment on the qubit manipulation, we aim to derive an effective dynamics for the spin-qubit from a full microscopic model of the qubit weakly interacting with a thermal bath. In the case of weak interactions, there exists a well-known approximation scheme to integrate out the dynamics of the bath and obtain the effective dynamics for the system, which is given by the Lindblad equation. For adiabatic and weakly non-adiabatic driving of the system, the aforementioned weak-coupling scheme still holds and leads to a slightly modified Lindblad equation. However, for strongly non-adiabatic driving, which we consider in the present work, the necessary assumptions for this approximation scheme break down.

In a recent work, the authors showed how a modified weak-coupling scheme can be performed in order to derive the Lindblad equation for an arbitrarily driven weak-coupled system. In the case of periodic driving, this result reduces to the earlier derived Floquet-Lindblad formalism. Although these results show how in principle a Lindblad equation can be derived, employing these methods essentially requires one to solve the evolution of the driven system in absence of the bath. In general, obtaining an analytic expression for the evolution of a driven system is non-trivial and one has to resort to numerical approximations. In the present work, however, we consider periodic driving for which the analytic solution is known, giving us access to the exact Floquet-Lindblad equation.

The paper is structured as follows: in Section II we introduce the model and the coupling to the thermal bath. In Section III the Floquet formalism and the corresponding exact solutions are given, which, in Section IV serves as a basis for an exact derivation of the Lindblad operators and the Floquet-Lindblad equation. The formalism is then applied to a simple example of a non-adiabatic driving and spin rotation in Section V. In Section VI we give conclusions and in Appendices A and B we present derivations of individual terms of the Floquet-Lindblad equation.

II. MODEL

Our system of interest is a spin-qubit represented as an electron confined in a quantum wire with a harmonic potential. The centre of the trap, $\xi(t)$, can be arbitrarily translated along the wire by means of time-dependent external electric fields.
The spin-orbit Rashba interaction couples the electron’s spin with its orbital motion, resulting in the system Hamiltonian

\[ H(t) = \frac{p^2}{2m^*} + \frac{m^*\omega_0^2}{2}(x - \xi(t))^2 + \alpha(t)p\sigma_y, \]  
(1)

where \( m^* \) is the effective electron mass, \( \omega_0 \) is the frequency of the harmonic trap, and \( p \) and \( \sigma_y \) are the momentum and spin operators, respectively. The strength of the spin-orbit interaction \( \alpha(t) \) is time dependent due to time dependent external electric fields and the spin rotation axis is fixed along the \( y \)-direction. Throughout the paper we set \( \hbar = 1 \) and initial time \( t = 0 \). The exact time dependent solution of the Schrödinger equation corresponding to the Hamiltonian Eq. (1) is given by

\[ \ket{\Psi(t)} = U(t,0)\ket{\Psi(0)}, \]
(2)

where, in the time evolution operator

\[ U(t,0) = U^\dagger(t)e^{-iH_0 t}U(0), \]
(3)

\( H_0 \) represents the time independent harmonic oscillator, i.e., Eq. (1) with \( \xi(t) = \alpha(t) = 0 \), and

\[ U^\dagger(t) = e^{-i(\varphi_0(t) + \varphi(t)p\sigma_y)}A_\alpha(t)X_\xi(t), \]
(4a)

\[ A_\alpha(t) = e^{-i\alpha(t)p\sigma_y/\sqrt{2m^*\omega_0}}e^{-im^*\alpha(t)x\sigma_y}, \]
(4b)

\[ X_\xi(t) = e^{i\xi(t)(x - x(t))}e^{-ix(t)p}. \]
(4c)

The unitary transformations \( X_\xi(t) \) and \( A_\alpha(t) \) are completely determined by the classical responses \( x_c(t) \) and \( a_c(t) \) to the driving. The responses solve the differential equations

\[ \ddot{x}_c(t) + \omega_0^2x_c(t) = \omega_0^2\xi(t), \]
(5a)

\[ \ddot{a}_c(t) + \omega_0^2a_c(t) = \omega_0^2\alpha(t). \]
(5b)

\( \varphi(t) = -m^*\int_0^t a_c(\tau)\xi(\tau)d\tau \) while the time dependent phase \( \varphi_0(t) \), given in Ref. [23] is irrelevant for the time evolution operator Eq. (3) and will be omitted. Also note that the time evolution operator is invariant with respect to the gauge transformation

\[ U^\dagger(t) \rightarrow e^{i(\delta_1 + \delta_2\sigma_y)}U^\dagger(t), \]
(6)

where \( \delta_1 \) and \( \delta_2 \) are real constants.

The system described by the time dependent \( H(t) \) is coupled to a bosonic thermal bath. The total Hamiltonian of the spin-qubit interacting with the bath is

\[ H_{\text{tot}}(t) = H(t) + H_B + H_I(t), \]
(7)

where the bath Hamiltonian \( H_B \) represents a set of oscillators

\[ H_B = \sum_k \omega_k b_k^\dagger b_k, \]
(8)

where \( b_k^\dagger \) (\( b_k \)) are creation (annihilation) operators and the oscillators have a linear dispersion relation \( \omega_k = c|k|, k \in \mathbb{R}^3 \). We consider only states with energies below a cut-off energy \( \omega_c \).

The spin-qubit is coupled to the bath through the interaction Hamiltonian \( H_I(t) \propto (x - \xi(t))\sum_k x_k \) which couples the respective position operators,

\[ H_I(t) = g\sqrt{\frac{\pi c^3}{\omega_0 v}}(a^\dagger - a - \sqrt{2m^*\omega_0}(\xi(t)))\sum_k (b_k + b_k^\dagger), \]
(9)

where \( g \) is a dimensionless coupling strength, \( a^\dagger \) (\( a \)) is a bosonic creation (annihilation) operator of the harmonic trap and \( v \) is the volume of the bath.

### III. FLOQUET THEORY FOR QUANTUM SYSTEMS

Before deriving the Lindblad equation for the driven spin-qubit, it is instructive to briefly discuss the Floquet theory for periodically driven quantum systems. For systems with a Hamiltonian periodic in time, \( H(t + T) = H(t) \) (with \( T \) being the period), it is possible to describe the time-evolution in terms of periodic eigenvectors of the Schrödinger equation called the Floquet states. The Floquet states \( \ket{\phi_q(t)} \) form a complete basis and are defined as solutions of the eigenvalue problem

\[ (H(t) - i\partial_t)|\phi_q(t)\rangle = \epsilon_q|\phi_q(t)\rangle, \]
(10a)

\[ |\phi_q(t + T)\rangle = |\phi_q(t)\rangle, \]
(10b)

where \( \epsilon_q \) is called a quasi-energy. The evolution of an arbitrary initial state \( \ket{\psi_0} \) from an initial time \( 0 \) to time \( t \), expressed in terms of the Floquet states, is

\[ |\psi(t)\rangle = \sum_q e^{-i\epsilon_q t}|\phi_q(t)\rangle\langle\phi(0)|\psi_0\rangle. \]
(11)

In practice, solving Eq. (11) proves to be non-trivial. However, with a gauge transformation \( V(t) \) such that

\[ G = V(t)H(t)\overline{V(t)} + i(\partial_t V(t))\overline{V(t)}^\dagger \]
(12)

is time independent, the Floquet states and quasi-energies can be found in terms of eigenvectors and eigenvalues of \( G \). Let \( |q\rangle \) be an eigenvector of \( G \) with the eigenvalue \( \epsilon_q \). One can check that the state

\[ |\phi_q(t)\rangle = V(t)^\dagger|q\rangle \]
(13)

is a Floquet state with the quasi-energy \( \epsilon_q \). Note that \( U(t) \), as defined in Eq. (4a), has exactly the property Eq. (11) with \( G = H_0 \). Therefore, the Floquet states of the driven qubit are \( |\phi_q(t)\rangle = U^\dagger(t)|\psi_0\rangle \), where \( |\psi_0\rangle \) is an eigenstate of \( H_0 \) with the energy \( \epsilon_q = \omega_0(q + \frac{1}{2}) \).
IV. DERIVATION OF THE LINDBLAD EQUATION

The reduced density matrix of the spin-qubit at time \( t \) in the Schrödinger picture is

\[
\rho(t) = \text{tr}_B \left( U_{\text{tot}}(t,0) \rho_{\text{tot}}(0) U_{\text{tot}}^\dagger(t,0) \right)
\]  

(14)

where \( \text{tr}_B \) denotes the trace over bath degrees of freedom, \( U_{\text{tot}}(t,0) \) the time evolution operator of the whole system, and

\[
\rho_{\text{tot}}(0) = \rho(0) \otimes e^{-\beta H_B} / \text{tr}_B e^{-\beta H_B},
\]

(15)

is an initially separable density matrix consisting of the qubit in the state \( \rho(0) \) and the bath at the inverse temperature \( \beta = \frac{1}{k_B T} \). In the interaction picture, \( \rho(t) = U^\dagger(t,0) \rho(t) U(t,0) \)

(16)

where \( U(t,0) \) is the time evolution operator of the qubit, the Floquet-Lindblad equation for the qubit interacting with the bath via Eq. (9) is of the form\(^{[35]}\)

\[
\frac{d}{dt} \rho(t) = -i \left[ H_{LS}, \rho(t) \right] + \mathcal{D}(\rho(t)).
\]

(17)

In what follows we assume that the driving frequency \( \omega_d = \frac{2\pi}{T} \) is \( \omega_d = \frac{\omega_0}{n_d} \) with \( n_d \in \mathbb{N} \), as appropriate for the spin-flip protocol studied in this paper. The first term on the right hand side of Eq. (17) contains the Lamb shift Hamiltonian

\[
H_{LS} = \sum_{n \in \mathbb{Z}} S(n\omega_d) A_n^\dagger A_n,
\]

(18)

where \( A_n \) are the Lindblad operators (to be defined below) and

\[
S(\omega) = \frac{g^2}{2\pi \omega_0} \mathcal{P} \int_{-\infty}^{\omega_c} d\omega' \omega'^2 \left( \frac{1 + N(\omega')}{\omega - \omega'} + \frac{N(\omega')}{\omega + \omega'} \right)
\]

(19)

with \( \mathcal{P} \) denoting the principal value and

\[
N(\omega) = \frac{1}{\exp(\beta \omega) - 1}
\]

(20)

being the Bose occupation numbers of the bath degrees of freedom. Throughout the paper we express the temperature in terms of the average occupation of the system oscillator \( n_{RT} = N(\omega_0) \). In Appendix [\ref{app:LS}] we show the Lamb shift Hamiltonian in an explicit form.

The second term on the right hand side of Eq. (17) is the dissipator term

\[
\mathcal{D}(\rho(t)) = \sum_{n \in \mathbb{Z}} \gamma(n\omega_d) \left( A_n \rho(t) A_n^\dagger - \frac{1}{2} \{ A_n^\dagger A_n, \rho(t) \} \right),
\]

(21)

with rates

\[
\gamma(\omega) = \begin{cases} 
  g^2 \omega^2 (1 + N(\omega)), & \omega \geq 0, \\
  g^2 \omega^2 N(|\omega|), & \omega < 0.
\end{cases}
\]

(22)

The Lindblad operators are obtained by finding \( A_n \) such that\(^{[35]}\)

\[
U^\dagger(t,0) \left( a^\dagger + a - \sqrt{2m^* \omega_0 \xi(t)} \right) U(t,0) = \sum_{n \in \mathbb{Z}} A_n e^{-in\omega_d t}.
\]

(23)

We present the actual calculation of the Lindblad operators in Appendix [\ref{app:LS}]. The result for \( n \geq 0 \) is

\[
A_n = \delta_{n,n_d} a + \sqrt{2m^* \omega_0} (\hat{x}_{c,n} - \hat{\xi}_n + \frac{\hat{\xi}_n^*}{\omega_0} \sigma_y + \frac{\hat{x}_{c,n}}{\omega_0} \sigma_x) + \delta_{n,n_d} \frac{1}{2} \left( \frac{\hat{\xi}_n^*}{\omega_0} - i \frac{\hat{x}_{c,n}^*}{\omega_0} \right),
\]

(24)

and \( A_{-n} = A_n^\dagger \). Here by \( \hat{f}_n \) we denote a Fourier component of the function \( f \). The Lindblad operators are completely determined by the solutions of the response Eqs. [\ref{eq:response}].

We can greatly simplify the form of the dissipator Eq. (21) by absorbing the constant terms in the Lindblad operators into the Lamb shift. This procedure is outlined in Appendix [\ref{app:LS}]. Let us define a rate

\[
\gamma = \frac{2m^*}{\omega_0^3} \sum_{n \in \mathbb{Z}} n \gamma(n\omega_d) |\hat{\xi}_{c,n}|^2,
\]

(25)

and a new Lindblad operator

\[
\tilde{A} = a + \sqrt{2m^* \omega_0} \left( 2 \frac{\hat{\xi}_{c,n_d}}{\omega_0} - \frac{\hat{\xi}_n^*}{\omega_0} + i \frac{\hat{\xi}_n}{\omega_0} \right) \sigma_y.
\]

(26)

With these definitions, Eq. (17) reduces to a much simpler form

\[
\frac{d}{dt} \rho(t) = -i \left[ \tilde{H}_{LS}, \rho(t) \right] + \tilde{\gamma} (\sigma_y \rho(t) \sigma_y - \rho(t)) + \gamma(\omega_0) \left( \tilde{A} \rho(t) \tilde{A}^\dagger - \frac{1}{2} \{ \tilde{A}^\dagger \tilde{A}, \rho(t) \} \right) + \gamma(\omega_0) \left( \tilde{A}^\dagger \rho(t) \tilde{A} - \frac{1}{2} \{ \tilde{A} \tilde{A}^\dagger, \rho(t) \} \right).
\]

(27)

The redefined Lamb shift Hamiltonian \( \tilde{H}_{LS} \) is shown explicitly in Appendix [\ref{app:LS}]. The dissipator in the above equation consists of two types of terms: the term proportional to \( \tilde{\gamma} \) is a dephasing term and causes a decay of spin size. The other terms lead to thermal activation in the oscillator component.

V. EXAMPLE

At the initial time \( t = 0 \), let the electron be in the ground state manifold of \( H(0) \), spanned by a
Kramers doublet. In particular, we choose the qubit to be in the spin-up state, i.e., \( \langle \Psi(0)|\sigma_z|\Psi(0)\rangle = \langle \Psi(0)\sigma_y|\Psi(0)\rangle = 0 \). Using Eq. (6), such a state can be constructed as
\[
|\Psi(0)\rangle = e^{i\theta/2} \left( a_c(0)x_c(0) + \frac{a_0}{\sqrt{2}} \right) \sigma_y U(t)|\psi_0\rangle |\chi_T\rangle.
\] (28)

Here \( |\psi_0\rangle \) is the ground state of the harmonic oscillator Hamiltonian \( H_0 \) and \( |\chi_T\rangle \) is the up-state spinor in the eigenbasis of \( \sigma_z \). The initial density matrix of the qubit Eq. (15) is \( \rho(0) = |\Psi(0)\rangle \langle\Psi(0)| \).

As a simple example of the theory outlined in the previous section, we consider periodic spin transformations following an elliptic path in the parametric space \( [\xi(t), \alpha(t)] \) with
\[
\xi(t) = \xi_0 \cos \frac{\omega_0 t}{2},
\]
\[
\alpha(t) = \alpha_0 - \alpha_0 \sin \frac{\omega_0 t}{2},
\]
\[\text{i.e., } n_d = 2. \] This choice of driving, together with initial conditions \( x_c(0) = \xi_0(0), \alpha_c(0) = \alpha(0) \) and \( \dot{x}_c(0) = 0, \dot{\alpha}_c(0) = 0 \) for differential equations (5), leads to classical responses
\[
x_c(t) = \frac{\xi_0}{3} \left( 4 \cos \frac{\omega_0 t}{2} - \cos \omega_0 t \right),
\]
\[
\alpha_c(t) = \alpha_0 - \frac{\alpha_0}{3} \left( 4 \sin \frac{\omega_0 t}{2} - 2 \sin \omega_0 t \right).
\]

The driving guarantees that after a completed cycle the state \( |\Psi(T_d)\rangle \) returns to the ground state – with spin rotated around the \( y \)-axis by the Anandan quantum phase \( \phi_A = 2\phi(T_d) \) determined solely by the contour \( C_\xi \) in the parametric space \( [\xi(t), \alpha(t)] \) or, equivalently, \( C_\alpha \) in the space \( [x_c(t), \alpha(t)] \),
\[
\phi_A = 2m^* \int_{C_\xi} a_c \xi d\xi = 2m^* \int_{C_\alpha} x_c \alpha d\alpha.
\] (31)

The corresponding contour \( C_\alpha \) is shown in Fig. 1(a) with a full black line and the dashed line indicates the driving protocol \( [\xi(t), \alpha(t)] \). Note that the area of the shaded region equals \( \phi_A/(2m^*) \).

During the motion of the system, the electron’s spatial wave function is a superposition containing also the oscillator’s excited states and the spin of the electron is rotated around the \( y \)-axis by the angle \( \phi(t) \). After a completed driving cycle the electron’s spin has, according to Eq. (31), rotated by the angle \( \phi(T_d) = \phi_A = \frac{\pi}{4} \pi m^* \alpha_0 \xi_0 \).

In the upcoming numerical studies we take \( \gamma/\omega_0 \lesssim \frac{1}{10} \). This is to ensure that the effect of the bath remains a perturbation to the free dynamics of the spin-qubit, which is the underlying assumption for the Lindblad equation Eq. (17). We also fix the Rashba coupling \( \alpha_0 = \frac{3}{16} (\omega_0/m^*)^{1/2} \) and \( \xi_0 = (m^*/\omega_0)^{-1/2} \) such that \( \phi_A = \frac{\pi}{4}, \) i.e., two driving cycles are needed for a spin-flip. The cut-off frequency is set to \( \omega_c = 2\omega_0 \) and all numerical calculations were carried out using the QuTiP framework.

### A. Spatial position and spin properties

In Fig. 1(b) we show the time dependence of the expectation value of the spin. Since we are considering rotations around the \( y \)-axis, \( \langle \sigma_y \rangle = 0 \), i.e., the expectation value is confined to the \( x-z \) plane and within the Bloch sphere. Bullets represent the values at equal time steps for the total time duration of two cycles. Note that in the absence of the interaction, \( g = 0 \), the spin transformation is exactly one spin-flip (black). The red bullets represent the corresponding result for \( g = 0.2, \eta_T = 1 \) and \( \omega_c = 2\omega_0 \). The orange square indicates the spin at \( t = T_d \).

![Fig. 1.](image)

This interaction with the bath influences the spin-flip protocol, namely: the angle of the spin rotation, the size of the spin, the expectation value of the position \( \langle x \rangle \) and the oscillator part of the wave function, which does not return to the ground state at the end of the transformation. Below we discuss these effects.

The influence of the interaction with the bath on the expected position of the oscillator \( \langle x \rangle \) can be observed from Figs. 1(a) and 2(a) by comparing the result for the non-interacting pure dynamics (black line) to the interacting result (red line). In the non-interacting case,
the expected position is equal to the classical response, \langle x \rangle = x_0(t), as can easily be shown from Eq. 4a. In the presence of the bath \langle x \rangle deviates from \langle x_0(t) \rangle and is shifted from the starting point (red bullet) after one cycle (orange square). Fig. 2(a) shows that the shift of \langle x \rangle to larger values is increased after the second cycle, \( t = 2T_d \), and is further increased until the driven system reaches a steady state. This is in agreement with the classical result for a driven weakly damped harmonic oscillator, \( x_0 \to x_0 + 4x_0 \), after a large number of cycles [the first term in Eq. (29a)]. The approach to the steady state can be observed in Fig. 2(b) which shows \langle x \rangle in terms of the number of driving cycles (needed to half-flip the spin), for different values of the coupling strength \( g \) at \( T = 0 \). Due to the low frequencies introduced by the Lamb shift \( g \leq \omega_0 \), see Eqs. (B4) and (B5), which reduces to \( g \to \omega_0 \) for the case of slow (adiabatic) driving. In the case of a time independent Rashba coupling this is a known result for Kramers doublet [22].

The inset of Fig. 2(b) shows \( \langle x \rangle \) after one cycle as a function of \( g \) for various values of the cut-off energy \( \omega_c \). Note the absence of oscillations for \( \omega_c = 1.16 \omega_0 \), dotted line. At this cut-off energy \( S(\omega_0) + S(-\omega_0) \to 0 \) and consequently spatial parts of \( H_{LS} \to 0 \), see Eqs. (B4) and (B5), which leads to results qualitatively close to the classical result for a damped oscillator. At higher cut-off energies quantum terms in \( H_{LS} \) leads to a much richer dynamics. The orange squares and circles indicate the spatial position after the first cycle, Figs. 1(a) and 2. The shift of the position and consequently the changed contour in the parametric space affect the spin behaviour, as will be discussed below.

- The spin response of the system is analysed in Fig. 3. First we concentrate on the size of the spin, which for \( g = 0 \) does not depend on the position coordinates regardless of the driving, as can be checked by the application of the unitary transformation Eq. (4a) and a direct evaluation of the spin expectation values. The exact result is

\[
\sqrt{\langle \sigma_x^2 \rangle^2 + \langle \sigma_z^2 \rangle^2} = e^{-4m \alpha(t)^2 / \omega_0},
\]

which reduces to \( e^{-4m \alpha(t)^2 / \omega_0} \) for the case of slow (adiabatic) driving. In the case of a time independent Rashba coupling this is a known result for Kramers doublet [22].

- FIG. 3. (a) Time dependence of the spin size \( \sqrt{\langle \sigma_x^2 \rangle^2 + \langle \sigma_z^2 \rangle^2} \) during two cycles for \( g = 0 \) (black line), \( g = 0.3 \), \( T = 0 \) (red) and \( g = 0.3 \), \( n_T = 1 \) (dashed). Inset: Angle \( \phi \) as a function of time. Inset: Angle error \( \delta \phi = \phi - \pi / 2 \) at the final time of one cycle \( t = T_d \) as a function of \( g \). In (a) and (b) the red bullets and the orange squares indicate the one cycle starting and final values, correspondingly.

- The spin rotation, the most relevant property for the qubit manipulation, is shown in Fig. 3(b) for \( g = 0 \) (black) and \( g = 0.3 \), \( n_T = 0 \) (red). Due to the interaction with the bath the rotation angle is slightly increased with respect to the non-interacting value \( \phi = \pi / 2 \) [the orange square marks the value after one completed cycle]. The deviation \( \delta \phi = \phi - \pi / 2 \) is additionally presented as a function of \( g \) in the inset. Comparing the finite temperature result \( n_T = 1 \) (blue dashed line) with \( n_T = 0 \) (full red) shows that the effect is further increased at finite temperatures.

B. Error analysis and fidelity

Deviations of \( \phi \) from the target value \( \pi / 2 \) are additionally explored and presented in Fig. 4. Here we performed \( N_c \) consequent cycles, with renormalised value of the Rashba coupling \( a_0(N_c) = a_0 / N_c \) such that after \( N_c \) cycles at
where state and

make a simple estimate of fidelity at the end of the driving cycles giving $\langle \alpha |$ the Rashba coupling $\alpha_0(N_c)$ for various $g$ at $T = 0$.

(b) Number of cycles $N_g$ from (a) as a function of $g$. Note the orange symbol relating (a) and (b). The dotted line represents the approximation $N_g \approx 0.36 g^{-2}$.

g = 0 exactly one half spin-flip is performed. Fig. 4(a) shows that initially the error decreases with an increasing number of cycles. For a large number of cycles, however, the error approaches a constant value. The typical transition number of cycles $N_g$ is for $g = 0.3$ indicated by an orange square and an arrow. In Fig. 4(b), $N_g$ is shown as a function of $g$. It clearly exhibits a $g^{-2}$ scaling as expected for the typical relaxation time scale (measured by the number of cycles) for error generating Lamb shift Hamiltonian and Lindblad terms, Eq. (17).

Let us discuss the effects of the environment also in the framework of fidelity of the spin-qubit transformation. In particular, we consider the Uhlman-Josza fidelity

$$F = \text{tr} \sqrt{\rho_0 \rho_f \sqrt{\rho_0}},$$

where $\rho_0$ and $\rho_f$ represent the density matrix for the non-interacting and the interacting regimes of the model, respectively. At the initial time $t = 0$ (or in the absence of interaction) $F = 1$, but with increasing time $F$ progressively diminishes due to error generating processes in the Lindblad equation. Fig. 5 shows the fidelity calculated at the end of each cycle (red dots) as a function of the number of cycles $N_c$ for $g = 0.2$ and $T = 0$. Here, the Rashba coupling $\alpha_0$ is independent of the number of cycles $N_c$.

The structure of $F$ exhibits different short time and long time behaviours. To analyse these behaviours, we make a simple estimate of fidelity at the end of the driving cycle,

$$F \approx |\langle \psi_0 | \psi_{\delta x} \rangle|^2 |\langle \chi_0 | \chi_{\delta \phi} \rangle|^2,$$

where $|\psi_0 \rangle$ is the target spin final harmonic oscillator ground state and $|\psi_{\delta x} \rangle$ is the ground state of the harmonic oscillator with the potential displaced by $\langle x \rangle - \xi_0 = \delta x \xi_0$, giving

$$|\langle \psi_0 | \psi_{\delta x} \rangle|^2 = e^{-\frac{1}{2} \delta x^2}. \quad (35)$$

Similarly, $|\chi_0 \rangle$ is the target spin final state and $|\chi_{\delta \phi} \rangle$ is the spin state with the angle $\delta \phi = \phi - N_c \frac{\pi}{2}$ off from the target state, so that

$$|\langle \chi_0 | \chi_{\delta \phi} \rangle|^2 = \cos^2 \frac{\delta \phi}{2}. \quad (36)$$

The fidelity (red line and bullets) and its estimate Eq. (34) (black), shown in Fig. 5 for $g = 0.2$, behave qualitatively similar. At zero temperature considered here the two overlaps Eqs. (35) and (36) represent major sources of the fidelity reduction. The remaining contributions, much more pronounced at finite temperatures (not shown), are mainly due to the fact that the system is not in a pure state and $F$ simply cannot be expressed solely in terms of wave function overlaps.

The separate curves $|\langle \psi_0 | \psi_{\delta x} \rangle|^2$ (green dots) and $|\langle \chi_0 | \chi_{\delta \phi} \rangle|^2$ (blue dots) allow us to analyse the short and long-time behaviour of the fidelity. For small number of cycles, $N_c \lesssim 10$, the fidelity is mainly reduced due to the shift of the electron position $\delta x > 0$ after a completed cycle. This affects the fidelity due to the reduced overlap of the target spatial wave function and the actual result in the presence of interaction. As discussed before, $\delta x$ exhibits oscillatory behaviour which is damped out (see Fig. 2) and $\delta x \rightarrow \frac{1}{3}$ at larger times $t \gtrsim 10 T_d$, hence the overlap approaches $|\langle \psi_0 | \psi_{\delta x} \rangle|^2 = e^{-1/18} \approx 0.95$.

The spin contribution to the fidelity reduction due to the error in the angle of rotation, $\cos^2 \frac{\delta \phi}{2}$, is at short times also generated due to oscillations of the orbit $\lbrace |x|, \alpha \rbrace$ and the corresponding deviations from the noninteracting contour $C_\alpha$, see Fig. 1(a). For $N_c \gtrsim 10$ the orbit in the parametric space progressively relaxes to the steady state contour and then the error $\delta \phi$ increases monotonously, similar to the recent study of adiabatic non-Abelian dephasing.

There are several competing error-generating sources also in the Lamb shift Hamiltonian $H_{LS}$, Eq. (14): the spin rotation terms are of the Rashba coupling form $\propto p \sigma_y$, a space dependent magnetic field $\propto x \sigma_y$ and a constant magnetic field term $\propto \sigma_y$. Dissipative terms in the Lindblad equation are another important source of the fidelity reduction at larger times. They additionally contribute to spin errors and most importantly, to the size of the spin, shown in Fig. 3(a). At elevated temperatures dephasing effects discussed above amplify due to the increase of coupling factors $S(\omega)$ and $\gamma(\omega)$.

VI. CONCLUSIONS

In this paper we have studied the effects of a thermal environment on a non-adiabatic spin-flip protocol. The protocol is based on confining an electron in a harmonic trap and simultaneously manipulating the position of the centre of the trap and the Rashba interaction. For arbitrary driving protocols, assuming weak coupling between the system and its environment, the effective dynamics of the system can be obtained in terms of the Lindblad
The protocol we are considering is exactly solvable and the resulting Floquet-Lindblad equation is fully determined by two classical responses Eqs. (3) to the driving.

Access to the Floquet-Lindblad equation allows us to study the effects of the thermal environment on the driving protocol. The Lindblad equation modifies the free spin-qubit Hamiltonian by introducing low frequencies, an effect called the Lamb shift. Additionally, there are dissipative terms giving rise to spin-dephasing effects as well as thermal activation of the oscillator.

As an example we consider a specific driving protocol with classical response functions Eq. (30). Interestingly, we find that the low frequencies and other terms introduced by the Lamb shift Hamiltonian result in an optimal number of driving cycles to complete the protocol. Figure 4 displays this result, where depending on the coupling strength to the bath, the optimal number of driving cycles allows us to minimise the error in the final angle of the spin. The Lamb shift Hamiltonian is a time independent shifted harmonic oscillator with spin dependent terms, and the exact solution is a coherent state analogous to Eq. (3). This allows for an analytical analysis and a deeper understanding of the decoherence dynamics, enabling further possibilities of protocol optimisation at zero and finite temperatures.

The exact study of the considered spin-qubit interacting with the environment can be extended to any driving protocol and any kind of a bath as long as the interaction is weak.

Appendix A: Calculation of the Lindblad operators

The time evolution operator Eq. (3) of the free spin-qubit consists of three terms. We calculate $U(t, 0)(a + a^\dagger - \sqrt{2m^*\omega_0}\xi(t))U(t, 0)$ by first applying $U(t)$, resulting in the expression

$$a + a^\dagger + \sqrt{2m^*\omega_0}\left(x_c(t) - \xi(t) + \frac{\dot{a}_c(t)}{\omega_0}\sigma_y\right).$$

(A1)

Applying the time independent harmonic oscillator term $e^{-iH_0t}$ transforms this into

$$ae^{-i\omega_0t} + a^\dagger e^{i\omega_0t} + \sqrt{2m^*\omega_0}\left(x_c(t) - \xi(t) + \frac{\dot{a}_c(t)}{\omega_0}\sigma_y\right).$$

(A2)

Finally, we apply $U(0)$ and thus obtain

$$ae^{-i\omega_0t} + a^\dagger e^{i\omega_0t} + \sqrt{2m^*\omega_0}\left(x_c(t) - \xi(t) + \frac{\dot{a}_c(0)}{\omega_0}\sigma_y - x_c(0)\cos(\omega_0t) - \frac{\dot{a}_c(0)}{\omega_0}\cos(\omega_0t)\sigma_y + a_c(0)\frac{\omega_0}{\omega_0}\sin(\omega_0t)\sigma_y - \frac{\dot{x}_c(0)}{\omega_0}\sin(\omega_0t)\right).$$

(A3)

Expressing $x_c(t)$ and $a_c(t)$ in terms of their Fourier components $\hat{x}_{c,n}$ and $\hat{a}_{c,n}$ results in the form Eq. (23),

$$ae^{-i\omega_0t} + a^\dagger e^{i\omega_0t} + \sqrt{2m^*\omega_0}\sum_{n\in\mathbb{Z}}\left(\hat{x}_{c,n} - \hat{\xi}_n + \frac{\hat{a}_{c,n}}{\omega_0}\sigma_y \right) e^{-in\omega_0t} +$$

$$+ \sqrt{m^*\omega_0}\frac{1}{2}\left(-x_c(0) + i\hat{\dot{x}}_c(0) - \frac{\dot{a}_c(0)}{\omega_0}\sigma_y - i\frac{a_c(0)}{\omega_0}\sigma_y\right) e^{-i\omega_0t} +$$

$$+ \sqrt{m^*\omega_0}\frac{1}{2}\left(-x_c(0) + i\hat{\dot{x}}_c(0) - \frac{\dot{a}_c(0)}{\omega_0}\sigma_y - i\frac{a_c(0)}{\omega_0}\sigma_y\right) e^{i\omega_0t},$$

(A4)
from which we read the jump operators of Eq. (24). The Fourier components $\hat{f}_n$ are defined by $f(t) = \sum_{n \in \mathbb{Z}} \hat{f}_n e^{-in\omega_0 t}$ and are interconnected by useful relations $\hat{a}_{c,n} = -i \frac{n}{n^2} \omega_0 \hat{a}_{c,n}$ and, for $n \neq \pm n_d$, $\hat{a}_{c,n} = n_d^2/(n_d^2 - n^2) \hat{a}_n$ and $\hat{x}_{c,n} - \xi_n = n_d^2/(n_d^2 - n^2) \hat{\xi}_n$.

**Appendix B: Lamb shift Hamiltonian**

The Lindblad equation is invariant under inhomogeneous transformations

$$A_n \rightarrow \tilde{A}_n = A_n + z_n,$$  \hspace{1cm} (B1a)

$$H_{LS} \rightarrow \tilde{H}_{LS} = H_{LS} + \frac{1}{2i} \sum_{n \in \mathbb{Z}} \gamma(n\omega_d) \left( \hat{c}_n A_n - z_n A_n^\dagger \right) + c$$  \hspace{1cm} (B1b)

where $z_n \in \mathbb{C}$ and $c \in \mathbb{R}$. The Lindblad operators Eq. (24) consist of two parts, one proportional to $\sigma_y$, $a$ and $a^\dagger$ and the other proportional to the identity. The latter can be eliminated using the above transformation, leading to Eq. (27) with the transformed Lamb shift Hamiltonian

$$\tilde{H}_{LS} = H_{LS} - \frac{1}{2i} g^2 \omega_0 \sqrt{2m^* \omega_0} \left( (\hat{x}_{c,-n_d} - \hat{\xi}_{-n_d} - \frac{1}{2} \hat{x}_c(0) + i \frac{\hat{x}_c(0)}{2\omega_0}) A_{n_d} - \text{h.c.} \right) + \tilde{B} \sigma_y$$  \hspace{1cm} (B2)

where

$$\tilde{B} = 2g^2 m^* \sum_{\substack{n \in \mathbb{N} \setminus \mathbb{Z} \setminus n_d}} \frac{n_d^3 \omega_0}{n_d^2 (n_d^2 - n^2)} \text{Re} \left\{ \hat{a}_n \hat{\xi}_n \right\}.$$  \hspace{1cm} (B3)

In the particular case of an even periodic driving function $\xi(t)$ and an odd periodic driving function $\alpha(t)$, i.e., when $\xi(-t) = \xi(t)$ and $\alpha(-t) - \alpha(0) = -(\alpha(t) - \alpha(0))$ [as is the case in the example studied in Section V], $x_c(-t) = x_c(t)$ and $\hat{a}_c(-t) = \hat{a}_c(t)$ and the Lamb shift Hamiltonian Eq. (18) simplifies. It can be represented as a shifted harmonic oscillator in the presence of the Rashba interaction and an inhomogeneous magnetic field,

$$H_{LS} = \frac{p^2}{2m_{LS}} + \frac{m_{LS} \omega^2_{LS}}{2} (x - x_{LS})^2 + (\alpha_{LS} + b_{LS} x + B_{LS}) \sigma_y,$$  \hspace{1cm} (B4a)

$$B_{LS} = -b_{LS} x_{LS} - 4\zeta m_{LS} \sum_{\substack{n \in \mathbb{Z} \setminus n_d}} \frac{n_d m^3}{(n_d^2 - n^2) S(n\omega_d) i \hat{a}_n \hat{\xi}_n}.$$  \hspace{1cm} (B4b)

Here $\zeta = (S(\omega_0) + S(-\omega_0))/\omega_0$, $m_{LS} = \zeta^{-1} m^*$, $\omega_{LS} = \zeta \omega_0$, $x_{LS} = x_c = x(0) - 2(\hat{x}_{c,n_d} - \hat{\xi}_{n_d})$, $\alpha_{LS} = \zeta \alpha_c(0)$, $b_{LS} = \zeta^2 m_{LS} (2\hat{a}_{c,n_d} - \hat{a}_c(0))$ and, at $T = 0$,

$$\zeta = -\frac{g^2}{2\pi} \left( \frac{\omega_c (\omega_c + 2\omega_0)}{2\omega_0^2} + \log \frac{|\omega_c - \omega_0|}{\omega_0} \right),$$  \hspace{1cm} (B5)

which is zero at $\omega_c = 1.16 \omega_0$ and at $\omega_c = 2\omega_0$, as used throughout the paper, $\zeta = -\frac{1}{2} g^2$. Note that the resonant frequency components of driving, $\hat{\xi}_{\pm n_d}$, should vanish if the steady state regime of driving and response is to be studied. Note also that $\hat{\xi}_{\pm n_d} = 0$ does not imply $\hat{x}_{c,\pm n_d} = 0$, respectively. Applying the transformation Eqs. (B1) results in $\tilde{B} = 0$ and

$$\tilde{H}_{LS} = H_{LS} + \frac{1}{2} g^2 \omega_0 x_{LS} (p + m_{LS} \alpha_{LS} \sigma_y).$$  \hspace{1cm} (B6)
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