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Abstract: The pixel-based semantic segmentation methods take pixels as recognitions units, and are restricted by the limited range of receptive fields, so they cannot carry richer and higher-level semantics. These reduce the accuracy of remote sensing (RS) semantic segmentation to a certain extent. Comparing with the pixel-based methods, the graph neural networks (GNNs) usually use objects as input nodes, so they not only have relatively small computational complexity, but also can carry richer semantic information. However, the traditional GNNs are more rely on the context information of the individual samples and lack geographic prior knowledge that reflects the overall situation of the research area. Therefore, these methods may be disturbed by the confusion of “different objects with the same spectrum” or “violating the first law of geography” in some areas.

To address the above problems, we propose a remote sensing semantic segmentation model called knowledge and spatial pyramid distance-based gated graph attention network (KSPGAT), which is based on prior knowledge, spatial pyramid distance and a graph attention network (GAT) with gating mechanism. The model first uses superpixels (geographical objects) to form the nodes of a graph neural network and then uses a novel spatial pyramid distance recognition algorithm to recognize the spatial relationships. Finally, based on the integration of feature similarity and the spatial relationships of geographic objects, a multi-source attention mechanism and gating mechanism are designed to control the process of node aggregation, as a result, the high-level semantics, spatial relationships and prior knowledge can be introduced into a remote sensing semantic segmentation network. The experimental results show that our model improves the overall accuracy by 4.43% compared with the U-Net Network, and 3.80% compared with the baseline GAT network.
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1. Introduction

Currently, the pixel-based methods [1–5] tend to take pixels as recognitions units to achieve remote sensing semantic segmentation, fuse the information of the area covered by the convolution kernel through the convolution operation. However, these methods cannot use high-level semantics, such as spatial relations and other information. Besides, the receptive fields in convolution are limited (generally $3 \times 3$) [6] and unevenly distributed [7], so it is hard to integrate context information of a larger area or obtain global information more evenly.

In response to the above problems, different scholars have carried out fruitful research [8,9]. Although the non-local method [8] can more effectively use the context information of the sample, it is computationally expensive and lack high-level semantics, such as spatial relations and other information.
With the development of graph neural networks, they have attracted increasing attention in GNN-based semantic segmentation [10–12]. Comparing with the pixel-based semantic segmentation methods, the current GNNs usually take objects as input nodes, in which computational complexity is relatively small. Besides, they are free from salt-and-pepper effects and can carry richer semantic information. However, the following two problems urgently need to be solved for them to be better applied in remote sensing recognition:

(1) Confusion of “different objects with the same spectrum”

The phenomenon of “different objects with the same spectrum” is a common problem in remote sensing analysis. To correctly identify the objects which are disturbed by this problem, it often requires knowing their surrounding objects. If considering only the similarity of the spectral features, such as the adjacency matrix based on similarity of nodes in graph attention network (GAT), the network will be vulnerable to this problem, thereby resulting in the misclassification of central node. The following figure shows two types of this problem: the flat_field and the town; the city_grass and the flat_field.

As shown in Figure 1, without the surrounding environment, the spectral of the town object A is similar to the flat_field object B, and the spectral of the city_grass object D is similar to that of the flat_field object C. Therefore, it is necessary to fuse the spatial relationships into the adjacency matrix. However, the spatial relationship derived from an individual sample often leads to the following problems.

![Figure 1](image1)

**Figure 1.** The phenomenon of “different objects with the same spectrum”. (a,c) are two samples; (b,d) are corresponding surrounding environment of (a,c).

(2) Confusion of spatial distance—“violating the first law of geography”

According to Tobler’s first law of geography, everything is related to everything else, but near things are more related to each other [13]. However, due to the limitation of the sample cutting the neighbors of some nodes in the sample may not be complete and accurate. If the spatial relationship is only considered in the individual sample, it will cause the distortion of the spatial relationships between the node and their neighbors, and may lead to the misclassification of the node. The following, Figure 2, shows two objects that are cut at the corners of samples.

![Figure 2](image2)

**Figure 2.** Two objects that are cut at the corners of samples. (a,c) are two samples; (b,d) are corresponding surrounding environment of (a,c). The forest object A and the city_forest object B are two objects.
According to the aggregation principle of GNNs, the neighbor nodes will their influence on the central node. When considering the spatial relationships, the weight of an individual object becomes smaller as the distance increases. The following, Figure 3, shows a central node and its neighbors.

![Figure 3](image)

Figure 3. The schematic diagram of a central node and its neighbors with different spatial distances.

As in the schematic diagram, \( O_i \) is the central node, \( O_i^1, O_i^2, \) and \( O_i^3 \) represent the neighbor node with a spatial distance of 1, 2, and 3, respectively. Then, the aggregation formula of the central node \( O_i \) can be expressed as follows:

\[
O'_i = O_i + \sum_{j \in N_1} \alpha_{ij}^1 \cdot O_j^1 + \sum_{k \in N_2} \alpha_{ik}^2 \cdot O_k^2 + \sum_{l \in N_3} \alpha_{il}^3 \cdot O_l^3 ,
\]

where \( N_1, N_2, N_3 \) represent the set of neighbour nodes with a spatial distance of 1, 2, and 3, respectively, and \( \alpha \) is the aggregation weight.

The farther the distance from the central node is, the more the number of equidistant neighbor nodes there are, i.e., \( N_1 < N_2 < N_3 \). If there are geographic objects with same category in the far distance, they may accumulate to cause a greater impact on the central node, even more than the nearby objects. This may lead to the problem of “violating the first law of geography”, and cause the misclassification of the central node.

Considering these, it is hard for the traditional GNNs to effectively solve the above two problems because they rely only on the context information of the individual sample. Therefore, it may require geographic prior knowledge based on the whole research area to solve them.

Therefore, the KSPGAT network, which is a remote sensing semantic segmentation model based on prior knowledge, spatial pyramid distance and GAT with gating mechanism is proposed. The KSPGAT network takes geographic objects as the unit of segmentation. Its computational complexity is relatively small, and it is free from salt-and-pepper effects. Additionally, it can carry richer and higher-level semantics, such as spatial relations and the category co-occurrence prior knowledge; thereby, it can better recognize the objects disturbed by the above two problems.

In summary, the main contributions of this paper are as follows:

1. A novel spatial correlation recognition algorithm based on the spatial pyramid distance is proposed.
2. A gating mechanism based on prior knowledge is proposed to realize the control of aggregation of neighbor nodes in graph neural network.
3. A graph neural network model for remote sensing semantic segmentation is constructed, which effectively integrates the similarity of geographic objects, spatial relationships and global geographic prior knowledge.

The remainder of this paper is organized as follows: Section 2 discusses related work. A remote sensing semantic segmentation model based on prior knowledge, spatial pyramid distance and GAT with gating mechanism is presented in Section 3. The experiments are
provided in Section 4. In addition, the analysis is presented in Section 5. The conclusion is provided in Section 6.

2. Related Work

2.1. Geographic Object-Based Image Analysis (GEOBIA)

Unlike pixels, which are usually the smallest unit of RS image analysis, image-objects are defined by Hay et al. [14] as basic entities, located within an image that are perceptually generated from H-res pixel groups. As geographic objects can provide rich spatial relationships information than pixels, the OBIA methods are making considerable progress.

The OBIA methods usually use segmentation algorithm to obtain the objects first and then use the objects for subsequent image analysis. Currently, the OBIA methods are widely applied in multi-scale research [15,16], change detection [17] and landslide detection [18]. To better understand ecological patterns, it is also expanded to the species-level mapping of vegetation [19]. Other research, like References [20,21], presented a comparative evaluation of the pixel-based method and the object-based; especially, Reference [21] compared the pixel-based support vector machine (SVM) classification and decision-tree-oriented geographic object-based image analysis (GEOBIA) classification, which indicated that the GEOBIA classification provided the highest accuracy. Besides, work, like Reference [22], discussed the idea and method of geographic ontology modeling based on object-oriented remote sensing technology in detail.

On this basis, the GEOBIA methods based on neural networks have attracted an increasing attention. For example, the research in Reference [23] proposed a novel land use classification method for high-resolution remote sensing images, and the method is based on a parallel spectral-spatial convolutional neural network (CNN) and object-oriented remote sensing technology. On the basis of geographic object-based image analysis, other works, like Reference [24], presented an artificial neural network (ANN) which integrated with particle swarm optimization (PSO) to enhance the learning process.

Based on these research, our work attempts to combine the GEOBIA and neural networks, and explores further in this direction.

2.2. Remote Sensing with GNN

As an important branch of the deep learning family, the strategy based on graph neural networks [25,26] have grown more and more popular, which achieves the state-of-the-art performance in both graph feature extraction and classification. Among them, graph convolutional network (GCN) [27] plays an important role. Furthermore, Reference [28] proposes a novel neural network called graph attention networks (GATs) which can attend over their neighborhoods’ features and specify different weights to different nodes in a neighborhood, without requiring any kind of costly matrix operation (such as inversion) or depending on knowing the graph structure upfront. Inspired by these, applying deep neural networks to graph structured data has recently been of interest to the vision community. For example, approaches, such as References [29,30], tried to generalize convolution layers to the graphs. Other works, like References [31,32], attempted to learn knowledge graphs and use graphs for visual reasoning.

However, the current GNN networks directly stacking more layers will bring the problem of over-smoothing, which drives the output of GCN towards a space that contains limited distinguished information among nodes, leading to a poor expressivity. To solve this problem, many researchers have recently conducted beneficial explorations. Some of them try to use used random-walk method [33] or restrict the neighborhood expansion size [34,35] to solve this issue. There are also some studies alleviate this issue by deleting the edges in the graph [36] or incorporate multi-hop neighboring context into attention computation [37].

Apart from these, combining a prior knowledge base with GNN models for vision tasks also becomes popular. Reference [38] used the knowledge graph to perform zero-shot classification. References [39–41] used the common-sense or structured prior knowledge to
improve the performance of deep models. Other works, like References [42–44], tried to use graph embedding to learn some prior knowledge or relationships between label.

In the research of remote sensing image analysis, as hyperspectral images usually have large homogeneous regions, some research started to use graph neural networks (GNNs) to achieve remote sensing images analysis [45–48]. For example, Reference [45] investigated the use of graph convolutional networks (GCNs) in order to characterize spatial arrangement features for land use classification and [46] proposed a novel deep learning-based MLRSSC framework by combining graph neural network (GNN) and convolutional neural network (CNN) to mine the spatio-topological relationships of the scene graph. To further improve the detection accuracy, Reference [49] proposed a novel anomaly detection method based on texture feature extraction and a graph dictionary-based low rank decomposition (LRD).

Currently, some other scholars have also started to integrate the geographic prior knowledge into remote sensing analysis. Works, like Reference [50], presented a spatial location constraint for hyperspectral image classification, which is exploited to incorporate the prior knowledge of the location information of training pixels. Similarly, to further improve the recognition performance, Reference [51] proposed a simplified graph-based visual saliency model for airport detection in panchromatic remote sensing images, which introduced the concept of near parallelity for the first time and treated it as prior knowledge.

In summary, in remote sensing analysis research, the pixel-based methods are computationally expensive and cannot contain object-based spatial relationships and geographic prior knowledge. Most current GNN methods can carry richer semantic and their computational complexities are relatively small, but they rarely consider geographic prior knowledge. Therefore, to better introduce the prior knowledge into remote sensing analysis, it still needs further exploration.

3. Methodology

In this chapter, the overall structure of the KSPGAT network is introduced first in Section 3.1. To solve the problem of “different objects with the same spectrum”, a novel spatial pyramid distance algorithm is presented in Section 3.3. Further research shows that only rely on the spatial relationships between geographic objects cannot effectively solve the problem of “violating the first law of geography”. For this reason, a gating mechanism which embeds geographic prior knowledge into the GAT model is then introduced in Sections 3.4 and 3.5, and it can solve the two problems to some extent. Finally, considering the problem of over-smoothing in graph neural networks, we design the network depth into two layers, and incorporate the effect of co-occurrence knowledge in the loss function in Section 3.6.

3.1. Network Structure

The KSPGAT network is designed as the encoder-decoder structure and consists of four modules, of which the superpixel clustering module, feature extraction module, and spatial correlation recognition algorithm together constitute the encoder, the knowledge-based gating mechanism is the decoder. The details are shown as follows:

As shown in Figure 4, in our network, a super-pixel clustering module and a feature extraction module are proposed to obtain the object features from the input remote sensing image first. Then, a spatial pyramid distance recognition algorithm is provided to recognize the spatial relationship between objects. Finally, on the basis of fusing the feature similarity and spatial relationship, a multi-source attention mechanism and a gating mechanism are presented to aggregate neighbor nodes more accurately. Specifically, the network contains the following modules.
3.1.1. Superpixel Clustering Module

The region merging segmentation method proposed in References [52–54] is used to perform superpixel clustering of remote sensing images, so each sample can obtain several superpixel blocks. Then, these superpixel blocks are used to provide masks for feature extraction module and spatial correlation recognition algorithm.

3.1.2. Feature Extraction Module

The feature extraction module of the network takes the remote sensing image and the object mask as input to obtain object features. First, the remote sensing image is extracted through a convolutional neural network (CNN) to obtain the global feature. Then, the mask is used to obtain the feature of each object. Finally, the node of the graph neural network is generated through the object feature.

3.1.3. Spatial Correlation Recognition Algorithm Based on Spatial Pyramid Distance and Multi-Source Attention Mechanism

In this module, we propose a novel spatial correlation recognition algorithm. First, we design the location coding method based on pyramid pooling to obtain the location coding vector of each object, and then we use the vector to identify the spatial distance between objects, which is simple and efficient enough to generate the spatial correlation between nodes. Finally, the similarity of features and the spatial correlation between nodes are combined to design and implement the multi-source attention mechanism.

3.1.4. Gating Mechanism Based on Prior Knowledge of Category Co-Occurrence

The gating mechanism uses category co-occurrence knowledge to train control gates corresponding to different spatial pyramid distances (spatial relations). It realizes the aggregation method that integrates knowledge, spatial relations, and node similarity, thereby improving the classification accuracy of the central node.

The following subsections will expand on each module of the network.

3.2. Superpixel Clustering Module and Feature Extraction Module

First, the region merging segmentation method proposed in References [52–54] is used to perform super-pixel clustering of remote sensing images so each sample can obtain several superpixel blocks. Each superpixel block is a geographical object with geographic...
The following subsections will expand on each module of the network. First, the region merging segmentation method proposed in References [52–54] is adopted to extract object features with this mask. Then, the feature extraction module is used as the initial node feature of the graph network. The calculation formula of this module is as follows:

\[ h = G((F(x).Mask)), \]  

where \( x \) is the input image, \( F(.) \) is the global feature extraction function, which consists of two convolutional layers and pooling layers, \( Mask \) is the object mask, and \( G(.) \) is the feature extraction function, which consists of two branches, one a global average pooling (GAP) layer, and the other a max pooling layer with convolutional layer.

3.3. The Spatial Correlation between Objects: The Spatial Pyramid Distance

In this section, we introduce a novel location encoding method based on pyramid pooling, and on this basis, we propose the spatial pyramid distance to represent the spatial correlation between objects. The details are as follows.

3.3.1. The Location Encoding Method Based on Pyramid Pooling

Pyramid pooling is used to encode the two-dimensional position information of the object mask. The object mask is passed through 3-level pyramid average pooling (28 × 28, 14 × 14, 7 × 7) to obtain multiscale spatial location features. We use the area ratio of the mask in the pooling kernel to calculate the pooled value, which includes the semantic of object’s area. The formula of average pooling is as follows:

\[ c_{pq}^{k} = \frac{\sum_{i=p}^{p+k} \sum_{j=q}^{q+k} Mask_{ij}}{k \times k}, \]  

where \( k \) is the size of pooling kernel, \( Mask \) is the object mask, \( p \) is the start index in row, \( q \) is the start index in column, and \( c_{pq} \) is the value after pooling.
Then, the location features are encoded into a one-dimensional vector by quadtree-encoding. The vector $e$ can be defined as follows:

$$e_k = \{ c_{pq} \}$$  \hspace{1cm} (4)

$$e = \text{concat}(e_k, \ldots),$$  \hspace{1cm} (5)

where $k$ represents the size of pooling kernel, and $k \in \{28, 14, 7\}$. \{} represents the quadtree-encoding, \text{concat}(\ldots) means vector concatenation.

In this way, the approximate location of each object can be obtained, and the value of each grid represents the semantic of object's area. The following, Figure 6, shows two object masks’ position vector after spatial pyramid pooling.

![Figure 6](image-url)

Figure 6. The position encoding vectors of two object masks. (a,d) are encoded by a $28 \times 28$ average pooling; (b,e) are encoded by a $14 \times 14$ average pooling; (c,f) are encoded by a $7 \times 7$ average pooling.

After the pooling of three scales, there exists a significant difference between the encoding vectors of the two objects with long distance, which is conducive to the subsequent spatial distance recognition.

### 3.3.2. Spatial Pyramid Distance

On the basis of the above location encoding method, to describe the spatial relationships between nodes, we define the spatial pyramid distance to discretely represent them. According to the number of other interval objects between node $i$ and $j$, interval_number = 0 means that the two nodes are directly adjacent, interval_number = 1 means that there is only one object between them, and interval_number ≥ 2 means that there are multiple objects between them. Based on this, the spatial pyramid distance $sp_{map_{ij}}$ between node $i$ and $j$ is defined as Table 1:

| Interval_Number | 0  | 1  | ≥2 |
|-----------------|----|----|----|
| $sp_{map_{ij}}$ | 1  | 2  | 3  |

Table 1. The value of spatial pyramid distance.
Therefore, the three different values of $sp_{map_{ij}}$ represent spatial adjacency, spatial separation (near), and spatial separation (far), respectively.

### 3.3.3. The Spatial Correlation Recognition Algorithm Based on Spatial Pyramid Distance

Based on the location encoding method and spatial pyramid distance, we design a spatial correlation recognition algorithm. The algorithm is used to describe the spatial distance between geographical objects discretely according to three different values, where 1 represents spatial adjacency, 2 represents spatial separation (near) and 3 represents spatial separation (far).

The algorithm is denoted by the Algorithm 1:

**Algorithm 1** For recognizing the spatial pyramid distance

| Step | Description |
|------|-------------|
| 1.   | Begin       |
| 2.   | For $t \leftarrow 1$ to 3 step $t \leftarrow t - 1$; do |
| 3.   | $k \leftarrow \frac{56}{t}$; // calculate the pooling size $k$ |
| 4.   | $e_k^i \leftarrow \text{avgpooling}_k(mask_i)$; // encode the position vector of $mask_i$ with pooling size $k$ |
| 5.   | $e_k^j \leftarrow \text{avgpooling}_k(mask_j)$; // encode the position vector of $mask_j$ with pooling size $k$ |
| 6.   | End For |
| 7.   | concatenate all $e_k^i$ to obtain the multiscale location features $e^t$ of $mask_i$; |
| 8.   | concatenate all $e_k^j$ to obtain the multiscale location features $e^t$ of $mask_j$; |
| 9.   | $v_{ij} \leftarrow e^t - e^t$; // subtract the position encoding vectors of $mask_i$ and $mask_j$ |
| 10.  | $sp_{vec_{ij}} \leftarrow f_c(v_{ij})$; |
| 11.  | $sp_{map_{ij}} \leftarrow f_c(sp_{vec_{ij}})$; |
| 12.  | Return $sp_{vec_{ij}}, sp_{map_{ij}}$, $sp_{vec_{ij}}$ |
| 13.  | End |

Then, we design a network to accomplish the algorithm, the structure of the network is as Figure 7:

![Figure 7](image)

**Figure 7.** The structure of spatial correlation recognition algorithm.

The network takes the mask of each pair of objects as input, which can be expressed as $(N \times N) \times \frac{H}{16} \times \frac{W}{16} \times 2$. Then, the location encoding method based on pyramid pooling is used to obtain the spatial location vectors at different scales. To fuse these features, they are, respectively, coded into one-dimensional vectors and obtain the multiscale location features Position Features. Then, two Position Features subtract to obtain the distance features and passes through a Multi-layer Perceptron (MLP) layer to obtain the distance feature vector $Sp_{Vec}$ between each pair of objects, and finally passes through another MLP layer to obtain the spatial pyramid distance $Sp_{Map}$.
In our dataset, the overall accuracy of the algorithm reaches 83.6%, which can basically describe the spatial distance between objects. Therefore, it can provide a favorable basis for subsequent node classification.

Compared with the spatial relationship analysis method in GIS or other neural networks, our method contains the following advantages:

(a) As it uses the area ratio of the mask in the pooling kernel to calculate the pooled value, it contains richer semantics of object’s area;

(b) Unlike the method based on the centroid distance between objects, it is easy to be implemented;

(c) Compared with other neural networks based on object detection, it does not require complex computations, which reduces the network pressure and therefore improves the generalization ability.

In summary, this algorithm can efficiently construct the adjacency matrix between nodes and quickly provide reliable input for the graph neural network. Based on the algorithm, the KSPGAT network then combines the spatial relationship and the similarity of features to design and implement the following multi-source attention mechanism.

3.4. Multi-source Attention Mechanism Based on Similarity of Spectral Features and Spatial Relationships of Geographic Objects

In this section, we first analyze the problem of the attention mechanism in the baseline GAT, and then we propose our multi-source attention mechanism.

3.4.1. Attention Mechanism in the Baseline GAT

The attention mechanism in the baseline GAT only considers the similarity of the spectral features between nodes. Assuming that the original node feature is $h$, first the node feature is multiplied by a weight $W_h$ to project the feature into a new space. Then, to consider the feature similarity between nodes $i$ and $j$, the transformed features of two nodes are concatenated, and the feature similarity is calculated through a weight $a$. Finally, the correlation between the two nodes, which is defined as $a_{ij}$, can be obtained through a softmax function. The specific calculation formula is as follows:

$$e_{ij} = a(W_h . h_i || W_h . h_j),$$

$$a_{ij} = s . \text{softmax}(e_{ij}),$$

where $W_h$ is a learnable weight to project the spectral features of nodes, $||$ represents vector concatenation, softmax is the normalized function by row, and $s$ is the scaling factor to prevent the weight of neighbours from being too small.

As this mechanism is more rely on spectral similarity to aggregate neighbor nodes, it cannot solve the problem of “different objects with the same spectrum”. Therefore, it is necessary to integrate spatial relationships into the attention mechanism to improve it. The improved algorithm is as follows:

3.4.2. Multi-Source Attention Mechanism Based on Geographic Object Feature Similarity and Pyramid Distance

In the multi-source attention mechanism, to solve the problem of “different objects with the same spectrum”, we consider not only the similarity of the spectral features between the geographic objects, but also the spatial pyramid distance between them. We multiply the distance feature $Sp\_Vec_{ij}$ of nodes $i$ and $j$ by a weight $W_s$ to project the distance feature into the same space as spectral features and then concatenate it with the transformed spectral features of nodes $i$ and $j$. Therefore, the algorithm for calculating attention becomes as follows:

$$e_{ij} = a(W_h . h_i || W_h . h_j || W_s . sp\_vec_{ij}),$$
where $W_b$ is a learnable weight to project the spectral features of nodes, $W_d$ is a learnable weight to project the distance features, $\| \|$ represents vector concatenation, softmax is the normalized function by row, and $s$ is the scaling factor to prevent the weight of neighbors from being too small.

However, due to the problem of “violating the first law of geography” discussed in Section 1, the aggregations of neighbor nodes are still under great limitations even considering the spatial relationship. At this time, the following gating mechanism based on category co-occurrence knowledge is represented to control the aggregation of neighbor nodes more accurately.

### 3.5. Knowledge-Based Gating Mechanism

To overcome the problem of “violating the first law of geography” caused by the distortion of the spatial relationship at the corner of samples in some area, we first summarize the co-occurrence probability between different categories from the whole dataset and then design a gated graph attention network which uses the co-occurrence probability to expand the receptive field of the object from the specific sample to the whole research area. This corrects some distortion problems of spatial relationship, thereby improving the accuracy of remote sensing segmentation. Furthermore, through the gating mechanism, the neighbor nodes are filtered based on the prior knowledge; thereby, the mechanism can avoid the problem of over-smoothing to a certain extent.

#### 3.5.1. Category Co-Occurrence Knowledge in the Sample Set

Category co-occurrence means the probability of two categories appearing in a scene at the same time. As shown in Figure 8 below, $M$ is the category co-occurrence matrix, which represents co-occurrence between each category. The size of $M$ is $C \times C$, where $C$ is the number of categories. $M_{ij}$ represents the proportion of samples $S_{ij}$ with both categories $i$ and $j$ among all samples $S_i$ with category $i$, i.e., $M_{ij} = S_{ij}/S_i$. The figure below shows the category co-occurrence probability matrix, which means the probability of two categories appearing in a scene at the same time.

![Figure 8. The category co-occurrence probability matrix.](image-url)

As discussed in Section 1, due to the limitation of the sample cutting in some areas, the neighbors of some nodes in the sample may not be complete and accurate, which may cause the distortion of the spatial relationship between the nodes and their neighbors. The co-occurrence relationship is a more universal relationship obtained according to
the co-occurrence probability in the dataset which describe the general geographic prior knowledge of the research area. Therefore, the weight of the nodes can be strengthened or weakened according to the co-occurrence probability. This can correct some distortion problems of spatial relationship, and alleviate the problem of "violating the first law of geography", thus make the aggregation of neighbor nodes more accurate.

Based on the above-mentioned category co-occurrence knowledge, we then design the following gated graph attention network and use the category co-occurrence GT to train the control gate.

### 3.5.2. Gated Graph Attention Network Based on Category Co-Occurrence Prior Knowledge

In this section, we introduce our novel gated graph attention network. In the network, we divide all neighbor nodes into k groups according to their spatial correlation with the central node. For each group, we design a gating mechanism. During the training phase, the co-occurrence knowledge of two categories are used to control the aggregation of neighbor nodes, thereby correcting the problems of "violating the first law of geography". Furthermore, through the gating mechanism, the neighbor nodes are filtered based on the prior knowledge; thereby, the mechanism can avoid the problem of over-smoothing to a certain extent.

1. **Structure**

   Our gated graph attention network combines the multi-source attention mechanism, and is designed with a gating mechanism that integrates category co-occurrence knowledge to control the aggregation of neighbor nodes more accurate. Figure 9 below shows the structure of a head of the gated graph attention network.

   ![Figure 9. The structure of a head of the gated graph attention network (GAT).](image_url)

As the major part of the KSPGAT network, for a central node $i$, the gated graph attention network takes its node feature $h_i$, the node feature $h_j$ of its neighbor node $j$ ($j \neq i$), their distance vector $Sp_{Vec_{ij}}$ and spatial pyramid distance $Sp_{Map_{ij}}$ as the input. Then, the multi-source attention mechanism is combined and the gating mechanism is designed to aggregate the features of neighbor nodes. During the training phase, the prior knowledge of category co-occurrence is integrated into the gating mechanism by using category co-occurrence ground truth (GT) to supervise and train the control gates.

To better represent the co-occurrence relationship between nodes, we design the co-occurrence knowledge according to the probability $P_{ij}$ and $P_{ji}$ in the category co-occurrence matrix; if $\max \{P_{ij}, P_{ji}\} \geq 0.5$, it can then consider that category $i$ and category $j$ have a co-occurrence relationship. At this time, the GT of the co-occurrence control gate is set to 1,
which indicates that the gate is opened; otherwise, there is no co-occurrence relationship, and the GT is marked as 0 to indicate that the gate is closed.

(2) Aggregation with multi-group

Based on K (K = 3) spatial distances which are adjacent, separated (near), and separated (far), respectively, we divide all neighbor nodes into k groups. Therefore, K kinds of GAT heads are designed to aggregate neighbor nodes of different spatial relationships. For the GAT head of each spatial relationship, a gate which combines the category co-occurrence knowledge is designed to control the process of neighbor nodes aggregation. The following, Figure 10, shows the aggregation of the network.

![Figure 10. The aggregation of our gated GAT.](image)

As shown in Figure 10, network divides all nodes into k groups according to their spatial correlation with the central node to form a new GAT head with a gating mechanism, called gate_head.

The following, Figure 11, shows the flow chart of aggregation.

As shown in Figure 11, during node aggregation, the node features $h_i$, the distance vector $Sp\_Vec$ and the spatial pyramid distance $Sp\_Map$ are input into the gated graph attention network to generate the new node features $h_i'$. $N$ is the number of the nodes, and $K$ is 3, which represents three kind of spatial distances. $N_k$ represents the number of the neighbor nodes with a spatial distance $k$.

For each central node $i$ and one of its neighbour nodes $j$ ($j \neq i$), the spatial relationship between them is $k$, the aggregation of node $i$ is as follows:

(a) First, $head_{ij}^k$, which can aggregate the information of node $j$ to the central node $i$ is calculated with $h_i, h_j, sp\_vec_{ij}, sp\_map_{ij}$.

(b) Then, $gate_{ij}^k$ is calculated with $h_i, h_j, sp\_vec_{ij}, sp\_map_{ij}$. If nodes $i$ and $j$ have a co-occurrence relationship, the $gate_{ij}^k$ will be opened; otherwise, it will be closed.

(c) Finally, the new node features $h_i'$ of the central node $i$ is calculated with $head_{ij}^k$ and $gate_{ij}^k$ of all neighbor nodes.

In summary, the control gate is calculated from the node feature, the embedded distance feature and the spatial pyramid distance. The specific formula is as follows:

$$head_{ij}^k = \alpha_{ij}^k \star W_{H_t} h_i,$$  \hspace{1cm} (10)

$$gate_{ij}^k = \left\{ \begin{array}{ll}
\sigma(a'[W_{G_k} h_i || W_{G_k} h_j || W_{G_k} sp\_vec_{ij}]), & sp\_map_{ij} = k \\
0, & \text{else}
\end{array} \right. ,$$ \hspace{1cm} (11)

$$h_i' = W_{h} h_i + \sum_{j \in N_i, j \neq i} \sum_{k \in K} gate_{ij}^k \star head_{ij}^k,$$ \hspace{1cm} (12)
where $W_{C_h}^k$ and $W_{C_k}$ are learnable weights in the gate that controls the $k_{th}$ GAT head, $N_i$ represents all neighbour nodes of node $i$, $W_{H_h}^k$ is a learnable weight in the $k_{th}$ GAT head, and $a_h^{ij}$ is the attention weight calculated by the multi-source attention mechanism in the $k_{th}$ GAT head. $K = 3$ represents three spatial pyramid distances, and $k = 1, 2, 3$ indicates the spatial pyramid distance of 1, 2, and 3, respectively.

(3) Discussion

Different from the traditional attention aggregation mechanism, the KSPGAT network adopts multi-group aggregation mechanism with spatial relation. The gate head divides all neighbor nodes into $k$ groups according to their spatial correlation with the central node, and uses gates that integrate category co-occurrence knowledge to control the aggregation of neighbor nodes. Comparing with the traditional attention mechanism, the multi-group aggregation mechanism has the following advantages:

(a) Each group only contains the neighbor nodes that have the same spatial correlation with the central node. The neighbor nodes of each group have certain commonalities, and the head does not have parameter redundancy, which can reduce the training pressure;

(b) The gate controlled the process of aggregation neighbor nodes by integrating prior knowledge, and the controllability of the network and the interpretability of the results are improved.

(c) Through the gating mechanism, the neighbor nodes are filtered based on the prior knowledge; thereby, the mechanism can avoid the problem of over-smoothing to a certain extent.

![Figure 11. The flow chart of aggregation.](image-url)
3.6. Network Depth (Number of Aggregation) and Loss Function

In this section, we focus on the analysis of network depth and loss function in the KSPGAT network.

3.6.1. Depth of KSPGAT Network

Similar to the baseline GAT network, our KSPGAT network aggregates twice in total: In the first aggregation we adopt the same multi-head structure as the baseline GAT network. Specifically, use $P$ (in our experiment $P = 2$) independent $\text{gate}_\text{head}^1_p$ with gating mechanism to process the input node features $h_1$ and then concatenate their output features together as the input feature $h_2$ of the second aggregation. In the second aggregation, only an independent $\text{gate}_\text{head}^2$ with gating mechanism is used to process the new input feature $h_1$ to obtain the output feature $h_2$, and, finally, a softmax nonlinear function is used to obtain the classification probability $o$. The formula is as follows:

$$h_1 = \text{gate}_\text{head}^1_p(h) \mid \mid \text{gate}_\text{head}^1_{p-1}(h) \mid \mid \ldots \mid \mid \text{gate}_\text{head}^1_{1}(h),$$  

$$h_2 = \text{gate}_\text{head}^2(h_1),$$  

$$o = \text{softmax}(h_2),$$

where $h$ is the original node feature, and $P$ is the number of heads in the multihead structure. $h_1$ is the output feature of the first aggregation and also the input feature of the second aggregation, $h_2$ is the output of the second aggregation, and $o$ is final classification probability.

3.6.2. Co-Occurrence Knowledge Embedding Loss

To implicitly embed the co-occurrence knowledge into the control gate, we added a co-occurrence knowledge embedding loss in our network in addition to the node classification loss. The co-occurrence knowledge embedding loss adjusts the network parameters by calculating the mean square error between the value of the co-occurrence knowledge gate $\text{gate}_\text{gt}$ and co-occurrence knowledge GT between nodes. The specific calculation formula of the co-occurrence knowledge embedding loss $\text{loss}_{\text{gate}}$ and the node classification Loss $\text{loss}_{\text{cls}}$ is as follows:

$$\text{loss}_{\text{gate}} = \frac{1}{K} \times \frac{1}{N \times N} \sum_{k=1}^{K} \sum_{n=1}^{N} (y_n^k - \hat{y}_n^k)^2,$$

$$\text{loss}_{\text{cls}} = -\frac{1}{N} \sum_{i} y_i \log(\hat{y}_i).$$

Furthermore, to balance the node classification loss and the co-occurrence knowledge embedding loss, we introduce a balance factor $\lambda$. Generally, $\lambda$ is the maximum ratio of the two loss thresholds. In the experiment, we set $\lambda = 10$. Therefore, the total loss of the network is calculated as follows:

$$\text{loss} = \text{loss}_{\text{cls}} + \lambda * \text{loss}_{\text{gate}}.$$  

4. Experiment

In this chapter, the introduction of research areas and samples is presented in Section 4.1 first. Then, we show the parameters of the networks which are involved in our experiment in Section 4.2. The overall accuracy comparison is conducted in Section 4.3. Finally, the training process and loss curve are shown in Section 4.4.
4.1. Introduction of Research Areas and Samples

This study involves Wenchuan County, Sichuan Province, and the surrounding areas. The latitude ranges from 30°45′ to 31°43′ and the longitude ranges from 102°51′ to 103°44′. We selected a total of 1680 patches from the research area. To make the number of samples in the validation set and training set sufficient and the results reasonable, we randomly assigned 1280 samples as the training set and the other 400 samples as the validation set. Each sample includes a 224 × 224 remote sensing image, a manually classified GT image of the same size, and an object mask obtained using the open source algorithms [52–54].

4.2. Network Parameters

The networks that are involved in the experiment include a U-Net network, a baseline GAT network, a multi-source GAT network and a KSPGAT network incorporating prior knowledge and spatial pyramid distance.

According to the previous experiment, when we train the U-Net network, the feature dimension in the bottom layer is set to 512, the batch_size is set to 32, the learning rate is set to 3e−4, and the training epochs is 250; The hidden dimensions of the baseline GAT network, multi-source GAT network and KSPGAT network are all 128, and are all aggregated twice. The baseline-based GAT network and the multi-source GAT network use 4 GAT heads for the first aggregation, and a single GAT head for the second aggregation; the KSPGAT network uses 2 gate_head with a gating mechanism in the first aggregation, and a single gate_head in the second aggregation. The batch_size of the three graph neural networks are all 1, the learning rates are all 1e−3, and the training epochs are all 600.

4.3. Overall Accuracy Comparison

To compare with the results of U-Net network, we convert the results of the three graph neural networks from objects to pixels. The classification results of the four networks on the validation set are as follows: Tables 2–5 are pixel-based classification confusion matrices of the U-Net network, baseline GAT network, multi-source GAT network, and KSPGAT network, respectively.
Table 2. The pixel-based classification confusion matrix of the U-Net Network.

| Class            | Flat_Field | Landslide | Grass | Water_Body | Village | Road | Path | Town | Terrace | Strip_Field | City_Grass | Forest | City_Forest | Total Accuracy |
|------------------|------------|-----------|-------|------------|---------|------|------|------|---------|-------------|------------|---------|-------------|----------------|
| Flat_Field       | 1,522,988  | 1,441,605 | 63,109| 11,620     | 35,181  | 67,345| 9393 | 11,356| 5950     | 45,618      | 9858       | 8035    | 207,006     | 1,646,187      |
| Landslide        | 9          | 1,441,605 | 63,109| 11,620     | 35,181  | 67,345| 9393 | 11,356| 5950     | 45,618      | 9858       | 8035    | 207,006     | 1,646,187      |
| Grass            | 44,886     | 111,517   | 1,773,678| 35,181| 67,345 | 9393 | 11,356| 5950 | 45,618  | 9858       | 8035        | 207,006 | 2,330,643   | 0.761          |
| Water_Body       | 95         | 7086      | 6587  | 1,275,542 | 287     | 4245 | 0    | 10,837| 3634     | 1314        | 0          | 165     | 40,069      | 0.912          |
| Village          | 59,839     | 2092      | 57,893| 1,161,845 | 2680    | 9702 | 22,002| 4922 | 2768     | 663         | 73,881     | 587     | 1,400,478   | 0.830          |
| Road             | 552        | 2807      | 5170  | 1601       | 188,614 | 1596 | 26,785| 0    | 1        | 1358        | 1811       | 1869     | 237,073     | 0.796          |
| Path             | 11,322     | 7683      | 23,383| 17,715     | 6661    | 159,216| 579 | 9580 | 1559     | 14          | 6077       | 1204    | 245,668     | 0.669          |
| Town             | 0          | 1,324     | 3321  | 4454       | 31,313  | 20,874| 0    | 1,245,303| 0        | 6980        | 5228       | 28,086   | 1,346,883   | 0.925          |
| Terrace          | 8678       | 2097      | 47,851| 7420       | 0       | 5965 | 0     | 1,269,477| 4212     | 0          | 27,968     | 0       | 1,394,674   | 0.925          |
| Strip_Field      | 623        | 17        | 51,937| 3917       | 32,280  | 6878 | 11,330| 61,819| 49,820   | 2013        | 325,513    | 0       | 2,330,643   | 0.736          |
| City_Grass       | 0          | 47        | 50,235| 8668       | 3552    | 5134 | 0    | 36,330| 50785    | 6594        | 15,850     | 177,250 | 0.287       |
| Forest           | 35,186     | 38,047    | 147,480| 4885      | 112,987| 2267 | 6824 | 2144 | 31,645   | 29,314      | 5671       | 3,082,063 | 0.851       |

Table 3. The pixel-based classification confusion matrix of the baseline GAT Network.

| Class            | Flat_Field | Landslide | Grass | Water_Body | Village | Road | Path | Town | Terrace | Strip_Field | City_Grass | Forest | City_Forest | Total Accuracy |
|------------------|------------|-----------|-------|------------|---------|------|------|------|---------|-------------|------------|---------|-------------|----------------|
| Flat_Field       | 1,497,918  | 5368      | 37,417| 0          | 12,107  | 0    | 1464 | 8576 | 60,709  | 0          | 22,628     | 0       | 1,646,187 | 0.910          |
| Landslide        | 0          | 1,493,644 | 42,332| 2465       | 2364    | 2441 | 8373 | 0    | 0       | 0          | 26,241     | 0       | 1,579,860 | 0.945          |
| Grass            | 39,959     | 47,384    | 1,714,643| 21,551| 32,807| 19,009| 4677 | 11,330| 61,819  | 49,820      | 2131       | 325,513 | 0       | 2,330,643   | 0.736          |
| Water_Body       | 0          | 496       | 14,003| 1,280,572 | 6246    | 1434 | 6808 | 1143 | 0       | 242         | 0          | 1,310,944 | 0.977       |
| Village          | 21,213     | 391       | 25,327| 0          | 1,236,790| 610 | 3582 | 81,193| 2081    | 0          | 23,791     | 0       | 1,400,478 | 0.883          |
| Road             | 0          | 3417      | 14,214| 7371       | 1635    | 177,481| 8300 | 23,935| 0       | 0          | 0          | 720      | 237,073    | 0.7494         |
| Path             | 1934       | 6058      | 13,628| 0          | 18,281  | 7886 | 192,288| 2649 | 349     | 2395        | 0          | 245,668 | 0.783       |
| Town             | 0          | 5669      | 5939  | 4084       | 104,789 | 3982 | 0    | 1,217,621| 0       | 0          | 0          | 4799     | 0       | 1,346,883 | 0.904          |
| Terrace          | 0          | 6172      | 74,527| 0          | 13,514  | 0    | 1460 | 0    | 1,192,926| 25,437     | 0          | 80,638   | 0       | 1,394,674 | 0.885          |
| Strip_Field      | 0          | 0         | 36,866| 0          | 7389    | 0    | 0    | 0    | 30,479  | 1,232,888  | 0          | 61,325   | 0       | 1,368,947 | 0.901          |
| City_Grass       | 0          | 0         | 67,416| 7811       | 2894    | 5496 | 0    | 24,842| 0       | 44,491     | 19,276     | 5024    | 177,250   | 0.251          |
| Forest           | 8882       | 10,758    | 66,926| 893        | 35,673  | 189  | 0    | 1766 | 29,678  | 3823        | 111        | 2,844,492| 78,872    | 3,082,063     | 0.923          |
| City_Forest      | 0          | 0         | 918   | 0          | 376     | 0    | 17,526| 0    | 0       | 2103        | 52,228     | 113,579 | 186,730  | 0.608          |
Table 4. The pixel-based classification confusion matrix of the multi-source GAT Network.

| Flat_Field | Landslide | Grass | Water_Body | Village | Road | Path | Town | Terrace | Strip_Field | City_Grass | Forest | City_Forest | Total | Accuracy |
|------------|-----------|-------|------------|---------|------|------|------|---------|-------------|------------|--------|------------|-------|----------|
| flat_field | 1,495,321 | 5352  | 37,568     | 0       | 20,719 | 0    | 776  | 7016    | 59,349      | 0          | 0      | 20,086      | 0     | 1,646,187 | 0.908 |
| landslide  | 0         | 1,489,063 | 25,094     | 36,682  | 2053  | 6936 | 3014 | 0       | 0          | 0         | 0      | 17,018      | 0     | 1,579,860 | 0.943 |
| grass      | 88,916    | 28,521 | 1,804,551  | 111,075 | 44,028 | 11,017 | 1918 | 6400    | 12,386      | 7627      | 25,182 | 188,622     | 0     | 2,330,643 | 0.774 |
| water_body | 0         | 11,756 | 1,275,417  | 7651    | 10,003 | 0    | 3495 | 1143    | 0          | 0         | 242    | 1,310,944   | 0     | 1,310,944 | 0.973 |
| village    | 7751      | 17,833 | 17,275     | 0       | 1,306,466 | 141 | 2577 | 26,931  | 763        | 0          | 0      | 18,741      | 0     | 1,400,478 | 0.933 |
| road       | 0         | 6939   | 4834       | 10,380  | 1701  | 176,319 | 2504 | 33,676  | 0          | 0        | 720    | 0          | 0     | 237,073   | 0.744 |
| path       | 2805      | 6256   | 20,833     | 2349    | 15,913 | 1610 | 191,704 | 2061    | 0         | 204      | 0      | 1733        | 0     | 245,668   | 0.781 |
| town       | 0         | 5095   | 3700       | 5355    | 2426  | 0    | 1,325,308 | 0       | 0         | 0        | 0      | 4799        | 0     | 1,346,883 | 0.984 |
| terrace    | 6476      | 0      | 113,601    | 0       | 39,116 | 0    | 1460 | 0       | 1,185,165  | 0          | 0      | 48,856      | 0     | 1,394,674 | 0.85  |
| strip_field | 6295     | 0      | 60,435     | 0       | 26,636 | 0    | 0    | 8035    | 1,226,985  | 0          | 40,561 | 0          | 0     | 1,368,947 | 0.896 |
| city_grass | 0         | 44,935 | 25,513     | 2753    | 1727  | 0    | 23,810 | 0       | 0         | 0        | 61,003 | 17,509      | 0     | 177,250   | 0.344 |
| forest     | 35,937    | 13,158 | 149,580    | 5965    | 57,858 | 111  | 0    | 1,325,308 | 0          | 0        | 4799    | 1,346,883   | 0     | 3,082,063 | 0.889 |
| city_forest | 0        | 0      | 556        | 2574    | 0      | 192  | 0    | 15,869  | 0          | 4053      | 26,114 | 137,372     | 0     | 196,230   | 0.736 |

Table 5. The pixel-based classification confusion matrix of the KSPGAT Network.

| Flat_Field | Landslide | Grass | Water_Body | Village | Road | Path | Town | Terrace | Strip_Field | City_Grass | Forest | City_Forest | Total | Accuracy |
|------------|-----------|-------|------------|---------|------|------|------|---------|-------------|------------|--------|------------|-------|----------|
| flat_field | 1,513,767 | 5368  | 32,466     | 0       | 13,237 | 0    | 835  | 0       | 26,629      | 0          | 0      | 53,885      | 0     | 1,646,187 | 0.920 |
| landslide  | 0         | 1,521,801 | 32,219     | 2465    | 2053  | 5848 | 3014 | 0       | 0          | 0         | 0      | 12,460      | 0     | 1,579,860 | 0.963 |
| grass      | 117,598   | 30,654 | 1,952,874  | 20,567  | 27,580 | 7098 | 1918 | 4559    | 9703        | 13,820     | 0      | 144,312     | 0     | 2,330,643 | 0.838 |
| water_body | 0         | 21,993 | 1,266,012  | 6773    | 0      | 0    | 3417 | 1143    | 0          | 0         | 0      | 0          | 0     | 1,310,944 | 0.966 |
| village    | 10,230    | 17,833 | 33,818     | 1,304,349 | 141  | 2513 | 16,684 | 1376    | 0          | 0        | 13,534     | 0     | 1,400,478 | 0.931 |
| road       | 0         | 4452   | 12,347     | 5339    | 1701  | 180,157 | 4704 | 26,947  | 0          | 0        | 706     | 0          | 720    | 237,073   | 0.760 |
| path       | 3018      | 11,413 | 18,784     | 0       | 15,118 | 0    | 194,203 | 0       | 663        | 204      | 0      | 2065        | 0     | 245,668   | 0.791 |
| town       | 0         | 961    | 588        | 1244    | 1957  | 0    | 1,337,157 | 0       | 0         | 0        | 0      | 4976        | 0     | 1,346,883 | 0.993 |
| terrace    | 6476      | 0      | 103,720    | 0       | 39,459 | 0    | 1460 | 0       | 1,202,918  | 0          | 0      | 43,641      | 0     | 1,394,674 | 0.863 |
| strip_field | 6295     | 0      | 55,674     | 0       | 13,425 | 0    | 0    | 18,693  | 1,246,394  | 0          | 34,761 | 0          | 0     | 1,368,947 | 0.910 |
| city_grass | 0         | 26,947 | 0          | 5647    | 7387  | 0    | 19,435 | 0       | 0         | 109,700   | 2754   | 5380        | 0     | 177,250   | 0.619 |
| forest     | 12,194    | 10,738 | 115,220    | 1028    | 30,842 | 7301 | 4871 | 122     | 8783       | 10,476    | 1684   | 2,875,886   | 0     | 3,082,063 | 0.932 |
| city_forest | 0        | 0      | 556        | 2212    | 0      | 192  | 0    | 18,220  | 0          | 0        | 362     | 5204        | 0     | 196,230   | 0.857 |
Additionally, we further compare the four networks in other classification metrics, and the results are as Table 6.

Table 6. The Accuracy, MIOU, Kappa, and F1-Score of four networks.

| Network     | Accuracy | mIOU  | Kappa | F1-Score |
|-------------|----------|-------|-------|----------|
| U-Net       | 0.867    | 0.699 | 0.850 | 0.806    |
| Baseline GAT| 0.873    | 0.799 | 0.883 | 0.885    |
| Multi-source| 0.886    | 0.829 | 0.897 | 0.900    |
| KSPGAT      | 0.911    | 0.846 | 0.916 | 0.914    |

It can be seen that the KSPGAT network also has a significant improvement in Accuracy, Mean Intersection over Union (MIOU), Kappa, and F1-Score compared to the other three networks.

By comparing the pixel-based classification results of the four networks, it can be seen that the classification results of the baseline GAT network and the U-Net network are similar. The overall accuracy of the U-Net network is 86.7%, and the baseline GAT network is 87.3%. Compared with the baseline GAT network, the multi-source GAT network increases its overall accuracy by 1.3%, reaching 88.6%. The most significant improvement has been made in the KSPGAT network, in which overall accuracy has been increased by 3.8% compared with the baseline GAT network, reaching 91.1%.

Further analysis shows that the classification accuracy of the baseline GAT network in the categories of village, path and forest is significantly higher than that of the U-Net network. However, these two networks have the following problems:

1) The accuracy is low in the categories of city_forest and city_grass, which are prone to be confused with forest and grass;
2) The accuracies of categories with a small number of samples are relatively low;

The following, Table 7, shows the accuracy comparison of the four networks in some categories.

Table 7. The accuracies of some categories in four networks.

| Category       | U-Net | Baseline GAT | Multi-source GAT | KSPGAT |
|----------------|-------|--------------|------------------|--------|
| City_Grass     | 28.7% | 25.1%        | 34.4%            | 61.9%  |
| City_Forest    | 66.9% | 60.8%        | 73.6%            | 85.7%  |
| Grass          | 76.1% | 73.6%        | 77.4%            | 83.8%  |
| Forest         | 85.1% | 92.3%        | 88.9%            | 93.2%  |
| Path           | 64.9% | 78.3%        | 78.1%            | 79.1%  |

From the above comparison, it can be seen that the classification accuracy of the U-Net network and the baseline GAT network on the city_grass and the city_forest is relatively low. Among them, the classification accuracies of the U-Net network in city_grass and city_forest are 28.7% and 25.1%, respectively. The classification accuracies of the baseline GAT network in city_grass and city_forest are 66.9% and 60.8%, respectively.

The multi-source GAT network has a slight improvement compared with the previous two networks, but the classification accuracies of city_grass and city_forest are still low, only 34.4% and 73.6%, respectively.

Compared with the baseline GAT network, the KSPGAT network, which integrates spatial pyramid distance and co-occurrence prior knowledge, has improved the classification accuracy of city_grass from 25.1% to 61.9%, and the classification accuracy of city_forest has increased from 60.8% to 85.7%.

After comparative analysis, it can be seen that the KSPGAT network with obvious advantages can greatly improve the classification accuracy of city_grass and city_forest by incorporating the spatial pyramid distance and co-occurrence prior knowledge.

To verify the stability of our KSPGAT network, we randomly allocate the total samples to the training and validation sets in the same proportions as the previous experiments,
and performed 10 independent Monte Carlo runs. We compared the Accuracy, mIOU, Kappa, and F1-Score of the 10 experiments, where the trend is shown in Figure 12:

![Figure 12. Metrics trend of the 10 experiments.](image)

In the 10 experiments, the mean values of the Accuracy, mIOU, Kappa, and F1-Score were 0.9095, 0.8449, 0.9151, and 0.9138, respectively, and the standard deviations were 0.00259, 0.00287, 0.00290, and 0.00169, respectively, which proved the stability and reliability of the experimental results.

Besides, to compare the performance and system resource requirements of the four networks, we also conducted a benchmark test. With the hardware environment of RTX 3080 GPU, we used the same validation set to test Params, which means the model size; Mem, which means the training GPU memory consumption; FLOPs, which means the calculation amount; and Inf time, which means the inference speed of model. We conducted the benchmark test in this environment for 10 times and took the average results as the final test results. The benchmark test results are shown as Table 8.

**Table 8. The performance and system resource requirements of four networks.**

| Model        | Params (M) | Mem (GB) | FLOPs (G) | Inf Time (FPS) |
|--------------|------------|----------|-----------|----------------|
| U-Net        | 8.64       | 8.88     | 12.60     | 43.01          |
| Baseline GAT | 0.02       | 1.47     | 0.31      | 85.56          |
| Multi-source GAT | 0.02 | 1.48     | 0.31      | 84.31          |
| KSPGAT       | 0.02       | 1.47     | 0.31      | 90.07          |

By comparing the benchmark test result of each model, we can see that our KSPGAT model has obvious advantages in model size, resource occupation, calculation amount, and inference speed.

Further, to check the value of our method, we used another remote sensing semantic segmentation dataset, called Gaofen Image Dataset (GID) [55], for experimental comparison. The dataset contains 10 pixel-level annotated GF-2 images, which has two more categories than our previous dataset and is made up of 15 categories: paddy field, irrigated land, dry cropland, garden land, arbor forest, shrub land, natural meadow, artificial meadow, industrial land, urban residential, rural residential, traffic land, river, lake, and pond. Since the 10 images in the GID dataset come from different regions and cover a geographic area of 506 km², to make a fair comparison with our previous experiment, we cut 1800 samples with a size of 224 × 224 to compose the new dataset in which size is similar with our previous dataset, and we allocated the training set and the validation set in a ratio of 7:3 according to the principle of random allocation, which is consistent with our previous experiment. Therefore, we obtained 1260 samples as training data and the remaining 540 samples as test data.
samples as validation data. Then, we recalculated the category co-occurrence probability in the new dataset. Finally, we trained the four models on the training set with the same hyperparameters (batch size, learning rate, and training epochs) as the previous experiments and verified on the validation set. The results are shown in the following, Table 9.

| Model         | Accuracy | mIOU   | Kappa  | F1-Score |
|---------------|----------|--------|--------|----------|
| U-Net         | 0.898    | 0.706  | 0.882  | 0.873    |
| Baseline GAT  | 0.906    | 0.761  | 0.886  | 0.889    |
| Multi-source GAT | 0.928  | 0.801  | 0.912  | 0.907    |
| KSPGAT        | 0.941    | 0.839  | 0.927  | 0.919    |

It can be seen that our KSPGAT model improves the overall accuracy by 3.1% compared with the baseline GAT network and 4.5% with the U-Net network. The results mean that in different regions and different seasons, using different satellite data with larger categories, the effects of our model are stable and reliable. And this illustrates the value of our model.

4.4. Training Process and Loss Curve

All four networks use Adam optimizer for training, and their loss curves on the validation set are as shown in Figure 13:

![Figure 13. The loss curve of four networks.](image)

As shown in Figure 13, the x-axis represents the number of network epochs, and the y-axis represents the loss during network training. The loss curve shows the convergence trend of the network. As the number of epochs increases, in the early training period, the curve oscillates and decreases, and it stabilizes towards the later stage. We train the four networks for 600 epochs, but the U-Net network is overfitting after 250 epochs. To ensure complete network convergence without overfitting, we choose 250 as the training epoch for the U-Net network, and 600 for the baseline GAT network, the multi-source GAT network, and the KSPGAT network.

5. Results

According to the two problems discussed in Section 1, we analyze the recognition capabilities of three object-based networks in the two problems separately, in which the analysis of the problem “different objects with the same spectrum” is conducted in Section 5.3, the
analysis of the problem “violating the first law of geography” is shown in Section 5.4. Finally, the discussion of the three networks are represented in Section 5.5.

To show the advantages of the KSPGAT network, we analyze the classification effects of the four networks in some typical samples, as shown in Figure 14:

Figure 14. The classification result of four networks in some typical samples. I–VI represent 6 different samples. The red box represents some objects which are misclassified seriously.

Comparing the classification results of three object-based models, it can be found that sample I and sample II can be classified completely correct in all three networks. Sample III and sample IV cannot be correctly classified in the baseline GAT network, but can be classified completely correctly in both the multi-source GAT network and the KSPGAT network. Sample V and VI can only be classified completely correctly in the KSPGAT network.

Further comparing, the classification effect of the three object-based graph neural networks is significantly better than that of the U-Net network. The U-Net network accomplishes segmentation pixel by pixel, which leads to the problem of salt-and-pepper phenomena. While three graph neural networks accomplish segmentation based on superpixel blocks, and are free from salt-and-pepper effects.

To check the value of our method in other dataset, we show the classification results of four models in GID [55]. The classification results are shown in Figure 15.
Figure 15. The classification result of four networks in the GID dataset.

As shown in Figure 15, our KSPGAT model also outperforms several other models in the GID dataset, which proves the value of our method in other different areas.

To analyze the advantages of the KSPGAT network during node aggregation, according to the two problems discussed in Section 1, we divide the several samples in Figure 13 to two groups, wherein one is disturbed by the problem of “different objects with the same spectrum”, and the other is interfered by the problem of “violating the first law of geography”.

5.1. The Problem of “Different Objects with the Same Spectrum” in Sample III, IV

The phenomenon of “different objects with the same spectrum” is a common problem. To correctly identify the objects which are disturbed by this problem, it often requires knowing the surrounding objects. The following, Figure 16, shows the samples with this problem:

Figure 16. The samples with the problem of “different objects with the same spectrum” and their corresponding surrounding environment. (a,b) is sample III and its corresponding surrounding environment; (c,d) is sample IV and its corresponding surrounding environment.

As seen in Figure 16, the spectrums of town object A and flat_field object B in (a) are similar; the spectrums of flat_field object C and city_grass object D in (c) are similar. Therefore, they all have the problem of “different objects with the same spectrum”. Without the information of the surrounding environment, it is hard to identify their actual categories.

5.2. The Problem of “Violating the First Law of Geography” in Sample V and VI

Due to the limitation of the sample cutting in some areas, the neighbors of some nodes in the sample may not be complete and accurate, which will cause the distortion of the spatial relationships. The following, Figure 17, shows the samples with this problem.
As seen, the forest object A in Figure 17a and the city_forest object B in Figure 17c are cut at the corner of the sample. As their spatial relationships with neighbors are distorted, they may be interfered by the problem of “violating the first law of geography”.

In these two group of samples, we choose the flat_field object in sample III, and the forest object in sample V as the analysis targets. Among them:

(a) The flat_field object in sample III is misclassified as the town in the baseline GAT due to the problem of “different objects with the same spectrum”. However, in the multi-source GAT and the KSPGAT which both consider the spatial relationship, it can be classified correctly.

(b) The forest object in sample V is misclassified as the city_forest in the baseline GAT and the multi-source GAT due to the problem of “violating the first law of geography”. And it can only be classified correctly in KSPGAT which incorporate the category co-occurrence knowledge.

The following subsections are the specific analysis.

5.3. Analysis of the Problem “Different Objects with the Same Spectrum”

In this section, we will analyze the attention results of the node flat_field in sample III to compare the recognition capabilities of the three object-based models on samples which contains the objects disturbed by the problem of “different objects with the same spectrum”. The following, Figure 18, shows the classification results and the object masks in sample III.

![Image](image_url)

**Figure 17.** The samples with the problem of “violating the first law of geography” and their corresponding surrounding environment. (a,b) is sample V and its corresponding surrounding environment; (c,d) is sample VI and its corresponding surrounding environment.

The attention results of the node flat_field in sample III are shown in Table 10.

![Image](image_url)

**Figure 18.** The classification results and the object masks in sample III. The yellow box presents the flat_field object that will be analyzed in this section, and the red box presents the misclassified result.

The attention results of the node flat_field in sample III are shown in Table 10.
Table 10. The attention results of the flat_field in three networks.

| Model       | Predict | flat_field | flat_field | water_body | city_forest | road | city_forest | city_forest | townn |
|-------------|---------|------------|------------|------------|-------------|------|-------------|-------------|-------|
| Baseline GAT | town    | 1          | 0.25       | 0.21       | 0.28        | 0.34 | 0.24        | 0.29        | 0.89  |
| Multi-source GAT | flat_field | 1          | 0.67       | 0.39       | 0.21        | 0.14 | 0.12        | 0.14        | 0.32  |
| KSPGAT      | flat_field | 1          | 0.65       | 0.03       | 0.03        | 0  | 0           | 0.01        | 0.02  |

5.3.1. Analysis of the Baseline GAT Network

Through the attention results of the baseline GAT in sample III, it can be seen that for the misclassified flat_field, besides itself, it mainly focuses on town, and the attention weight is 0.89. The attention weights of the other nodes are relatively small, and the attention weight of flat_field is especially small, at only 0.25. This shows that the spectrum of flat_field is similar to that of town. Therefore, when aggregating neighbor nodes, the flat_field mainly considers the information of town, and does not consider the information of flat_field too much, which causes it to be misclassified as town in the baseline GAT network.

5.3.2. Analysis of the Multi-Source GAT Network

Compared to the baseline GAT network, the multi-source GAT network shows its advantages. After considering the spatial correlation, the attention weights of flat_field and water_body, in which spatial pyramid distance from flat_field is 1, are increased. flat_field rose from 0.25 to 0.67, and its relative ranking also increased from the sixth to second, while the attention weights of other nodes were reduced to varying degrees. Among them, the weight of town, in which spatial pyramid distance from city_grass is 3, is reduced from 0.89 to 0.32, and the relative ranking also decreases from second to fourth. Therefore, flat_field mainly focuses on the category of flat_field besides itself, and it can finally be classified correctly in the multi-source GAT network.

5.3.3. Analysis of the KSPGAT Network

In this section, we first analyze the control gates of flat_field and then investigate the final aggregation weight in the KSPGAT network. The control gate and aggregation weight of flat_field are shown in Table 11.

Table 11. The control gate and aggregation weight of flat_field in KSPGAT.

| Distance | flat_field | flat_field | water_body | city_forest | road | city_forest | city_forest | townn |
|----------|------------|------------|------------|-------------|------|-------------|-------------|-------|
| Co-occurrence probability | 0          | 1          | 1          | 2           | 3    | 3           | 3           | 3     |
| Multi-source attention | 1          | 0.68       | 0.36       | 0.23        | 0.12 | 0.13        | 0.13        | 0.30  |
| Gate     | 1          | 0.95       | 0.09       | 0.14        | 0.03 | 0.01        | 0.10        | 0.08  |
| Aggregation weight in KSPGAT | 1          | 0.65       | 0.03       | 0.03        | 0    | 0           | 0.01        | 0.02  |

Through the analysis of three control gates’ value of flat_field, it can be seen that among the neighbour nodes:

(a) The nodes with a spatial pyramid distance of 1 from flat_field are flat_field and water_body. According to the category co-occurrence knowledge, co-occurrence probability between flat_field and flat_field is 1, so the two nodes have a category co-occurrence relationship. Observing the value of the control gate at the same time, it can be found that the value of flat_field is 0.95, which means that the control gate is open. While the co-occurrence probability between water_body and flat_field is smaller than 0.1, thereby, the value of the control gate is only 0.09, which means that the control gate is closed.

(b) The node with a spatial pyramid distance of 2 from flat_field is only city_forest. According to the category co-occurrence knowledge, the co-occurrence probability between
city_forest_4 and flat_field_1 is smaller than 0.1, and the two nodes do not have a category co-occurrence relationship, so the value of city_forest_4 is 0.14, which also means that the control gate is closed.

(c) The nodes with a spatial pyramid distance of 3 from flat_field_1 include roads, city_forest_9, city_forest_10, and town_8, but, since there is no category co-occurrence relationship between them and flat_field_1, their control gates are closed.

Next, we analyze the aggregation weight of flat_field in the KSPGAT network that combines multi-source attention and gating mechanism. It can be seen that the aggregations of water_body_2 and town_9 are directly closed through the gating mechanism, while the aggregation of flat_field_2 is opened. And the attention weight of flat_field_2 is 0.65; other neighbor nodes are all smaller than 0.1. Therefore, the relative order of flat_field_2’s attention weight is changed through the gating mechanism. At this time, except for flat_field_1 itself, only flat_field_2 has a larger attention weight. The aggregation of other nodes that do not have a category co-occurrence relationship with flat_field_1 is completely suppressed, so flat_field_1 can be classified correctly.

5.4. Analysis of the Problem “Violating the First Law of Geography”

In this section, we will analyze the attention results of the node forest_1 in sample V to compare the recognition capabilities of the three object-based models on samples which are interfered by the problem of “violating the first law of geography”. The following, Figure 19, shows the classification results and the object masks in sample V.

![Classification results and object masks](image)

**Figure 19.** The classification results and the object masks in sample V. The yellow box presents the forest_1 object that will be analyzed in this section, and the red box presents the misclassified result.

The attention results of the node forest_1 in sample V are shown in Table 12.

### Table 12. The attention results of the forest_1 in three networks.

| Model       | Predict   | forest_1 | flat_field_1 | road_5 | water_body_1 | city_forest_1 | town_8 | city_forest_9 | town_9 | town_10 | city_forest_11 | road_12 | town_13 | city_forest_14 |
|-------------|-----------|----------|--------------|--------|--------------|---------------|--------|---------------|--------|---------|----------------|---------|---------|----------------|
| Baseline GAT | city_forest | 1        | 0.22         | 0.13   | 0.11         | 0.43          | 0.09   | 0.39          | 0.06   | 0.15    | 0.04           | 0.41    | 0.02    | 0.05           | 0.39    |
| Multi-source GAT | city_forest | 1        | 0.49         | 0.20   | 0.14         | 0.36          | 0.07   | 0.32          | 0.04   | 0.02    | 0.02           | 0.22    | 0.01    | 0.28           |         |
| KSPGAT       | forest_1  | 1        | 0.49         | 0.01   | 0.02         | 0.01          | 0.03   | 0              | 0      | 0       | 0              | 0       | 0       | 0              | 0.02    |

#### 5.4.1. Analysis of the Baseline GAT Network

Through the attention results of the baseline GAT in sample V, it can be seen that for the misclassified forest_1, besides itself, it mainly focuses on city_forest_9, city_forest_11, city_forest_10, and city_forest_14, with attention weights of 0.43, 0.41, 0.39, and 0.39, respectively. The attention weights of the other nodes are relatively small, and the attention weight of the flat_field_2 is only 0.22.

Further considering the accumulation weights of the same category objects, the results are shown in Table 13.
Table 13. The category accumulation weights of the baseline GAT in sample V.

| Order | 1   | 2    | 3    | 4    | 5    | 6     |
|-------|-----|------|------|------|------|-------|
| Objects in Sample V | forest$_1$ | city_forest | flat_field | road | water_body | town |
| Accumulation weight | 1   | 1.62 | 0.22 | 0.21 | 0.11 | 0.39  |

For sample V, due to the problem of “violating the first law of geography”, its final accumulation weight of city_forest is 1.62 (0.43 + 0.41 + 0.39 + 0.39), which accounts for the majority compared to the other categories, thereby causing the node of forest$_1$ to be misclassified.

5.4.2. Analysis of the Multi-Source GAT Network

Through the attention results of the multi-source GAT in sample V, it can be seen that after considering the spatial correlation, the attention weights of flat_field$_2$, road$_3$, and water_body$_4$, in which spatial pyramid distance from forest$_1$ is 1, are raised. The attention weight of flat_field$_2$ is raised from 0.22 to 0.49, and its relative ranking also increases from the sixth to second, while the attention weights of the other nodes are reduced to varying degrees. Among them, the attention weights of four city-grass that are far from forest$_1$, have decreased greatly.

However, due to the problem of violating the first law of geography, if there are a large number of same category objects in the far distance, they may accumulate to cause much effect on the central node. Table 14 shows the accumulation weights of the same category objects in V.

Table 14. The category accumulation weights of the multi-source GAT in sample V.

| Order | 1   | 2    | 3    | 4    | 5    | 6     |
|-------|-----|------|------|------|------|-------|
| Objects of Sample V | forest$_1$ | city_forest | flat_field | road | water_body | town |
| Accumulation weight | 1   | 1.06 | 0.49 | 0.26 | 0.14 | 0.12  |

For sample V, four city_forests are far away from forest$_1$, and the weight of individual object is reduced. However, due to the large number, its final accumulation weight of city_forest is 1.06 (0.36 + 0.28 + 0.22 + 0.20), which still accounts for the majority compared to the other categories, thereby causing the node of forest$_1$ to still be misclassified.

5.4.3. Analysis of the KSPGAT Network

Compared to the multi-source GAT network, the KSPGAT network shows its advantages in sample V. Similarly, we first analyze the control gates of forest$_1$ and then investigate the final attention weight in the KSPGAT network. The control gate and aggregation weight of forest$_1$ are shown in Table 15.

Table 15. The control gate and aggregation weight of forest$_1$ in KSPGAT.

| forest$_1$ | flat_field$_2$ | road$_3$ | water_body$_4$ | city_forest$_5$ | town$_6$ | city_forest$_7$ | road$_8$ | town$_9$ | town$_10$ | city_forest$_11$ | road$_12$ | forest$_13$ | city_forest$_14$ |
|------------|---------------|----------|-----------------|-----------------|--------|-----------------|----------|--------|----------|-----------------|----------|-----------|---------------|
| Distance   | 1  | 1       | 1                   | 1                 | 3      | 2                 | 3        | 3       | 3         | 3               | 3         | 3         | 3             |
| Co-occurrence  | 0.69 | 0.31 | 0.37 | 0.04 | 0.10 | 0.04 | 0.31 | 0.10 | 0.10 | 0.04 | 0.31 | 0.10 | 0.04 |
| Multi-source attention | 0.30 | 0.18 | 0.15 | 0.25 | 0.08 | 0.34 | 0.05 | 0.01 | 0.02 | 0.23 | 0.03 | 0.01 | 0.25 |
| Gate | 1 | 0.09 | 0.09 | 0.12 | 0.02 | 0.04 | 0.08 | 0.05 | 0.04 | 0.02 | 0.09 | 0.02 | 0.05 | 0.06 |
| Aggregation weight in KSPGAT | 1 | 0.49 | 0.01 | 0.02 | 0.01 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Through analyzing the values of the three control gates of forest$_1$, it can be seen that among the neighbour nodes:

(a) The nodes with a spatial pyramid distance of 1 from forest$_1$ include flat_field$_2$, road$_3$ and water_body$_4$. According to the category co-occurrence knowledge, the co-occurrence probability between flat_field$_2$ and forest$_1$ is 0.69, so the two nodes have a category co-occurrence relationship. Observing the value of the control gate at the same
time, it can be found that the value of flat_field2 is 0.98, which indicates that the control gate is open. The other two nodes do not have a category co-occurrence relationship with forest1, so the control gates are closed.

(b) The node with a spatial pyramid distance of 2 from forest1 is only city_forest5. According to the category co-occurrence knowledge, the co-occurrence probability between them is smaller than 0.1, which means they do not have a category co-occurrence relationship, so the control gate is also closed.

(c) The remaining nodes are all at a spatial pyramid distance of 3 from forest1, but, since there is no category co-occurrence relationship between them and forest1, their control gates are all closed.

Next, we analyze the aggregation weight of forest1 in the KSPGAT network. It can be seen that only the aggregation of flat_field2 is open, since it has a category co-occurrence relationship with forest1, while the aggregations of the other nodes are closed. And the attention weight of flat_field2 is 0.49, while the other neighbor nodes are all smaller than 0.1. Therefore, the relative order of forest1’s attention weight is changed by the gating mechanism.

Considering the accumulation weights of the same category objects in V, the results are shown in Table 16.

| Order | Objects of Sample V | Accumulation weight |
|-------|---------------------|---------------------|
| 1     | forest1             | 1                   |
| 2     | flat_field          | 0.49                |
| 3     | city_forest         | 0.08                |
| 4     | water_body          | 0.02                |
| 5     | road                | 0.01                |
| 6     | town                | 0                   |

At this time, except for the central node itself, only flat_field2 has a larger attention weight, so forest1 can be classified correctly.

5.5. Discussion

Through the analysis in Sections 5.3 and 5.4, the following conclusions can be drawn:

1. The baseline GAT network relies more on the feature similarity, and it is easy to disturbed by the problem of “different objects with the same spectrum”, while the multi-source GAT network that also considers spatial correlation can strengthen or weaken the attention weights of neighbor nodes according to the distance between the central node and them, thereby solving the problem of “different objects with the same spectrum” to a certain extent.

2. However, due to the distortion of the spatial relationships in some objects that are cut at the corners of the sample, the multi-source GAT network that just considers spectral similarity and spatial correlation may be affected by problem of “violating the first law of geography”, thereby causing the central node to still be misclassified.

3. The KSPGAT, which takes the category co-occurrence priori knowledge obtained from the whole research area into account, can expand the receptive field of the objects from the specific sample to the whole research area through the gating mechanism, so the KSPGAT network can correct the problem of “violating the first law of geography” to a certain extent. Therefore, the central node can be classified correctly.

4. The KSPGAT network can control the aggregation of neighbor nodes through the gating mechanism based on the geographic prior knowledge (co-occurrence probability), thereby avoiding the problem of over-smoothing to a certain extent.

6. Conclusions

In this paper, a novel remote sensing semantic segmentation model is proposed to better recognize the objects disturbed by the problem of “different objects with the same spectrum” and effectively alleviate the problem of “violating the first law of geography”. The model integrates the similarity of geographic objects, the spatial pyramid distance, and global geographic prior knowledge; and it uses a gating mechanism to control the
process of node aggregation through prior knowledge, thereby embedding the higher-level semantic knowledge of geographic objects into the remote sensing image semantic segmentation network. Furthermore, it can avoid the problem of over-smoothing to a certain extent. The experimental results show that our model improves the overall accuracy by 3.8% compared with the baseline GAT network.

Our future work will focus on the following directions:

(1) The selection of segmentation scale

Different types of geographic objects have different segmentation scales in remote sensing images, and how to balance them is still worth exploring.

(2) The suitable way to judge whether the two categories have co-occurrence relationship

In our method, if $\max\{P_{ij}, P_{ji}\} \geq 0.5$, it can consider that category $i$ and category $j$ have co-occurrence relationship. How to choose the threshold in a suitable way requires more attempts.

(3) Automatic acquisition of prior knowledge

In this paper, the prior knowledge is based on manual statistics and analysis. This method is affected by subjective factors, and it is not efficient. To improve the method of obtaining prior knowledge, an automatic learning way will be planned in our further researches.

(4) Apply the method to other research

To verify the universality of the method, we will make further improvements to it and try to apply it to other research such as land use change [56] and analysis of water resources [57].
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