All-Electron GW Quasiparticle Band Structures of Group 14 Nitride Compounds
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We have investigated the group 14 nitrides (M3N4) in the spinel phase (γ-M3N4 with M=C, Si, Ge and Sn) and β phase (β-M3N4 with M=Si, Ge and Sn) using density functional theory with the local density approximation and the GW approximation. The Kohn-Sham energies of these systems have been first calculated within the framework of full-potential linearized augmented plane waves and then corrected using single-shot G0W0 calculations, which we have implemented in the modified version of the Elk full-potential LAPW code. Direct band gaps at the Γ point have been found for spinel-type nitrides γ-M3N4 with M=Si, Ge and Sn. The corresponding GW-corrected band gaps agree with experiment. We have also found that the GW calculations with and without the plasmon-pole approximation give very similar results, even when the system contains semi-core d electrons. These spinel-type nitrides are novel materials for potential optoelectronic applications because of their direct and tunable band gaps.

I. INTRODUCTION

Group 14 nitride compounds, M3N4 (M=C, Si, Ge and Sn), are an important class of semiconductors. Among them is silicon nitride (Si3N4), which has been extensively studied by theoretical and experimental groups.1–7 It is known that Si3N4 can exist in two energetically favorable phases, α- and β-Si3N4, which have hexagonal crystal structures with different stacking patterns of the layered atoms perpendicular to the c axis. Since the first discovery of Si3N4 in a third phase, the cubic spinel phase (γ-Si3N4) reported in 1999, this class has stimulated great research efforts in the past few years.8–17 γ-Ge3N4 and γ-Si3N4 have also been synthesized successfully in subsequent experiments.18–20 However, γ-C3N4 has not yet been found experimentally. Whereas γ-Si3N4 and γ-Ge3N4 are synthesized in a high-temperature and high-pressure environment, the synthesis of γ-Sn3N4 can be achieved at ambient conditions. These novel spinel compounds exhibit remarkable mechanical properties and high thermal stability, and they form a new class of superhard materials. Also, with interesting electronic properties such as direct and tunable band gaps, these materials are good candidates for optoelectronic applications, e.g. light-emitting diodes.

Previous ab initio electronic structure calculations were carried out for these nitride compounds in different phases.10,11,12 The methods used were mainly based on density functional theory (DFT),21 either within the orthogonalized linear combinations of atomic orbitals (OLCAO) method22 or the plane-wave pseudopotential method. The studies concerning electronic band gaps are important for a variety of potential applications. However, it is well known that DFT is a ground-state theory and it severely underestimates the band gap, which relates to the functional derivative discontinuity of the exchange-correlation potential. The DFT Kohn-Sham (KS) energies may also not match the quasiparticle energies because of a lack of many-body interactions. The standard calculation including many-body corrections uses the GW approximation proposed by Hedin within the framework of many-body perturbation theory. Recently, Kresse et al.26 have studied the GW-corrected electronic properties of α- and β-Si3N4. Gao et al.27 have applied the GW approach to study the band gaps for α-, β- and γ-Ge3N4. Xu et al.28 have studied the GW quasiparticle energies of the C3N4 polymorph. All these calculations have been performed using the plane-wave based pseudopotential or projected augmented wave (PAW) method. In current practice, neither pseudopotential nor PAW methods includes GW electrons. A careful study on this issue is therefore needed.

Another common approximation uses the fact that the inverse dielectric matrix is usually peaked around the plasma frequency but very flat elsewhere. This plasmon-pole approximation (PPA) is often introduced to simplify the frequency dependence of that matrix and to speed up the GW calculations. The PPA has been found to yield band gaps close to experimental results. However, it is also known that the results from different PPA models may vary substantially when compared with those from the numerical integration (NI) method, due to the different parameter-fitting conditions. Recent studies show that the PPA model proposed by Godby andNeeds (GN)23 agrees consistently with the NI method; however it has been discussed that the PPA can become questionable when it is applied to systems with localized electrons, e.g. semi-core d electrons. A careful study on this issue is therefore needed.

In this work, we have investigated the electronic structures of the γ-M3N4 (M=C, Si, Ge and Sn). The DFT KS eigenvalues and eigenfunctions have been computed within the framework of the full-potential linearized augmented plane wave (LAPW) method, which does not require pseudopotentials. We have then used the KS energies as input for the single-shot G0W0 to compute the quasiparticle energies. We have also studied the γ-M3N4
(M= Si, Ge and Sn), in which the β phase is found to be more energetically stable for Si₃N₄ and Ge₃N₄. In the GW calculations, both the GN-PPA model and the NI method have been used and results have been compared. The rest of the article is organized as follows: we give a brief overview of the GW formalism including details of our implementation in Section II, describe our model systems and the computational details in Section III, present our results in Section IV, and end with conclusions in Section V.

II. METHODOLOGY

A. The GW method

Within the single-particle picture, the quasiparticle equation reads

$$[T + V_{ext}(\mathbf{r}) + V_H(\mathbf{r})]\Psi_{nk}(\mathbf{r}) + \int d\mathbf{r}' \Sigma(\mathbf{r}, \mathbf{r}', E_{nk}^0)\Psi_{nk}(\mathbf{r}) = E_{nk}^{QP}\Psi_{nk}(\mathbf{r}),$$  \hspace{1cm} (1)

where $T$, $V_{ext}$ and $V_H$ are the kinetic energy operator, the external potential from the nuclei and the Hartree potential, respectively. $\Sigma$ is the self-energy operator that accounts for all the many-body electron-electron interactions beyond the Hartree term. In general, the self-energy is energy-dependent, non-local and non-Hermitian. This leads to complex quasiparticle energies $E_{nk}^{QP}$ of which the imaginary part relates to the quasiparticle lifetime. In Eq.(1), since the self-energy depends on $E_{nk}^{QP}$, this equation has to be solved self-consistently, which is computationally very expensive.

The practical method for calculating the self-energy employs the GW approximation, in which the self-energy is expanded and only the first-order term is retained. When expressed in real space, the self-energy within this approximation reads as

$$\Sigma(\mathbf{r}, \mathbf{r}', \omega) = \frac{i}{2\pi} \int d\omega' G(\mathbf{r}, \mathbf{r}', \omega + \omega') W(\mathbf{r}, \mathbf{r}', \omega') e^{i\omega'\eta},$$  \hspace{1cm} (2)

where $G(\mathbf{r}, \mathbf{r}', \omega)$ is the single-particle Green function, $\eta$ is a positive infinitesimal and $W(\mathbf{r}, \mathbf{r}', \omega) = \int d\mathbf{r}_1 \epsilon^{-1}(\mathbf{r}, \mathbf{r}_1, \omega) v(|\mathbf{r}_1 - \mathbf{r}'|)$ is the dynamically screened Coulomb potential, with $\epsilon$ and $v$ being the dielectric function and the bare Coulomb potential. The dielectric function can be constructed using the density-density response function in the random phase approximation (RPA), which is detailed in the next sub-section.

In conventional GW calculations, the quasiparticle eigenfunctions are approximated as the DFT Kohn-Sham (KS) eigenfunctions. This is based on previous observations that the quasiparticle eigenfunctions change little compared with the KS eigenfunctions. The self-energy matrix in the KS basis becomes diagonal, i.e. only the diagonal elements of the self-energy matrix need to be evaluated. For single-shot $G_0 W_0$, in which one non-self consistent GW loop is performed, the KS eigenvalues $\epsilon_{nk}$ and eigenfunctions $\Psi_{nk}(\mathbf{r})$ are used to construct the non-interacting Green function $G_0$ and the screened potential $W_0$, and hence the self-energy. The quasiparticle energies can then be calculated using first-order perturbation theory:

$$E_{nk}^{QP} = \epsilon_{nk} + Z_{nk}[\Sigma_{nk}(\epsilon_{nk}) - V^{xc}],$$ \hspace{1cm} (3)

$$Z_{nk} = |1 - \frac{d\Sigma_{nk}(\omega)}{d\omega}|_{\omega=\epsilon_{nk}}|^{-1}. \hspace{1cm} (4)$$

Here, $\Sigma_{nk}(\omega) \equiv \langle \Psi_{nk} | \Sigma(\omega) | \Psi_{nk} \rangle$, $Z_{nk}$ is known as the renormalization factor for the KS state with band index $n$ and wave vector $k$. $V^{xc}$ is the KS exchange-correlation potential.

B. Evaluation of the self-energy

We have implemented the $G_0 W_0$ approach in the modified version of the Elk full-potential LAPW code. To calculate the self-energy matrix in the KS basis, we have split it into two terms: $\Sigma_{nk}(\omega) = \Sigma^x_{nk} + \Sigma^c_{nk}(\omega)$ where $\Sigma^x$ is the exchange self-energy matrix whose elements are known as the Fock terms in the Hartree-Fock approximation. $\Sigma^c$ is the correlation self-energy matrix. $\Sigma^x$ within the KS basis, $\Sigma^x_{nk} = \langle \Psi_{nk} | i G(\omega) v | \Psi_{nk} \rangle$ can be written

![FIG. 1: (color online) The primitive cell of the group 14 nitride compounds in (A) spinel-phase $\gamma$-M₃N₄ (face-centered cubic) and (B) $\beta$-phase $\beta$-M₃N₄ (hexagonal). Purple and grey balls refer to M (M=C, Si, Ge and Sn) and nitrogen atoms.](image-url)
as

\[
\Sigma_{nk}^x = - \sum_{k',\sigma} \sum_{m} \int \frac{d\omega d'r'}{|r-r'|} \left[ \psi_{nk}(r') \right]^* \psi_{nk}(r) \times \frac{\epsilon_{\sigma_{k'nk}}(r')^* \psi_{nk}(r')}{|r-r'|},
\]

where the KS eigenfunctions \( \{ \psi_{nk}(r) \} \) are expressed in spinor form, i.e., \( \Psi_{nk}(r) = [\psi_{nk}^\uparrow(r), \psi_{nk}^\downarrow(r)] \). In this work, we have directly calculated the exchange self-energy matrix elements in real space. We have found that within the framework of the full-potential LAPW method, such elements cannot be evaluated efficiently in reciprocal space due to the extremely slow convergence with respect to the reciprocal lattice vectors. It is important to point out that when computing exchange self-energy elements, contributions from both the core and valence electrons have to be included to account for the important core-valence exchange process.

Unlike \( \Sigma^x \), the correlation self-energy within the KS basis can be evaluated efficiently in reciprocal space, and it reads

\[
\Sigma_{nk}(\omega) = \langle \Psi_{nk} | \frac{i}{2\pi} \int d\omega' G(\omega + \omega') (W(\omega') - v) | \Psi_{nk} \rangle = \frac{i}{2\pi} \sum_{m} \sum_{m_BZ} \int \frac{d\omega}{(2\pi)^3} \sum_{G,G'} v(q + G) [M_{mnq}^k(G,q)]^* \\
\times M_{mkq}^m(G',q) \times \int d\omega' G_{mkq}(\omega + \omega') \times \varepsilon_{GG'}(\omega,\omega'),
\]

where \( M_{mnq}^k(G,q) = \langle \Psi_{mk} | e^{-i(q+G)\cdot r} | \Psi_{nk+q} \rangle \). This matrix contains all the information regarding the KS eigenfunctions. \( v(q + G) = 4\pi/|q + G|^2 \) is the Fourier transform of the bare Coulomb potential. \( G_{mkq}^0(\omega) = \frac{1}{\omega - \epsilon_{mkq} + i\eta} \) is the non-interacting Green function written in \( k \) and \( \omega \) space with \( f_{nk} \) being the occupation number of state \( \Psi_{nk} \). The dummy variable \( m \) runs over all the valence and conduction bands, and the integration over \( q \) is within the first Brillouin Zone (BZ) of reciprocal space. \( \varepsilon^{-1} \) is the frequency-dependent term of the RPA inverse dielectric matrix. Its element reads

\[
\varepsilon_{GG'}^{-1}(q,\omega) \equiv \varepsilon_{GG'}(q,\omega) - \delta_{GG}, \quad \varepsilon_{GG'} \equiv \text{RPA dielectric matrix element},
\]

which requires an inversion of the dielectric matrix \( \varepsilon \) at all \( \omega \) points. In this work, a direct evaluation of this convolution has been referred to as the NI method. In the current implementation of this method, \( \varepsilon^{-1} \) is first computed on a set of \( \omega \) points and linear interpolation is employed between any two neighbouring points for computing the convolution.

Apart from the NI method, the PPA has also been implemented and tested. Within the PPA, the frequency dependence of \( \varepsilon^{-1} \) is simplified and is approximated by a single-pole function of \( \omega \) that reads

\[
\varepsilon_{GG'}^{-1}(q,\omega) = \frac{\delta_{GG'} + R_{GG'}(q)}{\omega - \Omega_{GG'}(q) + i\delta} - \frac{R_{GG'}(q)}{\omega + \Omega_{GG'}(q) - i\delta},
\]

where \( R_{GG'}(q) \) and \( \Omega_{GG'}(q) \) are the two matrices that need to be determined. We have adopted the fitting approach proposed by Godby and Needs (GN) to do this, \( \varepsilon_{GG'}^{-1}(q,\omega) \) is evaluated both at \( \omega = 0 \) and \( \omega = i\omega_p \) where \( \omega_p \) is set as 1 Ha throughout this work.

Within the PPA, the correlation self-energy becomes

\[
\Sigma_{nk}(\omega) = \sum_{m} \int \frac{d\omega}{(2\pi)^3} \sum_{G,G'} v(q + G) [M_{mnq}^k(G,q)]^* \\
\times M_{mkq}^m(G',q) \times \int d\omega' G_{mkq}(\omega + \omega') \times \varepsilon_{GG'}^{-1}(q,\omega),
\]

\[
H_{kq}^m(\omega) = \frac{f_{mkq}}{\omega - \epsilon_{mkq} + \Omega_{GG'}(q) - i\eta} \\
+ \frac{1 - f_{mkq}}{\omega - \epsilon_{mkq} - \Omega_{GG'}(q) + i\eta}.
\]

It is worth pointing out that when computing the correlation self-energy elements using either the NI method or the PPA, deep core electrons are neglected due to their small contribution. In contrast, the relatively shallow core electrons are included and treated on the same footing as valence electrons.

### III. MODEL SYSTEMS AND COMPUTATIONAL DETAILS

The group 14 nitride compounds in the cubic spinel phase, \( \gamma-M_3N_4 \), and in the \( \beta \) phase, \( \beta-M_3N_4 \) have been studied in this work. Here, \( M=\text{C, Si, Ge and Sn} \) for \( \gamma-M_3N_4; M=\text{Si, Ge and Sn} \) for \( \beta-M_3N_4 \). The space groups for \( \gamma-M_3N_4 \) and \( \beta-M_3N_4 \) are \( Fd-3m \) (227) and \( P6_3/m \) (176), respectively. The \( \gamma-M_3N_4 \) has a face-centered cubic (FCC) structure while the \( \beta-M_3N_4 \) has a hexagonal structure. In both phases, there are six \( M \) and eight \( N \) atoms in the primitive cell (see Fig. 1).

All the calculations have been performed using the modified version of the Elk full-potential LAPW code, in which we have implemented the \( G_0W_0 \) approach as described in Section II B. For the DFT calculations,
the exchange-correlation functionals have been treated within the local density approximation (LDA). When expanding the interstitial potential, the maximum length of the reciprocal lattice vector |G| has been selected as 12 a.u. The first BZ has been sampled by a $4 \times 4 \times 4$ k mesh for the spinel-type structures and a $4 \times 4 \times 8$ k mesh for the $\beta$-phase structures. All the above parameters have carefully been tested for total energy convergence. The atomic structures for all the systems have been optimized until the force components on each atom are less than 0.05 eV/Å. In the calculations concerning the Ge and Sn, the Ge (3d)$^{10}(4s)^2(4p)^2$ and Sn (4p)$^6(4d)^{10}(5s)^2(5p)^2$ electrons have been treated as valence electrons.

For the GW calculations, 400 conduction bands have been used for computing the dielectric matrix and the Green function. Note that the GW band gap in all the systems only varies less than 0.04 eV when the number of conduction bands is reduced by a factor of two. This fast convergence regarding the band gap is likely due to the error cancellation between the quasiparticle energy corrections of the valence and conduction bands. We have used 61 frequency points for the NI method.

**IV. RESULTS**

A. $\gamma$-M$_3$N$_4$

First, we have investigated the $\gamma$-M$_3$N$_4$ compounds. The structural optimization has been carried out for each system and the resulting lattice parameters are given in Table I. For $\gamma$-Si$_3$N$_4$, $\gamma$-Ge$_3$N$_4$ and $\gamma$-Sn$_3$N$_4$, they are in very good agreement with the experimental lattice parameters. The percentage difference is about 1% or less.

The DFT-LDA electronic band gaps have been computed and the direct gap values at $\Gamma$, $E_g(\Gamma - \Gamma)$ are illustrated in Table I. For $\gamma$-Si$_3$N$_4$, $\gamma$-Ge$_3$N$_4$ and $\gamma$-Sn$_3$N$_4$, we have found that the minimal band gap is always direct at $\Gamma$. For the hypothetical $\gamma$-C$_3$N$_4$, however, the band gap is found indirect and is 0.17 eV smaller than $E_g(\Gamma - \Gamma)$. In this case, the conduction band minimum (CBM) is located at $\Gamma$ whereas the valence band maximum (VBM) is near the $k$ point (0.75, 0.25, 0.00), expressed in fractional coordinates of the primitive reciprocal lattice vectors. This is contrary to other theoretical findings$^{21}$ that the minimal band gap in this system is found direct at $\Gamma$. Moreover, our DFT-LDA $E_g(\Gamma - \Gamma)$ for $\gamma$-C$_3$N$_4$, $\gamma$-Si$_3$N$_4$ and $\gamma$-Ge$_3$N$_4$ are very similar to those obtained by the plane-wave based pseudopotential methods, with the difference always less than 0.2 eV. This indicates that pseudopotential methods yield only small errors in the calculations for these compounds. For $\gamma$-Sn$_3$N$_4$, our band gap is about 0.7 eV less than that from other theoretical calculations$^{21}$

The DFT-LDA band gaps are consistently underestimated, and are at least 0.8 eV smaller compared with the available experimental counterparts. To improve accuracy, we have performed the single-shot $G_0W_0$ calcula-
FIG. 3: (color online) Band gap corrected LDA band structures (red lines) for (A) $\gamma$-C$_3$N$_4$, (B) $\gamma$-Si$_3$N$_4$, (C) $\gamma$-Ge$_3$N$_4$ and (D) $\gamma$-Sn$_3$N$_4$. The conduction bands are shifted upward using the $G_0W_0$ gap values. The corresponding quasiparticle energy corrections (4 valence and 4 conduction bands near the band gap) with the NI are illustrated as blue circles. The VBM is indicated by the green line.

...ions using the PPA or the NI method for the band gaps (see Table I). For $\gamma$-C$_3$N$_4$, $\gamma$-Si$_3$N$_4$ and $\gamma$-Ge$_3$N$_4$, the GW band gaps using the PPA are remarkably close to those using the NI method. For the $\gamma$-Sn$_3$N$_4$, the band gap difference is 0.11 eV between the two methods. Overall, our results agree with the previous studies which claim that the GN-PPA results can consistently match the NI counterparts. Using either method, the computed band gaps are in good agreement with experiments (see Table I).

To understand the impact of the lattice parameter $a$ on the electronic band gap, we have performed calculations at both the DFT-LDA and the $G_0W_0$ levels. In these calculations, $a$ varies between 0.97 to 1.03 times the optimized lattice parameter, $a_0$ given in Table I. The results are illustrated in Fig. 2. At each given $a$, the DFT-LDA structural optimization has been first employed for the lowest total energy. The same lattice parameter has then been adopted for the subsequent band gap calculations. Our results suggest that the band gap at $\Gamma$ $E_g(\Gamma - \Gamma)$ is very sensitive to the lattice parameter. For $\gamma$-C$_3$N$_4$ and $\gamma$-Si$_3$N$_4$, the DFT-LDA results show that $E_g(\Gamma - \Gamma)$ linearly decreases along with the increase of $a$. For $\gamma$-C$_3$N$_4$, the trend for the indirect band gap is very similar to the one demonstrated and is not shown here. Within the range of $a/a_0$, $E_g(\Gamma - \Gamma)$ varies between 0.9 and 1.45 eV for $\gamma$-C$_3$N$_4$ and between 3.04 and 3.68 eV for $\gamma$-Si$_3$N$_4$. Upon the GW corrections, the curves for these two systems are shifted upward compared with the DFT-LDA results, which suggests that the band gap corrections due to the GW method stays almost the same as $a$ changes. For $\gamma$-Ge$_3$N$_4$, the DFT-LDA band gap also decreases linearly when $a$ increases. Within the range of $a$, the DFT-LDA band gap varies between 1.18 and 2.39 eV. Note that the slope changes when $a/a_0$ becomes 1.01. Further investigation suggests that this variation stems from the symmetry change at the CBM: the CBM is triply degenerate when $a/a_0$ is smaller than 1.01, and becomes singly degenerate otherwise. Upon the GW correction, the curve has a similar trend as its DFT-LDA counterpart, and a kink appears at $a/a_0 = 1.01$. The GW band gap correction varies little at different $a$ values. For $\gamma$-Sn$_3$N$_4$, the DFT-LDA band gap decreases linearly as $a/a_0$ increases until $a/a_0$ equals 1.02, at which point the band gap is reduced to 0.04 eV. At $a/a_0 = 1.03$, the band gap becomes zero. The band gap variation in this range is 1.45 eV, which is 250% more than the band gap at $a = a_0$. With the GW correction included, the band gap monotonically decreases when $a$ increases. Note that the GW correction results in a non-zero band gap when $a/a_0 = 1.03$, despite the zero gap predicted by the DFT-LDA calculations. Also, the band gap correction at 1.03 $a_0$ is smaller compared with those at other $a$ values. This is due to the sign change (from negative to positive) of the correlation self-energy $\Sigma_c$ at the CBM.
TABLE II: The lattice parameters $a$ and $c$, calculated band gaps $E_g$ based on the DFT-LDA method, $G_0W_0$ with the PPA and $G_0W_0$ with the NI for $\beta$-$M_3N_4$ compounds. Values in parenthesis are the experimental lattice parameters from Ref. [6] and [7]. The experimental band gap is from Ref. [45].

| System     | $a$ (Å)      | $c$ (Å)      | $E_g$ (eV) | LDA | $G_0W_0$ (PPA) | $G_0W_0$ (NI) | Expt. |
|------------|--------------|--------------|------------|-----|----------------|----------------|-------|
| $\beta$-$Si_3N_4$ | 7.576 (7.607) | 2.892 (2.911) | 4.19 | 6.06 | 6.06           |                |       |
| $\beta$-$Ge_3N_4$  | 8.063 (8.038) | 3.084 (3.074) | 2.03 | 3.60 | 3.59           | 4.4-4.8        |       |
| $\beta$-$Sn_3N_4$  | 8.814         | 3.418         | 0.13 | 1.04 | 0.98           |                |       |

The DFT-LDA band structures for all the compounds at $a = a_0$ are demonstrated in Fig. 3, in which the conduction bands have been shifted upward using the corresponding GW-NI band gap values. With the use of the NI method, the GW quasiparticle energies for the four valence bands and four conduction bands near the band gap have also been shown in the figure (blue circles). We have found that after shifting the conduction bands using the GW-corrected band gap, the quasiparticle energies in the valence band are very close to their DFT counterparts, whereas in the conduction band the difference remains small only near the $\Gamma$ point. Since the VBM and CBM are both located at $\Gamma$ for the $\gamma$-$Si_3N_4$, $\gamma$-$Ge_3N_4$ and $\gamma$-$Sn_3N_4$, this indicates that the difference of the optical properties predicted by the DFT and by the GW method is mainly due to the band gap corrections. Our results also imply that the band gap property (direct or indirect) is conserved after the GW corrections have been applied.

B. $\beta$-$M_3N_4$

Next, we have studied the $\beta$-$M_3N_4$ compounds with $M=Si$, Ge and Sn. Based on the available experimental data, $\beta$-$Sn_3N_4$ remains hypothetical whereas the other two have been synthesized successfully. As a first step, their atomic structures have been optimized and the resulting lattice parameters $a$ and $c$ are given in Table II. For $\beta$-$Si_3N_4$ and $\beta$-$Ge_3N_4$, these parameters are in very good agreement with experiment (see Table II). The percentage difference is always less than 1%.

The DFT-LDA band gaps are shown in Table II. For $\beta$-$Si_3N_4$, the band gap at $\Gamma$ is 4.39 eV. This system is known as an indirect band-gap semiconductor. Based on our calculations, the minimal band gap is estimated as 4.19 eV, in which the CBM and VBM are located at $\Gamma$ and the $k$-point (0, 0, 0.125) in fractional coordinates. For both the $\beta$-$Ge_3N_4$ and the hypothetical $\beta$-$Sn_3N_4$, the minimal band gap is at $\Gamma$. Based on our calculations, the DFT-LDA band gap for the $\beta$-$Sn_3N_4$ has been obtained as 0.13 eV. Upon the GW corrections using either the PPA or NI method, the band gaps are much larger than those DFT-LDA counterparts. For $\beta$-$Ge_3N_4$, the DFT-LDA band gap is 2.03 eV, which is much smaller than Gao et al.’s calculated value of 2.92 eV. This may be due to the different lattice parameters $a$ and $c$ used in the calculations: we have found that our $a$ and $c$ are both about 2% bigger than those computed using the pseudopotential method. If using 2% smaller all-electron lattice parameters for the DFT-LDA calculation, the band gap calculated by our method is 2.68 eV that matches well with the pseudopotential calculations. This suggests a strong dependence of the band gap on $a$ and $c$ (see Fig. 4) as seen for the other nitride compounds. Note that the corresponding GW band gap is 3.60 eV, which is smaller than 4.293 eV given in Gao et al.’s results, and is also 0.8 eV smaller than the experimental value. Based on the fact that our all-electron lattice parameter...
The $c/a$ ratio has been kept unchanged in the calculations. Again, the structural optimization has been carried out at each selected pair of $a$ and $c$. Then the band gap at both the DFT-LDA and $G_0W_0$ levels has been obtained. The results are illustrated in Fig. 4. For $\beta$-Si$_3$N$_4$ and $\beta$-Ge$_3$N$_4$, the DFT-LDA band gap linearly decreases as $a$ ($c$) increases. The corresponding GW band gaps follow the same trend, with an overall shift upward compared with the DFT-LDA results. This again suggests that the GW correction to the DFT-LDA band gap is weakly dependent on the varying $a$ ($c$) within this range. For $\beta$-Sn$_3$N$_4$, the DFT-LDA band gap presents a decreasing trend when the lattice parameters increase before $a/a_0 = 1.01$, and the gap value approaches zero when $a/a_0$ greater than 1.01. Our calculations indicate that the location of the VBM is changed when $a/a_0 \geq 1.01$, which leads to an indirect band gap for this system. The corresponding GW band gap at $a/a_0 = 1.02$ and 1.03 is less than 0.1 eV.

The DFT-LDA band structures for the compounds at $a = a_0$ ($c = c_0$) have been illustrated in Fig. 4. Similarly, the conduction bands have been shifted upward using the GW-NI gap value. The GW quasiparticle energies for the four valence and four conduction bands are shown in the figure as well. In each case, the GW corrections are very small in the valence band, whereas the corrections in the conduction band are small near the CBM at $\Gamma$. Our GW calculations also suggest direct band gaps at $\Gamma$ for the $\beta$-Ge$_3$N$_4$ and $\beta$-Sn$_3$N$_4$.

### V. CONCLUSIONS

To summarize, we have studied the electronic properties of the group 14 nitride compounds in the spinel phase $\gamma$-M$_3$N$_4$ ($M=\text{C, Si, Ge and Sn}$) and the beta phase $\beta$-M$_3$N$_4$ ($M=\text{Si, Ge and Sn}$) within the framework of the full-potential LAPW method. The lattice parameters obtained by the structural optimization are in good agreement with experiments. For the spinel-type structures $\gamma$-M$_3$N$_4$, direct band gaps at $\Gamma$ have been found for $M=\text{Si, Ge and Sn}$, whereas the band gap is indirect for the hypothetical $\gamma$-C$_3$N$_4$. Using single-shot $G_0W_0$ corrections to account for many-body interactions, the band gaps agree very well with the experimental data for the spinel structures. Moreover, our calculations at the DFT-LDA and $G_0W_0$ levels have shown a strong dependence of the band gap on the lattice parameters in both phases. In particular, the band gap always decreases as the lattice parameters increase. We have also compared our GW results based on the PPA to those obtained by the NI method. We have found that the GW-PPA band gaps for all the structures studied are consistently close to the GW-NI results, with a difference less than 0.11 eV.

Our GW calculations include the minimal approximations except for those in the $G_0W_0$ approach. In particular, the pseudopotential method, which has been widely used for the first-principles studies, is not required here.
Our theoretical results for the predicted $\gamma$-C$_3$N$_4$ and $\beta$-Sn$_3$N$_4$ can provide guidance for future experiments. The spinel-type nitrides $\gamma$-M$_3$N$_4$ (M=Si, Ge and Sn) in our study are novel high-pressure compounds that are very promising for optoelectronic applications.
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