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Abstract. We present combinatorial and analytical results concerning a Sheffer sequence with an exponential generating function of the form $G(s, z) = e^{czs + \alpha z^2 + \beta z^4}$, where $\alpha, \beta, c \in \mathbb{R}$ with $\beta < 0$ and $c \neq 0$. We demonstrate that the zeros of all polynomials in such a Sheffer sequence are either real, or purely imaginary. Additionally, using the properties of Riordan matrices we show that our Sheffer sequence satisfies a three-term recurrence relation of order 4, and we also exhibit a connection between the coefficients of these Sheffer polynomials and the number of nodes with a given label in certain marked generating trees.
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1. Introduction

The current work can be rightfully considered as a sequel to a recent paper of the first, second and fourth authors regarding Sheffer sequences, their zeros, and some combinatorial properties (see [2]). In that work we give a brief overview of Sheffer sequences and their history, as well as a short description of some of the recent works concerning the study of the zero distribution of polynomial sequences satisfying various types of recurrence relations. We refer the reader for more details on these topics to the introduction of that paper. In the paper at hand, we study Sheffer sequences with exponential generating functions. As the reader will note, every Sheffer sequence is generated by a function of the form $g(z) e^{sf(z)}$, where $g$ and $f$ are formal power series (c.f. Equation (6.1)). We focus on a subfamily for which $f(z) = cz$ and $g(z) = \exp(\alpha z^2 + \beta z^4)$. From an analytical perspective, the lack of singularities of such generating functions is appealing. In particular, the Cauchy integral representation of the generated polynomials is versatile via deformations of the path of integration, and as such, is rather conducive to an application of the saddle point method when developing their asymptotic properties.

The main result of the paper concerning the zeros of certain exponential Sheffer sequences is the following theorem.

\textbf{Theorem 1.} Given any $\alpha, \beta, c \in \mathbb{R}$ with $\beta < 0$ and $c \neq 0$, the zeros of every polynomial in the sequence \{$P_m(s)$\}$_{m=0}^{\infty}$ generated by

\begin{equation}
(\dag) \quad \sum_{m=0}^{\infty} \frac{P_m(s)}{m!} z^m = e^{czs + \alpha z^2 + \beta z^4} \quad (s, z \in \mathbb{C})
\end{equation}

are either real or purely imaginary.
We point out that this result is stronger than the results found in a string of recent works on the zero distribution of various polynomial sequences (see for example [2], [4], [5], [6]) in that the present paper provides the exact curve on which the zeros of the \( P_m \)'s lie for all \( m \), not just for \( m \gg 1 \). We are able to establish the main result for all \( P_m \) due to a simple differential recurrence relation the \( P_m \)'s must satisfy (see the opening discussion of Section 2), essentially identifying the shift operator \( P_m \stackrel{\Delta}{\rightarrow} P_{m-1} \) as scaled differentiation – a hyperbolicity preserving linear operator.

We remark that the current problem shares a heuristic trait with those studied in [4], [5], [6]. As noted in these works, the choice for the particular families of generating functions was motivated by the central role hyperbolic polynomials (and in particular the polynomials \((1 + x)^n\)) play in the theory of hyperbolicity preserving linear operators on \( \mathbb{R}[x] \). The fact that the function \( e^{\alpha z + \beta z^2}, \beta \leq 0 \) belongs to the Laguerre-Pólya class (see [9] for example) means that it is a locally uniform limit in \( \mathbb{C} \) of polynomials \( g_k(z) \) with only real zeros. This turn implies that \( g_k(z^2) \) has zeros that are either real or purely imaginary, providing a heuristic reason as to why we might expect the zeros of the generated sequence in (†) to lie on the real and imaginary axes.

The methods employed in our current paper are similar to those used in the above cited works. For a discussion of how these methods compare to some others in the literature studying the asymptotic location of the zeros of polynomials we refer the reader to [6] and the references contained therein.

The rest of the paper is organized as follows. In Section 2 we develop an integral representation for polynomials which are closely related to those generated by (†). In Sections 3 and 4 we provide asymptotic expressions for this integral. Finally in Section 5 we complete the proof of Theorem 1. The paper concludes with Section 6 which contains two combinatorial results concerning the polynomial sequence under study.

2. The proof of Theorem 1

Sections 2 through 5 of the paper are dedicated to the proof of Theorem 1. The substitutions \( cs \mapsto s \) and \( \sqrt{|\beta|}z \mapsto z \) transform the problem to an equivalent one of proving that for any \( a \in \mathbb{R} \) the zeros of the polynomials in the sequence \( \{H_m(s)\}_{m=0}^\infty \) generated by

\[
\sum_{m=0}^\infty \frac{H_m(s)}{m!}z^m = e^{sz + az^2 - z^4}
\]

are either real or purely imaginary. Finally, substituting \( z \) by \( iz \) – if necessary – allows one to consider only \( a \geq 0 \). Differentiating both sides of (2.1) with respect to \( s \) yields

\[
\sum_{m=0}^\infty \frac{H'_m(s)}{m!}z^m = z e^{sz + az^2 - z^4} = z \sum_{m=0}^\infty \frac{H_m(s)}{m!}z^m.
\]

It follows that

\[
H'_m(s) = mH_{m-1}(s), \quad m \geq 1.
\]

One deduces immediately that for all \( m \geq 0 \), the degree of \( H_m(s) \) is \( m \) and \( H_m(s) \) is an even (odd) polynomial if \( m \) is even (odd). Relation (2.2) also implies that once \( H_m \) has only real or purely imaginary zeros, so do all \( H_k \) with \( k < m \):
Lemma 2. If the zeros of \(H_m(s)\) are either real or purely imaginary then so are the zeros of \(H_{m-1}(s)\).

Proof. In the case \(m\) is odd, 0 is a zero of \(H_m(z)\). The relations \(H'_m(s) = mH_{m-1}(s)\) and \(H'_m(is) = iH_{m-1}(is)\) along with the mean value theorem imply that the number of real or purely imaginary zeros of \(H_{m-1}(z)\) is at least \(m - 1\) and the lemma follows. In the case \(m\) is even, we may write \(H_m(z) = P(z^2)\) for some hyperbolic polynomial \(P\). The result now follows from

\[
(P(z^2))' = 2zP'(z^2),
\]

where \(P'\) is again a hyperbolic polynomial. \(\Box\)

Thus, in order to establish the main result, one needs only to prove that the zeros of \(H_m(s)\) are either real or purely imaginary for all large \(m\). To study the zeros of \(H_m(s)\) for large \(m\), we start with the integral representation

\[
H_m(s) = \frac{m!}{2\pi i} \int_{|z|=\epsilon} e^{sz + az^2 - z^4} \frac{dz}{z^{m+1}},
\]

and employ the substitution \(z = m^{1/4}z\) and \(s = m^{3/4}s\) to obtain

\[
H_m(m^{3/4}s) = \frac{m!}{m^{m/4}2\pi i} \int_{|z|=\epsilon} e^{m\phi(z,s)} e^{\sqrt{m}az^2} \frac{dz}{z},
\]

where

\[
\phi(z, s) = sz - z^4 - \log z,
\]

and \(\log z\) denotes the principal branch of the logarithm. We shall use the saddle point method (see for example [8, Ch.4]) to give asymptotic estimates for the right hand side of (2.3). We thus need to find the critical points of the exponent of integrand in (2.3), i.e. we need to solve

\[
\phi_z(z, s) + \frac{2az}{\sqrt{m}} = 0.
\]

The reader will note that one solution to (2.5) is given by

\[
\zeta = \frac{1}{2} \sqrt{\frac{\eta}{6} + \frac{A}{12\sqrt{2}} + \frac{\eta^2 + 48}{62^{2/3}A}}
\]

where

\[
A = \sqrt{-2\eta^3 + 288\eta - \sqrt{(2\eta^3 - 288\eta - 108s^2)^2 - 4(\eta^2 + 48)^3 + 108s^2}},
\]

\[
\eta = \frac{2a}{\sqrt{m}}
\]

Let

\[
J_1 = \left(0, 2^{5/2}/3^{3/4} - \frac{2a}{\sqrt{12\sqrt{m}}}\right),
\]

\[
J_2 = \left(0, 2^{5/2}/3^{3/4} + \frac{2a}{\sqrt{12\sqrt{m}}}\right),
\]

and

\[
J := J_1 \cup iJ_2.
\]
Then the map $\zeta(s)$ (as defined by (2.6)) maps $J \cup \{0\}$ to the curve given in Figure 2.1.

![Figure 2.1. The curve $\zeta(s)$](image)

For the purposes of our analysis, a key property of the $\zeta(s)$ curve is that it lies entirely in the fourth quadrant, which we now demonstrate.

**Lemma 3.** For any $s \in J$, $\zeta(s)$ lies in the open fourth quadrant, and it is the only solution of (2.5) there.

**Proof.** We set

\[
 f(z) = sz - 4z^4 - 1 + \frac{2az^2}{\sqrt{m}}
\]

\[
 h(z) = sz, \quad \text{and}
\]

\[
 g(z) = -4z^4 - 1 + \frac{2az^2}{\sqrt{m}} = -4 \left( z^2 - \frac{a}{4\sqrt{m}} \right)^2 + \left( \frac{1}{4} - \frac{a^2}{16m} \right).
\]

With this notation, the zeros of $f$ – other than the one at the origin – are precisely those complex numbers that satisfy (2.5). In addition, it is clear that for $m \gg 1$, $g$ has one zero in each quadrant. Thus, by showing that $f$ and $g$ have the same number of zeros in the fourth quadrant, we demonstrate that (2.5) has a unique solution in the fourth quadrant for all values of $s \in J$.

For $\varepsilon \ll 1$, consider the polar rectangle $te^{i\theta}, \varepsilon < t < \frac{\sqrt{\pi/3}}{3}, -\pi/2 < \theta < 0$. We
divide the boundary of $R$ into four pieces: the two arcs, and the two line segments. On the arc $|z| = \sqrt[4]{\pi}/3$, we have

$$|g(z)| > \pi > 3\sqrt[4]{\pi}/3 > |h(z)| \quad \left( \frac{a}{\sqrt{m}} \ll 1 \right).$$

On the arc $|z| = \varepsilon, -\pi/2 \leq \theta \leq 0$ we compute

$$|g(z)| > 1 - 4\varepsilon^4 - \frac{2a\varepsilon^2}{\sqrt{m}} \quad > \quad 3\varepsilon > |h(z)| \quad \left( \frac{a}{\sqrt{m}} \ll 1 \right).$$

We now turn our attention to the real line segment $\varepsilon \leq t \leq \sqrt[4]{\pi}, \theta = 0$. For $s \in J$, we compute

$$|g(z)| - |h(z)| \geq 4t^4 + 1 - |s|t - \frac{2at^2}{\sqrt{m}} = 1 + 4t^4 - t^2 \frac{2^{5/2}}{3^{3/4}} - \frac{2at}{\sqrt{m}} \left( t + \frac{1}{\sqrt{12}} \right)$$

$$> \quad \frac{1}{2} + \mathcal{O}\left( \frac{1}{\sqrt{m}} \right).$$

Finally, we look at the line segment $z = it, \varepsilon \leq t \leq \sqrt[4]{\pi}$. Since $g(t) = g(it)$ for all $t \in \mathbb{R}$, and $|h(it)| \leq |si|t + \frac{2at^2}{\sqrt{m}}$ still hold on this segment, the same analysis we just gave in the previous paragraph also shows that $|g(z)| > |h(z)|$ on this segment as well. Rouché’s theorem now implies that $g$, and $f = g + h$ have the same number of zeros on this polar rectangle. Since $g$ has exactly one zero here, so does $f$, for all $s \in J$. Since (2.6) is a solution of $f(z) = 0$, we make the choices of the square roots in the definition so that $\zeta(s)$ belongs to the fourth quadrant for all $s \in J$. □

Remark 4. Using arguments analogous to those in Lemma 3, one can also show that for each $s \in J$, $\zeta$ is the only solution (in $z$) to the equation

$$\phi_{z} \left( z, s + \frac{2a\zeta}{\sqrt{m}} \right) = 0$$

in the open fourth quadrant.

The following asymptotic expressions for $\zeta(s)$ can be easily verified by a computer algebra system, and will be needed for the local asymptotic analysis we carry out in Section 4.

Lemma 5. For $s \in J_1$ and $2^{5/2}/3^{3/4} - s = o(1),$

$$\zeta(s) \sim \frac{1}{\sqrt[4]{12}} - \frac{i\sqrt[4]{12}(2^{5/2}/3^{3/4} - s) - \eta}{2\sqrt{6}} + \frac{4\eta - \sqrt[4]{12}(2^{5/2}/3^{3/4} - s)}{24\sqrt{23^{3/4}}}. $$

For $s \in J_2$ and $i2^{5/2}/3^{3/4} - s = o(1),$

$$\zeta(s) \sim -\frac{i}{\sqrt[4]{12}} + \frac{\sqrt[4]{12}(2^{5/2}/3^{3/4} + is) + \eta}{2\sqrt{6}} + \frac{4i\eta - \sqrt[4]{12}(i2^{5/2}/3^{3/4} - s)}{24\sqrt{23^{3/4}}}. $$

The next proposition provides a key element in our proof of the main result, by establishing the existence of a curve, along which we find a suitable asymptotic expansion of the integral representing the polynomials in question. Proposition 6 is the analog of Proposition 24 in [2], but is appreciably simpler to establish.
nature (and singularities) of the generating function in \cite{2} necessitated a lengthy discussion on the topology of the level sets of \( \Re \phi(z(y), s) \) when extending the curve from a local piece around \( \zeta(s) \) to (complex) infinity. No such discussion is necessary in the current work, since the generating function of the Sheffer sequence under consideration has no singularities. For notational simplicity, from here on out we suppress the dependence of \( \zeta(s) \) on \( s \), and will simply write \( \zeta \).

**Proposition 6.** For each \( s \in J \), there exist \( -\infty < K < 0 < L \leq \infty \), and a function \( z(y) \) analytic in a neighborhood of \((K, L)\) such that

(i) \( z(0) = \zeta \),

(ii) \( z(K) \in i\mathbb{R}^- \), \( z(L) \in \mathbb{R}^+ \),

(iii) \( z(y) \) lies in the open fourth quadrant for all \( y \in (K, L) \), and

(iv) \( \phi(z(y), s + 2a\zeta/\sqrt{m}) - \phi(\zeta, s + 2a\zeta/\sqrt{m}) = 0 \), for all \( y \in (K, L) \).

In the case \( K = -\infty \) and/or \( L = \infty \), condition (ii) is replaced by \( \lim_{y \to -\infty} \Re z(y) = 0 \) and/or \( \lim_{y \to \infty} \Im z(y) = 0 \) respectively.

**Proof.** By the definition of \( \zeta \), we have

\[
\phi(z, s + 2a\zeta/\sqrt{m}) - \phi(\zeta, s + 2a\zeta/\sqrt{m}) = \frac{\phi_z(\zeta, s + 2a\zeta/\sqrt{m}) (z - \zeta)^2 (1 + b(z))}{2},
\]

where \( b(z) \) is analytic in an open neighborhood of \( \zeta \) and \( |b(z)| < 1 \). These properties of \( b(z) \) imply that we may invert the relation

\[
y = \frac{\sqrt{\phi_z(\zeta, s + 2a\zeta/\sqrt{m}) (z - \zeta)^2 (1 + b(z))}}{2i}.
\]

to obtain \( z(y) \), analytic in a small open neighborhood of 0, such that \( z(0) = \zeta \) and that \( \phi \) holds. To extend this open neighborhood, let \( L \) be the supremum of the set of \( \ell \in \mathbb{R}^+ \) such that \( z(y) \) has an analytic continuation to an open neighborhood of \([0, l]\) and \( z([0, l]) \) is a subset of the fourth quadrant. Let \( y_k \in [0, L] \) such that \( z(y_k) \to L \) and the sequence \( z(y_k) \) is convergent to an extended complex number denoted by \( z(L) \). It is clear from \((2.9)\) that \( z(L) \neq \zeta \) and \( z(L) \neq 0 \). We note that \( \phi(z, s + 2a\zeta/\sqrt{m}) \) is analytic in an open neighborhood of \( z(L) \) and, by Remark 4

\[
\phi_z(z(L), s + 2a\zeta/\sqrt{m}) \neq 0
\]
since \( z(L) \neq \zeta \) by \((2.9)\). The implicit function theorem combined with the definition of \( L \) now implies that either \( z(L) = \infty \), \( z(L) \in i\mathbb{R}^- \), or \( z(L) \in \mathbb{R}^+ \). We claim that if \( z(L) = \infty \), then the curve \( z(y) \) approaches either the positive real axis, or the negative imaginary axis. Indeed, writing \( z = re^{i\theta} \) and considering the imaginary parts of the two sides of \((2.9)\), we see that for large \( r \)

\[
r^4 \sin 4\theta = \mathcal{O}(r).
\]

This in turn implies that as \( r \to \infty \), either \( \theta \to 0 \) \( (z \) approaches the positive real axis) or \( \theta \to -\pi/2 \) \( (z \) approaches the negative imaginary axis).

Similarly, if we let \( K \) be the infimum of the set of \( k \in \mathbb{R}^- \) such that \( z(y) \) has an analytic continuation to an open neighborhood of \([k, 0]\) and \( z([k, 0]) \) is a subset of the fourth quadrant, then either \( z(L) \in i\mathbb{R}^- \), \( z(L) \in \mathbb{R}^+ \) or \( z(K) = \infty \) \( (in which case the curve approaches the positive real, or the negative imaginary axis).\)
Note that $z(L)$ and $z(K)$ cannot both belong to $\mathbb{R}^+$. If they did, the fact that

$$\text{Im } \phi \left( x, \frac{2\alpha \zeta}{\sqrt{m}} \right) = \frac{2\alpha x}{\sqrt{m}} \text{ Im } \zeta$$

is monotone in $x \in \mathbb{R}^+$ would imply that the imaginary part of right hand side of (2.9) takes on different values at $z(K)$ and $z(L)$, unless $z(L) = z(K)$. In this latter case, however, we would conclude that $\text{Im } \phi(z, 2\alpha \zeta/\sqrt{m})$ is constant on the closed curve $z(y)$, $L \leq y \leq K$, which would imply that $\phi(z, 2\alpha \zeta/\sqrt{m})$ by virtue of being analytic on $\mathbb{C} \setminus (-\infty, 0]$ is constant on the domain bounded by $z(y)$, a contradiction.

The same argument shows that $z(L)$ and $z(K)$ cannot both belong to $i\mathbb{R}^-$. In the case $z(L) = z(K) = \infty$, we cannot have $\lim_{y \to \infty} \text{ Re } z(y) = \lim_{y \to -\infty} \text{ Re } z(y) = 0$ or $\lim_{y \to \infty} \text{ Im } z(y) = \lim_{y \to -\infty} \text{ Im } z(y) = 0$, since as $y \to \infty$, (2.9) has four distinct solutions in $z$ approaching $\infty$ along the positive/negative real/imaginary axes. The result now follows, with swapping $z(y)$ and $z(-y)$ if necessary.

**Notation 7.** Using the notation of Proposition 6 we write $\Gamma$ for the curve $z(y)$, $K < y < L$ oriented counterclockwise.

We note that $\Gamma \subset \Omega_1$, $-\Gamma \subset \Omega_1$, and $-\Gamma \subset \Omega_1$. In addition, the curve $\Gamma \cup \bar{\Gamma} \cup -\Gamma \cup -\Gamma$ is either closed, or can be ‘truncated’ by two or four small line segments to form a closed curve containing the origin.

Our next result provides integral representations for the $H_m$s, which we will later use to estimate the number of zeros of the each polynomial from below.

**Lemma 8.** Let $J_1$ and $J_2$ be as defined by (2.7) and (2.8). If $s \in J_1$, then

$$H_m(m^{3/4}s) = \frac{m!}{m^{3/4}\pi} \text{ Im } \left( \int_{\Gamma} \frac{e^{msz+a\sqrt{m}z^2-mz^4}}{z^{m+1}} \, dz - \int_{\bar{\Gamma}} \frac{e^{msz+a\sqrt{m}z^2-mz^4}}{z^{m+1}} \, dz \right).$$

On the other hand, if $s \in iJ_2$, then for even $m$ we have

$$H_m(m^{3/4}s) = \frac{m!}{m^{3/4}\pi} \text{ Im } \left( \int_{\Gamma} \frac{e^{msz+a\sqrt{m}z^2-mz^4}}{z^{m+1}} \, dz - \int_{\bar{\Gamma}} \frac{e^{msz+a\sqrt{m}z^2-mz^4}}{z^{m+1}} \, dz \right),$$

while for odd $m,

$$H_m(m^{3/4}s) = \frac{m!}{m^{3/4}\pi} \text{ Re } \left( \int_{\Gamma} \frac{e^{msz+a\sqrt{m}z^2-mz^4}}{z^{m+1}} \, dz - \int_{\bar{\Gamma}} \frac{e^{msz+a\sqrt{m}z^2-mz^4}}{z^{m+1}} \, dz \right).$$

**Proof.** Note that for any large $R$ and any small $\epsilon$, we have

$$\left| \int_{\pm R+\epsilon} e^{msz+a\sqrt{m}z^2-mz^4} \, dz \right| \leq \int_{-\epsilon}^{\epsilon} e^{-mR^4/2} (R + \epsilon)^{m+1} \, dt \to 0$$

as $R \to \infty$ and $\epsilon \to 0$. Similarly,

$$\left| \int_{\pm iR+\epsilon} e^{sz+a\zeta^2-z^4} \, dz \right| \to 0$$
as $R \to \infty$, $\epsilon \to 0$. The Cauchy integral formula and the remark preceding the statement of this Lemma together imply that

$$
\frac{2\pi i m^{m/4}}{m!} H_m(m^{3/4} s) = \int_{\Gamma} \frac{e^{msz + a\sqrt{mz^2 - m^4}}}{z^{m+1}} \, dz - \int_{-\Gamma} \frac{e^{msz + a\sqrt{mz^2 - m^4}}}{z^{m+1}} \, dz
$$

(2.13)

$$
+ \int_{\Gamma} \frac{e^{msz + a\sqrt{mz^2 - m^4}}}{z^{m+1}} \, dz - \int_{-\Gamma} \frac{e^{msz + a\sqrt{mz^2 - m^4}}}{z^{m+1}} \, dz.
$$

If $s \in J_1$, then in particular $s \in \mathbb{R}$, and hence

$$
\int_{\pm \Gamma} \frac{e^{msz + a\sqrt{mz^2 - m^4}}}{z^{m+1}} \, dz = \int_{\pm \Gamma} \frac{e^{msz + a\sqrt{mz^2 - m^4}}}{z^{m+1}} \, dz
$$

$$
= \int_{\pm \Gamma} \frac{e^{msz + a\sqrt{mz^2 - m^4}}}{z^{m+1}} \, dz
$$

from which (2.10) follows. Representations (2.11) and (2.12) can be obtained similarly, using the identities

$$
\int_{\pm \Gamma} \frac{e^{msz + a\sqrt{mz^2 - m^4}}}{z^{m+1}} \, dz = \int_{\pm \Gamma} \frac{e^{msz + a\sqrt{mz^2 - m^4}}}{z^{m+1}} \, dz
$$

$$
= (-1)^m \int_{\pm \Gamma} \frac{e^{msz + a\sqrt{mz^2 - m^4}}}{z^{m+1}} \, dz.
$$

To demonstrate that the zeros of $H_m(m^{3/4} s)$ are either real or purely imaginary, we count the number of zeros of this polynomial on $J_1 \cup iJ_2$ and compare the count with the degree of $H_m$. Using the representations we have just obtained, along with the argument principle, we get a lower bound on the number of zeros of $H_m$ by computing the change in the argument of

$$
h_m(s) := \begin{cases} 
\int_{\Gamma} \frac{e^{msz + a\sqrt{mz^2 - m^4}}}{z^{m+1}} \, dz - \int_{-\Gamma} \frac{e^{msz + a\sqrt{mz^2 - m^4}}}{z^{m+1}} \, dz & \text{if } s \in J_1 \\
\int_{\Gamma} \frac{e^{msz + a\sqrt{mz^2 - m^4}}}{z^{m+1}} \, dz - \int_{-\Gamma} \frac{e^{msz + a\sqrt{mz^2 - m^4}}}{z^{m+1}} \, dz & \text{if } s \in iJ_2
\end{cases}.
$$

We find the change in the argument of $h_m$ (in Section 5) using an asymptotic representation of it, which we now develop.

3. A GLOBAL ASYMPTOTIC FORMULA FOR $h_m(s)$

In this section, we will apply the saddle point method to find an asymptotic formula (which is uniform in $s$) for $h_m(s)$ as $m \to \infty$ when $s$ is away from the two endpoints of $J_1$ and $iJ_2$. In particular, for this whole section, we assume that

$$
\begin{align*}
\text{(i)} \quad & s > 25/2/3^{3/4} = \Omega(1) & \text{if } s \in J_1, \\
\text{(ii)} \quad & s > 25/2/3^{3/4} = \Omega(1) & \text{if } s \in iJ_2.
\end{align*}
$$

We will show that the first integral

$$
\int_{\Gamma} \frac{e^{msz + a\sqrt{mz^2 - m^4}}}{z^{m+1}} \, dz
$$
in the definition of $h_m(s)$ dominates the second integral, and that the main term of the approximation (c.f. (3.5)) comes from the integral along a small portion of $\Gamma$ around the saddle point $\zeta$. As a consequence

$$h(s) \sim e^{m\phi(\zeta, s + 2a\zeta/\sqrt{m}) - \sqrt{ma} \sqrt{2\pi i e^{-1} \text{Arg}(\phi_2(\zeta, s + 2a\zeta/\sqrt{m}))/2}} \frac{\sqrt{m} \sqrt{|\phi_2(\zeta, s + 2a\zeta/\sqrt{m})|}}{\zeta \sqrt{m}}.$$

For the remainder of the section, we focus on the case $s \in J_1$. The case $s \in iJ_2$ follows from similar arguments.

3.1. The main term of the approximation. Differentiating (2.4) repeatedly we find

$$\phi_2(\zeta, s + 2a\zeta/\sqrt{m}) = -12\zeta^2 + \frac{1}{\zeta^2} (1) = O(1),$$

$$\phi_3(\zeta, s + 2a\zeta/\sqrt{m}) = -24\zeta - \frac{2}{\zeta^3},$$

$$\phi_4(\zeta, s + 2a\zeta/\sqrt{m}) = -24 + \frac{6}{\zeta^4}, \text{ and}$$

$$\phi_k(\zeta, s + 2a\zeta/\sqrt{m}) = (-1)^k(k-1)! \frac{\zeta^k}{\zeta^k}, \quad k \geq 5.$$

We expand $\phi(z, s + 2a\zeta/\sqrt{m})$ (as a function of $z$) in a Taylor series centered at $\zeta$ and rearrange to obtain

$$\phi(z, s + 2a\zeta/\sqrt{m}) - \phi(\zeta, s + 2a\zeta/\sqrt{m}) = \frac{\phi_2(\zeta, s + 2a\zeta/\sqrt{m})}{2!} (z - \zeta)^2$$

$$+ \sum_{k=3}^{\infty} \frac{\phi_k(\zeta, s + 2a\zeta/\sqrt{m})}{k!} (z - \zeta)^k.$$

Equation (3.1) implies that

$$\frac{1}{\phi_2(\zeta, s + 2a\zeta/\sqrt{m})} = O(1).$$

Therefore, for $|z - \zeta| \ll 1$, equation (2.9) and the above Taylor expansion give the following estimate:

$$-y^2 = \frac{\phi_2(\zeta, s + 2a\zeta/\sqrt{m})}{2!} (z(y) - \zeta)^2 (1 + O((z(y) - \zeta)),$$

which we solve for $z(y)$:

$$z(y) = \zeta \pm \frac{\sqrt{2\pi i e^{-1} \text{Arg}(\phi_2(\zeta, s + 2a\zeta/\sqrt{m}))/2}}{\sqrt{|\phi_2(\zeta, s + 2a\zeta/\sqrt{m})|}} y + O ((z - \zeta)^2), \quad (|z - \zeta| \ll 1).$$

In order to obtain a similar expression for $z'(y)$, we differentiate both sides of (3.2) and get

$$-2y = \phi_2(\zeta, s + 2a\zeta/\sqrt{m})(z - \zeta)z'(y) + \sum_{k=3}^{\infty} \frac{\phi_k(\zeta, s + 2a\zeta/\sqrt{m})}{(k-1)!} (z - \zeta)^{k-1}.$$
Using the relation (3.3) once more, we conclude that for $|z - \zeta| \ll 1$,

$$-2y = \phi_z(z, s + 2\alpha \zeta / \sqrt{m})(z - \zeta)z'(y)(1 + O(z - \zeta))$$

$$= \phi_z(z, s + 2\alpha \zeta / \sqrt{m}) \left( \pm \frac{\sqrt{2}e^{-i \text{Arg}(\phi_z(z, s + 2\alpha \zeta / \sqrt{m}))}/2}{\sqrt{\phi_z(z, s + 2\alpha \zeta / \sqrt{m})}} y + O((z - \zeta)^2) \right) z'(y)(1 + O(z - \zeta))$$

$$= \phi_z(z, s + 2\alpha \zeta / \sqrt{m}) \left( \pm \frac{\sqrt{2}e^{-i \text{Arg}(\phi_z(z, s + 2\alpha \zeta / \sqrt{m}))}/2}{\sqrt{\phi_z(z, s + 2\alpha \zeta / \sqrt{m})}} y \right) z'(y)(1 + O(z - \zeta)).$$

It now follows that

$$z'(y) = \pm \frac{\sqrt{2}e^{-i \text{Arg}(\phi_z(z, s + 2\alpha \zeta / \sqrt{m}))}/2}{\sqrt{\phi_z(z, s + 2\alpha \zeta / \sqrt{m})}} (1 + O(z - \zeta)), \quad (|z - \zeta| \ll 1).$$

Using the algebraic identity

$$\sqrt{ma}^2 = \sqrt{ma} \left( \zeta^2 + 2\zeta(z - \zeta) + (z - \zeta)^2 \right),$$

we conclude for any $z = z(y)$,

$$m\phi_z(z, s) + \sqrt{ma} z^2 = m(sz - z^4 - \text{Log} z) + \sqrt{ma} z^2$$

(3.4)

$$= m \left( \phi(z, s + 2\alpha \zeta / \sqrt{m}) - \sqrt{ma} \right) + m \phi(z, s + 2\alpha \zeta / \sqrt{m})$$

and hence $e^{m\phi(z, s)\sqrt{ma} z^2}/z$ along the curve $\Gamma_0 : z = z(y), -\epsilon < y < \epsilon, \sqrt{ma}(z - \zeta)^2 = O(1/\sqrt{m})$, and hence $e^{m\phi(z, s)\sqrt{ma} z^2}/z$ along the curve of $\Gamma_0$, as is its integral over $\Gamma$. We now establish the necessary asymptotic bounds for

$$\int_{-\Gamma} e^{m\phi(z, s)\sqrt{ma} z^2} \frac{z'(y)}{z(y)} dy,$$

which will also bound the integral over $(K, -\epsilon)$, as well as for the integral

$$\int_{-\Gamma} e^{m\phi(z, s)\sqrt{ma} z^2} \frac{dz}{z}.$$
Using equation (3.4), we rewrite the expression in (3.6) as

$$e^{m\phi(z,s+\frac{2a\zeta}{\sqrt{m}})} - \sqrt{ma}z^2 \int_{\epsilon}^{L} e^{-my^2 + \sqrt{ma}(z-\zeta)^2} \frac{z'(y)}{z(y)} dy.$$  

The relation

$$-y^2 = \phi(z(y), s + \frac{2a\zeta}{\sqrt{m}}) - \phi(z(s, s + \frac{2a\zeta}{\sqrt{m}}))$$

implies that

$$\frac{1}{z(y)} = \mathcal{O}(1), \quad \text{and} \quad z(y) = \mathcal{O}(\sqrt{y}).$$

Similarly,

$$-2y = (s + 2a\zeta/\sqrt{m} - 4z^3)z'(y),$$

which implies that if $y$ is large, $z'(y) = \mathcal{O}(1)$. Hence, (recall that $\epsilon = 1/m^{3/8}$)

$$e^{m\phi(z(s+\frac{2a\zeta}{\sqrt{m}})) - \sqrt{ma}z^2} \int_{\epsilon}^{L} e^{-my^2 + \sqrt{ma}(z-\zeta)^2} \frac{z'(y)}{z(y)} dy = \mathcal{O} \left( e^{m\phi(z, s+\frac{2a\zeta}{\sqrt{m}})) - \sqrt{ma}z^2} \int_{\epsilon}^{L} e^{-my^2/2} dy \right)$$

Identical arguments show that

$$\int_{-k}^{k} e^{m\phi(z(y), s)} e^{\sqrt{ma}z(y)^2} \frac{z'(y)}{z(y)} dy = \mathcal{O} \left( e^{m\phi(z(s+\frac{2a\zeta}{\sqrt{m}})) - \sqrt{ma}z^2} \int_{-k}^{k} e^{-my^2 + \sqrt{ma}(z-\zeta)^2} \frac{z'(y)}{z(y)} dy \right)$$

Next, we find a bound for the integral

$$\int_{-T}^{T} e^{m\phi(z(s))} e^{\sqrt{ma}z^2} \frac{dz}{z}.$$

With the substitution $z$ by $-\overline{z}$, the integral becomes

$$-\int_{-T}^{T} e^{m\phi(-\overline{z})} e^{\sqrt{ma}z^2} \psi(-\overline{z}) d\overline{z} = \int_{-T}^{T} e^{m\phi(-\overline{z})} e^{\sqrt{ma}z^2} \frac{z'(y)}{z} dy = \mathcal{O} \left( \int_{-T}^{T} e^{Re(m\phi(-\overline{z})} + \sqrt{ma}z^2) dy \right).
The reader will note that for all \( y \in (K, L) \),
\[
\begin{align*}
\text{Re} (m \phi(-z, s) + \sqrt{ma} z^2) &= m \left( -s \text{Re} z - \text{Re} z^4 - \ln |z| \right) + \sqrt{ma} \text{Re} z^2 \\
&= m \text{Re} \phi(z, s) + \sqrt{ma} \text{Re} z^2 - 2ms \text{Re} z \\
&= \text{Re} \left( -my^2 + m \phi \left( \zeta, s + \frac{2a\zeta}{\sqrt{m}} \right) - \sqrt{ma} \zeta^2 + \sqrt{ma} (z - \zeta)^2 \right) - 2ms \text{Re} z.
\end{align*}
\]

In the range \(-\epsilon < y < \epsilon\), \(\text{Re} z > 0\), \(\text{Re} z = \Omega(1)\), and \(z - \zeta = O(1/m^{3/8})\). Consequently, with \(s \gg \ln m/m\), we conclude
\[
\int_{-\epsilon}^{\epsilon} e^{\text{Re}(m \phi(-\zeta, s) + \sqrt{ma} \zeta^2)} dy
\]
is little-oh of \((3.5)\). For \(|y| \geq \epsilon\), we use the estimate \(\sqrt{ma}(z - \zeta)^2 = O(\sqrt{my}) = o(my^2)\) to obtain the same conclusion for the integrals
\[
\int_{\epsilon}^{L} e^{\text{Re}(m \phi(-\zeta, s) + \sqrt{ma} \zeta^2)} dy \quad \text{and} \quad \int_{K}^{\epsilon} e^{\text{Re}(m \phi(-\zeta, s) + \sqrt{ma} \zeta^2)} dy.
\]

We conclude this section with the remark that if \(s \in iJ_2\), one can obtain similar estimates by replacing the curve \(-\Gamma\) by \(\overline{\Gamma}\) and noting that
\[
\begin{align*}
\text{Re} (m \phi(\zeta, s) + \sqrt{ma} \zeta^2) &= m \left( |s| \text{Im} z - \text{Re} z^4 - \ln |z| \right) + \sqrt{ma} \text{Re} z^2 \\
&= m \text{Re} \phi(z, s) + \sqrt{ma} \text{Re} z^2 + 2m|s| \text{Im} z,
\end{align*}
\]
where \(\text{Im} z \leq 0\). In summary, we have shown thus far that if \(\ln m/m \ll s\) and \(2^{5/2}/3^{3/4} - s = \Omega(1)\), then \(h_m(s) \sim (3.5)\). The next section addresses the asymptotics for the remaining relevant ranges of \(s\).

4. A LOCAL ASYMPTOTIC FORMULA FOR \(h_m(s)\)

In this section, we consider ranges of \(s\) as it approaches the non-zero endpoints of \(J_1\) and \(iJ_2\), while establishing the dominance of the central piece of the integral on \(\Gamma\) (namely on the range \(\alpha < y < \beta\)) both over the tails (\(y < \alpha\) and \(\beta < y\)), as well as over the companion curve \(-\Gamma\). In particular, we treat the cases
\[
e^{-m^{1/8}} \ll 2^{5/2}/3^{3/4} - \frac{2a}{\sqrt{12\sqrt{m}}} - s = o(1)
\]
for \(s \in J_1\), and
\[
e^{-m^{1/8}} \ll 2^{5/2}/3^{3/4} + is + \frac{2a}{\sqrt{12\sqrt{m}}} = o(1)
\]
for \(s \in iJ_2\). Let \(\alpha < 0 < \beta\) be such that \(|z(\alpha) - \zeta| = \frac{2a}{\sqrt{12\sqrt{m}}} = |z(\beta) - \zeta|\) for some fixed constant \(C\). Let \(\Gamma\) be as described in Notation 7. We will show that
\[
\int_{\Gamma} e^{m \phi(z, s)} \psi(z) dz \sim \frac{e^{-\sqrt{ma} z^2 + \phi(\zeta, s + z\zeta / \sqrt{m})}}{\zeta} \int_{\alpha}^{\beta} e^{-my^2} z'(y) dy.
\]

We treat the case \(s \in J_1\) and remark that the case \(s \in iJ_2\) follows from similar arguments. Recall that the curve \(z(y)\), \(K \leq y \leq L\), in Proposition 3 satisfies \(\gamma(0) = \zeta\) and
Proof. From Lemma 5 we deduce that

\[(4.1) \quad -y^2 = \phi(z(y), s + 2a\zeta / \sqrt{m}) - \phi(\zeta, s + 2a\zeta / \sqrt{m}), \quad \forall y \in (K, L).\]

We calculate

\[\phi_z \left( \frac{1}{\sqrt{12}}, \frac{25/2}{3^{3/4}} \right) = -2^{7/2}3^{3/4}, \quad \text{and} \]

\[\phi_2 \left( \frac{1}{\sqrt{12}}, \frac{25/2}{3^{3/4}} \right) = 0\]

to deduce that

\[(4.2) \quad \phi_z(\zeta, s + 2a\zeta / \sqrt{m}) = -2^{7/2}3^{3/4}(\zeta - 1/\sqrt{12}) + O((\zeta - 1/\sqrt{12})^2).\]

Expanding the right hand side of equation (4.1) about \(z = \zeta\) for \(|z - \zeta| \ll 1\) gives

\[(4.3) \quad -y^2 = \frac{\phi_z(\zeta, s + 2a\zeta / \sqrt{m})}{2!}(z - \zeta)^2 + \frac{\phi_2(\zeta, s + 2a\zeta / \sqrt{m})}{3!}(z - \zeta)^3 + O((z - \zeta)^4),\]

and hence using equation (4.2) we obtain

\[(4.4) \quad -y^2 = -2^{5/2}3^{3/4}(\zeta - 1/\sqrt{12})(z - \zeta)^2 - 2^{5/2}3^{-1/4}(z - \zeta)^3\]

\[+ O((z - \zeta)^4 + (\zeta - 1/\sqrt{12})^2(z - \zeta)^2 + (z - \zeta)^3(\zeta - 1/\sqrt{12})).\]

\[= 2^{5/2}3^{-1/4}(z - \zeta)^2 \left(3(\zeta - 1/\sqrt{12}) + (z - \zeta)\right)\]

\[\Rightarrow 2^{5/2}3^{-1/4}i(z - i\zeta)^2 \left(3i(\zeta - 1/\sqrt{12}) + (iz - i\zeta)\right), \quad y \in (\alpha, \beta).\]

Differentiating both sides of (4.1) with respect to \(y\) and applying similar estimates leads to the asymptotic identity

\[(4.5) \quad z'(y) \sim \frac{2y}{2^{5/2}3^{3/4}i(z - \zeta) \left(2i(\zeta - 1/\sqrt{12}) + i(z - \zeta)\right)}.\]

Remark 9. We note that there exists a fixed \(\delta > 0\) independent of \(\zeta\), such that

\[|\pi - \text{Arg}(i3(\zeta - 1/\sqrt{12}) + (iz - i\zeta))| > \delta.\]

Indeed, if \(\text{Arg}(i3(\zeta - 1/\sqrt{12}) + (iz - i\zeta)) \rightarrow \pi\), then the fact that \(\text{Arg}(i3(\zeta - 1/\sqrt{12})) \rightarrow 0\) (as \(m \rightarrow \infty\)) implies \(\text{Arg}(iz - i\zeta) \rightarrow \pi\), contradicting (4.4) above. Without loss of generality, we will also write \(|\text{Arg}(iz - i\zeta)| > \delta\) using the same \(\delta > 0\).

Using the facts established in Remark 9 above, the next result gives a bound on the asymptotic convergence rate of \(\alpha^2 \rightarrow 0\) and \(\beta^2 \rightarrow 0\), as \(z(\alpha)\) and \(z(\beta)\) approach \(\zeta\) at the rate prescribed in the definition of \(\alpha\) and \(\beta\).

Lemma 10. Let \(\alpha\) and \(\beta\) be as defined at the beginning of the section. Then

\[\alpha^2 \gg \frac{1}{m^{3/4}\ln^3 m}, \quad \text{and} \quad \beta^2 \gg \frac{1}{m^{3/4}\ln^3 m}.\]

Proof. From Lemma [5] we deduce that

\[\zeta - 1/\sqrt{12} \sim \frac{i\sqrt{12}(25/2/3^{3/4} - s) - \eta}{2\sqrt{6}} \in iR^-.\]
Consequently,
\[
\left| 3(\zeta - 1/\sqrt{12}) + (z(\alpha) - \zeta) \right|^2
\sim 9|\zeta - 1/\sqrt{12}|^2 + |z(\alpha) - \zeta|^2 + 6|\zeta - 1/\sqrt{12}| \text{Im}(z(\alpha) - \zeta).
\]

By Remark 9, the last expression is greater than or equal to
\[
9|\zeta - 1/\sqrt{12}|^2 + |z(\alpha) - \zeta|^2 - c|\zeta - 1/\sqrt{12}| |z(\alpha) - \zeta|
\]
for some fixed \(0 < c < 6\). As a quadratic polynomial in \(|\zeta - 1/\sqrt{12}|\), the above expression is at least as big as
\[
\left(1 - \frac{c^2}{36}\right) |z(\alpha) - \zeta|^2 \asymp \frac{1}{m^{3/4} \ln^2 m}.
\]

We conclude from (4.4) that
\[
\alpha^2 \asymp \frac{|z(\alpha) - \zeta|^2}{|3(\zeta - 1/\sqrt{12}) + (z(\alpha) - \zeta)|} \gg \frac{1}{m^{3/4} \ln^3 m}.
\]
The computations are analogous for the estimate on \(\beta^2\). \(\square\)

Continuing the development of the asymptotics for the central integral we note that if \(y \in (\alpha, \beta)\), then
\[
\sqrt{ma}z^2 = \sqrt{ma}(\zeta^2 + 2\zeta(z - \zeta)) + o(1).
\]

From the definition
\[
\phi(z, s) = sz - z^4 - \text{Log } z
\]
we immediately obtain that
\[
m\phi(z, s) + \sqrt{ma}z^2 = m\phi\left(z, s + \frac{2a\zeta}{\sqrt{m}}\right) - \sqrt{ma}\zeta^2 + o(1).
\]

The following identity is now readily obtained:
\[
\int_{\gamma(y)} e^{m\phi(z, s)} e^{\sqrt{ma}z^2} \frac{dz}{z} = e^{-\sqrt{ma}\zeta^2 + \phi(\zeta, s + \frac{2a\zeta}{\sqrt{m}})} \int_{\alpha} e^{-my^2} z'(y) dy(1 + o(1)).
\]

We now take a closer look at \(z'(y)\), appearing in the right hand integral above. Using the principal cut for the square root, the asymptotic identity
\[
y \sim \pm 2^{5/4} 3^{-1/8} e^{i\pi/4} (iz - i\zeta) \sqrt{3i(\zeta - 1/\sqrt{12}) + (iz - i\zeta)}
\]

\(4.6\)

\[\text{(4.6) } y \sim \pm 2^{5/4} 3^{-1/8} e^{i\pi/4} (iz - i\zeta) \sqrt{3i(\zeta - 1/\sqrt{12}) + (iz - i\zeta)}\]
follows from equation (4.4). We combine (4.6) and (4.5) to conclude that
\[
z'(y) \sim \mp \frac{e^{\pi/4}}{21/43^{7/8}} \left( \frac{2i(\zeta - 1/\sqrt[4]{12}) + i(z - \zeta)}{\sqrt[4]{3i(\zeta - 1/\sqrt[4]{12}) + i(z - \zeta)}} \right)^{-1}
\]
\[
= \mp \frac{e^{\pi/4}}{21/43^{7/8}} \left( \sqrt[4]{3i(\zeta - 1/\sqrt[4]{12}) + i(z - \zeta)} - \frac{i(\zeta - 1/\sqrt[4]{12})}{\sqrt[4]{3i(\zeta - 1/\sqrt[4]{12}) + i(z - \zeta)}} \right)^{-1}
\]
\[
\sim \mp \frac{e^{\pi/4}}{21/43^{7/8}} \left( \sqrt[4]{3i(\zeta - 1/\sqrt[4]{12}) + i(z - \zeta)} + \frac{\sqrt[4]{\sqrt[4]{12}(2^{5/2}/3^{3/4} - s)} - \eta}{2\sqrt[4]{6}\sqrt[4]{3i(\zeta - 1/\sqrt[4]{12}) + i(z - \zeta)}} \right)^{-1}
\]
(4.7)

\[
\sim \mp \frac{e^{\pi/4}}{21/43^{7/8}} \left( \sqrt[4]{3i(\zeta - 1/\sqrt[4]{12}) + i(z - \zeta)} + \frac{\sqrt[4]{\sqrt[4]{12}(2^{5/2}/3^{3/4} - s)} - \eta}{2\sqrt[4]{6}\sqrt[4]{3i(\zeta - 1/\sqrt[4]{12}) + i(z - \zeta)}} \right)^{-1}
\]

Remark 11. Remark 9 and equation (4.7) imply that there exists small $\xi > 0$ (fixed and independent of $m$) so that for any $y \in (\alpha, \beta)$,
\[
\text{Re}\left( e^{3\pi/4}z'(y) \right) \geq \xi
\]
if (4.7) holds with a negative sign. If the sign is positive, the reverse inequality holds. For the sake of exposition, we assume that we are in the first case (i.e. that of the negative sign). The other case follows along the same line of argument (after replacing $\alpha$ by $\beta$ in Lemmas 12 and 13, as well as in the ensuing computations).

The next two auxiliary lemmas are both used in the final asymptotic bound for the central integral. The reader will note that the orientation of the curve $z(y)$ is ambiguous as is the sign of $z'(y)$. Once we pick the sign however, the orientation becomes unambiguous, as we remark after the proof of Lemma 13.

Lemma 12. If $y \in (\alpha, 0)$\(^1\), then $-\pi/4 \leq \text{Arg}(z - \zeta) \leq 3\pi/4$.

Proof. Remark 11 implies that
\[
\text{Re}\left( e^{3\pi/4}z'(y) \right) \geq 0.
\]
Combining this inequality with
\[
\text{Re}\left( e^{3\pi/4}(z(0) - \zeta) \right) = 0
\]
gives
\[
\text{Re}\left( e^{3\pi/4}(z - \zeta) \right) \leq 0, \quad \forall y \in (\alpha, 0)
\]
and the result follows. \(\square\)

Lemma 13. If $y \in (\alpha, 0)$, then $z(y) \notin \mathbb{R}^+$.

\(^1\)If equation (4.7) holds with the positive sign, then the statement is for $y \in (0, \beta)$.
Proof. Suppose, by way of contradiction, that \( z_0 = z(y_0) \in \mathbb{R}^+ \) for some \( y_0 \in (\alpha, 0) \).

We recall from the definition of \( \phi \) that
\[
\text{Im} \left( \zeta, s + \frac{2a\zeta}{\sqrt{m}} \right) = \text{Im} \left( s\zeta - \zeta^4 - \log \zeta + \frac{2a\zeta^2}{\sqrt{m}} \right).
\]

Note that since \( s \in \mathbb{R} \),
\[
\frac{d}{ds} \text{Im} \left( s\zeta - \zeta^4 - \log \zeta + \frac{2a\zeta^2}{\sqrt{m}} \right) = \text{Im} \zeta < 0.
\]

Thus, since
\[
\text{Im} \left( s\zeta - \zeta^4 - \log \zeta + \frac{2a\zeta^2}{\sqrt{m}} \right) \bigg|_{s=2^{5/2}/3^{1/4} - \frac{2a}{\sqrt{\gamma^2\sqrt{12}}} \sqrt{m}} = 0,
\]
we see that
\[
\text{Im} \left( \zeta, s + \frac{2a\zeta}{\sqrt{m}} \right) = \text{Im} \left( s\zeta - \zeta^4 - \log \zeta + \frac{2a\zeta^2}{\sqrt{m}} \right) + \text{Im} \left( \frac{2a\zeta^2}{\sqrt{m}} \right),
\]

With this inequality, the equation
\[
\text{Im} \left( \zeta, s + \frac{2a\zeta}{\sqrt{m}} \right) = \text{Im} \left( \zeta_0, s + \frac{2a\zeta_0}{\sqrt{m}} \right) \frac{2a\zeta_0}{\sqrt{m}} \text{Im} \zeta
\]
and the inequality \( \text{Im}(\zeta) < 0 \) imply that
\[
z_0 < \text{Re} \zeta.
\]

We combine this inequality with Lemma 5 to conclude \( \pi/2 < \text{Arg}(z_0 - \zeta) < 3\pi/4 \).

Consequently Lemma 5 yields \( |z_0 - \zeta| \leq \sqrt{2}|\zeta - 1/\sqrt{12}| \), and
\[
- \arctan \frac{2}{\sqrt{3}} \leq \text{Arg} \left( 3i(\zeta - 1/\sqrt{12}) + i(z - \zeta) \right) \leq \arctan \frac{2}{\sqrt{3}}.
\]

Since \( -3\pi/4 \leq \text{Arg} e^{i\pi/4}(iz_0 - i\zeta) \leq -\pi/2 \),
\[
\frac{1}{2} \arctan \frac{2}{\sqrt{3}} - \frac{\pi}{2} \geq \text{Arg} e^{i\pi/4}(iz_0 - i\zeta) \sqrt{3i(\zeta - 1/\sqrt{12}) + (iz - i\zeta)} \geq -\frac{3\pi}{4} - \frac{1}{2} \arctan \frac{2}{\sqrt{3}},
\]
a contradiction to (4.6), which stipulates that
\[
y_0 \sim 2^{5/4}3^{-1/8} e^{i\pi/4}(iz_0 - i\zeta) \sqrt{3i(\zeta - 1/\sqrt{12}) + (iz - i\zeta)}.
\]
\[\square\]
Using the asymptotic expansion developed for $z'(y)$ in equation (4.7) we obtain

\[
\left| \int_\alpha^\beta e^{-my^2} z'(y) dy \right| \gtrsim \left| \int_\alpha^\beta e^{-my^2} \left( 3i(\zeta - 1/\sqrt{12}) + i(z - \zeta) + \frac{\sqrt{\sqrt{12}(2^{5/2}/3^{3/4} - s) - \eta}{2\sqrt{6} \sqrt{3i(\zeta - 1/\sqrt{12}) + i(z - \zeta)}} \right) dy \right|^{-1}.
\]

where the last inequality comes from the fact that $|\pi - \text{Arg}(3i(\zeta - 1/\sqrt{12}) + i(z - \zeta))| > \delta$. We note that

\[
|A| \leq \sqrt{|3i(\zeta - 1/\sqrt{12}) + i(z - \zeta)| + \frac{\sqrt{\sqrt{12}(2^{5/2}/3^{3/4} - s) - \eta}{2\sqrt{6} \sqrt{|3i(\zeta - 1/\sqrt{12}) + i(z - \zeta)|}}}
\]

and

\[
|3i(\zeta - 1/\sqrt{12}) + i(z - \zeta)|^2 \sim 9|\zeta - 1/\sqrt{12}|^2 + |z - \zeta|^2 + 6|\zeta - 1/\sqrt{12}| \text{Re}(i(z - \zeta)).
\]

By Lemma [12] the right side above is at least

\[
9|\zeta - 1/\sqrt{12}|^2 + |z - \zeta|^2 - 3\sqrt{2}|\zeta - 1/\sqrt{12}| |z - \zeta|.
\]

As a quadratic polynomial in $|z - \zeta|$, this expression is at least

\[
\frac{9}{2}|\zeta - 1/\sqrt{12}|^2.
\]

Thus

\[
\left| \int_\alpha^\beta e^{-my^2} z'(y) dy \right| \gg \sqrt{|\zeta - 1/\sqrt{12}|} \int_\alpha^0 e^{-my^2} dy
\]

\[
= \frac{\sqrt{|\zeta - 1/\sqrt{12}|}}{\sqrt{m}} \int_{\sqrt{ma}}^0 e^{-y^2} dy \gg \frac{\sqrt{|\zeta - 1/\sqrt{12}|}}{\sqrt{m}},
\]

\[
\text{with } K \text{ as defined in Lemma [13], the previous result implies that } (\alpha, 0) \subset (K, 0).
\]
since $\sqrt{m\alpha} \to \infty$ by Lemma 10. We conclude that

$$
\int_{\alpha \leq y < \beta} e^{m\phi(z,s)} e^{\sqrt{m\alpha^2}} \psi(z) dz \gg e^{-\sqrt{m\alpha^2} + \sqrt{1/12}} \sqrt{\beta - 1/\sqrt{12}}.
$$

We now consider the integral over the tail of $\gamma(y)$, for $y > \beta$. Using (4.4) we find that

$$
\int_{\beta < y < L} e^{m\phi(z,s)} e^{\sqrt{m\alpha^2}} dz = e^{-\sqrt{m\alpha^2} + \sqrt{m\alpha^2} (z - \zeta)^2} z'(y) dy.
$$

The fact that $z = O(\sqrt{y})$ for large $y$ (see the beginning of Section 3.2), coupled with the equivalence

$$(z - \zeta)^2 \sim \frac{1}{m^{1/2} \ln^2 m} \quad \text{(for small y)}$$

imply that

$$(z - \zeta)^2 = O \left( \frac{y}{m^{1/2} \ln^2 m} \right).$$

Just as we did in the central integral estimate, here we also need bounds on $z'(y)$. To this end recall that

$$-2y = (s - 4z^3 - 1/z)z'(y),$$

which implies that for large $y$, $z'(y) = o(1)$. Using the asymptotic expression for $z'(y)$ given in equation (4.7) and the Cauchy inequality, we conclude that for small $y$

$$z'(y) = O \left( \frac{1}{|z - 1/\sqrt{12}|} \right).$$

Combining these results gives that for all $y \in (\beta, L)$,

$$z'(y) = O \left( \frac{1}{|z - 1/\sqrt{12}|} \right).$$

Thus,

$$e^{-\sqrt{m\alpha^2} + \sqrt{m\alpha^2} (z - \zeta)^2} \frac{z'(y)}{z(y)} dy
= O \left( \frac{e^{-\sqrt{m\alpha^2} + \sqrt{m\alpha^2} (z - \zeta)^2} z'(y)}{z(y)} \right) dy
= O \left( \frac{e^{-\sqrt{m\alpha^2} + \sqrt{m\alpha^2} (z - \zeta)^2} z'(y)}{z(y)} \right) dy
= O \left( \frac{e^{-\sqrt{m\alpha^2} + \sqrt{m\alpha^2} (z - \zeta)^2} z'(y)}{z(y)} \right) dy
= o \left( \frac{e^{-\sqrt{m\alpha^2} + \sqrt{m\alpha^2} (z - \zeta)^2} \sqrt{1/12}}{\sqrt{m}} \right).$$

The same conclusion holds – mutatis mutandis – if we replace $\beta$ by $\alpha$. 
We now find an upper-bound for the integral
\[ \int_{\Gamma(y)} e^{m \phi(z,s)} e^{\sqrt{ma} z^2} \frac{dz}{z}, \]
which, after substituting \( z \) by \( -z \), becomes
\[ \int_{-\infty}^{\infty} e^{m \phi(-z,s)} e^{\sqrt{ma} z^2} \frac{z'(y)}{z} dy. \]
Recall that
\[ \text{Re} \left( m \phi(-z,s) + \sqrt{ma} z^2 \right) = \text{Re} \left( -m y^2 + m \phi \left( \zeta, s + \frac{2a \zeta}{\sqrt{m}} \right) - \sqrt{ma} (z - \zeta)^2 \right) - 2ms \text{ Re } z. \]
Now, if \( \alpha < y < \beta \) then the definitions of \( \alpha \) and \( \beta \) imply that \( \text{Re } z > 0 \) and \( \text{Re } z = \Omega(1) \). Consequently,
\[ \text{Re} \left( m \phi(-z,s) + \sqrt{ma} z^2 \right) = o \left( -m y^2 + m \phi \left( \zeta, s + \frac{2a \zeta}{\sqrt{m}} \right) - \sqrt{ma} \zeta^2 \right). \]
The bound \( z'(y) = \mathcal{O}(1/|\zeta - 1/\sqrt{12}|) \) thus implies that
\[ \int_{\alpha}^{\beta} e^{\text{Re}(m \phi(-z,s)+\sqrt{ma} z^2)} \frac{z'(y)}{z} dy = o \left( \frac{e^{-\sqrt{ma} \zeta^2 + m \phi \left( \zeta, s + \frac{2a \zeta}{\sqrt{m}} \right)} e^{-m \beta^2/2}}{1 - \sqrt{12}} \right). \]
If, on the other hand, \( y > \beta \) or \( y < \alpha \), we apply \( \sqrt{ma} (z - \zeta)^2 = \mathcal{O}(\sqrt{my}) = o(m y^2) \) to obtain the same asymptotic bound for the integrals
\[ \int_{\beta}^{L} e^{\text{Re}(m \phi(-z,s)+\sqrt{ma} z^2)} dy \quad \text{and} \quad \int_{K}^{\alpha} e^{\text{Re}(m \phi(-z,s)+\sqrt{ma} z^2)} dy. \]
Having developed the asymptotic representation for \( h_m(s) \), we are now ready to compute the change of argument in \( h_m(s) \), which in turn will allow us to count the number of zeros of the generated polynomials under investigation.

5. The change of argument of \( h_m(s) \)

Motivated by the asymptotic analysis in Sections 3 and 4, we define
\[ g(\zeta(s)) = e^{m \phi(\zeta, s + 2a \zeta/\sqrt{m}) - \sqrt{ma} \zeta^2} \frac{2\pi i e^{-i \text{Arg}(\phi_2(\zeta, s + 2a \zeta/\sqrt{m}))/2}}{\zeta \sqrt{m} \sqrt{\phi_2(\zeta, s + 2a \zeta/\sqrt{m})}}. \]

(5.1)

\[ \frac{e^{m \zeta + a \sqrt{ma} \zeta^2 - 2a \zeta^2}}{\sqrt{m} \sqrt{\phi_2(\zeta, s + 2a \zeta/\sqrt{m})}} \], \quad \text{for } s \in J. \]
The goal of this section is to show that the change in the argument of \( h(s) \) is essentially the same as that of \( g(\zeta(s)) \). Our first result is the following.

Lemma 14. Let \( C_1, C_2 > 0 \) be fixed, and \( m \gg 1 \) be such that
\[ I_1 = \left( C_1 \ln \frac{m}{m}, 2^{5/2}/3^{3/4} - \frac{2a}{\sqrt{12} \sqrt{m}} - C_2 e^{-m^{1/4}} \right) \]

\[ ^2 \text{This function } g \text{ clearly depends on } m, \text{ as does } h_m(s). \text{ For the ease of exposition we drop this dependence from the notation.} \]
is a proper subinterval of $J$. Then
\[ \Delta \arg_{s \in I} h(s) = \Delta \arg_{s \in I} g(s) + \delta_1 \]
for some $\delta_1$ satisfying $|\delta_1| \leq \pi/2 + o(1)$.

**Proof.** We recall from Section 4 that if $s$ lies in an interval $\tilde{I} \subset J_1$ satisfying
\[ e^{-m^{1/8}} \ll 2^{5/2}/3^{3/4} - s - \frac{2a}{\sqrt{12}\sqrt{m}} = o(1), \]
then
\[ h(s) \sim e^{-\sqrt{ma}\xi^2 + \phi\left(\zeta, s + \frac{2a\xi}{\sqrt{m}}\right)} \int_\alpha^\beta e^{-my^2 z'(y)}dy, \]
where
\[ \text{Re}\left(e^{-3\pi i/4} \int_\alpha^\beta e^{-my^2 z'(y)}dy\right) \geq 0. \]
Moreover, when
\[ 2^{5/2}/3^{3/4} - s - \frac{2a}{\sqrt{12}\sqrt{m}} = o(1) \]
and
\[ 1/m^{1/2} = o\left(2^{5/2}/3^{3/4} - s - \frac{2a}{\sqrt{12}\sqrt{m}}\right), \]
we have $z(y) - \zeta \prec 1/m^{1/4} = o(\zeta - 1/\sqrt{12})$ for $\alpha \leq y \leq \beta$. Hence, for such values of $s$, the asymptotic expression for $z'(y)$ in equation (4.7) implies that
\[ \text{Arg}\left(e^{-3\pi i/4} \int_\alpha^\beta e^{-my^2 z'(y)}dy\right) = o(1). \]
Thus, if we write
\[ \Delta_{\tilde{I}} \arg \int_\alpha^\beta e^{-my^2 z'(y)}dy = \delta_1, \]
then $|\delta_1| \leq \pi/2 + o(1)$, and
\[ \Delta \arg_{s \in \tilde{I}} h(s) = \Delta \arg_{s \in \tilde{I}} \left(\frac{e^{-\sqrt{ma}\xi^2 + \phi\left(\zeta, s + \frac{2a\xi}{\sqrt{m}}\right)}}{\zeta}\right) + \delta_1. \]
The identity
\[ \phi_{xz}(\zeta, s + 2a\xi/\sqrt{m}) = -2^{7/2}3^{3/4}(\xi - 1/\sqrt{12}) + \mathcal{O}\left((\xi - 1/\sqrt{12})^2\right) \]
gives
\[ \Delta \arg_{s \in \tilde{I}} \left(\frac{1}{\phi_{xz}(\zeta, s + 2a\xi/\sqrt{m})}\right) = o(1), \]
and we conclude that
\[ \Delta \arg_{s \in \tilde{I}} h(s) = \Delta \arg_{s \in \tilde{I}} g(s) + \delta_1. \]
Then the result now follows from the fact that that $h(s) \sim g(\xi(s))$ for $s - 2^{5/2}/3^{3/4} = \Omega(1)$ and $s \gg \ln m/m$ (see the conclusion of Section 3). □

Next, we examine the behavior of $g(\xi(s))$ near the left endpoint of $J_1$. 
Lemma 15. For any fixed $C > 0$ and $m \gg 1$,

$$\Delta \arg_{s \in (0, C \ln m/m)} g(\zeta(s)) = o(1).$$

Proof. Using a computer algebra system, we find that for $s \in (0, C \ln m/m)$ the following equality holds:

$$\zeta(s) = \frac{1}{2} - \frac{i}{2} + \frac{(i + 1)a}{8\sqrt{m}} + \frac{(i - 1)a}{64m} + \frac{is}{16} + O\left(\frac{\ln^2 m}{m^2}\right).$$

Thus,

$$\Delta \arg_{s \in (0, C \ln m/m)} e^{-c^4} = -\Delta \Im_{s \in (0, C \ln m/m)} \zeta^4$$

$$= -\Delta \Im_{s \in (0, C \ln m/m)} 4 \left(\frac{1}{2} - \frac{i}{2} + \frac{(i + 1)a}{8\sqrt{m}} + \frac{(i - 1)a}{64m}\right) \frac{is}{16} + O\left(\frac{\ln^2 m}{m^2}\right)$$

$$= \frac{s}{16} + O\left(\frac{1}{m^{3/2}}\right),$$

and

$$\Delta \arg_{s \in (0, C \ln m/m)} \frac{1}{\zeta(s)} = -\Delta \arg_{s \in (0, C \ln m/m)} \zeta(s)$$

$$= -\Delta \arg_{s \in (0, C \ln m/m)} \left(\frac{1}{16} \left(1 - \frac{i}{2} + \frac{(i + 1)a}{8\sqrt{m}} + \frac{(i - 1)a}{64m}\right) + O\left(\frac{\ln^2 m}{m^2}\right)\right)$$

$$= -\Delta \arg_{s \in (0, C \ln m/m)} \left(1 + \frac{is}{8(1 - i)}\right) + O\left(\frac{\ln^2 m}{m^{3/2}}\right)$$

$$= -\frac{s}{16} + O\left(\frac{\ln^2 m}{m^{3/2}}\right).$$

The conclusion is now immediate from the definition of $g(\zeta(s))$. \qed

By combining the results of the preceding two Lemmas with Remark (11), we find that

$$\Delta \arg_{s \in I_1} h(s)$$

$$= \Delta \arg_{s \in \left(0, 2^{5/2}/3^{3/4} - \frac{2a}{\sqrt{12}\sqrt{m}} - C_2e^{-m^{1/8}}\right)} g(s) + \delta_1.$$ 

Completely analogous arguments show that if

$$I_2 = \left(C_1 \ln m/m, 2^{5/2}/3^{3/4} + \frac{2a}{\sqrt{12}\sqrt{m}} - C_2e^{-m^{1/8}}\right),$$

then

$$\Delta_{s \in I_2} h(s)$$

$$= \Delta \arg_{s \in \left(0, 2^{5/2}/3^{3/4} - \frac{2a}{\sqrt{12}\sqrt{m}} - C_2e^{-m^{1/8}}\right)} g(s) + \delta_2,$$

where $|\delta_2| \leq \pi/2 + o(1)$. It follows from the definition of $g(s)$ in (5.1) that

$$|\Delta \arg_{s \in I_1} h(s)| + |\Delta_{s \in I_2} \arg h(s)|$$

is at least

$$|f(s_1) - f(is_2)| - \delta,$$
where

\[ 0 < \delta \leq \pi + o(1), \]

\[ f(s) = \text{Im} \left( ms\zeta + a\sqrt{m}\zeta^2 - \zeta^4 \right) - (m + 1) \text{Arg} \zeta - \text{Arg}(\phi_2(\zeta, s + 2a\zeta/\sqrt{m}))/2, \]

\[ s_1 = 2^{5/2}/3^{3/4} - \frac{2a}{\sqrt{12}\sqrt{m}} - C_2e^{-m^{1/8}}, \quad \text{and} \]

\[ s_2 = 2^{5/2}/3^{3/4} + \frac{2a}{\sqrt{12}\sqrt{m}} - C_2e^{-m^{1/8}}. \]

Recall from Lemma 5 that

\[ \zeta(s_1) = \frac{1}{\sqrt{12}} + O \left( e^{-m^{1/8}/2} \right), \]

\[ \zeta(is_2) = -i\frac{1}{\sqrt{12}} + O \left( e^{-m^{1/8}/2} \right). \]

Since

\[ \phi_2(\zeta, s + 2a\zeta/\sqrt{m}) = -2^{7/2}3^{3/4}(\zeta - 1/\sqrt{12}) + O \left( (\zeta - 1/\sqrt{12})^2 \right), \quad (s \in J_1) \]

we conclude that

\[ f(s_1) = -\frac{\pi}{2} + o(1). \]

Similarly, the identity

\[ \phi_2(\zeta, s + 2a\zeta/\sqrt{m}) = i2^{7/2}3^{3/4}(\zeta + i/\sqrt{12}) + O \left( (\zeta + i/\sqrt{12})^2 \right), \quad (s \in iJ_2) \]

yields

\[ f(is_2) = \frac{m + 1}{2} - \frac{\pi}{2} + o(1). \]

Consequently,

\[ |\Delta \arg_{s \in I_1} h(s)| + |\Delta_{s \in iI_2} \arg h(s)| \geq \frac{m + 1}{2} - \pi - \delta \]

for some \( 0 < \delta \leq \pi + o(1) \). It follows that the number of nonzero real or purely imaginary zeros of \( H_m(s) \) counting multiplicity is at least

\[ 2 \left[ \frac{m + 1}{2} - 1 + o(1) \right] \geq \begin{cases} m - 2 & \text{if } m \text{ is even} \\ m - 3 & \text{if } m \text{ is odd} \end{cases} \]

Since \( H_m(s) \) real polynomial of degree \( m \) which is even (odd) if \( m \) is even (odd) – for a nice explicit formula see (6.8) – it follows that if \( s \) is a (complex) zero of \( H_m(s) \), then so are \( -s, \overline{s}, \) and \( -\overline{s} \). We conclude from the lower bound above that all zeros of \( H_m(s) \) must be either real or purely imaginary. This completes the proof of Theorem 1.

\[ \text{3after the suitable change of variables} \]
6. Combinatorial Sheffer sequences

In this last section we give a couple of combinatorial results concerning Sheffer sequences heretofore discussed from an analytical perspective. Let \( \mathbb{C}[[z]] \) be the ring of formal power series in variable \( z \) over the complex field \( \mathbb{C} \). A polynomial sequence \( \{P_n(x)\}_{n=0}^{\infty} \) is said to be a Sheffer sequence for \( (g, f) \) if there exist \( g, f \in \mathbb{C}[[z]] \) where \( g(0) \neq 0, \ f(0) = 0 \) and \( f'(0) \neq 0 \) such that

\[
g(z)e^{zf(z)} = \sum_{n=0}^{\infty} P_n(x) \frac{z^n}{n!},
\]

where \( P_n(x) \) is a polynomial of degree \( n \). From the definition it follows at once that if \( P_n(x) = \sum_{k=0}^{n} a_{n,k} x^k \) then \( \{P_n(x)\}_{n \geq 0} \) can be rewritten as a matrix product:

\[
(P_0(x), P_1(x), \ldots)^T = AX,
\]

where \( A = [a_{n,k}]_{n,k \geq 0} \) is the coefficient matrix of the Sheffer sequence \( \{P_n(x)\}_{n=0}^{\infty} \), and \( X = (1, x, x^2, \ldots)^T \). It can be easily shown that \( \{P_n(x)\}_{n=0}^{\infty} \) is a Sheffer sequence for \( (g, f) \) if and only if its coefficient matrix \( A = [a_{n,k}]_{n,k \geq 0} \) is an exponential Riordan matrix denoted by \([g, f]\) and defined by

\[
a_{n,k} = \frac{n!}{k!}[z^n]gf^k,
\]

where \([z^n]\) is the notation for the coefficient extraction operator.

In this section, we consider polynomials in the sequence \( \{P_n(x)\}_{n=0}^{\infty} \) generated by

\[
\sum_{n=0}^{\infty} P_n(x) \frac{z^n}{n!} = e^{az+bz^2}.
\]

By (6.1) and (6.2) the generated sequence is a Sheffer sequence with the coefficient matrix given by the exponential Riordan matrix:

\[
A = \left[e^{az+bz^2}, z\right] = [a_{n,k}]_{n,k \geq 0}.
\]

Since

\[
[z^n]e^{az+bz^2} = \sum_{j=0}^{n} [z^{n-j}]e^{az} [z^j]e^{bz^2} = \sum_{j=0}^{\lfloor n/2 \rfloor} [z^{n-2j}]e^{az} [z^{2j}]e^{bz^2} = \sum_{j=0}^{\lfloor n/2 \rfloor} \frac{a^{n-2j}}{(n-2j)!} \frac{b^j}{j!} := c_n(a, b),
\]

we obtain

\[
e^{az+bz^2} = \sum_{n=0}^{\infty} c_n(a, b) z^{2n} = \sum_{n=0}^{\infty} (2n)! c_n(a, b) \frac{z^{2n}}{(2n)!} = 1 + 2a\frac{z^2}{2!} + 12(a^2 + 6b)\frac{z^4}{4!} + 120a(a^2 + 6b)\frac{z^6}{6!} \cdots.
\]

It now follows from (6.3), (6.5) and (6.6) that if \( n-k \) is even, then

\[
a_{n,k} = \frac{n!}{k!}[z^{n-k}]e^{az+bz^2} = \frac{n!}{k!} c_{n-k}(a, b),
\]

where

\[
g(z)e^{zf(z)} = \sum_{n=0}^{\infty} P_n(x) \frac{z^n}{n!},
\]
and $a_{n,k} = 0$ otherwise. Moreover, since $P_n(x) = \sum_{k=0}^{n} a_{n,k}x^k$, it immediately follows from (6.7) that for $m = 0, 1, \ldots$

\begin{equation}
(6.8) \quad P_{2m}(x) = \sum_{k=0}^{m} \frac{(2m)!}{(2k)!} c_{m-k}(a, b)x^{2k},
\end{equation}

\begin{equation}
(6.9) \quad P_{2m+1}(x) = \sum_{k=0}^{m} \frac{(2m+1)!}{(2k+1)!} c_{m-k}(a, b)x^{2k+1}.
\end{equation}

A few rows of the matrix $A$ are shown below:

\begin{equation}
(6.10) \quad A = \begin{bmatrix}
1 & 0 & 1 & O \\
0 & 2a & 0 & 1 \\
0 & 6a & 0 & 1 \\
0 & 12(a^2+2b) & 0 & 2a & 0 & 1 \\
0 & 60(a^2+2b) & 0 & 20a & 0 & 1 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots
\end{bmatrix}.
\end{equation}

**Theorem 16.** The Sheffer sequence $\{P_n(x)\}_{n=0}^{\infty}$ generated by (6.4) satisfies the following recurrence relation for $n \geq 4$:

\begin{equation}
(6.11) \quad P_n(x) = xP_{n-1}(x) + 2a \binom{n-1}{1} P_{n-2}(x) + 24b \binom{n-1}{3} P_{n-4}(x),
\end{equation}

where $P_0(x) = 1$, $P_1(x) = x$, $P_2(x) = 2a + x^2$, and $P_3(x) = 6ax + x^3$.

**Proof.** For $k \geq 0$ let $P_k(x) = (P_k(x), P_{k+1}(x), \ldots)^T$. We first note that (6.11) is equivalent to the matrix equation:

\begin{equation}
(6.12) \quad P_1(x) = (B + xI)P_0(x),
\end{equation}

where

\begin{equation}
B = \begin{bmatrix}
0 & 2a & 0 & 0 & O \\
0 & 4a & 0 & 0 & 0 \\
0 & 24b & 0 & 6a & 0 \\
0 & \cdots & 0 & 24b(n-1) & 0 \\
0 & 0 & 24b(n-1) & 0 & 2a(n-1) & 0 \\
\vdots & \cdots & \ddots & \ddots & \ddots & \ddots & \ddots
\end{bmatrix}
\end{equation}

and $I$ is the infinite identity matrix. Moreover, $P_0(x) = AX$ from (6.2). Since $A^{-1} = [e^{-ax^2 - bx^4}, z]$ it can be easily shown that

\begin{equation}
(6.13) \quad A^{-1}UA = B + U,
\end{equation}

where $U$ is the upper shift matrix with ones only on the superdiagonal and zeros elsewhere. Thus we have

\begin{equation}
(6.14) \quad P_1(x) = UP_0(x) = UAX = (AB + AU)X = (BA)X + (AU)X.
\end{equation}

Since $B$ can be expressed as the exponential Riordan matrix of the Appell form given by $[2az + 24bz^3/3!, z]$, we immediately obtain $AB = BA$. Thus

\begin{equation}
(AB)X = (BA)X = B(AX) = BP_0(x).
\end{equation}
Clearly, $(AU)X = A(UX) = xP_0(x)$. Hence it follows from (6.14) that
\[ P_1(x) = BP_0(x) + xP_0(x) = (B + xI)P_0(x), \]
which proves (6.12). □

We now ask the reader to consider a marked generating tree, in order to give combinatorial meaning to the coefficients of a Sheffer sequence \( \{P_n(x)\}_{n=0}^{\infty} \). A marked generating tree \( \begin{pmatrix} 1 \\ 7 \end{pmatrix} \) is a labeled tree with a root, where non-marked or marked labels of nodes at each level \( n \geq 0 \) are determined by a specified rule called the succession rule. By convention, the root is a node with label 0 at level 0. The nodes with a non-marked label \( k \) and a marked label \( \bar{k} \) will be denoted by \( (k) \) and \( (\bar{k}) \) respectively. The works \[ 2, 3, 7 \], studied a method to represent the succession rule \((6.15)\) is obtained from the production matrix \( P \), where if \( p_{k,i} < 0 \) then \( (i)^{p_{k,i}} \); and if \( p_{k,i} > 0 \) then \( |i|^{p_{k,i}} \) is the number of marked nodes \( (i) \) produced by node \( (k) \), denoted by \( (i)^{p_{k,i}} \). Then the succession rule for each node \( (k) \) with \( k \geq 0 \) turns out as follows:

\[
(6.15) \quad \begin{cases}
\text{root :} & (0) \\
\text{rule :} & (k) \rightarrow (0)^{p_{k,0}}(1)^{p_{k,1}} \cdots (k + 1)^{p_{k,k+1}}
\end{cases}
\]

where if \( p_{k,i} < 0 \) then \( (i)^{p_{k,i}} \) is converted to \( (i)^{|p_{k,i}|} \), and \( (\bar{i}) = (i) \).

The following lemma follows immediately from \[ 2, 3, 7 \]. The basic idea is that marked labels annihilate the non-marked labels with the same number at the same level.

**Lemma 17.** Let \( A = [a_{n,k}] \) be an exponential Riordan matrix of integer entries with all diagonal elements equal to 1. Then there exists a marked generating tree associated to \( A \) such that

(a) the succession rule \((6.15)\) is obtained from the production matrix \( P = [p_{k,i}] \) given by \( P = A^{-1}UA \) for the upper shift matrix \( U \).

(b) \( a_{n,k} \) can be interpreted combinatorially by the difference between the numbers of nodes \( (k) \) and \( (\bar{k}) \) at level \( n \).

By the recurrence relation in Theorem \[ 16 \] and Lemma \[ 17 \] we arrive at the following theorem.

**Theorem 18.** Let \( \{P_n(x)\}_{n=0}^{\infty} \) be the Sheffer sequence with generating function \( e^{ax+az^2+bz^3} \) where \( a, b \) are integers with \( a > 0 \) and \( b < 0 \). For \( k = 0, 1, \ldots, n \), let \( \mu_n(k) \) and \( \bar{\mu}_n(k) \) respectively denote the numbers of non-marked nodes \( (k) \) and marked nodes \( (\bar{k}) \) at level \( n \) in the marked generating tree specification:

\[
(6.16) \quad \begin{cases}
\text{root :} & (0) \\
\text{rule :} & \begin{cases}
(k) \rightarrow (k-3)^{24\mid b\mid (3)}(k-1)^{2ak}(k+1)^1, \\
(\bar{k}) \rightarrow (k-3)^{24\mid b\mid (3)}(k-1)^{2ak}(k+1)^1
\end{cases}
\end{cases}
\]

where \( (i)^0 \) is the empty node. Then

\[
(6.17) \quad \left[ x^k \right] P_n(x) = \mu_n(k) - \bar{\mu}_n(k).
\]
Proof. Let $A = [a_{n,k}]$ be the coefficient matrix with $a_{n,k} = [x^k]P_n(x)$. Since $a, b$ are integers, from (6.5) and (6.10) we see that $A$ is the exponential Riordan matrix $\left[e^{ax^2+bz^4}, z\right]$ whose entries are integers with all diagonal elements equal to 1. By Lemma 17 there exists a marked generating tree associated to $A$ such that the production matrix is given by $P = A^{-1}UA$. Thus it follows from (6.13) that $B + U$ is the production matrix of the generating tree. Let $B + U = [p_{n,k}]$. Then we obtain

$$p_{k,k+1} = 1, \quad p_{k,k-1} = 2ak, \quad p_{k,k-3} = 24b \binom{k}{3}, \quad \text{otherwise } p_{n,k} = 0. \tag{6.18}$$

Since $b < 0$ the succession rule (6.16) follows from (6.15) and (6.18). Moreover, by (b) of Lemma 17 we have (6.17), as required. \hfill \Box

Example 19. For instance, from rule (6.16) we obtain the succession rule for $k = 0, 1, 2, 3$:

$$(0) \rightarrow (1)^1, \quad (1) \rightarrow (0)^{2a}(2)^1, \quad (2) \rightarrow (1)^{4a}(3)^1, \quad (3) \rightarrow (0)^{24|b|}(2)^{6a}(4)^1.$$

Thus the marked generating tree has the following nodes at each level $n = 0, 1, 2, 3, 4$, with the associated polynomials $P_n(x)$ as indicated:

- $n = 0 : P_0(x) = 1$
- $n = 1 : P_1(x) = x$
- $n = 2 : P_2(x) = 2a + x^2$
- $n = 3 : P_3(x) = 6ax + x^3$
- $n = 4 : P_4(x) = (12a^2 + 24b) + 12ax^2 + x^4$.
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