Abstract—Bayesian Neural Networks (BNNs) have long been considered an ideal, yet unscaleable solution for improving the robustness and the predictive uncertainty of deep neural networks. While they could capture more accurately the posterior distribution of the network parameters, most BNN approaches are either limited to small networks or rely on constraining assumptions, e.g., parameter independence. These drawbacks have enabled prominence of simple, but computationally heavy approaches such as Deep Ensembles, whose training and testing costs increase linearly with the number of networks. In this work we aim for efficient deep BNNs amenable to complex computer vision architectures, e.g., ResNet-50 DeepLabv3+, and tasks, e.g., semantic segmentation and image classification, with fewer assumptions on the parameters. We achieve this by leveraging variational autoencoders (VAEs) to learn the interaction and the latent distribution of the parameters at each network layer. Our approach, called Latent-Posterior BNN (LP-BNN), is compatible with the recent BatchEnsemble method, leading to highly efficient (in terms of computation and memory during both training and testing) ensembles. LP-BNNs attain competitive results across multiple metrics in several challenging benchmarks for image classification, semantic segmentation, and out-of-distribution detection.

Index Terms—Uncertainty estimation, deep neural network ensembles, Bayesian neural network.

I. INTRODUCTION

Most top-performing approaches for predictive uncertainty estimation with Deep Neural Networks (DNNs) [1], [2], [3], [4] are essentially based on ensembles, in particular Deep Ensembles (DE) [1], which have been shown to display many strengths: stability, mode diversity, good calibration, etc. [5]. In addition, through the Bayesian lens, ensembles enable a more straightforward separation and quantification of the sources and forms of uncertainty [1], [6], [7], which in turn allows for a better communication of the decisions to humans [8], [9] or to connected modules in an autonomous system [10]. This is crucial for real-world decision making systems. Although originally introduced as simple and scalable alternative to Bayesian Neural Networks (BNNs) [11], [12], DE still have notable drawbacks in terms of computational cost for both training and testing, that often make them prohibitive in practical applications.

In this work we address uncertainty estimation with BNNs, the departure point of DE. BNNs propose an intuitive and elegant formalism suited for this task by estimating the posterior distribution over the parameters of a network conditioned on training data. Performing exact inference BNNs is intractable and most approaches require approximations. The most common one is the mean-field assumption [13], i.e., the weights are assumed to be independent of each other and factorized by their own distribution, usually Gaussian [14], [15], [16], [17], [18], [19]. However, this approximation can be damaging [11], [20] as a more complex organization can emerge within network layers, and that higher level correlations contribute to better performance and generalization [21], [22], [23]. Yet, even under such settings, BNNs are challenging to train at scale on modern DNN architectures [24], [25]. In response, researchers have looked into structured-covariance approximations [19], [26], [27], [28], however they further increase memory and time complexity over the original mean-field approximation.

Here, we revisit BNNs in a pragmatic manner. We propose an approach to estimate the posterior of a BNN with layer-level inter-weight correlations, in a stable and computationally efficient manner, compatible with modern DNNs and complex computer vision tasks, e.g., semantic segmentation. We advance a novel deep BNN model, dubbed Latent Posterior BNN (LP-BNN), where the posterior distribution of the weights at each layer is encoded with a variational autoencoder (VAE) [29] into a lower-dimensional latent space that follows a Gaussian distribution (see Fig. 1). We switch from the inference of the posterior in the high dimensional space of the network weights to a lower dimensional space which is easier to learn and already encapsulates weight interaction information. LP-BNN is naturally compatible with the recent BatchEnsemble (BE) approach [30] that enables learning a more diverse posterior from the weights of the BE sub-networks. Their combination outperforms most of related approaches across a breadth of benchmarks and metrics. In particular, LP-BNN is competitive with DE and has significantly lower costs for training and prediction.
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TABLE I  
SUMMARY OF THE MAIN NOTATIONS OF THE PAPER

| Notations | Meaning |
|-----------|---------|
| \(D = \{(x_i, y_i)\}_{i=1}^n\) | the set of \(n\) data samples and the corresponding labels |
| \(\Theta\) | the set of weights of a DNN |
| \(P(\Theta)\) | the prior distribution over the weights of a DNN |
| \(Q_\nu(\Theta)\) | the variational prior distribution over the weights of a DNN used in standard BNNs [16] |
| \(\nu\) | the parameters of the variational prior distribution over the weights of a DNN used in standard BNNs [16] |
| \(P(y_i | x_i, \Theta)\) | the likelihood that DNN outputs \(y_i\) following a prediction over input image \(x_i\) |
| \(J\) | the number of ensembling DNNs |
| \(\varrho_{\text{mean}} = (W_{\text{mean}})\) | the shared “slow” weights of the network |
| \(\varrho_{\text{fast}} = \{W_{j}\}_{j=1}^J = \{\{r_j, \sigma_j\}\}_{j=1}^J\) | the set of individual “fast” weights of BatchEnsemble for ensembling of \(J\) networks |
| \(\varrho_{\text{fast}}^\text{mean} = \{\{\hat{r}_j, \hat{\sigma}_j\}\}_{j=1}^J\) | the set of fast weights of LP-BNN for ensembling of \(J\) networks. \(r_j\) are sampled from the latent weight space of weights \(r_j\). |
| \(\varrho_{\text{varenc}} = \{\{\varphi_j, \psi_j\}\}_{j=1}^J\) | the parameters of the VAE for computing the low dimensional latent distribution of \(r_j\) |
| \(g_{\text{enc}}(\cdot)\) | the encoder of the VAE applied on \(r\) |
| \(g_{\text{dec}}(\cdot)\) | the decoder of the VAE for reconstructing \(\hat{r}\) from latent code of \(r\) |
| \(Q_{\varphi}(\mathbf{z} | \tau)\) | the variational distribution over the weights \(\tau\) to approximate the intractable posterior \(P_{\varphi}(\mathbf{z} | \tau)\) |
| \((\mu_j, \sigma_j) = g_{\text{enc}}^\text{mean}(r_j)\) | encoder output that parameterizes a multivariate Gaussian with diagonal covariance |
| \(x_i \sim Q_{\varphi}(\mathbf{z} | \tau) = N(\mathbf{z}; \mu_j, \sigma_j^2 I)\) | sampling a latent code \(\mathbf{z}\) from the latent distribution |
| \(P_{\varphi}(\mathbf{z}_j) = N(\mathbf{z}; 0, I)\) with \(j \in [1, J]\) | the prior distribution on \(\mathbf{z}_j\) |
| \(r_j = g_{\text{dec}}^\text{mean}(\sigma_j)\) | the reconstruction of \(r_j\) from its latent distribution, i.e. the variational fast weights |
| \(\mathbf{W}_j = W_{\text{mean}} \odot (\mathbf{r}_j\mathbf{r}_j^T)\) | the weight of a BatchEnsemble network \(j\) computed from slow and fast weights where \(\odot\) is the Hadamard product and \((\mathbf{r}_j\mathbf{r}_j^T)\) the inner product between these two vectors |
| \(\mathbf{W}_j = W_{\text{mean}} \odot (\mathbf{r}_j\mathbf{r}_j^T)\) | the weight of LP-BNN network network \(j\) computed from slow and variational fast weights |

Fig. 1. In a standard NN each weight has a fixed value. In most BNNs all weights follow Gaussian distributions and are assumed to be mutually independent: each weight is factorized by a Gaussian distribution. This enables computing expressive weight distributions in a lower dimensional space.

Contributions: To summarize, the contributions of our work are: (1) We introduce a scalable approach for BNNs to implicitly capture layer-level weight correlations enabling more expressive posterior approximations, by foregoing the limiting mean-field assumption. LP-BNN scales to high capacity DNNs (e.g., 50+ layers and 30M parameters for DeepLabv3+), while still training on a single V100 GPU. (2) We propose to leverage VAEs for computing the posterior distribution of the weights by projecting them in the latent space. This improves significantly training stability while ensuring diversity of the sampled weights. (3) We extensively evaluate our method on a range of computer vision tasks and settings: image classification for in-domain uncertainty, out-of-distribution (OOD) detection, robustness to distribution shift, and semantic segmentation (high-resolution images, strong class imbalance) for OOD detection.

We demonstrate that LP-BNN achieves similar performances with high-performing Deep Ensembles, while being substantially more efficient computationally.

In the rest of the paper, we will first introduce the background in Section II, then we present our approach in Section III, we describe all the notations used in the paper in Section IV, then we present the related works in Section V. Finally we present our experiments and results in Section VI.

II. BACKGROUND

In this section, we present the chosen formalism for this work and a short background on BNNs. All the notations used in the paper are referenced in Table I.
loss function. For simplicity we unroll our reasoning for the classification task. In supervised learning, we leverage gradient descent for learning $\Theta$ that minimizes the cross-entropy loss, which is equivalent to finding the parameters that maximize the likelihood estimation (MLE) $P(D \mid \Theta)$ over the training set $\Theta_{\text{MLE}} = \arg\max_{\Theta} \sum_{(x_i, y_i) \in D} \log P(y_i \mid x_i, \Theta)$, or equivalently minimize the following loss function:

$$L_{\text{MLE}}(\Theta) = - \sum_{(x_i, y_i) \in D} \log P(y_i \mid x_i, \Theta). \quad (1)$$

The Bayesian approach enables adding prior information on the parameters $\Theta$ by placing a prior distribution $P(\Theta)$ upon them. This prior represents some expert knowledge about the dataset and the model. Instead of maximizing the likelihood, we can now find the maximum a posteriori (MAP) weights for $P(\Theta \mid D) \propto P(D \mid \Theta)P(\Theta)$ to compute $\Theta_{\text{MAP}} = \arg\max_{\Theta} \sum_{(x_i, y_i) \in D} \log P(y_i \mid x_i, \Theta) + \log P(\Theta)$, i.e., to minimize the following loss function:

$$L_{\text{MAP}}(\Theta) = - \sum_{(x_i, y_i) \in D} \log P(y_i \mid x_i, \Theta) - \log P(\Theta), \quad (2)$$

inducing a specific distribution over the functions computed by the network and a regularization of the weights. For a Gaussian prior, (2) reads as $L_2$ regularization (weight decay).

**B. Bayesian Neural Networks**

In most neural networks only the $\Theta_{\text{MAP}}$ weights computed during training are kept for predictions. Conversely, in BNNs we aim to find the posterior distribution $P(\Theta \mid D)$ of the parameters given the training dataset, not only the values corresponding to the MAP. Here we can make a prediction $y$ on a new sample $x$ by computing the expectation of the predictions from an infinite ensemble corresponding to different configurations of the weights sampled from the posterior distribution

$$P(y \mid x, D) = \int P(y \mid x, \Theta)P(\Theta \mid D)d\Theta, \quad (3)$$

which is also known as Bayes ensemble. The integral in (3), which is calculated over the domain of $\Theta$, is intractable, and in practice it is approximated by averaging predictions from a limited set $\{\Theta_1, \ldots, \Theta_J\}$ of $J$ weight configurations sampled from the posterior distribution

$$P(y \mid x, D) \approx \frac{1}{J} \sum_{j=1}^{J} P(y \mid x, \Theta_j). \quad (4)$$

Although BNNs are elegant and easy to formulate, their inference is non-trivial and has been subject to extensive research across the years [11], [12], [14]. Early approaches relied on Markov chain Monte Carlo variants for inference, while progress in variational inference (VI) [13] has enabled a recent revival of BNNs [15], [16], [17]. VI turns posterior inference into an optimization problem. In detail, VI finds the parameters $\nu$ of a distribution $Q_\nu(\Theta)$ on the weights that approximates the true Bayesian posterior distribution of the weights $P(\Theta \mid D)$ through KL-divergence minimization. This is equivalent to minimizing the following loss function, also known as expected lower bound (ELBO) loss [16], [29]:

$$L_{\text{BNN}}(\Theta, \nu) = - \sum_{(x_i, y_i) \in D} \mathbb{E}_{Q_\nu(\Theta)} \log (P(y_i \mid x_i, \Theta)) + D_{\text{KL}}(Q_\nu(\Theta)\|P(\Theta)). \quad (5)$$

The loss function $L_{\text{BNN}}(\Theta, \nu)$ is composed of two terms: the KL term depends on the weights and the prior $P(\Theta)$, while the likelihood term is data dependent. This function strives to simultaneously capture faithfully the complexity and diversity of the information from data $D$, while preserving the simplicity of the prior $P(\Theta)$. To optimize this loss function, Blundell et al. [16] proposed leveraging the re-parameterization trick [29], [31], foregoing the expensive MC estimates.

**C. Discussion About BNNs**

BNNs are particularly appealing for uncertainty quantification thanks to the ensemble of predictions from multiple weight configurations sampled from the posterior distribution. However this brings an increased computational and memory cost. For instance, the simplest variant of BNNs with fully factorized Gaussian approximation distributions [15], [16], i.e., each weight consists of a Gaussian mean and variance, carries a double amount of parameters. In addition, recent works [24], [25] point out that BNNs often underfit, and need multiple tunings to stabilize training dynamics involved by the loss function and the variance from weight samplings at each forward pass. Due to computational limitations, most BNN approaches assume that parameters are not correlated. This hinders their effectiveness [20], as empirical evidence has shown that encouraging weight collaboration improves training stability and generalization [22], [23], [32].

In order to calculate a tractable weight correlation aware posterior distribution, we propose to calculate the covariance matrix implicitly. This implicit calculation is performed by considering that each weight of the DNN has a latent variable following a distribution that we want to estimate. Hence we propose a new layer where a VAE encodes each layer to compute compressed latent distributions from which we can sample new weight configurations. We rely on the recent BatchEnsemble (BE) method [30] to further improve the parameter-efficiency of BNNs. We now proceed to describe BE and then derive our approach.

**D. BatchEnsemble**

Deep Ensembles (DEs) [1] are a popular and pragmatic alternative to BNNs. While DEs boast outstanding accuracy and predictive uncertainty, their training and testing cost increases linearly with the number of networks. This drawback has motivated the emergence of a recent stream of works proposing efficient ensemble methods [2], [3], [4], [30], [33]. One of the most promising ones is BatchEnsemble [30], which mimics in a parameter-efficient manner one of the main strengths of DE, i.e., diverse predictions [5].
In a nutshell, BE builds up an ensemble from a single base network (shared among ensemble members) and a set of layer-wise weight matrices specific to each member. At each layer, the weight of each ensemble member is generated from the Hadamard product between a weight shared among all ensemble members, called “slow weight”, and a Rank-1 matrix that varies among all members, called “fast weight”. Formally, let $W_{\text{share}} \in \mathbb{R}^{m \times p}$ be the slow weights in a neural network layer with input dimension $m$ and with $p$ outputs. Each member $j$ from an ensemble of size $J$ owns a fast weight matrix $W_j \in \mathbb{R}^{m \times p}$, $W_j$ is a Rank-1 matrix computed from a tuple of trainable vectors $r_j \in \mathbb{R}^m$ and $s_j \in \mathbb{R}^p$, with $W_j = r_j s_j^\top$. BE generates from them a family of ensemble weights as follows: $W_j = W_{\text{share}} \odot W_j$, where $\odot$ is the Hadamard product. Each $W_j$ member of the ensemble is essentially a Rank-1 perturbation of the shared weights $W_{\text{share}}$ (see Fig. 2). The sequence of operations during the forward pass reads

$$h = a \left( (W_{\text{share}}(x) \odot s_j) \odot r_j \right),$$

where $a$ is an activation function and $h$ the output activations.

The operations in BE can be efficiently vectorized, enabling each member to process in parallel the corresponding subset of samples from the mini-batch. $W_{\text{share}}$ is trained in a standard manner over all samples in the mini-batch. A BE network $f_{\text{BE}}$ is parameterized by an extended set of parameters $\Theta_{\text{BE}} = \{ \theta_{\text{slow}} : \{W_{\text{share}} \}, \theta_{\text{fast}} : \{r_j, s_j\} \}_{j=1}^J \}$.

With its multiple sub-networks parameterized by a reduced set of weights, BE is a practical method that can potentially improve the scalability of BNNs. We take advantage of the small size of the fast weights to capture efficiently the interactions between units and to compute a latent distribution of the weights. We detail our approach below.

### III. Efficient Bayesian Neural Networks

#### A. Encoding the Posterior Weight Distribution

Most BNN variants assume full independence between weights, both inter- and intra-layer. Modeling precisely weight correlations in modern high capacity DNNs with thousands to millions of parameters per layer [34] is however a daunting endeavor due to computational intractability. Yet, multiple strategies aiming to boost weight collaboration in one way or another, e.g., Dropout [23], WeightNorm [22], Weight Standardization [32], have proven to improve training speed, stability and generalization. Ignoring weight correlations might partially explain the shortcomings of BNNs in terms of underfitting [24], [25]. This motivates us to find a scalable way to compute the posterior distribution of the weights without discarding their correlations.

Li et al. [35] have recently found that the intrinsic dimension of DNNs can be in the order of hundreds to a few thousands. The good performances of BE, that builds on weights from a low-rank subspace, further confirm this finding. For efficiency, we leverage the Rank-1 subspace decomposition in BE and estimate here the distribution of the weights, leading to a novel form of BNNs. Formally, instead of computing the posterior distribution $P(\Theta \mid D)$, we aim now for $P(\Theta_{\text{fast}} \mid D)$.

A first approach would be to compute Rank-1 weight distributions by using $r_j$ and $s_j$ as variational layers, place priors on them and compute their posterior distributions in a similar manner to [16]. Dusenberry et al. [25] show that these Rank-1 BNNs stabilize training by reducing the variance of the sampled weights, due to sampling only from Rank-1 variational distributions instead of full weight matrices. However this raises the memory cost significantly, as training is performed simultaneously over all $J$ sub-networks: on CIFAR-10 for ResNet-50 with $J=4$, the authors use 8 TPUv2 cores with mini-batches of size 64 per core.

We argue that a more efficient way of computing the posterior distribution of the fast weights would be to learn instead the posterior distribution of the lower dimensional latent variables of $\{r, s\} \in \mathbb{R}^{\text{fast}}$. This can be efficiently done with a VAE [29] that can find a variational approximation $Q_\phi(z \mid r)$ to the intractable posterior distribution $P_{\psi}(z \mid r)$, with $z$ an unobserved latent random variable. We assume that $Q_\phi(z \mid r)$ comes from parametric families of distributions differentiable with respect to the parameter $\phi$. VAEs can be seen as a generative model that can deal with complicated dependencies between input dimensions via a probabilistic encoder that projects the input into a latent space following a specific prior distribution. For simplicity and clarity, from here onward we derive our formalism only for $r$ at a single layer and consider weights $s$ to be deterministic. Here the input to the VAE are the weights $r$ and we rely on it to learn the dependencies between weights and encode them into the latent representation.

In detail, for each layer of the network $f_{\Theta}(\cdot)$ we introduce a VAE composed of a one layer encoder $q^{\text{enc}}_\phi(\cdot)$ with variational parameters $\phi$ and a one layer decoder $q^{\text{dec}}_\psi(\cdot)$ with parameters $\psi$. Let the prior over the latent variables be a centered isotropic Gaussian distribution $P_\psi(z) = \mathcal{N}(z; 0, I)$. Like common practice, we let the variational approximate posterior distribution $Q_\phi(z \mid r)$ be a multivariate Gaussian with diagonal covariance. The encoder takes as input a mini-batch of size $J$ (the size of the ensemble) composed of all the $r_j$ weights of this layer and outputs as activations $(\mu_j, \sigma_j^2)$. We sample a (realization) latent variable $z_j$ of a random variable distributed from $\mathcal{N}(\mu_j, \sigma_j^2 I)$.

$^1$To facilitate readability we discard the $j$ indices.
and feed it to the decoder, which in turn outputs the reconstructed weights \( \hat{r}_j \). In other words, at each forward pass, we sample new fast weights \( \hat{r}_j \) from the latent posterior distribution to be further used for generating the ensemble. The weights of each member of the ensemble \( W_j = W_{\text{share}} \odot (r_j, s_j)_j \) are now random variables depending on \( W_{\text{share}}, s_j, r_j \). Note that while in practice we sample \( J \) weight configurations, this approach allows us to generate larger ensembles by sampling multiple times from the same latent distribution. We illustrate an overview of an LP-BNN layer in Fig. 3.

The VAE modules are trained in the standard manner with the ELBO loss function [29] jointly with the rest of the network. The final loss function is

\[
L_{\text{LP-BNN}}(\Theta_{\text{LP-BNN}}) = -\sum_{(x_i, y_i) \in D} E_{z \sim Q_\phi(z | r)} \log \left( P(y_i | x_i, G_{\text{LP-BNN}}, z) \right) + 1/L \left( D_{\text{KL}}(Q_\phi(z | r) || P_\psi(z)) + ||r - \hat{r}||^2 \right),
\]

where \( G_{\text{LP-BNN}} = \{\theta_{\text{slow}}, \theta_{\text{fast}}, \{r_j, s_j\}_{j=1}^J\} \) and \( L \) the number of layers. The loss function is applied to all \( J \) members of the ensemble.

At a first glance, the loss function \( L_{\text{LP-BNN}} \) bears some similarities with \( L_{\text{BNN}} \) (5). Both functions include likelihood and KL terms. The likelihood in \( L_{\text{BNN}} \), i.e., the cross-entropy loss, depends on input data \( x_i \) and on the parameters \( \Theta \) sampled from \( Q_\phi(\Theta) \), while \( L_{\text{LP-BNN}} \) depends on \( z_j \), a latent variable of a random variable distributed from \( Q_\phi(z_j | r_j) \) that lead to the fast weights \( \hat{r}_j \). It guides the weights towards useful values for the main task. The KL term in \( L_{\text{BNN}} \) enforces the per-weight prior, while in \( L_{\text{LP-BNN}} \) it preserves the consistency and simplicity of the common latent distribution of the weights \( r_j \). In addition, \( L_{\text{LP-BNN}} \) has an input weight reconstruction loss (last term in (7)) ensuring that the generated weights \( \hat{r}_j \) are still compatible with the rest of the parameters of the network and do not cause high variance and instabilities during training, as typically occurs in standard BNNs [25].

At test time, we generate the LP-BNN ensemble on the fly by sampling the weights \( \hat{r}_j \) from the encodings of \( r_j \) to compute \( W_j \). For the final prediction we compute the empirical mean of the likelihoods of the ensemble

\[
P(y_i|x_i) = \frac{1}{J} \sum_{j=1}^J P(y_i | x_i, \theta_{\text{slow}}, s_j, \hat{r}_j). \tag{8}
\]

### B. Discussion on LP-BNN

We discuss here the quality of the uncertainty from LP-BNN. The predictive uncertainty of a DNN stems from two main types of uncertainty [36]: aleatoric uncertainty and epistemic uncertainty. The former is related to randomness, typically due to the noise in the data. The latter concerns finite size training datasets. The epistemic uncertainty captures the uncertainty in the DNN parameters and their lack of knowledge on the model that has generated the training data.

In BNN approaches, through likelihood marginalization over weights, the prediction is computed by integrating the outputs from different DNNs weighted by the posterior distribution (3), allowing us to conveniently capture both types of uncertainties [7]. The quality of the uncertainty estimates depends on the diversity of predictions and views provided by the BNN. DE [1] achieves excellent diversity [5] by mimicking BNN ensembles through training of multiple individual models. Recently, Wilson and Izmailov [37] proposed to combine DE and BNNs towards improving diversity further. However, as DE are already computationally demanding, we argue that BE is a more pragmatic choice for increasing the diversity of our BNN, leading to better uncertainty quantification.

Fig. 4 shows a qualitative comparison of the prediction diversity from different methods. We compare LP-BNN, BE, and DE based on WRN-28-10 [38] trained on CIFAR-10 [39] and analyze predictions on CIFAR-10, CIFAR10-C [40], and SVHN [41] test images. SVHN contains digits which have a different distribution from the training data, i.e., predominant epistemic uncertainty, while CIFAR10-C displays a distribution shift via noise corruption, i.e., more aleatoric uncertainty. The expected behavior is that individual DNNs in an ensemble would predict different classes for OOD images and have higher entropy on the corrupted ones, reducing the confidence score of the ensemble. We can see that the diversity of BE is lower for CIFAR10-C and SVHN, leading to poorer results in Table VIII.

In the next section we discuss about our posterior covariance matrix (Section III-C), the link between the size of the ensemble and the covariance matrix approximation (Section III-D), the computational complexity (Section III-E), the training stability (Section III-F) and stability (Section III-G) of LP-BNN, and diversity of LP-BNN.

### C. Covariance Priors of Bayesian Neural Network

We consider a data sample \( (x, y) \), with \( x \in \mathbb{R}^d \) and \( y \in \mathbb{R} \). We process the input data \( x \) with an MLP network \( f_{\theta}(\cdot) \) with parameters \( \Theta \) composed of one hidden layer of \( h \) neurons. We detail the composing operations of the function \( f_{\theta}(\cdot) \) associated to this network: \( f_{\theta}(x) = W_2^T \sigma(W_1^T x) \), where \( \sigma(\cdot) \) is an element-wise activation function. For simplicity, we ignore the biases in this example. \( W_1 \in \mathbb{R}^{d \times h} \) is the weight matrix associated with the first fully connected layer and \( W_2 \in \mathbb{R}^{h \times 1} \) the weights of the
Fig. 4. Diversity of predictions of different ensemble methods. The first row contains in order two images from the test set of CIFAR-10, of CIFAR-10-C, and of SVHN, respectively. The next three rows represent the corresponding outputs of the different sub models for the three ensembling algorithms being considered: LP-BNN, BatchEnsemble and Deep Ensembles.

In BNNs, $W_1$ and $W_2$ represent random variables, while for classic DNNs, they are simply singular realizations of the distribution sought by BNN inference. Most works exploiting in some way the statistics of the network parameters assume, for tractability reasons, that all weights of $W_1$ and $W_2$ follow independent Gaussian distributions. Hence this leads to the following covariance matrix for $W_1$:

$$\text{diag}(\text{var}(W_{i,1}), \ldots, \text{var}(W_{i,d})),$$

where $\text{var}(W_{i,j})$ is the variance of the coefficient $[i,j]$ of matrix $W_1$, $\text{diag}$ is the diagonal operator which takes a vector as input and outputs a diagonal matrix whose diagonal values are equal to the vector coefficients. Similarly, for $W_2$ we will have a diagonal matrix.

Now, let us assume that $W_1$ and $W_2$ have a latent representation $Z_1 = [Z_1[1], Z_1[2], Z_1[3]] \in \mathbb{R}^3$ and $Z_2 = [Z_2[1], Z_2[2], Z_2[3]] \in \mathbb{R}^3$, respectively, such that for every coefficient $[i,j]$ of $W_1$ and $W_2$ there exist real weights $\{\alpha_{1[i,j]}[k]\}_{k=1}^{3}$ and $\{\alpha_{2[i,j]}[k]\}_{k=1}^{3}$ such that: $W_1[i,j] = \sum_{k=1}^{3} \alpha_{1[i,j]}[k]Z_1[k]$ and $W_2[i,j] = \sum_{k=1}^{3} \alpha_{2[i,j]}[k]Z_2[k]$, respectively. In the case of LP-BNN, we consider that each coefficient of $Z_1$ and $Z_2$ represents an independent random variable. Thus, in contrast to approaches based on the mean-field approximation directly on the weights of the DNN, we can have for each layer a non-diagonal covariance matrix with the following variance and covariance terms for $W_1$:

$$\text{var}(W_{i,j}) = \sum_{k=1}^{3} (\alpha_{1[i,j]}[k])^2 \text{var}(Z_1[k]),$$

and

$$\text{cov}(W_{i,j}, W_{i',j'}) = \sum_{k=1}^{3} \alpha_{1[i,j]}[k] \alpha_{1[i',j']}[k] \text{var}(Z_1[k]).$$

This allows us to leverage the lower-dimensional parameters of the distributions of $Z_1$ and $Z_2$ for estimating the higher-dimensional distributions of $W_1$ and $W_2$. In this manner, in LP-BNN we model an implicit covariance of weights at each layer.

We note that several approaches for modeling correlation between weights have been proposed under certain settings and assumptions. For instance, Karaletosos and Bui [42] model correlations between weights within a layer and across layers thanks to a Gaussian process-based approach working in the function space via hierarchical priors instead of directly on the weights. Albeit elegant, this approach is still limited to relatively shallow MLPs (e.g., one hidden layer with 100 units [42]) and cannot scale up yet to deep architectures considered in this work (e.g., ResNet-50). Other approaches [26], [27] model layer-level weight correlations through Matrix Variate Gaussian (MVG) prior distributions, increasing the expressiveness of the
inferred posterior distribution at the cost of further increasing the computational complexity w.r.t. mean-field approximated BNNs [15, 16]. By contrast, LP-BNN does not explicitly model the covariance thanks to LP-BNN’s fully connected layers, which allow it to project the weights into a low-dimensional latent space in which it infers the posterior distribution there. This strategy leads to a lighter BNN that is competitive in terms of computation and performance for complex computer vision tasks.

D. The Utility of Rank-1 Perturbations

One could ask why using the Rank-1 perturbation formalism from BE [30], instead of simply feeding the weights of a layer to the VAE to infer the latent distribution. Rank-1 perturbations significantly reduce the number of weights upon which we train the VAE, due to the decomposition of the fast weights into r and s. This further allows us to consider multiple such weights at each forward pass enabling faster training of the VAE as its training samples are more numerous and more diverse.

Next, we establish connections between the cardinality J of the ensemble and the posterior covariance matrix. The mechanism of placing a prior distribution over the latent space enables an implicit modeling of correlations between weights in their original space. This is a desirable property due to its superior expressiveness [20, 42] but which can be otherwise computationally intractable or difficult to approximate. The covariance matrix of our prior in the original weight space is a Rank-1 matrix. Thanks to the Eckart-Young theorem (Theorem 5.1 in [43]), we can quantify the error of approximating the covariance by a Rank-1 matrix, based on the second up to the last singular values.

Let us denote by $\Theta_1, \ldots, \Theta_J$ the J weights trained by our algorithm, $\Theta_{avg} = \frac{1}{J} \sum_{j=1}^{J} \Theta_j$ and $\Delta_j = \Theta_j - \Theta_{avg}$. The differences and the sum in the previous equations are calculated element-wise on all the weights of the DNNs. Then, for each new data sample x, the prediction of the DNN $f_{\Theta_{avg}}(\cdot)$ is equivalent to the average of the DNNs $f_{\Theta_j}(\cdot)$ applied on x

$$\frac{1}{J} \sum_{j=1}^{J} f_{\Theta_j}(x) = f_{\Theta_{avg}}(x) + O\left(\|\Delta\|^2\right),$$ (12)

with $\|\Delta\| = \max_j \|\Delta_j\|$. The $L_2$ norm is computed over all weights. We refer the reader to the proof in Section III-E of [44]. One can see that we do not learn a Rank-1 matrix, but an up to Rank-$J$ covariance matrix, if all the $s_j, r_j$ are independent. Hence the choice of $J$ acts as an approximate factor of the covariance matrix. Wen et al.[30] tested different values of $J$ and found that $J = 4$ was the best compromise, which we also use here.

E. Computational Complexity

Recent works [5, 37] studied the weight modes computed by Deep Ensembles under a BNN lens, yet these approaches are computationally prohibitive at the scale required for practical computer vision tasks. Recently, Dusenberry et al. [25] proposed a more scalable approach for BNNs, which can still be subject to high instabilities as the ELBO loss is applied over a high-dimensional parameter space, all BatchEnsemble parameters. Increased stability can be achieved by leveraging large mini-batches that bring more robust feature and gradient statistics, at significantly higher computational cost (large virtual mini-batches are obtained through distributed training over multiple TPUs). In comparison, our approach has a smaller memory overhead since we encode $r_j$ in a lower dimensional space (we found empirically that a latent space of size only 32 provides an appealing compromise between accuracy and compactness). The ELBO loss here is applied over this lower-dimensional space which is easier to optimize. The only additional cost in terms of parameters and memory used w.r.t. BE is related to the compact VAEs associated with each layer.

In addition to the lower number of parameters, LP-BNN training is more stable than Rank-1 BNN [25] due to the reconstruction term $\|r_j - f_{\theta_j}\|_2^2$ which regularizes the $L_{lp-bnn}$ loss in (7) by controlling the variances of the sampled weights. In practice, to train BNNs successfully, a range of carefully crafted heuristics are necessary, e.g., clipping, initialization from truncated Normal distributions, extra weight regularization to stabilize training [25]. For LP-BNN, training is overall straightforward even on complex and deep models, e.g., DeepLabV3+, thanks to the VAE module that is stable and trains faster.

F. Stability of Bayesian Neural Networks

In this section, we experiment on CIFAR-10 to evaluate the stability of LP-BNN versus a classic BNN. For this experiment, we use the LeNet-5 architecture and choose a weight decay of $10^{-4}$ along with a mini-batch size of 128. Our goal is to see whether both techniques are stable when we vary the learning rate. Both DNNs were trained under the exact same conditions for 80 epochs. In Table II, we present two metrics for both DNNs. The first metric is the accuracy. The second metric is the epoch where training diverges. Both DNNs were trained under the exact same conditions for 80 epochs. In Table II, we present two metrics for both DNNs. The first metric is the accuracy. The second metric is the epoch during which the training loss of the DNN explodes, i.e., is equal to infinity. This phenomenon may occur if the DNN is highly unstable to train.

We argue that LP-BNN is visibly more stable than standard BNNs during training. We can see from Table II that LP-BNN is more stable than the standard BNN as it does not diverge for a wide range of learning rates. Moreover, its accuracy is higher than that of a standard BNN implemented on the same architecture, a property that we attribute to the VAE regularization.

| Learning Rate | 0.2 | 0.1 | 0.05 | 0.01 | 0.005 |
|---------------|-----|-----|------|------|------|
| BNN accuracy  | 22.48 | 44.60 | 49.83 | 54.70 | 56.69 |
| LP-BNN accuracy | 20.02 | 55.04 | 59.68 | 63.73 | 66.41 |
| LP-BNN epoch divergence | None | None | None | None | None |

On the epoch divergence row, None means that the DNN does not diverge. Stability experiment with LeNet 5 architecture and 80 epochs on CIFAR-10. On the epoch divergence row, None means that the DNN does not diverge.
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(13)

where $N_{11}$ and $N_{00}$ are the numbers of data on which both classifiers are correct and incorrect, respectively. $N_{10}$ and $N_{01}$ are the number of data where just one of the two classifiers is wrong. If the two classifiers are always wrong or right for all data, then $Q=0$ and $Q=1$, while if both classifiers always make errors on different inputs, then $Q=-1$. The maximum diversity comes when $Q$ is minimum.

Finally, we evaluated the correlation coefficient [46], which assesses the correlation between the error vectors of the two classifiers. Tables III and IV illustrate that, for the normal case (CIFAR-10), LP-BNN displays similar diversity with DE, while in the corrupted case (CIFAR-10-C) LP-BNN achieves better diversity scores. We conclude that in terms of diversity metrics, LP-BNN has indeed the behavior that one would expect for uncertainty quantification purposes.

### IV. Notations

In Table I, we summarize the main notations used in the paper. Table I should facilitate the understanding of Section II (the preliminaries) and Section III (the presentation of our approach) of the paper.

### V. Related Work

In this section, we discuss some of the recent works on uncertainty quantification and Deep Learning.

**Bayesian Deep Learning:** Bayesian approaches and neural networks have a long joint history [11, 12, 47]. Early approaches relied on Markov chain Monte Carlo variants for inference on BNNs, which were later replaced by variational inference (VI) [13] in the context of deeper networks. Hernández-Lobato et al. [17] propose a new backpropagation technique, called probabilistic backpropagation, which allows them to estimate the posterior of the BNN without variational inference. Gal et al. [18] use the dropout during inference time to approximate variational BNN. Most of the modern approaches make use of VI with the mean-field approximation [14, 15, 16, 19] which conveniently makes posterior inference tractable. However this limits the expressivity of the posterior [11, 20]. This drawback became subject of multiple attempts for structured-covariance approximations using matrix variate Gaussian priors [26, 27] or natural gradients [19, 28]. However they further increase memory and time complexity over the original mean-field approximation. Recent methods proposed more simplistic BNNs by performing inference with structured priors only over the first and last layer [48] or just the last layer [24, 49]. Full covariance can be computed for shallow networks thanks to a meta-prior in a low-dimensional space where the VI can be performed [42, 50]. Rossi et al. [51] use the Walsh-Hadamard-based factorization strategies to project the covariance on a space where it is a diagonal matrix, leading to a BNN that tracks the covariance in an easier way. Tran et al. [52] use a functional prior on a BNN to better estimate the posterior. Most variational inference based BNNs are still challenging to train, underfit and are difficult to scale to big DNNs [24, 25], while the issue of finding a proper prior is still open [53, 54]. Our approach builds upon the low dimensional fast weights from BE and on the stability of the VAEs, foregoing many of the shortcomings of BNN training.

**Ensemble Approaches:** Ensembles mimic and attain, to some extent, properties of BNNs [5]. Deep Ensembles [1] train multiple DNNs with different random initializations leading to excellent uncertainty quantification scores. The major inherent drawback in terms of computational and memory overhead has been subsequently addressed through multi-head approaches relied on Markov chain Monte Carlo variants for training or for prediction, while struggling with diversity [5].

**Dirichlet Networks (DNs):** DNs [7, 60, 61, 62, 63] bring a promising line of approaches that estimate uncertainty from a
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**Table III**

|                | ratio errors | Q-statistic | correlation coefficient |
|----------------|--------------|-------------|------------------------|
| DE             | 0.9825       | 0.9977      | 0.4583                 |
| BE             | 0.9315       | 0.9846      | 0.7634                 |
| LP-BNN         | 0.8390       | 0.9822      | 0.6901                 |

**Table IV**

|                | ratio errors | Q-statistic | correlation coefficient |
|----------------|--------------|-------------|------------------------|
| DE             | 0.4193       | 0.9690      | 0.7568                 |
| BE             | 0.2722       | 0.9974      | 0.8332                 |
| LP-BNN         | 0.6476       | 0.9595      | 0.7322                 |

**G. LP-BNN Diversity**

At test-time, BNNs and DE aggregate the different predictions. For BNNs, these predictions come from the different realizations of the posterior distribution, while, for the DE, these predictions are provided by several DNNs trained in parallel. As proved in [5], [45], the diversity among these different predictions is key to quantify the uncertainty of a DNN. Indeed, we want the different DNN predictions to have a high variance when the model is not accurate. Fig. 4 highlights this desirable property of high variance on out-of-distribution samples exhibited by LP-BNN. Also, as in [45], we evaluate the ratio-error introduced in [46]. The ratio-error between two classifiers is the number of data samples on which only one classifier is wrong divided by the number of samples on which they are both wrong. A higher value means that the two classifiers are less likely to make the same errors. We also evaluated the Q-statistics [46], which measures the diversity between two classifiers. The value of the Q-statistics is between $-1$ and $1$ and is defined as

\[ Q = \frac{N_{11}N_{00} - N_{10}N_{01}}{N_{11}N_{00} + N_{10}N_{01}}. \]  

(13)

where $N_{11}$ and $N_{00}$ are the numbers of data on which both classifiers are correct and incorrect, respectively. $N_{10}$ and $N_{01}$ are the number of data where just one of the two classifiers is wrong. If the two classifiers are always wrong or right for all data, then $Q=0$ and $Q=1$, while if both classifiers always make errors on different inputs, then $Q=-1$. The maximum diversity comes when $Q$ is minimum.

Finally, we evaluated the correlation coefficient [46], which assesses the correlation between the error vectors of the two classifiers. Tables III and IV illustrate that, for the normal case (CIFAR-10), LP-BNN displays similar diversity with DE, while in the corrupted case (CIFAR-10-C) LP-BNN achieves better diversity scores. We conclude that in terms of diversity metrics, LP-BNN has indeed the behavior that one would expect for uncertainty quantification purposes.
single network by parameterizing a Dirichlet distribution over its predictions. However, most of these methods [7], [60] use OOD samples during training, which may be unrealistic in many applications [62], or do not scale to bigger DNNs [64]. DNs have been developed only for classification tasks and extending them to regression requires further adjustments [65], unlike LP-BNN that can be equally used for classification and regression.

**Stochastic MCMC BNN:** Among the different solutions for sampling according to the posterior of the DNN we also consider the methods based on Markov chain Monte Carlo (MCMC), which lead to quantification of uncertainty. For example, one could use traditional sampling strategies [66], however, these techniques suffer from the curse of dimensionality. One technique that is often used is based on stochastic Langevin gradient dynamics (SGLD) [67] which relies on adding noise to the stochastic gradient descent and an adapted Metropolis hastings algorithm. This method does not take into account the moment of the Langevin gradient which is a crucial term of the Hamiltonian Monte Carlo (HMC). This term was added in stochastic gradient Hamiltonian Monte Carlo (SGHMC) [68], [1]. Unfortunately, as pointed out by Dauphin et al. (2014), DNNs often exhibit pathological curvature and their posterior has numerous modes. Thus the authors in [70] proposed a strategy to estimate the multi modes of the posterior based on the flat histogram algorithm [71]. Kim et al. [72] proposed to use an adaptive drift in the gradient to exit the saddle points of the loss function. Marceau-Caron et al. [73] used the natural Langevin dynamics combined with the natural gradient descent to have a better estimate of the posterior samples.

VI. EXPERIMENTS AND RESULTS

A. Implementation Details

We evaluate the performance of LP-BNN in assessing the uncertainty of its predictions. For our benchmark, we evaluate LP-BNN on different scenarios against several strong baselines with different advantages in terms of performance, training or runtime: BE [30], DE [1], Maximum Class Probability (MCP) [74], MC Dropout [18], TRADI [4], EDL [61], DUQ [75], MIMO [59], Subspace Inference (SI) [76], Stochastic gradient Hamiltonian Monte Carlo (SGHMC) [68], BBB [16], FBNN [77], and GPI-G prior [52].

First, we evaluate the predictive performance in terms of accuracy for image classification, MSE for regression, and mIoU [78] for semantic segmentation, respectively. Second, we evaluate the quality of the confidence scores provided by the DNNs by means of Expected Calibration Error (ECE) [79]. For ECE we use $M$-bin histograms of confidence scores and accuracy, and compute the average of $M$ bin-to-bin differences between the two histograms. Similarly to [79] we set $M = 15$. To evaluate the robustness to dataset shift via corrupted images, we first train the DNNs on CIFAR-10 [39] or CIFAR-100 [39] and then test on the corrupted versions of these datasets [40]. The corruptions include different types of noise, blurring, and some other transformations that alter the quality of the images. The following corruptions are applied with different levels of severity: Gaussian Noise, Shot Noise, Impulse Noise, Defocus Blur, Frosted Glass Blur, Motion Blur, Zoom Blur, Snow, Frost, Fog, Brightness, Contrast, Elastic, Pixelate, JPEG. More details about these corruptions can be found in [40].

For this scenario, similarly to [80], we use as evaluation measures the Corrupted Accuracy (cA) and Corrupted Expected Calibration Error (cE), that offer a better understanding of the behavior of our DNN when facing shift of data distribution and aleatoric uncertainty. In order to evaluate the epistemic uncertainty, we propose to assess the OOD detection performance. This scenario typically consists in training a DNN over a dataset following a given distribution, and testing it on data coming from this distribution and data from another distribution, not seen during training. We quantify the confidence of the DNN predictions in this setting through their prediction scores, i.e., output softmax values. We use the same indicators of the accuracy of detecting OOD data as in [74]: AUC, AUPR, and the FPR-95%-TPR. These indicators measure whether the DNN model lacks knowledge regarding some specific data and how reliable are its predictions. For the regression, we use the Negative Log Likelihood (NLL) as a performance metric for the uncertainty.

![Fig. 5. Calibration at different levels of corruption.](image1.png)

![Fig. 6. ECE versus network size and inference time.](image2.png)
Fig. 7. Visual assessment on two BDD-Anomaly test images containing a motorcycle (OOD class). For each image: on the first row, input image and confidence maps from MCP [74], BE [30], and LP-BNN; on the second row, ground-truth segmentation and segmentation maps from MCP, BE, and LP-BNN. LP-BNN is less confident on the OOD objects.

### TABLE V

| Method         | Acc † | AUROC † | AUPR † | CIFAR-10 | CIFAR-100 |
|----------------|-------|---------|--------|----------|-----------|
| MCP [74]       | 0.9600 | 0.9747  | 0.115  | 0.0207   | 33.38     |
| MC dropout [38]| 0.9652 | 0.9830  | 0.342  | 0.0117   | 32.35     |
| SI [74]        | 0.9681 | 0.9942  | 0.101  | 0.0105   | 73.40     |
| DUQ [75]       | 0.9299 | 0.9800  | 0.150  | 0.1572   | 69.19     |
| DUQ ResNet6H [75]| 0.928 | 0.9361 | 0.20   | 0.0684   | 87.21     |
| EDF [41]       | 0.8751 | 0.9000  | 0.247  | 0.0904   | 59.54     |
| SGMPC [68]     | 0.7499 | 0.8123  | 0.8720 | 0.8367   | 0.1439    |
| BBP [16]       | 0.7170 | 0.6200  | 0.0797 | 0.7075   | 0.071     |
| MDD [39]       | 0.9571 | 0.7740  | 0.175  | 0.0261   | 67.85     |
| DeepEnsemble [1] | 0.875 | 0.9003 | 0.071  | 0.0095   | 68.75     |
| ResNet [36]    | 0.9684 | 0.9540  | 0.7375 | 0.232    | 71.87     |
| LP-BNN (ours)  | 0.9580 | 0.9691  | 0.9536 | 0.101    | 0.0094   |

We compare LP-BNN, BBB [16], FBNN [77], GPI-G prior [52], Deep Ensembles [1] on the UCI datasets in Table VI. The results show that LP-BNN provides equivalent results to state-of-the-art algorithms on most datasets.

C. Image Classification With CIFAR-10/100 [39]

### Protocol:
Here we train on CIFAR-10 [39] composed of 10 classes. For CIFAR-10 we consider as OOD the SVHN dataset [41]. Since SVHN is a color image dataset of digits, it guarantees that the OOD data comes from a distribution different from those of CIFAR-10. We use WRN-28-10 [38] for all methods, a popular architecture for this dataset, and

For our implementation, we use PyTorch [81]. Our code is available at https://github.com/giannifranchi/LP_BNN. In the following we share the hyper-parameters for our experiments on image classification and semantic segmentation. Please be aware that the values in bold within the tables are linked to the top result associated with the given metrics.

**B. Regression**

To verify whether our work also generalizes to trivial tasks, we propose to study regression tasks on the UCI dataset [17]. We reproduce the framework developed in [17] and [1]. Similarly to [17], we consider an MLP neural network with one hidden layer, composed of 50 hidden units trained for 40 epochs with 20-fold cross-validation.

Based on [82], we use the Gaussian NLL in (14) using networks with two output neurons which estimate the parameters of a heteroscedastic Gaussian distribution [82], [83]. Hence we consider that the outputs of the DNN are the parameters of a Gaussian distribution (mean and variance).

\[
\mathcal{L}(\mu_{m}(x_i), \sigma_{m}(x_i)^2; y_i) = \frac{(y_i - \mu_{m}(x_i))^2}{2\sigma_{m}(x_i)^2} + \frac{1}{2} \log \sigma_{m}(x_i)^2 + \frac{1}{2} \log 2\pi.
\] (14)
evaluate on CIFAR-10-C [40]. For CIFAR-100 [39] we use again WRN-28-10 and evaluate on the test sets of CIFAR-100 and CIFAR-100-C [40]. Note that for all DNNs, even for DE, we average results over three random seeds for statistical relevance. We use cutout [84] as data augmentation, as commonly used for these datasets. Please find in the supplementary material the hyperparameters for this experiment.

**Discussion:** We illustrate results for this experiment in Table VIII. We notice that DE with cutout outperforms other methods on most of the metrics except ECE, cA, and cE on CIFAR-10, and cA on CIFAR-100, where LP-BNN achieves state of the art results. This means that LP-BNN is competitive for aleatoric uncertainty estimation. In fact, ECE is calculated on the test set of CIFAR-10 and CIFAR-100, so it mostly measures the reliability of the confidence score in the training distribution. cA and cE are evaluated on corrupted versions of CIFAR-10 and CIFAR-100, which amounts to quantifying the aleatoric uncertainty. We can see that for this kind of uncertainty, LP-BNN achieves state of the art performance. On the other hand, for epistemic uncertainty, we can see that DE always attain best results. Overall, our LP-BNN is more computationally efficient while providing better results for the aleatoric uncertainty. Computation wise, DE takes 52 hours to train on CIFAR-10, while LP-BNN needs 2 times less, 26 hours and 30 minutes. In Fig. 5 and Table V, we observe that our method exhibits top ECE score on CIFAR-10-C, as well as for the stronger corruptions.

### D. Semantic Segmentation

Next, we evaluate semantic segmentation, a task of interest for autonomous driving, where high capacity DNNs are used for processing high resolution images with complex urban scenery with strong class imbalance.

**StreetHazards [85]:** StreetHazards is a large-scale dataset that consists of different sets of synthetic images of street scenes. More precisely, this dataset is composed of 5,125 images for training and 1,500 test images. The training dataset contains pixel-wise annotations for 13 classes. The test dataset comprises 13 training classes and 250 OOD classes, unseen in the training set, making it possible to test the robustness of the algorithm when facing a diversity of possible scenarios. For this experiment, we used DeepLabv3+ [86] with a ResNet-50 encoder [34]. Following the implementation in [85], most papers use PSPNet [87] that aggregates predictions over multiple scales, an ensembling that can obfuscate in the evaluation the uncertainty contribution of a method. This can partially explain the excellent performance of MCP on the original settings [85]. We propose using DeepLabv3+ instead, as it enables a clearer evaluation of the predictive uncertainty. We propose two DeepLabv3+ variants as follows. DeepLabv3+ is composed of an encoder network and a decoder network; in the first version, we change the decoder by replacing all the convolutions with our new version of LP-BNN convolutions and leave the encoder unchanged. In the second variant we use weight standardization [88] on the convolutional layers of the decoder, replacing batch normalization in the decoder with group normalization, to better balance mini-batch size and ensemble size. We denote the first version LP-BNN and the second one LP-BNN + GN.

**BDD-Anomaly [85]:** BDD-Anomaly is a subset of the BDD100K dataset [91], composed of 6,688 street scenes for training and 361 for the test set. The training set contains pixel-level annotations for 17 classes, and the test dataset is composed of the 17 training classes and 2 OOD classes: motor-cycle and train. For this experiment, we use DeepLabv3+ with the experimental protocol from [85]. As previously we use a ResNet-50 encoder [34]. For this experiment, we use the LP-BNN and LP-BNN + GN variants.

**Discussion:** We emphasize that the semantic segmentation is more challenging than the CIFAR classification since images are bigger and their content is more complex. The larger input size constrains to use smaller mini-batches. This is crucial since
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**TABLE VI**

**Comparison Between the Results Obtained With LP-BNN on Regression Tasks**

| Dataset | LP-BNN | BNN | FRBN | Baseline | RNN | GPR | price |
|---------|--------|-----|------|----------|-----|-----|-------|
| Wine poetry | 5.37 ± 0.55 | 5.17 ± 0.59 | 5.09 ± 0.54 | 5.11 ± 0.58 | 4.97 ± 0.60 | 4.95 ± 0.62 | 2.53 ± 0.67 |
| Concrete | 5.40 ± 0.43 | 5.37 ± 0.40 | 5.35 ± 0.40 | 5.33 ± 0.40 | 5.31 ± 0.40 | 5.29 ± 0.40 | 2.53 ± 0.40 |
| Energy | 5.40 ± 0.43 | 5.37 ± 0.40 | 5.35 ± 0.40 | 5.33 ± 0.40 | 5.31 ± 0.40 | 5.29 ± 0.40 | 2.53 ± 0.40 |
| Kin8now | 6.07 ± 0.45 | 6.08 ± 0.46 | 6.07 ± 0.44 | 6.07 ± 0.44 | 6.06 ± 0.44 | 6.05 ± 0.44 | 2.52 ± 0.43 |
| Naval Propulsion Fuel | 4.00 ± 0.00 | 4.00 ± 0.00 | 4.00 ± 0.00 | 4.00 ± 0.00 | 4.00 ± 0.00 | 4.00 ± 0.00 | 2.53 ± 0.00 |
| Power Plant | 3.60 ± 0.02 | 3.60 ± 0.02 | 3.60 ± 0.02 | 3.60 ± 0.02 | 3.59 ± 0.02 | 3.58 ± 0.02 | 2.52 ± 0.02 |
| Prute | 4.32 ± 0.07 | 4.33 ± 0.07 | 4.32 ± 0.07 | 4.32 ± 0.07 | 4.32 ± 0.07 | 4.32 ± 0.07 | 2.53 ± 0.07 |

Numbers correspond to StreetHazards images processed with DeepLabv3+ ResNet-50 with PyTorch on a PC: Intel Core i9-9820X and 1 Tera FORCE RTX 2000 Ti. Coded numbers are relative to vanilla approach. Mini-Score size for training is 4 and for training 1. MLP-Add-ons corresponds to the inference cost, i.e., the number of giga multiply-accumulate operations for a forward pass which is estimated with torchlib (v1.7.1).

**TABLE VII**

**Runtime and Memory Analysis**

| Dataset | Vanilla | Baseline | LP-BNN |
|---------|---------|----------|--------|
| Training | | | |
| Time (s) for 1 epoch | 1.506 ± 0.106 | 1.93 ± 0.13 | 6.026 ± 1.782 |
| Memory (MB) | 5.840 ± 0.560 | 6.64 ± 0.60 | 2.19 ± 0.19 |
| Testing | | | |
| Time (s) on 1 image | 0.21 ± 0.02 | 0.58 ± 0.05 | 0.84 ± 0.06 |
| Memory (MB) | 1.884 ± 0.256 | 4.14 ± 0.14 | 7.536 ± 7.536 |
| Multi Adds | 5.95 ± 1.23 | 23.32 ± 23.32 | 21.24 ± 21.24 |

Numbers correspond to StreetHazards images processed with DeepLabv3+ ResNet-50 with PyTorch on a PC: Intel Core i9-9820X and 1 Tera FORCE RTX 2000 Ti. Coded numbers are relative to vanilla approach. Mini-Score size for training is 4 and for training 1. MLP-Add-ons corresponds to the inference cost, i.e., the number of giga multiply-accumulate operations for a forward pass which is estimated with torchlib (v1.7.1).

**TABLE VIII**

**COMPARATIVE RESULTS ON THE OOD TASK FOR SEMANTIC SEGMENTATION**

| Dataset | OOD method | mIoU | AUC | FPR 95-TPR 1 | BCE |
|---------|------------|------|-----|---------------|-----|
| StreetHazards | Baseline (MCPP) [74] | 53.80 ± 0.60 | 50.90 ± 0.59 | 52.57 ± 0.56 | 0.59 ± 0.60 |
| | DeepLabv3+ | 53.44 ± 0.43 | 52.44 ± 0.42 | 54.52 ± 0.42 | 0.56 ± 0.56 |
| & ResNet50 | 53.44 ± 0.43 | 52.44 ± 0.42 | 54.52 ± 0.42 | 0.56 ± 0.56 |
| | DeepLabv3+ | 53.44 ± 0.43 | 52.44 ± 0.42 | 54.52 ± 0.42 | 0.56 ± 0.56 |
| | Baseline (MCP) [74] | 53.80 ± 0.60 | 50.90 ± 0.59 | 52.57 ± 0.56 | 0.59 ± 0.60 |
| | DeepLabv3+ | 53.44 ± 0.43 | 52.44 ± 0.42 | 54.52 ± 0.42 | 0.56 ± 0.56 |
| | Baseline (MCP) [74] | 53.80 ± 0.60 | 50.90 ± 0.59 | 52.57 ± 0.56 | 0.59 ± 0.60 |
| | DeepLabv3+ | 53.44 ± 0.43 | 52.44 ± 0.42 | 54.52 ± 0.42 | 0.56 ± 0.56 |
| | Baseline (MCP) [74] | 53.80 ± 0.60 | 50.90 ± 0.59 | 52.57 ± 0.56 | 0.59 ± 0.60 |
| | DeepLabv3+ | 53.44 ± 0.43 | 52.44 ± 0.42 | 54.52 ± 0.42 | 0.56 ± 0.56 |

We ran all methods ourselves in similar settings using publicly available code for related methods. Results are averaged over three seeds.
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the fast weights of the ensemble layers are trained just on one mini-batch slice. In this experiment, we could use mini-batches of size 4 and train the fast weights on slices of size 1. Yet, despite these computational difficulties, with our technique, we achieve state-of-the-art results for most metrics. We can see in Table VIII that our strategies achieve state-of-the-art performance in detecting OOD data and are well calibrated. We can also see in Fig. 7, where the OOD class is the motorcycle, that our DNN is less confident on this class. Hence LP-BNN allows us to have a more reliable DNN which is essential for real-world applications.

Table VII and Fig. 6 show the computational cost of LP-BNN and related methods. For training, LP-BNN takes only \( \times 1.33 \) more time than a vanilla approach, in contrast to DE that take much longer, while their performances are equivalent in most cases. Our technique allows for a lighter training than DE, which is interesting when using GPUs with low VRAM. At the same time, LP-BNN enables implicit modeling of weight correlations at every layer with limited overhead as it does not explicitly computes the covariances. To the best of our knowledge, LP-BNN is the first approach with the posterior distribution computed with variational inference successfully trained and applied for semantic segmentation.

VII. CONCLUSION

We propose a new BNN framework able to quantify uncertainty in the context of deep learning. Owing to each layer of the network being tied to and regularized by a VAE, LP-BNNs are stable, efficient, and therefore easy to train compared to existing BNN models. The extensive empirical comparisons on multiple tasks show that LP-BNNs reach state-of-the-art levels with substantially lower computational cost. We hope that our work will open new research paths on effective training of BNs. In the future we intend to explore new strategies for plugging more sophisticated VAEs in our models along with more in-depth theoretical studies.
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