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Building resilience against shocks has become a pillar of sustainability. By understanding how the different components of an economy interact in times of crisis, we can design resilience strategies that go beyond building walls or dams. We formulate an original agent-based model to explore a crucial pathway through which a disaster affects the economy: the transport–supply chain nexus. The model simulates the behaviour of firms facing transport and supply disruptions and estimates the resulting indirect losses. As an illustration, the model is used to assess the criticality of Tanzanian roads, which are vulnerable to floods. We report three main results. First, the model generates maps that identify the transport infrastructure assets that are most critical for specific supply chains: roads that are most important for food security are different from those supporting international trade, for instance. Second, economic losses from transport disruptions increase non-linearly with the duration of disruptions, highlighting the benefit from fast repairs. Third, by combining economic and transport modelling, we can consider a broader spectrum of interventions. Beyond strengthening the transport system, it is also possible to make supply chains more resilient to disruption with, for instance, sourcing decisions or inventory management.

In the last decade, increasing efforts have been made to quantify the resilience of transport systems to natural disasters and use this information to inform decision makers. However, most of the available tools to assess the impact of disruption in transport systems rest on network theory and the concept of percolation. Based on data on vehicles, passengers and freight, impacts are measured by the increase in travel time, loss of accessibility or quantities of blocked flows. Such indicators can then inform infrastructure planning.

But the economic impact of disrupted transport infrastructure does not end there. Transport disruptions translate into supply chain disruptions that act as amplifiers of disaster-induced economic shocks. Multiple case studies provide detailed accounts of the propagation mechanisms, including studies of the 2011 Tōhoku earthquake in Japan and the 2011 floods in Thailand. These mechanisms are often studied using input–output models, computable general equilibrium models (CGEs) or hybrid models. Some of these models explicitly represent the transport sectors to capture the impact of transport infrastructure destruction on the rest of the economy.

However, the level of aggregation of standard models is problematic, and the explicit representation of firm-level interactions is preferable. According to case studies, the cascades of disruptions are due to specific patterns of interdependencies between firms rather than sectors. Heterogeneities among firms and in production networks have the potential to amplify localized shocks. Aggregated models also have limited applicability for planning purposes because they cannot capture the role of specific transport nodes or edges.

This paper brings together the firm-level input–output approaches with transport network analysis. We argue that firm-to-firm models cannot satisfactorily assess the impacts of a disaster without considering how goods and services are transported. Likewise, transport system models cannot assess the criticality of a transport link without considering the type of goods and services it transports and its role in connecting suppliers and clients. Our models contribute to the literature by combining these two approaches into an integrated assessment framework.
Our model builds on Henriet et al.\textsuperscript{31}. They developed a firm-to-firm model and showed that estimated losses from natural disasters were much larger when firm-level dynamics were considered. Inoue and Todo\textsuperscript{32} extended and applied this firm-to-firm model with a comprehensive dataset of the supplier–buyer linkages of Japan. Their model better reproduces the macroeconomic trajectory that followed the 2011 Tōhoku earthquake than aggregated input–output models. Our work adds the transport network layer to this model. From a transport analysis perspective, Kim et al.\textsuperscript{34} and Ham et al.\textsuperscript{35} mapped flows of commodities on the highways and railways of the United States and estimated the increase in transport costs due to the disruption of highway links. Our work extends this approach by modelling the behaviour of firms and the cascades of impacts throughout supply chains. It shares similarities with the work of Tatano and Tsuchiya\textsuperscript{36}, who analysed the impact of the disruption of the main highways and railways of Japan using a multiregional CGE model, but our model has a finer spatial and economic granularity.

The model is applied to the United Republic of Tanzania. Combining data on the transport sector from Pant et al.\textsuperscript{37} and OpenStreetMap contributors\textsuperscript{38}, the input–output table for the country\textsuperscript{39}, a listing of Tanzanian firms with their basic characteristics and the results of a dedicated firm survey that collected data on inventories and vulnerability to disruptions\textsuperscript{40}, we created a supply chain model that fully embeds the transport network\textsuperscript{41}. A set of firms—one per sector—is modelled on each important node of the transport network, along with households, who buy firms’ outputs. Each firm buys inputs from and sells outputs to other firms located in the other nodes of the transport network. Firms are also connected to international suppliers and buyers, modelled at the country’s main entry and exit points. Extended Data Fig. 1 illustrates the coupling of the supply chain and transport networks.

In normal times, suppliers provide intermediate goods to other firms using the least-cost path on the road network. This journey is associated with a transport cost that is paid for by the client. When a road gets disrupted, two scenarios can unfold. If there is an alternative, more expensive path, the increase in transport cost is transferred to the client and propagated further, leading to an increase in the final price paid by consumers. If there is no other path and the client cannot receive goods from the supplier on time, then the lack of input can (1) be compensated for by other suppliers, (2) be smoothed using inventories or (3) reduce the client’s production. Shortages then propagate along supply chains and may eventually lead to drops in final consumption.

The final macroeconomic cost (that is, indirect losses) is estimated as the sum of two impacts: (1) the increased cost for final consumers, which is equal to the sum of all the incremental transportation costs in the economic system, and (2) the value of ‘missing goods and services’ valued at their pre-shock price, which is a conservative estimate of the impact on consumers and therefore of the welfare losses. At this stage, the model does not distinguish between consumers in a given location (for example, by income class) and does not represent consumers’ behavioural response when prices change or goods are not available.

We use our model to assess the criticality of the road network of the United Republic of Tanzania, motivated by the vulnerability of this economy to floods caused by heavy rainfall or tropical storms. According to the World Bank’s observers, the country is subject to small, frequent floods, which often interrupt roads for a few days, but also to larger floods that severely damage the transport network, which then takes very long to get repaired. Pant et al.\textsuperscript{9} reported 13 such sizeable transport-disrupting events between 2014 and 2016. Using a comprehensive set of scenarios, we estimate the indirect economic losses caused by road disruptions for the country’s households and international buyers. We draw maps that show the criticality of each node and link in the transport network, which can help prioritize intervention to mitigate flood impacts. The main behaviour of the model is then analysed, especially the crucial role played by the duration of the transport disruptions and the differentiated vulnerability of different supply chains. The model helps assess a variety of interventions able to reduce economic losses from road disruptions and build resilience.

## Results

First, we simulate a 1 week disruption of each transport infrastructure asset (that is, the nodes and edges of the transport network) one by one and show the resulting economic impacts on the transport map. When all supply chains are considered, these criticality maps show the criticality of transport infrastructure for the overall economy, including the producers and consumers located in different regions. But if we represent the losses related to selected products only, such as food, we can generate criticality maps for specific supply chains. The four maps of Fig. 1 show, for four products, the aggregate cost for all Tanzanian consumers, irrespective of where they live) resulting from a 1 week disruption of each road and bridge. There is uncertainty in the supply chain network, which is reconstructed based on aggregate data and with some randomness in the firm-to-firm connections, so we reproduce the same exercise on ten different networks to confirm the stability of the criticality maps.

These maps highlight the first finding of this paper: the criticality of an infrastructure asset is highly dependent on the product that is considered. For example, the roads and bridges that are important for food security may not be important for services. The criticality of an asset depends on its users.

For example, the criticality map of the United Republic of Tanzania for agricultural products, shown in Fig. 1a, reveals that the supply chains underpinning those products are relatively less impacted by transport disruptions. The map is different when we consider food products—here, food products consist of processed products (for example, sugar), whereas agricultural products are unprocessed (for example, sugar cane). The production and consumption of food products rely much more on the transport system. For some of the most critical roads, a 1 week disruption can induce a 1.5% to 2% decrease in national daily consumption of food products (Fig. 1b).

The northeast–southwest corridor, which connects the port of Dar es Salaam to Zambia and, further, to the Democratic Republic of Congo, is particularly critical to international trade (Fig. 1d). These roads carry large amounts of freight from and to Central African countries. Plans to redevelop (currently unreliable) rail freight between Dar es Salaam and Zambia are likely to reduce such criticality\textsuperscript{42}.

This first result confirms the value of connecting a supply chain model to a transport model and suggests that traditional criticality analyses of the transport system, which consider the transport network but not its users, may fail to identify the right priorities for intervention.

The second general insight from these simulations is that the economic impact increases non-linearly and extremely quickly with the duration of transportation disruptions. The temporary rerouting of freight flows triggered by 1 week disruptions mostly drives indirect economic losses (Fig. 2). Thanks to inventories, there are almost no shortages or business interruptions and losses remain limited.

But if disruptions last longer, some firms start to run out of inventories and are forced to delay their deliveries, leading to cascading impacts and scarcity of final goods and services. Scarcity impacts welfare much more than an increase in prices due to rerouting. A 2 week disruption is, on average, five times costlier than a 1 week one. The longer the disruption, the further shortages propagate in the supply chains. A 4 week disruption is on average 24 times costlier than a 2 week one.
This observation leads to the third insight from this modelling exercise. Improving resilience can be done by strengthening the transport system (supply-side action), but also by making the users of this system better able to manage disruptions (demand-side action).

To illustrate these two approaches, we define three interventions for each and compare their potential for reducing the indirect losses of road disruptions (Fig. 3). We target two critical corridors identified in Fig. 1 and shown in Extended Data Fig. 2: a portion of the T1 road south of Dodoma and a portion of the T7 road on the east coast. Together, the two segments represent 181 km of trunk roads.

Fig. 1 | Criticality patterns change according to the type of supply chain. Impacts are estimated using 1 week disruptions and averaged over ten different network reconstructions. a-c. The indirect losses incurred by Tanzanian households, expressed in loss of daily consumption of agricultural products (a), processed food (b) and manufactured products (c). Impacts are propagated along the Tanzanian supply chains down to final consumers. d. The estimated indirect losses due to price increases for international buyers of products produced in the United Republic of Tanzania or of products transiting through the country. The model does not incorporate supply chains outside of the country, such that losses in d are estimated for the direct buyers and not the final consumer. They are expressed as a percentage of daily imports. National borders are shown as thick black lines; roads are shown as thin grey lines. The capital city, Dodoma, is flagged with an asterisk. Map tiles by Stamen Design, under a Creative Commons Attribution (CC BY 3.0) license. Data by OpenStreetMap, under the Open Data Commons Open Database License (ODbL).
area and (iii) improving preparedness so that road damages can be repaired more quickly, thereby reducing the duration of disruptions.

Figure 3a shows that these three actions that provide similar benefits in terms of avoided final losses. Strengthening the road with wider culverts and better materials could halve the likelihood of disruption. According to Miyamoto International, building a more robust road would cost about 2% to 4% of the US$1 million per km construction cost estimated for such roads. Therefore, the incremental cost of the strengthening strategy would amount to US$3.6 million to US$7.2 million, provided that the strengthening is done at the construction stage (retrofitting the road would be much more expensive). Building about 200 km of new roads to offer an

---

**Fig. 2 | Supply chain impacts on households triggered by disruptions of various durations.** a. Total losses. b,c. Here the two kinds of losses are disentangled into those attributed to an increase in transportation costs (b) and those due to shortages (c). The results represent a distribution of impacts obtained by disrupting the 300 most critical transportation nodes per duration category. The filled rectangles indicate the interquartile intervals, the solid horizontal lines indicate the medians and the horizontal dashed lines indicate the means. Mean values are joined with a black curve. The vertical lines extend to the minimum and maximum of the distributions; when the maximum lies outside the plotting area, as in a and c, the upper part of the vertical line is not capped.

---

**Fig. 3 | Balancing supply-side and demand-side measures to promote resilience.** Comparison of interventions aimed at reducing the indirect impact of disasters affecting the two critical corridors highlighted in purple in Extended Data Fig. 2. a. Three supply-side measures. (i) These 181 km of roads are made more resistant to disasters: they have a 50% chance of getting disrupted if a disaster hits instead of a 100% chance. (ii) New roads are built to offer alternative routes; see Extended Data Fig. 2 for details. (iii) Recovery services are improved such that 4-week disruptions are reduced to 3 weeks. b. Three demand-side measures. (i) All firms hold one more week of inventories (that is, 5.5 weeks on average instead of 4.5). (ii) All firms have two suppliers per type of inputs instead of one. (iii) The distance between suppliers and buyers is on average 60 km instead of 190 km (obtained by increasing the weight put on distance when firms choose suppliers; see Supplementary Methods). Changes in indirect losses are estimated using 1-week disruptions, shown in orange, and 4-week disruptions, shown in purple. Each bar represents the distribution of changes in indirect losses for the 11 nodes and 9 edges that compose the highlighted routes, averaged over ten network reconstructions. Each rectangle extends to the mean of the distribution, and the vertical line with capped ends indicates the interquartile interval.
alternative corridor could lead to similar benefits, at a much higher cost of about US$200 million. These two estimates are likely to be heavily dependent on the country’s topography.

Interestingly, the same reduction in indirect losses could be achieved without capital investment by reducing the disruption duration from 4 weeks to 3 weeks, using, for instance, better monitoring and reporting of road damages and quicker dispatch of staff and equipment. Since better monitoring and maintenance of roads is widely considered cost-effective, by reducing the need for major works, this intervention may well have a negative cost even without considering resilience gains.

Another approach to reducing the cost of transport disruptions is to ensure that firms can manage them better. This resilience can be strengthened through (i) larger inventories, (ii) a larger number of suppliers per firm or (iii) reducing the distance between suppliers and buyers—that is, adopting local-sourcing strategies. Figure 3b shows that having one extra week of inventory significantly reduces the losses triggered by the prolonged disruption of these roads, as does having two suppliers per input instead of one. Those measures are, however, most effective for long disruptions, since firms already have enough inventory to manage one-week disruptions (according to the firm survey realized for this study). It may be the case that they have such large inventories because of the regular transport disruptions in Tanzania, a response identified in other countries. Extended Data Fig. 3 shows that these results are valid for all assets: holding larger inventories and having more suppliers massively reduce losses for large disasters.

In Fig. 3b, local-sourcing strategies massively reduce losses for both short and long events. When the average distance between supplier and buyer is reduced, less freight is being transported on the two considered corridors. That way, disrupting these roads generates fewer perturbations and induces fewer losses. But, as shown in Extended Data Fig. 3, this result is not valid everywhere. In general, local-sourcing strategies reduce the indirect losses of short disruptions but increase those of long ones. Relying on local suppliers and clients reduces the need for transport and exposure to distant transport-disruption disasters. But when local disaster hits all suppliers and clients simultaneously, a consequence of local sourcing, then interdependency across firms makes the recovery longer and more difficult. Had they maintained relationships with distant suppliers and clients, they would be able to source inputs and sell products as soon as transport returned to normal (something observed empirically after the 2011 earthquake in Japan).

**Discussion**

We combine a geospatially disaggregated firm-level input–output model with a model of the Tanzanian transport network to analyse the full economic criticality of each road segment. This coupling highlights how different supply chains have different exposures to transport disruptions and amplify those shocks differently. As a result, sector-specific criticality maps exhibit different patterns. The bottlenecks for food security will not be the same as those for trade competitiveness.

Quantifying criticality in this way can inform investment decisions. Strengthening infrastructure assets can reduce disaster losses, but with limited resources to allocate to infrastructure, it is crucial to prioritize the most critical assets for the economic system’s functioning. Doing so requires considering not only construction costs and transport flows but also accounting for the criticality of the assets (that is, their importance for various sectors of the economy). Overlaying hazard flood maps with our criticality maps (Fig. 1) would provide priorities for making new roads and bridges more resistant to floods.

But resilient infrastructure systems do not only rest on stronger assets. As seen in Fig. 2, each additional day of disruption gets increasingly costly. This fast and non-linear increase in indirect costs with disruption duration results from the interplay between transport continuity and inventory management. It is a general result and is not specific to the country investigated. It is consistent with Henriet et al. and Inoue and Todo, who show that firm-level input–output models exhibit larger cost amplification effects than sector-level ones. We obtain a similar behaviour in Extended Data Fig. 4. The fast increase also highlights how crucial inventories are in the resilience of the manufacturing sector. Building the capacity to quickly restore services on damaged roads or bridges can generate the same economic benefits as building more or stronger roads—but at a lower cost.

Managing transport demand by reorganizing supply chains is also an option for coping with disasters. Such an approach is rarely considered in disaster risk management, which primarily addresses direct impacts and often focuses on the supply of infrastructure services. As expected, adding inventories and double-sourcing strategies significantly reduces indirect costs. The model can be used to identify the type of inputs for which additional safety stocks would be most beneficial for a country. Preliminary results, shown in Extended Data Fig. 5, suggest that food products are particularly critical for the United Republic of Tanzania. Such inventories are, however, costly due to storage needs and the risk of waste, which is particularly acute for perishable goods. Further analyses could help identify where such inventories are most needed and which firms are most critical in propagating impacts.

Relying on local suppliers and clients has a mixed effect. It largely reduces the need for transport and thus the exposure to disasters. But failing to keep relationships with distant partners can severely aggravate the losses. This result, which we expect not to depend on the specific country investigated, is consistent with findings related to the 2011 Tohoku earthquake and Hurricane Sandy. It feeds into the globalization-versus-relocation debate, which has garnered increasing interest since the COVID-19 crisis began (see, for example, the work of Baldwin and Evenett). Our results suggest that relocating supply chains can boost resilience only if global ties are maintained to help manage local shocks.

The resilience agenda tends to focus on building more and stronger infrastructure, while many countries do not have the fiscal space to pay for all the infrastructure they need. Instead, our model highlights ‘soft’ interventions focused on improving the maintenance and accelerating the repairs of infrastructure assets, possibly delivering resilience at much lower costs. Furthermore, working with the users of infrastructure services, as suggested by Hallegatte et al., can also offer opportunities to build resilience at an affordable cost, even in poor environments.

Our main conclusions—the criticality maps, superlinear reaction to disruption duration and importance of comparing supply-side and demand-side interventions—are robust, but the quantified estimates from this study have large uncertainties. These uncertainties are due to the poor quality of the data, the probabilistic reconstruction of the supply chains, cut-offs in the number of firms and transport nodes and behavioural assumptions in the firm model (Supplementary Table 11). Better calibration and validation will be critical to improving the model, but this will require dedicated data collection and post-flood firm surveys to measure the firm-level impacts.

The model can also be improved in several directions. Although service sectors are included in the model, their operations are assumed to be independent of the transport network. This simplification allowed us to focus on freight but dwarfed the role played by service firms in connecting supply chains, such as third-party logistic providers. The impact of disasters on workers’ ability to reach workplaces is an important source of economic losses and...
is not explicitly considered in the current version of the model. Finally, the model relies on simple input–output mechanisms and cost-minimizing behaviour, which do not include the (limited) possibility of substituting inputs for each other during a crisis. The importance of these mechanisms is evident when comparing different purchasing responses from firms (the ‘reactivity rate’ in the Supplementary Methods). And, while it was not necessary for this exploration of the current vulnerability of the United Republic of Tanzania, extending the model to transport multimodality will be crucial for its application to more complex transport systems.

Methods

We model the road network of the United Republic of Tanzania, which carries more than 99.8% of the trade flows. The continental part of the country consists of 25 regions and 169 districts. We leave the island regions of Zanzibar out of the scope of the study. Spatial distributions of gross domestic product (GDP) and population are used to locate 324 major transport nodes, called origin–destination (OD) nodes. We estimate the production per sector and per district by using a business registry built and maintained by the National Bureau of Statistics of the United Republic of Tanzania that provides data on about 257,894 companies for the year 2017. Utilities and services are modelled differently because their outputs are not conveyed through the transport network as freight flows. We model country-wide representative firms for each of these sectors and do not assign them to a specific OD node. Supplementary Figure 4 analyses the impact of the number of representative firms on the results.

We have a Leontief production function calibrated with GTAP input–output tables, as in the work of Henriet et al.1 and Inoue and Todo2. Firms have a Leontief production function calibrated with GTAP input–output tables, as in the work of Henriet et al.1 and Inoue and Todo2. As opposed to Inoue and Todo2, we do not have the suppliers and buyers of each firm in the data. We reconstruct the supply chain links using a modified gravity model, based on the size, sector and location. For each sector from which they need input, representative firms randomly pick suppliers. For firms A of a relevant sector, the probability of being chosen as supplier by firm B grows with A’s size and decreases with the distance between A and B. This procedure allows us to model the spatial distribution of population and activities along the national and regional roads. Because we aim at a country-level analysis, we do not model the last-mile accessibility to rural villages nor agricultural fields, which is best studied at the local level. Utilities and services are modelled differently because their outputs are not conveyed through the transport network as freight flows. We model country-wide representative firms for each of these sectors and do not assign them to a specific OD node. Supplementary Figure 4 analyses the impact of the number of representative firms on the results.

For imports, Tanzanian firms pick countries as suppliers based on the country’s demand of households and countries, we can generate the map of the traded freight flows. We estimate the demand per sector and per district by using a business registry built and maintained by the National Bureau of Statistics of the United Republic of Tanzania that provides data on about 257,894 companies for the year 2017. Utilities and services are modelled differently because their outputs are not conveyed through the transport network as freight flows. We model country-wide representative firms for each of these sectors and do not assign them to a specific OD node. Supplementary Figure 4 analyses the impact of the number of representative firms on the results.

For imports, Tanzanian firms pick countries as suppliers based on the country’s demand of households and countries, we can generate the map of the traded freight flows. We estimate the demand per sector and per district by using a business registry built and maintained by the National Bureau of Statistics of the United Republic of Tanzania that provides data on about 257,894 companies for the year 2017. Utilities and services are modelled differently because their outputs are not conveyed through the transport network as freight flows. We model country-wide representative firms for each of these sectors and do not assign them to a specific OD node. Supplementary Figure 4 analyses the impact of the number of representative firms on the results.

For imports, Tanzanian firms pick countries as suppliers based on the country’s demand of households and countries, we can generate the map of the traded freight flows. We estimate the demand per sector and per district by using a business registry built and maintained by the National Bureau of Statistics of the United Republic of Tanzania that provides data on about 257,894 companies for the year 2017. Utilities and services are modelled differently because their outputs are not conveyed through the transport network as freight flows. We model country-wide representative firms for each of these sectors and do not assign them to a specific OD node. Supplementary Figure 4 analyses the impact of the number of representative firms on the results.

We have a Leontief production function calibrated with GTAP input–output tables, as in the work of Henriet et al.1 and Inoue and Todo2. As opposed to Inoue and Todo2, we do not have the suppliers and buyers of each firm in the data. We reconstruct the supply chain links using a modified gravity model, based on the size, sector and location. For each sector from which they need input, representative firms randomly pick suppliers. For firms A of a relevant sector, the probability of being chosen as supplier by firm B grows with A’s size and decreases with the distance between A and B. This procedure allows us to model the spatial distribution of population and activities along the national and regional roads. Because we aim at a country-level analysis, we do not model the last-mile accessibility to rural villages nor agricultural fields, which is best studied at the local level. Utilities and services are modelled differently because their outputs are not conveyed through the transport network as freight flows. We model country-wide representative firms for each of these sectors and do not assign them to a specific OD node. Supplementary Figure 4 analyses the impact of the number of representative firms on the results.

Finally, the model relies on simple input–output mechanisms and cost-minimizing behaviour, which do not include the (limited) possibility of substituting inputs for each other during a crisis. The importance of these mechanisms is evident when comparing different purchasing responses from firms (the ‘reactivity rate’ in the Supplementary Methods). And, while it was not necessary for this exploration of the current vulnerability of the United Republic of Tanzania, extending the model to transport multimodality will be crucial for its application to more complex transport systems.

Data availability

Input–output tables and international trade data were extracted from the GTAP database. It is a licensed database provided by GTAP with restricted shareability, so the data are not publicly available. The firm registry and population census data are provided by the authorities of the United Republic of Tanzania. They are not publicly available; requests should be addressed to the National Bureau of Statistics of the United Republic of Tanzania. Gridded population data, spatial GDP data and spatial land cover data are available online; see references for direct links in CIRES5, Kummu et al.24 and RCMRD1. Inventories were estimated from a World Bank firm survey24. The survey results are not public data. They are, however, available from the authors upon reasonable request and with permission of the World Bank. The figure data are available at https://figshare.com/projects/Criticality_analysis_of_a_country_s_transport_network_via_an_agent-based_supply_chain_model/91367. The simulation data generated by the model are available from the corresponding author upon reasonable requests.

Code availability

The code of the model is available at https://github.com/ccolon/disrupt-supply-chain-model, a Git repository maintained by the corresponding author.
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Extended Data Fig. 1 | Coupling the interfirm (red) and transport (blue) networks. The red straight lines represent the 10% largest supply-chain links, in monetary terms, between the modeled Tanzanian firms. Those links belong to one of the reconstructed interfirm networks used in the simulations; see Supplementary Method 2.5.2. The blue lines represent the transport network from road data; see Supplementary Method 2.1.1. Map tiles by Stamen Design, under CC BY 3.0. Data by OpenStreetMap, under ODbL.
Extended Data Fig. 2 | Map of the interventions evaluated in Main Text’s Fig. 3. They target a portion of the T1 road (top right map) and a portion of the T7 road (bottom right map). The thick purple lines represent the targeted critical roads, which are made more resistant in intervention (a-i) of Fig. 3, and for which the recovery services are improved in intervention (a-iii). The thick green lines indicate hypothetical alternative roads evaluated under intervention (a-ii). They were designed to offer an alternative in case of disruption of the critical roads. They are purely hypothetical and are not related to any real-world project. Map tiles by Stamen Design, under CC BY 3.0. Data by OpenStreetMap, under ODbL.
**Extended Data Fig. 3 | Demand-side management of transport disruptions.** The same demand-side interventions as in Main Text’s Fig. 3b are evaluated, but on the 300 most critical transport nodes, whereas Fig. 3b focused on the specific roads highlighted in purple in Extended Data Fig. 2. The interventions are: (i) all firms hold one more week of inventories, (ii) all firms have two suppliers per type of inputs instead of one, and (iii) the distance between suppliers and buyers is on average 60 km instead of 190 km. Each rectangle extents to the mean of the distribution, the bar indicates the interquartile interval.
Extended Data Fig. 4 | Cost amplification is larger when disruptions are modeled at the level of firms rather than sectors. In both panels, the bars on the left (baseline) represent the distribution of indirect losses resulting from the disruptions of the 300 most critical transport nodes, modeled as in the remainder of the study. For the other bars (alternative), the direct impacts of those disruptions are no longer applied to the firms located in the disrupted nodes but are evenly distributed on all the firms of the affected sectors. For instance, say that firm 1 of sector A is directly affected, preventing it from delivering a certain amount of sector-A goods in the baseline. In the alternative case, this amount is transformed into a decrease in production capacity applied to all sector-A firms across the country. The direct impact is quantitively the same but distributed differently. This alternative behavior represents what is implied by sector-level input-output analysis. The filled rectangle indicates the interquartile interval; the solid horizontal lines indicate the median; the horizontal dash line indicates the mean. Mean values are joined with a black curve. The vertical line extends to the minimum and maximum of the distributions; when the maximum lies outside the plotting area, as in (b), the upper part of the vertical line is not capped.
Extended Data Fig. 5 | Inventories of food products are most effective in reducing indirect losses. Each rectangle extends to the average relative change in indirect losses that results from a one-week increase in inventories for specific categories of inputs. This increase concerns all firms across the countries. Vertical bars indicate interquartile intervals. Four-week disruptions of the 300 most critical transport nodes are simulated. Results are averages over ten network reconstructions.