Thief, Beware of What Get You There: Towards Understanding Model Extraction Attack

Xinyi Zhang  
School of Computer Science and Engineering  
Nanyang Technological University  
Singapore  
zh0031yi@e.ntu.edu.sg

Chengfang Fang  
Singapore Research Center  
Huawei International Pte. Ltd.  
Singapore  
fang.chengfang@huawei.com

Jie Shi  
Singapore Research Center  
Huawei International Pte. Ltd.  
Singapore  
shi.jie1@huawei.com

Abstract—Model extraction increasingly attracts research attentions as keeping commercial AI models private can retain a competitive advantage. In some scenarios, AI models are trained proprietarily, where neither pre-trained models nor sufficient in-distribution data is publicly available. Model extraction attacks against these models are typically more devastating. Therefore, in this paper, we empirically investigate the behaviors of model extraction under such scenarios. We find the effectiveness of existing techniques significantly affected by the absence of pre-trained models. In addition, the impacts of the attacker’s hyper-parameters, e.g., model architecture and optimizer, as well as the utilities of information retrieved from queries, are counterintuitive. We provide some insights on explaining the possible causes of these phenomena. With these observations, we formulate model extraction attacks into an adaptive framework that captures these factors with deep reinforcement learning. Experiments show that the proposed framework can be used to improve existing techniques, and show that model extraction is still possible in such strict scenarios. Our research can help system designers to construct better defense strategies based on their scenarios.

I. INTRODUCTION

With Artificial Intelligence capabilities increasingly embedded in enterprise tools, products, and services, companies who adopted AI in their business have grown and expanded steeply. AI becomes one of the important factors for them to gain competitive advantages over other players. Thus, to retain their advantage, protecting the intelligent properties from competitors is an important topic.

To maximize the advantage, AI capability is typically deployed as a service that is available to the public, their customers, or their applications. There are rising concerns on model extraction attacks through such services ever since [1], which showed that it is possible to extract a similar model from the available API. A series of attacks and defense mechanisms with different assumptions are proposed, and the concern is extended to the more complicated models like ResNet [2] and BERT [3].

Most of the current researches on model extraction and defense are empirical, with only few exceptions such as [4]. Many of the empirical model extractions are conducted with public datasets and pre-trained models, and thus assume the attacker who has access to a similarly trained model and in-distribution datasets. Despite this being a straightforward approach for an attacker who tries to extract these models, there are scenarios where the models are trained with in-house data, and neither the data distribution nor pre-trained model is available to the attacker. In this paper, we will discuss this less addressed scenario. Nevertheless, separating the contributing factors of model extraction, in other words, studying the effectiveness of model extraction without a pre-trained model or in-distribution dataset, will help us understand the fundamentals of model extraction.

Intuitively, there are two important factors that could affect the effectiveness of model extraction, namely, attacker model hyperparameters and information retrieved from the victim through queries. We firstly conduct experiments to analyze the effect of model structure, and show that the optimal structure cannot be simply determined by the victim model structure, and thus shall be configured adaptively.

Secondly, we conduct experiments to show that, the learning setting in model extraction might be counter-intuitive compared to normal model training. For example, due to the query distribution, the Adam [5] optimizer might lead to a significantly worse result compared to the SGD. A learning rate and training epoch number that might lead to overfitting in model training might be favorable for model extraction.

Lastly, we examine the effect of query set. Specifically, we study the extraction effect in three typical scenarios: when the adversary does not have data of specific labels, when the amount of in-distribution data is limited, and when the adversary does not have in-distribution data. The experiment shows that extraction is still possible even if the malicious party does not possess the corresponding data.

Since the adversary will always try to expand the query set until the query budget is met, the extraction effect also directly depends on the query data generation strategy. In view of the aforementioned constraints and phenomena, we take one more step towards understanding model extraction attack by proposing a heuristic extraction framework utilizing deep reinforcement learning, with which we learn the optimal query strategy. Experiments show that one example implementation of our framework can outperform the typical FGSM [6] method, and can extract a reasonable model even without any in-distribution data and within a limited budget, which thus shall be considered and utilized by security architects who intend to rely on the secrecy of data to achieve model...
confidentiality.

The rest of the paper is organized as follows: in section II we briefly summarize existing works that are related to this research; in section III we introduce the notation and problem formulation of this paper; in section IV we present our observations and analysis; in section V we propose and validate the model extraction framework.

II. RELATED WORK

A. Model Extraction

Model extraction (ME) typically refers to extracting non-public information, such as functionality or parameters, from a black-box Machine Learning model. In the context of AI Security, it is also known as Model Stealing Attack due to its nature of being unauthorized. Earlier works in model stealing attack focus on simple ML models like SVM or decision tree [1]. As Deep Learning gains popularity, recent works [7]–[9] started to explore complex deep neural networks. These works present the effectiveness of their attacking methodologies in Computer Vision (Image Classifier) or Nature Language Processing settings. Most of these works rely on open-source pre-trained weight, high-quality data, or sophisticated models. However, such given prior knowledge could be the bottleneck of attacks in practical situations. In our work, we study model extraction attack in stricter situations and point out critical but lightly mentioned factors.

B. Knowledge Distillation

A closely related research topic is knowledge distillation (KD), which refers to transferring the functionality from one model to another. It typically involves a teacher model, which is structurally complex, and a student model, which is simpler and easier to deploy. It was firstly proposed by [10] and has been constantly studied since for better efficiency and performance [11], [12]. We argue that essentially, knowledge distillation is a special case of a functionality-targeted Model Extraction problem. In opposite to the black-box setting in Model Extraction, knowledge distillation can leverage the knowledge of the teacher model, its training data, the activation [13], [14], and structural information [15] for various improvements. In this paper, we combine some phenomena that occurred in our experiments with observations [16], [17] made in KD, to better understand the effectiveness of ME.

C. Adversarial Example

With a human-imperceptible synthesized noise [18] added to the input, adversarial examples (AE) are known to be capable of greatly affecting the output of neural networks. Due to its nature of manipulating the model output, AE is also used in KD [19] and ME [20] as a way to find decision-boundary. The explanation of AE still remains unclear, but multiple theories [21]–[23] have been proposed. Reference [23] interpreted the AE noise as non-robust features, which we adopted in our method to enrich the information retrieved from the victim and push the distribution of the sampled data to a desired state.

D. Active Learning

Active learning (AL) is a technique where data is adaptively selected and trained [24], [25] based on the state of the evolving model. The purpose of AL is to save data labeling effort, which, in the context of ME, is the interaction with the target black-box model. In this work, we use deep reinforcement learning (DRL), which has been proven to able to outperform human-level control [26] in many systems, in section V for our proposed example algorithm to conduct active learning.

III. PROBLEM FORMULATION

In this paper, we mainly follow the notation defined in [7] and consider the setting where an attacker wants to train a model $F_\alpha$ by querying a victim model $F_v : \mathcal{X} \rightarrow \mathcal{Y}$, which is trained on dataset $D_v$. The attacker is provided with a data pool $D_\alpha$ containing labeled, non-labeled, or no data. The attacker has a budget $B$, that is, the number of times he can query the victim model. The set of queries he constructed is referred to as the transfer set $D_t$.

We consider model extraction problem as a “Task Accuracy Extraction” defined in [4]. That is, we analyze the effect of $D_v$, model structure, learning parameters that affect the accuracy over a task distribution $D_{task}$ over $\mathcal{X} \times \mathcal{Y}$, i.e.:

$$\Pr_{(x,y) \in D_{task}}[\text{argmax}(F_\alpha(x)) = y]$$ (1)

We study the following two factors which typically affect the effectiveness of model extraction:

1) Query Utility: As some of the existing works pointed out, the efficiency of model extraction is affected by the utilities of information retrieved from queries, including: (1) whether the queries are in-distribution, i.e. whether they are in the set of $D_T$, or even $D_v$; (2) whether the queries are balanced in terms of each label in $\mathcal{Y}$; (3) whether the queries sufficiently explore the input space $\mathcal{X}$.

2) Hyperparameters: We analyze the effect of model hyperparameters by comparing the learning process of the following three cases: where the attacker uses a more complex structure, the same structure, and a simpler structure. We also analyze the effect of learning hyperparameters such as optimizer.

IV. OBSERVATION AND ANALYSIS

Most of the existing works study model extraction with image classification tasks and therefore assume the attacker starts with a pre-trained model (e.g. ResNet-34 on ImageNet [27]). While this is reasonable when attackers try to extract models with common tasks, it might not be the case for some of the commercial critical tasks, where even training data are confidential properties. In fact, model extraction attacks are more probable and severe for these cases. Nevertheless, for better comparison with existing works, we conduct experiments with image classification tasks. However, for most of our analysis, we do not assume the attacker starts with a pre-trained model, nor does he have plenty in-distribution data.

We study the effects of the aforementioned factors by extending the experiments in Knockoff Nets [7]. All tests are
conduct on the standard test dataset or using the same train-test split as in the original paper. The victim model is assumed to return the softmaxed classification probability (soft label) of the queried input. We organize our observations into the following three categories:

A. Pre-trained Weight

In this section, we discuss the effect of \( F_v \) pre-trained weight and the role it plays in the whole extraction process. We start with replicating Knockoff Nets random sampling on Caltech-256\(^{28}\). Then, instead of using ResNet-34 pre-trained on ImageNet, we apply Xavier\(^{29}\) initialization on three types of attacker model structures and repeated the experiment. To avoid coincidence and rule out factors like incapable victim or inadequate samples, we also change \( F_v \) for more accurate models, vary \( B \), and extend experiments to ImageNet.

The result (Table I) shows that the performance of \( F_v \) degenerates significantly without pre-trained weight, even when it has matching network structure with \( F_v \) and \( D_v \) as query set. A related result is also found in\(^{30}\), where they showed that \( F_v \) performance decreases when \( F_v \) is not finetuned from the same pre-trained model.

Based on the above-mentioned observation, we find that when the victim and attacker both start with models pre-trained on the same dataset, the importance of the pre-trained weight is more than providing just a sophisticated feature extractor, but rather significant prior knowledge of \( F_v \) and make the whole process similar to fine-tuned transfer learning. Without such pre-trained weight, the attacker needs a much higher budget to obtain a comparable result.

B. Attacker Hyperparameters

In this paper, we look into the behaviors of two important factors, namely attacker model structure and optimizer, in model extraction. Our Experiments show that their behaviors differ from those under typical machine learning settings.

1) Attacker Model Structure: Previous works\(^{7}, \, 9\) studied the effect of structure in the settings of \( F_a \) pre-trained weight. Conclusions were made that:

- Given fixed \( F_v \) structure, the more complex \( F_a \) is, the better the extraction result is.
- Given fixed \( F_a \) structure, the extraction result is the best when \( F_a = F_v \).

In contrast, in this section, we study the effect \( F_a \) structure without pre-trained weight, in order to validate the above-mentioned two statements in a broader context.

We conduct experiments on FashionMNIST\(^{31}\) dataset with three different models: 2-layer MLP, LeNet\(^{32}\), and resized AlexNet\(^{33}\), of \( 10^3 \), \( 4 \times 10^5 \), and \( 4 \times 10^6 \) trainable parameters respectively. The experiment result (Table II) indicates that with no pre-trained weight applied, \( F_a \) is neither the more complex the better nor performs the best when \( F_v \) has the same structure. Similar phenomena can also be observed in Table I where ResNet-50 underperforms ResNet-18 with the same budget.

We believe that in previous works’ settings, pre-trained complex models reveal more information about the original feature space that \( F_v \) was trained on, which is the major factor that distinguished their performance from the simple ones. This could be an alternative explanation to the fact that, in the original paper, when testing Knockoff Nets on a real-life black-box model, i.e. without the important prior knowledge provided by pre-trained weight on the same dataset as \( F_v \), ResNet-34 and ResNet-101 showed similar performances.

Therefore, whether the \( F_v \) is black-box or white-box, an op-
timized structure of $F_a$ needs to be searched. The best strategy for the attacker might be to adopt an AutoML approach, search for the optimal hyperparameters according to his budget and prior knowledge, and continuously adjust them with the query results he obtains.

2) Optimizer: Besides model structure, another typical hyperparameter that needs to be adaptively configured is the optimizer for training $F_a$. One significant difference for optimizer choice compared to the typical machine learning is that, overfitting the training accuracy might not be bad for testing accuracy. In this paper, $F_a$ are trained for a large number of epochs with little learning rate decay, which by common sense will lead to overfitting, but the test accuracy is observed to be continuously improving. We believe that in the scenarios where the adversary does not have a good prior knowledge about the dataset, his best strategy is to overfit to the soft labels. In addition, a typical training dataset has overall “trending” for each class, whereas the distribution of $D_t$ is more dynamic during the extraction process. One interesting observation we obtained in our experiments is that Adam optimizer always leads to a significantly worse $F_a$ than SGD does. Thus, optimizers validated in common machine learning scenarios may not be directly applicable in model extraction.

C. Query Utility

In experiments shown in Table I, we notice that $F_a$ can learn features by querying with white noise, which is meaningless to humans and contains no perceivable feature related to the task. To further explore this phenomenon, we conduct a series of experiments of extracting $F_v$ on FashionMNIST with varying $D_a$:

- FMNIST-$K$: the FashionMNIST training dataset, excluding all data from the specified $K$ class(es).
- FMNIST-$K$-S: the FashionMNIST training dataset, excluding all samples to which $F_v$ assigns a confidence score larger than 10% on the specified $K$ class(es)

All available samples in the $D_a$ are queried to the victim exactly once, with no data argumentation applied. We consider the performance of $F_a$ on the “excluded class(es)”, and evaluate the prediction with two metrics, namely:

1) Recall $R_{EC}$: defined as the ratio of correct predicted labels in excluded classes and the total number of images in these classes
2) Precision $P_{EC}$: defined as the ratio of correct predicted labels in excluded classes and the total number of prediction in these classes

We notice that despite images of certain classes are missing in $D_a$, $F_a$ is still able to classify them with high precision, even in extreme cases where all sampled data obtained have low confidence in the target class. Interestingly, the precision $P_{EC}$ is higher than the recall $R_{EC}$. It seems $F_a$ is more conservative in “excluded classes”.

This experiment shows that an adversary might be able to learn without prior knowledge of the target class(es). Additionally, as a further investigation, we query the victim with MNIST [34] dataset as $D_a$, which are typical out-of-distribution data in this case, and $F_a$ achieved 66.7% test accuracy on the FashionMNIST test dataset. It seems in these cases, misclassified queries are no longer adversarial dirty data and, instead, they play a positive role in the extraction. Meanwhile, soft label with relative growth and drop across classes makes the learning from ‘low confidence’ samples possible and facilitates the extraction when lacking input data. We believe that explains why in Table I, the overall extraction result degenerates with a more accurate victim. Similar observations were also made by [16], [17] in the context of knowledge distillation.

V. Method and Evaluation

With observations made in section IV-C on the top of [7], we hereby present an abstract framework (Fig. 1) for model extraction analysis and give out a heuristic example of implementation (Algorithm 1) in the context of image classification.

A. Framework

The framework consists of four loose-coupling modules: a Data Generator that generates queries based on available resources and an instruction given by a Controlling Agent. The queries are then sent to the victim model, and an attacker trainer will train the model based on the queries and results. An Evaluator is deployed to observe the extraction efficiency and provides feedback to the Controlling Agent. The detailed functionality and design choices of each module are as follows:

1) Controlling Agent: Controlling Agent leads the Active Learning process. Based on the current extraction state, it issues instructions for the environment to execute. In this paper, we use DDPG [35] to output desired soft-label $P_t$ and FGSM parameter $\epsilon$ for the next query as an example. However, it is also compatible with other continuous action space DRL algorithms such as TRPO [36]. Classic controlling algorithms such as MPC [37] may also be adopted in this scenario.
Fig. 1. Structure of the proposed framework. Modules are indicated by grey dot-lined boxes with names on the top-left corner. Detailed components within each module are from Algorithm 1. Blue box \((P, F_a)\) denotes trainable network. Green box \((D_t, D_a)\) denotes data storage. Orange box (Evaluator, AE Generator) denotes fixed function. Black box \((F_v)\) denotes black-box component.

**Algorithm 1** DRL Guided Model Extraction with i-FGSM: An Implementation of the Proposed Framework

**Input:** Victim Model \(F_v\), Data Pool \(D_a\), Attacker Model \(F_a\), Parameter: Query Budget \(B\), Evaluation Scope \(X\), FGSM Iteration \(M\)

**Output:** Trained \(F_a\) that shares similar functionality with \(F_v\)

1: Initialize Controller \(P\) and fill \(obs_0\) with zeros
2: Let \(j = 0\)
3: while \(j \leq B\) do
4: Feed forward \(obs_j\) into \(P\) to output a target probability distribution \(\text{prob}_t\) and \(\epsilon\)
5: if \(D_a\) is not empty then
6: Randomly draw an image from \(D_a\) as \(I\)
7: else
8: Generate a noise image with uniform random as \(I\)
9: end if
10: Apply i-FGSM with \(\epsilon\) on \(I\) for \(M\) iterations, note the output as \(I_j\)
11: Store \((I_j, F_v(I_j))\) pair into \(D_t\)
12: Train \(F_a\) with last \(X\) samples in \(D_t\)
13: Evaluate the distribution and the loss of \(F_a\) on the last \(X\) samples in \(D_t\) with (7), (8), and (9). Set the evaluation result as \(obs_j\)
14: Calculate the reward \(r_j\) with (10)
15: Update \(P\)
16: end while
17: return \(F_a\)

2) **Data Generator:** Data Generator is responsible for providing query images to the black-box victim model that fully fills the instruction given by Controlling Agent. In this paper, we randomly select or generate base images, and adopt i-FGSM [39], utilizing the transferability of AE, to enrich non-robust features [23] covered in \(D_t\). Given the flexibility of this module, we believe that methods like prioritized base image selection or stronger white-box AE attack could be applied to further enhance the performance. We cater them for future research.

3) **Attacker Trainer:** In our proposed framework, the attacker model is trained during the sampling process, in order to timely reflect the state of extraction. Considering the specialty of query data distribution (section IV-B), we use SGD as our optimizer. After each query image is made to the victim model, we train the attacker model on \(X\) most recently collected samples to reduce the time taken by the sampling process. However, as a reflection of the stateful model stealing defense [39], we believe sampling time is not a critical factor to be considered for the whole extraction process, and better results could be achieved by a more sufficiently trained attacker.

4) **Evaluator:** In deep reinforcement learning, feedback from the environment to the agent is critical, which consists of two parts: observation \(obs\) and reward \(r\). \(obs\) reflects the state, or partial-state, of the current environment, and \(r\) reflects how good did the agent do. Thus, Evaluator module gathers critical information about the current extraction process, then award or penalize the Controlling Agent. In Algorithm 1, we limit the evaluation scope to the latest \(X\) elements in the transfer set. With \(D_{X,j}\) denoting the newly added \(X\) elements into the training set, i.e. \(D_{X,j} = (D_t, D_{t,j} - X)\), the \(j\)-th \(obs\) contains following information:

- \(F_a\) output on \(I_j\) in probability: \(F_a(I_j)\)
- \(F_v\) output on \(I_j\) in probability: \(F_v(I_j)\)
- The mean \(\bar{m}_j\) (2) and standard deviation \(\sigma_j\) (3) of the (soft) labels for each class in \(D_{X,j}\).
\[ m_j = \frac{1}{J} \sum_{x \in D_{X,j}} F_v(x) \quad (2) \]
\[ d_j = \frac{1}{J} \sum_{x \in D_{X,j}} (F_v(x) - \bar{m}_j)^2 \quad (3) \]

- Mean Cross-entropy Loss of \( F_a \) on each class \( j \) with \( D_{t,j} \),
\[ L_j = \frac{1}{J} \sum_{x \in D_{X,j}} L_{CE}(F_a(x), F_v(x)) \quad (4) \]

where \( L_{CE}(F_a(x), F_v(x)) \) is the Cross-entropy between \( F_a(x) \) and \( F_v(x) \). Given \( \text{obs} \), the agent will decide an action that attempts to maximize the accumulated reward, calculated by a reward function. The reward function shall assess the attacker model, with respect to the newly added elements. The observation made in section IV-C shows that we shall encourage diversity in classes, and discourage similar samples from existing ones in \( D_t \). Let \( \sigma(m) \) denote the standard deviation of the given vector across all elements, we use the following equations for reward in algorithm 1:

- the Cross-Entropy Loss of \( F_a \) for the last \( X \) elements.
- Note that a higher loss indicates that the samples are not similar to existing ones, and thus shall be encouraged, in order to explore the input space. That is:
\[ r_{ce} = \begin{cases} 1 & L_j > \bar{L}_{j-1} \\ -1 & L_j \leq \bar{L}_{j-1} \end{cases} \quad (5) \]
- the diversity of samples. This is measured by both the range and standard deviation of \( \bar{m}_j \), as well as encouraged by the minimum standard derivation of probabilities from each class:
\[ R_j = \max \bar{m}_j - \min \bar{m}_j \quad (6) \]
\[ r_{range} = \begin{cases} 1 & R_j > R_{j-1} \\ -1 & R_j \leq R_{j-1} \end{cases} \quad (7) \]
\[ r_{std} = \min d_j \quad (8) \]
\[ r_{avg} = \begin{cases} 1 & \sigma(\bar{m}_j) < \sigma(\bar{m}_{j-1}) \\ -1 & \sigma(\bar{m}_j) \geq \sigma(\bar{m}_{j-1}) \end{cases} \quad (9) \]

The final reward is the weighted sum of the above factors:
\[ r = \lambda_0 * r_{ce} + \lambda_1 * r_{range} + \lambda_2 * r_{std} + \lambda_3 * r_{avg} \quad (10) \]

### B. Benchmarking

We now evaluate the performance of the proposed Algorithm 1 by attacking a \( F_v \) trained with the FashionMNIST dataset. In order to simulate the scenarios where the attacker has limited prior knowledge about the victim, we strictly limit the amount of data contained in \( D_a \). Additionally, we test one variant, where the value of \( r_{ce} \), \( r_{range} \) and \( r_{avg} \) are computed directly instead of discretely based on relative change. To validate the effectiveness of DRL and i-FGSM, we also included results of the following two baselines, modified from Algorithm 1 but within our proposed framework:

1. Random Uniform Noise as Data Generator
2. Random Controller as Controlling Agent

Note that \( D_a \) is not included in the benchmarking baselines, for it is not designed for zero or limited unlabeled data conditions. To our best knowledge, we are the first to attempt data-free stealing in the context of computer vision.

To demonstrate the adaptiveness of our method, in this experiment, hyperparameters are set intuitively and are not specifically tuned. All \( \lambda \) in the reward function are set to be 1. The query budget \( B \) is set to \( 10^4 \), which is one-sixth of the FashionMNIST training set size. To encourage exploration, we apply a Gaussian noise \( n \sim N(0, 0.1) \) to the DRL action for the first \( 2 \times 10^3 \) steps. To balance the trade-off between attacker training and experiment run-time, we set the evaluation scope \( X \) to be 640. Meanwhile, guided by the findings in section IV-E2 we additionally train each \( F_a \) for 1000 epochs with \( D_a \) after the sampling process for better information utilization.

The result (Table IV) shows that in both data-free and limited-data situation, Algorithm 1 and its variant outperform the two baseline methods. Notably, in “Limited Data” situation, where \( D_a \) contains 20 randomly drawn images from a pool of \( 6 \times 10^4 \), our method achieves a more stable result than the baseline ones, which demonstrates the efficiency of DRL and adaptiveness of our proposed framework. Moreover, Algorithm 1 saves the human effort of collecting or organizing a vast amount of candidate data, and instead, makes use of non-robust features which is easier to be crafted. From another aspect, this benchmarking experiment also suggests that an attacker does not need to be well-prepared to attack a victim, deepening concerns of protecting commercial models against model extraction attacks as crime cost is significantly lower.

### VI. CONCLUSION AND FUTURE WORK

In this paper, we study the model extraction problem when the attacker does not have much prior knowledge about in-distribution and lack pre-trained networks to start with. We empirically find that the statements made by the current literature fail to extend to such stricter scenarios. Meanwhile, we verified that, although the difficulty of extraction is signif-
icantly higher, an attacker can still learn information with out-of-distribution data. We study the different factors that contribute to the model extraction and put together these factors into a framework that can be trained for better configurations. We conduct experiments to demonstrate the effectiveness of the algorithm to extend the existing FGSM method with little prior knowledge of the victim model. Thus, when companies that provide AIaaS shall be aware that it is vulnerable when the confidentiality of their models rely only on the secrecy of their data.

For simplicity of illustration, factors such as attacker model structure are not covered by our given example (Algorithm 1). Whether techniques like neural architecture search (NAS) in the current literature could be applied to improve the current implementation is still left for further research. Moreover, Algorithm 1 adopts DDPG, which is a model-free reinforcement learning algorithm. In our benchmarking experiments, the DRL agent is trained from scratch as the free reinforcement learning algorithm. In 2019, pp. 3771–3778.
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