Gelation of Anisotropic Colloids with Short-Range Attraction
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Abstract: Colloidal gels are space-spanning networks that form solids at dilute particle volume fractions. The kinetic process of gelation is central to understand the flow of complex fluids. Here, we report a simulation study of colloidal gelation of anisotropic colloids with attractive Lennard-Jones potential. These forces quasi-model the critical Casimir effect far from the critical solvent fluctuations acting on colloidal patches. By tuning the depths of the patch-to-patch particle interactions and the selected colloidal patches, we dynamically arrest the colloids to form gels. We find that thermal density fluctuation is the key factor to activate colloidal cluster space spanning: the balance between clustering and break-up mechanism is important for the gelation process of anisotropic systems. These results open new opportunities for studying the structural modifications of colloidal gels formed by anisotropic particles, and shed light on non-equilibrium behavior of anisotropic colloidal building blocks.
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1. Introduction

Microscopically, colloidal gels are dilute space-spanning networks that form solids at dilute particle volume fraction [1], which allows to control the rheological properties of complex materials. In colloidal science, one can form these networks by aggregating attractive colloidal particles [2-4], measures the mechanics of these networks via the storage and loss moduli, and shows a strong time evolution of colloidal gel formation due to the complex energy landscape [5]. This network elasticity is essential in food industry and in biological systems such as cell cytoskeleton. The time evolution while quenching is crucial to measure the network elasticity and the structural modification of...
colloidal aggregates. Recently, Zaccone and coworkers [6] propose a microscopic model of master kinetic equations based on nonequilibrium statistical mechanics of the break-up and bonding of colloidal aggregates to evaluate the colloidal cluster size distribution and the relaxation time spectrum during the gelation process. In this paper, we simulate the aggregation process of colloidal gels composed of anisotropic material building blocks. These particles give rise to strongly directional bonds with a variety of patch-to-patch bond interactions. Using molecular dynamics simulations, we show that the kinetic process, particularly the clustering and breakup of colloidal aggregates, plays an essential role on gel formation induced by anisotropic colloids. These results open a new way to in-situ control the complex sub-nanometer structures in colloidal science.

2. Measurement of critical Casimir forces

To simulate the aggregation of attractive anisotropic colloids induced by patch-to-patch interactions, we obtain experimental potential parameters from confocal microscopy observations and extrapolate these parameters in a wider simulation range. We investigate a system of poly-n-isopropyl acrylamide (PNIPAM) particles with a diameter of $\sigma=500\text{nm}$ [7-9] suspended in a near-critical quasi-binary solvent composed of 3-methylpyridine (3MP), water and heavy water [10, 11]. The solvent composition is close to, but slightly off the critical composition of the 3MP - water - heavy water system [12], allowing solvent density fluctuations to occur [7, 8, 13]. We choose this particular experimental system which has the particle refractive index matched to that of the solvent to directly image the particles and determine the particle pair correlation function $g(r)$, the probability of finding the number of particles around a particle in a given distance from its center, deep inside the bulk of the suspension. The index match also minimizes van der Waals forces to ensure that the only two relevant potentials acting on this system are the repulsive screened electrostatic and the attractive critical Casimir interactions.

Figure 1. Confocal microscopy images of PNIPAM particles in a dilute state (volume fraction $\phi=2\%$ at room temperature (a), and in a gel state (volume fraction $\phi=6\%$) close to the solvent critical temperature (b). (c) Comparison between experimental critical Casimir and Lennard-Jones potentials. The experimental critical Casimir potential is determined from the particle pair correlation function.

To measure the critical Casimir particle pair potential, we heated a dilute suspension with a $\approx 2\%$ effective colloidal volume fraction just below the solvent phase separation temperature $T_{\text{cs}}$ and let the system to equilibrate. After 30 minutes of waiting, we again heated the system to temperatures close to
the solvent critical temperature, and obtained thousand images of particle configurations at each temperature to determine the average pair correlation function. We determine effective pair potentials from experimental measurement of the temperature-dependent pair correlation function \( g(r; T) \) in dilute solutions of spherical colloids using the Boltzmann relation \( \beta U(r; T) \approx -\ln(g(r; T)) \) and apply these interactions to the patches of the anisotropic colloids in this study. Figure 1.(a) shows a snapshot of PNIPAM particles obtained from a confocal microscope in a dilute limit and the experimental temperature dependent critical Casimir potential obtained from the particle pair correlation function. Detail of this measurement is well-documented in ref [9]. The depth of the compared Lennard-Jones potential obtained in this measurement is used as input for simulating the self-assembly of colloidal gels in the next sections.

3. Computational methods

To study the structural modification of gel networks with anisotropic colloids, one can employ Gibbs ensemble Monte Carlo simulations with precise potential forms. Such approach was successfully applied to study the phase behavior of gas-liquid-solid transitions of spherical colloids with short-range attractions [9]. However, in the case of anisotropic colloids, due to the complexity of the particle geometry and the interactions between the patches, standard Monte Carlo simulations are not computationally effective. Furthermore, to study the dynamics of gel formation especially when attraction strength is comparable to thermal activation energy, it requires a model that allows the particles to explore all possible degrees of freedom while clustering, and an appropriate attraction strength which allows colloidal aggregates to form and to breakup during gel formation. Thus, in this paper, we model the anisotropic particles as water-like molecules composing of a B-type particle at center and two A-type patches at edges (see fig. 2a) and implement the ELBA potential model [14] to these colloids. The ELBA potential model can be described by a single interaction site as a Lennard-Jones sphere embedded with a dipole. The total potential energy \( U_{ij} \) of an interacting pair of two sites \( i,j \) is given as \( U_{ij} = U_{ij}^{LJ} + U_{ij}^{dip} \), where \( U_{ij}^{LJ} \) represents the Lennard-Jones term and \( U_{ij}^{dip} \) is the point dipole potential. In this study, we fix the point dipole term and vary the depths of Lennard-Jones potentials \( U_{ij}^{LJ} \) to mimic the increase of the attractive strength induced by the critical Casimir forces. We approached this method due to the fact that high attraction strengths at gelation states are experimentally difficult to obtain. We then consecutively apply these extrapolated potentials to all the patches of the colloids, including A-A, A-B, B-B patches. For simplicity, we only apply the attraction parts to one type of the patches. Fig. 2 (b) illustrates the depths and ranges of the implemented Lennard-Jones potentials. A stiffer attraction strength corresponds to a larger depth of these potentials. Molecular dynamics simulations were run for about 10800 molecules with the program LAMMPS [15] until the simulation systems reach steady states, as defined by the saturation of the potential energy curves at long simulation time (see fig. 2c the top two curves). The temperature was set at 300K. The system size was about 45x45x45 Å³. For each potential dataset, we simulated the system for ~5000ps, the initial 2000ps was for equilibration, the last 2000ps was considered as production and we used data of the last 2000ps for analysis. At the highest attraction strength, due to the simulation time limit, we perform the molecular dynamic simulation (MD simulation) up to its quasi-stable state.
Figure 2. Structural modification of colloidal gels formed by anisotropic particles. (a) A sketch of an anisotropic particle with type A and type B patches. (b) Lennard-Jones pair potentials between colloidal patches. Higher depth of potential illustrates stronger attractions between colloidal patches. (c) Time evolution potential energy per atom of the simulation system. (d-f) Simulation snapshots of A-A interactions obtained at 3 different Lennard-Jones potential depth 1 (d), potential depth 2 (e), potential depth 3 (f) at 530ps. Stiffer and larger gel networks are obtained when increasing the attraction depths.

4. Results and discussion

4.1. Formation of attractive gels

To assemble a space-spanning colloidal network at number density ~10%, we generated fcc crystal configurations where the center of each molecule was placed at the fcc lattice point, and applied three different Lennard-Jones potentials to A-A, A-B, B-B patches. During quenching, the systems melted from crystal states to form gels. The highest potential depth was chosen at around 10 $k_B T$ equivalent to the highest potential depth we could obtain experimentally. At each potential, we ran about 2 million MD steps and exported about 4000 configurations for statistical analyses. Figures 2 (d-f) are simulation snapshots achieved at 530ps for all potential depths. As can be seen clearly, space spanning networks are completely formed at this time stamp, and these networks are distinct at the highest strength. These simulation snapshots qualitatively agree with our confocal microscopy observation (see fig. 1b).

We first investigated the pair correlation function during formation. Figure 3 shows the pair-correlation functions $g(r)$ of an attraction field equivalent to potential depth 1 of A-A patch-to-patch interaction (top) and $g(r)$ of A-A patch-to-patch interaction at various potential depths. As time evolves, the gel network becomes longer and stiffer: at stronger attraction equivalent to higher solvent temperatures close to the solvent phase separation point, the second peak of $g(r)$ is higher indicating a
higher degree of short-range order, the patch-to-patch attractions become more pronounced. Higher-order maxima correspond to the formation of molecule clusters. At this potential strength, the thermal activation potential barrier is comparable to the system configurational entropy allowing particle structural rearrangements, making the gel more compact and stronger over longer formation time [2]. Moreover, at the simulation time of 530ps, at large particle separations, similar behaviors are also observed by increasing the potential depths (fig. 3 - bottom panel).

Figure 3. Pair-correlation functions of colloidal aggregates. (Top) Time evolution of pair-correlation functions of an attraction field equivalent to potential depth 1 of A-A patch-to-patch interaction. (Bottom) Pair-correlation functions of A-A patch-to-patch interaction at 530ps with all three potential depths.

Figure 4. Mean-square displacement of attractive colloidal aggregates. (a) Distinct potential depths are applied to A-patches. (b) Potential depth 1 is applied to colloids with A-A, A-B, and B-B patches.

To further understand the gel dynamics, we follow the motion of particles over time and compute the particle mean-square displacement and plot this quantity for A-A patch-to-patch interaction for all three depths of potential in fig. 4(a) and for potential depth 1 for A-A, A-B and B-B contributions. Beside the standard ballistic regime at the beginning and the diffusive regime at longer diffusion period (simulation time above 1000ps), the anisotropic colloids experience a transition crystal-gel state
(from ~10ps to ~200ps). This transition regime is even more pronounced when comparing different patch-to-patch interactions (fig. 4b), suggesting that A-A patch-to-patch interaction plays a major role in the cluster growth.

4.2. Model of gelation

To understand the structural origin of the gelation process, we study the time evolution of the system coordination numbers. In an ideal case, the coordination number is defined by counting the number of nearest neighbors around a single particle with a radius equal to the particle diameter. In this study, to measure the coordination number of anisotropic colloids, for each selected patch in a anisotropic particle, we only count the number of patches of other particles and ignore the trivial interaction between patches inside a particle. This method allows us to determine the essential role of colloidal patches while aggregating. To effectively follow the clustering process, we apply an attraction depth around $k_B T$ (potential depth 1) to the simulation system.

Figure 5. Coordination numbers of attractive gels. (a-c) Distribution of coordination numbers at 500 ps and 2000 ps for potential depth 1 (a), depth 2 (b), depth 3 (c). Peaks (d) and full-width half-maximum (e) of the coordination numbers as a function of simulation time.

As seen in fig. 5, while quenching, larger colloidal networks are formed: the coordination peaks shift towards higher values and the full-width half-maximum curves spread out significantly. Figures 5.a-c demonstrate the shift of the coordination number distributions towards higher values. This right shift is even more pronounced at higher attraction strengths (see fig. 5d for comparison between red and black symbols equivalent to systems quenched at the highest and lowest attraction potentials). We also observe a weak double peak of coordination numbers at the highest attractive potential in this study. This interesting behavior suggests that there should be a balance between clustering and particle breakup during gelation, meaning that the aggregates can be formed by physical or chemical bonds with binding energy $V$ and may also break up due to thermal activation barrier. One can simply model
this cluster formation with cluster mass \( k \) and linear size \( R_k \) according to the general master kinetic equation [6]:

\[
\frac{dc_k}{dt} = \frac{1}{2} \sum_{i,j=1}^{\infty} K_{ij}^+ c_i c_j - c_k \sum_{i=1}^{\infty} K_{ik}^- c_i - K_k^- c_k + \sum_{i=1}^{\infty} K_{ik}^+ c_i
\]

(1)

where \( c_i \) is the number concentration of clusters of \( i \) particles. \( K_{ij}^+ \) is the rate of aggregation of two clusters \( i \) and \( j \), while \( K_{ij}^- \) is the rate of breaking up the \( j+i \) cluster to two single clusters \( i \) and \( j \). The first term can be considered as the “birth” of clusters with mass \( k \), while the second term illustrates the “death” of clusters with mass \( k \). The last two terms are the dynamical factors for the “death” and “birth” of \( k \)-clusters due to cluster breakup, respectively. To capture the time scale of the gelation formation, the peak positions of the coordination numbers were fitted with the theoretical master equation proposed in ref. [6]:

\[
A(t) = (B - C)e^{-K_{ij}^+(t-\delta)} + e^{K_{ij}^+(t-\delta)} + C
\]

(2)

where \( A(t) \) is the peak position of the coordination number, \( B \) is the initial peak value, \( C \) is the long-time value of \( A(t) \), and \( \delta = 2.1 \) is the fractal dimension of this gelation system obtained by fitting the tail of the structure factor. Fig. 5d (green solid line) shows a quantitative agreement between the clustering theory of gelation and our simulations with the aggregation constant \( K_{ij}^+ = 0.01 \). The balance between these two processes are nicely captured by the broadening of the distribution of the coordination numbers (fig. 5d – green line). It is worth noting that eq. [2] fails to capture the full assembly kinetics of gels at high attraction strengths due to the anisotropy of the colloid building blocks and the depths of the potentials. At these depths of interactions, structural rearrangement is very limited so the balance between break-up and clustering happens out of the simulation time scale. The coordination number full-width half-width narrows down at long simulation time (fig. 5e) suggesting that the systems become more compact and arrested.

5. Conclusion

We have shown that the anisotropy of colloids offer new opportunities to study the kinetics of particle aggregation at finite bond energies: the particle interactions can be applied and controlled on specific patches of colloids on a molecular time scale. Furthermore, when the attraction strength is comparable to the thermal activation energy (at potential depth 1), the balance between clustering and break-up is the main mechanism leading to gel formation of anisotropic colloids. This provides new insight into the kinetics of out-of-equilibrium assembly and the relation between aggregate structures and attractive potential. In particular, we show that aging can strengthen colloidal aggregates due to restructuring processes that make the structure more compact. As time evolves, the gel network becomes strongly arrested and develops a stiffer gel network.
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