The anticipated enhancements in detector sensitivity and the corresponding increase in the number of gravitational wave detections will make it possible to estimate parameters of compact binaries with greater accuracy assuming general relativity (GR), and also to carry out sharper tests of GR itself. Crucial to these procedures are accurate gravitational waveform models. The systematic errors of the models must stay below statistical errors to prevent biases in parameter estimation and to carry out meaningful tests of GR. Comparisons of the models against numerical relativity waveforms provide an excellent measure of systematic errors. A complementary approach is to use balance laws provided by Einstein’s equations to measure faithfulness of a candidate waveform against exact GR. Each balance law focuses on a physical observable and measures the accuracy of the candidate waveform vis-a-vis that observable. Therefore, this analysis can provide new physical insights into sources of errors. In this paper we focus on the angular momentum balance law, using post-Newtonian theory to calculate the initial angular momentum, surrogate fits to obtain the remnant spin, and waveforms from models to calculate the flux. For brevity of presentation we restrict ourselves to the waveform models IMRPhenomXPHM, NRBSur?d4q,SEOBNRv4PHM, IMRPhenomPv2, and SEOBNRv3. The consistency check provided by the angular momentum balance law brings out the marked improvement in the passage from IMRPhenomPv2 to IMRPhenomXPHM and from SEOBNRv3 to SEOBNRv4PHM and shows that the most recent versions agree quite well with exact GR. For precessing systems, on the other hand, we find that there is room for further improvement, especially for the Phenom models.

I. INTRODUCTION

The next generation of gravitational wave detectors with much higher sensitivity are on the horizon [1–5]. We can expect detection of compact binaries with orders of magnitude higher signal-to-noise ratio than current measurements. Consequently it will allow unprecedented precision in the tests of general relativity in the highly-nonlinear regime. Moreover it will allow high-precision parameter estimation of the compact binary. However to carry out these procedures, it is essential to have accurate waveform models whose systematic errors are smaller than the measurement errors.

Gravitational wave observations allow several families of tests of general relativity (GR) [6–8]. Many such tests can be done without waveform models, such as parametrized tests of post-Newtonian (PN) theory [9–13], tests with the quasinormal ringdown frequencies [14–16], or ‘no-hair’ tests of the inspiral phase of binaries [17–19]. However these tests rely on the analytic solutions from the perturbative regimes. For testing the highly nonlinear merger regime, waveform models are indispensable. For example one can perform the residual test, where the difference between the data and the best-fit waveform obtained from a model is tested for consistency with being purely noise [7, 8]. Some tests can combine many events to have increasing stringency. However it has been shown that accuracy requirements of models also increase for such tests, and that current models may not be sufficiently accurate to perform such tests using detections made so far [20].

Waveform models are created using a diverse range of innovative ideas. However to obtain any model it is necessary to make approximations, and the ensuing systematic errors are unavoidable. A useful way to measure the error is by computing the mismatch of the models against numerical relativity (NR) waveforms using a detector noise spectrum. If the mismatch $\mathcal{M}$ between NR and the model satisfies $\mathcal{M} \leq 1/\rho^2$, where $\rho$ is the detector signal-to-noise ratio of an event, then the model will not have significant biases in parameter estimation [21, 22]. It has been argued that this sufficient condition can be relaxed in practice [23]; nevertheless the mismatch must still scale as $1/\rho^2$. In these analyses one takes NR to be a proxy for the exact GR waveform. Therefore, the accuracy for NR must increase for future detectors as well [24].

On the other hand there are additional tools to measure errors of waveform models from GR: Balance laws. The balance laws do not depend on NR and can thus be used at any point in parameter space, especially where NR simulations are sparse. Moreover, the balance laws may provide new insights into sources of errors. Exact GR in asymptotically flat spacetime has a large asymptotically flat spacetime group: the Bondi-Metzner-Sachs (BMS) group [25, 26]. This group gives rise to infinitely many balance laws [27, 28]. In addition to the more familiar energy, momentum, and the Poincaré angular momentum
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balance laws, there is an infinite family of supermomentum balance laws. Application of the supermomentum balance law to test waveform systematics was discussed in [29, 30]. The application of the three-momentum balance laws has been discussed further recently in [31].

In this paper we will focus on using the angular momentum balance law. There is an important subtlety with angular momentum in asymptotically flat GR: The angular momentum suffers from an ambiguity, that arises from supermomentum. However, a detailed analysis [32] has shown that this contribution leads to a correction term that is at most $O(v^2)$ in compact binary coalescences, where $v$ is the kick velocity. Since this effect is too small for the level of accuracy of interest to this paper we will neglect it. Therefore, for our purposes, the angular momentum balance law can be stated simply as

$$J^k(t_f) = J^k(t_i) + F^k,$$

(1)

where $J^k$ denotes angular momentum vectors, $i = 1, 2, 3$, and $t_i$ and $t_f$ are the initial and final times. Here $F^k$ is the flux between $t_i$ and $t_f$, and can be expressed in terms of the gravitational strain $h^\gamma = rh = r(h_+ - i h_\times)$, where $r$ is the luminosity distance to the source. We have, [27, 28]

$$F^k = \frac{i}{32\pi} \int_{t_i}^{t_f} dt \, d\Omega \, \delta \hat{F}^k \left( \dot{h}^\gamma \delta h^\gamma + \ddot{h}^\gamma \delta h^\gamma - 2\dot{h}^\gamma \delta \dot{h}^\gamma \right) + c.c.$$

(2)

with $\hat{F}^k = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$. Note that since the flux depends only on $h^\gamma$—rather than $h$—dependence of the balance law on the luminosity distance $r$ is factored out. For the definition of $\delta$ and all other conventions we follow the Moreschi-Boyle conventions (see Appendix B of [33]).

The idea is to test the accuracy of a candidate waveform vis-à-vis exact general relativity by checking how well it satisfies the balance law (1). This requires us to evaluate each term in Eq. (1). The flux in Eq. (2) can be evaluated directly from the strain given by the candidate waveform model. But to evaluate the initial and final angular momentum, one needs additional inputs. For the initial angular momentum we can resort to post-Newtonian techniques and compare them. As mentioned in the Introduction we work under the approximation [35]

$$J^k(t_f) \approx M_f^2 \chi_f^k,$$

(3)

where we have ignored terms $\sim 10^{-5}$ linear in kick velocity. Using Eq. (3), the initial spin $J^k(t_i)$ provided by the PN expression, and the flux $F$ calculated from Eq. (2) using the candidate waveform, the balance law provides the final dimensionless spin $\chi_{\mathrm{bal}}$:

$$\chi_{\mathrm{bal}}^k = \frac{1}{M_f} \left( J^k(t_i) + F^k \right).$$

(4)

On the other hand, we can also get the remnant dimensionless spin $\chi_{\mathrm{fit}}$ from the NRSur7dq4Remnant fit. Therefore by comparing $\chi_{\mathrm{fit}}$ to $\chi_{\mathrm{bal}}$ we can measure the deviation from the balance law in Eq. (1).

A. Flux

To calculate the flux of angular momentum in Eq. (2), we need the strain between an early time $t_i$ and a late time $t_f$. We can either use waveforms from NR, or from models. There is a wide variety of models, and we will use some state of the art models, as well as some older models for comparison. While several models have been left out for brevity of presentation, they can be analyzed
Critical to our analysis is an expression of the initial angular momentum of the system. To obtain it, we resort to post-Newtonian theory, see [66–68] for reviews. The total angular momentum $J^k$ is traditionally split into the orbital and spin angular momentum, $L^k$ and $S^k$ respectively,

$$J^k = L^k + S^k,$$

with $S^k = m_1^2 \chi_1^k + m_2^2 \chi_2^k$. Here we are interested in the center of mass frame description of binary black holes that are in quasicircular orbits. Let the orbital frequency of the binary at the initial time be $\Omega_{\text{orb}}$. For quasicircular orbits we can expand PN expressions in the gauge invariant dimensionless parameter $x = (G M \Omega_{\text{orb}})^{3/5}$. This parameter allows us to connect with the waveform models, where their start times are specified in terms of $\Omega_{\text{orb}}$ or the frequency of the coprecessing (2, 2) mode, $f_{22} \approx \Omega_{\text{orb}}/\pi$ [69]. Thus we would like a PN expression of the orbital angular momentum $L^k(m_1, m_2, \chi_1, \chi_2, x)$ for a quasicircular binary in the center of mass frame. However the spin-spin interaction terms starting at 2 PN order cause quasicircular orbits to radially oscillate at the orbital timescale, complicating calculations [70]. (For nonprecessing systems these issues do not arise and angular momentum can be calculated with spin-spin terms as well [70–72].) If only linear in spin terms are kept, an expression for the angular momentum in the desired form is given in Eq. (4.7) of [36] up to 3.5PN. We use this expression for the angular momentum in our work. (See the Appendix A for details on how we apply the PN formula.) Thus, we make two approximations in the calculation of $J^k(t_i)$: truncating of the PN expansion at 3.5 order and ignoring all the nonlinear spin contributions. While we do not estimate systematic errors due to nonlinear spin interactions, as is common in the literature, we estimate the truncation errors by comparing the 3.5 PN and 3 PN results.

### B. Post-Newtonian angular momentum

Critical to our analysis is an expression of the initial angular momentum of the system. To obtain it, we resort to post-Newtonian theory, see [66–68] for reviews. The total angular momentum $J^k$ is traditionally split into the orbital and spin angular momentum, $L^k$ and $S^k$ respectively,

$$J^k = L^k + S^k,$$

with $S^k = m_1^2 \chi_1^k + m_2^2 \chi_2^k$. Here we are interested in the center of mass frame description of binary black holes that are in quasicircular orbits. Let the orbital frequency of the binary at the initial time be $\Omega_{\text{orb}}$. For quasicircular orbits we can expand PN expressions in the gauge invariant dimensionless parameter $x = (G M \Omega_{\text{orb}})^{3/5}$. This parameter allows us to connect with the waveform models, where their start times are specified in terms of $\Omega_{\text{orb}}$ or the frequency of the coprecessing (2, 2) mode, $f_{22} \approx \Omega_{\text{orb}}/\pi$ [69]. Thus we would like a PN expression of the orbital angular momentum $L^k(m_1, m_2, \chi_1, \chi_2, x)$ for a quasicircular binary in the center of mass frame. However the spin-spin interaction terms starting at 2 PN order cause quasicircular orbits to radially oscillate at the orbital timescale, complicating calculations [70]. (For nonprecessing systems these issues do not arise and angular momentum can be calculated with spin-spin terms as well [70–72].) If only linear in spin terms are kept, an expression for the angular momentum in the desired form is given in Eq. (4.7) of [36] up to 3.5PN. We use this expression for the angular momentum in our work. (See the Appendix A for details on how we apply the PN formula.) Thus, we make two approximations in the calculation of $J^k(t_i)$: truncating of the PN expansion at 3.5 order and ignoring all the nonlinear spin contributions. While we do not estimate systematic errors due to nonlinear spin interactions, as is common in the literature, we estimate the truncation errors by comparing the 3.5 PN and 3 PN results.

### C. Remnant angular momentum

To obtain the final angular momentum we use fits to NR values of the remnant final mass and dimensionless spin. In NR the values are typically calculated using quasilocal measures [73] on the horizon. But it has also been calculated asymptotically [35] for 13 simulations and agreement with the horizon values is excellent. In our analysis we use the horizon values since they are reported by all simulations. These values can then be interpolated across parameter space using a catalog of numerical simulations. While there are several such fits in the literature, we use the NRSur7dq4Remnant [34, 74] fit. This fit provides us with the remnant mass and the dimensionless spin vector (as opposed to just the magni-

| Waveform model | Coprecessing modes included |
|----------------|-----------------------------|
| SEOBNRv3       | (2, ±2), (2, ±1)           |
| SEOBNRv4PHM    | (2, ±2), (2, ±1), (3, ±3), (4, ±4), (5, ±5) |
| IMRPhenomPv2   | (2, ±2)                     |
| IMRPhenomXPHM  | (2, ±2), (2, ±1), (3, ±3), (3, ±2), (4, ±4) |
| NRSur7dq4      | All modes with $\ell \leq 4$ |

**TABLE I.** The waveform models used in the paper and the modes of the waveform they include in the coprecessing frame of the binary black hole. For precessing systems the coprecessing frame is ‘twisted up’ into the inertial frame to obtain the final waveform.
tude), as well as an estimate of their respective errors.\(^1\) Thus we are able to obtain the remnant angular momentum using Eq. (3).

There is a subtlety with using the fit for precessing systems: The spins precess over time, thus the same system can be labeled by different spins at different reference times. For various applications it is useful to have the ability to use the fits with the spins specified at arbitrary times. This is done in \texttt{NRSur7dq4Remnant} by implementing a model for the spin evolution to evolve the spins to a standard time of 100\(M\) before the peak of the strain, where \(M\) is the total mass of the system. The spins at 100\(M\) are now used for the interpolation of the remnant quantities. However the spin evolution introduces new errors to the fit. These errors are harder to estimate and are not accurately provided by the model, as already noted when the fit was introduced in [34]. Thus the error estimates returned by \texttt{NRSur7dq4Remnant} must be taken with a grain of salt, as it only represents the errors from the Gaussian process regression procedure used by the model.

In Sec. III we will find that these estimates are too small compared to the actual errors for precessing systems, as calculated from comparisons to NR. So instead of using the error estimates from the fit, we use the comparison with NR to provide us with an estimate of the errors involved.

### III. RESULTS

We now apply the methods discussed to waveform models as well as to NR simulations. To test the waveform models across parameter space we select random points in parameter space and check violations of the balance law. We divide our study of the models in two parts: precessing and non-precessing systems. For both these families we restrict the parameter space to a finite compact region. Since we are dealing with binary black holes that are initially in quasicircular orbits, the parameter space is described by the mass ratio \(q\) and the dimensionless spins \(\vec{\chi}_1, \vec{\chi}_2\). We restrict these parameters to be within range of applicability of \texttt{NRSur7dq4}. Additionally, since \texttt{NRSur7dq4} only models waveforms for finite time, we would like the \texttt{NRSur7dq4} waveforms to be long enough so that we can use PN methods at its start. While \texttt{NRSur7dq4} goes up to mass ratio 4, the waveforms start at higher frequencies with increasing mass ratio. Therefore to be able to safely use PN expressions, initially we restrict the mass ratio to \(1 \leq q \leq 2\). This allows us to safely use waveforms starting at \(5.8 \times 10^{-3}\) in dimensionless units. Additionally we also restrict spin magnitudes to be less than 0.8 to be within the training data range of \texttt{NRSur7dq4}, as well as the remnant data fit \texttt{NRSur7dq4Remnant} that we use.

For the NR simulations we use the publicly available SXS catalog [75] of NR simulations. But we restrict consideration to numerical simulations that lie in the parameter range considered above.

#### A. Nonprecessing systems

In this section we test satisfaction of the balance law for randomly selected 20,000 non-precessing points in the parameter space. The spins are in the \(z\)-direction with \(\chi_1^z\) and \(\chi_2^z\) uniformly and independently distributed in the interval \([-0.8, 0.8]\). We obtain the distribution of mass ratio \(q\) indirectly from the distribution of masses \(m_1\) and \(m_2\) to replicate commonly chosen priors. We take masses \(m_1\) and \(m_2\) to be independent and uniform, subject to constraints \(q < 2\) and \(20 < m_1 + m_2 < 160\). For later convenience we would like \(m_1 \geq m_2\), therefore if \(m_1 < m_2\) we exchange the labels. Then for each of these points, we will test how well the balance law is satisfied.

We first calculate the spin of the remnant black hole \(\vec{\chi}_\text{bal}\) using the balance law, from Eq. (4). For non-precessing systems, by symmetry we have that \(\vec{\chi}_\text{bal} = a_\text{bal} \hat{z}\). We can compare this to the remnant spin \(\vec{\chi}_\text{fit} = a_\text{fit} \hat{z}\) obtained from the fit \texttt{NRSur7dq4Remnant}. Mismatch between \(\chi_\text{bal}\) and \(\chi_\text{fit}\) provides us the desired measure of accuracy of the waveform model under consideration. In Fig. 1 we plot the distribution of \(a_\text{bal} - a_\text{fit}\) across the random points in parameter space. To help identify the errors coming from waveform modeling, we also show an estimate of the errors from the fit, obtained from \texttt{NRSur7dq4Remnant}. For the region of the parameter space considered, the error estimates are almost constant (the standard deviation of the distribution of errors being 1\% of the mean). We thus use the mean of this distribution as the fit error for our samples. Although the PN truncation error is not shown in the plot, it is 65\% of the fit error, but it does not include the errors from ignoring spin-spin interaction terms.

Fig. 1 shows that, overall, the agreement between \(a_\text{bal}\) and \(a_\text{fit}\) is of order \(10^{-2}\). Moreover we see clear evidence for the improvement of \texttt{SEOBNRv4PHM} over \texttt{SEOBNRv3} and of \texttt{IMRPhenomXPHM} over \texttt{IMRPhenomPv2}. The surrogate model has the best performance, with all the balance law violation consistent with solely coming from the fit and PN truncation errors. By comparison, although the mismatch is only at a \(10^{-2}\) level for EOB and Phenom, the modeling errors are significantly larger than those coming from the fit and PN truncation errors; thus there is room for further improvement.

Note also that for \texttt{SEOBNRv4PHM} the plot has an interesting double hump. We find that these humps are correlated with the effective spin parameter \(\chi_\text{eff}\) defined

\(^1\) Note that the calculation of \(\vec{\chi}_\text{fit}\) in \texttt{NRSur7dq4Remnant} is independent of the waveform model \texttt{NRSur7dq4}, and thus the satisfaction of the balance law for the surrogate wave form is not tautological; it is a nontrivial consistency check.
As in Sec. III A, we randomly select 20,000 points in parameter space, but now using precessing systems, and evaluate the violation of the angular momentum balance law for them. The spins are sampled independently with an isotropic distribution. The spin magnitude is taken to be uniformly distributed in $[0, 0.8]$. The mass ratio is sampled from the same distribution as in Sec. III A.

The remnant spin is now arbitrarily oriented. Therefore, to compare $\chi_{\text{bal}}$ with $\chi_{\text{fit}}$ we are led to compare their magnitudes $a_{\text{bal}}$ and $a_{\text{fit}}$, and also to calculate the angle $\Delta \theta$ between them. However there is a difference in the calculation of error estimates because, as discussed in Sec. II C, for precessing systems the fitting procedure complicated by evolution of spin with time. This is accounted for by using a spin evolution model, which introduces further errors in $a_{\text{fit}}$ and $\Delta \theta$. The reported error estimates from the fit NRSur7dq4Remnant do not include these errors. Therefore we will estimate these errors by a direct comparison with NR simulations. The NR simulations are taken from the SXS public catalog [75] of NR simulations. We choose quasicircular binary black hole simulations that are long enough to include our choice of starting frequency and have parameters that lie within the range under consideration in this paper. We also drop the first 337 older simulations, and we are then left with 672 precessing NR simulations. For these simulations we compute the remnant spin using the fit and compare to the actual NR value. The result is shown in Fig. 3, where we see that the error quoted in NRSur7dq4Remnant is much smaller than the actual error. We thus compare the balance law violations with the errors from these simulations instead of using the error from the fit. However because the fit is trained against these simulation, the errors might in fact be larger for regions of parameter space with a scarcity of simulations and moreover these 672 simulations do not represent an unbiased sampling of the parameter space considered here. Nonetheless for the rest of this paper we use this error distribution, keeping in mind that they are not meant to be sharp.

Using the error estimates discussed above, let us examine the violations of the angular momentum balance law. In Fig. 4 we see the waveform models continue to have the waveform models continue to have the waveform models. The spin magnitude is taken into account that they are not meant to be sharp. In this paper we use this error distribution, keeping in mind that they are not meant to be sharp.

As in Sec. III A, we randomly select 20,000 points in parameter space, but now using precessing systems, and evaluate the violation of the angular momentum balance law for them. The spins are sampled independently with an isotropic distribution. The spin magnitude is taken to be uniformly distributed in $[0, 0.8]$. The mass ratio is sampled from the same distribution as in Sec. III A.

The remnant spin is now arbitrarily oriented. Therefore, to compare $\chi_{\text{bal}}$ with $\chi_{\text{fit}}$ we are led to compare their magnitudes $a_{\text{bal}}$ and $a_{\text{fit}}$, and also to calculate the angle $\Delta \theta$ between them. However there is a difference in the calculation of error estimates because, as discussed in Sec. II C, for precessing systems the fitting procedure complicated by evolution of spin with time. This is accounted for by using a spin evolution model, which introduces further errors in $a_{\text{fit}}$ and $\Delta \theta$. The reported error estimates from the fit NRSur7dq4Remnant do not include these errors. Therefore we will estimate these errors by a direct comparison with NR simulations. The NR simulations are taken from the SXS public catalog [75] of NR simulations. We choose quasicircular binary black hole simulations that are long enough to include our choice of starting frequency and have parameters that lie within the range under consideration in this paper. We also drop the first 337 older simulations, and we are then left with 672 precessing NR simulations. For these simulations we compute the remnant spin using the fit and compare to the actual NR value. The result is shown in Fig. 3, where we see that the error quoted in NRSur7dq4Remnant is much smaller than the actual error. We thus compare the balance law violations with the errors from these simulations instead of using the error from the fit. However because the fit is trained against these simulation, the errors might in fact be larger for regions of parameter space with a scarcity of simulations and moreover these 672 simulations do not represent an unbiased sampling of the parameter space considered here. Nonetheless for the rest of this paper we use this error distribution, keeping in mind that they are not meant to be sharp.

Using the error estimates discussed above, let us examine the violations of the angular momentum balance law. In Fig. 4 we see the waveform models continue to have the waveform models. The spin magnitude is taken into account that they are not meant to be sharp. In this paper we use this error distribution, keeping in mind that they are not meant to be sharp.

As in Sec. III A, we randomly select 20,000 points in parameter space, but now using precessing systems, and evaluate the violation of the angular momentum balance law for them. The spins are sampled independently with an isotropic distribution. The spin magnitude is taken to be uniformly distributed in $[0, 0.8]$. The mass ratio is sampled from the same distribution as in Sec. III A.

The remnant spin is now arbitrarily oriented. Therefore, to compare $\chi_{\text{bal}}$ with $\chi_{\text{fit}}$ we are led to compare their magnitudes $a_{\text{bal}}$ and $a_{\text{fit}}$, and also to calculate the angle $\Delta \theta$ between them. However there is a difference in the calculation of error estimates because, as discussed in Sec. II C, for precessing systems the fitting procedure complicated by evolution of spin with time. This is accounted for by using a spin evolution model, which introduces further errors in $a_{\text{fit}}$ and $\Delta \theta$. The reported error estimates from the fit NRSur7dq4Remnant do not include these errors. Therefore we will estimate these errors by a direct comparison with NR simulations. The NR simulations are taken from the SXS public catalog [75] of NR simulations. We choose quasicircular binary black hole simulations that are long enough to include our choice of starting frequency and have parameters that lie within the range under consideration in this paper. We also drop the first 337 older simulations, and we are then left with 672 precessing NR simulations. For these simulations we compute the remnant spin using the fit and compare to the actual NR value. The result is shown in Fig. 3, where we see that the error quoted in NRSur7dq4Remnant is much smaller than the actual error. We thus compare the balance law violations with the errors from these simulations instead of using the error from the fit. However because the fit is trained against these simulation, the errors might in fact be larger for regions of parameter space with a scarcity of simulations and moreover these 672 simulations do not represent an unbiased sampling of the parameter space considered here. Nonetheless for the rest of this paper we use this error distribution, keeping in mind that they are not meant to be sharp.

Using the error estimates discussed above, let us examine the violations of the angular momentum balance law. In Fig. 4 we see the waveform models continue to have the waveform models. The spin magnitude is taken into account that they are not meant to be sharp. In this paper we use this error distribution, keeping in mind that they are not meant to be sharp.
The PN truncation error is negligible, only 0.7% of the fit error. However the Phenom models show violations in the angle that are much larger than the errors. Thus, our analysis again provides pointers for further improvement.

Finally, we also examine how the balance-law violation seen here varies with parameter space. This allows us to examine regions of parameter space where different models have deficiencies and provides guidance on improving this for future models. See Appendix B for the analysis.

C. Lessons from and for NR

We now apply the angular momentum balance-law directly to NR simulations and discuss its implications. The procedure is almost identical to the one we used for waveform models, but uses the NR waveform instead of the model waveform. More precisely, each NR simulation provides us with the waveform to calculate the flux $\vec{F}$. The waveforms are known to improve significantly in accuracy by adding the memory effect [76, 77]. Therefore we add this effect to the waveforms to improve the accuracy of the calculated flux. The waveforms are labeled by the masses, spins, orbital frequency and separation of the two progenitors at the starting time. Using these parameters and the 3.5 PN truncation discussed...
in Sec. II B, we calculate the initial angular momentum $\mathbf{J}(t_i)$ that is needed in Eq. (4) of $\chi_{\text{bal}}$. For the remnant spin $\chi_{\text{NR}}$, however, there is a key difference. We do not need the fit since we can directly use the remnant spin computed in the NR simulation at the horizon. The difference $\chi_{\text{bal}} - \chi_{\text{NR}}$ measures the violation of the balance-law. There is, however, a subtlety: Since the binary system in NR may not be in the same reference frame in numerical simulations as in the frame we use for the PN expression, we must perform a rotation to match the frames. For details see Appendix A.

We use the subset of simulations from the SXS public catalog [75] described in Sec. III B. However we further restrict ourselves to simulations where a lower resolution run is included, allowing us to analyze numerical errors. There are 131 such non-precessing NR simulations and 550 such precessing simulations. For all these simulations we calculate the remnant spin $\chi_{\text{bal}}$ from Eq. (4) with the highest resolution run available. Then we take the second highest resolution waveform to compute $\chi_{\text{LowRes}}$. Finally, by comparing $\chi_{\text{bal}}$ to $\chi_{\text{LowRes}}$ we obtain an estimate of the numerical convergence errors, and by comparing $\chi_{\text{bal}}$ to the horizon spin $\chi_{\text{NR}}$ we obtain a quantitative measure of the violation of the balance-law.

In Fig. 5 the solid (blue) curve shows the violation of the angular momentum balance-law for the 131 non-precessing numerical simulations described in the text. The solid blue curve shows the difference $a_{\text{bal}} - a_{\text{NR}}$ between the magnitudes of the remnant spin computed using the balance-law, and of the horizon spin. The dashed gray line represents the numerical convergence error, i.e., the difference between the spin magnitudes, $a_{\text{bal}}$ and $a_{\text{LowRes}}$, computed using the highest and a lower resolution NR simulation.

Aside from the outlier, we also see that the numerical errors are too small to account for the level of violation of the balance-law shown in Fig. 5. We also find that the PN truncation error obtained by comparing 3.5 PN to 3 PN is less than $3.5 \times 10^{-3}$ for all these simulations, which is insufficient to account for the violation we found. What is the main source of the violation? While in principle this discrepancy could be due to systematic errors in NR, it is much more likely that its origin lies primarily in the assumption that nonlinear spin-spin interaction terms can be neglected in the PN calculation of $\mathbf{J}(t_i)$.

Figure 6 shows the degree of violation of balance-law—waveform, $|a_{\text{bal}} - a_{\text{NR}}|$ is brought down to $\sim 1.5 \times 10^{-3}$ from $\sim 0.2$, which is a concrete illustration of checks that balance-law considerations can provide on NR simulations themselves.
as measured by the mismatch of $a_{\text{bal}}$ and $a_{\text{NR}}$, and by the angle between $\vec{\chi}_{\text{bal}}$ and $\vec{\chi}_{\text{NR}}$—as well as the convergence error for precessing systems. Overall, the numerical convergence errors are larger than those in the nonprecessing case shown in Fig. 5 and match the scale of balance-law violations. However several individual simulations still have balance-law violations much higher than their respective numerical errors. The PN truncation error obtained by comparing 3.5PN to 3PN is less than $3.8 \times 10^{-4}$ for the magnitude and $3.7 \times 10^{-4}$ for the angle for all simulations. We also see an outlier simulation in the upper plot of Fig. 6. This is the run SXS:BBH:1131. Unlike the previous outlier, we were not able to identify why the error is high nor were we able to ascertain anything special about the parameters. Therefore this simulation warrants attention of the NR community.

There are also lessons from NR simulations. That the violations of the balance-law in NR simulations are so small provides considerable confidence in the overall procedure. Furthermore, the remaining discrepancies provide a useful bound on the errors that come from the underlying assumptions and approximations. Notably we learn that the nonlinear spin-spin interaction terms that have been ignored in the PN angular momentum calculation can indeed be neglected at the current accuracy level of the waveform models. Secondly, the implicit assumption about the correspondence of PN and NR parameters is also tested here. The masses and spins, and especially the direction of the spin, are defined using distinct procedures in NR and PN. The direction of the spin is in fact not even a gauge invariant quantity in PN [36] or NR[80]. Therefore, a priori we do not have a reliable estimate on the discrepancies between the NR and PN assignments of these parameters. Again, the accuracy to which the balance-law is satisfied serves to provide assurance that the discrepancies are small for the level of accuracy of the current waveform models.

IV. DISCUSSION

Different observables in full, nonlinear general relativity can be used to test different aspects of the accuracy of candidate waveforms. In this paper we focused on the angular momentum of black hole binaries. The angular momentum balance-law brings together diverse ideas: post-Newtonian theory, numerical relativity, waveform modeling and calculations of the mass and spin of the remnant using surrogate fits. It is rather remarkable that all these ingredients come together in a consistent and precise manner. This overall coherence provides us some nontrivial checks. For example, we found that the spins measured from the horizon in NR matches very closely to the PN definition of spin, even though the direction of this three-vector is gauge dependent in the PN and NR analysis. We also found that the waveform models capture the physics of radiated angular momentum quite well as the system evolves from the inspiral, to the merger, and then ringdown, although some models capture it better than others.

The balance-law provides us a new measure to test the accuracy of binary black hole waveform models, complementary to comparisons against NR. It allows us to not only compare the performance of different models, but identify regions of parameter space where errors are large without directly using numerical simulations. We use PN methods to get the initial angular momentum, and the waveform to obtain the flux of angular momentum. Then the balance-law in Eq. 4 gives us the remnant spin $\vec{\chi}_{\text{bal}}$. (Here we ignored the kick velocity and supertranslation corrections as they are much smaller than the level of accuracy of interest to this paper.) We then compared this $\vec{\chi}_{\text{bal}}$ to the spin $\vec{\chi}_{\text{fit}}$ obtained by the remnant fit NRSur7dq4Remnant (which is conceptually independent from the waveform model NRSur7dq4).

We first applied this procedure to waveform models with nonprecessing parameters and presented the results in Fig. 1. We found that the surrogate model NRSur7dq4 performs exceptionally well, in that the modeling errors are at most the same order as errors from PN or from the fit to the remnant spin. The SEOBNRv4PHM and IMRPhenomXPHM models are close behind. The balance-law test also provided a sharp measure of the improvements over the older EOB and Phenom models, in part because, as Table I shows, they incorporate modes that their previous versions did not. Finally we also found that SEOBNRv4PHM has higher errors for parameters that correspond to negative effective spin $\chi_{\text{eff}}$, as illustrated in Fig. 2. This difference illustrates the utility of using the balance-law to identify regions of parameter space with higher errors, on which efforts for future improvements could focus. A more fine-grained study could reveal more such regions.

For precessing systems, as discussed in Sec. III B, the remnant fit NRSur7dq4Remnant has to model the spin evolution of the individual black holes. It was noted in [34] that this evolution code introduces new errors. These errors are difficult to estimate accurately and were not included in NRSur7dq4Remnant, thus only the errors from the Gaussian process regression used in the procedure is reported. As Fig. 3 shows, for the typical spin evolution in our parameter space the Gaussian process regression errors are much smaller than the ‘real errors’, obtained by comparison with NR. We used the comparison to NR simulations to get a better error estimate for precessing systems. However, as we emphasized in Sec. III B, this estimate is not as precise as it is for the nonprecessing systems.

With this caveat in mind, we applied the balance-law to a distribution sample points in the parameter space describing precessing systems. For these systems the remnant spin need not be along the $z$-axis. Therefore, we could measure the violations in the magnitude of angular momentum, as well as the direction. As seen in Fig. 4, for errors in magnitude we found that NRSur7dq4 again has the best performance, with violations within the error
scale. However, \texttt{SEOBNRv4PHM} and \texttt{IMRPhenomXPHM} are not far behind, and are very close to each other. They also showed clear improvements over their older versions. The situation turned out to be quite different for errors in angle. The fitting errors in the angle are large, but the surrogate and EOB models show violations only within the scale of this error and their predictions are almost identical to each other. So, for these models the fitting errors dominate and these models pass the balance-law test within the accuracy we can consistently demand. However the Phenom models perform poorly in comparison, and there has been no improvement over its older version. This suggests that there is room for improvement. Since Phenom performs well for nonprecessing systems, it seems likely that the likely culprit is the twisting up procedure used in this model.

In Appendix B we also analyze how the balance-law violations vary with parameter space for both precessing and nonprecessing systems considered above. This analysis provides insights into the regions of parameter space where errors are large and can help make improvements for future models.

We also applied the balance-law to NR simulations. As one would expect, the simulations perform better than the models. The high accuracy to which the balance-law is satisfied provides considerable confidence in the overall procedure, including the use of the approximation in which nonlinear spin-spin interaction terms are neglected. However, we also found that numerical convergence errors do not by themselves account for the violation of the balance-law. Thus, there is room to improve the accuracy of the additional ingredients that went into the procedure. Finally, the use of the balance-law enabled us to find two outliers in the NR simulations. We were able to identify the underlying problem in the first, \texttt{SXS:BBH:1134}, as having faulty metadata. However we do not know why \texttt{SXS:BBH:1131} has significantly larger errors; we hope it will receive further scrutiny from the NR community.

This work can be extended in several ways. In this paper we restricted the parameter space under consideration to include \texttt{NRSur7dq4} in the analysis. While the model can go up to mass ratio 4, the starting frequency becomes higher with increasing mass ratio, and the use of PN results becomes less reliable. However the remnant fit \texttt{NRSur7dq4Remnant} can be used with any starting frequency. Thus if we use only the EOB and Phenom models, the analysis can be extended to higher mass ratios. The starting frequency can also be lowered to reduce PN truncation effects. This enlarged parameter space has fewer NR simulations, and thus it would be interesting to identify regions where the models perform poorly using the balance-law. Furthermore although the remnant fits can be used to spin magnitudes above 0.8 as well, the errors cannot be controlled then because of the scarcity of NR simulations. But this issue doesn’t prevent us from comparing different models at higher spins. A different application of the balance-law could be to discriminate between choices made during modeling. For example, one could compare the consistency of different choices of extrapolation made by models outside the parameter range of NR. From the perspective of future detectors with significant enhancement in sensitivity, it is also important to reduce the main sources of error we encountered by including the spin-spin interaction terms in the calculation of $J^x(t_i)$ and using a more accurate method to evolve the spins of the two black holes.

To summarize, we have shown that the angular momentum balance-law can be a valuable tool. It allows one to compare models across all points in parameter space; enables one to identify—without the need of NR simulations—parameter ranges in which errors are higher in specific models; provides guidance to waveform models for further improvements; informs us on the accuracy of the match between NR and PN parameters that are used to label the waveforms; and, even offers checks on the numerical simulations themselves.
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**Appendix A: Post-Newtonian angular momentum**

Here we describe in brief how to use the angular momentum formula from Eq. (4.7) in [36], also reproduced below in Eq. (A4), is used to get the initial angular momentum. To be consistent with [36] we use boldface to denote vectors, $m = m_1 + m_2$ to denote the total mass and restore factors of $G$ and $c$ in this section. The post-Newtonian formula is an expansion in the gauge invariant dimensionless PN parameter $x = (Gm\Omega_{\text{orb}}/c^3)^{2/5}$, where $\Omega_{\text{orb}}$ is the orbital angular frequency of the binary. We relate $\Omega_{\text{orb}}$ at the beginning of the waveform to the starting frequency $f_{\text{start}}$ of the (2,2) mode of the waveform model by $\Omega_{\text{orb}} = \pi f_{\text{start}}$. Thus $x$ can be calculated from the starting frequency, and is $\approx 0.012$ for the dimensionless starting frequency of $5.8 \times 10^{-3}$ used in this paper.

The conventions for the axes followed by the waveform models used in this paper are that at the reference time (taken to be the starting time of the waveform), the binary is separated along the $x$-axis, and instantaneously...
orbits counterclockwise in the $x, y$ plane. However for NR simulations at the reference time—i.e. at a time when most of the junk radiation has passed through the outer boundary [75]—the frame is arbitrary in general. Thus we perform a rotation to bring NR into the same frame conventions as the waveform models at its reference time. We solve for the rotation that brings the coordinate separation between the black holes be along the $x$-direction, and the angular velocity as defined in [69] along the $z$-direction. Note that the separation of the black holes is in general a gauge dependent quantity. However it is still an essential ingredient of specifying the system that is integral to any comparison of the waveform against PN or a waveform model. Once we have fixed the frame, unit vectors along the $x, y, z$ directions at the start time are denoted $\mathbf{n}, \mathbf{\lambda}, \mathbf{\ell}$ respectively. Note that this is only at the reference time and in general $\mathbf{n}, \mathbf{\lambda}, \mathbf{\ell}$ evolve with time.

The spin variables convenient to use for the PN ex-

FIG. 7. Nonprecessing systems: Distribution of balance-law violation for various models, measured by $|\Delta a|$ as a function of mass ratio $q$ for the plot on the left, and $\chi_{\text{eff}}$ for the plot on the right. The dependence of the error on other parameters is marginalized by averaging over bins.

FIG. 8. Nonprecessing systems: Distribution of balance-law violation measured by $|\Delta a|$ as a function of the spins of the black hole in the $z$-direction, $\chi_1^z$ and $\chi_2^z$. Note that by convention we have that $\chi_1^z$ is the spin of the heavier black hole.
pressions are

\[ S = Gm_1^2 \chi_1 + Gm_2^2 \chi_2, \quad (A1) \]
\[ \Sigma = Gm_1m_2 \lambda \chi - Gmm_1 \lambda, \quad (A2) \]

The \( x, y, z \) components of these vectors are \( S_x, S_y, S_z \) and \( \Sigma_n, \Sigma_\lambda, \Sigma_\ell \). It is also convenient to use the parameters

\[ L = \frac{Gm^2}{c_x^{1/2} \nu} \left\{ \ell \left[ 1 + x \left( \frac{3}{2} + \frac{1}{6} \nu \right) + x^2 \left( \frac{27}{8} - \frac{19}{8} \nu + \frac{1}{24} \nu^2 \right) \right] + x^3 \left[ \frac{135}{16} + \left( \frac{6889}{144} + \frac{41}{24} \nu^2 \right) + \frac{31}{24} \nu^2 + \frac{7}{1296} \nu^3 \right] \right\}
\]

Thus, given the masses and spins of the two black holes in the binary and the initial orbital frequency, one can use Eq. (A4) to obtain the initial angular momentum.

**Appendix B: Balance-law violation as function of Parameter space**

As discussed, the balance-law can be applied to any point in parameter space and this can help identify regions with higher errors. These results can help provide pointers to where newer models can be improved, and where more numerical simulations are needed. In this appendix we present various results exploring the parameter space for the different models considered in this paper, and identify such regions of parameter space for the different models. As before we divide the study into the family of precessing systems and nonprecessing systems, and use the same distribution of points as in Sec. III. Furthermore as before, for precessing systems we quantify the error in the magnitude \( |\Delta a| = |a_{\text{bal}} - a_{\text{fit}}| \) and in angle \( \Delta \theta \) between \( \chi_{\text{bal}} \) and \( \chi_{\text{fit}} \) separately. In Fig. 7 and Fig. 10 we show the error dependence on mass ratio \( q \) and \( \chi_{\text{eff}} \). Since the error depends on many more parameters, we marginalize over them by binning, followed by smoothing by a Gaussian convolution. The mass ratio \( q \) does not change strongly with parameter space, however we see several features of the violation in terms of \( \chi_{\text{eff}} \). For the nonprecessing systems we study the spin dependence of the violation in Fig. 8. We again use binning to
FIG. 9. Nonprecessing systems: Distribution of balance-law violation measured by $|\Delta a|$ as a function of mass ratio $q$ and $\chi_{\text{eff}}$.

marginalize over other parameters, followed by a smoothing. We find that the Phenom models’ balance-law violation varies weakly with the spins. For EOB and surrogate models the figure identifies regions of spin-space where errors are larger and smaller. We also see in Fig. 9 that, for nonprecessing systems, while $\text{NRSur7dq4}$ has a slight correlation of $|\Delta a|$ between $q$ and $\chi_{\text{eff}}$, for the other models these parameters are very uncorrelated.

For precessing systems the spin-space has more dimensions, and thus more choices of spin variables are possible. In Fig. 11 and Fig. 12 we show error dependence on the magnitudes of the spins, in Fig. 13 and Fig. 14 in terms of the spin projected on the orbital plane, $\chi_{\perp}$, and finally in Fig. 15 and Fig. 16 in terms of the $z$ components of the spins. These figures highlight several differences between the models. Overall for the Phenom models we do not see large variations of the violation across parameter space. For the surrogate models we see a trend of increasing violations with higher spins. Finally while $\text{SEOBNRv3}$ has several features in these figures we do not see any distinctive features for $\text{SEOBNRv4PHM}$ for the precessing systems.
FIG. 10. Precessing systems: The distribution of balance-law violation as a function of mass ratio $q$ and $\chi_{\text{eff}}$. The upper plots show the violation measured by the magnitude $|\Delta a|$ and the lower plots show the violation measured by the angle $\Delta \theta$.

FIG. 11. Precessing systems: The distribution of the violation in magnitude $|\Delta a|$ of the balance-law as a function of the black hole spin magnitudes $a_1$ and $a_2$. 
FIG. 12. Precessing systems: The distribution of the angle $|\Delta \theta|$ of the balance-law violation as a function of the black hole spin magnitudes $a_1$ and $a_2$.

FIG. 13. Precessing systems: The distribution of the violation in magnitude $|\Delta a|$ of the balance-law violation as a function of the black hole spin magnitudes in the perpendicular direction $\chi^{\perp}_1$ and $\chi^{\perp}_2$. 
FIG. 14. Precessing systems: The distribution of the angle $|\Delta \theta|$ of the balance-law violation as a function of the black hole spin magnitudes in the perpendicular direction $\chi^1_{\perp}$ and $\chi^2_{\perp}$.

FIG. 15. Precessing systems: The distribution of the violation in magnitude $|\Delta a|$ of the balance-law as a function of the black hole spins in the $z$ direction $\chi^z_1$ and $\chi^z_2$. Because for an isotropic distribution of spins, $\chi_z$ being close to the maximum value is suppressed, the corners do not have sufficient points; bins without any points are in white.
FIG. 16. Precessing systems: The distribution of the angle $|\Delta \theta|$ of the balance-law violation as a function of the black hole spins in the $z$ direction $\chi_1^z$ and $\chi_2^z$. Because for an isotropic distribution of spins, $\chi_z$ being close to the maximum value is suppressed, the corners do not have sufficient points; bins without any points are in white.
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