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Mapping suitable land for development is essential to land use planning efforts that aim to model, anticipate, and manage trade-offs between economic development and the environment. Previous land suitability assessments have generally focused on a few development sectors or lack consistent methodologies, thereby limiting our ability to plan for cumulative development pressures across geographic regions. Here, we generated 1-km spatially-explicit global land suitability maps, referred to as “development potential indices” (DPIs), for 13 sectors related to renewable energy (concentrated solar power, photovoltaic solar, wind, hydropower), fossil fuels (coal, conventional and unconventional oil and gas), mining (metallic, non-metallic), and agriculture (crop, biofuels expansion). To do so, we applied spatial multi-criteria decision analysis techniques that accounted for both resource potential and development feasibility. For each DPI, we examined both uncertainty and sensitivity, and spatially validated the map using locations of planned development. We illustrate how these DPIs can be used to elucidate potential individual sector expansion and cumulative development patterns.

Background & Summary

Human activities have transformed most of the world’s terrestrial landscapes, resulting in accelerated resource exploitation, environmental deterioration, biodiversity loss, and climate change. Growing human populations and increasing wealth in many regions will inevitably propel further development to meet the rising demands for food, water, energy, and other land-based resources. Predicting and managing forthcoming development is essential to minimize the impacts of large-scale expansion on natural habitats and their services and to promote ecological and socioeconomic sustainability. Anticipating where future development may occur requires mapping of land that is suitable to human activities (e.g., growing crops, expanding housing development, establishing a mine), often taking into consideration the area’s biophysical criteria (e.g., prevailing climate, soil, topography), land use or administrative constraints (e.g., compatible land types, protected areas), and/or socio-economic factors (e.g., accessibility to markets or infrastructure) that are associated with the target development.

Global land suitability mapping has aided our understanding of the expansion of many development sectors, including cropland or biofuel expansion, renewable energy sources (i.e., solar, wind, and hydropower), fossil fuels, and mining. However, previous global assessments for food and biofuel suitability are largely binary maps for “croplands” (e.g., or focus on marginal and abandoned land potential for biofuel production (e.g.,). A few cropland assessments account for social or policy constraints (e.g.,), but none globally map feasibility of land conversion based on factors of yield potential and access to infrastructure to distinguish relative conversion pressure. Global mapping of renewable energy potential maps have incorporated only simple land constraints or select few spatial development feasibility factors (e.g., market accessibility that considers distance to urban areas, load centers, and transmission lines, or site construction and operational costs), at times

1Global Lands Program, The Nature Conservancy, Fort Collins, CO, 80524, USA. 2Global Landscapes Initiative, Institute on the Environment, University of Minnesota, St. Paul, MN, 55108, USA. 3Natural Capital Project, Institute on the Environment, University of Minnesota, St. Paul, MN, 55108, USA. These authors contributed equally: James R. Oakleaf and Christina M. Kennedy. Correspondence and requests for materials should be addressed to J.R.O. (email: joakleaf@tnc.org)
Global fossil fuels and mining sectors maps have been limited to one fuel or mineral type, do not include spatial factors, or rely on proprietary industry data that limits public distribution. The inconsistency in mapping across different sectors and the lack of publicly available maps at resolutions finer than large-scale aggregate summaries (e.g., countries) severely limits the ability to plan for cumulative development pressures across geographic regions.

We created DPIs using three main steps of spatial multi-criteria decision analysis (MCDA) techniques in geographic information systems (GIS) (Fig. 1). First, we mapped sector-specific land constraints expected to restrict development (e.g., suitable land cover, slope). Second, we produced spatially-explicit, independent criteria that were continuously-scaled factors that enhanced the suitability of sector development, and captured both resource availability (sector-specific yields) and development feasibility (e.g., distance to major roads, railroads, ports, power plants, electrical grid, and demand centers). We removed areas with constraints from the mapped resource yield and development feasibility criteria and standardized values from 0–1. Third, we weighted the importance of spatial criteria using Analytic Hierarchy Process (AHP), and combined them into DPI maps using Weighted Linear Combination (WLC) in GIS. We analyzed both output uncertainty and input sensitivity following refs and validated our DPIs using over 6,000 points and 200,000 km² of mapped locations identifying recent or planned development sectors. While GIS within MCDA procedures (GIS-MCDA), specifically AHP in combination with WLC, have been widely used to map land suitability at local and regional scales, to our knowledge, this is the first study to apply these procedures consistently across multiple energy, extractive, and agricultural sectors on a global scale.

**Methods**

To inform parameters and criteria selection for each step of the analysis, we conducted a literature review of studies on the mapping of land suitability, yield potential, and/or economic feasibility associated with all development sectors (Online-only Table 1). Because technologies in all development sectors are rapidly changing, we limited our literature search to papers published within the last 10 years focusing mainly on global and regional analyses but also using state/local analyses to fully capture the variety and weights of criteria used in all analyses. We relied on the most commonly cited development constraints and criteria that could be mapped from publicly available, open access global data to produce our DPI maps and thus facilitate public distribution of derived datasets.

Analyses were performed at a 1-km resolution for terrestrial lands defined as cells containing one or more 300-m pixels of terrestrial land cover types based on ESA CCI dataset. We projected input data to the equal-area mollweide projection and applied bilinear resampling method for continuous raster data and nearest-neighbor method for discrete data (vector data were first projected and then converted to raster datasets). Unless otherwise specified, analyses were conducted using ArcGIS 10.5 (www.esri.com) with the Spatial Analyst 10.5 extension.

**Mapping development constraints (step 1).** Constraints were tied to resource thresholds (e.g., solar irradiance, wind speed), land use characteristics (e.g., urban areas), and biophysical characteristics (e.g., slope, elevation) that limit the ability of the sector to economically produce its associated commodity or to be constructed. Addition of these spatial constraints improved each sectors’ DPI by limiting the extent of the analysis to only viable locations. Given the wide-range of constraints and their values often reported in the literature, we selected the least-restrictive constraint values reported by global or regional studies (see Online-only Table 1) to avoid the exclusion of areas that may become accessible to future development with improved technology. We did not include any administrative constraints (e.g., excluding protected areas) because these assignments can be modified or removed based on policy changes and land use pressure. Online-only Table 2 provides sector-specific breakdown of the constraints applied with appropriate citations with their justifications, which we summarize briefly below.

For solar and wind renewable energy sectors (CSP, PV, Wind), we included areas below sector-specific resource (solar irradiance or wind speed) and above slope or elevation thresholds, and areas categorized as snow, ice, or urban. For CSP, we also included areas with already operating CSP power plants, and for wind, we excluded areas with ≥ 3 wind turbines per km² (we did not exclude existing PV power plants given lack of global data). For Hydro, we excluded urban areas, and locations with existing hydroelectric dams or estimated to produce <1 MW of power.

We excluded lands classified as urban for all fossil fuel and mining sectors. For coal mining, we also excluded existing coal mines based on our mapping from global sources, and for mineral and non-mineral mining, we excluded lands with former or current active mines. We did not exclude current oil and gas wells due to the lack...
of publicly available, globally comprehensive data on well locations. Lastly, for agriculture sectors, we removed lands classified as urban or currently cropped, arid lands without irrigation, and areas too steep for cultivation.

**Mapping development criteria (step 2).**  
*Mapping resource yield criteria.* For each sector, we spatially mapped a resource yield criterion based on available resources converted to yield estimates using common production values (e.g., annual megawatt hours, barrels of oil, tons of coal) for each 1-km² cell. See Online-only Table 2 for detailed methods and data applied to derive these resource yield maps with brief descriptions below. We limited the resultant global maps to suitable locations based our constraint maps (step 1), and applied the following steps on the yield map values to produce approximately normally distributed values ranging from 0–1 across all sectors: (1) reassigned values of cells that were within the top one percentile outliers to the 99th percentile value of the distribution, (2) applied transformation based on the skewness (s) of the yield value distribution as follows: no transformation if $s < 0.5$, square-root transformation for $0.5 \leq s \leq 1.0$, and log-transformation if $s > 1.69$, and (3) scaled data into a 0–1 range using min-max normalization. This approach addressed the right
skewed distribution of most yield cell values and maintained all cells but treated the top 1% of outlying yield values as a constant value given their expected lack of differentiation in development potential.

Renewable energy: We estimated yield for four renewable energy sectors: CSP, PV, Wind, and Hydro (Online-only Table 2). For solar (CSP and PV) and wind, we used the general equation: \( PD \cdot CF \cdot 8760 \) to estimate annual yield (MWh/km\(^2\)), where \( PD \) is the sector-specific power density in MW/km\(^2\); \( CF \) is the sector-specific and spatially explicit (for the ith cell) capacity factor derived from the corresponding resource estimate (e.g., wind speed for wind) and defined as the ratio of expected to potential power output, and 8760 is the number of hours in a year\(^{26,57,59}\). For wind, we multiplied this equation by a spatially-explicit air density factor (\( AD \)), because differences in elevation have known effects on wind power production\(^{57,59}\). For hydropower, we used a publicly available, 1-km resolution hydropower potential dataset which derived potential from a global digital elevation model and river runoff data using a fixed \( CF \) value of 0.5\(^{18}\).

Fossil fuels: We estimated yield for five fossil fuel energy sectors: Coal, CO, CG, UO, and UG (Online-only Table 2). Yields were derived from global and national level assessments of technically recoverable resources per basin (coal), assessment units (CO, CG, UO, and UG), or prospective areas (UO and UG), which are collectively referred to as assessment units (AUs). For each AU, we divided the total recoverable resource by the AU area, thereby producing an average yield/km\(^2\) across the AU. Where AUs overlapped, we summed resource-specific (e.g., conventional oil) yield values before producing the final yield map.

Mining: Due to the variety of different minerals mined and the lack of global, basin-level estimates of technologically recovered minerals for each, we relied on proxy yield values based on deposit locations for two collective categories of mining: metallic and non-metallic (Online-only Table 2). Mineral deposit data were publicly available for 167 minerals along with categorical size estimates of deposit amounts that were determined from attribute size descriptions (e.g., very large, large, medium, etc.). Given the available variation in only categorical estimates and because deposit densities are widely used to estimate undiscovered deposits and potential recoverable amounts\(^{12,2}\), we relied on mining density as a surrogate for yield. We implemented kernel density (KD) methods\(^{73}\) using Kernel Density tool in ArcGIS, and incorporated categorical deposit amounts as weights following ref.\(^{74}\). Kernels were centered on each deposit location and generated based on deposit size weights and on radii distances specific to metallic or non-metallic minerals. We then selected only cells with KD > 0.001 deposits/km\(^2\), a minimum value used by ref.\(^{79}\) and https://www.openstreetmap.org/. Because 82% of mineral deposits were located within the U.S., we created and standardized KD maps separately for the U.S. and non-U.S. regions before combining these two regions to produce each sector's final resource yield map.

Agriculture: We estimated agriculture yield for ten food crops, which captured 83% of total calorie production on croplands\(^{78}\), and for a subset of five first-generation biofuel crops, which comprised the majority of commercial biofuel production\(^{77}\) and have the most growth potential based on market maturity and technological capacity\(^{9}\) (Online-only Table 2). Using 2012 yield data summarized at national or sub-national jurisdictional units, and following methods in ref.\(^{77}\), we modeled the crop-specific relationships between area-weighted yield (ton/km\(^2\)) and biophysical covariates (e.g., growing degree-day, precipitation, fraction irrigated, slope, etc.) using a 95th percentile quantile regression to predict attainable yields (quantreg package version 5.33 in R version 3.4.0; model coefficient results in Online-only Table 3). We then combined spatially-explicit covariate maps with the resulting model coefficients to produce global, crop-specific, predicted yield maps. For crop expansion, we min-max normalized these yield values for each crop. For biofuel crops, we converted predicted yield in ton/km\(^2\) to gallons of gasoline equivalents (GGE) per km\(^2\) based on conversion rates from ref.\(^{20}\). We generated final cropland and biofuel resource potential maps by calculating the mean standardized yield value (i.e., 0–1 for crops and GGE/km\(^2\) for biofuels) across the ten subsistence crops and five biofuel crops respectively, and then ensured normal distribution of these two final yield maps following the methods discussed previously.

**Mapping feasibility criteria.** We produced 13 development feasibility criteria at 1-km resolution, which were factors that increase site development potential or decrease operational costs (details in Online-only Table 4). These criteria related to: (1) ability to transport resources and/or construction materials (distance to major roads, railways, and ports); (2) access to resource demand centers (market accessibility, distance to the electrical grid, urban areas, coal-fired power plants, and aggregate demand centers); (3) locations of existing development (distance to producing oil and gas fields and active coal mining density); and (4) other economic costs associated with resource sitting (inverse population density), development (landcover feasibility and land supply elasticity), and/or production (access to electricity). Criteria values ranged from 0 to 1, with 1 indicating the most preferred location for a particular sector development associated with the criteria, and 0 implying the criteria no longer provided any advantage for this development. For each sectors’ MCDA, we selected criteria used in previous studies on land suitability or recognized as an economic factor influencing siting (Online-only Table 1), and that could be mapped globally from existing, publicly available data.

We generated distance criteria values (\( c \)) based on a Gaussian distance decay function, \( c = \exp(-d^{2/2}-(h/2)^2) \), where \( d \) is Euclidian distance between a focal cell and the closest feature of influence (e.g., transmission line, roads, railway, etc.), and \( h \) is the inflection point, or the point beyond which the criteria score starts to rapidly decline towards zero. Resulting standard values of \( c \) ranged from 0–1, where 1 indicated closest proximity to the feature of importance. For renewable energy sectors, we set \( h \) to 100 km similar to ref.\(^{50}\), and for fossil fuels and mining sectors, we set \( h \) to 50 km, or the average distance at which infrastructure costs associated with mineral extraction approximately doubles\(^{20}\).

**Combining yield and feasibility criteria to create DPIs (step 3).** We used Analytic Hierarchy Process (AHP)\(^{56,81}\) and Weighted Linear Combination (WLC)\(^9\) methods to combine resource yield and feasibility criteria maps into a final DPI map for each sector. AHP calculates criteria weights from a pairwise matrix of importance values (judgement matrix) formulated based on scaled rankings\(^{56,37}\). Pairwise comparison values are assigned
and WLC in ArcGIS using the Weighted Overlay tool to create sector-specific DPI maps using: including justifications for importance ranking, and derived weights used to calculate DPIs.

For all other sectors, the typical second highest prioritized criteria were related to transporting the resource to its respective demand centers, except for hydropower, for which population avoidance (i.e., inverse population density criterion) ranked as second highest. Supplementary Table S1 provides judgement matrices for each sector and its respective demand centers, except for hydropower, for which population avoidance (i.e., inverse population density criterion) ranked as second highest. Supplementary Table S1 provides judgement matrices for each sector including justifications for importance ranking, and derived weights used to calculate DPIs.

Once we derived the resource yield and feasibility criteria maps with their associated weights, we implemented WLC in ArcGIS using the Weighted Overlay tool to create sector-specific DPI maps using: 

\[ \text{DPI} = \sum w_c c \]

which produces a composite DPI map based on AHP derived weights \((w_c)\) for \(n\) criteria \((c)\). Values of all input criteria maps and resulting DPI maps ranged from \(0\) (low) to \(1\) (high). To reduce local variations as a result of global data inaccuracies or resolution artifacts, we spatially averaged DPI values using a 3-km moving window analysis. If any cell previously excluded based on constraints or water was assigned a value by the smoothing technique, we reassigned its value to null. A final continuous DPI was created by max normalizing the remaining spatially-averaged values (e.g., Fig. 1-Step iii).

DPI classification. To facilitate the comparison of spatial patterns across the different sectors, we grouped the continuous DPI values into six relativized development potential classes: very high, high, medium high, medium low, low and very low. Given that each sector’s DPI values were approximately normally distributed but varied in their mean values, we calculated the standard global z-score per pixel and then binned each DPI based on five z-score breakpoints that corresponded to the percentiles of the distribution (Table 1). This method classified each DPI equally based on its mean and standard deviation of values using consistent estimated percentage breakpoints of 10% (Very Low, Very High), 15% (Low, High), and 25% (Medium-high, Medium-low). These breakpoints are offered as one way to classify the continuous DPI values and are included in each sector-level DPI data bundle (e.g., Supplementary Table S1). We note that these six classes have been applied in previous global threat analyses (e.g., Fig. 1-Step iii).

Table 1. Development potential index (DPI) classes. Standard z-score ranges used to define Development Potential Index (DPI) classes and estimated percentile data ranges based on normally distributed values. *Highest value in range included in class (e.g. z-score 1.282 is assigned to High DPI class).

| DPI Class | Standard z-score range* | Estimated percentile range* |
|-----------|-------------------------|----------------------------|
| Very High | >1.282                  | >90th percentile           |
| High      | 0.675–1.282             | 75 th percentile–90th percentile |
| Medium-high | 0.000–0.675            | 50th percentile–75 th percentile |
| Medium-low | −0.675–0.000           | 25 th percentile–50th percentile |
| Low       | −1.282–−0.675          | 10th percentile–25th percentile |
| Very Low  | <=−1.282               | <=10th percentile          |

Uncertainty and sensitivity analyses. For each DPI sector, we quantified the variability associated with each output based on model input (i.e., uncertainty analysis), and then identified which DPI criteria were responsible for the most variability (i.e., sensitivity analysis).

Uncertainty analysis. The two main sources of uncertainty for any MCDA arise from the criteria maps and their weights. For the criteria maps, uncertainty can stem from three aspects in the analysis: (1) choice of criteria in the decision model, (2) errors of measurement in the original source spatial data, and (3) the value scaling (or standardization) of the criterion maps. To reduce these sources of uncertainty, we respectively (1) relied on supported literature to guide criteria selection and value scaling of categorical data (Online-only Table 1), (2) avoided arbitrary classifications of continuous input data, and (3) applied fuzzy measures when appropriate. We focused our uncertainty analysis on the weighting values, a common approach when addressing uncertainty regarding GIS-MCDAs. To do so, we relied on a Monte Carlo (MC) approach, which assesses both qualitative and quantitative uncertainty within an MCDA based on repeated random sampling from a range of criteria weights to produce several iterations of the model results. These iterations are then used to calculate standard deviation (SD) and/or coefficient of variation (CV) to map and analyze uncertainty.
For each criterion and its bins, we calculated the average percent change in cell counts relative to consistent value ranges across sensitivity runs while also reducing computing resources needed for a per pixel bins were used to evaluate the sensitivity across the spectrum of continuous DPI values to distinguish changes within five DPI value bins (i.e., \(0.0–0.2\), \(0.2–0.4\), \(0.4–0.6\), \(0.6–0.8\), \(0.8–1.0\)). These five, equal interval outputs\(^{9,41}\) follow the Supplementary Information for an example). Once the weight ranges for all criteria were defined (Online-only Table 5), we followed standard MC methodology and applied a four step process similar to refs\(^39,120\) for each DPI. For 300 iterations, we: (1) randomly selected a criterion, (2) randomly assigned the criterion weight from its bracketed range of generated weights (Online-only Table 5), (3) proportionally modified the remaining criteria weights such that all weights sum to the value of one, and (4) applied these weights to reproduce the modified DPI. Our chosen number of 300 iterations falls within the recommended range of 100–10000\(^{121,122}\) and predominantly produced a \(\pm 1\%\) change of the mean and SD associated with each iteration as the iterations neared 300 which suggested this number was sufficient\(^{117}\).

Based on mean CV across all DPI maps, the biofuel and crop DPIs exhibited the highest relative uncertainty, largely attributed to these DPIs having the lowest number of criteria (Table 2). In contrast, the wind DPI had the lowest uncertainty, likely driven by this sector having the greatest number of criteria. This inverse relationship between uncertainty and the number of criteria was upheld by all sectors except coal and unconventional oil (Table 2). Coal had higher than expected uncertainty presumably because of the larger undeveloped basins located in remote regions of the globe. Unconventional oil basins on the other hand are found in more accessible locations and consistently much smaller in size in comparison to other fossil fuel sectors; thus, limiting the variability caused by development feasibility criteria and thus also reducing uncertainty.

To define our weight ranges for each DPI criterion, we modified the original AHP by first increasing the importance value of a selected criterion by two points across all other criteria and then used this new matrix to calculate the maximum weight for this criterion weight range. We then decreased the importance value for this same selected criterion by two points across all criteria to derive the minimum weight for the range. This process emulated selecting the next highest or lowest odd number comparison value (i.e., 1, 3, 5, 7, 9 values most commonly used when assigning values using the Saaty’s nine-point importance scale\(^{36}\)), while also maintaining the necessary consistency ratio (i.e., CR < 0.1) to use these derived weights (see the Supplementary Information for an example). For each DPI by downloading data from figshare\(^{34}\), we classified all 13 CV datasets values into “Very Low” to “Very High” classes using the same DPI classification method based on z-score breakpoints\(^{34}\) (6 classes; Table 1). For each sector, we determined the DPI class(es) that exhibited the greatest uncertainty by calculating the percentages of DPI classes within each uncertainty class (for 36 different combinations; e.g., Fig. 2). We also averaged percentages of the 36 combinations across all 13 DPIs for a comprehensive uncertainty measure (Fig. 3). None of the DPI cells classified as “Very High” or “High” were found to fall within “Very High” or “High” uncertainty classes (Fig. 3). Rather, >99% “Very High” DPI cells and >75% of “High” DPI cells fell within the “Low” or “Very Low” uncertainty classes, respectively. These results indicate less uncertainty exists in high DPI areas. In contrast, the areas with highest uncertainty (i.e., “Very High” and “High” classes) fell within the “Low” and “Very Low” DPI classes for most sectors. These high uncertainty areas tended to occur in remote regions that lacked supporting infrastructure or market access but had higher than average resource potential (i.e., yield criteria in all DPIs), especially for the renewable and fossil fuel sectors. However, this same spatial pattern was not as prevalent for mining and agriculture sectors, where the highest uncertainty values largely occurred in regions that had low yield but were farther from markets or infrastructure. Readers can further explore the spatial distributions of uncertainty across each DPI by downloading data from figshare\(^{34}\).

### Table 2. Mean coefficient value (CV) for 13 development sectors with number of criteria used for each development potential index (DPI). Sectors ordered from largest to smallest mean CV.

| DPI Sector                      | Mean CV  | Number of Criteria |
|--------------------------------|----------|--------------------|
| Biofuels Expansion             | 0.1373   | 3                  |
| Crops Expansion                | 0.1076   | 3                  |
| Metallic Mining                | 0.0798   | 4                  |
| Non-metallic Mining            | 0.0701   | 4                  |
| Coal Mining                    | 0.0664   | 6                  |
| Conventional Gas               | 0.0609   | 5                  |
| Unconventional Gas             | 0.0572   | 5                  |
| Conventional Oil               | 0.0527   | 5                  |
| Photovoltaic Solar Power (PV)  | 0.0480   | 6                  |
| Hydropower                     | 0.0450   | 6                  |
| Concentrated Solar Power (CSP)| 0.0439   | 6                  |
| Unconventional Oil             | 0.0415   | 5                  |
| Wind Power                     | 0.0279   | 7                  |

Sensitivity analysis. For each sector DPI map, we evaluated the sensitivity of the multi-criteria weights using a one-at-a-time (OAT) method: where we incrementally modified weights within a range of values and then compared the modified and original (DPI\(_{org}\)) outputs\(^{44}\). Following ref.\(^{14}\), we varied weights −20% to +20% of original weight value in increments of ±2% (\(n = 21\) simulation runs), and determined the change in cell counts within five DPI value bins (i.e., >0.0–0.2, >0.2–0.4, >0.4–0.6, >0.6–0.8, >0.8–1.0). These five, equal interval bins were used to evaluate the sensitivity across the spectrum of continuous DPI values to distinguish changes in consistent value ranges across sensitivity runs while also reducing computing resources needed for a per pixel measurement. For each criterion and its bins, we calculated the average percent change in cell counts relative...
to the counts from DPI_{DPI\_Orig} (Online-only Table 6). We additionally evaluated the spatial differences in outputs by calculating the cell-based correlations (Pearson’s $r$) between the modified DPI outputs and DPI_{DPI\_Orig}. Detailed sensitivity reports that included the percentage change per bin per simulation run for all sector criteria and the corresponding correlations are packaged with individual DPI data bundles.

Unsurprisingly, the most sensitive criteria were the highest weighted ones and the least sensitive criteria were the lowest weighted ones across all DPIs. The most sensitive criterion was resource yield for all sectors, except for coal, for which mining density (equally weighted as coal resource yield) was the most sensitive. The least sensitive criteria were distance to railways or ports (CSP, PV, CG, UO, UG, NMM), distance to major roads (CO), distance

---

**Fig. 2** Example spatial uncertainty analysis for wind development potential index (DPI). Spatial datasets used for wind DPI uncertainty analyses: (a) classified wind uncertainty map, (b) classified wind DPI map, and (c) resulting map produced by intersection of two maps. In the legend for map (c), arrows indicate the direction of classes going from “Very Low” (VL) to “Very High” (VH). For example, purple areas classified as VL for DPI and VH for uncertainty, whereas dark brown areas classified as VH for DPI and VL for uncertainty. Non-classified areas are identified in grey and were excluded based on a lack of available future resources or by constraints applied during the DPI analysis.
to urban areas (Wind, Hydro), or distance to coal power plants (Coal). Overall, biofuels DPI exhibited the greatest sensitivity due to high shifts in the lowest bin (>0–0.2) (Online-only Table 6; see additional details below).

For most criteria and sectors, the lowest bin (>0.0–0.2) exhibited the greatest sensitivity, likely because it had the smallest overall frequency of cells within the DPIOrig, and thus the greatest percent changes. To focus on high development potential areas that are most influential to predicting land expansion areas, we examined the sensitivity exhibited within the top bins. For the second highest bins (>0.6–0.8), the most sensitive criterion within any sector-MCDA was coal mining density followed by hydropower resource yield. For the top bin (>0.8–1), the resource yield criterion for wind exhibited the greatest shifts. To further examine the sensitivity of these three criteria, we calculated the maximum and average absolute cell value change on a cell by cell basis associated with the sensitivity run having the greatest degree of change for all cell values and for cells with DPIOrig values >0.5. Even for the sensitivity runs with the greatest weight change (i.e., +20% or −20%), the maximum absolute cell change was less than 0.1 and the average absolute change was less than 0.05 across all cells and for DPIOrig cells that were greater than 0.50 (Table 3, see Supplementary Fig. 1 for mapped example with Coal DPI).

Overall across all sectors, the binned value of most cells remained the same, and there were no cells that either increased or decreased more than one bin level from that of the original run. Furthermore, spatial correlations were $r \geq 0.971$ for all sensitivity runs across all sectors, indicating low spatial variance in the DPI outputs due to modified weights. An overall low sensitivity was further reinforced by an only slight change (i.e., ~0.05) detected in cell values for the three most sensitive sector criteria when applying the maximum weight change.

### Data Records

For each development sector, three spatial datasets (i.e., the continuous DPI, the classified DPIs, and the classified uncertainty map) are accessible via figshare as GeoTIFF raster datasets at 1-km resolution using the Mollweide projection. Due to large file sizes and for ease of access, all sector DPI data are bundled together within a correspondingly named zip file (e.g., Wind.zip). Each zip file contains: the continuous DPI raster dataset, the classified DPI raster dataset, the classified uncertainty raster dataset, all parameter descriptions and values (i.e., constraints, criteria correlations and weights, and AHP comparison values and matrix consistency ratio) used to produce the DPI, along with the full DPI sensitivity report. Additionally, four zip files (i.e.,...
Recent and Potential Development Data | Data Type | Data Spatial Extent | Sample Size | CPI Overlap (% total) | Very high | High | Med-high | Med-low | Low | Very low | None |
|---|---|---|---|---|---|---|---|---|---|---|---|
| CSP Plants | Points | North America | 5 | 4 (80%) | 0 (0%) | 0 (0%) | 0 (0%) | 0 (0%) | 1 (20%) |
| PV Plants | Points | North America | 2,238 | 124 (6%) | 488 (22%) | 1,446 (64%) | 115 (5%) | 1 (0%) | 65 (3%) |
| Large PV Plants (i.e., capacity >=20 MW) | Points | North America | 483 | 71 (15%) | 173 (36%) | 225 (47%) | 13 (3%) | 0 (0%) | 1 (0%) |
| Wind Farms | Points | North America | 411 | 175 (43%) | 171 (42%) | 37 (9%) | 2 (0%) | 1 (0%) | 25 (6%) |
| Hydropower | Points | Global | 2,231 | 457 (20%) | 511 (23%) | 637 (28%) | 316 (14%) | 169 (8%) | 141 (6%) |
| Large Hydropower (i.e., capacity >=30 MW) | Points | Global | 946 | 284 (30%) | 197 (21%) | 233 (25%) | 140 (15%) | 51 (5%) | 41 (4%) |
| Coal Permits | Polygons | US | 10,848 km² | 9,458 (87%) | 805 (8%) | 126 (1%) | 0 (0%) | 0 (0%) | 459 (4%) |
| Oil and Gas Leases | Polygons | Western US | 74,150 km² | 32,364 (44%) | 17,305 (23%) | 18,404 (29%) | 2,496 (3%) | 120 (0%) | 3,521 (5%) |
| Mining Claims | Polygons | Western US | 42,392 km² | 15,430 (36%) | 14,601 (35%) | 9,675 (23%) | 2,209 (5%) | 188 (0%) | 51 (0%) | 256 (1%) |
| Crop Expansion | Pixels | Contiguous US | 83,686 km² | 23,819 (29%) | 22,508 (27%) | 15,399 (18%) | 7,688 (9%) | 5,941 (7%) | 1,960 (2%) | 6,371 (8%) |

Table 4. Spatial validation of DPI maps. The percentage of overlap between mapped DPI classes and recent and potential development locations with information on data type, spatial extent, and sample sizes.

DPI_Inputs_and_Scripts_Part01-04.zip) are provided and contain all input data and Python scripts necessary to reproduce any DPI. All three raster datasets per sector can also be viewed and examined interactively at http://s3.amazonaws.com/DevByDesign-Web/Maps/DPI_viewer/index.html.

Technical Validation

To validate the DPIs, we used spatial point locations of planned or recently developed renewable energy power plants, recent lease and claim boundaries identifying where fossil fuels and mining development is permitted, and recent areas of crop expansion. We compared mapped DPI classes to recent or planned development locations and determined the percentage of overlap and non-overlap ("none" class; Table 4).

For solar power plants and wind farms, we used the most comprehensive database on recently developed or planned development locations; data were only available for North America. We included records with available x/y coordinates (i.e., not city or county) for facilities constructed no earlier than 2016 or that were currently planned (see Table 4 for sample sizes). We assigned a DPI class value for each point based the closest DPI classified cell that fell within a maximum distance representing the square-root of the mean facility-area reported for the sector. For example, CSP plants average 6.64 km² in size; so we assigned the DPI class of the nearest cell within 2.58 km (i.e., square-root of 6.64), otherwise the location was classified as not having a class (i.e., None). We used a distance threshold of 1.77 km for PV based on ref. and 7.35 km for wind based on ref. We found that all but one of the CSP plants fell within the very high DPI class (Table 4). The vast majority of utility-scale PV power plants (92%) and all but 13 of the large PV plants (i.e., >=30 MW, cutoff identified by ref. ) fell within very high, high, or medium-high DPI classes (Table 4). Similarly, 85% of all wind farms fell within our mapped high and very high DPI areas and only twenty-five sites (6%) fell outside of any DPI class. For hydropower, we relied on the a dataset that identified proposed and currently constructed hydropower dams globally. Because there were no feature-level location error assessments (i.e., how accurately each dam location was mapped), we only used future dam sites which were within 1 km of any DPI category cells. We found that 72% of all dam locations and 76% of large hydropower dams (i.e., >30 MW, cutoff identified by ref. ) fell within medium-high to very high DPI classes.

For coal, we used a U.S. coal mining permit database (n = 4,650 permits), that maps boundaries where companies have the right to disturb land for the mining and will be required by law to reclaim the site. Based on intersecting these lease boundaries with mapped DPI classes, we found that 87% of permit areas not mined fell within the highest DPI (only 4% were outside of any DPI cell). For oil and gas and mineral extraction sectors, we used a U.S. lease databases for oil and gas removal and mining claims. Given the lack of publicly available data for these sectors and the high costs associated with more expansive proprietary data, we were limited to data within 10 western U.S. states: California, Oregon, Nevada, Idaho, Utah, New Mexico, Colorado, Wyoming, Montana, North Dakota, and South Dakota. Because oil and gas lease data did not distinguish the resource (i.e., oil or gas) or the method used (i.e., conventional or unconventional), we combined the DPI classes for CO, CG, UO, and UM and maintained the highest class per cell. We similarly combined metallic and non-metallic mining claims because these were not distinguished in the dataset. We overlapped oil and gas leases and mining claims with their associated combined DPI maps and found that >67% of oil and gas leases were located within very high or high DPI scores (only 5% were outside of any DPI cell), and 71% of mining claims not already mined overlapped with the two highest DPI classes (only 1% fell outside of DPI cells).
For cropland, we relied on spatial maps of annual cropland percentages per 1-km² within the conterminous U.S. over the past 150 years \(^{127}\) and calculated the percentage of expansion for the most recent year of 2016 (i.e., we subtracted 2015 from 2016 percentages and selected only those cells with positive values). This identified over two million pixels (totaling 83,685.87 km²) with cropland expansion, which we overlapped with Crop DPI maps and calculated the total expansion per DPI class. We found that 73% of cropland expansion occurred in medium-high to very high DPI classes and over 46,000 km² (56%) occurred in the top two classes. We were unable to find an analogous biofuels expansion dataset but assert that these results offer indirect support given that the (1) the cropland expansion dataset includes all biofuel crops, and (2) our biofuels DPI was created from the yield potential of a subset of crops and the same feasibility criteria (i.e., market accessibility and land supply elasticity) as the cropland DPI.

**Usage Notes**

The DPI maps generated here provide some of the first globally consistent land suitability maps at a fine resolution (1-km) that depict the potential expansion for 13 major development sectors related to renewable energy, fossil fuels, mining, and agriculture. Our approach offers an advancement to other products by factoring in resource yield potential alongside multiple spatial factors that influence development siting using a spatial MCDA approach. It also advances the global mapping of multiple energy and extractive sectors that increasingly play a role in land use change \(^{41}\), but have been overlooked relative to agriculture or urban expansion \(^{122,133}\). Further, we examined the uncertainty and the sensitivity of each DPI and validated results with the best available known locations of recent or planned development: efforts rarely performed even for site-based or regional land suitability analyses \(^{41}\).

We acknowledge that our DPIs, like all global data, are inherently prone to inaccuracies, omissions, and inconsistencies in both their spatial features and attributes. While we used the best publicly available and current data for our analyses, input datasets were not always comprehensive in regional coverage (an issue that plagues all global analyses); however, with the provided Python code, each DPI can be easily updated as new data becomes accessible. For example, because only proprietary, global pipeline spatial data were available, our oil and gas DPIs (i.e., CO, CG, UO, UG) lacked this important criterion in the analysis and instead we relied on distance to existing oil and gas fields as a proxy that identifies where pipelines exist. Additionally, our DPIs do not consider governmental actions (e.g., environmental regulations, incentives, tax breaks) that often influence development siting, and may not capture land expansion under varying market changes and technological advancements. Given the frequency of policy and market changes, variations across administrative units, and the effort required to maintain such a database, incorporating the above was beyond the scope of this study, but future work, especially if focused on a smaller focal area, should seek to capture these criteria and/or conditions to update DPIs. We also do not account for climate change, which has been shown to redefine future crop yields \(^{13}\), and has the potential to inundate areas of current suitable land and/or supporting infrastructure, relocate population/demand centers of resources, modify precipitation or cloud cover patterns that can alter hydropower and solar resources \(^{134,135}\).

Finally, we recognize there are multiple uncertainties throughout any MCDA process (e.g., setting constraints, calculating spatial criteria values, and selecting criteria weights), and we only evaluated the uncertainty and sensitivity of one primary source (criteria weights). Nevertheless, our DPI maps offer more detailed and consistent global products on the relative (rather than the precise) suitability of lands for future development expansion. Although we produced DPI maps at a 1-km resolution, we do not recommend the use of these data at this resolution for local land-use planning or siting of development. We provide the DPI maps at this resolution (1) given its consistency with the input spatial feasibility metrics; (2) because it allows for the aggregation of data into comparable zones of analysis (e.g., countries, states/provinces, ecoregions, watersheds, etc.) that circumvent the modifiable areal unit problem often introduced with coarse resolutions \(^{136}\); and (3) because it maximizes the potential discernment of spatial heterogeneity in global development patterns \(^{37}\). While our validation results produced favorable support of our products, we emphasize that more localized or detailed spatial MCDA analysis should be performed using much finer resolution and higher accuracy data to fully resolve land suitability at 1-km pixel level. In addition, feedback should be solicited from local decision makers, industry representatives, and sector specialists to select regionally-tailored criteria factors and assigning their influence (weights) on development in the analysis.

Despite these limitations, the timeliness and substantial need for these types of data are demonstrated by an increasing number of online portals hosting spatial data on human development pressure along with environmental features: e.g., the World Resource Institute’s (WRI) Resource Watch (http://resourcwatch.org), the World Wildlife Foundation’s (WWF) Sight (http://wwf-sight.org/explore), the European Commission Joint Research Center’s Digital Observatory for Protected Areas (DOPA) (http://dopa-explorer.jrc.ec.europa.eu/), the Global Forest Watch (http://www.globalforestwatch.org), the United Nation’s MapX (http://www.mapx.org/), the UN Biodiversity Lab (https://www.unbiodiversitylab.org/about.html), and the World Bank’s Spatial Agent (https://olc.worldbank.org/content/spatial-agent-tutorial), among others. We note that the development pressure datasets hosted on these online portals predominately focus on current development patterns, thus, they are limited to retrospective or current planning efforts. Of the select datasets that capture potential future expansion areas, they tend to map only areas of unexploited resources (e.g., resource yield proxies) without integrating spatial feasibility factors. Figure 4 displays some of the representative resource datasets from the above sources in comparison with the most analogous DPIs from this study. Previous existing maps identify locations of resources without resource value attribution (Fig. 4e) or captures resource yield potential but without spatial details on siting constraints (i.e., Fig. 4a vs Fig. 4b) and/or siting feasibility (i.e., Fig. 4c vs Fig. 4d). In addition, these maps often only capture one segment of a sector thereby neglecting the overall sector development pressures (i.e., Fig. 4g vs Fig. 4h). While current development maps delineate regions susceptible to single-sector expansion over the long-term and can
be used in basic binary overlay assessments, they cannot be used in a gradient spatial analysis that differentiates among areas likely to undergo varying levels of development growth by multiple sectors in the near term.

In addition to elucidating potential individual sector expansion patterns, these DPIs can be combined to produce a cumulative development pressure metric at regional or global scales. While each DPI is sector specific, the relative index value is a measurement of development suitability based on multiple criteria on resource yield potential and development feasibility. Combining multiple DPIs provides a method for illuminating those lands that are suitable for multiple development sectors and thus have more pressures for being used. Although all DPIs have been scaled from 0–1, the distribution of these values may vary across sectors. Thus, to ensure equitability across all DPI values in a cumulative map, we recommend standardizing or classifying each DPI relative to an area of interest (e.g., global, regional, country) prior to this process.

Fig. 4 Comparison of DPIs with publicly available resource data. Data on resources were obtained from WRI Resource Watch and partners (left side panel) with the most analogous DPI maps produced by this study (right side panel). Color ramp for all maps are the same, with highest values in dark orange and lowest values in blue and null value in grey. Legend in first DPI map (b) can be applied to all other DPI maps (d,f,h). Map of only potential resource locations are displayed in a uniform orange color, i.e., large mineral deposit locations (e). Legend abbreviations for resource maps (a,c,g) are as follows: watts per square meter (W/m²), billion barrels of oil equivalent (BBOE), and tons per hectare (t/ha).
Similar to a cumulative map of marine threats produced by ref. 138, an additive approach is a simple and an effective way to create a cumulative DPI map. To provide an additive cumulative DPI map in line with the standardization guidelines we recommend above, one can apply globally, standardized z-score values for all continuous DPIs, which are equally-weighted and summed together (Fig. 5a). Such a map allows for countries, states, biomes, and/or ecoregions across the globe to be compared based on cumulative scores (i.e., prior to classification), thereby, identifying areas of varying levels of future development pressure. If the focus is at a more regional or country scale, each continuous DPI can be standardized to that spatial extent before summation. This approach helps to discern high development pressures that are less apparent when DPI values are globally standardized (Fig. 5b,c).

The DPI datasets provide relative measures of development suitability across the most comprehensive set of sectors, thus, serve as important tools that can help anticipate future development patterns at broad spatial scales from multiple sectors. The DPI maps can be combined with existing maps on current land use and land cover (e.g., global Human Modification map139, ESA CCI dataset67) to help assess opportunity costs and the potential for additional land conversion in a given region. In addition, estimates of production and consumption demand, which influence the likelihood of sector expansion, can also be considered for when quantifying how much potential land may be converted by multiple sectors within a given region (as done by ref.140). Together these data with the DPI maps can be used to proactively prioritize regions at a global scale to better plan for near-term tradeoffs among economic development, population growth, and the environment.

**Code Availability**

For DPI replication and integration of potential future data updates, we provide via figshare all Python scripts and spatial data necessary to replicate each DPI. Because these DPI scripts require input criteria data totaling 65 GBs in size, we bundled both scripts and data into four compressed files, DPI_InputsAndCode_Part01-04.zip34. These scripts use ArcPy, a Python module associated with ESRI’s ArcGIS Desktop software (www.esri.com) and require both the Advance license of this mapping software and an accompanying Spatial Analyst extension license. A README.pdf accompanies these zip files and provides all necessary instructions to setup the database and run any of the DPI scripts.
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