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Abstract

For every prime number $p$ it is possible to define a $p$-adic version of the Veneziano amplitude and its higher-point generalizations. Multiplying together the real amplitude with all its $p$-adic counterparts yields the adelic amplitude. At four points it has been argued that the adelic amplitude, after regulating the product that defines it, equals one. For the adelic 5-point amplitude, there exist kinematic regimes where no regularization is needed. This paper demonstrates that in special cases within this regime, the adelic product can be explicitly evaluated in terms of ratios of the Riemann zeta function, and observes that the 5-point adelic amplitude is not given by a single analytic function. Motivated by this fact to study new regularization procedures for the 4-point amplitude, an alternative formalism is presented, resulting in non-constant amplitudes that are piecewise analytic in the three scattering channels, including one non-constant adelic amplitude previously suggested in the literature. Decomposing the residues of these amplitudes into weighted sums of Gegenbauer polynomials, numerical evidence indicates that in special ranges of spacetime dimensions all the coefficients are positive, as required by unitarity.
1 Introduction

String theory is a powerful and multifaceted formalism for studying topics in physics and pure math. Included among the subjects encompassed by the formalism are formulations of string theory based on the field \( \mathbb{Q}_p \) of \( p \)-adic numbers.

The notion of \( p \)-adic string theory was introduced independently by Volovich [1] and Grossman [2] in 1987, who each proposed a theory where spacetime and momenta are valued over the \( p \)-adic numbers \( \mathbb{Q}_p \), and amplitudes are given in terms of Morita gamma functions. The conception of \( p \)-adic string theory which has since become standard, and which was put forward by Freund and Olson [3], operates with real-valued spacetime coordinates and momenta, while scattering amplitudes, now given by Gelfand-Graev gamma functions, are valued over the complex numbers; the role of the \( p \)-adic numbers is to serve as integration variables in the integral representation of \( N \)-point tachyon amplitudes \( A_{N}^{(p)} \). As clarified by Zabrodin [4], the worldsheet of \( p \)-adic string theory consists of a regular \((p + 1)\)-valent tree known as the Bruhat-Tits tree, while the boundary of the world sheet is given by \( \mathbb{Q}_p \). The
tachyon amplitudes obtained in this setup are significantly simpler than those of real bosonic string theory and contain only a finite number of poles, all due to tachyons, rather than semi-infinite sequences of poles arising from an infinite tower of higher spin particles. This simplicity has enabled p-adic string theory to serve as a helpful toy model, particularly in the context of string field theory. In 1988, long before the corresponding calculation was carried out in real string theory, Brekke, Freund, Olson, and Witten [3] managed to compute the tree-level effective spacetime action for the tachyonic field of p-adic string theory. The stationary configurations of this action were subsequently interpreted by Ghoshal and Sen as exotic D-branes [4] and understood to provide an explicit manifestation of tachyon condensation [7], an interpretation corroborated by Minahan’s work [8] demonstrating the consistency of tree-level p-adic string amplitudes and tachyon fluctuations about lumps in the effective action; but also an interpretation requiring modifications at loop-level [9]. Some 12 years after the computation of the spacetime effective action of p-adic string theory, Gerasimov and Shatashvili [10] derived a tree-level Lagrangian for the tachyon of real open string theory. Their result allowed them to make the curious observation that their Lagrangian could have also been obtained by taking the $p \to 1$ limit of the tachyon Lagrangian in the p-adic formalism.

The idea that p-adic string theories, beyond serving as mere toy models, might enjoy a precise relation to real string theory was advanced already in 1987, when Freund and Witten [11] raised the suggestion that all the p-adic string theories and real bosonic string theory might be commingled in a theory associated to the adelic numbers $\mathbb{A}$ that conjoin $\mathbb{R}$ with all the fields $\mathbb{Q}_p$ for every prime $p$. The first step towards explicating this suggestion is to present a unified description of 4-point amplitudes in real and p-adic string theory. To this end, it is customary to introduce a label $v$ such that $v = \infty$ or $v = p$ for some prime $p$, where the value $v = \infty$ refers to the real case, meaning that $\mathbb{Q}_\infty = \mathbb{R}$ and that $|\cdot|_\infty$ is the familiar absolute value norm, while $|\cdot|_p$ is the p-adic norm. In this notation, working with spacetime signature $(-, +, ..., +)$, introducing dimensionless Mandelstam invariants given by

\begin{align*}
    s &= -\alpha'(k_1 + k_2)^2, \\
    t &= -\alpha'(k_1 + k_3)^2, \\
    u &= -\alpha'(k_1 + k_4)^2,
\end{align*}

and setting aside the question of overall normalization, the 4-point tachyon amplitudes in

\footnote{We refer the reader to Huang, Stoica, and Zhong’s paper [6] for a recent proposal for a theory of p-adic 2-branes.}
the various theories are given by
\[ A_{4}^{(v)} = \int_{Q_{v}} dx |x_{v}^{2\alpha'k_{1}k_{2}}|1 - x_{v}^{2\alpha'k_{1}k_{3}} = \int_{Q_{v}} dx |x_{v}^{2-s}|1 - x_{v}^{2-t}. \] (2)

Throughout this paper, we will only be considering tree-amplitudes and only full amplitudes, not partial amplitudes. When \( v = \infty \), we recover the standard Veneziano amplitude:
\[ A_{4}^{(\infty)} = \frac{\Gamma(-1 - s)\Gamma(-1 - t)}{\Gamma(-2 - s - t)} + \frac{\Gamma(-1 - s)\Gamma(-1 - u)}{\Gamma(-2 - s - u)} + \frac{\Gamma(-1 - t)\Gamma(-1 - u)}{\Gamma(-2 - t - u)}. \] (3)

In the \( p \)-adic case, direct integration over \( Q_{p} \) gives
\[ A_{4}^{(p)} = \frac{\zeta_{p}(-1 - s)\zeta_{p}(-1 - t)\zeta_{p}(-1 - u)}{\zeta_{p}(2 + s)\zeta_{p}(2 + t)\zeta_{p}(2 + u)} = \Gamma_{p}(-1 - s)\Gamma_{p}(-1 - t)\Gamma_{p}(-1 - u), \] (4)
where the local zeta and gamma functions are given by
\[ \zeta_{p}(x) = \frac{1}{1 - p^{-x}}, \quad \Gamma_{p}(x) = \frac{\zeta_{p}(x)}{\zeta_{p}(1 - x)}. \] (5)

There also exist related zeta and gamma functions associated to the real case \( v = \infty \),
\[ \zeta_{\infty}(x) = \pi^{-\frac{x}{2}} \Gamma\left(\frac{x}{2}\right), \quad \Gamma_{\infty}(x) = \frac{\zeta_{\infty}(x)}{\zeta_{\infty}(1 - x)}, \] (6)
and a fascinating observation of Freund and Witten’s is that the three terms of the full Veneziano amplitude (3) combine into a single expression of the same form as the \( p \)-adic answer:
\[ A_{4}^{(\infty)} = \frac{\zeta_{\infty}(-1 - s)\zeta_{\infty}(-1 - t)\zeta_{\infty}(-1 - u)}{\zeta_{\infty}(2 + s)\zeta_{\infty}(2 + t)\zeta_{\infty}(2 + u)} = \Gamma_{\infty}(-1 - s)\Gamma_{\infty}(-1 - t)\Gamma_{\infty}(-1 - u). \] (7)

By invoking the functional equation for the Riemann zeta function
\[ \zeta_{\infty}(x) \zeta(x) = \zeta_{\infty}(1 - x) \zeta(1 - x), \] (8)
we can also express the Veneziano amplitude solely in terms of the Riemann zeta function:
\[ A_{4}^{(\infty)} = \frac{\zeta(2 + s)\zeta(2 + t)\zeta(2 + u)}{\zeta(-1 - s)\zeta(-1 - t)\zeta(-1 - u)}. \] (9)

We now recall the formula due to Euler that expresses the Riemann zeta function as a
product running over the set $\mathbb{P}$ of all primes:

$$\prod_{p \in \mathbb{P}} \zeta_p(z) = \zeta(z). \quad (10)$$

The product on the left-hand side is convergent when $\text{Re}[z] > 1$, whereas the Riemann zeta function on the right-hand side admits an analytic continuation to the entire complex plane except for the simple pole at $z = 0$. Following [11], we therefore observe that if we are allowed to distribute an infinite product of ratios of local zeta functions into each zeta function and to perform separate analytic continuations of these sub-products,

$$\prod_{p} \frac{\zeta_p(...) \zeta_p(...)}{\zeta_p(...) \zeta_p(...)} \leftrightarrow \left( \prod_{p} \frac{\zeta_p(...)}{\zeta_p(...)} \right) \left( \prod_{p} \frac{\zeta_p(...)}{\zeta_p(...)} \right) \leftrightarrow \frac{\zeta(...) \zeta(...) \ldots}{\zeta(...) \zeta(...) \ldots}, \quad (11)$$

then we arrive at what is known as the adelic product formula for the Veneziano amplitude:

$$A_{4}^{(\infty)} \prod_{p \in \mathbb{P}} A_{4}^{(p)} = 1. \quad (12)$$

The assumption of distributivity (11), or some other regularization scheme that results in the same effect, is necessary because there is no kinematic regime for which the product in equation (12) converges; the criterion $\text{Re}[z] > 1$ required for the convergence of (10) cannot be simultaneously satisfied for all the local zeta functions in (4).

These issues of non-convergence can be circumvented by turning to the adelic 5-point amplitude, for which there exist kinematic regimes where the prime product does converge. Introducing the shorthands

$$s_{ij} \equiv 2\alpha' k_i \cdot k_j , \quad s_{ijk} \equiv 2\alpha' k_i \cdot k_j + 2\alpha' k_i \cdot k_k + 2\alpha' k_j \cdot k_k , \quad (14)$$

2There are arguments in the literature [12, 13, 14] attesting to the validity of the equation

$$\Gamma_{\infty}(z) \prod_{p \in \mathbb{P}} \Gamma_p(z) = 1 \quad (13)$$

when understood in a suitably regulated sense, but even with equation (13) given, an assumption of distributivity is needed in order to split the product over $A_{4}^{(p)}$ into three products over local gamma functions.
the real \((v = \infty)\) and \(p\)-adic \((v = p)\) tachyonic 5-point amplitudes are given by \([15, 16, 17, 18]\)

\[
A_v^{(e)} = \int_{\mathbb{Q}_v} dx \, dy \, \left| x \right|^{s_{12}}_v \left| y \right|^{s_{13}}_v \left| y - x \right|^{s_{23}}_v \left| 1 - y \right|^{s_{34}}_v \left| 1 - x \right|^{s_{24}}_v.
\]  

(15)

In the real case, the double-integral can be carried out analytically as in \([19]\), giving

\[
A^{(\infty)}_5 = \frac{1}{10} \sum_{\sigma \in S_5} F[\sigma(\vec{k}_1, ..., \vec{k}_5)],
\]  

(16)

where

\[
F[\vec{k}_1, ..., \vec{k}_5] = B(s_{123} + 2, s_{34} + 1)B(s_{12} + 1, s_{23} + 1) \cdot 3F_2\left([\{ - s_{24}, s_{12} + 1, s_{123} + 2\}, \{ s_{123} + s_{34} + 3, s_{12} + s_{23} + 2\}; 1]\right),
\]

and the factor of \(\frac{1}{10}\) cancels over-counting due to cyclic permutations and their inversions.

For the \(p\)-adics, the five-point amplitude, as computed in \([20, 5]\), evaluates to

\[
A^{(p)}_5 = \frac{(p - 2)(p - 3)}{p^2} + \sum_{i \neq j} \frac{(p - 1)(p - 2)}{2p^2(p^{1+s_{ij}} - 1)} + \sum_{i,j,k,l \text{ distinct}} \frac{(p - 1)^2}{8p^2(p^{1+s_{ij}} - 1)(p^{1+s_{kl}} - 1)}.
\]  

(17)

While evaluating the adelic product \(A^{(\infty)}_5 \prod_{p \in \mathbb{P}} A^{(p)}_5\) presents a somewhat formidable task, Refs. \([20, 5]\) were each able to argue, by demonstrating that the zeros and poles of \(A^{(\infty)}_5\) and \(\prod_{p \in \mathbb{P}} A^{(p)}_5\) do not align, that this product is not a momentum-independent constant and so in particular does not equal one. As with the derivation of the adelic 4-point formula \([12]\), the arguments of both references require splitting an infinite product over \(\mathbb{P}\) into several such products, which do not all converge.

With the benefit modern computing power, it is not hard to check numerically that \(A^{(\infty)}_5 \prod_{p \in \mathbb{P}} A^{(p)}_5\) is indeed not a constant in the kinematic regions where the product converges. Furthermore, as will be explicitly demonstrated in the next section of this paper, there exists a codimension-one subset of kinematic space for which the adelic product \(A^{(\infty)}_5 \prod_{p \in \mathbb{P}} A^{(p)}_5\) can be evaluated exactly. The exact result reveals two important facts: the 5-point tree-amplitude is not an analytic function of the kinematic invariants, and it is not generally valid to apply the identifications \([11]\) to the adelic 5-point product. Since analyticity and the distribution of an infinite product into subfactors played a key role in the regularization of the adelic four-point amplitude sketched above, we are motivated to investigate alternative regularization methods. Such an alternative was considered previously by Aref’eva, Dragović

\[3^\text{We refer the reader to [21] for a recent analysis of the parallelism between the exact evaluations of the real and \(p\)-adic 5-point amplitudes.}\]
and Volovich [22], who observed that while the product $\prod_{p \in \mathbb{P}} A_4^{(p)}(s, t)$ never converges, there are $s$- and $t$-values for which the product $\prod_{p \in \mathbb{P}} (-A_4^{(p)}(s, t))$ does converge and can be interpreted as the $p$-adic component of a non-constant adelic 4-point amplitude. This amplitude is given by a separate function for each scattering channel and therefore does not obey crossing symmetry, for which reason it has generated sparse interest. However, since we will discover in the next section that the 5-point adelic amplitude possesses precisely such a piecewise analytic structure, the proposal of Ref. [22] merits closer inspection. Taking seriously the notion of a non-constant adelic 4-point amplitude, it behoves us to inquire whether such an amplitude complies with the demands of causality, locality, and unitarity, and also whether there are other candidates for non-constant adelic amplitudes besides that of [22]. Finally, we may pose the question, what is the critical dimension of the adelic string?

To address these questions, the present paper adopts a prescription for regulating divergent products that does not rely on splitting an infinite product via $\prod_n (a_n b_n) \leftrightarrow (\prod_n a_n) (\prod_n b_n)$ and then performing a separate analytic continuation for each sub-product. In applying this prescription to adelic products, we arrive at a number of non-constant candidate amplitudes, which are given by ratios of Riemann zeta functions or other Dirichlet $L$-functions. To evaluate the suitability of these expressions as actual scattering amplitudes, we will analyze their partial wave expansions and study their high energy asymptotics. In so doing, we discover that while the candidate amplitudes exhibit unorthodox pole structures and only piecewise analyticity, they display the well-behaved high energy behaviour of conventional string amplitudes as well as, within particular ranges of target space dimensionality, the positivity properties required by unitarity.

2 The Adelic 5-point Amplitude at Special Kinematics

The real and $p$-adic 5-point amplitudes [15] simplify greatly if we consider the special case when any two momenta are orthogonal. We will consider the case when $k_2 \cdot k_3 = 0$, noting that for tachyonic scattering such a kinematic configuration is perfectly permissible. In this special case the double integral in (15) factorizes and equals

$$A_5^{(v)} \bigg|_{s_{23} = 0} = \Gamma_v(1 + s_{12})\Gamma_v(1 + s_{24})\Gamma_v(-1 - s_{12} - s_{24})\Gamma_v(1 + s_{13})\Gamma_v(1 + s_{34})\Gamma_v(-1 - s_{13} - s_{34})$$

$$= \frac{\zeta_v(1 + s_{12})\zeta_v(1 + s_{24})\zeta_v(-1 - s_{12} - s_{24})}{\zeta_v(-s_{12})\zeta_v(-s_{24})\zeta_v(2 + s_{12} + s_{24})} \frac{\zeta_v(1 + s_{13})\zeta_v(1 + s_{34})\zeta_v(-1 - s_{13} - s_{34})}{\zeta_v(-s_{13})\zeta_v(-s_{34})\zeta_v(2 + s_{13} + s_{34})}.$$  (18)
Since $A^{(v)}_5|_{s_{23}=0}$ is given by a product of local gamma functions, it is tempting to conclude that $A^{(\infty)}_5 \prod_{p \in \mathbb{P}} A^{(p)}_5|_{s_{23}=0}$ is equal to one, but it can be numerically checked that this is not the case. In fact the product can be evaluated analytically through the use of a simple algebraic identity. From the definition of the local zeta function, it follows that for any $z, w \in \mathbb{C}$:

\[
\frac{\zeta_p(z)\zeta_p(w)}{\zeta_p(z+w)} = \frac{1 - p^{-z-w}}{(1 - p^{-z})(1 - p^{-w})} = -\frac{1 - p^{z+w}}{(1 - p^z)(1 - p^w)} = -\frac{\zeta_p(-z)\zeta_p(-w)}{\zeta_p(-z-w)}. \tag{19}
\]

By twice applying this identity to $A^{(v)}_5|_{s_{23}=0}$, we find that

\[
A^{(v)}_5|_{s_{23}=0} = \frac{\zeta_v(-1 - s_{12})\zeta_v(-1 - s_{24})\zeta_v(-1 - s_{12} - s_{24})}{\zeta_v(-s_{12})\zeta_v(-s_{24})\zeta_v(-2 - s_{12} - s_{24})} \frac{\zeta_v(-1 - s_{13})\zeta_v(-1 - s_{34})\zeta_v(-1 - s_{13} - s_{34})}{\zeta_v(-s_{13})\zeta_v(-s_{34})\zeta_v(-2 - s_{13} - s_{34})}. \tag{20}
\]

Suppose now we are in the following kinematic regime:

\[
(I) \quad s_{23} = 0, \quad s_{12}, s_{24}, s_{13}, s_{34} < -2. \tag{21}
\]

The advantage to so doing is that the convergence requirement $\text{Re}[z] > 1$ is satisfied for each local zeta function $\zeta_p(z)$ in (20), so that we can reliably infer that

\[
\prod_{p \in \mathbb{P}} A^{(v)}_5|_{(I)} = \frac{\zeta(-1 - s_{12})\zeta(-1 - s_{24})\zeta(-1 - s_{12} - s_{24})}{\zeta(-s_{12})\zeta(-s_{24})\zeta(-2 - s_{12} - s_{24})} \frac{\zeta(-1 - s_{13})\zeta(-1 - s_{34})\zeta(-1 - s_{13} - s_{34})}{\zeta(-s_{13})\zeta(-s_{34})\zeta(-2 - s_{13} - s_{34})}. \tag{22}
\]

By multiplying this expression with the real 5-point amplitude, we find that the adelic 5-point amplitude in region (I) is given by

\[
A^{(A)}_5|_{(I)} = A^{(\infty)}_5 \prod_{p \in \mathbb{P}} A^{(v)}_5|_{(I)} = \frac{\zeta(-1 - s_{12})\zeta(-1 - s_{24})\zeta(2 + s_{12} + s_{24})}{\zeta(1 + s_{12})\zeta(1 + s_{24})\zeta(-2 - s_{12} - s_{24})} \frac{\zeta(-1 - s_{13})\zeta(-1 - s_{34})\zeta(2 + s_{13} + s_{34})}{\zeta(1 + s_{13})\zeta(1 + s_{34})\zeta(-2 - s_{13} - s_{34})}. \tag{23}
\]

Region (I) is not the only regime in which the adelic amplitude converges and admits a closed-form answer. The same arguments used above can be applied in the eight following
instances to produce the results listed below:

\[ s_{23} = 0, \quad s_{13}, s_{24}, s_{34} < -2, \quad s_{12} > -s_{24}, \]

\[
A_5^{(A)} \Bigg|_{(II)} = \frac{\zeta(-s_{12})\zeta(-1 + s_{24})\zeta(1 + s_{12} + s_{24})}{\zeta(s_{12})\zeta(1 + s_{24})\zeta(-1 - s_{12} - s_{24})} \cdot \frac{\zeta(-1 - s_{13})\zeta(-1 - s_{34})\zeta(2 + s_{13} + s_{34})}{\zeta(1 + s_{13})\zeta(1 + s_{34})\zeta(-2 - s_{13} - s_{34})},
\]

\[
A_5^{(A)} \Bigg|_{(III)} = \frac{\zeta(-1 - s_{12})\zeta(-s_{24})\zeta(1 + s_{12} + s_{24})}{\zeta(1 + s_{12})\zeta(s_{24})\zeta(-1 - s_{12} - s_{24})} \cdot \frac{\zeta(-1 - s_{13})\zeta(-1 - s_{34})\zeta(2 + s_{13} + s_{34})}{\zeta(1 + s_{13})\zeta(1 + s_{34})\zeta(-2 - s_{13} - s_{34})},
\]

\[
A_5^{(A)} \Bigg|_{(IV)} = \frac{\zeta(-1 - s_{12})\zeta(-1 - s_{24})\zeta(2 + s_{12} + s_{24})}{\zeta(1 + s_{12})\zeta(1 + s_{24})\zeta(-2 - s_{12} - s_{24})} \cdot \frac{\zeta(-1 - s_{13})\zeta(-s_{34})\zeta(1 + s_{13} + s_{34})}{\zeta(1 + s_{13})\zeta(s_{34})\zeta(-1 - s_{13} - s_{34})},
\]

\[
A_5^{(A)} \Bigg|_{(V)} = \frac{\zeta(-1 - s_{12})\zeta(-1 - s_{24})\zeta(2 + s_{12} + s_{24})}{\zeta(1 + s_{12})\zeta(1 + s_{24})\zeta(-2 - s_{12} - s_{24})} \cdot \frac{\zeta(-1 - s_{13})\zeta(-s_{34})\zeta(1 + s_{13} + s_{34})}{\zeta(1 + s_{13})\zeta(s_{34})\zeta(-1 - s_{13} - s_{34})},
\]

\[
A_5^{(A)} \Bigg|_{(VI)} = \frac{\zeta(-s_{12})\zeta(-1 - s_{24})\zeta(1 + s_{12} + s_{24})}{\zeta(s_{12})\zeta(1 + s_{24})\zeta(-1 - s_{12} - s_{24})} \cdot \frac{\zeta(-1 - s_{13})\zeta(-1 - s_{34})\zeta(1 + s_{13} + s_{34})}{\zeta(s_{13})\zeta(1 + s_{34})\zeta(-1 - s_{13} - s_{34})},
\]

\[
A_5^{(A)} \Bigg|_{(VII)} = \frac{\zeta(-s_{12})\zeta(-1 - s_{24})\zeta(1 + s_{12} + s_{24})}{\zeta(s_{12})\zeta(1 + s_{24})\zeta(-1 - s_{12} - s_{24})} \cdot \frac{\zeta(-1 - s_{13})\zeta(-s_{34})\zeta(1 + s_{13} + s_{34})}{\zeta(s_{13})\zeta(s_{34})\zeta(-1 - s_{13} - s_{34})},
\]

\[
A_5^{(A)} \Bigg|_{(VIII)} = \frac{\zeta(-s_{12})\zeta(-s_{24})\zeta(1 + s_{12} + s_{24})}{\zeta(1 + s_{12})\zeta(s_{24})\zeta(-1 - s_{12} - s_{24})} \cdot \frac{\zeta(-1 - s_{13})\zeta(-1 - s_{34})\zeta(1 + s_{13} + s_{34})}{\zeta(s_{13})\zeta(1 + s_{34})\zeta(-1 - s_{13} - s_{34})},
\]
\begin{align}
(IX) \quad & s_{23} = 0, \quad s_{12}, s_{13} < -2, \quad s_{24} > -s_{12}, \quad s_{34} > -s_{13}, \\
A_5^{(A)} \bigg|_{(IX)} & = \frac{\zeta(-1-s_{12})\zeta(-s_{24})\zeta(1+s_{12}+s_{24})}{\zeta(1+s_{12})\zeta(s_{24})\zeta(-1-s_{12}-s_{24})} \frac{\zeta(-1-s_{13})\zeta(-s_{34})\zeta(1+s_{13}+s_{34})}{\zeta(1+s_{13})\zeta(s_{34})\zeta(-1-s_{13}-s_{34})}. 
\end{align}

It should be noted that none of the regimes (I) to (IX) are physical, in the sense that no real momenta \( k_1 \) to \( k_5 \) that are conserved, \( \sum_{i=1}^{5} k_i = 0 \), and on-shell, \( k_i^2 = 1 \), will lead to kinematic invariants satisfying the conditions for any of these regimes. Take for example region (I): the inequalities \( s_{12}, s_{24}, s_{13}, s_{34} < -2 \) imply that momenta \( k_1, k_2, k_3, \) and \( k_4 \) have the same sign for their zero components (all in-going or all out-going), which entails that \( s_{14} < 1 \). But from the fact that \( 1 = k_5^2 = (\sum_{i=1}^{4} k_i)^2 \), it follows that

\[ s_{14} = -3 - s_{12} - s_{13} - s_{23} - s_{24} - s_{34}, \] (32)

and this equation together with the conditions \[ (21) \] imply that \( s_{14} > 5 \). It is not hard to likewise show that regions (II) to (IX) are not physical either, and neither is the convergent regime studied in Ref. [5]. For the purpose of establishing that \( A_5^{(A)} \) fails to satisfy extended analyticity, the unphysicality of the convergent kinematic configurations of course poses no issue.

### 2.1 Lessons from the 5-point amplitude

From the exact expressions \[ (23) \] to \[ (31) \] we are able to draw two conclusions about adelic amplitudes:

1) The 5-point tree-amplitude is not given by a single analytic function of the kinematic invariants \( s_{ij} \).

Each of the nine expressions \[ (23) \] to \[ (31) \] for the adelic amplitude admits its own analytical continuation to the remaining eight regimes, but none of these analytic functions match. Analyticity breaks down even if we vary just a single kinematic invariant \( s_{ij} \) and even if we restrict this invariant to real values. We conclude that the adelic amplitude is not an analytic function of the Mandelstam variables, although it is piecewise analytic in the regimes where we have been able to compute it. It is not an uncommon occurrence in number theory that functions fail to admit an analytic continuation throughout the complex plane. Consider, for example the sum \( P(s) = \sum_{p \in \mathbb{P}} \frac{1}{p^s} \). For \( \text{Re}[s] > 1 \), the sum converges absolutely, and \( P(s) \) can be analytically continued into the strip with \( 0 < \text{Re}[s] < 1 \). But \( P(s) \) does not admit an analytic continuation to values of \( s \) with non-positive real part.
essentially, the sum ceases to be smooth as \( s \) approaches the imaginary axis due to a clustering of singular points. A similar phenomenon occurs for the Dedekind eta function

\[
\eta(\tau) = e^{\frac{\pi i}{12} \sum_{n=1}^{\infty} (1 - e^{2\pi i n \tau})},
\]

which cannot be analytically continued beyond the upper half-plane. The failure of analyticity of the adelic amplitude is of a different kind in that the right-hand sides of (23) to (31) are all meromorphic functions, which however only equal the adelic amplitude for restricted domains of kinematic invariants. Incidentally, Ref. [25] cautioned against \( A_5^{(A)} \) possibly admitting multiple analytic continuations depending on the values of the arguments already in 1988, although this reference paradoxically made this point in order to argue that \( A_5^{(A)} \) equals one.

2) In the context of adelic amplitudes, it is not generally valid to distribute an infinite product into multiple subproducts, as in (11). An identification of the form \( \prod_n (a_n b_n) \leftrightarrow (\prod_n a_n)(\prod_n b_n) \) is only guaranteed to be valid when the subproducts \( (\prod_n a_n) \) and \( (\prod_n b_n) \) each converges on its own. To regulate an infinite product by splitting it into multiple products, several of which require analytic continuation, or by any other regularization method that effectuates the same splitting, is a procedure that demands careful justification, since even in some convergent cases, the value of a product can be changed by reorganizing factors. A convergent product \( \prod_n (1 + c_n) \) for which \( \prod_n (1 + |c_n|) \) is not convergent is said to be conditionally convergent, and by a multiplicative analog of Riemann’s rearrangement theorem, such products can be made to converge to any desired value by changing the order of multiplication.

The failure of otherwise divergent, regulated products to factorize is a well-studied phenomenon in the context of operator determinants, which goes by the name of the multiplicative anomaly \[26, 27, 28, 29\]. Given two operators \( A \) and \( B \) with eigenvalues \( a_i \) and \( b_i \), this anomaly is present whenever

\[
\det AB = \prod_i a_i b_i \neq \prod_i a_i \prod_j b_j = \det A \det B,
\]

where the products are understood to have been regulated. If we use zeta function regularization, we introduce a zeta function \( \zeta_A(s) \) defined for sufficiently large values of \( \Re[s] \) by the formula

\[
\zeta_A(s) = \sum_i \frac{1}{(a_i)^s},
\]

and defined via analytic continuation everywhere else. Using this function, the zeta regulated
determinant is given by

\[ \det A = \exp \left[ - \zeta'_A(0) \right]. \] (35)

The existence of the multiplicative anomaly amounts to the observation that there exist operators \(A\) and \(B\) for which

\[ \zeta'_{AB}(0) \neq \zeta'_A(0) + \zeta'_B(0). \] (36)

In general, then, it is necessary to exercise caution in splitting up an infinite product. In the specific case of the adelic 5-point amplitude we see explicitly that naive application of the prescription (11) to the right-hand side of (18) results in an incorrect answer of one. Moreover, a regularization procedure that consists in separately taking an infinite product over individual factors of the local zeta function \(\zeta_p(x)\) does not produce a unique result, for as the equality between (18) and (20) illustrates, there are multiple ways of expressing the \(p\)-adic 5-point amplitude in terms of local zeta functions.

3 Adelic Scalar 4-Point Amplitudes

In light of the lessons learned from the adelic 5-point function, it may be worthwhile to consider new ways of regulating adelic products. This section offers one such alternative and applies it to the 4-point tachyon amplitude.

3.1 Regularization through coefficients

Equations (2) and (4) encapsulate the dependency of the \(p\)-adic 4-point amplitude on the Mandelstam invariants but do not accurately fix the overall normalization, which depends on the string theory coupling constant. To allow for a different normalization than in (2) and (4), we can dress the amplitudes \(A_4^{(p)}\) with coefficients \(C_p\), which may depend on \(p\) but not on the Mandelstam invariants. In the presence of such coefficients, we can redefine the adelic product as

\[ A_4^{(a)}(s,t) = A_4^{(\infty)}(s,t) \prod_{p \in P} C_p A_4^{(p)}(s,t). \] (37)
This equation suggests a regularization procedure wherein, when possible, the coefficients $C_p$ are precisely chosen in such a way as to render the product convergent.\footnote{Divergent products occur in the physics literature also outside the context of adelic amplitudes. In appendix \ref{appendix} it is shown how to validly apply the regularization procedure described here to a simple such example.} Such a choice of $C_p$ is not guaranteed to exist, and when it does exist, it will not be unique; we can always include additional factors $f_p$, substituting $C_p \rightarrow C_pf_p$, provided that the product $\prod_p f_p$ converges. But this ambiguity will at most contribute a momentum-independent prefactor to $A_4^{(A)}(s,t)$ and so does not pose a problem if we content ourselves with not determining the overall normalization of $A_4^{(A)}(s,t)$. A separate ambiguity, however, is introduced by the fact that different kinematic regimes require different choices of $C_p$ in order to converge, and that in some regimes no choice of coefficients results in convergence; for these latter regions it is necessary to perform a continuation from the convergent regions, which can be done in multiple ways. The upshot is that we will consider choices of values for $C_p$ that converge for different values of $s$ and $t$ as being associated to distinct candidate theories, whose merits and flaws need to be assessed separately.

The string theory tachyon has a mass of $m^2 = -\frac{1}{\alpha'}$, which means the Mandelstam invariants are related by

\[ s + t + u = -4. \tag{38} \]

The physical ranges of values for the Mandelstam variables of tachyonic two-to-two scattering are given as follows:

- **$s$-channel**: $s \geq -4$, $-4 - s \leq t \leq 0$,  
- **$t$-channel**: $t \geq -4$, $-4 - t \leq s \leq 0$,  
- **$u$-channel**: $s, t < 0$.  

\[ \tag{39} \]

The union of these regions is marked in different hues of blue in figure \ref{fig}. Allowing $s$ and $t$ to assume more general values, it turns out there are two possible choices of $C_p$ that will render the product $\prod_p C_p A^{(p)}(s, t)$ convergent. For $C_p = -p$ the product is convergent in
Figure 1: Different regions of kinematic space for 4-particle tachyon scattering. The regions in blue, dark blue, and light blue represent physical regions, while the orange regions are unphysical. In the orange regions, the product for the adelic amplitude can be rendered convergent by dressing the $p$-adic amplitudes with a coefficient of $C_p = -1$. In the dark blue regions, convergence is achieved with coefficients $C_p = -p$. The region in light blue marks the overlap between the $s$-, $t$-, and $u$-channels.

the following domains, marked in dark blue in figure 1:

- **s-channel subset**: $t < -3, \quad s > -1 - t,$
- **t-channel subset**: $s < -3, \quad t > -1 - s,$
- **u-channel subset**: $s, t < -3.$

And for $C_p = -1$ the product is convergent precisely in the complement of the physical region, i.e. in the following three regions, marked in orange in figure 1:

\begin{align*}
A) & \quad t > 0, \quad s < -4 - t, \\
B) & \quad s > 0, \quad t < -4 - s, \\
C) & \quad s, t > 0.
\end{align*}

In each convergent regime, the adelic product (37) admits closed-form evaluation by a computation similar to the 5-point calculation in the last section. For example, let us consider
the case when \( C_p = -p \) and \( s, t < -3 \). From the simple algebraic fact that

\[
-p \frac{\zeta_p(3 + s + t)}{\zeta_p(2 + s) \zeta_p(2 + t)} = \frac{\zeta_p(-3 - s - t)}{\zeta_p(-2 - s) \zeta_p(-2 - t)},
\]

it follows that when multiplied by coefficients \( C_p = -p \), the \( p \)-adic amplitude can be rewritten as

\[
-p A_4^{(p)}(s, t) = \frac{\zeta_p(-1 - s) \zeta_p(-1 - t) \zeta_p(-3 - s - t)}{\zeta_p(-2 - s) \zeta_p(-2 - t) \zeta_p(-2 - s - t)}.
\]

In the \( u \)-channel subset with \( s, t < -3 \), the product over primes converges separately for each of the six local zeta functions in (42) and can consequently be evaluated straightforwardly:

\[
\prod_{p \in \mathbb{P}} \left( -p A_4^{(p)}(s, t) \right) = \frac{\zeta(-1 - s) \zeta(-1 - t) \zeta(-3 - s - t)}{\zeta(-2 - s) \zeta(-2 - t) \zeta(-2 - s - t)}.
\]

Multiplying this product with the real Veneziano amplitude (9), we arrive at the following expression for a putative non-constant \( u \)-channel adelic amplitude:

\[
A_{4}^{(\infty)} \bigg|_{u\text{-channel}} = A_{4}^{(\infty)} \prod_{p \in \mathbb{P}} \left( -p A_4^{(p)} \right) \bigg|_{u\text{-channel}} = \frac{\zeta(2 + s) \zeta(2 + t) \zeta(-3 - s - t)}{\zeta(-2 - s) \zeta(-2 - t) \zeta(3 + s + t)}.
\]

Since it is not possible to attain convergence of the adelic product throughout the physical regime, we must invoke a partial analytic continuation, but a continuation of the full product, not of separate sub-products. Just as in the case of the 5-point amplitude, the result we thereby arrive at is only piecewise analytic. A peculiarity of tachyon scattering is that the \( s \)-, \( t \)-, and \( u \)-channels overlap. In the region of overlap, displayed in light blue in figure 1, the answer for \( A_{4}^{(\infty)} \) will depend on the scattering channel. Phrased differently, \( A_{4}^{(\infty)} \) depends not only on \( s \) and \( t \) but also on the signs of the time components of the momenta. This peculiarity disappears once we turn to massless scattering in the next section.

For \( C_p = -p \), we continue the answers obtained in each subset of the three scattering channels to the full respective channel. For \( C_p = -1 \) we continue region \( A \) to the \( s \)-channel, \( B \) to the \( t \)-channel, and \( C \) to the \( u \)-channel. By this procedure, we arrive at the following
candidate amplitudes:

\[
C_p = -p : \quad A_4^{(h)} = \begin{cases} 
\frac{\zeta(1+s)\zeta(2+t)\zeta(2+u)}{\zeta(-1-s)\zeta(-2-t)\zeta(-2-u)} & \text{s-channel,} \\
\frac{\zeta(2+s)\zeta(1+t)\zeta(2+u)}{\zeta(-2-s)\zeta(-1-t)\zeta(-2-u)} & \text{t-channel,} \\
\frac{\zeta(2+s)\zeta(2+t)\zeta(1+u)}{\zeta(-2-s)\zeta(-2-t)\zeta(-1-u)} & \text{u-channel,}
\end{cases}
\]  

\[
C_p = -1 : \quad A_4^{(s)} = \begin{cases} 
\frac{\zeta(2+s)\zeta(1+t)\zeta(1+u)}{\zeta(-2-s)\zeta(-1-t)\zeta(-1-u)} & \text{s-channel,} \\
\frac{\zeta(1+s)\zeta(2+t)\zeta(1+u)}{\zeta(-1-s)\zeta(-2-t)\zeta(-1-u)} & \text{t-channel,} \\
\frac{\zeta(1+s)\zeta(1+t)\zeta(2+u)}{\zeta(-1-s)\zeta(-1-t)\zeta(-2-u)} & \text{u-channel.}
\end{cases}
\]  

The \( C_p = -1 \) adelic amplitude given in (46) is the non-constant adelic amplitude that was previously proposed in [22].

Piecewise analyticity is not a customary property of tree-amplitudes, and so a natural question to ask is if there are compelling reasons why we should think of either of these expressions as representing a scattering amplitude. To address this question, we will study in turn the partial wave decompositions and high energy asymptotics of (45) and (46).

### 3.2 Partial wave decomposition

Scattering amplitudes in quantum theories admit of partial wave decompositions into Gegenbauer polynomials \( C_m^{(\alpha)}(x) \). Viewed abstractly, the Gegenbauer polynomials form an infinite

---

5 There is a different way to regulate the adelic product in the regions (40) without introducing a coefficient \( C_p = -1 \) by hand that also leads to (46). In the regions \( A, B, \) and \( C \), the product over the \( p \)-adic amplitudes (4) converges in modulus but the overall sign alternates between plus and minus. This means the limit set at fixed \( s \) and \( t \) consists of two points. If, in analogy with Cesáro summation, we take the geometric mean of the limit set, we recover (46) up to an overall phase.
family of one-parameter polynomials satisfying the orthogonality relation

$$\int_{-1}^{1} dx \, C^{(\alpha)}_m(x) C^{(\alpha)}_n(x) (1 - x^2)^{\alpha - \frac{1}{2}} = \delta_{m,n} \frac{2^{1-2\alpha} \pi \Gamma(2\alpha + n)}{n!(n + \alpha)\Gamma(\alpha)^2}. \quad (47)$$

The index $m$ takes values in $\mathbb{N}_0$ and labels the degree of a given polynomial, while $\alpha$ is a real parameter that in the context of partial wave decompositions assumes the value $\alpha = (d-3)/2$. In four dimensions the Gegenbauer polynomials reduce to the Legendre polynomials $C^{(\frac{d}{2})}_m(x)$, and in five dimensions they reduce to the Chebyshev polynomials $C^{(1)}_m(x)$. For even $m$, $C^{(\alpha)}_m(x)$ contains only even powers of $x$, for odd $m$, only odd. The first four Gegenbauer polynomials are given by

$$C^{(\alpha)}_0(x) = 1, \quad (48)$$
$$C^{(\alpha)}_1(x) = 2\alpha x, \quad (49)$$
$$C^{(\alpha)}_2(x) = 2\alpha(1 + \alpha)x^2 - \alpha, \quad (50)$$
$$C^{(\alpha)}_3(x) = \frac{4}{3}\alpha(1 + \alpha)(2 + \alpha)x^3 - 2\alpha(1 + \alpha)x. \quad (51)$$

Unitarity dictates that any residue of a four-point amplitude $A_4(s, t)$ decomposes into a positively-weighted sum of Gegenbauer polynomials $C^{(d-3)/2}_m(\cos \theta)$, where $\theta$ is the scattering angle in the center-of-mass frame. Such a frame does not always exist for tachyonic scattering, but we can still perform the decomposition

$$\text{Res}_{s=s^*} A_4(s, \frac{(s + 4)(\cos \theta - 1)}{2}) = \sum_{m=\mathbb{N}_0} K^{(s^*)}_m(d) C^{(d-3)/2}_m(\cos \theta), \quad (52)$$

where all non-zero coefficients $K^{(s^*)}_m(d)$ must be positive for unitarity to hold.\footnote{We refer the reader for to the appendices of Caron-Huot, Komargodski, Sever, and Zhiboedov’s paper \cite{30} for a nice review of partial wave unitarity with application to the Veneziano amplitude.}

Let us review how this decomposition works for the real Veneziano amplitude $A_4^{(\infty)}(s, t)$, which has $s$-channel poles at $s = s^* \in 2\mathbb{N}_0 - 1$, and for which the number of non-zero Gegenbauer coefficients in generic number of spacetime dimensions grows linearly as $(s^* + 3)/2$. There are no poles at even values of $s$, since open string excitations of even mass in units of $\frac{1}{\alpha'}$ carry odd spin, and we are studying the full rather than the partial amplitude. In order for the coefficients $K^{(s^*)}_m(d)$ in (52) to be positive, we must equip $A_4^{(\infty)}(s, t)$ with an
The first residue trivially decomposes into a Gegenbauer polynomial:

\[
\text{Res}_{s=1} \left[ -A_4^{(\infty)} \left( s, \frac{(s+4)(\cos \theta - 1)}{2} \right) \right] = 2 = 2 C_0^{(\frac{d-3}{2})}(\cos \theta). \tag{53}
\]

The second residue decomposes as

\[
\text{Res}_{s=1} \left[ -A_4^{(\infty)} \left( s, \frac{(s+4)(\cos \theta - 1)}{2} \right) \right] = \frac{1}{4} (25 \cos^2 \theta - 1) \tag{54}
\]

\[
= \frac{26 - d}{4(d-1)} C_0^{(\frac{d-3}{2})}(\cos \theta) + \frac{25}{2d^2 - 8d + 6} C_2^{(\frac{d-3}{2})}(\cos \theta).
\]

From the coefficient \( K_0^{(1)}(d) \), we observe that the Veneziano amplitude violates unitarity for \( d > 26 \) as first observed by Frampton \[31\] in 1972, in accordance with Lovelace’s discovery of the previous year that 26 is the critical dimension of bosonic string theory \[32\]. The no-ghost theorem implies the positivity of all coefficients for \( d \leq 26 \), but no direct proof is known.\(^8\) However, Arkani-Hamed, Eberhardt, Huang, and Mizera \[34\] recently developed technology that enabled them to provide such a direct proof when \( d \leq 10 \) and also to directly prove the positivity of the Gegenbauer coefficients for all superstring amplitudes in \( d \leq 6 \), and similar methods were successfully applied to the \( q \)-deformed version of the Veneziano amplitude known as the Coon amplitude \[35\] by Bhardwaj, De, Spradlin, and Volovich \[36\].

For general string amplitudes, Gegenbauer coefficients do not have to become negative immediately above the critical dimension. For the Virasoro-Shapiro amplitude, numerical evaluation of the Gegenbauer coefficients for the first many residues indicates that partial wave positivity is not violated until the number of spacetime dimensions exceeds 57.

\( C_p = -p \) \textbf{adelic amplitude}

In equation (45), the \( C_p = -p \) candidate 4-point adelic amplitude was written down in terms of three expressions, one for each scattering channel. In actuality this notation is redundant, and without loss of generality, we are free to take the zero components \( k_1^0 \) and \( k_2^0 \) to be positive and \( k_3^0 \) and \( k_4^0 \) to be negative, so that we are in the \( s \)-channel.

In the \( s \)-channel subset depicted in \textcolor{blue}{dark blue} in figure 1 where the \( C_p = -p \) adelic product is convergent, the adelic amplitude shares its poles with those of the real Veneziano amplitude, meaning there are poles at \( s \in 2N + 1 \). Unlike the residues of the real Veneziano

\(^7\)To make positive the residues of the \( p \)-adic amplitude \( A_4^{(p)}(s,t) \), it must also be multiplied with a negative prefactor. Conceivably this fact helps account for the negativity of the coefficients \( C_p \).

\(^8\)Ref. \[33\] offered a partial proof for the case \( d = 4 \).
amplitude, the residues of \( A_4^{(A)} \) are not polynomials in \( \cos \theta \), for which reason the coefficients \( K_m^{(s^*)} \) do not admit straightforward closed-form evaluation. Instead we resort to numeric computation via the formula

\[
K_m^{(s^*)} = \frac{m!(2m + d - 3)\Gamma\left(\frac{d-3}{2}\right)^2}{2^{d-3-2m}\pi\Gamma(d - 3 + m)} \int_{-1}^{1} dx \, C_m^{\left(\frac{d-3}{2}\right)}(x) \text{Res}_{s=s^*} \left[ -A_4^{(A)}\left(s, \frac{(s + 4)(x - 1)}{2}\right) \right] (1 - x^2)^{\frac{d-4}{2}},
\]

where \( A_4^{(A)} \), whose overall normalization is undetermined, has been dressed with a prefactor of minus one, which will be needed for unitarity. Also unlike the real Veneziano amplitude, the \( s \)-channel residues of \( A_4^{(A)} \) decompose into infinite rather than finite sums over Gegenbauer polynomials, an unorthodox property also present in the UV-complete gravity amplitude recently discovered by Huang and Remmen [37] and pointed out by Geiser and Lindwasser [38] to be present in generalizations of the Veneziano amplitude.

If we analytically extend the \( C_p = -p \) amplitude to the entirety of the \( s \)-channel, we encounter new poles: at \( s = 1 \), at \( t, u = -1 \), and at \( s, t, u = 0 \). The tachyonic pole in \( s \) is absent: only an in-going and an out-going tachyon can together generate a tachyonic resonance in this set-up. The poles at \( s = 0 \) and \( t, u = -1 \) each have a constant residue of 12. The fact that the \( s = 0 \) pole is a constant, unlike all the other \( s \)-channel poles, which are non-polynomial in \( \cos \theta \), is a fortuitous circumstance, since the adelic amplitude thereby eschews exchanges of higher spins on the massless pole.

At the intersection of the poles at \( s \in 2\mathbb{N}_0 + 1 \) and at \( t = 0 \) or \( u = 0 \) we encounter problematic double poles. One consequence of these is the breakdown of the Gegenbauer decomposition for \( d \leq 4 \), since the numerical integral \( K_m^{(s^*)} \) ceases to converge in low dimensions. The presence of double poles is certainly alarming, but an extenuating circumstance is provided by the fact that they are situated on the edge of the physically allowed region. It would be further problematic if we attempted to analytically continue \( A_4^{(A)} \) into the complex plane, since the non-trivial zeros of the Riemann zeta function would give rise to complex poles.

While the above-mentioned issues cast doubt on the interpretation of \( A_4^{(A)} \) as a scattering amplitude, there is also evidence to the contrary. There is no reason why Gegenbauer coefficients for different polynomials and at different poles should have the same sign without unitarity to enforce this constraint. Yet for \( 5 \leq d \leq 27 \), numerical evidence suggests that the coefficients are all positive. Figure\[2\] shows the values of the first 18 Gegenbauer coefficients at the first 25 \( s \)-channel poles. The coefficient of the zeroth Gegenbauer polynomial at the first pole is positive for \( 4 < d \leq 27 \) and falls negative between \( d = 27 \) and \( d = 28 \), while all
other coefficients are positive throughout the range of dimensions explored.

\( C_p = -1 \) adelic amplitude

In the s-channel region, the \( C_p = -1 \) adelic amplitude has poles at \( s = -1 \), for \( s \in 2\mathbb{N}_0 \), and at \( t, u = 0 \). This means that in a hypothetical adelic string theory spectrum, the spin-even particles would carry even rather than odd masses in units of \( \frac{1}{\alpha'} \). As with the \( C_p = -p \) adelic amplitude, we encounter problematic double poles when the above equations for \( s \) and \( t \) or \( u \) are simultaneously satisfied, and again these double poles entail that we can only perform the Gegenbauer decomposition \([52]\) when \( d > 4 \). And as before, imposing extended analyticity would result in complex poles corresponding to the non-trivial zeros of the Riemann zeta function.

The values of the first 18 Gegenbauer coefficients at the first 13 poles in \( s \) are shown in figure 3. Generally the coefficients \( K_m^{(s^*)}(d) \) are not monotonic functions of \( m, s^*, \) or \( d \). With increasing \( s^* \), there are an increasing number of values of \( m \) for which \( K_m^{(s^*)}(d) \) assumes negative values, but in no case is \( K_m^{(s^*)}(d) \) negative for \( d \leq 10 \). The first unitarity violation occurs when \( K_0^{(-1)}(d) \) falls negative between \( d = 10 \) and \( d = 11 \). For \( 4 < d \leq 10 \) the numerically computed coefficients \( K_m^{(s^*)}(d) \) are all positive. Unlike the case for the \( C_p = -p \) amplitude, to achieve positivity, the plotted Gegenbauer coefficients are associated to \( A_4^{(k)} \) rather than \(-A_4^{(k)} \). Another difference from the \( C_p = -p \) amplitude, and very possibly a serious malady, is the presence of an infinite tower of Gegenbauer polynomials at the massless residue.

3.3 High energy limit

A desirable property of the Veneziano amplitude is its well-behaved high energy asymptotics, as nicely reviewed in the first chapter of Green-Schwarz-Witten \([39]\). For external scalars scattering and exchanging an internal particle of spin \( J \) at large \( s \) and fixed \( t \), the tree-amplitude has the form

\[
A_J(s, t) \approx -\frac{g^2(-s)^J}{t - M^2} .
\]  

(55)

By unitarity, loop amplitudes can be constructed by sewing together tree-amplitudes. But for \( d \geq 4 \), the high energy scaling \([55]\) gives rise to unrenormalizable divergences when \( J > 1 \), which is problematic if we want a theory with particles of spin greater than one. String theory comes to the rescue by furnishing us with an infinite tower of particles with
Figure 2: Coefficients in the s-channel Gegenbauer decomposition of the tentative adelic amplitude with $C_p = -p$. All the coefficients are positive with the exception of $K_0^{(1)}(d)$, which falls negative between $d = 27$ and $d = 28$. For $d \leq 4$, the coefficients blow up. For the sake of visibility, the logarithm has been taken of coefficients $K_0^{(s^*)}(d)$ that are positive for all $d > 4$. 
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Figure 3: Coefficients in the $s$-channel Gegenbauer decomposition of the tentative adelic amplitude with $C_p = -1$. In five to ten dimensions all the coefficients are positive. In 11 dimensions and higher, some coefficients are negative. For $d \leq 4$, the coefficients blow up. For the sake of visibility, the logarithm has been taken of coefficients $K_m^{s^*}(d)$ that are positive for all $d > 4$. 
increasingly higher spin that resums to a more benign high energy behaviour. In the Regge limit and the fixed angle high energy limit, using the asymptotic behaviour of the gamma function,

\[ x \gg 1 : \quad \Gamma(x) \approx \sqrt{\frac{2\pi}{x}} \left(\frac{x}{e}\right)^x, \quad \Gamma(-x) \approx -\sqrt{\frac{\pi}{2x}} \left(\frac{x}{e}\right)^{-x} \csc(\pi x), \quad (56) \]

it can be shown that the Veneziano amplitude exhibits the following asymptotics:

- large \( s \), fixed \( t \):
  \[ A_4^{(\infty)}(s, t) \approx 2^s s^{1+t} \Gamma(-1-t) \sec\left(\frac{\pi s}{2}\right) \sin\left(\frac{\pi t}{2}\right) \sin\left(\frac{\pi(s+t)}{2}\right), \]

- large \( s \), fixed \( \theta \):
  \[ A_4^{(\infty)}(s, s+\frac{4}{2}(\cos \theta - 1)) \approx \left|\frac{2}{\sin \theta} \tan\left(\frac{\theta}{2}\right)^{\cos \theta}\right|^{-s} \sqrt{\frac{\pi \sin^2 \theta}{2s}} \left(\cot^2\left(\frac{\theta}{2}\right)\right)^{2\cos \theta} \left(1 - \cos\left(\frac{\pi(4+s) \cos \theta}{2}\right)\right) \sec\left(\frac{\pi s}{2}\right). \quad (57) \]

We see that \( A_4^{(\infty)} \) scales as \( s^{1+t} \) in the Regge limit and decays exponentially in the fixed angle large energy limit.

To investigate whether the candidate adelic amplitudes (45) and (46) exhibit similar desirable high energy limits, it is convenient to write each adelic amplitudes as the product of the Veneziano amplitude and the piece due to the \( p \)-adic amplitudes:

\[ A_4^{(A)}|_{s\text{-channel}}(s, t) = A_4^{(\infty)}(s, t) A_4^{(P)}(s, t)|_{s\text{-channel}}, \quad (58) \]

where the piece relating the adelic and real amplitudes is given by

\[ C_p = -p : \quad A_4^{(P)}(s, t)|_{s\text{-channel}} = \frac{\zeta(1+s) \zeta(-1-t) \zeta(3+s+t)}{\zeta(2+s) \zeta(-2-t) \zeta(2+s+t)}, \quad (59) \]

\[ C_p = -1 : \quad A_4^{(P)}(s, t)|_{s\text{-channel}} = \frac{\zeta(-1-s) \zeta(1+t) \zeta(-3-s-t)}{\zeta(-2-s) \zeta(2+t) \zeta(-2-s-t)}. \quad (60) \]

Since \( \zeta(x) \to 1 \) as \( x \to \infty \), we immediately see that the \( C_p = -p \) adelic amplitude has the same high energy asymptotics as \( A_4^{(\infty)}(s, t) \). For the \( C_p = -1 \) adelic amplitude, it takes slightly more work to determine the asymptotics. But by invoking the functional equation for the Riemann zeta function, Euler’s reflection formula for the gamma function, and a bit
of trigonometry, one finds that

\[
C_p = -1 : \quad A_4^{(P)}(s, t) \big|_{s \text{-channel}} = \frac{-2(1 + t)(3 + s + t)}{\pi(2 + s)} \frac{\cos \left(\frac{\pi s}{2}\right) \cos \left(\frac{\pi t}{2}\right) \cos \left(\frac{\pi s + t}{2}\right)}{\sin (\pi s) + \sin (\pi t) - \sin (\pi(s + t))} \frac{\zeta(2 + s) \zeta(-t) \zeta(4 + s + t)}{\zeta(3 + s) \zeta(-1 - t) \zeta(3 + s + t)}.
\]

In the limit of large \(s\) and fixed \(t\), this expression tends to a periodically oscillating function of \(s\), and in the limit of large \(s\) and fixed \(\theta\), (61) tends to a periodic function of \(s\) times a function that grows linearly in \(s\). The linear growth is subdominant compared to the exponential decay in (57), and so the healthy high energy behaviour of the real amplitude persists also for the \(C_p = -1\) adelic amplitude.

### 3.4 Interpretation as integral over ring of adeles

The term “adelic” applied to product formulas and amplitudes is motivated by a tentative connection to the adelic numbers. This subsection discusses this connection and how it relates to the choices of \(C_p\) introduced above.

The ring \(\mathbb{A}\) of adeles over \(\mathbb{Q}\) is given by the restricted product

\[
\mathbb{A} = \mathbb{R} \times \prod_{p \in \mathbb{P}'} \mathbb{Q}_p.
\]

What this means concretely is that the adelic numbers are given by the following set:

\[
\mathbb{A} = \left\{(x_\infty, x_2, x_3, x_5, \ldots) \mid x_\infty \in \mathbb{R}, \quad x_p \in \mathbb{Q}_p \text{ for all } p \in \mathbb{P}, \quad x_p \in \mathbb{Z}_p \text{ for all but finitely many } p \in \mathbb{P}\right\}.
\]

An infinite product like (37) is referred to as an adelic amplitude because ideally it admits an interpretation as an integral over the adelic numbers:

\[
A_4^{(\mathbb{A})}(s, t) \overset{?}{=} \int_{\mathbb{A}} dx |x|_\mathbb{A}^{-2-s} |1 - x|_\mathbb{A}^{-2-t},
\]

\[\text{(64)}\]
where the adelic norm is defined as follows:

$$|x|_A = |x|_\infty \prod_{p \in \mathbb{P}} |x|_p.$$  \hspace{1cm} (65)

The condition on an adelic number that all but finitely many of the coordinates $x_v$ belong to $\mathbb{Z}_p$ indicates that we cannot immediately factor an adelic integral into an infinite product of integrals over $\mathbb{Q}_p$. A more careful way to carry out the integral would be to partition the set of all primes into two subsets, $\mathbb{P} = P_1 \cup P_2$, where $P_1$ is finite and $P_2$ is infinite, and then integrate primes in $P_1$ over $\mathbb{Q}_p$ and primes in $P_2$ over $\mathbb{Z}_p$, before finally taking the limit as $P_1$ tends to $\mathbb{P}$:

$$A_4^{(A)}(s, t) = \lim_{P_1 \to \mathbb{P}} \left[ \prod_{p \in P_1} \int_{\mathbb{Q}_p} dx \left| x \right|_p^{-2s} \left| 1 - x \right|_p^{-2t} \right] \left[ \prod_{p \in P_2} \int_{\mathbb{Z}_p} dx \left| x \right|_p^{-2s} \left| 1 - x \right|_p^{-2t} \right].$$ \hspace{1cm} (66)

For such a procedure to be well-defined, the precise details of how we partition $\mathbb{P}$ into $P_1$ and $P_2$ and take the limit $P_1 \to \mathbb{P}$ should not matter. For the procedure to work we must also require that the product

$$\prod_{p \in \mathbb{P}} \int_{\mathbb{Z}_p} dx \left| x \right|_p^{-2s} \left| 1 - x \right|_p^{-2t}$$ \hspace{1cm} (67)

be well-defined. But we note that

$$\int_{\mathbb{Z}_p} dx \left| x \right|_p^{-2s} \left| 1 - x \right|_p^{-2t} = \frac{-2 + p + p^{1+s} + p^{1+t} - p^{2+s+t}}{p(p^{1+s} - 1)(p^{1+t} - 1)},$$ \hspace{1cm} (68)

and the product of this expression over all primes tends to zero or infinity, depending on the values of $s$ and $t$. We can however render the product convergent by equipping the integrals with coefficients. In particular, in the kinematic regimes [39] and [40], we can use precisely the respective constants $C_p = -p$ and $C_p = -1$ to attain convergence of the product

$$\prod_{p \in \mathbb{P}} C_p \int_{\mathbb{Z}_p} dx \left| x \right|_p^{-2s} \left| 1 - x \right|_p^{-2t}.$$ \hspace{1cm} (69)

With the coefficients in place, we can identify the adelic integral as

$$A_4^{(A)}(s, t) = \lim_{P_1 \to \mathbb{P}} \left[ \prod_{p \in P_1} C_p \int_{\mathbb{Q}_p} dx \left| x \right|_p^{-2s} \left| 1 - x \right|_p^{-2t} \right] \left[ \prod_{p \in \mathbb{P} \setminus P_1} C_p \int_{\mathbb{Z}_p} dx \left| x \right|_p^{-2s} \left| 1 - x \right|_p^{-2t} \right].$$
The limiting value for this expression does not depend on how the limit \( P_1 \to \mathbb{P} \) is taken and matches the expressions (45) or (46), provided we set \( C_p = -p \) or \( C_p = -1 \) and restrict \( s \) and \( t \) to the respective region of converges for these two choices of coefficients.

4 Adelic 4-Point Superamplitudes

The full four-gluon amplitude in type-I string theory is given by

\[
A_4 = K(k_i, \zeta_i) \left( \frac{\Gamma(-s)\Gamma(-t)}{\Gamma(1+u)} + \frac{\Gamma(-s)\Gamma(-u)}{\Gamma(1+t)} + \frac{\Gamma(-t)\Gamma(-u)}{\Gamma(1+s)} \right),
\]

where the overall normalization and the polarization-dependent kinematic factor have been absorbed into the prefactor \( K(k_i, \zeta_i) \), whose value can be read off from equations (4.23) and (4.24) of Schwarz’ paper [40]. Since we are now dealing with massless scattering, the Mandelstam invariants are related by

\[
s + t + u = 0.
\]

It was observed in 1989 by Ruelle, Thiran, Verstegen, and Weyers [41] that, like the Veneziano amplitude, this amplitude can be expressed in terms of Gelfand-Graev gamma functions:

\[
A_4 = \frac{K}{2\pi i} \Gamma_{\infty}(-s) \Gamma_{\infty}(-t) \Gamma_{\infty}(-u) \equiv \frac{K}{2\pi} A_4^{(\infty)},
\]

where the kind of Gelfand-Graev gamma function relevant in this case is given by

\[
\Gamma_{\infty}(-1)(z) = 2i(2\pi)^{-z} \sin \left( \frac{\pi z}{2} \right) \Gamma(z).
\]

This kind of signed gamma function exists both in a real and a \( p \)-adic version, with the different versions defined by

\[
\Gamma_{\infty}^{(-1)}(z) = \int_{\mathbb{R}} \frac{dx}{|x|} e^{2\pi i x} |x|^z \text{sign}(x), \quad \Gamma_{p}^{(-1)}(z) = \int_{\mathbb{Q}_p} \frac{dx}{|x|_p} e^{2\pi i \{x\}} |x|^z \text{sign}_1(x),
\]

where \( \{x\} \) denotes the fractional part of \( x \in \mathbb{Q}_p \) and the \( p \)-adic sign function is given by

\[
\text{sign}_1(x) = \begin{cases} 
1 & \text{if } x = a^2 + b^2 \text{ for some } a, b \in \mathbb{Q}_p, \\
-1 & \text{otherwise}.
\end{cases}
\]
In the \( p \)-adic case, carrying out the integral over \( \mathbb{Q}_p \), the signed gamma function evaluates to

\[
\Gamma^{(-1)}_p(z) = \frac{\zeta^{(-1)}_p(z)}{\zeta^{(-1)}_p(1-z)}, \quad \text{where} \quad \zeta^{(-1)}_p(z) = \frac{1}{1 + (-1)^{\frac{z+1}{2}} p^{-z}}, \quad \text{for} \ p > 2. \tag{76}
\]

In analogy with (72), Ref. [41] proposed a \( p \)-adic superamplitude:

\[
\mathcal{A}_4^{(p)}(s, t) = \Gamma^{(-1)}_p(-s) \Gamma^{(-1)}_p(-t) \Gamma^{(-1)}_p(s + t). \tag{77}
\]

Unlike the \( p \)-adic Veneziano amplitude and the alternative \( p \)-adic superstring amplitudes studied in [42, 43, 44], there is no integral formula to justify the identification of (77) with a string theory amplitude. The motivation for (77) was the goal of obtaining an adelic formula for superstring amplitudes. The signed \( p \)-adic zeta function satisfies the product formula

\[
\prod_{p > 2} \zeta^{(-1)}_p(z) = \prod_{p > 2} \frac{1}{1 + (-1)^{\frac{z+1}{2}} p^{-z}} = L_{4,2}(z) \equiv \sum_{n=1}^{\infty} \frac{\chi_{4,2}(n)}{n^z}, \tag{78}
\]

where the product over primes can be shown to converge absolutely for \( \text{Re}[z] > 1 \) and conditionally for \( \text{Re}[z] > \frac{1}{2} \). Here \( L_{4,2}(z) \) is the Dirichlet L-function for the field of Gaussian rationals, and \( \chi_{4,2}(n) \) is the Dirichlet character with modulus 4 and index 2, whose value for any integer argument can be determined from the facts that \( \chi_{4,2}(n_1 n_2) = \chi_{4,2}(n_1) \chi_{4,2}(n_2) \) for any \( n_1, n_2 \in \mathbb{N} \), \( \chi_{4,2}(2) = 0 \), and \( \chi_{4,2}(p) = (-1)^{\frac{p+3}{2}} \) for any prime \( p > 2 \). By virtue of being a Dirichlet L-function, \( L_{4,2}(z) \) obeys a functional equation:

\[
L_{4,2}(1 - z) = \frac{4^z}{2i} \Gamma^{(-1)}_{\infty}(z) L_{4,2}(z). \tag{79}
\]

Using this relation, the real superamplitude \( \mathcal{A}_4^{(\infty)} \) can be recast solely in terms of the Dirichlet L-function:

\[
\mathcal{A}_4^{(\infty)} = -8 \frac{L_{4,2}(1 + s) L_{4,2}(1 + t) L_{4,2}(1 + u)}{L_{4,2}(-s) L_{4,2}(-t) L_{4,2}(-u)}. \tag{80}
\]

Also through the use of the functional equation, we observe that if we set aside the criterion \( \text{Re}[z] > \frac{1}{2} \) required for the convergence of (78) and allow ourselves to split up an infinite...
product, then we find that
\[
\prod_{p \in \mathbb{P}} \Gamma_p^{-1}(z) = \frac{\prod_{p > 2} \zeta_p^{-1}(1 - z)}{\prod_{p > 2} \zeta_p^{-1}(z)} = i 2^{2z-1} \frac{L_{4,2}(z)}{L_{4,2}(1 - z)} = \frac{1}{\Gamma(1 - z)}.
\]
(81)

If we are also allowed to split an infinite product over \( \mathcal{A}_4^{(p)} \) into three products over the signed gamma function in (77), then, as in [41], we arrive at the following formula:
\[
\mathcal{A}_4^{(\infty)}(s, t) \prod_{p \in \mathbb{P}} \mathcal{A}_4^{(p)}(s, t) = -1.
\]
(82)

### 4.1 Prefactor regulated adelic superamplitude

In the interest of finding an alternative to the constant adelic superamplitude not requiring the assumptions needed to arrive at (82), we introduce coefficients \( C_p \) and take the adelic amplitude to be given by
\[
\mathcal{A}_4^{(A)}(s, t) = \mathcal{A}_4^{(\infty)}(s, t) \prod_{p \in \mathbb{P}} C_p \mathcal{A}_4^{(p)}(s, t).
\]
(83)

If there exists a theory to which such a product can be meaningfully associated, then it will be necessary to multiply \( \mathcal{A}_4^{(A)} \) with a kinematic factor like \( K(k, \zeta) \) in equation (70), but we will not examine this complication. As in the bosonic case, there exist two choices of \( C_p \) for which the product in (83) converges in particular kinematic regimes, but there is no choice of \( C_p \) that will render the product convergent throughout the physical regimes given by
\[
\begin{align*}
\text{s-channel:} & \quad s \geq 0, \quad -s \leq t \leq 0, \\
\text{t-channel:} & \quad t \geq 0, \quad -t \leq s \leq 0, \\
\text{u-channel:} & \quad s, t < 0,
\end{align*}
\]
(84)

and depicted in different shades of green in figure 4. If we set \( C_p = (-1)^{\frac{n+1}{2}} p^2 \) for \( p > 2 \), convergence is attained in the regions marked in dark green in figure 4 and given by
Figure 4: Different regions of kinematic space for 4-particle gluon scattering. The regions in light green and dark green represent physical regions, while the magenta and purple regions are unphysical. In the dark green regions, the product for the adelic amplitude can be rendered convergent by dressing the $p$-adic amplitudes with coefficients $C_p = (-1)^{\frac{p+1}{2}} p^2$. In the purple regions, convergence is achieved with coefficients $C_p = (-1)^{\frac{p+1}{2}} p$.

- **s-channel subset:** $t < -\frac{3}{2}$, $s > \frac{3}{2} - t$,
- **t-channel subset:** $s < -\frac{3}{2}$, $t > \frac{3}{2} - s$,
- **u-channel subset:** $s, t < -\frac{3}{2}$.

And if we set $C_p = (-1)^{\frac{p+1}{2}} p$ for $p > 2$, the product is convergent for

- **A)** $s + t < -\frac{1}{2}$, $t > \frac{1}{2}$, $s < -\frac{3}{2}$,
- **B)** $s + t < -\frac{1}{2}$, $s > \frac{1}{2}$, $t < -\frac{3}{2}$,
- **C)** $s, t > \frac{1}{2}$, $s + t > \frac{3}{2}$.

These regions are depicted in purple in figure 4. For $p = 2$, we set $C_2 = 4i$ and $C_2 = 2i$ respectively, but the precise values of $C_2$ are unimportant since changing a finite number of coefficients only affects the overall normalization of $A_4^{(A)}$, which we do not determine.

For the values of $C_p$ just described, it is a simple exercise to evaluate the product (83) in (88).
the convergent regions through the use of the formula

\[
(-1)^{n+1} p^n \zeta_p^{(-1)}(a + b - n) \zeta_p^{(-1)}(b) = \zeta_p^{(-1)}(-a - b + n) \zeta_p^{(-1)}(-a) \zeta_p^{(-1)}(-b).
\]  

(85)

Analytically continuing the products obtained for \( C_p = (-1)^{n+1} p^2 \) in the convergent regimes to the full respective scattering channels, and continuing for \( C_p = (-1)^{n+1} p \) the product in region \( A \) to the \( s \)-channel, in \( B \) to the \( t \)-channel, and in \( C \) to the \( u \)-channel, we get the following candidate amplitudes:

\[
C_p = (-1)^{n+1} p^2 : \quad \mathcal{A}_4^{(A)} = \begin{cases} 
-4 \frac{L_{4,2}(s)L_{4,2}(1+t)L_{4,2}(1+u)}{L_{4,2}(-s)L_{4,2}(-1-t)L_{4,2}(-1-u)} & \text{s-channel,} \\
-4 \frac{L_{4,2}(1+s)L_{4,2}(t)L_{4,2}(1+u)}{L_{4,2}(-1-s)L_{4,2}(-t)L_{4,2}(-1-u)} & \text{t-channel,} \\
-4 \frac{L_{4,2}(1+s)L_{4,2}(1+t)L_{4,2}(u)}{L_{4,2}(-1-s)L_{4,2}(-1-t)L_{4,2}(-u)} & \text{u-channel,}
\end{cases}
\]

(86)

\[
C_p = (-1)^{n+1} p : \quad \mathcal{A}_4^{(A)} = \begin{cases} 
-2 \frac{L_{4,2}(1+s)L_{4,2}(t)L_{4,2}(u)}{L_{4,2}(-1-s)L_{4,2}(-t)L_{4,2}(-u)} & \text{s-channel,} \\
-2 \frac{L_{4,2}(s)L_{4,2}(1+t)L_{4,2}(u)}{L_{4,2}(-s)L_{4,2}(-1-t)L_{4,2}(-u)} & \text{t-channel,} \\
-2 \frac{L_{4,2}(s)L_{4,2}(t)L_{4,2}(1+u)}{L_{4,2}(-s)L_{4,2}(-t)L_{4,2}(-1-u)} & \text{u-channel.}
\end{cases}
\]

(87)

In the next two subsections, we will analyze the partial wave decompositions of these expressions and study their high energy asymptotics.

### 4.2 Partial Wave Decomposition

For massless 4-particle scattering in \( d \) spacetime dimensions, the partial wave decomposition reads

\[
\text{Res} \mathcal{A} \left( s, \frac{s(\cos \theta - 1)}{2} \right) = \sum_{m \in \mathbb{N}_0} K_{m}^{(s^*)}(d) C_{m}^{(d-3)}(\cos \theta),
\]

(88)
where unitarity stipulates that all the coefficients $K_{m}^{(s^*)}$ are non-negative. For the real superamplitude $A_{4}^{(\infty)}(s, t)$ the $s$-channel poles are situated at $s = s^* \in 2\mathbb{N}_0 + 1$, and the number of Gegenbauer polynomials with non-zero weight in the expansion grows linearly with $s^*$, being given by $(s^* + 1)/2$ in generic spacetime dimensions. The first residue is simply a constant:

$$\text{Res}_{s=1} A_{4}^{(\infty)} \left( s, \frac{(s + 4)(\cos \theta - 1)}{2} \right) = 4\pi = 4\pi C_0^{d-3} (\cos \theta).$$

(89)

The second residue decomposes as

$$\text{Res}_{s=3} A_{4}^{(\infty)} \left( s, \frac{(s + 4)(\cos \theta - 1)}{2} \right) = \frac{\pi}{6} (9 \cos^2 \theta - 1)$$

$$= \frac{(10 - d)\pi}{6(d - 1)} C_0^{d-3} (\cos \theta) + \frac{3\pi}{d^2 - 4d + 3} C_2^{d-3} (\cos \theta).$$

(90)

From the coefficient $K_{0}^{(3)}(d)$, we see that the real superamplitude violates unitarity for $d > 10$, in accordance with 10 being the critical dimension of superstring theory.

$\mathcal{C}_p = (-1)^{_{\frac{p+1}{2}}} p^2$ adelic amplitude

$L_{4,2}(x)$ equals zero whenever $x \in -2\mathbb{N}_0 - 1$, and as a result the $s$-channel poles of the $\mathcal{C}_p = (-1)^{_{\frac{p+1}{2}}} p^2$ adelic amplitude are located at the values $s = s^* \in 2\mathbb{N}_0 + 1$ as in the real case. But unlike the real case, every even Gegenbauer polynomial is present at every residue. For the first 14 residues, figure depicts the first 18 Gegenbauer coefficients, computed numerically using the orthogonality relation. On the boundary of the physical region, there is a pole at $t = 0$. Wherever the line $t = 0$ intersects any of the lines $s = s^*$, there is a double pole, causing the decomposition to blow up for $d \leq 4$. For the first pole at $s^* = 1$, the coefficients are all positive for every $d > 4$, but at higher values of $s^*$ an increasing number of coefficients $K_{m}^{(s^*)}(d)$ are negative for some values of $d$. The first unitarity violation occurs between $d = 11$ and $d = 12$ for the pole at $s^* = 3$. In dimensions 5 to 11, all the computed coefficients are positive.

$\mathcal{C}_p = (-1)^{_{\frac{p+1}{2}}} p^2$ adelic amplitude

The $\mathcal{C}_p = (-1)^{_{\frac{p+1}{2}}} p^2$ adelic amplitude has $s$-channel poles situated at $s^* \in 2\mathbb{N}_0$. In the physical $s$-channel region, there are no poles in $t$ and $u$, and therefore no double poles at the intersection of $s$ and $t$ poles, in consequence whereof we can numerically compute the
Figure 5: Coefficients in the $s$-channel Gegenbauer decomposition of the tentative adelic superamplitude with $C_p = (-1)^{p-1}p^2$. In five to 11 dimensions, all the coefficients are positive. In 12 dimensions and higher, some coefficients are negative. For $d \leq 4$, the coefficients blow up. For the sake of visibility, the logarithm has been taken of coefficients $K_m^{(s^*)}(d)$ that are positive for all $d > 4$. 

31
Figure 6: Coefficients $K_m^{(2)}(d)$ in the $s$-channel Gegenbauer decomposition of the tentative adelic superamplitude with $C_p = (-1)^{p+1} p$ for the residue at $s = 2$. The coefficients $K_m^{(2)}(d)$ are positive for all $d > 3$ when $m = 4$, 8 or 12, marked in blue, and are all negative for $m = 0$, 2, 6, 10, and 14, marked in red, which implies unitarity violations. For $d \leq 3$, the coefficients blow up. For the sake of visibility, $\log |K_m^{(2)}|$ rather than $K_m^{(2)}$ is plotted along the $y$-axis.

Gegenbauer coefficients for $d > 3$. The residue at $s = 0$ is a constant given by

$$\text{Res}_{s=1} A_4^{(k)} \left( s, \frac{(s + 4) (\cos \theta - 1)}{2} \right) = \frac{\pi}{2L'_{4,2}(-1)} \approx 2.69377.$$ (91)

While this number is positive, it is evident from the plots of Gegenbauer coefficients for the residue at $s = 2$ shown in figure 6 that other coefficients are negative. Unitarity is violated in every number of dimensions.

### 4.3 High energy limit

From the asymptotic behaviour of the gamma function (56), it can be shown that the real superamplitude has the following high energy limits:

large $s$, fixed $t$: \[ A_4^{(\infty)}(s, t) \approx 4\pi s^{t-1} \Gamma(-t) \sec \left( \frac{\pi}{2} \right) \sin \left( \frac{\pi t}{2} \right) \sin \left( \frac{\pi (s + t)}{2} \right), \] (92)

large $s$, fixed $\theta$: \[ A_4^{(\infty)} \left( s, \frac{s}{2} (\cos \theta - 1) \right) \approx \frac{2}{\sin \theta \cot \left( \frac{s}{2} \right) \cos \theta} \left[ \frac{2}{\sin^2 \theta} \left( 1 - \cos \left( \frac{\pi s \cos \theta}{2} \right) \sec \left( \frac{\pi s}{2} \right) \right) \right]. \] (93)
We see that $A_4^{(s,t)}(s,t)$ scales as $s^{t-1}$ in the Regge limit and decays exponentially in the high energy fixed scattering angle limit. To see that this benign high energy behaviour carries over in the adelic case, we express the relationship between the real and adelic amplitudes as

$$A_4^{(s,t)}(s,t) = \left| A_4^{(\infty)}(s,t) A_4^{(p)}(s,t) \right|_{s\text{-channel}};$$

where the factor relating the two is given by

$$C_p = (-1)^{p+1} p^2 : \quad A_4^{(p)}(s,t) = \frac{L_{4,2}(s) L_{4,2}(-t) L_{4,2}(s + t)}{2 L_{4,2}(1 + s) L_{4,2}(-1 - t) L_{4,2}(-1 + s + t)},$$

$$C_p = (-1)^{p+1} p : \quad A_4^{(p)}(s,t) = \frac{L_{4,2}(-s) L_{4,2}(t) L_{4,2}(-s - t)}{4 L_{4,2}(-1 - s) L_{4,2}(1 + t) L_{4,2}(1 - s - t)}.$$  

Since $L_{4,2}(x)$ tends to one as $x \to \infty$, we immediately infer that the $C_p = (-1)^{p+1} p^2$ adelic amplitude has the same high energy asymptotics as the real amplitude. In the case $C_p = (-1)^{p+1} p$, it follows from the functional equation (79) that

$$C_p = (-1)^{p+1} p : \quad A_4^{(p)}(s,t) = \frac{t(s + t) \cot \left( \frac{\pi s}{2} \right) \cot \left( \frac{\pi t}{2} \right) \cot \left( \frac{\pi(s+t)}{2} \right) L_{4,2}(1 + s) L_{4,2}(1 - t) L_{4,2}(1 + s + t)}{2 \pi (1 + s) 4 L_{4,2}(2 + s) L_{4,2}(-t) L_{4,2}(s + t)}.$$  

In the limit of large $s$ and fixed $t$, this expression tends to a periodic function, and in the limit of large $s$ and fixed $\theta$, (97) tends to a periodic function in $s$ times a linearly growing function, which is suppressed compared to the exponential decay of (94).

5 Discussion

We have seen that the adelic 5-point amplitude, given by a sometimes convergent product over real and $p$-adic amplitudes, admits exact evaluation in special kinematic regimes and that the results of these evaluations suggest seeking out alternative regularization procedures for interpreting the 4-point amplitude, which is always given by a divergent product. We analyzed in detailed a particular procedure that consists in endowing the $p$-adic amplitudes with momentum-independent coefficients so as to render their product convergent. Similarly, the 5-point and higher $p$-adic amplitudes can be dressed with coefficients that drastically
alter their products and modify their regimes of convergence, and imposing factorization
may point to a consistent set of choices for these coefficients, although it would be preferable
to derive them from first principles.

Of the four non-constant adelic 4-point amplitudes we obtained through regularization
via coefficients, three contain double poles at the boundary of the physical kinematic re-
gion but appear consistent with unitary, while the fourth contains no double poles in the
physical region but violates unitarity. And all four adelic amplitudes exhibit non-polynomial
residues, resulting in the presence of an infinite tower of Gegenbauer polynomials—a pecu-
liarity which, incidentally, was also present in the Coon amplitude in the form in which it was
originally written down. Only recently did Figueroa and Tourkine [45] remedy this situation
by multiplying the Coon amplitude with an extra function of the Mandelstam invariants
which made the residues polynomial and enabled them to provide compelling evidence for
the unitarity of the corrected Coon amplitude.

The absence of crossing symmetry in the adelic amplitudes is certainly an unusual feature
but not one that need be fatal be to the existence of an underlying theory. It has been known
since the work of Bros, Epstein, and Glaser [46, 47] that locality, causality, and unitarity
together imply crossing symmetry in theories with a mass gap, but for theories with massless
particles, if we abandon the mathematical assumption of analyticity, no such proof is known.9
Taking a different view on piecewise analyticity and lack of crossing symmetry, the adelic
formalism provides a method of engineering features otherwise difficult to realize for tree-
amplitudes in string theory and quantum field theory, where Feynman tree-diagrams are
largely insensitive to whether external momenta are in- or out-going. As we have seen,
these conditions are crucial to the evaluation of infinite products with disjoint regions of
convergence.

The most intriguing feature of the adelic amplitudes in (45), (46), and (86) is arguably
the numerical evidence of unitarity for target spaces of suitable dimensionalities. Unitarity of
string theory tree-amplitudes has previously proved itself to be a powerful principle capable
of deriving new mathematical results, as in the work of Green and Wen [49]. For the
candidate amplitude (45), \( d = 27 \) is the largest number of dimensions before unitarity
violations are observed, while for the tentative amplitudes in (46) and (86) these numbers
are \( d = 10 \) and \( d = 11 \) respectively, although (46) should perhaps be dismissed, since it suffers
from the malady of exchanging higher spins on a massless pole. It remains an intriguing
prospect to ascertain if any of the above numbers truly represents the critical dimension of the

9We refer the reader to Mizera’s paper [48] for a nice review of, and recent progress on, crossing symmetry.
adelic string. It will also be potentially interesting to investigate whether there is evidence for unitarity of more broad classes of adelic amplitudes associated to general Dirichlet L-functions, and if so, to determine the associated critical dimensions. The family of local gamma functions in (74), indexed by a superscript of minus one, admit of a generalization to families of gamma functions indexed by any non-zero rational number, and for each of these families it is possible to form an adelic construction. It would also be desirable to establish partial wave unitarity, if this is a genuine feature, on a firmer footing than a finite number of numerical tests. For unitary to hold, a doubly infinite set of constraints must be obeyed: for each residue at an infinite tower of poles, each coefficient in an infinite sum of Gegenbauer polynomials must be non-negative. The fact that these conditions are all satisfied in the first many instances, where they have so far been checked, is a phenomenon that is difficult to explain without positing an underlying unitary theory associated to the ring of adeles.
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A Regulating $S_1(z | \omega)$ with Coefficients

Divergent infinite products occur in many instances in physics outside the context of adelic amplitudes. One particular class of examples are furnished by computations of partition functions of superconformal theories in 5$d$ \cite{50, 51, 52} through the appearance of the multiple sine function $S_r(z | \vec{\omega})$. This function carries a subscript $r \in \mathbb{N}$ and depends on a complex argument $z$ as well as on an $r$-tuple $\vec{\omega} = (\omega_1, ..., \omega_r)$ of complex parameters all with positive real parts. Informally, the multiple sine function can be expressed as an infinite product:

\[
S_r(z | \vec{\omega}) \sim \prod_{n_1, \ldots, n_r = 0}^{\infty} \left( \vec{n} \cdot \vec{\omega} + \sum_{i=1}^{r} \omega_i - z \right) \left( \vec{n} \cdot \vec{\omega} + z \right)^{(-1)^{r+1}},
\]  

which needs to be regulated in order to extract a finite value. A more formal definition of the function can be formulated by first introducing the Barnes zeta function, given for complex
s with $\text{Re}[s] > r$ by

\[ \zeta_r(z, s | \bar{\omega}) = \sum_{n_1, \ldots, n_r = 0}^\infty \left( \bar{n} \cdot \bar{\omega} + z \right)^{-s}, \tag{99} \]

and defined by analytic continuation for all other $s \in \mathbb{C}$ except for single poles at $s = 1, 2, \ldots, r$. Invoking the Barnes zeta function, the multiple gamma function can be defined as

\[ \Gamma_r(z | \bar{\omega}) = \exp \left( \frac{\partial}{\partial s} \zeta_r(z, s | \bar{\omega}) \bigg|_{s=0} \right). \tag{100} \]

With these definitions in place, the multiple sine function is defined as

\[ S_r(z | \omega) = \frac{\Gamma_r \left( \sum_{i=1}^r \omega_i - z \bigg| \bar{\omega} \right)^{(-1)^r}}{\Gamma_r(z | \bar{\omega})}. \tag{101} \]

In this appendix, we demonstrate how the regularization procedure of subsection 3.1 applied to the divergent product (98) recovers the formal definition (101) of the multiple sine function, restricting attention to the simplest case $r = 1$, for which $S_r$ is given by

\[ S_1(z | \omega) \sim \prod_{n=0}^\infty (n\omega + \omega - z)(n\omega + z). \tag{102} \]

To determine the $z$-dependence of this function at fixed $\omega$ our strategy is to rescale the individual factors by $z$-independent coefficients so as to render the product convergent. At large $n$ the factors in (102) scale as $n^2 \omega^2$, so as a first step we can divide all factors with $n > 0$ by this quantity:

\[ S_1(z | \omega) \sim (\omega - z) z \prod_{n=1}^\infty \left( 1 + \frac{\omega - z}{n\omega} \right) \left( 1 + \frac{z}{n\omega} \right). \tag{103} \]

At large $n$, the factors of the infinite product now tend to one, but they scale as $\left( 1 + \frac{1}{n} + O(\frac{1}{n^n}) \right)$, which still leaves the product divergent. To achieve convergence we must divide by a quantity with the same large $n$ scaling. We could simply divide by $\left( 1 + \frac{1}{n} \right)$, but it will be more convenient for us to make the choice $e^{1/n}$. We arrive then at the regulated answer for
the single sine function

\[ S_1(z \mid \omega) = C(\omega) (\omega - z) \prod_{n=1}^{\infty} e^{-1/n} \left( 1 + \frac{\omega - z}{n\omega} \right) \left( 1 + \frac{z}{n\omega} \right), \quad (104) \]

where \( C(\omega) \) is an unknown \( z \)-independent quantity. Dividing by \((1 + \frac{1}{n})\) instead of \(e^{1/n}\) would have amounted to a redefinition of \( C(\omega) \).

The multiple gamma function \((100)\) with \( r = 1 \) is known to equal

\[ \Gamma_1(z \mid \omega) = \frac{\omega^{\frac{z}{\omega} - \frac{1}{2}}}{\sqrt{2\pi}} \Gamma\left( \frac{z}{\omega} \right). \quad (105) \]

According to the formal definition of the multiple sine function \((101)\), this means the single sine function is given by

\[ S_1(z \mid \omega) = \frac{1}{\Gamma_1(\omega - z \mid \omega) \Gamma_1(z \mid \omega)} = \frac{2\pi}{\Gamma\left( \frac{z}{\omega} \right) \Gamma\left( \frac{z}{\omega} \right) \Gamma\left( \frac{\omega - z}{\omega} \right)}. \quad (106) \]

By twice applying Weierstrass’ definition of the gamma function

\[ \Gamma(z) = \frac{e^{-\gamma z}}{z} \prod_{n=1}^{\infty} \frac{e^{z/n}}{1 + \frac{z}{n}}, \quad (107) \]

where \( \gamma \) is the Euler-Mascheroni constant, we see that \((106)\) agrees with the result \((104)\) of the regulated infinite product, and we determine the \( \omega \)-dependent normalization in \((104)\) to be given by

\[ C(\omega) = 2\pi e^{\gamma} \omega^2. \quad (108) \]
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