A Novel Method of Light Source Calibration under Near-field Lighting Condition
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Abstract. The paper presents a novel method of photometric stereo calibration that works under near-field condition, and eight LED lights are installed on the system. In order to estimate the pose of the light source, light source position estimation based on iPad imaging is proposed. However, it is difficult to estimate principal optical axis direction of the light source which would influence the reconstruction result. Considering the problems of above, the new convolution kernel is used to find the brightest point on the chessboard paper, and the principal optical axis direction of light source can be precisely calculated according to geometric transformation. The experiments show the high-quality of 3-D reconstruction can be obtained by using the novel calibration method.
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1. Introduction
Comparing with the traditional 3D scanning techniques, such as laser scanning and structured light scanning [1,2], photometric stereo is famous for its high ability to recover details [3]. Considering the principle of photometric stereo technique is to estimate surface normal of measured object and the accuracy of reconstruction is highly determined by surface normal estimation [4], the important role of light sources calibration becomes obvious.

For most of the photometric stereo systems that have been developed, the light source is usually processed as an ideal point or parallel light source if the distance between light source and measured object is too long [5], and the method above becomes invalid under near-field lighting condition. In the paper, a novel calibration method of light source is proposed and the traditional photometric stereo model is modified to fit the near-field lighting condition. To achieve high accurate estimation of surface normal, the lighting condition on each image should be modeled precisely.

There are many methods to calibrate light source information. Powell et al. present a methodology for calibrating multiple light source locations and three standard spheres with known relative positions are used in calibrating process [6]. A matte sphere is used to calculating the imaging system parameters, and the other two reflective spheres are used to estimating locations of light sources by calculating intersection of two incident lights. Result shows that the error of vector from a point in the scene to a light source can be controlled within 2.7⁰. Xie and Chung propose to employ a shiny sphere
and a lambertian plate as light probe to locate light source position [7], where albedo variance of the lambertian plate is used as the basis of the object function. Through photometric stereo reconstruction and image rendering, the accuracy of their estimation framework is proved. Song et al. present a computational framework for photometric stereo system [8], and a two-step calibration procedure is proposed in their work. A multiple-sphere-based approach is used to estimate the light source position. Then, a reference-plane-based approach is applied to estimate the principal optical axis direction of each light source.

To improve the accuracy and robustness of light source calibration under near-field lighting condition, a chessboard image is generated in the iPad for light source pose estimation, and a light spot image which is used to estimate incident light direction can be obtained through turning on the light source in a low exposure. In order to reduce errors in principal optical axis direction, a white paper printed chessboard is used in the experiment. A new convolution kernel is applied to find the brightest point on the chessboard paper, and the grayscale centroid method is used to achieve subpixel accuracy [9]. After obtaining the brightest point on the paper, the principal optical axis can be solved in [10].

The paper is organized as follows. In Section 2, calibration of light source information is introduced, which is aimed to estimate light source position and principal optical axis direction. Section 3 verified good robustness of the method and its excellent performance on the photometric stereo reconstruction. Finally, conclusions are given in Section 4.

2. Calibration of light source information

In this section, the method of light source calibration is explained in detail. First, light source position estimation based on iPad imaging is introduced, and each light source position can be solved by calculating intersection of the incident lights. Then, a new convolution kernel is applied in finding the brightest point preliminary on the chessboard paper and the grayscale centroid method is used in the paper for obtaining subpixel accuracy, which is benefit for principal optical axis estimation.

2.1. Light source position estimation based on iPad imaging

As shown in figure 1(a), an image of chessboard with known size is shown in the iPad, and the pose of camera coordinate system relative to world coordinate system which presents in figure 1(b) can be obtained by using EPNP [11]. The world coordinate system is established, and $Z_w$ is set as 0 for all points on the iPad imaging plane. A light spot is formed when the LED is on, and the exposure of camera must be set in a suitable value to obtain a approximate ellipse spot on the imaging plane. In figure 1(b), $R$ and $t$ represent rotation and translation of optical center relative to iPad imaging plane. Also, $R$ is also shown in formula 1. From formula 2, the world coordinate of spot center can be solved because there are only $Z_C$, $X_w$ and $Y_w$ unknown, and formula 3 is converted from formula 2. $M$ represents the intrinsic parameter matrix which is calculated accurately in camera calibration process, and the spot center in $o-uv$ is obtained through using moment of outline.

$$
R = \begin{bmatrix} r_1 & r_2 & r_3 \end{bmatrix}
$$

(1)

$$
Z_C = M \begin{bmatrix} u \\ v \\ 1 \end{bmatrix} = M \begin{bmatrix} r_1 & r_2 & t \end{bmatrix} \begin{bmatrix} X_w \\ Y_w \\ 1 \end{bmatrix}
$$

(2)
The spot center in the camera coordinate system is presented in formula 4. In figure 1(b), the vector of incident light, reflected light and normal are shown in formula 5, and \( \mathbf{n} \) is the unit vector which is equal to \(-r\mathbf{3}\). The projection of the reflected light onto the normal vector can be expressed as \( \mathbf{n}/2 \), and projection relation is presented in formula 6. According to formula 5 and formula 6, the incident light vector can be obtained in formula 7, and the equation of incident light in camera coordinate system can be obtained because the camera coordinate of spot center is known. To estimate light source position, the iPad imaging plane is converted in different pose, and the position is obtain by solving intersection of the incident lights in least square method.

\[
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(4)

\[i = r - n\]

(5)

\[n = \frac{r \cdot n}{||n||^2} n = (r \cdot n)n\]

(6)

\[i = r - 2(r \cdot n)n\]

(7)

Figure 1. (a) Pose estimation; (b) Calculating equation of incident light in camera coordinate system.

2.2. Method of calculating principal optical axis direction

As described in [10], there is only one brightest point \( P(x, y, z) \) on the reference plane presented in figure 2, and Nie et al. failed to directly detect the brightest point from image. \( \mathbf{l}_0 \) is principal optical axis direction and \( \mathbf{l}_b \) is the light which goes through the brightest light. In order to estimate \( \mathbf{l}_0 \), a new convolution kernel is applied in estimating brightest point preliminary and it is shown in figure 3. When the pose of the optical center relative to the reference plane is known, the brightest point in the camera coordinate system can be calculated according to the section 2.1. To obtain the subpixel
accuracy, grayscale centroid method is used in calculating brightest point in the camera coordinate system. Figure 4 presents the images for estimating brightest point, and the \( l_0 \) can be solved easily in the [10].
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**Figure 2.** There is only one brightest point on the reference plane.
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**Figure 3.** Schematic diagram of a novel convolution kernel.
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**Figure 4.** (a) Pose estimation; (b) Finding the brightest point in camera coordinate system and using grayscale centroid method for subpixel accuracy.
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**Figure 5.** The photometric stereo setup.

In order to solve the \( l_0 \), the formula 8-10 are used and \( g \) is an inherent feature which related to illuminance attenuation of the light source [10]. For an LED, the \( g \) can be solved in formula 9 and \( \theta_{\text{half}} \) is the angle between the ray which has illuminance \( E_0/2 \) and \( l_0 \). When the \( \alpha \) is solved, the \( l_0 \) can be obtained in formula 10 and Rodrigues formula is used. All parameters of formula 10 are shown in figure 2.

\[
\alpha = \gamma + \arctan(3 \tan \gamma / g) \tag{8}
\]

\[
g = \ln(0.5) / \ln(\cos(\theta_{\text{half}})) \tag{9}
\]

\[
l_0 = \text{Rodrigues}(\alpha \cdot n_{\|} \times l_0) \cdot n_{\|} \tag{10}
\]

3. Experiment results
The established photometric stereo system is shown in figure 5, which is composed with eight LEDs
(1.5W) and one PointGrey camera with 1280×960 pixels. The working distance of the system is approximately 250mm. Before conducting the experiment, the LEDs are labeled from 1 to 8 respectively. The LEDs are distributed around the camera and I/O controlling board is also developed to make camera take image when each LED turning on.

3.1. Light source position estimation and calculation of the principal optical axis
In light source position estimation process, exposure time of the camera is set to 40ms when the chessboard image is shown in the iPad. Then, turn on one LED and set exposure time 1ms under the same pose. Two images are taken respectively according to two steps above. Change the pose of the iPad and repeat the procedure before, the light source position can be solved by using least square method. In calculation of the principal optical axis direction, exposure time of the camera is set to 100ms and all LEDs are turned on as external light sources. Then, the LED which needs to calculate principal optical axis direction is turned on and other LEDs are turned off, and the camera is set to 60ms. Two images are taken respectively shown in figure 4. According to the section 2.2, the principal optical axis direction of the LED is obtained. In [10], the maximum illuminance \( E_0 \) emitted along the principal optical axis must be solved before conducting reconstruction and formula 11 is shown in [10]. As shown in figure 6 and formula 11, for any ray \( l \), \( I \) is the intensity of point \( P \) taken by the camera. After calibrating, \( g \) is 1.2 in the experiment. According to formula 11, for all surface point taken by camera, the sum intensity can be shown in formula 12. Therefore, the maximum illuminance of each light source can be calculated in formula 13 and a white paper with known pose is used in the experiment. Figure 7 shows the process of calculating \( E_0 \), and table 1 presents the calibration results of \( E_0 \), position and principal optical axis direction.

\[
I = E_0 \cdot \cos^3 \theta \cdot \cos^3 \gamma / h^2
\]

(11)

\[
\sum_{P \in l} I_p = \sum_{P \in l} (E_0 \cdot \cos^3 \theta_p \cdot \cos^3 \gamma_p / h^2)
\]

(12)

\[
E_0 = h^2 \cdot \sum_{P \in l} I_p / \sum_{P \in l} (\cos^3 \theta_p \cdot \cos^3 \gamma_p)
\]

(13)
Table 1. Calibration results of LEDs.

| Source | Position(mm)       | \( l_0 \)     | \( E_0 \)     |
|--------|--------------------|---------------|---------------|
| L1     | 49.390,-77.785,54.897 | -0.273,0.394,0.878 | 1.1577        |
| L2     | 112.226,-56.085,60.164 | -0.574,0.189,0.797 | 1.0000        |
| L3     | 144.655,5.465,81.125  | -0.753,0.079,0.653 | 1.2834        |
| L4     | 121.322,39.108,61.910 | -0.588,-0.148,0.795 | 1.2475        |
| L5     | 50.628,65.926,61.112  | -0.334,-0.281,0.900 | 1.1734        |
| L6     | -23.640,40.801,33.648 | -0.093,-0.052,0.994 | 1.3249        |
| L7     | -53.306,12.002,33.956 | 0.052,-0.001,0.999  | 1.2690        |
| L8     | -16.560,-45.482,32.133 | -0.004,0.241,0.971  | 1.2862        |

To verify good robustness of the method proposed in the paper, the LED labeled \( L_1 \) in the table 1 is calibrated 6 times and the method in [8] is for comparison. Table 2 and Table 3 show position and principal optical axis direction of our method comparing with the method in [8] respectively. From experimental results, the standard deviation of our method is lower, which proves good robustness of the method.

Table 2. Comparative experiment of light source position estimation.

| Serial number | Our method | Method in [8] |
|---------------|------------|---------------|
|               | \( x/mm \) | \( y/mm \) | \( z/mm \) | \( x/mm \) | \( y/mm \) | \( z/mm \) |
| 1             | 49.390     | -77.785      | 54.897      | 47.556      | -77.086      | 58.361      |
| 2             | 48.932     | -76.317      | 55.749      | 48.891      | -76.938      | 54.742      |
| 3             | 48.420     | -76.481      | 55.138      | 49.588      | -77.087      | 56.479      |
| 4             | 49.136     | -77.310      | 53.925      | 46.472      | -75.273      | 57.375      |
| 5             | 47.983     | -78.532      | 56.137      | 48.241      | -79.462      | 55.380      |
| 6             | 48.697     | -76.396      | 55.220      | 47.083      | -74.389      | 52.893      |
| Standard deviation/mm | 0.508 | 0.906 | 0.761 | 1.161 | 1.753 | 1.960 |

Table 3. Comparative experiment of principal optical axis calculation.

| Serial number | Our method | Method in [8] |
|---------------|------------|---------------|
|               | \( x \)   | \( y \)   | \( z \)   | \( x \)   | \( y \)   | \( z \)   |
| 1             | -0.273     | 0.394      | 0.878     | -0.272     | 0.282      | 0.920      |
| 2             | -0.248     | 0.432      | 0.867     | -0.203     | 0.487      | 0.850      |
| 3             | -0.197     | 0.313      | 0.930     | -0.379     | 0.293      | 0.878      |
| 4             | -0.323     | 0.354      | 0.878     | -0.179     | 0.352      | 0.919      |
| 5             | -0.374     | 0.327      | 0.868     | -0.361     | 0.427      | 0.829      |
| 6             | -0.262     | 0.286      | 0.922     | -0.192     | 0.317      | 0.929      |
| Standard deviation | 0.062 | 0.054 | 0.028 | 0.088 | 0.081 | 0.042 |

3.2. Evaluation of 3D reconstruction

In figure 6, the geometric relationship between \( h \) and \( l \) can be expressed in formula 14. For point
$P_i$, formula 15 is concluded by substituting formula 14 into formula 11. The $i$ is the label of the light source, and $\cos \theta$ can be replaced by the dot product of the unit vector $l / |l|$ and $l_0 / |l_0|$. Considering $\cos \gamma$ is equal to the dot product of the unit vector $l / |l|$ and the normal vector on the point $P_i$, the normal vector on the point $P$ can be estimated by using least square method. When the normal vectors of all measured points are solved, the relative depth for each image point can be solved from Frankot-Chellappa algorithm shown in formula 16, where $F(.)$ and $F^{-1}(.)$ are Discrete Fourier Transform and inverse Discrete Fourier Transform respectively. $p$ and $q$ are gradient field in x and y direction respectively, $\xi^x$ and $\xi^y$ are two dimensional index. For estimating the accuracy of reconstruction, a plane is reconstructed in the experiment and the calibration result obtained by [8] is used for comparison. In the process of reconstruction, $p - \text{mean}(p)$ and $q - \text{mean}(q)$ are shown in figure 8. Figure 9 presents the comparative reconstruction results by using the images in figure 7, which proves high accuracy of our method.

$$l = h / \cos \gamma$$

$$I_p = E_0^i \cdot \cos \theta \cdot \cos \gamma / (l)^2$$

$$z = F^{-1}( - \frac{\xi^x \cdot F(p) + \xi^y \cdot F(q)}{(\xi^x)^2 + (\xi^y)^2})$$

Figure 8. The gradient field comparison of two method.

Figure 9. The comparative reconstruction result.

From the experimental results, it is observed that our method has the advantage of high accuracy and good robustness under the near-field lighting condition. However, the reconstruction result is only
good in Lambert body and it costs a lot of time. In future work, the objects with high reflection will be studied and the reconstruction algorithm will be simplified for improving reconstruction speed.

4. Conclusion

In the process of light source position estimation, the method uses a chessboard image which is generated in the iPad for pose estimation, and a light spot image taken in a low exposure is used to estimate incident light direction. Through changing the pose of the iPad, the position of the light source in the camera coordinate is calculated by solving intersection of the incident lights in least square method. To estimate principal optical axis of light source more accurate, a new convolution kernel is applied to find the brightest point on the chessboard paper. The grayscale centroid method is used in finding brightest point to achieve subpixel accuracy and the principal optical axis can be solved according to Rodrigues formula. The results in table 2 and table 3 prove that our method has better robustness, and the reconstruction in figure 9 present our method has a better accuracy, which can be applied in deformation inspection.
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