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Abstract

We consider the mixed regression problem with two components, under adversarial and stochastic noise. We give a convex optimization formulation that provably recovers the true solution, and provide upper bounds on the recovery errors for both arbitrary noise and stochastic noise settings. We also give matching minimax lower bounds (up to log factors), showing that under certain assumptions, our algorithm is information-theoretically optimal. Our results represent the first tractable algorithm guaranteeing successful recovery with tight bounds on recovery errors and sample complexity.

1 Introduction

This paper considers the problem of mixed linear regression, where the output variable we see comes from one of two unknown regressors. Thus we see data \((x_i, y_i) \in \mathbb{R}^p \times \mathbb{R}\), where

\[ y_i = z_i \cdot \langle x_i, \beta_1^* \rangle + (1 - z_i) \cdot \langle x_i, \beta_2^* \rangle + e_i, \quad i = 1, \ldots, n, \]

where \(z_i \in \{0, 1\}\) can be thought of as a hidden label, and \(e_i\) is the noise. Given the label for each sample, the problem decomposes into two standard regression problems, and can be easily solved. Without it, however, the problem is significantly more difficult. The main challenge of mixture models, and in particular mixed regression falls in the intersection of the statistical and computational constraints: the problem is difficult when one cares both about an efficient algorithm, and about near-optimal \((n = O(p))\) sample complexity. Exponential-effort brute force search typically results in statistically near-optimal estimators; on the other hand, recent tensor-based methods give a polynomial-time algorithm, but at the cost of \(O(p^6)\) sample complexity (recall \(\beta_1^*, \beta_2^* \in \mathbb{R}^p\)) instead of the optimal rate, \(O(p)\)\(^1\).

The Expectation Maximization (EM) algorithm is computationally very efficient, and widely used in practice. However, its behavior is poorly understood, and in particular, no theoretical guarantees on global convergence are known.

\(^1\)It should be possible to improve the tensor rates to \(O(p^3)\) for the case of Gaussian design.
Contributions. In this paper, we tackle both statistical and algorithmic objectives at once. The algorithms we give are efficient, specified by solutions of convex optimization problems; in the noiseless, arbitrary noise and stochastic noise regimes, they provide the best known sample complexity results; in the balanced case where nearly half the samples come from each of $\beta_1^*$ and $\beta_2^*$, we provide matching minimax lower bounds, showing our results are optimal.

Specifically, our contributions are as follows:

- In the arbitrary noise setting where the noise $e = (e_1, \ldots, e_n)^\top$ can be adversarial, we show that under certain technical conditions, as long as the number of observations for each regressor satisfy $n_1, n_2 \gtrsim p$, our algorithm produces an estimator $(\hat{\beta}_1, \hat{\beta}_2)$ which satisfies

$$\|\hat{\beta}_b - \beta_b^*\|_2 \lesssim \frac{\|e\|_2}{\sqrt{n}}, \quad b = 1, 2.$$ 

Note that this immediately implies exact recovery in the noiseless case with $O(p)$ samples.

- In the stochastic noise setting with sub-Gaussian noise and balanced labels, we show under the necessary assumption $n_1, n_2 \gtrsim p$ and a Gaussian design matrix, our estimate satisfies the following (ignoring polylog factors):

$$\|\hat{\beta}_b - \beta_b^*\|_2 \lesssim \begin{cases} \sigma \sqrt{\frac{\gamma}{n}}, & \text{if } \gamma \geq \sigma, \\ \sigma^2 \sqrt{\frac{\gamma}{n}}, & \text{if } \sigma \left(\frac{p}{n}\right)^{\frac{1}{4}} \leq \gamma \leq \sigma, \\ \sigma \left(\frac{p}{n}\right)^{\frac{1}{4}}, & \text{if } \gamma \leq \sigma \left(\frac{p}{n}\right)^{\frac{1}{4}} \end{cases}$$

where $b = 1, 2$ and $\gamma$ is any lower bound of $\|\beta_1^*\|_2 + \|\beta_2^*\|_2$ and $\sigma^2$ is the variance of the noise $e_i$.

- In both the arbitrary and stochastic noise settings, we provide minimax lower bounds that match the above upper bounds up to at most polylog factors, thus showing that the results obtained by our convex optimization solution are information-theoretically optimal. Particularly in the stochastic setting, the situation is a bit more subtle: the minimax rates in fact depend on the signal-to-noise and exhibit several phases, thus showing a qualitatively different behavior than in standard regression and many other parametric problems (for which the scaling is $\sqrt{1/n}$).

2 Related Work and Contributions

Mixture models and latent variable modeling are very broadly used in a wide array of contexts far beyond regression. Subspace clustering \cite{15, 22, 29}, Gaussian mixture models \cite{17, 2} and $k$-means clustering are popular examples of unsupervised learning for mixture models. The most popular and broadly implemented approach to mixture problems, including mixed regression, is the so-called Expectation-Maximization (EM) algorithm \cite{14, 18}. In fact, EM has been used for mixed regression for various application domains \cite{28, 16}. Despite its wide use, still little is known about its performance beyond local convergence \cite{30, 3}. One exception is the recent work in \cite{32}, which considers mixed regression in the noiseless setting, where they propose an alternating minimization approach initialized by a grid search and show that it recovers the regressors in the noiseless case with a sample complexity of $O(p \log^2 p)$. Extension to the noisy setting is very recently considered in \cite{3}. Focusing on the stochastic noise
setting and the high SNR regime (i.e., when $\gamma \gtrsim \sigma$; cf. Section 11), they show that the EM algorithm with good initialization achieves the error bound $\|\hat{\beta}_b - \beta_b^*\|_2 \lesssim \sqrt{\gamma^2 + \sigma^2} \sqrt{\frac{p}{n}}$. Another notable exception is the work in [23]. There, EM is adapted to the high-dimensional sparse regression setting, where the regressors are known to be sparse. The authors use EM to solve a penalized (for sparsity) likelihood function. A generalized EM approach achieves support-recovery, though once restricted to that support where the problem becomes a standard mixed regression problem, only convergence to a local optimum can be guaranteed.

Mixture models have been recently explored using the recently developed technology of tensors in [11, 17]. In [10], the authors consider a tensor-based approach, regressing $x^{(3)}$ against $y_i^3$, and then using the tensor decomposition techniques to efficiently recover each $\beta_i^*$. These methods are not limited to the mixture of only two models, as we are. Yet, the tensor approach requires $O(p^6)$ samples, which is several orders of magnitude more than the $O(p \cdot \text{polylog}(p))$ that our work requires. As noted in their work, the higher sampling requirement for using third order tensors seems intrinsic.

In this work we consider the setting with two mixture components. Many interesting applications have binary latent factors: gene mutation present/not, gender, healthy/sick individual, children/adult, etc.; see also the examples in [28]. Theoretically, the minimax rate was previously unknown even in the two-component case. Extension to more than two components is of great interest.

Finally, we note that our focus is on estimating the regressors $(\beta_1^*, \beta_2^*)$ rather than identifying the hidden labels $\{z_i\}$ or predicting the response $y_i$ for future data points. The relationship between covariates and response is often equally (some times more) important as prediction. For example, the regressors may correspond to unknown signals or molecular structures, and the response-covariate pairs are linear measurements; here the regressors are themselves the object of interest. For many mixture problems, including clustering, identifying the labels accurately for all data points may be (statistically) impossible. Obtaining the regressors allows for an estimate of this label (see [24] for a related setting).

3 Main Results

In this section we present this paper’s main results. In addition, we present the precise setup and assumptions, and introduce the basic notation we use.

3.1 Problem Set Up

Suppose there are two unknown vectors $\beta_1^*$ and $\beta_2^*$ in $\mathbb{R}^p$. We observe $n$ noisy linear measurements $\{(x_i, y_i)\}_{i=1}^n$ which satisfy the following: for $b \in \{1, 2\}$ and $i \in \mathcal{I}_b \subseteq [n]$,  

$$y_i = \langle x_i, \beta_b^* \rangle + e_i,$$  

where $\mathcal{I}_1$ with $n_1 = |\mathcal{I}_1|$ and $\mathcal{I}_2$ with $n_2 = |\mathcal{I}_2|$ denote the subsets of the measurements corresponding to $\beta_1^*$ and $\beta_2^*$, respectively. Given $\{(x_i, y_i)\}_{i=1}^n$, the goal is to recover $\beta_1^*$ and $\beta_2^*$. In particular, for the true regressor pair $\theta^* = (\beta_1^*, \beta_2^*)$ and an estimator $\hat{\theta} = (\hat{\beta}_1, \hat{\beta}_2)$ of it, we are interested in bounding the recovery error 

$$\rho(\hat{\theta}, \theta^*) := \min \left\{ \|\hat{\beta}_1 - \beta_1^*\|_2, \|\hat{\beta}_2 - \beta_2^*\|_2, \|\hat{\beta}_1 - \beta_1^*\|_2 + \|\hat{\beta}_2 - \beta_2^*\|_2 \right\},$$

i.e., the total error in both regressors up to permutation. Unlike the noiseless setting, in the presence of noise, the correct labels are in general irrecoverable.
Algorithm 1 Estimate $\beta^*$’s

Input: $(\hat{K}, \hat{g}) \in \mathbb{R}^{p \times p} \times \mathbb{R}^p$. Compute the matrix $\hat{J} = \hat{g}\hat{g}^\top - \hat{K}$, and its first eigenvalue-eigenvector pair $\hat{\lambda}$ and $\hat{v}$. Compute $\hat{\beta}_1, \hat{\beta}_2 = \hat{g} \pm \sqrt{\hat{\lambda}}\hat{v}$. Output: $(\hat{\beta}_1, \hat{\beta}_2)$

The key high-level insight that leads to our optimization formulations, is to work in the lifted space of $p \times p$ matrices, yet without lifting to 3-tensors. Using basic matrix concentration results not available for tensors, this ultimately allows us to provide optimal statistical rates. In this work, we seek to recover the following:

$$K^* := \frac{1}{2} \left( \beta_1^* \beta_2^\top + \beta_2^* \beta_1^\top \right) \in \mathbb{R}^{p \times p},$$

$$g^* := \frac{1}{2} (\beta_1^* + \beta_2^*) \in \mathbb{R}^p.$$  \hspace{1cm} (2)

Clearly $\beta_1^*$ and $\beta_2^*$ can be recovered from $K^*$ and $g^*$. Indeed, note that

$$J^* := g^* g^\top - K^* = \frac{1}{4} (\beta_1^* - \beta_2^*) (\beta_1^* - \beta_2^*)^\top.$$ 

Let $\lambda^*$ and $v^*$ be the first eigenvalue-eigenvector pair of $J^*$. We have $\sqrt{\lambda^*} v^* := \pm \frac{1}{2} (\beta_1^* - \beta_2^*)$; together with $g^*$ we can recover $\beta_1^*$ and $\beta_2^*$. Given approximate versions $\hat{K}$ and $\hat{g}$ of $K^*$ and $g^*$, we obtain estimates $\hat{\beta}_1$ and $\hat{\beta}_2$ using a similar approach, which we give in Algorithm 1. We show below that in fact this recovery procedure is stable, so that if $\hat{K}$ and $\hat{g}$ are close to $K^*$ and $g^*$, Algorithm 1 outputs $(\hat{\beta}_1, \hat{\beta}_2)$ that are close to $(\beta_1^*, \beta_2^*)$.

We now give the two formulations for arbitrary and stochastic noise, and we state the main results of the paper. For the arbitrary noise case, while one can use the same quadratic objective as we do in arbitrary case, it turns out that the analysis is more complicated than considering a similar objective – an $\ell_1$ objective. In the noiseless setting, our results immediately imply exact recovery with an optimal number of samples, and in fact remove the additional log factors in the sample complexity requirements in \cite{32}. In both the arbitrary/adversarial noise setting and the stochastic noise setting, our results are information-theoretically optimal, as they match (up to at most a polylog factor) the minimax lower bounds we derive in Section 3.4.

Notation. We use lower case bold letters to denote vectors, and capital bold-face letters for matrices. For a vector $\theta$, $\theta_i$ and $\theta(i)$ both denote its $i$-th coordinate. We use standard notation for matrix and vector norms, e.g., $\| \cdot \|_*$ to denote the nuclear norm (as known as the trace norm, which is the sum of the singular values of a matrix), $\| \cdot \|_F$ the Frobenius norm, and $\| \cdot \|$ the operator norm. We define a quantity we use repeatedly. Let

$$\alpha := \frac{\|\beta_1^* - \beta_2^*\|_F^2}{\|\beta_1^*\|_2^2 + \|\beta_2^*\|_2^2}.$$  \hspace{1cm} (3)

Note that $\alpha > 0$ when $\beta_1^* \neq \beta_2^*$, and is always bounded by 2. We say a number $c$ is a numerical constant if $c$ is independent of the dimension $p$, the number of measurements $n$ and the quantity $\alpha$. For ease of parsing, we typically use $c$ to denote a large constant, and $\frac{1}{c}$ for a small constant.
3.2 Arbitrary Noise

We consider first the setting of arbitrary noise, with the following specific setting. We take \( \{x_i\} \) to have i.i.d., zero-mean and sub-Gaussian entries\(^2\) with sub-Gaussian norm bounded by a numeric constant, \( \mathbb{E} [(x_i(l))^2] = 1 \), and \( \mathbb{E} [(x_i(l))^4] = \mu \) for all \( i \in [n] \) and \( l \in [p] \). We assume that \( \mu \) is a fixed constant and independent of \( p \) and \( \alpha \). If \( \{x_i\} \) are standard Gaussian vectors, then these assumptions are satisfied with sub-Gaussian norm 1 and \( \mu = 3 \). The only assumption on the noise \( e = (e_1, \cdots, e_n)^\top \) is that it is bounded in \( \ell_2 \) norm. The noise \( e \) is otherwise arbitrary, possibly adversarial, and even possibly depending on \( \{x_i\} \) and \( \beta_1^*, \beta_2^* \).

We consider the following convex program:

\[
\min_{K, g} \|K\|_* \\
\text{s.t.} \quad \sum_{i=1}^n \left| -\langle x_i, x_i^\top, K \rangle + 2y_i \langle x_i, g \rangle - y_i^2 \right| \leq \eta. \tag{5}
\]

The intuition is that in the noiseless case with \( e = 0 \), if we substitute the desired solution \((K^*, g^*)\) given by (2) into the above program, the LHS of (5) becomes zero; moreover, the rank of \( K^* \) is 2, and minimizing the nuclear norm term in (4) encourages the optimal solution to have low rank. Our theoretical results give a precise way to set the right hand side, \( \eta \), of the constraint. The next two theorems summarize our results for arbitrary noise. Theorem 1 provides guarantees on how close the optimal solution \((\hat{K}, \hat{g})\) is to \((K^*, g^*)\); then the companion result, Theorem 2 provides quality bounds on \((\hat{\beta}_1, \hat{\beta}_2)\), produced by using Algorithm 1 on the output \((\hat{K}, \hat{g})\).

**Theorem 1** (Arbitrary Noise). There exist numerical positive constants \( c_1, \ldots, c_6 \) such that the following holds. Assume \( \frac{n_1}{n_2} = \Theta(1) \). Suppose, moreover, that (1) \( \mu > 1 \) and \( \alpha > 0 \); (2) \( \min \{n_1, n_2\} \geq c_3 \frac{1}{\alpha} p \); (3) the parameter \( \eta \) satisfies

\[
\eta \geq c_4 \sqrt{n} \|e\|_2 \|\beta^*_2 - \beta^*_1\|_2;
\]

and (4) the noise satisfies

\[
\|e\|_2 \leq \frac{\sqrt{\alpha}}{c_5} \sqrt{n} (\|\beta^*_1\|_2 + \|\beta^*_2\|_2).
\]

Then, with probability at least \( 1 - c_1 \exp(-c_2 n) \), any optimal solution \((\hat{K}, \hat{g})\) to the program (4)–(5) satisfies

\[
\|\hat{K} - K^*\|_F \leq c_6 \frac{1}{\sqrt{\alpha} n} \eta,
\]

\[
\|\hat{g} - g^*\|_2 \leq c_6 \frac{1}{\sqrt{\alpha} n} \left( \|\beta^*_1\|_2 + \|\beta^*_2\|_2 \right) \eta.
\]

We then use Algorithm 1 to estimate \((\hat{\beta}_1, \hat{\beta}_2)\), which is stable as shown by the theorem below.

**Theorem 2** (Estimating \( \beta^* \), arbitrary noise). Suppose conditions 1–4 in Theorem 1 hold, and \( \eta \approx \sqrt{n} \|e\|_2 \|\beta^*_2 - \beta^*_1\|_2 \). Then with probability at least \( 1 - c_1 \exp(-c_2 n) \), the output \( \hat{\theta} = (\hat{\beta}_1, \hat{\beta}_2) \) of Algorithm 2 satisfies

\[
\rho(\hat{\theta}, \theta^*) \leq \frac{1}{c_3 \sqrt{\alpha} \sqrt{n}} \|e\|_2, \quad b = 1, 2.
\]

\(^2\)Recall that, as shown in [22], the general deterministic covariate mixed regression problem is NP-hard even in the noiseless setting.
Theorem 2 immediately implies exact recovery in the noiseless case.

**Corollary 1 (Exact Recovery).** Suppose \( e = 0 \), the conditions 1 and 2 in Theorem 1 hold, and \( \eta = 0 \). Then with probability at least \( 1 - c_1 \exp(-c_2 n) \), Algorithm 1 returns the true \( \{\beta_1^*, \beta_2^*\} \).

**Discussion of Assumptions:**

(1) In Theorem 1 the condition \( \mu > 1 \) is satisfied, for instance, if \( \{x_i\} \) is Gaussian (with \( \mu = 3 \)). Moreover, this condition is in general necessary. To see this, suppose each \( x_i \) is a Rademacher \( \pm 1 \) variable, which has \( \mu = 1 \), and \( \beta_1^*, \beta_2^* \in \mathbb{R}^2 \). The response variable \( y_i \) must have the form

\[
y_i = \pm (\beta_1^*)_1 \pm (\beta_2^*)_2.
\]

Consider two possibilities: \( \beta_1^* = -\beta_2^* = (1, 0)^T \) or \( \beta_1^* = -\beta_2^* = (0, 1)^T \). In both cases, \( (x_i, y_i) \) may take any one of the values in \( \{\pm 1\}^2 \times \{\pm 1\} \) with equal probabilities. Thus, it is impossible to distinguish between these two possibilities.

(2) The condition \( \alpha > 0 \) holds if \( \beta_1^* \) and \( \beta_2^* \) are not equal. Suppose \( \alpha \) is lower-bounded by a constant. The main assumption on the noise, namely, \( \|e\|_2 \leq \sqrt{n} (\|\beta_1^*\|_2 + \|\beta_2^*\|_2) \) (the condition 4 in Theorem 1) cannot be substantially relaxed if we want a bound on \( \|\hat{g} - g^*\|_2 \). Indeed, if \( |e_i| \gtrsim \|\beta_i^*\|_2 \) for all \( i \), then an adversary may choose \( e_i \) such that

\[
y_i = x_i^T \beta_0^* + e_i = 0, \quad \forall i,
\]

in which case the convex program (1)–(3) becomes independent of \( g \). That said, the case with condition 4 violated can be handled trivially. Suppose \( \|e\|_2 \geq c_4 \sqrt{n} (\|\beta_1^*\|_2 + \|\beta_2^*\|_2) \) for any constant \( c_4 \). A standard argument for ordinal linear regression shows that the blind estimator \( \hat{\beta} := \min_{\beta} \sum_{i \in I_1 \cup I_2} |x_i^T \beta - y_i| \) satisfies w.h.p.

\[
\max \left\{ \left\| \hat{\beta} - \beta_1^* \right\|_2, \left\| \hat{\beta} - \beta_2^* \right\|_2 \right\} \lesssim \frac{\|e\|_2}{\sqrt{n}},
\]

and this bound is optimal (see the minimax lower bound in Section 3.4). Therefore, the condition 4 in Theorem 1 is not really restrictive, i.e., the case when it holds is precisely the interesting setting.

(3) Finally, note that if \( n_1/n_2 = o(1) \) or \( n_2/n_1 = o(1) \), then a single \( \beta^* \) explains 100% (asymptotically) of the observed data. Moreover, the standard least squares solution recovers this \( \beta^* \) at the same rates as in standard (not mixed) regression.

**Optimality of sample complexity.** The sample complexity requirements of Theorem 2 and Corollary 1 are optimal. The results require the number of samples \( n_1, n_2 \) to be \( \Omega(p) \). Since we are estimating two \( p \) dimensional vectors without any further structure, this result cannot be improved.

### 3.3 Stochastic Noise and Consistency

We now consider the stochastic noise setting. We show that for Gaussian covariate in the balanced setting, we have asymptotic consistency and the rates we obtain match information-theoretic bounds we give in Section 3.3 and hence are minimax optimal. Specifically, our setup is as follows. We assume the covariates \( \{x_i\} \) have i.i.d. Gaussian entries with zero mean and unit variance. For the noise, we assume \( \{e_i\} \) are i.i.d., zero-mean sub-Gaussian with \( \mathbb{E} [e_i^2] = \sigma^2 \) and their sub-Gaussian norm \( \|e_i\|_{\psi_2} \leq c \sigma \) for some absolute constant \( c \), and are independent of \( \{x_i\} \).

Much like in standard regression, the independence assumption on \( \{e_i\} \) makes the least-squares objective analytically convenient. In particular, we consider a Lagrangian formulation, regularizing the squared loss objective with the nuclear norm of \( K \). Thus, we solve the following:
\[
\min_{K,g} \sum_{i=1}^{n} \left( -\langle x_i, x_i^\top K \rangle + 2y_i \langle x_i, g \rangle - y_i^2 + \sigma^2 \right)^2 + \lambda \|K\|_*.
\] (6)

We assume the noise variance \(\sigma^2\) is known and can be estimated.\(^3\) As with the arbitrary noise case, our first theorem guarantees \((\hat{K}, \hat{g})\) is close to \((K^*, g^*)\), and then a companion theorem gives error bounds on estimating \(\hat{\beta}_w^*\).

**Theorem 3.** For any constant \(0 < c_3 < 2\), there exist numerical positive constant \(c_1, c_2, c_4, c_5, c_6\), which might depend on \(c_3\), such that the following hold. Assume \(\frac{n_1}{n_2}, \frac{n_2}{n_1} = \Theta(1)\). Suppose: (1) \(\alpha \geq c_3\); (2) \(\min \{n_1, n_2\} \geq c_4p\); (3) \(\{x_i\}\) are Gaussian; and (4) \(\lambda\) satisfies

\[\lambda \geq c_5\sigma (\|\beta_1^*\|_2 + \|\beta_2^*\|_2 + \sigma) (\sqrt{np} + |n_1 - n_2| \sqrt{p}) \log^3 n.\]

With probability at least \(1 - c_1n^{-c_2}\), any optimal solution \((\hat{K}, \hat{g})\) to the regularized least squares program \(\hat{g}\) satisfies

\[\|\hat{K} - K^*\|_F \leq c_6 \frac{1}{n} \lambda,\]
\[\|\hat{g} - g^*\|_2 \leq c_6 \frac{1}{n (\|\beta_1^*\|_2 + \|\beta_2^*\|_2 + \sigma)} \lambda.\]

The bounds in the above theorem depend on \(|n_1 - n_2|\). This appears as a result of the objective function in the formulation \(\hat{g}\) and not an artifact of our analysis.\(^4\) Nevertheless, in the balanced setting with \(|n_1 - n_2|\) small, we have consistency with optimal convergence rate. In this case, running Algorithm \(1\) on the optimal solution \((\hat{K}, \hat{g})\) of the program \(\hat{g}\) to estimate the \(\beta^*\)'s, we have the following guarantees.

**Theorem 4** (Estimating \(\beta^*\), stochastic noise). Suppose \(|n_1 - n_2| = O(\sqrt{n \log n})\), the conditions 1–3 in Theorem 3 hold, \(\lambda \propto \sigma (\|\beta_1^*\|_2 + \|\beta_2^*\|_2 + \sigma) \sqrt{np} \log^3 n\), and \(n \geq c_3 p \log^8 n\). Then with probability at least \(1 - c_1n^{-c_2}\), the output \(\hat{\beta} = (\hat{\beta}_1, \hat{\beta}_2)\) of Algorithm \(1\) satisfies

\[\rho(\hat{\theta}, \theta^*) \leq c_4 \sigma \sqrt{\frac{p}{n}} \log^4 n + c_4 \min \left\{ \frac{\sigma^2}{\|\beta_1^*\|_2 + \|\beta_2^*\|_2} \sqrt{\frac{p}{n}}, \sigma \left( \frac{p}{n} \right)^{1/4} \right\} \log^4 n.\]

Notice the error bound has three terms which are proportional to \(\sigma \sqrt{\frac{p}{n}} \|\beta_1^*\|_2 \sqrt{\frac{p}{n}}\) and \(\sigma \left( \frac{p}{n} \right)^{1/4}\), respectively (ignoring log factors). We shall see that these three terms match well with the information-theoretic lower bounds given in Section 3.3 and represent three phases of the error rate.

**Discussion of Assumptions.** The theoretical results in this sub-section assume Gaussian covariate distribution in addition to sub-Gaussianity of the noise. This assumption can be relaxed, but using our analysis, it comes at a cost in terms of convergence rate (and hence sample complexity required for bounded error). It can be shown that \(n = \tilde{O}(p\sqrt{p})\) suffices under a general sub-Gaussian assumption on the covariate. We believe this additional cost is an artifact of our analysis.

\(^3\)We note that similar assumptions are made in \([10]\). It might be possible to avoid the dependence on \(\sigma\) by using a symmetrized error term (see, e.g., \([5]\)).

\(^4\)Intuitively, if the majority of the observations are generated by one of the \(\beta_w^*\)'s, then the objective produces a solution that biases toward this \(\beta_w^*\) since this solution fits more observations. It might be possible to compensate for such bias by optimizing a different objective.
3.4 Minimax Lower Bounds

In this subsection, we derive minimax lower bounds on the estimation errors for both the arbitrary and stochastic noise settings. Recall that $\theta^* := (\beta_1^*, \beta_2^*) \in \mathbb{R}^p \times \mathbb{R}^p$ is the true regressor pairs, and we use $\hat{\theta} = \hat{\theta}(X, y) = (\hat{\beta}_1, \hat{\beta}_2)$ to denote any estimator, which is a measurable function of the observed data $(X, y)$. For any $\theta = (\beta_1, \beta_2)$ and $\theta' = (\beta'_1, \beta'_2)$ in $\mathbb{R}^p \times \mathbb{R}^p$, we have defined the error (semi)-metric

$$
\rho(\theta, \theta') := \min \left\{ \|\beta_1 - \beta'_1\|_2 + \|\beta_2 - \beta'_2\|_2, \|\beta_1 - \beta'_2\|_2 + \|\beta_2 - \beta'_1\|_2 \right\}.
$$

**Remark 1.** We show in the appendix that $\rho(\cdot, \cdot)$ satisfies the triangle inequality.

We consider the following class of parameters:

$$
\Theta(\gamma) := \{ \theta = (\beta_1, \beta_2) \in \mathbb{R}^p \times \mathbb{R}^p : 2 \|\beta_1 - \beta_2\| \geq \|\beta_1\| + \|\beta_2\| \geq \gamma \},
$$

i.e., pairs of regressors whose norms and separation are lower bounded.

We first consider the arbitrary noise setting, where the noise $e$ is assumed to lie in the $\ell_2$-ball $B(\epsilon) := \{ \alpha \in \mathbb{R}^n : \|\alpha\|_2 \leq \epsilon \}$ and otherwise arbitrary. We have the following theorem.

**Theorem 5** (Lower bound, arbitrary noise). There exist universal constants $c_0, c_1 > 0$ such that the following is true. If $n \geq c_1 p$, then for any $\gamma > 0$ and any hidden labels $z \in \{0, 1\}^n$, we have

$$
\inf_{\hat{\theta}} \sup_{\theta^* \in \Theta(\gamma)} \sup_{e \in B(\epsilon)} \rho(\hat{\theta}, \theta^*) \geq c_0 \frac{\epsilon}{\sqrt{n}}
$$

with probability at least $1 - n^{-10}$, where the probability is w.r.t. the randomness in $X$.

The lower bound above matches the upper bound given in Theorem 2, thus showing that our convex formulation is minimax optimal and cannot be improved. Therefore, Theorems 2 and 5 together establish the following minimax rate of the arbitrary noise setting

$$
\rho(\hat{\theta}, \theta^*) \asymp \frac{\|\epsilon\|_2}{\sqrt{n}},
$$

which holds when $n \gtrsim p$.

For the stochastic noise setting, we further assume the two components have equal mixing weights. Recall that $z_i \in \{0, 1\}$ is the $i$-th hidden label, i.e., $z_i = 1$ if and only if $i \in \mathcal{I}_1$ for $i = 1, \ldots, n$. We have the following theorem.

**Theorem 6** (Lower bound, stochastic noise). Suppose $n \geq p \geq 64$, $X \in \mathbb{R}^{n \times p}$ has i.i.d. standard Gaussian entries, $e$ has i.i.d. zero-mean Gaussian entries with variance $\sigma^2$, and $z_i \sim \text{Bernoulli}(1/2)$. The following holds for some absolute constants $0 < c_0, c_1 < 1$.

1. For any $\gamma > \sigma$, we have

$$
\inf_{\hat{\theta}} \sup_{\theta^* \in \Theta(\gamma)} \mathbb{E}_{X, z, e} \left[ \rho(\theta^*, \hat{\theta}) \right] \geq c_0 \sigma \sqrt{\frac{p}{n}}.
$$

2. For any $c_1 \sigma \left( \frac{\epsilon}{n} \right)^{1/4} \leq \gamma \leq \sigma$, we have

$$
\inf_{\hat{\theta}} \sup_{\theta^* \in \Theta(\gamma)} \mathbb{E}_{X, z, e} \left[ \rho(\theta^*, \hat{\theta}) \right] \geq c_0 \frac{\sigma^2}{\gamma} \sqrt{\frac{p}{n}}.
$$
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3. For any $0 < \gamma \leq c_1 \sigma \left( \frac{p}{n} \right)^{1/4}$, we have

$$\inf_\theta \sup_{\theta^* \in \Theta(\gamma)} \mathbb{E}_{X, z, e} \left[ \rho(\theta^*, \hat{\theta}) \right] \geq c_0 \sigma \left( \frac{p}{n} \right)^{1/4}.$$  (11)

Here $\mathbb{E}_{X, z, e}[\cdot]$ denotes the expectation w.r.t. the covariate $X$, the hidden labels $z$ and the noise $e$.

We see that the three lower bounds in the above theorem match the three terms in the upper bound given in Theorem 4 respectively up to a polylog factor, proving the minimax optimality of the error bounds of our convex formulation. Therefore, Theorems 4 and 6 together establish the following minimax error rate (up to a polylog factor) in the stochastic noise setting:

$$\rho(\theta^*, \hat{\theta}) \asymp \begin{cases} 
\sigma \sqrt{n}, & \text{if } \gamma \gtrsim \sigma, \\
\frac{\sigma^2}{\gamma} \sqrt{\frac{n}{p}}, & \text{if } \sigma \left( \frac{p}{n} \right)^{1/4} \lesssim \gamma \lesssim \sigma, \\
\sigma \left( \frac{p}{n} \right)^{1/4}, & \text{if } \gamma \lesssim \sigma \left( \frac{p}{n} \right)^{1/4}, 
\end{cases}$$

where $\gamma$ is any lower bound on $\|\beta^*_1\| + \|\beta^*_2\|$. Notice how the scaling of the minimax error rate exhibits three phases depending on the Signal-to-Noise Ratio (SNR) $\gamma/\sigma$. (1) In the high SNR regime with $\gamma \gtrsim \sigma$, we see a fast rate – proportional to $1/\sqrt{n}$ – that is dominated by the error of estimating a single $\beta^*_1$ and is the same as the rate for standard linear regression. (2) In the low SNR regime with $\gamma \lesssim \sigma \left( \frac{p}{n} \right)^{1/4}$, we have a slow rate that is proportional to $1/n^{1/4}$ and is associated with the demixing of the two components $\beta^*_1, \beta^*_2$. (3) In the medium SNR regime, the error rate transitions between the fast and slow phases and depends in a precise way on the SNR. For a related phenomenon, see [2, 11].

3.5 Implications for Phase Retrieval

As an illustration of the power of our results, we discuss an application to the Phase Retrieval problem, which has recently received much attention (e.g., [9, 6, 7, 12, 19, 5]). Recall that in the real setting, the phase retrieval problem is essentially a regression problem without sign information. Most recent work has focused on the noiseless case. Here, the problem is as follows: we observe $(x_i, z_i) \in \mathbb{R}^p \times \mathbb{R}, i = 1, 2, \ldots n,$ where

$$z_i = \left| x_i^\top \beta^* \right|.$$

The goal is to recover the unknown vector $\beta^* \in \mathbb{R}^p$. The stability of recovery algorithms has also been considered. Most work has focused on the setting where noise is added to the phase-less measurements, that is,

$$z_i = \left| x_i^\top \beta^* \right| + e_i. \quad (12)$$

In many applications, however, it is also natural to consider the setting where the measurement noise is added before the phase is lost. This corresponds to the model:

$$z_i = \left| x_i^\top \beta^* + e_i \right|. \quad (13)$$

We may call (13) the Noisy Phase Model, as opposed to the Noisy Magnitude Model (12) considered by previous work on phase retrieval. This problem can be reduced to a mixed regression problem and solved by our algorithm. The reduction is as follows. We generate $n$ independent Rademacher
random variables $e_i, i = 1, \ldots, n$. For each $i$, we set $y_i = e_i z_i$. Let $s_i := \text{sign} \left( x_i^\top \beta^* + e_i \right)$ and $e'_i = e_i s_i e_i$, where we use the convention that $\text{sign}(0) = 1$. Then we have

$$y_i = e_i \left| x_i^\top \beta^* + e_i \right| = e_i s_i \left( x_i^\top \beta^* + e_i \right) = x_i^\top (e_i s_i \beta^*) + e'_i.$$  

If we let $\beta_1^* = \beta^*, \beta_2^* = -\beta^*$, $I_1 = \{ i : e_i s_i = 1 \}$ and $I_2 = \{ i : e_i s_i = -1 \}$, then the model becomes

$$y_i = x_i^\top \beta_0^* + e'_i, \quad \forall i \in I_b,$$  

which is precisely the mixed regression model we consider.

Note that with probability at least $1 - n^{-3}$, $\frac{\sigma}{2} - \sqrt{10n \log n} \leq n_b = |I_b| \leq \frac{\sigma}{2} + \sqrt{10n \log n}$ for $b = 1, 2$, so $|n_1 - n_2| = O \left( \sqrt{n \log n} \right)$. Also note that $\|e'\|_2 = \|e\|_2$. Conditioned on $\{I_b\}$, the distribution of $\{x_i\}$ is the same as its unconditional distribution. Therefore, applying our arbitrary-noise result from Theorem 2 we immediately get the following guarantees for phase retrieval under the Noisy Phase Model.

**Corollary 2** (Phase retrieval, arbitrary noise). Consider the Noisy Phase Model in (13). Suppose the $\{x_i\}$ are i.i.d., zero-mean sub-Gaussian with bounded sub-Gaussian norm, unit variance and fourth moment $\mu > 1$, $n \geq p$, $y \asymp c_4 \sqrt{n} \|\beta^*\|_2$ and the noise is arbitrary, but bounded in magnitude: $\|e\|_2 \lesssim \sqrt{n} \|\beta^*\|_2$. Then using the reduction described above, the output of the program (4) followed by Algorithm 4 satisfies

$$\min_{b=1,2} \| \hat{\beta}_b - \beta^* \|_2 \lesssim \frac{\|e\|_2}{\sqrt{n}}$$

with probability at least $1 - n^{-2}$.

The error bound above is again order-wise optimal, as we cannot achieve a smaller error even if the phase is not lost. Similarly as before, the large noise case with $\|e\|_2 \geq c_4 \sqrt{n} \|\beta^*\|_2$ can be handled trivially using the blind estimator $\hat{\beta} := \min_{\beta} \sum_{i \in [n]} \left| x_i^\top \beta - z_i \right|$, which in this case satisfies the optimal error bound $\| \hat{\beta} - \beta^* \|_2 \lesssim \|e\|_2 / \sqrt{n}$.

Next, consider the stochastic noisy case where $e_i$ is i.i.d., zero-mean symmetric sub-Gaussian with variance $\sigma^2$. Conditioned on $\{I_b\}$, the conditional distributions of $\{e'_i\}$ and $\{x_i\}$ inherit the properties of $e_i$ and the unconditional $x_i$, and are independent of each other. Applying Theorem 1 we have the following.

**Corollary 3** (Phase retrieval, stochastic noise). Consider the Noisy Phase Model in (13). Suppose the $\{x_i\}$ are i.i.d., zero-mean Gaussian with unit variance, and suppose that the noise $e_i$ is i.i.d., zero-mean symmetric sub-Gaussian with sub-Gaussian norm bounded by $c_3 \sigma$ and variance equal to $\sigma^2$. Suppose further that $n \geq p$ and $\lambda \asymp \sigma (\|\beta^*\|_2 + \sigma) \sqrt{p \log^4 n}$. Then using the reduction described above, the output of the program (4) followed by Algorithm 4 satisfies (up to the sign of $\beta^*$)

$$\min_{b=1,2} \| \hat{\beta}_b - \beta^* \|_2 \lesssim \sqrt{\frac{p}{n}} \log^4 n + \min \left\{ \sigma^2 \sqrt{\frac{n}{\|\beta^*\|_2}}, \sigma \left( \frac{p}{n} \right)^{1/4} \right\} \log^4 n$$

with probability at least $1 - n^{-2}$.

Phase retrieval is most interesting in the complex setting. Extension to this case is an interesting future direction.
3.6 Scalability

Finally, we make a comment on the scalability of the approach illustrated here. Both formulations (11)-(20) and (33) are Semidefinite Programs (SDP). In the arbitrary noise setting, the constraint in the convex program (11)-(20) can be rewritten as a collection of linear constraints through the standard transformation of convex $\ell_1$ constraints. The Lagrangian formulation (33) in the setting of stochastic noise, involves minimizing the sum of a trace norm term and a smooth quadratic term. The complexity of solving this regularized quadratic in the matrix space has similar complexity to problems such as matrix completion and PhaseLift, and first order methods can easily be adapted, thus allowing solution of large scale instances of the mixed regression problem.

4 Proof Outline

In this section, we provide the outline and the key ideas in the proofs of Theorems (11), (33), (4) and (7). The complete proofs, along with the perturbation results of Theorems (12), (4) are deferred to the appendix.

The main hurdle is proving strict curvature near the desired solution $(K^*, g^*)$ in the allowable directions. This is done by demonstrating that a linear operator related to the $\ell_1/\ell_2$ errors satisfies a restricted-isometry-like condition, and that this in turn implies a strict convexity condition along the cone centered at $(K^*, g^*)$ of all directions defined by potential optima.

4.1 Notation and Preliminaries

We use $\beta^*_b$ to denote $\beta^*_2$ if $b = 1$ and $\beta^*_1$ if $b = 2$. Let $\delta_b^* := \beta^*_b - \beta^*_b$. Without loss of generality, we assume $I_1 = \{1, \ldots, n_1\}$ and $I_2 = \{n_1 + 1, \ldots, n\}$. For $i = 1, \ldots, n_1$, we define $x_{1,i} := x_i$, $y_{1,i} = y_i$ and $e_{1,i} = e_i$; correspondingly, for $i = 1, \ldots, n_2$, we define $x_{2,i} := x_{n_1+i}$, $y_{2,i} := y_{n_1+i}$ and $e_{2,n+i}$. For each $b = 1, 2$, let $X_b \in \mathbb{R}^{n_b \times p}$ be the matrix with rows $\{x_{b,i}^\top, i = 1, \ldots, n_b\}$. For $b = 1, 2$ and $j = 1, \ldots, \lfloor n_b/2 \rfloor$, define the matrix $B_{b,j} := x_{b,2j}x_{b,2j}^\top - x_{b,2j-1}x_{b,2j-1}^\top$. Also let $e_b := [e_{b,1} \cdots e_{b,n_b}]^\top \in \mathbb{R}^{n_b}$.

For $b \in \{1, 2\}$, define the mapping $B_b : \mathbb{R}^{p \times p} \mapsto \mathbb{R}^{\lfloor n_b/2 \rfloor}$ by

$$(B_b Z)_j = \frac{1}{\lfloor n_b/2 \rfloor} \langle B_{b,j}, Z \rangle,$$

for each $j = 1, \ldots, \lfloor n_b/2 \rfloor$.

Since $y_{b,i} = x_{b,i}^\top \beta^*_b + e_{b,i}$, we have for any $Z \in \mathbb{R}^{p \times p}$, $z \in \mathbb{R}^p$ and for all $j = 1, \ldots, \lfloor n_b/2 \rfloor$,

$$\frac{1}{\lfloor n_b/2 \rfloor} \left( \langle B_{b,j}, Z \rangle - 2d_{b,j}^T z \right) = \frac{1}{\lfloor n_b/2 \rfloor} \left( \langle B_{b,j}, Z - 2\beta^*_b z^\top \rangle + \langle e_{b,2j}x_{b,2j} - e_{b,2j-1}x_{b,2j-1} \rangle^\top z \right)$$

$$= \langle B_b \left( Z - 2\beta^*_b z^\top \right) \rangle_j + \langle e_{b,2j}x_{b,2j} - e_{b,2j-1}x_{b,2j} \rangle^\top z,$$

for each $b = 1, 2$, we also define the matrices $A_{b,i} := x_{b,i}^\top \beta^*_b$, $i \in \{n_b\}$ and the mapping $A_b : \mathbb{R}^{p \times p} \mapsto \mathbb{R}^{n_b}$ given by

$$(A_b Z)_i = \frac{1}{n_b} \langle A_{b,i}, Z \rangle,$$

for each $i \in \{n_b\}$.

The following notation and definitions are standard. Let the rank-2 SVD of $K^*$ be $U \Sigma V^\top$. Note that $U$ and $V$ have the same column space, which equals span$(\beta^*_1, \beta^*_2)$. Define the projection
matrix \( P_U := UU^T = VV^T \) and the subspace \( T := \{ P_U Z + Y P_U : Z, Y \in \mathbb{R}^{p \times p} \} \). Let \( T^\perp \) be the orthogonal subspace of \( T \). The projections to \( T \) and \( T^\perp \) are given by

\[
P_T Z := P_U Z + Z P_U - P_U Z P_U, \quad P_{T^\perp} Z := Z - P_T Z.
\]

Denote the optimal solution to the optimization problem of interest (either (1) or (3)) as \((\hat{K}, \hat{g}) = (K^* + H, g^* + \hat{h})\). Let \( H_T := P_T H \) and \( H_T^\perp := P_{T^\perp} H \).

### 4.2 Upper Bounds for Arbitrary Noise: Proof Outline

The proof follows from three main steps.

1. First, the \( \ell_1 \) error term that in this formulation appears in the LHS of the constraint (5) in the optimization, is naturally related to the operators \( A_b \). Using the definitions above, for any feasible \((K, g) = (K^* + H, g^* + \hat{h})\), the constraint (5) in the optimization program can be rewritten as

\[
\sum_b \| n_b A_b (\hat{H} + 2\beta_b^{g^*} \hat{h}^T) + 2e_b \circ (X_b h) - e_b \circ (X_b \delta_b^{g^*}) - e_b^2 \|_1 \leq \eta.
\]

This inequality holds in particular for \( \hat{H} = 0 \) and \( h = 0 \) under the conditions of the theorem, as well as for \( \hat{H} \) and \( \hat{h} \) associated with the optimal solution since it is feasible. Now, using directly the definitions for \( A_b \) and \( B_b \), and a simple triangle inequality, we obtain that

\[
\sum_b n_b A_b \left( -\hat{H} + 2\beta_b^{g^*} \hat{h}^T \right) \|_1 \leq n_b \left| B_b \left( -\hat{H} + 2\beta_b^{g^*} \hat{h}^T \right) \right|_1.
\]

From the last two display equations, and using now the assumptions on \( \eta \) and on \( e \), we obtain an upper bound for \( B \) using the error bound \( \eta \):

\[
\sum_b n \left| B_b \left( -\hat{H} + 2\beta_b^{g^*} \hat{h}^T \right) \right|_1 - c_2 \sum_b \sqrt{n} \| e_b\|_2 \| \hat{h} \|_2 \leq 2 \eta.
\]

2. Next, we obtain a lower-bound on the last LHS by showing the operator \( B \) is an approximate isometry on low-rank matrices. Note that we want to bound the \( \| \cdot \|_2 \) norm of \( \hat{h} \) and the Frobenius norm of \( \hat{H} \), though we currently have an \( \ell_1 \)-norm bound on \( B \) in terms of \( \eta \), above. Thus, the RIP-like condition we require needs to relate these two norms. We show that with high probability, for low-rank matrices,

\[
\tilde{\delta} \| Z \|_F \leq \| B_b Z \|_1 \leq \tilde{\delta} \| Z \|_F, \quad \forall Z \in \mathbb{R}^{p \times p} \text{ with rank}(Z) \leq \rho.
\]

Proving this RIP-like result is done using concentration and an \( \epsilon \)-net argument, and requires the assumption \( \mu > 1 \). We then use this and the optimality of \((\hat{K}, \hat{g})\) to obtain the desired lower-bounds

\[
\sum_b \left| B_b \left( \hat{H} - 2\beta_b^{g^*} \hat{h}^T \right) \right|_1 \geq \frac{\sqrt{\alpha}}{c' \eta} \| \hat{H} \|_F \geq \frac{\sqrt{\alpha}}{c' \eta} \| \hat{H} \|_F;
\]

\[
\sum_b \left| B_b \left( \hat{H} - 2\beta_b^{g^*} \hat{h}^T \right) \right|_1 \geq \frac{\sqrt{\alpha}}{c' \eta} (\| \beta_1^* \|_2 + \| \beta_2^* \|_2) \| \hat{h} \|_2.
\]

3. The remainder of the proof involves combining the upper and lower bounds obtain in the last two steps. After some algebraic manipulations, and use of conditions in the assumptions of the theorem, we obtain the desired recovery error bounds

\[
\| \hat{h} \|_2 \lesssim \frac{1}{\sqrt{\alpha} n (\| \beta_1^* \|_2 + \| \beta_2^* \|_2)^\eta}, \quad \| \hat{H} \|_F \lesssim \frac{1}{n \sqrt{\alpha} \eta}.
\]
4.3 Upper Bounds for Stochastic Noise: Proof Outline

The main conceptual flow of the proof for the stochastic setting is quite similar to the deterministic noise case, though some significant additional steps are required, in particular, the proof of a second RIP-like result.

1. For the deterministic case, the starting point is the constraint, which allows us to bound \( A_b \) and \( B_b \) in terms of \( \eta \) using feasibility of \((K^*,g^*)\) and \((K^* + \hat{H},g^* + \hat{h})\). In the stochastic setup we have a Lagrangian (regularized) formulation, and hence we obtain the analogous result from optimality. Thus, the first step here involves showing that as a consequence of optimality, the solution \((\bar{K},\bar{g}) = (K^* + \hat{H},g^* + \hat{h})\) satisfies:

\[
\sum_b \left| n_b A_b \left( -\hat{H} + 2\beta_b \hat{h}^T \right) + 2e_\beta (X, h) \right|^2 \leq \lambda \left( \frac{3}{2} \left\| H_T \right\|_* - \frac{1}{2} \left\| H_F \right\|_* \right) + (\gamma + \sigma) \| h \|_2,
\]

where we have defined the parameter \( \gamma := \| \beta_1^* \|_2 + \| \beta_2^* \|_2 \). The proof of this inequality involves carefully bounding several noise-related terms using concentration. A consequence of this inequality is that \( \hat{H} \) and \( \hat{h} \) cannot be arbitrary, and must live in a certain cone.

2. The RIP-like condition for \( B_b \) in the stochastic case is more demanding. We prove a second RIP-like condition for \( \| B_b Z - D_b z \|_1 \), using the Frobenius norm of \( Z \) and the \( \ell_2 \)-norm of \( Z \):

\[
\delta \left( z \right) \leq \| B_b Z - D_b z \|_1 \leq \delta \left( \| Z \|_F + \sigma \| z \|_2 \right),
\]

\( \forall z \in \mathbb{R}^p, \forall Z \in \mathbb{R}^{p \times p} \) with \( \text{rank}(Z) \leq r \).

We then bound \( A \) by terms involving \( B \), and then invoke the above RIP condition and the cone constraint to obtain the following lower bound:

\[
\sum_b \left| n_b A_b \left( -\hat{H} + 2\beta_b \hat{h}^T \right) + 2e_\beta (X, h) \right|^2 \geq \frac{1}{8} n \left( \left\| H_T \right\|_F + (\gamma + \sigma) \| h \|_2 \right)^2.
\]

3. We now put together the upper and lower bounds in Step (1) and Step (2). This gives

\[
n \left( \left\| H_T \right\|_F + (\gamma + \sigma) \| h \|_2 \right)^2 \leq \lambda \left\| H_T \right\|_F + \lambda(\gamma + \sigma) \| h \|_2,
\]

from which it eventually follows that

\[
\| h \|_2 \leq \frac{1}{n (\gamma + \sigma)} \lambda, \quad \left\| H_T \right\|_F \leq \frac{1}{n} \lambda.
\]

4.4 Lower Bounds: Proof Outline

The high-level ideas in the proofs of Theorems 5 and 6 are similar: we use a standard argument \([33, 31, 4]\) to convert the estimation problem into a hypothesis testing problem, and then use information-theoretic inequalities to lower bound the error probability in hypothesis testing. In particular, recall the definition of the set \( \Theta(\gamma) \) of regressor pairs in \([7]\): we construct a \( \delta \)-packing \( \Theta = \{ \theta_1, \ldots, \theta_M \} \) of \( \Theta(\gamma) \) in the metric \( \rho \), and use the following inequality:

\[
\inf_{\theta} \sup_{\theta^* \in \Theta(\gamma)} \mathbb{E} \left[ \rho(\theta, \theta^*) \right] \geq \delta \inf_{\theta} \mathbb{P} \left( \theta \neq \theta^* \right), \quad (14)
\]
where on the RHS $\theta^*$ is assumed to be sampled uniformly at random from $\Theta$. To lower-bound the minimax expected error by $\frac{1}{\sqrt{2}}\delta$, it suffices to show that the probability on the last RHS is at least $\frac{1}{2}$. By Fano’s inequality [13], we have

$$P \left( \hat{\theta} \neq \theta^* \right) \geq 1 - \frac{I(y, X; \theta^*) + \log 2}{\log M}. \quad (15)$$

It remains to construct a packing set $\Theta$ with the appropriate separation $\delta$ and cardinality $M$, and to upper-bound the mutual information $I(y, X; \theta^*)$. We show how to do this for Part 2 of Theorem [6], for which the desired separation is $\delta = 2c_0 \frac{\sigma^2}{\kappa} \sqrt{\frac{p}{n}}$, where $\kappa = \frac{p}{\sqrt{n}}$. Let $\{\xi_1, \ldots, \xi_M\}$ be a $\frac{p-1}{16}$-packing of $\{0, 1\}^{p-1}$ in Hamming distance with log $M \geq (p-1)/16$, which exists by the Varshamov-Gilbert bound [26]. We construct $\Theta$ by setting $\theta_i := (\beta_i, -\beta_i)$ for $i = 1, \ldots, M$ with

$$\beta_i = \kappa_0 \epsilon_p + \sum_{j=1}^{p-1} (2\xi_i(j) - 1) \tau \epsilon_j,$$

where $\tau = \frac{4\delta}{\sqrt{p-1}}$, $\kappa_0^2 = \kappa^2 - (p-1)\tau^2$, and $\epsilon_j$ is the $j$-th standard basis in $\mathbb{R}^p$. We verify that this $\Theta$ indeed defines a $\delta$-packing of $\Theta(\gamma)$, and moreover satisfies $\|\beta_i - \beta_i'\|^2 \leq 16\delta^2$ for all $i \neq i'$. To bound the mutual information, we observe that by independence between $X$ and $\theta^*$, we have

$$I(\theta^*; X, y) \leq \frac{1}{M^2} \sum_{1 \leq i, i' \leq M} D(\mathbb{P}_i || \mathbb{P}_{i'}) = \frac{1}{M} \sum_{1 \leq i, i' \leq M} \sum_{j=1}^n \mathbb{E}_X \left[ D(\mathbb{P}_{i, X}^{(j)} || \mathbb{P}_{i', X}^{(j)}) \right],$$

where $\mathbb{P}_{i, X}^{(j)}$ denotes the distribution of $y_j$ conditioned on $X$ and $\theta^* = \theta_i$. The remaining and crucial step is to obtain sharp upper bounds on the above KL-divergence between two mixtures of one-dimensional Gaussian distributions. This requires some technical calculations, from which we obtain

$$\mathbb{E}_X D \left( \mathbb{P}_{i, X}^{(j)} || \mathbb{P}_{i', X}^{(j)} \right) \leq \frac{c' \|\beta_i - \beta_{i'}\|^2 \kappa^2}{\sigma^4}.$$

We conclude that $I(\theta^*; X, y) \leq \frac{1}{4} \log M$. Combining with (14) and (15) proves Part 2 of Theorem [6]. Theorem [5] and Parts 1, 3 of Theorem [5] are proved in a similar manner.

5 Conclusion

This paper provides a computationally and statistically efficient algorithm for mixed regression with two components. To the best of our knowledge, the is the first efficient algorithm that can provide $O(p)$ sample complexity guarantees. Under certain conditions, we prove matching lower bounds, thus demonstrating our algorithm achieves the minimax optimal rates. There are several interesting open questions that remain. Most immediate is the issue of understanding the degree to which the assumptions currently required for minimax optimality can be removed or relaxed. The extension to more than two components is important, though how to do this within the current framework is not obvious.

At its core, the approach here is a method of moments, as the convex optimization formulation produces an estimate of the cross moments, $(\beta_1^* \beta_2^\top + \beta_2^* \beta_1^\top)$. An interesting aspect of these results is the significant improvement in sample complexity guarantees this tailored approach brings, compared to a more generic implementation of the tensor machinery which requires use of third order moments. Given the statistical and also computational challenges related to third order tensors, understanding the connections more carefully seems to be an important future direction.
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Appendix

A Proofs of Theorems 2 and 4

In this section, we show that an error bound on the input $(\hat{K}, \hat{g})$ of Algorithm 1 implies an error bound on its output $(\hat{\beta_1}, \hat{\beta_2})$. Recall the quantities $\hat{J}$, $J^*$, $\hat{\lambda}$, $\lambda^*$, $\hat{v}$ and $v^*$ defined in Section 3.1 and in Algorithm 1.

A key component of the proof involves some perturbation bounds. We prove these in the first section below, and then use them to prove Theorems 2 and 4 in the two subsequent sections.

A.1 Perturbation Bounds

We require the following perturbation bounds.

**Lemma 1.** If $\|\hat{J} - J^*\|_F \leq \delta$, then

$$\left\| \sqrt{\hat{\lambda}} \hat{v} - \sqrt{\lambda^*} v^* \right\|_2 \leq 10 \min \left\{ \frac{\delta}{\sqrt{\|J^*\|}}, \sqrt{\delta} \right\}.$$  

*Proof.* By Weyl’s inequality, we have

$$\left| \hat{\lambda} - \lambda^* \right| \leq \left\| \hat{J} - J^* \right\|. \leq \delta.$$  

This implies

$$\left| \sqrt{\hat{\lambda}} - \sqrt{\lambda^*} \right| = \left| \frac{\hat{\lambda} - \lambda^*}{\sqrt{\hat{\lambda}} + \sqrt{\lambda^*}} \right| \leq 2 \min \left\{ \frac{\delta}{\sqrt{\lambda^*}}, \sqrt{\delta} \right\}. \quad (16)$$  

Using Weyl’s inequality and Davis-Kahan’s sine theorem, we obtain

$$\sin \angle(\hat{v}, v^*) \leq \min \left\{ \frac{2\|\hat{K} - K^*\|}{\|K^*\|}, 1 \right\} \leq \min \left\{ \frac{2\delta}{\lambda^*}, 1 \right\}. \quad (17)$$

On the other hand, we have

$$\left\| \hat{v} \sqrt{\hat{\lambda}} - v^* \sqrt{\lambda^*} \right\|_2 \leq \left\| \hat{v} \sqrt{\hat{\lambda}} - v^* \sqrt{\lambda^*} \right\|_2 + \left\| v^* \sqrt{\hat{\lambda}} - v^* \sqrt{\lambda^*} \right\|_2$$

$$= \sqrt{\hat{\lambda}} \| \hat{v} - v^* \|_2 + |v^*| \left| \sqrt{\hat{\lambda}} - \sqrt{\lambda^*} \right|$$

$$= \left( \sqrt{\lambda^*} + \sqrt{\hat{\lambda}} - \sqrt{\lambda^*} \right) \| \hat{v} - v^* \|_2 + \| v^* \|_2 \left| \sqrt{\hat{\lambda}} - \sqrt{\lambda^*} \right|$$

$$\leq \sqrt{\lambda^*} \| \hat{v} - v^* \|_2 + 3 \left| \sqrt{\hat{\lambda}} - \sqrt{\lambda^*} \right|,$$
where in the last inequality we use the fact that \( \|v^*\| = \|\hat{v}\| = 1 \). Elementary calculation shows that
\[
\|\hat{v} - v^*\|_2 = 2 \left| \sin \frac{1}{2} \angle (\hat{v}, v^*) \right| \leq \sqrt{2} \sin \angle (\hat{v}, v^*).
\]

It follows that
\[
\|\hat{v} \sqrt{\lambda} - v^* \sqrt{\lambda^*}\|_2 \leq \sqrt{2} \|\sin \angle (\hat{v}, v^*)\| + 3 \sqrt{\lambda - \lambda^*} \\
\leq \sqrt{2} \min \left\{ \frac{2\delta}{\sqrt{\lambda^*}}, \frac{\delta}{\sqrt{\lambda^*}} \right\} + 6 \min \left\{ \frac{\delta}{\sqrt{\lambda^*}}, \delta \right\} \\
\leq 10 \min \left\{ \frac{\delta}{\sqrt{\lambda^*}}, \delta \right\},
\]
where we use (16) and (17) in the second inequality. We can now use this perturbation result to provide guarantees on recovering \( \beta_1^* \) and \( \beta_2^* \) given noisy versions of \( g^* \) and \( K^* \). To this end, suppose we are given \( \hat{K} \) and \( \hat{g} \) which satisfy
\[
\|\hat{K} - K^*\|_F \leq \delta_K, \quad \|\hat{g} - g^*\|_2 \leq \delta_g.
\]
Then by triangle inequality we have
\[
\|\hat{J} - J^*\|_F \leq \delta_K + 2\delta_g \|g^*\|_2 + \delta_g^2.
\]
Therefore, up to relabeling \( b \), we have
\[
\|\hat{\beta}_b - \beta_b^*\|_2 \leq \|\hat{g} - g^*\|_2 + \|\sqrt{\lambda} \hat{v} - \sqrt{\lambda^*} v^*\|_2 \\
\leq \delta_g + \min \left\{ \frac{\delta_K + 2\delta_g \|g^*\|_2 + \delta_g^2}{\|\beta_b^* - \beta_b^2\|_2}, \sqrt{\delta_K + 2\delta_g \|g^*\|_2 + \delta_g^2} \right\},
\]
where the second inequality follows from Lemma 1 and \( \lambda^* = \frac{1}{4} \|\beta_1^* - \beta_2^*\|_2^2 \).

We shall apply this result to the optimal solution \((\hat{K}, \hat{g})\) obtained in the arbitrary noise setting, and in the stochastic noise setting, and thus prove Theorems 2 and 4.

A.2 Proof of Theorem 2 (Arbitrary Noise)

In the case of arbitrary noise, as set up above, Theorem 1 guarantees the following:
\[
\delta_K \times \sqrt{n} \frac{\|e\|_2 \|\beta_2^* - \beta_b^*\|_2 + \|e\|_2^2}{\sqrt{\alpha n}} \leq \frac{1}{\sqrt{\alpha}} \frac{\|e\|_2}{\sqrt{n}} \|\beta_1^* - \beta_b^2\|,
\]
\[
\delta_g \times \sqrt{n} \frac{\|e\|_2 \|\beta_2^* - \beta_b^*\|_2 + \|e\|_2^2}{\sqrt{\alpha n} \left( \|\beta_1^*\|_2 \|\beta_2^*\|_2 \right)} \leq \frac{\|e\|_2}{\sqrt{n}}.
\]
where we use the assumption $\|e\|_2 \leq \frac{\sqrt{\alpha}}{\sqrt{c}n} (\|\beta_1\|_2 + \|\beta_2\|_2) \times \frac{1}{\sqrt{c}n} \|\beta_1^* - \beta_2^*\|_2$. Using (18), we get that up to relabeling $b$,

$$
\begin{align*}
\|\beta_b - \beta_b^*\|_2 &\leq \frac{\|e\|_2}{\sqrt{n}} + \min \left\{ \frac{1}{\sqrt{\alpha}} \frac{\|e\|_2}{\sqrt{n}} + \frac{\|e\|_2^2}{n \|\beta_1 - \beta_2\|_2}, \sqrt{\frac{1}{\alpha \sqrt{n}} \|e\|_2 \|\beta_1 - \beta_2\|_2} \right\} \\
&\leq \frac{1}{\sqrt{\alpha}} \frac{\|e\|_2}{\sqrt{n}} + \min \left\{ \frac{\|e\|_2^2}{n \|\beta_1 - \beta_2\|_2}, \sqrt{\frac{1}{\alpha \sqrt{n}} \|e\|_2 \|\beta_1 - \beta_2\|_2} \right\} \\
&\leq \frac{1}{\sqrt{\alpha}} \frac{\|e\|_2}{\sqrt{n}}.
\end{align*}
$$

### A.3 Proof of Theorem 4 (Stochastic Noise)

Next consider the setting with stochastic noise. Under the assumption of Theorem 4, Theorem 3 guarantees the following bounds on the errors in recovering $K^*$ and $g^*$:

$$
\begin{align*}
\delta_K &\asymp \sigma (\|\beta_1\|_2 + \|\beta_2\|_2 + \sigma) \sqrt{\frac{p}{n} \log^4 n}, \\
\delta_g &\asymp \sigma \sqrt{\frac{p}{n} \log^4 n}.
\end{align*}
$$

If we let $\gamma = \|\beta_1\|_2 + \|\beta_2\|_2$, then this means

$$
\begin{align*}
\delta_K + 2\delta_g \|g^*\|_2 + \delta_g^2 &\asymp \sigma \gamma \sqrt{\frac{p}{n} \log^4 n} + \sigma^2 \sqrt{\frac{p}{n} \log^4 n} + \sigma^2 \sqrt{\frac{p}{n} \log^8 n} \\
&\leq \sigma \gamma \sqrt{\frac{p}{n} \log^4 n} + \sigma^2 \sqrt{\frac{p}{n} \log^4 n},
\end{align*}
$$

where last inequality follows from the assumption that $n \geq p \log^8 n$ for some $c > 1$. Combining these with (18), we obtain that up to relabeling of $b$,

$$
\begin{align*}
\|\hat{\beta}_b - \beta_b^*\|_2 &\leq \sigma \sqrt{\frac{p}{n} \log^4 n} + \min \left\{ \frac{\sigma \gamma \sqrt{\frac{p}{n}} + \sigma^2 \sqrt{\frac{p}{n}}}{\sqrt{\alpha \gamma}}, \sqrt{\frac{\sigma \gamma \sqrt{\frac{p}{n}} + \sigma^2 \sqrt{\frac{p}{n}}}{\gamma}} \right\} \log^4 n \\
&\leq \sigma \sqrt{\frac{p}{n} \log^4 n} + \min \left\{ \frac{\sigma^2 \sqrt{\frac{p}{n}}}{\gamma}, \sqrt{\frac{\sigma \gamma \sqrt{\frac{p}{n}} + \sigma^2 \sqrt{\frac{p}{n}}}{\gamma}} \right\} \log^4 n,
\end{align*}
$$

where the last inequality follows from $\alpha$ being lower-bounded by a constant. Observe that the minimization in the last RHS is no larger than $\sigma \sqrt{\frac{p}{n}}$ if $\gamma \geq \sigma$, and equals $\min \left\{ \frac{\sigma^2 \sqrt{\frac{p}{n}}}{\gamma}, \sigma \left( \frac{p}{n} \right)^{1/4} \right\}$ if $\gamma < \sigma$. It follows that

$$
\|\hat{\beta}_b - \beta_b^*\|_2 \leq \sigma \sqrt{\frac{p}{n} \log^4 n} + \min \left\{ \frac{\sigma^2 \sqrt{\frac{p}{n}}}{\gamma}, \sigma \left( \frac{p}{n} \right)^{1/4} \right\} \log^4 n.
$$
B Proof of Theorem 1

We now fill in the details for the proof outline given in Section 4.2 and complete the proof of Theorem 1 for the arbitrary noise setting. Some of the more technical or tedious proofs are relegated to the appendix. As in the proof outline, we assume the optimal solution to the optimization is $(\hat{\mathbf{K}}, \hat{\mathbf{g}}) = (\mathbf{K}^* + \mathbf{H}, \mathbf{g}^* + \mathbf{h})$, and recall that $\hat{\mathbf{H}}_T := \mathcal{P}_T \mathbf{H}$ and $\hat{\mathbf{H}}_T^\perp := \mathcal{P}_{T^\perp} \mathbf{H}$. Note that $\hat{\mathbf{H}}_T$ has rank at most 4 and $\hat{\mathbf{H}}_T^\perp$ has rank at most $p - 4$. We have

$$\|\hat{\mathbf{K}}\|_* - \|\mathbf{K}^*\|_* \geq \|\mathbf{K}^* + \hat{\mathbf{H}}_T\|_* - \|\hat{\mathbf{H}}_T\|_* - \|\mathbf{K}^*\|_* = \|\hat{\mathbf{H}}_T^\perp\|_* - \|\hat{\mathbf{H}}_T\|_*.$$  

(19)

### B.1 Step (1): Consequence of Feasibility

This step uses feasibility of the solution, to get a bound on $\mathcal{B}$ in terms of the error parameter $\eta$.

For any $(\mathbf{K}, \mathbf{g}) = (\mathbf{K}^* + \mathbf{H}, \mathbf{g}^* + \mathbf{h})$, it is easy to check that

$$-\langle \mathbf{x}_{b,i}^\top \mathbf{x}_{b,i}, \mathbf{K} \rangle + 2y_{b,i} \langle \mathbf{x}_{b,i}, \mathbf{g} \rangle - y_{b,i}^2 = -\langle \mathbf{x}_{b,i}^\top \mathbf{x}_{b,i}, \mathbf{H} \rangle + 2y_{b,i} \langle \mathbf{x}_{b,i}, \mathbf{h} \rangle - e_{b,i} \mathbf{x}_{b,i}^\top \mathbf{e}_{b,i} - e_{b,i}^2. \quad (20)$$

Therefore, the constraint (5) is equivalent to

$$\sum_{b=1}^n \sum_{i=1}^n \left| -\langle \mathbf{x}_{b,i}^\top \mathbf{x}_{b,i}, \mathbf{H} \rangle + 2 \langle \mathbf{x}_{b,i}^\top \mathbf{e}_{b,i} + e_{b,i}, \mathbf{x}_{b,i} \rangle - e_{b,i} \mathbf{x}_{b,i}^\top \mathbf{e}_{b,i} - e_{b,i}^2 \right| \leq \eta. \quad (21)$$

Using the notation from Section 4.1, this can be rewritten as

$$\sum_b \left\| n_b A_b \left( -\mathbf{H} + 2 \mathbf{e}_{b,i}^\top \mathbf{e}_{b,i} \right) + 2 e_b \circ (\mathbf{X}_b \mathbf{h}) - e_b \circ (\mathbf{X}_b \mathbf{e}_b^*) - e_b^2 \right\|_1 \leq \eta,$$

where $\circ$ denotes the element-wise product and $e_b^2 = e_b \circ e_b$.

First, note that $\mathbf{K}^*$ and $\mathbf{g}^*$ are feasible. By standard bounds on the spectral norm of random matrices [27], we know that with probability at least $1 - 2 \exp(-cn_b)$,

$$\|\mathbf{X}_b \mathbf{z}\|_2 \lesssim \sqrt{n_b} \|\mathbf{z}\|_2, \forall \mathbf{z} \in \mathbb{R}^p.$$  

We thus have

$$\| -e_b \circ (\mathbf{X}_b \mathbf{e}_b^*) - e_b^2 \|_1 \leq c_1 \left( \sqrt{n_b} \|e_b\|_2 \|\mathbf{e}_b^*\|_2 + \|e_b^2\|_2 \right) \leq c_1 \sqrt{n_b} \|e_b\|_2 \|\mathbf{e}_b^*\|_2 \|\beta_2^* - \mathbf{e}_b^2\|_2 \leq \eta,$$

where we use the assumptions on $e$ and $\eta$ in (a) and (b), respectively. This implies that (21) holds with $\mathbf{H} = \mathbf{0}$ and $\mathbf{h} = \mathbf{0}$, thus showing the feasibility of $(\mathbf{K}^*, \mathbf{g}^*)$.

Since $(\hat{\mathbf{K}}, \hat{\mathbf{g}})$ is feasible by assumption, combining the last two display equations and (21), we further have

$$\sum_b \left\| n_b A_b \left( -\hat{\mathbf{H}} + 2 \hat{\mathbf{e}}_{b,i}^\top \hat{\mathbf{e}}_{b,i} \right) + 2 e_b \circ (\mathbf{X}_b \hat{\mathbf{h}}) \right\|_1 \leq \sum_b \left\| 2 e_b \circ (\mathbf{X}_b \hat{\mathbf{h}}) \right\|_1 + \sum_b \left\| -2 e_b \circ (\mathbf{X}_b \mathbf{e}_b^*) - e_b^2 \right\|_1 + \eta \leq c_2 \sum_b \sqrt{n_b} \|e_b\|_2 \|\hat{\mathbf{h}}\|_2 + 2\eta.$$  

(22)
Now from the definition of $A_b$ and $B_b$, we have
\[
\|B_b \left( -\hat{H} + 2\beta_b^* \hat{h}^\top \right) \|_1 \leq \frac{|n_b/2|}{2} \sum_{j=1}^{\lfloor n_b/2 \rfloor} \left\| \left\langle A_{b,2j}, -\hat{H} + 2\beta_b^* \hat{h}^\top \right\rangle_1 + \left\| \left\langle A_{b,2j-1}, -\hat{H} + 2\beta_b^* \hat{h}^\top \right\rangle_1 \right\|
\]
\[
\leq n_b \left\| A_b \left( -\hat{H} + 2\beta_b^* \hat{h}^\top \right) \right\|_1.
\]

It follows from (22) and $n_1 \asymp n_2 \asymp n$ that
\[
\sum_b n \left\| B_b \left( -\hat{H} + 2\beta_b^* \hat{h}^\top \right) \right\|_1 - c_2 \sum_b \sqrt{n} \left\| \varepsilon_b \right\|_2 \left\| \hat{h} \right\|_2 \leq 2\eta.
\]

(23)

This concludes Step (1) of the proof.

B.2 Step (2): RIP and Lower Bounds

The bound in (23) relates the $\ell_1$-norm of $B$ and $\eta$. Since we want a bound on the $\ell_2$ and Frobenius norms of $\hat{h}$ and $\hat{H}$ respectively, a major step is the proof of an RIP-like property for $B$:

**Lemma 2.** The following holds for some numerical constants $c, \delta, \bar{\delta}$. For $b = 1, 2$, if $\mu > 1$ and $n_b \geq c\mu p$, then with probability $1 - \exp(-n_b)$, we have the following:
\[
\delta \left\| Z \right\|_F \leq \left\| B_b Z \right\|_1 \leq \bar{\delta} \left\| Z \right\|_F, \quad \forall Z \in \mathbb{R}^{p \times p} \text{ with } \text{rank}(Z) \leq \rho.
\]

We defer the proof of this lemma to the appendix, where in fact we show it is a special case of a similar result we use in Section C.

We now turn to the implications of this lemma, in order to get lower bounds on the term $\left\| B_b \left( -\hat{H} + 2\beta_b^* \hat{h}^\top \right) \right\|_1$ from the first term in (23), in terms of $\left\| \hat{h} \right\|_2$ and $\left\| \hat{H} \right\|_F$.

Since we have proved that $(K^*, g^*)$ is feasible, we have $\left\| \hat{K} \right\|_s \leq \left\| K^* \right\|_s$ by optimality. It follows from (19) that
\[
\left\| \hat{H}^\perp \right\|_s \leq \left\| \hat{H} \right\|_s.
\]

(24)

Let $K = c\frac{1}{\alpha}$ for $c$ some numeric constant to be chosen later. We can partition $\hat{H}_F^\perp$ into a sum of $M \equiv \frac{n_1}{K}$ matrices $\hat{H}_1, \ldots, \hat{H}_M$ according to the SVD of $\hat{H}_F^\perp$, such that $\text{rank}(\hat{H}_i) \leq K$ and the smallest singular value of $\hat{H}_i$ is larger than the largest singular value of $\hat{H}_{i+1}$ (cf. [20]). By Lemma 2 we get that for each $b = 1, 2$,
\[
\sum_{i=2}^{M} \left\| B_b(\hat{H}_i) \right\|_1 \leq \delta \sum_{i=2}^{M} \left\| \hat{H}_i \right\|_F \leq \delta \sum_{i=2}^{M} \frac{1}{\sqrt{K}} \left\| \hat{H}_{i-1} \right\|_s \leq \frac{\bar{\delta}}{\sqrt{K}} \left\| \hat{H}_{T_\perp} \right\|_s \leq \frac{\bar{\delta}}{\sqrt{K}} \sqrt{4} \left\| \hat{H}_T \right\|_F,
\]

(25)

where (a) follows from (24) and the rank of $\hat{H}_T$. It follows that for $b = 1, 2$,
\[
\left\| B_b \left( -\hat{H} + 2\beta_b^* \hat{h}^\top \right) \right\|_1 \geq \left\| B_b \left( -\hat{H} + 2\beta_b^* \hat{h}^\top \right) \right\|_1 - \sum_{i=2}^{M} \left\| B_b(\hat{H}_i) \right\|_1
\]
\[
\geq \left\| \hat{H}_T + \hat{H}_1 - 2\beta_b^* \hat{h}^\top \right\|_F - 2\delta \sqrt{\frac{1}{K}} \left\| \hat{H}_T \right\|_F,
\]
\[
\geq \left\| \hat{H}_T - 2\beta_b^* \hat{h}^\top \right\|_F - 2\delta \sqrt{\frac{1}{K}} \left\| \hat{H}_T \right\|_F,
\]
\[
\geq \delta \left\| \hat{H}_T - 2\beta_b^* \hat{h}^\top \right\|_F - 2\delta \sqrt{\frac{1}{K}} \left\| \hat{H}_T \right\|_F.
\]
where (a) follows from the triangle inequality, (b) follows from Lemma 2 and (25), and (c) follows from the fact that \( \mathbf{H}_T - \beta_0 \hat{h}^\top \in T \) and \( \mathbf{H}_1 \in T^\perp \). Summing the above inequality for \( b = 1, 2 \), we obtain
\[
\sum_b \left\| \mathcal{B}_b \left( \mathbf{H} - 2\beta_b^* \hat{h}^\top \right) \right\|_1 \geq \delta \sum_b \left\| \mathbf{H}_T - 2\beta_b^* \hat{h}^\top \right\|_F - 4\delta \sqrt{\frac{1}{K}} \left\| \mathbf{H}_T \right\|_F.
\] (26)

The first term in the RHS of (26) can be bounded using the following lemma, whose proof is deferred to the appendix.

**Lemma 3.** We have
\[
\sum_b \left\| \mathbf{H}_T - 2\beta_b^* \hat{h}^\top \right\|_F \geq \sqrt{\alpha} \left\| \mathbf{H}_T \right\|_F,
\]
\[
\sum_b \left\| \mathbf{H}_T - 2\beta_b^* \hat{h}^\top \right\|_F \geq \sqrt{\alpha} (\|\beta_1^*\|_2 + \|\beta_2^*\|_2) \|\hat{h}\|_2.
\]

Combining (26) and the lemma, we obtain
\[
\sum_b \left\| \mathcal{B}_b \left( \mathbf{H} - 2\beta_b^* \hat{h}^\top \right) \right\|_1 \geq \left( \delta \sqrt{\alpha} - 4\delta \sqrt{\frac{1}{K}} \right) \left\| \mathbf{H}_T \right\|_F
\]
and
\[
\sum_b \left\| \mathcal{B}_b \left( \mathbf{H} - 2\beta_b^* \hat{h}^\top \right) \right\|_1 \geq \left( \delta - 4\delta \sqrt{\frac{1}{K}} \right) \sum_b \left\| \mathbf{H}_T - \beta_b \hat{h}^\top \right\|_F
\]
\[
\geq \left( \delta - 4\delta \sqrt{\frac{1}{K}} \right) \sqrt{\alpha} (\|\beta_1^*\|_2 + \|\beta_2^*\|_2) \|\hat{h}\|_2.
\]

Recall that \( K = c \frac{1}{\alpha} \). When \( c \) is sufficiently large, the above inequalities imply that for some numeric constant \( c' \),
\[
\sum_b \left\| \mathcal{B}_b \left( \mathbf{H} - 2\beta_b^* \hat{h}^\top \right) \right\|_1 \geq \frac{\sqrt{\alpha}}{c'} \left\| \mathbf{H}_T \right\|_F \geq \frac{\sqrt{\alpha}}{c'} \left\| \mathbf{H} \right\|_F, \] (27)
\[
\sum_b \left\| \mathcal{B}_b \left( \mathbf{H} - 2\beta_b^* \hat{h}^\top \right) \right\|_1 \geq \frac{\sqrt{\alpha}}{c'} (\|\beta_1^*\|_2 + \|\beta_2^*\|_2) \|\hat{h}\|_2, \] (28)

where the inequality (d) follows from (24) and \( \text{rank}(\mathbf{H}_T) \leq 4 \). This concludes the proof of Step (2).

**B.3 Step (3): Producing Error Bounds**

We now combine the result of the three steps, in order to obtain bounds on \( \|\hat{h}\|_2 \) and \( \|\hat{H}\|_F \) in terms of \( \eta \), and the other parameters of the problem, hence concluding the proof of Theorem 1.

From Step (1), we conclude the bound (23), which we reproduce:
\[
\sum_b n \left\| \mathcal{B}_b \left( -\mathbf{H} + 2\beta_b^* \hat{h}^\top \right) \right\|_1 \geq c_2 \sum_b \sqrt{n} \|\epsilon_b\|_2 \|\hat{h}\|_2 \leq 2\eta.
\]
Applying (23) to the LHS above, we get
\[ \sqrt{n} \sum_b (\sqrt{\alpha} \sqrt{n} (\|\beta_b^*\|_2 - \|e_b\|_2)) \|\hat{h}\|_2 \lesssim 2\eta. \]

Under the assumption \( \|e\|_2 \leq \frac{1}{c_5} \sqrt{\alpha} \sqrt{n} (\|\beta_1^*\|_2 + \|\beta_2^*\|_2) \) for some \( c_5 \) sufficiently large, we obtain the following bound for \( \|\hat{h}\|_2 \):
\[ \|\hat{h}\|_2 \lesssim \frac{1}{\sqrt{\alpha n} \left(\|\beta_1^*\|_2 + \|\beta_2^*\|_2\right)} \eta. \]

To obtain a bound on \( \|\hat{H}\|_F \), we note that
\[ \sum_b \|e_b\|_2 \|\hat{h}\|_2 \leq \frac{1}{c_5} \sqrt{n} \sum_b \sqrt{\alpha} \|\beta_b^*\|_2 \|\hat{h}\|_2 \leq \frac{c'}{c_5} \sqrt{n} \sum_b \left\| B_b \left( \hat{H} - 2\beta_b^* \hat{h}^\top \right) \right\|_1, \]
where we use the assumption on \( \|e\|_2 \) and (28) in the two inequalities, respectively. When \( c_5 \) is large, we combine the last display equation with (23) to obtain
\[ n \sqrt{\alpha} \left\| \hat{H} \right\|_F \lesssim n \sum_b \left\| B_b \left( \hat{H} - 2\beta_b^* \hat{h}^\top \right) \right\|_1 \lesssim 2\eta, \]
where we use (27) in the last inequality. This implies
\[ \left\| \hat{H} \right\|_F \lesssim \frac{1}{n \sqrt{\alpha}} \eta, \]
completing the proof of Step (3) and thus Theorem 1.

**C Proof of Theorem 3**

We follow the three steps from the proof outline in Section 4.3 to give the proof of Theorem 3 for the stochastic noise setting. We continue to use the notation given in Section 4.1. For each \( b = 1, 2 \), we define the vector \( d_{b,j} = e_{b,2j} x_{b,2j} - e_{b,2j-1} x_{b,2j-1} \) for \( j = 1, \ldots, \lfloor nb/2 \rfloor \), as well as the vectors \( e_{b,i} := y_{b,i} x_{b,i} \) for \( i \in [n_b] \). We let \( D_b := (\lfloor nb/2 \rfloor)^{-1} [d_{b,1}, \ldots, d_{b,\lfloor nb/2 \rfloor}]^\top \in \mathbb{R}^{\lfloor nb/2 \rfloor \times p} \). We also define the shorthand
\[ \gamma := \|\beta_1^*\|_2 + \|\beta_2^*\|_2. \]

Since the \( \{x_i\} \) are assumed to be Gaussian with i.i.d. entries, the statement of the theorem is invariant under rotation of the \( \beta_b^* \)'s. Therefore, it suffices to prove the theorem assuming \( \beta_1^* - \beta_2^* \) is supported on the first coordinate. The follow lemma shows that we can further assume \( \{x_i\} \) and \( e \) have bounded entries, since we are interested in results that hold with high probability. This simplifies the subsequent analysis.

**Lemma 4.** There exists an absolute constant \( c > 0 \) such that, if the conclusion of Theorem 3 holds w.h.p. with the additional assumption that
\[ x_i(l) \leq c \sqrt{\log n}, \forall i \in [n], l \in [p], \]
\[ e_i \leq c \sigma \sqrt{\log n}, \forall i \in [n], \]
then it also holds w.h.p. without this assumption.

We prove this lemma in the appendix. In the sequel, we therefore assume support \( (\beta_1^* - \beta_2^*) = \{1\} \), and the \( \{x_i\} \) and \( \{e_i\} \) satisfy the bounds in the above lemma.
C.1 Step (1): Consequence of Optimality

This step uses optimality of the solution \((\hat{K}, \hat{g}) = (K^*, \hat{H}, g^* + \hat{h})\), to get a bound on \(A\). By optimality, we have

\[
\sum_{i=1}^{n} \left( -\langle x_i x_i^T, \hat{K} \rangle + 2y_i \langle x_i, \hat{g} \rangle - y_i^2 + \sigma^2 \right)^2 + \lambda \| \hat{K} \|_s^2 \\
\leq \sum_{i=1}^{n} \left( -\langle x_i x_i^T, K^* \rangle + 2y_i \langle x_i, g^* \rangle - y_i^2 + \sigma^2 \right)^2 + \lambda \| K^* \|_s^2.
\]

Using the expression \((20)\), we have

\[
\sum_{i=1}^{n} \left( -\langle x_i x_i^T, \hat{H} \rangle + 2(x_i^T \beta_b^* + e_i) \langle x_i, \hat{h} \rangle - e_i x_i^T \delta_b^* - (e_i^2 - \sigma^2) \right)^2 + \lambda \| \hat{K} \|_s^2 \\
\leq \sum_{i=1}^{n} \left( -e_i x_i^T \delta_b^* - (e_i^2 - \sigma^2) \right)^2 + \lambda \| K^* \|_s^2.
\]

Defining the noise vectors \(w_{1,b} := -e_b \circ (X \delta_b^*)\), \(w_{2,b} := - (e_b^2 - \sigma^2 1)\) and \(w_b = w_{1,b} - w_{2,b}\), we can rewrite the display equation above as

\[
\sum_b \| n_b A_b (\hat{H} + 2 \beta_b^* \hat{h}^T) + 2 e_b \circ (X_b \hat{h}) + w_b \|_2^2 + \lambda \| \hat{K} \|_s^2 \leq \sum_{b=1,2} \| w_b \|_2^2 + \lambda \| \hat{K} \|_s^2.
\]

Expanding the squares and rearranging terms, we obtain

\[
\sum_b \| n_b A_b (\hat{H} + 2 \beta_b^* \hat{h}^T) + 2 e_b \circ (X_b \hat{h}) \|_2^2 \\
\leq \sum_b \left( -\hat{H} + 2 \beta_b^* \hat{h}^T, n_b A_b^* w_b \right) + \sum_b \left( \hat{h}, 2 X_b^T \text{diag}(e_b) w_b \right) + \lambda \left( \| K^* \|_s^2 - \| \hat{K} \|_s^2 \right) \\
\leq (a) \left( \| \hat{H}_T \|_s^2 + \| \hat{H}_T^T \|_s^2 \right) \cdot P + \| \hat{h} \|_2 \cdot Q + \lambda \left( \| K^* \|_s^2 - \| \hat{K} \|_s^2 \right) \\
\leq (b) \left( \| \hat{H}_T \|_s^2 + \| \hat{H}_T^T \|_s^2 \right) \cdot P + \| \hat{h} \|_2 \cdot Q + \lambda \left( \| \hat{H}_T \|_s^2 - \| \hat{H}_T^T \|_s^2 \right),
\]

where \(A_b^*\) is the adjoint operator of \(A_b\) and in (a) we have defined

\[
P := 2 \sum_b \| n_b A_b^* w_b \| ,
\]

\[
Q := \sum_b \| \beta_b^* \|_2 \| n_b A_b^* w_b \| + \sqrt{P} \| \sum_b 2 X_b^T \text{diag}(e_b) w_b \|_\infty ,
\]

and (b) follows from \((19)\). We need the following lemma, which bounds the noise terms \(P\) and \(Q\). Its proof is a substantial part of the proof to the main result, but quite lengthy. We therefore defer it to Section \((C.4)\).

**Lemma 5.** Under the assumption of the theorem, we have \(\lambda \geq 2P\) and \(\lambda \geq \frac{1}{\sigma + \gamma} Q\) with high probability.
Applying the lemma, we get
\begin{equation}
\sum_b \left\| n_b A_b \left( -\hat{H} + 2\beta_b^* \hat{h}^\top \right) + 2e_b \circ (X_b \hat{h}) \right\|_2^2 \leq \lambda \left( \frac{3}{2} \left\| \hat{H}_T \right\|_* - \frac{1}{2} \left\| \hat{H}_T^\top \right\|_* \right) + \lambda (\gamma + \sigma) \| \hat{h} \|_2. \tag{29}
\end{equation}

Since the right hand side of (29) is non-negative, we obtain the following cone constraint for the optimal solution:
\begin{equation}
\left\| \hat{H}_T^\top \right\|_* \leq \frac{5}{2} \left\| \hat{H}_T \right\|_* + (\gamma + \sigma) \| \hat{h} \|_2. \tag{30}
\end{equation}

This concludes the proof of Step (1) of the proof.

C.2 Step (2): RIP and Lower Bounds

We can get a lower bound to the expression in the LHS of (29) using \( \mathcal{B} \), as follows. Similarly as before, let \( K \) be some numeric constant to be chosen later; we partition \( \hat{H}_T^\top \) into a sum of \( M := \frac{n^2}{K} \) matrices \( \hat{H}_1, \ldots, \hat{H}_M \) according to the SVD of \( \hat{H}_T^\top \), such that \( \text{rank}(\hat{H}_i) \leq K \) and the smallest singular value of \( \hat{H}_i \) is larger than the largest singular value of \( \hat{H}_{i+1} \). Then we have the following chain of inequalities:
\begin{equation}
\sum_b \left\| n_b A_b \left( -\hat{H} + 2\beta_b^* \hat{h}^\top \right) + 2e_b \circ (X_b \hat{h}) \right\|_2^2 \geq \sum_b \left\| n_b B_b \left( -\hat{H} + 2\beta_b^* \hat{h}^\top \right) + 2n_b D_b \hat{h} \right\|_2^2 \geq \sum_b \left\| B_b \left( -\hat{H} + 2\beta_b^* \hat{h}^\top \right) + 2D_b \hat{h} \right\|_1^2 \geq \sum_b \left\| B_b \left( -\hat{H}_T + 2\beta_b^* \hat{h}^\top \right) + 2D_b \hat{h} \right\|_1 - \sum_{i=2}^M \left\| B_b(\hat{H}_i) \right\|_1 \right\|_1^2. \tag{31}
\end{equation}

Here (a) follows from the definitions of \( A_b \) and \( B_b \) and the triangle inequality, (b) follows from \( \| u \|_2 \geq \frac{1}{n_b} \| u \|_1 \) for all \( u \in \mathbb{R}^{n_b} \), (c) follows from \( n_1 \approx n_2 \), and (d) follows from the triangle inequality.

We see that in order to obtain lower bounds on (31) in terms of \( \| \hat{h} \|_2 \) and \( \| \hat{H} \|_F \), we need an extension of the previous RIP-like result from Lemma 2 in order to deal with the first term in (31). The following lemma is proved in the appendix.

**Lemma 6.** The following holds for some numerical constants \( c, \delta, \tilde{\delta} \). For \( b = 1, 2 \), if \( \mu > 1 \) and \( n_b \geq cpr \), then with probability \( 1 - \exp(-n_b) \), we have the following RIP-2:
\begin{align*}
\delta \left( \| Z \|_F + \sigma \| z \|_2 \right) &\leq \| B_b Z - D_b z \|_1 \leq \delta \left( \| Z \|_F + \sigma \| z \|_2 \right), \\
&\forall z \in \mathbb{R}^p, \forall Z \in \mathbb{R}^{p \times p} \text{ with rank}(Z) \leq r.
\end{align*}

Using this we can now bound the last inequality in (31) above. First, note that for each \( b = 1, 2 \),
\begin{equation}
\sum_{i=2}^M \left\| B_b(\hat{H}_i) \right\|_1 \quad \text{(a)} \leq \delta \sum_{i=2}^M \| \hat{H}_i \|_F \leq \delta \sum_{i=2}^M \frac{1}{\sqrt{K}} \| \hat{H}_{i-1} \|_* \leq \frac{\delta}{\sqrt{K}} \| \hat{H}_T^\top \|_*, \tag{32}
\end{equation}
where (a) follows from the upper bound in Lemma 6 with \( \sigma \) set to 0. Then, applying the lower-bound in Lemma 6 to the first term in the parentheses in (31) and (32) to the second term, we obtain

\[
\sum_b \left\| n_b A_b \left( -\hat{H} + 2\beta^*_b \hat{h}^\top \right) + 2e_b \circ (X_b \hat{h}) \right\|_2^2 \geq n \left( \sum_b \delta \left\| \hat{H} - 2\beta^*_b \hat{h}^\top \right\|_F + 2\delta \sigma \left\| \hat{h} \right\|_2 - \delta \sqrt{\frac{1}{K}} \left\| \hat{H} \right\|_* \right)^2 \geq n \left( \sum_b \delta^2 \left\| \hat{H} - 2\beta^*_b \hat{h}^\top \right\|_F + \delta^2 \sigma^2 \left\| \hat{h} \right\|_2^2 \right) \geq \frac{1}{\delta^2} \left( \left\| \hat{H} \right\|_F^2 + \gamma^2 \left\| \hat{h} \right\|_2^2 + \sigma^2 \left\| \hat{h} \right\|_2^2 \right) - \frac{1}{100} \left\| \hat{H} \right\|_*^2.
\]

Choosing \( K \) to be sufficiently large, and applying Lemma 3 we obtain

\[
\sum_b \left\| n_b A_b \left( -\hat{H} + 2\beta^*_b \hat{h}^\top \right) + 2e_b \circ (X_b \hat{h}) \right\|_2^2 \geq n \left( \left\| \hat{H} \right\|_F^2 + \gamma^2 \left\| \hat{h} \right\|_2^2 + \sigma^2 \left\| \hat{h} \right\|_2^2 \right) - \frac{1}{100} \left\| \hat{H} \right\|_*^2.
\]

Using (30), we further get

\[
\sum_b \left\| n_b A_b \left( -\hat{H} + 2\beta^*_b \hat{h}^\top \right) + 2e_b \circ (X_b \hat{h}) \right\|_2^2 \geq n \left( \left\| \hat{H} \right\|_F^2 + \gamma^2 \left\| \hat{h} \right\|_2^2 + \sigma^2 \left\| \hat{h} \right\|_2^2 \right) - \frac{1}{8} \left( \left\| \hat{H} \right\|_*^2 - \frac{1}{25} \left( \gamma^2 + \sigma^2 \right) \left\| \hat{h} \right\|_2^2 \right).
\]

This completes Step (2), and we are ready to combine the results to obtain error bounds, as promised in Step (3) and by the theorem.

**C.3 Step (3): Producing Error bounds**

Combining (29) and (33), we get

\[
n \left( \left\| \hat{H} \right\|_F + (\gamma + \sigma) \left\| \hat{h} \right\|_2 \right)^2 \lesssim \lambda \left\| \hat{H} \right\|_F + \lambda (\gamma + \sigma) \left\| \hat{h} \right\|_2,
\]

which implies \( \left\| \hat{H} \right\|_F + (\gamma + \sigma) \left\| \hat{h} \right\|_2 \lesssim \frac{1}{n} \). It follows that \( \left\| \hat{h} \right\|_2 \lesssim \frac{1}{n (\gamma + \sigma)} \) and

\[
\left\| \hat{H} \right\|_F \leq \left\| \hat{H} \right\|_* + \left\| \hat{H} \right\|_*^2 \leq \frac{7}{2} \left\| \hat{H} \right\|_* + (\gamma + \sigma) \left\| \hat{h} \right\|_2 \leq \frac{7}{2} \cdot \sqrt{4} \left\| \hat{H} \right\|_F + (\gamma + \sigma) \left\| \hat{h} \right\|_2 \leq \frac{1}{n} \lambda,
\]

where we use (30) in (a) and rank \( \left( \hat{H} \right) \leq 4 \) in (b). This completes Step (3) and the proof of the theorem.
C.4 Proof of Lemma 5

We now move to the proof of Lemma 5 which bounds the noise terms $P$ and $Q$. Note that

$$P = 2 \sum_b \|n_bA^*_bw_b\| \leq 2 \sum_b \|n_bA^*_bw_{1,b}\| + 2 \sum_b \|n_bA^*_bw_{2,b}\|,$$

and

$$Q = \sum_b \|\beta^*_b\|_2 \|n_bA^*_bw_b\| + \sqrt{p} \left\| \sum_b 2X^\top_b \text{diag}(e_b)w_b \right\|_{\infty} \leq P + \sqrt{p} \left\| \sum_b 2X^\top_b \text{diag}(e_b)w_{1,b} \right\|_{\infty} + \sqrt{p} \left\| \sum_b 2X^\top_b \text{diag}(e_b)w_{2,b} \right\|_{\infty}.$$

So the lemma is implied if we can show

$$S_1 + S_2 \leq \frac{\lambda}{2}, \quad S_3 + S_4 \leq \sigma \lambda, \quad \text{w.h.p.}$$

But $\lambda \gtrsim \sigma (\gamma + \sigma) (\sqrt{np} + |n_1 - n_2| \sqrt{p} ) \log^3 n$ by assumption of Theorem 3. Therefore, the lemma follows if each of the following bounds holds w.h.p.

$$S_1 \lesssim \sigma \gamma \sqrt{np} \log^3 n,$$
$$S_2 \lesssim \sigma^2 \sqrt{np} \log^3 n,$$
$$S_3 \lesssim \sigma^2 \gamma (\sqrt{np} + |n_1 - n_2| \sqrt{p} ) \log^2 n,$$
$$S_4 \lesssim \sigma^3 \sqrt{np} \log^2 n.$$

We now prove these bounds.

**Term $S_1$:** Note that $\gamma \geq \| \beta^*_1 - \beta^*_2 \|_2$, so the desired bound on $S_1$ follows from the lemma below, which is proved in the appendix.

**Lemma 7.** Suppose $\beta^*_1 - \beta^*_2$ is supported on the first coordinate. Then w.h.p.

$$\|S_1\| \lesssim \| \beta^*_1 - \beta^*_2 \|_2 \sigma \sqrt{np} \log^3 n.$$

**Term $S_2$:** By definition, we have

$$S_2 = 2 \sum_b \left\| \sum_{i=1}^{n_b} (e_{b,i}^2 - \sigma^2) x_{b,i}x_{b,i}^\top \right\|.$$

Here each $e_{b,i}^2 - \sigma^2$ is zero-mean, $\lesssim \sigma^2 \log n$ almost surely, and has variance $\lesssim \sigma^4$. The quantity inside the spectral norm is the sum of independent zero-mean bounded matrices. An application of the Matrix Bernstein inequality gives

$$\left\| \sum_{i=1}^{n_b} (e_{b,i}^2 - \sigma^2) x_{b,i}x_{b,i}^\top \right\| \lesssim \sigma^2 \sqrt{np} \log^3 n,$$

for each $b = 1, 2$. The desired bound follows.
Term $S_3$: We have

$$S_3 = \sqrt{p} \left\| \sum_b X_b^\top \text{diag} (e_b) (-e_b \circ (X_b \delta_b^*)) \right\|_\infty$$

$$= \sqrt{p} \left\| \sum_b X_b^\top \text{diag} (e_b^2) X_b \delta_b^* \right\|_\infty$$

$$= \sqrt{p} \max_{l \in [p]} \left\| \sum_b (e_b^2 \circ X_{b,l}) \top X_{b,l} \delta_b^* \right\|,$$

where $X_{b,l}$ is the $l$-th column of $X_b$. WLOG, we assume $n_1 \geq n_2$. Observe that for each $l \in [p]$,

$$\sum_b (e_b^2 \circ X_{b,l}) \top X_{b,l} \delta_b^* = \sum_{i=1}^{n_2} \left( e_{1,i}^2 x_{1,i}(l) x_{1,i}^\top, e_{2,i}^2 x_{2,i}(l) x_{2,i}^\top \right) \delta_i^1 + \sum_{i=n_2+1}^{n_1} e_{1,i}^2 x_{1,i}(l) x_{1,i}^\top \delta_i^1.$$

Let $\epsilon_i$ be the $i$-th standard basis vector in $\mathbb{R}^n$. The term $S_{3,1,l}$ can be written as

$$S_{3,1,l} = \sum_{i=1}^{n_2} \left( x_{1,i}^\top (e_{1,i}^2 \epsilon_l \delta_i^1) x_{1,i} - x_{2,i}^\top (e_{2,i}^2 \epsilon_l \delta_i^1) x_{2,i} \right)$$

$$= \chi^\top G \chi,$$

where

$$\chi^\top := \begin{bmatrix} e_{1,1} x_{1,1}^\top & e_{1,2} x_{1,2}^\top & \cdots & e_{1,n_2} x_{1,n_2}^\top & e_{2,1} x_{2,1}^\top & e_{2,2} x_{2,2}^\top & \cdots & e_{2,n_2} x_{2,n_2}^\top \end{bmatrix} \in \mathbb{R}^{2n_2 \times p}$$

$$G := \text{diag} \left( \epsilon_1 \delta_1^*, \epsilon_2 \delta_1^*, \ldots, \epsilon_i \delta_1^*, -\epsilon_i \delta_1^*, \ldots, -\epsilon_i \delta_1^* \right) \in \mathbb{R}^{2n_2 \times 2n_2};$$

in other words, $G$ is the block-diagonal matrix with $\{ \pm \epsilon_i \delta_i^1 \}$ on its diagonal. Note that $\mathbb{E} S_{3,1,l} = 0$, and the entries of $\chi$ are i.i.d. sub-Gaussian with parameter bounded by $\sigma \sqrt{\log n}$. Using the Hanson-Wright inequality (e.g., [21]), we obtain w.h.p.

$$\max_{l \in [p]} |S_{3,1,l}| \lesssim \|G\|_F \sigma^2 \log^2 n \leq \sigma^2 \sqrt{2n \gamma \log^2 n}.$$

Since $\delta_i^1$ is supported on the first coordinate, the term $S_{3,2,l}$ can be bounded w.h.p. by

$$\max_{l \in [p]} |S_{3,2,l}| = \max_{l \in [p]} \left\| \sum_{i=n_2+1}^{n_1} e_{1,i}^2 x_{1,i}(l) x_{1,i}^\top (1) \delta_i^1 (1) \right\| \lesssim (n_1 - n_2) \sigma^2 \gamma \log^2 n$$

using the Hoeffding’s inequality. It follows that w.h.p.

$$S_3 \leq \sqrt{p} \max_{l \in [p]} (|S_{3,1,l}| + |S_{3,2,l}|) \lesssim \sigma^2 \gamma (\sqrt{n p} + |n_1 - n_2| \sqrt{p}) \log^2 n.$$
Term $S_4$: We have w.h.p.

$$S_4 \leq 2\sqrt{p} \sum_b \left\| X^T (e_b \circ w_{2,b}) \right\|_\infty$$

\[(a) \lesssim \sqrt{p \log n} \sum_b \left\| e_b \circ w_{2,b} \right\|_2 \]

$$= \sqrt{p \log n} \sum_b \left\| e_b^2 - \sigma^2 e_b \right\|_2$$

\[(b) \lesssim \sigma^2 \sqrt{n p \log^2 n},\]

where in (a) we use the independence between $X$ and $e_b \circ w_{2,b}$ and the standard sub-Gaussian concentration inequality (e.g., [27]), and (b) follows from the boundedness of $e$.

D Proof of Theorem 5

We need some additional notation. Let $z := (z_1, z_2, \ldots, z_n)^\top \in \{0,1\}^n$ be the vector of hidden labels with $z_i = 1$ if and only if $i \in I_\ast$. We use $y(\theta^*, X, e, z)$ to denote the value of the response vector $y$ given $\theta^*$, $X$, $e$ and $z$, i.e.,

$$y(\theta^*, X, e, z) = z \circ (X \beta^*_1) + (1 - z) \circ (X \beta^*_2) + e,$$

where $1$ is the all-one vector in $\mathbb{R}^n$ and $\circ$ denotes element-wise product.

By standard results, we know that with probability $1 - n^{-10}$,

$$\|X \alpha\|_2 \leq 2\sqrt{n} \|\alpha\|_2, \forall \alpha \in \mathbb{R}^p.$$  \hspace{1cm} (34)

Hence it suffices to proves (34) in the theorem statement assuming (34) holds.

Let $v$ be an arbitrary unit vector in $\mathbb{R}^p$. We define $\delta := c_0 \sqrt{\gamma/n}$, $\theta_1 := (\frac{1}{2}\gamma v, -\frac{1}{2}\gamma v)$ and $\theta_2 = (\frac{1}{2}\gamma v + \delta v, -\frac{1}{2}\gamma v - \delta v)$. Note that $\theta_1, \theta_2 \in \Theta(\gamma)$ as long as $c_0$ is sufficiently small, and $\rho(\theta_1, \theta_2) = 2\delta$. We further define $e_1 := 0$ and $e_2 := -\delta (2z - 1) \circ (Xv)$. Note that $\|e_2\| \leq 2\sqrt{n} \delta \leq \epsilon$ by (34), so $e_1, e_2 \in \mathbb{B}(\epsilon)$. If we set $y_i = y(\theta_i, X, e_i, z)$ for $i = 1, 2$, then we have

$$y_2 = z \circ \left( X \left( \frac{1}{2}\gamma v + \delta v \right) \right) + (1 - z) \circ \left( X \left( -\frac{1}{2}\gamma v - \delta v \right) \right) + e_2$$

$$= (2z - 1) \circ \left( X \left( \frac{1}{2}\gamma v + \delta v \right) \right) - \delta (2z - 1) \circ (Xv)$$

$$= (2z - 1) \circ \left( X \left( \frac{1}{2}\gamma v \right) \right) + e_1$$

$$= y_1,$$

which holds for any $X$ and $z$. Therefore, for any $\hat{\theta}$, we have

$$\sup_{\theta^* \in \Theta(\gamma)} \sup_{e \in \mathbb{B}(\epsilon)} \rho \left( \hat{\theta}(X, y), \theta^* \right) \geq \frac{1}{2} \rho \left( \hat{\theta}(X, y_1), \theta_1 \right) + \frac{1}{2} \rho \left( \hat{\theta}(X, y_2), \theta_2 \right)$$

$$= \frac{1}{2} \rho \left( \hat{\theta}(X, y_1), \theta_1 \right) + \frac{1}{2} \rho \left( \hat{\theta}(X, y_1), \theta_2 \right)$$

$$\geq \frac{1}{2} \rho (\theta_1, \theta_2)$$

$$= \delta,$$
where the second inequality holds because \( \rho \) is a metric and satisfies the triangle inequality. Taking the infimum over \( \theta \) proves the theorem.

### E Proof of Theorem 6

Throughout the proof we set \( \kappa := \frac{1}{2\gamma} \).

#### E.1 Part 1 of the Theorem

We prove the first part of the theorem by establishing a lower-bound for standard linear regression. Set \( \delta_1 := c_0 \sigma \sqrt{\frac{1}{n}} \), and define the (semi)-metric \( \rho_1 (\cdot, \cdot) \) by \( \rho_1 (\beta, \beta') = \min \{|\beta - \beta'|, |\beta + \beta'|\} \).

We begin by constructing a \( \delta_1 \)-packing set \( \Phi_1 := \{\beta_1, \ldots, \beta_M\} \) of \( \mathbb{G}^p (\kappa) := \{\beta \in \mathbb{R}^p : |\beta| \geq \kappa\} \) in the metric \( \rho_1 \). We need a packing set of the hypercube \( \{0, 1\}^{p-1} \) in the Hamming distance.

**Lemma 8.** For \( p \geq 16 \), there exists \( \{\xi_1, \ldots, \xi_M\} \subset \{0, 1\}^{p-1} \) such that

\[
M \geq 2^{(p-1)/16},
\]

\[
\min \left\{ |\xi_i - \xi_j|_0, |\xi_i + \xi_j|_0 \right\} \geq \frac{p-1}{16}, \forall 1 \leq i < j \leq M.
\]

Let \( \tau := 2c_0 \sigma \sqrt{\frac{1}{n}} \) for some absolute constant \( c_0 > 0 \) that is sufficiently small, and \( \kappa_0^2 := \kappa^2 - (p-1)\tau^2 \). Note that \( \kappa_0 \geq 0 \) since \( \gamma \geq \sigma \) by assumption. For \( i = 1, \ldots, M \), we set

\[
\beta_i = \kappa_0 \epsilon_i + \sum_{j=1}^{p-1} (2\xi_i(j) - 1) \tau \epsilon_j,
\]

where \( \epsilon_j \) is the \( j \)-th standard basis in \( \mathbb{R}^p \) and \( \xi_i(j) \) is the \( j \)-th coordinate of \( \xi_i \). Note that \( |\beta_i|_2 = \kappa, \forall i \in [M] \), so \( \Phi_1 = \{\beta_1, \ldots, \beta_M\} \subset \mathbb{G}^p (\kappa) \). We also have that for all \( 1 \leq i < j \leq M \),

\[
|\beta_i - \beta_j|_2^2 \leq (p-1)\tau^2 = 4c_0^2 \sigma^2 (p-1) \frac{1}{n}.
\]

Moreover, we have

\[
\rho^2 (\beta_i, \beta_j) = \min \left\{ |\beta_i - \beta_j|_2^2, |\beta_i + \beta_j|_2^2 \right\}
\]

\[
\geq 4\tau^2 \min \left\{ |\xi_i - \xi_j|_0, |\xi_i + \xi_j|_0 \right\} \geq 4 \cdot 4c_0^2 \sigma^2 \frac{1}{n} \cdot \frac{p-1}{16} = \delta_1^2,
\]

so \( \Phi_1 = \{\beta_1, \ldots, \beta_M\} \) is a \( \delta_1 \)-packing of \( \mathbb{G}^p (\kappa) \) in the metric \( \rho_1 \).

Suppose \( \beta^* \) is sampled uniformly at random from the set \( \Phi_1 \). For \( i = 1, \ldots, M \), let \( P_i, X \) denote the distribution of \( y \) conditioned on \( \beta^* = \beta_i \) and \( X \), and \( P_i \) denote the joint distribution of \( X \) and \( y \) conditioned on \( \beta^* = \beta_i \). Because \( X \) are independent of \( z, e \) and \( \beta^* \), we have

\[
D (P_i || P'_{i'}) = \mathbb{E}_{P_i (X, y)} \log \frac{p_i (X, y)}{p'_{i'} (X, y)} = \mathbb{E}_{P_i (X, y)} \log \frac{p_i (y | X)}{p'_{i'} (y | X)} = \mathbb{E}_{P (X)} \left[ \mathbb{E}_{P_i (y | X)} \left[ \log \frac{p_i (y | X)}{p'_{i'} (y | X)} \right] \right] = \mathbb{E}_{X} \left[ D (P_i, X || P'_{i'}, X) \right].
\]
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Using the above equality and the convexity of the mutual information, we get that
\[
I(\beta^*; X, y) \leq \frac{1}{M^2} \sum_{1 \leq i, i' \leq M} D(\mathbb{P}_i \| \mathbb{P}_{i'}) = \frac{1}{M^2} \sum_{1 \leq i, i' \leq M} \mathbb{E}_X \left[ D(\mathbb{P}_i, X \| \mathbb{P}_{i'}, X) \right] = \frac{1}{M^2} \sum_{1 \leq i, i' \leq M} \mathbb{E}_X \left[ \frac{\|X\beta_i - X\beta_{i'}\|^2}{2\sigma^2} \right] = \frac{1}{M^2} \sum_{1 \leq i, i' \leq M} \frac{n \|\beta_i - \beta_{i'}\|^2}{2\sigma^2}.
\]

It follows from (35) that
\[
I(\beta^*; X, y) \leq 8c_0^2 \rho \leq \frac{1}{2} (\log_2 M) / (\log_2 \epsilon) = \frac{1}{4} \log M
\]
provided \(c_0\) is sufficiently small. Following a standard argument \[33, 31, 4\] to transform the estimation problem into a hypothesis testing problem (cf. Eq. (14) and (15)), we obtain
\[
\inf_{\hat{\beta}} \sup_{\beta^* \in \mathbb{C}_p(\kappa)} \mathbb{E}_{X, z, e} \left[ \rho_1 \left( \hat{\beta}, \beta^* \right) \right] \geq \frac{1}{\delta_1} \left( 1 - \frac{I(\beta^*; X, y) + \log 2}{\log M} \right) \geq \frac{1}{2}\delta_1 = \frac{1}{2}c_0\sigma\sqrt{\frac{p}{n}}.
\]
This establishes a minimax lower bound for standard linear regression. Now observe that given any standard linear regression problem with regressor \(\beta^* \in \mathbb{C}_p(\kappa)\), we can reduce it to a mixed regression problem with \(\Theta^* = (\beta^*, -\beta^*) \in \Theta(\gamma)\) by multiplying each \(y_i\) by a Rademacher \(\pm 1\) variable. Part 1 of the theorem hence follows.

**E.2 Part 2 of the Theorem**

Let \(\delta_2 := 2c_0\sigma^2 \sqrt{\frac{2-1}{n}}\). We first construct a \(\delta_2\)-packing set \(\Theta_2 := \{\theta_1, \ldots, \theta_M\}\) of \(\Theta(\gamma)\) in the metric \(\rho(\cdot, \cdot)\). Set \(\tau := 2c_0^2 \sigma^2 \sqrt{\frac{1}{n}}\) and \(\kappa_0 := \kappa^2 - (p-1)^2\). Note that \(\kappa_0 \geq 0\) under the assumption \(\kappa \geq c_1\sigma (\frac{p}{n})^{1/4}\) provided that \(c_0\) is small enough. For \(i = 1, \ldots, M\), we set \(\theta_i := (\beta_i, -\beta_i)\) with
\[
\beta_i = \kappa_0 \epsilon_p + \sum_{j=1}^{p-1} (2\xi_i(j) - 1) \tau \epsilon_j,
\]
where \(\{\xi_i\}\) are the vectors in Lemma \[5\] Note that \(\|\beta_i\| \leq \kappa\) for all \(i\), so \(\Theta_2 := \{\theta_1, \theta_2, \ldots, \theta_M\} \subset \Theta(\gamma)\). We also have that for all \(1 \leq i < i' \leq M\),
\[
\|\beta_i - \beta_{i'}\|^2 \leq p\tau^2 = 4c_0^2 \sigma^4 \frac{p}{\kappa^2 n}.
\]
Moreover, we have
\[
\rho^2(\theta_i, \theta_{i'}) = 4 \min \left\{ \|\beta_i - \beta_{i'}\|, \|\beta_i + \beta_{i'}\| \right\} \geq 16\tau^2 \min \{\|\xi_i - \xi_{i'}\|_0, \|\xi_i + \xi_{i'}\|_0\} \geq 16 \cdot 4c_0^2 \sigma^4 \frac{p-1}{16\kappa^2 n} = \delta_2^2,
\]
(38)}
so $\Theta_2 = \{\theta_1, \ldots, \theta_M\}$ forms a $\delta_2$-packing of the $\Theta(\gamma)$ in the metric $\rho$.

Suppose $\theta^*$ is sampled uniformly at random from the set $\Theta_2$. For $i = 1, \ldots, M$, let $P_{i,j}^{(j)}$ denote the distribution of $y_j$ conditioned on $\theta^* = \theta_i$ and $X$, $P_{i,j}$ denote the distribution of $y$ conditioned on $\theta^* = \theta_i$ and $X$, and $P_i$ denote the joint distribution of $X$ and $y$ conditioned on $\theta^* = \theta_i$. We need the following bound on the KL divergence between two mixtures of univariate Gaussians. For any $a > 0$, we use $Q_a$ to denote the distribution of the equal-weighted mixture of two Gaussian distributions $N(a, \sigma^2)$ and $N(-a, \sigma^2)$.

**Lemma 9.** The following bounds holds for any $u, v \geq 0$:

$$D(Q_u||Q_v) \leq \frac{u^2 - v^2}{2\sigma^4}u^3 + \frac{v^3}{2\sigma^8}\max\{0, v - u\}(u^4 + 6u^2\sigma^2 + 3\sigma^4).$$

Note that $P_{i,j}^{(j)} = Q_{|x_j^\top\beta_j|}$. Using $P_{i,j} = \otimes_{j=1}^{n} P_{i,j}^{(j)}$ and the above lemma, we have

$$\mathbb{E}_X D(P_{i,j} \| P_{i',j}) = \sum_{j=1}^{n} \mathbb{E}_X D(P_{i,j}^{(j)} \| P_{i',j}^{(j)})$$

$$\leq n\mathbb{E}_X \left| x_j^\top\beta_j \right|^2 - \left| x_j^\top\beta_{i'} \right|^2 \left| x_j^\top\beta_i \right|^2$$

$$+ n\mathbb{E}_X \left| x_j^\top\beta_{i'} \right|^3 \max\{0, |x_j^\top\beta_{i'}| - |x_j^\top\beta_i|\} \left( |x_j^\top\beta_i|^4 + 6 |x_j^\top\beta_i|^2 \sigma^2 + 3\sigma^4 \right).$$

To bound the expectations in the last RHS, we need a simple technical lemma.

**Lemma 10.** Suppose $x \in \mathbb{R}^p$ has i.i.d. standard Gaussian components, and $\alpha, \beta \in \mathbb{R}^p$ are any fixed vectors with $\|\alpha\|_2 = \|\beta\|_2$. There exists an absolute constant $c$ such that for any non-negative integers $k, l$ with $k + l \leq 8$,

$$\mathbb{E} \left| x^\top\alpha \right|^k \left| x^\top\beta \right|^l \leq c^k \|\alpha\|^k \|\beta\|^l.$$

Moreover, we have

$$\mathbb{E}_X \left[ \left| |x^\top\alpha|^2 - |x^\top\beta|^2 \right| \left| x^\top\alpha \right|^2 \right] \leq 2 \|\alpha\| \|\alpha - \beta\|^2.$$

$$\mathbb{E} \left( \left| x^\top\alpha \right|^2 - \left| x^\top\beta \right|^2 \right)^2 \leq \|\alpha - \beta\|^4.$$

Using the above lemma and the fact that $\|\beta_i\|_2 = \|\beta_{i'}\|_2 = \kappa$ for all $1 \leq i < i' \leq M$, we have

$$\mathbb{E}_X \left| x_j^\top\beta_i \right|^2 \left| x_j^\top\beta_{i'} \right|^2 \leq \frac{1}{2\sigma^4 \kappa^2} \|\beta_i - \beta_{i'}\|^2$$
and for some universal constant \( c' > 0 \),
\[
\mathbb{E}_X \left| x_i^\top \beta_i \right|^3 \max \left\{ 0, \left| x_i^\top \beta_i - |x_i^\top \beta_i| \right| \right\} \leq \frac{1}{2 \sigma^8} \mathbb{E}_X \max \left\{ 0, \left| x_i^\top \beta_i \right|^2 - \left| x_i^\top \beta_i \right|^2 \right\} \left( \left| x_i^\top \beta_i \right|^4 + 6 \left| x_i^\top \beta_i \right|^2 \sigma^2 + 3 \sigma^4 \right)
\]
\[
\leq \frac{1}{2 \sigma^8} \mathbb{E}_X \left( \left| x_i^\top \beta_i \right|^2 - \left| x_i^\top \beta_i \right|^2 \right)^2 \cdot \frac{1}{\sigma^8} \mathbb{E}_X \left| x_i^\top \beta_i \right|^4 \left( \left| x_i^\top \beta_i \right|^4 + 6 \left| x_i^\top \beta_i \right|^2 \sigma^2 + 3 \sigma^4 \right)^2 \leq \frac{c'}{2 \sigma^4} \| \beta_i - \beta_i' \|^2 \kappa^2,
\]
where (a) follows from Cauchy-Schwarz inequality, and (b) follows from the first and third inequalities in Lemma 10 as well as \( \| \beta_i \| = \| \beta_i' \| = \kappa \leq \sigma \). It follows that
\[
\mathbb{E}_X D (\mathbb{P}_i, X \| \mathbb{P}_i', X) \leq n \cdot \frac{c' \| \beta_i - \beta_i' \|^2 \kappa^2}{\sigma^4} \leq c'' p,
\]
where the last inequality follows from 37 and \( c'' \) can be made sufficiently small by choosing \( c_0 \) small enough. We therefore obtain
\[
I (\theta^*; X, y) \leq \frac{1}{M^2} \sum_{1 \leq i, i' \leq M} D (\mathbb{P}_i \| \mathbb{P}_i') = \frac{1}{M} \sum_{1 \leq i, i' \leq M} \mathbb{E}_X \left[ D (\mathbb{P}_i, X \| \mathbb{P}_i', X) \right] \leq c'' p \leq \frac{1}{4} \log M
\]
using \( M \geq 2^{(p-1)/16} \). Following a standard argument 33 31 4 to transform the estimation problem into a hypothesis testing problem (cf. Eq. 14 and 15), we obtain
\[
\inf_{\theta} \sup_{\theta^* \in \Theta(\gamma)} \mathbb{E}_{X, z, e} \left[ \rho \left( \hat{\theta}, \theta^* \right) \right] \geq \delta_2 \left( 1 - \frac{I (\theta^*; X, y) + \log 2}{\log M} \right) \geq \frac{1}{2} \delta_2 = c_0 \frac{\sigma^2}{\kappa} \sqrt{\frac{p}{n}}.
\]

### E.3 Part 3 of the Theorem

The proof follows similar lines as Part 2. Let \( \delta_3 := 2 c_0 \sigma \left( \frac{\sigma}{n} \right)^{1/4} \). Again we first construct a \( \delta_3 \)-packing set \( \Theta_3 := (\theta_1, \ldots, \theta_M) \) of \( \Theta(\gamma) \) in the metric \( \rho(\cdot, \cdot) \). Set \( \tau := \frac{2 c_0 \sigma}{\sqrt{p-1}} \left( \frac{\sigma}{n} \right)^{1/4} \). For \( i = 1, \ldots, M \), we set \( \theta_i = (\beta_i, -\beta_i) \) with
\[
\beta_i = \sum_{j=1}^{p-1} (2 \xi_i(j) - 1) \tau e_j,
\]
where \( \{ \xi_i \} \) are the vectors from Lemma 8. Note that \( \| \beta_i \|_2 = \sqrt{p-1} \tau = 2 c_0 \sigma \left( \frac{\sigma}{n} \right)^{1/4} \geq c_1 \sigma \left( \frac{\sigma}{n} \right)^{1/4} \geq \kappa \) provided \( c_1 \) is sufficiently small, so \( \Theta_3 = \{ \theta_1, \ldots, \theta_M \} \subset \Theta(\gamma) \). We also have for all \( 1 \leq i < i' \leq M \),
\[ \rho^2 (\beta_i, \beta') = 4 \min \left\{ \| \beta_i - \beta' \|_2^2, \| \beta_i + \beta' \|_2^2 \right\} \]

\[ \geq 16\sigma^2 \min \{ \| \xi_i - \xi' \|_0, \| \xi_i + \xi' \|_0 \} = 16 \cdot \frac{4c_3^2\sigma^2}{p - 1} \sqrt{n} \cdot \frac{p - 1}{16} \geq \delta_3^2, \quad (39) \]

so \( \Theta_3 = \{ \theta_1, \ldots, \theta_M \} \) is a \( \delta_3 \)-packing of \( \Theta(z) \) in the metric \( \rho \).

Suppose \( \theta^* \) is sampled uniformly at random from the set \( \Theta_2 \). Define \( P_{i, X}, P_{i,j, X} \) and \( P_i \) as in the proof of Part 2 of the theorem. We have

\[ \mathbf{E}_X D (P_{i, X} \| \mathbb{P}_{i,j, X}) = \sum_{j=1}^n \mathbf{E}_X D (P_{i,j, X} \| \mathbb{P}_{i,j, X}) \]

\[ \leq n \mathbf{E}_X \left| x_i^\top \beta_i \right|^2 \sum_{j=1}^n \mathbf{E}_X \left| \left| x_i^\top \beta_i \right|^2 \right| \]

\[ + n \mathbf{E}_X \left| x_i^\top \beta_i \right|^3 \max \left\{ 0, \left| x_i^\top \beta_i \right| - \left| x_i^\top \beta_i \right| \right\} \left( \left| x_i^\top \beta_i \right|^4 + 6 \left| x_i^\top \beta_i \right|^2 \sigma^2 + 3\sigma^4 \right) \]

\[ \leq n \frac{2\sigma^4}{\mathbf{E}_X} \left| x_i^\top \beta_i \right|^4 + n \frac{2\sigma^8}{\mathbf{E}_X} \left| x_i^\top \beta_i \right|^4 \left( \left| x_i^\top \beta_i \right|^4 + 6 \left| x_i^\top \beta_i \right|^2 \sigma^2 + 3\sigma^4 \right) \]

\[ \leq \frac{n}{2\sigma^4} \mathbf{E}_X \left| x_i^\top \beta_i \right|^4 + \frac{n}{2\sigma^8} \mathbf{E}_X \left| x_i^\top \beta_i \right|^4 \left( \left| x_i^\top \beta_i \right|^4 + 6 \left| x_i^\top \beta_i \right|^2 \sigma^2 + 9\sigma^4 \right) \]

where (a) follows from Lemma 3 (b) follows from Lemma 11 (c) follows from \( \| \beta_i \| = 2c_0\frac{\sigma}{n} \leq \sigma, \forall i \), and \( c' \) is a sufficiently small absolute constant. It follows that

\[ I (\theta^*; X, y) \leq \frac{1}{M} \sum_{1 \leq i \leq M} \mathbf{E}_X D (P_i \| \mathbb{P}_i) \leq c'p \leq \frac{1}{4} \log M \]

since \( M \geq 2^{(p-1)/8} \). Following a standard argument \[ 33, 31, 4 \] to transform the estimation problem into a hypothesis testing problem (cf. Eq. (14) and (15)), we obtain

\[ \inf_{\theta} \sup_{\theta^* \in \Theta(z)} \mathbf{E}_{X, z, e} \left[ \rho \left( \hat{\theta}, \theta^* \right) \right] \geq \delta_3 \left( 1 - \frac{I (\theta^*; X, y) + \log 2}{\log M} \right) \]

\[ \geq \frac{1}{2} \delta_3 = c_0\frac{\sigma}{n} \left( \frac{p}{n} \right)^{1/4}. \]

\section*{F Proofs of Technical Lemmas}

\subsection*{F.1 Proof of Lemma 3}

Simple algebra shows that

\[ \sum_b \left\| \hat{H}_T - 2\beta_0^b \hat{h}_T \right\|_F^2 = 2 \left\| \hat{H}_T - (\beta_1^b + \beta_2^b) \hat{h}_T \right\|_F^2 + 2 \left\| \beta_1^b - \beta_2^b \right\|_2^2 \left\| \hat{h}_T \right\|_2^2 \]

\[ \geq 2 \left\| \beta_1^b - \beta_2^b \right\|_2^2 \left\| \hat{h}_T \right\|_2^2 \geq \alpha \left( \left\| \beta_1^b \right\|_2 + \left\| \beta_2^b \right\|_2 \right)^2 \left\| \hat{h}_T \right\|_2^2, \]

\[ 32 \]
and

\[
\sum_b \left\| \hat{H}_T - 2\beta_b^* \hat{h} \right\|_F^2 = 4 \left( \|\beta_1^*\|_2^2 + \|\beta_2^*\|_2^2 \right) \left\| \hat{h} - \frac{\hat{H}_T \left( \beta_1^* + \beta_2^* \right)}{2 \|\beta_1^*\|_2^2 + 2 \|\beta_2^*\|_2^2} \right\|_2^2 \\
+ \frac{2 \left( \|\beta_1^*\|_2^2 + \|\beta_2^*\|_2^2 \right)}{\|\beta_1^*\|_2^2 + \|\beta_2^*\|_2^2} \left\| \hat{H}_T \right\|_F^2 - \left\| \hat{H}_T \left( \beta_1^* + \beta_2^* \right) \right\|_2^2 \geq \alpha \left\| \hat{H}_T \right\|_F^2,
\]

where the inequality (a) follows from \( \left\| \hat{H}_T \right\| \leq \left\| \hat{H}_T \right\|_F \). Combining the last two display equations with the simple inequality

\[
\sum_b \left\| \hat{H}_T - 2\beta_b^* \hat{h} \right\|_F \geq \sqrt{\sum_b \left\| \hat{H}_T - 2\beta_b^* \hat{h} \right\|_F^2},
\]

we obtain

\[
\sum_b \left\| \hat{H}_T - 2\beta_b^* \hat{h} \right\|_F \geq \sqrt{\alpha} \left( \|\beta_1^*\|_2^2 + \|\beta_2^*\|_2^2 \right) \|\hat{h}\|_2,
\]

\[
\sum_b \left\| \hat{H}_T - 2\beta_b^* \hat{h} \right\|_F \geq \sqrt{\alpha} \left\| \hat{H}_T \right\|_F.
\]

### F.2 Proof of Lemmas 2 and 6

Setting \( \sigma = 0 \) in Lemma 6 recovers Lemma 2. So we only need to prove Lemma 6. The proofs for \( b = 1 \) and \( 2 \) are identical, so we omit the subscript \( b \). WLOG we may assume \( \sigma = 1 \). Our proof generalizes the proof of an RIP-type result in [12]

Fix \( Z \) and \( z \). Let \( \xi_j := \langle B_j, Z \rangle \) and \( \nu := \| Z \|_F \). We already know that \( \xi_j \) is a sub-exponential random variable with \( \|\xi_j\|_{\psi_1} \leq c_1 \nu \) and \( \|\xi_j - \mathbb{E} [\xi_j]\|_{\psi_1} \leq 2c_1 \nu \).

On the other hand, let \( \gamma_j = \langle d_j, z \rangle \) and \( \omega := \| z \|_2 \). It is easy to check that \( \gamma_j \) is sub-Gaussian with \( \|\gamma_j\|_{\psi_2} \leq c_1 \mu \). It follows that \( \|\xi_j - \gamma_j\|_{\psi_1} \leq \| \nu + \omega \|_{\psi_1} \).

Note that

\[
\| BZ - Dz \|_1 = \sum_{j=1}^{n/2} 2 \left| \xi_j - \gamma_j \right|.
\]

Therefore, applying the Bernstein-type inequality for the sum of sub-exponential variables [27], we obtain

\[
\mathbb{P} \left[ \| BZ - Dz \|_1 - \mathbb{E} \|\xi_j - \gamma_j\| \geq t \right] \leq 2 \exp \left[ -c \min \left\{ \frac{t^2}{c_2(\nu + \mu)^2/n}, \frac{t}{c_2(\nu + \mu)/n} \right\} \right].
\]

Setting \( t = (\nu + \sigma \omega)/c_3 \) for any \( c_3 > 1 \), we get

\[
\mathbb{P} \left[ \| BZ - Dz \|_1 - \mathbb{E} \|\xi_j - \gamma_j\| \geq \frac{\nu + \omega}{c_3} \right] \leq 2 \exp \left[ -c_4 n \right]. \quad (40)
\]
But sub-exponentiality implies
\[ \mathbb{E} [\|\xi_j - \gamma_j\|] \leq \|\xi_j - \gamma_j\|_{\psi_1} \leq c_2 (\nu + \mu). \]

Hence
\[ \mathbb{P} \left[ \|E\xi - Dz\|_1 \geq \left( c_2 + \frac{1}{c_3} \right) (\nu + \omega) \right] \leq 2 \exp \left[ -c_4 n \right]. \]

On the other hand, note that
\[ \mathbb{E} [\|\xi_j - \gamma_j\|] \geq \sqrt{\frac{\mathbb{E} [(\xi_j - \gamma_j)^2]^3}{\mathbb{E} [(\xi_j - \gamma_j)^4]}}. \]

We bound the numerator and denominator. By sub-exponentiality, we have \( \mathbb{E} [(\xi_j - \gamma_j)^4] \leq c_5 (\nu + \omega)^4 \). On the other hand, note that
\[ \mathbb{E} (\xi_j - \gamma_j)^2 = \mathbb{E} (\langle B_j, Z \rangle - \langle d_j, z \rangle)^2 \]
\[ = \mathbb{E} (\langle B_j, Z \rangle)^2 + \mathbb{E} (\langle d_j, z \rangle)^2 - 2 \mathbb{E} (\langle B_j, Z \rangle \langle d_j, z \rangle) \]
\[ = \mathbb{E} (\langle B_j, Z \rangle)^2 + \mathbb{E} (\langle d_j, z \rangle)^2 - 2 \mathbb{E} (\langle d_j, z \rangle \langle e_{2j} x_{2j} e_{2j-1} x_{2j-1} \rangle) \]
\[ = \mathbb{E} (\langle B_j, Z \rangle)^2 + \mathbb{E} (\langle d_j, d_j^\top, z z^\top \rangle) - 2 \mathbb{E} (\langle e_{2j} \rangle \mathbb{E} (\langle B_j, Z \rangle \langle x_{2j}, z \rangle) - 2 \mathbb{E} (\langle e_{2j-1} \rangle \mathbb{E} (\langle B_j, Z \rangle \langle x_{2j-1}, z \rangle) \]
\[ = \mathbb{E} (\langle B_j, Z \rangle)^2 + \mathbb{E} (\langle d_j, d_j^\top, z z^\top \rangle), \]

where in the last equality we use the fact that \( \{e_i\} \) are independent of \( \{x_i\} \) and \( \mathbb{E} [e_i] = 0 \) for all \( i \).
We already know
\[ \mathbb{E} (\langle B_j, Z \rangle)^2 = \mathbb{E} (\mathbb{E} (\langle B_j, Z \rangle \langle B_j \rangle, Z) = 4 \|Z\|^2_{F} + 2(\mu - 3) \|\text{diag} (Z)\|^2_{F} \geq 2(\mu - 1) \|Z\|^2_{F}. \]

Some calculation shows that
\[ \mathbb{E} (\langle d_j, d_j^\top, z z^\top \rangle) = \langle \mathbb{E} (e_{2j}^2 x_{2j}^2 x_{2j}^\top + e_{2j}^2 x_{2j}^2 x_{2j}^\top), z z^\top \rangle = 2 \langle I, z z^\top \rangle = 2 \|z\|^2. \]

It follows that
\[ \mathbb{E} (\xi_j - \gamma_j)^2 \geq 2(\mu - 1) \|Z\|^2_{F} + 2 \|z\|^2 \geq c_6 (\nu^2 + \omega^2), \]
where the inequality holds when \( \mu > 1 \). We therefore obtain
\[ \mathbb{E} [\|\xi_j - \gamma_j\|] \geq c_7 \sqrt{(\nu^2 + \omega^2)/\left(\nu + \omega\right)^2} \geq c_8 (\nu + \omega). \]

Substituting back to (40), we get
\[ \mathbb{P} \left[ \|E\xi - Dz\|_1 \leq \left( c_8 - \frac{1}{c_3} \right) (\nu + \omega) \right] \leq 2 \exp \left[ -c_4 n \right]. \]

To complete the proof of the lemma, we use an \( \epsilon \)-net argument. Define the set
\[ S_r := \left\{ (Z, z) \in \mathbb{R}^{p \times p} \times \mathbb{R}^p : \text{rank}(Z) \leq r, \|Z\|^2_{F} + \|z\|^2_2 = 1 \right\}. \]

We need the following lemma, which is proved in Appendix F.2.1.
Lemma 11. For each $\epsilon > 0$ and $r \geq 1$, there exists a set $\mathcal{N}_r(\epsilon)$ with $|\mathcal{N}_r(\epsilon)| \leq \left(\frac{\mu}{\epsilon}\right)^{10pr}$ which is an $\epsilon$-covering of $\mathcal{S}_r$, meaning that for all $(\mathbf{Z}, \mathbf{z}) \in \mathcal{S}_r$, there exists $(\mathbf{\hat{Z}}, \mathbf{\hat{z}}) \in \mathcal{N}_r(\epsilon)$ such that

$$
\sqrt{\|\mathbf{\hat{Z}} - \mathbf{Z}\|_F^2 + \|\mathbf{\hat{z}} - \mathbf{z}\|_2^2} \leq \epsilon.
$$

Note that $\frac{1}{\sqrt{2}} (\|\mathbf{Z}\|_F + \|\mathbf{z}\|_2) \leq \sqrt{\|\mathbf{Z}\|_F^2 + \|\mathbf{z}\|_2^2} \leq \|\mathbf{Z}\|_F + \|\mathbf{z}\|_2$ for all $\mathbf{Z}$ and $\mathbf{z}$. Therefore, up to a change of constant, it suffices to prove Lemma 6 for all $(\mathbf{Z}, \mathbf{z})$ in $\mathcal{S}_r$. By the union bound and Lemma 11, we have

$$
\mathbb{P}\left( \max_{(\mathbf{Z}, \mathbf{\hat{z}}) \in \mathcal{N}_r(\epsilon)} \|\mathcal{B}\mathbf{\hat{Z}} - D\mathbf{\hat{z}}\|_1 \leq 2 \left( c_2 + \frac{1}{c_3} \right) \right) \geq 1 - |\mathcal{N}_r(\epsilon)| \cdot \exp(-c_4n) \geq 1 - \exp(-c_4n/2),
$$

when $n \geq (2/c_4) \cdot 10pr \log(40/\epsilon)$. On this event, we have

$$
\tilde{M} := \sup_{(\mathbf{Z}, \mathbf{z}) \in \mathcal{S}_r} \|\mathcal{B}\mathbf{Z} - D\mathbf{z}\|_1
\leq \max_{(\mathbf{Z}, \mathbf{\hat{z}}) \in \mathcal{N}_r(\epsilon)} \|\mathcal{B}\mathbf{\hat{Z}} - D\mathbf{\hat{z}}\|_1 + \sup_{(\mathbf{Z}, \mathbf{z}) \in \mathcal{S}_r} \|\mathcal{B}(\mathbf{Z} - \mathbf{\hat{Z}}) - D(\mathbf{z} - \mathbf{\hat{z}})\|_1
\leq 2 \left( c_2 + \frac{1}{c_3} \right) + \epsilon \sup_{(\mathbf{Z}', \mathbf{\hat{z}}') \in \mathcal{S}_{2r}} \|\mathcal{B}\mathbf{Z}' - D\mathbf{z}'\|_1.
$$

Note that for $(\mathbf{Z}', \mathbf{\hat{z}}') \in \mathcal{S}_{2r}$, we can write $\mathbf{Z}' = \mathbf{Z}'_1 + \mathbf{Z}'_2$ such that $\mathbf{Z}'_1, \mathbf{Z}'_2$ has rank $r$ and $1 = \|\mathbf{Z}'\|_F \geq \max \{\|\mathbf{Z}'_1\|_F, \|\mathbf{Z}'_2\|_F\}$. So

$$
\sup_{(\mathbf{Z}', \mathbf{\hat{z}}') \in \mathcal{S}_{2r}} \|\mathcal{B}\mathbf{Z}' - D\mathbf{z}'\|_1 \leq \sup_{\mathbf{Z}' \in \mathcal{S}_{2r}} \|\mathcal{B}\mathbf{Z}'_1 - D\mathbf{z}'\|_1 + \sup_{\mathbf{Z}' \in \mathcal{S}_{2r}} \|\mathcal{B}\mathbf{Z}'_2\|_1 \leq 2\tilde{M}.
$$

Combining the last two display equations and choosing $\epsilon = \frac{1}{4}$, we obtain

$$
\tilde{M} \leq \tilde{\delta} := \frac{2}{1 - 2\epsilon} \left( c_2 + \frac{1}{c_3} \right),
$$

with probability at least $1 - \exp(-c_9n)$. Note that $\tilde{\delta}$ is a constant independent of $p$ and $r$ (but might depend on $\mu := \mathbb{E}\left[|\mathbf{x}_j|^4\right]$).

For a possibly different $\epsilon'$, we have

$$
\inf_{(\mathbf{Z}, \mathbf{z}) \in \mathcal{S}_r} \|\mathcal{B}\mathbf{Z} - D\mathbf{z}\|_1 \geq \min_{(\mathbf{Z}, \mathbf{\hat{z}}) \in \mathcal{N}_r(\epsilon)} \|\mathcal{B}\mathbf{\hat{Z}} - \mathbf{\hat{z}}\|_1 - \sup_{(\mathbf{Z}, \mathbf{z}) \in \mathcal{S}_r} \|\mathcal{B}(\mathbf{Z} - \mathbf{\hat{Z}}) - D(\mathbf{z} - \mathbf{\hat{z}})\|_1.
$$

By the union bound, we have

$$
\mathbb{P}\left( \min_{(\mathbf{Z}, \mathbf{\hat{z}}) \in \mathcal{N}_r(\epsilon)} \|\mathcal{B}\mathbf{\hat{Z}} - \mathbf{\hat{z}}\|_1 \geq \left( c_7 + \frac{1}{c_3} \right) \right) \geq 1 - \exp\left(-c_4n + 10pr \log(40/\epsilon')\right) \geq 1 - \exp(-c_4n/2),
$$
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provided $n \geq (2/c_d) \cdot 10pr \log(40/\epsilon')$. On this event, we have

$$\inf_{(Z, z) \in S_r} \|BZ - Dz\|_1 \geq \left( c_7 - \frac{1}{c_3} \right) - 2\epsilon M \geq \left( c_7 - \frac{1}{c_3} \right) - 2\epsilon \delta,$$

where (a) follows from (11) and (b) follows from the the upper-bound on $M$ we just established. We complete the proof by choosing $\epsilon'$ to be a sufficiently small constant such that $\delta := \left( c_7 - \frac{1}{c_3} \right) - 2\epsilon' \delta > 0$.

F.2.1 Proof of Lemma [11]

Proof. Define the sphere

$$T_r(b) := \{Z \in \mathbb{R}^{p \times p} : \text{rank}(Z) \leq r, \|Z\|_F = b \}.$$

Let $M_r(\epsilon/2, 1)$ be the smallest $\epsilon/2$-net of $T_r(1)$. We know $|M_r(\epsilon/2, 1)| \leq \left( \frac{20}{\epsilon} \right)^{6pr}$ by [8]. For any $0 \leq b \leq 1$, we know $M_r(\epsilon/2, b) := \{bZ : Z \in M_r(\epsilon/2, 1)\}$ is an $\epsilon/2$-net of $T_r(b)$, with $|M_r(\epsilon/2, b)| = \left( \frac{20}{\epsilon} \right)^{6pr}$.

Let $k := \lfloor |M_r(\epsilon/2, 1)| \rfloor \leq \left( \frac{20}{\epsilon} \right)^{6pr}$. Consider the set $M_r(\epsilon) = \{0\} \cup \bigcup_{i=1}^{k} M_r(\epsilon/2, i\epsilon/2)$. We claim that $M_r(\epsilon)$ is an $\epsilon$-net of the ball $T_r := \{Z \in \mathbb{R}^{p \times p} : \text{rank}(Z) \leq r, \|Z\|_F \leq 1\}$, with the additional property that every $Z$’s nearest neighbor $\tilde{Z}$ in $M_r(\epsilon)$ satisfies $\|\tilde{Z}\|_F \leq \|Z\|_F$. To see this, note that for any $Z \in T_r(\epsilon)$, there must be some $0 \leq i \leq k$ such that $i\epsilon/2 \leq \|Z\|_F \leq (i+1)\epsilon/2$. Define $Z' := i\epsilon/2 \|Z\|_F$, which is in $T_r(i\epsilon/2)$. We choose $\tilde{Z}$ to be the point in $M_r(\epsilon/2, i\epsilon/2)$ that is closest to $Z'$. We have

$$\|\tilde{Z} - Z\|_F \leq \|\tilde{Z} - Z'\|_F + \|Z' - Z\|_F \leq \epsilon/2 + (\|Z\|_F - i\epsilon/2) \leq \epsilon,$$

and $\|\tilde{Z}\|_F = i\epsilon/2 \leq \|Z\|_F$. The cardinality of $M_r(\epsilon)$ satisfies

$$|M_r(\epsilon)| \leq 1 + \sum_{i=1}^{k} |M_r(\epsilon/2, i\epsilon/2)| \leq 1 + \frac{1}{\epsilon} \left( \frac{20}{\epsilon} \right)^{6pr} \leq \left( \frac{20}{\epsilon} \right)^{7pr}.$$

We know that the smallest $\epsilon/2$-net $M'(\epsilon/2, 1)$ of the sphere $T'(1) := \{z \in \mathbb{R}^p : \|z\| = 1\}$ satisfies $|M'(\epsilon/2, 1)| \leq \left( \frac{20}{\epsilon} \right)^p$. It follows from an argument similar to above that there is an $\epsilon$-covering $M'(\epsilon)$ of the ball $T' := \{z \in \mathbb{R}^p : \|z\| \leq 1\}$ with cardinality $|M'(\epsilon)| \leq \left( \frac{20}{\epsilon} \right)^{2p}$ and the property that every $z$’s nearest neighbor $\tilde{z}$ in $M'(\epsilon)$ satisfies $\|\tilde{z}\|_2 \leq \|z\|_2$.

Define the ball $S_r := \{(Z, z) \in \mathbb{R}^{p \times p} \times \mathbb{R}^p : \text{rank}(Z) \leq r, \|Z\|_F^2 + \|z\|_2^2 \leq 1\}$. We claim that $N_r(\sqrt{2}\epsilon) := (M_r(\epsilon) \times M'(\epsilon)) \cap S_r$ is an $\sqrt{2}\epsilon$-net of $S_r$. To see this, for any $(Z, z) \in S_r \subset T(r) \times T'$, we let $\tilde{Z} (\tilde{z}, \text{resp.})$ be the point in $M_r(\epsilon)$ ($M'(\epsilon)$, resp.) closest to $Z$ ($z$, resp.). We have

$$\sqrt{\|\tilde{Z} - Z\|_F^2 + \|\tilde{z} - z\|_2^2} \leq \sqrt{\epsilon^2 + \epsilon^2} = \sqrt{2}\epsilon,$$

and $\|\tilde{Z}\|_F^2 + \|\tilde{z}\|_2^2 \leq \|Z\|_F^2 + \|z\|_2^2 \leq 1$.

Let $N_r(\sqrt{2}\epsilon)$ be the projection of the set $N_r(\sqrt{2}\epsilon)$ onto the sphere $S_r$. Since projection does not increase distance, we are guaranteed that $N_r(\sqrt{2}\epsilon)$ is an $\sqrt{2}\epsilon$-net of $S_r$. Moreover,

$$|N_r(\sqrt{2}\epsilon)| \leq |N_r(\sqrt{2}\epsilon)| \leq |M_r(\epsilon)| \times |M'(\epsilon)| \leq \left( \frac{20}{\epsilon} \right)^{10pr}.$$
F.3 Proof of Lemma 4

Without loss of generality, we may assume $\sigma = 1$. Set $L := \sqrt{c \log n}$ for some $c$ sufficiently large. For each $i \in [n]$, we define the event $\mathcal{E}_i = \{e_i \leq L\}$ and the truncated random variables

$$\tilde{e}_i = e_i \mathbf{1}(\mathcal{E}_i),$$

where $\mathbf{1}(\cdot)$ is the indicator function and $c$ is some sufficiently large numeric constant. Let $m_i := \mathbb{E}[e_i \mathbf{1}(\mathcal{E}_i^c)]$ and $s_i := \sqrt{\mathbb{E}[e_i^2 \mathbf{1}(\mathcal{E}_i^c)]}$. WLOG we assume $m_i \geq 0$. Note that the following equation holds almost surely:

$$e_i^2 \mathbf{1}(\mathcal{E}_i^c) = |e_i| \cdot |e_i| \mathbf{1}(\mathcal{E}_i^c) \geq L \cdot |e_i| \mathbf{1}(\mathcal{E}_i^c) \geq L \cdot e_i \mathbf{1}(\mathcal{E}_i^c).$$

Taking the expectation of both sides gives $s_i^2 \geq Lm_i$. We further define

$$\bar{e}_i := \tilde{e}_i + L\epsilon_i^+ - L\epsilon_i^-,$$

where $\epsilon_i^+$ and $\epsilon_i^-$ are independent random variables distributed as $\text{Ber}(\nu_i^+)$ and $\text{Ber}(\nu_i^-)$, respectively, with

$$\nu_i^+ := \frac{1}{2} \left( \frac{m_i}{L} + \frac{s_i^2}{L^2} \right), \quad \nu_i^- := \frac{1}{2} \left( \frac{m_i}{L} - \frac{s_i^2}{L^2} \right).$$

Note that $m_i \geq 0$ and $s_i^2 \geq Lm_i$ implies that $\nu_i^+, \nu_i^- \geq 0$. We show below that $\nu_i^+, \nu_i^- \leq 1$ so the random variables $\epsilon_i^+$ and $\epsilon_i^-$ are well-defined.

With this setup, we now characterize the distribution of $\bar{e}_i$. Note that

$$\mathbb{E}[L\epsilon_i^+ - L\epsilon_i^-] = m_i,$$

$$\mathbb{E}[(L\epsilon_i^+)^2 + (L\epsilon_i^-)^2] = s_i^2,$$

which means

$$\mathbb{E}[\bar{e}_i] = \mathbb{E}[\tilde{e}_i] + \mathbb{E}[e_i \mathbf{1}(\mathcal{E}_i^c)] = \mathbb{E}[e_i] = 0,
\text{Var}[\bar{e}_i] = \mathbb{E}[\tilde{e}_i^2] + \mathbb{E}[e_i^2 \mathbf{1}(\mathcal{E}_i^c)] = \mathbb{E}[e_i^2] = 1.$$

Moreover, $\bar{e}_i$ is bounded by $3L$ almost surely, which means it is sub-Gaussian with sub-Gaussian norm at most $3L$. Also note that

$$m_i \leq \mathbb{E}[|e_i \mathbf{1}(\mathcal{E}_i^c)|] = \int_0^\infty \mathbb{P}(|e_i \mathbf{1}(\mathcal{E}_i^c)| \geq t) dt = L \cdot \mathbb{P}(|e_i| \geq L) + \int_L^\infty \mathbb{P}(|e_i| \geq t) dt \leq \sqrt{c \log n} \frac{1}{n^{c_1}} + \int_L^\infty e^{1-t^2} dt \leq \frac{4}{n^{c_2}}$$

for some large constant $c_1$ and $c_2$ by sub-Gaussianity of $e_i$. A similar calculation gives

$$s_i^2 = \mathbb{E}[e_i^2 \mathbf{1}(\mathcal{E}_i^c)] \lesssim \frac{1}{n^{c_2}}.$$

This implies $\nu_i^+, \nu_i^- \lesssim \frac{1}{n^{c_2}}$, or equivalently $L\epsilon_i^+ - L\epsilon_i^- = 0$ w.h.p. We also have $\bar{e}_i = e_i$ w.h.p. by sub-Gaussianity of $e_i$. It follows that $\tilde{e}_i = \bar{e}_i + L\epsilon_i^+ - L\epsilon_i^- = e_i$ w.h.p. Moreover, $\tilde{e}_i$ and $e_i$ have the same mean and variance.
We define the variables \( \{(\tilde{x}_i)_l, i \in [n], l \in [p]\} \) in a similar manner. Each \( (\tilde{x}_i)_l \) is sub-Gaussian, bounded by \( L \) a.s., has mean 0 and variance 1, and equals \( (x_i)_l \) w.h.p.

Now suppose the conclusion of Theorem 3 holds w.h.p. for the program (10) with \( \{(\tilde{x}_i, \tilde{y}_i)\} \) as the input, where \( \tilde{y}_i = \tilde{x}_i^\top \tilde{\beta}^* + \tilde{e}_i \) for all \( i \in I_b \) and \( b = 1, 2 \). We know that \( e = \tilde{e} \) and \( x_i = \tilde{x}_i, \forall i \) with high probability. On this event, the program above is identical to the original program with \( \{(x_i, y_i)\} \) as the input. Therefore, the conclusion of the theorem also holds w.h.p. for the original program.

\[ \square \]

**F.4 Proof of Lemma 7**

**Proof.** We need to bound

\[
S_{1,1} = 2 \sum_b \sum_{i=1}^{n_b} e_{b,i} x_{b,i} \cdot (\beta_b^* - \beta_{-b}^*) \]

where \( \beta_b^* - \beta_{-b}^* \) is supported on the first coordinate. Because \( n_1 \sim n_2 \sim n \) and \( \{(e_{b,i}, x_{b,i})\} \) are identically distributed, it suffices to prove w.h.p.

\[
\|E\| := \left\| \sum_{i=1}^{n} e_i x_i \cdot (\bar{x}_i^\top \delta_1^*) \right\| \lesssim \sigma \|\delta_1^*\|_2 \sqrt{np \log^2 n}. \tag{42}
\]

Let \( \bar{x}_i \in \mathbb{R}^1 \) and \( x_i \in \mathbb{R}^{p-1} \) be the subvectors of \( x_i \) corresponding to the first and the last \( p - 1 \) coordinates, respectively. We define \( \delta_1^* \) similarly; note that \( \|\delta_1^*\| = \|\delta_1^*\| \).

Note that \( E := \sum_i e_i x_i \cdot \bar{x}_i^\top \delta_1^* \) due to the support of \( \delta_1^* \). We partition \( E \in \mathbb{R}^{p \times p} \) as

\[
E = \begin{bmatrix} E_1 & E_{12} \\ E_{12}^\top & E_2 \end{bmatrix},
\]

where \( E_1 \in \mathbb{R}^{1 \times 1}, E_2 \in \mathbb{R}^{(p-1) \times (p-1)} \) and \( E_{12} \in \mathbb{R}^{1 \times p} \). We have

\[
\|E\| \leq \|E_1\| + \|E_2\| + 2 \|E_{12}\|.
\]

We bound each term separately.

Consider \( E_1 = \sum_i e_i \bar{x}_i \cdot \bar{x}_i^\top \delta_1^* \). We condition on \( \{\bar{x}_i\} \). Note that \( \|\bar{x}_i\|_2 \lesssim \sqrt{\log n} \) and \( \|\bar{x}_i^\top \delta_1^*\| \leq \|\delta_1^*\| / \sqrt{\log n} \) a.s. by boundedness of \( x_i \). Since \( \{e_i\} \) are independent of \( \{x_i\} \), we have

\[
\mathbb{P}\left[ \|E_1\| \lesssim \sigma \|\delta_1^*\| \sqrt{\log n} \log^2 n \mid \{\bar{x}_i\} \right] \geq 1 - n^{-10},
\]

w.h.p. using Hoeffding’s inequality. Integrating over \( \{\bar{x}_i\} \) proves \( \|E_1\| \lesssim \sigma \|\delta_1^*\| \sqrt{\log n} \log^2 n \), w.h.p.

Consider \( E_2 = \sum_i e_i x_i \cdot \bar{x}_i^\top \delta_1^* \). We condition on the event \( F := \{\forall i : \|\bar{x}_i^\top \delta_1^*\| \lesssim \|\delta_1^*\| / \sqrt{\log n}\} \), which occurs with high probability and is independent of \( e_i \) and \( \bar{x}_i \). We shall apply the matrix Bernstein inequality \cite{25}; to this end, we compute:

\[
\|e_i x_i \cdot \bar{x}_i^\top \delta_1^*\| \lesssim \sigma p \|\delta_1^*\| \log^2 n, \quad \text{a.s.}
\]

by boundedness, and

\[
\left\| \sum_i \mathbb{E} e_i^2 (x_i \cdot x_i^\top) \cdot (\bar{x}_i^\top \delta_1^*)^2 \right\| \leq n \sigma^2 \max_i \|\bar{x}_i^\top \delta_1^*\|^2 \left\| \mathbb{E} (x_i \cdot x_i^\top)^2 \right\| \leq n \sigma^2 \|\delta_1^*\|^2 \log n.
\]
Applying the Matrix Bernstein inequality then gives
\[ \|E_2\| \preceq \sigma \|\delta^*_1\| (p + \sqrt{np}) \log^2 n \leq \sigma \|\delta^*_1\| \sqrt{np} \log^3 n, \]
w.h.p., where we use \( n \gtrsim p \) in the last inequality.

Consider \( E_{12} = \sum_i e_i \bar{x}_i \bar{x}_i^\top \cdot \bar{x}_i^\top \delta_1^* \). We again condition on the event \( \mathcal{F} \) and use the matrix Bernstein inequality. Observe that
\[ \left\| e_i \bar{x}_i \bar{x}_i^\top \cdot \bar{x}_i^\top \delta_1^* \right\| \preceq \sigma \sqrt{\mathbb{E} \|\delta_1^*\|^2} \log^2 n, \quad \text{a.s.} \]
by boundedness, and
\[
\left\| \sum_i E e_i^2 \left( \bar{x}_i^\top \delta_0 \right)^2 \left( \bar{x}_i \bar{x}_i^\top \right) \left( \bar{x}_i \bar{x}_i^\top \right) \right\| \leq n\sigma^2 \max_i \| \bar{x}_i^\top \delta_1^* \| \| \bar{x}_i \| \| \mathbb{E} \bar{x}_i \bar{x}_i^\top \| \preceq n\sigma^2 \|\delta_1^*\|^2 \log^2 n
\]
\[
\left\| \sum_i E e_i^2 \left( \bar{x}_i^\top \delta_0 \right)^2 \left( \bar{x}_i \bar{x}_i^\top \right) \left( \bar{x}_i \bar{x}_i^\top \right) \right\| \leq n\sigma^2 \max_i \| \bar{x}_i^\top \delta_1^* \| \| \bar{x}_i \bar{x}_i^\top \| \| \mathbb{E} \bar{x}_i \bar{x}_i^\top \| \preceq np\sigma^2 \|\delta_1^*\|^2 \log^2 n.
\]
Applying the Matrix Bernstein inequality then gives
\[ \|E_{12}\| \preceq \sigma \|\delta_1^*\| \sqrt{np} \log^3 n. \]
Combining these bounds on \( \|E_i\|, \ i = 1, 2, 3 \), we conclude that (42) holds w.h.p., which completes the prove of the lemma.

F.5 Proof of Remark 1
\( \rho(\cdot, \cdot) \) satisfies the triangle inequality because
\[
\rho(\theta, \theta') + \rho(\theta, \theta'') = \min \{ \|\beta_1 - \beta'_1\|_2 + |\beta_2 - \beta'_2|_2, \|\beta_1 - \beta'_2\|_2 + |\beta_2 - \beta'_1|_2 \} \\
+ \min \{ \|\beta_1 - \beta'_1\|_2 + |\beta_2 - \beta'_2|_2, \|\beta_1 - \beta'_2\|_2 + |\beta_2 - \beta'_1|_2 \} \\
= \min \{ \|\beta_1 - \beta'_1\|_2 + |\beta_2 - \beta'_2|_2, \|\beta_1 - \beta'_2\|_2 + |\beta_2 - \beta'_1|_2, \|\beta_1 - \beta'_1\|_2 + |\beta_2 - \beta'_2|_2, \|\beta_1 - \beta'_2\|_2 + |\beta_2 - \beta'_1|_2 \} \\
\geq \min \{ \|\beta'_1 - \beta'_2\|_2 + |\beta_2 - \beta'_2|_2, \|\beta'_1 - \beta'_2\|_2 + |\beta_2 - \beta'_1|_2 \} \\
+ \min \{ \|\beta'_1 - \beta'_2\|_2 + |\beta_2 - \beta'_2|_2, \|\beta'_1 - \beta'_2\|_2 + |\beta_2 - \beta'_1|_2 \}
\]
\[ = \min \{ \|\beta_1' - \beta_2\|_2 + |\beta_2' - \beta_1'\|_2, \|\beta_1' - \beta_2'\|_2 + |\beta_2' - \beta_1'\|_2 \}. \]

F.6 Proof of Lemma 8
We need a standard result on packing the unit hypercube.

**Lemma 12** (Varshamov-Gilbert Bound, [26]). For \( p \geq 15 \), there exists a set \( \Omega_0 = \{ \xi_1, \ldots, \xi_{M_0} \} \subset \{0, 1\}^{p-1} \) such that \( M \geq 2^{(p-1)/8} \) and \( \|\xi_i - \xi_j\|_0 \geq \frac{p-1}{8}, \ \forall 1 \leq i < j \leq M_0 \).

We claim that for \( i \in [M_0] \), there is at most one \( \bar{i} \in [M_0] \) with \( \bar{i} \neq i \) such that
\[ \|\xi_i - (-\xi_i)\|_0 < \frac{p-1}{16}; \quad (43) \]
otherwise if there are two distinct $i_1, i_2$ that satisfy the above inequality, then they also satisfy
\[ \|\xi_{i_1} - \xi_{i_2}\|_0 \leq \|\xi_{i_1} - (-\xi_i)\|_0 + \|\xi_{i_2} - (-\xi_i)\|_0 < \frac{p - 1}{8}, \]

which contradicts Lemma 12. Consequently, for each $i \in [M_0]$, we use $\bar{i}$ to denote the unique index in $[M_0]$ that satisfies (43) if such an index exists.

We construct a new set $\Omega \subseteq \Omega_0$ by deleting elements from $\Omega_0$: Sequentially for $i = 1, 2, \ldots, M$, we delete $\xi_i$ from $\Omega_0$ if $i$ exists and both $\xi_i$ and $\xi_i$ have not been deleted. Note that at most half of the elements in $\Omega$ are deleted in this procedure. The resulting $\Omega = \{\xi_1, \xi_2, \ldots, \xi_M\}$ thus satisfies
\[ M \geq 2^{(p-1)/16}, \]
\[ \min \{\|\xi_i - \xi_j\|_0, \|\xi_i + \xi_j\|_0\} \geq \frac{p - 1}{16}, \forall 1 \leq i < j \leq M. \]

### F.7 Proof of Lemma 9

**Proof.** By rescaling, it suffices to prove the lemma for $\sigma = 1$. Let $\psi(x) := \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{x^2}{2} \right)$ be the density function of the standard Normal distribution. The density function of $Q_u$ is
\[ f_u(x) = \frac{1}{2} \psi(x - u) + \frac{1}{2} \psi(x + u), \]
and the density of $Q_v$ is given similarly. We compute
\[
D(Q_u||Q_v) = \int_{-\infty}^{\infty} f_u(x) \log \frac{f_u(x)}{f_v(x)} dx \\
= \frac{1}{2} \int_{-\infty}^{\infty} [\psi(x - u) + \psi(x + u)] \log \left[ \frac{\exp \left( -\frac{(x-u)^2}{2} \right) + \exp \left( -\frac{(x+u)^2}{2} \right)}{\exp \left( -\frac{(x-v)^2}{2} \right) + \exp \left( -\frac{(x+v)^2}{2} \right)} \right] dx \\
= \frac{1}{2} \int_{-\infty}^{\infty} [\psi(x - u) + \psi(x - u)] \log \left[ \frac{\exp \left( xu - \frac{u^2}{2} \right) + \exp \left( -xu - \frac{u^2}{2} \right)}{\exp \left( xv - \frac{v^2}{2} \right) + \exp \left( -xv - \frac{v^2}{2} \right)} \right] dx \\
= \frac{1}{2} \int_{-\infty}^{\infty} [\psi(x - u) + \psi(x - u)] \left[ -\frac{u^2 - v^2}{2} + \log \frac{\cosh(xu)}{\cosh(xv)} \right] dx \\
= -\frac{u^2 - v^2}{2} + \frac{1}{2} \int_{-\infty}^{\infty} [\psi(x - u) + \psi(x - u)] \log \frac{\cosh(xu)}{\cosh(xv)} dx
\]

By Taylor’s Theorem, the expansion of $\log \cosh(y)$ at the point $a$ satisfies
\[ \log \cosh(y) = \log \cosh(a) + (y - a) \tanh(a) + \frac{1}{2} (y - a)^2 \sech^2(u) - \frac{1}{3} (y - a)^3 \tanh(\xi) \sech^2(\xi) \]
for some number $\xi$ between $a$ and $y$. Let $w := \frac{u + v}{2}$. We expand $\log \cosh(xu)$ and $\log \cosh(xv)$ separately using the above equation, which gives that for some $\xi_1$ between $u$ and $w$, and some $\xi_2$
between \( v \) and \( w \),

\[
\log \cosh (xu) - \log \cosh (xv) = x(u-v) \tanh (xw) + \frac{x^2}{2} \left[ (u-w)^2 - (v-w)^2 \right] \sech^2(xw)
- \frac{x^3}{3} (u-w)^3 \tanh(x_1) \sech^2(x_1) + \frac{x^3}{3} (v-w)^3 \tanh(x_2) \sech^2(x_2)
= x(u-v) \tanh \left( \frac{x(u+v)}{2} \right) + \frac{x^3}{3} \left( \frac{u-v}{2} \right)^3 \left[ \tanh(x_1) \sech^2(x_1) + \tanh(x_2) \sech^2(x_2) \right],
\]

(45)

where the last equality follows from \( u - w = w - v = \frac{u-v}{2} \). We bound the RHS of (45) by distinguishing two cases.

**Case 1:** \( u \geq v \geq 0 \). Because \( \tanh(x_1) \) and \( \tanh(x_2) \) have the same sign as \( x^3 \), the second term in (45) is negative. Moreover, we have \( x \tanh \left( \frac{x(u+v)}{2} \right) \leq x \cdot \frac{x(u+v)}{2} \) since \( \frac{u+v}{2} \geq 0 \). It follows that

\[
\log \cosh (xu) - \log \cosh (xv) \leq \frac{x^2(u-v)(u+v)}{2},
\]

Substituting back to (44), we obtain

\[
D(Q_u||Q_v) \leq -\frac{u^2-v^2}{2} + \frac{1}{2} \int_{-\infty}^{\infty} [\psi(x-u) + \psi(x+u)] \cdot \frac{x^2(u^2-v^2)}{2} dx
= -\frac{u^2-v^2}{2} + \frac{u^2-v^2}{2}(u^2+1) = \frac{u^2-v^2}{2} \cdot u^2.
\]

**Case 2:** \( v \geq u \geq 0 \). Let \( h(y) := \tanh(y) - y + \frac{y^3}{3} \). Taking the first order taylor’s expansion at the origin, we know that for any \( y \geq 0 \) and some \( 0 \leq \xi \leq y \), \( h(y) = -2 \left( \tanh(\xi) \sech^2(\xi) - \xi \right) y^2 \geq 0 \) since \( \tanh(\xi) \sech^2(\xi) \leq \xi \cdot 1^2 \) for all \( \xi \geq 0 \). This means \( \tanh(y) \geq y - \frac{y^3}{3}, \forall y \geq 0 \). Since \( u - v \leq 0 \) and \( \tanh(\cdot) \) is an odd function, we have

\[
x(u-v) \tanh (x(u+v)) \leq x(u-v) \left[ x(u+v) - \frac{1}{3} (x(x(u+v))^3 \right].
\]

On the other hand, we have

\[
x \left[ \tanh(x_1) \sech^2(x_1) + \tanh(x_2) \sech^2(x_2) \right] \overset{(a)}{\leq} x(x_1 + x_2) \overset{(b)}{\leq} x \cdot 2vx,
\]

where (a) follows from \( \sech^2(y) \leq 1 \) and \( 0 \leq y \tanh(y) \leq y^2 \) for all \( y \), and (b) follows from \( \xi_1, \xi_2 \leq v \) since \( v \geq w \geq u \geq 0 \). Combining the last two display equations with (45), we obtain

\[
\log \cosh (xu) - \log \cosh (xv) \leq x(u-v) \left[ \frac{x(u+v)}{2} - \frac{1}{3} \left( \frac{x(u+v)}{2} \right)^3 + \frac{x^3}{3} \left( \frac{v-u}{2} \right)^3 \right] (2vx).
\]
when \( a \leq b \), we get

\[
D (Q_u \| Q_v) \\
\leq - \frac{u^2 - v^2}{2} \\
+ \frac{1}{2} \int_{-\infty}^{\infty} [\psi(x-u) + \psi(x+v)] \cdot \left[ \frac{u^2-v^2}{2} x^2 + \frac{(v-u)}{3} \left( \frac{u+v}{2} \right) x^4 + \frac{2v}{3} \left( \frac{v-u}{2} \right) x^4 \right] dx
\]

\[
= - \frac{u^2-v^2}{2} + \frac{u^2-v^2}{2} (u^2+1) + \left[ \frac{(v-u)(u+v)}{24} + \frac{v(v-u)}{24} \right] \int_{-\infty}^{\infty} [\psi(x-u) + \psi(x+u)] x^4 dx
\]

\[
= \frac{u^2-v^2}{2} u^2 + \left[ \frac{(v-u)(u+v)}{24} + \frac{v(v-u)}{24} \right] (u^4 + 6u^2 + 3)
\]

\[
\leq \frac{u^2-v^2}{2} u^2 + (v-u) \left[ \frac{2v^3}{24} + \frac{2v(v-u)}{24} \right] (u^4 + 6u^2 + 3)
\]

\[
\leq \frac{u^2-v^2}{2} u^2 + (v-u) \frac{v^3}{2} (u^4 + 6u^2 + 3).
\]

Combining the two cases, we conclude that

\[
D (Q_u \| Q_v) \leq \frac{u^2-v^2}{2} u^2 + \frac{v^3}{2} \max \{0,v-u\} (u^4 + 6u^2 + 3).
\]

F.8 Proof of Lemma [10]

We recall that for any standard Gaussian variable \( z \sim \mathcal{N}(0,1) \), there exists a universal constant \( \tilde{c} \) such that \( \mathbb{E} \left[ |z|^k \right] \leq \tilde{c} \) for all \( k \leq 16 \). Now observe that \( \mu := x^\top \alpha \sim \mathcal{N}(0,\|\alpha\|^2) \) and \( \nu := x^\top \beta \sim \mathcal{N}(0,\|\beta\|^2) \). Because \( x^\top \alpha / \|\alpha\| \sim \mathcal{N}(0,1) \) and \( x^\top \beta / \|\beta\| \sim \mathcal{N}(0,1) \), it follows from the Cauchy-Schwarz inequality,

\[
\mathbb{E} \left[ |x^\top \alpha|^{2k} |x^\top \beta|^{2l} \right] \leq \|\alpha\|^{2k} \|\beta\|^{2l} \mathbb{E} \left[ \frac{x^\top \alpha}{\|\alpha\|} \right]^{2k} \mathbb{E} \left[ \frac{x^\top \beta}{\|\beta\|} \right]^{2l} \leq \tilde{c} \|\alpha\|^{2k} \|\beta\|^{2l}.
\]

This proves the first inequality in the lemma.

For the second inequality in the lemma, note that

\[
\mathbb{E} \left[ \left( |x^\top \alpha|^2 - |x^\top \beta|^2 \right) |x^\top \alpha|^2 \right] = \mathbb{E} \left[ x^\top \alpha \right]^4 - \mathbb{E} \left[ x^\top \alpha \right]^2 |x^\top \beta|^2
\]

\[
= 3 \|\alpha\|^4 - \|x^\top \alpha\|^2 \|x^\top \beta\|^2.
\]
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But
\[
E \left[ |x^\top \alpha|^2 |x^\top \beta|^2 \right] = E \left( \alpha_1 x_1 + \cdots + \alpha_p x_p \right)^2 \left( x_1 \beta_1 + \cdots + x_p \beta_p \right)^2
\]
\[
= E \sum_{i=1}^{p} x_i^4 \alpha_i^2 \beta_i^2 + E \sum_{i \neq j} x_i^2 x_j^2 \alpha_i^2 \beta_j^2 + 2E \sum_{i \neq j} x_i^2 x_j^2 \alpha_i \alpha_j \beta_i \beta_j
\]
\[
= 3 \sum_{i=1}^{p} \alpha_i^2 \beta_i^2 + \sum_{i \neq j} \alpha_i^2 \beta_j^2 + 2 \sum_{i \neq j} \alpha_i \alpha_j \beta_i \beta_j
\]
\[
= 2 \sum_{i=1}^{p} \alpha_i^2 \beta_i^2 + \sum_{i,j} \alpha_i \alpha_j \beta_i \beta_j = \|\alpha\|^2 \|\beta\|^2 + 2 \sum_{i,j} \alpha_i \alpha_j \beta_i \beta_j = \|\alpha\|^2 \|\beta\|^2 + 2 \langle \alpha, \beta \rangle^2
\]  \hspace{1cm} (46)

It follows that
\[
E \left[ \left( |x^\top \alpha|^2 - |x^\top \beta|^2 \right) |x^\top \alpha|^2 \right] = 3 \|\alpha\|^4 - \|\alpha\|^2 \|\beta\|^2 - 2 \langle \alpha, \beta \rangle^2
\]
\[
= 2 \|\alpha\|^4 - 2 \langle \alpha, \beta \rangle^2 \leq 2 \|\alpha\|^4 + 2 \left( \|\alpha\|^2 - 2 \langle \alpha, \beta \rangle \right)^2 - 2 \langle \alpha, \beta \rangle^2
\]
\[
= 4 \|\alpha\|^4 - 4 \|\alpha\|^2 \langle \alpha, \beta \rangle = 2 \|\alpha\|^2 \left( \|\alpha\|^2 - 2 \langle \alpha, \beta \rangle + \|\beta\|^2 \right) \leq 2 \|\alpha\|^2 \|\alpha - \beta\|^2
\]

For the third inequality in the lemma, we use the equality (46) to obtain
\[
E \left( \|\alpha\|^2 - \|\beta\|^2 \right)^2 = E \|\alpha\|^4 - 2E \|\alpha\|^2 \|\beta\|^2 + E \|\beta\|^4
\]
\[
= 6 \|\alpha\|^4 - 2 \|\alpha\|^2 \|\beta\|^2 - 4 \langle \alpha, \beta \rangle^2 = 4 \|\alpha\|^4 - 4 \langle \alpha, \beta \rangle^2
\]
\[
\leq 4 \|\alpha\|^4 - 4 \langle \alpha, \beta \rangle^2 + 2 \left( \|\alpha\|^2 - 2 \langle \alpha, \beta \rangle \right)^2 = 5 \|\alpha\|^4 + 4 \langle \alpha, \beta \rangle^2 - 8 \|\alpha\|^2 \langle \alpha, \beta \rangle
\]
\[
\leq 4 \left[ \|\alpha\|^4 + \langle \alpha, \beta \rangle^2 - 2 \|\alpha\|^2 \langle \alpha, \beta \rangle \right] = \left( 2 \|\alpha\|^2 - 2 \langle \alpha, \beta \rangle \right)^2
\]
\[
= \left( \|\alpha\|^2 - 2 \langle \alpha, \beta \rangle + \|\beta\|^2 \right)^2 = \|\alpha - \beta\|^4
\]
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