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Abstract—Remote state estimation of large-scale distributed dynamic processes plays an important role in Industry 4.0 applications. In this paper, by leveraging the theoretical results of structural properties of optimal scheduling policies, we develop a structure-enhanced deep reinforcement learning (DRL) framework for optimal scheduling of a multi-sensor remote estimation system to achieve the minimum overall estimation mean-square error (MSE). In particular, we propose a structure-enhanced action selection method, which tends to select actions that obey the policy structure. This explores the action space more effectively and enhances the learning efficiency of DRL agents. Furthermore, we introduce a structure-enhanced loss function to add penalty to actions that do not follow the policy structure. The new loss function guides the DRL to converge to the optimal policy structure quickly. Our numerical results show that the proposed structure-enhanced DRL algorithms can save the training time by 50% and reduce the remote estimation MSE by 10% to 25%, when compared to benchmark DRL algorithms.
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I. INTRODUCTION

Wireless networked control systems (WNCSs) consisting of distributed sensors, actuators, controllers, and plants are a key component for Industry 4.0 and have been widely applied in many areas such as industrial automation, vehicle monitoring systems, building automation and smart grids [1]. In particular, providing high-quality real-time remote estimation of dynamic system states plays an important role in ensuring control performance and stability of WNCSs [2]. For large-scale WNCSs, transmission scheduling of wireless sensors over limited bandwidth needs to be properly designed to guarantee remote estimation performance.

There are many existing works on the transmission scheduling of WNCSs. In [3], the optimal scheduling problem of a multi-loop WNCS with limited communication resources was investigated for minimizing the transmission power consumption under a WNCS stability constraint. In [4], [5], optimal sensor scheduling problems of remote estimation systems were investigated for achieving the best overall estimation mean-square error (MSE). In particular, dynamic decision-making problems were formulated as Markov decision processes (MDPs), which can be solved by classical methods, such as policy and value iterations. However, the conventional model-based solutions are not feasible in large-scale scheduling problems because of the curse of dimensionality caused by high-dimensional state and action spaces.

In recent years, deep reinforcement learning (DRL) has been developed to deal with large MDPs by using deep neural networks as function approximators [6], [7]. Some works [8], [9] have used the deep Q-network (DQN), a simplest DRL method, to solve multi-sensor-multi-channel scheduling problems in different remote estimation scenarios. In particular, the sensor scheduling problems for systems with 6 sensors have been solved effectively, providing significant performance gains over heuristic methods in terms of estimation quality. More recent work [10] has introduced DRL algorithms with an actor-critic structure to solve the scheduling problem at a much larger scale (that cannot be handled by the DQN). However, existing works merely use the general DRL frameworks to solve specific scheduling problems, without questioning what features make sensor scheduling problems different from other MDPs. Also, we note that a drawback of general DRL is that it often cannot perform policy exploration effectively for specific tasks [11], which can lead to local minima or even total failure. Thus, the existing DRL-based solutions could be far from optimal.

Some recent works have shown that the optimal scheduling policies of remote estimation systems commonly have a “threshold structure” [5], [12], which means that there exist switching boundaries dividing the state space into multiple regions for different scheduling actions. In other words, the optimal policy has a structure where the action only changes at the switching boundaries of the state space. In [13], the threshold structure of an optimal scheduling policy has also been identified in a sensor scheduling system for minimizing the average age of information (AoI). Although these theoretical works have derived the structures of optimal policies, there is no existing work in the open literature utilizing the structural properties to guide DRL algorithms. This knowledge gap motivates us to investigate how knowledge of the optimal policy structure can be used to redesign DRL algorithms that find the optimal policy more effectively.

Contributions. In this paper, we develop novel structure-enhanced DRL algorithms for solving the optimal scheduling problem of a remote estimation system. Given the most commonly adopted DRL frameworks for scheduling, i.e., DQN and deep deterministic policy gradient (DDPG), we propose structure-enhanced DQN and DDPG algorithms. In particular, we design a structure-enhanced action selection method, which tends to select actions that obey the threshold structure. Such

¹In [3]–[5], only the optimal scheduling of two-sensor systems has been solved effectively by the proposed methods.
A. Process Model and Local State Estimation

In Fig. 1, an action selection method can explore the action space more effectively and enhance the learning efficiency of DRL agents. Furthermore, we introduce a structure-enhanced loss function to add penalty to actions that do not follow the threshold structure. The new loss function guides the DRL to converge to the optimal policy structure quickly. Our numerical results show that the proposed structure-enhanced DRL algorithms can save the training time by 50%, while reducing the remote estimation MSE by 10% to 25% when compared to benchmark DRL algorithms.

II. SYSTEM MODEL

We consider a remote estimation system with \( N \) dynamic processes each measured by a sensor, which pre-processes the raw measurements and sends its state estimates to a remote estimator through one of \( M \) wireless channels, as illustrated in Fig. 1.

A. Process Model and Local State Estimation

Each dynamic process \( n \) is modeled as a discrete linear time-invariant (LTI) system as [8], [14], [15]

\[
\begin{align*}
\mathbf{x}_{n,k+1} &= \mathbf{A}_n \mathbf{x}_{n,k} + \mathbf{w}_{n,k}, \\
\mathbf{y}_{n,k} &= \mathbf{C}_n \mathbf{x}_{n,k} + \mathbf{v}_{n,k},
\end{align*}
\]

where \( \mathbf{x}_{n,k} \in \mathbb{R}^{l_n} \) is process \( n \)'s state at time \( k \), and \( \mathbf{y}_{n,k} \in \mathbb{R}^{r_n} \) is the state measurement of the sensor \( n \), \( \mathbf{A}_n \in \mathbb{R}^{l_n \times l_n} \) and \( \mathbf{C}_n \in \mathbb{R}^{r_n \times l_n} \) are the system matrix and the measurement matrix, respectively, \( \mathbf{w}_{n,k} \in \mathbb{R}^{l_n} \) and \( \mathbf{v}_{n,k} \in \mathbb{R}^{r_n} \) are the process disturbance and the measurement noise modeled as independent and identically distributed (i.i.d) zero-mean Gaussian random vectors \( \mathcal{N}(0, \mathbf{W}_n) \) and \( \mathcal{N}(0, \mathbf{V}_n) \), respectively. We assume that the spectral radius of \( \mathbf{A}_n, \forall n \), is greater than one, which means that the dynamic processes are unstable, making the remote estimation problem more interesting.

Due to the imperfect state measurement in (1), sensor \( n \) executes a classic Kalman filter to pre-process the raw measurement and generate state estimate \( \hat{\mathbf{x}}_{n,k} \) at each time \( k \) [14]. Sensor \( n \) sends \( \hat{\mathbf{x}}_{n,k} \) to the remote estimator (not \( \mathbf{y}_{n,k} \)) as a packet, once scheduled. The local state estimation error covariance matrix is defined as

\[
\mathbf{P}^{*}_{n,k} = \mathbb{E} \left[ (\hat{\mathbf{x}}_{n,k} - \mathbf{x}_{n,k})(\hat{\mathbf{x}}_{n,k} - \mathbf{x}_{n,k})^T \right].
\]

We note that local Kalman filters are commonly assumed to operate in the steady state mode in the literature (see [14] and references therein), which means the error covariance matrix converges to a constant, i.e., \( \mathbf{P}^{*}_{n,k} = \mathbf{P}_n, \forall k, n \).

B. Wireless Communications and Remote State Estimation

There are \( M \) wireless channels (e.g., subcarriers) for the \( N \) sensors’ transmissions, where \( M \leq N \). We consider independent and identically distributed (i.i.d) block fading channels, where the channel quality is fixed during each packet transmission and varies packet by packet, independently. Let the \( N \times M \) matrix \( \mathbf{H}_k \) denote the channel state of the system at time \( k \), where the element in the \( n \)th row and \( m \)th column \( h_{n,m,k} \in \mathcal{H} \) represents the channel state between sensor \( n \) and the remote estimator at channel \( m \). In particular, there are \( \bar{h} \) quantized channel states in total. The channel state \( \mathcal{H} \) is available at the remote estimator based on standard channel estimation methods. The distribution of \( h_{n,m,k} \) is given as

\[
\Pr(h_{n,m,k} = i) = q^{(n,m)}_i, \forall k,
\]

where \( \sum_{i=1}^{\bar{h}} q^{(n,m)}_i = 1, \forall n,m \).

Due to the limited communication channels, only \( M \) out of \( N \) sensors can be scheduled at each time step. Let \( a_{n,k} \in \{0, 1, 2, \ldots, M\} \) represent the channel allocation for sensor \( n \) at time \( k \), where

\[
a_{n,k} = \begin{cases} 0 & \text{if sensor } n \text{ is not scheduled} \\ m & \text{if sensor } n \text{ is scheduled to channel } m. \end{cases}
\]

In particular, we assume that each sensor can be scheduled to at most one channel and that each channel is assigned to one sensor [10]. Then, the constraints on \( a_{n,k} \) are given as

\[
\sum_{m=1}^{M} \mathbb{1}(a_{n,k} = m) \leq 1, \quad \sum_{n=1}^{N} \mathbb{1}(a_{n,k} = m) = 1,
\]

where \( \mathbb{1}(\cdot) \) is the indicator function.

Considering schedule actions and packet dropouts, sensor \( n \)'s estimate may not be received by the remote estimator in every time slot. We define the packet reception indicator as

\[
\eta_{n,k} = \begin{cases} 1 & \text{if sensor } n \text{'s packet is received at time } k \\ 0, & \text{otherwise} \end{cases}
\]

Considering the randomness of \( \eta_{n,k} \) and assuming that the remote estimator performs state estimation at the beginning of each time slot, the optimal estimator in terms of estimation MSE is given as

\[
\hat{\mathbf{x}}_{n,k+1} = \begin{cases} \mathbf{A}_n \hat{\mathbf{x}}_{n,k}, & \text{if } \eta_{n,k} = 1 \\ \mathbf{A}_n \hat{\mathbf{x}}_{n,k}, & \text{otherwise} \end{cases}
\]

where \( \mathbf{A}_n \) is the system matrix of process \( n \) defined under (1). If sensor \( n \)'s packet is not received, the remote estimator propagates its estimate in the previous time slot to estimate the current state. From (1) and (5), we derive the estimation error covariance as

\[2\]
the action

where $\bar{a}$ is a channel states.

Therefore, we formulate Problem 1 as a Markov decision process over the infinite time horizon.

We define the four elements of the MDP as below.

1) The state of the MDP is defined as $s_k = (\tau_n, H) \in H^{M \times N}$, where $\tau_n = (\tau_{1,n}, \tau_{2,n}, \ldots, \tau_{N,n}) \in \mathbb{N}^N$ is the Aol state vector. Thus, $s_k$ takes into account both the Aol and channel states.

2) The overall schedule action of the $N$ sensors is defined as $a_k = (a_{1,k}, a_{2,k}, \ldots, a_{N,k}) \in \{0, 1, 2, \ldots, M\}^N$ under the constraint $4$. There are $N!/(N-M)!$ actions in total. The stationary policy $\pi(\cdot)$ is a mapping between the state and the action, i.e., $a_k = \pi(s_k)$.

3) The transition probability $Pr(s_{k+1}|s_k, a_k)$ is the probability of the next state $s_{k+1}$ given the current state $s_k$ and the action $a_k$. Since we adopt stationary scheduling policies, the state transition is independent of the time index. Thus, we drop the subscript $k$ here and use $s$ and $s^+$ to represent the current and the next states, respectively. Due to the i.i.d. fading channel states, we have $Pr(s^+|s, a) = Pr(\tau^+|\tau, H, a) Pr(H^+)$, where $Pr(H^+)$ can be obtained from (3) and $Pr(\tau^+|\tau, H, a) = \prod_{n=1}^N Pr(\tau_{n}^+|\tau_n, H, a_n)$, which is derived based on (3) and (7)

$$Pr(\tau_{n}^+|\tau_n, H, a_n) = \begin{cases} 1 - p_{h_n,m}, & \text{if } \tau_{n}^+ = 1, a_n = m \\ p_{h_n,m}, & \text{if } \tau_{n}^+ = \tau_n + 1, a_n = m \\ 1, & \text{if } \tau_{n}^+ = \tau_n + 1, a_n = 0 \\ 0, & \text{otherwise}. \end{cases}$$

4) The immediate reward of Problem 1 at time $k$ is defined as $\sum_{n=1}^N -Tr(\mathbf{P}_{n,k})$. Since $\mathbf{P}_{n,k}$ defined in (8) is a function of $\tau_{n,k}$, the reward is represented as $r(s_k)$, monotonically decreasing with the Aol state.

B. Threshold Policies

Many works have proved that optimal scheduling policies have the threshold structure in Definition 1 for different problems, where the reward of an individual user is a monotonic function of its state [5], [12], [13]. Our problem has the same property, where the estimation MSE of sensor $n$ decreases with the decreasing Aol state and the increasing channel state.

To verify whether the optimal policy of Problem 1 has the threshold structure, we consider a system with $N = 2$ and $M = 1$ and adopt the conventional value iteration algorithm to find the optimal policy. As illustrated in Fig. 2, we see action switching curves in both Aol and channel state spaces, and the properties in Definition 1 are observed. Due to space limitations, we here do not present formal proof that the optimal policy has a threshold structure, but will investigate it in our future work. In Section V, our numerical results also show that the optimized threshold policy is near optimal, confirming the conjecture.

Definition 1. For a threshold policy $\pi$ of Problem 1, if channel $m$ is assigned to sensor $n$ at the state $s = (\tau, H)$, then the following two properties must hold:

(i) for state $s' = (\tau, H_{n,m}')$, where $H_{n,m}'$ is identical to $H$ except the sensor-$n$-channel-$m$ state with $h_{n,m}' > h_{n,m}$ then channel $m$ is still assigned to sensor $n$;

(ii) for state $s' = (\tau_{n}', H)$, where $\tau_{n}'$ is identical to $\tau$ except sensor $n$’s Aol with $\tau_{n}' > \tau_n$, then either channel $m$ or a better channel is assigned to sensor $n$.

For property (i), given that sensor $n$ is scheduled at channel $m$ at a certain state, if the channel quality of $h_{n,m}$ improves while the Aol and the other channel states are the same, then the threshold policy still assigns channel $m$ to sensor $n$. The property is reasonable since the channel quality of sensor $n$ to channel $m$ is the only factor changed and improved.

For property (ii), if the Aol state of sensor $n$ is increased while the other states remain the same, the policy must schedule sensor $n$ to a channel that is no worse than the previous one. Such a scheduling policy does make sense, since a larger sensor $n$’s Aol leads to a lower reward, requiring a better channel for transmission to improve the reward effectively.

In the following, we will develop novel schemes that leverage the threshold structure to guide DRL algorithms for solving Problem 1 with improved training speed and performance.
IV. STRUCTURE-ENHANCED DRL

In the literature, DQN and DDPG are the most commonly adopted off-policy DRL algorithms for solving optimal scheduling problems (see [8], [10] and references therein), and they provide significant performance improvements over heuristic policies. Next, we develop threshold structure-enhanced (SE) DQN and DDPG for solving Problem 1.

A. Structure-Enhanced DQN

We define the Q-value as the expected discounted sum of the reward function

\[
Q^\pi(s_k; a_k) = \mathbb{E} \left[ \sum_{t=k}^{\infty} \gamma^{t-k} r(s_t) | a_k, a_t = \pi(s_t), \forall t > k \right],
\]

which measures the long-term performance of policy \( \pi \) given the current state-action pair \((s_k, a_k)\). Let \( \pi^* \) denote the optimal policy of Problem 1. Then, the corresponding Q-value can, in principle, be obtained by solving the Bellman equation [16]

\[
Q^*(s_k; a_k) = r(s_k) + \mathbb{E}_{s_{k+1}} \left[ \gamma \max_{a_{k+1}} Q^*(s_{k+1}; a_{k+1}) \right].
\]

From the definition (9), the optimal policy generates the best action achieving the highest Q-value, and can be written as

\[
a_k^* = \pi^*(s_k) = \arg \max_{a_k} Q^*(s_k; a_k).
\]

A well-trained DQN uses a neural network (NN) with the parameter set \( \theta \) to approximate the Q-values of the optimal policy in (11) as \( Q(s_k, a_k; \theta) \) and use it to find the optimal action. Considering the action space defined in Section III-A, the DQN has \( N!/(N-M)! \) Q-value outputs of different state-action pairs. To train the DQN, one needs to sample data (consisting of states, actions, rewards, and next states), define a loss function of \( \theta \) based on the collected data, and minimize the loss function to find the optimized \( \theta \). However, the conventional DQN training method has never utilized structures of optimal policies before.

To utilize the knowledge of the threshold policy structure for enhancing the DQN training performance, we propose 1) an SE action selection method based on Definition 1 to select reasonable actions and hence enhance the data sampling efficiency; and 2) an SE loss function definition to add the penalty to sampled actions that do not follow the threshold structure.

Our SE-DQN training algorithm has three stages: 1) the DQN with loose SE action selection stage, which only utilizes part of the structural property, 2) the DQN with tight SE action selection stage utilizes the full structural property, and 3) the conventional DQN stage. The first two stages use the SE action selection schemes and the SE loss function to train the DQN fast, resulting in a reasonable threshold policy, and the last stage is for further policy exploration. In what follows, we present the loose and tight SE action selection schemes and the SE loss function.

1) Loose SE action selection: We randomly select an action \( a^* \) from the entire action space with a probability of \( \epsilon \) for action exploration; with a probability of \( (1-\epsilon) \), we generate the SE action \( \hat{a} \) as below. For simplicity, we drop the time index when describing action selections.

The threshold structure suggests that the actions of \( s \) and the state with a smaller AoI or channel state are correlated. Thus, one can infer the action based on the action at the state with a smaller channel, or AoI state, based on property (i), or (ii), of Definition 1, respectively. We only consider property (ii) for loose SE action selection, as it is difficult to find actions that satisfy both structural properties (i) and (ii) at the beginning of training. We will utilize both (i) and (ii) in the tight SE action selection stage.

Given the state \( s = (\tau, H) \), we define the state with a smaller sensor \( n \)'s AoI as \( \hat{s}(n) = (\hat{\tau}(n), \hat{H}(n)) \), where

\[
\hat{\tau}(n) = (\tau_1, \ldots, \tau_{n-1}, \ldots, \tau_N).
\]

For each \( n \), we calculate the corresponding action based on the Q-values as

\[
\hat{a}(n) = (\hat{a}_1(n), \ldots, \hat{a}_n(n), \ldots, \hat{a}_N(n)) = \arg \max_{a} Q(s(n); a; \theta).
\]

Recall that \( \hat{a}_n(n) \in \{0, 1, \ldots, M\} \) is the channel index assigned to sensor \( n \) at the state \( s(n) \).

If \( \hat{a}_n(n) > 0 \), then property (ii) implies that channel \( \hat{a}_n(n) \) or a better channel is assigned to sensor \( n \) at the state \( s(n) \). We define the set of channels with better quality as

\[
\mathcal{M}(n) = \{m'| h_{n,m'} > h_{n,\hat{a}_n(n)}, m' = 1, \ldots, M\}.
\]

Then, the SE action for sensor \( n \), say \( \hat{a}_n \), is randomly chosen from the set \( \mathcal{M}(n) \) with probability \( \xi \), and is equal to \( \hat{a}_n(n) \) with probability \( 1-\xi \).

If \( \hat{a}_n(n) = 0 \), then property (ii) can not help with determining the action. Then, we define the action selected by the greedy policy (i.e., the conventional DQN method) at the state \( s \) as

\[
\hat{a} = (\hat{a}_1, \hat{a}_2, \ldots, \hat{a}_N) = \arg \max_{a} Q(s; a; \theta).
\]

Thus, we set the SE action of sensor \( n \) identical to the one generated by the conventional DQN method, i.e., \( \hat{a}_n = \hat{a}_n \).

Now we can define the SE action for \( N \) sensors as \( \hat{a} = (\hat{a}_1, \hat{a}_2, \ldots, \hat{a}_N) \). If such an action meets the constraint

\[
\sum_{m=1}^{M} I(\hat{a}_n = m) \leq 1, \quad \sum_{n=1}^{N} I(\hat{a}_n = m) \leq 1,
\]

which is less restrictive than (4), we select the action \( a \) as \( \hat{a} \) and assign the unused channels randomly to unscheduled sensors; otherwise, \( a \) is identical to that of the conventional method as \( \hat{a} \).
2) Tight SE action selection: By using the loose SE action selection, we first infer the scheduling action of sensor $n$ at the state $s$ based on the action of the state with a smaller AoI, $s^{(n)}(n)$. Then, we check whether the loose SE action satisfies the threshold property (i) as below.

For notation simplicity, we use $m > 0$ to denote the SE channel selection for sensor $n$. Given the state $s$, we define the state with a smaller channel $m$'s state for sensor $n$ as $s^{(n,m)} = (\tau, H(n,m))$, where $H(n,m)$ and $H$ are identical except the element $h_{n,m} = h_{n,m} - 1$. Then, we calculate the corresponding action

$$\hat{a}^{(n,m)}(a_1^{(n,m)}, \ldots, a_n^{(n,m)}, \ldots, a_N^{(n,m)}) = \arg\max Q(s^{(n,m)}; \theta).$$

From the structural properties (i) and (ii), the scheduling action $\hat{a}^{(n,m)}$ should be identical to $m$. Thus, if $\hat{a}^{(n,m)} = m$, then the SE action for sensor $n$ is $\hat{a}_n = m$; otherwise, $\hat{a}_n$ is identical to the conventional DQN action. The SE action satisfying the structural properties (i) and (ii) is $\hat{a} = (\hat{a}_1, \hat{a}_2, \ldots, \hat{a}_N)$. If such an action meets the constraint (4), then it is executed as $a = \hat{a}$; otherwise, we select the greedy action $a = \hat{a}$.

3) SE loss function: During the training, each transition $(s_i, a_i, \hat{a}_i, \hat{a}_i, r_i, s_{i+1})$ is stored in a replay memory, where $r_i = r(s_i)$ denotes the immediate reward. Different from the conventional DQN, we include both the SE action $\hat{a}$ and the greedy action $\hat{a}$, in addition to the executed action $a$.

Let $T_i = (s_i, a_i, \hat{a}_i, \hat{a}_i, r_i, s_{i+1})$ denote the $i$th transition of a sampled batch from the replay memory. Same as in the conventional DQN, we define the temporal-difference (TD) error of $T_i$ as

$$TD_i = y_i - Q(s_i, a_i; \theta),$$

where $y_i = r_i + \gamma \max_{a_{i+1}} Q(s_{i+1}, a_{i+1}; \theta)$ is the estimation of Q-value at next step. This is to measure the gap between the left and right sides of the Bellman equation (10). A larger gap indicates that the approximated Q-values are far from the optimal. Different from DQN, we introduce the action-difference (AD) error as below to measure the difference of Q-value between actions selected by the SE strategy and the greedy strategy:

$$AD_i = Q(s_i, \hat{a}_i; \theta) - Q(s_i, \hat{a}_i; \theta).$$

Since the optimal policy has the threshold structure, the inferred action $\hat{a}$ should be identical to the optimal action $\hat{a}$. Thus, a well-trained $\theta$ should lead to a small difference in (13).

Based on (12) and (13), we define the loss function of $T_i$ as

$$L_i(\theta) = \begin{cases} \alpha_1 TD_i^2 + (1 - \alpha_1)AD_i^2, & \text{if } a_i = \hat{a}_i \\ TD_i, & \text{otherwise,} \end{cases}$$

where $\alpha_1$ is a hyperparameter to balance the importance of TD and AD. In other words, if the SE action is executed, both the TD and AD errors are taken into account; otherwise, the conventional TD-error-based loss function is adopted.

Given the batch size $B$, the overall loss function is

$$L(\theta) = \frac{1}{B} \sum_{i=1}^B L_i(\theta).$$

To optimize $\theta$, we adopt the well-known gradient descent method and calculate the gradient as below

$$\nabla_\theta L(\theta) = \frac{1}{B} \sum_{i=1}^B \nabla_\theta L_i(\theta)$$

where $\nabla_\theta L_i(\theta)$ is given as

$$\nabla_\theta L_i(\theta) = \begin{cases} -2((1 - \alpha_1)AD_i \nabla_\theta Q(s_i, \hat{a}_i; \theta) - Q(s_i, \hat{a}_i; \theta)) \\ + \alpha_1 TD_i \nabla_\theta Q(s_i, a_i; \theta), & \text{if } a_i = \hat{a}_i \\ -2(TD_i \nabla_\theta Q(s_i, a_i; \theta)), & \text{otherwise.} \end{cases}$$

The details of the SE-DQN algorithm are given in Algorithm 1.

Algorithm 1 SE-DQN for sensor scheduling in the remote estimation system

1: Initialize replay memory $D$ to capacity $N$
2: Initialize policy network with random weights $\theta$
3: Initialize target network with weights $\theta = \theta$
4: for episode $= 1, 2, \ldots, E_1$ do
5: Initialize state $s_0$
6: for $t = 1, 2, \ldots, T$ do
7: Generate $\hat{a}_t$ and select action $a_t$ by the loose SE action selection method of SE-DQN
8: Execute action $a_t$ and observe $r_t$ and $s_{t+1}$
9: Compute action $\hat{a}_t = \arg\max_a Q(s_t, a; \theta)$
10: Store transition $(s_t, a_t, \hat{a}_t, \hat{a}_t, r_t, s_{t+1})$ in $D$
11: Sample a random batch of transitions $(s_i, a_i, \hat{a}_i, \hat{a}_i, r_i, s_{i+1})$
12: Calculate TD, and AD, based on (12) and (13)
13: Update $\theta$ according to equation (15)
14: end for
16: repeat for episode $= E_1, \ldots, E_2$ do
18: Repeat algorithm from line 5 to line 15 by adopting the tight SE action selection method
19: end for
20: for episode $= E_2, \ldots, E$ do
21: Execute the DQN algorithm as in [8]
22: end for

B. Structure-Enhanced DDPG

Different from the DQN, which has one NN to estimate the Q-value, a DDPG agent has two NNs [17], a critic NN with parameter $\theta$ and an actor NN with the parameter $\mu$. In particular, the actor NN approximates the optimal policy $\pi^*(s)$ by $\mu(s; \mu)$, while the critic NN approximates the Q-value of the optimal policy $Q^*(s, a)$ by $Q(s, a; \theta)$. In general, the critic NN judges whether the generated action of the actor NN is good or not, and the latter can be improved based on the former. The critic NN is updated by minimizing the TD error similar to the DQN. The actor-critic framework enables DDPG to solve MDPs with continuous and large action space, which cannot be handled by the DQN.

To solve our scheduling problem with a discrete action space, we adopt an action mapping scheme similar to the one adopted in [10]. We set the direct output of the actor NN with continuous and large action space, which cannot be handled by the DQN.

The details of the SE-DQN algorithm are given in Algorithm 1.
sensors with the highest $M$ ranking are assigned to channels 1 to $M$, respectively. The corresponding ranking values are then linearly normalized to $[-1, 1]$ as the output of the final outputs of the actor NN, named as the virtual action $v$. It directly follows that the virtual action $v$ and the real scheduling action $a$ can be mapped from one to the other directly. Therefore, we use the virtual action $v$, instead of the real action $a$, when presenting the SE-DDPG algorithm.

Similar to the SE-DQN, the SE-DDPG has the loose SE-DDPG stage, the tight SE-DDPG stage, and the conventional DDPG stage. The $i$th sampled transition is denoted as

$$T_i \triangleq (s_i, v_i, \tilde{v}_i, \tilde{v}_i, r_i, s_{i+1}).$$

We present the SE action selection method and the SE loss function in the sequel.

1) **SE action selection**: The general action selection approach for the SE-DDPG is identical to that of the SE-DQN, by simply converting $v_i$, $\tilde{v}_i$, $\tilde{v}_i$, and $v_i$ to $a_i$, $a'_i$, $\bar{a}_i$, and $\tilde{a}_i$, respectively. Different from DQN with $\epsilon$-greedy actions, the action generated by the DDPG based on the current state is

$$\tilde{v}_i = \mu(s_i; \mu),$$

and the random action $v_i^r$ was generated by adding noise to the original continuous output of the actor NN.

2) **SE loss function**: Different from the SE-DQN, the SE-DDPG needs different loss functions for updating the critic NN and the actor NN. For the critic NN, we use the same loss function as in (14), and thus the gradient for the critic NN update is identical to (15). Note that for DDPG, the next virtual action $\tilde{v}_{i+1}$ is the direct output of the actor NN given the next state $s_{i+1}$, i.e., $\tilde{v}_{i+1} = \mu(s_{i+1}; \mu)$. Thus, when calculating the TD error (12), we have $y_i = r_i + \gamma Q(s_{i+1}, \mu(s_{i+1}; \mu); \theta)$.

For the actor NN, we introduce the difference between actions selected by the SE strategy $\tilde{v}_i$ and the actor NN $\tilde{v}_i$, when $v_i$ is executed, i.e., $v_i = \tilde{v}_i$. If the SE action is not selected, then the loss function is the Q-value given the state-action pair, which is identical to the conventional DDPG. Given the hyperparameter $\alpha_2$, the loss function for the transition $T_i$ is defined as

$$L_i(\mu) = \left\{ \begin{array}{ll} \alpha_2 Q(s_i, v_i; \theta) + (1 - \alpha_2) (v_i - \tilde{v}_i)^2, & \text{if } v_i = \tilde{v}_i; \\ Q(s_i, \tilde{v}_i; \theta), & \text{otherwise}, \end{array} \right.$$  

and hence the overall loss function given the sampled batch is

$$L(\mu) = \frac{1}{B} \sum_{i=1}^{B} L_i(\mu).$$  

By replacing (16) and (17) in (18) and applying the chain rule, we can derive the gradient of the overall loss function in terms of $\mu$ as

$$\nabla_{\mu} L(\mu) = \frac{1}{B} \sum_{i=1}^{B} \nabla_{\mu} L_i(\mu),$$

where $\nabla_{\mu} L_i(\mu)$ is given by:

$$\nabla_{\mu} L_i(\mu) = \left\{ \begin{array}{ll} \alpha_2 \nabla_{\mu} Q(s_i, v_i; \theta) \nabla_{\mu} \mu(s_i; \mu) - 2(1 - \alpha_2) (v_i - \tilde{v}_i) \nabla_{\mu} \mu(s_i; \mu), & \text{if } v_i = \tilde{v}_i; \\ \nabla_{\mu} Q(s_i, \tilde{v}_i; \theta) \nabla_{\mu} \mu(s_i; \mu), & \text{otherwise}. \end{array} \right.$$  

Because of the space limitation, the details of the proposed SE-DDPG algorithm are given in Algorithm 2 in [18].

V. **NUMERICAL EXPERIMENTS**

In this section, we evaluate and compare the performance of the proposed SE-DQN and SE-DDPG with the benchmark DQN and DDPG.

A. **Experiment Setups**

Our numerical experiments run on a computing platform with an Intel Core i5 9400F CPU @ 2.9 GHz with 16GB RAM and an NVIDIA RTX 2070 GPU. For the remote estimation system, we set the dimensions of the process state and the measurement as $l_n = 2$ and $e_n = 1$, respectively. The system matrices $\{A_n\}$ are randomly generated with the spectral radius within the range of $(1, 1.4)$. The entries of $C_n$ are drawn uniformly from the range $(0, 1)$, $W_n$ and $V_n$ are identity matrices. The fading channel state is quantized into $h = 5$ levels, and the corresponding packet drop probabilities are $0.2, 0.15, 0.1, 0.05$, and $0.01$. The distributions of the channel states of each sensor-channel pair $(n, m)$, i.e., $q^{(n,m)}_1, \ldots, q^{(n,m)}_h$ are generated randomly.

During the training, we use the ADAM optimizer for calculating the gradient and reset the environment for each episode with $T = 500$ steps. The episode numbers for the loose SE action, the tight SE action, and the conventional DQN stages are 50, 100, and 150, respectively. The settings of the hyperparameters for Algorithm 1 (SE-DQN) and Algorithm 2 (SE-DDPG) in [18] are summarized in Table I.

B. **Performance Comparison**

Fig. 3 and Fig. 4 illustrate the average sum MSE of all processes during the training achieved by the SE-DRL algorithms and the benchmarks under some system settings. Fig. 3 shows that the SE-DQN saves about 50% training episodes for the convergence, and also decreases the average sum MSE for 10% than the conventional DQN. Fig. 4 shows that the SE-DDPG saves about 30% training episodes and reduces the average sum.
MSE by 10%, when compared to the conventional DDPG. Also, we see that the conventional DQN and DDPG stages (i.e. the last 150 episodes) in Fig 3 and 4 cannot improve much of the training performance. This implies that the SE stages have found near optimal policies.

In Table II, we test the performance of well-trained SE-DRL algorithms for different numbers of sensors and channels, and different settings of system parameters, i.e., $A_n, C_n$, and $\eta_k$, based on 10000-step simulations. We see that for 6-sensor-3-channel systems, the SE-DQN reduces the average MSE by 10% to 25% over DQN, while both DDPG and SE-DDPG achieve similar performance as the SE-DQN. This suggests that the SE-DQN is almost optimal and that the DDPG and the SE-DDPG cannot improve further. In 10-sensor-5-channel systems, neither the DQN nor the SE-DQN can converge, and the SE-DDPG achieves a 10% MSE reduction over the DDPG. In particular, the SE-DDPG is the only converged algorithm in Experiment 8. In 20-sensor-10-channel systems, we see that the SE-DDPG can reduce the average MSE by 15% to 25%. Therefore, the performance improvement of the SE-DDPG appears significant for large systems.

VI. CONCLUSION

We have developed the SE-DRL algorithms for optimal sensor scheduling of remote estimation systems. In particular, we have proposed novel SE action selection and loss functions to enhance training efficiency. Our numerical results have shown that the proposed structure-enhanced DRL algorithms can save the training time by 50% and reduce the estimation MSE by 10% to 25%, when benchmarked against conventional DRL algorithms. For future work, we will rigorously prove the threshold structure of the optimal scheduling policy for our system. Also, we will investigate other structural properties of the optimal policy to enhance the DRL.
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