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Abstract—We investigate the calibration of estimations to increase performance with an optimal monotone transform on the estimator outputs. We start by studying the traditional square error setting with its weighted variant and show that the optimal monotone transform is in the form of a unique staircase function. We further show that this staircase behavior is preserved for general strictly convex loss functions. Their optimal monotone transforms are also unique, i.e., there exist a single staircase transform that achieves the minimum loss. We propose a linear time and space algorithm that can find such optimal transforms for specific loss settings. Our algorithm has an online implementation where the optimal transform for the samples observed so far are found in linear space and amortized time when the samples arrive in an ordered fashion. We also extend our results to cases where the functions are not trivial to individually optimize and propose an anytime algorithm, which has linear space and pseudo-linearithmic time complexity.

I. INTRODUCTION

A. Calibration

In the problems of learning, recognition, estimation or prediction \cite{1,2,3}; decisions are often produced to minimize certain loss functions using features of the observations, which are generally noisy, random or even missing. There are numerous applications in a number of varying fields such as decision theory \cite{4}, control theory \cite{5}, game theory \cite{6,7}, optimization \cite{8,9}, density estimation and anomaly detection \cite{10-15}, scheduling \cite{16}, signal processing \cite{17,18}, forecasting \cite{19,20} and bandits \cite{21-23}. These decisions are acquired from specific learning models, where the goal is to distinguish certain data patterns and provide accurate estimations for practical use. Most learning methods produce estimators that return some sort of score, which can be used to rank them in a given problem scenario (e.g. membership probabilities). However, in many applications, the ranking (ordinality) by itself is not sufficient and precise estimates may be required. To this end, it has become important to develop post-processing calibration methods \cite{24,25}. When calibration is done accordingly, the estimates should match better with the targets (i.e., minimize some sort of loss function); however, deviations from perfect calibration are common in practice and vary depending on the estimation models \cite{26}. Well-calibrated estimations are required in many areas of science, medicine and business. It is of crucial importance not only for the decision making process, but also to compare different estimators \cite{27-29}, or to combine them \cite{30}. Although research on calibration is not as extensive as high discrimination learning models; there are several methods to create well-calibrated estimations, which require a form of regularization to avoid over-fitting \cite{31}.

B. Parametric Mapping

We can straightforwardly regularize the calibration mapping by fitting a parametric shape (or function). An example is the fitting of a step function on the binary classifiers where the parameter is the threshold \cite{31}. Another popular approach is the sigmoidal fitting \cite{32}, where the scores are mapping to the calibrated estimations by using a sigmoid function. There various methods to tune the sigmoid parameters by minimizing the cumulative loss \cite{33}. Traditionally, these approaches are developed to transform the score outputs of certain learning models into more meaningful estimations such as class predictions or membership probabilities (empirically, the sigmoid mapping is shown to produce accurate estimations). In spite of the higher efficiency of the sigmoidal fitting compared to simply training another post processing learning model, it has been empirically shown that the performance does not suffer for many datasets. Although the work in \cite{32} studied the SVM learners, it has also been utilized to calibrate other learners as well \cite{34,35}. However, it has also been empirically shown that the sigmoid transform does not always have accurate calibrations for different learning models \cite{36}. The reason is the inherent restrictiveness of the parametric shape \cite{37}, which may be undesirable despite its computational efficiency.

C. Quantile Binning

In the quantile binning approach \cite{38,39}, we start by first ordering the score outputs of a learner and partition them in equal sized frequency bins. Then, the calibrated estimations are created from the score outputs in the respective bins individually, which results in an inherent regularization on the calibrated estimations, where we enforce the mapping of similar scores to similar values. Although, in certain problem settings, the quantile binning may coincide with the parametric mapping \cite{31}; it is generally a less restrictive approach. However, despite its efficiency and milder restrictions, the bin sizes and locations remain fixed over time and are hard to optimize \cite{36}. If the number of bins, their sizes and locations are not determined accurately, it may produce undesirable (or inaccurate) calibrated estimations. To address this issue, the work in \cite{37} produces a confidence interval for each estimation to build its frequency bins. In \cite{26}, the authors address its limitations by creating different equal frequency binning models and their aggregation \cite{40}. The work in \cite{41} address this drawback by Bayesian combination of all possible binning models inferred from the data samples, which is unfortunately inefficient. Nevertheless, the relaxed restriction may become detrimental since certain information from the score outputs are not fully utilized.
D. Isotonic Regression

In the calibration of score outputs, the shortcomings of parametric mapping and quantile binning have been addressed by the non-parametric approach of isotonic regression [36], [42]. It has an inherent regularity, which comes from the monotonic mapping from the uncalibrated score outputs of a learner to the calibrated estimations, i.e., its mapping enforces the score outputs’ own ordinality to the calibrated estimations. Because of this restriction, we end up with several adjacent samples mapping to a single value, which is where the name isotonic comes from. This mapping can directly find the optimal calibrations for each sample as long as the original and calibrated scores have matching ordinality. In the event of mismatch, the calibrator aggregates the adjacent samples. The number of samples used to determine a single mapping increase as the ordinality mismatch becomes worse. Henceforth, it is similar to a quantile binning strategy, where the number of bins, sizes and locations are derived from the initial monotone regularity [36]. Moreover, since it produces a monotone mapping, it is somewhat similar to the parametric sigmoid fitting as well [31]. Therefore, it is an approach that is in between the parametric mapping and the quantile binning methods. There are various existing techniques to find such mappings [43], [44]. It has also been incorporated to assist the quantile binning as well [45], [46]. There are strategies that use isotonic regression to aggregate multiple score outputs [47] and for specific losses like the ranking loss [48]. It has also been utilized to create online calibrators [31].

E. Contributions and Organization

The calibration should conform to some form of regularity; which is achieved by the function model in the parametric mapping, individual treatment of the sample groups in quantile binning and monotonicity in isotonic regression [31]. Although all of them somewhat avoid over-fitting, there have their shortcomings. While the parametric mappings are easy to optimize, they suffer from high restrictions. On the contrary, the quantile binning is less restrictive but harder to optimize since the number of bins, locations and sizes are not easy to select. Although isotonic regression addresses these shortcomings, the existing approaches have limited applicability and may computationally suffer in the event of hard to optimize losses. To this end, we propose efficient and anytime algorithms for general strictly convex loss functions. In Section II, we show that the traditional square error and its weighted variant has an optimal unique calibrator (transform or mapping) in the form of a staircase function. In Section III, we show that this optimal unique staircase mapping is preserved for a large class of loss functions, specifically the strictly convex losses. In Section IV, we show how this unique optimal staircase can be found in linear time for certain types of losses. In Section V, we propose an online approach that can find the optimal mapping when the output estimations arrive in order. In Section VI, we extend our algorithm to find mappings for general strictly convex loss functions, where the minimizer is not trivial to determine unlike the square error. In Section VII, we finish with some concluding remarks.

II. Optimal Monotone Transform For Square Error is A Unique Staircase Function

In this section, we show that, for the regression problem of minimizing the square error, an optimal monotone transform on the score values produced by an estimator is a staircase function, where each stair value is given by the mean of the samples on that stair. We start with the formal problem definition similarly with [31].

A. Problem Definition

We have \( N \) number of samples indexed by \( n \in \{1, \ldots, N\} \). For every \( n \),

1) We have the value \( y_n \), which is the target variable of the \( n^{th} \) sample, i.e.,

\[
y_n \in \mathbb{R}.
\]

2) We have the output \( x_n \) of an estimator, which is the score of the \( n^{th} \) sample, i.e.,

\[
x_n \in \mathbb{R}.
\]

3) We map the score outputs \( x_n \) of the estimator to non-decreasing variables \( z_n \) with a mapping function \( C(\cdot) \), i.e.,

\[
z_n \triangleq C(x_n) \in \mathbb{R}.
\]

4) We choose the mapping \( C(\cdot) \) such that it is a monotone transform (monotonically nondecreasing), i.e.,

\[
C(x_n) \geq C(x_{n'}) \quad \text{if} \quad x_n > x_{n'}.
\]

For the given setting above, we have the following problem definition for the minimization of the square error regression.

**Definition 1.** For a given set of score outputs \( \{x_n\}_{n=1}^N \) and target values \( \{y_n\}_{n=1}^N \), the minimization of the square error is given by

\[
\arg\min_{C(\cdot) \in \Omega} \sum_{n=1}^N (C(x_n) - y_n)^2,
\]

where \( \Omega \) is the class of all univariate monotonically nondecreasing functions that map from \( \mathbb{R} \) to \( \mathbb{R} \).

The problem in Definition 1 aims to minimize the square regression error unlike the linear loss in [31]. Without loss of generality and problem definition, we make the following assumptions.

**Assumption 1.** Let \( \{x_n\}_{n=1}^N \) be in an ascending order, i.e.,

\[
x_{n-1} \leq x_n,
\]

since if they are not, we can simply order the scores \( x_n \) and acquire the corresponding \( y_n \) target variables.

Next, we show why the optimal monotone transform \( C(\cdot) \) on the scores \( x_n \) is a staircase function.
B. Optimality of Staircase for Square Error

Let us have a minimizer $C^*(\cdot)$ for [Definition 1] given by

$$C^*(x_n) = z^*_n, \quad n \in \{1, \ldots, N\},$$

(5)

where $z^*_n$ be the corresponding monotone mappings.

**Lemma 1.** If $C^*(\cdot)$ is a minimizer for [Definition 1] then

$$z^*_n = z^*_{n+1} \text{ if } y_n \geq y_{n+1}.$$  

**Proof.** By design, any monotone transform has $z^*_n \leq z^*_{n+1}$. Let the loss of interest be $L_n(z^*_n, y_n) = (z^*_n - y_n)^2 + (z^*_{n+1} - y_{n+1})^2$. Given $y_n \geq y_{n+1}$, we have the following six cases:

1. $z^*_n \leq y_{n+1} \leq y_n$;
2. $z^*_n \leq y_{n+1} \leq z^*_{n+1}$;
3. $z^*_n \leq y_{n+1} \leq y_n$;
4. $z^*_n \leq y_{n+1} \leq z^*_{n+1}$;
5. $z^*_n \leq y_{n+1} \leq y_n$;
6. $z^*_n \leq y_{n+1} \leq z^*_{n+1}$.

Therefore, if $C^*(\cdot)$ is a minimizer, then $z^*_n = z^*_{n+1}$, which concludes the proof. 

Hence, there are groups of samples with the same mapping $z^*_n$. Following [31], let there be $I$ groups, where the group $i \in \{1, \ldots, I\}$ cover the samples $n \in \mathcal{N}_i = \{n_i, \ldots, n_{i+1}\}$ (where $n_1 = 0$ and $n_{I+1} = N$), i.e., for each group $i$, we have $z^*_n = z^*_i, \forall n \in \mathcal{N}_i$. With abuse of notation, let us denote the mapping of the $i^{th}$ group with $z^*_i$. We have the following result.

**Lemma 2.** If $C^*(\cdot)$ is a minimizer for [Definition 1] then

$$z^*_i = z^*_{i+1} \text{ if } \tilde{y}_i \geq \tilde{y}_{i+1},$$

(6)

where $\tilde{y}_i$ is the mean of the target variables $y_n$ of group $i$, i.e., $\tilde{y}_i \triangleq \frac{1}{n_{i+1} - n_i} \sum_{n_{i+1} = n_i}^{n_{i+1}} y_n$. Consequently, we have

$$z^*_i \leq z^*_{i+1} \text{ only if } \tilde{y}_i < \tilde{y}_{i+1},$$

(7)

i.e., the $i^{th}$ groups mapping $z^*_i$ is distinct (consequently strictly less) than $z^*_{i+1}$ only if $\tilde{y}_i$ is strictly less than $\tilde{y}_{i+1}$.

**Proof.** The proof follows from the proof of Lemma 1.

**Theorem 1.** If $C^*(\cdot)$ is a minimizer for [Definition 2] with $I^*$ uniquely mapped groups (with distinct mappings $z^*_i$) such that

$$C^*(\{x_n\}_{n=1}^{n_{i+1}}) = \tilde{y}_i \quad | \quad \tilde{y}_i < \tilde{y}_{i+1}, \forall i \in \{1, \ldots, I^* - 1\},$$

i.e., we have $z^*_i = \tilde{y}_i$.

**Proof.** The proof comes from Lemma 2 where we can directly set $z^*_i = \tilde{y}_i$ to minimize the square loss.

In this section, we have shown that there exists an optimal mapping $C^*(\cdot)$ (with monotone behavior) that minimizes the square error in [Definition 1] which is also a staircase function on the score variables $x_n$. In the next section, we show that a staircase function again minimizes a weighted version of the problem in [Definition 1].

C. Extension to Weighted Square Error

In this section, we prove that the optimal monotone transform that minimizes a weighted square error instead of the vanilla square error is again a staircase function. The setting in (1), (2), (3), (4) remains the same (much like [31]). We also make the same assumption in [Assumption 1]. The revised version of the problem in [Definition 1] is as the following.

**Definition 2.** For $\{x_n\}_{n=1}^{N}$, $\{y_n\}_{n=1}^{N}$, the minimization of the strictly convex error is given by

$$\arg\min_{C(\cdot) \in \Omega} \sum_{n=1}^{N} \alpha_n (C(x_n) - y_n)^2,$$

where $\Omega$ is the class of all univariate monotonically increasing functions that map from $\mathbb{R}$ to $\mathbb{R}$ and $\alpha_n > 0$ is the sample weight of the error for $x_n$.

Let us again assume that there exists a monotone transform $C^*(\cdot)$ that minimizes [Definition 2] with its corresponding mappings for each sample as in (5), [Lemma 1] directly holds true similarly and we end up with $I$ groups of consecutive samples (with the corresponding intervals) that map to the same value $z^*_i$. [Lemma 2] is modified as the following.

**Lemma 3.** If $C^*(\cdot)$ is a minimizer for [Definition 2] then

$$z^*_i = z^*_{i+1} \text{ if } \tilde{y}_i \geq \tilde{y}_{i+1},$$

(8)

where $\tilde{y}_i$ is the weighted mean, i.e.,

$$\tilde{y}_i = \frac{\sum_{n_{i+1} = n_i}^{n_{i+1}} \alpha_n y_n}{\sum_{n_{i+1} = n_i}^{n_{i+1}} \alpha_n}.$$  

(9)

Consequently, we have

$$z^*_i < z^*_{i+1} \text{ only if } \tilde{y}_i < \tilde{y}_{i+1},$$

(10)

i.e., the $i^{th}$ groups mapping $z^*_i$ is distinct (or strictly less) than $z^*_{i+1}$ only if $\tilde{y}_i$ is strictly less than $\tilde{y}_{i+1}$, where $\tilde{y}_i$ is the weighted mean of the target variables of the group $i$.

**Proof.** The proof follows from Lemma 2 and the proof of Lemma 1 with the altered problem definition.

Hence, the comparison is done over the weighted mean of the groups instead of the simple mean. When $\alpha_n = 1$ for all $n$, the problem definition and the result becomes equivalent to the preceding sections.

**Theorem 2.** If $C^*(\cdot)$ is a minimizer for [Definition 2] with $I^*$ uniquely mapped groups (with distinct mappings $z^*_i$) such that

$$C^*(\{x_n\}_{n=1}^{n_{i+1}}) = \tilde{y}_i \quad | \quad \tilde{y}_i < \tilde{y}_{i+1}, \forall i \in \{1, \ldots, I^* - 1\},$$

i.e., we have $z^*_i = \tilde{y}_i$, where $\tilde{y}_i$ is the weighted mean.

**Proof.** The proof comes from Lemma 3. Since $z^*_i < z^*_{i+1}$ only if $\tilde{y}_i < \tilde{y}_{i+1}$, we can directly set $z^*_i = \tilde{y}_i$ to minimize the loss.

In this variant, we have shown that there exists an optimal mapping $C^*(\cdot)$ (with monotone behavior) that minimizes the weighted square error in [Definition 2] which is also a staircase function on the score variables $x_n$. In the next section, we show that a staircase function again minimizes a generalized version of the problem in [Definition 1] and [Definition 2].
III. OPTIMAL MONOTONE TRANSFORM FOR STRICTLY
CONVEX LOSSES IS A STAIRCASE FUNCTION

In this section, we generalize the results up to now to show that the optimal monotone transform on our estimations $x_n$ that minimizes general strictly convex losses is again a staircase function (similar with the extension to linear losses from classification error in [31]).

A. Problem Definition

We again have samples indexed by $n \in \{1, \ldots, N\}$, and for every $n$,

1) We have the score output of an estimator $x_n \in \mathbb{R}$. (11)

2) We have the strictly convex loss $l_n(\cdot)$. (12)

3) We map these scores to values $z_n \triangleq C(x_n) \in \mathbb{R}$. (13)

4) The mapping $C(\cdot)$ is monotonically nondecreasing, i.e., $C(x_n) \geq C(x_n')$ if $x_n > x_n'$. (14)

For this new setting, we have the following problem definition.

**Definition 3.** For $\{x_n\}_{n=1}^N$, $\{l_n(\cdot)\}_{n=1}^N$, the minimization of the cumulative strictly convex loss is given by

$$\arg\min_{C(\cdot) \in \Omega} \sum_{n=1}^N l_n(C(x_n)),$$

where $\Omega$ is the class of all univariate monotonically increasing functions that map from $\mathbb{R}$ to $\mathbb{R}$.

When $l_n(\cdot)$ is strictly convex, its second derivative on its argument is always positive, i.e.,

$$\frac{\delta^2 l_n(z)}{\delta z^2} \bigg|_{z=z_0} > 0, \quad \forall z_0 \in \mathbb{R}. \quad (15)$$

Henceforth, the problem in **Definition 3** fully generalizes the problems in **Definition 1** and **Definition 2** since

- For **Definition 1**, we have $l_n(z_n) = (z_n - y_n)^2$, and its second derivative is

$$\frac{\delta^2 l_n(z)}{\delta z^2} = 2,$$

which is positive, hence, strictly convex.

- For **Definition 2**, we have $l_n(z_n) = \alpha_n(z_n - y_n)^2$, and its second derivative is

$$\frac{\delta^2 l_n(z)}{\delta z^2} = 2\alpha_n,$$

which is positive, hence, strictly convex since $\alpha > 0$ from **Definition 2**.

We make the same assumption as in **Assumption 1**. Next, we show why the optimal monotone transform $C(\cdot)$ on the scores $x_n$ is a staircase function for the general strictly convex losses.

B. Optimality of Staircase Function for Strictly Convex Losses

Let us again assume that there exists an optimal monotone transform $C^*(\cdot)$ in $\Omega$ that minimizes **Definition 3** where $\Omega$ is the class of all univariate monotonically nondecreasing functions that map to the extended reals $\mathbb{R}$. Let the minimizer of $l_n(\cdot)$ be $y_n$, i.e.,

$$y_n = \arg\min_{y \in \mathbb{R}} l_n(y).$$

We have a similar result to **Lemma 1** as the following

**Lemma 4.** If $C^*(\cdot)$ is a minimizer for **Definition 3** then

$$z^{n*}_n = z^{n*}_{n+1} \text{ if } y_n \geq y_{n+1},$$

where $y_n = \arg\min l_n(y)$. (16)

**Proof.** By design, any monotone transform has $z^{n*}_n \leq z^{n*}_{n+1}$. Let $L_n(z_n, z_{n+1}) = l_n(z_n) + l_{n+1}(z_{n+1})$ be the loss of interest. Given $y_n \geq y_{n+1}$, we have the following six cases from the strict convexity:

1) $z^{n*}_n \leq z^{n*}_{n+1} \leq y_{n+1} \leq y_n$:

$$L_n(z_n, z^{n*}_{n+1}) \leq L_n(z^{n*}_n, z^{n*}_{n+1}).$$

2) $z^{n*}_n \leq y_{n+1} \leq z^{n*}_{n+1} \leq y_n$:

$$L_n(z^{n*}_n, z^{n*}_{n+1}) \leq L_n(z^{n*}_n, z^{n+1}).$$

3) $z^{n*}_n \leq y_{n+1} \leq y_n \leq z^{n*}_{n+1}$:

$$L_n(z^{n*}_n, z^{n*}_{n+1}) < L_n(z^{n*}_n, z^{n+1}).$$

4) $y_{n+1} \leq z^{n*}_n \leq z^{n*}_{n+1} \leq y_n$:

$$L_n(z^{n*}_n, z^{n*}_{n+1}) \leq L_n(z^{n*}_n, z^{n+1}).$$

5) $y_{n+1} \leq z^{n*}_n \leq y_n \leq z^{n*}_{n+1}$:

$$L_n(z^{n*}_n, z^{n*}_{n+1}) \leq L_n(z^{n*}_n, z^{n+1}).$$

6) $y_{n+1} \leq y_n \leq z^{n*}_n \leq z^{n*}_{n+1}$:

$$L_n(z^{n*}_n, z^{n*}_{n+1}) \leq L_n(z^{n*}_n, z^{n+1}).$$

Therefore, if $C^*(\cdot)$ is a minimizer, then $z^{n*}_n = z^{n*}_{n+1}$, which concludes the proof.

We also have a result similar to **Lemma 2** as follows.

**Lemma 5.** If $C^*(\cdot)$ is a minimizer for **Definition 3** then

$$z^{i*}_i = z^{i*}_{i+1} \text{ if } \tilde{y}_i \geq \tilde{y}_{i+1},$$

where $\tilde{y}_i$ is the minimizer of the sum of the losses in group $i$, i.e., $\tilde{y}_i = \arg\min \sum_{n=1}^{n_i+1} l_n(y)$. Consequently, we have

$$z^{i*}_i < z^{i*}_{i+1} \text{ only if } \tilde{y}_i < \tilde{y}_{i+1},$$

i.e., the $i^{th}$ groups mapping $z^{i*}_i$ is distinct (consequently strictly less) than $z^{i*}_{i+1}$ only if $\tilde{y}_i$ is strictly less than $\tilde{y}_{i+1}$.

**Proof.** We already established that every sample in group $i$ maps to the same variable $z^{i*}_i$. Thus, we can treat this group’s total loss as a single sample. Since the sum of strictly convex losses is also a strictly convex loss, the proof follows from the proof of **Lemma 4**.

Similar to **Theorem 1** and **Theorem 2**, we have the following theorem.

**Theorem 3.** If $C^*(\cdot)$ is a minimizer for **Definition 3** with $I^*$ uniquely mapped groups (with distinct mappings $z^{i*}_i$) such that $C^*(\{x_n\}_{n=n_i+1}^{n_i+1}) = \tilde{y}_i$ such that $\tilde{y}_i < \tilde{y}_{i+1}, \forall i \in \{1, \ldots, I^* - 1\}$, i.e., we have $z^{i*}_i = \tilde{y}_i$.

**Proof.** The proof comes from **Lemma 5** where we can directly set $z^{i*}_i = \tilde{y}_i$ to minimize the composite strictly convex loss.
IV. OFFLINE ALGORITHM TO FIND THE OPTIMAL STAIRCASE MAPPING FOR STRICTLY CONVEX LOSSES

In this section, we propose algorithms that can find an optimal staircase transform for the problem in [Definition 3]

A. Direct Approach

The straightforward approach works as follows:
1) At the beginning, let us have $N$ samples with the corresponding scores $\{x_n\}_{n=1}^N$ and losses $\{l_n(\cdot)\}_{n=1}^N$.
2) Create a group for each sample, i.e., $n \in \{1, \ldots, N\}$. Set their group loss $L_n(\cdot) = l_n(\cdot)$. Set the initial minimizers $y_n = \arg \min_{y} L_n(y)$ for all $n \in \{1, \ldots, N\}$.
3) Let $\mathcal{I}$ be the set of all indices $i$ such that the consecutive group pair $(i, i+1)$ have $y_i \geq y_{i+1}$.
4) If $\mathcal{I}$ is not empty, join the groups $i$ and $i+1$ for all $i \in \mathcal{I}$, and re-index the new groups accordingly. If there is consecutive grouping, we join all of them together. For example, if we join the pairs $(n, n+1)$ and $(n+1, n+2)$, we join $(n, n+1, n+2)$. We assign the new losses, where the joined groups’ losses are summed together.
We also calculate their new group minimizers $y_i$. Return to Step 3
5) ELSE (if $\mathcal{I}$ is empty), stop.

Our algorithmic design stems from the notion of joining the groups in [31] together with the properties implied by [Lemma 4] and [Lemma 5]. The first iteration is the result of the property of [Lemma 4] while the next iterations are the result of the more general property of [Lemma 5]. Since we only keep track of the group losses $L_i(\cdot)$ and their minimizers $y_i$, we have a $O(T)$ space complexity. Let the optimal transform have $S$ steps in the staircase. This approach has at most $T - S$ combinations, which is $O(T)$. Thus, this approach can find an optimal transform in $O(T)$ space and $O(T \tau)$ time, where $\tau$ is the worst-case time it takes to find a minimizer.

Remark 1. For the weighted square errors in [Section II], it takes at most $O(T)$ time (i.e., $\tau = T$) to find the weighted group means. Thus, this approach can find an optimal transform in $O(T)$ space and $O(T \tau)$ time.

Example 1. Let $x_n = n$, $\alpha_n = 1$ and $y_n$ be from
\begin{align*}
\{44, 52, 18, 14, 93, 37, 96, 08, 01, 95, 21, 77, 46, 36, 69\}
\end{align*}
for $n \in \{1, \ldots, N\}$, where $N = 15$. Let the losses be $l_n(C(x_n)) = (C(x_n) - y_n)^2$, i.e., the square loss. The iterations work as follows:
1) We start our algorithm with the single sample groups: $\{44, 52, 18, 14, 93, 37, 96, 08, 01, 95, 21, 77, 46, 36, 69\}$
2) Then, we combine the groups according to the algorithm $\{44, 52, 18, 14, 93, 37, 96, 08, 01, 95, 21, 77, 46, 36, 69\}$
3) We calculate the minimizers of the newly joined groups $\{44, 28, 28, 28, 65, 65, 35, 35, 58, 58, 53, 53, 69\}$
4) We again combine the groups according to the algorithm $\{44, 52, 18, 14, 93, 37, 96, 08, 01, 95, 21, 77, 46, 36, 69\}$
5) We again calculate the minimizers of the joined groups $\{32, 32, 32, 47, 47, 47, 47, 47, 55, 55, 55, 55, 55, 55, 55, 55, 55\}$
6) Since there are no more groups to combine, the algorithm stops and we reach the optimal staircase mapping.

B. Efficient Implementation

We observe that although the memory usage is efficient, there is room for improvement in the time complexity based on the problem setting. Since much of the time complexity stems from the newly calculated group minimizers, an efficient update can speed up the algorithm.

Let $\{y_i, y_{i+1}, \ldots, y_{i+j}\}$ be the minimizers for the group losses $\{L_i(\cdot), L_{i+1}(\cdot), \ldots, L_{i+j}(\cdot)\}$ for some $j \geq 1$. Let $\lambda_i, \lambda_{i+1}, \ldots, \lambda_{i+j}$ be some corresponding auxiliary parameters. Let the minimizer of the composite loss be
\begin{align*}
y^* = \arg \min \sum_{n=1}^{i+j} L_n(y).
\end{align*}
Let there be a sequential update rule to determine $y^*$ and the new auxiliary variable $\lambda^*$ as
\begin{align*}
y^* &= F(y_i, y_{i+1}, \ldots, y_{i+j}; \lambda_i, \lambda_{i+1}, \ldots, \lambda_{i+j}), \\
\lambda^* &= G(y_i, y_{i+1}, \ldots, y_{i+j}; \lambda_i, \lambda_{i+1}, \ldots, \lambda_{i+j}).
\end{align*}
Then, we can change the algorithm as follows:
1) At the beginning, let us have $N$ samples with the corresponding scores $\{x_n\}_{n=1}^N$ and losses $\{l_n(\cdot)\}_{n=1}^N$.
2) Create a group for each sample, i.e., $n \in \{1, \ldots, N\}$. Set the initial minimizers $y_n = \arg \min_{y} l_n(y)$ and the auxiliary variables $\lambda_n$ for all $n \in \{1, \ldots, N\}$.
3) Let $\mathcal{I}$ be the set of all indices $i$ such that the consecutive group pair $(i, i+1)$ have $y_i \geq y_{i+1}$
4) If $\mathcal{I}$ is not empty, join the groups $i$ and $i+1$ for all $i \in \mathcal{I}$, and re-index the new groups accordingly. If there is consecutive grouping, we join all of them together. For example, if we join the pairs $(n, n+1)$ and $(n+1, n+2)$, we join $(n, n+1, n+2)$. The new group losses and auxiliary variables are calculated in accordance with [20] and [21] respectively. Return to Step 3
5) ELSE (if $\mathcal{I}$ is empty), stop.

Remark 2. For the weighted square errors in [Section II], if we set the auxiliary variable as the total weight sum of the groups, we have
\begin{align*}
F(y_i, y_{i+1}, \ldots, y_{i+j}; \lambda_i, \lambda_{i+1}, \ldots, \lambda_{i+j}) &= \frac{\sum_{i=1}^{i+j} \lambda_i y_i^2}{\sum_{i=1}^{i+j} \lambda_i}, \\
G(y_i, y_{i+1}, \ldots, y_{i+j}; \lambda_i, \lambda_{i+1}, \ldots, \lambda_{i+j}) &= \sum_{i=1}^{i+j} \lambda_i y_i,
\end{align*}
which takes $O(1)$ time to update the weighted means and the weight sums per step decrease (joining). Thus, this approach can find an optimal transform in $O(T)$ space and $O(T \tau)$ time.

Example 2. For the same example in [Example 1] the efficient algorithm works as follows:
1) $y : 44, 52, 18, 14, 93, 37, 96, 08, 01, 95, 21, 77, 46, 36, 69$ \hspace{1cm} $\lambda : 01, 01, 01, 01, 01, 01, 01, 01, 01, 01, 01, 01$
2) $y : 44, 28, 65, 35, 58, 53, 69$ \hspace{1cm} $\lambda : 01, 03, 02, 03, 02, 03, 01$
3) $y : 32, 47, 55, 69$ \hspace{1cm} $\lambda : 04, 05, 05, 01$
4) Since there are no more groups to combine, the algorithm stops and we reach the optimal staircase mapping.
V. ONLINE ALGORITHM TO FIND THE OPTIMAL STAIRCASE MAPPING FOR STRICTLY CONVEX LOSSES

Suppose the samples come in an ordered fashion and the goal is to find the optimal staircase mapping with each new sample. Let the optimal transform for the first $N$ samples be $C_N(\cdot)$, then we have

$$\sum_{n=1}^{N} l_n(C_N(x_n)) = \min_{C(\cdot) \in \Omega} \sum_{n=1}^{N} l_n(C(x_n)), \tag{22}$$

for all $N$.

Our aim is to sequentially update $C_N(\cdot)$ to find the next staircase $C_{N+1}(\cdot)$. We observe that the order in which we join the groups does not matter in Section IV. Henceforth, the online algorithm works as follows:

1) At the beginning, we have $N = 1$, the score $x_1$, the minimizer $y_1$ and the auxiliary variable $\lambda_1$.
2) Receive $x_{N+1}, y_{N+1}, \lambda_{N+1}$; and treat it as a new group with the appropriate index.
3) WHILE the largest indexed group should be joined with its immediate preceding group, join and re-index them (where the new index is the preceding group’s index). The new group losses and auxiliary variables are calculated in accordance with (20) and (21) respectively.
4) Set $N \leftarrow N + 1$ and return to Step 2.

**Example 3.** For the same example as in Example 1 and Example 2, the online algorithm works as the following where each step corresponds to the arrival of a new sample and the corresponding lines are the updates to the optimal staircase so far.

1) $44$
2) $44, 52$
3) $44, 52, 18$
4) $44, 35, 35$
5) $38, 38, 38$
6) $38, 38, 38, 14$
7) $32, 32, 32, 32$
8) $32, 32, 32, 32, 93$
9) $32, 32, 32, 32, 93, 37$
10) $32, 32, 32, 32, 65, 65$
11) $32, 32, 32, 32, 65, 65, 96$
12) $32, 32, 32, 32, 65, 65, 96, 08$
13) $32, 32, 32, 32, 65, 65, 96, 08$
14) $32, 32, 32, 32, 65, 65, 52, 52$
15) $32, 32, 32, 32, 58, 5, 58, 5, 58, 5, 01$
16) $32, 32, 32, 32, 58, 5, 58, 5, 58, 5, 10$
17) $32, 32, 32, 32, 47, 47, 47, 47$
18) $32, 32, 32, 32, 47, 47, 47, 47, 95$
19) $32, 32, 32, 32, 47, 47, 47, 47, 95, 21$
20) $32, 32, 32, 32, 47, 47, 47, 47, 58, 58$
21) $32, 32, 32, 32, 47, 47, 47, 47, 58, 58, 77$
22) $32, 32, 32, 32, 47, 47, 47, 47, 58, 77, 46$
23) $32, 32, 32, 32, 47, 47, 47, 47, 58, 58, 61.5, 61.5$
24) $32, 32, 32, 32, 47, 47, 47, 47, 58, 58, 61.5, 61.5, 36$
25) $32, 32, 32, 32, 47, 47, 47, 47, 58, 58, 53, 53, 53$
26) $32, 32, 32, 32, 47, 47, 47, 47, 55, 55, 55, 55, 55$
27) $32, 32, 32, 32, 47, 47, 47, 47, 55, 55, 55, 55, 55, 69$

where the last step does not require any joining and is the same offline result.

At any time $T$, let the optimal transform have $S$ steps in the staircase. This approach has exactly $T - S$ combinations in total, which is in the worst-case $O(T)$. Thus, this approach can find an optimal transform in $O(T)$ space and $O(T\tau_n)$ time, where $\tau_n$ is the total update time of (20) and (21).

**Remark 3.** For the weighted square error, $\tau_n = O(1)$, since when $i$ and $i + 1$ groups are joined, we have

$$y^* = \frac{\lambda_i y_i + \lambda_{i+1} y_{i+1}}{\lambda_i + \lambda_{i+1}}, \quad \lambda^* = \lambda_i + \lambda_{i+1}. \tag{23}$$

**Remark 4.** For the weighted log-loss for binary classification problems, let $b_n \in \{0, 1\}$ be the target binary class and $p_n$ be the probability of class 1. The loss is

$$\min_{C(\cdot) \in \Omega} \sum_{n=1}^{N} -\alpha_n [b_n \log(p_n) + (1 - b_n) \log(1 - p_n)],$$

where $\Omega_{\tau_n}$ is the class of transforms that map to $[0, 1]$. The minimizers of this problem are the same as the following weighted square error problem

$$\min_{C(\cdot) \in \Omega} \sum_{n=1}^{N} \alpha_n (b_n - C(p_n))^2.$$ 

Thus, the update rules are the same with Remark 3, where the initial conditions are $y_n = b_n$ and $\lambda_n = \alpha_n$, which results in $\tau_n = O(1)$.

**Remark 5.** Note that, if the samples come in an unordered fashion, we may not be able to produce an efficient algorithm for general strictly convex functions. To see this, consider the simple square loss. Suppose for some ordered $x_n$, we have $y_n = n$, where $\max_n y_n = N$. Since the target is also ordered, the optimal transform gives $C(x_n) = n$. Let the next sample have the minimum score $x$ so far, i.e., $x = \min_n x_n$ with a target $y = K$ for some large $K$. Then, the optimal transform will become a constant function

$$C_0(x_n) = \frac{K}{N + 1} + \frac{N}{N + 1} x_n.$$ 

Suppose, we receive the score and target pairs $\{\min_n x_n, -K\}, \{\max_n x_n + 1, y_{\arg\max_n x_n} + 1\}$ and $\{\min_n x_n, K\}$ in a periodic fashion. In this case, we will have an alternating optimal staircase function between constant and linear, which will have $O(T^2)$ complexity to update.

**Remark 6.** Note that although the cumulative time complexity of the online approach is $O(T\tau_n)$, the per sample time complexity can be up to $O(T\tau_n)$ by itself. However, we observe that although the per sample complexity is not efficiently bounded, the total time complexity is bounded because of the limited decrease in the number of steps of the staircase function.

**Remark 7.** In the online implementation of the algorithm, for unordered incoming samples, the approach in [31] is promising. However, unlike [31], the complexity is not straightforward to bound because of the inherent difference in the optimal transform (staircase as opposed to the thresholding), which needs further analysis.
VI. ANYTIME ALGORITHM TO FIND THE OPTIMAL STAIRCASE MAPPING FOR STRICTLY CONVEX LOSSES

We point out that while the minimization of relatively simple functions like the square loss in Section II or the linear loss in [31] are straightforward; for general strictly convex losses, it can be costly. To this end, in this section, we propose an efficient anytime algorithm. Let the samples \( x_n \) be ordered with individual losses \( l_n(\cdot) \). The algorithm works as follows:

1. At the beginning create \( n \) groups with samples \( x_n \). Set their group loss as \( L_n(\cdot) = l_n(\cdot) \). Set the bounds on the minimizer \( y_n \) as \( A_n = A \) and \( B_n = B \) for some \( A, B \).
2. For every group \( i \) with \( A_i \neq B_i \), evaluate the negative derivative at the middle of bounds \( D_i = -L_i'(C_i) \), where \( C_i = \frac{A_i + B_i}{2} \).
3. WHILE there is a consecutive group pair \((i, i+1)\) such that \( A_i = A_{i+1}, B_i = B_{i+1}, \) and \( D_i \geq 0 \geq D_{i+1} \); join the groups \((i, i+1)\). The new group has \( A_s = A_i, B_s = B_i, C_s = C_i, D_s = D_i + D_{i+1}, L_s(\cdot) = L_i(\cdot) + L_{i+1}(\cdot) \).
4. Re-index all groups. For every group \( i \)
   - IF \( D_i \geq 0 \); \( B_i = C_i \).
   - IF \( D_i \leq 0 \); \( A_i = C_i \).
5. Return to Step 2

At the end of any iteration of the algorithm, i.e., before returning to Step 2 we have the following results.

**Proposition 1.** For any group \( i \), we have
- \( A_i > B_i \), if \( D_i \neq 0 \);
- \( A_i = B_i \), if \( D_i = 0 \).

**Proof.** Proof comes from Step 2 and Step 3

**Proposition 2.** If a group \( i \) has \( D_i = 0 \), there is no other group \( i' \) with the same bounds \( A_i = A_{i'} = B_i = B_{i'} \).

**Proof.** The proof comes from Step 3

**Proposition 3.** For any group pair \((i, i')\) with \( A_i = A_{i'} \) and \( B_i = B_{i'} \), we have
- \( D_i > 0 \) if \( D_{i'} > 0 \);
- \( D_i < 0 \) if \( D_{i'} < 0 \).

**Proof.** Let us have groups with \( A_i = A' \) and \( B_i = B' \) at some iteration \( k \). Then, we will sample the derivatives at the same point \( C_i = C' \). The resulting bounds are updated by either \( A_i = C' \) if \( D_i < 0 \) or \( B_i = C' \) if \( D_i > 0 \) and both if \( D_i = 0 \) from Step 4. Thus, for any two groups to have the same upper and lower bounds, their \( D_i \) needs to be non-zero and have the same sign.

**Lemma 6.** For any group pair \((i, i+1)\), we either \( A_{i+1} = A_i \) and \( B_{i+1} = B_i \) or \( A_{i+1} \geq B_{i+1} \geq A_i \).

**Proof.** The result comes from Proposition 1, Proposition 2 and Proposition 3 where with each iteration the bound pair \((A_i, B_i)\) is progressively split in a monotone fashion.

**Lemma 7.** For any group \( i \), where \( A_i \neq B_i \); we have
- \( A_i - B_i = \delta \).

where \( \delta = 2^{-k}(A - B) \) at the end of the \( k^{th} \) iteration.

**Proof.** The proof comes from the fact that the split or halving the distance \( A_i - B_i \) is definite and happens regardless. Only when \( D_i = 0 \), this distance reduces to zero.

**Theorem 4.** At the end of the \( k^{th} \) iteration, we create \( I \) groups with upper bounds \( A_i \) and lower bounds \( B_i \) such that they are ordered \((A_i \leq A_{i+1} \leq B_i \leq B_{i+1})\) and \( A_i - B_i \in \{0, \delta\} \), where \( A = B + 2^k \delta \). Moreover, \( A_i \in \{B + \delta, B + 2\delta, \ldots, B + 2^k \delta \} \). When \( A_i = B_i \), we have \( D_i = 0 \). When \( A_i \neq B_i \) and \( A_i = B + N \delta \) for some \( N \), we have

- \( D_i > 0 \) if \( N \) is even,
- \( D_i < 0 \) if \( N \) is odd.

**Proof.** The proof comes from Lemma 6, Lemma 7 and the progressive halving of the \( A_i - B_i \) distance.

The space complexity is \( O(T) \) since we keep the variables \( A_i, B_i, D_i \) and the losses \( L_i(\cdot) \).

For the time complexity, we make at most \( T \) number of evaluations \( D_i \) at \( C_i \) for each iteration, which takes \( O(T) \) time per iteration. It takes \( O(1) \) time for each joining of the groups. Thus, at the end of \( k^{th} \) iteration, we take \( O(kT) \) time.

For a sensitivity of at least \( \delta \) (i.e., height of the bounds \( A_i - B_i \)), we need \( k \geq \log_2(\frac{A - B}{\delta}) \). Thus, the time complexity is \( O(T \log(1/\delta)) \). While this \( \delta \) sensitivity can be preset as a stopping criterion, there exists an inherent sensitivity for only deciding the staircase regions. At any iteration, if there exist a group with unique \((A_i, B_i)\) pair, no further sampling will change this group and only increase the sensitivity of its minimizer. If the optimal staircase function has a minimum step of \( \delta_0 \), the time complexity is \( O(T \log(1/\delta_0)) \).

If there is no explicit \( A, B \) bounds available, we can use doubling trick schemes; where we sample the following points
- When \( A_i = \infty \) and \( B_i = -\infty \), \( C_i = 0 \).
- When \( A_i = \infty \) and \( B_i = 0 \), \( C_i = 1 \).
- When \( A_i = \infty \) and \( B_i \geq 1 \), \( C_i = 2B_i \).
- When \( A_i = 0 \) and \( B_i = -\infty \), \( C_i = -1 \).
- When \( A_i \leq -1 \) and \( B_i = -\infty \), \( C_i = 2A_i \).

Then, our algorithm works the same as before once the bounds \( A_i \) and \( B_i \) are finite, i.e., when \( A_i < \infty \) and \( B_i > -\infty \), \( C_i = \frac{A_i + B_i}{2} \).

With this sampling we will incur an additional time complexity \( O(T \log(|A| + |B|)) \) of unknown \( A \) and \( B \).

VII. CONCLUSION

In this paper, we have investigated the optimal monotone transforms on score outputs that minimize certain losses. We started with the traditional square error setting and studied its weighted variant, where we showed that the optimal transform is in the form of a unique staircase function. We have further showed that this behavior is preserved for general strictly convex loss functions as well and showed that the optimizer transform is unique (hence, a global minimizer). We have analyzed the complexities of our approach for both offline and online scenarios, which creates the transform by successive partial minimizations. We have also extended our results to cases where the functions are not trivial to minimize. In such scenarios, we have proposed an anytime algorithm with increased precision per iteration.
