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We show that the path-integral of conformal field theories in \textit{D} dimensions (CFT\textsubscript{D}) can be constructed by solving for eigenstates of an RG operator following from the Turaev-Viro formulation of a topological field theory in D + 1 dimensions (TQFT\textsubscript{D+1}), explicitly realising the holographic sandwich relation between a symmetric theory and a TQFT. Generically, exact eigenstates corresponding to symmetric-TQFT\textsubscript{D} follow from Frobenius algebra in the TQFT\textsubscript{D+1}. For D = 2, we constructed eigenstates that produce 2D rational CFT path-integral exactly, which, curiously connects a continuous field theoretic path-integral with the Turaev-Viro state sum. We also devise and illustrate numerical methods for D = 2, 3 to search for CFT\textsubscript{D} as phase transition points between symmetric TQFT\textsubscript{D}. Finally since the RG operator is in fact an exact analytic holographic tensor network, we compute “bulk-boundary” correlator and compare with the AdS/CFT dictionary at D = 2. Promisingly, they are numerically compatible given our accuracy, although further works will be needed to explore the precise connection to the AdS/CFT correspondence.

PACS numbers: 11.15.-q, 71.10.-w, 05.30.Pr, 71.10.Hf, 02.10.Kn, 02.20.Uw

I. INTRODUCTION

In recent years, we have witnessed an explosion of activity in the study of generalization of the notion of global symmetries, loosely termed “categorical symmetry” [1–12], which was preceded by an extensive and systematic study of defects in rational conformal field theories in 2D [13–43] and topological field theories [25, 29, 44–46]. It has been applied to constrain theories and renormalization group flows [2–4, 47–53]. Categorical symmetry usually refers to the algebra of topological defects in a quantum theory, and group symmetry is a special case. In [5] categorical symmetry particularly refers to the enlarged collection of symmetries generated by the charges together with gauge fluxes which appear when the symmetry is gauged. This consideration of enlarged symmetry leads to a very general holographic relation. It has been suggested that to describe a \textit{D} dimensional system \textit{S} with topological defects associated to a tensor category \textit{C}, the system \textit{S} can be associated to a boundary condition of a topological theory in \textit{D} + 1 dimensions that is described by the center of \textit{C} denoted \textit{Z}(\textit{C}), and whose topological excitations include the complete set of charges and fluxes [5–11, 33, 36, 54–66]. Particularly, the symmetries of the field theory are made explicit making use of this holographic relation. Its path-integral can be realised as a sandwich in which the associated TQFT in one higher dimensions is sandwiched between a non-trivial boundary condition and a topological boundary condition [5, 63, 65, 67].

Separately, it is observed that infinite classes of well known 2-dimensional critical partition functions of integrable statistical models can be expressed as the overlap between the ground state wave-functions \langle \Psi \rangle of topological orders in 2+1 D and some carefully chosen state \langle \Omega \rangle [35, 36, 62, 68], often called a “strange correlator”. The choice of the topological order associated to a modular higher category \textit{C} captures the categorical symmetry of the critical model constructed, while \langle \Omega \rangle is chosen by making comparison with known lattice models, or, via some educated guesses. This method has been applied to construct the partition function of a novel CFT believed to exist [68, 69], whose categorical symmetry is related to the Haagerup category.

This is an explicit realization of the holographic sandwich mentioned above that applies way more generally than \textit{D} = 2 CFTs and \textit{D} + 1 = 3 TQFTs with \langle \Omega \rangle supplying the non-trivial boundary condition, and the topological boundary hidden inside \langle \Psi \rangle (see section 5 of [70]), although apparently only in lattice models. It is part of our goal to show that this construction can be
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worked out for continuous field theory through the use of an explicit renormalization group (RG) flow operator. This RG operator is going to play a central role connecting ideas in categorical symmetries, renormalisation group and holographic tensor network that leads to a general framework for explicitly constructing path-integrals of symmetric CFT from TQFT$_{D+1}$.

For a concise summary of the paper, we are presenting five main results.

1. Construct an explicit discrete RG operator from Turaev-Viro formulation of TQFT$_{D+1}$. We argue that exact CFT$_D$ partition functions follow from eigenstates of these RG operators. Taking the overlap of these eigenstates with the ground state of TQFT$_{D+1}$ reproduces the path-integral of the CFT$_D$, generalising the strange correlators discussed above that work only for lattice models. (Section II)

2. To illustrate the idea we construct topological eigenstates of RG operators of TQFT$_{D+1}$ at $D = 1, 2, 3$. They follow from Frobenius algebra in the fusion category associated to the TQFT$_{D+1}$. Strange correlators constructed from these eigenstates reproduce partition functions of symmetric TQFT$_D$. ($D = 1$ in section III, $D = 2$ in section IV, $D = 3$ in section V)

3. We construct analytic and exact eigenstates of RG operators of TQFT$_3$ and show that their strange correlators recover path-integrals of 2D RCFT precisely. This provides a curious connection between continuous path-integrals and the discrete Turaev-Viro state sum. (Section IV D)

4. CFT$_D$ can also be searched for numerically. We devise numerical algorithm to search for RG operator eigenstates corresponding to CFT$_D$. Our method makes use of the fact that CFTs are phase transition points between the topological eigenstates we found above. We illustrate our method in $D = 2, 3$ taking specific examples. Our numerics can generate numerically the product map defining a Frobenius algebra. The $D = 3$ algorithm we constructed and illustrated using the 3D Ising is, to our knowledge, a novel symmetry preserving tensor network renormalisation procedure. ($D = 2$ in section IV B - IV C, $D = 3$ in section V B.)

5. The RG operator and subsequent strange correlator we constructed is an exact holographic tensor network that can be understood as a discretisation of a (Euclidean) AdS$_{D+1}$ space while describing precise CFTs. We give numerical evidence at $D = 2$ that the bulk-boundary propagator agrees with that in AdS$_3$/CFT$_2$. (Section VI.)

II. RG OPERATOR FROM A TOPOLOGICAL GROUND STATE WAVE-FUNCTION AS AN EXACT HOLOGRAPHIC NETWORK

Consider the path-integral of a $D+1$-dimensional topological order (TQFT) associated to a braided category $C$ on a $D+1$ ball $B_{D+1}$ with a $D$-spherical boundary $S_D$. This produces a ground state wave-function $|\Psi\rangle$ of the topological order. Imposing boundary conditions on $S_D$ can be interpreted as taking the overlap between some state $|\Omega\rangle$ with the ground state wave-function:

$$Z(\Omega, C) = \langle \Omega | \Psi \rangle. \quad (1)$$

The ground state satisfies $O|\Psi\rangle = |\Psi\rangle$, for any stringy/membrane operator $O \in C$. This is inherited by $Z(\Omega, C)$ as topological symmetry. It is thus argued that any $D$-dimensional theory possessing categorical symmetry $Z(C)$ can be constructed by appropriate choice of $|\Omega\rangle$ [63]. Since $|\Psi\rangle$ is the wave-function of a topological theory, it should be invariant under scale transformation, which is generated by some operator $H_C$. Therefore

$$Z(\Omega, C) = \langle \Omega | \Psi \rangle = \langle \Omega | \exp(z H_C) | \Psi \rangle, \quad (2)$$

for some RG coordinate $z$. If $Z(\Omega, C)$ describes conformal/topological $D$-dimensional system, then

$$\langle \Omega | \exp(z H_C) \rangle = \langle \Omega \rangle, \quad (3)$$

and thus the construction of topological/conformal partition functions in $D$ dimensions with categorical symmetry $Z(C)$ is reduced to a question of solving and classifying eigenstates of the RG operator $H_C$ [71].

These notions are useful if we could construct $H_C$ explicitly – and this can readily be done, for example, in $D+1$ lattice topological models such as Dijkgraaf-Witten (DW) models in arbitrary dimensions, or Turaev-Viro type TQFT's in $2+1$ dimensions, which would be discussed below. In these models, the lattice spacing is a natural UV cutoff, and $H_C$ can be constructed out of $D + 1$ simplices to connect the ground state wavefunction from one given triangulation of $S_D$ with lattice scale $\Lambda$ to another of lattice scale $\Lambda'$. The RG operator in these cases would take the form of a holographic tensor network.

III. HOLOGRAPHIC NETWORKS FROM 2D DIJKGRAAF- WITTEN (DW) THEORIES

In the following, we will illustrate the idea above beginning with obtaining 1D theories from 2D topological models. The first set of examples is 2D DW theories characterized by group $G$. To compute the path-integral over a 2-manifold $M_2$, it is triangulated into triangles, where each edge is labeled by a group element $g_i \in G$, $i = \{1, 2, 3\}$ and the triangle is assigned a value $\alpha_2(g_1, g_2) \in H^2(G, U(1))$ [72], where $H^2(G, U(1))$ denotes the 2-cohomology, and $g_i \in G$ such that $g_1 g_2 = g_3$. 

\[\]
with the ground state wave-function of the 2D model on a circle. The simplest triangulation is given as in figure 2. We note that this can be understood as a matrix product state

$$|\Psi\rangle_G = \sum_{\{g_i\}} \sum_{\{h_i\}} \cdots \tau_{h_i, h_{i+1}}(g_i)\tau_{h_{i+1}, h_{i+2}}(g_{i+1}) \cdots$$

$$\tau_{h_i, h_{i+1}}(g_i) = \alpha(h_i, h_{i+1})\varepsilon\delta_{g_i, h_i, h_{i+1}},$$

(4)

with $\varepsilon = \pm 1$ according to the orientations of the triangles. These triangles satisfy the associativity constraint

$$\frac{\alpha(g_1, g_2)\alpha(g_1, g_2, g_3)}{\alpha(g_1, g_2 g_3)\alpha(g_2, g_3)} = 1.$$

(6)

Using the relation (6), we can change the triangulation in the interior of the disk. Consider a change in triangulation such that red lines replace the original radial lines in figure 2. This is shown in figure 3. We note that the red lines form the boundary of a smaller disk. The number of red edges is half the number of edges at the original boundary of the disk, i.e. if the original boundary circle of the disk has $2N$ edges, the red edges form a circle with $N$ edges as shown in figure 3. The triangles that are between the original boundary edges and the red edges can be considered as a linear map between the ground state wave-function defined on the original boundary and the ground state wave-function defined on the red edges. Let us collect these triangles, and call them $U_G(G, \alpha)$, forming the first layer of the RG operator.

We note that this process can be repeated indefinitely, as we change the triangulation of the disk bounded by the red lines. In the second re-triangulation, we would introduce green lines in figure 3. Collecting the triangles between the red boundary and the green boundary is thus $U_{G/2}(G, \alpha)$, forming the second layer of the RG operator.

Consider the limit where $N$ approaches infinity. Then every layer of the RG operator would become identical, and RG process can be conducted indefinitely. We identify the ideal RG operator $\exp(\varepsilon H_C)$ with $U_G(G, \alpha)$, the latter defined as

$$\exp(\varepsilon H_C) = U_G(G, \alpha) \equiv \lim_{N \to \infty} U_G(G, \alpha).$$

(7)

Eigenstates $|\Omega\rangle$ of $U_G(G, \alpha)$ would define scale invariant partition functions $Z(\Omega, G)$ with global symmetry $G$ through (1).

For simplicity, we will focus our discussion on the trivial element of $H^2$, such that $\varepsilon_2(g_1, g_2) = 1$. There is a very simple class of eigenstates. The state is defined on a circle (approaching infinite size). Consider an $|\Omega\rangle$ that can be represented by a matrix product state (MPS), meaning that the wave-function of which can be represented as the trace of products of matrices $\rho(g_i)_{a_ib_i}$, with $a_i, b_i$ internal auxiliary indices that have dimension $d$. Suppose

$$\langle \Omega \rangle = \sum_{\{g\}} \text{tr}(\cdots \rho(g_i)\rho(g_{i+1})\rho(g_{i+2}) \cdots)\langle \cdots g_i, g_{i+1}, g_{i+2} \cdots |,$$

$$\langle \rho(g_1)\rho(g_2)\rangle_{ac} \equiv \sum_b \rho(g_1)_{ab}\rho(g_2)_{bc} = \rho(g_1g_2)_{ac},$$

(8)

one can readily check that (8) ensures that $\langle \Omega \rangle$ is in fact an eigenstate of the RG operator $U_G(1)$. Therefore every irreducible representation of $G$ constitutes an eigenstate. One can also show that the most generic form of eigenstates to the RG operator can be decomposed as direct sum of representations of the group $G$, i.e. $\rho(g) = \oplus \rho^\mu(g)$, where $\mu$ denotes different representations of the group $G$. The details of the proof are relegated to the appendix A.
quantum dimension of \( C \) and the label 0 labels the identity object of the category \( a \in C \). The details can be found in section 2 of [35]. This type of change of a diagram is typically referred to as an F-move.

Therefore \( Z(\Omega, G) = \langle \Omega | \Psi \rangle_G \) is a summation of finite dimensional traces of products of matrices \( T_{l=(a,h),J=(b,k)}(g) = \rho(g)_{a,b}\alpha(h,k)\delta_{g,h,k} \). All local correlation functions decay exponentially, proving that \( Z(\Omega, G) \) is a topological 1D theory. Physically, we do not expect critical models in 1D and we believe the construction gives a complete construction of 1D models with symmetry \( G \).

IV. HOLOGRAPHIC NETWORKS IN 3D

The story can be readily generalised to 3D. Consider a Turaev-Viro type topological theory associated to a fusion category \( C \) (section 2 of [35] provides a brief and clear introduction of fusion categories). To generate the ground state wavefunction on a two-sphere \( S^2 \) the 6j symbols of a fusion category \( C \) are defined through associativity relation in the fusion of objects of \( C \), as shown in figure 4. The object \( a \) assigned to each radial edge (i.e. a red dot) has to be summed, weighted by a factor given in (9), and they are summed. The black lines are the dual graph of the blue lines.

\[
\begin{align*}
\mathbf{F} & = \frac{1}{\sqrt{d_ad_d}}, \\
\mathbf{S} & = \frac{1}{\sqrt{d_ad_d}}.
\end{align*}
\]

where \( d_a \) is the quantum dimension of individual object \( a \in C \), and \( S_{00} \) is a component of the S-modular matrix, and the label 0 labels the identity object of the category \( C \). It is well known that \( S_{00} = 1/D \), where \( D \) is the quantum dimension of \( C \) defined as

\[
D \equiv \left\{ \sum_{i \in C} d_i^2 \right\}^{1/2}.
\]

This reproduces the tensor network representation of ground state wave-functions described for example in [34–36, 73, 74] and it is illustrated diagrammatically as in figure 5. These triangles are tensors related to the 6j symbols. The precise relation is illustrated in figure 6, with important relations they satisfy that follow from the pentagon equations.

Sumarising the above, the ground state wave-function for a given surface triangulation is given by

\[
|\Psi\rangle = \sum_{\{a\}} \sum_{\{i\}} \prod_{e} d_{e}^{1/2} \prod_{v} w_v \prod_{\Delta} [i \ j \ k] \{|i\}\rangle.
\]

The ket \(|\{i\}\rangle\) are basis states living on the edges of triangles on the surface, with \( i \in C \). The factor of \( d_i \) on each surface edge is the quantum dimension of the object \( i \). They follow from normalisation of the surface edges commonly used in the literature. The factor \( w_a \) is the weight of the object \( a \) living on each corner (red dot) already introduced in (9). The factors \([i \ j \ k]\) are the 6j symbols.
symbols that appeared in figure 6.

Similar to the 2D case discussed above, the 3D RG operator is constructed by relating two boundaries with different lattice spacings. This can be done by considering a sequence of F-moves and making use of the relations in figure 6. One choice of the blocking sequence is given in figure 7 [36] which is represented by the dual graph.

One can express this sequence of blockings as a stack of tetrahedra. This is also illustrated in figure 7. The RG operator \( U(C) \) in this case, would be the collection of grey tetrahedra and yellow triangles collected in taking the wave-function from the \( N \)-th RG step to the \( N+1 \)-th step. One can see that \( U(C) \) is determined purely by the topological data of the fusion category \( C \). Recursive application of the RG steps would result in a collection of tetrahedra that discretize a Euclidean AdS space. One can consider a “vertical cross-section” of this RG operator, cutting along a line from the UV fine-grained layer down towards the IR layer. The cross section would be triangulated like the tree as in figure 3 observed for the RG operator in a bulk 2D theory.

A. Frobenius Algebra gives Topological Fixed Points

There is a class of eigenstates of \( U(C) \). As it is well known, gapped boundaries of 2+1 dimensional topological orders described by say Levin-Wen models are classified by separable Frobenius algebra [17] of the input fusion categories [75–77]. It is thus very tempting to look for partition functions of these gapped boundaries making use of knowledge of the Frobenius algebra of the category \( C \). The solution is given by

\[
\langle \Omega^\mu \rangle_A = \sum \langle \{i\} \rangle_A \prod_{\Delta} T_{ij}^{\mu}
\]

\[
= \prod \prod \sum_{\{i\}} \langle \{i\} | T_{ij}^{\mu}(v), \quad (12)
\]

where \( T_{ij}^{\mu}(v) \) is a projector of every three-edged vertex which will be related to the (co-) product of a Frobenius algebra \( A \). The sum over \( \{i\} \) sums over the objects at edge \( l \) connected to the vertex \( v \), i.e. the partition function is such that we put an extra weight on each vertex. This is illustrated in figure 8.

The product and co-product of a Frobenius algebra is expressed as in figure 9.

\[
\langle \Omega^\mu | = \prod \sum \langle \{i\} | T_{ij}^{\mu}
\]

\[
= \prod \prod \sum_{\{i\}} \langle \{i\} | T_{ij}^{\mu}(v), \quad (13)
\]

In the general case we need to specify the orientation on every edge and then distinguish the product from the co-product.

Since the algebra is Frobenius and separable – as depicted in figure 10, one can readily see that locally, going through the steps depicted in figure 7, \( \langle \Omega^\mu \rangle \) and \( \langle \Omega^\mu | U(C) \rangle \), look exactly the same – every vertex is still weighted by the same weight characterized by the product map \( \mu \) of the Frobenius algebra \( A \). Every Frobenius algebra of \( C \) gives a topological 1+1 D TQFT with symmetry characterized by categorical symmetry \( Z(C) \). We note that \( Z(C) \) is spontaneously broken in each of these TQFT’s. The order parameter in terms of defect operators can be constructed and will be presented in a different paper.

We note that every separable Frobenius algebra in the input category corresponds to a Lagrangian algebra in the output category associated to the topological order. Each Lagrangian algebra describes a spatial gapped boundary condition of the topological order which is physically prescribing a collection of anyons condensing at the boundary. We note however, that different Frobenius algebra of the input category might be mapped to the same or isomorphic Lagrangian algebra in the output category which is often considered as physically equivalent in the

\[
\langle \Omega^\mu | = \prod \sum \langle \{i\} | T_{ij}^{\mu}(v), \quad (13)
\]
literature \cite{77}. As we are going to see below however, they lead to different 2D TQFT through the strange correlator, and there are CFT’s describing phase transitions between them.

### B. CFTs from phase transitions between fixed points

The most interesting question is to construct partition functions of critical points. A critical point is reached when non-commuting topological symmetries are preserved at the same time \[5, 8, 12, 54\]. Since \( Z \) is supposedly a local partition function, we expect that \( \langle \Omega \rangle \) should admit a PEPS tensor network construction. Inspired by the form of the topological solution above where \( \langle \Omega \rangle \) is essentially a direct product of states defined on each triangle, we construct an ansatz where each tensor covers a triangle with 6 legs i.e. \( \bar{T}_{I_1I_2I_3}^{a_1a_2a_3} \), i.e. each edge of the triangle carries a pair of indices, where \( a_i \in \mathcal{C} \) and \( I_i \) are auxiliary indices with bond dimension \( \eta \). In principle one could constrain the form of \( \bar{T}_{I_1I_2I_3}^{a_1a_2a_3} \) by imposing that these open topological string operators die off at most with a power-law as a function of distance between the end points. In practice, checking for power law decay is highly non-trivial — it suggests that \( \eta \) should scale with system size and approach infinity for an infinite system. We will adopt a different approach to extract critical point data. Consider a single RG step \( \langle \Omega(T) \rangle U(\mathcal{C}) \). As demonstrated in figure 7, four triangles are mapped to two triangles with entangled boundary conditions. By applying for example, singular value decomposition (SVD) and keeping a fixed bond dimension for auxiliary indices \( I_i \), one can rewrite the products of four \( \bar{T} \)’s as a contraction of two new tensors \( \bar{T} \), as shown in the figure 11. For finite \( \eta \), the critical point is unstable and the sequence of \( \bar{T} \)’s obtained from the RG process would eventually flow to one of the topological fixed points. By appropriate parametrisation of \( \bar{T} \), we would be able to find out critical points where the RG process begins to be confused about which topological fixed point to go to. For every fixed \( \eta \) it is thus possible to obtain \( \bar{T} \)’s that are best approximating the critical state.

#### C. Some Explicit Examples

1. The A-series minimal CFTs

We can demonstrate in a class of examples constructed from the fusion category formed by representations of the quantum group \( SU(2)_k \). At level \( k \), there are \( k+1 \) objects \( j = 0, 1/2, \cdots, k/2 \). They satisfy the fusion rule

\[
j_1 \otimes j_2 = |j_1 - j_2| \oplus (|j_1 - j_2| + 1) \oplus \cdots \oplus \min\{j_1 + j_2, k - j_1 - j_2\}.
\]

In particular, one sees that \( 1/2 \otimes 1/2 = 0 \oplus 1 \). Consider a family of boundary state \( \langle \Omega \rangle \) taking the form

\[
\langle \Omega \rangle = \sum_{\{a\}} \langle \{a\} \rangle \prod_{\Delta_2} T_{\Delta_2},
\]

where the summation is over all the configurations, and each triangle on the boundary contributes \( T_{\Delta_2} \). The boundary condition is such that each \( \Delta_2 \) attached to a triangle \( \Delta_2 \) is given by the three index tensor \( T_{a_1a_2a_3}^{a_1a_2a_3} \) chosen to be

\[
T_{a_1a_2a_3}^{a_1a_2a_3} = \begin{cases} 
1, & (a_1 = a_3 = \frac{1}{2}, a_2 = 0), \\
1, & (a_1 = a_3 = \frac{1}{2}, a_2 = 1), \\
0, & (\text{Otherwise}).
\end{cases}
\]
This is depicted in figure 12. Comparing with the top of figure 11, this corresponds to the case where the extra index \( I \), attached to an edge is trivial (i.e. bond dimension 1).

For every \( k \), there is a critical coupling \( r = r_c(k) \) which is known to recover in the thermodynamic limit, the A-series minimal CFT. We would like to recover the critical coupling using the method we discussed above i.e. allowing the tensor \( T \) to flow under repeated use of the RG operator. Starting with this boundary state, we carry out the RG process described in figure 11 with bond dimension for the auxiliary indices kept, as a very crude approximation, at \( \eta = 1 \). And we find that for small \( r \), the boundary state flows to a fixed point where \( T^{a_1,a_2,a_3} \) only has one non-vanishing component \( T^{000} \), i.e. all the boundary legs are projected to the identity element, denoted 0 here. This is of course a separable Frobenius algebra for any fusion category. We call that \( \mathcal{A}_0 \).

For bigger \( r \), the boundary state flows to a fixed point where \( T^{a_1,a_2,a_3} \) has the following non-vanishing components \( T^{000} = T^{110} = T^{101} = T^{011} \) and \( T^{111} \) (this component appears when \( k > 2 \)). The ratio \( T^{000}/T^{111} \) is a function of \( k \). When \( k = 3 \), \( T^{000}/T^{111} = 1.43463 \). When \( k = 4 \), \( T^{000}/T^{111} = 1.18921 \). We note that this coincides precisely with a family of separable Frobenius algebra of \( SU(2)_k \) category. The objects in the algebra is given by \( \mathcal{A}_1 = \{0, 1\} \), and the ratio of the product of the algebra \( T_{\mu(k)}^{000}/T_{\mu(k)}^{111} \) for arbitrary \( k > 2 \) is given by

\[
\frac{T_{\mu(k)}^{000}}{T_{\mu(k)}^{111}} = \frac{\sqrt{2 \cos \left( \frac{2\pi}{k+2} \right) + 1}}{\sqrt{2 \cos \left( \frac{2\pi}{k+2} \right)}}. \tag{17}
\]

The separable Frobenius algebra is generated by the RG algorithm!

The critical coupling \( r_c(k) \) determining the phase transitions between the two fixed points characterized by the algebra \( \mathcal{A}_0 \) and \( \mathcal{A}_1 \) are determined numerically. We compare our numerical results with the analytical one in figure 13. At the critical point, Kramers-Wannar duality is preserved in this series of models [78] and the critical couplings can thus be readily obtained as benchmarks. The numerical results recover the analytical result to about 1 significant figure. This is quite remarkable given that we adopted such a brutal truncation with auxiliary bond dimension 1. The method can be readily adopted with larger bond dimensions and is currently work underway.

Here we would like to note that the CFT is a phase transition point between two topological fixed points of the RG operator described by two Frobenius algebras in the input category \( \mathcal{C} \). For example in the case of \( k = 2 \), these two algebras \( \mathcal{A}_0 \) and \( \mathcal{A}_1 \) correspond to the same set of anyon condensations in the output category (the topological order the lattice model describes) [77]. Specifically, the output category is a doubled Ising topological order where there are 9 topological sectors that can be labeled by the pair \((j_1, j_2)\), where \( j_{1,2} \in \{0, 1/2, 1\} \). Here, both Frobenius algebra in the input category, \( \mathcal{A}_0 \) and \( \mathcal{A}_1 \), correspond to the same condensable Lagrangian algebra in the output category, namely \((0, 0) \oplus (1/2, 1/2) \oplus (1, 1) \).

However, we can see here that physically they lead to different 2D topological fixed points and a physical phase transition between them is exactly the 2D Ising CFT connects them, which is a point observed also in [5]. The two topological fixed points are interpreted as the electric and magnetic condensate respectively if we do not include the Kramers-Wannar duality in the categorical symmetry, leaving the bulk reduced to the 2+1 D toric code. (The doubled Ising bulk and the toric code are related by anyon condensation too – condensing \((0, 0) \oplus (1, 1)\) [79].) In terms of categorical symmetry, the toric code version breaks spontaneously the Kramers-Wannar duality that is kept explicit in the doubled Ising bulk. One should thus take extra care when seeking phase transition points between topological fixed points. The condensable algebra of the output category might undercount the number of fixed points, unless we take into account isomorphic algebras with the same collection of condensing anyons as

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
k & 2 & 3 & 4 & 5 & 6 \\
\hline
r^0_0 & 0.60-0.61 & 0.67-0.68 & 0.69-0.70 & 0.71-0.72 & 0.72-0.73 \\
r^2_2 & 0.643594 & 0.697043 & 0.719471 & 0.731426 & 0.738656 \\
\hline
\end{array}
\]
We carry out the RG process described in figure 11 with particularisation of $A$ and can see that type I fixed point corresponds to condensing at the 2d boundary. From \[17, 80\] one mines the collection of anyons (or topological defects) in the previous section, we searched for CFTs by interpolating between topological eigenstates of the RG operator. In this section we will demonstrate that exact eigenstates of the RG operator can be constructed, leading to an exact tensor network representation of path-integrals of RCFTs. For each RCFT, their primaries admit holomorphic-anti-holomorphic factorisation, so that the Hilbert space can be decomposed as

$$H = \oplus_{a, \bar{a}} A_{a, \bar{a}} V_a \otimes V_{\bar{a}},$$

where $A_{a, \bar{a}}$ are positive integers, and $V_a$ and $V_{\bar{a}}$ label the vector spaces of the holomorphic and anti-holomorphic conformal primaries, with labels $a$ and $\bar{a}$ given by objects in a (modular) fusion category $\mathcal{C}$. Our discussion is applicable to general RCFTs that admit such a factorisation, but for concreteness, we will focus on the case where $A_{a, \bar{a}} = \delta_{a, \bar{a}}$. These are called diagonal RCFTs. We will demonstrate that the RCFT path integral/partition function can indeed be expressed as a strange correlator,

$$Z_{\text{RCFT}} = \langle \Omega | \Psi \rangle,$$

where $|\Psi\rangle$ is the ground state of the Levin-Wen model corresponding to the fusion category $\mathcal{C}$ characterising the CFT, and whose explicit expression was given in \eqref{eq:ground_state}, and

$$\langle \Omega | = \sum_{\{i, I\}} \langle \{i\}| \prod_{\Delta} \gamma_{i,j,k}^{i,j,k} S_{\Delta}^{-1/4}$$

which is an exact eigenstate of the RG operator defined in TQFT$_3$. Here $\gamma_{i,j,k}^{i,j,k}$ are constructed from three-point conformal blocks and play the role of fixed point tensor with $i, j, k$ representing the primaries, and $I, J, K$ representing the descendants of their respective primaries.

The construction is based on the use of contractible conformal boundary conditions first discussed in \[81\], which was introduced as appropriate boundary condition

\[\begin{array}{|c|c|c|c|}
\hline
r_1 & r_2 & r_3 & r_4 \\
\hline
\hline
\end{array}\]
when computing entanglement entropy. These will be introduced below. Let us start by considering a rational conformal field theory on the manifold \( \mathcal{M} \) whose partition function is denoted by \( Z_M \). We can open a hole with radius \( r \) on this manifold, and set the boundary condition by choosing a state \( |\psi\rangle \) as shown in figure 15. One notes that when \( |\psi\rangle = |0\rangle \) and \( r \to 0 \), we can recover the partition function \( Z_M \). However the vacuum state is not a conformal boundary condition. The closest alternative is the Ishibashi state \( |0\rangle \), which includes \( |0\rangle \), and it is a superposition of Cardy states. Choosing \( |\psi\rangle = |0\rangle \), the descendants of the vacuum state contained in the Ishibashi state would contribute to irrelevant perturbations in the CFT, which would approach 0 as \( r \to 0 \). This partition function defined on a lattice of holes thus recovers conformal field theory on the manifold \( \mathcal{M} \) introduced below. Let us start by considering a rational state would contribute to irrelevant perturbations in the descendants of the vacuum state contained in the Ishibashi state. Choosing \( |\psi\rangle = |0\rangle \), the partition function \( Z_M \) is denoted by \( \chi_a(e^{-2\pi i/\tau}) = \sum_{b \in \mathbb{C}} S_{ab} \chi_b(e^{2\pi i/\tau}) \). After some calculations, we can get:

\[
|a\rangle = \sum_{i \in \mathbb{C}} S_{ai} \chi_i |i\rangle,
\]

(22)

where \( S_{ab} \) is the modular S matrix relating characters evaluated on a torus with modulus \( \tau \) and \( -1/\tau \):

\[
\chi_a(e^{-2\pi i/\tau}) = \sum_{b \in \mathbb{C}} S_{ab} \chi_b(e^{2\pi i/\tau}).
\]

(23)

After some calculations, we can get:

\[
|0\rangle = \sum_{a \in \mathbb{C}} S_{a0} \sqrt{S_{00}} |a\rangle,
\]

(24)

which is exactly the entanglement brane boundary conditions discussed in [81]. Let us write it as

\[
|0\rangle = \sum_{a \in \mathbb{C}} w_a |a\rangle, \quad w_a \equiv S_{a0} \sqrt{S_{00}} = d_a S_{00}^{1/2},
\]

(25)

where \( d_a = S_{a0} S_{00} \) has been used. Now we can rewrite \( Z_M \) as

\[
Z_M = \sum_a w_a Z_a,
\]

(26)

with \( Z_a \) denoting the partition function on \( \mathcal{M} \) with an infinitesimal hole whose boundary condition is the physical boundary condition \( |a\rangle \) as shown in figure 16.

Having this, we can insert more infinitesimal holes and get

\[
Z_M = \sum_{a,b,c,...} w_a w_b w_c ... Z_{a,b,c,...},
\]

(27)

where \( Z_{a,b,c,...} \) denotes the partition function on \( \mathcal{M} \) with many infinitesimal holes whose boundary conditions are labelled by \( a, b, c, ... \). See figure 17.

Now we can get the triangulation of the manifold \( \mathcal{M} \) by considering the holes as vertices as shown in figure 18. On the edges of the triangles, we insert a complete set of vertices.

\[
1 = \sum_{\{i,I\}} |i, I\rangle \langle i, I|,
\]

(28)

where \( i \) labels the primaries and \( I \) labels the descendants in the conformal family of \( i \). There is an implicit normalization condition here:

\[
\langle i, I|j, J\rangle = \delta_{ij} \delta_{IJ}.
\]

(29)

Then \( Z_{a,b,c,...} \) can be written as

\[
Z_{a,b,c,...} = \sum_{\{i,I\}} \prod_{\triangle} Z_{(i,I)(j,J)(k,K)}^{abc},
\]

(30)

where \( Z_{(i,I)(j,J)(k,K)}^{abc} \) is the partition function on each triangle whose vertices are \( a, b, c \) and edges are labelled by \( |i, I|, |j, J|, |k, K| \) as shown in figure 19. To avoid redundancy, we have omitted the dependence on the coordinates of three vertices here. [82] In the following, we will
express $Z_{(i,I)(j,J)(k,K)}$ in two different “gauges” of three point conformal blocks.

1. Computing $Z_{(i,I)(j,J)(k,K)}$ in a conventional block gauge

$Z_{(i,I)(j,J)(k,K)}$ can be conformally mapped to a boundary three point function on the upper-half plane. Our conventions for primary boundary operators are:

\[
(1)_a = \alpha^a = \frac{S_{a0}}{\sqrt{S_{00}}} = d_a \sqrt{S_{00}}, \tag{31}
\]

\[
\langle \phi^{ab}_0(0)\phi^{cd}_j(x) \rangle = \delta_{ad}\delta_{bc}x^{-2\Delta_j}\alpha^b, \tag{32}
\]

\[
\phi^{ab}_0(0)\phi^{bc}_j(x) \sim \sum_k C^{abc}_{\alpha k}x^{-\Delta_k-\Delta_j}\phi^{bc}_k(x) + \ldots \tag{33}
\]

Then

\[
\langle \phi^{ab}_{(i,I)}(x_1)\phi^{bc}_{(j,J)}(x_2)\phi^{ca}_{(k,K)}(x_3) \rangle = C^{abc}_{(i)j(k)}\alpha^c, \tag{34}
\]

In particular,

\[
\beta_{000}^{jk}(x_1, x_2, x_3) = \frac{1}{|x_1 - x_2|^{\Delta_1 + \Delta_2 - \Delta_3}|x_2 - x_3|^{\Delta_1 + \Delta_3 - \Delta_2}|x_3 - x_2|^{\Delta_2 + \Delta_3 - \Delta_1}}, \tag{35}
\]

where $I = J = K = 0$ denotes the fact that the inserted operators are all primaries. Such conventional normalisation for three point block is often called block gauge [83].

Taking into account the normalization condition (29) and (32), $Z_{(i,I)(j,J)(k,K)}$ is conformally related with

\[
\langle \phi^{ab}_{(i,I)}(x_1)\phi^{bc}_{(j,J)}(x_2)\phi^{ca}_{(k,K)}(x_3) \rangle / \sqrt{\alpha^a\alpha^b\alpha^c} = \sum_{\alpha k} C^{abc}_{\alpha k}\beta_{j,k}^{jk}(x_1, x_2, x_3). \tag{36}
\]

So $Z_{(i,I)(j,J)(k,K)}$ takes the form

\[
Z_{(i,I)(j,J)(k,K)} = \frac{C^{abc}_{\alpha k}\alpha^c}{\sqrt{\alpha^a\alpha^b\alpha^c}} \alpha^a_{j,k}, \tag{37}
\]

where $\alpha^a_{j,k}$ is fully determined by $\beta_{j,k}^{jk}$ via the conformal map from the upper-half plane to a triangle. The details of this conformal map is given in [84], where we focus on numerical illustration of the construction here. Note that $\alpha^{ijk}_{j,k}$, $\beta^{ijk}_{j,k}$ are three-point conformal blocks which do not depend on any normalization of boundary operators. And they satisfy

\[
\sum_P \alpha^{ijk}_{j,k}F^{klp}_{pq} = \sum_{q,k} F^{blocks}_{pq} \alpha^{iq}_{L,K} \alpha^{jk}_{p,Q}, \tag{38}
\]

where $F^{blocks}_{pq} [i, j]$ is the F matrix relating two sets of four-point conformal blocks. (Here we take the notation from [83].)

The crossing symmetry of boundary RCFT requires that

\[
\sum_q F^{blocks}_{qp} [i, j] C^{abc}_{i,jq}C^{dab}_{q,jk} = C^{dab}_{x,jk}C^{bkd}_{j,kp}F^{blocks}_{ip}. \tag{39}
\]

Since the two point functions can be obtained from the three point functions, we have

\[
\alpha^{ab}_{i} = C^{aba}_{i,i0} \alpha^a, \tag{40}
\]

where 0 labels the identity operator. Considering the two- and three-point functions, it is easy to note that

\[
\alpha^{ab}_{i} = \alpha^{ba}_{i}, \quad C^{abc}_{ijk} = C^{cba}_{jik} \alpha^a = C^{cab}_{jik} \alpha^b. \tag{41}
\]

Using (40) and (41), equation (39) can be simplified to

\[
C^{abcd}_{ipl}C^{bkd}_{jkp} = \sum_q F^{blocks}_{qp} [i, j] C^{abc}_{i,jq}C^{dcd}_{q,kl} \tag{42}
\]

One solution for this equation is

\[
C^{abc}_{ij,k} = F^{blocks}_{bk} \{ a, c \}, \tag{43}
\]

thanks to the pentagon equation of F matrices. Following [83], we introduce

\[
g'_{a} = \frac{1}{F^{blocks}_{00} [a, a]}, \tag{44}
\]

\[
\theta(a, b, c) = \frac{1}{F^{blocks}_{00} [a, a] F^{blocks}_{0a} [b, c]}, \tag{45}
\]

\[
\tilde{\theta}(a, b, c) = \frac{1}{F^{blocks}_{00} [a, a] F^{blocks}_{0a} [b, c]} \tag{46}
\]

Here $\theta(a, b, c)$ and $\tilde{\theta}(a, b, c)$ both possess the $S_3$ permutation symmetry. And we can write $C^{abc}_{ijk}$ as

\[
C^{abc}_{ijk} = F^{blocks}_{bk} \{ a, c \} g'_{k} \sqrt{\theta(c, j, b)\theta(i, a, b) \theta(i, j, k)\theta(c, a, k)} \frac{[i, j, k]}{[a, b, c]}, \tag{47}
\]

where $[i, j, k]$ are the 6j symbols (tetrahedral symbols). And $\alpha^{ab}_{i}$ becomes

\[
\alpha^{ab}_{i} = C^{aba}_{i,i0} \alpha^a = F^{blocks}_{ia0} [a, i] \alpha^a = \frac{g'_{a} \alpha^a}{\theta(a, b, i)}, \tag{48}
\]

where $F^{blocks}_{ijab}$ are the F blocks of $\{ a, b \}$. And $\alpha^{ab}_{i}$ becomes

\[
\alpha^{ab}_{i} = C^{aba}_{i,i0} \alpha^a = F^{blocks}_{ia0} [a, i] \alpha^a = \frac{g'_{a} \alpha^a}{\theta(a, b, i)}. \tag{49}
\]
Setting $i = 0$, we obtain
\[ \alpha^a = \alpha_0^a = F_{a0}^{\text{blocks}} [a \ 0 | a \ 0] \alpha^a \Rightarrow F_{a0}^{\text{blocks}} [a \ 0 | a \ 0] = 1. \] (49)

In particular, $g'_0 = 1/F_{00}^{\text{blocks}} [0 \ 0 | 0 \ 0] = 1$.

Setting $b = 0$, we obtain
\[ g'_0 \alpha^a = g'_\alpha \alpha^0, \] (50)

which implies
\[ g'_\alpha = \frac{\alpha^a}{\alpha^0} = \frac{d_a \sqrt{S_{00}}}{d_0 \sqrt{S_{00}}} = d_a. \] (51)

Then
\[ \alpha^{ab} = d_a d_b \sqrt{S_{00}} \theta(a, b, c). \] (52)

Plugging (47) and (52) into (37), using the property
\[ d_a d_b d_c = \theta(a, b, c) \tilde{\theta}(a, b, c), \] (53)

the expression of $Z_{i(I)}^{abc}(J,J)(k,K)$ can be simplified into
\[ Z_{i(I)}^{abc}(J,J)(k,K) = S_{00}^{-\frac{1}{2}} \sqrt{d_i d_j d_k} \left[ i \ j \ k \ \begin{array}{c} a \ b \ c \end{array} \right] \alpha^{ijk}_{iJK}. \] (54)

The computation in this section has shown that a CFT partition function can be decomposed into products of open three point correlation functions. The conformal blocks are normalised in the\textit{ block gauge}. To express the CFT partition as a strange correlator as in (20) so that $|\Psi\rangle$ is precisely given by (11), we need to make a change of normalisation of the conformal blocks to the so called \textit{Racah gauge}[83].

2. The expression of $Z_{i(I)}^{abc}(J,J)(k,K)$ in Racah gauge and strange correlator

Previously, we fix normalization of boundary operators and three point conformal blocks in a conventional way, which is often called \textit{block gauge}. In this gauge the connection with the expression in (11) is not completely obvious. To make it explicit, we wish to change the normalisation of three point blocks, so that the structure coefficients of the open three point function is given simply by the $\delta j$ symbol [20]. We will denote the corresponding three point block in this gauge as $\gamma^{ijk}_{iJK}$ (closely related with $\gamma^{ijk}_{iJK}$ below). As it turns out, this conformal block is in the so called \textit{Racah gauge}, as we will explain below. For readers not so much interested in the derivation, the conversion between the conventionally normalised conformal blocks (37) and $\gamma^{ijk}_{iJK}$ are given in (74). The Racah gauge has been discussed for example also in [83].

In this gauge,
\[ Z_{i(I)}^{abc}(J,J)(k,K) = \left[ i \ j \ k \ \begin{array}{c} a \ b \ c \end{array} \right] \gamma^{ijk}_{iJK}, \] (55)

where $[i \ j \ k]$ are the $\delta j$ symbols encoding the information about OPE coefficients, and $\gamma^{ijk}_{iJK}$ encodes the information about three-point conformal blocks. The $\delta j$ symbols possess all the symmetries of a tetrahedron. The computation in this section has shown that a CFT partition function can be decomposed into products of open three point correlation functions. The conformal blocks are normalised in the \textit{block gauge}. To express the CFT partition as a strange correlator as in (20) so that $|\Psi\rangle$ is precisely given by (11), we need to make a change of normalisation of the conformal blocks to the so called \textit{Racah gauge}[83].

![FIG. 20. Two ways of dividing the quadrilateral into two triangles.](image)
tarity condition (57), we get
\[ w \text{ finitely narrow.} \]
Recall \( \delta \) for \( \theta \) for \( \phi \).

Now let us consider an infinitely narrow strip as shown in figure 22. This time we get
\[ \text{We obtain (64), we find that} \]
\[ \sum_K \zeta_{ijk}^{\text{fmk}} = d_k \sum_q \left[ j, l, q \right] \sum_Q \zeta_{MIQ}^{\text{jq}}. \] (63)
which is actually the transformation rule for four-point conformal blocks resulting from crossing symmetry (differing in normalization from Equation (38)). Graphically, this equation is shown in figure 23.

Now let us consider an infinitely narrow strip as shown in figure 22. This time we get
\[ \delta_{ij} \text{ is due to the strip being infinitely narrow. Recall } w_a = d_a S_0^{1/2}, \text{ and using the unitarity condition (57), we get} \]
\[ \sum_e w_e \left[ m, n \right] \left[ b, a \right] = S_0^{3/2} \delta_{ij} N_i^{m,n} N_i^{n,m} \]
Plugging it into (64), we obtain
\[ \delta_{ij} \text{ is due to the strip being infinitely narrow. Recall } w_a = d_a S_0^{1/2}, \text{ and using the unitarity condition (57), we get} \]
\[ \sum_e w_e \left[ m, n \right] \left[ b, a \right] = S_0^{3/2} \delta_{ij} N_i^{m,n} N_i^{n,m} \]
Plugging it into (64), we obtain
\[ \delta_{ij} \text{ satisfies:} \]
\[ \sum_{i,J} \gamma_{i,k}^{\text{IJK}} = \sqrt{d_i d_s} \left[ j, l, q \right] \sum_Q \zeta_{MIQ}^{\text{jq}} \gamma_{i,k}^{\text{IJK}}. \] (70)
and
\[ \sum_{i,J} \gamma_{i,k}^{\text{IJK}} = \sqrt{d_i d_s} \delta_{ij}. \] (71)

Using the commonly used F-symbols
\[ \left[ F_{abc}^{d} \right]_{xy} = \sqrt{d_x d_y} \left[ a, b, c \right] \text{ for } \gamma_{i,k}^{\text{IJK}}. \] (72)
the graphical representation of the properties of \( \gamma_{i,k}^{\text{IJK}} \) is shown in figure 24.

In terms of \( \gamma_{i,k}^{\text{IJK}} \), finally \( Z_{i,J}(i,J)(k,K) \) takes the form:
\[ Z_{i,J}(i,J)(k,K) = (S_0 d_i d_j d_k) \frac{1}{2} \left[ i, j, k \right] \gamma_{i,k}^{\text{IJK}}. \] (73)

Comparing with (54), we observe that
\[ \gamma_{i,k}^{\text{IJK}} = S_0^{1/2} \sqrt{d_i d_s d_r} \gamma_{i,k}^{\text{IJK}}, \] (74)
which in turn indicates that

\[
[F^{ijk}]_{mn} = [F^{ijk}]_{mn}^{\text{blocks}} \frac{\mathcal{N}_{jkn} \mathcal{N}_{iml}}{\mathcal{N}_{ijm} \mathcal{N}_{mnk}},
\]

(75)

with

\[
[F^{ijk}]_{mn}^{\text{blocks}} = F_{mn} \left[ \begin{array}{ll} i & j \\ k & \end{array} \right], \quad \mathcal{N}_{ijk} = \frac{\theta(i, j, k)}{\sqrt{d_i d_j d_k}}.
\]

(76)

In other words, \([F^{ijk}]_{mn}\) and \([F^{\text{blocks}}]_{mn}\) are related by a gauge transformation.

Now we can write down the partition function on \(M\) in terms of \(\gamma^{ijk}\) explicitly:

\[
Z_M = \sum_{\{a_i\}} \sum_{\{(i,j)\}} \prod_v w_a \prod_e d_i^{1/2} \prod_{\triangle} \delta^{1/4} \left( \begin{array}{ccc} i & j & k \\ a & b & c \end{array} \right)^2 \gamma^{ijk} S_{10}^{1/4}.
\]

(77)

Note that each vertex (if labelled by \(a\)) contributes \(w_a\), each edge (if labelled by \(i\)) contributes \(d_i^{1/2}\), each triangle contributes \([\ldots] S_{10}^{1/4}\). Using the graphical representation for \(\gamma^{ijk}\), we finally obtain the network representation of the CFT partition function as shown in figure 25.

Now it is explicit that \(Z_M\) can be written as \(Z_M = \langle \Omega | \Psi \rangle\) with \(|\Psi\rangle\) and \(\langle \Omega |\) given by (11) and (21) respectively. The fact that \(\langle \Omega |\) is an eigenstate of the RG operator is guaranteed by the properties of \(\gamma^{ijk}\) as shown in figure 24.

In the above, we have focussed on the explicit reconstruction of the path-integral of diagonal RCFTs. For general non-diagonal full RCFTs, each of these theories is characterised by a different module category \(\mathcal{M}_C\) of the (modular) fusion category \(C\) characterising the conformal primaries \(\{i, j, k, \ldots\}\) of the theory. The objects \(\{A, B, C, \ldots\} \in \mathcal{M}_C\) label different conformal boundary conditions of the given non-diagonal RCFT. The strange correlator reconstruction here works again in the same manner by cutting the theory into open three point correlation functions. The entanglement brane boundary condition in this case is obtained by replacing the factor \(d_i\) in (25) by \(d_A\), where \(d_A\) is the quantum dimension of the object \(A\) in \(\mathcal{M}_C\). The end result is that the strange correlator representation of the path-integral is given by the same \(\langle \Omega |\) constructed from three point blocks, but with \(|\Psi\rangle\) in (11) replaced by

\[
|\Psi\rangle = \sum_{\{A_i\}} \sum_{\{(i)\}} \prod_v d_i^{1/2} \prod_{\triangle} d_A \prod_{\ldots} \left( \begin{array}{ccc} i & j & k \\ C & A & B \end{array} \right)^{\langle i |}.
\]

(78)

where \(\left( \begin{array}{ccc} i & j & k \\ C & A & B \end{array} \right)^{\langle i |}\) is the open structure coefficients of the said RCFT, with boundaries \(A, B, C \in \mathcal{M}_C\). By an alternative tensor network representation described in [70], this expression (78) would agree precisely with the alternative tensor network representation of the ground state \(|\Psi\rangle\) now with a different topological boundary condition characterised by module category \(\mathcal{M}_C\), i.e. we obtain a different RCFT by changing the topological boundary of the sandwich in [5, 63, 65, 67]. It has been observed that strange correlators of lattice models built out of (78) can produce off-diagonal RCFT in the thermodynamic limit [85]. Here we are basically producing the RG fixed point that would have been reached by these lattice models at critical points in the thermodynamic limit, thus explaining field theoretically how the RCFT emerges from these previous lattice constructions.

V. HOLOGRAPHIC NETWORKS AND RG OPERATOR IN 4D

One can construct 3D partition functions from strange correlators with ground state wave-functions of 4D TQFT. Generally, the topological input data of the 4D TQFT involves a 2-fusion category [86–89]. The geometrical building block of 4D TQFT is a 4-simplex. One assigns objects of the 2-category to the edges, fusion 1-morphism to each surface and 2-morphism to the 3-sub-simplex. Here, we would focus on the 4D Dijkgraaf-Witten model. In that case, each model is characterized by a group \(G\), and an element of \(H^4(G, U(1))\). Group elements of \(G\) play the role of objects and are again assigned to the edges, and the 4-simplex is a function \(\alpha(g) \in H^4(G, U(1))\) of the 10 edges. Fusion between objects is reduced to the group product.

The 3+1 D TQFT ground state \(|\Psi\rangle\) admits tensor network representations that are natural generalization of the 3D case. The ground state wave-function can be obtained from a path-integral of a 4-ball with a 3-sphere boundary. The path-integral is obtained by considering a triangulation of boundary 3-space into 3-simplices. Each of these 3-simplices belongs to a 4-simplex. They all share an index in the center of the 4-ball, which is a higher dimensional generalization of figure 2. As a tensor network, the building block can be written as a tetrahedron with indices both on the edges and on the vertices. The 4D ground state wave-function defined on a 3D surface is obtained by putting these tetrahedra together filling the 3D space, and summing over the indices on the shared vertices between tetrahedra. A version of this tensor network is discussed in [90] for the 3+1 D toric code model. Here we follow a direct generalization.
of the picture in the 2+1 D and 1+1 D case with a notation adapting to that in [35]. The discussion should apply quite generally to any 3+1 D topological models based on 2-fusion categories.

For concreteness, we pick a specific triangulation of the 3D surface. First fill the 3D space with cubes. Each vertex (colored green in figure 26) is shared between 8 cubes and the group element attached to it would be summed over. Then each cube is divided into 6 tetrahedra, as shown in figure 26. In this triangulation of the cube, two vertices (1 and 7) play a special role.

A complete specification of the triangulation therefore involves marking the cubic lattice vertices that play the special role used in the above triangulation which are marked red in figure 27. Including this structure, the smallest self-repeating unit is a $2 \times 2 \times 2$ collection of cubes.

The RG operator we will construct below involves mapping the $2 \times 2 \times 2$ cube into 1 cube as shown in figure 28.

This is achieved in three steps. But to that end, we need to use a generalization of the pentagon relation leading to figure 6. In the case of the Dijkgraaf-Witten models, this is just the 4-cocycle relation [72], which is explained in the beginning of Appendix B.

Using the 4-cocycle relation, we can thus map two tetrahedra into one, as illustrated in figure 29. Through this map, one vertex is eliminated as a result. We will thus in the following discuss the RG process as a sequence of steps that eliminate designated vertices through repeated use of this relation in figure 29, keeping the collection of 4-cocycles, or often called 10-j symbols accumulating implicitly.

The first step is to eliminate the vertices $m, n, \ldots$ in the middle of the edges of the $2 \times 2 \times 2$ cube and obtain the edges 12, 23, \ldots of the target $1 \times 1 \times 1$ cube. Let’s consider the vertex $m$ as an example. It is shared by 4 tetrahedra: $1mao, 1m\beta o, 2mao, 2m\beta o$. Now we combine $1mao$ and $2mao$ to get a bigger tetrahedron $12ao$ as shown in figure 29. Similarly combining $1m\beta o$ and $2m\beta o$ will give us tetrahedron $12\beta o$. And then the vertex $m$ disappears and the edge 12 is obtained. In the 4D perspective, we have a 4-simplex $12mao$ whose boundary consists of 5 tetrahedra: $1mao, 2mao, 12ao, 12mo, 12ma$. One can note that $1mao, 2mao, 12ao$ appear in the combining procedure. While $12mo$ is shared by a neighboring 4-simplex $12m\beta o$, and $12ma$ is similarly shared by another neighboring 4-simplex. So the combining procedure is actually achieved by inserting these 4-simplices. They form a 4D body which has two boundaries. One boundary consists of small tetrahedra $1mao, 1m\beta o, 2mao, 2m\beta o$, and the other boundary consists of bigger tetrahedra $12ao, 12\beta o$.

Notice that the vertex $m$ is shared by four $2 \times 2 \times 2$ cubes. In the above we only consider one of them. The whole picture is given by figure 30, where $o_1, o_2, o_3$ are the centers of other three $2 \times 2 \times 2$ cubes. We have eight 4-simplices $12mao, 12m\beta o, 12m\beta o_1, 12m\beta o_2, 12\beta o_1, 12\beta o_2, 12\beta o_3$. The adjacent simplices share the same tetrahedron: for example, $12mao, 12m\beta o$ share the tetrahedron $12mo$. Finally these 4-simplices form a 4D body which has two boundaries. One boundary consists of 16 small tetrahedra $1mao, 1m\beta o, 1m\beta o_1, \ldots, 2mao, 2m\beta o, 2m\beta o_1, \ldots$, and the other boundary consists of 8 bigger tetrahedra $12ao, 12\beta o, 12\beta o_1, \ldots$. The 4D body is a map between these two boundaries. After applying this type of maps,
we remove the vertices $m, n, \ldots$ in the middle of the edges of the $2 \times 2 \times 2$ cube, and obtain edges $12, 23, \ldots$ of the target $1 \times 1 \times 1$ cube.

The second step is to eliminate the vertices $\alpha, \beta, \ldots$ in the center of faces of the $2 \times 2 \times 2$ cube and obtain the edges $13, 16, \ldots$ in the target $1 \times 1 \times 1$ cube. Let’s consider the vertex $\alpha$ as an example. After the first step, it is shared by 4 tetrahedra: $12\alpha o, 23\alpha o, 34\alpha o, 41\alpha o$. Now combine $12\alpha o$ and $23\alpha o$ to get a bigger tetrahedron $123\alpha o$ as shown in figure 31. Similarly combining $34\alpha o$ and $41\alpha o$ will give us tetrahedron $341\alpha o$. And then the vertex $\alpha$ disappears, and the edge 13 is obtained. The vertex $\alpha$ is actually shared by two $2 \times 2 \times 2$ cubes. The whole picture is given by figure 32, where $o_3$ is the center of the other $2 \times 2 \times 2$ cube. We have four 4-simplices $123\alpha o, 123\alpha o_3, 341\alpha o_3, 341\alpha o$. And these 4-simplices form a 4D body which has two boundaries. One boundary consists of 8 tetrahedra $12\alpha o, 23\alpha o, 34\alpha o, 41\alpha o, 12\alpha o_3, 23\alpha o_3, 34\alpha o_3, 41\alpha o_3$, and the other boundary consists of 4 tetrahedra $123\alpha o, 123\alpha o_3, 341\alpha o_3, 341\alpha o$. The 4D body is a map between these two boundaries. After applying this type of maps properly, we remove the vertices $\alpha, \beta, \ldots$ in the center of faces of the $2 \times 2 \times 2$ cube, and obtain edges $13, 16, 18, 72, 74, 75$ in the target $1 \times 1 \times 1$ cube.

The third step is to eliminate the vertex $o$ in the center of the $2 \times 2 \times 2$ cube and obtain the edge 17. After the second step, the vertex $o$ is shared by 12 tetrahedra $123o, 143o, 237o, 267o, 126o, 156o, 148o, 158o, 487o, 437o, 567o, 587o$. On the right hand side, there is no $o$, and there are 4 tetrahedra $123o, 341o, 123o_3, 143o_3$. They are on the two boundaries of a 4D body which consists of four 4-simplices $123o, 123\alpha o_3, 341\alpha o_3, 341\alpha o$.

The second step is to eliminate the vertices like $\alpha$. Here we choose to connect vertices 1, 3 since in the target coarse grained cubic there is a 13 edge as shown in figure 28. On the left hand side, there is a vertex $\alpha$, and there are 8 tetrahedra $12\alpha o, 23\alpha o, 34\alpha o, 41\alpha o, 12\alpha o_3, 23\alpha o_3, 34\alpha o_3, 41\alpha o_3$. On the right hand side, there is no $\alpha$, and there are 4 tetrahedra $123o, 341o, 123o_3, 143o_3$. They are on the two boundaries of a 4D body which consists of six 4-simplices $123\alpha o, 126\alpha o, 148\alpha o, 158\alpha o, 487\alpha o, 437\alpha o, 567\alpha o, 587\alpha o$. On the right hand side, there is no $\alpha$, and there are 6 tetrahedra $123\alpha, 126\alpha, 156\alpha, 158\alpha, 148\alpha, 143\alpha, 1487\alpha, 1437\alpha$. Combining $123o$ and $237o$ to get the tetrahedron $123\alpha o$ from this figure.

The third step is to eliminate the vertex $o$ and to obtain the edge 17. To avoid clutter, we only show some of the edges connecting $o$ with $1, 2, 3, 4, 5, 6, 7, 8$. On the left hand side, there is a vertex $o$, and there are 12 tetrahedra $123\alpha, 143\o, 237\theta, 267\o, 126\o, 156\o, 148\o, 158\o, 487\o, 437\o, 567\o, 587\o$. On the right hand side, there is no $o$, and there are 6 tetrahedra $123\o, 126\o, 156\o, 158\o, 148\o, 143\o, 1487\o, 1437\o$. Combining $123o$ and $237o$ to get the tetrahedron $123\alpha o$ as shown in the left hand side of figure 33. Now we combine $123o$ and $237o$ to get a bigger tetrahedron $123\o$. Similarly the tetrahedron $126\o, 156\o, 158\o, 148\o, 143\o, 1487\o, 1437\o$. And these 4-simplices form a 4D body which has two boundaries. One boundary consists of 12 tetrahedra $123\o, 143\o, 237\o, 267\o, 126\o, 156\o, 148\o, 158\o, 487\o, 437\o, 567\o, 587\o$. And the other boundary consists of 6 tetrahedra $123\o, 126\o, 156\o, 158\o, 148\o, 143\o$. The 4D body is a map between these two boundaries. After applying this map, we remove the vertex $o$ in the center of the $2 \times 2 \times 2$ cube, and obtain the edge 17 in the target $1 \times 1 \times 1$ cube.

After the 3 steps described above, we coarse grain the $2 \times 2 \times 2$ cubes into exactly 1 cube. Eight such cubes can be arranged into a structure of $2 \times 2 \times 2$ cubes shown in figure 27. This is the same as the original structure.
And these 3 steps form one RG step.

A. Higher Frobenius Algebra gives Topological Fixed Points

Like in the case of RG operators from 3D topological theories where topological fixed points are given by Frobenius algebra, the RG operator constructed from 4D topological order presented above also admits fixed points based on higher dimensional generalization of Frobenius algebra. In the case where the bulk is given by DW theory, the Frobenius algebra characterizing topological boundary conditions has been studied [91, 92]. Together with a higher generalization of “separability” that we will discuss below, we obtain fixed points of the 4D topological RG operators.

These topological eigenstates are constructed as follows. Previously in figure 8, the ground state wavefunction is constructed by assigning a weight to every tetrahedron on the 2 dimensional surface, and these weights define the product of a Frobenius algebra of the input fusion category. In the current case the wave-function is defined in 3 dimensions, and we instead assign a value \(\beta(g, h, k)\) to every tetrahedron, which has three independent edge degrees of freedom after taking into account of the face constraints. The wavefunction is thus given by

\[
\langle \Omega(\tilde{\beta})\rangle = \sum_{\{g_i\}} \prod_{\Delta} \tilde{\beta}(g_{\Delta_1}, g_{\Delta_2}, g_{\Delta_3})\{\{g_i\}\},
\]

where \(\Delta\) runs over all tetrahedra that triangulate the three dimensional space, \(\Delta_{1,2,3}\) denote 3 independent edges of a tetrahedron, and \(\{g_i\}\) denotes the collection of all edge degrees of freedom.

Frobenius algebras associated to 4D DW models have been studied and each is associated with a 2+1 D topological order. The data that goes into defining a higher Frobenius algebra involves the collection of objects \(A\) in the fusion category, which is a subgroup in the current case. We also need to define the product between objects and also the associativity map [91, 92]. The data can be encapsulated in assigning a function \(\beta(g_{\Delta_1}, g_{\Delta_2}, g_{\Delta_3})\) to every tetrahedron. This function satisfies the following relation:

\[
\frac{\alpha(h_0, h_1, h_2, h_3)\beta(h_0, h_1, h_2, h_3)\beta(h_0, h_1, h_2)\beta(h_1, h_2, h_3)}{\beta(h_0, h_1, h_2, h_3)\beta(h_0, h_1, h_2, h_3)} = 1,
\]

where \(\alpha\) is the 4-cocycle in \(H^4(G, U(1))\) that defines the DW theory. The 4-cocycle \(\alpha\) involved above is precisely a 4-simplex, that maps between two sets of tetrahedra. The geometric meaning of (80) is demonstrated in figure 34.

The above condition is the higher dimensional analogue of associativity in a higher Frobenius algebra. (The condition at least for Frobenius algebra in a n-dimensional DW theory is reviewed in the appendix.) In addition to that, we require also a condition analogous to the separability in 2+1 dimensional topological order. This condition is illustrated in figure 35.

We note that algebra satisfying (80) were considered as spatial boundary conditions of the DW models. Here however, when inserted into (79) and then subsequently constructing the strange correlator \(\langle \Omega(\tilde{\beta})|\Psi\rangle\), each such boundary condition \(\tilde{\beta}\) is in 1-1 correspondence with an SPT phase in 2+1 D with global symmetry \(G\) when the 4-cocycle \(\alpha\) is trivial. This generalizes explicit realization of the holographic relation discussed in the previous sections to the case of 3+1 D topological order / 2+1 D gapped theories with symmetries \(G\). The construction should work for a generic categorical symmetry describable by 3+1 D lattice models with a 2-fusion category as input category.

B. CFTs from phase transitions between fixed points – 2+1 D Ising as an example

Much like the situation of constructing partition functions in 2D from 3D topological order, we can obtain 3D CFT partition functions by looking for phase transitions between the topological fixed points to the RG operator we have defined above.

A judicious parametrization of the boundary state \(\langle \Omega|\) is important towards obtaining a critical point numerically.
We will work with an explicit example of the 3+1 D toric code [93], corresponding to the $G=\mathbb{Z}_2$ DW theory in 4D. In this case $H^4(\mathbb{Z}_2, U(1))$ is trivial and the 4-cocycle satisfies $\alpha = 1$ when the edge group elements $h_i \in \mathbb{Z}_2$ satisfy $h_1 h_2 = h_3$ wherever the edges concerned form a closed triangle, and zero otherwise.

First, we note that the partition function of the well-known 2+1 D lattice Ising model is recovered as a strange correlator between a direct product state $\langle \Omega \rangle$ and the 3+1D toric code ground state wavefunction $\langle \Psi \rangle$. We will take the triangulation as shown in figure 27 and make use of the tensor network construction described there to recover its wave-function. The boundary state is chosen as follows:

$$\langle \Omega \rangle = \sum_{\{a\}} \Omega_{\{a\}} \langle \{a\} \rangle = \bigotimes \langle w_e \rangle,$$

where $\langle w_e \rangle$ is a state on the boundary edge $e$. We divide the boundary edges into two types: the blue ones and the red ones as shown in figure 36. And $\langle w_e \rangle$ is chosen as

$$\langle w_e \rangle = \begin{cases} 
1 + \langle -1 \rangle, & \text{for red edges,} \\
\epsilon^i \langle 1 \rangle + \epsilon^{-i} \langle -1 \rangle, & \text{for blue edges.} 
\end{cases}$$

Each group element $\sigma \in \mathbb{Z}_2$ assigned to an edge is denoted $\sigma \in \{1, -1\}$. Then the bulk configuration $\{x\}$ becomes $\{\sigma_i\}$, where $\sigma_i$ labels the bulk edges. Given a specific bulk configuration $\{\sigma_i\}$, each boundary edge is determined by the bulk edges living on its two ends. If these two bulk edges are $\sigma_i$ and $\sigma_j$, then the boundary edge is $\sigma_i \sigma_j$ according to the fusion rules. When we consider $\bigotimes_e \langle w_e \rangle \langle \{a\} \rangle$ inside which $\{a\}$ is the boundary configuration fully determined by $\{x\}$, this boundary edge will contribute a factor

$$\begin{cases} 
1, & \text{for red boundary edges,} \\
\epsilon^i \langle 1 \rangle \sigma_i, & \text{for blue boundary edges,} 
\end{cases}$$

as shown in Fig 36. Finally we obtain

$$\langle \Omega | \Psi \rangle_{\mathcal{M}} = \sum_{\{\sigma_i\}} \prod (e^{\beta \sigma_i \sigma_j}),$$

where $(ij)$ means the nearest neighbor on the cubic lattice. One can note that it is exactly the partition function of 3D Ising model.

C. Boundary state under RG

The 3D boundary is divided into similar tetrahedra. Focusing on one tetrahedron, each face of it is shared by another tetrahedron. This inspires us to introduce face labels which will be contracted. And then we can construct a tensor network type wave function. Its building blocks are these tetrahedra. Given a tetrahedron labeled as shown in figure 37, it will contribute a tensor $u_{ijkl}(a, b, c)$, where $i, j, k, l$ are labels with dimension $N$ on the faces and $a, b, c$ are the objects on the edges. The tensor network type wave function $\langle \Psi \rangle$ is given by

$$\langle \Omega (u) \rangle = \sum_{\{a\}} \sum_{i,j,k,l} \ldots u_{ijkl}(a_1, a_2, a_3) \ldots \langle \{a\} \rangle,$$

where $\sum_{\{a\}}$ means the summation over all allowed boundary configurations, and $\sum_{i,j,k,l}$ is the summation over the labels of faces. Each tetrahedron on the boundary will contribute a $u$ tensor, and $\ldots u_{ijkl}(a_1, a_2, a_3) \ldots$ is the product of these $u$ tensors. Now it becomes ob-
FIG. 38. Introduce arrows to the edges of the tetrahedra. The center vertex of the $2 \times 2 \times 2$ cube is colored in purple now. Roughly speaking, the arrows point out from the red dots, and point to the purple dot. To avoid clutter, we don’t show all the arrows on the edges.

FIG. 39. One tetrahedron with arrows introduced.

vious that face labels $i, j, k, \ldots$ are the indexes to be contracted.

We can recover the previous $\langle \Omega \rangle$ in equation (81, 82) by choosing the $u^{ijkl}(a, b, c)$ to be

$$u^{ijkl}(a, b, c) = \begin{cases} e^{\frac{\beta(a+b+c)}{2}}, & i = j = k = l = 1, \\ 0, & \text{Otherwise}, \end{cases} \quad (86)$$

where $a, b, c$ take values $\{1, -1\}$ corresponding to objects $\{1, -1\}$. Let’s briefly explain how to obtain the above $u$. In (83), blue edges in figure 36 labeled by $a$ will contribute a factor $e^{\beta a}$ to $\langle \Omega \Psi \rangle$. Note that $a, b, c$ in figure 40 correspond to the blue edges in figure 36. The edge labeled by $a$ is shared by 8 tetrahedra, and our choice of orientation is such that $a$ is the first argument (according to the rule in figure 39) in all of them. Similarly, the edge labeled by $b$ is shared by 4 tetrahedra, and $b$ is the second argument in all of them. Finally, the edge labeled by $c$ is shared by 8 tetrahedra, and $c$ is the third argument in all of them.

For simple illustration how to follow the flow of the boundary state (85) under repeated use of the above RG map, in the following we consider the case that the dimension of face labels is 1 i.e. $N = 1$. And $u^{ijkl}(a, b, c)$ reduces to $u(a, b, c)$.

As said before, one RG step consists of 3 steps. Let us recall the first step, now as shown in figure 41 with arrows introduced. The left hand side of figure 41 depicts the lattice before the RG step, and the right hand side the result of the RG step. The left and the right of figure 41 are respectively on the two boundaries of a 4D body which consists of eight 4-simplices. Now the 4D body becomes an operator $R_4$ which consists of eight 4-cocycles $\alpha$ corresponding to these 4-simplices. And it maps the state defined on the left hand side to the state defined on the right hand side. The operator $R_1$ imposes that edges forming a triangle have to product to the identity. For example, in the 4-simplex 09m21 there is a face 09m, and we should have $a_0m a_9m = a_09$ where $a_0m$ is the object on the edge 0m.

To satisfy the fusion rules, on the right hand side of figure 41 there are 9 independent labels which are chosen as $a_{01}, a_{02}, a_{03}, a_{04}, a_{05}, a_{06}, a_{07}, a_{08}, a_{09}$. Then the labels on other edges are fixed by them according to the fusion rules. For example $a_{21} = a_{02}a_{01}$. And the state defined on the right hand side takes the form

$$\sum_{a_{01}, a_{02}, \ldots , a_{09}} M_1^R(a_{01}, a_{02}, \ldots , a_{09}) |a_{01}, a_{02}, \ldots , a_{09}\rangle.$$ \hspace{1cm} (87)

On the left of figure 41, there is one extra vertex $m$. Compared to the right, there is an extra independent edge degree of freedom $a_{0m}$. Given $a_{0m}, a_{01}, a_{02}, a_{03}, a_{04}, a_{05}, a_{06}, a_{07}, a_{08}, a_{09}$, all the labels on the left hand side can be fixed. For example, $a_{0m} = a_{09}a_{0m}$ when we consider the face 09m. The state defined on the left hand side takes the form

$$\sum_{a_{0m}, a_{01}, \ldots , a_{09}} M_1^L(a_{0m}, a_{01}, \ldots , a_{09}) |a_{0m}, a_{01}, \ldots , a_{09}\rangle.$$ \hspace{1cm} (88)

Each tetrahedron will contribute a $u$ tensor. And we can read off $M_1^L$ as

$$M_1^L = u(a_{0m}, a_{m2}, a_{21})u(a_{0m}, a_{m2}, a_{23})u(a_{0m}, a_{m4}, a_{43}) \times u(a_{0m}, a_{m4}, a_{45})u(a_{0m}, a_{m6}, a_{65})u(a_{0m}, a_{m6}, a_{67}) \times u(a_{0m}, a_{m8}, a_{87})u(a_{0m}, a_{m8}, a_{81})u(a_{0m}, a_{m2}, a_{21}) \times u(a_{0m}, a_{m4}, a_{43})u(a_{0m}, a_{m4}, a_{45}) \times u(a_{0m}, a_{m6}, a_{65})u(a_{0m}, a_{m6}, a_{67})u(a_{0m}, a_{m8}, a_{87}) \times u(a_{0m}, a_{m8}, a_{81}).$$ \hspace{1cm} (89)
Here all the $a$’s can be expressed by $a_{0m}, a_{01}, a_{02}, \ldots, a_{09}$. So the arguments of $\mathcal{M}_1^R$ are exactly $a_{0m}, a_{01}, a_{02}, \ldots, a_{09}$. $\mathcal{M}_1^R$ and $\mathcal{M}_2^R$ are related under RG by

$$
\mathcal{M}_1^R(a_{01}, a_{02}, \ldots, a_{09}) = \sum_{a_{0m}} \mathcal{M}_2^R(a_{0m}, a_{01}, a_{02}, \ldots, a_{09}).
$$

When the labels $a_{01}, a_{02}, \ldots, a_{09}$ of $\mathcal{M}_1^R$ are given, the labels $a_{0m}, a_{01}, a_{02}, \ldots, a_{09}$ in $\mathcal{M}_2^R$ are fixed. The edge $a_{0m}$ is an interior edge now buried between the left boundary condition and the RG operator $R_1$, which should thus be summed over. In the 3+1 D toric code model, the RG operator is unity where fusion constraints on each face are satisfied.

In the 3D case, we follow the RG flow by performing an SVD to convert the boundary condition into a local form after every RG step as depicted in figure 11. We pursue a similar procedure here. But instead of breaking the blocked wavefunction (87) into two pieces, we need to break it into 8 pieces, one attached to each remaining tetrahedron on the right hand side of figure 41. Assume that after the break-up, each tetrahedron on the right hand side of figure 41 is attached to a tensor $v(a, b, c)$. We denote the state constructed from $v(a, b, c)$ as

$$
\sum_{a_{01}, a_{02}, \ldots, a_{09}} \tilde{\mathcal{M}}_1^R(a_{01}, a_{02}, \ldots, a_{09}) |a_{01}, a_{02}, \ldots, a_{09}|,
$$

where $\tilde{\mathcal{M}}_1^R$ is given by

$$
\tilde{\mathcal{M}}_1^R = v(a_{09}, a_{02}, a_{21}) v(a_{09}, a_{32}, a_{23}) v(a_{09}, a_{94}, a_{43})
\times v(a_{09}, a_{49}, a_{145}) v(a_{09}, a_{96}, a_{65}) v(a_{09}, a_{96}, a_{67})
\times v(a_{09}, a_{89}, a_{87}) v(a_{09}, a_{89}, a_{81}).
$$

Here all the $a$’s can be expressed by $a_{01}, a_{02}, \ldots, a_{09}$. So the arguments of $\tilde{\mathcal{M}}_1^R$ are exactly $a_{01}, a_{02}, \ldots, a_{09}$. Insisting that the face-degrees of freedom remain cut-downed to 1-dimensional (which is imposed by hand when we pick the tensor $v(a, b, c)$ to carry no extra indices attached to the faces), it is generically not possible to reproduce $\mathcal{M}_1^R$ precisely. We will try to optimise $v(a, b, c)$ such that

$$
\epsilon_1 = \sum_{a_{01}, a_{02}, \ldots, a_{09}} |\mathcal{M}_1^R(a_{01}, \ldots, a_{09}) - \tilde{\mathcal{M}}_1^R(a_{01}, \ldots, a_{09})|^2
$$

is minimal. The optimisation is done numerically here. Once $v(a, b, c)$ is found, we normalize it to

$$
v(a, b, c) \rightarrow \frac{v(a, b, c)}{\sqrt{\frac{1}{8} \sum_{a, b, c} |v(a, b, c)|^2}}.
$$

Now let us consider the second step. The procedure is similar. With arrows introduced the second step is shown in figure 42. On the right hand side there are 5 independent labels which are chosen as $a_{01}, a_{02}, a_{03}, a_{04}, a_{05}$. And the state defined on the right hand side takes the form

$$
\sum_{a_{01}, a_{02}, \ldots, a_{05}} \mathcal{M}_2^R(a_{01}, a_{02}, \ldots, a_{05}) |a_{01}, a_{02}, \ldots, a_{05}|.
$$

FIG. 42. The second step with arrows introduced. Here we relabel the vertices for convenience. The purple dots are centers of $2 \times 2 \times 2$ cubes.

On the left hand side there are 6 independent labels which are chosen as $a_{0a}, a_{01}, a_{02}, a_{03}, a_{04}, a_{05}$. And the state defined on the left hand side takes the form

$$
\sum_{a_{0a}, a_{01}, \ldots, a_{05}} \mathcal{M}_2^L(a_{0a}, a_{01}, \ldots, a_{05}) |a_{0a}, a_{01}, \ldots, a_{05}|.
$$

Previously we introduce $v(a, b, c)$ and approximate $\mathcal{M}_1^R$ by $\tilde{\mathcal{M}}_1^R$. Now each tetrahedron on the left hand side will contribute $v(a, b, c)$. And we can read off $\mathcal{M}_2^L$ as

$$
\mathcal{M}_2^L(a_{0a}, a_{01}, a_{02}, a_{03}, a_{04}) = \sum_{a_{01}, a_{02}} \mathcal{M}_2^L(a_{0a}, a_{01}, a_{02}, \ldots, a_{05}).
$$

Now we have to repeat the procedure above to break up $\mathcal{M}_2^L$. We introduce another new function $t(a, b, c)$ to the tetrahedra on the right hand side of figure 42 from which we define the state

$$
\sum_{a_{01}, a_{02}, \ldots, a_{05}} \tilde{\mathcal{M}}_2^R(a_{01}, a_{02}, \ldots, a_{05}) |a_{01}, a_{02}, \ldots, a_{05}|,
$$

where $\tilde{\mathcal{M}}_2^R$ is given by

$$
\tilde{\mathcal{M}}_2^R = t(a_{01}, a_{15}, a_{52}) t(a_{03}, a_{35}, a_{52}) t(a_{01}, a_{15}, a_{54})
\times t(a_{03}, a_{35}, a_{54}).
$$

Here all the $a$’s can be expressed by $a_{01}, a_{02}, \ldots, a_{05}$. So the arguments of $\tilde{\mathcal{M}}_2^R$ are exactly $a_{01}, a_{02}, \ldots, a_{05}$. And we can obtain $\mathcal{M}_2^R$ from $\tilde{\mathcal{M}}_2^R$ by the formula

$$
\mathcal{M}_2^R(a_{01}, a_{02}, \ldots, a_{05}) = \sum_{a_{0a}} \mathcal{M}_2^L(a_{0a}, a_{01}, a_{02}, \ldots, a_{05}).
$$

Now (98) gives $\mathcal{M}_2^R$. We introduce another new function $t(a, b, c)$ to the tetrahedra on the right hand side of figure 42 from which we define the state

$$
\sum_{a_{01}, a_{02}, \ldots, a_{05}} \tilde{\mathcal{M}}_2^R(a_{01}, a_{02}, \ldots, a_{05}) |a_{01}, a_{02}, \ldots, a_{05}|,
$$

where $\tilde{\mathcal{M}}_2^R$ is given by

$$
\tilde{\mathcal{M}}_2^R = t(a_{01}, a_{15}, a_{52}) t(a_{03}, a_{35}, a_{52}) t(a_{01}, a_{15}, a_{54})
\times t(a_{03}, a_{35}, a_{54}).
$$

Here all the $a$’s can be expressed by $a_{01}, a_{02}, \ldots, a_{05}$. So the arguments of $\tilde{\mathcal{M}}_2^R$ are exactly $a_{01}, a_{02}, \ldots, a_{05}$. And we would like to find the best $t(a, b, c)$ to approximate $\mathcal{M}_2^R$ by $\tilde{\mathcal{M}}_2^R$ such that

$$
\epsilon_2 = \sum_{a_{01}, a_{02}, \ldots, a_{05}} |\mathcal{M}_2^R(a_{01}, \ldots, a_{05}) - \tilde{\mathcal{M}}_2^R(a_{01}, \ldots, a_{05})|^2
$$

is minimal. This is again achieved by numerical method. Once $t(a, b, c)$ is found, we normalize it to

$$
t(a, b, c) \rightarrow \frac{t(a, b, c)}{\sqrt{\frac{1}{8} \sum_{a, b, c} |t(a, b, c)|^2}}.
$$
Here all the \( a \)'s can be expressed by \( a_{01}, a_{02}, \ldots, a_{07} \). So the arguments of \( \mathcal{M}_3^R \) are exactly \( a_{01}, a_{02}, \ldots, a_{07} \). Now we would like to find the best \( u^{(1)}(a, b, c) \) to approximate \( \mathcal{M}_3^R \) by \( \mathcal{M}_3^R \) such that

\[
\epsilon_3 = \sum_{a_{01}, \ldots, a_{07}} |\mathcal{M}_3^R(a_{01}, \ldots, a_{07}) - \mathcal{M}_3^R(a_{01}, \ldots, a_{07})|^2
\]  

is minimal. This is achieved by numerical method. Once \( u^{(1)}(a, b, c) \) is found, we normalize it to

\[
u^{(1)}(a, b, c) = \frac{u^{(1)}(a, b, c)}{\sqrt{\frac{1}{8} \sum_{a, b, c} |u^{(1)}(a, b, c)|^2}}
\]  

We can note that after one RG step, the wave function becomes

\[
\langle \Omega(u^{(1)}) \rangle = \sum_{\{a\}} \cdots u^{(1)}(a_1, a_2, a_3) \cdots \langle \{a\} \rangle,
\]

which takes the same form as the origin wave function in (85). The only difference is replacing \( u(a, b, c) \) by \( u^{(1)}(a, b, c) \). And we can iterate this RG step. After \( n \) RG steps, we would get \( u^{(n)}(a, b, c) \), and the wave function is

\[
\langle \Omega(u^{(n)}) \rangle = \sum_{\{a\}} \cdots u^{(n)}(a_1, a_2, a_3) \cdots \langle \{a\} \rangle.
\]

We expect that when \( n \) is large enough, \( u^{(n)}(a, b, c) \) will arrive at some fixed point and \( \langle \Omega(u^{(n)}) \rangle \) becomes one of the fixed point wave functions.

Recall that when we choose \( u(a, b, c) \) as

\[
u_{\beta}(a, b, c) = e^{\frac{\beta(a^2 + b^2 + c^2)}{4}},
\]

the overlap \( \langle \Omega | \Psi \rangle_M \) is the partition function of 3D Ising model. And it is interesting to investigate where \( u_{\beta}(a, b, c) \) will flow to. There is a parameter \( \beta \) in \( u_{\beta}(a, b, c) \). We find that when changing \( \beta \), the \( u_{\beta}(a, b, c) \) will flow to different fixed points. And it is easy to check that \( u_0(a, b, c) \) and \( u_{\infty}(a, b, c) \) are two fixed points. Our numerical result shows that when \( 0 \leq \beta \leq 0.27 \), \( u_{\beta}(a, b, c) \) will flow to the fixed point \( u_0(a, b, c) \). However when \( \beta = 0.28 \), our numerical method breaks down since the errors \( \epsilon_1, \epsilon_2, \epsilon_3 \) wouldn’t converge to 0 when \( n \) becomes larger. And this suggests that something special happens in the range \( \beta \in (0.27, 0.28) \) – which is a signature of getting close to the critical point of the 3D Ising model. In literature (See for example for a collection of numerical results in [94]), the critical point of the 3D Ising model is \( \beta_c = 0.22165463(8) \). Our result is surprisingly good with a choice of face bond dimension truncated down to \( N = 1 \). Increasing the face dimension \( N \) should improve our accuracy. This will be demonstrated in a forthcoming paper [95].
VI. TENSOR NETWORK RECONSTRUCTION OF ADS/CFT? – SOME NUMERICS

We have proposed construction of RG operators analytically from topological data of $D + 1$ dimensional topological lattice model, and demonstrated explicitly in $D + 1 = 2, 3, 4$ dimensions in a family of models. Since these are operators responsible for blocking, repeated concatenation of them $\lim_{N \rightarrow \infty} U(C)^N$ produces a MERA like network, which is thus an analytic holographic network, which, with the right boundary condition that is itself the fixed point or one that could flow to the fixed point, describes exact CFT’s. We have given examples which map to well known 2D integrable models, or the 3D Ising model.

These strange correlators bear a close resemblance to the p-adic tensor network that reproduces many aspects of the p-adic AdS/CFT dictionary \[96–98\]. The resemblance lies in the fact that the bulk of the tensor network is characterized by an associative algebra (the fusion algebra of the CFT operators) and this is generalized to (higher) fusion categories in the general construction in this paper. The p-adic tensor network that reproduces the p-adic CFT partition function also comes in the form of a strange correlator, such that at the fixed point, the boundary state is an eigenstate of the bulk holographic network. It is thus tempting that the current holographic network may bear resemblance to the AdS/CFT correspondence.

A. Bulk-Boundary Correlators

For simplicity, we work with the 2D Ising CFT that can be obtained from the $SU(2)_3$. The CFT has a small central charge and is not expected to have a semi-classical gravitational dual. However we would like to see how such a broad-brush would work. We computed numerically two point functions where one operator is inserted at the UV layer given by figure 12, and the other at the $n$-th layer of the holographic network. i.e.

\[ \langle O(n = 0, x = y = 0) O(n, x, y) \rangle = \langle \Omega(T_{\Lambda_0}) \rangle \sigma^\sigma(x = y = 0) U^n(C) \sigma^\sigma(x, y) U^{n+1}(C) \cdots |\Psi\rangle 
= \langle \Omega(T_{\Lambda_0}) \rangle \sigma^\sigma(x = y = 0) U^n(C) \sigma^\sigma(x, y) |\Psi_{\Lambda_n}\rangle \] (114)

The result is illustrated in figure 44. In the bottom plot, the plots at different $n$ collapse to the same plot in a more convincing way than the top plot, promisingly, suggesting that the “bulk-boundary propagator” in this holographic network is indeed given by $[z/(z^2 + x^2)]^{\Delta}$. This is, admittedly, not yet conclusive before we can explore more models and more propagators of different conformal dimensions.

B. Reconstruction Wedge

It is not hard to obtain the entanglement wedge, or reconstruction wedge of any edge in the interior. In the tree RG network in 2D depicted in figure 3, the entanglement wedge at the UV boundary is self-explanatory. In the case of a 3D bulk, the holographic network is depicted in figure 45. It is a projection of the 3D structure into two dimensions. To reconstruct action of edges in the interior layer from the UV layer, the UV degrees of freedom involved correspond to edges of triangles in the UV layer that appear to be contained inside the triangle in the interior layer concerned. The explicit transformation that
converts an operator in the bulk into an operator from the UV boundary requires construction of the inverse of the holographic networks. This can be readily done using the orthogonality condition given by
\[
\sum_y d_y \begin{bmatrix} a & b & x \\ c & d & y \end{bmatrix} \begin{bmatrix} a & b & x' \\ c & d & y \end{bmatrix} = \frac{\delta_{xx'} N_{ab} N_{cd}}{d_x} \quad (115)
\]

VII. CONCLUSIONS AND OUTLOOK

Renormalisation group flow is the key connecting topological data in a TQFT characterising topological symmetries, the “skeleton” of a theory, to its “flesh” – namely explicit path-integrals of a continuous field theory. In this paper, we considered an exact holographic network that descends from coarse graining a topological wavefunction. These holographic networks correspond to RG operators that preserve a given set of “categorical symmetries” associated to the TQFT in D + 1 dimensions. Each fixed point of the RG operator determines either a TQFT or a CFT in D dimensions that preserve the categorical symmetry concerned (or spontaneously breaking part of it). For bulk TQFTs in the family of Dijkgraaf-Witten models in arbitrary dimensions or Turaev type in 3 dimensions, fixed points describing TQFT’s are constructed using the (co-) product of (higher-) Frobenius algebra of the input fusion category \( \mathcal{C} \).

At \( D = 2 \) we constructed exact strange correlators that reproduce RCFT path-integral. We explain at least from an RG standpoint why strange correlators could reproduce CFT partition functions – the direct product state chosen for \( \langle \Omega \rangle \) is a seed boundary condition that could flow to the eigenstate of the RG operator constructed from the TQFT. The RG operator is producing an RG flow that explicitly protects the topological symmetries characterised by the TQFT. Our construction also provides an explicit relation between a discrete tensor network and the continuous path-integral of the field theory and directly relates the Turaev-Viro state sum to CFT conformal blocks in a way analogous to the construction based on Reshetikhin-Turaev formulation of TQFT in [17].

We note that [99] discusses the reconstruction of RCFT partition functions via Levin-Wen string net models. It would be useful to explore the precise connection between the current discussion and the construction there.

We note that each eigenstate of the RG operator corresponding to CFTs corresponds to phase transitions between topological fixed points, which has been pointed out in [8, 54]. This allows us to search numerically for CFTs by interpolating between topological fixed points. We illustrated these ideas in \( D = 2, 3 \). At \( D = 2 \), we find that critical couplings of \( SU(2)_k \) models can be recovered to at least one significant figure with very small bond-dimension compared to known theoretical values. We note that our numerical procedure can in fact also efficiently generate the Frobenius algebra as topological fixed points, recovering known analytic results. We also show that the 3D Ising model can be taken as a strange correlator with the 4D toric code, and the critical temperature can be obtained by looking for phase transition points between two topological fixed points of the corresponding RG operator corresponding to the smooth and rough boundaries associated to two higher Frobenius algebra. We note that in the literature, it is known that different Frobenius algebras in the input category produce isomorphic/equivalent condensation [77], which is often taken to be the same spatial boundary condition. In our construction, it should be evident that there are phase transitions (such as the 2D Ising model) between algebras considered to be physically the same in [77]. It suggests that isomorphic/equivalent condensation algebras should be considered as physically distinct in one lower dimension.

We briefly look into the possibility of recovering some features of the AdS/CFT dictionary, such as the bulk-boundary propagator. The numerical result is, encouragingly, compatible with the AdS/CFT dictionary but not yet conclusive.

The approach we adopted and developed to construct CFT partition functions via RG operators following from TQFT in one higher dimensions can be considered as an explicit realization of the Wick-rotation and holographic dualities discussed in [5–11, 33, 36, 54–66].

Our explicit realization should open the door to constructing more novel CFTs in general dimensions. At present, we are trying to identify the nature of the tricritical point that should be a 2D CFT, and we would like to construct more examples, both in 2D and 3D. To our knowledge, our algorithm for searching for 2+1D topo-
logical fixed points of the 4D tensor network renormalization method applied to a 3D tensor network. We have since improved the algorithm to allow for larger bond dimensions. And these results would appear in a forthcoming paper [95]. We should also be able to construct partition functions of (1+1 D) spin CFT by considering phase transitions between super Frobenius algebra previously used to characterize fermionic spatial boundary conditions following from fermionic anyon condensations [100–103]. This will be left for future work.

We explored whether the holographic duality exhibited in the current context is related to the AdS/CFT correspondence in its usual sense. The result is not incompatible, but certainly requires further scrutiny, which is currently underway.
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In DW theory of group G, the basis of state at each site is given by |g⟩, g ∈ G. We can alternatively use irreducible representations of the group to construct a basis. They are related by

$$|\mu, a, b\rangle = \sqrt{N_\mu} \sum_g \rho_{ab}^\mu (g) |g\rangle,$$

where μ labels an irreducible representation, and |μ⟩ is the dimension of the representation. Therefore we can take \( \otimes N_\mu \rho^\mu (g)_{ab} \) as a complete basis for wavefunctions of N sites. Consider the action of the RG operator described in figure 3 and that the group cohomology is trivial. A triangle is thus equal to \( \delta_{g_1g_2h} \). We can thus consider pairs of sites. Summation of a basis wavefunction with the triangle with given output \( h = g_1g_2 \) gives

$$\sum_{g_1 \in G} \rho_{a_1b_1}^\mu (g_1) \rho_{a_2b_2}^\nu (g_1^{-1}h) = \frac{|G|}{|\mu|} \delta_{\mu\nu} \delta_{a_1a_2} \delta_{b_1b_2} \rho_{c_1c_2}^\mu (h)$$

$$= \frac{1}{|\mu|} \delta_{\mu\nu} \delta_{a_1a_2} \sum_{g_1, g_2 = h} \rho_{a_1m}^\mu (g_1) \rho_{mb_2}^\mu (g_2).$$

This suggests that for whatever wave-function we started with, after the action of a triangle (a single 3-point vertex of the RG operator) on neighboring sites, the wave-function would be projected into the direction corresponding to the same representation on neighboring sites contracted with each other. Therefore upon multiple layers of the RG operator acting on any given boundary state, it would be projected into the form of (8) up to an overall normalization. The most general fixed point would be a direct sum of these fixed point solutions.

We note that the choice of RG operator is not unique. For example, one can construct an RG operator that would carry a form that is more closely resembling the MERA tensor network. It corresponds to a triangulation that is depicted in figure 46. The most general fixed point for arbitrary G but trivial α however remains the same as in (8), following a consideration analogous to (A2).

Appendix B: Frobenius algebra in n D Dijkgraaf-Witten Models

Let’s consider n-dimension DW theories characterized by group G as an example. The n-dimension body is triangulated into n-simplices, where each edge is labeled by a group element \( g_e \in G \), and the n-simplices are assigned a value \( \alpha(g_1, g_2, \ldots, g_n) \in H^n(G, U(1)) \), where \( H^n(G, U(1)) \) denotes the n-cocohomology, and \( g_1, g_2, \ldots, g_n \) are the labels on the edges \( i_0, i_1, i_2, \ldots, i_{n-1}, i_n \) if the vertices of the n-simplex are \( i_0, i_1, i_2, \ldots, i_n \) with \( i_0 < i_1 < i_2 \ldots < i_n \). Since \( \alpha(g_1, g_2, \ldots, g_n) \in H^n(G, U(1)) \), it satisfies the cocycle condition \( d\alpha = 1 \), where

$$d\alpha(g_0, g_1, \ldots, g_n) \equiv \prod_{i=0}^{n+1} \alpha(\ldots, g_{i-2}, g_{i-1}, g_i, g_{i+1}, \ldots) (-1)^i.$$

This condition guarantees that the partition function of the closed n-dimension manifold is invariant under different triangulations.

When the n-dimension body has a boundary, to retain its topological nature, we should construct a partition function which is invariant under different triangulations of both the bulk and the boundary. The boundary is triangulated into (n-1)-simplices, where each edge is labeled by a group element \( h_i \in H \subseteq G \), and
the (n-1)-simplex is assigned a value $\beta(h_1, h_2, \ldots, h_{n-1})$, where $h_1, h_2, \ldots, h_{n-1}$ are the labels on the edges $i_0, i_1, i_2, \ldots, i_{n-2}, i_{n-1}$ if the vertices of the (n-1)-simplex are $i_0, i_1, i_2, \ldots, i_{n-1}$ with $i_0 < i_1 < i_2 < \cdots < i_{n-1}$. The partition function takes the form

$$Z = \sum_{\{g_i\}} \prod_{\Delta_n} \alpha_{\Delta_n} \prod_{\Delta_{n-1}} \beta_{\Delta_{n-1}}, \quad \text{(B2)}$$

where the summations are over all allowed configurations, each n-simplex $\Delta_n$ in the bulk contributes $\alpha_{\Delta_n}$, and each (n-1)-simplex $\Delta_{n-1}$ on the boundary contributes $\beta_{\Delta_{n-1}}$. To make this partition function invariant under different triangulations of both the bulk and the boundary, we should have

$$\alpha \delta \beta \equiv$$

$$\alpha(h_0, h_1, \ldots, h_{n-1}) \prod_{i=0}^{n} \beta(\ldots, h_{i-2}, h_{i-1} h_i, h_{i+1}, \ldots)^{(-1)^i}$$

$$= 1. \quad \text{(B3)}$$

We note that both the fixed point solutions for the 4D DW bulk belongs to this class, where $\beta$ is used to construct the boundary state $\Omega$. In the 2D case, the MPS representation of fixed point boundary states $\Omega$ have obtained generally contain auxiliary indices – geometrically we are still attaching a generalized $\beta$ to each edge at the boundary with auxiliary indices attached to the vertices at the end of the edge such that two edges sharing the same vertex would have their shared auxiliary index contracted. We note however in this generalized sense they are still solution to equation B3.
Z.-X. Luo, E. Lake, and Y.-S. Wu, The structure of 2-dimensional plane.

[72] R. Dijkgraaf and E. Witten, Topological Gauge Theories and Group Cohomology, Commun. Math. Phys. 129, 393 (1990).

[73] R. König, B. W. Reichardt, and G. Vidal, Exact entanglement renormalization for string-net models, Physical Review B 79, 10.1103/physrevb.79.195123 (2009).

[74] Z.-X. Luo, E. Lake, and Y.-S. Wu, The structure of fixed-point tensor network states characterizes the patterns of long-range entanglement, Phys. Rev. B 96, 035101 (2017), arXiv:1611.01140 [cond-mat.str-el].

[75] A. Bullivant, Y. Hu, and Y. Wan, Twisted quantum double model of topological order with boundaries, Phys. Rev. B 96, 165138 (2017), arXiv:1706.03611 [cond-mat.str-el].

[76] Y. Hu, Z.-X. Luo, R. Pankovich, Y. Wan, and Y.-S. Wu, Boundary Hamiltonian theory for gapped topological phases on an open surface, JHEP 01, 134, arXiv:1706.03329 [cond-mat.str-el].

[77] Y. Hu, Y. Wan, and Y.-S. Wu, Boundary Hamiltonian theory for gapped topological orders, Chin. Phys. Lett. 34, 077103 (2017), arXiv:1706.00650 [cond-mat.str-el].

[78] This is known for a long time. For a recent discussion see for example [35].

[79] F. A. Bais and J. K. Slingerland, Condensate induced transitions between topologically ordered phases, Phys. Rev. B 79, 045316 (2009), arXiv:0808.0627 [cond-mat.mes-hall].

[80] V. Ostrick, Module categories, weak hopf algebras and modular invariants (2001).

[81] L. Y. Hung and G. Wong, Entanglement branes and factorization in conformal field theory, Phys. Rev. D 104, 026012 (2021), arXiv:1912.11201 [hep-th].

[82] We discovered [104] during the revision and expansion of the current paper. It was observed there that a 2D RCFT partition function can be decomposed into triangles using the entanglement brane boundary condition we described above and one of us proposed back in [81]. We independently arrived at this decomposition as triangles while constructing exact eigenstates of the RG operator. The connection to strange correlators thus follows naturally in our construction, and is to the best of our knowledge novel in the literature.
27

[101] D. Gaiotto and A. Kapustin, Spin TQFTs and fermionic phases of matter, Int. J. Mod. Phys. A 31, 1645044 (2016), arXiv:1505.05856 [cond-mat.str-el].

[102] Y. Wan and C. Wang, Fermion Condensation and Gapped Domain Walls in Topological Orders, JHEP 03, 172, arXiv:1607.01388 [cond-mat.str-el].

[103] J. Lou, C. Shen, C. Chen, and L.-Y. Hung, A (dummy’s) guide to working with gapped boundaries via (fermion) condensation, JHEP 02, 171, arXiv:2007.10562 [hep-th].

[104] E. M. Brehm and I. Runkel, Lattice models from CFT on surfaces with holes: I. Torus partition function via two lattice cells, J. Phys. A 55, 235001 (2022), arXiv:2112.01563 [cond-mat.stat-mech].