A Novel Transfer Learning-Based Approach for Screening Pre-existing Heart Diseases Using Synchronized ECG Signals and Heart Sounds
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Abstract—Diagnosing pre-existing heart diseases early in life is important as it helps prevent complications such as pulmonary hypertension, heart rhythm problems, blood clots, heart failure and sudden cardiac arrest. To identify such diseases, phonocardiogram (PCG) and electrocardiogram (ECG) waveforms convey important information. Therefore, effectively using these two modalities of data has the potential to improve the disease screening process. We evaluate this hypothesis on a subset of the PhysioNet Challenge 2016 Dataset which contains simultaneously acquired PCG and ECG recordings. Our novel Dual-convolutional neural network based approach uses transfer learning to tackle the problem of having limited amounts of simultaneous PCG and ECG data that is publicly available, while having the potential to adapt to larger datasets. In addition, we introduce two main evaluation frameworks named record-wise and sample-wise evaluation which leads to a rich performance evaluation for the transfer learning approach. Comparisons with methods which used single or dual modality data show that our method can lead to better performance. Furthermore, our results show that individually collected ECG or PCG waveforms are able to provide transferable features which could effectively help to make use of a limited number of synchronized PCG and ECG waveforms and still achieve significant classification performance.
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I. INTRODUCTION

Pre-existing heart diseases are a range of abnormalities which affect the heart, that are either existing from birth (congenital heart diseases) or acquired later in life. The stethoscope is considered as the tool-of-choice ubiquitously used for initial medical examination of such complications by auscultation. However, accurate diagnosis using a stethoscope requires considerable expertise [1]. In such occasions, an automated mechanism to help diagnose or screen for specific cardiac conditions can reduce the dependence on inadequate healthcare infrastructure and lead to significant improvements in the quality of patient care. While such a solution in general would deliver considerable healthcare benefits, the recent novel coronavirus pandemic, where persons with underlying conditions including those with cardiac complications are deemed to be at a higher risk of co-morbidity and mortality, has made this endeavor more critical [2], [3].

To this end, studies have reported deep learning approaches for detecting cardiac abnormalities using either: (a) PCG signals [4]–[6] used for traditional stethoscope-based screening or, (b) ECG signals [7] typically reserved for advanced diagnosis. Most deep learning techniques in the literature translate time domain PCG or ECG waveforms to higher dimensional representations depicting their time-frequency characteristics which are then fed to deep learning algorithms. However, these studies do not evaluate the performance improvement that could be achieved via the integration of both PCG and ECG signals. This is especially important as there can be many occasions where the two types of signals convey mutually exclusive information regarding disease status [8]. That is, a combination of ECG and PCG can provide accurate information about heart murmurs and other abnormal heart sounds that help to do accurate diagnosis. Therefore, integrating the analysis of PCG and ECG has the potential to significantly improve disease screening.

A recent study by Chakir et al. [9] used traditional machine learning techniques to detect cardiac abnormalities from simultaneous PCG and ECG waveforms. By utilizing a subset of recordings from the PhysioNet [10] Challenge 2016 (PHY16) [11] (training-a) dataset, they demonstrate that classification performance can be improved via integration of PCG and ECG beyond the sole use of PCG signals. However, usually traditional machine learning techniques have difficulty in performing well on large datasets [12], whereas to tackle this problem through deep learning, there should be a sufficiently large set of simultaneous PCG and ECG recordings. This creates a significant constraint for efficacious training and subsequent deployment: simultaneous PCG and ECG acquisition datasets are minimal, as such considerable effort and time has to be invested afresh to create new datasets for reliably training classifiers before its usage. Since devices capable of simultaneous PCG and ECG acquisition are either expensive or not yet widely adopted, this extra consideration can translate into years worth of new data collection before its deployment.

To address this critical limitation, we propose a novel dual-
We use the PHY16 (training-a) dataset for training, validating and testing our approach and demonstrate its feasibility for a reasonably eminent deployment.

II. METHODS

Here, we present the proposed transfer learning based cardiovascular abnormality detection approach. Fig. 1 shows the overall pipeline where the generation of scalograms of the raw signals is followed by the hybrid classification model.

A. Scalogram Generation

We employ scalograms to represent the time-frequency distribution of PCG and ECG signals. To this end, we apply a continuous wavelet transform (CWT) [14] to both ECG and PCG signals because it is suitable for analysing non-stationary signals using time-frequency representations. We select the Morlet wavelet [15] as the mother wavelet for the PCG signal transformation, since it has desirable properties of localization in both time and frequency domains of PCG signals [16]. We choose the scaling parameter to be in the range of 7-130, based on the frequency content of the the PCG signal that the wavelet should be sensitive to when applying the transform, to extract the frequency content of the signal in the time-frequency domain [15]. We select the complex Morlet wavelet [15] as the mother wavelet for the wavelet transform of the ECG signals. The complex wavelet allows both amplitude and phase information to be obtained in wavelet space and low values of the center frequency can be particularly useful for detecting short-duration signal transients. [?] We set the bandwidth parameter and center frequency to 1.5 and 1 Hz, respectively. The range of the scaling parameter is set to 20-500 (the reasoning was the same as for PCG signals). Example scalograms generated from the wavelet coefficients of a PCG and ECG signal are shown in Fig. 1.

B. Data Description

Here, we used the following three settings for creating datasets from the PHY16 and Physionet Challenge 2017 (PHY17) [18] datasets for model training.

• Setting 1 - For this setting, we only included the PHY16 (training-b, c, d, e, f) datasets which contained only PCG recordings. We used a local peak detector [19] to detect the main peak in each heart cycle and non-overlapping samples of 3.5 s windows were selected with respect to the detected peaks. Then, scalograms were generated for each of these samples.

• Setting 2 - PHY17 dataset was used for this setting which contained only ECG recordings. We used a local peak detector [20] to detect the main peak in each heart cycle and non-overlapping samples of 3.5 s windows were selected with respect to the detected peaks. Then, scalograms were generated for each of these samples.

• Setting 3 - We used simultaneously recorded PCG and ECG signals available in the PHY16 (training-a) dataset (407 recordings) in this setting. Since the number of recordings were limited, the recordings were split into samples of 3.5 s windows using the same approach employed in Setting 1. ECG signals were also segmented...
from the same points that the PCG signals were segmented. This effectively produced 3496 simultaneous PCG and ECG samples. Finally, we generated scalograms from the segmented samples.

The scalograms in each of the above settings were divided into sets of 70%, 10%, 20% for training, validation and testing purposes respectively. This segregation was done randomly based on the record identities instead of sample identities. Therefore, we were able to make sure that the samples generated from the same record were not shared across the training, validation and test sets. Moreover, we also created imbalanced and balanced datasets for all the above settings.

C. Novel CNN Architecture

The following CNN architectures were designed to classify PCG and ECG signals as abnormal and normal.

1) PCG/ECG Classification: We implemented separate ECG-only, PCG-only classification models to classify abnormal/normal conditions of ECG, PCG datasets separately. Here, three repetitive downampling blocks were implemented as feature extractors followed by a convolutional layer along with a flatten layer. The downampling block contained a stack of convolution, maxpooling and rectified linear unit (ReLU) layers each. The resultant feature vector was fed into a multilayer perceptron consisting of 3 dense layers followed by a softmax output.

2) Hybrid Model: The intuition behind this hybrid model is to use a superimposed feature representation of both PCG and ECG signals. Therefore, this architecture comprises of separate PCG and ECG-feature extraction paths. To construct the hybrid model, outputs of the flatten layers of the two architectures used in ECG-only and PCG-only classification (subsection II-C) were concatenated and then followed by a shared multilayer perceptron (See Fig. 1).

D. Transfer Learning

Since the number of simultaneous PCG and ECG recordings obtained from the PHY16 (training-a) data is too low (407 recordings) to train the hybrid model, we have adopted a transfer learning approach [13]. Initially, individual PCG-only and ECG-only models were trained on Setting 1 and Setting 2, respectively for both balanced and imbalanced datasets. To transfer the learnt knowledge, the weights before the flatten layers of both ECG-only, PCG-only models were then used in the PCG-feature extraction and ECG feature extraction paths of the hybrid model architecture (See Fig. 1).

E. Determining an Optimal Threshold for Classification

Obtaining predictions using the default threshold (0.5) on the softmax output of the model will not be the best method for imbalanced datasets [21]. Therefore we computed the optimal threshold such that it maximizes the G-mean metric given in (1) for the validation set [22]. This effectively improved sensitivity and specificity parameters for the validation set which is a key requirement in medical diagnostic tests.

\[ G\text{-}\text{Mean} = \sqrt{\text{Sensitivity} \times \text{Specificity}} \quad (1) \]

III. Experiments

A. Evaluation Criteria

We conducted a comprehensive analysis to measure the robustness of our method based on the factors: 1. transfer learning, 2. balanced/imbalanced dataset setting, 3. predictions using optimal/default thresholding and 4. sample-wise/record-wise evaluation.

In sample-wise evaluation, final prediction scores were obtained based on the output of the hybrid CNN while for record-wise evaluation, the final prediction scores were obtained by aggregating the sample-wise predictions of samples which corresponded to a particular record.

B. Evaluation Metrics

To measure the robustness of our method, we evaluated our models’ performance on the test set with respect to Accuracy (Acc), Sensitivity (Sen), Specificity (Spe) [24], G-mean and Area under the Receiver Operating Characteristic Curve (AUC). We have focused on improving the G-mean score since it ensures that both sensitivity and specificity are higher [1]. Furthermore, based on the results, we have found that the G-mean score is practically a better measurement to capture the cases where the sensitivity is higher with a comparable specificity as well (Table 1).

We then explored the effect of the above-mentioned factors using different training settings which included different model architectures and hyper-parameters. The default training settings included: ADAM optimizer with a learning rate of 0.001, batch size of 20, categorical cross-entropy as the loss function.

IV. Results

Table I shows a comparison based on different evaluation criteria explained in the section III. Our method [D] was able to achieve a high sensitivity of 94.74% while having a reasonable specificity of 75% when using dilated convolution and dropouts. This was on par with the results of Chakir et al. [9] which used 100 simultaneous PCG and ECG records where the class distribution was unknown. Even though their selected handcrafted features were able to produce good results on this data, for a larger population, those features might not be able to capture properties of diverse abnormalities [25]. Therefore, it poses a limitation to extend their method to large datasets.

On the other hand, since the feature extraction is learnt by the CNN itself, it has the potential to capture properties of complex abnormalities. Furthermore, support vector machine’s algorithm complexity hinders it from being applied to large datasets [26].

The reason for the decreased specificity in method [D] is mainly due to class imbalance (117 Normal, 290 Abnormal) present in the dataset. However, our method [A] showed that
Even with an imbalanced dataset, it is possible to keep a fine balance between sensitivity and specificity by leveraging transfer learning. Performance improvements from methods [F] to [C] and [E] to [B] further strengthens this claim.

Our method [A] outperforms the work done by Li et al. [6] which uses only PCG data. However, a direct comparison is not possible due to different utilization settings of the PHY16 dataset. Our model used PCG and ECG feature extraction path weights obtained from best PCG-only (PCG-22) and ECG-only (ECG-4) models trained on setting 1 and 2, respectively. Furthermore, we outperform the work by Ren et al. [23] who followed a transfer learning approach on a VGG architecture.

Methods [B] and [E] which used the default threshold (0.5) were the best results obtained for the balanced record-wise setting. Meanwhile, methods [C] and [F] which used the optimal threshold were the best results for the balanced sample-wise setting. Even though the optimal threshold improved results significantly in the imbalanced dataset setting, in the balanced setting it has not consistently given the best results.

Methods [A], [B], [D] and [E] show that record-wise evaluation gives better performance over methods [C] and [F] which uses sample-wise evaluation. This is because, the utilization of the complete time domain signals in record-wise evaluation makes it more robust to temporal distortions that may occur during the acquisition of signals. Methods [G] and [H] shows the results obtained from the models PCG-22 and ECG-4 when they were trained on setting 3 balanced dataset.

It can be clearly seen that the performances of all hybrid models are significantly better than the performances of PCG-only, ECG-only models. The AUC scores obtained from the receiver operating characteristic curves in Fig. 2 have been summarized in Table I which shows that our methods achieved a maximum sensitivity of 94.74% and a maximum G-mean score of 87.6% with an AUC of 93.75%.

V. CONCLUSION

We have demonstrated a proof-of-concept implementation of a novel classification framework for automated screening of cardiac complications by using dual-input PCG and ECG data. By employing transfer learning techniques, we circumvented the need to train our dual-input CNN solely on simultaneous PCG and ECG data, opening the potential to use vast amounts of individually acquired PCG and ECG waveforms contained in pre-existing datasets. Our current performance indices which were achieved only using 407 simultaneous PCG and ECG recordings, already show performance on-par to existing literature. We believe that this performance can be improved via expanded training with other well known online datasets which tabulate individual PCG or ECG data.
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