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Abstract

Advances in machine learning technology have enabled real-time extraction of semantic information in signals which can revolutionize signal processing techniques and improve their performance significantly for the next generation of applications. With the objective of a concrete representation and efficient processing of the semantic information, we propose and demonstrate a formal graph-based semantic language and a goal filtering method that enables goal-oriented signal processing. The proposed semantic signal processing framework can easily be tailored for specific applications and goals in a diverse range of signal processing applications. To illustrate its wide range of applicability, we investigate several use cases and provide details on how the proposed goal-oriented semantic signal processing framework can be customized. We also investigate and propose techniques for communications where sensor data is semantically processed and semantic information is exchanged across a sensor network.
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1. Introduction

Signal processing has played a major role in the era of the digital revolution. It has been essential in the design and development of complex systems that integrate the contributions of multiple scientific disciplines. Significant challenges in critical areas including remote sensing, healthcare, finance, transportation, entertainment, communications, and security have been successfully overcome with advances in signal processing techniques [1].

Semantic information theory (SIT) [2] has been around almost as long as the classical information theory (CIT) [3]. As its name implies, SIT is focused on the semantic problem which is the accurate generation, processing, storage, and transmission of the intended meaning rather than individual bits and symbols, which is referred to as the technical problem. Despite its long history, semantic information has been used sporadically and only at a basic level in various signal processing applications so far. An important example of semantic information utilization is the target tracking by an individual sensor or by a sensor network. For instance, in computer vision applications, following the detection of objects via real-time processing of images or videos, typically, only a small subset of detected object reports are transferred to the tracking system that initiates new tracks or maintains the existing ones. In such processes, objects that are moving closely can be identified and tracked as a group. In this application, detection and tracking of objects with their identified group properties can be viewed as a semantic extraction of information from image or video signals. Furthermore, if multiple sensors operate as part of a network, they can share the semantic information in the form of object tracks for improved surveillance and object handover operations [4][5].
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Recent advances in machine learning have far-reaching implications in a diverse range of disciplines including but not limited to healthcare, finance, entertainment, and communications. Among many achievements of machine learning technology, real-time extraction of rich semantic information in streaming data is of critical importance in future signal processing applications. For instance, the identification and classification of objects in images and video streams can now be performed in real time. Availability of such rich semantic data can significantly change the signal processing techniques and improve their performance.

The 6G and beyond communication systems have the potential to bring about an Internet of Intelligence with connected people, connected things, and connected intelligence. It will possess the potential to build up a wireless network of everything sensing, everything connected, and everything intelligent. Besides the traditional radio technology innovations, 6G and beyond will explore many innovative architectures and technologies, among which the goal-oriented semantic signal processing and communications will be a core component. Semantic communications will enable effective utilization of the available network capacity. Furthermore, the users of the network such as autonomous driving cars will benefit significantly from the goal filtered semantic data exchanges among themselves and the smart city backbone.

In this paper, for a structured and universal representation and efficient processing of the semantic information, we propose a formal semantic signal processing framework that includes a graph-based semantic language and a goal-oriented parsing method. The proposed framework can easily be tailored for specific signal processing applications and goals. In the proposed framework, a semantic information extractor identifies and classifies components of a signal into a set of application-specific classes. The semantic relations among the identified components are described by a set of application-specific predicates. Furthermore, along with the identification and classification of the components, each node in the graph is associated with a hierarchical set of attributes that provides additional information, ordered in increasing detail. Those components that are semantically related to each other form directed bipartite graphs where only edges between a component and a predicate are allowed to exist. Since typically there are very few nodes in these graphs, operations on these graphs can be implemented very efficiently. Furthermore, the proposed bipartite structure enables a complete yet relatively simple representation of signals and reduces the computational complexity of graph-based signal processing applications considerably.

In the proposed semantic signal processing framework, based on an internally or externally defined set of goals that can vary with time, graphs can be grouped as those which will be processed further and those that are currently not of interest. The further processing stages may include spatio-temporal tracking of graph parameters and conducting various operations on their attributes. At any point in the processing chain, the desired level of semantic information of those graphs which are of interest can be locally stored or shared with another processor through appropriate communication protocols. Since typical high bandwidth sensor data have a sparse occurrence of interesting events, the corresponding semantic signal processing algorithms result in remarkable compression rates. To illustrate the significant reduction in the communication rate compared to classical approaches, we investigate and propose techniques for communication over a sensor network where sensor data is semantically processed and semantic information is exchanged in the network. Furthermore, to demonstrate the wide range of applicability of the proposed goal-oriented semantic signal processing framework, we also investigate several use cases and provide details on how the proposed framework can be adapted for different signal modalities.

The rest of the paper is organized as follows. In the next section, we review existing approaches to semantic and goal-oriented information in signals. In Section 3, we present a detailed literature survey on the recently developed semantic information extraction and semantic communication techniques. The proposed goal-oriented semantic language and signal processing framework is introduced in Section 4. In Section 5, we demonstrate how the proposed semantic signal processing framework can be customized for a few use cases. In Section 6, we investigate the transmission and storage of semantic information, as well as the data compression potential of the proposed framework. Concluding remarks and promising research directions are given in Section 7.
2. Semantic and Goal-Oriented Information

In his seminal paper [3], Claude E. Shannon introduced CIT and paved the way for modern communications as we know it. However, as recognized and later formalized by Shannon and Weaver [26], CIT only addresses the low-level technical problem, i.e., only the accurate representation and transmission of bits and symbols are taken into account. At higher levels of abstraction, there are the semantic problem and the effectiveness problem, which focus on transmission of the intended meaning and execution of the intended effect, respectively. This work focuses on the mid-level semantic problem.

Consider the speech communication between two people. We use words as part of a shared language to convey certain information to one another. If person-A describes a visual scene to person-B, the exact image that forms in the mind of person-B is almost certainly not the same as that in person-A’s mind. However, if the intended information is correctly conveyed, no semantic information is lost during transmission. Moreover, from a throughput perspective, a complex scene with a few meaningful components can be conveyed with a comparable number of sentences, greatly reducing the number of symbols that are transmitted compared to a pixel-by-pixel breakdown of the scene. Another important factor in human communications is the ability to ask questions, which restricts the domain of knowledge considerably when conveying information. In this work, we refer to questions that can be asked internally or externally as goals. Hence, the term goal-oriented information is used throughout the paper as semantic information that is filtered by pertinent questions.

With the introduction of the Internet of Things (IoT), the next-generation communication networks will be dominated by massive machine-type communications (mMTC) [22]. Introducing a language as a medium to describe signals and form queries about them enables a mode of communication between machines that is similar to humans and can greatly reduce the overall throughput and increase efficiency. Although this increase in efficiency is readily expected and has been known almost since the introduction of CIT [26, 2], efficient extraction of semantic information was not possible until the recent advances in machine learning (ML) and artificial intelligence (AI) technologies.

ML and AI techniques enable the development of novel signal processing algorithms and systems that can extract and use the semantic information in their inputs in real-time. Modern ML methods including convolutional and recurrent deep neural network (DNN) architectures [27–29], Long-Short Term Memory (LSTM) networks [30], and more recently, scene graph generation techniques [31–35] make it possible to efficiently extract semantic information in signals of widely different modality such as speech, image and video signals. The resulting semantic signals allow for the next generation of signal processing techniques to be implemented at a semantic level with a goal-oriented approach in real-time.

Unlike the classical signal processing approaches, in semantic signal processing, goals are expressed in a semantic language. To be able to define suitable performance metrics, and implement compression/coding schemes based on conveyed or inferred meaning of transmission, one needs to define a language that maps these meanings to a predefined syntactic structure. Therefore, it is critical to establish a semantic information and language model that is sufficiently general to be suitable in various signal processing applications, yet simple enough to be used by low-end agents with stringent power and computing limitations. In the rest of this section, a brief review of previously proposed semantic language modalities is presented.

2.1. Natural Languages

The most popular and intuitive candidates for a shared language in signal processing and mMTC applications are Natural Languages (NL). There is a vast amount of work on Natural Language Processing (NLP) [37] for the generation of NL sentences given an input signal, especially for human-machine interface applications. Examples include question answering [38–40], captioning of images and videos [41,42], and discourse parsing [43–47]. Relatively recently, there has been an increasing focus on semantic communications using NL as a basis as well [43,51].

NLs are attractive since they offer a universal language for all agents, regardless of their specific capabilities. However, this universality also comes with the requirement of processing a massive knowledge base (e.g., the English language) with inherent ambiguities and inconsistencies. This makes the NL approaches
unnecessarily complex for simple IoT sensors and similar machine-type applications. For such cases, an unambiguous and simple language structure is required.

2.2. Propositional Logic

The seminal work on semantic communications by Carnap and Bar-Hillel [2] introduces propositional logic as a semantic language. In a propositional logic language, the information is encoded in Boolean symbols corresponding to components and primitive properties. Common logical operations such as NOT (\(\neg\)), AND (\(\land\), OR (\(\lor\)), IMPLIES (\(\Rightarrow\)) etc., are used to combine several symbols to form molecular sentences describing a state (e.g., \(\neg(A \Rightarrow B) \land C\)). Goals in this language can be formed similarly using propositional logic, effectively parsing the existing truth table of symbols for the desired pattern.

The propositional logic as a semantic language is attractive, since it can be tailored for specific applications and as a result, may not suffer from the complexity and ambiguity of NLs. However, it is challenging to incorporate numerical attributes such as position and velocity into the language; therefore, the resulting descriptions may lack complete information about the signals of interest.

2.3. Graph-Based Languages

Graph-based languages offer significant advantages over NLs as they are mathematical constructs that can represent components in a signal, as well as their relationships and states. Most popular applications of graph-based languages include scene graph generations from images and videos [31–36], knowledge graphs and graph-based question answering [52–55], and semantic web applications [56–58]. The question answering problems use sub-graphs called motifs to search for a pattern within a graph representation, enabling a goal-oriented approach [59–62]. Moreover, graph nodes and edges can include additional attributes to convey a more complete description of the underlying scene [63].

With the aforementioned attractive qualities, we believe that graphs with attributes can provide a structured and complete description for a variety of signals of interest. However, the majority of graph-based language models still depend on NLs as their backbone; hence, they can still be unnecessarily complex for simple machine-type applications with stringent efficiency requirements. Therefore, we advocate the use of a graph-based language that can be tailored to specific signal domains and applications of interest with a unique and relatively small knowledge base that would be of great advantage for machine-type applications.

3. Survey of Semantic Transformations and Goal-Oriented Semantic Communications

Before rigorously defining our proposed language and signal processing framework in Section 4, we present the state-of-the-art in existing semantic transformations that can effectively process signals of different modalities and goal-oriented semantic communications in this section.

3.1. State-of-the-Art in Semantic Transformations

Semantic information exists in many signal modalities such as a textual description of an image, a knowledge graph derived from a paragraph, and even in correlation functions of random processes. We refer to semantic transformation or semantic extraction as the mapping from an input modality to a target semantic modality where the target semantic modality can be anything ranging from vectors, texts, and graphs as discussed in Section 2.

In this part, we give a detailed survey of the state-of-the-art semantic transformations. It is important to point out that although there are many input-target modalities, we only discuss a small, albeit an intuitive subset of transformation modalities mostly focused on visual input types.
3.1.1. Object Detection and Segmentation

Object detection can be interpreted as one of the core semantic transformations from visual domain to domain of object classes. Convolutional Neural Networks (CNNs) \([64]\) constitute fundamental processing modules of object detection methods. Recurrent CNN (RCNN) models are introduced in \([65]\), where the selective search is utilized to propose candidate regions and each region is processed independently by a CNN and classified using support vector machines (SVMs). The use of RCNN models is further diversified in \([66, 67]\). In \([66]\) instead of extracting region features separately, a single forward pass through a CNN is performed and the resulting feature map is branched into regions using Region-of-Interest (RoI) pooling. RCNNs with real-time processing capabilities are introduced in \([67]\), where object regions are proposed by Region Proposal Networks (RPNs) instead of selective search. YOLO is introduced in \([17]\) as the very first attempt on fast object detection task and it is further improved in \([68, 69]\). Unlike Faster-RCNN \([67]\), YOLO, and its later versions, do not utilize region proposals. Instead, they split the input image into cells and perform inference on a limited number of boxes in each cell \([17]\) as shown in Fig. 1. Moreover, recent works \([70, 18]\) use network scaling approaches to achieve higher detection accuracy within shorter inference times, and obtain state-of-the-art results for real-time object detection. Particularly, \([70]\) proposes a weighted bi-directional feature pyramid network to fuse features from multiple levels, and in \([18]\) a network scaling method is applied to the YOLO architecture.

Segmentation is another semantic transformation that is applicable for visual inputs or inputs that are transformed to 2-D domains such as time-frequency or time-scale. Semantic segmentation can be considered as a higher resolution version of object detection where a category label is assigned to each pixel. More formally, semantic segmentation aims to find a way to assign a label from categories to a set of random variables that correspond to each pixel in the image. Here, each label can represent an object class such as “person”, “plane”, “car”, etc., or labels can be the distinct but unspecified clusters in an unsupervised setting \([71–73]\). In \([74]\), texton forests are proposed as efficient low-level features for image segmentation. Alternative approaches include random forest classifiers \([75]\) and combination of SVMs and Markov Random Fields (MRFs) \([76]\). The state-of-the-art in semantic segmentation typically employs convolutional architectures in supervised, semi-supervised, and weakly-supervised settings \([77]\). It is important to note that, the features extracted by the deeper layers of a CNN are more concentrated on concise semantics with low spatial details whereas shallow layers of a CNN are more aware of spatial details such as edge orientations. Convolutional architectures for image segmentation include random forest classifiers \([75]\) and combination of SVMs and Markov Random Fields (MRFs) \([76]\). The state-of-the-art in semantic segmentation typically employs convolutional architectures in supervised, semi-supervised, and weakly-supervised settings \([77]\). It is important to note that, the features extracted by the deeper layers of a CNN are more concentrated on concise semantics with low spatial details whereas shallow layers of a CNN are more aware of spatial details such as edge orientations. Convolutional architectures for image segmentation include dilated convolutions \([78]\) to incorporate context information from multiple scales, Fully Convolutional Network (FCN) architectures \([79]\) using skip-connections \([80]\), a symmetrical encoder-decoder structure called DeconvNet \([81]\), and its simpler version in \([82]\).
Recurrent architectures are also employed in semantic segmentation. In [83], Recurrent Fully Convolutional Networks are proposed for multi-slice Magnetic Resonance Imaging (MRI) segmentation where Gated Recurrent Unit (GRU) is incorporated into the bottleneck of the U-Net architecture given in [80]. Moreover, several Generative Adversarial Network (GAN) architectures are proposed [84–86], where adversarial training is introduced to semantic segmentation in [84].

Semantic segmentation architectures that offer real-time operation are proposed in [87–89]. In [90], Faster-RCNN [67] is modified for instance segmentation and Mask-RCNN is introduced, the process of which is illustrated in Fig. 2. Unlike semantic segmentation, instance segmentation aims at assigning labels to pixels at an object level as opposed to a class level. Union of instance and semantic level segmentation is called panoptic segmentation [91], where each pixel is associated with both instance and class level labels, as shown in Fig. 3 along with different segmentation types. Readers interested in semantic segmentation can find detailed taxonomy of models, applications, discussion on challenges, and possible future directions in [77, 92, 93].

3.1.2. Image and Video Captioning

An intuitive way of representing the semantic information embedded in images or videos is to describe them via natural languages (NLs). Image caption or annotation generation is defined as the process of generating textual descriptions for images, which include not only the descriptions of objects within frames but also their interrelations and states. Typical fundamental building blocks of captioning models include CNNs and Recurrent Neural Networks (RNNs). More specifically, a CNN backbone is utilized to extract the visual features and RNNs are used for sequence modeling [94–96, 94, 97–99]. To improve the caption quality, visual attention on CNNs [98] or captioning on multiple image regions are proposed [95]. In [99], dense captioning is introduced where object detection and caption generation tasks are tackled jointly in such a way that the detected visual concepts are described with short NL phrases. To overcome localization issues of visual concepts due to overlapping target regions, global image features are fused with region features for dense captioning in [100]. In [101], the dense captioning task is extended to relational captioning where multiple captions are generated for each object pair based on spatial, attentive, and contact relation information [102]. Examples of image captioning techniques are shown in Fig. 4.

Video captioning can be considered as a temporal extension of image captioning. Just like image captioning, the video captioning architectures also use CNNs (2D or 3D) as attention mechanisms or to extract visual semantic content. Then, RNNs or LSTMs are typically used to generate NL text sequences [103].
Figure 3: Different object detection and segmentation techniques applied to an image. (a) In object detection, detected/classified objects are localized with bounding boxes. (b) Semantic segmentation aims to assign class labels at the pixel level. (c) Instance segmentation is applied to the object detection for finer localization. (d) In panoptic segmentation, both background and foreground are segmented such that each pixel is associated with an instance and a class simultaneously.

as illustrated in Fig. 6. Specifically, one of the early works [104], which is only applicable for videos of short duration, employs mean-pooling to frame representations extracted by a shared CNN and utilizes an LSTM architecture for caption generation. To extend the validity of extracted features to longer durations, recurrent visual encoder architectures are used [94, 105, 106]. In [107], instead of a single caption, multiple captions are generated without their temporal localizations using a hierarchical-RNN architecture. Furthermore, a hierarchical-RNN architecture is used to generate paragraphs for videos in [108]. Dense captioning works in the image domain are also extended to video signals in [44] where multiple captions are generated for each detected event, and they are temporally localized. Dense video captioning is also referred to as joint event detection and description generation. In [44] CD3 features are extracted beforehand, and they are fed into a proposal module that uses an attention mechanism. JEDDi-Net proposed in [109] is employed for dense video captioning in an end-to-end fashion without pre-feature extraction. It uses a 3D-CNN to extract the video features and a segment-proposal-network (SPN) to generate candidate segments for events. A comprehensive survey of image and video captioning models can be found in [110] and [103], respectively.

3.1.3. Scene Graph Generation

A powerful form of semantic transformation is to convert images into graphs that represent a scene and encode the visual relationships presented in the image. Scene graphs are proposed in [111] describe image features and object relationships in an explicit and structured way for image retrieval. Scene graph generation models can capture a higher-level of understanding of the scenes compared to object detection models by additionally identifying object attributes and relationships among them. In essence, scene graph generator models can be considered as image captioning models where they produce parsed versions of
A man and a cat are riding a bicycle.

The man is wearing a white shirt.
The cat is yellow.
The bicycle is black.

Figure 4: Some semantic transformation examples on the image domain. Image captioning simply generates a textual description of the image. Object detection identifies the objects residing in the image. Dense captioning generates a caption for each salient region or detected object in the image. Relationship detection identifies relations among each object pair. Relational captioning generates a caption for each detected object pair.

Figure 5: Video captioning pipeline. Often, frames are processed by 2D or 3D convolutions to extract features. Then, extracted features are processed further in the temporal domain by methods like attention, temporal encoding, LSTM, etc. Finally, a caption is generated by feeding recurrent architectures with temporally assessed features.
module consisting of edge and node Gated Recurrent Units (GRU), and in [116], stacked bi-LSTMs are used.

There are approaches to incorporate external prior knowledge for scene graph generation tasks as well. In [118], natural language priors are incorporated and visual relationships and textual relationships are jointly learned and aligned. A linguistic knowledge distillation framework is proposed in [119] where statistics obtained from external texts are used to regularize visual models. In [120], knowledge-graphs are employed as prior information where the generated scene and knowledge graphs are abridged and iteratively refined.

Scene graphs can also be extracted from video signals. In [121], each frame in the video is converted into a scene graph as an intermediate semantic representation. Then, using frame and cross-frame level relationships of intermediate scene graphs, a story of the video is generated. Joint parsing of cross-view videos is introduced in [122] where scene-centric and view-centric graphs are hierarchically generated. For more details on scene graphs, we refer the readers to the pertinent survey papers [112, 123].
3.1.4. Automatic Speech Recognition

Speech is one of the most natural sources of semantic information. The most popular application of semantic transformation on speech signals is the conversion of audio signals into NL texts via automatic speech recognition (ASR) systems \[124\]. Similar to the image/video captioning applications, the range of target semantic modality is formed by a predetermined portion of the desired NL. The extent of the covered portion of the target natural language is continuously expanding throughout the years from digits \[125\] to tens of thousands of words \[126\].

Even though the requirements of an ASR system may vary for different applications (e.g., speaker dependency, vocabulary size, and utterance-awareness), most of the approaches conform with the process depicted in Fig. 9, as described in \[124\]. In Fig. 9, the input audio signal is first preprocessed via framing, filtering, Discrete Fourier Transform (DFT), denoising, or normalization, etc. Then, using the preprocessed version of the audio signal, some spectral or temporal features can be extracted via Mel-frequency Cepstral Coefficients (MFCC) \[126–128\] or Discrete Wavelet Transform (DWT) \[129–131\]. The extracted features are passed through a prediction module that employs Hidden Markov Models (HMMs) \[132, 133\], SVMs \[134–136\], RNNs \[137–139\], or CNNs \[140–143\], among others, to obtain the text equivalence in the desired language restricted by a predefined vocabulary and grammar rules. More details about ASR can be found in the pertinent survey papers \[124, 144\].

3.2. State-of-the-Art Semantic and Goal-Oriented Communications

With the tremendous advances in machine learning, particularly, on DNNs, there has been a renewed interest in semantic communications in recent years. As a recent example, joint learning and communication problem has been studied for multi-agent reinforcement learning (MARL) framework in \[145\], where the authors develop a systematic structure for collaborative MARL over noisy channels while taking into account the learning and the communication issues. In particular, a multi-agent partially observable Markov decision process (MA-POMDP) is studied in which agents can communicate with one another over a noisy channel to increase their shared long-term average reward. The agents not only learn to collaborate through a noisy link but also figure out how to communicate effectively, which is achieved by introducing the channel as a
part of the environment dynamics. Thus, the authors of [145] illustrate the increased performance of joint learning and communication framework compared to separate treatment of communications and the MARL problem. The effectiveness problem addressed partly by [145] was previously discussed in Section 2.

Another interesting study on semantic communications is performed in [146], where the authors focus on joint semantic channel coding by designing a deep-learning enabled semantic communication (DeepSC) system for text transmission. Unlike the traditional approaches, the objective of this study is to minimize the semantic errors in the transmitted text, as opposed to bit errors, while maximizing the system capacity. The performance metrics introduced by [146] rigorously formulate the semantic information at a sentence-level, and the corresponding semantic errors. The proposed semantic level communication architecture is shown to be more robust compared to the traditional technical level approaches, especially in the low signal-to-noise ratio (SNR) regime. In [51], a lite version of this distributed semantic communication system for text transmission is studied, where the authors consider an affordable IoT network by pruning the model redundancies and reducing the model size.

Transmission of speech data for semantic communications is considered in [147]. The authors propose a deep learning-enabled semantic communication system for speech signals (DeepSC-S). DeepSC-S extracts essential semantic information from speech audio signals by using squeeze-and-excitation (SE) networks [148]. Then, selective weighting is applied to emphasize the more essential information during DNN training. A joint design of speech encoder/decoder and the channel encoder/decoder is performed to learn and extract the speech features that mitigate the channel distortion.

In [22], the authors propose using semantic and goal-oriented communications in the next generation (6G) networks, which may significantly improve the effectiveness and sustainability of the system. The authors argue that instead of focusing on the bit-level recovery of the transmitted data, one may identify the relevant meaning, which can increase the effectiveness of the network without increasing the usage of communication resources such as bandwidth and energy. In [48], authors point out possible advantages of a goal-oriented joint consideration of information generation, transmission, and usage resulting in semantic-empowered communications, which is defined by transmitting the most informative data samples, enabling the end-user to attain the most current and essential information for its goal. Especially for future massive and intelligent systems, semantics-empowered communications are expected to improve the network resource utilization. Other studies on semantic communications are presented in [149][152].

Inspired by the previous work on semantic information, signal processing, and communications, we introduce a formal definition of the proposed goal-oriented semantic language and the semantic signal processing framework in the next section.

4. Proposed Goal-Oriented Semantic Language and Signal Processing Framework

In this section, we propose and rigorously define a graph-based semantic language to represent any type of signal in terms of a well-organized and easy-to-parse structure. We then describe a typical semantic signal processing framework and its basic building blocks in detail.

We propose a directed bipartite graph, shown in Fig. [10] as a semantic representation of a signal that consists of components with semantic connotations. In this representation, the signal components are first
classified into a predefined set of classes (represented as circles in Fig. [10]). Then, their states (e.g., \(c_1 \rightarrow p_0\)) and relationship with other components (e.g., \(c_1 \rightarrow p_1 \rightarrow c_2\)) are labelled with appropriate predicates, again chosen from a predefined set (shown as squares in Fig. [10]). As illustrated in the bipartite graph structure in Fig. [10] the signal components are depicted as nodes with labels \(c_i\), and their semantic states/relationships are shown as nodes with labels \(p_i\). Note that such a representation of raw sensor data might require a preprocessing stage that can involve transformation to an appropriate domain prior to the classification of signal components and identification of their semantic relationships. We further note that, unlike the general graph structures where extraction, pattern matching, etc., can be challenging, especially as the graphs get more complex, the proposed hierarchical bipartite structure allows for a complete but much simpler semantic description of a signal, and therefore, it is much simpler to generate and operate on.

![Figure 10: Proposed bipartite graph structure with signal components and predicates.](image)

The proposed semantic description of a signal (e.g., a sensor output) includes a multi-graph description and corresponding attribute sets for each node in each graph. This structure of information in a signal enables easy parsing for goal-oriented storage, processing, and communications. In the following subsections, the multi-graph description, the companion attribute sets, and the goal-filtering process are presented in detail.

4.1. Multi-Graph Semantic Description

The node sets for components and predicates in the proposed bipartite graph structure are defined as follows:

\[
C = \{c_1, c_2, \ldots, c_{N_c}\}, \tag{1}
\]

\[
P = \{p_0, p_1, p_2, \ldots, p_{N_p-1}\}, \tag{2}
\]

where \(N_c\) and \(N_p\) are the numbers of component and predicate classes in the graph language, respectively. Note that a separate \(p_0\) class is defined as the first element of the predicate classes. If a detected component has no other semantic connection to another component, then that component is connected to the predicate \(p_0\) to form a bipartite graph. This is to ensure that a detected component never becomes an isolated node in a graph and always has a non-zero edge weight in the corresponding biadjacency matrix representation. Moreover, the predicate \(p_0\) and the similarly defined predicates in the set \(P\) can be considered as describing states of each component without describing any relation to the other components. Note that state describing predicates like \(p_0\) have a single directed connection to a component, while relation predicates can have different polarities of connections depending on their definition (e.g., \(c_i \rightarrow p_j \rightarrow c_k\) or \(c_i \rightarrow p_j \leftarrow c_k\)), as shown in Fig. [10].
Using the class definitions from [2], a multi-graph class description of a signal at time $t$ can be defined as a union of connected bipartite graphs as

$$S_t = \{S_{t,1}, S_{t,2}, \ldots, S_{t,N}\}, \quad (3)$$

where $N$ is the number of class atomic graphs representing the disjoint bipartite graphs in the data, and

$$S_{t,i} = (C, P, E_{t,i}), \quad (4)$$

is a connected directed bipartite graph with node sets $(C, P)$ and edges (connections) at time $t$, $E_{t,i}$. Due to the bipartite nature of the proposed graph formalism, only connections from the component classes to the predicate classes and vice versa are allowed. Therefore, each connected graph $S_{t,i}$ in (3) can also be represented by the following biadjacency matrix:

$$S_{t,i} = \begin{bmatrix} 0 & \mathbf{S}_{t,i}^{CP} \\ \mathbf{S}_{t,i}^{PC} & 0 \end{bmatrix}, \quad (5)$$

where $\mathbf{S}_{t,i}^{CP}$ and $\mathbf{S}_{t,i}^{PC}$ represent the connections from the components to the predicates and vice versa, respectively. In other words,

$$\mathbf{S}_{t,i}^{CP}[m, n] = \begin{cases} 1, & \text{if } \exists \text{ connection from } c_m \text{ to } p_n, \\ 0, & \text{otherwise}, \end{cases} \quad (6)$$

$$\mathbf{S}_{t,i}^{PC}[m, n] = \begin{cases} 1, & \text{if } \exists \text{ connection from } p_m \text{ to } c_n, \\ 0, & \text{otherwise}. \end{cases} \quad (7)$$

Note that in the multi-graph definition given in [3,4] the nodes $C$ and $P$ are class definitions that may have multiple detections of their particular members in a signal. This class-only representation is a higher level of abstraction of the signal, and it is useful when the goals are defined similarly over classes and not over individual instances of components or predicates. For the case when the goals are defined over individual members, we introduce a lower level of abstraction again in the form of bipartite graphs to represent only the detected instances from classes $C$ and $P$. For the $i$-th atomic class graph $S_{t,i}$ at time $t$, we define the detected component and detected predicate sets as follows:

$$C_{t,i}^D = \{(c_j, k) \mid k \in [1, N_{c_j}^{t,i}] \text{ and } \exists m \mathbf{S}_{t,i}^{CP}[j, m] = 1 \text{ or } \mathbf{S}_{t,i}^{PC}[m, j] = 1\}, \quad (8)$$

$$P_{t,i}^D = \{(p_j, k) \mid k \in [1, N_{p_j}^{t,i}] \text{ and } \exists m \mathbf{S}_{t,i}^{CP}[m, j] = 1 \text{ or } \mathbf{S}_{t,i}^{PC}[j, m] = 1\}, \quad (9)$$

where $N_{c_j}^{t,i}$ and $N_{p_j}^{t,i}$ are the number of detected instances of component $c_j$ and predicate $p_j$ classes in the atomic graph $S_{t,i}$, and $k$ is the unique detection index for each class instance. Using the detected component and predicate sets, we can now define a multi-graph instance representation as

$$D_t = \{D_{t,1}, D_{t,2}, \ldots, D_{t,N}\}, \quad (10)$$

$$D_{t,i} = (C_{t,i}^D, P_{t,i}^D, E_{t,i}^D), \quad (11)$$

where $D_{t,i}$ are the instance atomic graphs. The corresponding connection lists $E_{t,i}^D$ are defined as triplets indicating a connection from $(c_a, k_a)$ to $(p_b, k_b)$ to $(c_c, k_c)$ as

$$E_{t,i}^D = \{((c_a, k_a), (p_b, k_b), (c_c, k_c))\}. \quad (12)$$

Note that in [12], the last entry of each triplet can be an empty element, as there can be a single connection from a component to a predicate, but not vice versa. This is in line with the definition of the $p_0$ predicate in [2]. The biadjacency matrix representations $D_{t,i}^{CP}, D_{t,i}^{PC}$ for $D_{t,i}$ can be defined similarly to (5).
As noted before, the multi-graph sets $S_t$ and $D_t$ provide a hierarchical bipartite representation that is much simpler to generate and operate on than a general single graph structure. In typical machine-type applications, the number of components and predicates scale according to the complexity and the processing capabilities of the sensors or devices. For example, a simple IoT sensor may not have more than a few components and predicates, which—combined with the multi-graph representations—makes pattern matching and goal-filtering operations extremely simple implementations of the available methods in the literature [59–62].

4.2. Attribute Sets in Multi-Graph Semantic Descriptions

The class definitions and detected class instances do not necessarily constitute a complete semantic description of a signal. As such, to fully capture additional properties and features, we use associated attribute sets for each component or predicate node that is present in each atomic graph $D_{t,i}$. For each $D_{t,i}$ in the multi-graph description of the signal, we define an attribute superset $A_{t,i}$ as

$$A_{t,i} = \{ \Theta_{t,i}(n_j, k) \mid (n_j, k) \in C^D_{t,i} \cup P^D_{t,i} \},$$

where $(n_j, k)$ corresponds to a node (component or predicate) and instance index pair. The operator $\Theta_{t,i}(.)$ is defined as the multi-level attribute set of its argument nodes as

$$\Theta_{t,i}(n_j, k) = \{ \theta^{(1)}_{t,i}(n_j, k), \theta^{(2)}_{t,i}(n_j, k), \ldots, \theta^{(L_{n_j})}_{t,i}(n_j, k) \},$$

where $L_{n_j}$ is defined as the number of levels in attributes for node-$j$, which may be defined separately for each type of component or predicate, or kept the same for all nodes for simplicity. The introduction of levels of attributes enables a hierarchical organization of attributes from a simpler to a more complex representation, which in turn makes goal-oriented filtering easier and more intuitive. The exact definition of (14) depends on the application, the nature of internal/external goals, and the type of signal processing to be performed on the obtained semantic information. Concrete examples of how attribute sets can be defined are given via several use-cases in Section 5.

The companion attribute set for the object multi-graph description $D_t$ is defined as

$$A_t = \{ A_{t,1}, A_{t,2}, \ldots, A_{t,N} \}.$$  (15)

Finally, the full semantic description of the sensor data at time $t$ is defined as

$$Y_t = (S_t, D_t, A_t),$$

where $S_t$, $D_t$, and $A_t$ correspond to the multi-graph class description, multi-graph instance description, and the corresponding attribute sets, respectively.

4.3. Semantic Goals and Goal-Oriented Filtering

We now define a goal operator using the proposed semantic framework to parse and filter the extracted semantic information from a signal. Note that beyond this point, the time index subscript $t$ is dropped for simplicity. A goal-filtering operator $G$ acting on semantic description of the sensor data $Y$ is defined as

$$G(G^S, G^D, l_g, l_a) \{ Y \} = \tilde{Y},$$

$$\tilde{Y} = (\tilde{S}, \tilde{D}, \tilde{A}),$$

where the terms inside the parentheses in [17] are the arguments of the goal operator $G$. $\tilde{Y}$ is the filtered semantic description, and $(\tilde{S}, \tilde{D}, \tilde{A})$ correspond to the goal-filtered versions of $(S, D, A)$, respectively. $G^S = (C, P, E^S)$ and $G^D = (C^D, P^D, E^D)$ are the bipartite graphs that correspond to the queried patterns in the class-level graph $S$ and the instance-level graph $D$, respectively. The last two arguments are the graph
complexity vector \( l_g \) and attribute complexity vector \( l_a \) that define the desired level of complexity for the semantic output in terms of the multi-graph representation and the attribute sets, respectively.

The distinction between class-level and instance-level queries for \( G \) enables the goals to be defined at different levels of abstraction; namely, \textit{global goals} with a typical interest on class-level information, and \textit{local goals} with a typical interest on detected instances and their relations. Hypothetically, the global goals can be defined first and change slowly over time, while local goals can be defined following the detection of a component of interest and change more rapidly in time.

The graph complexity vector \( l_g = \{l_g \in \mathbb{N}\} \) is a vector of natural numbers \( l_g \), defining an \( l_g \)-hop neighborhood around components of each queried graph pattern in \( G \). This allows goals to search for a specific pattern with \( G^S \) or \( G^D \), while being interested in other relationships among the components in those specific patterns without explicitly defining them.

Using \( G^S \), \( G^D \), and \( l_g \), the output semantic graphs \( \tilde{S}, \tilde{D} \) can be defined as

\[
\tilde{S} = \{\tilde{S}_1 \mid \tilde{S}_1 \subset S_1, G^S \subset \tilde{S}_1 \text{ and } \tilde{S}_1 \text{ includes } l_g\text{-hop neighborhood of } G^S \text{ within } S_1\},
\]

\[
\tilde{D} = \{\tilde{D}_i \mid \tilde{D}_i \subset D_i, G^D \subset \tilde{D}_i \text{ and } \tilde{D}_i \text{ includes } l_g\text{-hop neighborhood of } G^D \text{ within } D_i\}.
\]

Note that the specific pattern matching and \( l \)-hop neighborhood search algorithms employed to generate (19) and (20) can be chosen from many available alternatives in the literature \cite{59,60,61}. However, we emphasize again that the proposed multi-graph structure allows for a simple and complete description of a signal, compared to a general single-graph structure. Therefore, the computational complexity of the pattern matching and search algorithms is relatively low and they scale according to the complexity of the sensor or device. An illustration of the goal filtering with a given graph complexity of \( l_g = 1 \) is given in Fig. 11. A simple class-level goal \((c_2 \rightarrow p_1)\) is applied to the instance representation in Fig. 11 with \( l_g = 1 \). In Fig. 11c the exact matching of the goal is shown with red edges, and the requested neighborhood around the matched pattern is shown inside the shaded parallelogram. Note that the graph complexity parameter is defined over neighboring components. Therefore, the output pattern includes components separated by at most \( l_g \) predicates with the exact-matched pattern.

![Goal Filtering Example](image)

Figure 11: Goal filtering example. Note that \( l_g = 1 \) covers neighboring components that are connected to the matched pattern by a single predicate path.

After defining the filtered graph outputs \( \tilde{S}, \tilde{D} \), their corresponding attribute sets are filtered with the attribute complexity vector \( l_a = \{l_a \in \mathbb{N}\} \) that requests only the first \( l_a \) levels within the hierarchy of attribute sets of each instance in the graphs as

\[
\tilde{A} = \{\tilde{\Theta}_i \in \tilde{D}_i \mid \Theta_i = \{\theta^{(1)}, \theta^{(2)}, \ldots, \theta^{(L_{\text{min}})}\}\},
\]

where \( L_{\text{min}} = \min(l_a, L) \) is the minimum of the desired and available levels of complexity.
4.4. Goal-Oriented Semantic Signal Processing Framework

Based on the goal-oriented semantic language framework defined above, the proposed semantic signal processing framework in its generic form is illustrated in Fig. 12. In the following, we give brief descriptions for each conceptual block in Fig. 12 before discussing its potential implementations at the goal and the hardware levels.

The proposed goal-oriented semantic signal processing framework consists of the conceptual blocks of preprocessing, semantic extraction, semantic filtering, semantic post-processing, and storage or transmission, depending on the application. In the preprocessing block, following a prefiltering for noise and interference reduction, the input signal \( x_t \) is transformed to an appropriate domain where detection and classification of components and predicates can be performed efficiently. For one-dimensional (1-D) input signals, decomposition of the data for graphical representation may not be as self-evident as in the case for higher-dimensional input data. In such cases, commonly used domain transformation approaches such as the time-frequency and the time-scale domain processing [153–155], can be used to segment and detect distinct signal components via pattern recognition and computer vision techniques [156]. For image and video applications, transformation to another domain may not be necessary, as component detection and classification in these domains can be efficiently implemented on the input signals directly.

The semantic extraction block is where the multi-graph description and corresponding attribute sets are generated from the input data. In the case of semantic representations of 2-D signals such as images or 3-D data such as video streams of consecutive slices of MRI data, components or objects can be first identified by image segmentation. For this purpose, scene graph extractors can be used [31–36]. The predicates can be identified based on the spatial relationships among the objects in an image, or their spatio-temporal relationships in a video stream. Note that a global goal \( G_0 \) can be incorporated at this point. If a constant or slowly changing goal is defined either internally, or it is received from an external agent, the semantic extraction algorithm can adapt accordingly. For example, if the global goal is only related to a small subset of potential components that can be extracted, the algorithm efficiency can be increased by limiting the output classes of the classification algorithm implemented as a DNN.

In the next block, semantic filtering operations are performed. Once the scene descriptions \( Y_t \) are generated, local and time-varying goals \( G_t \) can be applied to filter interesting semantic information within \( Y_t \). In a typical application, local goals \( G_t \) are either generated internally via decision-making algorithms or are received from external agents. This block typically employs graph signal processing algorithms to match and extract goal queries from the graph-based representation of the signal. Note that the semantic output \( Y_t \), generated by the proposed language yields relatively simple graphs due to their bipartite and goal-oriented definitions; hence, the computational complexity of any graph operation is considered to be more tractable compared to general graph structures.

The semantic post-processing block is a conceptual block where further processing of the extracted and goal-filtered semantic data can be performed. Note that at this point, the semantic data are strictly organized and only include goal-filtered components and their corresponding attributes. These attributes allow the implementation of a wide spectrum of processing tasks. For instance, since the location information of the components is a probable part of the attribute sets, it can allow for tracking of components or groups of
components by using standard tracking techniques. Furthermore, the detailed attributes of components such as wavelet representation of its time-scale characterization facilitate the application of more specific signal processing algorithms on the components of interest such as further denoising or statistical modeling. The semantic post-processing block can also incorporate local goals $G_t$, to schedule transmission and storage operations according to the level of desired semantic information.

Finally, the storage and the transmission are tentative blocks that can be added to the framework depending on the application. In either case, an encoding scheme is utilized to compress the goal-filtered graphs and attributes. Then, the compressed semantic information can either be stored internally or passed forward to a transmission block where further channel coding operations can be performed prior to transmission.

The semantic signal processing framework described above can be adopted in the next generation of devices and communication networks. Although the types and implementation strategies of goals are previously discussed, the generation and dissemination of semantic goals warrant further discussion. Typically, global goals $G_0$ for a semantic device can be defined either by human operators at the language level or by manufacturers at a hardware level. Alternatively, in a hierarchical network such as a Smart City application \[157, 158\], global goals can be defined at the highest level, and then they can be disseminated by mapping the global goals to the low-level device language by intermediate devices such as base stations. On the other hand, the generation of rapidly varying local goals $G_0$ requires decision-making algorithms to be implemented at intermediate levels to optimize throughput and goal implementation. Possible approaches to the goal generation and dissemination problems address the so-called effectiveness problem described in Section\[2\] and constitute a future research direction for goal-oriented semantic signal processing.

The adoption of the proposed semantic signal processing framework in Fig.12 will also have repercussions at a hardware level. The preprocessing and the semantic extraction stages can be implemented as part of a sensor subsystem designed to acquire signals of the desired modality such as audio or video signals. Such a sensor subsystem must provide its output in the proposed semantic structure so that the rest of the semantic processing chain can be implemented on its output. Therefore, the proposed semantic signal processing framework may form a basis for sensor standardization efforts for future applications of semantic signal processing and communication systems.

In the following sections, detailed examples of generating and processing semantic information within the proposed framework as well as possible encoding/transmission strategies are discussed in detail.

5. Applications of Semantic Signal Extraction with the Proposed Framework

In this section, we provide concrete examples of the proposed goal-oriented semantic signal processing framework described above. First, we present a real-time computer vision application for a video stream input. Next, in contrast to the higher dimensional nature of video signals, the proposed language is implemented on a generic 1-D sensor output on which we also implement a novel and efficient non-uniform sampling strategy. We then provide a brief discussion on the potential applications of the proposed framework on heterogeneous multi-sensor networks. It is important to note that these case studies are provided only as a proof-concept of the generality of the proposed framework, which has a great potential to be customized for many different applications outside of what is presented here.

5.1. Real-Time Semantic Processing of Video-Stream Data

As a first application scenario, we demonstrate the use of the proposed semantic signal processing framework on real-time video signals via the architecture shown in Fig.13. An input sequence of frames denoted as $F_n$, with $n$ as the discrete time index, is fed into a detection and classification block, and the detected entities in each frame are filtered out via a global goal $G_{object}$. The remaining globally-interesting objects and extracted predicates among them are tracked across frames using their position and velocity information provided by the object tracking block. Based on the tracks, a multi-graph instance representation $\mathcal{D}_n = \{D_1, \ldots, D_{M_n}\}$ composed of $M_n$ disconnected subgraphs and a corresponding attribute set $\mathcal{A}_n = \{A_1, \ldots, A_{M_n}\}$ are generated. The detailed semantic representation for each frame is updated in accordance with the tracking unit’s updates. In this specific application, the multi-graph class representation
Figure 13: Semantic processing architecture for real-time video signals. Objects are detected and classified at each frame $F_n$ by YOLOv4-CSP [18]. For temporal extension, detected objects are tracked across the frames using DeepSORT [159]. $S_n$ is obtained by performing a summarization of $D_n$, i.e., simply drawing a crude version of $S_n$ by only keeping the class information of the nodes. Finally, the complete semantic description $Y_n$ consists of the generated graph $D_n$, its abstract version $S_n$ and its attribute set $A_n$. The resulting semantic description $Y_n$ is then filtered via local goals $G_n$.

$S_n$ is constructed via a post-processing step as a higher-level abstraction and summary of $D_n$ in the Graph Abstraction block. Finally, the complete semantic description $Y_n = (S_n, D_n, A_n)$ is generated. The local goals $G_n$ prune the semantic description $Y_n$ to generate the goal-oriented semantic description $\tilde{Y}_n$. Note that, in this example, we are considering fast algorithms that are available for real-time implementation. Alternatively, for delay-tolerant (offline) applications, scene graph generator models [123] can be used directly in place of the first three blocks. A detailed discussion of each block and the algorithms employed are discussed in the following.

Taking into account the real-time processing requirements, we use a pretrained YOLOv4-CSP [18] model on COCO dataset [160] for our object detection module since it achieves greater accuracy compared to the other models [70, 161] under the latency requirements of a typical video signal with 24 frames-per-second. Consequently, our semantic graph language contains $N_C = 80$ semantic component classes, i.e., $C = \{c_1, \ldots, c_{80}\}$, corresponding to the object categories in the COCO dataset ($c_1 : \text{person}$, $c_2 : \text{bike}$, $c_{18} : \text{dog}$, etc.). Omitting the time index $n$ for simplicity, YOLOv4-CSP provides each detected object in the form $o_i = (b_i, y_i)$, where $b_i \in \mathbb{R}^4$ contains the position of the object according to its bounding box and $y_i \in \mathbb{R}^{N_C}$ contains the category confidence scores. Here, we determine the classes of detected semantic instances via $y_i$ and represent each object in the form $o_i \equiv (c_a, i)$. This representation simply indicates that the object $o_i$ is an instance of component class $c_a$ with a unique identifier index $i$ where

$$a = \arg \max_{c=1,\ldots,80} y_i[c].$$

To put it another way, $(c_a, i)$ is the pointer of object $o_i$ so that $C^D$ as defined in [6] stores the detected objects as

$$C^D = \{(c_a, i) \equiv o_i \mid c_a \in C\}.$$ (23)

An example output of object detection/classification module is shown in Fig. 14. The three detected objects belong to the semantic component classes $c_1 : \text{person}$, $c_{18} : \text{dog}$, and $c_{19} : \text{horse}$, i.e., the set of detected objects is simply $C^D = \{o_1 \equiv (c_1, 1), o_2 \equiv (c_{18}, 2), o_3 \equiv (c_{19}, 3)\}$.  
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Figure 14: An example of detected objects by YOLOv4-CSP model. Predicted bounding boxes $b_i$ are shown and maximum element of class confidence scores $\max\{y_i[c]\}$ are listed.

In this example, we define our predicate set as $P = \{p_0, p_1, p_2\}$ where $p_0 : \text{null}$, $p_1 : \text{moving-together}$, and $p_2 : \text{conjunct}$. The null predicate $p_0$ is connected to isolated objects by default (see the discussion on avoiding non-zero adjacency matrices in Section 4). The predicate $p_1 : \text{moving-together}$ is placed between adjacent objects moving towards the same direction with similar velocities, whereas $p_2 : \text{conjunct}$ predicate is placed between objects which have significantly overlapping bounding boxes and possibly possessive relationships, e.g., a person with their bike or bag. Note that all predicates are defined in such a way that all the edges start from the detected components and end at the predicates. This is due to the symmetric nature of the predicates in this specific application. Moreover, it should be noted that these predicates are only defined due to the simplicity of their inference, and the predicate set can be enriched further by extracting other relationships among the detected instances. For instance, if a person and a bicycle are moving towards the same direction with a significant overlap between their bounding boxes, then the predicate between these objects can be set to \textit{riding}. With a similar reasoning for objects person and car, a \textit{driving} predicate can be generated. Analogous to the objects, we denote the predicates as $e_k \equiv (p_w, k)$ with $k$ being a unique identifier index. Predicates $e_k$ are placed between some objects $o_i \equiv (c_a, i)$ and $o_j \equiv (c_b, j)$, where the set $P^D$ as defined in (9) stores the detected predicates as

$$P^D = \left\{ (p_w, k) \mid e_k \in P \right\}. \quad (24)$$

To identify the temporal and spatial changes within frames we perform tracking on the detected objects. Just like the object detection module, we require a tracker with a fast inference capability. Therefore, we use the DeepSORT [159] algorithm for tracking individual objects in the video stream. Specifically, DeepSORT utilizes a Kalman filter [162] to recursively predict future positions of the objects. The Kalman filter models the state transitions using a linear constant velocity model. We denote the state vector of each object $o_i \equiv (c_a, i)$ with $m_i$, which contains the parameters of its bounding box $b_i$ and its respective velocities as

$$m_i = \left[ x_i^c, y_i^c, w_i, h_i, \dot{x}_i^c, \dot{y}_i^c, \dot{w}_i, \dot{h}_i \right], \quad (25)$$

where $x_i^c, y_i^c, w_i, h_i$ are the center coordinates, the width, and the height of the bounding box $b_i$, respectively. To improve the tracking performance under challenging scenarios such as occlusion, non-stationary camera and multiple viewpoints, DeepSORT further utilizes deep cosine association metric [159, 163]. Particularly, each detected object $o_i \equiv (c_a, i)$ is cropped from the original frame based on the bounding boxes $b_i$ and
Figure 15: DeepSORT \cite{159} compares feature vectors of detected objects and tracks them for track assignment. Detected objects are cropped and fed into a CNN for feature extraction. Features are utilized as additional information for track/detection matching.

Figure 16: The DeepSORT tracking algorithm. At each frame, states of tracked objects are updated via a Kalman filter. Matching Cascade module matches detections with existing tracks using both extracted features and predictions of the Kalman filter. Specifically, detections and tracks are matched using Hungarian assignment \cite{164}. The cost matrix of the Hungarian algorithm consists of the smallest cosine distances between extracted feature vectors and Mahalanobis distances between bounding boxes (see \cite{159} for details).

We employ the state $m_i$, feature vectors $\{r_i^{(l)}\}_{l=1}^{T_i}$ and the cropped RGB image $I_i \in \mathbb{R}^{w_i \times h_i \times 3}$ as the multi-level attributes of object $o_i \equiv (c_a, i)$ with $L = 3$ number of levels as defined in \cite{14}, i.e.,

$$\Theta(c_a, i) = \left\{ \theta^{(1)}(c_a, i), \theta^{(2)}(c_a, i), \theta^{(3)}(c_a, i) \right\} = \left\{ m_i, \{r_i^{(l)}\}_{l=1}^{T_i}, I_i \right\}. \quad (26)$$

Note that, it is possible that different categories can have a different number of attribute levels $L_a$; however, for our experiments, we set $L_a = 3$, $\forall a$, for simplicity. It is important to note that, even though in our experiments, $\theta^{(3)}(c_a, i)$ is set to the raw data $I_i$ itself, it can also be chosen as any multi-scale representation of $I_i$, such as its wavelet decomposition or discrete cosine transform. As an example, attributes for a detected person object is illustrated in Fig. 17.
The exploitation of object positions and velocities enables us to determine types of predicates between different object pairs. We identify the type of a predicate between objects \( \alpha_i \equiv (c_a, i) \) and \( \alpha_j \equiv (c_b, j) \) by using their states \( m_i \) and \( m_j \). The following three metrics are defined for predicate detection

\[
\begin{align*}
    d^{(1)}(i,j) &= \frac{\| (x_i^c, y_i^c) - (x_j^c, y_j^c) \|_2^2}{\sqrt{w_i \cdot h_i \cdot w_j \cdot h_j}}, \\
    d^{(2)}(i,j) &= \frac{(\dot{x}_i^c, \dot{y}_i^c) \cdot (\dot{x}_j^c, \dot{y}_j^c)}{\| (\dot{x}_i^c, \dot{y}_i^c) \|_2 \| (\dot{x}_j^c, \dot{y}_j^c) \|_2} = \cos (\langle \dot{x}_i^c, \dot{y}_i^c \rangle, \langle \dot{x}_j^c, \dot{y}_j^c \rangle), \\
    d^{(3)}(i,j) &= 1oU(b_i, b_j).
\end{align*}
\]

Here, \( d^{(1)}(i,j) \) corresponds to scaled Euclidean (2-norm) distance between center coordinates of the positions, \( d^{(2)}(i,j) \) is the cosine similarity between the velocities, while \( d^{(3)}(i,j) \) is the intersection-over-union of bounding boxes of objects \( \alpha_i \) and \( \alpha_j \). Specifically, for a predicate \( e_k \equiv (p_1, k) \), i.e., moving-together between objects \( \alpha_i \equiv (c_a, i) \) and \( \alpha_j \equiv (c_b, j) \), across multiple frames we require

\[
\mathbb{I}\left( d^{(1)}(i,j) \leq z^{(1)} \right) \cdot \mathbb{I}\left( d^{(2)}(i,j) \geq z^{(2)} \right),
\]

and similarly, for \( e_k \equiv (p_2, k) \), i.e., connect, we require

\[
\mathbb{I}\left( d^{(1)}(i,j) \leq z^{(1)} \right) \cdot \mathbb{I}\left( d^{(2)}(i,j) \geq z^{(2)} \right) \cdot \mathbb{I}\left( d^{(3)}(i,j) \geq z^{(3)} \right),
\]

for predetermined thresholds \( z^{(1)} \), \( z^{(2)} \) and \( z^{(3)} \), where \( \mathbb{I}(\cdot) \) denotes the indicator function. Furthermore, even though it is not crucial for our application, we define attributes for a predicate \( e_k \equiv (p_w, k) \) as

\[
\Theta(p_w, k) = \left\{ \theta^{(1)}(p_w, k) \right\} = \left\{ \left[ d^{(1)}(i,j), d^{(2)}(i,j), d^{(3)}(i,j) \right] \right\},
\]

with \( L_w = 1 \), \( \forall w \). Here, \( \Theta(p_w, k) \) consists of a single-level attribute, i.e., a vector that contains metric evaluations between objects \( \alpha_i \) and \( \alpha_j \). Note that unlike the other predicates belonging to classes in \( \mathcal{P} \setminus \{p_0\} \) which are connected to two objects \( \alpha_i \equiv (c_a, i) \) and \( \alpha_j \equiv (c_b, j) \), a null predicate \( e_l \equiv (p_0, l) \) is only connected to \( \alpha_a \equiv (cf, u) \), for an isolated object \( \alpha_a \). For null predicates, the attribute set is simply defined as the the empty set, i.e., \( \Theta(p_0, l) = \emptyset \).
Given the set of detected objects $C^D$ and predicates $P^D$, we denote our detected connection set $E^D$ with triplets and pairs as

$$E^D = \left\{ (o_i, e_k, o_j) \mid o_i, o_j \in C^D, e_k \in P^D, p_w \in P \setminus \{p_0\} \right\} \cup \left\{ (o_u, e_l) \mid o_u \in C^D, e_l \equiv (p_0, l) \right\}. \quad (33)$$

In other words, the detected connection set $E^D$ simply consists of (object, predicate, object) triplets and (unaccompanied object, null predicate) pairs. Consequently, the graph $D$ is generated by the detected object, predicate, and edge sets as

$$D = (C^D, P^D, E^D). \quad (34)$$

We then define the companion attribute set $A$ of graph $D$ as

$$A = \left\{ \Theta(c_a, i) \mid o_i \equiv (c_a, i) \in C^D \right\} \cup \left\{ \Theta(p_w, k) \mid e_k \equiv (p_w, k) \in P^D \right\}, \quad (35)$$

which stores attributes for both object and predicate instances.

Furthermore, we generate the class-level representation of instance graph $D$ as defined in (4). The class description graph $S$ is defined as

$$S = (C^S, P^S, E^S), \quad (36)$$

where

$$C^S = \left\{ c_a \mid o_i \equiv (c_a, i) \in C^D \right\}, \quad (37)$$
$$P^S = \left\{ p_w \mid e_k \equiv (p_w, k) \in P^D \right\}, \quad (38)$$
$$E^S = \left\{ (c_a, p_w, c_b) \mid (o_i, e_k, o_j) \equiv ((c_a, i), (p_w, k) (c_a, j)) \in E^D \right\} \cup \left\{ (e_f, p_0) \mid (o_u, e_l) \equiv ((e_f, u), (p_0, l)) \in E^D \right\}. \quad (39)$$

To facilitate a better understanding of the high-level abstraction provided by (36), we provide an illustrative example in Fig. 18. The class level graph generation is a summarization of the components and predicates in the instance level graph, i.e., it is a surjective function mapping $D$ to $S$.

Finally, we define the semantic description $Y$ as a triplet consisting of the class-level graph, the instance-level graph, and attribute supersets as

$$Y = (S, D, A). \quad (40)$$
It should be noted that, while in Section 4 an instance level graph $\mathcal{D}$ is defined as union of disjoint subgraphs $\mathcal{D} = \{D_1, \ldots, D_M\}$, we use a single combined graph $\mathcal{D}$ to represent the whole scene. It is desirable to split $\mathcal{D}$ into atomic graphs for an easy processing of goals, as discussed in Section 4. That is, splitting of $\mathcal{D}$ into its disjoint subgraphs $D_m$ (also called atomic graphs), can be performed during post-processing for this specific scenario. A similar splitting operation can also be applied to the attribute set $\mathcal{A} = \{A_1, \ldots, A_M\}$ and class-level graph $\mathcal{S} = \{S_1, \ldots, S_m, \ldots, S_M\}$ where $S_m$ denotes the abstraction of $D_m$. The splitting operation on $\mathcal{D}$ and its class level counterpart is illustrated in Fig. 19.

We can also illustrate the goal-based filtering defined in Section 4 using the same scenario. Goal-based filtering operation allows for further distillation of the semantic information with respect to a specified goal and it enables reasoning over the semantic graph. In a sense, the filtering operation acts as a semantic parsing operator. The goal filtering operation for a small semantic graph with only two subgraphs is illustrated in Fig. 20. It should be observed that the queried graph patterns $G^s$ and $G^d$ as defined in (17), both include simple motifs with a single graph. Consequently, graph complexity and attribute complexity vectors reduce to scalars.

As illustrated in this part, the proposed goal-oriented semantic graph language and the signal processing framework can be incorporated into video signals for real-time applications. The semantic language allows for a structured and complete representation of the meaningful and interesting information embedded within the signal and allows for easy parsing of the information according to the desired goal.

5.2. Energy Efficient Sampling and Semantic Modeling of a Scalar Sensor Output

Energy efficiency is a critical research area for sensors, especially for the next generation of communication networks where the number of IoT devices is expected to rapidly increase. The proposed goal-oriented semantic language and the signal processing framework can enable dramatic reductions in transmitted information, especially when the sampled phenomenon is changing slowly with respect to the goals defined either internally or externally, leading to significant energy savings.

Another avenue of improvement for the efficiency of sensors can be introduced by employing smart non-uniform sampling strategies. For scalar sensors, if the signal output can be modeled as a random process whose statistical characterization is available, the sampling times can be adjusted according to desired detection and missed detection probabilities of certain events, e.g., a threshold crossing.

Figure 19: Decomposing the instance-level and class-level graphs into their atomic components.
In this subsection, we present a novel sampling strategy for a generic scalar sensor output, in conjunction with a goal-oriented semantic representation to improve the energy efficiency of sampling and transmission operations. First, we introduce a novel and optimal sampling strategy for scalar sensor outputs that conform to an auto-regressive AR($p$) Gaussian model, and present statistical results on the improved performance. Next, we implement the proposed goal-oriented semantic language definition in Section 4, to illustrate its validity even for relatively simple signal modalities.

5.2.1. Optimal Sampling Strategies for Gaussian Auto-Regressive Models

We start with a discrete time input signal $x_n$ over a horizon $H$, i.e., $n = 0 : H − 1$, where $x_n$ is a Gaussian AR($p$) process with standard normal innovations and initial condition. For $p = 1$, we have an AR(1) process described by

$$x_n = \alpha x_{n-1} + \sqrt{1-\alpha^2} w_{n-1} \text{ for } n \geq 1,$$

where $x_0 \sim \mathcal{N}(0,1)$ and $w_i \sim \mathcal{N}(0,1)$. For a two-threshold event detection problem, we define $\tau \triangleq \inf \left\{ n > 0 : x_n \notin (l,u) \right\}$ where $u$, $l$ are the upper and lower thresholds, respectively. Assume that we take the first sample at time $n_1 = 1+k$ for some non-negative $k$, and denote its probability of missing a threshold crossing as $P_{err}(k,l,u)$. We can relate this error probability with the CDF of $\tau$ as

$$P_{err}(k,l,u) = \mathbb{P}(\tau \leq k) = 1 - \mathbb{P} \left( \sup_{s \leq k} x_s < u \right) \cap \left\{ \inf_{s \leq k} x_s > l \right\}$$

$$= 1 - \mathbb{P} (x_s \in (l,u) \ \forall s \in \{1,2,\ldots,k\}) = 1 - \psi_k,$$

where $\psi_k \triangleq \mathbb{P} (x_s \in (l,u) \ \forall s \in \{1,2,\ldots,k\})$ with $\psi_0 = 1$ as a convention.
Given a tolerable missed detection probability $p_m$, we choose the largest $k \in \mathbb{N}$ such that $\psi_k \geq 1 - p_m$ and take the first sample at $n_1 = 1 + k$. Since $x_n$ follows an AR($p$) process, calculation of $\psi_k$ can be done by using the Markov Property [165], i.e., factorization of the joint probability using conditional independence.

Next, we illustrate the derivation of the sampling algorithm for an AR(1) model. Generalization to a $p$-th order AR process can be performed similarly. We consider the model in (41) assuming that $x_0 \in (l,u)$ is observed. Therefore, we have $\mathbb{E}[x_n | x_0] = \alpha^n x_0$, $\mathbb{V}[x_n | x_0] = 1 - \alpha^2 n$, and $\mathbb{C}[x_n, x_{n-1} | x_0] = \alpha(1 - \alpha^2(n-1))$, i.e., the mean is strictly decreasing towards 0 while the variance and covariance are strictly increasing towards 1 and $\alpha$, respectively.

To be able to calculate the next optimal sampling instance, we define the probability of the $i$-th sample being inside the two thresholds given that the previous sample was also inside the thresholds as

$$h_i \triangleq \mathbb{P}(x_i \in (l,u) | x_{i-1} \in (l,u)),$$

with an initial condition of $h_1 = \mathbb{P}(x_1 \in (l, u))$. Calculation of (43) requires only the first and second order statistics of $x_{i-1}$ and $x_i$, which can be computed numerically. Finally, the next optimal sampling time can be calculated as

$$n_1 = \inf \left\{ n \in \mathbb{Z}_+ \mid \psi_n < 1 - p_m \right\},$$

where $\psi_k$ is defined using the Markov Property as

$$\psi_k = \prod_{i=1}^{k} h_i.$$

Once we observe the process at time $n_1$, we proceed to calculate the next sampling time $n_2$, and for any $k \in \mathbb{Z}_+$, the algorithm uses $x_{n_k}$ to determine the next optimal sampling time $n_{k+1}$.

In Fig. 21 we illustrate the proposed sampling algorithm for a first-order Gaussian AR process. Our aim is to detect crossings of thresholds $u = 2$ and $l = -2$. The desired maximum probability of missing the threshold crossings is set at 0.05. As expected, when the minimum distance to thresholds (min$\{|x_n - l|, |u - x_n|\}$) decreases, the sampling rate increases.

We now investigate various statistical properties of (44) under the assumption

$$x_0 \sim \mathcal{N}(0, 1)$$

is within the boundaries, i.e., $x_0 \in (l, u)$. 

Figure 21: Optimal sampling strategy applied to an AR(1) process with two-thresholds.
The distribution of the optimal sampling times requires calculation of $h_i$, i.e., the products of dependent random variables $h_i$, under the assumption given in (46). The expectation of $n_1$ has significance since it represents the average sampling period of the algorithm. The expressions for the CDF and the expectation of $n_1$ are as follows:

$$\mathbb{P}(n_1 \leq k \mid x_0 \in (l, u)) = \mathbb{P}\left(\prod_{i=1}^{k} h_i < 1 - p_m\right),$$

(47)

$$\mathbb{E}[n_1 \mid x_0 \in (l, u)] = 1 + \sum_{k=1}^{\infty} \mathbb{P}\left(\prod_{i=1}^{k} h_i \geq 1 - p_m\right),$$

(48)

which can be computed numerically for given threshold levels $l, u$ and missed detection probability $p_m$. 

Next, we present two simulation results. In the first simulation, we investigate the expected sampling period for various missed detection probabilities for AR(1) models. We use a first-order Gaussian AR process as in (41) with $\alpha = 0.95$, i.e.,

$$x_n = 0.95 x_{n-1} + \sqrt{1 - 0.95^2} w_{n-1} \text{ for } n \geq 1,$$

$$x_0 \sim \mathcal{N}(0, 1) \text{ and } w_i \sim \mathcal{N}(0, 1).$$

(49)

Setting the thresholds $l = -2, u = 2$, we plot the expected first sampling time $\mathbb{E}[n_1 \mid x_0 \in (l, u)]$ versus the tolerated maximum probability of missed detections under the assumption that the current sample is within the boundaries in Fig. 22. As expected, the sampling period is positively correlated with the missed detection probability. The relationship is observed to be almost linear for this example.

In Fig. 23, we present the effect of the current sample value on the next sampling time interval for different missed detection probabilities $p_m$. The underlying assumptions and the model are the same as those in the previous simulation setup. We observe that as the minimum distance to the thresholds (min\{\{|x_n-l|, |u-x_n|\}\}) increases, the constraint on the next sampling time that satisfies the missed detection probability requirement relaxes.

5.2.2. Semantic Modeling Example for One-Dimensional Signals

We can model the threshold detection problem studied in the previous subsection using the proposed semantic language introduced in Section 4. In a typical threshold detection problem, the semantic information extraction may include the detection of the region in which the signal resides at a given moment,
as well as the descriptions of threshold crossing events. Using the proposed formulation in Section 4, the components can be defined as the regions separated by the upper and lower thresholds that we denote as \( u \) and \( l \).

\[
c_1 = \{ x \in \mathbb{R} \mid x > u \} \\
c_2 = \{ x \in \mathbb{R} \mid l \leq x \leq u \} \\
c_3 = \{ x \in \mathbb{R} \mid x < l \}
\]

We can easily extend the regions to a \( k \)-threshold model for \( k > 2 \) as well. Let \( t_1 < t_2 < \ldots < t_k \) denote the thresholds in an ascending order. Then, the components can be defined as

\[
c_1 = \{ x \in \mathbb{R} \mid x > t_k \}, \\
c_i = \{ x \in \mathbb{R} \mid t_{k-i+1} \leq x \leq t_{k-i+2} \}, \quad \forall i \in \{2, \ldots, k\}, \\
c_{k+1} = \{ x \in \mathbb{R} \mid x < t_1 \}.
\]

The predicate set for this problem can be defined as descriptors of threshold crossing events as

\[
P = (U, D, I),
\]

where \( U, D, I \) denote upward crossings, downward crossings, and idling (staying in the same region), respectively. Note that for this particular case, the class multi-graph description \( S_t \) and the instance multi-graph description \( D_t \) are defined as equivalent, since a higher level abstraction of a scalar signal is not required.

For the multi-level attribute set, a suitable choice for the first level is the current time index and amplitude of the process, and for each level \( l \) we can store the previous \( (l-1) \)-th time and amplitude information as

\[
\mathcal{A}_l = \{ \Theta_{t,i} \} \text{ where } \Theta_{t,i} = \{ \theta^{(1)}, \theta^{(2)}, \ldots, \theta^{(r)} \},
\]

\[
\theta^l = (n - l + 1, x_{n-l+1}).
\]
Figure 24: Illustration of idling, upward crossing, and downward crossing events for the AR(1) signal given in Fig. 21.

where \( r \) is the total number of levels in the attribute sets. Depending on the specific application, alternative attribute levels including desired transform domain representations of the signal can be defined.

For a two-threshold case, and using the same Gaussian AR(1) process input signal in \( (49) \) with \( l = -2 \) and \( u = 2 \), we illustrate a region of interest around sampling indices \( \tilde{n} \in [38, 45] \) in Fig. 24. Note that sampling points \( \tilde{n} \) are not the same as the time index \( n \), as we employ the optimal sampling strategy described in Section 5.2.1 to improve the energy and processing efficiency of the sensor. In Fig. 24, the samples marked with circles, upward-pointing triangles, and downward-pointing triangles represent idling (I), upward crossing (U), and downward crossing (D) events, respectively. In Fig. 25, class-level graph representations of the samples in Fig. 24 at \( \tilde{n} = 41 \) and \( \tilde{n} = 42 \), corresponding to \( n = 225 \) and \( n = 226 \) in Fig. 21, are illustrated with the previously defined semantic graph representation in \( (50) - (56) \). Additionally, for the semantic graphs shown in Fig. 25, the attribute sets as defined in \( (57),(58) \) for \( r = 2 \) are listed in Table 1.

![Figure 25: Semantic graph descriptions for the events depicted in Fig. 24. (a) The idling event. (b) The upward crossing event.](image)

| \( \tilde{n} \) | \( n \) | \( \theta^1 \) | \( \theta^2 \) |
|--------------|-------|-------------|-------------|
| \( 41 \)     | 225   | (225, 1.76) | (224, 1.88) |
| \( 42 \)     | 226   | (226, 2.11) | (225, 1.76) |

As seen in Fig. 24, the signal is idling in Region-2 (between thresholds) at \( \tilde{n} = 41 \); hence, the corresponding component is \( c_2 \) and its predicate is \( I \). At \( \tilde{n} = 42 \), the signal exceeds the upper threshold; therefore, the semantic description includes a flow from \( c_2 \) to \( c_3 \) with the predicate \( U \) (upward crossing).
With the adoption of the semantic language in Section 4, we can easily define specific goals to reduce the storage or transmission rates for this particular application. In a $k-$threshold crossing detection problem, a typical goal might be the detection of exceeding the largest threshold, i.e., $x > t_k$. This means that we are interested in an upward crossing predicate connected to $c_k$, hence the goal pattern can be defined as shown in Fig. 26. With the goals as defined in Fig. 26 the transmission events (or, storage events for offline applications) can be reduced considerably. Coupled with the introduction of optimal sampling strategies in Section 5.2.1, the overall energy and processing efficiency of scalar sensors can be improved dramatically.

5.3. Discussion on the Applications of the Proposed Framework on Heterogeneous Multi-Sensor Networks

In this section, we presented detailed application examples using the proposed semantic signal processing framework on two extremes of signal complexity: namely, the real-time computer vision on video streams and 1-D scalar sensor outputs. The potentials of the proposed framework can be extended to many applications, including heterogeneous sensor networks that work on a dedicated task. A good example of the many fields that can benefit from semantic signal processing is agriculture.

For intelligent crop and plantation monitoring applications, a heterogeneous network of sensors (cameras, temperature/humidity sensors, etc.) provides information on critical events such as the crop yield and flowering status, temperature and humidity of the soil, existence of pests [166, 167]. In this application, a global goal regarding the ultimate objectives of the farm can be defined for a common customized language, and then it can be mapped to the respective capabilities of each sensor in the network. Based on goal-oriented returns from the sensors, appropriate actions can be taken. For example, an appropriate pesticide can be recommended and applied automatically to eliminate insects, or in the case of plant growth monitoring, ripe plants can be harvested or infected plants can be exterminated.

There are countless many other applications such as elderly fall detection, robot navigation, event detection in sports, animal monitoring, farm automation, traffic condition analysis, etc., that can employ the proposed framework or semantic approaches in general. We strongly believe that future research on signal processing should include a focus on different adaptations of a semantic framework for these applications.

6. Transmission of Goal-Oriented Semantic Information

The proposed semantic signal processing framework represents signals in a very organized and easy-to-parse structure, which enables goal-oriented filtering of the data to achieve very high compression rates. This is especially desirable in the next generation of machine-type communications where a huge amount of raw information will be generated by a plethora of IoT devices that needs to be transmitted throughout massive networks.

In this section, we first showcase the potential compression rates that can be achieved by semantic representation and goal-filtering through a simple example. Then, we discuss efficient coding and compression strategies for the proposed multi-graph and attribute set descriptions for storage and transmission, as well as strategies for transmission over noisy channels.

6.1. Data Compression Using Semantics and Goal-Filtering

Depending on the application and the nature of the signals of interest, the amount of data to be stored or transmitted can be greatly reduced using the proposed semantic signal processing framework. To illustrate this point via a simple example, we have simulated an object detection problem using YOLOv4 [18] on a 240-frame-long prerecorded video. The object set of YOLOv4 is defined as our component set $C$, while the predicate set is defined only with a $p_0: \exists$ predicate, similar to the $null$ predicate definition in Section 5.1. Therefore, in this example, each detection from a frame can be represented as a single component-predicate

![Figure 26: Goal pattern defined for an interest in detecting largest threshold crossings.](image-url)
Figure 27: Detected component classes using YOLOv4 on a 240-frame long video. The interesting detections from class remote are shown in red.

In accordance with the semantic language definition in Section 4, the detector outputs in Fig. 27 correspond to a multi-graph instance representation $D$. The corresponding attribute set $A$ for this experiment is chosen as the cropped bounding box images of each detection, with a single level of complexity (i.e., $L = 1$). The class information is then encoded using Huffman coding [168] with a predefined historical occurrence rate. The bounding box images and the full frames are encoded using JPEG compression [169] with a constant compression rate of 10:1. Note that the specific coding schemes discussed here are selected only to give a general idea of the possible data throughputs, and alternative encoding schemes can be used for different applications.

A typical application for this object detection problem could be the transmission of interesting objects to an external agent. For the demonstration of the goal-filtering capabilities of the proposed framework, we assume that an external agent is interested in the detections of remote class, and may or may not require the bounding box images of pertinent detections.

With the above configuration of the experiment and the input video stream given in Fig. 27, the following transmission strategies are investigated:

- Full-Image Transmission: each full frame is sent,
- $(D, A)$: the semantic graph outputs and the bounding box images are sent,
- $D$: only the semantic graph outputs are sent,
- $(\tilde{D}, \tilde{A})$: the goal-filtered semantic graph outputs and the corresponding bounding box images are sent,
- $\tilde{D}$: only the goal-filtered semantic graph outputs are sent.

The data throughput per video frame using the above transmission strategies is given in Fig. 28. As seen in Fig. 28, the amount of data generated and transmitted can be reduced dramatically by organizing the data in a semantic framework (see $D$, $A$). Even further reductions are possible by introducing goals, and
filtering out unwanted signal components (see $\tilde{D}, \tilde{A}$). With a goal-oriented approach, transmissions are only sent when events of interest happen. Therefore, the amount of data reduction is dependent on the rate of innovation of interesting patterns in the signal. A summary of the results in Fig. 28 is given in Table 2, where the total throughput of the 240-frame video and the corresponding data compression rates are listed. As reinforced by Table 2, extremely high reductions in data rates are possible with the proposed goal-oriented approach.

Table 2: Total throughput and compression rates using the semantic representation of a video stream. Compression rates are given with respect to JPEG frame throughput.

| JPEG Frames | $(\tilde{D}, \tilde{A})$ | $D$ | $(\tilde{D}, \tilde{A})$ | $\tilde{D}$ |
|-------------|----------------|------|----------------|------|
| **Total Throughput [bits]** | $3.1 \times 10^7$ | $1.6 \times 10^7$ | $3316$ | $4.6 \times 10^4$ | $54$ |
| **Compression Rate** | $2 : 1$ | $9468 : 1$ | $684 : 1$ | $580000 : 1$ |

As explained above, the encoding schemes used for this experiment are selected for demonstration purposes and ease of implementation. Throughout the rest of this section, we discuss efficient coding schemes to represent multi-graph representations with attribute sets, and possible transmission strategies for semantic information.

6.2. Efficient Transmission of Proposed Multi-Graph Representations and Attribute Sets

As described previously, graphs can be used to describe the goal-oriented semantic information acquired by different sensors. This description can be in the form of multi-graph class representations by using class atomic graphs $S_{t,i}$'s as given in (4), or more detailed information can be obtained through object multi-graph representations via object atomic graphs $D_{t,i}$'s as given in (11). As such, the storage and/or transmission of this graphical data warrant further discussion.

In order to store or transmit the graphical data, one may use the biadjacency matrix representation in (5). As extensively studied in the literature, an adjacency matrix can be described by $O(n^2)$ bits where
n is the number of vertices. The number of required bits can be reduced to $O(n \log m + m \log n)$ by using adjacency list representation, where m is the number of edges [170]. Since n and m can be reasonably small for practical scenarios, the resulting complexity becomes relatively low when the adjacency list representation is used. In addition, we can further compress the adjacency matrices by lossless compression techniques to increase the storage and transmission efficiencies. One way to compress graphs is to employ Huffman coding for the adjacency lists which is studied in [171] with a focus on web-graph structures. The compression rate of Huffman coding for this graph structure can be further increased by considering the similarities in shared links [172]. These studies can be easily extended to the proposed model in Section 4 to decrease the storage requirement and transmission time of the semantic description. However, Huffman coding uses the input probability distribution during the encoding process. Hence, we may need certain assumptions on the input probability distribution or implement a statistics gathering phase to efficiently compress the graphs in our language model.

Another line of research to compress the adjacency matrices includes universal codes for positive integers when the input probability distribution is not known as discussed in [170]. For instance, one may use Elias-$\gamma$ codes to encode the elements of the adjacency matrix which require $2[\log x] + 1$ bits to represent a positive integer x. This approach is especially preferred when the upper bound of the integers is not known beforehand [173]. This representation can be improved with Elias-$\delta$ coding with $|\log x| + 2|\log |x| + 1| + 1$ bits, which is an asymptotically optimal universal code for positive integers [174].

The storage and transmission of adjacency matrices of graphical data require careful handling to utilize the communication resources effectively. Nonetheless, the communication and storage requirements in the proposed framework are dominated by the multi-level attribute sets of the nodes as defined in [14]. A multi-level attribute set contains multiple levels of attributes. As previously discussed, an attribute set may carry information in varying levels of complexity, e.g., video stream applications may include raw image frames, extracted subfeatures of the components, along very simple scalar data. In the following, we focus on the transmission of high-rate data for semantic and goal-oriented communications.

Let us consider the l-th attribute of node-j which can be a subfeature vector of the corresponding component in the scene graph as previously discussed in Section 5.1 and assume that $\theta_{t,i}^{(l)}(n_j, k) \in \mathbb{R}^d$ for $l \in \{1, \cdots, L_{n_j}\}$ and $\theta_{t,i}^{(l)}(n_j, k) \in [0, 1]$, where the dimension of the vector depends on the design of the semantic extractor. To store or transmit these subfeatures efficiently, we can apply lossy compression techniques to map each instance to a finite number of levels, i.e., we can perform quantization. One approach is to perform scalar quantization by addressing a single element of a vector at a time. Another approach is to employ vector quantization through a joint treatment of the entire vector at once, which is proven to be more effective than the scalar quantization [174]. A highly efficient and well-performing vector quantization algorithm is the Trellis Coded Quantization (TCQ) proposed in [175]. TCQ uses an expanded signal set and coded modulation with set partitioning. To transmit a signal from the codebook of size $2^m$, the original $2^m$-point constellations are doubled into $2^{m+1}$ points. A set partitioning applied to $2^{m+1}$ points to obtain $2^{m+1}$ subsets where $\tilde{m}$ is a positive integer which is less than m. Then, $\tilde{m}$ input bits are encoded by an $\tilde{m}/(\tilde{m} + 1)$ rate convolutional code while the remaining bits are used to determine the codeword from the selected subset. Viterbi decoding [176] is employed to determine the sequence of codewords for a given input vector by minimizing the mean squared error (MSE) between the input and the output codeword. In TCQ, as depicted in Fig. 29, the paths through the trellis form the quantization codebook, and the path with the lowest cost is selected as the quantizer output for a given input sequence.

We aim at designing a lossy compression algorithm to store or transmit the semantic information with the smallest possible change on our inference. As a possible solution, cross-entropy can be considered as a cost metric since it quantifies the difference between two probability distributions. However, it is not easy to find the optimal quantizer output using the cross-entropy cost function for the given attribute, since the cost is not additive, which makes it unsuitable for use as a metric in Viterbi decoding. Instead, one may use other cost metrics such as MSE, total variation distance (TVD), log-cosh cost, and quantile loss defined as
Figure 29: An illustrative trellis diagram. The path with the lowest cost is selected to determine the quantizer output.

- **MSE cost:**
  \[
  L_{MSE} = \frac{1}{d} \sum_{b=1}^{d} (\theta_b - \hat{\theta}_b)^2,
  \]

- **TVD cost:**
  \[
  L_{TV D} = \frac{1}{2} \sum_{b=1}^{d} |\theta_b - \hat{\theta}_b|,
  \]

- **Log-cosh cost:**
  \[
  L_{LC} = \frac{1}{d} \sum_{b=1}^{d} \log \left( \cosh \left( \hat{\theta}_b - \theta_b \right) \right),
  \]

- **Quantile loss with parameter \( \gamma \in [0, 1] \):**
  \[
  L_Q = \frac{1}{d} \sum_{b=1}^{d} \max \left( \gamma \left( \hat{\theta}_b - \theta_b \right), (\gamma - 1) \left( \hat{\theta}_b - \theta_b \right) \right).
  \]

Note that for ease of notation, we drop the subscripts and superscripts denoting the parameters in the scene graph and denote the \( b \)-th element of the attribute vector and its quantized version by \( \theta_b \) and \( \hat{\theta}_b \), respectively, throughout this section. We also note that the TVD is a distance metric for probability distributions since the vectors to be compared are probability mass functions (PMFs) in the standard construction. In our study, we employ TVD for the subfeatures without any normalization, which proves to be a good metric for our purposes. Furthermore, as an extension to previously mentioned cost metrics, we also define the \( l_p \)-norm cost as

\[
L_p = \frac{1}{d} \left( \sum_{b=1}^{d} (\theta_b - \hat{\theta}_b)^p \right)^{\frac{1}{p}},
\]

which can be considered as a generalization of the MSE for \( p = 1 \), and the mean absolute error (MAE) for \( p = 1 \).

To summarize, while the construction of the proposed language to describe the semantic information is a significant foundation for goal-oriented signal processing, it is also crucial to address the efficient storage or transmission techniques of the generated semantic information. The adjacency matrices corresponding to the graph representations can be compressed by applying well-known methods in the literature, e.g., Huffman coding or universal codes. Furthermore, to decrease the bandwidth consumption of the dominant
components in the attribute sets, one may employ TCQ based quantization, where it is also possible to use different cost metrics to optimize the system performance.

### 6.2.1. A Simple TCQ Based Compression of Semantic Information

To demonstrate the performance of the semantic information compression, we use the same case study described in Section 5.1, where the sensors operate on video streams, and the language consists of 80 semantic components. To assess the performance of TCQ based quantization on a learning setup, we use the COCO dataset [160]. Employing the described CNN model in Section 5.1, the resulting feature vector of each detected object is stored as an element of the attribute set, i.e., \( \theta = \mathbf{r}_i \in \mathbb{R}^{128} \). These attributes can be stored locally or transmitted to a base station, where it is desired to protect semantic information (i.e., meaning) with a lossy compression scheme as much as possible. That is, we would like to compress the subfeature vector without changing the corresponding output of the classifier. To compress the subfeature vectors, we use TCQ based quantization with different cost metrics and a few bits, e.g., 2, 3, and 4 bits per element. Here, we do not follow Ungerboeck’s construction for TCQ, which is described in [175]; instead, we employ an \( m/(m+1) \) code rate convolutional code for \( m \)-bit quantization without set partitioning and map each vector entry to \( m \) bits. For 2-bit quantization, a rate 2/3 convolutional code with two connected shift register banks is used, where the constraint lengths of each shift register bank are three and two, respectively. In this architecture, the first output is connected to the first shift register array, the second one is connected to both shift register arrays, while the third output is connected to the last array only (see [177] for the shift register construction of convolutional codes). The corresponding octal code generator matrix specifying the output connections for each input bit is given by

\[
G_{2/3} = \begin{bmatrix} 2 & 1 & 4 \\ 0 & 1 & 2 \end{bmatrix}.
\]

Similarly, for the 3-bit vector quantization example, we use a rate 3/4 convolutional code where the constraint lengths of register banks are [5, 4, 4] with the generator matrix

\[
G_{3/4} = \begin{bmatrix} 23 & 35 & 0 & 0 \\ 0 & 5 & 13 & 0 \\ 0 & 0 & 6 & 13 \end{bmatrix}.
\]

Finally, for the 4-bit quantization example, rate 4/5 convolutional code is employed where the constraint lengths of register banks are [5, 4, 4, 4] with the generator matrix

\[
G_{4/5} = \begin{bmatrix} 23 & 35 & 0 & 0 & 0 \\ 0 & 5 & 13 & 0 & 0 \\ 0 & 0 & 6 & 13 & 0 \\ 0 & 0 & 0 & 6 & 13 \end{bmatrix}.
\]

Note that, in this simple case study, we do not optimize the architecture or the convolutional code used in TCQ. The optimization of this quantizer structure, particularly taking into account the nature of the semantic information can be a promising research direction.

The quantized feature vectors are fed into a neural network where we have two fully connected hidden layers with ReLU activations, and the softmax activation is used at the output layer. For comparison purposes, we also quantize the features by a uniform scalar quantizer which performs an element by element quantization. As a benchmark, we compare the TCQ-based quantizer’s accuracy with a full resolution case in which the features are directly fed into the neural network. The accuracy of the benchmark is 83.12% where the elements of the feature vectors are represented by 32 bits. To evaluate the performance of the TCQ quantizer relative to the benchmark, we normalize the classification accuracies by the accuracy of the benchmark and report the results in Table 3. In this example, the best classification accuracy for 2-bit quantization is achieved with the Log-cosh cost while the MSE cost achieves higher accuracy than the other cost functions with 3-bit and 4-bit TCQ.
Table 3: Normalized classification accuracies of TCQ and uniform quantization where the accuracy of the benchmark is 83.12\%, which is obtained by using a 32-bit representation of subfeatures. The normalization is performed by dividing the classification accuracy of the TCQ based semantic communication case study by the benchmark accuracy.

| Number of bits | Compression ratio | Uniform scalar quantization | TCQ Cost metrics |
|----------------|-------------------|----------------------------|------------------|
|                |                   |                            | MSE              |
| 2-bit          | 0.06250           | 54.05\%                    | 67.06\%          |
| 3-bit          | 0.09375           | 86.15\%                    | 91.87\%          |
| 4-bit          | 0.12500           | 96.87\%                    | 97.58\%          |

6.2.2. Further Extensions for Effective Compression

In many semantic signal processing applications, it is possible to further increase the compression rates. As an example, we consider the case study described in Section 5.1 where it is possible to track the individual objects by comparing their features as illustrated in Fig. 15 using the similarity of the feature vectors for consecutive frames. These similarities can also be exploited to create a differential data storage and transmit system. That is, the first feature vector obtained for a specific individual is to be compressed as previously described. When a new feature vector arrives, the difference with the previous one can be computed, which represents the fresh information in the new feature vector. One straightforward way to compress this differential information is to use TCQ with finer quantization levels suitable for the difference vectors, resulting in a higher resolution than sending all the feature vectors separately without utilizing the common information with the same strategy or communication costs. Furthermore, one may expect to have nearly sparse difference vectors due to similarities, and consequently, it may be possible to further compress the information to be stored or transmitted via innovative compressed sensing approaches [178].

The described goal-oriented semantic signal processing framework differs from traditional sensor networks in terms of the scope of knowledge generated and processed in sensors/base stations, which may alter the quantization/compression schemes. Unlike traditional sensor networks, the class information of each feature vector is already generated in the sensors. With this additional information, the quantizers can be designed for specific classes resulting in a class-aware compression. For instance, the transmit side can develop a performance indicator, e.g., using Kullback-Leibler distance and cross-entropy, to decide on the methods or metrics employed to compress the semantic information without losing the essential meaning. Such an indicator can be used to evaluate the performance of the TCQ-based quantizers with different cost metrics; thus, the sensor can decide on the quantizer output to be sent. Moreover, the averages of feature vectors for each class can be determined and shared with the receiver offline to enable class-aware compression. In most scenarios, the attribute set (14) contains the class information and its associated features. Hence, instead of compressing and transmitting each feature vector, sensors may use the average feature information which is available at both the sensors and the base station. Similar to a differential data transmission setup, the fresh information in the feature vector can be extracted by taking the difference between the new feature vector and the average feature vector of the corresponding class. Furthermore, vector quantization or compressed sensing can be employed to compress the differential feature vector. An interesting line of research in the context of class-aware compression is not only to use the class feature averages but also design a compressor for each class separately to exploit the shared knowledge of the sensors and the base station.

6.2.3. Transmission over Noisy Channels

As a further extension, joint source/channel coding resulting in more error-resilient systems can be employed [179] that are suitable for transmitting semantic information over noisy channels. In [180], the authors consider the joint design of channel-optimized vector quantization (COVQ) and rate-compatible punctured convolutional (RCPC) codes while [181] studies joint source and channel coding using multi-carrier modulation. The authors in [182] focus on image transmission where they analyze the rate-distortion behavior for joint source and channel coding with a wavelet-based sub-band source coding scheme and rate-compatible punctured convolutional (RCPC) code. Similar to these studies, a future line of research for
goal-oriented semantic communication may be to jointly optimize the source and channel coding where the desired meaning in the attribute set is transmitted to a base station in a robust manner despite the presence of channel noise.

As a concrete example of semantic communication over noisy channels, consider an \( m \)-bit quantization of the semantic information vector that is to be transmitted over a discrete memoryless channel (DMC). The \( b \)-th element of the subfeature vector \( \theta \in \mathbb{R}^d \) is quantized as \( \hat{\theta} \), where each element of \( \hat{\theta} \) can be represented by an \( m \)-bit binary sequence. As there are \( 2^m \) different \( m \)-bit sequences, let the sizes of both input and output alphabets of the DMC channel be \( 2^m \). Let us denote the \( m \)-bit input and output alphabets by \( \mathcal{I} \) and \( \mathcal{J} \), respectively, where \( \mathcal{I} = \mathcal{J} = \{c_0, c_1, \cdots, c_{2^m-1}\} \). The channel transition probabilities are denoted by

\[
P(Y = c_i | X = c_j),
\]

which corresponds to the probability of receiving the \( m \)-bit \( c_j \) sequence when the \( m \)-bit \( c_i \) sequence is transmitted. In this case, the relevant cost at the receiver side becomes

\[
L_{DMC} = \sum_{b=1}^{d} \left( \sum_{k=0}^{2^m-1} P(Y_b = c_k | X_b = x_b) l(x_b, c_k) \right),
\]

where \( P(Y_b = c_k | X_b = x_b) \) is the transition probability for the \( b \)-th element of the subfeature vector representing the probability of receiving \( m \)-bit sequence \( c_k \in \mathcal{J} \), when \( x_b \in \mathcal{I} \) is transmitted, with the corresponding cost \( l(x_b, c_k) \). Clearly, the overall cost function is assumed to be additive, and even though both \( x_b \) and \( c_k \) are \( m \)-bit binary sequences, the cost is calculated by considering their mapping into their real values, and the cost function can be one of the metrics described previously in this section. Note that \( L_{DMC} \) is the average cost that takes into account the transition probabilities of the underlying channel model. As a further extension to the DMC channel model, one may also use different channel models, e.g., a Gaussian channel. In this case, instead of using the channel transition probabilities, the conditional probability density function defined by the channel should be used, and the summation over the variable \( k \) in \( \text{(68)} \) should be replaced with an integral.

Note that while it is not explored here, joint optimization of the vector quantization with physical-layer properties to have an efficient and robust semantic communications system in practice may be an interesting research direction.

7. Conclusions and Future Research Directions

In this paper, for a structured and universal representation and efficient processing of the semantic information in signals, we propose and demonstrate a formal semantic signal processing framework in which the semantic information is represented by a graph-based structure. In the proposed framework, following a preprocessing stage of raw signals, a semantic information extractor identifies and classifies components from a set of predefined application-specific classes. The states, actions, and semantic relations among the identified components are described by another set of predefined application-specific predicates. Furthermore, along with the identification and classification of the components, each node in the graph is associated with a hierarchical set of attributes that provide additional information in an organized way. The proposed semantic signal processing framework enables the use of internally or externally defined goals that can vary with time. Using these goals, graphs can be grouped as those that are to be processed further and those that are of no interest. The further processing stages may include spatio-temporal tracking of the graph representations and a wide range of further signal processing operations on their more detailed set of attributes. At any point in the processing chain, the desired level of semantic information of those graphs which are of interest can be locally stored or shared with another processor through a communication protocol. Since a typical high bandwidth sensor data has sparse occurrences of interesting events, semantic signal processing of the sensor outputs results in remarkable compression rates. The wide range of applicability of the proposed goal-oriented semantic signal processing is illustrated over different examples and details are provided on how the proposed framework can be adapted for each use case.
The proposed semantic signal processing framework opens up multiple research directions in both theory and practice. First, available machine learning techniques should be assessed for their applicability in this framework for real-time, offline, and batch processing applications. For real-time applications where sensor data is semantically processed to observe and control the state of a system, semantic extraction should be completed within a certain deadline, depending on signal bandwidth and processing capabilities. Therefore, only those machine learning techniques that can extract semantic information with a low time complexity should be considered for this purpose. For applications that may allow offline processing such as semantic medical imaging, the semantic extraction and processing techniques must prioritize increasing the reliability of extracted meaning over the computational complexity. Based on the results of the assessment on both existing real-time and offline semantic extractors, desired features of new machine learning techniques should be identified for improved semantic extraction in the proposed framework.

Along with the new ML techniques for semantic information extraction, new goal-oriented signal processing techniques should be developed to take advantage of the available semantic information on the identified signal components. The proposed graph-based structure for the semantic information not only captures the relationship among different components through a set of application-specific predicates but also provides a hierarchical set of attributes for each component. Therefore, signal processing techniques that first identify the components of interest and then process their attributes can provide improved time complexity over conventional signal processing techniques, by prioritizing to achieve the desired accuracy of processing only on the components of interest. These algorithms should be able to set the goals of semantic filtering and semantic post-processing based on the estimated states of the components of interest. Further research on goal generation and dissemination of goals should also be performed. Mapping of the global goals defined by either human operators in a sensor network or defined by manufacturers of semantic devices at a hardware level, to local goals that can be interpreted by the pertinent device languages should also be studied.

Alternative hardware implementations of the proposed semantic signal processing framework should also be investigated. Since this framework can be implemented by using discrete subsystems or system-on-chip (SoC) architectures, a wide range of implementation alternatives exist. In the case of discrete subsystems, it is appropriate to combine the preprocessing and the semantic extraction stages in a sensor subsystem that generates data directly in the proposed graph-based structure with a hierarchical set of attributes. The aforementioned global goal definition by manufacturers can be employed in the semantic extraction stage at a hardware level, and the semantic filtering, semantic post-processing stages, and the storage unit can be built as a single subsystem. The transmission (or the storage) stage should be a versatile subsystem that can exchange relevant semantic data with a base station (or a storage unit). Detailed implementation of these subsystems should be carried out following an extensive analysis of their required specifications over multiple use cases. SoC implementation of the proposed framework will enable low-cost solutions for semantic signal processing and communication on a massive scale.

The introduction of the proposed semantic framework enables improvements over the limits imposed by the classical information theory, which is only concerned with the compression and transmission of bits as opposed to the meaning in the underlying data. In order to understand and quantify the new fundamental limits, modeling of the semantic noise, concept of information, relevant lossless compression, channel capacity and rate-distortion formulations have to be developed and computed in a variety of settings. In addition, as the goal-oriented approach also directly affects the aforementioned limits, the nature and effects of goals should be incorporated into these theoretical investigations as well. For efficient storage and communication of the desired semantic information with the proposed graph-based language model, it is essential to employ appropriate compression techniques which reduce the memory/bandwidth requirements. To compress the biadjacency matrix representations of the graph-based structure, well-known methods in the literature, e.g., Huffman coding or universal codes, can be employed. For the compression of the dominant components in the corresponding attribute sets, the use of TCQ-based quantization for these bandwidth-consuming vectors with different cost metrics is investigated in this paper; and these studies should be further extended. After identifying useful performance metrics, joint optimization of vector quantization with the physical-layer properties of the channel should be investigated for an efficient and robust system for semantic communications.

Finally, over the challenging use cases for the next generation of intelligent distributed sensor networks
and communication systems, the performance of the proposed semantic signal processing and communication methods should be compared with the available alternatives. The future of signal processing and communications requires a paradigm shift, and we believe that the proposed semantic framework may be a strong contender in developing the next generation of devices and systems whose performance surpass the limitations imposed by the classical information theory.
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