PAULI PROBLEM IN THERMODYNAMICS
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Abstract. A thermodynamic analogue of the Pauli problem (reconstruction of a wavefunction from the position and momentum distributions) is formulated. The coordinates of a quantum system are replaced by the inverse absolute temperature and other intensive quantities, and the Planck constant is replaced by the Boltzmann constant multiplied by two. A new natural mathematical generalization of the quasithermodynamic fluctuation theory is suggested and sufficient conditions for the existence of asymptotic solutions of the thermodynamic Pauli problem are obtained.

1. Introduction

Anyone who had studied statistical thermodynamics could have noticed a certain analogy between the mathematical formulae describing the quasithermodynamic fluctuations and the quantum mechanical formulae related to coherent states and the Heisenberg uncertainty principle. Take a simple example of an abstract thermodynamic system with an entropy function

\[ S = S(U, V, N), \]

where \( U \) is internal energy, \( V \) is volume, and \( N \) is the number of moles of a chemical substance (one may think of a Van der Waals gas). If we fix the volume \( V = V_0 \) and the number of moles \( N = N_0 \), and put the system in a thermostat with absolute temperature \( T = T_0 \), then the internal energy \( U \) is going to experience fluctuations \( \delta U \) around a value \( U = U_0 \) satisfying an equation \( T_0^{-1} = \partial S(U, V_0, N_0)/\partial U \) (we assume this solution is unique). The corresponding probability density \( f_{\delta U}(x) \) in a point \( x \in \mathbb{R} \) is approximately described by the normal distribution (Einstein’s formula):

\[ f_{\delta U}(x) = (2\pi k_B [-S''_{U,U}]^{-1})^{-1/2} \exp(S''_{U,U} x^2/(2k_B)), \]

where \( k_B \) is the Boltzmann constant, and \( S''_{U,U} \) is a short notation for the second derivative \( \partial^2 S(U, V, N)/\partial U^2 \) taken in \( U = U_0 \), \( V = V_0 \), \( N = N_0 \) (we assume that \( S''_{U,U} < 0 \)). The variance of \( \delta U \) is then as follows:

\[ \langle (\delta U)^2 \rangle = k_B [-S''_{U,U}]^{-1}. \]
It is quite important to stress that the internal energy $U$ is not the only quantity that is going to experience fluctuations. We have at the same time a fluctuation $\delta \beta$ of the inverse absolute temperature $\beta = \partial S(U,V_0,N_0)/\partial U$ around the value $\beta_0 := 1/T_0$. Its probability density $f_{\delta \beta}(y)$ in a point $y \in \mathbb{R}$ is approximated by the formula:

$$f_{\delta \beta}(y) = \left(2\pi k_B[-S''_{U,U}]\right)^{-1/2} \exp\left(y^2/(2k_B S''_{U,U})\right).$$

Note that $f_{\delta \beta}(y)$ coincides with the probability density of the linearly transformed random variable $S''_{U,U}\delta U$. For the variance of $\delta \beta$ we have:

$$\langle (\delta \beta)^2 \rangle = k_B[-S''_{U,U}],$$

so we obtain:

$$\sqrt{\langle (\delta U)^2 \rangle} \sqrt{\langle (\delta \beta)^2 \rangle} = k_B.$$

All this is very similar to the Heisenberg uncertainty relation in a coherent state. This observation was made by many authors, see for example \cite{1,2,3,4,5,6,7}. In fact the discussion of this analogy can be traced back to W. Heisenberg and N. Bohr (the complementarity principle). The non-equilibrium thermodynamics is a less explored area, but one can point out that certain stochastic models describing weakly non-equilibrium states admit a description in terms of Feynman path integrals \cite{8,9,10,11}.

Take an abstract one-dimensional quantum mechanical system described by a wavefunction

$$\psi_h(q) = \left(\frac{a}{\pi \hbar}\right)^{1/4} \exp\left(-\frac{aq^2}{2\hbar}\right),$$

where $a > 0$ is a parameter, $q$ varies over $\mathbb{R}$ corresponding to the possible values of a coordinate $Q$, $\hbar$ is the Planck constant, and $\psi_h \in L^2(\mathbb{R})$. The self-adjoint operator $\hat{Q}$ representing $Q$ acts as a multiplication by $q$, and the self-adjoint operator $\hat{P}$ representing the canonically conjugate momentum $P$ acts as a derivation $-i\hbar \partial / \partial q$. The state corresponding to $\psi_h$ is coherent, i.e. we reach the lower bound in the Heisenberg uncertainty relation:

$$\sqrt{\langle (\delta Q)^2 \rangle_h} \sqrt{\langle (\delta P)^2 \rangle_h} = \hbar/2,$$

where $\langle \cdot \rangle_h$ denotes the quantum mechanical average, $\delta Q = Q - \langle Q \rangle_h$, and $\delta P = P - \langle P \rangle_h$.

The analogy between the two formulae is too striking to neglect. The Planck constant $\hbar$ corresponds to the Boltzmann constant $k_B$ multiplied by two, but to develop this analogy one needs answer the following question: What is a “thermodynamic wavefunction”? In the present paper I suggest to attack this question via the so-called Pauli
Problem. The Pauli problem is basically a problem of a reconstruction of a quantum mechanical wave function based on the directly available experimental data. Around 1933 W. Pauli has asked the following: to what extent is a quantum mechanical wavefunction $\psi(q) \in L^2(\mathbb{R})$ determined by the corresponding marginal distributions

$$I(q) = |\psi(q)|^2, \quad J(p) = |\tilde{\psi}(p)|^2,$$

of coordinates $q \in \mathbb{R}$ and momenta $p \in \mathbb{R}$,

$$\tilde{\psi}(p) := \frac{1}{(2\pi\hbar)^{1/2}} \int_{\mathbb{R}} dq e^{ipq/\hbar} \psi(q).$$

The probability densities $I(q)$ and $J(p)$ (assuming $\|\psi\| = 1$) is something we can see directly in an experiment (modulo the subsets of Lebesgue measure zero). Therefore the task is to reconstruct a wavefunction $\psi$ from a given pair of probability densities $(I, J)$. It turns out that the problem is quite complicated (W. Pauli himself had not given a complete answer). A generalization for a $d$-dimensional quantum system is straightforward. It is also of interest to point out that there exists a tomographic generalization of this problem (for a review, see [12]): one is required to reconstruct a density operator $\hat{\rho}$ on $L^2(\mathbb{R})$, $\hat{\rho}^\dagger = \hat{\rho} \geq 0$, $\text{Tr} \hat{\rho} = 1$, rather than a wavefunction $\psi$, based on the marginal densities $I_{\mu,\nu}(z)$, $z \in \mathbb{R}$, corresponding to the observables $\mu Q + \nu P$, where $\mu$ and $\nu$ vary over $\mathbb{R}$. This problem is known to have a solution.

It turns out that a solution of the Pauli problem to construct $\psi$ out of a given pair $(I, J)$ does not need to be unique. Take as an example the following function:

$$\psi_{a,b,c}(q) = (2a/\pi)^{1/4} \exp(-i(a + ib)q^2 + icq),$$

where $a \in \mathbb{R}_{>0}$, $b \in \mathbb{R}\backslash\{0\}$, $c \in \mathbb{R}$. It is straightforward to check that

$$|\psi_{a,b,c}(q)|^2 = |\psi_{a,-b,c}(q)|^2, \quad |\tilde{\psi}_{a,b,c}(p)|^2 = |\tilde{\psi}_{a,-b,c}(p)|^2,$$

for $q, p \in \mathbb{R}$.

The main idea of the present paper is to consider the experimental data about the fluctuations of internal energy $\delta U$ and inverse absolute temperature $\delta B$ as an input data for the Pauli problem. More precisely, we may assume that we are given a pair of probability densities $w_{\delta U}(x)$ and $w_{\delta B}(y)$ of a more general shape than the Gauss exponents $f_{\delta U}(x)$ and $f_{\delta B}(y)$. The aim is to span a “wavefunction” over $w_{\delta U}(x)$ and $w_{\delta B}(y)$. In the main part of the paper I investigate when this is actually possible, i.e. when does a thermodynamic wavefunction exist. It turns out that typically such a function can not be constructed, but on the other hand this only implies that the corresponding state is not pure.
In other words, for a complete picture one needs to investigate a $d$-dimensional quantum tomographic problem in thermodynamics.

On the other hand, a thermodynamic wavefunction exists if we assume that the fluctuations are described by the Gauss exponents $f_{SU}(x)$ and $f_{SB}(y)$ precisely. Furthermore, it is known that the quasithermodynamic fluctuation theory based on these exponents is quite useful in practice and really works. Therefore it is natural to consider an analogue of a semiclassical asymptotics $\hbar \to 0$ which in this case we may denote as $2k_B \to 0$. In the second part of the paper I study the asymptotics of the thermodynamic Pauli problem corresponding to a vanishing Boltzmann constant and formulate a sufficient condition of existence of asymptotic solutions. The non-uniqueness of a solution in this case yields, in particular, a new mathematical generalization of the quasithermodynamic fluctuation theory.

The general motivation for the present work comes from the idea to “quantize” thermodynamics in the sense of V.P. Maslov [13, 14, 15, 16, 17]. Note that in [18] the “thermodynamic” terminology (enthalpy, entropy, etc.) is used to describe a (non-linear) complex germ on a Lagrangian manifold. One can look at the Lagrangian manifolds which emerge in thermodynamics and apply the semiclassical methods (the tunnel canonical operator [19]) to study the asymptotics of the partition function of a system with respect to a large number of particles. A generalization of thermodynamics in this spirit is also of great interest in the context of quantum gravity [20, 21, 22, 23].

Note that “quantization” of thermodynamics uses a different quantization parameter than $\hbar$. In this sense it is not exactly “quantum” thermodynamics (the thermodynamics of small systems) where the aim is to construct a kind of mixture (a grand unification) of quantum mechanical and thermodynamic pictures [24, 25, 26, 27, 28] (i.e. both $\hbar$ and $k_B$ are involved). At the same time, a thermodynamic wavefunction in the sense as considered in the present paper (a “deformation” of quasithermodynamics) is an extremely natural concept.

2. THERMODYNAMIC LAGRANGIAN MANIFOLDS

The concept of a Lagrangian manifold [18, 19] provides perhaps the most natural way to axiomatize phenomenological thermodynamics. Note that in phenomenological thermodynamics we do not have a notion of a “number of particles” and the Boltzmann constant $k_B$ is also not there. Instead, we work with the number of moles $N$ of a chemical substance. In this sense, phenomenological thermodynamics is related to statistical thermodynamics like classical mechanics is related
The importance of this analogy is stressed in [13]. The idea of “quantization” of energy (i.e. partitioning it into quanta) leads to an introduction of the Planck constant \( \hbar \). Similarly, the idea of “quantization” of matter (i.e. partitioning it into corpuscles) leads to an introduction of the Boltzmann constant \( k_B \). The number of particles (corpuscles) in one mole is the Avogadro number, 

\[ N_A = \frac{R}{k_B}, \]

where \( R \) is the universal gas constant – a physical constant present at the level of phenomenological thermodynamics.

Take a simple one-component thermodynamic system described by absolute temperature \( T \), volume \( V \), and number of moles \( N \). Denote:

- \( U \) – the internal energy,
- \( S \) – the entropy,
- \( p \) – the pressure, and
- \( \mu \) – the chemical potential.

Then on the states of thermodynamic equilibrium we have:

\[ dU = T \, dS - p \, dV + \mu \, dN. \]

It is convenient to denote

\[ \beta := \frac{1}{T}, \quad \tilde{p} := \frac{p}{T}, \quad \tilde{\mu} := \frac{-\mu}{T}, \]

and to rewrite this equation as

\[ dS = \beta \, dU + \tilde{p} \, dV + \tilde{\mu} \, dN. \]

Assume that \((U, V, N)\) varies over a domain \( D \subseteq \mathbb{R}^3(U, V, N) \) and that \( S \) is described as a smooth function \( S = S(U, V, N) \). Then we obtain a 3-dimensional surface \( \Lambda \subset \mathbb{R}^6(\beta, \tilde{p}, \tilde{\mu}, U, V, N) \) described by the equations:

\[
\beta = \frac{\partial S(U, V, N)}{\partial U}, \quad \tilde{p} = \frac{\partial S(U, V, N)}{\partial V}, \quad \tilde{\mu} = \frac{\partial S(U, V, N)}{\partial N}.
\]

It is a common practice to write these derivatives as \( (\partial S/\partial U)_{V,N} \), \( (\partial S/\partial V)_{U,N} \), and \( (\partial S/\partial N)_{U,V} \), respectively. The surface \( \Lambda \) is a Lagrangian manifold with respect to the symplectic structure

\[ \omega := d\beta \wedge dU + d\tilde{p} \wedge dV + d\tilde{\mu} \wedge dN, \]

i.e. the pull-back \( i_\Lambda^*(\omega) = 0 \), where \( i_\Lambda : \Lambda \rightarrow \mathbb{R}^6(\beta, \tilde{p}, \tilde{\mu}, U, V, N) \) is the canonical embedding. The first law of thermodynamics says basically that the differential 1-form \( \alpha \) on \( \Lambda \),

\[ \alpha := i_\Lambda^*(\beta \, dU + \tilde{p} \, dV + \tilde{\mu} \, dN), \]

is exact. The entropy \( S \) is an action on this Lagrangian manifold \( \Lambda \) and it is measured in the same units as \( k_B \):

\[ [S] = [k_B]. \]
Note that this is totally similar to mechanics: the mechanical action $A$ of a system is measured in the same units as $\hbar$,

$$[A] = [\hbar],$$

and if we write $A$ as a function of coordinates $q = (q_0, q_1, \ldots, q_{n-1}) \in \mathbb{R}^n$ (where $n$ is the number of degrees of freedom), $A = A(q)$, then we obtain a Lagrangian manifold $L \subset \mathbb{R}^{2n}(p, q)$, $p = (p_0, p_1, \ldots, p_{n-1})$, described by the equations $p_i = \partial A(q)/\partial q_i$, $i = 0, 1, \ldots, n - 1$ (the symplectic structure is given by $\sum_{i=0}^{n-1} dp_i \wedge dq_i$).

Let us define an abstract thermodynamic system as follows. Consider a phase space $\mathbb{R}^{2(d+1)}(\beta, E)$, $\beta = (\beta_0, \beta_1, \ldots, \beta_d)$, $E = (E_0, E_1, \ldots, E_d)$, equipped with a symplectic structure $\omega = \sum_{i=0}^{d} d\beta_i \wedge dE_i$.

In the model example considered above $d = 2$, and we may put $\beta_0 = 1/T$, $\beta_1 = p/T$, $\beta_2 = -\mu/T$, and $E_0 = U$, $E_1 = V$, $E_2 = N$. We identify an abstract thermodynamic system with a Lagrangian manifold (possibly, with a border):

$$\Lambda \subset \mathbb{R}^{2(d+1)}(\beta, E),$$

and denote by $i_\Lambda : \Lambda \rightarrow \mathbb{R}^{2(d+1)}(\beta, E)$ the canonical embedding of the system into the thermodynamic phase space $(\mathbb{R}^{2(d+1)}(\beta, E), \omega)$.

The conditions of $\Lambda$ are as follows:

(i) The manifold $\Lambda$ is connected, simply connected, and admits $E = (E_0, E_1, \ldots, E_d)$ as global coordinates.

(ii) For any $\lambda > 0$ and any $a \in \Lambda$, there exists a point $b \in \Lambda$ such that $(\beta(b), E(b)) = (\beta(a), \lambda E(a))$.

Here we write $(\beta(a), E(a)) \in \mathbb{R}^{2(d+1)}(\beta, E)$ for the coordinates of a point $a \in \Lambda$ acquired in the ambient space, and the notation $\lambda E$ is just $(\lambda E_0, \lambda E_1, \ldots, \lambda E_d)$, for $\lambda \in \mathbb{R}$, and $E = (E_0, E_1, \ldots, E_d) \in \mathbb{R}^{d+1}(E)$. The point $b \in \Lambda$ corresponding to a given $a \in \Lambda$ and $\lambda > 0$ in the condition (ii) is unique, and we denote it $b = \lambda a$. The coordinates $\beta \in \mathbb{R}^{d+1}(\beta)$ are termed the intensive coordinates of the system, and the coordinates $E \in \mathbb{R}^{d+1}(E)$ are termed its extensive coordinates.

**Proposition 1.** Assume the conditions (i) and (ii) are satisfied. Then there exists a canonical choice of an action function $\tilde{S} : \Lambda \rightarrow \mathbb{R}$,

$$d\tilde{S} = i_\Lambda^* \left( \sum_{i=0}^{d} \beta_i dE_i \right),$$
determined by the condition
\[ \hat{S}(\lambda a) = \lambda \hat{S}(a), \]
for any \( \lambda > 0 \) and \( a \in \Lambda \).

**Proof.** Fix an arbitrary point \( a_0 \in \Lambda \). Any solution of the equation for \( \hat{S} \) is of the form:
\[ \hat{S}(a) := \kappa + \int_{\gamma} \sum_{i=0}^{d} \beta_i dE_i, \]
where \( \gamma \subset \Lambda \) is a path from \( a_0 \) to \( a \), and \( \kappa \in \mathbb{R} \). Such a path always exists, since \( \Lambda \) is connected. The value of the integral does not change under continuous deformations of \( \gamma \) since \( \Lambda \) is a Lagrangian manifold, and, furthermore, it does not depend on a choice of \( \gamma \) since \( \Lambda \) is simply connected. Therefore the space of solutions of the equation for \( \hat{S} \) is parametrized by \( \kappa \in \mathbb{R} \).

Since \( \Lambda \) admits global coordinates \( E = (E_0, E_1, \ldots, E_d) \), we can define a function \( S = S(E) \) such that \( \hat{S}(a) = S(E(a)) \), for any \( a \in \Lambda \). The condition (ii) implies that \( \beta_i(a) = \beta_i(\lambda a), \quad i = 0, 1, \ldots, d, \) for any \( a \in \Lambda \), and \( \lambda > 0 \). Since \( \beta_i(a) = (\partial S(E)/\partial E_i)|_{E=E(a)}, \quad i = 0, 1, \ldots, d, \) we obtain a system of equations
\[ \frac{\partial}{\partial E_i}(\lambda^{-1}S(\lambda E) - S(E)) = 0, \]
where \( i = 0, 1, \ldots, d \). It follows that
\[ S(\lambda E) = \lambda S(E) + c(\lambda), \]
where \( c(\lambda) \) is a differentiable function, \( \lambda > 0 \). If we take another real parameter \( \mu > 0 \), then, applying the scaling twice, we obtain: on one hand, \( S(\lambda \mu E) = \lambda \mu S(E) + c(\lambda \mu) \), and, on the other hand, \( S(\lambda \mu E) = \lambda [\mu S(E) + c(\mu)] + c(\lambda) \). Therefore, we have an equation:
\[ c(\lambda \mu) = \lambda c(\mu) + c(\lambda), \quad (1) \]
where \( \lambda, \mu > 0 \). Differentiating it with respect to \( \mu \) and cancelling out the factor \( \lambda > 0 \) yields: \( c'(\lambda \mu) = c'(\mu) \), i.e. \( c' \) is a constant function. Then \( c(\mu) = p\mu + q \), where \( p, q \in \mathbb{R} \), and substituting it into the equation (1) yields: \( p\lambda \mu + q = \lambda [p\mu + q] + (p\lambda + q) \). It follows that \( \lambda(p + q) = 0 \), i.e. \( p = -q \), and we have: \( S(\lambda E) = \lambda S(E) + q(-\lambda + 1) \). Hence:
\[ S(\lambda E) - q = \lambda(S(E) - q). \]
The function \( \hat{S}_0(a) := S(E(a)) - q \) satisfies \( \hat{S}_0(\lambda a) = \lambda \hat{S}_0(a) \), where \( a \in \Lambda, \lambda > 0, \) and it is a unique function with such a property, since all other variants \( \hat{S}(a) \) differ from \( \hat{S}_0(a) \) by a constant. \( \square \)

**Definition 1.** The real function \( \hat{S} : \Lambda \to \mathbb{R} \) satisfying the conditions of the proposition 1 is termed an entropy of an abstract thermodynamic system \( \Lambda \).
Remark. We do not have a “shift of a reference point” relative to which we perceive the entropy of an abstract thermodynamic system. The entropy is canonically defined as long as we accept the extensivity of our theory (the condition (ii)).

It is now the right moment to formulate the third law of thermodynamics, which is basically a condition on $\Lambda$ at infinity:

(iii) For any sequence of points $\{a_n\}_{n=0}^{\infty} \subset \Lambda$, such that the inverse absolute temperature $\beta_0(a_n) \to +\infty$, while $E_i(a_n) = E_i(a_0)$, $i = 1, 2, \ldots, d$, as $n \to \infty$, there exists a finite limit $\lim_{n \to \infty} \hat{S}(a_n)$, and its value is the same for every such sequence.

Remark. The fact that the limit in (iii) is actually the same has quite serious implications (the Nernst theorem). For any $a_0 \in \Lambda$, if $\gamma = \{a(t)\}_{t \in [0, +\infty[} \subset \Lambda$ is a continuous curve (a process) starting at $a(0) = a_0$ and approaching the absolute zero of temperature, $\beta_0(a(t))^{-1} \to 0$, as $t \to +\infty$, then it cannot be realized as a finite union $\gamma = \bigcup_{i=0}^{n-1} \gamma_i$, $n \in \mathbb{Z}_{>0}$, of isothermic and adiabatic parts (recall that $\gamma_i$ is termed isothermic iff $\beta_0(a)^{-1}$ is constant along $a \in \gamma_i$, and $\gamma_i$ is termed adiabatic iff $\hat{S}(a)$ is constant along $a \in \gamma_i$). Intuitively, and adiabatic process is a “swift” change of the values of extensive quantities, and the isothermic process corresponds to another extreme: it is very “slow”. An informal statement of the Nernst theorem has a deep flavour of ancient Greek philosophy: it is impossible to reach the absolute zero in a finite number of steps.

Let $\hat{S} = \hat{S}(a)$ be the entropy on $\Lambda$, and let $S = S(E)$ be a function determined by $S(E(a)) = \hat{S}(a)$, for every $a \in \Lambda$, (entropy as a function of extensive coordinates). Let $I \subset \{0, 1, \ldots, d\}$. Denote $\bar{I} := \{0, 1, \ldots, d\} \setminus I$, and write:

$$I = \{i_0 < i_1 < \cdots < i_{n-1}\}, \quad \bar{I} = \{i_n < i_{n+1} < \cdots < i_d\},$$

where $n = |I|$ is the cardinality of $I$. For a phase space point $(\beta, E)$, put $\beta_I := (\beta_{i_0}, \beta_{i_1}, \ldots, \beta_{i_{n-1}})$ and $E_I := (E_{i_n}, E_{i_{n+1}}, \ldots, E_{i_d})$, and define a projection

$$\hat{\pi}_I : \mathbb{R}^{2(d+1)} \to \mathbb{R}^{d+1}, \quad (\beta, E) \mapsto (\beta_I, E_I).$$

Note that due to the condition (i) we have: $\dim(\hat{\pi}_0 \Lambda) = d + 1$, but the condition (ii) implies: $\dim(\hat{\pi}_\emptyset \Lambda) \leq d$.

Take a point $a_0 \in \Lambda$ and a subset $I \subset \{0, 1, \ldots, d\}$. Assume that there exists a neighbourhood $U \subset \Lambda$ of the point $a_0 \in U$, such that $\dim(\hat{\pi}_I U) = d + 1$. Assume that if $a \in U$ then $\lambda a \in U$, for every $\lambda > 0$. Then we can consider $(\beta_I, E_I)$ as local coordinates around $a_0 \in \Lambda$ and
define a function $S_U^I : \pi_I(U) \rightarrow \mathbb{R}$ as follows:

$$S_U^I(\beta_I(a), E_I(a)) = \hat{S}(a) - \sum_{i \in I} \beta_i(a) E_i(a),$$

for every $a \in U$. Observe that $S_U^I(\beta_I(a), \lambda E_I(a)) = S_U^I(\beta_I(\lambda a), E_I(\lambda a))$, where $\lambda > 0$, and therefore, the extensivity $\hat{S}(\lambda a) = \lambda \hat{S}(a)$ implies:

$$S_U^I(\beta_I, \lambda E_I) = \lambda S_U^I(\beta_I, E_I),$$

for any $(\beta_I, E_I) \in \pi_I(U)$ and $\lambda > 0$. The neighbourhood $U \subset \Lambda$ is described by the equations:

$$E_i = -\partial S_U^I(\beta_I, E_I)/\partial \beta_i, \quad \beta_j = \partial S_U^I(\beta_I, E_I)/\partial E_j,$$

where $i \in I$, $j \in \bar{I}$, and $(\beta_I, E_I) \in \pi_I(U)$.

Consider a particular case $I = [d]$, where

$$[d] := \{0, 1, \ldots, d - 1\},$$

and assume that $E_d(a) > 0$ for all $a \in U$ (for example, $E_d$ is the volume of the system $V$). Then we obtain $S_U^{[d]}(\beta_{[d]}, E_d) = E_d S_U^{[d]}(\beta_{[d]}, 1)$, and

$$\beta_d = S_U^{[d]}(\beta_{[d]}, 1).$$

The last equation can be perceived as a description of the projection $\pi_\emptyset(U) \subset \mathbb{R}^{d+1}(\beta)$, $\dim \pi_\emptyset(U) = d$. The way to recover $U$ from the projection $\pi_\emptyset(U)$ is given by the formulae: $E_i/E_d = -\partial S_U^{[d]}(\beta_{[d]}, 1)/\partial \beta_i$, $i \in [d]$.

3. REDUCTION OF DEGREES OF FREEDOM

If we have a collection of abstract thermodynamic systems $\Lambda_\alpha \subset \mathbb{R}^{2(d_\alpha+1)}(\beta^{(\alpha)}, E^{(\alpha)}), \quad d_\alpha \in \mathbb{Z}_{>0}, \quad \alpha = 0, 1, \ldots, n - 1$, then it is possible to construct other thermodynamic systems out of it. The most simple case is where the systems do not interact with each other. Then together they form a system (the direct product) in a phase space $\mathbb{R}^{2(d+1)}(\beta, E)$, $d = d_0 + d_1 + \cdots + d_{n-1}$, with intensive coordinates $\beta := (\beta^{(0)}, \beta^{(1)}, \ldots, \beta^{(n-1)})$, and extensive coordinates $E := (E^{(0)}, E^{(1)}, \ldots, E^{(n-1)})$, described by a Lagrangian manifold

$$\Lambda := \Lambda^{(0)} \times \Lambda^{(1)} \times \cdots \times \Lambda^{(n-1)}.$$ 

The symplectic form is $\omega := \sum_{\alpha=0}^{n-1} \sum_{i=0}^{d_\alpha} d\beta_i^{(\alpha)} \land dE_i^{(\alpha)}$, and the entropy $\hat{S} = \hat{S}(a)$ on $\Lambda$ is just a sum of the entropy functions:

$$\hat{S}(a) = \sum_{\alpha=0}^{n-1} \hat{S}_\alpha(a_\alpha).$$
where \( a = (a_0, a_1, \ldots, a_{n-1}) \in \Lambda \), and \( \hat{S}_\alpha \) is the entropy function on \( \Lambda_\alpha \), \( \alpha = 0, 1, \ldots, n - 1 \).

If the subsystems \( \Lambda_\alpha \), \( \alpha = 0, 1, \ldots, n - 1 \), begin to interact, then we can perceive it as if some of the extensive degrees of freedom are being “released”. Consider a linear non-degenerate transformation of extensive coordinates:

\[
E'_i = \sum_{j=0}^{d} C_{i,j} E_j,
\]

where \( i = 0, 1, \ldots, d \), and \( C = ||C_{i,j}||_{i,j=0}^{d} \in GL_{d+1}(\mathbb{R}) \). This lifts to a canonical transformation \( \omega = \sum_{i=0}^{d} d\beta_i \wedge dE_i = \sum_{i=0}^{d} d\beta'_i \wedge dE'_i \), if we put

\[
\beta'_i := \sum_{j=0}^{d} (C^{-1})_{i,j} \beta_j,
\]

where \( i = 0, 1, \ldots, d \). As long as the subsystems do not interact, we can hold the values of the extensive coordinates \( E'_0, E'_1, \ldots, E'_d \). An interaction with respect to the last \( d - d' \) coordinates, \( 0 \leq d' < d \), means that \( E'_{d'+1}, E'_{d'+2}, \ldots, E'_d \) are allowed to vary, so that the total system \( \Lambda \) ends up in a state with a maximum entropy (the second law of thermodynamics).

Write the entropy function \( \hat{S} \), \( a \in \Lambda \), in terms of extensive coordinates \( E' \): \( \hat{S}(a) = S'(E'(a)) \), \( a \in \Lambda \). If we start in a point \( a \in \Lambda \), and release the coordinates \( E'_{d'+1}, E'_{d'+2}, \ldots, E'_d \), then the final state \( b = b(a) \) after a relaxation to an equilibrium satisfies:

\[
E'_i(b(a)) = E'_i(a), \quad \left( \frac{\partial S'(E')}{\partial E'_j} \right) \bigg|_{E'=E'(b(a))} = 0,
\]

where \( i = 0, 1, \ldots, d' \), and \( j = d' + 1, d' + 2, \ldots, d \).

Since \( \beta'_i(a) = (\partial S'(E')/\partial E'_i)|_{E'=E'(a)} \), \( i = 0, 1, \ldots, d \), we observe that \( \beta'_j(b(a)) = 0, \quad j = d' + 1, d' + 2, \ldots, d \), and that the corresponding values of \( E'_j(b(a)) \), \( j = d' + 1, d' + 2, \ldots, d \), are determined by \( E'_i(b(a)) \), \( i = 0, 1, \ldots, d' \). This allows to define a “reduced” entropy \( \bar{S}' = S'(E') \), \( \bar{E}' = (E'_0, E'_1, \ldots, E'_{d'}) \) as follows:

\[
\bar{S}'(E'(b(a))) = S'(E'(b(a)));
\]

for any \( a \in \Lambda \). The values intensive coordinates \( \beta'_i(b(a)) \), \( i = 0, 1, \ldots, d' \), can be expressed not in terms of function \( S' = S'(E') \), but it terms of the reduced entropy \( \bar{S}' = \bar{S}'(E') \): \( \beta'_i(b(a)) = (\partial \bar{S}'(E')/\partial E'_i)|_{E'=E'(b(a))} \).

It follows that we obtain a Lagrangian manifold \( \bar{\Lambda}' := \mathbb{R}^{2(d'+1)}(\bar{\beta}', \bar{E}') \),

\[
E'_i = \sum_{j=0}^{d'} C_{i,j} E'_j,
\]

where \( i = 0, 1, \ldots, d' \), and \( C = ||C_{i,j}||_{i,j=0}^{d'} \in GL_{d'+1}(\mathbb{R}) \). This lifts to a canonical transformation \( \omega = \sum_{i=0}^{d'} d\beta'_i \wedge dE'_i = \sum_{i=0}^{d'} d\beta''_i \wedge dE''_i \), if we put

\[
\beta''_i := \sum_{j=0}^{d'} (C^{-1})_{i,j} \beta'_j,
\]

where \( i = 0, 1, \ldots, d' \). As long as the subsystems do not interact, we can hold the values of the extensive coordinates \( E''_0, E''_1, \ldots, E''_{d'} \). An interaction with respect to the last \( d' - d'' \) coordinates, \( 0 \leq d'' < d' \), means that \( E''_{d'+1}, E''_{d'+2}, \ldots, E''_{d'} \) are allowed to vary, so that the total system \( \bar{\Lambda} \) ends up in a state with a maximum entropy (the second law of thermodynamics).

Write the entropy function \( \bar{S} \), \( a \in \bar{\Lambda} \), in terms of extensive coordinates \( E'' \): \( \bar{S}(a) = S''(E''(a)) \), \( a \in \bar{\Lambda} \). If we start in a point \( a \in \bar{\Lambda} \), and release the coordinates \( E''_{d'+1}, E''_{d'+2}, \ldots, E''_{d'} \), then the final state \( b = b(a) \) after a relaxation to an equilibrium satisfies:

\[
E''_i(b(a)) = E''_i(a), \quad \left( \frac{\partial S''(E'')}{\partial E''_j} \right) \bigg|_{E''=E''(b(a))} = 0,
\]

where \( i = 0, 1, \ldots, d'' \), and \( j = d'' + 1, d'' + 2, \ldots, d' \).

Since \( \beta''_i(a) = (\partial S''(E'')/\partial E''_i)|_{E''=E''(a)} \), \( i = 0, 1, \ldots, d' \), we observe that \( \beta''_j(b(a)) = 0, \quad j = d'' + 1, d'' + 2, \ldots, d' \), and that the corresponding values of \( E''_j(b(a)) \), \( j = d'' + 1, d'' + 2, \ldots, d' \), are determined by \( E''_i(b(a)) \), \( i = 0, 1, \ldots, d'' \). This allows to define a “reduced” entropy \( \bar{S}'' = S''(E'') \), \( \bar{E}'' = (E''_0, E''_1, \ldots, E''_{d''}) \) as follows:
\[ \beta' := (\beta'_0, \beta'_1, \ldots, \beta'_d), \]
described by the equations:
\[ \beta'_i = \partial S'(E')/\partial E'_i, \]
where \( i = 0, 1, \ldots, d' \), and the symplectic structure is given by \( \omega' := \sum_{i=0}^{d'} d\beta'_i \wedge dE'_i \). This manifold is nothing else but an image of
\[ M := \{ a \in \Lambda | \beta_i(a) = 0, i = 0, 1, \ldots, d' \} \]
under the canonical projection \( \pi : \mathbb{R}^{2(d+1)}(\beta', E') \to \mathbb{R}^{2(d+1)}(\beta', E') \).

In terms of the original coordinates \((\beta, E)\), the submanifold \( M \subset \Lambda \) can be perceived as follows. We have a family of planes
\[ L_p^{(k)} := \{ E \in \mathbb{R}^{d+1} | q_0^{(k)} E_0 + q_1^{(k)} E_1 + \cdots + q_d^{(k)} E_d = p \}, \]
where \( p \in \mathbb{R} \), and the coefficients \( q^{(k)} := (q_0^{(k)}, q_1^{(k)}, \ldots, q_d^{(k)}) \) form a \((d + 1)\)-dimensional real unit vector, \( k = 0, 1, \ldots, d' \). We assume that the intersections
\[ L_{p_0,p_1,\ldots,p_{d'}} := L_{p_0}^{(0)} \cap L_{p_1}^{(1)} \cap \cdots \cap L_{p_{d'}}^{(d')} \]
are \((d - d')\)-dimensional, where \((p_0, p_1, \ldots, p_{d'}) \in \mathbb{R}^{d+1} \). Put
\[ \tilde{L}_{p_0,p_1,\ldots,p_{d'}} := \{ a \in \Lambda | E(a) \in L_{p_0,p_1,\ldots,p_{d'}} \}. \]
For every \( a \in \Lambda \), we can compute \( E(a) \), and then take the unique \( L_{p_0(a),p_1(a),\ldots,p_{d'}(a)} \) containing \( E(a) \).

The planes \( L_p^{(k)} \), \( p \in \mathbb{R}, k = 0, 1, \ldots, d' \), define basically how the subsystems of \( \Lambda \) interact with each other. Once we “switch on” the interaction, the initial point \( a \in \Lambda \) starts to move remaining in the submanifold \( \tilde{L}_{p_0(a),p_1(a),\ldots,p_{d'}(a)} \), until it finds a point \( b = b(a) \) of maximal entropy. The collection of points \( b(a) \), where \( a \) varies over \( \Lambda \) (the image of the retraction \( a \mapsto b(a) \)), yields \( M \).

**Example 1.** Consider two systems \( \Lambda^{(0)} \) and \( \Lambda^{(1)} \), with extensive coordinates \((U^{(\alpha)}, V^{(\alpha)}, N^{(\alpha)})\), \( \alpha = 0, 1 \), (internal energy, volume, number of moles). If the two systems are put in a thermal contact, then their internal energies can change as follows: \( E^{(0)} \to E^{(0)} + x, E^{(1)} \to E^{(1)} - x \), where \( x \in \mathbb{R} \) is a parameter. The other extensive parameters (volumes and numbers of moles) in this case remain fixed.

Assume that there is another channel for a change of state: \( E^{(0)} \to E^{(0)} + y, E^{(1)} \to E^{(1)} - y, N^{1} \to N^{(1)} - qy \), where \( y \in \mathbb{R} \) is a parameter, and \( q > 0 \) is a constant. Then the total picture is as follows: \( E^{(0)} \to E^{(0)} + x + y, E^{(1)} \to E^{(1)} - (x + y) \), and \( N^{(1)} \to N^{(1)} - qy \), while the other extensive quantities \( N^{(0)}, V^{(0)}, \) and \( V^{(1)} \), are fixed. Observe that...
\( E^{(0)} + E^{(1)} \) is also fixed. Define a linear transformation of extensive coordinates:
\[
(E'_0, E'_1, \ldots, E'_5) := (E^{(0)} + E^{(1)}, N^{(0)}, V^{(0)}, V^{(1)}, (E^{(0)} - E^{(1)})/2, N^{(1)}).
\]
The corresponding transformation of \((\beta^{(\alpha)}, \tilde{\mu}^{(\alpha)}, \tilde{\mu}^{(\alpha)}), \alpha = 0, 1 \) (inverse absolute temperature, pressure over temperature, and minus chemical potential over temperature) is of the shape:
\[
(\beta'_0, \beta'_1, \ldots, \beta'_5) := ((\beta^{(0)} + \beta^{(1)})/2, \tilde{\mu}^{(0)}, \tilde{\mu}^{(0)}, \tilde{\mu}^{(1)}, \beta^{(0)} - \beta^{(1)}, \tilde{\mu}^{(1)}).
\]
Reduce the thermodynamic system \( \Lambda = \Lambda^{(0)} \times \Lambda^{(1)} \) with respect to the last two degrees of freedom in the transformed coordinates. A point \( a \in \Lambda \) retracts to a point \( b = b(a) \) satisfying the conditions \( \beta'_4(b(a)) = 0 \), and \( \beta'_5(b(a)) = 0 \). We conclude:
\[
\beta^{(0)} - \beta^{(1)} = 0, \quad \tilde{\mu}^{(1)} = 0,
\]
in a state of thermodynamic equilibrium. This example mimics the black body radiation in a thermostat: the temperature of the radiation acquires the temperature of the thermostat, and its chemical potential vanishes.

**Example 2.** Consider a system \( \Lambda \) consisting of three chemical substances \((A, B, \text{and } C)\) with an entropy function \( S = S(U, V, N_0, N_1, N_2) \), where \( U \) is the internal energy, \( V \) is volume, and \( N_0, N_1, N_2 \) are the number of moles of the substances \( A, B, \text{and } C \), respectively. Consider the following chemical reaction:
\[
A + B \rightleftharpoons 2C.
\]
Note that the stoichiometric coefficients are well-defined already on the level of phenomenological thermodynamics. The number of moles can undergo the following changes: \( N_0 \rightarrow N_0 - x, N_1 \rightarrow N_1 - x, N_2 \rightarrow N_2 + 2x \), where \( x \in \mathbb{R} \) is a parameter. We observe that the quantities \( D := N_0 - N_1 \) and \( N := N_0 + N_1 + N_2 \) are fixed. Introduce the extensive coordinates \((E'_0, E'_1, \ldots, E'_4) = (U, V, D, N, N_3)\) and reduce the system with respect to \( N_3 \). We have: \( N_0 = (N + D - N_3)/2 \), and \( N_1 = (N - D - N_3)/2 \), so the intensive quantity \( \beta'_4 \) corresponding to \( E'_4 = N_3 \) is of the shape: \( \beta'_4 = -(\tilde{\mu}_1 + \tilde{\mu}_2)/2 + \tilde{\mu}_3 \), where \( \tilde{\mu}_0, \tilde{\mu}_1, \) and \( \tilde{\mu}_2 \) are the intensive coordinates corresponding to \( N_1, N_2, N_3 \), respectively (the minus chemical potentials over the absolute temperature). If we start in a point \( a \in \Lambda \), then the final point \( b = b(a) \) satisfies \( \beta'_4(b(a)) = 0 \), i.e. we obtain an equation
\[
-\tilde{\mu}_0 - \tilde{\mu}_1 + 2\tilde{\mu}_2 = 0.
\]
describing a 4-dimensional submanifold \( M \subset \Lambda \). In physical chemistry one obtains different characterizations of this surface depending on a chosen model. Consider, for instance, the following one: \( U(b(a)) = U(a), V(b(a)) = V(a), \) and the values of \( N_0(b(a)), N_1(b(a)), \) and \( N_2(b(a)) \), are of the shape \( N_0(b(a)) = N_0(a) - x, N_1(b(a)) = N_1(a) - x, \) and \( N_2(b(a)) = N_2(a) + 2x \), with \( x \) being a solution of the equation

\[
K = \frac{(N_2(a) + 2x)^2}{(N_0(a) - x)(N_1(a) - x)},
\]

where \( K \in \mathbb{R}_{>0} \) is the chemical equilibrium constant (the powers of the factors in the numerator and the denominator are the stoichiometric coefficients). In our case this is just a quadratic equation on \( x \). If \( K \to +0 \), then in the limit we obtain: \((2x + N_2(a))^2 = 0, \) i.e. \( x = -N_2(a)/2, \) so the limit of the entropy (as a function \( \hat{S} \) on the manifold \( \Lambda \)) in the final state \( b(a) \) is of the shape:

\[
\hat{S}(b(a)) = S(U(a), V(a), N_0(a) + N_2(a)/2, N_1(a) + N_2(a)/2, 0),
\]

i.e. the chemical equilibrium is shifted completely to the left. On the other hand, if \( K \to +\infty \), then in the limit we have: \((x - N_0(a))(x - N_1(a)) = 0. \) Since the quantities \( N_0(a) - x \) and \( N_1(a) - x \) must be non-negative, we obtain: \( x = \min\{N_0(a), N_1(a)\} \). It follows that \( N_0(b(a)) = 0 \), if \( N_0(a) < N_1(a) \), and that \( N_1(b(a)) = 0 \), if \( N_0(a) > N_1(a) \). The chemical equilibrium is shifted completely to the right. If \( N_0(a) = N_1(a) \) then

\[
\hat{S}(b(a)) = S(U(a), V(a), 0, 0, N_0(a) + N_1(a) + N_2(a)),
\]

i.e. \( A \) and \( B \) have reacted completely (since there was no excess of any of the substances) and everything has turned into \( C \).

\[\Diamond\]

Example 3. Consider a system \( \Lambda = \Lambda^{(0)} \times \Lambda^{(1)} \) which is a direct product of two copies of the system considered in the previous example. We have the extensive coordinates \( (U^{(a)}, V^{(a)}, N_0^{(a)}, N_1^{(a)}, N_2^{(a)}) \) for each subsystem \( \alpha = 0, 1 \). Assume first that the chemical reaction is totally suppressed and that the subsystems can exchange the internal energies and the chemical substances. Introduce the extensive coordinates \( U := U^{(0)} + U^{(1)}, \) and \( N_i := N_i^{(0)} + N_i^{(1)}, i = 0, 1, 2 \). The reduction with respect to the coordinates \( D := (U^{(0)} - U^{(1)})/2 \) and \( D_i := (N_i^{(0)} - N_i^{(1)})/2, i = 0, 1, 2 \), yields a submanifold \( M \subset \Lambda \) described by the equations: \( \beta_0^{(0)} - \beta_0^{(1)} = 0, \) and \( \mu_i^{(0)} - \mu_i^{(1)} = 0, i = 0, 1, 2, \) i.e. the temperatures and the chemical potentials of the substances become equal in the subsystems. If we take \( a \in \Lambda \), then after a relaxation
to equilibrium we obtain $b(a) \in M$. The restriction of the entropy function $\hat{S}|_M$ written in terms of the coordinates $(U, V^{(0)}, V^{(1)}, N_0, N_1, N_2)$ yields a generating function $\hat{S} = \hat{S}(U, V^{(0)}, V^{(1)}, N_0, N_1, N_2)$ of the Lagrangian manifold $\hat{\Lambda}$ of the reduced system.

Switch on the chemical reaction $A + B \rightleftharpoons 2C$ (the chemical equilibrium constant is $K$). In accordance with formula (2) of the previous example, our point $b(a) \in M$ should retract now to a point $c(a) \in \hat{M}$ on a submanifold $\hat{M} \subset \hat{\Lambda}$ described by the equation $N_2^2/(N_0N_1) = K$.

It is quite of interest to consider the following special case (the Gibbs paradox). Let $a \in \Lambda$ correspond to

$$(N_0^{(0)}(a), N_1^{(0)}(a), N_2^{(0)}(a)) = (n, 0, 0),$$

$$(N_0^{(1)}(a), N_1^{(1)}(a), N_2^{(1)}(a)) = (0, n, 0),$$

where $n \in \mathbb{R}_{>0}$. Let $V^{(0)}(a) = V^{(1)}(a) = v$ and $U^{(0)}(a) = U^{(1)}(a) = u$, where $u, v \in \mathbb{R}_{>0}$. Denote the entropy corresponding to the initial point $a \in \Lambda$ as $S_{in}(a)$. Denote the entropy corresponding to the final point $c(a) \in \hat{M}$ as $S_{out}(a; K)$. We have:

$$S_{in}(a) = S(u, v, n, 0, 0) + S(u, v, 0, n, 0),$$

where $S$ is the entropy as a function of extensive coordinates from the previous example. At the same time:

$$\lim_{K \to +0} S_{out}(a; K) = S(2u, 2v, n, n, 0),$$

and

$$\lim_{K \to +\infty} S_{out}(a; K) = S(2u, 2v, 0, 0, 2n).$$

The mixing entropy

$$S_{mix}(a; K) := S_{out}(a; K) - S_{in}(a)$$

can vary depending on the parameter $K$. Suppose now that the chemical substances $A$ and $B$ are very-very similar. For example, we measure this similarity in terms of molar masses $M_0$ and $M_1$, respectively. Let the chemical reaction $A + B \rightleftharpoons 2C$ consist in creating a substance $C$ with a molar mass $M_2 = (M_0 + M_1)/2$. Put

$$\varepsilon := |M_0 - M_1|/M_2.$$ 

Let $K = K(\varepsilon)$ smoothly depend on this parameter in such a way that $K(\varepsilon) \ll 1$, if $\varepsilon < \varepsilon_0/2$, and $K(\varepsilon) \gg 1$, if $\varepsilon > \varepsilon_0$, where $\varepsilon_0 \in \mathbb{R}_{>0}$.

Fix $M_2 = M \in \mathbb{R}_{>0}$, and denote the entropy function of the chemical substance with this molar mass as $S_M = S_M(U, V, N)$, where $U$ is the internal energy, $V$ is the volume, and $N$ is the number of moles. If
\[ \varepsilon < \varepsilon_0/2, \text{ then we do not “see” a difference between the substances } A, \text{ B, and } C, \text{ and therefore:} \]

\[ S_{\text{mix}}(a; K(\varepsilon)) \approx S_M(2u, 2v, 2n) - 2S_M(u, v, n) = 0, \]

due to the extensivity of the entropy function. On the other hand, if \( \varepsilon > \varepsilon_0 \), then we can clearly state that \( A, B, \text{ and } C, \) are different, and there appears an observable jump \( S_{\text{mix}}(a; K(\varepsilon)) > 0. \) If we put \( S(2u, 2v, n, n, 0) = 2S_M(u, 2v, n), \) and take

\[ S_M(U, V, N) = k_B N \log \left( \frac{k_B}{R} \right)^{7/2} \frac{4\pi M}{3(2\pi^2)^2 N} \frac{V}{N} \left( \frac{U}{N} \right)^{3/2} + \frac{5}{2}, \]

(the Suckur-Tetrode equation for \( N \) moles of a monoatomic gas in three dimensions), then in the region \( \varepsilon > \varepsilon_0 \) we obtain:

\[ S_{\text{mix}}(a; K(\varepsilon)) \approx 2k_B N \log(2). \]

This is precisely the jump of entropy considered in many discussions about the Gibbs paradox. The present example mimics a resolution of the Gibbs paradox in statistical physics suggested in [29]. This resolution is based on a construction of a kind of “number-theoretic” Bose gas of fractional dimension \( d = 2\gamma + 1, 0 < \gamma \leq 1, \) but loosely speaking the philosophy can be reformulated as follows. Take a gas of identical “red” particles and a similar gas of identical “blue” particles (assume that all other parameters like mass, size, etc. of the particles are the same). Then the result of mixing is not a gas of particles some of which are “red”, and some of which are “blue”. The “correct” answer: the result is a gas of identical “purple” particles. These colours correspond to different dimensions of the number-theoretic Bose gas. In the present example, the substance \( A \) is, for instance, “red”, the substance \( B \) is “blue”, and the substance \( C \) is “purple”. The chemical reaction \( A + B \rightleftharpoons 2C \) can be perceived as a “loss of identity”.

\[ \Diamond \]

4. QUASITHERMODYNAMIC FLUCTUATIONS

Take an abstract thermodynamic system \( \Lambda \subset \mathbb{R}^{2(d+1)}(\beta, E) \) (a Lagrangian manifold with respect to the canonical symplectic structure \( \sum_{i=0}^{d} d\beta_i \wedge dE_i \) satisfying the conditions (i), (ii), and (iii)). A reduction with respect to the extensive coordinates \( E_{d'+1}, E_{d'+2}, \ldots, E_d, \) where \( d' < d \) defines a retraction \( \Lambda \to M, a \mapsto b(a) \), to a submanifold \( M \subset \Lambda \) of dimension \( \dim M = d' + 1. \)

In quasithermodynamics the reduced thermodynamic quantities \( E_j, j = d'+1, d'+2, \ldots, d, \) are not exactly fixed, but they fluctuate around the equilibrium values \( E_j(b), j = d'+1, d'+2, \ldots, d, \) where \( a \in M. \) The fluctuations are described by a collection of random variables
\[ \delta E_{[d'+1,d]} := (\delta E_{d'+1}, \delta E_{d'+2}, \ldots, \delta E_d). \] It is convenient to introduce the following concept.

**Definition 2.** An abstract thermodynamic system \( \Lambda \subset \mathbb{R}^{2(d+1)}(\beta, E) \) with an entropy function \( S = S(E) \) is termed linearly stable iff for every \( I \subset \{0,1,\ldots,d\} \), \( 1 \leq |I| \leq d \), and \( a \in \Lambda \), the symmetric matrix obtained from the symmetric matrix \( \|(\partial^2 S(E)/\partial E_i \partial E_j)|_{E=E(o)}\|_{i,j=0}^d \) by deleting the rows \( i \notin I \) and the columns \( j \notin I \), is negative. Denote this matrix as \( S''_I(a) \).

Assume that our thermodynamic system \( \Lambda \) is linearly stable. Then, in particular, \( S''_{[d'+1,d]}(a) < 0 \), \( a \in \Lambda \), where

\[ [d'+1,d] := \{d'+1, d'+2, \ldots, d\}. \]

In quasithermodynamics the random vector \( \delta E_{[d'+1,d]} \) is taken to be Gaussian with the joint density distribution function

\[
\begin{align*}
 f_{\delta E_{[d'+1,d]}}(x; a) &= \frac{(\det [-S''_{[d'+1,d]}(a)])^{1/2}}{(2\pi k_B)^{(d-d')/2}} \times \\
 &\quad \times \exp \left\{ -\frac{1}{2k_B} \sum_{i,j=1}^{d-d'} x_i [-S''_{[d'+1,d]}(a)]_{i,j} x_j \right\}, \quad (3)
\end{align*}
\]

where \( x = (x_1, x_2, \ldots, x_{d-d'}) \in \mathbb{R}^{d-d'} \), and \( a \in M \subset \Lambda \).

**Remark.** Note that by introducing a new physical constant \( k_B \) into the theory (the Boltzmann constant) we actually make a step outside the paradigm of phenomenological thermodynamics.

It is quite remarkable, that (according to Einstein) the associated **intensive** quantities \( \beta_{[d'+1]} := (\beta_{d'+1}, \beta_{d'+2}, \ldots, \beta_0) \) fluctuate as well. The equilibrium values in this case are \( \beta_{[d'+1]}(a) = (0,0,\ldots,0) \), \( a \in M \subset \Lambda \), and the fluctuations \( \delta \beta_{[d'+1]} := (\delta \beta_{d'+1}, \delta \beta_{d'+2}, \ldots, \delta \beta_0) \) form a Gaussian random vector with a joint density distribution function

\[
\begin{align*}
 f_{\delta \beta_{[d'+1,d]}}(y) &= \frac{1}{(2\pi k_B)^{(d-d')/2}(\det [-S''_{[d'+1,d]}(a)])^{1/2}} \times \\
 &\quad \times \exp \left\{ -\frac{1}{2k_B} \sum_{i,j=1}^{d-d'} y_i [-S''_{[d'+1,d]}(a)]^{-1}_{i,j} y_j \right\}, \quad (4)
\end{align*}
\]

where \( y = (y_1, y_2, \ldots, y_{d-d'}) \in \mathbb{R}^{d-d'} \), and \( a \in M \subset \Lambda \).

The classical probability theory (the axiomatics of A. N. Kolmogorov) identifies random variables with measurable functions on a space of events. More precisely, there is a probability model \( (\Omega, \mathcal{F}, P) \), where \( \Omega \)
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is a set of elementary events, $\mathcal{F}$ is a $\sigma$-algebra of events on $\Omega$, and $P$ is a probability measure on $(\Omega, \mathcal{F})$. The fluctuations $\delta E_j$ and $\delta \beta_j$, $j = d' + 1, d' + 2, \ldots, d$, are measurable functions $\delta E_j : (\Omega, \mathcal{F}) \to (\mathbb{R}, \mathcal{B}(\mathbb{R}))$ and $\delta \beta_j : (\Omega, \mathcal{F}) \to (\mathbb{R}, \mathcal{B}(\mathbb{R}))$, where $\mathcal{B}(\mathbb{R})$ is the Borel $\sigma$-algebra on the real line $\mathbb{R}$.

Why would we actually assume that the fluctuations $\delta E_j, \delta \beta_j, j \in [d' + 1, d]$ should be modelled on a single probability space $(\Omega, \mathcal{F}, P)$? In quantum mechanics, if we consider the fluctuations of coordinates and momenta, this is not even possible (invoke Bell’s inequalities [30] and the Kochen-Specker type configurations (for an example, see [31])).

There we have a statistical operator $\hat{\rho} = \hat{\rho}^\dagger \geq 0$, $\text{Tr} \hat{\rho} = 1$, acting on a Hilbert space $\mathcal{H}$, in place of a probability measure $P$ on $(\Omega, \mathcal{F})$. In other words:

*It is natural to expect that if the thermodynamic system becomes smaller and smaller, then the probability model describing the fluctuations of extensive and intensive quantities becomes more and more quantum.*

More precisely, we expect that we can attach a Hilbert space $\mathcal{H}(a)$ to every point $a \in M \subset \Lambda$, and that the fluctuations $\delta E_i$ and $\delta \beta_j$ can be represented by self-adjoint operators $\hat{Q}_i$ and $\hat{P}_j$, respectively, $i, j \in [d' + 1, d]$. In the present paper I investigate the most natural possibility to define these operators.

**Theorem 1.** Let $\Lambda \subset \mathbb{R}^{2(d+1)}$ be an abstract linearly stable thermodynamic system with an entropy function $S = S(E)$, where $E = (E_0, E_1, \ldots, E_d)$ are the extensive coordinates. Let $M \subset \Lambda$ be the submanifold corresponding to a reduction of degrees of freedom associated with $\{E_j\}_{j \in [d'+1,d]}$, where $d' < d$. Put $\mathcal{H}(a) := L^2(\mathbb{R}^{d-d'})$, for every $a \in M$. Then there exists $\psi(x; a) \in \mathcal{H}(a)$, where $x = (x_1, x_2, \ldots, x_{d-d'})$ varies over $\mathbb{R}^{d-d'}$, such that

$$f_{\delta E_{[d'+1,d]}}(x; a) = |\psi(x; a)|^2, \quad f_{\delta \beta_{[d'+1,d]}}(y; a) = |\tilde{\psi}(y; a)|^2,$$

where $\tilde{\psi}(y; a)$, $y = (y_1, y_2, \ldots, y_{d-d'}) \in \mathbb{R}^{d-d'}$, is the $(2k_B)$-Fourier transform of $\psi(x; a)$ with respect to $x$.

**Proof.** Recall, that $h$-Fourier transform of $\varphi(x) \in L^2(\mathbb{R}^n)$ is defined as follows:

$$\tilde{\varphi}(y) := (2\pi h)^{n/2} \int_{\mathbb{R}^n} dx e^{-iyx/h} \varphi(x),$$
where \( h > 0, \ y \in \mathbb{R}^n, \ n \in \mathbb{Z}_{>0}. \) If \( A = \|A_{i,j}\|_{i,j=1}^n > 0 \) is a constant matrix, then for

\[
\varphi_h(x; A) := \frac{2^{n/4}(\det A)^{1/4}}{(2\pi h)^{n/4}} \exp \left\{ -\frac{1}{2h} \sum_{i,j=1}^n x_i A_{i,j} x_j \right\},
\]

where \( x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}, \) we have: \( \int_{\mathbb{R}^n} dx \left| \varphi_h(x) \right|^2 = 1, \) and the \( h \)-Fourier transform of \( \varphi_h(x; A) \) with respect to \( x \) is of the shape \( \tilde{\varphi}_h(y; A) = \varphi_h(y; A^{-1}) \). Take \( a \in M \subset \Lambda \) and substitute:

\[
n = d - d', \quad h = 2k_B, \quad A = -S''_{[d'+1,d]}(a).
\]

It is straightforward to check that

\[
\psi(x; a) := \varphi_{2k_B}(x; -S''_{[d'+1,d]}(a))
\]

realizes the statement of the theorem. \( \square \)

**Remark.** If we perceive the function constructed in the theorem in analogy with a coherent state in quantum mechanics, then we make a deep philosophical “discovery”: the Planck constant \( h \) corresponds to the Boltzmann constant \( k_B \) multiplied by two.

Do other thermodynamic wavefunctions \( \psi(x; a) \in L^2(\mathbb{R}^{d-d'}) \) make sense or is it just a fancy property of Gaussian exponents? At least it is natural to expect that the functions “similar” to \( \varphi_{2k_B}(x; -S''_{[d'+1,d]}(a)) \) do make sense and can describe a deviation of the state of the system from the thermodynamic equilibrium. Take \( x^0 \in \mathbb{R}^{d-d'} \) and \( y^0 \in \mathbb{R}^{d-d'} \) and consider a complex thermodynamic “wavefunction”

\[
\psi_{x^0,y^0}(x; a) := e^{i y^0 x/(2k_B)} \varphi_{2k_B}(x - x^0; -S''_{[d'+1,d]}(a)).
\]

Note that the corresponding Weyl-Wigner function (\( 2k_B \) in place of \( h \)) is a Gaussian exponent concentrated in a point \((x^0, y^0) \in \mathbb{R}^{2(d-d')} (x, y).\)

Can thermodynamic “wavefunctions” be complex? Put

\[
\hat{Q}_j := x, \quad \hat{P}_j := -i(2k_B) \frac{\partial}{\partial x_j},
\]

for \( j = 1, 2, \ldots, d - d' \) (self-adjoint operators on \( L^2(\mathbb{R}^{d-d'}(x)) \) corresponding to multiplication and derivation). Then for the moments of the fluctuations \( \delta E_{d+j} \) and \( \delta \beta_{d+j} \) in a state of thermodynamic equilibrium \( a \in M \subset \Lambda \) we have:

\[
\langle (\delta E_{d+j})^m \rangle = \int_{\mathbb{R}^{d-d'}} dx \psi_{0,0}^*(x; a), \hat{Q}_j^m \psi_{0,0}(x; a),
\]

\[
\langle (\delta \beta_{d+j})^m \rangle = \int_{\mathbb{R}^{d-d'}} dx \psi_{0,0}^*(x; a), \hat{P}_j^m \psi_{0,0}(x; a),
\]
where \( m \in \mathbb{Z}_{>0} \), \( j = 1, 2, \ldots, d - d' \), and the star denotes the complex conjugation. In particular: \( \langle \delta E_{d'+j} \rangle = 0 \) and \( \langle \delta \beta_{d'+j} \rangle = 0 \), \( j = 1, 2, \ldots, d - d' \). If we replace \( \psi_{0,o}(x; a) \) with \( \psi_{x,y}(x; a) \), then we obtain:

\[
\langle \delta E_{d'+j} \rangle = x_j^0, \quad \langle \delta \beta_{d'+j} \rangle = y_j^0,
\]

where \( j = 1, 2, \ldots, d - d' \).

Consider a model example. Let \( \Lambda = \Lambda^{(0)} \times \Lambda^{(1)} \) be a thermodynamic system consisting of two subsystems with entropy functions \( S^{(\alpha)} = S^{(\alpha)}(U^{(\alpha)}, V^{(\alpha)}, N^{(\alpha)}) \), \( \alpha = 0, 1 \) (the arguments are internal energy, volume, and number of moles). Put \((E_0, E_1, \ldots, E_5) = (U^{(0)} + U^{(1)}, V^{(0)}, N^{(0)}, V^{(1)}, N^{(1)}, (U^{(0)} - U^{(1)})/2)\), and reduce with respect the coordinate \( E_5 \). We have \( d' = 4 \). The systems are in thermal contact. Consider a discrete analogue of the process of the exchange of energy. Suppose that it takes place in “quanta” and in discrete steps in time: a subsystem \( \alpha = 0 \) can release a fixed amount of energy \( u > 0 \) and the system \( \alpha = 1 \) then absorbs it, or vice versa: the system \( \alpha = 1 \) releases \( u > 0 \) and the system \( \alpha = 0 \) absorbs it. If there is a tendency that one of the cases takes place more often than the other then we obtain a non-zero value of \( \langle \delta E_5 \rangle \), which can be interpreted as an existence of a flow of internal energy from one system to another. The intensive coordinate \( \beta_5 \) corresponding to \( E_5 = (U^{(0)} - U^{(1)})/2 \) is \( \beta_5 = \beta^{(0)} - \beta^{(1)} \), where \( \beta^{(\alpha)} \) is the inverse absolute temperature in the subsystem \( \alpha = 0, 1 \). A tendency to observe more often that one of the quantities \( \beta^{(0)}, \beta^{(1)} \) is greater than the other, leads to a non-zero value of \( \langle \delta \beta_5 \rangle \). It can be interpreted as a gradient in inverse temperature, i.e. as an existence of a thermodynamic force. In a state of thermodynamic equilibrium the thermodynamic forces and flows vanish. We conclude that a complex thermodynamic wavefunction \( \psi_{x,y}(x; a) \) could describe a state near a thermodynamic equilibrium \( a \in M \subset \Lambda \) with non-zero thermodynamic forces and flows.

Remark. For the fluctuations \( \delta \beta_j, \delta E_l, \ j, l \in [d' + 1, d] \), in the state \( \psi_{0,0}(\cdot; a) \) holds:

\[
\int dx \psi_{0,0}^*(x; a)((\tilde{P}_j \tilde{Q}_l + \tilde{Q}_l \tilde{P}_j)/2)\psi_{0,0}(x; a) = 0,
\]

where \( j, l \in [d' + 1, d] \). Therefore, the linear correlation coefficient

\[
\text{Corr}(\delta \beta_j, \delta E_l) = 0,
\]

for \( j, l \in [d' + 1, d] \). This fact is compatible with the point of view of B. Mandelbrot [32] on the fluctuations of intensive thermodynamic quantities (for a review see [33]). Loosely speaking, one interprets the
symbols $\delta \beta_j, j \in [d' + 1, d]$, as fluctuations of estimators of parameters of a probability distribution related to $\delta E_l, l \in [d' + 1, d]$, based on statistical samples. In Landau-Lifshits \cite{34} one finds something completely different: “their” fluctuations, which we denote $\Delta_a \beta_j$ and $\Delta_a E_l, j, l \in [d' + 1, d], a \in M \subset \Lambda$, are linearly linked via the equations of state:

$$\Delta_a \beta_j = \sum_{l=d'+1}^{d} \frac{\partial^2 S(E)}{\partial E_j \partial E_l} \bigg|_{E=E(a)} \Delta_a E_l,$$

where $S = S(E)$ is the entropy as a function of $E = (E_0, E_1, \ldots, E_d)$, $j \in [d' + 1, d]$, and

$$\text{Corr}(\Delta_a \beta_j, \Delta_a E_l) = \delta_{j,l},$$

where $\delta_{j,l}$ is the Kronecker delta, $j, l \in [d' + 1, d]$. We can now perceive this formula in analogy with semiclassical quantum mechanics, $\hbar \to 0$. Having a semiclassical wavefunction $\psi_h(q) = \exp(iA(q)/\hbar)\varphi_h(q), q \in \mathbb{R}^n$, where $A(q)$ is a real smooth function (the classical action), and $\varphi_h(q)$ is a complex smooth function, it is possible to write it as a superposition of coherent states concentrated in the points of a Lagrangian manifold $L \subset \mathbb{R}^{2n}, p = (p_1, p_2, \ldots, p_n), q = (q_1, q_2, \ldots, q_n)$, described by the equations: $p_j = \partial A(q)/\partial q_j, j = 1, 2, \ldots, n$. The Landau-Lifshits equations are just a linearised analogue of these equations of classical mechanics. A generic quasithermodynamic “wavefunction” is a superposition of coherent states concentrated in different points $(x^0, y^0)$, where $x^0 = (x_1^0, x_2^0, \ldots, x_{d'-d'}^0), y^0 = (y_1^0, y_2^0, \ldots, y_{d'-d'}^0)$, and $x^0_l$ and $y^0_l$ are values of $\Delta_a E_{d'+l}$ and $\Delta_a \beta_{d'+l}$, respectively, $j, l \in [1, d - d']$, linked by the linear equations above (5). A generic quasithermodynamic “mixed state” is a convex linear combination of orthogonal projectors corresponding to quasithermodynamic “wavefunctions”.

Remark. In case of a distributed thermodynamic system localized in a space domain $\mathcal{D} \subset \mathbb{R}^3$ and on a time interval $\mathcal{T} \subset \mathbb{R}$, one should consider the space-time densities of the fluctuations: $\delta \beta_j(t, \tilde{r})$ and $\delta E_l(t, \tilde{r}), j, l \in [d' + 1, d], t \in \mathcal{T}, \tilde{r} \in \mathcal{D}$. The quantities of interest are the correlation functions $\langle \xi_{j_0}^{(m)}(z_0) \xi_{j_1}^{(m)}(z_1) \ldots \xi_{j_{n-1}}^{(m)}(z_{n-1}) \rangle$, where $n \in \mathbb{Z}_{>0}$, $z_\alpha \in \mathcal{T} \times \mathcal{D}, j_\alpha \in [d' + 1, d], m_\alpha \in \{0, 1\}, \alpha \in [0, n - 1]$, the space-time points $\{z_\alpha\}_n^{-1} = 0$ are mutually distinct, and $\xi_{i_l}^{(m)} = \delta \beta_i$, if $m = 0$, and $\xi_{i_l}^{(m)} = \delta E_i$, if $m = 1$, for $l \in [d' + 1, d]$. It is natural to expect in analogy with the quantum field theory that these correlation functions can be expressed as $\int D\xi(\cdot) \exp((-2k_B)^{-1}S[\xi(\cdot)]) \prod_{\alpha=0}^{n-1} \xi_{j_\alpha}^{(m_\alpha)}(z_\alpha)$, where $S[\xi(\cdot)]$ is a functional defined on $\xi(\cdot) = \{\xi_{i_l}^{(m)}(\cdot)\}_{l \in [d'+1,d], m=0,1}$, and $\xi_{i_l}^{(m)}(\cdot)$ vary over smooth functions on $\mathcal{T} \times \mathcal{D}$.

$\diamondsuit$
5. Tropical Pauli problem

Speaking about a thermodynamic system Λ such as a one component gas \( S = S(U, V, N) \) (entropy \( S \) as a function of internal energy \( U \), volume \( V \), and number of moles \( N \)), we use the units of measurement which are adapted to the level of classical physics: length is measured, for instance, in centimeters, but not in angstroms or in parsecs, time is measured is seconds, but not in femtoseconds or billions of years. The number of moles \( N \) in our system is measured in the scale of 1, 2, 3, ..., but we are not considering billionth fractions of moles or billions of moles. A convenient unit of measurement of absolute temperature on a classical level is one Kelvin.

On the other hand the approximate value of the Boltzmann constant in the CGS system is \( k_B = 1.38 \times 10^{-16} \text{erg K}^{-1} \).

This numeric value is quite small and therefore the Gaussian exponents considered in the previous section are actually quite sharp. The standard deviations of the fluctuating quantities are proportional to \( \sqrt{k_B} \), so the effect of the quasithermodynamic fluctuations is numerically in the \( 10^{-8} \) scale. Therefore we may formally consider \( k_B \) as a small parameter, just like \( \hbar \) is considered small in semiclassical quantum mechanics.

Let us restrict to the case where we have only one reduced degree of freedom. In the notation of the previous section: \( d' = d - 1 \). For a fixed point \( a \in \Lambda \), we may also adjust the units of measurement of quasithermodynamic fluctuations \( \delta E_d \) by taking a linear transformation \( \xi^{(a)} = c(a) \delta E_d \), \( c(a) \in \mathbb{R}_{>0} \), in such a way that the corresponding probability density function is of the shape:

\[
 f_{\xi^{(a)}}(a)(x) = \left( \frac{2}{\pi k_B} \right)^{-1/2} \exp\left( -\frac{x^2}{2k_B} \right),
\]

where \( x \in \mathbb{R} \). Note that the physical dimension of the quantity \( \xi^{(a)} \) is then \( [\xi^{(a)}] = [k_B]^{1/2} \). Put \( \eta^{(a)} := c(a)^{-1} \delta \beta_d \). Then the corresponding probability density is of the shape:

\[
 f_{\eta^{(a)}}(a)(y) = \left( \frac{2}{\pi k_B} \right)^{-1/2} \exp\left( -\frac{y^2}{2k_B} \right),
\]

where \( y \in \mathbb{R} \). Note that \( [\eta^{(a)}] = [k_B]^{1/2} \) as well. The solution of the Pauli problem corresponding to the pair of functions \( (f_{\xi^{(a)}}, f_{\eta^{(a)}}) \) is of the shape:

\[
 \varphi_h(x) = \left( \frac{\pi}{h} \right)^{-1/4} \exp\left( -\frac{x^2}{2h} \right),
\]

where one needs to substitute \( h = 2k_B \). We have:

\[
 f_{\xi^{(a)}}(a)(x) = |\varphi_{2k_B}(x)|^2, \quad f_{\eta^{(a)}}(a)(y) = |\varphi_{2k_B}(y)|^2,
\]
where \( x, y \in \mathbb{R} \), and \( \tilde{\varphi}_h \) is the \( h \)-Fourier transform of \( \varphi_h \).

In quantum mechanics, if we take a semiclassical wavefunction \( \psi_h(x) = f(x) \exp(iS(x)/\hbar), x \in \mathbb{R} \), where \( f \) and \( S \) are smooth functions and \( S \) is real, then the \( \hbar \to 0 \) asymptotics of its \( \hbar \)-Fourier transform is (under some natural conditions) also a fast oscillating exponent. Assume that the equation \( y = \partial S(x)/\partial x \) has a unique solution \( x = \bar{x}(y) \), so that we can define the Legendre transform
\[
\tilde{S}(y) = (S(x) - yx)|_{x=\bar{x}(y)},
\]
in every point \( y \in \mathbb{R} \). Then for the \( \hbar \)-Fourier transform we have \( \tilde{\psi}_h(y) = \exp(i\tilde{S}(y)/\hbar)(g(y) + O(\hbar)), \) where \( g(y) \) is smooth. Let \( x(0) = 0 \) and write
\[
\partial S(x)/\partial x^2 = u(x), \quad \partial \tilde{S}(y)/\partial y^2 = w(y),
\]
There is a link between the derivatives of the functions \( u \) and \( w \):
\[
\left( \frac{\partial}{\partial y} \right)^n w(y) \bigg|_{y=0} = -\left( \frac{1}{u(x)} \frac{\partial}{\partial x} \right)^n \frac{1}{u(x)} |_{x=0},
\]
where \( n \in \mathbb{Z}_{\geq 0} \).

In tropical (older name – idempotent) mathematics, an analogue of the Fourier transform is the Legendre transform (the latter can be written as an idempotent integral). The link (6) mentioned was obtained for the real functions \( u \) and \( w \), but we can formally apply it on complex functions \( u(x) \) and \( w(y) \).

Observe that the quasithermodynamic “wavefunction” \( \varphi_{2k_B}(x) \) is of the form \( \varphi_{2k_B}(x) = (\pi 2k_B)^{-1/4} \exp(iS(x)/(2k_B)), \) where \( S(x) = ix^2/2 \) is purely imaginary. For the \( (2k_B) \)-Fourier transform we have: \( \tilde{\varphi}_{2k_B}(y) = (\pi 2k_B)^{-1/4} \exp(iS(y)/(2k_B)), \) \( S(y) = iy^2/2. \) Having this in mind, it is natural to define a tropical analogue of the Pauli problem as follows: given a pair of smooth real functions \( U(x) \) and \( W(y) \) defined in some neighbourhoods of \( x = 0 \) and \( y = 0 \), respectively, find a pair of complex functions \( u(x) \) and \( w(y) \), such that
\[
\text{Im}(u(x)) = U(x), \quad \text{Im}(w(y)) = W(y),
\]
for which the formula (6) linking the derivatives in \( x = 0 \) and \( y = 0 \) holds.

**Example 4.** A pair of constant functions \( u(x) = i \) and \( w(y) = i \) is a solution of the tropical Pauli problem corresponding to \( U(x) = 1 \) and \( W(y) = 1. \)

The insight is that one should reconstruct the functions not from the real, but from the imaginary parts of the function and its “Legendre transform”. In the introduction we have mentioned a somewhat
counter intuitive fact about the Pauli problem: if it has a solution then there can be in fact several solutions. Let us look at what happens in the tropical case. Let
\[ u(x) = i \left(1 + \sum_{m=0}^{\infty} \frac{x^m}{m!} [u_m + i \lambda_m] \right), \quad w(y) = i \left(1 + \sum_{m=0}^{\infty} \frac{y^m}{m!} [w_m + i \rho_m] \right), \]
where the real coefficients \( u_m \) and \( w_m \) are given, and the real coefficients \( \lambda_m \) and \( \rho_m \) need to be reconstructed, \( m = 1, 2, \ldots \). The condition on the derivatives yields:
\[ i^n [w_n + i \rho_n] = \left( \frac{1}{i^{-1} u(x)} \frac{\partial}{\partial x} \right)^n \frac{1}{i^{-1} u(x)} \bigg|_{x=0}, \]
where \( n \in \mathbb{Z}_{>0} \), so the coefficients \( \rho_n, n = 1, 2, \ldots \), become immediately known once we know \( \lambda_m, m = 1, 2, \ldots \). The first four equalities \( n = 1, 2, 3, 4 \) yield:
\[
\begin{align*}
-w_1 &= \text{Im}\{u_1 + i \lambda_1\}, \\
w_2 &= \text{Re}\{(u_2 + i \lambda_2) - 3(u_1 + i \lambda_1)^2\}, \\
w_3 &= \text{Im}\{(u_3 + i \lambda_3) - 10(u_1 + i \lambda_1)(u_2 + i \lambda_2) + 15(u_1 + i \lambda)^3\},
\end{align*}
\]
and
\[
-w_4 = \text{Re}\{(u_4 + i \lambda_4) - 15(u_1 + i \lambda_1)(u_3 + i \lambda_3) - 10(u_2 + i \lambda_2)^2 + 105(u_1 + i \lambda_1)^2(u_2 + i \lambda_2) - 105(u_1 + i \lambda_1)^4\}
\]
From the first equation we find \( \lambda_1 = -w_1 \), and substituting it in the second equation we obtain a condition:
\[ w_2 = u_2 - 3\text{Re}\{(u_1 - i w_1)^2\}. \tag{7} \]
From the third equation, taking into account \( \lambda_1 = -w_1 \), we express \( \lambda_3 \) as a linear function of \( \lambda_2 \):
\[ \lambda_3 = 10u_1 \lambda_2 + w_3 - 10w_1 u_2 - 15\text{Im}\{(u_1 - i w_1)^3\}. \]
Substituting this into the fourth equation, we obtain a quadratic equation on \( \lambda_2 \):
\[ \lambda_2^2 + 6u_1 w_1 \lambda_2 + q = 0, \tag{8} \]
where
\[
q := -\frac{3w_1}{2} \{w_3 - 10w_1 u_2 - 15\text{Im}\{(u_1 - i w_1)^3\}\} + \frac{1}{10} \{w_4 + u_4 - 15w_1 w_3 - 10u_2^2 + 105(u_1^2 - w_1^2)u_2 - 105\text{Re}\{(u_1 - i w_1)^4\}\}.\]
Since \( \lambda_2 \) should be real, there is an important condition on the discriminant:
\[ D := (6u_1 w_1)^2 - 4q \geq 0. \tag{9} \]
It is of interest to notice, that if we express $\lambda_2 + (-\rho_2) = -6u_1w_1$, i.e. $-\rho_2$ is just the second root of this quadratic equation. Denote the two roots mentioned $\lambda_2^{(i)}$, $i = 1, 2$.

Look now at the equations corresponding to higher degrees $n = 5, 6, \ldots$. If $f(x)$ is a smooth function such that $f(x) \neq 0$, then one can prove by induction ($n \geq 5$) the following formula:

$$
\left(1 - \frac{\partial}{\partial x}\right)^n f(x) = (-1)^{\binom{n}{2}} f^{(n)} + \binom{n}{2} f^{(n-1)} + 
$$

$$
+ C^{3}_{n+2} \left[ f^{(n-2)} \right] - T t_n \frac{(f')^2 f^{(n-2)}}{f^{n+1}} + Q_n(f, f', \ldots, f^{(n-3)})
$$

where on the right-hand side we omit the argument $x$ in the function $f$ and its derivatives, $Q_n$ is a polynomial in $n - 2$ variables, $C^{3}_{n+2} = \binom{n}{2}$ and $C^{3}_{2} = n(n+1)/(n+2)/6$ are binomial coefficients, and $T t_n := C_{n+2}^{3} = n(n+1)/(n+2)/(n+3)/8$ are the so-called tritriangular numbers, the generating function:

$$
\frac{3x}{(1-x)^5} = \sum_{m=1}^{\infty} T t_m x^m.
$$

We have:

$$
(-1)^k w_{2k+1} = \text{Im}\left\{ \left(\frac{1}{i^{-1}u(x)} \frac{\partial}{\partial x}\right)^{2k+1} \frac{1}{i^{-1}u(x)} \right|_{x=0},
$$

$$
(-1)^{k+1} w_{2k+2} = \text{Re}\left\{ \left(\frac{1}{i^{-1}u(x)} \frac{\partial}{\partial x}\right)^{2k+1} \frac{1}{i^{-1}u(x)} \right|_{x=0},
$$

so if $k \geq 2$, we obtain from the first equation:

$$
(-1)^k w_{2k+1} = \text{Im}\left\{ \left[ u_{2k+1} + i\lambda_{2k+1} \right] + C^2_{2k+3} \left[ u_1 + i\lambda_1 \right] (u_{2k} + i\lambda_{2k}) \right\} = 0.
$$

where $Z_{2k+1} = Z_{2k+1}(\lambda_1, \lambda_2, \ldots, \lambda_{2k-1})$. This yields a linear link between $\lambda_{2k+1}$ and $\lambda_{2k}$:

$$
\lambda_{2k+1} - C^2_{2k+3} u_1 \lambda_2 + \left\{ (-1)^k w_{2k+1} - C^2_{2k+3} \lambda_1 u_{2k} + \text{Im}(Z_{2k+1}) \right\} = 0.
$$

On the other hand, the second equation yields:

$$
(-1)^{k+1} w_{2k+2} = 
$$

$$
\text{Re}\left\{ \left[ u_{2k+2} + i\lambda_{2k+2} \right] + C^2_{2k+4} \left[ u_1 + i\lambda_1 \right] (u_{2k+1} + i\lambda_{2k+1}) + 
$$

$$
+ \left[ C^3_{2k+4}(u_2 + i\lambda_2) - T t_{2k+2}(u_1 + i\lambda_1)^2 \right] (u_{2k} + i\lambda_{2k}) + \tilde{Z}_{2k+2},
$$

where $\tilde{Z}_{2k+2} = \tilde{Z}_{2k+2}(\lambda_1, \lambda_2, \ldots, \lambda_{2k-1})$. From here, invoking the linear link between $\lambda_{2k+1}$ and $\lambda_{2k}$, we obtain:

$$
\lambda_{2k} \left\{ \lambda_1 u_1 \left[ C^2_{2k+4} C^2_{2k+3} - 2 T t_{2k+2} \right] + \tilde{Z}_{2k+2} \right\} = 0,
$$
where \( \hat{Z}_{2k+1} = \hat{Z}_{2k+1}(\lambda_1, \lambda_2, \ldots, \lambda_{2k-1}) \). If the expression in the curly brackets in the last equation is not zero, then all the coefficients \( \lambda_{2k} \), and therefore \( \lambda_{2k+1}, k \geq 2 \), are determined. It remains to notice that:

\[
C_{2k+4}^2 C_{2k+3}^2 - 2 T_{2k+2} = -2(k + 1)(k + 2)(2k + 3),
\]

\[
C_{2k+4}^3 = 2(k + 1)(k + 2)(2k + 3)/3,
\]

so we even obtain a condition \(-3\lambda_1 u_1 + \lambda_2 \neq 0\) which does not depend on the parameter \( k \geq 2 \). Taking into account that \( \lambda_1 = -w_1 \) and that \( \lambda_2 \) satisfies the quadratic equation \( \lambda_2^2 + 6u_1w_1\lambda_2 + q = 0 \), we reduce the condition just to \( q \neq (3u_1w_1)^2 \).

Assume the conditions (9), (7), and (8), and \( q \neq (3u_1w_1)^2 \), are satisfied. We have the power series \( 1 + \sum_{m=1}^{\infty} [u_m + i\lambda_m]x^m/m! \) and \( 1 + \sum_{m=1}^{\infty} [w_m + i\rho_m]y^m/m! \). To avoid a question about the convergence of these power series, it is natural to consider a truncated tropical Pauli problem. Let \( n_0 \in \mathbb{Z}_{\geq 0} \). Let \( U, W \in C^{n_0}(\mathbb{R}) \) be a pair of real-valued functions having a continuous derivative of order \( n_0 \) in a neighbourhood of zero. Then the aim is to construct a pair of polynomials \( u(x) \) and \( w(y) \) over \( \mathbb{C} \) of degree at most \( n_0 \), such that

\[
\text{Im}(u(x)) = U(x) + O(x^{n_0+1}), \quad \text{Im}(w(y)) = W(y) + O(y^{n_0+1}),
\]

and the formula (3) induced by the Legendre transform linking the derivatives of order \( n \) holds for \( n \leq n_0 \). We term \( n_0 \) the degree of truncation.

**Proposition 2.** Let \( U(x) \) and \( W(y) \) be a pair of smooth real functions such that \( U(x) = 1 + \sum_{m=1}^{\infty} u_m x^m/m! \) and \( W(y) = 1 + \sum_{m=1}^{\infty} w_m y^m/m! \). If the coefficients \( \{u_m\}_{m=1}^{\infty} \) and \( \{w_m\}_{m=1}^{\infty} \) satisfy the conditions: \( w_2 = u_2 - 3\text{Re}\{u_1 - iw_1)^2\}, D > 0 \), and \( q \neq (3u_1w_1)^2 \), where \( q \) and \( D \) are the constant term and the discriminant of the quadratic equation (8), respectively, then for any degree of truncation \( n_0 \in \mathbb{Z}_{\geq 2} \), the truncated tropical Pauli problem has exactly two solutions. In the limit \( D \to +0 \), the two solutions coincide.

**Proof.** See the explanations above. \( \Box \)

One may try to “improve” the formulae (3), (4), for the densities of distributions \( f_{\delta E_a}(x) \) and \( f_{\delta \beta_d}(y) \) as follows. For \( a \in M \subset \Lambda \) put

\[
S_{[a]}(x; a) := S(E_{[0,d-1]}(a), E_d(a) + x) - \{S(E(a)) + x\partial S(E)/\partial E_d|_{E=E(a)}\},
\]

and \( \Phi_{[a]}(y; a) := \{S_{[a]}(E_{[0,d-1]}(a), \beta_d(a) + y) - \{S_{[a]}(E_{[0,d-1]}(a), \beta_d(a)) + y\partial S_{[a]}(E_{[0,d-1]}(a), \beta_d(a))/\partial \beta_d|_{\beta_d=\beta_d(a)}\}, \]

where \( S_{[a]}(E_{[0,d-1]}(a), \beta_d(a)) \) is the Legendre transform of the entropy function \( S = S(E) \) with respect to the last argument, \( E_{[0,d-1]} = (E_0, E_1, \ldots, E_{d-1}) \), \( S_{[a]}(E_{[0,d-1]}(a), \beta_d(a)) = \)
$S(E(a)) - \beta_d(a)E_d(a), a \in \Lambda$ (we assume that this transform is defined).

Replace $f_{\delta E_d}(x)$ and $f_{\delta \beta_d}(y)$ with

$$\tilde{f}_{\delta E_d}(x) = \frac{1}{Z(a)} \exp(S_{\geq 2}(x; a)/k_B),$$

$$\tilde{f}_{\delta \beta_d}(y) = \frac{1}{\tilde{Z}(a)} \exp(-\Phi_{\geq 2}(y; a)/k_B),$$

where $Z(a)$ and $\tilde{Z}(a)$ are the normalizing factors. Note that in the point $(x, y) = (0, 0)$ we have $\partial \Phi_{\geq 2}(y; a)/\partial y^2|_{y=0} \partial S_{\geq 2}(x; a)/\partial x^2|_{x=0} = -1$, and that is why we need a minus sign in the second exponent since $\partial S_{\geq 2}(x; a)/\partial x^2 < 0$, for $x \neq 0$. More generally:

$$\left(\frac{\partial}{\partial y}\right)^n \Phi_{\geq 2}(y; a)|_{y=0} = -\left(\frac{1}{S''_{\geq 2}(x; a)} \frac{\partial}{\partial x}\right)^n \frac{1}{S''_{\geq 2}(x; a)}|_{x=0},$$

where $S''_{\geq 2}(x; a) := \partial^2 S_{\geq 2}(x; a)/\partial x^2$, and $n = 0, 1, \ldots$. We may assume that the coordinates $E_d$ and $\beta_d$ are chosen in such a way that

$$\partial^2 S_{\geq 2}(x; a)/\partial x^2 = U(x), \quad \partial^2 \Phi_{\geq 2}(y; a)/\partial y^2 = W(y),$$

where the functions $U(x)$ and $W(y)$ are like in the proposition 2. Taking $n = 1$ and $n = 2$ we obtain: $w_1 = u_1$ and $w_2 = -u_2 + 3u_1^2$. On the other hand, in the proposition 2 we have a condition $w_2 = u_2 + 3[u_1^2 - u_1^2] = 0$, so in the end this yields:

$$w_2 = u_2, \quad 2u_2 = 3u_1^2.$$  

This is a very strong condition on $S = S(E)$ and there is no special reason for it to hold. Therefore typically one can not span a quasithermodynamic $2k_B \to 0$ “wavefunction” over $\tilde{f}_{\delta E_d}(x)$ and $\tilde{f}_{\delta \beta_d}(y)$, and such fluctuations deviate from a pure state.

### 6. Subtropical Pauli problem

One may consider other improvements in the formulae for $f_{\delta E_d}(x)$ and $f_{\delta \beta_d}(y)$ corresponding to the fluctuations of the reduced degree of freedom ($\beta_d, E_d$) in a linearly stable thermodynamic system $\Lambda \subset \mathbb{R}^{2(d+1)}(\beta, E)$. We keep the notation $M \subset \Lambda$ for the submanifold corresponding to $\beta_d = 0$. It is perhaps more natural to look for a thermodynamic “wavefunction” $\varphi_{2k_B}(x)$ of the form:

$$\varphi_h(x) = \exp(-x^2/(2h))u_h(x),$$

where $h = 2k_B$, and $u_h(x)$ is smooth and expands in asymptotic power series in $h \to 0$, $x \in \mathbb{R}$. Assuming that $u_h(x)$ does not grow too fast at infinity, we have a formula:

$$\exp\left(\frac{h}{2} \frac{\partial^2}{\partial x^2}\right)u_h(z) = (2\pi h)^{1/2} \int_{\mathbb{R}} dx \exp(-(x - z)^2/(2h))u_h(x),$$
where $z \in \mathbb{R}$. Then for the $h$-Fourier transform $\tilde{\varphi}_h(y)$ we obtain:

$$\tilde{\varphi}_h(y) = \exp(-y^2/(2h))w_h(x),$$

where $w_h(y)$ expands into an asymptotic power series in $h \to 0$,

$$w_h(y) \sim \exp\left(\frac{h}{2} \frac{\partial^2}{\partial z^2}\right)u_h(z) \bigg|_{z = -iy},$$

where $y \in \mathbb{R}$. Let $u_h(x) = \exp(\hat{A}_h(x))$ and $w_h(y) = \exp(\hat{B}_h(y))$, where

$$\hat{A}_h(x) \sim \sum_{m=0}^{\infty} \frac{h^m}{m!}[A_m(x) + if_m(x)], \quad \hat{B}_h(y) \sim \sum_{m=0}^{\infty} \frac{h^m}{m!}[B_m(y) + ig_m(y)],$$

where $A_m, f_m, B_m,$ and $g_m,$ are real-valued functions, $m = 0, 1, \ldots$. If these functions are analytical,

$$A_m(x) = \sum_{n=0}^{\infty} \frac{A_{m,n}x^n}{n!}, \quad f_m(x) = \sum_{n=0}^{\infty} \frac{f_{m,n}x^n}{n!},$$

$$B_m(y) = \sum_{n=0}^{\infty} \frac{B_{m,n}y^n}{n!}, \quad g_m(y) = \sum_{n=0}^{\infty} \frac{g_{m,n}y^n}{n!},$$

then we can write:

$$\exp(\hat{B}_h(ix)) \sim \exp\left(\frac{h}{2} \frac{\partial^2}{\partial x^2}\right)\exp(\hat{A}_h(x)), \quad (10)$$

where $x \in \mathbb{R}$. This formula determines a link between the coefficients $\{A_{m,n} + if_{m,n}\}_{m,n=0}^{\infty}$ and $\{B_{m,n} + ig_{m,n}\}_{m,n=0}^{\infty}$, and it suffices to assume that $x$ varies in a small neighbourhood of zero.

In the Pauli problem one assumes the knowledge of $|\varphi_h(x)|^2$ and $|\tilde{\varphi}_h(y)|^2$. It follows, that one can mimic it as follows: given the collections of coefficients $\{A_{m,n}\}_{m,n=0}^{\infty}$ and $\{B_{m,n}\}_{m,n=0}^{\infty}$, reconstruct the collections $\{f_{m,n}\}_{m,n=0}^{\infty}$ and $\{g_{m,n}\}_{m,n=0}^{\infty}$. More precisely, given a pair of real-valued functions $A^h(x)$ and $B^h(y)$ admitting an asymptotic power series expansion in $h$ with analytic coefficients, construct a pair of real-valued functions $f^h(x)$ and $g^h(y)$ which also admit asymptotic power series expansions in $h$ with analytic coefficients, such that the formula (10) holds for $\hat{A}_h(x) := A^h(x) + if^h(x), \hat{B}_h(y) := B^h(y) + ig^h(y)$.

We refer to the problem above as a subtropical Pauli problem (the small parameter $h = 2k_B$ describes a “deformation” of the tropical case). It is natural to consider also a truncated subtropical Pauli problem in order to avoid the questions about convergence of the corresponding power series. Fix parameters $m_0, n_0 \in \mathbb{Z}_{\geq 0}$ (the degrees of
truncation) and require that

\[
\left( \frac{\partial}{\partial x} \right)^n \left\{ \exp(\hat{B}_h(ix)) - \exp \left( \frac{\hbar}{2} \frac{\partial^2}{\partial x^2} \right) \exp(\hat{A}_h(x)) \right\} \bigg|_{x=0} \sim O(h^{n_0+1}),
\]

(11)

for every \( n = 0, 1, \ldots, n_0 \). Basically it means that we consider the subtropical Pauli problem on polynomials. Note that without loss of generality we can also assume that \( f_{m,0} = 0 \) and \( g_{m,0} = 0 \), for all \( m = 0, 1, \ldots, m_0 \), since the “wavefunctions” \( \varphi_h(x) \) and \( \tilde{\varphi}_h(y) \), \( \hbar = 2k_B \), are defined up to a constant phase factor. One can also truncate only with respect to \( \hbar \). In this case we require that a solution \((f^h, g^h)\) is given by the polynomials in \( \hbar \) of degree \( n \leq n_0 \).

Let us look at what happens with the coefficients \( f_{m,n} \) and \( g_{m,n} \), \( m,n = 0, 1, \ldots, m_0 \), in more detail. Commuting the exponents on the right-hand side and then taking a logarithm in the equation (11) yields:

\[
\hat{B}_h(ix) \sim \hat{A}_h(x) + \log \left\{ 1 + \sum_{m=1}^{\infty} \frac{1}{m!} \left( \frac{\hbar}{2} \right)^m \left[ \left( \frac{\partial \hat{A}_h(x)}{\partial x} + \frac{\partial}{\partial x} \right)^2 \right] \right\}.
\]

Expanding the logarithm into a Taylor power series and then regrouping the terms, yields:

\[
\hat{B}_h(ix) \sim \hat{A}_h(x) + \sum_{n=1}^{\infty} \frac{1}{n!} \left( \frac{\hbar}{2} \right)^n \sum_{p=1}^{n} \frac{(-1)^{p+1}}{p} \times \\
\times \sum_{m_1, m_2, \ldots, m_p = 1, \ m_1 + m_2 + \ldots + m_p = n} n! \frac{1}{m_1!m_2! \ldots m_p!} \prod_{\alpha = 1}^{p} \left[ \left( \frac{\partial \hat{A}_h(x)}{\partial x} + \frac{\partial}{\partial x} \right) \right]^{2m_\alpha} 1. \tag{12}
\]

Introduce now a notation. Let \( \Phi(x) \) be a power series in \( x \) with real coefficients. Put:

\[
\Phi_{\text{even}}(x) := (\Phi(x) + \Phi(-x))/2, \quad \Phi_{\text{odd}}(x) := (\Phi(x) - \Phi(-x))/2.
\]

Observe that if \( x \) is real, then \( \Phi_{\text{even}}(ix) \) is real, while \( \Phi_{\text{odd}}(ix) \) is purely imaginary. Separating the real and imaginary parts, we obtain:

\[
B^h_{\text{even}}(ix) + ig^h_{\text{odd}}(ix) \sim A^h(x) + \text{Re}(\tilde{Q}^f_h(x)),
\]

\[
-iB^h_{\text{odd}}(ix) + g^h_{\text{even}}(ix) \sim f^h(x) + \text{Im}(\tilde{Q}^f_h(x)),
\]

where \( \tilde{Q}^f_h(x) \) is the series on the right-hand side in (12), \( \hat{B}_h(ix) \sim \hat{A}_h(x) + \tilde{Q}^f_h(x) \). Since the series \( \tilde{Q}^f_h(x) \) is expressed via \( f^h(x) \), we can conclude that once \( f^h(x) \) is defined, we immediately know \( g^h(x) \).
Projecting on the even and odd parts, we conclude:

\[
B_{\text{even}}^h(ix) \sim A_{\text{even}}^h(x) + \text{Re}(\hat{Q}_h^{(f)}(x))_{\text{even}},
\]
\[
-iB_{\text{odd}}^h(ix) \sim f_{\text{odd}}^h(x) + \text{Im}(\hat{Q}_h^{(f)}(x))_{\text{odd}}.
\]  

(13)

The coefficients at \( h^0 \) yield:

\[
(B_0)_{\text{even}}^h(ix) = (A_0)_{\text{even}}^h(x), \quad -i(B_0)_{\text{odd}}^h(ix) = (f_0)_{\text{odd}}^h(x).
\]

The first equality is a condition on the input data, and the second equality determines the odd part of \( f_0(x) \).

Look at the coefficients at \( h^1 \). The first equation in (13) together with \( (f_0)_{\text{odd}}(x) = -i(B_0)_{\text{odd}}(ix) \) yields:

\[
\frac{1}{2} \left( \frac{\partial(f_0)_{\text{even}}^h(x)}{\partial x} \right)^2 = c(x),
\]

where

\[
c(x) := -(B_1)_{\text{even}}^h(ix) + (A_1)_{\text{even}}^h(x) + \\
+ \frac{1}{2} \left( \frac{\partial A_0(x)}{\partial x} \right)^2 + \frac{\partial^2 A_0(x)}{\partial x^2} \right)_{\text{even}} - \frac{1}{2} \left[ \frac{\partial(-i(B_0)_{\text{odd}}(ix))}{\partial x} \right]^2.
\]  

(14)

Note that \( c(x) \) must vanish in \( x = 0 \) since \( (\partial(f_0)^{\text{even}}(x)/\partial x)\big|_{x=0} = 0 \). This can be perceived as a condition on \( (B_1)_{\text{even}}(0) - (A_1)_{\text{even}}(0) \).

Furthermore, there is an important condition: \( c(x) \geq 0 \). Since without loss of generality \( f^h(x)|_{x=0} = 0 \), the function \( f_0(x) \) is now known (if \( c(x) \neq 0 \) then there are two branches). The coefficients at \( h^1 \) in the second equation in (13) determine \( (f_1)_{\text{odd}}^h(x) \):

\[
-i(B_1)_{\text{odd}}(ix) = (f_1)_{\text{odd}}^h(x) + \frac{1}{2} \text{Im} \left[ \left( \frac{\partial A_0 + if_0}{\partial x} \right) + \frac{\partial}{\partial x} \left[ \partial (\hat{A}_h(x) + \frac{\partial}{\partial x}) \right]_{\text{odd}} \right].
\]

Look now at the coefficients at \( h^{k+1} \) for \( k \geq 1 \). The second equation in (13) determines \( (f_{k+1})_{\text{odd}}^h(x) \) since the coefficient in \( \text{Im}(\hat{Q}_h^{(f)}(x))_{\text{odd}} \) at \( h^{k+1} \) depends only on \( \{f_i(x)\}_{i<k} \). The analysis of the first equation in (13) is slightly more complicated. In the definition of \( \hat{Q}_h^{(f)}(x) \) we have a sum over \( n = 1, 2, \ldots \). Let us extract the term \( n = 1 \) explicitly:

\[
\hat{Q}_h^{(f)}(x) = \frac{\hbar}{2} \left[ \left( \frac{\partial \hat{A}_h(x)}{\partial x} + \frac{\partial}{\partial x} \right)^2 \right] + \hat{Q}_h^{(f)}(x),
\]
where \( \tilde{Q}_h^{(f)}(x) \sim O(h^2) \). Then we obtain:

\[
\frac{(B_{k+1})_{\text{even}}(ix) - (A_{k+1})_{\text{even}}(x)}{(k+1)!} = \frac{1}{2k!} \text{Re}\left\{ \frac{\partial^2[A_k + if_k](x)}{\partial x^2} \right\} + \\
+ \sum_{l=0}^{k} \frac{k!}{l!(k-l)!} \frac{\partial[A_l + if_l](x)}{\partial x} \frac{\partial[A_{k-l} + if_{k-l}](x)}{\partial x} \right\}_{\text{even}} + \\
+ (\text{Re}(\tilde{Q}_h^{(f)}(x)))_{\text{even}}.
\]

Therefore we obtain a linear equation on \( \partial(f_k)_{\text{even}}(x)/\partial x \):

\[
\frac{\partial(f_0)_{\text{even}}(x)}{\partial x} \frac{\partial(f_k)_{\text{even}}(x)}{\partial x} + \frac{\partial(f_0)_{\text{odd}}(x)}{\partial x} \frac{\partial(f_k)_{\text{odd}}(x)}{\partial x} + Z_k^{(f)}(x) = 0, \quad (15)
\]

where \( Z_k^{(f)}(x) \) requires a knowledge only of \( \{f_l(x)\}_{l \leq k-1} \). The left-hand side of this equality must vanish in \( x = 0 \), what is basically a condition on \( (B_{k+1})_{\text{even}}(0) - (A_{k+1})_{\text{even}}(0), k \geq 1 \). If \( c''(x)|_{x=0} \neq 0 \), then \( (\partial^2(f_0)_{\text{even}}(x)/\partial x^2)|_{x=0} \neq 0 \), and differentiating the left-hand side of (15) many times, one can find recursively all the derivatives of \( (f_k)_{\text{even}}(x) \) in \( x = 0 \). Without loss of generality, \( (f_k)_{\text{even}}(x)|_{x=0} = 0 \).

**Theorem 2.** Assume that \( (B_0)_{\text{even}}(ix) = (A_0)_{\text{even}}(x) \), and that the function \( c(x) \) defined in (14) is non-negative in a neighbourhood of \( x = 0 \), and \( c''(0) \neq 0 \). Then for any degrees of truncation \( (m_0, n_0) \in (\mathbb{Z}_{>0})^2 \) there exists a polynomial \( P(h) \) in \( h = 2k_B \) of degree \( m_0 \) with constant real coefficients, such that the truncated subtropical Pauli problem for \( (A^h + hP(h), B^h) \) has exactly two solutions vanishing in zero (polynomials in \( h = 2k_B \) and \( x \) of degrees at most \( m_0 \) and \( n_0 \), respectively).

**Proof.** See the explanations above. The polynomial \( P(h) \) is necessary to adjust the values of \( (B_k)_{\text{even}}(0) - (A_k)_{\text{even}}(0), k = 1, 2, \ldots \)

**Example 5.** Fix a point \( a \in M \subset \Lambda \), and consider a thermodynamic “wavefunction” of the shape:

\[
\varphi_h(x; a) := (\pi h)^{-1/4} \exp(-(1 + i\sigma)x^2/(2h))
\]

where \( h = 2k_B \), and \( \sigma = \sigma(a) \) is a real parameter. We have: \( \varphi_h(x; a) = (\pi h)^{-1/4} \exp(-x^2/(2h)) \exp(\hat{A}_h(x)) \), where \( \hat{A}_h(x) = -i\sigma x^2/2 \). Then \( \tilde{\varphi}(y; a) = (\pi h)^{-1/4} \exp(-y^2/(2h)) \exp(\hat{B}_h(y)) \) (the \( h \)-Fourier transform of \( \varphi_h(\cdot; a) \)), where

\[
\hat{B}_h(y) = -\frac{1}{2} \log(1 + i\sigma) + \frac{y^2}{2} \frac{i\sigma}{1 + i\sigma}.
\]
This yields the following data for a truncated subtropical Pauli problem:

\[ A_0(x) = 0, \quad A_1(x) = 0, \quad B_0(y) = 0, \quad B_1(y) = \sigma^2 y^2 / 2. \]

For the quantity \( c(x) \) we obtain: \( c(x) = \sigma^2 x^2 / 2 \), so \( \partial f_0(x) / \partial x = \pm \sigma x \). Assuming that \( f_0(0) = 0 \), we obtain: \( f_0(x) = \pm \sigma x^2 / 2 \). Put

\[
\varphi_h^{(a)}(x; a) := (\pi h)^{-1/4} \exp \left( -\frac{x^2}{2h}[1 + (-1)^a ih\sigma(a)] \right)
\]

where \( \alpha = 0, 1 \), Look at the 2-dimensional subspace \( L = L(a) \) in \( H = L^2(\mathbb{R}) \) spanned over \( \varphi_h^{(0)}(\cdot; a) \) and \( \varphi_h^{(1)}(\cdot; a) \). Let us leave out the fixed point \( a \in M \subset \Lambda \) in the notation and write just \( \varphi^{(a)}(x) \) in place of \( \varphi^{(a)}(x; a) \). The inner products between the basis vectors \( \varphi^{(a)}_h(x) \), \( \alpha = 0, 1 \), are of the shape:

\[
(\varphi_h^{(0)}, \varphi_h^{(0)}) = 1, \quad (\varphi_h^{(1)}, \varphi_h^{(1)}) = 1, \quad (\varphi_h^{(0)}, \varphi_h^{(1)}) = (1 - ih\sigma)^{-1/2},
\]

where one should take the branch \((1 - ih\sigma)^{-1/2} \to 1 \), as \( h \sigma \to 0 \), of the square root. Consider an orthonormal basis in \( L = L(a) \):

\[
\psi_h^{(0)}(x) := \varphi_h^{(0)}(x), \quad \psi_h^{(1)}(x) := \frac{\varphi_h^{(1)}(x) - \varphi_h^{(0)}(x)\varphi_h^{(0)}(x)\varphi_h^{(1)}(x)}{(1 - |(\varphi_h^{(0)}, \varphi_h^{(1)})|^2)^{1/2}},
\]

where we leave out the argument \( a \) in \( \psi_h^{(0)} \), \( \psi_h^{(1)} \), as well as in \( \varphi_h^{(0)} \), \( \varphi_h^{(1)} \). A generic statistical operator \( \hat{\rho} \) concentrated on \( L = L(a) \) is (in the Dirac notation) of the shape:

\[
\hat{\rho} = \sum_{m,n=0,1} p_{m,n} |\psi_h^{(m)}\rangle \langle \psi_h^{(n)}|,
\]

where the coefficients \( p_{m,n} = p_{m,n}(a) \in \mathbb{C} \) form a 2 \( \times \) 2 matrix \( P = \|p_{m,n}\|_{m,n=0,1} \) such that \( P = P^\dagger \succeq 0 \) and \( \text{Tr}(P) = 1 \). These additional data provided by the matrix \( P = P(a) \) define a “deformation” of the quasithermodynamic fluctuation theory in the point \( a \in M \subset \Lambda \). The variances \( \langle (\delta E_d)^2 \rangle \) and \( \langle (\delta \beta_d)^2 \rangle \) are computed as

\[
\langle (\delta E_d)^2 \rangle = \sum_{m,n=0,1} p_{m,n} |\psi^{(m)}_{2k_B}\rangle \langle \hat{Q}^2 |\psi^{(m)}_{2k_B}\rangle,
\]

\[
\langle (\delta \beta_d)^2 \rangle = \sum_{m,n=0,1} p_{m,n} |\psi^{(m)}_{2k_B}\rangle \langle \hat{P}^2 |\psi^{(m)}_{2k_B}\rangle,
\]

where \( \hat{Q} = x \) (multiplication by \( x \)), and \( \hat{P} = -i(2k_B)\partial / \partial x \). The covariance coefficient is computed as

\[
\langle \delta \beta_d \delta E_d \rangle = \sum_{m,n=0,1} p_{m,n} |\psi^{(m)}_{2k_B}\rangle \langle \hat{R} |\psi^{(m)}_{2k_B}\rangle,
\]
where \( \hat{R} := (\hat{P}\hat{Q} + \hat{Q}\hat{P})/2 \). If the statistical operator \( \hat{\rho} = |\psi_{2k_B}^{(0)}\rangle\langle\psi_{2k_B}^{(0)}| \), then we recover in the leading term in \( 2k_B \to 0 \) the formulae of the standard quasithermodynamics.

Note that the case \( c(x) = 0 \) is actually admissible, but it is a little technical and we do not go into its details. A generalization of the tropical and subtropical Pauli problems to many dimensions is straightforward, but their analysis involves some overdetermined linear systems of equations. In principle, the general picture where an existing solution can have an “antipode” remains valid.

7. Conclusions and discussion

The main motive of the present paper is that the probability model describing quasithermodynamic fluctuations becomes more and more “quantum” if the thermodynamic system gets smaller and smaller. By that it is not implied that the Planck constant \( \hbar \) starts to play a more visible role, but rather that the very “nature” of the probability model becomes different:

\[ \text{There is no particular reason to perceive the fluctuations of thermodynamic quantities as random variables sharing the same probability space.} \]

It is natural to expect an analogy with quantum mechanics, i.e. that at some point one needs a statistical operator on a Hilbert space to describe these fluctuations. A more detailed analysis implemented in the present paper shows that the role of \( \hbar \) can be taken over by the Boltzmann constant \( k_B \) multiplied by two.

We look at an abstract thermodynamic system \( \Lambda \) and reduce it to \( \Lambda' \) with respect to several degrees of freedom \( n = \dim(\Lambda) - \dim(\Lambda') \). This leaves us a “heritage” consisting of fluctuating intensive and extensive thermodynamic quantities associated with these degrees of freedom, for which we state an analogue of the Pauli problem: reconstruct a “wavefunction” (more generally – span a class of statistical operators) consistent with experimentally available data (the marginal probability densities of the collections of quantities which can be measured simultaneously).

Many important features of the thermodynamic Pauli problem can already be seen if \( n = 1 \) and in the quasithermodynamic (“semiclassical”) limit \( 2k_B \to 0 \). We formalize these observations in a theorem about a truncated subtropical Pauli problem proven in the main text. An important conclusion here is the following. In principle, to describe
the fluctuations of thermodynamic quantities in analogy with quantum mechanics we need to attach a Hilbert space $\mathcal{H}(a) \simeq L^2(\mathbb{R}^n)$ to every point $a \in \Lambda'$ and look at statistical operators on this space. It turns out that if we are only interested in the first corrections to the standard quasithermodynamic fluctuation theory, then one can significantly simplify things considering instead of the infinite dimensional Hilbert space $\mathcal{H}(a)$ a 2-dimensional subspace $L(a) \subset \mathcal{H}(a)$. Typically (i.e. under the conditions of the theorem mentioned) the truncated subtropical Pauli problem is going to have two solutions which correspond to a pair of quasithermodynamic “wavefunctions” $\varphi_{2k_B}^{(0)}(x; a)$ and $\varphi_{2k_B}^{(1)}(x; a)$, $x \in \mathbb{R}$. Knowing one of the functions allows to reconstruct the second one explicitly. The space $L(a)$ is then

$$L(a) := \text{span}_\mathbb{C}\{\varphi_{2k_B}^{(0)}(-; a), \varphi_{2k_B}^{(1)}(-; a)\}.$$ 

Instead of a generic statistical operator on $\mathcal{H}(a)$ one may approximate the fluctuations by a statistical operator $\hat{\rho}(a)$ concentrated on $L(a)$ (the operator $\hat{\rho}(a)$ in the latter case is, loosely speaking, nothing more but a $2 \times 2$ matrix). In the leading degree in particular cases one recovers the standard quasithermodynamic fluctuation theory, but the general formulae contain new interference terms, which are of interest, for example, in the quantum information science.
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