Are Strategies Favoring Pattern Matching a Viable Way to Improve Complexity Estimation Based on Sample Entropy?
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Abstract: It has been suggested that a viable strategy to improve complexity estimation based on the assessment of pattern similarity is to increase the pattern matching rate without enlarging the series length. We tested this hypothesis over short simulations of nonlinear deterministic and linear stochastic dynamics affected by various noise amounts. Several transformations featuring a different ability to increase the pattern matching rate were tested and compared to the usual strategy adopted in sample entropy (SampEn) computation. The approaches were applied to evaluate the complexity of short-term cardiac and vascular controls from the beat-to-beat variability of heart period (HP) and systolic arterial pressure (SAP) in 12 Parkinson disease patients and 12 age- and gender-matched healthy subjects at supine resting and during head-up tilt. Over simulations, the strategies estimated a larger complexity over nonlinear deterministic signals and a greater regularity over linear stochastic series or deterministic dynamics importantly contaminated by noise. Over short HP and SAP series the techniques did not produce any practical advantage, with an unvaried ability to discriminate groups and experimental conditions compared to the traditional SampEn. Procedures designed to artificially increase the number of matches are of no methodological and practical value when applied to assess complexity indexes.
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1. Introduction

In time series analysis, complexity markers are frequently computed to estimate the degree of irregularity in dynamics. For example, in cardiovascular control studies [1–4], the complexity of spontaneous fluctuations of heart period (HP) and systolic arterial pressure (SAP) is routinely assessed under the hypothesis that in pathological conditions the number of interacting control mechanisms responsible for the regulation of cardiovascular variables is significantly decreased and/or weakened leading to a decrease in the overall complexity of the HP and SAP series [5–7].
Complexity is usually assessed in the information domain via model-free approaches estimating the conditional entropy (CE) according to methods based on the assessment of the probability of finding similar patterns, usually referred to as matches. Among these techniques, approximate entropy and its refinements, sample entropy (SampEn) and corrected CE [8–11], play an important role. In short-term cardiovascular control analysis, these tools are widely applied for their ability to deal with short and noisy HP and SAP series (i.e., about 5 minutes) [11–24]. When addressing short-term autonomic regulation, it has been recommended to keep the length of the series constant and short in such a way as to address the proper range of time scales and avoid confounding factors associated with the activity of slower mechanisms (e.g., humoral regulation) [25–27]. Regardless of the application of complexity analysis, the use of short data sequences is generally privileged over long series because it helps the fulfillment of the requirement of stationarity, being the typical prerequisite for the application of tools assessing complexity based on probability estimation of pattern occurrences like CE [28]. One of the major limitations of model-free complexity markers based on the concept of pattern similarity lies in the reliability of the pattern matching rate when calculated over such short series. Recently, some workarounds have been proposed to increase similarity among patterns and limit the dispersion of the patterns about the reference [29–31]. This issue becomes dramatic, especially when the pattern length is large, because the degree of dissimilarity among patterns increases more and more with their duration or, equivalently, patterns become more and more sparse while enlarging the dimension of the embedding space in which the dynamics are reconstructed [32]. Therefore, increasing the number of matches without augmenting the series length has been proposed as a viable possibility to improve the robustness of the approximation of probability with sample frequency and to limit random fluctuations of the complexity index [29]. These workarounds are mainly based on transformations of the current pattern such a way that its similarity to the reference pattern is found not only when the two original patterns are similar but also when the two original patterns are dissimilar and become similar after transformation.

The aim of this study was to test these workarounds over short simulated series simulating partially predictable dynamics corrupted by increasing amounts of noise [24] and in the practical context of assessing cardiovascular control complexity in healthy (H) subjects and Parkinson disease (PD) patients [33,34]. This contribution is organized as follows: in the Methods Section we describe the strategies exploited to increase the number of matched pairs and how these strategies were applied in SampEn computation; in the Simulated Data and Nonlinearity Test Section we describe the simulated partially predictable signals, how the original realizations were corrupted by noise and how the presence of nonlinear dynamics was checked; in the Experimental Protocol and Data Analysis Section we describe our experimental protocol and series extraction; in the Results, Discussion and Conclusions we summarize the results, interpret the findings and draw the conclusions of the study, respectively.

2. Methods

2.1. Pattern Definition, Transformations and Matching

We assign the series \( x=[x_n, n=1, ..., N] \), where \( n \) is the progressive counter and \( N \) is the series length; \( x \) is first normalized by subtracting the mean and by dividing each resulting value by the standard deviation, thus obtaining a normalized series fluctuating about 0 with unit variance. Given the current value \( x_n \), we consider the pattern \( x^-_n=[x_{n-1} \cdots x_{n-m+1}] \) formed by \((m-1)\) consecutive past values of \( x_n \) and the pattern \( x_n=[x_n x_{n-1} \cdots x_{n-m+1}] \) obtained by concatenating \( x_n \) to \( x^-_n \). The patterns \( x^-_n \) and \( x_n \) are points in \((m-1)\)-dimensional and \(m\)-dimensional embedding spaces built with the technique of time-delayed coordinates [35].

We will consider the following transformations [29–31] applied to patterns: i) centering \( C() \) subtracts from each component of the pattern the mean assessed over it, namely \( C(x_n)=\left[\Delta x_n \Delta x_{n-1} \cdots \Delta x_{n-m+1}\right] \), where \( \Delta \) represents the deviation of each coordinate of the pattern from its mean; ii) inversion \( I() \) switches the sign of all pattern components by multiplying each coordinate by
-1, namely \( I(x_n) = [-x_n, -x_{n-1}, \ldots, -x_{n-m+1}] \); iii) time reversal \( R(x) \) reverts the flow of time within a given pattern in such a way that the most delayed sample becomes the first component and the most recent becomes the last component, namely \( R(x_n) = [x_{n-m+1}, \ldots, x_{n-1}, x_n] \); iv) inversion after time reversal \( IR(x) = I(R(x)) \) inverts the reverted pattern, namely \( IR(x_n) = [-x_{n-m+1}, \ldots, -x_{n-1}, -x_n] \). It is worth noting that the time reversal applied after inversion, namely \( RI(x) = R(I(x)) \), leading to reversion of the time flow of the inverted pattern, provides the same result as \( IR(x) \).

Let us consider, as an example, the sine function \( x_n = \text{sine}(2\pi n; f/2) \), where \( f/2 \) represents the ratio of the frequency \( f \) of the sine to the sampling frequency \( f \) with \( f/2 = 1/50 \). Assigned the pattern \( x_7 = [x_7, x_6] = [0.77 \pm 0.68] \) on the ascending phase of the first positive half cycle of the sine curve, \( I(x_7) = [-0.77 \pm 0.68] = x_{32} \) lies on the descending part of the first negative half cycle of the sine curve, \( R(x_7) = [0.68 \pm 0.77] = x_{19} \) lies on the ascending part of the first positive half cycle of the sine curve, and \( IR(x_7) = [-0.68 \pm 0.77] = x_{44} \) lies on the ascending part of the first negative half cycle of the sine curve.

Two patterns are matched if the distance between them is smaller than \( r \), namely \( \| x_n - x_{m} \| < r \), and \( r \) is usually referred to tolerance and \( \| \cdot \| \) is an assigned norm (e.g., Euclidean norm) [8,10].

### 2.2. SampEn Computation

SampEn assesses the complexity of \( x \) via the computation of the amount of information associated with \( x_n \), which cannot be derived from \( x_n \) (i.e., the CE). SampEn is computed [10] as

\[
\text{SampEn}(m, r, N) = -\log \left( \frac{p(x_n)}{p(x_n^-)} \right),
\]

where \( p(x_n) \) and \( p(x_n^-) \) represent, respectively, the probability of finding a pattern in the neighborhood of \( x_n \) and \( x_n^- \) of size \( r \), computed by dividing the number of matches of \( x_n \) and \( x_n^- \) by the correspondent total number of patterns, and the operator \( <> \) performs the mean over the time index \( n \). After assigning \( r \) and \( N \), increasing the number of matches could improve the robustness of the estimate of \( p(x_n) \) and \( p(x_n^-) \) because sample frequencies should become less sensible to small variations in the number of matches owing to the smallness of \( N \) and to the strict boundary condition in the definition of the neighborhood of \( x_n \) and \( x_n^- \).

### 2.3. Strategies for Increasing the Number of Matches

Assigned the reference pattern \( x_n \), the pattern \( x_m \) is matched to \( x_n \) by one of the following strategies [29]: i) \( x_m \) is closer than \( r \) to \( x_n \) according to the traditional definition of SampEn, and this strategy is labeled S; ii) \( x_m \), or \( I(x_m) \), is closer than \( r \) to \( x_n \) and this strategy is labeled SI; iii) \( x_m \), or \( R(x_m) \), is closer than \( r \) to \( x_n \) and this strategy is labeled SR; iv) \( x_m \), or \( I(x_m) \), or \( R(x_m) \), is closer than \( r \) to \( x_n \) and this strategy is labeled SIR; v) \( x_m \), or \( I(x_m) \), or \( R(x_m) \), or \( IR(x_m) \), is closer than \( r \) to \( x_n \) and this strategy is labeled SIR2. To summarize, \( x_n \) and \( x_m \) are matched for the following:

- S: \( \| x_n - x_m \| < r \)
- SI: \( \| x_n - x_m \| < r \) or \( \| x_n - I(x_m) \| < r \)
- SR: \( \| x_n - x_m \| < r \) or \( \| x_n - R(x_m) \| < r \)
- SIR: \( \| x_n - x_m \| < r \) or \( \| x_n - I(x_m) \| < r \) or \( \| x_n - R(x_m) \| < r \)
- SIR2: \( \| x_n - x_m \| < r \) or \( \| x_n - I(x_m) \| < r \) or \( \| x_n - R(x_m) \| < r \) or \( \| x_n - IR(x_m) \| < r \)

The use of SI and SR strategies leads to an increase in the number of matches compared to S. The use of SIR and SIR2 strategies leads to an increase in the number of matches compared to SI and SR, with the number of matches of SIR2 larger than that of SIR. The abovementioned strategies can be
applied over centered patterns [29–31] $C(x_n)$ and $C(x_m)$, thus leading to centered S (CS), centered CI (CSI), centered SR (CSR), centered SIR (CSIR) and centered SIR2 (CSIR2) strategies. CS, CSI, CSR, CSIR and CSIR2 increase the number of matches compared to S, SI, SR, SIR and SIR2, respectively, because only the shapes of the patterns are considered regardless of their mean values [30,31]. To summarize the centered strategies, $x_n$ and $x_m$ are matched for the following:

- **CS:** $\|C(x_n) - C(x_m)\| < r$
- **CSI:** $\|C(x_n) - C(x_m)\| < r$ or $\|C(x_n) - I(C(x_m))\| < r$
- **CSR:** $\|C(x_n) - C(x_m)\| < r$ or $\|C(x_n) - R(C(x_m))\| < r$
- **CSIR:** $\|C(x_n) - C(x_m)\| < r$ or $\|C(x_n) - I(C(x_m))\| < r$ or $\|C(x_n) - R(C(x_m))\| < r$
- **CSIR2:** $\|C(x_n) - C(x_m)\| < r$ or $\|C(x_n) - I(C(x_m))\| < r$ or $\|C(x_n) - R(C(x_m))\| < r$ or $\|C(x_n) - IR(C(x_m))\| < r$

(Equation 3)

Figure 1 shows examples of matches with tolerance $r=0$ according to the different pattern matching strategies in a synthetic periodic signal. The signal is a periodic repetition of the pattern $[0, 2, 3, 6, 8, 9, 8, 6, 3, 2, 0, -2, -3, -6, -8, -9, -8, -6, -3, -2]$. The reference pattern is shown as red solid circles and any matched pattern with tolerance $r=0$ is shown as a black solid circle as a function of the pattern matching strategy. Figure 1a–e show the result of the application of S, SI, SR, SIR and SIR2 strategies and Figure 1f–j show the result of the application of CS, CSI, CSR, CSIR and CSIR2 strategies. Comparison among S, SI, SR, SIR and SIR2 strategies (Figures 1a,b,c,d,e) suggests that the number of matches rises with the complexity of the matching pattern strategy. Moreover, matched patterns might belong to different phases of the periodic signal, and this feature is more evident with more complex pattern matching strategies. Comparison among CS, CSI, CSR, CSIR and CSIR2 strategies (Figures 1f,g,h,i,j) indicates that the centered pattern strategies notably increase the number of matches and an important rise is already evident with the simplest centered pattern matching strategies and obviously preserved by the most complex ones.

3. Simulated Data and Nonlinearity Test

3.1. Simulations

We considered two types of dynamics [24]: (i) a realization of deterministic chaos generated with the logistic map, namely $x_n = k \cdot x_{n-1} \cdot (1 - x_{n-1})$ with $k = 3.7$ (type-I simulation); (ii) a realization of a stochastic linear process with a dominant spectral peak generated via a second-order autoregressive model featuring two complex and conjugate poles with modulus $\rho = 0.92$ and phases $\varphi = \pm \pi/5$ and driven by Gaussian white noise with zero mean and unit variance (type-II simulation). The dynamic generated by the logistic map in the chaotic regime was chosen because of its nonlinear properties [24] and different behavior under time reversal [36], both properties present in heart rate variability [37,38]. The dynamic generated by the autoregressive process was chosen because of its fully linear properties and invariant behavior under time reversal [39], these being features typical of stochastic components of heart rate variability [38]. The ability of SampEn in connection with the various strategies adopted for increasing the pattern matching rate in dealing with broadband noise was assessed by adding independent, identically distributed white noise to the initially simulated signals (uncorrupted series). The noise realizations had zero mean and standard deviation set as a percentage of the standard deviation of the uncorrupted series. The standard deviation of noise increased starting from 1% in steps of 2% (i.e., 1%, 3%, 5%, ...) until 59% was reached. We generated 50 realizations of contaminated series for each level of superimposed noise by randomly changing the seed of the white noise. The course between the 2.5th and 97.5th percentiles of SampEn as a function the percentage of noise computed over the set of simulated signals according to the different pattern matching strategies was superimposed on the one calculated using the S strategy. The effect of the pattern matching strategies relative to the S strategy on SampEn was directly assessed over the simulated series corrupted by the minimal amount of noise (i.e., 1%).
Figure 1. Examples of matches with tolerance $r=0$ in a periodic repetition of the pattern $[0, 2, 3, 6, 8, 9, 8, 6, 3, 2, 0, -2, -3, -6, -8, -9, -8, -6, -3, -2]$ are given as a function of the pattern matching strategy. The reference pattern is denoted with red solid circles and its matches with tolerance $r=0$ are indicated with black solid circles. The reference pattern and its matches are shown with the $S$ strategy in (a), SI strategy in (b), SR strategy in (c), SIR strategy in (d), SIR2 strategy in (e), CS strategy in (f), CSI strategy in (g), CSR strategy in (h), CSIR strategy in (i), and CSIR2 strategy in (j).

3.2. Surrogate Series and Detection of Nonlinear Dynamics

We tested the null hypothesis that type-I simulations corrupted by noise are realizations of a linear process with a Gaussian distribution, possibly distorted via a nonlinear static invertible transformation. According to this null hypothesis, we built surrogate series with the same second-order statistical properties (i.e., with preserved a power spectrum) and the same distribution (i.e., with preserved histogram) as the original ones but with random phases via iterated amplitude-adjusted Fourier transform procedure [40,41]. Fourier phases were drawn from a uniform distribution bounded between 0 and $2\pi$. The number of iterations to achieve the best approximation of the original power spectrum with the exact distribution of values of the original series was fixed to 100 [41]. We constructed one surrogate for each original realization. If nonlinear features were present in the original series, the SampEn computed over the original series would be smaller than that computed over linear surrogates. Therefore, the distribution of SampEn was computed over the original and surrogate series and the two distributions were compared. The null hypothesis was rejected and the alternative hypothesis (i.e., data were generated by a nonlinear dynamical system) was accepted when the 97.5th percentile of SampEn computed over the original series was found to be below the 2.5th percentile of SampEn computed over the surrogate data (i.e., the original series were significantly less complex than surrogates) [24]. The different strategies adopted to increase the number of matches were exploited in the computation of SampEn, and the results of the nonlinearity test were discussed as a function of the pattern matching strategy.
4. Experimental Protocol and Data Analysis

4.1. Experimental Protocol

The protocol was originally designed to typify cardiovascular control and its complexity in PD patients through HP and SAP variability analyses [33,34]. Briefly, we studied 12 patients with PD without orthostatic hypotension or symptoms of orthostatic intolerance (age range: 55–79 years; median: 65 years; 8 men) and 12 H subjects matched by age and gender with those in the PD group (age range: 58–72 years; median: 67 years; 7 men). PD patients (Hoehn and Yahr scale: stages 2–4) were at the best of their habitual pharmacological treatment. Electrocardiograms (ECG) from lead II and noninvasive arterial pressure (Finapress 2300, Ohmeda, Englewood, CO) were recorded. Sample frequency was 300 Hz. Signals were recorded for 10 minutes at rest in supine condition (REST) and during head-up tilt with table inclination set at 75° (HUT). All subjects gave their written informed consent. The study adhered to the principles of the Declaration of Helsinki for medical research involving human subjects. The protocol was approved by the ethical review board of the Bolognini Hospital of Seriate, Bergamo, Italy (project identification code: 493, approval date: 15-6-2011). The experimental protocol and instrument types are standard in the field of cardiovascular control assessment based on spontaneous fluctuations of physiological variables [2,4].

4.2. Extraction of the Beat-to-Beat Variability and Preprocessing Techniques

After detecting the QRS complex using a traditional method based on a threshold on the first derivative of the ECG and locating the R-wave peak with minimum jitters using parabolic interpolation, the temporal distance between two consecutive QRS apexes was computed and utilized as an approximation of the nth HP (HPn). The maximum arterial pressure within HPn was taken as the nth SAP (SAPn). Fiducial points were carefully checked to avoid erroneous detections or missed beats. If isolated ectopic beats affected HP and SAP values, these measures were linearly interpolated using the closest values unaffected by ectopic beats. Sequences of 256 consecutive HP and SAP values were randomly selected within REST and HUT sessions. The procedures for the extraction of physiological variables, strategy for correction of artifacts and duration of the frame are standard in short-term heart rate variability analysis [3,25]. Time domain indexes have already been reported [34]: briefly, i) the HP mean decreased during HUT in both H and PD individuals, but no between-group difference was observed regardless of the experimental condition; ii) HP variance and SAP mean were similar regardless of the group and experimental condition; iii) SAP variance increased during HUT exclusively in H subjects and was smaller in PD patients compared to H individuals during HUT.

4.3. Assessing Complexity Using the Different Matching Strategies

SampEn was calculated according to the standard settings [10,23,31], namely, m=2, r=0.2 × the standard deviation of the series, N=256, and Euclidean norm, to calculate distances among the patterns. SampEn was computed over simulated and real data after linear detrending. SampEn was calculated according to the different strategies designed to increase the number of matches, namely S, SI, SR, SIR and SIR2 and CS, CSI, CSR, CSIR and CSIR2. The difference between the 97.5th and the 2.5th percentiles of SampEn was taken as a measure of the SampEn dispersion about the median. This index was computed for all the strategies, and it was divided by that calculated via the S strategy, thus quantifying the variation of the SampEn variance induced by the adopted pattern matching approach compared to the S strategy. This ratio was labeled the variance reduction ratio (VRR). If the VRR was significantly below 1, the considered strategy reduced the variance of SampEn. The assessment of VRR was carried out over simulated signals and real series.

4.4. Statistical Analysis

One-way repeated measures analysis of variance, or Friedman repeated measures analysis of variance on ranks when appropriate, was applied (Tukey’s test for multiple comparisons) to check
whether the different strategies for the assessment of matches affected SampEn computed over type-I and type-II simulations corrupted by a minimal amount of noise (i.e., 1% of noise). Two-way repeated measures analysis of variance (one-factor repetition, Holm–Sidak test for multiple comparisons) was performed to assess the significance of SampEn changes induced by the orthostatic challenge within the same population (H or PD group) and by the pathology within the same experimental condition (REST or HUT). The analysis was repeated with different pattern matching strategies to check for discrepancies among conclusions. Statistical analysis was carried out using a commercial statistical program (Sigmaplot, v.14.0, Systat Software, Inc., Chicago, IL, USA). A type-I error probability $p < 0.05$ was always considered significant.

5. Results

5.1. Simulated Type-I and Type-II Series: Effect of Pattern Matching Strategies on SampEn

The error bar graphs in Figure 2 show SampEn computed over type-I (Figure 2a) and type-II (Figure 2b) simulations contaminated with independent identically distributed white noise with standard deviation equal to 1% of the standard deviation of the uncorrupted chaotic and autoregressive series as a function of the strategy exploited to find matched patterns (i.e., S, SI, SR, SIR, or SIR2).

![Figure 2](image2.png)

**Figure 2.** The error bar graphs show the SampEn computed over type-I (a) and type-II (b) simulations affected by independent identically distributed white noise with standard deviation equal to 1% of the standard deviation of the uncorrupted dynamic. Values are given as a function of the strategy exploited to increase the number of matches, namely S, SI, SR, SIR, or SIR2. Data are reported as mean plus standard deviation. The symbol * indicates $p < 0.05$.

In the case of type-I simulation (Figure 2a), the smallest value of SampEn was detected when the marker was computed according to the original strategy of detecting matched patterns, while the application of any alternative strategy limited the ability of past values to predict future behaviors and increased SampEn. A progressive increase in SampEn was observed passing from S to SI, from SI to SR, from SR to SIR and, finally, from SIR to SIR2. The most relevant rise was visible when pattern matching was tested after time reversal transformation via SR, SIR and SIR2 approaches compared to S and SI, and this result is linked to the irreversible nature of the logistic map dynamics in the chaotic regime. The results of SampEn obtained from type-II simulation (Figure 2b) also showed that the smallest SampEn was calculated with the S strategy. However, SampEn values were more homogeneous across pattern matching strategies. Remarkably, no significant difference was detected between SampEn computed using S and SR strategies and between SampEn computed using SIR and SIR2 approaches as a result of the reversible nature of the linear dynamics generated by an autoregressive process.

Figure 3 has the same structure as Figure 2, and SampEn was computed over the same simulations, but it shows SampEn as a function of the matching pattern strategies based on the transformations operated over centered patterns (i.e., CS, CSI, CSR, CSIR and CSIR2).
In the case of type-I simulation (Figure 3a), the smallest value of SampEn was again found using the S strategy. The application of the centering transformation via the CS strategy increased SampEn and, similarly to Figure 2a, the rise in SampEn was especially evident using the CSR strategy. Unlike in Figure 2a, further increasing the number of matches via the CSIR and CSIR2 strategies produced a decrease in SampEn compared to CSR. Indeed, the number of matches found at embedding dimension \( m - 1 \) by CSIR and CSIR2 was so high that the increment at embedding dimension \( m \) was negligible compared to with the CSR strategy. Results obtained from type-II simulation (Figure 3b) outlined that SampEn computed via the CS strategy is higher than that based on the S one and a similar increase was observed when the CSR strategy was applied. However, unlike with type-I simulation, variations compared to S were less remarkable as an effect of the stochastic linear nature of the autoregressive process compared to the nonlinear deterministic nature of the logistic map (e.g., no difference between CS and CSR was detected). Similarly to type-I simulation, CSIR and CSIR2 strategies led to SampEn significantly smaller than that compared via the CSR strategy.
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**Figure 3.** The error bar graphs show the SampEn computed over type-I (a) and type-II (b) simulations affected by independent identically distributed white noise with standard deviation equal to 1% of the standard deviation of the uncorrupted dynamic. Values are given as a function of the strategy exploited to increase the number of matches, namely S, CS, CSI, CSR, CSIR, or CSIR2. Data are reported as mean plus standard deviation. The symbol * indicates \( p < 0.05 \).

5.2. Simulated Type-I and Type-II Series: The Effect of Pattern Matching Strategies on SampEn Depends on Noise Level

Figure 4 provides the comparison between SampEn derived according to the SI (Figures 4a,b), SR (Figures 4c,d), SIR (Figures 4e,f) and SIR2 (Figures 4g,h) strategies (solid black lines) and the S strategy (solid red lines) as a function of the amplitude of the white noise contaminating the chaotic and autoregressive dynamics. The level of noise was monitored as a percentage of the standard deviation of the uncorrupted chaotic and autoregressive series. Results are relevant to type-I (Figures 4a,c,e,g) and type-II (Figures 4b,d,f,h) simulations. The two (black or red) lines are relevant to the 2.5\(^{th}\) and 97.5\(^{th}\) percentiles of SampEn computed over the set of 50 simulations.
Figure 4. The line plots show the SampEn computed over type-I (a,c,e,g) and type-II (b,d,f,h) simulations as a function of the amplitude of independent identically distributed white noise superimposed on the uncorrupted dynamics. The amplitude of the white noise is monitored as a percentage of the standard deviation of the uncorrupted series. The solid red lines represent the SampEn computed according to the strategy of pattern matching traditionally exploited in SampEn computation (i.e., S), while the solid black lines are relevant to the various definitions of non-centered strategies adopted in this study, namely SI (a, b), SR (c, d), SIR (e, f) and SIR2 (g, h). The two lines are relevant to the 2.5th and 97.5th percentiles computed over the set of simulations.

In the case of the type-I simulation, the SampEn calculated via the S strategy was below that computed through SI, SR, SIR and SIR2, and this result was robust until the percentage of noise was smaller than, respectively, 7, 33, 37 and 39. Indeed, in correspondence with these percentages, the 97.5th percentile of SampEn computed using S became larger than the 2.5th percentile of SampEn calculated using the SI, SR, SIR and SIR2 strategies respectively. In the case of type-II simulation, the 97.5th percentile of SampEn computed using S surpassed the 2.5th percentile of SampEn calculated using SI, SR, SIR and SIR2 at percentages of 7, 1, 5 and 3, respectively. In both type-I and type-II simulations, the SampEn computed using S did not significantly rise above the SampEn computed via the SI, SR, SIR and SIR2 strategies, given that the 2.5th percentile of SampEn computed according to S never surpassed the 97.5th percentile of SampEn calculated via the SI, SR, SIR and SIR2 strategies. These results suggest that differences among SampEn imposed by the exploitation of the different pattern matching strategies became irrelevant compared to the S strategy while increasing the amount of noise, and the rate of this process was faster in a stochastic linear process than in a nonlinear deterministic one. When the type-I simulation was considered, the VRR of SI, SR, SIR and SIR2 averaged over all levels of noise was close to 1 (i.e., 0.96, 0.94, 0.93 and 0.98 respectively). The departure of the mean VRR from 1 was more evident in the case of the type-II simulation, with the mean VRR equal to 0.81, 0.85, 0.76, and 0.77, respectively.

Figure 5 has the same structure as Figure 4, but SampEn is computed according to transformations operating over centered patterns, namely CS (Figures 5a,b), CSI (Figures 5c,d), CSR (Figures 5e,f), CSIR (Figures 5g,h) and CSIR2 (Figures 5i,j) strategies. SampEn calculated according to centered strategies (solid black lines) was compared to that computed with the S strategy (solid red lines).

In the case of the type-I simulation (Figures 5a,c,e,g,i) the 97.5th percentile of the SampEn computed using S surpassed the 2.5th percentile of the SampEn calculated using CS, CSI, CSR, CSIR
and CSIR2, at percentages of 15, 19, 33, 15 and 9. When further increasing the amount of noise, the SampEn computed through the CS, CSI, and CSR strategies became indistinguishable from the SampEn calculated via S. In the case of the CSIR and CSIR2 strategies, the 2.5th percentile of the SampEn computed using S surpassed the 97.5th percentile of the SampEn assessed via the CSIR and CSIR2 approaches at percentages of 23 and 15. These results suggest that not only could the application of pattern matching strategies operating over centered patterns lead to a SampEn indistinguishable from those computed via the S strategy, but also to different conclusions at low and high levels of noise (i.e., at low levels of noise, the SampEn computed via the CSIR and CSIR2 approaches was significantly larger than that computed using the S approach, while it became smaller at large noise amplitudes). This effect led to an overall reduction in the dynamical range of SampEn, when the deterministic nonlinear dynamics became progressively linear and stochastic through the corruption of noise.

**Figure 5.** The line plots show SampEn computed over type-I (a,c,e,g,i) and type-II (b,d,f,h,j) simulations as a function of the amplitude of independent, identically distributed white noise superimposed on the uncorrupted dynamics. The amplitude of the white noise is monitored as a percentage of the standard deviation of the uncorrupted series. The solid red lines represent SampEn computed according to the strategy of pattern matching traditionally exploited in SampEn computation (i.e., S), while the solid black lines are relevant to the various definition of centered strategies adopted in this study, namely, CS (a,b), CSI (c,d), CSR (e,f), CSIR (g,h) and CSIR2 (i,j). The two lines are relevant to the 2.5th and 97.5th percentiles computed over the set of simulations.

In the case of the type-II simulation (Figures 5b,d,f,h,j) we observed that: (i) the 97.5th percentile of the SampEn computed via the S approach was only below the 2.5th percentile of the SampEn computed using CS, CSI, and CSR at small noise amplitudes, with percentages below, respectively, 9, 5 and 7; (ii) the SampEn computed via using CS, CSI, and CSR became similar to that computed via the S technique at intermediate noise amplitudes; (iii) the 2.5th percentile of the SampEn computed via the S strategy was above the 97.5th percentile of the SampEn computed using CS, CSI, and CSR at high levels of noise, with percentages above, respectively, 21, 11 and 15. This observation suggests, again, that the effect of a strategy improving the number of matches over centered patterns compared to the S strategy depends on the level of superimposed noise, even over a series, like the linear stochastic series, that does not vary its nature due to noise contamination. Moreover, the SampEn
calculated via the S strategy was evidently above those computed through the CSIR and CSIR2 approaches, regardless of the amplitude of the noise, given that the 2.5th percentile of the SampEn computed using the S strategy was always above the 97.5th percentile of the SampEn calculated via the CSIR and CSIR2 techniques, thus suggesting that CSIR and CSIR2 could indicate an erroneously greater regularity linked to an artificial increase in matches. When the type-I simulation was considered, the VRRs of CS, CSI, CSR, CSIR and CSIR2 averaged over all levels of noise were significantly different from 1 (i.e., 0.63, 0.62, 0.67, 0.58 and 0.59, respectively) and even further away from 1 in the case of the type-II simulation (i.e., 0.36, 0.41, 0.44, 0.39 and 0.41, respectively).

5.3. Simulated Type-I Series: Effect of Pattern Matching Strategies on the Detection of Nonlinear Dynamics

Figure 6 provides a comparison between the SampEn results computed over the original type-I simulations (solid black lines) and their surrogates (solid red lines) according to the S (Figure 6a), CS (Figure 6b), SI (Figure 6c), CSI (Figure 6d), SR (Figure 6e), CSR (Figure 6f), SIR (Figure 6g), CSIR (Figure 6h), SIR2 (Figure 6i) and CSIR2 (Figure 6j) strategies.
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Figure 6. The line plots show SampEn computed over the original (solid black lines) and surrogate (solid red lines) type-I simulations as a function of the amplitude of independent identically distributed white noise superimposed on the dynamic of the uncorrupted series. The amplitude of the white noise is monitored as a percentage of the standard deviation of the uncorrupted series. The comparison is given as a function of the amplitude of the white noise contaminating the chaotic and autoregressive dynamics expressed as a percentage of the standard deviation of the uncorrupted series. The two (black or red) lines are relevant to the 2.5th and 97.5th percentiles computed over the set of simulations.

The comparison is given as a function of the amplitude of the white noise contaminating the chaotic and autoregressive dynamics expressed as a percentage of the standard deviation of the uncorrupted series. The two (black or red) lines are relevant to the 2.5th and 97.5th percentiles of SampEn computed over the set of the 50 original or surrogate simulations. Nonlinear dynamics were detected until the 97.5th percentile of SampEn assessed over the original simulations surpassed the
2.5th percentile of SampEn computed over the surrogates. This situation was detected at percentages equal to 39, 39, 33, 33 and 31 in the case of S, SI, SR, SIR, and SIR2 approaches, respectively, and at percentages equal to 45, 41, 31, 35 and 33 in the cases of CS, CSI, CSR, CSIR and CSIR2 approaches, respectively, thus remarking that the ability of detecting nonlinear dynamics was negligibly altered by the pattern matching strategies compared to the S strategy. More specifically, the use of the traditional matching strategy over centered patterns (i.e., CS) might even slightly improve the detection performance; namely, nonlinear dynamics were detected with larger levels of noise compared to with S (i.e., 45 vs. 39), while the application of strategies inducing a more notable increase in the number of matches, such as, e.g., SIR, SIR2, CSIR and CSIR2, slightly reduced the ability to detect nonlinear dynamics relative to the S approach (i.e., 33, 31, 35, and 33, respectively, vs. 39).

5.4. Real HP and SAP Series: Impact of Pattern Matching Strategies on SampEn

The error bar graphs in Figure 7 show the SampEn computed over HP (Figures 7a,c) and SAP (Figures 7b,d) series as a function of the pattern matching strategy, namely S, SI, SR, SIR, and SIR2 (Figures 7a,b) and S, CS, CSI, CSR, CSIR and CSIR2 (Figures 7c,d). Data were pooled together regardless of the experimental conditions. Over both HP and SAP series, SampEn varied remarkably as a function of the S, SI, SR, SIR, and SIR2 strategies, with approaches like SI leading to values significantly larger than those computed via the S strategy, and strategies like SR and SIR2 producing values lower than those calculated through the S strategy. Over both HP and SAP series, the applications of the CS, CSI, CSR, CSIR and CSIR2 strategies produced smaller SampEn compared to the S approach, with the smallest value computed by the CSIR and CSIR2 strategies.

Figure 7. The error bar graphs show SampEn computed over HP (a,c) and SAP (b,d) series as a function of the strategy exploited to increase the number of matches, namely S, SI, SR, SIR, and SIR2 in (a,b) and S, CS, CSI, CSR, CSIR and CSIR2 in (c,d). Data are reported as mean plus standard deviation. Data are pooled together regardless of the experimental conditions. The symbol * indicates $p < 0.05$.

Figure 8 shows the SampEn computed over the HP series as a function of the group (i.e., H and PD) in the considered experimental conditions, namely REST (black bars) and HUT (white bars). SampEn is computed according to the strategies exploited to increase the number of matches, namely S (Figure 8a), CS (Figure 8b), SI (Figure 8c), SR (Figure 8d), CSI (Figure 8e), CSIR (Figure 8f), SIR (Figure 8g), SIR2 (Figure 8h), CSIR (Figure 8i) and CSIR2 (Figure 8j). The SampEn computed
according to the S strategy indicates that in the H group HUT decreased the complexity of the cardiac control, while an effect of HUT in the PD group was not found. No significant differences were detected within the same experimental condition between H individuals and PD patients, and this observation held both at REST and during HUT. The application of strategies increasing the number of matches did not lead to different conclusions and, conversely, lower statistical power was observed: indeed, only SR was able to detect the influence of HUT over the H population, while the remaining strategies did not detect any significant difference and no additional significances were detected. The VRRs of SI, SR, SIR and SIR2, averaged over all subjects regardless of the experimental condition, were 1.13, 1.08, 1.12 and 1.15, respectively, while the mean VRRs of CS, CSI, CSR, CSIR and CSIR2 were 1.15, 1.30, 1.29, 1.13 and 1.01, respectively.

**Figure 8.** The error bar graphs show SampEn computed over HP series according to the strategies exploited to increase the number of matches, namely S (a), CS (b), SI (c), SR (d), CSI (e), CSR (f), SIR (g), SIR2 (h), CSIR (i) and CSIR2 (j). Values are given as a function of the group (i.e., H and PD) in the two considered experimental conditions, namely REST (black bars) and HUT (white bars). Data are reported as mean plus standard deviation. The symbol § indicates \( p < 0.05. \)

Figure 9 has the same structure as Figure 8, but SampEn is computed over the SAP series. The SampEn computed according to the S strategy was able to separate the two groups at REST with values larger in PD patients than in H subjects, while this ability was lost during HUT. No significant differences between experimental conditions were found within the same group, and this observation held regardless of the group. These observations were confirmed by most of the strategies raising the number of matches, with the notable exceptions of SI, SIR and CSIR2, which were unable to detect any significant differences, thus stressing that no additional advantage in separating groups and experimental conditions was achieved. The VRRs of SI, SR, SIR and SIR2, averaged over all subjects regardless of the experimental condition, were 1.07, 1.01, 1.01 and 1.03, respectively, while the mean VRRs of CS, CSI, CSR, CSIR and CSIR2 were 0.95, 1.09, 1.03, 0.89 and 0.76, respectively.
Figure 9. The error bar graphs show SampEn computed over the SAP series according to the strategies exploited to increase the number of matches, namely, S (a), CS (b), SI (c), SR (d), CSI (e), CSR (f), SIR (g), SIR2 (h), CSIR (i) and CSIR2 (j). Values are given as a function of the group (i.e., H and PD) in the two considered experimental conditions, namely REST (black bars) and HUT (white bars). Data are reported as mean plus standard deviation. The symbol * indicates $p < 0.05$.

6. Discussion

The main methodological findings of the study can be summarized as follows: i) the influence of the strategies favoring pattern matching over SampEn varied with the transformation exploited, type of dynamics and level of noise superposed on the data; ii) the application of the strategies for increasing the number of matched patterns could lead to a reduction in the range of the SampEn values; iii) the reduction in the SampEn variance was more evident over linear stochastic series and using transformations over centered patterns; iv) strategies increasing the number of matches could lead to an overestimation of the level of regularity despite the stochastic nature of the series or the presence of noise; v) the ability to detect nonlinear dynamics was generally poorly affected by the application of a pattern matching strategy.

The main experimental findings of the study can be summarized as follows: (i) over both HP and SAP series, the impact of the adopted pattern matching strategies on SampEn depended on the exploited transformations; (ii) when the pattern matching strategy was applied to centered patterns, SampEn was significantly reduced compared to the standard application of SampEn, and this result held regardless of the series; (iii) strategies designed to raise the number of matches did not provide any additional advantage compared to the standard application of SampEn in separating group and experimental conditions, and this observation held for the assessment of the complexity of both cardiac and vascular controls.

6.1. On the Rationale of Transformations Favoring Pattern Matching

The application of transformations to the current pattern before assessing its similarity to the reference pattern has been suggested to improve pattern similarity in the computation of fuzzy entropy [29]. Among the transformations proposed to be useful to increase pattern matching, there are inversion, reversal and inversion after reversal applied to the current pattern [29], as well as centering of both current and reference patterns about their local mean [30,31]. The application of strategies for increasing pattern similarity was proposed as a practical approach to increase the
robustness of the fuzzy entropy without enlarging series length [29–31]. It has been suggested that an augmented pattern similarity limits the random fluctuations of fuzzy entropy over short data sequences, thus decreasing the variance of fuzzy entropy estimates. Remarkably, transformations increasing pattern similarity could be applied not only to fuzzy entropy [29–31] but also to refined fuzzy entropy [22] and distribution entropy [42] and, more generally, to any CE metric based on the assessment of the distance between current and reference patterns [8–11,43]. These transformations could be exploited in multiscale [44,45] and multivariate [46,47] analyses as well.

6.2. Strategies Increasing the Number of Matches Might Lead to Misleading Conclusions over Simulated Series

The most relevant drawback of the techniques devised to increase the number of matches is that they mix different phases of the dynamic and merge classes of features that might indicate very peculiar behaviors. For example, if a pattern specifically typifies the ascending part of the positive half cycle of the sine curve, and the reverse pattern characterizes the descending part of the positive half cycle, the inverse pattern is found in the descending part of the negative half cycle and the inverted reverted pattern lies on the ascending part of the negative half cycle (see also Figure 1a,b,c,d). The consequence of considering as matches some, or all, of these patterns becomes particularly dramatic in the presence of nonlinear and deterministic dynamics, when irreversible patterns and/or phase-locked features might require distinction among the different phases of the dynamic to accurately predict specific behaviors, thus leading to the inability to fully reduce the uncertainty carried by the future values given past samples and increasing CE compared to the standard estimation of SampEn. The direct consequence is that, in the presence of deterministic, largely predictable, dynamics, higher values of complexity might be found due to the loss of the ability to predict future behaviors in relation to mixing phases. Conversely, in the presence of stochastic, largely unpredictable, dynamics, lower values might be found when the number of matches cannot notably vary while the pattern length enlarges because the number of matches is close to the maximum limit allowed by the series length. As a result, SampEn estimated by exploiting strategies artificially increasing the number of matches might span a more limited range of values compared to traditional SampEn, and this reduced interval limits the possibility of separating different types of dynamics. However, these limitations do not importantly reduce the ability to detect nonlinear dynamics via a surrogate approach, mainly because the same strategy for increasing the number of matches is applied to both original and surrogate data. We remark that the different performances of the adopted transformations require the clear indication of which technique is applied to augment the pattern matching rate.

6.3. Strategies Increasing the Number of Matches Are of Limited Utility in the Assessment of Cardiac and Vascular Controls

The computation of SampEn assessed according to the usual pattern matching strategy (i.e., S) confirmed that i) complexity of the cardiac control decreased during HUT compared to REST in H subjects [11,34,43] while it remained high in PD patients [34]; ii) complexity of the vascular control was higher at REST in PD patients compared to H subjects [34]. These conclusions were confirmed by the strategies that artificially increased the number of matches. Indeed, the detected trends were similar to SampEn computed using the standard pattern matching approach. Moreover, our data suggest that strategies designed to increase the number of matches might lead to a decrease in the statistical power of SampEn compared to the pattern matching approach exploited in traditional computation of SampEn (i.e., the S one). Indeed, we observed that some strategies were not able to detect any significant differences between groups and/or experimental conditions. This result seems to be surprising, given that, over simulations, the application of strategies increasing the number of matches tended to decrease the variance in SampEn, and this effect was especially evident when the adopted transformations operated over centered patterns and when the dynamics were dominated by stochastic components. The decrease in SampEn variance should increase the statistical power and favor differentiation among experimental conditions and/or groups of subjects. Conversely, the
expected decrease in SampEn variance after the application of transformations designed to increase pattern matching rate was not observed in real HP and SAP variability data (only CSIR and CSIR2 strategies reduced SampEn variance when applied to SAP series). Thus, the general decrease in statistical power is to be attributed to the concomitant reduction in the SampEn mean (only the SampEn computed according to the SI strategy increased compared to S) in the presence of similar, or slightly increased, SampEn variances. Moreover, it cannot be excluded that the limited ability of the considered strategies might be the consequence of shuffling nonlinear features and mixing phases of the rhythmical fluctuations as suggested by simulations.

7. Conclusions

We do not recommend the use of strategies artificially increasing the number of matches because of the inherent risk of destroying peculiar features of the dynamic, as suggested by simulations, and the null practical advantage, as suggested by the application to the analysis of the short-term cardiac and vascular neural controls. Given the inherent stochastic nature of the physiological series, the use of strategies increasing pattern matching rate is likely to underestimate their actual complexity, and this underestimation might offset the advantage that might be linked to the reduction in the variance of the complexity markers. Moreover, given that complexity indexes based on the computation of SampEn strongly depend on the strategy exploited to find matches, we stress the importance of clearly reporting it to favor future comparisons.

Author Contributions: conceptualization, A.P. and J.F.V.; methodology, A.P. and J.F.V.; software, A.P.; validation, A.P.; formal analysis, A.P., B.C., V.B., B.D.M. and F.G.; data curation, F.B. and R.F.; writing—original draft preparation, A.P.; writing—review and editing, A.P., J.F.V., B.C., V.B., B.D.M., F.G., F.B. and R.F.; visualization, A.P. All authors have read and agreed to the published version of the manuscript.

Funding: This work was partially supported by Ricerca Corrente from the Italian Ministry of Health to IRCCS Policlinico San Donato.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Pomeranz, B.; Macaulay, R.J.B.; Caudill, M.A.; Kutz, I.; Adam, D.; Gordon, D.; Kilborn, K.M.; Barger, A.C.; Shannon, D.C.; Cohen, R.J.; et al. Assessment of autonomic function in humans by heart-rate spectral-analysis. Am. J. Physiol. 1985, 248, H151–H153.
2. Montano, N.; Gnecchi-Ruscone, T.; Porta, A.; Lombardi, F.; Pagani, M.; Malliani, A. Power spectrum analysis of heart rate variability to assess changes in sympatho-vagal balance during graded orthostatic tilt. Circulation 1994, 90, 1826–1831.
3. Pagani, M.; Montano, N.; Porta, A.; Malliani, A.; Abboud, F.M.; Birkett, C.; Somers, V.K. Relationship between spectral components of cardiovascular variabilities and direct measures of muscle sympathetic nerve activity in humans. Circulation 1997, 95, 1441–1448.
4. Cooke, W.H.; Hoag, J.B.; Crossman, A.A.; Kuusela, T.A.; Tahvanainen, K.U.O.; Eckberg, D.L. Human responses to upright tilt: A window on central autonomic integration. J. Physiol. 1999, 517, 617–628.
5. Pincus, S.M.; Goldberger, A.L. Physiological time-series analysis: What does regularity quantify? Am. J. Physiol. 1994, 266, H1643–H1656.
6. Goldberger, A.L.; Peng, C.K.; Lipsitz, L.A. What is physiologic complexity and how does it change with aging and disease? Neurobiol. Aging 2002, 23, 23–26.
7. Porta, A.; Bari, V.; Ranuzzi, G.; De Maria, B.; Baselli, G. Assessing multiscale complexity of short heart rate variability series through a model-based linear approach. Chaos 2017, 27, 093901.
8. Pincus, S.M. Approximate entropy (ApEn) as a complexity measure. Chaos 1995, 5, 110–117.
9. Porta, A.; Baselli, G.; Liberati, D.; Montano, N.; Cogliati, C.; Gnecchi-Ruscone, T.; Malliani, A.; Cerutti, S. Measuring regularity by means of a corrected conditional entropy in sympathetic outflow. Biol. Cybern. 1998, 78, 71–78.
10. Richman, J.S.; Moorman, J.R. Physiological time-series analysis using approximate entropy and sample entropy. Am. J. Physiol. 2000, 278, H2039–H2049.
11. Porta, A.; Gnecci-Ruscone, T.; Tobaldini, E.; Guzzetti, S.; Furlan, R.; Montano, N. Progressive decrease of heart period variability entropy-based complexity during graded head-up tilt. J. Appl. Physiol. 2007, 103, 1143–1149.

12. Kaplan, D.T.; Furman, M.I.; Pincus, S.M.; Ryan, S.M.; Lipsitz, L.A.; Goldberger, A.L. Aging and the complexity of cardiovascular dynamics. Biophys. J. 1991, 59, 945–949.

13. Pincus, S.M.; Cummins, T.R.; Haddad, G.G. Heart rate control in normal and aborted-SIDS infants. Am. J. Physiol. 1993, 33, R638–R646.

14. Tulppo, M.P.; Makikallio, T.H.; Takala, T.E.S.; Seppanen, T.; Huikuri, H.V. Quantitative beat-to-beat analysis of heart rate dynamics during exercise. Am. J. Physiol. 1996, 271, H244–H252.

15. Porta, A.; Guzzetti, S.; Montano, N.; Pagani, M.; Somers, V.; Malliani, A.; Baselli, G.; Cerutti, S. Information domain analysis of cardiovascular variability signals: Evaluation of regularity, synchronisation and coordination. Med. Biol. Eng. Comput. 2000, 38, 180–188.

16. Al-Angari, H.N.; Sahakian, A.V. Use of sample entropy approach to study heart rate variability in obstructive sleep apnea syndrome. IEEE Trans. Biomed. Eng. 2007, 54, 1900–1904.

17. Lewis, M.J.; Short, A.L. Sample entropy of electrocardiographic RR and QT time-series data during rest and exercise. Physiol. Meas. 2007, 28, 731–744.

18. Javorka, M.; Trunkvallserova, Z.; Tonhajzerova, I.; Javorkova, J.; Javorka, K.; Baumert, M. Short-term heart rate complexity is reduced in patients with type 1 diabetes mellitus. Clin. Neurophysiol. 2008, 119, 1071–1081.

19. Viola, A.U.; Tobaldini, E.; Chellappa, S.L.; Rabello Casali, K.; Porta, A.; Montano, N. Short-term complexity of cardiac autonomic control during sleep: REM as a potential risk factor for cardiovascular system in aging. PLoS ONE 2011, 6, e19002.

20. Catai, A.M.; Takahashi, A.C.M.; Perseguini, N.M.; Milan, J.C.; Minatel, V.; Rehder-Santos, P.; Marchi, A.; Bari, V.; Porta, A. Effect of the postural challenge on the dependence of the cardiovascular control complexity on age. Entropy 2014, 16, 6686–6704.

21. Weippert, M.; Behrens, M.; Rieger, A.; Behrens, K. Sample entropy and traditional measures of heart rate dynamics reveal different modes of cardiovascular control during low intensity exercise. Entropy 2014, 16, 5698–5711.

22. Ji, J.; Li, P.; Li, K.; Wang, X.; Liu, C. Analysis of short-term heart rate and diastolic period variability using a refined fuzzy entropy method. Biomed. Eng. Online 2015, 14, 64.

23. Porta, A.; De Maria, B.; Bari, V.; Marchi, A.; Faes, L. Are nonlinear model-free conditional entropy approaches for the assessment of cardiac control complexity superior to the linear model-based one? IEEE Trans. Biomed. Eng. 2017, 64, 1287–1296.

24. Porta, A.; Bari, V.; De Maria, B.; Cairo, B.; Vaini, E.; Malacarne, M.; Pagani, M.; Lucini, D. On the relevance of computing a local version of sample entropy in cardiovascular control analysis. IEEE Trans. Biomed. Eng. 2019, 66, 623–631.

25. Task Force of the European Society of Cardiology and the North American Society of Pacing and Electrophysiology. Heart rate variability—Standards of measurement, physiological interpretation and clinical use. Circulation 1996, 93, 1043–1065.

26. Porta, A.; Faes, L. Wiener-Granger causality in network physiology with applications to cardiovascular control and neuroscience. Proc. IEEE 2016, 104, 282–309.

27. Sassi, R.; Cerutti, S.; Lombardi, F.; Malik, M.; Huikuri, H.V.; Peng, C.-K.; Schmidt, G.; Yamamoto, Y. Advances in heart rate variability signal analysis: Joint position statement by the e-Cardiology ESC Working Group and the European Heart Rhythm Association co-endorsed by the Asia Pacific Heart Rhythm Society. Europace 2015, 17, 1341–1353.

28. Magagnin, V.; Bassani, T.; Bari, V.; Turiel, M.; Maestri, R.; Pinna, G.D.; Porta, A. Non-stationarities significantly distort short-term spectral, symbolic and entropy heart rate variability indexes. Physiol. Meas. 2011, 32, 1775–1786.

29. Girault, J.-M.; Humeau-Heurtier, A. Centered and averaged fuzzy entropy to improve fuzzy entropy precision. Entropy 2018, 20, 287.

30. Chen, W.; Zhuang, J.; Yu, W.; Wang, Z. Measuring complexity using FuzzyEn, ApEn, and SampEn. Med. Eng. Phys. 2009, 31, 61–68.

31. Shi, B.; Zhang, Y.; Yuan, C.; Wang, S.; Li, P. Entropy analysis of short-term heartbeat interval time series during regular walking. Entropy 2017, 19, 569.
32. Porta, A.; Castiglioni, P.; Bari, V.; Bassani, T.; Marchi, A.; Cividjian, A.; Quintin, L.; Di Rienzo, M. K-nearest-neighbor conditional entropy approach for the assessment of short-term complexity of cardiovascular control. *Physiol. Meas.* 2013, 34, 17–33.

33. Barbic, F.; Perego, F.; Canesi, M.; Gianni, M.; Biagiotti, S.; Costantino, G.; Pezzoli, G.; Porta, A.; Malliani, A.; Furlan, R. Early abnormalities of vascular and cardiac autonomic control in Parkinson’s disease without orthostatic hypotension. *Hypertension* 2007, 49, 120–126.

34. Porta, A.; Castiglioni, P.; di Rienzo, M.; Bari, V.; Bassani, T.; Marchi, A.; Takahashi, A.C.M.; Tobaldini, E.; Montano, N.; Catal, A.M.; et al. Furlan, R; Cividjian, A.; Quintin, L. Short-term complexity indexes of heart period and systolic arterial pressure variabilities provide complementary information. *J. Appl. Physiol.* 2012, 113, 1810–1820.

35. Takens, F. Detecting strange attractors in turbulence. In *Dynamical Systems and Turbulence*; Rand, D., Young, L.S., Eds.; Springer: Berlin, Germany, 1981; pp. 366–381.

36. Porta, A.; Guzzetti, S.; Montano, N.; Gncchi-Ruscone, T.; Furlan, R.; Malliani, A. Time reversibility in short-term heart period variability. *Comput. Cardiol.* 2006, 33, 77–80.

37. Porta, A.; Casali, K.R.; Casali, A.G.; Gncchi-Ruscone, T.; Tobaldini, E.; Montano, N.; Lange, S.; Geue, D.; Cysarz, D.; van Leeuwen, P. Temporal asymmetries of short-term heart period variability are linked to autonomic regulation. *Am. J. Physiol.* 2008, 295, R550–R557.

38. Porta, A.; Guzzetti, S.; Furlan, R.; Gncchi-Ruscone, T.; Montano, N.; Malliani, A. Complexity and nonlinearity in short-term heart period variability: Comparison of methods based on local nonlinear prediction. *IEEE Trans. Biomed. Eng.* 2007, 54, 94–106.

39. Weiss, G. Time-reversibility of linear stochastic processes. *J. Appl. Prob.* 1975, 12, 831–836.

40. Theiler, J.; Eubank, S.; Longtin, A.; Galdrikian, J. Testing for nonlinearity in time series: The method of surrogate data. *Phys. D* 1992, 58, 77–94.

41. Schreiber, T.; Schmitz, A. Improved surrogate data for nonlinearity tests. *Phys. Rev. Lett.* 1996, 77, 635–638.

42. Li, P.; Liu, C.; Li, K.; Zheng, D.; Liu, C.; Hou, Y. Assessing the complexity of short-term heartbeat interval series by distribution entropy. *Med. Biol. Eng. Comput.* 2015, 53, 77–87.

43. Valente, M.; Javorka, M.; Porta, A.; Bari, V.; Krohova, J.; Czippelova, B.; Turianikova, Z.; Nollo, G.; Faes, L. Univariate and multivariate conditional entropy measures for the characterization of short-term cardiovascular complexity under physiological stress. *Physiol. Meas.* 2018, 39, 014002.

44. Valencia, J.F.; Bolaños, J.D.; Vallverdú, M.; Jensen, E.W.; Porta, A.; Gambus, P.L. Refined multiscale entropy using fuzzy metrics: Validation and application to nociception assessment. *Entropy* 2019, 21, 706.

45. Costa, M.; Goldberger, A.L.; Peng, C.K. Multiscale entropy analysis of biological signals. *Phys. Rev. E* 2005, 71, 021906.

46. Porta, A.; Faes, L.; Bari, V.; Marchi, A.; Bassani, T.; Nollo, G.; Perseguini, N.M.; Milan, J.; Minatel, V.; Borgi-Silva, A.; et al. Effect of age on complexity and causality of the cardiovascular control: Comparison between model-based and model-free approaches. *PLoS ONE* 2014, 9, e89463.

47. Faes, L.; Nollo, G.; Porta, A. Information-based detection of nonlinear Granger causality in multivariate processes via a nonuniform embedding technique. *Phys. Rev. E* 2011, 83, 051112.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).