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We show that global lower bounds to the mode volume of a dielectric resonator can be computed via Lagrangian duality. State-of-the-art designs rely on sharp tips, but such structures appear to be highly sub-optimal at nanometer-scale feature sizes, and we demonstrate that computational inverse design offers orders-of-magnitude possible improvements. Our bound can be applied for geometries that are simultaneously resonant at multiple frequencies, for high-efficiency nonlinear-optics applications, and we identify the unavoidable penalties that must accompany such multiresonant structures.

Resonators that confine electromagnetic waves to highly subwavelength regions of space [1–10] are useful for applications ranging from novel light sources [11, 12] and high-efficiency nonlinear optics [13–15] to cavity QED [16–18], yet the maximal confinement of a mode is not known: perfectly sharp tips support field singularities with zero mode volume, but fabrication constraints prevent perfect sharpness. In this Letter, we identify global lower bounds to the mode volumes of high-Q dielectric resonators, using Lagrangian duality [19, 20] and convex optimization to reveal bounds that depend only on the material refractive index and minimum achievable feature size. For two-dimensional subwavelength confinement, as is typical in lithographically defined structures, we find that the bounds scale quadratically with feature size. Surprisingly, state-of-the-art designs [5, 6, 8] based on bowtie-antenna-like sharp tips exhibit only linear scaling, falling short of the bounds by signs [5, 6, 8] based on bowtie-antenna-like sharp tips.

In a nonmagnetic dielectric medium with permittivity $\varepsilon$, the mode volume $V$ of a high-Q modal field $E$ is the ratio of the total field energy to the energy at a maximum-intensity point $x_0$, $\int \varepsilon |E|^2 / \varepsilon(x_0) |E(x_0)|^2$ (Ref. [35]). Electromagnetic-field discontinuities across interfaces enable highly subwavelength mode volumes [2, 3] that can be designed by computational optimization [4, 5, 8, 9] or quasistatic self-similarity [6].

In parallel there has been significant effort towards discovering analytical bounds, or fundamental limits, across a wide variety of electromagnetic response functions [31, 33, 36–58]. There are bounds on local densities of states [33, 44], which for a single resonator is proportional to $Q/V$, but for lossless materials these bounds take arbitrarily large values or diverge. Recently, it has been recognized that computational bounds are also possible [20, 58–61], via Lagrangian duality [19]. Particularly relevant is Ref. [20], which develops a duality-based approach to bounding least-squares error between any designable field and an ideal target field. However, use of a target field prohibits bounds on a response function itself, as the squared-error objective is only an error metric; moreover, it is rare for the ideal target field itself to even be known. The minimum-mode-volume problem, through suitable transformations described below, has a target-field-free Lagrangian dual formulation.

**Dual formulation**—The smallest mode volume of a dielectric resonator with resonant frequency $\omega$ is the solution of a minimization problem over all allowed permittivity distributions $\varepsilon(x)$ and electric fields $E(x)$:

$$\min_{\varepsilon, E} V = \int \frac{\varepsilon(x) |E(x)|^2}{\varepsilon(x_0) |E(x_0)|^2} \, dx$$

subject to $\nabla \times \nabla \times E = \omega^2 \varepsilon E$. (1)

We depict this problem schematically in Fig. 1. Without any restrictions on the permittivity distribution, the solution is trivially 0, as perfectly sharp tips which enclose dielectric (or metallic) materials at angles less than 180° support integrable field singularities [6, 62]. Thus we only consider permittivity distributions with a minimum feature size $d$, and we do not allow any edges to approach within $d/2$ of $x_0$. 

Electromagnetic resonators with highly subwavelength mode volumes $V$ exhibit scattering responses proportional to $1/V$ (or higher powers thereof) when excited by near- or far-field sources, as in the Purcell effect [34, 35].
FIG. 1: Schematic of a patterned dielectric resonator with minimum feature size $d$ supporting a resonance with small mode volume $V$. We use Lagrangian duality to find lower bounds on the mode volume, over all possible geometrical configurations.

To enable a dual formulation of Eq. (1), we transform the problem in three ways. First, we treat the total field intensity $\int \varepsilon |E|^2 dv$ as the minimization metric, as it is biconvex in $\varepsilon$ and $E$, and we constrain the field intensity at the origin, $\varepsilon(x_0)|E(x_0)|^2$, to be 1. Second, we introduce a perfectly matched layer (PML) to restrict the problem to a finite region, and we define a weight function $W(x)$ that is unity everywhere except the PML, where it takes a small but nonzero value (important for invertibility below). Third, we “lift” the problem to a higher-dimensional setting to linearize the newly introduced field-intensity constraint: instead of fixing $\varepsilon(x_0)|E|^2 = 1$, we fix $e^{\varepsilon_{\text{origin}}p}E(x_0) = 1$, where $\varepsilon_{\text{origin}}$ is a binary value taking one of two possible values and $p$ is a polarization vector that we optimize over. Finally, we assume any standard discretization scheme to reduce the problem to a finite-dimensional one [63], we separate the real and imaginary parts of all variables and treat them as independent degrees of freedom, and we represent vectors in lowercase and matrices in uppercase. These operations, detailed in the SM, transform Eq. (1) to the problem

$$
\begin{align*}
&\text{minimize} & & e^T W^T \text{diag} (\varepsilon) We \\
&\text{subject to} & & Ae = \text{diag} (\varepsilon) e \\
& & & \sqrt{\varepsilon_{\text{origin}}} v^T e = 1,
\end{align*}
$$

(2)

where $A$ is the discrete representation of a frequency-normalized curl-curl operator $((1/\omega^2) \nabla \times \nabla \times)$, $v$ is the discrete representation of a delta function at $x_0$ with amplitude $\bar{p}$, $e$ is the discretized electric-field vector, and “diag” denotes the matrix with its argument on the diagonal and all zeros otherwise. The permittivity is constrained to lie between a background value, $\varepsilon^{(1)}$, and the resonator-material value $\varepsilon^{(2)}$. A minimum feature size $d$ can be enforced by partitioning the geometry into a disjoint set of size-$d$ elements and requiring constant permittivity across each element. We further simplify Eq. (2) by concatenating the two linear constraints (cf. SM).

Every “primal” minimization problem has a dual function that lies entirely below the minimal value of the primal problem, so that its maximum serves as a potentially optimal lower bound for the primal problem [19]. A dual function is always concave, independent of the convexity of the primal problem; thus its maximum is the solution of a convex-optimization problem and can be solved reliably and efficiently [19]. However, the dual function is itself the solution of an optimization problem, and in many scenarios it is as difficult to solve as the primal problem. Here we show that our formulation of the mode-volume problem via Eq. (2) leads to a semi-analytical form of the dual function that is amenable to rapid maximization.

The variables $\varepsilon_{\text{origin}}$ and $v$ occupy low-dimensional spaces ($\varepsilon_{\text{origin}}$ is binary and $v$ depends only on two angles) and can be treated as fixed parameters within an “inner-loop” optimization over $\varepsilon$, and then optimized themselves in an “outer-loop” grid search. In the inner-loop minimization, the Lagrangian function is given by:

$$
L(\varepsilon, e, v) = e^T W^T e + \nu^T ([A - \varepsilon] e - b) + I(\varepsilon),
$$

(3)

where $I$ is an indicator function that is zero for valid permittivity distributions and $+\infty$ otherwise. To find the dual function, the next step is to minimize over the primal variables $E$ and $\varepsilon$. We use a modified version of the derivation presented in Ref. [20], as detailed in the SM. After introduction of an auxiliary vector variable $t$, the dual problem is

$$
\begin{align*}
&\text{maximize} & & -\frac{1}{4} T t - \nu^T b \\
&\text{subject to} & & t_i \geq \sum_{j \in S_i} \frac{(A^T v)_j - \varepsilon^{(k)} v_j^2}{v_{1j}^2 \varepsilon^{(k)}_i}, \\
& & & \forall i \in [m], \quad k \in \{1, 2\}
\end{align*}
$$

(4)

where $j$, $i$, and $k$ are indices for the individual pixels, the fabrication blocks, and the possible permittivity values, respectively, and $m$ is the total number of fabrication blocks. A technical point in our specification of Eqs. (1,2) is that we specify $\omega$ to be the real-valued frequency of interest, with no imaginary part, as our numerical experiments show that bounds converge to minimal values in this limit (SM). Equation (4) is a convex quadratically constrained quadratic program; we use the modeling language CVX [64] to rewrite it as a second-order cone program (SOCP) and solve it with the Gurobi solver [65].

Mode-Volume Bounds—Figure 2 depicts mode-volume bounds computed from Eq. (4) as a function of refractive index, considering two-dimensional resonators that serve as prototypes for lithographically defined physical structures. A design region of size $3A \times 3A$ for wavelength $A$ is considered; the mode-volume bounds rapidly converge for diameters beyond roughly $1A$ (cf. SM), as distant scatterers can modify quality factor significantly but not field intensity at the origin. The bounds decrease with refractive index, as expected, but the effect of...
varying the minimum feature size is highly polarization-dependent. For TE modes, the field is continuous across the dielectric boundaries, and sharp tips do not exhibit diverging fields [62], so the mode volume remains nonzero even for arbitrarily small feature sizes. By contrast, for TM modes the electric field can be highly discontinuous across boundaries and divergent at sharp tips, which is the underlying mechanism exploited for previous deep-subwavelength designs [2, 4, 6]. Also included in Fig. 2 is the “diffraction limit,” $(\lambda/2n)^2$, which can be significantly improved upon even with relatively large minimum feature sizes. The bounds of Fig. 2 are global bounds and cannot be surpassed through any kind of structural design.

A natural question is how “tight” the bounds are—can designed structures come close to the bounds? Figure 3 depicts the mode-volume bounds as a function of minimum feature size for materials $\varepsilon(2) = 12$ and $\varepsilon(1) = 1$ (typical of silicon and air) for both TE and TM polarizations. Alongside the TM bounds we include a series of data points that arise from using structures based on sharp tips (pink markers), which have been the basis of many state-of-the-art designs [4, 6], which perform well at larger feature sizes but show a large gap (20X) from the bounds at smaller feature sizes ($\lambda / 50$). To find superior designs, we use “inverse design” [21–24] to discover optimal structures. We employ “topology optimization,” wherein the refractive index at any pixel is a variable parameter, with a penalty function that ultimately enforces binary designs. (More computational details are included in the SM.) The results of these optimizations, alongside representative designs, are included as blue markers and a blue inset in Fig. 3. For both polarizations, and across many features sizes, the inverse-designed structures approach within a factor of 2–5 of the bounds. Ref. [4] used a sophisticated contour-integration-based inverse-design approach to discover high-quality-factor, small-mode-volume structures, and their designs (green markers) also come quite close to the bounds (within 7% for TE polarization).

In Fig. 3, the TM-mode bounds scale quadratically with feature size $d$ (black dashed line), whereas tip-based designs only exhibit linear scaling (pink dashed line). We can extend this analysis to 3D structures to compare state-of-the-art designs [6, 8] to our bounds. Solving Eq. (4) can require significant computation times (7 hours on a 20-core machine even for a single 2D TM bound), which for 3D bounds will require new software implementations that are out of the scope of this paper (CVX is not optimized for large-scale problems). Yet we can apply a “2.5D” [66] analysis to make predictions. In prototypical on-chip implementations, waveguide modes occupy approximately $\lambda/2n$ mode thickness in the third dimension, with all subwavelength confinement arising from the two in-plane directions. Extrapolating the linear scaling of Fig. 3 to the feature sizes of Refs. [6, 8], with $\lambda/2n$ confinement in the third dimension, we predict mode volumes within a factor of 2 of their simulated values, cf. Table I. According to the same table, our bounds suggest the possibility for two orders of magnitude improvement.

A unique feature of this computational bound approach is its capability to identify bounds for multiresonant structures that can be particularly important for enhancing nonlinear-optic effects [25–30]. The condition of requiring resonances at a set of multiple frequencies, $\{\omega_1, \omega_2, \ldots\}$, simply represents additional biconvex constraints in Eq. (2), resulting in a larger version of the dual problem of Eq. (4). As an example, we consider nonlinear-optical processes involving three frequencies $\omega_1$, $\omega_2$, and $\omega_3$ that satisfy the condition $2\omega_1 = \omega_2 + \omega_3$, and in Fig. 4 we vary the value of $\omega_2$ relative to $\omega_1$. The constant dashed line in Fig. 4 is the single-frequency bound for a resonator supporting a resonance at $\omega_1$. The black and blue lines represent the computed bounds on average mode volume for dual-frequency cavities (cf. SM for details), at frequencies $\omega_1$ and $\omega_2$ (blue) or $\omega_1$ and $\omega_3$ (black), which represent cavities that could be used for enhancement of second-order $\chi^{(2)}$ nonlinear processes. The bounds for these dual-resonant cavities are larger than those of the single-frequency cavity, representing

![FIG. 2: Minimum mode volumes for 2D TE (scalar) and TM (vector) waves, for minimal feature sizes from $\lambda/10$ to $\lambda/30$. All of the bounds lie below the “diffraction limit” $(\lambda/2n)^2$ (dashed black line).](image-url)
FIG. 3: Comparison of mode-volume bounds (red) and inverse-designed resonators (blue, green) as a function of minimum feature size, for (a) TE and (b) TM modes. At very small feature sizes the bounds converge to asymptotic values that are constant for TE modes and scale as $d^2$ for TM modes (black dashed lines). For TM modes, we also include optimized bowtie-antenna-like “tip” structures. The tip structures (pink) show a linear scaling that diverges from the bounds, while the inverse designs track them more closely.

FIG. 4: Lower bounds for structures that support multiple resonances, e.g., for high-efficiency nonlinear optics, at frequencies $\omega_1$, $\omega_2$, and/or $\omega_3$, with $2\omega_1 = \omega_2 + \omega_3$. Relative to the single-resonance bounds (black dashed line), the dual-resonance (blue, black) and triple-resonance (red) structures have larger bounds, exhibiting the penalty associated with requiring multiple resonances. Inset: Structures extracted from the dual-program optimization, labeled by the value of $\omega_2$ for which they are computed.

a penalty for requiring simultaneous resonances at two frequencies. Finally, the largest mode-volume bounds, shown in red, are for cavities resonant at each of three frequencies $\omega_1$, $\omega_2$, and $\omega_3$, which can enhance third-order, $\chi^{(3)}$ nonlinear response. For $\omega_2 = 0.5\omega_1$, the average-mode-volume bound is about 20% larger than the single-frequency bound, illustrating the penalty associated with multiresonant structures, and the unique ability of this approach to identify such penalties.

Conclusion—This Letter presents a method for computing global lower bounds to the mode volume of a dielectric resonator, naturally accounting for fabrication and multi-frequency constraints that are particularly difficult to incorporate into analytical electromagnetic-response bounds. One can imagine the potential utility of such a technique beyond mode volume, for applications ranging from metasurfaces [67–69] to quantum nanophotonics [16, 70]. A key hurdle in extending this approach to such applications will be retaining the positive-definite quadratic-form properties of the objective function, to maintain the feasibility of finding the Lagrangian dual. Alternatively, it is possible that one may find an analytical dual function for more general objective forms. Ref. [61] makes progress on identifying dual functions for particular scattering problems, albeit for small resonators. Simultaneously, there has been significant progress in identifying convex and nonconvex quadratic constraints on the polarization currents excited in any scattering problem [58–60] and utilizing them for bounds. A convergence of these approaches may lead to a continuum of analytical, semi-analytical, and computational bounds, incorporating varying levels of information, for any electromagnetic response function.
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I. THE OPTIMIZATION PROBLEM AND ITS DUAL PROBLEM

The optimization problem is to maximize the mode volume \( \int \frac{\varepsilon}{\varepsilon(x_0)|E(x_0)|^2} \) under the Maxwell constraint, where variable \( \varepsilon(x) \) and \( E(x) \) are the permittivity distribution and modal electric field respectively. The parameter \( x_0 \) is the point with maximal energy density and is set to be at the origin throughout our derivation. The minimal mode volume problem can thus be written as Eq. (1).

\[
\begin{align*}
\text{minimize} & \quad V = \frac{\int \varepsilon|E|^2}{\varepsilon(x_0)|E(x_0)|^2} \\
\text{subject to} & \quad \nabla \times \nabla \times E = \omega^2 \varepsilon E.
\end{align*}
\]

The parameter \( \omega \) is a real number representing the resonate frequency of the mode that we optimize. The permittivity \( \varepsilon \) is constrained to lie between a background value, \( \varepsilon^{(1)} \), and the resonator-material value \( \varepsilon^{(2)} \). To find the global bound for the dielectric-resonator mode volume, we first perform several transformations on Eq. (1). We then demonstrate how to find the dual problem of the transformed problem using procedures similar to those in Ref. [1].

A typical formulation of the Maxwell eigenproblem of Eq. (1) specifies an integral normalization, e.g., \( \int \varepsilon |E|^2 = 1 \) (Ref. [2]). As implemented in Eq. (1), such a constraint would fix the numerator of the objective and leave the origin intensity in the denominator as the objective function. Yet such objective functions are hard to work with when searching for analytical representations of the dual function and we made no progress with that form of the problem. But note that any \( E(x) \) that satisfies Maxwell’s equations is mode-volume-invariant under arbitrary scalar multiplication. Thus as a constraint we can instead impose the intensity at the origin to be 1, and leave the integral quantity in the numerator as the objective. This function is quadratic in the fields and linear in the permittivity, and leads to a tractable dual. The quadratic constraint on the intensity at the origin is itself cumbersome to work with in the duality formulation, and can be simplified by the observation that fixing a field intensity at a given point is equivalent to fixing its amplitude while allowing its direction and phase to vary freely. Thus, instead of imposing the quadratic constraint \( \varepsilon(x_0)|E(x_0)|^2 = 1 \), we can instead set \( \sqrt{\varepsilon_{\text{origin}}} \hat{p} \cdot E(x_0) = 1 \), where \( \hat{p} \) is a phase-dependent...
polarization vector, and \( \varepsilon_{\text{origin}} \) is a binary value taking either of the two possible material-permittivity values. Thus we have “lifted” the problem to a higher dimension and converted the quadratic constraint to a linear one in the process. Therefore, we can rewrite Eq. (1) as:

\[
\begin{align*}
\text{minimize} & \quad \int \varepsilon |E|^2 \\
\text{subject to} & \quad \nabla \times \nabla \times E = \omega^2 \varepsilon E, \\
& \quad \sqrt{\varepsilon_{\text{origin}}} p \cdot E(x_0) = 1
\end{align*}
\] (2)

The next step is to discretize Eq. (2). This can be done by any standard discretization scheme (finite elements, finite differences, etc.), and we use the finite-difference method [3]. We add perfectly matched layers (PMLs) in the exterior region to truncate the computational domain. For a mode with high quality factor, \( E \) outside the resonator is very nearly zero (by definition), and thus we compute the integral in the mode volume calculation over the all space up to the PMLs. We write the curl-curl operator normalized by squared frequency, \((1/\omega^2) \nabla \times \nabla \times \), as \( D \) in its discrete form. The number of degrees of freedom is \( N \times M \), the total number of grid points, multiplied by 3 for the three electric-field components, such that \( D \in \mathbb{C}^{3NM \times 3NM} \). Let \( e = \begin{pmatrix} e_x \\ e_y \\ e_z \end{pmatrix}, \varepsilon = \begin{pmatrix} \varepsilon_x \\ \varepsilon_y \\ \varepsilon_z \end{pmatrix} \) and “diag” represent the diagonal matrix with its argument on the diagonal and all zeros otherwise. We can then write the Maxwell constraint as,

\[
\begin{pmatrix} \text{Re}(D) - \text{Im}(D) \\ \text{Im}(D) - \text{Re}(D) \end{pmatrix} e = \begin{pmatrix} \text{diag}(\varepsilon) \\ \text{diag}(\varepsilon) \end{pmatrix} \begin{pmatrix} \text{Re}(e) \\ \text{Im}(e) \end{pmatrix}
\] (3)

To properly compute \( \int \varepsilon |E|^2 \) over the entire domain except the PML region, we introduce a diagonal weight matrix \( W \) that is unity everywhere except the PML, where it takes a small but nonzero value (important for invertibility below). Denoting the differential volume (area) of each grid cell as \( S \), we can then write our objective function as

\[
\begin{pmatrix} \text{Re}(e) \\ \text{Im}(e) \end{pmatrix}^T \begin{pmatrix} \text{diag}(W) \\ \text{diag}(W) \end{pmatrix} \begin{pmatrix} \text{diag}(\varepsilon) \\ \text{diag}(\varepsilon) \end{pmatrix} \begin{pmatrix} \text{Re}(e) \\ \text{Im}(e) \end{pmatrix} \times S
\] (4)

(Since \( S \) is just a constant we do not include it in the optimization and only reintroduce in the final calculations.)

Our optimization problem is now

\[
\begin{align*}
\text{minimize} & \quad e^T W^T \text{diag}(\varepsilon) We \\
\text{subject to} & \quad Ae = \text{diag}(\varepsilon) e \\
& \quad \sqrt{\varepsilon_{\text{origin}}} v^T e = 1,
\end{align*}
\] (5)

where \( v \) is the representation of a delta function at \( x_0 \) with amplitude \( \hat{p} \) (separated into real and imaginary parts) in our finite-dimensional basis. For 2D TE mode (\( E \) out of plane), \( v \) is just the projection vector that select the real part of \( E_z \), in which it is a constant. This is because for any TE mode, we can always pick a global phase such that \( E_z \) is real at origin. For 2D TM mode (\( E \) in-plane), \( v \) may depends on two parameters, polarization \( (\phi) \) and the phase difference \( (\delta) \). Here, we pick the global phase such that \( E_x \) at origin is real. We can then write \( v \) as,

\[
v(\phi, \delta) = \begin{pmatrix} u \cos \phi \\ 0 \\ u \sin \phi \cos \delta \end{pmatrix}
\] (6)

where \( u \in \mathbb{R}^{NM \times 1} \) is the unit vector that select the origin (1 at the origin and 0 otherwise). Similarly, it extends to the three dimensional cases in which \( v \) will depend on 3 parameters. Since \( \varepsilon_{\text{origin}} \) and \( v \) occupy a low-dimensional space, we can treat them as a parameters in the “inner loop” of the optimization where we optimize over \( e \) and \( \varepsilon \), and then optimized themselves in an “outer loop” search (See Algorithm (1)).
Treating \( v \) and \( \varepsilon_{\text{origin}} \) as parameters and concatenating the two linear constraints together, we get the our final form of the primal problem.

\[
\begin{align*}
\text{minimize} & \quad e^T W^T \text{diag}(\varepsilon) W e \\
\text{subject to} & \quad \left[ \frac{A}{\sqrt{\varepsilon_{\text{origin}} v}} \right] e - \begin{bmatrix} \text{diag}(\varepsilon) \\ 0 \end{bmatrix} e = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \\
& \quad \forall i \in [NM] 
\end{align*}
\] (7)

We then find the dual problem of Eq. (7) using standard procedures described in [4]. The Lagrangian of the problem is,

\[
L(\varepsilon, e, \lambda) = e^T W^T \text{diag}(\varepsilon) W e + \lambda^T \left( \left[ \frac{A}{\sqrt{\varepsilon}} \right] e - \begin{bmatrix} \text{diag}(\varepsilon) \\ 0 \end{bmatrix} \right) + I(\varepsilon)
\] (8)

where \( \lambda \) is the dual variable, \( I \) is an indicator function that is zero for valid permittivity distribution and \(+\infty\) otherwise. The dual function \( g(\lambda) \) is defined as the minimum of the Lagrangian \( L(\varepsilon, e, \lambda) \) over variable \( \varepsilon \) and \( e \). To minimize \( L \) over \( e \), we can simply set \( \frac{\partial L}{\partial e} = 0 \):

\[
\frac{\partial L}{\partial e} = 2W \text{diag}(\varepsilon) W^T e + (A^T - [\text{diag}(\varepsilon) \ 0]) \lambda = 0,
\] (9)

which implies that the optimal \( e \), denoted \( e^* \), is given by

\[
e^* = -\frac{1}{2} (W \text{diag}(\varepsilon) W^T)^{-1} (A^T - [\text{diag}(\varepsilon) \ 0]) \lambda.
\] (10)

Hence,

\[
g(\lambda) = \inf_{\varepsilon} \inf_{e} L(\varepsilon, e, \lambda)
\]

\[
= \inf_{\varepsilon} \left\{ -\frac{1}{4} \lambda^T \left( A - \begin{bmatrix} \text{diag}(\varepsilon) \\ 0 \end{bmatrix} \right) (W \text{diag}(\varepsilon) W^T)^{-1} (A^T - [\text{diag}(\varepsilon) \ 0]) \lambda - \lambda^T b + I(\varepsilon) \right\}
\]

\[
= \inf_{\varepsilon \in [\varepsilon_1, \varepsilon_2]} \left\{ -\frac{1}{4} \left\| W^{-1} \text{diag}(\frac{1}{\varepsilon}) \right\| (A^T - [\text{diag}(\varepsilon) \ 0]) \lambda \right\}^2 - \lambda^T b \}
\]

\[
= \inf_{\varepsilon \in [\varepsilon_1, \varepsilon_2]} \left\{ -\frac{1}{4} \sum_{i \in S_i} W^{-1}_{j,j} \left( \frac{(A^T \lambda_j - \varepsilon_i \lambda_j)^2}{\varepsilon_i} - \lambda^T b \right) \}
\]

\[
= -\frac{1}{4} \sum_{i} \max_{j \in S_i} \left\{ \sum_{j \in S_i} \frac{(A^T \lambda_j - \varepsilon_i \lambda_j)^2}{W^2_{j,j}} \sum_{j \in S_i} \frac{(A^T \lambda_j - \varepsilon_i \lambda_j)^2}{W^2_{j,j}} \right\} - \lambda^T b.
\] (11)

Note that to match the sizes of the other variables, the vector \( \varepsilon \) has 6NM entries, but only NM - 1 degrees of freedom, as we assume isotropic nonmagnetic media (reducing 6NM to NM), and the value at the origin is fixed to either \( \varepsilon_{\text{origin}}^{(1)} \) or \( \varepsilon_{\text{origin}}^{(2)} \). To ensure that the permittivities are constrained accordingly, we define sets \( S_i \) that contains all elements in \( \varepsilon \) that are equivalent to each other, independently denoted as \( \varepsilon_i \). We first group all terms with free variable \( \varepsilon_i \) together, i.e. sum over \( S_i \). This separates each \( \varepsilon_i \) and allows us to optimize each variable independently. During the derivation, we use the observation that the maximum of \( \sum_{j \in S_i} \frac{(a_i + b_i \varepsilon_j^2)^2}{\varepsilon_j} \) over \( \varepsilon \in [\varepsilon_1, \varepsilon_2] \) always occur at the boundary—this is true as when \( \varepsilon > 0 \), the second derivative of \( \sum_{j \in S_i} \frac{(a_i + b_i \varepsilon_j^2)^2}{\varepsilon_j} \) over \( \varepsilon \) is \( \sum_{i} 2a_i^2/\varepsilon_i^3 > 0 \). By introducing an auxiliary variable \( t \), we can therefore write our dual problem, \( \max_{\lambda} g(\lambda) \), as:

\[
\begin{align*}
& \text{maximize} \quad -\frac{1}{4} \lambda^T t - \lambda^T b \\
& \text{subject to} \quad t_i \geq \sum_{j \in S_i} \frac{(A^T \lambda_j - \varepsilon_i^{(k)} \lambda_j)^2}{W^2_{j,j} \varepsilon_i^{(k)}} \text{,} \\
& \quad \forall i \in [NM], \quad k \in \{1, 2\}.
\end{align*}
\] (12)
We can implement the minimal feature size by grouping several discretization cells together to form a larger fabrication block. The derivation is exactly the same as the one shown in Eq. (11). All $\varepsilon$ values within a fabrication block are set to be the same, i.e. the sets $S_i$ now additionally contain all elements in $\varepsilon$ that are in the same fabrication block $i$, and we can minimize over the fewer remaining degrees of freedom. Let $m$ be the total number of fabrication blocks. The dual problem that implement the minimal feature size is thus,

$$
\text{maximize}_{t, \lambda} \quad - \frac{1}{4} t^T t - \lambda^T b \\
\text{subject to} \quad t_i \geq \sum_{j \in S_i} \left( (A^T \lambda)_j - \varepsilon_i^{(k)} (\lambda_j)^2 \right), \\
\quad \forall i \in [m], \quad k \in \{1, 2\}.
$$

For very small mode volumes the bounds are dominated by the features closest to the origin, as expected. Therefore, for practical purposes, in our calculations we only implement minimal feature size at the center (only $\varepsilon$ within the central fabrication block need to be equal to each other).

Finally, Eqs. (12,13) are convex QCQP problems that can be solved using standard convex optimization techniques [4]. In our calculation, we first use CVX to rewrite it as a second-order cone problem, then we solve it using Gurobi solver [5, 6]. The whole optimization scheme to find out the minimal mode volume for TM mode is shown in Algorithm (1). The analogous scheme also works for 3D cases.

```plaintext
bound = +\infty
for $\varepsilon_{\text{origin}} \in [\varepsilon_1, \varepsilon_2]$ do
  for $\phi \in [0, \frac{\pi}{4}]$, $\delta \in [0, 2\pi]$ do
    dualbound ← SolveDual ($\varepsilon_{\text{origin}}$, $\phi$, $\delta$);
    if dualbound < bound then bound = dualbound;
  end
end
return bound × 5
```

As explained in algorithm Algorithm (1), we loop over ($\phi, \delta$) to find the best (lowest) bound among all source polarization directions and phases. In fact, we find that this loop is not necessary for high enough resolution (and small minimum feature sizes). One can expect that if the fabrication constraints, domain, and PMLs all had circular symmetry, then the symmetry would require equivalent bounds in each scenario. Our finite-difference discretization inhibits any such symmetrization, but for high enough resolution we nevertheless find a convergence of all of these bounds, as depicted in Fig. 1. Intriguingly, the symmetry arguments do not necessarily imply that the bounds should be equivalent when the permittivity at the origin is switched between $\varepsilon_{\text{origin}}^{(1)}$ and $\varepsilon_{\text{origin}}^{(2)}$, and yet computational experiments show that to be true as well.

![Figure 1: Bound calculated with different $\varepsilon_{\text{origin}}$ and different source parameters ($\phi, \delta$) with same fabrication constraints for 2D TM mode. We observe that the bounds converge to similar values as resolution increases.](image-url)
II. BOUND AS A FUNCTION OF IMAG(\(\omega\))

An important technical point in our specification of the problem, Eqs. (1,7), is that we specify the resonant frequency \(\omega\) to be the real-valued frequency of interest, with no imaginary part. Any resonant cavity has a nonzero imaginary frequency, which would seem to invalidate such an approach. However, we compute bounds along a sequence of complex frequencies with imaginary parts tending to zero, and in numerical experiments they converge to their smallest values at 0, as shown in Fig. 2. The small dips below the asymptotic values appear to be numerical artifacts that do not persist as resolution increases.

![Figure 2](image)

FIG. 2: Lower bounds for mode volume as a function of imag(\(\omega\)). For both (a) TE and (b) TM mode, the mode volume converges when imag(\(\omega\)) goes to zero and converges to the bound value where imag(\(\omega\)) is setted to be 0 (black dashed line).

III. BOUND AS A FUNCTION OF DESIGN REGION

The mode-volume bounds rapidly converge as a function of the diameter of the designable region beyond roughly a single wavelength. A similar observation is also seen in Ref. [7].

![Figure 3](image)

FIG. 3: Lower bounds for mode volume as a function of diameter of the designable region. For both (a) TE and (b) TM mode, the mode volume converges rapidly when the designable region exceed 1\(\lambda\) × 1\(\lambda\).

IV. AVERAGE MODE VOLUME FOR MULTIMODE CAVITIES

The multimode cavity problem can be formulated by adding the integral-equation objectives while incorporating all constraints at each frequency at once. Some caution is needed in forming the objective. For TE modes, where
the bounds typically scale as $\lambda^2$, simply summing the integrals at each individual frequency leads to a bias towards reducing only the longer-wavelength mode that dominates the objective. To circumvent this, we scale the terms in the objective by the squares of the frequency (for 2D problems) to counteract this bias. For example, our formulation of the two-frequency optimization problem is:

$$\min_{\varepsilon,\varepsilon_{\text{origin}},e_1,e_2,v} \omega_1^2(e_1^T W^T \text{diag}(\varepsilon) W e_1) + \omega_2^2(e_2^T W^T \text{diag}(\varepsilon) W e_2)$$

subject to

$$A_1 e_1 - \text{diag}(\varepsilon) e_1 = 0$$
$$A_2 e_2 - \text{diag}(\varepsilon) e_2 = 0$$
$$\sqrt{\varepsilon_{\text{origin}}} v^T e_1 = 1$$
$$\sqrt{\varepsilon_{\text{origin}}} v^T e_2 = 1,$$

By taking $\begin{pmatrix} A_1 & 0 \\ 0 & A_2 \end{pmatrix} \rightarrow A$, $\begin{pmatrix} e_1 \\ e_2 \end{pmatrix} \rightarrow e$, $\begin{pmatrix} \omega_1 W & 0 \\ 0 & \omega_2 W \end{pmatrix} \rightarrow W$, $\begin{pmatrix} \varepsilon \end{pmatrix} \rightarrow \varepsilon$, we can rewrite Eq. (14) as Eq. (15) which is of exact same form as Eq. (7). Hence the corresponding dual problem can be derived using similar procedures described in Section I.

$$\min_{\varepsilon,e} e^T W^T \text{diag}(\varepsilon) W e$$

subject to

$$\begin{pmatrix} A^T \sqrt{\varepsilon_{\text{origin}}} u^T \\ 0 \end{pmatrix} e - \begin{pmatrix} \text{diag}(\varepsilon) \\ 0 \\ 0 \end{pmatrix} e = \begin{pmatrix} 0 \\ 1 \\ 1 \end{pmatrix}$$

V. INVERSE DESIGN OF MICROCAVITIES FOR MINIMAL MODE VOLUMES

A. Optimization scheme

1. Converting non-Hermitian eigen-problems to scattering problems via LDOS

Mathematically, non-Hermitian eigen-problems can be difficult to solve and sometimes even ill-defined. The resonances inside the open system under investigation are not normal modes and don’t possess normalizable eigenfunctions. Instead of solving for the quasi-normal modes, we identify local density of states (LDOS), defined relative to the total power $P$ generated by a point source at position $x'$ polarized in direction $\ell$, as our figure of merit (FoM):

$$\text{LDOS}_i(\omega, x') = \frac{4}{\pi} P$$
$$= -\frac{2}{\pi} \text{Re} \int J^\ast(x) \cdot E(x) dx$$
$$= -\frac{2\omega}{\pi} \text{Im} G_{ll}(x', x'),$$

where $G_l(x, x')$ is the Maxwell Green’s function, satisfying

$$(\nabla \times \frac{1}{\mu} \nabla \times -\omega^2 \varepsilon) G_l(x, x') = \delta_l \delta(x - x').$$

The LDOS is proportional to the enhancement of the spontaneous-emission rate, and for a single-mode resonator (or a resonator with well-spaced modes), is proportional to the Purcell enhancement factor, and in particular the quantity $Q_i/\mathcal{V}_i$, where $Q_i$ and $\mathcal{V}_i$ are the quality factor and mode volume, respectively, of mode $i$:

$$\text{LDOS}_i = \frac{2}{\pi \omega_i \varepsilon(x')} \frac{Q_i}{\mathcal{V}_i}.$$  

Eq. 16 and Eq. 18 show how LDOS connects the possibly formidable non-Hermitian eigen-problem to a scattering problem where solving linear systems of equations would be sufficient. In this spirit, we maximize LDOS of the cavity in a finite system, and look for designs with minimal mode volumes by constraining quality factors.
2. Limiting high quality factors by bandwidth averaging

In order to minimize mode volume by maximizing LDOS, the optimization program should be constrained to designs with limited quality factor. Meanwhile, there is no use in practical cavities to increase the quality factors beyond a certain point, which is determined by the loss budget of the system. Bandwidth-averaging is equivalent to bringing artificial material absorption to the system, which not only limits quality factors, but also automatically avoids poles in the Green’s function. When the radiation loss is smaller than this material absorption, the overall quality factor $Q_{\text{total}}$ has much room to improve if the quality factor from radiation $Q_{\text{rad}}$ is improved. As $Q_{\text{rad}}$ is large enough - comparable to $Q_{\text{abs}}$, the optimizer would tend to minimize mode volume to further increase LDOS. Indeed we observe that in the first phase of the optimization, the mode volume $V$ tends smaller and the quality factor $Q$ tends larger, before the decreasing of $V$ becomes dominant as $Q$ saturates the given artificial material quality factor.

B. Optimized designs

1. TM-mode cavities

| feature size, d (λ) | mode volume (λ²) | design |
|---------------------|------------------|--------|
| 1/50                | 0.0056           | (8)    |
| 3/100               | 0.0092           | (8)    |
| 1/20                | 0.018            | (8)    |
| 7/100               | 0.031            | (8)    |
| 9/100               | 0.045            | (8)    |
| 11/100              | 0.056            | (8)    |
2. **TE-mode cavities**

| feature size, $d$ ($\lambda$) | mode volume ($\lambda^2$) | design |
|-------------------------------|--------------------------|--------|
| 1/40                          | 0.0077                   |        |
| 3/100                         | 0.0077                   |        |
| 1/30                          | 0.0077                   |        |
| 1/20                          | 0.0077                   |        |
| 1/15                          | 0.0099                   |        |
| 7/100                         | 0.0096                   |        |
| 9/100                         | 0.016                    |        |
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