Application of temporal convolutional network for flood forecasting
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ABSTRACT

Rainfall–runoff modeling is a complex nonlinear time-series problem in the field of hydrology. Various methods, such as physical-driven and data-driven models, have been developed to study the highly random rainfall–runoff process. In the past 2 years, with the advancement of computing hardware resources and algorithms, deep-learning methods, such as temporal convolutional network (TCN), have been shown to be good prospects in time-series prediction tasks. The aim of this study is to develop a prediction model based on TCN structure to simulate the hourly rainfall–runoff relationship. We use two datasets in the Jingle and Kuye watersheds to test the model under different network structures and compare with the other four models. The results show that the TCN model outperforms the Excess Infiltration and Excess Storage Model (EIESM), artificial neural network, and long short-term memory and improves the flood forecasting accuracy at different foreseeable periods. It is shown that the TCN has a faster convergence rate and is an effective method for hydrological forecasting.
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HIGHLIGHTS

• Propose a TCN model for flood simulation and forecast.
• Explore the optimal hyperparameter combination of TCN at different forecast periods in flood forecast.
• Compare the performance of the models including physical and neural network models.
• Apply the TCN model in different watersheds to evaluate the practicality.

ABBREVIATIONS

TCN Temporal convolutional network
LSTM Long short-term memory
ANN Artificial neural network
NSE Nash–Sutcliffe efficiency
RMSE Root-mean-square error

INTRODUCTION

Floods endanger human lives, hinder sustainable socioeconomic development, and cause inestimable damage to densely populated areas in floodplains or downstream from major rivers (Hu et al. 2018). Precise flood forecasting can better reduce the risk of flooding and provide timely and efficient environmental information for management decisions (Le et al. 2019; Sahoo et al. 2019).

In the past decades, multiple flood forecasting models have been proposed. According to the difference in principle, models for flood forecasting can be divided into process-driven models based on physical mechanisms and data-driven models based on machine learning methods (Douglas-Mankin et al. 2010; Qin et al. 2018; Yuan et al. 2018). Commonly used process-driven models, such as the Xinanjiang model, have been regarded as common techniques for flood process simulation and forecasting (Beven et al. 1984; Zhao 1992; Wang et al. 2012). They usually require complex mathematical formulas, a large amount of hydrological and meteorological data, and an accurate understanding of runoff mechanisms. However, with the diversification of hydrological data and in-depth research on the mechanism of runoff generation and convergence, these process-driven models are restricted by many factors (Kratzert et al. 2018; Tian et al. 2018).
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The data-driven models focus on the statistical relationship between input and output data and do not consider the physical mechanism of the hydrological process, but rather establish a mathematical analysis of the time series and use the given sample to discover the statistical or causal relationship between the hydrological variables (Adamowski & Sun 2010; Yunpeng et al. 2017). The data-driven method has unique advantages for solving numerical prediction problems, reconstructing highly nonlinear functions, and analyzing time series (Miao et al. 2019).

With the rapid development of computer technology, data-driven models have gained more applications in the field of hydrological forecasting (Batifhile & Li 2019). The artificial neural networks (ANNs), a common data-driven model based on artificial intelligence, were applied in flood forecasting at the end of the last century already (Hsu et al. 1995; Shamseldin 1997; Abdellatif et al. 2013). Recent breakthroughs in the field of computational science have created growing interest in learning methods in academic and applied scientific circles (Chang et al. 2002; Kisi 2011). One of the most active research points in deep learning is modeling sequential data through a recurrent neural network (RNN), which is particularly suitable for hydrological prediction and gives a precise and timely prediction of time series in systems (Chang et al. 2002; Kumar et al. 2004).

Since the late 1990s, more modern RNN architectures have been proposed, particularly the long short-term memory (LSTM), which has been successfully applied to image recognition, the Internet of Things, text translation, and stock prediction (Hochreiter & Schmidhuber 1997; Donahue et al. 2015; Crivellari & Beinati 2020; Wu et al. 2020). While the LSTM neural network is designed to overcome the problem of gradient disappearance in long-term dependent time series of simple RNN neural network, each LSTM unit contains four affine transformations and each time step needs to be run once, which can easily use up the memory available.

However, the development of deep learning is changing with each passing day, and there are still some networks worthy of applying for hydrological modeling and flood forecasting (Gao et al. 2020; Lin et al. 2020). Although CNNs were originally designed for computer vision tasks, they are also suitable for time-series data since they can extract high-level features from data with a grid topology. Temporal convolutional network (TCN) is a recently proposed convolutional neural network, which combines the 1-dimensional fully convolutional network (1D FCN) and causal convolutions (Bai et al. 2018). The 1D FCN keeps the network producing an output of the same length as the input. The causal convolution guarantees that future information will not affect the past. The dilated convolutions and residual modules in TCN can obtain a large receptive field by a few convolutional network layers and allows the network to transmit information in a cross-layer manner (Bai et al. 2018). Recently, TCN has been proved superior for time-series data modeling tasks to LSTM (Chen et al. 2020). Several works have already successfully used TCNs for time-series forecasting tasks such as the stock trend prediction, anomaly detection, and recognition of sepsis (Deng et al. 2019; Yujie et al. 2019; Lara-Benitez et al. 2020). In the field of hydrology, especially the prediction of rainfall–runoff relationship contains a large number of time-series data, resulting in an urgent demand for modeling. Up to now, people have not applied this new technology to flood forecasting, and more advanced deep-learning technologies such as TCN can provide support for more efficient and accurate forecasting. Therefore, TCN is introduced first in flood forecasting based on deep learning.

The objective of this study is to explore the ability and stability of TCN for flood forecasting with multi-step lead times. To achieve this goal, we process the rainfall, flow, and NDVI data of the Jingle watershed to a size between (0, 1) through normalization to facilitate neural network analysis. Next, TCN is used to predict the future 1–12 h flow process. Additionally, we use the Nash–Sutcliffe efficiency (NSE), root-mean-square error (RMSE), and bias to evaluate the performance of the prediction model and to compare the results with those of EIESM, ANN, and LSTM to experimentally verify the model effectiveness (Shiri et al. 2015; Wen et al. 2020). In addition, in order to explore the influence of NDVI data as input data on the TCN model, TCN without NDVI is also used as a comparison model. Finally, we also conducted experiments on these models in another basin to prove the stability of TCN in dealing with flood forecasting tasks.

The following section introduces the TCN model structure, model design, settings and parameterization, comparison models, and performance evaluation criteria. The case study, hydrological data, and the data preprocessing method are given in the ‘Case study’ section. The experimental results and thorough discussion are presented in the ‘Result and discussion’ section. The conclusions of this study provide a summary of the work and recommendations for future research in the ‘Conclusions’ section.
METHOD

Temporal convolutional neural network

TCN, a type of convolutional neural network, is applied in many time-series forecasting tasks (Liu et al. 2019). It is deliberately kept simple, combining some of the best practices of modern convolutional architectures (Bai et al. 2018). TCN has two specific designs: 1D FCN architecture is used in TCN to keep the network output the same length as the input sequence (Long et al. 2015); The outputs are only influenced by information of the present and past inputs in each layer by using causal convolutions. Causal convolution is different from standard convolution in that the output at time $t$ is not convolved with future values (Wan et al. 2019).

However, simple causal convolution still has the problem of traditional convolutional neural networks, and the modeling length of time is limited by the size of the convolution kernel (van den Oord et al. 2016). In this case, if you want to learn longer dependencies between data, you need to stack many layers linearly. To solve this problem, TCN uses one-dimensional expansion convolution. The difference between expansion convolution and traditional convolution is that it allows the input of convolution to have interval sampling. Without the pooling operation, this convolution increases the acceptable range of the network, so there is no loss of resolution.

The complete dilated causal convolution operation $F$ over consecutive layers for a 1-D sequence of a given hydrology input $q = (q_0, \ldots, q_t)$ and a filter $f:0, \ldots, k-1$, on element $s$ of the sequence, is defined by the following equation:

$$F(s) = (q_{sd}) = \sum_{i=0}^{k-1} f(i) \cdot q_{s-d+i}$$ (1)

where $d$ is the dilation factor, $k$ is the filter size, and $s - d \cdot i$ accounts for the direction of the past.

As shown in Figure 1, the sampling standard is selected according to $d$, the first layer $d = 1$ means that each number is selected, and the second layer $d = 2$ means that the data are selected at intervals (Lara-Benitez et al. 2020). Choosing a larger filter size $k$ or increasing the expansion factor $d$ can obtain a larger network receptive field. Similar to the common dilated convolutions, $d$ increases exponentially with the depth of the network layers, which allows the network to use a larger effective history while receiving each input. Another common method to further increase the network acceptance domain is to connect several TCN blocks. To avoid the deeper network structure from complicating the learning process,
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Figure 1 | TCN architectural elements, including a dilated causal convolution with dilation factors of $d = 1, 2, 4$ and filter size of $k = 3$. The receptive field is able to cover all values from the input sequence. And a $1 \times 1$ convolution (residual block) is added when residual input and output have different dimensions. The sampling standard is selected according to $d$, the first layer $d = 1$ means that each number is selected, and the second layer $d = 2$ means that the data are selected at intervals (Lara-Benitez et al. 2020). Choosing a larger filter size $k$ or increasing the expansion factor $d$ can obtain a larger network receptive field. To avoid the deeper network structure from complicating the learning process, a residual connection is added to the output (He et al. 2016). The residual connection uses $1 \times 1$ convolution to ensure that the addition operation receives the same tensor (Bai et al. 2018).
a residual connection is added to the output (He et al. 2016). Since the input and output have different widths, the residual connection uses $1 \times 1$ convolution to ensure that the addition operation receives the same tensor (Bai et al. 2018).

Flood forecasting model based on TCN

TCN is designed for time-series forecasting tasks. The rainfall–runoff process contains a series of time-series data, such as rainfall evapotranspiration and runoff. To explore the application of TCN in flood forecasting, this paper established a multi-step time-series forecasting model based on TCN for flood forecasting in the next 1–12 h. In TCN, a moving window scheme is used to create input and output pairs, which will be fed into the neural network (Bandara et al. 2020). In the prediction process at time $t$, the input data from time $t - n$ to $t$ are used to simulate the value at time $t + m$, where $n$ is the length of the input data, and $m$ is the prediction time in the future. When the window slides to the next moment (time $t + 1$), the value at time $t + m + 1$ is simulated using the data at time $t - n + 1$ to $t + 1$.

In this paper, the factors that affect the process of runoff generation and convergence, such as rainfall, evapotranspiration, and runoff data in the watershed, are selected as the input of the model. In addition, since the middle reaches of the Yellow River where the study area is located, the nature of the underlying surface changes significantly within the data time span, which affects the rainfall–runoff process in the basin. As a piece of data that can reflect the characteristics of the underlying surface, NDVI plays an indispensable role in simulating the relationship between rainfall and runoff. At the same time, deep learning requires a great deal of data as support, and only rainfall and flow data for input are not comprehensive. Although the relationship between rainfall and flow is the most obvious and direct, it is difficult for the model to grasp the subtle differences in the flood process. Moreover, predecessors have done similar studies. Therefore, we consider NDVI as another input to enhance the TCN’s ability to learn data; flood flow data that needs to be predicted are used as output. These data constitute the dataset for training and testing the model.

Model setting and parameterization

The programming language of choice is Python 3.7, and the libraries used for preprocessing and managing our data are NumPy and pandas. We use the Google Keras deep-learning framework with TensorFlow backend and the NVIDIA RTX 2080Ti GPU to train the models.

First, the normalization operation is performed. Normalization is a method of rescaling the data in the original range so that all values range from 0 to 1. If the machine learning model uses the gradient descent method to find the optimal solution, dimensions are not uniform, and normalization is often necessary to allow convergence. For efficient learning, all input features (meteorological and hydrological variables) and output data (the discharge) are normalized by subtracting the mean value and dividing by the standard deviation. The output of the network is retransformed to obtain the final discharge prediction, which is an inverse data scaling process. The expression is described as follows:

$$x' = \frac{x - \mu}{\sigma} \tag{2}$$

where $x'$ and $x$ represent the normalized result and sample data, respectively; $\mu$ and $\sigma$ are the mean and standard deviation of the sample data, respectively.

The purpose of this research is to establish a TCN-based deep-learning flood forecasting model to fully explore the ability of TCN to perceive hydrological data. Due to the high complexity of deep-learning models, finding the optimal TCN network structure and hyperparameters is a crucial task. Therefore, under the premise of different foreseeable periods, we conducted multiple experiments on the same dataset and combined them into models containing different network structures by changing the value of the TCN hyperparameters. The kernel size, filter, and residual block are selected as $\{4, 6, 8\}, \{32, 64, 128\}$, and $\{1, 2, 3\}$, respectively. In addition, the expansion factor is fixed to $\{1, 2, 4, 8, 16, 32\}$. And the length of the input data is fixed to six, which means that a total of six time periods of current and past data are used to predict the future value. All these architectures are then tested for all combinations of the following parameters: the batch size and the epochs are selected as $\{32, 64, 128\}$ and $\{20, 50, 100\}$, respectively. In general, we conducted $(3 \times 3 \times 3 \times 3 = 243)$ experiments on the dataset in the research basin and found the best network structure and hyperparameter values under different forecast periods.
Performance evaluation criteria

In this study, the performance of different models is evaluated by statistical error measures, including the RMSE, NSE, and bias (Nash & Sutcliffe 1970; Hu et al. 2018; Kratzert et al. 2018). The mathematical expressions of these metrics can be described as follows:

$$\text{NSE} = 1 - \frac{\sum_{i=1}^{n} (Q_0 - Q_c)^2}{\sum_{i=1}^{n} (Q_0 - \bar{Q}_0)^2}$$  \hspace{1cm} (3)

where $Q_0$ (m³/s) and $Q_c$ (m³/s) represent the discharge of the observed and simulated hydrographs, respectively; $\bar{Q}_0$ is the mean value of the observed discharge, and $n$ is the data point number.

NSE measures the ability of the model to predict variables different from the mean, gives the proportion of the initial variance accounted for by the model, and ranges from 1 (perfect fit) to $\infty$. Values closer to 1 provide more accurate predictions.

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (Q_0 - Q_c)^2}{n}}$$  \hspace{1cm} (4)

The RMSE is very sensitive to the maximum and minimum errors, enabling it to effectively reflect the accuracy of the prediction results. RMSE values closer to 0 provide more accurate predictions.

$$\text{Bias} = \frac{\sum_{i=1}^{n} (Q_0 - Q_c)}{\sum_{i=1}^{n} (Q_0)}$$  \hspace{1cm} (5)

The bias can evaluate the accuracy of the overall water balance of the simulation results and range from $-100$ to $100\%$. A value close to 0 means more accurate predictions.

Model benchmarks and methods

We used several benchmarks to evaluate the performance of the TCN model. These benchmarks include LSTM, ANN, and EIESM (physical model). In addition, in order to explore the influence of NDVI as an input on the TCN model, we also added the TCN model without NDVI as a benchmark. The forecast period was set to 1–12 h, which is the premise of comparing the performance of different benchmarks. We simultaneously calculate and compare the performance evaluation indicators of all benchmarks.

LSTM is an RNN with a special memory unit structure (Hochreiter & Schmidhuber 1997). In the memory cell unit, the input information passes through the forget gate, input gate, and output gate in turn. Some information is selected to be forgotten, while other information is selected to be added to the memory, which overcomes the disadvantages of gradient explosion and gradient disappearance of traditional recurrent neural networks. Research in recent years has shown that LSTM is widely used in the modeling of time-series forecasting tasks in the hydrological field, such as flow forecasting and water quality forecasting assessment (Kratzert et al. 2018). LSTM was used as a benchmark in this study.

ANN is a black-box simplified model used to solve several water resources problems and can be trained with datasets to identify complex nonlinear relationships between inputs and outputs (Tokar & Johnson 1999). The representative feedforward neural network is composed of an input layer, hidden (containing neurons), and output layers. Recent studies have shown that using ANN is one of the most significant methods to simulate hydrological processes (Ahmad & Hussain 2019). ANN was also used as another benchmark in this study.

EIESM is a physical, improved Xinanjiang model (Hu et al. 2003). Compared with the Xinanjiang model, the excess infiltration runoff mode of EIESM is based on the infiltration curve and infiltration capacity distribution curve of the watershed, and the storage runoff mode is based on the water storage capacity distribution curve of the watershed. The two types of runoff modes are organically combined. Recent studies have applied the runoff simulated by EIESM within the range of
acceptable accuracy, which is reflected by the goodness-of-fit measure (Wen et al. 2020). EIESM was used as a benchmark in this study.

CASE STUDY

The Yellow River – the fifth largest in the world – often suffers from flood disasters. In recent years, a large number of water and soil conservation measures have been applied in the middle reaches of the Yellow River. This study selected the representative Jingle and Guxian watersheds. The first TCN model was developed for the Jingle watershed of the Fenhe River in Shanxi Province, a relatively small watershed that covers 2,799 km². Jingle hydrological station is the primary stream control station on the upper Fenhe River and is located at 111°55’ east longitude and 38°20’ north latitude. The annual mean precipitation in the Jingle watershed is approximately 538.38 mm. Devastating frequent flooding in the last few decades has been widely researched.

An additional assessment was conducted in the Kuye watershed to discover if the proposed model architecture operates in different watersheds after training. The watershed covers 8,706 km², spans Shanxi and Henan provinces, and is narrow with a long concentration time. The Wenjiachuan station is located at 110°45’ east longitude and 38°26’ north latitude. Annual precipitation in the two watersheds varies greatly, and both are severely affected by flooding. Figure 2 shows the locations of the Jingle and Kuye watersheds.

The underlying data for our study of the Jingle watershed include hourly discharge data from the Jingle station and hourly rainfall data from 14 gauges in the area. Complete records of 98 flood events from 1971 to 2013 were obtained. Of these, 78 flood events (1971–2000, 3,986 datasets) were used for calibration, and 20 events (2000–2013, 1,366 datasets) were used for verification. The type of data used in the Kuye watershed is the same as that of Jingle, but the Kuye watershed contains 19 rainfall stations and the data contain 86 events (1973–2016, 3,479 datasets), of which 66 events (1973–2003, 2,764 datasets)

**Figure 2** | Two watersheds and their locations in the provinces (top left). The detailed streamflow map of the Kuye watershed (bottom left) and the jingle watershed (right) with the sub-watershed boundary (red lines) and hydrological stations (red markers). Please refer to the online version of this paper to see this figure in color: http://dx.doi.org/10.2166/nh.2021.021.
are used as the training set and 20 events (2003–2016, 3,479 datasets) as the validation set. In this paper, a typical flood process, with a large volume flow and duration, is selected to verify the performance of the established model.

RESULTS AND DISCUSSION

TCN network hyperparameter experiment

In this study, after experiments with different combinations of TCN models on the Jingle watershed dataset, we finally selected the best TCN model construction scheme based on the loss function (Loss) of the prediction results on the verification set for different forecast periods, including kernel size, filters, residual blocks, batch size, and epochs. Table 1 illustrates the best model construction in each forecast period.

As can be seen from Table 1, there is no obvious difference between the constructions of different forecast periods. The filters and kernel size are mostly selected as 128 and 8, respectively. The number of residual blocks always works best when the value is 2. These results are related to the characteristics of the given input hydrological data. TCN adjusts the receptive field by changing the above three hyperparameters, and the internal learning matches the rainfall–runoff process. The batch size remains unchanged at 128, and the epochs increase with the forecast periods. As the increases of time interval between output data and input data, the convolutional network requires more iterative epochs to capture the relationship in the data.

Understanding TCN in hydrology with model evaluations

In the above research, we discussed the optimal network structure and hyperparameters for TCN to model the rainfall–runoff process. To deeply explore and compare the hydrological process simulation performance of the TCN model, we used the other four models, including TCN (without NDVI input), LSTM, ANN, and EIESM models, for the same experiment and performed a simulation at a forecast period of 1–12 h as TCN. Table 2 illustrates the evaluation index of runoff forecasting at different forecast periods (1–12 h) by the four models. The changes in the three indicators reflect the flood simulation accuracy on the training and testing set. At the same time, in order to more intuitively reflect the performance of the model on the test set, we also calculate the evaluation indicators of all flood events on the test set. Figure 3 shows the Boxplots of different tests. It can be seen that the results of all models are closely related to the forecast periods, and the prediction accuracy decreases with the increase of the forecast period. In the modeling process, the forecast period represents the time interval between input and output data. A longer forecast period increases the difficulty of the prediction of the target value. In terms of flow formation reasons, future flow will be affected by current or earlier rainfall and other factors. The existing data gradually cannot provide an effective reference when it is hoped to obtain more distant future flow.

In the physical model, the results show that the NSEs of EIESM are 0.8848 (training set) and 0.8610 (testing set) at a forecast period of 1 h but fall to 0.7203 (training set) and 0.7106 (testing set) at a forecast period of 12 h. The physical models use the principle of rainfall–runoff to calculate the flow, but the overall accuracy is low due to incomplete consideration and systematic error. The results of ANN show that NSE varies from 0.9 to 0.6 for forecast periods from 1 to 12 h. The simulation effect shows a rapid downward trend with the increase of the foreseeable period. ANN is a relatively simple ANN and uses a backpropagation supervised learning technique for training. As a machine learning model proposed earlier, ANN cannot capture the information in the input required to process sequence data. Compared with the previous two models, LSTM, TCN, and TCN (NDVI) are well simulated and meet the needs of flood forecasting. It is evident that the forecastability of two TCN models is higher than that of LSTM at almost each forecast period, especially for long periods close to 6 h. The performance

Table 1 | The best TCN model settings under different forecast periods

| Forecast periods (h) | Kernel size | Residual block | Filters | Batch size | Epochs | Loss  |
|----------------------|-------------|----------------|---------|------------|--------|-------|
| 1                    | 8           | 2              | 128     | 128        | 20     | 0.0023|
| 2                    | 8           | 2              | 64      | 128        | 20     | 0.0035|
| 3                    | 6           | 2              | 128     | 64         | 50     | 0.0058|
| 6                    | 8           | 2              | 128     | 128        | 50     | 0.0126|
| 9                    | 8           | 2              | 64      | 128        | 50     | 0.0249|
| 12                   | 8           | 2              | 128     | 128        | 50     | 0.0401|
of the three models declined as forecast periods increased. For forecast periods of less than 6 h, the NSE of TCNs is higher than that of LSTM, and RMSE and bias are lower. When the forecast periods exceed 6 h, the prediction accuracy of LSTM sharply decreases, whereas the NSE of TCNs remains above 0.7; RMSE and bias remain below 100 and 40%, respectively. Finally, for the two different input TCN models, the latter model with NDVI input is better simulated, with higher NSE, lower RMSE and bias in all forecast periods. The input including NDVI better reflects the true characteristics of the watershed, so that TCN can learn the relationship between data more fully. At the same time, deep learning requires a large amount of data as support, so adding the NDVI sequence is beneficial for TCN fitting. Among five models, the proposed TCN model shows the highest accuracy compared to normal machine learning and physical models.

To evaluate the ability of the TCN model to forecast the flood process, of which the first three are the large flood events in the verification set, and the last one is the smaller and most common flood during the verification set. We use the previously mentioned model containing the best TCN structure and training hyperparameters to simulate the flood process. Figure 4 shows the observed and estimated hydrographic map of four flood events during the forecast period of 1, 6, and 12 h.

Flood events 1 and 2 were considered abnormal events during the verification set. The rainfall that formed the flood was high in intensity and short in duration, and the peak shape was sharp. At the forecast period of 1 h, the predicted value of the EIESM model for the peak and low tide section is higher than the actual value. ANN fluctuates significantly, especially before the flood peak occurs. However, the forecast runoff curves of LSTM and TCNs both fit the observed runoff curve well. They have strong predictive capabilities of backwater stages in good agreement with the actual process. In contrast, the flood peaks forecasted by TCNs are more realistic than those of LSTM, indicating that TCNs are more sensitive to rainfall and runoff processes. Although there is no obvious difference between TCN and the proposed TCN (NDVI), the latter fits the true value more accurately in the preceding section. At the forecast period of 6 h, the performance of all models has a certain

| Forecast period (h) | Dataset | Model      | NSE     | RMSE   | Bias (%) |
|---------------------|---------|------------|---------|--------|----------|
| 1                   | Calibration | EIESM  | 0.8848  | 46.7094| 14.2147  |
|                     |          | ANN       | 0.9536  | 9.8926 | 1.3584   |
|                     |          | LSTM      | 0.9836  | 8.4801 | 0.6991   |
|                     |          | TCN       | 0.9858  | 8.4564 | 0.5341   |
|                     |          | TCN (NDVI)| 0.9897  | 7.9532 | 0.5119   |
|                     | Validation | EIESM    | 0.8610  | 51.9966| 14.4069  |
|                     |          | ANN       | 0.9477  | 11.9942| 1.4488   |
|                     |          | LSTM      | 0.9704  | 9.1252 | 0.7197   |
|                     |          | TCN       | 0.9825  | 8.7127 | 0.5458   |
|                     |          | TCN (NDVI)| 0.9838  | 8.1511 | 0.5176   |
| 6                   | Calibration | EIESM  | 0.7665  | 60.4484| 26.0965  |
|                     |          | ANN       | 0.8120  | 55.4280| 19.1487  |
|                     |          | LSTM      | 0.8859  | 45.7676| 14.7178  |
|                     |          | TCN       | 0.9061  | 40.4808| 10.6355  |
|                     |          | TCN (NDVI)| 0.9109  | 38.8848| 8.9400   |
|                     | Validation | EIESM    | 0.7588  | 61.1700| 27.1619  |
|                     |          | ANN       | 0.8055  | 55.5501| 20.3971  |
|                     |          | LSTM      | 0.8721  | 47.7827| 14.8497  |
|                     |          | TCN       | 0.8963  | 43.2517| 11.7935  |
|                     |          | TCN (NDVI)| 0.9031  | 40.9977| 9.9135   |
| 12                  | Calibration | EIESM  | 0.7203  | 86.6261| 43.0147  |
|                     |          | ANN       | 0.6761  | 123.2829| 52.4860 |
|                     |          | LSTM      | 0.7354  | 83.3445| 40.4083  |
|                     |          | TCN       | 0.7790  | 75.9966| 31.2881  |
|                     |          | TCN (NDVI)| 0.7983  | 73.3085| 26.1076  |
|                     | Validation | EIESM    | 0.7106  | 91.4497| 45.7214  |
|                     |          | ANN       | 0.6800  | 132.6323| 58.1628 |
|                     |          | LSTM      | 0.7185  | 88.1648| 34.6354  |
|                     |          | TCN       | 0.7574  | 80.0811| 29.1310  |
|                     |          | TCN (NDVI)| 0.7729  | 77.2392| 27.5773  |
Figure 3 | Boxplots of different tests. Each box is calculated from four realizations of model runs. It shows the average NSE for the prediction with different forecast periods of 1, 6, and 12 h. It can be seen that the results of all models are closely related to the forecast periods, and the prediction accuracy decreases with the increase of the forecast period. Among five models, the proposed TCN model shows the highest accuracy compared to normal machine learning and physical models.
degree of degradation. Although EIESM expresses the correct flood process trend, the overall accuracy is insufficient. Moreover, the forecasting ability of ANN and LSTM deteriorates significantly, the phenomenon of underestimating flood peaks increase, and the simulated values fluctuate abnormally compared with observed values. ANN has large fluctuations and abnormal values, which may be due to the insufficient ability of ANN to learn long-term data. The flood peak flow forecasted by LSTM is later than the observed flood peak flow, which will seriously affect the flood warning. It is obvious that TCNs better simulate rainfall–runoff and forecast floods well and have higher accuracy than other models. Between the two TCN models, the model with NDVI input has a better grasp of where the flood peak appears and has less fluctuation. When the forecast period exceeds 6 h, due to the lack of hydrological data to form future runoff, the forecast flow curves of all models are much later than future observations. Even so, TCNs are minimally affected and the results are still practical. The results also prove that considering NDVI as an input can effectively improve forecast accuracy.

The last two floods have a lower peak flow than the first two events, which are normal flood events. Both figures show that the overall performance of EIESM is stable and insensitive to forecast period factors. Conversely, changes in the forecast period are likely to cause fluctuations in the neural network models. TCN (NDVI) best predicted the hourly peak flow, whereas the other models were insufficient to predict the values and had lower forecast accuracy.

Figure 4: Observed and estimated hydrographs of the five models at the validation stage (flood events 1, 2, 3, and 4) with different lead times of 1, 6, and 12 h. Flood events 1 and 2 were considered abnormal events during the verification set. And the last two floods have a lower peak flow than the first two events, which are normal flood events. The results show that TCN (NDVI) best predicted the hourly peak flow, whereas the other models were insufficient to predict the values and had lower forecast accuracy.
Model application in a different watershed

To evaluate the practicality of the model structure, we applied the established TCN model to the Kuye watershed and selected the same length data as the previous experiment. The Kuye watershed is larger and narrower than the Jingle watershed and has longer travel time and different topography, soil type, and land use. TCN network modeling used hyperparameter combinations obtained from repeated experiments: the filter, kernel size, and residual blocks are selected as 128, 8, and 2, respectively, and the expansion factor is [1, 2, 4, 8, 16]. Table 3 shows the results based on different forecast periods for four models. In the verification set, NSE of the EIESM, ANN, LSTM, TCN, and TCN (NDVI) models are 0.8416, 0.9465, 0.9787, 0.9798, and 0.9819 at a forecast period of 1 h, respectively. With extended forecast periods, the simulation accuracy of all the models declined to varying degrees. Among them, EIESM and ANN have the most obvious downward trend. Although LSTM maintains a high level of prediction, it is always lower than TCNs. The performance of TCN without NDVI input still lags behind TCN (NDVI). The final TCN (NDVI) model consistently outperformed the other models. These results are the same as those in the Jingle watershed, confirming that the TCN (NDVI) model established in this study responds relatively smoothly to disturbed watershed attributes and can be used to make accurate predictions in multiple watersheds.

CONCLUSIONS

At present, more and more deep neural network methods are applied to rainfall–runoff prediction. On the one hand, with the advancement of technology, the means of obtaining data are more intelligent, and the types of data available are more diverse, such as soil evapotranspiration, wind speed, and pressure in the watershed. Some data that cannot be directly observed can be

| Forecast period (h) | Dataset | Model     | NSE    | RMSE   | Bias (%) |
|---------------------|---------|-----------|--------|--------|----------|
| 1                   | Calibration | EIESM     | 0.8667 | 49.1452| 14.9225  |
|                     |          | ANN       | 0.9544 | 10.3626| 1.4078   |
|                     |          | LSTM      | 0.9802 | 9.2594 | 0.7345   |
|                     |          | TCN       | 0.9848 | 8.8991 | 0.5612   |
|                     |          | TCN (NDVI)| 0.9874 | 8.3301 | 0.5364   |
|                     | Validation | EIESM     | 0.8416 | 54.5497| 15.1129  |
|                     |          | ANN       | 0.9463 | 12.5921| 1.5247   |
|                     |          | LSTM      | 0.9766 | 9.5869 | 0.7542   |
|                     |          | TCN       | 0.9798 | 9.1584 | 0.5716   |
|                     |          | TCN (NDVI)| 0.9819 | 8.5426 | 0.5447   |
| 6                   | Calibration | EIESM     | 0.7504 | 63.5939| 27.4180  |
|                     |          | ANN       | 0.7929 | 56.1515| 20.0869  |
|                     |          | LSTM      | 0.8665 | 48.1196| 15.4171  |
|                     |          | TCN       | 0.8876 | 42.4766| 11.1822  |
|                     |          | TCN (NDVI)| 0.8915 | 40.8133| 9.4066   |
|                     | Validation | EIESM     | 0.7413 | 64.2193| 27.4510  |
|                     |          | ANN       | 0.7869 | 56.3258| 20.3226  |
|                     |          | LSTM      | 0.8512 | 48.1237| 15.5833  |
|                     |          | TCN       | 0.8771 | 43.1984| 11.3480  |
|                     |          | TCN (NDVI)| 0.8847 | 40.9412| 9.5563   |
| 12                  | Calibration | EIESM     | 0.7036 | 91.0993| 45.1899  |
|                     |          | ANN       | 0.6621 | 129.4762| 54.9864  |
|                     |          | LSTM      | 0.7194 | 87.4816| 42.0057  |
|                     |          | TCN       | 0.7590 | 79.7766| 34.7225  |
|                     |          | TCN (NDVI)| 0.7811 | 76.8033| 27.3611  |
|                     | Validation | EIESM     | 0.6964 | 96.1865| 48.0235  |
|                     |          | ANN       | 0.6641 | 127.6674| 52.6108  |
|                     |          | LSTM      | 0.7035 | 92.4926| 39.3347  |
|                     |          | TCN       | 0.7611 | 83.8810| 30.6066  |
|                     |          | TCN (NDVI)| 0.7649 | 81.1183| 28.9358  |
obtained by the inversion of remote sensing images. Progress in data requires a framework that can consider multiple factors to interpret the hidden relationships between data. On the other hand, the rainfall–runoff process contains many complicated steps. The runoff mechanism in semi-humid, semi-arid areas is more complicated than in humid areas (Le et al. 2019). The physical model is not enough to reflect the complete mechanism. Therefore, the deep neural network has become an effective new way of simulating rainfall and runoff.

As a time-series prediction model based on convolution that has been proposed in the past 2 years, TCN has been successfully applied in some fields. This paper proposes a TCN learning model for rainfall–runoff prediction, which uses one-dimensional convolution operation to process input and output sequences. The TCN model uses the observed rainfall data, evaporation, and NDVI data from rainfall stations in the basin as input, and the outlet section flow as output.

In the process of modeling, some hyperparameters in the structure of TCN neural network need to be considered, such as kernel size, filter size, and residual blocks. Inappropriate hyperparameter combinations will cause the prediction results to deviate from the true value. In each case of the forecast period of 1–12 h, 273 different hyperparameter combinations were tested in the Jingle watershed, and finally, the set of results with the best prediction effect was selected. Several domain characteristics are necessary for a successful application. First, the change of the best combination under different forecast periods is not obvious. The filter and kernel sizes fluctuate between 6, 8 and 64, 128, respectively, and the residual blocks remain at 2. In addition, some of the hyperparameters used for training, such as the batch size, are stable at 128. At the same time, TCN needs more iterations to complete the fitting in response to a longer forecast period. The characteristics of these hyperparameter combinations are considered to be useful for rainfall–runoff simulation.

In this study, we use the TCN network to model two watersheds. The experimental results show that the proposed TCN method can better simulate the rainfall–runoff process, has a better prediction effect than other models, and has less deviation when dealing with long-foreseeing prediction tasks. Traditional physical models and early machine learning models, such as EIESM and ANN, generally have low simulation accuracy. LSTM meets the forecast requirements under the short forecast period, but loses more accuracy with the prolongation of the forecast period, and significantly underestimates flood peaks and abnormal fluctuations. It is worth noting that the TCN model, including NDVI input, has a certain ability to reflect the characteristics of the underlying surface, which leads to better performance in the simulation on the selected watershed. This provides a new idea for the subsequent deep learning for hydrological forecasting tasks: inputting different types of data on the basin that have the potential to affect the flow. At the same time, the simulation in the Kuye watershed showed the stability of the proposed TCN model, and the selected hyperparameter combinations can be applied to a new watershed.

Using TCN to model the rainfall–runoff process can capture the relationship between hydrological data. In TCN, because the filter exists in each layer of the network, convolution can complete the prediction task in parallel, while RNN, such as LSTM, can only process information in one direction, that is, it needs to wait for the forward pass of the previous time step to be completed. The forward pass of the next time step and the deep LSTM network require a larger amount of calculation, resulting in a long time-consuming prediction task. In addition, the adjustable kernel size and expansion coefficient support the receptive field, which enables TCN to handle tasks with varying degrees of complexity. In the experiment, we found that TCN has a faster convergence rate than LSTM and occupies less memory, which is indispensable for prediction. These results also demonstrate the strong potential of applying deep-learning methods to other hydrological problems, specifically other time-series tasks.

The hydrological process contains complex and diverse variables. More variables that affect the target value can be used as input to enhance the deep-learning model’s cognition of physical processes in the future, such as soil moisture and wind speed. In addition, deep neural network methods like TCN often have many hyperparameters. At present, we use repeated experiments to determine the best combination of them, which has limitations. If it can be combined with more intelligent parameter optimization methods, it will greatly improve the efficiency of obtaining the desired results.
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