Two-Qubit Pure Entanglement as Optimal Social Welfare Resource in Bayesian Game
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Entanglement is of paramount importance in quantum information theory. Its supremacy over classical correlations has been demonstrated in a numerous information theoretic protocols. Here we study possible adequacy of quantum entanglement in Bayesian game theory, particularly in social welfare solution (SWS), a strategy which the players follow to maximize their payoffs. Given a multi-partite quantum state as an advice, players can come up with several correlated strategies by performing local measurements on their parts of the quantum state. A quantum strategy is called quantum-SWS if it is advantageous over a classical equilibrium (CE) strategy in the sense that none of the players has to sacrifice their CE-payoff rather some have incentive and at the same time it maximizes sum of all players' payoffs over all possible quantum advantageous strategies. Quantum state yielding such a quantum-SWS is called a quantum social welfare advice (SWA). We show that any two-qubit pure entangled states, even if it is arbitrarily close to a product state, can serve as quantum-SWA in some Bayesian game. Our result, thus, gives cognizance to the fact that every two-qubit pure entanglement is the best resource for some operational task.

I. INTRODUCTION

Game theory is the study of human conflict and cooperation within a competitive situation. It has been widely used in various social and behavioral sciences, e.g., economics [1], political sciences [2], biological phenomena [3], as well as logic, computer science, and psychology [4]. More formally, it is a mathematical study of strategic decision making among interacting decision makers. Each decision maker is considered as a player with a set of possible actions and each one has preference over certain actions. Such preference can be modeled mathematically by associating some payoff with each of the action. First systematic study of preferences over different possible actions was discussed by von Neumann and Morgenstern [5]. Then J. Nash introduced the seminal concept— the concept of Nash equilibrium [6, 7]. He also proved that for any game, with finite number of actions for each player, there will always be a mixed strategy Nash equilibrium. Later, Harsanyi introduced the notion of Bayesian games where each player have some private information unknown to other players [8–10]. In such a Bayesian scenario Aumann proved that the proper notion of equilibrium is not the ordinary mixed strategy Nash equilibrium but a more general — correlated equilibrium [11]. A correlated equilibrium can be achieved by some correlated strategy where correlation is given to the players as common advice by some referee. Later it has been further established that psychology of the participating players is also an important component in the study of game theory [12]. Psychological evidence shows that rather than pursuing solely their own payoffs, players may also consider additional social goals. Such social behavior of the players may result different types of ‘fairness equilibrium’ solution. One such concept is social welfare solution (SWS) where the players try to maximize sum of their payoffs [13].

In this work, we study this particular notion of SWS, but in the quantum realm. In the quantum scenario the referee, instead of a classical correlation, provides a multi-partite quantum system to the players as common advice. The players can come up with correlations generated from the quantum advice by performing local measurements on their respective parts of quantum system and consequently can follow a correlated strategy. Such a quantum strategy is advantageous over a classical equilibrium (CE) strategy if none of the players' payoff is lower than the corresponding CE-payoff, rather some players have incentive over the CE-payoff. Among different advantageous quantum strategies those maximizing the sum of all players’ payoffs will be called quantum-SWS. Furthermore, a quantum state giving rise to such a strategy is called quantum social welfare advice (SWA). In this work we show that any two-qubit pure entangled state, however less entanglement it may have, can produce quantum-SWA for some
Bayesian game. In other words, all such entangled states can act as useful resource for some game. We establish this claim by constructing a family of two-player Bayesian games. Rest of the paper is organized as follows. In Sec. [II] we briefly review the framework of game theory. In Sec. [III] we discuss some important notions regarding the use of quantum correlations as advice in games. Our main results are presented in Sec. [IV], and in Sec. [V] we present a brief discussion.

II. PRELIMINARIES OF GAME THEORY

Game theory starts with a very basic assumption that the players are rational, i.e., they will choose the best actions to get highest available payoffs. We denote a game by the symbol $G$ and for simplicity we restrict the discussion to two-player games played between (say) Alice and Bob (extension to higher number of players is straightforward and interested readers may see the classic book by Osborne [4]). We denote the type of $i^{th}$ player by $t_i \in T_i$ and denote her/his action by $s_i \in S_i$, for $i \in \{A,B\}$, calligraphic fonts denoting the type and action profiles. A type can represent many things: it can be a characteristic of the player or a secret objective of the player, which remain private to the players in Bayesian scenario. There may be a prior probability distribution $P(T)$ over the type profile $T := T_A \times T_B$. Each player is assigned a payoff over the type and action profile, i.e., $v_i : T \times S \rightarrow \mathbb{R}$, where $S := S_A \times S_B$. In the absence of any correlation or external advice, players can apply strategies that are either pure or mixed. For the $i^{th}$ player, a pure strategy is a map $g_i : T_i \rightarrow S_i$, meaning that the player selects a deterministic action based only on her/his type. A mixed strategy is a probability distribution over pure ones, i.e. the function $g_i : T_i \rightarrow S_i$ becomes a random function described by a conditional probability distribution on $S_i$ given the type $t_i \in T_i$ and we will denote such mixed strategies as $g_i(s_i|t_i)$ (for a more detailed discussion see [16]). The average payoff for the $i^{th}$ player is given by, $\langle v_i(g) \rangle := \sum_{t_i} P(t_i)v_i(t_i,s_i)g_i(s_i|t_i)$. Here $g \equiv (g_A, g_B) \in G = G_A \times G_B$, with $g_i$ denoting the strategy profile for the $i^{th}$ party, $s \equiv (s_A, s_B) \in S$, and $t \equiv (t_A, t_B) \in T$; and $P(t)$ denotes the probability according to which the types are sampled. A solution for a game is a family of strategies $g \equiv (g_A, g_B)$, each for Alice and Bob respectively. A solution $g^*$ is a Nash equilibrium if no player has an incentive to change the adopted strategy, i.e., $\langle v_i(g^*) \rangle \geq \langle v_i(g_i, g^{\text{rest}}_i) \rangle$, for $i \in \{A, B\}$, where $\langle v_i(g_i, g^{\text{rest}}_i) \rangle$ denote the average payoff of $i^{th}$ player when all the players, but $i^{th}$ player, follow the strategy profile from $g^*$ and $i^{th}$ player follow some other strategy.

Achievability of Nash equilibrium is another important question. As pointed out by Aumann it can be achieved only when each of the players know other players’ strategy exactly. So, he proposed a more general notion of equilibrium – correlated Nash equilibrium [17]. While in a mixed strategy players can choose pure strategies with probability $P(g_A, g_B) = P(g_A)P(g_B)$, with $P(g_i)$ denoting the probability distribution over the $i^{th}$ player’s pure strategy, Aumann pointed out that some adviser can provide a more general probability distribution (advice) which not necessarily is in the product form. A correlated strategy is defined as the map $g(\lambda)$ chosen with some probability $\lambda$ from the probability space $\Lambda$ over $G = G_A \times G_B$. The referee chooses an element $\lambda$ from $\Lambda$ and suggests to each player $i$ to follow the strategy $g_i(\lambda)$. With such an advice from the referee, the average payoff for the $i^{th}$ player is denoted as, $\langle v_i(g(\lambda)) \rangle := \sum_{t_i,\lambda} P(t)P(\lambda)v_i(t_i,s_i|\lambda)g_i(s_i|t_i,\lambda)$. A correlated strategy $g^*$ chosen with some advice $\lambda \in \Lambda$ is called a correlated Nash equilibrium if no player has an incentive while deviating from the adopted strategy. Note that, every pure/mixed Nash equilibrium is also a correlated equilibrium, however the set of correlation equilibria is strictly larger that the set of mixed strategy Nash equilibria (see Appendix-A). It has also been shown that correlated equilibria are easier to compute [18].

III. QUANTUM CORRELATIONS AS ADVICE

In quantum scenario, the referee, instead of some classical correlation, provides a bi-partite quantum state $\rho_{AB} \in D(C_A^{d_A} \otimes C_B^{d_B})$ as advice; $D(C_A^{d_A} \otimes C_B^{d_B})$ denotes the set of hermitian, positive, and trace-1 operators (i.e. density operator) acting on the composite Hilbert space $C_A^{d_A} \otimes C_B^{d_B}$. The players perform positive-operator-valued-measurements (POVM) $\{E_{o_i}^{X_i} | E_{o_i}^{X_i} \geq 0 \forall o_i, x_i, \sum_{o_i} E_{o_i}^{X_i} = 1 \forall x_i, i \in \{A, B\}\}$, with 1 being the identity operator on $C_i^{d_i}$, and generate an input-output probability distribution $P(O_A, O_B|X_A, X_B) \equiv \{P(o_A, o_B|x_A, x_B) | o_i \in \mathcal{O}_i, x_i \in \mathcal{X}_i\}$ in accordance with the Born rule, i.e., $P(o_A, o_B|x_A, x_B) = \text{Tr}\rho_{AB}(E_{o_A}^{X_A} \otimes E_{o_B}^{X_B}))$. The players follow some randomized strategy according to this probability distribution. Thus a quantum strategy is specified by the triplet $(\rho_{AB},\{E_{o_i}^{X_i}\}_i, \{E_{o_i}^{X_i}\})$. Note that, to demonstrate an advantage over the classical correlated strategies the correlation generated from a quantum strategy need to be stronger than classical (or in other word local realistic (LR)) correlations $\Lambda_{LR}$.
If the given quantum advice $\rho_{AB}$ is an entangled state \cite{19, 20} then it may provide correlations which are not local-realistic, and such correlations are commonly known as nonlocal correlations \cite{21–23}. In Bayesian game theoretic scenario usefulness of such nonlocal correlations over the classical correlated strategies has been demonstrated in various recent results \cite{24–26}.

From the aforesaid discussion it is evident that to achieve a better quantum strategy (than the optimal classical strategies) the players must share entangled quantum state. More precisely, an entangled quantum advice $\rho_{AB}^{ent}$ will be called advantageous over a classical equilibrium strategy $g^*$ if the players can come up with a quantum strategy $(\rho_{AB}^{ent}, \{E_{0A}^x\}, \{E_{0B}^x\})$ such that $\langle v_i(\rho_{AB}^{ent}) \rangle \geq \langle v_i(g^*) \rangle$, $\forall i$, and strict inequality holds for some (at least one) $i$; $\langle v_i(\rho_{AB}^{ent}) \rangle$ denotes the payoff for the $i^{th}$ player while following the quantum strategy $(\rho_{AB}^{ent}, \{E_{0A}^x\}, \{E_{0B}^x\})$.

Definition 1 Given a quantum advice $\rho_{AB}^{ent}$, a strategy $(\rho_{AB}^{ent}, \{E_{0A}^x\}, \{E_{0B}^x\})$ is optimal if no player has an incentive while deviating from the adopted strategy.

The following definition will be useful to compare among different quantum advices.

Definition 2 A quantum advice $\rho_{AB}^{ent}$ is called the optimal advice if there is a strategy $(\rho_{AB}^{opt}, \{E_{0A}^{x_1}\}, \{E_{0B}^{x_2}\})$ such that no player has an incentive while deviating from the adopted strategy even with some other quantum advice. Such a strategy is called quantum equilibrium strategy.

The authors in \cite{25} have studied quantum equilibrium strategy in a conflicting Bayesian game. However, the equilibrium studied there is a fair one where players have equal payoffs. The notion of classical unfair equilibrium where different players have different payoffs, is well defined. But as noted in \cite{26}, such a notion in quantum scenario is not pertinent, in general. This is because, given a quantum advice $\rho_{AB}^{ent}$, there may exist more than one quantum strategies, say $(\rho_{AB}^{ent}, \{E_{0A}^{x_1}\}, \{E_{0B}^{x_2}\})$ and $(\rho_{AB}^{ent}, \{E_{0A}^{x_2}\}, \{E_{0B}^{x_1}\})$, such that both are advantageous over the classical strategy $g^*$ but Alice gets optimal payoff for $1^{st}$ strategy while Bob’s payoff is optimal for $2^{nd}$ one and hence results to a conflict between the players in choosing their strategies for the given advice. In such a scenario, a relevant figure of merit for the unfair quantum strategies is social optimality solution or social welfare solution (SWS). The expected social welfare $SW(g)$ of a classical solution $g$ is the sum of the expected payoffs of all the players, i.e., $SW(g) = \sum_i (v_i(g))$ \cite{13}. Importantly, this particular notion is also relevant in social choice theory \cite{27, 28}.

Definition 3 Consider an classical unfair equilibrium solution $g^*$, with payoffs $\langle v_A(g^*) \rangle \neq \langle v_B(g^*) \rangle$. Among the different quantum advantageous strategies over $g^*$, a quantum strategy will be called quantum-SWS if it maximizes the sum of the payoffs. The corresponding quantum entangled state $\rho_{AB}^{ent-SWS}$ producing the quantum-SWS is called quantum-social welfare advice (SWA).

To say mathematically, $\rho_{AB}^{SWA}$ is a quantum-SWA if there exists some quantum strategy such that, $\langle v_i(\rho_{AB}^{SWA}) \rangle \geq \langle v_i(g^*) \rangle$, $\forall i$ (with strict inequality for some $i$), and the strategy maximize $\sum_i (v_i(\rho_{AB}^{SWA}))$. In the following we will establish that all the two-qubit pure entangled states are quantum-SWA in some Bayesian game.

### IV. RESULT

Consider a game $G(\zeta, \eta)$ played between two rational players, Alice and Bob. Each of the players has two types, i.e., $t_i \in T_i \equiv \{0, 1\}$ and two actions $s_i \in S_i \equiv \{0, 1\}$; $i \in \{A, B\}$. The payoffs assigned to the players depend on the respective types and actions. An utility table for the game $G(\zeta, \eta)$ is given in Table-I.

From Table-I one can see that following are the only possible pure Nash equilibrium strategies:

(i) Type $(t_A = 0, t_B = 0)$: in this case $(s_A = 0, s_B = 0)$ is an equilibrium strategy with payoff $((\eta \zeta + 1)/4, (\eta \zeta - 1)/4)$, and whenever $\eta >
When advised by such a correlation, the strategy \((s_A = 1, s_B = 1)\) is also an equilibrium with payoff \((0, 0)\). Furthermore, if the values of the parameter \(\zeta\) and \(\eta\) be such that \(1/(2-\zeta) < \eta < 1/\zeta\), then there is conflict between Alice’s and Bob’s preferences: Alice prefers the strategy \((s_A = 0, s_B = 0)\) while Bob prefers \((s_A = 1, s_B = 1)\).

(ii) Type \((t_A = 0, t_B = 1)\): here \((s_A = 0, s_B = 0)\) and \((s_A = 1, s_B = 1)\) are two equilibria with payoffs \((2\eta + 3)/4, 3\eta/4\) and \((3/4, \eta/4)\), respectively.

(iii) Type \((t_A = 1, t_B = 0)\): in this case \((s_A = 0, s_B = 0)\) is an equilibrium with payoff \((-1/4, 1/4)\), and whenever \(\eta > 1/2\) there is another equilibrium, that is \((s_A = 1, s_B = 1)\) with payoff \((0, 0)\). Here also the equilibrium strategies are conflicting.

(iv) Type \((t_A = 1, t_B = 1)\): in this case there are three equilibria \((s_A = 0, s_B = 1)\), \((s_A = 1, s_B = 0)\) and \((s_A = 1, s_B = 1)\) each of them having the payoff \((\eta/4, 9/4)\).

Consider that the types of the players are private, i.e., unknown to other player and hence the game is Bayesian in nature. Each player can choose the following four pure strategies: \(g^0_i(t_i) = 0, g^1_i(t_i) = 1, s^0_i(t_i) = t_i\), \(s^1_i(t_i) = \overline{t_i}\). Here \(g^1(t_i) = 0\) means that \(i\)th player follows the action \(s_i = 0\) whatever her/his type \(t_i\) be, and other \(g^i\)’s are defined analogously where \(\oplus\) denotes addition modulo 2 operation. Altogether the players have 16 different pure strategies \((g^m_i,g^0_B)\), with \(l,m = 1,2,3,4\). Straightforward calculation gives the average payoffs for these 16 pure strategies and it turns out that classical equilibrium strategies have payoffs \(\langle v_A(g^*)\rangle = (3 + \eta + \eta \zeta)/16\) and \(\langle v_B(g^*)\rangle = (9 + \eta + \eta \zeta)/16\), respectively (see Appendix C).

To establish our result, i.e., superlative behavior of all 2-qubit pure entangled states in the above described games, first we consider the set of most general 2-party–2-input–2-output no-signaling (NS) correlations that constitutes a polytope, say \(\mathcal{P}_{NS}\). The correlations resided in \(\mathcal{P}_{NS}\) have been extensively studied [29–33]. Any such correlation \(P(O_A, O_B|X_A, X_B) \equiv \{P(o_A, o_B|x_A, x_B)\} \in \mathcal{P}_{NS}\), with \(O_i \equiv \{+1, -1\}\) and \(x_i \in X_i \equiv \{0, 1\}\) can be represented in a canonical form where \((P(+ + 00), P(+ - 00), P(- + 00), P(- - 00) \equiv (c_{00}, m_0 - c_{00}, n_0 - c_{00}, 1 - m_0 - n_0 + c_{00})\) and the rests can be defined analogously (see Appendix B). When advised by such a correlation \(P \in \mathcal{P}_{NS}\), Alice’s and Bob’s payoffs read as:

\[
\langle v_i(P) \rangle = \frac{1}{16} \left[ 3^k + \eta \left( \frac{B_{CHSH} + 2\zeta m_0}{2} \right) - \left( -1 \right)^k \left( m_0 - n_0 \right) \right],
\]

with \(k = 1 \ (k = 2)\) for \(i = A \ (i = B)\). Here, \(B_{CHSH}\) denotes the Bell-Clauser-Horne-Shimony-Holt (Bell-CHSH) expression, \(B_{CHSH} := \sum_{i,j=0}^{1} (-1)^{ij} \langle x_A = k, x_B = j \rangle = 4 \left( \sum_{j=0}^{1} (-1)^{ij} c_{kj} - m_0 - n_0 + 1/2 \right)\), where \(\langle \langle x_A, x_B \rangle \rangle := \sum_{i,j=0}^{1} o_{ij} P(o_A, o_B|x_A, x_B)\). Correlations that are obtainable from quantum strategies form a convex set, say \(\mathcal{Q}\), which is a strict subset of the polytope \(\mathcal{P}_{NS}\). As discussed earlier, a quantum strategy \(\rho_{AB}^{out}, \{E_{x_A}^A, E_{x_B}^B\}\) will be a quantum social welfare solution for the game \(G(\zeta, \eta)\), if \(\langle v_A(P) \rangle \geq \langle v_A(g^*) \rangle = (3 + \eta + \eta \zeta)/16\) and \(\langle v_B(P) \rangle \geq \langle v_B(g^*) \rangle = (9 + \eta + \eta \zeta)/16\) (with at least one the inequalities strict) and \(\langle v_A(P) \rangle + \langle v_B(P) \rangle\) takes the maximum value over the set of quantum correlations. Using the expression from Eq.(1), we have:

\[
\langle v_A(P) \rangle + \langle v_B(P) \rangle = \frac{1}{16} \left( 12 + \eta \left( B_{CHSH} + 2\zeta m_0 \right) \right). \tag{2}
\]

Note that, the factor within the round brackets on the right hand side of the Eq.(2), i.e., the expression \(B_{CHSH} + 2\zeta m_0\), is actually the expression of tilted-CHSH operator studied in Ref.[34]. It has been shown in [35, 36] that within \(\mathcal{Q}\) the tilted-CHSH operator takes maximum value by a probability distribution \(P(O_A, O_B|X_A, X_B) \in \mathcal{Q}\) obtained form the quantum state \(|\psi\rangle_{AB} = \cos\theta |00\rangle_{AB} + \sin\theta |11\rangle_{AB}\) with the local projective measurement \(E_{x_A}^A = \sigma_z, E_{x_B}^B = \sigma_x, E_{x_B} = \cos \beta \sigma_x + \sin \beta \sigma_z, E_{x_B} = \cos \beta \sigma_x - \sin \beta \sigma_z\), where \(\tan \beta = \sin 2\theta\) and \(\zeta = 2/\sqrt{1 + 2 \tan^2 2\theta} \in [0, 2]\). The same choice of state and measurements also maximize the right hand side of Eq.(2). This is because, if \(B := \sum_{o_A, o_B, x_A, x_B} C_{o_A, o_B, x_A, x_B} P(o_A, o_B|x_A, x_B) \leq B_L\) is an arbitrary Bell operator with \(B_L\) being the local bound, then the Bell operator \(F_{K_1, K_2}(B) := K_1B + K_2B\), with \(K_1 \in \mathbb{R}^1\) and \(K_2 \in \mathbb{R}\), has the local realistic bound \(F_{K_1, K_2}(B_L)\). Moreover the points on the boundary of the set of quantum correlations that achieve the quantum maximum for \(B\) and \(F_{K_1, K_2}(B)\) are going to be the same. This fact also ensures that for the games where \(i\)th player’s average payoff is of the form \(\langle v_i(P)\rangle = F_{K_1, K_2}(B_i)\) with some Bell operator \(B\) but different \(K_i\)’s for different players’, the concept of unfair equilibrium fits even in the quantum regime. However this is not the case always with the game \(G(\zeta, \eta)\) considered in this work, and for this game the above mentioned optimal tilted-CHSH yields:

\[
\langle v_i(P) \rangle = \frac{1}{16} \left[ 3^k + \eta \left( 3 - \cos 4\theta \right) \sqrt{1 + \sin^2 2\theta} + \frac{2\eta \cos^2 2\theta}{\sqrt{1 + 2 \tan^2 2\theta}} \right] \cdot \left( -1 \right)^k \frac{1}{2} \cos 2\theta \left( 1 - \frac{1}{\sqrt{1 + \sin^2 2\theta}} \right). \tag{3}
\]

As already discussed, a quantum strategy will be advantageous when the players have incentive over the classical equilibrium payoff, i.e., \(\delta V_i := \langle v_i(P) \rangle - \langle v_i(g^*) \rangle \geq 0\).
vastly important area of research, Bayesian game theory. Our result establishes all two-qubit pure entangled states as the ‘gold coin’ in a certain Bayesian game theoretic scenario. From our analysis it is evident that the nonlocal behavior of the correlations obtained from those entangled states plays the key role in the Bayesian scenario we have considered. This observation leads us to make some interesting comments based on some already known facts. In [45], the authors have shown that in the N-party–2-input–2-output scenario the quantum maximum of any linear Bell type expression, $\beta := \sum_{o_1, \ldots, o_N, x_1, \ldots, x_N} P(o_1, \ldots, o_N|x_1, \ldots, x_N)$, is achievable by measuring N-qubit pure states with projective observables. Therefore quantum strategies formed from these states and observables have the potential to be quantum-SWS for suitably chosen N-player Bayesian game where each player is given two types and two actions and where sum of the payoffs of the players turns out to be $F_{K_i,K_j}(\beta)$. However, explicit construction of such games require extensive effort and promises to be an interesting topic for future research. Also note that the quantum-SWS studied in the $2-2-2$ scenario lie on the nonlocal boundary of the quantum set $Q$. We leave the converse of the statement as a conjecture. We make the conjecture in a broader sense that any nonlocal boundary point of the set $Q$ for general $N-M-K$ scenario is a quantum-SWS for some Bayesian game.
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**Appendix A: Nash equilibrium**

To illustrate the idea of uncorrelated and correlated Nash equilibrium, here we discuss two examples.

**Example-1:** Our first example is the famous two-party game called ‘battle of sexes’ (BoS) where the pay-offs of the players are given as in the Table-II. The Nash equilibria are the action profile (same as strategy profile, since the players do not have multiple types)
(s_A = 0, s_B = 0) with pay-offs (2, 1) and the action profile (s_A = 1, s_B = 1) with pay-offs (1, 2). Now in a practical scenario, Alice and Bob can follow an equilibrium strategy if each of them deterministically know the action of other party. But if the players have ignorance about others’ strategy then the achievability of equilibrium strategies are in question. In such case, a referee can advice them to reach their goal. Let the referee tosses a coin and announces the outcome (head/tail) to both Alice and Bob. Upon receiving the outcome head (tail) each party follow the strategy s_i = 0 (s_i = 1) and accordingly follow one of the equilibrium strategies. This example establishes clear practical usefulness of the idea of correlated equilibrium over the uncorrelated ones.

**Example-2:** To point out more drastic difference between uncorrelated and correlated equilibrium, let us consider another game known as the ‘game of chickens’, specified by the pay-off Table-III. Here the Nash equilibria (uncorrelated) are (s_A = 0, s_B = 1) with pay-offs (2, 7) and (s_A = 1, s_B = 0) with pay-offs (7, 2). Also in this game there exists a uncorrelated mixed equilibrium strategy. If each player chooses the strategies s_i = 0 and s_i = 1 with probability 2/3 and 1/3, respectively then they have the equilibrium pay-off (14/3, 14/3). To see this, suppose player A (B) assigns probability p (q) to their respective pure action 0. The expected payoff for A (B) to s_A = 0 (s_B = 0) and s_A = 1 (s_B = 1) are respectively 4q + 2 (4p + 2) and 7q (7p). From the definition of mixed strategy equilibrium it is evident that it will be attained when each will yield the same expected payoff for both s_i =0 and s_i = 1 for i = A, B. This restricts both p and q to be 2/3 to attain the expected payoff (14/3, 14/3) for the mixed strategy equilibrium.

However like in the BoS game here also a referee can help the player to follow some particular correlated strategy. If the referee provides the players a correlation advice according to which they choose any one of pure strategies (s_A = 0, s_B = 0), (s_A = 0, s_B = 1), and (s_A = 1, s_B = 0) randomly, then the average pay-off will be (5, 5) which is a correlated Nash equilibrium.

Note that, this correlated equilibrium can not be reached by convex mixing of the uncorrelated Nash equilibria. Clearly this shows that the notion of correlated equilibrium is more general than the original notion of equilibrium as introduced by Nash–correlated equilibrium can be in the outside of convex hull formed by the (uncorrelated) Nash equilibrium strategies. But it is important to point out that every Nash equilibrium is a correlated equilibrium though the converse is not true. Another fundamental aspect of game theory is the degree of complexity of finding the equilibria. It was shown that correlated equilibrium are easier to be computed [18].

### Appendix B: Correlations (as Advice)– Local vs Nonlocal

Correlation obtained from the referee as advice helps the players to achieve the correlated equilibrium strategy. Based on different restrictions on the shared correlations, various notions of equilibrium can be defined, such as shared randomness equilibrium, no-signaling correlation equilibrium etc [16]. On the other hand, study of correlations, in particular local vs nonlocal as inspired by the seminal result of Bell [21, 22], is one of the fundamental aspect of quantum foundations [23]. Very recently, Brunner and Linden have explored the connection between Bell nonlocality and Bayesian game theory [24]. In a Bayesian game each player may have some private information unknown to other players; on the other hand, the players may have a common piece of advice and thus can follow correlated strategies. As pointed out by Brunner and Linden, the concept of private information in Bayesian games is analogous to the notion of locality in Bell inequalities (BIs), and the fact that common advice in Bayesian games does not reveal the private information mimics the concept of no-signaling resources in case of BIs.

Correlations among spatially separated parties are relevant for our purpose. Any such correlations can be represented as input-output conditional probability distribution. Here, for our purpose, we restrict ourselves into two parties, Alice and Bob. Denoting the inputs of Alice and Bob by x_A ∈ X_A and x_B ∈ X_B and their outcomes by o_A ∈ O_A and o_B ∈ O_B, the input-output probability can be represented as a conditional probability

\[ P(O_A, O_B|X_A, X_B) := \{ P(o_A, o_B|x_A, x_B) \mid o_A \in O_A, o_B \in O_B, x_A \in X_A, x_B \in X_B \} \]

which must satisfy,

\[ P(o_A, o_B|x_A, x_B) \geq 0, \forall o_A, o_B, x_A, x_B, \]

and
Correlations compatible with the principle of ‘relativistic causality’ principle or more generally ‘no signaling’ (NS) principle which prevents instantaneous communication between two space-like separated locations need to satisfy further constraints:

\[
P(o_B|A, x_B) := \sum_{o_B} P(o_A, o_B|A, x_A, x_B) = P(o_B|x_B),
\]
\[
\forall o_B, x_A, x_B; \quad (B1)
\]

\[
P(o_A|x_A, x_B) := \sum_{o_B} P(o_A, o_B|x_A, x_B) = P(o_A|x_A),
\]
\[
\forall o_A, x_A, x_B. \quad (B2)
\]

Any such physical correlations obtained in classical world satisfy two further conditions called *locality* and *reality* (LR) and are of the following form [23]:

\[
P(o_A, o_B|X_A, X_B) = \int \rho(\lambda) P(o_A|X_A, \lambda) P(o_B|X_B, \lambda) d\lambda,
\]
\[
(B3)
\]

where \( \lambda \in \Lambda \) is some common shared variable sampled according to the probability distribution \( \rho(\lambda) \). Correlations of the form of Eq. (B3) are also compatible with Reichenbach’s principle according to which if two physical variables are found to be statistically dependent, then there should be a causal explanation of this fact [46, 47]. However, in 1966, in the seminal paper J.S. Bell came up with an inequality [21, 22] which is satisfied by any local-realistic correlation of Eq. (B3). Interestingly, in his paper Bell also pointed out that in quantum world correlations can arise among the outcomes of measurements performed on the entangled states of space-like separated particles that violate his inequality and such are called nonlocal.

### 2-party–2-input–2-output NS correlations

Here we consider a more specific scenario with two inputs for each party with two outputs for each of the input, i.e., \( i \in O_i = \{0, 1\} \) and \( x_i \in X_i = \{0, 1\} \) for \( i \in \{A, B\} \). We also consider that \( T_i = X_i \) and \( O_i = S_i \), that is \( i \) th player’s types and actions correspond, respectively, to the inputs and outputs of the NS correlation. The positivity and normalization constraints for 2-input 2-output scenario lead the probability vector to lie in a 8 dimensional polytope \( \mathcal{P}_{NS} \) [48]. Probability distributions satisfying the local-realistic constraint (B3) forms another polytope \( \mathcal{L} \) which is a strict subset of \( \mathcal{P}_{NS} \). \( \mathcal{L} \) has both trivial and nontrivial facets – trivial facets correspond to the positivity constraints and the nontrivial ones to Bell-Clauser-Horne-Shimony-Holt (Bell-CHS) inequality [49]. The polytope \( \mathcal{P}_{NS} \) consists of 24 extremal points (vertices), where 16 of them are local deterministic points being the extremal points of \( \mathcal{L} \) and the rest 8 are nonlocal extremal points. The local boxes can be written as,

\[
p^{a, b, \gamma, \delta}(o_A, o_B|X_A, X_B) = \begin{cases} 
1, & \text{if } o_A = ax_A \oplus \beta \\
0, & \text{otherwise},
\end{cases}
\]
\[
(B4)
\]

with \( a, b, \gamma, \delta \in \{0, 1\} \). The 16 pure strategies \( (s^{1}_A, s^{m}_B) \), with \( l, m = 1, 2, 3, 4 \) described in the manuscript, actually correspond to these 16 local extremal points, i.e., the strategies are chosen according to these local deterministic extremal probability distributions. The average payoffs for these 16 pure strategies are calculated in Table-IV. There are three pure strategy Nash equilibria \( (s^{1}_A, s^{1}_B), (s^{3}_A, s^{1}_B) \), and \( (s^{1}_A, s^{3}_B) \) each average payoff \( \langle v_A \rangle = (3 + \eta + \eta \xi)/16 \) for Alice and average payoff \( \langle v_B \rangle = (3 + \eta + \eta \xi)/16 \) for Bob. Since pure/mixed strategy Nash equilibrium are also correlated equilibria hence these are also the correlated equilibria. Moreover any convex mixture of these equilibria are again a correlated equilibria but the average payoffs for both Alice and Bob takes the same values as in the pure cases.

The advice can also be the nonlocal extremal points given by,

\[
p^{a, b, \gamma, \delta}(o_A, o_B|X_A, X_B) = \begin{cases} 
1/2, & \text{if } o_A \oplus o_B = x_A x_B \oplus ax_A \oplus bx_B \oplus \gamma \\
0, & \text{otherwise}.
\end{cases}
\]
\[
(B5)
\]

with \( a, b, \gamma \in \{0, 1\} \), or more generally any correlation within \( \mathcal{P}_{NS} \), that can be expressed as a \( 4 \times 4 \) matrix in the following canonical form:

\[
P(O_A, O_B|X_A, X_B) :=
\begin{pmatrix}
c_{00} m_0 - c_{00} n_0 & c_{00} m_0 - c_{00} n_0 & 1 - m_0 - n_0 + c_{00} \\
c_{01} m_0 - c_{01} n_0 & c_{01} m_0 - c_{01} n_0 & 1 - m_0 - n_0 + c_{01} \\
c_{10} m_1 - c_{10} n_0 & c_{10} m_1 - c_{10} n_0 & 1 - m_1 - n_0 + c_{10} \\
c_{11} m_1 - c_{11} n_1 & c_{11} m_1 - c_{11} n_1 & 1 - m_1 - n_1 + c_{11}
\end{pmatrix},
\]
\[
(B6)
\]

where \( (P(00|00), P(01|00), P(10|00), P(11|00)) \equiv (c_{00}, m_0 - c_{00}, n_0 - c_{00}, 1 - m_0 - n_0 + c_{00}) \) and so on. Positivity constraint implies each element of the \( 4 \times 4 \) matrix lies in between 0 and 1.

---

2 Reichenbach gave his principle a formal statement in Ref [46]. In the light of Bell’s theorem it’s modification [47] tells that, if two physical variables \( A \) and \( B \) are found to be statistically dependent then either \( A \) causes \( B \) or \( B \) causes \( A \), or (ii) \( A \) and \( B \) share a common cause that explains the correlation.
A correlation is known to be quantum one if it has a quantum realization, i.e., \( P(\varrho_A, \varrho_B|x_A, x_B) = \text{Tr}[\varrho_{AB}(E_{x_A}^{A} \otimes E_{x_B}^{B})] \), where \( \varrho_{AB} \in D(C_A^d \otimes C_B^d) \) and \( \{E_{x_A}^{A}\}, \{E_{x_B}^{B}\} \) represents some local POVM on Alice’s and Bob’s side respectively. Collection of all quantum correlations \( Q \) forms a convex set lying strictly in between \( P_{NS} \) and \( L \), i.e., \( L \subset Q \subset P_{NS} \). Our main interest is to study social welfare solution within the set \( Q \) for the the game \( G(\zeta, \eta) \).

Appendix C: Pure entanglement as quantum-sw solution

If the two players are advised by a correlation from \( P_{NS} \) the average payoff of each player turns out to be

\[
\langle v_A(P) \rangle = \frac{1}{16} \left[ 3 + \eta \left( \eta \zeta + 2 \right) \right],
\]

\[
\langle v_B(P) \rangle = \frac{1}{16} \left[ 9 + \eta \left( \eta \zeta + 2 \right) \right].
\]

A quantum strategy will serve as a quantum social welfare solution if \( \delta V_i := \langle v_i(P) \rangle - \langle v_i(g^*) \rangle \geq 0 \) for \( i = \{A, B\} \) and \( \langle v_A(P) \rangle + \langle v_B(P) \rangle = \frac{1}{16} \left[ 12 + \eta \left( \eta \zeta + 2 \right) \right] \) yields the maximum value over \( Q \).

The maximum value within \( Q \) of the term \( \langle v_A(P) \rangle + \langle v_B(P) \rangle \) will be obtained when value of \( \langle B_{CHSH} + 2 \zeta m_0 \rangle \) i.e. the tilted Bell-CHSH inequality, is maximum over \( Q \). The above expression will reach maximum for the quantum state \( |\psi^{+}_{AB}\rangle = \cos \theta |00\rangle_{AB} + \sin \theta |11\rangle_{AB} \) with the local projective measurement \( \mathcal{E}(x_A=0) = \sigma_x, \mathcal{E}(x_A=1) = \sigma_x \) and \( \mathcal{E}(x_B=0) = \cos \beta \sigma_x + \sin \beta \sigma_z, \mathcal{E}(x_B=1) = \cos \beta \sigma_x - \sin \beta \sigma_z \); where\( \tan \beta = \sin 2 \theta \) and \( \zeta = 2/\sqrt{1 + 2 \tan^2 2 \theta} \in [0, 2) \). As a result \( m_0 = \cos^2 \theta, n_0 = \frac{1}{2} \left( 1 + \frac{\cos(2\theta)}{\sqrt{1 + \sin^2 (2\theta)}} \right) \) and \( B_{CHSH} = \frac{3 - \cos 4 \theta}{\sqrt{1 + \sin^2 2 \theta}} \), which further imply,

\[
\langle v_A(P) \rangle = \frac{1}{16} \left[ 3 + \eta \left( \frac{3 - \cos 4 \theta}{\sqrt{1 + \sin^2 2 \theta}} + \frac{2\eta \cos^2 \theta}{\sqrt{1 + 2 \tan^2 2 \theta}} \right) \right],
\]

\[
\langle v_B(P) \rangle = \frac{1}{16} \left[ 9 + \eta \left( \frac{3 - \cos 4 \theta}{\sqrt{1 + \sin^2 2 \theta}} + \frac{2\eta \cos^2 \theta}{\sqrt{1 + 2 \tan^2 2 \theta}} \right) \right].
\]

For the classical pure equilibrium strategies \( g^* \equiv \{g_A^1, g_B^1, g_A^2, g_B^2, g_A^3, g_B^3\} \), the corresponding payoffs are,

\[
\langle v_A(g^*) \rangle = \frac{3 + \eta \zeta}{16}, \quad \langle v_B(g^*) \rangle = \frac{9 + \eta \zeta}{16}.
\]

For a given \( \eta \), let \( \theta_0 \) denotes the value of \( \theta \in (0, \pi/4) \) beyond which \( \delta V_i \) takes positive value. In Fig.2 we show how the value of \( \theta_0 \) tends towards zero with increasing values of \( \eta \).
[1] R. Gibbons, *Game Theory for Applied Economists* (Princeton University Press, Princeton, NJ, 1992).

[2] P. Ordeshook, *Game Theory and Political Theory: An Introduction* (Cambridge University Press, 1986).

[3] A. M. Colman, *Game Theory and its Applications: In the Social and Biological Sciences* (Routledge, Taylor & Francis group, 1995).

[4] M. J. Osborne, *An Introduction to Game Theory* (Oxford University Press, New York, 2003).

[5] J. Von Neumann and O. Morgenstern, *Theory of Games and Economic Behavior* (Princeton University Press, 1944).

[6] John F. Nash, “Equilibrium points in n-person games,” PNAS 36, 48 (1950).

[7] John F. Nash, “Non-cooperative games,” The Annals of Mathematics 54, 286-295 (1951).

[8] John C. Harsanyi, “Games with Incomplete Information Played by ‘Bayesian’ Players, I-III Part I. The Basic Model,” Management Science 14, 159–182 (1967).

[9] John C. Harsanyi, “Games with Incomplete Information Played by ‘Bayesian’ Players Part II. Bayesian Equilibrium Points,” Management Science 14, 320–334 (1968).

[10] John C. Harsanyi, “Games with Incomplete Information Played by ‘Bayesian’ Players, Part III. The Basic Probability Distribution of the Game,” Management Science 14, 486–502 (1968).

[11] R. J. Aumann, “Subjectivity and correlation in randomized strategies,” Journal of mathematical economics 1, 67 (1974).

[12] M. Rabin, “Incorporating Fairness Into Game Theory,” UC Berkeley: Department of Economics, UCB (1991).

[13] K. Binmore, *Just Playing: Game Theory and the Social Contract II* (MIT Press, Cambridge, MA, 1998).

[14] J. G. March, “Bounded rationality, ambiguity, and the engineering of choice,” The Bell Journal of Economics 9, 587 (1978).

[15] W. B. Arthur, “Inductive reasoning and bounded rationality,” The American Economic Review 48, 406 (1994).

[16] Vincenzo Auletta, Diodato Ferraioli, Ashutosh Rai, Gian-nicola Scarpa, and Andreas Winter, “Belief-Invariant and Quantum Equilibria in Games of Incomplete Information,” arXiv:1605.07806 (2016).

[17] R. J. Aumann, “Correlated equilibrium as an expression of bayesian rationality,” Econometrica 55, 1 (1987).

[18] Christos H. Papadimitriou and Tim Roughgarden, “Computing correlated equilibria in multi-player games,” J. ACM 55, 14:1–14:29 (2008).

[19] Reinhard F. Werner, “Quantum states with einstein-podolsky-rosen correlations admitting a hidden-variable model,” Phys. Rev. A 40, 4277–4281 (1989).

[20] R. Horodecki, P. Horodecki, M. Horodecki, and K. Horodecki, “Quantum entanglement,” Rev. Mod. Phys. 81, 865–942 (2009).

[21] J. S. Bell, “On the Einstein Podolsky Rosen Paradox,” Physics 4, 195 (1964).

[22] J. S. Bell, “On the Problem of Hidden Variables in Quantum Mechanics,” Rev. Mod. Phys. 38, 447 (1966).

[23] Nicolas Brunner, Daniel Cavalcanti, Stefano Pironio, Valerio Scarani, and Stephanie Wehner, “Bell nonlocality,” Rev. Mod. Phys. 86, 419–478 (2014).

[24] N. Brunner and N. Linden, “Connection between Bell nonlocality and Bayesian game theory,” Nat. Comm. 4, 2057 (2013).

[25] A. Pappa, N. Kumar, T. Lawson, M. Santha, S. Zhang, E. Diamanti, and I. Kerenidis, “Nonlocality and Conflict-Interesting Games,” Phys. Rev. Lett. 114, 020401 (2015).

[26] Arup Roy, Amit Mukherjee, Tamal Guha, Sibasish Ghosh, Some Sankar Bhattacharya, and Manik Banik, “Nonlocal correlations: Fair and unfair strategies in Bayesian games,” Phys. Rev. A 94, 032120 (2016).

[27] edited by, K. Arrow, A. Sen, and K. Suzumura, *Handbook of Social Choice and Welfare—Vol. I* (2002).

[28] edited by, K. Arrow, A. Sen, and K. Suzumura, *Handbook of Social Choice and Welfare—Vol. II* (2011).

[29] Jonathan Barrett, Noah Linden, Serge Massar, Stefano Pironio, Sandu Popescu, and David Roberts, “Nonlocal correlations as an information-theoretic resource,” Phys. Rev. A 71, 022101 (2005).

[30] Stefano Pironio, “Lifting bell inequalities,” Journal of Mathematical Physics 46, 062112 (2005), https://doi.org/10.1063/1.1928727.

[31] Nicolas Brunner, Valerio Scarani, and Nicolas Gisin, “Bell-type inequalities for nonlocal resources,” Journal of Mathematical Physics 47, 112101 (2006), https://doi.org/10.1063/1.2352857.

[32] Frédéric Dupuis, Nicolas Gisin, Avinatan Hasidim, André Allan Méthot, and Haran Pilpel, “No nonlocal box is universal,” Journal of Mathematical Physics 48, 082107 (2007), https://doi.org/10.1063/1.2767538.

[33] J. M. Méndez and Jesús Uria, “On the no-signaling approach to quantum nonlocality,” Journal of Mathematical Physics 56, 032101 (2015), https://doi.org/10.1063/1.4914336.

[34] Antonio Acín, Serge Massar, and Stefano Pironio, “Randomness versus Nonlocality and Entanglement,” Phys. Rev. Lett. 108, 100402 (2012).

[35] Tzyh Haur Yang and Miguel Navascués, “Robust self-testing of unknown quantum systems into any entangled two-qubit states,” Phys. Rev. A 87, 050102 (2013).

[36] Cédric Bamps and Stefano Pironio, “Sum-of-squares decompositions for a family of clauser-horne-shimony-holt-like inequalities and their application to self-testing,” Phys. Rev. A 91, 052111 (2015).

[37] Artur K. Ekert, “Quantum cryptography based on Bell’s theorem,” Phys. Rev. Lett. 67, 661–663 (1991).

[38] C.H. Bennett and S.J. Wiesner, “Communication via one- and two-particle operators on Einstein-Podolsky-Rosen states,” Phys. Rev. Lett. 69, 2881 (1992).

[39] Charles H. Bennett, Gilles Brassard, and N. David Mermin, “Quantum cryptography without Bell’s theorem,” Phys. Rev. Lett. 68, 557–559 (1992).

[40] C.H. Bennett, G. Brassard, C. Crépeau, R. Jozsa, A. Peres, and W.K. Wootters, “Teleporting an unknown quantum state via dual classical and Einstein-Podolsky-Rosen channels,” Phys. Rev. Lett. 70, 1895 (1993).

[41] A. Einstein, B. Podolsky, and N. Rosen, “Can Quantum-Mechanical Description of Physical Reality Be Considered
Complete?” Phys. Rev. 47, 777–780 (1935).
[42] E. Schrödinger, “Discussion of Probability Relations between Separated Systems,” Proc. Cambridge Philos. Soc. 31, 553 (1935).
[43] E. Schrödinger, “Probability relations between separated systems,” Proc. Cambridge Philos. Soc. 32, 446 (1936).
[44] H.M. Wiseman, S.J. Jones, and A.C. Doherty, “Steering, Entanglement, Nonlocality, and the Einstein-Podolsky-Rosen Paradox,” Phys. Rev. Lett. 98, 140402 (2007).
[45] Lluis Masanes, “Asymptotic violation of bell inequalities and distillability,” Phys. Rev. Lett. 97, 050503 (2006).
[46] H. Reichenbach, The Direction of Time (University of Los Angeles Press, Berkeley, 1956).
[47] Eric G Cavalcanti and Raymond Lal, “On modifications of reichenbach’s principle of common cause in light of bell’s theorem,” J. Phys. A: Math. Theor. 47, 424018 (2014).
[48] Valerio Scarani, Nicolas Gisin, Nicolas Brunner, Lluis Masanes, Sergi Fino, and Antonio Acín, “Secrecy extraction from no-signaling correlations,” Phys. Rev. A 74, 042339 (2006).
[49] J. F. Clauser, M. A. Horne, A. Shimony, and R. A. Holt, “Proposed Experiment to Test Local Hidden-Variable Theories,” Phys. Rev. Lett. 23, 880–884 (1969).
[50] M.A. Nielsen and I. L. Chuang, Quantum Computation and Quantum Information (Cambridge University Press, Cambridge, UK, 2000).
[51] A. Aspect, P. Grangier, and G. Roger, “Experimental realizion of einstein-podolsky-rosen-bohm gedankenexperiment: A new violation of bell’s inequalities,” Phys. Rev. Lett. 49, 91 (1982).
[52] A. Aspect, J. Dalibard, and G. Roger, “Experimental test of Bell’s inequalities using time-varying analyzers,” Phys. Rev. Lett. 49, 1804 (1982).
[53] W. Tittel, J. Brendel, H. Zbinden, and N. Gisin, “Violation of bell inequalities by photons more than 10 km apart,” Phys. Rev. Lett. 81, 3563–3566 (1998).