Ultrasound tunable coupler between superconducting LC resonators
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We investigate the ultrasound tunable coupler for coupling of superconducting resonators. Obtained coupling constant exceeds 1 GHz, and the wide range tunability is achieved both antiferromagnetics and ferromagnetics from −1086 MHz to 604 MHz. The ultrasound coupler is composed of rf-SQUID and de-SQUID as tunable junctions, which connected to resonators via shared aluminum thin film meander lines enabling such a huge coupling constant. The spectrum of the coupler obviously shows the breaking of the rotating wave approximation, and our circuit model treating the Josephson junction as a tunable inductance reproduces the experimental results well. The ultrasound coupler is expected to be utilized in quantum annealing circuits and/or NISQ devices with dense connections between qubits.

I. Introduction

The superconducting quantum circuit is one of the most outstanding platforms for quantum information processing and quantum sensing devices [1–3], and several important results have been reported in recent years [4–6]. These achievements are supported by the high degree of freedom in the design of Josephson junctions as nonlinear components and the fabrication technologies that have been developed in the field of semiconductors [7, 8]

However, major issues remain to be resolved before the realization of a practical universal quantum computer that implements quantum error correction [9], and some of the devices such as the quantum annealing machine [10, 11] and noisy intermediate-scale quantum (NISQ) computer [12, 13] are expected to be feasible in the near future. These devices are application-specific circuits rather than general-purpose ones. Thereby, when constructing complex qubit connections for a specific problem, circuit components require a high degree of design freedom. For example, when superconducting circuit elements are placed on a wafer, nearest-neighbor interactions are commonly used; however, for the NISQ algorithm without error correction, full or partial full coupling is advantageous, as it allows a reducing in the depth of the quantum circuit (or entangling of many qubits at once) in order to finish the calculation within the coherence time [14, 15]. In quantum annealing, practical problems such as circuit arrangement optimization and traveling salesman problems often have more complex interrelationships than the nearest-neighbor connection, and embedding these problems would require many more qubits in a sparsely coupled device [16].

A flexible coupler enabling many qubits to be connected at once would be effective in such situations. There are two approaches, using either a tunable or fixed coupler to connect circuit components, but the fixed coupling method is limited to applications in which the parasitic coupling can be neglected while keeping quantum states [17, 18] or when the coupled elements are treated as a single unit [19]. The strategies for tuning the coupling strength are to control the effective energy exchange by tuning the energy of each component in time without a coupler (or with a fixed energy coupler) [20, 21] or to control the tunable coupler in time [22, 23]. For tunable couplers, the coupling energy is generally controlled by magnetic flux using a superconducting quantum interference device (SQUID) [22, 24–26].

Among the various types of coupler, using an ultrasound inter-resonator coupler is one way to connect many qubits at once. By inter-resonator coupling, we expect circuit schemes that integrate full coupling circuits, such as in Ref. 27, or chimera graphs using a 10–20 qubits unit with full coupling, such as in Refs. 15 and 28. In these cases, the Hamiltonian of two qubits interacting through two resonators is written as

\[
\mathcal{H}_{2qf}/\hbar = \sum_{j=1,2} \left[ \frac{\omega_q}{2} \hat{\sigma}_z^j + \omega_r (\hat{a}_j^\dagger \hat{a}_j + \frac{1}{2}) + g_q \hat{\sigma}_z^j (\hat{a}_j^\dagger + \hat{a}_j) - g_r (\hat{a}_1 - \hat{a}_2) (\hat{a}_2^\dagger - \hat{a}_1) \right],
\]

where \(\omega_q\), \(\omega_r\), \(g_q\), and \(g_r\) represent the qubit frequency, the resonator frequency, the coupling constant between a qubit and a resonator, and the coupling constant between resonators. Also, \(\hat{\sigma}_z^j\) is the Pauli operator of qubits, and \(\hat{a}_j\) and \(\hat{a}_j^\dagger\) are the annihilation and creation operators for resonators, respectively. The effective qubit-qubit coupling constant obtained from diagonalizing this Hamiltonian is \(J_{12} = 4g_r g_q^2/(\omega_r^2 - 4g_r^2)\) [29]. Usually, a superconducting quantum circuit is in the strong coupling regime \((g_q/\omega_r < 0.1)\). In contrast, the ultrasound coupling regime \((0.1 \lesssim g_q/\omega_r < 1)\) and deep-strong coupling regime \((1 \lesssim g_q/\omega_r)\) require specific circuit designs [30, 31]. When the system is in the strong coupling regime, the effective qubit-qubit interaction \(J_{12}\) is at least 100 times smaller than that in the case where
qubits connect directly. Thus, a inter-resonator coupler with a large coupling constant is required for a rapid two-qubit gate and quantum annealing for a full coupling circuit. The full coupling annealer in Ref. 27 required the inter-resonator coupling constant $g_r/2\pi = \pm 400$ MHz in addition to the deep-strong coupling between the qubit and the resonator. However, among previous studies for inter-resonator coupling [32–34], Ref. 32 reported that the coupling strength can be changed from $-320$ to $37$ MHz.

In this work, we realize an inter-resonator ultrastrong coupler and achieve antiferromagnetic ($-1086$ MHz) to ferromagnetic ($604$ MHz) coupling tunability. Our coupler consists of an rf-SQUID, which is connected to resonators via shared meander lines to gain a large mutual inductance. This could enables the simultaneous coupling of multiple qubits for quantum annealing and NISQ devices [27]. In terms of circuit quantum electrodynamics, our coupler exceeds $g_r/\omega_r > 0.1$, which can be called an ultrastrong coupling regime between resonators [35] Furthermore, we observe the breaking of the rotational wave approximation in the spectrum measurement. We also confirm that the coupler can be turned on and off by comparing the simulation and measurement results, including the crosstalk between the input and output ports. Also, inter-resonator couplings are expected to be applied for a scalable quantum computation [36], a cat code [37], a holonomic gate [38], a parametric amplifier [39], and a beam-splitter [40].

II. Physical system

The circuit model (Hamiltonian) of the system with two resonators connected by the tunable coupler is derived from circuit equations. Figure 1(a) shows an optical microscope image of the fabricated circuit, where resonators consist of interdigital capacitors and thin-film line inductors. The rf-SQUID as a coupler, shown in Fig. 1(b), is galvanically connected to resonators via meander lines and the dc-SQUID [Fig. 1(c)] improves the tunability of a coupler to change the effective junction inductance of the rf-SQUID. The transition frequency from the ground state to the first excited state of the rf-SQUID is designed to be sufficiently larger than the frequency of resonators, so that the rf-SQUID is always in the ground state and can be treated as a classical tunable inductance [22]. Thus, the term of the rf-SQUID is not explicitly represented in the following calculations of the Hamiltonian. From the above treatment, the system can be described as the circuit diagram shown in Fig. 1(d). When we consider the dc-SQUID in Fig. 1(c) as a tunable Josephson junction with inductance $L_1(\varphi) = L_{J0}/\cos \varphi + L_0$, which depends on the phase difference between the two ends of the junction, the circuit of the coupler can be described as in Fig. 1(e) with external flux bias. Considering that the rf-SQUID is always in the ground state, $\varphi$ is determined to minimize the potential of the rf-SQUID,

$$U = \left(\frac{\Phi_0}{2\pi}\right)^2 \left[\frac{1}{2} \frac{(\varphi - \varphi_{ex})^2}{2L_{sh} + L_0} - \frac{\cos \varphi}{L_{J0}}\right],$$

FIG. 1. (a) Optical microscope image of the coupling circuit with rf-SQUID, fabricated from 50 nm niobium thin film on a high-resistance silicon wafer. Resonators A and B have the same design, but the frequency of resonator A is lower than that of resonator B, as seen from the reflection measurement described in section V owing to the fabrication error or the asymmetrically designed local flux line. The sample holder has a coil to bias a uniform magnetic field from the back face of the sample. Input and output ports (ports A and B) are “T”-shape conductors at the right and left ends. $\omega_p$ and $\omega_s$ represent the probe and signal microwave tones from the circuit. (b) SEM image of coupler (rf-SQUID) fabricated from aluminum film by double-angle shadow evaporation with Josephson junctions. $L_{sh}$ represents the shared inductance between the resonator and the coupler formed by the aluminum meander line. (c) Enlarged image of the dc-SQUID area. (d) Circuit diagram of the system. The dc-SQUID is depicted as the single junction “x”. $\varphi_{ex}$ can be changed by the global flux and local flux line, and the magnetic flux for the dc-SQUID is changed only by the global flux. $M_0$ is the geometric mutual inductance and $L_0$ is the unshared loop inductance of the rf-SQUID. (e) Equivalent circuit of (d) and the junction is drawn as the classical tunable inductance $L_1$. (f) Equivalent circuit of (e) in star-delta transformation.
where $\Phi_0$ is the flux quantum.

Using the star-delta ($Y - \Delta$) transformation [39, 41], we can deal with the coupler as the inductance modulation $L_*(\varphi_{ex})$ of resonators and the mutual inductance $M_*(\varphi_{ex})$ between resonators, as shown in Fig. 1(f), where

$$M_*(\varphi_{ex}) = \frac{L_{sh}^2}{2L_{sh} + L_1} + M_0,$$  \hspace{1cm} (3)

$$L_*(\varphi_{ex}) = \frac{L_{sh}L_1}{2L_{sh} + L_1}.$$  \hspace{1cm} (4)

Then, the Lagrange for this circuit is derived as

$$\mathcal{L}_{2t} = \frac{1}{2}(L_a + L_*)I_a^2 + \frac{1}{2}(L_b + L_*)I_b^2$$

$$+ \frac{1}{2}M_*(I_a - I_b)^2 - \frac{Q_a^2}{2C_a} - \frac{Q_b^2}{2C_b},$$  \hspace{1cm} (5)

$$= \frac{1}{2}L_a'\dot{Q_a}^2 + \frac{1}{2}L_b'\dot{Q_b}^2 - M_0\dot{Q}_a\dot{Q}_b - \frac{Q_a^2}{2C_a} - \frac{Q_b^2}{2C_b},$$  \hspace{1cm} (6)

where $Q_k$ is the charge at $C_k$, the resonator current $\dot{Q}_k = I_k$, the effective inductance of resonators $L_k(\varphi_{ex}) = L_k + L_*$ ($k \in \{a, b\}$). When $Q_a$ is taken to be the canonical coordinates, the conjugate momentum $P_k$ can be written as

$$P_a = \frac{\partial \mathcal{L}_{2t}}{\partial \dot{Q}_a} = L_a'\dot{Q}_a - M_0\dot{Q}_b,$$  \hspace{1cm} (7)

$$P_b = L_b'\dot{Q}_b - M_0\dot{Q}_a.$$  \hspace{1cm} (8)

Consequently, we obtain the Hamiltonian of the whole circuit as

$$\mathcal{H}_{2t} = \sum_{k=a,b} P_k\dot{Q}_k - \mathcal{L}_{2t},$$  \hspace{1cm} (9)

$$= \frac{P_a^2}{2L_{ma}} + \frac{P_b^2}{2L_{mb}} + \frac{P_aP_b}{M_m} + \frac{Q_a^2}{2C_a} + \frac{Q_b^2}{2C_b},$$  \hspace{1cm} (10)

where the effective mass of each resonator $L_{ma}(\varphi_{ex}) \equiv L_a - M_0^2/L_a'$, $L_{mb}(\varphi_{ex}) \equiv L_b - M_0^2/L_b'$ and effective coupling mass $M_m(\varphi_{ex}) \equiv -M_0 + L_a'L_b'/L_*$. Moreover, to quantize the circuit, we define annihilation and creation operators $\hat{a}$, $\hat{a}^\dagger$, $\hat{b}$, and $\hat{b}^\dagger$ ($k = (Z_kQ_k + iP_k)/\sqrt{2FZ_k}$ and its Helmont conjugate), where characteristic impedance $Z_k \equiv \sqrt{L_{mk}/C_k}$ and $[Q_k, P_l] = i\hbar\delta_{kl}$ ($k, l \in \{a, b\}$). Then, Hamiltonian Eq. (10) can be written as

$$\mathcal{H}_{2t}/\hbar = \omega_a(\hat{a}^\dagger\hat{a} + \frac{1}{2}) + \omega_b(\hat{b}^\dagger\hat{b} + \frac{1}{2})$$

$$- g_t(\hat{a}^\dagger - \hat{a})(\hat{b}^\dagger - \hat{b}),$$  \hspace{1cm} (11)

where the resonator frequency $\omega_k(\varphi_{ex})$ and the coupling constant $g_t(\varphi_{ex})$ are defined as

$$\omega_k(\varphi_{ex}) \equiv 1/\sqrt{L_{mk}C_k},$$  \hspace{1cm} (12)

$$g_t(\varphi_{ex}) \equiv \sqrt{Z_aZ_b/(2M_m)}.$$  \hspace{1cm} (13)

Since the resonator is connected to SQUID, these dressed frequencies depend on external flux bias $\varphi_{ex}$. As discussed later (especially in section V), we define the bare resonator frequency $\omega_0$ as a specific $\omega_k$ at a point of $g_t = 0$ ($M_s = 0$). However, this bare frequency does not correspond to $1/\sqrt{L_{mk}C_k}$ due to the existence of $L_*$ (galvanically coupled to SQUID). If $M_s$ is sufficiently smaller than $L_k + L_*$, the coupling constant can be expressed as $\hbar g_t \approx M_sI_{x,pi}L_{x,pi}$ using the zero point fluctuation current of resonators $I_{x,pi} = e\hbar\omega_k/2(L_k + L_*)$, where the approximated frequency $\omega_k(\varphi_{ex}) = 1/\sqrt{(L_k + L_*)C_k}$.

Hamiltonian Eq. (11) can be exactly diagonalized by the Bogolubov transformation $\hat{c}_\pm = u_{+}^{\dagger} \hat{a} + v_{+}^{\dagger} \hat{b}^\dagger + u_{-}^{\dagger} \hat{b} + v_{-}^{\dagger} \hat{a}^\dagger$ [29]. Then the two harmonic modes are obtained as

$$\omega_\pm = \frac{\omega_0^2 + \omega_b^2 \pm \sqrt{(\omega_0^2 - \omega_b^2)^2 + 16g_t^2\omega_0\omega_b}}{2},$$  \hspace{1cm} (14)

where $\{u_{+}^{\pm}, v_{+}^{\pm}\} \in \mathbb{C}$ and $[\hat{c}_+, \hat{c}_-] = i\hbar\delta_{st}$ ($s, t \in \{+, -\}$). In the two-resonator-coupled system, these eigenmodes $\omega_\pm(\varphi_{ex})$ are observable, but not each resonator frequency $\omega_k(\varphi_{ex})$ [29] (see Appendix A). In addition, from Eq. (14), $\omega_-$ becomes imaginary when $g_t$ exceeds $\sqrt{\omega_0\omega_b}/2$, but taking into account a real circuit, such as in Fig. 1(f), $g_t$ is limited by the mutual inductance. When we take the limit of the mutual inductance $M_s$, the coefficients of Eq. (11) converge to

$$\lim_{M_s \to \infty} \omega_+ = 1/\sqrt{(L_a + L_b)C_k} \equiv \omega^\inf_k,$$  \hspace{1cm} (15)

$$\lim_{M_s \to \infty} g_t = \sqrt{\omega_0\omega_b}/2.$$  \hspace{1cm} (16)

In terms of a physical aspect, when $M_s$ is sufficiently large, electric current can no longer flow in $M_s$. Then, $\omega_- = 0$ and $\omega_+$ is an LC resonance arising from the combined two inductors and capacitors in the circuit, where $I_a = I_b$ in Eq. (6).

### III. Measurement results

Figure 2 shows the measured spectrum of the transmission signal from ports A to B in the circuit in Fig. 1. Since the area size of the dc-SQUID loop is designed to be 100 times smaller than that of the rf-SQUID, Fig. 2(a) shows that the energy of the rf-SQUID changes 100 times while the inductance of the junction (dc-SQUID) modulates one period. Figure 2(b) shows the spectrum measured by applying magnetic flux from the local flux line when the coil current is biased where the inductance of the dc-SQUID is around minimized (see Appendix B). The spectrum shows two eigenmodes $\omega_{\pm}$ [Eq. (14)], which consist of in-phase (parallel) and out-of-phase (anti-parallel) modes for two resonators [42]. The in-phase mode does not affect the SQUID loop current and is independence of the flux bias. These two modes are replaced each other.
FIG. 2. (a) Measured spectrum of the sample in Fig. 1 plotted against the coil current. The background (off-resonant point) transmission signal amplitude is around 0.5 due to the crosstalk between input and output ports as shown in Fig B1 (Appendix B). (b) Measured spectrum plotted against \( \varphi_{\text{ex}} \) as local flux bias at the fixed coil current of 115 \( \mu A \). Dashed lines are fitted curves using the eigenvalues of Hamiltonian Eq. (11) with the parameters shown in Table I. (c)-1 (red), (c)-2 (green) and (c)-3 (purple) Enlarged images of several regions in (b). Dashed lines are the same as in (b) and solid lines represent the eigenvalues of Hamiltonian with the rotating wave approximation \([\text{Eq. (18)}]\) using the same parameters in Table I. (d) Coefficients of the Hamiltonian Eq. (11) plotted against the flux bias obtained from the fitting in (b). (e) Difference between dashed lines \( \omega_{\pm} \) and dashed lines \( \omega_{RWA} \) in (b) and (c) as a function of coupling constant.

between \( \omega_{\pm} \) at \( g_r = 0 \) (see Appendix A). Dashed lines are the result of fitting using eigenmodes of Hamiltonian Eq. (11) with the values of the circuit elements in Table I; the physical system is reproduced well. The raw data of the spectrum without fitting curves are shown in Fig B1 (see Appendix C). The coefficients of Hamiltonian Eq. (11) obtained from the fitting are shown in Fig. 2(d), and the coupling constant \( g_r/2\pi \) can be changed in the range from -1086 to 604 MHz. This coupling strength and tunability satisfy the \( \pm 400 \) MHz range suggested in Ref. 27. In addition, from Fig. 2(d), the ratio of the coupling constant to resonator frequency \( |g_r|/\max{\omega_a, \omega_b} \simeq 0.20 \) at \( \varphi_{\text{ex}}/2\pi = 0.5 \) exceeds 0.1; thus, we can consider that our coupler is in the ultra-strong coupling regime for resonators \( g_r/\omega_t > 0.1 \) at \( \varphi_{\text{ex}}/2\pi \simeq 0.5 \).

Since the mutual inductance through the rf-SQUID, Eq. (3), is proportional to \( \beta \cos \varphi/(1 + \beta \cos \varphi) \), where \( \beta = 2L_{\text{sh}}/L_J \) and \( L_0 = 0 \), the coupling strength in the negative direction can be increased relatively easier than in the positive direction at \( \varphi/2\pi \simeq 0.5 \). Therefore, in our circuit in Fig. 1, the geometric mutual inductance \( M_0 \) is increased by placing the two resonators close each other to increase the coupling strength in the positive direction. This allows the coupler to be used in devices that require a large coupling strength in the positive and negative directions, such as those for quantum annealing [11, 27].
instead of $L_{sh}$, is another way to increase the coupling strength between resonators. In the circuit in Fig. 3, $L_\star$ and $M_\star$ in Eqs. (3) and (4) can be written using $L_{bJL}/\cos \varphi_L + L_{0L}$ and $L_{bJR}/\cos \varphi_R + L_{0R}$ instead of $L_{sh}$ and $L_3 = L_{1a}/\cos \varphi_\alpha + L_0$. Each phase for junctions is determined to minimize the potential

$$U_{\alpha J} = \left(\frac{\Phi_0}{2\pi}\right)^2 \left[\frac{1}{2} \left(\frac{\varphi_\alpha + \varphi_L + \varphi_R - \varphi_{ex}}{L_{0L} + L_{0R} + L_0} \right)^2 - \left(\frac{\cos \varphi_\alpha - \cos \varphi_L - \cos \varphi_R}{L_{1a} - L_{3aL} - L_{3aR}}\right)\right],$$

(17)

because we consider the SQUID to always be in the ground state. For the circuit shown in Fig. 3(a), the measured spectrum with fitted curves using Hamiltonian Eq. (11) is shown in (d). This result also indicates that the model [Hamiltonian Eq. (11)] of circuits with nonlinear inductors reproduce the resonator-coupled system via the rf-SQUID very well. The tunable range of the coupling constant obtained from the fitting in Fig. 3(d) is $-291$ to $184$ MHz. In the circuit in Fig. 3, $L_{1a}$ is not designed to be tunable and the screening parameter $\beta = 2L_{sh}L_{sh}/L_3 \approx 0.45$ is smaller than the maximum value in Fig. 2 resulting in a smaller coupling strength in the negative direction. Also, $M_0$ is much smaller than that of the circuit in Fig. 1, and the coupling in the positive direction is not so strong. In contrast to spectrum of this three-junction coupler in Fig. 3, one mode is stable while the frequency of the other changes in the spectrum in Fig. 2. This is because the shared inductance between the coupler and the resonator is also modulated by the flux through the SQUID in the three-junction circuit in Fig. 3.

| Name                          | Symbol | Value | Unit |
|-------------------------------|--------|-------|------|
| Self-inductance               | $L_{a,b}$ | 2.023 | nH   |
| Capacitance of resonator A    | $C_a$  | 184.3 | fF   |
| Capacitance of resonator B    | $C_b$  | 182.7 | fF   |
| Shared inductance             | $L_{sh}$ | 0.446 | nH   |
| Junction inductance           | $L_{3a}$ | 1.210 | nH   |
| Geometric mutual inductance   | $M_0$  | 0.381 | nH   |
| Unshared loop inductance      | $L_0$  | 0.177 | nH   |
| Offset of inductance modulation | $\gamma$ | 0.053 | -    |

IV. Ultrastrong coupling between resonators

To evaluate the ultrastrong coupling between resonators, we consider the effect of the rotating wave approximation (RWA), which is not clearly visible in the spectral measurements in the weak and the strong coupling regimes. Applying the RWA to the coupling term in Hamiltonian Eq. (11), $H_{\text{int}} = -g_\star (\hat{a}^\dagger \hat{a} + \hat{b}^\dagger \hat{b})$, we obtain the simple coupling Hamiltonian $H_{\text{RWA}}^\star$ composed of single photon exchange terms and the eigenmodes $\omega_\pm^{\text{RWA}}$ under this approximation as

$$H_{\text{RWA}}^\star = h g_\star (\hat{a}^\dagger \hat{b} + \hat{b}^\dagger \hat{a}),$$

$$\omega_\pm^{\text{RWA}} = \omega_\alpha + \omega_\beta \pm \sqrt{4g_\star^2 + (\omega_\alpha - \omega_\beta)^2} / 2.$$  

(18)

When we consider the simple case $\omega_\alpha = \omega_\beta = \omega_\star$, the squared frequency difference due to the RWA is written as $\omega_\pm^{\text{RWA}} = g_\star^2$, and the shift (frequency difference) is roughly $0.5 g_\star^2 / \omega_\star$. The approximated modes $\omega_\pm^{\text{RWA}}$ are plotted in Fig. 2(c) as dashed lines with the same parameter in full Hamiltonian Eq. 11 (Table I). Although $\omega_\pm^{\text{RWA}}$ and $\omega_\pm$ are close to each other when the coupling constants are close to zero, the shift increases with the coupling constant $g_\star$. Figure 2(e) shows the obtained...
of resonator A is defined as \( g_r/\omega_r \). The red star represents the point of maximum coupling in our measured circuit in Fig. 1. The Wigner functions at \( g_r = 0 \) in the ground state (left) and first excited state (right) are plotted in the insets. (b) Wigner functions \( W_a(q_a, p_a) \) (up) and Fock distribution \( P(\hat{n}_a) \) (bottom) of resonator A with \( g_r/\omega_r = 0.2 \). Left and right graphs are for the system Hamiltonian Eq. (11) is in the ground and first excited state \( \langle g \rangle \) and \( \langle e \rangle \), respectively. (c) Same as (b) but with different coupling constant \( g_r/\omega_r = 0.48 \), which is almost the limit of the two-resonator coupled system. We use \( \omega_a = \omega_b = \omega_s = 5 \times 2\pi \) GHz for all numerical calculations in these figures.

RWA shift from the fitting, and the maximum shift is derived as \( \omega_{\text{RWA}}^2 - \omega_s = 135 \times 2\pi \) MHz at \( \varphi_{\text{ex}}/2\pi = 0.5 \).

Here, as shown in Fig. 4(a), by numerical simulation, we investigate how the physical properties of the two-resonator-coupled system differ depending on the coupling strength, and the potential of generating a non-classical ground state when the coupling constant increases more than our device. First, the mean photon number in the ground state of the system is shown at the top of Fig. 4(a) as a function of the ratio of the coupling constant to the resonator frequency. It is calculated as the expectation value of \( \hat{n}_a = \hat{a}^{\dagger} \hat{a} \) \( (n_a \equiv \langle \hat{n}_a \rangle) \) in the ground-state density matrix \( \rho_{\text{gs}}^{(a)} \) of system Hamiltonian Eq. (11) with no dissipation, and we obtained \( \langle \hat{n}_a \rangle \approx 0.012 \) in our coupler \( (g_r/\omega_r = 0.2) \). Second, at the bottom of Fig. 4, we also show the von Neumann entropy of the ground-state reduced density matrix \( \rho_{\text{gs}}^{(a)} \), which is traced out of resonator B, as \( S_a^{(g)} = -\text{Tr} \left[ \rho_{a}^{(g)} \log_2 \rho_{a}^{(g)} \right] \), and our coupler has \( S_a^{(g)} \approx 0.09 \). As mentioned in section II, the upper limit of the coupling constant between the resonators is 0.5\( \omega_s \), and the mean photon number diverges at 0.5\( \omega_s \) in the calculation. However, in this limit, there is only one resonant mode in the circuit, and we can no longer define two resonators. Third, the Wigner function of resonator A is defined as

\[
W_a(q_a, p_a) = \frac{1}{2\pi\hbar} \int_{-\infty}^{\infty} \langle q_a - \frac{x}{2} | \rho_a | q_a + \frac{x}{2} \rangle e^{ip_a x} \, dx ,
\]

where \( \hat{a} = q_a + i p_a \), and is shown in Fig. 4 for each coupling strength [43]. When there is no coupling, as shown in the insets of Fig. 4(a), we can see the Wigner function of the vacuum state in the ground state (left) and

V. Coupling off and crosstalk

For the coupling devices, the function to turn off the coupling is as important as the ability to set a strong coupling constant for quantum devices. Undesired interactions between circuit components during the computation process can cause errors and have been studied as a factor that can significantly reduce gate fidelity [26]. Our coupler is designed to be turned off at the closest point of the two observed modes \( \omega_{\pm} \) in the spectrum, and the split width of the two modes \( \omega_{\pm} \) in Eq. (14) corresponds to the frequency difference between two bare resonators [44].

Figure 5(a) shows an enlarged spectrum around the area where \( \omega_{\pm} \) is closest \( \langle \varphi_{\text{ex}}/2\pi < 0.5 \) in Fig. 2(c)-1. This spectrum is obtained by measuring the transmission signal from ports A to B in Fig. 1(a). The signal of \( \omega_{\pm} \) disappears at \( g_r/2\pi \approx \pm 11 \text{ MHz} \), as can be seen in Fig. 5(a). If there is no interaction between resonators, no signal from port A can ideally reach port B; thus, the signal should disappear at \( g_r = 0 \) in the transmission process.
measurement. However the area where the signal disappears in the measured spectrum is shifted from \( g_r = 0 \). Also, for the reflection signals shown in Figs. 5(b) and (h), the signal disappearance points do not correspond to \( g_r = 0 \) This phenomenon is considered to be caused by crosstalk on the sample. For example, the input signal from port A reaches resonator B because of the crosstalk through the ground plane of the sample without going through the coupler; then, the transmitted signal can be observed even if \( g_r = 0 \).

To confirm the effect of crosstalk, we consider a driving Hamiltonian and observables in the spectrum measurement with crosstalk. After a microwave drive is applied from the input port, we detect the signal emitted to the output port from the whole system as their decays. Taking into account the crosstalk, the microwave drive Hamiltonian input from port A on a rotational frame with probe frequency \( \omega_p \) is described by [40, 45]

\[
\mathcal{H}_{dA}/\hbar = (1 - \eta)\xi(\hat{a}^\dagger + \hat{a}) + \eta\xi(\hat{b}^\dagger + \hat{b}), \tag{21}
\]

where \( \xi \) is the intensity of the drive and \( \eta \) is the rate of crosstalk. Since the left and right (A, B) sides of the circuit are designed to be equal except for the local flux line, we assume that the crosstalk also symmetrically affects each port and resonator. Even though the two resonators cannot be considered to be completely separate systems except at \( g_r = 0 \), we assume that each resonator can be treated separately at \( g_r \approx 0 \). Thus, the drive tone with crosstalk from port A would excite resonator A with an intensity of \((1 - \eta)\xi\) and resonator B with an intensity of \( \eta\xi \). The measured signal is assumed to be the sum of decays from resonators, and is described as the imaginary part of the annihilation operators \( \text{Im} \langle \hat{a} \rangle \) and \( \text{Im} \langle \hat{b} \rangle \) from the input-output theory [46]. The crosstalk should also be taken into account a signal leakage from the resonator to the port because the crosstalk can be considered as a coupling constant between port A (B) and resonator B (A). Therefore, the energy leaks from resonator B to port A with coupling constant \( \eta \) when microwaves are applied from port A. We also assume that the crosstalk between port A and resonator B and the crosstalk between port B and resonator A are equal due to the circuit symmetry (see Appendix B). Thus, the transmission coefficient \( t_{BA} \) from ports A to B and the reflection coefficient \( r_{AA} \) at port A are represented as

\[
t_{BA} = \frac{\kappa_a}{2\xi}(1 - \eta)\text{Im} \langle \hat{a} \rangle - \frac{\kappa_b}{2\xi}(1 - \eta)\text{Im} \langle \hat{b} \rangle, \tag{22}
\]

\[
r_{AA} = \frac{\kappa_a}{2\xi}(1 - \eta)\text{Im} \langle \hat{a} \rangle - \frac{\kappa_b}{2\xi}(1 - \eta)\text{Im} \langle \hat{b} \rangle, \tag{23}
\]

where \( \kappa_{a,b} \) is the decay rate of resonators. And analytical descriptions of Eqs. (22) and (23) in the steady state can be written as (see Appendix D)

\[
t_{BA} = \frac{\eta(1 - \eta)(\kappa_a\kappa_bD_1 - 2D_2^2) + [\eta^2\kappa_a + (1 - \eta)^2\kappa_b]g_rD_2}{2(D_1^2 + D_2^2)}, \tag{24}
\]

\[
r_{AA} = \frac{[\eta^2 + (1 - \eta)^2]\kappa_a\kappa_bD_1/2 + [\eta(1 - \eta)(\kappa_a + \kappa_b)g_r - \eta^2\kappa_b\delta\omega_a - (1 - \eta)^2\kappa_a\delta\omega_b]D_2}{2(D_1^2 + D_2^2)}, \tag{25}
\]

where, \( D_1 = \delta\omega_a\delta\omega_b - \kappa_a\kappa_b/4 - g_r^2 \), \( D_2 = (\kappa_b\delta\omega_a + \kappa_a\delta\omega_b)/2 \), \( \delta\omega_k = \omega_k - \omega_d \), and the drive frequency \( \omega_d \). The measured signal shows the absolute values of these coefficients. In the numerical simulation, we solve the Lindblad-type master equation using the Hamiltonian \( \mathcal{H}_{\text{AA}} + \mathcal{H}_{\text{dA}} \) with energy decays \( \kappa_{a,b} \) to the port, and we obtain the state density matrix of the steady state [47]. We also use the rotating wave approximation for the coupling term [Eq. (18)], because we consider the area where \( g_r \) is small.

The results of calculation using this crosstalk model are shown in Figs. 5(e), (f), and (g). Figure 5(e) shows the simulation result of the transmission signal \( t_{BA} \) in the case of crosstalk \( \eta = 0.25 \), and the signal disappears at \( g_r/2\pi \approx \pm 11\text{MHz} \), which corresponds well to the measurement result in (a). In contrast, Fig. 5(g) shows the case of non-crosstalk (\( \eta = 0 \)), and the transmission signal disappears at point \( g_r = 0 \). The reason why the signal at \( g_r = 0 \) is observed in the experiment is that the two uncoupled resonators are both excited via the crosstalk and the signal leaks to both ports via the crosstalk. In the case of the reflection simulation in Fig. 5(f), the \( \omega_- \) signal is still visible in (b), while the \( \omega_+ \) signal disappears at \( g_r/2\pi \approx -11\text{MHz} \). If there is no interaction between resonators in reflection measurement, \( \omega_- \) can always be seen because \( \omega_- \) corresponds to the bare frequency of resonator A \( \omega_{a0} \) at \( g_r = 0 \) \( (\omega_{a0} < \omega_{b0}) \); these results are also consistent with the experimental result in (b). Contrarily, in the reflection measurement at port B, \( \omega_+ \) can always be seen in Fig. 5(h). The signal disappearance in the presence of crosstalk is caused by destructive interference between \( \langle \hat{a} \rangle \) and \( \langle \hat{b} \rangle \), where the amplitudes of the microwave signals canceled each other out. This is because the phases of \( \langle \hat{a} \rangle \) and \( \langle \hat{b} \rangle \) are determined by the coupling constant \( g_r \) and the crosstalk \( \eta \). A similar shift of the signal disappearance point can be seen in the spectrum in Ref. 32, which also seems to be the same phenomenon. The amount of crosstalk is determined by
We implemented and evaluated the ultrastrong tunable coupler between resonators using an rf-SQUID. Our circuit model treating junctions as tunable inductances reproduces the experimental results very well. The fitting of the spectrum shows the high tunability of the coupling constant \( g_r / 2\pi \) from \(-1086\) MHz (antiferromagnetic) to \(604\) MHz (ferromagnetic). Thus, our coupler achieves an ultrastrong coupling regime, and we observe a breaking of the rotational wave approximation in the spectrum measurement. Turning off the coupling is an important function to the construction of quantum devices. By comparison with crosstalk simulations, we confirms the existence of a zero-coupling point. We assume that this ultrastrong coupler is compatible not only with lumped element resonators but also with other shape of resonators such as coplanar waveguide resonator. On the basis of these results, our coupler could be used in a full coupling annealer, as well as in NISQ devices and quantum simulators that require more dense connections and/or coupling qubits far apart. It is also expected to be applied to the up- and down-conversions devices of photons or to research on quantum phenomena using ultrastrong coupling such as the generation of entanglement states.

VI. Conclusion
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Here, we approximate $\omega_a = \omega_b (C_a = C_b$ and $L_a = L_b)$ and $L_0 = 0$, because we equally designed resonator A and B, and $L_0 \ll L_{10}$. In this case, two eigenmodes $\omega_{\pm}$ [Eq. (14)] can be described as

the case $g_t \geq 0$, \[ \omega_+ = \frac{1}{\sqrt{C_a}} \left( L_a + L_s + 2M_0 \right), \quad \omega_- = \frac{1}{\sqrt{C_a}} \left( L_a - L_s + 2M_0 \right), \]

the case $g_t < 0$, \[ \omega_+ = \frac{1}{\sqrt{C_a}} \left( L_a + L_s + 2M_0 \right), \quad \omega_- = \frac{1}{\sqrt{C_a}} \left( L_a + L_s - 2M_0 \right). \]

Also, when $g_t = 0$, $L_s = L_{ah} + 2M_0$. In above equations, only $L_s$ has the flux bias dependence, thus one of the eigenmodes has no flux modulation while the other eigenmode has flux modulation in the spectrum.

Appendix B. Measurement environment

In the measurement setup, visible frequency range is in 4 to 8 GHz due to the cryogenic microwave components including bandpass filter, the cryogenic amplifier, and circulator. The coil current 115 $\mu$A is the bias point to give the measurable maximum coupling constant in our setup. Moreover, the local flux bias also affect to the dc-SQUID loop. The ratio of rf-SQUID loop flux to dc-SQUID loop flux by current from the local flux bias line is 313 which is included in the fitting function as a constant value but it is actually negligibly small effect for the spectrum.

All measurements were performed in a dilution refrigerator below 10 mK, and the input power at the port of the sample holder is around -130 dBm.

The chip image of Fig. 1(a) is shown in Fig. B1. The crosstalk exists between ports and between a port and a resonator in our sample through environment, especially the ground plane.

Appendix C. Spectrum fitting

In Fig. 1 of main text, the Josephson junction is treated as an tunable inductance, but the superconducting-
insulator-superconducting junction actually has capacitance and resistance, which are usually described by the resistively-capacitively-shunted-Junction (RCSJ) model. In the RCSJ model, a junction are assumed to be a parallel LCR circuit with their plasma frequency \( \omega_{J0} = \frac{1}{\sqrt{L_J C_J}} \). The impedance of the parallel LCR circuit \( Z_{JJ}(\omega) \) is given by the following equation depending on the frequency \( \omega \) of the microwave entering the junction:

\[
Z_{JJ}(\omega) = \left( \frac{1}{i\omega L_J} + i\omega C_J + \frac{1}{R_J} \right)^{-1} = i\omega L_{J0} \left( \cos \varphi - \frac{\omega^2}{\omega_{J0}^2} + \frac{i\omega L_{J0}}{R} \right)^{-1} = \frac{Z_L}{\cos \varphi - \gamma},
\]

where \( Z_L \equiv i\omega L_{J0}, \gamma \equiv \omega^2/\omega_{J0}^2 \), and the resistance R is ignored in the fitting \((R \to \infty)\). Thereby, the effect of capacitance in the fitting function in the main text can be considered as an offset \( \gamma \) of the cosine modulation of inductance. Although the probing microwave frequency is not constant in the spectrum, we take it to be an average, and \( \gamma = 0.053 \) is obtained from the fitting parameter in Fig. 2.

The resistance in Eq. (C1) has a property to increase the minimum frequency of \( \omega_- \) in Fig. 2(c)-3, corresponding to reduce the coupling constant \( g_r \). Since \( M_e = \beta \cos \varphi/(1 + \beta \cos \varphi) \), when \( \beta = 1 \), the coupling constant \( g_r \) diverges at \( \varphi/2\pi = 0.5 \). But the imaginary part in Eq. (C1) prevents \( g_r \) to diverge. Similarly, dissipation in resonators and SQUIDs also prevent \( g_r \) to diverge. However, the junction’s dissipation \([R \text{ in Eq. (C1)}]\) itself does not need to be introduce in the fitting function to reproduce the measured spectrum.

The raw data of the spectrum Fig. 2(b) and (c) before fitting are shown in Fig. B1.

Appendix D. Heisenberg equation

Equations (24) and (25) are derived from the Heisenberg equation using system Hamiltonian \( \mathcal{H}_{sys} \) on rotating frame with RWA:

\[
\mathcal{H}_{sys}/\hbar = \delta \omega_a \hat{a}^\dagger \hat{a} + \delta \omega_b \hat{b}^\dagger \hat{b} + g_r (\hat{a}^\dagger \hat{b} + \hat{a} \hat{b}^\dagger) + (1 - \eta) \xi (\hat{a}^\dagger + \hat{a}) + \eta \xi (\hat{b} + \hat{b}^\dagger).
\] (D1)

The driving term of above Hamiltonian include crosstalk when the drive tone is applied from port A. Then, Heisenberg equations about \( \hat{a} \) and \( \hat{b} \) in Hamiltonian Eq. (D1)
are described by

\[
\frac{\text{d}\hat{a}}{\text{d}t} = -i\delta \omega_a \hat{a} - ig_r \hat{b} - i(1 - \eta) \xi - \frac{\kappa_a}{2} \hat{a}, \tag{D2}
\]
\[
\frac{\text{d}\hat{b}}{\text{d}t} = -i\delta \omega_b \hat{b} - ig_r \hat{a} - i\eta \xi - \frac{\kappa_b}{2} \hat{b}. \tag{D3}
\]

In the spectrum measurement, we consider the steady state \(\frac{\text{d}\hat{a}}{\text{d}t} = 0\), and \(\frac{\text{d}\hat{b}}{\text{d}t} = 0\), and transmission and reflection coefficients Eqs. (24) and (25) are derived from Eqs. (22), (23), (D2), and (D3).

In the transmission coefficient \(t_{BA}\) [Eq. (24)], if there is no crosstalk \((\eta = 0)\), transmission signal disappears \((t_{BA} = 0)\) at \(g_r = 0\). However, in Fig. V, when there is a finite crosstalk, the signal disappears at

\[
g_r = \pm \frac{\eta(1 - \eta)}{\eta^2 + (1 - \eta)^2} (\omega^+_{\text{RWA}} - \omega^-_{\text{RWA}}), \tag{D4}
\]

where \(\kappa_a = \kappa_b\), and \(D_1 \simeq \delta \omega_a \delta \omega_b - g_r^2\) for \(\kappa_a \ll g_r\) because \(\kappa_a\) is kHz and \(g_r\) is much large around MHz.