Towards testing the magnetic moment of the tau at one part per million
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If physics beyond the Standard Model (BSM) explains the 4.2σ difference between the Standard-Model and measured muon anomalous magnetic moments, $a_\mu$, minimal flavor violation predicts a shift in the analog quantity for the τ lepton, $a_\tau$, at the $10^{-6}$ level, and even larger effects are possible in generic BSM scenarios such as leptoquarks. We show that this produces equivalent BSM deviations in the Pauli form factor, $F_2(s)$, at $s = (10 \text{ GeV})^2$, and report the first complete two-loop prediction of $\text{Re } F_2^{SM}(100 \text{ GeV}^2) = -268.77(50) \times 10^{-16}$ for resonant $\tau$-pair production in $e^+e^- \to \Upsilon(nS) \to \tau^+\tau^-$, $n = 1, 2, 3$. $F_2^{SM}$ can be measured from $e^{-}$-helicity-dependent transverse and longitudinal asymmetries in $\tau$-pair events, which requires a longitudinally polarized $e^-$ beam. We discuss how Belle II asymmetry measurements could probe $a_\tau^{BSM}$ at $10^{-6}$, assuming such a polarization upgrade of the SuperKEKB $e^+e^-$ collider, and conclude by outlining the next steps to be taken in theory and experiment along this new avenue for exploring realistic BSM effects in $a_\tau$.

I. INTRODUCTION

Searching for physics beyond the Standard Model (BSM) in lepton anomalous magnetic moments, $a_\ell$, $\ell = e, \mu, \tau$, has a long tradition that dates back to Schwinger’s famous prediction $a_\ell = (g - 2)_\ell/2 = \alpha/(2\pi) \simeq 1.16 \times 10^{-3}$ [1] and its subsequent confirmation in experiment [2]. For electrons and muons such precision tests have reached a level below $10^{-12}$ and $10^{-9}$, respectively. For the former, the comparison of the direct measurement [3] and the SM prediction yields

$$a_\ell^{exp} - a_\ell^{SM}[\text{Cs}] = -0.88(28)(23) [36] \times 10^{-12},$$

$$a_\ell^{exp} - a_\ell^{SM}[\text{Rb}] = +0.48(28)(9) [30] \times 10^{-12},$$

(1)

depending on whether the fine-structure constant $\alpha$ is taken from Cs [4] or Rb [5] atom interferometry (the errors refer to $a_\ell^{exp}$, $\alpha$, and total, respectively). The 5.4σ tension between these measurements of $\alpha$ currently constitutes the biggest uncertainty, but, once resolved, further improvements in $a_\ell^{exp}$ [6] would allow one to probe $a_\ell$ at the level of $10^{-13}$ and beyond. On the theory side, 4-loop QED contributions are known semi-analytically [7], while the 4.8σ tension between the numerical evaluations of the 5-loop coefficient from Refs. [8] [9] amounts to $6 \times 10^{-14}$. However, each evaluation quotes an accuracy of $10^{-14}$, which is also the level at which hadronic uncertainties enter [10] and thus defines the precision one may ultimately hope to reach for $a_\ell$.

For the muon, the experimental average [11] [15] differs from the SM prediction [16] (mainly based on Refs. [8] [10] [17] [11]) by

$$a_\mu^{exp} - a_\mu^{SM} = 2.51(59) \times 10^{-9},$$

(2)

with an uncertainty that derives to about equal parts from experiment and theory. Future runs of the Fermilab experiment are projected to reach a precision of $1.6 \times 10^{-10}$ [12], while progress on the theory side will require the emerging tension between $e^+e^- \to hadrons$ data, on which the consensus value from Ref. [10] is based, and the lattice-QCD calculation [13], see Refs. [14] [15], to be resolved, potentially including an independent measurement at the proposed MUnE experiment [19] [20]. Even though further experimental improvements may be possible, e.g., with the proposed High Intensity Muon Beam at PSI [21], it seems hard to move beyond a level of $10^{-10}$ in precision.

Compared to these precision tests, information on $a_\tau$ is minimal, with the range

$$-0.052 < a_\tau^{exp} < 0.013 \quad [2\sigma],$$

(3)

extracted from $e^+e^- \to e^+e^-\tau^+\tau^-$ at LEP2 [22]. In a global analysis of LEP and SLD data [53] [55] in effective field theory (EFT), a tighter limit on BSM contributions can be derived [56]

$$-0.007 < a_\tau^{BSM} < 0.005 \quad [2\sigma],$$

(4)

still well above the size of Schwinger’s 1-loop QED result. In contrast, scaling the tension [4] with $(m_\tau/m_\mu)^2$ would imply $a_\tau^{BSM} \simeq 0.7 \times 10^{-6}$. Since this is of the order of the SM electroweak (EW) contribution, $a_\tau^{EW} \simeq 0.5 \times 10^{-6}$ [57], this also sets the scale at which BSM effects can reasonably arise, i.e., a few times $10^{-6}$ as we will show below using a leptoquark (LQ) example.1 A precision at this level is thus required for a meaningful test of $a_\tau$.

Unfortunately, reaching this level in $a_\tau$ is extremely challenging: alternative methods using radiative $\tau$ decays [64], channeling [65] in a bent crystal [66–68], or

1 The quadratic scaling assumes minimal flavor violation (MFV) [55, 61]. However, MFV is challenged by the recent flavor anomalies (see Ref. [62] for an overview) and more generic models are well motivated [53].
TABLE I: Contributions to $F_2(s)$ in units of $10^{-6}$. Examples for the topologies are shown in Fig. 1.

\[
\begin{array}{l|cc}
\hline
 & s = 0 & s = (10 \text{ GeV})^2 \\
1\text{-loop QED} & 1161.41 & -265.90 + 246.48i \\
e\text{ loop} & 10.92 & -2.43 + 2.95i \\
\mu\text{ loop} & 1.95 & -0.34 + 0.92i \\
\tau\text{ loop} & 0.08 & 0.06 + 0.07i \\
2\text{-loop QED (mass independent, incl. } \tau \text{ loop)} & -1.77 & \text{IR divergent} \\
\text{sum QED} & 1172.51 & \text{IR divergent} \\
HVP & 3.33 & -0.33 + 1.93i \\
\text{sum of the above} & 1175.84 & \\
QED (incl. 3\text{-loop}) & 1173.24(2) & \\
HVP \text{ [10]} & 3.328(14) & \\
EW \text{ [64]} & 0.474(5) & \\
\text{total} \text{ [10]} & 1177.171(39) & \\
\hline
\end{array}
\]

$\gamma p$ [79] [70] and heavy-ion [71–74] reactions at the LHC have been proposed. However, the only projections that reach down to $10^{-6}$ (for the statistical error) have been obtained from $e^+e^- \rightarrow \tau^+\tau^-$ at the $\Upsilon$ resonances [75] [70] (earlier, also the threshold region was considered [72]). The key idea is that at the resonance other diagrams than those mediated by $s$-channel exchange, e.g., box diagrams, will be suppressed, leading to an enhanced sensitivity to the Pauli form factor $F_2$ at the $\Upsilon$ mass, which can then be converted to a constraint on $a_\tau$. Since a measurement of an absolute cross section at $10^{-6}$ would be extremely challenging [78] [79], with the dominant uncertainties of systematic origin, we concentrate on the transverse and longitudinal asymmetries suggested in Ref. [75], which become accessible if polarized beams are available. In addition, even if the experimental precision can be reached, to test $a_\tau$ at $10^{-6}$ we need a theoretical description valid at the same level, which, as we will discuss next, requires 2-loop accuracy.

II. PAULI FORM FACTOR AND $(g-2)_\tau$

We work with the Dirac and Pauli form factors $F_{1,2}(s)$ in the standard convention

\[
\langle p'|j^\mu|p\rangle = e\bar{u}(p')\left[\gamma^\mu F_1(s) + \frac{i\sigma^{\mu\nu}q_\nu}{2m_\tau} F_2(s)\right]u(p),
\]

with $F_1(0) = 1$, $F_2(0) = a_\tau$, and $q = p' - p$. To gauge the precision requirements we first consider the decomposition of $a_\tau^{\text{SM}}$ following Ref. [64], with a recent update for hadronic vacuum polarization (HVP) [10]. The values of $F_2(0)$ given in Table I show that the infrared (IR) enhancement by $\log \frac{m_e}{m_\tau}$ increases the contribution from the electron loop to well above $10^{-6}$, and also the muon-loop, HVP, and even the mass-independent 2-loop QED contributions are non-negligible (note that for the $\tau$ loop there is an accidental cancellation). Including the EW correction, the deficit to the full SM prediction becomes $0.86 \times 10^{-6}$, of which $0.73 \times 10^{-6}$ is from 3-loop QED (dominated by electron light-by-light scattering) and the rest from higher-order hadronic effects. This decomposition shows that 2-loop effects are indeed required to claim this precision, and that when $a_\tau$ is truncated at this level, the error stays below $10^{-6}$.

Accordingly, the transition from $s = 0$ to $s = M_\Upsilon^2$ has to proceed at the same order. The imaginary parts of the QED form factors have been known since Refs. [80] [81], and the real parts can be derived, e.g., from a dispersion relation, see Refs. [82] [83] for explicit expressions. The mass-dependent contributions can be treated as described in App. A leading to the results shown in Table I for $s = (10 \text{ GeV})^2$. One sees that for the light degrees of freedom (electron, muon, and hadrons) the real part is suppressed significantly and even the sign changes when moving from zero momentum transfer to $s = (10 \text{ GeV})^2$, while the pure QED contribution becomes IR divergent. In contrast, the EW contribution is only modified by negligible corrections $\propto s/M_\tau^2$ (see, e.g., Refs. [84] [85] for the gauge-invariant definition in non-Abelian theories), and likewise a potential heavy BSM contribution to $a_\tau$ would remain unaffected up to tiny dimension-8 effects.

The presence of the IR divergence signals that away from $s = 0$ the form factor $F_2$ alone does not describe a physical process, and only the combination with soft radiation becomes observable. Following Ref. [82] we will introduce as regulator a finite photon mass $\lambda$ (see Ref. [83] for the results in dimensional regularization) and turn next to $e^+e^- \rightarrow \tau^+\tau^-$. 

III. $e^+e^- \rightarrow \tau^+\tau^-$ CROSS SECTION AND ASYMMETRIES

The differential cross section for $e^+e^- \rightarrow \tau^+\tau^-$ takes the form

\[
\frac{d\sigma}{d\Omega} = \frac{\alpha^2\beta}{4s} \left(2 - \beta^2 \sin^2 \theta \right) \left(|F_1|^2 - \gamma^2 |F_2|^2\right)
\]

![Representative diagrams contributing to the QED form factors: (a) 1-loop QED, (b) lepton loops, (c) 2-loop QED, (d) HVP; the gray blob denotes the hadronic 2-point function.](image)
with center-of-mass scattering angle \( \theta, \beta = \sqrt{1 - 4m^2/\sqrt{s}} \), and \( \gamma = \sqrt{s}/(2m_+) \), assuming the general form

\[
A_{\lambda} = \text{Im} \left[ F_1 F_2^* \right] + 2(1 + \gamma^2)|F_2|^2,
\]

(6)

TABLE II: Contributions to Re \( F^\text{eff}_2 \) (s), see Eq. (13), in units of \( 10^{-6} \). The values for \( s = 0 \) are given for illustration only, by formal evaluation of Eq. (13), but since Re \( F^\text{eff}_2 \) is defined in terms of cross sections, values below \( s = 4m^2_\tau \) are not physical. The uncertainty at \( s = 0 \) quantifies the size of 3-loop effects in \( a_\tau \), the one at \( (10 \text{ GeV})^2 \) is scaled by the suppression seen for the mass-independent 2-loop QED contribution.

| Contribution            | \( s = 0 \) | \( s = (10 \text{GeV})^2 \) |
|-------------------------|------------|-----------------------------|
| 1-loop QED              | 1161.41    | -265.90                     |
| \( e \) loop            | 10.92      | -2.43                       |
| \( \mu \) loop          | 1.95       | -0.34                       |
| 2-loop QED (mass ind.)  | -0.42      | -0.24                       |
| HVP                     | 3.33       | -0.33                       |
| EW                      | 0.47       | 0.47                        |
| total                   | 1177.66(86)| -268.77(50)                 |

For \( A_{T}^\pm \) we then integrate over \( d\Omega \) and all angles except for \( \phi_{\pm} \):

\[
\sigma^\pm_R = \int_{-\pi/2}^{\pi/2} d\phi_\pm \frac{d\sigma^S_{\text{pol}}}{d\phi_\pm} = \int_{-\pi/2}^{\pi/2} d\phi_\pm \frac{d\sigma^S_{\text{pol}}}{d\phi_\pm},
\]

(11)

and then integrate over all angles except for \( \theta_{T}^\pm \):

\[
\sigma^\pm_{FB,R} = \int_{0}^{1} dz_\pm \frac{d\sigma^S_{FB,\text{pol}}}{dz_\pm} = \int_{0}^{1} dz_\pm \frac{d\sigma^S_{FB,\text{pol}}}{dz_\pm},
\]

(13)

In the difference

\[
A_{T}^- - \frac{\pi}{2\gamma} A_{L}^- = \mp \alpha_\pm \frac{\pi^2 \alpha^2 \beta_\gamma}{4s\sigma} \left[ \text{Re} \left( F_1 F_2^* \right) + |F_2|^2 \right],
\]

(14)

the dominant contribution from \( |F_1|^2 \) cancels, isolating the desired effect from \( F_2 \). We reproduce the result from Ref. [75] by truncating Eq. (14) at 1-loop order, i.e., \( \text{Re} \left( F_1 F_2^* \right) \rightarrow \text{Re} \left( F_2 \right) , |F_2|^2 \rightarrow 0 \), and \( \sigma \rightarrow \sigma_0 = 2\pi\alpha_\gamma^2 (3 - \beta^2)/(3s) \). To reach a level of \( 10^{-6} \), however, we need to evaluate Eq. (14) at 2-loop order, including radiative corrections both in the numerator and denominator. In fact, we can define an effective \( \text{Re} F^\text{eff}_2 \) as

\[
\text{Re} F^\text{eff}_2 = \mp \frac{8(3 - \beta^2)}{3\pi\gamma^2 \alpha_{\pm}} \left( A_{T}^- - \frac{\pi}{2\gamma} A_{L}^- \right),
\]

(15)

which can be determined in experiment, and work out the corrections to relate this quantity to constraints on \( a^\text{BSM}_\tau \) in the following.
IV. RADIATIVE CORRECTIONS

Writing $F_i = F_i^{(0)} + \frac{a}{\pi} F_i^{(1)} + \left(\frac{a}{\pi}\right)^2 F_i^{(2)} + \mathcal{O}(a^3)$, we have

$$\text{Re } F_2^{\text{eff}} = \frac{a}{\pi} \text{Re } F_2^{(1)} + \left(\frac{a^2}{\pi^2}\right)^2 \left[\text{Re } F_2^{(2)} + \text{Re } F_1^{(1)} \text{Re } F_1^{(1)} + \text{Im } F_1^{(1)} \text{Im } F_1^{(1)} + |F_1^{(1)}|^2\right]$$

\[+ \left(\frac{a^0}{\sigma} - 1\right) \frac{a}{\pi} \text{Re } F_2^{(1)} + \mathcal{O}(a^3), \tag{16}\]

with

$$\sigma - 1 = \frac{a}{\pi} \left[-2 \text{Re } F_1^{(1)} - \frac{6}{3 - \beta^2} \text{Re } F_2^{(1)}\right] + \mathcal{O}(a^3), \tag{17}\]

and the effect of a potential BSM contribution $\alpha_{BSM}$ would first manifest itself as a modification of $F_2^{(2)}$. IR divergences occur in $\text{Re } F_2^{(2)}$, $\text{Re } F_1^{(1)}$, and $\text{Im } F_1^{(1)}$, which thus requires the inclusion of bremsstrahlung diagrams, see App. B. However, a similar IR divergence also occurs in $\text{Re } F_1^{(1)}$, to the effect that in the end the corrections cancel in $\text{Re } F_2^{\text{eff}}$, which can therefore be written in the form

$$\text{Re } F_2^{\text{eff}} = \frac{a}{\pi} \text{Re } F_2^{(1)} + \left(\frac{a^2}{\pi^2}\right)^2 \left[\text{Re } F_2^{(2)} - \text{Re } F_1^{(1)} \text{Re } F_1^{(1)} + \text{Im } F_1^{(1)} \left(\text{Im } F_1^{(1)} + \text{Im } F_1^{(1)}\right)ight]$$

\[- \frac{3 + \beta^2}{3 - \beta^2} \left(\text{Re } F_2^{(1)}\right)^2 + \mathcal{O}(a^3). \tag{18}\]

The numerical contributions are listed in Table I. First, we show the comparison at $a = 0$, in which case $\text{Re } F_2^{\text{eff}}(0) = a + \frac{1}{2} \left(\frac{a}{\pi}\right)^2$, reducing the mass-independent 2-loop QED contribution to below $10^{-6}$. At $a = (10 \text{ GeV})^2$, we find that all corrections beyond the electron loop are already suppressed to this level as well, suggesting that the resulting SM prediction should be quite robust. 2 If the BSM scale is large compared to $a$, the comparison to the measured value of $\text{Re } F_2^{\text{eff}}$ directly provides the constraint on $\alpha_{BSM}$, while in the case of light new degrees of freedom, the EFT treatment no longer applies and the constraints would become model dependent.

V. TOWARDS PPM PRECISION

The previous discussion assumes that corrections beyond the direct s-channel diagrams are negligible at the resonance, where the sensitivity to $F_2$ is enhanced by $\frac{a}{\pi}$

$$|H(M_T)|^2 = \left(\frac{3}{\alpha} \text{Br}(Y \to e^+ e^-)\right)^2 \approx 100, \tag{19}\]

for $Y(nS) \equiv 1, 2, 3$. Unfortunately, the same idea does not work on the $Y(4S)$ resonance, where most of the running of a potential SuperKEKB upgrade with polarized electrons \cite{91} would be anticipated, since there $\tau^+ \tau^−$ pairs are not produced resonantly. In addition, in practice the unavoidable spread in beam energies counteracts the resonance enhancement to the extent that for a typical spread, continuum $\tau^+ \tau^−$ pairs outnumber resonant ones by almost a factor 10 at the $Y(3S)$ resonance \cite{92}. In a similar vein, the precision of the subtraction in Eq. (15) is limited by the uncertainty in $\gamma$, arising from the uncertainties in the mass of the $Y(1S)$, which is used to calibrate the center-of-mass energy in the machine, and $m_{\tau}$ \cite{93}, currently allowing for a precision of $1 \times 10^{-5}$. Our study therefore motivates improved measurements of those quantities.

Assuming $40 \text{ ab}^{-1}$ of $e^+ e^- \to \tau^+ \tau^-$ data, with 60% selection efficiency of the semileptonically decaying $\tau^\pm$, the statistical error on $\text{Re } F_2^{\text{eff}}$ would become $1 \times 10^{-5}$, while the dominant detector systematic uncertainties cancel in the asymmetries $A_{T,L}^\pm$. The path towards eventually constraining $\alpha_{BSM}$ at the 10$^{-6}$ level will thus require higher precision measurements of $m_{\tau}$ and $M_{Y(1S)}$ as well as higher statistics. The latter could be obtained by including nonresonant data, although the interpretation of such a measurement requires significant investments in theory development, to derive a SM prediction in analogy to Table I. In particular, the consideration of box diagrams \cite{79}, likely even at 2-loop order, would become imperative, but this does not appear realistic given that similar corrections are currently being worked out in the context of MUonE \cite{50}.

VI. BSM SCENARIOS

Among models with MFV, the minimal supersymmetric SM (see, e.g., Ref. \cite{94} for a review on $g-2$), is still very popular, despite missing direct signals for supersymmetric partners \cite{95}. In such cases, $\alpha_{BSM} = m_{\tau}^2 / m_{\mu}^2$ is predicted. The current discrepancy in $\alpha_{BSM}$, Eq. (2), then translates into

$$\alpha_{BSM} = 7.1(1.7) \times 10^{-7} \tag{20}\]

indeed at the level of 10$^{-6}$, which could be within reach of a SuperKEKB polarization upgrade.

Furthermore, it is well possible that MFV is not realized in nature and, in fact, the MFV paradigm is challenged by the anomalies in semi-leptonic B decays, which rather point towards less-minimal flavor violation \cite{96,103} or even an anarchic flavor structure (see, e.g., Refs. \cite{104,105}). In particular, the couplings to $\tau$ leptons are much larger than to light leptons if one aims at explaining $R(D^{(*)})$. In this context, LQs (see Ref. \cite{106} for a review) are particularly interesting as they can explain the hints for lepton flavor universality violation \cite{107}. Among the ten possible representations

2 For the 2-loop mass-independent QED contribution, there is a significant cancellation among the finite parts of the (separately IR divergent) terms involving $\text{Re } F_2^{(2)}$, $\text{Re } F_1^{(1)}$, and $\text{Im } F_1^{(1)}$. 
under the SM gauge group $[108]$, two can account for $a_\mu$ via a top-quark-mass chirally enhanced effect $[109]$, $[112]$ and they thus also have the potential to give rise to sizable contributions to $a_\tau$, beyond the MFV expectation $[20]$. Interestingly, both of these representations also affect $R(D(s))$ $[113]$ $[114]$, motivating sizable couplings to $\tau$ leptons. Further, the $SU(2)_L$ singlet $S_1$ has the advantage of providing an explanation $[115]$ of the tension in $\Delta A_{FB}$ $[116]$ in $B \rightarrow D^{(*)}\ell\nu$ $[117]$ $[118]$.

Therefore, we illustrate the potential for BSM effects in $a_\tau$ with $S_1$ as an example. As in all models with chiral enhancement $[63]$, $h \rightarrow \tau^+\tau^-$ and $Z \rightarrow \tau^+\tau^-$ are affected $[112]$ $[119]$ $[20]$. Denoting the LQ mass by $M$ and the relevant couplings by $\lambda_{R/L}^{R/L}$, see App. $[3]$ we find the constraints shown in Fig. $2$ using the bounds on the branching fraction for $h \rightarrow \tau^+\tau^-$, $Br[h \rightarrow \tau^+\tau^-]/Br[h \rightarrow \tau^+\tau^-]_{SM} = 1.15^{+0.16}_{-0.15}$ from the LHC $[93]$ $[123]$ $[26]$ and on the axial-vector coupling $g_A^\tau/g_A^{\mu}$ $[\text{SM}] = 1.00154(128)$ from LEP $[127]$, respectively. As one can see, a sizable effect in $a_\tau$, above the $10^{-6}$ level, is excluded neither by $h \rightarrow \tau^+\tau^-$ nor by $Z \rightarrow \tau^+\tau^-$, highlighting the discovery potential of SuperKEKB with polarization upgrade. At the same time, Belle II with polarized beams could also improve on the measurement of the (off-shell) $Z-\tau-\tau$ coupling, thus leading to interesting synergies in a future polarization program.

\section{Conclusions and Outlook}

In this paper we studied a realistic and promising path towards testing the magnetic moment of the $\tau$ at one part per million. This level of precision is necessary to derive meaningful constraints on BSM physics, a conclusion that results both from an MFV-like scaling of the tension in $a_\mu$ and concrete models beyond MFV. As an example for the latter, we showed that leptoquark models can give rise to effects of the order of several times $10^{-6}$ without violating bounds from other precision observables.

First, we argued that the decomposition of the SM prediction for $a_\tau$ implies that extractions from $e^+e^\rightarrow \tau^+\tau^-$ need to proceed at 2-loop accuracy and worked out the SM prediction for the case in which data are taken on the $T(nS)$, $n = 1, 2, 3$, resonances, where $\tau^+\tau^-$ pairs can be produced resonantly via their decays. Experimentally, the required precision will be difficult to achieve with absolute cross-section measurements, rendering the asymmetries suggested in Ref. $[75]$ the most promising observables, whose measurement could be realized at a SuperKEKB upgrade with polarized electrons.

Ultimately, the path towards $10^{-6}$ requires improved measurements of $m_\tau$ and $M_{T(16)}$, as well as collecting high-statistics samples that are dominated by nonresonant $\tau$ pairs. In this case, substantial investment in theory would be required to match the experimental efforts, but this would be well justified: given the hints for BSM contributions in $a_\mu$, such a program would provide by far the most realistic avenue towards commensurate precision tests in $a_\tau$, further strengthening the physics case for a SuperKEKB polarization upgrade.
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\section*{Appendix A: Mass-dependent 2-loop contributions}

The contribution from the lepton loops to $F_2(s)$ can be written in the form

$$F_2(s) = -\frac{\alpha}{\pi} \int_0^1 dx (1-x) \int_0^{1-x} dy \frac{m^2}{s_{xy}} \Pi_1(s_{xy}),$$

\[76884 (A.C.) and\]

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig2.png}
\caption{Illustration of the discovery potential of $a_\tau$ in the $S_1$ LQ model, taking into account the constraints from $h \rightarrow \tau^+\tau^-$ (gray, excluded) and $Z \rightarrow \tau^+\tau^-$ (green, allowed), with contour lines indicating the respective value of $a_\tau^{\text{BSM}}$. The asymmetry in the $h \rightarrow \tau\tau$ constructive and destructive exclusion regions originates from the current 1$\sigma$ upward fluctuation in the data. The LQ mass is set to $M = 2$ TeV, which is compatible with the bounds from direct searches $[122]$ $[123]$.}
\end{figure}
\[ \Pi_\ell(s) = \frac{2\alpha}{\pi} \int_0^1 dx x(1-x) \log \left[ 1 - x(1-x) \frac{s}{m_\tau^2} \right], \]
\[ s_{xy} = -\frac{(1-x)^2}{x} m_\tau^2 + \frac{y(1-x-y)}{x} s, \] \hspace{1cm} (A1)

which in the limit \( s \to 0 \) indeed reduces to the expected expression
\[ F_2^2(0) = \frac{\alpha}{\pi} \int_0^1 dx x \Pi_\ell \left( -\frac{(1-x)^2}{x} m_\tau^2 \right). \] \hspace{1cm} (A2)

The same form also applies to the HVP contribution, with \( \Pi_\ell(s) \) replaced by the corresponding hadronic function. For the numerical results given in the main text, we used the implementation from Refs. [10,21], and checked that this reproduces the contribution to \( \alpha_\tau \) from Ref. [10] quoted in Table I. Moreover, we checked that Eq. (A1) indeed fulfills the dispersion relation
\[ F_2^2(s) = \frac{1}{\pi} \int_{4m_\ell^2}^{\infty} ds' \frac{\text{Im} F_2^2(s')}{s' - s}, \] \hspace{1cm} (A3)
i.e., that the imaginary part generated in the Feynman parameterization via \( \text{Im} \Pi_\ell \) reproduces the real part in Eq. (A3), where convergence improves when using a subtracted version with \( F_2^2(0) \) given by Eq. (A2).

Appendix B: Bremsstrahlung

For completeness, we first repeat the expressions [80, 82]

\[ \text{Re} F_1^{(1)} = -L \left[ 1 + \frac{1+y^2}{1-y^2} \log y \right] - 1 - \frac{3y^2 - 2y + 3}{4(1-y^2)} \log y + \frac{1+y^2}{1-y^2} \left( \frac{\pi^2}{3} - \frac{1}{4} \log^2 y + \log y \log(1-y) + \text{Li}_2(y) \right), \]
\[ \text{Im} F_1^{(1)} = -\pi L \left[ 1 + \frac{1+y^2}{1-y^2} + \pi \right] - \frac{3y^2 - 2y + 3}{4(1-y^2)} + \frac{1+y^2}{1-y^2} \left( \log(1-y) - \frac{1}{2} \log y \right), \]
\[ \text{Re} F_2^{(1)} = \frac{y}{1-y^2} \log y, \quad \text{Im} F_2^{(1)} = \pi \frac{y}{1-y^2}, \]
\[ \text{Re} F_2^{(2)} = -L \left[ \frac{y}{1-y^2} \log y + \frac{y(1+y^2)}{(1-y^2)2} \left( \log^2 y - \pi^2 \right) \right] + \text{(finite)}, \] \hspace{1cm} (B1)

where
\[ y = \frac{\sqrt{s} - \sqrt{s - 4m_\tau^2}}{\sqrt{s} + \sqrt{s - 4m_\tau^2}}, \quad L = \log \frac{\lambda}{m_\tau}, \]
\hspace{1cm} (B2)

and the photon mass \( \lambda \) regulates the IR divergence. The finite terms in \( \text{Re} F_2^{(2)} \) are lengthy, in the \( \lambda \) scheme they can be retrieved from Ref. [82]. The IR divergences are canceled by soft emission from the external \( \tau \) legs. We calculate these contributions in the soft-photon approximation, since the omitted terms of size \( \mathcal{O}(E_{\text{max}}) \) (with a cutoff \( E_{\text{max}} \) in the photon energy) should be negligible compared to \( \sqrt{s} \) and \( m_\tau \). The radiative cross section becomes
\[ \sigma_\gamma = \sigma_0 \frac{\alpha}{\pi} \eta, \]
\[ \eta = 2 \left( L + \log \frac{m_\tau}{2E_{\text{max}}} \right) \left[ 1 + \frac{1+y^2}{1-y^2} \log y \right] - \frac{1+y^2}{1-y^2} \log y - \frac{1+y^2}{1-y^2} \left( 2\text{Li}_2(1-y) + \frac{1}{2} \log^2 y \right), \] \hspace{1cm} (B3)

which cancels the IR divergence in \( 2\text{Re} F_1^{(1)} \) in Eq. (17), as expected. For the remaining IR divergence we collect the singular terms in the numerator of Eq. (15), which gives
\[ \text{Re} F_2^{(2)} + \text{Re} F_2^{(1)} \text{Re} F_1^{(1)} + \text{Im} F_2^{(1)} \text{Im} F_1^{(1)} = -2L \text{Re} F_2^{(1)} \left[ 1 + \frac{1+y^2}{1-y^2} \log y \right] + \text{(finite)}. \] \hspace{1cm} (B4)

This divergence is canceled by the same bremsstrahlung diagrams as before, from the terms proportional to \( \text{Re} \left( F_2^{(3)} \right) = \frac{\pi}{2} \text{Re} F_2^{(1)} + \mathcal{O}(\alpha^2) \) in the squared matrix element, leading to a correction
\[ \text{Re} F_2^{\text{eff},\gamma} = \left( \frac{\alpha}{\pi} \right)^2 \text{Re} F_2^{(1)} \eta \] \hspace{1cm} (B5)
to be added to Eq. (16). This cancels the divergence in Eq. (B4).

In the same way that IR divergences cancel, so does any potential gauge dependence. Defining the \( F_2 \) form factor itself in a gauge-invariant way for \( s > 0 \) becomes a subtle matter in non-Abelian theories, see, e.g., Refs. [84, 85], but for \( a_\tau \) these subtleties do not play a role: QCD only enters via HVP, which is manifestly gauge invariant, and the EW contribution is so small that decoupling corrections \( \propto s/M_Z^2 \) can be neglected. If this were not the case, a potential gauge dependence would have to cancel at the level of \( \text{Re} F_2^{\text{eff}} \), since being defined directly in terms of observables.
Appendix C: Leptoquark model $S_1$

We define the LQ couplings via the Lagrangian

$$\mathcal{L} = (\lambda^{\tau}_{fi} \bar{u}_f \ell_i + \lambda_{fi} \bar{Q}_f \tau_2 L_i) S_1^i + \text{h.c.},$$

where $S_1$ is the scalar LQ $SU(2)_L$ singlet, $f$ and $i$ are flavor indices, $Q$ ($u$) and $L$ ($\ell$) refer to quark and lepton $SU(2)_L$ doublets (singlets), $c$ labels charge conjugation, and $\tau_2$ the second Pauli matrix. As we are only interested in top-quark effects related to $\tau$ leptons, we can set $f = t$, $i = \tau$ and assume the CKM matrix to be diagonal, such that $\lambda^{\tau}_{t\tau}$ are the couplings constrained in Fig. 3. Taking into account the leading $m_t/m_\tau$ and $m_T^2/M_2^2$ enhanced effects, respectively, one finds

$$a_\tau^{\text{BSM}} = -\frac{N_c}{48\pi^2} \frac{m_t m_\tau}{M^2} \text{Re} \left[ (\lambda^{\tau}_{t\tau})^* (\lambda^{\tau}_{t\tau}) \left( 7 + 4 \log \frac{m_T^2}{M^2} \right) \right],$$

$$\xi_{h\tau\tau} = \left[ 1 + \frac{m_t}{m_\tau} \frac{N_c}{64\pi^2} \frac{m_T^2}{M^2} (\lambda^{\tau}_{t\tau})^* \lambda^{\tau}_{t\tau} \times \left( \frac{2}{3} \frac{M_H^2}{m_T^2} - 4 \log \frac{m_T^2}{M^2} - 8 + \frac{13 M_H^2}{3 m_T^2} \right) \right]^2,$$

$$\frac{g_A^L}{g_A^{\text{SM}}} = 1 + \frac{N_c}{16\pi^2} \left( (\lambda^{\tau}_{t\tau})^2 + (\lambda^{\tau}_{t\tau})^2 \right) \frac{m_T^2}{M^2} \left( 1 + \log \frac{m_T^2}{M^2} \right),$$

where $\xi_{h\tau\tau} = \text{Br}[h \to \tau^+\tau^+] / \text{Br}[h \to \tau^{\pm}\tau^\mp]$ for $\tau$, $N_c = 3$ is the number of colors, $m_t$, $M_H$, $M_Z$, and $M$ are the masses of top quark, Higgs boson, $Z$ boson, and LQ, respectively, and $g_A^L$ denotes the axial-vector coupling of the $\tau$ [93].
