Wang-Landau sampling for quantum systems: algorithms to overcome tunneling problems and calculate the free energy
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We present a generalization of the classical Wang-Landau algorithm [Phys. Rev. Lett. 86, 2050 (2001)] to quantum systems. The algorithm proceeds by stochastically evaluating the coefficients of a high temperature series expansion or a finite temperature perturbation expansion to arbitrary order. Similar to their classical counterpart, the algorithms are efficient at thermal and quantum phase transitions, greatly reducing the tunneling problem at first order phase transitions, and allow the direct calculation of the free energy and entropy.
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Monte Carlo simulations in statistical physics now have a history of nearly half a century starting with the seminal work of Metropolis [1]. While the Metropolis algorithm has been established as the standard algorithm for importance sampling it suffers from two problems: the inability to directly calculate the partition function, free energy or entropy, and critical slowing down near phase transitions and in disordered systems.

In a standard Monte Carlo algorithm a series of configurations is generated according to a given distribution, usually the Boltzmann distribution in classical simulations. While this allows the calculation of thermal averages, it does not give the partition function, nor the free energy. They can only be obtained with limited accuracy as a temperature integral of the specific heat, or by using maximum entropy methods [2].

The problem of critical slowing down has been overcome for second order phase transitions by cluster update schemes for classical [3,4,5,6,7] and quantum systems [8,9]. For first order phase transitions and systems with rough free energy landscapes a decisive improvement was achieved recently by a new algorithm for classical systems due to Wang and Landau [10]. In contrast to related methods – such as the multicanonical or the broad histogram method – this new algorithm scales to large systems, does not suffer from systematic errors and needs no a priori knowledge. The key idea is to calculate the density of states \( \rho(E) \) directly by a random walk in energy space instead of performing a canonical simulation at a fixed temperature. By visiting each energy level \( E \) with a probability \( 1/\rho(E) \), this algorithm achieves a flat histogram and good precision over the whole energy range. Besides being efficient at first and second order phase transitions this algorithm allows the direct calculation of the free energy from the partition function \( Z = \sum_E \rho(E)e^{-E/k_B T} \). The internal energy, entropy, specific heat and other thermal properties are easily obtained as well, by differentiating the free energy. Within a year of publication this algorithm has

\[
Z = \text{Tr} e^{-β H} = \sum_{n=0}^{∞} \frac{β^n}{n!} \text{Tr} (-H)^n = \sum_{n=0}^{∞} g(n) β^n, \quad (1)
\]

where the \( n \)-th order series coefficient \( g(n) = \text{Tr} (-H)^n / n! \) will play the role of the density of states in the classical algorithm. The algorithm performs a random walk in the space of series expansion coefficients, achieves a flat histogram in their orders \( n \) and calculates the coefficients \( g(n) \). Employing Eq. (1) we can then calculate the free energy, internal energy, entropy and spe-
cific heat directly. Thermal averages of observables can be measured as in conventional Monte Carlo algorithms by recording a separate histogram for the expectation values at each order.

Next we note that in a computer simulation the series expansion (4) needs to be truncated at an order $\Lambda$. Since the orders relevant for a given inverse temperature $\beta$ are sharply peaked around $\beta |E(\beta)|$, where $E(\beta)$ is the mean energy at inverse temperature $\beta$, this cutoff does not introduce a systematic error. Its main consequence is to restrict the accessible temperature range to $\beta \lesssim \Lambda/|E(\beta)|$.

The next step is to introduce a complete set of basis states $\{ |\alpha \rangle \}$, and to decompose the Hamiltonian $H$ into diagonal and off-diagonal bond terms $H_b^{(m)}$. For simplicity we restrict the following discussion to a spin-1/2 Heisenberg model where this decomposition for a bond $b = (i, j)$ reads $H_{(i,j)}^{(d)} = J S_i^z S_j^z - J/4$, and $H_{(i,j)}^{(o)} = J/2 (S_i^+ S_j^- + S_i^- S_j^+)$. The offset $-J/4$ is added to the diagonal part in order to render the matrix elements of $-H$ nonnegative. Using this decomposition, we can write the partition function as

$$ Z = \sum_{\{ S_\alpha \}} \frac{\beta^n (\Lambda - n)!}{\Lambda!} \prod_{i=0}^{\Lambda} (-H_{b_i}^{(o)}) |\alpha \rangle, $$

(2)

where the operator string $S_\alpha = ((b_1, a_1), \ldots, (b_n, a_n))$ is a concatenation of $n$ bond operators and $\Lambda - n$ unit operators.

Comparing Eq. (1) to Eq. (2) we see that we can obtain $g(n)$ by counting the number of times a configuration with $n$ non-unit operators is observed during a simulation at an inverse temperature $\beta = 1$. As the dynamic range of $g(n)$ spans thousands of orders of magnitude $|g(0)/g(\Lambda)|$ is up to $10^{10000}$ for the examples given below, simply collecting a histogram will not be effective. Therefore we introduce the classical Wang-Landau method which will be employed: by reweighting a configuration of $n$-th order with $1/g(n)$ a flat histogram of the orders $n$ can be achieved, thus sampling all orders equally well.

Since $g(n)$ is initially unknown we start with the (bad) guess $g(n) = 1$. Each time a configuration of $n$-th order is visited, $g(n)$ is multiplied by a factor $f$, i.e. $g(n) \leftarrow fg(n)$. In our implementation we store the logarithms of these quantities to avoid overflow problems. The random walk is performed until the histogram $H(n)$ – counting the number of times a configuration with $n$ operators is observed – is reasonably flat. Similar to the classical case a maximum deviation of 20% from the mean value turned out to be reasonable. The multiplicative increase of $g(n)$ is essential for the success of the algorithm. Only that way the large range of $g(n)$ can be mapped out in reasonable time, and $g(n)$ converges rapidly to a rough estimate of the true distribution. Once the histogram is flat, it is reset to zero, $f$ is decreased, in our case by $f \leftarrow \sqrt{f}$, and the process starts again, refining $g(n)$ further with smaller steps. This procedure is repeated until $f$ gets as small as $\exp(10^{-8})$, so that an accurate estimate of $g(n)$ with only negligible systematic errors will be available. The accuracy of the free energy and other calculated quantities is given by the relative error $\varepsilon(F)$ of $F$ compared to the exact result.

![FIG. 1: Free energy $F$, entropy $S$ and specific heat $C$ of an $N = 10$ site antiferromagnetic Heisenberg chain. Solid lines correspond to the MC results, indistinguishable from the dotted lines for the exact results. Also shown is the relative error $\varepsilon(F)$ of $F$ compared to the exact result.](image-url)
The cutoff $\Lambda = 500(L/4)^3$ restricts the accessible temperature range to $T \gtrsim 0.4J$.

To illustrate the efficiency of the algorithm close to a thermal second order phase transition, we consider the Heisenberg antiferromagnet on a simple cubic lattice. From simulations of systems with $L^3$ sites, $L = 4, 6, 8, 12, 16$, we can calculate the staggered structure factor $S(\pi, \pi, \pi)$ for any value of the temperature using the measured histograms. Figure 2 shows the scaling plot of $S(\pi, \pi, \pi)/L^{2-\eta}$ with $\eta = 0.034$. The estimate for the critical temperature $T_c = 0.947J$, obtained in only a couple of days on an 800 MHz Pentium-III CPU, compares well with earlier estimates [21].

Next we demonstrate the efficiency of the algorithm at a first order phase transition by considering two-dimensional hardcore bosons with next-nearest neighbour interactions [21]. At low temperature and half filling this model is in an insulating phase with stripped charge order and provides the simplest quantum mechanical model with stripes. We are currently investigating the thermal and quantum melting transitions of this stripe phase and probe for the existence of a nematic phase [22]. Simulations with conventional update schemes suffer from exponentially increasing tunneling times needed to change the stripe orientation from a horizontal to a vertical arrangement. The flat histogram in the order $n$ in our algorithm reduces the tunneling times by many orders of magnitude already on small lattices (c.f. Fig. 3) which demonstrates the efficiency of our algorithm at first order phase transitions.

We now turn to our second algorithm, which applies to quantum phase transitions. Instead of scanning a temperature range we vary one of the interactions at fixed temperature. Defining the Hamiltonian as $H = H_0 + \lambda V$...
we rewrite the partition function Eq. (3) as

\[ Z = \sum_{n=0}^{\infty} \frac{\beta^n}{n!} \text{Tr}(-H_0 - \lambda V)^n = \sum_{n=0}^{\infty} \hat{g}(n\lambda)\lambda^n, \tag{4} \]

where on the right hand side we have collected all terms associated with \( \lambda^n \) into \( \hat{g}(n\lambda) \). A similar algorithm can now be devised for this perturbation expansion up to arbitrary orders by setting \( M = 1 \), replacing \( M \) by \( \beta M \) and \( g(n) \) by \( \hat{g}(n\lambda) \) in Eq. (3). To normalize \( \hat{g}(n\lambda) \) there are two options. If \( H_0 \) can be solved exactly, \( \hat{g}(0) \) can be determined directly. Otherwise, the normalization can be fixed using the first algorithm to calculate \( Z(\beta) \) at any fixed value of \( \lambda \). Finally, even without normalization we can still obtain entropy and energy differences.

We consider as an example the quantum phase transition in a bilayer Heisenberg antiferromagnet whose ground state changes from quantum disordered to Néel ordered as the ratio \( \lambda = J/J' \) of intra-plane (J) to inter-plane (J') coupling is increased \[23\]. From the histograms generated within one simulation we can calculate the staggered structure factor \( S(\pi, \pi) \) of the system at any value of \( \lambda \). In Fig. 4 we show a scaling plot of \( S(\pi, \pi)/L^{2-\gamma-\nu} \) as a function of \( \lambda \). In short simulations, taking only a few days on an 800 MHz Pentium-III CPU, we find the quantum critical point at \( \lambda = 0.396 \), which again compares well with earlier results \[24\].

To summarize, we have presented Monte Carlo algorithms for the direct calculation of the free energy of a quantum system, based on a stochastic series expansion representation of the partition function. Our algorithms employ a variant of the Wang-Landau sampling to achieve a flat histogram and provide the free energy as well as thermodynamic averages accurately over a whole temperature or coupling range. The algorithms can be used with any of the update schemes developed for the SSE representation and require only minor modifications to existing programs. Parallelization of the algorithms can be done like in the classical case by splitting the \( n \)-range into multiple random walks over a shorter range.

Our algorithms are efficient not only at second order phase transitions but also at first order ones, where standard local and cluster update methods fail. The algorithms open up new possibilities for quantum Monte Carlo simulations: similar to the classical case we expect the algorithms to be efficient also for disordered systems and work is in progress to apply the methods to quantum spin glasses. Also, the ability to calculate the free energy and entropy will be useful for investigations of entropy-driven phase transitions, such as the reentrant melting transition observed in bosonic systems and anisotropic quantum magnets \[24\].
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