Abstract: Aspect-oriented sentiment analysis is a problem that have been attracting much attention from the research community. In the past, using ontologies to represent domain knowledge helped increase the performance of this task. Recently, with the rapid development of deep learning techniques, combination of deep learning with ontology has become very promising. A natural approach is to use aspects represented by ontologies to form input vectors for deep learning models. However, ontologies often only represent concrete concepts, whereas machine learning techniques often focus on latent features. To address this, we propose using Logical Concept Analysis (LCA), an extension of Formal Concept Analysis (FCA), to enrich the ontology by generating more abstract concepts from existing concrete concepts. We have applied this approach to real data and achieved promising results.
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1. Introduction

Opinion, as defined by the Oxford dictionary, is a person's perceptions and thoughts about something, and those feelings and thoughts are not necessarily the truth. Therefore, opinion is always an important reference for decisions made by individuals and organizations. Before the Internet, opinions were consulted through friends, family or consumer opinion surveys of businesses. After that, the explosive growth of the Internet and information changed drastically the way users or businesses consulted and shared opinions and reference information from various sources such as e-commerce websites, Social networks, blogs, online shopping make information more complete, objective, diverse and does not cost too much cost and manpower for the survey process as before. In addition, it also helps users to have a better overview, to help make more accurate decisions.

Therefore, the field of opinion mining / sentiment analysis was born and is developing very fast, strong and attracts a lot of attention and research. According to [1], opinions are of great importance in the daily activities of people, because everyone needs to make their decisions more or less based on consulting with other people. There are plenty of practical examples of this, which are businesses that always need to learn about consumer tastes, as well as collect their feedback on their products or services. For an individual who needs to buy a particular product, he or she will need to consult with other consumers.

Studies on this issue are conducted at different levels: word level [2], phrase level [3], sentence level [4] and document level [5], [6]. However, if we analyze the feelings of a review on a product, we only know the
general feelings of the user about the product, it is difficult to know whether the user likes or dislikes certain aspect on the product. Because a product is positively reviewed does not mean that all features of this product are positive and vice versa.

Therefore, there are much research focusing on identifying sentiment of an object in the text based on the aspects, or features of the product. This approach is known as aspect-oriented sentiment analysis. Various works have been proposed to solve this problem. Topic modeling is often applied in this case [7]. [8] proposed the use of Probabilistic Latent Semantic Allocation (PLSA), while most recent studies are based on Latent Dirichlet Allocation (LDA) [9]-[11]. Insight analysis [12] improves performance by inferring the characteristics of analytical aspects.

Recently, deep learning has been used widely for sentiment analysis, as discussed subsequently. After some remarkable results of applying deep learning for NLP problems, it now urges the research community to consider combining deep learning with domain knowledge, in order to inherit previous results on this field.

To combine background knowledge with deep learning, a commonly used approach is to represent knowledge by domain ontology. The ontological concepts will then be expressed as feature vectors, which will serve as inputs for deep learning. However, this way does not exploit the latent features of knowledge. To solve this problem, we propose an approach of ontology enrichment using Logical Concept Analysis (LCA). This is an extension of the FCA (Formal Concept Analysis) technique, in which logical formulas are used to represent concepts and generate new concepts. We used this approach with actual data sets and obtained initial promising results.

2. Related Works

2.1. Deep Learning for Sentiment Analysis

Recently, with the emergence of TreeBank, especially Stanford Sentiment Treebank [12], sentiment analysis techniques using deep learning are increasingly being used. Suggested by [13] the idea of feeding a neural network with inputs through multiple-way interactions, parameterized by a tensor have been proposed for relation classification [14]. In the famous Stanford NLP tool [15] widely used by the NLP research community, RTNN techniques have been used to apply on the Stanford Sentiment Treebank and gain high performance [16]. The convolution-based technique continues to be developed for sentiment analysis at sentence level [17]. To store relationship dependency in the order in which the features appear, recurrent neural network (RNN) systems such as Long Short Term Memory (LSTM) have been used in conjunction with convolution to process sentiment analysis for short text [18].

2.2. Ontology Enrichment

Ontology enrichment means updating new semantic words and phrases and their relationship to the ontology. Generally, an ontology has two parts: structure (called T-Box) and data (called A-Box) [19]. Most of work in ontology enrichments are interested in enriching A-Box. Ontology enrichment has been interested by many research projects and has many different approaches. The typical method is ontology learning [20] and depending on the input data type of the method there will be different approaches.

- Building and enriching ontologies from text, applying natural language analysis techniques such as model-based extraction [21], conceptual clustering [22], etc.

- Enrichment based on dictionary [23], [24]
- Enrichment based on knowledge [25]
- Machine learning and statistics [26]
- Enrichment based on the database [27]
The methods of constructing and enriching ontology are all about identifying words and phrases that capture significant concepts in the corresponding domain and the relationships among them. It is to improve both quality and quantity of the knowledge represented by the ontology. Ontology enrichment using LCA.

2.3. Sentiment Ontology

To give a formal description of aspect-based sentiment analysis, in this section we first present a definition of Sentiment Ontology. Then, we formally define the problem of aspect-based sentiment analysis based on Sentiment Ontology.

Definition 1 (Sentiment Ontology). A sentiment ontology $S_O$ is a pair of \{C, R\}; where $C = \{C^A, C^S\}$ represents a set of concepts, which consists of 2 elements: $C^A$ is a set of aspect concepts, and $C^S$ is a set of sentiment concepts; $R = \{R^N, R^T, R^S\}$ represents a set of relationships, which consists of 3 elements: $R^N$ is a set of non-taxonomic relationships, $R^T$ is a set of taxonomic relationships, $R^S$ is a sentiment relationships. Each concept $c_i$ in $C$ represents a set of objects, or instances, of the same kind, denoted as instance-of($c_i$). Each relationship $r_i(c_p, c_q)$ in $R$ represents a binary association between concepts $c_p$ and $c_q$, and the instances of such a relationship, denoted as instance-of($r_i$), are pairs of ($c_p, c_q$) concept objects. Especially, an instance $r_{si}(a, s)$ in $R^S$ implies a relationship between an aspect $a \in A$ and a sentiment term $s \in S$.

Example 1. The Generic Ontology $G_O = \{(C^A, C^S), (R^N, R^T, R^S)\}$ is a sentiment ontology where its components are endowed as the following Listing 1.

```
Listing 1. The Formal Representation of Generic Ontology
C^A = \{"Thing"\}
C^S = \{"Sentiment Term", "Negative Term", "Positive Term"\}
R^N = \{}
R^T = \{subconcept-of("Positive Term", "Sentiment Term"),
    subconcept-of("Negative Term", "Sentiment Term")\}
R^S = \{mentioned-by("Thing", "Sentiment Term")\}
instances-of("Positive Term") = \{"like"\}
instances-of("Negative Term") = \{"hate"\}
```

Generally speaking, $G_O$ consists of one aspect concept of Thing, whose instances can be any real-life concepts. An instance of Thing can be mentioned by a Sentiment Term, which can be either Positive Term or Negative Term. In this example, $G_O$ does not present any instance of aspect concept, non-taxonomic nor sentiment relation; whereas two terms "like" and "hate" are example instances of sentiment concepts Positive Term and Negative Term, respectively.

To graphically visualize an ontology, we rely on the idea of T-Box and A-Box. Basically, a T-Box captures the relations between concepts and an A-Box describes instances of concepts. Fig. 2 presents the T-Box and A-Box of Generic Ontology $G_O$.

\[ \text{Fig. 1. An example of generic ontology.} \]
Example 2. Fig. 3 gives an example of an Industry Ontology $O_S$. The T-Box shows that an Industry may have some Brands. Each Brand can produce many Products and each Product has various Features. All of these concepts are subconcepts of Thing in the Generic Ontology, i.e. they can be mentioned by positive or negative terms.

Listing 2. The Formal Representation of Generic Ontology

//Concepts
C_A = {"Thing", "Industry", "Brand", "Product", "Feature" }
C_S = {"Sentiment Term", "Negative Term", "Positive Term"}

//Relations
R^N = {belong-to("Brand","Industry"), produce("Brand","Product"), has("Product","Feature"))
R^T = {subconcept-of("Industry","Thing"), subconcept-of("Brand","Thing"), subconcept-of("Product","Thing"),
subconcept-of("Feature","Thing"), subconcept-of("Positive Term","Sentiment Term"), subconcept-of("Negative Term","Sentiment Term"))
R^S = {mentioned-by("Thing","Sentiment Term"))

//Concept instances
instances-of("Positive Term") = {"like","durable"}
instances-of("Negative Term") = {"hate","small size"}
instances-of("Industry") = {"Smartphone"}
instances-of("Brands") = {"S-Brand A","S-Brand B"}
instances-of("Features") = {"Battery","Screen","Design"}

//relation instances
instances-of("produces") = {"S-Brand A","Smartphone A"},{"S-Brand B","Smartphone B"})
instances-of("has") = {"(Smartphone A","Battery","Screen","Design"), ("Smartphone A","Battery","Screen","Design"))
instances-of("mentioned-by") = {"(Battery","durable"),("Design","small size"))
The A-Box of this Industry Ontology shows that this ontology describes concepts in the industry of smartphones. There are two brands, namely S-Brand A and S-Brand B, which produce products of Smartphone A and Smartphone B respectively. A smartphone product has certain features, such as Battery and Screen. Though sentiment terms are inherited from the concept of Thing, this Industry Ontology also introduces some new domain-specific sentiment terms in a manner such that durable is a positive term with regard to Battery whereas small size is a negative term with respect to Screen.

The formal information of this Industry Ontology can be captured as presented in Listing 2.

3. Sentiment Ontology Enrichment Using LCA

Formal Concept Analysis [28] is a data analysis technique that defines formal concepts of a formal context and builds a corresponding conceptual framework. In the field of data mining, this technique has many rich applications such as biological information [29], [30], social network analysis [31], semantic web search [32], coin tracking, technology orientation [33], understanding the association’s law [34], assessing terrorist risk [35], document compatibility [36] and software technology [37]. More specifically, [38] used the FCA technique to analyze the publishing status of articles in this field.

The central role of FCA is to generate a concept lattice. To build a more effective and meaningful conceptual lattice, many improvements have been proposed. [39] combines FCA, Chu Space and Domain Theory to analyze dependencies between attributes. [40] suggests using closure operators to analyze dependencies between attributes. The conceptual positioning method is proposed by [41]. In the proposal in [42], an algebraic structure has been proposed to construct a conceptual hierarchical tree and associated ontology from the concept lattice.

However, since the concepts created by FCA are not sufficient to capture the semantics of complex concepts such as features of the object, during the study, we propose to use Logical Concept Analysis (LCA) [43] as an extension of FCA, to build a concept lattice, where each concept has a characteristic represented by a logical formula. This technique is presented as follows.

Definition 1 (Formal context). A formal context is a triple \( K = (G, M, I) \) where \( G \) is a set of objects, \( M \) is a set of attributes, and \( I \) is a set of binary relations between \( G \) and \( M \), \( I \subseteq G \times M \). An object \( g \in G \) has an attribute \( m \in M \) is denoted as \((g, m) \in I\) or \(gIm\).

Definition 2 (Derivation operator). In a context \( (G, M, I) \), derivation objects \( A \subseteq G \), the set of attributes that are shared by all these objects, and for a set of attributes \( B \subseteq M \), the set of objects that share all these attributes and is denoted as follows.

\[
A \subseteq G, A' = \{ m \in M | \forall g \in A, \exists (g, m) \} \\
B \subseteq M, B' = \{ g \in G | \forall m \in B, \exists (g, m) \}
\]

Definition 3 (Formal concept). In a context \( (G, M, I) \), \((A, B)\) is a formal concept if and only if \(A \subseteq G, B \subseteq M, A = B' and B = A'\). \(A\) is called the extent of the formal concept \((A, B)\) and \(B\) is called the intent of the formal concept \((A, B)\).

Definition 4 (Concept relation). In a context \( (G, M, I) \), \((A_1, B_1) \leq (A_2, B_2)\) if and only if \(A_1 \subseteq A_2\) or \(B_2 \subseteq B_1\). \((A_1, B_1)\) is called the subconcept of the formal concept \((A_2, B_2)\) or \((A_2, B_2)\) is called the superconcept of the formal concept \((A_1, B_1)\).

Definition 5 (Concept lattice). In a context \( (G, M, I) \), the set of all formal concepts ordered by concept relations is called the concept lattice.
Note that for one concept lattice generated by an FCA, there would be two special concepts called \( \text{supremum} S \) and \( \text{infimum} I \). Any concept \( C \) on the lattice, we always have \( C \subseteq S \) and \( I \subseteq C \). The supremum and infimum are associated with the concepts denoted by \( \top \) and \( \bot \), respectively.

**Definition 6** (Logic formal context). A logic formal context is a triple \((O, L, i)\), where:

- \( O \) is a finite set of objects.
- \((L, \vdash)\) is a lattice of formulas, whose supremum is \( \lor \) and infimum is \( \land \); \( L \) denotes a logic whose deduction relation is \( \vdash \), and whose disjunctive and conjunctive operations are respectively \( \lor \) and \( \land \).
- \( i \) is a mapping from \( O \) to \( L \) that associates to each object a formula that describes the object.

The main difference between LCA and the standard FCA is that the intent is now a formula of the logic \( L \).

**Definition 7** (Logic derivation operator). Let \((O, L, i)\) be a virus logic formal context, logic derivation operator is defined as follows.

- \( O \subseteq O, O' = \lor_{o \in O} i(o) \)
- \( f \subseteq L, f' = \{ o \in O | i(o) \vdash f \} \)

**Definition 8** (Logic concept). In a context \((O, L, i)\), a logic concept is a pair \( c = (O, f) \) where \( O \subseteq O \) and \( f \subseteq L \), such that \( O' = f \) and \( f' = O \).

The set of all concepts that can be built in a context \((O, L, i)\) is denoted by \( C(O, L, i) \) and is partially ordered by \( \leq^C \), which is defined as follows.

**Definition 9** (Order \( \leq^C \)). Let \((O_1, f_1)\) and \((O_2, f_2)\) be in \( C(O, L, i) \),

\( (O_1, f_1) \leq^C (O_2, f_2) \iff O_1 \subseteq O_2 \land (f_2 \vdash f_1) \)

Moreover, it is necessary to note that the supremum and infimum of this logic lattice are \( \top \) and \( \bot \), respectively, where \( \top \) is achieved by applying the widening operator to all logic formulas, \( f_i \), on a lattice, and \( \bot \) is the result of applying conjunctive operations on all \( f_i \). Obviously, \( \top \vdash f_i \), and.

To apply LCA to ontology enrichment, in Table 1, we describe the logical formulas to bring out new concepts from existing ones. Fig. 3 illustrates the concepts formed from the existing ontological concepts from the Sentiment Ontology, represented as a concept lattice.

| No | Logic formulas | Purpose | Examples |
|----|----------------|---------|----------|
| 1  | AND            | Provide general attributes of a product line based on specific products | From C1 = \{iPhone_design, “beautiful”, AND “featured border”\} and C2 = \{Samsung_design, “beautiful” AND “no home button”\} we can introduce C3 = \{smartphone_design, “beautiful”\} |
2 OR Provide product descriptions from attribute descriptions

From
C4 = \{\text{Samsung\_price,"expensive"}\}
and
C2 = \{\text{Samsung\_design,"beautiful" AND "no home button"}\}
We can introduce new concept with higher abstraction
C5 = \{\text{Samsung,"beautiful" OR ("expensive" AND "no home button" )}\}

3 XOR Building product attribute characteristics

From
C6 = \{\text{sentiment\_general,"beautiful"}\}
and
C1 = \{\text{iPhone\_design,"beautiful" and "bordered features"}\}
C2 = \{\text{Samsung\_design,"beautiful" AND "no home button"}\}
We can introduce
C7 = \{\text{smartphone\_design\_sent,"featured border" OR "no home button"}\}

Fig. 3. Generation of new abstract concepts from the existing feature.

4. Experiments

4.1. The Deep Learning Model

Fig. 4 presents an overview of our proposed deep architecture for aspect-level sentiment analysis on news articles. The system includes the following modules.

Word embedding module: This is a three-layer neural network. The input layer consists of \(M\) words where
M is the number of words in the dictionary. The hidden layer consists of K nodes with K being quite small compared to N. The output layer also includes M nodes. This network will be trained from an M-word dictionary. Each word w in the dictionary is passed to the input layer of W as a one-hot vector corresponding to w. The W network will be trained to recognize the words w’ close to w, to be activated by the corresponding nodes in the output layer. w’ words can be determined from a predefined domain ontology built by the expert, or learned from a co-occurrence between (w,w’) in a large corpus in the domain being handled. After W is trained, the wj weights from the input node i to the intermediate node j will form a word embedding matrix W_M×K.

Training dataset: A set of collected documents. Each of these documents has been labeled {positive, neutral, negative} w.r.t to an object ob that needs to be sentiment-rated. A document with N words will be represented as matrix D_N×K in which the row of ith being the one-hot vector corresponding to the ith word in the document. When performing the matrix multiplication D×W, we can obtain an embedded matrix E_N×K. Matrix E will be used as the input for next Convolution Neural Network module.

Convolution Neural Network: At this stage, the matrix E will be collapsed with a convolutional window, which is a matrix F_d×K. The meaning of this matrix F is to extract an abstract feature from the d-gram analysis of the original text. The system will use f matrices F_d×K as an attempt to learn f abstract features. With the convolution between two matrices E and F being a N×1 column matrix, we will obtain the last matrix C_N×f by concatenating these column matrices together.

Next, matrix C will be fed into a pooling layer by a window p×f. The meaning of this process is to keep the important d-gram sets in consecutive p d-grams. Finally, we obtain the matrix Q_q×f with q = N/p.

Finally, a fully connected layer will be implemented to aggregate the results and from there conducted back-propagation process.

### 4.2. Experimental Results

In order to conduct experiment from real-life data, we obtain real datasets of user reviews on smartphone products from YouNet Media (YNM), a company dedicated for social listening and market intelligence. The dataset covers of 32 smartphone brands, 234 products. It consists of 2809, 3098 and 365 negative, neutral and positive mentions, respectively. The experts of YNM also helped us to defined aspect (attribute) of the Smartphone domain, as depicted in Table 3. The aspect terms and sentiments are also defined, as illustrated in Table. Totally, there were 1782 positive term and 1469 negative terms defined for the Smartphone domain.

| Attribute | Aspect Term                  | Sent.Term (Positive)       | Sent.Term (Negative)       |
|-----------|------------------------------|----------------------------|----------------------------|
| Design    | Design, shape,               | attractive,                | cloddish, flat             |
|           |                              | eye-catching,              |                            |
| Screen    | inch, pixel                  | sharp,anti-glare           | opaque, stained screen     |
| Camera    | lens, autofocus              | wide, bright               | blur, light-interference   |

We then measured the accuracy of our sentiment analysis approach. We did compare the performance of various sentiment analysis strategies as follows.

- SEN-LCA: we applied our full framework of LCA
- SEN-FCA: we only use FCA, with no extension of LCA
- SEN-NO-FCA: we only use Sentiment Ontology, no FCA techniques applied.

1 http://www.younetmedia.com/
• SVM: we used SVM for sentiment classification, as this technique was employed by various related works.

![Graph showing accuracy performance of sentiment analysis strategies.](image)

**Fig. 5. Accuracy performance of sentiment analysis strategies.**

Fig. 5 presents the accuracy percentage when we applied those analysis strategies on the collected datasets. It can be observed that our approach SEN-LCA enjoys the best performance.

5. **Conclusion**

In this paper, we proposed a solution to solve the problem of ontology enrichment. This approach is intended to apply to a specific problem: aspect-oriented sentiment analysis using deep learning. From the explicit attributes described by the ontology, we propose LCA, an extension of the FCA technique, to further enrich the ontologies and detect potential attributes on them. We have tested this approach on real data sets and obtained encouraging results.
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