DATA-DRIVEN CONTROL OF AGENT-BASED MODELS: AN EQUATION/VARIABLE-FREE MACHINE LEARNING APPROACH

A PREPRINT

Dimitrios G. Patsatzis
Dept. of Science and Technology for Energy and Sustainable Mobility
Consiglio Nazionale delle Ricerche
Naples, Italy
dimitrios.patsatzis@stems.cnr.it

Lucia Russo
Dept. of Science and Technology for Energy and Sustainable Mobility
Consiglio Nazionale delle Ricerche
Naples, Italy
lucia.russo@stems.cnr.it

Ioannis G. Kevrekidis
Dept. of Chemical and Biomolecular Engineering &
Dept. of Applied Mathematics and Statistics &
Dept. of Medicine, Johns Hopkins University
Baltimore, USA
yannisjk@jhu.edu

Constantinos Siettos *
Dept. of Mathematics and Applications &
Scuola Superiore Meridionale
Università degli Studi di Napoli Federico II
Naples, Italy
constantinos.siettos@unina.it

July 27, 2024

ABSTRACT

We present an Equation/Variable free machine learning (EVFML) framework for the control of the collective dynamics of complex/multiscale systems modelled via microscopic/agent-based simulators. The approach obviates the need for construction of surrogate, reduced-order models. The proposed implementation consists of three steps: (A) from high-dimensional agent-based simulations, machine learning (in particular, non-linear manifold learning (Diffusion Maps (DMs)) helps identify a set of coarse-grained variables that parametrize the low-dimensional manifold on which the emergent/collective dynamics evolve. The out-of-sample extension and pre-image problems, i.e. the construction of non-linear mappings from the high-dimensional input space to the low-dimensional manifold and back, are solved by coupling DMs with the Nyström extension and Geometric Harmonics, respectively; (B) having identified the manifold and its coordinates, we exploit the Equation-free approach to perform numerical bifurcation analysis of the emergent dynamics; then (C) based on the previous steps, we design data-driven embedded wash-out controllers that drive the agent-based simulators to their intrinsic, imprecisely known, emergent open-loop unstable steady-states, thus demonstrating that the scheme is robust against numerical approximation errors and modelling uncertainty. The efficiency of the framework is illustrated by controlling emergent unstable (i) traveling waves of a deterministic agent-based model of traffic dynamics, and (ii) equilibria of a stochastic financial market agent model with mimesis.
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1 Introduction

Scientific computation and control of the emergent/collective dynamics of high-dimensional multiscale/complex dynamical systems constitute open challenging tasks due to (a) the lack of physical insight and knowledge of the
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appropriate macroscopic quantities needed to usefully describe the evolution of the emergent dynamics, (b) the so-called “curse of dimensionality” when trying to efficiently learn surrogate models with good generalization properties, and (c) the problem of bridging the scale where individual units (atoms, molecules, cells, bacteria, individuals, robots) interact, and the macroscopic scale where the emergent properties arise and evolve [14]. For the task of identification of macroscopic variables from high-fidelity simulations/spatio-temporal data, various machine learning methods have been proposed including non-linear manifold learning algorithms such as Diffusion Maps (DMs) [5–13], ISOMAP [14–16] and Local Linear Embedding [17,18] but also Autoencoders [19,20]. For the task of the extraction of surrogate models for the approximation of the emergent dynamics, available approaches include the Sparse Identification of the Nonlinear Dynamics (SINDy) [21], the Koopman operator [22–27], Gaussian Processes [12,13], Artificial Neural Networks (ANNs) [12,13], Recursive Neural Networks (RNN) [20], Deep Learning [29], as well as Long Short-Term Memory (LSTM) networks [30].

In this work, we propose a fully data-driven Equation/Variable-free framework based on machine learning (EVFML) for the control of the emergent dynamics of complex/multiscale dynamical systems modelled via detailed agent-based/microscopic simulators. The approach is deployed in three main steps (see also Fig. 1). In the first step (A), based on detailed agent-based simulations over the bifurcation parameter space, we use machine learning, and in particular non-linear manifold learning (DMs), to discover a set of coarse-grained variables that can be used to define a low-dimensional manifold on which the emergent dynamics evolve. This first step involves also the solution(i) of the out-of-sample extension problem (i.e., the construction of a map that embeds/restricts/projects new unseen points in the high-dimensional input space to the low-dimensional manifold) coupling the Nyström method with DMs, and, (ii) of the pre-image problem (i.e., the construction of the non-linear inverse map that reconstructs/lifts/pre-images new unseen points in the manifold to the high-dimensional input space), coupling Geometric Harmonics (GHs) with DMs. In the second step (B), based on the identified coarse-grained variables and the construction of the restriction and lifting operators from step A, we exploit the EF approach to perform numerical bifurcation analysis of the emergent dynamics, thus tracing steady-state solution branches of the emergent/collective dynamics and quantifying their stability. In the third step (C), with the information extracted from step (B), we design embedded wash-out controllers ([42,43]) that drive the agent-based simulators to converge to their intrinsic, imprecisely known, emergent open-loop unstable steady-states. In order to increase the numerical approximation accuracy of the numerical quantities (such as Jacobians and control matrices) required for the design of the controllers, we repeat the procedure of step A around the steady-states of interest over the control parameter space. Thus, we demonstrate that the proposed control scheme is robust against numerical approximation errors/modelling uncertainties introduced in the estimation of the actual values of the coarse-grained steady-states and the numerical solution of the out-of-sample extension and pre-image problems.

The performance of the EVFML framework is assessed through two problems: (a) the stabilization of unstable traveling waves of a deterministic agent-based simulator describing traffic dynamics along a ring-shaped road [41,44], and, (b)
Figure 1: Schematic of the proposed data-driven \textit{EVFML} framework, based on machine learning, for the control of the emergent/collective dynamics of complex systems modelled via agent-based simulators. The approach is deployed in three main steps: (A) Discovery of the low-dimensional manifold $\mathcal{M}$ and its coordinates using non-linear manifold learning and in particular Diffusion Maps (DMs), from a high-dimensional point cloud, (B) Equation-free numerical bifurcation analysis on $\mathcal{M}$, (C) Repetition of (A) around the coarse-grained steady-states of interest over the control parameter space and "on demand" design of wash-out controllers for the emergent dynamics.

the stabilization of unstable equilibria of a stochastic agent-based model describing the dynamics of a simple financial market with mimesis \cite{43, 45}.

We demonstrate that our \textit{EVFML} framework allows the accurate learning and control of the emergent dynamics without any prior knowledge/physical insight of the “correct” macroscopic observables, and despite numerical approximation errors/ modelling uncertainty, thus bypassing the need to construct any type of global surrogate models that \textit{de facto} introduce biases. Furthermore, the \textit{EVFML} framework suggests a new way to engineer complex systems via machine/deep learning, as potentially it can be used to facilitate: (a) the data collection in an intelligent/targeted way "on demand" around the states of interest over the parameter space, and (b) the bridging of the notional gap between high-dimensional data point clouds, physics interpretability, numerical analysis and control.

2 Materials and Methods

In what follows, we present the various elements of the three-step proposed Equation/Variable-free machine learning (\textit{EVFML}) framework. We begin with the description of the procedure for the identification of a set of coarse-grained variables that parametrize a low-dimensional manifold on which the emergent dynamics evolve using Diffusion Maps (DMs). We also present the methodology for solving the out-of-sample extension and pre-image problems coupling DMs with the Nyström method and Geometric Harmonics (GHs), respectively; it should be noted that the solution of the pre-image problem, i.e. that of the inversion of the non-linear feature map, is in general an ill-posed problem and as such its solution is not unique. Next, we provide a brief description of the Equation-free (EF) framework and the concept of the \textit{coarse-timestepper}, which enables the targeted extraction of macroscopic system-level information directly from the detailed/fine scale, microscopic/agent-based simulations. Finally, we illustrate the "on-demand" design of embedded controllers, in particular wash-out filters, to stabilize embedded regular unstable steady-states, thus demonstrating that the proposed scheme is, under certain assumptions, robust to modelling uncertainties introduced in the approximation.
of the manifold and the construction of the non-linear mappings from the input space to the manifold and back. For an overview of the various steps, please refer to Fig. 1.

2.1 Step A. Discovery of Coarse-grained variables via Diffusion Maps and the numerical solution of the out-of-sample extension and pre-image problems

For discovering coarse-grained variables that parametrize the underlying manifold on which the emergent dynamics evolve, we use non-linear manifold learning and in particular Diffusion Maps (DMs) [5–7]. The goal is to construct a non-linear mapping from a high-dimensional space to a low-dimensional subspace, so that the intrinsic geometry of the embedded manifold is preserved. Given the collected $M$ observations $x_m \in \mathbb{R}^N, m = 1, \ldots, M$ in the high-dimensional space, which can be compactly written in a row-wise matrix form $X \in \mathbb{R}^{M \times N}$, we assume that these data are embedded in a smooth low-dimensional manifold $\mathcal{M} \subset \mathbb{R}^N$. DMs seek to find their low-dimensional representations $y_m \in \mathbb{R}^D$ with $D \ll N$, compactly written in the matrix form $Y \in \mathbb{R}^{M \times D}$, such that the Euclidean distance of the points $y$ (rows of $Y$) is preserved as the diffusion distance of points in $X$ (rows of $X$) [6].

The implementation begins by defining a similarity metric between pairs of points, say $x_i, x_j \in X, \forall i, j = 1, \ldots, M$ in the high-dimensional space. By utilizing the Euclidean norm $d_{ij} = ||x_i - x_j||$, a Gaussian kernel function $k(x_i, x_j)$ is employed for calculating the affinity matrix:

$$A = [a_{ij}] = [k(x_i, x_j)] = exp(\frac{-d_{ij}^2}{\epsilon^2}) = exp\left(-\frac{||x_i - x_j||^2}{\epsilon^2}\right),$$

where the shape parameter $\epsilon$ expresses a measure of the local neighborhood in the high-dimensional space.

Then, one constructs the $M \times M$ Markovian transition matrix $M$, by normalizing each row of the affinity matrix, such that

$$M = D^{-1}A,$$

where $D = diag\left(\sum_{j=1}^{M} a_{ij}\right)$.

The elements $\mu_{ij}$ of $M$ correspond to the probability of jumping from one point to another in the high-dimensional space. In particular, the transition matrix defines a Markovian random walk $X_t$ on the data points, with probability of moving from point $i$ to point $j$ at the $t$-step of a conceptual diffusion process across the data:

$$\mu_{ij} = \mu(x_i, x_j) = \text{Prob}(X_{t+1} = x_j | X_t = x_i)$$

Given the weighted graph defined via the Gaussian kernel function $k(x_i, x_j)$ on the high-dimensional space, the random walk can be then defined by the transition probabilities

$$\mu_{ij} = \mu(x_i, x_j) = \frac{k(x_i, x_j)}{\text{deg}(x_i)},$$

where $\text{deg}(x_i) = \sum_{j=1}^{M} k(x_i, x_j),$$ thus retrieving the expression in Eq. (2).

The Markovian transition matrix $M$ is similar to the matrix $\tilde{M} = D^{-1/2}AD^{-1/2}$, which is symmetric and positive definite, thus allowing for the eigendecomposition:

$$M = \sum_{i=1}^{M} \lambda_i z_i y_i^T,$$

where $\lambda_i \in \mathbb{R}$ are the eigenvalues and $z_i \in \mathbb{R}^M$ and $y_i \in \mathbb{R}^M$ are the left and right eigenvectors of $M$, respectively, such that $(z_i, y_j) = \delta_{ij}$. The set of right eigenvectors $y_i$ provides an orthonormal basis for the low-dimensional subspace in $\mathbb{R}^D$ spanned by the rows of $M$. The best $D$-dimensional low-rank approximation of the row space of $M$ in the Euclidean space $\mathbb{R}^D$ is given by the $D$ right eigenvectors corresponding to the $D$ largest eigenvalues.

Thus, the DMs embedding is realized as the mapping of each observation $x_m$ to the row vector

$$y_m = (y_{1,m}, \ldots, y_{D,m}), \forall m = 1, \ldots, M,$$

where $y_{i,m}$ denotes the $m$-th element of the $i$-th right eigenvector, corresponding to the $i$-th non-trivial, sorted in descending order, eigenvalue $\lambda_i$ for $i = 1, \ldots, D \ll N$. It has been shown that such a selection of DMs eigenvectors
provides the best approximation of the Euclidean distance $\|y_i - y_j\|$ between two points, say $y_i, y_j \in Y$ on the low-dimensional space to the diffusion distance on the high-dimensional space \([6]\), defined as:

$$D_t^2(x_i, x_j) = \|\mu_t(x_i, \cdot), \mu_t(x_j, \cdot)\|_2^2 = \sum_{k=1}^{M} \frac{(\mu_t(x_i, x_k) - \mu_t(x_j, x_k))^2}{\deg(x_k)}$$

where $\mu_t(x_i, \cdot)$ is the $i$-th row of the Markovian transition matrix $M^t$, corresponding to the transition probabilities after $t$ diffusion steps; here, for our computations, we considered $t = 1$.

In practice, the embedded dimension $D$ is determined by the spectral gap of the eigenvalue ratio of the transition matrix $M$, assuming that the first $D$ leading eigenvalues are adequate for providing a good approximation of the diffusion distance between all pairs of points \([7]\). However, this is not always the case and one should consider employing parsimonious DMs \([47, 48]\) for selecting the eigenvectors that provide the best low-dimensional embedding.

For the cases considered in this work, though, such a parsimonious identification was not required, since the spectral gap was an adequate criterion for discovering the DMs eigenvectors that provide the desired manifold parametrization.

### 2.2 The numerical solution of the Out-of-sample extension and Pre-image problems

The coarse-scale variables that parametrize the low-dimensional manifold are provided in a data-driven manner by the DMs embeddings over the parameter space, thus circumventing intuition-based identification. However, for employing the coarse-timestepper of the EF framework, it is required to construct the restriction and lifting operators so that they are able to cope with out-of-sample data. This task requires the numerical solution of the so-called out-of-sample extension and pre-image problems, respectively.

#### 2.2.1 The Out-of-sample extension problem: the Restriction operator

Let the high-dimensional data set be $X = \{x_m \in \mathbb{R}^N | m = 1, \ldots, M\}$ of $M$ observations and assume that the employment of DMs in Section 2.1 results in a low-dimensional embedding with, say, $\lambda_i$ for $i = 1, \ldots, D$ sorted eigenvalues and their associated right eigenvectors $y_i$. Here, the restriction operator $R$ evaluated at a point of the given data set $x_m$ is defined as:

$$R(x_m) = (y_{1,m}, \ldots, y_{D,m}) = y_m \in \mathbb{R}^D, \quad m = 1, \ldots, M,$$

where $y_{i,m}$ denotes the $m$-th component of the $i$-th DMs eigenvector $y_i$. However, in the case where new unseen high-dimensional data points are presented, one needs to recalculate the DMs embeddings. To avoid the computational cost of such a procedure, we instead utilize the so-called Nyström method \([49]\) to extend $R$ to new unseen data points \([7]\), i.e. solve the out-of-sample extension problem.

The extension is based on the fact that the eigenvectors $y_i$ form a basis of the low-dimensional subspace (see \([46]\) for details). This implies that any function defined at known data points $x_m$ of the high-dimensional space, say, $f(x_m)$ can be extended to the low-dimensional manifold as:

$$\hat{f}(x_m) = \sum_{i=1}^{D} a_i y_i(x_m) \quad m = 1, \ldots, M,$$

where $a_i = \langle y_i, f(x_m) \rangle$ are the projection coefficients of the function to be extended to the first $D$ eigenvectors. Using the same projection coefficients, one can now map the function evaluated to new unseen data points, say $x^n_l \in \mathbb{R}^N$ for $l = 1, \ldots, L$, of the high-dimensional space as

$$\hat{E}(\hat{f}(x^n_l)) = \sum_{i=1}^{D} a_i \hat{y}_i(x^n_l),$$

where,

$$\hat{y}_i(x^n_l) = \frac{1}{\lambda_i} \sum_{m=1}^{M} k(x_m, x^n_l) y_i(x_m), \quad i = 1, \ldots, D$$

are the corresponding Geometric Harmonics and $k(x_m, x^n_l)$ is the Gaussian kernel function used to seed the construction of the affinity matrix in Eq. \([1]\), this time measuring the similarity of the new point $x^n_l$ to the known data points $x_m$. Casting the data set of new points $x^n_l$ for $l = 1, \ldots, L$ in the matrix form $\hat{X}^n \in \mathbb{R}^{L \times N}$, Eq. \([7]\) can be written in the compact matrix form \([46]\):

$$\hat{E}(\hat{f}) = K_{L \times M} Y_{M \times D} A^{-1}_{D \times D} Y^T_{D \times M} F_{M \times 1},$$

where $K_{L \times M}$ is the kernel matrix, $Y_{M \times D}$ is the matrix of eigenvectors, and $A$ is the diagonal matrix of eigenvalues. This compact expression allows for efficient computation of the extension by leveraging the Nyström method.
where \( K_{L \times M} \) is the corresponding kernel matrix, \( Y_{M \times D} \) is the matrix of the DMs eigenvectors \( y_i \) in columns and \( \Lambda_{D \times D} \) is the diagonal matrix with elements \( \lambda_i \).

For the solution of the out-of-sample extension problem, we seek to extend the restriction operator of Eq. (4) for new out-of-sample unseen data points \( X^n \nsubset X \) of the high-dimensional space. Thus, substitution of \( \hat{f} \) with \( R \) and of \( f \) with \( Y \) to Eq. (8) (the left and right hand sides in Eq. (4)) implies

\[
R(X^n) = K_{L \times M} Y_{M \times D} \Lambda^{-1}_{D \times D}.
\]

(9)

The above extends the definition of the restriction operator to the \( L \) new data points in \( X^n \) on the manifold as constructed by the DMs embeddings. A detailed schematic representation of the Nyström method is displayed in Fig. 2, where the image \( R(x^n_l) \) of the new point \( x^n_l \) is depicted with blue dots and arrows.

Figure 2: Schematic representation of the out-of-sample extension problem (blue dots and arrows) via Nyström method and the pre-image problem via GHs (red dots and arrows) at panel (a) and via k-NN at panel (b). The black dots denote observations in the ambient space \( \mathbb{R}^N \) and their representations on the DMs and “double” DMs spaces \( \mathbb{R}^D \) and \( \mathbb{R}^K \), respectively. The Nyström method is performed for obtaining the image \( R(x^n_l) \) of the new point \( x^n_l \). The reconstruction with GHs (top panel) and with k-NN (bottom panel) is performed for obtaining the pre-image \( L(y^n_l) \) of a new point \( y^n_l \). As described in Section 2.2.2 for the GHs extension, projection to the “double” DMs space is first performed for defining a new basis in \( \mathbb{R}^K \) through which one obtains the reconstructed state in \( \mathbb{R}^N \).

### 2.2.2 The Pre-image problem: the Lifting operator.

The numerical solution of the pre-image problem refers to the reconstruction of high-dimensional representations, given low-dimensional measurements on the manifold. In terms of the EF analysis, this task corresponds to the construction of a “lifting” operator:

\[
L \equiv R^{-1} : R(x) \mapsto x,
\]

so that new, unseen points in the low-dimensional manifold \( y^n_l \notin \{ y_m = R(x_m) | m = 1, \ldots, M \} \) for \( l = 1, \ldots, L \) are mapped back to the original high-dimensional space. Below, we present the two methodologies utilized in this work to solve the pre-image problem, namely the Geometric Harmonics (GHs) and the k-Nearest Neighbors (k-NN) algorithms. For a detailed review and comparison of various methods see [9][18][50].

**Geometric Harmonics (GHs)** GHs are sets of functions that allow the extension of a function defined on a high-dimensional space to new, unseen points on the low-dimensional manifold [46]. Their derivation is based on the Nyström method and they constitute the functions shown in Eq. (7).

Thus, one would employ Eq. (7) for the new points in the manifold \( y^n_l \) for \( l = 1, \ldots, L \), with the Gaussian kernel function now considered on the low-dimensional space as \( k(y_m, y^n_l) \), where \( y_m \in R(X) \) is the DMs embedding of...
the $m$-th observation. However, as pointed out by \[9, 50\], the basis provided by the DMs embeddings $(\lambda_i, y_i)$ for $i = 1, \ldots, D$ is unable to provide an accurate approximation of the function on the manifold, that is the function of Eq. (5), which in this case takes the form $f(y_m)$. Instead, one should again employ DMs, this time on the $D$ first $y_i$ eigenvectors, in order to obtain a new basis upon which to extend $\hat{f}$ \[9, 50\]. In what follows, we present the implementation of the “Double DMs” technique for calculating the GHs functions.

Recall that the employment of the DMs to the high-dimensional data $X = \{x_m \in \mathbb{R}^N | m = 1, \ldots, M\}$ of $M$ observations over the parameter space result to the embedding $(\lambda_i, y_i)$ for $i = 1, \ldots, D$. At the first step, similarly to the application of the DMs, a Gaussian kernel function is utilized for constructing the affinity matrix for the $y_i$ embeddings

$$\tilde{A} = [\tilde{a}_{ij}] = [k(y_i, y_j)] = \exp\left(-\frac{|y_i - y_j|^2}{\epsilon^2}\right),$$

(11)

where $\tilde{\epsilon} \ll \epsilon$ of the “first” DMs embedding. Here, one does not need to calculate a Markovian transition matrix as in the “first” DMs, since the accurate approximation of the diffusion distance is no longer needed. Since $\tilde{A}$ is a positive and semi-definite matrix, it has a set of non-negative eigenvalues, say $\sigma_k \in \mathbb{R}$, and the corresponding orthonormal right eigenvectors $v_k \in \mathbb{R}^M$. The selection of the first $K$ largest eigenvalues, such that $\sigma_K > \delta \sigma_0$, where $\delta > 0$ serves as a threshold, determines the accuracy of the new embedding; the smaller/largest $\delta$ is, the more/less accurate the “second” DMs embedding is. We then use the eigenvectors $v_k$ as a basis to project the function $\hat{f}$ via the new low-dimensional points $y_k^n \in \mathbb{R}^D$ for $l = 1, \ldots, L$, so that Eq. (7) now reads

$$\mathcal{E}(\hat{f}(y_k^n)) = \sum_{k=0}^{K} \tilde{a}_k \tilde{v}_k(y_k^n)$$

are the GHs, evaluated at the basis obtained via the “second” DMs embedding $v_k(y_m)$. This time, the projection coefficients of the function $f(y_m)$ to be extended are calculated as $\tilde{a}_k = \langle v_k, f(y_m) \rangle$, where $y_m$ is the DMs embedding of the $m$-th observation. Casting the extension in the matrix form:

$$\mathcal{E}(\hat{f}) = \tilde{K}_{l \times M} V_{M \times K} \Sigma_{K \times K}^{-1} V_{K \times M}^T f_{M \times 1}$$

(12)

one obtains a similar to Eq. (8) form, where now $V_{M \times K}$ is the column-wise matrix of the $K$ eigenvectors $v_k$ obtained through the “second” DMs and $\Sigma_{K \times K}$ is the diagonal matrix with the corresponding eigenvalues $\sigma_k$.

Regarding the numerical solution of the pre-image problem, we are interested in constructing the lifting operator for a set of, say $L$, new out-of-sample data points $y_k^n \notin \{y_m = \mathcal{R}(x_m) | m = 1, \ldots, M\}$ of the low-dimensional space, compactly written in the matrix form $Y^n \in \mathbb{R}^{L \times N}$. Thus, substitution of $\hat{f}$ with $\mathcal{L}$ and of $f$ with $x$ (the left and right-hand sides of Eq. (10) to Eq. (12)) implies the matrix form

$$\mathcal{L}(Y^n) = \tilde{K}_{l \times M} V_{M \times K} \Sigma_{K \times K}^{-1} V_{K \times M}^T X_{M \times N},$$

(13)

which extends the definition of the lifting operator to reconstruct (pre-image) the $L$ new data points in $Y^n$ in the high-dimensional space. A detailed schematic representation of the GHs extension is demonstrated in Fig. 2(a).

It is important here to note that the number $K$ of the “second” DMs eigenvectors needs to be high enough for an accurate reconstruction of the high-dimensional space (see \[50\] for an indicative algorithm on the selection of $\delta$ threshold). However, the advantage of this method, as evidenced by Eq. (13) is that for the reconstruction of the new data points $Y^n$, only the matrix $K$ is required. This is because the matrix $V \Sigma^{-1} V^T X$ is independent of the new data points and thus can be pre-computed for accelerating computations, as also noted by \[9, 50\].

**k-Nearest Neighbors** The aim of the k-NN approach is to define the lifting operator for an unseen point in the manifold by expressing it as a linear combination of its $k$ nearest neighbors, whose lifted realizations are already known. This approach involves the numerical solution of an optimization problem \[41\]. In particular, one begins by choosing a number $K$ of nearest neighbors, with $K \geq D + 1$, near which one assumes that the desired lifted realizations $\mathcal{L}(y_l^n)$ reside. The goal is to find such extensions on the high-dimensional space that, when restricted, they will be mapped back as close as possible to the given unseen points in the manifold; i.e., $\mathcal{R}(\mathcal{L}(y_l^n)) \approx y_l^n$. We thus assume that the unknown $L$ lifted realizations can be expressed in matrix form as

$$\mathcal{L}(Y^n) = \sum_{k=1}^{K} a_k x_{mk},$$

(14)

where $x_{mk} \in X$ are data points in the high-dimensional space, the restricted images of which are known via the DMs embeddings; i.e., $\mathcal{R}(x_{mk}) = y_{mk}$. Then, one estimates the sets of coefficients $a_1, \ldots, a_K \in \mathbb{R}^l$ for the $l$-th point in
the manifold through the solution of the optimization problem:

\[
(a_{l,1}, \ldots, a_{l,K}) = \arg\min_{(a_{1}, \ldots, a_{K}) \in [0,1]^K} \left\{ \left\| y_l^n - R \left( \sum_{k=1}^{K} a_k x_{m_k} \right) \right\| : \text{subject to } \sum_{k=1}^{K} a_k = 1 \right\}
\]

for \( l = 1, \ldots, L \) where \( y_l^n \in \mathbb{Y}^n \) denotes the \( l \)-th point in the manifold for which the reconstructed realization is desired. A schematic representation of the k-NN reconstruction is demonstrated in Fig. 2(b). Note that the optimization problem of Eq. (15) may in general have multiple solutions, however in practice as the number \( K \) of NN increases the minimum gets closer to zero, so that a unique solution is achieved [41].

2.2.3 Numerical approximation accuracy of the Restriction and Lifting operators.

In order to evaluate the numerical approximation accuracy of the restriction \( R \) operator as computed via the Nyström method and the lifting operator \( L \) as computed by coupling DMs with GHSs and k-NN, we used the following leave-one-out cross-validation (LOOCV) procedure.

For the restriction operator \( R \), we considered the DMs embeddings in Eq. (4) and removed every time one observation \( x_m \) from the high-dimensional space and its corresponding low-dimensional image \( y_m = R(x_m) \); we denote the reduced-by one point-data set by \( X - \{x_m\} \) and its corresponding DMs embedding, by \( R_{X - \{x_m\}} \). Using \( R_{X - \{x_m\}} \), we apply the Nyström method according to Eq. (9) considering \( x_m \) as the new unseen point and compare the resulting \( R(x_m) \) with the ground truth \( y_m \), \( \forall m = 1, \ldots, M \). We assessed the approximation error in terms of \( L_1 \), \( L_2 \) and \( L_{\infty} \) norms and also reported the absolute and relative error with respect to the ground truth DMs embeddings.

For the lifting operator \( L \), we considered the low-dimensional image provided by the DMs embeddings in Eq. (10) and removed every time one low-dimensional image \( y_m \) from the DMs embedding and the corresponding observation \( x_m = L(y_m) \); we denote the reduced-by one point-DMs embedding by \( Y - \{y_m\} \) and its corresponding pre-image by \( L_{Y - \{y_m\}} \). Using \( L_{Y - \{y_m\}} \), we employed both GHSs and k-NN according to Eqs. (13) and (15), respectively, considering \( y_m \) as the new unseen point. We then compared the resulting \( L_{Y - \{y_m\}} \) with the ground truth data points in the high-dimensional space \( x_m \), \( \forall m = 1, \ldots, M \). We again assessed the approximation error in terms of \( L_1 \), \( L_2 \) and \( L_{\infty} \) norms in the high-dimensional space. For visualization purposes (plotting in the low-dimensional space), we additionally employed the restriction operator for calculating the absolute and relative error of \( R(L_{Y - \{y_m\}}) \) with respect to the ground truth DMs embeddings \( y_m = R(x_m) \). For the cases under study, we report the norm errors of both the restriction and lifting operators in the Supplementary Material, where we also include the visualization of the absolute and relative errors.

2.3 Step B. Data-driven Equation/Variable-free numerical bifurcation analysis

Given the data-driven identification of the coarse-grained variables via DMs and the construction of the lifting (via GHSs or k-NN) and restriction (via the Nyström method) operators, we have put all the pieces together for the construction of the coarse-timestepper which is the core of EF multiscale computations defined on the low-dimensional manifold. Based on this, we perform a numerical bifurcation analysis in order to track branches of steady-state-solutions and extract the numerical quantities needed for the design of controllers [36][52][53][52]. Equation-free computations rely on the fact that many complex/multiscale dynamical systems exhibit a collective/emergent behavior that can be described by just a few coarse-grained variables describing the dynamics at a macroscopic level [1][53]. Let us consider a high, say \( N \)-dimensional dynamical system describing the microscopic evolution of \( N \) state variables. We assume that there exists a low, say \( D \ll N \)-dimensional slow invariant manifold \( \mathcal{M} \), which attracts all the higher-order moments of the microscopic distribution. Within the EF framework, one computes the necessary macroscopic numerical quantities required for the system-level analysis “on demand” on \( \mathcal{M} \), by short bursts of appropriately initialized high-dimensional simulations of the agent-based/microscopic model [1][10][31][32][43][53]. The key elements here are the restriction, \( R \), and lifting, \( L \), operators. Ideally, the composition \( R \circ L \) should map to the identity map \( I_{\mathbb{R}^D} \).

The core of EF analysis is the coarse-timestepper [1][53], which is a “black-box” evolution operator of the coarse-scale dynamics on the low-dimensional manifold \( \mathcal{M} \). It essentially constructs a discrete map of the coarse-scale variables over a macroscopic short time period \( \delta t \) by using the lifting and restriction operators to bridge the emergent dynamics with the microscopic scale. The coarse-timestepper consists of the following steps (see also Fig. 3 for a schematic representation):

1. Given a macroscopic representation \( y(t) \in \mathbb{R}^D \), map using the lifting operator to a consistent microscopic realization \( x(t) \in \mathbb{R}^N: x(t) = L(y(t)) \).
2. Evolve the microscopic realization with the microscopic simulator (agent based, ODE, etc.) for a small macroscopic burst $\delta t$:

$$x(t + \delta t) = \Phi_{\delta t}(L(y(t)), p(t)),$$

where $\Phi_{\delta t} : \mathbb{R}^N \times \mathbb{R}^q \rightarrow \mathbb{R}^N$ denotes the evolution operator of the microscopic simulator, $p \in \mathbb{R}^q$ denotes the vector of parameters including bifurcation parameters, say $\lambda$ and control variables, say $u$.

3. Map back to the macroscopic level through the restriction operator: $y(t + \delta t) = R(x(t + \delta t))$, thus resulting to

$$y(t + \delta t) = R(\Phi_{\delta t}(L(y(t)), p(t))) = \phi_{\delta t}(y(t), p(t)),$$

where $\phi_{\delta t} : \mathbb{R}^D \times \mathbb{R}^q \rightarrow \mathbb{R}^D$ denotes the unknown explicitly, coarse-grained evolution operator defined on the low-dimensional manifold. Note that the macroscopic time step $\delta t$ should be long enough in order to allow the microscopic simulations to heal; i.e., the microscopic systems’ lifted realization to return to the neighborhood of the manifold $\mathcal{M}$.

In order to allow for the coarse-grained macroscopic system to heal, the coarse-timestepper in Eq. (16) is modified as [44]:

$$y(t_{\text{skip}} + \delta t; \lambda) = R(\Phi_\delta(L(y(t_{\text{skip}}; \lambda)), u^*)) = \phi_\delta(y(t_{\text{skip}}; \lambda), u^*),$$

where $t_{\text{skip}}$ is the additional healing step that allows for transients to decay and $\delta$ is the time step to record any changes in the potentially examined stationary points. Being interested in bifurcation analysis, we explicitly denote by $\lambda$ the bifurcation parameter and consider the control variables in $p(t)$ constant at $u^*$.

Hence, for tracing the coarse-grained stationary points, one needs to track the solution branches of:

$$F(y, \lambda) \equiv y - \phi_\delta(y, \lambda) = 0,$$

in which we drop the dependency on $t_{\text{skip}}$ and $u^*$ and explicitly denote that of the bifurcation parameter $\lambda$.

Here, we employ an equation-free pseudo-arc-length continuation and augment Eq. (18) with the condition:

$$N(y, \lambda) \equiv \frac{(y_1 - y_0)^T}{\delta \lambda} \cdot (y - y_1) + \frac{(\lambda_1 - \lambda_0)}{\delta \lambda} \cdot (\lambda - \lambda_1) - \delta \lambda = 0,$$

where $(y_1, \lambda_1)$ and $(y_0, \lambda_0)$ are two previous computed solutions and $\delta \lambda$ is the pseudo-arc-length step size. The $(D + 1)$-dim. system of Eqs. (18) essentially constitutes a predictor-corrector scheme, which is solved by using the Newton’s method on the correction step. The Newton’s iterative update of the $k$-th iteration reads:

$$(y^{k+1}, \lambda^{k+1})^T = (y^k, \lambda^k)^T - J^{-1} \cdot [F(y^k, \lambda^k), N(y^k, \lambda^k)]^T,$$

where the Jacobian $J \in \mathbb{R}^{(D + 1) \times (D + 1)}$

$$J = \begin{bmatrix} F_y(y, \lambda) & F_\lambda(y, \lambda) \\ (y_1 - y_0)^T \delta \lambda & \frac{\lambda_1 - \lambda_0}{\delta \lambda} \end{bmatrix} (y^k, \lambda^k),$$

Figure 3: A schematic of the Equation-free multiscale framework.
is estimated numerically, e.g. via finite differences with the use of the coarse-timestepper in Eq. (17) as follows:

$$F_y(y, \lambda) = I - \frac{\phi_d(y + \Delta y, \lambda) - \phi_d(y, \lambda)}{\Delta y}, \quad F_A(y, \lambda) = -\frac{\phi_d(y, \lambda + \Delta \lambda) - \phi_d(y, \lambda)}{\Delta \lambda}$$

(21)

considering small perturbations $\Delta y$ and $\Delta \lambda$ in each element of the coarse variable and the bifurcation parameter, respectively.

Here, we re-iterate that in the above procedure, all the necessary numerical quantities required for the numerical bifurcation analysis (coarse-grained steady-states, stability, Jacobians) are provided on the manifold parametrized by DMs embeddings $y_t \in \mathbb{R}^D$, though the coarse-timestepper with the appropriate lifting and restriction operators, described in Section 2.1.

2.4 Step C. Design and implementation of embedded wash-out controllers

Having performed the numerical bifurcation analysis, we can now proceed with the design of controllers for the stabilization of regular unstable steady-states. Here, we design linear dynamic state feedback wash-out controllers [40][42][43] based on the numerical quantities extracted by the coarse-timestepper around the steady-state that we seek to stabilize. We note that in general, the coarse-timestepper defined by Eq. (16) provides a numerical “on demand” approximation of the actual evolution operator of the detailed high-dimensional agent-based dynamics on the manifold around the actual embedded steady-states. Assuming that we have correctly identified the actual intrinsic dimension of the manifold and a set of coarse-grained variables that parametrize it, the modelling uncertainty is mainly due to the numerical errors introduced by the implementation of the restriction and lifting operators. In general, the coarse-grained steady-states of the agent-based simulator computed by the coarse-grained bifurcation analysis with the EF approach are approximations of the actual ones. Hence, in order to be able to drive the detailed agent-based simulator at its own actual coarse-grained open-loop unstable states, one has to take into account this modelling uncertainty. Thus, to increase accuracy of the numerical approximation of the “local” manifold around the steady-state of interest, we used again DMs and reconstructed the lifting and restriction operators on a denser data set over the control variable space produced through the agent-based simulator.

At this point, we demonstrate the following theorem on the robustness of the proposed control scheme subject to modelling uncertainties and numerical approximation errors.

**Theorem 2.1.** Let $C \subset \mathbb{R}^D$ be the set of all regular points $y_c$ in the manifold $M$ parametrized by the DMs coordinates, from which the actual open-loop coarse-grained embedded equilibrium, say $(y^*, u^*)$ is controllable, i.e. starting from $y_c \in C$ one can design a controller that can bring the system to $(y^*, u^*)$ at a finite time. Let us denote by $C_0 \subset C$ the subset of all points around $(y^*, u^*)$ and by $(y^0, u^0) \in C_0$ the numerical approximation of $(y^*, u^*)$ as computed through the constructed coarse-timestepper.

Let

$$\tilde{y}_{k+1} = A\tilde{y}_k + B\tilde{u}_k$$

(22)

be the linearized system around $(y^0, u^0)$ as computed with the Equation-free approach through the coarse-timestepper; $\tilde{y}_k = y_k - y^0 \in C_0$, $\tilde{u}_k = u_k - u^*$, $A = (\partial \phi_{\delta_l}(y_k, u_k)) / (\partial y_k) \big|_{(y^0, u^*)}$ is the $D \times D$ Jacobian matrix of the system as computed around the equilibrium $(y^0, u^*)$ and $B = (\partial \phi_{\delta_l}(y_k, u_k)) / (\partial u_k) \big|_{(y^0, u^*)}$ is the corresponding $D \times q$ control matrix.

Let

$$\hat{y}_{k+1} = \hat{A}\hat{y}_k + \hat{B}\hat{u}_k$$

(23)

be the actual linearized system around $(y^*, u^*)$: $\hat{y}_k = y_k - y^* = \tilde{y}_k + \epsilon \in C_0$, $\hat{u}_k = u_k - u^*$, $\hat{A} = A + \Delta A$, $\hat{B} = B + \Delta B$, with $\Delta A$, $\Delta B$ representing the modelling uncertainty parts with respect to the actual embedded Jacobian matrix and control matrix, respectively.

Then, the controller given by:

$$u_k = u^* + K^T(y_k - y^0) + Dw_k,$$

(24)

$$w_{k+1} = w_k + (u_k - u^*),$$

(25)

where $w_k \in \mathbb{R}^q$ "washes-out" the modelling uncertainty and drives any initial condition $y_c \in C_0$ to the actual embedded equilibrium $(y^*, u^*)$ under appropriate selection of the values of the gains $K \in \mathbb{R}^{D \times q}$, $D \in \mathbb{R}^{q \times q}$. We also assume that (a) the closed-loop Jacobian matrix, say $A_C$ is diagonalizable, and (b) the modelling uncertainty is such that $||\Delta_A + \Delta_BK^T||_1 < \delta(\Delta_A, \Delta_B) \ll 1$. 
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According to the Theorem of Bauer-Fike [54],

\[ \rho(A_C) \equiv \max\{|\lambda_1|, |\lambda_2|, \ldots, |\lambda_D|\} = 1 - \delta(A_C) < 1. \]  

(27)

The diagonalizability of \( A_C \) implies that \( \exists V \) that is an invertible matrix such that \( A_C = V \Lambda V^{-1} \), where \( \Lambda \) is the diagonal matrix with the eigenvalues \( \lambda_i, i = 1, \ldots, D \) of \( A_C \). Now by applying the control law given by Eqs. (24)(25) into Eq. (23), we get the actual embedded closed-loop system

\[ \begin{bmatrix} \dot{y}_{k+1} \\ w_{k+1} \end{bmatrix} = \begin{bmatrix} A & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} y_k \\ w_k \end{bmatrix} + \begin{bmatrix} B \\ 1 \end{bmatrix} u_k = A_C \cdot \begin{bmatrix} \dot{y}_k \\ w_k \end{bmatrix}, \quad A_C = \begin{bmatrix} A + BK^T & BD \\ K^T & \end{bmatrix} \]  

(26)

Assuming that \((\dot{y}^*, u^*)\) (and its approximation) is controllable, one can select the gains \( K, D \) (e.g. using pole placement techniques or optimal linear control) so that all the moduli of the eigenvalues of the closed-loop system (26) are within the unit circle. This implies that the spectral radius of the matrix \( A_C \) is less than one, i.e.,

\[ \rho(A_C) \equiv \max\{|\lambda_1|, |\lambda_2|, \ldots, |\lambda_D|\} = 1 - \delta(A_C) < 1. \]  

(27)

The above inequality defines the distance between the eigenvalues of \( A_C \) and those of \( A_C + \Delta A_C \).

Let us denote by \( \rho(A_C + \Delta A_C) = \max\{|\mu_1|, |\mu_2|, \ldots, |\mu_D|\} \) the spectral radius of the matrix \( A_C + \Delta A_C \).

A corollary of the Bauer-Fike Theorem [54] theorem in Eq. (20) is that

\[ \rho(A_C + \Delta A_C) < \rho(A_C) + ||V||_p ||V^{-1}||_p ||\Delta A_C||_p, \]  

(30)

which, by substituting Eq. (27) implies

\[ \rho(A_C + \Delta A_C) < 1 - \delta(A_C) + ||V||_p ||V^{-1}||_p ||\Delta A_C||_p. \]  

(31)

Thus, for satisfying that \( \rho(A_C + \Delta A_C) < 1 \), we have that \( ||\Delta A_C||_p \) has to be bounded as:

\[ ||\Delta A_C||_p < \frac{\delta(A_C)}{||V||_p ||V^{-1}||_p}. \]  

(33)

Now, by the assumption that \((\dot{y}^*, u^*)\) is controllable, from Eq. (28)(29) at the steady-state, we have that

\[ w^* = w^* + K^T \dot{y}^* + Dw^* - K^T \epsilon, \]  

or \( K^T \dot{y}^* + Dw^* - K^T \epsilon = 0 \), or \( K^T (\dot{y}^* - \epsilon) + Dw^* = 0 \) or

\[ K^T \dot{y} + Dw^* = 0. \]  

(34)

Hence, from Eq. (24), Eq. (34) implies that at steady-state, we have that \( \dot{u} = 0 \), i.e. \( u = u^* \). Therefore, as we consider the stabilization of regular embedded equilibria, the closed-loop system converges to the actual coarse-grained open-loop unstable equilibrium, i.e., \( \dot{y} \to \dot{y}^* \); thus the modelling uncertainty is washed-out and “absorbed” in the variable \( w \), which at steady state takes the value

\[ w^* = -\frac{1}{D} K^T (\dot{y}^* - \epsilon) = -\frac{1}{D} K^T \dot{y} = -\frac{1}{D} K^T (y^* - y^0) = \frac{1}{D} K^T \epsilon. \]  

(35)
3 Case study 1. Control of unstable traveling waves of an agent-based model of traffic dynamics

As a first benchmark example, we consider a deterministic agent-based simulator describing the unidirectional movement of \( N \) (autonomous) cars around a one-lane ring-shaped road of length \( L \). This model has been studied in other works, including the EF bifurcation analysis of the emergent dynamics \([41][55]\). The dynamics are given by the optimal velocity model (OVM) (a simplified \( N \) body simulation) given by \([44][56]\):

\[
\tau \ddot{x}_n + \dot{x}_n = V(\Delta x_n), \quad n = 1, \ldots, N. \tag{36}
\]

\( x_n \) denotes the position of each car, \( \tau \) the inertia of each car and \( V(\cdot) \) is the optimal velocity function that models the response of car \( n \). This response depends only on the position of the car in front, i.e., the \( n \)-th (autonomous) car adjusts its velocity according to the headway \( \Delta x_n = x_{n+1} - x_n \). The car’s movement around the ring-shaped road implies the periodic boundary condition:

\[
x_{n+N} = x_n + L. \tag{37}
\]

For this model, an analytical solution exists \([55][57]\), that serves for assessing the numerical approximation accuracy of the proposed EVFML scheme. Note that the system of Eq. (36) can be written at its first-order form,

\[
\dot{x}_n = y_n, \quad \dot{y}_n = \tau^{-1}(V(\Delta x_n) - y_n), \tag{38}
\]

where \( y_n \) is the velocity of the \( n \)-th car. We choose the optimal velocity function \([56]\) as:

\[
V(\Delta x_n) = v_0(tanh(\Delta x_n - h) + tanh(h)), \tag{39}
\]

where \( v_0 \) is an optimal velocity parameter related to the maximum allowed velocity \( v_0(1 + tanh(h)) \) and \( h \) is the desired safety distance between cars. The choice of optimal velocity function in Eq. (39) leads to analytic solutions for the steady-states of the system in Eq. \([58][57]\).

The system in Eq. (38) attains two types of emergent behavior \([41][55][57]\), namely (a) uniform free-flow, and (b) travelling wave solutions. For the free-flow solutions:

\[
x_n(t) = (n-1)L/N + tV(L/N), \quad y_n(t) = V(L/N), \quad n = 1, \ldots, N,
\]

all cars keep the same distance \( \Delta x_n = L/N \) and velocity \( V(L/N) \). In the case of travelling waves, the analytic solution is captured by the ansatz:

\[
x_n(t) = x_s(n - ct), \quad y_n(t) = y_s(n - ct), \quad n = 1, \ldots, N,
\]

where \( c \) is the wave speed and \( x_s(\xi), y_s(\xi) \) are periodic functions, the analytic expressions of which are defined in \([57]\). The travelling wave solution gives rise to traffic jams periodically moving around the ring with speed \( c \), where the majority of cars have small distances from the cars in front (small headways) and move with low velocities, while the rest of them have large headways and move with high velocities (see the travelling wave profiles in Fig. 4(d)).

In all agent-based simulations, we considered \( N = 20, \tau^{-1} = 1.7, L = 40 \), with the nominal value of the safety distance set at \( h = 2.4 \). For the numerical solution of the coupled system of \( 2N \) ODEs, we used the \texttt{ode45} ODE solver of the MATLAB ode suite, with relative and absolute tolerances set to \( 10^{-8} \).

3.1 Step A. Discovery of coarse-grained variables via Diffusion Maps and the numerical solution of the out-of-sample extension and pre-image problems

Chin et al. \([41]\) constructed the coarse-grained bifurcation diagram of the OVM model with the aid of the EF framework by (a) considering that the coarse-variables (standard deviation of the headways) are known beforehand as also done in \([55]\), and (b) by first applying DMs to discover a proper coarse-grained set of variables from the agent-based simulations, thus using the k-NN algorithm for the solution of the pre-image problem.

Here, we used DMs to discover a set of appropriate coarse-grained variables over the bifurcation parameter space and GHs for a numerical solution of the pre-image problem. Thus, we also compared the performance of the proposed GHs scheme with the k-NN scheme in terms of the numerical approximation accuracy against the analytical results. For our computations, as in \([41]\), we generated \( M = 5,000 \) initial conditions by perturbing the free-flow solution with a sinusoidal function of amplitude \( \mu \).

\[
x_n(0) = (n-1)L/N + \mu \sin(2\pi n/N), \quad y_n(0) = V(L/N), \quad n = 1, \ldots, N. \tag{40}
\]

The value of \( \mu \) was sampled from a uniform distribution in the interval \( U(0, 4.5) \) and we numerically integrated the system of \( 2N \) ODEs until a time that was sampled from the uniform distribution in the interval \( U(200, 700) \), thus
We computed the first 20 leading DMs by selecting $\epsilon$ from the uniform distribution in $\mathbb{R}$, we have sampled its values from the uniform distribution in $U(0.98, 1.08)$. Hence, the data set $X \in \mathbb{R}^{M \times N}$ that was fed for the DMs analysis comprises $M = 5,000$ observations of $N = 20$ headways, including snapshots from both free-flow and travelling wave solutions.

We computed the first 20 leading DMs by selecting $\epsilon = 3.38$ after employing the approach described in [3], thus retaining a high similarity between observations ($\sim 61\%$ of the pairwise distances $d_{ij}$ is greater than $\epsilon$). The related eigenvalues $\lambda_i$ are displayed in Fig. 4(a) indicating a large spectral gap between $\lambda_2$ and $\lambda_3$. Thus, the first 2 leading DMs $(y_1, y_2)$ appear to be good/adequate candidates for parametrizing the manifold. This assumption is validated with the available prior knowledge from [41][55], where it was shown that the standard deviation $\sigma$ of the headways $\Delta x_n$ is an appropriate coarse-grained variable for describing the system’s emergent behavior. Figure 4(b) depicts the embedding of the snapshots in the $D = 2$-dimensional manifold. As it is shown: (i) the DMs coordinates $(y_1, y_2)$ parametrize the data set through polar coordinates, thus retrieving the underlying geometry of the ring road, and (ii) their radial direction is linearly related to the intuition-based coarse-grained variable $\sigma$. Hence, it is computationally validated that the $D = 2$-dimensional DMs embedding provides an appropriate set of coarse-grained variables to parametrize the underlying manifold. In particular, only the radial direction is sufficient to describe the system’s emergent behavior, in agreement with [31].

The numerical approximation accuracy of the restriction operator $R$ (as constructed by coupling DMs with the Nyström method) and the lifting $L$ operator (as constructed by coupling DMs with GHs) over the bifurcation parameter space is presented in the Supplementary Material S1.1. Using a leave-out-one cross validation (LOOCV) procedure, as described in Section 2.2.3, it is shown that the proposed GHs scheme provides a higher numerical approximation accuracy when compared to the k-NN algorithm.

### 3.2 Step B. Equation/Variable-free numerical bifurcation analysis

Based on the restriction and lifting operators constructed in step A, we proceed with the construction of the coarse-timestepper (Eq. (16)) with the coarse-grained variables being the DMs coordinates $(y_1, y_2)$. Since the DMs coordinates lie on the disk shown in Fig. 4(b), we performed a polar-coordinate transformation and considered their one-dimensional radial component as the unique coarse-grained variable. We then “wrapped” around the coarse-timestepper the pseudo-arc-length continuation scheme (see Section 2.3). Fig. 4(c) shows the coarse-grained bifurcation diagrams as obtained using: (i) the analytical solution, (ii) the EVFML framework using DMs and GHs for lifting, and (ii) the EVFML approach using DMs and the k-NN algorithm for lifting; the steady-states are displayed in $\sigma$ coordinates to allow comparison with the bifurcation diagram constructed with the analytical solution. For the numerical simulations, we considered a healing step of $t_{\text{skip}} = 300$ and an evolution time step (see Eq. (17)) of $\delta = 240$, while the continuation step sizes were set as $\delta v_0 = 0.005$ in the case of GHs, and $\delta v_0 = 0.0025$ in the k-NN case. As Fig. 4(c) shows, the bifurcation diagrams derived on the basis of the EVFML framework are almost identical to the analytical solution. The free-flow steady-state solutions corresponding to $\sigma = 0$ are stable for $v_0 < 1.018$ and become unstable for higher values of $v_0$. At $v_0 = 1.018$, a stable travelling wave ($\sigma > 0$) solution branch arises, which becomes unstable after the fold point $(v_0, \sigma) \approx (1.0186, 0.0396)$. Another fold point exists at $(v_0, \sigma) \approx (1.0062, 0.2575)$, thus rendering the travelling wave solution branch stable once again. After the second fold point, only stable traveling wave solutions exist, with the amplitude of the wave increasing as $v_0$ attains larger values. This is apparent from the travelling wave profiles shown in Fig. 4(d) for indicative points along the traffic jam branch. Clearly, the bifurcation behavior of the traffic jam branch gives rise to hysteresis phenomena, which have also been detected in [41][55] who used different sets of values, namely, $N = 60, L = 60$ and $N = 30, L = 60$, respectively. However, therein, no stable travelling wave solution branch for low values of $\sigma$ was detected as in our case that we used a $N = 20, L = 40$ configuration (see $P_1$ in Fig. 4(e) for an indicative solution profile).

### 3.3 Step C. Equation/Variable-free control

From the numerical bifurcation analysis, we now have all the quantities required for the design of wash-out controllers on the embedded space (the Jacobian matrix $A$ and the control matrix $B$). For our illustrations, we have considered the stabilization of the emergent behavior at $v_0 = 1.0099$ (see Fig. 4(c)) selecting the safety distance $h$ as our control variable. Clearly, small perturbations from the unstable steady-state lead the open-loop dynamics either towards to the upper stable solution branch of travelling waves or towards to the lower stable free-flow solution branch (dashed and dashed-dotted trajectories in Fig. 4(e), respectively).
Figure 4: Agent-based traffic model. (a) The first 20 eigenvalues of the DMs coordinates over the bifurcation parameter space, and (b) the corresponding first two DMs coordinates, colored by the standard deviation $\sigma$. (c) Coarse-grained bifurcation diagram constructed through the EVFML framework by considering the first 2 leading DMs coordinates as coarse-grained variables; for lifting, both GHs and k-NN were employed. The analytical derived bifurcation diagram is superimposed; solid (dotted) lines denote stable (unstable) steady-states. The non-zero solution branch corresponds to traveling waves solutions, while the zero solution branch corresponds to free-flow solutions. (d) Travelling wave profiles at selected points ($P_1$-$P_4$); notice the change in the scale of the y-axis. (e),(f) EVFML Control of the agent-based traffic dynamics. Implementation of the EVFML controller for stabilizing the coarse-grained unstable traveling wave at $v_0 = 1.0099$, using $h$ as control variable. (e) Coarse-grained open-loop and closed-loop responses in $\sigma$ coordinates, and (f) the response of the control variable $h(t)$. The EVFML controller drives and stabilizes the emergent dynamics to the actual open loop unstable steady-state. The results obtained assuming the prior knowledge of the coarse-grained variable ($\sigma$) are also given for comparison reasons.
3.3.1 Reconstruction of the low-dimensional manifold over the control parameter space

In order to increase the numerical accuracy for the implementation of the embedded controller, we repeated the procedure of step A, this time over the control parameter space around the embedded steady-states that we seek to stabilize. Thus, we fixed \( v_0 \) at its nominal value and varied the control parameter \( h \) around its nominal value to create a denser data set around the steady-state of interest. To generate initial conditions, we used Eq. (40) and considered the amplitude \( \mu \) to vary in an interval appropriate for generating trajectories close to the unstable steady-state. For our computations, the new data set for the design of the embedded controller consisted of 25 trajectories, in \( t \in [0, 1600] \) with a sampling time of \( t_s = 4 \), initialized with an amplitude of \( \mu \in [0.2, 1.8] \) every \( d\mu = 0.4 \) and with variation on the control parameter \( h \in [2.39, 2.41] \) with \( dh = 0.005 \). Hence, the resulting new data set \( X \in \mathbb{R}^{M \times N} \) contained \( M = 10,000 \) observations of \( N = 20 \) headways including trajectories attracted to both the free flow and travelling wave stable steady-states. We computed the first 20 leading DMs, this time by considering with a sampling time of \( t \) (see Fig. S2(b)).

The numerical approximation accuracy of the restriction \( \mathcal{R} \) and the lifting \( \mathcal{L} \) operators over the control parameter space was assessed using a randomly distributed subset of 5,000 observations drawn from the new local data set \( X \). A comparison with the results obtained with the k-NN algorithm is also provided. As demonstrated in the Supplementary Material S1.2, following a LOOCV, the proposed GHs scheme results to a higher numerical approximation accuracy compared to the k-NN algorithm.

3.3.2 Design and implementation of the embedded wash-out controller

Based on the constructed coarse-timestepper, we designed and implemented a wash-out controller on the basis of the DMs coordinates \((y_1, y_2)\). Given that \((y_1, y_2)\) lie on a disk, as shown in Fig. 3(b), we transformed the DMs embeddings in polar coordinates and designed the wash-out controller on the basis of the one-dimensional radial component. The sampling time (reporting horizon) was set to \( T = 100 \). Based on the coarse-timestepper, we computed the Jacobian matrix \( A \) and control matrix \( B \) “on demand” and through Linear Quadratic Regulation (LQR), we obtained the optimal gain matrices \( K \) and \( D \), which in the case of the lifting operator constructed via GHs are \( K = 20.51 \) and \( D = 0.243 \), while in the case of k-NN are \( K = 19.59 \) and \( D = 0.249 \). The corresponding emergent closed-loop responses are shown in Fig. 4(e,f) in \( \sigma \) coordinates.

For comparison purposes with the intuition/physics-based coarse-grained variable \( \sigma \), we also designed a wash-out controller directly based on \( \sigma \). For this task via LQR, we estimated the gain matrices to be \( K = 0.744 \) and \( D = 0.264 \). The corresponding closed-loop response of the system is shown in Fig. 4(e,f). As shown in Fig. 4(e), all controllers successfully drive the system to the actual emergent open-loop unstable travelling wave state at \( \sigma = 0.1738 \), while the open-loop emergent response diverges from the desired steady-state (black dashed and dashed-dotted curves). The EVFML control response fluctuates slightly around the nominal value of \( h_0 = 2.4 \) due to the corresponding numerical approximation errors introduced by the numerical solution of the out-of-sample extension and pre-image problems. When compared to the “\( \sigma \)-controller”, the EVFML controllers result in a smaller initial divergence from the unstable steady-state. Comparing the two different lifting operators (the one constructed with GHs and the one constructed with k-NN), the proposed GHs scheme results in smaller fluctuations of the control response \( h(t) \) around its nominal value; both lifting extensions introduce relative changes less than 0.25% with respect to the nominal value.

4 Case study 2. Control of unstable stationary states of a stochastic agent-based model of a simple financial market with mimesis

Our second agent-based model describes the stochastic interactions of a large set of \( N \) identical agents trading the same asset \([43, 45]\). The internal state of each agent is described by the propensity to buy or sell an asset, that is considered a real numerical value in \([-1, 1]\). Each agent receives good as well as bad exogenous news about the market, arriving randomly to each agent with Poisson rates \( \nu_{ex}^+ \) and \( \nu_{ex}^- \), respectively. The response of an agent to good/bad news is the discrete increase/decrease jump of its state by \( e^{\pm \epsilon \nu_{ex}} \). Hence, the internal state of each agent \( X_i \) for \( i = 1, \ldots, N \) changes in an event-driven fashion upon the information Poisson arrival times \( t_k, k = 1, 2, \ldots \). Between these arrival times, when no news arrive, the tendency of an agent to buy or sell fades out, so that its state drifts exponentially to zero with a decay rate constant \( \gamma \). In addition, when an agent’s state arrives/surpasses the limits \([-1, 1] \), the agent immediately buys or sells and returns to its neutral state at zero.
The agents follow a mimetic behavior, thus they are influenced from the overall buying or selling trend of the market, say, $R^+$ and $R^-$, respectively, defined as the fractions of agents buying or selling per unit time. The $R^+$ and $R^-$ change the frequency of arrival of the exogenous, either good or bad, news such that

$$\nu^\pm = \nu^+_{\text{ex}} + g R^\pm,$$

where $g$ in Eq. (41) quantifies the average number of social links of the agents. Since each agent buys/sells in a discrete time manner, we define the overall buying and selling rates as averages over a small, finite interval say $t_{\text{rep}}$, physically reflecting that the gross activity is not broadcast instantaneously, but is instead reported at regular short time intervals (see [43]). After the buying/selling action of an agent (i.e., when $X_i > 1$ or $X_i < -1$), the agent’s internal state returns to neutral and the overall buying/selling rates increase in the next interval $t_{\text{rep}}$, thus the probability of all other agents to buy/sell increases. Such a formulation bears strong analogies to integrate-and-fire models formulating neuronal cell activity [45].

For our simulations, we considered $N = 5,000$ agents with $\epsilon^+ = 0.075$, $\epsilon^- = -0.072$, $\nu^+_{\text{ex}} = \nu^-_{\text{ex}} = 20$ and $\gamma = 1$ and the reporting horizon set to $t_{\text{rep}} = 0.25$. This model has been studied in our previous work [43], where we have performed an EF bifurcation analysis of the emergent dynamics, considering as macroscopic variables the Inverse Cumulative Distribution Function (ICDF) of the microscopic density function and the buying and selling rates. Here, we assume that no such information is available, thus we employed the EVFML framework to discover a correct set of macroscopic observables over the bifurcation parameter space and based on them to design embedded wash-out controllers.

4.1 Step A. Discovery of coarse-grained variables via Diffusion Maps and the numerical solution of the out-of-sample extension and pre-image problems

Using the stochastic agent-based simulator, we generated $M = 5,000$ random initial conditions given by

$$X_i(0) \in \{N(\mu, 0.32^2) : |X_i(0)| < 1 \}, \quad R^\pm(0) = 0, \quad i = 1, \ldots, N,$$

such that the initial states $X_i(0)$ are drawn from a Gaussian distribution with fixed standard deviation $\sigma = 0.32$. The value of $\mu$ was sampled from a uniform distribution in the interval $U(0, 0.45)$ and the bifurcation parameter, $g$, was sampled from a uniform distribution in $U(38, 46)$. We numerically integrated in time until $t = 20t_{\text{rep}}$ and kept the final point and the $t = 10t_{\text{rep}}$th time point of each trajectory. In the cases where solutions were blowing up (i.e., when $X > 0.5$) before the final reporting time, we kept the final point of this limit and the one at the middle of this time interval. Hence, the data set $X \in \mathbb{R}^{M \times N}$ that was fed for the DMs analysis consisted of $M = 5,000$ observations of the $N = 5,000$ internal states.

We calculated the first 20 leading DMs by selecting $\epsilon = 6.79$, thus retaining a high similarity between observations ($\sim 50\%$ of the pairwise distances $d_{ij}$ is greater than $\epsilon$). The related eigenvalues $\lambda_i$ are displayed in Fig. 5(a), indicating a large spectral gap between $\lambda_1$ and the other eigenvalues. Thus, $y_1$ appears to be a good/adequate candidate for parametrizing the manifold.

As depicted in Fig. 5(b), $y_1$ is related one-to-one with the first-order moment (mean value) $\overline{X} = E[X_i]$ of the microscopic distribution. Higher-order moments did not reveal any clear relation with the other DMs embeddings. In addition, as Fig. 5(b) shows, the geometry arising from $y_1$ in relation to $X$ resembles the ICDF of $X_i$, which was utilized in [43] for the construction of the coarse-grained bifurcation diagram. Hence, the first DMs coordinate $y_1$ provides an appropriate coarse-grained variable for the parametrization of the underlying manifold.

The numerical approximation performance of the restriction $\mathcal{R}$ and the lifting $\mathcal{L}$ operators over the bifurcation parameter space is presented in the Supplementary Material S2.1. Using a LOOCV, it is shown that the proposed GHs scheme provides a higher numerical approximation accuracy when compared to the k-NN algorithm.

4.2 Step B. Equation/Variable-free numerical bifurcation analysis

We proceeded with the construction of the coarse-timestepper (Eq. (16)) with the coarse-grained variable being $y_1$, thus “wrapping” around it the pseudo-arc-length continuation scheme. Since the financial market model is stochastic, for each initial condition, we considered the average value of 2,000 runs. For the numerical simulations, we considered a healing step of $t_{\text{heal}} = 8t_{\text{rep}}$ and an evolution time step (see Eq. (17)) of $\delta = 4t_{\text{rep}}$, while the continuation step sizes were set as $\delta g = 0.05$ around the turning point. The coarse-grained bifurcation diagrams as obtained by employing the EVFML approach using the GHs and k-NN algorithms for lifting are shown in Fig. 5(c,d).

For comparison purposes, we constructed the coarse-grained bifurcation diagram with the aid of the EF framework by considering $X$ as coarse-grained variable exploiting its one-to-one correspondence with the $y_1$ coordinate that
Figure 5: Stochastic agent-based model of a financial market with mimesis. (a) The first 20 eigenvalues of the DMs coordinates over the bifurcation parameter space, and (b) the corresponding first DMs coordinate, plotted against the mean value of the distribution $X$. (c) Coarse-grained bifurcation diagrams constructed through the EVFML framework by considering the first DMs coordinate $y_1$ as the coarse-grained variable; for lifting both GHs and k-NN were considered. Solid (dotted) lines denote stable (unstable) steady-states. For comparison purposes, we also depict the coarse-grained bifurcation diagram constructed using $X$ (with black color) as coarse-grained variable that was discovered to be in a one-to-one correspondence with the first coordinate $y_1$ of the DMs analysis, as well as the one constructed using the ICDF of the microscopic distribution and $R^2$ as coarse-grained variables ([43]) on the basis of 50,000 agents (with blue color). (d) Density profiles of the distribution at selected points ($P_1$-$P_3$) along the bifurcation branch. (e),(f) Control of the stochastic agent-based financial market dynamics. Implementation of the wash-out embedded controller for stabilizing the coarse-grained unstable equilibrium at $g = 41$, using $\nu_{\text{ex}}$ as control variable. (e) Coarse-grained open-loop and closed-loop responses with respect to $X$, and (f) the responses of the control variable $\nu_{\text{ex}}(t)$. The controller drives and stabilizes the emergent dynamics to the actual open loop unstable steady-state. Due to stochasticity, mean values (solid lines) and 95% CI (shaded regions around them) are also reported based on 2,000 runs.
was discovered via the DMs analysis. In order to ensure consistent realizations, we performed lifting by sampling the internal agents’ states from a Gaussian distribution of mean $\mu = E[X_i]$ and a fixed standard deviation $\sigma = 0.32$. For constructing the coarse-time-stepper, we selected the healing step $t_{\text{skip}} = 4t_{\text{rep}}$, since the system was shown to “heal” faster with this lifting operator. All the other parameters were kept the same. The resulting bifurcation diagrams are superimposed in Fig. 5(c) along with the one derived in [43] using the ICDF and the $R^2$ as coarse-grained variables for 50,000 agents. As Fig. 5(c) shows, the bifurcation diagrams derived using the $y_1$ DMs coordinate and its one-to-one correspondence $X$ as coarse-grained variable are almost identical to the one derived in [43] where it was assumed a priori detailed knowledge of the physics. Both stable and unstable branches were accurately detected, with the turning point estimated at $(X \approx 0.1562, g \approx 45.43)$ when using $X$ as coarse-grained variable and at $g \approx 45.21$ and $g \approx 45.06$ when using the DMs embedding as coarse-grained variable, coupled with GHs and k-NN for the lifting operator, respectively.

### 4.3 Step C. Equation/Variable-free control

From the numerical bifurcation analysis, we now have all the numerical quantities required for the design of linear controllers on the embedded space (the Jacobian matrix $A$ and the control matrix $B$). For our illustrations, we have designed wash-out controllers to stabilize the emergent unstable open-loop equilibrium at $g = 41$ (see Fig. 5(c)), by selecting the exogenous arrival rate of “bad” information $u_0 = \nu_{ex}$ as the control variable. Without control, even if one starts exactly on the actual emergent unstable equilibrium, due to the inherent stochasticity, the system either blows-up or goes towards the emergent stable solution branch (dashed and dashed-dotted trajectories in Fig 5(e), respectively).

#### 4.3.1 Reconstruction of the low-dimensional manifold over the control parameter space

In order to increase the numerical accuracy for the implementation of the embedded controller, we repeated the procedure of step A over the control parameter space around the embedded steady-states that we seek to stabilize. Thus, we fixed $g = 41$ and varied the control variable $\nu_{ex}$ around its nominal value to create a denser data set around the steady-state of interest. Initial conditions were generated according to Eq. (42): we considered $\mu$ to vary in an interval appropriate for generating various trajectories close to the unstable equilibrium. For our computations, the new data set for the design of the embedded controller consisted of $31 \times 11 = 341$ trajectories, in the interval $t \in [0, 40t_{\text{rep}}]$ with a sampling time of reporting horizon $t_{\text{rep}}$, initialized with a value of $\mu \in [0.2, 0.4]$ every $dt = 0.02$ and with variation of the control parameter $\nu_{ex} \in [19, 21]$ with $d\nu_{ex} = 0.066$. In the cases where the solutions were blowing up (i.e., when $X > 0.5$) before $40t_{\text{rep}}$, we kept the trajectories up to this blowing up limit. Hence, the resulting new data set $X \in \mathbb{R}^{M \times N}$ contained $M = 8343$ observations of $N = 5000$ internal states of the agents. We computed the first 20 DMs embeddings, this time by considering $\epsilon = 8.10$. As reported in the Supplementary Material S2.2, the first leading DMs coordinate $y_1$ appears to be an appropriate coarse-grained variable, since (i) there is a large spectral gap between $\lambda_1$ and $\lambda_2$ (see Fig. S5(a)), and (ii) $y_1$ is in one-to-one relation with the first-order moment $X = E[X_i]$ (see Fig. S5(b)). The numerical approximation performance of the restriction $R$ and the lifting $L$ operators over the control parameter space was assessed using a randomly distributed subset of 5,000 observations drawn from the new local data set $X$. A comparison with the results obtained with the k-NN algorithm is also provided. As demonstrated in the Supplementary Material S2.2, following a LOOCV, the proposed GHs scheme results to a higher numerical approximation accuracy compared to the k-NN algorithm.

#### 4.3.2 Design and implementation of the embedded wash-out controller

Based on the constructed coarse-time-stepper, we designed and implemented a wash-out controller using the first leading DM coordinate $y_1$. The sampling time/reporting horizon was set to $T = 4t_{\text{rep}}$. Based on LQR, we obtained the optimal gain matrices $K$ and $D$, which in the case of the lifting operator constructed via GHs are $K = 264.44$ and $D = 0.159$, while in the case of k-NN are $K = 219.75$ and $D = 0.176$. The coarse-grained closed-loop response is shown in Fig 5(e) in $X$ coordinates after implementing the lifting operators with the GHs and k-NN algorithms; the mean values and the 95% CI are displayed on the basis of the 2,000 runs. As shown in Fig. 5(e), the EVFML controllers successfully drive the system to the actual emergent open-loop unstable equilibrium. As it is shown in Fig. 5(f), the control response fluctuates slightly around its nominal value $\nu_{ex} = 20$, due to the corresponding numerical approximation errors introduced by the numerical solution of the out-of-sample extension and pre-image problems and due to the inherent stochasticity. Comparing the two different lifting operators the proposed GHs scheme results in smaller fluctuations of the control response $\nu_{ex}(t)$ around its nominal value; both lifting operators introduce relative changes less than 1% with respect to the nominal value, which become even smaller ($< 0.1\%$) after $t > 30$. 
5 Conclusions

Recent theoretical and technological advances in machine and deep learning [4] have revolutionized the way we model [12, 13, 20, 28, 58, 63], solve [28, 29, 62, 64–71], analyze [13, 68] and control high-dimensional multiscale/complex systems with applications ranging from complex fluids and materials [20, 72, 76] and process control [77, 83] to the biological and biomedical sciences [84–85] and from environmental engineering and climate change [86, 87] to sustainable mobility and robotics [88, 89]. The high-dimensionality that intrinsically characterizes the state-space of relevant multiscale/complex problems, compounded by the inherent modeling uncertainties across scales, severely challenge our ability to efficiently understand, learn, analyze and control their collective behavior. [4, 84]. Uncertainties range from the selection of an appropriate set of macroscopic variables for the description of the emergent behavior, to the closures that are required to bridge the micro- and macro- scales and allow the construction of reduced-order surrogate machine-learning models (see e.g. [12, 13, 20, 62]) and/or learning the non-linear differential operators using for example DeepOnet [61] or Fourier Neural Operator for parametric PDEs [90]. For example, for the extraction of PDEs from data, challenges remain across algorithmic identification/learning steps pertaining to: (a) the “correct” structure of the evolution equation for the emergent dynamics (e.g., the inclusion or not of integral terms) [91], (b) higher-order spatial derivatives from strongly noisy microscopic simulations, (c) the correct coarse-grained boundary conditions for problems with non-trivial dynamics such as the ones of the stochastic agent-based model that we considered here, and/or (d) the type of the “color” of the noise when comes to the identification of SDEs. Ad-hoc assumptions taken for the solution of the above problems may introduce qualitative and quantitative biases or even failures in the learning, analysis and control of the emergent dynamics.

Here, we demonstrated a data-driven equation-free/variable-free framework, integrating the Equation-free multiscale framework with Machine Learning, and in particular with non-linear manifold learning and Geometric Harmonics, to perform dimensionality reduction and control of the collective dynamics of complex systems whose dynamics are described by microscopic/agent-based simulators. Our approach does not require an a-priori knowledge of the “correct” macroscopic observables, nor physical insights on the “correct” type of PDEs, nor, importantly, on the extensive data collection necessary for the construction of a global surrogate reduced-order machine-learning models. The learning of the coarse-dynamics is achieved locally, “on demand”, using the agent-based simulations to identify a set of coarse-grained macroscopic variables both globally and locally, depending on the task and the numerical quantities involved in the design of linear controllers. The controllers are designed on an intrinsic manifold, and act directly on the high-dimensional space. For our illustrations, we have chosen to design and implement wash-out linear controllers. We also demonstrate that the scheme is robust against modelling uncertainties that are introduced from the construction of the coarse-time stepper related to the solution of the out-of-sample extension and pre-image problems.

Finally, we note that for many real-world complex problems, especially in biomedicine, or in social and financial sciences, high-fidelity simulations such as the ones produced via detailed microscopic/agent-based models are simply not available. In such cases, one has to also deal with issues such as data sparsity and strong/varying “colored” stochasticity. This further impedes our ability to efficiently identify relevant data-driven manifolds [53] and consequently to the design of embedded controllers. Working at such a data-sparse limit remains a major open challenge; exploiting local ML models to design informative data collection -as part of overall solution process- fits the “on demand” structure of equation-free computation. We hope that linking the approach presented here with adaptive data collection and processing may lead to systematic construction of an “exploration geometry”.
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Supplementary Material

S1 Agent-based Traffic Model

S1.1 Step A. Numerical Approximation Accuracy of the Restriction and Lifting operators for the Coarse-grained Numerical Bifurcation Analysis

Here, we report the numerical approximation accuracy of the restriction and lifting operators constructed on the basis of the DMs embeddings over the bifurcation parameter space of the traffic model using the leave-one-out cross-validation (LOOCV) procedure described in Section 2.2.3. The resulting numerical approximation errors are given in Table S1 in terms of three metrics, namely the $L_1$, $L_2$ and $L_\infty$ norms; 95% confidence intervals (CI) are also provided. For

Table S1: Numerical approximation accuracy in terms of $L_1$, $L_2$ and $L_\infty$ norms of the restriction operator (obtained by coupling DMS with the Nyström method) (left column) and the lifting operator (obtained by coupling DMs with GHs and k-NN) (middle and right columns).

| Operator | Restriction $\mathcal{R}$ | Lifting $\mathcal{L}$ with GHs | Lifting $\mathcal{L}$ with k-NN |
|----------|--------------------------|-------------------------------|-------------------------------|
| Error norm | mean $\times 10^{-4}$ | 95% CI $\times 10^{-4}$ | mean $\times 10^{-2}$ | 95% CI $\times 10^{-2}$ | mean $\times 10^{-2}$ | 95% CI $\times 10^{-2}$ |
| $\|\cdot\|_1$ | 2.788 (2.747, 2.829) | 7.338 (7.193, 7.482) | 8.896 (8.728, 9.064) |
| $\|\cdot\|_2$ | 2.194 (2.163, 2.226) | 2.087 (2.042, 2.127) | 2.603 (2.553, 2.654) |
| $\|\cdot\|_\infty$ | 1.979 (1.950, 2.008) | 1.028 (1.005, 1.051) | 1.367 (1.339, 1.395) |

Figure S6: Visualization of the numerical approximation accuracy of the restriction $\mathcal{R}$ operator and the restriction-lifting composition $\mathcal{R} \circ \mathcal{L}$ based on the data set of $X \in \mathbb{R}^{5000 \times 20}$ points used to perform DMs over the bifurcation parameter space. The numerical approximation accuracy was obtained through a LOOCV procedure as described in Section 2.2.3. Panels (a-c) and (d-f) depict the absolute and relative approximation $L_2$ norm errors, respectively. Panels (a,d) correspond to the restriction operator (obtained by coupling DMs with the Nyström method), and panels (b,e) and (c,f) correspond to the restriction-lifting composition $\mathcal{R}(\mathcal{L})$ using GHs and k-NN for lifting, respectively.

implementing the lifting operator with GHs, we have set $\tilde{\epsilon} = 0.025$ and $\delta = 2.17 \times 10^{-8}$. This choice results to 60 eigenvectors of the “second” DMs embeddings. For implementing the lifting operator with k-NN, $k = 8$ neighbors were considered; no significant accuracy improvement was reported with more neighbors. As shown in Table S1, a high numerical approximation accuracy is reported for the restriction operator (obtained by coupling DMs with the Nyström method) and the lifting operator (obtained by coupling DMs with both GHs and k-NN algorithms). As it is shown, lifting with GHs was more accurate than the one obtained with the k-NN algorithm. The absolute and relative
errors of the restriction $R$ operator and the restriction-lifting composition $R(L)$ are visualized in Fig. S6, indicating that the composition $R(L)$ using GHs for lifting is two orders of magnitude more accurate than that of k-NN (mean relative error with GHs $< 0.01\%$, whilst $1.63\%$ with k-NN).

S1.2 Step C. Diffusion Maps and Numerical Approximation Accuracy of the Restriction and Lifting operators for the Embedded Control

In order to increase the numerical accuracy for the implementation of the embedded controller, we considered a local data set around the embedded steady-states that we seek to stabilize, this time over the control parameter space. The employment of the “local” DMs for the discovery of the appropriate set of coarse-grained variables that parameterize the manifold around the steady-states that we seek to stabilize is shown in Fig. S7. It is shown that $(y_1, y_2)$ are an appropriate set of DMs coordinated to parametrize the manifold, since they retrieve the geometry of employed the data set and a large spectral gap develops among $\lambda_2$ and $\lambda_3$. Here, we report the numerical approximation accuracy of the restriction and lifting operators constructed on the basis of the DMs embeddings over the control parameter space. Using the LOOCV procedure described in Section 2.2.3, we assessed the numerical approximation performance of the out-of-sample extension and the pre-image problems, this time by considering a randomly distributed subset of 5,000 observations drawn from the new local data set $X$. The resulting numerical approximation errors in terms of $L_1$, $L_2$ and $L_\infty$ norms, are given in Table S2; 95% confidence intervals (CI) are also provided. For reconstructing the ambient space with GHs, we have set $\tilde{\epsilon} = 7.23 \times 10^{-3}$ and $\delta = 5.58 \times 10^{-8}$. This results to 500 eigenvectors of the second DMs embeddings, while for the reconstruction with the k-NN algorithm, we considered $k = 8$ neighbors. As shown in Table S2, a high numerical approximation accuracy is achieved for the restriction and lifting operators around the unstable equilibrium; lifting with GHs is slightly more accurate than lifting with k-NN. Regarding the absolute and relative errors of the restriction $R$ operator and the restriction-lifting composition $R(L)$, as visualized in Fig. S8, the composition $R(L)$ using GHs for lifting is two orders of magnitude more accurate than that of k-NN.

| Operator | Restriction $R$ | Lifting $L$ with GHs | Lifting $L$ with k-NN |
|----------|----------------|----------------------|----------------------|
| Error norm | mean $\times 10^{-5}$ | 95% CI $\times 10^{-5}$ | mean $\times 10^{-2}$ | 95% CI $\times 10^{-2}$ | mean $\times 10^{-2}$ | 95% CI $\times 10^{-2}$ |
| $\|\|_1$ | 3.385 (3.277, 3.492) | 12.417 (11.800, 13.034) | 12.308 (11.698, 12.919) |
| $\|\|_2$ | 2.659 (2.575, 2.743) | 3.201 (3.043, 3.358) | 3.299 (3.143, 3.455) |
| $\|\|_\infty$ | 2.394 (2.318, 2.470) | 1.312 (1.248, 1.376) | 1.463 (1.399, 1.526) |
Figure S8: Visualization of the numerical approximation accuracy of the restriction operator $R$, and the restriction-lifting composition $R \circ L$, based on the data set of $X \in \mathbb{R}^{10000 \times 20}$ points used to perform DMs over the control parameter space. The numerical approximation accuracy was obtained through a LOOCV procedure in a subset of 5,000 randomly distributed data points of $X \in \mathbb{R}^{10000 \times 20}$. Panels (a-c) and (d-f) depict the absolute and relative $L_2$ norm errors, respectively. Panels (a,d) correspond to the restriction operator (obtained by coupling DMs with the Nyström method) and panels (b,e) and (c,f) correspond to the restriction-lifting composition $R(L)$ using GHs and k-NN for lifting, respectively.
S2 The Stochastic Agent-based Model of a Financial Market with Mimesis

S2.1 Step A. Numerical Approximation Accuracy of the Restriction and Lifting operators for the Coarse-grained Numerical Bifurcation Analysis

Here, we report the numerical approximation accuracy of the restriction and lifting operators constructed on the basis of the DMs embeddings over the bifurcation parameter space using the LOOCV procedure described in Section 2.2.3. In Table S3, we report the mean numerical approximation errors of the two operators in terms of $L_1$, $L_2$ and $L_\infty$ norms; the 95% CIs are also reported. Note that the $L_1$-norm error of the lifting operator is of $O(10)$, due to the high number $N = 5,000$ of agents considered. For implementing the lifting operator with GHs, we have set $\tilde{\epsilon} = 3.67 \times 10^{-4}$.

Table S3: Numerical approximation accuracy in terms of $L_1$, $L_2$ and $L_\infty$ norms of the restriction operator (obtained by coupling DMs with the Nyström method) (left column) and the lifting operator (obtained by coupling DMs with GHs and k-NN) (middle and right columns) that are used for the construction of the bifurcation diagram.

| Operator | Restriction $R$ | Lifting $L$ with GHs | Lifting $L$ with k-NN |
|----------|-----------------|----------------------|----------------------|
| Error norm | mean $\times 10^{-6}$ | 95% CI $\times 10^{-6}$ | mean $\times 10^{-1}$ | 95% CI $\times 10^{-1}$ |
| $||\cdot||_1$ | 1.210 (1.103, 1.317) | 192.12 (190.59, 190.37) | 163.73 (162.43, 165.02) |
| $||\cdot||_2$ | 1.210 (1.103, 1.317) | 3.806 (3.790, 3.832) | 3.243 (3.222, 3.265) |
| $||\cdot||_\infty$ | 1.210 (1.103, 1.317) | 0.578 (0.571, 0.586) | 0.492 (0.485, 0.498) |

Figure S9: Visualization of the numerical approximation accuracy of the restriction operator $R$, and the restriction-lifting $R \circ L$ composition, based on the data set of $X \in \mathbb{R}^{5000 \times 5000}$ points used to perform DMs over the bifurcation parameter space. The numerical approximation accuracy was obtained through a LOOCV procedure. For visualization purposes, we plot the first DMs coordinates $y_1$ with respect to $X$. Panels (a,c) and (d,f) correspond to the restriction-lifting composition $R(L)$ using GHs and k-NN for lifting, respectively.

and $\delta = 3.97 \times 10^{-11}$. This results to 400 eigenvectors for the second DMs embeddings. For implementing the lifting operator with k-NN, we considered $k = 3$ neighbors, since no significant accuracy improvement was reported with more neighbors. As shown in Table S3, high numerical approximation accuracy is reported for the restriction operator (obtained by coupling DMs with the Nyström method) and the lifting operator (obtained by coupling DMs with both GHs and k-NN algorithms). A visualization of the absolute and relative errors of the restriction $R$ operator and restriction-lifting composition $R(L)$ is provided in Fig. S9, further indicating that the composition $R(L)$ using
GHs for lifting is by two orders of magnitude more accurate than that of k-NN (mean relative error with GHs 0.0039%, whilst 0.082% with k-NN).

**S2.2 Step C. Diffusion Maps and Numerical Approximation Accuracy of the Restriction and Lifting operators for Embedded Control**

For increasing the numerical accuracy of the embedded controller, we considered a local data set around the embedded steady-state that we seek to stabilize, this time over the control parameter space. The employment of the “local” DMs for the discovery of the appropriate set of coarse-grained variables that parameterize the manifold around the steady-states that we seek to stabilize is shown in Fig. S10. It is shown that $y_1$ is an appropriate coordinate for parametrizing the manifold, since a large spectral gap develops among $\lambda_1$ and $\lambda_2$ and $y_1$ is in one-to-one relation with the first-order moment $\mathbb{E}[X_i]$. In order to assess the numerical approximation accuracy of the restriction and lifting operators constructed on the basis of the DMs embeddings over the control parameter space, we used the LOOCV procedure described in Section 2.2.3 to a randomly distributed subset of 5,000 observations drawn from the new local data set $X$. Table S4 reports the numerical approximation errors of the restriction operator $R$ (obtained coupling DMs with the Nyström method), and the lifting operator $L$ (obtained by coupling DMs with GHs and k-NN algorithms). The approximation errors are calculated in terms of $L_1$, $L_2$ and $L_\infty$ norms; the 95% CIs are also reported. Note that the relatively large $L_1$-norm error of the lifting operator with both GH and k-NN is due to the size ($N = 5,000$) of the ambient space. For reconstructing the ambient space with GHs, we have set $\tilde{\epsilon} = 3.14 \times 10^{-4}$ and $\delta = 1.05 \times 10^{-8}$, thus resulting to 380 eigenvectors of the second local DMs embeddings, while for the reconstruction with the k-NN algorithm, we considered $k = 3$ neighbors. As shown in Table S4, the restriction and lifting operators around the unstable equilibrium provide a good numerical accuracy. In Fig. S11, we also report the absolute and relative errors of the restriction $R$ operator and the restriction-lifting composition $R(L)$. It is again shown that using GHs for lifting is by almost two orders of magnitude more accurate than that of k-NN.

Table S4: Numerical approximation accuracy in terms of $L_1$, $L_2$ and $L_\infty$ norms of the restriction operator (obtained by coupling DMS with the Nyström method) (left column) and the lifting operator (obtained by coupling DMS with GHs and k-NN) (middle and right columns) on the data set used for the design of the wash-out embedded controller.

| Operator | Restriction $R$ | Lifting $L$ with GHs | Lifting $L$ with k-NN |
|----------|-----------------|----------------------|----------------------|
| Error norm | $\|\cdot\|_1$ | $\|\cdot\|_2$ | $\|\cdot\|_\infty$ | $\|\cdot\|_1$ | $\|\cdot\|_2$ | $\|\cdot\|_\infty$ |
|           | mean $\times 10^{-6}$ | 95% CI $\times 10^{-6}$ | mean $\times 10^{-1}$ | 95% CI $\times 10^{-1}$ | mean $\times 10^{-1}$ | 95% CI $\times 10^{-1}$ |
| $\|\cdot\|_1$ | 0.964 (0.868, 1.060) | 200.97 (199.25, 202.69) | 169.07 (167.65, 170.48) |
| $\|\cdot\|_2$ | 0.964 (0.868, 1.060) | 3.958 (3.929, 3.987) | 3.332 (3.308, 3.356) |
| $\|\cdot\|_\infty$ | 0.964 (0.868, 1.060) | 0.572 (0.564, 0.579) | 0.476 (0.469, 0.482) |
Figure S11: Visualization of the numerical approximation accuracy of the restriction operator $\mathcal{R}$ and the restriction-lifting composition $\mathcal{R} \circ \mathcal{L}$ based on the data set of $\mathbf{X} \in \mathbb{R}^{8343 \times 5000}$ points used to perform DMs over the control parameter space. The numerical approximation accuracy was obtained through a LOOCV procedure in a subset of 5,000 randomly distributed data points of $\mathbf{X} \in \mathbb{R}^{8343 \times 5000}$. For visualization purposes, we plot $y_1$ with respect to $X$. Panels (a-c) and (d-f) depict the absolute and relative $L_2$ norm errors, respectively. Panels (a,d) correspond to the restriction operator (obtained by coupling DMs with the Nyström method), and panels (b,e) and (c,f) correspond to the restriction-lifting composition $\mathcal{R}(\mathcal{L})$, using GHs and k-NN for lifting, respectively.