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Abstract

We introduce Kadanoff–Ceva order-disorder operators in the quantum Ising model. This approach was first used for the classical planar Ising model [KC71] and recently put back to the stage [CCK17, Che18]. This representation turns out to be equivalent to the loop expansion of Sminov’s fermionic observables [Smi10] and is particularly interesting due to its simple and compact formulation. Using this approach, we are able to extend different results known in the classical planar Ising model, such as the conformal invariance / covariance of correlations and the energy-density, to the spin-representation of the (1+1)-dimensional quantum Ising model.
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1 Introduction

The one-dimensional quantum Ising model is a quantum spin chain defined on \( \mathbb{Z} \). Given two positive parameters \( \tau, \theta > 0 \), the interaction of the system is described by the following Hamiltonian,

\[
H = -\theta \sum_{x \sim y} \sigma_x^{(3)} \sigma_y^{(3)} - \tau \sum_{x \in V} \sigma_x^{(1)},
\]

acting on the Hilbert space \( \bigotimes_{\mathbb{Z}} \mathbb{C}^2 \). In the above definition, \( \theta \) is the intensity of the interaction between neighboring particles and \( \tau \) is the intensity of the interaction with the transverse field. We recall that the \( \frac{1}{2} \)-spin Pauli matrices \( \sigma^{(1)} \) and \( \sigma^{(3)} \) are given by

\[
\sigma^{(1)} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^{(3)} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
\]

which act on the state space of a spin \( \mathbb{C}^2 \cong \text{Span}(|+\rangle, |-\rangle) \), where we identify \( |+\rangle \) with \((1, 0)\) and \( |-\rangle \) with \((0, 1)\), for instance. The operators \( \sigma_x^{(1)} \) is defined by the tensor product which takes the Pauli matrix \( \sigma^{(1)} \) at coordinate \( x \) and identity operator elsewhere; the same applies to \( \sigma_x^{(3)} \). As consequence, the operator \( H \) makes sense and acts effectively on \( \bigotimes_{\mathbb{Z}} \mathbb{C}^2 \).

The one-dimensional quantum Ising model is an exactly solvable one-dimensional quantum model [Pie70]. The quantization \( e^{-\beta H} \) of the Gibbs measure of the classical Ising model will be the operator of our interest and the ground state, or the limit of the operator when \( \beta \to \infty \), is the quantum state, or the probability measure we are interested in.

This ground state has several graphical representations, such as the usual spin-representation, the FK-representation or the random-current representation. Readers may have a look at [Iof09] for a nice and complete exposition on this topic. These representations are useful in interpreting results from the classical Ising model [GOS08, BG09, Bjö13, Li19], and in particular, it has been shown that the ground state of the one-dimensional quantum Ising model goes through a continuous phase transition at \( \rho = \rho_c := 2 \) [BG09, DCLM18].

In this paper, we will tackle a finer study of the behavior of the model at the critical point \( \rho_c = 2 \) on one side, and the magnetization in the spin subcritical regime on the other side. The main tool is based on an approach of fermionic observables using Kadanoff–Ceva correlators, which, to our knowledge, has not been done yet for the quantum Ising model. This approach allows us to derive, in a more systematic way, local relations of the observables, leading to results for the space-time representation of the quantum model. Similar local relations were obtained previously FK-loop representation [Bjö17, Li19].

This formalism allows us to derive the horizontal full-plane spin-spin correlations at any temperature, and in any directions at criticality. We also prove the convergence of the energy density (Theorem 3.1 and Theorem 3.2) and \( n \)-spin correlations (Theorem 3.7) in simply-connected domains. The last mentioned results have a particularly nice physical interpretation when considering the space-time representation of the one-dimensional quantum Ising model.
Moreover, this approach also provides us a way to compute the magnetization in the spin sub-critical regime, see Theorem 7.6.

The paper is organized as follows. In Section 2 we recall the definition of the model and its multiple equivalent representations. In Section 4 we introduce the Kadanoff–Ceva formalism in the semi-discrete lattice and use it to define mixed-correlators. In Sections 5 and 6 we recall the main tools to study boundary value problems (BVP) that arise naturally from semi-discrete fermionic observables, and prove the convergence to their continuous counterparts.

Those tools were originally used to prove conformal invariance of the interface on the square lattice [Smi06, Smi10, DCS12], which were generalized later to isoradial graphs [CS12]. Recently, the first author used them in a similar way in the quantum model [Li19, Section 4]. The convergence of BVP allows then to derive the existence and the conformal invariance of the scaling limit. Finally, in Section 7 we follow the formalism of [CHM19] to rederive directly in the semi-discrete lattice full-plane asymptotics of correlations.
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2 The quantum Ising model

2.1 Semi-discrete graph notations

Here we recall some definitions from [Li19, Section 3.1], given a simply connected domain $\Omega \subseteq \mathbb{C}$ and $\delta > 0$. We write $\Omega^\bullet$ for the semi-discretized primal domain of $\Omega$ and $\Omega^\circ$ for the dual of $\Omega^\bullet$, which is called the dual domain. Mathematically, one can take for instance $\Omega^\bullet = \Omega \cap 2\delta(\mathbb{Z} \times \mathbb{R})$ and $\Omega^\circ = \Omega \cap \delta(2\mathbb{Z} + 1) \times \mathbb{R}$.

We call the joint domain $\Lambda(\Omega_\delta) = \Diamond(\Omega_\delta) := \Omega^\bullet \cup \Omega^\circ$ the medial domain. The graphs $\Lambda(\Omega_\delta)$ and $\Diamond(\Omega_\delta)$ are the same vertex set but are denoted differently to be closer to the current literature and avoid confusions on local relations of s-holomorphic functions and the primitive of their square. We discuss their graph properties in the following paragraph. In this article, unless otherwise specified, $u$ (resp. $v$) mostly denotes a point on the primal (resp. dual) lattice.

We say that $v$ and $u$ are neighbours in $\Lambda(\Omega_\delta)$ if they share the same vertical coordinate while their horizontal coordinate only differs by $\pm \delta$. This makes $\Lambda(\Omega_\delta)$ a bipartite graph, whose edges (linking primal to dual vertices) are in bijection with the corner graph $\Upsilon(\Omega_\delta)$ (also called midedge domain in [Li19]). Given $p \in \Lambda(\Omega_\delta)$, write $p^-$ (resp. $p^+$) its closest left (resp. right) vertex in $\Lambda(\Omega_\delta)$ (hence $p^\pm$ belong to the graph which is dual to the one containing $p$).
A corner $c$ (or a *mid-edge*) is the middle of the segment formed by two neighbours in $\Lambda(\Omega_\delta)$. We write $u_c$ (resp. $v_c$) its neighboring primal (resp. dual) vertex make the identification $c = (v_cu_c)$. We also write $c^-$ (resp. $c^+$) the closest left (resp. right) corner with the same vertical coordinate as $c$. The set of edges linking nearby corners is in bijection with the diamond graph $\Omega_\delta^\diamond$ i.e. for any neighbouring corners $c_1, c_2$, we set $z := z(c_1, c_2)$ the middle of segment $[c_1c_2]$, which belongs to $\Omega_\delta^\diamond$. See Figure 2.1.

**Figure 2.1: Notations**

### 2.2 The model

Let $\Omega$ be a domain in $\mathbb{C}$. Denote $\Omega^\bullet_\delta$ (resp. $\Omega^\circ_\delta$) the semi-discretized primal (resp. dual) domain of $\Omega$. We will study the quantum Ising model defined on $\Omega^\bullet_\delta$ with $+$ boundary condition, or its dual model, the quantum Ising model defined on $\Omega^\circ_\delta$ with free boundary condition. Both models are defined as a Radon-Nikodym derivative with respect to some Poisson point processes.

Note that the following probability measures in different representations are only well-defined on bounded domains. For unbounded domains, we follow a classical approach. We construct compatible measures on a sequence of increasing bounded domains whose limit is the unbounded one, and the weak limit of the sequence of measures will be the measure on the unbounded domain.

Given two positive parameters $\tau$ and $\theta$. We write $\eta^\bullet_\tau$ to be the Poisson point process of intensity $\tau$ on primal lines of $\Omega^\bullet_\delta$. Similary, $\eta^\circ_\theta$ denotes the Poisson point process of intensity $\theta$ on dual lines of $\Omega^\circ_\delta$. The two Poisson point processes $\eta^\bullet_\tau$ and $\eta^\circ_\theta$ are assumed to be independent. We write $\eta_{\tau,\theta}$ to be the tensor product $\eta^\bullet_\tau \otimes \eta^\circ_\theta$. We also write $\text{Leb}^\bullet_\tau$ (resp. $\text{Leb}^\circ_\theta$) for the one-dimensional Lebesgue measure on primal lines of $\Omega^\bullet_\delta$ (resp. dual lines of $\Omega^\circ_\delta$). We drop the superscript and write $\text{Leb}$ if the context is clear.

#### 2.2.1 The FK representation

The FK representation is defined through the Poisson point process $\eta_{\tau,\theta}$. To define the notion of connected components for the FK representation, we shall see the points on primal lines to be death points (denoted $D$) and the points on dual lines to be bridges (denoted $B$) connected neighboring lines. As such, the FK measure is given by the Random-Nikodym derivative,

$$
\frac{\text{d}E_{\tau,\theta}^\text{FK}(\omega)}{\text{d}\eta_{\tau,\theta}(D, B)} \propto 2^{k(\omega)},
$$
where \( k(\omega) \) counts the number of connected components in \( \omega \) with some prescribed boundary condition that is omitted in the above notation.

**2.2.2 The space-time spin representation**

The space-time spin representation is defined through the Poisson point process \( \eta^\bullet \) on the primal lines. Write \( D \) for a (countable) set of points given by this point process, which are called *death points*. A function \( \sigma : \Omega^\bullet \rightarrow \{+1, -1\} \) is said to be a *spin configuration* (compatible with \( D \)) if it is constant on each connected component of \( \Omega^\bullet \setminus D \). Write \( \Sigma(D) \) for the set of spin configurations compatible with \( D \). Note that if \( \sigma \in \Sigma(D) \) for some countable set \( D \), then \( \sigma \in \Sigma(D') \) for any \( D' \supseteq D \). This shows that \( \Sigma(D) \) is increasing for inclusion and that \( \Sigma(D) \)'s are not pairwise disjoint.

The spin measure is characterized as follows. Given a measurable function \( F : \cup \Sigma(D) \rightarrow \mathbb{R} \), its expectation is given by

\[
\mathbb{E}_{\tau, \theta}^{\rm spin}[F(\sigma)] := \frac{\eta^\bullet \left[ \sum_{\sigma \in \Sigma(D)} F(\sigma) \exp \left( -\frac{\theta}{2} H(\sigma) \right) \right]}{\eta^\bullet \left[ \sum_{\sigma \in \Sigma(D)} \exp \left( -\frac{\theta}{2} H(\sigma) \right) \right]},
\]  

(2.1)

where \( \theta > 0 \) and \( H \) denotes the Hamiltonian,

\[
H(\sigma) := -\text{Leb}^\circ(\varepsilon_v), \quad \text{where} \quad \varepsilon_v = \sigma_v + \sigma_v - \text{ for } v \in \Omega_\circ^\bullet.
\]

The denominator in the above Equation (2.1) is called the *partition function*,

\[
Z(\tau, \theta) := \eta^\bullet \left[ \sum_{\sigma \in \Sigma(D)} \exp \left( -\frac{\theta}{2} H(\sigma) \right) \right] = \eta^\bullet \left[ \sum_{\sigma \in \Sigma(D)} \exp \left( \frac{\theta}{2} \cdot \text{Leb}^\circ(\varepsilon_v) \right) \right].
\]

(2.2)

Note that we could have defined \( \Sigma'(D) \) to be the subset of \( \Sigma(D) \) such that \( \sigma \in \Sigma'(D) \) changes value at *every* point of \( D \). As such, \( \Sigma(D) \)'s are disjoint and the following Radon-Nikodym derivative makes sense. For \( \sigma \in \Sigma'(D) \), one defines

\[
\frac{d \mathbb{E}_{\tau, \theta}^{\rm spin}(\sigma)}{d \eta^\bullet(D)} \propto \exp \left( -\frac{\theta}{2} H(\sigma) \right).
\]

In this case, (2.1) and (2.2) stay the same except that \( \Sigma(D) \) is replaced by \( \Sigma'(D) \) in the summations.

Additionally, we can define the energy density \( \psi_\sigma : \Omega_\circ^\bullet \rightarrow \{+1, -1\} \) by \( \psi_\sigma(v) = \varepsilon_v \) for \( v \in \Omega_\circ^\bullet \). Let \( E_+(\sigma) = \psi_\sigma^{-1}(+1) \), \( E_-(\sigma) = \psi_\sigma^{-1}(-1) \) and \( S_\pm(\sigma) = \text{Leb}^\circ(E_\pm(\sigma)) \).

Using the fact that \( S_+(\sigma) + S_-(\sigma) = \text{Leb}^\circ(\Omega_\circ^\bullet) \) is a constant not depending on \( \sigma \) (but on \( \Omega_\circ^\bullet \)) and that \( H(\sigma) = S_+(\sigma) - S_-(\sigma) \), we can rewrite,

\[
\frac{d \mathbb{E}_{\tau, \theta}^{\rm spin}(\sigma)}{d \eta^\bullet(D)} \propto \exp(-\theta S_-(\sigma)) \propto \exp(\theta S_+(\sigma)).
\]

(2.3)

Let \( A \) be a subset of points in \( \Omega_\circ^\bullet \) and write \( \sigma_A = \prod_{x \in A} \sigma_x \) for a spin configuration \( \sigma \in \Pi \Sigma'(D) = \cup \Sigma'(D) \). We have,

\[
\mathbb{E}^{\rm spin}_{\tau, \theta}(\sigma_A) = \frac{\eta^\bullet \left[ \sum_{\sigma \in \Sigma'(D)} \sigma_A \exp \left( -\theta S_-(\sigma) \right) \right]}{\eta^\bullet \left[ \sum_{\sigma \in \Sigma'(D)} \exp \left( -\theta S_-(\sigma) \right) \right]},
\]

(2.4)
2.2.3 Random-parity representation

The random-parity representation is particularly useful to write the \( n \)-spin correlation in an alternative way. It is defined with respect to the Poisson point process \( \eta_{\theta/2} \) defined on \( \Omega_{\delta}^\circ \), which, in the aforementioned FK-representation, can be interpreted as bridges. Write \( B \) for a (countable) set of points given by \( \eta_{\theta/2} \). Denote \( B^\pm \subseteq \Omega_{\delta}^\bullet \) the set of extremities of bridges in \( B \), i.e. \( B^\pm = \bigcup_{e \in B} \{ e^+, e^- \} \).

Consider additionally a finite subset \( A \subseteq \Omega_{\delta}^\bullet \) called source. A function \( \psi : \Omega_{\delta}^\bullet \rightarrow \{ 0, 1 \} \) is said to be a random-parity function, with source \( A \) and compatible with \( B \), if (a) it is continuous on \( \Omega_{\delta}^\bullet \setminus (A \cup B^\pm) \) and (b) the subgraph \((A \cup B^\pm, \psi^{-1}(1))\) has an even degree at vertices in \( B^\pm \) and an odd degree at vertices in \( A \). Define \( I(\psi) = \text{Leb}^*(\psi^{-1}(1)) \) to be the one-dimensional Lebesgue measure of \( \psi^{-1}(1) \). Write \( \Psi_A(B) \) for the set of such random-parity functions.

The random-parity function being defined for any finite source \( A \), the \( n \)-spin correlation reads,

\[
E_{\tau, \theta}(\sigma_A) = \frac{\eta_{\theta/2}^A \left[ \sum_{\psi \in \Psi_A(B)} \exp \left( -2\tau I(\psi) \right) \right]}{\eta_{\theta/2}^A \left[ \sum_{\psi \in \Psi_\emptyset(B)} \exp \left( -2\tau I(\psi) \right) \right]} \quad (2.5)
\]

Same as we said just after (2.2), we could have also defined \( \Psi_A'(B) \) (resp. \( \Psi_\emptyset'(B) \)) with a mandatory discontinuity at every point of \( A \cup B^\pm \) (resp. \( B^\pm \)) and replaced \( \Psi_A(B) \) and \( \Psi_\emptyset(B) \) with \( \Psi_A'(B) \) and \( \Psi_\emptyset'(B) \) in (2.5).

2.3 FK-spin coupling

Given a spin configuration \( \sigma \) and a FK configuration \( \omega \), we say that they are compatible if \( x \) and \( y \) are in the same component in \( \omega \), then the spins \( \sigma_x \) and \( \sigma_y \) coincide. Below is the construction of the Edward-Sokal coupling for the quantum Ising model.

Given a FK configuration \( \omega \) sampled according to \( E_{\tau, \theta}^{FK} \), define a (random) spin configuration \( \sigma \) in the following way. To each connected component of \( \omega \), we choose a spin (\( + \) or \( - \)) uniformly at random. We write \( P_1 \) for this measure.

Conversely, given a spin configuration \( \sigma \) sampled according to \( E_{\tau, \theta}^{spin} \), define a (random) FK configuration \( \omega \) by adding Poisson points of parameter \( \theta \) on the dual lines where the neighboring spins coincide, which are bridges connected different components having the same spin. We write \( P_2 \) for this measure. Using elementary properties of the Poisson point processes, one can show that the two measures \( P_1 \) and \( P_2 \) have the same distribution.

2.4 Kramers-Wannier duality

The space-time spin representation and the random-parity representation are dual representations to each other. To be more precise, the space-time spin representation corresponds to the so-called low-temperature expansion. A spin configuration defined on \( \Omega_{\delta}^\bullet \) is in bijection with collection of contours on \( \Omega_{\delta}^\circ \) which appear as interfaces between \( + \) and \( - \) spins, see Equation (2.3) and Figure 2.2. As such, the spin measure is exactly the measure defined on the set of contours.
In a similar manner, the random-parity representation corresponds to the so-called *high-temperature* expansion. It does not consist in rewriting the probability measure configuration-wise. Instead, it gives an alternative way to rewrite the $n$-point correlation, after summing/integrating over spin configurations, using contours and paths as in Equation (2.5). An example is given in Figure 2.2.

Figure 2.2: We work with a primal domain with free boundary condition. **Left:** An example of the space-time spin representation with $+ \text{ spin in blue and - spin in orange. The contours separating different spins are given in green. **Right:** An example of the random-parity representation with source given by two points.

Note that the Kramers-Wannier duality reads as,

$$(\tau^*, \theta^*) = (\frac{\theta}{2}, 2\tau).$$

It is an involution, i.e. $((\tau^*)^*, (\theta^*)^*) = (\tau, \theta)$. The self-dual point is given by $\frac{\tau}{\theta} = 2$ which is also the critical point of the quantum Ising model, see [BG09, DCLM18].

We remind the reader that the “usual” way of talking about sub- or super-criticality differs in the spin- and the FK-representation. Due to the coupling mentioned in Section 2.3, the existence of an infinite cluster in the FK-representation is equivalent to a positive spontaneous magnetization. However, in the FK setting, we usually refer this case as super-critical, whereas in the spin setting, we usually refer this as sub-critical.

### 2.5 From discrete to semi-discrete

The different representations described above can be seen as their corresponding representations in the classical two-dimension Ising model on a flattened lattice. As shown in Figure 2.3, there are two types of edges, long “horizontal” edges of length $\frac{\delta}{2} \cos \frac{\varepsilon}{2}$ and short “vertical” edges of length $\frac{\delta}{2} \sin \frac{\varepsilon}{2}$ in the flattened lattice $\mathcal{G}$ and we note that when $\varepsilon \to 0$, it “converges” to the semi-discrete lattice.

At discrete level, let us fix the parameters as follows. To each edge $e$ one associates the coupling constant $J_e > 0$ which only depends on the type, horizontal or vertical: each horizontal edge $e$ has the same coupling constant $J_h$ and each vertical edge has the same coupling constant $J_v$. And we recall that the Hamiltonian in the discrete model is given by

$$\mathcal{H}(\sigma) = - \sum_{e \in E} J_e \sigma_x \sigma_y,$$

where $e = (x, y)$ for $e \in E$. 
Figure 2.3: The flattened lattice $\mathcal{G}^\varepsilon$ which “converges” to the semi-discrete lattice in the limit. **Left:** The isoradial representation (diamond graph) when $\delta = \frac{1}{2}$. **Right:** The primal lattice with dual vertices.

Note that in the above expression, one drops the additional parameter $\beta$ which is the inverse temperature. One can include it in $J_e$ and the regime of the model (subcritical, critical, supercritical) is thus determined by how the parameters $J_e$ are chosen.

In the low-temperature expansion, a spin configuration is in bijection with a collection of contours in the dual lattice. For each edge $e$ in the primal lattice, the weight of its dual edge is given by $t^*_e = e^{-2J_e}$. The coupling constants $J_h$ and $J_v$ are chosen such that $1 - t^*_h \sim \theta \varepsilon$ and $t^*_v \sim \tau \varepsilon$. Recall that the dual of a horizontal edge is vertical and vice versa. As such, when the limit $\varepsilon \to 0$ is taken, one obtains contours defined by Poisson Point Processes as weak limit of families of i.i.d. Bernoulli random variables whose parameters are scaled as described above.

In the corresponding high-temperature expansion, we make use of $\tanh(J_e) = \frac{1 - t^*_e}{1 + t^*_e}$. This gives $\tanh(J_h) \sim \frac{\theta}{2} \varepsilon$ and $1 - \tanh(J_v) \sim 2\tau \varepsilon$. Using the same argument to obtain Poisson Point Processes, this also confirms that the dual model is given by parameters as shown in (2.6).

Above we describe the procedure from discrete to semi-discrete in the spin-representation. When it comes to the FK-representation, we refer interested readers to [DCLM18, Section 5.1].

This similarity between the discrete model and the semi-discrete representation of the quantum model suggests that the same results in the classical Ising model are expected to hold in the quantum setting. However, when dealing with universality of results in the discrete setting, one important assumption is the so-called bounded-angle property, i.e. angles of the graph need to be uniformly bounded away from 0 and $\pi$. This property does not survive in the procedure from discrete to semi-discrete for obvious reasons.

In [DCLM18], authors obtained finer estimations in this particular procedure from discrete to semi-discrete, thus extending phase transition results from discrete graphs described in Figure 2.3 to the semi-discrete lattice $2\mathbb{Z} \times \mathbb{R}$. This approach might be tempting knowing universality of spin-correlation on isoradial graphs proven in [CLM21], provided they keep the bounded angle-property. Still, in this case, additional difficulties rise due to local normalizing factor appearing before smashing the grid in the vertical direction. Thus, we prefer to present a more straightforward and elegant method by working directly in the semi-discrete setting, following the spirit of [Li19].
3 Results

In this section, we give a summary of the main results proved in this paper. They are expressed in terms of the space-time spin representation of the quantum Ising model. They also extend a series of results proved on isoradial graphs [HS13, Hon14, CHI15, CIM21] to the semi-discrete lattice, showing the existence and the conformal covariance of a scaling limit in simply connected domains. Such an extension has previously been made for interfaces in the FK-loop representation [Li19], but more work is required in this paper for general correlations, one of the reasons being that normalizing factors depending on the mesh size $\delta$ of the lattice are now required.

For concision, we mostly state those results for with + boundary conditions, although one can extend them to any boundary condition composed of a finite sequence of boundary arc in $\{+, -, \text{free}\}$ using the theory developped in [CHI21]. For more general boundary conditions, the scaling limit is simply multiplied by a conformally invariant factor. It is also enough to prove the convergence results in smooth domains, since the monotonicity with respect to boundary conditions and approximations by smooth domains allow to prove convergence in general domains once it is done in smooth domains.

Since the (1+1)-dimensional quantum Ising model has several equivalent representations, the results will be stated in the three following settings. Unless otherwise specified, the model is considered at its criticality, i.e., $\theta = \theta^\star$.

1. In $\Omega_\delta$, which is the semi-discretization by $2\delta(\mathbb{Z} \times \mathbb{R})$ of a given simply connected domain $\Omega \subset \mathbb{C}$. The quantum Ising measure at the criticality will be denoted by $\mathbb{E}_{\Omega_\delta}$ in this case.

2. In $\mathbb{H}_\delta := 2\delta(\mathbb{Z} \times \mathbb{R})$, which can be regarded as the graphical time-evolution of the quantum Ising model on $2\delta\mathbb{Z}$, or as the special case $\Omega = \mathbb{H}$ in the first point. The quantum Ising measure at the criticality will be denoted by $\mathbb{E}_{\mathbb{QI}_\delta}$ in this case.

3. In $\mathcal{R}_\delta(k)$, where $\mathcal{R}_\delta(k)$ stands for the semi-discretization by $2\delta(\mathbb{Z} \times \mathbb{R})$ of $\mathcal{R}(k)$, which is the rectangle defined in Appendix [B]. We have that $\mathcal{R}(k) = (-K(k), K(k)) \times (0, K'(k))$, where, for $k \in (0, 1)$,

\[
K(k) := \int_0^1 \frac{ds}{\sqrt{(1 - s^2)(1 - k^2s^2)}}
\]

is the complete elliptic integral of the first kind, and $K'(k) = K(\sqrt{1 - k^2})$. Since $k \mapsto K(k)/K'(k)$ is a diffeomorphism between $(0, 1)$ and $(0, +\infty)$, the set $\{\mathcal{R}(k), k \in (0, 1)\}$ describes all the possible aspect ratios of a rectangle. More details are given in Appendix [B]. This can be understood as the thermodynamic limit of a finite-size quantum Ising model where we scale both the number of vertices and the time together by $\delta^{-1}$. The corresponding quantum Ising measure at the criticality will be denoted by $\mathbb{E}_{\mathbb{QI}_\delta(k)}$. 


In the second (resp. the third) setting, due to the natural space-time representation, we introduce some additional notations. For a space-time point \((x^\delta, t)\) in \(\mathbb{H}_\delta\) (resp. \(\mathcal{R}_\delta(k)\))

Our first result states the conformal covariance of the horizontal energy density in simply connected domains.

**Theorem 3.1.** Let \(a \in \Omega\) an interior point of a simply connected domain approximated by \(a^\delta \in \Omega_\delta^*\). Set \(\varepsilon_{a^\delta} := \sigma_{a^\delta} \sigma_{a^\delta+2\delta} - E_{\mathcal{C}_\delta}^+ [\sigma_{a^\delta} \sigma_{a^\delta+2\delta}]\) the energy density random variable. For the critical space-time representation of the quantum Ising model, one has

\[
\frac{1}{\delta} E_{\mathcal{C}_\delta}^+ [\varepsilon_{a^\delta}] \xrightarrow{\delta \to 0} \frac{1}{\sqrt{2\pi}} \ell_\Omega(a),
\]

where \(\ell_\Omega(a)\) is the hyperbolic metric of \(\Omega\) at the point \(a\), i.e. \(\ell_\Omega(a)\) is the modulus of the derivative at \(a\) of any conformal from \(\mathbb{D}\) to \(\Omega\) vanishing at \(a\). The above convergence is uniform over points remaining at a definite distance from \(\partial \Omega\).

The substraction of the full-plane energy density \(E_{\mathcal{C}_\delta}^+ [\sigma_{a^\delta} \sigma_{a^\delta+2\delta}] = \sqrt{2}/2\) (see Remark 7.8) is necessary to underline the influence of the domain \(\Omega\). Indeed, using standard Russo-Seymour-Welch type estimates \([DCLM18]\) and comparison between boundary conditions, one can easily see that \(E_{\mathcal{C}_\delta}^+ [\varepsilon_{a^\delta}] \to 0\) as \(\delta \to 0\). The effect of the boundary of \(\Omega\) reads in the sub-leading term of the expansion of \(E_{\mathcal{C}_\delta}^+ [\sigma_{a^\delta} \sigma_{a^\delta+2\delta}]\).

One can also state a more general result involving several energy density variables, whose proof is based upon the special case \(r = 1\) and the Pfaffian structure of the Ising Model.

**Theorem 3.2.** Let \(a_1, \ldots, a_n \in \Omega\) be distinct interior points of \(\Omega\), approximated respectively by \(a_1^\delta, \ldots, a_n^\delta \in \Omega_\delta^*\). In the setup of the previous theorem, one has

\[
\frac{1}{\delta^n} E_{\mathcal{C}_\delta}^+ [\varepsilon_{a_1^\delta} \cdots \varepsilon_{a_n^\delta}] \xrightarrow{\delta \to 0} \langle \varepsilon_{a_1} \cdots \varepsilon_{a_n} \rangle^+_{\Omega},
\]

where the multiple energy correlator is a conformally covariant quantity defined via \((5,16)\). Moreover, the convergence is uniform over points \(a_1, \ldots, a_n\) remaining at a definite distance from each other and from the boundary.

Let \(K(a_1, \ldots, a_r)\) be the \(r \times r\) matrix defined by \(K_{i,j} := \mathbf{1}_{i \neq j} (a_i - a_j)^{-1}\) and denote \(\text{Pf}\) the usual Pfaffian operator on matrices.

**Theorem 3.3.** Consider the critical Ising quantum spin chain on \(2\delta \mathbb{Z}\), fix \((x_k)_{1 \leq k \leq r}\) distinct points of \(\mathbb{R}\) approximated by \((x_k^\delta)_{1 \leq k \leq r}\) on \(2\delta \mathbb{Z}\). Fix also a sequence of positive instants \((t_k)_{1 \leq k \leq r}\). For a space-time configuration \((x^\delta, t)\) in \(2\delta \mathbb{Z} \times \mathbb{R}^+\), denote \(\varepsilon^{(t)}_{x^\delta} := \sigma^{(t)}_{x^\delta} \sigma_{x^\delta+2\delta} - \sqrt{2}/2\) the horizontal energy density at site \(x^\delta\) at time \(t\). On has

\[
\frac{1}{\delta} E_{\mathcal{Q}_{\delta}^+} [\varepsilon^{(t)}_{x^\delta}] \xrightarrow{\delta \to 0} \frac{1}{\sqrt{2\pi t}} \ell_{\mathcal{Q}_{\delta}^+},
\]

\[
\frac{1}{\delta^n} E_{\mathcal{Q}_{\delta}^+} [\varepsilon^{(t)}_{x_1^\delta} \cdots \varepsilon^{(t)}_{x_n^\delta}] \xrightarrow{\delta \to 0} \frac{1}{(2\pi t)^n} \text{Pf} [K(x_1+it_1, \ldots, x_n+it_n, x_1-it_1, \ldots, x_n-it_n)],
\]
\[ \frac{1}{\delta} \mathbb{E}^+_{QI^\delta(k)}[\epsilon^{(t)}] \xrightarrow{\delta \to 0} \frac{1}{\sqrt{2\pi}} \frac{\cscn(x+i\epsilon_{\delta}(x+it,k))}{\Im \sn(x+i\epsilon_{\delta}(x+it,k))}, \]
\[ \frac{1}{\delta} \mathbb{E}^\text{free}_{QI^\delta(k)}[\epsilon^{(t)}] \xrightarrow{\delta \to 0} -\frac{1}{\sqrt{2\pi}} \frac{\cscn(x+i\epsilon_{\delta}(x+it,k))}{\Im \sn(x+i\epsilon_{\delta}(x+it,k))}, \]

where \( \cscn, \sn, \dn \) denote usual Jacobi theta elliptic function, \( QI^\delta \) denotes critical the quantum spin chain on \( 2\delta \mathbb{Z} \) while \( QI^\delta(k) \) denotes the quantum spin chain on \( (-K(k), K(k)) \cap 2\delta \mathbb{Z} \) until time \( K'(k) \).

**Remark 3.4.** The convergence on the upper-half plane is invariant by translation, which comes directly from translation invariance of the model. One also notices that the energy density blows up near time \( t = 0 \). For example, in the case of + boundary conditions, both nearby spins involved in the energy density are more likely to be correlated as they feel the + imposed at the boundary when they approach it. With the free boundary condition, it is the other way around and the nearby spins are less likely to be correlated as approaching the boundary.

We now state the results concerning the general spin-correlations, i.e. the correlations between spins at macroscopic distances from each other.

**Theorem 3.5.** Let \( \Omega \) be a simply connected domain and \( a_1, \ldots, a_n \in \Omega \) distinct interior points approximated respectively by \( a_1^\delta, \ldots, a_n^\delta \) in \( \Omega^\delta \). Let also \( b_1, \ldots, b_n \in \Omega \) be distinct interior points approximated respectively by \( b_1^\delta, \ldots, b_n^\delta \) in \( \Omega^\delta \). For the critical space-time representation of the quantum Ising model one has

\[ \frac{\mathbb{E}^+_{\Omega^\delta^*}[\sigma_{a_1} \cdots \sigma_{a_n}]}{\mathbb{E}^+_{\Omega^\delta^*}[\sigma_{b_1} \cdots \sigma_{b_n}]} \xrightarrow{\delta \to 0} \frac{\langle \sigma_{a_1} \cdots \sigma_{a_n} \rangle_{\Omega^+}}{\langle \sigma_{b_1} \cdots \sigma_{b_n} \rangle_{\Omega^+}}, \tag{3.4} \]

where the function \( \langle \sigma_{( \cdots } \sigma_{( \cdots )} \rangle_{\Omega^+} \) is defined in (5.19). The convergence is again uniform over points remaining at a definite distance from each other and from the boundary.

Using Krammer-Wannier duality and the formalism of disorders (which can be understood as dual-spins), one can also prove the convergence of correlation ratios between primal and dual model.

**Theorem 3.6.** Let \( u_1^\delta \in \Omega^\delta_* \) and \( v_1^\delta \in \Omega^\delta_* \) approximating \( a_1 \in \Omega \) (respectively \( u_2^\delta \in \Omega^\delta_* \) and \( v_2^\delta \in \Omega^\delta_* \) approximating \( a_2 \in \Omega \)). One has

\[ \frac{\mathbb{E}^\text{free}_{\Omega^\delta^*}[\sigma_{u_1} \sigma_{v_1}]}{\mathbb{E}^\text{free}_{\Omega^\delta^*}[\sigma_{u_2} \sigma_{v_2}]} \xrightarrow{\delta \to 0} B_{\Omega}(a_1, a_2), \tag{3.5} \]

where the coefficient \( B_{\Omega}(a_1, a_2) \) is defined in (5.20) via the expansion of the boundary value problem (5.12) near one of its branchings.

Using the last two theorems and an induction, one can recover the convergence of rescaled correlation, with a fully explicit lattice dependant normalization. The next theorem states this complete result.
**Theorem 3.7.** Set $C := 2\pi e^{3/4}$. Under the previous hypothesis, given $a_1, \ldots, a_n$ interior points of $\Omega$ approximated by $a_1^\delta, \ldots, a_n^\delta$ in $\Omega^\delta$, one has

$$
\delta^{-\frac{n}{2}} E_{\Omega^\delta}^{\+ \times \+} [\sigma_{a_1^\delta} \cdots \sigma_{a_n^\delta}] \xrightarrow{\delta \to 0} C^n \langle \sigma_{a_1} \cdots \sigma_{a_n} \rangle^\+_{\Omega}.
$$

The convergence is uniform over points remaining at a definite distance from each other and from the boundary.

Once the previous theorem is proven, one can compute explicit formulas in specific domains to recover analytic expressions of correlation. Those expressions can be used to compute space-time correlations of the one dimensional quantum Ising model. The next theorem provides those formulas for the two most natural setups.

**Theorem 3.8.** Consider the critical one dimensional Ising quantum spin chain on $2\delta\mathbb{Z}$. Set $x_1, \ldots, x_n$ horizontal coordinates approximated by $x_1^\delta, \ldots, x_n^\delta$ and $t_1, \ldots, t_n$ positive times. Let $\sigma_{x^\delta}^{(t)}$ be the spin variable $x^\delta$ at time $t$. One has the space-time spin-spin correlations,

$$
\delta^{-\frac{n}{2}} E_{\Omega^\delta}^{\+} [\sigma_{x_1^\delta}^{(t_1)} \cdots \sigma_{x_n^\delta}^{(t_n)}] \xrightarrow{\delta \to 0} C^n \prod_{r=1}^n \left(\frac{2}{t_r^\delta}\right)^\frac{1}{2} \sum_{\mu \in \{\pm 1\}^n} \prod_{1 \leq r < m \leq n} \left| \frac{(x_r-x_m)^2 + (t_r-t_m)^2}{(x_r-x_m)^2 + (t_r+t_m)^2} \right|^\frac{\mu_r \mu_m}{4} \right)^\frac{1}{2},
$$

$$
\frac{E_{\Omega^\delta}^{\+} \sigma_{x_1^\delta}^{(t_1)} \cdots \sigma_{x_n^\delta}^{(t_n)}}{E_{\Omega^\delta}^{\+} [\sigma_{x_1^\delta}^{(t_1)} \cdots \sigma_{x_n^\delta}^{(t_n)}]} \xrightarrow{\delta \to 0} \prod_{j=1}^n |c_n(x_j + it_j, k)dn(x_j + it_j, k)|.
$$

In particular, the one-point function and the two-point function write,

$$
\delta^{-\frac{1}{2}} E_{\Omega^\delta}^{\+} [\sigma_{x_1^\delta}^{(t_1)}] \xrightarrow{\delta \to 0} C \left(\frac{2}{t_1^\delta}\right)^\frac{1}{2},
$$

$$
\delta^{-\frac{1}{2}} E_{\Omega^\delta}^{\+} [\sigma_{x_1^\delta}^{(t_1)} \sigma_{x_2^\delta}^{(t_2)}] \xrightarrow{\delta \to 0} C^2 \left(\frac{2}{t_1^\delta t_2^\delta}\right)^\frac{1}{4} \left[ \frac{(x_1-x_2)^2 + (t_1+t_2)^2}{(x_1-x_2)^2 + (t_1-t_2)^2} \right]^\frac{1}{2} + \left[ \frac{(x_1-x_2)^2 + (t_1-t_2)^2}{(x_1-x_2)^2 + (t_1+t_2)^2} \right]^\frac{1}{2},
$$

$$
\delta^{-\frac{1}{2}} E_{\Omega^\delta}^{\+} [\sigma_{x_1^\delta}^{(t_1)} \sigma_{x_2^\delta}^{(t_2)}] \xrightarrow{\delta \to 0} C^2 \left(\frac{2}{t_1^\delta t_2^\delta}\right)^\frac{1}{4} \left[ \frac{(x_1-x_2)^2 + (t_1+t_2)^2}{(x_1-x_2)^2 + (t_1-t_2)^2} \right]^\frac{1}{2} - \left[ \frac{(x_1-x_2)^2 + (t_1-t_2)^2}{(x_1-x_2)^2 + (t_1+t_2)^2} \right]^\frac{1}{2}.
$$

The lattice dependant scaling factor $\delta^n C^n$ is obtained by replacing the expectation in bounded regions by the expectation in the full-plane. Theorems 3.3 and 3.8 can be seen as a byproduct of the space-time interpretation for the critical 1D Ising model, as well as explicit formulas for correlation functions in the upper-half plane and in rectangles.

In the above-mentioned theorems, explicit lattice scaling factors appear and are related to the full-plane asymptotics of the two point functions, which we compute explictly, already on the semi-discrete lattice. We developp a formalism, close to the one introduced in [CHM19], that allows to derive the desired asymptotics in the vertical direction. Combined with the convergence of correlation ratios mentioned above, it implies in particular the rotational invariance of the critical model, together with its explicit two point function.

**Theorem 3.9.** For the critical space-time representation of the quantum Ising model in full-plane $\mathbb{C}_1$, one has the asymptotic

$$
E_{\mathbb{C}_1}^{\+} [\sigma_0 \sigma_z] \xrightarrow{z \to \infty} C^2 |2z|^{-\frac{1}{2}}.
$$
In particular, the critical model is rotationally invariant. The uniqueness of the Gibbs measure at criticality allows to drop + boundary condition at infinity from the definition. We now pass to the results outside of criticality, obtained by the same formalism of Topelitz+Hankel determinants.

**Theorem 3.10.** For the sub-critical ($\theta < \theta^*$) space-time representation of quantum Ising model in $\mathbb{C}_1$ with parameters $(\theta, \theta^*)$ and + boundary conditions at infinity, the spontaneous magnetization satisfies

$$M(\theta, \theta^*) := \lim_{n \to \infty} \mathbb{E}_{\mathbb{C}_1^+}[\sigma_0 \sigma_n]^{1/2} = (\theta^2 + \theta^{*2})^{-\frac{1}{2}}(1 - (\frac{\theta}{\theta^*})^2)^{\frac{1}{2}}. \quad (3.8)$$

This result generalizes the full-plane magnetization result below criticality proven for rectangular grids in [CHM19] and in general $\mathbb{Z}$-invariant isoradial graphs with bounded angles in [CIM21]. It is known by [DCLM18] that above criticality, the spin-spin correlation decays exponentially fast. In particular, using quasi-multiplicativity arguments, one can see that the so-called correlation length [DCLM18 Thm. 1.5] in the horizontal direction $\xi$ is well defined. The next result gives its exact value, extending to the horizontal direction the result proved in [BD12].

**Theorem 3.11.** For the super-critical ($\theta > \theta^*$) quantum Ising model in full-plane $\mathbb{C}_1$ with parameters $(\theta, \theta^*)$ and + boundary conditions at infinity, one has

$$\xi = \lim_{n \to \infty} -\frac{1}{n} \log \mathbb{E}_{\mathbb{C}_1^+}[\sigma_0 \sigma_n] = \frac{1}{2} \log(\frac{\theta}{\theta^*}). \quad (3.9)$$

An interesting question would be interesting to find a way to exploit this first result to prove at least the exponential decay in all directions. As for the general correlation length expression (which is not isotropic), it looks to be a more challenging task and is not addressed here.

## 4 Disorder insertion

We are interested in the space-time spin representation of the quantum Ising model on the primal domain $\Omega^\star_\delta$ with + boundary condition. The underlying Poisson point process is of parameter $\tau$ on primal lines (death points) and the coupling constant is denoted by $\theta$. The latter parameter is also the underlying Poisson point process for bridges in the FK representation, but not needed here for the spin representation.

Its dual model is the quantum Ising model defined on the dual domain $\Omega^\delta_\delta$ with free boundary condition whose underlying Poisson point process is of parameter $\tau^\star$ on dual lines and whose coupling constant is given by $\theta^*$. The relation between these parameters $(\tau^*, \theta^*) = (\frac{\theta}{2}, 2\tau)$ is given in (2.6). Recall that the critical point is also the self-dual point, and the choice of parameters we make will be $\tau^* = \tau = \frac{1}{48}$ and $\theta^* = \theta = \frac{1}{25}$. Only the ratio $\frac{\theta}{\tau}$ determines for the regime of the model, but this particular choice allows us to have some nice isotropic property as explained in [Li19] and will be discussed later in Section 4.2 and 4.4.
4.1 Definition

Below we give the formal definition of the disorder operator which is valid for any parameters. In particular, we do not assume the self-dual condition (2.6), which will not be used when working with the model outside of criticality.

As in the discrete setup, the disorder insertion has two possible equivalent definitions. It can be seen as the ratio of partition functions between a modified model and the original one, or as an expectation of a random variables defined along disorder lines in the primal graph. More precisely,

**Definition 4.1.** For pairwise disjoint vertices \((v_i)_{1 \leq i \leq 2n}\) in the dual domain \(\Omega^\circ\), we define the disorder operator by

\[
E^+_{\Omega^\circ, \tau, \theta}[\mu_{v_1} \ldots \mu_{v_{2n}}] := \frac{Z(\tau, \tilde{\theta})}{Z(\tau, \theta)} = \mathbb{E}^{+}_{\Omega^\circ, \tau, \theta} \left[ \exp \left( -\theta \cdot \text{Leb}^\circ(1_{v \in L_1 \cup \cdots \cup L_n} \in v) \right) \right],
\]

where \((L_i)_{1 \leq i \leq n}\) is a path collection pairing vertices in \((v_i)_{1 \leq i \leq 2n}\).

The parameter \(\tilde{\theta}\) here is defined to be \(-\theta\) along all \((L_i)\) and \(\theta\) elsewhere. By reversing along the lines \((L_i)\) the coupling constants, we make the model anti-ferromagnetic there. The partition functions \(Z(\tau, \theta)\) and \(Z(\tau, \tilde{\theta})\) are defined in (2.2). We need to check that the above definition does not depend either on (a) how the vertices \(v_i\) are paired or (b) the path taken between two vertices.

Indeed, it is enough to check the second condition since by deforming paths, the first one is a special case of the second. More precisely, we deform a path so that it goes through another disorder vertex, cut the path and glue in a different manner from that vertex. See Figure 4.1 for an illustration. The definition (4.1) can also be generalized to an odd number of disorders, but since there is no such a pairing of disorders, the quantity is zero. If two disorders are located at the same vertex, we formally pair them together and say they cancel each other (i.e. \(\mu_{v} \mu_{v} = 1\) almost surely).

Now, we show that the definition (4.1) is path-independent. It is enough to show this for a disorder line connecting \(v_1\) to \(v_2\). Let \(L_1\) and \(\tilde{L}_1\) be two such paths. Write \(\theta_1\) and \(\tilde{\theta}_1\) as in the definition of the partition function (4.1). Write \(\Lambda\) for the (closed) region delimited by \(L_1\) and \(\tilde{L}_1\), \(L_{\Lambda}\) for the collection of dual lines in \(\Lambda\) (boundary included). For a spin configuration \(\sigma\), write \(\sigma_{\Lambda^c}\) for \(\sigma\) restricted on \(\Lambda^c\) and \(\tilde{\sigma}\) for the configuration which coincides with \(\sigma\) on \(\Lambda^c\) but with reversed sign on \(\Lambda\). Then,

\[
\frac{Z(\tilde{\theta}_1)}{Z(\theta)} \overset{(1)}{=} Z(\theta)^{-1} \cdot \eta^*_r \left[ \sum_{\sigma \in \Sigma(D)} C(\sigma_{\Lambda^c}) \exp \left( \frac{\tilde{\theta}_1}{2} \cdot \text{Leb}^\circ(1_{v \in L_{\Lambda}} \in v) \right) \right]
\]

\[
\overset{(2)}{=} Z(\theta)^{-1} \cdot \eta^*_r \left[ \sum_{\sigma \in \Sigma(D)} C(\tilde{\sigma}_{\Lambda^c}) \exp \left( \frac{\theta_1}{2} \cdot \text{Leb}^\circ(1_{v \in L_{\Lambda}} \in v) \right) \right]
\]

\[
\overset{(3)}{=} Z(\theta)^{-1} \cdot \eta^*_r \left[ \sum_{\sigma \in \Sigma(D)} C(\sigma_{\Lambda^c}) \exp \left( \frac{\theta_1}{2} \cdot \text{Leb}^\circ(1_{v \in L_{\Lambda^c}} \in v) \right) \right],
\]
where $D$ is sampled according to $\eta^\bullet$. In the above computation, the first (1) line is the definition and $C(\sigma_{\Lambda^c})$ is some constant depending only on the spin outside of $\Lambda$. In the second line (2), we flip all the spins inside $\Lambda$ which is equivalent to switching the coupling constant from $\tilde{\theta}$ to $\theta$. It is possible to do so due to the following equality in distribution for any finite set $X \subseteq \Omega^\bullet_\delta$,

$$\mathcal{L}(D \mid X \subseteq D) = \mathcal{L}(D) \cup X.$$ 

Finally, in the last line (3), we use the bijection $\sigma \mapsto \tilde{\sigma}$.

Using the duality between the space-time spin representation and the random-parity representation, one can see the disorders as a dual spin configuration, for the dual model with dual parameters, e.g.

$$E_{\mathbb{H}, \tau^*, \tilde{\theta}}[\mu_{v_1} \ldots \mu_{v_n}] = E_{\mathbb{H}, \tau^*, \theta^*}[\sigma_{v_1} \ldots \sigma_{v_n}], \quad (4.2)$$

where $(\tau^*, \theta^*) = \left(\frac{\theta}{2}, 2\tau\right)$ is given in (2.6). Note again that above we defined the disorder operator when $n$ is even. When the number of disorders is odd, the LHS of (4.2) is zero because the disorders do not pair up; the RHS is also zero because under the free boundary condition, the measure is invariant under the global spin-flip.

We can give another interpretation of $Z(\tau, \tilde{\theta})$ in (4.1) using the quantum Ising model defined on some double cover. This viewpoint will turn out to be very useful later for the definition of mixed correlators (4.7).

Let $D_\delta = \Omega^\bullet_\delta, \Omega^e_\delta$ or $\Upsilon(\Omega_\delta)$. A double cover of $D_\delta$ is formally defined as the disjoint union of two identical copies (also called sheets) $D_\delta \sqcup D_\delta$ with the following additional data telling about its branching structure:

- $v = (v_1, \ldots, v_n)$ where $v_1, \ldots, v_n \in \Omega^e_\delta$ if $D_\delta = \Omega^e_\delta$ or $\Upsilon(\Omega_\delta)$;
- $u = (u_1, \ldots, u_m)$ where $u_1, \ldots, u_m \in \Omega^\bullet_\delta$ if $D_\delta = \Omega^\bullet_\delta$ or $\Upsilon(\Omega_\delta)$.
We denote this double cover by \([\Omega^\bullet_\delta, v], [\Omega^\circ_\delta, u]\) and \([\Upsilon(\Omega^\delta), v, u]\) respectively. Its branching structure is described as follows:

- If \(D^\delta = \Omega^\bullet_\delta\), the cuts are described by any pairing of \(v_i\)’s;
- if \(D^\delta = \Omega^\circ_\delta\), the cuts are described by any pairing of \(u_j\)’s;
- if \(D^\delta = \Upsilon(\Omega^\delta)\), the cuts are described by any pairing of \(v_i\)’s and \(u_j\)’s.

See Figure 4.2 for an illustration in the case of \([\Omega^\bullet_\delta, v_1, v_2]\).

Given \(v_1, \ldots, v_n \in \Omega^\circ_\delta\),

- Let \([\Omega^\bullet_\delta, v]\) be the double cover of \(\Omega^\bullet_\delta\) that branches over \(v_1, \ldots, v_n \in \Omega^\circ_\delta\). We consider the quantum Ising model on \([\Omega^\bullet_\delta, v]\).
- The Poisson point process \(\eta^\bullet_\tau\) is sampled on one copy and is taken to be the same on the other copy.
- A spin configuration \(\sigma\) on the double cover \([\Omega^\bullet_\delta, v]\) should satisfy the sign-flip symmetry: \(\sigma_u \sigma_{u^\#} = -1\) for any \(u \in [\Omega^\bullet_\delta, v]\) (we recall that \(u^\#\) is the other fiber in \([\Omega^\bullet_\delta, v]\) of the natural projection of \(u\) in \(\Omega^\bullet_\delta\)).
- Given a finite set of death points \(D\), denote by \(\Sigma(D)\) the set of spin configurations on the double cover \([\Omega^\bullet_\delta, v]\) satisfying the sign-flip symmetry. Note that this does not depend on \(v_1, \ldots, v_n\) but only on \(D\).

As such, the quantity \(Z(\tau, \bar{\theta})\) can be rewritten as the partition function of the Ising model defined on the double cover \([\Omega^\bullet_\delta, v]\) with a modified Hamiltonian

Denoting this quantity by \(Z^\bullet(\tau, \theta)\), we can write,

\[
Z^\bullet(\tau, \theta) = \eta^\bullet_\tau \left[ \sum_{\sigma \in \Sigma(D)} \exp \left( -\frac{\theta}{2} \cdot \mathcal{H}^\bullet(\sigma) \right) \right] \tag{4.3}
\]

\[
= \eta^\bullet_\tau \left[ \sum_{\sigma \in \Sigma(D)} \exp \left( \frac{\theta}{2} \cdot \frac{1}{2} \text{Leb}^\circ(\varepsilon_v) \right) \right], \tag{4.4}
\]

where the Hamiltonian \(\mathcal{H}^\bullet(\sigma)\) is defined to be \(-\frac{1}{2} \text{Leb}^\circ(\varepsilon_v)\),

\[
\mathcal{H}^\bullet(\sigma) = -\frac{1}{2} \text{Leb}^\circ(\varepsilon_v) = -\frac{1}{2} \int_{[\Omega^\bullet_\delta, v]} \varepsilon_v |dv|. \tag{4.5}
\]

Note that the factor \(\frac{1}{2}\) comes from the fact that when working on the double cover, the contribution coming from each planar pair of neighboring spins is counted twice. In particular, the energy density \(\varepsilon_v = \sigma_v - \sigma_{v^+}\) now takes into account the structure of the double cover. More precisely, if \(v\) lies on one of the disorder lines, then \(v^-\) and \(v^+\) belong to two different sheets, and that is where the sign-flip symmetry makes the difference.

\[\text{The partition function sums “twice” the contribution of each pair of spins (on two sheets).}\]
The quantum Ising measure on this double cover is characterized by
\[
E^+_{[\Omega^*_{\delta}\setminus \nu],\tau,\theta}[F(\sigma)] = Z^\nu(\tau, \theta)^{-1} \cdot \eta^* \left[ \sum_{\sigma \in \Sigma(D)} F(\sigma) \exp \left( -\frac{\theta}{2} \cdot \mathcal{H}^\nu(\sigma) \right) \right],
\]
for any measurable function \( F : \cup \Sigma(D) \to \mathbb{R} \).

Using this interpretation, for given \( v_1, \ldots, v_n \in \Omega^o_{\delta} \) and \( u_1, \ldots, u_m \in \Omega^*_{\delta} \), we can introduce the mixed correlator,
\[
E^+_{[\Omega^*_{\delta}\setminus \nu],\tau,\theta}[\mu_{v_1} \ldots \mu_{v_n} \sigma_{u_1} \ldots \sigma_{u_m}] := E^+_{[\Omega^*_{\delta}\setminus \nu],\tau,\theta}[\sigma_{v_1} \ldots \sigma_{v_n}] E^+_{[\Omega^*_{\delta}\setminus \nu],\tau,\theta}[\mu_{u_1} \ldots \mu_{u_m}].
\]

In other words, denote \( DB(\Omega^*_{\delta},m,n) \) the double cover of \((\Omega^o_{\delta})^n \times (\Omega^*_{\delta})^m \) with the following branching structure. For \( v = (v_1, \ldots, v_n) \in (\Omega^o_{\delta})^n \) and \( u = (u_1, \ldots, u_m) \in (\Omega^*_{\delta})^m \), we fix a path collection connecting \( v_i \)’s to the boundary and another path collection connecting \( u_j \)’s to the boundary. When \( u_j \)’s wind around \( v_i \)’s, the cuts are given by the path collection of \( v_i \)’s; similarly, when \( v_i \)’s wind around \( u_j \)’s, the cuts are given by the path collection of \( u_j \)’s.

Using the duality between representations, one has, for any integers \( n \) and \( m \),
\[
E^+_{[\Omega^*_{\delta}\setminus \nu],\tau,\theta}[\mu_{v_1} \ldots \mu_{v_n} \sigma_{u_1} \ldots \sigma_{u_m}] = E^\text{free}_{[\Omega^o_{\delta}\setminus \nu],\tau,\theta}[\sigma_{v_1} \ldots \sigma_{v_n} \mu_{u_1} \ldots \mu_{u_m}].
\]

In what follows, we write this last quantity as \( \langle \mu_{v_1} \ldots \mu_{v_n} \sigma_{u_1} \ldots \sigma_{u_m} \rangle \) or, equivalently, \( \langle \sigma_{v_1} \ldots \sigma_{v_n} \mu_{u_1} \ldots \mu_{u_m} \rangle \), since the object at stake is now canonical and does not “favor” spins or disorders (i.e. primal or dual spins). Note that these quantities are defined on the double cover \( DB(\Omega^o_{\delta},m,n) \) with the branching structure described above. Such a function is called spinor because the sign flips when replacing \( u \) (resp. \( v \)) by \( u^\# \) (resp. \( v^\# \)).

![Figure 4.2: A graphical representation of \( \Omega^*_{\delta}^{[v_1,v_2]} \) locally around the branching given by \( v_1, v_2 \in \Omega^o_{\delta} \). The vertices \( u, u^\# \in \Omega^*_{\delta} \) are two different vertices belonging to the same fiber.](image)

### 4.2 Local propagation Equation

The local propagation equation for Kadanoff–Ceva fermions (also called Dostenko propagation equation in [Mer01]) in the classical Ising model [KC71] has an equivalent in the graphical representation of the quantum Ising model. Instead of having a three-term relation, we have a two-term relation which involves a vertical
derivative of the order-disorder operator. This is due to the degeneration when we squeeze the rectangular lattice to obtain the semi-discrete lattice.

**Proposition 4.2.** Let \( \mathcal{O} \) be a mixed correlator. For a dual vertex \( v \) on the double cover,
\[
\partial_y \langle \mu_v \mathcal{O} \rangle = \partial_y \langle \mu_{v+i y} \mathcal{O} \rangle|_{y=0} := \lim_{y \to 0} \frac{1}{y} \left[ \langle \mu_{v+i y} \mathcal{O} \rangle - \langle \mu_v \mathcal{O} \rangle \right],
\]
where for all small enough \( y \), \( v + i y \) needs to be chosen such that it belongs to the same sheet of the double cover as \( v \). Moreover, this derivative satisfies the following two-term relation,
\[
\partial_y \langle \mu_v \mathcal{O} \rangle = \text{sgn}(\mathcal{O}, v) \cdot \theta \langle \sigma_v \sigma_v^* \mathcal{O} \rangle,
\]
(4.10)
where \( \text{sgn}(\mathcal{O}, v) \) takes value in \( \{0, \pm 1\} \) depending on the path \( L \) that pairs \( v \) with another dual vertex in \( \mathcal{O} \).

**Proof.** If the path \( L \) defined as in the statement does not exist, then \( \mathcal{O} \) has an even number of disorders and \( \langle \mu_{v+i y} \mathcal{O} \rangle \) is identically 0 for small enough \( y \). The right side of (4.10) is also identically zero for the same reason.

Assume that \( L \) exists. Using (4.1) and (4.7), we get,
\[
Z(\tau, \theta) \cdot \partial_y \langle \mu_{v+i y} \mathcal{O} \rangle|_{y=0} = \partial_y r^* \left[ \sum_{\sigma \in \Sigma(D)} \mathcal{O}_\sigma \exp \left( -\frac{\theta}{2} H^{[v+i y,v]}(\sigma) \right) \right]|_{y=0},
\]
\[
= \theta \cdot \text{sgn}(\mathcal{O}, v) \cdot r^* \left[ \sum_{\sigma \in \Sigma(D)} \mathcal{O}_\sigma \exp \left( -\frac{\theta}{2} H^{[v,v]}(\sigma) \right) \sigma_v \sigma_v^* \right],
\]
where we use the dominated convergence to switch the expectation \( r^* \) and the partial derivative \( \partial_y \) along with (4.15). This gives the final result (4.10). \( \square \)

**Proposition 4.3.** Let \( \mathcal{O} \) be a mixed correlator. For a primal vertex \( u \) on the double cover,
\[
\partial_u \langle \sigma_u \mathcal{O} \rangle = \partial_u \langle \sigma_{u+i y} \mathcal{O} \rangle|_{y=0} := \lim_{y \to 0} \frac{1}{y} \left[ \langle \sigma_{u+i y} \mathcal{O} \rangle - \langle \sigma_u \mathcal{O} \rangle \right],
\]
where for all small enough \( y \), \( u + i y \) needs to be chosen such that it belongs to the same sheet of the double cover as \( u \). Moreover, this derivative satisfies the following two-term relation,
\[
\partial_y \langle \sigma_u \mathcal{O} \rangle = \text{sgn}(\mathcal{O}, u) \cdot \theta^* \langle \sigma_u \sigma_u^* \mathcal{O} \rangle,
\]
(4.13)
where $\text{sgn}(\mathcal{O}, u)$ takes value in $\{\pm 1\}$ depending on the path $L$ that connects $u$ with the boundary (thus actually no dependency on $\Omega$),

$$\text{sgn}(\mathcal{O}, u) = \begin{cases} +1 & \text{if } L \text{ leaves } u \text{ from above}, \\ -1 & \text{if } L \text{ leaves } u \text{ from below}. \end{cases} (4.14)$$

Proof. One simply uses proposition 4.2 together with the duality relation (4.8).

**Lemma 4.4.** We use the notations from Proposition 4.2 and write $v$ for the set of all the disorders in $\text{supp}(\mathcal{O})$. Then, we have,

$$\partial_y \mathcal{H}^{[v, y, v]}(\sigma)_{|y=0} := \lim_{y \to 0} \frac{\mathcal{H}^{[v, y, v]}(\sigma) - \mathcal{H}^{[v, v]}(\sigma)}{y} = -\text{sgn}(\mathcal{O}, v) \cdot 2\sigma_v - \sigma_{v+}, (4.15)$$

where $v^-$ and $v^+$ are chosen to be on the same sheet of the double cover.

Proof. We show the result in the case that $\text{sgn}(\mathcal{O}, v) = 1$ and $y > 0$, the computation in the other cases is similar.

Write $v_1 = v$ and $v_2 = v + iy$ with $y > 0$. Compute the difference of the two following Hamiltonians using (4.15),

$$\mathcal{H}^{[v_1, v]}(\sigma) - \mathcal{H}^{[v_2, v]}(\sigma) \overset{(1)}{=} -\frac{1}{2} \int_{\Omega[v_1, v]} 1_{v \in [v_1, v_2]} [v_1^p, v_2^p] \sigma_v - \sigma_{v+} |dv| + \frac{1}{2} \int_{\Omega[v_2, v]} 1_{v \in [v_1, v_2]} [v_1^p, v_2^p] \sigma_v - \sigma_{v+} |dv|$$

$$\overset{(2)}{=} -\int_{\Omega[v_1, v]} 1_{v \in [v_1, v_2]} \sigma_v - \sigma_{v+} |dv| + \int_{\Omega[v_2, v]} 1_{v \in [v_1, v_2]} \sigma_v - \sigma_{v+} |dv|$$

$$\overset{(3)}{=} \int_{\Omega[v_1, v]} 1_{v \in [v_1, v_2]} \sigma_v |dv| + \int_{\Omega[v_2, v]} 1_{v \in [v_1, v_2]} \sigma_v |dv|$$

$$\overset{(4)}{=} 2 \int_{\Omega[v_1, v_2]} 1_{v \in [v_1, v_2]} \sigma_v |dv|. (4.16)$$

In the second equality (2), we use the fact that both sheets of the double cover contributes equally to the integrals. In the third equality, (3), we use the sign-flip symmetry for the double cover $\Omega^{[v, v]}$. In the first term of the last equality (4), on $\Omega$ and for $v \in [v_1, v_2]$, the primal vertices $(v^-)^\#$ and $v^+$ belong to the same sheet, thus can be rewritten with the cut point $v_1$ shifted to $v_2$.

To conclude the proof, we divide (4.16) by $y$ and take the limit to obtain the desired formula (4.15).

**4.3 Construction of observables via correlators**

In the following subsections, we will define two special correlators used in the convergence proofs of the critical model, which are constructed out of mixed correlators of the type $\mathcal{O}$ . We also prove they satisfy the so-called $s$-holomorphicity property, which makes discrete correlators regular already in discrete. As for mixed correlator of the form $\mathcal{O}$, the construction is appropriate on some double cover. We precise here those definitions.
**Definition 4.5.** Let $\tilde{F} : \Omega_\delta^2 \times \Omega_\delta^\bullet \to \mathbb{C}$ be a function defined on $DB(\Omega_\delta, 1, 1)$. We say that

- $\tilde{F}$ has the sign-flip property around $v \in \Omega_\delta^2$ if $\tilde{F}(v, u^\#) = -\tilde{F}(v, u)$ for all $u \in DB(\Omega_\delta, 0, 1)$,
- $\tilde{F}$ has the sign-flip property around $u \in \Omega_\delta^\bullet$ if $\tilde{F}(v^\#, u) = -\tilde{F}(v, u)$ for all $v \in DB(\Omega_\delta, 1, 0)$,
- $\tilde{F}$ has the sign-flip property (everywhere) if the above two items are true for all $v \in \Omega_\delta^2$ and $u \in \Omega_\delta^\bullet$.

In the above statement, $p^\#$ denotes the other fiber of $p$ on the appropriate double cover.

As it is the case in the discrete case, we specify the notion of sign-flip symmetry, which will appear naturally later.

**Definition 4.6.** Let $F : \Upsilon(\Omega_\delta) \to \mathbb{C}$ be a function defined on the corner semi-discrete lattice such that for each $c \in \Upsilon(\Omega_\delta)$, $F(c)$ depends only on $v_c \in \Omega_\delta^2$ and $u_c \in \Omega_\delta^\bullet$. We may write $F(c) = \tilde{F}(v_c, u_c)$. We say that $F$ has the sign-flip property at $c \in \Upsilon(\Omega_\delta)$ if

- $v \mapsto \tilde{F}(u_c, v)$ has the sign-flip property around $u_c$,
- $u \mapsto \tilde{F}(u, v_c)$ has the sign-flip property around $v_c$.

**Definition 4.7.** Let $\eta_c := [i(v_c - u_c)]^{-1/2}$ be the semi-discrete Dirac spinor.

Note that $\eta_c$ is defined up to the sign, which explains the need of the double cover structure described above. The sign of $\eta_c$ depends on the choice of $v_c$ and $u_c$. In other words, $\eta_c$ has the sign-flip property around all vertices of $\Upsilon(\Omega_\delta)$.

**Definition 4.8.** Let $\varpi = (u_1, \ldots, u_{n-1}, v_1, \ldots, v_{m-1}) \in (\Omega_\delta^2)^{n-1} \times (\Omega_\delta^\bullet)^{m-1}$ and $\mathcal{O} = \mu_{v_1} \ldots \mu_{v_{m-1}} \sigma_{u_1} \ldots \sigma_{u_{n-1}}$. For a corner $c \in \Upsilon_\delta^\times$ set formally $\chi_c := \mu_{v_c} \sigma_{u_c}$, where $v_c$ (resp. $u_c$) is the neighboring dual (resp. primal) vertex. This allows to define the complexified correlator $\Psi_\varpi$ on $\Omega_\varpi$ by

$$\Psi_\varpi := c \mapsto \eta_c \langle \chi_c \mathcal{O} \rangle = \eta_c \langle \chi_c \mu_{u_1} \ldots \mu_{u_{n-1}} \sigma_{v_1} \ldots \sigma_{v_{m-1}} \rangle.$$  \hspace{1cm} (4.17)

The next proposition shows that the complexified correlator is properly defined and satisfies the spinor property.

**Proposition 4.9.** In the context of the definition (4.8), the complexified correlator $\Psi_\varpi$ is well defined on $\Omega_\varpi$. Moreover $\Psi_\varpi$ has the sign-flip property i.e. for $c, c^\#$ corners of $\Omega_\varpi$, one has $\Psi_\varpi(c) = -\Psi_\varpi(c^\#)$, which means that $\Psi_\varpi$ changes its sign when $c$ makes a turn around one of the $v_p$ or $u_q$.

**Proof.** As explained above and in [CHI21], Remark 2.5, Lemma 2.6, Def 2.7], the correlator $\langle \chi_c \mathcal{O} \rangle$ can be viewed a single multivalued function on one double cover. The presence of nearby branchings at $c$ and the multiplication by $\eta_c$ (which branches around all points of $\Upsilon(\Omega_\delta)$) kills the branching structure around each points except those of $\varpi$. Finally, the spinor property comes from the spinor property of $\eta_c$ since replacing $\chi_c$ by $\chi_c^\#$ doesn’t change the sign of $\langle \chi_c \mathcal{O} \rangle$ but the one of $\eta_c$.

\[\Box\]
4.4 s-holomorphicity and fermionic correlators

We recall now the definition of a semi-discrete s-holomorphic function [Li19, Section 3.7], which is a natural generalisation of the isoradial case. In particular, we show that mixed correlators introduced above give rise to s-holomorphic functions. Contrarily to the FK-loop representation [Li19], the approach of disorder insertion described in previous sections provides the s-holomorphicity property almost directly (i.e. there is no need to look at combinatorial bijections between local loop configurations). Below we define the notion of s-holomorphicity, which can be viewed in both the corner and diamond lattices, and provide a simple way to switch point of view depending on the context.

**Definition 4.10.** Let $F : \Upsilon(\Omega_\delta) \to \mathbb{C}$ be a function defined on the corner semi-discrete lattice. It is said to be corner s-holomorphic if it satisfies the two following properties.

1. **Parallelism:** for $c \in \Upsilon(\Omega_\delta)$, we have $F(c) \parallel \eta_c \mathbb{R}$ where $\eta_c$ is defined in (4.7).
   In other words,
   - $F(c) \in \nu \mathbb{R}$ if $u_c$ is on the left and $v_c$ is on the right (western corners),
   - $F(c) \in i \nu \mathbb{R}$ if $u_c$ is on the right and $v_c$ is on the left (eastern corners),
   where $\nu = e^{-\frac{i \pi}{4}}$.

2. **Holomorphicity:** for any corner $c \in \Upsilon(\Omega_\delta)$, we have $\overline{D}(\delta) F(c) = 0$.

Note that in the above definition, the semi-discrete derivative is given by
\[ \overline{D}(\delta) F(c) := \frac{1}{2} \left[ D_{\bar{x}}^\delta F(c) - \frac{\partial_y F(c)}{1} \right] = \frac{1}{2} \left[ \frac{F(c^+) - F(c^-)}{2\delta} - \frac{\partial_y F(c)}{1} \right]. \quad (4.18) \]

**Definition 4.11.** Let $F^\diamond : \Omega_\delta^\diamond \to \mathbb{C}$ be a function defined on the diamond semi-discrete domain. It is said to be diamond s-holomorphic if it satisfies the two following properties.

1. **Projection:** for every $c = c(z_c^-, z_c^+) \in \Upsilon(\Omega_\delta)$, we have
   \[ \text{Proj}[F^\diamond(z_c^-), \eta_c \mathbb{R}] = \text{Proj}[F^\diamond(z_c^+), \eta_c \mathbb{R}] \]
   where $\text{Proj}(X, \eta \mathbb{R})$ denotes the usual projection of $X$ on the line $\eta \mathbb{R}$, i.e.
   \[ \text{Proj}[X, \eta \mathbb{R}] = \frac{1}{2} \left[ X + \eta^2 \mathbb{R} \right]. \]

2. **Holomorphicity:** for all vertex $z$ on the medial domain $\diamond(\Omega_\delta)$, we have $\overline{D}^\diamond F^\diamond(z) = 0$.

In the convergence proofs, we mainly work with diamond holomorphic function, since they behave as continuous holomorphic function as the lattice mesh-size goes to 0. In fact, this passage to complexed valued diamond holomorphic function appears crucial to study the scaling limits, since corner holomorphic functions have a prescribed complex argument, thus cannot behave like holomorphic ones. In fact, there is a natural bijection between corner and diamond s-holomorphic functions on $\Upsilon(\Omega_\delta)$ and those on $\diamond(\Omega_\delta)$. The next proposition explicits this very simple link.
Proposition 4.12. Given a corner s-holomorphic function \( F : \Upsilon(\Omega_\delta) \to \mathbb{C} \), one can define \( F^\diamond : z \in \diamond (\Omega_\delta) \to \mathbb{C} \) by:

\[
F^\diamond(z) := F(c^-_z) + F(c^+_z).
\]

Then, the function \( F^\diamond \) is diamond s-holomorphic.

Conversely, given a diamond s-holomorphic function \( F^\diamond : \diamond (\Omega_\delta) \to \mathbb{C} \), one can define \( F : c \in \Upsilon(\Omega_\delta) \to \mathbb{C} \) by

\[
F(c) := \text{Proj}[F^\diamond(z^-_c), \eta_c \mathbb{R}] = \text{Proj}[F^\diamond(z^+_c), \eta_c \mathbb{R}].
\]

Then, the function \( F \) is corner s-holomorphic.

When the context is clear, we will drop the denomination corner or diamond s-holomorphic functions and just call them s-holomorphic functions, passing from one to the other using Proposition 4.12. As a consequence of the projections equality above mentioned, one can see as in [Che20, (2.20) and Remark 2.9] that \( F^\diamond \) satisfies the maximum principle, i.e. for any connected set \( S \) of \( \diamond (G) \) (where neighbours are either at a distance \( 2\delta \) from each other or belong to same vertical axis), the maximum of \( |F^\diamond| \) is attained at the boundary of \( S \).

We now prove that the correlator \( \Psi^\omega \omega \) introduced in 4.8 is s-holomorphic at the critical isotropic point. We first need to compute the vertical derivative of mixed correlator.

Lemma 4.13. Let \( c \in \Upsilon(\Omega_\delta) \) be a corner and \( \mathcal{O} \) a mix correlator. Let the partial derivative \( \partial_y \) be taken with respect to the vertical variation of \( c \), i.e.,

\[
\partial_y \langle \chi_c \mathcal{O} \rangle := \partial_y \langle \chi_{c+y} \mathcal{O} \rangle_{|y=0}.
\]

Then, this derivative is given according to the positions of \( v := v(c) \) and \( u := u(c) \) where \( c = (v(c), u(c)) \).

- If \( v \) is on the left and \( u \) is on the right, then,

\[
\partial_y \langle \chi_c \mathcal{O} \rangle = \text{sgn}(\mathcal{O}, v) \cdot \theta \langle \chi_{c} \mathcal{O} \rangle + \text{sgn}(\mathcal{O}, u) \cdot \theta^* \langle \chi_{c} \mathcal{O} \rangle. \tag{4.20}
\]

- If \( v \) is on the right and \( u \) is on the left, then,

\[
\partial_y \langle \chi_c \mathcal{O} \rangle = \text{sgn}(\mathcal{O}, v) \cdot \theta \langle \chi_{c} \mathcal{O} \rangle + \text{sgn}(\mathcal{O}, u) \cdot \theta^* \langle \chi_{c} \mathcal{O} \rangle. \tag{4.21}
\]

Proof. First note that for any primal vertex \( u \) and dual vertex \( v \), we have,

\[
\partial_y \langle \mu_{v+i_y} \sigma_{u+i_y} \mathcal{O} \rangle_{|y=0} = \partial_y \langle \mu_{v+i_y} \sigma_{u} \mathcal{O} \rangle_{|y=0} + \partial_y \langle \mu_{v} \sigma_{u+i_y} \mathcal{O} \rangle_{|y=0}
\]

\[
= \text{sgn}(\mathcal{O}, v) \cdot \theta \langle \mu_{v} \sigma_{v} \sigma_{u} \mathcal{O} \rangle + \text{sgn}(\mathcal{O}, u) \cdot \theta^* \langle \sigma_{u} \mu_{v} \sigma_{u} \mu_{v} \mathcal{O} \rangle.
\]

The above result follows from (4.10) and (4.13) by respectively choosing \( v^-, v^+ \) on the same sheet and \( u^-, u^+ \) on the same sheet. Now the lemma follows from a
direct application of the above formula. Let us write it for the first item,

\[
\partial_y \langle \chi, \mathcal{O} \rangle = \partial_y \langle \mu_v \sigma_u \mathcal{O} \rangle \\
= \text{sgn}(\mathcal{O}, v) \cdot \theta(\mu_v \sigma_v - \sigma_v \mathcal{O}) + \text{sgn}(\mathcal{O}, u) \cdot \theta^*(\sigma_u \mu_u - \mu_u \mathcal{O}) \\
= \text{sgn}(\mathcal{O}, v) \cdot \theta(\mu_v \sigma_v - \mathcal{O}) + \text{sgn}(\mathcal{O}, u) \cdot \theta^*(\sigma_u \mu_u + \mathcal{O}) \\
= \text{sgn}(\mathcal{O}, v) \cdot \theta(\chi_c - \mathcal{O}) + \text{sgn}(\mathcal{O}, u) \cdot \theta^*(\chi_c + \mathcal{O}).
\]

\[\Box\]

**Proposition 4.14.** Let \( \Psi_{\varpi} \) be the correlator as defined in (4.17). If \( c \) is not nearby one of the branchings of \( \varpi \), one has

- If \( v \) is on the left and \( u \) is on the right, then,

\[
\partial_y \Psi_{\varpi}(c) = i[\theta^* \Psi_{\varpi}(c^+) - \theta \Psi_{\varpi}(c^-)]. \tag{4.22}
\]

- If \( v \) is on the right and \( u \) is on the left, then,

\[
\partial_y \Psi_{\varpi}(c) = i[\theta \Psi_{\varpi}(c^+) - \theta^* \Psi_{\varpi}(c^-)]. \tag{4.23}
\]

In particular, at critical and isotropical point \( \theta = \theta^* = \frac{1}{2k} \), it is corner s-holomorphic on \( \Upsilon(\Omega_S) \) (still when \( c^\pm \in \varpi \)).

**Proof.** Let \( \Psi_{\varpi}(c) = \eta_c \langle \chi_c, \mathcal{O} \rangle \) where \( c \) is a corner of \( \Omega_{\varpi} \) and \( \mathcal{O} \) is a mixed order-disorder operator. Since \( \eta_c \) stays constant when \( c \) varies vertically, we only need to compute the first derivative of \( \langle \chi_c, \mathcal{O} \rangle \) which is done in the above Lemma 4.13. Moreover, if \( \eta_c \) is chosen such that its cuts coincide with those of \( \langle \chi_c, \mathcal{O} \rangle \), we have the following relation,

\[
\eta_{uv^+} = \frac{i(v - v^+)^{-1/2}}{i(v - v^-)^{-1/2}} = \left(\frac{v - v^+}{v - v^-}\right)^{-1/2} = -\text{sgn}(\mathcal{O}, v) \cdot i, \tag{4.24}
\]

since \( v - v^+ = e^{\text{sgn}(\mathcal{O}, v)i\pi}(v - v^-) \). Similarly, we also have,

\[
\eta_{uv^-} = \frac{i(u^+ - u)^{-1/2}}{i(u^- - u)^{-1/2}} = \left(\frac{u^+ - u}{u^- - u}\right)^{-1/2} = -\text{sgn}(\mathcal{O}, u) \cdot i \tag{4.25}
\]

since \( u^+ - u = e^{\text{sgn}(\mathcal{O}, u)i\pi}(u^- - u) \).

Let us complete the computation for the first item. Assume that \( v \) is on the left and \( u \) is on the right of the corner \( c \). From (4.25), we have \( \eta_{v^+} = -\text{sgn}(\mathcal{O}, u) \cdot i \eta_c \); from (4.24), we have \( \eta_{v^-} = \text{sgn}(\mathcal{O}, v) \cdot i \eta_c \). Combine these two relations with (4.20), we find (4.22). A similar computation results in (4.23). \[\Box\]

**Proposition 4.15.** Let \( \Psi = \Psi_{\varpi} \) be the correlator as defined in (4.17). If \( c \) is not nearby one of the branchings \( \varpi \), it satisfies the following local relations,

\[
\partial_{yy} \Psi(c) = (\theta^2 + \theta^* \theta^2) \Psi(c) - \theta \theta^* \left[ \Psi(c^+) + \Psi(c^-) \right]. \tag{4.26}
\]
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Proof. Assume that \( c = (v, u) \) is a corner such that \( v \) is on the left and \( u \) is on the right. Then, the corners \( c^+ \) and \( c^- \) are of the opposite type. We can take the vertical derivative to 4.22:

\[
\partial_{yy} \Psi(c) = i[\theta^* \partial_y \Psi(c^+) - \theta \partial_y \Psi(c^-)]
\]

\[
= i \left[ \theta^* \cdot i[\theta \Psi(c^{++}) - \theta^* \Psi(c^-)] - \theta \cdot i[\theta \Psi(c) - \theta^* \Psi(c^{--})] \right]
\]

\[
= (\theta^2 + \theta^* \theta^2) \Psi(c) - \theta \theta^* \left[ \Psi(c^{++}) + \Psi(c^{--}) \right]
\]

The computation is the same if \( c \) is of the other type. \( \square \)

The above proposition suggests the following definition for the massive Laplacian operator \( \Delta^{(m)} = \Delta^{(m)}_{(\theta, \theta^*)} \),

\[
\Delta^{(m)}_{(\theta, \theta^*)} \Psi(c) := -\Psi(c) + \frac{1}{\theta^2 + \theta^* \theta^2} \left[ \partial_{yy} \Psi(c) + \theta \theta^* \left[ \Psi(c^{++}) + \Psi(c^{--}) \right] \right].
\] (4.27)

The equation (4.26) is equivalent to \( \Delta^{(m)} \Psi(c) = 0 \). The massive Laplacian \( \Delta^{(m)} \)

\[
\text{can be interpreted as the infinitesimal generator of the semi-discrete Brownian Motion with horizontal killing rate } 1 - \frac{2 \theta \theta^*}{\theta^2 + \theta^* \theta}. \text{ At the critical and isotropical point, the quantum Ising model } \theta = \theta^* = \frac{1}{25}, \text{ the massive Laplacian operator (4.27) gets simplified and one recovers the (normalized) semi-discrete Laplacian operator,}
\]

\[
\Delta^{(\theta)} \Psi(c) := \frac{1}{2} \partial_{yy} \Psi(c) + \frac{1}{2 \theta^2} \left[ \Psi(c^{++}) + \Psi(c^{--}) - 2 \Psi(c) \right].
\] (4.28)

This shows that the correlator \( \Psi \) is harmonic at the critical and isotropical point and massive harmonic otherwise. This massive harmonicity will be used to derive asymptotics of correlations in the infinite volume limit.

### 4.5 The energy and spin correlators

We introduced above a general formalism for fermionic correlators. We focus now on two specific choices of \( \mathcal{O} \) which are useful to prove the existence of a scaling limit at criticality for energy density and spin-correlations. In several papers following Smirnov’s seminal work \cite{Smi10} on the planar critical Ising model, those observables were introduced in terms of their loops expansion, but we prefer using here the Kadanoff–Ceva formalism developed above. The global strategy is to use the fermionic correlator 4.7 as a functional of corners. We recall that given \( \varpi := (v_1, \ldots, v_{n-1}, u_1, \ldots, u_{m-1}) \in (\Omega_\delta)^{n-1} \times (\Omega_\delta)^{m-1} \) and \( c \in \Omega^Y_\varpi \), we defined \( \Psi_\varpi(c) = \eta_c(\mathcal{L} \mu_{v_1} \cdots \mu_{v_{n-1}} \sigma_{u_1} \cdots \sigma_{u_{m-1}}) \) on \( \Omega_\varpi \).

**The energy correlator** We fix a corner \( a = (v_a u_a) \in \Upsilon(\Omega_\delta) \) and set \( \varpi = \{u_a, v_a\} \). We define the graph \( \Omega_{\delta:a} := (\Omega_\delta \setminus \{a\}) \cup \{a^+\} \) where the two corner \( a^\pm \) are different but located at \( a \), i.e. \( a \) is replaced by two corner \( a^\pm \), and combinatorially, \( a^+ \) is a neighbour to the right part of the graph near \( a \) while \( a^- \) is a neighbour of the left part of the graph near \( a \). We are now able to define the energy correlator using \( \mathcal{O} = \mu_{v_a} \sigma_{u_a} \). The next definition precises this setup.
Definition 4.16. Fix a corner $a = (v_a u_a) \in \Upsilon(\Omega_\delta)$. We define the energy correlator double-valued at $a$ by setting for $c \neq a^\pm \in \Omega_{\delta, a}$

$$\Psi^E_{\Omega_{\delta, a}}(c) := \eta_c \langle \sigma_{v_a} \mu_{v_a} \chi_{v(c)} \rangle_{\Omega_{\delta}} = \eta_c \langle \chi_{v(c)} \rangle_{\Omega_{\delta}},$$

(4.29)

with $\Psi^E_{\Omega_{\delta, a}}(a^\pm) = \pm \eta_a$.

The next proposition precises its main characteristics of $\Psi^E_{\Omega_{\delta, a}}$.

Proposition 4.17. The energy correlator defined in (4.29) is a well-defined, and $s$-holomorphic everywhere.

The catchpoint of the above definition is that one shouldn’t look at $\Psi^E_{\Omega_{\delta, a}}$ as a spinor on a double-cover, but rather see $\Psi^E_{\Omega_{\delta, a}}$ as a planar observable (i.e., not defined on the double-cover) with a discrete singularity at $a$.

Proof. This is a consequence of Lemma 2.9 and Remark 2.13 in [CH21], or [CIM21], figure 6. The introduction of $\Omega_{\delta, a}$ amounts to introducing a cut $\gamma_a = [u_a v_a]$ in the double cover $\Omega_{[u_a, v_a]}$ which branches around $u_a$ and $v_a$. A priori, the above correlator $\eta_c \langle \sigma_{v_a} \mu_{v_a} \chi_{v(c)} \rangle_{\Omega_{\delta}}$ is well defined on $\Omega_{[u_a, v_a]}$ that branches around nearby points $u_a$ and $v_a$. The two set $\Omega_{[u_a, v_a]}$ and $\Omega_{\delta}$ can be identified except at the corner $a$. In terms of observables, this 'planarity' statement can be easily seen since whenever $c$ winds around both branchings at the same time in $\Omega_{[u_a, v_a]}$, it simply returns to the same sheet, i.e. the branchings effets $v_a$ and $u_a$ simply kill each other. One can thus restrict $\langle \sigma_{v_a} \mu_{v_a} \rangle_{\Omega_{[u_a, v_a]}}$ to one of its sheets to get the identification with $\Omega_{\delta, a}$. Still, in this sheet restriction, one has to prescribe the representant of $a$. The split of $a$ in $a^\pm$ and the choice of valuation $\pm \eta_a$ preserves the local holomorphicity relation (which holded in $\Omega_{\delta, a}$), provided we assume that $a^\pm$ interact (in a combinatorial way) respectively with right and the left and the part of the edge $[v_a u_a]$. $\square$

In particular, the associated diamond observable $\Psi^{E, o}_{\Omega_{\delta, a}}$ is not $s$-holomorphic at $a$ (since the associated projections only match up to the sign). Still, as mentioned in the previous paragraph, using the corners $a^\pm$ instead of $a$, one can preserve the projection property and thus construct $\Psi^{E, o}_{\Omega_{\delta, a}}$. We also define the full-plane observable (see appendix $\Lambda$) $G_{(a)}$ in a combinatorial way, which turns out to have exactly the same singularity as $\Psi^{E, o}_{\Omega_{\delta, a}}$. In particular, since $\Psi^{E, o}_{\Omega_{\delta, a}}$ and $G_{(a)}$ have the same singularity at $a$, their difference $\Psi^{E, o}_{\Omega_{\delta, a}} - G_{(a)}$ is now $s$-holomorphic everywhere in $\Omega_{\delta}$ (i.e. there is no need to use the graph $\Omega_{a}$ where $a$ is replaced by $a^\pm$).

Assuming for example that $a$ is a western corner, the definition of the fermionic correlator, the identity $\mu_{v_a} \mu_{v_a} = 1$ and the computation $G_{(a)}(a + \delta) = \eta_{a + \delta} \frac{\chi^2}{2} = \eta_{a + \delta} \langle \sigma_{u_a} \sigma_{u_{a+2\delta}} \rangle_{\Omega_{\delta}}$, directly yields that

$$[\Psi^{E, o}_{\Omega_{\delta, a}} - G_{(a)}][v_a] = \eta_{a + \delta} \langle \sigma_{u_a} \sigma_{u_{a+2\delta}} \rangle_{\Omega_{\delta}} - \langle \sigma_{u_a} \sigma_{u_{a+2\delta}} \rangle_{\Omega_{\delta}},$$

(4.30)

is the normalized energy density at $u_a$ up to an explicit modular factor. One can deduce the same way that

$$[\Psi^{E, o}_{\Omega_{\delta, a}} - G_{(a)}][u_a] = \eta_{a - \delta} \langle \mu_{v_a} \mu_{v_{a-2\delta}} \rangle_{\Omega_{\delta}} - \langle \mu_{v_a} \mu_{v_{a-2\delta}} \rangle_{\Omega_{\delta}},$$

(4.31)

Remark 4.18. One could see alternatively $G_{(a)}$ as the limit of functions $\Psi^E_{\Omega_{\delta, a}}$ when the domains $\Omega_{\delta} \uparrow \Omega_{\delta}$. 26
The spin correlator Fix distinct \( u_1, u_2, \ldots, u_n \in \Omega_\delta^* \), \( v \in \Omega_\delta^0 \) a dual vertex neighbouring \( u_1 \). Finally denote \( \varpi = \{ v, u_2, \ldots, u_n \} \). We now define the spin correlator using the mixed correlator \( \mathcal{O} = \mu_v \sigma_{u_2} \ldots u_n \) using only one dual vertex.

**Definition 4.19.** Given \( u_1, u_2, \ldots, u_n, v \) as above, one defines the spin correlator \( \Psi_{\Omega_\delta}^S \) for \( c \in \Omega_\varpi \) by

\[
\Psi_{\Omega_\varpi}^S := c \mapsto \eta_c(\sigma_{u_1} \mu_v \sigma_{u_2} \ldots \sigma_{u_n})_{\Omega_\delta}.
\]

The next proposition precises the properties of \( \Psi_{\Omega_\varpi}^S \).

**Proposition 4.20.** The correlator defined in (4.32) is a spinor, s-holomorphic everywhere on \( \Omega_\varpi \) and only branches over the points of \( \varpi \). Moreover, one has the identity \( \Psi_{\Omega_\varpi, \varpi}(c(u_1v)) = \pm E_{\Omega_\delta}^+ [\sigma_{u_1} \ldots \sigma_{u_n}] \), depending on the fiber \( c(u_1v) \) taken for evaluation.

**Proof.** This is a simple consequence of the consturctions of \( \mathcal{O} \) and \( \eta \). For the last claim, one sees that \( \langle \sigma_{u_1} \mu_v \sigma_{u_2} \ldots \sigma_{u_n} \rangle_{\Omega_\delta} = \langle \sigma_{u_1} \sigma_{u_2} \ldots \sigma_{u_n} \rangle_{\Omega_\delta} = E_{\Omega_\delta}^+ [\sigma_{u_1} \ldots \sigma_{u_n}] \).

\[\square\]

5 Riemann-type boundary value problems

As already mentioned, Smirnov introduced in [Smi10] (via their loop representation) complexified fermionic observables in the isoradial context, which happen to be a very powerful tool to study the scaling limits of the Ising model defined grids with thinner and thinner mesh size. The most remarkable feature of those scaling limits is their conformal invariance/covariance i.e. scaling limits compose nicely under conformal maps. In the next paragraph, we recall the discrete integration procedure for the imaginary part of the square a fermionic observable, which is the key tool to pass from discrete to continuum and prove conformal invariance.

### 5.1 Discrete Integration procedure

Let \( F_\delta^{(1)}, F_\delta^{(2)} : Y(\Omega_\delta) \to \mathbb{C} \) be corner s-holomorphic functions. The next definition precises how to construct a bilinear form that can be interpreted as the imaginary part of the primitive of their product.

**Definition 5.1.** Let \( H_\delta = H[F_\delta^{(1)}, F_\delta^{(2)}] := \langle F_\delta^{(1)}, F_\delta^{(2)} \rangle : \Omega_\delta^1 \to \mathbb{R} \) be defined by the following rules. The integration with respect to \( dz \) is the path integral.

1. If \( v_1 \) and \( v_2 \) are both in \( \Omega_\delta^0 \) and such that \( \Re v_1 = \Re v_2 \), define

\[
H_\delta(v_2) - H_\delta(v_1) := \int_{v_1}^{v_2} \left[ F_\delta^{(1)}(c_+^z) F_\delta^{(2)}(c_+^z) - F_\delta^{(2)}(c_+^z) F_\delta^{(1)}(c_+^z) \right] dz.
\]

2. If \( u_1 \) and \( u_2 \) are both in \( \Omega_\delta^* \) and such that \( \Re u_1 = \Re u_2 \), define

\[
H_\delta(u_2) - H_\delta(u_1) := -\int_{u_1}^{u_2} \left[ F_\delta^{(1)}(c_-^z) F_\delta^{(2)}(c_-^z) - F_\delta^{(2)}(c_-^z) F_\delta^{(1)}(c_-^z) \right] dz.
\]
3. If \( v \) and \( u \) are horizontal neighbours in \( \Lambda(\Omega_\delta) \) with \( v \in \Omega_\delta^2 \) and \( u \in \Omega_\delta^* \), define

\[
H_\delta(v) - H_\delta(u) := -\delta F^{(1)}_\delta(c_{vu}) \overline{F^{(2)}_\delta(c_{vu})}.
\]  

(5.3)

Note that \([5.1]\) and \([5.2]\) are path integrations. It can be easily checked that \( H_\delta \) is locally (and hence globally) well defined up to one additive constant on \( \Lambda(\Omega_\delta) \), by showing that the sum of differences \([5.1], [5.2] \) and \([5.3] \) along any closed contour is zero. This check is easy on elementary rectangles and extends to any contour. Below we show the computation on elementary rectangles.

Consider two corners \( c_1 \) and \( c_2 \) such that \( \text{Re} \, c_1 = \text{Re} \, c_2 \). For \( i = 1, 2 \), write \( c_i = (v_i, u_i) \) and assume that \( v_i \) is on the left and \( u_i \) is on the right. Then,

\[
[H_\delta(v_2) - H_\delta(v_1)] - [H_\delta(u_2) - H_\delta(u_1)]
\]

\[
= \frac{1}{c_1} \left[ F^{(1)}_\delta(c^-) \overline{F^{(2)}_\delta(c^-)} - F^{(2)}_\delta(c^-) \overline{F^{(1)}_\delta(1)}(c^-) \right] dc
\]

\[
+ \frac{1}{c_1} \left[ F^{(1)}_\delta(c^+) \overline{F^{(2)}_\delta(c^+)} - F^{(2)}_\delta(c^+) \overline{F^{(1)}_\delta(1)}(c^+) \right] dc
\]

\[
= \frac{1}{c_1} \left[ F^{(1)}_\delta(1) \overline{F^{(2)}_\delta(c^+)} - F^{(2)}_\delta(1) \overline{F^{(1)}_\delta(1)}(c^-) \right] dc
\]

\[
= \frac{1}{c_1} \left[ F^{(1)}_\delta(1) \cdot \partial_y \overline{F^{(2)}_\delta(c^+)} + F^{(2)}_\delta(c^+) \cdot \partial_y \overline{F^{(1)}_\delta(1)}(c^-) dc\right]
\]

\[
= \frac{1}{c_1} \partial_y \left[ F^{(1)}_\delta(1) \overline{F^{(2)}_\delta(c^+)}(c^-) \right] dc = - \frac{1}{c_1} \partial_y \left[ H_\delta(u) - H_\delta(u) \right] dc.
\]

One can also easily check that \( H_\delta \) is a bilinear form on the Hermitian space of corner s-holomorphic functions. Given a complex-valued function \( F_\delta : \Upsilon(\Omega_\delta) \rightarrow \mathbb{C} \) defined at corners (requiring \( F_\delta \) to be a spinor when defined on the double cover) one can define a primitive of its square by simply posing \( H_\delta = H_\delta[F_\delta] := \langle F_\delta, F_\delta \rangle \). This recovers the definition of the primitive \( H_\delta \) in [Li19, Sec. 4.3] where the integrals are one-dimensional integrals instead of path integrals. Recall that for \( z \in \Lambda(\Omega_\delta) \), we defined

\[
F^\circ_\delta(z) := F_\delta(c^+_x) + F_\delta(c^-_x).
\]  

(5.4)

Proposition\[4.12\] ensures that \( F^\circ_\delta \) is s-holomorphic on \( \Diamond(\Omega_\delta) \). The following proposition states that the primitive \( H_\delta \) has a nice interpretation in terms of \( F^\circ_\delta \). We omit the proof here since they can be found in [Li19, Section 4.3].

**Proposition 5.2.** The bilinear form \( H_\delta = H_\delta[F_\delta] \) has the following properties:

1. \( H_\delta \) is well defined simultaneously on \( \Omega_\delta^2 \) and \( \Omega_\delta^* \) up to one additive constant.

2. One can interpret \( H_\delta \) as the primitive of the imaginary part of \( (F^\circ_\delta)^2 \) i.e.

\[
(a) \text{ Let } z, z' \in \Diamond(\Omega_\delta) \text{ such that } \text{Re} \, z = \text{Re} \, z' \text{ and } [zz'] \subset \Diamond(\Omega_\delta). \ \text{Then we have}
\]

\[
H_\delta(z') - H_\delta(z) = \text{Im} \int_z^{z'} i \cdot (F^\circ_\delta(\nu))^2 d\nu.
\]  

(5.5)

\[
(b) \text{ Let } z \in \Diamond(\Omega_\delta) \text{ such that } z^- , z^+ \in \Diamond(\Omega_\delta). \ \text{Then,}
\]

\[
H_\delta(z^+) - H_\delta(z^-) = \text{Im}[F^\circ_\delta(z)^2(z^+ - z^-)].
\]

(5.6)
3. $H^\delta$ is subharmonic on primal lines and superharmonic on dual lines, i.e.,
\[ \Delta^{(\delta)} H_\delta(u) \geq 0 \quad \text{and} \quad \Delta^{(\delta)} H_\delta(v) \leq 0 \]
for all $u \in \Omega^\bullet_{\delta}$ and $v \in \Omega^\circ_{\delta}$, provided $F^\circ_{\delta}$ doesn’t branch over $u$ or $v$.

One can see as in Remark 3.8 of [CHI15] that the above sub/super harmonicity property is preserved near one of the branchings when the corner holomorphic observable vanished at a corner nearby the branching (while it fails if the observable doesn’t vanish near the branching.) One can also see (this is a consequence of proposition 3.15 in [Li19] and the sub/super harmonicity property) that the discrete primitive of the square $H$ satisfies the maximum and minimum principle i.e. in a connected set $S$ of $\Lambda(G)$ where the observable has no branchings (or vanishes near its branchings as described above), the maximum and the minimum of $H$ is attained at the boundary of $S$. When integrating observables defined on a double cover with a finite number of branchings, this integration procedure kills the branching structure and provides a well-defined function on the planar domain.

We now present a trick already mentioned in [CIM21], lemma 3.14 that takes advantages of the previous integration procedure to extract values of observables near their branchings.

**Proposition 5.3.** Let $F^\circ_v$ and $G^\circ_u$ two diamond $s$-holomorphic spinors that branch respectively over $v \in \Omega^\circ_{\delta}$ and $u \in \Omega^\bullet_{\delta}$, separated by a corner $c = c(v,u)$. Let $\mathcal{C}$ be a planar closed contour formed by lines of $\Lambda(\Omega_{\delta})$ and medial edges, surrounding $v$ and $u$ but no other branching of $F^\circ_v$ and $G^\circ_u$. We have then
\[ \text{Im} \left[ \oint_{\mathcal{C}} F^\circ_v(z) G^\circ_u(z) dz \right] = \pm 2\delta F_v(c) \overline{G_u(c)}, \quad (5.7) \]
where $\pm$ only depends on the orientation of $\mathcal{C}$ and the sheet of the lift of $c$.

**Proof.** The $s$-holomorphic functions $F^\circ_v$ and $G^\circ_u$ are locally defined on two slightly different double-covers, branching respectively around $v$ and $u$. One can naturally identify those two double-covers except at the two lifts of $c$. Consider the planar contour $\mathcal{C}$ defined as $p_1 \sim p_2 \sim \ldots \sim p_r \sim p_{r+1} = p_1$ defined as in Figure 5.1. In our notations, either $p_i \sim p_{i+1}$ are two neighbouring $\Lambda(\Omega_{\delta})$ or $\text{Re}[p_i] = \text{Re}[p_{i+1}]$.

The integration procedure introduced in Definition 5.1 for the product of $F^\circ_v$ and $G^\circ_u$ is local and hence well defined away from the branchings. In particular, local increments of $H[F^\circ_v, G^\circ_u]$ are well defined. Modifying step by step the contour (as done with pink arrows), it is possible to replace $\mathcal{C}$ by any interior elementary rectangle surrounding $c$ and passing by $v$ and $u$. Splitting this last rectangle into two elementary rectangles containing the segment $[vu]$, the only remaining contribution comes from the two horizontal segments (drawn in red and blue), where the non-identification of double-covers at $c$ implies the increments do not cancel each other. Fix a lift $c_0$ of $c$ to the double cover branching around $v$. Up to a global sign (depending on the orientation of the contour and the choice of the lift $c_0$), the total increment of the two horizontal rectangles is
\[ \delta F_v(c_0) \overline{G_u(c_0)} - \delta F_v(c_0) \overline{G_u(c_0)} = (5.8) \]
The mismatch obtained is $\pm 2\delta F_v(c_0) \overline{G_u(c_0)}$ using the spinor property. \qed


Figure 5.1: Illustration of the proof of Proposition 5.3. One first modifies a contour surrounding \( c, v, u \) without changing the integral around \( \mathcal{C} \) (local moves represented by pink arrows) to get a standard rectangle passing by \( v, u \) and surrounding \( c \). We then split the rectangle in two different elementary rectangle, containing the segment \([uv]\). Due to the non-identification of double-covers at \( c \), the increments in red and blue are the same and sum up to \( \pm 2\delta F_v(c)G_u(c) \).

5.2 Characterisation of observables via discrete boundary values problems

For \( \mathcal{R}_\delta \) a discrete simply connected region and \( z_{\text{ext}} \in \partial \mathcal{R}_\delta \), one defines \( v_{\text{out}}(z_{\text{ext}}) \) to be the tangent vector at \( z \) oriented towards the exterior of \( \mathcal{R}_\delta \). It is a classical fact \cite{Li19, CS12} that the \( s \)-holomorphicity condition \((4.10)\) applied at a boundary vertex \( z_{\text{ext}} \) implies that \( \text{Im}[F^\circ(z_{\text{ext}})v_{\text{out}}(z_{\text{ext}})] = 0 \). The latter fact reads as the fact that \( H_\delta = H[F_\delta] \) is constant along the boundary of \( \mathcal{R}_\delta \). Since the primitivation procedure 5.1 is defined up to an additive constant, one can always assume that \( H_\delta \) vanishes along the boundary. We write now the energy and spin observables \((4.29), (4.32)\) as solutions to discrete Riemann-type boundary value problems. We keep the notations introduced earlier, with \( a \in \Omega_\delta^\varepsilon, \varpi = \\{v, u_2, \ldots, u_n\} \), and \( c_0 \) one of the lifts of \( c(vu_1) \) in \( \Omega_\varpi_\delta \). We consider the following boundary value problems \( \mathcal{P}^\varepsilon_{\Omega_\delta^\varepsilon, a} \) and \( \mathcal{P}^S_{\Omega_\delta^\varepsilon, \varpi^\delta} \), whose respective solutions are denoted \( F_\varepsilon = F^\varepsilon_{\Omega_\delta^\varepsilon, a} \) and \( F_S = F^S_{\Omega_\delta^\varepsilon, \varpi^\delta} \).

\[
\mathcal{P}^\varepsilon_{\Omega_\delta^\varepsilon, a} : \begin{cases} 
F_\varepsilon \text{ is double-valued } \pm 1 \text{ at } a^\pm \text{ as in } \text{(4.29).} \\
F_\varepsilon \text{ is } s \text{-holomorphic everywhere in } \Omega_{a,\delta}. \\
H_\delta[F_\varepsilon] \text{ vanishes on } \partial \Omega_\delta. 
\end{cases}
\]  

\[
\mathcal{P}^S_{\Omega_\delta^\varepsilon, \varpi^\delta} : \begin{cases} 
F_S \text{ is a spinor on } \Omega_{\varpi,\delta} \text{ branching around } v, u_2, \ldots, u_n. \\
F_S(c_0) = 1. \\
F_S \text{ is } s \text{-holomorphic everywhere in } \Omega_{\varpi} \text{ (e.g. even near the branchings).} \\
H_\delta[F_S] \text{ vanishes on } \partial \Omega_\delta. 
\end{cases}
\]  

**Lemma 5.4.** The observables \( F^\varepsilon_{\Omega_\delta^\varepsilon, a} \) and \( F^S_{\Omega_\delta^\varepsilon, \varpi^\delta} \) are respectively the unique solutions to \( \mathcal{P}^\varepsilon_{\Omega_\delta^\varepsilon, a} \) and \( \mathcal{P}^S_{\Omega_\delta^\varepsilon, \varpi^\delta} \).
Proof. The results of the previous sections imply that \( F_{E, a}^\Omega \) and \( F_{S, \omega}^\Omega \) are indeed solutions the corresponding boundary value problems. To prove their uniqueness, consider \( \hat{F}_E \), differences of two solutions of the corresponding boundary value problems. For the energy energy problem, the double-valuations at \( a \) cancel each other, hence the observable \( \hat{F}_E \) is \( s \)-holomorphic everywhere thus \( H_s[\hat{F}_E] \) is well defined on \( \Omega \) and satisfies the maximum and the minimum principle. Since \( H_s \) vanishes at the boundary, it implies that both \( H_s \) and \( \hat{F}_E \) identically vanish. For the spin boundary value problem, on sees that \( \hat{F}_S \) vanishes near the branching \( v \), preserving the subharmonicity of \( H_s \) at \( v \). Thus \( H_s \) is subharmonic everywhere and vanishes on the boundary thus vanishes everywhere. Assume that \( \hat{F}_S \) is not trivial. In particular \( H_s \) is not constant, and its maximum has to be attained at the boundary. This implies as in \([CHI21]\), Proposition 2.16, equation (4.7) that the sign \( \eta c \) \( \hat{F}_S \) has to be preserved when traveling along the boundary. This is incompatible with the fact that \( \eta c \hat{F}_S \) branches around any of the other branchings. One can then conclude that \( \hat{F}_S \) is trivial. \( \square \)

5.3 Continuous boundary values problem

The previous paragraph caracterizes discrete observables by discrete Riemann-type boundary value problems. The overall strategy to prove the convergence Ising related quantities start by proving the convergence of discrete observables to their natural continuous counterpart, which rise from naturally associated continuous boundary problems. For completeness, we recall simple facts on solutions to those continuous boundary value problems, which are summarized in a very complete way in \([CHI21]\) Sec. 3 and 5.

Given a simply connected domain \( \Omega, a \) and \( \omega = \{u_1, u_2, \ldots, u_n\} \), consider \( P^E_{\Omega, a} \) and \( P^S_{\Omega, \omega} \) the following Riemann-Hilbert boundary value problems, whose respective solutions are denoted \( f_E = f_{E, a}^\Omega \) and \( f_S = f_{S, \omega}^\Omega \).

\[
P^E_{\Omega, a} : \begin{cases} f_E \text{ is holomorphic everywhere in } \Omega \setminus \{ a \}. \\ f_E - \frac{2}{\pi z-a} \text{ is bounded near } a. \\ H^E := \text{Im} \int \frac{f_E^2(\nu)}{\nu-a} d\nu \text{ vanishes on } \partial \Omega. \end{cases} \tag{5.11}
\]

\[
P^S_{\Omega, \omega} : \begin{cases} f_S \text{ is an holomorphic spinor in } \Omega_{\omega}. \\ H^S := \text{Im} \int \frac{f_S^2(\nu)}{\nu} d\nu \text{ is bounded from above near } u_2, \ldots, u_n. \\ H^S_1 := \text{Im} \int \left[ f_S(\nu) - \frac{\nu^{\frac{1}{2}}}{\nu-u_1} \right]^2 d\nu \text{ is bounded near } u_1. \\ H^S \text{ vanishes in } \partial \Omega. \end{cases} \tag{5.12}
\]

Each of the above boundary value problems has a unique solution see \([CHI21]\) (the uniqueness proofs go as in discrete, while their respective existence come from explicit constructions, first in concrete domains and then mapped to general domains). It is also to get the existence from construction in discrete. The solutions feature the following conformal rules. Given \( \varphi : \Omega \to \varphi(\Omega) \) a conformal map between two simply connected domains, one has

\[
f_{E, a}^\Omega(z) = |\varphi'(a)| \cdot f_{E, \varphi(a)}^\varphi(\varphi(z)), \tag{5.13}
\]
The link between Ising-related quantities and their scaling limits reads near the singularities of $f_{\Omega,\varphi}^{S}$ and $f_{\Omega,\varphi}^{S}$. For the solution of $P_{\Omega,a}^{S}$, one has the expansion

$$f_{\Omega,a}^{S}(z) = \frac{1}{\pi(z-a)} \frac{1}{\sqrt{2\pi}} l_{\Omega}(a),$$

(5.15)

where $l_{\Omega}(a)$ is the conformal modulus of $\Omega$ seen from $a$ [HS13, Thm. 1].

For the multiple energy correlation function, first recall that we denoted $K(a_{1}, \ldots, a_{r})$ the $r \times r$ matrix with coefficients $K_{i,j} = 1_{i \neq j}(a_{i} - a_{j})^{-1}$. Given $a_{1}, \ldots, a_{r}$ distinct points of $\mathbb{H}$, set

$$\langle \varepsilon_{a_{1}}\varepsilon_{a_{2}} \cdots \varepsilon_{a_{r}} \rangle_{H}^{+} := \frac{1}{(\sqrt{2i\pi})^{n}} \text{Pf}(a_{1}, \ldots, a_{r}, \overline{a_{1}}, \ldots, \overline{a_{r}}),$$

(5.16)

where $\text{Pf}$ denotes the usual Pfaffian operator. Given $\varphi : \mathbb{H} \rightarrow \Omega$ a conformal map, one can define the continuous correlation fuction in $\Omega$ via

$$\langle \varepsilon_{a_{1}}\varepsilon_{a_{2}} \cdots \varepsilon_{a_{r}} \rangle_{\Omega}^{+} := \prod_{k=1}^{r} |\varphi'(a_{k})| \cdot \langle \varepsilon_{\varphi(a_{1})}\varepsilon_{\varphi(a_{2})} \cdots \varepsilon_{\varphi(a_{r})} \rangle_{\Omega}^{+}.$$  

(5.17)

One can also see that the solution to $P_{\Omega,a}^{S}$ admits an expansion near $u_{1}$ of the form

$$f_{\Omega,a}^{S}(z) = e^{\frac{\pi}{2}} \left[ \frac{1}{\sqrt{z - u_{1}}} + 2A_{[\Omega, u_{1}, \ldots, u_{n}]} \sqrt{z - u_{1}} + O((z - u_{1})^{\frac{3}{2}}) \right].$$

(5.18)

This expansion allows to define the coefficient $A_{(u_{1}, \ldots, u_{n})} = A_{[\Omega, u_{1}, \ldots, u_{n}]}$. Now, one can define the continuous correlation function

$$\langle \sigma_{u_{1}} \cdots \sigma_{u_{n}} \rangle_{\Omega}^{+} := \exp \left( \text{Re} \left[ \int_{(u_{1}, \ldots, u_{n})} A_{(x_{1}, \ldots, x_{n})} dy_{1} \right] \right),$$

(5.19)

with a normalization is chosen so that $\langle \sigma_{u_{1}} \cdots \sigma_{u_{n}} \rangle_{\Omega}^{+} = \frac{1}{|u_{2} - u_{1}|^{\frac{n}{2}}} \langle \sigma_{u_{3}} \cdots \sigma_{u_{n}} \rangle_{\Omega}^{+}$ as $u_{1} \rightarrow u_{2}$. The above integration should be understood as a integration on the space of $n$-tuples living in $\Omega^{n}$.

In the special case $n = 2$, one can also define the coefficient $B_{\Omega}(u_{1}, u_{2}) \in \mathbb{R}$ via the expansion of $f_{\Omega,\varphi}^{S}$ near $u_{2}$, such that

$$f_{\Omega,\varphi}^{S}(z) = \frac{e^{\pi i}}{(z - u_{2})^{\frac{1}{2}}} B_{\Omega}(u_{1}, u_{2}) + O(z - u_{2})^{\frac{3}{2}}.$$  

(5.20)

Due to the branching structure, the coefficient $B_{\Omega}(u_{1}, u_{2})$ is defined up to the sign, thus one can simply chose it to be positive. This allows to define the correlation function with free boundary conditions, which is at stake in the convergence of the model with free boundary conditions.

$$\langle \sigma_{u_{1}} \sigma_{u_{2}} \rangle_{\Omega}^{\text{free}} := B_{\Omega}(u_{1}, u_{2}) \cdot \langle \sigma_{u_{1}} \sigma_{u_{2}} \rangle^{+}.$$  

(5.21)

For a conformal mapping $\varphi$ and $b \in \{+\text{, free}\}$, one has the conformal rule

$$\langle \sigma_{u_{1}} \sigma_{u_{2}} \rangle_{\Omega}^{b} = \langle \sigma_{\varphi(u_{1})} \sigma_{\varphi(u_{2})} \rangle_{\varphi(\Omega)}^{b} \cdot |\varphi'(u_{1})|^{\frac{1}{2}} |\varphi'(u_{2})|^{\frac{1}{2}}.$$  

(5.22)
6 Derivation of main theorems

The proofs of convergence of discrete Ising quantities start by proving that dis-
crete fermionic observables constructed out of mixed correlators converge to their
continuous counterparts. The general strategy is to prove the existence of sub-
sequential limits (for the topology of the uniform convergence on compacts) and
that any of those sub-sequential limits (now viewed in continuum) is solution to a
continuous boundary value problem. As in the isoradial case, the precompactness
is achieved by using the discrete primitive of the imaginary part of the square.
Next lemma recalls a sufficient condition for the family \((F^\delta_\delta)_{\delta>0}\) to be precompact
via some control on \((H_\delta)_{\delta>0}\).

**Lemma 6.1** (Precompactness of s-holomorphic functions). Let \(Q \subset \Omega\) be a rectan-
gular domain such that \(9Q \subset \Omega\). Let \((F^\delta_\delta)_{\delta>0}\) be a family of diamond s-holomorphic
functions on \(\Lambda(\Omega_\delta)\) and \(H_\delta = \text{Im}\int F^\delta_\delta.\) If \((H_\delta)_{\delta>0}\) is uniformly bounded on \(9Q_\delta\),
then \((F^\delta_\delta)\) is precompact on \(Q_\delta\).

**Proof.** This result is proven in [Li19, Thm. 5.3].

6.1 Convergence of discrete observable to continous one

In this subsection we prove the convergence of properly normalized discrete fermionic
observables in the semi-discrete lattice to their continuous counterpart. Those
proofs are follow the path of the isoradial case. Recall that the observables \(\Psi_{\Omega,a}^{F}\) and
\(\Psi_{\Omega,a}^{S}\) are respectively the unique solutions to \(\mathcal{P}_{\Omega,a}^{F}\) and \(\mathcal{P}_{\Omega,a}^{S}\). As mentioned
in Section 3, it is enough to prove the convergence results when \(\Omega\) is smooth,
since the analogous theorems for general domains can be deduced using results
in smooth domain, monotonicity with respect to boundary conditions and FKG
inequality.

**Proposition 6.2.** Let the point \(a\) be an interior to \(\Omega\). Then the sequence of
observables \((\delta^{-1}F^\delta_{\Omega,a})_{\delta>0}\) converges to \(\prod_a f^\delta_{\Omega,a}\), uniformly on compact sub-
sets of \(\Omega\setminus\{a\}\).

**Proof.** Denote \(F^\dagger_\delta := \delta^{-1}(F^\delta_{\Omega,a} - G(a))\) where \(G(a)\) is constructed in the appendix,
\(H_\delta := \text{Im}\int (\delta^{-1}F^\delta_{\Omega,a})^2(\nu)\text{d}\nu\) and \(H^\dagger_\delta := \text{Im}\int (F^\dagger_\delta)^2(\nu)\text{d}\nu\), both chosen with proper
additive constants so that \(H_\delta\) vanishes at \(\partial\Omega_\delta\) and \(H^\dagger_\delta\) vanishes at some fixed
interior point different from \(a\) (this second choice is irrelevant). We also set
\((M_\delta^\dagger)^2 := \max_{\Omega\setminus B(a,r)} |H^\dagger_\delta|\). Since the singularities of \(F^\delta_{\Omega,a}\) and \(G(a)\) cancel each other,
the observable \(F^\dagger_\delta\) is s-holomorphic everywhere. There are now two potential scenarii (the second one is in fact impossible):

**Scenario 1:** For any \(r > 0\), the family \((M_\delta^\dagger)_{\delta>0}\) is uniformly bounded by a
constant \(C(r)\). Using the precompactness lemma 6.1, one can extract a sub-
sequential limit from the family \((\delta^{-1}F^\delta_{\Omega,a})_{\delta>0}\) such that \(\delta^{-1}F^\delta_{\Omega,a} \to f, H_\delta \to h = \text{Im}\int f^2(\nu)\text{d}\nu\) and \(H^\dagger_\delta \to h^\dagger = \text{Im}\int (f - \frac{\nu}{\pi(\nu-a)})^2\text{d}\nu\) uniformly on compact sub-
sets of \(\Omega\setminus\{a\}\), with \(f\) holomorphic away from \(a\), \(h\) harmonic except at \(a\) and
vanishing along the boundary of $\Omega$. To obtain this last claim, one has to prove that the discrete boundary conditions of $H_\delta$ survive when passing to the limit in continuum (i.e. the function $h$ has Dirichlet boundary conditions). One can first use the boundary modification trick ([Li19], Lemma 5.1) and modify the weights of the Laplacian (4.27) at the boundary to preserve the sub-harmonicity of $H_\delta$ on $\Omega^\ast_{\delta}$ even at the boundary. Using the subharmonicity of $H_\delta$ on $\Omega^\ast_{\delta}$, the superharmonicity of $H_\delta$ on $\Omega^\ast_{\delta}$, the maximum principle for $H_\delta$ and the fact that $H_\delta$ vanishes along the boundary one gets

$$-C(r_0)(1 - \text{hm}_{\Omega^\ast_{\delta}}^\delta B(a,r)(z)) \leq H_\delta(z) \leq C(r_0)(1 - \text{hm}_{\Omega^\ast_{\delta}}^\delta B(a,r)(z)),$$

where $\text{hm}_{\Omega^\ast_{\delta}}^\delta B(a,r)(z)$ stands for the harmonic measure of $\partial \Omega_\delta$ in $\Omega^\ast_{\delta} B(a,r)$, with respect to the random walk started at $z$. Due to uniform estimating for the random walk generated by the Laplacian (4.27), $\text{hm}_{\Omega^\ast_{\delta}}^\delta B(a,r)(z)$ goes to 1 (uniformly in $\delta$) as $z$ approaches $\partial \Omega_\delta$.

On the other hand, the convergence of $\delta^{-1}G^\iota(a)$ to $\pi_{(z-a)}$ and the maximum principle applied to $H_\delta$ ensures that $H_\delta$ is uniformly bounded near $a$ already in discrete (since at a fixed definite distance from $a$, $F_\delta^j$ converges to $f - \frac{\pi_{(z-a)}}{\pi(z-a)}$).

In particular $F_\delta^\iota$ is uniformly bounded near $a$. Passing to the limit $f - \frac{\pi_{(z-a)}}{\pi(z-a)}$ is then uniformly bounded near $a$ (due to the maximum principle applied to the $s$-holomorphic functions $F_\delta^\iota$). We can thus conclude that $f$ is $\pi_{(z-a)}$.

**Scenario 2:** Conversely, assume that $M_\delta^0 \to \infty$ along some subsequence for some $r_0 > 0$ and consider $\hat{F}_\delta^\iota := \frac{F_\delta^\iota}{M_\delta^0}$, $\hat{F}_\delta^\jmath := \frac{F_\delta^\jmath}{M_\delta^0}$, $\hat{H}_\delta := \frac{H_\delta}{M_\delta^0}$, $\hat{H}_\delta^\iota := \frac{H_\delta^\iota}{M_\delta^0}$. We first apply the Harnack inequality to the functions $H_\delta$ [Li19] Prop. 3.25] to deduce that $\hat{H}_\delta$ is uniformly bounded on any compact subset away from $a$.

This way, one can repeat the previous reasoning to extract a sub-sequential limit from the family $(\delta^{-1}\hat{F}_\delta^\iota(a))_{\delta > 0}$ and $(\hat{H}_\delta^\iota)_{\delta > 0}$, converging respectively (uniformly on compact subsets of $\Omega \setminus \{a\}$) to $\hat{f}$ and $\hat{h} = \text{Im}[\int f^2(\nu) d\nu]$, with $\hat{h} = 0$ on $\partial \Omega$. Up to an another extraction, we can also assume that the sequence of points $(z_\delta)_{\delta > 0}$ in $\Omega \setminus B(a, \frac{r_0}{2})$ such that $\hat{H}_\delta(z_\delta) = 1$ converges to $z_\infty$. Since $(\delta M_\delta^0)^{-1}G(a)$ now converges to 0, we have (still uniformly on compact subsets of $\Omega \setminus \{a\}$) $\hat{H}_\delta \to \hat{h}$.

In particular, since $\hat{h}$ is bounded away from $a$ and satisfies the maximum principle near $a$ (since $\hat{F}_\delta^\iota$ has no singularity), hence so does $\hat{h}$. In particular $f$ has no singularity at $a$, and thus is trivial. $\hat{h}$ is not compatible with the Dirichlet boundary conditions of $\hat{h}$ and the fact that $\hat{h}(z_\infty) = 1$. $\square$

Let $\varpi^\delta = \{v^\delta, u_2^\delta, \ldots, u_n^\delta\}$ be points of $\Omega^\ast_{\delta}$, at a definite distance from each other, approximating respectively interior points $\varpi = \{u_1, \ldots, u_n\}$ of $\Omega$, with the usual convention that $v^\delta \in \Omega^\ast_{\delta}$ and $v^\delta \sim u_1^\delta$. $\varpi^\delta$.

**Proposition 6.3.** In the above mentioned context, the family of discrete observables $(\text{E}^\delta_{\nu^\delta \sigma_u \ldots \sigma_u} H_\delta^{\varpi^\delta})_{\delta > 0}$ converges to $(\frac{1}{n})^2 \frac{1}{\text{hm}_{\varpi \varpi^\delta}}$ uniformly on compact subsets of $\Omega_{\varpi} \setminus \varpi$.}
Proof. We keep the notations of the previous proof. Denote for the rest of the proof $F_\delta := \delta^{-\frac{2}{n}}E_{\Omega,\varpi}^{-1}[\sigma_{u_1} \ldots \sigma_{u_n}]^{-1}F^S_{\Omega,\varpi}$, $F^\perp_\delta := F_\delta - \delta^{-\frac{1}{2}}G_{[u]}$, $H_\delta := \text{Im}[f(F_\delta)^2(\nu)d\nu]$ and $H^\perp_\delta := \text{Im}[f(F^\perp_\delta)^2(\nu)d\nu]$, with $H_\delta$ vanishing along $\partial\Omega_\delta$ and $H^\perp_\delta$ vanishing at a point different from the punctures. One can see that $F^\perp_\delta$ vanishes near the branching $v^\delta$. We also set $(M^\delta_r)^2 := \max_{\Omega \cup \bigcup_{i=1 \cdots n} B(u_i, \delta)} |H^\delta|$. There are two potential scenarii (the second one is again impossible).

Scenario 1: If for any $r > 0$, $(M^\delta_r)_{\delta > 0}$ is bounded by a constant $C(r)$. Using the precompactness lemma [6, 1], one can extract a subsequential limit from the family $(F_\delta)_{\delta > 0}$ as $\delta \to 0$. Any subsequential limit $f$ of $F_\delta$ is a holomorphic spinor on $\Omega_\varpi$ and $h$ is harmonic function away from the branchings. The sub/super harmonicity of $H_\delta$, the boundary modification trick and the control of discrete harmonic measures in smooth domains allow to preserve again boundary conditions from discrete to continuum, i.e. $H_\delta \to h = \text{Im}[f f^2 d\nu]$ uniformly on compact subsets of $\Omega_\varpi$, with $h = 0$ on $\partial\Omega$. Since $F^\perp_\delta$ vanishes near $v^\delta$, one can use the maximum and the minimum principle in discrete for $H^\delta_\delta$ near $v^\delta$ and the convergence (away from $u_1$) of $F^\perp_\delta$ to $f - (\frac{1}{\tau})^\frac{2}{n} \frac{\varphi^\delta}{\nu - u_1}$ to deduce that $H^\perp_\delta \to h^\perp = \text{Im}[f f' (\frac{1}{\tau})^\frac{2}{n} \frac{\varphi^\delta}{\nu - u_1}]d\nu$, the latter convergence being uniform near $u_1$. This ensures that $h^\perp$ is bounded from above and from below near $u_1$. By subharmonicity property of $H_\delta$, we see that $H_\delta$ is bounded from above near $u^\delta_2, \ldots, u^\delta_n$ already in discrete, which implies the same one sided bound for $h$ near $u_2, \ldots, u_n$. This allows to identify $f$ as a multiple of $f^S_{\Omega,\varpi}$ and the normalizing constant is fixed by the asymptotic near $u_1$.

Scenario 2: If $M^\delta_\tau \to \infty$ along some subsequence, one normalizes again by $M^\delta_\tau$ as in the previous proposition and extracts a new subsequential limit $\tilde{f}$, which remains an holomorphic spinor on $\Omega_\varpi$, such that $h = \text{Im}[\tilde{f} \tilde{f} d\nu]$ is harmonic in $\Omega_\varpi$, satisfies Dirichlet Boudary condition and is bounded from below near $u_2, \ldots, u_n$ and has positive outer normal derivative. We know that $\tilde{H}^\perp_\delta$ satisfies the maximum principle in discrete at a small definite distance from $v^\delta$. Moreover $\tilde{h} = \tilde{h}^\perp + \text{cst}$ thanks to the normalization by $M^\delta_\tau$. Thus $\tilde{h}$ is bounded from below near all points $u_1, \ldots, u_n$. This implies that $\tilde{h}$ vanishes identically. It remains to adapt the proof of [CHI15, Lem. 3.10] which states that no subsequential limits of $(M^\delta_\tau)^{-2}H^\delta$ is trivial. This (somewhat technical) proof only relies upon the same sub/super harmonicity arguments, and readingly addapts.

Having explicit asymptotics of the kernels $G_{[u]}$, $G_{[v]}$ and $G_{(a)}$, one can prove the same statement only using one side of the sub/super harmonicity property of functions $H^\delta$, at least in smooth domains (e.g. [CIM21]). It could be even possible in principle to bypass the use of all sub/super harmonicity properties using ideas of [Che20].

6.2 Derivation of the main theorems

We are now going to use the kernels constructed explicitly and the convergence theorems for $\delta$-holomorphic functions arising from boundary value problems to
derive Theorems 3.7 and 3.2. It is important to notice that, comparing to the isoradial case, one has to be careful due to the degeneracy of the lattice in the vertical direction. In particular, the use of the Dotsenko propagation equation becomes crucial to derive the results in the vertical direction. We start with the proof of 3.5 which is the convergence proof for correlation ratios of general spin-spin correlations.

Proof. As before, we work with $\Omega_\delta$, an approximation of a bounded smooth simply connected domain $\Omega$. We assume that $\varpi_\delta = \{v_\delta, u_1^\delta, \ldots, u_n^\delta\}$ approximate respectively $u_1, \ldots, u_n$ interior points of $\Omega$, remaining at a definite distance from each other an from the boundary. For simplicity of proof reading, we denote $F^\delta_{v_\delta} := \delta^{-\frac{1}{2}} \tilde{F}^S_{\Omega_\delta, \varpi_\delta}$. We start the proof of Theorem 3.5 with the derivation of correlation ratio in the horizontal direction.

![Figure 6.1: Configuration of points used to derive convergence of correlation ratios, in the horizontal and the vertical direction.](image)

Correlation ratio in the horizontal direction Consider the vertices $v_\delta, u_-^\delta, u_+^\delta$ and $c_+^\delta = (v_\delta, u_+^\delta)$ as in Figure 6.1. Fix $r > 0$ a (small) positive number and let $C^\delta_r$ be a discrete square of width $2r$ centered at $v_\delta$, oriented counter-clockwise. We apply the integration trick of Proposition 5.3 twice with the contour $C^\delta_r$ to the functions $F^\delta_{v_\delta}$ and $\delta^{-\frac{1}{2}} G_{u_-}$ on one hand, and to the functions $F^\delta_{v_\delta}$ and $\delta^{-\frac{1}{2}} G_{u_+}$ on the other.
on the other hand. One gets,

\[ \frac{2\delta \cdot \delta^{-\frac{1}{2}} F_{nG}(c^\delta \cdot \delta^{-\frac{1}{2}} G_{[u^\delta]}(c^\delta))}{2\delta \cdot \delta^{-\frac{1}{2}} F_{nG}(c^\delta \cdot \delta^{-\frac{1}{2}} G_{[u^\delta]}(c^\delta))} = \frac{\int_{C_2^0} \text{Im}[F_{nG}^0(z)\delta^{-\frac{1}{2}} G_{[u^\delta]}^0(z)]\,dz}{\int_{C_2^0} \text{Im}[F_{nG}^0(z)\delta^{-\frac{1}{2}} G_{[u^\delta]}^0(z)]\,dz} \]

\[ = \frac{1 + \frac{\int_{C_2^0} \text{Im}\left[F_{nG}^0(z)\delta^{-\frac{1}{2}} (G_{[u^\delta]}^0(z) - G_{[u^\delta]}^0(z))\right]\,dz}{\int_{C_2^0} \text{Im}\left[F_{nG}^0(z)\delta^{-\frac{1}{2}} (G_{[u^\delta]}^0(z) + G_{[u^\delta]}^0(z))\right]\,dz} - 1 - \frac{\int_{C_2^0} \text{Im}\left[F_{nG}^0(z)\delta^{-\frac{1}{2}} (G_{[u^\delta]}^0(z) - G_{[u^\delta]}^0(z))\right]\,dz}{\int_{C_2^0} \text{Im}\left[F_{nG}^0(z)\delta^{-\frac{1}{2}} (G_{[u^\delta]}^0(z) + G_{[u^\delta]}^0(z))\right]\,dz} \]

The convergence of the spin fermionic observable given in Proposition 6.3 ensures that,

\[ \frac{F_{nG}^0(z)}{E_{nG}^0[\sigma_{u^\delta_1} \cdots \sigma_{u^\delta_n}]} = e^{\frac{z}{\sqrt{\delta}}} \frac{1}{\sqrt{\pi}} \left( \frac{1}{\sqrt{z - u_1}} + 2A(u_1, \ldots, u_n) \sqrt{z - v} + O((z - v)\frac{3}{2}) \right), \]

uniformly in \( z \in \Omega_{\infty} \), remaining at a fixed distance from the punctures and the boundary, where the coefficient \( A = A_{(\Omega, u_1, \ldots, u_n)} \) is defined in (5.18). Additionally, the asymptotic of the kernels \( G_{[u^\delta]}^0 \) away from their branchings gives,

\[ \delta^{-\frac{1}{2}} (G_{[u^\delta]}^0(z) - G_{[u^\delta]}^0(z)) = \frac{\delta^2}{2(2\pi)^{\frac{1}{2}}} \left( u^\delta_n - u^\delta_n \right) + O\left( \frac{\delta^2}{(z - v)^{\frac{3}{2}}} \right). \]

One first multiplies the two previous asymptotics, then uses classical bounds on interpolation of contour integrals via their discretization, together with the fact that integrals of the continuous limits do not depend on the contour on integration. Since \( r \) can be chosen arbitrarily small, the residue theorem ensures that when \( \delta \to 0 \),

\[ \text{Im} \left[ \int_{C_2^0} \frac{F_{nG}^0(z)}{E_{nG}^0[\sigma_{u^\delta_1} \cdots \sigma_{u^\delta_n}]} \delta^{-\frac{1}{2}} (G_{[u^\delta]}^0(z) - G_{[u^\delta]}^0(z))\,dz \right] = 2 \text{Re}[A \cdot (u^\delta_n - u^\delta_n)] + O(r\delta) + o(\delta) \]

\[ = 4\delta \text{Re}[A_{(u_1, \ldots, u_n)}] + o(\delta). \]

Similarly, for \( \delta \to 0 \), one has,

\[ \text{Im} \left[ \int_{C_2^0} \frac{F_{nG}^0(z)}{E_{nG}^0[\sigma_{u^\delta_1} \cdots \sigma_{u^\delta_n}]} \delta^{-\frac{1}{2}} (G_{[u^\delta]}^0(z) + G_{[u^\delta]}^0(z))\,dz \right] = 4 + o(1), \]

where \( o \) is uniform provided \( u_1, \ldots, u_n \) remain at a definite distance from each other and from the boundary. Finally, it is enough to notice that \( |G_{[u^\delta]}^0(c^\delta\cdot)| = |G_{[u^\delta]}^0(c^\delta\cdot)| = 1 \) to conclude that,

\[ \frac{E_{nG}^0[\sigma_{u^\delta_1} \cdots \sigma_{u^\delta_n}]}{E_{nG}^0[\sigma_{u^\delta_1} \cdots \sigma_{u^\delta_n}]} = 1 + 2\delta \text{Re}[A_{(u_1, \ldots, u_n)}] + o(\delta). \]
Correlation ratio in the vertical direction  The proof in the vertical direction is more tedious and requires the use of the propagation equation (4.10) and the asymptotics of correlation ratio in the horizontal direction derived in (6.1). We first fix $v^\delta, v^\delta + i\varepsilon, u^\delta_+, u^\delta_+$ as in Figure 6.1, assuming $v^\delta, v^\delta + i\varepsilon$ and $u^\delta_+, u^\delta_+$ are taken respectively on the same sheet. Applying the previous reasoning on a macroscopic contour $C'_r$ of small radius $r$ one gets,

$$
\frac{\mathbb{E}_{i\Omega_r^+}[\sigma_{u^\delta_+ + i\varepsilon} \ldots \sigma_{u^\delta_+}]}{\mathbb{E}_{i\Omega_r}[\sigma_{u^\delta_+} \ldots \sigma_{u^\delta_+}]} = 1 + \frac{\text{Im} \left[ \int_{C'_r} F_{v^\delta + i\varepsilon}(z) \delta^{-\frac{1}{2}} G_{[u^\delta_+, i\varepsilon]}'(z) - F_{v^\delta}(z) \delta^{-\frac{1}{2}} G_{[u^\delta_+]}'(z) \right] dz}{\text{Im} \left[ \int_{C'_r} F_{v^\delta + i\varepsilon}(z) \delta^{-\frac{1}{2}} G_{[u^\delta_+, i\varepsilon]}'(z) + F_{v^\delta}(z) \delta^{-\frac{1}{2}} G_{[u^\delta_+]}'(z) \right] dz}.
$$

(6.2)

We use the factorization

$$
F_{v^\delta + i\varepsilon}(z) G_{[u^\delta_+, i\varepsilon]}'(z) - F_{v^\delta}(z) G_{[u^\delta_+]}'(z) = F_{v^\delta}(z) \left( G_{[u^\delta_+, i\varepsilon]}'(z) - G_{[u^\delta_+]}'(z) \right) + \left( F_{v^\delta + i\varepsilon}(z) - F_{v^\delta}(z) \right) G_{[u^\delta_+, i\varepsilon]}'(z),
$$

and treat separately the two terms on the RHS of the previous equality.

**First term** Using the differentiability of the correlator with respect to its branching position (see (A.7)), one can write the expansion,

$$
G_{[u^\delta_+, i\varepsilon]}'(z) - G_{[u^\delta_+]}'(z) = i\varepsilon \partial_y G_{[u^\delta_+]}'(z) + o(\varepsilon),
$$

(6.3)

where $o$ is uniform provided $\varepsilon$ is small enough. Thus, integrating on $C'_r$, one has,

$$
\text{Im} \left[ \int_{C'_r} F_{v^\delta}(z) \delta^{-\frac{1}{2}} \left( G_{[u^\delta_+, i\varepsilon]}'(z) - G_{[u^\delta_+]}'(z) \right) dz \right] = \varepsilon \text{Im} \left[ \int_{C'_r} i \delta^{-\frac{1}{2}} \partial_y G_{[u^\delta_+]}'(z) F_{v^\delta}(z) dz \right] + o(\varepsilon).
$$

**Second term** We take advantage of the propagation equation stated previously. To simplify the proof reading of the following lines, we introduce the Kadanoff–Ceva correlator $Y_{[v^\delta, u^\delta_+, u^\delta_+]}(c) := \delta^{-\frac{1}{2}} \eta_c \langle \mu_{v^\delta} \sigma_{u^\delta_+} \mu_{v^\delta} \sigma_{u^\delta_+} \sigma_{u^\delta_+} \ldots \sigma_{u^\delta_+} \rangle \Omega_k$, where $u^\delta_+$ are taken on the same sheet as in Proposition 4.2. We also denote $Y_{[v^\delta, u^\delta_+, u^\delta_+]}(')$ its associated diamond $s$-holomorphic extension, see Proposition 4.12. One sees that $Y_{[v^\delta, u^\delta_+, u^\delta_+]}(c)$ branches only around the three vertices $v^\delta, u^\delta_+, u^\delta_+$. In that case, Proposition 4.2 reads,

$$
\delta^{-\frac{1}{2}} \left( \langle \mu_{v^\delta} \sigma_{u^\delta_+} \mu_{v^\delta} \sigma_{u^\delta_+} \ldots \sigma_{u^\delta_+} \rangle \Omega_k - \langle \mu_{v^\delta} \sigma_{u^\delta_+} \mu_{v^\delta} \sigma_{u^\delta_+} \ldots \sigma_{u^\delta_+} \rangle \Omega_k \right) = (2\delta)^{-1} \text{sgn}(O(c), v^\delta) Y_{[v^\delta, u^\delta_+, u^\delta_+]}(c) + O(\varepsilon^2),
$$

where $O$ is uniform over corners $c$ remaining at a fixed distance away from $u^\delta_+, u^\delta_+ \ldots u^\delta_+$. Moreover, one notices that, provided $r$ is small enough, the function $\text{sgn}(O(c), v^\delta) Y_{[v^\delta, u^\delta_+, u^\delta_+]}(c)$ has the branching structure of $\langle \mu_{v^\delta} \sigma_{u^\delta_+} \mu_{v^\delta} \sigma_{u^\delta_+} \ldots \sigma_{u^\delta_+} \rangle \Omega_k$.
(this can be seen as a feature of Proposition 4.2). Using again the expansion (6.3) and integrating on \( C_\delta \), one has,

\[
\text{Im} \left[ \int_{C_\delta} \left( F_{v^\circ t}^\circ (z) - F_{v_\delta}^\circ (z) \right) \delta^{-\frac{1}{2}} G_{[u_\delta^+, i \varepsilon]}^\circ (z) \right] dz \\
= \varepsilon \cdot (2\delta)^{-1} \text{Im} \left[ \int_{C_\delta} \text{sgn}(O(z), v^\delta) Y_{v^\circ t, u_\delta^+, u_\delta^+] (z) \delta^{-\frac{1}{2}} G_{[u_\delta^+,]}^\circ (z) \right] dz + o(\varepsilon).
\]

A similar treatment shows that

\[
\text{Im} \left[ \int_{C_\delta} F_{v^\circ t}^\circ (z) \delta^{-\frac{1}{2}} G_{[u_\delta^+, i \varepsilon]}^\circ (z) + F_{v_\delta}^\circ (z) \delta^{-\frac{1}{2}} G_{[u_\delta^+,]}^\circ (z) \right] dz \\
= 2 \text{Im} \left[ \int_{C_\delta} F_{v_\delta}^\circ (z) \delta^{-\frac{1}{2}} G_{[u_\delta^+,]}^\circ (z) \right] dz + o_{\varepsilon \to 0}(1).
\]

Putting the previous asymptotics all together in (6.2) and taking the logarithm, one deduces that \( \partial_y \log \mathbb{E}_{\Omega_{\alpha}}^\bullet [\sigma_{u_\delta^+} \ldots \sigma_{u_\delta^+] \} \right] \) exists and is given by,

\[
\frac{\text{Im} \left[ \int_{C_\delta} \left( F_{v^\circ t}^\circ (z) - F_{v_\delta}^\circ (z) \right) \delta^{-\frac{1}{2}} G_{[u_\delta^+,]}^\circ (z) \right] dz}{\text{Im} \left[ \int_{C_\delta} F_{v_\delta}^\circ (z) \delta^{-\frac{1}{2}} G_{[u_\delta^+,]}^\circ (z) \right] dz}.
\]

We are now going to evaluate the contribution of the above terms as \( \delta \to 0 \). Repeating computations similar to the proof in the horizontal direction, one sees that,

\[
\text{Im} \left[ \int_{C_\delta} F_{v^\circ t}^\circ (z) \delta^{-\frac{1}{2}} G_{[u_\delta^+,]}^\circ (z) \right] dz = 2 \mathbb{E}_{\Omega_{\alpha}}^\bullet [\sigma_{u_\delta^+} \ldots \sigma_{u_\delta^+] \} + o_{\delta \to 0}(\mathbb{E}_{\Omega_{\alpha}}^\bullet [\sigma_{u_\delta^+} \ldots \sigma_{u_\delta^+] \}]
\]

\[
\text{Im} \left[ \int_{C_\delta} \left( F_{v^\circ t}^\circ (z) - F_{v_\delta}^\circ (z) \right) \delta^{-\frac{1}{2}} G_{[u_\delta^+,]}^\circ (z) \right] dz = 2 \mathbb{E}_{\Omega_{\alpha}}^\bullet [\sigma_{u_\delta^+} \ldots \sigma_{u_\delta^+] \} \text{Re} \left[ iA(u_1, ..., u_n) \right]
\]

\[
+ o_{\delta \to 0}(\mathbb{E}_{\Omega_{\alpha}}^\bullet [\sigma_{u_\delta^+} \ldots \sigma_{u_\delta^+] \})
\]

since the asymptotics of the derivative of the full-plane correlator away from its branching is given by (see (A.7))

\[
\delta^{-\frac{1}{2}} \partial_y G_{[u_\delta^+]}^\circ (z) = -\frac{i}{2\sqrt{\pi(z-u)^2}} + O\left( \frac{\delta}{(z-u)^{\frac{3}{2}}} \right).
\]

Now, we treat now the remaining term and prove it \textit{vanishes identically}. One first notes that the double covers \( \Omega_{[v^\circ]} \) and \( \Omega_{[v^\circ, u_\delta^+, u_\delta^+] \} \) can be canonically identified. This only amounts to change the sheets of \textit{both} corners \( C_\delta \) neighbouring \( v^\circ \). Thus, one can use the integration procedure of Proposition 5.3 applied to the correlators \( \text{sgn}(O(z), v^\delta) Y_{v^\circ t, u_\delta^+, u_\delta^+] (z) \delta^{-\frac{1}{2}} G_{[u_\delta^+,]}^\circ (z) \) to modify the contour and make it an elementary one passing by \( C_\delta \). This is indeed a fair operation since \( \text{sgn}(O(z), v^\delta) \) is locally constant away from the branchings. Thus, by contour deformation, the only terms that do not \textit{trivially} cancel out are the increments of \( H_{[v^\circ t, u_\delta^+, u_\delta^+] \} \delta^{-\frac{1}{2}} G_{[u_\delta^+]}} (z) \) along the segment \([v^\delta u_\delta^+] \} \) (since the two double covers
one gets the result exactly as in the previous proof (taking again a global sign choice, the "upper" increment passing by \(v_+\) is oriented from left to right. Up to a global sign choice, the sum of those two increments (as in the proof of Proposition 5.3) equals,

\[
\delta \cdot (+1) F_{\varphi}(v_{+}^\delta)\delta^{-\frac{1}{2}} G_{\omega_{2}^\delta}(\varphi)^{(\delta)} - \delta \cdot (-1) F_{\varphi}(v_{+}^\delta)\delta^{-\frac{1}{2}} G_{\omega_{1}^\delta}(\varphi)^{(\delta)},
\]

where in the above equation \((+1)\) in the first term comes from the sign of the 'upper' increment \(\text{sgn}(\mathcal{O}_{c_{2}^\delta}, v^\delta) = +1\) (i.e. coming from a deformation of the contour in the part of the graph above \(v^\delta\)) while \((-1)\) in the second term comes from the sign of the 'lower' increment \(\text{sgn}(\mathcal{O}_{c_{1}^\delta}, v^\delta) = +1\) (coming from a deformation of the contour in the part of the graph below \(v^\delta\)). Thus (6.5) vanishes.

In conclusion, one can conclude that

\[
\partial_y \log \mathbb{E}_{\omega_{2}^\delta}^{+}[\sigma_{u_{1}^\delta} \cdots \sigma_{u_{n}^\delta}] = \text{Re}[i \mathcal{A}_{(u_{1}, \ldots, u_{n})}] + o_{\delta \rightarrow 0}(1),
\]

where \(o_{\delta \rightarrow 0}(1)\) is uniform in bounded compact subsets of \(\Omega\). Whenever one has the two asymptotics (6.1) and (6.6), it is enough to integrate them along a sequence of paths linking \(b_{1}^\delta\) to \(a_{1}^\delta\), \(b_{2}^\delta\) to \(a_{2}^\delta\) ... \(b_{n}^\delta\) to \(a_{n}^\delta\) to recover that

\[
\frac{\mathbb{E}_{\omega_{2}^\delta}^{+}[\sigma_{a_{1}^\delta} \cdots \sigma_{a_{n}^\delta}]}{\mathbb{E}_{\omega_{2}^\delta}^{+}[\sigma_{b_{1}^\delta} \cdots \sigma_{b_{n}^\delta}]} \rightarrow \exp \left( \text{Re} \left[ \int_{(b_{1}, \ldots, b_{n})}^{(a_{1}, \ldots, a_{n})} \sum_{k=1}^{n} \mathcal{A}_{(x_{1}, \ldots, x_{n})} \text{d}x_{k} \right] \right).
\]

This concludes the proof.

\[
\square
\]

One can now use a similar scheme to prove Theorem 3.6.

**Proof.** Let \(v_{2}^\delta \in \Omega_{2}^\delta\) be a neighbour of \(u_{2}^\delta\). Repeating the previous integration formula 5.3 to extract values near the branchings with the observables \(F_{\delta}^{\mathcal{S}} := \delta^{-\frac{1}{2}} \mathbb{E}_{\omega_{2}^\delta}[\sigma_{v_{1}^\delta} \sigma_{v_{2}^\delta}]^{-1} F_{\Omega, (v_{1}^\delta, v_{2}^\delta)}\) and \(\delta^{-\frac{1}{2}} G_{|v_{2}^\delta|}\) via a macroscopic contour \(C_{\delta}^{\mathcal{S}}\) at a small distance \(r > 0\) from \(u_{2}^\delta\), one gets

\[
2 \frac{\mathbb{E}_{\omega_{2}^\delta}^{+}[\mu_{v_{1}^\delta} \mu_{v_{2}^\delta}]}{\mathbb{E}_{\omega_{2}^\delta}^{+}[\sigma_{v_{1}^\delta} \sigma_{v_{2}^\delta}]} = \text{Im} \left[ \int_{C_{\delta}^{\mathcal{S}}} \delta^{-\frac{1}{2}} G_{|v_{2}^\delta|}^{\mathcal{S}}(z) F_{\delta}^{\mathcal{S}}(z) \text{d}z \right].
\]

Using the asymptotics

\[
f_{\Omega, \varphi}^{\mathcal{S}} = \frac{1}{\sqrt{\pi}} e^{-\frac{z}{(z-u_{2})^{2}}} F_{\Omega}(u_{1}, u_{2}) + O\left( (z-u_{2})^{\frac{1}{2}} \right),
\]

\[
\delta^{-\frac{1}{2}} G_{|v_{2}^\delta|}^{\mathcal{S}}(z) = \frac{1}{\sqrt{\pi}} e^{\frac{z}{(z-u_{2})^{2}}} + O\left( \frac{\delta^{2}}{(z-u_{2})^{2}} \right),
\]

one gets the result exactly as in the previous proof (taking again \(r\) arbitrarily small). To conclude, one uses Krammers–Wannier duality to note that \(\mathbb{E}_{\omega_{2}^\delta}^{+}[\mu_{v_{1}^\delta} \mu_{v_{2}^\delta}] = \mathbb{E}_{\omega_{2}^\delta}^{\text{free}}[\sigma_{v_{1}^\delta} \sigma_{v_{2}^\delta}]\).

\[
\square
\]
Now that once Theorem 3.5 is proven, one has to find the proper normalizing factors in front of the correlation ratio to prove completely Theorem 3.7. This goes by a comparison with the full-plane lattice. This proof is done here by induction over \( n \) and recalls elements introduced in [CHI15].

Proof. We start with the case \( n = 2 \). Define \( \langle \sigma_a \sigma_b \rangle^+_\Omega := |b - a|^\frac{1}{4} \). In this case, 3.5 implies that

\[
\frac{\delta^{-1}C^2 E^+_{\Omega;1}[\sigma_a \sigma_b]}{\langle \sigma_a \sigma_b \rangle^+_{\Omega}^2} = \left( \frac{\langle \sigma_a \sigma_b \rangle^+_{\Omega}}{\langle \sigma_a \sigma_b \rangle^+_{\Omega}} \right)^2 \cdot \frac{\langle \sigma_a \sigma_b \rangle^+_{\Omega}}{E^+_{\Omega;1}[\sigma_a \sigma_b]}. \tag{6.9}
\]

 Sending \( \delta \) to 0 first makes the first of the RHS on both lines converge to 1. Sending then \( b' \) to \( a \) and using the fact that \( \lim_{\delta \to 0} \frac{E^+_{\Omega;1}[\sigma_a \sigma_b]}{\langle \sigma_a \sigma_b \rangle^+_{\Omega}} = 1 \) (which is true by FKG inequality and the fact that \( \mathcal{B}(a, b') \) goes to 1 as \( b' \) approaches \( a \)), it simply remains to notice that \( \langle \sigma_a \sigma_b \rangle^+_{\Omega} \cdot \langle \sigma_a \sigma_b \rangle^+_{\Omega} \to 1 \) as \( b' \) goes to \( a \). The latter is true when \( \Omega = \mathbb{H} \) and holds by conformal invariance for general domains.

For \( n = 1 \), one notices that,

\[
\frac{E^+_{\Omega;1}[\sigma_a]^2}{\delta^{-1}C^2(\langle \sigma_a \rangle^+_{\Omega})^2} = \left( \frac{1}{\langle \sigma_a \rangle^+_{\Omega}} \right)^2 \cdot \frac{\langle \sigma_a \rangle^+_{\Omega}}{E^+_{\Omega;1}[\sigma_a]}. \tag{6.9}
\]

 Sending \( \delta \) to 0 first the first term converges to \( (\langle \sigma_a \rangle^+_{\Omega})^{-1} \cdot \langle \sigma_a \rangle^+_{\Omega} \) and the last term converges to \( \langle \sigma_a \sigma_b \rangle^+_{\Omega} \). As \( b \) approaches the boundary, the second term can be made arbitrarily close to 1 (uniformly in \( \delta \)), this is a consequence of GHS inequality and the fact that \( \mathcal{B}_{\Omega}(a, b) \) goes to 0 in that regime). Still when \( b \) approaches the boundary, the product \( \langle \sigma_a \sigma_b \rangle^+_{\Omega} \cdot (\langle \sigma_a \sigma_b \rangle^+_{\Omega})^{-1} \) is arbitrarily close to 1. For \( n \geq 3 \), assume that the result is already proven for all \( n' < n \). One decomposes

\[
\frac{E^+_{\Omega;1}[\sigma_a \cdots \sigma_{an}]}{C^{n-\frac{1}{2}}(\langle \sigma_a \cdots \sigma_{an} \rangle^+_{\Omega})^2} = \frac{E^+_{\Omega;1}[\sigma_a \cdots \sigma_{an}]}{E^+_{\Omega;1}[\sigma_a \cdots \sigma_{an}]} \cdot \frac{\langle \sigma_b \cdots \sigma_{an} \rangle^+_{\Omega} \cdot \langle \sigma_a \cdots \sigma_{an} \rangle^+_{\Omega}}{\langle \sigma_a \cdots \sigma_{an} \rangle^+_{\Omega}} \tag{6.10}
\]

\[
\times \frac{E^+_{\Omega;1}[\sigma_b \cdots \sigma_{an}]}{E^+_{\Omega;1}[\sigma_b \cdots \sigma_{an}]} \times \frac{E^+_{\Omega;1}[\sigma_b \cdots \sigma_{an}]}{E^+_{\Omega;1}[\sigma_b \cdots \sigma_{an}]} \cdot \frac{1}{C^{n-1} \delta^{-\frac{1}{2}}(\langle \sigma_a \cdots \sigma_{an} \rangle^+_{\Omega})}. \tag{6.12}
\]

 Sending first \( \delta \) to 0, the RHS of the first line converges to 1 (due to Theorem 3.5). As \( b \) approaches the boundary, the second line can be made arbitrarily close to 1 (one side is FKG inequality while the other one is Russo–Seymour–Welsh type estimates), uniformly in \( \delta \) small enough. Finally, the last line converges to \( (\langle \sigma_b \rangle^+_{\Omega}) \cdot (\langle \sigma_b \rangle^+_{\Omega})^{-1} \) due to the induction hypothesis. It is then enough to note that the last mentioned quantity can be be made arbitrarily close to 1 provided \( b \) is close enough to the boundary (this is due to the structure of continuous correlation function, see [CHI21 Sec. 5]).

We now pass to the proof of convergence of Theorems 3.1 and 3.2. For simplicity, we only sketch the proof of multiple-energy correlations since it can be derived classically by induction using the Pfaffian structure of the model, up to the amount of introducing the formalism of multi-point spin-disorder correlator (i.e. introducing a correlator as a function depending on several corners).
Proof. We start with the case \( n = 1 \). One first notices within the derivation of proposition \[6.2\] that the function \( F_{\delta}^1 := \delta^{-1}(F_{\Omega_{\delta,0}}^\varepsilon - G_{(a)}) \) converges to \( \eta_\delta[f_{\Omega_{\delta,0}}^\varepsilon - \frac{1}{\pi} \frac{1}{z-a}] \) uniformly on compact subsets of \( \Omega \) (since \( F_{\delta}^1 \) has no singularity). In particular the convergence holds at \( v_a \) and \( u_a \). On the other hand, one has the expansion \( F_{\Omega_{\delta,0}}^\varepsilon(z) = \eta_\delta[\frac{1}{\pi(z-a)} + \frac{1}{2\pi i} \log(a) + O(z-a)] \) near \( a \), which allows to identify the limit of \( F_{\delta}^1[v_a] = \eta_\delta \delta^{-1}(E_{\Omega_{\delta}}^+| \mu_a \mu_{a-2\delta}) \), \( F_{\delta}^1[u_a] = -\eta_\delta \delta^{-1}(E_{\Omega_{\delta}}^+| \mu_a \mu_{a-2\delta}) \).

For the \( n \)-point energy case, one can recursively construct as in the discrete case a multi-point fermionic correlator \[CHI21\ Sec. 2.4\] as a function of \( 2r \) corners

\[
G(c_1, c_2, \ldots, c_{2r}) \mapsto \eta_{c_1} \eta_{c_2} \cdots \eta_{c_{2r}} \langle \chi_{c_1} \chi_{c_2} \cdots \chi_{c_{2r}} \rangle \Omega_s, \tag{6.13}
\]

with proper double valuations at the corners \( c_i \) and consistent choices of \( \eta_c \). One gets that away from its diagonal (when the \( c_i \) are distinct), one has

\[
G(c_1, c_2, \ldots, c_{2r}) = Pf[\eta_{c_k} \eta_{c_l} \langle \chi_{c_k} \chi_{c_l} \rangle \Omega_s]_{1 \leq k,l \leq 2r}. \tag{6.14}
\]

Multiple energy correlation can be recovered as values of \( G \) near their diagonal (i.e. taking the corners \( c_k \sim c_{k+r} \) to be adjacent) and the convergence of the single energy density proved in the previous lines together with the Pfaffian formula \tag{6.14} \) directly yields the result.

The proof of Theorems \[3.8\] and \[3.3\] is a simple application of Theorems \[3.7\] and \[3.2\] with explicit formulas for solution to boundary value problems, which can be found in \[CHI21\ Sec. 7\] for the upper-half plane, and in the appendix for rectangles.

We are now able to prove Theorem \[3.9\] that states rotational invariance of the model at criticality.

Proof. Fix \( \varepsilon > 0 \) and \( s \) a unitary vector. Let \( D^+_R \) be the approximation of \( D(0, R) \) by \( \mathbb{C}_\delta \). There exist \( R(\varepsilon) > 0 \) large enough such that, uniformity in \( \delta \) and \( s \),

\[
1 - \varepsilon \leq \frac{E_{\Omega_{\delta}}^+| \sigma_s \sigma_s |}{E_{\Omega_{\delta}}^+| \sigma_s \sigma_s |} \leq 1 + \varepsilon
\]

Moreover, now one can use the convergence theorem in \( D^+_R \), which states that \( E_{\Omega_{\delta}}^+| \sigma_s \sigma_s |E_{\Omega_{\delta}}^+| \sigma_s \sigma_s |^{-1} \) converges\footnote{This comes from rotational invariance of \( \langle \sigma_s \sigma_s \rangle_{D^+_R} \), which comes itself from rotational invariance of the associated boundary value problem.} to \( \langle \sigma_s \sigma_s \rangle_{D^+_R}^{-1} = 1 \). Hence, the quantity \( \langle \sigma_s \sigma_s \rangle_{D^+_R}^{-1} \) goes to 1 as \( \delta \to 0 \). Sending \( \delta \) to 0 first and then \( \varepsilon \) to 0, one can deduce that \( E_{\Omega_{\delta}}^+| \sigma_s \sigma_s |E_{\Omega_{\delta}}^+| \sigma_s \sigma_s |^{-1} \) is arbitrarily close to 1 as \( \delta \) goes to 0. We conclude using the asymptotic in the vertical direction derived in Theorem \[7.9\].
7 Orthogonal polynomials and full-plane expectation

In this section, we discuss full-plane spin-spin correlations in the horizontal direction (taken in the infinite volume limit) for the quantum Ising model, at and below the criticality. In the homogeneous square-grid case, those results are known since the 70’s with the work of McCoy and Wu [MW14], and were originally derived relying upon the formalism of Toeplitz determinants. Here, we follow the strategy of [CHM19], where a simplification using modern techniques only using the theory of real-valued orthogonal polynomials was developed. This last mentioned method admits a generalization to the case of the quantum Ising model. Instead of using known results for rectangular grids and then smashing the lattice (which can raise problems when exchanging limits), we prefer remaining with the formalism of disorder insertion in the semi-discrete lattice to derive results for the quantum model.

Figure 7.1: Local picture for the full-plane observable with two branchings (denoted in red).

Figure 7.2: Symmetrized (left) and antisymmetrized (right) semi-discrete boundary value problems in the upper-half plane.

7.1 Full-plane observable with two branchings

Assume that the semi-discrete lattice on which the Ising model is so that its primal vertices coincide with $\mathbb{Z} \times \mathbb{R}$ and its dual vertices are $(\mathbb{Z} + \frac{1}{2}) \times \mathbb{R}$, see Fig. 7.1. It is known [DCLM18] that at and below criticality, the quantum Ising model only admits two extremal Gibbs measures (coming from ‘+’ and ‘−’ boundary conditions at infinity). Those extremal measure are in particular translationally invariant in the infinite volume limit. Given $n \geq 0$, we define the horizontal and
next-to-horizontal correlations

\[
D_n := \mathbb{E}_{\mathbb{Z} \times \mathbb{R}}[\sigma_{(0,0)}^0 \sigma_{(n,0)}^0] ; \quad D^*_n := \mathbb{E}^*_{(\mathbb{Z} \times \mathbb{R})^*}[\sigma_{(0,0),0}^0 \sigma_{(n-\frac{1}{2},0)}^0] ; \\
D_{n+1} := \mathbb{E}_{\mathbb{Z} \times \mathbb{R}}[\sigma_{(-1,0)}^0 \sigma_{(n,0)}^0] ; \quad D^*_{n+1} := \mathbb{E}^*_{(\mathbb{Z} \times \mathbb{R})^*}[\sigma_{(-1,0),0}^0 \sigma_{(n+\frac{1}{2},0)}^0] ; \\
\overline{D}_{n+1} := \partial_y [\mathbb{E}_{\mathbb{Z} \times \mathbb{R}}[\sigma_{(-1,y)}^0 \sigma_{(n,0)}^0]]_{y=0} ; \quad \overline{D}^*_{n+1} := \partial_y [\mathbb{E}^*_{(\mathbb{Z} \times \mathbb{R})^*}[\sigma_{(-1,y),0}^0 \sigma_{(n+\frac{1}{2},y)}^0]]_{y=0},
\]

where the expectations in the second column are taken for the dual quantum Ising model with dual parameters (see Section 2.4). In particular, one can view these dual observables as disorder-disorder correlations for the quantum Ising model defined on \( \Omega^* \).

Let \( \mathbf{v} = (-\frac{1}{2}, 0) \) and \( \mathbf{u} = (n, 0) \). Below we rely upon the full-plane observable \( F_{[\mathbf{v}, \mathbf{u}]} \) which can be thought of as a subsequential limit of observables defined on an increasing sequence \( (G_n)_{n \geq 0} \) of finite graphs exhausting the semi-discrete lattice. The existence of this pointwise (subsequential) limit is justified by the bound

\[
\left| \langle \mu_{\mathbf{v}(c)} \mu_{\mathbf{v}^\#} \sigma_{\mathbf{u}(c)} \sigma_{\mathbf{u}^\#} \rangle_G \right| \leq \left| \langle \mu_{\mathbf{v}(c)} \mu_{\mathbf{v}^\#} \rangle_G \right| \leq 1, \quad (7.1)
\]

together with the equicontinuity of correlators (so it is enough to apply the diagonal process on \( (\mathbb{Z} \pm \frac{1}{2}) \times \mathbb{Q} \)). The uniqueness of the limit (and hence its non dependence on the exhaustion used above) follows from Lemma 7.1.

Let \( [\mathbb{Z} \times \mathbb{R}; \mathbf{v}, \mathbf{u}] \) denote the double cover of the lattice \( \mathbb{Z} \times \mathbb{R} \) branching over \( \mathbf{v} \) and \( \mathbf{u} \). We now introduce the following symmetrized and anti-symmetrized versions of the observable \( F_{[\mathbf{v}, \mathbf{u}]}(\cdot) \) on eastern and western corners, respectively (see Fig. 7.1):

\[
X^{\text{sym}}_{[\mathbf{v}, \mathbf{u}]}(c) := \frac{e^{\frac{i\pi}{2}}}{2} [F_{[\mathbf{v}, \mathbf{u}]}(c) + F_{[\mathbf{v}, \mathbf{u}]}(\bar{c})], \quad c \in [(\mathbb{Z} - \frac{1}{2}) \times \mathbb{R}; \mathbf{v}, \mathbf{u}], \quad (7.2)
\]
\[
X^{\text{anti}}_{[\mathbf{v}, \mathbf{u}]}(c) := \frac{e^{-\frac{i\pi}{2}}}{2} [F_{[\mathbf{v}, \mathbf{u}]}(c) - F_{[\mathbf{v}, \mathbf{u}]}(\bar{c})], \quad c \in [(\mathbb{Z} + \frac{1}{2}) \times \mathbb{R}; \mathbf{v}, \mathbf{u}], \quad (7.3)
\]

where the continuous conjugation \( z \mapsto \bar{z} \) on \( ((\mathbb{Z} \pm \frac{1}{2}) \times \mathbb{R}; \mathbf{v}, \mathbf{u}) \) is defined so it maps the segment \([\pm \frac{1}{4}, n \pm \frac{1}{4}] \times \{0\} \) between \( \mathbf{v} \) and \( \mathbf{u} \) to itself (i.e., the conjugate of each point located over this segment is on the same sheet of the double cover).

Once \( z \mapsto \bar{z} \) is specified in between of the branching points, it can be ‘continuously’ extended to the entire double cover \( ([\mathbb{Z} \pm \frac{1}{2}] \times \mathbb{R}; \mathbf{v}, \mathbf{u}) \). In particular, the points \( c \) located over the real line but outside of the segment \([\pm \frac{1}{4}, n \pm \frac{1}{4}] \) are mapped by \( z \mapsto \bar{z} \) to their counterparts \( c^\# \) on the other sheet of the double cover.

We now list some basic properties of the observables \( X^{\text{sym}}_{[\mathbf{v}, \mathbf{u}]} \) and \( X^{\text{anti}}_{[\mathbf{v}, \mathbf{u}]} \) and show they are sufficient to characterize them uniquely. Due to (7.1) we have

\[
\left| X^{\text{sym}}_{[\mathbf{v}, \mathbf{u}]}(k - \frac{1}{4}, s) \right| \leq 1 \quad \text{and} \quad \left| X^{\text{anti}}_{[\mathbf{v}, \mathbf{u}]}(k + \frac{1}{4}, s) \right| \leq 1 \quad \text{for all} \quad (k, s) \in \mathbb{Z} \times \mathbb{R}.
\]

Equation (4.27) ensures that the observables \( X^{\text{sym}}_{[\mathbf{v}, \mathbf{u}]} \) and \( X^{\text{anti}}_{[\mathbf{v}, \mathbf{u}]} \) are massive harmonic away from the branching points \( \mathbf{v}, \mathbf{u} \). In particular, one has

\[
[\Delta^{(m)}X^{\text{sym}}_{[\mathbf{v}, \mathbf{u}]}][((k - \frac{1}{4}, s)) = 0 \quad \text{and} \quad [\Delta^{(m)}X^{\text{anti}}_{[\mathbf{v}, \mathbf{u}]}][((k + \frac{1}{4}, s)) = 0 \quad \text{if} \quad s \neq 0. \quad (7.4)
\]
Moreover, the spinor property of the observable $F_{\nu, \mu}$ coupled with the above described choice of the conjugation ensures

$$X_{[\nu, \mu]}^\text{sym}((k - \frac{1}{4}, 0)) = 0, \quad k \not\in [0, n], \quad [\Delta^{(m)}X_{[\nu, \mu]}^\text{sym}]((k - \frac{1}{4}, 0)) = 0, \quad k \in [1, n-1]; \quad (7.5)$$

$$X_{[\nu, \mu]}^\text{anti}((k + \frac{1}{4}, 0)) = 0, \quad k \in [1, n], \quad [\Delta^{(m)}X_{[\nu, \mu]}^\text{anti}]((k + \frac{1}{4}, 0)) = 0, \quad k \not\in [0, n+1]. \quad (7.6)$$

Finally, the definition of $F_{\nu, \mu}$ as a correlator imply (recall $\sigma_\mu = 1, \mu_\nu \mu_\nu = 1$)

$$X_{[\nu, \mu]}^\text{sym}((\frac{1}{4}, 0)) = D_n, \quad X_{[\nu, \mu]}^\text{sym}((n - \frac{1}{4}, 0)) = D_n^*; \quad (7.7)$$

$$X_{[\nu, \mu]}^\text{anti}((\frac{3}{4}, 0)) = -D_{n+1}, \quad X_{[\nu, \mu]}^\text{anti}((n + \frac{1}{4}, 0)) = D_{n+1}^*. \quad (7.8)$$

where we assume that these pairs of corners are located on the same sheet of the double cover $[(Z \pm \frac{1}{4}) \times \mathbb{R}; \nu, u]$ as viewed from the upper half-plane; this explains why the value $D_{n+1}$ at $(-\frac{3}{4}, 0)$ comes with an opposite sign.

**Lemma 7.1.** (i) The uniformly bounded observable $X_{[\nu, \mu]}^\text{sym}$ given by (7.4) is uniquely characterized by the properties (7.4), (7.5) and its values (7.7) near $\nu$ and $\mu$.

(ii) Similarly, the uniformly bounded observable $X_{[\nu, \mu]}^\text{anti}$ given by (7.3) is uniquely characterized by the properties (7.4), (7.6) and its values (7.8) near $\nu$ and $\mu$.

**Proof.** (i) Let $X_1$ and $X_2$ be two bounded spinors satisfying (7.4), (7.5) and (7.7). Let $(Z_k)_{k \geq 0}$ be the semi-discrete Brownian Motion with killing started at $c \in [(Z - \frac{1}{4}) \times \mathbb{R}; \nu, \mu]$ that corresponds to the massive Laplacian $\Delta^{(m)}$. This semi-discrete Brownian Motion almost surely hits the points located over the set $\{(k - \frac{1}{4}, 0), k \not\in [1, n-1]\}$ or dies. Since the process $(X_1 - X_2)(Z_k)$ is a bounded martingale with respect to the canonical filtration, the optional stopping theorem yields $X_1(c) - X_2(c) = 0$. The proof of (ii) is similar. \hfill $\square$

The next lemma allows one to construct explicitly $X_{[\nu, \mu]}$ in Section 7.2 to get a recurrence relation between consecutive spin-spin full-plane correlations. For $n \geq 1$, denote

$$L_n := -\frac{\theta}{\theta^2 + \sigma^2} \cdot D_n, \quad L_n^* := -\frac{\theta^*}{\theta^2 + \sigma^2} \cdot D_n^*. \quad (7.9)$$

**Lemma 7.2.** For each $n \geq 1$, the following identities are fulfilled:

$$-[\Delta^{(m)}X_{[\nu, \mu]}^\text{sym}]((\frac{1}{4}, 0)) = L_{n+1}, \quad -[\Delta^{(m)}X_{[\nu, \mu]}^\text{sym}]((n - \frac{1}{4}, 0)) = L_{n+1}^*; \quad (7.10)$$

$$-[\Delta^{(m)}X_{[\nu, \mu]}^\text{anti}]((\frac{3}{4}, 0)) = -L_n, \quad -[\Delta^{(m)}X_{[\nu, \mu]}^\text{anti}]((n + \frac{1}{4}, 0)) = L_n^*. \quad (7.11)$$

with the same choice of points on the double covers $[(Z \pm \frac{1}{4}) \times \mathbb{Z}; \nu, \mu]$ as above. If $n = 0$, the identities (7.10) should be replaced by $-[\Delta^{(m)}X_{[\nu, \mu]}^\text{sym}]((\frac{1}{4}, 0)) = L_{1+1}^*$ while (7.11) hold with $L_0 := \frac{\theta}{\theta^2 + \sigma^2}$ and $L_0^* := \frac{\theta^*}{\theta^2 + \sigma^2}$.

**Proof.** We proof the first item. Due to the symmetrization procedure (which amounts to take a cut of the double cover in the horizontal axis, outside of the branchings) the value of $X_{[\nu, \mu]}^\text{sym}$ at $(-\frac{5}{4}, 0)$ vanishes. Thus one can reapply the strategy of the proof of (4.26), but this time, and $[\Delta^{(m)}X_{[\nu, \mu]}^\text{sym}]$ equals $e^{\frac{i\theta}{2}} \frac{\theta \sigma^*}{\theta^2 + \sigma^2} F_{[\nu, \mu]}(-\frac{5}{4}, 0)$. Applying the equation (4.13) at $c = (-\frac{5}{4}, 0)$ gives

$$45$$
Applying the equation (4.21) at \( c = (-\frac{3}{4}, 0) \)
\[
\tilde{D}_{n+1} = \text{sgn}(\mathcal{O}, u) \cdot \theta^*(\chi_{(-\frac{3}{4}, 0)} \mathcal{O}).
\]
The check of the sign \( \text{sgn}(\mathcal{O}, u) = -1 \) is left to the reader. The other items are proved in a similar manner. \( \square \)

### 7.2 Construction via the Fourier transform and orthogonal polynomials

In this subsection, we construct explicitly in Lemma 7.4 and Lemma 7.5 two bounded functions satisfying the properties (7.4)–(7.8) using Fourier transform and orthogonal polynomials techniques. Due to the uniqueness statement proved in Lemma 7.1, these solutions must coincide with \( X_{\text{sym}}^{\mathcal{V}_{[\nu, u]}} \) and \( X_{\text{anti}}^{\mathcal{V}_{[\nu, u]}} \). Instead of the double covers \( [(\mathbb{Z} \pm \frac{1}{2}) \times \mathbb{R}; u, v] \), we work only in the upper half-plane \( \mathbb{Z} \times \mathbb{R}_+ \) only (the link between the two setups is fully explained in Lemma 7.3).

Given a function \( V : \mathbb{Z} \times \mathbb{R} \to \mathbb{R} \), we keep the definition (4.27) for the massive Laplacian \( \Delta^{(m)} V \) when \( s > 0 \) and introduce the values

\[
[N V](k, 0) := -\frac{1}{2} \left[ \partial^+_y V(k, 0) + \partial^-_y V(k, 0) \right],
\]

(7.12)

where \( \partial^+_y \) and \( \partial^-_y \) stand respectively for the vertical partial derivative in the upper and the lower half-planes. The operator \( N \) should be understood as a version of the normal second derivative of \( V \) at \( (k, 0) \), thus leaving the functions at stake in their respective half-planes. We now define two intermediate explicit problems \( [P_n^{\text{sym}}] \) and \( [P_n^{\text{anti}}] \) whose solutions are useful to derive a recurrence relation on spin-spin expectation in the full-plane. As a consequence of the uniqueness Lemma 7.1, solving those problems is equivalent to construct the functions \( X_{\mathcal{V}_{[\nu, u]}}^{\text{sym}} \) and \( X_{\mathcal{V}_{[\nu, u]}}^{\text{anti}} \); respectively; see also Fig. 7.2

- \( [P_n^{\text{sym}}] \): given \( n \geq 1 \), construct a bounded function \( V : \mathbb{Z} \times \mathbb{R} \to \mathbb{R} \) such that the following conditions are fulfilled:
  \[
  \begin{align*}
  \Delta^{(m)} V(k, s) &= 0 \text{ if } s > 0; \quad \mathcal{N} V(k, 0) = 0 \text{ for } k \in [1, n-1]; \\
  V(k, 0) &= 0 \text{ for } k \not\in [0, n]; \quad V(0, 0) = D_n \quad \text{and} \quad V(n, 0) = D^*_n.
  \end{align*}
  \]

- \( [P_n^{\text{anti}}] \): given \( n \geq 0 \), construct a bounded function \( V : \mathbb{Z} \times \mathbb{R} \to \mathbb{R} \) such that the following conditions are fulfilled:
  \[
  \begin{align*}
  \Delta^{(m)} V(k, s) &= 0 \text{ if } s > 0; \quad \mathcal{N} V(k, 0) = 0 \text{ for } k \not\in [0, n+1]; \\
  V(k, 0) &= 0 \text{ for } k \in [1, n]; \quad V(0, 0) = -D_{n+1}; \quad V(n+1, 0) = D^*_{n+1}.
  \end{align*}
  \]

**Lemma 7.3.** Assume that \( V_n^{\text{sym}} \) (resp., \( V_n^{\text{anti}} \)) is a solution to \( [P_n^{\text{sym}}] \) (resp., \( [P_n^{\text{anti}}] \)). Then, the following holds:

\[
\begin{align*}
\mathcal{N} V_n^{\text{sym}}(0, 0) &= L_{n+1}, \quad \mathcal{N} V_n^{\text{sym}}(n, 0) = L^*_n; \\
\mathcal{N} V_{n+1}^{\text{anti}}(0, 0) &= -L_n, \quad \mathcal{N} V_{n+1}^{\text{anti}}(n+1, 0) = L^*_n.
\end{align*}
\]

(7.13, 7.14)
Proof. Take a section of the double cover \([(\mathbb{Z} \pm \frac{1}{2}) \times \mathbb{R}; \mathbf{v}, \mathbf{u}]\) with an horizontal cut along the segment \([-\frac{1}{2}, n] \times \{0\}\) for the problem \([\mathbb{P}^{\text{sym}}_n]\) and outside the segment \([-\frac{1}{2}, n] \times \{0\}\) (in the horizontal axis) for the problem \([\mathbb{P}^{\text{anti}}_{n+1}]\). Define two functions respectively on the right and left corners of the lattice by

\[ V^{\text{sym}}_{[\mathbf{v}, \mathbf{u}]}((\pm k - \frac{1}{2}, s)) := V^{\text{sym}}_n(k, s) \quad V^{\text{anti}}_{[\mathbf{v}, \mathbf{u}]}((\pm k + \frac{1}{2}, s)) := \pm V^{\text{anti}}_{n+1}(k, s). \]

Since both functions vanish on their respective cuts, they can be viewed as bounded spinors on the double covers \([(\mathbb{Z} \pm \frac{1}{2}) \times \mathbb{R}; \mathbf{v}, \mathbf{u}]\), which satisfy the entire set of conditions described in (7.4)–(7.8). Using the uniqueness Lemma 7.1, this allows to identify \(X^{\text{sym}} = V^{\text{sym}}_{[\mathbf{v}, \mathbf{u}]}\) and \(V^{\text{anti}}_{[\mathbf{v}, \mathbf{u}]} = V^{\text{anti}}_{[\mathbf{v}, \mathbf{u}]}\). The identities (7.10), (7.11) are now easily deduced from (7.13), (7.14) and the definition (7.12).

Let \(V\) be a solution to the problem \([\mathbb{P}^{\text{sym}}_n]\). We are going to construct \(V\) explicitly, starting first with a heuristic and more intuitive argument. Assume for a moment that all the Fourier series

\[ \hat{V}_s(e^{it}) := \sum_{k \in \mathbb{Z}} V(k, s) e^{ikt}, \quad s \geq 0, \quad t \in [0, 2\pi], \]

are well-defined. Using the massive harmonicity condition \([\Delta^{(m)}V](k, s) = 0\) for \(s \neq 0\), this implies (provided the serie/derivation exchange is proper) that

\[ \left[ 1 - \frac{2\theta \theta^*}{\theta^2 + \theta^*} \cos t \right] \hat{V}_s(e^{it}) = \frac{1}{\theta^2 + \theta^*} \hat{V}''_s(e^{it}), \quad (7.15) \]

where the derivative in the above equation is taken with respect to the variable \(s\). A general solution to the differential equation (7.15) is a linear combination of the functions \(e^{\pm \theta w(t)}\) where \(w(t) := w(t; \theta, \theta^*)\) solves the quadratic equation,

\[ 1 - \frac{2\theta \theta^*}{\theta^2 + \theta^*} \cos t = \frac{w(t)^2}{\theta^2 + \theta^*}. \]

Let \(w(t; \theta, \theta^*)\) to be the non-negative root of the above equation, i.e.,

\[ w(t; \theta, \theta^*) = \sqrt{\left(\theta^2 + \theta^*\right) - 2\theta \theta^* \cos t} = |\theta - \theta^* e^{it}|. \]

At level \(s = 0\), the function \(\hat{V}_0(e^{it}) = Q_n(e^{it})\) is an unknown trigonometric polynomial of degree \(n\). Since we want Fourier series \(\hat{V}_s\) with bounded coefficients, we are tempted to state that \(\hat{V}_s(e^{it}) = Q_n(e^{it}) \cdot e^{-\theta w(t; \theta^*)}\) for \(s \geq 0\). A direct computation at level \(s = 0\) proves that

\[ \sum_{k \in \mathbb{Z}} [\mathcal{N}V](k, 0) e^{ikt} = w(t; \theta, \theta^*) Q_n(e^{it}). \quad (7.16) \]

The crucial point here is that the LHS of the previous equation should not contain any monomials of the family \(\{e^{it}, \ldots, e^{(n-1)t}\}\), which simply reads as an orthogonality condition for \(Q_n(e^{it})\). Let us make now rigourous the previous analysis to construct and identify the unique solution to the problem \([\mathbb{P}^{\text{sym}}_n]\).
Lemma 7.4. Let \( n \geq 1 \). If a trigonometric polynomial \( Q_n(e^{it}) = D_n + \ldots + D_n^* e^{int} \) of degree \( n \) has prescribed free \( (D_n) \) and leading \( (D_n^*) \) coefficients and is orthogonal to the family \( \{e^{it}, \ldots, e^{i(n-1)t}\} \) with respect to the measure \( w(t; \theta, \theta^*) \frac{dt}{2\pi} \) on the unit circle, then the discrete function defined by

\[
V(k, s) := \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-ikt} Q_n(e^{it}) e^{-sw(t; \theta, \theta^*)} dt
\]

is uniformly bounded and solves \([P_{n}^{\text{sym}}]\) in the upper half-plane. Moreover,

\[
\langle Q_n, 1 \rangle_{w^*} = L_{n+1} \quad \text{and} \quad \langle Q_n, e^{int} \rangle_{w^*} = L_{n+1}^* \quad (7.17)
\]

where the scalar product is taken with respect to the same measure on the unit circle.

Proof. The values of \( V(k, s) \) defined above are uniformly bounded since \( |e^{-sw(t; \theta, \theta^*)}| \leq 1 \). The massive harmonicity property \( \langle \Delta^{(m)} V \rangle(k, s) = 0 \) for \( s > 0 \) is straightforward and the properties required for \( V(k, 0) \) and \( \Delta F(k, 0) \) follow directly from the assumptions made on \( Q_n \). The identities in \((7.13)\) give \((7.17)\). \( \square \)

On can perform a similar construction to solve \([P_{n}^{\text{anti}}]\), see Fig. \( \ref{fig:7.2} \). The only difference is that at level \( s = 0 \), it is now required that \( \hat{V}_0(e^{it}) \) does not contain monomials \( e^{it}, \ldots, e^{i(n+1)t} \) while

\[
\sum_{k \in \mathbb{Z}} [\Delta F](k, 0) e^{ikt} = w(t; \theta, \theta^*) \hat{V}_0(e^{it}) = -L_n + \ldots + L_n^* e^{i(n+1)t} \quad (7.18)
\]

is a trigonometric polynomial of degree \( n+1 \). In other words, the polynomial in the RHS has to be orthogonal to \( \{e^{it}, \ldots, e^{i(n+1)t}\} \) with respect to the weight

\[
w^*(t; \theta, \theta^*) := (w(t; \theta, \theta^*))^{-1}, \quad t \in [0, 2\pi]. \quad (7.19)
\]

provided that \( w^* \) is integrable on the unit circle. One can easily see from its definition that this integrability condition holds if and only if \( \theta \neq \theta^* \). The special case \( \theta = \theta^* \) corresponds the model at criticality and will require modification as explained in Section \( \ref{sec:7.4} \).

Lemma 7.5. Let \( n \geq 0 \) and assume that \( \theta \neq \theta^* \). If a trigonometric polynomial \( \hat{Q}_{n+1}^*(e^{it}) = -L_n + \ldots + L_n^* e^{i(n+1)t} \) of degree \( n+1 \) has prescribed free \( (-L_n) \) and leading \( (L_n^*) \) coefficients is orthogonal to the family \( \{e^{it}, \ldots, e^{i(n+1)t}\} \) with respect to the measure \( w^*(t; \theta, \theta^*) \frac{dt}{2\pi} \), then the function defined by

\[
V(k, s) := \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-ikt} \hat{Q}_{n+1}^*(e^{it}) e^{-sw(t; \theta, \theta^*)} w^*(t; \theta, \theta^*) dt \quad (7.20)
\]

is uniformly bounded and solves \([P_{n+1}^{\text{anti}}]\). Moreover,

\[
\langle Q_{n+1}, 1 \rangle_{w^*} = -D_{n+1} \quad \text{and} \quad \langle Q_{n+1}, e^{i(n+1)t} \rangle_{w^*} = D_{n+1}^* \quad (7.21)
\]

where the scalar product is taken with respect to the same measure on the unit circle.

Proof. The proof is identical to the one of Lemma \( \ref{lem:7.4} \). \( \square \)
7.3 Horizontal spin-spin correlations below criticality

In this section, we derive the asymptotics of the horizontal spin-spin correlations $D_n$ (as $n \to \infty$) by combining Lemmas 7.4 and 7.5. We assume that $\theta < \theta^*$ and recall that $D_n^* \to 0$ as $n \to \infty$. The latter claim is classical, and can be derived from the monotonicity of $D_n$ with respect to the temperature together with the fact that $D_n = D_n^* \to 0$ as $n \to \infty$ at criticality, result which is discussed in the very next section. Even without the next section, one can simply mention RSW estimates at criticality to conclude.

**Theorem 7.6.** Let $\theta < \theta^*$. The spontaneous magnetization $\mathcal{M}(\theta, \theta^*)$ of the quantum Ising model defined below satisfies

$$\mathcal{M}(\theta, \theta^*) := \lim_{n \to \infty} D_n^{1/2} = (\theta^2 + \theta^*^2)^{-\frac{1}{2}} (1 - (\frac{\theta}{\theta^*})^2)^{\frac{1}{2}}. \quad (7.22)$$

Since we developed a formalism fitted to [CHM19], this proof goes as in Theorem 3.6. The next lemma has exactly the same proof as in [CHM19].

**Lemma 7.7.** Set $\Phi_n(z) := z^n + \ldots - \alpha_{n-1}$ be the $n$-th unitary orthogonal polynomial with respect to the measure $w(t; \theta, \theta^*) \frac{dt}{2\pi}$ on the unit circle. We also set $\Phi_n^*(z) := z^n \Phi_n(z^{-1}) = -\alpha_{n-1} z^n + \ldots + 1$ the polynomial reciprocal to $\Phi_n$. Moreover, write $\beta_n := \|\Phi_n\|^2 = (\langle \Phi_n, e^{int} \rangle = \langle \Phi_n^*, 1 \rangle$ and $\beta^# := \|\Phi^#\|^2$, where $\Phi^#$ is the $n$-th unitary orthogonal polynomial with respect to the measure defined in (7.19). Then,

$$L_{n+1}^2 - (L_{n+1}^*)^2 = \beta_n \beta_{n-1} \cdot (D_n^2 - (D_n^*)^2) \quad \text{for } n \geq 1,$$

$$D_{n+1}^2 - (D_{n+1}^*)^2 = \beta^# \beta^* \cdot (L_n^2 - (L_n^*)^2) \quad \text{for } n \geq 0.$$

As a consequence, by applying the above two formulas recursively, we also have,

$$D_{2m+1}^2 - (D_{2m+1}^*)^2 = \prod_{k=0}^{2m+1} \beta^# \prod_{k=0}^{2m-1} \beta_k \cdot (L_0^2 - (L_0^*)^2), \quad (7.23)$$

where $L_0^2 - (L_0^*)^2 = \frac{\theta^2 - \theta^*^2}{(\theta^2 + \theta^*^2)^2}$.

Now we can complete the proof of Theorem 7.6.

**Proof.** Recall that $D_{2m+1} \to 0$ as $m \to \infty$. It remains to apply the Szegő theory (e.g., see [GS84] Section 5.5 or [Sim05] Theorems 8.1 and 8.5) to the weights $w(t; \theta, \theta^*)$ and $w^#(t; \theta, \theta^*)$. Let $q = \theta/\theta^*$. We can write

$$w(t; \theta, \theta^*) = \theta^* w_q(t), \quad \text{where } w_q(t) = |1 - q e^{it}|,$$

Since $w^#(t; \theta, \theta^*) = (w(t; \theta, \theta^*))^{-1}$, we have

$$\lim_{m \to \infty} \prod_{k=0}^{2m+1} \beta^# \prod_{k=0}^{2m-1} \beta_k = \theta^{* - 2} \cdot G^2, \quad (7.24)$$

where

$$\log G = \frac{1}{4\pi} \int_{\mathbb{C}} \frac{d}{dz} \log(1 - qz)^2 \, dA(z) = \sum_{k=1} \frac{q^{2k}}{4k} = -\frac{1}{4} \log(1 - q^2).$$

49
Moreover,
\[
L_0^2 - (L_0^*)^2 = \left(\frac{\theta^2 - \theta^*}{\theta^2 + \theta^*}\right)^2 = \frac{1}{\theta^*} \frac{1 - q^2}{(1 + q^2)^2}.
\]

Putting all the factors together, one gets (7.22).

Remark 7.8. In the proof of lemma 7.7, one uses the identities (3.24) and (3.26) from [CHM19], which are
\[
\begin{align*}
\begin{bmatrix} L_{n+1}^* \\ L_n \end{bmatrix} &= \beta_{n-1} \begin{bmatrix} 1 & \alpha_{n-1}^- \\ \alpha_{n-1}^+ & 1 \end{bmatrix} \begin{bmatrix} D_n^* \\ D_n \end{bmatrix}, \\
\begin{bmatrix} D_{n+1}^* \\ -D_{n+1} \end{bmatrix} &= \beta_n^# \begin{bmatrix} 1 & \alpha_n^# \\ \alpha_n^* & 1 \end{bmatrix} \begin{bmatrix} L_n^* \\ -L_n \end{bmatrix}.
\end{align*}
\]

We notice that, (7.26) applied to \(n = 0\) provides the formula,
\[
D_1 = \frac{\beta_0^#}{\theta^2 + (\theta^*)^2} \cdot [\theta^* - \alpha_0^# \theta],
\]
which is the energy density of the quantum Ising model.

Note that Equation (7.23) becomes useless at criticality since \(\theta = \theta^*\) and thus \(L_0 = L_0^*\). The asymptotic analysis needs to be treated in differently as explained in the following section.

7.4 Asymptotics of horizontal correlations \(D_n\) as \(n \to \infty\) at criticality

We now work at the critical and isotropical point of the model, i.e., \(\theta = \theta^*\). We generalize to the quantum Ising model the classical result by Mc-Coy and Wu that states that spin-spin correlations \(D_m\) decay like \(m^{-1/4}\) when \(m \to \infty\). The power-law type decay can be deduced by usual RSW arguments, but finding the correct asymptotic requires some additional work, which we perform now. We keep following the formalism of [CHM19]. The proof of the next theorem goes as the one of Theorem 3.9 and we only give its outlines.

**Theorem 7.9.** Let \(C_\sigma := 2^\frac{1}{2} e^\frac{3}{2} \zeta(-1)\). For the critical quantum Ising model, one has the asymptotic as \(m \to \infty\)
\[
D_m \sim C_\sigma^2 \cdot (2m)^{-1/4}.
\]

**Proof.** A straightforward computation shows that
\[
w_c(t) = 2(\sin \frac{1}{2} t)^2.
\]

thus the weight \(w^# := w_{c}^{-1}\) is not integrable anymore and the arguments of the proof of Theorem 7.6 have to be modified. We still can remark that \(D_n = D_n^*\), \(L_n = L_n^*\) by Kramers–Wannier duality. Still one can keep using (7.25). This
allows to switch to the framework of orthogonal polynomials on the the segment 
$[-1, 1]$ instead of the working with weights defined on the unit circle. Let
\[
\overline{w}_c(x) := [1 - x^2]^{1/2}, \quad x \in [-1, 1],
\]  
and $P_n(x) = x^n + \ldots$ be the unitary orthogonal polynomial of degree $n$ on the
segment $[-1, 1]$ for the weight $\overline{w}_c(x)$. The trigonometric polynomial
\[
Q_n(e^{it}) := D_n \cdot e^{\frac{1}{2} int} \cdot 2^n P_n(\cos \frac{1}{2} t)
\]  
fits the construction given in Lemma 7.4 to solve $[P_n^\text{sym}]$ (it has the proper orthog-
onality relations with prescribed proper free and leading coefficients $D_n$ (recall that $P_n$ is unitary). The formula (7.17) gives for $n \geq 1$
\[
L_{n+1} = \frac{1}{2\pi} \int_0^\pi Q_n(e^{it}) w_c(t) dt = \pi^{-1} 2^{2n} \cdot \|P_n\|_{\overline{w}_c dx}^2 \cdot D_n. 
\]  
An analogous computation for $n = 0$ gives (using $D_0 = 1$ and due to the modi-
 fica tion required in Lemma 7.2 for the case $n = 0$),
\[
2L_1 = 2\pi^{-1} \int_0^1 P_0(x) \overline{w}_c(x) dx = 2\pi^{-1} \cdot \|P_0\|_{\overline{w}_c dx}^2 
\]  
We construct similarly a solution to $[P_n^\text{anti}]$ treated in Lemma 7.5 in the supercrit-
ical regime. Denote $P_n^\#(x)$ be the unitary orthogonal polynomial of degree $n$ on the
segment $[-1, 1]$ for the weight,
\[
\overline{w}_c^\#(x) := [1 - x^2]^{-1/2}, \quad x \in [-1, 1],
\]  
and,
\[
Q_{n+1}^\#(e^{it}) := L_n \cdot (e^{it} - 1) e^{\frac{1}{2} int} \cdot 2^n P_n^\#(\cos \frac{1}{2} t). 
\]  
The formula (7.20) indeed provides a solution to the problem $[P_n^\text{anti}]$, and now the product $(e^{it} - 1)w_c^\#(t)$ becomes integrable in unit circle as the additional factor
$(e^{it} - 1)$ removes the singularity of $w_c^\#$ at $t = 0$. Finally, the computation (7.21)
is still valid and implies for $n \geq 1$,
\[
D_{n+1} = -\frac{1}{2\pi} \int_{-\pi}^\pi Q_{n+1}^\#(e^{it}) w_c(t)^{-1} dt = \pi^{-1} 2^{2n} \cdot \|P_n^\#\|_{\overline{w}_c^\# dx}^2 \cdot L_n. 
\]  
Since $L_0 = 1$ (see Lemma 7.2). Using the recurrence relations (7.30), (7.29) for $n = 1, \ldots, m-1$, and (7.32) for $n = 0, \ldots, m$, one gets
\[
D_{m+1} D_m = \pi^{-2m-1} 2^{2m^2} \prod_{k=0}^{m-1} \|P_k\|_{\overline{w}_c dx}^2 \cdot \prod_{k=0}^m \|P_k^\#\|_{\overline{w}_c^\# dx}^2; 
\]  
where the weights $w_c(x)$ and $w_c^\#(x)$ on $[-1, 1]$ are given by (7.28) and (7.31).  
This is a classical problem of orthogonal theory, and going back to the unit circle with a $|t|$-type singularity of the weights appears when $e^{it} = 1$. General results (accounted, e.g., in [DIK1]) ensure that,
\[
D_{m+1} D_m \sim 2^{2/3} e^{6c^{-1}(2m)^{-1/2}} \cdot m \to \infty; 
\]  
To conclude, it is enough to prove that $D_{m+1} \sim D_m$ as $m \to \infty$. This can be seen in the convergence of horizontal correlation ratios in a finite box 3.5 and Russo-Seymour-Welsh estimates to pass to the full-plane. 

7.5 Asymptotics of correlations above criticality

Proposition 7.10. The horizontal correlation length equals \( \xi = \frac{1}{2} \log(\frac{\theta}{d}) \).

Proof. One first notices that using \((7.25)\) and \((7.26)\), one has, for all \(n\),
\[
D_{n+2} = q_n D_n + r_n, \tag{7.34}
\]
with \(q_n = \beta_n^\# \beta_{n-1} (1 - \alpha_n^\# \alpha_{n-1})\) and \(r_n = \beta_{n+1}^\# \beta_{n-1} (\alpha_{n-1} - \alpha_{n+1}^\#) D_n^*\). The above formula gives, by induction, the following formula,
\[
D_{2n} = \left( D_0 + \sum_{j=0}^{n-1} \frac{r_j}{\prod_{k=0}^{j} q_k} \right) \prod_{m=0}^{n-1} q_m. \tag{7.35}
\]

Note that \(\alpha_n^\#\) and \(\alpha_{n-1}\) converge to 0 exponentially fast [Sim05, Theorem 9.1] with the same exponential rate \(\lim_{n \to \infty} |\alpha_n|^{1/n} = \lim_{n \to \infty} |\alpha_n^\#|^{1/n} = R^{-1}\), with \(R = \theta^*/\theta > 1\) given by the radius of the disk on which \(w\) has an analytic continuation. We also know that \(D_n\) converges to 0 as \(n\) tends to \(\infty\). Moreover, using \((7.24)\), when \(n\) tends to infinity, we have that the product \(\prod_{m=0}^{n-1} q_m\) converges to a positive constant and that \(\beta_{n+1}^\# \beta_{n-1}\) tends to 1. The aforementioned convergences all together imply that the factor
\[
D_0 + \sum_{j=0}^{n-1} \frac{r_j}{\prod_{k=0}^{j} q_k}
\]
go to 0 as \(n \to \infty\), and can be consequently rewritten as the remainder of a converging infinite series,
\[
-\sum_{j=\infty}^{n} \frac{r_j}{\prod_{k=0}^{j} q_k}.
\]
The ratio of the two consecutive terms in the above remainder is given by,
\[
\frac{r_{j+1}/q_{j+1}}{r_j} = \frac{\alpha_j - \alpha_{j+2}}{\alpha_j - \alpha_{j+1}^\# \beta_{j+1}^\# \beta_{j-1} - 1 - \alpha_{j+2}^\# \alpha_j}, \tag{7.36}
\]
which tends to \(R^{-1}\) as explained below. Thus, the whole remainder \((7.36)\) converges exponentially fast at rate \(R^{-1}\).

We prove now the announced fact that the given ratio converges to \(R^{-1}\). The last two terms in \((7.36)\) converge to 1 exponentially fast. Let \(D(z) = \theta^{1/2} (1 - \frac{1}{n} z^{1/2})\) and \(D^\#(z) = \theta^{-1/2} (1 - \frac{1}{n} z^{-1/2})\) the Szego functions naturally associated to the weights \(w\) and \(w^\#\). Let \(D^{-1}(z) = \sum_{j=0}^{\infty} d_{j-1}^r z^j\) and \((D^\#)^{-1}(z) = \sum_{j=0}^{\infty} d_{j-1}^\# z^j\) their decomposition as power series.

Asymptotically, we have \(d_{j-1} = \theta^{-1/2} (\frac{1}{j^2}) R^{-j} \sim \theta^{-1/2} (-1)^j \Gamma(\frac{1}{2})^{-1} j^{-3/2}\) and \(d_{j-1}^\# = \theta^{1/2} (\frac{1}{j^2}) R^{-j} \sim \theta^{1/2} (-1)^j \Gamma(-\frac{1}{2})^{-1} j^{-3/2}\). We now use the corollary (2) of Theorem 7.2.1 [Sim04, Theorem 7.2.1] that states that the asymptotics on \(d_{j-1} d_{j-1}^\#\) imply directly that \(\alpha_j \sim (C_1 R^{-j} j^{-1/2})\) and \(\alpha_j \sim C_1^* R^{-j} j^{1/2}\). This concludes the proof.

\(\Box\)
In this section, we construct infinite-volume correlators in the semi-discrete lattice, which we rely on to identify the scaling limit fermionic observables in general simply connected domains. Those constructions are similar to the isoradial case, and are made out of a proper integration of the so-called discrete exponentials, introduced in the semi-discrete lattice in [Li19], following the path of [Ken00, Bax89, CS12]. One of the key features here is to extend discrete exponentials to the entire semi-discrete lattice, including the corner graph.

**Definition A.1.** Let $\delta > 0$. Take $p \in \Lambda(\Omega_\delta) \cup \Upsilon(\Omega_\delta)$ be a vertex on either the medial graph or the corner graph. Fix $\lambda \in \mathbb{C}$. We define the semi-discrete exponential $\exp_\delta(\lambda, \cdot, p)$ normalized at $p$ using the following recursion rules.

- $\exp_\delta(\lambda, p, p) := 1$.
- $\exp_\delta(\lambda, q, p) := \exp_\delta \left( \frac{\lambda (q - p)}{(1 + \frac{\lambda}{2})(1 - \frac{\lambda}{2})} \right)$ for any $q$ such that $\text{Re}(q) = \text{Re}(p)$.
- $\exp_\delta(\lambda, c, p) := \exp_\delta(\lambda, q, p)(1 + \lambda(c - q))^{-1}$ for each pair of adjacent vertices $q \in \Lambda(\Omega_\delta)$ and $c \in \Upsilon(\Omega_\delta)$.

Moreover, the recursion rules ensure that if $u \sim v$ are neighbours in $\Lambda(\Omega_\delta)$, we have,

$$\exp_\delta(\lambda, v, p) = \exp_\delta(\lambda, u, p) \frac{1 + \frac{\lambda}{2} (v - u)}{1 - \frac{\lambda}{2} (v - u)}.$$ 

One can easily check that the semi-discrete exponential is well-defined and also this definition coincides with the one from [Li19] if we restrict it to the semi-discrete medial lattice.

**Lemma A.2.** Given $p_0 \in \Lambda(\Omega_\delta)$ and $\lambda \in \mathbb{C}$, the function $c \mapsto \exp(\lambda, c, p_0)$ is discrete holomorphic everywhere.

**Proof.** This is a straightforward computation that we precise here. Assume that $\delta = 1$, fix $\lambda \in \mathbb{C}$ and set $F = \exp_1(\lambda, \cdot, p_0)$. Assuming that $c^- \sim c \sim c^+$ are naturally ordered neighbors, one has,

$$F(c^+) = \frac{1 + \frac{\lambda}{2}}{1 - \frac{\lambda}{2}} F(c), \quad F(c^-) = \frac{1 - \frac{\lambda}{2}}{1 + \frac{\lambda}{2}} F(c), \quad \partial_y F(c) = \frac{i \lambda}{(1 + \frac{\lambda}{2})(1 - \frac{\lambda}{2})} F(c).$$

Thus checking discrete holomorphicity (4.11) amounts to verify that

$$F(c) \left[ \frac{1}{2} \left( \frac{1 + \frac{\lambda}{2}}{1 - \frac{\lambda}{2}} - \frac{1 - \frac{\lambda}{2}}{1 + \frac{\lambda}{2}} \right) - \frac{i \lambda}{i (1 + \frac{\lambda}{2})(1 - \frac{\lambda}{2})} \right] = 0$$

which holds. 

We are now in position to construct the infinite volume-correlators out of semi-discrete exponentials.
Definition A.3 (Infinite-volume energy correlator). Given \( a \in \mathcal{Y}(\Omega_\delta) \), we define the full-plane energy correlator normalized at \( a \) by setting for \( c \neq a \in \mathcal{Y}(\Omega_\delta) \)

\[
\eta_c \langle \chi_c \chi_a \rangle_{C_\delta} := \frac{1}{2\pi} \int_{-\mathbb{R}^+} \frac{\eta_{\lambda} \exp(\lambda, c, a)}{1 - i\eta_a^2 \lambda^2} d\lambda.
\]  

(A.1)

The previous definition should be understood at \( a^\pm \) by

\[
\eta_a \langle \chi_{a^\pm} \chi_a \rangle_{C_\delta} := \pm \frac{1}{2\pi} \int_{\mathbb{R}^+} \frac{\eta_{\lambda} \exp(\lambda, c, a)}{1 - i\eta_a^2 \lambda^2} d\lambda.
\]  

(A.2)

We also denote \( G_{(a)} := \eta_a \langle \chi_c \chi_a \rangle_{C_\delta} \) its diamond \( s \)-holomorphic counterpart.

Definition A.4 (Infinite-volume spin correlators). Given \( u \in \Omega_\delta^c \) and \( v \in \Omega_\delta^c \), we also define the infinite volume correlators \( \eta_c \langle \chi_c \sigma_u \rangle_{[C_\delta, u]} \) and \( \eta_c \langle \chi_c \mu_v \rangle_{[C_\delta, v]} \) by setting

\[
\eta_c \langle \chi_c \sigma_u \rangle_{[C_\delta, u]} := \frac{e^{i\pi}}{2\pi} \int_{-\mathbb{R}^+} \frac{1}{\lambda^{1/2}} \exp(\lambda, c, u) d\lambda,
\]  

(A.3)

\[
\eta_c \langle \chi_c \mu_v \rangle_{[C_\delta, v]} := \frac{e^{i\pi}}{2\pi} \int_{-\mathbb{R}^+} \frac{1}{\lambda^{1/2}} \exp(\lambda, c, v) d\lambda.
\]  

(A.4)

The correlators \( \langle \chi_c \sigma_u \rangle_{[C_\delta, u]} \) and \( \langle \chi_c \mu_v \rangle_{[C_\delta, v]} \) are respectively defined in \([C_\delta, u]\) and \([C_\delta, v]\), the double covers of the semi-discrete lattice \( C_\delta \) respectively branching around \( u \) and \( v \). We also denote \( G_{[u]} := \langle \chi_c \sigma_u \rangle_{[C_\delta, u]} \) and \( G_{[v]} := \langle \chi_c \mu_v \rangle_{[C_\delta, v]} \) the naturally associated diamond \( s \)-holomorphic extensions.

Proposition A.5. The energy correlator \( \langle \chi_c \chi_a \rangle_{C_\delta} \), double valued at \( a^\pm \) as in \([4.29]\), is corner \( s \)-holomorphic everywhere (even at \( a^\pm \) with the proper graph modifications). Moreover, uniformly on compact subsets of \( \mathbb{C} \setminus \{ a \} \), one has the asymptotic

\[
\delta^{-1} G_{(a)}(z) = \frac{\eta_{\lambda}}{\pi(z - a)} (1 + O(\delta)) \quad \text{as} \quad \delta \to 0.
\]

Proof. The corner discrete holomorphicity comes from the fact that one can (using simple deformation of contours) replace the line \(-\mathbb{R}, c - a\) by a contour surrounding all the poles of the integrand at nearby corners. One can then use the same contour for nearby corners and the corner discrete holomorphicity comes directly from the one of discrete exponentials. In order to compute asymptotics, a simple rescaling of the grid allows to work with \( \delta = 1 \) and \( |c - a| \to \infty \). One can cut the integral in 3 parts: \( |\lambda| \leq |c - a|^{-\frac{3}{2}}, |\lambda| \geq |c - a|^{+\frac{3}{2}}, |c - a|^{-\frac{3}{2}} \) and \( |\lambda| \geq |c - a|^{+\frac{3}{2}} \).

Using the fact that \( \eta_{\lambda}^2 = \frac{\eta_{\lambda}}{\eta_{\lambda - c}} \), the integrand \( \exp(\lambda, c, a)(1 - i\eta_a^2 \lambda^2)^{-1} \) has the following asymptotics

- \( \eta_{\lambda} \exp(\lambda(c - a) + O(\lambda^2) + O(|c - a|\lambda^3)) \) as \( \lambda \to 0 \).
- \( 4\lambda_{\eta} \eta_{\lambda}^2 \lambda^{-2} \exp(4\lambda^{-1}(c - a) + O(\lambda^{-2}) + O(|c - a|\lambda^{-3})) \) as \( \lambda \to \infty \).
- \( \exp(\lambda, c, a)(1 - i\eta_a^2 \lambda^2)^{-1} = O[\exp(-|c - a|\frac{3}{2})] \) for \( \lambda \in |c - a|^{-\frac{3}{2}} ; |c - a|^{+\frac{3}{2}} \) as in the proof of \([Li19]\) Prop. 3.20].
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Applying the Laplace method one directly gets the expansion \( \eta_c \langle \chi_c \chi_a \rangle_{\mathcal{C}_1} = \frac{1}{2 \pi} \left( \frac{\eta_a}{c-a} + \frac{\eta_a \eta_c}{c-a} \right) + O(|c-a|^{-2}) \) as \( |c-a| \to \infty \). The values at \( a^\pm \) are obtained by a straightforward computation. The check of complex sign of the projection \( \eta_c \langle \chi_c \chi_a \rangle_{\mathcal{C}_3} \) is left as an exercise to the reader (e.g. see Remark in [CIM21, Sec. 5.2]). 

\[ \quad \]

\[ \text{Proposition A.6.} \text{ The correlator } \eta_c \langle \chi_c \sigma \rangle_{\mathcal{C}_3, u} \text{ is a well-defined corner } s \text{-holomorphic function everywhere on } \mathbb{C}_3, u. \text{ Moreover one has the convergence (uniformly on compact sets away from } u) \text{ that } \delta^{-\frac{1}{2}} C_\delta(z) = (\frac{1}{2})^{\frac{1}{2}} \frac{\eta_a}{\sqrt{|z-u|}} + O(\frac{|z-u|^{\frac{3}{2}}}{(z-u)^2}). \text{ Similarly the correlators } \eta_c \langle \chi_c \mu \rangle_{\mathcal{C}_3, v} \text{ is a well-defined corner } s \text{-holomorphic function everywhere on the double cover of } \mathbb{C}_3 \text{ branching around } v. \text{ One also has the convergence uniformly on compact sets away from } v \text{ to } \delta^{-\frac{1}{2}} C_\delta(z) = (\frac{1}{2})^{\frac{1}{2}} \frac{\eta_a}{\sqrt{|z-u|}} + O(\frac{|z-u|^{\frac{3}{2}}}{(z-u)^2}). \text{ At corner neighbourhoods their branchings, both corner } s \text{-holomorphic correlators have an absolute value } 1, \text{ with appropriate complex sign.} \]

**Proof.** The spirit of the proof is very similar to the energy correlator. Deforming again the half-line into contour (this time avoiding the poles of discrete exponentials and \( u \)) and using the asymptotics of discrete exponentials allows to transfer the discrete holomorphicity of discrete exponentials to the discrete holomorphicity of the correlators. Rescaling again the lattice, we work with \( \delta = 1 \) when \( |c-u| \to \infty \). This time the integrand has the asymptotics,

- \( e^{-\frac{i}{2} \lambda^2} \lambda^{-\frac{1}{2}} \exp(\lambda(c-u) + O(|c-u|^2 \lambda^2)) \) as \( \lambda \to 0 \).
- \( 2 \pi \eta_a^2 \lambda^{-\frac{1}{2}} \exp(4 \lambda^{-1}(c-u) + O(|c-u|^{-2} \lambda^2)) \) as \( \lambda \to \infty \).
- \( \lambda^{-\frac{1}{2}} \exp(\lambda, c, u) = O(\exp(-|c-u|^{\frac{1}{2}})) \) for \( \lambda \in [|c-u|^{-\frac{1}{4}}; |c-u|^{-\frac{3}{4}}] \) as in the proof of [Li19] Prop. 3.20).

This proves again that the integral is well defined and the Laplace method provides the announced asymptotics. The spinor property comes from the spinor property of the function \( \lambda^{-\frac{1}{2}} \) and the values near the branchings are computed using the residue theorem. The check of complex sign of the projection \( \eta_c \langle \chi_c \sigma \rangle_{\mathcal{C}_3, u} \) (i.e. not only the complex sign of its asymptotic which is given by the above computation) is left as an exercise to the reader (e.g. see Remark in [CIM21, Sec. 5.2]).

\[ \quad \]

\[ \text{Proposition A.7.} \text{ The correlator } G_{[u^\delta]} \text{ is differentiable with respect to the position of its branching } u, \text{ i.e. uniformly over } z \text{'s at a fixed distance from } u^\delta, \text{ one has,} \]

\[ \delta^{-\frac{1}{2}} \partial_u G_{[u^\delta]}(z) := \lim_{\varepsilon \to 0} \frac{G_{[u^\delta + i \varepsilon]}(z) - G_{[u^\delta]}(z)}{\varepsilon} = -\left( \frac{1}{2} \right)^{\frac{1}{2}} \frac{i}{2(z-u)^{\frac{1}{2}}} + O(\frac{\delta}{(z-u)^{\frac{3}{2}}}), \]  

(A.5)

where the asymptotic is given when \( \delta \to 0 \).

**Proof.** Let \( c^\delta \) be a fixed corner, away from the \( u^\delta \) and \( u^\delta + i \varepsilon \). By translation invariance of the lattice, one clearly has \( G_{[u^\delta + i \varepsilon]}(c^\delta + i \varepsilon) = G_{[u^\delta]}(c^\delta) \), thus we
immediately deduce that \( G_{[w + i\varepsilon]}(e^\delta) = G_{[w]}(e^\delta - i\varepsilon) \). This implies that,

\[
\frac{G_{[w + i\varepsilon]}(e^\delta) - G_{[w]}(e^\delta)}{\varepsilon} = \frac{G_{[w]}(e^\delta - i\varepsilon) - G_{[w]}(e^\delta)}{\varepsilon}
\]

\[
\overset{\varepsilon \to 0}{\longrightarrow} \partial_y G_{[w]}(e^\delta) = -i \frac{G_{[w]}(e^\delta + \delta) - G_{[w]}(e^\delta - \delta)}{2\delta},
\]

where the last equality is justified by the fact that \( G_{[w]}(\cdot) \) is discrete holomorphic away from \( a \). The announced asymptotic is now easily recovered by the two terms asymptotics of \( G_{[w]} \) away from its branching. \( \square \)

B Hyperbolic metric on a rectangular domain

Let \( 0 < k < 1 \) and define \( \mathcal{R}(k) \) to be the rectangle given by \((-K(k), K(k)) \times (0, K'(k))\), where \( K \) denotes the complete elliptic integral of the first kind,

\[
K(k) = \int_0^1 \frac{dt}{\sqrt{(1-t^2)(1-k^2t^2)}},
\]

and \( K' \) denotes its complementary, i.e. \( K'(k) = K(\sqrt{1-k^2}) \). Note that \( k \mapsto K(k)/K'(k) \) is strictly increasing with limits \( 0 \) and \( +\infty \) when \( k \) tends to 0 and 1. Hence, the whole family \( \{\mathcal{R}(k), 0 < k < 1\} \) describes all the rectangles of all the possible aspect ratios.

**Proposition B.1.** Let \( 0 < k < 1 \). The following Schwarz–Christoffel mapping \( f_k \) transforms the upper half-plane \( \mathbb{H} \) into the rectangle \( \mathcal{R}(k) \),

\[
f_k(z) = \int_0^z \frac{dt}{\sqrt{(1-t^2)(1-k^2t^2)}},
\]

**Proof.** We can easily see that \( f_k \) is indeed a Schwarz–Christoffel mapping where \(-k^{-1}, -1, 1 \) and \( k^{-1} \) are mapped to vertices of the resulting polygon with angles all equal to \( \frac{\pi}{2} \), thus a rectangle. Moreover, the images of \(-1 \) and \( 1 \) via \( f_k \) can be computed as follow, \( f_k(1) = K(k) \), \( f_k(-1) = -K(k) \). Finally, we compute \( f_k(k^{-1}) - f_k(1) = i K'(k) \) by a change of variables, similarly for \( f_k(-k^{-1}) - f_k(-1) \). \( \square \)

The hyperbolic metric of a simply connected domain \( \mathcal{D} \) is defined by

\[
\ell_{\mathcal{D}}(a) = \frac{2|h'(a)|}{1 - |h(a)|^2}, \quad a \in \mathcal{D}, \tag{B.1}
\]

where \( h \) is any conformal map sending \( \mathcal{D} \) to the unit disk \( \mathbb{D} \). It is important to note that such a conformal map is well-defined only up to a Möbius transformation, which does not change the metric defined via \( \text{[B.1]} \).

**Proposition B.2.** Given \( k > 1 \). The hyperbolic metric on \( \mathcal{R}(k) \) is given by

\[
\ell_{\mathcal{R}(k)}(a) = \frac{\text{cn}(a, k) \text{dn}(a, k)}{\text{Im} \text{sn}(a, k)}, \quad a \in \mathcal{R}(k).
\]
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Proof. Let \( g : \mathbb{H} \to \mathbb{D} \) be a conformal map between the upper half-plane and the unit disk given by \( g(z) = \frac{z - i}{z + i} \) for \( z \in \mathbb{H} \). Then the map \( h := g \circ f_k^{-1} \) is a conformal map between \( \mathcal{R}(k) \) and \( \mathbb{D} \). Moreover, \( f_k^{-1} \) is the inverse of an elliptic integral and is given by the Jacobi elliptic function \( a \mapsto sn(a, k) \). Then the result follows by applying (B.1) and the properties of the Jacobi elliptic functions. \( \square \)
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