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Abstract

In this note we show how to construct a number of nonconvex quadratic inequalities for a variety of physics equations appearing in physical design problems. These nonconvex quadratic inequalities can then be used to construct bounds on physical design problems where the objective is a quadratic or a ratio of quadratics. We show that the quadratic inequalities and the original physics equations are equivalent under a technical condition that holds in many practical cases which is easy to computationally (and, in some cases, manually) verify.

Introduction

The physical design problem appears in many contexts including in photonic design, antenna design, horn design, among many others. In general, almost all formulations have very similar structure, and, recently, there has been a large amount of work on fast algorithms for approximately solving the physical design problem [1–7], which is generally NP-hard to solve, and bounding the optimal value of such problems [8–15], which in general cannot be efficiently found (except, perhaps, in some special cases, cf. [16]). In this note, we show how to reduce a large family of these problems to a problem over a number of nonconvex quadratic constraints. This family includes a number of problems which exhibit ‘nonlocal scattering’; i.e., problems where some of the design parameters can affect many, if not all, points in the domain. These nonconvex quadratic constraints can then be easily relaxed to obtain efficiently-computable lower bounds for objectives which are also quadratics or ratios of quadratics. As this is a short note, we assume a reasonable amount of familiarity with physical design problems. For some overviews of this problem and further references, see, e.g., [17, 18].

1 The physical design problem

We will define the physical design problem in this section and then show an equivalent optimization problem over only the fields $z$. We will then see, in the next section, how to
find the dual to this new problem to get lower bounds on the best possible solution.

**Physics equation.** In general, the designer begins with some *physics equation*, which we will write as

$$A(\theta)z = b.$$  

(1)

Here, $A(\theta) \in \mathbb{R}^{m \times n}$ is the *physics matrix*, $b \in \mathbb{R}^m$ is the *excitation*, while $z \in \mathbb{R}^n$ is the *field*, all of which are parametrized by some set of *design parameters*, $\theta \in \mathbb{R}^d$. We will assume, as is the case in many instances of physical design, that the parameters enter in a very specific way:

$$A(\theta) = A_0 + \sum_{i=1}^d \theta_i A_i.$$  

Here, the matrices satisfy $A_i \in \mathbb{R}^{m \times n}$. We call this specific parametrization *affine*, as $A$ is an affine function of the design parameters, $\theta$.

**Parameter constraints.** We will assume that the parameters $\theta$ are constrained to lie in some interval. From [17, §2.2] we know that, in the special case of the affine parameterization, we may generally assume that $\theta$ lies in the following interval

$$-1 \leq \theta \leq 1.$$  

(Or, in the case of Boolean constraints, that $\theta$ lies in the unit hypercube, $\theta \in \{\pm 1\}^n$; we will see extensions to this case later.)

**Objective function and problem.** We will assume that the designer wishes to minimize some objective function $f : \mathbb{R}^n \to \mathbb{R}$ that need not be convex, which depends only on the field $z$. Putting this all together, we have the following (nonconvex) optimization problem, which we will call the *physical design problem*:

$$\begin{align*}
\text{minimize} & \quad f(z) \\
\text{subject to} & \quad A(\theta)z = b \\
& \quad -1 \leq \theta \leq 1,
\end{align*}$$  

(2)

with variables $z \in \mathbb{R}^n$ and $\theta \in \mathbb{R}^d$, where $A$ is affine in the parameters.

### 1.1 Equivalent constraints

To start, we will show a simple equivalent characterization of when two real vectors $x$ and $y$ are collinear, $x = \alpha y$, with scale factor $|\alpha| \leq 1$. We will then show how this characterization can be used in rewriting the optimization problem (2), which depends on both the fields $z$ and the parameters $\theta$, to an equivalent problem that depends only on the fields $z$; *i.e.*, we will show how to eliminate the parameters $\theta$ from this problem and give a set of conditions for when this procedure is tight.
**Equivalent characterization.** Given two vectors $x, y \in \mathbb{R}^n$, we will show that $x = \alpha y$ with $-1 \leq \alpha \leq 1$ if, and only if

$$x^T N x \leq y^T N y, \quad \text{for all } N \in S_+^n,$$

where $S_+^n$ is the set of positive semidefinite matrices. The forward implication is fairly simple: note that if $x = \alpha y$ then, for any $N \in S_+^n$,

$$x^T N x = \alpha^2 y^T N y \leq y^T N y,$$

since $\alpha^2 \leq 1$ and $y^T N y \geq 0$ as $N$ is positive semidefinite.

The backward implication, if $x^T N x \leq y^T N y$ for all PSD matrices $N$, then $x = \alpha y$ is slightly trickier. To see this, since $x^T N x \leq y^T N y$ is true for any PSD matrix $N$ by assumption, then we will choose $N = vv^T$ where

$$v = (y^T y)x - (x^T y)y.$$ 

This yields

$$(v^T x)^2 = x^T N x \leq y^T N y = (v^T y)^2 = ((y^T y)x^T y - (x^T y)y^T y)^2 = 0.$$ 

The left hand side of this inequality then satisfies

$$(v^T x)^2 = ((y^T y)(x^T x) - (x^T y)^2)^2 \leq 0,$$

where the inequality follows from the previous. In other words,

$$(y^T y)(x^T x) - (x^T y)^2 = 0,$$

or that

$$(x^T y)^2 = \|x\|^2_2 \|y\|^2_2.$$ 

By Cauchy–Schwarz, this happens if, and only if, $x = \alpha y$ for some $\alpha \in \mathbb{R}$. Finally, because $x^T N x \leq y^T N y$ for any PSD $N$, we will choose $N = I$ to get

$$\alpha^2 y^T y = x^T x \leq y^T y,$$

so $\alpha^2 \leq 1$, which happens if, and only if, $-1 \leq \alpha \leq 1$, as required. Putting these two together, we get the final result that $x^T N x \leq y^T N y$ for all $N \in S_+^n$ if, and only if, $x = \alpha y$ for some $-1 \leq \alpha \leq 1$. (In fact, note that it suffices for $N$ to be in the set of rank-one symmetric PSD matrices and the identity. This suggests a possibly memory-efficient way of dealing with these inequalities in practice.)
Constructing inequalities. To construct some inequalities, we will now introduce the family of matrices $P_i \in \mathbb{R}^{m_i \times m}$ for $i = 0, \ldots, d$. We assume that the matrices $i = 1, \ldots, d$ have the following property:

$$P_i A_j = 0, \text{ whenever } i \neq j, \text{ for } i, j = 1, \ldots, d,$$

while $P_0 \in \mathbb{R}^{m_0 \times m}$ satisfies:

$$P_0 A_i = 0, \text{ for } i = 1, \ldots, d.$$  \tag{5}

(In some cases we might have $m_0 = 0$, so, for convenience, we will say that this equality is then trivially satisfied.) These matrices then have the property that, for any $\theta$ and $z$ satisfying the physics equation (1), when $i = 1, \ldots, d$,

$$P_i A(\theta)z = P_i(A_0 + \theta_i A_i)z = P_i b.$$  

In other words, the matrix $P_i$ ‘picks out’ the $i$th design parameter. Rearranging slightly, we then have that

$$P_i (b - A_0 z) = \theta_i P_i A_i z,$$

must be satisfied for $-1 \leq \theta_i \leq 1$ for $i = 1, \ldots, d$, and

$$P_0 A(\theta)z = P_0 A_0 z = P_0 b.$$  

From condition (3), we know the first happens if, and only if,

$$(b - A_0 z)^T P_i^T N_i P_i (b - A_0 z) \leq z^T A_i^T P_i^T N_i P_i A_i z, \text{ for all } N_i \in S^{m_i}_+,$$

for each $i = 1, \ldots, d$, which is a family of (potentially nonconvex) quadratic inequalities over $z$, while the second is an affine constraint on $z$. The remaining question is: when is this set of inequalities tight? In other words, if $z$ satisfies these inequalities, when do design parameters $\theta \in \mathbb{R}^d$ with $-1 \leq \theta \leq 1$ exist such that $z$ and $\theta$ satisfy the physics equation (1)?

Tightness. As mentioned before, note that (6) does not always lead to a tight set of inequalities. For example, setting all of the $P_i = 0$ for $i = 1, \ldots, d$, with, say $m_i = 1$, satisfies (4), but leads to a trivial set of inequality constraints that are satisfied for any $z$. One simple set of conditions is the existence of matrices $M_i \in \mathbb{R}^{m_i \times m_i}$ such that

$$\sum_{i=0}^{d} M_i P_i = I.$$  \tag{7}

This works because any $z$ that satisfies (6) also satisfies

$$P_i A(\theta)z = P_i b,$$

from the previous discussion. Multiplying both sides of this equation by $M_i$ on the left hand side and summing over $i$ gives

$$\sum_{i=0}^{d} M_i P_i A(\theta)z = A(\theta)z = \sum_{i=0}^{d} M_i P_i b = b,$$

which is just the original physics equation in problem (2).
1.2 A (computational) sufficient condition

While the above discussion is potentially useful as a theoretical tool, it is often not clear how to generate the matrices $P_i$ (and, in turn, to know when the matrices $M_i$ exist for this choice of $P_i$). Below we give a simple sufficient condition which, given matrices $A_i$ satisfying this condition, can be used to construct $P_i$ and $M_i$ which satisfy conditions (4), (5), and (7) for $i = 0, \ldots, d$.

**Tightness result.** There exists a fairly general check for tightness that can be easily (computationally) verified. In particular, we will assume the matrices $A_i$ are written in the form:

$$A_i = U_i V_i^T,$$

where $U_i \in \mathbb{R}^{m_i \times m_i}$ and $V_i \in \mathbb{R}^{n \times m_i}$ for $i = 1, \ldots, d$. (This can be done by computing, say, the reduced singular value decomposition for each matrix $A_i$. Often, though, this decomposition is known in practice, as we will see in the examples.) Now, define the matrix

$$U = [U_1 \ U_2 \ldots U_d].$$

The final condition is that, if $U$ is full column rank (i.e., the columns of $U$ are linearly independent) then we can find matrices $P_i \in \mathbb{R}^{m_i \times m}$ satisfying the required conditions, and corresponding matrices $M_i \in \mathbb{R}^{m \times m_i}$ satisfying (7). Note that we have no additional conditions on the matrices $V_i$ (in the definition of $A_i$) nor any conditions on $A_0$ or $b$, apart from their dimensions.

**Proof.** To see this, let $U_0$ be the basis completion of $U$ such that $\tilde{U} = [U_0 \ U]$ is square and invertible. (From basic linear algebra, we know a $U_0$ exists for any ‘tall’ matrix and that $\tilde{U}$ is invertible since it is full column rank.) Now we can set

$$\begin{bmatrix} P_0 \\ P_1 \\ P_2 \\ \vdots \\ P_d \end{bmatrix} = \tilde{U}^{-1},$$

(8)

where $P_i \in \mathbb{R}^{m_i \times m}$ for $i = 0, \ldots, d$, where the $m_i$ come from the size of the $U_i$ defined above, while $m_0 = m - \sum_{i=1}^{d} m_i \geq 0$. (The inequality here comes from the assumption that $U$ has full column rank.) With this, we have, using the fact that $\tilde{U}^{-1} \tilde{U} = I$,

$$P_i A_j = (P_i U_j)V_j^T = 0,$$

if $i \neq j$ for every $i, j = 1, \ldots, d$, while $P_0 A_j = 0$. (We also have, of course, that $P_i U_i = I$.) The tightness condition is then met by setting $M_i = U_i$ for $i = 0, \ldots, d$ since

$$\sum_{i=0}^{d} M_i P_i = \sum_{i=0}^{d} U_i P_i = \tilde{U} \tilde{U}^{-1} = I,$$

as required.
QR factorization. As a general side note, we do not need to find the full inverse of $\tilde{U}$, as the (full) QR factorization of $U$ suffices. Let $QR = U$ where $Q \in \mathbb{R}^{m \times m}$ is orthogonal ($Q^TQ = QQ^T = I$) and $R \in \mathbb{R}^{m \times m}$ is upper triangular, where the first $m_0$ columns are equal to zero. We can then set $P_i = Q_i^T$ and $M_i = Q_i$ for $i = 0, \ldots, n$, where
\[
Q = \begin{bmatrix} Q_0 & Q_1 & \cdots & Q_d \end{bmatrix}.
\]
with $Q_i \in \mathbb{R}^{m \times m_i}$ for $i = 0, \ldots, d$. This factorization can be computed efficiently and in a numerically stable way.

1.3 Examples

There are many important special cases for which the condition above can be both easily verified by hand and the matrices $P_i$ (and corresponding $M_i$) are also easily intuited. In these examples, the procedure above yields the same results as computing the matrices by hand.

Multi-scenario design. One classic example in the case of physical design is the multi-scenario case where the matrices $A_i$ are diagonal with nonoverlapping nonzero entries, i.e., $A_i A_j = 0$ for $i, j = 1, \ldots, d$ and $i \neq j$. If $m_i$ is the number of nonzero entries of $A_i$ then we can write $A_i = U_i V_i^T$ for $U_i \in \{0, 1\}^{m \times m_i}$ and $V_i \in \mathbb{R}^{m \times m_i}$ for $i = 1, \ldots, b$. We can then set
\[
\tilde{P}_0 = I - \sum_{i=1}^{d} U_i U_i^T, \quad P_i = U_i^T, \quad i = 1, \ldots, d.
\]
and let $P_0 \in \mathbb{R}^{m_0 \times m}$ be $\tilde{P}_0$ with zero-rows removed and $m_0 = m - \sum_{i=1}^{d} m_i$. (We can also view $P_0$ as the matrix such that $P_0^T$ has all of the unit vectors not appearing in the columns of the matrices $U_1, \ldots, U_d$.) Setting $M_i = P_i^T$ for $i = 0, \ldots, d$ then satisfies all required conditions. We note that this common special case was first shown in [19] and the construction presented here results in an identical formulation for the dual (presented in a later section).

Rank-one matrices. Another important special case is when the matrices $A_i = u_i v_i^T$ are rank-one matrices for $i = 1, \ldots, d$. In this case, the conditions above state that $U$ is a matrix whose columns are the vectors $u_i$ and that the vectors $u_i$ must be linearly independent. Setting the $P_i$ matrices as in (8) leads to $d$ row vectors $P_i = P_i^T \in \mathbb{R}^{1 \times m}$ which satisfy
\[
_p^T_i u_j = \begin{cases} 
1 & i = j \\
0 & \text{otherwise},
\end{cases}
\]
for $i, j = 1, \ldots, d$ with $i \neq j$, while $P_0$ is a basis for the subspace orthogonal to the space generated by the $\{u_i\}$. Assuming that $P_0$ is normalized to $P_0^T P_0 = I$ then setting $M_0 = P_0^T$ and $M_i = p_i$ for $i = 1, \ldots, d$ gives the desired conditions.
Discussion. These examples let us interpret equations (4) and (7) as a condition that the matrices $A_i$ are not ‘too correlated’ in the sense that their left singular vectors don’t overlap ‘too much’.

Final problem. Replacing the physics equation and the constraints over $\theta$ with the set of inequalities (6) then gives the final problem:

$$
\begin{align*}
\text{minimize} & \quad f(z) \\
\text{subject to} & \quad z \in S_i, \quad i = 1, \ldots, d \\
& \quad P_0A_0z = P_0b,
\end{align*}
$$

with variable $z \in \mathbb{R}^n$, where $S_i \subseteq \mathbb{R}^n$ is defined as

$$
S_i = \{ z \in \mathbb{R}^n \mid (b - A_0z)^T P_i N_i P_i (b - A_0z) \leq z^T A_i^T P_i^T N_i P_i A_i z, \text{ for all } N_i \in S_{+}^{m_i} \},
$$

for $i = 1, \ldots, d$. In other words, $S_i$ is the set of fields $z$ consistent with condition (6). Note that, as written, $z \in S_i$ denotes an infinite family of constraints (over all possible positive semidefinite matrices of dimension $m_i$) which need not even be convex. For future reference, we will denote the optimal value of this problem $p^*$.

Extensions. There are some simple extensions to this formulation that are similarly useful. For example, if we constrain $\theta \in \{\pm 1\}^d$, i.e., require the parameters $\theta$ to be Boolean, the resulting problem is

$$
\begin{align*}
\text{minimize} & \quad f(z) \\
\text{subject to} & \quad z \in \tilde{S}_i, \quad i = 1, \ldots, d \\
& \quad P_0A_0z = P_0b,
\end{align*}
$$

where

$$
\tilde{S}_i = \{ z \in \mathbb{R}^n \mid (b - A_0z)^T P_i N_i P_i (b - A_0z) = z^T A_i^T P_i^T N_i P_i A_i z, \text{ for all } N_i \in S_{+}^{m_i} \}.
$$

Note that $N_i$ is now allowed to range over the general all symmetric matrices, not just the positive semidefinite ones. To see this equivalence, note that we know

$$
x^T N x \leq y^T N y, \quad \text{for all } N \in S^n,
$$

implies that $x = \alpha y$ for $\alpha^2 \leq 1$ from the same argument as the characterization in §1.1. If we also set $N = -I$, we have that

$$
x^T x \geq y^T y,
$$

so $\alpha^2 \geq 1$ and therefore $\alpha^2 = 1$, so $\alpha \in \{\pm 1\}$. The converse (that $x = \alpha y$ implies the inequality above when $\alpha \in \{\pm 1\}$) is easily verified. Performing the same steps as before yields this problem. We may also write the sets $\tilde{S}_i$ as

$$
\tilde{S}_i = \{ z \in \mathbb{R}^n \mid (b - A_0z)^T P_i N_i P_i (b - A_0z) = z^T A_i^T P_i^T N_i P_i A_i z, \text{ for all } N_i \in S_{+}^{m_i} \}
$$

where we have replaced the inequality with an equality, but only allow $N_i$ to range across the positive semidefinite matrices.
2 Dual problem

We will now show how to compute a dual problem of (9).

**Rewriting.** One simple way of rewriting the problem (9) is to include the constraints over the sets $S_i$ as an indicator function in the objective $I_i : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$, defined

$$I_i(z) = \begin{cases} 
0 & z \in S_i \\
+\infty & \text{otherwise},
\end{cases}$$

for $i = 1, \ldots, d$ and, for convenience, we will define

$$I_0(z) = \sup_{\nu} \nu^T (P_0 A_0 z - P_0 b),$$

which we note is zero if $P_0 A_0 z - P_0 b = 0$ and is positive infinity otherwise. (In other words, $I_0$ is an indicator function for the affine constraint.) Then, the following problem is equivalent to (9):

$$\text{minimize } f(z) + \sum_{i=0}^d I_i(z)$$

with variable $z$.

**Indicator function.** We will now see that the indicators $I_i$ for $i = 1, \ldots, d$ have a convenient form, similar to that of $I_0$. In particular, we will show that we can write

$$I_i(z) = \sup_{N_i \geq 0} \left( (b - A_0 z)^T P_i^T N_i P_i (b - A_0 z) - z^T A_i^T P_i^T N_i P_i A_i z \right),$$

for each $i = 1, \ldots, d$. To see this, consider first that if $z \in S_i$, then

$$(b - A_0 z)^T P_i^T N_i P_i (b - A_0 z) \leq z^T A_i^T P_i^T N_i P_i A_i z$$

for every $N_i \in S_{+m}$, by definition of $S_i$. So, using this definition of $I_i$ we would have that

$$I_i(z) \leq 0.$$

Picking $N_i = 0$ in the supremum above saturates the inequality, so $I_i(z) = 0$ if $z \in S_i$.

On the other hand, if $z \not\in S_i$ then there exists some $i$ and $N \geq 0$ with

$$(b - A_0 z)^T P_i^T N_i P_i (b - A_0 z) > z^T A_i^T P_i^T N_i P_i A_i z.$$

Letting $t > 0$ be any positive value, then $N$ is PSD implies that $tN$ is also PSD, so we have that

$$I_i(z) \geq t((b - A_0 z)^T P_i^T N_i P_i (b - A_0 z) - z^T A_i^T P_i^T N_i P_i A_i z).$$

Sending $t \to \infty$ implies that $I_i(z) = \infty$ when $z \not\in S_i$ as required.
Rewritten problem. We can then rewrite problem (9) as a saddle point problem:

\[
\begin{aligned}
&\text{minimize } \sup_{N \geq 0, \nu} \left( f(z) + \sum_{i=1}^{n} \left( (b - A_0 z)^T P_i^T N_i P_i (b - A_0 z) - z^T A_j^T P_i^T N_i P_i A_j z \right) \\
&\hspace{5cm} + \nu^T (P_0 A_0 z - P_0) \right),
\end{aligned}
\]

with variable \( z \in \mathbb{R}^n \). We have written \( N \geq 0 \) as a shorthand for \( N_i \in S_+^{m_i} \) for \( i = 1, \ldots, d \), and have pulled the supremum outside of the sum. We can view the function

\[
L(z, N, \nu) = f(z) + \sum_{i=1}^{n} \left( (b - A_0 z)^T P_i^T N_i P_i (b - A_0 z) - z^T A_i^T P_i^T N_i P_i A_i z \right) + \nu^T (P_0 A_0 z - P_0),
\]

as a Lagrangian for problem (9) in that a solution to the original problem is a saddle point of this function, maximizing over \( N \) and then minimizing over \( z \). In particular, from the previous discussion, we know that

\[
p^* = \inf_z \sup_{N \geq 0, \nu} L(z, N, \nu),
\]

where \( p^* \) is the optimal value of problem (9). In fact, this suggests a reasonable heuristic for (9) is to use a saddle-point solver. We suspect this might be relatively efficient as computing \( L \) requires only vector-matrix multiplies and computing the gradient of \( L \) with respect to \( z \) or \( N_i \) for \( i = 1, \ldots, n \) requires only matrix-matrix multiplications of relatively small size.

Bounds. We can get a simple bound on the optimal value of problem (9), \( p^* \), by swapping the infimum and the supremum. To see this, we define the dual function:

\[
g(N, \nu) = \inf_z L(z, N, \nu) \leq L(z, N, \nu),
\]

for all \( N \geq 0 \) and \( \nu \in \mathbb{R}^{m_0} \), so

\[
\sup_{N \geq 0, \nu} g(N, \nu) \leq \sup_{N \geq 0, \nu} L(z, N, \nu).
\]

Taking the infimum over \( z \) of the right hand side gives

\[
\sup_{N \geq 0, \nu} g(N, \nu) \leq \inf_z \sup_{N \geq 0, \nu} L(z, N, \nu) = p^*.
\]

We will denote this lower bound as

\[
d^* = \sup_{N \geq 0, \nu} g(N, \nu).
\]

From before, we know that \( d^* \) need not be easy to evaluate. On the other hand, since \( g \) is defined as the infimum of a family of affine functions of the matrices \( N_i \), it is always a concave function. Whenever \( g(N, \nu) \) is easy to evaluate, it is almost always the case that we can efficiently solve for \( d^* \) as finding the value is just maximizing a concave function over the PSD matrices \( N_1, \ldots, N_d \) and the vector \( \nu \in \mathbb{R}^{m_0} \).
Evaluating the dual function for a quadratic objective. In general, \( g \) is not easy to evaluate. On the other hand, in some special cases, we can give closed-form solutions for \( g(N, \nu) \). For example, in the special case that the objective function \( f \) for problem (9) is a quadratic, i.e.,

\[
f(z) = z^T Q z + 2q^T z + r,
\]

then \( L \) is a quadratic function of \( z \) (holding all other variables constant) which is always easy to minimize. In particular, we can write

\[
L(z, N, \nu) = \frac{1}{2} z^T T(N) z + u(N, \nu)^T z + v(N, \nu),
\]

where

\[
T(N) = Q + A_0^T \left( \sum_{i=1}^{n} P_i^T N_i P_i \right) A_0 - \sum_{i=1}^{n} A_i^T P_i^T N_i P_i A_i,
\]

and

\[
u(N, \nu) = q - A_0^T \left( \sum_{i=1}^{n} P_i^T N_i P_i \right) b + A_0^T P_0^T \nu,
\]

\[
v(N, \nu) = r + b^T \left( \sum_{i=1}^{n} P_i^T N_i P_i \right) b - \nu^T b.
\]

Using this, we then have that

\[
g(N, \nu) = \inf_z L(z, N, \nu) = v(N, \nu) - \frac{1}{2} u(N, \nu)^T T(N)^+ u(N, \nu),
\]

whenever \( T(N) \geq 0 \) and \( u(N, \nu) \perp \mathcal{N}(T(N)) \), i.e., \( u(N) \) is orthogonal to the nullspace of \( T(N) \), and where \( T(N)^+ \) is the Moore–Penrose pseudoinverse of \( T(N) \). Otherwise, \( g(N, \nu) = -\infty \).

Dual problem. Maximizing the dual function \( g \) can be written as the (almost) standard form semidefinite problem, in inequality form:

\[
\begin{align*}
\text{maximize} & \quad v(N) - \frac{1}{2} t \\
\text{subject to} & \quad \begin{bmatrix} T(N) & u(N) \\ u(N)^T & t \end{bmatrix} \succeq 0,
\end{align*}
\]

with variables \( N = (N_1, \ldots, N_n) \) with \( N_i \in S^{m_i}_+ \) for \( i = 1, \ldots, n \), \( \nu \in \mathbb{R}^{m_0} \) and \( t \in \mathbb{R} \). This transformation is standard and a simple proof of equivalence follows from the application of a Schur complement [20, §A.5.5].

Extensions. In the case that \( f \) is a ratio of quadratics or has additional quadratic constraints added as indicator functions, we can apply a similar transformation to that of [21] which leads to an additional quadratic constraint that is easily included in the dual formulation.
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