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Abstract

In this paper, we study the problem of visual grounding by considering both phrase extraction and grounding (PEG). In contrast to the previous phrase-known-at-test setting, PEG requires a model to extract phrases from text and locate objects from image simultaneously, which is a more practical setting in real applications. As phrase extraction can be regarded as a 1D text segmentation problem, we formulate PEG as a dual detection problem and propose a novel DQ-DETR model, which introduces dual queries to probe different features from image and text for object prediction and phrase mask prediction. Each pair of dual queries is designed to have shared positional parts but different content parts. Such a design effectively alleviates the difficulty of modality alignment between image and text (in contrast to a single query design) and empowers Transformer decoder to leverage phrase mask-guided attention to improve the performance. To evaluate the performance of PEG, we also propose a new metric CMAP (cross-modal average precision), analogous to the AP metric in object detection. The new metric overcomes the ambiguity of Recall@1 in many-box-to-one-phrase cases in phrase grounding. As a result, our PEG pre-trained DQ-DETR establishes new state-of-the-art results on all visual grounding benchmarks with a ResNet-101 backbone. For example, it achieves 91.04% and 83.51% in terms of recall rate on RefCOCO testA and testB with a ResNet-101 backbone. Code will be available at https://github.com/IDEA-Research/DQ-DETR.

Introduction

Visual grounding aims to locate objects referred to by language expressions or phrases, which closely relates to object detection (DET, Fig. 1 (a)) in vision. It has received increasing attention for its potential to benefit other multimodal tasks like visual question answering (VQA) (Fukui et al. 2016) and image retrieval (Karpathy, Joulin, and Fei-Fei 2014; Radenovic, Tolias, and Chum 2016).

Some works (Deng et al. 2021; Huang et al. 2022) treat the terms visual grounding, referring expression comprehension (REC), and phrase grounding interchangeable. How-
ever, they have subtle differences. Both REC and phrase grounding are sub-tasks of visual grounding. REC locates objects with a free-form guided text, as shown in Fig. 1 (b). It has only one category of objects to detect as requested by a referring expression, while phrase grounding needs to find all objects mentioned in a caption, as shown in Fig. 1 (c). Though they have different definitions, phrase grounding can be reformulated as a REC task by extracting phrases as referring expressions since phrases are assumed known during test (Deng et al. 2021; Du et al. 2022; Huang et al. 2022). Some methods (Mu et al. 2021; Liu et al. 2019b) use non-REC solutions for phrase grounding, while they also treat phrases as known during test.

We argue it is more practical to treat phrases as unknown during test and study the problem of visual grounding in this paper by considering both phrase extraction and grounding (PEG), as shown in Fig. 1 (d). Solving PEG by developing a large-scale image-text-paired training dataset with both phrases and objects annotated is prohibitively costly. A simple way to extend existing REC models (Wang et al. 2022; Zhu et al. 2022) to PEG is to develop a two-stage solution: firstly extracting phrases using an NLP tool like spaCy (Honnibal and Montani 2017) and then applying a REC model. However, such a solution may result in inferior performance (as shown in our Table 2) as there is no interaction between the two stages. For example, an image may have no object or more than one object that corresponds to an extracted phrase. Yet most REC models (Miao et al. 2022; Zhu et al. 2022) predict only one object for each extracted phrase. Let alone inaccurate phrase extraction can mislead a REC model to predict unrelated objects.

We are not the first to propose the PEG setting. Some previous works (Karpathy, Joulin, and Fei-Fei 2014; Karpathy and Fei-Fei 2014) align image regions and phrases for image retrieval. Flickr30k Entities (Plummer et al. 2015) evaluates models under the scenario in which phrases are unknown as well. They extract noun phrases using NLP tools and penalize recall if the tools extract inaccurate phrases. Despite of such early explorations, most successors (Bajaj, Wang, and Sigal 2019; Deng et al. 2021) treat phrase grounding as a retrieval task and use ground truth phrases as inputs. Hence we re-emphasize the PEG setting, where we predict object-phrase pairs given only a pair of image and text as input, without assuming phrases as known input. We can reformulate all three other tasks (DET, REC, and phrase grounding) as PEG tasks.

PEG lifts the importance of phrase extraction, which is often overlooked in previous task formulations and solutions. Some previous works can be used for the PEG task, such as MDETR (Kamath et al. 2021) and GLIP (Li et al. 2021), which use the same query (in a DETR framework) for both object localization and phrase extraction, as shown in Fig. 2 (c). However, their phrase extraction module requires a query to have an extra capability to perform the challenging image-text feature alignment, which can interfere with the bounding box regression branch and result in an inferior performance.

We note that phrase extraction is to localize a noun phrase from an input text, which can be regarded as a 1D text segmentation problem that predicts a 1D text mask for a target phrase. Such a problem is analogous to 2D mask prediction for an object instance in 2D image segmentation. Especially, inspired by recent progress of DETR-like models (e.g., DINO (Zhang et al. 2022), Mask2Former (Cheng et al. 2022)), we develop a more principled solution DQ-DETR, which is a dual query-based DETR-like model for PEG. As shown in Fig. 2 (d), our model uses dual queries to perform object detection and text mask prediction in one DETR framework. The text mask prediction is very similar to instance mask prediction as in Mask2Former, hence we can use masked-attention Transformer decoder layers to improve the performance of text mask prediction. In DQ-DETR, a pair of dual queries is designed to have shared positional parts but different content parts 1. Such a decoupled query design helps alleviate the difficulty of modality alignment between image and text, yielding faster convergence and better performance.

To evaluate models on the PEG setting, we propose a new metric CMAP (cross-modal average precision), which is analogous to the AP metric widely used in object detection. It measures the accuracy of both phrase extraction and object localization, as shown in Fig. 3 (c). The CMAP metric overcomes the ambiguous issue of the previous Recall@1 when multiple objects correspond to one phrase. Recall@1 evaluates the accuracy of boxes with the highest confidence. However, for cases where multiple objects correspond to one phrase, the metric becomes ambiguous. To deal with such cases, previous works (Plummer et al. 2015; Li et al. 2019; Kamath et al. 2021) leveraged two different protocols, which we denote as ANY-BOX (Fig. 3 (a)) and MERGED-BOXES (Fig. 3 (b)) protocols following MDETR (Kamath et al. 2021). The ANY-BOX setting treats a prediction as correct if any of the ground truth boxes is matched. However, it cannot evaluate a model’s capability of finding all objects in an image. The other protocol, MERGED-BOXES, combines all objects for one phrase into a big box for evaluation. While being able to capture all objects, this protocol cannot measure the localization accuracy for every object instance.

We summarize our contributions as follows:

1. By comparing three settings in visual grounding: DET, REC, and phrase grounding, we re-emphasize a PEG setting, which is often overlooked in previous works. To take the phrase extraction accuracy into account, we propose a new cross-modal average precision (CMAP) metric for PEG to measure a combined accuracy for both phrase extraction and object localization. The CMAP metric is free of confusion when multiple objects correspond to one phrase.

---

1We use the term “query” as the input of the Transformer decoder layers in this paper, following the common practice in the Transformer and DETR-related literature (Vaswani et al. 2017; Meng et al. 2021; Liu et al. 2022). The definition differs from some visual grounding papers, where “query” refers to an input text. A detailed explanation of our dual query is available in the appendix.

2A DETR query consists of two parts: a content part and a positional part. More detailed discussions can be referred to (Meng et al. 2021) and (Liu et al. 2022).
2. We interpret noun phrase extraction as a 1D text segmentation problem and formulate the PEG problem as predicting both bounding boxes for objects and text masks for phrases. Accordingly, we develop a novel dual query-based DETR-like model DQ-DETR with several techniques to improve the performance of phrase extraction and object localization.

3. We validate our methods on several benchmarks and establish new state-of-the-art results, including Flickr30k, RefCOCO+/g, and COCO. Our model obtains 76.0\% CMAP_50 and 83.2\% Recall@1 at Flickr30k entities (Plummer et al. 2015). Moreover, we achieve 91.04\% and 83.51\% in terms of recall rate on RefCOCO testA and testB with a ResNet-101 backbone.

PEG & CMAP

We present the PEG (phrase extraction and grounding) problem formulation and the CMAP (cross-modal average precision) definition in this section.

Given an image-text pair as input, PEG requires a model to predict region-phrase pairs from the input image and text pair, as shown in Fig. 3. The PEG task can be viewed as a dual detection problem for image box detection and text mask segmentation, since noun phrase extraction can be interpreted as a 1D text segmentation problem.

To measure both the text phrase extraction accuracy and the image object localization accuracy, we propose a new metric which is similar to the AP metric used in DET. AP is calculated by integrating the area under a P-R curve. The key to plot P-R curves is to decide positive and negative samples. DET benchmarks like COCO (Lin et al. 2014) leverage IOU (intersection over union) between a predicted box and a ground truth box to discriminate positive and negative predictions. As we interpret phrase extraction as a 1D segmentation problem, we use dual IOU to choose positive predictions. The dual IOU is defined as:

$$IOU_{\text{dual}} = (IOU_{\text{box}})^{0.5} \times IOU_{\text{phrase}}, \quad (1)$$

where \(IOU_{\text{box}}\) is the box IOU and \(IOU_{\text{phrase}}\) is the phrase IOU. We take the square root of \(IOU_{\text{box}}\) to make \(IOU_{\text{dual}}\) a two dimensional metric so that its threshold (e.g. 0.5) has a similar meaning to \(IOU_{\text{box}}\). Following the common practice in phrase grounding and REC, we use \(IOU_{\text{dual}} \geq 0.5\) as positive samples, and vice versa. We use the term “CMAP_50” to denote the metric at threshold 0.5.
DQ-DETR

Following DETR (Carion et al. 2020) and MDETR (Kamath et al. 2021), DQ-DETR is a Transformer-based encoder-decoder architecture, which contains an image backbone, a text backbone, a multi-layer Transformer encoder, a multi-layer Transformer decoder, and several prediction heads.

Given a pair of inputs \((\text{Image}, \text{Text})\), we extract image features and text features using an image backbone and a text backbone, respectively. The image and text features are flattened, concatenated, and then fed into the Transformer encoder layers. We then use learnable dual queries for the decoder layers to probe desired features from the concatenated multi-modality features. The image queries and text queries will be used for box regressions and phrase localizations, respectively, as shown in Fig. 4 left.

Dual Queries for Dual Detections

We propose to decouple the queries for bounding box regression and phrase localization in DQ-DETR. However, as the dual queries aim to predict paired \((\text{Region}, \text{Phrase})\) results, both queries need to focus on the same region of an object in the input image and the same position of a phrase in the input text. Hence we propose to share the positional parts and decouple the content parts of the queries. As we formulate the problem as a dual detection problem for image box detection and text phrase segmentation, we introduce two items for the positional queries, i.e., image positional queries and text positional queries. More concretely, the image positional queries are formulated as anchor boxes like DAB-DETR (Liu et al. 2022) and then projected to high dimensions with sine/cosine encoding. The text positional queries are formulated as 1D segmentation masks like Mask2Former (Cheng et al. 2022) and then used for text mask-guided attention. The image positional queries are predicted by the updated image queries, and the text positional queries are generated by performing dot product between the updated image queries and text features from the encoder output, as shown in Fig. 4 right. Both two positional queries will be shared by the dual queries as positional parts for the next layer. Beyond the positional and content parts, we add a learnable modality embedding to the features of different modalities. We list the components of our queries in Table 1.

Text Mask-Guided Attention

The 1D segmentation formulation of phrase localization inspires us to propose a text mask-guided attention to let queries focus on phrase tokens of interest, analogous to the mask attention in Mask2Former (Cheng et al. 2022). Each text query has a text positional query \(M_T \in 1^{N_{text}}\), which is a binary mask with the same length as the text features. We use the encoder output image-text-concatenated features as keys and values for cross-attention. The binary masks will be used as attention masks for the text features in the concatenated features. Text features will be used if their corresponding mask values are ones, otherwise they will be masked out. This operation constrains the attention on the target phrases while the predicted masks are updated layer by layer to get closer to ground truth masks. We use all-ones masks as inputs for the first decoder layer. Other layers will leverage the predicted masks from their previous layers. The final updated masks are the outputs for phrase localization.

Loss Functions

Following DETR (Carion et al. 2020) and MDETR (Kamath et al. 2021), we use bipartite matching to assign ground truth object boxes and text phrases to dual queries during training. The final loss functions can be grouped into boxes losses for images and phrase losses for texts. We use the L1 loss and the GIOU (Rezatofighi et al. 2019) loss for bounding box regression. For phrase localization, we use a contrastive softmax loss.

For a text query at the output of the decoder \(Q^{(\text{out})} \in R^{N_v,D}\), we compute the similarities between this query and the encoder output text features \(F_T^{(\text{enc})} \in R^{N_{text},D}\) to predict a text segmentation mask. We first linearly project the decoder output \(Q^{(\text{out})}\) to get \(Q = \text{Linear}_Q(Q^{(\text{out})}) \in R^{N_v,D_1}\). Then we linearly project the encoder output text feature \(F_T^{(\text{enc})}\) to get \(F_T = \text{Linear}_T(F_T^{(\text{enc})}) \in R^{N_{text},D_1}\). The notations \(D_1\) is the dimension of the projected space, and \(\text{Linear}_Q, \text{Linear}_T\) are two linear layers. As some queries may not correspond to any desired phrase, similar to a DETR query not matching with any ground truth object, we set an extra learnable no phrase token \(\text{NoPhraseToken} \in R^{D_1}\) for no phrase queries. We then concatenate the projected text feature and the no phrase token to get an extended text feature \(F_T^e = \text{Concat}(F_T, \text{NoPhraseToken}) \in R^{N_{text}+1,D_1}\).

The final contrastive softmax loss is performed between the projected query features \(Q \in R^{N_v,D_1}\) and the extended text feature \(F_T^e \in R^{N_{text}+1,D_1}\). Let \(S_q\) be the set of text token indices of a target phrase for a given query \(q_i \in Q\). The phrase localization loss for query \(q_i\) is:

\[
L_{\text{phrase},i} = \sum_{j \in S_q} \left(-\log \frac{q_i^j p_j / \tau}{\sum_{k=0}^{N_{text}+1} q_i^k p_k / \tau}\right),
\]

where \(\tau\) is a temperature parameter which is empirically set to 0.07 in our experiments, and \(p_j \in F_T^e\) is a text feature or a no phrase token with index \(j\). We down-weight the loss by 0.05 when no objects are assigned to the query \(q_i\) to balance the classes.

Experiments

Implementation Details

Models. We use two commonly used image backbones, ResNet-50 and ResNet-101 (He et al. 2016) pre-trained on ImageNet (Deng et al. 2009), for our base setting and pre-training setting, respectively. Both two pre-trained models are provided by PyTorch (Paszke et al. 2017). For the text backbones, we use the pre-trained RoBERTa-base (Liu et al. 2019a) provided by HuggingFace (Wolf et al. 2019) in our experiments. We set \(D = 256\) and \(D_1 = 64\) in our implementations and use 100 pairs of dual queries. Our models use 6 encoder layers and 6 decoder layers. The learning
Figure 4: The framework of our proposed DQ-DETR model. The left block is the overall framework. The right block presents the detailed structure of a decoder layer in DQ-DETR.

| Queries | Image Queries $Q_I \in R^{N_{q,I},D}$ | Text Queries $Q_T \in R^{N_{q,T},D}$ |
|---------|--------------------------------------|--------------------------------------|
| Content Parts | $Q^{(C)}_I \in R^{N_{q,I},D}$ | $Q^{(C)}_T \in R^{N_{q,T},D}$ |
| Image Positional Parts | $A_I \in R^{N_{R},4}$ | $A_T = A_I$ |
| Text Positional Parts | $M_I = M_T$ | $M_T \in \{0,1\}^{N_{text}}$ |
| Modality Embeddings | ModalityToken$_I \in R^{D}$ | ModalityToken$_T \in R^{D}$ |

Table 1: The table of components of our dual queries.

schedules are different for different settings, which will be described in each subsection. The initial learning rates for the Transformer encoder-decoder and image backbone are $1e^{-4}$ and $1e^{-5}$, respectively. For the text backbone, we use a linear decay schedule from $5e^{-5}$ to 0 with a linear warm-up in the first 1% steps. To stabilize the bipartite graph matching, we use anchor denoising (Li et al. 2022) in our implementations.

The Pre-training Setting

Pre-training Task: PEG Following MDETR (Kamath et al. 2021), we use the combined dataset of Flickr30k, COCO, and Visual Genome for our pre-training. The backbone we used is ResNet-101. We pre-train our model on the combined dataset for 25 epochs and drop the initial learning rate by 10 after the 20-th epoch. The pre-training takes about 100 hours on 16 Nvidia A100 GPUs with 4 images per GPU. We then fine-tune the model on different tasks with 4 GPUs, except for the object detection task, which needs 8 GPUs.

We compare our model with three baselines in Table 2. We use the state-of-the-art REC model OFA-REC (Wang et al. 2022) to demonstrate the necessary of our PEG. OFA is an unified model pre-trained with more than 50M images and can be used for REC tasks. To adapt it to our PEG task, we use spaCy (Honnibal and Montani 2017) to extract noun phrases. The results show that OFA-REC+spaCy is much worse than the other two end-to-end models in terms of the CMAP$_{50}$ metric. One important reason is the failure when multiple objects correspond to one phrase. To decouple the effect of phrase extraction and REC, we design another baseline with spaCy and an ideal REC model named GoldREC. GoldREC outputs the ground-truth object whose corresponding phrase is the most similar to input phrases for any given input phrase. It shows that inaccurate phrase extraction has a large impact on final performance.

---

3We use the OFA$_{Base}$ provided in https://github.com/OFA-Sys/OFA.
| Model                  | Pre-train Data                                      | Epoches | CMAP50 | R@1  |
|-----------------------|-----------------------------------------------------|---------|--------|------|
| OFA-REC+spaCy         | CC, SBU, COCO, VG, OI, O365, YFCC (50M)            | -       | 23.2   | 58.1 |
| GoldREC+spaCy         |                                                     | -       | 44.4   | 100.0|
| MDETR                 | COCO, VG, Flickr30k (200k)                         | 50      | 70.2   | 82.5 |
| DQ-DETR (Ours)        | COCO, VG, Flickr30k (200k)                         | 25      | 76.0 (+5.8) | 83.2 |

Table 2: Pre-training result comparison on Flickr30k Entities with baselines.

| Method      | Val R@1 | R@5 | R@10 | Test R@1 | R@5 | R@10 |
|-------------|---------|-----|------|----------|-----|------|
| BAN         | 68.1    | 84.0 | 86.2 | -        | -   | -    |
| VisualBert  | 70.4    | 84.5 | 86.3 | 71.3     | 85.0| 86.5 |
| MDETR       | 82.5    | 92.9 | 94.9 | 83.4     | 93.5| 95.3 |
| DQ-DETR(Ours)| 83.2 (+0.7) | 93.9 | 95.6 | 83.9     | 94.6| 96.2 |

Table 3: Results on the phrase grounding task on Flickr30k Entities.

We also use MDETR (Kamath et al. 2021) as a baseline. Our model outperforms MDETR on Flickr30k Entities with only half of the number of training epochs. It outperforms MDETR by +5.8 CMAP50, demonstrating the effectiveness of decoupling image and text queries. We provide a visualization of these models’ results in Appendix Table 7.

**Down-stream Task: Phrase Grounding** We compare our DQ-DETR with BAN (Kim, Jun, and Zhang 2018), VisualBert (Li et al. 2019), CITE (Plummer et al. 2017), FAOG (Yang et al. 2019), SimNet-CCA (Plummer et al. 2020), DDPN (Yu et al. 2018), RefTR (Li and Sigal 2021), SeqTR (Zhu et al. 2022), and MDETR (Kamath et al. 2021) in Table 3. We fine-tune our pre-trained model on Flickr30k (Plummer et al. 2015) for the phrase grounding task. To compare with previous works in the literature, we follow MDETR (Kamath et al. 2021) and evaluate the models with Recall@k under two different protocols, ANY-BOX and MERGED-BOXES protocols. For the ANY-BOX protocol, we evaluate our pre-trained model on the validation and test splits directly. For the MERGED-BOXES protocol, we fine-tune the pre-trained model for 5 epochs. Our model introduces improvements of +0.7 Recall@1 and +1.4 Recall@1 on the two validation splits, with only half of the number of pre-training epochs compared with MDETR. We also establish new state-of-the-art results on the two benchmarks with a ResNet-101 backbone.

**Down-stream Task: REC** We compare our model with state-of-the-art REC methods on RefCOCO+/g benchmarks after fine-tuning in Table 4. We evaluate the models with Recall@1. Although our model is not specifically designed for REC tasks, we can convert the REC task to a PEG problem by marking the whole sentence as a phrase corresponding to its referred object. As there are no ground truth phrases labeled in the dataset, we do not use the text mask-guided attention in the fine-tuning process. As we have leveraged all training data of the three REC datasets during pre-training, it is reasonable to fine-tune the models on a combination of these three datasets. To avoid data leakage, we removed all images appeared in the val/test splits of RefCOCO+/g. This operation removes about 10% of the total images. As a result, our model outperforms all previous works with a ResNet-101 backbone and establishes new state-of-the-art results on the RefCOCO+/g benchmarks.

**Down-stream Task: DET** Refer to for more details.

**The Base Setting & Ablations** We use MDETR (Kamath et al. 2021) as our baseline and our model is an improvement upon it. As there are only pre-trained models in the MDETR paper, which is not easy for the community to compare, we design the base setting on Flickr30 Entities without pre-training in this section. All models are trained on 4 Nvidia A100 GPUs with a ResNet50 backbone and each GPU contains 4 images.

**Results on Flickr30k Entities and ablations.** All models for Flickr30k are trained for 24 epochs with a learning rate drop at the 20th epoch. We compare our DQ-DETR and MDETR in Table 5. Our proposed DQ-DETR outperforms
Table 4: Top-1 accuracy comparison on the referring expression comprehension task.

| Method         | Pre-training | RefCOCO  | RefCOCO+ | RefCOCOg |
|----------------|--------------|----------|----------|----------|
|                | image data   | val      | testA    | testB    | val      | test    |
| MAttNet        | None         | 76.65    | 81.14    | 69.99    | 65.33    | 71.62   | 56.02   | 66.58    | 67.27    |
| VGTR           | None         | 79.20    | 82.32    | 73.78    | 63.91    | 70.09   | 56.51   | 65.73    | 67.23    |
| TransVG        | None         | 81.02    | 82.72    | 78.35    | 64.82    | 70.70   | 56.94   | 68.67    | 67.73    |
| ViLBERT        | 3.3M         | -        | -        | -        | 72.34    | 78.52   | 62.61   | -        | -        |
| VL-BERT_L      | 3.3M         | -        | -        | -        | 72.59    | 78.57   | 62.30   | -        | -        |
| UNITER_L       | 4.6M         | 81.41    | 87.04    | 74.17    | 75.90    | 81.45   | 66.70   | 74.86    | 75.77    |
| VILLA_L        | 4.6M         | 82.39    | 87.48    | 74.84    | 76.17    | 81.54   | 66.84   | 76.18    | 76.71    |
| ERNIE-ViL_L    | 4.3M         | -        | -        | -        | 75.95    | 82.07   | 66.88   | -        | -        |
| RefTR          | 100k         | 85.65    | 88.73    | 81.16    | 77.55    | 82.26   | 68.99   | 79.25    | 80.01    |
| SeqTR          | 174k         | 87.00    | 90.15    | 83.59    | 78.69    | 84.51   | 71.87   | 82.69    | 83.37    |
| OFA            | 50M          | 88.48    | 90.67    | 83.30    | 81.39    | 87.15   | 74.29   | 82.29    | 82.31    |
| MDETR          | 200k         | 86.75    | 89.58    | 81.41    | 79.52    | 84.09   | 70.62   | 81.64    | 80.89    |
| DQ-DETR(Ours)  | 200k         | **88.63**| **91.04**| **83.51**| **81.66**| **86.15**| **73.21**| **82.76**| **83.44**|

Table 5: Ablation results for DQ-DETR and a comparison with MDETR. All models are trained with a ResNet-50 backbone for 24 epochs, with a learning rate drop at the 20-th epoch. We use the ANY-BOX protocol for Recall@k metrics in this table.

MDETR with a large margin, e.g., +13.14% CMAP50 and +4.70% Recall@1 on Flickr30k entities.

We provide the ablations in Table 5 as well. The dual query design introduces a gain of 1.60% CMAP50 in our experiments, which demonstrates the effectiveness of our dual query design. Moreover, we find the positional query sharing strategy helps improve the results as well, which highlights the necessity of our carefully designed dual queries. The multi-scale design and the text mask-guided attention also help the training of our model, each of which introduces a gain of 1−2% CMAP50. We train a variant of MDETR with 200 queries for a fair comparison with our models. Surprisingly, we find the result drops a lot. We speculate that the data imbalance leads to the result, as more queries will exacerbate the imbalance of classes. In contrast, our model, which outputs 100 results like the original DETR, will not suffer from this problem. We will leave it as a future work to study how to scale up the model with more queries.

**Conclusion**

We have presented an overview of visual grounding tasks and identified an often overlooked phrase extraction step. The observation inspires us to re-emphasize a PEG (phrase extraction and grounding) task and propose a new CMAP (cross-modal average precision) metric. The CMAP overcomes the ambiguity of Recall@1 in many-box-to-one-phrase cases in phrase grounding tasks. Moreover, we propose a new interpretation of the PEG task as a dual detection problem by viewing phrase localization as a 1D text segmentation problem. With this new interpretation, we developed a dual query-based DETR-like model DQ-DETR for phrase grounding. Such a decoupled query design helps alleviate the difficulty of modality alignment between image and text, yielding both faster convergence and better performance. We also proposed a text mask-guided attention to constrain a text query to the masked text tokens in cross-attention modules. We conducted extensive experiments to verify the effectiveness of our model design.
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