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Abstract: Under an internet background involving artificial intelligence and big data—unstructured, materialized, network graph-structured data, such as social networks, knowledge graphs, and compound molecules, have gradually entered into various specific business scenarios. One problem that urgently needs to be solved in the industry involves how to perform feature extractions, transformations, and operations in graph-structured data to solve downstream tasks, such as node classifications and graph classifications in actual business scenarios. Therefore, this paper proposes a gated recursion-based graph neural network (GR-GNN) algorithm to solve tasks such as node depth-dependent feature extractions and node classifications for graph-structured data. The GRU neural network unit was used to complete the node classification task and, thereby, construct the GR-GNN model. In order to verify the accuracy, effectiveness, and superiority of the algorithm on the open datasets Cora, CiteseerX, and PubMed, the algorithm was used to compare the operation results with the classical graph neural network baseline algorithms GCN, GAT, and GraphSAGE, respectively. The experimental results show that, on the validation set, the accuracy and target loss of the GR-GNN algorithm are better than or equal to other baseline algorithms; in terms of algorithm convergence speed, the performance of the GR-GNN algorithm is comparable to that of the GCN algorithm, which is higher than other algorithms. The research results show that the GR-GNN algorithm proposed in this paper has high accuracy and computational efficiency, and very wide application significance.
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1. Introduction

Deep learning, under an internet background of artificial intelligence and big data, has achieved remarkable achievements in many fields, including computer vision, natural language processing, and speech recognition. The deep learning algorithm automatically extracts high-dimensional deep features from the input image information, text information, voice information, and other data by establishing a neural network. These deep features are used for downstream classification and prediction tasks via encoding and decoding layers, convolution layers, pooling layers, and activation function layers. Deep learning, compared with traditional machine learning algorithms, has significantly improved in automatic feature extraction, identification of information dimensions, and information quality, and it can generate high-dimensional abstract feature representations with stronger representation learning capabilities. However, researchers gradually discovered that deep learning cannot solve and adapt to the data in all scenarios. This is because, in the fields of computer vision, natural language processing, speech recognition, etc., images, text, voices,
and videos all have the same data characteristics and dimensions in data format; these kinds of data are called the Euclidean structure. In actual scenarios and businesses, there are graph data with non-European structures, such as social networks, knowledge graphs, proteins, compound molecules, the internet, etc. In these fields, deep learning algorithm performances are not very ideal, mainly because, in graph-structured data, each node has its own attribute characteristics, and the dependencies between nodes are complex and diverse. For example, graphs can be divided into directed graphs and undirected graphs according to whether the edges between graph nodes have directions; according to whether there is weight between graph nodes, they can be divided into weighted graphs and unweighted graphs, and so on. In the mathematical expressions of these graph-structured data, the dimensions of the feature matrix of each region are not uniform, as shown in Figure 1. As a result, neural networks such as CNN can no longer directly perform operations, such as convolution and pooling, on their graph-structured data, and models constructed from graph-structured data can no longer have local connections, weight sharing, and feature abstraction [1].

**Figure 1.** Feature extraction of graph structure data.

Therefore, how to apply deep learning algorithms to analyze graph-structured data has become challenging.

### 1.1. Research Status of GNN

In recent years, Gori et al. [2] first proposed the concept of a graph neural network (GNN), which uses RNN units to compress node and label information in graph-structured data; Bruna et al. [3] proposed a graph convolutional network (GCN), which formally uses CNN to process graph-structured data. The GCN network integrates the structural information of the source node and neighbor nodes through the Laplace matrix, and gives the fixed-dimensional feature vector of each node in the graph-structured data. Then the feature vector is input into the CNN neural network, which is applied to downstream tasks, such as node classification and link prediction. The GCN network algorithm provides annotations for analyzing graph-structured data using deep learning algorithms, after which various GNN variants are constructed one after another. The main variants of graph neural networks and related presentations are shown in Table 1.
Table 1. Main variants and introduction of graph neural networks.

| Graph Neural Network Classification | Improved Variant Algorithm | Research Content |
|-----------------------------------|----------------------------|------------------|
| Network embedding [4]             | DeepWalk [5], LINE [6], Node2Vec [7]. | These algorithms mainly learn fixed-length feature representations for each node by integrating the graph structure information of source nodes and neighbor nodes. |
|                                   | Spectral decomposition graph convolution: Chebyshev [8], CayleyNet [9], AGCN [10]. | The algorithm mainly performs feature extraction by convolving the eigenvectors of the Laplacian matrix of the graph. |
| Graph convolution network         | Spatial graph convolution: PATCHY-SAN [11], GraphSAGE [12], FastGCN [13]. | The algorithm mainly performs feature extraction using convolution operations on the structural information of the source node and neighbor nodes. |
| Graph auto-encoder (GAE)          | MGAE [14], AutoGCN [15]. | The algorithm mainly designs a stack denoising autoencoder to extract features from the structural information generated by the random walk model. |
| Graph generative network (GGN) [16] | Graph-GAN [17], NetGAN [18]. | The algorithm mainly uses the Bayesian network to learn the dependency structure between random node variables and uses the expectation propagation algorithm to train the generator and discriminator. |
| Graph recurrent network (GRN) [19] | GGT-NN [20], GraphRNN [21]. | The GRN algorithm is one of the earliest GNN models. It generally uses bidirectional RNN (Bi-RNN) and the long short-term memory network (LSTM) as the network structure and feature extraction. |
| Graph attention network (GAT)     | GATE [22], RGAT [23], GAM [24]. | The algorithm builds a multi-head attention mechanism on the basis of spatial graph convolution, and uses it to generate a feature aggregation function of a stacked spatial graph convolution for feature extraction. |

By researching the above papers, we found that: whether it is a graph neural network algorithm that solves tasks such as node classification and link prediction of graph-structured data, or a graph neural network algorithm that solves tasks such as text reasoning, shortest paths, and Euler cycles, the focus is on the feature fusion and extraction of the source node and its first-order and second-order neighbor nodes, but none of the deep chain-dependent features of the source node are extracted. For example, regarding a knowledge graph, such as an open source software supply chain, the quality of the underlying software open source framework and algorithm directly or indirectly affect the security and reliability of integrated software services, such as software product components and software product platforms. The impact is cumulative as the degree of software integration increases.
1.2. Related Work

This paper proposes a gated recursive graph neural network (GR-GNN) algorithm to solve the problems of extracting deep-dependent features between nodes and node classification. The algorithm mainly uses the biased random walk algorithm (bias random walk) in NodeVec [13], the degree matrix, and the adjacency matrix of the graph structure data to construct a deep chain adjacency matrix (deep chain adjacency matrix, DCAM). Through this deep chain adjacency matrix (DCAM), the deep chain-dependent features of the source node and its neighbor nodes are fused, and the feature representation of the source node is regenerated on the spatial structure. This chain-based dependency feature extraction is suitable for processing graph-structured data with strong entity node dependencies, such as open-source software supply chain knowledge graphs. In addition, the GRU neural network unit similar to the literature [19] is used in feature calculations.

This paper is structured as follows. The Section 1 presents the research background, research status, and research route of the paper. The Section 2 explains the concept definitions and technical theories involved in the algorithm proposed in this paper. The Section 3 demonstrates the theoretical derivation process of the GR-GNN algorithm. The Section 4 involves testing the GR-GNN algorithm proposed in this paper to verify its accuracy and superiority. This experiment mainly uses graph neural network algorithms, such as GR-GNN, GCN, GraphSAGE, and GAT on public datasets, such as Cora, PubMed, and CiteseerX to perform performance comparison tests on node classification tasks. The Section 5 presents the conclusion and future research directions.

2. Overview

This section provides definitions of key concepts and the related technical theory.

2.1. Symbols and Definitions

**Definition 1.** The graph is composed of nodes (vertex) and edges (edge) connected between nodes, denoted as \( G = (V, E, A, X, D, M) \), where \( V \) represents the set of nodes in the graph network structure, \( E \) represents the set of edges in the graph network structure, \( A^{N \times N} \) represents the adjacency matrix in the graph network structure, \( X^{N \times F} \) represents the feature matrix of nodes in the graph network structure, \( D^{N \times N} \) represents the degree matrix of the graph network structure, \( M^{N \times N} \) represents the random adjacency matrix generated by the nodes in the graph network structure according to the bias random walk strategy, \( N \) and \( F \) represent the number of nodes and the feature dimension of the nodes, respectively.

**Definition 2.** Deep chain adjacency matrix (DCAM), which is composed of the degree matrix, adjacency matrix, random adjacency matrix, and parameters \( \beta \):

\[
DCAM = D - \left[ A + \beta \ast (M - A) \right]
\]  

(1)

The matrix has non-zero values at the center node, first-order adjacency nodes, and depth random walk nodes, and the rest are zero.

**Definition 3.** Normalized depth chained adjacency matrix (N_DCAM):

\[
DCAM_{ij}' = \frac{DCAM_{ij}}{\max(DCAM_{ij}) - \min(DCAM_{ij})}
\]

(2)

where \( \max(\cdot) \) and \( \min(\cdot) \) represent the maximum and minimum values of the column.

2.2. Node2Vec Algorithm

The Node2Vec algorithm [7] was proposed by Grover A in 2016. It is a representation learning algorithm that maps each node in the network graph structure to a low-dimensional space through unsupervised learning. This algorithm improves the random walk algorithm in Deepwalk [5], introduces a weighted random walk strategy, forms a
series of linear sequences, and inputs these linear sequences into the Skip-gram model [25] for training word vector, which can better take into account the homogeneity and structural similarity of nodes.

According to Definition 1, the goal of the Node2Vec algorithm is to learn a map \( f : V \to \mathbb{R}^d \) (where \( F \ll N \)) that maps the structural features of each node to a feature representation \( \vec{w}_v \) in a low-dimensional space. The feature representation of this low-dimensional space can be used for downstream classification or prediction tasks. This paper does not directly use the final feature expression \( \vec{w}_v \) of the Node2Vec algorithm, but adopts the biased random walk sampling strategy in the algorithm to optimize the spatial structure characteristics of nodes, to improve the depth dependence characteristics between nodes.

For each node \( v \), its graph-structured neighbor is \( N_S(v) \subset V \) collected with a biased random sampling strategy \( S \). Similar to the Skip-gram algorithm, the optimization function of Node2Vec is: given a node \( v \), the maximum log-likelihood function of its neighbor node \( N_S(v) \) in the low-dimensional space, namely:

\[
\text{max}_f \sum_{v \in V} \log(P(N_S(v)|\vec{w}_v))
\]

where \( \vec{w}_v = f(v) \in \mathbb{R}^d \).

To solve the optimization problem of this objective, the Node2Vec algorithm makes two key assumptions:

1. **Conditional independence assumption**: given a node \( v \), any two nodes \( v_1 \) and \( v_2 \) in its neighbor node \( N_S \), \( v_1 \) and \( v \) becoming neighbors have nothing to do with \( v_2 \) and \( v \) becoming neighbors; that is:

\[
P(N_S(v)|\vec{w}_v) = \prod_{v_i \in N_S(v)} P(\vec{w}_{v_i}|\vec{w}_v)
\]

2. **Spatial symmetry**: given a node \( v \), it shares the same representation vector as a source node and as a neighbor node, so the conditional probability is constructed by the Softmax function:

\[
P(\vec{w}_{v_i}|\vec{w}_v) = \frac{\exp(\vec{\omega}_{v_i} \cdot \vec{w}_v)}{\sum_{\vec{v}' \in V} \exp(\vec{\omega}_{v'} \cdot \vec{w}_v)}
\]

Therefore, the objective function of Node2Vec is:

\[
J = \sum_{v \in V} [-\log Z_v + \sum_{v_i \in N_S(v)} \vec{\omega}_{v_i} \cdot \vec{w}_v]
\]

where \( Z_v = \sum_{v' \in V} \exp(\vec{\omega}_{v'} \cdot \vec{w}_v), i \in [0, \text{len}(N_S(v))] \).

For the sampling strategy \( S \), since the text is linear, the Skip-gram algorithm obtains the neighbors \( N_S(v) \) of the word \( v \) through the upper and lower continuous sliding windows of the text. However, the graph network structure is not linear, so it is difficult to directly define its neighbors. The Node2Vec algorithm proposes a weighted random walk algorithm. In this algorithm, for source node \( v \), a neighbor sequence of fixed length \( L \) is generated using the following conditional distribution:

\[
P(c_i = x|c_{i-1} = v) = \begin{cases} 
\frac{\alpha_{pq}}{Z}, & \text{if } (v, x) \in E \\
0, & \text{otherwise}
\end{cases}
\]

where \( c_i \) represents the \( i-th \) node in the random walk, \( \pi_{i}(vx) \) represents the transition probability from node \( v \) to node \( x \), \( Z \) is the normalization factor. In the random walk probability \( \pi_{i}(vx) = \alpha_{pq}(t, x) \cdot w_{vx} \), \( w_{vx} \) is the weight of edge \((v, x)\) , \( \alpha_{pq}(t, x) \) is given by the
following formula, where \( t \) is the previous node, \( v \) is the current node, and \( x \) is the next possible node.

\[
\alpha_{pq}(t, x) = \begin{cases} 
\frac{1}{p}, & d(tx) = 0 \\
1, & d(tx) = 1 \\
\frac{1}{q}, & d(tx) = 2 
\end{cases}
\] (8)

Among them, \( d(tx) \) represents the shortest path between node \( t \) and node \( x \), and by adjusting factors \( p \) and \( q \), a balance can be achieved between BFS and DFS sampling strategies.

In Figure 2, when \( q > 1 \), the probability of node traversal is more inclined to the neighbor node \( x_1 \) that is closer to node \( t \), which belongs to the BFS search strategy; when \( p > 1 \), the probability of node traversal is more inclined to nodes \( x_2 \) and \( x_3 \) those are farther from node \( t \), which belongs to the DFS search strategy. After obtaining the neighbor node set \( N_{S}(v) \), use the Skip-gram model to train the nodes to obtain the vector representation of the nodes.

![Figure 2. Schematic diagram of the neighbor node search route.](image)

Note: BFS is a breadth-first search strategy, which is conducive to considering the structural similarity of nodes; DFS is a depth-first search strategy, which is conducive to considering the homogeneity of nodes. The DFS strategy plays an important role in optimizing the gated recurrent graph neural network algorithm.

2.3. GRU Model

The recurrent neural network algorithm (RNN) is a very important algorithm in the field of deep learning, which is widely used in machine translation, speech recognition, and other fields with time series. However, RNN also has its own shortcomings; that is, it cannot handle the problem of long-term distance dependence. The long-term distance dependence will produce the problem of gradient disappearance and gradient explosion. Therefore, many variants of RNN have been proposed, for example, the more classic ones are the long short-term memory network (LSTM) and gated recurrent unit neural network(s) (GRU), as shown in Figure 3. The GRU network model simplifies the LSTM network model, and combines the forget gate and the input gate in the LSTM algorithm into an update gate, which greatly simplifies the algorithm structure of the LSTM network model, and improves the operation time and accuracy.
In Figure 3, $x_t$ represents the model input data at time $t$, $h_{t-1}$ represents the output result after the input data are calculated by the reset gate and the update gate at the previous moment, $r_t$ represents the information reset gate, $z_t$ represents the information update gate, $h_t$ represents the state to be activated, represents the output of the model at the current time $t$. The formula is as follows:

$$z_t = \sigma(W_z \cdot [h_{t-1}, x_t]) \quad (9)$$

$$r_t = \sigma(W_r \cdot [h_{t-1}, x_t]) \quad (10)$$

$$\hat{h}_t = \tanh(W \cdot [r_t \ast h_{t-1}, x_t]) \quad (11)$$

$$h_t = (1 - z_t) \ast h_{t-1} + z_t \hat{h}_t \quad (12)$$

Among them, $\sigma$ is the sigmoid function, $W$ is the weight matrix, $[A, B]$ represent the splicing of the feature matrix $A$ and the feature matrix $B$.

It can be seen from the above formula that the output at the current time $t$ is not only related to the input data of the current time, but also related to the input data of the previous time. Moreover, the parameters of the GRU unit are less than those of the traditional RNN network and LSTM network, so the amount of the calculation is relatively small, and the training time of the model is shorter.

3. Gated Recursion-Based Graph Neural Network (GR-GNN) Algorithm

This section will focus on the gated recursion-graph neural network (GR-GNN) proposed in this paper. The algorithm fully combines the advantages of the biased random walk algorithm and the GRU neural network, and the accuracy and effectiveness of the algorithm have been verified in the node classification task.

3.1. Feature Pre-Training

First, according to the biased random search strategy in Node2Vec, the graph depth walk sequence (denoted as $L_{N \times \text{len}_\text{seq}}$) is constructed for each node in the graph $G$, and we record the index of each node in the sequence (denoted as $L_{\text{Index}_{N \times \text{len}_\text{seq}}}$). Then a random adjacency matrix $M_{N \times N}$ is constructed from the sequence of depth walks ($L_{N \times \text{len}_\text{seq}}$); we construct a first-order adjacency matrix $A_{N \times N}$ and degree matrix $D_{N \times N}$ according to the network structure of graph $G$. Finally, a normalized depth chain adjacency matrix ($N_{\text{DCAM}}$) is generated according to Equation (2).
3.2. Model Construction

According to the generated depth chained adjacency matrix (N_DCAM) and depth walk sequence (L_{N\times \text{len}_\text{seq}}) in Section 3.1, we need to sort and concatenate the sparse features of the source nodes. The specific process is shown in Figure 4.

![Figure 4](image)

**Figure 4.** Feature ordering and splicing of source nodes.

It can be seen from Figure 4 that the red nodes represent the first-order neighbor nodes of source node 1, and the blue nodes represent the biased random walk nodes of source node 1 (DFS depth search strategy). The purpose of feature sorting is to construct the time series features of the source node, which is convenient for the GRU unit to perform dependent feature extraction. The feature concatenation length of the source node is \( \text{seq} \_\text{concat} = \text{len}_\text{seq} + \max(\text{nodes} \_\text{degree}) \). The GRU message transmission model is as follows:

\[
\begin{align*}
    h_v^{(1)} &= [x_v^T, x_{\text{sort} & \text{seq} \_\text{concat}}^T, 0]^T & \quad (13) \\
    a_v^{(t)} &= N \_\text{DCAM}_v^T \times \text{ReLU}(W_h [h_v^{(t-1)}; \ldots; h_N^{(t-1)}]^T) + b & \quad (14) \\
    z_v^t &= \sigma(W_z a_v^{(t)} + U z_{h_v}^{(t-1)}) & \quad (15) \\
    r_v^t &= \sigma(W_r a_v^{(t)} + U r_{h_v}^{(t-1)}) & \quad (16) \\
    \hat{h}_v^{(t)} &= \tanh(W_a a_v^{(t)} + U (r_v^t \ast \hat{h}_v^{(t-1)})) & \quad (17) \\
    h_v^{(t)} &= (1 - z_v^t) \ast h_v^{(t-1)} + z_v^t \ast \hat{h}_v^{(t)} & \quad (18) \\
    \text{output} &= W_{\text{final}} [h_1^{\text{final}}, h_2^{\text{final}}, \ldots, h_N^{\text{final}}]^T & \quad (19)
\end{align*}
\]

Among them, \( h_v^{(t)} \in R^{1 \times F \times \text{len}_{\text{concat}}} \) is used to determine how to transmit messages between nodes \( v \) at different times; \( N \_\text{DCAM}_v^T \) represents the normalized depth-chained adjacency matrix of node \( v \); \( \sigma(x) = 1 / (1 + e^{-x}) \) is the sigmoid function; \( z_v^t \) and \( r_v^t \) represent the update gate and reset gate of the network model; \( \times \) represents matrix multiplication; \( * \) means element-wise multiplication; \( \text{output} \in R^{N \times \text{classes} \_\text{num}} \).

The steps of the gated recurrent graph neural network algorithm are as follows:

Step 1: first, let the parameter \( p = 1.2 \) and \( q = 0.78 \) (the optimal parameter after random training) in Equation (8), the biased random walk strategy is more inclined to the DFS strategy. Then, according to the spatial network structure of graph \( G \) and the biased random walk strategy, a depth walk sequence \( (L_{N \times \text{len}_\text{seq}}) \) and its index sequence \( (L \_\text{Index}_{N \times \text{len}_\text{seq}}) \), a random adjacency matrix \( M^{N \times N} \), a first-order adjacency matrix \( A^{N \times N} \), and a degree matrix \( D^{N \times N} \) are generated.

Step 2: generate a normalized depth chain adjacency matrix \( N \_\text{DCAM} \) according to Equations (1) and (2) (where \( \beta = 0.5 \), the value obtained after random training and testing).

Step 3: according to Formula (1) and index sequence \( (L \_\text{Index}_{N \times \text{len}_\text{seq}}) \), generate the feature sorting and splicing vector \( X_{\text{sort} \_\text{concat}} \) of each node.

Step 4: the aggregated vector representation of graph nodes is abstracted and transformed by the GRU operator in Equations (13)–(19), and the cross-entropy loss function is
used to calculate the loss and the Adam algorithm to iteratively update the weight of the neural network;

Step 5: at the end, the optimal GR-GNN model is obtained.
The specific process is shown in Figure 5.

![GR-GNN algorithm process](image)

**Figure 5.** GR-GNN algorithm process.

### 4. Experimental Evaluation

This section mainly presents experiments conducted on the algorithm proposed in this paper on public datasets, and verifies the accuracy and effectiveness of the algorithm through the experimental results.

#### 4.1. Experiment Preparation

This subsection describes the experimental environment, experimental data, and evaluation criteria in detail.

##### 4.1.1. Experimental Environment

This lab was conducted on the deep learning framework PyTorch. PyTorch is the python version of Torch. It is a neural network framework open-sourced by Facebook and is especially designed for GPU-accelerated deep neural network (DNN) programming. Torch is a classic tensor library used for manipulating multidimensional data, with a wide range of applications in machine learning and other math-intensive fields. Table 2 shows the experimental environment parameters.

| Name                  | Value                      |
|-----------------------|----------------------------|
| Operating system      | Ubuntu 18.04               |
| Programming language  | Python                     |
| Development framework | PyTorch                    |
| CPU                   | Intel(R) Core(TM) i9-10900K|
| RAM                   | 64G                        |
| GPU                   | RTX 3090                   |

##### 4.1.2. Evaluation Index

This paper uses the Micro-F1 score to evaluate the model on the multi-classification task, calculating the precision and recall for all classification training and testing. The Micro-F1 method is mainly used to evaluate the indicators of multi-classification tasks. It balances precision and recall, and is also defined as the harmonic mean of precision and recall. The calculation formula of Micro-F1 is:

$$Micro - F1 = \frac{TP + FP}{TP + TN + FP + FN}$$ (20)
Among them, $TP$ represents true positives, $FP$ represents false positives, $TN$ represents true negatives, and $FN$ represents false negatives; the higher the value of Micro-F1, the better the model classification effect and the better the model performance.

4.1.3. Data Preparation

In this paper, a large number of comparative experiments were conducted on the proposed gated recurrent graph neural network (GR-GNN) model. We used public datasets Cora, PubMed, and CiteseerX as training and testing objects and compared them with the very classic graph neural network baseline models GCN, GAT, GraphSAGE, etc., in terms of algorithm accuracy and computational efficiency. The overview of the experimental dataset is shown in Table 3.

Table 3. Overview of the experimental dataset.

|          | Cora | CiteseerX | PubMed |
|----------|------|-----------|--------|
| Nodes    | 2708 | 3327      | 19,717 |
| Edges    | 5429 | 4732      | 44,338 |
| Features/node | 1433 | 3703      | 500    |
| Classes  | 7    | 6         | 3      |
| Training nodes | 140  | 120       | 60     |
| Validation nodes | 500  | 500       | 500    |
| Test nodes | 1000 | 1000      | 1000   |

4.2. Experimental Results and Analysis

Through training and testing on public datasets, such as Cora, CiteseerX, and PubMed, the calculation results of Micro-F1 of GCN, GAT, GraphSAGE, and GR-GNN are shown in Table 4.

Table 4. Comparison of Micro-F1 values in the test set of GCN, GAT, GraphSAGE and GR-GNN algorithms in the public dataset.

| Methods   | Cora | CiteseerX | PubMed |
|-----------|------|-----------|--------|
| GCN       | 81.5%| 70.3%     | 79.0%  |
| GAT       | 83.0%| 72.5%     | 79.0%  |
| GraphSAGE | 82.3%| 71.7%     | 78.3%  |
| GR-GNN    | 83 ± 0.5%| 73 ± 0.7%| 79.3 ± 0.3%|

As can be seen from Table 4, after repeating the training process for about 10 times, within the error range, the algorithm proposed in this paper is better than or equal to the classical graph neural network (GCN, GAT, GraphSAGE) in the average Micro-F1 value of the validation set. This shows that the GR-GNN algorithm proposed in this paper is suitable for various environments and has high accuracy.

In addition, in order to reflect the training effect of the model during training and validation, the training set loss and validation set accuracy were collected during the training process, respectively. Using the Cora dataset as an example, the comparison results of the training set loss and validation set accuracy of GCN, GAT, GraphSAGE, and GR-GNN are shown in Figure 6. The ROC curve can well represent the performance and accuracy of the model. The ROC curve of the validation set is shown in Figure 7.
Figure 6. Comparison of training error and validation accuracy of GCN, GAT, GraphSAGE, and GR-GNN on the Cora dataset.

Figure 7. Comparison of training error and validation accuracy of GCN, GAT, GraphSAGE, and GR-GNN on the Cora dataset.

The accuracy rate of GR-GNN in the validation set is the highest, and the loss of GR-GNN in the training set is the lowest. Moreover, when iterating 1000 times, $T_{\text{GAT}} = 148.0842$ s, $T_{\text{GCN}} = 2.66$ s, $T_{\text{GraphSAGE}} = 50.77$ s, $T_{\text{GR-GNN}} = 6.75$ s. It can be seen that the computational efficiency of the GR-GNN model is second only to the GCN model. There are two main reasons; one is that the GR-GNN model uses a more complex GRU operator, and the other is that when the node features are aggregated—the features of the first-order neighbor nodes as well as of the deep chain-dependent nodes are aggregated.

Because the Cora dataset is multi-class, the traditional true positive rate and false positive rate can no longer meet the ROC curve drawing of multi-class scenarios. Therefore, this paper averages the calculated true positive rate and false positive rate by converting the multi-class problem into a binary problem, and the ROC curve of Figure 6 is obtained. As can be seen from Figure 7, the computational performances of these four methods on the Cora dataset are not very different, but the GR-GNN algorithm proposed in this paper clearly outperforms the other classical algorithms.

5. Conclusions

We conducted extensive research on graph neural networks. This paper improves the biased random walk strategy in the Node2Vec algorithm and deeply mines the chain-dependent features of graph neural networks, reconstructing the iterative logic of the GRU unit operator, to extract, abstract, and transform the depth-dependent features of the nodes, and complete the downstream node classification task. Finally, in this paper, we propose a graph neural network algorithm based on gated recursion (GR-GNN). The algorithm, after training and testing on public datasets, was shown to have high accuracy.
and convergence rates. Experiments show that it has great advantages in node classification tasks, particularly in solving knowledge graph node depth dependence and node attribute feature extraction.

In future work, the authors will further verify the robustness and universality of the algorithm in practical application scenarios (knowledge graph, etc.), and further verify the effectiveness of the algorithm on tasks such as link prediction, shortest path, and the Euler cycle.
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