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Abstract
We consider a backward stochastic differential equation in a Markovian framework for the pair of processes $(Y, Z)$, with generator with quadratic growth with respect to $Z$. Under non-degeneracy assumptions, we prove an analogue of the well-known Bismut-Elworthy formula when the generator has quadratic growth with respect to $Z$. Applications to the solution of a semilinear Kolmogorov equation for the unknown $v$ with nonlinear term with quadratic growth with respect to $\nabla v$ and final condition only bounded and continuous are given, as well as applications to stochastic optimal control problems with quadratic growth.

1 Introduction

In this paper we study a Bismut-Elworthy type formula for BSDEs in a Markovian framework when the generator has quadratic growth with respect to $Z$.

Namely, let us consider a forward stochastic differential equation in the Hilbert space $H$,

\[
\begin{align*}
  dX_{t,x}^{t,x} &= AX_{t,x}^{t,x}d\tau + F(\tau, X_{t,x}^{t,x}) + G(\tau)dW_\tau, \\
  X_{t,x}^{t,x} &= x,
\end{align*}
\]

where $A$ is the generator of a strongly continuous semigroup in $H$, $\{W_\tau, \tau \geq 0\}$ is a cylindrical Wiener process in $H$, and the maps $F$ and $G$ are defined on $[0, T] \times H$ and on $[0, T]$ respectively, and take their values in $H$ and $L(H; H)$, respectively. The solution of equation (1.1) will be denoted by $X_\tau$, or also by $X_{t,x}^{t,x}$ to stress the dependence on the initial conditions. The transition semigroup related to $X_{t,x}^{t,x}$ is denoted by

\[P_{t,\tau}[\phi](x) := \mathbb{E}\phi(X_{\tau}^{t,x}).\]

At least formally, the generator of $P_{t,\tau}$ is the second order differential operator

\[\langle \mathcal{L}_t f \rangle (x) = \frac{1}{2} \langle \text{Tr} G(t) G^*(t) \nabla^2 f \rangle (x) + \langle Ax, \nabla f(x) \rangle + \langle F(t, x), \nabla f(x) \rangle, \quad 0 \leq t \leq T.\]

Under the invertibility assumption on $G$,

\[|G^{-1}(\tau)| \leq C,\]

and in the case of $G$ depending also on $x \in H$, the infinite dimensional extension for the Bismut-Elworthy formula has been proved, see e.g. [6], [9]. According to the Bismut formula, for every $0 \leq t < \tau \leq T$, $x \in H$, for every direction $h \in H$, and for every bounded and continuous real function $f$ defined on $H$,

\[\langle \nabla_x P_{t,\tau}[f](x), h \rangle = \mathbb{E}f(X_{\tau}^{t,x}) U_{\tau}^{h,t,x},\]

(1.2)
where
\[
U^{h,t,x}_\tau := \frac{1}{\tau-t} \int_{t}^{\tau} \langle G^{-1}(r, X^{t,x}_\tau) \nabla_x X^{t,x}_\tau h, dW_r \rangle
\]

Also in [6] and [9], the Bismut formula has been used as a basic tool to study the semilinear Kolmogorov equation driven by \( \mathcal{L}_t \):
\[
\begin{align*}
\begin{cases}
-\frac{\partial}{\partial t} (t, x) = \mathcal{L}_t v(t, x) + \psi(t, x, v(t, x), \nabla v(t, x) G(t)), & t \in [0, T], \ x \in H \\
v(T, x) = \phi(x),
\end{cases}
\end{align*}
\]

in the case of hamiltonian function \( \psi \) lipschitz continuous with respect to \( \nabla v \). We point out that the hamiltonian function \( \psi \), here in equation (1.3), and throughout the paper, depends on the directional derivative \( \nabla v G \), but since \( G \) is invertible this is equivalent to consider an hamiltonian function depending on the derivative \( \nabla v \).

We recall that by mild solution for the Kolmogorov equation (1.3) we mean a bounded and continuous function \( v : [0, T] \times H \to H \), once Gâteaux differentiable with respect to \( x \), such that \( v \) satisfies the integral equality
\[
v(t, x) = P_{t,T}[\phi](x) + \int_{t}^{T} P_{t,s}[\psi(s, \cdot, v(s, \cdot), \nabla v(s, \cdot) G(s))] (x) \, ds. \ t \in [0, T], \ x \in H. \tag{1.4}
\]

Notice that as a byproduct of the Bismut formula (1.2), we get the estimate
\[
|\langle \nabla_x P_{t,\tau}[f](x), h \rangle| \leq C(\tau-t)^{-\frac{1}{2}} \|h\| \|f\|_\infty.
\]

Due to the lipschitz character of \( \psi \), this is sufficient to prove, by a fixed point argument, existence and uniqueness of a mild solution of the Kolmogorov equation (1.3), see e.g. [14].

In the present paper we aim to solve equation (1.3) when \( \psi \) has quadratic growth with respect to \( \nabla v \); in this case a Bismut formula for the directional derivative of the transition semigroup is no more sufficient to solve the Kolmogorov equation (1.3) by a fixed point argument, see [15] and [20] where the solution of the Kolmogorov equation in the quadratic case is performed.

To this aim, we want to prove a Bismut-Elworthy formula in a nonlinear situation, following [13]. Namely, we recall that connections between partial differential equations and stochahstic differential equations of backward type ( BSDEs in the following ) have been established in the pioneering papers [22], [23], in the finite dimensional case, and have been extended to the infinite dimensional case in [12]. More precisely, let us consider the forward backward system
\[
\begin{align*}
\begin{cases}
\frac{dX^{t,x}_\tau}{d\tau} &= AX^{t,x}_\tau d\tau + F(\tau, X^{t,x}_\tau) + G(\tau) dW_\tau, & \tau \in [t, T] \subset [0, T], \\
X^{t,x}_t &= x, \\
\frac{dY^{t,x}_\tau}{d\tau} &= -\psi(\tau, X^{t,x}_\tau, Y^{t,x}_\tau, Z^{t,x}_\tau) d\tau + Z^{t,x}_\tau dW_\tau, \\
Y^{t,x}_T &= \phi(X^{t,x}_T),
\end{cases}
\end{align*}
\]

where the forward equation is just equation (1.1), and the generator \( \psi \) and the final condition \( \phi \) in the BSDE are just the nonlinear term ( also referred to as hamiltonian ) and the final condition in the semilinear Kolmogorov equation (1.3). If we set \( (X^{t,x}_\tau, Y^{t,x}_\tau, Z^{t,x}_\tau) \) the solution of the FBSDE (1.5), it is well known that the function
\[
v(t, x) := Y^{t,x}_t
\]
is a mild solution of the Kolmogorov equation (1.3), and moreover the following identification for \( Z \) holds true
\[
\nabla v(t, x) = Z^{t,x}_t G^{-1}(t), \ t \in [0, T].
\]
In the present paper we aim to solve a semilinear Kolmogorov equation like (1.3) with $\psi$ quadratic with respect to $\nabla v(t,x)G(t)$, and to do this we want to extend to our context the following nonlinear version of the Bismut-Elworthy formula, see [13]: for $0 \leq t < \tau \leq T$, $x \in H$, for every direction $h \in H$,

$$
E \left[ \nabla_x Y_s^{t,x} h \right] = E \int_s^T \psi \left( r, X_r^{t,x}, Y_r^{t,x}, Z_r^{t,x} \right) U_r^{h,t,x} \, dr + E \left[ \phi(X_T^{t,x})U_T^{h,x} \right]
$$

(1.6)

for $\phi$ and $\psi$ bounded and continuous functions satisfying suitable assumptions, including lipschitzianity of $\psi$ with respect to $Z$. Here we prove a nonlinear Bismut formula like (1.6) when $\psi$ has quadratic growth with respect to $Z$. One of the main tools in proving this formula is the apriori estimates on $Z_t^{t,x}$, where $(X_t^{t,x}, Y_t^{t,x}, Z_t^{t,x})$ is solution to the FBSDE (1.5). Namely, with techniques similar to the ones used in [2] and [25], we are able to prove that

$$
|Z_t^{t,x}| \leq C(T-t)^{-1/2},
$$

(1.7)

where $C$ depends on $t$, $T$, $A$, $F$, $\|\phi\|_{\infty}$. We remark that we are able to prove the fundamental apriori estimates (1.7) only in the case of $G$ not depending on $x$, and consequently the Bismut formula in the quadratic case is proved under this restrictive assumption which is not present in the lipschitz continuous case considered in [13], see also remark 3.5 for further and more technical comments on this point.

If the coefficients are differentiable, beside estimates (1.7), we can also prove, as in [26] and [21], that

$$
|Z_t^{t,x}| \leq C,
$$

where $C$ depends on the derivatives of $\phi$ and $\psi$. This allows to prove a nonlinear Bismut formula in the quadratic case for differentiable $\psi$ and $\phi$, and by an approximation procedure differentiability assumptions can be removed.

The nonlinear Bismut formula (1.6), which has its own independent interest, allows to solve the Kolmogorov equation with hamiltonian function quadratic with respect to $\nabla v$. As we have previously discussed, the solution of the Kolmogorov equation (1.3) in the quadratic case is not a consequence of the linear Bismut formula.

Second order differential equations are a widely studied topic in the literature, see e.g. [9]. In particular mild solutions of semilinear Kolmogorov equations with the structure of equation (1.3) and with $\psi$ lipshitz continuous are studied both by an analytic approach, see e.g. [14] and [18], by a purely probabilistic approach, by means of backward stochastic differential equations (BSDEs in the following), see [12].

In the case of $\psi$ only locally lipschitz continous, we cite [15], [21] and [20], where in particular the quadratic case is studied with datum $\phi$ only continuous. In the present paper we consider an hamiltonian function locally lipschitz continuous and with quadratic growth with respect to $z$, and with respect to $x$ we ask the hamiltonian function $\psi$ and the final datum $\phi$ to be bounded, and no further regularity than continuity in $x$ is asked. The case of an hamiltonian function which is quadratic and locally lipschitz continuous with respect to $z$ is addressed also in [20] with the same assumptions of final datum $\phi$ bounded and continuous with respect to $x$, but with different assumptions on $G$: here $G$ is assumed to be invertible, while in [20] $G$ and $A$ commute. In [20] it is also addressed the case of locally lipschitz continuous hamiltonian function with superquadratic growth with respect to $z$. In this case the final datum is assumed to be bounded and lipschitz continuous with respect to $x$. The paper [21] is a generalization in this direction: the hamiltonian function is locally lipschitz continuous with respect to $z$, and it is allowed also superquadratic growth with respect to $z$, with respect to $x$ the hamiltonian function and the
final datum are allowed to have polynomial growth, but they are assumed to be locally Lipschitz continuous with respect to $x$. See also Remark 5.2 and 6.7 for further technical comments.

We also cite the paper [3] where quadratic infinite dimensional HJB equations are solved by means of BSDEs: the generator $L$ is related to a more general Markov process $X$ than the one considered here in (1.1), and no assumptions on the diffusion coefficient are made, but only the case of final condition $\phi$ and generator $\psi$ Gâteaux differentiable is treated.

In the present paper, by applying the non linear Bismut formula (1.6), we are able to prove existence and uniqueness of a mild solution for the Kolmogorov equation (1.3) with quadratic Hamiltonian function, Lipschitz continuous with respect to $x$, and locally Lipschitz continuous with respect to $\nabla v$, and with final condition only bounded and continuous.

The results are applied to a stochastic optimal control problem, related to a controlled state equation

$$\begin{cases}
  dX^u_t = AX^u_t d\tau + F(\tau, X^u_\tau) d\tau + u_\tau d\tau + G(\tau) dW_\tau, & \tau \in [t, T] \\
  X^u_t = x.
\end{cases} \tag{1.8}$$

and to a cost functional

$$J(t, x, u) = E \int_t^T l(s, X^u_s, u_s) ds + E \phi(X^u_T).$$

where $l$ has quadratic growth with respect to $u$, and the admissible controls $u$ are not asked to take values in a bounded set.

The paper is organized as follows: in section 2 some results on the forward equation are collected, in section 3 connections between BSDEs and Kolmogorov equations are recalled, and the Bismut-Elworthy formula proved in [13] is presented. Section 4 deals with the Bismut-Elworthy formula in the quadratic case, and with $\psi$ smooth and $\phi$ only continuous, in section 5, starting from the Bismut formula proved in 4, the Kolmogorov equation (1.3) is solved with $\psi$ quadratic and only Lipschitz continuous and $\phi$ only continuous, and in 6 applications to control are given, in particular in 6.1 the results are applied to a controlled heat equation.

## 2 Notations and preliminary results on the forward equation

Throughout the paper, we let $(\Omega, F, P)$ be a complete probability space and we denote by $H$ and $\Xi$ real and separable Hilbert spaces. We consider a cylindrical Wiener process $(W_t)_{t \geq 0}$ with values in $\Xi$, and defined on $(\Omega, F, P)$. For $t \geq 0$, let $F_t$ denote the $\sigma$-algebra generated by $(W_s, s \leq t)$ and augmented with the $P$-null sets of $F$. The notation $E_t$ stands for the conditional expectation given $F_t$.

For any real and separable Hilbert space $K$, we denote further

- $S^p(K), 1 \leq p < \infty$, or $S^p$ where no confusion is possible, the space of all predictable processes $(Y_t)_{t \in [0,T]}$ with values in $K$, normed by

$$\|Y\|_{S^p} = \left( E \sup_{t \in [0,T]} |Y_t|^p \right)^{1/p};$$

- $S^\infty(K)$, or $S^\infty$ where no confusion is possible, the space of all bounded predictable processes.
• $\mathcal{M}^p(K)$, $1 \leq p < \infty$, or $\mathcal{M}^p$ where no confusion is possible, the space of all predictable processes $(Z_t)_{t \in [0,T]}$ with values in $K$, normed by

$$\|Z\|_{\mathcal{M}^p} = \left( \mathbb{E} \left( \int_0^T |Z_t|^2 dt \right)^{p/2} \right)^{1/p}.$$ 

Following [12], given two Banach spaces $E$ and $V$ we say that a function $f : X \rightarrow V$ belongs to the class $G^1(E,V)$ if $f$ is continuous and Gâteaux differentiable on $E$, and the gradient $\nabla f : E \rightarrow L(E,V)$ is strongly continuous, that is for every directions $e \in E$ the map $\nabla f(\cdot)e : E \rightarrow V$ is continuous. Generalizations of this definition for functions depending on several variables are immediate, see also [12].

### 2.1 The forward equation

We consider the Markov process $X$ (also denoted $X^{t,x}$ to stress the dependence on the initial conditions) in $H$ solution to equation

$$\begin{cases}
    dX^{t,x}_\tau = AX^{t,x}_\tau d\tau + F(\tau, X^{t,x}_\tau) + G(\tau)dW_\tau, & \tau \in [t,T] \\
    X^{t,x}_t = x,
\end{cases}$$

where $(W_\tau)_{\tau \in [0,T]}$ is a cylindrical Wiener process with values in $\Xi$. On the coefficients of equation (2.1) we assume the following:

**Hypothesis 2.1**

1. The linear operator $A$ is the generator of a strongly continuous semigroup $(e^{tA}, t \geq 0)$ in the Hilbert space $H$.

2. The map $F : [0,T] \times H \rightarrow H$ is measurable and satisfies, for some constant $C > 0$,

   $$|F(t,x)| \leq C(1 + |x|),$$

   $$|F(t,x) - F(t,y)| \leq C|x - y|,$$

   for every $t \in [0,T]$, $x, y \in H$.

3. The map $G : [0,T] \times H \rightarrow L(\Xi, H)$ is such that $\forall \xi \in \Xi$ the map $G\xi : [0,T]H \rightarrow H$ is measurable; for every $s > 0$, $t \in [0,T]$ $e^{sA}G(t,x) \in L_2(\Xi, H)$ and the following estimate hold true

   $$|e^{sA}G(t)|_{L_2(\Xi, H)} \leq Cs^{-\gamma},$$

   for some constant $C > 0$ and $0 \leq \gamma < \frac{1}{2}$.

We need further to assume, on the coefficients $F$ and $G$, the following

**Hypothesis 2.2**

1. For every $s > 0$ and $t \in [0,T]$,

   $$F(t, \cdot) \in G^1(H, H);$$

2. for some constant $C > 0$

   $$|G(t)|_{L(\Xi, H)} \leq C, \quad t \in [0,T].$$
For our main result, we will further assume later that the operators \( G(t) \) are boundedly invertible.

**Proposition 2.3** Under hypothesis 2.1, for every \( p \geq 2 \), there exists a unique process \( X \in \mathcal{S}^p \) solving equation (2.1) and satisfying moreover
\[
E \sup_{\tau \in [0,T]} |X_{t}^{t,x}|^p \leq C(1 + |x|^p).
\]

If also hypothesis 2.2 holds true, we get that the map \((t,x) \mapsto X_{t}^{t,x}\) belongs to \( G^{0,1}([0,T] \times H, \mathcal{S}^p) \), \( \forall 1 \leq p \leq \infty \) and for every direction \( h \in H \), the directional derivative \( \nabla_x X_{t}^{t,x} h \) solves the following equation
\[
\nabla_x X_{t}^{t,x} h = e^{(\tau-t)A}h + \int_{t}^{\tau} e^{(\tau-\sigma)A} \nabla_x F(\sigma, X_{\sigma}^{t,x}) \nabla_x X_{\sigma}^{t,x} h \, d\sigma \tag{2.2}
\]

**Proof.** The proof follows by [8] for the existence part, and by [12] for the differentiability part. Notice that since \( G \) does not depend on \( x \), by a simple application of the Gronwall lemma we get
\[
|\nabla_x X_{t}^{t,x} h| \leq C|h|	ag{2.3}
\]
where \( C \) is uniform with respect to \( \sigma \) and may depend on \( t, T, A \) and on the lipschitz constant of \( F \).

3 The forward-backward system and connections with PDEs

In this section we consider the following forward-backwardsystem: for given \( t \in [0,T] \) and \( x \in H \),
\[
\begin{cases}
    dX_{\tau} = AX_{\tau} d\tau + F(\tau, X_{\tau}) + G(\tau) dW_{\tau}, & \tau \in [t,T] \subset [0,T], \\
    X_t = x, \\
    dY_{\tau} = -\psi(\tau, X_{\tau}, Y_{\tau}, Z_{\tau}) \, d\tau + Z_{\tau} \, dW_{\tau}, \\
    Y_T = \phi(X_T),
\end{cases}
\tag{3.1}
\]
for the unknown \((X,Y,Z)\), also denoted by \((X^{t,x}, Y^{t,x}, Z^{t,x})\) to stress the dependence on the initial conditions \( t \) and \( x \). The process \( X \), which is solution of the forward equation (2.1), has been extended for \( 0 \leq s \leq t \) by setting \( X_s = x \) for \( 0 \leq s \leq t \). The second equation is of backward type for the unknown \((Y,Z)\) and depends on the Markov process \( X \). Under suitable assumptions on the coefficients \( \psi : [0,T] \times H \times \mathbb{R} \times \Xi \to \mathbb{R} \) and \( \phi : H \to \mathbb{R} \) we will look for a solution consisting of a pair of predictable processes, taking values in \( \mathbb{R} \times \Xi \), such that \( Y \) has continuous paths and
\[
\|(Y, Z)\|_{S^{2} \times M^{2}}^2 := \mathbb{E} \sup_{\tau \in [0,T]} |Y_{\tau}|^2 + \mathbb{E} \int_{0}^{T} |Z_{\tau}|^2 \, d\tau < \infty,
\]
see e.g. [22] for the classical starting case where the generator \( \psi \) is assumed to be lipschitz continuous with respect to \( Y \) and \( Z \). In the present paper we assume that the generator is lipschitz continuous with respect to \( y \) and locally lipschitz continuous with respect to \( z \), namely we assume that with respect to \( z \) the generator \( \psi \) has quadratic growth, as stated in the following:
Theorem 3.2
Let this result substantially follows from \[16\].

Proof. This result substantially follows from \[16\].

Many other results concerning not bounded final data and generator with polynomial growth with respect to \(x\) have been proved after \[16\], we cite here \[4\] and \[5\]. In the Markovian framework, if \(G(t) = G\) and if \(\mu < 2\), and moreover if for every \(x, x' \in H\) \(\phi\) and \(\psi\) satisfy

\[
|\psi(t, x, y, z) - \psi(t, x', y, z)| \leq \left( C + \frac{\beta}{2} |x|^r + \frac{\beta}{2} |x'|^r \right) |x - x'|;
\]

and

\[
|\phi(x) - \psi(x')| \leq \left( C + \frac{\alpha}{2} |x|^r + \frac{\alpha}{2} |x'|^r \right) |x - x'|;
\]

then it has been proved in \[26\] existence and uniqueness of a solution for a markovian BSDE, like the one considered in \[3.1\]. Namely in \[25\] it has been proved that there exists a unique solution of the markovian BSDE in \[3.1\] such that

\[
\|Y\|_{S^2} + \|Z\|_{M^2} \leq C,
\]

where \(C\) is a constant that may depend on \(A, F, G, K_\phi, L_\phi, K_\psi, t, T\) but not on \(x\).

Hypothesis 3.1 The function \(\phi\) is continuous and the function \(\psi\) is measurable, moreover for every fixed \(t \in [0, T]\) the map \(\psi(t, \cdot, \cdot, \cdot) : H \times \mathbb{R} \times \Xi \to \mathbb{R}\) is continuous. There exist nonnegative constants \(L_\psi, K_\psi, K_\phi\) such that

\[
|\psi(t, x_1, y_1, z_1) - \psi(t, x_2, y_2, z_2)| \leq L_\psi (|x_1 - x_2| + |y_1 - y_2| + |z_1 - z_2|(1 + |z_1| + |z_2|)),
\]

\[
|\psi(t, x, 0, 0)| \leq K_\psi, \quad |\phi(x)| \leq K_\phi,
\]

for every \(t \in [0, T]\), \(x_1, x_2 \in H\), \(y_1, y_2 \in \mathbb{R}\) and \(z_1, z_2 \in \Xi\).

Theorem 3.2 Let \((X, Y, Z)\) be solution of the forward-backward system \((3.7)\), and assume that hypotheses \([2, 7]\) and \([3, 1]\) hold true. Then there exists a unique solution of the markovian BSDE in \((3.1)\) such that

\[
\|Y\|_{S^2} + \|Z\|_{M^2} \leq C,
\]

where \(C\) is a constant that may depend on \(A, F, G, K_\psi, L_\psi, K_\phi, t, T\) but not on \(x\).
We introduce the notion of mild solution of the non linear Kolmogorov equation (3.2), see e.g. [12]. Let $P_{t,\tau}$, $t \leq \tau \leq T$, the transition semigroup related to the process $X^{t,x}$ solution of the forward equation (2.1), namely, for every bounded and measurable function $\phi : H \to \mathbb{R}$

$$P_{t,\tau}[\phi](x) = \mathbb{E}\phi(X^{t,x}_\tau).$$

Since $L_t$ is at least formally the generator of $(P_{t,s})_{0 \leq t \leq s \leq T}$, the variation of constants formula for (3.2) gives:

$$v(t,x) = P_{t,T}[\phi](x) + \int_t^T P_{t,s}[\psi(s,\cdot,v(s,\cdot),\nabla v(s,\cdot)G(s,\cdot))](x) \, ds, \quad t \in [0,T], \; x \in H. \quad (3.3)$$

We use this formula to give the notion of mild solution for the non linear Kolmogorov equation (3.2).

Definition 3.1 A function $v : [0,T] \times H \to \mathbb{R}$ is a mild solution of the non linear Kolmogorov equation (3.2) if $v \in C_b([0,T] \times H)$ and it is differentiable, namely $v \in \mathcal{G}^{0,1}([0,T] \times H)$ and equality (3.3) holds.

We are ready to give a precise statement of the Feynman Kac formula in the quadratic case.

Theorem 3.3 Let hypotheses 2.1, 2.2 and 3.1 hold true. Moreover assume that $\phi$ is Gateaux differentiable with a bounded derivative, and that $\psi$ is Gateaux differentiable with respect to $x, y$ and $z$ with bounded derivatives. The nonlinear Kolmogorov equation (3.2) has a unique mild solution $v$ given by the formula

$$v(t,x) = Y_t^{t,x}, \quad (t,x) \in [0,T]H$$

where $(X^{t,x},Y^{t,x},Z^{t,x})$ is the solution to the FBSDE 3.1. Moreover, we have, $\mathbb{P}$-a.s.,

$$Y_{s}^{t,x} = v(s,X_{s}^{t,x}), \quad Z_{s}^{t,x} = \nabla_x v(s,X_{s}^{t,x})\nabla_x X_{s}^{t,x}G(s).$$

Moreover under our assumptions, there exists a constant $C$, that may depend also on $\nabla_x \phi$, $\nabla_x \psi$ and $L_\psi$, such that

$$|Z_{s}^{t,x}| \leq C \quad (3.4)$$

Proof. The result is proved in [3], Proposition 12 and Theorem 15, also for the case of $G$ depending on $x$.

We now prove an apriori estimate on $Z_{t,x}$ depending only on the growth of final datum $\phi$ with respect to $x$; since in our framework the coefficients are bounded with respect to $x$, this apriori estimates actually depends on the $L^\infty$-norm of the final datum. To this aim, we need to formulate our fundamental assumption on the invertibility of $G$.

Hypothesis 3.4 For every $t \in [0,T]$, the operator $G(t)$ has a bounded inverse and there exists a constant $B$ such that

$$|G^{-1}(t)| \leq B, \quad t \in [0,T].$$

Remark 3.5 In the following proposition we prove the fundamental apriori estimate on $Z$ (3.5): we prove it by BSDEs’ techniques and we need here that $G$ does not depend on $x$. We are aware that in finite dimension a similar estimates is proved in [7] for operators $G$ depending also on $x$. The extension of this estimate to infinite dimensions is an open problem up to our knowledge. We also notice that in the case of lipschitz generator $\psi$ treated in [13] such an apriori estimate on $Z$ is not necessary to prove the Bismut-Elworthy formula, while it is a fundamental tool in our proof of the Bismut formula in the quadratic case.
Proposition 3.6 Let $(Y, Z)$ be the solution of the BSDE in (3.1). Let hypotheses (2.1) and (2.2) hold true and assume that $G$ satisfies (3.4). Let $\phi$ and $\psi$ satisfy hypotheses (3.1), then the following estimate holds true:

$$|Z_t^{t,x}| \leq C(T-t)^{-1/2},$$

(3.5)

where $C$ depends on $t$, $T$, $A$, $F$, $\|\phi\|_\infty$.

Proof. We start by taking $\phi$ and $\psi$ differentiable with respect to their arguments. Notice that the backward equation is differentiable e.g. following the results in [3]. The proof follows in part the proof of Theorem 3.3 in [25], and we give it adapted to our setting. By differentiating the forward-backward system in (3.1) with respect to the initial condition $x$, we get

$$
\begin{align*}
\left\{ 
\begin{array}{ll}
\frac{d\nabla_x X_t^{t,x}}{dt} &= A \nabla_x X_t^{t,x} + F(\tau, X_t^{t,x}) \nabla_x X_t^{t,x}, \quad \tau \in [t, T] \subset [0, T], \\
\nabla_x X_t^{t,x} &= I,
\end{array}
\right.
\end{align*}
$$

(3.6)

$$
\begin{align*}
\frac{d\nabla_x Y_t^{t,x}}{dt} &= -\nabla_x \psi(\tau, X_t^{t,x}, Y_t^{t,x}, Z_t^{t,x}) \nabla_x X_t^{t,x} - \nabla_y \psi(\tau, X_t^{t,x}, Y_t^{t,x}, Z_t^{t,x}) \nabla_y X_t^{t,x} - \nabla_z \psi(\tau, X_t^{t,x}, Y_t^{t,x}, Z_t^{t,x}) \nabla_z X_t^{t,x} + \nabla_x Z_t^{t,x} dW_t, \\
\nabla_x Y_t^{t,x} &= \nabla_x \phi(X_t^{t,x}) \nabla_x X_t^{t,x}.
\end{align*}
$$

(3.7)

By the Girsanov Theorem, there exists a probability measure $Q$ such that the process $W^Q_t$ given by

$$
W^Q_t := W_t - \int_t^T \nabla_x \psi(s, X_s^{t,x}, Y_s^{t,x}, Z_s^{t,x}) ds
$$

is a cylindrical Wiener process. With respect to $Q$ we can write the solution of the BSDE in (3.6) as

$$
\begin{align*}
\nabla_x Y_t^{t,x} &= \mathbb{E}_Q^T \left[ e^{T-T} \nabla_x \psi(s, X_s^{t,x}, Y_s^{t,x}, Z_s^{t,x}) ds \nabla_x X_t^{t,x} \right. \\
& \quad + \int_t^T e^{T-s} \nabla_x \psi(u, X_u^{t,x}, Y_u^{t,x}, Z_u^{t,x}) du \nabla_x \psi(s, X_s^{t,x}, Y_s^{t,x}, Z_s^{t,x}) \nabla_x X_s^{t,x} ds \bigg].
\end{align*}
$$

(3.7)

Notice that with this change of measure, the equation satisfied by the process $\nabla_x X_t^{t,x}$ does not change because the equation satisfied by $\nabla_x X_t^{t,x}$ is deterministic, the noise does not enter in this equation, and by proposition (2.3) we get that $\nabla_x X_t^{t,x}$ is a bounded process. Moreover also notice that by our assumptions on (3.1), $\psi$ is lipschitz continuous with respect to $x$ and $y$, and so $\nabla_x \psi$ and $\nabla_y \psi$ are bounded by $L_x \psi$. By setting

$$
F_t^{t,x} := e^{T-t} \nabla_x \psi(s, X_s^{t,x}, Y_s^{t,x}, Z_s^{t,x}) ds \nabla_x Y_t^{t,x}
$$

(3.8)

$$
\begin{align*}
&+ \int_t^T \nabla_x \psi(s, X_s^{t,x}, Y_s^{t,x}, Z_s^{t,x}) \nabla_x X_s^{t,x} e^{T-s} \nabla_x \psi(u, X_u^{t,x}, Y_u^{t,x}, Z_u^{t,x}) du ds,
\end{align*}
$$

we get, by (3.7),

$$
F_t^{t,x} = F^T_t - \int_t^T e^{T-s} \nabla_x \psi(u, X_u^{t,x}, Y_u^{t,x}, Z_u^{t,x}) du \nabla Z_s^{t,x} dW^Q_s,
$$

so $F_t^{t,x}$ is a $Q$-martingale and consequently $(F_t^{t,x})^2$ is a $Q$-submartingale, so the following inequalities holds true

$$
\mathbb{E}^Q \int_t^T |F_s^{t,x}|^2 ds \geq (T-t) |F_t^{t,x}|^2 = (T-t)|\nabla_x Y_t^{t,x}|^2 = (T-t)|Z_t^{t,x} G^{-1}(t)|^2;
$$

(3.9)
Moreover by (3.8) we can deduce an expression for 
\[ \mathbb{E}^Q \int_t^T |F_{s,t}^{t,x}|^2 \, ds \]
by noticing that
\[ \mathbb{E}^Q \int_t^T |F_{s,t}^{t,x}|^2 \, ds = \mathbb{E}^Q \int_t^T \mathbb{E}^Q_s |F_{s,t}^{t,x}|^2 \, ds \]
Taking into account that \( Z_{t,x} \) is \( \mathbb{Q} \)-square integrable, that \( |\nabla_x \psi| \leq L_\psi \) and \( |\nabla_y \psi| \leq L_\psi \), and that \( \nabla_x X_{t,x} \) is a bounded process, we get that
\[ \mathbb{E}^Q \int_t^T |F_{s,t}^{t,x}|^2 \, ds \leq C \]
where \( C \) depends on the coefficient of the forward backward system but does not depend on \( \nabla \phi \).
Putting together this estimate with the estimate in (3.9), and taking into account that \( G \) has a bounded inverse, we finally get
\[ |Z_{t,x}^{t,x}| \leq C (T-t)^{-1/2}, \tag{3.10} \]
where \( C \) depends on the coefficient of the forward backward system but does not depend on \( \nabla \phi \).

So estimate (3.5) has been proved in the case of generator \( \psi \) and final datum \( \phi \) differentiable. If they are not differentiable, we can approximate \( \phi \) and \( \psi \) with their inf-sup convolutions \( \phi_n \) and \( \psi_n \) respectively, where \( \phi_n \) is given by
\[ \phi_n (x) = \sup_{x_2 \in H} \left\{ \inf_{x_1 \in H} \left[ \phi (x_1) + n \frac{|x_2 - x_1|^2}{2} \right] - n |x - x_2|^2 \right\}. \tag{3.11} \]
For what concerns \( \psi_n \), following e.g. the appendix in [19], we define
\[ \bar{\psi} (t, x, y, z) = \frac{\psi (t, x, y, z)}{1 + |z|^2} \]
and
\[ \bar{\psi}_n (t, x, y, z) = \sup_{x_1 \in H, y_1 \in \mathbb{R}, z_1 \in H} \left\{ \inf_{x_2 \in H, y_2 \in \mathbb{R}, z_2 \in H} \left[ \bar{\psi} (t, x_2, y_2, z_2) \right. \right. \]
\[ + n \left( \frac{|x_1 - x_2|^2}{2} + |y_1 - y_2| + |z_1 - z_2|^2 \right) \left. \right] - (|x - x_1|^2 - |y - y_1|^2 - |z - z_1|^2) \right\}. \]
Finally we set
\[ \psi_n (t, x, y, z) = \bar{\psi}_n (t, x, y, z) \left( 1 + |z|^2 \right) \tag{3.12} \]
By properties of inf-sup convolutions, see e.g. [9], we know that \( \phi_n \) and \( \psi_n \) are differentiable, and that they preserve the lipschitz constant, so that
\[ |\nabla_x \psi_n| \leq L_\psi, \quad |\nabla_y \psi_n| \leq L_\psi. \]
Moreover, also \( \psi_n \) is differentiable, and by standard properties of the inf-sup convolutions of bounded functions, as well as properties of the inf-sup convolutions of functions with polynomial growth, see again [19], we have that
\[ \sup_{x \in H, y \in \mathbb{R}, z \in H} \left| \frac{\psi_n(t, x, z)}{1 + |z|^2} - \frac{\psi(t, x, z)}{1 + |z|^2} \right| \to 0 \quad \text{as} \ n \to \infty. \]
We define \((Y_{n,t,x}, Z_{n,t,x})\) solutions of a BSDE like the one in the forward-backward system (3.1) with generator \(\psi_n\) and final datum \(\phi_n\), namely

\[
\begin{align*}
-dY_{n,t,x}^\tau &= \psi_n(\tau, X_{\tau}^{t,x}, Y_{n,t,x}^\tau, Z_{n,t,x}^\tau) \, d\tau - Z_{n,t,x}^\tau \, dW_\tau \\
Y_T^{n,t,x} &= \phi_n(X_T^{t,x}).
\end{align*}
\]

It is a known result that

\[
\left\| (Y_{n,t,x} - Y_{t,x}, Z_{n,t,x} - Z_{t,x}) \right\|_{\mathcal{S}^2 \times \mathcal{M}^2} \to 0 \quad \text{as} \quad n \to \infty.
\]

Moreover for \(Z_{n,t,x}\) we can prove an estimate like (3.10), where \(C\) does not depend on \(n\). Since, at least by taking a subsequence, \(Z_{n,k} \to Z\) \(\mathbb{P}\)-almost surely, we finally conclude that (3.5) holds true for \(Z\), with \(\phi\) and \(\psi\) satisfying hypothesis 3.1, and the proposition is proved.

We conclude this section by proving some further integrability properties of the process \(Z\), namely we prove that \(Z \in \mathcal{M}^p\), for any \(p \geq 1\). The proof of this result is quickly given e.g. in [3], section 4, inequality (13), and the proof is based on Kobylanski transform introduced in [16]. We give here an alternative proof, and in the next proposition 3.8 we also prove the stability of the solution with respect to the final datum in \(\mathcal{S}^\infty \times \mathcal{M}^p\)-norm.

**Proposition 3.7** Let \((X,Y,Z)\) be solution of the forward-backward system (3.1), and assume that hypotheses 2.1, 2.2, 3.1 hold true and assume that \(G\) satisfies 3.4. Then, for all \(p \geq 1\), the unique solution of the markovian BSDE in (3.1) is such that

\[
\left\| Y \right\|_{\mathcal{S}^\infty} + \left\| Z \right\|_{\mathcal{M}^p} \leq C,
\]

where \(C\) is a constant that may depend on \(A, F, G, K_\psi, L_\psi, K_\phi, t, T\).

**Proof.** We start by proving that \(Y\) is a bounded process. We notice that \(\forall t \leq \tau \leq T\), by the Markov property we have \(X_{\tau}^{y,t} = X_{\tau}^{\tau,y}|_{y = X_{\tau}^{t,x}}\) and

\[
Y_{\tau}^{t,x} = Y_{\tau}^{t,x}_{\tau} = Y_{\tau}^{\tau,y}|_{y = X_{\tau}^{t,x}}, \quad Z_{\tau}^{t,x} = Z_{\tau}^{t,x}_{\tau} = Z_{\tau}^{\tau,y}|_{y = X_{\tau}^{t,x}}.
\]

Moreover, by writing the BSDE in the forward-backward system (3.1) in integral form and with initial conditions given by \(\tau\) and \(y\) we get

\[
Y_{\tau}^{\tau,y} = \phi(X_{\tau}^{\tau,y}) + \int_{\tau}^{T} \psi(r, X_r^{\tau,y}, Y_r^{\tau,y}, Z_r^{\tau,y}) \, dr - \int_{\tau}^{T} Z_r^{\tau,y} \, dW_r.
\]

By taking expectation, and by taking into account that by 3.2 \((Y,Z) \in \mathcal{S}^2 \times \mathcal{M}^2\), and noting that \(Y_{\tau}^{\tau,y}\) is deterministic, we get

\[
|Y_{\tau}^{\tau,y}| \leq E[\phi(X_{\tau}^{\tau,y})] + E \int_{\tau}^{T} |\psi(r, X_r^{\tau,y}, Y_r^{\tau,y}, Z_r^{\tau,y})| \, dr + E \left( \int_{\tau}^{T} |Z_r^{\tau,y}|^2 \, dr \right)^{1/2}
\]

where \(C\) is a constant that may depend on \(A, F, G, L_\psi, K_\phi, t, T\) but not on \(x\). We have also

\[
|Y_{\tau}^{t,x}| = |Y_{\tau}^{\tau,x_{\tau}}| \leq C,
\]

so that we have proved that \(Y_{\tau}^{t,x} \in \mathcal{S}^\infty\). Now we have to prove that \(Z_{t,x} \in \mathcal{M}^p\), for every \(p \geq 1\). We already know that \(Z_{t,x} \in \mathcal{M}^2\), so it remains to prove that \(Z_{t,x} \in \mathcal{M}^p\), for \(p > 2\). To this
aim, we notice that by applying Itô’s formula to $|Y^{t,x}|^2$ and by integrating over $[t, T - \delta]$, for $\delta > 0$ arbitrarily chosen, we obtain

$$
|Y^{t,x}_t|^2 + \int_t^{T-\delta} |Z^{t,x}_s|^2 \, ds
= |Y^{t,x}_{T-\delta}|^2 + 2 \int_t^{T-\delta} Y^{t,x}_s \psi(s, X^{t,x}_s, Y^{t,x}_s, Z^{t,x}_s) \, ds - \int_t^{T-\delta} 2Y^{t,x}_s Z^{t,x}_s \, dW_s.
$$

Raising to the power $p/2$ and taking expectation we get

$$
|Y^{t,x}_t|^p + E \left( \int_t^{T-\delta} |Z^{t,x}_s|^2 \, ds \right)^{p/2} 
\leq C \left[ E|Y^{t,x}_t|^p + E \left( \int_t^{T-\delta} Y^{t,x}_s \psi(s, X^{t,x}_s, Y^{t,x}_s, Z^{t,x}_s) \, ds \right)^{p/2} + E \left( \int_t^{T-\delta} Y^{t,x}_s |Z^{t,x}_s|^2 \, dW_s \right)^{p/2} \right]. 
\tag{3.13}
$$

where $C$ is a constant that may depend on $p$. We start by estimating $E \left( \int_t^{T-\delta} Y^{t,x}_s Z^{t,x}_s \, dW_s \right)^{p/2}$; by the Burkholder-Davies-Gundy inequality and since $Y^{t,x}$ is a uniformly bounded process, we get

$$
E \left( \int_t^{T-\delta} Y^{t,x}_s Z^{t,x}_s \, dW_s \right)^{p/2} \leq E \left( \int_t^{T-\delta} |Y^{t,x}_s Z^{t,x}_s|^2 \, ds \right)^{p/4} 
\leq E C^{p/2} \left( \int_t^{T-\delta} |Z^{t,x}_s|^2 \, ds \right)^{p/4} 
\leq a_1 C^p + a_2 E \left( \int_t^{T-\delta} |Z^{t,x}_s|^2 \, ds \right)^{p/2} 
\tag{3.14}
$$

where in the last passage we have applied Young inequality and $a_1 * a_2 = 1/4$, and we will choose later $a_1$ and $a_2$ such that $a_2$ is sufficiently small.

Next we estimate $E \left( \int_t^{T-\delta} Y^{t,x}_s \psi(s, X^{t,x}_s, Y^{t,x}_s, Z^{t,x}_s) \, ds \right)^{p/2}$; by hypothesis 3.5 it follows

$$
|\psi(t, x, y, z)| \leq C (1 + |y| + |z|^2),
$$

so we get

$$
E \left( \int_t^{T-\delta} Y^{t,x}_s \psi(s, X^{t,x}_s, Y^{t,x}_s, Z^{t,x}_s) \, ds \right)^{p/2} 
\leq C E \left( \int_t^{T-\delta} (1 + |Y^{t,x}_s| + |Y^{t,x}_s|^2) \, ds \right)^{p/2} + C E \left( \int_t^{T-\delta} |Y^{t,x}_s| |Z^{t,x}_s|^2 \, ds \right)^{p/2} 
\leq C + C E \left( \int_t^{T-\delta} |Y^{t,x}_s| |Z^{t,x}_s|^2 \, ds \right)^{p/2}, 
\tag{3.15}
$$

where the last passage follows since $Y^{t,x}$ is a bounded process. We have to estimate the last integral in (3.15); by estimate (3.3), we get that on the interval $[t, T - \delta]$ $Z^{t,x}$ satisfies

$$
|Z^{t,x}_t| \leq C (T - \tau)^{-1/2} \leq C \delta^{-1/2} \quad \text{for } \tau \in [t, T - \delta].
$$

So

$$
E \left( \int_t^{T-\delta} |Y^{t,x}_s| |Z^{t,x}_s|^2 \, ds \right)^{p/2} 
\leq \delta^{-p/2} E \left( \int_t^{T-\delta} |Y^{t,x}_s|^2 |Z^{t,x}_s|^2 \, ds \right)^{p/2} 
\leq C \delta^{-(p/4)} E \left( \int_t^{T-\delta} |Z^{t,x}_s|^2 \delta^{-\delta} \, ds \right)^{p/2}. 
\tag{3.16}
$$
By Young inequality \(|Z_{s}^{t,x}|^{2-\delta} \leq \bar{a}_{1}(\delta/2)1^{2/\delta} + \bar{a}_{2}(2-\delta)/2|Z_{s}^{t,x}|^{2}|\) with \(\bar{a}_{1} \ast \bar{a}_{2} = 1\), and we will choose later \(\bar{a}_{1}\) and \(\bar{a}_{2}\) such that \(\bar{a}_{2}\) is sufficiently small. So, going on with estimate (3.15), also noting that \((2-\delta)/2 < 1\) we get

\[
E \left( \int_{t}^{T-\delta} |Y_{s}^{t,x}|^{2}|Z_{s}^{t,x}|^{2} ds \right)^{p/2} \leq C_{p}\delta^{-\frac{(\delta p)/4}{2}} \bar{a}_{1} p/2 + C_{p}\bar{a}_{2} p/2 \delta^{-\frac{(\delta p)/4}{2}} \delta \left( \frac{(\delta/2)}{p/2} \right)^{2/p} + C_{p} \bar{a}_{2} p/2 \delta^{-\frac{(\delta p)/4}{2}} \delta \left( \frac{(\delta/2)}{p/2} \right)^{2/p}.
\]

(3.17)

Coming back to (3.13), by estimate (3.14) and (3.17), and since for \(\delta\) small \(\delta^{-\frac{(\delta p)/4}{2}}\) is uniformly bounded by 1, we get

\[
|Y_{t}^{t,x}|^{p} + E \left( \int_{t}^{T-\delta} |Y_{s}^{t,x}|^{2} ds \right)^{p/2} \leq C \left( 1 + a_{1} + \delta^{-\frac{(\delta p)/4}{2}} a_{1} p/2 \left( \frac{(\delta/2)}{p/2} \right)^{2/p} \right) + C \left( a_{2} + \bar{a}_{2} p/2 \delta^{-\frac{(\delta p)/4}{2}} \delta \left( \frac{(\delta/2)}{p/2} \right)^{2/p} \right)
\]

By choosing \(a_{1}, a_{2}, \bar{a}_{1}, \bar{a}_{2}\) such that \(C \left( a_{2} + \bar{a}_{2} p/2 \right) \leq 1/2\) and since \(\delta^{-\frac{(\delta p)/4}{2}} \delta \left( \frac{(\delta/2)}{p/2} \right)^{2/p}\) is uniformly bounded in \(\delta\), we finally get that

\[
E \left( \int_{t}^{T-\delta} |Z_{s}^{t,x}|^{2} ds \right)^{p/2} \leq C,
\]

where \(C\) does not depend on \(\delta\), so letting \(\delta\) go to 0, by the monotone convergence theorem we finally get

\[
E \left( \int_{t}^{T} |Z_{s}^{t,x}|^{2} ds \right)^{p/2} \leq C
\]

and the proof is concluded. \(\square\)

Finally we prove a stability result with respect to approximation of the final datum \(\phi\) for the \(M^{p}\)-norm of \(Z\) in the next proposition, and in the succeeding one we will prove a stability result with respect to approximation of the generator \(\psi\) for the \(M^{p}\)-norm of \(Z\).

**Proposition 3.8** Let \((X,Y,Z)\) be solution of the forward-backward system (3.7), and assume that hypotheses [2.1] and [3.1] hold true and let \((Y^{n}, Z^{n})\) be solution of the BSDE in the forward-backward system (3.7) with final datum equal to \(\phi_{n}\) in the place of \(\phi\), and such that \(\forall n \geq 1 \phi_{n}\) satisfies [3.7] and \(\|\phi_{n}\|_{\infty} \leq \|\phi\|_{\infty}\); and assume that \(\|\phi_{n} - \phi\|_{\infty} \rightarrow 0\) as \(n \rightarrow \infty\). Then, for all \(p \geq 1\), the unique solution of the markovian BSDE in (3.7) is such that

\[
\|Y - Y^{n}\|_{S^{p}} + \|Z - Z^{n}\|_{M^{p}} \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty.
\]

**Proof.** It is well known that under these assumptions

\[
\|Y - Y^{n}\|_{S^{2}} + \|Z - Z^{n}\|_{M^{2}} \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty.
\]

and since by theorem [3.7] \(Y\) is a bounded process and the sequence \((Y^{n})_{n}\) is a sequence uniformly bounded with respect to \(n\), it immediately follows that \(\|Y - Y^{n}\|_{S^{p}} \rightarrow 0\) as \(n \rightarrow \infty\), for any \(p \geq 1\). We also notice that the assumptions on \(\phi_{n}\) in the proposition are satisfied by the inf-sup convolutions of \(\phi\).
Now we have to prove the convergence of $Z_{n,t,x}^{t,\delta}$ to $Z_{t,x}^{t,\delta}$ in $\mathcal{M}^p$. Similarly to the proof of theorem 3.7 we apply Itô’s formula to $|Y_{n,t,x}^{t,\delta} - Y_{t,x}^{t,\delta}|^2$, we integrate over $[t, T - \delta]$, for $\delta > 0$ arbitrarily chosen, we raise to the power $p/2$ and taking expectation we get

$$|Y_{t,t,x}^{n,\delta} - Y_{t,x}^{t,\delta}|^p + \mathbb{E}\left(\int_t^{T-\delta} |Z_{t,x}^{n,\delta} - Z_{t,x}^{s,\delta}|^2 \, ds\right)^{p/2}$$

$$\leq C_p \left[ \mathbb{E}\left|Y_{t,t,x}^{n,\delta} - Y_{t,x}^{t,\delta}\right|^p + \mathbb{E}\left|\int_t^{T-\delta} (Y_{n,t,x}^{t,\delta} - Y_{s,x}^{t,\delta}) (Z_{s,x}^{n,\delta} - Z_{s,x}^{t,\delta}) \, dW_s\right|^{p/2} + \mathbb{E}\left|\int_t^{T-\delta} (Y_{n,t,x}^{t,\delta} - Y_{s,x}^{t,\delta}) (\psi(s, X_{s,x}^{t,\delta}, Y_{s,x}^{t,\delta}, Z_{s,x}^{t,\delta}) - \psi(s, X_{s,x}^{t,\delta}, Y_{s,x}^{t,\delta}, Z_{s,x}^{t,\delta})) \, ds\right|^{p/2}\right].$$

where $C_p$ is a constant that may depend on $p$. The estimate of

$$\mathbb{E}\left|\int_t^{T-\delta} (Y_{s,t,x}^{n,\delta} Y_{s,x}^{t,\delta}) (Z_{s,x}^{n,\delta} - Z_{s,x}^{t,\delta}) \, dW_s\right|^{p/2}$$

can be performed exactly as the estimate of $\mathbb{E}\left|\int_t^{T-\delta} Y_{s,t,x}^{n,\delta} Z_{s,x}^{t,\delta} \, dW_s\right|^{p/2}$ in the proof of the previous theorem 3.7, see (3.14), arriving at

$$\mathbb{E}\left|\int_t^{T-\delta} (Y_{s,t,x}^{n,\delta} Y_{s,x}^{t,\delta}) (Z_{s,x}^{n,\delta} - Z_{s,x}^{t,\delta}) \, dW_s\right|^{p/2} \leq \mathbb{E}\left(\int_t^{T-\delta} |Y_{s,t,x}^{n,\delta} Y_{s,x}^{t,\delta}|^2 \, ds\right)^{p/4}$$

$$\leq a_2 \mathbb{E}\left(\int_t^{T-\delta} |Z_{s,x}^{n,\delta} - Z_{s,x}^{t,\delta}|^2 \, ds\right)^{p/2} + a_1 \mathbb{E}\left(\sup_{s\in [t,T]} |Y_{s,t,x}^{n,\delta} - Y_{s,t,x}^{t,\delta}|^p \mathbb{E}\left(\int_t^{T-\delta} |Z_{s,x}^{t,\delta}|^2 \, ds\right)^{p/2}\right).$$

Now we estimate, using also hypothesis 3.1,\n
$$\mathbb{E}\left|\int_t^{T-\delta} (Y_{s,t,x}^{n,\delta} - Y_{s,x}^{t,\delta}) (\psi(s, X_{s,x}^{t,\delta}, Y_{s,x}^{t,\delta}, Z_{s,x}^{t,\delta}) - \psi(s, X_{s,x}^{t,\delta}, Y_{s,x}^{t,\delta}, Z_{s,x}^{t,\delta})) \, ds\right|^{p/2}$$

$$\leq C \mathbb{E}\left(\int_t^{T-\delta} |Y_{s,t,x}^{n,\delta} - Y_{s,x}^{t,\delta}|^2 \, ds\right)^{p/2}$$

$$+ C \mathbb{E}\left(\int_t^{T-\delta} |Y_{s,t,x}^{n,\delta} - Y_{s,x}^{t,\delta}| |Z_{s,x}^{t,\delta} - Z_{s,x}^{n,\delta}| (1 + |Z_{s,x}^{t,\delta}| + |Z_{s,x}^{n,\delta}|) \, ds\right)^{p/2}$$

$$\leq C + C p \mathbb{E}\left(a_1 \int_t^{T-\delta} |Y_{s,t,x}^{n,\delta} - Y_{s,x}^{t,\delta}|^2 (1 + |Z_{s,x}^{t,\delta}| + |Z_{s,x}^{n,\delta}|)^2 \, ds\right)^{p/2}$$

$$+ C p \mathbb{E}\left(a_2 \int_t^{T-\delta} |Z_{s,x}^{t,\delta} - Z_{s,x}^{n,\delta}|^2 \, ds\right)^{p/2},$$

where we have applied Young inequality, and $a_1$ and $a_2$ have been chosen such that $a_1 + a_2 = 1/4$, and $C p a_2^{p/2} < 1/2$. We have to estimate the first integral in the last passage of (3.19): by (3.5), we get that on the interval $[t, T - \delta]$, $Z_{n,t,x}^{n,\delta}$ and $Z_{t,x}^{t,\delta}$ satisfy

$$|Z_{n,t,x}^{t,\delta} + |Z_{t,x}^{t,\delta}| \leq C(T - \tau)^{-1/2} \leq C \delta^{-1/2} \quad \text{for } \tau \in [t, T - \delta],$$
with $C$ that does not depend on $n$. So
\[
\mathbb{E} \left( a_1 \int_t^{T-\delta} |Y_{s,t,x}^n - Y_{s}^t|^2 \left( |Z_{s}^t, x^n| + |Z_{s}^t, x|^2 \right) \, ds \right)^{p/2} \\
\leq \delta^{-\left(\frac{\delta}{2}\right)(p/2)} \mathbb{E} \left( \int_t^{T-\delta} |Y_{s,t,x}^n - Y_{s}^t|^2 \left( |Z_{s}^t, x^n|^{2-\delta} + |Z_{s}^t, x|^{2-\delta} \right) \, ds \right)^{p/2} \\
\leq \delta^{-\left(\frac{\delta}{p}\right)/4} \left( \int_t^{T-\delta} \left( |Z_{s}^t, x^n|^{2-\delta} + |Z_{s}^t, x|^{2-\delta} \right) \, ds \right)^{p/(2-\delta)/4} \\
\leq \delta^{-\left(\frac{\delta}{p}\right)/4} \left( \mathbb{E} \left( \int_t^{T-\delta} |Y_{s,t,x}^n - Y_{s}^t|^4/\delta \, ds \right)^{(p\delta)/2} \right)^{1/2} \\
\leq \left( \mathbb{E} \left( \int_t^{T-\delta} (|Z_{s}^t, x^n|^2 + |Z_{s}^t, x|^2) \, ds \right)^{p(2-\delta)/2} \right)^{1/2} \\
\leq C \mathbb{E} \sup_{s \in [t,T]} |Y_{s,t,x}^n - Y_{s}^t|^p.
\] 
We finally get that
\[
\mathbb{E} \left( \int_t^{T-\delta} |Z_{s}^t, x^n - Z_{s}^t, x|^2 \, ds \right)^{p/2} \leq C \mathbb{E} \sup_{s \in [t,T]} |Y_{s,t,x}^n - Y_{s}^t|^p,
\]
where $C$ does not depend on $\delta$, so letting $\delta$ go to 0, by the monotone convergence theorem we finally get
\[
\mathbb{E} \left( \int_t^{T} |Z_{s}^t, x^n - Z_{s}^t, x|^2 \, ds \right)^{p/2} \leq C \mathbb{E} \sup_{s \in [t,T]} |Y_{s,t,x}^n - Y_{s}^t|^p,
\]
and the proof is concluded. \qed

**Proposition 3.9** Let $(X, Y, Z)$ be solution of the forward-backward system (3.1), and assume that hypotheses 2.1 and 3.1 hold true and let $(Y^n, Z^n)$ be solution of the BSDE in the forward-backward system (3.1) with generator $\psi_n$ in the place of $\psi$, where $\psi_n$ is defined in (3.12). Namely, $(Y^n, Z^n)$ solve the following BSDE:
\[
\begin{aligned}
\{ & dY_{\tau}^{n,t,x} = -\psi_n(\tau, X_{\tau}^{t,x}, Y_{\tau}^{n,t,x}, Z_{\tau}^{n,t,x}) \, d\tau + Z_{\tau}^{n,t,x} \, dW_{\tau}, \\
& Y_{T}^{n,t,x} = \phi(X_T), \}
\end{aligned}
\tag{3.22}
\]
Then, for all $p \geq 1$, the unique solution of the markovian BSDE in (3.1) is such that
\[
\|Y - Y^n\|_{S^p} + \|Z - Z^n\|_{M^p} \to 0 \quad \text{as} \quad n \to \infty.
\]
**Proof.** As in the proof of the previous proposition, it is well known that under these assumptions
\[
\|Y - Y^n\|_{S^1} + \|Z - Z^n\|_{M^2} \to 0 \quad \text{as} \quad n \to \infty,
\]
and consequently $\|Y - Y^n\|_{S^p} \to 0$ as $n \to \infty$, for any $p \geq 1$. Now we have to prove the convergence of $Z_{s}^{n,t,x}$ to $Z_{s}^{t,x}$ in $M^p$. Similarly to the proof of theorem 3.7 we apply Itô’s
formula to \(|Y_{n,t,x} - Y_{t,x}|^{2}\), we integrate over \([t, T - \delta]\), for \(\delta > 0\) arbitrarily chosen, we raise to the power \(p/2\) and taking expectation we get

\[
Y_{n,t,x}^{t,x} - Y_{t,x}^{t,x} + \mathbb{E} \left( \int_{t}^{T - \delta} |Z_{n,t,x}^{t,x} - Z_{s}^{t,x}|^2 ds \right)^{p/2}
\]

\[
\leq C_p \mathbb{E} |Y_{n,t,x}^{t,x} - Y_{t,x}^{t,x}|^{p} + \mathbb{E} \left( \int_{t}^{T - \delta} (Y_{n,t,x}^{t,x} - Y_{s}^{t,x}) (Z_{n,t,x}^{t,x} - Z_{s}^{t,x}) dW_{s} \right)^{p/2}
\]

\[
+ \mathbb{E} \left( \int_{t}^{T - \delta} (Y_{n,t,x}^{t,x} - Y_{s}^{t,x}) (\psi_{n} (s, X_{s}^{t,x}, Y_{s}^{n,t,x}, Z_{s}^{n,t,x}) - \psi (s, X_{s}^{t,x}, Y_{s}^{t,x}, Z_{s}^{t,x})) ds \right)^{p/2}.
\]

where \(C\) is a constant that may depend on \(p\). The estimate of

\[
\mathbb{E} \int_{t}^{T - \delta} (Y_{n,t,x}^{t,x} - Y_{s}^{t,x}) (Z_{n,t,x}^{t,x} - Z_{s}^{t,x}) dW_{s} \right)^{p/2}
\]

can be performed exactly as the estimate of \(\mathbb{E} \int_{t}^{T - \delta} Y_{s}^{t,x} Z_{s}^{t,x} dW_{s} \right)^{p/2}\) in the proof of the previous theorem 3.7.

Now we estimate, using also hypothesis 3.1 and property of the inf-sup convolutions,

\[
\mathbb{E} \left( \int_{t}^{T - \delta} (Y_{n,t,x}^{t,x} - Y_{s}^{t,x}) (\psi_{n} (s, X_{s}^{t,x}, Y_{s}^{n,t,x}, Z_{s}^{n,t,x}) - \psi (s, X_{s}^{t,x}, Y_{s}^{t,x}, Z_{s}^{t,x})) ds \right)^{p/2}
\]

(3.23)

\[
\leq \mathbb{E} \left( \int_{t}^{T - \delta} (Y_{n,t,x}^{t,x} - Y_{s}^{t,x}) (\psi_{n} (s, X_{s}^{t,x}, Y_{s}^{n,t,x}, Z_{s}^{n,t,x}) - \psi (s, X_{s}^{t,x}, Y_{s}^{t,x}, Z_{s}^{t,x})) ds \right)^{p/2}
\]

\[
+ C \mathbb{E} \left( \int_{t}^{T - \delta} |Y_{n,t,x}^{t,x} - Y_{s}^{t,x}|^2 ds \right)^{p/2}
\]

\[
+ C \mathbb{E} \left( \int_{t}^{T - \delta} |Y_{n,t,x}^{t,x} - Y_{s}^{t,x}| |Z_{s}^{t,x} - Z_{s}^{n,t,x}| (1 + |Z_{s}^{t,x}| + |Z_{s}^{n,t,x}|) ds \right)^{p/2}
\]

\[
\leq \left( \sup_{t \in H, y \in \mathbb{R}, z \in H} \frac{|\psi_{n} (t, x, y, z)|}{1 + |z|^2} - \frac{|\psi (t, x, y, z)|}{1 + |z|^2} \right)^{p/2} \mathbb{E} \left( \int_{t}^{T - \delta} |Y_{n,t,x}^{t,x} - Y_{s}^{t,x}|^2 ds \right)^{p/2}
\]

\[
+ C_p \mathbb{E} \left( a_2 \int_{t}^{T - \delta} |Z_{s}^{t,x} - Z_{n}^{t,x}|^2 ds \right)^{p/2}
\]

\[
+ C_p \mathbb{E} \left( a_1 \int_{t}^{T - \delta} |Y_{n,t,x}^{t,x} - Y_{s}^{t,x}|^2 (1 + |Z_{s}^{t,x}| + |Z_{s}^{n,t,x}|)^2 ds \right)^{p/2}
\]

\[
\leq \left( \sup_{t \in H, y \in \mathbb{R}, z \in H} \frac{|\psi_{n} (t, x, y, z)|}{1 + |z|^2} - \frac{|\psi (t, x, y, z)|}{1 + |z|^2} \right)^{p/2} C_p^{p/2} \mathbb{E} \left( \int_{t}^{T - \delta} (1 + |Z_{s}^{n,t,x}|^2) ds \right)^{p/2}
\]

\[
+ C_p \mathbb{E} \left( a_2 \int_{t}^{T - \delta} |Z_{s}^{t,x} - Z_{n}^{t,x}|^2 ds \right)^{p/2}
\]

\[
+ C_p \mathbb{E} \left( a_1 \int_{t}^{T - \delta} |Y_{n,t,x}^{t,x} - Y_{s}^{t,x}|^2 (1 + |Z_{s}^{t,x}| + |Z_{s}^{n,t,x}|)^2 ds \right)^{p/2}.
\]
where we have applied Young inequality, and \( a_1 \) and \( a_2 \) are chosen so that \( a_1 \ast a_2 = 1/2 \), and \( C_{\psi}p^{p/2} < 1/2 \). We notice that
\[
\mathbb{E} \left| \int_t^{T-\delta} |Y_{s,t,x}^n - Y_{s,t,x}^t| ds \right|^{p/2} \rightarrow 0 \quad \text{as } n \rightarrow \infty, \quad \text{and} \quad \mathbb{E} \int_t^T |Z_{s,t,x}^n|^2 ds \leq C,
\]
with \( C \) independent on \( n \), and also that
\[
\sup_{x \in H, y \in \mathbb{R}, z \in H} \left| \psi_n(t, x, z) \right| \leq \frac{\psi(t, x, z)}{1 + |z|^2} \rightarrow 0 \quad \text{as } n \rightarrow \infty.
\]
The other terms in the last passage of (3.23) can be estimated as in (3.19), finally arriving at
\[
\mathbb{E} \left( \int_t^T |Z_{s,t,x}^n - Z_{s,t,x}^t|^2 ds \right)^{p/2} \leq C \sup_{s \in [t,T]} |Y_{s,t,x}^n - Y_{s,t,x}|^p,
\]
and the proof is concluded. \( \square \)

### 3.1 The Bismut-Elworthy formula in the case of lipschitz generator

In this section we briefly recall the nonlinear version of the Bismut-Elworthy formula proved in [13]. To this aim, and also to prove the Bismut-Elworthy formula in the quadratic case, which is the core of the paper, we assume further that the operators \( G(t) \) are boundedly invertible, as required in hypothesis 3.4.

For \( 0 \leq t \leq s \leq T \) and \( h \in H \) we define the real valued random variables
\[
U_{s,t,x}^h := \frac{1}{s-t} \int_t^s (G^{-1}(r, X_{r,t,x}^t) \nabla_x X_{r,t,x}^l h, dW_r)
\]
(3.24)

We are ready to recall the Bismut-Elworthy formula proved in [13].

**Theorem 3.10** Assume that hypotheses 2.1, 2.2 and 3.4 hold true and let \( \phi \) and \( \psi \) in (3.1) be measurable, moreover for every fixed \( t \in [0,T] \) the map \( \psi(t, \cdot, \cdot, \cdot) : H \times \mathbb{R} \times \Xi \rightarrow \mathbb{R} \) is continuous, and \( \phi \) is continuous. Finally there exist nonnegative constants \( L_\psi, K_\psi, K_\phi, \mu \) such that
\[
|\psi(t, x, y_1, z_1) - \psi(t, x, y_2, z_2)| \leq L_\psi (|y_1 - y_2| + |z_1 - z_2|),
\]
\[
|\psi(t, x, 0, 0)| \leq K_\psi (1 + |x|^\mu), \quad |\phi(x)| \leq K_\phi (1 + |x|^\mu),
\]
for every \( t \in [0,T], x \in H, y_1, y_2 \in \mathbb{R} \) and \( z_1, z_2 \in \Xi \). Then for \( 0 \leq t \leq s \leq T, x, h \in H \)
\[
\mathbb{E} \left[ \nabla_x Y_{s,t,x}^l h \right] = \mathbb{E} \int_t^T \psi(r, X_{r,t,x}^l, Y_{r,t,x}^l, Z_{r,t,x}^l) U_{r,t,x}^{h,l} dr + \mathbb{E} \left[ (X_{T,t,x}^l U_{T,t,x}^l) \right]
\]
(3.25)

where
\[
\left( \mathbb{E} |U_{s,t,x}^{h,l}|^2 \right)^{1/2} \leq C (s-t)^{-1/2} |h|.
\]
(3.26)

**Proof.** The proof is given in [13], lemma 3.8 and theorem 3.10. \( \square \)

In the following we will need also to generalize (3.26) from \( q = 2 \) to any \( q \geq 1 \).

**Lemma 3.11** Assume that hypotheses 2.1, 2.2 and 3.4 hold true: for any \( q \geq 1 \),
\[
\left( \mathbb{E} |U_{s,t,x}^{h,l}|^q \right)^{1/q} \leq C (s-t)^{-1/2} |h|,
\]
(3.27)
and also
\[
\left( \mathbb{E} \sup_{s \in [t,s]} |U_{s,t,x}^{h,l}|^q \right)^{1/q} \leq C \frac{1}{(T-t)^{1/2}}.
\]
(3.28)
that depends on By theorem 3.3, estimate (3.4), we get that for any $n$ with final datum $\phi_n (3.11)$. For all $\psi$
Proof. We start by approximating the final datum $\phi_n$ backward system (3.1) and let $U_u T$
This section is the core of the paper. We will work with a generator $\psi$ with quadratic growth
Theorem 4.1 Assume that hypotheses 2.1, 2.2, 3.1 and 3.4 hold true, and assume that $\psi$ is
differentiable with respect to $x$, $y$ and $z$. Let $(X_t,x, Y_t,x, Z_t,x)$ be the solution of the forward-
backward system (3.7) and let $U^{h,t,x}$ be defined in (3.24). Then for $0 \leq t \leq s \leq T$, $x, h \in H$
Proof. We start by approximating the final datum $\phi$ with its inf-sup convolution $\phi_n$ defined in
(3.11). For all $n \geq 1$ we denote by $(Y^{n,t,x}, Z^{n,t,x})$ the solution of the Markovian BSDE in (3.1)
with final datum $\phi_n$ in the place of $\phi$:
\[
\begin{align*}
    dY^{n,t,x}_r &= -\psi(\tau, X^{n,t,x}_r, Z^{n,t,x}_r) \, d\tau + Z^{n,t,x}_r \, dW_r, \\
    Y^{n,t,x}_T &= \phi_n (X^{n,t}_T).
\end{align*}
\]
By theorem 3.3 estimate (3.4), we get that for any $n \geq 1$ there exists a constant $C(n)$, which
depends on $n$, such that $C(n)$ is bounded for every $n$ and blows up as $n \to \infty$, and it is such that
\[
|Z^{t,x}_s| \leq C(n).
\]
We get that the generator $\psi$ acts as a lipschitz generator with respect to $z$ in the BSDE (4.2), indeed for every $z_1, z_2 \in \mathbb{E}$ with $|z_i| \leq C(n), i = 1, 2$

$$|\psi(s, x, y, z_1) - \psi(s, x, y, z_2)| \leq C(n)|z_1 - z_2|.$$ 

So for the BSDE (4.2) the Bismut-Elworthy formula stated in theorem 3.10 holds true

$$\mathbb{E} \left[ \nabla_x Y_s^{n,t,x} h \right] = \mathbb{E} \int_s^T \psi \left( r, X_r^{t,x}, Y_r^{n,t,x}, Z_r^{n,t,x} \right) U_r^{h,t,x} \, dr + \mathbb{E} \left[ \phi_n(X_T^{t,x}) U_T^{h,x} \right]. \quad (4.4)$$

We have to take the limit as $n \to \infty$. We start by computing the limit of the right hand side. It is immediate to see that

$$\lim_{n \to \infty} \mathbb{E} \left[ \phi_n(X_T^{t,x}) U_T^{h,x} \right] = \mathbb{E} \left[ \phi(X_T^{t,x}) U_T^{h,x} \right].$$

Indeed

$$\mathbb{E} \left[ \phi_n(X_T^{t,x}) - \phi(X_T^{t,x}) \right] U_T^{h,x} \leq \left( \mathbb{E} |\phi_n(X_T^{t,x}) - \phi(X_T^{t,x})|^2 \right)^{1/2} \left( \mathbb{E} |U_T^{h,x}|^2 \right)^{1/2} \leq C (T - t)^{-1/2} \|\phi_n - \phi\|_{\infty},$$

where in the last passage, besides property of the inf-sup convolution, we have used (3.26) in order to estimate the process $U^{h,x}$. Now we have to compute

$$\lim_{n \to \infty} \mathbb{E} \int_s^T \psi \left( r, X_r^{t,x}, Y_r^{n,t,x}, Z_r^{n,t,x} \right) U_r^{h,t,x} \, dr.$$ 

To this aim we will show that

$$\lim_{n \to \infty} \mathbb{E} \int_t^T |\psi \left( r, X_r^{t,x}, Y_r^{n,t,x}, Z_r^{n,t,x} \right) U_r^{h,t,x} - \psi \left( r, X_r^{t,x}, Y_r^{t,x}, Z_r^{t,x} \right) U_r^{h,t,x} | \, dr = 0$$

so that we will deduce that for every $s \in [t, T]$

$$\mathbb{E} \int_s^T \psi \left( r, X_r^{t,x}, Y_r^{n,t,x}, Z_r^{n,t,x} \right) U_r^{h,t,x} \, dr \to \mathbb{E} \int_s^T \psi \left( r, X_r^{t,x}, Y_r^{t,x}, Z_r^{t,x} \right) U_r^{h,t,x} \, dr.$$

We split the integral with respect to time into two integrals:

$$\mathbb{E} \int_t^T |\psi \left( r, X_r^{t,x}, Y_r^{n,t,x}, Z_r^{n,t,x} \right) U_r^{h,t,x} - \psi \left( r, X_r^{t,x}, Y_r^{t,x}, Z_r^{t,x} \right) U_r^{h,t,x} | \, dr$$

$$= \mathbb{E} \int_t^{t/2} |\psi \left( r, X_r^{t,x}, Y_r^{n,t,x}, Z_r^{n,t,x} \right) U_r^{h,t,x} - \psi \left( r, X_r^{t,x}, Y_r^{t,x}, Z_r^{t,x} \right) U_r^{h,t,x} | \, dr$$

$$+ \mathbb{E} \int_{t/2}^T |\psi \left( r, X_r^{t,x}, Y_r^{n,t,x}, Z_r^{n,t,x} \right) U_r^{h,t,x} - \psi \left( r, X_r^{t,x}, Y_r^{t,x}, Z_r^{t,x} \right) U_r^{h,t,x} | \, dr = I + II.$$

We start by estimating I: we recall that by proposition 3.6 estimate (3.5), and since $\|\phi_n\|_{\infty} \leq \|\phi\|_{\infty}$, there exists a constant $C$, not depending on $n$, such that

$$|Z_r^{n,t,x}| \leq C(T - t)^{-1/2}. \quad (4.5)$$
\[ I = \mathbb{E} \int_t^{t+T} |\psi(r, X^t_r, X^n_r, Z^n_r) U^{h,t}_r - \psi(r, X^t_r, X^n_r, Z^t_r) U^{h,t}_r| \, dr \]
\[ \leq \mathbb{E} \int_t^{t+T} \left( |Z^{n,t}_r - Z^{t}_r| + |Y^{n,t}_r| + |Y^{t}_r - Y^{t}_r| + |U^{h,t}_r| \right) \, dr \]
\[ \leq \mathbb{E} \sup_{s \in [t, t + T]} |Y^{n,t}_s - Y^{t}_s| \int_t^{t+T} |U^{h,t}_r| \, dr \]
\[ + \mathbb{E} \sup_{s \in [t, t + T]} |Z^{n,t}_s - Z^{t}_s| \left( 1 + |Z^{n,t}_s| + |Z^{t}_s| \right) \mathbb{E} \int_t^{t+T} |Z^{n,t}_r - Z^{t}_r| \, dr \]
\[ \leq \left( \mathbb{E} \sup_{s \in [t, t + T]} |Y^{n,t}_s - Y^{t}_s|^3 \right)^{1/3} \left( \mathbb{E} \int_t^{t+T} |U^{h,t}_r|^{4/3} \, dr \right)^{3/4} \]
\[ + C \left( \frac{T - t}{2} \right)^{-1/4} \left( \frac{T - t}{2} \right)^{-1/2} \left( \mathbb{E} \int_t^{t+T} |Z^{n,t}_r - Z^{t}_r|^2 \, dr \right)^{1/4} \left( \mathbb{E} \int_t^{t+T} |U^{h,t}_r|^{4/3} \, dr \right)^{3/4} . \]

We estimate the last integral
\[ \left( \mathbb{E} \int_t^{t+T} |U^{h,t}_r|^{4/3} \, dr \right)^{3/4} \]
\[ = \left( \mathbb{E} \int_t^{t+T} \frac{1}{r - t} \int_t^r \langle G^{-1}(s, X^t_s) \nabla_x X^t_s h, dW_s \rangle^{4/3} \, dr \right)^{3/4} \]
\[ = \left( \int_t^{t+T} \mathbb{E} \frac{1}{r - t} \int_t^r \langle G^{-1}(s, X^t_s) \nabla_x X^t_s h, dW_s \rangle^{4/3} \, dr \right)^{3/4} \]
\[ \leq C \left( \int_t^{t+T} \frac{1}{(r - t)^{4/3}} \mathbb{E} \left( \int_t^r |G^{-1}(s, X^t_s) \nabla_x X^t_s h|^2 \, dr \right)^{2/3} \, dr \right)^{3/4} \]
\[ \leq C \left( \int_t^{t+T} \frac{1}{(r - t)^{4/3}} (r - t)^{2/3} \, dr \right)^{3/4} = C (T - t)^{1/4} , \]

where in the last passage we have used estimate (2.3) for the boundedness of \( \nabla_x X^t \). Putting
together all these estimates we get

\[
I = \mathbb{E} \int_{t}^{T} |\psi (r, X_{r}^{t,x}, Y_{r}^{n,t,x}, Z_{r}^{n,t,x}) U_{r}^{h,t,x} - \psi (r, X_{r}^{t,x}, Y_{r}^{t,x}, Z_{r}^{t,x}) U_{r}^{h,t,x}| dr
\]

\[
\leq C (T - t)^{1/4} \left( \mathbb{E} \sup_{s \in [t, T]} |Y_{s}^{n,t,x} - Y_{s}^{t,x}|^{3} \right)^{1/3} + C \left( \mathbb{E} \sup_{s \in [t, T]} |Y_{s}^{n,t,x} - Y_{s}^{t,x}|^{3} \right)^{1/3} + \mathbb{E} \left( \int_{t}^{T} |Z_{r}^{n,t,x} - Z_{r}^{t,x}|^{2} dr \right)^{1/4} \rightarrow 0
\]

as \( n \rightarrow \infty \), since by well known results in the literature of quadratic BSDEs, as well as a special case of proposition \[3.8\] \( Y_{n,t,x} \rightarrow Y_{t,x} \) in \( S^{2} \) and it is bounded and \( Z_{n,t,x} \rightarrow Z_{t,x} \) in \( \mathcal{M}^{2} \).

Next we estimate II: we will use \[3.28\]

\[
II = \mathbb{E} \int_{t}^{T} |\psi (r, X_{r}^{t,x}, Y_{r}^{n,t,x}, Z_{r}^{n,t,x}) U_{r}^{h,t,x} - \psi (r, X_{r}^{t,x}, Y_{r}^{t,x}, Z_{r}^{t,x}) U_{r}^{h,t,x}| dr
\]

\[
\leq \mathbb{E} \sup_{s \in [t, T]} |U_{s}^{h,t,x}| \int_{t}^{T} |\psi (r, X_{r}^{t,x}, Y_{r}^{n,t,x}, Z_{r}^{n,t,x}) - \psi (r, X_{r}^{t,x}, Y_{r}^{t,x}, Z_{r}^{t,x})| dr
\]

\[
\leq \left( \mathbb{E} \sup_{s \in [t, T]} |U_{s}^{h,t,x}|^{q} \right)^{1/q} \left( \mathbb{E} \left( \int_{t}^{T} |\psi (r, X_{r}^{t,x}, Y_{r}^{n,t,x}, Z_{r}^{n,t,x}) - \psi (r, X_{r}^{t,x}, Y_{r}^{t,x}, Z_{r}^{t,x})| dr \right)^{p} \right)^{1/p}
\]

\[
\leq C \left( \frac{1}{T - t} \right)^{1/2} \left( \mathbb{E} \left( \int_{t}^{T} (|Y_{r}^{n,t,x} - Y_{r}^{t,x}| + |Z_{r}^{n,t,x} - Z_{r}^{t,x}|) (1 + |Z_{r}^{n,t,x}| + |Z_{r}^{t,x}|) dr \right)^{p} \right)^{1/p}
\]

\[
\leq C \left( \frac{1}{T - t} \right)^{1/2} \left( \int_{t}^{T} (1 + |Z_{r}^{n,t,x}| + |Z_{r}^{t,x}|)^{2} dr \right)^{p/2} \rightarrow 0
\]

as \( n \rightarrow \infty \). Indeed, by theorem \[3.7\] \( Z_{n,t,x} \) as well \( Z_{t,x} \) is bounded in \( \mathcal{M}^{2p} \) by a constant independent on \( n \), and moreover by proposition \[3.8\] \( Z_{n,t,x} \) converges to \( Z_{t,x} \) in \( \mathcal{M}^{2p} \). So we have
shown the convergence of $I$ and $II$, and also of the term related to $\phi$ from which we deduce that for every $s \in [t, T]$

$$\lim_{n \to \infty} \mathbb{E} \left[ \nabla_x Y^{n,t,x}_s h \right] = \mathbb{E} \int_s^T \psi \left( r, X^{t,x}_r, Y^{t,x}_r, Z_r^{t,x} \right) U^{h,t,x}_r dr + \mathbb{E} \left[ \phi(X^{t,x}_T)U^{h,t,x}_T \right]. \quad (4.6)$$

In particular, by taking $s = t$ in (4.6),

$$\lim_{n \to \infty} \nabla_x Y^{n,t,x}_t h = \mathbb{E} \int_t^T \psi \left( r, X^{t,x}_r, Y^{t,x}_r, Z_r^{t,x} \right) U^{h,t,x}_r dr + \mathbb{E} \left[ \phi(X^{t,x}_T)U^{h,t,x}_T \right].$$

so we deduce that $\lim_{n \to \infty} \nabla_x Y^{n,t,x}_t h$ exists. Moreover we notice that this limit is linear in $h$, and we denote it by $F(t, x) h$, and moreover we also notice that for every $t \in [0, T]$ and $h \in H$, the map $x \mapsto F(t, x) h$ is continuous. It remains to show that

$$\lim_{n \to \infty} \nabla_x Y^{n,t,x}_t h = \nabla_x Y^{t,x}_t h.$$ 

Indeed, for every $\varepsilon > 0$ and $x \in H$,

$$\frac{Y^{n,t,x+\varepsilon h}_t - Y^{n,t,x}_t}{\varepsilon} = \int_0^1 Y^{n,t,x+\lambda \varepsilon h}_t h d\lambda.$$

Since

$$\frac{Y^{n,t,x+\varepsilon h}_t - Y^{n,t,x}_t}{\varepsilon} \to \frac{Y^{t,x+\varepsilon h}_t - Y^{t,x}_t}{\varepsilon}$$

and

$$\int_0^1 Y^{n,t,x+\lambda \varepsilon h}_t h d\lambda \to \int_0^1 F(t, x + \lambda \varepsilon h) h d\lambda,$$

and by letting $\varepsilon \to 0$, we get

$$F(t, x) = \nabla_x Y^{t,x}_t h$$

for almost all $t \in [0, T)$. Since

$$\nabla_x Y^{t,x}_t h = \mathbb{E} \int_t^T \psi \left( r, X^{t,x}_r, Y^{t,x}_r, Z_r^{t,x} \right) U^{h,t,x}_r dr + \mathbb{E} \left[ \phi(X^{t,x}_T)U^{h,t,x}_T \right].$$

The proof is concluded, by noticing that by the identification 4.10 we also arrive at

$$\lim_{n \to \infty} \mathbb{E} \left[ \nabla_x Y^{n,t,x}_s h \right] = \mathbb{E} \left[ \nabla_x Y^{t,x}_s h \right].$$

for all $0 \leq t \leq s < T$.

We state two corollaries: the first one is about estimates on $\nabla_x Y^{t,x}_t$, and the second one is about the identification of $\nabla_x Y^{t,x}_t$ with $Z^{t,x}$.

**Corollary 4.2** Under the assumptions of theorem 4.1, there exists a constant $C$ depending only on $L_\psi$, $K_\psi$, $K_\phi$ and on the coefficients of the forward equation (2.7) such that

$$|\nabla_x Y^{t,x}_t| \leq C(T - t)^{-1/2} \quad (4.7)$$
Proof. We start from the Bismut-Elworthy formula we have proved in theorem 4.1, formula (4.1). We first notice that, by the Cauchy-Schwartz inequality and by estimate \((3.26)\),

\[
\mathbb{E} \left[ \phi(X_T^{t,x}) U_T^{h,t,x} \right] \leq ||\phi||_\infty (T-t)^{-1/2} = K_\phi(T-t)^{-1/2}.
\]  

Next we estimate \(I\), and among others we use Lemma 3.11, estimate \((3.27)\):

\[
\mathbb{E} \left[ \phi(X_T^{t,x}) U_T^{h,t,x} \right] \leq ||\phi||_\infty (T-t)^{-1/2} = K_\phi(T-t)^{-1/2}.
\]  

Next we estimate

\[
|\mathbb{E} \int_{t}^{T} \psi \left( r, X_r^{t,x}, Y_r^{t,x}, Z_r^{t,x} \right) U_r^{h,t,x} \, dr | \leq \mathbb{E} \int_{t}^{T} |\psi \left( r, X_r^{t,x}, Y_r^{t,x}, Z_r^{t,x} \right) U_r^{h,t,x} | \, dr + \mathbb{E} \int_{t}^{T} |\psi \left( r, X_r^{t,x}, Y_r^{t,x}, Z_r^{t,x} \right) U_r^{h,t,x} | \, dr = I + II
\]

We start by estimating \(I\) by proposition 3.6, estimate \((3.5)\), we get

\[
I \leq C \mathbb{E} \int_{t}^{T} \left( 1 + |Y_r^{t,x}| + |Z_r^{t,x}|^2 \right) |U_r^{h,t,x}| \, dr \leq \mathbb{E} \int_{t}^{T} (1 + |Z_r^{t,x}|)^2 \, dr \leq \mathbb{E} \int_{t}^{T} (1 + |Z_r^{t,x}|)^4/3 \, dr \leq C \left( 1 + T - t \right)^{3/4} \left( \mathbb{E} \int_{t}^{T} (1 + |Z_r^{t,x}|)^4/3 \, dr \right)^{3/4}
\]

Next we estimate \(II\), and among others we use Lemma 3.11, estimate \((3.27)\):

\[
II = \mathbb{E} \int_{t}^{T} |\psi \left( r, X_r^{t,x}, Y_r^{t,x}, Z_r^{t,x} \right) U_r^{h,t,x} | \, dr \leq \mathbb{E} \left( \sup_{s \in \left[ \frac{t+T}{2} \right]} |U_s^{h,t,x}| \right) \left( \mathbb{E} \int_{t}^{T} |\psi \left( r, X_r^{t,x}, Y_r^{t,x}, Z_r^{t,x} \right) | \, dr \right)^{1/p} \leq \left( \mathbb{E} \left( \sup_{s \in \left[ \frac{t+T}{2} \right]} |U_s^{h,t,x}|^q \right) \right)^{1/q} \left( \mathbb{E} \left( \int_{t}^{T} |\psi \left( r, X_r^{t,x}, Y_r^{t,x}, Z_r^{t,x} \right) | \, dr \right)^p \right)^{1/p} \leq C \left( 1 + \frac{1}{(T-t)^{1/2}} \right)
\]
since by theorem \[3.7\] \(Y^t_{x,x}\) is bounded and \(Z^t_{x,x}\) is bounded in \(\mathcal{M}^{2p}\) by a constant depending on \(K_\psi\) and on \(L_\psi\) which gives the linear growth with respect to \(y\) and the quadratic growth with respect to \(z\) of the generator \(\psi\). By putting together the estimate on \(II\) with estimate \([4.8]\) we arrive at \([4.7]\) and the proof of the corollary is concluded.

We notice that differentiability assumptions of \(\psi\) with respect to its arguments are needed to achieve the Bismut formula, but do not appear in \([4.7]\); this fact will be crucial in the next section, where by means of estimate \((4.11)\) we will solve a semilinear Kolmogorov equation, removing differentiability assumptions on \(\psi\).

**Corollary 4.3** Under the assumptions of theorem \([4.1]\) \(\forall t \in [0,T], x \in H\)

\[
Z^t_{x,x} = \nabla_x Y^t_{x,x} G(t). \tag{4.10}
\]

**Proof.** Let \(\phi\) be approximated by its inf-sup convolutions \(\phi_n\), and let \((Y^{n,t,x}, Z^{n,t,x})\) be the solution of the BSDE \([4.2]\) with final datum \(\phi_n\). By theorem \([4.3]\) we already know that \(Z^{n,t,x}_t = \nabla_x Y^{n,t,x}_t G(t)\). We have just shown in theorem \([4.1]\) and corollary \([4.2]\) that \(x \to Y^{t,x}_t\) is differentiable and that \(\nabla_x Y^{n,t,x}_t \to \nabla_x Y^{t,x}_t\), \(dt \times dP\) a.e. and a.s.. Moreover, by computing the joint quadratic variation between the process \(v^n(t, X^{t,x}_t) := Y^{n,t,x}_t, t \leq \tau \leq T, and \int_t^\tau \xi_s dW_s, \xi \in L^2_P(\Omega \times [0,T])\), it turns out that

\[
\int_t^\tau \nabla v^n(s, X^{t,x}_s) G(s) \xi_s ds = \int_t^\tau Z^{n,t,x}_s \xi_s ds, \text{ } P \text{ a.s. and for almost all } 0 \leq \tau \leq T.
\]

By taking a subsequence (that for simplicity we call again \(n\)) and letting \(n \to \infty\) in both sides, we get,

\[
\int_t^\tau \nabla v(s, X^{t,x}_s) G(s) \xi_s ds = \int_t^\tau Z^{t,x}_s \xi_s ds, \text{ } P \text{ a.s. and for almost all } 0 \leq \tau \leq T.
\]

which gives the desired identification, and as a consequence

\[
Z^t_{x,x} = \nabla_x Y^t_{x,x} G(t).
\]

\[\square\]

5 The Bismut formula and mild solutions of a semilinear Kolmogorov equation in the quadratic case

In this section we apply the Bismut formula obtained in theorem \([4.1]\) to solve the semilinear Kolmogorov equation in \(H\) given by \([3.2]\), with \(\phi\) and \(\psi\) not necessarily differentiable. We state and prove the main result of this section about the existence and uniqueness of a mild solution to equation \([3.2]\).

**Theorem 5.1** Assume that hypotheses \([2.4], 2.3, 3.1\) and \([3.4]\) hold true and let \((X^{t,x}, Y^{t,x}, Z^{t,x})\) be the solution of the forward-backward system \([3.1]\) and let \(U^{h,t,x}\) be defined in \([3.24]\). Then there exists a unique mild solution \(v(t, x)\) of the semilinear Kolmogorov equation \([3.2]\) given by the formula

\[
v(t, x) = Y^{t,x}_t,
\]

and such that

\[
|v(t, x)| \leq C, \quad |\nabla_x v(t, x)| \leq C (T - t)^{-1/2}, \tag{5.1}
\]
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with
\[
\mathbb{E} \left[ \nabla_x v(t,x) h \right] = \mathbb{E} \int_t^T \psi \left( r, X_r^{t,x}, v(r,X_r^{t,x}), \nabla_x v(r,X_r^{t,x}) G(r) \right) U_r^{h,t,x} \, dr + \mathbb{E} \left[ \phi(\nabla_t^{t,x} U_T^{h,t,x}) \right].
\]
(5.2)

**Proof.** Existence. We start from the case of \( \phi \) bounded and continuous as required in the assumptions of the present theorem, and of \( \psi \) also differentiable. We let \( \phi_n \) be the inf-sup convolution of \( \phi \), as introduced in (3.11), and we let \( (Y^{n,t,x},Z^{n,t,x}) \) be the solution of the BSDE (4.2) with final datum \( \phi_n \), and \( v^n \) be the mild solution of a Kolmogorov equation like (3.2) with final datum \( \phi_n \) instead of \( \phi \). Namely \( v^n \) satisfies
\[
v^n(t,x) = P_{t,T}[\phi_n](x) + \int_t^T P_{t,s} \left[ \psi(s,\cdot,v^n(s,\cdot),\nabla v^n(s,\cdot) G(s)) \right] (x) \, ds. \quad t \in [0,T], \ x \in H.
\]
(5.3)

Since \( \phi_n \) is differentiable, by theorem 3.3 we already know that
\[
v^n(t,x) = Y^{n,t,x}_t, \quad \nabla_x v^n(t,x) G(t) = Z^{n,t,x}_t,
\]
moreover
\[
\lim_{n \to \infty} Y^{n,t,x}_t = Y^{t,x}_t
\]
where \( (Y^{t,x},Z^{t,x}) \) is a solution to the backward equation in (3.1). By theorem 4.1 we know that \( Y \) satisfies (5.2) and by corollaries 4.2 and 4.3 we get respectively estimate 5.1 and the identification of \( \nabla_x v(t,x) G(t) \) with \( Z^{t,x} \). We have to remove differentiability assumptions on \( \psi \).

To this aim we approximate \( \psi \) with its inf-sup convolution \( \psi_k \) with respect to \( x \), \( y \) and \( z \), as given in (3.12). We consider the solution of the Kolmogorov equation with nonlinear term given by \( \psi_k \) instead of \( \psi \), namely
\[
v^k(t,x) = P_{t,T}[\phi](x) + \int_t^T P_{t,s} \left[ \psi_k(s,\cdot,v^k(s,\cdot),\nabla v^k(s,\cdot) G(s)) \right] (x) \, ds. \quad t \in [0,T], \ x \in H.
\]
(5.4)

By the previous part we know that the semilinear Kolmogorov equation (5.4) admits a mild solution identified with \( Y^{k,t,x}_t \), where \( Y^{k,t,x} \) is solution of a backward equation like the one in the forward-backward system with generator \( \psi_k \) instead of \( \psi \), namely
\[
\begin{cases}
    dY^{k,t,x}_\tau = -\psi_k(\tau,X_\tau,Y^{k,t,x}_\tau,Z^{k,t,x}_\tau) \, d\tau + Z^{k,t,x}_\tau \, dW_\tau, \\
    Y^{k,t,x}_T = \phi(X_T).
\end{cases}
\]
(5.5)

It is well known that \( (Y^{k,t,x},Z^{k,t,x}) \) converges to \( (Y^{t,x},Z^{t,x}) \) in \( \mathcal{S}^2 \times \mathcal{M}^2 \), and by proposition 3.9 we know that \( (Y^{k,t,x},Z^{k,t,x}) \) converges to \( (Y^{t,x},Z^{t,x}) \) also in \( \mathcal{S}^p \times \mathcal{M}^p \), for any \( p \geq 2 \). We deduce that \( v^k(t,x) \) converges to \( v(t,x) \) and that \( v^k(\tau,X^{k,t,x}_\tau) \) converges to \( Z^{t,x}_\tau \) in \( \mathcal{M}^p \), and, by taking a subsequence, \( dt \times dW \) a.e.. Next we have to show that the representation (5.2) holds true also removing differentiability assumptions on \( \psi \). For any \( k \geq 1 \) it holds true
\[
\mathbb{E} \left[ \nabla_x Y^{k,t,x}_s h \right] = \mathbb{E} \int_s^T \psi_k \left( r, X^{k,t,x}_r, Y^{k,t,x}_r, Z^{k,t,x}_r \right) U_r^{h,t,x} \, dr + \mathbb{E} \left[ \phi_k(\nabla_t^{t,x} U_T^{h,t,x}) \right].
\]
(5.6)

We have to take the limit as \( k \to \infty \). We start by computing the limit of the right hand side, namely we have to compute
\[
\lim_{k \to \infty} \mathbb{E} \int_s^T \psi_k \left( r, X^{k,t,x}_r, Y^{k,t,x}_r, Z^{k,t,x}_r \right) U_r^{h,t,x} \, dr.
\]
To this aim we will show that
\[ \lim_{k \to \infty} \mathbb{E} \int_t^T |\psi_k (r, X_{r_t}^t, Y_{r_t}^{k,t,x}, Z_{r_t}^{k,t,x}) U_{r_t}^{h,t,x} - \psi (r, X_{r_t}^t, Y_{r_t}^{t,x}, Z_{r_t}^{t,x}) U_{r_t}^{h,t,x}| \, dr = 0. \]

We start by splitting the integral with respect to time into two integrals:
\[
\begin{align*}
\mathbb{E} \int_t^T |\psi_k (r, X_{r_t}^t, Y_{r_t}^{k,t,x}, Z_{r_t}^{k,t,x}) U_{r_t}^{h,t,x} - \psi (r, X_{r_t}^t, Y_{r_t}^{t,x}, Z_{r_t}^{t,x}) U_{r_t}^{h,t,x}| \, dr \\
= \mathbb{E} \int_t^{t+T/2} |\psi_k (r, X_{r_t}^t, Y_{r_t}^{k,t,x}, Z_{r_t}^{k,t,x}) U_{r_t}^{h,t,x} - \psi (r, X_{r_t}^t, Y_{r_t}^{t,x}, Z_{r_t}^{t,x}) U_{r_t}^{h,t,x}| \, dr \\
+ \mathbb{E} \int_{t+T/2}^T |\psi_k (r, X_{r_t}^t, Y_{r_t}^{k,t,x}, Z_{r_t}^{k,t,x}) U_{r_t}^{h,t,x} - \psi (r, X_{r_t}^t, Y_{r_t}^{t,x}, Z_{r_t}^{t,x}) U_{r_t}^{h,t,x}| \, dr = I + II.
\end{align*}
\]

We start by estimating I: we recall that by proposition 3.6, estimate (3.5), and by properties of the inf-sup convolutions, there exists a constant \( C \), not depending on \( k \), such that
\[ |Z_{t}^{k,t,x}| \leq C (T - t)^{-1/2}, \quad (5.7) \]
and moreover by corollary 4.2, estimate (4.9)
\[ \mathbb{E} \int_t^{t+T/2} \left( 1 + |Y_{r_t}^{k,t,x}| + |Z_{r_t}^{k,t,x}|^2 \right) |U_{r_t}^{h,t,x}| \, dr \leq C (T - t)^{-1/2}, \]
where $C$ does not depend on $k$. So

\[
I \leq \mathbb{E} \int_{t}^{t+\frac{T}{2}} |\psi_k(r, X^k_{t,x}, Y^k_{t,x}, Z^k_{t,x}) U^{h,t,x}_{r} - \psi(r, X^t_{t,x}, Y^t_{t,x}, Z^t_{t,x}) U^{h,t,x}_{r}| \, dr
\]

\[
+ \mathbb{E} \int_{t}^{t+\frac{T}{2}} |\psi(r, X^t_{t,x}, Y^k_{t,x}, Z^k_{t,x}) U^{h,t,x}_{r} - \psi(r, X^t_{t,x}, Y^t_{t,x}, Z^t_{t,x}) U^{h,t,x}_{r}| \, dr
\]

\[
\leq C \left( \sup_{x \in H, y \in \mathbb{R}, z \in H} \frac{1}{1 + |z|^2} \right) \int_{t}^{t+\frac{T}{2}} \left( 1 + |Y^k_{t,x}| + |Z^k_{t,x}|^2 \right) |U^{h,t,x}_{r}| \, dr
\]

\[
+ CE \int_{t}^{t+\frac{T}{2}} |Y^k_{t,x} - Y^t_{t,x}| U^{h,t,x}_{r} \, dr + CE \int_{t}^{t+\frac{T}{2}} |Z^k_{t,x} - Z^t_{t,x}| \left( 1 + |Z^k_{t,x}| + |Z^t_{t,x}| \right) |U^{h,t,x}_{r}| \, dr
\]

\[
\leq C(T - t)^{-1/2} \left( \sup_{x \in H, y \in \mathbb{R}, z \in H} \frac{1}{1 + |z|^2} \right)
\]

\[
+ C \sup_{s \in [t, t+\frac{T}{2}]} |U^{h,t,x}_{s}| \left( \int_{t}^{t+\frac{T}{2}} |Y^k_{t,x} - Y^t_{t,x}| \, dr \right)
\]

\[
+ C \left( \mathbb{E} \sup_{s \in [t, t+\frac{T}{2}]} |U^{h,t,x}_{s}|^2 \right)^{1/2} \left( \mathbb{E} \int_{t}^{t+\frac{T}{2}} |Y^k_{t,x} - Y^t_{t,x}|^2 \, dr \right)^{1/2}
\]

\[
+ C \left( \frac{T - t}{2} \right)^{-1/4} \left( \frac{T - t}{2} \right)^{-1/2} \left( \mathbb{E} \int_{t}^{t+\frac{T}{2}} |Z^k_{t,x} - Z^t_{t,x}|^2 \, dr \right)^{1/4} \left( \mathbb{E} \int_{t}^{t+\frac{T}{2}} |U^{h,t,x}|^{4/3} \, dr \right)^{3/4}
\]

\[
\leq C \left( \frac{T - t}{2} \right)^{-1/2} \left[ \left( \sup_{x \in H, y \in \mathbb{R}, z \in H} \frac{1}{1 + |z|^2} \right)
\]

\[
+ \left( \mathbb{E} \int_{t}^{t+\frac{T}{2}} |Y^k_{t,x} - Y^t_{t,x}|^2 \, dr \right)^{1/2} + \left( \mathbb{E} \int_{t}^{t+\frac{T}{2}} |Z^k_{t,x} - Z^t_{t,x}|^2 \, dr \right)^{1/4} \right] \to 0
\]

as $k \to \infty$. Indeed by theorem 3.7 $Z^{n,t,x}$ is bounded in $\mathcal{M}^p$, for any $p \geq 1$, and since by well known results in the literature of quadratic BSDEs, as well as a special case of proposition 3.9 $(Y^{n,t,x}, Z^{n,t,x}) \rightarrow (Y^{t,x}, Z^{t,x})$ in $\mathcal{M}^2$. 
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Next we estimate \( II \):

\[
II \leq \mathbb{E} \int_{t,T} |\psi_k \left( r, X_r^{t,x}, Y_r^{k,t,x}, Z_r^{k,t,x} \right) U_r^{h,t,x} - \psi \left( r, X_r^{t,x}, Y_r^{k,t,x}, Z_r^{k,t,x} \right) U_r^{h,t,x} | \, dr
\]

\[
+ \mathbb{E} \int_{t,T} \left| \psi \left( r, X_r^{t,x}, Y_r^{k,t,x}, Z_r^{k,t,x} \right) U_r^{h,t,x} - \psi \left( r, X_r^{t,x}, Y_r^{t,x}, Z_r^{t,x} \right) U_r^{h,t,x} \right| \, dr
\]

\[
\leq C \sup_{x \in H, y \in \mathbb{R}, z \in H} \left| \psi_k(t, x, y, z) - \psi(t, x, y, z) \right| \mathbb{E} \sup_{s \in [t,T]} \left| U_s^{h,t,x} \right| \int_{t,T} \left( 1 + |Z_r^{k,t,x}|^2 \right) \, dr
\]

\[
+ \left( \mathbb{E} \sup_{s \in [t,T]} \left| U_s^{h,t,x} \right| \right)^{1/q} \left( \mathbb{E} \left( \int_{t,T} \left| \psi \left( r, X_r^{t,x}, Y_r^{k,t,x}, Z_r^{k,t,x} \right) - \psi \left( r, X_r^{t,x}, Y_r^{t,x}, Z_r^{t,x} \right) \right| \, dr \right)^p \right)^{1/p}
\]

\[
\leq C \sup_{x \in H, y \in \mathbb{R}, z \in H} \left| \psi_k(t, x, y, z) - \psi(t, x, y, z) \right| \left( \mathbb{E} \sup_{s \in [t,T]} \left| U_s^{h,t,x} \right|^2 \right)^{1/2}
\]

\[
\left( \mathbb{E} \left( \int_{t,T} \left( 1 + |Z_r^{t,x}|^2 \right) \, dr \right)^2 \right)^{1/2}
\]

\[
+ C \frac{1}{(T-t)^{1/2}} \left( \mathbb{E} \left( \int_{t,T} \left( |Y_r^{k,t,x} - Y_r^{t,x}| + |Z_r^{k,t,x} - Z_r^{t,x}| \right) \left( 1 + |Z_r^{k,t,x}| + |Z_r^{t,x}| \right) \, dr \right)^p \right)^{1/p}
\]

\[
\leq C \frac{1}{(T-t)^{1/2}} \sup_{x \in H, y \in \mathbb{R}, z \in H} \left| \psi_k(t, x, y, z) - \psi(t, x, y, z) \right| \left( \mathbb{E} \left( \int_{t,T} \left( 1 + |Z_r^{k,t,x}|^2 \right) \, dr \right)^2 \right)^{1/2}
\]

\[
+ C \frac{1}{(T-t)^{1/2}} \left[ \mathbb{E} \int_{t,T} \left| Y_r^{k,t,x} - Y_r^{t,x} \right|^p \, dr + \left( \mathbb{E} \left( \int_{t,T} |Z_r^{k,t,x} - Z_r^{t,x}|^2 \, dr \right)^{p/2} \right) \right]^{1/p}
\]

\[
\left( \int_{t,T} \left( 1 + |Z_r^{k,t,x}| + |Z_r^{t,x}| \right)^2 \, dr \right)^{1/p} \rightarrow 0
\]

as \( k \to \infty \). Indeed, by theorem \( 3.7 \) \( Z_r^{k,t,x} \) as well \( Z_r^{t,x} \) is bounded in \( \mathcal{M}^{2p} \) by a constant independent on \( k \), and moreover by proposition \( 3.8 \) \( (Y_r^{k,t,x}, Z_r^{k,t,x}) \) converges to \( (Y_r^{t,x}, Z_r^{t,x}) \) in \( \mathcal{M}^{2p} \). So we have shown the convergence of \( I \) and \( II \), from which we deduce that for every \( s \in [t,T] \)

\[
\lim_{k \to \infty} \mathbb{E} \left[ \nabla_x Y_s^{k,t,x} h \right] = \mathbb{E} \int_s^T \psi \left( r, X_r^{t,x}, Y_r^{t,x}, Z_r^{t,x} \right) U_r^{h,t,x} \, dr + \mathbb{E} \left[ \phi \left( X_T^{t,x} \right) U_T^{h,t,x} \right].
\]

As before we can show that

\[
\lim_{k \to \infty} \mathbb{E} \left[ \nabla_x Y_s^{k,t,x} h \right] = \mathbb{E} \left[ \nabla_x Y_s^{t,x} h \right].
\]
The identification
\[ \nabla_x Y^l_t,x = Z^l_t,x G(t), \]
can be obtained as in corollary 4.3 and the proof is concluded.

We conclude this Section summing up what type of Kolmogorov equation we are able to treat.

**Remark 5.2** We notice that under the invertibility assumptions on \( G \) we are able to solve a Kolmogorov equation (3.2) for the unknown \( v \) with non linear term \( \psi \) with quadratic growth with respect to the derivative \( \nabla v \), and lipschitz continuous with respect to \( v \) and \( x \), and with final datum only continuous and bounded. We notice that, due to the boundedness of \( v \) given by the estimates on \( Y \) in Proposition 3.7, linear growth with respect to \( v \) may be removed with some technical efforts, that we omit here.

Coming to a comparison with the existing literature, we are able to treat a superquadratic Kolmogorov equation with final datum bounded and continuous: here we ask invertibility assumptions on \( G(t) \), in [20] a similar result is achieved with \( A \) and \( G \) commuting, while in [21] it is considered a Kolmogorov equation 3.2 a final datum locally lipschitz continuous and not necessarily bounded but with polynomial growth with respect to \( x \), so in [21] the request of regularity on the final are significantly stronger than in the present paper.

### 6 A quadratic optimal control problem

Now we apply the above results to perform the synthesis of the optimal control for a class of control problems with nonlinear state equation and with related current cost with quadratic growth with respect to the control \( u \) and the final cost bounded and only continuous.

Let \( X^u \) be the solution of the controlled state equation
\[
\begin{cases}
\quad dX^u_t = AX^u_t d\tau + F(\tau,X^u_t) d\tau + R(u^\tau) d\tau + G(\tau) dW^\tau, \\
\quad X^u_t = x.
\end{cases}
\tag{6.1}
\]

Notice that, due to the invertibility assumptions on \( G \), equation (6.1) can be rewritten as
\[
\begin{cases}
\quad dX^u_t = AX^u_t d\tau + F(\tau,X^u_t) d\tau + G(\tau) \tilde{R}(u^\tau) d\tau + G(\tau) dW^\tau, \\
\quad X^u_t = x,
\end{cases}
\]
where \( \tilde{R}(u^\tau) = G^{-1}(\tau)R(u^\tau) \). This means that equation (6.1) can be written with the “special structure” that allows to study the optimal control problem related by means of BSDEs. On \( R \) we make the following assumption:

**Hypothesis 6.1** The space \( U \) where the control process takes its values is a general Banach space. For the map \( R : U \to H \) there exists a constant \( c > 0 \) such that \( |R(u)| \leq c(1 + |u|_U) \).

Beside equation (6.1), we define the cost
\[
J(t,x,u) = \mathbb{E} \int_t^T g(s,X^u_s, u_s) ds + \mathbb{E} \phi(X^u_T).
\tag{6.2}
\]
for real functions \( g \) on \([0,T] \times H \times U\) and \( \phi \) on \( H \). The control problem in strong formulation is to minimize this functional \( J \) over all admissible controls \( u \). By admissible control we mean an \((\mathcal{F}_t)_t\)-predictable process, taking values in a closed subset \( K \) of \( U \), such that
\[
\mathbb{E} \int_0^T |u_s|^2 ds < +\infty.
\]
This assumption is natural this time since we assume here that the cost has quadratic growth at infinity, as it can be seen in the following assumptions on the cost $J$.

**Hypothesis 6.2** We assume:

1. $\phi : H \to \mathbb{R}$ is bounded and continuous;
2. $g : [0, T] \times H \times U \to \mathbb{R}$ is measurable and for all $t \in [0, T]$, $u \in U$, $x \mapsto g(t, x, u)$ is bounded and continuous, moreover for all $t \in [0, T]$, $x \in H$, $u \in U$, there exists a constant $c > 0$ such that
   \[ 0 \leq g(t, x, u) \leq c(1 + |u|^2) \]  
   and there exist $R > 0$, $C > 0$ such that
   \[ g(t, x, u) \geq C|u|^2 \quad \forall u \in K, |u| \geq R. \]  
3. $l$ is lipschitz continuous with respect to $x$, uniformly with respect to $t \in [0, T]$ and $u \in U$, that is for all $t \in [0, T]$, $x_1, x_2 \in H$, $u \in U$, for some $C > 0$,
   \[ |g(t, x_1, u) - g(t, x_2, u)| \leq C|x_1 - x_2|. \]

We define in a classical way the Hamiltonian function relative to the above problem:

\[ \psi(t, x, z) = \inf_{u \in K} \{ g(t, x, u) + zR(u) \} \quad \forall z \in H. \]  

We prove that the Hamiltonian function just defined satisfies the polynomial growth conditions and the local lipschitzianity required in hypothesis 3.1.

**Lemma 6.3** Assume that hypotheses 6.1 and 6.3, point 1 and 2, hold true. Then the Hamiltonian $\psi : [0, T] \times H \times H \to \mathbb{R}$ is Borel measurable, there exists a constant $C > 0$ such that

\[ -C(1 + |z|^2) \leq \psi(t, x, z) \leq g(t, x, u) + C|z|(1 + |u|), \quad \forall u \in K. \]

Moreover if the infimum in (6.3) is attained, it is attained in a ball of radius $C(1 + |z|)$, that is

\[ \psi(t, x, z) = \inf_{u \in K, |u| \leq C(1 + |z|)} \{ g(t, x, u) + zR(u) \}, \quad z \in H, \]

and

\[ \psi(t, x, z) < g(t, x, u) + zR(u) \quad \text{if } |u| > C(1 + |z|). \]

In particular it follows that $\psi$ is locally lipschitz continuous with respect to $z$, namely for all $t \in [0, T]$, $x \in H$, $z_1, z_2 \in H$, for some $C > 0$,

\[ |\psi(t, x, z_1) - \psi(t, x, z_2)| \leq C(1 + |z_1| + |z_2|)|z_1 - z_2|. \]  

Moreover, if hypothesis 6.3, point 3, holds true, then $\psi$ is lipschitz continuous with respect to $x$, namely for all $t \in [0, T]$, $x_1, x_2 \in H$, $z \in H$, for some $C > 0$,

\[ |\psi(t, x_1, z) - \psi(t, x_2, z)| \leq C|x_1 - x_2|. \]
Proof. The proof is given in [11], lemma 3.1, apart from (6.6) and (6.7), that we briefly discuss here. For what concerns (6.6), for every \( u \in K \), \( u \) in the set where the infimum in the definition of the Hamiltonian (6.5) is achieved, we get for all \( t \in [0,T] \), \( x \in H \), \( z_1, z_2 \in H \)

\[-C(1 + |z_1| + |z_2|)|z_1 - z_2| \leq g(t, x, u) + z_1u - g(t, x, u) - z_2u \leq C(1 + |z_1| + |z_2|)|z_1 - z_2|\]

which gives (6.6).

For what concerns (6.7), if hypothesis 6.3 point 3, holds true, then for all \( t \in [0,T] \), \( x_1, x_2 \in H \), \( z \in H \)

\[-C|x_1 - x_2| \leq g(t, x_1, u) - g(t, x_2, u) \leq g(t, x_1, u) + zR(u) - \inf_{u \in K} \{g(t, x_2, u) + zR(u)\}\]

and since this inequality is true \( \forall u \in U \), we immediately get

\[\psi(t, x_1, z) - \psi(t, x_2, z) \geq -C|x_1 - x_2|\]

Arguing in a similar way we arrive at

\[\psi(t, x_1, z) - \psi(t, x_2, z) \leq C|x_1 - x_2|\]

and this gives (6.7) and concludes the proof. \( \square \)

We define

\[\Gamma(t, x, z) = \{u \in U : zR(u) + g(t, x, u) = \psi(t, x, z)\}; \quad (6.8)\]

if \( \Gamma(t, x, z) \neq \emptyset \) for every \( t \in [0, T] \), \( x \in H \), \( z \in H \), by [11], see Theorems 8.2.10 and 8.2.11, \( \Gamma \) admits a measurable selection, i.e. there exists a measurable function \( \gamma : [0, T] \times H \times H \rightarrow U \) with \( \gamma(t, x, z) \in \Gamma(t, x, z) \) for every \( t \in [0, T] \), \( x \in H \), \( z \in H \).

In the following theorem we will prove the fundamental relation, by applying theorem 5.1.

**Theorem 6.4** Assume hypotheses 2.1, 2.2, 3.4, 6.2 hold true. Let \( v \) the solution of the HJB equation (6.2). For every \( t \in [0, T] \), \( x \in H \) and for all admissible control \( u \) we have \( J(t, x, u(\cdot)) \geq v(t, x) \), and the equality holds if and only if

\[u_s \in \Gamma(t, x, \nabla v(s, X_{u,t,x}^s) G(s))\]

**Proof.** The proof follows from proposition 4.1 in [11], recalling that by theorem 5.1 equation (3.2) admits a unique mild solution \( v(t, x) = Y_t^{t,x} \), where \( (Y_t^{t,x}, Z_t^{t,x}) \) is solution to the BSDE in FBSDE (3.1), and that by corollary 4.3 \( Z_t^{t,x} = \nabla v(t, x) G(t) \).

With the assumptions of Theorem 6.4, we can define the so called optimal feedback law

\[u(s, x) = \gamma(\nabla v(s, X_{u,t,x}^s)G(s)) \quad s \in [t, T], \quad x \in H, \quad (6.9)\]

and the related closed loop equation in mild form is given by

\[\mathbf{X}_s = e^{(s-t)A} x + \int_t^s e^{(s-r)A} F(r, \mathbf{X}_r) \, dr + \int_t^s e^{(s-r)A} \{ \gamma(r, \mathbf{X}_r, \nabla v(r, \mathbf{X}_r)) \} + \int_t^s e^{(s-r)A} G(r) \, dW_r. \quad (6.10)\]

If the closed loop equation admits a solution the pair \((\mathbf{u} = u(s, \mathbf{X}_s), \mathbf{X}_s)_{s \in [t, T]}\) is optimal for the control problem. Due to the lack of regularity of the feedback law \( u \) occurring in (6.10), the existence of a solution of the closed loop equation is not obvious. This problem can be avoided by formulating the optimal control problem in the weak sense.
In the following, by an admissible control system we mean
\[(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}, W, u(\cdot), X^u),\]
where $W$ is an $H$-valued Wiener process, $u$ is an admissible control and $X^u$ solves the controlled equation (6.1). The control problem in weak formulation is to minimize the cost functional over all the admissible control systems.

**Theorem 6.5** Assume hypotheses 2.1, 2.2, 3.4, 6.2 hold true. Let $v$ the solution of the HJB equation (3.2). For every $t \in [0, T]$, $x \in H$ and for all admissible control systems we have $J(t, x, u(\cdot)) \geq v(t, x)$, and the equality holds if and only if
\[u_s \in \Gamma (s, X^u_s, \nabla v(s, X^u_s)G(s))\]
Moreover assume that the set-valued map $\Gamma$ is not empty and let $\gamma$ be its measurable selection.
Then the process defined by
\[u_\tau = \gamma(\tau, X^u_\tau, \nabla v(\tau, X^u_\tau)G(\tau)), \quad \mathbb{P}\text{-a.s. for } a.a. \tau \in [t, T]\]
is optimal. Finally, the closed loop equation (6.10) admits a weak solution $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}, W, X)$ which is unique in law and setting
\[u_\tau = \gamma(\tau, X^u_\tau, \nabla v(\tau, X^u_\tau)G(\tau))\],
we obtain an optimal admissible control system $(W, u, X)$.

**Proof.** The proof follows from the fundamental relation stated in theorem 6.4; the closed loop equation can be solved as in [11], proposition 5.2.

6.1 Optimal control problems for a semilinear heat equation

In this section we briefly show how to apply our results to solve the optimal control problem when the state equation is a general semilinear heat equation with additive noise.

Namely we consider a bounded domain in $\mathbb{R}^n$ denoted by $\mathcal{O}$, $H = L^2(\mathcal{O})$. We consider the following controlled heat equation, for $0 \leq t \leq s \leq T$,
\[
\begin{cases}
\frac{\partial y}{\partial s}(s, \xi) = \Delta y(s, \xi) + f(s, \xi, y(s, \xi)) + \sigma(s, \xi) r(\xi, u(s, \xi)) + \sigma(s, \xi) \frac{\partial W}{\partial s}(s, \xi), \xi \in \mathcal{O}, \\
y(t, \xi) = x(\xi), \xi \in \mathcal{O}, \\
y(s, \xi) = 0, \quad \xi \in \partial \mathcal{O}.
\end{cases}
\]
(6.11)

where $u_s \in L^2(\mathcal{O})$ represents the control. In the following we denote by $\mathcal{A}_d$ the set of admissible controls, that is the real valued predictable processes such that
\[
\mathbb{E} \int_0^T \left( \int_{\mathcal{O}} |u_t(\xi)|^2 d\xi \right) dt < +\infty.
\]
and such that $u_t \in K$, where $K$ is a closed subset of $H$, not necessarily coinciding with $H$, where this time $U = H$. The process $W(s, \xi)$ is a space time white noise on $[0, T] \times \mathcal{O}$.

Our aim is to minimize over all admissible controls the cost functional
\[
J(t, x(\xi), u) = \mathbb{E} \int_t^T \int_{\mathcal{O}} \tilde{l}(s, \xi, y(s, \xi), u_s(\xi)) d\xi ds + \mathbb{E} \int_{\mathcal{O}} \tilde{\phi}(\xi, y(T, \xi)) d\xi.
\]
(6.12)
for real functions $\tilde{\phi}$ and $\tilde{l}$.

We make the following assumptions on the controlled stochastic heat equation (6.11) and on the related cost $J$. 
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Hypothesis 6.6 The functions \( f, \sigma, r, \bar{l}, \bar{\phi} \) are all Borel measurable and real valued. Moreover,

1. \( f : [0, T] \times \mathcal{O} \times \mathbb{R} \rightarrow \mathbb{R} \) is continuous; for every \( s \in [0, T] \) and every \( \xi \in \mathcal{O} \), we have \( f(s, \xi, \cdot) \in C^1(\mathbb{R}) \); and there exists \( c_1 \) continuous on \([0,1]\) such that

\[
|f(s, \xi, x)| \leq c_1(\xi)(1 + |x|), \quad |\nabla_x f(s, \xi, x)| \leq c_1(\xi)|h|
\]

for every \( s \in [0, T], \xi \in \mathcal{O}, x, h \in \mathbb{R} \).

2. \( \sigma : [0, T] \times \mathcal{O} \rightarrow \mathbb{R} \) is bounded and positive, invertible with a bounded inverse;

3. for every \( \xi \in \mathcal{O}, u \in \mathbb{R} \), \( |r(\xi, u)| \leq c(1 + |u|) \);

4. \( \bar{l} : [0, T] \times \mathcal{O} \times \mathbb{R} \rightarrow \mathbb{R} \) is continuous and for every \( s \in [0, T], \xi \in \mathcal{O}, x_1, X_2 \in \mathbb{R}, u \in \mathbb{R} \) we have

\[
0 \leq \bar{l}(s, \xi, x, u) \leq c(1 + |u|^2)
\]

and there exists \( R > 0, C > 0 \) such that

\[
\bar{l}(s, \xi, x, u) \geq C|u|^2 \quad |u| \geq R \text{ for all } u \in K;
\]

moreover

\[
|\bar{l}(s, \xi, x_1, u) - \bar{l}(s, \xi, x_2, u)| \leq |x_1 - x_2|;
\]

5. \( \bar{\phi} : \mathcal{O} \times \mathbb{R} \rightarrow \mathbb{R} \) is continuous and bounded

6. \( x_0 \in L^2(\mathcal{O}) \);

Let us define, for \( s \in [0, T], x \in H, u \in U \)

\[
F(s, x)(\xi) := f(s, \xi, x(\xi)), \quad (G(s)z)(\xi) = \sigma(s, \xi)z(\xi),
\]

\[
(Ru)(\xi) = r(\xi, u(\xi)),
\]

\[
l(s, x, u) = \int_{\mathcal{O}} \bar{l}(s, \xi, x(\xi), u(\xi)) \, d\xi, \quad \phi(x) = \int_{\mathcal{O}} \bar{\phi}(\xi, x(\xi)) \, d\xi
\]

(6.13)

It turns out that if \( f, r, \sigma, \bar{l} \) and \( \bar{\phi} \) satisfy hypothesis 6.6, then \( F, R, G, l \) and \( \phi \) defined in (6.13) satisfy hypothesis 6.2 Moreover, equation (6.11) can be written in an abstract way in \( H \) as

\[
\begin{cases}
    dX^u_t = AX^u_t \, d\tau + F(\tau, X^u_t) \, d\tau + R(u_\tau) \, d\tau + G(\tau) \, dW_\tau, & \tau \in [t, T] \\
    X^u_t = x_0,
\end{cases}
\]

(6.14)

where \( A \) is the Laplace operator with Dirichlet boundary conditions, \( W \) is a cylindrical Wiener process in \( H \), and \( F \) and \( R \) are defined in (6.13). The control problem in its abstract formulation is to minimize over all admissible controls the cost functional

\[
J(t, x, u) = \mathbb{E} \int_t^T l(s, X^u_s, u_s) \, ds + \mathbb{E} \phi(X^u_T).
\]

(6.15)

Remark 6.7 We notice that due to the fact that the final cost is only continuous, and the Hamiltonian function has more than linear, namely quadratic, growth with respect to \( z \), this control problem cannot be treated with techniques in the existing literature: in [21] Lipschitz continuity of the final datum is required. In [20] the final datum is assumed to be bounded and continuous but the operator \( G \) has to commute with the Laplace operator \( A \), and this does not necessarily happen here. Hypothesis 6.6 ensures invertibility of \( G \) which is a crucial assumption in the present paper.
By applying results in section 6, we get the following results.

**Theorem 6.8** Let $X^u$ be the solution of equation (6.11), let the cost be defined as in (6.12) and let (6.6) hold true. For every $t \in [0,T]$, $x_0 \in L^2(O)$ and for all admissible control $u$ we have $J(t,x,u(\cdot)) \geq v(t,x)$, and the equality holds if and only if

$$u_s \in \Gamma \left( s, X^u_{s,t,x}, \nabla v(s, X^u_{s,t,x}) \right)$$

Moreover assume that the set-valued map $\Gamma$ is nonempty and let $\gamma$ be its measurable selection.

The closed loop equation admits a weak solution $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}, W, X)$ which is unique in law and setting

$$u_\tau = \gamma \left( \tau, X_\tau, \nabla v(\tau, X_\tau) \right),$$

we obtain an optimal admissible control system $(W, u, X)$.

**Proof.** The proof follows from the abstract formulation of the problem, and by applying theorems 6.4 and 6.5.
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