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Abstract—Most existing person re-identification methods compute the matching relations between person images across camera views based on the ranking of the pairwise similarities. This matching strategy with the lack of the global viewpoint and the context’s consideration inevitably leads to ambiguous matching results and sub-optimal performance. Based on a natural assumption that images belonging to the same person identity should not match with images belonging to multiple different person identities across views, called the unicity of person matching on the identity level, we propose an end-to-end person unicity matching architecture for learning and refining the person matching relations. First, we adopt the image samples’ contextual information in feature space to generate the initial soft matching results by using graph neural networks. Secondly, we utilize the samples’ global context relationship to refine the soft matching results and reach the matching unicity through bipartite graph matching. Given full consideration to real-world person re-identification applications, we achieve the unicity matching in both one-shot and multi-shot settings of person re-identification and further develop a fast version of the unicity matching without losing the performance. The proposed method is evaluated on five public benchmarks, including four multi-shot datasets MSMT17, DukeMTMC, Market1501, CUHK03 and a one-shot dataset VIPeR. Experimental results show the superiority of the proposed method on performance and efficiency.
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I. INTRODUCTION

PERSON re-identification (ReID) [1] plays an important role in the intelligent video monitoring system. Given a probe image, person ReID aims to identify the image of the same person from a set of gallery images across camera views. Due to the changes in pose, illumination and background across views, person ReID is a challenging task.

Essentially, person ReID can be regarded as a person matching task, concentrating on achieving as many correct probe-gallery matchings as possible. The previous person ReID methods [4], [5], [1] focus on extracting discriminative features or learning proper similarity metrics. The probe image’s ranking list is computed by sorting the similarity values between the probe image and the gallery images in a descending order, and we obtain the probe-gallery matching by linking this probe image with the \( k \)-th gallery image in the list. However, the matching results are prone to be characterized by ambiguity. An illustration is shown in Fig. 1 (a). The matched gallery images for these probe images are obtained by the Rank-1 results from the state-of-the-art person ReID method [3]. The results in Fig. 1 (a) indicate that the same gallery (resp. probe) person matches with two different probe (resp. gallery) persons, which are obviously paradoxical and ambiguous matching results. By contrast, as shown in Fig. 1 (b), the ideal matching results should be characterized by the unicity of matching, i.e., one probe (resp. gallery) person only matches with one gallery (resp. probe) person who shares the same identity. The reason for the matching ambiguity is because the matching results are computed solely based on the similarity between the two images, and the similarity relationship in context or global perspective is ignored. It can be regarded as a ‘selfish’ matching strategy, being more likely to result in inferior performance. To relieve the issue, we should consider the contextual information when computing the matching result in person ReID.

Several methods [6], [7], [9], [8] have been proposed by utilizing contextual information to achieve the Re-ID performance enhancement. However, most of them either aim at learning discriminative features [9], [10], [8], or focusing...
on refining the pairwise similarity by the re-ranking technology [11], [12] with the aid of contextual information. The probe-gallery matching results are then obtained still by the ‘selfish’ matching strategy and are characterized by ambiguity. To the best of our knowledge so far, there are only two methods [13], [14] that concentrate on refining the matching strategy. The method in [13] focuses on the consistent matching between persons under the camera network, and the method in [14] optimizes the one-to-one matchings on the image level. Nevertheless, they do not fundamentally eliminate the ambiguity, since the matching ambiguity, in essence, originates from mismatches between the probe persons and the gallery persons on the identity level.

Imagine the case of the perfect probe-gallery matchings, i.e., for all probe images, the corresponding gallery images with the same identity are correctly identified, and there must be no ambiguity in the matching results. The less ambiguous matchings are usually associated with better ReID accuracy, which can be supported by the results in Table I. In a way, we might conclude that the essence of performance enhancement is to resolve the ambiguous matching on the person identity level in person ReID. For this, an intuitive assumption can be set, i.e., images belonging to the same person should not match with images belonging to multiple different person identities across views, called the unicity of the person matching on the identity level. Based on this, we aim at achieving the unicity matching on the identity level for improving the performance of ReID in this paper. Correspondingly, we propose a novel end-to-end context-aided unicity matching framework, in which the contextual information is fully explored in both feature learning phase and the similarity matching phase to achieve the final unicity matching on the identity level in person ReID. In the feature learning phase, we compute the sample’s feature representation with the consideration of its context samples’ information by utilizing the graph neural network, by which an initial soft matching can be computed. In the similarity matching phase, we further refine the soft matching results by utilizing the samples’ context relationship, thus reaching the unicity of person matching.

Specifically, we translate the person ReID into a bipartite graph matching problem in the similarity matching phase. Based on a basic setting in which there is one collected image for each person in the dataset, called one-shot ReID, we adopt the Jonker-Volgenant algorithm [18] to solve the bipartite graph matching problem for the unicity matching. Furthermore, with the full consideration of real-world person ReID applications, in which the same person is usually captured multiple times from the camera views and there are usually multiple images of the same person in the dataset, called multi-shot ReID, we need to solve one critical problem when achieving the unicity matching on the identity level, i.e., how to identify the images belonging to the same person in the dataset. For this, we decompose the problem into two parts: identifying the same person’s images under the same view and identifying that from different views. For the first one, it is a clustering problem in the homogeneous data space, and we devise a clustering-based merging strategy to aggregate the images of the same person. For the second one, it is back to a person ReID problem itself, and there is no straightforward solution to this chicken and egg problem. In order to tackle the difficulty, we develop a divide-and-conquer scheme to pursue the unicity matching. With the aid of the bipartite graph matching theory, we conduct a globally optimal matching association on the person identity level to keep the unicity of the person matching. In a way, we compute the similarity matching relationship between samples from a global context perspective. Beyond that, we develop a fast version of the unicity matching without the performance penalty to scale well up to large-scale real-world ReID applications.

To summarize, the major contributions of this paper are,

1. we propose and pursue the unicity matching on the person identity level in Re-ID problem, which relieves the ambiguous matching and boosts the performance;
2. we derive an end-to-end ReID matching architecture by utilizing the contextual information not only in the feature learning phase but also in the similarity matching phase;
3. in view of the real-world applications, we achieve the unicity matching in both one-shot ReID and multi-shot ReID, and further develop its fast version;
4. extensive experiments show the effectiveness of the proposed method, with state-of-the-art performances on all five public ReID benchmarks.

II. RELATED WORK

In recent years, there has been a growing research interest on person ReID with varied settings, including image-based, video-based and unsupervised ReID. We witness a rapid advance of these research works on performance [19], [20], [21]. However, due to the common ‘selfish’ matching strategy, these works tend to obtain the ambiguous matching results. We propose an end-to-end context-aided person ReID framework, which mainly focuses on exploring matching unicity with full utilization of contextual information. In the following, we briefly review the unicity-related person ReID methods and the context-based person ReID methods.

A. Exploring Unicity in Person ReID

The relational consistency at the semantic level as a strong constraint provides extra information for the matching task in person ReID with recent studies [22], [10], [23], [24], [13], [14]. Although they share a similar concept of consistency with
the proposed unicity, there still exists the essential difference at the specific definition and application level.

The methods in [22], [10] establish the one-to-one matching relation for solving cross-view misalignments between images. In [23], the image’s feature is learned by the matching consistency-aware information under the camera network in a deep learning framework. In [24], a bipartite graph is built to link the same person across views for estimating the sample labels and learning a discriminative metric in an unsupervised way. In these methods, the relational consistency is explored for feature learning or label estimation, and the resulting matching results are still ambiguous due to the neglect of matching unicity.

As the most closely related works with ours, Das et al. [13] propose eliminating the ambiguous matching under the camera network by solving a sophisticated integer programming problem. Rezatofighi et al. [14] aim at approximating the globally optimal one-to-one image matching solution by using the binary tree partitioning based m-best solutions. By comparison, the proposed method achieves the unicity matching under a problem set of the matchings between two disjoint person sets on the person identity level, which abstracts the real-world scenario better compared to the joint matchings on the entire camera network in [13] and has a more natural and beneficial constraint than the method with an image-based matching consistency in [14]. Besides, the two methods are difficult to scale up to the large-scale ReID due to the high time complexity. We redefine the matching problem under the camera network into several independent sub-matching problems between camera pairs, which is parallel-computing friendly and can scale well up to large-scale ReID applications.

B. Exploring Context in Person ReID

The contextual information, as the useful complementary information to the individual features, has been well exploited in person ReID [6, 25, 26, 27, 8]. The person image’s feature representation is learned by combining its individual information and its contextual information. For instance, Shen et al. [8] estimate the probe-gallery relation feature with considering the relationship information of other pairs. The method in [7] captures informative connections among images by a proposed spectral feature transformation method; in [28], the relationship among the images and their nearest neighbors are fully explored to extract a robust feature representation; Ji et al. [29] propose a context-aware graph convolution network with full exploitation of hard matched images for ReID; Liu et al. [27] construct the locally-connected graph and the fully-connected graph to explore the relationships among person images for ReID. Also, re-ranking techniques achieve performance improvement by utilizing contextual information [30], [31]. Zhong et al. [32] advocate that the true matching pairs share similar k-reciprocal nearest neighbors and compute the k-reciprocal features to re-rank the ReID results; the method in [12] refines the pairwise similarity along the geodesic path of the underlying data manifold by the contextual information. By contrast, we entirely use the contextual information in the pairwise similarity computation and person matching phases to achieve performance enhancement.

III. METHODOLOGY

Given a probe set \( \mathcal{P} = \{ p_i \mid i = 1, \cdots, N \} \) with \( N \) image samples captured from some camera views, and a gallery set \( \mathcal{G} = \{ g_i \mid i = 1, \cdots, M \} \) with \( M \) image samples from other views. The person ReID is to match each probe image sample \( p_i (i = 1, 2, \cdots, N) \) from these gallery image samples \( g_i (i = 1, 2, \cdots, M) \) by the pairwise similarities. Its goal is to achieve as many correct and unique matchings as possible.

To relieve the ambiguous matching, we propose an end-to-end person unicity matching method by online computing initial soft matchings based on the graph neural network firstly and offline refining the soft matchings based on the bipartite graph matching.

A. Soft Matching by Graph Neural Network

We model the soft person matching procedure by extracting a discriminative representation, which contains information from similar samples. As illustrated in Fig. 2 three modules are included in the model: individual feature extraction, context feature extraction and batch dropblock.

**Individual feature extraction module.** We use the ResNet-50 [33] as the backbone for the individual feature extraction. Referring to the BoT method [3], we revise the network structure by changing the stride of the last spatial downsampling operation from 2 to 1 to get more fine-grained features. In this way, we obtain a larger feature map of size \( 2048 \times 16 \times 8 \) for the input image size \( 256 \times 128 \). Finally, a 2048-dimensional individual feature vector is obtained by applying global average pooling.

**Context feature extraction module.** Given a batch with \( B \) image samples, we construct a graph \( \mathcal{G} = (\mathcal{V}, \mathcal{A}, \mathcal{X}) \) as the input of graph neural network for the context feature extraction, in which \( \mathcal{V} = \{ 1, 2, \cdots, B \} \) is the set of sample nodes, \( \mathcal{A} \in \{ 0, 1 \}^{B \times B} \) is the adjacency matrix and \( \mathcal{X} = [x_1, \cdots, x_B]^T \in \mathbb{R}^{B \times 2048} \) is the node feature matrix.

Specifically, the adjacency matrix \( \mathcal{A} \) is computed by searching \( k \) nearest neighbors of each sample based on the pairwise similarity from the BoT method [3], and the node feature matrix \( \mathcal{X} \) is composed of the samples’ individual features from the individual feature extraction module. We perform the graph convolutional operation on the input node features \( \mathcal{X} \) to generate the nodes’ context features [34]:

\[
x_i^{t+1} = \sigma(W_1^{t+1}x_i^t + \sum_{j \in \mathcal{N}_i} W_2^{t+1}x_j^t + \sum_{i \in \mathcal{N}_j} W_3^{t+1}x_i^t),
\]

where \( \sigma \) denotes ReLU followed by a dropout with probability of 0.5. The final 2048-dimensional context features are obtained via \( x_i' = W_4[x_1^T, \cdots, x_B^T] \) and \( x_i' \) is the input individual feature. In view of that too many graph convolutional operations may lead to trivial feature representation for every node and cause negative effect on performance, we set \( T = 3 \) in experiments.

1 Instead of adopting the dynamic adjacency matrix from the similarity measurement between individual features during the training process, we adopt a fixed and reliable adjacency matrix from the state-of-the-art BoT [3] for obtaining powerful contextual features.
**Batch dropblock module.** To further improve soft matching, we include a batch dropblock in which the same region of all feature maps in a batch is dropped randomly to reinforce the attentive feature learning of local regions [35].

In summary, the soft person matching is modeled based on a two-branch network composed of a global branch and a dropping branch. In each branch, the 2048-dimensional individual feature and 2048-dimensional context feature are concatenated as the 4096-dimensional mixed feature. In the global branch, the mixed feature is operated by a batchnorm layer and a reduction layer to obtain a 1024-dimensional feature. In the dropping branch, a batchnorm layer operates on the mixed feature to obtain a 4096-dimensional feature. Due to the information loss on the dropped feature maps, there is no reduction in the dropping branch. The features from the two branches are concatenated as the final feature representation.

The cosine distance is adopted as the pairwise similarity measure, and then the soft matching results are obtained by searching the maximum of similarity values between each of the probe samples and the gallery samples.

In short, we compute the sample’s individual feature vector and further context feature vector in the global branch and the dropping branch, respectively, and combine these features to represent the sample. Based on that, we obtain relatively reliable initial matching results, which approach closer to the unicity matching results than the results from only using the individual feature information.

**B. Unicity Matching by Bipartite Graph Matching**

Due to the conventional ‘selfish’ pairwise matching strategy that neglects the global contextual information, there is still ambiguous matching in the soft matching results. We refine the results by relieving the ambiguity and approximating the unicity matching. To achieve this, we transform the person matching problem into a one-to-one bipartite graph matching problem with the probe set and gallery set being two disjoint sets.

The probe set $\mathcal{P} = \{p_i \mid i = 1, \cdots, N\}$ and the gallery set $\mathcal{G} = \{g_j \mid j = 1, \cdots, M\}$ are first rewritten as the probe identity set $\hat{\mathcal{P}} = \{P_u \mid u = 1, \cdots, N\}$ and the gallery identity set $\hat{\mathcal{G}} = \{G_v \mid v = 1, \cdots, M\}$, where $P_u$ is the image set of the $u$-th probe identity with $N_u$ probe image samples, $G_v$ is the image set of the $v$-th gallery identity with $M_v$ gallery image samples. We illustrate the transformation from the image set to the person identity set in Fig. 3.

Assuming that images sharing the same person identity should not match with images with multiple different person identities across views, which is essentially the identity-level unicity matching. We solve the bipartite graph matching prob-
lem on the identity-level probe/gallery sets:

\[
\arg \max_E \sum_{u=1}^N \sum_{v=1}^M e_{uv}s_{uv} \quad (2)
\]

\[
\text{s.t. } \forall u, v \sum_a e_{uv} \leq 1, \quad \sum_v e_{uv} = 1,
\]

where \(s_{uv}\) is the similarity between \(P_u \in \hat{P}\) and \(G_v \in \hat{G}\), \(e_{uv} \in \{0, 1\}\) and \(e_{uv} = 1\) refers that the \(u\)-th probe person matches with the \(v\)-th gallery person. \(E \in \mathbb{R}^{N \times M}\) is a sparse matrix composed of \(e_{uv}\) (\(u = 1, \cdots, N\), \(v = 1, \cdots, M\)). \(\sum_v e_{uv} = 1\) represents that there is always an exact and exclusive matched gallery person for each probe person, in turn. \(\sum_u e_{uv} \leq 1\) means that not every gallery person needs to match with the probe person. The constraints meet the unicity matching. Our model aims to pick the matching matrix \(E\) with maximum total similarity under the constraints, leading to the optimal matchings characterized by unicity.

We address the Eq. (2) by the Jonker-Volgenant algorithm [18], which is a variant of the famous Hungarian algorithm [27] and is much faster for the linear assignment problem in Eq. (2). Note, however, that the input similarity \(s_{uv}\) in Eq. (2) is identity-based and the resulting matching matrix \(E\) is also identity-based matching results. Yet the similarity obtained by the soft person matching procedure is image-based and the final output in ReID is also expected to be image-based matching results. There is a gap between the addressed optimization problem in Eq. (3) and the targeting person ReID problem. The following discussion bridges this gap by the detailed analysis of both dataset configurations, including one-shot and multi-shot settings.

1) Unicity Matching for One-Shot ReID: There is only one captured person image for each person in the probe set and gallery set in the one-shot setting, thus \(\hat{P} = P\) and \(\hat{G} = G\). The identity-based similarity \(s_{uv}\), in Eq. (2) equals to the image-based similarity obtained by the soft person matching, and the resulting matching matrix \(E\) by Eq. (2) is actually also the image-based matching result characterized by unicity as the targeting ReID solution.

2) Unicity Matching for Multi-Shot ReID: There are multiple captured images for each person in the multi-shot setting. The probe identity set \(\hat{P}\) and the gallery identity set \(\hat{G}\) are firstly obtained by merging the image samples with the same identity. Then we compute the identity-based similarity \(s_{uv}\) between the \(u\)-th probe person in \(\hat{P}\) and the \(v\)-th gallery person in \(\hat{G}\), and further solve the optimization problem in Eq. (2) to match the identity between \(\hat{P}\) and \(\hat{G}\). Based on the obtained identity-based matching results, we compute the final image-based matching results.

In the following, we describe the mergence process, the identity-based matching process and the image-based matching process in detail, respectively.

Mergence process. Two cases for merging the samples are the image samples with the same identity within one view into the image samples with the same identity across different camera views (S IDC sample). It is worth noting that the merge of S IDC samples can be technically decomposed into two steps: first merging the samples with the same identity within one view into the image set (i.e., the merge of S ISC samples) and then merging the image sets with the same identity across views. We devise a clustering-based merging strategy for the merge of S ISC samples. On this basis, we develop a divide-and-conquer matching strategy for the merge of samples across views, thus enabling the merge of S IDC samples.

For the merge of S ISC samples, it is relatively easy to solve with the help of the spatiotemporal information of the person in reality. When lack of the sample’s spatiotemporal information, such as on VIPeR, MSMT17, DukeMTMC, Market1501 and CUHK03 ReID datasets, we adopt the clustering algorithm to achieve the mergence. Specifically, taking the data distribution, the algorithm’s robustness against parameter variation and its time complexity into consideration, we employ the hierarchical clustering with the agglomerative strategy [38]. It is a bottom-up clustering algorithm, in which each sample starts in its own cluster and pairs of clusters are constantly merged as one based on a predefined distance metric, resulting in the final clusters.

For the merge of S IDC samples, after merging the samples within a camera view, the following mergence across views is in essence a person ReID problem and can not be solved straightforwardly. However, if we ignore the mergence, the unicity matching will hardly be achieved in the final matching results. For this, we propose a divide-and-conquer matching strategy in the following identity-based matching process.

So far, we have obtained the probe identity sets \(\hat{P}^c = \{c = 1, \cdots, C_p\}\) from different cameras and the gallery identity sets \(\hat{G}^c = \{c = 1, \cdots, C_g\}\) from different cameras, where \(C_p\) and \(C_g\) denote the number of cameras capturing the sample images in the probe set and the gallery set, respectively. We illustrate the mergence process in Fig. 4(a).

Identity-based matching process. We compute the identity-based similarity \(s_{ij}\) between the \(i\)-th probe person \(P^c_i = \{p_u | u = 1, \cdots, N^c_i\} \in \hat{P}^c\) (\(c = 1, \cdots, C_p\) and
the \( j \)-th gallery person \( G^c_j = \{ g_v \mid v = 1, \cdots, M^c_j \} \in \hat{G}^c \) (\( c = 1, \cdots, C_g \)) based on the image-based similarity between \( p_u \) and \( g_v \) computed by the soft matching procedure. It can be viewed as the transformation from the point-to-point measure into the set-to-set measure. The identity-based similarity \( s_{ij} \) is computed by picking the largest image-based similarity between \( p_u \) (\( u = 1, \cdots, N^c_p \)) and \( g_v \) (\( v = 1, \cdots, M^c_g \)).

The two disjoint sets in the bipartite graph matching in Eq. (2) turn into the probe identity set \( \hat{P}^c \) (\( c = 1, \cdots, C_p \)) associated with camera IDs and the gallery identity set \( \hat{G}^c \) (\( c = 1, \cdots, C_g \)) associated with camera IDs. Note that since the SIDC samples are not merged, the probe identities from two different probe identity sets might be the same person, and the same with the gallery identity sets. Therefore, the optimization problem in Eq. (2) should not be directly solved based on these two disjoint sets, or the unicity matching will not be achieved. For this reason, we propose a divide-and-conquer matching strategy. The camera subset pair \( (\hat{P}^c, \hat{G}^c) \) (\( c_p = 1, \cdots, C_p, c_g = 1, \cdots, C_g, c_p \neq c_g \)) is used to input the optimization problem in Eq. (2) for the one-to-one matching respectively. It can be viewed as a divide step. As a result, for some probe person \( P^c_p \) (\( c_p = 1, \cdots, C_p, t = 1, \cdots, N^c_p \)), there might exist multiple matching results from different cameras. We pick the match with the largest similarity value as its identity-based matching. It can be viewed as a conquer step. The merge of SIDC sample is cleverly avoided through the divide-and-conquer strategy, and the unicity matching is well approximated. Fig. 2(b) illustrates the identity-based matching process with the divide-and-conquer strategy.

**Image-based matching process.** Based on the obtained identity-based matching results, we compute the image-based matching results. If the hierarchical clustering algorithm correctly clusters all SISC samples, the identity-based matching results equal the image-based matching results. However, there might inevitably exist some wrong clustering results. To make the final matching results approach the global optimum solution, for each identity-based matching \( (P^c_t, G^c_v) \), we implement the one-to-one matching in Eq. (2) to obtain the final image-based matching results.

### C. Acceleration Model for Unicity Matching

Based on a common ReID setting \([39, 40, 41]\), i.e., the closed-world setting in which there is at least one matched sample in the gallery set for each probe sample, we propose a unicity matching model, which is well applied to both one-shot ReID and multi-shot ReID. Taking a step further, we develop a fast version of the proposed unicity matching to adapt well to large-scale ReID applications.

The unicity matching involves two algorithms for further acceleration: the hierarchical clustering and the Jonker-Volgenant assignment. We give three acceleration techniques with almost no accuracy sacrifice.

1. For the hierarchical clustering, we add a connectivity constraint in which only the interconnected samples can be merged and clustered. Specifically, the connectivity constraints are imposed by a connectivity matrix that defines the connected relations between each input sample and its \( k_c \) neighboring samples in the data feature space. The connectivity constraint makes the clustering algorithm faster with time complexity \( O(nk_c) \) instead of \( O(n^2) \) \([42]\), where \( n \) is the number of the input samples from one camera.

2. For the Jonker-Volgenant assignment, we revise the similarity matrix \( S \) as a sparse matrix in Eq. (2). Specifically, except for the similarity values between each probe sample and its \( k_n \) neighboring gallery samples, the rest in the matrix are set to zero. There are only a few non-zero values in the resulting sparse matrix. As a result, we transform the fully-connected bipartite graph matching problem into a partially connected one. Given a priori information obtained easily and cheaply by the similarity relationship among samples, the assignment algorithm seeks the matching solution faster in a reduced search space. The resulting time complexity is \( O(n^2m) \) lower than the original complexity \( O(n^2m) \) \([18]\), where \( n \) and \( m \) denote the number of input probe identities from one camera and that of input gallery identities from another camera, respectively.

3. Due to the camera network configuration, the clustering and assignment algorithms need to run multiple times depending on the number of cameras. Owing to the divide-and-conquer strategy, we redefine the complex and large ReID problem under the camera network into several camera-driven independent subproblems, thus we can easily implement our method in camera-driven parallel computing and significantly reduce its time complexity.

### IV. Experiments

We conduct experiments on five benchmark person ReID datasets including multi-shot datasets MSMT17 \([43]\), DukeMTMC \([2]\), Market1501 \([44]\), CUHK03 \([45]\), and a one-shot dataset VIPeR \([46]\).

MSMT17 contains 126,441 images which belong to 4,101 identities. These images are collected with 15 cameras, covering 4 days with different weather conditions over a month. The training set consists of 32,621 images of 1,041 identities, whereas the test set contains 93,820 images of the remaining 3,060 identities. Compared with other ReID datasets, it is a larger and more challenging dataset.

DukeMTMC is collected from campus via 8 cameras and is a subset of Duke dataset for the image-based person ReID task. It includes 36,411 images of 1,404 identities, among which the training set consists of 16,522 images of 702 identities and the test set includes 2,228 probe images and 17,661 gallery images of 702 identities.
Market-1501 consists of 32,668 images of 1,501 identities, which are observed in 6 camera views. According to the database setting, 12,936 images from 751 identities are utilized as the training set, while 3,368 probe images and 19,732 gallery images from the remaining 750 identities are used as the test set.

CUHK03 includes 14,097 images of 1,467 identities captured by 6 cameras, of which 7,365 images of 767 identities are used as the training set and 6,732 images of 700 identities are used as the test set. There are 1,400 probe images as well as 5,332 gallery images in the test set. CUHK03 provides both hand-labeled and DPM-detected bounding boxes [47]. We present the results of both “labeled” and “detected” data.

VIPeR contains 1,264 images of 632 persons from two non-overlapping camera views in different scenarios. It is a challenging dataset due to its low resolution and high variability in illumination and viewpoint.

The statistic details of these datasets are summarized in Table I.

### A. Implementation and Protocol

The implementation of the soft matching is conducted on a TITANV GPU with 12 GB of memory, and that of the unicity matching is conducted on 24-core Gold5118 CPU with 2.30 GHz. For the soft matching procedure, during training, there are 200 epochs and the batch size is set as 64 with each identity containing 4 sample images. The backbone ResNet-50 is initialized from the ImageNet pre-trained model [48]. We use the Adam optimizer [49] with a warmup strategy applied to the learning rate and adopt the triplet loss, center loss and ID loss for training similar to the BoT [3]. During testing, we set the batch size as 128. The adjacency matrix \( A \) is computed based on the BoT method and the number of the neighbor is set to \( k = 3 \) in the context feature extraction module. For the unicity matching, there is no model training and a predefined number of cluster in the hierarchical clustering is determined by the Silhouette Coefficient [50]. The parameters \( k_c \) and \( k_r \) related to the acceleration model are set to 60.

We adopt three evaluation metrics to evaluate the effectiveness of the proposed method: cumulated matching characteristics (CMC), mean Average Precision (mAP) and matching unicity measurement \( (P_{um}) \). \( P_{um} = \frac{N_{um}}{N} \) describes the extent of unicity with \( N_{um} \) and \( N \) denoting the number of the probe images with unicity matching results and the number of the probe images, respectively.

### B. Analysis of the proposed method

#### Effect of two-stage matching architecture.

We first conduct experiments on the one-shot VIPeR. Due to the limited number of samples, the soft matching procedure based on deep learning is replaced by the traditional methods and we then perform the unicity matching procedure. As shown in Table III based on different traditional methods, our unicity matching model consistently improves the performance and obtains the perfect unicity matching results. Note that the unicity matching results are not necessarily the globally optimal solution. Table III shows that 100% Rank-1 accuracy cannot be achieved even if 100% \( P_{um} \) is obtained. The perfect matching results rely on both the matching unicity and reliable similarity measurements. We then test on the multi-shot datasets MSMT17, DukeMTMC, Market1501 and CUHK03(detected). As shown in Table IV starting from the model with only individual feature extraction as the baseline (w/ IFE), the performance is continuously improved by adding the soft matching procedure (w/ IFE&CFE&BD) followed by the unicity matching procedure (w/ SISC&SIDC) on both datasets. Rank-1 accuracy is improved by 7.5% by applying the soft matching and further obtains 21.8% gain by adding the unicity matching on CUHK03(detected). In addition, the consecutive growth of \( P_{um} \) indicates that the person unicity matching is progressively achieved by the proposed two-stage matching architecture. Moreover, in the unicity matching procedure, we merge the SISC samples by the hierarchical clustering, yet a more accurate merger can be achieved with the aid of the samples’ spatiotemporal information that often exists in practice and then we can obtain better results. For reference, we experiment on an ideal case with adopting the ground-truth of SISC samples’ merger in the proposed method on DukeMTMC and CUHK03(detected). The higher Rank-1 accuracies are obtained with 92.7% on DukeMTMC and 89.1% on CUHK03(detected).

#### Analysis on soft matching procedure.

We validate the effects of the context feature extraction module (CFE) and the batch dropblock module (BD) on the proposed soft matching in Table IV. The BD module has a positive impact on performance (w/ IFE vs. w/ IFE&BD) on both datasets. Likewise, the CFE module positively affects the performance (w/ IFE vs. w/ IFE&CBE) on both datasets with different scales except on Market1501. The results on Market1501 show that the introduce of the contextual information could have an adverse effect on performance when the individual feature extraction module with IFE&CFE&B on both datasets. For reference, we experiment on an ideal case with adopting the ground-truth of SISC samples’ merger in the proposed method on DukeMTMC and CUHK03(detected). The higher Rank-1 accuracies are obtained with 92.7% on DukeMTMC and 89.1% on CUHK03(detected).

### Table III

| Method | Rank-1 | Rank-10 | \( P_{um} \) |
|--------|--------|---------|--------------|
| LOMO+XQDA [13] | 40.0 | 80.5 | 39.6 |
| +Unicity Matching | 49.2 | 84.8 | 100.0 |
| GOG [4] | 49.7 | 88.7 | 48.4 |
| +Unicity Matching | 60.0 | 90.7 | 100.0 |
| CRAFT [16] | 50.3 | 89.6 | 49.6 |
| +Unicity Matching | 59.3 | 92.9 | 100.0 |
| HP-net [51] | 56.6 | 87.0 | 56.3 |
| +Unicity Matching | 65.2 | 91.4 | 100.0 |

For reference, we experiment on an ideal case with adopting the ground-truth of SISC samples’ merger in the proposed method on DukeMTMC and CUHK03(detected).
The merged results on DukeMTMC and Market1501 with more individual feature contributes to the effectiveness and robustness of the method.

Analysis on unicity matching procedure. The merges of SISC and S IDC samples are the key parts for realizing the unicity matching on the multi-shot dataset. We show the ablation results of the proposed unicity matching with only S ISC samples’ merger (w/ S ISC) or with only S IDC samples’ merger (w/ S IDC) in Table IV. When we pursue the unicity matching with only considering SISC samples based on the proposed soft matching procedure (w/ Individual_Concat & Individual_CFE) or in both of them (w/o Individual_CFE & Individual_Concat), the increasing variances of results from 10 trials in Table IV strongly support the conclusion mentioned above.

In conclusion, the context feature combined with the individual feature contributes to the effectiveness and robustness of the method.

TABLE IV

| Model                  | MSMT17 | DukeMTMC | Market1501 | CUHK03(detected) |
|-----------------------|--------|----------|------------|------------------|
|                       | Rank-1 | mAP      | P_{unm}    | Rank-1           | mAP    | P_{unm}    | Rank-1 | mAP | P_{unm} | Rank-1 | mAP | P_{unm} |
| Soft Matching         |        |          |            |                  |        |            |        |     |        |        |     |        |
| IFE                   | ✓      | ×        | ×          | 72.5             | 48.3   | 36.9       | 86.4   | 76.4 | 63.9   | 84.5   | 76.4 | 63.9   |
| CFE                   | ✓      | ×        | ×          | 80.0             | 61.7   | 51.4       | 86.8   | 76.7 | 64.6   | 91.2   | 78.2 | 72.7   |
| BD                    | ✓      | ×        | ×          | 75.2             | 53.0   | 41.4       | 86.9  | 75.4 | 63.7   | 94.5   | 86.6 | 81.2   |
| Unicity Matching      | ✓      | ✓        | ×          | 77.1             | 57.0   | 45.4       | 88.4  | 77.0 | 66.8   | 94.6   | 86.9 | 83.8   |
| SISC                  | ✓      | ✓        | ✓          | 82.4             | 66.5   | 53.6       | 83.6  | 75.0 | 52.8   | 79.8   | 74.5 | 58.8   |
| S IDC                 | ✓      | ✓        | ✓          | 83.7             | 66.9   | 52.0       | 92.4  | 80.7 | 66.9   | 96.1   | 88.6 | 85.8   |
| SISC & S IDC          | ✓      | ✓        | ✓          | 83.8             | 67.3   | 53.9       | 91.7  | 79.4 | 67.4   | 95.2   | 87.5 | 85.4   |

There is no merge of S IDC samples since only two cameras are used for person image collection on CUHK03, the model (w/ S ISC) is equivalent to the model (w/ S ISC & S IDC).

dispersed data distribution, presumably this causes the performance degradation on DukeMTMC and Market1501. When we pursue the unicity matching with only considering S IDC samples based on the soft matching, the model (w/ S IDC) brings performance improvement on all datasets. The proposed unicity matching model (w/ S ISC & S IDC) with complete matching constraint at the semantic level shows absolute advantage compared to the soft matching model, indicating the effectiveness of the unicity matching with both of the two key parts. It is worth noting that our unicity matching model (w/ S ISC & S IDC) is slightly inferior to the model (w/ S IDC) on performance on DukeMTMC and Market1501, which might result from the error introduced by the clustering algorithm.

In addition, the proposed unicity matching model defines a novel unicity matching constraint for ReID and can also be used as a re-ranking technique to enhance the performance. We compare our unicity matching model and several classic and widely used re-ranking person ReID methods [32], [30], [12] based on two different baselines in Table VI. Our model achieves superior performance compared to these re-ranking methods at Rank-1 and $P_{unm}$ on all two datasets. Lower mAP on DukeMTMC is because that our model’s target is to relieve the matching ambiguity and reach the matching unicity, which is closely related to the Rank-1 and $P_{unm}$ indices than the

TABLE V

| Model                  | DukeMTMC | CUHK03(detected) |
|-----------------------|----------|------------------|
|                       | Rank-1 | mAP | Rank-1 | mAP |
| Soft Matching         |        |     |        |     |
| Individual_Concat     | ✓      | 0.0232 | 0.0018 | 0.0671 | 0.0039 |
| Individual_CFE        | ×      | 0.0517 | 0.0116 | 0.2449 | 0.0418 |
| ✓                     | 0.0432 | 0.0028 | 0.1418 | 0.0054 |
| ×                     | 1.0556 | 0.0290 | 0.2604 | 0.0573 |

TABLE VI

| Model                  | DukeMTMC | CUHK03(detected) |
|-----------------------|----------|------------------|
|                       | Rank-1 | mAP | Rank-1 | mAP |
| BoT(ResNet50)         | ✓       | 86.4  | 76.4  | 63.9  |
| +k-RE [32]            | ✓       | 90.3  | 89.1  | 65.5  |
| +ECN [30]             | ✓       | 91.2  | 89.4  | 66.9  |
| +PBC [12]             | ✓       | 90.7  | 85.6  | 65.8  |
| +Unicity Matching     | ✓       | 91.5  | 79.3  | 67.0  |
| BoT(ResNet50-a)       | ✓       | 89.0  | 78.8  | 67.3  |
| +k-RE [32]            | ✓       | 91.7  | 90.2  | 69.7  |
| +ECN [30]             | ✓       | 92.2  | 90.6  | 70.1  |
| +PBC [12]             | ✓       | 91.9  | 86.5  | 70.0  |
| +Unicity Matching     | ✓       | 92.6  | 81.4  | 70.8  |

It is closely related to the Rank-1 and $P_{unm}$ indices than the...
TABLE VII
COMPARISON RESULTS (%) ON MSMT17, DUKEMTMC, MARKET1501 AND CUHK03. THE BEST AND SECOND RESULTS ARE SHOWN IN RED/BOLD AND BLUE/BOLD, RESPECTIVELY.

| Method              | MSMT17 Rank-1 mAP | DukeMTMC Rank-1 mAP | Market1501 Rank-1 mAP | CUHK03(detected) Rank-1 mAP | CUHK03(labeled) Rank-1 mAP |
|---------------------|-------------------|----------------------|-----------------------|----------------------------|---------------------------|
| BDB+Cut [35]        | ICCV2019          | - -                  | 89.0 76.0             | 95.3 86.7                   | 76.4 73.5                 | 79.4 76.7                 |
| OSNet [52]          | ICCV2019          | 78.7 52.9            | 88.6 73.5             | 94.8 84.9                   | 72.3 67.8                 | - -                       |
| BAT-net [53]        | ICCV2019          | 79.5 56.8            | 87.7 77.3             | 95.1 87.4                   | 76.2 73.2                 | 78.6 76.1                 |
| SFT+LBR [47]        | ICCV2019          | 79.0 58.3            | 90.0 79.6             | 94.1 87.5                   | - -                       | 74.3 71.7                 |
| Auto-ReID [54]      | ICCV2019          | 78.2 52.5            | - -                   | 94.5 85.1                   | 73.3 69.3                 | 77.9 73.0                 |
| ABD-Net [55]        | ICCV2019          | 82.3 60.8            | 89.0 78.6             | 95.6 88.3                   | - -                       | - -                       |
| HPM [41]            | AAAI2019          | - -                  | 86.6 74.3             | 94.2 82.7                   | 63.9 57.5                 | - -                       |
| ISP [56]            | ECCV2020          | - -                  | 89.6 80.0             | 95.3 88.6                   | 75.2 71.4                 | 76.5 74.1                 |
| CBM [57]            | AAAI2020          | 72.8 42.9            | 82.5 67.3             | 91.3 77.3                   | - -                       | - -                       |
| SAN [57]            | AAAI2020          | 79.2 55.7            | 87.9 75.5             | 96.1 88.0                   | 79.4 74.6                 | 80.1 76.4                 |
| VA-reID [39]        | AAAI2020          | - -                  | 91.6 84.5             | 96.2 91.7                   | - -                       | - -                       |
| ABD-Net [55]        | CVPR2020          | 80.3 57.5            | - -                   | 96.1 88.4                   | 79.6 74.5                 | 81.1 77.4                 |
| MPN [59]            | PAMI2020          | 83.5 62.7            | 91.5 82.0             | 96.3 89.4                   | 83.4 79.1                 | 85.0 81.1                 |
| HACNN+DHA-Net [60]  | TIP2020           | - -                  | 81.3 64.1             | 91.3 76.0                   | - -                       | - -                       |
| CDPM [61]           | TIP2020           | - -                  | 90.1 80.2             | 95.9 87.2                   | 78.8 73.3                 | 81.4 77.5                 |
| 3D-SF [62]          | CVPR2021          | - -                  | 88.2 76.1             | 95.0 87.3                   | - -                       | - -                       |
| CDNet [63]          | CVPR2021          | 78.9 54.7            | 88.6 76.8             | 95.1 86.0                   | - -                       | - -                       |
| AD-SO [64]          | CVPR2021          | - -                  | 87.4 74.9             | 94.8 87.7                   | 81.3 84.1                 | 80.6 79.3                 |
| TransReID [19]      | ICCV2021          | 86.2 69.4            | 90.7 82.6             | 95.2 89.5                   | - -                       | - -                       |
| EA-Net [65]         | TIP2021           | 76.8 51.0            | 88.7 77.0             | 95.0 84.6                   | - -                       | - -                       |
| FFGNN [67]          | ACMMM2019         | - -                  | 87.6 85.3             | 95.6 92.7                   | 71.6 68.2                 | - -                       |
| CAGCN [29]          | AAAI2021          | - -                  | 91.3 85.9             | 95.9 91.7                   | - -                       | - -                       |
| HRNet [27]          | AAAI2021          | 82.0 60.6            | 91.9 83.7             | 96.7 91.3                   | 81.1 78.4                 | - -                       |
| HLGAT [66]          | CVPR2021          | 87.2 73.2            | 92.7 87.3             | 97.5 93.4                   | 83.5 80.6                 | - -                       |
| ResNet-50 [33]      | Backbone          | 72.5 48.3            | 86.4 76.4             | 94.5 85.9                   | 58.3 58.0                 | 63.8 61.2                 |
| Ours                | Backbone          | 83.8 67.3            | 91.7 79.4             | 95.2 87.5                   | 87.6 79.2                 | 89.2 83.0                 |
| ResNet-50(LUP) [67] | Backbone          | 74.5 49.6            | 86.6 74.9             | 94.6 86.5                   | 72.7 70.8                 | 75.5 73.5                 |
| Ours                | Backbone          | 86.5 70.5            | 91.9 80.9             | 95.6 88.9                   | 94.5 89.0                 | 93.3 90.3                 |
| IBN-Net50-a [68]    | Backbone          | 77.4 54.2            | 90.1 79.1             | 95.0 88.2                   | 62.3 60.6                 | 65.6 63.8                 |
| Ours                | Backbone          | 84.5 68.1            | 92.5 80.3             | 96.5 88.9                   | 87.4 80.3                 | 88.9 83.3                 |

Fig. 5. Impact of the number of the neighbor in the soft matching and the number of the cluster in the unicity matching on the performance (%) on DukeMTMC and CUHK03(detected).

mAP index in the semantic level and naturally results in the improvement at Rank-1 and $P_{um}$. It is worth noting that our model still outperforms the re-ranking methods at all indices by a large margin on CUHK03 (detected). In particular, it obtains 13.1% and 11.5% Rank-1 advantages compared to the high-performing re-ranking PBC method [12] with different baselines. The baseline performance is relatively poor, leading

Fig. 6. Impact of the parameters $k_c$ and $k_a$ at the Rank-1 performance (%) and the running time (in seconds) on DukeMTMC and CUHK03(detected).
to more ambiguous matching results on CUHK03. The ambiguity is effectively mitigated by applying our unicity matching model and significant improvement is achieved.

**Parameters analysis.** In our method, there are two parameters: the number of the neighbor during context feature extraction, the number of the cluster during the SISC samples' merging. Fig. 5 shows the impact of two parameters at Rank-1. The following observations are drawn from Fig. 5: (1) The optimal result is achieved with the number of the neighbor equaling to 3. Although four images of each identity are actually used in each training batch, in neighborhood selection, the slightly smaller number of the neighbor ensures identity purity and avoids outliers. (2) Our method with the error range of 10% on the number of the cluster has a little harmful effect on performance, indicating its strong robustness against the number of the cluster.

In the acceleration model, there are two extra parameters $k_c$ and $k_a$. They control the search range of solution space for accelerating our unicity matching model and the default values are set to 60 in the experiments. We show the impact of these two parameters at Rank-1 and running time on DukeMTMC and CUHK03(detected) in Fig. 6. Each parameter is changed from 20 to 100 based on a default value for another parameter. It can be seen that, (1) the changes of both $k_c$ and $k_a$ have minimal effect on Rank-1; (2) the larger the $k_c$, the more running time we need, and with increasing $k_a$, the running time is slightly longer at first and then remains at a certain level. Based on consideration of both performance and efficiency, we set these two parameters to 60 in the experiments.

### C. Comparison with state-of-the-art

The comparison results on four large-scale datasets are shown in Table VIII. In addition to the the proposed method with the ResNet-50 backbone pre-trained in ImageNet dataset, we also present both results of the proposed method with the ResNet-50 pre-trained in a large-scale person ReID dataset [67] and that with the IBN-Net50-a backbone pre-trained in ImageNet dataset [68]. Considering that we use the contextual information for improving performance in the proposed method, the context-based methods FFGNN [28], CAGCN [29], HRNet [27] and HLGAT [66] are specifically presented in a separate frame. As we can see, on the one hand, the proposed method consistently performs the best or second results at Rank-1 accuracy with all comparisons on MSMT17, DukeMTMC and CUHK03 datasets. On the other hand, there is no overbearing advantage of the proposed method on mAP on DukeMTMC and Market1501. The proposed method mainly focuses on realizing the matching characterized by unicity, which is closely related to the Rank-1 index in the semantic level, naturally leading to more immediate improvement of Rank-1 than mAP. HLGAT [66] focuses on learning intra- and inter-local relations for Re-ID and gets the performance advantage on MSMT17, DukeMTMC and CUHK03. The proposed method works on pursuing the identity-level unicity matching that is commonly neglected in other ReID methods and shows an obvious performance advantage on CUHK03.

#### D. Further discussion for real-world scenarios

**Running time.** It is important for a ReID system to have reasonable computation complexity in real-world scenarios. We develop three acceleration techniques for our unicity matching model: i) adding the connectivity constraints in the clustering ((C)ACLR), ii) sparsifying the similarity matrix in the assignment ((A)ACLR) and iii) using parallel-computing in the unicity matching ((P)ACLR), thanks to its unique parallel-friendliness nature as discussed in Sec. III-C. The running time of one probe image in Table VIII indicates that our model with these techniques achieves fast matchings with almost lossless accuracies on all four large-scale datasets.

**Adding new probes.** It happens that new probe samples are added in the real-world ReID system. We present a detailed analysis about the feasibility and the complexity of the case. The proposed unicity matching seeks the optimal matchings with the consideration of all samples in the dataset. When new probe samples are added in reality, an intuitive solution is to re-run the unicity matching model based on all samples, including the original samples and the newly added samples.
It is, no doubt, a time-consuming solution. Considering that the added probe samples usually have different identities from the original probe samples in reality and there possibly exist matching errors between the original probe samples and gallery samples, we additionally perform the unicity matching only on the added probe samples and all gallery samples, which is an effective and efficient solution. We conduct the simulation experiments on the largest dataset MSMT17. Half of the probe identities are randomly selected for the original ReID task, and then the samples from the rest of the probes are constantly added into the ReID system. The Rank-1 accuracy and the running time in Fig. 7 show that the proposed solution is feasible at high efficiency for the real-world case of adding new probes into the ReID system.

V. Conclusion

We introduce the matching unicity for person ReID and propose to enhance performance by eliminating the ambiguous matching and pursuing the unicity matching. An end-to-end matching architecture is proposed to learn and refine the person matching results with the contextual information. Considering the one-shot and multi-shot datasets, we devise corresponding matching strategies to approximate the matching unicity. Specifically, a clustering-based merging strategy and a divide-and-conquer matching strategy are proposed and effectively solve the implementation of the unicity matching on the multi-shot dataset. Furthermore, an efficient and fast version of the proposed method with acceleration techniques is developed for scalability. Experimental results on five widely used datasets demonstrate the superiority of the proposed method compared to the state-of-the-art ReID methods.
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