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Abstract

Let \( F = (F_1, F_2, \ldots, F_m) : \mathbb{C}^n \to \mathbb{C}^m \) be a polynomial dominant mapping with \( n > m \). In this paper we give the relations between the bifurcation set of \( F \) and the set of values where \( F \) is not M-tame as well as the set of generalized critical values of \( F \). We also construct explicitly a proper subset of \( \mathbb{C}^m \) in terms of the Newton polyhedrons of \( F_1, F_2, \ldots, F_m \) and show that it contains the bifurcation set of \( F \). In the case \( m = n - 1 \) we show that \( F \) is a locally \( C^\infty \)-trivial fibration if and only if it is a locally \( C^0 \)-trivial fibration.

1. Introduction

Let \( F = (F_1, F_2, \ldots, F_m) : \mathbb{C}^n \to \mathbb{C}^m \) be a polynomial dominant mapping with \( n > m \). It is well-known that the mapping \( F \) is a locally \( C^\infty \)-trivial fibration outside a bifurcation set \( B(F) \) (see [21]). In general, the set \( B(F) \) is larger than \( K_0(F) \)—the set of critical values of \( F \). It contains also the set \( B_\infty(F) \) of critical values at infinity. Roughly speaking, the set \( B_\infty(F) \) consists of points at which \( F \) is not a locally \( C^\infty \)-trivial fibration at infinity (i.e., outside a compact set).

It is a natural question to ask how the set \( B(F) \) can be computed. The answer was given for polynomial functions in two variables (see, for example [8], [7], [10]) where the bifurcation set is determined in terms of the topological properties of the fibers (Euler characteristic, transversal crossing with balls, . . .) and for polynomials which have only isolated singularities at infinity ([19]).

The aim of this paper is to generalize the results in [16] where the author proved that the bifurcation set of polynomial functions is contained in some explicit subsets of \( \mathbb{C} \) for the case of polynomial maps from \( \mathbb{C}^n \) to \( \mathbb{C}^m \).

In order to state the main theorems, let us introduce the following notion.
Definition 1.1. Let \( t \in \mathbb{C}^m \) arbitrary. The map \( F \) is called to be \( M \)-tame at \( t \) if there does not exist a sequence \( \{ p_k \}_{k=1}^\infty \) such that
\[
\| p_k \| \to \infty, \quad F(p_k) \to t \quad \text{and} \quad \operatorname{rank} \left( \frac{J(F)(p_k)}{p_k} \right) \leq m,
\]
where \( J(F) \) is the Jacobi matrix of \( F \). We denote by \( M_\infty(F) \) the set of \( t \in \mathbb{C}^m \) at which \( F \) is not \( M \)-tame. Let \( M(F) := K_0(F) \cup M_\infty(F) \).

When \( m = 1 \) the notion of \( M \)-tame was introduced by A. Nemethi and A. Zaharia (see [16] and [17]).

The function \( v \) from set of linear maps \( A : \mathbb{C}^n \to \mathbb{C}^m \) to the complex numbers is defined as follows (see [20]):
\[
v(A) = \inf_{\| \omega \| = 1} \| A\omega \|.
\]
The set of asymptotic critical values at infinity of \( F \) is defined by (see [13] and [20])
\[
K_\infty(F) := \{ t \in \mathbb{C}^m \mid \text{there exists a sequence } x_l \to \infty \text{ such that } F(x_l) \to t \text{ and } \| x_l \| \cdot v(dF(x_l)) \to 0 \}.
\]
Let \( K(F) := K_0(F) \cup K_\infty(F) \). We say that \( K(F) \) is the set of generalized critical values of \( F \).

It is proven in [16] that

Theorem 1.2 (See [16]). Let \( f : \mathbb{C}^n \to \mathbb{C} \) be a polynomial function. Then
\[
B(f) \subseteq M(f).
\]

In Section 2 of this paper, we prove the following theorem.

Theorem 1.3. Let \( F : \mathbb{C}^n \to \mathbb{C}^m \) be a polynomial map. Then
\[
B(F) \subseteq M(F) \subseteq K(F).
\]

In Section 3, we introduce the notion of Newton non-degenerate polynomial mappings and a proper subset \( \Sigma(F) \) of \( \mathbb{C}^m \) which is constructed explicitly in terms of the Newton polyhedrons of coordinate polynomials \( F_1, F_2, \ldots, F_m \). Our second main theorem (Theorem 3.4) shows that if the polynomial map \( F \) is Newton non-degenerate then \( B(F) \subseteq \Sigma(F) \). This is an extension of Theorem 2 in [16].

In the last section, we prove that for polynomial maps \( F : \mathbb{C}^n \to \mathbb{C}^{n-1} \) the problem of computing bifurcation values is, in some sense, a topological problem. More precisely, we show that if \( F \) is a locally \( C^0 \)-trivial fibration then it is a locally \( C^\infty \)-trivial fibration (Theorem 4.3).
2. M-tameness and generalized critical values at infinity

In this section, we will prove that the bifurcation set of a polynomial map is contained in the set of values at which the map is not M-tame, as well as the set of generalized critical values of the map.

Proof of Theorem 1.3. Let \( t^0 = (t^0_1, t^0_2, \ldots, t^0_m) \) be a regular value of \( F \) such that \( t^0 \notin M_{\infty}(F) \). We will show that \( F \) defines a trivial fibration in some neighbourhood of \( t^0 \).

Indeed, since \( F \) is M-tame at \( t^0 \) there exist a closed ball \( B \), centered at the origin, in \( \mathbb{C}^n \) and a neighbourhood \( D \) of \( t^0 \) such that

\[
\text{rank} \left( J(F)(x) \right) > m, \quad x \in F^{-1}(D) \setminus B.
\]

Hence, for each \( i = 1, \ldots, m \), we can construct in \( F^{-1}(D) \setminus B \) a smooth vector field \( v^i \) such that

\[
\begin{align*}
\langle v^i, x \rangle &= 0 \\
\langle v^i, \text{grad } F_i \rangle &= 1 \\
\langle v^i, \text{grad } F_j \rangle &= 0, \quad j \neq i,
\end{align*}
\]

where by \( \text{grad } \phi \) of a function \( \phi \) we mean the vector \( \frac{\partial \phi}{\partial x_1}, \ldots, \frac{\partial \phi}{\partial x_n} \). By integrating those vector fields we obtain a diffeomorphism trivializing the restriction

\[
F|_{F^{-1}(D)} : F^{-1}(D) \rightarrow D.
\]

Thus

\[
B(F) \subseteq M_{\infty}(F) \cup K_0(F) = M(F).
\]

Now, let \( t^0 \in M_{\infty}(F) \) be an arbitrary regular value of \( F \). To complete the proof, it suffices to show that \( t^0 \in K_0(F) \). Because \( F \) is not M-tame at \( t^0 \), there exists a sequence \( \{ p_k \}_{k=1}^{\infty} \subset \mathbb{C}^n \) such that

\[
\| p_k \| \rightarrow \infty, \quad F(p_k) \rightarrow t^0 \quad \text{and} \quad \text{rank} \left( \frac{J(F)(p_k)}{p_k} \right) \leq m.
\]

Then, since \( t^0 \) is a regular value of \( F \) there is a sequence \( \{ s_k \}_{k=1}^{\infty} \subset \mathbb{C}^m \) satisfying

\[
p_k = \sum_{i=1}^{m} s_{k,i} \cdot \text{grad } F_i(p_k),
\]

where \( s_k = (s_{k,1}, s_{k,2}, \ldots, s_{k,m}) \). Therefore, according to the Curve Selection Lemma (see [15], [17]), there exist analytic curves \( \phi(s) \) in \( \mathbb{C}^n \) and \( \lambda(s) = (\lambda_1(s), \lambda_2(s), \ldots, \lambda_m(s)) \) in \( \mathbb{C}^m \) such that
(a1) \( \lim_{s \to 0} \| \varphi(s) \| = \infty \),
(a2) \( \lim_{s \to 0} F(\varphi(s)) = t^0 \),
(a3) \( \varphi(s) = \sum_{i=1}^{m} \lambda_i(s) \grad F_i(\varphi(s)) \).

We have
\[
v(dF(\varphi)) = \min_{\| \omega \|=1} \left\| \sum_{i=1}^{m} \omega_i \grad F_i(\varphi) \right\|.
\]

So
\[
\frac{\| \varphi \|^2}{\| \lambda \|^2} = \| \varphi \| \cdot \left\| \sum_{i=1}^{m} \frac{\lambda_i}{\| \lambda \|} \cdot \grad F_i(\varphi) \right\| \geq \| \varphi \| \cdot v(dF(\varphi)).
\]

On the other hand, we have the following estimation
\[
\left| \frac{d \| \varphi \|^2}{2 \, ds} \right| = \left| \Re \langle \varphi, \varphi' \rangle \right| \leq |\langle \varphi, \varphi' \rangle|
\]
\[
= \left| \langle \sum_{i=1}^{m} \lambda_i \grad F_i(\varphi), \varphi' \rangle \right|
\]
\[
= \left| \langle \lambda, \frac{dF(\varphi)}{ds} \rangle \right| \leq \| \lambda \| \cdot \left\| \frac{dF(\varphi)}{ds} \right\|.
\]

If \( F(\varphi(s)) \equiv t^0 \) then \( \| \varphi(s) \| \) is constant, which contradicts condition (a1). Hence condition (a2) implies that we may express \( F(\varphi(s)) \) as follows:
\[ F(\varphi(s)) = t^0 + cs^\rho + \text{terms of higher exponents}, \]
where \( c \in \mathbb{C}^m \setminus \{(0, \ldots, 0)\} \) and \( \rho > 0 \). In particular, we get
\[ \operatorname{ord}\left( \left\| \frac{dF(\varphi)}{ds} \right\| \right) = \rho - 1. \]

Hence
\[
\operatorname{ord}(\| \varphi \|^2) - \operatorname{ord}(\| \lambda \|) \geq \rho > 0.
\]

It follows from (1) and (2) that
\[
\lim_{s \to 0} \| \varphi \| \cdot v(dF(\varphi)) = 0.
\]

Combining this with (a1) and (a2) we obtain \( t^0 \in K_c(F) \).

Remark 2.1. (i) Theorem 1.3 was proved in [4] for mixed functions and in [5] for real maps. (ii) It follows from Theorem 1.3 that \( B(F) \subseteq K(F) \). This fact was proved in [20], [6] and [11]. However, the equality does not occur in general, see [9], Proposition 3.2. The following example show that the M-tameness is indeed better in controlling the topology of the map at infinity than the generalized critical values.
Example 2.2. Let
\[ F = (xy - 1, y^2z) : \mathbb{C}^3 \to \mathbb{C}^2. \]
It is easy to check that \( K_0(F) = \{(-1, 0)\} \) and \( B(F) = K_0(F) \), (see [9]).

To compute \( M_\infty(F) \), we see that
\[
\text{rank} \left( \frac{J(F)(p)}{\bar{p}} \right) \leq 2
\]
if and only if \( y = 0 \) or \( xy - y\bar{y} + 2zz = 0 \), where \( p = (x, y, z) \). The first case implies \((-1, 0) \in M_\infty(F)\). In the second case, let \((t_1, t_2) := F(p)\), one can assume that \( y \neq 0 \), we obtain
\[
x = \frac{t_1 + 1}{y}, \quad z = \frac{t_2}{y^2},
\]
where \((y\bar{y})^3 - (t_1 + 1)(\bar{t}_1 + 1)y\bar{y} - 2t_2\bar{t}_2 = 0\). Then, we can easily check that there exists a sequence of point \((x, y, z)\) going to infinity and satisfying (3) only when \((t_1, t_2)\) tends to \((-1, 0)\).

Thus \( M_\infty = \{(-1, 0)\} \). It means \( B(F) = K_0(F) \cup M_\infty(F) \). Nevertheless, it was shown in [9] that the set of asymptotic critical values \( K_\infty(F) \) contains at least \((0, 0) \notin B(F)\).

We know from [20, 11] that the set \( K(F) \) of generalized critical values of a polynomial map \( F \) is an algebraic set, but it is not easy to find a defining equation for such a set. In the later example, we give a defining equation for \( B(F) \), \( M(F) \) and \( K(F) \) where they are all equal. First of all, we recall the notion of Gaffney number which can be used to determine the asymptotic critical values.

Definition 2.3 (See [6]). Let \( A : \mathbb{C}^n \to \mathbb{C}^m \) be a linear mapping \((n \geq m)\). Let \( a = [a_{ij}] \) be the matrix of \( A \). Let \( M_I \), where \( I = (i_1, \ldots, i_m) \), denote an \((m \times m)\) minor of \( a \) given by columns indexed by \( I \). Let \( M_J(j) \) denote an \((m - 1 \times m - 1)\) minor given by columns indexed by \( J \) and by deleting the \( j \)th row (if \( m = 1 \) we put \( M_J(j) = 1 \)). Then by the Gaffney number of \( A \) we mean the number
\[
g(A) = \frac{\left( \sum_I |M_I|^2 \right)^{1/2}}{\left( \sum_{J,j} |M_J(j)|^2 \right)^{1/2}}.
\]
(If this number is not defined we put \( g(A) = 0 \).)

It deduces from [11, Propositions 2.2 and 2.3] or [13, Remark 4.1] that

Proposition 2.4. Let \( F : \mathbb{C}^n \to \mathbb{C}^m \) be a polynomial mapping. Then
\[
K_\infty(F) := \{ t \in \mathbb{C}^m \mid \text{there exists a sequence } x_l \to \infty \text{ such that } F(x_l) \to t \text{ and } \|x_l\| \cdot g(dF(x_l)) \to 0 \}.
\]
Example 2.5. Let

\[ F = (xy + 1, (xyz + 1)(xyz + z - 1)) : \mathbb{C}^3 \to \mathbb{C}^2. \]

For \( t_1 \neq 1 \) we have

\[ F^{-1}(t_1, t_2) = \{(t_1 - 1)/y, y, z_i) \mid y \in \mathbb{C}^*, i = 1, 2\}, \]

where \( z_i \) satisfies

\[ t_1(t_1 - 1)z_i^2 + z_i - (1 + t_2) = 0, \tag{4} \]

see [9]. Note that if \( t_1(t_1 - 1) \to 0 \) then either \( z_1 \) or \( z_2 \) goes to infinity.

One can show that

\[ K_0(F) = \{(u, v) \mid u = 1, v \in \mathbb{C}\} \cup \{(u, v) \mid 4u(u - 1)(v + 1) + 1 = 0\} \]

and

\[ B(F) = \{(u, v) \mid u(u - 1) = 0\} \cup \{(u, v) \mid 4u(u - 1)(v + 1) + 1 = 0\}. \]

Let consider \((a, b) \in K_{\infty}(F)\). By the definition of asymptotic critical values and Proposition 2.4, there exists a sequence \((x_k, y_k, z_k)\) going to infinity such that

\[ (t_1^k, t_2^k) := F(x_k, y_k, z_k) \to (a, b) \]

and

\[ \|(x_k, y_k, z_k)\| \cdot g(dF(x_k, y_k, z_k)) \to 0. \]

By a computation we obtain

\[ g(dF(x_k, y_k, z_k))^2 = \frac{|2t_1^k(t_1^k - 1)z_k + 1|^2(|x_k|^2 + |y_k|^2)}{|x_k|^2 + |y_k|^2 + |2t_1^k(t_1^k - 1)z_k + 1|^2 + |z_k|^4(|x_k|^2 + |y_k|^2)|2t_1^k - 1|^2}. \]

Put \( A_k = |2t_1^k(t_1^k - 1)z_k + 1|^2 \) and \( B_k = |x_k|^2 + |y_k|^2 \). There are three cases.

Case 1: \( A_k \to \infty \). It implies from (4) that

\[ A_k = \left| \frac{2(t_1^k + 1)}{z_k} - 1 \right|^2. \]

Therefore \( z_k \to 0 \), and then \( B_k = |x_k|^2 + |y_k|^2 \to \infty \). This follows that

\[ \|(x_k, y_k, z_k)\|^2 \cdot g(dF(x_k, y_k, z_k))^2 = \frac{\|(x_k, y_k, z_k)\|^2}{A_k B_k + \frac{|z_k|^4}{A_k} |2t_1^k - 1|^2} \to \infty, \]

a contradiction.

Case 2: \( A_k \not\to \infty \) and \( z_k \to \infty \). It is obvious that \( t_1^k(t_1^k + 1) \to 0 \). In particular \((a, b) \in B(F)\).
Case 3: $A_k \not\to \infty$ and $z_k \not\to \infty$. In this case, we see that $B_k \to \infty$ and the sequence $\{|z_k|\}$ is bounded from above by some positive constant $c$. We have

$$\|(x_k, y_k, z_k)\|^2 \cdot g(dF(x_k, y_k, z_k)) \geq \frac{\|(x_k, y_k, z_k)\|^2 \cdot A_k}{1 + c^4 \cdot |2t_k^k - 1|^2}.$$ 

Since $\|(x_k, y_k, z_k)\| \cdot g(dF(x_k, y_k, z_k)) \to 0$ and $(x_k, y_k, z_k) \to \infty$, as $k \to \infty$ we get $A_k \to 0$. Combining this with the fact $A_k = \frac{2(t_k^k + 1)}{z} - 1$ gives us $z_k \to 2(b + 1)$. Therefore

$$A_k = |2t_k^k (t_k^k - 1)z_k + 1|^2 \to |4a(a - 1)(b + 1) + 1|^2.$$

That means $4a(a - 1)(b + 1) + 1 = 0$, in other words $(a, b) \in B(F)$.

Thus, we have shown that $K(F) \subseteq B(F)$. Moreover, according to Theorem 1.3 that

$$B(F) \subseteq M(F) \subseteq K(F).$$

Then

$$B(F) = M(F) = K(F).$$

3. Newton polyhedrons

In this section, we will generalize the notion of Newton non-degeneracy of polynomial functions for polynomial maps and give an estimation for the bifurcation set $B(F)$ of $F$ in terms of $F_i$'s Newton polyhedrons.

Firstly, let us recall some notations and definitions, see [12], [16]. Let $f : \mathbb{C}^n \to \mathbb{C}$ be a polynomial function. We express $f$ as follows:

$$f(z) := \sum_{z \in \mathbb{Z}_{\geq 0}} a_z z^z,$$

where $Z_{\geq 0}$ denotes the set of non-negative integers. The support $\text{supp}(f)$ is defined to be $\{z|a_z \neq 0\}$. We denote $\Gamma_{-}(f)$ to be the convex hull of the set $\{0\} \cup \text{supp}(f)$. The Newton boundary at infinity $\Gamma_{\infty}(f)$ is by definition the union of the closed faces of the polyhedron $\Gamma_{-}(f)$ which do not contain the origin. Here and below, by face we shall understand face of any dimension. For each closed face $\Delta$ of $\Gamma_{\infty}(f)$ we denote by $f_\Delta$ the polynomial $\sum_{z \in \Lambda} a_z z^z$.

The polynomial $f$ is called Newton non-degenerate if for each face $\Delta \in \Gamma_{\infty}(f)$, the system of equations

$$\frac{\partial f_\Delta}{\partial z_1} = \frac{\partial f_\Delta}{\partial z_2} = \cdots = \frac{\partial f_\Delta}{\partial z_n} = 0$$

has no solutions in $(\mathbb{C}^*)^n$. The polynomial $f$ is called convenient if the intersection of $\text{supp}(f)$ with each coordinate axis is non-empty.

Let $\text{supp}(f)$ be the convex hull in $\mathbb{R}^n$ of the set $\text{supp}(f)$. A closed face $\Delta$ of $\text{supp}(f)$ is called bad if
(i) the affine subvariety of dimension $= \dim(\Delta)$ spanned by $\Delta$ contains the origin, and

(ii) there exists a hyperplane $H \subset \mathbb{R}^n$ with equation $a_1x_1 + a_2x_2 + \cdots + a_nx_n = 0$, where $x_1, x_2, \ldots, x_n$ are the coordinates in $\mathbb{R}^n$, such that

(iii) there exist $i$ and $j$ with $a_i \cdot a_j < 0$, and

(iii) $H \cap \text{supp}(f) = \emptyset$.

More geometrically, the condition (iii) says that the hyperplane $H$ intersects the region of $\mathbb{R}^n$ whose coordinates are all positive. We denote by $\mathcal{B}$ the set of bad faces of $\text{supp}(f)$. For $\Delta \in \mathcal{B}$, we define

$$\Sigma'_0(f_\Delta) := \{f_\Delta(z^0) | z^0 \in (\mathbb{C}^*)^n \text{ and } \text{grad} f_\Delta(z^0) = 0\}.$$ 

Let

$$\Sigma_{\infty}(f) := \bigcup_{\Delta \in \mathcal{B}} \Sigma'_0(f_\Delta).$$ 

It is clear that $\Sigma'_0(f_\Delta) \subset K_0(f_\Delta)$. This, together with an algebraic version of Sard’s theorem (see [1]), yields that $\Sigma_{\infty}(f)$ is a finite set.

The following result gives an estimation for the bifurcation set $B(f)$ of $f$ in terms of its Newton boundary at infinity.

**Theorem 3.1 ([12], [2], [16]).** Let $f : \mathbb{C}^n \to \mathbb{C}$ be a Newton non-degenerate polynomial function. Then the following statements hold:

(i) If $f$ is convenient, then $B(f) = K_0(f)$.

(ii) If $f$ is not convenient, then $B(f) \subseteq K_0(f) \cup \Sigma_{\infty}(f) \cup \{f(0)\}$.

Now, let $F = (F_1, F_2, \ldots, F_m) : \mathbb{C}^n \to \mathbb{C}^m$ be a polynomial mapping. Assume that $F_i(0,0,\ldots,0) = 0$. In the following definition, we generalize the notion of Newton non-degeneracy for polynomial maps (see [18] for the local case).

**Definition 3.2.** We denote by $\Gamma_-(F)$ the following set:

$$\Gamma_-(F) := \Gamma_-(F_1) \times \cdots \times \Gamma_-(F_m).$$

The dual space of $\mathbb{R}^n$ can be canonically identified with $\mathbb{R}^n$ itself by the Euclidean inner product. By a covector we mean the integral dual vector. We use column vectors to show the dual vectors. For a given covector $P = (p_1, \ldots, p_n)^t$, for each $\beta = (\beta_1, \ldots, \beta_n) \in \mathbb{R}^n$, $P(\beta)$ is defined by $P(\beta) = \sum_{i=1}^n \beta_i p_i$. Denote $\Delta(P; F) = (\Delta(P; F_1), \ldots, \Delta(P; F_m))$, where $\Delta(P; F_i)$ is the face of the polyhedron $\Gamma_-(F_i)$ on which the restriction $P|_{\Gamma_-(F_i)}$ attains its minimum. We define $\Gamma_{\infty}(F)$ to be the set of $m$-tuples $\Delta(P; F)$ in $\Gamma_-(F)$ with $(0,\ldots,0) \notin \Delta(P; F)$.

The map $F$ is called Newton non-degenerate (or non-degenerate for short) if

$$\{a : \text{rank}(J((F_1)_{\Delta_1}, (F_2)_{\Delta_2}, \ldots, (F_m)_{\Delta_m}))(a) < m\} \cap (\mathbb{C}^*)^n \neq \emptyset$$

for any $m$-tuples $(\Delta_1, \Delta_2, \ldots, \Delta_m)$ in $\Gamma_{\infty}(F)$. 
For each $\Delta = (\Delta_1, \Delta_2, \ldots, \Delta_m)$, where $\Delta_i \in \mathbb{M}(F_i)$ for all $i = 1, \ldots, m$, set
\[
\Sigma'_0(F_\Delta) := \{(F_1)_{\Delta_1}(z^0), (F_2)_{\Delta_2}(z^0), \ldots, (F_m)_{\Delta_m}(z^0) \mid z^0 \in (\mathbb{C}^*)^n \text{ and } \text{rank}(J((F_1)_{\Delta_1}, (F_2)_{\Delta_2}, \ldots, (F_m)_{\Delta_m})(z^0)) < m\}.
\]
Put
\[
\Sigma_\infty(F) := \bigcup_{\Delta \in \mathbb{M}(F_1) \times \mathbb{M}(F_2) \times \cdots \times \mathbb{M}(F_m)} \Sigma'_0(F_\Delta).
\]
One notes that $\Sigma_\infty(F) \subset \mathbb{C}^m$ is a semi-algebraic subset of dimension less than $m$.

**Theorem 3.3.** Let $F = (F_1, F_2, \ldots, F_m) : \mathbb{C}^n \to \mathbb{C}^m$ be a non-degenerate polynomial map. Then
\[
M_\infty(F) \subseteq \Sigma_\infty(F) \cup \bigcup_{i=1}^m \{t = (t_1, t_2, \ldots, t_m) \in \mathbb{C}^m : t_i = F_i(0, 0, \ldots, 0)\}.
\]

**Proof.** Without loss of generality, we may assume that $F_i(0, 0, \ldots, 0) = 0$ for all $i = 1, \ldots, m$. Let $t^0 = (t^0_1, \ldots, t^0_m) \in M_\infty(F)$ such that $t^0_i \neq 0$ for all $i = 1, \ldots, m$. We need to prove that $t^0 \in \Sigma_\infty(F)$.

Indeed, since $t^0 \in M_\infty(F)$, according to the Curve Selection Lemma, there exist analytic curves $\varphi(s)$ in $\mathbb{C}^n$ and $\lambda(s) = (\lambda_1(s), \lambda_2(s), \ldots, \lambda_m(s))$ in $\mathbb{C}^m$, such that

1. $\lim_{s \to 0} \|\varphi(s)\| = \infty$,
2. $\lim_{s \to 0} F(\varphi(s)) = t^0$,
3. $\varphi(s) = \sum_{i=1}^m \lambda_i(s) \text{ grad } F_i(\varphi(s))$.

Set $I := \{i \mid \varphi_i \neq 0\}$. Because (b1) then $I \neq \emptyset$. For each $i \in I$ we express
\[
\varphi_i(s) = a_i s^{x_i} + \text{terms of higher exponents},
\]
where $a_i \neq 0$, $x_i \in \mathbb{Z}$ and $\min_{i \in I} x_i < 0$. Similarly, let $J := \{j \mid \lambda_j \neq 0\}$. Because (b3) we have $J \neq \emptyset$. For each $j \in J$, we also express
\[
\lambda_j(s) = e_j s^{y_j} + \text{terms of higher exponents},
\]
where $e_j \in \mathbb{C}\{0\}$.

Since $t^0_i \neq 0$ for all $j = 1, \ldots, m$, it follows from (b2) that $F_j(\varphi(s)) \neq 0$ for all $s$ small enough. Hence, the restriction of $F_j$ on $\mathbb{C}^J$ is non-trivial. Therefore $\Gamma_\infty(F_j) \cap \mathbb{R}^J \neq \emptyset$. (Here $\mathbb{C}^J := \{x = (x_1, \ldots, x_n) \in \mathbb{C}^n \mid x_i = 0, i \in I\}$; $\mathbb{R}^J$ is defined similarly.) Let $d_j$ be the minimum of the linear function $P := \sum_{i \in I} \beta_i x_i$ on $\Gamma_\infty(F_j) \cap \mathbb{R}^J$. Let $\Delta_j := \{\beta \in \Gamma_\infty(F_j) \cap \mathbb{R}^J \mid P(\beta) = d_j\}$. Then, for $i \in I$, we may rewrite (b3) as follows:
\[
\sum_{j \in J} \sum_{j \in J} e_j \frac{\partial(F_j)_{\Delta_j}}{\partial x_j} (a)s^{d_j + y_j - x_i} + \cdots = e_j a_i s^{x_i} + \cdots,
\]
where $a = (a_i) \in (\mathbb{C}^*)^J$. Note that the set $\Delta_i \subset \mathbb{R}^I$ contains exponents $\beta = (\beta_1, \ldots, \beta_n)$ of monomials of $(F)_\Delta$ where $\beta_i = 0$ for $i \notin I$. It follows that $(F)_\Delta$ does not depend on variables $x_i$ with $i \notin I$.

Denote

$$I' = \left\{ i \in I \mid \min_{j \in J}(d_j + p_j - x_i) = x_i \right\}$$

and

$$J' = \left\{ j \in J \mid d_j + p_j = \min_{i \in I}(d_i + p_i) \right\}.$$

We see that $i \notin I'$ if and only if

$$\sum_{j \in J'} e_j \frac{\partial (F)_\Delta}{\partial x_i}(a) = 0.$$

Moreover, if $i \in I'$ then

$$\sum_{j \in J'} e_j \frac{\partial (F)_\Delta}{\partial x_i}(a) = x_i.$$

We consider the following possibilities.

**Case 1: The set $I'$ is non-empty.** Then, for all $j \in J$ we have

$$F_j(\varphi(s)) = (F)_\Delta(a)s^d + \text{terms of higher exponents}.$$

If $(F)_\Delta(a) \neq 0$ then $d_j \geq 0$, unless $F_j(\varphi(s)) \rightarrow \infty$ as $s \rightarrow 0$, contradicts to (b2). However, if $d_j > 0$ then $F_j(\varphi(s)) \rightarrow 0$ and therefore $t_j^0 = 0 = F_j(0, 0, \ldots, 0)$, contradicts to the hypothesis. Thus, we always have

$$d_j \cdot (F)_\Delta(a) = 0.$$

According to the Euler relation, we get

$$0 = d_j \cdot (F)_\Delta(a) = \sum_{i \in I} a_i \frac{\partial (F)_\Delta}{\partial x_i}(a).$$

Then

$$0 = \sum_{j \in J'} \sum_{i \in I} x_i a_i e_j \frac{\partial (F)_\Delta}{\partial x_i}(a)$$

$$= \sum_{i \in I', j \in J'} x_i a_i e_j \frac{\partial (F)_\Delta}{\partial x_i}(a) + \sum_{i \notin I'} x_i a_i \left( \sum_{j \in J'} e_j \frac{\partial (F)_\Delta}{\partial x_i}(a) \right).$$

Consider this equation with (6) we obtain the following

$$\sum_{i \in I', j \in J'} x_i a_i e_j \frac{\partial (F)_\Delta}{\partial x_i}(a) = 0.$$
Furthermore, we observe that for all \( i \in I' \) then \( \alpha_i = \min_{l=1,\ldots,m} \frac{d_l + \rho_l}{2} \) and according to (5), for all \( i \in I \) then \( \min_{l=1,\ldots,m} \frac{d_l + \rho_l}{2} \leq \alpha_i \). Therefore, all numbers \( \alpha_i \) with \( i \in I' \) are equal and non-zero. This, together with the above equation yields

\[
\sum_{i \in I', j \in J'} a_i e_j \frac{\partial (F_j)_{\Delta_i}}{\partial x_i} (a) = 0.
\]

It means, from (5), that

\[
\sum_{i \in I'} a_i \bar{a}_i = 0.
\]

This is impossible due to \( a_i \neq 0 \) for all \( i \in I \).

**Case 2:** The set \( I' \) is empty. For all \( i = 1, \ldots, n \) we have

\[
\sum_{j \in J} e_j \frac{\partial (F_j)_{\Delta_i}}{\partial x_i} (a) = 0.
\]

In other words

\[
\sum_{j \in J'} e_j \text{grad}(F_j)_{\Delta_i} (a) = 0.
\]

Since \( e_j \neq 0 \) for all \( j \in J' \) the above equality implies

\[
\text{rank}(J((F_1)_{\Delta_1}, (F_2)_{\Delta_2}, \ldots, (F_m)_{\Delta_m}) (a)) < m.
\]

Because \( F \) is non-degenerate, by the definition of the Newton non-degeneracy, we have \( 0 \in \Delta_j \) for every \( j = 1, \ldots, m \), i.e., \( \Delta_j \) is a bad face and \( d_j = 0 \). As a consequence, we get

\[
F_j(\varphi(s)) = (F_j)_{\Delta_j} (a) + \text{terms of positive exponents}.
\]

So \( t^0_j = (F_j)_{\Delta_j} (a) \). It means \( t^0 \in \Sigma_{\infty}(F) \).

Denote by \( \Sigma(F) \) the following set:

\[
\Sigma(F) := K_0(F) \cup \Sigma_{\infty}(F) \cup \bigcup_{i=1}^{m} \{ t = (t_1, \ldots, t_m) \in \mathbb{C}^m \mid t_i = F_i(0, 0, \ldots, 0) \}.
\]

**Theorem 3.4.** Let \( F = (F_1, F_2, \ldots, F_m) : \mathbb{C}^n \to \mathbb{C}^m \) be a non-degenerate polynomial map. Then

\[
B(F) \subseteq \Sigma(F).
\]
Proof. The proof is straightforward from Theorem 1.3 and Theorem 3.3. 

Remark 3.5. (i) A version of Theorem 3.4 was performed for mixed functions in [4]. (ii) After this paper was accepted for publication, we found out that Theorem 3.4 is proved in [3] for more general cases.

4. Case of one dimensional

In this section, we consider the polynomial maps $F$ from $\mathbb{C}^n$ to $\mathbb{C}^{n-1}$ whose fibers are one complex dimensional. We show that for those maps, the problem of determining the bifurcation values is actually a topological problem. More precisely, we prove that if $F$ is a locally $C^0$-trivial fibration then it is a locally $C^\infty$-trivial fibration. We start with the following.

Theorem 4.1. Let $F : M \to N$ be a smooth map between smooth manifolds where $\dim M = \dim N + 2$. Let $t_0$ be a regular value of $F$. Assume that $F$ is a locally $C^0$-trivial fibration at $t_0$. Then $F$ is a locally $C^\infty$-trivial fibration at $t_0$.

Before proving the theorem, let us recall some definitions and results. A homotopy of a continuous map $h : X \to Y$ between topological spaces is a continuous map $H : X \times [0,1] \to Y$, such that $H(x,0) = h(x)$ for every $x \in X$.

Let $E$, $B$ be topological spaces and $\pi : E \to B$ be a continuous map. We call $\pi$ a fibration or equivalently, we say that it has the homotopy lifting property, if for every continuous map $h : X \to E$ whose source $X$ is a polytope, every homotopy of $\pi \circ h$ lifts to a homotopy of $h$.

The key result we use in this section is the following.

Lemma 4.2 (See [14], Corollary 32). Let $\pi : E \to B$ be a (surjective, smooth) submersion-fibration, where $E$ and $B$ are smooth manifolds such that $\dim E = \dim B + 2$. Then $\pi$ is a locally $C^\infty$-trivial fibration.

Proof of Theorem 4.1. It follows from the hypothesis that there exist a neighborhood $D$ of $t_0$ and a homeomorphism $\Phi : F^{-1}(D) \to F^{-1}(t_0) \times D$ such that the following diagram

$$
\begin{array}{ccc}
F^{-1}(D) & \xrightarrow{\Phi} & F^{-1}(t_0) \times D \\
\downarrow F & & \downarrow pr_2 \\
D & &
\end{array}
$$

commutes.

Since $\Phi$ is a homeomorphism and projections are fibrations then, the restriction $F|_{F^{-1}(D)}$ is also a fibration. According to Lemma 4.2, the restriction $F|_{F^{-1}(D)}$ is a $C^\infty$-trivial fibration. 

\[\square\]
Theorem 4.3. Let $F : \mathbb{C}^n \to \mathbb{C}^{n-1}$ be a polynomial map and $t_0$ be a regular value of $F$. Then $t_0 \in B_\infty(F)$ if and only if $F$ is a locally $C^0$-trivial fibration at $t_0$.

**Proof.** Since $t_0$ is a regular value of $F$ then there exists a neighbourhood $D$ of $t_0$ such that the restriction $F_{|F^{-1}(D)}$ is a submersion. The proof is then a consequence of Theorem 4.1.

Theorem 4.4. Let $t_0 \in \mathbb{N}$ be a regular value of $F$. Then it is regular at infinity if and only if there exists a small ball $D$ centered at $t_0$, such that the inclusion of each fiber $F^{-1}(t)$ into $F^{-1}(D)$ is a weak homotopy equivalence, for all $t \in D$.

Before proving the theorem, we recall the followings.

**Definition 4.5 ([14]).** Two homotopies

$$H, H' : X \times [0; 1] \to Y$$

are said to have the same germ if they coincide in a neighborhood of the subspace $X \times \{0\}$.

**Definition 4.6 ([14]).** Let $\pi : E \to B$ be a continuous map, where $E, B$ are topological spaces. We call $\pi$ a homotopic submersion, or equivalently say that it has the germ-of-homotopy lifting property, if for every continuous map $h : X \to E$ whose source $X$ is a polytope, every germ-of-homotopy of $\pi \circ h$ lifts to a germ-of-homotopy of $h$.

**Lemma 4.7 (See [14], Corollary 13).** Let $\pi : E \to B$ be a surjective homotopic submersion. If the inclusion of each fiber into $E$ is a weak homotopy equivalence. Then $\pi$ is a fibration.

**Proof of Theorem 4.4.** If $t_0$ is regular at infinity then there is a small ball $D$ centered at $t_0$, such that the restriction $F_{|F^{-1}(D)}$ is trivial. It is easy to prove that the inclusion of each fiber $F^{-1}(t)$ into $F^{-1}(D)$ is a weak homotopy equivalence, for all $t \in D$.

Let us assume that there is a ball $D$ centered at $t_0$, such that the inclusion of each fiber $F^{-1}(t)$ into $F^{-1}(D)$ is a weak homotopy equivalence for all $t \in D$ and the restriction $F_{|F^{-1}(D)}$ is surjective. It deduces from Lemma 4.7 that $F : F^{-1}(D) \to D$ is a fibration. By applying Lemma 4.2 we obtain that $F$ is differentially trivial at $t_0$.
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