Cyclic cocycles on twisted convolution algebras

Eitan Angel*

Department of Mathematics, University of Colorado, UCB 395, Boulder, Colorado 80309-0395, USA

January 13, 2013

Abstract

We give a construction of cyclic cocycles on convolution algebras twisted by gerbes over discrete translation groupoids. For proper étale groupoids, Tu and Xu in [22] provide a map between the periodic cyclic cohomology of a gerbe-twisted convolution algebra and twisted cohomology groups which is similar to the construction of Mathai and Stevenson in [17]. When the groupoid is not proper, we cannot construct an invariant connection on the gerbe; therefore to study this algebra, we instead develop simplicial techniques to construct a simplicial curvature 3-form representing the class of the gerbe. Then by using a JLO formula we define a morphism from a simplicial complex twisted by this simplicial curvature 3-form to the mixed bicomplex computing the periodic cyclic cohomology of the twisted convolution algebras.
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5 Cocycles on the twisted convolution algebra

5.1 Twisted Convolution Algebra

5.2 JLO morphism

5.3 Algebraic morphisms

1 Introduction

When a manifold $M$ carries the action of a discrete group $\Gamma$ a natural question to ask is what the orbit space $M/\Gamma$ looks like. In general the orbit space is not a manifold or even a Hausdorff space. The prescription of Connes’ noncommutative geometry to deal with such “bad” quotients is to instead study the algebra $C^\infty_c(M \rtimes_{\Gamma} \Gamma)$ of smooth functions with compact support on $M \times \Gamma$ with the discrete convolution product. In [7], Chapter III.2, Connes describes the cyclic cohomology of the convolution algebra $C^\infty_c(M \rtimes_{\Gamma} \Gamma)$ via a morphism $\Phi$ from the Bott complex of [11] computing the Borel model of equivariant cohomology $H^*_p(M; \mathbb{C}) = H^*(M\Gamma; \mathbb{C})$, where $M\Gamma = M \times_{\Gamma} ET$, to the $(b, B)$-bicomplex computing the periodic cyclic cohomology of $C^\infty_c(M \rtimes_{\Gamma} \Gamma)$.

The main result of this paper is the construction of a morphism analogous to Connes’ $\Phi$ map into the $(b, B)$-bicomplex computing the periodic cyclic cohomology of the convolution algebra twisted by a gerbe over a discrete translation groupoid. Such a morphism, given by a JLO-type formula, was constructed by Tu and Xu in [22] for the case of a gerbe over any proper étale groupoid. Our construction removes the properness requirement in the case of a discrete translation groupoid. A related construction was also given by Mathai and Stevenson in [17] for a canonical smooth subalgebra of stable continuous trace $C^*$-algebras having smooth manifolds as their spectrum (see also [15]). In both [22] and [17] the morphisms constructed are in fact isomorphisms whereas the morphism constructed in this paper is in general not an isomorphism.

A presentation of an $S^1$-gerbe over the discrete translation groupoid $M \rtimes_{\Gamma} \Gamma$ is given by a line bundle $L \to M \rtimes_{\Gamma} \Gamma$ as well as a collection of line bundle isomorphisms $\mu_{g_1, g_2} : L_{g_1} \otimes (L_{g_2})^{g_1} \to L_{g_1 g_2}$ for every $g_1, g_2 \in \Gamma$, where $L_g$ denotes the restriction of $L$ to $M_g = M \times \{g\}$. Gerbes were introduced by J.-L. Brylinski [5] to study central extensions of loop groups, line bundles on loop spaces, and the Dirac monopole among other applications. The appearance of gerbes in string theory and quantum field theory has been studied by numerous mathematicians and physicists, e.g., in [3], [11] and [6]. Sections of $L$ with the convolution product

$$(f_1 * f_2)(x, g) = \sum_{g_1, g_2 = g} \mu_{g_1, g_2}(f_1|_{M_{g_1}} \otimes (f_2|_{M_{g_2}})^{g_1})(x, g).$$

define the twisted convolution algebra $C^\infty_c(M \rtimes_{\Gamma} \Gamma, L)$.

In the improper case, one cannot construct a $\Gamma$-invariant connection on $L \to M \rtimes_{\Gamma} \Gamma$ as is done in [22]. In particular, this means that we cannot in general choose a connection $\nabla$ on $L \to M \rtimes_{\Gamma} \Gamma$ that satisfies the cocycle condition

$$\mu^*_{g,h}(\nabla_{gh}) = \nabla_g \otimes 1 + 1 \otimes (\nabla_h)^g$$

where $\nabla_g$ denotes $\nabla|_{M_g}$. Instead, there is some discrepancy $\alpha \in \Omega^1((M \rtimes_{\Gamma} \Gamma)_{(2)})$

$$\mu^*_{g,h}(\nabla_{g,h}) - \nabla_g \otimes 1 + 1 \otimes (\nabla_h)^g = \alpha(g, h).$$

The curvature forms of $\nabla_g$, $\theta_g \in \Omega^2(M)$, define a form $\theta \in \Omega^2((M \rtimes_{\Gamma} \Gamma)_{(1)})$. The $\theta_g$ satisfy

$$\theta_g - \theta_{gh} + \theta_h = -d\alpha(g, h)$$

so that $(\alpha, \theta)$ is a cocycle that represents the Dixmier-Douady class in the cohomology of the Bott complex of $M \rtimes_{\Gamma} \Gamma$. 
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To overcome this difficulty, the geometric data which forms the source of our morphism is constructed using simplicial differential forms on the simplicial manifold \((M \times \Gamma)_\bullet\), the nerve of \(M \times \Gamma\). The geometric data we use is a complex termed the *twisted simplicial complex*

\[
(\mathcal{O}((M \times \Gamma)_\bullet)[u]^*, d_{\Theta_n})
\]

where \(\mathcal{O}(M_\bullet)[u]^*\) is a rescaled version of the complex of compatible forms \(\mathcal{O}^*(M_\bullet)\) described by Dupont in \([9]\), \(u\) is a formal variable, and \(d_{\Theta_n}\) is the de Rham differential twisted by a rescaled version of the simplicial curvature 3-form \(\Theta\) in \(\Omega^3((M \times \Gamma)_\bullet)\) which is a representative of the Dixmier-Douady class. The 3-form \(\Theta\) is constructed from the gerbe datum \((L, \mu, \nabla)\). From \(L \to M \times \Gamma\) we define an infinite dimensional vector bundle \(\mathcal{E} \to M\) as the direct sum bundle \(\mathcal{E} = \bigoplus_{g \in \Gamma} L_g\) with the direct sum connection \(\nabla^\mathcal{E}\). Then \(\text{End} \mathcal{E} \to M\) is a vector bundle of finite rank endomorphisms over \(M\).

From the gerbe datum \((L, \mu, \nabla)\) we define connections \(\nabla^k\) on the vector bundles \(\mathcal{E}_k \times \Delta^k \to (M \times \Gamma)_\bullet \times \Delta^k\), where \(\mathcal{E}_k = p_k^* \mathcal{E}\) and \(p_k : M \times \Gamma^k \to M\) is the map \(p_k : (m, g_1, \ldots, g_k) \mapsto m \in M\). While \(\text{End} \mathcal{E}_k \to (M \times \Gamma)_\bullet\) forms a simplicial vector bundle, the sequence of \(\text{End} \mathcal{E}_k\)-valued 2-forms defined by \((\nabla^k)^2\) do not define a simplicial form. Instead we are able to define a simplicial 2-form by the formula

\[
\vartheta(k)(g_1, \ldots, g_k) = (\nabla^k)^2 - \sum_{i=1}^k t_i \vartheta_{g_1 \cdots g_i} + \sum_{1 \leq i < j \leq k} \alpha(g_1 \cdots g_i, g_{i+1} \cdots g_j)(t_i dt_j - t_j dt_i).
\]

Here the difference between \(\vartheta(k)\) and \((\nabla^k)^2\) is a scalar valued form. The simplicial curvature 3-form \(\Theta_n\) is defined by \((\Theta_n)_{\bullet}(k) = \nabla^k_{\bullet} (\vartheta_n)_{\bullet}(k)\), where \(\nabla^k_{\bullet}\) and \(\vartheta_n\) are rescaled versions of \(\nabla^k\) and \(\vartheta\).

A simplicial version of the character formula of A. Jaffe, A. Lesniewski, and K. Osterwalder [15], similar to [17] and [13] defines a morphism into group cochains valued in the \((b, B)\) bicomplex of sections of \(\text{End} \mathcal{E}\),

\[
\tau_c : (\mathcal{O}(M_\bullet)[u]^*, d_{\Theta_n}) \longrightarrow (\mathcal{C}^*(\Gamma, \mathcal{C}^*(\Gamma_{\infty}^c(\text{End} \mathcal{E}))[u^{-1}, u]), b + uB + \delta t').
\]

Following this we define algebraic morphisms

\[
(\mathcal{C}^*(\Gamma, \mathcal{C}^*(\Gamma_{\infty}^c(\text{End} \mathcal{E}))[u^{-1}, u]), b + uB + \delta t') \longrightarrow \mathcal{C}^*(\mathcal{C}^\infty_{\infty}(M \times \Gamma, L))[u^{-1}, u], b + uB)
\]

into the periodic cyclic complex of the twisted convolution algebra \(\mathcal{C}^\infty_{\infty}(M \times \Gamma, L)\).

The rest of this paper is organized as follows. The content of Section 2 is a review of simplicial notions and the definition of the twisted simplicial complex \((\mathcal{O}((M \times \Gamma)_\bullet)[u]^*, d_{\Theta_n})\). In Section 3 we discuss gerbes on translation groupoids. Section 4 describes the construction of the simplicial curvature 3-form \(\Theta_n\). Finally, Section 5 contains the main result, a morphism from the twisted simplicial complex of a gerbe datum \((L, \mu, \nabla)\) on \(M \times \Gamma\) to the periodic cyclic complex of the twisted convolution algebra \(\mathcal{C}^\infty_{\infty}(M \times \Gamma, L)\).

**Acknowledgements.** I would like to thank my advisor, Alexander Gorokhovsky, for his advice, support, and patience. I would also like to thank Arlan Ramsay for his useful suggestions and helpful discussions.

## 2 Preliminaries

### 2.1 Categorical notions

**Definition 2.1.** The simplicial category \(\Delta\) is the small category of objects \([n]\), where \([n]\) is the ordered set of \(n + 1\) points, \([n] = \{0 < 1 < \cdots < n\}\), \(n \in \mathbb{N}\), and arrows the nondecreasing maps \(f : [n] \to [m]\). For \(n, m \in \mathbb{N}\), a map \(f : [n] \to [m]\) is called *nondecreasing* if \(f(i) \geq f(j)\) whenever \(i > j\).
Definition 2.2. In $\Delta$ the face maps are the injections $\delta_i^n : [n-1] \to [n], 0 \leq i \leq n$, which skip over the $i^{th}$ point, i.e. such that $\delta_i^n(i-1) = i-1, \delta_i^n(i) = i+1$. The degeneracy maps are the surjections $\sigma_j^n : [n+1] \to [n], 0 \leq j \leq n$, that sends both $j$ and $j+1$ to $j$, i.e. such that $\sigma_j^n(j) = \sigma_j^n(j+1) = j$. When the context is clear, we will omit the superscript $n$.

Definition 2.3. A simplicial object (respectively cosimplicial object) in a category $C$ is a contravariant functor $X_\bullet : \Delta \to C$ (respectively a covariant functor $X^\bullet : \Delta \to C$). We will often denote the objects $X_n = X([n]), n \in \mathbb{N}$, and the morphisms $\delta_i^n = X_\bullet(\delta_i^n)$ and $\sigma_j^n = X_\bullet(\sigma_j^n), 0 \leq i, j \leq n$. Such a functor is determined entirely by the objects $X_n$ and the morphisms $d_i^n$ and $s_j^n$ (see e.g. [16]). When the morphisms $s_j^n$ are not specified, the functor is instead called a pre-simplicial object.

A contravariant functor $X_\bullet : \Delta \to \text{Sets}$ to the category of sets is called a simplicial set. A contravariant functor $X_\bullet : \Delta \to \text{Top}$ to the category of topological spaces is called a simplicial space. A contravariant functor $X_\bullet : \Delta \to \text{Man}$ to the category of smooth manifolds is called a simplicial manifold (see Section 2.2).

Definition 2.4. The geometric $n$-simplex is the cosimplicial space $\Delta^\bullet : \Delta \to \text{Top}$ defined by $\Delta^\bullet([n]) = \Delta^n$, where $\Delta^n$ is the standard $n$-simplex

$$\Delta^n = \left\{ (t_0, \ldots, t_n) \in \mathbb{R}^{n+1} : 0 \leq t_i \leq 1, 0 \leq i \leq n, \sum_{i=0}^{n} t_i = 1 \right\} \quad \text{(barycentric)} \quad (1)$$

$$\Delta^n = \left\{ (t_1, \ldots, t_n) \in \mathbb{R}^n : t_1, \ldots, t_n \geq 0, \sum_{i=1}^{n} t_i \leq 1 \right\} \quad \text{(Cartesian).} \quad (2)$$

The Cartesian coordinates may be obtained from the barycentric coordinates eliminating $t_0 = 1 - t_1 - \cdots - t_n$. For barycentric coordinates

$$\Delta^\bullet(\delta_i^n)(t_0, \ldots, t_{n-1}) = (t_0, \ldots, t_{i-1}, 0, t_i, \ldots, t_{n-1}) \quad (3)$$

$$\Delta^\bullet(\sigma_j^n)(t_0, \ldots, t_{n+1}) = (t_0, \ldots, t_j, t_{j+1}, \ldots, t_{n+1}), \quad (4)$$

and for Cartesian coordinates

$$\Delta^\bullet(\delta_i^n)(t_1, \ldots, t_{n-1}) = \begin{cases} (1 - t_1 - \cdots - t_{n-1}, t_1, \ldots, t_{n-1}) & i = 0 \\ (t_1, \ldots, t_{i-1}, 0, t_i, \ldots, t_{n-1}) & 1 \leq i \leq n \end{cases} \quad (5)$$

$$\Delta^\bullet(\sigma_j^n)(t_1, \ldots, t_{n+1}) = \begin{cases} (t_2, \ldots, t_{n+1}) & i = 0 \\ (t_1, \ldots, t_j + t_{j+1}, \ldots, t_{n+1}) & 1 \leq i \leq n \end{cases} \quad (6)$$

We will denote $\partial_i^n = \Delta^\bullet(\delta_i^n)$ and $\varsigma_j^n = \Delta^\bullet(\sigma_j^n)$.

Definition 2.5. Given a simplicial set (or space or manifold) $X_\bullet$, the fat realization of $X_\bullet$, denoted $\|X_\bullet\|$, is the space

$$\|X_\bullet\| = \bigcup_{n \geq 0} X_n \times \Delta^n / \sim \quad (7)$$

where $\sim$ is the equivalence relation generated by $(\delta_i^n(x), t) \sim (x, \partial_i^n(t))$, for $(x, t) \in X_n \times \Delta^{n-1}$. The geometric realization of $X$, denoted by $|X|$ is the space

$$|X_\bullet| = \bigcup_{n \geq 0} X_n \times \Delta^n / \approx \quad (8)$$

where $\approx$ is the equivalence relation generated by $(f^*(x), t) \approx (x, f_*(t))$ for $(x, t) \in X_n \times \Delta^{n-1}$ and any $f \in \text{hom}(\Delta)$.

Definition 2.6. Let $C_{(n)}$ consist of $n$-tuples of composable arrows in a (small) category $C$, with $C_{(0)}$ the objects of $C$. The nerve of $C$ is the simplicial set $C_\bullet : \Delta \to \text{Sets}$ given on objects by
The bicomplex of compatible forms consists of Definition 2.8. called the condition (11) is precisely the condition required for \( M \) on \( k \)-forms of a simplicial manifold.

We will now recount the ideas of Dupont in [9] (and [10]) to explicitly construct the cohomology.

2.2 Simplicial manifolds

We will now recount the ideas of Dupont in [9] (and [10]) to explicitly construct the cohomology of a simplicial manifold.

**Definition 2.7.** Given a simplicial manifold \( M_\bullet : \Delta \to \text{Man} \), a simplicial differential \( k \)-form on \( M_\bullet \) is a sequence of \( k \)-forms \( \{\omega(n)\} \), where \( \omega(n) \in \Omega^k(M_n \times \Delta^n) \), and which satisfy the compatibility condition

\[
(id \times \partial_i)^* \omega(n) = (\delta_i \times id)^* \omega(n-1)
\]

on \( \Omega^k(M_n \times \Delta^{n-1}) \) for all \( 0 \leq i \leq n \) and \( n \geq 1 \). The complex \( (\Omega^*(M_\bullet), d) \) of compatible forms consists of

- the differential graded algebra (dga) of simplicial differential forms on \( M_\bullet \) form denoted by \( \Omega^*(M_\bullet) \)
- an exterior differential \( d : \Omega^k(M_\bullet) \to \Omega^{k+1}(M_\bullet) \)

induced by the exterior differentials \( d : \Omega^k(M_n \times \Delta^n) \to \Omega^{k+1}(M_n \times \Delta^n) \) for all \( n \in \mathbb{N} \). Explicitly, \( d\{\omega(n)\} = \{d\omega(n)\} \), which is well defined as the de Rham differential on \( M_n \times \Delta^{n-1} \) respects the compatibility condition (11) for all \( n \in \mathbb{N} \).
- a wedge product

\[
\wedge : \Omega^k(M_\bullet) \otimes \Omega^l(M_\bullet) \to \Omega^{k+l}(M_\bullet)
\]

is induced by the wedge products \( \wedge : \Omega^k(M_n \times \Delta^n) \otimes \Omega^l(M_n \times \Delta^n) \to \Omega^{k+l}(M_n \times \Delta^n) \) for all \( n \in \mathbb{N} \).

Notice that \( \{\omega(n)\} \) defines a \( k \)-form on \( \coprod_{n \geq 0} M_n \times \Delta^n \). In view of this, the compatibility condition (11) is precisely the condition required for \( \{\omega(n)\} \) to define a form on \( \|M_\bullet\| \).

**Definition 2.8.** We may think of the complex \( (\Omega^*(M_\bullet), d) \) as a bicomplex \( (\Omega^{r,s}(M_\bullet), d_{dR}, d_\Delta) \) called the bicomplex of compatible forms such that

\[
(\Omega^*(M_\bullet), d) = \text{Tot}(\Omega^{r,s}(M_\bullet), d_{dR}, d_\Delta).
\]

The bicomplex of compatible forms consists of

- simplicial \((r+s)\)-forms on \( M_\bullet \)

\[
\Omega^{r,s}(M_\bullet) = \left( \coprod_{n \geq 0} \Omega^r(M_n) \otimes \Omega^s(\Delta^n) \right) \sim \quad (12)
\]

where \( \sim \) is essentially the compatibility condition (11). Explicitly, if \( \omega_{(n)}^{r,s} \in \Omega^r(M_n) \otimes \Omega^s(\Delta^n) \) we may write \( \omega_{(n)}^{r,s} \) as a linear combination of forms \( \alpha_{(n)}^r \otimes \beta_{(n)}^s \) where \( \alpha_{(n)}^r \in \Omega^r(M_n) \) and \( \beta_{(n)}^s \in \Omega^s(\Delta^n) \). Then \( \sim \) is defined by

\[
\alpha_{(n)}^r \otimes \beta_{(n)}^s \sim \alpha_{(n-1)}^r \otimes \beta_{(n-1)}^s \iff \alpha_{(n)}^r \otimes \partial_i^r(\beta_{(n)}^s) = \delta_i^s(\alpha_{(n-1)}^r) \otimes \beta_{(n-1)}^s , \quad (14)
\]
Then we have
given an element of the complex of of compatible forms
where
induced by the collection of exterior differentials on each

for all \( n \in \mathbb{N} \).

As before, the induced differentials on \( \Omega^{r,s}(M_\bullet) \) are well defined as a result of the compatibility condition \( (14) \). With this notation the complex of compatible forms may be written \( (\Omega^*(M_\bullet), d_{dR} + d'_\Delta) \).

As the dga of compatible forms carries a bigrading,

\[
\Omega^k(M_\bullet) = \bigoplus_{r+s=k} \Omega^{r,s}(M_\bullet),
\]

given an element of the complex of of compatible forms \( \omega \in \Omega^k(M_\bullet) \) we will denote the component of \( \omega \) in \( \Omega^{r,s}(M_\bullet) \) by

\[
\omega^{r,s} = \omega|_{\Omega^{r,s}(M_\bullet)}.
\]

The \((r+s)\)-forms of \( \Omega^{r,s}(M_\bullet) \) have a local description as

\[
\omega^{r,s}|_{M_n \times \Delta^n} = \sum \omega_{i_1 \ldots i_r j_1 \ldots j_s} dx_{i_1} \wedge \cdots \wedge dx_{i_r} \wedge dt_{j_1} \wedge \cdots \wedge dt_{j_s}
\]

where \( \{x_i\} \) are local coordinates of \( M_n \) and \( (t_0, \ldots, t_n) \) are barycentric coordinates of \( \Delta^n \).

**Definition 2.9.** The simplicial de Rham complex \( (\mathcal{A}^*(M_\bullet), \delta + d') \) is defined by

\[
\mathcal{A}^k(M_\bullet) = \bigoplus_{r+s=k} \mathcal{A}^{r,s}(M_\bullet)
\]

where

- \( \mathcal{A}^{r,s}(M_\bullet) = \Omega^s(M_r) \) is the collection of differential \( s \)-forms on the manifold \( M_r \),

- the differential

\[
\delta : \mathcal{A}^{r,s}(M_\bullet) \to \mathcal{A}^{r+1,s}(M_\bullet)
\]

is the alternating sum of the pullback of the face maps \( \delta_i^{r+1} = M_\bullet(\delta_i^s), 0 \leq i \leq r + 1 \),

- the differential

\[
d' : \mathcal{A}^{r,s}(M_\bullet) \to \mathcal{A}^{r,s+1}(M_\bullet)
\]

is the exterior differential \( (-1)^r d : \Omega^s(M_r) \to \Omega^{s+1}(M_r) \).

Then we have

\[
(\mathcal{A}^*(M_\bullet), \delta + d') = \text{Tot} (\mathcal{A}^{r,s}(M_\bullet), \delta, d').
\]  

**Definition 2.10.** Given a commutative ring \( R \), the simplicial singular cochain complex associated to a simplicial manifold \( M_\bullet \) is denoted \( (C^*(M_\bullet; R), \delta + d') \) and consists of

- the spaces

\[
C^k(M_\bullet; R) = \bigoplus_{r+s=k} C^{r,s}(M_\bullet; R)
\]

where \( C^{r,s}(M_\bullet; R) = C^s(M_r; R) \) is the space of singular cochains of degree \( s \) on \( M_r \).
• the differential
\[ \delta : C^r,s(M_\bullet; R) \to C^{r+1,s}(M_\bullet; R) \] (27)
is the alternating sum of the pullback of the face maps \( \delta^r_i = M_\bullet(\delta^n_i) \), for all \( 0 \leq i \leq r+1, \)
• and
\[ \partial' : C^r,s(M_\bullet; R) \to C^{r,s+1}(M_\bullet; R) \] (28)
is \((-1)^r\) times the usual coboundary on singular cochains.

Then we have
\[ (C^\ast(M_\bullet; R), \delta + \partial') = \text{Tot}(C^r,s(M_\bullet; R), \delta, \partial'). \] (29)

From [9] Proposition 5.15

**Theorem 2.11.** For a simplicial manifold \( M_\bullet \), we have the isomorphism
\[ H^\ast([M_\bullet]; R) \cong H(C^\ast(M_\bullet; R), \delta + \partial') \] (30)
and from [9] Proposition 6.1,

**Theorem 2.12** (Simplicial de Rham theorem). The integration map
\[ \mathcal{I} : A^r,s(M_\bullet) \to C^r,s(M_\bullet) \] (31)
defined by \( \mathcal{I}(\omega^{r,s})(c_{r,s}) = \int_{c_{r,s}} \omega^{r,s} \) for \( \omega^{r,s} \in A^r,s(M_\bullet) \) and \( c_{r,s} \in C_s(M_r) \), the collection of singular \( s \)-chains on \( M_r \), gives a morphism of double complexes. Furthermore, this integration map induces an isomorphism
\[ H(A^\ast(M_\bullet), \delta + d') \cong H(C^\ast(M_\bullet), \delta + \partial') \] (32)
on cohomology.

Furthermore, there is another morphism of complexes given by Stokes' theorem. From [9] Theorem 6.4,

**Theorem 2.13.** Let
\[ \mathcal{I}_\Delta : (\Omega^r,s(M_\bullet), d_{dR}, d_\Delta) \to (A^r,s(M_\bullet), \delta, d') \] (33)
be the map defined by integration over the standard simplex, i.e. the map defined on \( \Omega^r(M_r \times \Delta^r) \) by
\[ \mathcal{I}_\Delta : \omega(r) \mapsto \int_{\Delta^r} \omega(r). \] (34)
Then \( \mathcal{I}_\Delta \) is a morphism that induces an isomorphism
\[ H(\Omega^\ast(M_\bullet), d') \cong H((A^\ast(M_\bullet), \delta + d') \] (35)

### 2.3 Connections and Curvature

**Definition 2.14.** Let \( G \) be a Lie group. A simplicial \( G \)-bundle \( \pi_\bullet : E_\bullet \to M_\bullet \) over a simplicial manifold \( M_\bullet \) is a sequence of principal \( G \)-bundles \( \{\pi_n : E_n \to M_n\} \) where \( E_\bullet \) is itself a simplicial manifold and the diagrams
\[ E_{n+1} \xrightarrow{\pi_{n+1}} E_n \xrightarrow{\pi_n} M_n \] \[ E_{n-1} \xrightarrow{\pi_{n-1}} E_n \xrightarrow{\pi_n} M_n \] (36)
commute. Given a simplicial \( G \)-bundle \( \pi_\bullet : E_\bullet \to M_\bullet \), the geometric realization \( |\pi_\bullet| : |E_\bullet| \to |M_\bullet| \) is a principal \( G \)-bundle with \( G \)-action induced by
\[ E_n \times \Delta^n \times G \to E_n \times \Delta^n, \quad (x, t, g) \mapsto (xg, t). \] (37)

If we only require that the first diagram of (36) commute then we may still consider the fat realization \( \|\pi_\bullet| : \|E_\bullet|| \to \|M_\bullet\| \) which is a principal \( G \)-bundle.
Definition 2.15. A connection in a simplicial $G$-bundle $\pi_\bullet : E_\bullet \to M_\bullet$ is a 1-form $\omega \in \Omega^1(E_\bullet; g)$ on $E_\bullet$ (in the sense of definition 2.14) with coefficients in $g$, the Lie algebra of $G$, such that $\omega(n) = \omega|_{E_n \times \Delta^n}$ is a connection in the usual sense on the bundle $\pi_n \times \text{id} : E_n \times \Delta^n \to M_n \times \Delta^n$. The curvature $\theta$ of a connection $\omega$ is the differential form
\[
\theta = d\omega + \frac{1}{2}[\omega, \omega] \in \Omega^2(M_\bullet; g).
\] (38)

2.4 Twisted simplicial cohomology

In this section we will construct a twisted version of the complex of compatible forms, although rather than using forms, this construction will be based on densities. We will first define a version of the de Rham complex of a manifold twisted by a 3-form in preparation for the definition of the de Rham complex of a simplicial manifold twisted by a simplicial 3-form.

For $\tau$ the orientation bundle of a manifold $M$, let $\Omega^*_\tau(M)$ be the densities of $M$. The cohomology of the $\tau$-twisted de Rham complex, $(\Omega^*_\tau(M), d)$, is the $\tau$-twisted de Rham cohomology, $H^*_\tau(M)$. The $\tau$-twisted de Rham cohomology with compact support, $H^*_\tau,c(M)$ is defined similarly. For more details, see 2. Chapter I.7.

In the following, let $u$ be a formal variable of degree +2.

Definition 2.16. Given a smooth manifold $M$ and a closed 3-form $\Theta \in \Omega^3(M)$, the $\Theta$-twisted de Rham complex of $M$, denoted by $(\Omega(M)[u]^\bullet; d_\Theta)$, is defined as follows.

- Define
\[
\Omega_k(M) := \Omega^\dim M - k(M).
\] (39)

Let $\Omega(M)[u]^k$ denote polynomials in $u$ over $\Omega(M)$ such that the degree in $\Omega(M)$ plus the degree of powers of $u$ sum to $k$. In other words elements $\omega \in \Omega(M)[u]^k$ are linear combinations of $u^\ell$ for any $\omega_{k\ell}$ such that $2j + \ell = k$, for all $0 \leq \ell \leq \dim M$.

- Note the de Rham differential
\[
d_{\text{dR}} : \Omega_k(M) \to \Omega_{k-1}(M)
\] (40)
is of degree $-1$ and exterior multiplication by $\Theta$,
\[
\Theta \wedge : \Omega_k(M) \to \Omega_{k-3}(M)
\] (41)
is of degree $-3$. We can rescale the de Rham differential by $u$ to obtain a degree +1 differential
\[
ud_{\text{dR}} : \Omega(M)[u]^k \to \Omega(M)[u]^{k+1}.
\] (42)

The differential
\[
d_\Theta := ud_{\text{dR}} + u^2\Theta \wedge : \Omega(M)[u]^k \to \Omega(M)[u]^{k+1}
\] (43)
is of degree $+1$.

The cohomology of $(\Omega(M)[u]^\bullet; d_\Theta)$ is called the $\Theta$-twisted cohomology of $M$, denoted $H^*_\Theta(M)$.

If $\Theta' = \Theta + dt$ is cohomologous to $\Theta$ then the complexes $(\Omega(M)[u]^\bullet; d_\Theta)$ and $(\Omega(M)[u]^\bullet; d_{\Theta'})$ are isomorphic via the isomorphism
\[
I_\eta : \xi \mapsto e^{-u\eta} \wedge \xi
\] (44)

Now we will similarly describe the de Rham complex of a simplicial manifold $M_\bullet$ in which the twisting of the complex of compatible forms is given by a closed compatible 3-form $\Theta \in \Omega^3(M_\bullet)$. This definition involves a modification of the bicomplex of compatible forms 13.3.

Definition 2.17. Given a simplicial manifold $M$ and a closed compatible 3-form $\Theta \in \Omega^3(M_\bullet)$, the $\Theta$-twisted complex of compatible forms of $M_\bullet$, denoted by $(\Omega(M_\bullet)[u]^\bullet; d_{\Theta_\bullet})$, is defined as follows.
First we adjust the grading of $\Omega^r s(M_\ast)$ to define a bicomplex $\Omega(M_\ast)[u]^r s$. Let

$$\Omega(M_\ast)[u]^r s = \left( \prod_{n \geq 0} \Omega(M_n)[u]^r \otimes \Omega^s(\Delta^n) \right) / \sim$$

where the equivalence relation $\sim$ is defined in precisely the same way as the compatibility condition in (14). For $\alpha^{(n)}_r \in \Omega(M_n)[u]^r$ and $\beta^{(n)}_s \in \Omega^s(\Delta^n)$, we have $\alpha^{(n)}_r \otimes \beta^{(n)}_s \sim \alpha^{(n-1)}_r \otimes \beta^{(n-1)}_s$ if and only if the corresponding statement to (14) holds. As in (19), we define

$$\Omega(M_\ast)[u]^k = \bigoplus_{r+s=k} \Omega(M_\ast)[u]^r s.$$ 

Note the degrees are such that for a $(\dim M - \ell)$-form $\omega_\ell \in \Omega_\ell(M_n)$ and $\eta^s \in \Omega^s(\Delta^n)$,

$$u^j \omega_\ell \otimes \eta^s \in \left( \Omega(M_\ast)[u]^{2j+\ell} s \right)_{|M_n \times \Delta^n}$$

Furthermore, there is a degree $+1$ differential

$$ud_{dR} : \Omega(M_\ast)[u]^r s \to \Omega(M_\ast)[u]^{r+1} s$$

induced by the exterior derivative on each $M_n$,

$$(-1)^{\dim M - r-s} ud \otimes \id : \Omega(M_\ast)[u]^r \otimes \Omega^s(\Delta^n) \to \Omega(M_\ast)[u]^{r+1}(M_n)[u] \otimes \Omega^s(\Delta^n)$$

and there is a degree $+1$ differential $d_\Delta$ induced by the exterior derivative on each $\Delta^n$, i.e.

$$d_\Delta = \id \otimes d : \Omega(M_n)[u]^r \otimes \Omega^s(\Delta^n) \to \Omega(M_n)[u]^{r} \otimes \Omega^{s+1}(\Delta^n).$$

Given a compatible differential 3-form $\Theta \in \Omega^3(M_\ast)$ as in Definition 27, we may decompose $\Theta$ with respect to the sum (19) as $\Theta = \Theta^{0,3} + \Theta^{1,2} + \Theta^{0,3}$ where $\Theta^{j,3-j} \in \Omega^{j,3-j}(M_\ast)$ for $0 \leq j \leq 3$. If, further, $\Theta^{0,3} = 0$ then define a rescaling of $\Theta$

$$\Theta_u = u^2 \Theta^{3,0} + u \Theta^{2,1} + \Theta^{1,2} \in \Omega(M_\ast)[u]^\ast.$$ 

Hence, exterior multiplication by $\Theta_u$ is an operator of degree $+1$ on

$$\Theta_u \wedge : \Omega(M_\ast)[u]^k \to \Omega(M_\ast)[u]^{k+1}.$$ 

So for a closed, compatible 3-form $\Theta$ we define

$$d_{\Theta_u} := ud_{dR} + d_\Delta - \Theta_u \wedge : \Omega(M_\ast)[u]^k \to \Omega(M_\ast)[u]^{k+1}.$$ 

The cohomology of $(\Omega(M_\ast)[u]^\ast, d_{\Theta_u})$ is called the $\Theta$-twisted cohomology of $M_\ast$, denoted $H^\ast_{\Theta_u}(M_\ast)$.

**Remark 2.18.** As the nerve of any Lie groupoid $\mathcal{G}$ (see Definition 8) defines a simplicial manifold $\mathcal{G}_\ast$, we may speak of the complex of compatible forms and, given a closed, compatible 3-form $\Theta$, the $\Theta$-twisted complex of compatible forms of $\mathcal{G}$.

**Proposition 2.19.** Let $\Theta, \Theta' \in \Omega^3(M_\ast)$ be compatible forms such that the components in $\Omega^{0,3}(M_\ast)$ satisfy $\Theta^{0,3} = (\Theta')^{0,3} = 0$. If $\Theta - \Theta' = d\eta$ for some $\eta \in \Omega^2(M_\ast)$ that satisfies $\eta^{0,2} = 0$ then $(\Omega(M_\ast)[u]^\ast, d_{\Theta_u})$ and $(\Omega(M_\ast)[u]^\ast, d_{\Theta'_u})$ are isomorphic via the isomorphism

$$I_\eta : \xi \mapsto e^{-\eta_u} \wedge \xi$$

where $\eta_u = u\eta^{2,0} + \eta^{1,1}$.

**Lemma 2.20.** For $\omega_1 \in \Omega(M_\ast)[u]^k$ and $\omega_2 \in \Omega^\ell(M_\ast)[u]$ the induced wedge product satisfies

$$(-1)^{\omega_2}(ud_{dR} + d_\Delta)(\omega_1 \wedge \omega_2) = ((ud_{dR} + d_\Delta)\omega_1) \wedge \omega_2 + \omega_1 \wedge ((ud_{dR} + d_\Delta)\omega_2)$$
Proof. As the variable \( u \) is of even degree and will not alter any signs, let \( \tilde{d} = \tilde{d}_{dR} + d_\Delta \) and let \( d = d_{dR} + d_\Delta \). Suppose \( \omega_1 \in \Omega(M_\bullet)[u]^{r_1, s_1} \) and \( \omega_2 \in \Omega^{r_2, s_2}(M_\bullet)[u] \) so that

\[
\tilde{d}(\omega_1 \wedge \omega_2) = (-1)^{\dim M - r_1 + r_2 + s_1 + s_2} \tilde{d}(\omega_1 \wedge \omega_2)
\]

\[
= (-1)^{\dim M - r_1 + r_2 + s_1 + s_2} (d\omega_1 \wedge \omega_2 + (-1)^{\dim M - r_1 + s_1} \omega_1 \wedge d\omega_2)
\]

\[
= (-1)^{\dim M - r_1 + r_2 + s_1 + s_2} \left( (-1)^{\dim M - r_1 + s_1} \tilde{d}\omega_1 \wedge \omega_2 \right.
\]

\[
+ (-1)^{\dim M - r_1 + s_1} \omega_1 \wedge d\omega_2)
\]

\[
= (-1)^{-r_2 + s_2} \tilde{d}\omega_1 \wedge \omega_2 + (-1)^{-r_2 + s_2} \omega_1 \wedge d\omega_2
\]

Since \( |\omega_2| = r_2 + s_2 \) which is \( s_2 - r_2 \) modulo \( 2 \),

\[
\tilde{d}(\omega_1 \wedge \omega_2) = (-1)^{|\omega_2|} \tilde{d}\omega_1 \wedge \omega_2 + (-1)^{|\omega_2|} \omega_1 \wedge d\omega_2
\]

from which the lemma follows. \( \square \)

3 \( S^1 \)-gerbes

3.1 Étale groupoids

We will recall some standard material about groupoids. See [19], [8], or [20] for example.

Definition 3.1. A groupoid is a small category \( G \) in which every arrow is invertible. The set of objects is denoted by \( G(0) \) and the set of arrows is denoted by \( G(1) \). The set of arrows will often be denoted simply by \( G \). For each arrow in \( G(1) \) there is a source object and a range object given by the range and source maps, \( r, s : G(1) \to G(0) \). To denote that \( g \in G(1) \) is an arrow with source \( s(g) = x \) and range \( r(g) = y \) we write either \( g : x \to y \) or \( x \xrightarrow{g} y \).

As \( G \) is a category, there is a rule of composition. Given two arrows \( y \xrightarrow{g_1} z, x \xrightarrow{g_2} y \in G(1) \) such that \( s(g_1) = r(g_2) \), their composition is an arrow \( x \xrightarrow{g_1 g_2} z \) called their product. If we define pairs of composable arrows as

\[
G(2) = G(1) \times_{G(0)} G(1) = \{ (g_1, g_2) \in G(1) \times G(1) : s(g_1) = r(g_2) \}
\]

then the product defines the multiplication map

\[
m : G(2) \to G(1), \quad m(g_1, g_2) = g_1 g_2.
\]

As the composition in a category is required to be associative, the groupoid product is associative.

For any object \( x \in G(0) \) there is an identity morphism \( 1_x : x \to x \) that satisfies \( 1_x g = g 1_y = g \) for any arrow \( x \xrightarrow{g} y \in G(1) \). The unit map is then

\[
u : G(0) \to G(1), \quad u(x) = 1_x.
\]

Every arrow \( g : x \to y \) in \( G(1) \) is invertible so we will denote the inverse of \( g \) by \( g^{-1} : y \to x \). With this we can define the inverse map

\[
i : G(1) \to G(1), \quad i(g) = g^{-1}.
\]

Then \( g^{-1} g = 1_x \) and \( gg^{-1} = 1_y \).

Remark 3.2. As a groupoid \( G \) is a category, Definition 2.6 applies and there is a simplicial set \( G_\bullet \) called the nerve of \( G \).
Definition 3.3. As in [4], Section 2.3, we will define the following projection maps. For $0 \leq i \leq n$ and $G$, the nerve of $G$ let $\text{pr}^n_r : G(n) \to G(0)$ be the final object of the $i$th morphism when $i \neq n$ and the initial object of the last morphism when $i = n$. For $0 \leq j \leq n$, $0 \leq i_j \leq m$, the map $\text{pr}^{n_0} \times \cdots \times \text{pr}^{n_m} : G(n) \to (G(0))^m$ factors into maps $G(n) \to G(m)$ and the canonical projection $G(m) \to (G(0))^m$. The map $G(n) \to G(m)$ will be denoted $\text{pr}^n_{i_0 \cdots i_m}$. We may write $\text{pr}^n_{i_0 \cdots i_m}$ explicitly as

$$\text{pr}^n_{i_0 \cdots i_m} : (g_1, \ldots, g_n) \mapsto (g'_{i_1}, \ldots, g'_{i_m})$$

where, for $1 \leq k \leq m$

$$g'_{i_k} =
\begin{cases}
  g_{i_k-1} \cdots g_{i_k} & \text{if } i_{k-1} < i_k \\
  \text{id}_{(g_{i_k})} & \text{if } i_{k-1} = i_k \\
  (g_{i_k} \cdots g_{i_{k-1}-1})^{-1} & \text{if } i_{k-1} > i_k
\end{cases}$$

Remark 3.4. The maps $\delta^n_i$ of Definition 2.6 may be written $\text{pr}^n_{0 \cdots i \cdots n} : G(n) \to G(n-1)$ where $\hat{i}$ denotes the omission of $i$.

Definition 3.5. A Lie groupoid is a groupoid in which the sets $G(0)$ and $G(1)$ are smooth manifolds and the structure maps $r, s, u, i, m$ are smooth. Furthermore, the range and source maps $r, s : G(1) \to G(0)$ are required to be submersions so that the domain of the multiplication map, $G(2)$, is a manifold. An étale groupoid is a Lie groupoid in which the source map is étale, i.e., a local diffeomorphism. In this case the other structure maps are étale as well.

Example 3.6. 1. Given a manifold $M$ with an open cover $U = \{U_\alpha\}$, the Čech groupoid associated to $U$ has objects $\coprod U_\alpha$ and morphisms $\prod U_{\alpha \beta}$ where $U_{\alpha \beta} = U_\alpha \cap U_\beta$. The range and source maps are the embeddings $r : U_{\alpha \beta} \to U_\beta$ and $s : U_{\alpha \beta} \to U_\alpha$.

2. Given a manifold $M$ carrying a right action of a group $G$, there is a groupoid called the translation groupoid or action groupoid $M \times G$ with objects $(M \times G)(0) = M$ and arrows $(M \times G)(1) = M \times G$. The source and range maps are given by $s(x, g) = xg$ and $r(x, g) = x$.

Given arrows $xg_1 \xleftarrow{g_1} x$ and $xg_1g_2 \xleftarrow{g_2} xg_1$ their composition is $m((x, g_1), (xg_1, g_2)) = (x, g_1g_2) = xg_1g_2 \xleftarrow{g_2} xg_1$.

3.2 $S^1$-gerbes over étale groupoids

Definition 3.7. Given an étale groupoid $G$, a gerbe datum is a triple $(L, \mu, \nabla)$ with

- $L$ a line bundle $L \to G$ over $G(1)$;
- $\mu$ an isomorphism
  $$\mu : (\text{pr}^2_{01})^*L \otimes (\text{pr}^2_{12})^*L \xrightarrow{\text{id} \otimes (\text{pr}^3_{23})^*} (\text{pr}^3_{012})^*L \otimes (\text{pr}^3_{023})^*L$$

(56)
of line bundles over $G(2)$ which satisfies the associativity condition that the diagram

$$\begin{array}{ccc}
(\text{pr}^3_{01})^*L \otimes (\text{pr}^3_{12})^*L \otimes (\text{pr}^3_{23})^*L & \xrightarrow{\text{(pr}^3_{123})^* \otimes \mu} & (\text{pr}^3_{012})^*L \otimes (\text{pr}^3_{023})^*L \\
\text{id} \otimes (\text{pr}^3_{123})^* \otimes \mu & & (\text{pr}^3_{0123})^* \otimes \mu \\
(\text{pr}^3_{01})^*L \otimes (\text{pr}^3_{12})^*L & \xrightarrow{\text{(pr}^3_{012})^* \otimes \mu} & (\text{pr}^3_{0123})^*L
\end{array}$$

(57)

commutes. Such an isomorphism may be written as $\mu_{(g_1, g_2)} : L|_{g_1} \otimes L|_{g_2} \xrightarrow{\mu} L|_{g_1g_2}$ on the fiber over $(g_1, g_2) \in G(2)$. Hence on fibers this condition means that the diagram

$$\begin{array}{ccc}
L|_{g_1} \otimes L|_{g_2} \otimes L|_{g_3} & \xrightarrow{\mu_{(g_1, g_2)} \otimes \text{id}} & L|_{g_1g_2} \otimes L|_{g_3} \\
\text{id} \otimes \mu_{(g_2, g_3)} & & \mu_{(g_1, g_2)g_3} \\
L|_{g_1} \otimes L|_{g_2g_3} & \xrightarrow{\mu_{(g_1, g_2)g_3}} & L|_{g_1g_2g_3}
\end{array}$$

(58)
commutes.

- $\nabla$ a connection on $L \to \mathcal{G}$. In other words a linear operator $\nabla : \Gamma^\infty(L) \to \Omega^1(\mathcal{G}, L)$ where $\Gamma^\infty(L)$ denotes sections of $L \to \mathcal{G}$ and $\Omega^1(\mathcal{G}, L)$ denotes $L$-valued 1-forms on $\mathcal{G}$.

Associated to a gerbe datum $(L, \mu, \nabla)$ on an étale groupoid $\mathcal{G}$ there are 3-cocycles in $\Omega^3(\mathcal{G})$

$$(\alpha, \theta) \in \Omega^1(\mathcal{G}(2)) \oplus \Omega^2(\mathcal{G}(1))$$

where

- $\alpha$ is the discrepancy between the connection $(\text{pr}_{12}^2)^* \nabla \otimes 1 + 1 \otimes (\text{pr}_{12}^2)^* \nabla$ and the connection $(\mu)^*(\text{pr}_{02}^2)^* \nabla$ on $(\mu)^*(\text{pr}_{02}^2)^* L:

$$((\mu)^*(\text{pr}_{02}^2)^* \nabla - ((\text{pr}_{12}^2)^* \nabla \otimes 1 + 1 \otimes (\text{pr}_{12}^2)^* \nabla)) = \alpha \in \Omega^1(\mathcal{G}(2))$$

- $\theta$ is any element of $\Omega^2(\mathcal{G}(1))$ such that

$$\delta \theta = -d\alpha.$$

In particular, $\theta = \text{curv}(\nabla)$, the curvature of $\nabla$, satisfies (61).

Such an $(\alpha, \theta) \in \Omega^1(\mathcal{G}(2)) \oplus \Omega^2(\mathcal{G}(1))$ determines a class in $H^3_{dR}(\mathcal{G})$, which we call the Dixmier-Douady class of $(L, \mu, \nabla)$. Although the Dixmier-Douady class depends on $\nabla$ throughout this article, it is expected this dependence can be removed. This notion of a gerbe and Dixmier-Douady class agrees with the notion of a gerbe on a manifold (as in [14]) when $\mathcal{G}$ is the Čech groupoid.

### 3.2.1 $S^1$-gerbes over discrete translation groupoids

As the rest of this paper is concerned with gerbes on translation groupoids arising from a discrete group action on a manifold, we will adopt a bit of new notation for this case. Given a discrete group $\Gamma$ and a manifold $M$ carrying a (right) action of $\Gamma$, $M \times \Gamma \to M$, denoted $(x, g) \mapsto xg$, the associated translation groupoid is an étale groupoid and is denoted $M \times \Gamma$. The nerve of $M \times \Gamma$ is a simplicial manifold $(M \times \Gamma)_\bullet$, which is explicitly given on objects by $(M \times \Gamma)_k = M \times \Gamma^k$ and on morphisms by

$$\delta^k_i (m, g_1, \ldots, g_k) = \begin{cases} (mg_1, g_2, \ldots, g_k) & \text{if } i = 0 \\ (m, g_1, \ldots, g_{i-1}, 1, g_i, \ldots, g_k) & \text{if } 1 \leq i \leq k - 1 \\ (m, g_1, g_{k-1}) & \text{if } i = k \end{cases}$$

$$\sigma^k_j (m, g_1, \ldots, g_k) = (m, g_1, \ldots, g_j, 1, g_{j+1}, \ldots, g_k)$$

in the notation of [14]. In particular, $\delta^k_0 (m, g_1) = mg_1$ and $\delta^k_1 (m, g_1) = m$.

Let $(L, \mu, \nabla)$ be a presentation of a gerbe on $M \times \Gamma$. As $(M \times \Gamma)_k = M \times \Gamma^k$ and $\Gamma$ is a discrete group, we may view $L$ as a collection of line bundles $L_g$ on $M_g = M \times \{g\}$ for each $g \in \Gamma$. The isomorphism $\mu$ may be restricted in the same way to a collection of isomorphisms

$$\mu_{g_1, g_2} : L_{g_1} \otimes (L_{g_2})^{g_1} \cong L_{g_1g_2}$$

where $g_1, g_2 \in \Gamma$ and $(L_{g_2})^{g_1}$ denotes the line bundle $L_{g_2}$ shifted by the action of $g_1$. In other words $(L_{g_2})^{g_1}$ has sections $s^{g_1}$ where $s^{g_1}(x) = s(xg_1)$ denotes the (left) action of $\Gamma$ for $s \in \Gamma^\infty(L_{g_2})$.

Also denote the restriction of $\nabla$ to $L_g$ by $\nabla_g = \nabla|_{M_g}$ for each $g \in \Gamma$. In this case the condition (61) may be written

$$\mu_{g_1, g_2}^*(\nabla_{gh}) - (\nabla_g \otimes 1 + 1 \otimes (\nabla_h)^g) = \alpha(g, h)$$

for all $g, h \in \Gamma$ and for some $\alpha(g, h) \in \Omega^1(M)$. Hence $\alpha \in \Omega^1((M \times \Gamma)_2)$.

Define $\theta_g \in \Omega^2(M)$ by $[\theta_g, s] = (\nabla_g)^2 s$ for a section $s : M_g \to L_g$. Then we have a collection $\theta = (\theta_g)_{g \in \Gamma} \in \Omega^2((M \times \Gamma)_1)$ and the following relation
Proposition 3.8. The 2-forms $\theta_g$ satisfy condition (61), which may be written
\[ \theta_g + \theta_h^g - \theta_{gh} = -d\alpha(g, h) \] (66)

Proof. This follows from condition (65). The curvature of the sum of connections $\nabla_g \otimes 1 + 1 \otimes (\nabla_h)^g$ is $\theta_g + \theta_h^g$ and the curvature of the connection minus scalar form $\mu_{g_1, g_2}^*(\nabla_{gh}) - \alpha(g, h)$ is $\theta_{gh} - d\alpha(g, h)$. \hfill \Box

4 Simplicial Curvature 3-form

Our goal now will be to construct a 3-form $\Theta \in \Omega^3((M \times \Gamma)_\bullet)$ that is a representative of the Dixmier-Douady class of $(L, \mu, \nabla)$ in the complex of compatible forms on $(M \times \Gamma)_\bullet$ for a fixed manifold $M$ carrying the action of a discrete group $\Gamma$. Throughout this section, also fix the notation $(L, \mu, \nabla)$ for a gerbe datum on $M \times \Gamma$.

4.1 Twisted bundles

Definition 4.1. An $(L, \mu, \nabla)$-twisted vector bundle with connection is a triple $(\mathcal{E}, \varphi, \nabla^\mathcal{E})$ where

- $\mathcal{E}$ is a vector bundle on $M$ together with
- $\varphi = \{\varphi_g\}_{g \in \Gamma}$ is a collection of vector bundle isomorphisms $\varphi_g : \mathcal{E} \xrightarrow{\sim} \mathcal{E}^g \otimes L_g$ for each $g \in \Gamma$ such that the diagram

$$
\begin{array}{ccc}
\mathcal{E}^g \otimes (L_h)^g \otimes L_g & \xrightarrow{\text{id} \otimes \mu_{g, h}} & \mathcal{E}^g \otimes L_{gh} \\
\downarrow \quad \quad \quad \quad \downarrow \quad \quad \quad \quad \downarrow \quad \quad \quad \quad \downarrow \\
\mathcal{E}^g \otimes L_g & \xrightarrow{\varphi_g^{-1}} & \mathcal{E}
\end{array}
$$

(67)

commutes. Here $\mathcal{E}^g$ denotes the vector bundle $\mathcal{E}$ shifted by the action of $g$.
- $\nabla^\mathcal{E} : \Gamma^\infty(\mathcal{E}) \rightarrow \Omega^1(M, \mathcal{E})$ is a connection on $\mathcal{E}$.

Remark 4.2. Note that $\varphi_g$ induces an isomorphism $\varphi_g : \text{End} \mathcal{E} \xrightarrow{\sim} \text{End} \mathcal{E}^g$ as well. More precisely, $\varphi_g : \mathcal{E} \xrightarrow{\sim} \mathcal{E}^g \otimes L_g$ induces an isomorphism $\varphi_g : \text{End} \mathcal{E} \xrightarrow{\sim} \text{End} (\mathcal{E}^g \otimes L_g) \cong \text{End} (\mathcal{E}^g) \otimes \text{End} (L_g)$.

As $\text{End} (L_g) \cong \mathbb{C}$ we see $\text{End} \mathcal{E} \cong \text{End} \mathcal{E}^g$ via $\varphi_g$.

Let $\theta = \text{curv}(\nabla)$ and denote the discrepancy of $(L, \mu, \nabla)$ by $\alpha$. Then there is a connection on $\mathcal{E}^g \otimes L_g$ given by $(\nabla^\mathcal{E})^g \otimes 1 + 1 \otimes \nabla_g$ for every $g \in \Gamma$. By $(\nabla^\mathcal{E})^g$ we mean the connection $(\nabla^\mathcal{E})^g s^g = (\nabla^\mathcal{E} s)^g$ where $s^g$ is a section of $\mathcal{E}^g$. This defines a connection on $\mathcal{E}^g$ which we denote $\nabla^{\mathcal{E}^g} = (\nabla^\mathcal{E})^g$. The discrepancy between $\nabla^\mathcal{E}$ and $\nabla^{\mathcal{E}^g} \otimes 1 + 1 \otimes \nabla_g$ is an $End \mathcal{E}$-valued 1-form which we denote by

$$
\varphi_g^*(\nabla^{\mathcal{E}^g} \otimes 1 + 1 \otimes \nabla_g) - \nabla^\mathcal{E} = A(g) \in \Omega^1(M, \text{End} \mathcal{E})
$$
(68)

for each $g \in \Gamma$. We will call $A \in \Omega^1(M \times \Gamma, \text{End} \mathcal{E})$ the discrepancy of $\nabla^\mathcal{E}$. Notice that we then have the identity

$$
(\nabla^\mathcal{E} + A(g))^2 = \varphi_g^*((\nabla^{\mathcal{E}^g}) \otimes 1 + 1 \otimes \nabla_g)^2
$$
$$
(\nabla^\mathcal{E})^2 + A(g)^2 + [\nabla^\mathcal{E}, A(g)] = \varphi_g^*((\nabla^{\mathcal{E}^g})^2) + \theta_g
$$
$$
\theta^\mathcal{E} + A(g)^2 + [\nabla^\mathcal{E}, A(g)] = \varphi_g^*(\theta^\mathcal{E}^g) + \theta_g
$$
(69)

on $\Omega^2(M, \text{End} \mathcal{E})$ where we define $\theta^\mathcal{E} = (\nabla^\mathcal{E})^2$. 
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Lemma 4.4. Let the (possibly infinite dimensional) vector bundle $\pi : E \to M$ where $E = \bigoplus_{g \in \Gamma} L_g$.

- a collection of isomorphisms $\varphi = \{\varphi_g\}_{g \in \Gamma}$ with $\varphi_g : E \to \mathcal{E} \otimes L_g$ for each $g \in \Gamma$ defined by
  \[
  \varphi_g : \bigoplus_{g' \in \Gamma} L_{g'} \longrightarrow \bigoplus_{g' \in \Gamma} \mu_{g,g^{-1}g'}^{-1}(L_{g'}) = \bigoplus_{g' \in \Gamma} (L_{g^{-1}g'})^g \otimes L_g
  \]
  \[
  \tag{70}
  \]
  where the factor $L_{g'}$ is mapped to $\mu_{g,g^{-1}g'}^{-1}(L_{g'})$ under $\varphi_g$.

- the direct sum connection $\nabla^E = \bigoplus_{g \in \Gamma} \nabla_g$ on $E \to M$ induced by $\nabla$.

Lemma 4.5. Let $(E, \varphi, \nabla)$ be the direct sum bundle of $(L, \mu, \nabla)$. Then for any $g, h \in \Gamma$ we have the identity
  \[
  \alpha(g) + (\varphi_g)^* (A(h)^g) - A(gh) = \alpha(g, h) \in \Omega^1(M, \text{End} E),
  \]
  where $\alpha$ is the discrepancy of $\nabla$ and $A$ is the discrepancy of $\nabla^E$.

Proof. This follows from the commutativity of $[\nabla_1, \varphi].$ \qed

Lemma 4.5. Let $(E, \varphi, \nabla)$ be the direct sum bundle of $(L, \mu, \nabla)$. For any $g_1, \ldots, g_j \in \Gamma$ and $1 < i < j$,
  \[
  \alpha(g_1, g_2, \ldots, g_i) - \alpha(g_1, g_2, \ldots, g_j) + \alpha(g_1 \cdots g_i, g_{i+1} \cdots g_j) = \varphi_g^* \alpha(g_2 \cdots g_i, g_{i+1} \cdots g_j)^g_{g_1},
  \]
  where $\alpha$ is the discrepancy of $\nabla$.

Proof. This follows from a direct calculation using Lemma 4.4. \qed

The bundle $\text{End} E \to M$ is vector bundle of finite rank endomorphisms when $(E, \varphi, \nabla^E)$ is a direct sum bundle of $(L, \mu, \nabla)$. Note that any section of $\Gamma^\infty(\text{End} E)$ may be decomposed as follows. Since $E = \bigoplus_{g \in \Gamma} L_g$, $\text{End} E$ consists of morphisms $\phi : \bigoplus_{g \in \Gamma} L_g \to \bigoplus_{g \in \Gamma} L_g$. Let $E_{g,h}(\phi) \in \text{Hom}(L_g, L_h)$ denote the restriction of $\phi$ to the component $E_{g,h}(\phi) : L_g \to L_h$, so that $\phi = \bigoplus_{g,h \in \Gamma} E_{g,h}(\phi)$. So given a section $f \in \Gamma^\infty(\text{End} E)$ we may decompose $f$ in the same way, with $E_{g,h}(f)$ a section on $M$ with values in morphisms $L_g \to L_h$. In other words, $E_{g,h}(f) \in \Gamma^\infty(\text{Hom}(L_g, L_h))$.

Given such a decomposition we can describe the action of $g \in \Gamma$ on sections $\Gamma^\infty(\text{End} E)$ as follows. Let $f \in \Gamma^\infty(\text{Hom}(L_{g_1}, L_{g_2}))$, i.e. $f = E_{g_1,g_2}(f)$. For any $g \in \Gamma$, the section $f^g$ is a section of $\text{Hom}(L_{g_1}, L_{g_2})$ and $\text{id} \otimes f^g$ is a section of $\text{Hom}(L_g \otimes (L_{g_1})^g, L_g \otimes (L_{g_2})^g)$. We may denote the corresponding section by $f^g$ as well. As there are isomorphisms $\mu_{g_1} : L_g \otimes (L_{g_1})^g \to L_{g_1}$ and $\mu_{g_2} : L_g \otimes (L_{g_2})^g \to L_{g_2}$, all these isomorphisms $f^g$ corresponds to a section in $\Gamma^\infty(\text{Hom}(L_{g_1}, L_{g_2}))$ which is denoted by $E_{g_1,g_2}(f^g)$. In other words
  \[
  E_{g_1,g_2}(f^g) = \mu_{g_2} \circ \text{id} \otimes f^g \circ \mu_{g_1}^{-1}.
  \]
  Hence the (left) action of $g \in \Gamma$ on $E_{g_1,g_2}(f)$ is
  \[
  g \cdot E_{g_1,g_2}(f) = E_{g_1,g_2}(f^g).
  \]
  For a section $a \in \Gamma^\infty(L_g)$, we may consider $a$ as the section $E_{1,g}(a) : L_1 \to L_g$ of $\Gamma^\infty(\text{End} E)$ since $a : M \to L_g$ defines a section $\tilde{a} : M \times \mathbb{C} \to L_g$ by $\tilde{a}(x, \lambda) = a(x)$ for all $\lambda \in \mathbb{C}$ and $L_1 \cong M \times \mathbb{C}$. We have $L_1 \cong M \times \mathbb{C}$ as $\mu_{1,1} : L_1 \otimes L_1 \to L_1$. We will not make a distinction in notation between a section $a : M \to L_g$ and the corresponding section of $\Gamma^\infty(\text{Hom}(L_1, L_g))$.

Let $f_1, f_2 \in \Gamma^\infty(\text{End} E)$ be sections of $\text{End} E$. The sections $E_{g_1,g_2}(f_1)$ and $E_{g_2,g_3}(f_2)$ may be composed to produce a section $E_{g_2,g_3}(f_2) \circ E_{g_1,g_2}(f_1)$. We will denote this operation of composition by
  \[
  E_{g_1,g_2}(f_1)E_{g_2,g_3}(f_2) = E_{g_1,g_3}(f_1f_2) \in \Gamma^\infty(\text{Hom}(L_{g_1}, L_{g_3})).
  \]
  \[
  \tag{73}
  \]
Thus we may obtain a matrix product on $\Gamma^\infty(\text{End } \mathcal{E})$. Let $f_1, f_2 \in \Gamma^\infty(\text{End } \mathcal{E})$ be defined by

$$E_{h,k}(f_1f_2) = \sum_{g \in \Gamma} E_{g,h}(f_1)E_{g,k}(f_2)$$

(74)

for $h, k \in \Gamma$ so that $f_1f_2 = \bigoplus_{h,k \in \Gamma} E_{h,k}(f_1f_2)$.

**Lemma 4.6.** Given sections $a_g \in \Gamma^\infty(L_g)$ and $a_h \in \Gamma^\infty(L_h)$

$$E_{1,g}(a_g)E_{g,h}(a_h^g) = E_{1,gh}(\mu_{g,h}(a_g \otimes a_h^g))$$

where we consider $a_g \in \Gamma^\infty(\text{Hom}(L_1, L_g))$, $a_h \in \Gamma^\infty(\text{Hom}(L_1, L_h))$, as well as $\mu_{g,h}(a_g \otimes a_h^g) \in \Gamma^\infty(\text{Hom}(L_1, L_{gh}))$.

**Proof.** The left hand side is defined by

$$L_1 \xrightarrow{a_g} L_g \xrightarrow{\mu_{g,1}^{-1}} L_g \otimes L_1^g \xrightarrow{\text{id} \otimes a_h^g} L_g \otimes L_h^g \xrightarrow{\mu_{g,h}} L_{gh}$$

while the right hand side is defined by

$$L_1 \xrightarrow{a_g \otimes a_h^g} L_g \otimes L_h^g \xrightarrow{\mu_{g,h}} L_{gh}$$

which are corresponding sections of $\text{Hom}(L_1, L_{gh})$ under the isomorphism $\mu$. \hfill \square

Let $(\mathcal{E}, \varphi, \nabla)$ be the direct sum bundle of $(L, \mu, \nabla)$. For $f \in \Gamma^\infty(\text{End } \mathcal{E})$ there is a trace map $\text{tr} : \Gamma^\infty(\text{End } \mathcal{E}) \rightarrow C^\infty(M)$ defined by

$$\text{tr}(f) = \sum_{g \in \Gamma} E_{g,g}(f)$$

(75)

which is an element of $C^\infty(M)$ as $E_{g,g}(f) \in \text{End } (L_g)$ for all $g \in \Gamma$. In fact for $\Omega^\ast(M, \text{End } \mathcal{E}) = \Omega^\ast(M) \otimes \Gamma^\infty(\text{End } \mathcal{E})$ this trace map induces a trace

$$\text{tr} : \Omega^\ast(M, \text{End } \mathcal{E}) \rightarrow \Omega^\ast(M)$$

(76)

as for $\omega \otimes f \in \Omega^\ast(M) \otimes \Gamma^\infty(\text{End } \mathcal{E})$ we may define $\text{tr}(\omega \otimes f) = \omega \text{tr}(f)$.

**Lemma 4.7.** Let $(\mathcal{E}, \varphi, \nabla)$ be the direct sum bundle of $(L, \mu, \nabla)$. For $\omega_1, \omega_2 \in \Omega^\ast(M, \text{End } \mathcal{E})$

$$\text{tr}(\omega_1 \omega_2) = (-1)^{|\omega_1||\omega_2|}\text{tr}(\omega_2 \omega_1),$$

(77)

and furthermore,

$$\text{tr}(\omega_1, \omega_2) = 0,$$

(78)

where $[\omega_1, \omega_2]$ is the graded commutator of $\omega_1$ and $\omega_2$.

**Proof.** We will first mention that $\text{tr}(f_1f_2) = \text{tr}(f_2f_1)$ for any $f_1, f_2 \in \Gamma^\infty(\text{End } \mathcal{E})$. This follows as usual

$$\text{tr}(f_1f_2) = \sum_{g \in \Gamma} E_{g,g}(f_1f_2)$$

$$= \sum_{g \in \Gamma} \left( \sum_{h \in \Gamma} E_{g,h}(f_1)E_{h,g}(f_2) \right)$$

$$= \sum_{h \in \Gamma} \left( \sum_{g \in \Gamma} E_{h,g}(f_2)E_{g,h}(f_1) \right)$$

$$= \sum_{h \in \Gamma} E_{h,h}(f_2f_1)$$

$$= \text{tr}(f_2f_1)$$
by changing the summation order.

Let \( \omega_1 = \alpha_1 \otimes f_1, \omega_2 = \alpha_2 \otimes f_2 \) where \( \alpha_1, \alpha_2 \in \Omega^*(M) \) and \( f_1, f_2 \in \Gamma^\infty(\text{End} E) \). Then \( |\alpha_1| = |\omega_1| \) and \( |\alpha_2| = |\omega_2| \) and

\[
\text{tr}(\omega_1 \omega_2) = \text{tr}((\alpha_1 \otimes \alpha_2) \otimes (f_1 f_2)) = (\alpha_1 \otimes \alpha_2)\text{tr}((f_1 f_2)) = (-1)^{|\alpha_1||\alpha_2|}(\alpha_2 \otimes \alpha_1)\text{tr}((f_2 f_1)) = (-1)^{|\omega_1||\omega_2|}\text{tr}(\omega_2 \omega_1)
\]

From this it follows that

\[
\text{tr}(\omega_1 \omega_2) = \text{tr}(\omega_1 \omega_2) - (-1)^{|\omega_1||\omega_2|}\text{tr}(\omega_2 \omega_1) = \text{tr}(\omega_1 \omega_2) - (-1)^{|\omega_1||\omega_2|}\text{tr}(\omega_2 \omega_1) = 0.
\]

\[\square\]

### 4.2 Derivations \( \nabla^k \)

We will again denote the discrepancy of \( (L, \mu, \nabla) \) by \( \alpha \). For the rest of this section, fix the notation \( (E, \varphi, \nabla^\bullet) \) for the direct sum bundle of \( (L, \mu, \nabla) \) as in Example 4.3.

Let \( p_k : (M \times \Gamma)_{(k)} = M \times \Gamma^k \to M \) be defined by \( p_k : (m, g_1, \ldots, g_k) \mapsto m \in M \). The pullback bundle \( E_k = p_k^*E \) is a vector bundle over \( (M \times \Gamma)_{(k)} \). There is also a connection on \( E_k \) defined by \( \nabla^{E_k} = p_k^*\nabla^E \). We will denote the connection \( \nabla^{E_k}|_{M \times \{g_1\} \times \cdots \times \{g_k\}} \) by \( \nabla^{E_k}(g_1, \ldots, g_k) \). Note with this definition that \( \nabla^{E_k}(g_1, \ldots, g_k) = \nabla^E \) for all \( g_1, \ldots, g_k \).

**Remark 4.8.** In general the collection \( \{ \pi_k : E_k \to (M \times \Gamma)_{(k)} \} \) cannot be made into simplicial vector bundle using the maps \( \mathfrak{g}_i \) and \( \mathfrak{b}_i \). In order for the diagram \( \mathfrak{g}_i \) of face maps to commute, we must have that \( \delta_i^*E_{k-1} \cong E_k \) for \( 0 \leq i \leq k \) which does not hold in general.

Specifically, consider \( \delta_0^*E_{k-1} \). For any \( g_1, \ldots, g_k \in \Gamma \) and \( m \in M \),

\[
\delta_0^*E_{k-1}(m, g_1, \ldots, g_k) = \delta_0^*(p_{k-1}^*E)(m, g_1, \ldots, g_k) = (p_{k-1}^*E)(mg_1, g_2, \ldots, g_k) = E_{g_1} \cong E \otimes L_{g_1^{-1}},
\]

where the last isomorphism is given by \( \varphi_{g_1^{-1}} \).

On the other hand, the vector bundles \( \text{End} E_k \to (M \times \Gamma)_{(k)} \) do form a simplicial vector bundle.

**Proposition 4.9.** The vector bundles \( \pi_k : \text{End} E_k \to (M \times \Gamma)_{(k)} \) form a simplicial vector bundle \( \pi_\bullet : \text{End} E_\bullet \to (M \times \Gamma)_\bullet \).

**Proof.** This follows as \( \text{End} (E \otimes L_g) \cong \text{End} E \). So \( \delta_i^*\text{End} E_{k-1} \cong \text{End} E_k \) and the diagram \( \mathfrak{g}_i \) of face maps commutes for \( 0 \leq i \leq k \).

\[\square\]

**Definition 4.10.** Denote \( (M \times \Gamma)^\Delta_{(k)} = (M \times \Gamma)_{(k)} \times \Delta^k \) and \( E^\Delta_k = E_k \times \Delta^k \). Consider the bundle \( \pi_k \times \text{id} : E^\Delta_k \to (M \times \Gamma)^\Delta_{(k)} \). Then define a connection

\[
\nabla^k : \Gamma^\infty(E^\Delta_k) \to \Omega^1((M \times \Gamma)^\Delta_{(k)}, E^\Delta_k)
\]

by the formula

\[
((\nabla^k(g_1, \ldots, g_k))s)(x_1, \ldots, x_m, t_1, \ldots, t_k) = (\nabla^{E_k}(g_1, \ldots, g_k) + t_1A(g_1) + \cdots + t_kA(g_1 \cdots g_k))s(x_1, \ldots, x_m, t_1, \ldots, t_k)
\]

(80)
where \( s \in \Gamma^\infty(\mathcal{E}_k^\Delta), x_1, \ldots, x_m \) are coordinates on \( M \) (with \( m = \dim M \)), and \( t_1, \ldots, t_k \) are Cartesian coordinates on \( \Delta^k \).

Here we use \( \nabla^{\mathcal{E}_k} \) to denote the derivation on \( \mathcal{E}_k^\Delta \to (M \times \Gamma)_{(k)}^\Delta \) that is the derivation \( \nabla^{\mathcal{E}_k} \) on \( \mathcal{E}_k \to (M \times \Gamma)_{(k)} \) at every point of \( \Delta^k \). In other words, if \( \bar{p}_k : (M \times \Gamma)_{(k)}^\Delta \to (M \times \Gamma)_{(k)} \) is the projection \( (x, t) \to x \) then we denote \( \bar{p}_k^* \nabla^{\mathcal{E}_k} \) merely by \( \nabla^{\mathcal{E}_k} \). Note that, while \( \nabla^k \) is a connection on \( \mathcal{E}_k^\Delta \to (M \times \Gamma)_{(k)}^\Delta \), \( \nabla^k \) is not a simplicial connection as \( \mathcal{E}_k \to (M \times \Gamma)_{(k)} \) does not form a simplicial bundle.

We may use the formal variable \( u \) to rescale the connection \( \nabla^k \) by considering \((\nabla^k)^{1,0}\) the component of the operator \( \nabla^k \)

\[
(\nabla^k)^{1,0} : \Gamma^\infty(\mathcal{E}_k^\Delta) \to \Omega^1((M \times \Gamma)_{(k)}^\Delta, \mathcal{E}_k) \otimes C^\infty(\Delta^k, \Delta^k)
\]

and \((\nabla^k)^{0,1} = d_\Delta \) the component that maps

\[
(\nabla^k)^{0,1} : \Gamma^\infty(\mathcal{E}_k^\Delta) \to \Gamma^\infty(\mathcal{E}_k) \otimes \Omega^1(\Delta^k, \Delta^k).
\]

Let \( \nabla_u^k = (\nabla^k)^{1,0} + u^{-1}d_\Delta \) so that

\[
\nabla_u^k : \Gamma^\infty(\mathcal{E}_k^\Delta)[u] \longrightarrow \Omega^1((M \times \Gamma)_{(k)}^\Delta, \mathcal{E}_k^\Delta)[u, u^{-1}]
\]

We may extend \( \nabla^k \) to an operator

\[
\nabla^k : \Omega^\ell((M \times \Gamma)_{(k)}^\Delta, \mathcal{E}_k^\Delta) \to \Omega^\ell+1((M \times \Gamma)_{(k)}^\Delta, \mathcal{E}_k^\Delta)
\]

in the usual way. Given a section \( s \in \Gamma^\infty(\mathcal{E}_k^\Delta) \) and a form \( \omega \in \Omega^\ell((M \times \Gamma)_{(k)}^\Delta) \) we define

\[
\nabla^k \omega \otimes s = d_\omega \otimes s + (-1)^\ell \omega \wedge \nabla^k s.
\]

**Remark 4.11.** The operator \( \nabla^k \) may be defined to act on the algebra of \( \text{End} \mathcal{E} \)-valued forms \( \Omega^\ell(M, \text{End} \mathcal{E}) \) and in particular sections \( \Gamma^\infty(\text{End} \mathcal{E}) \) as follows. Given \( \eta \in \Omega^\ell(M, \text{End} \mathcal{E}) \), define

\[
\nabla^k \eta = [\nabla^k, \bar{p}_k^*p_k^*\eta]
\]

where

\[
p_k : (M \times \Gamma)_{(k)} \to M
\]

is the projection \( (x, g_1, \ldots, g_k) \to x, \)

\[
\bar{p}_k : (M \times \Gamma)_{(k)} \times \Delta^k \to (M \times \Gamma)_{(k)}
\]

is the natural projection \( (x, t) \to x \) and we consider \( \nabla^k \) to be degree +1 with respect to the graded commutator. In other words, \( \nabla^k \eta \) operates on sections \( s \in \Gamma^\infty(\mathcal{E}_k^\Delta) \) by

\[
(\nabla^k \eta)s = [\nabla^k, \bar{p}_k^*p_k^*\eta]s = \nabla^k((\bar{p}_k^*p_k^*\eta)s) - (-1)^{\eta+1}(\bar{p}_k^*p_k^*\eta)(\nabla^k s).
\]

With this extension the rescaling \( \nabla_u^k = (\nabla^k)^{1,0} + u^{-1}d_\Delta \) still makes sense.

**Lemma 4.12.** For any \( \eta \in \Omega^\ast(M, \text{End} \mathcal{E}), \)

\[
(ud\text{d}_{\Delta R} + d_\Delta)\text{tr}(\eta) = u\text{tr}(\nabla_u^k(\eta))
\]

where by \( \text{tr}(\eta) \) we mean \( \text{tr}(\bar{p}_k^*p_k^*\eta) \).

**Proof.** We will omit the pullback maps \( \bar{p}_k^*p_k^* \) as they should be clear from the context. As \( \nabla_u^k = (\nabla^k)^{1,0} + u^{-1}d_\Delta \) and \((\nabla^k)^{1,0} = d_{\Delta R} + \omega \) locally for some \( \omega \in \Omega^1(M, \text{End} \mathcal{E}) \). For a local section \( s \in \Gamma^\infty(\mathcal{E}_k^\Delta) \)

\[
((\nabla^k)^{1,0})s = ((\nabla^k)^{1,0}, \eta)s
\]

\[
= [d_{\Delta R} + \omega, \eta]s
\]

\[
= d_{\Delta R}(\eta s) - (-1)^{\eta}\eta d_{\Delta R} s + [\omega, \eta]s
\]

\[
= (d_{\Delta R} + [\omega, \eta])s
\]
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So by Lemma 4.7
\[ \text{tr}((\nabla^k)^{1.0}\eta) = \text{tr}((d_{dR}\eta + [\omega, \eta])) \]
\[ = \text{tr}(d_{dR}\eta) + \text{tr}([\omega, \eta]) \]
\[ = \text{tr}(d_{dR}\eta) \]
\[ = d_{dR}\text{tr}(\eta). \]

Hence
\[ \text{utr}((\nabla^k)^{1.0} + u^{-1}d_{\Delta})\eta = \text{utr}((\nabla^k)^{1.0}\eta) + \text{tr}(d_{\Delta}\eta) = ud_{dR}\text{tr}(\eta) + d_{\Delta}\text{tr}(\eta), \]
as required. \qed

4.3 Simplicial 2-form

The collection of End \( E_k \)-valued 2-forms on \((M \times \Gamma)(k) \times \Delta^k \) given by \((\nabla^k)^2\) for each \( k \geq 0 \) does not define a simplicial differential form on \((M \times \Gamma)_\bullet\). In the theorem below we adjust \((\nabla^k)^2\) by a scalar-valued form to obtain a simplicial differential 2-form on \( M_\bullet \).

**Theorem 4.13.** For each \( k \geq 0 \), let \( \vartheta(k) \in \Omega^2((M \times \Gamma)(k), \text{End} E^\Delta_k) \) be defined by the formula
\[ \vartheta(k)(g_1, \ldots, g_k) = (\nabla^k(g_1, \ldots, g_k))^2 \]
\[ - \sum_{i=1}^k t_i \theta_{g_1 \cdots g_i} - \sum_{1 \leq i < j \leq k} \alpha(g_1 \cdots g_i, g_{i+1} \cdots g_j)(t_i dt_j - t_j dt_i). \]  
(89)

where \( \alpha \) denotes the discrepancy of \((L, \mu, \nabla)\). Then \( \vartheta = \{ \vartheta(k) \} \) is a compatible 2-form on \((M \times \Gamma)_\bullet\) with values in \( \text{End} E^\Delta_\bullet \), which means that \( \vartheta \in \Omega^2((M \times \Gamma)_\bullet, \text{End} E^\Delta_\bullet) \). We call \( \vartheta \) the simplicial 2-form associated to \((L, \mu, \nabla)\).

**Proof.** Our goal is to check the compatibility conditions of (11). First it will be helpful to rewrite \( \vartheta(k)(g_1, \ldots, g_k) \) by expanding \((\nabla^k)^2\) using the definition of \( \nabla^k \) in (80),
\[ (\nabla^k(g_1, \ldots, g_k))^2 = (\nabla^\vartheta)^2 + \sum_{i=1}^k t_i^2 A(g_1 \cdots g_i)^2 + [\nabla^\vartheta, t_i A(g_1 \cdots g_i)] \]
\[ + \sum_{1 \leq i < j \leq k} [t_i A(g_1 \cdots g_i), t_j A(g_1 \cdots g_j)] \]
and by expanding \([\nabla^\vartheta, t_i A(g_1 \cdots g_i)] = dt_i A(g_1 \cdots g_i) + t_i[\nabla^\vartheta, A(g_1 \cdots g_i)], \]
\[ = \vartheta^\vartheta + \sum_{i=1}^k t_i^2 A(g_1 \cdots g_i)^2 + dt_i A(g_1 \cdots g_i) + t_i[\nabla^\vartheta, A(g_1 \cdots g_i)] \]
\[ + \sum_{1 \leq i < j \leq k} [t_i A(g_1 \cdots g_i), t_j A(g_1 \cdots g_j)] \]
which, by substituting into (89), gives
\[ \vartheta(k)(g_1, \ldots, g_k) = \vartheta^\vartheta + \sum_{i=1}^k t_i^2 A(g_1 \cdots g_i)^2 + dt_i A(g_1 \cdots g_i) + t_i[\nabla^\vartheta, A(g_1 \cdots g_i)] - t_i \vartheta_{g_1 \cdots g_i} \]
\[ + \sum_{1 \leq i < j \leq k} [t_i A(g_1 \cdots g_i), t_j A(g_1 \cdots g_j)] - \alpha(g_1 \cdots g_i, g_{i+1} \cdots g_j)(t_i dt_j - t_j dt_i). \]
By adding and subtracting \( \sum_{i=1}^{k} t_i \theta^i \), factoring \( t_i \) from some terms, and using \( t_i^2 = t_i - (1 - t_i)t_i \),

\[
\vartheta_{(k)}(g_1, \ldots, g_k) = \left( 1 - \sum_{i=1}^{k} t_i \right) \theta^i + \sum_{i=1}^{k} t_i \left( \theta^i + A(g_1 \cdots g_i)^2 + [\nabla^i, A(g_1 \cdots g_i)] - \theta_{g_i \cdots g_i} \right) + dt_i A(g_1 \cdots g_i) - (1 - t_i) t_i A(g_1 \cdots g_i)^2 + \sum_{1 \leq i < j \leq k} [t_i A(g_1 \cdots g_i), t_j A(g_1 \cdots g_j)] - \alpha(g_1 \cdots g_i, g_{i+1} \cdots g_j)(t_i dt_j - t_j dt_i)
\]

So by Equation (69) we have obtained

\[
\vartheta_{(k)}(g_1, \ldots, g_k) = \left( 1 - \sum_{i=1}^{k} t_i \right) \theta^i + \sum_{i=1}^{k} t_i \varphi^i_{g_1 \cdots g_i} \theta^i_{g_1 \cdots g_i} + dt_i A(g_1 \cdots g_i) - (1 - t_i) t_i A(g_1 \cdots g_i)^2 + \sum_{1 \leq i < j \leq k} [t_i A(g_1 \cdots g_i), t_j A(g_1 \cdots g_j)] - \alpha(g_1 \cdots g_i, g_{i+1} \cdots g_j)(t_i dt_j - t_j dt_i)
\]

As we are using Cartesian coordinates, when \( 1 \leq \ell \leq k \) we have that

\[
(id \times \partial_{\ell})^* \vartheta_{(k)}(g_1, \ldots, g_k) = \vartheta_{(k)}(g_1, \ldots, g_k) |_{t_{i} = 0}
\]

(91)

and when \( \ell = 0 \) we have that

\[
(id \times \partial_{0})^* \vartheta_{(k)}(g_1, \ldots, g_k) = \vartheta_{(k)}(g_1, \ldots, g_k) |_{t_1 + \cdots + t_k = 1}
\]

(92)

Therefore, to show that \( (id \times \partial_{\ell})^* \vartheta_{(k)} = (\delta_{\ell} \times id)^* \vartheta_{(k-1)} \) for \( 1 \leq \ell \leq k - 1 \), we explicitly show

\[
\vartheta_{(k)}(g_1, \ldots, g_k) |_{t_\ell = 0} = \vartheta_{(k-1)}(g_1, \ldots, g_{\ell} g_{\ell+1}, \ldots, g_k)
\]

(93)

Note that when \( t_\ell = 0, dt_\ell = 0 \). From the above

\[
\vartheta_{(k)}(g_1, \ldots, g_k) |_{t_\ell = 0} = \theta^i + \sum_{i \neq \ell} t_i^2 A(g_1 \cdots g_i)^2 + [\nabla^i, t_i A(g_1 \cdots g_i)] - t_i \theta_{g_i \cdots g_i}
\]

\[
+ \sum_{1 \leq i < j \leq k} [t_i A(g_1 \cdots g_i), t_j A(g_1 \cdots g_j)]
\]

\[
- \alpha(g_1 \cdots g_i, g_{i+1} \cdots g_j)(t_i dt_j - t_j dt_i)
\]

which may be written as \( \vartheta_{(k-1)}(g_1, \ldots, g_{\ell} g_{\ell+1}, \ldots, g_k) \) upon reindexing \( t_{i+1} \) to \( t_i \) when \( \ell \leq i + 1 \leq k \).

Now for the \( \ell = 0 \) case, we explicitly show that

\[
\vartheta_{(k)}(g_1, \ldots, g_k) |_{t_1 + \cdots + t_k = 1} = \varphi^i_{g_1} \vartheta_{(k-1)}(g_2, \ldots, g_k)^{\varphi^i}
\]

(94)

Note that when \( t_1 + \cdots + t_k = 1 \) we have \( dt_1 + \cdots + dt_k = 0 \). Before handling the \( \ell = 0 \) case, it will be helpful to do a couple side calculations.

**Lemma 4.14.** With the hypothesis of the theorem and assuming \( t_1 + \cdots + t_k = 1 \),

\[
\sum_{1 \leq i < j \leq k} (t_i dt_j - t_j dt_i) \alpha(g_1 \cdots g_i, g_{i+1} \cdots g_j) = \sum_{j=2}^{k} dt_j \alpha(g_1, g_2 \cdots g_j)
\]

\[
+ \sum_{2 \leq i < j \leq k} (t_i dt_j - t_j dt_i) (\alpha(g_1, g_2 \cdots g_i) - \alpha(g_1, g_2 \cdots g_j) + \alpha(g_1 \cdots g_i, g_{i+1} \cdots g_j))
\]

(95)
Proof. This is just a rearrangement of the summation:

\[
\begin{align*}
\sum_{1 \leq i < j \leq k} (t_i dt_j - t_j dt_i) \alpha(g_1 \cdots g_i, g_{i+1} \cdots g_j) &= \\
= \sum_{2 \leq i < j \leq k} (t_i dt_j - t_j dt_i) \alpha(g_1 \cdots g_i, g_{i+1} \cdots g_j) + \sum_{j=2}^{k} (t_1 dt_j - t_j dt_1) \alpha(g_1, g_2 \cdots g_j) \\
= \sum_{2 \leq i < j \leq k} (t_i dt_j - t_j dt_i) \alpha(g_1 \cdots g_i, g_{i+1} \cdots g_j) + \sum_{j=2}^{k} \left( \left( 1 - \sum_{\ell=2}^{k} t_\ell \right) dt_j - t_j \left( \sum_{\ell=2}^{k} (-dt_\ell) \right) \right) \alpha(g_1, g_2 \cdots g_j) \\
= \sum_{2 \leq i < j \leq k} (t_i dt_j - t_j dt_i) \alpha(g_1 \cdots g_i, g_{i+1} \cdots g_j) + \sum_{j=2}^{k} (t_j dt_\ell - t_\ell dt_j) \alpha(g_1, g_2 \cdots g_j) + \sum_{j=2}^{k} dt_j \alpha(g_1, g_2 \cdots g_j) \\
= \sum_{j=2}^{k} \left( t_i dt_j - t_j dt_i \right) (\alpha(g_1, g_2 \cdots g_i) - \alpha(g_1, g_2 \cdots g_j) + \alpha(g_1 \cdots g_i, g_{i+1} \cdots g_j)) \\
\end{align*}
\]

Lemma 4.15. With the hypothesis of the theorem and assuming \( t_1 + \cdots + t_k = 1 \),

\[
\sum_{1 \leq i < j \leq k} -t_i t_j \left( \varphi_{g_1 \cdots g_i}^*, A(g_{i+1} \cdots g_j)g_{i+1} \cdots g_j \right)^2
\]

\[
= \sum_{i=2}^{k} - (1 - t_i) t_i \left( \varphi_{g_i}^*, A(g_2 \cdots g_i)g_i \right)^2 + \sum_{2 \leq i < j \leq k} -t_i t_j \left[ \varphi_{g_i}^*, A(g_2 \cdots g_i)g_i, \varphi_{g_j}^*, A(g_2 \cdots g_j)g_j \right] \tag{96}
\]

Proof. We extract the \( i = 1 \) summands into a separate summation and rearrange

\[
\begin{align*}
\sum_{1 \leq i < j \leq k} -t_i t_j \left( \varphi_{g_1 \cdots g_i}^*, A(g_{i+1} \cdots g_j)g_{i+1} \cdots g_j \right)^2 &= \\
= \sum_{j=2}^{k} - (1 - t_2 - \cdots - t_k) t_j \left( \varphi_{g_j}^*, A(g_2 \cdots g_j)g_j \right)^2 + \sum_{2 \leq i < j \leq k} -t_i t_j \left( \varphi_{g_i}^*, A(g_{i+1} \cdots g_j)g_{i+1} \cdots g_j \right)^2 \\
= \sum_{j=2}^{k} - (1 - t_j) \left( \varphi_{g_j}^*, A(g_2 \cdots g_j)g_j \right)^2 \\
&+ \sum_{2 \leq i < j \leq k} -t_i t_j \left( \varphi_{g_i \cdots g_j}^*, A(g_{i+1} \cdots g_j)g_{i+1} \cdots g_j \right)^2 - \left( \varphi_{g_i}^*, A(g_2 \cdots g_i)g_i \right)^2 - \left( \varphi_{g_j}^*, A(g_2 \cdots g_j)g_j \right)^2.
\end{align*}
\]

By adding and subtracting the same term in the second summation

\[
= \sum_{j=2}^{k} - (1 - t_j) \left( \varphi_{g_j}^*, A(g_2 \cdots g_j)g_j \right)^2
\]

\]
\[ \sum_{2 \leq i < j \leq k} -t_it_j \left( \varphi^*_{g_1 \cdots g_i} (A(g_{i+1} \cdots g_j) A(g_{i+1} \cdots g_j)) - (\varphi^*_{g_i} A(g_{i+1} \cdots g_j)^2 - (\varphi^*_{g_i} A(g_{i+1} \cdots g_j))^2 \right. \\
+ \left. (\varphi^*_{g_i} A(g_{i+1} \cdots g_j)^2 - (\varphi^*_{g_i} A(g_{i+1} \cdots g_j))^2 - \varphi^*_{g_i} A(g_{i+1} \cdots g_j) \varphi^*_{g_i} A(g_{i+1} \cdots g_j) \right) \]

we can rewrite the middle three terms in the second summation as a perfect square

\[ = \sum_{i=2}^k - (1 - t_i) t_i (\varphi^*_{g_i} A(g_{i+1} \cdots g_i)^2) + \sum_{2 \leq i < j \leq k} -t_it_j \left( \varphi^*_{g_1 \cdots g_i} (A(g_{i+1} \cdots g_j) A(g_{i+1} \cdots g_j)) - (\varphi^*_{g_i} A(g_{i+1} \cdots g_j)^2 - (\varphi^*_{g_i} A(g_{i+1} \cdots g_j))^2 \right. \\
+ \left. (\varphi^*_{g_i} A(g_{i+1} \cdots g_j)^2 - (\varphi^*_{g_i} A(g_{i+1} \cdots g_j))^2 - \varphi^*_{g_i} A(g_{i+1} \cdots g_j) \varphi^*_{g_i} A(g_{i+1} \cdots g_j) \right) . \]

Since \( \alpha \) is a scalar-valued 1-form, the first two terms in the second summation cancel so that

\[ = \sum_{i=2}^k - (1 - t_i) t_i (\varphi^*_{g_i} A(g_{i+1} \cdots g_i)^2) + \sum_{2 \leq i < j \leq k} -t_it_j [\varphi^*_{g_i} A(g_{i+1} \cdots g_j)^2 - (\varphi^*_{g_i} A(g_{i+1} \cdots g_j))^2 - \varphi^*_{g_i} A(g_{i+1} \cdots g_j) \varphi^*_{g_i} A(g_{i+1} \cdots g_j)] \]

Now we will explicitly show that \((id \times \partial_0)^* \vartheta_{(k)} = (\partial_0 \times id)^* \vartheta_{(k-1)}\), i.e.

\[ \vartheta_{(k)}(g_1, \ldots, g_k)|_{t_1 + \cdots + t_k = 1} = \varphi^*_{g_1} \vartheta_{(k-1)}(g_2, \ldots, g_k). \quad (97) \]

Note that when \( t_1 + \cdots + t_k = 1 \) we have \( dt_1 + \cdots + dt_k = 0 \). We set \( t_1 + \cdots + t_k = 1 \) in the expression we obtained for \( \vartheta_{(k)}(g_1, \ldots, g_k) \) in (97) to obtain

\[ \vartheta(g_1, \ldots, g_k) |_{\sum_{i=1}^k t_i = 1} = \sum_{i=1}^k t_i \varphi^*_{g_1 \cdots g_i} \vartheta_{(k-1)} + dt_i A(g_1 \cdots g_i) - \left( \sum_{j=1, j \neq i}^k t_j \right) t_i A(g_1 \cdots g_i)^2 \\
+ \sum_{1 \leq i < j \leq k} t_it_j [A(g_1 \cdots g_i), (A(g_1 \cdots g_j)) - (t_i dt_j - t_j dt_i) \alpha(g_1 \cdots g_i, g_{i+1} \cdots g_j). \quad (98) \]

By rewriting

\[ \sum_{i=1}^k \left( \sum_{j=1, j \neq i}^k t_j \right) t_i A(g_1 \cdots g_i)^2 = \sum_{1 \leq i < j \leq k} t_it_j (A(g_1 \cdots g_i)^2 + A(g_1 \cdots g_j)^2), \]

we can factor the resulting terms appearing in the summation \( \sum_{1 \leq i < j \leq k} \) as a difference of squares

\[ -A(g_1 \cdots g_i)^2 - A(g_1 \cdots g_j)^2 + [A(g_1 \cdots g_i), (A(g_1 \cdots g_j))] = -(A(g_1 \cdots g_i) - A(g_1 \cdots g_j))^2. \]
Applying Lemma 4.4 this term equals
\[-(\alpha(g_1 \cdots g_i, g_{i+1} \cdots g_j) - \varphi_{g_1 \cdots g_i}^*, A(g_{i+1} \cdots g_j)^{g_1 \cdots g_i})^2\]
and because \(\alpha\) is a scalar-valued 1-form this term simplifies to
\[
\left(\varphi_{g_1 \cdots g_i}^*, A(g_{i+1} \cdots g_j)^{g_1 \cdots g_i}\right)^2.
\]

Hence
\[
\partial(g_1, \ldots, g_k)|_{\sum_{i=1}^{k} t_i = 1} = \sum_{i=1}^{k} t_i \varphi_{g_1 \cdots g_i}^* \theta^{g_1 \cdots g_i} + dt_i A(g_1 \cdots g_i)
\]
\[
+ \sum_{1 \leq i < j \leq k} -t_i t_j \left(\varphi_{g_1 \cdots g_i}^*, A(g_{i+1} \cdots g_j)^{g_1 \cdots g_i}\right)^2 - (t_i dt_j - t_j dt_i)\alpha(g_1 \cdots g_i, g_{i+1} \cdots g_j). \quad (99)
\]

Using Lemma 4.14 to rewrite the second term in the second summation as well as rewriting the second term in the first summation of (99) using \(dt_1 + \cdots + dt_k = 0,\)
\[
dt_i A(g_1 \cdots g_i) = \sum_{i=2}^{k} dt_i (A(g_1 \cdots g_i) - A(g_1)),
\]
we obtain,
\[
\partial(g_1, \ldots, g_k)|_{\sum_{i=1}^{k} t_i = 1} = \sum_{i=1}^{k} t_i \varphi_{g_1 \cdots g_i}^* \theta^{g_1 \cdots g_i} + \sum_{i=2}^{k} dt_i A(g_1 \cdots g_i) - A(g_1) + \alpha(g_1, g_2 \cdots g_i)
\]
\[
+ \sum_{1 \leq i < j \leq k} -t_i t_j \left(\varphi_{g_1 \cdots g_i}^*, A(g_{i+1} \cdots g_j)^{g_1 \cdots g_i}\right)^2
\]
\[
- \sum_{2 \leq i < j \leq k} (t_i dt_j - t_j dt_i)\alpha(g_1, g_2 \cdots g_i) - \alpha(g_1, g_2 \cdots g_j) + \alpha(g_1 \cdots g_i, g_{i+1} \cdots g_j)
\]
and by Lemma 4.13 and Corollary 4.5 we can simplify to
\[
\partial(g_1, \ldots, g_k)|_{\sum_{i=1}^{k} t_i = 1} = \sum_{i=1}^{k} t_i \varphi_{g_1 \cdots g_i}^* \theta^{g_1 \cdots g_i} - \sum_{i=2}^{k} dt_i \varphi_{g_1}^* A(g_2 \cdots g_i)^{g_1}
\]
\[
+ \sum_{1 \leq i < j \leq k} -t_i t_j \left(\varphi_{g_1 \cdots g_i}^*, A(g_{i+1} \cdots g_j)^{g_1 \cdots g_i}\right)^2
\]
\[
- \sum_{2 \leq i < j \leq k} (t_i dt_j - t_j dt_i)\varphi_{g_1}^* \alpha(g_2 \cdots g_i, g_{i+1} \cdots g_j) + \alpha(g_2 \cdots g_j, g_{i+1} \cdots g_j)^{g_1}.
\]

Now focusing on the third summation of the previous expression, we apply Lemma 4.15 to obtain
\[
\partial(g_1, \ldots, g_k)|_{\sum_{i=1}^{k} t_i = 1} = \sum_{i=1}^{k} t_i \varphi_{g_1 \cdots g_i}^* \theta^{g_1 \cdots g_i}
\]
\[
+ \sum_{i=2}^{k} -dt_i \varphi_{g_1}^* A(g_2 \cdots g_i)^{g_1} - (1 - t_i) t_i (\varphi_{g_1}^*, A(g_2 \cdots g_i)^{g_1})^2
\]
\[
- \sum_{2 \leq i < j \leq k} t_i t_j [\varphi_{g_1}^*, A(g_2 \cdots g_i)^{g_1}, \varphi_{g_1}^*, A(g_2 \cdots g_j)^{g_1}] + (t_i dt_j - t_j dt_i)\varphi_{g_1}^* \alpha(g_2 \cdots g_i, g_{i+1} \cdots g_j)^{g_1}.
\]
Finally, as \( t_1 = 1 - t_2 - \cdots - t_k \), we rewrite first term of the first sum to obtain

\[
\vartheta(g_1, \ldots, g_k) |_{t_1=1} = (1 - t_2 - \cdots - t_k) \varphi^*_g \theta \varepsilon^{g_1} + \sum_{i=2}^k t_i \varphi^*_g \theta \varepsilon^{g_1 \cdots g_i} + \sum_{i=2}^k \frac{1}{2} \sum_{1 \leq i < j \leq k} t_i t_j [\varphi^*_g A(g_2 \cdots g_i g_j)] - (1 - t_i) t_i (\varphi^*_g A(g_2 \cdots g_i g_j))^2
\]

which is the form of \( \varphi^*_g \vartheta_{(k-1)}(g_2, \ldots, g_k)^{g_1} \) that we obtained in \( \text{(90)} \) (with a relabeling \( t_i \to t_{i-1} \) for \( 2 \leq i \leq k \)), thus completing the calculation.

\renewcommand*{	hefigure}{10}

**Remark 4.16.** If we define \( \vartheta'_k \) by \( (\nabla^k)^2 = [\vartheta'_k, \cdot] \) then the discrepancy between \( \vartheta'_k \) and \( \vartheta_k \), \( (\vartheta'_k - \vartheta_k)(g_1, \ldots, g_k) \) is given by

\[
\sum_{i=1}^k t_i \theta_{g_1 \cdots g_i} + \sum_{1 \leq i < j \leq k} \alpha(g_1 \cdots g_i g_i+1 \cdots g_j) (t_i dt_j - t_j dt_i)
\]

which is a scalar-valued form. In other words, \( \vartheta'_k - \vartheta_k \in \Omega^2(M^k_{(k)}) \). Since a scalar valued form in \( \Omega^2(M^k_{(k)}) \) is central in \( \Omega^2(M^k_{(k)}) \), \( [\vartheta'_k, \cdot] = [\vartheta_k, \cdot] \). Hence for any \( a \in \Gamma(\text{End} E^k_{(k)}) \),

\[
(\nabla^k)^2(a) = [\vartheta_k, a].
\]

**Definition 4.17.** Notice from the previous formula for \( \vartheta \) that \( \vartheta^{0,2} = 0 \). We will then define \( \vartheta_u = u \vartheta^{2,0} + \vartheta^{1,1} \). With this rescaling we can view \( \vartheta_u \) as an element of \( \Omega^2(M^k_{(k)})[u] \).

### 4.4 Simplicial curvature 3-form

**Theorem 4.18.** Let \( \vartheta \) be the simplicial 2-form associated to \( (L, \mu, \nabla) \) as in Theorem 4.13. Let \( \Theta_{(k)} = -\nabla^k \vartheta_{(k)} \). The collection of 3-forms \( \Theta_{(k)} \) define a simplicial 3-form \( \Theta = \{ \Theta_{(k)} \} \in \Omega^3(M^k_{(k)}) \). Furthermore, \( \Theta^{0,3}_{(k)} = 0 \) as an element of \( \Omega^{0,3}(M^k_{(k)}) \). The simplicial 3-form \( \Theta = \{ -\nabla^k \vartheta_{(k)} \} \) is called the simplicial curvature 3-form associated to \( (L, \mu, \nabla) \).

**Proof.** First let us provide a formula for \( \Theta_{(k)} \). Using the Bianchi identity

\[
\Theta_{(k)}(g_1, \ldots, g_k) =
- (\nabla^k \vartheta_{(k)})(g_1, \ldots, g_k)
-
(\nabla^k)(g_1, \ldots, g_k)
-
(\nabla)^2(g_1, \ldots, g_k)
-
\sum_{i=1}^k t_i \theta_{g_1 \cdots g_i} + \sum_{1 \leq i < j \leq k} \alpha(g_1 \cdots g_i g_i+1 \cdots g_j) (t_i dt_j - t_j dt_i)
\]

\[
= -\nabla^k \Theta_{(k)}(g_1, \ldots, g_k)
= -\alpha(g_1 \cdots g_i g_i+1 \cdots g_j) (t_i dt_j - t_j dt_i)
\]

since \( \theta \) and \( \alpha(g, g') \) are scalar-valued forms. Since there are no terms containing \( dt_{i_1} dt_{i_2} dt_{i_3} \) where \( 1 \leq i_1, i_2, i_3 \leq k \), we explicitly see that \( \Theta^{0,3}_{(k)} = 0 \).
Using this formula, we can see \( \Theta \) is a compatible form by a direct calculation. First we check that \((\text{id} \times \partial_t)^* \Theta(k) = (\partial_t \times \text{id})^* \Theta(k-1)\) for \(1 \leq \ell \leq k\). Explicitly, when \(t_\ell = 0\) we have

\[
\Theta(k)(g_1, \ldots, g_k)|_{t_\ell = 0} = \sum_{i=2}^{k} dt_i \theta_{g_i} \quad \text{and} \quad \Theta(k)(g_1, \ldots, g_k)|_{t_\ell, \ldots, t_k = 0} = \Theta(k-1)(g_1, \ldots, g_{\ell} g_{\ell+1}, \ldots, g_k)
\]

by substituting \(t_i\) for \(t_{i+1}\) whenever \(i > \ell\). Now when \(\ell = 0\), on the face \(t_1 + \cdots + t_k = 1\) we have \(dt_1 + \cdots + dt_k = 0\) so that by replacing \(t_1\)

\[
\Theta(k)(g_1, \ldots, g_k)|_{t_1 + \cdots + t_k = 1} = \sum_{i=2}^{k} dt_i \theta_{g_i} - \sum_{i=2}^{k} dt_i \theta_{g_i}
\]

By Proposition 4.3 applied in the first two summations, Corollary 4.5 and \(dt_1 dt_j = -dt_j dt_1\)

\[
= \sum_{i=2}^{k} dt_i (\alpha(g_1, g_2 \cdots g_i) + \theta_{g_2 \cdots g_i})
\]

Theorem 4.19. Let \(\alpha\) be the discrepancy of \((L, \mu, \nabla)\), \(\vartheta\) the associated simplicial 2-form, and \(\Theta\) the associated simplicial curvature 3-form. Then \(\Theta \in \Omega^3(M)\) is a representative of the Dixmier-Douady class of \((L, \mu, \nabla)\).

Proof. We will apply the quasi-isomorphism of integration along simplices \(I_\Delta\) described in Theorem 2.13 to see \(I_\Delta(\Theta) = (\alpha, \theta) \in \Omega^1(M(2)) \oplus \Omega^2(M(1))\). For any \(g \in \Gamma\),

\[
\Theta(\gamma)(g) = dt_1 \theta_g
\]
so that restricted to \(M \times \{g\}\)
\[
I_\Delta : \Theta_1(g) \mapsto \int_{\Delta^1} \Theta_1(g) = \int_0^1 \theta_g dt_1 = \theta_g.
\]

For any \(g_1, g_2 \in \Gamma\),
\[
\Theta_2(g_1, g_2) = dt_1 \theta_{g_1} dt_2 \theta_{g_2} + d\alpha(g_1, g_2)(t_1 dt_2 - t_2 dt_1) + 2\alpha(g_1, g_2) dt_1 dt_2
\]
so that restricted to \(M \times \{g_1\} \times \{g_2\}\) we have
\[
I_\Delta : \Theta_2(g_1, g_2) \mapsto \int_{\Delta^2} \Theta_2(g_1, g_2)
\]
\[
= \int_{\Delta^2} dt_1 \theta_{g_1} dt_2 \theta_{g_2} + d\alpha(g_1, g_2)(t_1 dt_2 - t_2 dt_1) + 2\alpha(g_1, g_2) dt_1 dt_2
\]
\[
= \int_{\Delta^2} 2\alpha(g_1, g_2) dt_1 dt_2
\]
\[
= \int_0^1 \int_0^{1-t_1} 2\alpha(g_1, g_2) dt_1 dt_2
\]
\[
= \alpha(g_1, g_2).
\]

Furthermore, \(\Theta^{s+}_k = 0\) for \(s \geq 3\), i.e. \(\Theta_k\) has at most two \(dt\)'s in any term, so that
\[
I_\Delta(\Theta_k) = \int_{\Delta^k} \Theta_k = 0
\]
whenever \(k \geq 3\). Hence \(I_\Delta : \Theta \mapsto \alpha + \theta\) so that \(\Theta\) is a representative of the Dixmier-Douady class defined by \((\alpha, \theta)\) in the bicomplex of compatible forms.

We may also introduce a rescaled version of the simplicial Dixmier-Douady form \(\Theta_u\) in the complex \(\Omega(M_\bullet)\) \([u]^*\) as in \([50]\). With the rescaling \(\nabla_u^k = (\nabla^k)^{1,0} + u^{-1}d_\Delta\) we have \(\nabla_u^k(\vartheta_u)(k) = u^{-1}(\Theta_u)(k)\) as
\[
\begin{align*}
((\nabla^k)^{1,0} + u^{-1}d_\Delta)(u(\vartheta_k)^{2,0} + (\vartheta_k)^{1,1}) &= u((\nabla^k)^{1,0}(\vartheta_k)^{2,0})^{3,0} \\
&+ ((\nabla^k)^{1,0}(\vartheta_k)^{1,1} + d_\Delta(\vartheta_k)^{2,0})^{2,1} \\
&+ u^{-1}(d_\Delta(\vartheta_k))^{1,2} \\
&= u(\Theta(k))^{3,0} + (\Theta(k))^{2,1} + u^{-1}(\Theta(k))^{1,2}
\end{align*}
\]
Also note that under this rescaling, \(u(\nabla_u^k)^2 = [(\vartheta_u)(k), \cdot]\).

## 5 Cocycles on the twisted convolution algebra

Now we will prove the main theorem of this paper:

**Theorem 5.1.** Given a gerbe datum \((L, \mu, \nabla)\) on \(M \rtimes \Gamma\), the map
\[
\Psi_2 \circ \Psi_1 \circ \Psi_0 \circ \tau_\nabla : (\Omega(M_\times \Gamma_\bullet)\)[u]^*, d_{\Phi_u}) \longrightarrow CC^\bullet(C_c^\infty(M \rtimes \Gamma, L)[u^{-1}, u], b + uB)
\]
(102)
is a morphism from the twisted simplicial complex of \(M \rtimes \Gamma\) to the \((b, B)\) complex of the twisted convolution algebra \(C_c^\infty(M \rtimes \Gamma, L)\).

In Section 5.1 we define \(C_c^\infty(M \rtimes \Gamma, L)\). The JLO morphism,
\[
\tau_\nabla : (\Omega(M_\bullet)\)[u]^*, d_{\Phi_u}) \longrightarrow (CC^\bullet(\Gamma, CC^\bullet(\Gamma_c^\infty(\text{End} \mathcal{E}))[u^{-1}, u]), b + uB + \delta_\Gamma^t),
\]
is described in Section 5.2. The morphisms \(\Psi_0, \Psi_1,\) and \(\Psi_2\) are algebraic morphisms which compose to give a morphism
\[
(CC^\bullet(\Gamma, CC^\bullet(\Gamma_c^\infty(\text{End} \mathcal{E}))[u^{-1}, u]), b + uB + \delta_\Gamma^t) \longrightarrow CC^\bullet(C_c^\infty(M \rtimes \Gamma, L)[u^{-1}, u], b + uB)
\]
and are described in Section 5.3.
5.1 Twisted Convolution Algebra

**Definition 5.2.** For a gerbe datum \((L, \mu, \nabla)\) on \(\mathcal{G}\), the *twisted convolution algebra* \(C^\infty_c(\mathcal{G}, L)\) is defined as follows. The convolution product on \(C^\infty_c(\mathcal{G}, L)\) is defined by the (finite) sum

\[
(f_1 * f_2)(g) = \sum_{\{(g_1, g_2) \in \mathcal{G}^2 | g_1g_2 = g\}} f_1(g_1) \cdot f_2(g_2)
\]

for sections \(f_1, f_2 \in C^\infty_c(\mathcal{G}, L)\), where \(f_1(g_1) \cdot f_2(g_2)\) is defined by applying the isomorphism \(\mu_{(g_1, g_2)} : L_{g_1} \otimes L_{g_2} \xrightarrow{\sim} L_g\). This gives \(C^\infty_c(\mathcal{G}, L)\) the structure of an algebra.

In particular, for \(\mathcal{G} = M \times \Gamma\), the convolution product on \(C^\infty_c(M \times \Gamma, L)\) may be written

\[
(f_1 * f_2)(x, g) = \sum_{g_1g_2 = g} \mu_{g_1, g_2}(f_1|_{M_{g_1}} \otimes (f_2|_{M_{g_2}})g_1)(x, g)
\]

and

\[
= \sum_{g_1g_2 = g} f_1(x, g_1) \cdot f_2(xg_1, g_2)
\]

for sections \(f_1, f_2 \in C^\infty_c(M \times \Gamma, L)\), where \(f_1(x, g_1) \cdot f_2(xg_1, g_2)\) is computed using the product \(\mu_{g_1, g_2} : L_{g_1} \otimes (L_{g_2})g_1 \xrightarrow{\sim} L_g\).

5.2 JLO morphism

Following [15], [13], [17], and [22] we now construct a JLO-type morphism from the twisted simplicial complex of \(M \times \Gamma\).

For an algebra \(\mathcal{A}\), let \(\tilde{A} = \mathcal{A} \oplus \mathbb{C}\) denote the unitization of \(\mathcal{A}\). Define

\[
CC^n(\mathcal{A}) = \text{Hom}(\tilde{\mathcal{A}} \otimes \mathcal{A}^{\otimes n}, \mathbb{C}).
\]

In the following, we will be considering compactly supported sections which are topologized as the inductive limit of Fréchet spaces. Therefore we will use the inductive tensor product. The periodic cyclic cohomology of \(\mathcal{A}\) is the cohomology of the complex

\[
(CC^n(\mathcal{A})[u^{-1}], b + uB),
\]

where \(b\) is a differential of degree +1 and \(B\) is a differential of degree −1 defined as follows. Let

\[
d^i f(\tilde{a}_0, a_1, \ldots, a_n) = \begin{cases} f(\tilde{a}_0, a_1, \ldots, a_1a_{i+1}, \ldots, a_n) & \text{if } 0 \leq i \leq n - 1 \\ f(a_0\tilde{a}_0, a_1, \ldots, a_{n-1}) & \text{if } i = n \end{cases}
\]

for \(f \in CC^{n-1}(\mathcal{A})\) and

\[
s_i f(\tilde{a}_0, a_1, \ldots, a_n) = (-1)^{ni} f(1, a_1, \ldots, a_n, a_0, \ldots, a_{i-1}), \ 0 \leq i \leq n,
\]

for \(f \in CC^{n+1}(\mathcal{A})\). Then

\[
b^n = \sum_{i=0}^{n} d^n_i, \quad B^n = \sum_{i=0}^{n} s^n_i,
\]

and, dropping the superscript \(n\) denoting degree, \(b^2 = B^2 = bB + Bb = 0\) so that \(b + uB\) is a differential of degree +1 on \(CC^n(\mathcal{A})[u^{-1}], u\).

For the discrete group \(\Gamma\) and a \(\Gamma\)-module \(K\), let \(C^n(\Gamma, K)\) denote the space of degree \(n\) \(\Gamma\)-cochains, i.e. the space of maps \(\Gamma^n \to K\). For any \(f \in C^n(\Gamma, K)\) define \(\delta f : C^n(\Gamma, K) \to C^{n+1}(\Gamma, K)\) to be the group coboundary \(\delta f = \sum_{i=0}^n (-1)^i \delta f_i\), with

\[
(\delta f)(g_1, \ldots, g_{n+1}) = \begin{cases} f(g_2, \ldots, g_{n+1})g_1 & \text{for } i = 0 \\ (-1)^i f(g_1, \ldots, g_{i-1}, g_i g_{i+1}, g_{i+2}, \ldots, g_{n+1}) & \text{for } 1 \leq i \leq n \\ (-1)^{n+1} f(g_1, \ldots, g_n) & \text{for } i = n + 1. \end{cases}
\]
The superscript $g_n$ denotes the action of $g_1 \in \Gamma$ on $K$. The cohomology of the complex $(C^\bullet(\Gamma, K), \delta_\Gamma)$ is group cohomology of $\Gamma$ with coefficients in $K$. In particular we will consider the complex

$$(C^k(\Gamma, CC^n(\Gamma, \End E))[u^{-1}, u]), (b+uB)+(-1)^n\delta_\Gamma)$$
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of $\Gamma$-cochains with values in the periodic cyclic complex of $\Gamma_c(\End E)$. By the operators $b$ and $uB$ on such $\Gamma$-cochains we mean the operators defined by

$$(bf)(g_1, \ldots, g_n) = b(f(g_1, \ldots, g_n))$$

(112)
and

$$(uBf)(g_1, \ldots, g_n) = uB(f(g_1, \ldots, g_n))$$

(113)
for any $f \in C^\bullet(\Gamma, CC^n(\Gamma, \End E))[u^{-1}, u]$.

Let us also denote $\delta_{\Gamma}' = (-1)^n\delta_\Gamma$ when $\delta_\Gamma$ is of degree $n$.

**Lemma 5.3.** For $\alpha_{(n)} \otimes \beta_{(n)} \in \Omega(M \times \Gamma_{(n)})[u]^0 \otimes \Omega^{n-1}(\Delta^n)$ we have the following

$$\int_M \int_{\Delta^n} (ud\delta + d\Delta)(\alpha_{(n)} \otimes \beta_{(n)}) = \int_M \alpha_{(n)} \int_{\partial(\Delta^n)} \beta_{(n)}.$$ 

Also, for $\beta_{(n)}$ not of degree $n-1$ or $\alpha_{(n)}$ not of degree $0$ as elements of $(\Omega(M_{(n)}))[u]^*|(M \times \Gamma_{(n)} \times \Delta^n)$ then the integral over $M \times \Delta^n$ is zero.

**Proof.** Note that $\alpha_{(n)} \in \Omega(M \times \Gamma_{(n)})[u]^0$ must be a $(\dim M)$-form on $(M \times \Gamma_{(n)})$. For any $g_1, \ldots, g_n \in \Gamma$ denote $\alpha = \alpha_{(n)}(g_1, \ldots, g_n)$. Then

$$\int_M \int_{\Delta^n} (ud\delta + d\Delta)(\alpha \otimes \beta_{(n)}) = \int_M \int_{\Delta^n} (ud\delta \alpha) \otimes \beta_{(n)} + \int_M \int_{\Delta^n} \alpha \otimes (d\delta \beta_{(n)})$$

$$= \int_M \alpha \int_{\Delta^n} d\beta_{(n)}$$

$$= \int_M \alpha \int_{\partial(\Delta^n)} \beta_{(n)}$$

by Stokes’ theorem. \[\]

**Lemma 5.4.** For any $\omega_1 \in \Omega(M \times \Gamma_{(n)})[u]^*$ and $\omega_2 \in \Omega^\bullet((M \times \Gamma_{(n)}))[u]$ 

$$\int_M \int_{\Delta^n} (ud\delta + d\Delta)\omega_1 \wedge \omega_2 = -\int_M \int_{\Delta^n} \omega_1 \wedge ((ud\delta + d\Delta)\omega_2) + (-1)^{|\omega_2|} \int_M \int_{\partial(\Delta^n)} \omega_1 \wedge \omega_2$$

where $\omega_2$ is of fixed degree.

**Proof.** We have

$$\int_M \int_{\Delta^n} (ud\delta + d\Delta)\omega_1 \wedge \omega_2$$

$$= -\int_M \int_{\Delta^n} \omega_1 \wedge ((ud\delta + d\Delta)\omega_2) + (-1)^{|\omega_2|} \int_M \int_{\Delta^n} (ud\delta + d\Delta)(\omega_1 \wedge \omega_2)$$

$$= -\int_M \int_{\Delta^n} \omega_1 \wedge ((ud\delta + d\Delta)\omega_2) + (-1)^{|\omega_2|} \int_M \int_{\partial(\Delta^n)} \omega_1 \wedge \omega_2$$

where the first inequality follows from Lemma 2.20 and the second from Lemma 5.3. \[\]
Theorem 5.5. Given a gerbe datum \((L, \mu, \nabla)\) on \(M \times \Gamma\) with associated simplicial curvature 3-form \(\Theta\), and direct sum bundle \(\mathcal{E}\), there is a morphism

\[
\tau_\nabla : (\Omega((M \times \Gamma)\bullet)[u]^\ast, d\omega_n) \longrightarrow (C^\bullet(\Gamma, C\Gamma^\bullet(\text{End} \mathcal{E}))[u^{-1}, u]), b + uB + \delta \nu')
\]
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defined by the JLO-type formula

\[
\tau_\nabla(\omega)(a_0, a_1, \ldots, a_n) = \sum_k \int_M \int_{\Delta^k} \omega(k) \wedge \left( \int_{\Delta^n} \text{tr}(\hat{a}_0 e^{-\sigma_0(\theta_u)(k)} \nabla^k_u(a_1) e^{-\sigma_1(\theta_u)(k)} \ldots \nabla^k_u(a_n) e^{-\sigma_n(\theta_u)(k)}) d\sigma_1 \ldots d\sigma_n \right)
\]

(115)

where \(\omega = \{\omega(k)\} \in \Omega((M \times \Gamma)\bullet)[u]^\ast\), \(a_1, \ldots, a_n \in \Gamma_c^\infty(\text{End} \mathcal{E})\), \(\hat{a}_0 \in \Gamma_c^\infty(\text{End} \mathcal{E})\), and \(\sigma_0, \ldots, \sigma_n\) are barycentric coordinates on \(\Delta^n\).

Proof. Let us first discuss the reason the sum is finite. We must check in particular that the degrees of the forms to be integrated on the simplices \(\Delta^k\) are bounded as \(k\) increases. Given \(\omega \in \Omega((M \times \Gamma)\bullet)[u]^\ell\), and \(a_0, \ldots, a_n \in \Gamma_c^\infty(\text{End} \mathcal{E})\), consider

\[
\omega(k) \wedge \left( \int_{\Delta^n} \text{tr}(\hat{a}_0 e^{-\sigma_0(\theta_u)(k)} \nabla^k_u(a_1) e^{-\sigma_1(\theta_u)(k)} \ldots \nabla^k_u(a_n) e^{-\sigma_n(\theta_u)(k)}) d\sigma_1 \ldots d\sigma_n \right)
\]

(116)

The maximum number of \(dt_i\)'s due to \(\omega\) is \(\ell\), where \(t_i\) are coordinates on the simplex \(\Delta^k\), as the number of \(dt_i\)'s cannot exceed the degree of \(\omega\). Within the trace, the terms \(\nabla^k_u(a_i)\) do not contribute any \(dt_i\)'s because \(a_j\) is extended trivially to \(\Delta^n\) and \((\nabla^k)^{0,1} = d\Delta\). Since \(\vartheta_i(k) = \vartheta_i^{0,0}(k) + \vartheta_i^{1,1}(k)\) and in particular \(\vartheta_i^{0,2}(k) = 0\), the contribution to the degree of the form from all the \((\theta_u)(k)\) appearing must be at most \(\dim M\), i.e. the number of \(dx_i\)'s, coordinates on the manifold \(M\), is greater than or equal to the number of \(dt_i\)'s. Hence the simplex degree of the form above is at most \(\ell + \dim M\) so the sum is finite.

Without loss of generality we will compute \(\tau_\nabla(d\theta_u \omega)(a_0, a_1, \ldots, a_n)\) since

\[
\hat{a}_0 e^{-\sigma_0(\theta_u)(k)} \nabla^k_u(a_1) \ldots e^{-\sigma_n(\theta_u)(k)}
\]

in the integrand above means

\[
a_0 e^{-\sigma_0(\theta_u)(k)} \nabla^k_u(a_1) \ldots e^{-\sigma_n(\theta_u)(k)} + \lambda e^{-\sigma_0(\theta_u)(k)} \nabla^k_u(a_1) \ldots e^{-\sigma_n(\theta_u)(k)}
\]

for \(\hat{a}_0 = (a_0, \lambda)\).

Following [17], we will compute the effect of \((ud\mu + d\Delta\theta_u)\). This gives

\[
\tau_\nabla((ud\mu + d\Delta \theta_u)\omega)(a_0, a_1, \ldots, a_n)
\]

\[
= \sum_k \int_M \int_{\Delta^k} (ud\mu + d\Delta \theta_u) \omega(k) \wedge \left( \int_{\Delta^n} \text{tr}(a_0 e^{-\sigma_0(\theta_u)(k)} \nabla^k_u(a_1) \ldots e^{-\sigma_n(\theta_u)(k)}) d\sigma_1 \ldots d\sigma_n \right)
\]

(117)

\[
= - \sum_k \int_M \int_{\Delta^k} \omega(k) \wedge \left( \int_{\Delta^n} (ud\mu + d\Delta \theta_u) \text{tr}(a_0 e^{-\sigma_0(\theta_u)(k)} \nabla^k_u(a_1) \ldots e^{-\sigma_n(\theta_u)(k)}) d\sigma_1 \ldots d\sigma_n \right)
\]

\[
+ (-1)^n \int_M \int_{\partial(\Delta^k)} \omega(k) \wedge \left( \int_{\Delta^n} \text{tr}(a_0 e^{-\sigma_0(\theta_u)(k)} \nabla^k_u(a_1) \ldots e^{-\sigma_n(\theta_u)(k)}) d\sigma_1 \ldots d\sigma_n \right)
\]

(118)

\[
+ (-1)^n \int_M \int_{\partial(\Delta^k)} \omega(k) \wedge \left( \int_{\Delta^n} \text{tr}(a_0 e^{-\sigma_0(\theta_u)(k)} \nabla^k_u(a_1) \ldots e^{-\sigma_n(\theta_u)(k)}) d\sigma_1 \ldots d\sigma_n \right)
\]
where the second equality follows from Lemma 5.4 as the terms inside the trace $\nabla_u^k a_i$ are of degree 1 in $\Omega^*(M \times \Gamma_\bullet)[u]$ for $1 \leq i \leq n$ and the terms $e^{-\sigma_i(\vartheta_u)(k)}$ are of even degree. The last equality is from Lemma 6.12. By commuting forms inside the trace within the first term, we have

$$
\begin{align*}
&\text{utr} \left( \nabla_u^k (a_0 e^{-\sigma_0(\vartheta_u)(k)}) \nabla_u^k (a_1) \cdots e^{-\sigma_n(\vartheta_u)(k)}) \right) \\
= &\text{utr} \left( \nabla_u^k (a_0) e^{-\sigma_0(\vartheta_u)(k)} \nabla_u^k (a_1) \cdots e^{-\sigma_n(\vartheta_u)(k)}) \right) \\
&+ \sum_{i=0}^{n-1} (-1)^i \text{utr} \left( a_0 e^{-\sigma_0(\vartheta_u)(k)} \cdots \nabla_u^k (a_i) \nabla_u^k \left( e^{-\sigma_i(\vartheta_u)(k)} \nabla_u^k (a_{i+1}) \cdots e^{-\sigma_n(\vartheta_u)(k)}) \right) \\
&+ \text{utr} \left( a_0 e^{-\sigma_0(\vartheta_u)(k)} \cdots \nabla_u^k (a_i) e^{-\sigma_i(\vartheta_u)(k)} \nabla_u^k (a_{i+1}) \cdots e^{-\sigma_n(\vartheta_u)(k)}) \right) \\
&+ (-1)^n \text{utr} \left( a_0 e^{-\sigma_0(\vartheta_u)(k)} \cdots \nabla_u^k (a_i) e^{-\sigma_i(\vartheta_u)(k)} \nabla_u^k (e^{-\sigma_n(\vartheta_u)(k)}) \right) \\
= &\text{utr} \left( \nabla_u^k (a_0) e^{-\sigma_0(\vartheta_u)(k)} \nabla_u^k (a_1) \cdots e^{-\sigma_n(\vartheta_u)(k)}) \right) \\
&+ \sum_{i=0}^{n-1} (-1)^i \text{tr} \left( a_0 e^{-\sigma_0(\vartheta_u)(k)} \cdots \nabla_u^k (a_i) e^{-\sigma_i(\vartheta_u)(k)} \nabla_u^k (e^{-\sigma_n(\vartheta_u)(k)}) \right) \\
&+ \sum_{i=0}^{n-1} \text{tr} \left( a_0 e^{-\sigma_0(\vartheta_u)(k)} \cdots \nabla_u^k (a_i) e^{-\sigma_i(\vartheta_u)(k)} \left( (\vartheta_u)(k), a_{i+1} \cdots e^{-\sigma_n(\vartheta_u)(k)}) \right) \right)
\end{align*}
$$

and as $i + i(n + 1 - i) + i(n - i)$ is even,

$$
\begin{align*}
&= \text{utr} \left( \nabla_u^k (a_0) e^{-\sigma_0(\vartheta_u)(k)} \nabla_u^k (a_1) \cdots e^{-\sigma_n(\vartheta_u)(k)}) \right) \\
&+ (\vartheta_u)(k) \land \text{tr} \left( a_0 e^{-\sigma_0(\vartheta_u)(k)} \nabla_u^k (a_1) \cdots e^{-\sigma_n(\vartheta_u)(k)}) \right) \\
&+ \sum_{i=0}^{n-1} (-1)^i \text{tr} \left( a_0 e^{-\sigma_0(\vartheta_u)(k)} \cdots \nabla_u^k (a_i) e^{-\sigma_i(\vartheta_u)(k)} \left( (\vartheta_u)(k), a_{i+1} \cdots e^{-\sigma_n(\vartheta_u)(k)}) \right) \right)
\end{align*}
$$

where we have used $u(\nabla_u^k)^2(a) = [(\vartheta_u)(k), a]$, $u \nabla_u^k (\vartheta_u)(k) = - (\vartheta_u)(k)$ and

$$
u \nabla_u^k e^{-\sigma_i(\vartheta_u)(k)} = - (d\sigma_i(\vartheta_u)(k) - \sigma_i(\vartheta_u)(k)) e^{-\sigma_i(\vartheta_u)(k)}
$$

as well as $\sum_{i=0}^n d\sigma_i = 0$ and $\sum_{i=0}^n \sigma_i = 1$ on $\Delta^n$. Therefore, by subtracting $\tau_u(\vartheta_u \land \omega)$ from
\[
\begin{align*}
\tau_{\mathcal{V}}((u\tilde{d}_{dR} + d\Delta)), & \text{ obtain a formula for } \tau_{\mathcal{V}}(d\Theta, \omega)(a_0, \ldots, a_n) \\
&= - \sum_k \int_M \int_{\Delta^k} \omega(k) \wedge \left( \int_{\Delta^n} \text{tr}(\nabla_u^k(a_0)e^{-\sigma_0(\theta_u)(k)} \cdots e^{-\sigma_n(\theta_u)(k)}) d\sigma_1 \cdots d\sigma_n \right) \quad (120) \\
&= - \int_M \int_{\Delta^k} \omega(k) \wedge \left( \int_{\Delta^n} \sum_{i=0}^{n-1} (-1)^{i+1} \text{tr}(a_0 e^{-\sigma_0(\theta_u)(k)} \cdots \nabla^k_u(a_i)e^{-\sigma_i(\theta_u)(k)} \cdots \nabla^k_u(a_{i+1})e^{-\sigma_n(\theta_u)(k)}) \right) \quad (121) \\
&\quad + \left( -1 \right)^n \int_M \int_{\theta(\Delta^k)} \omega(k) \wedge \left( \int_{\Delta^n} \text{tr}(a_0 e^{-\sigma_0(\theta_u)(k)} \nabla^k_u(a_2) \cdots e^{-\sigma_n(\theta_u)(k)}) d\sigma_1 \cdots d\sigma_n \right) \quad (122)
\end{align*}
\]

Next we compute the effect of the algebraic operators. The first term above, \((120)\), is equivalent to \(- (uB)\tau_{\mathcal{V}}(\omega)(a_0, \ldots, a_n)\) as

\[
(uB)\tau_{\mathcal{V}}(\omega)(a_0, \ldots, a_n) = \sum_{i=0}^n (-1)^{i+1} \text{tr}(\nabla_u(\theta_u)(k) \nabla^k_u(a_0)e^{-\sigma_0(\theta_u)(k)} \cdots \nabla^k_u(a_{i-1})e^{-\sigma_{i-1}(\theta_u)(k)} d\sigma_1 \cdots d\sigma_{i-1})
\]

where we have changed variables, performed a partial integration, and then used that \(\sum \sigma_i = 1\). The second term in \(\tau_{\mathcal{V}}(d\Theta, \omega)(a_0, \ldots, a_n)\), \((121)\), is \(- b\tau_{\mathcal{V}}(\omega)(a_0, \ldots, a_n)\) as

\[
b \tau_{\mathcal{V}}(\omega)(a_0, \ldots, a_n) = \sum_{i=0}^{n-1} (-1)^i \tau_{\mathcal{V}}(a_0, \ldots, a_i a_{i+1}, \ldots, a_n) + (-1)^n \tau_{\mathcal{V}}(a_n a_0, a_1, \ldots, a_{n-1})
\]

\[
= \sum_k \int_M \int_{\Delta^k} \omega(k) \wedge \left( \int_{\Delta^n} \text{tr}(\nabla_u^k(a_0 a_1)e^{-\sigma_0(\theta_u)(k)} \nabla^k_u(a_2) \cdots \nabla^k_u(a_{n-1})e^{-\sigma_{n-1}(\theta_u)(k)}) d\sigma_1 \cdots d\sigma_{n-1} \right)
\]
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\[ + \sum_{i=1}^{n-1} (-1)^i \sum_{k} \int_M \int_{\Delta^k} \omega(k) \wedge \left( \int_{\Delta^{n-1}} \left( \text{tr}(a_0 e^{-\sigma_0(\theta_u)(k)}) \nabla^{k}_u(a_1) \ldots e^{-\sigma_{i-1}(\theta_u)(k)} \nabla^{k}_u(a_{i-1}) e^{-\sigma_i(\theta_u)(k)}) \nabla^{k}_u(a_i) e^{-\sigma_{n-1}(\theta_u)(k)}) \text{d}\sigma_1 \ldots \text{d}\sigma_{n-1} \right) \]

\[ + (-1)^n \sum_{k} \int_M \int_{\Delta^k} \omega(k) \wedge \left( \int_{\Delta^{n-1}} \text{tr}(\nabla^{k}_u(a_0) e^{-\sigma_0(\theta_u)(k)}) \nabla^{k}_u(a_1) e^{-\sigma_{n-1}(\theta_u)(k)}) \text{d}\sigma_1 \ldots \text{d}\sigma_{n-1} \right) \]

and because \( \nabla^{k}_u(a_i a_{i+1}) = \nabla^{k}_u(a_i) a_{i+1} + a_i \nabla^{k}_u(a_{i+1}) \) we have

\[ = \sum_{k} \int_M \int_{\Delta^k} \omega(k) \wedge \left( \int_{\Delta^{n-1}} \text{tr}(\nabla^{k}_u(a_0) a_1 e^{-\sigma_0(\theta_u)(k)}) \nabla^{k}_u(a_2) \ldots \right) \]

\[ \ldots \nabla^{k}_u(a_n) e^{-\sigma_{n-1}(\theta_u)(k)}) \text{d}\sigma_1 \ldots \text{d}\sigma_{n-1} \right) \]

\[ + \sum_{i=1}^{n-1} (-1)^i \sum_{k} \int_M \int_{\Delta^k} \omega(k) \wedge \left( \int_{\Delta^{n-1}} \text{tr}(a_0 e^{-\sigma_0(\theta_u)(k)}) \nabla^{k}_u(a_1) \ldots \right) \]

\[ e^{-\sigma_{i-1}(\theta_u)(k)} \nabla^{k}_u(a_{i-1}) e^{-\sigma_i(\theta_u)(k)}) \nabla^{k}_u(a_{i}) e^{-\sigma_{n-1}(\theta_u)(k)}) \text{d}\sigma_1 \ldots \text{d}\sigma_{n-1} \right) \]

\[ + (-1)^n \sum_{k} \int_M \int_{\Delta^k} \omega(k) \wedge \left( \int_{\Delta^{n-1}} \text{tr}(\nabla^{k}_u(a_0) a_0 e^{-\sigma_0(\theta_u)(k)}) \nabla^{k}_u(a_1) \ldots \right) \]

\[ \ldots \nabla^{k}_u(a_{n}) e^{-\sigma_{n-1}(\theta_u)(k)}) \text{d}\sigma_1 \ldots \text{d}\sigma_{n-1} \right) \]

and by combining terms as well as commuting terms in the trace of the last two terms

\[ = \sum_{i=1}^{n} (-1)^{i-1} \sum_{k} \int_M \int_{\Delta^k} \omega(k) \wedge \left( \int_{\Delta^{n-1}} \text{tr}(a_0 e^{-\sigma_0(\theta_u)(k)}) \nabla^{k}_u(a_1) \ldots \right) \]

\[ e^{-\sigma_{i-2}(\theta_u)(k)} \nabla^{k}_u(a_{i-1}) e^{-\sigma_{i-1}(\theta_u)(k)}) \nabla^{k}_u(a_{i}) \ldots \]

\[ \ldots \nabla^{k}_u(a_{n}) e^{-\sigma_{n-1}(\theta_u)(k)}) \text{d}\sigma_1 \ldots \text{d}\sigma_{n-1} \right) \]

As \([a_i, \cdot]\) is a derivation, we can use the integration formula of \[21\], Equation 7.2, to obtain

\[ [a_i, e^{-\sigma_i(\theta_u)(k)}] = \int_0^1 e^{-(1-\sigma)\sigma_i(\theta_u)(k)} [a_i, -\sigma_i(\theta_u)(k)] e^{-\sigma \sigma_i(\theta_u)(k)} d\sigma \]

\[ = \sigma_i \int_0^1 e^{-(1-\sigma)\sigma_i(\theta_u)(k)} [\sigma_i(\theta_u)(k), a_i] e^{-\sigma \sigma_i(\theta_u)(k)} d\sigma \]
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so that we have
\[
\begin{align*}
&= \sum_{i=1}^{n} (-1)^{i-1} \sum_{k} \int_{M} \int_{\Delta_{k}} \omega(k) \wedge \left( \int_{\Delta_{n-1}} \int_{0}^{1} \sigma_{i} \text{tr}(a_{0}e^{-\sigma_{0}(\vartheta_{u})_{i}^{(k)}}) \nabla_{u}^k(a_{1}) \cdots \right. \\
& \quad \left. \cdots e^{-\sigma_{n-2}(\vartheta_{u})_{i}^{(k)}} \nabla_{u}^k(a_{n-1}) e^{-(1-\sigma_{n})\sigma_{n}(\vartheta_{u})_{i}^{(k)}} (\ell_{\vartheta_{u}}(k), a_{i}) e^{-\sigma_{n}(\vartheta_{u})_{i}^{(k)}} \nabla_{u}^k(a_{n}) \cdots \\
& \quad \left. \cdots \nabla_{u}^k(a_{n}) e^{-\sigma_{n-1}(\vartheta_{u})_{i}^{(k)}} d\sigma_{1} \cdots d\sigma_{n-1} \right)
\end{align*}
\]

Now by the change of variables in the \(i\)-th term, \((1-\sigma)\sigma_{i} = \sigma'_{i-1}\) and \(\sigma'_{i} = \sigma_{i-1}\sigma\) (as well as \(\sigma_{0} = \sigma'_{0}, \ldots, \sigma_{i-2} = \sigma'_{i-2}\) and \(\sigma_{i} = \sigma'_{i+1}, \ldots, \sigma_{n-1} = \sigma'_{n}\)) we have \(\sigma_{i-1} = \sigma'_{i-1} + \sigma'_{i}\), and in fact \(\sigma'_{0} + \cdots + \sigma'_{n} = 1\) and \(d\sigma'_{0} + \cdots + d\sigma'_{n} = 0\), i.e. barycentric coordinates on \(\Delta^{n}\). So with this change of variables the above expression is equivalent to \([\underline{121}]\).

The third term in \(\tau_{\nu}(d\theta_{\omega}), \underline{122}\), equals \(\delta'_{1}\tau_{\nu}(\omega)(a_{0}, \ldots, a_{n})\) because \(\{\vartheta_{(k)}\}\) and \(\{\omega_{(k)}\}\) are simplicial forms. In particular, if we define Cartesian coordinates on \(\Delta^{k}\) by \(t_{1}, \ldots, t_{k}\) then the restriction of \(\vartheta_{(k)}\) to the face \(t_{i} = 0\) is a form on \(\Delta^{k-1}\) given by
\[
\vartheta_{(k)}(g_{1}, \ldots, g_{k})|_{t_{i}=0} = \vartheta_{(k-1)}(g_{1}, \ldots, g_{i}g_{i+1}, \ldots, g_{k})
\]
for \(1 \leq i \leq k - 1\) and
\[
\vartheta_{(k)}(g_{1}, \ldots, g_{k})|_{t_{k}=0} = \vartheta_{(k-1)}(g_{1}, \ldots, g_{k-1})
\]
The restriction to the face \(\sum_{i=1}^{k} t_{i} = 1\) is a form on \(\Delta^{k-1}\) given by
\[
\vartheta_{(k)}(g_{1}, \ldots, g_{k})|_{\sum_{i=1}^{k} t_{i}=1} = \vartheta_{(k-1)}(g_{2}, \ldots, g_{k})^{g_{1}}
\]
as shown in Theorem \([\underline{113}]\). Hence the corresponding identities hold for \(\vartheta_{u}\). We also have the same sort of identities for \(\omega_{(k)}\) because \(\{\omega_{(k)}\}\) is a simplicial form. In addition \(\nabla^{k}(g_{1}, \ldots, g_{k})\) satisfies the following identities for \(1 \leq i \leq k - 1\)
\[
\nabla^{k}(g_{1}, \ldots, g_{k})|_{t_{i}=0} = \nabla^{k} + t_{1}A(g_{1}) + \cdots + t_{i-1}A(g_{1} \cdots g_{i-1}) + t_{i+1}A(g_{1} \cdots g_{i+1}) + \cdots + t_{k}A(g_{1} \cdots g_{k})
\]
\[
= \nabla^{k-1}(g_{1}, \ldots, g_{i}g_{i+1}, \ldots, g_{k})
\]
with a change of variables. Similarly \(\nabla^{k}(g_{1}, \ldots, g_{k})|_{t_{k}=0} = \nabla^{k-1}(g_{1}, \ldots, g_{k-1})\). Furthermore,
\[
\nabla^{k}(g_{1}, \ldots, g_{k})|_{\sum_{i=1}^{k} t_{i}=1} = \nabla^{k} + A(g_{1}) + t_{2}(A(g_{1}g_{2}) - A(g_{1})) + \cdots + t_{k}(A(g_{1} \cdots g_{k}) - A(g_{1}))
\]
\[
= \varphi_{g_{1}}^{*}(\nabla^{E} + 1 + \nabla_{g}) + t_{2}(\alpha(g_{1}g_{2}) + \varphi_{g_{1}}^{*}A(g_{2})^{g_{1}}) + \cdots + t_{k}(\alpha(g_{1} \cdots g_{k}) + \varphi_{g_{1}}^{*}A(g_{2} \cdots g_{k}))
\]
\[
= \varphi_{g_{1}}^{*}(\nabla^{E} + t_{2}A(g_{2}) + \cdots + t_{k}A(g_{2} \cdots g_{k}))^{g_{1}}
\]
\[
= \nabla^{k-1}(g_{2}, \ldots, g_{k})^{g_{1}}
\]
by Lemma \([\underline{134}]\) and the definition of \(A(g_{1})\). Since \(\nabla^{g} + t_{2}(\alpha(g_{1}g_{2}) + \cdots + t_{k}(\alpha(g_{1} \cdots g_{k})\) is scalar-valued,
\[
[\nabla^{k-1}(g_{2}, \ldots, g_{k})^{g_{1}} + \varphi_{g_{1}}^{*}\nabla^{g} + s\alpha(g_{1}g_{2}) + \cdots + t_{k}(\alpha(g_{1} \cdots g_{k})] = [\nabla^{k-1}(g_{2}, \ldots, g_{k})^{g_{1}}, \eta]
\]
for any \(\eta \in C_{c}^{\infty}(M, \text{End} \mathcal{E})\). The corresponding identities hold for \(\nabla_{u}^{k}\) as well.

Taking orientation into account we may write
\[
\vartheta(\Delta^{k}) = \Delta^{k}|_{\sum_{i=1}^{k} t_{i}=1} - \Delta^{k}|_{t_{1}=0} + \Delta^{k}|_{t_{2}=0} + \cdots + (-1)^{k+1}\Delta^{k}|_{t_{k}=0}
\]
where a negative sign denotes the orientation opposite the orientation induced by $\Delta^k$. With this the third term of $\tau\nu(d_{\partial_u}\omega)(a_0, \ldots, a_n)$, may be written

\[
(-1)^n \sum_k \int_M \int_{\Delta^k | \sum_i = 1} \omega(k) \wedge \left( \int_{\Delta^n} \text{tr}(a_0 e^{-\sigma_0(\partial_u)(k)} \nabla^k_u(a_1) \cdots e^{-\sigma_n(\partial_u)(k)})d\sigma_1 \cdots d\sigma_n \right)
+ (-1)^n \sum_{i=1}^{k-1} (-1)^i \int_M \int_{\Delta^k | \sum_i = 0} \omega(k) \wedge \left( \int_{\Delta^n} \text{tr}(a_0 e^{-\sigma_0(\partial_u)(k)} \cdots e^{-\sigma_n(\partial_u)(k)})d\sigma_1 \cdots d\sigma_n \right)
+ (-1)^n(-1)^k \int_M \int_{\Delta^k | \sum_i = 1} \omega(k-1)(g_1, \ldots, g_{k-1}) \wedge \left( \int_{\Delta^n} \text{tr}(a_0 e^{-\sigma_0(\partial_u)(k-1)(g_1, \ldots, g_{k-1})} \nabla^k_u(g_1, \ldots, g_{k-1}))d\sigma_1 \cdots d\sigma_n \right)
\]

And evaluation on $g_1, \ldots, g_k$ gives

\[
(-1)^n \sum_k \int_M \int_{\Delta^k} \omega(k-1)(g_2, \ldots, g_k)g_1 \wedge \left( \int_{\Delta^n} \text{tr}(a_0 e^{-\sigma_0(\partial_u)(k-1)(g_2, \ldots, g_k)})g_1 \right)
+ (-1)^n \sum_{i=1}^{k-1} (-1)^i \int_M \int_{\Delta^k} \omega(k-1)(g_1, \ldots, g_{i+1}, \ldots, g_k) \wedge \left( \int_{\Delta^n} \text{tr}(a_0 e^{-\sigma_0(\partial_u)(k-1)(g_1, \ldots, g_{i+1}, \ldots, g_k)}) \nabla^{k-1}_u(g_1, \ldots, g_{i+1}, \ldots, g_k)(a_1) \cdots e^{-\sigma_n(\partial_u)(k-1)(g_1, \ldots, g_{i+1}, \ldots, g_k)})d\sigma_1 \cdots d\sigma_n \right)
+ (-1)^n(-1)^k \int_M \int_{\Delta^k} \omega(k-1)(g_1, \ldots, g_{k-1}) \wedge \left( \int_{\Delta^n} \text{tr}(a_0 e^{-\sigma_0(\partial_u)(k-1)(g_1, \ldots, g_{k-1})})(a_1) \cdots e^{-\sigma_n(\partial_u)(k-1)(g_1, \ldots, g_{k-1})})d\sigma_1 \cdots d\sigma_n \right)
\]

\[
= (-1)^n \tau\nu(\omega)(g_2, \ldots, g_k)g_1(a_0, \ldots, a_n)
+ (-1)^n \sum_{i=1}^{k-1} \tau\nu(\omega)(g_1, \ldots, g_{i+1}, \ldots, g_k)(a_0, \ldots, a_n)
+ (-1)^n(-1)^k \tau\nu(\omega)(g_1, \ldots, g_{k-1})(a_0, \ldots, a_n)
\]

This proves that $\tau\nu \circ d_{\phi_a} = (-b + uB + \delta_{\Gamma'}) \circ \tau\nu$. \hfill \Box

### 5.3 Algebraic morphisms

Now we will need a different cochain complex computing group cohomology. For a discrete group $\Gamma$ and a $\Gamma$-module $K$, let $\tilde{C}^n(\Gamma, K)$ denote the space of homogenous $n$-cochains of $\Gamma$ with values in $K$. This is the space of degree $n + 1$ $\Gamma$-cochains, i.e. the space of maps $\Gamma^{n+1} \rightarrow K$, that satisfy the condition

\[
gf(g_0, \ldots, g_n) = f(gg_0, \ldots, gg_n).
\]

For any $f \in \tilde{C}^n(\Gamma, K)$ define $\tilde{\delta}_\Gamma : \tilde{C}^n(\Gamma, K) \rightarrow \tilde{C}^{n+1}(\Gamma, K)$ by

\[
(\tilde{\delta}_\Gamma f)(g_0, \ldots, g_n) = \sum_{i=0}^n (-1)^i f(g_0, \ldots, \hat{g}_i, \ldots, g_n)
\]

(123)

and let $\tilde{\delta}_\Gamma = (-1)^n \tilde{\delta}_\Gamma$. There is a bijection from $C^n(\Gamma, K) \rightarrow \tilde{C}^n(\Gamma, K)$ given by $f \mapsto \tilde{f}$ where $\tilde{f}$ is defined by

\[
\tilde{f}(g_0, \ldots, g_n) = f(g_0^{-1}g_1, (g_0g_1)^{-1}g_2, \ldots, (g_0 \cdots g_{n-1})^{-1}g_n)
\]

(124)
for any \( f \in C^n(\Gamma, K) \) and \( g_0, \ldots, g_n \in \Gamma \). The complex \((\tilde{C}(\Gamma, K), \tilde{\delta}_\Gamma)\) also computes group cohomology.

**Proposition 5.6.** The above bijection induces a map

\[
\Psi_0 : (C^\bullet(\Gamma, CC^\bullet(\Gamma_c^\infty(\End E)))[u^{-1}, u]), b + uB + \delta_\Gamma')
\rightarrow (\tilde{C}^\bullet(\Gamma, CC^\bullet(\Gamma_c^\infty(\End E)))[u^{-1}, u]), b + uB + \tilde{\delta}_\Gamma)
\]  

(125)

by the formula

\[
\Psi_0(c)(g_0, \ldots, g_n) = c(g_0^{-1}g_1, (g_0g_2)^{-1}g_2, \ldots, (g_0 \cdots g_{n-1})^{-1}g_n)
\]  

(126)

for any \( c \in C^\bullet(\Gamma, CC^\bullet(\Gamma_c^\infty(\End E)))[u^{-1}, u])\).

**Lemma 5.7.** There is a contracting homotopy

\[
h : (\tilde{C}^k(\Gamma, CC^n(\Gamma_c^\infty(\End E)))[u^{-1}, u]), \tilde{\delta}_\Gamma, (-1)^k(b + uB)
\rightarrow (\tilde{C}^{k-1}(\Gamma, CC^n(\Gamma_c^\infty(\End E)))[u^{-1}, u], \tilde{\delta}_\Gamma, (-1)^k(b + uB))
\]  

Proof. First we will define a map \( \gamma : \Gamma_c^\infty(\End E)^{\otimes n} \rightarrow \mathbb{C}\Gamma \) by

\[
\gamma : E_{g_0, g_1}(a_0) \otimes E_{g_1, g_2}(a_1) \otimes \cdots \otimes E_{g_n, g_0}(a_n) \mapsto g_0
\]  

(127)

where \( E_{g_i, g_{i+1}}(a_i), E_{g_n, g_0}(a_n) \in \Gamma_c^\infty(\End E) \) for \( 0 \leq i \leq n - 1 \). Note that by multilinearity,

\[
\gamma(E_{g_0, g_1}(a_0) + E_{g_0, g_1}(a'_0), E_{g_1, g_2}(a_1), \ldots, E_{g_n, g_0}(a_n) + E_{g_n, g_0}(a'_n)) = g_0 + g'_0.
\]  

(128)

Furthermore, the map \( \gamma \) is equivariant:

\[
\gamma(g \cdot (E_{g_0, g_1}(a_0) \otimes \cdots \otimes E_{g_n, g_0}(a_n))) = \gamma(E_{gg_0, gg_1}(a_0^g) \otimes \cdots \otimes E_{gg_n, gg_0}(a_n^g)) = g g_0 = \gamma(E_{g_0, g_1}(a_0) \otimes \cdots \otimes E_{g_n, g_0}(a_n))
\]

Then we can define a map

\[
h : \tilde{C}^{k+1}(\Gamma, CC^n(\Gamma_c^\infty(\End E))) \rightarrow \tilde{C}^k(\Gamma, CC^n(\Gamma_c^\infty(\End E)))
\]  

(129)

by

\[
(h \varphi)(g_0, \ldots, g_k)(s) = (-1)^k \varphi(g_0, \ldots, g_k, \gamma(s)) (s)
\]  

(130)

for any \( s \in \Gamma_c^\infty(\End E)^{\otimes n} \).

The map \( h \) is a contracting homotopy for group cochains as we have

\[
(\tilde{\delta}_\Gamma h) f(g_0, \ldots, g_k) = \sum_{i=0}^k (-1)^i (h f)(g_0, \ldots, \hat{g}_i, \ldots, g_k)(s)
\]

\[
= (-1)^{k-1} \sum_{i=0}^k (-1)^i f(g_0, \ldots, \hat{g}_i, \ldots, g_k, \gamma(s)) (s)
\]

\[
(h \tilde{\delta}_\Gamma) f(g_0, \ldots, g_k) = (-1)^k (\tilde{\delta}_\Gamma f)(g_0, \ldots, g_k, \gamma(s)) (s)
\]

\[
= (-1)^k \sum_{i=0}^k (-1)^i f(g_0, \ldots, \hat{g}_i, \ldots, g_k, \gamma(s)) (s)
\]

\[
+ (-1)^{k+(k+1)} f(g_0, \ldots, g_k)(s)
\]

so that

\[
(\tilde{\delta}_\Gamma h + h \tilde{\delta}_\Gamma) = 1
\]  

(131)

is the identity operator. □
Theorem 5.8. Given a gerbe datum \((L, \mu, \nabla)\) on \(M \times \Gamma\) and an \((L, \mu, \nabla)\)-twisted vector bundle with connection \((\mathcal{E}, \varphi, \nabla^\mathcal{E})\), there is a morphism

\[
\Psi_1 : (\tilde{C}^\bullet(\Gamma, CC^\bullet(\Gamma_c^\infty(\text{End} \mathcal{E}))[u^{-1}, u]), b + uB + \bar{\delta}_1) \longrightarrow (CC^\bullet(\Gamma_c^\infty(\text{End} \mathcal{E}))[u^{-1}, u], b + uB)^\Gamma
\]

from the complex of cochains on \(\Gamma\) taking values in the periodic cyclic complex of \(\Gamma_c^\infty(\text{End} \mathcal{E})\) to the periodic cyclic complex of \(\Gamma\)-invariant cochains on \(\Gamma_c^\infty(\text{End} \mathcal{E})\).

Proof. Now we will view

\[
(\tilde{C}^\bullet(\Gamma, CC^\bullet(\Gamma_c^\infty(\text{End} \mathcal{E}))[u^{-1}, u]), b + uB + \bar{\delta}_1)
\]

as a bicomplex

\[
(\tilde{C}^k(\Gamma, CC^m(\Gamma_c^\infty(\text{End} \mathcal{E}))[u^{-1}, u]), \bar{\delta}_1, (-1)^k(b + uB))
\]

with horizontal differential \(\bar{\delta}_1\) and vertical differential \(b + uB\). More explicitly this is done via a morphism

\[
\Psi_{1/2} : (\tilde{C}^\bullet(\Gamma, CC^\bullet(\Gamma_c^\infty(\text{End} \mathcal{E}))[u^{-1}, u]), b + uB + \bar{\delta}_1) \longrightarrow (\tilde{C}^k(\Gamma, CC^m(\Gamma_c^\infty(\text{End} \mathcal{E}))[u^{-1}, u]), \bar{\delta}_1, (-1)^k(b + uB))
\]

which is defined by exchanging the vertical and horizontal differentials and making the appropriate sign adjustments \(\delta' \mapsto \delta_1\) and \((b + uB) \mapsto (-1)^k(b + uB)\).

Since the map \(h\) is a contracting homotopy for the rows of this bicomplex, i.e. the rows of the augmented double complex are exact, the cohomology of the bicomplex is the cohomology of the initial column. As described in \cite{2} in the case of the Čech-de Rham complex, an explicit morphism

\[
\Psi_k : (\tilde{C}^k(\Gamma, CC^m(\Gamma_c^\infty(\text{End} \mathcal{E}))[u^{-1}, u]), \bar{\delta}_1, (-1)^k(b + uB)) \longrightarrow (CC^{m+k}(\Gamma_c^\infty(\text{End} \mathcal{E}))[u^{-1}, u], b + uB)^\Gamma
\]

is given by the formula

\[
\Psi_k(c) = (-b + uB)c - h((-b + uB)c) - h((-b + uB)c)h^{-1}(\bar{\delta}_1 c).
\]

For cochains in column \(k\) denote \(D = (-1)^k(b + uB)\) for the sake of brevity. Then this formula is

\[
\Psi_k(c) = (-Dh)c - h(-Dh)c = h(-Dh)c.
\]

Then let \(\Psi_1 = \sum_k \Psi_k\). We will also denote \(\Psi_1 \circ \Psi_{1/2}\) merely by \(\Psi_1\), as in the theorem statement.

We can see immediately that if \(c\) is a group \(k\)-cochain then

\[
\Psi_1(c) \in C^0(\Gamma, CC^{m+k}(\Gamma_c^\infty(\text{End} \mathcal{E}))[u^{-1}, u])
\]

because

\[
(Dh) : C^i(\Gamma, CC^j(\Gamma_c^\infty(\text{End} \mathcal{E}))[u^{-1}, u]) \longrightarrow C^{i+1}(\Gamma, CC^{j+1}(\Gamma_c^\infty(\text{End} \mathcal{E}))[u^{-1}, u]).
\]

At this point let us recount a lemma from \cite{2}.

Lemma 5.9. For \(i \geq 1\)

\[
\bar{\delta}_1(Dh)^i = (Dh)^i\bar{\delta}_1 - (Dh)^{i-1}D
\]

Proof of lemma. Since \(\bar{\delta}_1\) anticommutes with \(D\) and \(\bar{\delta}_1^2 = 1\),

\[
\bar{\delta}_1(Dh)(Dh)^{i-1} = -D\bar{\delta}_1(h)(Dh)^{i-1} = -(1 - h\bar{\delta}_1)(Dh)^{i-1} = (Dh)^i\bar{\delta}_1(Dh)^{i-1}
\]

35
Therefore we can commute $\tilde{\delta}_\Gamma$ and $(Dh)$ until we reach $(Dh)^i \tilde{\delta}_\Gamma(Dh)$. We obtain the formula by

$$
\tilde{\delta}_\Gamma(Dh)(Dh)^i = (Dh)^i \tilde{\delta}_\Gamma(Dh)
$$

$$
= -(Dh)^i D(1 - h\tilde{\delta}_\Gamma)
$$

$$
= -(Dh)^i D + (Dh)^i \tilde{\delta}_\Gamma
$$

The first step in proving $\Psi_1$ is a morphism is to check that $\Psi_1(c)$ does in fact land in the complex of $\Gamma$-invariant cyclic cochains $CC^{n+k}(\Gamma^\infty_{\mathcal{E}}(\End \mathcal{E})[u^{-1}, u], b + u B)^\Gamma$. To check this we compute $\tilde{\delta}_\Gamma \Psi_1(\alpha)$. By the above lemma

$$
\tilde{\delta}_\Gamma \Psi_1^k(c) = \tilde{\delta}_\Gamma (-Dh)^k c - \tilde{\delta}_\Gamma h(-Dh)^{k-1} Dc - \tilde{\delta}_\Gamma h(-Dh)^k \tilde{\delta}_\Gamma c
$$

$$
= (-Dh)^k \tilde{\delta}_\Gamma c + (-Dh)^{k-1} Dc - \tilde{\delta}_\Gamma h(-Dh)^{k-1} Dc - \tilde{\delta}_\Gamma h(-Dh)^k \tilde{\delta}_\Gamma c
$$

$$
= (1 - \tilde{\delta}_\Gamma h)(-Dh)^k \tilde{\delta}_\Gamma c + (1 - \tilde{\delta}_\Gamma h)(-Dh)^k Dc
$$

$$
= (1 - \tilde{\delta}_\Gamma h)(-Dh)^{k-1} (Dh \tilde{\delta}_\Gamma + D)c
$$

$$
= (h \tilde{\delta}_\Gamma)(-Dh)^{k-1} (D(\tilde{\delta}_\Gamma h)c
$$

and by applying the lemma again

$$
= h((-Dh)^{k-1} \tilde{\delta}_\Gamma + (-Dh)^{k-2} D)(\tilde{\delta}_\Gamma h)c
$$

$$
= h((-Dh)^{k-1} \tilde{\delta}_\Gamma (D(\tilde{\delta}_\Gamma h)c + h(-Dh)^{k-2} D)(\tilde{\delta}_\Gamma h)c
$$

$$
= 0
$$

by $D^2 = 0$ and $(\tilde{\delta}_\Gamma)^2 = 0$ as well as commuting $D$ and $\tilde{\delta}_\Gamma$. The cases $\tilde{\delta}_\Gamma \Psi_1^k(c) = 0$ and $\tilde{\delta}_\Gamma \Psi_1^k(c) = 0$ are straightforward. Since $\tilde{\delta}_\Gamma \Psi_1(c) = 0$ we see that $\Psi_1(c)$ is $\Gamma$-invariant.

Further, the boundary operators commute with $\Psi_1$. For any $c \in C^k(\Gamma, CC^n(\Gamma^\infty_{\mathcal{E}}(\End \mathcal{E})[u^{-1}, u])$

$$
\Psi_1((\tilde{\delta}_\Gamma + D)c) = \Psi_1^k(Dc) + \Psi_1^{k+1}(\tilde{\delta}_\Gamma c)
$$

$$
= (-Dh)^k(Dc) - \tilde{\delta}_\Gamma h(-Dh)^k Dc - h(-Dh)^k \tilde{\delta}_\Gamma(Dc)
$$

$$
+ (-Dh)^{k+1}(\tilde{\delta}_\Gamma c) - h(-Dh)^k D(\tilde{\delta}_\Gamma c) - h(-Dh)^k \tilde{\delta}_\Gamma(\tilde{\delta}_\Gamma c)
$$

which, by the commutation relations for the boundary operators,

$$
= (-Dh)^k Dc + (-Dh)^{k+1} \tilde{\delta}_\Gamma c
$$

$$
= -Dh(-Dh)^{k-1} Dc - D(-Dh)^k \tilde{\delta}_\Gamma c
$$

$$
= D((-Dh)^k c - h(-Dh)^k Dc - h(-Dh)^k \tilde{\delta}_\Gamma c)
$$

$$
= D\Psi_1^k(c) = D\Psi_1(c)
$$

Hence $\Psi_1$ is a morphism.

\[\square\]

**Theorem 5.10.** Given a gerbe datum $(L, \mu, \nabla)$ on $M \rtimes \Gamma$ with an $(L, \mu, \nabla)$-twisted vector bundle $(\mathcal{E}, \varphi, \nabla^\mathcal{E})$, there is a morphism

$$
\Psi_2 : CC^\bullet(\Gamma^\infty_{\mathcal{E}}(\End \mathcal{E})[u^{-1}, u], b + u B)^\Gamma \longrightarrow CC^\bullet(C^\infty_{\mathcal{E}}(M \rtimes \Gamma, L)[u^{-1}, u], b + u B)
$$

(132)
defined by the formula

\[ \Psi_2(c)(\tilde{a}_{\gamma_0}, \ldots, \tilde{a}_{\gamma_n}) = c(E_{1, \gamma_0}(\tilde{a}_{\gamma_0}), \ldots, E_{g_0 \cdots g_{n-1}, \gamma_0 \cdots \gamma_n}(a_{\gamma_1}^{g_0 \cdots g_{i-1}}), \ldots, E_{g_0 \cdots g_{n-1}, 1}(a_{\gamma_1}^{g_0 \cdots g_{n-1}})) \]  

(133)

for any \( g_0, \ldots, g_n \in \Gamma \). Here \( c \) is a cochain in \( C^\infty(\Gamma_c^\infty(\text{End} \mathcal{E}))^F \) and \( a_{\gamma_i} \) is a section in \( \Gamma_c^\infty(L_{g_i}) \) for \( 0 \leq i \leq n \), and \( \tilde{a}_{\gamma_i} = (a_{\gamma_i}, \lambda) \) for \( \lambda \in \mathbb{C} \).

Proof. Note that \( E_{1, \gamma_0}(\tilde{a}_{\gamma_0}) = E_{1, \gamma_0}(a_{\gamma_0}) \) in \( \Gamma_c^\infty(\text{End} \mathcal{E}) \). Since \( a \in C^\infty(M \times \Gamma, L) \) may be written \( a = \sum_{g \in \Gamma} a_g \) where \( a_g \in \Gamma_c^\infty(L_{g_1}) \) for \( g \in \Gamma \), it is sufficient to define \( \Psi_2 \) on such sections. Also note that \( (a_g \ast a_g') \in \Gamma_c^\infty(L_{gg'}) \) since

\[
(a_g \ast a_g')(x, h) = \sum_{h_1h_2 = h} a_g(x, h_1) \cdot a_g'(xh_1, h_2)
\]

\[
= a_g(x, g) \cdot a_g'(xg, g')
\]

\[
= \mu_{g, g'}(a_g \otimes a_g')(x, gg').
\]

As the coboundary \( b^n = \sum_{i=1}^n d^n \), we will prove that \( d^i \Psi_2 = \Psi_2 d^i \) for \( 1 \leq i \leq n \). For \( 1 \leq i \leq n \),

\[
(d^i \Psi_2)(c)(\tilde{a}_{\gamma_0}, \ldots, \tilde{a}_{\gamma_{n+1}})
\]

\[
= \Psi_2(c)(\tilde{a}_{\gamma_0}, a_g, a_{g_1}, \ldots, a_{g_{n+1}})
\]

\[
= \Psi_2(c)(\tilde{a}_{\gamma_0}, \mu_{g_1, g_1+1}(a_g \otimes a_{g_1}^{g_1+1}), \ldots, a_{g_{n+1}})
\]

\[
= c(E_{1, g_0}(\tilde{a}_{\gamma_0}), \ldots, E_{g_0 \cdots g_{n-1}, g_0 \cdots g_{n-1}}(a_{g_1}^{g_0 \cdots g_{i-1}}), \ldots, E_{g_0 \cdots g_{n-1}, 1}(a_{g_1}^{g_0 \cdots g_{n-1}}))
\]

\[
= c(E_{1, g_0}(\tilde{a}_{\gamma_0}), \ldots, E_{g_0 \cdots g_{n-1}, g_0 \cdots g_{n-1}}(a_{g_1}^{g_0 \cdots g_{i-1}} \otimes a_{g_1}^{g_0 \cdots g_{n-1}}), \ldots, E_{g_0 \cdots g_{n-1}, 1}(a_{g_1}^{g_0 \cdots g_{n-1}}))
\]

\[
= (d^i \Psi_2)(c)(\tilde{a}_{\gamma_0}, \ldots, a_{g_{n+1}}).
\]

For the case of \( d^0 \Psi_2 = \Psi_2 d^0 \) note that \( \tilde{a}_{\gamma_0} \ast a_{g_1} = a_{g_0} \ast a_{g_1} + \lambda a_{g_1} \)

\[
(d^0 \Psi_2)(c)(\tilde{a}_{\gamma_0}, \ldots, a_{g_{n+1}})
\]

\[
= \Psi_2(c)(\tilde{a}_{\gamma_0} \ast a_{g_1}, \ldots, a_{g_{n+1}})
\]

\[
= \Psi_2(c)(\tilde{a}_{\gamma_0} \ast a_{g_1}, \mu_{g_1, g_1+1}(a_{g_1} \otimes a_{g_1}^{g_1+1}), \ldots, a_{g_{n+1}})
\]

\[
= \Psi_2(c)(\mu_{g_0, g_0}(a_{g_0} \otimes a_{g_0}^{g_0}), a_{g_1}, \ldots, a_{g_{n+1}}) + \Psi_2(c)(\mu_{g_0, g_0}(a_{g_0} \otimes a_{g_0}^{g_0}), a_{g_1}, \ldots, a_{g_{n+1}})
\]

\[
= c(E_{1, g_0}(\mu_{g_0, g_0}(a_{g_0} \otimes a_{g_0}^{g_0})), E_{g_0 g_1, g_0 g_1, g_2}(a_{g_2}^{g_0 g_1}), \ldots, E_{g_0 g_1, g_0 g_1, 1}(a_{g_1}^{g_0 g_1} g_{n+1}^{g_0 g_1}))
\]

\[
+ c(\lambda E_{1, g_1}(a_{g_1}), E_{g_1, g_1, g_2}(a_{g_1}^{g_1}), \ldots, E_{g_0 \cdots g_{n+1}, 1}(a_{g_1}^{g_0 \cdots g_{n+1}}))
\]

\[
= c(E_{1, g_0}(\mu_{g_0, g_0}(a_{g_0} \otimes a_{g_0}^{g_0})), E_{g_0 g_1, g_0 g_1, g_2}(a_{g_2}^{g_0 g_1}), \ldots, E_{g_0 g_1, g_0 g_1, 1}(a_{g_1}^{g_0 g_1} g_{n+1}^{g_0 g_1}))
\]

\[
+ c(\lambda E_{1, g_1}(a_{g_1}), E_{g_1, g_1, g_2}(a_{g_1}^{g_1}), \ldots, E_{g_0 \cdots g_{n+1}, 1}(a_{g_1}^{g_0 \cdots g_{n+1}}))
\]

as the second term is nonzero only if \( g_0 \cdots g_{n+1} = 1 \) and \( g_1 \cdots g_{n+1} = 1 \), i.e. \( g_0 = 1 \)

\[
= c(E_{1, g_0}(a_{g_0}) E_{g_0 g_0 g_1, g_0 g_1}(a_{g_0}^{g_0 g_1}), E_{g_0 g_1, g_0 g_1, g_2}(a_{g_2}^{g_0 g_1}), \ldots, E_{g_0 g_1, g_0 g_1, 1}(a_{g_1}^{g_0 g_1} g_{n+1}^{g_0 g_1}))
\]

\[
+ c(\lambda E_{g_0 g_0 g_1, g_0 g_1}(a_{g_1}^{g_1}), E_{g_0 g_1, g_0 g_1, g_2}(a_{g_2}^{g_0 g_1}), \ldots, E_{g_0 g_1, g_0 g_1, 1}(a_{g_1}^{g_0 g_1} g_{n+1}^{g_0 g_1}))
\]

37
and the extension to $b$ shows that

$$\text{The identity element in } C_\ast = \left(\overline{c}, g, g\right) \left(\overline{\Psi}, \overline{g}\right) \left(\overline{n}, g, g\right) \left(\overline{E}, g, g\right) \left(\overline{0}, g\right) \left(\overline{1}, g\right) \left(\overline{2}, g\right) \left(\overline{3}, g\right), \ldots, \left(\overline{a}, g\right) \left(\overline{b}, g\right) \left(\overline{c}, g\right) \left(\overline{d}, g\right) \left(\overline{e}, g\right) \left(\overline{f}, g\right) \left(\overline{g}, g\right) \left(\overline{h}, g\right) \left(\overline{i}, g\right) \left(\overline{j}, g\right) \left(\overline{k}, g\right) \left(\overline{l}, g\right) \left(\overline{m}, g\right) \left(\overline{n}, g\right) \left(\overline{o}, g\right) \left(\overline{p}, g\right) \left(\overline{q}, g\right) \left(\overline{r}, g\right) \left(\overline{s}, g\right) \left(\overline{t}, g\right) \left(\overline{u}, g\right) \left(\overline{v}, g\right) \left(\overline{w}, g\right) \left(\overline{x}, g\right) \left(\overline{y}, g\right) \left(\overline{z}, g\right) \right)$$

We also have $d^{n+1} \Psi_2 = \Psi_2 d^{n+1}$ as

$$(d^{n+1} \Psi_2)(c)\left(a_{g_0}, \ldots, a_{g_{n+1}}\right) = \Psi_2(c)(a_{g_0}, \ldots, a_{g_{n+1}})$$

and the extension to $\overline{a}_{g_0} = (a_{g_0}, \lambda)$ is not much different from the previous calculation. This shows that $b\Psi_2 = \Psi_2 b$.

Next we show that $B \Psi_2 = \Psi_2 B$. As $B = \sum_i s_i$ we will show that $s_i \Psi_2 = \Psi_2 s_i$ for $0 \leq i \leq n$.

The identity element in $C_\ast(M \times \Gamma, L)$ is $(0, 1)$ where $0$ may be considered as the sum of zero sections $0 : M \rightarrow L_g$ for any $g$, so we consider $0 : M \rightarrow L_1$ below.

$$(\Psi_2 s_i)(c)\left(a_{g_0}, \ldots, a_{g_n}\right) = \left(s_i c\right)\left(\overline{E}_1, g_0, \overline{a}_{g_0}, \ldots, \overline{E}_{g_0 \cdot g_1 \cdot g_2 \cdot g_3 \cdot \ldots \cdot g_n}(a_{g_0 \cdot g_1 \cdot g_2 \cdot g_3 \cdot \ldots \cdot g_n}^{-1}), \ldots, \overline{E}_{g_0 \cdot g_1 \cdot g_2 \cdot g_3 \cdot \ldots \cdot g_{n-1}}(a_{g_0 \cdot g_1 \cdot g_2 \cdot g_3 \cdot \ldots \cdot g_{n-1})^{-1})\right) \left(\overline{E}_1, g_0, \overline{a}_{g_0}, \ldots, \overline{E}_{g_0 \cdot g_1 \cdot g_2 \cdot g_3 \cdot \ldots \cdot g_{n-1}}(a_{g_0 \cdot g_1 \cdot g_2 \cdot g_3 \cdot \ldots \cdot g_{n-1})^{-1})\right) \left(\overline{g_1}, \ldots, g_n\right)$$

Hence $\Psi_2$ is a morphism. $\square$

This completes the proof of the main theorem, Theorem 5.1.
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