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Abstract In this paper we prove that every smooth complete closed complex hypersurface in the open unit ball $B_n$ of $\mathbb{C}^n$ ($n \geq 2$) is a level set of a noncritical holomorphic function on $B_n$ all of whose level sets are complete. This shows that $B_n$ admits a nonsingular holomorphic foliation by smooth complete closed complex hypersurfaces and, what is the main point, that every hypersurface in $B_n$ of this type can be embedded into such a foliation. We establish a more general result in which neither completeness nor smoothness of the given hypersurface is required.
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1. Introduction and results

The question whether there are complete bounded, smoothly immersed, complex submanifolds in a complex Euclidean space was asked by Yang [28, 29] and affirmatively answered by Jones [20] in the late 1970s; he constructed a complete bounded immersed complex disc in $\mathbb{C}^2$, an embedded one in $\mathbb{C}^3$, and a properly embedded one in the ball of $\mathbb{C}^4$. The more difficult version of this problem for embedded submanifolds of low codimension, and in particular for hypersurfaces, has been solved only recently. It was Globovnik [16] who proved that for every $n \geq 2$ the open unit ball $B_n$ of $\mathbb{C}^n$ admits smooth complete closed complex submanifolds of any codimension $q \in \{1, \ldots, n-1\}$, thereby positively settling Yang’s question for embeddings in arbitrary dimension and codimension. Globovnik’s hypersurfaces ($q = 1$) are given implicitly; to be more precise, he constructed a holomorphic function $f : B_n \to \mathbb{C}$ all of whose level sets, most of which are smooth by Sard’s theorem, are complete. This showed that the ball $B_n$ carries a (possibly singular) holomorphic foliation by complete closed complex hypersurfaces, namely, the one formed by the level sets $f^{-1}(c)$ ($c \in \mathbb{C}$) of $f$.

It is on the other hand well known that every divisor in a Stein manifold $X$ with the vanishing second cohomology group $H^2(X; \mathbb{Z}) = 0$ (as, for instance, the ball $B_n$ of $\mathbb{C}^n$) is a principal divisor; in other words, every closed complex hypersurface in $X$ is a level set of a holomorphic function on $X$ (see Serre’s paper [26] from 1953 or Remmert [24, p. 98]). This follows from the fact that a second Cousin problem on a Stein manifold is solvable by holomorphic functions if it is solvable by continuous ones. Much more recently Forstnerič [11, 13] proved that if the given hypersurface is smooth, then it admits a holomorphic defining function on $X$ which is noncritical,
and hence all of its level sets are smooth closed complex hypersurfaces and they form a nonsingular holomorphic foliation of $X$.

Motivated by these seminal results, we prove in this paper that

if a closed complex hypersurface $V$ in the open unit ball $\mathbb{B}_n$ of $\mathbb{C}^n$ ($n \geq 2$) is complete, then it is a level set of a holomorphic function $f: \mathbb{B}_n \to \mathbb{C}$ all of whose level sets $f^{-1}(c)$ ($c \in \mathbb{C}$) are complete; if $V$ is in addition smooth, then the defining function $f$ can be chosen noncritical.

This result establishes a converse to Globevnik’s theorem from [16]. Furthermore, it shows that $\mathbb{B}_n$ admits a nonsingular holomorphic foliation by smooth complete closed complex hypersurfaces and, what is the main point, that every complex hypersurface in $\mathbb{B}_n$ with these properties can be embedded into such a foliation.

We shall obtain the above result as a special case of a more general one in which completeness of the given hypersurface $V$ is not required (Theorem 1.4); in this framework we give a holomorphic defining function for $V$ on $\mathbb{B}_n$ all of whose level sets, except perhaps $V$ itself, are complete. This provides extensions to the aforementioned results by Serre from [26] and Forstnerič from [11, 13] in the case when the Stein manifold is a Euclidean ball, as well as to Globevnik’s one in [16].

Besides, we go considerably further and prove a similar result dealing also with complex submanifolds of higher codimension (Theorem 1.1) and implying that for any $q \in \{1, \ldots, n-1\}$ there is a nonsingular holomorphic submersion foliation (i.e., a foliation formed by the fibres of a holomorphic submersion) of $\mathbb{B}_n$ by smooth complete closed complex submanifolds of codimension $q$ (Corollary 1.2).

Here is a simplified version of the first main result of this paper (Theorem 1.1).

**Theorem 1.1.** Let $n$ and $q$ be integers with $1 \leq q < n$. If $V$ is a smooth closed complex submanifold of pure codimension $q$ in $\mathbb{B}_n$ which is contained in a fibre of a holomorphic submersion from $\mathbb{B}_n$ to $\mathbb{C}^q$, then there is a holomorphic submersion $f: \mathbb{B}_n \to \mathbb{C}^q$ satisfying the following conditions.

(i) $f(z) = 0 \in \mathbb{C}^q$ for all $z \in V$; hence, $V$ is a union of components of $f^{-1}(0)$.

(ii) The fibre $f^{-1}(c) \subset \mathbb{B}_n$ is complete for every $c \in f(\mathbb{B}_n) \setminus \{0\} \subset \mathbb{C}^q$.

(iii) $f^{-1}(0) \setminus V$ is either the empty set or a smooth complete closed complex submanifold of pure codimension $q$ in $\mathbb{B}_n$.

Furthermore, if $V$ is a fibre of a holomorphic submersion from $\mathbb{B}_n$ to $\mathbb{C}^q$, then $f$ can be chosen with $f(z) \neq 0$ for all $z \in \mathbb{B}_n \setminus V$, and hence $f^{-1}(0) = V$.

In particular, the family of components of the fibres $f^{-1}(c)$ ($c \in \mathbb{C}^q$) of the submersion $f$ furnished by the theorem is a nonsingular holomorphic submersion foliation of $\mathbb{B}_n$ by smooth connected closed complex submanifolds of codimension $q$ all which, except perhaps those contained in the given submanifold $V \subset f^{-1}(0)$, are complete. If $V$ is complete, then all the leaves in the foliation are complete.

The assumption in the theorem that $V$ lies in a fibre of a holomorphic submersion from $\mathbb{B}_n$ to $\mathbb{C}^q$ is clearly necessary in view of (i) and cannot be relaxed, hence, Theorem 1.1 applies to all submanifolds of the ball for which its conclusion makes sense. Note that this condition is equivalent to $V$ being a union of connected
components of a fibre of such a submersion. Likewise, the assumption on $V$ in the final assertion of the theorem is also necessary.

There are several constructions of smooth complete closed complex submanifolds in balls, besides the implicit one. Jones’ examples in [20] were obtained by using the BMO duality technique. The first known complete properly embedded complex curves in $\mathbb{B}_2$, due to Alarcón and López [5], were found as holomorphic curves parameterized by open Riemann surfaces by means of a desingularizing argument involving a surgery which does not enable any control on the topology of the examples (this settled the embedded Yang problem for $n = 2$). Moreover, using holomorphic automorphisms of $\mathbb{C}^n$ (see Andersén and Lempert [6] and Forstnerič and Rosay [15]), Alarcón, Globevnik, and López [4] constructed hypersurfaces of this type in $\mathbb{B}_n$ with restricted topology, and Alarcón and Globevnik [3] with arbitrary topology when $n = 2$. Some other construction techniques for submanifolds of high codimension, enabling control even on the complex structure of the examples, can be found in Alarcón and Forstnerič [1] (based on the Riemann-Hilbert boundary value problem) and Drinovec Drnovšek [9] (using holomorphic peak functions). We refer to [12, §4.3] for an up-to-date survey of results in this topic.

Theorem 1.1 furnishes a holomorphic submersion from $\mathbb{B}_n$ to $\mathbb{C}^q$ having a complete fibre. Applying Theorem 1.1 with $V$ contained in such a fibre gives the following.

**Corollary 1.2.** For any pair of integers $n$ and $q$ with $1 \leq q < n$ there is a holomorphic submersion from $\mathbb{B}_n$ to $\mathbb{C}^q$ all of whose fibres are complete. Hence, there is a nonsingular holomorphic submersion foliation of $\mathbb{B}_n$ by smooth complete closed complex submanifolds of pure codimension $q$.

In the special case when $q = 1$, Corollary 1.2 was proved in [16] but without ensuring that the defining function of the foliation be submersive (i.e., noncritical); thus, the foliation of $\mathbb{B}_n$ by complex hypersurfaces may have singularities. No result in this direction is available in the literature when $q > 1$ (even enabling singularities).

Contrary to the intuition that motivated this paper, it turns out that the completeness of $V$ is not required in Theorem 1.1; the connectedness of $V$ is not required, either. Thus, we obtain the following.

**Corollary 1.3.** For any integers $n$, $q$, and $k$ with $1 \leq q < n$ and $k \geq 1$ there is a nonsingular holomorphic submersion foliation of $\mathbb{B}_n$ by smooth connected closed complex submanifolds of codimension $q$ all which, except precisely $k$ among them, are complete.

What is more, Theorem 1.1 implies the more general assertion that every smooth closed complex submanifold $V$ of pure codimension $q$ in $\mathbb{B}_n$ consisting of precisely $k$ components, none of which is complete, can be embedded into a foliation of $\mathbb{B}_n$ as those in the corollary whenever $V$ lies in a fibre of a holomorphic submersion from $\mathbb{B}_n$ to $\mathbb{C}^q$. Corollary 1.3 is the first result of its kind (even for $q = 1$).

At this juncture the reader may be wondering when is a given smooth closed complex submanifold of pure codimension $q$ in $\mathbb{B}_n$ contained in a fibre of a holomorphic submersion from $\mathbb{B}_n$ to $\mathbb{C}^q$ and, more ambitiously, when is it defined by such a submersion. These questions, in general for an arbitrary Stein manifold
in place of the ball, pertain to the classical subject of complete intersections (see e.g. Forster [10] and Schneider [25] for background); we refer to Forstnerič [11, 13] and [14, §8.5 and §9.12-9.16] for a discussion of the state of the art. As we have already mentioned, the latter holds true, for instance, provided that \( q = 1 \) (see [11, Corollary 1.2]); thus, we obtain from Theorem 1.1 that every smooth closed complex hypersurface \( V \) in \( \mathbb{B}_n \) is a level set of a noncritical holomorphic function on \( \mathbb{B}_n \) all of whose level sets, except perhaps \( V \), are complete. Moreover, it is known that every closed complex hypersurface \( V \) (possibly with singularities) in \( \mathbb{B}_n \) admits a defining holomorphic function which is noncritical off the singular set of \( V \) (this holds true on any Stein manifold \( X \) with \( H^2(X; \mathbb{Z}) = 0 \); see [11, Theorem 1.1]). The following extension of the case \( q = 1 \) in Theorem 1.1 is a simplified version of the second main result of this paper (Theorem 1.2).

**Theorem 1.4.** For any closed complex hypersurface \( V \) (possibly with singularities) in \( \mathbb{B}_n \) \((n \geq 2)\) there is a holomorphic function \( f \) on \( \mathbb{B}_n \) with the following properties.

(i) \( f^{-1}(0) = V \); i.e., \( f \) is a defining function for \( V \).

(ii) The critical locus of \( f \) coincides with the singular set of \( V \). In particular, the function \( f \) is noncritical off \( V \).

(iii) The level set \( f^{-1}(c) \subset \mathbb{B}_n \) is complete for every \( c \in f(\mathbb{B}_n) \setminus \{0\} \subset \mathbb{C} \).

It therefore turns out that every closed complex hypersurface \( V \subset \mathbb{B}_n \) is a union of leaves in a holomorphic foliation of \( \mathbb{B}_n \) by connected closed complex hypersurfaces (the family of components of the level sets of the function \( f \) furnished by the theorem) all of which, except perhaps those contained in \( V = f^{-1}(0) \), are smooth and complete. If \( V \) is smooth, then \( f \) is noncritical and thus the foliation is nonsingular. If \( V \) is complete, then all the leaves in the foliation are complete.

The hypersurface \( V \) in Theorem 1.4 is not assumed to be complete, connected, or smooth; the latter is the new feature with respect to Theorem 1.1. On the other hand, comparing Theorem 1.4 with the aforementioned [11, Theorem 1.1], what is new is condition (iii) guaranteeing completeness of all level sets of \( f : \mathbb{B}_n \to \mathbb{C} \), except perhaps \( f^{-1}(0) = V \), and thereby ensuring that every complete closed complex hypersurface (possibly with singularities) in \( \mathbb{B}_n \) is defined by a holomorphic function on \( \mathbb{B}_n \) whose level sets are all complete. In particular, as suggested in the title, every hypersurface of this type (including those with singularities) comes as a leaf in a holomorphic foliation of \( \mathbb{B}_n \) by hypersurfaces of the same sort; moreover, the smooth ones come in nonsingular holomorphic foliations.

Together with the techniques in [18] (a sequel to [16] where Globevnik extended results to pseudoconvex domains), the new methods we develop in this paper enable us to obtain an analogue of Theorem 1.4 in which the role of the ball is played by an arbitrary pseudoconvex domain in \( \mathbb{C}^n \) (see Theorem 5.1). In Section 5 we motivate, state, and prove this result.

**Method of proof.** Theorem 1.4 is proved in Section 3. The proof broadly follows the usual approach in this type of constructions; however, our argument presents some major differences and novelties. We shall provide a holomorphic submersion \( f : \mathbb{B}_n \to \mathbb{C}^q \) satisfying the conclusion of the theorem as the limit of a sequence of holomorphic submersions \( f_j : \mathbb{B}_n \to \mathbb{C}^q \) \((j \in \mathbb{N})\). In order to guarantee that all the
fibres of $f$ are complete, besides the one over $0 \in \mathbb{C}^q$, we shall ensure that each of them is disjoint from a certain "labyrinth" of compact sets in $\mathbb{B}_n$. Several types of labyrinths have been used as a key ingredient in earlier constructions of this type (see [16, 18, 4]): nevertheless, the way we build and use them in this paper is conceptually different from the one of the previous constructions (see Subsec. 2.2). In the available sources one first obtains an infinite labyrinth in $\mathbb{B}_n$ such that every proper path $[0, 1) \to \mathbb{B}_n$ avoiding the labyrinth has infinite length, and after that one constructs a closed complex submanifold in $\mathbb{B}_n$ which is disjoint from this particular labyrinth, hence, it is complete. This strategy does not seem to lead to our goal; on the contrary, our proof requires us to construct the labyrinth and the submersion $f : \mathbb{B}_n \to \mathbb{C}^q$ at the same time in an inductive procedure (see Lemma 3.3). Moreover, our labyrinth is adapted to the given submanifold, $V$, and those components of the labyrinth which intersect it need to be treated in a completely different manner than those which do not. In particular, it is crucial in our method that the components of the labyrinth that meet $V$ may be chosen with arbitrarily small diameter (the diameter of the rest of the components is, however, irrelevant for us).

Very roughly, at each step of the induction we construct a holomorphic submersion $f_j : \mathbb{B}_n \to \mathbb{C}^q$, vanishing everywhere on $V$, and a labyrinth $L_j$, consisting of finitely many compact sets in a spherical shell $R_j \mathbb{B}_n \setminus r_j \mathbb{B}_n \subset \mathbb{C}^n$ ($0 < r_j < R_j < 1$, $\lim_{j \to \infty} r_j = 1$), in such a way that more and more fibres of the limit submersion $f$ avoid the infinite labyrinth $\bigcup_{i \geq j} L_i$ as $j \to \infty$. For that, we ensure that $|f|$ takes big values on the components of $L_j$ which are disjoint from $V$ and small ones on those which are not. At the same time we guarantee that $f^{-1}(0) \setminus V$ does not intersect any $L_j$. The labyrinth $L_j$ depends on both the submersion $f_{j-1}$ obtained in the previous step of the induction and the given submanifold $V$. In order to carry out this program we use in a strong way that the union of the ball $r_j \mathbb{B}_n$ and our finite labyrinth $L_j$ is a polynomially convex compact set in $\mathbb{C}^n$ (see Remark 2.4).

The main tool in the proof is an Oka-Weil-Cartan type theorem for holomorphic submersions from a Stein manifold $X$ to $\mathbb{C}^q$ ($1 \leq q < \dim X$) which was furnished by Forstnerič in [11, 13] (see also [14, §9.12-9.16]). This is another important difference with respect to earlier constructions since, thus far, only the standard Runge approximation for functions has been involved in the analysis of this subject (see [5, 10, 18, 11, 4]). If we are given a smooth closed complex submanifold $V \subset X$ which is defined as the zero fibre of a holomorphic submersion $h : U \to \mathbb{C}^q$ on a neighborhood $U$ of $V$ in $X$, then the mentioned result enables us to approximate $h$ uniformly on holomorphically convex compact subsets by holomorphic submersions $\tilde{h} : X \to \mathbb{C}^q$ with $\tilde{h}(x) = 0 \in \mathbb{C}^q$ for all $x \in V$, provided that there is a $q$-coframe on $X$ agreeing with the differential $dh$ on $U$ (see Subsec. 2.1 for terminology and a precise statement). An additional difficulty in the proof of Theorem 1.1 is, therefore, the need of having at hand suitable $q$-coframes on the ball $\mathbb{B}_n$ at each step in the construction procedure (see Claim 3.4).

The proof of Theorem 1.4 which is similar to the one of Theorem 1.1 is sketched in Section 4.
2. Preliminaries

We denote by $|\cdot|$, dist$(\cdot, \cdot)$, length$(\cdot)$, and diam$(\cdot)$ the Euclidean norm, distance, length, and diameter in $\mathbb{R}^n$ for any $n \in \mathbb{N} = \{1, 2, 3, \ldots\}$; also $\mathbb{Z}^+ = \mathbb{N} \cup \{0\}$. Let $B_n = \{z \in \mathbb{C}^n : |z| < 1\}$ denote the open unit ball in $\mathbb{C}^n$ for $n \geq 2$.

As it is customary, given a set $A$ in a topological space $X$ we denote by $\overline{A}$ and $A$ the topological closure and interior of $A$ in $X$, respectively, and $bA = \overline{A} \setminus A$. If $B \subset X$, then we write $A \subset B$ when $\overline{A} \subset B$. Assume that $X$ is a Stein manifold. We shall say that a function $A \to \mathbb{C}$ is holomorphic if it is holomorphic in an unspecified open set in $X$ containing $A$; we denote by $O(A)$ the algebra of all such functions. A compact set $A \subset X$ is said to be holomorphically convex in $X$ (or, shortly, $O(X)$-convex) if for each $x \in X \setminus A$ there is $f \in O(X)$ with $|f(x)| > \max\{|f(a)| : a \in A\}$; if this is the case, then the Oka-Weil theorem (see [14, Theorem 2.3.1]; see [27, Theorem 1.5.1] for the $X = \mathbb{C}^n$) ensures that every function in $O(A)$ can be approximated uniformly on $A$ by functions in $O(X)$. Holomorphically convex compact sets in $\mathbb{C}^n$ are called polynomially convex; we refer to Stout [27] for a monograph on the subject.

A closed complex submanifold (i.e., embedded, possibly with singularities) $V$ in a domain $\Omega \subset \mathbb{C}^n$ is said to be complete if every proper (divergent) path $\gamma : [0, 1) \to \Omega$ with $\gamma([0, 1)) \subset V$ has infinite Euclidean length. Completeness of $V$ is equivalent to the (possibly singular) Riemannian metric $g$ induced on $V$ by the Euclidean one in $\mathbb{C}^n$ be complete in the classical sense; i.e., every component of $(V, g)$ is a complete metric space meaning that Cauchy sequences are convergent. If $V$ is smooth and complete then, by the Hopf-Rinow theorem, it is also geodesically complete. We refer, for instance, to do Carmo [7] for an introduction to Riemannian geometry.

2.1. An Oka-Weil-Cartan theorem for holomorphic submersions. Let $X$ be a Stein manifold. A holomorphic map $f = (f_1, \ldots, f_q) : X \to \mathbb{C}^q$ is said to be submersive at a point $x \in X$ if its differential $df_x : T_xX \to T_{f(x)}\mathbb{C}^q \cong \mathbb{C}^q$ is surjective; equivalently, if the differentials of the component functions of $f$ at $x$ are linearly independent: $(df_1 \wedge \cdots \wedge df_q)|_x \neq 0$. The map $f$ is said to be a submersion if it is submersive at every point of $X$. If $f : X \to \mathbb{C}^q$ is a holomorphic submersion then the fibres $f^{-1}(c)$ $(c \in \mathbb{C}^q)$ of $f$ form a nonsingular holomorphic foliation of $X$ by smooth closed complex submanifolds of pure codimension $q$.

Following the terminology in [13, p. 148], a $q$-coframe on $X$ is a $q$-tuple of continuous differential $(1, 0)$-forms $\theta = (\theta_1, \ldots, \theta_q)$ on $X$ which are pointwise linearly independent at every point of $X$. It is clear that if $h = (h_1, \ldots, h_q) : X \to \mathbb{C}^q$ is a holomorphic submersion, then the differential $dh = (dh_1, \ldots, dh_q)$ is a $q$-coframe on $X$; in this case $\theta = dh$ is said to be exact holomorphic. In the opposite direction, if $X$ admits a $q$-coframe for some integer $q$ with $1 \leq q < \dim X$, then $X$ carries also a holomorphic submersion to $\mathbb{C}^q$ (see [13, Theorem 2.5]). A compilation of results by Forstnerič from [11, 13] (see also [14, 9.13]), together with inspections of their proofs, gives the following Oka-Weil-Cartan type theorem which will be exploited in the proof of Theorem 1.1 we state it here for later reference.

**Theorem 2.1** (Forstnerič-Oka-Weil-Cartan theorem for submersions). Let $X$ be a Stein manifold, $K \subset X$ be an $O(X)$-convex compact set, and $V \subset X$ be a closed complex subvariety. Also let $q \in \{1, \ldots, \dim X - 1\}$. If there are a $q$-coframe $\theta$ on
$X$ and a holomorphic submersion $h: U \to \mathbb{C}^q$ on a neighborhood $U$ of $K \cup V$ in $X$ such that $h|_V \equiv 0 \in \mathbb{C}^q$ and $\theta|_U = dh$, then for any $\epsilon > 0$ and $s \in \mathbb{N}$ there is a holomorphic submersion $\tilde{h}: X \to \mathbb{C}^q$ such that $|\tilde{h}(x) - h(x)| < \epsilon$ for all $x \in K$, $\tilde{h}|_V \equiv 0 \in \mathbb{C}^q$, and $\tilde{h} - h$ vanishes to order $s$ on $V$.

Furthermore, if in addition $h$ admits a continuous extension to $X$ with $h(x) \neq 0$ for all $x \in X \setminus V$, then $h$ can be chosen with $\tilde{h}^{-1}(0) = V$.

The only novelty in the statement of Theorem 2.1 with respect to the combination of [13] Theorem 2.5 and [11] Theorem 1.3 is that the approximation and the non-vanishing conditions satisfied by $\tilde{h}$ hold true simultaneously. This addition is clearly ensured by an inspection of the proofs in the cited sources.

Since the ball $\mathbb{B}_n \subset \mathbb{C}^n$ is a Stein manifold, Theorem 2.1 applies with $X = \mathbb{B}_n$.

### 2.2. Labyrinths

We shall use the labyrinths of compact sets in spherical shells that were introduced in [4].

**Definition 2.2.** Let $n \geq 2$ be an integer and let $0 < r < R$. We shall say that a compact set $L$ in the spherical shell $\mathbb{R}B_n \setminus r\mathbb{B}_n = \{z \in \mathbb{C}^n: r < |z| < R\}$ is a tangent labyrinth if $L$ has finitely many connected components, $T_1, \ldots, T_k$ ($k \in \mathbb{N}$), and $L$ is the support of a tidy collection of tangent balls in the sense of [4] Def. 1.3 and 1.4]; i.e., $L$ satisfies the following conditions:

- Each $T_j$ is a closed round ball in a real affine hyperplane in $\mathbb{C}^n \equiv \mathbb{R}^{2n}$ which is orthogonal to the position vector of the center $x_j$ of the ball $T_j$.
- If $|x_i| = |x_j|$ for some $\{i, j\} \in \{1, \ldots, k\}$, then the radii of $T_i$ and $T_j$ are equal. If $|x_i| < |x_j|$ for some $\{i, j\} \in \{1, \ldots, k\}$, then $T_i \subset |x_j|\mathbb{B}_n$.

By [4] Lemma 2.4, for any numbers $0 < r < R$ and $\delta > 0$ there is a tangent labyrinth $L$ in $\mathbb{R}B_n \setminus r\mathbb{B}_n$ for which if $\gamma: [0, 1] \to \mathbb{C}^n$ is a path crossing the spherical shell $\mathbb{R}B_n \setminus r\mathbb{B}_n$ from one side to the other and avoiding $L$, then the length of $\gamma$ is greater than $\delta$. An elementary observation (but crucial in our construction) is that there are such tangent labyrinths with the additional property that the diameter of their all components is as small as desired.

**Lemma 2.3.** For any numbers $0 < r < R$, $\delta > 0$, and $\eta > 0$ there is a tangent labyrinth $L$ in $\mathbb{R}B_n \setminus r\mathbb{B}_n$ ($n \geq 2$) satisfying the following conditions.

(i) If $\gamma: [0, 1] \to \mathbb{C}^n$ is a path with $|\gamma(0)| \leq r$, $|\gamma(1)| \geq R$, and $\gamma([0, 1]) \cap L = \emptyset$, then $\text{length}(\gamma) > \delta$.

(ii) $\text{diam}(T) < \eta$ for every connected component $T$ of $L$.

**Proof.** Pick a positive number $R_0$ such that

\[(2.1) \quad r < R_0 < \min \left\{ R, \sqrt{r^2 + \frac{\eta^2}{4}} \right\}.\]

Applying [4] Lemma 2.4 to the spherical shell $R_0\mathbb{B}_n \setminus r\mathbb{B}_n$ and the number $\delta > 0$ we obtain a tangent labyrinth $L$ in $R_0\mathbb{B}_n \setminus r\mathbb{B}_n$ for which condition (i) is satisfied. Since $r < R_0 < R$ and $L$ is a tangent labyrinth in $R_0\mathbb{B}_n \setminus r\mathbb{B}_n$, the compact set $L$ is
also a tangent labyrinth in the larger spherical shell $R\mathbb{B}_n \setminus r\mathbb{B}_n$. On the other hand, since each component $T$ of $L$ is contained in a real affine hyperplane in $\mathbb{R}^{2n} \equiv \mathbb{C}^n$ and $T \subset R_0\mathbb{B}_n \setminus r\mathbb{B}_n$, Pythagoras’ theorem gives

$$\text{diam}(T) < 2\sqrt{R_0^2 - r^2}.$$ 

In view of the second inequality in (2.1), this ensures condition (ii). \qed

It follows from Definition 2.2 that if $T_1, \ldots, T_k$ are the components of a tangent labyrinth $L$ in $R\mathbb{B}_n \setminus r\mathbb{B}_n$, then, up to a relabeling, there are compact (geometrically) convex subsets $C_1 \Subset \cdots \Subset C_k$ in $R\mathbb{B}_n$ satisfying $r\mathbb{B}_n \cup \bigcup_{j=1}^k T_i \subset \hat{C}_j$ for all $j \in \{1, \ldots, k\}$ and $C_j \cap \bigcup_{i=j+1}^k T_i = \emptyset$ for all $j \in \{1, \ldots, k - 1\}$. Recall on the other hand that, by Kallin’s lemma (see [21] or [27, p. 62]) and the Oka-Weil theorem (see [27, Theorem 1.5.1]), if $C$ and $T$ are two disjoint compact convex sets in $\mathbb{C}^n$ and $K \subset C$ is a compact polynomially convex subset, then the union $K \cup T$ is polynomially convex. A straightforward finite recursive application of this fact shows the following property of tangent labyrinths which is pointed out in [2].

**Remark 2.4.** If $L$ is a tangent labyrinth in $R\mathbb{B}_n \setminus r\mathbb{B}_n$ ($0 < r < R$, $n \geq 2$), then the compact set $r\mathbb{B}_n \cup L \subset \mathbb{C}^n$ is polynomially convex.

### 3. Proof of Theorem 1.1

The following more precise version of Theorem 1.1 including approximation, interpolation, and certain control on the growth of the length of divergent curves within a fibre, is the first main result of this paper.

**Theorem 3.1.** Let $n$ and $q$ be integers with $1 \leq q < n$. Let $V$ be a smooth closed complex submanifold of pure codimension $q$ in $\mathbb{B}_n$ and assume that there are a holomorphic submersion $h: U \to \mathbb{C}^q$ on a neighborhood $U$ of $V$ in $\mathbb{B}_n$ and a $q$-coframe $\theta$ on $\mathbb{B}_n$ (see Subsec. 2.7) such that

$$V \subset h^{-1}(0) \quad \text{and} \quad \theta|_U = dh.$$ 

Choose a polynomially convex compact set $K \subset U$ and an increasing sequence $0 < r_1 < R_1 < r_2 < R_2 < \cdots$ with $K \subset r_1\mathbb{B}_n$ and $\lim_{j \to \infty} r_j = 1$. Then, for any number $\epsilon > 0$ and any increasing sequence $0 < \delta_1 < \delta_2 < \cdots$ there is a holomorphic submersion $f: \mathbb{B}_n \to \mathbb{C}^q$ satisfying the following conditions.

i) $f(z) = 0$ for all $z \in V$ and $f$ agrees with $h$ to any given finite order on $V$.

Hence, $V$ is a union of components of the fibre $f^{-1}(0)$ of $0 \in \mathbb{C}^q$ under $f$.

ii) $|f(z) - h(z)| < \epsilon$ for all $z \in K$.

iii) For any $\lambda > 0$ there is $j_\lambda \in \mathbb{N}$ for which if $\gamma: [0, 1] \to \mathbb{B}_n$ is a path such that $|\gamma(0)| \leq r_j$ and $|\gamma(1)| \geq R_j$ for some $j \geq j_\lambda$ and

$$\lambda \leq |f(\gamma(t))| \leq \frac{1}{\lambda} \quad \text{for all} \ t \in [0, 1],$$

then $\text{length}(\gamma) > \delta_j$. In particular, every proper path $[0, 1] \to \mathbb{B}_n$ on which $|f|$ is bounded above and bounded away from zero has infinite length.
iv) If \( f^{-1}(0) \setminus V \neq \emptyset \) and \( \gamma: [0, 1] \to f^{-1}(0) \setminus V \) is a path such that \( |\gamma(0)| \leq r_j \) and \( |\gamma(1)| \geq R_j \) for some \( j \in \mathbb{N} \), then \( \text{length}(\gamma) > \delta_j \). In particular, every proper path \([0, 1) \to B_n\) whose image lies in \( f^{-1}(0) \setminus V \) has infinite length.

Furthermore, if \( h \) admits a continuous extension to \( B_n \) with \( h(z) \neq 0 \in \mathbb{C}^q \) for all \( z \in B_n \setminus V \), then the submersion \( f \) can be chosen with \( f^{-1}(0) = V \).

Concerning the assumptions on the submanifold \( V \) in the theorem recall that, by the Docquier and Grauert tubular neighborhood theorem [8], if \( V \) is a smooth closed complex submanifold of pure codimension \( q \) in \( B_n \), then there are an open neighborhood \( U \) of \( V \) in \( B_n \) and a holomorphic submersion \( h: U \to \mathbb{C}^q \) such that \( V \subset h^{-1}(0) \) if and only if the normal bundle \( N_{V/B_n} = T_{B_n}|_V/TV \) of \( V \) in \( B_n \) is trivial. Together with the additional condition that there is a \( q \)-coframe \( \theta \) on \( B_n \) such that \( \theta|_U = dh \), this implies that \( V \) is a union of connected components of a fibre of a holomorphic submersion from \( B_n \) to \( \mathbb{C}^q \), which is equivalent to the assumption on \( V \) in Theorem [14]. (This remains true with \( B_n \) replaced by any Stein manifold of dimension greater than \( q \); see [13].)

Proof. We begin with the following reduction which, in view of the assumptions on \( h \) and \( \theta \) in (3.1), is ensured by Theorem [2.4].

Claim 3.2. We may assume without loss of generality that \( h \) extends to a holomorphic submersion

\[
f_0: B_n \to \mathbb{C}^q.
\]

In particular, \( f_0^{-1}(0) \cap U = h^{-1}(0) \supset V \). Furthermore, if \( h \) admits a continuous extension to \( B_n \) with \( h(z) \neq 0 \in \mathbb{C}^q \) for all \( z \in B_n \setminus V \), then we may assume in addition that \( f_0(z) \neq 0 \) for all \( z \in B_n \setminus V \) and hence \( f_0^{-1}(0) = V \).

Call \( \epsilon_0 = \epsilon \) and let \( 1 > \lambda_1 > \lambda_2 > \cdots \) be a decreasing sequence of positive numbers with

\[
\lim_{j \to \infty} \lambda_j = 0.
\]

Also set \( L_0 = \emptyset \) and \( O_0 = \emptyset \).

A submersion \( f: B_n \to \mathbb{C}^q \) satisfying the conclusion of the theorem shall be obtained in an inductive way as the limit of a sequence of holomorphic submersions \( f_j: B_n \to \mathbb{C}^q \) \((j \in \mathbb{Z}_+)\); see (3.1). The basis of the induction shall be given by the already fixed submersion \( f_0 \) in (3.2).

The main step in the proof is enclosed in the following lemma.

Lemma 3.3. There is a sequence \( S_j = \{f_j, \epsilon_j, L_j, O_j\} \) \((j \in \mathbb{N})\), where

- \( f_j: B_n \to \mathbb{C}^q \) is a holomorphic submersion,
- \( \epsilon_j > 0 \) is a number,
- \( L_j \) is a tangent labyrinth in \( R_jB_n \setminus r_jB_n \) (see Definition [2.2]), and
- \( O_j \) is an open neighborhood of \( L_j \) in \( R_jB_n \setminus r_jB_n \),

such that the following conditions are satisfied for all \( j \in \mathbb{N} \).
(1) \( |f_j(z) - f_{j-1}(z)| < \epsilon_j \) for all \( z \in r_j B_n \).

(2) \( f_j(z) = 0 \in C^k \) for all \( z \in V \) and \( f_j \) agrees with \( h \) to the given finite order everywhere on \( V \).

(3) If \( f_0^{-1}(0) = V \), then \( f_j(z) \neq 0 \) for all \( z \in B_n \setminus V \).

(4) \( 0 < \epsilon_j < \epsilon_{j-1}/2 \).

(5) If \( \varphi : B_n \rightarrow C^q \) is a holomorphic map such that \( |\varphi(z) - f_{j-1}(z)| < 2\epsilon_j \) for all \( z \in r_j B_n \), then \( \varphi \) is submersive everywhere in \( R_{j-1} B_n \).

(6) If \( \gamma : [0,1] \rightarrow B_n \) is a path such that \( |\gamma(0)| \leq r_j, |\gamma(1)| \geq R_j \), and \( \gamma([0,1]) \cap L_j = \emptyset \), then \( \text{length}(\gamma) \geq \delta_j \).

(7) If \( z \in L_j \), then either \( |f_j(z)| < \lambda_j \) or \( |f_j(z)| > 1/\lambda_j \).

(8) \( f_j^{-1}(0) \cap O_i \setminus V = \emptyset \) for all \( i \in \{0, \ldots, j\} \).

Proof. We proceed by induction. The basis is provided by the already given holomorphic submersion \( f_0 : B_n \rightarrow C^q \), which has been fixed in Claim 3.2 together with \( c_0 = \epsilon \), \( L_0 = \emptyset \), and \( O_0 = \emptyset \). Recall that \( f_0|_U = h \) and if in addition \( h \) extends to a continuous map from \( B_n \) to \( C^q \) not assuming the value \( 0 \in C^q \) on \( B_n \setminus V \), then \( f_0^{-1}(0) = V \). This and the assumptions on \( h \) in the statement of the theorem imply (20). The rest of the conditions, except for (30) which is a tautology and (70) and (80) which trivially hold true, are vacuous for \( j = 0 \).

In order to prove the inductive step fix \( j \in \mathbb{N} \), assume that we already have tuples \( S_i = \{f_i, \epsilon_i, L_i, O_i\} \) for all \( i \in \{0, \ldots, j-1\} \), meeting the corresponding requirements, and let us provide a suitable tuple \( S_j \).

Since \( f_{j-1} : B_n \rightarrow C^q \) is a holomorphic submersion and \( R_{j-1} B_n \subset r_j B_n \) are compact, the Cauchy estimates give a number \( \epsilon_j > 0 \) satisfying (4j) and (5j).

By (2j-1), which is satisfied even when \( j = 1 \), we have that \( f_{j-1}(z) = 0 \in C^q \) for all \( z \in V \). Therefore, since \( f_{j-1} \) is continuous on \( B_n \) and \( R_{j-1} B_n \subset B_n \) is compact, there is a number \( \eta > 0 \) such that

\[
|f_{j-1}(z)| < \lambda_j \quad \text{for all } z \in R_j B_n \text{ with } \text{dist}(z, V) < \eta. \tag{3.4}
\]

Moreover, since \( f_{j-1} : B_n \rightarrow C^q \) is a holomorphic submersion and \( V \subset B_n \) is a smooth complex submanifold of pure codimension \( q \) in \( B_n \), which is contained in \( f_{j-1}^{-1}(0) \), we have that \( V \) is an open subset of \( f_{j-1}^{-1}(0) \). Taking into account that \( V \) is closed in \( B_n \), and hence in \( f_{j-1}^{-1}(0) \), we infer that \( V \) is a union of connected components of the fibre \( f_{j-1}^{-1}(0) \) of \( 0 \in C^q \) under \( f_{j-1} \). Therefore, \( f_{j-1} \) defines \( V \) as a complete intersection on a neighborhood of \( V \) in \( B_n \); i.e., \( V \) is the fibre of 0 under the restriction of \( f_{j-1} \) to a neighborhood of \( V \) in \( B_n \). Thus, by compactness of \( R_j B_n \subset B_n \) and up to passing to a smaller \( \eta > 0 \) if necessary, we also have that

\[
f_{j-1}(z) \neq 0 \quad \text{for all } z \in R_j B_n \setminus V \text{ with } \text{dist}(z, V) < \eta. \tag{3.5}
\]

With the number \( \eta > 0 \) for which (3.4) and (3.5) hold true at hand, we apply Lemma 2.3 in order to obtain a tangent labyrinth \( L_j \) in the spherical shell \( R_j B_n \setminus r_j B_n \), satisfying the following properties.
(A) If \( \gamma: [0,1] \rightarrow \mathbb{B}_n \) is a path such that \( |\gamma(0)| \leq r_j, \ |\gamma(1)| \geq R_j, \) and \( \gamma([0,1]) \cap L_j = \emptyset, \) then length(\( \gamma \)) \( > \eta. \) This is condition (6.1).

(B) The diameter of every connected component of \( L_j \) is smaller than \( \eta. \)

We shall now split the tangent labyrinth \( L_j \) into two pieces. On the one hand, let \( \Lambda_V \) denote the union of all the connected components of \( L_j \) which have nonempty intersection with \( V. \) It turns out, by (B), that \( \text{dist}(z,V) < \eta \) for all \( z \in \Lambda_V; \) hence, in view of (3.4) and (3.5) we have that

\[
0 < \left| f_{j-1}(z) \right| < \lambda_j \quad \text{for all } z \in \Lambda_V \setminus V.
\]

On the other hand, denote by \( \Lambda_0 \) the union of all the connected components of \( L_j \) which are disjoint from \( V: \Lambda_0 = L_j \setminus \Lambda_V. \) Note that either \( \Lambda_V \) or \( \Lambda_0 \) could be empty and, obviously, \( L_j = \Lambda_V \cup \Lambda_0 \) and \( \Lambda_V \cap \Lambda_0 = \emptyset. \)

The next step in the proof consists in suitably deforming \( f_{j-1} \) by means of the Forstneriˇc-Oka-Weil-Cartan theorem for holomorphic submersions (Theorem 2.1). The precise initial objects for this deformation are provided by the following result.

**Claim 3.4.** There are an open neighborhood \( W \) of \( r_j\overline{\mathbb{B}_n} \cup V \cup L_j \) in \( \mathbb{B}_n \) and a holomorphic submersion \( \phi: W \rightarrow \mathbb{C}^q \) satisfying the following conditions.

(a) \( \phi(z) = f_{j-1}(z) \) for all \( z \in r_j\overline{\mathbb{B}_n} \cup V \cup \Lambda_V. \)

(b) \( |\phi(z)| > 1/\lambda_j \) for all \( z \in \Lambda_0. \)

(c) There is a \( q \)-coframe \( \theta_j = (\theta_{j,1}, \ldots, \theta_{j,q}) \) on \( \mathbb{B}_n \) such that \( \theta_j|_W = d\phi. \)

(d) If \( f_{j-1}^{-1}(0) = V, \) then \( \phi \) admits a continuous extension to \( \mathbb{B}_n \) with \( \phi(z) \neq 0 \) for all \( z \in \mathbb{B}_n \setminus V. \)

By the identity principle, condition (a) forces that \( \phi(z) = f_{j-1}(z) \) for all \( z \) in the component of \( W \) containing \( r_j\overline{\mathbb{B}_n} \cup V \cup \Lambda_V. \)

**Proof.** Denote by \( T_1, \ldots, T_k \) (\( k \in \mathbb{N} \)) the connected components of the compact set \( \Lambda_0 \subset R_j\overline{\mathbb{B}_n} \setminus (r_j\overline{\mathbb{B}_n} \cup V \cup \Lambda_V). \) Since \( \Lambda_0 \) is a union of components of the tangent labyrinth \( L_j, \) we have that each set \( T_a \) is a closed round ball in a real affine hyperplane in \( \mathbb{C}^n \equiv \mathbb{R}^{2n} \) which is orthogonal to the position vector of the center of the ball (see Definition 2.2). In particular, each \( T_a \) is homeomorphic to the closed unit ball in the real Euclidean space \( \mathbb{R}^{2n-1}. \) Consider the compact convex sets

\[
T_{a,\sigma} = \{ z \in \mathbb{C}^n : \text{dist}(z,T_a) \leq \sigma \mu \}, \quad a = 1, \ldots, k, \quad \sigma = 1,2,
\]

where \( \mu > 0 \) is so small that the following conditions are satisfied:

(i) \( T_{a,2} \subset R_j\overline{\mathbb{B}_n} \setminus (r_j\overline{\mathbb{B}_n} \cup V \cup \Lambda_V) \) for all \( a \in \{1, \ldots, k\}. \)

(ii) The sets \( T_{1,2}, \ldots, T_{k,2} \) are pairwise disjoint.

A number \( \mu > 0 \) with these properties exists since the set \( \Lambda_0 \subset R_j\overline{\mathbb{B}_n} \setminus r_j\overline{\mathbb{B}_n} \) is compact and has finitely many connected components; take also into account that \( V \) is closed in \( \mathbb{B}_n, \) \( \Lambda_V \) is compact, and \( \Lambda_0 \cap (V \cup \Lambda_V) = \emptyset. \)
Obviously, $T_{a,1} \subset \hat{T}_{a,2}$ for all $a \in \{1, \ldots, k\}$. Set

$$
\Delta_\sigma = \bigcup_{a=1}^k T_{a,\sigma}, \quad \sigma = 1, 2,
$$

and note that (i) ensures that

$$(3.7) \quad (r_j \mathbb{B}_n \cup V \cup \Lambda_V) \cap \Delta_2 = \emptyset.$$  

Set

$$(3.8) \quad W = (\mathbb{B}_n \setminus \Delta_2) \cup \hat{\Delta}_1 = \mathbb{B}_n \setminus \bigcup_{a=1}^k (T_{a,2} \setminus \hat{T}_{a,1})$$

and observe that $W$ is an open neighborhood of $r_j \mathbb{B}_n \cup V \cup L_j$ in $\mathbb{B}_n$. Indeed, taking into account (3.7), (ii), and the closeness of $\Delta_2$ in $\mathbb{B}_n$ we infer that $\mathbb{B}_n \setminus \Delta_2$ is a connected open neighborhood of $r_j \mathbb{B}_n \cup V \cup \Lambda_V$. On the other hand, we have

$$(3.9) \quad \Lambda_0 \subset \hat{\Delta}_1,$$

and hence $\Delta_1$ is an open neighborhood of $\Lambda_0$. Since $L_j = \Lambda_V \cup \Lambda_0$, this shows that $W$ is an open neighborhood of $r_j \mathbb{B}_n \cup V \cup L_j$, as claimed.

We distinguish cases.

**Case 1.** Suppose that $f_{j-1}^{-1}(0) \setminus V \neq \emptyset$. Choose $w_0 \in \mathbb{C}^q$ such that

$$(3.10) \quad |f_{j-1}(z) + w_0| > \frac{1}{\lambda_j} \quad \text{for all } z \in \Lambda_0;$$

any $w_0$ with large enough norm meets this requirement since $f_{j-1}(\Lambda_0) \subset \mathbb{C}^q$ is compact. Define

$$W \ni z \mapsto \phi(z) = \begin{cases} 
   f_{j-1}(z) & \text{if } z \in \mathbb{B}_n \setminus \Delta_2 \\
   f_{j-1}(z) + w_0 & \text{if } z \in \hat{\Delta}_1.
\end{cases}$$

By (ii), (3.7), (3.8), (3.9), (3.10), and the facts that $f_{j-1}$ is a holomorphic submersion and that $w_0$ is a constant, it turns out that $\phi: W \to \mathbb{C}^q$ is a well defined holomorphic submersion and satisfies conditions (a) and (b). Since we are assuming that $f_{j-1}^{-1}(0) \setminus V \neq \emptyset$, condition (d) is trivially satisfied; thus, to finish the proof it only remains to find a $q$-coframe $\theta_j$ on $\mathbb{B}_n$ satisfying (c). Since $w_0 \in \mathbb{C}^q$ is a constant, we have that $d\phi = (df_{j-1})|_W$, and hence it is clear that the exact holomorphic $q$-coframe $\theta_j = df_{j-1}$ on $\mathbb{B}_n$ meets the required condition.

**Case 2.** Suppose that $f_{j-1}^{-1}(0) = V$. Since $\Lambda_0 \cap V = \emptyset$, we have in this case that $f_{j-1}(z) \neq 0 \in \mathbb{C}^q$ for all $z$ in the compact set $\Lambda_0$, and hence there is $C > 1$ such that

$$(3.11) \quad C \cdot |f_{j-1}(z)| > \frac{1}{\lambda_j} \quad \text{for all } z \in \Lambda_0.$$ 

Consider a continuous map $\rho: \Delta_2 \setminus \Delta_1 = \bigcup_{a=1}^k (T_{a,2} \setminus \hat{T}_{a,1}) \to [1, C]$ such that

$$(3.12) \quad \begin{cases} 
   \rho(z) = C & \text{for all } z \in b\Delta_1 = \bigcup_{a=1}^k bT_{a,1} \\
   \rho(z) = 1 & \text{for all } z \in b\Delta_2 = \bigcup_{a=1}^k bT_{a,2}.
\end{cases}$$
Existence of such a map is clear since \( \Delta_2 \setminus \Delta_1 \) is homeomorphic to a finite union of pairwise disjoint closed spherical shells in \( \mathbb{C}^n \) and its boundary coincides with \( b\Delta_1 \cup b\Delta_2 \), which is a disjoint union. Define

\[
\mathbb{B}_n \ni z \mapsto \phi(z) = \begin{cases} 
 f_{j-1}(z) & \text{if } z \in \mathbb{B}_n \setminus \Delta_2 \\
 \rho(z)f_{j-1}(z) & \text{if } z \in \Delta_2 \setminus \Delta_1 \\
 C f_{j-1}(z) & \text{if } z \in \Delta_1.
\end{cases}
\]

By conditions (i), (ii), and (3.12), the map \( \phi : \mathbb{B}_n \to \mathbb{C}^q \) is well defined and continuous. Since \( \rho \) has no zeros (recall that it takes values in the interval \( [1, C] \)) and \( C \neq 0 \), we have that \( \phi^{-1}(0) = f_{j-1}^{-1}(0) = V \); this shows (d). Taking into account (3.8) and that \( C \neq 0 \) is a constant, we infer that \( \phi|_W : W \to \mathbb{C}^q \) is a holomorphic submersion since so is \( f_{j-1} : \mathbb{B}_n \to \mathbb{C}^q \). (Possibly, \( \phi \) is neither holomorphic nor submersive on \( \Delta_2 \setminus \Delta_1 = \mathbb{B}_n \setminus W \); we do not take care of that.) On the other hand, it is clear from (3.7), (3.9), and (3.11) that \( \phi \) satisfies the requirements (a) and (b) in the statement of the claim. To finish, set

\[
\theta_j = (\theta_{j,1}, \ldots, \theta_{j,q}) = \begin{cases} 
 df_{j-1} & \text{on } \mathbb{B}_n \setminus \Delta_2 \\
 \rho df_{j-1} & \text{on } \Delta_2 \setminus \Delta_1 \\
 C df_{j-1} & \text{on } \Delta_1.
\end{cases}
\]

It follows from (3.12) that \( \theta_j \) is a continuous differential \((1, 0)\)-form on \( \mathbb{B}_n \). Moreover, since \( \rho \) has no zeros, \( C \neq 0 \), and \( f_j \) is a holomorphic submersion on \( \mathbb{B}_n \), it turns out that the components \( \theta_{j,1}, \ldots, \theta_{j,q} \) of \( \theta_j \) are linearly independent at every point of \( \mathbb{B}_n \); i.e., \( \theta_j \) is a \( q \)-coframe on \( \mathbb{B}_n \). Furthermore, taking into account (3.8) and that \( C \) is a constant, we infer that \( \theta_j|_W \) is exact holomorphic and agrees with \( d(\phi|_W) \). This shows condition (c).

Claim 3.4 is proved. \( \Box \)

We continue the proof of Lemma 3.3. Fix a real number \( \epsilon' \), \( 0 < \epsilon' < \epsilon_j \), to be specified later.

By conditions (c) and (d) in Claim 3.4, we may apply Theorem 2.1 to the holomorphic submersion \( \phi : W \to \mathbb{C}^q \), the closed submanifold \( V \subset \mathbb{B}_n \), the polynomially convex compact set \( r_j \mathbb{B}_n \cup L_j \) (see Remark 2.4), and the number \( \epsilon' > 0 \). This gives a holomorphic submersion \( f_j : \mathbb{B}_n \to \mathbb{C}^q \) with the following properties.

(I) \( f_j(z) = 0 \in \mathbb{C}^q \) for all \( z \in V \) and \( f_j \) agrees with \( \phi \) to any given finite order everywhere on \( V \).

(II) \( |f_j(z) - \phi(z)| < \epsilon' \) for all \( z \in r_j \mathbb{B}_n \cup L_j \).

(III) If \( \phi \) admits a continuous extension to \( \mathbb{B}_n \) with \( \phi(z) \neq 0 \) for all \( z \in \mathbb{B}_n \setminus V \), then \( f_j^{-1}(0) = V \).

Recall that conditions (4j), (5j), and (6j) concerning \( \epsilon_j \) and \( L_j \) have been already ensured. We claim that if \( \epsilon' > 0 \) is chosen sufficiently small, then (1j), (2j), (3j), and (7j) hold true for the holomorphic submersion \( f_j \). Indeed, (1j) is implied by Claim 3.4(a) and property (II). Condition (2j) follows from (2j-1), Claim 3.4(a), and (I). Properties (3j-1), Claim 3.2, Claim 3.4(a) and (d), and (III) guarantee
(3) (Recall that (2,1) and (3) are satisfied even when \( j = 1 \).) Finally, in order to check condition \((7)\) choose a point \( z \in L_j = \Lambda_V \cup \Lambda_0 \). If \( z \in \Lambda_V \), then the second inequality in (3.6), Claim 3.3 (a), and (II) imply that \(|f_j(z)| < \lambda_j\) provided that \( \epsilon' > 0 \) is chosen sufficiently small; recall that \( \Lambda_V \) is compact. If on the contrary \( z \in \Lambda_0 \), then Claim 3.3 (b) and property (II) ensure that \(|f_j(z)| > 1/\lambda_j\) provided that \( \epsilon' \) is small enough. This shows \((7)\).

In order to finish the proof of the lemma note that, assuming that \( \epsilon' > 0 \) is chosen sufficiently small, condition \((2)\), the first inequality in (3.4), Claim 3.3 (a) and (b), property (II), and the continuity of \( f_j \) ensure the existence of an open neighborhood \( O_j \) of \( L_j \) in \( R_j \mathbb{B}_n \setminus r_j \mathbb{B}_n \) such that

\[
(3.13) \quad f_j^{-1}(0) \cap O_j \setminus V = \emptyset.
\]

On the other hand, the set \( O_i \) in the statement of the lemma is contained in the ball \( R_i \mathbb{B}_n \subset r_j \mathbb{B}_n \) for all \( i \in \{0, \ldots, j - 1\} \) (recall that \( O_0 = \emptyset \)). Therefore, for a sufficiently small choice of \( \epsilon' > 0 \), condition \((8)\) (which holds true even when \( j = 1 \)), Claim 3.3 (a), (I), and (II) ensure that \( f_j^{-1}(0) \cap O_i \setminus V = \emptyset \) for all \( i \in \{0, \ldots, j - 1\} \). This and \((3.13)\) give \((8)\).

This closes the induction and thus concludes the proof of Lemma 3.3.

With Lemma 3.3 in hand, the proof of Theorem 3.1 is completed as follows. Properties (1) and (4) imply that there is a limit map

\[
(3.14) \quad f = \lim_{j \to \infty} f_j : \mathbb{B}_n \to \mathbb{C}^q
\]

which is holomorphic and satisfies

\[
(3.15) \quad |f(z) - f_j(z)| < 2\epsilon_j < \epsilon_{j-1} \quad \text{for all } z \in r_j \mathbb{B}_n, \ j \in \mathbb{N}.
\]

Since \( K \subset r_1 \mathbb{B}_n \cap U \) and \( f_0 | U = h \) (see Claim 3.2) we infer from (3.15) that \(|f(z) - h(z)| < \epsilon_0 = \epsilon \) for all \( z \in K \). This is condition \((ii)\) in the theorem.

From (3.15) and properties (2), (3), and (5) we obtain that \( f \) is a holomorphic submersion, \( f(z) = 0 \in \mathbb{C}^q \) for all \( z \in V \), \( f \) agrees with \( h \) to the given finite order everywhere on \( V \), and, if \( f_0^{-1}(0) = V \) (equivalently, if \( h \) extends to a continuous map \( \mathbb{B}_n \to \mathbb{C}^q \) which does not take the value \( 0 \in \mathbb{C}^q \) off \( V \); see Claim 3.2), then \( f^{-1}(0) = V \). This shows \((i)\) and the final assertion in the statement of the theorem.

In order to check condition \((iii)\), pick \( \lambda > 0 \) and, without loss of generality, assume that \( \lambda < 1 \). Since \( \lim_{j \to \infty} \lambda_j = \lim_{j \to \infty} \epsilon_j = 0 \) (see (3.3) and (4)), there is \( j_\lambda \in \mathbb{N} \) so large that

\[
(3.16) \quad 0 < \lambda_j + \epsilon_j < \lambda < \frac{1}{\lambda_j} < \frac{1}{\lambda_j} - \epsilon_j \quad \text{for all } j \geq j_\lambda.
\]

We claim that \( j_\lambda \) satisfies the first part of \((iii)\). Indeed, suppose that for some \( j \geq j_\lambda \) there is a path \( \gamma : [0, 1] \to \mathbb{B}_n \) such that \( |\gamma(0)| \leq r_j, |\gamma(1)| \geq R_j \), and

\[
(3.17) \quad \lambda \leq |f(\gamma(t))| \leq \frac{1}{\lambda} \quad \text{for all } t \in [0, 1].
\]

Up to passing to a subpath we may assume that \( \gamma([0, 1]) \subset r_{j+1} \mathbb{B}_n \). This inclusion, (3.15), (3.16), and (3.17) imply that \( \lambda_j < |f_j(\gamma(t))| < 1/\lambda_j \) for all \( t \in [0, 1] \), and hence \( \gamma([0, 1]) \cap L_j = \emptyset \) by \((7)\). Thus, \((6)\) ensures that length(\( \gamma \)) > \( \delta_j \), which proves
the first part of $iii)$. For the second part, choose a proper path $\beta : [0, 1) \to B_n$ and assume that $|f|$ is bounded above and bounded away from 0 $\in \mathbb{R}$ on $\beta([0, 1))$. By this assumption, there is a number $\lambda > 0$ such that $f$ is bounded above and bounded away from 0 on $\beta([0, 1))$. Let $\lambda$ be the integer furnished by the first part of $iii)$ for this particular number $\lambda > 0$ and let $j_0 \geq j_\lambda$ be an integer for which $|\beta(t)| < r_{j_0}$; recall that $\beta(0) \in \mathbb{B}_n$ and $\lim_{j \to \infty} r_j = 1$. Since the path $\beta : [0, 1) \to \mathbb{B}_n$ is proper, we have that $\lim_{t \to 1} |\beta(t)| = 1$ and hence for each $j \geq j_0$ there is a closed interval $[a_j, b_j] \subset [0, 1)$ such that $|\beta(a_j)| \leq r_j$, $|\beta(b_j)| \geq R_j$, and the family of intervals $[a_j, b_j]$ $(j \geq j_0)$ are pairwise disjoint. Taking into account that the sequence of positive numbers $\delta_j$ $(j \in \mathbb{N})$ is increasing, it follows from (3.18) and the first part of $iii)$ that

\[
\text{length}(\beta) \geq \sum_{j \geq j_0} \text{length}(\beta_{[a_j, b_j]}) \geq \sum_{j \geq j_0} \delta_j \geq \delta_{j_0} \sum_{j \geq 1} 1 = +\infty.
\]

This completes the proof of condition $iii)$.

Finally note that, by properties ($6_j$), in order to check the first part of $iv)$ it suffices to show that

\[
L_i \cap f^{-1}(0) \setminus V = \emptyset \quad \text{for all } i \in \mathbb{N}.
\]

Reason by contradiction and assume that $f(z_0) = 0 \in \mathbb{C}^q$ for some $z_0 \in L_i \setminus V$, $i \in \mathbb{N}$. Since $f : \mathbb{B}_n \to \mathbb{C}^q$ is a submersion, $f(z_0) = 0$, and $O_i \setminus V$ is an open neighborhood of $z_0$ in $\mathbb{B}_n$, we infer that $f(O_i \setminus V)$ is a neighborhood of 0 in $\mathbb{C}^q$. It follows that there is $r > 0$ such that the ball $r\mathbb{B}_q$ is contained in $f(O_i \setminus V) \subset \mathbb{C}^q$. Therefore, since $f = \lim_{j \to \infty} f_j$ and every $f_j$ is submersive, there is an integer $m \geq i$ so large that $f_j(O_i \setminus V) \supset \frac{r}{2}\mathbb{B}_q \ni 0$ for all $j \geq m$, which is not possible in view of ($8_j$). This shows (3.19) and therefore the first part of condition $iv)$ in the theorem. The second part is seen in the same way that the second part of $iii)$.

This concludes the proof of Theorem 3.11

\[\square\]

**Proof of Theorem 3.1** Let $V$ be as in Theorem 1.1, i.e., a smooth closed complex submanifold of pure codimension $q$ in $\mathbb{B}_n$ ($1 \leq q < n$) which is contained in a fibre of a holomorphic submersion $h : \mathbb{B}_n \to \mathbb{C}^q$. Assume without loss of generality that $V \subset h^{-1}(0)$. Thus, since both $V$ and $h^{-1}(0)$ are smooth closed complex submanifolds of pure codimension $q$ in $\mathbb{B}_n$, it follows that $V$ is open and closed in $h^{-1}(0)$ and hence a union of connected components of $h^{-1}(0)$. It is then clear that we may apply Theorem 3.11 to $V$ and $h$ with $U = \mathbb{B}_n$ and $\theta = dh$; the rest of initial objects in the theorem are irrelevant to ensure the conclusion of Theorem 1.1 and shall not be specified. Let $f : \mathbb{B}_n \to \mathbb{C}^q$ be the holomorphic submersion obtained in this way.

We claim that $f$ satisfies the conclusion of Theorem 1.1. Indeed, by properties $iii)$ and $iv)$ in Theorem 3.1 we infer that the connected components of the fibres $f^{-1}(c)$ ($c \in \mathbb{C}^q$) of $f$ are all, except perhaps those contained in $V \subset f^{-1}(0)$, complete; i.e., conditions (ii) and (iii) in Theorem 1.1. On the other hand, Theorem 3.1 $i)$ trivially implies Theorem 1.1 $i)$. If in addition $h$ admits a continuous extension to $\mathbb{B}_n$ with $h(z) \neq 0 \in \mathbb{C}^q$ for all $z \in \mathbb{B}_n \setminus V$, then the final assertion in Theorem 3.1 enables us to choose $f$ with $f^{-1}(0) = V$, thereby proving the final assertion in Theorem 1.1.
This completes the proof of Theorem 1.1.

Globevnik constructed in [16] a holomorphic function on $\mathbb{B}_n$ whose real part, hence also whose norm, is unbounded on any proper path $[0, 1) \to \mathbb{B}_n$ with finite length. Note that, since completeness of $V$ in Theorem 3.1 is not assumed, the function $f$ which we obtain does not enjoy this property. Moreover, our method of proof does not seem to provide any information in this direction when the given submanifold is complete, and hence the question whether every smooth complete closed complex hypersurface in $\mathbb{B}_n$ is a level set of a holomorphic function on $\mathbb{B}_n$ which is unbounded in norm on every proper path $[0, 1) \to \mathbb{B}_n$ with finite length remains open. Nevertheless, a slight modification of the proof of Theorem 3.1 enables us to prove the following extension of Corollary 1.2.

**Proposition 3.5.** Let $0 < r_1 < R_1 < r_2 < R_2 < \cdots$ be an increasing sequence with $\lim_{j \to \infty} r_j = 1$. Then, for any increasing sequence $0 < \delta_1 < \delta_2 < \cdots$ there is a holomorphic submersion $f : \mathbb{B}_n \to \mathbb{C}^q$ ($1 \leq q < n$) satisfying the following condition: for any $\lambda > 0$ there is $j_\lambda \in \mathbb{N}$ for which if $\gamma : [0, 1) \to \mathbb{B}_n$ is a path such that $|\gamma(0)| \leq r_j$ and $|\gamma(1)| \geq R_j$ for some $j \geq j_\lambda$, and

$$|f(\gamma(t))| < \frac{1}{\lambda} \text{ for all } t \in [0, 1],$$

then $\text{length}(\gamma) > \delta_j$. In particular, $|f|$ is unbounded on any proper path $[0, 1) \to \mathbb{B}_n$ with finite length, and hence the fibres $f^{-1}(c)$ ($c \in \mathbb{C}^q$) of $f$ are all complete.

The novelty of Proposition 3.5 with respect to Theorem 3.1 is that it also ensures that those proper paths $[0, 1) \to \mathbb{B}_n$ on which $|f|$ is bounded above, but perhaps unbounded away from zero, have infinite length. We achieve this property at the cost of losing the control on the fibre of $0 \in \mathbb{C}^q$ under the submersion $f$. In the special case when $q = 1$, Proposition 3.5 was proved by Globevnik in [18] but without ensuring that the function $f \in \mathcal{O}(\mathbb{B}_n)$ be submersive (i.e., noncritical).

**Sketch of proof.** We just point out the modifications to the proof of Theorem 3.1 which are needed to prove the proposition. On the one hand, conditions (2$_j$), (3$_j$), and (8$_j$) in Lemma 3.3 are not required (and do not make sense) in the current framework. On the other hand, we replace property (7$_j$) in Lemma 3.3 by the following more precise one:

(7'$_j$) If $z \in L_j$, then $|f_j(z)| > 1/\lambda_j$.

This gives the conclusion of the proposition exactly in the same way that (7$_j$) gives condition iii) in the proof of Theorem 3.1; we omit the details.

It remains to explain how to ensure (7'$_j$) in the inductive step. For that, using the notation in the proof of Lemma 3.3 it suffices to choose $\Lambda_V = \emptyset$ and $\Lambda_0 = L_j$ (as it is natural since $V = \emptyset$ in our current framework), where $L_j$ is the tangent labyrinth in $R_j \mathbb{B}_n \setminus r_j \mathbb{B}_n \subset \mathbb{B}_n$ provided by Lemma 2.3 and follow that proof without any modification but without paying attention to the zero fibre of the submersions in the inductive construction. Finally, in order to prove the final assertion in the corollary we adapt, straightforwardly, the argument in the proof of the second part of condition iii) in Theorem 3.1. □
4. Proof of Theorem 1.4

We begin with some preparations. Let $X$ be a Stein manifold and $f \in \mathcal{O}(X)$. A point $x \in X$ is said to be a critical point of $f$ if $df_x = 0$; the set

$$\text{Crit}(f) = \{ x \in X : df_x = 0 \}$$

of all such points is called the critical locus of the holomorphic function $f$. An inspection of the proofs of Theorem 2.1 in [13] and Theorem 1.1 and Corollary 1.2 in [14] gives the following extension of Theorem 2.1 in the case when $q = 1$ and the second cohomology group with integer coefficients of $X$ vanishes.

**Theorem 4.1** (Forstneriˇc-Oka-Weil-Cartan theorem for functions). Let $X$ be a Stein manifold with $H^2(X; \mathbb{Z}) = 0$, let $V$ be a closed complex hypersurface (possibly with singularities) in $X$, let $K \subset X$ be an $\mathcal{O}(X)$-convex compact set, let $U \subset X$ be a neighborhood of $V \cup K$ in $X$, and assume that there is $h \in \mathcal{O}(U)$ such that $V = h^{-1}(0)$ and $\text{Crit}(h) \subset U$ is a closed discrete subset contained in $V \cup K$. Then, for any $\epsilon > 0$ and $s \in \mathbb{N}$ there is $\tilde{h} \in \mathcal{O}(X)$ such that $V = \tilde{h}^{-1}(0)$, $\tilde{h} - h$ vanishes to order $s$ everywhere on $V$, $|\tilde{h}(x) - h(x)| < \epsilon$ for all $x \in K$, and $\text{Crit}(\tilde{h}) = \text{Crit}(h)$.

The main novelty of Theorem 4.1 with respect to Theorem 2.1 (the Forstneriˇc-Oka-Weil-Cartan theorem for submersions) is, besides that the former also deals with functions with critical points, that there is no need to ensure the existence of a 1-frame on $X$ which is compatible with $h$ on $U$. The fact that such always exists is guaranteed by the condition $H^2(X; \mathbb{Z}) = 0$.

Since the Euclidean ball $\mathbb{B}_n \subset \mathbb{C}^n$ ($n \geq 2$) is contractible, we have that $H^2(\mathbb{B}_n; \mathbb{Z}) = 0$. Therefore, Theorem 4.1 applies with $X = \mathbb{B}_n$.

In this section we prove the following more precise version of Theorem 1.4.

**Theorem 4.2.** Let $V$ be a closed complex hypersurface in $\mathbb{B}_n$ ($n \geq 2$) and denote by $V_{\text{sing}}$ its singular set. Let $P \subset \mathbb{B}_n$ be a closed discrete subset with $P \cap V = \emptyset$, let $U$ be an open neighborhood of $V$ in $\mathbb{B}_n$, and assume that there is $h \in \mathcal{O}(U)$ with

$$(4.1) \quad h^{-1}(0) = V \quad \text{and} \quad \text{Crit}(h) = V_{\text{sing}} \cup (P \cap U).$$

Also choose a polynomially convex compact set $K \subset U$ and an increasing sequence $0 < r_1 < R_1 < r_2 < R_2 < \cdots$ with $K \subset r_1 \mathbb{B}_n$ and $\lim_{j \to \infty} r_j = 1$. Then, for any $\epsilon > 0$ and any increasing sequence $0 < \delta_1 < \delta_2 < \cdots$ there is $f \in \mathcal{O}(\mathbb{B}_n)$ satisfying the following conditions.

(i) $f^{-1}(0) = V$ and $f - h$ vanishes to any given finite order everywhere on $V$.

(ii) $|f(z) - h(z)| < \epsilon$ for all $z \in K$.

(iii) $\text{Crit}(f) = V_{\text{sing}} \cup P$.

(iv) For any $\lambda > 0$ there is $j_\lambda \in \mathbb{N}$ for which if $\gamma : [0, 1] \to \mathbb{B}_n$ is a path such that $|\gamma(0)| \leq r_j$ and $|\gamma(1)| \geq R_j$ for some $j \geq j_\lambda$, and

$$\lambda \leq |f(\gamma(t))| \leq \frac{1}{\lambda} \quad \text{for all } t \in [0, 1],$$

then $\text{length}(\gamma) > \delta_j$. In particular, every proper path $[0, 1) \to \mathbb{B}_n$ on which $|f|$ is bounded above and bounded away from zero has infinite length; and hence the level set $f^{-1}(c) \subset \mathbb{B}_n$ is complete for every $c \in f(\mathbb{B}_n) \setminus \{0\}$. 

By the proofs of [13] Theorem 2.1 and [11] Corollary 1.2 (see Theorem 4.1), for any $V$, $P$, and $U$ as in the statement of Theorem 4.2 there are holomorphic functions $h: U \to \mathbb{C}$ satisfying the requirements in (4.1). Therefore, the theorem applies to all closed complex hypersurfaces (possibly with singularities) in $\mathbb{B}_n$.

It is clear in view of condition (iii) that if the hypersurface $V$ in Theorem 4.2 is smooth and we choose $P = \emptyset$, then the holomorphic function $f: \mathbb{B}_n \to \mathbb{C}$ which we obtain is noncritical: $\text{Crit}(f) = \emptyset$. In this case, the family of connected components of the level sets of $f$ is a nonsingular holomorphic foliation of $\mathbb{B}_n$ by smooth closed complex hypersurfaces all which, except perhaps those contained in $V$, are complete.

The proof of Theorem 4.2 follows very closely the one of Theorem 3.1 but using Theorem 4.1 instead of Theorem 2.1. Recall that a holomorphic function on a complex manifold is a submersion if and only if it has no critical points. As pointed out above, in this framework we do not need to deal with coframes on $\mathbb{B}_n$, and hence we may perform the same argument as that in the proof of Theorem 3.1 but without needing to arrange an analogue of condition (c) in Claim 3.4. Also the analogue of condition (d) in that claim is now ensured from the fact that $H^2(\mathbb{B}_n; \mathbb{Z}) = 0$.

Proof of Theorem 4.2. By Theorem 4.1 we may assume without loss of generality that $h \in \mathcal{O}(\mathbb{B}_n)$, $h^{-1}(0) = V$, and $\text{Crit}(h) = V_{\text{sing}} \cup P$; see also [13] Corollary 2.2. Since $V_{\text{sing}} \cup P$ is a closed discrete subset of $\mathbb{B}_n$, we may also assume that

$$(4.2) \quad (V_{\text{sing}} \cup P) \cap R_j \mathbb{B}_n \setminus r_j \mathbb{B}_n = \emptyset \quad \text{for all } j \in \mathbb{N};$$

otherwise we just replace each pair $r_j < R_j$ by another one $r_j' < R_j'$ satisfying $r_j \leq r_j' < R_j' \leq R_j$ and the above condition.

Call $f_0 = h$, $\epsilon_0 = \epsilon$, and $L_0 = \emptyset$. Choose a sequence of positive numbers $1 > \lambda_1 > \lambda_2 > \cdots$ with $\lim_{j \to \infty} \lambda_j = 0$. Reasoning as in the proof of Lemma 3.3 we may inductively construct a sequence $S_j = \{f_j, \epsilon_j, L_j\}$ ($j \in \mathbb{N}$), where $f_j: \mathbb{B}_n \to \mathbb{C}$ is a holomorphic function, $\epsilon_j > 0$ is a number, and $L_j$ is a tangent labyrinth in $R_j \mathbb{B}_n \setminus r_j \mathbb{B}_n$ (see Definition 2.2), such that the following hold for all $j \in \mathbb{N}$.

$$(1_j) \quad |f_j(z) - f_{j-1}(z)| < \epsilon_j \text{ for all } z \in r_j \mathbb{B}_n.$$  

$$(2_j) \quad f_j^{-1}(0) = V \text{ for all } z \in V \text{ and } f_j - h \text{ vanishes to the given finite order everywhere on } V.$$  

$$(3_j) \quad \text{Crit}(f_j) = V_{\text{sing}} \cup P.$$  

$$(4_j) \quad 0 < \epsilon_j < \epsilon_{j-1}/2.$$  

$$(5_j) \quad \text{If } \gamma: [0, 1] \to \mathbb{B}_n \text{ is a path such that } |\gamma(0)| \leq r_j, \quad |\gamma(1)| \geq R_j, \text{ and } \gamma([0, 1]) \cap L_j = \emptyset, \text{ then length}(\gamma) > \delta_j.$$  

$$(6_j) \quad \text{If } z \in L_j, \text{ then either } |f_j(z)| < \lambda_j \text{ or } |f_j(z)| > 1/\lambda_j.$$  

(Comparing with the list of conditions in Lemma 3.3, we have merged (2j) and (3j) into the single one (2j) here, whereas we have not included now any analogue of (8j); these simplifications can be done since in the current framework we have $f_0^{-1}(0) = V$ and complete control on the zero level set of all the functions in the deformation procedure. Moreover, we have replaced condition (5j) in Lemma 3.3 by the new (3j) here.)
Note that the triple $S_0 = \{f_0, \epsilon_0, L_0\}$ satisfies (2$_0$), (3$_0$), and (6$_0$), whereas (1$_0$), (4$_0$), and (5$_0$) are vacuous. The details of the inductive construction are very similar to those in the proof of Theorem 3.1 and we do not include them. We just point out that an analogue of Claim 3.4 (but only ensuring conditions (a) and (b); see the discussion preceding this proof) can be arranged by defining

$$W \ni z \mapsto \phi(z) = \begin{cases} 
  f_{j-1}(z) & \text{if } z \in \mathbb{B}_n \setminus \Delta_2 \\
  \phi_0(z) & \text{if } z \in \Delta_1,
\end{cases}$$

where $W = (\mathbb{B}_n \setminus \Delta_2) \cup \Delta_1 \subset \mathbb{B}_n$ is chosen as in that claim (see (3.8)) and $\phi_0: \Delta_1 \to \mathbb{C}$ is any noncritical holomorphic function with $|\phi_0(z)| > 1/\lambda_j$ for all $z \in \Delta_1$. This choice and (4.2) guarantee that $\phi: W \to \mathbb{C}$ satisfies (a) and (b) in Claim 3.4 and also that $\phi^{-1}(0) = V$ and $\text{Crit}(\phi) = V_{\text{sing}} \cup P \subset \mathbb{B}_n \setminus (R_j \mathbb{B}_n \setminus r_j \mathbb{B}_n) \subset \mathbb{B}_n \setminus \Delta_2$. It turns out that Theorem 4.1 applied to $\phi$ furnishes $f_j \in \mathcal{O}(\mathbb{B}_n)$ satisfying conditions (1$_j$)–(6$_j$) above.

By (1$_j$) and (4$_j$), there is a limit holomorphic function $f = \lim_{j \to \infty} f_j: \mathbb{B}_n \to \mathbb{C}$ which, by (2$_j$), (3$_j$), and Hurwitz’s theorem, satisfies conditions (i) and (iii) in the theorem. The rest of conditions are checked as in the proof of Theorem 3.1. □

Proof of Theorem 1.4. Let $V \subset \mathbb{B}_n$ be a closed complex hypersurface (possibly with singularities) and denote by $V_{\text{sing}}$ its singular set. By [11, Corollary 1.2], there is $h \in \mathcal{O}(\mathbb{B}_n)$ such that $h^{-1}(0) = V$ and $\text{Crit}(h) = V_{\text{sing}}$. Applying Theorem 4.2 to $h$ with $P = \emptyset$ we obtain $f \in \mathcal{O}(\mathbb{B}_n)$ satisfying the conclusion of Theorem 1.4 (the rest of the initial objects in the statement of Theorem 1.4 are irrelevant to this aim). □

To finish this section it is perhaps worth stating the following result for future reference; it is trivially ensured by inspection of the proofs of Theorem 3.1, Proposition 3.5, and Theorem 4.2.

Remark 4.3. Theorem 3.1, Proposition 3.5, and Theorem 4.2 remain to hold true if one replaces $\mathbb{B}_n$ by $\mathbb{C}^n$ and takes the sequence $0 < r_1 < R_1 < r_2 < R_2 < \cdots$ with $\lim_{j \to \infty} r_j = +\infty$.

5. Complete complex hypersurfaces in pseudoconvex domains come in foliations

Let $n \geq 2$ be an integer. Recall that a domain $\Omega \subset \mathbb{C}^n$ is said to be pseudoconvex if there is a strictly plurisubharmonic exhaustion function $\Omega \to \mathbb{R}$. This happens if and only if $\Omega$ is a domain of holomorphy and if and only if $\Omega$ is a Stein manifold. These domains are natural for the definition of holomorphic functions. We refer to Range [23] and Hörmander [19] for background on the subject.

Once the existence of complete closed complex hypersurfaces in the ball of $\mathbb{C}^n$ was known [16], it naturally appeared the question whether there is a general class of domains admitting this type of hypersurfaces. It is rather clear that the arguments in [16] [14] [15] may be adapted to construct complete closed complex hypersurfaces in any (geometrically) convex domain of $\mathbb{C}^n$ (in [1] this is done for the case when $n = 2$ with a different technique). Going further in this direction, Globovnik [13] proved...
that every pseudoconvex domain $\Omega \subset \mathbb{C}^n$ admits a holomorphic function $f \in \mathcal{O}(\Omega)$ whose real part is unbounded above on every proper path $[0, 1) \to \Omega$ with finite length; this ensures that there is a (possibly singular) holomorphic foliation of $\Omega$ by complete closed complex hypersurfaces. In particular and taking into account Sard’s theorem, every pseudoconvex domain in $\mathbb{C}^n$ admits a smooth complete closed complex hypersurface.

In this section we show the following analogue of Theorem 1.4 in which the ball is replaced by an arbitrary pseudoconvex domain in $\mathbb{C}^n$. This gives a converse to the aforementioned result from [18].

**Theorem 5.1.** If $V$ is a smooth closed complex hypersurface in a pseudoconvex domain $\Omega \subset \mathbb{C}^n$ $(n \geq 2)$ such that the normal bundle $N_{V/\Omega}$ of $V$ in $\Omega$ is trivial, then there is a holomorphic function $f \in \mathcal{O}(\Omega)$ with the following properties.

(i) $f(z) = 0$ for all $z \in V$.

(ii) Every proper path $[0, 1) \to \Omega$ on which $|f|$ is bounded above and bounded away from zero has infinite length. In particular, the level set $f^{-1}(c) \subset \Omega$ is complete for every $c \in f(\Omega) \setminus \{0\}$.

(iii) $f^{-1}(0) \setminus V$ is either the empty set or a complete closed complex hypersurface (possibly with singularities) in $\Omega$.

(iv) $f$ has no critical points on $V$.

Thus, the components of the level sets $f^{-1}(c)$ $(c \in \mathbb{C})$ of $f$ form a (possibly singular) holomorphic foliation of $\Omega$ by connected closed complex hypersurfaces all which, except perhaps those contained in $V \subset f^{-1}(0)$, are complete. If $V$ is complete, then all the leaves in the foliation are complete.

Note that (i) and (iv) imply that $V$ is a union of components of $f^{-1}(0)$. Note also that, by these conditions and the Docquier and Grauert tubular neighborhood theorem [8], the assumption that $N_{V/\Omega}$ be trivial is necessary in the theorem.

By [13, Theorem I], every Stein manifold and hence every pseudoconvex domain $\Omega \subset \mathbb{C}^n$ admits a holomorphic function without critical points. However, our method of proof does not seem to enable us to ensure that the function $f \in \mathcal{O}(\Omega)$ furnished by Theorem 5.1 be noncritical; this is a weak point of this result in comparison with Theorem 1.4. In particular, the following remains an open problem.

**Conjecture 5.2.** Every pseudoconvex domain $\Omega$ in $\mathbb{C}^n$ $(n \geq 2)$ is provided with a nonsingular holomorphic foliation by smooth complete closed complex hypersurfaces.

In the proof of Theorem 5.1 we shall use the methods developed in the previous sections together with the ideas in [18], the classical Cartan extension theorem, and an Oka-Weil-Cartan type theorem for noncritical holomorphic functions from [13].

**Proof of Theorem 5.1.** Since $\Omega$ is an $n$-dimensional Stein manifold, there is a proper holomorphic embedding $\psi: \Omega \to \mathbb{C}^N$ for some integer $N > n$ (see [22]). Call

$$
\Sigma = \psi(\Omega) \quad \text{and} \quad A = \psi(V).
$$

By the assumptions on $V$ and $\Omega$, we have that $\Sigma$ is a smooth connected closed complex submanifold in $\mathbb{C}^N$ and $A$ is a smooth closed complex hypersurface in $\Sigma$ such
that the normal bundle $N_{A/\Sigma} = T\Sigma|_A/T\Lambda$ of $A$ in $\Sigma$ is trivial; in particular, both $\Sigma$ and $A$ are Stein manifolds. By [13] Proof of Corollary 2.4, there is a noncritical holomorphic function $h \in \mathcal{O}(\Sigma)$ which defines $A$ in an open neighborhood of $A$ in $\Sigma$; i.e., $A$ is the zero level set of the restriction of $h$ to a neighborhood of $A$ in $\Sigma$. By Cartan’s extension theorem, $h$ extends to a function $g_0 \in \mathcal{O}(\mathbb{C}^N)$ and, since this extension remains noncritical everywhere in $\Sigma$, [13] Theorem 2.1 enables us to assume that $g_0: \mathbb{C}^N \to \mathbb{C}$ is noncritical as well.

Let $0 < r_1 < r_2 < r_3 < \cdots$ be a divergent sequence such that $A \cap r_i \mathbb{B}_N \neq \emptyset$. Since $\psi: \Omega \to \mathbb{C}^N$ is a proper map, the set

$$K_j = \psi^{-1}(R_j \mathbb{B}_N \setminus r_j \mathbb{B}_N) \subset \Omega$$

is compact, and hence $|d\psi|$ attains its maximum there. Let $0 < \delta_1 < \delta_2 < \cdots$ be a divergent sequence such that

$$\delta_j \geq \max\{|d\psi_z|: z \in K_j\} \quad \text{for all } j \in \mathbb{N}. \quad (5.2)$$

Call $L_0 = \emptyset$ and $O_0 = \emptyset$, and choose a decreasing sequence of positive numbers $1 > \lambda_1 > \lambda_2 > \cdots$ with $\lim_{j \to \infty} \lambda_j = 0$. Also fix an integer $s \geq 2$ and a sequence $\{\epsilon_j\}_{j \in \mathbb{N}}$ with $0 < \epsilon_j < \epsilon_{j-1}/2$ for all $j \in \mathbb{N}$.

**Lemma 5.3.** There is a sequence $S_j = \{g_j, L_j, O_j\}$ ($j \in \mathbb{N}$), where

- $g_j \in \mathcal{O}(\mathbb{C}^N)$ is a noncritical holomorphic function,
- $L_j$ is a tangent labyrinth in $R_j \mathbb{B}_N \setminus r_j \mathbb{B}_N$ (Definition 2.2), and
- $O_j$ is a neighborhood of $\Sigma \cap L_j$ in $\Sigma \cap R_j \mathbb{B}_N \setminus r_j \mathbb{B}_N$,

such that the following conditions hold true for all $j \in \mathbb{N}$.

1. $|g_j(z) - g_{j-1}(z)| < \epsilon_j$ for all $z \in r_j \mathbb{B}_N$.
2. $g_j(z) = 0$ for all $z \in A$ and $g_j - h$ vanishes to order $s$ everywhere on $A$.
3. If $\gamma: [0,1] \to \mathbb{C}^N$ is a path such that $|\gamma(0)| \leq r_j$, $|\gamma(1)| \geq R_j$, and $\gamma([0,1]) \cap L_j = \emptyset$, then $\lim_{t \to j} \gamma(t) > \delta_j$.
4. If $z \in L_j$, then either $|g_j(z)| < \lambda_j$ or $|g_j(z)| > 1/\lambda_j$.
5. $g_j^{-1}(0) \cap O_i \setminus A = \emptyset$ for all $i \in \{0,\ldots,j\}$.

**Proof.** We argue as in the proof of Lemma 5.3 but using [13] Theorem 2.1. The basis of the induction is given by $S_0 = \{g_0, L_0, O_0\}$. The only difference in the inductive step appears when trying to ensure condition (5j); note that in the current framework $O_j$ is not a neighborhood of $L_j$ in $\mathbb{C}^N$ but just of $\Sigma \cap L_j$ in $\Sigma$. We explain how to arrange this issue.

Assume that for some $j \in \mathbb{N}$ we already have tuples $S_i = \{g_i, L_i, O_i\}$ enjoying the corresponding properties for all $i \in \{0,\ldots,j-1\}$. Since $h: \Sigma \to \mathbb{C}$ is noncritical, the latter assertion in (2j-1) ensures that $d(g_{j-1})_{z} \neq 0$ for all $z \in A$, and hence, by continuity, also for all $z$ in an open neighborhood $W_j$ of $A$ in $\Sigma$. Therefore, we have that $A \subset (g_{j-1})_{z}^{-1}(0)$ (see (2j-1)) and both $A$ and $(g_{j-1})_{z}^{-1}(0)$ are smooth closed complex hypersurfaces in $\Sigma$. It turns out that $A$ is a union of components of $(g_{j-1})_{z}^{-1}(0)$, and thus $g_{j-1}|_{\Sigma}$ defines $A$ on a neighborhood $U_j \subset W_j$ of $A$ in $\Sigma$.

$$A = (g_{j-1})_{z}^{-1}(0) \cap U_j. \quad (5.3)$$
We now apply Lemma 2.3 to obtain a tangent labyrinth \( L_j \) in \( R_j \mathbb{B}_N \setminus r_j \mathbb{B}_N \) satisfying (3.1) and the following condition: if \( T \) is a component of \( L_j \) which has nonempty intersection with \( A \), then \( \Sigma \cap T \subset U_j \), and hence
\[
(5.4) \quad g_{j-1}(z) \neq 0 \quad \text{for all } z \in \Sigma \cap T \setminus A.
\]
By (5.3) and the compactness of \( \Sigma \cap R_j \mathbb{B}_N \setminus r_j \mathbb{B}_N \), to ensure this condition it suffices to choose \( L_j \) with all of its connected components having small enough diameter. Next, reasoning as in the proof of Lemma 3.3 (hence, again, choosing \( L_j \) such that all of its components intersecting \( A \) have small enough diameter), provides us with a noncritical function \( g_j \in \mathcal{O}(\mathbb{C}^N) \) satisfying conditions (1.1), (2.j), and (4.j), and such that \( g_j(z) \neq 0 \) for all \( z \in \Sigma \cap L_j \setminus A \) (take into account (5.4) and cf. (3.3)) and conditions (a) and (b) in Claim 3.3. It follows that there is an open neighborhood \( O_j \) of \( \Sigma \cap L_j \) in \( \Sigma \cap R_j \mathbb{B}_N \setminus r_j \mathbb{B}_N \) such that
\[
(5.5) \quad g_j^{-1}(0) \cap O_j \setminus A = \emptyset.
\]
If the approximation of \( g_{j-1} \) by \( g_j \) on \( r_j \mathbb{B}_N \supset \bigcup_{i=0}^{j-1} O_i \) is close enough (see (1.j)), then conditions (5.5) and (5.j-1) ensure (5.j). This completes the proof. 

We continue the proof of Theorem 5.1 Since \( 0 < \epsilon_j < \epsilon_{j-1}/2 \) for all \( j \in \mathbb{N} \), it follows from (1.j) that there is a limit holomorphic function \( g = \lim_{j \to \infty} g_j : \mathbb{C}^N \to \mathbb{C} \). Moreover, taking into account that each \( g_j \in \mathcal{O}(\mathbb{C}^N) \) is noncritical and conditions (5.j), Hurwitz’s theorem guarantees that \( g \) is noncritical and
\[
(5.6) \quad g(z) \neq 0 \quad \text{for all } z \in \left( \Sigma \cap \bigcup_{j \geq 1} L_j \right) \setminus A.
\]
From this condition and properties (1.j)–(5.j), we infer the following.

(a) \( g(z) = 0 \) for all \( z \in A \) and \( g - h \) vanishes to order \( s \geq 2 \) everywhere on \( A \).
(Recall that \( A \subset \Sigma \) and \( h = \gamma_0|_{\Sigma} \).)

(b) For any \( \lambda > 0 \) there is \( j_\lambda \in \mathbb{N} \) for which if \( \gamma : [0, 1] \to \mathbb{C}^N \) is a path such that
\[
|\gamma(0)| \leq r_j \quad \text{and} \quad |\gamma(1)| \geq R_j \quad \text{for some } j \geq j_\lambda, \quad \text{and} \quad \lambda \leq |g(\gamma(t))| \leq \frac{1}{\lambda}
\]
for all \( t \in [0, 1], \) then \( \text{length}(\gamma) > \delta_j \).

(c) If \( \gamma : [0, 1] \to g^{-1}(0) \cap \Sigma \setminus A \) is a path such that \( |\gamma(0)| \leq r_j \) and \( |\gamma(1)| \geq R_j \)
for some \( j \geq 1, \) then \( \text{length}(\gamma) > \delta_j \).

This is checked as in the proof of Theorem 3.1 and we omit the details.

Consider the holomorphic function
\[
(5.6) \quad f = g \circ \psi : \Omega \to \mathbb{C},
\]
where \( \psi : \Omega \to \mathbb{C}^N \) is the proper holomorphic embedding that was chosen at the very beginning of the proof. We claim that \( f \) satisfies the conclusion of the theorem.

Indeed, to check (ii) it suffices to show that if \( \gamma : [0, 1] \to \Omega \) is a path for which there is \( \lambda > 0 \) such that \( |\psi(\gamma(0))| \leq r_j \) and \( |\psi(\gamma(1))| \geq R_j \) for some \( j \geq j_\lambda, \), and \( \lambda \leq |f(\gamma(t))| \leq \frac{1}{\lambda} \) for all \( t \in [0, 1], \) then \( \text{length}(\gamma) > 1 \). \( (\text{Here } j_\lambda \text{ is the integer provided by condition (b).}) \) So, let \( \gamma \) be such a path and set \( \tilde{\gamma} = \psi \circ \gamma : [0, 1] \to \mathbb{C}^N \). Since \( g \circ \tilde{\gamma} = g \circ \psi \circ \gamma = f \circ \gamma \), we have that \( |\tilde{\gamma}(0)| \leq r_j, \)
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\[ |\tilde{\gamma}(1)| \geq R_j, \text{ and } \lambda \leq |g(\tilde{\gamma}(t))| \leq \frac{1}{2}, \text{ for all } t \in [0,1], \text{ and hence condition (b) ensures that } \text{length}(\tilde{\gamma}) > \delta_j. \] From this, and the definition of \( \tilde{\gamma} \) we obtain that

\[ \text{length}(\gamma) \geq \frac{\text{length}(\tilde{\gamma})}{\max\{|d\psi_z| : z \in K_j\}} > 1. \]

This proves (ii); we refer to [18, Proof of Lemma 2.3] for further details.

On the other hand, by (5.1), the definition of \( f \), and the bijectivity of \( \psi: \Omega \to \Sigma \), it turns out that

\[ \psi(f^{-1}(0) \setminus V) = \psi(f^{-1}(0)) \setminus \psi(V) = \Sigma \cap g^{-1}(0) \setminus A. \]

Taking into account this, a similar argument to the above one but using condition (c) shows that every proper path \( \gamma: [0,1) \to \Omega \) with \( \gamma([0,1)) \subset f^{-1}(0) \setminus V \) has infinite length. This ensures condition (iii) in the statement of the theorem.

Finally, conditions (i) and (iv) follow from (a), the definition of \( f \) in (5.6), and the facts that \( h \in O(\Sigma) \) is noncritical, \( A = \psi(V) \subset \Sigma \), and \( \psi: \Omega \to \Sigma \) is a regular biholomorphic map. This concludes the proof of Theorem 5.1.
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