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We propose a general method for constructing continuous Banach bundles whose fibers are algebras of holomorphic functions on submanifolds of a closed noncommutative ball. These algebras are of the form \( A_d/I_x \), where \( A_d \) is the noncommutative disk algebra introduced by G. Popescu, and \( I_x \) is a graded ideal in \( A_d \), which depends continuously on the point \( x \) of the topological space \( X \). Similary, we construct bundles with fibers isomorphic to the algebras \( F_d/I_x \) of holomorphic functions on submanifolds of an open noncommutative ball. Here \( F_d \) is the algebra of free holomorphic functions on the unit ball, which was also introduced by G. Popescu, and \( I_x \) is a graded ideal in \( F_d \), which depends continuously on the point \( x \) of the topological space \( X \).

1 Introduction

Consider an open subset \( U \subset \mathbb{C}^d \) and its intersection with some algebraic subvariety \( V \subset U \). We will denote the algebra of holomorphic functions on \( V \) by \( \mathcal{O}(V) \). Define the subalgebra \( \mathcal{A}(V) \subset \mathcal{O}(V) \) of holomorphic functions that can be continuously extended to the closure of \( V \) in \( \mathbb{C}^d \). If \( U = V = B_d \) is an open unit ball in \( \mathbb{C}^d \), then the algebra \( \mathcal{A}(B_d) \) is referred to as the ball algebra; it is a classic and well-studied object of multivariate complex analysis (see, for example, [23]).

In his paper [15] G. Popescu defined the so-called noncommutative disk algebra \( \mathcal{A}_d \), a free analogue of the algebra \( \mathcal{A}(B_d) \). The algebra \( \mathcal{A}_d \) contains the free algebra on \( d \) indeterminates as a dense subalgebra. Some time later, in [16], G. Popescu defined a free analogue of the algebra \( \mathcal{O}(B_d) \), a locally convex algebra \( F_d \) of free holomorphic functions on the unit ball and also gave an alternative description of the algebra \( \mathcal{A}_d \) in terms of free series.

Several years later G. Solomon, O. M. Shalit and E. Shamovich in [17] defined a noncommutative analog of the algebra \( \mathcal{A}(V) \) for an arbitrary homogeneous subvariety of the unit ball. They proved that all such algebras are of the form \( \mathcal{A}_d/\overline{I} \), where \( I \) is a graded ideal in the free algebra on \( d \) indeterminates and \( \overline{I} \) denotes its closure in \( \mathcal{A}_d \). Noncommutative analogues of algebras \( \mathcal{O}(V) \) have been studied a lot less and only in some particular cases, see [9, 10, 11, 20, 21, 12, 11, 22].

In this paper, continuing this line of research, we will consider the quotient algebras \( F_d/\overline{I} \) and interpret them as noncommutative analogs of the algebras \( \mathcal{O}(V) \). We will also be interested in continuous families of algebras \( F_d/\overline{I} \) and \( \mathcal{A}_d/\overline{I} \) in a situation where the ideal \( I \) in some sense continuously depends on a parameter \( x \in X \), where \( X \) is a topological space. To concretize the phrase continuous family, we will use the notion of a continuous bundle of locally convex (in particular, Banach) algebras.

In §3 of this paper, relying on one of the results of O. M. Shalit and B. Solel [13], we construct continuous bundles of Banach algebras with fibers isomorphic to \( \mathcal{A}_d/\overline{I} \). In §4 we show that the algebra \( F_d \) is the inverse limit of the algebras \( \mathcal{A}_d \). Using this and relying on the construction from §3, we construct continuous bundles of locally convex algebras, with fibers isomorphic to \( F_d/\overline{I} \). Thus, we generalize Corollary 8.19 from the paper [13] by A. Yu. Pirkovskii, which corresponds to the special case when the ideal \( I \) is generated by \( q \)-commutators of generators of the algebra \( F_d \) (in this case \( F_d/\overline{I} \) is the algebra of holomorphic functions on the quantum ball). In §5 we will show that our method allows us to construct all possible bundles of some form. In §6 we give an alternative definition for the algebra \( F_d/\overline{I} \) in the spirit of the matrix theory of free noncommutative functions. [8, 1].
2 Preliminaries

For any Hilbert space $H$ we denote by $\mathcal{B}(H)$ the Banach algebra of continuous operators on this space.

Take a natural number $d$. We will consider the space $\mathbb{C}^d$ as a Hilbert space with the standard inner product and the standard orthonormal basis $e_1, \ldots, e_d$, where $e_i = (0, \ldots, 0, 1, 0, \ldots, 0)$, and one is in the $i$th position. Then for $k = 0, 1, 2, \ldots$ the space $(\mathbb{C}^d)^{\otimes k}$ is also a Hilbert space, and the set of vectors $\{e_i \otimes \cdots \otimes e_i\}_{1 \leq i_1, \ldots, i_k \leq d}$ forms its orthonormal basis.

**Definition 1.** The full Fock space $\mathcal{F}(\mathbb{C}^d)$ is the Hilbert direct sum of the spaces $(\mathbb{C}^d)^{\otimes k}$ $(k = 0, 1, 2, \ldots)$.

Note that the set $\{e_1 \otimes \cdots \otimes e_i\}_{1 \leq i_1, \ldots, i_k \leq d, k \geq 0}$ form an orthonormal basis of the space $\mathcal{F}(\mathbb{C}^d)$. The creation operators are bounded linear operators $s_j : \mathcal{F}(\mathbb{C}^d) \to \mathcal{F}(\mathbb{C}^d)$ uniquely defined by the rule $e_i \otimes \cdots \otimes e_i \mapsto e_j \otimes e_i \otimes \cdots \otimes e_i$. It is easy to see that these operators are isometric.

**Definition 2.** A noncommutative disk algebra $\mathcal{A}_d$ is a Banach subalgebra of the algebra $\mathcal{B}(\mathcal{F}(\mathbb{C}^d))$ generated by the operators $s_1, \ldots, s_d$.

Its dense subalgebra generated (as an algebra) by the operators $s_1, \ldots, s_d$ will be called the algebra of noncommutative polynomials and denoted by $\mathcal{P}_d$.

It is known that all the elements $s_1 \ldots s_k \in \mathcal{P}_d$ are linearly independent. This implies that the algebra $\mathcal{P}_d$ is isomorphic to the free algebra on $d$ indeterminates (see [15]). Obviously, the algebra $\mathcal{P}_d$ is graded, $\mathcal{P}_d = \bigoplus_{k=0}^{\infty} \mathcal{P}_d^k$, where $\mathcal{P}_d^k$ is the linear span of elements of the form $s_1 \ldots s_k$, and the symbol $\oplus$ in this case denotes the direct sum of vector spaces. For each nonzero $p \in \mathcal{P}_d$, we define its degree as a degree of an element of a graded algebra and denote it by $\deg p$.

Consider the free unital semigroup $\mathbb{F}_d^+$ over $d$ generators $g_1, \ldots, g_d$. For each $\alpha = g_{i_1} \cdots g_{i_k} \in \mathbb{F}_d^+$ we denote $|\alpha| := k$ (in particular, $|1| = 0$). Consider the set of formal noncommutative variables $\{z_1, \ldots, z_d\}$ (that is, generators of a free associative algebra). For each $\alpha = g_{i_1} \cdots g_{i_k} \in \mathbb{F}_d^+$ we set $z_\alpha = z_{i_1} \cdots z_{i_k}$.

Suppose $F = \sum_{\alpha \in \mathbb{F}_d^+} a_\alpha z_\alpha$ is a formal free series with coefficients $a_\alpha \in \mathbb{C}$, and $x \in \mathbb{C}$ is an arbitrary number.

Then we will denote the formal free series $\sum_{\alpha \in \mathbb{F}_d^+} x^{\alpha} a_\alpha z_\alpha$ by $F^x$. Also, for any $k \in \mathbb{Z}_{\geq 0}$ we introduce the notation $F_k := \sum_{\alpha \in \mathbb{F}_d^+: |\alpha| = k} a_\alpha z_\alpha$.

Consider a Hilbert space $H$ and operators $T_1, \ldots, T_d \in \mathcal{B}(H)$. For each $\alpha = g_{i_1} \cdots g_{i_k} \in \mathbb{F}_d^+$ we set $T_\alpha = T_{i_1} \cdots T_{i_k}$. If the series $\sum_{k=0}^{\infty} \left( \sum_{\alpha \in \mathbb{F}_d^+: |\alpha| = k} a_\alpha T_\alpha \right)$ converges in the operator norm in $\mathcal{B}(H)$, then its sum will be denoted by $F(T_1, \ldots, T_d)$. It is obvious that for any $F$ consisting of a finite number of terms and for any $T_1, \ldots, T_d \in \mathcal{B}(H)$ the sum $F(T_1, \ldots, T_d)$ is well-defined. It is also easy to see that

$$F^x(T_1, \ldots, T_d) = F(x T_1, \ldots, x T_d)$$

and both parts are well-defined simultaneously.

Let $H$ be a Hilbert space. We define an open operator ball of radius $r$ in the space $\mathcal{B}(H)^d$ as follows:

$$\mathcal{B}(H)^d]^r_r = \{(T_1, \ldots, T_d) \in \mathcal{B}(H)^d : \|T_1 T_1^* + \cdots + T_d T_d^*\| < r^2\}$$

Similarly, we define $\overline{\mathcal{B}(H)^d}]^r$, the closed operator ball of radius $r$:

$$\overline{\mathcal{B}(H)^d}]^r = \{(T_1, \ldots, T_d) \in \mathcal{B}(H)^d : \|T_1 T_1^* + \cdots + T_d T_d^*\| \leq r^2\}$$

Assume now that $H$ is infinite-dimensional and define the vector space $\mathcal{F}_d$ as a subspace in the space of all formal free series with coefficients in $\mathbb{C}$

$$\mathcal{F}_d = \left\{ F = \sum_{\alpha \in \mathbb{F}_d^+} a_\alpha z_\alpha : \forall(T_1, \ldots, T_d) \in \mathcal{B}(H)^d] r, \sum_{k=0}^{\infty} \|F_k(T_1, \ldots, T_d)\| < \infty \right\}$$.
We define multiplication on $\mathcal{F}_d^r$ as the multiplication of formal free series, and also a system of seminorms $\|\cdot\|_x$, $0 < x < r$, setting

$$
\|F\|_x := \sup_{(T_1, \ldots, T_d) \in [B(\mathcal{H})]^d} \| \sum_{k=0}^{\infty} F_k(T_1, \ldots, T_d) \|.
$$

It follows from the results of [16] that $\mathcal{F}_d^r$ is a complete metrizable locally convex algebra, and every seminorm $\|\cdot\|_x$ is actually a norm.

We use the noncommutative von Neumann inequality [15] and see that

$$
\|F\|_x = \sup_{y < x, \|T_1T_1^* + \ldots + T_dT_d^*\| = y^2} \| \sum_{k=0}^{\infty} F_k(T_1, \ldots, T_d) \| = \sup_{y < x} \| \sum_{k=0}^{\infty} F_k(y s_1, \ldots, y s_d) \|.
$$

The following statement is proved in [16, Theorem 1.5].

**Theorem 1.** A formal free series $F$ lies in $\mathcal{F}_d^r$ if and only if for any $0 < x < r$ the series $\sum_{k=0}^{\infty} x^k \|F_k(s_1, \ldots, s_d)\|$ converges.

Following Popescu’s paper [16], we will interpret the algebra $\mathcal{F}_d^r$ as a free analogue of the algebra of all holomorphic functions on a $d$-dimensional open ball of radius $r$. Unfortunately, this definition is not yet similar to the definition of the algebra $\mathcal{A}_d$. The connection between these algebras was established by G. Popescu in the same paper [16], see Theorem 2 below.

Denote by $\mathcal{A}(\mathcal{B}(\mathcal{X})_d^d) \subset \mathcal{F}_d^r$ the subset of formal free series $F \in \mathcal{F}_d^r$ such that the map

$$
x \mapsto F(xs_1, \ldots, xs_d)
$$

extends continuously from $[0, r)$ to $[0, r]$. Define a norm $\|F\| := \|F\|_r$ on $\mathcal{A}(\mathcal{B}(\mathcal{X})_d^d)$.

It follows from the results of [16] that $\mathcal{A}(\mathcal{B}(\mathcal{X})_d^d)$ is a Banach algebra. The following result is contained in [16, Theorem 3.2].

**Theorem 2.** The map

$$
\Phi : \mathcal{A}(\mathcal{B}(\mathcal{X})_d^d) \to \mathcal{A}_d, \quad \sum_{\alpha \in \mathcal{F}_d^+} a_\alpha z_\alpha \mapsto \sum_{k=0}^{\infty} \sum_{n \in \mathcal{F}_d^+: |n|=k} a_n s_n
$$

is an isomorphism of Banach algebras.

Theorem 2, in particular, implies that the elements $z_1, \ldots, z_d \in \mathcal{A}(\mathcal{B}(\mathcal{X})_d^d)$ generate a dense subalgebra $\mathcal{A}(\mathcal{B}(\mathcal{X})_d^d)$.

We now define function algebras on submanifolds of a noncommutative ball. Below, for the convenience of the reader, we describe some of the constructions that are contained in a much more general form (in the context of subproduct systems) in [18].

We define a map of vector spaces $Ev : P_d \to \mathcal{F}(\mathbb{C}^d)$, $s_{i_1} \ldots s_{i_k} \mapsto e_{i_1} \otimes \ldots \otimes e_{i_k}$. Take an arbitrary two-sided graded ideal $I = \bigoplus_{k \geq 1} I^k \subset P_d$.

**Definition 3.** We call the subspace $\mathcal{F}_d^I = Ev(I)^\perp \subset \mathcal{F}(\mathbb{C}^d)$ the Hardy space associated with $I$.

Denote by $i_I : \mathcal{F}_d^I \to \mathcal{F}(\mathbb{C}^d)$ the canonical embedding and by $p_I : \mathcal{F}(\mathbb{C}^d) \to \mathcal{F}_d^I$ the orthogonal projection. Consider $s_I = p_I \circ s_j \circ i_I : \mathcal{F}_d^I \to \mathcal{F}_d^I$.

**Definition 4.** The noncommutative disk algebra associated with the ideal $I$ is the Banach subalgebra $\mathcal{A}_d^I \subset \mathcal{B}(\mathcal{F}_d^I)$ generated by the operators $s_{I,1}, \ldots, s_{I,d}$. 


Since $\mathcal{A}_d^I$ is an algebra of operators on a Hilbert space, it also has an operator algebra structure in the sense of [13].

O. M. Shalit and B. Solel proved the following remarkable universal property of the algebra $\mathcal{A}_d^I$ [16, Theorem 8.4].

**Theorem 3.** Let $H$ be a Hilbert space, $T_1, \ldots, T_d \in \mathcal{B}(H)$. Then the following two properties are equivalent.

(i) $(T_1, \ldots, T_d) \in [\mathcal{B}(H)^d]_1$ and $p(T_1, \ldots, T_d) = 0$.

(ii) There exists a unique completely contractive homomorphism $\phi : \mathcal{A}_d^I \to \mathcal{B}(H)$ such that $\phi(s^I_1) = T_1$.

**Corollary.** Consider a two-sided graded ideal $I = \bigoplus_{k \geq 1} I^k \subset \mathcal{P}_d$. Then there exists a completely isometric isomorphism $\Phi : \mathcal{A}_d / I \to \mathcal{A}_d^I$ such that $\Phi(s_j + I) = s_j^I$ for all $j = 1, \ldots, d$.

**Proof.** Consider a particular case of the Theorem 3 take $I = 0$, the space $H = \mathcal{F}(\mathbb{C}^d)$, and the operators $T_k = s_k$ for $k = 1, \ldots, d$. We get that $(s_1, \ldots, s_d) \in [\mathcal{B}(\mathcal{F}(\mathbb{C}^d))]_1$.

Now let $I \subset \mathcal{P}_d$ be an arbitrary two-sided graded ideal. The algebra $\mathcal{A}_d / I$ is a quotient algebra of an operator algebra, and therefore is also an operator algebra (see [13, Theorem 6.3]). In other words, there is a completely isometric embedding $\iota : \mathcal{A}_d / I \hookrightarrow \mathcal{B}(H)$, $s_i + I \mapsto T_i$ for some Hilbert space $H$. In particular, $(T_1, \ldots, T_d) \in [\mathcal{B}(H)^d]_1$, because $(s_1, \ldots, s_d) \in [\mathcal{B}(\mathcal{F}(\mathbb{C}^d))]_1$. Applying Theorem 3 to the operators $T_1, \ldots, T_k$, we obtain that there exists a completely contractive homomorphism $\phi : \mathcal{A}_d / I \to \mathcal{A}_d^I$ such that $\phi(s_i^I) = s_i^I$. We apply Theorem 3 to $H = \mathcal{F}_d^I$ and the operators $T_k = s_k^I$ for $k = 1, \ldots, d$. We obtain that for each $p \in I$ the condition $p(s_1^I, \ldots, s_d^I) = 0$ is satisfied. Now we apply Theorem 3 to $H = \mathcal{F}(\mathbb{C}^d)$ and the operators $T_k = s_k$ for $k = 1, \ldots, d$. We obtain that there exists a completely contractive homomorphism $\phi : \mathcal{A}_d \to \mathcal{A}_d^I$ such that $\phi(s_i) = s_i^I$. Note that $\phi(p) = p(s_1^I, \ldots, s_d^I) = 0$ for every $p \in I$. Hence, $\phi(I) = 0$, and since $\phi$ is continuous, $\phi(T) = 0$. Therefore, there exists a completely contractive homomorphism $\phi_2 : \mathcal{A}_d / I \to \mathcal{A}_d^I$ such that $\phi_2(s_i + I) = s_i^I$.

Since $s_i$ and $s_i^I$ generate dense subalgebras of the corresponding algebras, it follows that $\phi_1 \circ \phi_2 = 1_{\mathcal{A}_d^I}$ and $\phi_2 \circ \phi_1 = 1_{\mathcal{A}_d / I}$. Hence $\phi_2$ is the required completely isometric isomorphism.

In what follows, we will identify the algebras $\mathcal{A}_d / I$ and $\mathcal{A}_d^I$ by the isomorphism $\Phi$.

We will use the following definition of a bundle of locally convex algebras, which is close to the definition adopted in [6] (see also [13]).

**Definition 5.** A bundle of locally convex algebras is a quadruple $(E, X, \pi, \mathcal{N})$, where $E$ and $X$ are topological spaces, $\pi : E \to X$ is a continuous open surjection, for any $x \in X$ on the set $\pi^{-1}(x)$ the structure of an algebra is given, and $\mathcal{N}$ is a directed family of seminorms on $E$. In other words, $\mathcal{N}$ is the set of functions $\sigma : E \to \mathbb{R}_{\geq 0}$ such that $\sigma|_{\pi^{-1}(x)}$ is a seminorm for any $x$, and for any $\sigma_1, \sigma_2 \in \mathcal{N}$ there exists $\sigma \in \mathcal{N}$, $C > 0$ such that the conditions $\sigma_1(e) \leq C\sigma(e)$ and $\sigma_2(e) \leq C\sigma(e)$ are satisfied for all $e \in E$.

This quadruple should satisfy the following axioms:

**A.1.** The map $E \times_X E \to E$, $(e_1, e_2) \mapsto e_1 + e_2$ is continuous (here $E \times_X E$ denotes the pullback in the category of topological spaces).

**A.2.** The map $E \times \mathbb{C} \to E$, $(e, \lambda) \mapsto \lambda e$ is continuous.

**A.3.** The map $E \times_X E \to E$, $(e_1, e_2) \mapsto e_1 e_2$ is continuous.

**A.4.** For a point $x \in X$ denote by $0_x \in E$ the zero vector of the space $\pi^{-1}(x)$. The sets

$$\{e \in E : \pi(e) \in U, \sigma(e) < \varepsilon\},$$

are closed and convex for any $U \in \mathcal{N}$.
where $U$ is an open neighborhood of $x$, $\sigma \in \mathcal{N}$ and $\varepsilon > 0$, define the local base of $0_x$.

**A5.** The map $E \to \mathbb{R}$, $e \mapsto \sigma(e)$ is continuous for any $\sigma \in \mathcal{N}$.

Restricting functions from the family $\mathcal{N}$ to the fiber $\pi^{-1}(x)$, we obtain a family of seminorms on $\pi^{-1}(x)$. It defines a topology which automatically coincides with the topology on $\pi^{-1}(x)$ induced from $E$ (see [13, Lemma A.17]).

If the spaces $E$, $X$ and the family of seminorms $\mathcal{N}$ satisfy some natural conditions, then, by [6, Theorem 3.2], the definition from [6] is equivalent to our definition with the axiom A4 removed. In other words, under these conditions, bundles in our sense are continuous bundles in the sense of [13]. On the other hand, in the case when the family $\mathcal{N}$ consists of a single norm and the fibers of the bundle are complete, our definition reduces to the definition of a Banach bundle from [5].

Bundles of locally convex algebras admit the following equivalent description in terms of the algebras of their continuous sections. For simplicity, we present it in the particular case of Banach bundles; this will suffice for our purposes.

**Definition 6.** A continuous field of Banach algebras is a quadruple $(E, X, \pi, \Gamma)$, where $E$ is a set without topology, $X$ is a topological space, $\pi : E \to X$ is a surjection, and for any $x \in X$ on the set $\pi^{-1}(x)$ the structure of a Banach algebra is given. $\Gamma$ is some set of functions $\gamma : X \to E$ such that $\pi \circ \gamma = id_X$ and the following axioms hold:

**B1.** For any $\gamma \in \Gamma$ the map $x \mapsto \|\gamma(x)\|$ is continuous.

**B2.** The set $\Gamma$ is closed under the operation $(\gamma, \delta) \mapsto \gamma + \delta$, where $(\gamma + \delta)(x) = \gamma(x) + \delta(x)$.

**B3.** For any $\lambda \in \mathbb{C}$ the set $\Gamma$ is closed under the operation $\gamma \mapsto \lambda \gamma$, where $(\lambda \gamma)(x) = \lambda \gamma(x)$.

**B4.** The set $\Gamma$ is closed under the operation $(\gamma, \delta) \mapsto \gamma \delta$, where $(\gamma \delta)(x) = \gamma(x)\delta(x)$.

**B5.** If the function $\gamma' : X \to E$ satisfies the condition $\pi \circ \gamma' = id_X$, and for any $x \in X$ and $\varepsilon > 0$ there exists $\gamma \in \Gamma$ such that $\|\gamma'(x') - \gamma(x')\| < \varepsilon$ for all $x'$ in some neighborhood of $x$, then $\gamma' \in \Gamma$.

**B6.** For any $x \in X$ the set $\{\gamma(x) | \gamma \in \Gamma\}$ is dense in $\pi^{-1}(x)$.

As shown in [5, Theorem 13.18] (see also [19, Theorem C.25]) for every continuous field of Banach algebras $(E, X, \pi, \Gamma)$ there exists a unique topology on the set $E$ that turns $(E, X, \pi, \| \cdot \|)$ into a bundle of Banach algebras such that all sections from $\Gamma$ are continuous. And vice versa, if the space $X$ is locally compact or paracompact, then each bundle $(E, X, \pi, \| \cdot \|)$ of Banach algebras $(E, X, \pi, \Gamma)$, where $\Gamma$ is the algebra of all continuous sections of the bundle $E$, corresponds to a continuous field of Banach algebras (see [5, Appendix C]). Thus, under the indicated conditions on $X$, the concepts of a bundle of Banach algebras and a continuous field of Banach algebras are essentially equivalent.

For each two-sided graded ideal $I = \bigoplus_{k \geq 1} I_k \subset \mathcal{P}_d$ denote by $p_I$ the orthogonal projection onto the subspace $Ev(I)^\perp \subset \mathcal{F}(\mathbb{C}^d)$.

**Remark.** It is clear that $\text{Ker}(p_I) = Ev(I) = \bigoplus_{k \geq 1} Ev(I^k)$. Hence $Ev(I^k) = \text{Ker}(p_I) \cap (\mathbb{C}^d)^{\otimes k}$. Therefore, taking into account the injectivity of the map $Ev$, it can be seen that the projection $p_I$ uniquely determines all components of $I^k$, and hence the ideal $I$ is also uniquely determined.

Denote by $\mathcal{M}$ the subset of $\mathcal{B}(\mathcal{F}(\mathbb{C}^d))$ consisting of all such operators $p_I$. We consider $\mathcal{M}$ as a topological space with the topology induced from the strong operator topology on $\mathcal{B}(\mathcal{F}(\mathbb{C}^d))$. 
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**Theorem 4.** Consider a topological space \( X \) and a continuous map \( \phi : X \to M \). Then there exists a bundle of Banach algebras \((E, X, \pi, \| \cdot \|)\) such that \( \pi^{-1}(x) \cong \mathcal{A}_d(T_x) \), where for each \( x \in X \) the ideal \( I_x \subset \mathcal{P}_d \) is uniquely determined by the condition \( \phi(x) = p_{I_x} \).

**Proof.** For any point \( x \in X \) we put \( \mathcal{A}_d^0(x) = \mathcal{A}_d^0 = \mathcal{A}_d(T_x) \), where \( p_{I_x} = \phi(x) \). Let \( \mathcal{A}_d(x) : \mathcal{A}_d \to \mathcal{A}_d^0(x) \) be the canonical projection. We set \( E = \bigcup_{x \in X} \mathcal{A}_d^0(x) \) and also define the projection \( \pi : E \to X, \pi(\mathcal{A}_d^0(x)) = x \).

We define \( \Gamma \) as the set of functions \( \gamma : X \to E \) such that \( \pi \circ \gamma = \text{id}_X \) and for any \( x_0 \in X, \varepsilon > 0 \) there exist \( p \in \mathcal{P}_d \) and \( U \ni x_0 \) such that for all \( x \in U \) the following inequality holds: \( \| \gamma(x) - \pi_d(x)(p) \|_{\mathcal{A}_d^0(x)} < \varepsilon \).

Let us prove that \( (E, X, \pi, \Gamma) \) is a bundle in the sense of definition [3].

Note that the set of sections \( \{ \pi_d^0(x)(p) : p \in \mathcal{P}_d \} \) forms an algebra. Therefore, according to [3 Proposition 10.2.3], it suffices to prove that the function \( x \to \| \pi_d^0(x)(p) \| \) is continuous for any \( p \in \mathcal{P}_d \).

We first prove that this function is lower semicontinuous. Take \( x_0 \in X, \varepsilon > 0 \). We will assume that \( \| \pi_d^0(x_0)(p) \| > 0 \). We know that \( \mathcal{A}_d^0(x_0) = \mathcal{A}_d^{I_{x_0}} \subset \mathcal{B}(\text{Im}(\phi(x_0))) \). Hence, there exists a vector \( v \in \text{Im}(\phi(x_0)) \subset \mathcal{F}(\mathbb{C}^d) \) such that \( \| v \|_{\mathcal{F}(\mathbb{C}^d)} = 1 \) and

\[
\| \pi_d^0(x_0)(p) \|_{\mathcal{A}_d^0(x_0)} \leq \| \pi_d^0(x_0)(p)(v) \|_{\mathcal{F}(\mathbb{C}^d)} + \frac{\varepsilon}{4}.
\]

Since the image of \( Ev \) is dense in \( \mathcal{F}(\mathbb{C}^d) \), we can assume that \( v = Ev(q) \), where \( q \in \mathcal{P}_d \).

Consider \( m = \deg(p) + \deg(q) \). Note that since \( \ker(\phi(x)) \) is the closure of \( Ev(I_x) \) and the ideal \( I_x \) is graded, then for any \( x \in X \) the operator \( \phi(x) \) is graded. We set \( \mathcal{F}^m = \bigoplus_{0 \leq t \leq m} (\mathbb{C}^d)^{\otimes t} \) and define the map \( \phi_m : X \to \mathcal{B}(\mathcal{F}^m) \) such that \( \phi_m(x) = \phi(x)|_{\mathcal{F}^m} \) for all \( x \in X \). Since the space \( \mathcal{B}(\mathcal{F}^m) \) is finite-dimensional, the map \( \phi_m \) is continuous with respect to the operator norm.

We also define operators \( s_j^m : \mathcal{F}^m \to \mathcal{F}^m \), \( s_j^m(e_{i_1} \otimes \ldots \otimes e_{i_k}) = s_j(e_{i_1} \otimes \ldots \otimes e_{i_k}) \) for \( k < m \), \( s_j^m(e_{i_1} \otimes \ldots \otimes e_{i_k}) = 0 \) for \( k = m \). Obviously, they are continuous.

For all sufficiently small \( \varepsilon \) the following inequality holds:

\[
\frac{\| \pi_d^0(x_0)(p) \|_{\mathcal{A}_d^0(x_0)} - \varepsilon}{\| \pi_d^0(x_0)(p) \|_{\mathcal{A}_d^0(x_0)} - \varepsilon} > 1 = \| v \|_{\mathcal{F}(\mathbb{C}^d)} = \| \phi(x_0)(v) \|_{\mathcal{F}(\mathbb{C}^d)}.
\]

Therefore, there exists a neighborhood \( U_1 \ni x_0 \) such that for any \( x \in U_1 \)

\[
\| \phi(x)(v) \|_{\mathcal{F}(\mathbb{C}^d)} \leq \frac{\| \pi_d^0(x_0)(p) \|_{\mathcal{A}_d^0(x_0)} - \varepsilon}{\| \pi_d^0(x_0)(p) \|_{\mathcal{A}_d^0(x_0)} - \varepsilon}.
\]

Consider \( p = \sum_{i=1}^{N} \lambda_i s_{k_{1,i}} \ldots s_{k_{n,i}} \). The map

\[
x \mapsto (\sum_{i=1}^{N} \lambda_i \phi_m(x)s_{k_{1,i}}^{m_i} \phi_m(x)s_{k_{2,i}}^{m_i} \phi_m(x) \ldots \phi_m(x)s_{k_{n,i}}^{m_i} \phi_m(x))(v) \in \mathcal{F}^m
\]

is continuous. Note that

\[
(\sum_{i=1}^{N} \lambda_i \phi_m(x)s_{k_{1,i}}^{m_i} \phi_m(x)s_{k_{2,i}}^{m_i} \phi_m(x) \ldots \phi_m(x)s_{k_{n,i}}^{m_i} \phi_m(x))(v) = \pi_d^0(x)(p)(\phi(x)(v)).
\]
Therefore, there exists a neighborhood \( U_2 \ni x_0 \) such that for all points \( x \in U_2 \) the following inequality holds

\[
\|\pi_d^\phi(x)(p)(\phi(x)(v)) - \pi_d^\phi(x_0)(\phi(x_0)(v))\|_{\mathcal{F}(\mathcal{C}^d)} = \|\pi_d^\phi(x)(p)(\phi(x)(v)) - \pi_d^\phi(x_0)(p)(v)\|_{\mathcal{F}(\mathcal{C}^d)} < \frac{\varepsilon}{4}.
\]

Let \( U = U_1 \cap U_2 \). Then for all \( x \in U \) the following inequalities hold

\[
\|\pi_d^\phi(x_0)(p)(v)\|_{\mathcal{F}(\mathcal{C}^d)} \leq \|\pi_d^\phi(x)(p)(\phi(x)(v))\|_{\mathcal{F}(\mathcal{C}^d)} + \frac{\varepsilon}{4} \leq \|\pi_d^\phi(x)(p)\|_{\mathcal{A}_d^\phi(x_0)} \cdot \|\phi(x)(v)\|_{\mathcal{F}(\mathcal{C}^d)} + \frac{\varepsilon}{4};
\]

therefore,

\[
\|\pi_d^\phi(x_0)(p)\|_{\mathcal{A}_d^\phi(x_0)} \leq \|\pi_d^\phi(x)(p)(v)\|_{\mathcal{F}(\mathcal{C}^d)} + \frac{\varepsilon}{4} \leq \|\pi_d^\phi(x)(p)\|_{\mathcal{A}_d^\phi(x_0)} \cdot \|\phi(x)(v)\|_{\mathcal{F}(\mathcal{C}^d)} + \frac{\varepsilon}{4}.
\]

Hence

\[
\|\pi_d^\phi(x)(p)\|_{\mathcal{A}_d^\phi(x_0)} > \frac{\|\pi_d^\phi(x_0)(p)\|_{\mathcal{A}_d^\phi(x_0)} - \frac{\varepsilon}{4}}{\|\phi(x)(v)\|_{\mathcal{F}(\mathcal{C}^d)}} \geq \|\pi_d^\phi(x_0)(p)\|_{\mathcal{A}_d^\phi(x_0)} - \varepsilon.
\]

Thus the function \( x \mapsto \|\pi_d^\phi(x)(p)\| \) is lower semicontinuous.

Let us prove that this function is upper semicontinuous. It follows from the definition of \( \mathcal{A}_d^\phi(x_0) \) that there exists \( q \in \cap I_{x_0} \) such that \( \|\pi_d^\phi(x_0)(p)\|_{\mathcal{A}_d^\phi(x_0)} \geq \|p + q\|_{\mathcal{A}_d} - \frac{\varepsilon}{2} \). Denote \( \deg(q) = k \). There is an embedding of vector spaces

\[
i_k : \mathcal{F}^k \hookrightarrow \mathcal{A}_d, \quad e_i \otimes \ldots \otimes e_i \mapsto s_1 \circ \ldots \circ s_k.
\]

Note that its domain is a finite-dimensional (Hilbert) space, which means it is continuous. It is also clear that \( Ev \circ i_k \) is the canonical embedding \( \mathcal{F}^k \hookrightarrow \mathcal{F}(\mathcal{C}^d) \). Since \( Ev(q) \in \mathcal{F}^k \), we can define a map \( \psi : X \to \mathcal{A}_d, \quad x \mapsto i_k(\phi(x)Ev(q)) \). It is continuous as a composition of continuous maps.

Note that \( \psi(x_0) = i_k(\phi(x_0)Ev(q)) = i_k(0) = 0 \). Hence, there exists a neighborhood \( U_3 \ni x_0 \) such that \( \|\psi(x)\| < \frac{\varepsilon}{2} \) is satisfied for all \( x \in U_3 \). Note that

\[
Ev(\psi(x) - q) = Ev(i_k(\phi(x)Ev(q))) - Ev(q) = (\phi(x) - 1)(Ev(q)) \in \text{Ker}(\phi(x)) \cap \mathcal{F}^k.
\]

Hence, \( Ev(\psi(x) - q) \in Ev(I_x) \), and hence \( \psi(x) - q \in I_x \). This implies that for all \( x \in U_3 \) the following inequalities hold:

\[
\|\pi_d^\phi(x)(p)\|_{\mathcal{A}_d^\phi(x)} \leq \|p + q - \psi(x)\|_{\mathcal{A}_d} \leq \|p + q\|_{\mathcal{A}_d} + \frac{\varepsilon}{2} \leq \|\pi_d^\phi(x_0)(p)\|_{\mathcal{A}_d^\phi(x_0)} + \varepsilon.
\]

Thus the function \( x \mapsto \|\pi_d^\phi(x)(p)\| \) is upper semicontinuous. Taking into account the lower semicontinuity of this function proved above, we conclude that it is continuous.

\[\square\]

4 Bundles of function algebras on submanifolds of an open noncommutative ball

As an auxiliary result, we first prove a non-commutative analog of the fact that an open ball is the union of closed balls embedded in it. To do this, we introduce some notation.

Take \( r > 0 \). For every \( 0 \leq x < r \) we define \( \mathcal{A}_d^\phi = \mathcal{A}_d \).

Then take \( 0 < x < y < r \). It follows from the Theorem \( \mathcal{B} \) that there exists a contraction homomorphism \( \phi_{xy} : \mathcal{A}_d^\phi = \mathcal{A}_d \to \mathcal{A}_d = \mathcal{A}_d^\phi \) such that \( \phi_{xy}(s_i) = \frac{x}{y}s_i \) for all \( i = 1, \ldots, d \).

Consider a graded ideal \( I \subset \mathcal{P}_d \). It is easy to see that the homomorphisms \( \phi_{xy} \) \((0 < x < y < r)\) induce homomorphisms \( \tilde{\phi}_{xy} : \mathcal{A}_d^\phi/I \to \mathcal{A}_d/I \). We identify the algebra \( \mathcal{P}_d \) with a dense subalgebra in \( \mathcal{F}_d^\phi \) by the embedding \( s_i \mapsto z_i \) \((i = 1, \ldots, d)\). The closure of the ideal \( I \) in the algebra \( \mathcal{F}_d^\phi \) will also be denoted by \( \mathcal{I} \), this will not lead to confusion.
Theorem 5. For any graded ideal $I \subset \mathcal{P}_d$ there exists an isomorphism of locally convex algebras
\[
\lim \limits_\leftarrow (A^n_d \cap I, \phi_{xy})_{0 < x < r} \cong F_d^r / I.
\]
In particular, there exists an isomorphism of locally convex algebras
\[
\lim \limits_\leftarrow (A^n_d, \phi_{xy})_{0 < x < r} \cong F_d^r.
\]

Proof. First, we prove the theorem in the case $I = 0$.

Denote by $\Phi : A(B(\mathcal{X})^d_1) \to A_d$ the isomorphism of Banach algebras (see Theorem 2) given by the conditions $z_i \mapsto s_i$, $i = 1, \ldots, d$. Denote by $A_x$ the algebra $F_d^x$ considered as a normed algebra with the norm $\| \cdot \|_x$. Let $\pi_x : F_d^x \to A_x$ be canonical homomorphisms. For each $x < r$ we define a map $\theta_x : A_x \to A^x(B(\mathcal{X})^d_1)$, $F \mapsto F_x$. It is clear that $\theta_x$ is an isometric homomorphism. Hence
\[
\theta_x = \Phi \circ \theta_x^0 : A_x \to A_d = A^r_d
\]
is also an isometric homomorphism. Note that $s_i = \theta_x(\frac{1}{x}z_i)$ generate a dense subalgebra in $A^r_d$, and hence the image of the homomorphism $\theta_x$ is dense in $A^r_d$. Hence, since the algebra $A^r_d$ is Banach, it is isomorphic to the completion of the algebra $A_x$ with respect to the norm $\| \cdot \|_x$.

Let us introduce the notation $r_n := r(1 - \frac{1}{n})$. It is clear that the sequence $\{r_n\}_{n \in \mathbb{N}}$ is increasing. Note that the topology on $F_d^r$ can be generated by a countable family of seminorms $\{\| \cdot \|_x\}_{x = r_n, n \in \mathbb{N}}$. We know that $\|F\|_{r_n} \leq \|F\|_{r_{n+1}}$. Therefore, the canonical homomorphism $\rho_x^n : A_{r_{n+1}} \to A_{r_n}$ is continuous. Hence, it extends to a continuous homomorphism $\rho_x : A_{r_{n+1}} \to A_{r_n}$ given by $s_i \mapsto \frac{r_n}{r_{n+1}} s_i$, $i = 1, \ldots, d$.

We use [2] Theorem 3] and obtain that the algebra $F_d^r$ together with the family of homomorphisms $\{\theta_x \circ \pi_x : F_d^r \to A^r_d\}_{0 < x < r}$ is the inverse limit of the system $(A^r_d, \rho_x^n)_{n \in \mathbb{N}}$ in the category of locally convex algebras. This definition defines the Arens-Michael representation (see [2]) of the algebra $F_d^r$.

For natural numbers $m > n$ denote by $\rho_{m,n} : A^{r_m}_n \to A^{r_m}_n$ the continuous homomorphism given by the conditions $s_i \mapsto \frac{r_m}{r_n} s_i$, $i = 1, \ldots, d$. It is clear that $\rho_{m,n} = \rho_{r_n} \circ \rho_{n+1} \circ \ldots \rho_{m-1}$. Note that the homomorphism $\rho_{m,n}$ coincides with the homomorphism $\phi_{r_m,r_n}$.

Therefore, there are isomorphisms of locally convex algebras
\[
F_d^r \cong \lim \limits_\leftarrow (A^{r_m}_n, \rho_{m,n})_{n \in \mathbb{N}} \cong \lim \limits_\leftarrow (A^{r_n}_m, \rho_{m,n})_{m > n} \cong \lim \limits_\leftarrow (A^r_d, \phi_{xy})_{x = r_n, n \in \mathbb{N}}.
\]

Note that the subset $\{r_n\}_{n \in \mathbb{N}} \subset (0, r)$ is cofinal. Therefore, the inverse limits of the systems $(A^r_d, \phi_{xy})_{0 < x < r}$ and $(A^r_d, \phi_{xy})_{x = r_n, n \in \mathbb{N}}$ are isomorphic. Hence, there exists an isomorphism of locally convex algebras
\[
\lim \limits_\leftarrow (A^r_d, \phi_{xy})_{0 < x < r} \cong F_d^r.
\]

We now prove the theorem for an arbitrary graded ideal $I \subset \mathcal{P}_d$.

Denote by $\pi_n : F_d^r \to A^{r_n}_n$ the canonical projections. Then $\pi_n(T) = \pi_n(I) = T \subset A^{r_n}_n$ is closure of the ideal $I$ with respect to the operator norm. Denote by $\tilde{\rho}_n : A^{r_{n+1}}_n / I \to A^{r_n}_n / I$ and $\tilde{\rho}_{m,n} : A^{r_m}_n / T \to A^{r_n}_n / T$ the homomorphisms induced by $\rho_n$ and $\rho_{m,n}$, respectively. We use [2] Theorem 6] and obtain that there is an isomorphism of locally convex algebras $F_d^r / I \cong \lim \limits_\leftarrow (A^r_d / I, \tilde{\rho}_{m,n})_{m \in \mathbb{N}}$.

Similarly to the case $I = 0$, we obtain a chain of isomorphisms
\[
F_d^r / I \cong \lim \limits_\leftarrow (A^r_d / I, \tilde{\rho}_{m,n})_{n \in \mathbb{N}} \cong \lim \limits_\leftarrow (A^r_d / I, \tilde{\rho}_{m,n})_{m > n} \cong \lim \limits_\leftarrow (A^r_d / I, \tilde{\phi}_{xy})_{x = r_n, n \in \mathbb{N}}.
\]

From cofinality of $\{r_n\}_{n \in \mathbb{N}} \subset (0, r)$ we obtain an isomorphism
\[
\lim \limits_\leftarrow (A^r_d / I, \tilde{\phi}_{xy})_{0 < x < r} \cong \lim \limits_\leftarrow (A^r_d / I, \tilde{\phi}_{xy})_{x = r_n, n \in \mathbb{N}} \cong F_d^r / I.
\]
Theorem 6. Consider a topological space $X$ and a continuous map $\phi : X \to \mathcal{M}$. Then for any $r > 0$ there exists a bundle of locally convex algebras $(E, X, \pi, \mathcal{N})$ such that $\pi^{-1}(x) \cong \mathcal{F}_x/\mathcal{T}_x$, where for each $x \in X$ the ideal $I_x \subset \mathcal{P}_d$ is uniquely determined by the condition $\phi(x) = p_{I_x}$.

To prove the theorem, we need the following lemma.

Lemma 1. Consider a bundle of Banach algebras $(E, X, \pi)$ and a set of sections $S \subset \Gamma(X, E)$ such that for any $x \in X$ the set $\{s(x), s \in S\}$ is dense in $\pi^{-1}(x)$. Then sets of the form

$$W(V, s, \varepsilon) := \{e \in E : \pi_0(e) \in V, \|e - s(\pi(e))\| < \varepsilon\},$$

where $V \subset X$ is an open set, $s \in S$, $\varepsilon > 0$, form the base of topology of the space $E$.

We omit the proof, since it is entirely contained in the proof of Theorem 13.18 in [4] (see also [19, Theorem C.25]).

By Theorem 4 there exists a bundle of Banach algebras $(E_0, X, \pi_0)$ such that $\pi_0^{-1}(x) \cong \mathcal{A}_d/\mathcal{T}_x$, where for each $x \in X$ the ideal $I_x \subset \mathcal{P}_d$ is uniquely determined by the condition $\phi(x) = p_{I_x}$. Moreover, from the density of the subalgebra $\mathcal{P}_d$ in $\mathcal{A}_d$ it follows that the set of elements $\pi_d^0(x)(p)$, where $p \in \mathcal{P}_d$, is dense in each fiber $\pi_0^{-1}(x)$. Note also that all sections of the form $x \mapsto \pi_d^0(x)(p)$ are continuous by the construction of the bundle $(E_0, X, \pi_0)$ (see the proof of the Theorem 4). We define sets

$$T(V, p, \varepsilon) := \{e \in E_0 : \pi_0(e) \in V, \|e - \pi_d^0(p)(\pi_0(e))(p)\| < \varepsilon\}$$

for all open $V \subset X$, $\varepsilon > 0$, $p \in \mathcal{P}_d$. It follows from Lemma 1 that the sets $T(V, p, \varepsilon)$ form the base of topology of the space $E_0$.

Proof of Theorem 4. For every $0 < t < r$ we put $E_t^0 = E_0$. For any $0 < t < s < r$ and any $x \in X$ the map $\phi_t : \mathcal{A}_d \to \mathcal{A}_d$ induces the map $\phi_t^* : \mathcal{A}_d/\mathcal{T}_x \to \mathcal{A}_d/\mathcal{T}_x$, where the ideal $I_x \subset \mathcal{P}_d$ is uniquely defined by the condition $\phi(x) = p_{I_x}$. Define the map $\Phi_t : E_0^t \to E_0^s$, $e \mapsto \phi_t^*(e)$, where $x = \pi_0(e)$. Let us prove that $\Phi_t$ is continuous. To do this, check that $T(V, p^t, \varepsilon) \subset \Phi_t^{-1}T(V, p, \varepsilon)$. Indeed, if $e \in T(V, p^t, \varepsilon)$, then $x = \pi_0(e) \in V$. Moreover, $\|e - \pi_d^0(x)(p^t)\| < \varepsilon$, and since the homomorphism $\phi_t^*$ is contractive, the following estimates hold:

$$\|\Phi_t(e) - \pi_d^0(x)(p)\| = \|\phi_t^*(e - \pi_d^0(x)(p^t))\| \leq \|e - \pi_d^0(x)(p^t)\| < \varepsilon.$$

Therefore, $\Phi_t(e) \in T(V, p, \varepsilon)$. Thus the map $\Phi_t$ is continuous.

We define the space $E$ as the inverse limit of the system $(E_0^t, \Phi_t)_{0 < t < r}$ in the category of topological spaces. Denote by $\Theta_t : E \to E_0^t$ the canonical maps. We define a map $\pi : E \to X$, $\pi = \pi_0 \circ \Theta_t$. Note that the set $E$ is the set of sequences $(e^t)_{0 < t < r}$ such that $\Theta_t(e^s) = e^t$ for any $0 < t < s < r$. In particular, $\pi_0(e^t) = \pi_0(e^s) = x$ for all $0 < t < s < r$. But then the set $E$ can be viewed as the set of sequences $(e^t, x)_{0 < t < r}$ such that $x \in X$, $e^t \in \mathcal{A}_d/\mathcal{T}_x$ and $\phi_t^*(e^s) = v^t$ for any $0 < t < s < r$. Therefore, the set $\pi^{-1}(x)$ is the inverse limit of the system $(\mathcal{A}_d/\mathcal{T}_x, \phi_t^0)_{0 < t < r}$ isomorphic to $\mathcal{F}_x/\mathcal{T}_x$ by the Theorem 5. Using this isomorphism, we define an algebraic structure on $\pi^{-1}(x)$ (at this moment we do not claim that it is compatible with the topology).

Denote by $\alpha_t^* : \pi^{-1}(x) \cong \mathcal{F}_x/\mathcal{T}_x \to \mathcal{A}_d/\mathcal{T}_x$ the canonical projections. We introduce a system of seminorms on $E$. Consider $\|e\|_t := \|\Theta_t(e)\|$. It is clear that if $t < s$, then

$$\|e\|_t = \|\Theta_t(e)\| = \|\Phi_t \circ \Theta_s(e)\| = \|\phi_t^*(\pi_s(e))\| \leq \|\alpha_s(e)\| = \|\Theta_s(e)\| = \|e\|_s,$$

therefore it is a directed system. Moreover, it is obvious that these seminorms are continuous.

In order to prove that $E$, $X$, $\pi$ and this system of seminorms form a bundle, it remains for us to verify the validity of axioms A1-A4.

Let us start with axiom A4. The family of sets $T(V, p, \varepsilon)$ forms the basis of topology of each space $E_0^t$. Then the family of sets $\Theta_t^{-1}(T(V, p, \varepsilon))$ forms the base of topology of the space $E$ (see [21 Proposition 2.5.5]).
Let $x \in X$. Since axiom A4 holds for the bundle $(E_0', X, \pi_0)$, the family of sets $T(V, 0, \varepsilon)$, where $V \ni x$ and $\varepsilon > 0$, forms a local base at the point $\Theta_t(0_x) = 0_x \in E_0$. Therefore, the family of sets

$$\Theta_t^{-1}T(V, 0, \varepsilon) = \{e \in E : \pi(e) \in V, \|\Theta_t(e)\| < \varepsilon\} = \{e \in E : \pi(e) \in V, \|e\|_t < \varepsilon\}$$

forms a local base at $0_x \in E$. Thus axiom A4 is valid.

The validity of the axioms A1,A2,A3 is easily deduced from the general properties of the limits of bundles. Indeed, we know that $E \times X = \lim_{0 < t < r} (E_0' \times X E_0', \Phi_{tu} \times X \Phi_{tu})$, since both the fiber product and the inverse limit are limits of the corresponding diagrams. Let $Add : E \times X \to E$ and $Add_0 : E_0 \times X E_0 \to E_0$ be addition, and $Mult : E \times X \to E$ and $Mult_0 : E_0 \times X E_0 \to E_0$ be multiplication. Then the composition of the maps $\Theta_t \circ Add = Add_0 \circ (\Theta_t \times X \Theta_t)$ is continuous for any $t$, and hence $Add$ is also continuous. It is proved similarly that the map $Mult$ and the map $Cn : E \times \mathbb{C} \to E$ of multiplication by a constant are continuous. Thus the triple $(E, X, \pi)$, together with the family of seminorms constructed above, satisfies axioms A1-A5 and therefore forms a bundle of locally convex algebras.

5 Universality of $\mathcal{M}$

In this part of the paper, we prove that the topological space $\mathcal{M}$ is a classifying space for bundles of some type.

**Lemma 2.** Let $I = \bigoplus_{m \geq 1} I^m \subset \mathcal{P}_d$ be a graded ideal, $p \in \mathcal{P}_d^m$. Then $\|p\|_{\mathcal{A}_d/T} = \|p\|_{\mathcal{P}_d^m/I^m}$.

**Proof.** It is obvious that $I^m \subset \mathcal{T}$, and hence $\|p\|_{\mathcal{A}_d/T} \leq \|p\|_{\mathcal{P}_d^m/I^m}$. Consider $\|p\|_{\mathcal{A}_d/T} < c < \|p\|_{\mathcal{P}_d^m/I^m}$. Then there exists $q \in I^m$, $q' \in \bigoplus_{k \geq m} I^k$ such that $\|p + q + q'\|_{\mathcal{A}_d} < c$. On the other hand, $\|p + q\|_{\mathcal{A}_d} > c$. Therefore, there exists $v \in \mathcal{F}(\mathbb{C}^d)$ such that $\|(p + q)(v)\| > c\|v\|$, and so $\|(p + q)(v)\|^2 > c^2\|v\|^2$. We can assume without loss of generality that

$$v = v_1 + \ldots + v_n, \quad v_k \in (\mathbb{C}^d)^{\otimes k} \subset \mathcal{F}(\mathbb{C}^d).$$

Then $\|v\|^2 = \|v_1\|^2 + \ldots + \|v_n\|^2$ and $\|(p + q)(v)\|^2 = \|(p + q)(v_1)\|^2 + \ldots + \|(p + q)(v_n)\|^2$. Hence $\|(p + q)(v_k)\|^2 > c^2\|v_k\|^2$ for some $k$. Note that

$$\|(p + q + q')(v_k)\|^2 = \|(p + q)(v_k)\|^2 + \|q'(v_k)\|^2 \geq \|(p + q)(v_k)\|^2 > c^2\|v_k\|^2.$$

Hence $\|(p + q + q')(v_k)\| > c\|v_k\|$ and $\|p + q + q'\|_{\mathcal{A}_d} > c$. This leads to a contradiction.

Consider a topological space $X$ and a map $\phi : X \to \mathcal{M}$, which is not assumed to be continuous. As above, for each $x \in X$ we denote by $I_x$ the graded ideal in $\mathcal{P}_d$ uniquely determined by the condition $\phi(x) = p_{I_x}$. Suppose that for each $p \in \mathcal{P}_d$ the map $X \to \mathbb{R}_{\geq 0}$, $x \mapsto \|p + T_x\|_{\mathcal{A}_d/T_x}$ is continuous.

For a natural number $m$ and $x \in X$ consider the linear map

$$f_x : \mathcal{P}_d^m \to \pi^{-1}(x) \cong \mathcal{A}_d/T_x, \quad s_{i_1} \ldots s_{i_m} \mapsto s_{i_1} \ldots s_{i_m} + T_x.$$

We will denote by $|p|_x := \|f_x(p)\|$ the seminorm on $\mathcal{P}_d^m$ induced by $f_x$.

**Lemma 3.** Let $x_0 \in X$. Then there exists an open neighborhood $U \ni x_0$ such that $\dim Ker(f_x) \leq \dim Ker(f_{x_0})$ for each $x \in U$.

**Proof.** We choose $p_1, \ldots, p_n \in \mathcal{P}_d^m$ such that $f_{x_0}(p_1), \ldots, f_{x_0}(p_n)$ form a basis of $\operatorname{Im}(f_{x_0})$ and $\|p_i\|_{x_0} = 1$ for all $i = 1, \ldots, n$. Take $E = \operatorname{span}(p_1, \ldots, p_n)$. All norms on $E$ are equivalent, hence there exists $c > 0$ such that for any $a_1, \ldots, a_n \in \mathbb{C}$

$$\|a_1p_1 + \ldots + a_np_n\| \geq c(|a_1| + \ldots + |a_n|).$$
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We denote by $|·|_{x_0}$ is also a norm on $E$ equivalent to $∥·∥$. Denote by $S = \{e ∈ E : |e|_{x_0} = 1\}$ the unit sphere with respect to $|·|_{x_0}$. Note that $S$ is compact, which means that we can choose a finite number of vectors $e_1, ..., e_l ∈ S$ such that for any $w ∈ E$ such that $|w|_{x_0} = 1$ there exists $i ∈ \{1, ..., l\}$ such that $∥w − e_i∥ < \frac{1}{6}$. For each $i = 1, ..., n$ there exists an open neighborhood $U_i ∋ x_0$ such that $|p_i|_{x} < 2$ for any $x ∈ U_i$. For every $j = 1, ..., l$ there is an open neighborhood $V_j ∋ x_0$ such that $|e_j|_{x} > \frac{1}{2}$. Consider $U = U_1 ∩ ... ∩ U_n ∩ V_1 ∩ ... ∩ V_l$. Take $x ∈ U$, $w ∈ E$, $∥w∥ = 1$. We know that there exists $i ∈ \{1, ..., l\}$ such that $∥w − e_i∥ < \frac{ε}{6}$. Let $w = a_1p_1 + ... + a_np_n$, $e_i = b_1p_1 + ... + b_np_n$. Then

$$|w|_{x} \geq |e_i|_{x} − |e_i − w|_{x} \geq \frac{1}{2} − |e_i − w|_{x}.$$

In this case

$$|e_i − w|_{x} \leq |a_1 − b_1||p_1|_{x} + ... + |a_n − b_n||p_n|_{x} < 2(|a_1 − b_1| + ... + |a_n − b_n|).$$

Also

$$2(|a_1 − b_1| + ... + |a_n − b_n|) \leq \frac{2}{c}∥(a_1 − b_1)p_1 + ... + (a_n − b_n)p_n∥ = \frac{2}{c}∥w − e_i∥ < \frac{1}{3}.$$

Therefore,

$$|w|_{x} \geq \frac{1}{2} − |e_i − w|_{x} \geq \frac{1}{6} > 0.$$

Hence, for all points $x ∈ U$ and vectors $0 ≠ w ∈ E$ it is true that $|w|_{x} = ∥w∥ · ∥w∥_{||w||} ≠ 0$, and hence the vectors $f_x(p_1), ..., f_x(p_n)$ are linearly independent in $A_d/T_x$. Then

$$\dim Ker(f_x) = d^m − \dim Im(f_x) ≤ d^m − n = d^m − \dim Im(f_{x_0}) = \dim Ker(f_{x_0}).$$

We denote by $Gr(k, n)$ the complex Grassmannian: the variety of $k$-dimensional subspaces in $\mathbb{C}^n$. The Plücker embedding $Pl : Gr(k, n) → \mathbb{P}(\Lambda^k(\mathbb{C}^n))$ is defined as follows: if a point $x ∈ Gr(k, n)$ corresponds to the subspace $V ⊂ \mathbb{C}^n$, the vectors $e_1, ..., e_k$ form the basis of the subspace $V$, then $Pl(x) = \mathbb{P}(e_1 ∧ ... ∧ e_k)$ (see [24, §10]). It is known that $Pl$ is a smooth embedding of manifolds.

**Lemma 4.** Let $x_0 ∈ X$, $\dim Ker(f_{x_0}) = k$. Then there exists an open neighborhood $U ∋ x_0$ such that $\dim Ker(f_x) = k$ for any $x ∈ U$. In addition, the map $ψ : U → Gr(k, d^m)$, $x → Ker(f_x)$, where $Ker(f_x)$ is considered as a subspace of $P_d^m$, is continuous.

**Proof.** Lemma 3 implies that there exists an open neighborhood $U_0 ∋ x_0$ such that for any $x ∈ U_0$ the inequality $\dim Ker(f_x) ≤ k$ holds.

Take the vectors $p_1, ..., p_k ∈ Ker(f_{x_0}) ⊂ P_d^m$, which form the basis of $Ker(f_{x_0})$. Consider $Ker(f_{x_0})$ as a subspace of $P_d^m$. Consider the corresponding point $Ker(f_{x_0}) ∈ Gr(k, d^m)$. Consider its arbitrary neighborhood $W ⊂ Gr(k, d^m)$. We show that there exists an open neighborhood $U ∋ x_0$ such that for all $x ∈ U$ the conditions $\dim Ker(f_x) = k$ and $Ker(f_x) ∈ W$ hold.

Since the Plücker embedding $Pl : Gr(k, d^m) → \mathbb{P}(\Lambda^k(P_d^m))$ is a topological embedding, there exists an open neighborhood $W_1 ⊂ \mathbb{P}(\Lambda^k(P_d^m))$ such that $W_1 ∩ Pl(Gr(k, d^m)) ⊂ Pl(W)$ and $Pl(Ker(f_{x_0})) ∈ W_1$. Note that there exists an open neighborhood $W_2 ⊂ \Lambda^k(P_d^m) \setminus \{0\}$ of $p_1 ∧ ... ∧ p_k$ such that $\mathbb{P}(\mathbb{C} \setminus \{0\}) \setminus W_2 ⊂ W_1$. Consider the vector space $(P_d^m)^k$ as a direct sum of the spaces $P_d^m$ and equip it with the norm given by the equality $∥(r_1, ..., r_k)∥ = \max_{i=1,...,k} ||r_i||$. The map $Wd : (P_d^m)^k → \Lambda^k(P_d^m)$ defined by the condition $(r_1, ..., r_k) ↦ r_1 ∧ ... ∧ r_k$ is linear in each argument, and hence continuous. Therefore, there exists $ε > 0$ such that $Wd(r_1, ..., r_k) ∈ W_2$ for any $(r_1, ..., r_k)$ such that $∥(r_1, ..., r_k) − (p_1, ..., p_k)∥ < ε$. In particular, $r_1 ∧ ... ∧ r_k = Wd(r_1, ..., r_k) ≠ 0$, and hence $\dim(span(r_1, ..., r_k)) = k$.

For each $i = 1, ..., k$ consider an open neighborhood $U_i ∋ x_0$ such that $|p_i|_{x_0} < ε$ for each $x ∈ U_i$. Take $U = U_0 ∩ U_1 ∩ ... ∩ U_k$. Lemma 2 implies that for each $x ∈ U$ there exists $q_i ∈ P_d^m$ such that $q_i ∈ I_{x_0}^m$ and
Since the subspace $\|q_i - p_i\| < \varepsilon$. Hence $\|(q_1, \ldots, q_k) - (p_1, \ldots, p_k)\| < \varepsilon$. Then in particular, $\dim(\text{span}(q_1, \ldots, q_k)) = k$. Note that $q_1, \ldots, q_k \in \text{Ker}(f_\pi)$. The fact that $x \in U_0$ implies that $\dim(\text{Ker}(f_\pi)) \leq k$. Therefore, $\dim(\text{Ker}(f_\pi)) = k$. On the other hand, $\text{Ker}(f_\pi) = \text{span}(q_1, \ldots, q_k) \in W$.

**Lemma 5.** Suppose that for each $m$ the map $\phi^m : X \to \mathcal{B}((\mathbb{C}^d)^{\otimes m})$ given by the condition $x \mapsto p^m_{1,x}$ is continuous. Then the map $\phi$ is continuous.

**Proof.** By the definition of $\mathcal{M}$, we need to show that for each $v \in \mathcal{F}(\mathbb{C}^d)$ the map $x \mapsto \phi(x)(v)$ is continuous. Take $x_0 \in X$, $\varepsilon > 0$.

Since the subspace $Ev(\mathcal{P}_d) \subset \mathcal{F}(\mathbb{C}^d)$ is dense, there exists $p \in \mathcal{P}_d$ such that $w = Ev(p)$, $\|w - v\| < \frac{\varepsilon}{5}$. Consider $p = p_0 + \ldots + p_m$, $p_i \in \mathcal{P}_d$. Then for every $i = 0, \ldots, m$ there exists an open neighborhood $U_i \ni x_0$ such that for every $x \in U_i$

$$\|\phi^i(x)(Ev(p_i)) - \phi^i(x_0)(Ev(p_i))\| < \frac{\varepsilon}{3\sqrt{m + 1}}.$$  

Take $U = U_0 \cap \ldots \cap U_m$, $x \in U$. We use Lemma 2 and obtain that

$$\|\phi(x)(Ev(p)) - \phi(x_0)(Ev(p))\|^2 = \sum_{i=0}^{m} \|\phi^i(x)(Ev(p_i)) - \phi^i(x_0)(Ev(p_i))\|^2 < (m + 1)\frac{\varepsilon^2}{9(m + 1)} = \left(\frac{\varepsilon}{3}\right)^2.$$  

Hence,

$$\|\phi(x)(w) - \phi(x_0)(w)\| = \|\phi(x)(Ev(p)) - \phi(x_0)(Ev(p))\| < \frac{\varepsilon}{3}.$$  

Therefore,

$$\|\phi(x)(\mathcal{O}) - \phi(x_0)(\mathcal{O})\| \leq \|\phi(x)(\mathcal{O}) - \phi(x_0)(\mathcal{O})\| + \|\phi(x)(\mathcal{O}) - \phi(x_0)(\mathcal{O})\| + \|\phi(x_0)(\mathcal{O}) - \phi(x_0)(\mathcal{O})\| < \varepsilon.$$  

So, for any $\varepsilon > 0$, there exists a neighborhood $U \ni x_0$ such that $\|\phi(x)(\mathcal{O}) - \phi(x_0)(\mathcal{O})\| < \varepsilon$ for all $x \in U$. Hence, the map $x \mapsto \phi(x)(\mathcal{O})$ is continuous.

**Theorem 7.** Consider a bundle $(E, X, \pi)$ of Banach algebras such that $\pi^{-1}(x) \cong \mathcal{A}_d/\mathcal{I}_x$ and a section $S_i : x \mapsto s_i + \mathcal{I}_x$ is continuous for each $i = 1, \ldots, d$. Then the map $\phi : X \to \mathcal{M}$, such that for each $x \in X$ the ideal $\mathcal{I}_x$ is uniquely determined by the condition $\phi(x) = p_{1,x}$, is continuous.

**Proof.** We can assume without loss of generality that $X$ is connected.

Consider the homomorphism $F : \mathcal{P}_d \to \Gamma(X, E)$, $s_i \mapsto S_i$. We know that for each $p \in \mathcal{P}_d$ the map $X \to \mathbb{R}_{\geq 0}$, $x \mapsto \|p\|_{\mathcal{A}_d/\mathcal{I}_x} = \|F(p)(x)\|$ is continuous.

It follows from Lemma 4 and the connectedness of $X$ that the function $\dim(\text{Ker}(f_\pi))$ on $X$ is constant. Let us denote its value by $k$. Lemma 4 implies that the map $\psi^m : X \to \text{Gr}(k, d^m)$ given by the condition $x \mapsto \text{Ker}(f_\pi)$ is continuous. Therefore, the map $\phi^m : X \to \mathcal{B}((\mathbb{C}^d)^{\otimes m})$ given by the condition $x \mapsto p^m_{\text{Ker}(f_\pi)} = p^m_{1,x}$ is continuous. We use Lemma 5 and obtain that $\phi : X \to \mathcal{M}$ is continuous.

**Theorem 8.** Consider a bundle $(E, X, \pi, N)$ of locally convex algebras such that $\pi^{-1}(x) \cong \mathcal{F}_d/\mathcal{T}_x$ and the section $S_i : x \mapsto s_i + \mathcal{T}_x$ is continuous for each $i = 1, \ldots, d$. Suppose that for some $r \in (0, 1)$ the map $\sigma_r : E \to \mathbb{R}_{\geq 0}$ defined on each layer as $\pi^{-1}(x) \ni e \mapsto \|e\|_r$ is continuous. Then the map $\phi : X \to \mathcal{M}$, such that for each $x \in X$ the ideal $\mathcal{I}_x$ is uniquely determined by the condition $\phi(x) = p_{1,x}$, is continuous.

**Proof.** Consider the homomorphism $F : \mathcal{P}_d \to \Gamma(X, B)$, $s_i \mapsto \frac{1}{r}S_i$. We know that for each $p \in \mathcal{P}_d$ the map $X \to \mathbb{R}_{\geq 0}$, $x \mapsto \|p\|_{\mathcal{A}_d/\mathcal{T}_x} = \sigma_r \circ F(p)(x)$ is continuous.

Similarly to the proof of Theorem 7 we obtain that the map $\phi : X \to \mathcal{M}$, where $\phi(x) = p_{1,x}$ for all $x \in X$, is continuous.
6 Noncommutative holomorphic functions from a different point of view

In this section, we give an interpretation of the algebras of the form $\mathcal{F}/\mathcal{T}$ considered in §4 in terms of the matrix theory of functions of several free variables [1, 8]. Here we will rely on the work [17] by G. Solomon, O. M. Shalit and E. Shamovich.

Let us first recall some notions and results from [1, 8, 17]. We will denote the algebra of matrices of size $n \times n$ by $M_{n\times n}$. We identify it with the algebra $\mathcal{B}(\mathbb{C}^n)$ and thus introduce an operator norm on $M_{n\times n}$. Consider the topological space $M^\infty = \bigsqcup_{n\in\mathbb{N}} \mathcal{B}(\mathbb{C}^n)^d$.

**Definition 7.** A subset $\Omega \subset M^d$ is called a noncommutative set (see [1, 8]) if $A \oplus B \in \Omega$ for any $A, B \in \Omega$, where $A \oplus B = \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix}$ is the direct sum of matrices.

Each space $M^d_{n\times n}$ can be equipped with an operator norm:

$$\| (X_1, \ldots, X_d) \| = \| X_1 X_1^* + \ldots + X_d X_d^* \|.$$ 

The open noncommutative $d$-dimensional ball of radius $r$ is a subset $B^r \subset M^d$ consisting of elements, whose norm is less than $r$:

$$B^r = \{ (X_1, \ldots, X_d) \in M^d : \| (X_1, \ldots, X_d) \| < r \}.$$ 

It is easy to see that it is an open noncommutative set.

**Definition 8.** (See [1], [8]) A noncommutative function on a noncommutative subset $\Omega \subset M^d$ is a sequence of maps $f = (f_n)_{n\in\mathbb{N}}$, $f_n : M^d_{n\times n} \cap \Omega \to M_{n\times n}$ such that the following two conditions are satisfied:

- For any $A \in M^d_{n\times n} \cap \Omega$, $B \in M^d_{m\times m} \cap \Omega$, the equality $f_{n+m}(A \oplus B) = f_n(A) \oplus f_m(B)$ holds.
- For any point $A \in M^d_{n\times n} \cap \Omega$ and any matrix $S \in GL(n)$ such that $SAS^{-1} \in \Omega$ the equality $f_n(SAS^{-1}) = Sf_n(A)S^{-1}$ holds.

Thus, a noncommutative function defines a map $f : M^d \to M^d$. It is clear that noncommutative functions can be pointwise added and multiplied.

Note that for any $r > 0$ noncommutative polynomials are noncommutative functions on the ball of radius $r$. Namely, if $X = (X_1, \ldots, X_d) \in M^d_{n\times n}$, we define a homomorphism $\mathcal{P}_d \to M_{n\times n}$, $p \mapsto p^n$ by conditions $s_i \mapsto X_i$. Then the polynomial $p$ corresponds to a noncommutative function $(p_n)_{n\in\mathbb{N}}$, where the map $p_n : M^d_{n\times n} \cap B^r \to M_{n\times n}$ takes $X$ to $p^n(X)$.

**Definition 9.** (See [17]) A subset $\mathcal{V} \subset M^d$ is called a noncommutative algebraic variety if

$$\mathcal{V} = \mathcal{V}^S_{\Omega} = \{ X \in \Omega : \forall p \in S \ p(X) = 0 \}$$

for some open noncommutative set $\Omega \subset M^d$ and arbitrary $S \subset \mathcal{P}_d$.

If $S \subset \mathcal{P}_d$ is a homogeneous ideal, then $\mathcal{V}^S_{\Omega}$ is called a homogeneous noncommutative algebraic variety.

**Definition 10.** (See [1], [8]) For an open noncommutative set $\Omega \subset M^d$, a noncommutative function $f : \Omega \to M^1$ is called a noncommutative holomorphic function if it is locally bounded, that is, for each $X \in \Omega$ there exists an open neighborhood $U \subset \Omega$ such that $\sup_{Y \in U} \| f(Y) \| < \infty$.

In particular, if $\sup_{X \in \Omega} \| f(X) \| < \infty$, then $f$ is a noncommutative holomorphic function.

**Remark.** It is known (see [11, Theorem 12.17]) that for any $n \in \mathbb{N}$ a noncommutative holomorphic function is holomorphic on $M^d_{n\times n} \cap \Omega$ in the usual sense.

**Definition 11.** (See [17]) Consider a noncommutative algebraic variety $\mathcal{V} \subset M^d$. A noncommutative function $f : \mathcal{V} \to M^1$ is holomorphic on $\mathcal{V}$ if for each $X \in \mathcal{V}$ there exists an open noncommutative neighborhood $X \in U \subset \Omega$ and a noncommutative function $g : U \to M^1$ such that $f|_{\mathcal{V} \cap U} = g|_{\mathcal{V} \cap U}$ and $\sup_{Y \in U} \| g(Y) \| < \infty$. 
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The algebra $\mathcal{H}^\infty(\mathcal{V})$ of bounded holomorphic functions on $\mathcal{V}$ consists of all noncommutative holomorphic functions $f : \mathcal{V} \to \mathcal{M}^1$ such that $\|f\| := \sup_{x \in \mathcal{V}} \|f(x)\| < \infty$.

Following [16], we denote by $\mathcal{H}^\infty(\mathcal{B}(\mathcal{X})^d)$ the set of formal free series $F \in \mathcal{F}_d^r$ such that $\|F\|_r < \infty$. By [16, Theorem 3.1], $\mathcal{H}^\infty(\mathcal{B}(\mathcal{X})^d)$ is a subalgebra of $\mathcal{F}_d^r$ and a Banach algebra with respect to the norm $\|\cdot\|_r$.

**Theorem 9.** (See [17, Theorem 3.1]) The map

$$\Phi : \mathcal{H}^\infty(\mathcal{B}(\mathcal{X})^d) \to \mathcal{H}^\infty(\mathcal{B}_1^d), \quad F \mapsto f,$$

given by $f(A) = F(A)$ for any $A \in \mathcal{B}_1^d$, is an isometric isomorphism of Banach algebras. Here $f(A)$ is the value of the noncommutative function $f$ on $A \in \mathcal{B}_1^d$, and $F(A)$ is the result of substituting $A$ into the formal free series $F$ (see §2).

From this theorem it is easy to deduce a similar statement about balls of arbitrary radius. Namely, the following result holds true.

**Corollary.** The map

$$\Phi_r : \mathcal{H}^\infty(\mathcal{B}(\mathcal{X})^d) \to \mathcal{H}^\infty(\mathcal{B}_r^d), \quad F \mapsto f,$$

given by $f(A) = F(A)$ for any $A \in \mathcal{B}_r^d$, is an isometric isomorphism of Banach algebras.

**Proof.** Note that $\gamma : \mathcal{H}^\infty(\mathcal{B}(\mathcal{X})^d) \to \mathcal{H}^\infty(\mathcal{B}(\mathcal{X})^d), F \mapsto F^{r_1^2}$ is an isometric isomorphism since $\|F^{r_1^2}\|_r = \|F\|_r$.

On the other hand, the map $\gamma' : \mathcal{H}^\infty(\mathcal{B}_1^d) \to \mathcal{H}^\infty(\mathcal{B}_r^d)$, given by $\gamma'(f)(A) = f(\frac{1}{r}A)$ is also an isometric isomorphism, since $\frac{1}{r}\mathcal{B}_1^d = \mathcal{B}_r^d$. It remains to note that $\Phi_r = \gamma' \circ \Phi \circ \gamma^{-1}$ is the required isomorphism.

The definition of uniform continuity for noncommutative functions repeats almost verbatim the corresponding definition for maps of metric spaces.

**Definition 12.** (See [17]) A noncommutative function $f : \Omega \to \mathcal{M}^1$ is called uniformly continuous if for any $\varepsilon > 0$ there exists $\delta > 0$ such that $\|f(X) - f(Y)\| < \varepsilon$ for each $n \in \mathbb{N}, X, Y \in \Omega \cap \mathcal{M}_{n \times n}^d, \|X - Y\| < \delta$.

As proved in [17, Corollary 9.2], noncommutative polynomials are uniformly continuous on any ball.

Consider a noncommutative algebraic variety $\mathcal{V} \subset \mathcal{M}^d$. Following [17], we denote by $\mathcal{A}(\mathcal{V})$ the subalgebra in $\mathcal{H}^\infty(\mathcal{V})$ consisting of functions that can be continued uniformly continuously to $\overline{\mathcal{V}}$.

**Theorem 10.** (See [17, Proposition 9.7]) For a homogeneous ideal $I \subset \mathcal{P}_d$ and a noncommutative algebraic subvariety $\mathcal{V} = \mathcal{V}_I^d \subset \mathcal{B}_1^d$ there exists a unique isometric isomorphism of algebras $\Phi : \mathcal{A}_d/I \to \mathcal{A}(\mathcal{V})$ such that $\Phi(s_i)(X_1, \ldots, X_d) = X_i$.

In particular, $\mathcal{A}_d \cong \mathcal{A}(\mathcal{B}(\mathcal{X})^d) \cong \mathcal{A}(\mathcal{B}_1^d)$

The proof of the next result almost verbatim repeats the proof of the corollary from Theorem 9.

**Corollary.** Consider a homogeneous ideal $I \subset \mathcal{P}_d$. Denote by $\mathcal{V}$ the noncommutative algebraic variety $\{X \in \mathcal{M}^d : \forall p \in I \ p(X) = 0\}$. Then the map

$$\Phi_r : \mathcal{A}(\mathcal{B}(\mathcal{X})^d)/I \to \mathcal{A}(\mathcal{V} \cap \mathcal{B}_r^d), \quad F + I \mapsto f,$$

given by $f(A) = F(A)$ for any $A \in \mathcal{V} \cap \mathcal{B}_r^d$ is an isometric isomorphism of Banach algebras. Here $f(A)$ is the value of the noncommutative function $f$ on $A \in \mathcal{V} \cap \mathcal{B}_r^d$, and $F(A)$ is the result of the substitution $A$ into a formal free series $F$ (see §2).

**Proof.** We know that $\mathcal{A}_d \cong \mathcal{A}(\mathcal{B}(\mathcal{X})^d)$, and hence $\Psi(z_i + I)(X_1, \ldots, X_d) = X_i$ defines an isometric isomorphism of algebras $\Psi : \mathcal{A}(\mathcal{B}(\mathcal{X})^d)/I \to \mathcal{A}(\mathcal{V} \cap \mathcal{B}_r^d)$.

Note that $\gamma : \mathcal{A}(\mathcal{B}(\mathcal{X})^d)/I \to \mathcal{A}(\mathcal{B}(\mathcal{X})^d)/I, \quad F \mapsto F^{r_1^2}$ is an isometric isomorphism since $\|F^{r_1^2}\|_r = \|F\|_r$.

On the other hand, the map $\gamma' : \mathcal{A}(\mathcal{V} \cap \mathcal{B}_r^d) \to \mathcal{A}(\mathcal{V} \cap \mathcal{B}_r^d)$ given by $\gamma'(f)(A) = f(\frac{1}{r}A)$ is also an isometric isomorphism, since $\frac{1}{r} \mathcal{V} \cap \mathcal{B}_d^d = \mathcal{V} \cap \mathcal{B}_r^d$. It remains to note that $\Phi_r = \gamma' \circ \Phi \circ \gamma^{-1}$ is the required isomorphism. □
The following result follows from \[17\] Theorems 5.2 and 5.4.

**Theorem 11.** For a noncommutative algebraic subvariety \( V \subset \mathbb{B}_1^d \) the restriction map \( \mathcal{H}^\infty(\mathbb{B}_1^d) \to \mathcal{H}^\infty(V) \) is a coisometry.

**Lemma 6.** Consider \( 0 < x < y \), and a homogeneous ideal \( I \subset \mathcal{P}_d \). Denote the noncommutative algebraic variety \( \{ X \in \mathcal{M}_d : \forall p \in I \ p(X) = 0 \} \) by \( V \). Then the image of the restriction map

\[
\mathcal{H}^\infty(V \cap \mathbb{B}_x^d) \to \mathcal{H}^\infty(V \cap \mathbb{B}_y^d)
\]

lies in \( \mathcal{A}(V \cap \mathbb{B}_x^d) \).

**Proof.** Consider a function \( f \in \mathcal{H}^\infty(V \cap \mathbb{B}_y^d) \). Theorem [11] implies that \( f \) is the restriction of some function \( \tilde{f} \in \mathcal{H}^\infty(\mathbb{B}_y^d) \).

Recall (see §2) that the algebra \( \mathcal{A}(\mathcal{B}(\mathcal{X})_y^d) \) consists of formal free series \( F \in \mathcal{F}_d^t \) such that the map \( t \mapsto F(t_{s_1}, \ldots, t_{s_d}) \) can be extended continuously from \([0, x)\) to \([0, x]\). On the other hand, the algebra \( \mathcal{H}^\infty(\mathcal{B}(\mathcal{X})_y^d) \) consists of formal free series \( F \in \mathcal{F}_d^t \) such that

\[
\sup_{0 < t < y} \|F(t_{s_1}, \ldots, t_{s_d})\| < \infty
\]

(see \[16\] Theorem 3.1]). It is clear that for any \( F \in \mathcal{H}^\infty(\mathcal{B}(\mathcal{X})_y^d) \) the map \( t \mapsto F(t_{s_1}, \ldots, t_{s_d}) \) is continuous on \([0, x) \subset [0, y)\). Hence there is an embedding \( \mathcal{H}^\infty(\mathcal{B}(\mathcal{X})_y^d) \hookrightarrow \mathcal{A}(\mathcal{B}(\mathcal{X})_y^d) \).

Note that the composition

\[
\mathcal{H}^\infty(\mathcal{B}(\mathcal{X})_y^d) \hookrightarrow \mathcal{A}(\mathcal{B}(\mathcal{X})_y^d) \cong \mathcal{A}(\mathbb{B}_y^d) \to \mathcal{A}(V \cap \mathbb{B}_x^d) \to \mathcal{H}^\infty(V \cap \mathbb{B}_x^d)
\]

is the same as the restriction map \( \mathcal{H}^\infty(\mathcal{B}(\mathcal{X})_y^d) \to \mathcal{H}^\infty(V \cap \mathbb{B}_x^d) \). Denote by \( g \) the image of \( \tilde{f} \) under this composition. Then \( g \in \mathcal{A}(V \cap \mathbb{B}_x^d) \) is the image of \( f \) under the original restriction map

\[
\mathcal{H}^\infty(V \cap \mathbb{B}_y^d) \to \mathcal{H}^\infty(V \cap \mathbb{B}_x^d).
\]

\[\square\]

**Lemma 7.** Consider \( 0 < x < y < r \) and a homogeneous ideal \( I \subset \mathcal{P}_d \). Denote by

\[
\phi_{xy} : \mathcal{A}(V \cap \mathbb{B}_x^d) \to \mathcal{A}(V \cap \mathbb{B}_y^d), \quad \psi_{xy} : \mathcal{H}^\infty(V \cap \mathbb{B}_y^d) \to \mathcal{H}^\infty(V \cap \mathbb{B}_x^d)
\]

restriction maps. Then \( \lim_{\leftarrow}(\mathcal{A}(V \cap \mathbb{B}_x^d), \phi_{xy})_{0 < x < r} \cong \lim_{\to}(\mathcal{H}^\infty(V \cap \mathbb{B}_y^d), \psi_{xy})_{0 < x < r} \).

**Proof.** Take \( A = \lim_{\leftarrow}(\mathcal{A}(V \cap \mathbb{B}_x^d), \phi_{xy})_{0 < x < r} \), \( B = \lim_{\to}(\mathcal{H}^\infty(V \cap \mathbb{B}_y^d), \psi_{xy})_{0 < x < r} \). Denote by \( \alpha_x : A \to \mathcal{A}(\mathbb{B}_x^d) \) and \( \beta_x : B \to \mathcal{H}^\infty(\mathcal{B}(\mathcal{X})_x^d) \) the natural projections.

Denote by \( \iota_x : \mathcal{A}(V \cap \mathbb{B}_x^d) \to \mathcal{H}^\infty(V \cap \mathbb{B}_x^d) \) the inclusion map. Note that the compositions \( \iota_x \circ \alpha_x \) induce a continuous homomorphism \( \alpha : A \to B \). On the other hand, from Lemma \[6\] we get the embeddings \( \zeta_x : \mathcal{H}^\infty(V \cap \mathbb{B}_x^d) \to \mathcal{A}(V \cap \mathbb{B}_x^d) \). Since \( \left\{ \frac{x}{r}, x \in (0, r) \right\} = (0, r) \), the compositions \( \zeta_x \circ \beta_x \) induce a continuous homomorphism \( \beta : B \to A \). It can be seen that \( \alpha \) and \( \beta \) are inverse to each other, and hence they define a topological isomorphism of locally convex algebras.

\[\square\]

Our next task is to single out some subalgebra in the algebra of all noncommutative holomorphic functions on a homogeneous noncommutative algebraic variety and show that it is isomorphic to the algebra \( \mathcal{F}_d^t/\mathcal{T} \) considered in §4.

Consider \( r > 0 \) and a homogeneous ideal \( I \subset \mathcal{P}_d \). Denote the noncommutative algebraic subvariety \( \mathcal{V}_r \subset \mathbb{B}_1^d \) by \( \mathcal{V}_r \). By \( \mathcal{F}(\mathcal{V}_r) \) we denote the algebra of noncommutative holomorphic functions on \( \mathcal{V}_r \), bounded on \( \mathcal{V}_r \cap \mathbb{B}_x^d \) for all \( x < r \). We introduce a system of seminorms on it: for \( f \in \mathcal{F}(\mathcal{V}_r) \) and \( 0 < x < r \) we set \( \|f|_x := \sup_{X \in \mathcal{V}_r \cap \mathbb{B}_x^d} \|f(X)\| \).

The following theorem is the main result of this section.
Theorem 12. Let $I \subset \mathcal{P}_d$ be a homogeneous ideal, $r > 0$ and $\mathcal{V}_r = \mathcal{V}_{r_d}^I$. Then there exists a unique topological isomorphism of algebras $\Theta : \mathcal{F}_d^r / \mathcal{T} \to \mathcal{F}(\mathcal{V}_r)$ such that

$$\Theta(z_i + \mathcal{T})(X_1, \ldots, X_d) = X_i.$$

Proof. The uniqueness is obvious from the definition of the algebra $\mathcal{F}_d^r$. As above, for any $x, y \in (0, r)$, $x < y$, consider the restriction maps

$$\phi_{xy} : \mathcal{A}(\mathcal{V} \cap \mathbb{B}_y) \to \mathcal{A}(\mathcal{V} \cap \mathbb{B}_x), \quad \psi_{xy} : \mathcal{H}^\infty(\mathcal{V} \cap \mathbb{B}_y) \to \mathcal{H}^\infty(\mathcal{V} \cap \mathbb{B}_x).$$

We check that $\mathcal{F}(\mathcal{V}_r) \cong \lim_{\downarrow x < r} (\mathcal{H}^\infty(\mathcal{V}_r \cap \mathbb{B}_y), \psi_{xy})_{0 < x < r}$. It is clear that there exist restriction maps

$$\mathcal{F}(\mathcal{V}_r) \to \mathcal{H}^\infty(\mathcal{V}_r \cap \mathbb{B}_x).$$

On the other hand, consider a family of noncommutative holomorphic functions $\{f_x\}_{0 < x < r}$ with $f_x \in \mathcal{H}^\infty(\mathcal{V}_r \cap \mathbb{B}_x)$ such that $\psi_{xy}(f_y) = f_x$ for all $0 < x < y < r$. We can pick a function $f : \mathcal{V}_r \cap \mathbb{B}_x \to \mathbb{M}_1$, coinciding with $f_x$ on $\mathcal{V}_r \cap \mathbb{B}_x$ for all $0 < x < r$. It will be a noncommutative holomorphic function bounded on each $\mathcal{V}_r \cap \mathbb{B}_x$. Hence $\mathcal{F}(\mathcal{V}_r) \cong \lim_{\downarrow x \to r} (\mathcal{H}^\infty(\mathcal{V}_r \cap \mathbb{B}_x), \psi_{xy})_{0 < x < r}$.

As in the Theorem 5 for every $0 \leq x < r$ we set $\mathcal{A}_x^d = \mathcal{A}_d$. For $0 < x < y < r$ consider the homomorphism

$$\tilde{\phi}_{xy} : \mathcal{A}_d^r / \mathcal{T} = \mathcal{A}_d / \mathcal{T} \to \mathcal{A}_d / \mathcal{T} = \mathcal{A}_d^r / \mathcal{T},$$

uniquely determined by the condition $\tilde{\phi}_{xy}(s_i + \mathcal{T}) = \frac{x}{y} s_i + \mathcal{T}$ for all $i = 1, \ldots, d$.

We have a chain of isometric isomorphisms

$$\mathcal{A}_d^r / \mathcal{T} \to \mathcal{A}(\mathcal{B}(\mathcal{X})^d) / \mathcal{T} \to \mathcal{A}(\mathcal{B}(\mathcal{X})^d) / \mathcal{T} \xrightarrow{\Phi} \mathcal{A}(\mathcal{V} \cap \mathbb{B}_y),$$

in which the first isomorphism is generated by the isomorphism $\Phi^{-1}$ from Theorem 2, the second one acts according to the rule $F \mapsto F^\perp$ (see the proof of the corollary from Theorem 3), and the third one is defined in (*). Denote the composition of these isomorphisms by $\Psi_r$. It is easy to see that $\Psi_r(s_i + \mathcal{T})(X_1, \ldots, X_d) = \frac{1}{r} X_i$ for all $i = 1, \ldots, d$ and $x \in \mathcal{V} \cap \mathbb{B}_x$.

Let us check that the following diagram is commutative:

$$\begin{array}{ccc}
\mathcal{A}_d^r / \mathcal{T} & \xrightarrow{\tilde{\phi}_{xy}} & \mathcal{A}_d^r / \mathcal{T} \\
\downarrow{\Psi_x} & & \downarrow{\Psi_y} \\
\mathcal{A}(\mathcal{V}_r \cap \mathbb{B}_x) & \xrightarrow{\phi_{xy}} & \mathcal{A}(\mathcal{V}_r \cap \mathbb{B}_y)
\end{array}$$

For all $i = 1, \ldots, d$ the following equalities hold

$$(\Psi_x \circ \tilde{\phi}_{xy}(s_i + \mathcal{T}))(X_1, \ldots, X_d) = (\Psi_x(\frac{x}{y} s_i + \mathcal{T}))(X_1, \ldots, X_d) = \frac{1}{x} \cdot \frac{x}{y} X_i = \frac{1}{y} X_i.$$

On the other hand,

$$(\phi_{xy} \circ \Psi_y(s_i + \mathcal{T}))(X_1, \ldots, X_d) = (\Psi_y(s_i + \mathcal{T}))(X_1, \ldots, X_d) = \frac{1}{y} X_i.$$

This proves the commutativity of the diagram. From this and Theorem 5 it follows that

$$\mathcal{F}_d^r / \mathcal{T} \cong \lim_{\downarrow x < r} (\mathcal{A}_d^r / \mathcal{T}, \phi_{xy})_{0 < x < r} \cong \lim_{\downarrow x < r} (\mathcal{A}(\mathcal{V}_r \cap \mathbb{B}_x), \phi_{xy})_{0 < x < r}.$$

Therefore, by Lemma 7

$$\mathcal{F}_d^r / \mathcal{T} \cong \lim_{\downarrow x < r} (\mathcal{A}(\mathcal{V}_r \cap \mathbb{B}_x), \phi_{xy})_{0 < x < r} \cong \lim_{\downarrow x < r} (\mathcal{H}^\infty(\mathcal{V}_r \cap \mathbb{B}_x), \psi_{xy})_{0 < x < r} \cong \mathcal{F}(\mathcal{V}_r).$$

If we denote the composition of these maps by $\Theta$, then we see that $\Theta(z_i + \mathcal{T})(X_1, \ldots, X_d) = X_i$ for all $i = 1, \ldots, d$. \qed
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