Symmetry-protected topological (SPT) phases are many-body quantum states that are topologically nontrivial as long as the relevant symmetries are unbroken. In this work we show that SPT phases are also well defined for average symmetries, where quenched disorders locally break the symmetries, but restore the symmetries upon disorder averaging. An example would be crystalline SPT phases with imperfect lattices. Specifically, we define the notion of average SPT for disordered ensembles of quantum states. We then classify and characterize a large class of average SPT phases using a decorated domain wall approach, in which domain walls (and more general defects) of the average symmetries are decorated with lower dimensional topological states. We then show that if the decorated domain walls have dimension higher than \((0 + 1)d\), then the boundary states of such average SPT will almost certainly be long-range entangled, with probability approaching 1 as the system size approaches infinity. This generalizes the notion of t’Hooft anomaly to average symmetries, which we dub “average anomaly”. The average anomaly can also manifest as constraints on lattice systems similar to the Lieb-Schultz-Mattis (LSM) theorems, but with only average lattice symmetries. We also generalize our problem to “quantum disorders” that can admit short-range entanglement on their own, and develop a theory of such generalized average SPTs purely based on density matrices and quantum channels. Our results indicate that topological quantum phenomena associated with average symmetries can be at least as rich as those with ordinary exact symmetries.

I. Introduction

Symmetry classifies matter\cite{[1, 2]}. In the realm of symmetry-protected topological (SPT) quantum phases\cite{[3–6]}, symmetries are required in order to sharply distinguish different states of matter. For example, in topological insulators (TIs)\cite{[7, 8]} the \(U(1)\) charge conservation and time-reversal symmetries must be preserved to distinguish topological and trivial insulators. In more general terms, a nontrivial SPT state is short-range entangled (SRE) in the sense that it can be adiabatically connected to a trivial un-entangled product state, but such adiabatic paths are forbidden if the “protecting symmetry” is preserved.

A natural question is, how exact does the protecting symmetry has to be? Specifically, if we have some quenched disorders that locally break the protecting symmetry, but on average still respect the symmetry (such as magnetic impurities in TI), could the state still be in some topologically nontrivial phase? In other words, could average symmetry protect nontrivial topological phases?
Previous studies have shown that some features of SPT phases in clean systems survive “statistically-symmetric” disorder present on the boundary, which lead to the concept of “statistical topological insulator” [9, 10]. One example is the three dimensional (3D) weak TI, made by stacking layers of a 2D TI. The surface state of the 3D weak TI is protected against Anderson localization even with strong disorder, if the translation symmetry along the stacking direction is restored by disorder averaging[11, 12]. A similar de-localization appears on the surface of a 3D strong TI subject to a random magnetic field with zero mean[13], and even richer phenomena were discussed in the presence of interactions[14–18].

Key questions, however, remain unanswered. Previous studies focused on the effects of disorders on the boundary. It is then natural to ask: are the bulk topological phases sharply defined with average symmetries? If so, what are their signatures in the bulk, and how could we classify such phases? This question is particularly relevant for SPT phases protected by crystalline symmetries [19–21], since impurities and lattice defects are ubiquitous in crystalline solids and the symmetry of an ideal lattice in reality is respected at best only on average. Of course when the material sample is of high quality, one can treat the ideal lattice as a good approximation. However, if the disorders become non-negligible, does the entire notion of crystalline SPT lose its meaning?

Even for the boundary physics, the problems were tackled on a case-by-case basis in existing literature. Given a symmetry group $G$ that contains an average symmetry $G$, how do we systematically decide whether the boundary has to be nontrivial in some way? For free fermion states this issue was discussed in Ref. [9], but for interacting systems the question is largely open. In the standard theory of clean SPT, the non-triviality of the boundary is ultimately guaranteed by the quantum anomaly (more precisely, t’Hooft anomaly), which is decided by the bulk topological invariant. Familiar examples include the $(3 + 1)d$ TI surface protected by parity anomaly, and the integer quantum Hall edge protected by chiral anomaly. So the question about boundary properties can be rephrased as: does the notion of quantum anomaly exist for average symmetry? If anomaly can indeed be defined, how does such “average anomaly” constrain the infrared (IR) dynamics of the boundary theory?

Systems with t’Hooft quantum anomaly does not only appear on the boundary. An important class of such examples includes lattice systems with Lieb-Schultz-Mattis (LSM) constraints[22–24]. The most familiar example is a translation invariant lattice spin system with $SO(3)$ spin rotation symmetry and a spin-1/2 moment per unit cell. It is known that this system has a mixed t’Hooft anomaly between the discrete lattice translation and spin rotation symmetries[25]. As a consequence, the low energy dynamics cannot be trivial: either the symmetry will be spontaneously broken, or the system will form some long-range entangled ground state that is either topologically ordered or gapless. Similar t’Hooft anomalies also arise for other internal symmetries as long as they admit projective representations, and for other lattice symmetries such as rotation and reflection[26]. Recently, it was shown in Ref. [27] that, at least for $(1 + 1)d$ spin chains with $SO(3)$ symmetry, the LSM constraint holds even if the translation symmetry becomes only an average symmetry. Even though the argument in Ref. [27] does not make explicit connection to anomaly, it does suggest that the LSM anomaly should exist for arbitrary dimensions and for more general symmetries (such as time-reversal). Making this connection more explicit, precise and general is an open direction of great importance.

In this work we address all of the above issues. The key is to realize that

1. SPTs, whether in the bulk or on the boundary, are characterized by the properties of symmetry defects. The symmetry defects, e.g. twisted boundary conditions and gauge fluxes, may carry quantized invariants that can be used to define different phases. A well-known example is that in the bulk of a 3D TI, a unit magnetic monopole carries half-integral electric charge [28–30].

2. For an average symmetry $G$ in a disordered ensemble, even though the ground state in each disorder realization is not a $G$-eigenstate, we can still define defects associated with $G$ for the entire ensemble – all we need is to modify the disorder potential accordingly.

Therefore by characterizing the defects, or equivalently domain walls of the average symmetries, we obtain an understanding of average SPT phases. Essentially, lower-dimensional states can be decorated onto the domain walls, similar to the case of clean SPTs. This “decorated domain wall” [31] picture turns out to be powerful both in the bulk and on the boundary.

**A. Summary of results**

We highlight the main results of this work below. This part will also serve as a map for the rest of this paper.

1. In Sec. II, we carefully define various basic notions. Specifically,

   - We consider a disordered ensemble of local Hamiltonians $H_I$, where $I$ labels different disorder realizations. We consider quenched disorders that are spatially uncorrelated, up to some exponentially decaying tales.
• We consider two types of symmetries: an exact symmetry is a symmetry for any disorder realization, namely $H_I$ is invariant under an exact symmetry for any $I$; an average symmetry, in contrast, does not keep each individual $H_I$ invariant, but transforms $H_I$ to a different disorder configuration $H'_I$, with the same realization probability. We consider cases where the ensemble of bulk ground states (\{\psi_I\}) does not spontaneously break any symmetry (exact or average).

• Similar to the study of SPT phases in clean systems, we demand each $H_I$ to have a gapped unique ground state $|\psi_I\rangle$. Furthermore, we demand different realizations to be adiabatically connected to each other while preserving the exact symmetries: $|\psi_I\rangle = U_T|\psi'_I\rangle$, where $U_T$ represents a finite-time local Hamiltonian evolution, or equivalently a finite-depth local unitary circuit. Ground state ensembles that satisfy these conditions are dubbed short-range-entangled ensembles.

• We define two short-range-entangled ensembles to belong to the same average SPT phase, if their Hamiltonians can be continuously tuned to each other while keeping the ground states symmetric and short-range-entangled.

2. In Sec. III we argue that a powerful way to think about average SPT phases is to study topological defects, such as domain walls and vortices, associated with the average symmetry. For an ensemble of preserves the average symmetry, these topological defects should proliferate at arbitrarily large length scale. To construct nontrivial average SPT states, we decorate the average symmetry defects with nontrivial topological phases protected by the exact symmetry. For example, if we introduce magnetic disorders in a three-dimensional strong topological insulator[32], we have two-dimensional domain walls of time-reversal breaking (introduced by the magnetic impurities) percolating throughout the bulk, and each domain wall is decorated with an integer quantum Hall states.

The decorated domain wall approach allows us to systematically classify average SPT phases. The simplest case is bosonic systems with total symmetry $\mathcal{G} = K \times G$, where $K$ is exact and $G$ is average: within the group-cohomology formalism, such average SPT phases are classified by (Theorem 1)

$$\sum_{p=1}^{d+1} H^{d+1-p}(G, H^p(K, U(1))). \quad (1)$$

In particular, group-cohomology states protected solely by $G$ (classified by $H^{d+1}(G, U(1))$) becomes trivial as $G$ becomes an average symmetry. This result also applies when $G$ is the average lattice symmetry, appropriate for realistic crystalline systems, and $K$ is the exact internal symmetry. The result can also be extended to states beyond group-cohomology. In Table I we list the classification of bosonic SPT phases for several simple symmetry classes, in space dimensions 1, 2, 3, including those beyond group-cohomology.

3. In Sec. IV we show using a modified flux-insertion argument that, when nontrivial states are decorated on domain walls with dimensions higher than $(0 + 1)d$ (e.g. $p > 1$ in Eq. (1)), the boundary state is almost certainly long-range entangled (or long-range correlated). More precisely, the probability for a sample (a single state in the ensemble) to have boundary correlation length $\xi$ exceeding any finite value $\xi_0$ approaches 1: $P(\xi > \xi_0) \to 1$, as the system size $L \to \infty$ (Theorem 2). We anticipate that these nontrivial boundary states will result in measurable signals such as low-temperature thermal conductance. In contrast, if states are decorated on $(0 + 1)d$ domain walls (e.g. $p = 1$ in Eq. (1)), then the boundary state for all disorder realizations can be short-range entangled – the only nontrivial feature in this case is that different disorder realizations may not be adiabatically connected in the presence of such mildly anomalous boundary. In Table I we list, in parenthesis, those states that do (almost certainly) have long-range entangled boundary states.

4. The above result on average anomaly is used in Sec. IV to show a Lieb-Schultz-Mattis (LSM) constraint for systems with average translation symmetry, where each lattice unit cell contains a projective representation of the exact on-site symmetry (such as spin-1/2 moment for $SO(3)$ or Kramers’ doublet for time-reversal). We argue that in such systems the ground state will almost certainly be long-range entangled (or long-range correlated), with probability approaching 1 as the system size $L \to \infty$.

5. In Sec. V we consider fermions systems. First in Sec. VA we discuss some free-fermion examples: weak and strong topological insulators, in two and three dimensions. As a demonstration of the power of our approach, we reproduce, in a simple manner, several nontrivial results from previous literature. We then systematically consider $(3 + 1)d$ fermion systems in two symmetry classes: AII class ($U(1) \times T$ with Kramers’ doublet fermions) and AIII class ($U(1) \times T$). In both
cases we consider average time-reversal symmetries. The AII class is relevant for electronic solids with spin-orbit interactions, with magnetic impurities that locally break time-reversal; the AIII class is relevant for quantum Hall plateaux transitions with average particle-hole symmetry. We show that for the AII case, the classification is reduced from $\mathbb{Z}_2^4$ in the clean case to $\mathbb{Z}_2^2$; for the AIII case, the classification is reduced from $\mathbb{Z}_d \times \mathbb{Z}_2$ to $\mathbb{Z}_4 \times \mathbb{Z}_2$. All these nontrivial states have long-range entangled surface states with probability one, except for the $n = 2$ state in the $\mathbb{Z}_4$ factor of AIII, in which the surface state can be short-range correlated for each individual disorder realization. The anomaly structure for the AIII case is consistent with numerical simulations on multi-component quantum Hall plateau transitions.

6. In Sec. VI we further generalize our problem to quantum disorders, where disorders are described by quantum mechanical degrees of freedom that can form nontrivial (but still invertible) many-body entanglement within themselves. This converts our problem to the study of SPT phases in mixed states – a problem that has been recently studied [33] in the context of open quantum systems. We find that

- States protected solely by the average symmetry, including invertible states that do not need any symmetry, become trivial.
- Time-reversal symmetry always behave as an average symmetry.
- Bosonic SPTs described by elements in Eq. (1) are still nontrivial. For this statement, we give a careful justification in $(1 + 1)d$ in terms of the string order parameters, and give a plausible argument in the more general cases.

We end with a discussion on open questions in Sec. VII.

II. Generalities

Let us begin by introducing some useful concepts and physically defining our questions more precisely. To start, we consider a fixed lattice Hilbert space with a local tensor product structure $\mathcal{H} = \otimes_i \mathcal{H}_i$ ($i$ labeling lattice sites), and an ensemble of local Hamiltonians $\{H_I\}$ and their ground states $\{\Psi_I\}$, with probability $\{P_I\}$. For concreteness the Hamiltonian takes the form

$$H_I = H_0 + \sum_i (v_i^I \mathcal{O}_i + \text{h.c.}),$$

(2)

where $v_i^I$ is a quenched disorder potential ($I$ labeling a particular realization and $i$ labeling a lattice site), $\mathcal{O}$ is a local operator, and $H_0$ is the disorder-free part of the Hamiltonian. We require the disorder to be at most short-range correlated, namely $v_i^I v_j^I$ should decay exponentially with $|i - j|$.

We now consider two types of global symmetries. The exact symmetry $K$ commutes with both the disorder-free part and the disordered part of the Hamiltonian, for any individual realization of the disorder. The average symmetry (or statistical symmetry) $G$ only commutes with $H_0$ and is broken by each realization of the disorder potential, so effectively the disorder potential $v$ transforms non-trivially under $G$ ($g \in G : v \to g \cdot v$). We then require that the probability distribution $P[v_I] \equiv P_I$ to be invariant under a $G$ transform ($P[g \cdot v] = P[v]$), so the entire statistical ensemble stays invariant, hence the name average (or statistical) symmetry. For example, a random magnetic field $h(x)$ is odd under time-reversal $T : h \to -h$, and time-reversal would be an average symmetry if $P(h) = P(-h)$. In real materials, the most common examples of average symmetry are crystalline symmetries such as lattice translation: in each sample the symmetries are broken by impurities and lattice defects. It is typically the case that the impurities and defects will appear randomly at different positions with equal probability, which makes the lattice symmetries valid on average. However, to keep the disorder potentials short-range correlated, we do need to keep the impurities and defects dilute so they do not interact with each other (the strength of impurity scattering potential is unrestricted on the other hand). For internal symmetries such as time-reversal, a natural way to effectively obtain average-symmetric disorder is to start with an exact symmetry, then break it spontaneously but with the order parameter varying randomly in space – the most famous example of this kind is a spin glass order (for a concrete example see Ref. [15]).

For simplicity we will often focus on cases where the full symmetry of the ensemble $G$ is given by $K \times G$. But we note that in general, $G$ is given by the group extension,

$$1 \longrightarrow K \longrightarrow G \longrightarrow G \longrightarrow 1,$$

(3)

where $K \subset G$ is a normal subgroup. $G$ may or may not contain an anti-unitary (time reversal) element. We shall also assume that both $K$ and $G$ acts locally (namely their actions within each lattice unit cell are unentangled), so they do not suffer from any t’Hooft anomaly – we shall come back to this issue later when discussing boundary properties.

We now proceed to define the analogue of symmetric short-range entangled (SRE) states, but for the entire statistical ensemble $\{H_I, \Psi_I, P_I\}$. It is natural to consider cases in which each individual $\Psi_I$ is SRE (and symmetric under $K$), namely each $H_I$ is gapped with a unique symmetric ground state. However for our purpose this is not enough: we would like to forbid
the ensemble from containing states in different SRE phases (possibly protected by $K$) separated by topological phase transitions\(^1\). We therefore have

**Definition 1.** A $K$-symmetric SRE ensemble is one that only contains $K$-symmetric SRE ground states $\{H_I, |\Psi_I\rangle\}$, with any pair of states being adiabatically connected to each other while preserving $K$.

Notice that we impose the symmetric SRE condition on all states in the ensemble, including those rare states with vanishing probability in thermodynamic limit. This is to avoid potential subtleties from Griffiths-like singularities. We expect this no-rare-region restriction to be physically reasonable far away from quantum phase transitions. The interplay between rare region effects and topological phase transitions is a fascinating subject that we leave to future studies.

To study symmetric SRE states, we further demand that the ensemble of states $\{|\Psi_I\rangle\}$ does not break the symmetries spontaneously. For exact symmetries this simply means that each individual state $|\Psi_I\rangle$ does not break the symmetries (i.e. is not a cat state), which is anyway guaranteed by the symmetric SRE condition. The question is slightly subtler for average symmetries. One could, for example, detect spontaneous breaking of an average symmetry $G$ by measuring the average magnitude of the integrated order parameter

$$M \equiv \left| \sum_i \langle \phi_i \rangle \right|,$$

where $\phi_i$ is some local order parameter (defined near site $i$) that transforms nontrivially under $G$, $\langle \ldots \rangle$ denotes the expectation value with respect to a particular quantum state, and the overline denotes the disorder (ensemble) averaging (we shall use this notation throughout this paper). If the ensemble spontaneously breaks $G$, we expect $M$ to be proportional to the volume $L^d$. For symmetric ensembles we expect a smaller scaling – for example, a trivial paramagnetic state will have $M \sim O(L^{d/2})$.

The above way of detecting spontaneous breaking of average symmetries, however, is not very convenient for our purpose. In this work, instead, we will guarantee the absence of spontaneous $G$-breaking primarily through proliferation of domain walls (or other defects such as vortices). Essentially, we demand that at sufficiently large length scale (larger than the correlation length), domain walls (or other appropriate defects) will always appear to restore the statistical $G$ symmetry. At low enough dimensions ($2d$ for discrete symmetries), such domain wall proliferation is always guaranteed by the Imry-Ma theorem[34].

Next we shall define the notion of continuous symmetric deformation – the analogue of symmetric adiabatic evolution – for our SRE ensembles. This task is relatively straightforward: we continuously deform both the Hamiltonians ($H_0$ and $C_I$ in Eq. (2)) and the probability distribution of the disorder $P[v]$, such that (1) both the Hamiltonians and the disorder correlations remain short-ranged, and (2) the ensemble of states remains symmetric and SRE throughout.

We are now ready to define the notion of average SPT phases:

**Definition 2.** Two SRE ensembles, with exact symmetry $K$ and average symmetry $G$, belong to the same average SPT phase if there is a path of continuous symmetric deformation connecting the two.

As in most other topology problems, it is impractical to check all continuous paths between two states. Instead it is much more useful to construct topological invariants to distinguish different phases. This will be the task of next Section.

### III. Decorated domain wall approach

In this section we will generalize the decorated domain wall approach[31], a powerful construction for standard SPT phases, to the study of average SPT phases. Let us first review the idea of constructing standard SPT phases by the decorated domain wall (more generally, symmetry defect) construction in clean systems[31], where all symmetries are exact.
Starting from a phase in \((d + 1)\)-dimensional space-time, in which \(G\) is broken spontaneously, a symmetric state can be obtained from condensation of \(G\)-domain walls. Non-trivial SPT phases are produced by decorating codimension \(p\) (with respect to the space-time) topological defects of \(G\) with \((d - p + 1)\)-dimensional SPT phases protected by the unbroken symmetry \(K\) before the domain wall proliferation. In order for the condensation of \(G\)-domain walls to be gapped with a unique ground-state in the bulk, there is a set of consistency conditions for the defect decoration \([35]\), such that \(G\)-defect of each codimension is free of \(K\)-anomaly.

In this scheme the protected surface states appear naturally: topological defects that end at the surface carry the non-trivial boundary modes of the lower dimensional SPT phases protected by the symmetry \(K\).

For simplicity let us tentatively assume \(G\) to be discrete and unitary – the more general cases are similar in conclusions but more subtle in details. The decorated domain wall approach can be equivalently formulated as follows: consider the SPT state \(|\Psi\rangle\), and act on it with the symmetry element \(g\) in \(G\), but only in a (large enough) subregion \(A\) (say with a disk geometry): \(U^A_g = \prod_{i \in A} U^i_g\) (\(U^i_g\) is the local \(g\)-generator). The symmetric SRE nature of \(U^A_g\) implies that acting with \(U^A_g\) has nontrivial effect only near the boundary of \(A\) \([36–38]\), namely \(U^A_g|\Psi\rangle = V^A_g|\Psi\rangle\), where \(V^A_g\) is a unitary operator that is nontrivial (non-identity) only near the boundary \(\partial A\). In this case a decorated domain wall simply means that \(V^A_g\) creates a nontrivial phase in one dimension lower. Similar considerations can be carried out for defects with higher codimensions \([35]\) and for anti-unitary symmetries \([39]\).

Now we add quenched disorder that breaks the \(G\)-symmetry to the system. One can imagine that now the system consists of patches with different symmetry breaking patterns, which are pinned by the symmetry-violating disorder. In two adjacent patches, the states are related by an action of the broken symmetry. As a result, the interface between two adjacent patches naturally realizes a \(G\)-domain wall. The idea is that, similar to the case in clean systems, we can decorate the domain walls with nontrivial lower dimensional invertible phases, such as SPT phases protected by the exact symmetry. When the disorder has a random distribution so that the \(G\)-symmetry is restored on average, one again gets a \(G\)-defect network, extending over the entire system.

The above picture is very similar to the standard (exact symmetry) SPT, but with one important difference: for standard SPT the domain walls proliferate as coherent quantum superpositions, with well defined phase factor associated with each domain wall configuration – for example, the bosonic \(\mathbb{Z}_2\) Levin-Gu state \([40]\) has a \((-1)\) factor for each Ising domain wall; for average SPT, however, the domain walls proliferate through classical probability, with no analogue of quantum phase factors. Therefore SPT states that are nontrivial due to such phase factors in the domain wall superpositions have no analogue in average SPT.

Let us try to make the decorated domain wall picture for average SPT more precise. Consider a particular realization, say, \(\{v_i\}\) in Eq. (2), with the ground state \(|\Psi\rangle\). Now consider a different realization, with \(\tilde{v}_i = v_i\) for \(i\) outside of a region \(A\), and \(\tilde{v}_i = g_i v_i^{-1}\) inside the region \(A\) (for example for Ising symmetry \(\tilde{v}_i = -v_i\) for \(i \in A\), and denote the corresponding ground state as \(|\tilde{\Psi}\rangle\). These two disorder realizations have essentially identical probability. The absence of spontaneous \(G\)-breaking, together with the SRE nature of the ensemble, implies that for large enough \(A\), the two should look identical deep inside \(A\), and should differ only by a \(g\)-action deep inside \(A\) – the only potential nontrivial difference can only happen near the boundary \(\partial A\).

\[
U^A_g|\Psi\rangle = V^A_g|\tilde{\Psi}\rangle, \tag{5}
\]

with \(V^A_g\) defined nontrivially only on \(\partial A\). If we choose a different disorder realization, say \(v'_i\) with ground state \(|\Psi'\rangle\), we can similarly define \(\tilde{v}'_i\) and \(|\tilde{\Psi}'\rangle\). By assumption (Def. 1), all these states are connected through some \(K\)-symmetric adiabatic evolutions (or \(K\)-symmetric finite depth unitary circuit). Moreover, the evolution connecting \(|\Psi\rangle\) to \(|\Psi'\rangle\) (call it \(W\)) and that connecting \(|\tilde{\Psi}\rangle\) to \(|\tilde{\Psi}'\rangle\) (call it \(W'\)) must be identical deep inside \(A\) and differ only by conjugating \(g\) deep inside \(A\). These facts are enough to show that

\[
U^A_g|\Psi'\rangle = (V^A_g')|\tilde{\Psi}'\rangle, \tag{6}
\]

where \((V^A_g)'\) and \(V^A_g\) only differ by an adiabatic evolution on \(\partial A\). In other words, the topological nature of \(V^A_g\) does not depend on the choice of disorder realization, even though non-universal properties of \(V^A_g\) certainly does depend on details of the disorder potential. Similarly, one can show that the topological nature of \(V^A_g\) also does not depend on the choice of the region \(A\), as long as \(A\) is large enough – essentially, Def. 1 requires different domain wall configurations to be adiabatically connected to each other, which in turn requires the decorating phases on the domain walls to remain the same no matter where the domain walls move to. The only way to change the topological property of \(V^A_g\) is to go through a phase transition – at least for some of the states in the ensemble.

The above arguments establishes the (topological part of) \(V^A_g\), the “decoration” on the domain walls, as a robust property describing the corresponding average SPT phases.

### A. Topological response from replica field theory

Similar to the standard SPT theory, the decorated domain wall construction can be rephrased as a topological response theory for background gauge fields.
For this purpose, we work with the path integral and use the replica trick: we replicate the Lagrangian \( N_r \) times to obtain the action

\[
S = \int dt d^d x \sum_{\alpha=1}^{N_r} \mathcal{L}[\phi_{\alpha}(x, t), v(x)] + \int d^d x V[v(x)], \tag{7}
\]

where \( \phi \) represents all the dynamical degrees of freedom, \( \alpha \) is the replica index, \( v \) is the disorder potential. The first term represents the dynamics of \( \phi \)'s and their interactions with \( v \), and the second term generates the classical probability of the disorder potential. Note that while the dynamical fields \( \phi(x, t) \) depend on both space and time, the disorder potential \( v(x) \) only varies in space and is constant in time.

The replicated action Eq. (7) is, by definition, invariant under the full symmetry group \( \mathcal{G} \). The disorder potential \( v \) is invariant under the exact symmetry \( K \), but transforms non-trivially under the average symmetry \( \tilde{G} \). There is no obstruction in coupling the theory in Eq. (7) to a background gauge field in \( \mathcal{G} \), call it \( A^G \). The only subtlety is that since \( v \) is constant in time, any gauge transformation associated with \( G \) must be constant in time. This then requires the \( G \) gauge field, denoted as \( A^G \), to be trivial along the time direction. Since the time component of a gauge field couples to the symmetry charge, the constraint on \( G \) gauge field is simply a reflection of the fact that \( G \)-charge is not conserved for our system, and one cannot use \( G \)-charges to distinguish different phases of matter. The spacial components of \( A_G \), on the other hand, are not constrained. In fact, the average symmetry defects, discussed in the decorated domain wall construction, can be precisely described using the spacial components of \( A_G \) following standard procedures. For example, a non-trivial holonomy of \( A^G \) along a spacial cycle represents a twisted boundary condition for both the dynamical fields and the disorder potential.

We can now formally integrate out the dynamical fields \( \phi \), and obtain the partition function that depends on the background gauge field \( A^G \) and the spacial-time \((d+1)\)-manifold \( X \). For an invertible phase (such as SPT) in a clean setup, the global properties are included in a topological quantum field theory (TQFT) as the imaginary phase of the Euclidean partition function \[41\],

\[
\ln(Z[X, A]) \sim i S_{\text{top}}[X, A] + \cdots, \tag{8}
\]

in which the terms omitted are irrelevant below the bulk energy gap. In the presence of quenched randomness, the disorder-averaged effective action can be obtained from the replica limit \[42\]

\[
S[X, A^G] = \ln Z[X, A^G] = \lim_{N_r \to 0} \frac{1}{N_r} \ln \left( Z[X, A^G|N_r] - 1 \right), \tag{9}
\]

where the overbar denotes the disorder average. Analogous to clean systems, the topological term that survives the replica limit \( N_r \to 0 \) in Eq. (9) encodes the topological properties of the disorder system.

Here we make a side remark. The maximal symmetry group (let us denote it by \( \tilde{G} \)) of the actions in Eq. (7) is not the “full symmetry group” \( G \) that acts diagonally on all replicas. For example, if \( G = K \times G \), then \( \tilde{G} = K^{N_r} \times G \), since each replica can transform under \( K \) independently while leaving the Lagrangian invariant. More generally, \( \tilde{G} \) is defined by the following morphism of short exact sequences:

\[
\begin{array}{c}
1 \longrightarrow K^{N_r} \longrightarrow \mathcal{G}^{N_r} \longrightarrow G^{N_r} \longrightarrow 1 \\
\equiv \begin{array}{c}
\downarrow \quad f \\
\downarrow \quad F \end{array}
\end{array}
\tag{10}
\]

Here \( F \) is the diagonal map, and we ignore the (in general discrete) rotation symmetry among the replicas. Coupling the overall \( \tilde{G} \) symmetry to backgrounds enables us to calculate quantities such as

\[
\lim_{N_r \to 0} \left( \langle O_1^G O_2^G \rangle - \langle O_1^G \rangle \langle O_2^G \rangle \right), \tag{11}
\]

where \( \alpha \neq \beta \) and \( O_1, O_2 \) are arbitrary operators. Physically these quantities encode nontrivial sample-to-sample fluctuations in the disordered ensemble. Since we have assumed (Def. 1) that different disorder realizations are adiabatically connected, we do not expect such sample-to-sample fluctuations to play an important role in our discussions. One can, however, ask whether by relaxing our assumptions, we can discover nontrivial topological properties associated with sample-to-sample fluctuations (such as a topological analogue of the universal conductance fluctuation \[43\]), as may be captured by coupling to \( \tilde{G} \) gauge field. We leave this intriguing possibility for future study.

We are now ready to classify and characterize a large class of ASPT phases. For SRE phases for which the ground-state is unique and gapped on any closed spatial manifold, this problem is equivalent to the classification of associated invertible TQFTs (see Eq. (8) and Eq. (9)), studied by the cobordism theory \[41, 44-46\]. The static disorder modifies the classification by constraining the space-time configurations of the background fields of average symmetries, i.e. it quenches the holonomy of \( A^G \) along the time cycle. For example, a clean topological phase remains nontrivial if and only if the corresponding TQFT remains non-trivial given this constraint. Next, with some simple examples, we illustrate how the topological response theory naturally leads to the decorated domain wall construction.

**B. Simple examples:**

**group cohomology states with \( \mathcal{G} = K \times G \)**

Let us consider bosonic SPT phase described by group cohomology \[5\]. For simplicity we also assume
$G = K \times G$, namely the group extension Eq. (3) is trivial. In this case the group cohomology classification in $(d+1)$-dimensional space-time can be rewritten by the K"unneth formula,

$$H^{d+1}(G, U(1)) = \sum_{p=0}^{d+1} H^{d+1-p}(G, H^p(K, U(1))),$$

in which the corresponding coefficient group is twisted if $G$ or $K$ contains time reversal [45]. This mathematical formula can be understood from the perspective of topological effective actions. For a bosonic system, the topological action in Eq. (8) can be expressed as

$$S_{\text{top}} = 2\pi \int X, \mathcal{L}$$

where $\mathcal{L}$ is a $(d+1)$-dimensional cocycle, built out of flat background gauge fields (and $w_1(TX)$, the first Stiefel-Whitney class of the space-time, which can be viewed as the time reversal gauge field). In particular, $\mathcal{L}$ may be written as a cup-product $\mathcal{L} = \mathcal{L}_1 \cup \mathcal{L}_2$, where $\mathcal{L}_1$ and $\mathcal{L}_2$ are two cocycles constructed from the background gauge fields in the theory, whose degrees sum to $(d+1)$. As the effective action of an SRT phase, we require $\mathcal{L}$ to be gauge invariant on any closed space-time. For a compact $X$, the Poincare duality $H^p(X) \cong H_{d+1-p}(X)$ (with the coefficient in any ring) enables us to rewrite the action as

$$S_{\text{top}} = 2\pi \int X, \mathcal{L}_1,$$

where $\mathcal{L}_2$ is the Poincare dual (with respect to $X$) of the cocycle $\mathcal{L}_2$.

To make connections between current discussion and the decorated domain wall picture, note that if the cocycle $\mathcal{L}_2$ is taken to be the background gauge field $A^G$ of a symmetry $G$, the Poincare dual surface $\mathcal{L}_2$ is simply a $G$-domain wall. The action in Eq. (14) hence describes an effective $(d-1+1)$-spacetime-dimensional topological phase, living on the wall. This precisely corresponds to the SPT phase decorated on the codimension-1 $G$-domain wall. Gauge invariance of $\mathcal{L}$ ensures the consistency between the decoration and the fusion rules of the domain walls. The same argument also holds for defects of higher codimensions, where $\mathcal{L}_2$ are cocycles of higher degrees built out of $A^G$. Therefore a physical interpretation of an element of $H^{d+1-p}(G, H^p(K, U(1)))$ in Eq. (12) is a consistent decoration of a $p$-dimensional $G$-defect by a $K$-SPT phase in $p$-dimensional space-time.

When static randomness turns $G$ into an average symmetry, $A^G$ can have non-trivial holonomies only around spatial cycles. Equivalently, this means the symmetry defect $\mathcal{L}_2$ extends along time, while its spatial position is pinned. A straightforward observation is that the topological action of the $p=0$ element (i.e. the group cohomology $H^{d+1}[G, U(1)]$, with twisted coefficient if $G$ contains time reversal) in Eq. (12) becomes trivial if the holonomy of $A^G$ around time cycle is quenched, i.e. $\int X, A^G = 0$. For example, the Levin-Gu state [40] has partition function $S = \pi \int a \cup a \cup a \cup a$ ($a \in H^1(X, \mathbb{Z}_2)$ being the background $\mathbb{Z}_2$ gauge field), and is trivial if $a$ along the time direction is set to zero. This confirms our physical expectation based on the domain wall proliferation picture at the beginning of Sec. III.

In contrast, the effective actions of elements in Eq. (12) with $p > 0$ remain non-trivial. The physical picture is precisely the decorated domain walls discussed at the beginning of Sec. (III). We therefore conclude

**Theorem 1.** Bosonic SPT phases with symmetry $G = K \times G$ (K being exact and $G$ being average) described within group cohomology are classified by

$$\sum_{p=1}^{d+1} H^{d+1-p}(G, H^p(K, U(1))).$$

Namely, only mixed topological response between $G$ and $K$ (or pure response for $K$ alone) remain nontrivial as $G$ becomes average symmetry.

Going beyond group-cohomology classification, at least for bosonic systems with $G = K \times G$, is not too complicated. The only new ingredient is that on the domain walls we can also decorate nontrivial invertible topological phases, resulting in mixed “gauge-gravity” topological response [47] – essentially the cocycles in Eq. (14) can also involve characteristic classes of the spacetime itself. Such response will remain nontrivial as $G$ becomes average symmetry. For example, decorating the chiral $E_8$ state [48] on the average time-reversal domain walls results in the so-called efmf state [49–51] in $(3+1)d$ protected by the average time-reversal symmetry. So we conclude that as $G$ becomes average symmetry, a nontrivial $K \times G$ boson SPT in the clean limit becomes trivial iff the SPT is characterized by a pure $G$-gauge response (no $K$ gauge field or gravity involved).

In Table I we list the classification of bosonic SPT phases for some simple symmetry classes, in space dimensions 1, 2, 3, including states beyond group-cohomology.

So far we have analyzed clean SPT phases and showed many of those remain nontrivial as $G$ becomes average symmetry. From a different perspective, however, in our analysis we have exhausted all the possible ways to decorate the domains walls. Therefore what we obtained is also a complete classification of average SPT phases, at least within the decorated domain wall picture. We note that, once we go beyond the simple case of $G = K \times G$, the completeness of this classification is no longer guaranteed, and we shall explore this extremely intriguing possibility in future study.
C. Application: crystalline SPT

For the purpose of classifying SPT phases, crystalline symmetries can be treated with internal symmetries on the same footing. This fact, known as the “crystalline equivalence principle”[21], allows us to apply results in this section to crystalline SPT phases in realistic crystals, where the lattice symmetries are only preserved on average.

Many physically relevant examples can be described as \( \mathcal{G} = K \times G \), where \( K \) is an exact internal symmetry (e.g. time-reversal, spin \( SO(3) \) etc.), and \( G \) represents the lattice symmetries such as translation, rotation and reflection. For boson (or spin) systems, Eq. (15) then gives the group-cohomology classifications. States beyond group-cohomology are classified similarly, with nontrivial invertible states decorated on domain walls.

We can also give a simple example of crystalline SPT phase that is nontrivial in the clean limit, but becomes trivial once the crystal symmetry becomes average symmetry: consider a \((2+1)d\) SPT state with \( C_2 \)-rotation (inversion) symmetry. The only nontrivial state, which is the crystalline counterpart of the Levin-Gu state[40], can be constructed by putting a nontrivial \( C_2 \) charge at the \( C_2 \) rotation center. When the \( C_2 \) symmetry becomes average, the notion of “nontrivial \( C_2 \) charge” no longer makes sense, therefore the state becomes trivial.

It is illuminating to compare the decorated defect pictures in three different types of SPTs:

- In the standard internal symmetry SPTs, the defects condense into quantum superpositions. In other words, the defects proliferate quantum mechanically.
- In crystalline SPTs, the crystalline defects, such as crystalline unit cells, rotation axes and reflection planes, are static.[20, 52–55].
- In average SPTs, the average symmetry defects are static in each disorder realization, but they proliferate probabilistically in the ensemble of states.

In this sense, the average SPTs are somewhat in between internal and crystalline SPTs. As we have discussed in this Section, although subtle distinctions between average and standard SPTs do exist, the overall pictures are quite similar in terms of decorated and proliferated defects (domain walls).

1. Example: mirror-symmetric topological crystalline insulator

As an example, we present a detailed discussion of an average mirror-symmetric topological crystalline insulator[56]. Generalizations to other average crystalline SPT phases will be straightforward.

We consider a three-dimensional free fermion insulator with charge \( U(1) \) and mirror reflection \( \mathcal{M}_z : z \to -z \). The simplest nontrivial state has one Dirac cone on the surface. Within band theory, the bulk state is characterized by a “mirror Chern number”[21] \( n_M = 1 \). Furthermore, it has been demonstrated[57] that this state remains nontrivial even with interactions as long as the gap remains open during the adiabatic turning-on of the interactions. In real space, this state can be adiabatically deformed to a particularly simple limit[20]: on the mirror reflection plane \( z = 0 \), we decorate an integer quantum Hall (IQHE) state with \( \sigma_{xy} = 1 \), and on the other reflection-invariant plane at \( z = L/2 \sim -L/2 \) (where \( L \) is the system size, and periodic boundary conditions are assumed), we decorate an opposite IQHE state with \( \sigma_{xy} = -1 \). In the absence of mirror symmetry, the state can be adiabatically trivialized through a generalization of the Thouless pump[58], which pumps the IQHE state at \( z = 0 \) to \( z = L/2 \) through one side of the bulk (say the right side). Specifically, the pump is an adiabatic deformation on the right side of the system \( H_{z>0}(\tau) \) from time \( \tau = 0 \) to \( \tau = T \) (\( T \) does not scale with \( L \)), such that away that away from \( z = 0 \) and \( z = L/2 \) we have \( H(\tau) = H(0) \), and at \( z = 0 \) and \( z = L/2 \) the IQHE layers are eliminated at \( \tau = T \). The left side of the system cannot undergo the same pump because it would add another pair of IQHE layers to the reflection-invariant planes. As such, adiabatic pumping is not allowed with exact mirror symmetry.

When mirror symmetry is preserved only on average, it requires the probability distribution of the Hamiltonians to be mirror-symmetric: \( P[H_{z>0}] = P[H_{z<0}] \). We now argue that, even with average mirror symmetry, the above adiabatic pumping is still not possible without violating the basic assumptions in Sec. II. For the disordered ensemble, the adiabatic deformation from \( \tau = 0 \) to \( \tau = T \) is specified for each disorder realization \( \mathcal{I} \): \( H^\mathcal{I}(\tau) = \sum_i H^\mathcal{I}_i(\tau) \), where \( H^\mathcal{I}_i \) is the local Hamiltonian density around site \( i \) for realization \( \mathcal{I} \), and by assumption the probability distributions of \( H^\mathcal{I}_i \) at different \( \mathcal{I} \) are uncorrelated up to exponential tales (Sec. II). Suppose we have one realization \( \mathcal{I}_0 \) in which \( H_{z>0}^{\mathcal{I}_0}(\tau) \) pumps away the IQHE layers at \( z = 0 \) and \( z = L/2 \), and \( H_{z<0}^{\mathcal{I}_0}(\tau) \) does not pump anything nontrivial. The average mirror symmetry, together with the short-range-correlated nature of the disorder, tells us that for any \( z_0 > 0 \) there must be another disordered realization \( \mathcal{I}_1 \), in which \( H_{z<0}^{\mathcal{I}_1} \) and \( H_{z>0}^{\mathcal{I}_1} \) do not pump anything, while \( H_{z<z_0}^{\mathcal{I}_1} \) pumps a pair of IQHE to \( z = 0 \) and \( z = z_0 \). This means that, at the final time \( \tau = T \), \( H_{z<z_0}^{\mathcal{I}_1} \) has a nontrivial IQHE ground state, while \( H_{z>z_0}^{\mathcal{I}_1} \) has a trivial ground state (similar conclusion also holds for any \( z_0 < 0 \)). Therefore the total Hall conductivity \( \sigma_{xy} = \sum_z \sigma_{xy}(z) \in \mathbb{Z} \) must fluctuate from sample to sample and cannot be zero for all realizations \( \{\mathcal{I}\} \). Since states with different total \( \sigma_{xy} \)
cannot be deformed to each other without closing the gap, we conclude that the above deformation process must close the energy gap for some disorder realization. This establishes the nontriviality of the mirror SPT state.

**D. Brief comments on general cases**

If the exact and average symmetries form nontrivial group extensions Eq. (3), then we do not have K"unneth formula and the decorated domain wall construction will in general become more complicated.

Let us first review the idea of decorated domain walls in clean systems in the general cases (with possibly nontrivial group extensions). In D-spatial dimensions, the construction starts with a phase in which the $G$ symmetry is broken spontaneously. Such a phase admits domain wall excitations, such that a domain wall labeled by an element $g \in G$ interpolates between two symmetry breaking patterns related by a $g$ action. A $G$-symmetric state can be obtained by quantum disordering the symmetry breaking phase, i.e. condensing $G$-domain walls. It is known that the domain wall condensation may give rise to a non-trivial $G$-SPT phase, if one decorates a $G$-defect in the symmetry breaking phase, i.e. a domain wall or a (multi-)domain wall junction, of codimension $p$ with a $(D - p)$-dimensional SPT phase protected by the unbroken $K$ symmetry [31]. Crucially, in order for the condensation of $G$-defects to be SRE, the following consistency conditions must be satisfied:

1. $G$-defects of each codimension should be free of $K$-anomaly. Namely, the defects can be gapped without breaking $K$;
2. $K$ is preserved during a continuous deformation of the $G$-defect network;
3. There is no Berry phase accumulated after a closed path of continuous deformation.

Physically, the third condition is required since the many-body wavefunction is single-valued; the $G$-domain walls can be condensed without breaking $K$ once the second consistency condition is respected; and the first condition guarantees the resulting state to be gapped with a unique ground-state. The wavefunction of the gapped $G$ SPT produced is a superposition of all domain wall patterns. These consistency conditions may be formulated mathematically by the Atiyah-Hirzebruch spectral sequence (AHSS). We refer the reader to [35, 59] for details. In the decorated domain wall scheme the protected surface states appear naturally: topological defects that end at the surface carry the non-trivial boundary modes of the lower dimensional SPT phases protected by the symmetry $K$.

Now we make $G$ an average symmetry and decorate nontrivial invertible states on $G$ domain walls.

The first two conditions above should still be satisfied, since we are interested in SRE ensembles (Def. 1). The third condition, however, does not seem to be necessary, since the domain walls no longer form coherent superpositions. This leaves the possibility of intrinsically disordered average SPTs that have no counter parts in clean systems. This intriguing possibility is beyond the scope of this work, and will be reported in a subsequent study.

**IV. Average anomalies and boundary properties**

For ordinary SPT, it is well known that a nontrivial bulk leads to nontrivial boundaries. Specifically, the boundary theory will have t’Hooft anomaly that matches the bulk topological response. The t’Hooft anomaly imposes powerful constraints on the IR boundary dynamics. For example, the anomalous boundary cannot be symmetrically gapped with a unique ground state. A natural question is: how does a nontrivial bulk average SPT phase constrain its boundary dynamics? Or equivalently, what are the consequences of an “average anomaly”?

As we will see below, the answer to the above question depend on the dimensions of the decorated states on the proliferated domain walls. There are two different categories that we shall discuss separately.

**A. The trivial case: (0 + 1)$d$ decoration**

Let us illustrate the physics with a simple example. We start from the (1 + 1)$d$ cluster model [60, 61]:

$$H_{\text{cluster}} = -\sum_n Z_{n-1}X_n Z_{n+1}, \quad (16)$$

in which $X$ and $Z$ are Pauli matrices. The cluster chain is in an SPT phase protected by a $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry, which is generated by

$$K = \prod_n X_{2n+1}, \quad G = \prod_n X_{2n}. \quad (17)$$

We then add to the Hamiltonian in Eq. (16) disorder that violates one of the $\mathbb{Z}_2$ symmetries, say $G$, but restores it on average. For example, we add the following term

$$H_{\text{dis}} = -\sum_n h_{2n} Z_{2n}, \quad (18)$$

where $h_{2n}$’s are onsite potentials distributed uniformly in $[-\delta, \delta]$. The disorder Hamiltonian is symmetric under $K$, while respects $G$ only on average.

The cluster chain Eq. (16) can be interpreted as decorating a nontrivial $K$ charge at each $G$ domain wall, and then condense the domain walls to get a $\mathbb{Z}_2 \times \mathbb{Z}_2$
symmetric topological phase. Once the random field is turned on, the \( G \) domain walls no longer condense as the \( G \) symmetry is explicitly broken for each disorder realization. However, for each realization, there will in general be many \( G \) domain walls, and each domain wall still traps a nontrivial \( K \) charge. The resulting state is therefore a nontrivial \( \mathbb{Z}_2 \times \mathbb{Z}_2^{(ave)} \) SPT.

We can in fact push our model to strong disorder regime, and obtain a much simpler effective model:

\[
H = -\sum_n \left( Z_{2n} X_{2n+1} Z_{2n+2} + h_{2n} Z_{2n} \right),
\]

where \( h_{2n} \in \{\pm 1\} \) are independent binary random variables defined on each even-integer site. The ground state of each individual Hamiltonian is simply an un-entangled product state, with each even site in \( |Z_{2n} = h_{2n}\rangle \) and odd site in \( |X_{2n+1} = h_{2n} h_{2n+2}\rangle \). This ensemble has the same domain wall decoration pattern as the previous model (as can be checked explicitly using Eq. (5)), and is therefore an equally valid (but much simpler) representation of the \( \mathbb{Z}_2 \times \mathbb{Z}_2^{(ave)} \) SPT.

The fact that each disorder realization simply gives an un-entangled product state is true even when the system has boundaries. This immediately means that our “average cluster chain” does not have nontrivial boundary dynamics – unlike the clean cluster model which has a robust ground state degeneracy once put on an open chain. This can also be understood directly from the edge state: each end of the clean cluster chain forms a two-dimensional projective representation of \( \mathbb{Z}_2 \times \mathbb{Z}_2 \), in which the generators of \( G \) and \( K \) act as anti-commuting Pauli matrices \( \sigma_x \) and \( \sigma_z \), respectively.

We now move on to the much more interesting cases with higher dimensional domain wall decorations. We shall employ a modified version of flux-insertion argument commonly used in the study of topological phases. Let us again illustrate with a simple example.

Consider a \((2 + 1)d\) boson SPT, with the exact symmetry \( K = SO(3) \), average symmetry \( G = \mathbb{Z}_2 \) and full symmetry \( \mathcal{G} = SO(3) \times \mathbb{Z}_2 \). The only non-trivial element in \( H^1[G, H^2(K, U(1))] \) has a topological action

\[
S_{\text{top}} = \pi \int_X a \cup [w_2^{SO(3)}],
\]

where \( a \) is the background \( \mathbb{Z}_2 \) field and \( w_2^{SO(3)} \) is the Second Stiefel-Whitney class of the \( SO(3) \) probe field. This state has a simple physical picture in terms of decorated domain walls: on each \( \mathbb{Z}_2 \) domain wall there is a Haldane chain protected by the \( SO(3) \) symmetry.

Let us now put the system on a space manifold with boundary, and ask how likely it is for the ground state \( |\Psi\rangle \), for one realization of the disorder potential \( v \), to be short-range entangled. We argue below that such “uninteresting” ground state must be very rare as the system size becomes large. The trick is to use the partial symmetry transform to create domain walls, similar to the argument used in Sec. III, but now with a spacial boundary.

Let us start by assuming that \( |\Psi\rangle \) (under a particular \( \mathbb{Z}_2 \)-breaking disorder realization \( v \)) is short range entangled, with exponentially decaying connected correlation functions and a nonzero energy gap. Now take

![FIG. 1: The decorated domain wall picture in the presence of a physical edge.](image)
a large enough sub-region $A$ that includes a segment on the physical edge (Fig. 1), and flip all the random $\mathbb{Z}_2$-breaking fields $v$ inside $A$, so that we are now considering a different disorder realization with

$$\tilde{v}(x \in A) = -v(x \in A), \quad \tilde{v}(x \in \bar{A}) = v(x \in \bar{A}).$$ (21)

We denote the ground state under $\tilde{v}$ as $|\tilde{\Psi}\rangle$. Similar to the bulk argument (Eq. (5)), we expect that

$$U^A_v|\Psi\rangle = V^A_v|\tilde{\Psi}\rangle,$$ (22)

with $V^A_v$ creating an $SO(3)$-protected Haldane chain on domain wall $\partial A$ (not including the segment on the physical edge). But contrary to the bulk argument in Sec. III, the domain wall $\partial A$ itself has boundaries – it terminates on the physical edge at two points. If $|\Psi\rangle$ is also short-range entangled (with correlation length much shorter than the edges segment), then $V^A_v$ will create a pair of half-integer spins at the two ends of $\partial A$. Since we assume $SO(3)$ to be exactly preserved, the two spins should be locked into a singlet, which leads to a nontrivial correlation at large distance – the state effectively becomes long-range entangled. But this should not happen, as the left hand side of Eq. (22) is clearly short-range entangled: it is just a depth-1 unitary, $U^A_v$, acting on a short-range entangled state $|\Psi\rangle$. Therefore the assumption that $|\tilde{\Psi}\rangle$ is short-range entangled must be wrong. To make Eq. (22) valid, $|\tilde{\Psi}\rangle$ must already have a singlet pair distributed at the two ends of $\partial A$, so that acting on it with the Haldane chain creation operator $V^A_v$ removes the singlet pair and recovers a short-range correlated state.

Once we understand the long-range correlated (or entangled) nature of $|\tilde{\Psi}\rangle$, it is obvious that such states can be created in many other ways: we can change the region $A$ so that $\partial A$ end at different point on the physical edge, we can also have multiple such regions that lead to many long-range singlets on the edge. Crucially, all such states appear with same probability as $|\Psi\rangle$, since, by definition of the average $\mathbb{Z}_2$ symmetry, flipping the sign of the random potential $v$ in a region larger than correlation length should not change its realization probability. Therefore as the system size goes to infinity, there are infinitely many ways to create long-range entanglement out of a short-range entangled state, with essentially equal probability. This in turn means that a short-range entangled state $|\Psi\rangle$ can appear at most with a vanishing probability.

The above argument generalizes to other average SPT phases, as long as the nontrivial invertible states being decorated on the domain walls (defects) are higher than $(0 + 1)d$. In other words,

**Theorem 2.** An average SPT with decoration dimension $p > (0 + 1)$ will have long-range entangled boundary state with probability approaching 1 in the thermodynamic limit.

We emphasize that the above statement does not require ensemble averaging: even for a single sample of disorder realization (which is what we have in real experiments), the boundary theory will be long-range entangled in the thermodynamic limit. Our result also indicates that even with a single sample, in the thermodynamic limit the boundary will have gapless, delocalized excitations. The delocalized gapless excitations will contribute to various measurable quantities such as thermal conductance. Although a detailed account of the dynamical features of the boundary theory may be complicated and require a case-by-case study, we expect the boundary thermal conductance to scale as a power law in temperature $T$ even in the strong disorder regime. Furthermore the nontrivial thermal conductance will disappear once a symmetry-breaking field is turned on, which in principle makes the signal distinguishable from phonon contributions. Such phenomenon could serve as a practical way to experimentally detect nontrivial boundary states with average anomaly.

The nontrivial boundary state, even within a single disorder realization, suggests that the bulk SPT phase should also be well-defined and nontrivial for a single disorder realization. However at this point we do not have a theoretically controlled way to define or describe such ASPT phases with single disorder realization. This is an interesting question for future investigation.

In Table I we list, in parenthesis, those states that do have long-range entangled boundary states (with probability approaching unity).

### C. Application: Lieb-Schultz-Mattis constraints with average lattice symmetries

Readers familiar with random spin chains will recognize the long-range entangled state constructed in Sec. IV B as essentially the random singlet state[63–65]. Indeed, without any change in the argument, we can replace the average $\mathbb{Z}_2$ symmetry in the example of Sec. IV B with a $\mathbb{Z}$ symmetry. By the spirit of “crystalline equivalence principle”[21] we can interpret this $\mathbb{Z}$ as lattice translation. The corresponding bulk system is a stack of $SO(3)$ Haldane chains with an average translation symmetry perpendicular to the chains. On the boundary we obtain a disordered spin-1/2 chain with average translation symmetry. The result of Sec. IV B then becomes a disordered version[27] of the Lieb-Schultz-Mattis (LSM) theorem[22], which states that a disordered spin-1/2 chain with average translation symmetry must stay long-range entangled with probability one. The random singlet state with arbitrarily long-ranged singlet pairs is a classic example of such states.

Using the crystalline equivalence principle[21], we can conclude that all the generalized LSM anomalies
for other lattice symmetries[26, 66] (rotation, reflection etc.) still imply long-range entanglement (with probability 1) when the lattice symmetry becomes average.

Let us provide a more direct and detailed argument for the simple case of $(1+1)d$ systems with average lattice translation symmetry. Consider a spin chain with exact on-site symmetry $K$, with the Hilbert space for each lattice unit cell forming a projective representation $\omega_{uc} \in H^2(K, U(1))$. For concreteness we can think of $K = SO(3)$ and the system being a spin-1/2 chain, although this will not be necessary.

Now assume that for some disorder realization (with a local Hamiltonian $H = \sum_i H_i$), the ground state $|\Psi\rangle$ is short-range entangled with a finite correlation length $\xi$. Let us then consider a different Hamiltonian $\tilde{H} = \sum_i \tilde{H}_i$, defined with a large subregion (a long segment) $A$, such that

1. for $i$ far outside $A$, $\tilde{H}_i = H_i$,
2. for $i$ deep inside $A$, $\tilde{H}_i = H_{i-1}$,
3. for $i$ near the boundary $\partial A$, $\tilde{H}_i$ can take any value in the ensemble.

Essentially we have translated the Hamiltonian inside region $A$ by one unit cell, which is the translation analogue of the partial symmetry operation in Sec. IV B. This disorder realization will have a different probability with $H$, but crucially the two probabilities only differ by a constant factor, depending on details at $\partial A$ but independent of either the size or location of region $A$ (as long as $A$ is large enough).

Since we have assumed the original state $|\Psi\rangle$ to be short-range correlated with a clear energy gap, the change in a local Hamiltonian term (say at $i$) should only affect properties near $i$. So the new ground state $|\tilde{\Psi}\rangle$ should be identical to $|\Psi\rangle$ far out of $A$, and be identical to the translated version $T_{\partial A}|\Psi\rangle$ deep inside $A$. However, these two conditions imply that at each boundary $\partial A$ there is an extra half-integer spin (or projective representation in general). In order to form a symmetric state, these two half-integer spins have no choice but to form a singlet with each other (since regions deep inside and far outside of $A$ are determined already). This creates a long-range correlation across the large region $A$.

Let us make the above argument more explicit in terms of reduced density matrices. We denote a subsegment deep inside $A$ as $A_{\ldots}$, the region far outside $A$ as $\overline{A}_{\ldots}$, and the remaining two regions (the left and right boundaries) as $\partial A_L$ and $\partial A_R$. We further denote $A_{\ldots}$ as $A_{\ldots}$ translated to the right by one unit cell, $\partial A_L$ as $\partial A_L$ plus one unit cell right to it, and $\partial A_R$ as $\partial A_R$ minus its leftmost unit cell. We now consider reduced density matrices from the state $|\Psi\rangle$ (denoted as $\rho$) and from the state $|\tilde{\Psi}\rangle$ (denoted as $\tilde{\rho}$). For an SRE state, at each of the four entanglement cuts (let us denote as $a, b, c, d$ from left to right) we can extract an element of $\rho \in H^2(K, U(1))$ from the entanglement spectrum[36] (for $K = SO(3)$ this $\mathbb{Z}_2$ number is just measuring the parity of singlet bonds across each cut). Since we have a nontrivial $\omega_{uc} \in H^2(K, SO(3))$ per unit cell, we have the relations $\omega_a - \omega_b = \omega_{uc} \times |\partial A_L|$ and $\omega_c - \omega_d = \omega_{uc} \times |\partial A_R|$. Now the SRE nature of $|\Psi\rangle$ and the relation between $\tilde{H}$ and $H$ imply that $\rho(\tilde{A}_c) = \rho(\overline{A}_c)$ and $\rho(\overline{A}_d) = \rho(\overline{A}_d)$. Therefore at each of the four entanglement cuts we should have $\omega = \tilde{\omega}$ (now $b$ and $c$ are translated from $b$ and $c$ by one unit cell). However, this means that for the two boundary regions, $\tilde{\omega}_a - \tilde{\omega}_b = \omega_{uc} \times (|\partial A_L| - 1)$ and $\tilde{\omega}_c - \tilde{\omega}_d = \omega_{uc} \times (|\partial A_R| + 1)$. Therefore the two regions $\partial A_L \cup \partial A_R$ cannot be short-range entangled – the only way to have a symmetric state is for the two regions, separated by $\overline{A}_{\ldots}$, to entangle with each other.

We can now make the above argument for any large region $A$, even multiple of them. Since the probability to create such long-range correlation does not depend on the size and location of $A$, we again conclude that for such systems, short-range entangled ground state must be extremely rare, with at most vanishing probability as system size $L \to \infty$.

We note that for $K = SO(3)$, a similar average LSM theorem have been shown in Ref. [27]. Our argument here is more general, although the conclusion is not as strong – for example, we make no direct statement about averaged correlation functions or energy gaps.

V. Fermionic examples

The insight we obtained in Sec. III works equally well for systems with fermions and/or beyond the group cohomology classification. In this section, we first discuss some known examples of nontrivial free fermion ASPT states from previous literature. As a demonstration of the power of our approach, we will reproduce several nontrivial results in a straightforward manner. We will then systematically discuss two particularly interesting symmetry classes of fermionic ASPT phases, namely $(3 + 1)d$ fermionic TIs in symmetry class AII and AIII. We study the former using a systematic decorated domain wall construction similar to that in Ref. [20], and the latter by examining the reduction of the clean classification.

A. Known examples

3D TI: the $(3 + 1)d$ Fu-Kane-Mele topological insulator[32], protected by charge $U(1)$ and Kramers time-reversal symmetry, can be viewed as decorating $(2 + 1)d$ time-reversal domain walls in the bulk with integer quantum Hall states with Hall conductance $\sigma_{xy} = 1$ (mod 2). Since the decorating dimension is $p = 2 > 0$, the state will remain nontrivial,
with nontrivial surface states, as we break time-reversal to an average symmetry (the total symmetry being $U(1) \rtimes (\mathbb{Z}_2^n)^{ave}$). This is in agreement with Ref. [13], where it was found that the TI surface remain delocalized even in the presence of magnetic impurities.

**3D weak TI:** the $(3 + 1)d$ weak topological insulator [32], protected jointly by charge $U(1)$, Kramers time-reversal and translation symmetry, can be viewed as a stack of $(2 + 1)d$ Kane-Mele topological insulator [67] (protected by $U(1) \rtimes \mathbb{Z}_2^I$) in one spacial direction (call it $z$). The layers being stacked can be viewed as $(2 + 1)d$ defect of the translation symmetry. So the decoration dimension here is $p = 2 > 0$. This means that if we break translation symmetry down to an average symmetry while keeping $U(1) \rtimes \mathbb{Z}_2^I$ exact (a very natural condition for realistic crystals), the state will remain nontrivial with nontrivial surface states (the total symmetry being $(U(1) \rtimes \mathbb{Z}_2^I) \rtimes \mathbb{Z}^{ave}$). This agrees with Refs. [11, 12], where it was found that the surface theory remains delocalized even with average translation symmetry.

**2D TI:** the $(2 + 1)d$ Kane-Mele topological insulator [67], protected by charge $U(1)$ and Kramers time-reversal symmetry, can be constructed [68] via decorating $(0 + 1)d$ time-reversal defects (intersections of domain walls) with odd-integer $U(1)$ charge. Since the decoration dimension is $p = 0$, as we break time-reversal down to an average symmetry, even though the bulk is still considered nontrivial in our definition, the edge state can be trivialized (the total symmetry being $U(1) \rtimes (\mathbb{Z}_2^I)^{ave}$). This agrees with Refs. [14, 15], where it was found that the helical edge state of the Kane-Mele TI can become localized when time-reversal symmetry is broken (spontaneously or explicitly) to an average symmetry.

**B. Class AII**

Let us systematically consider 3D TIs protected by $U(1) \rtimes \mathcal{T}$ symmetry (class AII), in which $U(1)$ is the electron charge conservation and $\mathcal{T}$ is time reversal, with $\mathcal{T}^2 = -1$ when acting on fermionic operators. Importantly, $\mathcal{T}$ preserves the $U(1)$ charge. We consider the case where $\mathcal{T}$ becomes an average symmetry, while charge conservation remains exact. As illustrated in Sec. III, the ASPT phases in our symmetry setting can be constructed by decorating a $(3 - p)D$ fermionic $U(1)$ SPT on each codimension-$p$ (with respect to the 3D space) $\mathcal{T}$-symmetry defect. The first two consistency conditions listed in Sec. III.D need to be satisfied. In the disorder setting, the first condition ensures each state in the mixed ensemble is $U(1)$-symmetric and SRE, while the second guarantees any pair of states can be adiabatically connected without breaking $U(1)$ – this is precisely our definition for a $U(1)$ symmetric SRE ensemble. Specifically, the construction follows the guideline below:

- One starts from the top codimension $p = 0$, and decorates $\mathcal{T}$-defects of increasing $p$ successively;
- The quantum anomalies must cancel out on codimension $p$ defects, given all previous decorations with codimensions $p' < p$;
- After the $p = 3$ decoration, the second consistency condition in Sec. III, i.e. the constraints on continuous deformations of domain walls, must be satisfied.

In this section we present the decorated defect construction in a physical way. A rigorous AHSS calculation can be found in Appendix. A.

Let us start with codimension-0 defects, namely, the 3D patches in which $\mathcal{T}$ is broken by the disorder. It is known that fermionic SPT phases protected by $U(1)$ symmetry are classified by the spin$^c$ cobordism group of a point, $\Omega^{spinc}_S(pt)$ [44, 46, 69, 70]. In particular, there is no 3D non-trivial phase protected by $U(1)$ alone. Therefore, all 3D patches are in the trivial $U(1)$ symmetric SRE phase.

We then move on to codimension-1 $\mathcal{T}$-domain walls between the patches. Since two adjacent patches are both in the same (trivial) phase, the wall in between traps no anomalous surface mode and can thus be gapped without breaking the $U(1)$ symmetry. One now decorates the $\mathcal{T}$-domain wall with 2D $U(1)$ SPT phases. There are two non-trivial choices: the integer quantum Hall (IQH) state and the Kitaev $E_8$ state [71], each of which has a Z classification. We label the two integers by $n_I$ and $n_E$ for the IQH state and the $E_8$ state respectively. The elementary $E_8$ state with $n_E = 4$ has 8 chiral bosons at the edge, which can be thought of as protected by a gravitational anomaly, whose “probe field” is the background space-time geometry.

Naively, one may expect decorating 2D layers labeled by different integers leads to different 3D SPT phases. However, this is not the case. The easiest way to see this is to consider decorating an IQH state with $n_I = 2$ on the $\mathcal{T}$-domain wall. When a domain wall is cut open at the surface of the system, a helical edge state with chiral central charge $c = 2$ appears. We can deposit $n_I = \pm 1$ IQH states on the surfaces of the domains, such that at the surface $\mathcal{T}$-domain wall boundary there arises chiral modes with $c = -2$. The two counter-propagating modes can be trivialized by turning on a coupling, resulting in a unique gapped ground-state both in the bulk and on the surface\(^2\). The same argument also applies to the $E_8$ decoration, which implies that the indices $n_I$ and $n_E$ are only defined modulo 2. This argument resembles the operation of adjoining

---

\(^2\) As argued in Sec. IV, if the surface can be made SRE in the presence of a bulk decoration with dimension $p > (0 + 1)$, this decoration is guaranteed to be trivial.
layers in Ref. [20]. In summary, for $p = 1$ we have two possible decorations, each of which is labeled by $\mathbb{Z}_2$.\footnote{Mathematically, each of the two decorations is described by the cohomology $H^1(\mathbb{Z}_2^2, \mathbb{Z}) = \mathbb{Z}_2$, where $\mathbb{Z}^T$ denotes the twisted coefficient, reflecting the fact that time reversal acts non-trivially on the IQH and $E_8$ states.}

One more comment is hereafter we require any two defects that can be smoothly deformed into each other to be decorated by the same lower dimensional phase. This is due to the assumption that states in different disorder realizations should be adiabatically connected (Def. 1).

Next we proceed to codimension-2 $\mathcal{T}$-defects, i.e. the 1D intersections of $\mathcal{T}$-domain walls. We should first examine whether the possible decorations in lower codimensions lead to any quantum anomaly. A 1D domain wall intersection is shown in Fig. 2a, with an IQH/$E_8$ decorated on each domain wall. (Remember that the edge chirality is defined only mod 2.) The intersection has no net chirality and can thus be gapped without $U(1)$ symmetry breaking.\footnote{An intersection of $\mathcal{T}$-domain walls is trivial, in the sense that it can be deformed locally to the configuration in Fig. 2b. The two configurations differ at most by a 1D SRE state. This observation leads to the same result that the domain wall intersection traps no 1D gapless mode.} We then consider decorating a domain wall intersection with 1D fermionic SPT phases protected by the exact $U(1)$ symmetry. However, there is no non-trivial 1D SPT protected by $U(1)$ alone. Therefore we do not have any new decoration at codimension 2.

One can repeat the same procedure for codimension-3 $\mathcal{T}$-defects, namely, 0D points, each of which is an intersection of three domain walls. It is straightforward to see that a 0D defect can always be gapped without breaking the exact $U(1)$ symmetry, given all the previous decorations. The reason is simply that there is no non-trivial $U(1)$ SPT in 1D, whose anomaly inflow can protect a zero mode in 0D as a boundary state. As a result, for each quenched realization of disorder pattern, $\mathcal{T}$-symmetry defects in all codimensions can be trivially gapped out.

By assumption in Def. 1, we demand that the $U(1)$ charge must be conserved when the $\mathcal{T}$ domain walls are deformed continuously. The decorations by the IQH and the $E_8$ state are consistent with this constraint, as shown by an explicit spectral sequence calculation in Appendix A. On the other hand, one may decorate each 0D $\mathcal{T}$-defect point using 0D $U(1)$ SPT states. These $U(1)$ SPT states have a $\mathbb{Z}$ classification, whose physical meaning is the $U(1)$ charge quantum number carried by the 0D ground-state. For symmetry class AII, a $\mathcal{T}$ transformation preserves the $U(1)$ charge. The only decoration consistent with the fusion rule of 0D $\mathcal{T}$-defects is the trivial one (Note that 0D point-like $\mathcal{T}$-defects can annihilate in pairs, thus decorating charges on them is forbidden since it breaks the $U(1)$ charge conservation during the deformation of $\mathcal{T}$ defects.), which is described by the cohomology $H^3(\mathbb{Z}_2, \mathbb{Z}) = 0$.\footnote{Here the coefficient is untwisted, as $\mathcal{T}$ preserves the $U(1)$ charge in class AII.} As a result, there is no new possible decoration at 0D (codimension 3).

At this point, we have exhausted all possible decorations on $\mathcal{T}$—defects of all codimensions, and have also ensured the consistency, i.e. the domain wall condensation has a unique gapped ground-state with the decorations described. We thus reach our final result: when $\mathcal{T}$ is restored on average, 3D TIs in symmetry class AII are classified by $\mathbb{Z}_2^2$, generated by placing an IQH state or an $E_8$ state on the $\mathcal{T}$ domain wall, respectively. Moreover, since both decorations are extended in space (2D), from Theorem 2 we conclude that all the non-trivial ASPTs in this symmetry class have long range entanglement on the surface with probability one in the thermodynamic limit.

The classification of clean 3D TIs in class AII is $\mathbb{Z}_2^3$ [46, 72, 73]. In comparison, our $\mathbb{Z}_2^2$ classification for the ASPT in this symmetry class misses one nontrivial state. The missing state, known as $eTmT$ state, can be obtained from the domain wall condensation approach with some nontrivial phase factors in the domain wall condensate. As we explained in Sec. III, such state is no longer nontrivial when the symmetry becomes average, as coherent superpositions are replaced by classical probabilities, and the notion of superposition phase factors is no longer well defined. From the topological response point of view, the topological effective action of the $eTmT$ state reads [46]

\begin{equation}
S_{\text{top}} = \pi \int_X w_1^4,
\end{equation}
where \( w_1 \) is the first Stiefel-Whitney class (“time-reversal gauge field”) of the worldvolume of the \((3 + 1)d\) bulk. The average nature of time-reversal gives the constraint

\[
\int_\tau w_1 = 0, \tag{24}
\]

under which the TQFT in Eq. (23) vanishes identically.

C. Class AIII

We now study the disorder classification of 3D TIs with symmetry group \( U(1) \times T \) (class AIII), with \( T \), sometimes also called “particle-hole symmetry” as in quantum Hall context, being an average symmetry. Unlike the electric charge, now the \( U(1) \) charge is odd under time reversal.

For simplicity, here we explicitly focus on the clean SPT phases, classified by \( \mathbb{Z}_8 \times \mathbb{Z}_2 \) \cite{73}, and ask which of these phases remain nontrivial as \( T \) becomes an average symmetry. The \( \mathbb{Z}_2 \) factor corresponds to the \( e^{\pi m j} \) state, which as we showed in Sec. V B remains nontrivial in the presence of disorder. Similarly, the \( n = 1 \) state in the \( \mathbb{Z}_8 \) can be understood as decorating an IQHE on the \( T \)-domain walls, which remains nontrivial as argued also in Sec. V B. The \( n = 4 \) state in the \( \mathbb{Z}_8 \) factor is known to be equivalent to the bosonic \( e^{\pi m T} \) state, so from our argument in Sec. V B it should become trivial once \( T \) becomes average. The only nontrivial question now is what happens to the \( n = 2 \) state.

In the clean setup, this state can be constructed by decorating a unit \( U(1) \) charge at each 0D intersection of three \( T \)-domain walls\(^6\). This is a nontrivial decoration pattern, as the \( U(1) \) charge decorated at each 0D \( T \)-defect can not be removed as long as \( U(1) \) remains exact.\(^7\) So we conclude that the bulk state should remain nontrivial as \( T \) becomes average symmetry. However, since the \( U(1) \) SPT phase decorated on the \( T \) defect is in 0D (a charge), there is no protected surface state for the \( n = 2 \) state based on the discussion in Sec. IV A.

To summarize, the final classification for 3D TIs in class AIII with average time reversal symmetry is \( \mathbb{Z}_4 \times \mathbb{Z}_2 \), in which the \( n = 2 \) state in the \( \mathbb{Z}_4 \) factor has no symmetry protected long range entanglement on the surface.

We make a comment in connection to the (disordered) integer quantum Hall plateau transition. The average particle-hole symmetry, relating filled and empty Landau levels, emerges naturally at the plateau transition. The resulting \( U(1) \times T^{(\text{ave})} \) has the same anomaly as the \( n = 1 \) state in the \( \mathbb{Z}_8 \) factor (in clean limit). Our result shows that the plateau transition in two-layer systems \((n = 2 \in \mathbb{Z}_8)\), even though being technically “anomalous”, is not protected to be long-range entangled. This is consistent, in a nontrivial manner, with the numerical fact that such transition can indeed be Anderson localized.

VI. Generalized quantum disorder: a quantum channel approach

So far we have treated disorder as purely classical degrees of freedom. However, real disorders, such as impurities in solids, are quantum mechanical, and in principle can develop interesting quantum entanglement within themselves (even though these may not be energetically favorable in typical conditions). In this section, we generalize our considerations to disorders that can develop invertible quantum many-body entanglements. This is a minimal quantum mechanical generalization of disorder, as the disorder potential still remain short-range correlated. We dub such disorders invertible quantum disorders. The observables of our interest, however, will still only live in the “dynamical” Hilbert space that does not involve the disorder degrees of freedom. In other words, the disorders are traced out, leaving behind a mixed state. This motivates us, in this section, to develop an SPT theory for such mixed state based purely on the density matrix \( \rho = \sum_i P_i |\Psi_i\rangle \langle \Psi_i| \) (\( I \) labeling each “disorder realization” in the generalized sense), without referring to any parent Hamiltonian. For this purpose, we will first need to modify some notions in Sec. II, including SRE ensembles, exact and average symmetries, so that these notions are defined purely in terms of the density matrix \( \rho \).

A. Symmetries and short-range entanglement

As mentioned in the Introduction, in clean systems an SPT has a symmetric SRE ground-state, yet which can not be deformed to a trivial product state using a finite depth quantum circuit if certain symmetries are imposed. To be clear on what states one should consider in the presence of invertible disorder, we need a mixed state generalization of SRE state and the sym-

---

\(^6\) This is only allowed by the defect fusion rule when \( T \) reverses the \( U(1) \) charge, which is the case for class AIII.

\(^7\) Mathematically, 3D TIs in class AIII is classified by the cobordism group \( \Omega^4_{\text{pt}}(\text{pt}) = \mathbb{Z}_8 \times \mathbb{Z}_2 \), which is an iterated extension of \( H^1(\mathbb{Z}_2^T, \mathbb{Z}^T \oplus \mathbb{Z}^T) = \mathbb{Z}_2 \times \mathbb{Z}_2 \) \( \tag{25} \)

by \( H^3(\mathbb{Z}_2^T, \mathbb{Z}^T) = \mathbb{Z}_2 \) \( \tag{26} \)

by \( H^3(\mathbb{Z}_2^T, \mathbb{Z}^T) = \mathbb{Z}_2 \) \( \tag{27} \)

The physical meaning is that \( n = 2 \mod 4 \) elements in the \( \mathbb{Z}_8 \) factor have a \( U(1) \) charge decorated on each codimension \( 3 \) (0D) time reversal defect.
Denote the exact symmetry group by $G$. We first is the exact symmetry, intuitively, the symmetry on onsite unitary symmetries. As before, we consider two distinct types of symmetries in this work. The first is the exact symmetry, intuitively, the symmetry respected by all possible realizations of disorder. We denote the exact symmetry group by $K$. For each element $k \in K$, there is a corresponding unitary operator $U(k)$ acting on $H$, which forms a linear representation of $K$:

$$U(k) = \otimes_{i \in \Lambda} u_i(k),$$  \hspace{1cm} (29)

where $u_i(k)$ is the (linear) representation of $K$ on a single site $i \in \Lambda$. We generalize the concept of symmetric quantum state to mixed ensembles as following.

**Definition 4.** An SRE mixed state $\rho$ has an exact unitary symmetry $K$, if there exist

- an enlarged Hilbert space $\mathcal{H}'$ with symmetry action

$$\tilde{S}(k) = U(k) \otimes 1^D;$$  \hspace{1cm} (30)

- a SRE purification $|\psi\rangle$ of $\rho$, defined in the enlarged space $\mathcal{H}'$, such that $|\psi\rangle$ is an eigenstate of $S(k)$ for each $k \in K$.

Note that the ancillary Hilbert space $D$ is in a trivial representation of $K$. It is not difficult to show that, if an SRE $\rho$ has an exact symmetry $K$, it can be decomposed into an incoherent sum of pure states, which are all eigenstates of $U(k)$ with the same eigenvalue.

We now define average symmetry $G$ for our mixed state. The hallmark of an average symmetry is that disorders also transform nontrivially. This motivates the following definition:

**Definition 5.** An SRE mixed state described by a density operator $\rho$ has an average unitary symmetry $G$ if

- there exists a SRE purification $|\psi\rangle$ of $\rho$, defined in an enlarged space $\mathcal{H}'$ with symmetry action

$$\tilde{S}(g) = U(g) \otimes U(g)^D,$$  \hspace{1cm} (31)

such that $|\psi\rangle$ is an eigenstate of $S(g)$ for each element $g$ in group $G$.

We emphasize that the ancillary space $D$ is in a nontrivial representation of $G$. With this definition, a density matrix $\rho$ with average symmetry $G$ commutes with the operator $U(g)$ (both viewed as operators acting on the Hilbert space of interest $H$):

$$U(g)\rho = \text{tr}_D[(U(g)^P)\rho U(g) \otimes U(g)^P |\psi\rangle \langle \psi|] = \text{tr}_D[(U(g)^P)^|\psi\rangle \langle \psi| U(g) \otimes U(g)^P] = \rho U(g),$$  \hspace{1cm} (32)

which is consistent with our expectation for a "statistical symmetry" that is respected on average. A key difference from an exact symmetry is that, when we simultaneously diagonalize the density operator $\rho$ and $U(g)$, $\rho$ is written as an incoherent sum of pure states, with in general different charges under $G$.

We are now ready to discuss relations between SRE ensembles. In the standard theory of SPT, quantum states are divided into equivalence classes, where two states are in the same phase iff they can be connected by a symmetric finite-depth local unitary. Naturally, for mixed ensembles, the state equivalence relation can be defined using "symmetric finite-depth" quantum channels. In general, a quantum channel, which is a completely positive trace-preserving map between density operators, can be realized by a unitary acting on an extended system \cite{75}. We therefore define symmetric finite-depth local quantum channels as following.
Definition 6. A quantum channel $\mathcal{E}$ on a system with Hilbert space $\mathcal{H}$ is a symmetric finite-depth local quantum channel if it has a purification to a unitary $W$ on a space $\mathcal{H}' = \mathcal{H} \otimes A$, such that for some ancilla state $|a\rangle \in A$,
\[
\mathcal{E}(\rho) = \text{tr}_A[W(\rho \otimes |a\rangle \langle a|)W^\dagger].
\]

Specifically, we have

- The ancillary space $A$, which is a tensor product of local degrees of freedom at each site, should not be confused with the space $D$ that is used to purify the density operator $\rho$. However, $A$ carries the same symmetry representation as the disorder (and the space $D$);
- $W$ is a finite-depth local unitary on $\mathcal{H}'$;
- $W$ is composed of gates that commute with $S(k) = U(k) \otimes 1^A$ and $S(g) = U(g) \otimes U(g)^A$, but do not commute with $U(g)$ that acts on $\mathcal{H}$ alone;
- The ancilla state $|a\rangle$ is a product state symmetric under $U(g)^A$.

One can easily check that a symmetric quantum channel preserves exact and average unitary symmetries of an ensemble. Physically, this means that when we apply the quantum channel, the mixed ensemble does not exchange $K$ charge with the ancillas in $A$. On the other hand, the total $G$ charge of $\mathcal{H}$ and $A$ is conserved, though there can be charge exchange between them.

We now comment on time reversal symmetry $T$. As time reversal is anti-unitary, there is no way for the ancillary Hilbert space $D$ to transform trivially like Eq. (30). Meanwhile, one cannot tell whether a mixed state is an exact or average eigenstate by the $T$-“charges” when written as an incoherent sum, since time-reversal eigenvalue is anyway a basis-dependent quantity. At best we can define a mixed state $\rho$ to be time-reversal invariant when
\[
T \rho T^{-1} = \rho.
\]

An equivalent statement is that $\rho$ has a purification $|\psi\rangle$ defined in an enlarged Hilbert space $\mathcal{H}'$, such that $|\psi\rangle$ is an eigenstate of time reversal symmetry $T$. We therefore conclude that, with quantum disorders, time-reversal symmetry always behaves as an average symmetry.

After introducing the mixed state generalization of SRE states and the definition of symmetric quantum channels, we are now ready to define the concept of average SPT in terms of the density operator $\rho$.

B. Average symmetry-protected topological phases

We now propose the following channel definition of Average Symmetry-Protected Topological phases (ASPT) in the presence of invertible quantum disorders.

Definition 7. Consider two SRE ensembles $\rho_1$ and $\rho_2$, with exact symmetry $K$ and average symmetry $G$.

- $\rho_1$ and $\rho_2$ are in the same ASPT phase if there exist two symmetric finite-depth local quantum channels $\mathcal{E}$ and $\mathcal{E}'$, such that both $||\mathcal{E}(\rho_1) - \rho_2||_1$ and $||\mathcal{E}'(\rho_2) - \rho_1||_1$ vanish in the thermodynamic limit;
- In particular, a symmetric SRE $\rho$ is a trivial ASPT if it is two-way connectable to a product state. Namely, there exist two symmetric finite-depth local quantum channels $\mathcal{E}$ and $\mathcal{E}'$, such that
\[
\lim_{L \to \infty} ||\rho - \mathcal{E}(\rho_{cl})||_1 \to 0,
\]
\[
\lim_{L \to \infty} ||\rho_{cl} - \mathcal{E}'(\rho)||_1 \to 0.
\]

Here the density operator $\rho_{cl}$ represents a pure symmetric product state in the Hilbert space $\mathcal{H}$ and $L$ is the linear size of the system.

Several comments follow. (1) An SPT phase in a clean setting is an eigenstate of the protecting symmetry. As an analog, an ASPT is a mixed ensemble symmetric under the pertinent exact (average) symmetries. This property is preserved by symmetry finite-depth local quantum channels. (2) Quantum channels are generically not invertible, and form a semigroup under composition. Consequently, the above definition for ASPT is an equivalence relation, according to which states are divided into equivalence classes (phases). The physical idea is that two SRE mixed states are in the same ASPT phase if we can prepare each one from the other, using a symmetric finite-depth local channel (potentially with ancillas). In particular, an SRE ensemble is trivial when it can be prepared in this way starting from a trivial product state. (3) When constructing the asymmetric finite-depth local channel, the maximal width of the gates is bounded by some constant. The depth of a channel is allowed to be $\text{PolyLog}(L)$ to simulate an adiabatic evolution more accurately [76–78]. However, crucially, we require it to be sub-linear in the system size $L$.

We also note that states nontrivial under our mixed state definition are also nontrivial under the definition used in Sec. II, since classical disorders form a subset of invertible quantum disorders. However, states that are nontrivial in the sense of Sec. II may not be nontrivial in our current context.

One conclusion of the Def. 7 is that an SPT in clean system $\rho = |\Psi\rangle\langle\Psi|$, which is nontrivial under any symmetric finite-depth circuit, may become trivial under a
symmetric finite-depth channel. As defined in Def. 6, both \( \mathcal{H} \) and the ancillary space \( \mathcal{A} \) transform faithfully under the average symmetry. For an arbitrary SPT state \( |\psi_g\rangle \) protected solely by the average symmetry \( G \), one can find a \( G \)-SPT \( |\psi^{-1}_g\rangle^A \) defined in \( \mathcal{A} \), such that the state \( |\psi_g\rangle \otimes |\psi^{-1}_g\rangle^A \) can be prepared from a trivial product state by a finite-depth local unitary with gates that commute with \( S(g) = U(g) \otimes U(g)^A \). This statement is known as the invertibility of SPT states \cite{79, 80}. On the other hand, starting from a \( G \)-SPT \( |\psi_g\rangle \), one can always construct a symmetric finite-depth local unitary, which brings \( |\psi_g\rangle \langle \psi_g| \otimes |a\rangle\langle a| \) to \( \rho_{cl} \otimes |\psi_g\rangle^A \langle \psi_g|^A \). After tracing out \( \mathcal{A} \), this implies \( |\psi_g\rangle \) becomes trivial in the mixed state setting, according to the definition Eq. (35). This logic also applies to any nontrivial invertible phase (such as the chiral \( E_8 \) state in \( (2 + 1)d \)), as we can also bring the ancillary degrees of freedom into the appropriate inverse state. In this sense, “gravitational response” becomes a trivial concept in the mixed state setting.

C. A simple example

We now discuss an example of nontrivial average SPT phases under the definitions used in this Section. The simplest example is in fact the one discussed in Sec. IV A, where one of the \( Z_2 \) symmetries in the \( Z_2 \times Z_2 \) cluster chain becomes an average symmetry due to a random field perturbation.

One way to characterize the clean cluster model is the nonlocal string order parameter in the ground-state \cite{36, 81}:

\[
\lim_{|n-m| \to \infty} \langle Z_{2m-1} \prod_{k=m}^n X_{2k} Z_{2n+1} \rangle \neq 0. \tag{36}
\]

The string order is made out of the symmetry operator \( G \) in the middle (but acting in a finite region), multiplied by two local endpoint operators\(^8\). One can construct a similar string order for the symmetry \( K \), i.e. \( Z_{2m-1} \prod_{k=m}^{n-1} X_{2k-1} Z_{2n} \), which also has long range order in the ground-state. For later convenience, we denote a string order associated with a symmetry \( K \) by \( S_K \), which is constructed by the symmetry operator \( S^K \) (acting in a finite region) in the middle, multiplied by some local endpoint operators: \( S_K = O^K_{\text{dis}} S^K O^K_{\text{dis}} \).

The topological nature of the cluster SPT is encoded in the symmetry charge of the endpoint operators: in order for the string order associated with symmetry \( K \) (or \( G \)) to have long ranged order, its endpoint operators must be odd under symmetry \( G \) (or \( K \)). In contrast, in a trivial SPT, e.g. a paramagnetic chain \( H_{\text{dis}} = -\sum_n X_n \), the endpoint operators of a string order with a nonzero ground-state expectation cannot carry any non-trivial charges. These distinct quantized charges indicate the two models must be separated by a phase transition.

We now add the random field

\[
H_{\text{dis}} = -\sum_n h_{2n} Z_{2n}, \tag{37}
\]

where \( h_{2n} \)'s are onsite potentials distributed uniformly in \([-\delta, \delta]\). The ensemble of ground states now have exact symmetry \( K \) generated by Ising spins on the odd-sites, while the Ising symmetry on the even-sites \( G \) is only an average symmetry.

One can study the behaviours of the string orders in the presence of this disorder. Since the symmetry \( G \) is broken locally by randomness in each realization of disorder, one expects the ensemble average of the string order associated with \( G \) to decay exponentially as a function of the length of the string. On the other hand, if the disorder does not close the bulk energy gap (which can be checked given the specific Hamiltonians in Eq. (16) and Eq. (18), as long as the disorder strength \( \delta \) is small compared with the bulk gap), by continuity, we expect that the string order of the unbroken \( K \) with non-trivial endpoint operators remains long range ordered. These expectations are confirmed numerically, see Fig. 3. One can also add the disorder in Eq. (18) to a trivial SPT, e.g. a trivial paramagnet. In contrast, we find numerically that both string orders of \( K \) and \( G \), with endpoint operators odd under the other symmetry, have no nonzero ensemble average.

Analogous to the clean case, one may wonder if such a nonzero string order parameter can serve as a characteristic fingerprint of a “non-trivial phase”. The answer is yes, as we will show below. Specifically, we will show that if the ensemble average of the non-trivial string order parameter \( S_k \) (associated with an element \( k \in K \)) remains long-range ordered, the mixed state \( \rho \) cannot be a trivial ASPT.

**Theorem 3.** Let \( \rho \) be a symmetric SRE ensemble in which the non-trivial string order \( S_k \) has long-range order. The trace norm in Eq. (35) remains non-zero for any choice of symmetric finite-depth local channel.

**Proof:** Consider a symmetric local channel \( \mathcal{E} \), constructed as that in Eq. (33). The depth of the circuit \( W \) multiplied by the maximum range of each unitary in the circuit is bounded by some range \( R \), which is sublinear in \( L \). Suppose we have a string order parameter of the exact symmetry \( S_k \), with two endpoint operators \( O^k_x(x) \) and \( O^k_y(y) \) acting in the Hilbert space \( \mathcal{H} \) with non-trivial charge under \( U(g) \). The length of the string \( |x-y| \) is taken to be much larger than \( R \). Under

\(^8\) The easiest way of seeing Eq. (36) is by noting that it is equal to \( \prod_{j=0}^{|n-m|-1} Z_{jk-1} X_{jk} Z_{jk+1} \), with \( Z_{jk-1} X_{jk} Z_{jk+1} = 1 \) in the ground-state. Away from the exactly solvable point, the long range order is no longer perfect, but the expectation value of the string order remains nonzero – it is a general feature of 1D SPT phases \cite{9}.
Remember that for two well-separated endpoints. The non-trivial \(\rho\) state. To get Eq. (39), notice that after.) Therefore, \(O_k\) is mapped to the circuit to a “local” operator \(O_k(x) = W^1O_k(x)W\), supported on a region within distance \(R\) of \(x\). (The discussion for the right endpoint \(O_k\) is the same, hence omitted hereafter.) Therefore, \(W^1S_kW\) is again a string order parameter associated with the group element \(k\).

An important observation is that the new endpoint operator \(O_k\) has the same charge under the average symmetry \(G\) as \(O_k\), since the circuit \(W\) is symmetric:

\[
S(g)^\dagger O_k S(g) = W^1(U(g) \otimes (U(g))^A)^\dagger O_k^r(U(g) \otimes (U(g))^A)W = W^1U(g)^A O_k U(g)W.
\]

Remember that \(O_k\) acts only on \(H\), thus commutes with \(U(g)^A\). Therefore, when we compute the expectation value of \(S_k\) in a trivial ensemble, we have

\[
\text{tr}_H[S_k \text{tr}_A(W \tilde{\rho}_{cd} W^\dagger)] \sim \langle \tilde{O}_k^l(x) \rangle \langle \tilde{O}_k^r(x) \rangle = 0, \quad (39)
\]

where \(\tilde{\rho}_{cd}\) is a symmetric product state in the enlarge Hilbert space \(H''\), i.e. \(\tilde{\rho}_{cd} = \rho_{cd} \otimes |a\rangle\langle a|\), and where \(\langle ... \rangle\) denotes the expectation value with respect to this state. To get Eq. (39), notice that \(S_k = O_k^l s_k O_k^r\) and the string \(s_k\) between the endpoints acts trivially on \(\tilde{\rho}_{cd}\). We also used the cluster decomposition theorem for two well-separated endpoints. The non-trivial \(S(g)\) charge of \(O_k\) then forces the above expectation value to be zero. As a result, if the non-trivial string \(S_k\) is long range ordered in \(\rho\), we have

\[
||\rho - E(\rho_{cd})||_1 
\geq |\text{tr}_H[S_k(\rho - \text{tr}_A(W \tilde{\rho}_{cd} W^\dagger))]|/||S_k|| \sim O(1). \quad (40)
\]

This completes the proof of Theorem 3.

Theorem 3 indicates that an SPT whose protection involves the exact symmetry cannot be prepared from a trivial product state. This observation will be made precise below.

**D. Domain walls in an ASPT**

We now show that for quantum disorders, the decorated domain wall picture again emerges naturally within the density matrix description. For simplicity, we use the cluster chain studied above as an example. In this subsection hereafter, we take \(g = k = Z_2\).

For symmetric SRE states, applying the symmetry in a finite but large region (much larger than the correlation length) is equivalent to applying a unitary operator just near the boundary of that region. In \((1+1)d\), the open string \(s^k\) effectively only acts near the ends,

\[
s^k\rho(s^k) = \text{tr}_D[U_k^l U_k^r |\psi\rangle \langle U_k^l|] (U_k^r)^\dagger, \quad (41)
\]

where \(s^k\) is fractionalized on the symmetric SRE state \(|\psi\rangle\), and \(U_k^l (U_k^r)\) acts non-trivially only near the left (right) edge. Notice that though the string \(s^k\) acts as an identity on the ancillary space \(D\), the operator \(U_k^l (U_k^r)\) might acts non-trivially on \(D\). The long range order of \(S_k = O_k^l s^k O_k^r\) implies the expectation value

\[
\langle \psi | O_k^l U_k^l U_k^r | \psi \rangle \neq 0, \quad (42)
\]

for large separations of the two ends. By cluster decomposition theorem, one has

\[
\langle \psi | O_k^l U_k^r | \psi \rangle \neq 0, \quad (43)
\]

and similarly for the right endpoint. As \(|\psi\rangle\) is symmetric, when \(O_k\) is charged under \(S(g)\) (like in the case of the cluster chain), the non-vanishing expectation value requires the operator \(U_k^l\) also carries a non-trivial \(S(g)\) charge.

Next, instead of the string of the exact symmetry \((s^g)^l\), let us conjugate the density operator \(\rho\) by \(s^g\) (acts on the Hilbert space \(H\) only), a finite but long string of an average symmetry. Again due to the SRE nature of the purifying state, we have

\[
s^g \rho(s^g)^\dagger = \text{tr}_D s^g |\psi\rangle \langle s^g| (s^g)^\dagger \quad (44)
\]

in which we have to include a corresponding string \((s^g)^D\) acting on \(D\), due to the non-trivial \(G\) transformation of the ancillary space (see Eq. (31)). A nontrivial
result of the cohomology group $H^2(\mathbb{Z}_2 \times \mathbb{Z}_2, U(1))$ [84] states that the $k$ charge of the operator $U^{l/r}_g$ should be identical to the $g$ charge of $U^{l/r}_k$, and is therefore nontrivial. Since the string $s \theta$ creates a $g$ domain wall at each endpoint, we thus see that a domain wall of the average symmetry is decorated by a non-trivial charge (i.e. a 0D SPT) of the exact symmetry. This conclusion is a property of the symmetric SRE mixed ensemble $\rho$, which is independent of the specific choice of the purification $|\psi\rangle$.

The above discussion can be generalized to higher dimensions. For example, in $(2 + 1)d$, instead of string operators, we can consider membrane operators. The details, however, will be more involved and we do not attempt to provide a full exploration. Instead, we shall make the plausible conjecture that, similar to the $(1 + 1)d$ examples, the group-cohomology result Eq. (15) for decorated average domain walls captures the classification of bosonic mixed-state SPT phases (with invertible quantum disorders).

We close this section by pointing out a connection between our discussion and Ref. [33], which studied mixed state SPT in the context of open quantum systems. The definition of exact and average symmetries in this work mimics the definition of the strong and weak symmetry conditions for quantum channels in Ref. [33]. The two types of channels (or Lindbladians) there can thus be understood as adiabatically turning on disorder that exactly or averagely preserves the protecting symmetry of an SPT. It was observed in Ref. [33] that a weakly symmetric channel is insufficient to preserve SPT phases. This, in our language, is the statement that an SPT protected by average symmetry alone is trivialized by disorder, presented in Sec. VI B.

VII. Discussions

We end with some open directions, several of which were also mentioned in previous Sections.

1. We have focused on disordered ensembles in which any two states (with different disorder realizations) are adiabatically connected to each other (Def 1). This assumption allows us to make controlled arguments, even without assuming weak disorder strength. However, it does leave open the possibility of interesting topological phenomena in disordered ensembles not satisfying this adiabatic assumption. For example, in an Anderson localized insulator, the $U(1)$ charge at each position fluctuates depending on the local chemical potential, so different disorder realizations give different $U(1)$ charges, and therefore cannot be symmetrically connected to each other. In Sec. III A we also discussed the possibility of sample-to-sample fluctuations that are topological in nature – such phenomena will certainly require us to go beyond the adiabatic assumption. If such “topological sample fluctuation” can indeed happen, it would represent a novel topological phenomenon that intrinsically requires strong disorder.

2. It may also be possible to have “intrinsically disordered average SPT” even if the adiabatic assumption in Def. 1 is kept. As we discussed in Sec. III D, among the set of consistency rules required in the standard decorated domain wall approach, there is one that is not required in the context of average SPT: the domain walls do not need to have consistent Berry phase when moved around, simply because the domain walls are anyway pinned by local disorders and do not move. This leaves open the possibility of average SPT phases not allowed in the clean limit. We will develop the theory of such phases in more detail in a forthcoming work.

3. In Sec. IV we showed that if the decoration dimension is greater than $(0 + 1)d$, then the boundary of average SPT state should almost certainly be long-range entangled, with probability approaching 1 in the thermodynamic limit. It will be desirable, however, to obtain a more direct statement on (averaged) measurable quantities such as correlation functions or inverse energy gap. This is a natural direction for next step.

4. t’Hooft anomaly has been an extremely powerful non-perturbative tool in the study of strongly coupled gapless states of matter, including various conformal field theories that arise in exotic quantum criticality and even compressible states (some recent examples include Refs. [66, 85]). It is natural to ask whether the disordered version of these states can also be fruitfully studied using the average anomalies.

5. Since we have established the notion of average symmetry-protected topological phase, an immediate question is whether the notion of average symmetry-enriched topological (SET) phases can be similarly defined. In particular, are various concepts[86] in SET well defined for average symmetry? If so, what are their consequences?

6. There are some other scenarios in which mixed states necessarily appear. One is in open quantum systems, where finite depth quantum channels are naturally realized by fast local Lindbladian evolutions [33, 77]. We therefore expect the results in this work shed light on classification and characterization of SPT phases in open systems. There are several questions remain unclear. For instance, can mixed SPT states arise as steady states of Lindbladian evolutions? Can we
formulate a similar field theory, when the Hamiltonian (Lindbladian) is time-dependent? These open questions are left to future study.
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A. Atiyah-Hirzebruch spectral sequence for Class AII

In order to define a fermionic theory in symmetry class AII, one should equip the space-time manifold with a $\text{pin}^c_+$ structure. In $(d + 1)$-dimension, the structure group fits in the short exact sequence:

$$1 \longrightarrow U(1) \longrightarrow \text{pin}^c_+ \longrightarrow O(d + 1) \longrightarrow 1,$$

with the reflection element in $O(d + 1)$ squares to 1 in Euclidean signature and acts on $U(1)$ by complex conjugation. For our purpose, we calculate the cobordism $\Omega^{\text{pin}^c_+}_{\text{spin}^c}$ using an AHSS with $E_2$ page given by

$$\begin{array}{c|cc|cc|c}
2U(1)^T & 2(-1)^{Z_2} & 2(-1)^{Z_2} t^2 & 2(-1)^{Z_2} t^4 \\
0 & U(1) & (−1)^{Z_2} t & (−1)^{Z_2} t^3 & (−1)^{Z_2} t^5 \\
U(1)^T & (−1)^{Z_2} & (−1)^{Z_2} t^2 & (−1)^{Z_2} t^4 & (−1)^{Z_2} t^5 \\
0 & 1 & 2 & 3 & 4 & 5
\end{array}$$

\[(A2)\]

in which $U(1)^T$ indicates the coefficient twisted by time reversal. $t$ is the generator of the cohomology ring $H^\bullet(B\mathbb{Z}_2; \mathbb{Z}_2) = \mathbb{Z}_2[t]$ with $t$ in degree one. In this spectral sequence only the $d_3$ differential can possibly be non-trivial. Given[59, 88]

$$d_3 = (-1)^{(\text{Sq}^2 + t \cdot \text{Sq}^1 + t^2)} \circ \beta,$$

\[(A3)\]

for $T^2 = −1$ when acting on fermions, one can see that the $d_3$ differential vanishes for elements with total degrees up to 4. Here $\beta$ is the Bockstein of the following sequence in cohomology:

$$1 \longrightarrow \mathbb{Z}_2 \stackrel{(-1)^x}{\longrightarrow} U(1) \stackrel{x^2}{\longrightarrow} U(1) \longrightarrow 1$$

\[(A4)\]

such that $\beta : H^n(B\mathbb{Z}_2; U(1)) \to H^{n+1}(B\mathbb{Z}_2; \mathbb{Z}_2)$. Physically, the vanishing of differential means the decorations we discussed in Sec. V are consistent. The calculation also agrees with the $\mathbb{Z}_2^3$ classification of class AII TIs in three spatial dimensions [72].