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Abstract

We consider Kitaev’s quantum double model based on a finite group $G$ and describe quantum circuits for (a) preparation of the ground state, (b) creation of anyon pairs separated by an arbitrary distance, and (c) non-destructive topological charge measurement. We show that for any solvable group $G$ all above tasks can be realized by constant-depth adaptive circuits with geometrically local unitary gates and mid-circuit measurements. Each gate may be chosen adaptively depending on previous measurement outcomes. Constant-depth circuits are well suited for implementation on a noisy hardware since it may be possible to execute the entire circuit within the qubit coherence time. Thus our results could facilitate an experimental study of exotic phases of matter with a non-abelian particle statistics. We also show that adaptiveness is essential for our circuit construction. Namely, task (b) cannot be realized by non-adaptive constant-depth local circuits for any non-abelian group $G$. This is in a sharp contrast with abelian anyons which can be created and moved over an arbitrary distance by a depth-1 circuit composed of generalized Pauli gates.
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Kitaev’s quantum double model \cite{Kitaev1997} is a paradigmatic example of an exactly solvable model exhibiting topological order. For a finite group $G$, the construction provides a spin-lattice model whose low-energy physics is described by the non-chiral topological quantum field theory associated with Drinfeld’s quantum double $D(G)$. As such, it provides an ideal testbed for the study of topological quantum computation, and, in particular, the differences between non-abelian and abelian anyons.

Its most well-known manifestation – the toric \cite{Kitaev1997} or surface code \cite{Fowler2009} based on the abelian group $G = \mathbb{Z}_2$ – is currently among primary contenders when it comes to experimental realizations, see e.g., \cite{Poulin2011}. The preeminence of this abelian model can be attributed, in part, to the fact that it falls into a well-studied family of quantum error-correcting codes: It is a CSS-stabilizer code with local generators. As such, it permits the application of a plethora well-studied techniques for fault-tolerant quantum computing, including, in particular, efficient syndrome extraction and decoding as well as magic state distillation. Furthermore, its constituent physical degrees of freedom are qubits since $|\mathbb{Z}_2| = 2$, making this model especially amenable to experimental efforts.

Despite the promise of the surface codes for topological quantum computation, models with non-abelian anyons may still offer distinct advantages. In particular, unlike with abelian anyons, universal computation can be achieved by purely topological means when the associated braid group representation is sufficiently rich. The required operations are

(i) the creation/initialization of a ground (“vacuum”) state having no excitations

(ii) the braiding or exchange of two particles

(iii) the fusion of two particles: this amounts to bringing two anyons to the same site and performing a measurement of the joint topological charge

(iv) the creation of specific particle-antiparticle pairs.

Mochon \cite{Mochon2010} has shown that for anyons described by $D(G)$ with a solvable but not nilpotent group $G$, these operations suffice to realize universal computation\footnote{Mochon additionally assumes that a supply of calibrated electric/magnetic charge ancillas is available. This is implied by operation (iv), where in contrast to \cite{Mochon2010}, we assume that the specific pair created is not random.}. This applies, in particular, to the group $S_3$. The power of $D(S_3)$-anyons to realize universal computation has prompted the construction of explicit protocols implementing these operations, including experimental proposals for their realization with
atoms trapped in an optical lattice, see [5, 6]. Unlike the corresponding operations for the surface code, however, the protocols proposed in [5, 6] require quantum circuits whose depth scales with the system size, respectively the spatial separation between anyons. It is natural to ask if this increased complexity is in fact necessary when dealing with non-abelian anyons.

To see how non-abelian and abelian anyons may differ in their (circuit) complexity of their associated operations, consider the problem of initial state preparation. There is no significant difference here when considering unitary circuits: A circuit consisting of nearest-neighbor two-qubit unitary gates (a unitary local circuit) preparing the ground state of the surface code from a product state has been proposed in [7]. To prepare a ground state on an $L \times L$-lattice, the circuit has depth of order $O(L^2)$. An analogous result applies to the preparation of a ground state of any quantum double model, see [6, 8].

An $O(L)$-depth circuit for the surface code was given in [9], and linear depth circuits for the surface code and certain Levin-Wen models were also obtained in [10, 11]. In [11], it is shown that a circuit depth of order $\Omega(L)$ is necessary for any local unitary circuit. This lower bound applies to any topologically ordered system, irrespective of whether or not the corresponding anyons are abelian. With non-local two-qubit gates, the circuit depth can be lowered to $O(\log L)$ for any quantum double model; this matches the lower bound of $\Omega(L)$ for $G = \mathbb{Z}_2$.

A more efficient way of preparing states with $D(\mathbb{Z}_2)$-topological order involves the use of measurements. Indeed, as with any stabilizer code, a code state (i.e., a ground state in the case of the surface code) is obtained from an arbitrary initial state by

(a) measuring a complete set of commuting stabilizer generators, obtaining a syndrome $s$

(b) applying an associated unitary correction operation $C(s)$ to the post-measurement state.

We note that such an approach could in principle also be taken for any quantum double model. In particular, the required measurements in step (a) can also be chosen to be local as in any commuting local projector code. The distinguishing feature of the surface code is the simplicity of step (b): The required correction $C(s)$ is a Pauli operator which can be determined from $s$ by an efficient classical decoding algorithm. In particular, application of $C(s)$ is easily accomplished by a depth-1 unitary circuit consisting of single-qubit Pauli gates only. In terms of the excitations (anyons) of the surface code, this process can be summarized as follows. The syndrome $s$ reveals the locations of the excitations (violations of the stabilizer constraints). The applied correction $C(s)$ (determined, e.g., by minimal matching as in [7]) is a product of ribbon-operators where each ribbon connects two excitations. In the surface code, such ribbon operators are tensor products of Pauli-X, Pauli-Y or Pauli-Z-operators along the ribbon, see [1] or [7]. The simplicity of this preparation scheme is a consequence of the simple form of these ribbon operators for the case $G = \mathbb{Z}_2$.

For a general finite group $G$, each anyon is labeled by an irreducible representation $\rho$ of the Drinfeld double $D(G)$ of $G$. For each (open) ribbon $\xi$ on the lattice, there are associated ribbon operators $\{F^{\rho_{\alpha}}_{\xi}\}$, which create a corresponding particle/antiparticle pair at the two endpoints of $\xi$. Here $\alpha$ controls degrees of freedom localized at these endpoints. We refer to Section 2 for details. We note that a ribbon operator $F^{\rho_{\alpha}}_{\xi}$ can also be understood as realizing a process where a pair is created locally at one endpoint, and one of the anyons is moved to the other endpoint of the ribbon $\xi$. In particular, for non-abelian models, such operations can have a non-trivial logical action on encoded quantum information in the presence of other (preexisting) anyons because of non-trivial braiding relations. The idea that – since the quantum double model is an error-correcting code – such logical operations require a circuit depth which scales with the length of the ribbon is folklore, see e.g., Theorem 3.1 below. It gives the following statement, where we use the term extensive to refer to a scaling linear in the system size (or, more precisely, the code distance as given, e.g., by the separation of holes in the surface).

**Corollary 1.1.** For any non-abelian group $G$, there are ribbon operators $F^{\rho_{\alpha}}_{\xi}$ whose implementation by a local unitary circuit requires an extensive circuit depth.
Corollary 1.1 is a no-go result ruling out the possibility of applying ribbon operators using constant-depth circuits in non-abelian anyon models. This is a novel operational separation between non-abelian and abelian topological order.

It is tempting to think that the conclusion of Corollary 1.1 extends to the problem (i), preventing initialization by constant-depth quantum circuits because of the difficulty of implementing the ribbon operators involved in the correction step (b). In fact, step (b) involves the additional challenges of classical decoding the corresponding code (i.e., finding the right product of ribbon operators to apply), a problem which is non-trivial [15]. Furthermore, in a non-abelian model, a single application of a ribbon operator is typically not sufficient to remove a pair of excitations since anyon pairs do not need to fuse to the vacuum. Nevertheless, we find that for certain non-abelian quantum double models (including the case $G = S_3$), efficient initialization is possible by using an approach different from (a)–(b). In fact, all operations (i)–(iv) can be realized by what we call constant-depth local adaptive circuits. This notion captures the operations involved in the procedures used for the surface code: We allow a constant number of the alternating layers of

(a) constant-depth quantum circuits that may use auxiliary qubits and consist of local unitaries and single-qubit measurements and

(b) efficient, possibly non-local classical computations (based on measurement results).

Adaptivity refers to the fact that quantum operations may be classically controlled by measurement outcomes and computational results obtained in previous layers. In other words, all involved quantum operations are local and realized by constant-depth circuits; this is supplemented by efficient non-local classical processing.

In more detail, our result applies to any solvable group $G$. Recall that a group $G$ is solvable if it can be mapped to the trivial group by iteratively factoring out normal abelian subgroups. We show the following:

**Theorem 1.2. (informal)** Suppose $G$ is a solvable group. Then there is a constant-depth local adaptive circuit for each of the following tasks:

(i) Creation of a ground state from a product initial state.

(ii) For any anyon label $\rho$ and local action specified by $\alpha$, application of the ribbon operators $F^\rho_\alpha$ associated with an open ribbon $\xi$ of possibly extensive length. Here the circuit has support (i.e., acts non-trivially) only on qudits along the ribbon $\xi$.

(iii) Execution of the topological charge measurement of any region encircled by a closed ribbon $\sigma$ (possibly of extensive length). This is given by a POVM $\{K^{\rho}_{\sigma}\}_{\rho}$ whose outcomes are anyon labels $\rho$, and whose POVM elements $K^{\rho}_{\sigma}$ have support on the ribbon $\sigma$, see Section 2. The circuit realizing this measurement has support only on qudits along $\sigma$.

The operations considered in Theorem 1.2 can be used to realize braiding/movement of anyons by (repeated) pair creation and topological charge measurement.

Let us conclude by mentioning prior work as well as some open problems. The power of measurements and adaptive operations for reducing the depth of quantum circuits has been recognized in the seminal work by Høyer and Spalek [16] – some of our constructions are motivated by their fan-out gate. This work has lead to a discovery of constant-depth adaptive circuits realizing any unitary in the Clifford group [17] [18], multiple control Toffoli gate and integer arithmetic circuits [16] [19], and Quantum Fourier Transform [16]. These are important subroutines employed by numerous quantum algorithms. Moreover, it is known that the entire quantum part of Shor’s factoring algorithm [20] can be parallelized to a constant depth using adaptive circuits [21]. Measurements and adaptive operations also play a central role in synthesizing quantum circuits over fault-tolerant gate sets using gate teleportation [17] and repeat-until-success techniques [22]. In a recent breakthrough work Liu and Gheorghiu [23] established an efficiently verifiable quantum advantage for certain classically hard interactive tasks that can
be solved by constant depth adaptive quantum circuits. The apparent power of low-depth adaptive circuits has led Jozsa to conjecture [18] that, in fact, any polynomial depth quantum computation can be efficiently simulated by logarithmic depth adaptive quantum circuits [18]. However, a more recent work [24] cast doubt on Jozsa’s conjecture by demonstrating that the Welded Tree Problem [25] is provably hard for the logarithmic depth adaptive circuits (as measured by query complexity) even though this problem admits an efficient quantum algorithm based on quantum walks. Likewise, it is not known whether the depth of quantum algorithms for simulating unitary time evolution of many-body Hamiltonians can be significantly reduced using measurements and adaptive operations.

In a recent work Piroli et al [26] examined constant-depth quantum circuits assisted by LOCC (local operations and classical communication) and equivalence classes of many-body quantum states convertible to each other by such circuits. It was demonstrated that certain highly entangled states exhibiting topological quantum order become trivial in the LOCC-assisted classification framework. We note however that constant depth local adaptive circuits considered in the present work are strictly weaker than LOCC-assisted circuits of [26] since we only allow $O(1)$ rounds of mid-circuits measurements whereas [26] allows a linear number of rounds. Closer to the topic of this paper, existing non-unitary protocols for preparing states with non-abelian topological order include those of [6, 8] for creating quantum double states associated with $S_3$, as well as the work [10] which provides procedures for preparing ground states of the Levin-Wen model [27]. In contrast to these procedures, which require extensive circuit depth, Verresen et al. [28] reported adaptive constant-depth circuits preparing the ground state of the quantum double $D(S_3)$ and $D(D_4)$, where $D_4$ is the dihedral group. Subsequently, it was observed in [29] that this generalizes to any solvable group. Here we give explicit adaptive constant-depth circuits for ground state preparation for arbitrary solvable groups and additionally discuss the creation and manipulation of excited states. We note that constant-depth circuits also figure prominently in [30], where braiding with non-abelian anyons in the Levin-Wen model is achieved by constant-depth circuits by certain dynamic lattice deformations. Here we follow a different approach and ask for implementations of “standard” braiding operations etc. without changing the underlying lattice.

Several immediate problems remain open. Perhaps the most intriguing one is whether the operations realized here for a solvable group $G$ may also be realized with local operations in constant adaptive depth in the case of a non-solvable (non-abelian) group. It is conceivable that there are fundamental complexity-theoretic obstructions to this similar to those found in [31] related to Barrington’s theorem [32]. More generally, one may ask for more general classes of topologically ordered systems where the considered operations (preparation, anyon creation, braiding, and topological charge measurements) can be realized in adaptive constant depth. For the Levin-Wen model, this amounts to identifying relevant properties of the underlying tensor category. A preliminary work shows that the ground state of the double semion model [27] can be prepared in constant adaptive depth by measuring syndromes of suitable augmented stabilizer generators composed from the elementary plaquette and vertex stabilizers. Finally, it remains to be seen to what extent these procedures can be made robust to noise: Without suitable error correction mechanisms, the non-local operations realized here will likely be highly susceptible to errors. Because of their low complexity, they may nevertheless be useful, e.g., for proof-of-principle demonstrations in the near term.

Outline

In Section 2 we review the quantum double model. In Section 3, we establish the no-go result for the unitary realization of ribbon operators in non-abelian anyon models. We then discuss the design of constant-depth adaptive circuits for solvable groups $G$. In Section 4, we construct such a circuit preparing a ground state of the quantum double model. In Section 5, we show how to implement anyonic ribbon operators. In Section 6, we discuss how to realize topological charge measurements.
2 The quantum double model

Here we give only a brief introduction to the quantum double model focusing on the concepts relevant to our work. We refer to [1] as well as [33, 34] for more details.

2.1 Definition of the quantum double model

Let $G$ be a finite group with identity element denoted $e \in G$. The quantum double model associated with $G$ is defined by a planar graph or lattice $\mathcal{L} = (V, E)$ with a qudit of dimension $|G|$ associated with every edge $e \in E$. We use an orthonormal basis $\{|g\rangle\}_{g \in G}$ for the Hilbert space $\mathbb{C}^{|G|}$ of every qudit. We assume that every edge $e \in E$ is oriented such that one endpoint of $e$ is designated the head and the other endpoint is designated as the tail. We shall write $e^+$ and $e^-$ for the head and the tail of $e$. The definition of the quantum double Hamiltonian involves operators $\{A^g_s\}_{g \in G}$ and operators $\{B^h_s\}_{h \in G}$ associated with every site $s$ of the lattice. Here a site is defined as a pair $s = (v, p)$, where $p$ is a plaquette (face) of $\mathcal{L}$ and $v \in V$ is vertex adjacent to $p$. The action of these operators is given as in Fig. 1 (with analogous definitions for non-square lattices). Different orientations of the edges can be accounted for by the following simple rule: Reversal of the direction of an arrow amounts to replacing the corresponding basis vector $|g\rangle$ by $|g^{-1}\rangle$, i.e., applying inversion in the group.

For a site $s = (v, p)$ define the site-operators

\[
A^g_s = \frac{1}{|G|} \sum_{g' \in G} A^{g'}_s,
\]

\[
B^e_s = B^e_s.
\]
Figure 2: A primary triangle is specified by an edge \( e \) and an adjacent plaquette \( p \), and a dual triangle by an edge \( e' \) and one of its vertices \( e^* \).

The operator \( A_s \) only depends on the vertex \( v \) whereas \( B_s \) only depends on the plaquette \( p \) of the site \( s \). As a consequence, we often write \( A_v := A_s \) and \( B_p := B_s \) for \( s = (v, p) \), and call these the vertex- and plaquette-operators associated with \( v \) and \( p \), respectively. The quantum double Hamiltonian is then given by

\[
H = - \sum_{v \in V} A_v - \sum_{p \in P} B_p
\]

where \( P \) is the set of plaquettes of \( L \). Since all vertex- and plaquette-operators commute, the ground space of \( H \) is the simultaneous eigenspace of these operators to eigenvalue 1.

### 2.2 Basic ribbon operators

The discussion of topological operations in the quantum double model necessitates the introduction of three types of ribbon operators. The first type of operator, which we refer to as a basic ribbon operator, is associated with an open ribbon \( \xi \). Such a ribbon consists of a sequence of sites connecting a starting site \( s_0 = (v_0, p_0) \) to a (distinct) ending site \( s_1 = (v_1, p_1) \) by a contiguous sequence of primary and/or dual triangles. Following the terminology of [34], a primary triangle is defined by a pair \((e, p)\) where \( e \in E \) is an edge and \( p \in P \) an adjacent plaquette. In contrast, a dual triangle is defined by a pair \((e, e^*)\) where \( e \in E \) is an edge and \( e^* \in \{e^+, e^-\} \) is its head or tail. See Fig. 2 for an illustration of these notions.

For each pair \((g, h) \in G^2\), there is a basic ribbon operator \( F_{\xi}^{h,g} \). Its action can be defined elegantly by defining the action for a ribbon consisting of a single (primary or dual) triangle, and subsequently using the "co-multiplication" rule

\[
F_{\xi}^{h,g} = \sum_{k \in G} F_{\xi_1}^{hk^{-1},g} F_{\xi_2}^{k,g}
\]

(see [1, Eq. (26)]) to find the ribbon operator \( F_{\xi}^{h,g} \) associated with a long ribbon \( \xi = \xi_1 \xi_2 \). An example of the action of \( F_{\xi}^{h,g} \) is given in Fig. 3.

The linear span of the operators \( \{F_{\xi}^{h,g}\}_{(h,g)} \), when applied to a ground state \( \Psi \), gives the two-particle subspace \( \mathcal{H}(s_0, s_1) \) of states that have excitations at the end-points \( s_0, s_1 \) only. These are states that are simultaneous +1 eigenstates of all site-operators \( A_s \) and \( B_s \) with \( s \notin \{s_0, s_1\} \).

For later use, we note the following properties of these basic ribbon operators. Let \( \xi \) be a ribbon starting at site \( s_0 \) and ending at site \( s_1 \). Then we have the relations

\[
F_{\xi}^{h,g} F_{\xi}^{h',g'} = \delta_{g,g'} F_{\xi}^{h, g}
\]

(1)

\[
(F_{\xi}^{h,g})^\dagger = F_{\xi}^{h^{-1},g}
\]

(2)

for all \( g, h, g', h' \in G \). For any ground state \( \Psi \), we also have the identity (see e.g., [33, Lemma 3.1])

\[
\langle \Psi | F_{\xi}^{h,g} | \Psi \rangle = \frac{1}{|G|} \delta_{h,e}.
\]

(3)
Figure 3: The ribbon operator $F_{\xi}^{h,g}$ for a ribbon $\xi$ with starting site $s_0$ and ending site $s_1$. The figure illustrates the action of the operator on a computational basis state specified by $(x,y)$. Here $y_j = y_1 \cdots y_j$.

This is a consequence of certain commutation relations between the site-operators at the start- and end-points of $\xi$ with the ribbon operators. At the startpoint $s_0$ of $\xi$, we have the relations
\begin{align}
B_{s_0}^k F_{\xi}^{h,g} &= F_{\xi}^{h,g} B_{s_0}^{kh} \\
A_{s_0}^k F_{\xi}^{h,g} &= F_{\xi}^{h,kgk^{-1}} A_{s_0}^k
\end{align}
for all $g,h,k \in G$. Similarly, at the endpoint $s_1$ of $\xi$, we have the relations
\begin{align}
B_{s_1}^k F_{\xi}^{h,g} &= F_{\xi}^{h,g} B_{s_1}^{g^{-1}h^{-1}gk} \\
A_{s_1}^k F_{\xi}^{h,g} &= F_{\xi}^{h,gk^{-1}} A_{s_1}^k
\end{align}
for all $g,h,k \in G$.

### 2.3 Elementary excitations (anyons) and anyonic ribbon operators

States of the form $F_{\xi}^{h,g} \Psi$ with $(h,g) \in G^2$ form a basis of the two-particle space $\mathcal{H}(s_0,s_1)$. The action of the quantum double $D(G)$, however, is better expressed with respect to a different basis whose elements can be interpreted as proper two-anyon states (and not superpositions thereof). This requires the introduction of a different set of ribbon operators $\{F_{\xi}^{\rho,\alpha}\}_{(\rho,\alpha)}$ associated with an open ribbon $\xi$. We call these anyonic ribbon operators. To introduce them, we need the following concepts.

The (Drinfeld) quantum double $D(G)$ of $G$ is a Hopf algebra with basis $\{D(h,g)\}_{(g,h) \in G}$. It is also a $C^*$-algebra defined by the relations
\begin{align}
D(h,g)D(h',g') &= \delta_{h,h'}g^{-1}D(h,g') \\
D^*(h,g) &= D^{g^{-1}hg,g^{-1}}(h,g)
\end{align}
for all $g,h,g',h' \in G$.

The site-operators $\{A^s\}$ and $\{B^s\}$ associated with a site $s$ form a $*$-representation of this algebra via the map $D(h,g) \mapsto A^s B^h$. For later reference, we note, in particular, the relations
\begin{align}
A^k_A^{k'} &= A^{kk'} \\
(A^s)^\dagger &= A^{s^{-1}} \\
A^s &= I
\end{align}
for every $k \in G$.

The elementary excitations (anyons) of the quantum double model are labeled by irreducible representations (irreps) of $D(G)$. Such an irrep can be specified by a pair $\rho = (C,\pi)$, where
(i) \( C \) is a conjugacy class of \( G \). We pick an arbitrary element \( r_C \in G \) belonging of this conjugacy class such that \( C = \{ gr_C g^{-1} | g \in G \} \), and enumerate the elements of \( C \) as \( C = \{ c_j \}_{j=1}^{\left| C \right|} \). The centralizer of \( C \) is the group
\[
E(C) = \{ g \in G | gr_C = r_C g \}.
\]

We pick a set \( P(C) = \{ p_j \}_{j=1}^{\left| C \right|} \) of representatives of \( G/E(C) \) such that \( c_j = p_j r_C p_j^{-1} \). We will choose these representatives such that \( p_1 = e \), i.e., \( c_1 = r_C \). Every element \( g \in G \) can be written in a unique way as \( g = p_j n \) for some \( j \in \{1, \ldots, \left| C \right| \} \) and \( n \in E(C) \).

(ii) \( \pi \) is an irreducible (unitary) representation of \( E(C) \). For \( g \in E(C) \), we will denote by \( \Gamma_\pi(g) \) the corresponding unitary matrix.

We refer to [35] for a specification of the action of \( D_{h,g} \) in an irrep \( \rho = (C, \pi) \).

We are now in position to give the definition of the anyonic ribbon operators \( \{ F_\xi \} \) of \( \rho \) associated with an open ribbon \( \xi \). These were introduced in [34]; we follow the presentation/notation of [36]. Every such ribbon operator is associated with a tuple \( (C, \pi, u, v) \); we write \( F_\xi^{(C,\pi);(u,v)} \) for the corresponding operator. Here \( (C, \pi) := \rho \) is an anyon label as discussed, i.e., it defines an irrep of \( D(G) \). It remains to specify the labels \( (u, v) \) of different local degrees of freedom. In contrast, for \( G = S_3 \), such a unitary linear combination does not exist. This is important for how we formalize the task of implementing an operator \( F_\xi^{(C,\pi);(u,v)} \), see e.g., Theorem 3.1 below.

2.4 Topological charge projections

Projections onto states of different topological charge have been constructed in [34] Appendix B.9]. They are defined for a closed ribbon \( \sigma \) (i.e., one for which start- and endpoint coincide) and are introduced in two steps.

For a group \( H \), let \( H^{(\ell)} \) denote the set of conjugacy classes of \( H \). Let \( C \in G^{(\ell)} \) be a conjugacy class of \( G \). We pick an element \( D \in E(C)^{(\ell)} \), i.e., a conjugacy class of the centralizer \( E(C) \) of a fixed
representative $r_C \in C$ as defined above. For each pair $(C, D)$ with $C \in G^{c_j}$ and $D \in E(C)^{c_j}$, one introduces the operator

$$K^{(D,C)}_\sigma := \sum_{j=1}^{|C|} \sum_{d \in D} P_{\sigma}^{dp_j r_C} \cdot P_{\sigma}^{dp_j r_C}$$

(11)

where again $\{p_j\}_{j=1}^{|C|}$ is a fixed set of representatives of $G/E(C)$ as before.

The operators (11) are not projections. Instead, another set of operators is defined as follows. Let $(C, \pi)$ be an anyon label (i.e., $C \in G^{c_j}$ and $\pi$ is an irrep of $E(C)$). Then we define

$$K^{(C,\pi)}_\sigma := \frac{1}{|E(C)|} \sum_{D \in E(C)^{c_j}} \chi_{\pi}(D) K^{(D,C)}_\sigma$$

(12)

Here $\chi_{\pi}(D) = \chi_{\pi}(d)$ is the character of $\pi$ for any representative $d \in D$. The operators $\{K^{(C,\pi)}_\sigma\}_{(C,\pi)}$ are pairwise orthogonal projections that sum to the identity. For completeness, we include a proof of this claim in Appendix A. They therefore constitute a POVM whose measurement outcome $(C, \pi)$ reveals the topological charge (anyon label) of the region enclosed by the ribbon $\sigma$.

3 A circuit depth lower bound for anyonic ribbon operators

Let us use the shorthand

$$F^{(C,\pi)}_\xi := F^{(C,\pi),((1,1),(1,1))}_\xi$$

such that

$$F^{(C,\pi)}_\xi = d_\pi \frac{1}{|E(C)|} \sum_{\ell \in E(C)} (\Gamma^{-1}_\pi(\ell))_{1,1} F^{(C,\pi),1,\ell}_\xi.$$  

(14)

We show that some of these operators are not implementable by a non-adaptive constant-depth unitary when the group is non-abelian, see Corollary 3.3 below. It is a simple consequence of the following result:

**Theorem 3.1.** Suppose the pair $(C, \pi)$ satisfies

$$\exists r \in E(C) \quad \text{such that} \quad |\Gamma_\pi(r)_{1,1}| < 1.$$  

(15)

Let $U$ be a local unitary circuit implementing $F^{(C,\pi)}_\xi$ in the sense that it maps a ground state $\Psi$ to a state proportional to $F^{(C,\pi)}_\xi \Psi$. Then $U$ has an extensive circuit depth.

We note that property (15) cannot be satisfied if $E(C)$ is abelian. Indeed, if $E(C)$ is abelian, then any irreducible representation $\pi$ of $E(C)$ is 1-dimensional. In particular, a unitary irreducible representation $\pi$ satisfies $|\Gamma_\pi(r)| = 1$ for all $r \in E(C)$.

A sufficient condition for property (15) to hold is the following.

**Lemma 3.2.** Suppose $d_\pi > 1$. Then (15) is satisfied.

**Proof.** Suppose for the sake of contradiction that

$$|\Gamma_\pi(r)_{1,1}| = 1 \quad \text{for all} \quad r \in E(C).$$

Then the first basis vector $e_1$ spans an invariant subspace (by unitarity of the representation $\pi$). This contradicts the irreducibility of $\pi$. \qed
Let us show more explicitly that for \( G = S_3 \), there are pairs \((C, \pi)\) such that (15) is satisfied. Consider the conjugacy class \( C = \{ e \} \). Here \( E(C) = S_3 \). Consider the 2-dimensional irreducible representation \( \pi \) of \( S_3 \) obtained by restricting the defining representation on \( \mathbb{C}^3 \) to the subspace

\[
V := \left\{ \begin{pmatrix} a \\ b \\ c \end{pmatrix} \mid a + b + c = 0 \right\}.
\]

This representation is unitary when expressed in the orthonormal basis

\[
e_1 = \begin{pmatrix} \sqrt{2/3} \\ -1/\sqrt{6} \\ -1/\sqrt{6} \end{pmatrix}, \quad e_2 = \begin{pmatrix} 0 \\ 1/\sqrt{2} \\ -1/\sqrt{2} \end{pmatrix}.
\]

Let \( r = (1 2) \in S_3 \) be the transposition of the first two elements. Then (expressed in this basis)

\[
\Gamma_\pi(r) = \frac{1}{2} \begin{pmatrix} -1 & \sqrt{3} \\ \sqrt{3} & 1 \end{pmatrix},
\]

and we conclude that (15) is satisfied.

More generally, we can show that (15) is always satisfied for some pair \((\{ e \}, \pi)\) when \( G \) is non-abelian. Indeed, assume for the sake of contradiction that this is not the case. Then this implies by Lemma 3.2 that \( d_\pi = 1 \) for any irrep \( \pi \) of \( E(\{ e \}) = G \). By the Peter-Weyl theorem, the group algebra \( \mathbb{C}[G] \) is isomorphic to a direct sum of matrix algebras determined by irreps, hence this implies that \( \mathbb{C}[G] \) and hence \( G \) is abelian, a contradiction. In summary, this yields the following corollary to Theorem 3.1:

**Corollary 3.3.** For any non-abelian group \( G \), there is an irrep \( \pi \) of \( G \) such that any constant-depth unitary circuit implementing \( F_\xi^{(\{ e \}, \pi)} \) has extensive circuit depth.

In the remainder of this section, we give the proof of Theorem 3.1. We begin by computing certain matrix elements.

**Lemma 3.4.** Let \( \Psi \) be a ground state. Let \((C, \pi)\) be a pair satisfying (15) with some \( r \in E(C) \). Set \( k := r^{-1} \) and define

\[
K = A^k_{s_1}, \quad O_\xi = \sqrt{\frac{|E(C)| \cdot |G|}{d_\pi}} f_\xi^{(C, \pi)}.
\]

Then

\[
\|O_\xi \Psi\| = \|KO_\xi \Psi\| = 1, \quad (O_\xi \Psi, KO_\xi \Psi) = \Gamma_\pi(k^{-1})_{1,1}.
\]

In particular, \( (O_\xi \Psi, KO_\xi \Psi) < 1 \).

**Proof.** We show that for any \( k \in E(C) \), we have

\[
\langle \Psi, (F_\xi^{(C, \pi)})^\dagger A^k_{s_1} F_\xi^{(C, \pi)} \Psi \rangle = \frac{d_\pi}{|E(C)| \cdot |G|} \Gamma_\pi(k^{-1})_{1,1},
\]

\[
\|F_\xi^{(C, \pi)} \Psi\|^2 = \frac{d_\pi}{|E(C)| \cdot |G|},
\]

\[
\|A^k_{s_1} F_\xi^{(C, \pi)} \Psi\|^2 = \frac{d_\pi}{|E(C)| \cdot |G|}.
\]
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The claim follows from these three identities.

Note that for any \( k \in G \), we have

\[
(F^\tau e^{-r}c_\ell, c_\ell') A_{s_1}^k F^\tau e^{-r}c_\ell = (F^\tau e^{-r}c_\ell, c_\ell') F^\tau e^{-r}c_\ell A_{s_1}^k \quad \text{by (5)}
\]

\[
= F^\tau e^{-r}c_\ell F^\tau e^{-r}c_\ell A_{s_1}^k \quad \text{by (2)}
\]

\[
= \delta_\ell, \ell k^{-1} F^\tau e^{-r}c_\ell A_{s_1}^k \quad \text{by (1)}.
\]

With (14) we obtain

\[
(F^{(C,\pi)}_\xi)^\dagger A_{s_1}^k F^{(C,\pi)}_\xi = \frac{d^2_\pi}{|E(C)|^2} \sum_{\ell \in E(C)} \delta_{\ell k^{-1} \in E(C)} (\Gamma^{-1}_\pi(\ell k^{-1}))_{1,1} \Gamma^{-1}_\pi(\ell)_{1,1} F^{e, \ell k^{-1}}_\xi A_{s_1}^k.
\]

Let us now consider the case where \( k \in E(C) \) such that \( \ell k^{-1} \in E(C) \) for every \( \ell \in E(C) \). Since \( A_{s_1}^k A_{s_1} = A_{s_1} \) and thus \( A_{s_1}^k \Psi = \Psi \) and because of (3), we get

\[
\langle \Psi, (F^{(C,\pi)}_\xi)^\dagger A_{s_1}^k F^{(C,\pi)}_\xi \Psi \rangle = \frac{d^2_\pi}{|E(C)|^2 \cdot |G|} \sum_{\ell \in E(C)} (\Gamma^{-1}_\pi(\ell k^{-1}))_{1,1} (\Gamma^{-1}_\pi(\ell))_{1,1}.
\]

Using the unitary of \( \pi \) and Schur’s orthogonality relations for matrix elements of irreducible representations we have

\[
\sum_{\ell \in E(C)} (\Gamma^{-1}_\pi(\ell k^{-1}))_{1,1} (\Gamma^{-1}_\pi(\ell))_{1,1} = \sum_{\ell \in E(C)} \Gamma_\pi(\ell k^{-1})_{1,1} \Gamma_\pi(\ell)_{1,1} = \sum_{r=1}^{d_\pi} \Gamma_\pi(k^{-1})_{r,1} \sum_{\ell \in E(C)} \Gamma_\pi(\ell)_{1,r} \Gamma_\pi(\ell)_{1,1} = \frac{|E(C)|}{d_\pi} \Gamma_\pi(k^{-1})_{1,1}.
\]

Eq. (17) follows.

Eq. (18) follows by setting \( k = e \) because of (7).

For (19) we have

\[
\| A_{s_1}^k F^{(C,\pi)}_\xi \Psi \|^2 = \langle \Psi, (A_{s_1}^k F^{(C,\pi)}_\xi)^\dagger A_{s_1}^k F^{(C,\pi)}_\xi \Psi \rangle
\]

\[
= \langle \Psi, (F^{(C,\pi)}_\xi)^\dagger A_{s_1}^e F^{(C,\pi)}_\xi \Psi \rangle \quad \text{by (6)}
\]

\[
= \| F^{(C,\pi)}_\xi \Psi \|^2 \quad \text{by (7)}.
\]

The claim (19) now follows from (17).

The vertex operator \( A_{s_1}^k \) in the definition (16) of \( K \) is an example of a “smallest” closed ribbon operator. It is a ribbon operator associated with the dual closed ribbon consisting only of dual triangles enclosing the single vertex associated with site \( s_1 \). Let \( \tau \) denote this dual ribbon. Since \( K \) is equal to \( A_{s_1}^k \), we will write \( K_\tau = K \) to emphasize that \( K \) is defined by the ribbon \( \tau \). Importantly, the operator \( K_\tau \) does not depend on the ends (starting/ending site) of \( \tau \). As such, its action on the ground space is invariant under deformations of \( \tau \) in which the end is not fixed (i.e., “rotations” of the ribbon, see [34]). More generally, if \( \tau' \) is another closed ribbon and \( \Psi \) a state such that the ribbon \( \tau \) can be deformed into \( \tau' \) without crossing any excitation, then

\[
K_\tau \Psi = K_{\tau'} \Psi \quad \text{(20)}
\]

(see [34, Eq. (11)]), where \( K_{\tau'} \) is the ribbon operator associated with \( \tau' \). It will be convenient in the following to reformulate condition (20) as follows: Suppose \( S(\tau, \tau') \) is a region of qudits such that \( \tau \)
can be deformed into \( \tau' \) without leaving \( S(\tau, \tau') \) (i.e., \( S(\tau, \tau') \) contains the support of a deformation retract of \( \tau \) to \( \tau' \)). Let \( \Pi_{S(\tau, \tau')} \) denote the corresponding local ground state projection, i.e., the product of plaquette- and vertex-operators whose support intersects \( S(\tau, \tau') \). Then we have

\[
K_{\tau} \Pi_{S(\tau, \tau')} = K_{\tau'} \Pi_{S(\tau, \tau')} .
\] (21)

**Proof of Theorem 3.1.** We work on the sphere where the ground state \( \Psi \) is unique but comment on how this assumption can be lifted below. According to Lemma 3.4, it suffices to show that implementing \( O_\xi \), i.e., mapping \( \Psi \) to \( O_\xi \Psi \), requires at least linear circuit depth.

Suppose for the sake of contradiction that there is a local unitary circuit \( U \) implementing \( O_\xi \) with a non-extensive depth. Consider the closed ribbon \( \tau \) associated with the endpoint of \( \xi \), and let \( K_{\tau} \) be as in Lemma 3.4. Define

\[
\Psi_1 := O_\xi \Psi \\
\Psi_2 := K_{\tau} \Psi_1 = K_{\tau} O_\xi \Psi .
\]

By Lemma 3.4 both states \( \Psi_1, \Psi_2 \) are normalized, and

\[
|\langle \Psi_1, \Psi_2 \rangle| < 1
\] (22)

by assumption. Let \( \tau' \) be any ribbon obtained by locally deforming the closed ribbon \( \tau \). Then we have

\[
K_{\tau} O_\xi \Psi = K_{\tau'} O_\xi \Psi ,
\] (23)

In particular, identity (23) implies that the state \( \Psi_2 \) does not depend on the detailed form of \( \tau \).

Eq. (23) is a consequence of the following steps:

\[
K_{\tau} O_\xi \Psi = K_{\tau} O_\xi \Pi_{S(\tau, \tau')} \Psi \quad \text{since } \Psi \text{ is a ground state} \\
= K_{\tau} \Pi_{S(\tau, \tau')} O_\xi \Psi \quad \text{since } O_\xi \text{ commutes with } \Pi_{S(\tau, \tau')} \\
= K_{\tau} \Pi_{S(\tau, \tau')} O_\xi \Psi \quad \text{by (21)} \\
= K_{\tau} O_\xi \Pi_{S(\tau, \tau')} \Psi \quad \text{since } [O_\xi, \Pi_{S(\tau, \tau')} ] = 0 \\
= K_{\tau} O_\xi \Psi ,
\]

see Fig. 4 for a diagrammatic representation.

Suppose now that \( U \) is a constant-depth circuit implementing \( O_\xi \). Consider the states

\[
\Psi'_1 := U^\dagger \Psi_1 \\
\Psi'_2 := U^\dagger \Psi_2 .
\]

Then (22) implies that

\[
|\langle \Psi'_1, \Psi'_2 \rangle| < 1
\] (24)

By definition, \( \Psi'_1 = \Psi \), and

\[
\Psi'_2 = U^\dagger K_{\tau} \Psi_1 \\
= (U^\dagger K_{\tau} U) \Psi .
\] (25)

In particular, \( \Psi'_1 \) and \( \Psi'_2 \) are two states that differ by a local operator \( U^\dagger K_{\tau} U \). By assumption, \( \Psi'_1 = \Psi \) is a ground state. We claim that \( \Psi'_2 \) is also a ground state. With (24), this contradicts the uniqueness of the ground state.

To show that \( \Psi'_2 \) is a ground state, consider any stabilizer \( S \) with support far from \( \tau \). Then expression (25) and the locality of \( (U^\dagger K_{\tau} U) \) show that \( S \Psi'_2 = \Psi'_2 \). More generally, if a stabilizer \( S \) is such that its support intersects the support of \( (U^\dagger K_{\tau} U) \), we can simply replace \( \tau \) by a deformed closed ribbon \( \tau' \) such that the corresponding intersection is empty.

The argument used here generalizes to the case where the ground space is degenerate as e.g., in the case of a lattice embedded in a higher-genus surface. This is because the ground space is an error correcting code. The only required assumption is that the ribbon \( \xi \) and the closed ribbon \( \tau \) are supported inside a contractible region \( R \) not containing any excitations or holes. Such a region is correctable: a logical operator supported inside \( R \) has trivial action on the ground space. It then follows as before that \( \Psi'_1 \) and \( \Psi'_2 \) are two ground states that differ only by a global phase, a contradiction to (24). \( \square \)
Figure 4: Illustration of the proof of identity \[(23)\]
4 Adaptive ground state preparation for a solvable group $G$

In this section, we show that a ground state of the quantum double model can be prepared by an adaptive constant-depth circuit with local gates if the underlying group $G$ is solvable.

In Section 4.1 we exemplify our construction using the group $G = S_3$ and a square lattice. We note that for $S_3$, a similar procedure was proposed in [28]. In Section 4.2 we define a quantum double state for any connected planar graph. This state is the unique ground state of Kitaev’s quantum double model on this graph. In Section 4.3 we then construct a constant-depth adaptive circuit which prepares this state for any solvable group $G$.

4.1 Example: Preparing the ground state associated with $G = S_3$

We begin by illustrating our construction using the symmetric group $S_3$ and a planar square lattice with “smooth” boundaries on all sides, see Fig. 5.

Let $r = (1 \ 2 \ 3) \in S_3$ be the 3-cycle. Then

$$H = \{e, r, r^2\}$$

is a normal subgroup of $S_3$ isomorphic to $Z_3$. The quotient group $S_3/H$ is cyclic and isomorphic to $Z_2$. More explicitly, let $a = (1 \ 2)$ be the 2-cycle. Then $S_3$ is the disjoint union of cosets

$$S_3 = H \cup aH .$$

Every element $g \in S_3$ can thus be written as

$$g = a^\theta h$$

where $\theta \in Z_2$ and $h \in H$ are uniquely determined by $g$.

The constant-depth adaptive circuit for preparing the ground state of $S_3$ requires systems as follows: To every edge $e$ of the lattice, we associate Hilbert spaces

$$B_e \cong \mathbb{C}^2 = \mathbb{C}^{|S_3/H|}$$

$$C_e \cong \mathbb{C}^6 = \mathbb{C}^{|S_3|} .$$

We also associate a qubit Hilbert $A_v \cong \mathbb{C}^2$ to every vertex $v$ of the lattice with orthonormal basis $\{|\theta\rangle\}_{\theta \in Z_2}$. The relevant systems and their geometric arrangement are illustrated in Fig. 7 for a general solvable group $G$. The final state of the protocol on the system $C$ is the ground state of the quantum double $D(S_3)$ which we denote $\Psi(S_3)$. 

Figure 5: The base (oriented) lattice. Each edge $e$ carries a qudit $C_e \cong \mathbb{C}^{|G|}$. 
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$$B_e \cong \mathbb{C}^2 = \mathbb{C}^{|S_3/H|}$$
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We begin by noting that the ground state $\Psi(\mathbb{Z}_3)$ associated with the quantum double $D(\mathbb{Z}_3)$ can be prepared in constant adaptive depth with local (quantum) operations (and non-local classical processing) since $\mathbb{Z}_3$ is an abelian group. In particular, the state $\Psi(\mathbb{Z}_3)$ is a stabilizer state and can be prepared by syndrome measurement and subsequent (generalized) Pauli corrections. An example of a corresponding procedure relying on a graph state can be found, e.g., in \cite{37}.

Our protocol for preparing the state $\Psi(S_3)$ proceeds as follows:

(i) Each qubit $A_v$ associated with vertex $v$ is initialized in the state $|+\rangle := \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$.

(ii) Each qubit $B_e$ associated with an edge $e$ is initialized in the state $|0\rangle$.

(iii) The subsystem $\bigcup_{e \in E} C_e$ is initialized in the quantum double state $\Psi(\mathbb{Z}_3)$. Here we identify a basis vector $|h\rangle \in \mathbb{C}^3$ associated with a group element $h \in \mathbb{Z}_3 = \{e, r, r^2\} \subset S_3$ and the respective basis vector $|h\rangle \in \mathbb{C}^{[S_3]}$.

Our preparation procedure uses a controlled-left-multiplication gate $CX^L : \mathbb{C}^2 \otimes \mathbb{C}^{[S_3]} \rightarrow \mathbb{C}^2 \otimes \mathbb{C}^{[S_3]}$ where the group element $g \in S_3$ contained in the target register is left-multiplied by the 2-cycle $a$ if the control bit is in the state $|1\rangle$, that is,

$$CX^L (|\theta\rangle \otimes |g\rangle) = |\theta\rangle \otimes |a^\theta g\rangle \quad \text{for} \quad (\theta, g) \in \{0, 1\} \times S_3 .$$

It also uses a similarly defined controlled-right-multiplication gate $CX^R$ defined by

$$CX^R (|\theta\rangle \otimes |g\rangle) = |\theta\rangle \otimes |ga^{-\theta}\rangle \quad \text{for} \quad (\theta, g) \in \{0, 1\} \times S_3 .$$

Finally, we need a unitary $E : \mathbb{C}^{[S_3]} \times \mathbb{C}^2 \rightarrow \mathbb{C}^{[S_3]} \times \mathbb{C}^2$ that coherently computes the bit $\theta \in \{0, 1\}$ associated with $g \in S_3$ by \cite{26}, that is,

$$E(|g\rangle \otimes |0\rangle) = |g\rangle \otimes |\theta\rangle .$$

Our preparation procedure for the $S_3$-toric code uses a sequence of steps consisting of layers of gates and measurements. We illustrate the following steps in Fig. 7 in the setting of a general solvable group.

1. For every edge $e$, the gate $CX^L$ is applied to $A_e \cdot C_e$ and the gate $CX^R$ is applied to $A_e \cdot C_e$. Since left- and right-multiplication commute, these gates can be applied in any order (and simultaneously for all edges).

2. Measure the qubit $A_v$ associated with each vertex $v$ in the computational basis, obtaining measurement outcomes $m = (m_v)_v$.

3. Apply the unitary $E$ to each pair of systems $C_e B_e$ for every edge $e$.

4. Apply a single-qubit “correction” operator to each system $B_e$ for $e \in E$. For each qubit, this is either the identity or a Pauli-$Z$ operation. Whether or not $Z$ is applied to a qubit $B_e$ is determined by the measurement results $m$; we describe how to compute the relevant bit below.

5. Apply the inverse of the unitary $E$ to every pair $C_e B_e$ for every edge $e$.

We will show that the resulting state on $C$ is the ground state of the quantum double model associated with $S_3$ – the remaining degrees of freedom can be traced out.

We note that the case of the group $S_3$ considered here is special because $a^2 = e$ and $|S_3/H| = |\mathbb{Z}_2| = 2$, that is, the order of the element $a \in S_3$ matches that of the quotient group $S_3/H$. For a general solvable group $G$, this is not necessarily the case and we may need to use qudits of different dimensions at the vertices (i.e., the systems $A_v$) and edges (i.e., the systems $B_e$). The corresponding generalization is described in Section 4.3 where we also argue that this procedure indeed creates the quantum double state.

As we comment below, qubits $B_e$ can be removed from the circuit simply by redefining the gates acting on the remaining degrees of freedom $A_v$ and $C_e$. However, these qubits make the structure of the circuit more clear and simplify the presentation.
4.2 Quantum double state

Let $\mathcal{L}$ be a connected planar graph, e.g. the 2D square lattice. We write $\mathcal{L}_0, \mathcal{L}_1$ and $\mathcal{L}_2$ for the sets of vertices, edges, and faces of $\mathcal{L}$ respectively. Every edge $e \in \mathcal{L}_1$ is oriented such that one endpoint of $e$ is designated as the head and the other endpoint is designated as the tail. We write $e^+$ and $e^-$ for the head and the tail of $e$.

Suppose $G$ is a finite group. Define a discrete version of a $p$-dimensional differential form on $\mathcal{L}$ or simply a $p$-form as a map $\theta : \mathcal{L}_p \to G$. We shall only consider $p = 0, 1$. Let $\mathcal{F}_p(G)$ be the set of all $G$-valued $p$-forms. Define a discrete version of the exterior derivative operator $d : \mathcal{F}_0(G) \to \mathcal{F}_1(G)$. Namely, for any 0-form $\theta$ define a 1-form $d\theta$ such that

$$d\theta(e) = \theta(e^+)\theta(e^-)^{-1} \quad \text{for all } e \in \mathcal{L}_1.$$

A 1-form $\omega$ is called exact if $\omega = d\theta$ for some 0-form $\theta$.

Consider a Hilbert space $\mathcal{H} = (\mathbb{C}^{|G|})^{\otimes |\mathcal{L}|}$ with a $|G|$-dimensional qudit assigned to every edge $e \in \mathcal{L}_1$. Basis states of a qudit located on an edge $e \in \mathcal{L}_1$ are denoted $|g\rangle_e$, where $g \in G$. Basis states of the full Hilbert space $\mathcal{H}$ correspond to 1-forms $|\omega\rangle$ with $\omega \in \mathcal{F}_1(G)$. In Appendix [C] we show that Kitaev’s quantum double Hamiltonian defined on the graph $\mathcal{L}$ has a unique ground state which is the uniform superposition of all exact 1-forms, that is,

$$|\Psi(G)\rangle \sim \sum_{\theta \in \mathcal{F}_0(G)} |d\theta\rangle.$$  \hfill (27)

4.3 State preparation circuit

In this section we assume that $G$ is a solvable group and describe a local constant-depth adaptive circuit preparing the quantum double state $|\Psi(G)\rangle$ starting from a product state.

Since $G$ is solvable, it has a normal subgroup $H$ such that the factor group $G/H$ is cyclic, that is, $G/H \cong \mathbb{Z}_d$ for some integer $d$. (In the following, elements of $\mathbb{Z}_d$ are labeled by integers $\{0, 1, \ldots, d-1\}$.) Choose a group element $a \in G$ such that $G$ is a disjoint union of cosets

$$G = H \cup aH \cup a^2H \cup \ldots \cup a^{d-1}H.$$ \hfill (28)

This assumption implies that $a^d \in H$, but in general, $a^d \neq e$. Let $s$ be the order of $a$ in the group $G$, that is, $s$ is the smallest nonzero integer such that $a^s = e$. To give an example where $s \neq d$, consider the group $G = Q_8 = \{e, -e, i, -i, j, -j, k, -k\}$ of quaternions with $H = \{e, i, -e, -i\}$ and $a = k$. In this case, $s = 4$ while $G/H \cong \mathbb{Z}_2$ and thus $d = 2$.

We describe an algorithm to prepare $|\Psi(G)\rangle$ which immediately translates into a constant-depth adaptive circuit. It uses three quantum registers $A, B, C$ such that

(i) Register $A$ contains $|\mathcal{L}_0|$ qudits of dimension $s$: to each vertex $v \in \mathcal{L}_0$, we associate a qudit $A_v \cong \mathbb{C}^s$.

(ii) Register $B$ contains $|\mathcal{L}_1|$ qudits of dimension $d$: we associate a system $B_e \cong \mathbb{C}^d$ with each edge $e \in \mathcal{L}_1$.

(iii) Register $C$ contains $|\mathcal{L}_1|$ qudits of dimension $|G|$, a qudit $C_e \cong \mathbb{C}^{|G|}$ for every edge $e \in \mathcal{L}_1$.

The algorithm is given in Fig. 1. Figure 2 illustrates the procedure using a planar square lattice with “smooth” boundaries on all sides, see Figure 3. In step (3), it uses the two-qudit gates $U, W : \mathbb{C}^s \otimes \mathbb{C}^{|G|} \to \mathbb{C}^s \otimes \mathbb{C}^{|G|}$ defined by

$$U\{j\} \otimes |g\rangle = |j\rangle \otimes |a^jg\rangle \quad \text{and} \quad W\{j\} \otimes |g\rangle = |j\rangle \otimes |ga^{-1}\rangle$$ \hfill (29)

for all $j \in \mathbb{Z}_s$ and $g \in G$, and in steps (4) and (6), it uses a two-qudit gate $E : \mathbb{C}^{|G|} \otimes \mathbb{C}^d \to \mathbb{C}^{|G|} \otimes \mathbb{C}^d$ that satisfies

$$E |g\rangle \otimes |0\rangle = |g\rangle \otimes |j(g)\rangle$$ \hfill (30)
1: Initialize each qudit $A_v$, $v \in \mathcal{L}_0$ in the state $|+\rangle \sim \sum_{i \in \mathbb{Z}_d} |i\rangle$. Initialize each qudit $B_e$ for $e \in \mathcal{L}_1$ in the state $|0\rangle \in \mathbb{C}^d$. Initialize the register $C$ in the state

$$|\Psi(H)\rangle \sim \sum_{\phi \in \mathcal{F}_0(H)} \bigotimes_{e \in E} |d\phi(e)\rangle_{C_e},$$

where elements of $H$ are identified with respective elements of $G$.

2: For every edge $e \in \mathcal{L}_1$, apply the gate $U$ to the qudits $A_{e^+}$ and $C_e$. For every edge $e \in \mathcal{L}_1$, apply the gate $W$ to the qudits $A_{e^-}$ and $C_e$.

3: Measure each qudit $A_v$, $v \in \mathcal{L}_0$ in the eigenbasis of the generalized $s$-dimensional Pauli-$X$ operator. Let $m \in (\mathbb{Z}_d)^{\times |\mathcal{L}_0|}$ be the measured outcome.

4: For every edge $e \in \mathcal{L}_1$, apply the gate $E$ to each pair of qudits $C_e$ and $B_e$.

5: For each edge $e \in \mathcal{L}_1$, apply the gate

$$Z^{\sum_{v \in \mathcal{L}_0} k_v \sigma_{v.e}},$$

to qudit $B_e$, where $Z = \sum_{j \in \mathbb{Z}_d} e^{2\pi ij/d} |j\rangle\langle j|$ is the generalized $d$-dimensional Pauli-$Z$ operator and where $k_v \in \mathbb{Z}_d$ is such that

$$m_v = k_v (s/d) \pmod{s}.$$

6: For every edge $e \in \mathcal{L}_1$, apply the gate $E^{-1}$ to each pair of qudits $C_e$ and $B_e$.

Figure 6: The algorithm (circuit) preparing $\Psi(G)$ on system $C$. The definitions of the gates $U, V$ and $E$ are given in Eqs. (29) and (30).

for every $g \in G$, where $j(g) \in \mathbb{Z}_d$ is uniquely determined by the relation $g = a^{j(g)} h(g)$ with $h(g) \in H$ (see (28)).

Our algorithm also uses constants $\{\sigma_{v,e}\}_{(v,e) \in \mathcal{L}_0 \times \mathcal{L}_1} \subset \{-1, 0, +1\}$. These can be defined as follows, starting from a fixed orientation of the edges of $L$. Arbitrarily choose a vertex $r \in \mathcal{L}_0$ designated as root, and for every vertex $v \in \mathcal{L}_0$, fix a (directed) path $\Gamma_v \subseteq \mathcal{L}_1$ connecting $r$ and $v$. Then set

$$\sigma_{v,e} := \begin{cases} 1 & \text{if } e \in \Gamma_v \text{ and the orientation of } e \text{ agrees with that of } \Gamma_v \\ -1 & \text{if } e \in \Gamma_v \text{ and the orientation of } e \text{ disagrees with that of } \Gamma_v \\ 0 & \text{if } e \notin \Gamma_v \end{cases},$$

for every pair $(v,e) \in \mathcal{L}_0 \times \mathcal{L}_1$.

We note that with these definitions, the value $\theta(v)$ of a map $\theta: \mathcal{L}_0 \to \mathbb{Z}_d$ (i.e., a $\mathbb{Z}_d$-valued 0-form) at a vertex $v \in \mathcal{L}_0$ can be expressed as a linear combination of differences of function values (i.e., using an exact 1-form) along the path $\Gamma_v$. More precisely, define

$$z(e) = \theta(e^+) - \theta(e^-) \in \mathbb{Z}_d$$

for every edge $e \in \mathcal{L}_1$. Then we can express $\theta$ in terms of $z$ as

$$\theta(v) = \theta(r) + \sum_{e \in \Gamma_v} \sigma_{v,e} z(e) \pmod{d}. \quad (31)$$

This “parallel transport” expression is an essential component of our construction.

**Theorem 4.1.** Let $G, H$ and $a \in G$ be as described above. The algorithm given in Fig. 6 prepares the state $\Psi(G)$ (cf. (27)) on register $C$.
(a) Step 1: Extended lattice and initial state used. The qudits on $C$ are in the ground state $\Psi(H)$ associated with $H$, where we embed $C^{|H|} \cong \text{span}\{|h\rangle\}_{h \in H} \subset C^{|G|}$.

(b) Step 2: Application of the two-qudit gates $U$ and $W$.

(c) Step 3: Each qudit in $A$ is measured in the computational basis.

(d) Step 4: Application of the two-qudit gates $E$.

(e) Step 5: A correction operation is applied to each qudit in $B$.

(f) Step 6: Application of the two-qudits gates $E^{-1}$. The qudits in $A$ and $B$ can be traced out.

Figure 7: Preparation of a ground state of the quantum double model associated with a solvable group using the procedure given in Figure 6.
Before proving Theorem 4.1, we shall first rewrite the quantum double state $|\Psi(G)\rangle$ in terms of $H$-valued and $\mathbb{Z}_s$-valued forms.

**Lemma 4.2.** The quantum double state for the group $G$ can be written as

$$|\Psi(G)\rangle \sim \sum_{\theta \in \mathcal{F}_0(\mathbb{Z}_s)} \sum_{\phi \in \mathcal{F}_0(H)} \bigotimes_{e \in \mathcal{L}_1} |a^{\theta(e^+)}\phi(e^+)\phi(e^-)^{-1}a^{-\theta(e^-)}\rangle. \quad (32)$$

**Proof.** By definition, we have

$$|\Psi(G)\rangle \sim \sum_{\eta \in \mathcal{F}_0(G)} \bigotimes_{e \in \mathcal{L}_1} |\eta(e^+)\eta(e)^{-1}\rangle.$$

Consider some vertex $v \in \mathcal{L}_0$. Then $\eta(v)$ can be uniquely written as $\eta(v) = a^{\theta(v)}\phi(v)$ for some $\theta(v) \in \mathbb{Z}_d$ and $\phi(v) \in H$. Since the summation over $\eta(v) \in G$ is equivalent to independent summations over $\theta(v) \in \mathbb{Z}_d$ and $\phi(v) \in H$, we get

$$|\Psi(G)\rangle \sim \sum_{\theta \in \mathcal{F}_0(\mathbb{Z}_d)} \sum_{\phi \in \mathcal{F}_0(H)} \bigotimes_{e \in \mathcal{L}_1} |a^{\theta(e^+)}\phi(e^+)\phi(e^-)^{-1}a^{-\theta(e^-)}\rangle.$$

Pick any form $\omega \in \mathcal{F}_0(\mathbb{Z}_s/d)$ and perform a change of variables $\phi(v) \leftarrow a^{d\omega(v)}\phi(v)$ in the summation over $\phi \in \mathcal{F}_0(H)$. Note that the extra factor $a^{d\omega(v)}$ belongs to $H$ for any $\omega$ since $a^d \in H$. Thus we get

$$|\Psi(G)\rangle \sim \sum_{\omega \in \mathcal{F}_0(\mathbb{Z}_s/d)} \sum_{\theta \in \mathcal{F}_0(\mathbb{Z}_d)} \sum_{\phi \in \mathcal{F}_0(H)} \bigotimes_{e \in \mathcal{L}_1} |a^{\theta(e^+)+d\omega(e^+)}\phi(e^+)\phi(e^-)^{-1}a^{-\theta(e^-)-d\omega(e^-)}\rangle,$$

for any form $\omega \in \mathcal{F}_0(\mathbb{Z}_s/d)$. Symmetrizing this expression over all $\omega$’s one gets

$$|\Psi(G)\rangle \sim \sum_{\omega \in \mathcal{F}_0(\mathbb{Z}_s/d)} \sum_{\theta \in \mathcal{F}_0(\mathbb{Z}_d)} \sum_{\phi \in \mathcal{F}_0(H)} \bigotimes_{e \in \mathcal{L}_1} |a^{\theta(e^+)+d\omega(e^+)}\phi(e^+)\phi(e^-)^{-1}a^{-\theta(e^-)-d\omega(e^-)}\rangle.$$

For any forms $\omega \in \mathcal{F}_0(\mathbb{Z}_s/d)$ and $\theta \in \mathcal{F}_0(\mathbb{Z}_d)$ define a form $\theta' \in \mathcal{F}_0(\mathbb{Z}_s)$ such that

$$\theta'(v) = \theta(v) + d \cdot \omega(v) \quad (\text{mod } s)$$

for all $v \in \mathcal{L}_0$. Clearly, the summation over all pairs $\omega \in \mathcal{F}_0(\mathbb{Z}_s/d)$ and $\theta \in \mathcal{F}_0(\mathbb{Z}_d)$ is equivalent to the summation over all $\theta' \in \mathcal{F}_0(\mathbb{Z}_s)$. Thus we get

$$|\Psi(G)\rangle \sim \sum_{\theta' \in \mathcal{F}_0(\mathbb{Z}_s)} \sum_{\phi \in \mathcal{F}_0(H)} \bigotimes_{e \in \mathcal{L}_1} |a^{\theta'(e^+)}\phi(e^+)\phi(e^-)^{-1}a^{-\theta'(e^-)}\rangle.$$

This is equivalent to (32). \hfill \square

With expression (32) for $|\Psi(G)\rangle$, we can analyze the algorithm given in Fig. 6 as follows.

**Proof of Theorem 4.1.** After the initialization step 1 the combined state of ABC has the form

$$|\Psi_1\rangle \sim \sum_{\theta \in \mathcal{F}_0(\mathbb{Z}_s)} \sum_{\phi \in \mathcal{F}_0(H)} \bigotimes_{v \in \mathcal{L}_0, e \in \mathcal{L}_1} |\theta(v)\rangle_{A_v} \bigotimes_{e \in \mathcal{L}_1} |0\rangle_{B_e} \otimes |d\phi(e)\rangle_{C_e}.$$ 

Here the subscripts $A, B, C$ of a qudit state indicate which register holds the qudit.

After the application of the $U$ and $W$ gates in step 2 the combined state of ABC has the form

$$|\Psi_2\rangle \sim \sum_{\theta \in \mathcal{F}_0(\mathbb{Z}_s)} \sum_{\phi \in \mathcal{F}_0(H)} \bigotimes_{v \in \mathcal{L}_0, e \in \mathcal{L}_1} |\theta(v)\rangle_{A_v} \bigotimes_{e \in \mathcal{L}_1} |0\rangle_{B_e} \otimes |a^{\theta(e^+)}\phi(e^+)\phi(e^-)^{-1}a^{-\theta(e^-)}\rangle_{C_e}.$$
Consider a generalized Pauli operator $X : \mathbb{C}^s \rightarrow \mathbb{C}^s$ defined as

$$X = \sum_{j \in \mathbb{Z}_s} |j + 1 \ mod \ s\rangle \langle j|.$$ \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} (33)

We claim that the state $|\Psi_2\rangle$ is an eigenvector of the Pauli operator $(X_{A_v})^d$ with the eigenvalue +1 for any vertex $v \in \mathcal{L}_0$. Indeed, we have

$$(X_{A_v})^d|\Psi_2\rangle = \sum_{\theta \in F_0(\mathbb{Z}_s)} \sum_{\phi \in F_0(H)} \sum_{w \in \mathcal{L}_0} \bigotimes_{e \in \mathcal{L}_1} |\theta(w) + d\delta_{v,w} \ mod \ s\rangle_{A_w} \bigotimes_{e \in \mathcal{L}_1} |0\rangle_{B_e} |a^{\theta(e^+)\phi(e^+)\phi(e^-)-1a^{-\theta(e^-)}}\rangle_{C_e}.$$  

Here $\delta_{v,w} = 1$ if $v = w$ and $\delta_{v,w} = 0$ otherwise. The sum over $\theta \in F_0(\mathbb{Z}_s)$ is unchanged if we perform a change of variables $\theta(v) \leftarrow \theta(v) + d \ (mod \ s)$ at the vertex $v \in \mathcal{L}_0$. Thus

$$(X_{A_v})^d|\Psi_2\rangle = \sum_{\theta \in F_0(\mathbb{Z}_s)} \sum_{\phi \in F_0(H)} \sum_{w \in \mathcal{L}_0} \bigotimes_{e \in \mathcal{L}_1} |\theta(w)\rangle_{A_w} \bigotimes_{e \in \mathcal{L}_1} |0\rangle_{B_e} |a^{\theta(e^+)\phi(e^+)\phi(e^-)-1a^{-\theta(e^-)}}\rangle_{C_e}.$$  

The sum over $\phi \in F_0(H)$ is unchanged if we perform a change of variables $\phi(v) \leftarrow a^d\phi(v)$ at the vertex $v \in \mathcal{L}_0$. Here we noted that $a^d \in H$, so this change of variables is well defined. Thus

$$(X_{A_v})^d|\Psi_2\rangle = \sum_{\theta \in F_0(\mathbb{Z}_s)} \sum_{\phi \in F_0(H)} \sum_{w \in \mathcal{L}_0} \bigotimes_{e \in \mathcal{L}_1} |\theta(w)\rangle_{A_w} \bigotimes_{e \in \mathcal{L}_1} |0\rangle_{B_e} |a^{\theta(e^+)\phi(e^+)\phi(e^-)\phi(e^-)-1a^{-\theta(e^-)}}\rangle_{C_e} = |\Psi_2\rangle.$$  

This confirms that $|\Psi_2\rangle$ is an eigenvector of $(X_{A_v})^d$ with the eigenvalue +1.

Following the measurement in step 3 with measurement outcome $m \in (\mathbb{Z}_s)^{\times |\mathcal{L}_0|}$, the joint state of BC has the form

$$|\Psi_3(m)\rangle \sim \sum_{\theta \in F_0(\mathbb{Z}_s)} \sum_{\phi \in F_0(H)} e^{-2\pi i s n} \sum_{v \in \mathcal{L}_0} m_v^{\theta(v)} \bigotimes_{e \in \mathcal{L}_1} |0\rangle_{B_e} |a^{\theta(e^+)\phi(e^+)\phi(e^-)\phi(e^-)-1a^{-\theta(e^-)}}\rangle_{C_e}.$$  

Since $|\Psi_2\rangle$ is an eigenvector of the Pauli operator $(X_{A_v})^d$ with the eigenvalue +1, one must have $e^{(2\pi i s)dm_v} = 1$ for any $v \in \mathcal{L}_0$. This is only possible if $m_v$ is an integer multiple of $s/d$, that is,

$$m_v = k_v(s/d) \ (mod \ s) \ for \ some \ k_v \in \mathbb{Z}_d.$$ \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} (34)

Thus

$$|\Psi_3(m)\rangle \sim \sum_{\theta \in F_0(\mathbb{Z}_s)} \sum_{\phi \in F_0(H)} e^{-2\pi i d n} \sum_{v \in \mathcal{L}_0} k_v^{\theta(v)} \bigotimes_{e \in \mathcal{L}_1} |0\rangle_{B_e} |a^{\theta(e^+)\phi(e^+)\phi(e^-)\phi(e^-)-1a^{-\theta(e^-)}}\rangle_{C_e}.$$  

By comparing this and (32), one concludes that $|\Psi_3(m)\rangle$ coincides with the desired quantum double state $|\Psi(G)\rangle$ modulo an unwanted phase factor $e^{-2\pi i d n} \sum_{v \in \mathcal{L}_0} k_v^{\theta(v)}$.

Following the application of the E-gate in step 4, the joint state of BC has the form

$$|\Psi_4(m)\rangle \sim \sum_{\theta \in F_0(\mathbb{Z}_s)} \sum_{\phi \in F_0(H)} e^{-2\pi i d n} \sum_{v \in \mathcal{L}_0} k_v^{\theta(v)} \bigotimes_{e \in \mathcal{L}_1} |\theta(e^+)\phi(e^-)\rangle_{B_e} |a^{\theta(e^+)\phi(e^+)\phi(e^-)\phi(e^-)-1a^{-\theta(e^-)}}\rangle_{C_e},$$  

where we used the fact that

$$j(a^{\theta(e^+)\phi(e^-)\phi(e^-)-1a^{-\theta(e^-)}}) = \theta(e^+) - \theta(e^-) \ (mod \ d)$$  

for any forms $\theta \in F_0(\mathbb{Z}_s)$ and $\phi \in F_0(H)$.

Following the correction step 5, the joint state of BC has the form

$$|\Psi_5(m)\rangle \sim \sum_{\theta \in F_0(\mathbb{Z}_s)} \sum_{\phi \in F_0(H)} e^{-2\pi i d n} \sum_{v \in \mathcal{L}_0} k_v^{\theta(v)} \bigotimes_{e \in \mathcal{L}_1} |\theta(e^+)\phi(e^-)\rangle_{B_e} |a^{\theta(e^+)\phi(e^+)\phi(e^-)\phi(e^-)-1a^{-\theta(e^-)}}\rangle_{C_e}.$$
due to the fact that each term in $|\Psi_4(m)\rangle$ with a fixed $\theta$ picks up an extra phase factor
\[ e^{(2\pi i/d) \sum_{v \in L_0} k_v \sigma_v e \zeta(e)} = e^{(2\pi i/d) \sum_{v \in L_0} k_v (\theta(v) - \theta(r))} \]
see (34). Next we claim that
\[ e^{(2\pi i/s) \sum_{v \in L_0} m_v} = 1 \tag{35} \]
for any measurement outcome $m$. Indeed, it suffices to check that the state $|\Psi_2\rangle$ is stabilized by the operator
\[ S = \prod_{v \in L_0} X_{A_v}. \]
Here $X : \mathbb{C}^s \to \mathbb{C}^s$ is defined in (33). Indeed, applying this operator to $|\Psi_2\rangle$ is equivalent to a change of variable $\theta(v) \leftarrow \theta(v) + 1 \pmod s$ for every vertex $v \in L_0$ in the summation over $\theta \in F_0(\mathbb{Z}_s)$. Thus we get
\[ S|\Psi_2\rangle = \sum_{\theta \in F_0(\mathbb{Z}_s)} \sum_{\phi \in F_0(H)} \bigotimes_{v \in L_0} |\theta(v)\rangle_{A_v} \bigotimes_{e \in L_1} |0\rangle_{B_e} a^{\theta(e^+) - 1} \phi(e^+) \phi(e^-)^{-1} a^{-\theta(e^-)+1} \rangle_{C_e}. \]
Perform a change of variables $\phi(v) \leftarrow a \phi(v) a^{-1}$ for each $v \in L_0$. This change of variables is well-defined since $\phi$ is an $H$-valued form and $H$ is a normal subgroup, that is, $a H a^{-1} = H$. We get
\[ S|\Psi_2\rangle = \sum_{\theta \in F_0(\mathbb{Z}_s)} \sum_{\phi \in F_0(H)} \bigotimes_{v \in L_0} |\theta(v)\rangle_{A_v} \bigotimes_{e \in L_1} |0\rangle_{B_e} a^{\theta(e^+)} \phi(e^+) \phi(e^-)^{-1} a^{-\theta(e^-)} \rangle_{C_e} = |\Psi_2\rangle, \]
as claimed. Thus the measured eigenvalues $e^{(2\pi i/s)m_v}$ of the Pauli operators $X_{A_v}$ must obey (35). Combining (35) and (34) one infers that
\[ e^{-\frac{2\pi i}{d} \sum_{v \in L_0} k_v \theta(r)} = 1 \]
and thus
\[ |\Psi_5(m)\rangle \sim \sum_{\theta \in F_0(\mathbb{Z}_s)} \sum_{\phi \in F_0(H)} \bigotimes_{v \in L_1} |\theta(e^+) - \theta(e^-) \pmod d\rangle_{B_v} a^{\theta(e^+)} \phi(e^+) \phi(e^-)^{-1} a^{-\theta(e^-)} \rangle_{C_e}. \]
Finally, following the application of $E^{-1}$ in step 3, the joint state of BC has the form
\[ |\Psi_6(m)\rangle \sim \sum_{\theta \in F_0(\mathbb{Z}_s)} \sum_{\phi \in F_0(H)} \bigotimes_{v \in L_1} |0\rangle_{B_v} a^{\theta(e^+)} \phi(e^+) \phi(e^-)^{-1} a^{-\theta(e^-)} \rangle_{C_e}. \]
Discarding the qudits $B_v$, one gets the desired state $|\Psi(G)\rangle$ in the register $C$, expressed as in (32).

We note that Steps 4,5,6 in our state preparation circuit can be combined and all qudits $B_v$ can be removed from the construction. Indeed, define a diagonal unitary gate $V : \mathbb{C}^{|G|} \to \mathbb{C}^{|G|}$ such that
\[ V |a^j h\rangle = e^{2\pi i j/d} |a^j h\rangle \quad \text{for } j \in \mathbb{Z}_d \text{ and } h \in H. \]
One can easily check that Steps 4,5,6 in Fig. 3 are equivalent to applying the gate
\[ V \sum_{v \in L_0} k_v \sigma_v e \]
to each qudit $C_v$. Now the register $B$ plays no role and can be removed. This simplification also reduces the number of entangling gates used by the algorithm. We chose to keep the register $B$ since it simplifies the analysis of the algorithm.

Theorem 4.1 shows that the algorithm shown in Fig. 6 reduces the problem of preparing $\Psi(G)$ to that of preparing $\Psi(H)$ (up to a constant-depth adaptive local circuit). It remains to show how to prepare the state $|\Psi(H)\rangle$. We show that this can be done recursively if the group $G$ is solvable. This gives the main result of this section:
Corollary 4.3. Let $G$ be a solvable group. Then there is a constant-depth adaptive local circuit which prepares $\Psi(G)$.

Proof. Since we assumed that $G$ is a solvable group, it has a normal subgroup such that $G/H$ is cyclic. The group $H$ is either a cyclic group or has a normal subgroup $H'$ such that the factor group $H/H'$ is cyclic. In the former case one can view $|\Psi(H)|$ as a qubit version of the standard surface code and use the syndrome measurement circuit followed by a generalized Pauli correction operator to prepare $|\Psi(H)|$ by a local constant-depth adaptive circuit. In the latter case one can apply the state preparation circuit described above to the state $|\Psi(H)|$ in a recursive manner.

5 Implementing group multiplication in solvable groups

In this section, we consider various unitaries realizing group multiplication of several group elements. Our constructions show that if the group $G$ is solvable, then these operations can be implemented in constant depth adaptively irrespective of the number of group elements multiplied. Furthermore, all involved quantum operations (i.e., auxiliary state preparations, unitaries and measurements) are $1D$-local, i.e., between nearest neighbor qudits when the qudits are arranged on a line. We say that the implementation is $1D$-local.

5.1 Group multiplication and adaptive constant-depth local implementations

Let $L \in \mathbb{N}$ be fixed. Let $C_1, \ldots, C_L, C_{L+1}$ be $n + 1$ systems each isomorphic to $\mathbb{C}^{|G|}$. We write $C^L = C_1 \cdots C_L \cong (\mathbb{C}^{|G|}) \otimes L$ and define the (left) group multiplication unitary $\mathrm{CX}^{\otimes}_{C_L \to C_{L+1}}$ by its action on basis states as

$$\mathrm{CX}^{\otimes}_{C_L \to C_{L+1}} (|g_1, \ldots, g_n C_L | g_{n+1} \rangle_C L_{n+1}) = |g_1, \ldots, g_n C_L | \left( \prod_{j=1}^n g_j \right) g_{n+1} \rangle C_{L+1}$$

where $\prod_{j=1}^n g_j = g_1 \cdots g_n$. We also define the left- and right multiplication gates

$$\mathrm{CX}^{\rightarrow}_{C_{L+1} \to C_L} (|g_1, \ldots, g_n C_L | g_{n+1} \rangle_C L_{n+1}) = |g_{n+1} g_1, \ldots, g_{n+1} g_n C_L | g_{n+1} \rangle_C L_{n+1}$$

$$\mathrm{CX}^{\leftarrow}_{C_{L+1} \to C_L} (|g_1, \ldots, g_n C_L | g_{n+1} \rangle_C L_{n+1}) = |g_1 g_{n+1}, \ldots, g_n g_{n+1} C_L | g_{n+1} \rangle_C L_{n+1} .$$

Let us also introduce a unitary $V_{CL}$ that acts as

$$V_{CL} |y_1, \ldots, y_L \rangle = |\hat{y}_1, \ldots, \hat{y}_L \rangle \quad \text{where} \quad \hat{y}_j = \prod_{k=1}^j y_j .$$

In the following, we consider the implementation of these unitaries and their inverses. Let $S$ denote the single-qudit inversion gate defined by

$$S |h \rangle = | - h \rangle \quad \text{for} \quad h \in \mathbb{Z}_d ,$$

and let $\mathrm{CX}^{\rightarrow}_{A \to B}$ be the two-qudit multiplication gate defined by

$$\mathrm{CX}^{\rightarrow}_{A \to B} (|g \rangle_A \otimes |h \rangle_B) = |g \rangle_A \otimes |gh \rangle_B \quad \text{for} \quad g, h \in G .$$

Then we have the following relations:

$$\mathrm{CX}^{\otimes}_{C_L \to C_{L+1}} = V_{CL} \mathrm{CX}^{\otimes}_{C_L \to C_{L+1}} V_{CL}$$

$$\mathrm{CX}^{\rightarrow}_{C_{L+1} \to C_L} = S^\otimes L_{n+1} \mathrm{CX}^{\leftarrow}_{C_{L+1} \to C_L} S^\otimes L_{n+1}$$

(36)

$$\mathrm{CX}^{\rightarrow}_{C_{L+1} \to C_L} = S L_{L+1} \mathrm{CX}^{\otimes}_{C_{L+1} \to C_L} S L_{L+1} .$$

We will show below that the unitaries $V_{CL}$, $V_{CL}^\dagger$ and $\mathrm{CX}^{\otimes}_{C_{L+1} \to C_L}$ can be implemented in constant adaptive depth with $1D$-local operations if the group $G$ is solvable. Together with (36) and because $S$ is a single-qudit unitary and $\mathrm{CX}^{\otimes}_{C_L \to C_{L+1}}$ is a local 2-qudit gate, this implies the following.
Lemma 5.1. Let $G$ be a solvable group. Then the unitaries $V_{C^L}$, $CX_{C^L+1 \rightarrow C^L}$, $CX_{C^L+1 \rightarrow C^L}^\dagger$ and their inverses can be implemented in adaptive constant depth with local operations when the systems are arranged as $(C_1, \ldots, C_{L+1})$ on a line.

A more involved gate that will be of interest is the following. Let $A, C_1, \ldots, C_L, B_1, \ldots, B_L$ be systems with Hilbert space $\mathbb{C}^{|G|}$. For $h \in G$, define the controlled-unitary $U_h^{C^L \rightarrow B^L}$ by its action

$$CU_h^{C^L \rightarrow B^L}(|y_1, \ldots, y_L\rangle|x_1, \ldots, x_L\rangle) = |y_1, \ldots, y_L\rangle|h x_1, \hat{y}_1^{-1} h \hat{y}_1 x_2, \hat{y}_2^{-1} h \hat{y}_2 x_3, \ldots, \hat{y}_{L-1}^{-1} h \hat{y}_{L-1} x_L\rangle \quad (37)$$

on computational basis states, where $\hat{y}_j = \prod_{k=1}^j y_j$. We denote its controlled version by

$$CCU_{AC^L \rightarrow B^L} = \sum_{h \in G} |h\rangle\langle h|_A \otimes CU_h^{C^L \rightarrow B^L}.$$ 

Here we show that when the systems are organized as $((B_1C_1), \ldots, (B_L, C_L), A)$ on a line, then the unitary $CCU_{AC^L \rightarrow B^L}$ can be implemented using nearest neighbor operations. We call such operations 1D-local. More precisely, we show the following:

Lemma 5.2. Let $G$ be a solvable group. Then the unitary $CCU_{AC^L \rightarrow B^L}$ and its inverse $CCU_{AC^L \rightarrow B^L}^\dagger$ can be implemented in adaptive constant depth with 1D-local gates and measurements.

The claim is immediate for $CCU_{AC^L \rightarrow B^L}$ that act as

$$CW_{C^L \rightarrow B^L}(|y_1, \ldots, y_L\rangle|x_1, \ldots, x_L\rangle) = |y_1, \ldots, y_L\rangle|x_1, y_1 x_2, y_2 x_3, \ldots, y_{L-1} x_L\rangle .$$

Identity (38) is conveniently expressed by the circuit identity

Eqs. (38) implies that to show Lemma 5.2, it is sufficient to exhibit 1D-local adaptive constant-depth implementations for the unitaries $V_{C^L}$, $V_{C^L \rightarrow B^L}^\dagger$, $CW_{C^L \rightarrow B^L}$, $CW_{C^L \rightarrow B^L}^\dagger$ as well as $CX_{C^L \rightarrow B^L}$ (which is identical to $CX_{A \rightarrow B}^\circ$ after renaming the systems) and its adjoint. Assuming Lemma 5.1 (whose proof we give below), all that is left to prove Lemma 5.2 is to see how to realize $CW_{C^L \rightarrow B^L}$ and its inverse.

Implementability of $CW_{C^L \rightarrow B^L}$ and its inverse (Proof of Lemma 5.2)

The claim is immediate for $CW_{C^L \rightarrow B^L}$: This unitary can be factorized as

$$CW_{C^L \rightarrow B^L} = \prod_{j=1}^{L-1} CX_{C_j \rightarrow B_{j+1}}^\circ , \quad (39)$$

where $CX^\circ$ is the controlled-group multiplication gate acting as

$$CX^\circ(|y\rangle|x\rangle) = |y\rangle|yx\rangle.$$ 

see Fig. 8. Since the controlled-group multiplication gates in Eq. (39) act on disjoint subsets of qudits, they can be applied in parallel. In particular, this gives a 1D-local (non-adaptive) depth-1 circuit realizing $CW_{C^L \rightarrow B^L}$. Identical reasoning applies to the inverse $CW_{C^L \rightarrow B^L}^\dagger$. 
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Figure 8: 1D-local depth-1 circuit realizing $\text{CW}_{C_L \rightarrow B_L}$ illustrated for $L = 4$, and the controlled-multiplication gate $\text{CX}^\infty$ applied to $|g\rangle |h\rangle$.
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Implementability of $V_{C_L}$, $V_{C_L}^\dagger$ and $\text{CX}^\infty_{C_{L+1} \rightarrow C_L}$ (Proof of Lemma 5.1)

We can treat these unitaries in a unified manner. Each of these acts as

$$U |g_1, \ldots, g_n\rangle = \prod_{k=1}^{n} g_{k}^{A_1,k}, \ldots, \prod_{k=1}^{n} g_{k}^{A_n,k} \quad \text{for all} \quad g_1, \ldots, g_n \in G .$$

Here $n \in \{L, L+1\}$ and $A \in \text{Mat}_{n \times n}(-1,0,1)$ determine the unitary under consideration, i.e., $U = U_A$. In fact, any matrix $A$ with the property that the map

$$\Gamma^G_A : (g_1, \ldots, g_n) \mapsto (\hat{g}_1, \ldots, \hat{g}_n) := \left( \prod_{k=1}^{n} g_{k}^{A_1,k}, \ldots, \prod_{k=1}^{n} g_{k}^{A_n,k} \right)$$

is a bijection (for any group $G$) defines a unitary $U_A^G$ on $(\mathbb{C}[G])^\otimes n$. It will be sufficient for our purposes to restrict to a certain subsets of such matrices. A vector $\sigma \in \{-1,0,1\}^n$ is called monotone (increasing) if the subsequence $(\sigma_{j_1}, \ldots, \sigma_{j_{|\sigma|}})$ of non-zero entries of $\sigma$ switches signs at most once from $-1$ to $1$. We say that a matrix $A \in \text{Mat}_{n \times n}(-1,0,1)$ is monotone if each of its rows is monotone. It is easy to check that the unitary $V_{C_L}$ and its inverse are both of the form $U_A^G$ for a monotone matrix $A$, see Fig. 9 for an example. The same applies to $\text{CX}^\infty_{C_{L+1} \rightarrow C_L}$, see Fig. 10.

Now assume that $G$ is a group with a normal subgroup $H$ such that $G/H$ is cyclic, i.e., $G/H \cong \mathbb{Z}_d$. As before, we choose $a \in G$ such that $G$ is a disjoint union of cosets generated by $aH$ as in Eq. (28). Each group element $g \in G$ can then be written uniquely as

$$g = a^j h \quad \text{for a pair} \quad (j, h) \in \mathbb{Z}_d \times H .$$

(41)
Figure 10: For $L = 3$, this expression shows the monotonicity property of the unitary $\text{CX} \iff_{C_{L+1} \rightarrow C_L}$.

Figure 11: Definition of the unitary $E : \mathbb{C}^{|G|} \rightarrow \mathbb{C}^{|Z_d|} \otimes \mathbb{C}^{|H|}$

In particular, we may define a (unitary) map $E : \mathbb{C}^{|G|} \rightarrow \mathbb{C}^{|Z_d|} \otimes \mathbb{C}^{|H|}$ which realizes the bijection $g \mapsto (j, h)$ given by (41), i.e., it acts

$$E(|g\rangle) = |j\rangle |h\rangle,$$

see Fig. 11 for an illustration. Our key tool is the following reduction:

**Theorem 5.3.** Suppose $n \in \mathbb{N}$ and $A \in \text{Mat}_{n \times n} \{ -1, 0, 1 \}$ is monotone. Then

$$U^G_A = (E^\dagger)^{\otimes n} U^H_A U^Z_d E^{\otimes n},$$

where $U^Z_d$ and $U^H_A$ act on the spaces $(\mathbb{C}^{|Z_d|})^{\otimes n}$ and $(\mathbb{C}^{|H|})^{\otimes n}$ with respect to the standard ordering, see Fig. 12.

In particular if $U^H_A$ and $U^Z_d$ are realizable in adaptive constant depth with 1D-local operations, then this is also the case for $U^G_A$.

The proof of Theorem 5.3 mirrors [32, Theorem 6], where it is shown that the word problem for any fixed solvable group $G$ is AC0 reducible to computing the function $k \mapsto (k \mod d)$. Here $d = |G|$.

Consider first a monotone vector $\sigma = (\sigma_1, \ldots, \sigma_n) \in \{ -1, 0, 1 \}^n$. The monotonicity condition means that the product

$$\prod_{m=1}^n g_{m}^{\sigma_m} = (g_{p_1}^{-1} \cdots g_{p_r}^{-1})(g_{q_1} \cdots g_{q_t}) \quad \text{with} \quad p_1 < p_2 < \cdots < p_r < q_1 < \cdots < q_t. \quad (42)$$

(Either $r$ or $t$ could vanish.)

For simplicity, we first prove Theorem 5.3 in the special case where order of the group element $a \in G$ and the subgroup $H \subset G$ (cf. (41)) satisfy the identity

$$\text{ord}(a) = |G/H|, \quad (43)$$

see the discussion in Section 4. We subsequently comment on how assumption (43) can be lifted.

**Lemma 5.4.** Let $\sigma = (\sigma_1, \ldots, \sigma_n) \in \{ -1, 0, 1 \}^n$ be monotone and $g_1, \ldots, g_n \in G$ arbitrary. Write each $g_m \in G$ as $g_m = a^{j_m} h_m$ as in (41). Define

$$\hat{j}_m = \sum_{\ell=1}^m \sigma_m j_m \in \mathbb{Z}_d \quad \text{for} \quad m \in \{ 1, \ldots, n \}. \quad (44)$$
Figure 12: Implementation of the gate $U^G_A$ based on $U^{Z_d}_A$ and $U^H_A$ for $n = 3$.

and

$$h_m = a^{j_{m-1}} h_m a^{-j_{m-1}} \in H \quad \text{for} \quad m \in \{1, \ldots, n\}.$$  \hspace{1cm} (45)

with the convention that $j_0 = 0$. Then

$$g^\sigma_1 \cdots g^\sigma_n = (\hat{h}^\sigma_1 \cdots \hat{h}^\sigma_n) a^{j_n}.$$

Since the expressions $\sum_{\ell=1}^m \sigma_m j_m$ and $\hat{h}^\sigma_1 \cdots \hat{h}^\sigma_n$ simply correspond to taking the analogous product of $(j_1, \ldots, j_m)$ and $(\hat{h}_1, \ldots, \hat{h}_n)$ in the groups $Z_d$ and $H$, respectively, Lemma 5.4 implies that for a monotone matrix $A$, the map $\Gamma^G_A$ (Eq. (40)) can be rewritten in terms of the maps $\Gamma^{Z_d}_A$ and $\Gamma^H_A$, respectively. This involves using the conjugation map (45) and can immediately be translated into a circuit identity as shown in Fig. 12. This implies Theorem 5.3 in the case where (43) is satisfied.

We note that the assumption (43) can be dropped with a small modification of the statement of Lemma 5.4. If $s = \text{ord}(a)$ is the order of $G$, then the sum (44) should be taken modulo $s$ instead of $d$. (Correspondingly, one should use the gate $U^{Z_s}_A$.) Writing $j = k \cdot d + (j \text{ (mod } d))$ for some $k \in Z_s/d$, one can then use that $a^j = (a^d)^k a^{j'} \text{ (mod } d)$ is a product of an element $\hat{h} := (a^d)^k \in H$ and a power $a^{j'}$ with $j' \in Z_d$. The factor $\hat{h}$ can be absorbed using an additional multiplication gate in the last register corresponding to $h_n$. This leads to a (slightly more involved) constant-depth circuit for $U^G_A$ using the unitaries $U^{Z_s}_A$ and $U^H_A$.

**Proof of Lemma 5.4.** Consider an expression of the form (42). Slightly abusing notation to avoid clutter, let us write $g_{p_1} = a^{\hat{j}_1} h_{\ell_1}$ and $g_{q_1} = a^{\hat{j}_1} h_{\ell_1}$. Then

$$g_{p_1}^{-1} \cdots g_{p_r}^{-1} = h_1^{-1} a^{-j_1} h_2^{-1} a^{-j_2} h_3^{-1} \cdots h_r^{-1} a^{-j_r}$$

$$= h_1^{-1} (a^{-j_1} h_2^{-1} a^{j_1}) (a^{-j_1-j_2} h_3^{-1} a^{j_1+j_2}) \cdots (a^{-\sum_{\ell=1}^{r-1} j_\ell} h_r^{-1} a^{\sum_{\ell=1}^{r-1} j_\ell}) a^{-\sum_{\ell=1}^{r} j_\ell}.$$  \hspace{1cm} (46)

Defining

$$\hat{j}_m = - \sum_{\ell=1}^m \hat{j}_\ell \quad \text{for} \quad m \in \{1, \ldots, r\}$$

and

$$\hat{h}_m = \begin{cases} h_m & \text{if } m = 1 \\ a^{\hat{j}_{m-1} h_m a^{-\hat{j}_{m-1}}} & \text{for } m \in \{2, \ldots, r\} \end{cases},$$
this can be written in the form
\[ g_{p_1}^{-1} \cdots g_{p_r}^{-1} = \left( h_1^{-1} h_2^{-1} \cdots h_r^{-1} \right) \cdot a^{\hat{j}_r} . \] (46)

By analogous reasoning we have
\[ g_{q_1} \cdots g_{q_t} = \left( \prod_{m=1}^{t} \hat{h}_m' \right) \cdot \left( a^{\sum_{m=1}^{t} j_m} \right) \quad \text{with} \quad \hat{h}_m' = a^{\sum_{\ell=1}^{r} j_{\ell} m} a^{-\sum_{\ell=1}^{m} j_{\ell} r} . \]

We have
\[ a^{\hat{j}_r} g_{q_1} \cdots g_{q_t} = \left( \prod_{m=1}^{t} a^{\hat{j}_m} \hat{h}_m' a^{-\hat{j}_m} \right) \cdot \left( a^{\hat{j}_r + \sum_{m=1}^{t} j_m} \right) \]
\[ = \left( \prod_{m=1}^{t} \hat{h}_m' \right) \cdot a^{\hat{j}_t} . \] (47)

where
\[ \hat{h}_m' = a^{j_m} \hat{h}_m a^{-j_m} \]
\[ j_m' = - \sum_{\ell=1}^{r} j_{\ell} + \sum_{\ell=1}^{m} j_{\ell}' \]
for \( m \in \{1, \ldots, t\} \). Combining (46) with (47) we conclude that
\[ g_{p_1}^{-1} \cdots g_{p_r}^{-1} g_{q_1} \cdots g_{q_t} = \left( \prod_{m=1}^{r} \hat{h}_m^{-1} \right) \left( \prod_{m=1}^{t} \hat{h}_m \right) a^{\hat{j}_t} . \]

The claim follows from this. \( \square \)

Theorem 5.3 implies that to implement \( U^G_A \), it suffices to consider how to implement \( U^{Z_d}_A \) and \( U^H_A \). If \( H \) is not cyclic, we can apply Theorem 5.3 to \( G = H \). Proceeding recursively, obtain the following.

**Corollary 5.5.** Let \( A \in \text{Mat}_{n \times n}(\{-1, 0, 1\}) \) be monotone. Let \( G \) be a solvable group. Suppose that for any \( d \in \mathbb{N} \), we have a adaptive constant-depth 1D-local implementation of \( U^{Z_d}_A \). Then \( U^G_A \) can be implemented in adaptive constant depth with 1D-local operations.

Recall that our goal is to show that

(i) the group multiplication gate \( \text{CX}^{\infty}_{eL+1} \rightarrow C^L \),

(ii) the unitary \( V_{C^L} \) and its inverse

have constant-depth adaptive 1D-local implementations. These unitaries correspond to monotone matrices. According to Corollary 5.5, it suffices to show that the following unitaries (acting on products of \( C^{[Z_d]} \)) have constant-depth implementations, for any \( d \in \mathbb{N} \) (and \( n = L \)). Here additions/subtractions are computed modulo \( d \).

(i) The partial summation gate \( U \) defined by
\[ U |j_1, \ldots, j_n\rangle = |j_1 + j_2 + \ldots + \sum_{k=1}^{n} j_k\rangle \quad \text{for} \quad j_1, \ldots, j_n \in \mathbb{Z}_d . \]

This corresponds to \( V_{C^L} \).
The successive difference gate $\Delta$ defined by
\[
\Delta |j_1, \ldots, j_n\rangle = |j_1, j_2 - j_1, j_3 - j_2, \ldots, j_n - j_{n-1}\rangle \quad \text{for} \quad j_1, \ldots, j_n \in \mathbb{Z}_d,
\]
which corresponds to $V^\dagger_C$.

The multitarget CX gate on $n + 1$ qubits defined by
\[
\text{CX}_{A_{n+1} \rightarrow A^n}(|x_1, \ldots, x_n\rangle_{A^n} |h\rangle_{A_{n+1}}) = |x_1 + h, \ldots, x_n + h\rangle_{A^n} |h\rangle_{A_{n+1}} \quad \text{for} \quad h, j_1, \ldots, j_n \in \mathbb{Z}_d
\]
corresponding to $\text{CX}_{C_{L+1} \rightarrow C^n}$.

## 5.2 Adaptive constant-depth 1D-local circuits for $U$, $\Delta$ and $\text{CX}_{A_{n+1} \rightarrow A^n}$

Here we show that the circuits $U$, $\Delta$ and $\text{CX}_{A_{n+1} \rightarrow A^n}$ (all defined in terms of the group $\mathbb{Z}_d$) can be implemented with adaptive constant-depth 1D-local circuits. We exploit that the unitaries of interest are Cliffords and can therefore be realized using gate teleportation [17]. This is briefly reviewed in Section 5.2.1.

### 5.2.1 Clifford circuits for $G = \mathbb{Z}_d$ and gate teleportation

Consider the cyclic abelian group $G = (\mathbb{Z}_d, +)$ for $d \geq 2$. Recall the definition of the generalized Pauli operators
\[
X = \sum_{j \in \mathbb{Z}_d} |j + 1\rangle \langle j| \quad \text{and} \quad Z = \sum_{j \in \mathbb{Z}_d} \omega^j_d |j\rangle \langle j|,
\]
where $\omega_d = e^{2\pi i/d}$. It is straightforward to check that
\[
XZ = \omega_d^{-1} ZX \quad \text{and thus} \quad (X'Z^s) (X'Z'^{s'}) = \omega_d^{r's'r's'} (X'Z^s) (X'Z^{s'}), \quad (48)
\]
for all $r, s, r', s' \in \mathbb{Z}_d$. Furthermore, the operators $\{X'Z^s\}_{(r,s) \in \mathbb{Z}_d^2}$ are orthonormal with respect to the normalized Hilbert-Schmidt inner product $(A,B)_{HS} = \frac{1}{d} \text{tr}(A^\dagger B)$. For an $n$-qudit system, we set
\[
X'^s := X'^s_1 \otimes \cdots \otimes X'^s_n \quad \text{for all} \quad r = (r_1, \ldots, r_n), s = (s_1, \ldots, s_n) \in \mathbb{Z}_d^n.
\]

We again have orthonormality with respect to the (normalized) Hilbert-Schmidt inner product, i.e.,
\[
\text{tr}((X'Z^s)^\dagger X'^rZ^{s'}) = d^n \delta_{r,s} \delta_{s',s} \quad \text{for all} \quad r, s, r', s' \in \mathbb{Z}_d^n. \quad (49)
\]

Let $|\Phi\rangle = \frac{1}{\sqrt{d}} \sum_{j \in \mathbb{Z}_d} |j\rangle |j\rangle \in \mathbb{C}^d \otimes \mathbb{C}^d$ be the maximally entangled state. Eq. (49) implies that the vectors
\[
|\Phi^{(r,s)}\rangle_{A^nB^n} := (X'Z^s \otimes I) |\Phi\rangle_{AB}^\otimes \quad \text{for} \quad r, s \in \mathbb{Z}_d^n
\]
form an orthonormal basis $\{\Phi^{(r,s)}\}_{(r,s) \in \mathbb{Z}_d^n}$ of $(\mathbb{C}^d \otimes \mathbb{C}^d)^\otimes 2$.

The $n$-qudit Pauli group is generated by the generalized Pauli operators $\{X'Z^s\}_{r,s \in \mathbb{Z}_d^n}$. An $n$-qudit Clifford is a unitary which preserves this group under conjugation. For example, the two-qudit gate $\text{CX} = \sum_{j \in \mathbb{Z}_d} |j\rangle \langle j| \otimes X^j$ is Clifford since
\[
\begin{align*}
\text{CX} (X \otimes I) \text{CX}^\dagger &= X \otimes X \\
\text{CX} (I \otimes X) \text{CX}^\dagger &= I \otimes X \\
\text{CX} (Z \otimes I) \text{CX}^\dagger &= Z \otimes I \\
\text{CX} (I \otimes Z) \text{CX}^\dagger &= Z^{-1} \otimes Z.
\end{align*}
\]

(50)

To describe the gate teleportation technique, let $U$ be an $n$-qudit Clifford unitary. Let
\[
|\Phi_U\rangle_{A^nB^n} := (I_{A^n} \otimes U_{B^n}) |\Phi\rangle_{AB}^\otimes
\]
Consider the following protocol, starting from an initial state of the form $|\Psi\rangle_{C^n} \otimes |\Phi_U\rangle_{A^nB^n}$.
(i) Perform a von Neumann measurement in the orthonormal basis \{\Phi^{(r, s)}\}_{(r, s) \in \mathbb{Z}_d^2} on the pair of systems \(C^n A^n\), getting an outcome \((r, s) \in \mathbb{Z}_d^2\).

(ii) Apply the operator \(U^\dagger (X^r Z^s) U\) to system \(B^n\).

This procedure maps \(|\Psi\rangle_{C^n A^n}\) to \((U|\Psi\rangle_{B^n})_{B^n}\) using the resource state \(\Phi_U\). Because \(U\) is Clifford, the operation applied in step (ii) is a Pauli operator, i.e., a depth-one circuit of single-qudit gates. In particular, if the resource state \(\Phi_U\) can be created in adaptive constant depth, then this yields an adaptive constant-depth implementation of \(U\).

We note here that determining the Pauli operator applied in step (ii) of this procedure involves an (efficient) classical computation which may or may not be local in general. Here we focus on the locality of the quantum operations (i.e., measurements and unitaries) and consider non-local (efficient) classical processing to be free.

### 5.2.2 Partial Summation Gate

We will first consider the partial summation unitary \(U\). This unitary can be decomposed as

\[ U_{B^n} = CX_{B_{n-1} \rightarrow B_n} \cdots CX_{B_2 \rightarrow B_3} CX_{B_1 \rightarrow B_2} \]

as illustrated in Figure 13. The state \(|\Phi_U\rangle_{A^n B^n}\) is a stabilizer state with generators

\[
T_X^k = X_{A_k} \prod_{\ell=k}^{n} X_{B_{\ell}} \quad \text{for } k = 1, \ldots, n \\
T_Z^k = \begin{cases} 
Z_{A_1}^{-1} Z_{B_1} & \text{for } k = 1 \\
Z_{A_k}^{-1} Z_{B_{k-1}}^{-1} Z_{B_k} & \text{for } k = 2, \ldots, n 
\end{cases}
\]

(51)

Indeed, this follows because the maximally entangled state \(|\Phi\rangle\) is (up to a phase) the unique simultaneous +1 eigenstate of \(X \otimes X\) and \(Z^{-1} \otimes Z\), and hence \(|\Phi\rangle_{A^n B^n}^\otimes\) is a stabilizer state with stabilizer generators

\[ S_X^k := X_{A_k} X_{B_k} \quad \text{and} \quad \hat{S}_Z^k := Z_{A_k}^{-1} Z_{B_k} \quad \text{for } k = 1, \ldots, n. \]

Expression (51) thus follows by application of (50) with the definition

\[
T_X^k := (I_{A^n} \otimes U_{B^n}) S_X^k (I_{A^n} \otimes U_{B^n})^\dagger \\
T_Z^k := (I_{A^n} \otimes U_{B^n}) \hat{S}_Z^k (I_{A^n} \otimes U_{B^n})^\dagger.
\]

Eq. (51) suggests the following procedure for preparing \(|\Psi_U\rangle_{A^n B^n}\).

1. Prepare the \(2n\)-qudit state \(|\psi\rangle^{\otimes 2n}\) where \(|\psi\rangle := \frac{1}{\sqrt{d}} \sum_{j \in \mathbb{Z}_d} |j\rangle\). This state is stabilized by all operators \(T_X^k, k = 1, \ldots, n\).

2. Measure the \(n\) stabilizer generators \(T_Z^k\) from (51). Denote the measurement result by \((\omega_1^r, \ldots, \omega_n^r)\) with \(r_k \in \mathbb{Z}_d\) for \(k = 1, \ldots, n\).
3. Apply the unitary $\prod_{k=1}^{n} X_{Ak}^{-1}$ to the post-measurement state.

By definition and since each of the operators $\{T_k^Z\}_{k=1}^{n}$ is geometrically 2- respectively 3-local in 1D, this is a constant-depth adaptive 1D-local circuit. Note that even the classical processing is local here: the correction applied to system $A_k$ in step (3) only depends on the measurement result $r_k$.

**Lemma 5.6.** The procedure above produces the state $|\Phi_U\rangle$.

**Proof.** The post-measurement state $|\Psi\rangle$ after the measurements in step (2) satisfies

$$T_k^X |\Psi\rangle = |\Psi\rangle \quad \text{and} \quad T_k^Z |\Psi\rangle = \omega r_k |\Psi\rangle \quad \text{for} \quad k = 1, \ldots, n .$$

The claim thus follows from the fact that (by Eq. (48)) $X_{Ak}$ commutes with all operators (51) except for $T_k^Z$ and

$$T_k^Z X_{Ak}^{-1} = \omega X_{Ak}^{-1} T_k^Z ,$$

that is, $T_k^Z X_{Ak}^{-(d-1)} = \omega^{-1} X_{Ak}^{-1} T_k^Z$ or $T_k^Z X_{Ak} = \omega^{-1} X_{Ak} T_k^Z$.

Given $|\Phi_U\rangle$, one can then use gate teleportation to realize $U$.

### 5.2.3 Implementation of the successive difference gate

Now consider the successive difference gate $\Delta$. It has the decomposition

$$\Delta_{B^n} = CX_{B_1 \rightarrow B_2}^{-1} \cdots CX_{B_{n-2} \rightarrow B_{n-1}}^{-1} CX_{B_{n-1} \rightarrow B_n}^{-1}$$

as illustrated in Fig. 14. With

$$\begin{align*}
CX^\dagger (X \otimes I) CX &= X \otimes X^{-1} \\
CX^\dagger (I \otimes X) CX &= I \otimes X \\
CX^\dagger (Z \otimes I) CX &= Z \otimes I \\
CX^\dagger (I \otimes Z) CX &= Z \otimes Z .
\end{align*}$$

it is straightforward to check that the state $|\Phi_{\Delta}\rangle_{A^n B^n}$ in this case is a stabilizer state with stabilizer generators

$$\begin{align*}
T_k^X &= \begin{cases} 
X_{Ak} X_{B_k} X_{B_{k+1}}^{-1} & \text{for} \ k = 1, \ldots, n - 1 \\
X_{An} X_{B_n} & \text{for} \ k = n
\end{cases} \\
T_k^Z &= Z_{Ak}^{-1} \prod_{j=1}^{k-1} Z_{B_j} \quad \text{for} \ k = 1, \ldots, n .
\end{align*}$$

Eq. (52) implies that the following procedure for preparing $|\Psi_{\Delta}\rangle_{A^n B^n}$.

1. Prepare the $2n$-qudit state $|0\rangle^\otimes 2n$. 

Figure 14: The successive difference gate $\Delta$ for $n = 4$. 

Figure 15: The multitarget $\text{CX}_{A_{n+1} \rightarrow A^n}$ gate for $n = 3$.

2. Measure the $n$ stabilizer generators $T^X_k$ from (51). Denote the measurement result by $(\omega^r_1, \ldots, \omega^r_n)$ with $r_k \in \mathbb{Z}_d$ for $k = 1, \ldots, n$.

3. Apply the unitary $\prod_{k=1}^n Z^{r_k}_{A_k}$ to the post-measurement state.

Again, the corresponding circuit is adaptive and local in 1D. Once the state $|\Phi_\Delta\rangle$ has been generated, gate teleportation can be used to realize $\Delta$.

5.2.4 Implementation of multitarget CX gate and its inverse

By (36), the group multiplication $\text{CX}_{A^n \rightarrow A_{n+1}}$ can be implemented in constant adaptive depth with local operations using corresponding implementations of $V_{A^n}$ and $V_{A^n}^\dagger$, as well as the two-qudit gate $\rightarrow$. This is because

$$\text{CX}_{A^n \rightarrow A_{n+1}} = V_{A^n}^\dagger \text{CX}_{A_n \rightarrow A_{n+1}} V_{A^n}.$$  

Eq. (53) also implies that (because $\text{CX}_{A_n \rightarrow A_{n+1}}$ is a two-qudit gate) its inverse $\text{CX}_{A^n \rightarrow A_{n+1}}^\dagger$ can be implemented in constant adaptive depth. (We note that slightly more efficient implementations could be obtained by applying gate teleportation directly, but we do not optimize constants here.)

Consider the multitarget gate $\text{CX}_{A_{n+1} \rightarrow A^n}$. This can be written as a product of $n$ two qudit unitaries as follows:

$$\text{CX}_{A_{n+1} \rightarrow A^n} = \prod_{j=1}^n \text{CX}_{A_{n+1} \rightarrow A_j}$$

(see Fig. 15) In other words, this is similar to the multiplication gate

$$\text{CX}_{A^n \rightarrow A_{n+1}} = \prod_{j=1}^n \text{CX}_{A_j \rightarrow A_{n+1}}$$

(see Fig. 16) but with source and target of each controlled gate CX switched. To exploit this similarly, let $F = \frac{1}{\sqrt{d}} \sum_{k,l \in \mathbb{Z}_d} \omega^k_l |k\rangle \langle l|$ denote the Fourier transform over $\mathbb{Z}_d$. A straightforward computation gives

$$\left( F \otimes F^\dagger \right) \text{CX}_{A_1 \rightarrow A_2} \left( F \otimes F^\dagger \right)^\dagger = \text{CX}_{A_2 \rightarrow A_1}$$

which immediately implies that

$$\text{CX}_{A_{n+1} \rightarrow A^n} = (F_{A^n}^\otimes \otimes F_{A_{n+1}}^\dagger) \text{CX}_{A^n \rightarrow A_{n+1}} (F_{A^n}^\otimes \otimes F_{A_{n+1}}^\dagger)^\dagger.$$  

(54)

We conclude from Eq. (54) that the multitarget gate $\text{CX}_{A_{n+1} \rightarrow A^n}$ can also be implemented in constant adaptive depth with local operations.
Figure 16: The multiplication gate CX\(_{A^n \rightarrow A_{n+1}}\) gate for \(n = 3\).

6 Adaptive implementation of anyonic ribbon operators

Recall from (13) that the operator \(F^{(C, \pi)}_\xi\) associated with an open ribbon \(\xi\) is an element of the family
\[
\{F^{(C, \pi); (u, v)}_\xi\}_{(u, v)}
\]
of operators, namely that with \(u_0 = (1, 1)\) and \(v_0 = (1, 1)\). Here we show the following:

**Theorem 6.1.** Let \(G\) be a solvable group and let \((C, \pi)\) be an arbitrary anyon label. The operator \(F^{(C, \pi)}_\xi\) can be implemented deterministically by a local adaptive constant-depth circuit for any open ribbon \(\xi\) with the circuit having support only along the ribbon.

Theorem 6.1 shows that initial states for (topological) quantum computation can be generated with constant-depth circuits (for a solvable group); similarly, anyons can be moved an extensive distance in constant depth.

We show Theorem 6.1 in two steps. The main technical step is the construction of a constant-depth adaptive circuit that implements one of the operators \(F^{(C, \pi); (u, v)}_\xi\xi\) of the family (55) according to a certain distribution over pairs \((u, v)\) (and simultaneously provides the pair \((u, v)\)), see Lemma 6.4 below.

Let us argue here that this suffices to implement \(F^{(C, \pi)}_\xi\) deterministically. This is a consequence of the fact that the parameters \((u, v)\) only determine local degrees of freedom. Consider the states \(|(C, \pi); (u, v)\rangle\) defined by (10). We show the following:

**Lemma 6.2.** For any \(u, v, u', v'\), there are local unitaries \(U_{s_0}\) and \(U_{s_1}\) localized at the two endpoints \(s_0\) and \(s_1\) of \(\xi\) such that
\[
U_{s_0}U_{s_1} |(C, \pi); (u, v)\rangle = |(C, \pi); (u', v')\rangle.
\]

Lemma 6.2 is a refinement of (9), which guarantees the existence of local operators \(d^u_{u'}d^v_{v'}\) whose product \(d^u_{u}d^v_{v'}\) has the same action on a state of the form \(|(C, \pi); (u, v)\rangle\) (see [34, Eq. (23)]). However, the operators constructed in [34] are generally not unitary. Lemma 6.2 guarantees the existence of map which is a product of unitaries.

Lemma 6.2 implies that if we can obtain the state \(|(C, \pi); (u, v)\rangle\) by some means, e.g., using the circuit of discussed in Lemma 6.4, then we can use local unitaries to create the state \(F^{(C, \pi)}_\xi\Psi\). Conversely, with the implementation of \(F^{(C, \pi)}_\xi\) as stated in the Theorem 6.1, one can realize any state from the family \(\{F^{(C, \pi); (u, v)}_\xi\xi\}_{(u, v)}\) using Lemma 6.2.

**Proof.** Since the claim is that there are unitary maps \(U_{s_0}, U_{s_1}\) with property (56), it suffices without loss of generality to consider the case where \(u, v\) are arbitrary and \(u' = v' = (1, 1)\).

Let us again write \(u = (i, j)\) and \(v = (i', j')\). We proceed in two steps:

(i) We show that there are local unitaries \(V_{s_0}\) and \(V_{s_1}\) such that
\[
V_{s_0}V_{s_1} |(C, \pi); ((i, j), (i', j'))\rangle = |(C, \pi); ((1, 1), (1, 1))\rangle.
\]
This follows from [34, Eq. (D14)] which states (because of our convention that $p_1 = 1$) that

$$A^{p_s}_{a_{s_1}} A^{p_{s_1}}_{a_s} |(C, \pi); ((i, j), (i', j'))\rangle = |(C, \pi); ((1, j), (1, j'))\rangle,$$

together with the observation that the operators $A^{p_s}_{a_{s_1}}$ and $A^{p_{s_1}}_{a_s}$ are unitary.

(ii) Next we show that there are unitaries $W_{s_0}, W_{s_1}$ such that

$$W_{s_0} |(C, \pi); ((1, j), (1, j'))\rangle = |(C, \pi); ((1, 1), (1, j'))\rangle \quad \text{and} \quad W_{s_1} |(C, \pi); ((1, 1), (1, j'))\rangle = |(C, \pi); ((1, 1), (1, 1))\rangle.$$

We give the argument for $W_{s_0}$ (the argument for $W_{s_1}$ is analogous), i.e., our goal is to show that there is a local unitary $W_{s_0}$ that maps $\Psi_1$ to $\Psi_2$ where

$$|\Psi_1\rangle = |(C, \pi); ((1, j), (1, j'))\rangle$$

$$|\Psi_2\rangle = |(C, \pi); ((1, j), (1, 1))\rangle.$$

Following [34, Eq. (D8)], there is a local operator $a_{s_0} := a^{x,1}_{s_0}$ supported near $s_0$ such that

$$\begin{align*}
\Psi_2 &= a_{s_0} \Psi_1 \\
a_{s_0}^\dagger a_{s_0} \Psi_1 &= \Psi_1,
\end{align*}
$$

see Lemma 6.3 below for details. Let $S$ be the support of $a_{s_0}$. Eq. (57) implies that the reduced density operators $\rho_j := \text{tr}_S [\Psi_j] \langle \Psi_j |$ for $j = 1, 2$ obtained when tracing out the qudits belonging to $S$ are identical. The existence of a unitary $W_{s_0}$ supported on $S$ and satisfying $W_{s_0} \Psi_1 = \Psi_2$ now follows from Uhlmann’s theorem.

Combining (i) and (ii), we conclude that the unitaries $U_{s_0} := W_{s_0} V_{s_0}$ and $U_{s_1} := W_{s_1} V_{s_1}$ are supported near $s_0$ and $s_1$, respectively, and satisfy

$$U_{s_0} U_{s_1} |(C, \pi); ((i, j), (i', j'))\rangle = |(C, \pi); ((1, 1), (1, 1))\rangle$$

as claimed. \hfill \qed

It remains to show the existence of an operator $a_{s_0}$ satisfying (57).

**Lemma 6.3.** Consider the operators

$$a_{s_0}^{x,y} = \frac{d_x}{|E(C)|} \sum_{k \in E(C)} \Gamma_{\pi}^{-1}(k)_{x,y} A_{s_0}^k.$$

Then

$$a_{s_0}^{x,y} |(C, \pi); ((1, j), (1, j'))\rangle = \delta_{x,j'} |(C, \pi); ((1, j), (1, y))\rangle$$

$$\quad \quad (a_{s_0}^{x,y})^d a_{s_0}^{x,y} |(C, \pi); ((1, j), (1, j'))\rangle = \delta_{x,j'} |(C, \pi); ((1, j), (1, j'))\rangle.$$

**Proof.** We have with the commutation relations (4)

$$a_{s_0}^{x,y} F^{(C,\pi); ((1,j),(1,j'))} = \frac{d_x^2}{|E(C)|^2} \sum_{k,\ell \in E(C)} \Gamma_{\pi}^{-1}(k)_{x,y} \Gamma_{\pi}^{-1}(\ell)_{j,j'} A_{s_0}^k F^{rC^{-1},k\ell}.$$

$$= \frac{d_x^2}{|E(C)|^2} \sum_{k,\ell \in E(C)} \Gamma_{\pi}^{-1}(k)_{x,y} \Gamma_{\pi}^{-1}(\ell)_{j,j'} F^{rC^{-1},k\ell} A_{s_0}^k$$
where we used that $kr_{r_{g}} = r_{r_{g}}$ for $k \in E(C)$. Since a ground state $\Psi$ is stabilized by each operator $A_{s_{0}}^{k}$, we have (substituting $k$ by $k^{-1}$)

$$
\hat{r}_{s_{0}}^{x,y}F^{(C,\pi);((1,j),(1,j'))}\Psi = \frac{d_{x}^{2}}{|E(C)|^{2}} \sum_{k,\ell \in E(C)} \Gamma_{x,y}(k,\ell)F_{x,y}^{r_{r_{g}}k^{-1},-1}\Psi.
$$

In summary, this shows that

$$
\hat{r}_{s_{0}}^{x,y}F^{(C,\pi);((1,j),(1,j'))} = \delta_{x,j'}F^{(C,\pi);((1,j),(1,y))}\Psi,
$$

which is the first claim (58).

It is easy to verify that

$$
(\hat{r}_{s_{0}}^{x,y})^{\dagger} = \hat{r}_{s_{0}}^{y,x}.
$$

With (58), this implies the claim (59).

\[ \square \]

### 6.1 Probabilistic implementation of a single operator

For $h, g \in G$, a “basic” ribbon operator $F_{\xi}^{h,g}$ associated with a ribbon $\xi$ of length $L$ acts on qubits along the ribbon as

$$
F_{\xi}^{h,g}(|y_{1}, \ldots, y_{L}\rangle|x_{1}, \ldots, x_{L}\rangle) = \delta_{g,y_{1} \ldots y_{L}}|y_{1}, \ldots, y_{L}\rangle|hx_{1}, \tilde{y}_{1}^{-1}h\tilde{y}_{1}x_{2}, \tilde{y}_{2}^{-1}h\tilde{y}_{2}x_{3}, \ldots, \tilde{y}_{L}^{-1}h\tilde{y}_{L}x_{L}\rangle
$$

where $\hat{y}_{k} := \prod_{j=1}^{k} y_{j}$, see Fig. 3. It will be convenient to factor this as

$$
F_{\xi}^{h,g} = P_{C_{L}}^{g}CU_{C_{L} \rightarrow B_{L}}^{h}
$$

(60)

where

$$
P_{C_{L}}^{g} = \sum_{(y_{1}, \ldots, y_{L}); y_{1} \ldots y_{L} = g}|y_{1}, \ldots, y_{L}\rangle\langle y_{1}, \ldots, y_{L}|$$

is a projection and $CU_{C_{L} \rightarrow B_{L}}^{h}$ is the unitary introduced in (37).

**Lemma 6.4.** Let $G$ be a solvable group. Let $(C, \pi)$ be fixed. Also fix $v = (i', j') \in \{1, \ldots, |C|\} \times \{1, \ldots, d_{x}\}$. Then we can in constant adaptive depth probabilistically map an arbitrary state $\Psi$ to a state proportional to

$$
F_{\xi}^{(C,\pi);(u,v)}\Psi,
$$

where the distribution over $u \in \{1, \ldots, |C|\} \times \{1, \ldots, d_{x}\}$ is determined by $\Psi$. 
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Proof. Consider the operation \( F_{\xi}^{(C,\pi);(u,v)} \) with \( v = (1,1) \), i.e., (cf. [8])

\[
F_{\xi}^{(C,\pi);((i,j),(1,1))} := \frac{d_\pi}{|E(C)|} \sum_{k \in E(C)} (\Gamma_{\pi}^{-1}(k))_{j,1} F_{\xi}^{(c_i^{-1};p_i k)} .
\]

With (60) we can rewrite this as

\[
F_{\xi}^{(C,\pi);((i,j),(1,1))} = G_{C,\pi,\xi}^{(i,j)} C U_{C,\xi}^{c_i^{-1}} \rightarrow B \mathcal{L} \quad \text{where} \quad G_{C,\pi,\xi}^{(i,j)} := \frac{d_\pi}{|E(C)|} \sum_{k \in E(C)} (\Gamma_{\pi}^{-1}(k))_{j,1} P_{C,\pi,\xi}^{p_i k} .
\]

The unitary \( C U_{C,\xi}^{c_i^{-1}} \rightarrow B \mathcal{L} \) can be realized by using an auxiliary system \( A \) initialized in the state \( |c_i^{-1}\rangle_A \) and applying the controlled version \( C U_{A,\pi,\xi}^{c_i^{-1}} \rightarrow B \mathcal{L} \). As shown in Lemma 5.2 the unitary \( C U_{A,\pi,\xi}^{c_i^{-1}} \rightarrow B \mathcal{L} \) can be implemented in adaptive constant depth.

Now consider the operators \( G_{C,\pi,\xi}^{(i,j)} \). Let us first consider a set of single-qudit operator of a similar form, namely

\[
\hat{G}_{i,j} := \frac{d_\pi}{|E(C)|} \sum_{k \in E(C)} (\Gamma_{\pi}^{-1}(k))_{j,1} |p_i k\rangle \langle p_i k| .
\]

By definition, every \( y \in G \) can be written as \( y = p_i k \) for a unique pair \( (i, k) \in \{1, \ldots, |C|\} \times E(C) \). Let us write \( (i(y), k(y)) \) for this pair and define an isomorphism \( V : C^{|C|} \rightarrow C^{|C|} \otimes C^{|E(C)|} \) acting as \( V |y\rangle = |i(y)\rangle |k(y)\rangle \). This implies that

\[
V \hat{G}_{i,j} V^\dagger = |i\rangle \langle i| \otimes \sum_{k \in E(C)} (\Gamma_{\pi}^{-1}(k))_{j,1} |k\rangle \langle k| . \tag{61}
\]

Let \( J \) be an auxiliary system with Hilbert space \( C^{d_J} \) initially prepared in the state \( |1\rangle \). The irreducible unitary representation \( \pi \) acts on \( J \) by the matrices \( \{\Gamma_{\pi}(k)\}_{k \in E(C)} \). Let

\[
\Pi_{K,J} := \sum_{k \in E(C)} |k\rangle \langle k|_K \otimes (\Gamma_{\pi}^{-1}(k))_J
\]

be a corresponding controlled unitary. Then

\[
(\Gamma_{\pi}^{-1}(k))_{j,1} |k\rangle \langle k| = (I_K \otimes |j\rangle \langle j|) \Pi_{K,J}(I_K \otimes |1\rangle \langle 1|)_J \tag{62}
\]

for any \( j \in \{1, \ldots, d_\pi\} \). Eq. (61) and (62) show that one element of \( \{V \hat{G}_{i,j} V^\dagger\}_{i,j} \) can be applied probabilistically initializing the system \( J \) in the state \( |1\rangle \), applying \( \Pi_{K,J} \), and subsequently measuring the systems \( I \) and \( J \) in the computational basis obtaining outcome \( (i, j) \). Since \( V \) is an isometry, this immediately implies that one element of \( \{\hat{G}_{i,j}\}_{i,j} \) can be applied probabilistically, see Fig. [17] for the corresponding circuit. Finally, an element of the family \( \{G_{C,\pi,\xi}^{(i,j)}\}_{i,j} \) can be applied by coherently computing the product \( y_1 \cdots y_L \) into an auxiliary register \( A_0 \) using the group multiplication gate \( CX_{A_0} \rightarrow A_0 \), probabilistically applying \( \{\hat{G}_{i,j}\}_{i,j} \), and uncomputing. This is because

\[
(|e\rangle_{C_{L+1}} \otimes I_{C_L}) CX_{C_L \rightarrow C_{L+1}} \hat{G}_{C,\pi,\xi}^{(i,j)} CX_{C_L \rightarrow C_{L+1}} (|e\rangle_{C_{L+1}} \otimes I_{C_L}) = G_{C,\pi,\xi}^{(i,j)} .
\]

See Fig. [18] for an illustration of the corresponding circuit.

\[\square\]

7 Adaptive implementation of charge measurements

Let \( \sigma \) be a closed ribbon. Recall (see Section [2.4]) the family \( \{K_{\sigma}^{(C,\pi)}\}_{(C,\pi)} \) of operators (cf. Eq. (12)) defines a measurement consisting of orthogonal projections. Here we show the following:
rep
C
x

V

\{\chi^{(i,j)}\}_{(i,j)}

\lambda
E
\frac{1}{|E(C)|} \sum_{d \in E(C)} \chi_{\pi}(d) \sum_{j=1}^{|C|} \sigma_{j}^{p_{j} \lambda_{j-1}, p_{j} \lambda_{j}^{-1}}.

Inserting the factorization \(|\sigma|\) of a ribbon operator \(\sigma_{j}^{h_{j}, \pi_{j}}\), this becomes

\begin{align*}
K_{\pi}^{(C, \pi)} &= \frac{1}{|E(C)|} \sum_{d \in E(C)} \chi_{\pi}(d) \sum_{j=1}^{|C|} \lambda_{j}^{p_{j} \lambda_{j-1}, p_{j} \lambda_{j}^{-1}} C^{\lambda_{j}^{p_{j} \lambda_{j-1}, p_{j} \lambda_{j}^{-1}}} \quad C_{\lambda_{j}^{p_{j} \lambda_{j-1}, p_{j} \lambda_{j}^{-1}}} \rightarrow B_{\lambda_{j}^{p_{j} \lambda_{j-1}, p_{j} \lambda_{j}^{-1}}}.
\end{align*}

Using an auxiliary system \(C_{0}\) in the state \(|\lambda_{0}\rangle\), we can express this as

\begin{align*}
K_{\pi}^{(C, \pi)} &= \langle \lambda_{0} | \otimes I_{B_{\lambda_{j}^{p_{j} \lambda_{j-1}, p_{j} \lambda_{j}^{-1}}}}^{C_{\lambda_{j}^{p_{j} \lambda_{j-1}, p_{j} \lambda_{j}^{-1}}} \rightarrow C_{\lambda_{j}^{p_{j} \lambda_{j-1}, p_{j} \lambda_{j}^{-1}}} (|\lambda_{0}\rangle \otimes I_{B_{\lambda_{j}^{p_{j} \lambda_{j-1}, p_{j} \lambda_{j}^{-1}}}})
\end{align*}

where

\begin{align*}
\hat{K}_{\pi}^{(C, \pi)} := \frac{1}{|E(C)|} \sum_{d \in E(C)} \chi_{\pi}(d) \sum_{j=1}^{|C|} \lambda_{j}^{p_{j} \lambda_{j-1}, p_{j} \lambda_{j}^{-1}} (p_{j} \lambda_{j}^{-1})^{C_{\lambda_{j}^{p_{j} \lambda_{j-1}, p_{j} \lambda_{j}^{-1}}} \rightarrow C_{\lambda_{j}^{p_{j} \lambda_{j-1}, p_{j} \lambda_{j}^{-1}}} (|\lambda_{0}\rangle \otimes C^{\lambda_{j}^{p_{j} \lambda_{j-1}, p_{j} \lambda_{j}^{-1}}} \quad C_{\lambda_{j}^{p_{j} \lambda_{j-1}, p_{j} \lambda_{j}^{-1}}} \rightarrow B_{\lambda_{j}^{p_{j} \lambda_{j-1}, p_{j} \lambda_{j}^{-1}}}.
\end{align*}

In particular, because the gate \(\chi_{\lambda_{j}^{p_{j} \lambda_{j-1}, p_{j} \lambda_{j}^{-1}}} \rightarrow C_{\lambda_{j}^{p_{j} \lambda_{j-1}, p_{j} \lambda_{j}^{-1}}} \rightarrow C_{0}\) and its inverse can be implemented in adaptive (local) constant depth, it suffices to demonstrate that there is a constant-depth adaptive local circuit implementing the measurement \(\{\hat{K}_{\pi}^{(C, \pi)}\}_{(C, \pi)}\).

For every \(y \in G\), there is a unique pair \((C(y), j(y))\) with \(C(y) \in G^{c_{j}}\) and \(j(y) \in \{1, \ldots, |C(y)|\}\) such that \(y \in C(y)\) and \(y = p_{j(y)}^{C(y) \lambda_{j(y)-1}} p_{j(y)}^{-1}\). Let \(c_{\text{max}} = \max_{G^{c_{j}}} |C|\) be the maximal size of a conjugacy class \(C\) of \(G\). Define an isometric map \(W : \mathbb{C}^{G} \rightarrow \mathbb{C}^{G^{c_{j}}} \times \mathbb{C}^{c_{\text{max}}\lambda_{j(y)-1}}\) by

\begin{align*}
W |y\rangle = |C(y)\rangle \otimes |j(y)\rangle \quad \text{for every} \quad y \in G.
\end{align*}
Then
\[ W_{C_0} \hat{K}_{\sigma}^{(C, \pi)} W_{C_0}^\dagger = |C \rangle \langle C| \otimes G_{\pi}^C \] (64)

where
\[ G_{\pi}^C := \frac{1}{|E(C)|} \sum_{j \in E(C)} \sum_{d \in E(C)} \chi_{\pi}(d) \langle j| \otimes C U_{C \rightarrow B A}\]

Eq. (64) implies that the measurement \( \{W_{C_0} \hat{K}_{\sigma}^{(C, \pi)} W_{C_0}^\dagger\}_{C, \pi} \) can be implemented by a two-step procedure: First a von Neumann measurement is performed on the first system to determine the conjugacy class \( C \). Subsequently, a measurement \( \{G_{\pi}^C\}_{\pi} \) is applied. It is straightforward to check that this latter measurement consists of orthogonal projections. Indeed, this follows from Schur’s orthogonality relation for characters, the vectors \( \{|\varphi_{\pi}^C\rangle\}_{\pi} \) are orthonormal.

Let \( E : \mathbb{C}^{|C|} \otimes \mathbb{C}^{|G|} \rightarrow \mathbb{C}^{|C|} \otimes \mathbb{C}^{|G|} \) be the unitary that acts as
\[ E|J\rangle_A \otimes |d\rangle_A = |j\rangle_A \otimes |p_j d^{-1}_j\rangle_A . \]

Then
\[ E_{J \rightarrow A}(I_J \otimes |+\rangle_A) = |j\rangle_A \otimes |p_j d^{-1}_j\rangle_A . \]

and thus
\[ E_{J \rightarrow A}(I_J \otimes |+\rangle_A) = \frac{1}{|E(C)|^{1/2}} \sum_{j \in E(C)} \sum_{d \in E(C)} |j\rangle_A \otimes C U_{C \rightarrow B A} \]

In particular, this implies that for any state \( |\Psi\rangle_{J B C L} \), we have
\[ (I_{J B C L} \otimes \langle \varphi_{\pi}^C\rangle_A) E_{J \rightarrow A}(I_J \otimes |+\rangle_A) = G_{\pi}^C |\Psi\rangle . \] (65)

Using the fact that each \( G_{\pi}^C \) is an orthogonal projection it follows from (63) that the statistics obtained by applying the projective measurement \( \{G_{\pi}^C\}_{\pi} \) to a state \( |\Psi\rangle \) coincides to that obtained by applying the von Neumann measurement defined by \( \{|\varphi_{\pi}^C\rangle\}_{\pi} \) to the state \( E_{J \rightarrow A}(I_J \otimes |+\rangle_A) \).

It is straightforward to express this procedure as a constant-depth adaptive circuit.
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A Orthogonality of the charge projections

Here we use expression (63) to check that the operators \( \{ K_{(C,\pi)}^{(C',\pi')} \} \) are indeed orthogonal projections. By definition, we have

\[
K_{(C,\pi)}^{(C',\pi')} K_{(C',\pi')}^{(C,\pi)} = \frac{1}{|E(C)| \cdot |E(C')|} \sum_{d \in E(C)} \sum_{d' \in E(C')} \chi_{\pi}(d) \cdot \chi_{\pi'}(d') \sum_{j=1}^{\min(|C|,|C'|)} F_{\sigma}^{\delta_{p_j r_C p_j^{-1},q_k r_C q_k^{-1}}} F_{\sigma}^{\delta_{p_j^* d' d^{-1} p_j, q_k^* r_C q_k^{-1}}}
\]

where the conjugacy classes are given by \( C = \{p_j r_C p_j^{-1}\}_{j=1}^{|C|} \) and \( C' = \{q_k r_C q_k^{-1}\}_{k=1}^{|C'|} \), respectively. With the multiplication rule (1) for basic ribbon operators we obtain

\[
F_{\sigma}^{\delta_{p_j r_C p_j^{-1},q_k r_C q_k^{-1}}} F_{\sigma}^{\delta_{p_j d' d^{-1} p_j, q_k r_C q_k^{-1}}} = \delta_{C,C'} \delta_{p_j q_k} F_{\sigma}^{\delta_{p_j d' d^{-1} p_j, q_k r_C q_k^{-1}}}
\]
where we used that \( p_j r_C p_j^{-1} = q_k r_C q_k^{-1} \) if and only if these elements belong to the same conjugacy class \( C = C' \), and \( r_j = q_k \). Inserting this into (66) yields

\[
K_\sigma^{(C,\pi)} K_\sigma^{(C',\pi')} = \frac{\delta_{C,C'}}{|E(C)|^2} \sum_{d,d' \in E(C)} \chi_\pi(d) \cdot \chi_{\pi'}(d') \sum_{j=1}^{|C|} F_\sigma^{p_j r_C p_j^{-1}} \cdot p_j r_C p_j^{-1}.
\]

Let us reparametrize this by setting \( g := dd' \), i.e., \( d' = d^{-1}g \). Then we can write

\[
K_\sigma^{(C,\pi)} K_\sigma^{(C',\pi')} = \frac{\delta_{C,C'}}{|E(C)|^2} \sum_{d,g \in E(C)} \chi_\pi(d) \cdot \chi_{\pi'}(d^{-1}g) \sum_{j=1}^{|C|} F_\sigma^{p_j |g| p_j^{-1} r_C p_j^{-1}}.
\]

We claim that

\[
\frac{1}{|E(C)|} \sum_{d \in E(C)} \chi_\pi(d) \cdot \chi_{\pi'}(d^{-1}g) = \delta_{\pi,\pi'} \chi_\pi(g) \quad \text{for every} \quad g \in G.
\]

Inserting (68) into (67) gives

\[
K_\sigma^{(C,\pi)} K_\sigma^{(C',\pi')} = \frac{\delta_{C,C'} \delta_{\pi,\pi'}}{|E(C)|} \sum_{g \in E(C)} \chi_\pi(g) \sum_{j=1}^{|C|} F_\sigma^{p_j |g| p_j^{-1} r_C p_j^{-1}} = \delta_{C,C'} \delta_{\pi,\pi'} K_\sigma^{(C,\pi)},
\]

see (63), as claimed.

It remains to show (68). We have for every \( g \in G \)

\[
\frac{1}{|E(C)|} \sum_{d \in E(C)} \chi_\pi(d) \cdot \chi_{\pi'}(d^{-1}g) = \frac{1}{|E(C)|} \sum_{d \in E(C)} \sum_{k=1}^{\dim \pi} \sum_{\ell=1}^{\dim \pi'} \Gamma_\pi(d)_{k,k} \Gamma_{\pi'}(d^{-1}g)_{\ell,\ell} = \frac{1}{|E(C)|} \sum_{d \in E(C)} \sum_{k=1}^{\dim \pi} \sum_{\ell,m=1}^{\dim \pi'} \Gamma_\pi(d)_{k,k} \Gamma_{\pi'}(d^{-1})_{\ell,m} \Gamma_{\pi'}(g)_{m,\ell}
\]

where we used the unitarity of the representation \( \pi' \). The Schur orthogonality relations for matrix elements of irreducible representations state that

\[
\frac{1}{|E(C)|} \sum_{d \in E(C)} \Gamma_\pi(d)_{k,k} \Gamma_{\pi'}(d)_{s,t} = \delta_{\pi,\pi'} \delta_{k,s} \delta_{\ell,t},
\]

which implies that

\[
\frac{1}{|E(C)|} \sum_{d \in E(C)} \chi_\pi(d) \cdot \chi_{\pi'}(d^{-1}g) = \delta_{\pi,\pi'} \sum_{k=1}^{\dim \pi} \Gamma_{\pi'}(g)_{k,k} = \delta_{\pi,\pi'} \chi_\pi(g).
\]

Taking the complex conjugate implies the claim (68).
B  On unitary linear combinations of anyonic string operators

Let $\xi$ be a ribbon. Fix $(C, \pi)$. In this appendix, we show that the operators $\{F_{\xi,\pi}^{((i,j),(i',j'))}\}$ cannot be linearly combined to form a unitary in general. More precisely, we show the following:

**Lemma B.1.** Let $\xi$ be a ribbon.

(i) If $G$ is abelian, then for any pair $(C, \pi)$ and any $i, i' \in \{1, \ldots, \dim(\pi)\}$, there are coefficients $\{m_{j,j'}\}_{j,j'}$ such that the linear combination

$$F_{\xi} : = \sum_{j,j'} m_{j,j'} F_{\xi,\pi}^{((i,j),(i',j'))}$$

is unitary.

(ii) For $G = S_3$, the conjugacy class $C = \{e\}$, and the 2-dimensional irreducible representation $\pi$ of $S_3$, there is no choice of coefficients $\{m_{i,i',j,j'}\}_{i,i',j,j'}$ such that

$$F_{\xi} : = \sum_{i,i',j,j'} m_{i,i',j,j'} F_{\xi,\pi}^{((i,j),(i',j'))}$$

is unitary.

**Proof.** To prove Lemma B.1, we will argue that a necessary and sufficient condition for (69) to be unitary is that there is some $i_0 \in \{1, \ldots, \dim(\pi)\}$ such that

$$m_{i,i',j,j'} = \delta_{i,i_0} m_{j,j'}$$

for some coefficients $\{m_{j,j'}\}_{j,j'}$ satisfying

$$\left| \sum_{j,j'} m_{j,j'} (\Gamma_\pi(k))_{j,j'} \right| = \frac{|E(C)|}{\dim(\pi)}$$

for all $k \in E(C)$.

If $G$ and thus $E(C)$ is abelian, then every irreducible representation is 1-dimensional, and taking $m_{j,j'} = |E(C)|/\dim(\pi)$, property (70) is satisfied, giving the first claim (i).

Let us now show (ii): Consider $G = S_3$ and the conjugacy class $C = \{e\}$. Here $E(C) = S_3$. We again consider the 2-dimensional irreducible representation $\pi$ of $S_3$ obtained from the representation of $S_3$ on $\mathbb{C}^3$ which permutes standard basis vectors as

$$\pi(k)e_j = e_{k^{-1}(j)} \quad \text{for} \quad j = 1, \ldots, 3 \quad \text{for all} \quad k \in S_3,$$

by restricting to the subspace

$$V : = \left\{ \begin{pmatrix} a \\ b \\ c \end{pmatrix} \mid a + b + c = 0 \right\}.$$

First observe that the question of existence of coefficients $\{m_{j,j'}\}_{j,j'}$ satisfying (70) is independent of the basis of $V$ chosen: It can be phrased as the existence of a $2 \times 2$-matrix $M$ such that

$$|\text{tr} (M \Gamma_\pi(k))| = 3$$

for all $k \in E(C)$.

By the cyclicity of the trace, for any invertible matrix $W$ corresponding to a basis change, the existence of $M$ satisfying (71) is equivalent to existence of a $2 \times 2$-matrix $\tilde{M}$ such that

$$|\text{tr} \left( \tilde{M} W T_\pi(k) W^{-1} \right)| = 3$$

for all $k \in E(C)$.
This shows the basis independence of the question of interest. We again use the orthonormal basis

\[ e_1 = \begin{pmatrix} \sqrt{2/3} \\ -1/\sqrt{6} \\ -1/\sqrt{6} \end{pmatrix} \quad e_2 = \begin{pmatrix} 0 \\ 1/\sqrt{2} \\ -1/\sqrt{2} \end{pmatrix} \]

Then, expressed in this basis, we have

\[
\Gamma_\pi(e) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \\
\Gamma_\pi\left(\begin{pmatrix} 1 & 2 & 3 \\ 1 & 3 & 2 \end{pmatrix}\right) = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \\
\Gamma_\pi\left(\begin{pmatrix} 1 & 2 & 3 \\ 2 & 1 & 3 \end{pmatrix}\right) = \frac{1}{2} \begin{pmatrix} -1 & \sqrt{3} \\ \sqrt{3} & 1 \end{pmatrix} \\
\Gamma_\pi\left(\begin{pmatrix} 1 & 2 & 3 \\ 3 & 1 & 2 \end{pmatrix}\right) = \frac{1}{2} \begin{pmatrix} -1 & -\sqrt{3} \\ -\sqrt{3} & -1 \end{pmatrix} \\
\Gamma_\pi\left(\begin{pmatrix} 1 & 2 & 3 \\ 2 & 3 & 1 \end{pmatrix}\right) = \frac{1}{2} \begin{pmatrix} -1 & \sqrt{3} \\ \sqrt{3} & -1 \end{pmatrix} \\
\Gamma_\pi\left(\begin{pmatrix} 1 & 2 & 3 \\ 3 & 2 & 1 \end{pmatrix}\right) = \frac{1}{2} \begin{pmatrix} -1 & -\sqrt{3} \\ -\sqrt{3} & 1 \end{pmatrix} .
\]

It is easy to check from these expressions that a matrix \( M \in \text{Mat}_{2 \times 2}(\mathbb{C}) \) satisfying (71) does not exist. This gives the claim (71).

It remains to verify that (70) is indeed a necessary and sufficient condition for a unitary linear combination \( F_\xi \) of the form (69) to exist. From the multiplication rule (1) of elementary ribbon operators, the definition of \( F_\xi^{(C,\pi);((i,j),(i',j'))} \) and the action of the elementary ribbon operator \( F_\xi^{h,g} \) (by conjugation with \( h \)), it is clear that \( F_\xi \) can only be unitary if \( m_{i,i',j,j'} = \delta_{i,0}m_{i,i',j,j'} \) for some fixed \( i_0 \in \{1, \ldots, \dim(\pi)\} \). In other words, it suffices to consider operators of the form

\[
F_\xi := \sum_{i',j,j'} m_{i',j,j'} F_\xi^{(C,\pi);((i,j),(i',j'))}
\]

for some complex coefficients \( \{m_{i',j,j'}\}_{i',j,j'} \). We have

\[
F_\xi^\dagger F_\xi = \frac{\dim(\pi)^2}{|E(C)|^2} \sum_{i_1,j_1,i_1',j_1'} \sum_{j_2,j_2',k_1,k_2 \in E(C)} m_{i_1,j_1,i_1',j_1'} c_{i_2,j_2,j_2'} \sum_{k_1,k_2 \in E(C)} (\Gamma_\pi^{-1}(k_1))_{j_1,j_1'} (\Gamma_\pi^{-1}(k_2))_{j_2,j_2'} F_\xi^{(c_{i_1,p_1 k_1^{-1}})} F_\xi^{(c_{i_2^{-1},p_2 k_2^{-1}})}
\]

\[
= \frac{\dim(\pi)^2}{|E(C)|^2} \sum_{i_1,j_1,i_1',j_1'} \sum_{j_2,j_2',k_1,k_2 \in E(C)} m_{i_1,j_1,i_1',j_1'} m_{i_2,j_2,j_2'} \sum_{k_1,k_2 \in E(C)} (\Gamma_\pi^{-1}(k_1))_{j_1,j_1'} (\Gamma_\pi^{-1}(k_2))_{j_2,j_2'} \delta_{p_1 k_1 p_1^{-1},p_2 k_2 p_2^{-1}} F_\xi^{(e_{p_1 k_1 p_1^{-1}})}
\]

\[
= \frac{\dim(\pi)^2}{|E(C)|^2} \sum_{i_1,j_1,i_1',j_1'} \sum_{j_2,j_2',k_1,k_2 \in E(C)} m_{i_1,j_1,i_1',j_1'} m_{i_2,j_2,j_2'} \sum_{k \in E(C)} (\Gamma_\pi^{-1}(k))_{j_1,j_1'} (\Gamma_\pi^{-1}(k) p_1^{-1} p_2)_{j_2,j_2'} \delta_{k p_1^{-1} p_2 \in E(C)} F_\xi^{(e_{p_1 k p_1^{-1}})} .
\]

Here we used the multiplication rule (1) of the elementary ribbon operators and performed a variable
Therefore we obtain

\[ k p_{i_1}^{-1} p_{i_2} \in E(C) \quad \Leftrightarrow \quad k p_{i_1}^{-1} p_{i_2} r_C p_{i_1}^{-1} p_{i_2} k^{-1} = r_C \]

\[ \Leftrightarrow \quad p_{i_1}^{-1} c_{i_2} p_{i_1} = r_C \]

\[ \Leftrightarrow \quad c_{i_2} = p_{i_1} r_C p_{i_1}^{-1} = c_{i_1} \]

\[ \Leftrightarrow \quad i_1 = i_2. \]

Therefore we obtain

\[ F_{\xi}^{\dagger} F_{\xi} = \frac{\dim(\pi)^2}{|E(C)|^2} \sum_{k \in E(C)} \sum_{i_1 \in G} \left( \sum_{j_1, j_2} m_{i_1, j_1} m_{i_2, j_2} \left( \Gamma_{\pi}^{-1}(k) \right)_{j_1, j_2} \left( \Gamma_{\pi}^{-1}(k) \right)_{j_2, j_1} \right) F_{\xi}^{(e,p,k p_{i_1}^{-1})}. \]

Using the fact that \( E(C) \) is a group, we can replace \( k \) by \( k^{-1} \), obtaining

\[ F_{\xi}^{\dagger} F_{\xi} = \frac{\dim(\pi)^2}{|E(C)|^2} \sum_{k \in E(C)} \sum_{i_1 \in G} \left( \sum_{j_1, j_2} m_{i_1, j_1} m_{i_2, j_2} \left( \Gamma_{\pi}(k) \right)_{j_1, j_2} \left( \Gamma_{\pi}(k) \right)_{j_2, j_1} \right) F_{\xi}^{(e,p,k^{-1} p_{i_1}^{-1})}. \]

Recall that every group element \( g \in G \) can be written as \( g = p_j n \) for some \( j \in \{1, \ldots, |C|\} \) and \( n \in E(C) \). In particular, as \( k \) ranges over \( E(C) \) and \( i_1 \) ranges over \( \{1, \ldots, |C|\} \), the product \( k^{-1} p_{i_1}^{-1} \) ranges over all elements of \( G \). Observing that \( \sum_{g \in G} \alpha_g F_{\xi}^{(e,g)} = 1 \) if and only if \( \alpha_g = 1 \) for every \( g \in G \) by definition of the basic ribbon operators \( \{F_{\xi}^{(h,g)}\}_{(h,g)} \), we conclude that \( F_{\xi} \) is unitary if and only if

\[ \sum_{j_1, j_2} m_{i_1, j_1} m_{i_2, j_2} \left( \Gamma_{\pi}(k) \right)_{j_1, j_2} \left( \Gamma_{\pi}(k) \right)_{j_2, j_1} = \frac{|E(C)|^2}{\dim(\pi)^2} \quad \text{for every } k \in E(C) \text{ and } i_1 \in \{1, \ldots, \dim(\pi)\}. \]

In particular, this condition is satisfied if and only if there are coefficients \( \{m_{j,j'}\}_{j,j'} \) as required in Eq. [70].

\[ \square \]

**C The ground space of Kitaev’s quantum double Hamiltonian**

In this appendix, we show that Kitaev’s quantum double Hamiltonian defined on a planar connected graph \( \mathcal{L} \) has a unique ground state which is a superposition of all exact 1-forms, that is,

\[ |\Psi(G)\rangle \sim \sum_{\theta \in \mathcal{F}_0} |d\theta\rangle. \quad (72) \]

as claimed (cf. [27]).

We first recall some basic concepts and associated properties, see e.g., [38, Section 3] or [39]. A 1-form \( \omega \in \mathcal{F}_1(G) \) is called a flat \( G \)-connection or simply flat if for every site \( s = (v, p) \) of \( \mathcal{L} \), we have

\[ \omega(e_1)^{\sigma_1} \cdots \omega(e_m)^{\sigma_m} = e, \]
where \((e_1, \ldots, e_m)\) are the edges of the boundary \(\partial p\) of the plaquette \(p\) traversed in counterclockwise order starting from \(v\) and where

\[
\sigma_j = \begin{cases} 
1 & \text{if the orientation of } e_j \text{ agrees with the direction of traversal} \\
-1 & \text{otherwise .} 
\end{cases}
\]  

(73)

It follows immediately from the definition that any exact 1-form \(\omega = d\theta\) is flat. We denote by \(\mathcal{F}_{1}^{\text{flat}}(G)\) the set of flat \(G\)-connections on \(\mathcal{L}\).

For \(\omega \in \mathcal{F}_{1}(G)\) and any simple closed path \(\Gamma = (e_1, \ldots, e_m)\) of edges we can consider the product

\[
\Phi_\omega(\Gamma) = \omega(e_1)^{\sigma_1} \cdots \omega(e_m)^{\sigma_m} ,
\]

with \(\sigma_j\) defined as in (73). We will need the following statement:

**Lemma C.1.** Let \(\mathcal{L}\) be a planar connected graph. Let \(\omega \in \mathcal{F}_{1}^{\text{flat}}(G)\) be a flat \(G\)-connection on \(\mathcal{L}\) and \(\Gamma\) a simple closed path. Then

\[
\Phi_\omega(\Gamma) = e .
\]  

(74)

**Proof.** The proof follows the reasoning given, e.g., in the proof of [38, Lemma 3.1.3]: It relies on the fact that for two faces \(f_1, f_2 \in \mathcal{L}_2\) sharing an edge, we have

\[
\Phi_\omega(\partial(f_1 + f_2)) = \Phi_\omega(\partial f_1)\Phi_\omega(\partial f_2) .
\]  

(75)

Here \(\partial\) denotes the boundary map which respects the corresponding orientation. (In fact, the map \(\Phi_\omega\) belongs to \(\text{Hom}(\pi_1(\mathcal{L}), G)\), where \(\pi_1(\mathcal{L})\) is the fundamental group of \(\mathcal{L}\). We will not need this here.) This implies that the flatness condition extends from the two faces to their union.

In a planar connected graph \(\mathcal{L}\), a cycle basis is given by the set of bounded faces of an embedding of \(\mathcal{L}\), i.e., the set \(\mathcal{F}\) of (bounded) faces. Decomposing a closed path \(\Gamma\) into faces, the claim (74) follows from (75).

Let \(\theta \in \mathcal{F}_{0}(G)\) be a 0-form. For every 1-form \(\omega\), we define the 1-form \(\Delta_\theta(\omega)\) by

\[
\Delta_\theta(\omega)(e) = \theta(e^+)\omega(e)\theta(e^-)^{-1} \quad \text{for any } e \in E
\]

where \((e^+, e^-)\) are the head and tail of \(e\). The map \(\Delta_\theta\) is called a gauge transformation. It preserves the set of flat connections, i.e.,

\[
\Delta_\theta\left(\mathcal{F}_{1}^{\text{flat}}(G)\right) \subset \mathcal{F}_{1}^{\text{flat}}(G)
\]

and has inverse

\[
(\Delta_\theta)^{-1} = \Delta_{\theta^{-1}} .
\]  

(76)

Here \(\theta^{-1}\) is defined pointwise by

\[
\theta^{-1}(g) = \theta(g)^{-1} \quad \text{for all } g \in G .
\]

We say that two flat connections \(\omega, \omega' \in \mathcal{F}_{1}^{\text{flat}}(G)\) are equivalent (written \(\omega \sim \omega'\)) if there is some \(\theta \in \mathcal{F}_{0}(G)\) such that \(\omega' = \Delta_\theta(\omega)\). Let us denote by \([\omega]\) an equivalence class with representative \(\omega\), and by \([\mathcal{F}_{1}^{\text{flat}}(G)]\) the set of equivalence classes.

These concepts are meaningful because the plaquette-constraints

\[B_s \Psi = \Psi \quad \text{for every site } s\]
for a ground state $\Psi$ amount to the statement that $\Psi$ is a superposition of flat connections. On the other hand, the plaquette constraints

$$A_v \Psi = \Psi \quad \text{for every vertex } v$$

amount to the statement that equivalent flat $G$-connections have identical weight in the superposition; this is because

$$|\Delta_\theta(\omega)\rangle = \prod_v A_v^{\theta(v)} |\omega\rangle \quad \text{for any } \omega \in \mathcal{F}_1(G)$$

and any 0-form $\theta$. In particular, this means that for any equivalence class $[\omega] \in [\mathcal{F}^{\text{flat}}_1(G)]$, the state

$$|\Psi_{[\omega]}\rangle := \sum_{\omega' : \omega' \sim \omega} |\omega'\rangle$$  \hspace{1cm} (77)

is a ground state, and the ground space is spanned by

$$\{|\Psi_{[\omega]}\rangle\}_{[\omega] \in [\mathcal{F}^{\text{flat}}_1(G)]}.$$  

In particular, the dimension of the ground space is equal to the number of equivalence classes $|[\mathcal{F}^{\text{flat}}_1(G)]|$ of flat connections.

**Lemma C.2.** Let $\mathcal{L}$ be a planar connected graph.

(i) We have

$$|[\mathcal{F}^{\text{flat}}_1(G)]| = 1.$$  

That is, the ground space is 1-dimensional.

(ii) Every flat 1-form $\omega$ is exact.

**Proof.** Let $\hat{e}$ denote the constant 1-form defined by

$$\hat{e}(e) = e \quad \text{for every } e \in E .$$

Clearly, we have $\hat{e} \in \mathcal{F}^{\text{flat}}_1(G)$.

Let now $\omega \in \mathcal{F}^{\text{flat}}_1(G)$ be arbitrary. We show that $\omega \sim \hat{e}$, i.e., we construct a 0-form $\theta$ such that

$$\omega = \Delta_\theta(\hat{e}) .$$  \hspace{1cm} (78)

The claim then follows with [16].

Let $r \in \mathcal{L}_0$ be some fixed vertex which we call the root. For every $v \in V$, let $\Gamma_v \subseteq \mathcal{L}_1$ be some fixed path on $\mathcal{L}$ connecting $r$ and $v$. Then we define the 0-form $\theta$ by

$$\theta(v) = \Phi_\omega(\Gamma_v) \quad \text{for all } v \in V .$$

Let us argue that $\theta$ is well-defined, i.e., this definition does not depend on the choice of $\Gamma_v$ for any $v \in V$. Indeed, let $\Gamma_v$ and $\Gamma'_v$ be two distinct paths connecting $r$ with $v$. Let $\Gamma := \Gamma_v - \Gamma'_v$ denote the path that extends from $r$ to $v$ along $\Gamma_v$ and returns along $\Gamma'_v$ traversed in the opposite direction. Then $\Gamma$ is closed and thus

$$\Phi_\omega(\Gamma) = e$$

by Lemma [C.1] But

$$\Phi_\omega(\Gamma) = (\Phi_\omega(\Gamma'_v))^{-1} \Phi_\omega(\Gamma_v)$$

by definition. We conclude that $\Phi_\omega(\Gamma_v) = \Phi_\omega(\Gamma'_v)$. This shows that $\theta$ is well-defined.

It is easy to check that $\theta$ satisfies (78). This shows [16].

The claim [iii] follows from (78) and the fact that $\Delta_\theta(\hat{e}) = d\theta$, as follows immediately from the definitions. \qed
Lemma C.2 [i] and expression (77) imply that the ground space (on a planar connected graph \( \mathcal{L} \) is spanned by the vector

\[
|\Psi(G)\rangle = \sum_{\omega \in \mathcal{F}_{\text{flat}}(G)} |\omega\rangle,
\]

i.e., the uniform superposition of flat 1-forms. Because every exact 1-form is flat and Lemma C.2 [ii], the claim (72) follows.