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Abstract. Speech-based robot instruction is a promising field in private households and in small and medium-sized enterprises, because it facilitates a comfortable way of communicating with robot systems, even while the users’ hands are occupied. An essential problem in transforming the speech-based instructions into complex robot motions is the validation of the resulting motions regarding feasibility. This emerges from the fact that the user may not be fully aware of the capabilities of the robot including its gripper in a given working environment. We present an approach that tackles this problem by utilizing dynamic affordances for the disambiguation and elemental validation of speech-based instructions.

Keywords: Situated Dialogue, Aordances, Disambiguation

1 Introduction

One long term goal in current robotic research is the development of robot systems which have approximately the same cognitive, communicational, and handling abilities as humans. As part of this ongoing development, application domains for robot systems shall be expanded, from industrial settings with separated working cells, fixed object positions, and preprogrammed motions towards a flexible usage in small or medium-sized enterprises or private households.

An intuitive way of communicating with such a robot system is to instruct it via spoken commands. Advantages of this approach are that it facilitates the instruction of a robot without having to learn a robot programming language and an instruction while the users’ hands are occupied. In user studies we noticed that ambiguities are a problem that occurs while instructing a robot and that in most cases ambiguities result from differences in the mental representation of the user and the robot system. For example, users omit parameters in an instruction, which seem obvious from their perspective. Informing the user about missing or incorrect parameters can only be performed well if a common ground is present. One way of doing this is by utilizing affordances which can be seen as
a functionality of objects, e.g. graspability or liftability. In the case of force based object manipulation this is a helpful tool, because affordances of the workpiece, the robot arm, and the tool in use can be evaluated for a given instruction.

The main contribution of this paper is a concept that is able to disambiguate and validate instructions based on dynamic affordances regarding the robot, its tool, and the workpiece. The scientific gain of this approach is bipartite: First, affordances are used in a preprocessing step to reduce the parameter space and even empowers a system to execute motions emerging from incomplete commands. Second, by using dynamic affordances the feasibility of instructions can be applied in changing working environments and for various hardware. All this is done to investigate the application of affordances for previously unknown tasks, instead of relying on plans or pre-trained models. Moreover, utilizing affordances facilitates a communication with the user on a common ground, which is helpful in the case of sensor-based robot motions.

In Section 2, an affordance overview is given, highlighting approaches regarding affordances, disambiguation, and a combination of these. In Section 3, the approach is described in detail. Section 4 contains the description and results from our user study verifying the validity and usefulness of our approach and in Section 5 a summary of the approach is given, as well as a glance at future work.

2 Related Work

In this chapter, approaches are presented that deal with the definition and use of affordances, disambiguation of spoken instructions in human-robot dialogue, and concepts combining these areas. We also describe in what way our approach differs from the state of the art.

Experts and non-experts may not always be aware of the capabilities of a robot system while instructing it. This holds true especially in force-based tasks, like peg-in-hole or cutting tasks, where force parameters have to be considered as well. A well studied approach for defining and evaluating these functionalities are affordances introduced by [6], defining what can or cannot be done with an object [20]. The concept of affordances has been part of the scientific community for several decades. It leads to a lot of publications surveyed regarding psychology, neuroscience and robotics [11], human-robot interaction [21], and developmental robotics [19]. Being dissatisfied from the variety of formalizations, a computational affordance model is given in [27] which classifies approaches regarding perception (selective attention, temporality, order, level, perspective), structure (chaining, competitive, abstraction), and development (exploitation, generalization, prediction, learning, acquisition). Affordance learning has also been studied for a lot of applications, for example grasping [22], [5], traversability [2], [12], [24], or tool-use [1], [28].

Disambiguation has also been discussed a lot along the last decades [15], [14], [17], [25]. Most approaches try to solve ambiguities by using clarification questions based on yes/no questions [4], [9], listing all options [16], or generic
WH-questions [23]. In search for a general approach for disambiguation, [25] suggests three design recommendations. Robots should present all options only if the number of options is less than three, otherwise robot systems should generate yes/no or WH-questions (D1). Clarification requests should be formulated in a way, that the user thinks the robot understood the goal of the instruction (D2). Robots should use pragmatically appropriate phrasings (D3).

Investigating the combination of affordances and disambiguation in the field of speech-based interaction has been poorly investigated by just a few approaches [20], [8], [10], [3]. In [10] the application of affordances for co-reference resolution in speech based commands was mentioned, but not further investigated. In [8] ambiguous commands where solved utilizing the affordance concept together with a prediction based on previous commands. In [3] a neural network learned with a huge text corpora was used to disambiguate incomplete instructions.

In difference to the introduced approaches, we present a system which applies the concept of affordances in form of pre-conditions [13] for disambiguating and validating spoken instructions without relying on previous recorded data or text corpora, but solely on dynamic affordances, which means that their state can change over time or depending on the hardware set-up. For example, the reachability of an object can change during a manipulation task (hidden behind other work pieces) or not reachable by the robot arm currently installed.

## 3 System Overview

This section describes the main aspects of our framework. After giving a short framework overview (Section 3.1), we describe the modules in more detail, which are part of the main information flow. Besides explaining the dialogue module (Section 3.2), we present our disambiguation approach implemented in the identification and validation module (Section 3.3 and Section 3.4), and explain how and what kind of feedback is generated by the system (Section 3.5).
3.1 Framework Overview

Our framework for SPeech based Instruction of RObot systems (SPIRO) is divided in static modules: dialogue-manager (DM), identification module, validation module, feedback module, and changeable modules: The active robot (R), the attached tool (T), and the knowledge database (DB) (see Figure 1).

The information flow starts by a spoken user instruction which is recognized and semantically enriched by the DM. This information is then passed to the identification module, which has the purpose to identify the motion contained in the instruction along with the necessary parameters based on attached affordances. The validation module then checks the given input regarding the affordances in the current world state. The validated information is then passed to the feedback module which passes the appropriate motion data to the hardware and the acknowledgement to the DM. If an ambiguous or, in terms of the domain, incorrect instruction is recognized by the DM, identification or validation module, the problematic affordance is tagged as non valid or ambiguous and an appropriate clarification question is generated by the DM. In this case, no robot motion is generated.

To allow a flexible use of our system we designed it in a way, that the robot, tool, and database can be exchanged easily. Being aware that switching the robot arm does not happen as often as switching the tool or underlying database we nevertheless included it to be also able to cover even rare cases.

3.2 Dialogue Manager

The DM is implemented using the ontology based dialogue platform Semvox\(^1\), because it offers a fast design and adjustment of dialogue system, combined with the Nuance\(^2\) framework, because of its valuable speech-to-text and speech-recognition features. The DM has four purposes: Automatic speech recognition (ASR), semantic role labeling (SRL) \(^{18}\) of incoming user instructions based on pre-defined ontologies, i.e. labeling red as a colour or shove as a verb, generating verbal phrases or starting a dialogue based on data provided by the feedback module, and returning system answers in an acoustic way (TTS). Here, an ontology is an "is a"-hierarchy which allows the user to add semantic knowledge to the spoken instructions.

The ASR module converts the spoken user instruction into word set hypothesis. The hypothesis with the highest probability is then provided to the system for further processing. For example, an instruction like: "Place the cup on the plate!" is transformed into an instruction tuple

\[ I = (\text{verb}(\text{Place}), \text{workpiece}(\text{cup}), \text{tool}(\text{gripper}), \text{destination}(\text{plate})). \]

This SRL is done automatically by Semvox as long as semantic roles like verb, tool, etc. are pre defined. The generated instruction tuple is then sent to the

---

\(^1\) https://www.semvox.de/en/technologies/odp-s3-the-basis-for-interactive-systems/

\(^2\) https://www.semvox.de/en/technologies/nuance-speech-recognition-tts/
Fig. 2. Validation Module validating incoming instructions based on affordances. If an
ambiguity is perceived each task directly sends the information to the feedback module.

identification module and the validation module to compute the appropriate
answer to the instruction.

The other purpose is to generate verbal feedback for the user in one of the
four cases: Each parameter of the instruction was specified correctly (C1), the
system estimated a disambiguation of an incomplete or ambiguous instruction
(C2), the system was not able to disambiguate parameters of the instruction
(C3), the system recognized incorrect instruction parameters (C4).

In case C1 an acknowledgement like ”Yes!” or ”Yes, of course!” is sent to
the user. In case C2 the disambiguated instruction is sent to the user with
the opportunity to interrupt the system by saying ”No!” or ”Stop!” and the
motion is executed by the robot. In case C3, a clarification question based on
the ambiguous parameters is generated and in case C4 the user is informed about
the false parameters.

3.3 Identification Module

This module has the purpose to identify the motion, i.e. finding an appropriate
motion template in the DB, and accompanied parameters intended by the user
instruction. Given the instruction tuple I recognized by the DM, the suitable
motion template is searched and filled using the affordance filtering approach [7]
performed by the two sub modules: Motion identification (T1) and parameter
identification (T2) (see Figure 2).

In T1 the intended motion has to be identified. Here, two cases arise. Case
1: The verb is mentioned. In this case, the system directly picks the appropriate
motion templates for this verb from the DB and continues with T2. Case 2: No
verb is mentioned. In this case, we consider two possibilities: The user implicitly
uses the verb from the previous instruction or he explicitly did not mention the
verb because its obvious for him. The implicit case can easily be solved with
Semvox, which allows an auto-filling of the verb slot if the current instruction
has the same structure as the previous instruction, which then automatically
leads us to Case 1. The explicit case leads to a work around. The system then
has a look at the other specified parameters and tries to find a verb which
maps to these parameters, both syntactically and affordance-based. If this still
does not lead to a single verb candidate, the verb slot is filled with the possible
candidates, tagged as ambiguous and the augmented instruction tuple is sent to
the validation module. Imagine the user just saying: "The big screw!". Instead
of not answering at all or responding: "What do you want me to do with it?",
we have a look at the valid affordance at this time step and try to disambiguate
the opportunities for the verb slot. If this is not possible, we tag the verb slot as
ambiguous.

After the motion is identified, the remaining parameters are filled using the
motion template provided by the DB. In the simple case all the parameters are
defined and we send the augmented instruction tuple to the validation module.
If one of the parameters is ambiguous, a disambiguation is necessary. Here again,
we are using affordances to filter ambiguous or even generate missing parameters.
Imagine the instruction: "Shove to the left!" Normally, we would have to ask the
user which object he wants us to shove to the left, but maybe there is only one
object in our workspace that is shove able. If there is more than one option left,
we tag the affected parameter slots as ambiguous before sending the augmented
instruction tuple to the validation module.

### 3.4 Validation Module

The purpose of the validation module is to evaluate the instruction parameters
by evaluating the affordances for the given world state and tag them with the
description: **valid**, **invalid**, **ambiguous**, and **disambiguated**. Using dynamic
affordances is necessary, because in some cases valid defined instructions may not
be executable, because the object is out of reach for the robot arm or the gripper
is not suitable for grasping the workpiece. A parameter is tagged as **valid**, if it
is distinct regarding the necessary affordance and has the correct type regarding
the verb frame. A parameter is tagged **invalid**, if it does not have the correct
type regarding the verb frame. A parameter is tagged **ambiguous** if a set of
possible real world objects is possible for it and they are of the right type. A
parameter is tagged **disambiguated** if the identification and validation module
managed to disambiguate the user instruction. The tagged instructions are then
send to the feedback module for further investigations.

### 3.5 Feedback Module

The feedback module is responsible for transforming validated instructions into
either a text-based response for the DM or a text-based response for the DM
in combination with robot motion parameters for the motion generator. What
kind of feedback is given depends on the validity of the parameters slots of the
instruction. In the case that the validity slot of all parameters holds **valid** the
feedback is given in form of an acknowledgement phrase ("Ok!", "Sure!", "Yes!")
send to the DM together with motion parameters sent to the motion generator,
which generates a hybrid motion based the approach presented in [26]. If the
validity slots hold **disambiguated** as well as **valid**, the instructions are sent to
the DM for a spoken response before the motion is executed. If the validity slot
of at least one parameter of an instruction holds I, the user is told to correct the specific parameter and no robot motion is generated. If one of the given parameter holds AMBIGUOUS, a clarification question based on D1 - D3, defined in section 2, is generated and send to the DM. This process is repeated for one property at a time until the presented instruction is valid regarding all occurring parameters.

4 User Study

In this section, a user study is presented which was conducted to gain information on how users react to incomplete and ambiguous instructions and why they choose their reaction. After a presentation of the user study setup (Section 4.1), the results are evaluated as well as discussed (Section 4.2).

4.1 Setup

The study was set up using the online tool Survey Monkey and was divided in two main parts.

In the first part, we wanted to gain information about the necessity of a validation component and presented the participants the working environment shown in Figure 3, 1, together with the request to instruct the shown robot to place a motor with a given weight of 4 kg from location P1 to location P2. This was asked to see, if users are aware of the capabilities of lightweight robot arms and at the same time if a validation or correction of user instructions is necessary in cases where a robot is not able to perform an action.

In the second part, the participants were put in the position of an assistant robot, which helps its co-worker to build a key holder (see Figure 3, 2 - 5). The tasks for the participants where chosen in that manner, because they are either better executable by a robot due its precision or because the user typically does

---

3 https://www.surveymonkey.de/
Table 1. Votes for the different reaction types (RT1 - RT6) for the tasks marking, inserting, and cleaning in the second part of the user study.

| task     | RT1 | RT2 | RT3 | RT4 | RT5 | RT6 |
|----------|-----|-----|-----|-----|-----|-----|
| marking  | 2   | 3   | 1   | 7   | 3   | 0   |
| inserting| 3   | 0   | 1   | 9   | 3   | 0   |
| cleaning | 2   | 1   | 1   | 4   | 7   | 1   |

not want to perform the task. For each instructed task, the participants had an image of the current state of the key holder, an instruction of his co-worker, and possible tools or objects to perform the tasks. They were then asked to choose between a set of reaction types: spoken disambiguation of three candidates and no motion generation (RT1), spoken disambiguation of two candidates and no motion execution (RT2), spoken query for the missing/ambiguous parameter and no motion execution (RT3), spoken feedback in form of the disambiguated instruction and motion execution (RT4), Spoken acknowledgement and motion execution (RT5), no spoken feedback and motion execution (RT6).

The first instruction is: "Mark the board with pattern M1!", the information what M1 looks like is given as well as the tools: pencil, text marker and an permanent marker. The participants are then told that their co-worker inserted holes at the marked spots and that the new instruction is: "Insert the hooks into the holes!", followed by a set of hooks with different lengths. After that the participants are told that their co-worker screwed in the hooks, took the key holder away, leaving a dirty workplace with the comment: "Clean the workplace!". They are also given a set of tools suitable for cleaning a workplace: sponge, cloth and hand brush.

4.2 Results

Overall 15 participants joined the first part of the study. Although experts as well as non-experts where among the participants, all of them instructed the robot to move the motor from place P1 to place P2 without considering if the robot arm is even capable of doing it. This result clearly shows, that a validation even in simple tasks, like moving an object, is necessary. Without a validation, this would normally lead to an incorrect execution of the motion resulting in frustration of the user or even damage. Using our affordance based validation, we are not only able to perceive this error, but also to formulate a spoken solution to this problem, in this case: "I can not lift the motor since it is too heavy!".

Overall 16 participants joined the second part of the study. The results are shown in Table 1. In the marking task most of the participants (43%) favoured RT4, especially the use of the pencil. One participant even wrote, that mentioning the instruction he understood, enables his co-worker to intervene, if he is not pleased with the disambiguation. In the inserting task, even more (56%) participants chose the reaction RT4. Here, two participants justified their reactions by...
saying that the user is able to interrupt the motion, if he is no pleased with it. The remaining participants also mentioned that they made their decision based on the physical properties of the hooks and the board, thus, in a way our system would work as well. In the cleaning task, the majority of the participant chose RT5 as their favourite reaction and RT4 only got the second place. Based on the participants justifications, the brush is in this case the best tool, or at least as good as the cloth, but no participant mentioned, that either the sponge or the cloth would be the best tool. This leads us to the conclusion that a listing of opportunities is only useful, if the evaluation of affordances leads to a similar rating.

5 Conclusion

We present a concept for an affordance based disambiguation and validation of incomplete, incorrect, and ambiguous spoken robot instructions. By utilizing dynamic affordances the system is able to reduce the amount of candidates in the case of ambiguous instructions or even solve the ambiguity. Moreover, using dynamic affordances allows not only validating semantically correct instructions, but also contains the information of the problems’ source on a human understandable level. Limits of our approach are the common problem of not being able to reduce the solution space and the complexity of computing the dynamic affordances, while the latter one is still part of current research.

To evaluate our concept, we also conducted a user study where we collected information on how and why users react to incomplete and ambiguous reaction, and if they are aware of robot capabilities even in simple tasks. On the one hand, the results correspond to the presented concept. On the other hand, we also found a way to improve our concept by using acknowledgements if the disambiguated parameters are rated high enough.

In the future, we will implement the whole concept and perform further user studies to be able to improve our dialogue system.
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