Malignancy-Aware Follow-Up Volume Prediction for Lung Nodules
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Abstract. Follow-up plays an important role in the management of pulmonary nodules for lung cancer. Imaging diagnostic guidelines with expert consensus have been made to help radiologists make clinical decision for each patient. However, tumor growth is such a complicated process that it is difficult to stratify high-risk nodules from low-risk ones based on morphologic characteristics. On the other hand, recent deep learning studies using convolutional neural networks (CNNs) to predict the malignancy score of nodules, only provides clinicians with black-box predictions. To this end, we propose a unified framework, named Nodule Follow-Up Prediction Network (NoFoNet), which predicts the growth of pulmonary nodules with high-quality visual appearances and accurate quantitative malignancy scores, given any time interval from baseline observations. It is achieved by predicting future displacement field of each voxel with a WarpNet. A TextureNet is further developed to refine textural details of WarpNet outputs. We also introduce techniques including Temporal Encoding Module and Warp Segmentation Loss to encourage time-aware and malignancy-aware representation learning. We build an in-house follow-up dataset from two medical centers to validate the effectiveness of the proposed method. NoFoNet significantly outperforms direct prediction by a U-Net in terms of visual quality; more importantly, it demonstrates accurate differentiating performance between high- and low-risk nodules. Our promising results suggest the potentials in computer aided intervention for lung nodule management.
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1 Introduction

Pulmonary nodule management strategy influences the cost-effectiveness of a lung cancer screening program [3]. It remains difficult to differentiate high-risk
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nODULES FROM LOW-RISK ONES BASED ON MORPHOLOGIC CHARACTERISTICS [13]. IN ORDER TO HELP RADIOLOGISTS AND CLINICIANS TO MAKE PRECISE CLINICAL DECISION FOR EACH PATIENT, RESEARCHERS HAVE MADE SEVERAL CATEGORICAL MANAGEMENT RECOMMENDATION AND SCORING SYSTEMS ACCORDING TO MORPHOLOGY, DIAMETERS OR VOLUME IN RECENT YEARS, E.G., NCCN [16], FLEISCHNER [9], LUNG-RADS [12]. HOWEVER, TUMOR GROWTH IS SUCH A COMPLICATED PROGRESS THAT MORE ADVANCED STRATEGIES ARE WORTH EXPLORING TO FACILITATE PRECISION MEDICINE. EMERGING DEEP LEARNING TECHNOLOGY SUGGESTS A POTENTIAL ALTERNATIVE TO DEVELOP END-TO-END LUNG NODULE MANAGEMENT SYSTEM IN A DATA-DRIVEN FASHION. ALTHOUGH NUMEROUS STUDIES [5,17,18] HAVE EXPLORED END-TO-END APPROACHES TO PREDICT MALIGNANCY SCORES OF LUNG NODULES, WHILE ONLY A FEW STUDIES [14] ADDRESS THE LUNG NODULE FOLLOW-UP PROBLEM. NONETHELESS, THESE STUDIES ONLY PROVIDE BLACK-BOX PREDICTIONS WITHOUT INTUITIVE EXPLANATIONS. THERE IS ALSO A STUDY [11] ON PREDICTING TUMOR GROWTH WITH A MODEL-FREE APPEARANCE MODELING APPROACH USING A PROBABILISTIC U-NET [14], HOWEVER IT COULD NOT PROVIDE ANY QUANTITATIVE ASSESSMENT ON THE RISK OF TUMORS.

IN THIS STUDY, WE AIM AT A UNIFIED APPROACH TO PREDICT GROWTH OF LUNG NODULES, WITH BOTH HIGH-QUALITY VISUAL APPEARANCES AND ACCURATE QUANTITATIVE MALIGNANCY SCORES. THE CORE OF OUR APPROACH IS BASED ON A WARPNET, PREDICTING DISPLACEMENT FIELD $u$ (OR MOTION $u$) ON A FUTURE VOLUME FROM A BASELINE VOLUME. WITH THE FIELD $u$, WE COULD OBTAIN NOT ONLY THE PREDICTED VISUAL APPEARANCE OF THE FUTURE VOLUME BY WARPING THE BASELINE, BUT ALSO THE FEATURE SEGMENTATION MASK FROM THE BASELINE MASK, WHICH COULD BE USED FOR QUANTITATIVE ASSESSMENT OF TUMOR GROWTH. THIS APPROACH IS INSPIRED FROM VOXELMORPH [14], WHERE THE DISPLACEMENT FIELD FOR REGISTRATION IS CONDITIONAL ON BOTH THE BASELINE AND FUTURE VOLUMES; INSTEAD, OUR PREDICTIVE DISPLACEMENT FIELD IS CONDITIONAL ONLY ON THE BASELINE VOLUME AND COULD BE DYNAMICALLY ESTIMATED. MOREOVER, A TEXTURENET IS DESIGNED TO REFINE TEXTURAL DETAILS OF THE OUTPUTS FROM WARPNET. WE INTRODUCE TECHNIQUES INCLUDING TEMPORAL ENCODING MODULE AND WARP SEGMENTATION LOSS TO ENCOURAGE TIME-AWARE AND MALIGNANCY-AWARE REPRESENTATION LEARNING. THE WHOLE NETWORK, NAMED NODULE FOLLOW-UP PREDICTION NETWORK (NOFONET), ESTABLISHES A UNIFIED FRAMEWORK TO PRODUCE BOTH HIGH-QUALITY VISUAL APPEARANCES AND ACCURATE QUANTITATIVE MALIGNANCY ASSESSMENT FOR LUNG NODULE FOLLOW-UP. OUR IN-HOUSE FOLLOW-UP DATASET FROM TWO MEDICAL CENTERS VALIDATES THE EFFECTIVENESS OF NOFONET.

2 MATERIALS AND METHODS

2.1 TASK FORMALIZATION AND DATASET

WE AIM AT A UNIFIED FRAMEWORK TO PREDICT FUTURE VOLUME OF A LUNG NODULE, GIVEN ANY TIME INTERVAL AND A BASELINE VOLUME. AN IN-HOUSE DATASET IS COLLECTED, CONTAINING 622 LDCT SCANS FROM 246 PATIENTS (114 MALES AND 132 FEMALES) WITH A TOTAL OF 315 LONG-STANDING PULMONARY NODULES. EACH PATIENT HAS AT LEAST TWO TIME POINTS OF THIN LAYER LDCT (SLICE THICKNESS $\leq 1.25\text{mm}$), WITH THE TIME INTERVAL OF 30-1351, 136 DAYS (MIN-MAX, MEDIAN). WE SELECT NODULES AT EVERY TWO TIME POINTS AS A SAMPLE (FOR EXAMPLE IF A NODULE HAS 3 FOLLOW-UP SCANS AT TIME POINTS $t_1, t_2, t_3$, WE CHOOSE TIME POINTS $t_1\&t_2$, $t_1\&t_3$, $t_2\&t_3$ AS 3 SAMPLES), RESULTING...
Fig. 1. Overview of the proposed NoFoNet architecture. NoFoNet consists of a WarpNet and a TextureNet, each with a Temporal Encoding Module (TEM), which encodes follow-up time interval into the nodule representation. WarpNet and TextureNet are two 3D CNNs based on U-Net [14], modeling the spatial and texture transformation for nodule growth respectively. During evaluation, we perform the image quality assessment, prognostication analysis and growth estimation. Note PD means progressive disease, i.e., significant growth of nodule in our study. The red point in the growth curve represents actual volume of the nodule in the future time.

in 731 pairs. The age of the patients at first examination is 23-97, 62 years. The segmentation VOI of each selected nodule (diameter from 3mm to 30mm) is delineated by an expert radiologist and checked by another.

We pre-process the data as follows [18]: CT scans are resampled isotropically into 1mm×1mm×1mm. The voxel intensity is normalized to $[-1, 1]$ from the Hounsfield unit (HU), using the mapping function $I = \frac{I_{HU} + 1024}{400 + 1024} \times 255 / 128 - 1$. Each data sample is a cubic volume image with the size of 48×48×48, which covers the size of all nodules in our study.

2.2 NoFoNet: Nodule Follow-Up Prediction Network

To model the growth of nodules, we develop a Nodule Follow-Up Prediction Network (NoFoNet, see Fig. 1) consisting of a WarpNet $\mathcal{F}_W$ and a TextureNet $\mathcal{F}_T$ for spatial and texture (intensity) transformations [19] respectively, where an integrated temporal encoding module (TEM) $\mathcal{F}_{TE}$ is addressed to encode different follow-up time interval information into the lesion representation. As we will show later, the WarpNet and TextureNet are able to model the shape and texture variation of nodule growth well.
Given a pair of follow-up input and target images with time interval $t_{itv}$, each of which has corresponding nodule segmentation map $\{x_i, s_i\}$ and $\{y, s_t\}$, the WarpNet $F_W$ with parameter $\theta_w$ first predicts a smooth voxel-wise displacement field $u = F_W(x_i, F_{TE}(t_{itv}); \theta_w)$ for spatial transformation. Following the registration literature [2], we have the warp function $\phi = u + \text{id}$, where $\text{id}$ is identity function. We apply the warp function $\phi$ to $x_i$ to get the warped image $x_w$, and denote this as $x_w = \phi \circ x_i$. Similarly, the warped segmentation map $s_w = \phi \circ s_i$. The TextureNet $F_T$ with parameter $\theta_t$ takes the concatenation of $x_i$ and $x_w$ as inputs and generates a voxel-wise residual $r = F_T(x_i, x_w, F_{TE}(t_{itv}); \theta_t)$. Then we get the results $\hat{y} = x_w + s_w \cdot r$, where $s_w \cdot r$ denotes the residual cropped by warped segmentation. The overall formulation of our NoFoNet is as follows:

$$
\begin{align*}
  u &= F_W(x_i, F_{TE}(t_{itv}); \theta_w), \quad \phi = u + \text{id}, \quad x_w = \phi \circ x_i, \quad s_w = \phi \circ s_i; \\
  r &= F_T(x_i, x_w, F_{TE}(t_{itv}); \theta_t), \quad \hat{y} = x_w + s_w \cdot r.
\end{align*}
$$

**2.3 Temporal Encoding Module (TEM)**

Since the time interval between two follow-up scans can be rather different, inspired by positional encoding [15] we develop a Temporal Encoding Module (TEM) to embed time interval information into the prediction model. Due to the limitation of dataset size, we discretize the interval using time mapping function $t_{itv} = \left\lceil \frac{t_{day}}{30} \right\rceil$ with an upper cut-off value 20, for most of the intervals are less than 600 days. Sine and cosine functions with different frequencies are used in the TEM to encode temporal information:

$$
\begin{align*}
  F_{TE}(t_{itv}, 2i) &= \sin(t_{itv}/100^{2i/d_{fm}}), \\
  F_{TE}(t_{itv}, 2i + 1) &= \cos(t_{itv}/100^{2i/d_{fm}}),
\end{align*}
$$

where $t_{itv}$ is the discretized time interval, $d_{fm}$ is the total number of channels of the encoded feature map and $i$ is the dimension. That is, the even/odd dimensions of the temporal encoding are generated by sin/cos function with different wavelengths ($2\pi$ to $100 \times 2\pi$), which makes the relative time information encoded in a redundant way. Besides, the value range of the encoding result is within a certain numerical interval due to the boundedness of sinusoid. These two points ensure that the temporal encoding method can generate a more meaningful high-dimensional representation space.

**2.4 WarpNet for Spatial Transformation**

As the core of our method, WarpNet predicts a displacement field $u$ to model the shape variation of nodule growth, which is similar to the motion prediction in video tasks [6,8]. The architecture of WarpNet is based on a CNN similar

---

1 If no otherwise specified, image mentioned here and later in this article refers to 48 × 48 × 48 cubic volume image with a nodule in the center.
to U-Net [14] with skip connections, and the temporal encoding from TEM is connected to the bottom of WarpNet.

The loss function for training WarpNet $\theta_w$ has four terms: similarity loss $L_{sim}$ between warped images $x_w$ and target images $y$, segmentation loss $L_{seg}$ between warped segmentation maps $s_t$ and target maps $s_t$, smoothness loss $L_{smooth}$ for the deformation field and regularization loss $L_{reg}$ for the output of WarpNet when $t_{itv} = 0$. In summary, the learning of WarpNet is formulated as:

$$\hat{\theta}_w = \arg\min_{\theta_w} \{ L_{sim}(x_w, y) + \lambda_1 L_{seg}(s_w, s_t) + \lambda_2 L_{smooth}(u) + \lambda_3 L_{reg}(\phi_0) \}$$

(3)

with weights $\lambda_1, \lambda_2, \lambda_3 > 0$, where $\phi_0$ is the predicted spatial warp function when time interval $t_{itv} = 0$. All loss functions are designed as follows:

a) similarity loss and regularization loss: In our experiments we find that for spatial transformation normalized cross correlation (NCC) loss leads to more reasonable and robust results than MSE loss. The NCC loss between warped image $x_w$ and target image $y$ and the regularization loss for $\phi_0$ is defined as:

$$L_{sim}(x_w, y) = 1 - NCC(x_w, y) = 1 - NCC(\phi \circ x_t, y),$$

$$L_{reg}(\phi_0) = L_{sim}(\phi_0 \circ x_t, x_t) + L_{sim}(\phi_0 \circ y, y).$$

(4)

b) segmentation loss: We use Dice loss to constrain the similarity between warped segmentation mask $s_w$ and target mask $s_t$:

$$L_{seg}(s_w, s_t) = 1 - \frac{2 \cdot \sum_{p \in \Omega} s_w(p) s_t(p)}{\sum_{p \in \Omega} s_w(p) + \sum_{p \in \Omega} s_t(p)}.$$  

(5)

c) smoothness loss: Considering that the contour of nodule changes continuously as it grows, we use a diffusion regularization loss to encourage the smoothness of displacement field $u$:

$$L_{smooth}(u) = \frac{1}{|\Omega|} \sum_{p \in \Omega} ||\nabla u(p)||^2.$$  

(6)

where finite differences between neighboring voxels are used to approximate the spatial gradients $\nabla u(p)$ (for x,y,z 3 dimensions).

2.5 TextureNet for Texture Transformation

In addition to the shape variation, there is also a texture variation in nodule growth caused by the change of CT value distribution of nodules. So a TextureNet is needed to estimate the residual between warped image $x_w$ and target image $y$. TextureNet follows the architecture of WarpNet. To train TextureNet we need an intensity similarity loss $L'_{sim}$ between textured images $\hat{y}$ (see Eq. [1]) and target images $y$, and a regularization loss $L'_{reg}$ for the predicted residual $r_0$ when $t_{itv} = 0$. So the texture transformation learning is formulated as:

$$\hat{\theta}_t = \arg\min_{\hat{\theta}_t} \{ L'_{sim}(\hat{y}, y) + \lambda_1 L'_{reg}(r_0) \}$$

(7)
Table 1. Quantitative results of multiple models. We choose U-Net w or w/o TEM and WarpNet w or w/o segmentation loss as comparisons of NoFoNet. The performance is estimated by PSNR, PSNR\(^*\) (PSNR in the nodule parts), dice coefficient for warped/target segmentation maps and sensitivity/specificity/G-mean for PD/non-PD classification. We evaluate the performance of our models on our in-house dataset (see Sec. 2.1) with 5-fold cross validation.

| Method            | PSNR | PSNR\(^*\) | Dice | Sensitivity | Specificity | G-mean |
|-------------------|------|-------------|------|-------------|-------------|--------|
| Baseline (U-Net)  | 4.1213 | 29.7490     | -    | -           | -           | -      |
| +TEM              | 6.0380 | 31.8821     | -    | -           | -           | -      |
| WarpNet           | 18.0915 | 43.1140     | 0.6301 | 0.7656      | 0.9083      | 0.8339 |
| +Warp Seg Loss    | 18.1952 | 43.2464     | 0.6474 | 0.8594      | 0.8805      | 0.8699 |
| +TextureNet       | 18.2089 | 43.4904     | 0.6474 | 0.8594      | 0.8805      | 0.8699 |

with weight \(\lambda_1 > 0\). We choose MSE loss to encourage maximal intensity similarity. The loss functions of TextureNet are defined as:

\[
L_{\text{sim}}(\hat{y}, y) = \frac{1}{|\Omega|} \sum_{p \in \Omega} (\hat{y}(p) - y(p))^2, \\
L_{\text{reg}}(r_0) = \frac{1}{|\Omega|} \sum_{p \in \Omega} |r_0(p)|^2. \tag{8}
\]

2.6 Implementation Details

NoFoNet can use any CNN architecture for WarpNet and TextureNet, and we use the network design of [2] in this work. All of the experiments in this study are implemented on an NVIDIA Titan X GPU and an Intel i7-6700 CPU. Our codes are based on Python 3.7.3 and Pytorch-1.2.0 [10]. We use \(\lambda_1 = 0.5\), \(\lambda_2 = 10\) and \(\lambda_3 = \lambda_1' = 1\) for the loss weights in Eq. 3 and Eq. 7. Online data augmentation methods, including rotation and flipping along a random axis, are applied on the input images. Each part of NoFoNet is trained using Adam optimizer [7] with an initial learning rate of 0.001 for 200 epochs. Specifically, we emphasize the similarity loss inside the segmentation map to put more attention on the nodule.

3 Experiments

3.1 Evaluation Protocol

Our NoFoNet is trained to predict what the nodule may be visually like after a certain time interval, then we can determine whether it is a PD (progressive disease, i.e., significant growth of nodule in size) case. Since some nodules in our dataset have multiple follow-ups, we stipulate that a nodule is judged as a PD case as long as one of its follow-up pairs (see Sec. 2.1) meets specific criterion, which is determined with the help of two senior radiologists.
Define $V_1$, $V_2$ ($\text{mm}^3$) as the two nodule volumes of a follow-up pair with time interval $T$ (d), the criterion is as follows: (1) Considering that the fast-growing nodules have higher risks, we calculate the average volume growth rate $\text{AVGR} = (V_1 - V_2)/T$, and set a threshold of 1; (2) Some cases may have AVGR less than 1 but eventually grow significantly in size, we set a threshold of 200 for volume difference $\text{VD} = V_1 - V_2$ and a threshold of 50% for relative volume difference $\text{RVD} = (V_1 - V_2)/V_1$. In summary, a nodule is classified as PD case if one of its observed AVGR $\geq 1 \text{mm}^3/$d, or $\text{VD} \geq 200 \text{mm}^3$ and $\text{RVD} \geq 50\%$.

The 315 nodules are divided into two parts according to the aforementioned criterion, resulting in 64 positive cases (PD, significant growth) and 251 negative cases (non-PD, stable or shrinking). We split our dataset randomly into 5 groups based on patients and perform 5-fold cross validation to evaluate our models.

### 3.2 Performance Analysis

In this section we will present some quantitative results and qualitative results. Table 1 shows the performance of our models and baselines using 5-fold cross validation method. Note that U-Net w or w/o TEM predicts output images directly so it only has PSNR and PSNR* (PSNR in the nodule parts) for output/target images. As is shown in Appendix Fig. A.1, U-Net baselines generate predicted images with low visual quality. It is noticeable that when added segmentation loss for warped/target images, WarpNet predicts more accurate displacement fields, resulting in higher dice coefficient between warped/target images and better performance for PD/non-PD classification than WarpNet without segmentation loss. We use the geometrical mean (G-mean) of sensitivity (TP/TP+FN) and specificity (TN/TN+FP) as main evaluation index for the unbalanced dataset.

The TextureNet in NoFoNet improves the visual quality of the warped images and achieves higher PSNR/PSNR* scores, as visually shown in Fig. 2.

Fig. 2 shows the results of spatial transformation for input images by WarpNet and voxel-wise texture addition for warped images by TextureNet. We select a PD case and a non-PD case to demonstrate the performance of NoFoNet on different types of nodules. It can be seen that TextureNet is able to refine the warped images from WarpNet and increase the intensity similarity between the predicted and target nodules. Please refer to Appendix Fig. A.1 for more comparison results (including results from U-Net).
Fig. 3. Continuous prediction results of a PD case (top) and a non-PD case (bottom) by WarpNet. The first and last columns are the input image/segmentation and the target image/segmentation, and columns in the middle are the warped images/segmentations by WarpNets with different temporal encodings. Warped results that have the same time interval as the targets are highlighted in red.

Fig. 3 illustrates the continuous prediction results of two nodules using WarpNet. Note that results with the same follow-up time interval as the targets are highlighted in red. We choose a PD (progressive disease) case and a non-PD case for contrast to show that our WarpNet can represent both significant growth and stabilization of nodules in size well. For PD case it can also be seen that the model is able to generate reasonable nodules as time interval changes and the variation tendency is plausible, indicating the effectiveness of TEM.

4 Conclusion

We develop the NoFoNet, a unified network to predict follow-up lung nodules. By explicitly learning spatial transformation and texture transformation, it yields high-quality visual appearances and accurate malignancy scores, with validated effectiveness on an in-house dataset from two clinical centers.

A limitation of this study is that we only model the tumor size as the indicator of malignancy. However, according to TNM tumor staging system, tumor size (T), lymph node (N) and metastasis (M) are considered in tumor prognosis assessment. In future studies, we will address the N and M information to develop a more advanced risk stratification system for lung nodule follow-up.
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A Appendix Figures
Fig. A1. Comparison of results from WarpNet, TextureNet and U-Net with TEM. We highlight (by red arrows) the areas where intensity is changed significantly by TextureNet. It can be seen that TextureNet is able to refine the warped images from WarpNet significantly, making the textured images more visually similar to the target images, even though the average PSNR metric over the whole volume images in Table 1 of outputs by WarpNet and TextureNet is close. On the other hand, U-Net generates images of low visual quality, which is consistent with corresponding PSNR in Table 1.