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**ABSTRACT:** The hadroproduction of a W boson in association with a charm quark at the Large Hadron Collider is at the centre of current investigations due to its potential to probe the strangeness content of the proton. In this paper we present an implementation of the W + c production process in the PowHel event generator matched to the PYTHIA8 parton shower approach, allowing to obtain predictions for differential cross-sections with NLO QCD accuracy matched to the accuracy of the Shower Monte Carlo event generator. Effects of non-diagonal CKM matrix elements, finite charm quark mass and off-shell W decays including spin correlations are taken into account. We investigate the production of a leptonically decaying W boson in association with either a charmed meson (W± + D*-±) or a charmed jet (W± + j_c) and compare our predictions with particle-level measurements by the ATLAS and CMS collaborations at √s = 7 and 13 TeV. The role of the so-called “opposite sign” and “same sign” contributions to the theoretical cross-sections is presented and discussed, pointing out the importance of including parton shower effects for a reliable estimate of the latter and a faithful comparison with experimental data.
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1 Introduction

Various processes involving the production of heavy flavours at hadron colliders are interesting probes of the internal structure of the proton, expressed in terms of parton distribution functions (PDF) at leading twist in collinear factorization [1]. On the one hand, single inclusive heavy-meson production has been used to constrain the gluon and sea quark PDFs in longitudinal momentum fraction regions not covered by the HERA data [2–4]. On the other hand, the production of a $W$ boson in association with a charm quark either fragmenting into an isolated $D$-meson reconstructed through its decay products or generating a $c$-jet $j_c$ (hereafter we denote both possibilities by $W + c$, collectively indicating, with a slight abuse of notation, both the $W^+ + \bar{c}$ and the $W^- + c$ cases), can provide important information on strange-quark PDFs and the sea quark flavour composition, for which large uncertainties still exist [5–7]. In particular, beside deep inelastic scattering (DIS) HERA data, legacy datasets included in PDF fits to constrain the strange sea include DIS dimuon data from massive high-density detectors, bubble chamber and nuclear emulsion data on charmed hadron production. The incapability of obtaining good fits of all these datasets simultaneously, has led the PDF collaborations to discard or question the validity of some of them. Recent precise Large Hadron Collider (LHC) data (in particular Drell-Yan production) are also sensitive to strange quark distributions. Their incorporation in PDF analyses has also disclosed potential tensions with part of the aforementioned legacy datasets. The present understanding of proton strange sea is thus still far from being satisfactory. While waiting for new DIS measurements capable of probing the strange sea at a proposed Large
Hadron-Electron Collider \cite{8} or at a forthcoming Forward Physics Facility \cite{9} during the High-Luminosity LHC phase, investigating the information we can extract nowadays from the $W + c$ process at the LHC is indeed timely. In fact this process is sensitive to the (anti-)strange-quark PDF at leading order (LO) accuracy (see figure 1). The sensitivity to strange PDF sea is somehow weakened by the fact that the Cabibbo-Kobayashi-Maskawa (CKM) matrix is non-diagonal and by the inclusion of radiative corrections, which involve the opening of additional channels at next-to-leading order (NLO) ($gg, q\bar{q}, q\bar{q}, q\bar{q'}, \bar{q}q'$). At the LHC, $W + c$ can probe strange-quark PDFs at scales $Q$ of the order of the $W$ mass. This scale is larger than the typical $Q \sim 1-10 \text{GeV}$ reach of the aforementioned legacy DIS experiments traditionally used to probe the strange-quark distribution. Precise measurements of the cross section ratio \( R = \sigma(W^+ + \bar{c})/\sigma(W^- + c) \) can highlight the degree of asymmetry between $s$ and $\bar{s}$ PDFs and help constraining the strangeness suppression factor \( R_s = (s + \bar{s})/(\bar{u} + d) \). The $R$ ratio is also sensitive to the $V_{cd}$ parameter of the CKM matrix, whose impact on the $W^- + c$ channel is substantially larger than on $W^+ + \bar{c}$ due to the fact that in $pp$ collisions the $d$-quark induced parton luminosity is larger than the $\bar{d}$-quark induced one.

On top of that, $W + c$ is a background for intriguing Standard Model (SM) processes such as $WH (H \rightarrow cc)$ production, for which experimental analyses have started to be performed only recently \cite{10, 11}, and for more known processes, such as single $t$-quark or $t\bar{t}$ quark production. Beyond the SM, it plays a role in searches of Dark Matter final states accompanied by jets \cite{12–14}, and in models with an extended Higgs sector, e.g. two-Higgs doublet models \cite{15} with a Higgs boson decaying into a $c\bar{c}$ pair.

Given all these reasons, $W + c$ production has received considerable attention in the last two decades. The first measurements of $W + c$ cross sections, carried out at the Tevatron by the CDF and D0 experiments \cite{16–18}, collected limited data for $W + j_c$, while more recent measurements have been performed at the LHC in Run I and II by the ATLAS (at 7 TeV) and CMS (both at 7 and 13 TeV\footnote{An analysis at $\sqrt{s} = 8 \text{TeV}$ has also been performed by the CMS collaboration, for which a paper has been released very recently \cite{19}.}) collaborations \cite{20–22} for both $W + D$ meson and $W + j_c$ production. Results for $W + c$ production in the forward region are also available by the LHCb collaboration \cite{23}.

The high phenomenological interest discussed above motivates this work, where we present, in the same framework, predictions for both $W + D$-meson and $W + j_c$ production.
in \( pp \) collisions and compare them to the LHC ATLAS and CMS experimental data at the particle level.\(^2\)

Next-to-leading order (NLO) QCD predictions for \( W + c \) production in hadronic collisions are available since a while \([24, 25]\) and the complementarity of Drell-Yan and \( W + c \) studies to better constrain NLO PDF fits has already been pointed out some time ago \([26]\).

Meanwhile further progress has been achieved with the computation of EW corrections and combined NLO QCD+EW results for \( V + \) jets final states \([27–30]\).

Predictions for \( W + c \) hadroproduction at NLO QCD accuracy matched to Parton Shower (PS) according to the MC@NLO matching framework \([31]\) can be obtained using the MadGraph5_aMC@NLO framework \([32]\), with appropriate modifications of the default version.\(^3\) Predictions for \( W + c \) hadroproduction according to the POWHEG NLO + PS matching framework \([33, 34]\) with \( W \) bosons decaying leptonically are presented here for the first time, by making use of the PowHel event generator, including charm-quark mass in the hard-scattering matrix-elements, treating the \( W \) off-shell, as well as including non-diagonal CKM matrix effects. PowHel produces events at the first radiation emission level in the Les Houches Event Format (LHEF). Further radiation emissions are simulated by interfaces to standard Shower Monte Carlo (SMC) codes.

Very recently, the first, state-of-the-art predictions for \( W + j_c \) production at NNLO accuracy were presented in ref. \([35]\), working in a five flavour number scheme, therefore neglecting charm quark finite-mass effects. In an effort to complement this ground-breaking calculation, in this work we show predictions for \( W + D \)-meson production retaining charm quark finite-mass effects in the hard-scattering matrix-elements, evaluated in the decoupling renormalization and factorization scheme \([36]\) with three active flavours. We also show predictions for \( W + j_c \).

A direct comparison of the predictions in the work of ref. \([35]\) with the experimental data on differential cross-sections at the particle level suffers from some limitations. This is due, on the one hand, to the lack of parton shower and hadronization effects in jet formation (a \( c \)-jet for the \( W + c \) process in a fixed-order NNLO calculation with five active flavours is formed by one massless charm quark and at most two additional massless partons), whereas an experimental jet is obtained by clustering many hadrons, instead of a few partons. The experimental collaborations, in some analyses, in order to facilitate comparisons with fixed higher-order predictions unfold their fiducial results from the particle to parton level, but this procedure introduces additional systematic uncertainties, depending on the underlying assumptions. On the other hand, the jet algorithm used in the experimental analyses so far (anti-\( k_T \) \([37]\)) is not applicable to heavy-flavour jet studies at NNLO in case the heavy flavour is treated massless in the calculation. When the heavy flavour is treated massless and a heavy-flavoured pair is produced with high collinearity (due to massless treatment the dead-cone does not prevent this configuration) the produced singular contribution is not regularized because no subtraction nor mass is present to prevent from

\(^2\)In our paper we use particle level for hadron level to be in accord with terminology used by the experiments.

\(^3\)To implement the possibility of massive charm quarks in the MadGraph5_aMC@NLO hard-scattering matrix-elements one has to activate a customized input model file.
collinear emissions. The same issue appears when the heavy-flavoured pair becomes soft. This implied that the authors of ref. [35] had to use a different algorithm (flavoured-$k_T$ algorithm [38]), which avoids the aforementioned issue by first clustering the two quarks together, before a potential recombination with the other final state parton/pseudojet. On a complementary side in the case of a NLO+PS computation, like the one that we present in this work, the accuracy of the hard-scattering matrix-elements is lower (NLO instead of NNLO on inclusive predictions), however parton shower, hadronization, multiple parton interaction and beam remnant effects are included, allowing for a more realistic modeling of hadronic observables. We use the anti-$k_T$ jet algorithm like in the already available LHC experimental analyses. Let us note that, for the process under consideration, the cross section at Born level does not suffer from infrared singularities when a finite $c$-quark mass is considered. When higher-order QCD corrections are included, the infrared singularities originating from virtual- and real-radiation contributions cancel for infrared-safe observables and leave the cross section finite. This allows one to cover the whole phase space of $W + c$ production without need of any technical cut.

The main focus of our study is $W + D$-meson production, which allows for looser experimental $p_T$ cuts compared to the case of $W + j_c$. For the production of identified hadrons, the complications related to the jet algorithm choice are not present. However, uncertainties exist on the hadronization process. Uncertainties regarding the heavy-quark treatment in parton shower evolution are present for both the $j_c$ and $D$-meson case.

We also observe that the experimental collaborations so far have employed $W +$ jets samples of simulated events with hard-scattering matrix-elements evaluated considering five active flavours for their published analyses of the $W + c$ data at particle level. On the other hand, they have used predictions with massive charm as available in various NLO integrators for comparison with their data unfolded to the parton level.

After various studies of the compatibility of strange quark distributions traditionally extracted from legacy DIS datasets with the LHC $W + c$ data (see e.g. ref. [5]), the PDF collaborations have already started to include the LHC $W + c$ production data in their fits. In particular, the $W + c$ data analyzed in this paper were very recently included in the new release of the NNPDF PDF fit, i.e. NNPDF4.0 [39, 40], after the study of ref. [7] using as a basis the NNPDF3.1 PDF fit [41], which has lead to various variants of the latter, identified by the prefix str (for strange quark). Some of these variants include the LHC $W + c$ production data compared with fixed-order NLO predictions supplemented by a NNLO $K$-factor although, in the absence of NNLO predictions for the $W + c$ case with massive charm, the calculation of a NNLO $K$-factor is indeed challenging. Additionally, such a comparison is possible only for experimental data unfolded at the parton level. A part of these data (i.e. those in ref. [20]) has also been included in the very recent MSHT20 PDF fit [42]. The CT18 collaboration, although not including the LHC $W + c$ data in their fit [43], has benchmarked their NNLO PDF fits with respect to the ATLAS $W + j_c$ data [21], without, however, using them in association with a full NNLO calculation of partonic cross-sections for this production process. Our work provides new insights about including the LHC $W + c$ data in PDF fits and a new method for getting predictions at NLO + SMC accuracy.
The paper is organized as follows. In section 2.1 we present the computational framework that we used for this work and discuss the setup of the calculation, as well as the various options for modelling W production and decay available in our W + c implementation. In section 3 we discuss phenomenological results for differential cross sections adopting the cuts used by the LHC experimental analyses. Finally in section 4 we draw our conclusions. Details related to the conversions between different factorization and renormalization schemes are presented in appendix A, whereas the role of different contributions to the fiducial cross sections that we compare to experimental data are discussed in appendix B.

2 Computational setup

2.1 Details of the implementation

This work is based on the PowHel event generator, built on the interface between the POWHEG-BOX-v2 computing framework [44], which implements the POWHEG NLO+PS matching [33, 34], and HELAC-NLO [45], which provides all matrix elements. Infrared divergences are regularized by using the Frixione-Kunszt-Signer subtraction scheme [46, 47], as implemented in the POWHEG-BOX-v2. The subtraction of the residual initial-state collinear divergences is achieved in the decoupling factorization scheme. The output of PowHel are events at the first radiation emission level, i.e. after the emission of the first additional resolved or unresolved radiative parton. These are collected in files with Les Houches event format (LHEF). Further radiative emissions, as well as the hadronization and hadron decays, can be described by providing these files as an input to SMC programs, including various versions of PYTHIA [48–50] and HERWIG [51–53]. This way, fully exclusive differential cross-sections for many different observables at the hadron level can be computed.

The PowHel event generator was originally developed for phenomenological studies of top-antitop hadroproduction in association with a range of different particles. In particular, predictions have been presented for several top-quark pair related processes at both the Tevatron and the LHC, and used by the experimental collaborations in a variety of SM and BSM analyses. LHEF events for all these processes were generated in the $\overline{MS}$ renormalization and factorization scheme with 5 active flavours at all scales above the bottom threshold. The PowHel extension to the decoupling scheme with 4 active flavours at all scales was discussed in ref. [54], where predictions for $t\bar{t}b\bar{b}$ hadroproduction with massive bottom quarks were compared to those with massless bottom previously obtained [55].

In this paper, for the first time, we have extended PowHel to the decoupling scheme with 3 active flavours, which has required the extension of HELAC-1LOOP, part of HELAC-NLO, to include finite-mass effects of c-quarks in all aspects of the computation. Consistently, PDFs in the decoupling scheme with 3 active flavours together with their associated $\alpha_S$ evolution have been used as input of the hard-scattering process. Several PDF sets extracted according to this scheme are available in the LHAPDF interface [56]. However, only part of them include a number of eigenvectors/set-members, allowing for an estimate of PDF related uncertainties. The ABMP16_3_NLO PDF fit, that we choose as default in this study, is one of such cases.
In our analysis we also used examples of PDF sets and corresponding $\alpha_S$ in the $\overline{\text{MS}}$ scheme. To be able to use these with hard-scattering matrix-elements with a massive charm quark, in general, a compensation term is needed \cite{57} which appropriately modifies both the coupling and structure functions to decouple the massive degree of freedom.\footnote{In the currently available $\overline{\text{MS}}$ PDF sets and corresponding $\alpha_S$ evolution, the number of active flavours below each threshold decreases by just one unity, i.e. it switches from 5 light flavours to 4 and 3 light flavours below the bottom and charm thresholds, respectively.} This compensation term is process dependent and the derivation suitable for our purposes can be found in appendix A.

The HELAC-NLO matrix elements have been extensively checked against the public code MadGraph5_aMC@NLO. We have also performed comparisons at the integrated level, checking our NLO fixed-order predictions against the public code MCFM \cite{58}, which includes a $W + c$ implementation by the same authors of the $W + t$ one \cite{59}. For these cross-checks we used different systems of cuts. In all cases we found perfect agreement.

New updates and features have been also implemented in the PowHel framework. These include an interface to the POWHEG-BOX-v2 and the implementation of a general-purpose phase space generator that can be used for generic multi-leg processes. In the all-purpose multi-channel phase space generator we take into account both $s$- and $t$-channel branchings. For intermediate massive particles with finite width our phase-space generator maps away the Breit-Wigner resonances. The phase space is constructed using channels. The possible channels are determined by examining the contributing subprocesses undoing particle branchings in all possible ways.

The new PowHel version used in this paper got equipped with machinery to fully automatically determine all non-zero helicity configurations for each of the subprocesses. It only uses a minimal set of subprocesses to obtain all the others by means of crossing.

\subsection{2.2 Input parameters}

We consider the processes $pp \to \ell^+ \nu_\ell \bar{c} + X$ and $pp \to \ell^- \bar{\nu}_\ell c + X$ at NLO QCD accuracy, i.e. the hard scattering is computed at $\mathcal{O}(\alpha_s^2 \alpha^2)$. Here and in the following we denote with $\ell$ either an electron, muon or tau, all considered massless\footnote{For the time being, the $W^\pm \to \tau^\pm \nu_\tau$-decay channel is not included in the $W + c$ experimental analyses.} in the computation of the matrix elements. For this reason the latter are only implemented for the electron channel and reused for the other lepton generations. The possible decay channels can be set through the PowHel vdecaymode reserved word in the input card,\footnote{If $n_\ell$ corresponds to the lepton family $\ell = e, \mu, \tau$, the ensemble of the allowed decay channels can be set through vdecaymode = 100 $\cdot$ $n_e$ + 10 $\cdot$ $n_\mu$ + $n_\tau$. Using $n_\ell = 1(0)$ for each channel, the channel is turned on (off).} used for several $W$ boson related processes in POWHEG-BOX-v2. For brevity, in the following we will also refer to the above-mentioned processes as to $W^+\bar{c}$ and $W^-c$. However it should be clear that we consider realistic final states with hadrons, charged leptons and missing transverse momentum. Also, unless stated explicitly, no on-shell approximation is applied to model $W$ boson decays.
The CKM matrix is assumed to be non-diagonal. More precisely we consider the approximation where mixing occurs only between the first two generations of quarks, using $\sin^2\theta_{\text{Cabibbo}} = 0.050934360$ as mixing parameter [60]. Based on this choice, the list of partonic subprocesses that contribute to $W^+\bar{c}$ and $W^-\bar{c}$ production can be obtained via crossing from the following master amplitudes:

\begin{align*}
\emptyset \rightarrow \ell^+ \nu_\ell \bar{c} s g & \quad \emptyset \rightarrow \ell^- \bar{\nu}_\ell c s g \\
\emptyset \rightarrow \ell^+ \nu_\ell \bar{c} d g & \quad \emptyset \rightarrow \ell^- \bar{\nu}_\ell c d g \quad (2.1) \\
\emptyset \rightarrow \ell^+ \nu_\ell \bar{c} s g g & \quad \emptyset \rightarrow \ell^- \bar{\nu}_\ell c s g g \\
\emptyset \rightarrow \ell^+ \nu_\ell \bar{c} d g g & \quad \emptyset \rightarrow \ell^- \bar{\nu}_\ell c d g g \\
\emptyset \rightarrow \ell^+ \nu_\ell \bar{c} q\bar{q} & \quad \emptyset \rightarrow \ell^- \bar{\nu}_\ell c q\bar{q} \\
\emptyset \rightarrow \ell^+ \nu_\ell \bar{c} c\bar{u} d & \quad \emptyset \rightarrow \ell^- \bar{\nu}_\ell c c\bar{u} d \\
\emptyset \rightarrow \ell^+ \nu_\ell \bar{c} c\bar{u} s & \quad \emptyset \rightarrow \ell^- \bar{\nu}_\ell c c\bar{u} s \quad (2.2)
\end{align*}

where $q \in \{u, d, s\}$. The subprocesses in eq. (2.1) contribute to the virtual part of the NLO cross section as well as to the integrated subtraction terms, while the ones in eq. (2.2) contribute to the real part. Other input parameters used in our computation are:

\begin{align*}
G_F = 1.16639 \cdot 10^{-5} \text{ GeV}^{-2}, & \quad m_t = 172.5 \text{ GeV}, \\
m_b = 4.75 \text{ GeV}, & \quad m_c = 1.5 \text{ GeV}, \\
m_W = 80.379 \text{ GeV}, & \quad \Gamma_W = 2.085 \text{ GeV}, \\
m_Z = 91.1876 \text{ GeV}. & \quad (2.3)
\end{align*}

We work in the $G_\mu$ scheme and the electromagnetic coupling $\alpha$ is derived according to the formula

$$\alpha = \frac{\sqrt{2}}{\pi} G_F m_W^2 \sin^2 \theta_W,$$

where $\sin^2 \theta_W = 1 - m_W^2/m_Z^2$. The treatment of the resonant $W$ boson is performed in the fixed width scheme. Leptonic mass effects are neglected in the calculation of the matrix elements. However for compatibility with PYTHIA8, for which the default values of all lepton masses are non-zero, we restore leptonic masses at the stage of generation of PowHe1 events. This is done by rescaling momenta such that energy and momentum conservation as well as masses of resonances are preserved. For the leptonic masses we use the same values encoded in the SMC generator, i.e. $m_e = 0.511 \cdot 10^{-3} \text{ GeV}$ and $m_\mu = 0.10566 \text{ GeV}$.

In this study we will present results obtained with the following PDF sets: ABMP16_3_NLO [61], CT18NLO [62] and CT18ZNLO [62], emerged from QCD analyses including different experimental data. Additionally, the analyses performed by the ABMP16 and CT18 collaborations are based on different theory input, heavy-flavour and $\alpha_S$ treatment, different PDF parameterizations and different treatment of uncertainties.

\footnote{This is done by the built-in lhefinitemasses routine of PowHe2-BOX-v2.}
and tolerance criterion. We note that the PDF sets adopted in this work assume zero strange asymmetry, i.e. equal distributions for the \( s \) and the \( \bar{s} \) sea quarks. While it is known that perturbative evolution in QCD generates a \( s - \bar{s} \) asymmetry \([63]\), the absolute size of the latter is at present unclear and different PDF groups adopt different approaches towards it. Furthermore we have checked that, at the level of fixed-order NLO calculations in the phase-space region more relevant for current \( W + c \) experimental studies, predictions obtained with the NNPDF3.1 NLO PDF set \([41]\), that is currently used in many experimental analyses, lie between those computed with the ABMP16 and CT18 NLO PDFs. A comprehensive study of PDF uncertainties, based on extensive analysis of all the available PDF sets, is clearly in order. While this study is indeed possible within our framework, it is beyond the scope of the present work and therefore left for future analyses.

Each PDF set is provided by the respective PDF collaboration together with a specific value of the strong coupling \( \alpha_s \) at the \( M_Z \) scale. The two-loop running of \( \alpha_s \), consistent with NLO calculations, is provided by the LHAPDF interface. Let us note that the ABMP16_3_NLO PDF set has three active flavours at all scales. The ABMP16 PDF family was derived in a QCD analysis adopting the decoupling scheme for computing the theory predictions used, together with a selection of experimental data, as input to the fit. On the other hand, the CT18 and CT18Z PDF families were derived using a Variable Flavour Number Scheme approach. The CT18 analysis is regarded as one of the global PDF fits. In case of CT18NLO and CT18ZNLO PDFs, a three-flavour version is not yet available.\(^8\) In order to use the latter sets in our computations, the matrix elements that HELAC-NLO provides in the decoupling scheme have to be properly modified by compensating terms, as already mentioned in section 2.1. The explicit calculation (see appendix A) shows that the compensating terms are identically zero when the factorization scale, governing the factorization and PDF evolution, and the renormalization scale, governing \( \alpha_s \) evolution, are assumed to be equal.

As for any fixed-order calculation, the hard-scattering process contains a residual dependence on the renormalization and factorization scales (denoted by \( \mu_R \) and \( \mu_F \) respectively). We consider \( \mu_R = \mu_F = \mu_0 = H_T/2 \) to be our default scale choice, where

\[
H_T = \sqrt{p_{T,W}^2 + m_W^2} + \sqrt{p_{T,c}^2 + m_c^2}.
\] (2.5)

Here \( p_{T,W} \) is the transverse momentum of the \( W \) boson reconstructed from its decay products. This scale is evaluated using the kinematics of the underlying Born process and is employed for the computation of all (Born, virtual and real) contributions to the NLO cross section with the only exception of the real contribution from \( W^\pm c\bar{c} \). For the latter the functional form used for the scale definition reads

\[
H_T = \sqrt{p_{T,W}^2 + m_W^2} + \sqrt{p_{T,c}^2 + m_c^2} + \sqrt{p_{T,\bar{c}}^2 + m_{\bar{c}}^2}.
\] (2.6)

Uncertainties stemming from variation of scales are estimated by rescaling \( \mu_R = \xi_R \mu_0 \) and \( \mu_F = \xi_F \mu_0 \), using the standard seven combinations

\[
(\xi_R, \xi_F) = \{(0.5, 0.5), (0.5, 1), (1, 0.5), (1, 1), (1, 2), (2, 1), (2, 2)\}.
\] (2.7)

\(^8\)The CT18 collaboration is currently working on such a PDF fit version \([64]\).
The scale uncertainty band is defined taking the upper and lower bounds of the envelope of predictions obtained with these scale choices.

By default in the \textsc{POWHEG} matching the Sudakov peak is produced by exponentiating the whole real-emission contribution. All-order effects should only affect the low-\(p_T\) region of extra parton emission. However, as it was shown in \cite{65}, there can be processes where this method results in an increase of yield in the high \(p_T\) region as well. As a remedy to this problem the \texttt{hdamp} option was introduced \cite{65} in order to only exponentiate a part of the real emission. With a careful selection of the damping function it was achievable to reproduce the fixed-order curve at high-\(p_T\), while simultaneously having a Sudakov shape at low \(p_T\).

For the Sudakov peak formation the real-emission contribution is used in the form of ratio of the real-emission and Born squared matrix elements. There can be processes where the Born squared matrix element vanishes at phase space points. This results in a numerical instability and was circumvented by the introduction of the \texttt{flg\_bornzerodamp} parameter which excludes the real-emission contribution from the exponentiation if it is at least five times larger than the subtractions \cite{66}. For the process at hand the Born contribution is finite in all phase-space points, because the charm quark mass is finite, although having a small value when compared with some of the other characteristic scales of the process. The \texttt{bornzerodamp} parameter can also be used to improve the efficiency of event generation by excluding those phase-space regions where the extra parton emission is well-resolved, but, because of a peaking contribution, could negatively affect the event generation, considering the hit-and-miss technique applied to this purpose. The Sudakov peak is the consequence of the all-order summation of Sudakov logarithms. Since Sudakov logarithms have an IR origin, the regions where these logarithms are not dominating should not have an effect in the formation of the Sudakov peak.

Extensive studies were carried out and it was found that, beside setting the flag \texttt{flg\_bornzerodamp} to one, no special damping factor is needed to reach a good efficiency in event generation for the process at hand, have the desired Sudakov shape at low \(p_T\) and match the event-level curve to the fixed-order one at large \(p_T\).

\section{W off-shellness and spin correlation effects}

Due to the high efficiency and integrated luminosity reached in the LHC Runs so far, enough statistics was collected to apply sophisticated sets of cuts on events potentially contributing to \(W + c\) production. Due to the decaying \(W\) and the exclusiveness of cuts it is not at all trivial to establish a priori up to which extent spin correlations are important to make sane predictions. In order to investigate the effect of spin correlations or the lack thereof, we consider four different approaches for the modeling of \(W\) boson decays:

1. \textit{Full calculation}: in this case the program uses matrix elements where the leptonic final states are present and a finite width is assigned to the \(W\) boson. So this option includes full spin correlations in the \(W\)-boson decay products with finite width effects for the \(W\).
2. **Narrow width approximation (NWA):** the same matrix elements are being used as for case 1 but the Breit-Wigner resonance of the $W$ is replaced by a Dirac-delta function corresponding to the $\Gamma_W \to 0$ limit:

$$\left| \frac{i}{\rho_W^2 - m_W^2 + i m_W \Gamma_W} \right|^2 \to \frac{\pi}{m_W \Gamma_W} \delta(p_W^2 - m_W^2).$$  (2.8)

In this approach spin correlations are preserved while finite-width effects of the $W$ boson decay are dropped.

3. **No spin correlation:** a stable $W$ boson is considered in the matrix elements. The on-shell $W$ boson is decayed in the event generation step, prior to the shower evolution, using isotropic decay. This way the SMC receives events with leptonic final state but lacking spin correlations in the decay products.

4. **SMC-decay:** the same matrix elements as for case 3 are adopted. In this approach the $W$ decay is performed directly by the SMC program, which by default does not account for spin correlation effects.

Unless stated explicitly, all predictions shown in section 3 are based on the Full Calculation approach. In section 3.2 we will also present a comparison of differential NLO+PS cross sections based on the four approaches described above, considering the set of cuts adopted by the ATLAS collaboration in the analysis of $W+c$ at $\sqrt{s} = 7$ TeV. For illustrative purposes, we present here a comparison of inclusive predictions for $\ell\nu, \ell^+\nu^-$ production at $\sqrt{s} = 7$ TeV ($\ell = e, \mu, \tau$). Since $W$ bosons are always assumed to decay leptonically in our analysis, we will refer to these predictions also with the name “fully inclusive $W+c$ production in the leptonic channel”. These results are obtained from the LHE generated by PowHe1 and thus refer to the parton level as it emerges after the POWHEG matching. The full available phase space is covered at this stage, namely no kinematical cuts are imposed. The contribution of $W+c\bar{c}$ final states, emerging from the diagrams $ud, \bar{d}u \to c\bar{c}W^+$, which is separately gauge invariant, is not included in the plots of figure 2. The contribution of the $W+c\bar{c}$ final state to the total inclusive cross section amounts to $\sim 5\%$. As we will see in the following, the cuts presently applied by the experimental collaborations in $W+c$ analyses greatly suppress it.

Figure 2 shows distributions of the transverse momentum of the charged lepton arising from the $W$ boson decay ($p_{T,\ell}$) as well as of the total missing momentum ($p_{T}$). The two plots report the predictions that we obtained using the four above-mentioned approaches, considering the scale setup $\mu = \mu_R = \mu_F = H_T/2$ and the ABM16.3_NLO PDF set as input. We observe that predictions labeled with “no spin” and “SMC-decay” are very close to each other. This should not come as a surprise since the two results adopt identical accuracy for the modeling of the $W$ boson decay. On the other hand spin correlations (“NWA”) have a visible effect on the shape of both distributions, where low-$p_T$ regions are enhanced for the charged lepton as well as for the missing $p_T$. It is easily understood that such effect has an impact on the full calculation chain up to the level of realistic NLO+PS predictions, given that the typical setup of the experimental analyses includes cuts on the
lepton $p_T$. For comparison, looking at the prediction labeled with “Full”, one can observe that effects related to the off-shellness of $W$ boson decays play a minor role in this context.

To quantify the numerical impact of $W^\pm + c\bar{c}$ contributions, we report in table 1 the fully inclusive NLO cross sections for $W^\pm + c\bar{c}$ and the LO cross sections for $W^\pm + c\bar{c}$ production for various center-of-mass and PDF setups. One can see that the contribution of $W^\pm + c\bar{c}$ to the total cross section is set in the range 2%–5%.

3 Phenomenological results

As mentioned in the Introduction, public results for $W + c$ production at the LHC have been released by both the ATLAS and CMS collaborations. We start the analysis by comparing our theory predictions for $D$-meson production in association with a $W$ boson decaying leptonically with the data of the CMS analysis at $\sqrt{s} = 13$ TeV [22] and of the ATLAS one at $\sqrt{s} = 7$ TeV [21]. In ref. [21] ATLAS has also published data on $c$-jets. We also report a comparison with the latter. Because of the massive charm the Born cross section is IR-finite, hence the total inclusive cross section is well-defined. As already mentioned, the total inclusive NLO QCD cross sections we obtained in this paper (for both energies and all used PDFs) are listed in table 1. It should be noted that the listed cross sections for the $W^\pm c\bar{c}$ process are at leading order only due to the fact that only tree-level diagrams for this process might contribute as real corrections to associated $W + c$ production at NLO.

3.1 Comparison with CMS data: $W^\pm + D^*(2010)^\mp$ production at 13 TeV

The CMS analysis of $W^\pm + D^*(2010)^\mp$ events published in ref. [22] provides differential distributions of the absolute value of the pseudorapidity for the charged lepton associated with the $W$ boson leptonic decay. In particular, a $W$ boson is identified when it decays...
Table 1. NLO QCD cross sections for fully inclusive $W^- c + X$ and $W^+ \bar{c} + X$ production in the leptonic channel at $\sqrt{s} = 13$ and 7 TeV for different PDF sets and charm quark on-shell mass values adopted in the rest of this work. The contributions from $W^{\pm} c \bar{c}$ final states (contributing at the same order and multiplicity as real radiation, though finite) to the full NLO cross section are also reported explicitly. See text for more detail.

| Energy | Process | PDF | $m_c$ [GeV] | $\sigma_{NLO}$ [pb] |
|--------|---------|-----|-------------|---------------------|
| 13 TeV | $W^+ \bar{c} + X$ | ABMP16 | 1.5 | 4994(7) |
|        |         | CT18Z | 1.4 | 5298(6) |
|        | $W^- c + X$ | CT18 | 1.4 | 4838(6) |
|        | ABMP16 | 1.5 | 5190(6) |
|        | CT18Z | 1.4 | 5521(7) |
|        | CT18 | 1.4 | 5053(6) |
|        | $W^+ c \bar{c}$ | ABMP16 | 1.5 | 156.30(6) |
|        | CT18Z | 1.4 | 213.36(6) |
|        | CT18 | 1.4 | 209.72(6) |
|        | $W^- c \bar{c}$ | ABMP16 | 1.5 | 101.82(3) |
|        | CT18Z | 1.4 | 138.97(6) |
|        | CT18 | 1.4 | 136.64(6) |
| 7 TeV  | $W^+ \bar{c} + X$ | ABMP16 | 1.5 | 2009(2) |
|        | $W^- c + X$ | ABMP16 | 1.5 | 2113(2) |
|        | $W^+ c \bar{c}$ | ABMP16 | 1.5 | 86.70(3) |
|        | $W^- c \bar{c}$ | ABMP16 | 1.5 | 51.89(2) |

into a muon ($p_{T,\mu} > 26$ GeV and $|\eta_\mu| < 2.4$) accompanied by missing energy. Predictions are presented for the individual $\mu^+$ and $\mu^-$ pseudorapidity distributions, as well as for their sum.

The potential contribution of the $W^{\pm} c \bar{c}$ process is greatly suppressed with respect to that of the $W^+ \bar{c}$ and $W^- c$ processes through analysis cuts, which make $W^{\pm} c \bar{c}$ contributing in equal proportion on average to both the signal and the background. When computing the cross-sections, the contribution of the events including a $D^*(2010)$-meson ($j_c$) with charge having the same sign (SS) as the $\ell$ charge (background) is subtracted from that of the events where the $D^*(2010)$-meson ($j_c$) and $\ell$ charges have opposite sign (OS) (signal). If two $D^*(2010)$-mesons with opposite charges in a same event are both within the experimental cuts, the event equally contributes to both the signal and the background, so its net contribution to the (OS–SS) cross-section is null. All figures reported in the following refer to (OS–SS) cross-sections. On the other hand, the separate role of the OS and SS contributions to the fiducial cross-sections are quantified and discussed in detail in appendix B.

As mentioned in the Introduction, on the one hand, the CMS collaboration compared
the data at the particle level with simulations of both $W^+ \rightarrow \mu^+ \nu_\mu$ and $W^- \rightarrow \mu^- \bar{\nu}_\mu$ production in association with light jets made with MadGraph5_aMC@NLO interfaced to PYTHIA8. On the other hand, they also unfold their experimental distributions at the parton level, and, in this case, they compare the corresponding results to the fixed-order NLO QCD implementation available in MCFM, involving instead massive charm quarks. In their analysis central $D^*(2010)^\pm$-mesons ($|\eta_{D^*(2010)^\pm}| < 2.4$), with a relatively low transverse momentum $p_{T,D^*(2010)^\pm}$ ($p_{T,D^*(2010)^\mp} > 5$ GeV), are measured. This fact motivates the investigation of charm-quark mass effects in the calculation, given that the charm-quark mass value ($\sim O(1 - 2)$ GeV) has the same order of magnitude of the minimum $p_{T,D^*(2010)^\pm}$ value explored by the experimental collaboration. The $p_{T,D^*(2010)^\pm}$ distributions are peaked at low $p_{T,D^*(2010)^\pm}$ values, implying that the typical differential cross-sections for the observables considered in the experimental analysis, which integrate over the whole measured range of $p_{T,D^*(2010)^\pm}$, are dominated by the contribution of events with $D^*(2010)^\pm$-mesons with $p_{T,D^*(2010)^\pm}$ values close to the kinematical cut.

In figure 3 we compare the predictions obtained by PowHel + PYTHIA8, using hard-scattering matrix-elements with massive charm, to the CMS experimental data at the particle level. The three panels report separately differential distributions of the absolute value of the charged muon pseudorapidity for the $\mu^+$ and $\mu^-$ cases, as well as their sum. Theory predictions include parton shower, hadronization, multiple parton interaction (MPI) and beam remnant effects, with parameters fixed by the selected PYTHIA8 tune. We study the effects of two different PYTHIA8 tunes, by computing theory predictions with both the default Monash tune [67] (option 14 in PYTHIA8, current default), used in figure 3, and one of the recent ATLAS A14 central tunes [68] (option 21 in PYTHIA8), used in figure 4. The two selected tune options are both based on the same PDF set (NNPDF2.3 LO [69]) and both incorporate LHC Run I data ($\sqrt{s} = 7$ TeV). On the one hand, the Monash tune was designed with the intent of providing an overall reasonable description of both minimum-bias and underlying event physics, i.e. of both soft-inclusive physics and the processes typically accompanying a hard-scattering (central) collision. On the other hand, the ATLAS A14 set of tunes focused on events with one or more high-$p_T$ emissions, providing a simultaneous tune of both PS and MPI parameters, by making use of ATLAS data for distributions of observables sensitive to initial state interactions, final state interactions and the underlying event. Among others, both tunes included Drell-Yan data. However, the Monash tune, differently from the ATLAS one, also includes CMS data.

While we did not make any attempt to vary the LO PDF corresponding to each tune in the SMC not to spoil the validity of the tune itself, we consider the effect of the variation of the NLO PDF and scales used as input for the generation of the events at the first radiation emission level, by exploiting the reweighting opportunities available within the POWHEG-BOX-v2 framework, that we imported in PowHel. In particular, the hatched (blue) uncertainty bands in figure 3 and 4 refer to the 7-point renormalization and factorization scale variation around the central value $(\mu_R,\mu_F) = \mu_0 = H_T/2$, where $H_T$ is computed according to eqs. (2.5)–(2.6). The central predictions refer to the ABMP16_3_NLO PDF set, that we use as our default, together with its $\alpha_S(M_Z)^{n_f=3} = 0.1066$ value (corresponding
Figure 3. Difference of the differential cross-section for \(W + D^*(2010)\)-meson production, with \(W^\pm \rightarrow \mu^\pm (\bar{\nu}^\mu)\), where the hardest central \(\mu\) and the \(D^*(2010)\)-meson have charge of opposite sign and that where the \(\mu\) and the \(D^*(2010)\)-meson have charges of the same sign, as a function of the absolute value of the pseudorapidity of the hardest \(\mu\). The three panels refer respectively to the case of \(\mu^+\), \(\mu^-\) and their sum. Theoretical predictions at NLO + SMC accuracy, obtained by PowHel + PYTHIA8 are compared to experimental data from the CMS collaboration [22]. 7-point (\(\mu_R\), \(\mu_F\)) scale and PDF uncertainty bands, computed from the 30 members of the ABMP16_3_NLO PDF set, are reported by shaded (blue) and solid (green) bands, respectively. As further input of PowHel, we consider 2-loop \(\alpha_S\) evolution, \(\alpha_S(M_Z) = 0.1066\) consistent with the PDF set, and \(m_c = 1.5\) GeV. The predictions include parton shower, hadronization, MPI and beam remnant effects according to the PYTHIA8 Monash tune. See text for more detail.
Figure 4. Same as in figure 3, but using the PYTHIA8 ATLAS A14 central tune with NNPDF2.3LO PDFs.

Figure 5. Same as in figure 3 and 4, but limited to central predictions with two different PYTHIA8 tunes (Monash and ATLAS A14 central tune with NNPDF2.3LO PDFs). The two panels refer to the \( \mu^+ \) case (left) and to the \( \mu^+ + \mu^- \) case (right), respectively.
Figure 6. Same as figure 3, but using the CT18NLO PDF set, with 2-loop $\alpha_S$ evolution and $\alpha_S(M_Z)^{n_f=5} = 0.118$ consistent with the PDF set, and with $m_c = 1.4\text{GeV}$. Asymmetric PDF uncertainty bands (green solid), computed at 90% C.L. corresponding to the tolerance criterion adopted in this PDF fit, refer to this configuration. Predictions from this configuration are compared to those using the ABMP16_3_NLO PDF set, with 2-loop $\alpha_S$ evolution and $\alpha_S(M_Z)^{n_f=3} = 0.1066$ ($\alpha_S(M_Z)^{n_f=5} = 0.1191$), consistent with the PDF set, and with $m_c = 1.5\text{GeV}$. For the latter, beside PDF uncertainty bands (red solid) computed at 68% C.L. as customary for this PDF fit, we also report scale uncertainties (blue hatched bands).

The ABMP16 QCD analysis provides a simultaneous fit of PDFs, $\alpha_S(M_Z)$ and heavy-quark mass values, considering the correlations between these quantities. In that framework, the charm mass value is fitted in the $\overline{\text{MS}}$ mass renormalization scheme, obtaining $m_c^{\overline{\text{MS}}} = 1.175 \pm 0.033\text{GeV}$ at NLO. The conversion of this value to the pole mass renormalization scheme, i.e. the scheme that we use in our computation, with coefficients presently known up to four-loops [70], does not lead to a convergent perturbative expansion in $\alpha_S$. For more details on conversion formulas between different mass renormalization schemes see e.g. ref. [71] and references therein.

\[\text{Figure 6. Same as figure 3, but using the CT18NLO PDF set, with 2-loop } \alpha_S \text{ evolution and } \alpha_S(M_Z)^{n_f=5} = 0.118 \text{ consistent with the PDF set, and with } m_c = 1.4\text{GeV}. \text{ Asymmetric PDF uncertainty bands (green solid), computed at 90\% C.L. corresponding to the tolerance criterion adopted in this PDF fit, refer to this configuration. Predictions from this configuration are compared to those using the ABMP16_3_NLO PDF set, with 2-loop } \alpha_S \text{ evolution and } \alpha_S(M_Z)^{n_f=3} = 0.1066 \text{ (} \alpha_S(M_Z)^{n_f=5} = 0.1191 \text{), consistent with the PDF set, and with } m_c = 1.5\text{GeV}. \text{ For the latter, beside PDF uncertainty bands (red solid) computed at 68\% C.L. as customary for this PDF fit, we also report scale uncertainties (blue hatched bands).}\]
and slightly asymmetric around the central value. Changing tune does not affect in a sizable way the size of the scale and PDF uncertainty bands, that are approximately the same in figure 3 and 4. It plays a role, instead, in modifying the normalization and the shape of central predictions, with those obtained with the ATLAS A14 central tune slightly enhanced (up to a factor $\lesssim 10\%$ in the most forward direction) with respect to those with the Monash tune, as shown in figure 5.

The conclusion that the PDF uncertainty is smaller than scale uncertainty drawn for the ABMP16_3_NLO PDF case in the discussion of figure 3 and 4, does not apply to every PDF set. For example, in case of the CT18NLO and CT18ZNLO PDF sets, PDF

Figure 7. Same as figure 6, but using the CT18ZNLO PDF set, with 2-loop $\alpha_S$ evolution, $\alpha_S(M_Z)^{n_f=5} = 0.118$ and $m_c = 1.4\text{ GeV}$, consistent with the PDF set. Asymmetric PDF uncertainty bands (green solid), computed at 90% C.L., corresponding to the tolerance criterion adopted in this PDF fit, refer to this configuration. Predictions from this configuration are compared to those using the ABMP16_3_NLO PDF set, with 2-loop $\alpha_S$ evolution and $\alpha_S(M_Z)^{n_f=3} = 0.1066$ ($\alpha_S(M_Z)^{n_f=5} = 0.1191$), consistent with the PDF set, and with $m_c = 1.5\text{ GeV}$. For the latter, beside PDF uncertainty bands (red solid) computed at 68% C.L. as customary for this PDF fit, we also report scale uncertainties (blue hatched bands).
Figure 8. Same as figure 3, but using the three different NLO PDF + $\alpha_s(M_Z)$ sets ABMP16_3_NLO, CT18ZNLO and CT18NLO, each one with its own uncertainties. A value of $m_c = 1.5$ GeV is used in association with the ABMP16_3_NLO fit, whereas $m_c = 1.4$ GeV is used in association with the CT18ZNLO and the CT18NLO fits. Differently from figure 6 and 7, the CT18NLO and CT18ZNLO uncertainty bands in this figure are symmetrized by computing them with the specific prescription provided by the CT collaboration and scaled to the 68% C.L. to facilitate a more direct comparison with the ABMP16 uncertainty bands, symmetric by fit construction, customarily provided at this C.L. corresponding to the tolerance criterion adopted in the ABMP16 fit.

uncertainties are larger, as visible in figure 6, or of comparable size, as visible in figure 7, with respect to scale uncertainties.\footnote{Scale uncertainty is computed here for the ABMP16_3_NLO PDF fit only. Repeating the computation for the CT18NLO and CT18ZNLO PDF fits, may lead to modifications of the size of the band. However, we expect that for the case study at hand and the considered PDF sets these modifications are small, i.e. modifications of the percentual size of the scale uncertainty band amounting to $\Delta \mu \% \rightarrow \Delta \mu \% \pm (1-2)\%$, depending on the tolerance criterion used and, moderately, also by the prescription for computing PDF uncertainties.} In particular, the CT18NLO and CT18ZNLO PDF uncertainty bands shown in figure 6 and 7 refer to the default prescription provided by
the CT collaboration, leading to asymmetric uncertainties at the 90% Confidence Level (C.L.), corresponding to the tolerance criterion adopted in their QCD analysis and to the fact that, when performing the PDF fit, they did not symmetrize the error bars of the experimental datapoints included. On the other hand, the CT18NLO and CT18ZNLO PDF uncertainty bands shown in figure 8 refer to the symmetrized uncertainty prescription by the CT collaboration. Additionally, in figure 8 we have rescaled the CT18NLO and CT18ZNLO PDF uncertainty bands to the 68% C.L. to facilitate the comparison with the ABMP16_3_NLO uncertainty band, which is symmetric by construction, considering that the error bars affecting the experimental datapoints were symmetrized when performing this PDF fit. This band size corresponds to the tolerance criterion $\Delta \chi^2 = 1$ adopted by default in the ABMP16 PDF fits and in many other PDF fits. The residual difference in the size of the PDF uncertainty bands visible in figure 8 is related to the different theory input, parameterization assumptions and data included in the various PDF analyses which have led to these PDF sets. In particular, both the ABMP16 and the CT18ZNLO analyses include recent precise Drell-Yan data at the LHC, which turn out to be quite relevant for constraining flavour separation in quark PDFs. These data are instead absent from the CT18NLO PDF analysis. As a consequence, the CT18NLO PDF uncertainty band is larger ($\sim \pm 10\%$) than the CT18ZNLO one ($\sim \pm 8\%$) for central $|\eta_\mu|$. They approach each other in size at the middle of the $|\eta_\mu|$ spectrum, and they end to be roughly of the same size ($\sim \pm 5\%$) for $|\eta_\mu| \sim 2$.

On the other hand, the difference in the absolute value of central predictions when using different PDFs is related partly to the various ingredients of the PDF fits (see discussion above) and partly to the $m_c$ values that we adopted in the computation, i.e. $m_c = 1.4$ GeV for the CT18ZNLO and CT18NLO PDF sets and $m_c = 1.5$ GeV for the ABMP16_3_NLO PDF set. The CT18NLO PDF fit was actually performed by the CT collaboration using as input $m_c = 1.3$ GeV, which, for full consistency, we should have also used for predictions with it. Decreasing $m_c$ leads to an increase of the cross-sections. Therefore, if we would have used the latter value, we would have got central predictions slightly enhanced, i.e. in slightly better agreement with the CT18ZNLO and ABMP16_3_NLO PDF cases. We used instead $m_c = 1.4$ GeV to facilitate the comparison with the CT18ZNLO PDF case, considering that the latter were fitted and provided with this $m_c$ value by the CT collaboration.

Overall, when considering their (PDF + scale) uncertainties, our theory predictions with ABMP16_3_NLO and CT18ZNLO PDFs are compatible in all bins with the experimental data. The best theory/data agreement is obtained with the CT18ZNLO predictions. Predictions with the CT18NLO PDFs lie slightly below the previous ones, but, if one considers the nominal uncertainty bands at 90% C.L shown in figure 6, the conclusion of

\[11\] In \texttt{PowHel} we consider PDF fits with NLO accuracy, in full consistency with the perturbative accuracy of the hard-scattering matrix-elements. Recent doubts on the use of Drell-Yan data in NNLO PDF fits have been raised e.g. in ref. [72], due to the lack of publicly available NNLO integrators for computing fiducial cross-sections for Drell-Yan production capable of accounting for the effects of linear power corrections [73] which can arise in case of symmetric cuts on leptons from $W$-boson decays. As shown in ref. [72], the size and presence of these power corrections depends on the adopted NNLO IR regularization method and of the specific analysis cuts, and it is far from being negligible in many experimentally analyzed configurations for various theory setups/tools.
Table 2. Our predictions for the integrated fiducial NLO + SMC cross sections of $W^+ + D^*(2010)^-$ and $W^- + D^*(2010)^+$ productions according to the CMS analysis at $\sqrt{s} = 13$ TeV of ref. [22]. PS, hadronization, MPI and beam remnant effects are accounted for using either the PYTHIA8 Monash tune (third column) or the ATLAS A14 central tune (fourth column). Also reported, for the simulations with the Monash tune, are the uncertainties stemming from scale variation, computed using the AMBP16.3_NLO PDF set, and the internal uncertainties related to each PDF set considered. The column denoted as $\delta_{68\%}^{\text{PDF}}$ reports symmetrized PDF uncertainties at 68% C.L.. The last column reports the experimental integrated fiducial cross-sections, obtained by us by combining the experimental results in all bins of the $|\eta_+|$ and $|\eta_-|$ distributions, respectively.

agreement with experimental data in all bins apply also to the latter. In all three cases, we observe that the theoretical predictions in the first bin of the $\mu^+$ distribution lie close to the lower limit of the experimental data error bars. However, at the present status of uncertainty no significant tension is observed. The corresponding cross sections with their respective uncertainties can be found in table 2, while the ratios of the integrated fiducial cross sections with uncertainties determined in the most conservative way, i.e. assuming no correlations of scales and PDFs in numerators and denominators, can be found in table 3.

Notwithstanding the satisfactory level of agreement between our theory predictions and the experimental data, we believe that new NLO PDF analyses including $W + c$ data would be valuable, considering the present tensions/inconsistencies among various datasets already included in the PDF analyses which have made the strange quark one of the longstanding issues in PDF determination.

Comparing among each other the panels of each of the previously discussed figures, we observe that a better agreement between central theory predictions and experimental data is achieved for the sum of the $\mu^+$ and $\mu^-$ production data, than for the data for these two channels considered separately. Considering that the $W^-c$ and $W^+\bar{c}$ processes are sensitive to a different mixture of sea and valence quarks, including separately the $\mu^+$ and $\mu^-$ data in PDF fits is important for quark flavour separation and for strange-antistrange asymmetry studies. In cross-section ratios part of the uncertainties cancel, when assuming correlated uncertainties between numerator and denominator. However, in order to get full advantage from the inclusion of $W^-c$ and $W^+\bar{c}$ absolute cross-section data in the PDF fits, it is crucial that the experimental uncertainties, at the moment much larger than the scale uncertainties from missing higher orders affecting theory predictions, get reduced.
3.2 Comparison with ATLAS data: \(W^\pm + D^\mp\) and \(W^\pm + j_c (j_\ell)\) production at 7 TeV

The ATLAS collaboration published a detailed analysis of \(W + c\) production data at \(\sqrt{s} = 7\) TeV in ref. \[21\], which includes both the \(W + D\)-meson and the \(W + j_c\) cases, with \(W\) decaying leptonically. Similarly to the CMS analysis discussed in the previous section, even in the ATLAS analysis the \(W\) bosons are reconstructed from their decay products, and the distributions of the absolute values of the pseudorapidities \(|y_\ell^\pm|\) of the charged leptons \(\ell^\pm\) from \(W^\pm\) boson decay are measured. Like the CMS analysis, the ATLAS analysis reports separately the differential distributions (rapidities) of charged leptons emerging from the decays of \(W\) bosons of opposite charge. The ATLAS analysis asks for exactly one isolated lepton in order to reduce backgrounds, and, differently from the CMS analysis, it provides cross sections for the sum of the muonic and the electronic \(W\) boson decay channels, with cuts on the lepton \(p_T,\ell > 20\) GeV, \(|\eta_\ell| < 2.5\), on the missing energy \(E_T^{\text{miss}} > 25\) GeV, and on the transverse mass of the reconstructed \(W\) boson, \(m_T^W > 40\) GeV. In the \(D\)-meson analysis, the presence of at least one \(D\)-meson is required, with \(p_T,D > 8\) GeV and \(|\eta_D| < 2.2\), whereas in the \(j_c\) analysis, the presence of exactly one anti-\(k_T\) \(c\)-jet \((R = 0.4)\) with \(p_T,j_c > 25\) GeV and \(|\eta_{j_c}| < 2.5\), that includes at least a weakly-decaying prompt charmed hadron with \(p_T,he > 5\) GeV and \(\Delta R < 0.3\), is required.\(^{12}\)

\(^{12}\)In practice, the charmed hadron is identified on the basis of its semileptonic decay products, through soft muon tagging techniques.

The binning considered in the ATLAS \(D\)-meson analysis is slightly coarser than the one used in the CMS one (4 bins instead of 5) and covers approximately the same pseudorapidity range. The bin width considered in the ATLAS \(j_c\) analysis is much smaller than the one used in case of \(D\)-mesons and covers the same pseudorapidity range. As for the CMS analysis, all figures and tables reported in the following of this section refer to (OS - SS) fiducial cross sections. The separate role of the OS and SS contributions to these cross-sections are quantified and discussed in appendix B.

In figure 9 we report the comparison of our theory predictions with the \(W^\pm + D^\mp\) experimental data. We use the same scale and setup as for the CMS analysis, except that, in case of the ATLAS analysis, we use as default the \texttt{PYTHIA8} ATLAS central A14 tune...
Figure 9. Difference of the differential cross-section for $W + D$-meson production, with $W^\pm \rightarrow \ell^\pm + \nu_\ell$, where the $\ell^\pm$ and the $D^\pm$-meson have charges of opposite sign and that where the $\ell^\pm$ and the $D^\pm$-meson have charges of same sign, as a function of the absolute value of the pseudorapidity of the $\ell^\pm$. Theoretical predictions at NLO + SMC accuracy, obtained by PowHe1 + PYTHIA8 are compared to experimental data from the ATLAS collaboration [21]. 7-point ($\mu_R$, $\mu_F$) scale and PDF uncertainty bands, computed from the 30 members of the ABMP16 PDF set, are reported by shaded (red) and solid (green) bands, respectively. The predictions include parton shower, hadronization, MPI and beam remnant effects according to the PYTHIA8 ATLAS A14 central tune with NNPDF2.3LO PDFs.

Figure 10. Same as in figure 9, but using the PYTHIA8 Monash tune.
Figure 11. Same as in figure 9 and 10, but limited to central predictions with two different PYTHIA8 tunes (Monash and ATLAS A14 central tune with NNPDF2.3LO PDFs).

with NNPDF2.3LO PDFs. The impact of the choice of a different tune is moderate, as can be seen by comparing this figure with figure 10 where the Monash tune is instead used. Central predictions obtained with both tunes are compared to each other in figure 11, from which one can see that they differ by less than 10% (biggest difference being 7%), with the ATLAS A14 tune leading to cross-sections slightly enhanced with respect to the Monash tune in all bins.

We found that the level of agreement between theory predictions and experimental data is similar to the CMS case (see discussion in subsection 3.1). We consider this as a cross-check of the compatibility of the ATLAS and CMS data and a proof of the robustness of our conclusions. In particular, we observe that theory predictions for \((W^\pm + D^\mp)\) production are compatible with ATLAS experimental data, when considering both the theoretical and experimental uncertainties, in almost all bins. The only difference worth of notice (though small) is observed in the first two bins of the \(|\eta_\ell^+|\) distribution. However, considering the present level of experimental uncertainties, this is not sufficient to claim any tension with the data. For the \(|\eta_\ell^-|\) distribution, we observe good compatibility of central theory predictions with experimental data in the central pseudorapidity bins, as we also noticed in the CMS case.

Scale uncertainties amount to approximately \(\pm(6-8)\%\) and are larger than PDF uncertainties, at least when the latter are computed using the ABMP16_3_NLO PDF set. Changing PYTHIA8 tune does not affect the size of scale and PDF uncertainties, as evident when comparing figure 10 with figure 9. The sizes of these bands closely resemble those obtained in the CMS analysis. For the ATLAS analysis we did not report explicitly PDF uncertainties using different PDF fits. In case of CT18NLO and CT18ZNLO PDFs, we expect that considerations analogous to those discussed for the CMS analysis apply even in the ATLAS analysis. Considering the larger uncertainty bands of these PDF fits (see figure 8 for the CMS case), we expect a compatibility of theory predictions and ATLAS experimental data in all bins.
Figure 12. Same as in figure 9 but for the ATLAS $W + j_c$ analysis cuts of ref. [21]. Also reported are the fixed-order NLO predictions.

For completeness we also report the comparison of our theory predictions with experimental data for the $j_c$ ($j_{\bar{c}}$) analysis, published in the same ATLAS paper. Considering that, in this case, the transverse momentum cut is bigger ($p_T, j_c (p_T, j_{\bar{c}}) > 25$ GeV) than the $p_{T,D}^z$ cut for the $D$-meson analysis, accounting for charm finite-mass effects in theory predictions seems to be less relevant. Additionally, using fixed-order predictions with hard-scattering matrix-elements, $\alpha_S$ and PDFs in the 3-flavour scheme might not be the best solution to compare to $j_c$ ($j_{\bar{c}}$) data at large $p_T$, considering that logarithms of the ratio ($p_T/m_c$) appearing in the partonic cross-sections might become large and then require a resummation. Therefore, approaches with heavy-flavour jets defined according to jet flavour algorithms which provide an infrared-safe definition of the flavour of a jet and, as a consequence, eliminate the need of resumming the logarithms associated to final state $g \rightarrow Q\bar{Q}$ splittings, combined with a massless treatment of heavy-quarks, that allows to effectively resum contributions related to initial state $g \rightarrow Q\bar{Q}$ splittings through PDF evolution, have been suggested. These approaches are capable of simplifying the calculations and simultaneously reducing scale uncertainties [74], although at the price of loosing all (logarithmic) terms proportional to $m_Q$. However, the $j_c$ selection criterion applied by the ATLAS collaboration, is based on the identification of at least a charmed hadron $h_c$ inside the jet, with a low $p_{T,\text{min}}$ cut, i.e. $p_T,h_c > 5$ GeV. Therefore, it might be worth investigating up to which extent charm finite-mass effects have an impact in the $j_c$ selection process.

In practice, the level of agreement between our theory predictions at NLO+SMC accuracy and the experimental data turns out to be slightly worse than the one found for the $W + D$-meson analyses, as can be seen by comparing figure 12, related to $W + j_c$ production, with figure 9, related to $W + D$-meson production, with theory predictions computed with a consistent input. The uncertainty bands due to 7-point scale and ABMP16_3_NLO PDF variation in figure 12 have approximately the same size as those in figure 9. The main difference is the fact that, while, in case of $W + D$-meson production, central theory predictions in some bins slightly overestimate and in others slightly underestimate the
central experimental datapoints, in case of $W + j_c$ production the central theory predictions systematically underestimate the central experimental datapoints by approximately $\sim (5-10)\%$ and up to $\sim 15\%$ in some bins of the $|\eta_{\ell^-}|$ distribution. Theory predictions mostly lie close to the lower limit of the experimental uncertainty bands. This might point to the limitation of a three-flavour description when working with high-$p_T$ $c$-jets and to the need of including higher-order corrections into the theory predictions. On the other hand, we usually observe a softening and distortion of transverse momentum distributions for jets due to parton shower and, to a lesser extent, hadronization. Due to the fact that pseudorapidity distributions are integrated in the transverse momentum, if cuts are imposed on the latter (as done in our analysis) this can result in a decrease of the total fiducial yield. We observe this effect when comparing our central NLO+PS predictions against the fixed-order NLO ones, as also shown in figure 12. The level of agreement between central NLO+PS theory predictions and experimental data is slightly higher for forward pseudorapidity bins, than in case of the central pseudorapidity ones. However, when considering both the experimental and theory uncertainties, one can still claim consistency between predictions and data in almost all bins. The larger disagreement is observed in the $0.5 < |\eta_{\ell^-}| < 1$ region, which is sensitive to both the $d$- and $s$-quark PDFs. In fact one can notice that the experimental differential cross-sections as a function of $|\eta_{\ell^-}|$ have an overall different shape with respect to the $|\eta_{\ell^+}|$ ones, for both the $W + D$-meson and $W + j_c$ analyses.

In the latter case, the pseudorapidity is almost constant (if not increasing) in the region $0 < |\eta_{\ell^-}| < 1$. These data refer to LHC Run 1. It will be interesting to cross-check our predictions with experimental results with increased statistics when they become available, especially considering that our NLO + SMC theory predictions, in contrast to the data, are monotonically decreasing at increasing $|\eta_{\ell^+}|$. Unfortunately, increasing statistics will not be possible anymore at $\sqrt{s} = 7$ TeV, but a repetition of data analysis at $\sqrt{s} = 13$ TeV, with the study of additional observables, is indeed welcome and in the pipeline of the ATLAS collaboration.

As mentioned in the Introduction, a study of $W + j_c$ production with massless charm in the 5-flavour scheme at NNLO has been recently carried out in ref. [35]. The NNLO analysis of ref. [35], differently from our one, led to central theory predictions which slightly overestimate most of the ATLAS central datapoints, although being still in agreement with them when considering the uncertainties. The comparison with the particle-level experimental data [21] presented in ref. [35] is complicated (i) by the fact that it is based on fixed-order theory predictions, i.e. no parton shower + hadronization + MPI and underlying event effects were included and (ii) by the use of the flavoured-$k_T$ jet algorithm that, although being a fully consistent choice for reconstructing a charm jet in a NNLO calculation preserving its flavour with respect to infrared emissions, differs from the anti-$k_T$ jet algorithm used in practice in the LHC experimental analyses published so far. On the other hand, in our analysis hard-scattering matrix-elements are just accurate to NLO, but parton shower, hadronization, MPI and underlying event effects are included using PYTHIA8 and we still use the anti-$k_T$ jet algorithm. This jet algorithm at NLO is still a viable choice not only for light, but even for heavy-flavoured jets if used in association with a jet-flavour identification criterion preserving jet flavour in presence of infrared emissions. We use the
same jet-flavour classification criterion as in the ATLAS analysis, implying that the net average contribution to the $W + j_c$ (OS-SS) cross-section from the events with a jet including both a charmed and an anticharmed hadron passing the cuts, is null. Further studies and proposals for infrared safe jet flavour algorithms for applications in SMC generators and NLO + PS matched computations are indeed welcome. One more comment is in order concerning the impact of missing higher-order corrections on the stability of our predictions. Taking a look at figure 2 of ref. [35], the NNLO correction results in a moderate shift of normalization with respect to NLO: a uniform $\sim 10\%$ shift for the rapidity of the $\mu^-$ and a $\sim 10\%$ shift in the central regions for $\mu^+$ which increases up to $\sim 20\%$ as one approaches the forward region. As already discussed, our calculational setup differs from the one of ref. [35] for a number of technical aspects (primarily the fact that we consider massive charm quarks, while ref. [35] is based on the massless charm approximation, and a different jet algorithm). While extrapolating the findings of ref. [35] to our case is certainly not a trivial exercise, we consider them as a first indication that the NNLO QCD corrections could lead to uncertainty bands which overlap with our estimates for the NLO uncertainties. For the same purpose, we look forward to new NNLO QCD predictions at $\sqrt{s} = 13$ TeV to shed more light also in the case of the CMS analysis discussed in section 3.1. The obtained integrated fiducial cross sections for the processes at hand and their ratios with uncertainties determined in the most conservative way can be found in table 4 and table 5, respectively.

Finally, we notice that including or not spin-correlation effects in the description of $W^\pm$ production and decay makes sizable changes in the shapes of the $|\eta_{\ell^\pm}|$ distributions, as can be seen in figure 13 and 14 for the $W^+$ case. This, in turns, can impact the results of PDF fits that intend to make a correct use of these data. In order to produce reliable theory predictions to be used in these fits, it is thus mandatory to have the most accurate possible description of $W^\pm$ production and decay, including full off-shellness and spin-correlation effects.

| Process       | PDF     | $\sigma_{\text{MC}}^W$ [pb] | $\sigma_{\text{MC}}^A$ [pb] | $\delta_{\text{scale}}$ | $\delta_{\text{PDF}}$ | $\sigma_{\text{ATLAS}}$ [pb] |
|---------------|---------|-----------------------------|-----------------------------|--------------------------|-------------------------|-------------------------------|
| $W^+ + D^-$   | ABMP16  | 18.8                        | 19.2                        | $^{+5.8\%}_{-5.3\%}$    | $^\pm1.5\%$            | $17.8 \pm 1.9$ (stat) $\pm 0.8$ (sys) |
| $W^- + D^+$   |         | 19.8                        | 20.7                        | $^{+5.8\%}_{-5.5\%}$    | $^\pm1.5\%$            | $22.4 \pm 1.8$ (stat) $\pm 1.0$ (sys) |
| $W^+ + j_c$   |         | 31.1                        | 31.8                        | $^{+6.2\%}_{-9.1\%}$    | $^{\pm2.5\%}$          | $33.6 \pm 0.9$ (stat) $\pm 1.8$ (sys) |
| $W^- + j_c$   |         | 33.9                        | 34.6                        | $^{+7.5\%}_{-7.7\%}$    | $^{\pm2.4\%}$          | $37.3 \pm 0.8$ (stat) $\pm 1.9$ (sys) |

Table 4. Our predictions for the integrated fiducial NLO + SMC cross sections for $W^\pm + D^\mp$ and $W^\pm + j_c (j_{\bar{c}})$ production according to the $\sqrt{s} = 7$ TeV ATLAS analysis of ref. [21]. PS, hadronization, MPI and beam remnant effects are accounted for using either the Monash tune (third column) or the ATLAS A14 central tune (fourth column). Also reported, for the simulations with the ATLAS A14 central tune, are the uncertainties stemming from scale and PDF variation, both computed using as a basis the ABMP16_3_NLO PDF fit, as well as the ATLAS experimental data.
Figure 13. Left: difference of the differential cross-sections for $W + D$-meson production, with $W$-boson decaying leptonically, from events with an $\ell^+$ and a $D^\pm$-meson with charge of opposite sign (OS) and that from events with the $\ell^+$ and a $D^\pm$-meson with charge of the same sign (SS), as a function of the absolute value of the $\ell^+$ pseudorapidity. Theoretical predictions at NLO + SMC accuracy, obtained by PowHel + PYTHIA8 using different approximations, are compared to experimental data from the ATLAS collaboration [21]. In particular the results of the full simulation, including $W$ off-shellness effects in PowHel, are compared to those with $W$ decayed by PowHel in the NWA approximation including spin-correlation effects, to those in the NWA approximation neglecting spin-correlation effects, and to those where the $W$ boson is kept as stable in PowHel and decayed by PYTHIA8. The PYTHIA8 ATLAS A14 central tune with NNPDF2.3LO is used in all simulations. Right: same as in the left panel, but for the $W + j_c$ case.

Figure 14. Same as in figure 13, but for the PYTHIA8 Monash tune.
Table 5. Our predictions for the ratios of the integrated fiducial NLO + SMC cross sections $R_{D\pm} = \sigma(W^+ + D^-)/\sigma(W^- + D^+)$ and $R_{j\bar{c}/c} = \sigma(W^+ + j\bar{c})/\sigma(W^- + jc)$ according to the $\sqrt{s} = 7$ TeV ATLAS analysis of ref. [21], using either the Monash (second column) or the ATLAS A14 (third column) central tune. Also reported, for the simulations with the ATLAS A14 central tune, are the uncertainties, computed assuming no correlation between numerator and denominator, stemming from scale variation and from PDF variation within the ABMP16_3_NLO PDF set.

| PDF  | $R_{D\pm}^M$ | $R_{D\pm}^A$ | $\delta_{\text{scale}}$ | $\delta_{\text{PDF}}$ |
|------|--------------|--------------|-------------------------|-------------------------|
| ABMP16 | $R_{D\pm} = 0.95$ | $R_{D\pm} = 0.93$ | $+7.6\%$ | $-7.1\%$ |
|      | $R_{j\bar{c}/c} = 0.92$ | $R_{j\bar{c}/c} = 0.92$ | $+8.9\%$ | $-11.0\%$ |

4 Conclusions

This work presents a NLO QCD + SMC simulation of $W + c$ production, making use of the PowHel + PYTHIA8 approach, including charm finite-mass effects in the hard-scattering matrix-elements, treating the $W$-boson off-shell, considering spin-correlation effects and a non-diagonal CKM quark-mixing matrix. This has allowed for consistent comparisons with the already available experimental data at the particle level by the ATLAS and CMS collaborations. Our tool/setup is particularly interesting for simulations in those experimental studies where $D$-mesons with relatively low $p_T$ are reconstructed, cases in which charm finite-mass effects can not be neglected already in the hard-scattering matrix-elements. So far, the data at the particle level obtained even in such cases have been analyzed by the experimental collaborations by making use of $W + j$ samples built using as seed hard-scattering matrix-elements with massless partons, completely neglecting charm finite-mass effects in the hard-scattering amplitudes. Our work contributes thus to fill a gap, offering to the experimentalists a tool including charm finite-mass and non-diagonal $V_{\text{CKM}}$ effects for their simulations at particle level with NLO QCD + SMC accuracy based on the NLO + PS POWHEG matching formalism. Our tool allows for comparison of the most sophisticated case, where the $W$ boson is produced and decayed off-shell, to the simplified ones where the $W$ boson is produced on-shell and decay in the NWA. Including or not spin-correlations in the latter case turns out to have an important effect on the shape of the distributions for which experimental data are available.

As was also noticed in ref. [35], including non-diagonal $V_{\text{CKM}}$ effects plays an important role in the simulations of $W^- + D^+$ meson and $W^- + j_c$ production, due to the fact that in these cases, not only the $s$-quark but even the $d$-quark, whose distribution function receives valence contributions differently from the $s$-quark one, contributes as initial state already at LO. Including non-diagonal $V_{\text{CKM}}$ terms (in particular, a non-zero $V_{cd}$ value) turns out to be indispensable for the correct interpretation of the data, in particular for correctly assessing the degree of strange-antistrange sea-quark asymmetry in the proton.

The agreement between our theory predictions and experimental data turns out to be similar for both ATLAS and CMS $W + D$-meson data, which confirms the consistency between the considered datasets and between results at different $\sqrt{s}$. Also, predictions on leptons of opposite charge show comparable agreement with the data. In our analyses we
have considered PDF sets which assume equal distributions for the $s$ and $\bar{s}$ quark. Had we neglected the contribution of $V_{cd}$ in the calculation of matrix elements, the agreement would have dramatically worsened in the case of $W^- + \bar{c}$, where the $d$-quark luminosity plays an important role. This, in turn, would have led to assume a larger $\bar{s}$ distribution function compared to the one of the $s$ quark in order to reproduce the data. While this fact alone does not allow us to take firm conclusions on the actual size of the $s - \bar{s}$ asymmetries, it constrains the impact of the latter in PDF fits based on $W + c$ data.

Scale uncertainties amount to approximately $\pm (6 - 8)\%$ whereas PDF uncertainties greatly vary when comparing different PDF fits, as a consequence of the different data capable of constraining quark PDFs included and of the PDF extraction methodology employed (including theoretical and parameterization input, as well as statistical aspects). We confirm the relevance of including $W + c$ data in NLO PDF fits, already pointed out by other authors, especially for those cases where PDF uncertainties are larger than scale uncertainties (e.g. the CT18NLO PDF case that we discussed). In cases where PDF uncertainties are particularly small (e.g. for the ABMP16_3_NLO PDF case that we also considered), including these data in the PDF fit might still be worth, to check consistency / reveal possible tensions with other data, which might lead to a revision of the PDF uncertainties and parameterization. The potential of including data on the $(W^- + c)/(W^+ + \bar{c})$ ratio has already been explored by the experimental collaborations in their own QCD analyses leading to PDF fits. However, to fully exploit the constraining power of absolute cross-section data, reduced experimental uncertainties are needed.

It would be great to systematically include these data even in NNLO PDF fits. This is justified by the much smaller dependence on unphysical scales. Even greater impact could be achieved if: 1) NNLO predictions would be complemented by parton shower, hadronization and MPI effects, in order to be comparable to data at particle level in a consistent way. This is also important in order to obtain realistic estimates of the SS cross-section contributions (see appendix B), which have to be subtracted from the OS ones, in the comparison with the experimental data available in the form of (OS−SS) cross-sections; 2) in case a slicing method is used to regularize NNLO IR divergences, missing power corrections can hamper theoretical precision, hence the inclusion of these corrections would be fundamental; 3) heavy-quark finite-mass effects would be included in NNLO calculations of $W + c$ production; 4) the uncertainties related to the use of different SMC tunes, at present of comparable size with respect to scale uncertainties, would decrease. Also, to make NNLO(+ PS) calculations with heavy-flavour jet(s) consistently comparable to experimental data, the jet algorithm used in the experimental analyses needs to be changed from the usual anti-$k_T$ to a flavoured jet one.

While we are confident that many of these developments will take place in the next few years, NLO calculations matched to Parton Showers as available in SMC codes can be regarded as complementary to fixed-order NNLO predictions in several respects and, for the time being, they still represent a competitive tool, although not being the ultimate one, for more consistent comparisons with the available experimental data on $W + c$ production. The potential of our generator and of the other available tools can be tested/challenged by forthcoming analyses, considering $D$-meson distributions with loose $p_T$ cuts and observables
sensitive to correlations between $D$ mesons and leptons from $W$ decay. New analyses in this direction are ongoing within the experimental collaborations and we look forward to future developments.
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A Conversion to the decoupling scheme

In order to use matrix-elements in the decoupling scheme together with PDFs and $\alpha_S$ in different factorization/renormalization schemes, scheme conversions have to be made to get consistent predictions.

In particular we would like to make use of PDFs and $\alpha_S$ in the $\overline{\text{MS}}$ factorization scheme, with a variable number of flavours, depending on the scale.

The conversion between the two schemes is process dependent and the basis for our derivation can be found in ref. [57] for a different process. In our derivation we follow the same steps as in ref. [57], but we adopt a slightly different notation. To fix notation we assume that the $\overline{\text{MS}}$ scheme calculation uses $n_f$ massless quark flavours while in the decoupling scheme we have $\tilde{n}_f = n_f - n$ massless quark flavours, where $n$ is the number of massive quark flavours we would like to decouple. In commonly used variable flavour number PDF + $\alpha_S$ sets, the number of massive quarks which decouple for scales below each threshold scale is just one, i.e. massive quarks decouple one at a time, but other solutions would indeed be possible, e.g. $3 + 2$ schemes. The strong couplings should coincide at the threshold scale made equal to the mass $m$ of the lightest massive quark we would like to decouple:

$$\alpha_n(m) = \alpha_{\tilde{n}}(m) + O(\alpha^3_S), \quad (A.1)$$

For both $\alpha_S$ definitions the Renormalization Group Equation (RGE) can be used to evolve them to a different scale:

$$\alpha_{\tilde{n}}(\mu_R) = \alpha_{\tilde{n}}(m) - b_0(\tilde{n}) \frac{\alpha_S^3}{m^2} \log \frac{\mu^2}{m^2},$$

$$\alpha_n(\mu_R) = \alpha_n(m) - b_0(n) \frac{\alpha_S^3}{m^2} \log \frac{\mu^2}{m^2}, \quad (A.2)$$

---
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with
\[ b_0^{(n_f)} = \frac{11C_A - 4n_fT_R}{12\pi}. \tag{A.3} \]

In the equations listed in (A.2) the scale and scheme of the strong coupling in the second terms on the right hand sides are arbitrary due to differences being introduced are of higher order. Using these formulae we can express the strong coupling in the decoupling scheme at scale \( \mu_R \) using the RGE:
\[
\alpha_S^{(n_f)}(\mu_R) = \alpha_S^{(n_f)}(\mu_R) + \alpha_S^2 \left[ b_0^{(n_f)} - b_0^{(n_f)} \right] \log \frac{\mu_R^2}{m^2} \\
= \alpha_S^{(n_f)}(\mu_R) - \alpha_S^2 \frac{nT_R}{3\pi} \log \frac{\mu_R^2}{m^2}, \tag{A.4} \]

where in the second term on the right hand side the coupling can be evaluated in any scheme and at any scale because the introduced difference is of order \( O(\alpha_S^3) \), thus beyond the perturbative order we are interested in.

If the set of quarks treated as massive in the decoupling scheme is denoted as \( \mathcal{H} \) the structure function in the \( \overline{\text{MS}} \) scheme fulfills
\[
F_j^{(n_f)}(x, m) = F_j^{(n_f)}(x, m), \quad j \notin \mathcal{H}, \\
F_h^{(n_f)}(x, m_h) = F_h^{(n_f)}(x, m_h) = 0, \quad h \in \mathcal{H}, \tag{A.5} \]
where \( m \) stands for the mass of the lightest heavy quark in set \( \mathcal{H} \). To ease up notation we assume \( \mathcal{H} \) has only one member with identifier \( h \) and with mass \( m \). To be still valid in case of multiple massive quarks in \( \mathcal{H} \), we keep \( n \) to be general and assume that \( m \) stands for the lightest quark in set \( \mathcal{H} \). To find the compensation terms between the \( \overline{\text{MS}} \) and decoupling schemes the DGLAP equation has to be considered:
\[
\frac{\partial}{\partial \log \mu^2} F_i^{(n_f)}(x, \mu) = \alpha_S^{(n_f)}(\mu) \sum_j \int_x^1 \frac{dz}{z} F_j^{(n_f)}(x/z, \mu) P_{ij}^{(n_f)}(z), \tag{A.6} \]
where \( P_{ij}^{(n_f)}(z) \) is the Altarelli-Parisi (AP) kernel for \( j \rightarrow i \) splitting considering \( n_f \) light quark flavours at momentum fraction \( z \). Taking the same assumption as in ref. [57], i.e. the mass of the lightest massive quark is of the same order of the scale, we can drop \( O(\alpha_S^3) \) terms and the integration of the DGLAP equation between the scale \( m \) and the scale \( \mu \) is simply the integration of the coupling prefactor:
\[
\int_{\log m^2}^{\log \mu^2} d \log \mu^2 \alpha_S^{(n_f)}(\mu) = \int_{\log m^2}^{\log \mu^2} d \log \mu^2 \left[ \alpha_S^{(n_f)}(m) + \alpha_S^2(\ldots) \right] \\
= \alpha_S^{(n_f)}(m) \log \frac{\mu^2}{m^2} + O(\alpha_S^3). \tag{A.7} \]

Using this, the integration of the DGLAP equation is trivial:
\[
F_i^{(n_f)}(x, \mu) - F_i^{(n_f)}(x, m) = \frac{\alpha_S^{(n_f)}(m) \log \frac{\mu^2}{m^2}}{2\pi} \sum_j \int_x^1 \frac{dz}{z} F_j^{(n_f)}(x/z, m) P_{ij}^{(n_f)}(z). \tag{A.8} \]
Because the structure function for a massive quark vanishes at scales below the mass of the quark, the right hand side can be written as:

\[ F_i^{(n_f)}(x, \mu) - F_i^{(n_f)}(x, m) = \frac{\alpha_S^{(n_f)}(m) \log \frac{\mu^2}{m^2}}{2\pi} \sum_{j \notin \mathcal{H}} \int_x^1 \frac{dz}{z} F_j^{(n_f)}(x/z, m) \mathcal{P}_{ij}^{(n_f)}(z). \]  

(A.9)

A similar formula can be derived in the decoupling scheme using the corresponding \( \alpha_S \) and structure function definitions:

\[ F_i^{(\tilde{n}_f)}(x, \mu) - F_i^{(\tilde{n}_f)}(x, m) = \frac{\alpha_S^{(\tilde{n}_f)}(m) \log \frac{\mu^2}{m^2}}{2\pi} \sum_{j \notin \mathcal{H}} \int_x^1 \frac{dz}{z} F_j^{(\tilde{n}_f)}(x/z, m) \mathcal{P}_{ij}^{(\tilde{n}_f)}(z). \]  

(A.10)

In case of the integrated DGLAP equation for the \( \overline{\text{MS}} \) scheme we can exploit eq. (A.5) and eq. (A.1) to write:

\[ F_i^{(n_f)}(x, \mu) - F_i^{(\tilde{n}_f)}(x, m) = \frac{\alpha_S^{(\tilde{n}_f)}(m) \log \frac{\mu^2}{m^2}}{2\pi} \sum_{j \notin \mathcal{H}} \int_x^1 \frac{dz}{z} F_j^{(\tilde{n}_f)}(x/z, m) \left[ \mathcal{P}_{ij}^{(n_f)}(z) - \mathcal{P}_{ij}^{(\tilde{n}_f)}(z) \right]. \]  

(A.11)

Hence the difference between eq. (A.11) and eq. (A.10) takes the form of:

\[ F_i^{(n_f)}(x, \mu) - F_i^{(\tilde{n}_f)}(x, \mu) = \frac{\alpha_S^{(\tilde{n}_f)}(m) \log \frac{\mu^2}{m^2}}{2\pi} \sum_{j \notin \mathcal{H}} \int_x^1 \frac{dz}{z} F_j^{(\tilde{n}_f)}(x/z, m) \left[ \mathcal{P}_{ij}^{(n_f)}(z) - \mathcal{P}_{ij}^{(\tilde{n}_f)}(z) \right]. \]  

(A.12)

Taking a look at the AP kernels, like eq. (2.33) in ref. [75], reveals that only the \( g \to g \) splitting kernel depends on the number of light quark flavours such that the difference is

\[ \mathcal{P}_{gg}^{(n_f)}(z) - \mathcal{P}_{gg}^{(\tilde{n}_f)}(z) = -\frac{2n}{3} T_R \delta(1 - z). \]  

(A.13)

Thus, we can conclude that

\[ F_j^{(n_f)}(x, \mu) - F_j^{(\tilde{n}_f)}(x, \mu) = 0, \quad j \neq g, j \notin \mathcal{H}, \]

\[ F_g^{(n_f)}(x, \mu) - F_g^{(\tilde{n}_f)}(x, \mu) = -\frac{2n}{3} T_R \frac{\alpha_S^{(\tilde{n}_f)}(m) \log \frac{\mu^2}{m^2}}{2\pi} F_g^{(\tilde{n}_f)}(x, m). \]  

(A.14)

Using

\[ \alpha_S F_g^{(\tilde{n}_f)}(x, m) = \alpha_S F_g^{(\tilde{n}_f)}(x, \mu) + \mathcal{O}(\alpha_S^2), \]  

(A.15)

we find

\[ F_j^{(n_f)}(x, \mu) = F_j^{(\tilde{n}_f)}(x, \mu) + \mathcal{O}(\alpha_S^2), \quad j \neq g j \notin \mathcal{H}, \]

\[ F_g^{(n_f)}(x, \mu) = F_g^{(\tilde{n}_f)}(x, \mu) \left( 1 - \frac{\alpha_S^{(\tilde{n}_f)}(m) T_R n}{3\pi \log \frac{\mu^2}{m^2}} \right) + \mathcal{O}(\alpha_S^2). \]  

(A.16)
In case of $W + c$ production the Born level partonic processes can only have initial states \((q \bar{q})\) and \(g q\). Due to symmetry and to ease notation we only consider the $qg$ channel. The integrand of the convolution integral of the Collinear Factorization Theorem reads in the \(\overline{\text{MS}}\) scheme

$$F_q^{(n_f)}(x_1, \mu_F) F_g^{(n_f)}(x_1, \mu_F) \sigma^{(0)}_{qg} = F_q^{(n_f)}(x_1, \mu_F) F_g^{(n_f)}(x_1, \mu_F) \alpha_S^{(n_f)}(\mu_R) f_{qg}^{(0)}, \quad (A.17)$$

where $f_{qg}^{(0)}$ is the \(\overline{\text{MS}}\) partonic cross section for the initial state $qg$ with strong coupling factorized out. To turn the Factorization Theorem from the \(\overline{\text{MS}}\) scheme to a form valid in the decoupling scheme, eqs. (A.4) and (A.16) can be used:

$$F_q^{(n_f)}(x_1, \mu_F) F_g^{(n_f)}(x_1, \mu_F) \alpha_S^{(n_f)}(\mu_R) f_{qg}^{(0)}$$

$$= F_q^{(\tilde{n}_f)}(x_1, \mu_F) F_g^{(\tilde{n}_f)}(x_1, \mu_F) \alpha_S^{(\tilde{n}_f)}(\mu_R) f_{qg}^{(0)}$$

$$\cdot \left(1 - \alpha_S^{(\tilde{n}_f)}(m) \frac{n_{TR}}{3\pi} \log \frac{\mu_F^2}{m^2}\right) \cdot \left(1 + \alpha_S^{(\tilde{n}_f)}(m) \frac{n_{TR}}{3\pi} \log \frac{\mu_R^2}{m^2}\right)$$

$$= \left(1 + \alpha_S^{(\tilde{n}_f)}(m) \frac{n_{TR}}{3\pi} \log \frac{\mu_R^2}{\mu_F^2}\right) F_q^{(\tilde{n}_f)}(x_1, \mu_F) F_g^{(\tilde{n}_f)}(x_1, \mu_F) \alpha_S^{(\tilde{n}_f)}(\mu_R) f_{qg}^{(0)}.$$  

(A.18)

This expression allows us to use PDFs and $\alpha_S$ with $\tilde{n}_f$ light quark flavours in the decoupling scheme together with a partonic cross-section in the \(\overline{\text{MS}}\) scheme. Or, by multiplying with the inverse of the prefactor and expanding it perturbatively, it allows for using a PDF and corresponding $\alpha_S$ defined in the \(\overline{\text{MS}}\) scheme in a calculational framework defined in the decoupling scheme.

Note that as long as the non-physical scales coincide the compensation term is identically zero, so it is only needed for scale variations if $\mu_R = \mu_F$ and in general when different choices are made for the factorization and renormalization scales. Note also that the compensation term is of order $\mathcal{O}(\alpha_S^2)$ hence it is the same order as the NLO correction to the partonic cross-section. Because of this, the compensation only affects the Born contribution in the NLO calculation, where terms of order $\mathcal{O}(\alpha_S^2)$ are dropped.

B Contributions of OS and SS events to the fiducial cross-sections

As already mentioned in section 3, in both the ATLAS and CMS experimental analyses that we considered in this work, results for differential cross sections are defined as the difference between the so-called opposite-sign and same-sign contributions (denoted as “OS” and “SS”, respectively). This applies to both the experimental data points and to the corresponding theoretical predictions. OS contributions are those where the reconstructed $W$ boson and the selected $D$ meson (or $c$-jet, $j_c$) have opposite charges, e.g. $W^\pm + D^\mp$. Conversely, SS contributions are those where the reconstructed $W$ boson and the selected $D$ meson (or $j_c$) have the same charge, e.g. $W^\pm + D^\pm$. The (OS - SS) subtraction has been introduced by the experimental analyses with the goal of reducing contaminations from
various backgrounds to the $W^+\bar{c}$ ($W^-c$) signal, which gives rise to hadron-level events mostly populating the OS sample/cross section. This subtraction procedure comes with a cost, meaning that a fraction of $W^+\bar{c}$ ($W^-c$) signal events can be possibly categorised as SS after shower evolution. As we will see, this effect is far from being negligible. In fact, $W^+\bar{c}$ ($W^-c$) production at the underlying-Born level, after one or more real emissions, can give rise to events with multiple charm quarks/hadrons, which in turn have the potential to populate either the OS or the SS sample, depending on the final state content and kinematics. In particular, configurations with multiple charm quarks can appear at two stages:

1. Already at the NLO/LHE level, due to the fact that $W^+c\bar{c}$ ($W^-\bar{c}$) Feynman diagrams give rise to a real correction contribution to $W^+\bar{c}$ ($W^-c$) production.

2. After parton shower, i.e. even $W^+\bar{c}$ ($W^-c$) underlying Born configurations for which the first real emission does not bring in any additional c-quark ($\bar{c}$-antiquark) (i.e. PowHeL/POWHEGBOX Les Houches events with a single c (or $\bar{c}$) quark at the partonic level), can still give rise to final states with more than one c (or $\bar{c}$) quark due to parton shower effects. These translate into hadron-level events with multiple charm hadrons.

In table 6 we report our findings for the fiducial cross section of $W^+ \pm D^*(2010)$-meson production according to the CMS analysis at $\sqrt{s} = 13$ TeV [22], with the (OS - SS) central predictions, obtained integrating those reported at the differential level in figure 3 of section 3.1, splitted into OS and SS contributions. The label “$W^+ c\bar{c}$” and “$W^- c\bar{c}$” categories restrict to the contribution to the $W^+\bar{c}$ and $W^-c$ predictions, originated by the subset of events including a $c\bar{c}$-pair at the LHE level (i.e. corresponding to case 1 listed above), analysed after having gone through parton shower, hadronization, MPI and beam remnant effects, accounted for by the PowHeL/POWHEGBOX LHE interface to PYTHIA8 using the Monash tune.

First of all, we observe that the SS (OS) cross-section contribution corresponding to “$W^+ c\bar{c}$” events is larger than the SS (OS) “$W^- c\bar{c}$” one, which reflects differences between the valence $u$ and $d$ quark distributions in the proton. On the other hand, for each $W^\pm c\bar{c}$ category the OS and SS cross-sections have equal size at the LHE level. OS and SS cross-sections turn out to be fully compatible among each other, within the quoted statistical uncertainties, also after including the full SMC perturbative and non-perturbative physics effects. Hence we can conclude that the (OS - SS) subtraction effectively suppresses the contributions induced by the $pp \rightarrow W^\pm c\bar{c}$ LHE events present in our $W^+c$ and $W^-\bar{c}$ event samples.

Additionally, it appears clear that SS contributions from $W^\pm c\bar{c}$ represent only a fraction of the total SS background: the rest comes from final states induced by $W$ + single charm Les Houches events, which turn into SS background after shower evolution. This is a genuine effect of the parton shower that cannot be estimated with a fixed-order calculation, where all the ($W$ + single charm + X) parton-level final states, with X not including any further charm quark, are categorized as OS.
Table 6. PowHe1 + PYTHIA8 predictions for the OS - SS, OS and SS inclusive fiducial cross-sections for $W^\pm + D^{\ast}(2010)$-meson production and their sum, with cuts according to the $\sqrt{s} = 13$ TeV CMS analysis of ref. [22], already considered in section 3.1. Parton shower, hadronization, MPI and beam remnant effects are accounted for using the Monash PYTHIA8 tune. The first three lines are obtained from the use of our full $W^+c + X$ and $W^-c + X$ event samples, whereas in the last three lines the hadron-level contributions due to $W^+\bar{c}$ and $W^-c$ LHE events including a $c\bar{c}$ pair already at the first radiation emission level (case 1 discussed in the text) are singled out. Predictions in the first column, first three lines, correspond to the integration over lepton rapidity of the central predictions shown in the three panels of figure 3, obtained using the ABMP16 PDF set. The quoted uncertainties account for the degree of statistical accuracy of the LHE files used for this study, containing a few million events.

| LHE Partonic Process | $\sigma_{\text{MC}}^{\text{OS-SS}}$ [pb] | $\sigma_{\text{MC}}^{\text{OS}}$ [pb] | $\sigma_{\text{MC}}^{\text{SS}}$ [pb] |
|----------------------|-----------------|-----------------|-----------------|
| $W^+ c + X$          | 62(1)           | 70(1)           | 7.8(4)         |
| $W^- c + X$          | 66(1)           | 73(1)           | 7.3(4)         |
| $W^\pm c + X$        | 128(2)          | 143(2)          | 15.1(6)        |
| $W^+ c\bar{c}$       | -0.1(1)         | 1.4(1)          | 1.5(1)         |
| $W^- c\bar{c}$       | 0.0(1)          | 0.9(1)          | 0.9(1)         |
| $W^\pm c\bar{c}$     | -0.1(2)         | 2.3(2)          | 2.4(2)         |

Overall, the size of the SS contributions from $W^\pm c + X$ (i.e. the full sample) amounts to $11\%-13\%$ of the (OS - SS) fiducial cross section we obtain after applying the CMS analysis cuts. As already mentioned, this is far from being negligible, implying that accurate estimates of the SS cross section are mandatory for realistic comparisons of theory predictions with the available (OS - SS) experimental data.

Our findings for the ATLAS analysis at 7 TeV for the $W^\pm + D$-meson and $W^\pm + j_c(j_{\bar{c}})$ cases are reported in tables 7 and 8, respectively, corresponding to the central predictions shown in figure 9 and 12 of section 3.2, obtained with PowHe1 + PYTHIA8 with the ATLAS A14 tune. The conclusions that can be drawn from these tables are qualitatively the same as the ones for the CMS case discussed above, therefore we will not repeat them here. However, it is worth noting that the relative size of the SS contributions is smaller for ATLAS than for the CMS case, amounting to $4\%-6\%$ ($2\%-3\%$) of the (OS - SS) cross section for the $W^\pm + D^\pm$-meson ($W^\pm + j_c(j_{\bar{c}})$) ATLAS analyses. Thus, the relative importance of the SS background appears to increase with the center-of-mass energy and the use of looser cuts (indeed, the applied $p_T,D$ and $\eta_D$ cuts are more inclusive in the CMS analysis, than in the ATLAS ones, see section 3 for more detail) and to decrease when shifting from the hadron-level ($W^\pm + D^\pm$) to the jet-level ($W^\pm + j_c(j_{\bar{c}})$) viewpoint. The first observation is understood as a consequence of the fact that the LHE partons enter the shower evolution with larger energies on the average, and the probability of OS $\rightarrow$ SS conversions increases as a consequence of the larger available phase space for shower activity. The second fact looks also reasonable considering that charmed jets are more inclusive observables compared to the individual hadrons and thus genuine shower effects like the ones that lead to OS $\rightarrow$ SS event conversions should have a smaller impact.
Table 7. Same as table 6, but for $W^\pm + D$-meson production according to the $\sqrt{s} = 7$ TeV ATLAS analysis of ref. [21], with PYTHIA8 configured according to the ATLAS A14 central tune.

| Process | $\sigma_{MC}^{OS}$ [pb] | $\sigma_{MC}^{OS}$ [pb] | $\sigma_{MC}^{SS}$ [pb] |
|---------|----------------|----------------|----------------|
| $W^+ c + X$ | 19.2(3) | 20.4(3) | 1.19(6) |
| $W^- c + X$ | 20.7(3) | 21.7(3) | 0.93(6) |
| $W^+ c\bar{c}$ | 0.05(6) | 0.68(4) | 0.63(4) |
| $W^- c\bar{c}$ | -0.03(4) | 0.36(3) | 0.39(3) |

Table 8. Same as table 6, but for $W^\pm + j_c(j_{\bar{c}})$ production according to the $\sqrt{s} = 7$ TeV ATLAS analysis of ref. [21], with PYTHIA8 configured according to the ATLAS A14 central tune.

| Process | $\sigma_{MC}^{OS}$ [pb] | $\sigma_{MC}^{OS}$ [pb] | $\sigma_{MC}^{SS}$ [pb] |
|---------|----------------|----------------|----------------|
| $W^+ c + X$ | 31.8(4) | 32.9(4) | 1.06(6) |
| $W^- c + X$ | 34.6(4) | 35.3(4) | 0.67(4) |
| $W^+ c\bar{c}$ | 0.03(6) | 0.78(4) | 0.75(4) |
| $W^- c\bar{c}$ | 0.03(4) | 0.41(3) | 0.38(3) |

To conclude this section, we emphasize that fixed-order calculations, at least at the level of perturbative accuracy that we are considering in this work, do not allow for a correct SS cross-section evaluation for the considered experimental configurations. In fact, a substantial fraction of the total SS contribution is instead generated by PS effects on top of LHE events including one and only one $c$ (or $\bar{c}$) quark, as follows from comparing the “$Wc$” and “$Wc\bar{c}$” SS categories for each experimental configuration. This is particularly important in case of the $W^\pm + D^\mp$-meson analyses considered here, whereas the effect is smaller, but still non negligible, in case of the $W^\pm + j_c(j_{\bar{c}})$ study. Therefore, PDF collaborations aiming at including $W + c$ production data in their NLO or NNLO fits, should incorporate or, at least, account for these PS effects in their QCD analyses. Fixed-order predictions have the tendency to underestimate the SS background. This, ultimately, might impact the extraction of the strange quark PDFs, leading to a possible underestimate of the latter.
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