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Abstract

Search engines are exceptionally important tools for accessing information in today’s world. In satisfying the information needs of millions of users, the effectiveness (the quality of the search results) and the efficiency (the speed at which the results are returned to the users) of a search engine are two goals that form a natural trade-off, as techniques that improve the effectiveness of the search engine can also make it less efficient. Meanwhile, search engines continue to rapidly evolve, with larger indexes, more complex retrieval strategies and growing query volumes. Hence, there is a need for the development of efficient query processing infrastructures that make appropriate sacrifices in effectiveness in order to make gains in efficiency. This survey comprehensively reviews the foundations of search engines, from index layouts to basic term-at-a-time (TAAT) and document-at-a-time (DAAT) query processing strategies, while also providing the latest trends in the literature in efficient query processing, including the coherent and systematic reviews of techniques such as dynamic pruning and impact-sorted posting lists as well as their variants and optimisations. Our explanations of query processing strategies, for instance the WAND and BMW dynamic pruning algorithms, are presented with illustrative figures showing how the processing state changes as the algorithms progress. Moreover, acknowledging the recent trends in applying a cascading infrastructure within search systems, this survey describes techniques for efficiently integrating effective learned models, such as those obtained from learning-to-rank techniques. The survey also covers the selective application of query processing techniques, often achieved by predicting the response times of the search engine (known as query efficiency prediction), and making per-query tradeoffs between efficiency and effectiveness to ensure that the required retrieval speed targets can be met. Finally, the survey concludes with a summary of open directions in efficient search infrastructures, namely the use of signatures, real-time, energy-efficient and modern hardware & software architectures.
Acronyms

Here we report the main acronyms used in this survey. Acronyms typeset in Sans-serif pertain directly to information retrieval concepts that we explain in this survey.

NDCG Normalised Discounted Cumulative Gain
MAP Mean Average Precision
ERR Expected Reciprocal Rank
MED Maximised Effectiveness Difference
RBP Rank Biased Precision
IR Information Retrieval
QPS Queries per second
IDF Inverse Document Frequency
FOR Frame-Of-Reference
PFOR Patched FOR
Vbyte Variable Byte
EF Elias-Fano
PEF Partitioned EF
QMX Quantities, Multiplier and eXtractor
SIMD Single Instruction Multiple Data
TAAT Term-At-A-Time
DAAT Document-At-A-Time
WAND Weighted AND or Weak AND
BMW Block-Max WAND
BMM Block-Max MaxScore
BMA Block-Max AND
LBMW Local BMW
VBMW Variable BMW
QEP Query Efficiency Prediction/Predictor
QPP Query Performance Prediction/Predictor
SLA Service Level Agreement
PESOS Predictive Energy Saving Online Scheduling
DVFS Dynamic Voltage and Frequency Scaling
TFIDF Term Frequency - Inverse Document Frequency
SAAT Score-At-A-Time
LTR learning-to-rank
FPGA Field Programmable Gate Array
IoT Internet-of-Things
ISN index serving node
Notations

Here we only report the recurrent notation symbols used in this survey. Fixed size text is used for pseudocode-related symbols.

\( R \) the number of replicas of a shard.
\( S \) the number of shards of an index.
\( K \) the number of top results returned by a search engine.
\( s \) speedup, used as a performance measure.
\( r \) reduction, used as a performance measure.
\( d \) a document, as indexed by an IR system.
\( q \) a query, as processed by an IR system, i.e., a set of terms.
\( N \) the number of documents indexed by the IR system.
\( t, t_i \) a term, as may exist within a query.
\( \text{SCORE}_{q}(d) \) a generic query-document ranking function.
\( s_t(q, d) \) a generic term-document similarity function.
\( f_t \) the document frequency of a term.
\( \text{IDF}_t \) the inverse document frequency of a term.
\( f_{d,t} \) the number of occurrences of a term in a document.
\( \perp \) special symbol to denote the end of a posting list.
\( n \) number of terms in a query.
\( p, I, O \) an array of posting lists.
\( q \) a priority queue of docids or \( \langle \text{docid}, \text{score} \rangle \) pairs.
\( k \) an accumulators map from docids to scores.
\( \lambda \) the size of an unordered window complex operator.
\( p \) parallelism degree, i.e., number of threads.
\( t(p) \) expected query processing time with \( p \) threads.
\( \sigma_t(q) \) the term upper bound, a.k.a. its max score.
\( \sigma_d(q), \sigma_d \) the document upper bound computed with term upper bounds.
\( \hat{q} \) a set of terms from query \( q \) already processed.
\( \theta, \Theta \) a threshold, i.e., the smallest (partial) score of the current top \( K \) documents.
\( L \) parameter of the Quit and Continue strategies.
\( N_t \) the number of documents indexed in a top candidates list.
\( \sigma \) an array of term upper bounds.
\( \text{ub} \) an array of document upper bounds.
\( \text{pivot} \) a index of a posting list in \( p \).
\( \text{pivot}_{id} \) the docid of the pivot posting list iterator.
\( F \) the aggressiveness tradeoff of a dynamic pruning strategy.
\( b \) an array of block lists.
1 Introduction

Search engines are exceptionally important tools for accessing information in today’s increasingly digital world. Classical commercial Web search engines, such as those maintained by Google, Bing, Yandex, Baidu, have processed billions if not trillions of Web documents, and have kept maintaining these in continuously updated index data structures\(^1\) requiring

\(^1\)https://www.google.com/insidesearch/howsearchworks/thestory/index.html
petabytes of storage space,\textsuperscript{2} to ensure satisfying the users of the search engine through billions of user queries received every month.\textsuperscript{3} (Bosch \textit{et al.}, 2016)

Satisfaction of the search engine users is a key metric for search engine providers. Without drawing too broad a sweeping generalisation, one of the fundamental goals of a search engine is to derive income from advertising traffic, for instance from the ads that are often presented next to the organic search results. Users that are not satisfied with the search engine results may switch to a different engine (White, 2016), and may not return. This is a loss of advertising revenue for the search engine. As a consequence, ensuring that their users are satisfied with the results is of utmost importance to search engines.

There are various reasons why the result page for a search does not satisfy a user (Diriye \textit{et al.}, 2012), but the primary causes are the 	extit{effectiveness} – the quality of the returned results – and the 	extit{efficiency} – the speed at which the results were returned. Indeed, search engines that are slow to return results to users can negatively damage the user’s perception of the quality of the results (Brutlag and Schuman, 2009). Hence, a search engine needs to be both effective (deploying advanced ranking mechanisms), while ensuring that its results are efficiently returned to the user. A key contribution of this survey is to review both the foundational background and the recent advances in search engine infrastructures.

Fortunately, search is a parallelisable problem, and scaling can be applied to the search engine computing infrastructure. Indeed, as shown in Figure 1.1, a large index can be partitioned across multiple shards, allowing each single search engine server to service a small portion of the index in order to ensure fast retrieval. Each of the \( S \) index shards can be replicated \( R \) times, allowing both resilience and scaling. When user queries arrive, the broker routes queries to the less loaded replica of each shard for processing (Freire \textit{et al.}, 2013; Freire \textit{et al.}, 2012).

Using such a distributed setting for a large search engine, \( R \times S \) can be very large, covering potentially hundreds of thousands of servers. All of the major search engines run exceedingly large data centres, each often requiring capital investments of billions of dollars,\textsuperscript{4} and consuming vast quantities of energy. Data centres use 3% of the global electricity supply and account for about 2% of the total greenhouse gas emissions; this is expected to triple in the next decade, putting an enormous strain on energy supplies and dealing a hefty blow to efforts to contain global warming.\textsuperscript{5}

Clearly, at such large scales, the efficiency of the search engine’s operating internals are therefore key to the operating costs of such companies. Efficiency improvements of 5% would allow a 5% reduction in \( R \) replicas, potentially equating to significant power

\textsuperscript{2}https://www.google.com/insidesearch/howsearchworks/crawling-indexing.html
\textsuperscript{3}https://googleblog.blogspot.it/2010/09/google-instant-behind-scenes.html
\textsuperscript{4}http://www.datacenterknowledge.com/archives/2014/07/23/from-112-servers-to-5b-spent-on-google-data-centers-per-quarter
\textsuperscript{5}http://www.independent.co.uk/environment/global-warming-data-centres-to-consume-three-times-as-much-energy-in-next-decade-experts-warn-a6830086.html
consumption reductions, and providing a room for further growing the sizes of the search engines' indexes, or servicing growth in the user queries.

The distributed nature of a search engine infrastructure is not within the scope of this survey. The interested reader can find a comprehensive overview of distributed large-scale Web search engines in (Cambazoglu and Baeza-Yates, 2015). Instead, this survey focuses on the general architecture of a search infrastructure as might be deployed within a single server. Our goal is to provide an accurate description of the basic search components involved in the scoring of documents in response to a query, together with a detailed and exhaustive review of the research works aiming at boosting the efficiency of query processing without negatively impacting the effectiveness performance of the system.

A key detail of the manner in which a search engine is designed to operate is the "top-heavy nature" of results: since the users of search engines typically focus on the top-ranked results (as can be measured offline using test collections and metrics such as NDCG (Järvelin and Kekäläinen, 2002) and ERR (Chapelle et al., 2009)), the relevance of those results is key to user satisfaction. This means that the search engine should itself focus on getting the most relevant results at the top of the ranking, at the possible detriment of mis-ranking other results. In his SIGIR 2010 Industry Day talk, Pedersen (2010) described this process as the use of cascading (illustrated in Figure 1.2). In response to a query, each conceptual cascade aims to filter or rank documents, before passing onto the next cascade layer. At the bottom layer, the documents to be retrieved are defined in terms of the subsets of terms present in the query – being able to identify these subsets as quickly as possible, without requiring to scan the contents of each document, is a fundamental architecture decision of an Information Retrieval (IR) system. The bottom layer may filter a collection of billions of documents down to the millions, which should be scored. In the second layer, query processing techniques define how the scoring of document weighting models, such as language modelling or BM25 should be applied. In the final layer (the top layer), various additional ranking features such as PageRank, or URL information may be calculated and used within a learned model to re-rank the documents, before presenting the final top

Figure 1.1: Distributed retrieval architecture.
$K$ high-scored documents to the user (usually $K$ is small, e.g., 8 – 20, as displayed on the first page of the search results).

![Figure 1.2: Cascading nature of Web search, based on (Pedersen, 2010)](image)

Different techniques are appropriate at different cascade levels, but many are designed to make efficiency savings by avoiding the scoring of documents, which cannot make the top-ranked results that will be returned to the user. In this survey, we cover both the core algorithms and data structures used for retrieval, as well as the optimisations (such as dynamic pruning) that can be applied at a given cascade level. Of course, not all queries are equal – some are easier for the search engine to answer *effectively*, while, orthogonally, some may be less *efficient*, i.e., take longer for the search engine to answer. Being able to know the likely efficiency of a query, as might be obtained from a *query efficiency predictor*, can allow the search engine to make on-the-fly decisions about its configuration.

Figure 1.3 provides the main infrastructure that is discussed in this survey. We will focus on the “online” components, e.g., those responsible for the cascading components of search, while referring to the “offline” components whenever it is necessary. The remainder of this survey is structured as follows:

- Chapter 2 provides an overview of the modern infrastructure foundations within a search engine, covering the basic form of the inverted index data structure, and the essentials of query processing.
- Chapter 3 provides an introduction to approaches for increasing the efficiency of query processing, namely the dynamic pruning techniques.
- Chapter 4 describes query efficiency predictors – a new technique to estimate the response time of queries – that is gaining attention for a number of applications involving efficient retrieval on a per-query basis.
- Chapter 5 provides an overview of impact-sorted indexes, which make offline changes to the layout of the inverted index in order to improve the efficiency of query processing.
- Chapter 6 provides an overview of cascading search architectures, and provides insights into how to efficiently deploy learning-to-rank, a retrieval technique known to benefit
the search engine’s effectiveness by re-ranking a set of $K$ documents.

- Chapter 7 gives an overview of the current open directions in retrieval infrastructures, including the use of signature files instead of inverted indexes, and provides concluding remarks.

**Note on Efficiency Performance Measures**

In this survey, we illustrate the efficiency measures reported in the cited papers. Since this survey covers papers from over a period of 30 years, comparing the reported results across different papers could lead to the wrong conclusions. Hence, we will only report comparative performance measures derived from single contributions.

The performances of the discussed strategies naturally depend on several factors, such as the index and/or the query characteristics, the inverted index compression, the similarity function adopted, the number of documents returned, the actual underlying implementations,
the machine(s) used to perform the experiments and so on. In most papers, when comparing the efficiency of different solution s, two main quantities are typically reported: response times and/or number of processed elements. In order to be as “implementation-independent” as possible, we report the speedup of an optimisation w.r.t. the baseline, in terms of mean response time, and/or its (work) reduction, defined as the percentage of postings that are dynamically pruned, i.e., not scored, w.r.t. the baseline.

When comparing two time quantities $t_1$ and $t_2$, with $t_1 > t_2$ we will always report their relative speedup $s$, defined as $s = t_1/t_2$ (always greater than 1). For example, if two strategies $A$ and $B$ have an average response time of 20 ms and 8 ms, respectively, their speedup (of $B$ w.r.t. to $A$) is $s = t_A/t_B = 20/8 = 2.5\times$. When comparing two numbers of processed elements $n_1$ and $n_2$, with $n_1 > n_2$ we will systematically report the percentage reduction $r$, defined as $r = 1 - n_2/n_1$. For example, if strategy $A$ processes 200 elements while strategy $B$ processes just 150 elements, the reduction of $B$ w.r.t. $A$ is $r = 1 - n_B/n_A = 1 - 150/200 = 0.25 = 25\%$.

Finally, the throughput of a query processing node, as well as that of more complex search systems, is measured in queries per second (QPS).

## Intended Audience

This survey targets readers, researchers and engineers who possess a basic knowledge in Information Retrieval (IR) or in other cognate topics (e.g., databases, data mining). In particular, the survey is of utmost interest to PhD students, researchers and practitioners working on efficiency and system infrastructures in IR and Web search. Indeed, anyone working on search and ranking on big data will benefit from this manuscript. The survey is also particularly of interest to lecturers and tutors looking for a concise and comprehensive textbook on state-of-the-art query processing techniques to support their IR course.

## Note on the Origins of the Material

This survey is a new piece of work, but builds upon our research experience in this area. This survey also benefits from the authors’ experience acquired from presenting two related tutorials at ECIR 2017 and SIGIR 2018. We would like to thank the attendees of these tutorials for their insightful questions and comments.

## 2 Modern Infrastructure Foundations

In this chapter we focus on the fundamental concepts that will be needed in the rest of the survey. Indeed, we provide a general description of the main “ingredients” that are necessary to later introduce the more advanced components of query processing. These
fundamental ingredients include, in Section 2.1, the nature of the data structures underlying
an IR system – namely the vocabulary and inverted index – and how the inverted index can
be compressed to reduce space usage and decompression time; in Section 2.2 we describe
the basic query processing algorithms that permit retrieval from an inverted index using
both Boolean and best-match retrieval.

2.1 Data Structures

The goal of an IR system is to return information objects relevant to a user’s information
need, expressed as a query. We will refer to the information objects as documents, and the
set of documents over which we perform information retrieval as the document collection.
Each document d can be uniquely identified by a natural number 0, 1, \ldots, N − 1, which is
called a document identifier or docid. The atomic unit of information that can be observed
or extracted from a document is called a token. Tokens represent occurrences of single terms,
and the set of unique terms from all documents in a collection is called the vocabulary
or lexicon. Terms can also be uniquely identified with a natural number, called a term
identifier or termid.

The most common type of documents managed by an IR system are textual documents,
such as text files or Web pages. Hence, the tokens are the occurrences of words in a document,
and a word corresponds to a term. A user query q is expressed as a bag of terms,
and an IR system exploits such terms to process the query and to select documents
from the collection that can satisfy the user’s information need. Since one of the main goals
of an IR system is to provide these relevant documents with subsecond response times,
the document collection must be organized and stored in special data structures to quickly
locate data without processing every document in the collection.

An inverted index (also known as an inverted file) is the most efficient data structure
for accomplishing the goal of text query processing (Witten et al., 1999; Zobel and Moffat,
2006; Manning et al., 2008; Baeza-Yates and Ribeiro-Neto, 2008; Croft et al., 2009; Büttcher
et al., 2010).1 An inverted index organizes a document collection in a collection of lists,
one per term (or token), containing information about the documents in which the term
appears.

An inverted index encodes a document collection, exploiting different data structures
that depend on the used query processing algorithm. A typical inverted index layout is
depicted in Figure 2.1. In any case, two components are always present: (a) the vocabulary
(or lexicon) and (b) the set of posting lists (or inverted lists).

The vocabulary is an array of term entries. Every term entry stores information about

---

1 Alternative data structures include signature files and suffix arrays (Baeza-Yates and Ribeiro-Neto, 2008)
a term in the document collection, and, in particular, its document frequency (docfreq), i.e., the number of documents in which the term $t$ appears at least once, and a pointer to the beginning of the posting list of term $t$. Note that a vocabulary may store additional information (stats) regarding the terms appearing in the documents (e.g., the total number of occurrences of the term in the collection). Typical implementations of a vocabulary include front-coded sorted arrays, tries, hash tables or B-like trees to allow reduced search time and an early lookup of term entries (Baeza-Yates and Ribeiro-Neto, 2008).

A posting list is associated with every term in the vocabulary, and it is composed of a list of postings. A posting is a logical representation of all the information extracted from a single document in the collection about a specific term. In the most basic case, a posting for a given document $d$ and term $t$ contains the docid associated with $d$ and, as such, the posting list of term $t$ contains the docids of the documents in the collection in which the term appears. Other information, such as the frequency of the term’s occurrence in each document (freq), or the positions of its occurrences (positions) can also be encoded in the posting.

Finally, an optional component of an inverted index is the document index. A document index stores the different attributes of documents as an array of records, indexed by docid. These attributes include statistical properties of documents, such as the total number of words (i.e., its document length doclen) and other properties props, such as the language and the number of incoming links to the document (inlinks), as well as other pre-computed attributes, such as the importance of the document (i.e., its global score).

![Figure 2.1: A typical inverted index components. Greyed-out elements are typically optional, and depend on the choices made in the implementation of the search engine.](image-url)
Overall, the most important data structure is the inverted index, whose main functions and characteristics are described in Section 2.1.1. Moreover, the inverted index is normally stored on disk, but since it must be accessed repeatedly to process queries, it is often kept in the main memory to reduce costly disk accesses. Since an inverted index can occupy a large amount of space, compression techniques are employed to reduce its size (without loss of information). Several such compression techniques are described in Section 2.1.2. In contrast, the “lossy” compression of the inverted index – known as static index pruning – is highlighted later in Section 5.

2.1.1 Accessing an Inverted Index

The inverted index makes it possible to identify the documents in which some terms appear without analysing all documents in the collection. By selecting the posting lists of the query terms, a query processing algorithm can traverse them to identify the docids of documents in which at least one (or all) of the terms appear(s). Commercial Web search engines often internally rewrite the user query into a complex query plan that includes boolean expressions of query terms, which must then be resolved (Risvik et al., 2013). This posting list query processing is known as boolean retrieval (see Section 2.2.1). In order to reduce their space occupancy, to store more documents in the same amount of space, and to exploit modern memory hierarchies, for faster access, the posting lists are stored contiguously, traversed sequentially, and are usually compressed (see Section 2.1.2) (Zobel et al., 1998). Large compression benefits can be attained if the posting lists are sorted by increasing docid value (Silvestri, 2007).

An inverted index with posting lists sorted by increasing docid value is called a docid-sorted inverted index. This index layout is commonly used in Web search engines (Dean, 2009). Other index layouts exist, for example the score-sorted or impact-sorted indexes, which are discussed in Chapter 5. Unless otherwise specified, we will always assume that the posting lists are sorted by increasing docids.

Boolean query processing on Web-scale document collections, with billions of texts to be managed, cannot be used to retrieve all matching documents directly for the users. Users do not typically browse more than 20 results (Silverstein et al., 1999). As a consequence, the number of documents to return to users must be often limited. Thus, a relevance score is associated with the query-document pairs. Documents are ranked according to a heuristic similarity function, estimating, according to a given statistical procedure, the similarity (or the probability of relevance) of a document with respect to a query. Then, the documents in the posting lists are sorted by their similarity to the user query, and the $K$ documents with the highest scores are returned to the user. This posting list processing is known as ranked retrieval (see Section 2.2.2). Sometimes, the final similarity of a document with

---

2 Different orderings, such as impact-based, can lead to greater compression benefits (see Chapter 5).
respect to a query is modified by taking into account the query-independent features of the document (e.g., PageRank, URL length). These features provide the static or global score of a given document. The effective integration of many such features raises several challenges with respect to their weighting, often addressed by the use of learning-to-rank techniques, further discussed in Chapter 6.

Many query-document similarity functions have been proposed, including: the cosine measure (Salton et al., 1975), BM25 (Robertson et al., 1994), statistical language measures (Ponte and Croft, 1998; Lafferty and Zhai, 2001), and divergence from randomness measures (Amati and Van Rijsbergen, 2002). We will not enter into the details of specific similarity measures, but we will compute the relevance score of query-document pairs through a generic ranking function $\text{Score}_q(d)$ following the general outline given by the best match strategy, namely:

$$\text{Score}_q(d) = \sum_{t \in q} s_t(q, d)$$ (2.1)

where $s_t(q, d)$ is a term-document similarity function that depends on the number of occurrences of term $t$ in document $d$ (i.e., the within-document term frequency) and in the query $q$ (i.e., the within-query term frequency), on other document statistics such as document length and on term statistics such as the document frequency. Commonly, the document frequency of a term $f_t$ is used in the similarity functions through a quantity called inverse document frequency $\text{IDF}_t$, denoted as:

$$\text{IDF}_t = \log \frac{N}{f_t}$$ (2.2)

where $N$ is the number of documents in the collection. As such, rare terms will have a high $\text{IDF}_t$, and a high similarity score, while common terms will likely have a low $\text{IDF}_t$ and a low similarity score. Term-document similarities are non-negative quantities, and the contribution to the similarity of document terms not appearing in the query is assumed to be 0, and vice-versa. Since the in-document term frequency is commonly used in many similarity measures, it is a typically included in the posting list ($freq$).

An inverted index storing posting lists as sequences of $(d, f_{d,t})$ pairs is called a document-level index, since each posting contains information about the number of occurrences of a term in a document $f_{d,t}$, but no finer-grained information on these occurrences is provided. Alternatively, a term-level index encodes in each posting additional information on the position of the occurrences of a term in a document. In particular, each posting stores an

---

3 For the same purpose, some weighting models, such as the language models and divergence from randomness models, rely upon the total frequency of the term in the entire collection.

4 More generally, the query-document similarity may also include an additive query independent document global score $G(d)$. 13
increasing sequence of natural numbers, encoding the position of each occurrence of term $t$ in document $d$ (positions). In this way, it is possible to establish if two or more terms have adjacently occurred or not.

Finally, it is worth noting that a given document can be represented in different ways. For example, a Web page can be represented by its URL, its title or its content. Different document representations entail different term and term-document statistics, e.g., the term frequency in a Web page title typically differs from the frequency of the same term in the content. Hence, an inverted index could group together the term statistics and the corresponding posting lists for different document representations, also known as fields. As shown in Figure 2.2, the typical fields in a Web page document are the URL, title, content and anchor text from the incoming hyperlinks (Macdonald et al., 2013b).

Physically, the internal organisation of posting lists can be interleaved or non-interleaved, as shown in Figure 2.3 (Anh and Moffat, 2006c). In interleaved indexing, each posting is stored compactly, where the docid is immediately followed by the term-document frequency
and, for term-level indexes, by the list of term occurrence positions. In a non-interleaved index, all individual components of postings are stored in different (portions of the) inverted files: one for the docids, one for the frequencies and one for the term positions.

![Interleaved and non-interleaved posting list organisations.](image)

Since posting lists are processed sequentially, it is often convenient to see a posting list as an iterator over its postings. Hence, the access of a posting list through its pointer returns an iterator starting on its first posting. Some operations that are commonly performed on a posting list plist are defined as follows:

- **plist.docid()** returns the document identifier $d$ of the current posting. If the iterator has reached the end of the posting list, **plist.docid()** returns the special symbol ⊥. For comparison purposes, the special symbol ⊥ is considered strictly greater than any other docid.

- **plist.score()** returns the similarity score computed with the term and document statistics extracted from the current posting, as calculated by $s_t(q,d)$ in Equation (2.1).

- **plist.next()** sequentially moves the iterator to the next posting. If the iterator has reached the end of the posting list, **plist.next()** returns the special symbol ⊥, the end-of-list marker.

- **plist.next($d$)** advances the iterator forward to the next posting with a document identifier greater than or equal to $d$. If the current posting’s docid is greater or equal to $d$, the iterator is left unchanged. If $d$ is greater than the docid of the last posting in the list, **plist.next($d$)** returns the end-of-list marker ⊥. In Section 2.1.2, we will discuss the efficient implementation of the **plist.next($d$)** operator, such that the number of intervening postings between the current document and the target $d$ that are decompressed is minimised.

These operations, also known as posting APIs, were introduced by (Broder et al., 2003). The **plist.next()** and **plist.next($d$)** operators advance sequentially the iterator along a posting list and, when required, the **plist.docid()** and **plist.score()** operators are used to inspect and process the contents of posting currently identified by the iterator. As we will see in Section 2.2, the posting list APIs play a fundamental role in all query

---

5Alternatively, this operation can be denoted as **plist.nextGEQ($d$)**.
processing strategies.

2.1.2 Compression & Skipping

Compression is a fundamental component for query processing, since its main aim is to reduce the space required to store the inverted index while providing acceptable latencies when using it for query processing. The compression of the posting lists within the inverted index ensures that as much as possible of the inverted index can be kept in the higher levels of the computer memory hierarchy – indeed, many search engines keep the entire inverted index in the main memory. Hence, a compression scheme should not only be time-efficient (i.e., inexpensive to decompress), but also space-efficient (i.e., high compression ratio), to minimise the necessary computing resources while answering queries. Inverted index compression has been used for some time. For example, one common practice while storing a posting list is to use gaps (or d-gaps) where possible (Witten et al., 1999), i.e., to record the differences between components (such as docids or positions) instead of their absolute actual values. Gaps between docids are expected to be small, requiring far less space to store than the complete docids. Indeed, by not using a fixed (word-aligned) number of bits for each number, smaller numbers generally lead to smaller representations in terms of bits. In the following, we use the term codec to describe a compression/decompression algorithm, and recap the basic (also called oblivious) compression codecs, (i.e., Unary, Gamma, Vbyte and Varint) as well as list-adaptive codecs (i.e., Golomb/Rice, Simple, Frame-Of-Reference, and Elias-Fano). We then discuss some recent advances in compression leveraging the modern processor architectures. Finally, we discuss docid assignment and the efficient implementation of skipping, as needed by query processing strategies.

Oblivious Codecs

When a set of non-negative integers is given to an oblivious codec for compression, it encodes each value on its own, without considering its value relative to the rest of the set. A desirable side effect is that every single value can be decompressed separately, or only the decompression of the preceding values is needed if d-gaps are used. On the other hand, such codecs ignore global information about the set, which can help to have a better compression ratio. A number of oblivious compression algorithms are briefly described below.

**Unary and Gamma:** Unary and Gamma codecs are two bitwise, oblivious techniques. Unary represents a non-negative integer $x$ as $x - 1$ one bits and a zero bit (e.g.: 4 is 1110). While this can lead to extremely large representations, it is still advantageous for the encoding of values that tend to be small, such as those created by the application of delta gaps, or term frequencies in small document collections. Gamma, described in (Elias, 1975), represents positive integer $x$ as the Unary representation of $1 + \lfloor \log_2 x \rfloor$ followed by the binary representation of $x - 2^{\lfloor \log_2 x \rfloor}$. (e.g.: 9 is 1110 001).
**Vbyte**: Vbyte (variable byte) codec (Williams and Zobel, 1999) is a byte-aligned, oblivious technique. It uses the 7 lower bits of any byte to store a partial binary representation of the non-negative integer \( x \). It then marks the highest bit as 0 if another byte is needed to complete the representation, or as 1 if the representation is complete. For example, 201 is 10000001 01001001. While this technique may lead to larger representations, it is usually faster than Gamma in terms of decompression speed (Scholer et al., 2002). Trotman (2014) noted that there are different possible implementations of Vbyte, including the Group Varintused by Google (Dean, 2009).

**List-adaptive Codecs**

A list-adaptive codec compresses non-negative integers in blocks, exploiting aspects such as the proximity of values in the compressed set. This information can be used to improve the compression ratio and/or decompression speed. However, this can mean that an entire block must be decompressed even when just a single posting is required from it (e.g. during partial dynamic scoring approaches such as WAND, as described in chapter 3). Moreover, it is possible to obtain a larger output than the input when there are very few integers to compress within the block, because extra space is required in the output to store the header information needed at decompression time (e.g., range of integers, number of bits per integer). Indeed, when there are too few integers to be compressed, this header information can be larger in size than the actual payload being compressed (or the inputs have to be padded with superfluous extra integers). Below, we provide short descriptions of common list-adaptive techniques.

**Golomb and Rice**: Golomb codec is a bitwise and list-adaptive compression scheme (Golomb, 1966). Here, a non-negative integer \( x \) is divided by a value \( \beta \). Then, Unary codec is used to store the quotient \( q \) while the remainder \( r \) is stored in binary form. The value of \( \beta \) is chosen depending on the non-negative integers we are compressing. Usually, \( \beta = 0.69 \times \text{avg} \) where \( \text{avg} \) is the average value of the numbers being compressed (Witten et al., 1999). In the Rice codec (Rice and Plaunt, 1971), \( \beta \) is a power of two, which means that the bitwise operators can be exploited, permitting more efficient implementations at the cost of a small increase in the size of the compressed data. Golomb and Rice coding are well-known for their decompression inefficiency (Anh and Moffat, 2005a; Yan et al., 2009a; Lemire and Boytsov, 2015).

**Simple family**: This family of techniques, firstly described in (Anh and Moffat, 2005a), stores as many non-negative integers as possible in a single word. This is made possible by using the first 4 bits of a word as a selector to describe the organisation of the remaining 28 bits. For example, in a word we can store \{509,510,511\} as three 9-bits values, with the highest 4 bits of the word reflecting this configuration, at a cost of one wasted bit.

**Frame of reference (FOR)**: Proposed by Goldstein et al. (1998), FOR compresses non-
negative integers in blocks of fixed size (128 elements, for example). It computes the range of the integers, i.e., between the maximum $M$ and the minimum $m$ value in the block $(M - m)$, then stores $m$ in binary notation. Each of the values are then saved, using their difference from $m$ and encoded using $b$ bits each, where $b = \lceil \log_2(M + 1 - m) \rceil$.

**Patched frame of reference (PFOR):** FOR may lead to a poor compression in presence of outliers: single large values that force an increase of the bit width $b$ on all the other elements in the block. To mitigate this issue, PFOR has been proposed (Zukowski et al., 2006). This approach chooses a $b$ which is reasonable for most of the elements in the block, treating these as in FOR. The elements in a range larger than $2^b$ are treated as exceptions. In the original approach, those are stored at the end of the output, not compressed. The unused $b$ bits are used to store the position of the next exception in the block. If $b$ bits are not enough to store the position of the next exception, a compulsory one is generated. This means that one of the value is treated as an exception even if it could have been encoded using $b$ bits.

More recent implementations of PFOR treat the exceptions differently. NewPFD (Yan et al., 2009b) stores the exception positions in a dedicated area of its output, but divides them in two parts: $b$ bits are normally stored, as for the normal values, while the remaining 32-$b$ bits are compressed using a Simple family codec. OptPFD (Yan et al., 2009b) works similarly, but chooses $b$ in a way that tries to optimise the compression ratio and the decompression speed. FastPFOR (Lemire and Boytsov, 2015), instead, reserves 32 different areas of its output to store exceptions. Each area contains those exceptions, which can be encoded using the same number of bits. Outliers in the same exception area are then compressed using a FOR technique, to improve both the compression ratio and the decompression speed.

**Elias-Fano (EF):** Recently, the EF representation of monotone sequences (Elias, 1974; Fano, 1971) has been applied to inverted index compression (Vigna, 2013). Given a monotonically increasing sequence of $n$ non-negative integers upper-bounded by $u$, each element in the sequence is represented in binary using $\lceil \log u \rceil$ bits. The binary representation of each element is split into two parts: a high part, consisting of the $\lceil \log n \rceil$ most significant bits, and a low part consisting of the remaining bits. The low parts are stored in a fixed-width bitvector, while the high parts are represented in negated unary.\footnote{Negate unary represents a non-negative integer $x$ as $x - 1$ zero bits and a one bit.} Overall, it can be shown that the sequence representation takes $n\lceil \log \frac{u}{n} \rceil + 2n$ bits. Moreover, the EF representation of a compressed sequence can support random access without decompression by using an auxiliary succinct data structure, i.e., negligibly small compared to the EF space occupancy (Vigna, 2013). However, EF fails to exploit the local clustering that inverted lists usually exhibit, namely the presence of long subsequences of close document identifiers. More recently, (Ottaviano and Venturini, 2014) described a new representation based on partitioning the list into chunks and encoding both the chunks and their endpoints with
EF, hence forming a two-level data structure, called Partitioned Elias-Fano (PEF). This partitioning enables the encoding to better adapt to the local statistics of the chunk, thus exploiting clustering and improving compression. They also showed how to minimise the space occupancy of this representation by setting up the partitioning as an instance of an optimisation problem, for which they present a linear time algorithm that is guaranteed to find a solution at most \((1 + \epsilon)\) times larger than the optimal one, for any given \(\epsilon \in (0, 1)\).

**SIMD-based Compression**

Modern efforts in compression have increasingly focussed on the use of Single Instruction Multiple Data (SIMD) CPU instructions (Stepanov et al., 2011), which permit the same operation on multiple data points simultaneously.

For example, Varint-G8IU (Lemire and Boytsov, 2015; Stepanov et al., 2011; Trotman, 2014) is a form of Group Varint where as many integers are packed into 8 consecutive bytes preceded by a one-byte descriptor that depicts the number of encoded integers. A single CPU instruction, PSHUFb can then decode all integers.

Lemire and Boytsov (2015) provided a comprehensive study of SIMD-based compression codecs for integers. For instance, SIMD-BP128 packs blocks of 128 consecutive integers into a number of 128-bit words. Each integer is stored using the same number of bits. Then a single SIMD instruction can decode 16 128-bit words at once. The selector is stored before the sequence, and defines the number of bits needed for each integer.

QMX, which was proposed by Trotman (2014), builds upon SIMD-BP128, but separates the payload (or Quantities), the run length (or Multipliers), and the selector (or eXtractor), hence the name. QMX has been shown to be more space efficient than SIMD-BP128 (particularly for short posting lists), as well as faster at decoding on most of the CPU architectures investigated by Trotman (2014).

**Docid Orderings**

The compression rate achievable by a given codec depends on how the occurrences of terms are clustered within the docid space, due to the use of d-gaps: the smaller the d-gaps exhibited, the higher is the attainable compression.

Various works have examined the assignment of docids to documents to benefit compression – in this way, the collection is reordered, such that docid 0 is no longer the first document observed during indexing. Different schemes aim to achieve a clustering property – by clustering together similar documents, which contain similar terms – hence similar documents would obtain close docids, and hence the posting lists for these terms would have smaller d-gaps (Bookstein et al., 1997). In general, finding such an ordering is NP-
hard (Silvestri, 2007), and hence various heuristics have been investigated in the literature (e.g., (Shieh et al., 2003; Silvestri et al., 2004; Tonellotto et al., 2011)).

However, work in this area has been largely completed, due to the observations of Silvestri (2007), who demonstrated that by simply ordering documents lexicographically by their URLs (reversing the host part of the URLs first7) produces a good approximation of the clustering property.8 Indeed, Silvestri (2007) observed compression ratios 5% better than a clustering approach, while taking two orders of magnitude less time to compute the docid reassignments. Later, Tonellotto et al. (2011) demonstrated the benefits of URL ordering on efficient retrieval approaches such as DAAT, MaxScore and WAND. More recently, Ramaswamy et al. (2017) showed that a docid reordering based on the item category reduces the average latency of over 20% in a large-scale eCommerce search system.

Nevertheless, major search engines, dealing with potentially a trillion documents, may find it expensive for the indexing subsystem to assign a globally unique docid to every document (Risvik et al., 2013). While space compression helps in dealing with storage costs, distributed search engines may rely on a random docids assignment, to help load balancing across the index shards.

**Skipping**

When processing a posting list, there are numerous cases in which it is possible to avoid reading and decompressing portions of the list. For example, looking for a specific docid in a given posting list, and reading from disk and/or decompressing all preceding docids is just time consuming. Hence, (Moffat and Zobel, 1996) proposed to insert *synchronisation points* into a compressed posting lists. Such synchronisation points are stored in the index, together with the corresponding posting lists. Each of them is represented by a docid-offset pair, also known as a *skip pointer*, denoting the offset in bits/bytes w.r.t. the beginning of the posting list where the given docid is compressed (see Figure 2.4).

![Figure 2.4: Example of three skip pointers in a posting list with seven postings.](image)

---

7For example, www.example.com/main.html becomes com.example.www/main.html.

8Note that this technique will not work if all documents are from the same domain, e.g., Wikipedia.
To check if a document appears in the posting list we use the skip pointer with the greatest docid smaller than the document’s docid, and we use its offset to access the inverted index starting from the position of such docid. In fact, skip pointers are used to efficiently implement the \texttt{plist.next}(d) operator, introduced at the end of Section 2.1.1. According to Moffat and Zobel (1996), skip pointers should be placed sequentially at fixed-width intervals, every $\sqrt{f_t}$ posting, where $f_t$ represents the number of postings in the posting list of term $t$.

More recently, Chierichetti \textit{et al.} (2008) proposed a dynamic programming approach to place skip pointers optimally, i.e., minimising the expected time to process a query, when a probability distribution of the processed terms is known in advance. (Boldi and Vigna, 2005) proposed to embed whole \textit{skip lists} into the posting list for faster access, including multiple-level of skip pointers.\footnote{The notion of the skip lists were introduced by Pugh (1990) and are probabilistic binary search tree data structures.} However, due to the prevalence of list-adaptive compression technique, multiple levels of skip lists are seldom deployed.

Overall, skip pointers are an important requirement of an inverted index posting list implementation, and usable for many techniques that implement conjunctive query processing (e.g., see Section 2.2.1 below), or for dynamic pruning techniques (discussed later in Chapter 3).

\section*{2.2 Query Processing}

When a query $q$ is received, the role of the IR system is to select the docids to return to the user, based on the terms within the query. In a strict interpretation, the query would define exactly the terms that the retrieved documents must (or must not) contain. However, as elicited by Rijsbergen (1979), information retrieval differs from data retrieval (as might be performed using a database system) in that such an exact retrieval “may sometimes be of interest but more generally we want to find those items which partially match the request and then select from those a few of the best matching ones”. Hence, the query may be pre-processed (or automatically re-formulated) before retrieval commences, for instance, by removing stopwords, applying a stemming algorithm to identify additional similar words, or other automatic query expansion or query rewriting techniques.

Assuming that $q$ has thus been pre-processed, in the remainder of this Section, we highlight the foundational query processing strategies that result in the docids being retrieved: for \textit{Boolean retrieval}, when an exact answer is required (Section 2.2.1), and for \textit{ranked retrieval}, when documents must be scored in relation to their similarity to $q$, to identify those to be returned to the user (Section 2.2.2). Note that techniques for rendering the results to the user, such as presenting the metadata for each document in the search
engine’s result page, or the query-biased summarisation of the retrieved documents (which has been surveyed by Nenkova and McKeown (2011)) are outwith the scope of this survey. Next, we present and discuss the most recent comparisons of ranked retrieval strategies in terms of efficiency (Section 2.2.3). This is followed in Section 2.2.4 by an overview of complex queries, such as phrase and proximity queries, generated using a Web search engine’s advanced query languages, and a survey of existing techniques to handle the processing of such queries. We conclude the section with a discussion on the multi-core query processing solutions (Section 2.2.5).

2.2.1 Boolean Retrieval

During its processing, a query expressed as a (multi-)set of terms, is processed against an inverted index to produce a list of documents that are returned to the user. In boolean retrieval, queries can be processed in conjunctive (AND) modes, in disjunctive (OR) mode, or a mix of the two modes.\textsuperscript{10} In such a scenario, a conjunctive query processing algorithm must return a list of documents in which all the terms of the query appears at least once. Conversely, a disjunctive query processing algorithm must return all documents in which at least one query term appears.

Let us focus on conjunctive processing first. A simple and effective binary intersection algorithm for boolean conjunctive processing of two posting lists requires the parallel traversal of both posting lists, retaining the docids present in both posting lists. In its simplest implementation, the binary intersection algorithm scans the shorter posting list, and locates each element of the shorter posting list in the longer one. Portions of the long list can be skipped leveraging the \((d)\) operator to avoid decompression and/or disk accesses to unwanted parts of the longer posting list.

With more than two posting lists, the binary intersection algorithm can be iteratively applied to compute the final results, as shown in Algorithm 2.1. The two shortest posting lists are intersected, then the resulting posting list is repeatedly intersected with the remaining posting lists in increasing order of length (lines 3–11). Since the posting lists are processed in order of increasing length, skipping over the longest posting list will be maximised, since, as the algorithm proceeds, fewer and fewer docids will fall into the intersected posting list (line 6).

Culpepper and Moffat (2010) presented a holistic intersection algorithm called \texttt{max} that performs similarly to the iterative binary merge with uncompressed sorted sequences. This algorithm, presented in Algorithm 2.2, has a memory access pattern with less spatial locality, but leverages the possibility to larger jumps in the lists. Each docid in the smallest posting list is tested against the docids of the remaining posting lists (line 7) and is retained.

\textsuperscript{10}Some search engines rewrite user queries into complex field-based boolean expressions, such as the complex operators discussed in Section 2.2.4 below.
Algorithm 2.1: The binary merge boolean conjunctive algorithm

Input: An array $p$ of $n \geq 2$ posting lists, one per query term, sorted by increasing length

Output: A posting list $a$ of docids, sorted in increasing order

$\text{BOOLEANAND}(p)$:

```plaintext
1 a ← $p[0]
2 for $i \leftarrow 1$ to $n - 1$ do
3     $\text{tmp} \leftarrow$ an empty posting list
4     current ← $a$.docid()
5     while current $\neq$ ⊥ do
6         $p[i]$.next(current)
7         if $p[i]$.docid() = current then
8             tmp.insert(current)
9             $a$.next()
10        current ← $a$.docid()
11     $a \leftarrow \text{tmp}$
12 return $a$
```

if it is present in all the lists (lines 17–21). The algorithm maintains a current docid as it proceeds, stepping through the docids of the posting lists. When a docid greater than the current one is encountered (line 7), the shortest posting list iterator is moved to the next document whose docid is greater than or equal to this docid, and the next current docid is the larger between the shortest posting list new docid and the encountered docid (lines 9–14). The (d) operator is used to skip over whole portions of posting lists, pausing only at the current docid in each posting list (line 6).

Next, considering boolean disjunctive query processing, a basic algorithm is illustrated in Algorithm 2.3. In this case, no optimisations are possible. All posting lists must be traversed in parallel (lines 5–7), and every docid must be retained, taking into account that the same docid could appear in multiple posting lists. In order to traverse the posting lists, the algorithm maintains a state current as it proceeds (lines 2 and 8), where the smallest docid yet to be processed appearing in the posting lists is maintained by the $\text{MINIMUMDOCID}(p)$ procedure.

2.2.2 Ranked Retrieval

Web searchers often look only at the top few pages of results for a query (Silverstein et al., 1999). Moreover, it is not feasible to return all matching documents to users, since the list of results could be potentially huge. As such, in ranked retrieval, the matching documents are ranked against the query according to some similarity function and just the $K$ documents with the highest scores are returned to the users, using a generic ranking function as in Equation (2.1).
Algorithm 2.2: The *holistic* boolean conjunctive algorithm

**Input**: An array \( p \) of \( n \) posting lists, one per query term, sorted by increasing length

**Output**: A priority queue \( q \) of docids, sorted in increasing order

### BOOLEANAND\( (p) \):

1. \( q \leftarrow a \) queue of docids, sorted in increasing order
2. \( current \leftarrow p[0].docid() \)
3. \( i \leftarrow 1 \)
4. **while** \( current \neq \bot \)** do
5.  **for** \( i < n \) do
6.     \( p[i].next(current) \)
7.     **if** \( p[i].docid() > current \) then
8.         \( p[0].next(p[i].docid()) \)
9.         **if** \( p[0].docid() > p[i].docid() \) then
10.            \( current \leftarrow p[0].docid() \)
11.            \( i \leftarrow 1 \)
12.        **else**
13.            \( current \leftarrow p[i].docid() \)
14.            \( i \leftarrow 0 \)
15.        **break**
16.        \( i \leftarrow i + 1 \)
17. **if** \( i = n \) **then**
18.     \( q.push(current) \)
19.     \( p[0].next() \)
20.     \( current \leftarrow p[0].docid() \)
21. **return** \( q \)

Algorithm 2.3: The boolean disjunctive algorithm

**Input**: An array \( p \) of \( n \) posting lists, one per query term, sorted by increasing length

**Output**: A priority queue \( q \) of docids, sorted in increasing order

### BOOLEANOR\( (p) \):

1. \( q \leftarrow a \) priority queue of docids, sorted in increasing order
2. \( current \leftarrow \text{MINIMUMDOCID}(p) \)
3. **while** \( current \neq \bot \)** do
4.     \( q.push(current) \)
5. **for** \( i \leftarrow 0 \) **to** \( n - 1 \) do
6.     **if** \( p[i].docid() = current \) then
7.         \( p[i].next() \)
8. **return** \( q \)
The two classical query processing strategies to match documents to a query in ranked retrieval fall into two categories: term-at-a-time (TAAT) and document-at-a-time (DAAT) (Heaps, 1978; Buckley and Lewit, 1985; Turtle and Flood, 1995; Moffat and Zobel, 1996; Kaszkiel and Zobel, 1998). In the TAAT strategy (also known as term-ordered processing), the posting lists of the query terms are processed and scored sequentially to build up the result set. In the DAAT strategy (also known as document-ordered processing), the query term posting lists are processed in parallel, keeping them aligned by docid. The boolean processing algorithms seen in Section 2.2.1 are similar to DAAT, as they process all posting lists at once. TAAT versions of such algorithms are clearly possible.

When processing a query in conjunctive mode in ranked retrieval, no special differences arise with respect to the boolean retrieval. When the final list of results is computed by intersecting the posting lists, they are scored one by one, then a sorted list of the top $K$ documents are returned. When a query is to be processed in disjunctive mode, the boolean retrieval algorithm in Algorithm 2.3 must take into account the management of the scores of the processed documents as well as the identification of the top $K$ documents with the highest scores. We now illustrate the TAAT and DAAT query processing strategies in disjunctive mode, while in Section 2.2.3 we will summarise and compare their performances according to the existing literature.

The TAAT strategy is described in Algorithm 2.4. The posting lists are processed one by one (line 2) and, for a given document, its final score will be available once all posting lists have been processed. To temporarily store the partial scores of documents, a set of accumulators $A$ is used (lines 1 and 5). Each accumulator contains the partial similarity score for a particular document computed thus far. The accumulators can be stored in a static array, indexed by docid or in a dynamic array, implemented via AVL trees, hashing and skip lists (Doszkocs, 1982; Harman and Candela, 1990; Moffat and Zobel, 1996; Cambazoglu and Aykanat, 2006). Once all documents appearing in the posting lists have been completely scored, the $K$ documents with the highest scores are selected and returned (lines 8–10).

Early IR systems used the TAAT strategy in conjunction with the cosine measure as ranking function (Salton et al., 1975). In such a ranking function, the term-document similarity $s_t(q,d)$ in Equation (2.1) is characterised by a document normalisation weight, and the ranking function can be factored as follows:

$$s_t(q,d) = W_t(q,d) \frac{1}{W(d)}$$

(2.3)

In such cases, the document normalisation weights were typically pre-calculated and stored at index construction time. To reduce the number of floating point operations, TAAT implementations with similar ranking functions sum up in the accumulators only the term-dependent contributions $W_t(d)$, postponing the document-only normalisation to a further final loop, traversing the final set of accumulators before the top $K$ documents
Algorithm 2.4: The TAAT algorithm

Input: An array \( p \) of \( n \) posting lists, one per query term

Output: A priority queue \( q \) of (at most) the top \( K \) \((\text{docid}, \text{score})\) pairs, in decreasing order of score

\[ \text{T}A\text{ATAT}\text{ME}(p): \]

1. \( A \leftarrow \text{an accumulators map from docids to scores, all entries initialised to 0} \)
2. \( \text{for } i \leftarrow 0 \text{ to } n - 1 \text{ do} \)
3. \( \text{current} \leftarrow p[i].\text{docid()} \)
4. \( \text{while } \text{current} \neq \perp \text{ do} \)
5. \( A[\text{current}] \leftarrow A[\text{current}] + p[i].\text{score()} \)
6. \( p[i].\text{next()} \)
7. \( \text{current} \leftarrow p[i].\text{docid()} \)
8. \( q \leftarrow \text{a priority queue of (at most) } K \text{ (docid, score) pairs, sorted in decreasing order of score} \)
9. \( \text{foreach } (\text{docid}, \text{score}) \text{ in } A \text{ do} \)
10. \( q.\text{push}(\langle \text{docid}, \text{score} \rangle) \)
11. \( \text{return } q \)

Selection (between lines 7 and 8) (Moffat and Zobel, 1996).

Figure 2.5 illustrates an example of the TAAT strategy with 3 posting lists that returns the top 2 documents. Firstly, the shortest posting list \( p[0] \) is traversed, and the partial scores for docids 1 and 3 are computed and stored in the corresponding accumulator. Then, the second posting list \( p[1] \) is processed, updating the partial scores for docids 1 and 3, and creating a new accumulator for docid 2. Eventually the last posting list \( p[2] \) is processed, updating accumulators for docids 1 and 2, and creating a new accumulator for docid 4. To conclude, the priority queue \( q \) with the highest scores in decreasing order, i.e., docids 3 and 1, is computed and returned.

\[ \begin{array}{c|cccc}
\text{p[0]} & 1 & 3 \\
\text{p[1]} & 1 & 2 & 3 \\
\text{p[2]} & 1 & 2 & 4 \\
\hline
\text{accumulators} & 5.6 & 0.0 & 8.2 & 0.0 \\
\end{array} \quad \begin{array}{c|cccc}
\text{p[0]} & 1 & 3 \\
\text{p[1]} & 1 & 2 & 3 \\
\text{p[2]} & 1 & 2 & 4 \\
\hline
\text{accumulators} & 9.5 & 3.1 & 11.9 & 0.0 \\
\end{array} \quad \begin{array}{c|cccc}
\text{p[0]} & 1 & 3 \\
\text{p[1]} & 1 & 2 & 3 \\
\text{p[2]} & 1 & 2 & 4 \\
\hline
\text{accumulators} & 11.3 & 5.3 & 11.9 & 2.2 \\
\end{array} \quad \begin{array}{c|c}
\text{q} & 3 & 11.9 \\
\text{accumulators} & 1 & 11.3 \\
\end{array} \]

Figure 2.5: How the TAAT algorithm processes three posting lists

TAAT sequentially scans and processes a posting list at a time, which results in caching and prefetching benefits. However, TAAT has some serious performance limitations when the document collection is huge, due to the memory required to store accumulators for
Algorithm 2.5: The DAAT algorithm

Input: An array $p$ of $n$ posting lists, one per query term
Output: A priority queue $q$ of (at most) the top $K$ $(\text{docid}, \text{score})$ pairs, in decreasing order of score

$\text{DOCUMENT}\text{A}\text{T}\text{A}\text{T}\text{IME}(p)$:
1. $q \leftarrow$ a priority queue of (at most) $K$ $(\text{docid}, \text{score})$ pairs, sorted in decreasing order of score
2. $\text{current} \leftarrow \text{MINIMUM}\text{DOCID}(p)$
3. while $\text{current} \neq \bot$ do
4. $\text{score} \leftarrow 0$
5. $\text{next} \leftarrow +\infty$
6. for $i \leftarrow 0$ to $n - 1$ do
7. if $p[i].\text{docid}() = \text{current}$ then
8. $\text{score} \leftarrow \text{score} + p[i].\text{score}()$
9. $p[i].\text{next}()$
10. if $p[i].\text{docid}() < \text{next}$ then
11. $\text{next} \leftarrow p[i].\text{docid}()$
12. $q.\text{push}((\text{current}, \text{score}))$
13. $\text{current} \leftarrow \text{next}$
14. return $q$

An example of the DAAT strategy is presented in Figure 2.6, with 3 postings lists that returns the top 2 documents. Initially the priority queue $q$ is empty, and the minimum docid is 1. Such docid is scored through the posting lists’ iterators, hence the iterators are moved forward. The docid is inserted in the queue. The second docid to score is 2, and it makes its way to the queue as well. Then, as the processing proceeds, the docid 3 is processed, and it is inserted in the queue, removing the lowest scored docid in the queue, as
it will not be returned as a result. Finally, the last docid is processed, but it is not inserted in the queue since its score is lower than the minimum score of the documents in the queue.

Figure 2.6: How the DAAT algorithm processes three posting lists

### 2.2.3 TAAT versus DAAT

The TAAT and DAAT strategies have been the cornerstone of query processing in IR systems since the 1970s. The plain implementations of these two strategies are not used anymore, since many optimisations have been proposed during the years (see Chapter 3), but several known systems in production today, from large-scale search engines such as Google and Yahoo!, to open source text indexing packages such as Lucene and Indri, use some optimised variations of these strategies (Fontoura et al., 2011).

Noreault et al. (1977), Perry and Willett (1983), and Buckley and Lewit (1985) compared boolean versus ranked retrieval in early IR systems, and introduced the TAAT query processing strategy. Turtle and Flood (1995) are the first to argue that DAAT could beat TAAT in practical environments. Most of the research literature devoted to the DAAT and TAAT strategies is outdated, having compared the efficiency of both approaches together with their optimisations mainly on machines with limited memory and disk-resident indexes. Moreover, the typical index size in these works is limited to hundreds of megabytes. Fontoura et al. (2011) illustrated for the first time the performance results for TAAT and DAAT algorithms used in Yahoo!'s production platform for online advertisement. Given the sub-second latency requirements typical of commercial Web search engines, all experiments were conducted with memory-resident indexes. Their experiments were carried out on two test indexes: a small index of \( \sim \)200,000 documents (269 MB), and a larger index of more than 3 millions of documents (3.2 GB). The queries were divided in two sets: a query set containing \( \sim \)16,000 short queries (with mean query length of 4.26 terms), and a query set containing \( \sim \)11,000 long queries (with mean query length of 57.76 terms). The results they
reported in the paper are summarised in Table 2.1, where the processing times, averaged on three runs, of the different strategies w.r.t. the indexes and query sets are reported (in microseconds). The naïve TAAT strategy always outperformed the naïve DAAT strategy, except for short queries in large indexes, where DAAT performs slightly better (∼5%) than TAAT.

Hence, TAAT is in general better than DAAT in terms of query processing time. However, the dynamic pruning optimisation techniques that will be discussed in Section 3.1 will show that the optimised DAAT strategies perform better than the optimised TAAT strategies.

Table 2.1: Latency results (in ms) for TAAT and DAAT on a small index (up) and a large index (down). Adapted from (Fontoura et al., 2011).

|               | Small index |               | Large index |
|---------------|-------------|---------------|-------------|
|               | Short queries | Long queries | Short queries | Long queries |
| TAAT          | 0.14         | 1.69          | 3.78         | 18.91        |
| DAAT          | 0.19         | 4.55          | 3.58         | 26.78        |

2.2.4 Complex Queries

Boolean conjunctive queries, as described in Section 2.2.1, are comparatively rare among the large query volumes serviced by IR systems, since users seldom use the advanced functionalities provided by the search engine’s query language. However, many search engines provide an advanced query language supporting operators such as phrase or proximity queries. Moreover, it is common for search engines to rewrite the user’s query into a richer low-level implementation, for instance to add phrasal or conjunctive operators when appropriate. In doing so, the search engine aims to improve the effectiveness of the query, and may also have the added benefit that the rewritten formulation of the query is more precise and can benefit the effectiveness of the search engine, and/or is more specific in terms of matching requirements, such that the efficiency of the query is improved.

Various open source search engines implement advanced complex query operators. Often, as in the case of the Indri/Galago search platform’s query language Croft et al., 2009, Ch.7,11 these are not intended for use by end-users. Table 2.2, from (Macdonald et al., 2017), shows examples of complex operators implementing synonym terms, phrasal terms and proximity terms. Examples of how these operators might be used to rewrite the query ‘poker tournament’ are shown in Table 2.3.

At the simplest level, query processing techniques that can answer queries using such complex operators can be implemented by surfacing each complex term in a query as a

---

11 Also implemented by the Terrier IR platform (Macdonald et al., 2018).
### Table 2.2: Example of complex query operators.

| Complex operator | Complex term       | Description        | Ephemeral posting list |
|------------------|--------------------|--------------------|------------------------|
| #syn             | #syn(car, cars)    | Synonym set        | Disjunctive/OR         |
| #1               | #1(new, york)      | Phrase              | Conjunctive/AND        |
| #uwλ             | #uw8(divx, codec)  | Unordered window   | Conjunctive/AND        |

### Table 2.3: Example of rewrites for the query ‘poker tournament’ using complex operators.

**Original query:** poker tournament  

**Stemming:** poker #syn(tournaments tournament)  

**Proximity:** poker tournament #1(poker tournament)∧0.1  

**Stemming and Proximity:**  

- poker #syn(tournaments tournament)  
- poker #syn(tournaments tournament)∧0.1  
- #uw8(poker #syn(tournaments tournament))∧0.1

For instance, the complex term ‘#1(new, york)’ can be surfaced as a single *ephemeral* posting list, which internally processes the posting lists for the constituent terms ‘new’ and ‘york’ in a conjunctive manner (see Figure 2.7), while determining in a DAAT fashion if the occurrences of the terms are adjacent. This can be achieved, for instance, by using Algorithm 2.1, and when the docids match (line 7), checking the position information stored within the postings of each constituent term to check for adjacency. For instance, in Figure 2.7, in docid 0, the term ‘new’ appears at positions 1 & 5, while ‘york’ appears at position 2 & 6. This means that the within-document frequency of such a pair of query terms in docid 0 is 2. While the terms appear in documents 3 & 5, they do not reoccur until document 6 (positions 4 & 5).

For phrasal and proximity operators with \(n\) terms, the calculation of the adjacencies can be formulated as a set intersection problem for \(n\) sorted sets of integers (each term’s position information will be sorted in ascending order). Asadi and Lin (2013) stated that this can be implemented using a small adaptive algorithm (Demaine *et al.*, 2000; Barbay *et al.*, 2006). When \(n \geq 3\), the problem becomes harder, which Lu *et al.* (2015) addressed by using adaptations of a ‘plain-sweep’ algorithm originally proposed by Sadakane and Imai (1999).

Finally, it is of note that some large-scale search engines will prefer to record exact posting lists (rather than generate ephemeral postings lists) for some \(n\)-grams. For example, Risvik *et al.* (2013), in their description of the Maguro part of the Bing search engine stack, described the indexing atoms (uni-grams or \(n\)-grams) that their engine will create posting.
lists for:
1. All unigrams/words in the stream are atoms.
2. All n-grams (up to a given $n$) are considered as atoms.
3. A selection of all n-grams (beyond length $n$) are considered as atoms.
4. A selection of known n-grams of arbitrarily length are considered as atoms.
5. A selection of all tuples ($w_i$, $w_j$) are considered as atoms.

The selection process for such n-grams and tuples uses n-grams identified a-priori from past query logs as well as from the document corpus itself Risvik et al. (2013).

### 2.2.5 Multi-core Query Processing

Typically, query processing is carried out sequentially, i.e., a single processor processes a single query at a time. With the advent of modern multi-core servers, query processing can be parallelised in several ways. The simplest way to leverage multi-core servers is to execute a query processing thread per core, and schedule each incoming query on the next available processing thread (Bonacic et al., 2008; Frachtenberg, 2009; Tatikonda et al., 2011). In this way, each core processes sequentially a single query (or a small batch of queries (Bonacic et al., 2008)), and queries are dispatched to different cores using a simple first-come, first-served strategy. This parallelisation strategy incurs a minimal parallelisation overhead.\(^{12}\) The throughput of the multi-core server increases almost linearly with the number of cores, up to $\sim 7.9 \times$ on a server with 8 cores (Bonacic et al., 2008). However, this parallelisation strategy is unable to leverage extra processing capabilities from the available cores for processing a given query, resulting in no benefits in terms of query processing.

---

\(^{12}\)The inverted index is accessed in read-only mode.
times (Frachtenberg, 2009; Tatikonda et al., 2011).

In order to leverage multiple cores to improve the response times of individual queries, a first solution consists in partitioning the document collection among processing threads. Frachtenberg (2009) proposed a logical partitioning, where all threads share the same index but each thread receives an equal-sized subset of documents to scan, together covering the entire inverted index. Tatikonda et al. (2011) proposed a physical partitioning, where the documents are divided into equally-sized partitions. An independent inverted index is built for every partition and assigned to its own processing thread. These partitioning schemes are unable to obtain linear increases in throughput: both schemes obtain an improvement of only $\sim 5.1 \times$ on a 8 cores server. On the other side, the mean query latency of both schemes leads to a speedup of 4.9$\times$ on 8 cores.

As an alternative to the coarse-grained parallelism among large document partitions exploited by logical and physical partitioning, Tatikonda et al. (2011) also proposed a fine-grained parallelism strategy among small-sized processing tasks. In this strategy a producer task receives a query, fetches the associated posting lists and generates multiple independent intersection tasks, as follows: Assuming all posting lists have uncompressed skip lists (see Section 2.1.2), an intersection task must compute the intersection among the postings between two consecutive skip pointers of the shortest posting lists and the remaining posting lists. The intersection tasks are collected into a shared intersection task pool, and the consumer tasks iteratively process them independently, generating intersection results that are added to a scoring task pool. The consumer tasks are also responsible for processing the scoring tasks and compute the final top results. The production of the intersection tasks is controlled by a capacity threshold, i.e., the number of intersection tasks in the pool at any time. When the number of tasks in the intersection task pool reaches the threshold, the consumer stops producing new intersection tasks and acts as a consumer. It starts producing new intersection tasks when the intersection task pool size falls below the capacity threshold. The fine-grained parallelisation obtains a throughput of up to $\sim 7.6 \times$ on a 8 cores server with a capacity threshold of 150 tasks, and a mean query latency speedup of 5.8$\times$ with a capacity threshold of 5 tasks.

A fixed number of cores, i.e., parallelism degree, is not suitable for all query loads. Parallelisation introduces computational overheads due to synchronisation and partitioning, negatively impacting both the query latency and the system throughput. Jeon et al. (2013) proposed an adaptive parallelisation strategy that selects the degree of parallelisation on a per query basis, depending on the number of available cores, the instantaneous system load and a request execution time profile. The request execution time profile $t()$ of a query associates the parallelism degree to an expected query processing time, i.e., $t(p)$ represents the expected query processing time when processed by $p$ threads. Since the exact processing time of a query is not known in advance, the average processing time of past queries is used as an estimate. The adaptive parallelisation strategy selects, for a
given query, the parallelism degree that increases the least the total processing time of all queries, i.e., that minimises the query latency of the queries currently processed by the server and the new query to process. The documents are sorted by decreasing static scores, and then they are logically partitioned into smaller subsets of documents called chunks. When a query arrives and its parallelism degree $p$ is computed, $p$ threads in parallel process the chunks, in decreasing order of static score. When a thread finds that the current top results are good enough and the later chunks are unlikely to produce better results, the thread early terminates the query processing, reducing the computational overhead. Their experiments, prototyped in Microsoft Bing and evaluated experimentally with production workloads, show a $2\times$ speedup of mean and tail response latencies (e.g., the 95-th or 99-th percentile) for low and moderated workloads. Jeon et al. (2014) further extended the adaptive parallelisation approach by leveraging query efficiency predictors (see Section 4) in place of request execution time profiles. Their predictive parallelisation strategy parallelises only those queries that are predicted to be long-running (i.e., if the predicted execution time is greater than a given threshold) and runs the other queries sequentially. This strategy exhibits a $2\times$ speedup for tail latencies, and an increase in system capacity of more than 50%. Kim et al. (2015) adopted a different efficiency prediction strategy for parallelisation. Each query is sequentially processed for a short time (e.g., 10 ms) and the parallelism degree is chosen after that initial processing, based on query efficiency predictors leveraging information collected during the short sequential processing. On an evaluation using a simulator, their delayed-dynamic-selective parallelisation strategy obtained comparable results to predictive parallelisation for mean latencies (up to 300 QPS) and tail latencies (up to 400 QPS). However, the new strategy is able to maintain the same latency performance for higher workloads, up to 600 QPS.

2.3 Summary

This chapter provided the necessary introduction to the foundational infrastructure inherent to every IR system. However, users are only interested in the top $K$ ranked results identified in response to a user’s query. In the next chapter, we provide an in-depth survey of optimisations that can be applied within an IR system to improve the efficiency. Indeed, many of these optimisations such as dynamic pruning – discussed in the following chapter– are made feasible by the top $K$ nature of retrieval, i.e., by avoiding the indexing or scoring of documents that are unlikely to make the top $K$ results.
3 Dynamic Pruning Query Processing

Since users are mostly interested in the top few pages of results for a query, the complete scoring of every document that contains at least one query term results in high latency. However, not all of these documents will make the top \( K \) retrieved set of documents that the user will see.

Two main general approaches have been exploited to increase the efficiency of query processing in IR systems in the top \( K \) ranked retrieval scenario: (1) avoid wasting time in processing portions of the inverted index containing documents that are unlikely to be relevant, (2) improve the efficiency of algorithms when processing portions of the inverted index containing relevant documents.

One of the main design solutions for dealing with these two approaches can be implemented at the query processing level, i.e., by modifying the behaviour of the retrieval algorithms to try to prune documents that will not be retrieved in the top \( K \). In this chapter, we summarise the growing literature on dynamic pruning optimisation techniques that improve the query processing efficiency for both the TAAT and DAAT retrieval strategies.

In the following sections, we will introduce the main premises behind dynamic pruning (Section 3.1), which aims to dynamically skip documents stored in the inverted index that have a low chance to make the top \( K \) final results. We cover the TAAT and DAAT dynamic pruning optimisations respectively in Sections 3.2 & 3.3, including the popular WAND technique. Some of these techniques, as we will see, exploit new statistics computed on the inverted index. Section 3.4 discusses the most recent improvements to the optimisation techniques discussed in Section 3.3. These improvements leverage a measure of the contribution of portions of posting lists to the relevance of their documents for user queries, not by altering the inverted index, but instead by introducing a new component, the block max index. New improved query processing algorithms exploiting this new index component will conclude Section 3.4. Finally, Section 4 discusses techniques to predict how long a dynamic pruning strategy will take to execute a query.

3.1 Introduction to Dynamic Pruning

While static pruning strategies (discussed in Chapter 5) alter the index structure at index construction time, dynamic pruning aims to alter query processing in such a way that potentially non-relevant documents, for a given query, can be efficiently ignored. Although different dynamic pruning strategies have been proposed for TAAT and DAAT strategies through the years, all of these optimisations rely on a common observation, namely that as soon as it can be determined that a document will never be able to enter in the final top \( K \) results, we can ignore it during processing, or stop its current processing. This observation, sometimes referred to as the early termination condition, the stopping condition or the
pruning condition, can be stated more clearly by introducing the following definitions:

- **early termination**: during the processing of a query, a document evaluation is early terminated if all or some of its postings, as defined by the terms of the query, are not fetched from the inverted index or not scored by the ranking function.

- **term upper bounds**: for each term \( t \) in the vocabulary, we compute a term upper bound (also known as \textit{max score}) \( \sigma_t(q) \) such that, for all documents \( d \) in the posting list of term \( t \),

\[
\sigma_t(q) \geq s_t(q,d) \tag{3.1}
\]

The term upper bounds can be computed offline by taking the maximum score value of the highest scoring document for each term in the vocabulary and storing the observed score in the vocabulary. Alternatively, for some similarity measures, term upper bounds can be quickly estimated at runtime (Macdonald et al., 2011).

- **document upper bounds**: given a similarity function such as in Equation (2.1), for a query \( q \) and a document \( d \), we can compute a document upper bound \( \sigma_d(q) \) based on the terms occurring in the document, by summing up the \( n \) term upper bounds:

\[
\sigma_d(q) = \sum_{t \in q} \sigma_t(q) \tag{3.2}
\]

During query processing, we compute the final query-document score by sequentially computing the query-term scores. As soon as the postings of some terms in \( \hat{q} \subseteq q \) have been scored, we can compute a lower upper bound:

\[
\sigma_d(q) = \sigma_d(q, \hat{q}) = \sum_{t \in \hat{q}} s_t(\hat{q}, d) + \sum_{t \in q \setminus \hat{q}} \sigma_t(q) \tag{3.3}
\]

- **thresholds**: during query processing, the top \( K \) full or partial scores computed so far, together with the corresponding docids, are organised in a separate data structure, and the smallest value of these (partial) scores is called threshold \( \theta \). If there are not at least \( K \) scores, the threshold value is assumed to be 0. This data structure can be implemented as a priority queue \texttt{queue} with capacity \( K \) (also known as \textit{max-heap}), supporting the following operations:

  - \texttt{queue.push(docid, score)}, adding the \langle docid, score \rangle pair to the queue if the score is greater than the current threshold, and evicting, if the queue is full, the least scoring docid.
  - \texttt{queue.min()}, returning the value of the current threshold \( \theta \), or 0 if the queue is not full.
  - \texttt{queue.pop()}, removing the top scoring \langle docid, score \rangle pair from the queue and returning it.

The threshold has the fundamental property of \textit{non-negative monotonicity}.\(^1\) Indeed, during query processing, its value always increases: as new documents are added to the

\[^1\]We assume \( s_t(q,d) \geq 0 \) for all queries and documents.
queue, their scores cannot be smaller than the current threshold \( \theta \). If the document score is equal to \( \theta \), typically the document, which has a greater docid, is not added to the queue.

At this point we can formulate the **pruning condition**: for a query \( q \) and a document \( d \), if the document upper bound \( \sigma_d(q) \), computed by using partial scores, if any, and term upper bounds, is less than or equal to the current threshold \( \theta \), the document processing can be early terminated, i.e., if the condition

\[
\sigma_d(q) \leq \theta
\]  

(3.4)
evaluates to false.

In essence, the focus of dynamic pruning is to bring the benefits of skipping from conjunctive query processing to disjunctive query processing. In other words, all dynamic pruning strategies aim to process queries conjunctively when possible, and disjunctively otherwise. Dynamic pruning strategies work well when queries are composed of highly discriminative (i.e., rare) terms as well as poorly discriminative (i.e., common) terms. For example, when processing the query “mississippi river cruise”, the term *mississippi* will typically be rarer in the collection and hence it will make a higher score contribution, while the other terms *river* and *cruise* will make a smaller contribution, since both terms are quite common. When processing disjunctively such a query, after a few documents are scored, it is clear that any new document, to be returned in the final top \( K \) results, must necessarily include the term *mississippi*, while the other two terms may not be present in the document. Hence, while all documents in the *mississippi* posting list must be processed, we can skip through the posting lists of the other two terms, focusing only on the documents containing *mississippi*. Posting lists are read in blocks, so it pays, in term of efficiency, to skip over large chunks of postings in the longer posting lists.

Figure 3.1 illustrates an early termination with 4 posting lists. In the example, the current threshold value \( \theta \) is 6.0, resulting from documents in the current top results. While scoring docid 11, the document upper bound is initially set to 10.1, the sum of the 4 term upper bounds. While postings are processed, the document upper bound is adjusted with the actual scores computed for each term. Hence, it decreases to 8.5 after the posting from the first posting list is processed. Since 8.5 > 6.0, we must continue to process the other posting lists. After the posting from the second list is processed, the document upper bound becomes 4.6. At this point we are sure that document 11 will never obtain a final score greater than 4.6 and since it is less than the current threshold, the postings of the last two lists can be ignored, and the processing of docid 11 can be terminated, proceeding to the next docid.

This pruning condition and how it is used can have further consequences on the particular query processing strategy adopted. Some optimisations may lead to degraded effectiveness. According to the terminology introduced by Turtle and Flood (1995) and
Strohman (2007), the optimisations can be classified into four classes, depending on their effectiveness guarantees:

**safe/unoptimised:** the optimisation guarantees that all documents, not just the top $K$, are ranked correctly, i.e., documents appear in the same order and with the same score as they would appear in the ranking produced by a unoptimised strategy. The computation of any effectiveness measure would be unaffected.

**safe up to $K$/rank safe:** the optimisation guarantees that the top $K$ documents produced are ranked correctly, but the document scores are not guaranteed to coincide with the scores produced by an unoptimised strategy. These are the most interesting dynamic pruning optimisations, since they do not negatively impact the effectiveness of the documents returned to the users while introducing efficiency gains. Indeed, relevance evaluation metrics are typically computed over the top $K = 10, 20$ documents, such as MAP@10 or NDCG@20.\(^2\)

**unordered safe up to $K$/set safe:** the documents returned by this optimisation coincide with the top $K$ documents computed by a full strategy, but their ranking can be different.\(^3\)

**approximate/unsafe:** no provable guarantees on the correctness of any portion of the ranking produced by these optimisations can be given, but most unsafe optimisations proposed thus far in the literature produce results with very limited effectiveness losses.

In the following, we will illustrate the main dynamic pruning optimisations separately.

\(^2\)If the optimisation guarantees that the top $K$ documents produced are ranked correctly with the same score as they would appear in the ranking produced by an unoptimised strategy, it is also called *score safe*.

\(^3\)Optimisations with such a guarantee can be considered as good as safe up to $K$ when used in a learning cascade, since the actual ordering of the top $K$ results is not important.
for the TAAT and DAAT strategies, with a particular focus on safe up to $K$ strategies.

3.2 TAAT Optimisations

In the TAAT strategy, all postings of the posting lists of any term appearing in the query are processed (see Section 2.2.2). This means that, for any document appearing in any posting list, an accumulator must be created (and updated). Beside requiring time to process the postings lists, also the memory space required during query processing can be a problem, in particular if memory is a scarce resource or takes time to allocate.

All TAAT dynamic pruning optimisations split the query processing into two distinct phases. During the first phase, the normal TAAT algorithm is executed, one term at a time, in increasing order of document frequency. This order takes into account the term importance: shorter posting lists will get higher IDF and higher similarity scores (and consequently higher term upper bounds). This phase is similar to the processing of a disjunctive query and, as such, it is also called the OR mode phase. New accumulators are created and updated, until a certain pruning condition is met, and then the second phase starts. Then, no new accumulators are created, and a different algorithm is executed, on the remaining terms and/or on the accumulators created during the first phase. According to the terminology introduced in (Moffat and Zobel, 1996; Anh and Moffat, 1998), the second phase algorithms can be classified according to the following scheme:

**Quit.** The processing of postings completely stops at the end of the first phase. No new accumulators are created and no postings from the remaining terms’ posting lists are processed. Some of the existing accumulators will contain only partial scores, because some score contributions could have been computed during the second phase.

**Continue.** The creation of new accumulators stops at the end of the first phase. The remaining terms’ posting lists will be processed, but just to update the score of the already scored documents with new postings. This phase is similar to the processing of a conjunctive query, since we will look up for specific docids (those for which an accumulator has been created during the first phase) in the remaining posting lists, hence it is also called the AND mode phase.

**Decrease.** The processing of postings in the second phase proceeds as in Continue, but the number of accumulators is decreased as the remaining terms are processed. Those terms will have small score contributions, with few chances to alter the current top $K$ document ranking. More importantly, the memory occupancy can be reduced as soon as we realise that an existing accumulator can be dropped since it will never enter in the final top $K$ documents, with a corresponding benefit in terms of response times.
In the following, we will illustrate the different second phase algorithms and optimisations.

**Quit and Continue**

Smeaton and Rijsbergen (1981) proposed the first Quit optimisation,\(^4\) further refined by Perry and Willett (1983), that we will call EarlyQuit. They proposed to store separately the top \(K\) accumulators encountered so far. The minimum value in this data structure is the current threshold \(\theta\). Partial scores of documents encountered during processing are stored in the accumulators. The posting lists are processed in increasing document frequency order. By doing this, early termination may omit the longer lists from scoring, thus increasing the efficiency of the algorithm. This sorting of the posting lists is exploited by all optimisations we will discuss. After looking at every document in a given term’s posting list, a document upper bound among those documents not yet encountered is computed. This is accomplished by calculating, at runtime, the term upper bound for those terms \(q\setminus\hat{q}\) that have not been processed thus far, and summing them together. If the current threshold is greater than this document upper bound, i.e.,

\[
\theta > \sum_{t \in q \setminus \hat{q}} \sigma_t(q)
\]  

the TAAT algorithm is concluded, and the top \(K\) documents are returned, ranked by their partial scores. Hence, this optimisation is unordered safe up to \(K\). Note that in this algorithm, which we will denote EarlyQuit, the pruning condition is tested every time a posting list is fully processed. The reported efficiency benefits are not appropriate for current collections, containing several orders of magnitude more documents. 

A similar idea is further explored by Buckley and Lewit (1985) and Lucarella (1988). They proposed another Quit optimisation for the TAAT strategy that keeps track of the top \(K+1\) partial scores. Every time a posting list is fully processed, the partial score \(\theta\) of the \(K\)-th current top document is compared with the sum of the partial scores \(\Lambda[K+1]\) of the \((K+1)\)-th current top document and the term upper bounds of the terms \(q \setminus \hat{q}\) yet to process. If it is impossible that the top \((K+1)\)-th document can beat the partial score of the top \(K\) document by using the max scores of the remaining query terms, i.e.,

\[
\theta > \Lambda[K+1] + \sum_{t \in q \setminus \hat{q}} \sigma_t(q)
\]  

then the processing can be stopped and the top \(K\) documents are returned, ranked by their partial scores. In this case too, the pruning condition is tested after the full evaluation of each posting list. Moreover, the optimisation is unordered safe up to \(K\). This optimisation

---

\(^4\)Actually, it is not clear from (Smeaton and Rijsbergen, 1981) if partial accumulators are fully scored or not, but we are inclined towards the Quit scheme.
can have problems if the $K$-th and $K + 1$-th documents have an identical (or very similar) score(s), since in that case it is impossible to early terminate the processing of the remaining posting lists. Turtle and Flood (1995) compared this optimisation w.r.t. TAAT on a small disk-resident index and queries with 9.1 terms on average, showing a 11.7% reduction in terms of processed postings ($K = 20$). Fontoura et al. (2011) provided a comparison between this optimisation and the normal TAAT strategy for memory-resident indexes. Although the optimisation was able to skip a few score computations, no benefits emerged w.r.t. TAAT for small indexes, and just around a $1.04 \times -1.07 \times$ speedup on average latency was observed with large indexes ($K = 30$).

Instead of completely stopping the scoring process when the pruning condition is satisfied, Harman and Candela (1990) proposed to only process all postings of the most important terms of a query. In particular, they completely skipped terms whose IDF is less than a fraction of the maximum IDF among all terms of the query. This optimisation, denoted with MaxIDF, can be considered a Continue strategy, since the document scoring is not early terminated. However, this approach is approximate, since the posting lists of the ignored terms could change the score of the final top $K$ documents. If the score difference between the last $K$-th top document and the $K + 1$ document is small, even a small score contribution from a low IDF term could change their relative ranking.

Decrease

Moffat and Zobel (1994) and Moffat and Zobel (1996) were the first to propose a systematic approach to leverage skipping to reduce the number of accumulators and to switch from a first OR-like query processing mode to a second AND-like mode. The core idea they proposed is to restrict with an a priori, query-independent bound $L$, the maximum number of accumulators that can be created during query processing. Once $L$ accumulators have been created, two possible processing alternatives are discussed. In the Quit strategy, the processing of inverted lists is short-circuited, with great benefits on the processing efficiency but with a possibly poor effectiveness performance, since this strategy is approximate. Alternatively, in the Continue strategy, the processing of inverted lists continues, but no new accumulators are allowed. The documents corresponding to the $L$ accumulators will be fully scored, but cannot be guaranteed to contain the top $K$ documents of a safe ranking since the limit on the number of accumulators is fixed a priori. Nevertheless, it is reasonable to expect a very limited impact on the effectiveness for large values of $L$ (Kaszkiel et al., 1999).

Lester et al. (2005) noted that the pruning condition of both Quit and Continue completely rejects whole posting lists rather than separate documents within the lists, causing a bursting effect on the candidate set of accumulators, since the target number of accumulators $L$ could
be dramatically exceeded in some cases. While the strategies checking the pruning condition at the end of the posting lists have been renamed Quit-Full and Continue-Full, two alternative strategies, namely Quit-Part and Continue-Part, check the number of accumulators’ condition after every posting. However, new experiments conducted in a Web search scenario, i.e., queries with a small number of terms, not dozens like in (Moffat and Zobel, 1996), with corpora of Web documents and generic users, showed that the Continue-Full strategy did not perform well in terms of actual number of accumulators created, while the Continue-Part strategy did not perform very well in terms of effectiveness.

The first observation that the accumulators could be decreased as the later terms in the query are processed appeared in (Turtle and Flood, 1995). The authors proposed an approach called TAAT MaxScore similar to the one discussed by Smeaton and Rijsbergen (1981). During the first phase, a threshold of the top $K$ accumulators computed thus far is maintained. After processing each term, the threshold is checked against the sum of the upper bounds of the remaining terms. If the current threshold is greater than the sum of upper bounds, no documents that do not already have an existing accumulator can be in the top $K$ final results. When this happens, instead of terminating the query processing, the remaining posting lists are processed with a Continue strategy. In this second phase, we only need to score postings of documents seen during the first phase, hence the accumulators must be stored in a sorted list. Moreover, the TAAT MaxScore strategy can also reduce the number of accumulators during the first phase. As soon as we can state that the current partial score $A[d]$ of a document plus the upper bounds of the remaining terms cannot be greater than the current threshold, we can safely remove the document’s accumulator from the candidate set, i.e.,

$$\theta > A[d] + \sum_{t \in \psi \setminus \hat{q}} \sigma_t(q)$$

When this condition holds, document $d$ will never be able to enter the final top $K$ results, even if the current threshold is not the final one.

Turtle and Flood (1995) compared this optimisation w.r.t. TAAT, showing a 65.2% reduction in processed postings when $K = 20$. This benefit decreases to 60.8% when $K = 100$ and further to 44.4% when $K = 1,000$.

Anh and Moffat (1998) discussed another accumulator Purging strategy: at the end of the first phase, when we have $L$ accumulators, the number of accumulators is reduced to a second fixed number $L_0$, and is periodically halved during the second phase. The halving in the second phase is designed to reach exactly $K$ accumulators after the last query term is processed. As the authors note, this strategy is negatively impacted by

---

5Suppose that $L$ is set to 1,000 accumulators for a two terms query. The first posting list contains 100 postings, while the second list contains 100,000 postings. During processing, 100,100 accumulators will be created.

6Not to be confused with the (DAAT) MaxScore strategy introduced in Section 3.3.
the cost of performing the purging. To make the process fast, they proposed to store the accumulators in an unordered array, but this solution requires a completely random access mechanism to posting lists, instead of a sequential access with skipping. This approach is only approximate, since there are no guarantees that the purging of accumulators will not remove some (unlikely) top $K$ documents.

A further improvement in the dynamic management of accumulators has been proposed by Lester et al. (2005). They introduced an adaptive pruning strategy to control the memory usage in the TAAT strategy, denoted with Adaptive. At the beginning of the processing of any posting list (in decreasing order of document frequency), a threshold value $v$ is computed. This threshold, depending on the actual scoring function, is directly dependent on a corresponding term-document frequency hurdle $h$. A posting’s partial score greater than $v$ must have a value of $f_{d,t}$ greater than $h$. New accumulators are created only if their partial scores are greater than $v$, while existing accumulators with partial scores lower than $v$ are removed from the candidate set. The term-document frequency hurdle $h$ must be adaptively estimated at runtime, depending on the size of the candidate set, the number of “good” postings accumulated thus far in the current posting list and the expected number of “good” postings in the remaining postings of the list. The experiments in a Web search scenario showed that, even if approximate only, the proposed adaptive pruning TAAT strategy gives very good effectiveness results by using a number of accumulators equal to 0.4% of the size of the collection. A further refinement to this algorithm, AdaptiveSkips, that leverages skipping, has been proposed by Jonassen and Bratsberg (2011). The authors reported a $1.33 \times$ speedup versus the original adaptive pruning strategy.

Later, Fontoura et al. (2011) introduced a modification to the TAAT MaxScore optimisation by noting that, while the TAAT MaxScore strategy was originally designed to skip over portions of disk-resident posting lists during the second phase, its benefits could be definitely less marked in memory-resident indexes. The main disadvantage of the original TAAT MaxScore is the overhead to update the candidate set during the first phase and to sort it before the second phase starts, in order to minimise the number of skips. Hence the authors proposed a memory-resident TAAT MaxScore optimisation (TAAT mMaxScore), where the candidate set is not sorted before the second phase and hence the remaining posting lists are scanned sequentially and merged during the second phase, with no skipping taking place. Moreover, they avoided pruning accumulators during the first phase. According to their experiments (summarised in Section 2.2.3), this optimisation performs always better than the Buckley and Lewit (1985) optimisation and the Turtle and Flood (1995) original TAAT MaxScore, resulting in a $1.09 \times - 1.22 \times$ mean response time speedup for small indexes and a $1.50 \times - 1.60 \times$ mean response time speedup for large indexes ($K = 30$) w.r.t. the normal TAAT strategy.

Table 3.1 summarises the TAAT optimisations discussed, together with their associated second phase processing scheme and their effectiveness guarantees. Even if modern Web
search systems do not use TAAT strategies anymore, the xspace optimisation can be considered to be the best TAAT strategy with the current document collections.

Table 3.1: TAAT optimisations summary.

| Name            | Reference                          | 2nd phase     | Effectiveness          |
|-----------------|------------------------------------|---------------|------------------------|
| EarlyQuit       | (Smeaton and Rijsbergen, 1981)     | Quit          | unordered              |
|                 | (Perry and Willett, 1983)          |               | safe up to K           |
|                 | (Buckley and Lewit, 1985)          |               |                        |
|                 | (Lucarella, 1988)                  |               |                        |
| MaxIDF          | (Harman and Candela, 1990)         | Continue      | approximate            |
| Quit-Full       | (Moffat and Zobel, 1994; Moffat and Zobel, 1996) | Quit          | approximate            |
| Continue-Full   | (Moffat and Zobel, 1994; Moffat and Zobel, 1996) | Continue      | approximate            |
| TAAT MaxScore   | (Turtle and Flood, 1995)           | Decrease      | safe up to K           |
| Purging         | (Anh and Moffat, 1998)             | Decrease      | approximate            |
| Adaptive        | (Lester et al., 2005)              | Decrease      | approximate            |
| AdaptiveSkips   | (Jonassen and Bratsberg, 2011)     | Decrease      | approximate            |
| TAAT mMaxScore  | (Fontoura et al., 2011)            | Continue      | safe up to K           |

3.3 DAAT Optimisations

The DAAT strategy computes the full document scores in a single step, eliminating the need for a data structure to store the partial scores of documents as in the TAAT strategies. Moreover, this allows us to store at any time the top $K$ documents seen thus far, and to compute dynamically the threshold $\theta$ on the full scores. All DAAT optimisations rely on the dynamic update and growth of this threshold, together with term upper bounds, to markedly improve the performance of the base DAAT algorithm. They also have a smaller memory footprint than the TAAT strategies, since at runtime they store $O(k)$ document scores instead of $O(N)$ accumulators. Even if they do not exploit the spatial locality of the posting lists and they results in high branch mispredictions due to the frequent comparisons, the DAAT optimisation strategies are known to be successfully adopted by several commercial Web search engines.

The DAAT optimisations can be broadly classified into four main classes, as follows:

**Top Docs:** a certain number of documents for each term are stored separately as the “most influential” documents for the given term, and used in a pre-processing phase to improve the efficiency of the subsequent DAAT processing.
Max Scores: a term upper bound is stored in the vocabulary for each posting list, and it is used at runtime to take decisions on the early termination and/or skipping of certain postings/documents.

Block Max: every posting list is divided into blocks. Each block is considered as a self-contained posting list, and assigned a max score. Then, during processing, the blocks are traversed first, and if their max scores indicate some potential top $K$ documents, they are processed posting by posting, otherwise they are completely skipped.

In the following, we will illustrate different top documents optimisations, and the two most important max scores optimisations, namely MaxScore and WAND, while the discussion of the block-based max scores algorithms follows in Section 3.4. To conclude, we also provide some efficiency measures reported in the literature about the DAAT optimisations.

Top Documents

Brown (1995) proposed one of the early DAAT optimisations for disk-based inverted indexes. In order to minimise the number of disk reads during query processing, he proposed to focus processing on documents with high score contributions. For any given term $t$ in the vocabulary, a top candidates list (also known as a champions list) is stored separately as a new posting list. The postings in that list are the top $N_t$ results returned to the query $t$, by using the same scoring function that will be used at query time. The typical value of $N_t$ is 1,000, such that every term in the vocabulary ends up with an additional posting lists of 1,000 postings, corresponding to the top 1,000 highest score contributions in the original posting list. Then, the normal DAAT processing for any query is applied to the top candidate posting lists only, reducing markedly the number of postings scored, but with a potential negative impact on the effectiveness, since this optimisation is unsafe.

Strohman et al. (2005) proposed a safe up to $K$ version of the top documents optimisation by merging it with a subsequent phase based on MaxScore. Therefore, we will present Strohman et al.’s strategy after we introduce MaxScore itself.

Fontoura et al. (2011) introduced a family of optimisations based on top terms instead of top documents. Given a query, it is split into two sets of terms, depending on their document frequency. Given a postings threshold $T$, all terms with higher IDF values, i.e., shorter posting lists ($f_t \leq T$), are processed in a first phase, while all other terms, those with lower impact, i.e., longer posting lists, are processed in a second phase. During the first phase, all documents in the short posting lists are processed in an OR-mode, using a TAAT or DAAT strategy, with no optimisations. The candidate set produced is viewed as another posting list in the second phase. During the second phase, the long posting lists and this candidate list are processed using a DAAT optimisation such as MaxScore or WAND. Moreover, the $K$-th partial score of the candidate set is used to initialise the threshold of the max-heap priority queue used in the second phase. Kane and Tompa (2018) investigated
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a similar approach based on split-lists for WAND. During indexing time, they proposed to split each list into two parts, where the first part contains the highest scored documents and the second part contains the remaining documents. Their experiments reported a 1.7× speedup for WAND.

MaxScore

The MaxScore optimisation, introduced by Turtle and Flood (1995), is a safe up to K strategy aiming to boost the efficiency of the DAAT algorithm through the following observation. At some point during query processing, we can expect that the threshold will be large enough to prune documents appearing only in the posting list with the smallest term upper bound contribution. When this happens, the algorithm can safely skip over documents appearing only in that posting list, and can consider as top K candidate documents only those appearing in the remaining posting lists. Once a new candidate document must be fully scored, that posting list can be traversed in an AND mode to look for the candidate docid only. This observation can be applied to the remaining posting lists as the query processing proceeds and the threshold increases.

A possible implementation is reported in Algorithm 3.1, based on the description by Fontoura et al. (2011). The algorithm takes as input two arrays of size n: the posting lists p to be processed and the corresponding term upper bounds σ. Both arrays are sorted in increasing order of max score. At runtime, the posting lists are kept separated into two sub-lists by a pivot index, running from 0 to n – 1. The posting lists indexed from the pivot up to n form the essential lists, while the remaining posting lists, if any, are the non-essential lists. At any time during query processing, no document can be returned as a top K result if it only appears in the non-essential lists, i.e., at least one of the terms corresponding to the essential lists must occur in any top K document.

To update the pivot, we compute n document upper bounds ub (line 5). The entry ub[0] contains the document upper bound for documents appearing just in p[0], the entry ub[1] contains the upper bound for documents appearing only in p[0] and p[1], and so on. While there is at least an essential list and there are documents to process (line 9), the MaxScore algorithm first processes the essential lists selecting the candidate docid as in DAAT, while storing the next docid to process (lines 12–17). Then, it proceeds by processing the non-essential lists by skipping to the candidate docid (lines 18-23). As soon as the pruning condition holds (line 19), we are sure that the candidate docid cannot be in the final top K documents, and the remaining posting lists can be skipped completely. If all the non-essential posting lists are processed, we check if the final score is high enough to enter
in the current top $K$ documents (line 19). If this happens, the current threshold could be updated (line 25), and the current pivot could change as well (lines 26–27).

![Figure 3.2: How the MaxScore algorithm processes four posting lists.](image)

Figure 3.2 illustrates a MaxScore early termination with 4 posting lists. In the example, the current threshold value $\theta$ is 6.0, resulting from documents in the current top results. The posting lists are sorted by increasing term upper bound, and we have used the term upper bounds to compute the values of the array $ub$. Since $ub[1] = 3.4$ and $ub[2] = 7.1$, the pivot is set to 2, $p[0]$ and $p[1]$ are the non-essential lists, while $p[2]$ and $p[3]$ are the essential lists. We are processing the document with docid 11. Firstly, we process the essential lists and compute the partial score of the document (e.g., 2.8), keeping track of the next docid to process while advancing the posting list iterator of these lists by one step (e.g., 23). Since, given the partial score computed so far, it is possible that docid 11 could exceed the current threshold (e.g., $2.8 + ub[1] = 2.8 + 3.4 = 6.2 > 6.0 = \theta$), we start processing the non-essential lists for that document. After we process $p[1]$, skipping directly to the next docid greater than or equal to the next docid to process (e.g., 23), we get an updated partial score of 4.5. Now, since $ub[0] = 1.3$, we can safely ignore the first posting list (e.g., $4.5 + 1.3 = 5.8 < 6.0$), and skip directly to docid 23 using the $p.next(d)$ operator. As discussed in Section 2.1.2, skipping allows us to avoid reading and decompressing portions of the posting lists, with benefits in terms of efficiency proportional to the size of the skipped chunks. Note that in the example of Figure 3.2, we do not include the priority queue and pivot updates for simplicity.

Strohman et al. (2005) proposed a further optimisation of the MaxScore strategy, leveraging the top documents approach of Buckley and Lewit (1985). For every term $t$ of the vocabulary with more than 1,000 postings, they extracted a smaller posting list, composed of the top scoring documents for the term $t$. The number of pruned documents for each term can be selected in different ways: a fixed number of documents from all posting lists, a constant fraction of the documents in each postings list or all the documents with a term-document frequency greater than a given per-term threshold. Nevertheless, a top doc
Algorithm 3.1: The MaxScore algorithm

Input: An array $p$ of $n$ posting lists, one per query term, sorted in increasing order of max score contribution
An array $\sigma$ of $n$ max score contributions, one per query term, sorted in increasing order

Output: A priority queue $q$ of (at most) the top $K$ $(\text{docid}, \text{score})$ pairs, in decreasing order of score

MaxScore$(p, \sigma)$:

1. $q \leftarrow$ a priority queue of (at most) $K$ $(\text{docid}, \text{score})$ pairs, sorted in decreasing order of score
2. $\text{ub} \leftarrow$ an array of $n$ document upper bounds, one per posting list, all entries initialised to 0
3. $\text{ub}[0] \leftarrow \sigma[0]
4. for $i \leftarrow 1$ to $n - 1$ do
5.   $\text{ub}[i] \leftarrow \text{ub}[i - 1] + \sigma[i]
6. $\theta \leftarrow 0
7. \text{pivot} \leftarrow 0
8. \text{current} \leftarrow \text{MinimumDocid}(p)
9. while pivot $< n$ and current $\neq \bot$ do
10.   $\text{score} \leftarrow 0$
11.    $\text{next} \leftarrow +\infty$
12.    for $i \leftarrow \text{pivot}$ to $n - 1$ do  
13.       if $p[i].\text{docid()} = \text{current}$ then
14.          $\text{score} \leftarrow \text{score} + p[i].\text{score()}
15.          $p[i].\text{next()}$
16.          if $p[i].\text{docid()} < \text{next}$ then
17.             $\text{next} \leftarrow p[i].\text{docid()}$
18.    for $i \leftarrow \text{pivot} - 1$ to $0$ do  
19.       if $\text{score} + \text{ub}[i] \leq \theta$ then
20.          break
21.       $p[i].\text{next(current)}$
22.       if $p[i].\text{docid()} = \text{current}$ then
23.          $\text{score} \leftarrow \text{score} + p[i].\text{score()}$
24.     if $q.\text{push}((\text{current}, \text{score}))$ then  
25.       $\theta \leftarrow q.\text{min()}$
26.     while pivot $< n$ and $\text{ub}[\text{pivot}] \leq \theta$ do
27.       $\text{pivot} \leftarrow \text{pivot} + 1$
28.     $\text{current} \leftarrow \text{next}$
29. return $q$

index is produced, including all the pruned posting lists. During query processing all of the documents in this index are processed, and stored with their scores in a max-heap priority queue. The priority queue will contain the union of the top documents and a partial score for
each one, sorted by decreasing partial score. These partial scores are guaranteed to be less
than or equal to the final score of the corresponding document (some contributions could
still come from the remaining postings). Moreover, the partial score of the $K$-th document
is used to initialise a threshold value for the subsequent phase, since any other document
not already processed within the top documents must beat this threshold. Indeed, during
the processing of the top documents, we have already scored the top scoring postings for the
involved terms, and hence we can safely assume the min score of each term’s top document
lists to be the upper bound of the score of the remaining postings of that term. Hence,
during the second phase, the top documents are completely scored, while the remaining
documents are processed by MaxScore, with the initial threshold value and the modified
term upper bounds. Like the MaxScore optimisation, this strategy, called Term Bounded
MaxScore is safe up to $K$. In their experiments, the authors reported that the best top
doc selection strategy is frequency, even if the disk space occupancy of the top index is
difficult to predict. In that case, their Term Bounded MaxScore implementation obtained a
23% speedup with respect to MaxScore and a 61% speedup versus DAAT.

**WAND**

The WAND optimisation, introduced by Broder et al. (2003), stems from the definition of a
new boolean operator, Weak AND or Weighted AND. The WAND operator takes as input a
list of $n$ boolean variables $X_0, \ldots, X_{n-1}$, a list of $n$ associated weights $w_0, \ldots, w_{n-1}$ and a
threshold $\theta$. By definition, $\text{WAND}(X_0, w_0, \ldots, X_{n-1}, w_{n-1}, \theta)$ is true if and only if:

$$
\sum_{i=0}^{n-1} w_i x_i \geq \theta
$$

(3.8)

where $x_i$ is equal to 1 if $X_i$ is true, and 0 otherwise. Note that, with unary weights and
a threshold equal to $n$ or 1, the WAND operator implements the boolean AND or OR,
respectively.

Given a query $q = \{t_0, \ldots, t_{n-1}\}$ and a document $d$, we can apply the WAND operator in
the following way. We assume that $X_i$ is true if and only if the term $t_i$ appears in document
$d$, and we take the term upper bound $\sigma_{t_i}(d)$ as weight $w_i$. The threshold $\theta$ has the usual
meaning, i.e., the smallest score among the top $K$ documents scored thus far during query
processing. Hence the condition $\text{WAND}(X_0, \sigma_{t_0}(d), \ldots, X_{n-1}, \sigma_{t_{n-1}}(d), \theta)$ evaluates to true
if and only if:

$$
\sum_{i=0}^{n-1} \sigma_{t_i}(d) \geq \theta
$$

(3.9)

Assuming that all terms $t$ appear in document $d$, this inequality corresponds to the pruning
condition of Equation (3.4). By using the WAND operator, the authors proposed a DAAT
optimisation that can be interpreted as a two-stage evaluation process in which all and only
those documents whose WAND evaluation is true (first phase) will undergo a full evaluation where the actual scores are computed (second phase).

Several WAND implementations have been discussed (Broder et al., 2003; Fontoura et al., 2011; Petri et al., 2013). A possible implementation is illustrated in Algorithm 3.2. The algorithm takes as input two arrays of size \( n \): the posting lists \( p \) to be processed and the corresponding term upper bounds \( \sigma \). Note that they are not required to be sorted since they will be kept sorted though increasing the docids by the algorithm itself (lines 3 and 25). The \texttt{sortByDocid}(\( p, \sigma \)) procedure guarantees that the array of posting lists are sorted by increasing docid and that the term upper bound \( \sigma[i] \) always corresponds to the posting list \( p[i] \).\(^8\) At runtime, the core idea of the algorithm is to evaluate the WAND operator (i.e., the pruning condition) one posting list at a time, accumulating the score of the candidate document in \( \sigma_d \) (line 10). As soon as this value exceeds the current threshold (line 11), we have potentially identified a pivot docid \( \text{pivot}_i \) that could enter the top \( K \) documents. The pivot docid undergoes a full evaluation (lines 17–22) and might be included in the current top \( K \) results (lines 23–24) only if it is present in all posting lists up to, and including, the list containing the pivot docid. Since the posting lists are sorted by docid, it is sufficient to test the pivot docid with the current posting’s docid of the first list \( p[0] \) (line 16). Otherwise, since the posting lists are sorted by docid, we can safely affirm that the pivot docid is the smallest docid among all posting lists from \( 0 \) to \( \text{pivot} \) that could enter the top \( K \) results. The docids smaller than \( \text{pivot}_i \) will never be able to accumulate enough term upper bounds to have a chance to beat the current threshold. Unfortunately, we cannot be sure that \( \text{pivot}_i \) will be a candidate, since we do not know yet in which posting lists it appears. Thus, we “backtrack” to the first posting list whose iterator is not on the pivot docid (lines 27–28), and we move its iterator to the \( \text{pivot}_i \) (or further) (line 29) using the \texttt{p.next(}d\texttt{)} operator. The \texttt{swapDown(}p,\sigma,\text{pivot}) procedure on line 30 restores the docid-sorting of the posting lists by moving the \( \text{pivot} \) posting list and the associated term upper bound “down” to the correct position. Using the \texttt{p.next(}d\texttt{)} operator means that skipping occurs, and hence the reading and decompression of skipped postings can be avoided. To conclude, note that if no pivot docid can be found (line 13), we are sure that no new document can beat the current threshold, and hence the algorithm can safely terminate.

Figure 3.3 illustrates a few WAND iterations with 4 posting lists. In the example, the current threshold value \( \theta \) is 6.0, resulting from documents in the current top results. The posting list iterators are sorted by current docid. The next pivot id is 22 since neither 2.1 nor \( 2.1 + 1.3 = 3.4 \) are greater than the current threshold, while \( 2.1 + 1.3 + 4.0 = 7.4 \) does exceed the threshold. Since the \( p[0] \) iterator is not 22, the only knowledge we have so far is

\(^8\)This procedure does not sort postings inside a posting list, just the array containing the forward-only iterators, as per Section 2.1.
Algorithm 3.2: The WAND algorithm

**Input**: An array $p$ of $n$ posting lists, one per query term
An array $\sigma$ of $n$ max score contributions, one per query term

**Output**: A priority queue $q$ of (at most) the top $K$ $(\text{docid}, \text{score})$ pairs, in decreasing order of score

WAND($p, \sigma$):

1. $q \leftarrow$ a priority queue of (at most) $K$ $(\text{docid}, \text{score})$ pairs, sorted in decreasing order of score
2. $\theta \leftarrow 0$
3. SortByDocid($p, \sigma$)

while true do

5. $\sigma_d \leftarrow 0$
6. pivot $\leftarrow 0$

7. for pivot $\leftarrow 0$ to $n - 1$ do

8. if $p[\text{pivot}].\text{docid()} = \bot$ then

9. break

10. $\sigma_d \leftarrow \sigma_d + \sigma[\text{pivot}]$

11. if $\sigma_d > \theta$ then

12. break

13. if $\sigma_d \leq \theta$ then

14. break

15. pivot_id $\leftarrow p[\text{pivot}].\text{docid()}$

16. if pivot_id $= p[0].\text{docid()}$ then

17. score $\leftarrow 0$

18. for $i \leftarrow 0$ to $n - 1$ do

19. if $p[i].\text{docid()} \neq \text{pivot_id}$ then

20. break

21. score $\leftarrow \text{score} + p[i].\text{score()}$

22. $p[i].\text{next()}$

23. q.push((pivot_id, score))

24. $\theta \leftarrow q.\text{min()}$

25. SortByDocid($p, \sigma$)

26. else

27. while $p[\text{pivot}].\text{docid()} = \text{pivot_id}$ do

28. pivot $\leftarrow \text{pivot} - 1$

29. $p[\text{pivot}].\text{next(pivot_id)}$

30. SwapDown($p, \sigma, \text{pivot}$)

31. return $q$

that no docid smaller than 22 will have a score greater than the current threshold. Hence, we select $p[1]$ and we advance its iterator to 22, with no reordering of the posting lists since they are already sorted by docid. At the next iteration, our pivot docid is again 22, but we cannot fully score it since we do not know if $p[0]$ will actually contribute to the
approximate score of the pivot docid, i.e., we do not know if \( p[0] \) contains docid 22. We try to advance the \( p[0] \) iterator to 22, but it skips to docid 24, forcing the move of \( p[0] \) to the end of the array of iterators. At the next iteration, we are again considering docid 22: its approximate score now is \( 1.3 + 4.0 + 3.7 = 9.0 \), enough for a full processing, and since all posting lists up to the pivot docid include it, docid 22 undergoes a full evaluation, and a potential threshold update. During the full evaluation, the iterators of the involved posting lists are advanced to the next docid (line 22), hence a full reordering of the four lists is mandatory, to correctly select the next pivot docid (that, with the current threshold \( \theta = 6.0 \), will be 24, since \( \sigma[2] + \sigma[0] = 4.0 + 2.1 = 6.1 > \theta \)).

![Figure 3.3: How the WAND algorithm processes four posting lists.](image)

Note that the WAND optimisation is safe up to \( K \), since the pruning condition in Equation (3.4) is used to select the candidate docids. Nevertheless, aggressive (i.e., approximate) versions of WAND have been proposed, by substituting \( \theta \) with \( F \cdot \theta \), where \( F > 1 \) is the aggressiveness parameter (Broder et al., 2003; Tonellotto et al., 2013). By using this parameter, we are forcing the new candidate documents to beat the current threshold by a larger quantity.

WAND was designed for disk-based indexes, where disk access is the most expensive cost. For this reason, if a pivot docid is not scored (since there is at least one posting list before the one containing the pivot whose iterator is not yet on or after the pivot docid), the WAND strategy typically chooses to advance just a single posting list, since every iterator advancement is a potential disk access. This is not the case with memory-based indexes, and Fontoura et al. (2011) proposed a modified version of WAND, called mWAND, where
all the iterators of the posting lists preceding the pivot list are advanced. In this way, the number of pivot selections could be reduced, and consequently, the number of times the posting list array is sorted.

**Performances of DAAT, MaxScore and WAND**

The most recent performance comparisons of DAAT, MaxScore and WAND appear in (Fontoura et al., 2011) and (Mallia et al., 2017). In the production framework detailed in Section 2.2.3, Fontoura et al. (2011) reported the results summarised in Table 3.2. Mallia et al. (2017) experimented with a research framework written in C++ with two standard datasets, ClueWeb09, consisting of 50 million English Web pages crawled in 2009, and Gov2, consisting of 25 million .gov Web sites crawled in 2004, and two TREC Terbayte track efficiency task topics, namely Trec05 and Trec06, from which they randomly selected 1,000 queries for different query lengths. Table 3.3 reproduces their main results, for the ClueWeb09 collection and Trec06 experiments only.

**Table 3.2**: Latency results (in ms) for DAAT, MaxScore and WAND (with speedups and slowdowns) on a small index (up) and a large index (down), for $K = 30$. Adapted from (Fontoura et al., 2011).

|          | Small index |          | Large index |          |
|----------|-------------|----------|-------------|----------|
|          | Short queries | Long queries | Short queries | Long queries |
| DAAT     | 0.19 (1.12×) | 4.55 (1.69×) | 3.58 (2.27×) | 26.78 (2.87×) |
| MaxScore | 0.17 (0.90×) | 2.69 (0.87×) | 1.58 (1.88×) | 9.32 (1.90×) |
| WAND     | 0.21 (0.90×) | 5.22 (0.87×) | 1.90 (1.90×) | 14.08 (1.90×) |

**Table 3.3**: Latency results (in ms) for DAAT and MaxScore (with speedups) for different query lengths, average query times (Avg, in ms) on ClueWeb09, for $K = 10$. Adapted from (Mallia et al., 2017).

| Number of query terms | Avg          |
|-----------------------|--------------|
|                       | 2 | 3 | 4 | 5 | 6+ |
| DAAT                  | 60.6 | 215.9 | 439.1 | 686.5 | 1,270.5 | 542.5 |
| MaxScore              | 12.7 (4.77×) | 21.3 (10.14×) | 27.1 (16.20×) | 33.9 (20.25×) | 55.0 (23.10×) | 32.3 (16.80×) |
| WAND                  | 14.2 (4.27×) | 23.1 (9.34×) | 27.3 (16.08×) | 37.3 (18.40×) | 73.8 (17.22×) | 37.2 (14.58×) |

Given the differences between the production and research frameworks, the reported latency results and reductions vary as might be expected, in particular since the testbed details in (Fontoura et al., 2011) are not fully disclosed. However, it is clear from both Tables that both MaxScore and WAND provide huge benefits w.r.t. DAAT, and the response time reductions are larger for longer queries (i.e., with 54–61 terms) than for shorter queries.
(i.e., with 3–5 terms). In particular, from Table 3.2, we can conclude that MaxScore is always better than WAND in terms of speedup, and that WAND is not helpful in reducing the response times of any kind of query on small indexes. From Table 3.3, a detailed analysis of query lengths is carried out and we can conclude that, while WAND and MaxScore exhibit similar speedups for 2 – 4 terms queries, WAND quickly becomes less competitive than MaxScore for longer queries. For short queries, mWAND exhibits larger (resp. similar) mean response times than MaxScore (resp. WAND) for short queries, while mWAND is more efficient than both MaxScore and WAND for long queries.

Experiments by Ottaviano et al. (2015), on a sample of 5,000 queries from a realistic query log, showed that MaxScore is always more efficient than WAND, and a similar conclusion is reported by Dimopoulos et al. (2013b). Moreover, the pruning capacity of WAND heavily depends on the scoring function used. While most works employ the BM25 scoring function (Robertson et al., 1994), which allows the skipping of more than 90% of all documents for all $K$s, Petri et al. (2013) have shown that with different scoring functions such as those based on language models 20% of all postings are evaluated for $K = 10$ and almost all documents are evaluated when $K = 1,000$.

Kane and Tompa (2018) proposed to prime the threshold of the max-heap. At indexing time, the $K$-th highest score contributions in each posting list is pre-computed and stored on disk. Before query processing starts, the max-heap threshold is initialised by taking the greatest $K$-th score value for all the query terms. They found that using this threshold priming improves the performance of the WAND strategy for large $K$ values.

### 3.4 Block-based Dynamic Pruning

Thus far, all dynamic pruning optimisations have leveraged a single upper bound for any term involved in query processing for skipping over postings. However, as shown in Figure 3.4, a term upper bound is computed over the scores of all documents in a posting list (left), and it could be larger than the average score contribution (right). This fact limits the potential benefits of skipping over the posting lists, as shown by the shaded areas.

To deal with this, Ding and Suel (2011) proposed to enrich the inverted index data structures with additional information, in a new block-max index data structure. Each posting list is sequentially divided in a block list, where each block contains a given number of consecutive postings, e.g., 128 postings per block, leveraging the posting blocks used in list-adaptive compression schemes (see Section 2.1.2). For each block, a block upper bound is computed, storing the maximum contribution of the postings in the block. This local upper bound can be computed and stored offline, and can then be exploited for improving the efficiency of the existing query processing strategies.

In order to exploit blocks in query processing, the inverted index needs to store additional
information (recall Figure 2.1). A possible organisation of such a block-max index is depicted in Figure 3.5.

For each posting list, the lexicon stores the number of its fixed-size blocks,\(^9\) and a pointer to its block list. Every block stores the last docid of the corresponding sequence of postings as well as the block upper bound.\(^10\) Block upper bounds are calculated as the maximum scores of the postings in the block. We will see a block list as a cursor over its blocks, analogously to the iterator view of posting lists in Section 2.1.1. We define the following operations on a block list \(b\).

- \(b\.\text{last}()\) returns the last docid of the current block. If the cursor has reached the end of the block list, \(b\.\text{last}()\) returns the special symbol \(\bot\). For comparison purposes, the special symbol \(\bot\) is considered strictly greater than any other docid.
- \(b\.\text{score}()\) returns the block upper bound of the current block.

**Figure 3.4:** Term upper bound (left) vs. block upper bounds (right) on a given posting list. Shaded areas represent the sums of score errors using the upper bounds.

**Figure 3.5:** A possible layout of a block-max index.

\(^9\)We are assuming the size of a block is term-dependent constant.

\(^10\)Other implementations usually store the first docid of the corresponding postings as well (Chakrabarti et al., 2011).
• \texttt{b.move(d)} moves the cursor to the block containing the document identifier \textit{d}.

The block upper bounds can be exploited in a number of ways, adapting existing algorithms such as MaxScore and WAND to leverage the new information. The first of such algorithms is Block-Max WAND (BMW), proposed by Ding and Suel (2011), and detailed in Algorithm 3.3.

The algorithm takes as input three arrays of size \textit{n}, where \textit{n} is the number of terms to process: the posting lists \texttt{p} to be processed with their term upper bounds \texttt{σ} and their block lists. The \texttt{sortByDocid(p,b,σ)} (lines 3 and 30) and \texttt{SwapDown(p,b,σ)} (lines 33 and 40) functions are analogous to the ones in the WAND algorithm (see Algorithm 3.2), guaranteeing that the term upper bound \texttt{σ[i]} and the block list \texttt{b[i]} always correspond to the posting list \texttt{p[i]}. At runtime, the core idea of the algorithm is to avoid the decompression of (blocks of) postings and their full processing by making shallow advances through the posting lists by using block lists only, and to make deep moves in the posting lists only when the block upper scores sufficiently accumulate to beat the current threshold. At each iteration, the BMW algorithm computes the pivot posting list, the pivot \texttt{docid} and the accumulated (partial) score \texttt{σd} as in WAND, by using the term upper bounds (lines 5–10). The accumulated score \texttt{σd} is also used to check the termination condition. Note that the pivot pointer is advanced to include all the postings lists whose cursor is on the pivot \texttt{docid} (lines 9–10), while in WAND the pivot pointer included just the posting lists whose upper bounds exceed the current threshold.

Next, the shallow move is performed, by accumulating a new score \texttt{σb} using the block upper bounds (lines 11–17). At the same time, the smallest last docid among the blocks up to the pivot is stored in \texttt{nextb}.

If the block score \texttt{σb} beats the current threshold \texttt{θ} (line 18), pivot \texttt{id} is a potential candidate. If the pivot \texttt{docid} does not match, i.e., if pivot \texttt{id} \neq p[0].docid(), this means some posting list iterators up to the pivot are still on \texttt{docids} smaller than the pivot and then we advance one of them to (or right after) pivot \texttt{id} and we reorder the posting lists by increasing \texttt{docid} as in WAND (lines 32–33). Otherwise, we perform a deep move with a potentially partial evaluation of the pivot document (lines 20–27) and, as a result, the pivot \texttt{docid} might be included in the current top \textit{K} results (lines 28–29).

If the block score \texttt{σb} does not beat the current threshold \texttt{θ} (line 18), it follows that no document appearing in the blocks can beat the threshold, hence the next pivot \texttt{docid} could be strictly greater than \texttt{nextb} if no other posting list, ignored so far, contributes to the accumulated block score. Hence, \texttt{nextb} becomes the minimum \texttt{docid} computed between \texttt{nextb + 1} and the \texttt{docid} of the first posting list whose iterator is not on the pivot \texttt{docid} (lines 35–38), which is guaranteed to be greater than pivot \texttt{id}. Now, we locate a list whose iterator is not on pivot \texttt{id} and we advance it to or right after \texttt{nextb} and swap down as in WAND (lines 39–40).

Figure 3.6 illustrates a few iterations of the BMW algorithm. The most complex part
Algorithm 3.3: The BMW algorithm

Input: An array $p$ of $n$ posting lists, one per query term
An array $\sigma$ of $n$ max score contributions, one per query term
An array $b$ of $n$ block lists, one per query term

Output: A priority queue $q$ of (at most) the top $K$ (docid, score) pairs, in decreasing order of score

BlockMax WAND($p, b, \sigma$):

1. $q \leftarrow$ a priority queue of (at most) $K$ (docid, score) pairs, sorted in decreasing order of score
2. $\theta \leftarrow 0$
3. SortByDocid($p, b, \sigma$)
4. while true do
5. $\sigma_d, \text{pivot} \leftarrow$ values updated as in WAND($p, \sigma$) lines 5–12
6. if $\sigma_d \leq \theta$ then // No list pivot found
7. break
8. $\sigma_b \leftarrow 0$
9. next$b$ $\leftarrow +\infty$
10. for $i \leftarrow 0$ to pivot do // Shallow move
11. $b[i].move(\text{pivot} )$
12. $\sigma_b \leftarrow \sigma_b + b[i].score()$
13. if $b[i].last() < \text{next}_b$ then
14. $\text{next}_b \leftarrow b[i].last()$
15. end if
16. if $\sigma_b \geq \theta$ then // If pivot doc would enter
17. if pivot_id $= p[0].docid()$ then
18. score $\leftarrow 0$
19. for $i \leftarrow 0$ to pivot do
20. score $\leftarrow$ score + $p[i].score()$
21. if $\sigma_b \leq \theta$ then
22. break
23. end if
24. end for
25. end if
26. for $i \leftarrow 0$ to pivot do
27. $p[i].next()$
28. $q.push((\text{pivot}_id, \text{score}))$
29. $\theta \leftarrow q.min()$
30. SortByDocid($p, b, \sigma$)
31. else
32. Move list to pivot_id as in WAND($p, \sigma$) lines 27–29 // Deep move
33. SwapDown($p, b, \sigma, \text{pivot}$)
34. else
35. if pivot $< n - 1$ and next$b$ $> p[\text{pivot} + 1].docid()$ then
36. next$b$ $\leftarrow p[\text{pivot} + 1].docid()$
37. if next$b$ $\leq \text{pivot}_id$ then
38. next$b$ $\leftarrow$ next$b$ + 1
39. Move list to next$b$ as in WAND($p, \sigma$) lines 27–29 // Deep move
40. SwapDown($p, b, \sigma, \text{pivot}$)
41. end if
42. end if
43. end if
44. end if
45. end for
46. end if
47. end if
48. end if
49. end if
50. end if
51. return $q$

of this algorithm is to keep the block cursors and the posting list iterators aligned when performing shallow and deep moves. In the example, the current threshold value $\theta$ is 3.3, resulting from documents in the current top results. The posting list iterators are sorted by current docid. The next pivot id is 22 since $2.1 + 1.3 = 3.4$ is greater than the current
threshold. Note that, while WAND would select the second posting list as a pivot, BMW selects the third list (lines 9–10). At the second step (lines 11–17), the block cursor of the first posting list is actually moved, and the block upper bound is computed, resulting in $1.7 + 1.3 + 0.5 = 3.5$. While it is large enough to beat the current threshold, since the first posting list iterator does not point to docid 22, a deep move is performed. At the third step, the pivot docid 22 is evaluated, and the posting list iterators of the first three posting lists are deep moved one step forward at the fourth step, and the posting lists sorted by docid.

In the fifth step, assuming that the current threshold has not changed, the pivot docid becomes 24, but its block upper bound is $0.5 + 1.3 + 1.2 = 3.0$, which is not enough to beat the threshold. Since no docid in the current blocks up to the pivot can beat the threshold, the next deep move could be towards the docid $1 + \min\{27, 28, 26\} = 27$. However, since the posting list iterator right after the pivot is on docid 25, the third posting list iterator will be advanced to docid 25, as shown in the sixth step (lines 35–40).

Several versions of Block-Max MaxScore (BMM), the MaxScore variant for block-max indexes, have been proposed in (Chakrabarti et al., 2011; Shan et al., 2012; Dimopoulos et al., 2013b). A possible implementation of BMM is detailed in Algorithm 3.4. The main differences w.r.t. the MaxScore algorithm lie in the early termination controls during the processing of the non-essential lists (lines 18–34). If the non-essential posting lists must be.

Figure 3.6: How the BMW algorithm processes four posting lists.
processed according to their document upper bound (line 18), a new array \texttt{bub} of (partial)
document upper bounds is built, by using shallow moves on the non-essential lists and
the resulting block maxscores (lines 19–24). During the processing of a non-essential list,
the pruning condition is evaluated by using the block-based document upper bounds \texttt{bub}
(line 26).

### Algorithm 3.4: The BMM algorithm

**Input:** An array \( p \) of \( N \) posting lists, one per query term
An array \( \sigma \) of \( N \) max score contributions, one per query term
An array \( b \) of \( N \) block lists, one per query term

**Output:** A priority queue \( q \) of (at most) the top \( K \) \((\text{docid}, \text{score})\) pairs,
in decreasing order of score

\begin{algorithm}
\caption{The BMM algorithm}
\begin{algorithmic}[1]
\Input 
\Statex An array \( p \) of \( N \) posting lists, one per query term
\Statex An array \( \sigma \) of \( N \) max score contributions, one per query term
\Statex An array \( b \) of \( N \) block lists, one per query term
\EndInput
\Output A priority queue \( q \) of (at most) the top \( K \) \((\text{docid}, \text{score})\) pairs,
in decreasing order of score
\Statex \textbf{BlockMaxMaxScore}(p, b, \sigma):
\State \( q \leftarrow \) a priority queue of (at most) \( K \) \((\text{docid}, \text{score})\) pairs,
\Statex \text{sorted in decreasing order of score}
\State \( \text{ub} \leftarrow \) an array of \( N \) max score upper bounds, one per posting list,
\Statex \text{all entries initialised to 0}
\State \( \text{ub}[0] \leftarrow \sigma[0] \)
\For {i \leftarrow 1 \text{ to } N-1}
\State \( \text{ub}[i] \leftarrow \text{ub}[i-1] + \sigma[i] \)
\EndFor
\State \( \theta \leftarrow 0 \)
\State \( \text{pivot} \leftarrow 0 \)
\State \( \text{current} \leftarrow \text{MinimumDocid}(p) \)
\While {pivot < N \text{ and } \text{current} \neq \perp}
\State \( \text{score} \leftarrow 0 \)
\State \( \text{next} \leftarrow +\infty \)
\For {i \leftarrow pivot \text{ to } N-1} \Comment{Essential lists}
\State \( \text{if } p[i].\text{docid()} = \text{current} \text{ then} \)
\State \( \text{score} \leftarrow \text{score} + p[i].\text{score()} \)
\State \( p[i].\text{next()} \)
\State \( \text{if } p[i].\text{docid()} < \text{next} \text{ then} \)
\State \( \text{next} \leftarrow p[i].\text{docid()} \)
\EndFor
\State \( \text{if } \text{score} + \text{ub}[\text{pivot} - 1] \geq \theta \text{ then} \)
\State \( \text{break} \)
\EndWhile
\For {i \leftarrow pivot - 1 \text{ to } 0} \Comment{Non-essential lists}
\State \( \text{if } \text{score} + \text{bub}[i] \leq \theta \text{ then} \)
\State \( \text{break} \)
\EndFor
\State \( \text{if } p[i].\text{docid()} = \text{current} \text{ then} \)
\State \( \text{score} \leftarrow \text{score} + p[i].\text{score()} \)
\EndIf
\If {\text{q}.\text{push(}(\text{current}, \text{score})\)}
\State \( \theta \leftarrow \text{q}.\text{min()} \)
\EndIf
\State \( \text{pivot} \leftarrow \text{pivot} + 1 \)
\EndIf
\EndWhile
\State \( \text{return } q \)
\end{algorithmic}
\end{algorithm}
Performance

Ding and Suel (2011) have conducted experiments on a collection of 25 million documents (Gov2), with 2,000 multi-term queries and retrieving the top 10 results per query. Blocks are composed by 64 postings. They reported (see Table 3.4, also validated by Mallia et al. (2017)) an average speedup of BMW versus WAND of 2.78×, with extremely high speedups of 5.61× for queries of two terms and 3.70× for queries of three terms. With respect to DAAT, the BMW average speedup is 8.09×. With respect to the evaluated documents, WAND and BMW only evaluate 4.6% and 0.6% of the documents processed by DAAT, respectively. The authors also showed that the performances of WAND and BMW are markedly improved when assigning docids to documents according to the lexicographic ordering of their URLs (Silvestri, 2007) – this is known to exhibit a good clustering and hence a good locality in the posting lists. Thus it follows that documents with high/low scores will cluster in blocks using this docid ordering.

Shan et al. (2012) reported different results. With a slightly different experimental setting (stopwords removed, ∼3% of single term queries included in averages), the speedup of BMW with respect to DAAT was only 2.38×. They also evaluated an implementation of BMM that, on average, performs better than BMW, with an average speedup of 3.69× compared to DAAT. With respect to the evaluated documents, BMW and BMM evaluate only 0.3% and 3.7% of the documents processed by DAAT, respectively. The higher speedup of BMM even if it scores more documents than BMW is explained by the mechanism governing the next document to process. In the BMM methods, the next docid is selected among the essential posting lists, likely composed by the most important terms, while in the BMW methods, the pivoting is performed among all posting lists for the whole execution of the algorithm.

Dimopoulos et al. (2013b) confirmed the BMW experiments in (Ding and Suel, 2011) in terms of average response times, but their implementation of BMM is 1.25 times slower than BMW on average. They reported that BMM outperforms BMW only for queries with

| Number of query terms | Avg          |
|-----------------------|-------------|
| 2                     | 60.0        |
| 3                     | 11.5 (14.63×) |
| 4                     | 33.6 (7.78×) |
| 5                     | 54.5 (8.90×) |
| 6+                    | 114.2 (5.66×) |

Table 3.4: Latency results (in ms) for DAAT, WAND and BMW (64 postings blocks) (with speedups) for different query lengths, average query times (Avg, in ms) on Gov2, for K = 10. Adapted from (Ding and Suel, 2011).
more than 5 terms.

Crane et al. (2017) reported that the performance gap between WAND and BMW is not as clear as the previous literature suggested. Their tests on a more recent collection of 50 million documents showed that with long queries, i.e., queries with four or more terms, WAND begins to outperform BMW. They explained this behaviour with the additional complex logic required to compute skips in BMW and with the impact of such a logic on the number of cache misses and branch mispredictions.

Variants

While the BMW algorithm is the first proposed algorithm leveraging the block-max index structure, several variants of BMW as well as different uses of blocks have been proposed.

The BMW authors proposed in (Ding and Suel, 2011) a block-max version of BMW for conjunctive processing called Block-Max AND (BMA). They showed performance improvements of BMA over exhaustive AND for queries with two and three terms, while for longer queries the shallow moves make exhaustive AND faster than BMA. They also investigated a layered version of BMW, where each posting list is split in two parts, with high and low impact postings respectively, and each posting list portion is treated as an independent posting list.

In (Shan et al., 2012), the authors proposed a Local BMW variant (LBMW), where the pivot document in BMW is computed by using local block upper bounds instead of global upper bounds. They also proposed a Local BMM variant, quite similar to the BMM algorithm in Algorithm 3.4. Moreover, they also explored BMW and BMM variants taking into account the query-independent document global scores.

Dimopoulos et al. (2013b) proposed the BMM-NLB variant of BMM, which skips over dead blocks, i.e., blocks that are guaranteed to have a block upper bound over all posting lists smaller than the current threshold, similarly to the approach in (Chakrabarti et al., 2011). In the same paper, a hierarchical organisation of blocks is proposed, with a complex query processing algorithm inspired by branch-and-bound techniques, called HIER. The authors also investigated a different organisation of blocks. While the previous works considered blocks as a contiguous sequence of postings (posting-oriented blocks) leveraging the posting grouping performed in block-based compression, in this paper the whole docid space, i.e., the set of all docids, one per document in the collection, is partitioned into blocks (docid-oriented block). For example, with block size 1024, all documents with docid from 0 to 1023 will end up in one block, docids from 1024 to 2047 in another block, and so on. This will result in blocks with different sizes in the same posting lists. They also proposed to manually tune the docid block size depending on the posting list length, to limit the space occupancy of the additional information required.

Dimopoulos et al. (2013a) illustrated an optimised implementation of docid-oriented
blockmax indexes exploiting the SIMD processing capabilities of modern CPUs and ad-hoc caching policies. Rojas et al. (2013b) and Rojas et al. (2013a) presented parallel and distributed implementations of BMW, respectively, while Daoud et al. (2016) discussed how BMW can be implemented on top of a tiered inverted index, extending their previous results from (Rossi et al., 2013).

Mallia et al. (2017) introduced a refinement for BMW that uses variable-size blocks, rather than constant-sized blocks, called Variable BMW (VBMW). They considered the problem of deciding the block partitioning of a posting list as an optimisation problem, which maximises how accurately the block upper bounds represent the underlying scores, and described an efficient dynamic programming approximate solution. Their experiments showed that VBMW outperforms BMW with a speedup of roughly 2×. Moreover, they proposed a compression scheme for block upper bounds based on quantisation. The compressed VBMW strategy obtained a space reduction of 50% with only a minimal speed degradation w.r.t. the uncompressed VBMW counterpart.

Conditional Skipping

Bortnikov et al. (2017) proposed to add a new operation to the postings’ APIs discussed in Section 2.1.1, namely the conditional skip:

- \( \text{plist.next}(d, \tau) \) advances the iterator forward to the next posting with a document identifier greater than or equal to \( d \), while ensuring that all skipped postings have a score lower than \( \tau \). If the current posting’s docid is greater or equal to \( d \), the iterator is left unchanged. If \( d \) is greater than the docid of the last posting in the list, \( \text{plist.next}(d) \) returns the end-of-list marker \( \bot \). More precisely, this operator advances the posting list iterator \( \text{plist} \) to the first posting with a docid greater than or equal to \( d \) such that either \( \text{plist.docid}() \geq d \) or \( \text{plist.score}() \geq \tau \).

The conditional skip operator can be used to improve the performance of DAAT processing and its optimisations, MaxScore, WAND and BMW. Two simple examples of the conditional skip behaviour are reported in Figure 3.7. In both examples, there are two posting lists \( p[0] \) and \( p[1] \), whose iterators point to the postings of docids 11 and 40, and the current threshold is equal to 4.0. Any docid in the range \([11, 40)\), appearing in the posting list \( p[0] \), can be safely skipped (top example in Figure 3.7) unless one of the docids in this range has a score greater than the current threshold (bottom example).

Bortnikov et al. (2017) proposed different implementations of the conditional skip, and modified the DAAT, MaxScore, WAND and BMW strategies to use it. Their experiments on the ClueWeb09 B dataset showed a reduction in the document scoring overheads, and also in query processing times.
3.5 Limitations of Dynamic Pruning

Several of the dynamic pruning techniques discussed above are based on additional statistics calculated upon the inverted index, such as the global or block-based upper bounds $\sigma_t(q)$ for each term $t$. Obtaining these involves the scoring of every posting in each term’s posting list. This is not an expensive process when conducted offline, before an index is deployed (and noting that it’s an embarrassingly parallelisable process). However, the exact pre-calculation of term upper bounds $\sigma_t(q)$ has some disadvantages, in that it is sensitive to changes in the ranking function scores (e.g., the used weighting model). This may happen in a number of cases:

1. Adaptation of the weighting model, or its hyper-parameters (e.g., the parameter tuning of the search engine);
2. Adaptation of the index, e.g., adding or removing documents, thereby changing the global statistics of the index (number of documents, average document length, document frequency);
3. Adaptation of a given term’s posting list, e.g., changing documents, thereby changing the statistics of the term (e.g., term frequency).

We note that Macdonald et al. (2011) and Macdonald and Tonellotto (2017) proposed approximate (less-tight) upper bounds. These can mitigate some of the disadvantages noted above, but could also result in reduced efficiency.

Assuming that exact upper bounds are necessary, given the efforts in scoring all postings

---

Figure 3.7: A simple example of the conditional skip operator.
in the inverted index, a notable question would be if that more efficiency benefits can be sought from this extra processing, for instance by rewriting the inverted index into a more efficient form, that focuses upon documents that are more likely to be retrieved. This will be the focus on Chapter 5.

3.6 Summary

This chapter introduced dynamic pruning techniques for attaining efficient retrieval. After an introduction to early termination and various core concepts, we presented, for completeness, a full range of TAAT optimisations, very common in the early IR systems but with almost no known practical deployment nowadays. Then we presented with clear examples and pseudo-codes the DAAT optimisations, currently used in most IR systems: MaxScore, WAND and BMW. Their definitions have significantly improved the efficiency of many deployed Web search engines. In the next chapter, we will discuss recent trends in the development and applications of query efficiency predictors for dynamic pruning (Section 4). Indeed, some of these applications have demonstrated remarkable benefits in increased efficiency or reduced server resource utilisation, with corresponding energy reductions.

Most of the techniques discussed within this chapter are concerned with inverted index layouts where posting lists are docid ordered, as used by at least one commercial search engine (Dean, 2009). In Chapter 5, we will address other techniques that alter the inverted index, such as index layouts with alternative orderings that ensure that documents more likely to be retrieved are identified earlier during retrieval – such techniques generate a different set of optimisations, which we describe in detail.

4 Query Efficiency Prediction for Dynamic Pruning

In this chapter, we discuss a new technique gaining attraction for a number of applications, namely query efficiency prediction (QEP) (Macdonald et al., 2012d). In particular, as will be clear from the experimental results reported in Chapter 3 above, the execution time of different queries can vary. Moreover, different techniques can exhibit different speedups for different queries. Hence, it is intuitive that different query processing techniques might be applied for different queries, or tuned differently (for example varying the aggressiveness, F, of WAND or BMW on a per-query basis). Obtaining accurate estimations of the response time of the search engine for a query allows the deployment of such per-query optimisations.

Aside: We emphasise the difference between query efficiency prediction and query performance prediction (QPP). In QPP, the aim is to predict the likely effectiveness of the results set for the query (e.g., in terms of MAP or NDCG) – this can be estimated by examining
pre-retrieval statistical properties of the query terms (He and Ounis, 2006), i.e., before retrieval commences, or post-retrieval, by examining the retrieved documents (Cronen-Townsend et al., 2002). In 2010, Carmel and Yom-Tov reviewed many of the existing query performance prediction techniques available at that time. In contrast, the task of query efficiency prediction, described in this chapter, is inherently pre-retrieval, in that once retrieval has been performed, we will know the actual, exact response time.

Briefly, the main idea behind query efficiency prediction is to estimate how long an unseen query will take to be processed, before it has executed. The main factors that can affect how long a search engine will take to respond to a given query are, for instance, the number of query terms, or the length of the posting lists of the query’s constituent query terms. For example, this is true for both DAAT and TAAT traversals. However, dynamic pruning adds a further dimension to this, as different queries may suffer different amounts of pruning, and the number of documents being retrieved affect the response times of the search engine. This chapter specifically discusses how the QEP approaches could be deployed to assist the optimisation of dynamic pruning approaches.

At this juncture, it is important to point out that impact-sorted index layouts, as might be processed by a SAAT technique (further detailed in Chapter 5) do not require query efficiency prediction, as the time to execute a query can be much more accurately predicted.

On the other hand, to predict the query execution times of the DAAT query evaluation techniques, Macdonald et al. (2013b) resorted to a machine-learned framework, based on term-level statistics (including, among others, the length of posting lists, and the number of high-scoring documents within those posting lists), as well as aggregators, such as max, min, mean, to compose scalar values across the various terms in a query. This chapter will provide an overview of query efficiency prediction, which can be made prior to the execution of the query (Section 4.1), or while the query is executing (Section 4.2). Moreover, query efficiency prediction permits the development of approaches that can respond to the duration that a query is expected to take, which we describe further in Section 4.3. In particular, we will provide various insights into five applications of query efficiency prediction. In the following, we first describe various implementations of query efficiency prediction used in the literature.

4.1 Implementations of Query Efficiency Prediction

The task of predicting the execution time of a query before it executes is itself not easy to accurately achieve. As mentioned above, there are a number of factors that can affect the execution time of a query, for instance the length of the query in terms, or the length of the constituent posting lists of those terms. These factors are adequate to predict accurately
the execution time of the TAAT and DAAT strategies.

However, while the above is certainly true for the response times of an IR system with a full exhaustive scoring of the postings lists, for dynamic pruning approaches such as WAND, the pruning behaviour means that not all postings in a posting list will be scored, nor even decompressed. Moreover, not all queries benefit equally from dynamic pruning. For example, consider two queries with two query terms each: In the first query, one term is considerably less frequent in the collection than the other, and hence is dominant in the document scoring (i.e., it has a large IDF component); For the second query, the two query terms have approximately equal IDF. For the first query, dynamic pruning will usually avoid the scoring of many postings for the second query term. On the other hand, for the second query, it is likely that the occurrences of both query terms will need to be scored. Macdonald et al. (2012d) described this observation as variations in the pruning difficulty. The aim of query efficiency prediction is to empirically estimate the pruning difficulty.

The main approach taken by the literature (Macdonald et al., 2012d; Jeon et al., 2014) is to approach QEP as a supervised regression problem. Queries are represented by a number of features, and a regression model is obtained by learning from a past history of queries and their execution times. Given the likely applications of QEP, it is important that the calculation of such features is extremely timely, and therefore based on statistics that may be recorded for each term in the lexicon data structure. This then naturally leads to the framework proposed by Macdonald et al. (2012d), in that term-level statistics, such as posting list length, are aggregated for each term in the query, using aggregation functions such as max, sum, etc, into features for learning the model. More formally, let \( f_{ij}(q) \) be a feature defined for query \( q \) using term statistic \( s_j(t) \) and aggregation function \( A_i \) (max, sum, variance):

\[
f_{ij}(q) = A_i(\{s_j(t), \forall t \in q\}).
\]

Different term-level statistics have been examined. Clearly, the number of postings for a term \( t \), denoted \( N_t \), should be used, as this is the simplest predictor, useful for exhaustive approaches, and also for queries where no dynamic pruning is possible (i.e., \( \sum_{t \in q} N_t \)). Moreover, for WAND, the minimum of \( N_t \) across the query terms is indicative of the minimum number of postings that will definitely be scored, in the presence of excellent pruning conditions. Other features examined the score distributions within each term’s posting list (e.g., term upper bound, arithmetic mean of the scores of document in a posting list or number of postings within 5% of the maximum score). These help to indicate the likely pruning difficulty. Learning a supervised approach using these features, combined with a linear regression learner, have demonstrated over 0.9 Pearson’s correlations for queries of lengths 2 – 5 (Macdonald et al., 2012d).\(^1\)

\(^1\)As no dynamic pruning is possible by WAND for single-term queries, the prediction of the execution time of single-term queries is trivial.
Jeon et al. (2014) enhanced the earlier work on query efficiency prediction in two ways. Firstly, by recognising that for commercial search engines, the queries that are expected to exceed the service level agreement (SLA) are those that really matter. Indeed, their work targets the Bing search engine by aiming to address an SLA of 100 ms for 99-th percentile response time (i.e., only one query in 100 can exceed 100 ms). QEP can hence be formulated as a classification task: predict accurately those queries that will exceed such a tail latency target. Secondly, they proposed small improvements to enhance QEP, such as recognising that the minimum aggregation function is useful for QEP.\(^2\) Moreover, when dealing with queries within the context of the Bing search engine, advanced query features such as relaxations (e.g., 'facebook OR facebok') are considered. They reported that the new features lead to large benefits in tail query classification precision and recall. Moreover, they experimentally show that gradient-boosted regression trees provide better results than linear regression.

Returning to our example two-term queries with varying pruning difficulties, even queries where both query terms \(t_1\) and \(t_2\) have roughly equal IDF scores (i.e., \(N_{t_1} \simeq N_{t_2}\)) can result in a varying number of postings being scored, depending on the correlation between the terms: if the two terms occur independently, then the overlap between the docids in their posting lists will follow a random distribution. On the other hand, if the two terms are correlated (e.g., they frequently co-occur in the collection), then the docids in their posting lists will be similar. An analytical method of query efficiency prediction was proposed by Wu and Fang (2014), who noted that if two query terms \(t_1\) and \(t_2\) are independent, then the expected number of documents containing both terms is \(\frac{N_{t_1}}{N} \times \frac{N_{t_2}}{N} \times N\). This can be generalised, such that when the two terms are not independent and \(N_{t_1} \leq N_{t_2}\), the number of documents containing both terms, \(A(t_1, t_2)\) is approximated as follows:

\[
A(t_1, t_2) = \frac{N_{t_1}}{N} \times \left(\frac{N_{t_2}}{N}\right) \delta \times N, \quad (4.2)
\]

where \(\delta\) is a parameter used to control how related are the terms \(t_1\) and \(t_2\). In general, it is impossible to store the frequency of co-occurrence of arbitrary terms in a corpus without resorting to accessing an inverted index, so the authors “arbitrarily” assume that \(\delta = 0.5\) is a good value in the general case. By using this approximation, Wu and Fang (2014) showed how to estimate new dynamic pruning features for a given query, such as the number of blocks to be accessed and decompressed, the number of documents to be processed and the number of postings to evaluate when processing the query. Overall, this proposed analytical approach for QEP showed promise in decreasing errors in the predicted execution times compared to the machine learned approach of Macdonald et al. (2012d).

\(^2\)This aggregator was missing in (Macdonald et al., 2012d).
4.2 Delayed Query Efficiency Prediction

Depending on the application of QEP, it may be possible to delay the calculation of the QEP until the query has been running for a small amount of time. At this stage, the matching algorithm might have access to certain statistics that allow an accurate depiction of the likely execution time of the query. Such an approach was proposed by Kim et al. (2015) to reduce the extreme tail latencies, i.e., the 99.99-th percentile, of query servers in a commercial search engine by parallelisation (see Section 4.3.3).

The main idea is to allow queries to be executed for an empirically tuned short amount of time (e.g., 10 ms). This preliminary processing has two main benefits: firstly, short queries that can be processed in less than 10 ms do not need either efficiency prediction nor parallelisation. Secondly, such preliminary execution can provide dynamic features affecting query execution that can be used for query efficiency predictions. Such features include statistics on the dynamic score distribution observed at runtime, the number of processed documents and the average time to match two consecutive documents. The features may also include estimates on the co-occurrence frequency of query terms. Indeed, the independence of the query terms cannot be well approximated in prior to execution of a query (see $A(t_1, t_2)$ above). This is because it is not possible to record the co-occurrence frequency of arbitrary terms in a space-efficient manner without resorting to the inspection of an inverted index. However, if term occurrences are assumed to be distributed uniformly through the index (they may not be – often some orderings of docids cause a “clustering” effect of term occurrences – see Section 2.1.2, page 19), then dynamic estimates obtained as the query executes may be sufficiently good enough to estimate accurately the expected execution time of the query.

The experiments in (Kim et al., 2015) showed that the new dynamic features provide important information on predicting the query execution times of long queries, coupled with aggregators to summarise term-level information at query-level. In particular, learned models classifying extreme tail latencies obtained a great boost in prediction precision over static features without delayed prediction.

4.3 Query Efficiency Prediction Applications

We now describe the applications of QEP, namely on-the-fly adaptations of the configuration of the search engine on a per-query basis. The underlying aim of these applications is to enhance the query processing component of the search engine, and to reduce the overall query response times. Many of these applications take into account the Service Level Agreement (SLA) that the search engine targets, e.g., a constraint on the duration of
mean or long-running query response times. In the following, we provide insights into five different applications of QEP— in each case, such applications are designed to increase the efficiency of the search engine over different elements of the query processing component, which will have resulting benefits upon server capacity and energy savings, namely:

- **Selective Pruning** (Section 4.3.1): Selective pruning is concerned with adjusting the $F$ tradeoff parameter of a dynamic pruning technique for queries that are predicted to take a long time, or adjusting $K$, the number of documents retrieved by the dynamic pruning stage, which are then re-ranked by the application of a learned model in a subsequent stage (covered further in Chapter 6).

- **Selecting the replicated query server likely to be the least busy** (Section 4.3.2): Replicated query servers in a distributed search engine may not be equally busy, due to the varying volume of queries being received. Predicting the execution time of queries allows us to employ effective scheduling strategies leveraging such information, such as the shortest job first strategy, instead of the simple first-come first-served approach.

- **Selective Parallelisation** (Section 4.3.3): As queries take varying amounts of time to execute, long-running queries can be spread (or parallelised) among multiple CPU cores, to ensure that the SLA constraints are met.

- **Selective query re-writing** (Section 4.3.4): Queries may be rewritten internally before execution, for instance through the application of proximity operators or stemming, if the rewritten query is more likely to complete within the constraints of the SLA.

- **Selective CPU frequency scaling** (Section 4.3.5): Since users can hardly notice response times that are faster than their expectations, a CPU can process queries at the lowest frequency respecting the user-defined deadlines, in such a way to save energy and reduce the operational costs of Web search engines.

In the following, we describe the aforementioned five applications in detail, and survey a number of corresponding approaches from the literature.

### 4.3.1 Selective Pruning

As discussed in chapter 6, a dynamic pruning strategy is often considered as input to a (series of) refined ranking stage(s), which will re-rank those $K$ results to increase effectiveness. This is achieved by calculating additional features, and applying a learned model obtained from a learning-to-rank technique.

The effectiveness of the $K$ documents ranking has therefore a role in the effectiveness of

---

3For instance, some works describe SLAs in terms of tail response times, such as 95-th percentile response time.
the final ranking presented to the user – for instance, approximate or set-safe retrieval\footnote{See page 37 for definitions.} may not have a considerable impact on user satisfaction, as the re-ranker will still be able to identify highly relevant documents within the initial $K$ documents.

With this in mind, Tonellotto et al. (2013) investigated selective pruning, where the number of documents $K$ and the pruning aggressiveness $F$ are varied on a per-query basis (recall, from page 51 that $F > 1$ makes WAND approximate in nature, degrading effectiveness in favour of increased efficiency). In doing so, they examined two intuitions, aiming to enhance efficiency while maintaining effectiveness:

- Queries that are predicted to be easy should be targeted for more aggressive pruning. For such queries, the relevant documents will be highly scored, and hence, sufficient recall is obtained even when aggressive pruning ($F > 1$) or smaller $K$ values are used.

- Queries that are predicted to take a long time to execute should be targeted for more aggressive pruning. By targeting such inefficient queries (which typically have long posting lists), we can directly benefit efficiency, while aiming for not markedly damaging effectiveness. Indeed, applying more aggressive pruning will skip more of the scoring of the less informative query terms with long postings lists, which are less likely to change the retrieved documents.

Hence, their experiments compared the application of a per-query pruning decision mechanism for varying $K$ and $F$ that compared the use of QPPs vs. QEPs. Indeed, their experiments using the ClueWeb09 B test collection showed that using QEPs resulted in marked efficiency improvements (decreasing mean response time by 36\% and the response time experienced by the slowest 10\% of queries by 50\%) while ensuring that effectiveness was maintained.

Later, Broccolo et al. (2013) went further by improving selective pruning, by observing that the appropriate aggressiveness for a query should be determined not just by considering the current query, but by also considering the current load of the machine, i.e., other queries currently queued or being processed by that machine.

To explain this further, consider that a given query server within a search engine can only process a fixed number of queries concurrently, e.g., based on the number of CPU cores, and that any other queries are queued, in a first-in first-out basis, until they can be processed. Furthermore, consider that the search engine has a SLA for queries being executed, say within 100 ms. Queries that spend time in the queue, waiting to be executed, are increasingly moving toward their 100 ms deadline without having made any progress. Hence, the available time to process such queries is decreasing. To address this, they took the natural step of using the predicted execution time of the query and the queries following it in the queue into account when determining the aggressiveness for a given query.

The work of Broccolo et al. (2013) considered four strategies that might be used when
determining the pruning aggressiveness for a query:

- **Manic**: All queries are processed as quickly (aggressively) as possible, leading to small response times, but also to degradations in the effectiveness of all queries.
- **Perfectionist**: All queries are processed as slowly as possible, using a safe-to-rank strategy, leading to larger response times, but without degradations in their effectiveness.
- **Selfish**: Each query is processed allowing as much time as possible to permit its processing deadline to be met, making use of QEPs.
- **Altruistic**: This approach aims to be fairer, by aggressively pruning queries, thereby aiming to ensure queries in the queue can meet their deadlines. This method works by using QEP to compute the time for the entire queue of queries to be completed. Any slack time is spread fairly across all queries.

Their experimental setup used the ClueWeb09 B corpus, partitioned across ten index shards. Queries were answered using the TAAT Continue method. Their results showed that at a workload of 40 queries per second, the Altruistic approach is able to meet a deadline of 0.5 seconds for 90% of queries whilst still attaining high effectiveness. Overall, selective pruning is a promising application of QEPs, where the configuration of the dynamic pruning technique is performed on a per-query basis.

### 4.3.2 Selecting among Replicas in a Distributed Retrieval Engine

As highlighted by the work of Broccolo *et al.* (2013) described above, in some search scenarios, queries will arrive faster than they are processed. This mandates a need for queuing queries as they arrive.

Figure 4.1 provides a graphical illustration of the conceptual architecture of a distributed search engine, where a given index shard is replicated $R$ times. Queries arrive at a central broker, which schedules these queries across the replicated query servers.

![Conceptual Architecture for a Replicated Index Shard](image)

**Figure 4.1**: Conceptual architecture for a replicated index shard with $R$ replicated query servers, where each replica has its own queue of queries to process.
From Figure 4.1, it is easy to see that the next query would likely be directed to the second replicated query server, as this server has the smallest queue of waiting queries. Such a scheduling choice would be optimal if all queries took the same time to execute. However, as queries vary in their execution times, such a scheduling decision would lead to queries taking longer to execute, and potentially exceeding their SLA.

In (Macdonald et al., 2012d), the authors demonstrated an application of QEPs for scheduling queries within such a replicated architecture. In particular, queries are received by a query scheduler, which computes the predicted execution time of the query. The scheduler can then schedule the next query to the node with the shortest predicted execution time for the queries currently queued. This prevents queries being starved behind long-running queries.

Their simulated experiments compared queue length-based scheduling (where a query is routed to the server with the shortest queue) with predicted execution time-based scheduling, based on QEPs, and a best case scheduling where the actual execution times were known in advance (i.e., using perfect QEPs). The results demonstrated the usefulness of the predicted execution time-based scheduling, with a 22% reduction in the time queries spent waiting to execute, compared to queue length-based scheduling. Overall, these experiment demonstrated a further potential application of QEPs to reduce query response times, in particular within a distributed search engine setting.

4.3.3 Selective Parallelisation

The execution time of queries by some retrieval strategies can benefit from the use of multiple CPU cores. Jeon et al. (2013) described an approach deployed in the Bing search engine where “chunks” of posting lists are assigned to a work queue. Under normal, single-threaded execution, chunks are processed sequentially resulting in a normal-esque retrieval process, but where the final scores of the documents in the global heap are updated at the end of each chunk. For some queries, chunks can be assigned to different execution threads. The use of thread-local heaps reduce inter-thread contention in accessing the global heap.\(^5\)

Through experiments using a stream of Bing queries, their approach was shown to attain a speedup of 4×, using 6 CPU cores, for the 5% of queries that take the longest to execute. However, not all queries should be parallelised, as this would be an inefficient use of resources, which could be used to process other queries. Jeon et al. (2013) examined two heuristics for making parallelisation decisions: system load, i.e., number of waiting queries; and a parallelisation efficiency profile, which estimates if a query would likely benefit from parallelisation.

Later, Jeon et al. (2014) extended their deployment of parallelisation to use QEP,\(^5\)

---

\(^5\)Later work by Jeon et al. (2014) clarified that query processing takes place in a DAAT fashion, using early-termination.
particularly targeting queries exhibiting ‘tail latencies’, i.e., high-percentile response times that might not meet the Bing service level agreement. Such queries were selectively identified using efficiency predictions. Comparative experiments to the earlier adaptive approach (from (Jeon et al., 2013)) demonstrated that by using QEP for selective parallelisation, a 99-th percentile response time of 100 ms was achieved for query loads of up to 750 QPS. In contrast, using the adaptive approach, the 99-th percentile response time exceeded 100 ms at the fairly low-load rate of 300 QPS. This was due to the adaptive approach incorrectly parallelising many queries that would have completed anyway within 100 ms. The experiments reported in Jeon et al. (2014) demonstrated a noteworthy benefit to the Bing search engine, with the predictive approach increasing the server throughput by 50%. Such a throughput increase is equivalent to a potential saving of one-third of production servers, constituting a marked energy cost reduction in a large-scale system with tens or hundreds of thousands of servers.

More recent improvements reported by Kim et al. (2015) showed the usage of delayed prediction (discussed separately above in Section 4.2), and a deployment on heterogeneous CPU architectures. In particular, Kim et al. (2015) found that they could schedule queries with longer predicted execution times onto faster, more expensive CPU cores.

Overall, the findings reported in the literature for this application demonstrate the potential for QEP to have substantial efficiency benefits to a commercial search engine, with resulting energy savings.

4.3.4 Selective Rewriting

Many approaches have been proposed to rewrite the user’s initial query, to encapsulate stemming (Peng et al., 2007), common query reformulations (Jones et al., 2006), or the inclusion of complex “proximity” operators that boost the scores of documents where the query terms occur closely together (Bendersky et al., 2010; Metzler and Croft, 2005). However, many such techniques degrade the efficiency of the search engine, resulting in a longer, more complex query that takes longer to execute.

To address this issue, Macdonald et al. (2017) described the application of QEPs to facilitate effective and efficient rewriting of the user’s query. Indeed, they noted that the application of learned models means that techniques such as proximity can be applied either within the first-pass retrieval (i.e., during the WAND or BMW retrieval processes), or later as a feature calculated on the top $K$ documents. Therefore, there is a choice: invest execution time in the first retrieval phase, by using a complex query formulation, which may allow smaller $K$ sets to be used; or use a simpler query with a larger $K$. Figure 4.2 illustrates the available space of solutions for each query, where the size of the circles illustrates the likely execution time. In each case, choosing strategies that lie far from the origin results in decreased efficiency, and, hopefully, increased effectiveness.
Macdonald et al. (2017) built upon the earlier work of (Tonellotto et al., 2010) that deploys QEPs. Here, these QEPs are repurposed to eliminate strategies that cannot execute within the constraints of the SLA. Of the remaining strategies, the one that demonstrated the highest mean effectiveness on previous training queries is then applied to execute that query. From their experiments using the ClueWeb09 B dataset, they reported a 49% decrease in mean response time, and 62% decrease in tail (95-th percentile) response time, without significant degradations in effectiveness.

As an aside, we note that a further contribution of Macdonald et al. (2017) is the derivation of QEP estimates when the query contains complex operators (e.g., \( \#uw^\lambda \), which counts the frequency of query terms within a window of \( n \) tokens in each document). Such operators are commonly used to implement proximity weighting models – complex operators are further described in Section 2.2.4.

In summary, query rewriting is an important aspect of modern search engines, which must account for the efficiency costs as well as the effectiveness benefits. In this application, by deploying QEP, the authors showed that they could select among possible rewritings of the query those that benefit both effectiveness and efficiency.

### 4.3.5 Selective CPU Frequency Scaling

Web search engines perform distributed query processing on computer clusters composed by thousands of computers and hosted in large data centers (Cambazoglu and Baeza-Yates, 2015). While such facilities enable large-scale online services, they also raise economical and environmental concerns. Indeed, a large-scale data center – like those used by Web
search engines – can draw tens of megawatts of electricity to operate and it can cost several millions of US dollars per year in terms of energy expenditure (Greenberg et al., 2008). CPUs are the most energy consuming component in servers dedicated to query processing, accounting for 40% of the total energy consumption when a server is idle and for 66% of the total energy consumption when it is fully utilised (Barroso et al., 2013). Catena et al. (2015) proposed to use Dynamic Voltage and Frequency Scaling (DVFS) technologies to reduce the CPU energy consumption of a query server. Leveraging the fact that users can hardly notice response times that are faster than their expectations (Arapakis et al., 2014), Catena and Tonellotto (2017) postulated that Web search engines should not process queries faster than a user's expectations and, consequently, they proposed the Predictive Energy Saving Online Scheduling (PESOS) algorithm. This algorithm considers the latency requirement of queries as an explicit parameter, and tries to process queries no faster than required. In doing so, the CPU energy consumption is reduced, while respecting the query latency constraints. PESOS bases its decision on frequency-dependent query efficiency predictors. Firstly, a modified QEP predicts the number of scored postings for a query with a given number of terms, independent of the underlying CPU features, then a single-variable linear predictor forecasts the processing time of a query composed by a given number of terms at a certain CPU frequency through the estimated number of its scored postings. PESOS leverages such predictions to select the most appropriate CPU frequency to process a query by its deadline, e.g., 500 ms, on a per-core basis.

The experimental evaluation of PESOS upon the ClueWeb09 B collection and the MSN 2006 query log showed that PESOS can reduce the CPU energy consumption of a query processing server from 24% up to 48% when compared to a high performance system running at maximum CPU core frequency, depending on the required latency. Overall, this QEP application demonstrates that by considering the execution characteristics of a query, significant energy savings can be made on the servers executing the query.

4.4 Summary

Overall, query efficiency prediction has been shown to be a promising concept for the on-the-fly adaptation of the search engine's configuration. However, thus far, QEP is only applicable to DAAT query processing - i.e., only in DAAT do the query response times for queries exhibit such variance. Moreover, such DAAT techniques may take a long time to answer a query exhaustively (and safely), and not have increased the effectiveness compared to a more aggressive, unsafe configuration. In contrast, in the next chapter, we describe impact-sorted indexes, which due to their nature of focusing on higher value documents earlier in the posting lists, lead to a less degraded effectiveness if the scoring process is terminated earlier. While this negates the need for QEP, impact-sorted indexes also have
other disadvantages, as we discuss in the next chapter.

5 Impact-Sorted Indexes

Despite the best attempts of dynamic pruning techniques to avoid scoring non-relevant documents, or those that will never be retrieved, for a particular query, there are documents in the index that will never be retrieved for any query. Hence, a natural question arises as to whether we can eliminate terms or entire documents that are not useful for effective retrieval, or whether we could first process those documents that are more likely to be retrieved.

These ideas can be instantiated into different modifications of the inverted index: static pruning (Carmel et al., 2001) techniques are offline operations that remove index portions that are unlikely to contain relevant documents. Some static pruning techniques are based upon the statistical properties of documents – i.e., by relying on a summary of the important aspects of a document, or by removing entire terms from the index that rarely impact upon the effectiveness of retrieval (e.g., stopword removal and Latent Semantic Indexing (Deerwester et al., 1990)). Static pruning can be considered as a form of lossy compression of the index (in contrast to the lossless compression discussed in Section 2.1.2), since the results are no longer safe. Static pruning techniques can be used to develop tiers of indexes – smaller, more highly pruned index tiers are more likely to contain the relevant documents for popular queries, while more difficult or less popular queries will need to resort to a larger index tier (Risvik et al., 2003). Tiering and static index pruning are common architectural optimisations in distributed query processing systems, which are employed to reduce the query workloads of these systems as well as the corresponding query processing times. A comprehensive discussion of their implementations and merits can be found in Cambazoglu and Baeza-Yates, 2015, Ch. 4.

In contrast to static pruning, impact ordering describes the situation where the documents in the posting lists are sorted not according to their identifier, but according to some measure of their contributions to the relevance of a document to the users’ queries. As such, the most “contributing” documents will appear first when processing a posting list, and hence scoring can be terminated early, without reaching the end of the constituent terms’ posting lists, while ensuring that the retrieved documents are useful. Indeed, we will describe the special query processing algorithms necessary to deal with these impact-sorted indexes.

Nevertheless, impact-sorting is not a panacea for efficient retrieval, and has notable disadvantages compared to traditional docid ordering. Indeed, the same disadvantages noted in Section 3.5 above for the pre-calculation of term upper bounds (e.g., index updates) also apply for impact-sorting. Nevertheless there are also inherent advantages, particularly concerning the predictability of retrieval times (as postings lists do not need to be entirely
traversed). Table 5.1 provides an overview of the advantages and disadvantages of different index orderings – the exact choice appropriate for a given search engine will depend on other factors, such as the necessity of boolean or phrase operators (e.g., to support proximity search). Note that as of 2009, Dean (2009) stated that the Google search engine was using docid-sorting at that time. However, it is likely that other commercial search engines are using impact-sorting, or hybrid combinations of impact and docid-sorting.

In the following, Section 5.1 describes the revised inverted index data structures necessary for impact-sorting, while Section 5.2 describes score-at-a-time dynamic pruning optimisations designed to operate directly on an impact-sorted inverted index.

| Table 5.1: Pros and cons of docid-sorting vs. impact-sorting of an inverted index. |
|---------------------------------------------------------------|
| **Docid-sorting** | **Impact-sorting** |
| **Pros** | **Cons** |
| Can do phrase/boolean queries based on unigram posting lists | • Lower mean and variance in response times |
| High compression rate | • Fast to decompress |
| Can append new documents to posting lists | • Early termination of a posting list pass less damaging to effectiveness |
| • Easier to predict response times | • Difficult to update index |
| **Cons** | **Pros** |
| • Difficult to predict response times | • Possible loss in effectiveness |
| • Retrieval requires a pass over the entire posting lists | |

5.1 Data Structures

During the query evaluation, we want to identify as soon as possible the top scoring documents for a given query. Most of the query processing strategies discussed thus far assume that the postings within the posting lists of the inverted index are sorted by docid. An alternative way to arrange the posting lists is to sort them such that the highest scoring documents appear early. In theory, in docid-sorted lists, the top documents could be found at the end of the posting lists, forcing any safe up to $K$ algorithm to traverse them completely. If an algorithm could find them at the beginning of the posting lists, the dynamic pruning conditions can be enforced very early.
The first alternative organisation of posting lists was proposed by Wong and Lee (1993), based on the TFIDF rule (Salton, 1989). This rule asserts that, for each term $t$ in query $q$ and for each document $d$ in the collection, the similarity score between $q$ and $d$ must increase with the term-document frequency $f_{d,t}$ and must decrease with the document frequency $f_t$. While processing posting lists in decreasing order of term upper bound, Wong and Lee (1993) organised the posting lists in decreasing term-document frequency values, and processed them by grouping postings in individual disk pages. In this way, the pages are processed in decreasing order of similarity score contributions, until an estimated threshold on the retrieval accuracy is reached and the top $K$ documents scored thus far are then returned (behaving then as a Quit strategy). The authors noted that the processing and storage overheads of this frequency-sorted index will be higher than a docid-sorted index, but these overheads can have a limited impact for environments where updates are done in batch and are infrequent compared to retrieval activities.

The same index organisation is used by Persin (1994) and Persin et al. (1996) to propose a TAAT optimisation that leverages the frequency sorting to select the documents to prune. Firstly, Persin (1994) noted that the decision to stop in the Quit and Continue optimisations by Moffat and Zobel (1996) is based only on the global parameters of the collection. The pruning condition of both algorithms completely rejects whole posting lists rather than separate documents within the lists, making it impossible to have “gradual transition” from processing to rejecting terms. Persin proposed a document filtering modification of the TAAT strategy based on two filtering thresholds $f_{\text{ins}}$ and $f_{\text{add}}$. For each posting in any posting list, the term-document frequency $f_{d,t}$ is compared to these two new thresholds. If $f_{d,t}$ is greater than the insertion threshold $f_{\text{ins}}$, the corresponding accumulator is created and initialised, if not present, or its partial score is updated, if already present. Otherwise, if $f_{d,t}$ is greater than the addition threshold $f_{\text{add}}$, then the partial score is accumulated only if the corresponding accumulator is already in the candidate set. If the document is not in the candidate set, nothing is done in this case, as well as in the case when the term-document frequency passes neither thresholds.

With docid-sorted indexes, the frequency tests must be done for every posting in every posting lists, while with the frequency-sorted posting lists, we start processing the most important document in each list first, then we can stop inserting new accumulators and eventually stop accumulating the partial scores of the existing accumulators. Although the filtering thresholds must be experimentally tuned, the authors showed a large memory saving in terms of the number of accumulators compared to Lucarella (1988) and Harman and Candela (1990).

One of the most popular and effective similarity models is the vector space model (Witten et al., 1999; Zobel and Moffat, 2006; Baeza-Yates and Ribeiro-Neto, 2008; Manning et al., 2008; Croft et al., 2009; Büttcher et al., 2010). The vector space model relies on the TFIDF rule for statistically approximate similarity scores between a query and a set of documents.
In such a model, the similarity function in Equation (2.1) can be efficiently represented as follows:

$$\text{SCORE}_q(d) = \sum_{t \in q} s_t(q,d) = \frac{1}{W_d} \sum_{t \in q} w_t(q) \cdot w_t(d)$$  \hspace{1cm} (5.1)

Anh et al. (2001) introduced the definitions of (i) the impact of term \( t \) in document \( d \) for the quantity \( w_t(d)/W_d \) (or document impact) and (ii) the impact of term \( t \) in query \( q \) for \( w_t(q) \) (or query impact). Building upon the ideas of frequency-sorted indexes, the authors proposed to facilitate effective query pruning by sorting the posting lists in decreasing order of (document) impact, i.e., to process queries on an impact-sorted index. In such indexes, postings do not store the term-document frequency \( f_{d,t} \) anymore, but the document impact \( w_t(d) \). However, while term-document frequencies are natural numbers, document impacts are floating point values. Hence, they are not as amenable for compression. Leveraging a technique introduced by Moffat et al. (1994) applied to document weights, Anh et al. (2001) quantised the impact values, approximating them by \( b \)-bit integers, and storing such integers instead of the original real values in the postings. Two successful approaches were proposed to assign impacts to weights, \texttt{LeftGeom} and \texttt{Uniform}. A third one, \texttt{RightGeom}, did not provide a good effectiveness compared to the other two. In the \texttt{LeftGeom} quantisation, a weight \( w \) in the real range \([L,U]\) is assigned to one of the \( 2^b \) buckets according to the following mapping:

$$w \mapsto \left\lfloor \frac{2^b}{\log(U/L)} \log(w/L) + \epsilon \right\rfloor$$  \hspace{1cm} (5.2)

while in the \texttt{Uniform} quantisation, the mapping is as follows:

$$w \mapsto \left\lfloor \frac{2^b}{U - L + \epsilon} \cdot w - L \right\rfloor$$  \hspace{1cm} (5.3)

where \( \epsilon \) is a small positive value to ensure that the weight \( U \) maps to the impact \( 2^b - 1 \) rather than \( 2^b \).

The \texttt{LeftGeom} quantisation has this name since it provides more accurate approximations for values close to the weight lower bound \( L \), while the \texttt{Uniform} quantisation equally divides the \( U - L \) range into \( 2^b \) buckets (the \texttt{RightGeom} quantisation provides good approximations of large values, close to the weight upper bound \( U \)). Given an impact \( i \in \{0, \ldots, 2^b - 1\} \) and a direct mapping \( w \mapsto f(w) = i \), the corresponding inverse weight is defined as:

$$\frac{1}{2} \left( f^{-1}(i) + f^{-1}(i + 1) \right)$$  \hspace{1cm} (5.4)

i.e., the middle value of the range of weights corresponding to that bucket. The experiments conducted by Anh et al. (2001) showed that 5 bits are reasonable to encode the impacts with minimal effectiveness losses for both quantisation schemes (with 10 bits, no effectiveness
losses are reported) but this value should be tuned when using different collections and/or different similarity functions. Later, Crane et al. (2013) confirmed that 5 to 8 bits are enough for small-medium document collections, but for larger collections, from 8 up to 25 bits are necessary, depending on the effectiveness measure. They proposed a simple empirical formula to compute the number of bits $b$ according to the number of documents $|D|$, as follows:

$$b = \left\lceil g + h \sqrt{|D|/10^8} \right\rceil,$$

where $g$ and $h$ are linear fitting parameters depending on the used effectiveness measure ($g = h = 5.4$ for MAP, $g = 2.9, h = 54.3$ for P@20).

### 5.2 Query Processing

During query processing, early termination can be checked every time the impact of postings changes during the posting lists traversal. Posting lists are divided into document impact blocks of postings and interleaved as in Figure 3.5. Then, given a query, the document impacts of a given posting list are multiplied by the query impact of the corresponding term, and the impact blocks are processed in decreasing order according to these values. This query processing strategy on impact-sorted indexes is often called *score-at-a-time* (SAAT), and illustrated in Algorithm 5.1.

The adoption of integer values to encode the impacts and to enforce dynamic pruning allows the accumulators to be integers, and hence efficient techniques can be leveraged to sort them, resulting in a $2 \times$ speedup compared to frequency-sorted indexes.

Further investigations on impacts have been discussed in (Anh and Moffat, 2002; Anh and Moffat, 2005b; Anh and Moffat, 2006b; Anh and Moffat, 2006a). In particular, in (Anh and Moffat, 2002), the authors found evidence that the commonly used similarity scores based on the TFIDF rule overstate the role of high impacts and dampens the effect of
Algorithm 5.1: The SAAT algorithm

**Input:** An array \( p \) of \( N \times 2^b \) posting lists, one per query term per impact, sorted in decreasing order of impact contribution (see Figure 5.1)

An array \( w \) of \( N \times 2^b \) impact contributions, one per query term per impact, sorted in decreasing order

**Output:** A priority queue \( q \) of (at most) the top \( K \) \(<docid, impact>\) pairs, in decreasing order of impact

\[
\text{ScoreAtATime}(p):
\]

1. \( A \) ← an accumulators map from docids to impact, all entries initialised to 0
2. for \( i \leftarrow 0 \) to \( N \times 2^b - 1 \) do
   3. current ← \( p[i].docid() \)
   4. while current ≠ ⊥ do
      5. \( A[current] \leftarrow A[current] + w[i] \)
      6. \( p[i].next() \)
      7. current ← \( p[i].docid() \)
8. \( q \) ← a priority queue of (at most) \( K \langle \text{docid, impact} \rangle \) pairs, sorted in decreasing order of impact
9. foreach \( \langle \text{docid, impact} \rangle \) in \( A \) do
   10. \( q.push(\langle \text{docid, impact} \rangle) \)
11. return \( q \)

low-impact terms. This is particularly detrimental for the effectiveness of short queries. The authors hence proposed a global impact normalisation procedure, to allocate large relative increases to small values and vice versa. Then the new impact values are again quantised, to be represented as integers, and thresholded, to statically remove from the index the lowest-impact blocks of postings. Among the different solutions proposed by the authors, the most successful one consists in reducing by a fixed amount the impact score contribution to any accumulator. This amount is initially zero, but it is increased every time an impact block or a whole posting list is completely processed. In doing so, the score contribution of low impact blocks and query terms is gradually reduced, partially reversing the effects of the normalisation procedure. With all parameters tuned and with the right data structures, this impact normalisation procedure increased both the effectiveness and efficiency of the original impact-sorted indexes.

Anh and Moffat (2005b) proposed a different mechanism to produce normalised impacts. Instead of relying on quantitative impacts derived from a pre-determined similarity function, they introduced the concept of qualitative impacts. Such impacts are defined locally to each document and then transformed as in (Anh and Moffat, 2002). However, instead of adapting the mappings of Equation (5.2) and (5.3) from a global view (i.e., using collection-level bounds \( L \) and \( U \)) to a local view (i.e., using document-level bounds \( L_d \) and \( U_d \)), they proposed to use the ranking position of terms in documents. Hence, for a given document,
its terms are ranked according to some criteria, then they are grouped into $2^b$ buckets, and rank impacts assigned to buckets. The experiments reported improvements in effectiveness in terms of mean average precision with BM25 and language models, coupled with the efficiency benefits of impact-sorted indexes already discussed above.

Anh et al. (2001) proposed a revised management of the accumulators array. They proposed to keep track of the accumulators through their values, by using an array of lists of accumulators indexed by accumulator value. Then they keep track of the top accumulator’s value and the lowest $K$ accumulator’s value through a set of pointers, that are updated at runtime to ensure that the top $K$ accumulators are correctly identified at the end of query processing.

Anh and Moffat (2006a) proposed a dynamic pruning optimisation approach for SAAT, based on the Continue strategies presented in Section 3.2. The impact blocks are initially processed in an OR mode (as presented in Algorithm 5.1). The processing continues in an AND mode, i.e., no new accumulators are created, once no document with an existing accumulator can be a member of the final candidate set. At a certain point, we will be able to exactly identify the top $K$ accumulators, so the algorithm proceeds to a third phase in a REFINE-mode, where only these top $K$ accumulators are retained, and correctly scored. The experiments showed that this optimisation approach is able to reduce the memory footprint by 98% w.r.t. SAAT, with a speedup of 1.75×. Note that the proposed optimisation is safe up to $K$ compared to SAAT. The authors also discussed an unsafe modification to the proposed algorithm. After the initial OR mode processing, a fidelity control knob $Q$ controls the percentage of postings to process after the first phase. They found that processing $Q = 30\%$ of the remaining postings results in a good retrieval performance, for both long and short queries. This approach is discussed also by Lin and Trotman (2015) and implemented in the JASS open-source search engine. The authors applied linear regression to correlate a time deadline (on the query processing time) with the maximum number of postings to process to meet the deadline $\rho$ (e.g., $10^3, 10^4$ or $10^5$ postings). Once this number of postings $\rho$ is processed, no new impact blocks are processed. Mackenzie et al. (2017) further investigated this approximate early termination approach, a.k.a. anytime ranking. Instead of terminating the processing after a fixed amount of postings is processed (10% of the documents in the collection as empirically observed by Lin and Trotman (2015)), they proposed to stop after processing a given percentage of the total postings in the query terms’ posting lists, on a per-query basis. According to their experiments, the fixed threshold may result in reduced effectiveness as the number of query terms increases, but conversely it gives a very strict control over the tail latency of the queries.

Strohman and Croft (2007) further refined the memory-optimised safe up to $K$ approach described in (Anh and Moffat, 2006a), by reducing the number of accumulators gradually during the AND mode phase. The authors proposed to trim in a MaxScore style the accumulators that cannot beat the current threshold during the second phase, and optimised
the accumulators data structure to leverage the cache, together with a new skipping scheme, obtaining a $1.69 \times$ speedup compared to the Anh and Moffat (2006a) strategy.

Jia et al. (2010) introduced several improvements to the SAAT algorithm. They proposed to manage the priority queue $q$ during the posting list traversal. Moreover, they showed that in some cases the accumulator initialisation can be quite expensive, i.e., when the `memset` library function is used. They discussed a management of the accumulators array similar to the paging mechanism in the operating system’s virtual memory. Lin and Trotman (2017) discussed how to include early termination in SAAT. Every term has an associated upper bound, that is updated, i.e., decrease, every time a corresponding block impact list is completely processed. By storing (and updating) the sum of the term upper bounds during query processing, we can stop creating new accumulators when the top $K$ accumulator scored thus far is larger than the sum of upper bounds. We can also stop updating accumulators that are not in the priority queue when the difference between the top $K$ and the top $K + 1$ accumulators is larger than the current sum of upper bounds, since no existing accumulator can further accumulate enough impact to beat the current top $K$ accumulators.

Trotman (2014) investigated the performance of integer compression algorithms for frequency-sorted and impact-sorted indexes. The author demonstrated some space inefficiencies in existing SIMD-based codecs, in particular with short posting lists, and proposed a new SIMD compressor (QMX), that is more time and space efficient than the SIMD codecs. Trotman and Lin (2016) provided further experiments for QMX. Lin and Trotman (2017) found that the best performance in query processing with SAAT is indeed obtained when no compression is used, even if the advantage w.r.t. QMX is small ($\sim 5\%$). Moreover, uncompressed impact-sorted indexes can be up to two times larger than their QMX-compressed versions.

Finally, we note that Crane et al. (2017) performed a detailed investigation of the performance of rank-safe SAAT with respect to WAND and BMW. They found that, for $K = \{10, 100, 1000\}$, SAAT performs worse than both WAND and BMW, even if the average response time of SAAT does not exhibit a dependency on $K$. A multi-threaded implementation of SAAT is further discussed in (Mackenzie et al., 2017).

5.3 Summary

This chapter introduced offline modifications to the content and structure of an inverted index to prioritise the processing of documents that are more likely to be retrieved. We focused upon impact-sorted indexes, where significant efficiency improvements can be obtained with negligible negative impacts on effectiveness. It is likely that current modern Web search engines adopting a combination of dynamic pruning with static pruning and impact-sorting strategies.
In the next chapter, we investigate the role of the techniques discussed in Chapters 3 and 5 in cascading search architectures. We also provide insights into the efficient deployments of learning-to-rank infrastructures, which can benefit the search engine’s effectiveness by re-ranking a set of $K$ documents.

6 Learning-to-Rank & Cascades

Over the years, many different ranking models have been proposed in order to score documents in response to a query. Such models strongly depend on the sources of information available to characterise the documents. In the early years of Information Retrieval (IR), the main source of relevance was the presence of the query terms in a document. Next, the relevance of a document to a query was better formalised using the Vector Space Model (Salton et al., 1975) or using the Probabilistic Ranking Principle (Maron and Kuhns, 1960). These bag-of-words approaches leverage the occurrences of query terms in the whole collection and in each single document, modeling documents and queries as vectors of term/document frequencies.

In the past there has been significant evidence that IR can benefit from data fusion, also called metasearch, whereby the outputs of multiple and different retrieval systems are combined into a single ranking of documents. Various data fusion techniques, such as CombSUM and BordaFuse, were proposed to build an unsupervised combination of IR system rankings, for instance by combining raw retrieval scores (Bartell et al., 1994; Fox and Shaw, 1994), normalised retrieval scores (Montague and Aslam, 2001; Manmatha et al., 2001) or simply leveraging the ranks of retrieved documents (Montague and Aslam, 2002). Data fusion benefits effectiveness through a number of manners, such as the chorus effect, whereby if multiple constituent systems agree on the estimated relevance of a given document, then this document is more likely to be relevant (Vogt and Cottrell, 1998). The perceived benefits of data fusion led to the development of various Web metasearch engines for some time, such as HotBot and Dogpile. Later, supervised data fusion techniques were developed (e.g., (Lillis et al., 2006)).

However, the clear disadvantage of data fusion is that multiple IR systems need to be queried to attain the perceived effectiveness benefits. Hence, it could be argued that it would make more sense to combine the attributes of multiple systems within a single system, for both efficiency purposes and to eliminate the need for license payments.

On the other hand, with the Web, new sources of information about the documents have been increasingly identified. Measures such as the importance of a Web page (e.g., PageRank, number of inlinks/outlinks), additional document statistics (e.g., term frequencies in the title or body fields, anchors text, term proximity) and search engine interactions (e.g., URL clicks) can be exploited as relevance signals. Collaborative and social platforms such as Wikipedia, Twitter and Facebook are exceptional sources of relevance signals. For example,
Wikipedia titles can be used for entity annotation in queries, while social media can capture
the users’ behaviour, and identify fresh pages that are relevant to new or trending queries.

With such an abundance of signals to be taken into account when modeling the
relevance of documents w.r.t. queries, simple ranking functions such as those corresponding
to Equation (2.1) show their limits. Even with a simple linear combination of signals,
the weighting parameters of the linear function still need to be adequately estimated.
Therefore, to address the challenge of effectively combining large numbers of relevance
signals, machine learning approaches have proven successful in producing effective relevance
ranking algorithms, generally referred to as learning-to-rank (LTR). In this monograph, we
are not focusing on specific LTR methods and learning-based retrieval algorithms. Instead,
we are rather interested in their implementation and usage in query processing. For a
comprehensive survey of LTR methods and approaches, and for additional details on the
learning-to-rank paradigm, please refer to the seminal monograph of (Liu, 2009).

One important advance in search engine architectures facilitated by learning-to-rank is
the separation of the ranking process into cascades. In particular, bag-of-words retrieval
models such as BM25 are sufficiently fast that they can be efficiently calculated when
querying over all documents matching any of the query terms, even when the underlying
index contains millions of documents. Such retrieval models use very few statistics (e.g., term
frequency, document frequency, document length) that are efficiently stored and accessed
in the inverted index, and are easily combined in a predefined manner. In contrast, LTR
models combine hundreds of arbitrary features, and they can be combined in the most
effective way thanks to training data (Dang et al., 2013). Due to the computational cost
of extracting or computing hundreds of features for every query-document pair, the LTR
models are not applied directly on the document collection, i.e., to rank all documents
matching a query. Instead, they are deployed in a pipelined fashion by conducting first a
simpler (base) preliminary ranking stage, before one or more subsequent more expensive
ranking processes are applied, in a cascading manner.

Figure 6.1 provides an overview of how a search engine operates in a basic cascading
manner. During query processing, the base ranking stage uses simple ranking functions to
retrieve from the whole document collection a sample (or candidate set) of documents of
sufficient recall effectiveness. Approaches from Chapters 3 & 5, such as static and dynamic
pruning, are easily deployable at this stage. In the second stage, further computationally-
expensive and highly discriminative features for the documents in the sample are generated
or extracted from other sources, and the LTR ranking stage reranks the sample’s documents,
focusing on high precision results at the top positions. The final top $K$ documents of the
reranked list are then returned to the user.

This separation into stages also has important benefits for faster training, in that
documents can be ranked once, extra features calculated, and the learning process conducted
‘offline’ on a single machine, disconnected from the underlying retrieval engine. Various
learning-to-rank datasets, including the LETOR ones released by Microsoft Research\(^1\) were created in this manner, allowing researchers to evaluate learning-to-rank techniques on shared datasets.

More complex cascading architectures have been devised. For example, Yin et al. (2016) described the Yahoo search engine distributed architecture being composed of a preliminary recall stage performing boolean retrieval over the document collection, followed by a first round stage performing lightweight scoring. Next, there is a core ranking function stage, based on LTR models trained simply on query-document pairs. These stages run on the index serving nodes of their distributed infrastructure. A single blending node is responsible for merging and sorting the top results from multiple index serving nodes, which implements a contextual reranking stage, based on LTR models trained with information extracted from other candidate results for the same query, to compute the final top results to return. A similar architecture is described by Risvik et al. (2013), detailing part of the search infrastructure of Microsoft’s Bing.

![Diagram of a cascading search engine](https://www.microsoft.com/en-us/research/project/letor-learning-rank-information-retrieval/)

**Figure 6.1:** Basic stages of a cascading search engine

In general, the efficient application of learning-to-rank within search engines, while deemed useful, has seen correspondingly less research compared to the generation of effective learned models. In fact, the efficiency of LTR model applications mainly depends on three factors: (1) the efficiency of the initial base ranking stage, (2) the calculation/extraction of the required features, and (3) the efficient application of the learned models to combine those features into a final improved ranking. These factors also depend on the sample size, i.e., the number of documents retrieved in the base ranking stage.

As a consequence, in the rest of this chapter, we will address the candidate generation for learning-to-rank based on the initial base ranking stage (Section 6.1), the calculation of features for learning-to-rank (Section 6.2), and the efficient application of learned models (Section 6.3).

\(^1\)https://www.microsoft.com/en-us/research/project/letor-learning-rank-information-retrieval/
6.1 Candidate Generation for Learning-to-Rank

In a search engine using learning-to-rank, the base ranking stage needs simply to identify a set of documents of sufficient recall effectiveness (i.e., the sample), in an as efficient manner as possible. Clearly this can be achieved through a direct application of the dynamic pruning techniques described in Chapter 3, and/or those in Chapter 5. This allows for two avenues that benefit efficiency, namely (i) retrieving less documents in the base ranking stage, i.e., a smaller sample size (which enhances efficiency) and/or (ii) sacrificing the safety/effectiveness of the dynamic pruning strategies.

Macdonald et al. (2012c) examined the second avenue, the dynamic pruning safety, by varying the $F$ aggressiveness parameter of WAND (see page 51). When re-ranking 1000 documents, there was no change at rank 20 in the effectiveness of the sample for $1 \leq F \leq 3$, but when re-ranked by a LambdaMART learning-to-rank model, the LambdaMART performance was much less stable for different F values. As $F \to 10$, the effectiveness of the learned model decreased, with corresponding efficiency gains. Of particular note, the effectiveness was even observed to significantly improve for $F = 1.75$, despite failing to retrieve 82 relevant documents across the 50 queries. This is caused by a bias inherent in unsafe WAND, where retrieval becomes more focused on lower numbered docids in the posting lists. Indeed, by artificially increasing the threshold $\tau$ by the factor $F$, the threshold for unsafe WAND causes more documents to be prevented from entering the top $K$ documents. Early in the traversal of the posting lists, when $\tau$ is lower, documents can still enter into the retrieved set. However as $\tau$ becomes higher, more pruning occurs, even for documents that would have made the retrieved set for $F = 1$. This explains unsafe WAND’s bias towards lower docid documents.

While Liu (2009) discussed the use of 1000 documents as a candidate set, this came without empirical justification. Indeed, some other learning-to-rank approaches in the literature used smaller candidate sets, in the order of 10s of documents (which may constitute an easier problem for learning an effective ranking model). Macdonald et al. (2013a) studied the effectiveness of a variety of learning-to-rank techniques as the sample size is varied. In general, on the large ClueWeb09 B corpora, effectiveness was markedly reduced for adhoc and mixed-task queries if less than 1000-2000 documents were retrieved during the base ranking stage. On the other hand, for easier navigational tasks, less documents were needed, particularly if the anchor text of the documents was included in the document representation.

A growing body of work has encompassed varying the initial number of documents necessary to rank on a per-query basis. The first of these, selective pruning (i.e., the selective adjustment of dynamic pruning techniques on a per-query basis), initially proposed by Tonellotto et al. (2013), is based on query efficiency techniques, and was described earlier in Section 4.3.1. More recent approaches have addressed the problem by learning the number
of documents to retrieve in the candidate set (Culpepper et al., 2016). However, a recurring problem is the availability of sufficient queries with relevance labels to allow a successful learning. This challenge has been overcome by the use of reference lists (Clarke et al., 2016; Culpepper et al., 2016), which, given a standard evaluation metric $M$, allow for comparative effectiveness measurements between a ranking assumed to be effective and another ranking, using a measure called Maximised Effectiveness Difference (MED-$M$). For instance, Mackenzie et al. (2018) learned to predict the configuration of the initial candidate set generation – either the minimum sample size suitable for a given query obtained from BMW, or the aggressiveness parameter $\rho$ of the JASS SAAT technique (see Section 5.2). In doing so, their objective is to minimise changes in the MED-RBP measure compared to the reference ranking lists produced by a reference system. In using their predictions, they adopted a hybrid approach, where for each query, a decision is made whether the query should be addressed by a BMW dynamic pruning strategy or a JASS approach, to minimise tail latency, and how the selected retrieval technique should be configured in terms of aggressiveness. Their predictions demonstrate no loss in effectiveness compared to their learned model approach, as evaluated on the TREC 2009 Web track topics.

On the other hand, not all proposed techniques in the literature for the first stage of retrieval actually perform ranking. Asadi and Lin (2012) described a technique using Bloom filters. Indeed, they noted that in scenarios such as Web search, many queries are processed conjunctively, i.e., only documents that contain all the query terms are considered. This being the case, the authors proposed that the postings list be stored both as a compressed sequence of integers and as a Bloom filter – a fast and small data structure that supports $O(1)$ approximate set membership tests. In this case, the Bloom filter permits to quickly determine whether a docid occurs in a posting list (with a given accuracy). This allows the intersection to be quickly made. Building on this, Goodwin et al. (2017) described a signature-based approach for representing the candidate set generation phase called BitFunnel. BitFunnel has since been deployed into Microsoft’s Bing search engine. We discuss it further in Section 7.2.

Once the docids for the candidate set have been identified, the next step is to calculate the additional signals (or features) for every document, such that the learned model has a further chance to identify the most relevant documents to place at the top of the re-ranked candidate set. In the next section, we further discuss the efficient calculation of such features.

### 6.2 Feature Calculation in Learning-to-Rank

The basic model for LTR is as follows. Given a specific query $q$, a document $d$ is represented by a vector of features. Each feature relates to one or more relevance signals of the query-
document pair \((q, d)\). A numeric *relevance judgement* is associated to each query-document pair. A machine learning algorithm is then trained to produce a *learned model* combining all input features. Figure 6.2 shows the features for three documents, as used in the LETOR datasets. Typically, the learned model is trained to reproduce as accurately as possible the relevance judgements of a training set of query-document pairs by minimising an effectiveness-specific loss function (Liu, 2009). At query processing time, the learned model is used to rank documents for new user queries, by computing the same input features for each query-document pair and producing a ranking of the documents.

```
2 qid:1 1:1 2:1.9 3:0.4 # docid=5
0 qid:1 1:0.99 2:0.2 3:0.5 # docid=941
1 qid:1 1:0.88 2:0.5 3:0.8 # docid=83
```

**Figure 6.2:** An example of a LETOR-formatted learning-to-rank training file.

There are various classes of features implemented within a learning-to-rank deployment. Many of these were historically included in the LETOR datasets (Qin et al., 2010), and encapsulated various research techniques available at that time. The common classes are:

- **Query-dependent** features: These are document features that vary according to the query. Typically, these will encapsulate various term weighting models, including those calculated on separate fields or proximity/dependence models. Macdonald et al. (2013b) showed that including multiple such query-dependent features within a learning-to-rank model significantly benefited effectiveness. More recently, neural semantic matching models have been proposed, which use dense vector representations of terms and deep learning to achieve a more accurate similarity between queries and documents. While their integration into search engine architectures has not yet seen a wide examination in the literature, approaches such as DUET (Mitra et al., 2017), DeepRank (Pang et al., 2017), and the weakly supervised RankProb model (Dehghani et al., 2017) were applied as re-rankings of candidate document sets created by, for instance, BM25. For this reason, we describe features based upon such neural semantic similarity models as query-dependent features (they need both the query and the document). However, note that these features require access to some representative content of the documents, as might be found in the direct (forward) index.

- **Query-independent** features: These are document features that have the same value for each query. The ubiquitous PageRank and various other link-analysis features fall into this category, as well as URL length, spam features and other content-based document quality indicators – Bendersky et al. (2011) described a number of such features, including fraction of words in a table, fraction of stopwords covered by a document, to name but a few.
• **Query-only** features: Such features are document-independent, in that they have the same value for each document (Macdonald et al., 2012b). Query analysis, such as query type identification and query performance predictors, falls into this category. These features permit the adaptation of the ranking strategy for different query categories such as query type (informational vs. navigational, easy vs. difficult, presence of an entity, or news-related, etc.).

• **Contextual** features: These features take into account contextual information of existing features from other candidate results for the same query. Lucchese et al. (2015a) proposed *rank-based* features, to provide additional information about some ordering properties of a document compared with the other candidate documents. For example, a new feature corresponding to the rank of a document after sorting the candidates w.r.t. a given feature can capture relatively better or relatively worse concepts over the current candidate set. Yin et al. (2016) proposed new contextual features, such as the mean/variance of specific feature values in the candidate set, and so on.

The manner in which the features are calculated is of particular interest. For instance, query-independent features may simply be recorded in a fast-access memory data structure (i.e., an array of values for each document held in memory – these may be floating point values). However, some tree-based learning techniques can make use of quantised feature values, making use of distributions learned on the training data. Hence, these techniques require fewer bits to record the feature values for a given document (Li et al., 2007).

An alternative architecture for storing the values of the query-independent features is to record them in the posting lists. This makes each of the postings larger, and repeats the feature values for every posting in every document. This causes a large memory overhead, and for this reason, this architecture is rarely used. On the other hand, feature values are immediately available during scoring without requiring a random access lookup.

On the other hand, calculating additional query-dependent features, such as those based upon proximity or field information, requires access to the posting information, normally recorded in the inverted index. This presents a challenge: the learning-to-rank paradigm suggests that the calculation of additional query-dependent features should only occur once the initial set of the top $K$ documents to be re-ranked has been identified, as part of a first phase retrieval (as described in Chapters 2-5). Indeed, it is considered too expensive to calculate the additional features for all documents that contain one or more query terms and that might make the top $K$ documents. However, the calculation of additional query-dependent features requires access to the postings in the inverted index, which are not readily available for random-access.

There are a few solutions for this challenge, which have advantages or disadvantages in terms of flexibility and efficiency:

• **Inverted Index Re-traversal**: In this architecture, which is notably inefficient, the
relevant inverted index posting lists are re-traversed for the documents in the final top $K$ set. Figure 6.3 illustrates the flow of data for this architecture. This can be reasonably efficient since the set of documents being scored is small, and skipping (Section 2.1.2) may be used to skip more quickly to the correct postings. Yet, the postings for those documents being rescored with additional query-dependent features must be decompressed.\footnote{At the time of writing, our understanding is that Solr’s LTR implementation is based on index re-traversal, based on conversations with software engineers familiar with such an implementation.}

![Figure 6.3: Using an inverted index for calculating additional query-dependent features.](image)

- **Caching of the postings:** (Macdonald et al., 2013b) described the FAT architecture implemented by the Terrier IR platform (Macdonald et al., 2012a), whereby the matching postings of the documents that are admitted to the top $K$ heap are cached. At any point of time, at most $K \times n$ postings are kept in the heap, i.e., for every document, one for each query term. Figure 6.4 illustrates the flow of data for this architecture, which is described as ‘fattening’ the result set with postings. This allows the computation of additional query-dependent features without accessing and decompressing the posting lists in the inverted index a second time. However, this architecture is only applicable for computing such additional query-dependent features in the case of query terms that occurred in the original query, since the fattened result set will not contain the postings of any further query terms.

- **Direct Index:** Asadi and Lin (2013) described a representation where the ‘forward’ or ‘direct’ index\footnote{Also called document vectors by Asadi and Lin (2013).} is used for calculating additional query-dependent features in a document-centric manner. Figure 6.5 illustrates the flow of data for this architecture. They described several implementations of such an index, concentrated around either an array of term ids – one for each term position – or a sparser representation, similar to that used in an inverted index posting list (termids, frequencies, term positions). In both cases, termids are assigned such that more frequently occurring words obtain lower termids, thereby benefiting compression. In particular, if the term position...
information is not required for the first pass retrieval, then the inverted index does not need to include the position information, and this can instead be kept solely in the direct index. On the other hand, even with posting compression, a direct index can take significant space over-and-above the inverted index. Indeed, Asadi and Lin (2013) found that the space consumption of a direct index with positional information combined with a non-positional inverted index is similar to that of a positional inverted index (depending on the compression scheme used, 70 - 86 GB vs. 75GB for the 50 million documents of the ClueWeb09 B collection). To address the space issue, they proposed a space-efficient hashing scheme for direct index contents to reduce the number of bits needed to encode the termids of a given document, giving a total index of 58 GB.

Compared to Terrier’s FAT framework, we note that using the document vectors approach of Asadi and Lin (2013) allows additional query-dependent features to also target further query terms that were not present in the original query, such as those derived from query expansion/rewriting. Such an approach also facilitates the use of deep neural network matching models, such as those of Dehghani et al. (2017), which learn to match queries to documents, and hence also require the content of the
documents in the candidate set.
We finally highlight the work of Arroyuelo et al. (2012), which also considered whether positional information needs to be indexed. In particular, they demonstrated that the compressed representation of the raw text of a document can be achieved in a space only 12% larger than the positional index – such an index data structure could therefore have uses for both proximity feature generation and snippet generation.

6.3 Application of Learning-to-Rank Models

Following the taxonomy introduced by Capannini et al. (2016), the LTR models typically adopted in IR systems or Web search engines fall into the following three classes, ordered by increasing complexity:

1. linear models, where a scalar product between the input features and the learned weights is computed;
2. neural network models, where neural networks are trained to minimise specific loss functions;
3. forests of trees models, where thousands of regression trees are used as ranking models.

This classification groups learning-to-rank algorithms by their implementation and complexity at the query processing stages. The main learning algorithms producing linear models are Coordinate Ascent (Metzler and Croft, 2007) and SVM-Rank (Joachims, 2002). The computations performed during query processing by such models are extremely cheap and fast, and modern CPUs can easily parallelise the required operations. The overall cost is that of a linear combination of the number of input features.

Neural network models employed in LTR algorithms such as RankNet (Burges et al., 2005), ListNet (Cao et al., 2007) and SortNet (Rigutini et al., 2011) have a computational cost, which depends on the number of input features and their internal complexity, i.e., the number of nodes in the inner layers. The computations they need to perform and the non-linear activation functions they employ (e.g., sigmoid and hyperbolic functions) make the application of such models more complex and more time-consuming than linear models. Their overall cost is that of a linear combination of the number of input features, i.e., the size of the input layer, and the number of hidden nodes, i.e., the size of the hidden layer.

The forests of trees class of models includes all LTR algorithms that produce a ranking model based on decision trees. Such trees take boolean decisions at each internal node, comparing an input feature value with a given threshold and traversing the tree depending on the outcome of such decisions. When an exit node is reached, a score value is produced. A large number of learning algorithms fall in this class, depending on the structure of trees and the aggregation method of the trees’ outputs. RankBoost (Freund et al., 2003) employs one-level decision trees (a.k.a. decision stumps) whose outputs are linearly weighted to
score documents. Random forests (RFs) (Breiman, 2001) use multi-level regression trees to independently predict document scores whose arithmetic mean is used as the predicted score of each document. Moreover, gradient-boosted regression trees (GBRTs) (Friedman, 2001) use multi-level regression trees, whose outputs are linearly weighted to compute the final scores. GBRT rankers outperform all other classes of rankers in terms of the quality of their results, while their complexity mainly depends on the number of trees employed in the model and the number of their exit nodes. A detailed analysis of the time complexity and the effectiveness-efficiency tradeoff of such algorithms can be found in (Capannini et al., 2016). Despite their complexity, these models are successfully adopted in several industrial scenarios, not just related to query processing. For example, Facebook used boosted decision trees to transform input features concatenated with a sparse linear classifier in their click prediction systems for online advertising (He et al., 2014) and for a variety of internal applications (Hazelwood et al., 2018). Similarly, Microsoft boosted neural networks with GBRTs for click-through prediction in sponsored ads (Ling et al., 2017). Yandex also adopted a similar approach (Trofimov et al., 2012). Microsoft’s Bing search engine5, Amazon Search (Sorokina and Cantú-Paz, 2016) and Yahoo (Yin et al., 2016) have all employed gradient-boosted trees for various ranking problems.

Given the vast success and wide adoption of forests of regression trees, in the following we present the main approaches used for their efficient implementation in the query processing stages (Section 6.3.1), as well as some structural LTR optimisations such as early termination strategies (Section 6.3.2).

6.3.1 Query Processing with Forests of Regression Trees

Let $\mathcal{F} = \{f_1, \ldots, f_m\}$ denote the ids of features in a given LTR setting. The vector $\mathbf{x} \in \mathbb{R}^m$ represents the relevance signals, or feature values, of a given document for a particular user’s query that is being processed. A ranking model based on an additive ensemble of regression trees is composed by a set of trees $\mathcal{T} = \{T_1, \ldots, T_n\}$, or a forest. Every tree $T_i$ receives the feature vector as input, and produces as output a real-valued number $s_i$ representing the tree’s score contribution to the final score of the document. The score contributions of the trees for the same document are combined into a final document score. Documents are sorted in decreasing final score, and the top $K$ highest-scoring documents are returned as the results list to the user submitting the query or, alternatively, to the next query processing stage in the cascade. Every tree $T_i$ in the forest is composed of a set of binary branching nodes $\mathcal{N}_i$ and a set of leaf nodes $\mathcal{L}_i$. Each branching node performs a boolean test on the value $\mathbf{x}[f_i]$ of a specific input feature $f_i \in \mathcal{F}$ and a constant threshold value $\gamma$, i.e., the nodes check if the condition $\mathbf{x}[f_i] \leq \gamma$ is true or false. If the condition is true, the left branch is followed, otherwise the right branch is followed. The traversal of

5https://www.microsoft.com/en-us/research/blog/ranknet-a-ranking-retrospective/
Figure 6.6: A forest of two decision trees with three features. Branching nodes contain the feature id (left) and the threshold value (right), while the leaf nodes denote the score contributions.

The tree continues until a leaf node is reached, and a score contribution $s_i(x)$ is returned. This leaf node is called the exit leaf and is denoted by $e_i(x)$. The tree traversal process is repeated for each tree in the forest, and the final score $s(x)$ is finally computed as a weighted sum of score contributions:

$$s(x) = \sum_{i=1}^{n} w_i s_i(x).$$

An example of a forest of two decision trees with three features, including tree weights, threshold values and score contributions, is depicted in Figure 6.6. Table 6.1 summarises the complexity of the GBRT rankers deployed at the last stage of a typical query processing cascade (Chapelle and Chang, 2011).

Table 6.1: Dimensions in a GBRT query processing stage (Chapelle and Chang, 2011).

|                      |                              |
|----------------------|------------------------------|
| Number of trees per stage | 1,000–20,000                 |
| Number of leaf nodes per tree | 4–64                         |
| Number of documents per query | 1,000–10,000                  |
| Number of features per document | 100–1,000                    |

the following two main CPU components are exploited for the efficient processing of queries in LTR:

- cache memory hierarchies, to speed up the access to data and the execution of compiled code;
• **superscalar architectures**, where multiple instructions can be simultaneously executed. Cache memory is a small but extremely fast memory holding the recently accessed data and instructions. The performance benefits of cache memory depend on the access patterns of the running program, i.e., the sequence of memory locations being read and/or written during its execution: larger amounts of program instructions/data found in the cache (i.e., a cache hit) lead to faster programs. Moreover, a program’s data structures and their access patterns should take into account the presence of cache memories, to exploit spatial and temporal localities and consequently reduce the cache misses.

Superscalar architectures are fully exploited when programs include many independent instructions that can be executed in any order and thus in parallel. A data flow dependency between a pair of consecutive instructions or a control dependency caused by a branching instruction prevent the parallel execution of instructions. Modern CPUs exploit branch predictors, which guess the branch directions (taken/not-taken) to prefetch and execute the correct next instruction.

A forest of decision trees can be naively implemented using conditional statements (if then else) or conditional operators (?:). In both cases, the compiler can generate very efficient code, reorganising internally the conditional statements/operators. The compiled code size is proportional to the number of trees in the forest and to the number of branching nodes. As reported by Asadi et al. (2014) and Dato et al. (2016), these direct code translation approaches are efficient for ensembles of trees with a small number of features. However, these approaches suffer from two performance bottlenecks. Firstly, when the generated code does not fit into the cache. Secondly, since the next branch to take is known only after the boolean test is evaluated, the next instruction to be executed is not known, causing a large number of control hazards.

Alternatively, a decision tree could be implemented with a simple binary tree with pointers. Every branching node in the tree contains the feature id, the threshold value and the pointer to the left and right children. Every leaf node contains its score contribution. A C++ implementation based on pointers exhibits poor reference locality and many control hazards, introduced by the boolean tests (Hennessy and Patterson, 2011). Asadi et al. (2014) proposed the Struct+ algorithm, to manually manage the memory allocation of nodes to tackle the reference locality problem. Dato et al. (2016) reported that implementations based on code generation clearly outperform the Struct+ approach. To address the control hazards in Struct+, Asadi et al. (2014) proposed to re-organise the computation, transforming the control hazards into data hazards, with an algorithm called Pred (also explored in previous works such as (Sharp, 2008; Van Essen et al., 2012)). Each tree is visited in breadth-first order and stored in an array of nodes. Each node \( n_i \) contains the feature id \( f \), the threshold value \( \gamma \) and an array \( a \) of two elements pointing to the left and right children nodes. Leaf nodes have self-pointing children indexes and dummy feature id/threshold values. An example is shown in Figure 6.7.
The output of a boolean test is used as the index of the child node, to retrieve the next node to be processed. The visit of tree $T$ of depth $d_T$ is statically un-rolled into $d_T$ operations, starting from the root node, as follows:

\[
\begin{aligned}
i &\leftarrow 0 \\
\{ &\begin{aligned}
i &\leftarrow n_i.a[x[n_i.f] > n_i.\gamma] \\
i &\leftarrow n_i.a[x[n_i.f] > n_i.\gamma] \\
\vdots \\
i &\leftarrow n_i.a[x[n_i.f] > n_i.\gamma]
\end{aligned} \\
d_T \text{ times}
\end{aligned}
\]

At the end of the visit, the exit leaf is identified by variable $i$, and a look-up table is used to retrieve the score contribution of the tree. The \texttt{Pred} algorithm successfully transforms control dependencies into data dependencies: the next instruction to be processed is always known. Nevertheless data dependencies are always present, and data locality is not enforced, since the accesses to the array depend on the input feature vector. Asadi \textit{et al.} (2014) then proposed the \texttt{VPred} algorithm, a vectorised version of \texttt{Pred}, which interleaves the scoring of multiple documents. \texttt{VPred} scores multiple documents per tree, allowing the processor to execute instructions in parallel on distinct documents.\footnote{Indeed, recall that LTR is always applied to compute the scores of all documents in a candidate set.} Their experiments showed that \texttt{VPred} clearly outperforms all other approaches based on static code generation, as well as \texttt{Pred}. Such results are confirmed by experiments performed on different datasets by Lucchese \textit{et al.} (2015b) and Dato \textit{et al.} (2016). Tang \textit{et al.} (2014) improved \texttt{VPred} by laying out the trees data in a cache-conscious way, namely to optimise data traversal for better temporal cache locality. They proposed to partition the $t$ trees of the ranking model and the $s$ documents to process in blocks of $p < t$ trees and $q < s$ documents, respectively. The values of $p$ and $q$ are chosen in such a way that the fast cache memory can easily hold the relevant data, and the processing is performed block by block. The authors reported experiments with up to 50\% improvements over \texttt{VPred}.

\begin{figure}[h]
\centering
\begin{tabular}{cccc}
0 & $f_1$ & 2.3 & 1 12 \\
1 & $f_2$ & 1.1 & 2 9 \\
2 & $f_1$ & 2.6 & 3 6 \\
3 & $f_3$ & 5.1 & 1 12 \\
4 & & & 1 4 4 \\
5 & & & 5 5 \\
6 & $f_2$ & 9.9 & 7 8 \\
7 & & & 7 7 \\
8 & $f_3$ & 6.0 & 13 14 \\
9 & $f_1$ & 3.6 & 10 11 \\
10 & & & 10 10 \\
11 & & & 11 11 \\
12 & & & 12 12 \\
13 & & & 13 13 \\
14 & & & 14 14
\end{tabular}
\caption{\texttt{Pred} data structure of tree $T_1$ in Figure 6.6.}
\end{figure}
The QuickScorer family of algorithms is the most recent solution for the efficient traversal of the forests of regression trees. The original QuickScorer algorithm is presented in (Lucchese et al., 2015b; Dato et al., 2016). The core idea of QuickScorer is to process the trees in a coordinated way and not one tree at a time, adapting the processing to the CPU characteristics. This is accomplished through computing the final score of a document by identifying the branching nodes whose boolean tests evaluate to false (false nodes). In QuickScorer, a tree structure is represented by a set of mask bitvectors, one per branching node. Every mask bitvector contains one bit per leaf. All bits are set to 1, but the \( i \)-th bit is set to 0 if the corresponding leaf is in the left sub-tree of the branching node. In doing so, we are able to identify the set of unreachable leaves of the tree from a false node. Then QuickScorer groups all branching nodes of the trees by feature id, to efficiently identify the false nodes. For each feature id \( f \in \mathcal{F} \), a triple \((i, \text{mask}, \gamma)\) per node is created. Each triple encodes the information about the boolean test on the feature id \( f \) with threshold value \( \gamma \) in a branching node of tree \( T_i \) with the mask bitvector identifying the unreachable leaves if the associated test is false. The list of triples \( N_f \) is sorted by increasing threshold value. To make cache-friendly accesses to the data structures storing the triples \((i, \text{mask}, \gamma)\) of each feature, QuickScorer stores them in three separate arrays, namely \( \text{tid}[f] \), \( \text{mask}[f] \) and \( \text{th}[f] \). The use of three distinct arrays solves some data alignment issues arising when triples of heterogeneous data types are stored contiguously in memory. For the same reason, the arrays of the different features are then juxtaposed one after the other. Finally, the leaf nodes and their score contributions are stored in a lookup table \( \text{score} \). These data structures can be computed offline to represent the whole forest of regression trees and thereafter accessed in read-only mode. Figure 6.8 illustrates these data structures for the example model in Figure 6.6.

\[
\begin{array}{cccccccccccc}
\text{th} & 2.3 & 2.6 & 3.6 & 7.2 & 8.6 & 0.2 & 1.1 & 4.1 & 9.9 & 1.0 & 3.3 & 5.1 & 5.5 & 6.0 \\
\text{tid} & 1 & 1 & 1 & 2 & 2 & 2 & 1 & 2 & 1 & 2 & 2 & 1 & 2 & 1 \\
\text{mask} & 00000011 & 00111111 & 11110111 & 11001111 & 01111111 & 11110111 & 11111101 & 11011111 & 00001111 & 11110111 & 01111111 & 11111101 & 11111101 \\
\text{score} & 1 & -3 & -2 & 1 & 4 & -7 & -1 & -5 & 2 & -2 & 6 & -1 & 2 & 5 & -9 & -4 \\
\end{array}
\]

**Figure 6.8:** The QuickScorer data structures of the model in Figure 6.6.

The QuickScorer algorithm is detailed in Algorithm 6.1. When a document, represented
by a feature vector $\mathbf{x}$ must be scored, an array of $n$ bitvectors $\text{exit}$ is created, one per tree. Every $\text{exit}$ bitvector contains one bit per leaf and all bits are set to 1 (lines 1-3). Each feature is processed sequentially (lines 4-10). Whenever a false node is identified (line 6), the corresponding tree’s $\text{exit}$ bitvector is updated, resetting to 0 the bits of the unreachable leaves, thanks to a logical AND ($\land$) operation with the node’s mask (line 7). As soon as a test evaluates to true, the remaining branching nodes cannot be false nodes, and the evaluation of the associated tests can be safely skipped. Now the score computation can take place (lines 11-15). The leftmost bit set to 1 in $\text{exit}[i]$ identifies the leaf corresponding to the score contribution of tree $T_i$, stored in the lookup table $\text{scores}$. All score contributions are summed (weights are included in the values stored in the lookup table) and the final score $s$ is returned.

**Algorithm 6.1:** The $\text{QuickScorer}$ algorithm

- **Input**: A document as an array $\mathbf{x}$ of $m$ input features values
- **Output**: The final score of the document

```python
QuickScorer(\mathbf{x}):  
1    \text{exit} ← \text{an array of } n \text{ bitvectors of } L \text{ bits}  
2    \text{for } i ← 0 \text{ to } n − 1 \text{ do}  
3        \text{exit}[i] ← 11...11  
4    \text{for } f ← 0 \text{ to } m − 1 \text{ do}  
5        \text{k} ← 0  
6        \text{while } x[f] > \text{th}[f][k] \text{ do}  
7            \text{exit[tid'][k]} ← \text{exit[tid'][k]} \land \text{mask[tid'][k]}  
8            \text{k} ← k + 1  
9            \text{if } k ≥ \text{Length(th[f])} \text{ then}  
10               \text{break}  
11    \text{s} ← 0  
12    \text{for } i ← 0 \text{ to } n − 1 \text{ do}  
13        \text{l} ← \text{the index of the leftmost bit set to 1 in } \text{exit}[i]  
14        \text{s} ← s + \text{score}[i,l]  
15    \text{return } s
```

The original $\text{QuickScorer}$ paper (Lucchese et al., 2015b) reported up to $6.5 \times$ speedups w.r.t. $\text{VPred}$, depending on the number of trees and leaves. The interleaved traversal strategy of $\text{QuickScorer}$ needs to process less nodes than in a traditional root-to-leaf visit such as in the code generation and the $\text{VPred}$ approaches. $\text{QuickScorer}$ exploits more efficiently the branch predictor, since the branches in Algorithm 6.1 are very easily predictable. Finally, the compact data structures and their linear access greatly improve the cache usage. In the same paper, the authors also experimented with a blocking version of $\text{QuickScorer}$ called $\text{BWQS}$, adapting the strategy proposed by Tang et al. (2014), with a speedup of at most $1.55 \times$ w.r.t. $\text{QuickScorer}$ on models with 20,000 trees and 64 leaves. Jin et al. (2016) investigated in
great detail the impact of the document-based and tree-based blocking strategies on cache hierarchies, and developed an analytical cost model used to select a traversal method and blocking parameters for the effective use of memory hierarchies. In (Dato et al., 2016), the QuickScorer strategy was adapted to a particular class of regression trees, called oblivious trees. These oblivious trees are balanced trees where, at each level, all of the branching nodes test the same feature-threshold pair (Langley and Sage, 1994; Kohavi, 1994). In (Lucchese et al., 2016), a vectorised version vQS of QuickScorer is presented, exploiting the SIMD instructions of modern CPUs. The authors reported a speedup w.r.t. QuickScorer ranging from 1.2× for larger models to 3.2× for smaller models.

### 6.3.2 Efficient-Effective Tradeoffs in Learned Models

In the previous section, we presented the main approaches for the efficient implementation of forests of regression trees in the query processing stages with no impact on the result effectiveness. In this section, we describe some optimisation strategies for models that tradeoff efficiency improvements at the cost of some effectiveness losses.

Cambazoglu et al. (2010) proposed to apply the concepts of dynamic pruning discussed in Chapter 3 to query processing in additive machine learned ranking systems. They suggested to early-terminate (or short-circuit) the scoring process avoiding wasting time in processing documents that are unlikely to be relevant, since the relevant documents to be retrieved are typically few and only few top scoring documents are returned to the users.

In additive ensembles, document scores can be computed according to two different traversal orders, both logically structured in two nested loops. The document-ordered traversal strategy (DOT) loops over the documents to be scored, and for every document, it loops over the scorers, i.e., the decision trees. On the other hand, the scorer-sorted traversal strategy (SOT) loops over the scorers, and for every scorer, it loops over the documents. In DOT, at every iteration of the outer loop, the score of a document is completely computed, while in SOT, document scores are partially computed and accumulated at every outer loop iteration.

Cambazoglu et al. (2010) proposed four early exit strategies, depending on the traversal strategy. All strategies need externally-provided thresholds, one per scorer, and an early exit decision is taken every time a new score contribution for any document is computed.

- **early exits using score thresholds (EST):** exits are based on comparisons between accumulated scores and the provided score thresholds. After a scorer updates the accumulated score of a document, if it is less than the provided threshold, the document is not processed by any of the remaining scorers. This strategy works for both DOT and SOT. The main limitation of this strategy is that we assume that the provided score thresholds are suitable for all query-document pairs.
- **early exits using capacity thresholds (ECT):** when documents are processed under DOT,
a maximum score heap whose capacity is provided by the threshold is maintained for each scorer. Once the heap is full, a document whose partial score cannot beat the lowest partial score in the heap is discarded, otherwise the heap is updated with the new partial score and the lowest partial score stored is removed. The main limitation of this strategy is that the lowest partial score depends only on those documents already processed.

- **early exits using rank thresholds (ERT)**: when documents are processed under SOT, after every scorer, the documents are ranked by their partial scores, and all documents ranked below the provided threshold are discarded. The main limitation of this strategy is that it discards documents even if their scores are just slightly smaller than the last ranked one.

- **early exits using proximity thresholds (EPT)**: when documents are processed under SOT, after every scorer, the $K$-th document score is computed (pivot score). The following scorer processes all documents with a score higher than the pivot score, as well as those documents with smaller scores but whose score differences with the pivot score are smaller than the provided threshold. In a sense, this strategy combines both the rank and score information available thus far.

Note that the thresholds of these early exit strategies must be tuned offline, and the corresponding strategies do not guarantee the correctness of the top $K$ results (i.e., they are unsafe, see Section 3.1). The authors reported considerable speedups when the proposed strategies were deployed using real-life documents and queries from a commercial search engine. In particular, for the EPT strategy, they reported up to $4 \times$ speedups with negligible losses in effectiveness. Another major limitation of the proposed strategies is that the costs of the scorers are assumed to be similar, while they depend on the complexity of the individual scorers and the extraction cost of the involved features.

Tuning the thresholds in the previous approaches is a first example of the effectiveness-efficiency tradeoff occurring in LTR query processing. In such cases, the tuning is performed empirically, without a well-defined and principled way to quantify such a tradeoff. Wang et al. (2010) proposed a novel class of tradeoff metrics that take into account both effectiveness and efficiency. The execution time of a query $q$ taken from a set of queries $\mathcal{Q}$ quantifies the efficiency of its processing with the function $\sigma : \mathcal{Q} \to [0,1]$, where 0 represents an inefficient query processing and 1 represents an efficient query processing. Effectiveness is measured with a similar function $\gamma : \mathcal{Q} \to [0,1]$, such as one obtained from the commonly used effectiveness metrics such as MAP and NDCG. The proposed **efficiency-effectiveness tradeoff (EET)** metric for a given query $q$ is defined as the weighted harmonic mean of $\sigma(q)$ and $\gamma(q)$:

$$EET(q) = \frac{1 + \beta}{\frac{1}{\sigma(q)} + \frac{\beta}{\gamma(q)}} = \frac{(1 + \beta)\sigma(q)\gamma(q)}{\beta\sigma(q) + \gamma(q)},$$

(6.2)
where $\beta$ is a parameter controlling the relative importance of effectiveness and efficiency.\footnote{Originally, Wang et al. (2010) used $\beta^2$ instead of $\beta$ as control parameter.} Given a set of queries $Q$, it is possible to compute a mean EET metric (MEET) over the queries in the log, as follows:

$$\text{MEET}(Q) = \frac{1}{|Q|} \sum_{q \in Q} \text{EET}(q). \quad (6.3)$$

Wang et al. (2010) exploited the MEET measure in the LTR model learning phase. They focused on learning the weights of both the query terms and complex query operators (such as $\#\text{uw} \lambda$ and $\#1$, see Section 2.2.4), in the sequential dependence proximity model. Indeed, in the weighted sequential dependence model, the weights on terms and complex operators are not constants but depend on the particular query terms and bigrams involved (Bendersky et al., 2010). At query processing time, if the ratio between the bigram feature weights and the sum of the individual term feature weights is less than a threshold, the corresponding bigram feature is not used, thereby improving efficiency. The authors’ experiments showed that their feature-pruning learned ranking functions achieve significantly decreased average query execution times with no losses in effectiveness w.r.t state-of-the-art LTR models.

Wang et al. (2011) proposed to implement effective yet efficient multi-stage cascading systems by progressively refining a shrinking set of candidate documents (document-pruning). The core idea is to process many documents at the first stages, using few and cheap features, while focusing on more computationally expensive features only at the last stages, with fewer documents. They modeled a cascade as a sequence of stages, where each stage is associated with a pruning function (equivalent to early exit strategies) and a local ranking function. Each stage receives as input the set of ranked documents from the previous stage. Each stage firstly uses the pruning function to remove documents from the input set, and then computes the score contribution of the local ranking function, updating the scores of the candidate documents still under consideration. The output results are forwarded to the next cascade stage. The goal of the cascade is to reduce the number of documents to be processed at each stage, while increasing the effectiveness of the top $K$ documents.

The pruning functions they discussed are based on:

- **rank thresholds**: at every stage, a document is pruned if it ranks below a threshold value;
- **score thresholds**: at every stage, the document scores are linearly scaled in $[0, 1]$, and all documents below a threshold value in $[0, 1]$ are discarded;
- **mean-max thresholds**: at every stage, all documents with a score less than a linear combination of the maximum and mean scores of the document sample are pruned (the combination weights depend on the provided threshold).

The authors used a generalisation of the AdaRank (Xu and Li, 2007) boosting-based algorithm to learn the optimal sequence of ranking stages together with the pruning
conditions at each stage. Differently from Cambazoglu et al. (2010), Wang et al. (2011) incorporated the selection of the pruning functions and their tuning in the machine learning algorithm. They adopted an efficiency-effectiveness tradeoff metric that can be restated using the notation of Equation (6.2) as follows:

$$EET(q) = \gamma(q) + \beta \sigma(q),$$

(6.4)

where $\beta \in [0,1]$ is a parameter controlling the relative importance of effectiveness and efficiency. From this tradeoff definition, as we add more stages to a cascade, the total efficiency metric $\sigma(q)$ decreases (as a query needs more time to be processed), and must be counteracted by increases in the effectiveness metric $\gamma(q)$. Wang et al. (2011) compared the performance of their document-pruning multi-stage cascade with their earlier feature-pruning multi-stage cascade proposed in Wang et al. (2010) using the weighted sequential dependence ranking function. They reported efficiency improvements up to 1.44× over the feature-tuning approach, with small gains in effectiveness.

Chen et al. (2017) discussed how to build efficient cost-aware cascades using gradient-boosted tree models, instead of simpler linear models. They explicitly modeled the feature extraction costs and the feature importance, and proposed a generic framework that encompasses the feature costs within the learned models. The authors noted that a cascade is composed by a sequence of increasingly complex ranking functions, where expensive features are used in later cascade stages. They explored three different feature availability settings:

- the features are sorted in ascending order of unit cost and partitioned among the stages in this order;
- the features are sorted in descending order of cost efficiency and partitioned among the stages in this order;
- all features are available among all stages.

Their approach was compared w.r.t. the document-pruning approach of (Wang et al., 2011), using both linear and tree-based models with different feature allocation strategies. The experiments showed that the proposed approach can consistently achieve better tradeoffs than the document-pruning approach, even though their approach to parameter selection for the learned models is largely empirical and costly.

### 6.4 Summary

This chapter introduced the separation of the ranking process into cascades, dictated by the necessity of both effectively and efficiently combining large numbers of relevance signals with learning-to-rank algorithms and models. We presented and discussed the three main
factors impacting the efficiency of LTR model applications, namely: the initial base ranking stage, the calculation/extraction of the features, and the efficient application of the learned models to combine those features into a final improved ranking.

It remains to be seen how the advent of deep neural IR techniques will change the learning-to-rank paradigm. Thus far, as mentioned in Section 6.2, many deep learning approaches can be applied as query dependent features within a learning-to-rank framework, and we have not, thus far, witnessed changes to the learning-to-rank paradigm due to deep learning.

7 Open Directions & Conclusions

In this chapter, we provide concluding remarks on the conducted survey and discuss future open directions for the efficient deployment of the query processing component in information retrieval systems.

7.1 Summary

This monograph aimed to both provide the foundations of query processing, as well as to discuss more recent trends. In particular, in Chapter 2, we provided the necessary background material such as data structures, posting lists compression and skipping, while also introducing the core concepts of TAAT and DAAT. We believe that they were necessary to cover in order to provide all readers with a coherent grounding in these concepts.

Chapter 3 introduced dynamic pruning techniques, including MaxScore, WAND and BMW. In particular, the latter forms the state-of-the-art for dynamic pruning, and can result in an $8 \times$ improvement over a basic DAAT implementation. These algorithms are complex in nature, have been described in different papers, and have been sometimes interpreted or presented in different ways. We strongly believe that our descriptions of all of these techniques, using the same notations and abstractions, will allow readers to quickly grasp their key attributes, their intricacies and differences, as well as providing a fast basis for their implementations.

Chapter 4 described a comparatively modern development in the form of query efficiency predictors (QEPs), and their applications. All of the described applications are intended to make on-the-fly adaptations to the search engine’s processing of a query, based on how long the query is expected to take, through the use of QEPs, to reduce the overall response times. We described 5 QEP applications from the literature including the selective adjustment of the pruning aggressiveness and the selective parallelisation of long-running queries.

Chapter 5 described impact-ordered posting lists, and the resulting SAAT dynamic pruning techniques designed to work with such index layouts. They have advantages over
docid-ordered posting lists, in that stopping the retrieval of a given query early is less likely to impact upon the resulting effectiveness.

Chapter 6 discussed the efficient application and deployment of learning-to-rank models in a search setting. This encompassed the necessary infrastructure to compute the features on a retrieved candidate set of documents, as well as the efficient application of complex tree-based learned models to generate the final scores for the candidate documents. We also highlighted recent trends in varying the configuration of dynamic pruning techniques used to compute the candidate set, for example by reducing the number of documents for long-running queries.

This Chapter provides additional highlights towards open directions and emerging trends in efficient information retrieval, namely: the use of signatures (section 7.2) as probabilistic approaches for retrieving documents matching a query; techniques that directly target a reduction in the power consumption of search engines (section 7.3); new efficiency approaches made possible by new hardware architectures (section 7.4) or implemented on new software paradigms (section 7.5); and, finally, search architectures targeting real-time search settings, where results need to be constantly up-to-date (section 7.6).

### 7.2 Signatures

Almost all of the approaches described in this monograph use the classical inverted index data structure to support retrieval. An alternative that was examined and discarded in the classical literature (Zobel et al., 1998) is the use of signature files. In signatures, each term of a document is hashed a number of times, to determine the bits of a document signature that should be set. Queries are similarly hashed, and matching occurs by comparing the query signature to the signature of each document. Some hash collisions will occur, meaning that each possible matching document must be checked against the query to determine whether it is a false match (terms do not occur in the document), or a true match.

Of course, storing and searching signatures for each document is both space- and time-inefficient. In particular, every document’s signature must be scanned, even if a term is very rare. Bit-slicing allows multiple documents to be searched simultaneously, as well as simplifying the necessary bitwise operations. Bit-sliced block signatures work by assigning multiple documents to each bit in a signature, however, Zobel et al. (1998) did not find that this approach offered much benefits. In contrast, and more recently, Goodwin et al. (2017) described BitFunnel, a signature-based search engine implementation based on Bloom filters, and proposed new signature-based layouts: frequency-conscious signatures to reduce the memory footprint, and higher-rank rows of signatures. In particular, frequency-conscious signatures vary the number of hash functions on a term-by-term basis within the same Bloom filter. Higher-rank rows generalises the ideas behind blocking such that each term simultaneously
hashes to multiple bit-sliced signatures with different blocking factors. A Bloom filter on \( n \) bits for a given term is the rank-0 row. It is “folded”, pairing the low bits with the high bits, into a \( \lceil n/2 \rceil \) bits rank-1 row, and so on. Given a fixed bit density (i.e., number of bit sets w.r.t. the total number of bits), each term is associated with the higher-rank row with the closest bit density, and rows with a rank higher than 0 are “unfolded” at runtime for query processing.

Experiments conducted in comparison to a Partitioned Elias-Fano (PEF, described on page 19) index, showed that, depending on the density of the shard of the index, query throughput could be improved from 1.5× for smaller documents up to 8× for longer documents using the BitFunnel signature files, at the expense of up to 2 – 5 times more index space, and false positive rates of 1 – 4%.

BitFunnel has been deployed at Bing since 2013 across thousands of servers, and improved server query capacity by a factor of 10 (Goodwin et al., 2017). This has spawned further research in how signatures can be applied in Web search (e.g., (Liu et al., 2018)), and we expect this trend to continue.

## 7.3 Energy Efficiency

The infrastructure of a Web search engine can be considered at different levels, from the single search server (sometimes called an index serving node, or ISN), to a cluster of ISNs responsible for storing the data and processing queries, up to the level of data centres, which can be geographically distributed around the world. The techniques that we have discussed in this survey focus on those at the level of the individual ISN, but which can be deployed across many servers to emphasise their particular advantages. In general, efficiency savings at the level of the individual server without (significant) effectiveness loss allow a potential reduction in the number of ISNs required to run the search engine. For instance, Jeon et al. (2013) claimed that their QEP-based selective parallelisation strategy (described in Section 4.3.3) could reduce the number of query servers necessary to run Microsoft Bing by one third.

Yet, the distributed nature of search engine infrastructures brings further possibilities to reduce energy consumption that have not been well investigated in the literature. The impact of new solutions on this front could have a marked impact on the economic profitability of a Web search engine, and, at the same time, could decrease its pollution impact on the environment. Moreover, the carbon footprint of IT infrastructures is likely to continue to grow in importance in future years, as strategic decisions at government and international levels continue to impose further constraints and expectations on the sustainability and the eco-friendliness of IT systems.

In the past, a large part of the energy consumption of a data centre was accounted for by inefficiencies in its cooling and power supply systems. However, careful design of the data centre can drastically reduce the energy wastage of those infrastructures. In fact, now,
the CPUs of the servers in the data centres are the main energy consumers (Barroso et al., 2013).

The energy efficiency of a Web search engine can be improved at the levels of: (i) the search server, (ii) the search cluster, and (iii) across multiple data centres. At the search server level, most approaches to energy efficiency solutions rely on energy-proportional computing, i.e., hardware components with power consumption proportional to utilisation (Barroso and Hölzle, 2007). For instance, Modern CPUs expose multiple frequencies available to the CPU cores. Indeed, a CPU core can operate at different clock frequencies (e.g., 800 MHz, 1.6 GHz, 2.1 GHz, etc.). This is possible thanks to Dynamic Frequency and Voltage Scaling (DVFS) technologies (Snowdon et al., 2005). Higher frequencies correspond to a higher performance and consumption, while lower frequencies correspond to a lower performance and consumption. Catena et al. (2015) proposed to perform frequency throttling according to the query server utilisation, i.e., the ratio between the query arrival rate and the query processing rate. This conservative approach was later refined by Catena and Tonellotto (2017), leveraging the fact that users can hardly notice response times that are faster than their expectations (Arapakis et al., 2014). They proposed the Predictive Energy Saving Online Scheduling algorithm (PESOS, described on page 73), which considers the latency requirement of queries as an explicit parameter, and tries to process queries no faster than required. In doing so, the CPU’s energy consumption is reduced while respecting each query’s latency constraint. Their experiments showed that while the conservative approach can reduce the energy consumption of a CPU core by more than 40%, but with uncontrollable latency violations, PESOS can reduce energy consumption by 20% up to 30%, while respecting the required tail latency.

At the level of the search cluster, both workload consolidation and power capping can lead to energy savings. Freire et al. (2014) and Freire et al. (2015) proposed a self-adaptive model to manage the number of active search servers in a replicated search engine, while guaranteeing acceptable response times. By exploiting the historical and current query loads, their model autonomously decides whether to activate a search server or put it on standby. The latter option allows to reduce the energy consumption of the system during low query loads, while the former allows to increase the system performance when the system faces a high query volume. Simulation results showed that the proposed model reduces by 33% the search engine energy consumption, with respect to a naive baseline where all search servers are always active. At the same time, the authors observed only little increases in query response times and small percentages of unanswered queries, i.e., queries that are not processed within an acceptable time since their arrival. Lo et al. (2014) introduced PEGASUS, a feedback-based model that dynamically caps the CPUs power consumption of a distributed search engine. Essentially, PEGASUS constantly monitors the search engine latency and passes this value to a centralised rule engine. Depending on the observed latency, the rule engine decides whether to increase or decrease the CPUs performance by...
exploiting DVFS technologies. Experimenting on a Google production cluster, the authors observed a 20% power consumption reduction and estimated that a distributed version of PEGASUS could nearly double those savings. Catena et al. (2018) evaluated both PESOS (see Section 4.3.5) and PEGASUS on a simulated distributed Web search engine composed of a thousand of servers. Their results showed that PESOS can reduce the CPU energy consumption of a distributed Web search engine by up to 18% with respect to PEGASUS, while providing query response times that are in-line with user expectations.

To improve the energy efficiency of multi-center search engines, it has also been proposed to leverage spatial and temporal variations in both the energy prices and query workloads. Due to time zone differences, a search engine’s data center may experience a high workload and energy price at a given moment, while other distant sites are under-utilised and can use cheaper electricity. Thus, the first data center could forward its queries to other sites to reduce its energy expenditure. However, network latencies have to be carefully considered, to ensure that acceptable query response times are not exceeded. Moreover, data centers have limited processing capacity. It is therefore not possible to forward too many queries towards a particular site. Kayaaslan et al. (2011) investigated the possibility to dynamically shift the query workload among data centers by using query forwarding. Simulation results showed that multi-center search engines can save up to 35% in energy expenditure, when compared to a system that always locally solves its incoming queries. Similarly, Teymorian et al. (2013) proposed the Rank-Energy Selective Query forwarding (RESQ) algorithm, which decides when and where to forward a query by modeling the problem as a linear program, obtaining similar results in term of energy efficiency. Blanco et al. (2016) investigated the potential benefits of query forwarding when renewable sources of green energy are available at different data centres. They designed an algorithm, which decides what fraction of the incoming query load arriving into one processing facility must be forwarded to be processed at different sites to optimise the use of available green energy sources. Their experiments with a real query traffic from a large search engine showed that the proposed solution maintains a high query throughput, while reducing by up to ~25% the energy operational costs of multi-center search engines.

The energy efficiency of data centers and, in particular, of the Web search engines they host, is becoming more and more important. Their economic impact, as well as their global emission footprint, is, and will continue to be, of a growing concern (Belkhir and Elmeligi (2018) stated that data centers will account for 45% of the ICT global carbon footprint by 2020), and therefore we expect that research in this area will continue to intensify in the next few years.
7.4 Modern Hardware Architectures

With the scale of the search engines’ data centres, it is only natural that customised hardware solutions are increasingly being developed to suit the particular workload of a search engine. For instance, in 2012, Google was developing customised networking switches\(^1\) for their data centres. Since then, the added-value and suitability of new hardware architectures, such as SSDs, GPUs and FPGA are the object of new research trends.\(^2\)

In particular, solid state drives (SSDs) offer larger storage mediums that support better random access than hard disk drives. Wang et al. (2013) discussed how this can be used to benefit search engine caching strategies; Risvik et al. (2013) described the use of SSDs for storing posting lists for phrases and term pair co-occurrences – while the posting list of a phrase may be much shorter than the constituent terms, there can be many more phrases to store. Using SSDs allow more posting lists to be stored than can be fitted in RAM.

Reconfigurable chips, such as Field Programmable Gate Arrays (FPGAs), are considered to be viable accelerators for various core functions in Web search engines (Putnam et al., 2014). FGPAs developed as part of Microsoft’s Project Catapult\(^3\) are deployed in the Bing data centers (Culpepper et al., 2018). Each FPGA is designed to be resilient and to boost the query throughput, and is responsible for feature extraction and the execution of learning-to-rank algorithms, receiving as input first-stage results from a set of query processing nodes. These FPGAs have increased the ranking throughput in a production search infrastructure by up to 95% at comparable latencies to a software-only solution (Putnam et al., 2014). We expect that distributed reconfigurable infrastructures incorporating FPGAs will remain crucial in the future for continued cost and capability improvements.

GPUs have clearly revolutionised the availability of deep neural network learning at both low time and low costs. They also have applicability to tasks such as posting list intersection (Wu et al., 2010), and learning-to-rank model traversal (Lettich et al., 2018), to name but a few. Google has a customised chip specifically designed for deep neural network learning denoted as a Tensor Processing Unit (TPU),\(^4\) which has benefited many of its products including Search.\(^5\)

Overall, as hardware engineers carry on developing new specialised architectures, these are likely to continue to benefit search applications, which are notably among some of the world’s most largest users of IT infrastructures. Moreover, these hardware architectures will soon be available on all users’ clients (from phone to tablet to laptop to desktop), providing opportunities to off-load work from the data center and onto the user’s device (Culpepper

---

\(^1\)https://www.wired.com/2012/09/pluto-switch/
\(^2\)https://www.microsoft.com/en-us/research/project/project-catapult/
\(^3\)https://www.microsoft.com/en-us/research/project/project-catapult/
\(^4\)https://cloud.google.com/blog/products/gcp/an-in-depth-look-at-googles-first-tensor-processing-unit-tpu
\(^5\)https://cloudplatform.googleblog.com/2016/05/Google-supercharges-machine-learning-tasks-with-custom-chip.html
7.5 Clouds and New Software Paradigms

Cloud-based data centres and software architectures have changed the nature of many software deployments, and are now beginning to impact upon the IR system architectures. For instance, cloud services have evolved from heavy-weight virtual machine instances to lighter-weight containers (e.g. Docker), towards lightweight “serverless” microservices deployed as Lambda functions (e.g. AWS Lambdas). Such lambda functions are stateless, but allow a cost benefit due to a charging model that only requires payment for each invocation. In fact, such lambda functions have been shown to be usable for large-scale data analytics, e.g. Spark (Kim and Lin, 2018). We note that the initial experiments by Crane and Lin (2017) towards deploying a search service built upon AWS Lambdas, and subsequent attempts at neural ranking models entirely built on such serverless infrastructures (Tu et al., 2018). There have also been attempts at implementing search engines that run in the ever more powerful browser-based Javascript engines Lin (2015).

Overall, since the invention & implementation of MapReduce by Google in the early 2000s to make a scalable search indexing pipeline, it is clear that new software paradigms are closely tied to search infrastructures, and we expect innovations to continue to drive how we think about and implement search in the future. Moreover, the increasing evolution of search engines from a first-order technology (directly accessed by users) to a component in a larger microservice ecosystem – for instance as part of the infrastructure underlying a conversational search agent – will continue to drive new research into suitable architectures and data-structures to enable effective, efficient and frictionless pipeline integration (Kyriazis et al., 2018).

7.6 Real-Time and Social Media Search

This survey has focussed on search engine deployments that are mostly static in nature, i.e., where the corpus is not frequently changing. In fact, specialisations of the standard index data structures are needed to handle cases where the index is being maintained with continuous document additions, updates and deletions. For instance, the compressed nature of the posting lists are not naturally amenable to the additions.

Index maintenance of such events is typically handled by the use of uncompressed index shards, which have posting lists that can easily be appended to. Such index shards can be held in-memory, and then written to disk once they are full. Index shards should be merged, to ensure efficient retrieval. Strohman and Croft (2006) described Indri’s implementation, while arguing that the merging should occur in exponentially growing shard sizes.
The rise of social media has focused particular research attention into the challenges of searching voluminous social media streams. For instance, when searching Twitter, it is likely that the user would want some of the most recently posted tweets that match their query. This necessitates a low-latency indexing of tweets, whereby these tweets must be available for searching almost as soon as they are posted. Indeed, it is most likely that the newest tweets should be retrieved first since they are most likely to be of high value.

Busch et al. (2012) described the index layout of Twitter’s Lucene-based search infrastructure called Earlybird in 2011-2012. Earlybird uses several important observations in its design: firstly, due to the short length of tweet documents, within-document term frequencies are rarely greater than 1, and hence a posting only needs to contain the docid and the term position; each occurrence obtains another posting entry. These are stored in fixed length representations in contiguous memory arrays: 24-bits are devoted to storing the document docid, and 8 bits for the term position (a tweet cannot have more than $2^8 = 256$ words). Moreover, since the index is not compressed, there is no need for skip-lists because the array can be directly binary-searched to identify the posting(s) for a given document.

At any point in time there is an active index shard in Earlybird that is responsible for indexing new tweets. The space allocation for the posting lists of terms is notable, in that terms are progressively allocated exponentially larger blocks of memory. Once the active index shard is full (approx $2^{24} = 16M$ tweets), it becomes read only and is further compressed and optimised for fast reading. The memory allocation for posting lists was further investigated by (Asadi et al., 2013), while the same authors also investigated, for tweet search, the use of Bloom filters for candidate generation before applying a learned model.

Finally, we note that social media is not the only form of streaming data that is necessary to search in real-time. Increasingly, the world is becoming more connected, with the Internet-of-Things (IoT) connected devices. The plethora of devices producing data leads to the emergence of new information seeking tasks that necessarily require new types of search infrastructures (Culpepper et al., 2018; McCreadie et al., 2016). For instance, venue recommendation describes the task of making personalised suggestions of points-of-interests for a user to visit. This can benefit from up-to-date information about the busy-ness of venues (Deveaud et al., 2015), as might be obtained from social sensors such as Foursquare, or from physical sensing IoT networks (such as people’s detectors based on WiFi or mobile phone cell usage). New information-seeking tasks arising from emerging IoT networks will continue to necessitate new types of search infrastructures.
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