Continuous majorization in quantum phase space
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We explore the role of majorization theory in quantum phase space. To this purpose, we restrict ourselves to quantum states with positive Wigner functions and show that the continuous version of majorization theory provides an elegant and very natural approach to exploring the information-theoretic properties of Wigner functions in phase space. After identifying all Gaussian pure states as equivalent in the precise sense of continuous majorization, which can be understood in light of Hudson’s theorem, we conjecture a fundamental majorization relation: any positive Wigner function is majorized by the Wigner function of a Gaussian pure state (especially, the bosonic vacuum state or ground state of the harmonic oscillator). As a consequence, any Schur-concave function of the Wigner function is lower bounded by the value it takes for the vacuum state. This implies in turn that the Wigner entropy is lower bounded by its value for the vacuum state, while the converse is notably not true. Our main result is then to prove this fundamental majorization relation for a relevant subset of Wigner-positive quantum states which are mixtures of the three lowest eigenstates of the harmonic oscillator. Beyond that, the conjecture is also supported by numerical evidence. We conclude by discussing some implications of this conjecture in the context of entropic uncertainty relations in phase space.

1 Introduction

Majorization is an elegant and powerful algebraic theory that provides a means for comparing probability distributions in terms of disorder or randomness [1, 2]. It has been extensively employed during the last century in various fields such as mathematics [3], economics [4], or information theory [5] where it can be used to derive inequalities for a variety of information-theoretic quantities such as entropies, see e.g. [6, 7] for recent works. Although its deep connections with unitary matrices had long been understood [8], it is only more recently that majorization relations have been found to arise in quantum physics [9]. As such, it finds application in the study of entanglement transformations [9, 10], in the discrimination of (distillable) entangled states [11, 12], in the derivation of quantum uncertainty relations [13–15], or via so-called thermo-majorization in the context of quantum thermodynamics [16], to cite a few. In the last years, majorization theory has also proven especially useful in the framework of bosonic quantum systems, which are our interest here, serving as an instrumental tool for the investigation of entropic inequalities that are paramount in the computation of the optimal communication rates of quantum communication systems [17–21].

While majorization theory can be applied to both discrete and continuous probability distributions, the overwhelming majority of its applications in the existing literature concerns the former. In particular, while discrete majorization (the branch of the theory of majorization dealing with discrete probability distributions) has been the subject of numerous works in quantum information theory, notably including those dealing with bosonic quantum systems, continuous majorization (the branch concerned with contin-
uous probability densities) has never been applied in this context. Nevertheless, the phase-space formulation of quantum mechanics, which leads to a characterization of quantum states in terms of continuous distributions [22], hints at the great potential of continuous majorization in such a framework. This is especially highlighted by the strong connection between majorization and entropies (both classical and quantum) coupled with the great interest directed towards continuous entropic uncertainty relations in recent years [23, 24].

In the present paper, we argue and demonstrate that the theory of continuous majorization is highly relevant in the context of quantum physics. It provides a perfect solution in order to compare quantum phase-space distributions in terms of intrinsic disorder. It then also provides a natural means to address entropic properties in phase space, hence suggesting a fresh new perspective to entropic uncertainty relations. Consider a quantum system characterized by the usual pair of canonically-conjugate continuous variables $x$ and $p$. A pure state of the system is described by the complex wave functions $\psi(x)$ or $\varphi(p)$, which are related by a Fourier transform. The operators $\hat{x}$ and $\hat{p}$ associated with the observables $x$ and $p$ obey the canonical commutation relation $[\hat{x}, \hat{p}] = i\hbar$. The observables $x$ and $p$ may designate the position and momentum variables, or also for instance two canonically-conjugate quadratures of the electromagnetic field (we will adopt this quantum optics language in the rest of this paper although our results and conclusions hold true in general for any canonical pair). The phase-space representation of a pure state is embodied by its Wigner function, which is a two-dimensional continuous function defined as [22]

$$W(x,p) = \frac{1}{\pi\hbar} \int e^{2ipy/\hbar} \psi^*(x+y) \psi(x-y) \, dy.$$  \hspace{1cm} (1)

The Wigner function can in many ways be thought of as a joint probability distribution of the variables $x$ and $p$. For instance, the probability densities of $x$ and $p$, respectively $\rho_x(x) = |\psi(x)|^2$ and $\rho_p(p) = |\varphi(p)|^2$, can be retrieved from the marginal distributions of the Wigner function as $\rho_x(x) = \int W(x,p) \, dp$ and $\rho_p(p) = \int W(x,p) \, dx$. However, the non-commutativity of operators $\hat{x}$ and $\hat{p}$ has deep implications regarding the existence of such a joint distribution as quantum mechanics forbids simultaneously fixing the values of two non-commuting variables. In the phase-space description of quantum states, this translates into the fact that Wigner functions may take negative values in general, making them so-called quasi-probability distributions.

The necessary existence of negative Wigner functions in quantum mechanics can also be justified with a simple argument relying on the overlap formula, which reads [22]

$$|\langle \psi_1 | \psi_2 \rangle|^2 = 2\pi \int W_1(x,p) W_2(x,p) \, dx \, dp,$$  \hspace{1cm} (2)

where $W_1$ and $W_2$ are the Wigner functions associated respectively with $\psi_1$ and $\psi_2$. Having in mind that there exist pure states with Wigner functions positive everywhere, namely Gaussian states (i.e., states whose Wigner function is a Gaussian distribution [25]), it follows that any pure state that is orthogonal to a Gaussian pure state must have a Wigner function that takes negative values. In what follows, we will qualify a state with a positive Wigner function as Wigner-positive and refer to the corresponding property as Wigner-positivity [26]. Note that Wigner-positivity is a particular case of $\eta$-positivity for $\eta = 0$ [27, 28]. We will restrict our analysis in this paper to Wigner-positive states and explore whether majorization theory can be applied to their Wigner functions. In fact, the set of pure Wigner-positive states is well understood: Hudson’s theorem [29, 30] establishes that a pure state is Wigner-positive if and only if it is a Gaussian pure state. Furthermore, all Gaussian pure states happen to be related to each other through Gaussian unitaries in state space, which are associated with symplectic transformations in phase space [25]. For a single mode, these affine transformations are simply combinations of displacements, rotations and squeezings of the Wigner function. Crucially for what follows, these symplectic transformations have the property that they preserve areas in phase space.

The concept of area in phase space can be related to the notion of level-function [2], which happens to be at the core of the theory of continuous majorization. For a given (positive) Wigner function $W(x,p)$, the level-function associates to a value $t$ the area of the region in phase space that has $W(x,p)$ greater than $t$. In what follows, any two (positive) Wigner functions that
have the same level-functions will be called level-equivalent. Area-preserving transformations are transformations that keep the level-function unchanged, hence the Wigner functions of all Gaussian pure states are level-equivalent. This leads to the following property, which can be viewed as a corollary of Hudson’s theorem:

Any pure Wigner-positive state has a Wigner function that is level-equivalent to that of a Gaussian pure state.

Note that all level-equivalent functions to the Wigner function of a Gaussian pure state do not necessarily describe a physical Wigner function (that is, corresponding to a positive semidefinite density operator); but if it is physical, then we know that it corresponds to a Wigner-positive pure state according to Hudson’s theorem.

This begs the question whether the above approach building on level-functions can be generalized to mixed quantum states. A mixed state \( \hat{\rho} = \sum p_i |\psi_i \rangle \langle \psi_i | \) is a statistical mixture of pure states and its Wigner function \( W = \sum p_i W_i \) is the corresponding mixture of their Wigner functions. It is straightforward to see that there exist non-Gaussian mixed states characterized by positive Wigner functions, a simple way to construct such a state being to form a non-Gaussian mixture of Gaussian pure states. A natural question is then whether one can characterize the full set of Wigner-positive mixed states. Such a problem happens to be difficult and remains only very partially solved today [28, 31–33], in the sense that no satisfying extension of Hudson’s theorem to mixed states has been stated in the literature.

In the present work, we apply the theory of majorization to positive Wigner functions in order to tackle the aforementioned problem. While we do not provide a complete description of the full set of Wigner-positive states, we offer a way to compare such states in terms of continuous majorization. Continuous majorization generalizes the concept of level-equivalent functions by allowing one to compare functions that are not level-equivalent. Intuitively, for two functions \( f \) and \( g \), the relation \( f \) majorizes \( g \) (in the continuous sense) means that \( f \) is more narrow (i.e., more ordered) than \( g \), while two functions that are level-equivalent majorize each others. This leads us to conjecture the following generalized statement:

Any mixed Wigner-positive state has a Wigner function majorized by that of a Gaussian pure state.

While the above statement may seem natural as one would expect a mixed state to be more disordered than a pure state, it is important to stress that the notion of disorder in the statement refers to distributions in phase space. It cannot be related in any simple way to disorder in state space, which concerns density operators. As a consequence, proving this conjecture is far from straightforward.

The objective of this paper is to develop the theory of continuous majorization in the framework of quantum physics and then prove the above statement for some carefully chosen positive Wigner functions. In Section 2, we begin by introducing the theory of continuous majorization, as this is not a standard topic for physicists. This then provides us with the proper mathematical tools to apply continuous majorization to quantum phase space in Section 3, before giving a proof of our conjecture restricted to a subset of Wigner-positive states. Finally, we discuss our results in connection with the notion of Wigner entropy [26] and apply them in the context of entropic uncertainty relations in Section 4.

2 Continuous majorization

We are now going to lay out the basics of majorization theory in the context of continuous probability distributions, giving rigorous definitions for the concepts mentioned in the introduction. We consider \( n \)-dimensional continuous non-negative and integrable distributions on \( \mathbb{R}^n \) or \( \mathbb{R}_+ \), depending on the situation. The distribution \( f : A \to \mathbb{R}_+ \), where \( A \) can be \( \mathbb{R}^n \) (for any positive integer \( n \)) or \( \mathbb{R}_+ \), is a genuine probability distribution if

\[
 f(\mathbf{r}) \geq 0 \quad \forall \mathbf{r} \in A, \quad \int_A f(\mathbf{r}) \, d\mathbf{r} = 1. \tag{3}
\]

Hereafter, we omit the bounds in integrals as long as the integration is performed on the whole domain \( A \), as in the normalization identity in Eq. (3). Note that the distributions are normalized to 1 but the definitions and properties we show in what follows still hold if the normalization constant is different (provided it is the same for all functions we consider). Furthermore, while
we consider functions $f$ defined on an infinite domain $A$ for our purposes here, in which case they have to be non-negative everywhere, note that majorization can also be applied to partially negative functions if they are defined on a finite domain [2].

As we mentioned in the introduction, a core element of the theory of majorization is the level-function, which we now rigorously define.

**Definition 1.** The level-function $m_f : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ of a distribution $f : A \rightarrow \mathbb{R}_+$ is the function

$$m_f(t) = \nu(\{r \in A : f(r) \geq t\}),$$

where $\nu$ stands for the Lebesgue measure.

Basically, the level-function $m_f$ is the size of the subdomain of $f$ that contains elements whose corresponding image under $f$ is higher than $t$. Figure 1 provides an example of the level-function of a two-dimensional distribution. As we are going to show, all information needed to compare two distributions using a majorization relation (from here onwards, we write majorization for continuous majorization) is enclosed in their level-functions. When $f$ and $g$ are level-equivalent, meaning they have the same level-functions $m_f(t) = m_g(t)$ for all $t$, we use the notation $f \equiv g$. While level-equivalent distributions can have very different shapes, they nonetheless are comparable in various ways. In order to see this, consider any function $\varphi$ defined on $\mathbb{R}_+$ and obeying some general conditions (see [34]), which can be turned into a functional $\phi$ acting on the probability distribution $f$

$$\phi(f) = \int \varphi(f(r)) \, dr.$$  

Since the integral is carried out over the whole domain, $\phi$ is invariant when parts of the domain are “swapped”. It then only depends on the “size” of the domain associated to each value taken by the distribution $f$. This is precisely the information carried by the level-function, which simply corresponds for each value of $t$ to the choice $\varphi(x) = \Theta(x - t)$ with $\Theta$ being the Heaviside step function, so that $\phi$ is the same for two level-equivalent distributions, that is, $\phi(f) = \phi(g)$ if $f \equiv g$. Note that for the choice of the function $\varphi(x) = -x \ln x$, we get the functional

$$\phi(f) = -\int f(r) \ln f(r) \, dr,$$

which is nothing else but Shannon’s differential entropy of the probability distribution $f$. Therefore, two level-equivalent distributions have the same Shannon entropy; they are comparable in their randomness content.

For a given level-function $m_f$, one can build an infinite number of level-equivalent distributions whose level-functions are given by $m_f$. Among the set of distributions sharing the same level-function, the so-called decreasing rearrangement plays a prominent role in majorization theory. It is defined as follows [2].

**Definition 2.** The decreasing rearrangement $f^\downarrow$ of a function $f$ defined on a domain $A$ is the unique function defined on the same domain $A$ that is radial-decreasing and level-equivalent to $f$.

An $n$-dimensional distribution $f$ is radial if it can be written as a function that only depends on the norm of its argument, i.e., $f(r) = f_R(||r||)$, with $f_R : \mathbb{R}_+ \rightarrow \mathbb{R}_+$. Furthermore, the function $f$ is said to be radial decreasing if $f_R(r_1) \geq f_R(r_2)$ when $r_1 < r_2$. Note here that the term decreasing is used instead of non-increasing when referring to such rearrangements in the literature. The decreasing rearrangement $f^\downarrow$ of a distribution $f$ takes its maximum value at the origin and decreases monotonically as it gets farther from it. It is easy to understand that it only depends on the level-function $m_f$ of $f$. Moreover, $f^\downarrow$ is the

---

**Figure 1:** Illustration of the level-function of a two-dimensional distribution. The distribution $f(x, y)$ is defined over the plane $(x, y)$. The value of the level-function $m_f(t)$ is the area of the domain (in red) such that $f(x, y) \geq t$. The decreasing rearrangement $f^\downarrow$ is the size of the domain (in red) such that $f(x, y) \geq t$. The measure of the domain $\mathcal{A}$ is the area of the domain (in red) such that $f(x, y) \geq t$.
same for any distribution that is level-equivalent to \( f \), as it is unique. Examples of decreasing rearrangements are pictured in the lower part of Fig. 2.

We are now in position to define the majorization relation between two distributions.

**Definition 3** (Continuous majorization [35, 36]). Let \( f \) and \( g \) be two probability distributions defined on the same domain \( \mathcal{A} \). The distribution \( f \) majorizes the distribution \( g \), written \( f \succ g \), if and only if

\[
\int_{\|r\| \leq s} f^\downarrow(r) \, dr \geq \int_{\|r\| \leq s} g^\downarrow(r) \, dr \quad \forall s \geq 0,
\]

with equality when \( s \) tends to infinity.

The equality when \( s \) tends to infinity imposes that \( f \) and \( g \) be normalized to the same value. When the inequalities in Eq. (7) are reversed, we say that \( f \) is majorized by \( g \), written \( f \prec g \). If both \( f \succ g \) and \( f \prec g \) hold, then \( f \) and \( g \) are level-equivalent and the inequalities in Eq. (7) become equalities. If neither \( f \succ g \) nor \( f \prec g \) holds, we say that \( f \) and \( g \) are incomparable.

It is useful in practice to define the objects appearing on both sides of the inequalities in Eq. (7), mainly for ease of notations. The cumulative integral of a distribution \( f \) is the function \( S_f : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) defined as

\[
S_f(s) = \int_{\|r\| \leq s} f^\downarrow(r) \, dr.
\]

It can be understood as the highest value that can be obtained by integrating any level-equivalent function to \( f \) over a ball of radius \( s \). Equivalently, it is the highest value of the integral of \( f \) over any part of the domain (possibly made of non-contiguous regions) that has a volume equal to that of a ball of radius \( s \). The majorization relation \( f \succ g \) then holds if and only if \( S_f(s) \geq S_g(s) \) for all \( s \geq 0 \), with equality when \( s \) tends to infinity.

Since Definition 3 refers to the decreasing rearrangements \( f^\downarrow \) and \( g^\downarrow \), which are defined based on the level-functions \( m_f \) and \( m_g \), it is clear that the majorization relation \( f \succ g \) solely depends on the level-functions of \( f \) and \( g \). Unlike in the discrete case, the decreasing rearrangement of a function is often hard to compute, which makes Definition 3 difficult to use. There are, however, equivalent statements that are less cumbersome. We introduce two such statements hereafter as Propositions 1 and 2. We point the interested reader to References [2, 34] for proofs and details of these propositions.

**Proposition 1.** Let \( f \) and \( g \) be two probability distributions defined on the same domain \( \mathcal{A} \). We have that \( f \succ g \) if and only if

\[
\int [f(r) - t]_+ \, dr \geq \int [g(r) - t]_+ \, dr \quad \forall t \geq 0,
\]

with equality when \( t = 0 \).

The notation \([\cdot]_+ \) is such that \([z]_+ = z \) if \( z \geq 0 \) and \([z]_+ = 0 \) otherwise. Note that the function \( x \mapsto [x - t]_+ \) acting on \( f(r) \) and \( g(r) \) in Eq. (9) can be viewed as a special case of the function
\( \varphi(x) \) used in Eq. (5). Hence, Proposition 1 is again solely characterized by the level-functions of \( f \) and \( g \).

Proposition 1 is useful to prove a property that we will later need, namely that if \( f \succ g_1 \) and \( f \succ g_2 \), then \( f \) majorizes any convex combination of \( g_1 \) and \( g_2 \), i.e.,

\[
\begin{align*}
\begin{cases}
  f \succ g_1 \\
  f \succ g_2
\end{cases}
\Rightarrow
  f \succ \lambda g_1 + (1-\lambda)g_2,
\end{align*}
\]

with \( 0 \leq \lambda \leq 1 \). Using the fact that the function \( \gamma_t(z) = [z-t]^+ \) is convex in \( z \) for all \( t \geq 0 \) and using Jensen’s inequality, we have \( \gamma_t(\lambda g_1(r) + (1-\lambda)g_2(r)) \leq \lambda \gamma_t(g_1(r)) + (1-\lambda)\gamma_t(g_2(r)) \).

Equation (10) then follows from integrating this inequality over \( r \) and using Proposition 1.

**Proposition 2.** Consider two probability distributions \( f \) and \( g \) defined on the same domain \( \mathcal{A} \). We have that \( f \succ g \) if and only if

\[
\int \varphi(f(r)) \, dr \geq \int \varphi(g(r)) \, dr
\]

holds for all continuous convex functions \( \varphi : \mathbb{R}_+ \to \mathbb{R} \) with \( \varphi(0) = 0 \), for which the integrals exist on both sides (see [2], p. 607).

Proposition 2 is particularly useful as Eq. (11) implies inequalities on quantities that are functionals of \( f \) and \( g \) written in the form of Eq. (5).

Thus, for any such functional \( \phi \), the majorization relation \( f \succ g \) implies that \( \phi(f) \geq \phi(g) \). One such functional is (up to a sign) the Shannon’s differential entropy, Eq. (6), which is traditionally denoted \( h(f) \). As a consequence, if \( f \succ g \), then \( h(f) \leq h(g) \), which is consistent with the idea that \( f \) is more ordered than \( g \), so it has a lower entropy.

As a matter of fact, the inequalities (11) hold for an even more general set of functionals beyond the special form (5), namely the so-called Schur-convex functions (we call them functionals here, instead of functionals). This is actually the definition of the set of Schur-convex functions [37], which have been defined for discrete probability distributions through a discrete majorization relation but can be equivalently defined in the continuous case as follows [2]:

**Definition 4** (Schur-convex functions). A real-valued function \( \phi \) defined on the set of probability distributions on \( \mathcal{A} \) is called Schur-convex if, for any pair of probability distributions \( f \) and \( g \) defined on \( \mathcal{A} \), we have

\[
f \succ g \Rightarrow \phi(f) \geq \phi(g).
\]

The function \( \phi \) is said to be Schur-concave if the opposite inequality holds.

It is easy to see that Schur-convex functions take the same value for level-equivalent distributions. Furthermore, any real-valued function \( \phi \) defined on the set of probability distributions on \( \mathcal{A} \) that is convex and takes the same values for level-equivalent distributions in \( \mathcal{A} \) is necessarily Schur-convex [38]. For instance, any functional \( \phi \) of the form of (5) is Schur-convex, provided that \( \varphi \) is convex. The opposite, however, is not necessarily true. This is illustrated, for instance, with the Rényi entropy [39],

\[
h_\alpha(f) = \frac{1}{1-\alpha} \ln \left( \int f(r)^\alpha \, dr \right),
\]

where the parameter \( \alpha \) can be chosen such that \( 0 < \alpha < 1 \) or \( \alpha > 1 \). Indeed, Rényi entropies can be proven to be concave only for \( \alpha \in [0, 1) \), while they are always Schur-concave [40].

In the limit where \( \alpha \to 1 \), the Rényi entropy reduces to Shannon’s differential entropy, that is, \( h_{\alpha \to 1}(f) = h(f) \). Regardless of the value of \( \alpha \), the Rényi entropies can thus always be associated to some measure of disorder, in the sense that if \( f \succ g \), then \( h_\alpha(f) \leq h_\alpha(g) \), as a consequence of the Schur-concavity of \( h_\alpha \). More generally, all Schur-concave functions \( \phi \) can be understood in view of Definition 4 as generalized measures of disorder that are consistent with majorization theory: if \( f \) is more ordered than \( g \) as expressed by \( f \succ g \), then it has a lower measure of disorder \( \phi(f) \leq \phi(g) \).

To be complete, we mention another characterization of continuous majorization that is based on semidoubly stochastic operators, in analogy with the characterization of discrete majorization between infinite probability vectors in terms of semidoubly stochastic matrices

**Proposition 3.** Let \( f \) and \( g \) be two probability distributions defined over the same domain \( \mathcal{A} \). Let \( f \) and \( g \) be related via

\[
g(r) = \int B(r, s) f(s) \, ds,
\]

where
where $B : \mathcal{A} \times \mathcal{A} \mapsto \mathbb{R}$ is the kernel of some semidoubly stochastic operator, i.e., $B(r, s) \geq 0$, $\forall r, s$, $\int B(r, s) \, dr = 1$, $\forall s$, and $\int B(r, s) \, ds \leq 1$, $\forall r$. Then $f \succ g$.

In contrast with Propositions 1 and 2, Proposition 3 only provides a sufficient condition for majorization. Note that if the probability distributions were defined over a finite-size domain $\mathcal{A}$, condition (14) has then been proven to be necessary as well [41]. However, to our knowledge, there is no proof of the equivalence between the existence of a semidoubly stochastic operator and a majorization relation for distributions defined over an infinite-size continuous domain (although it is plausible that it holds when the domain is $\mathbb{R}^n$). This is a current topic of research in mathematics, see Refs. [42, 43].

In order to prove our main result in Sec. 3, we will actually use another sufficient condition for majorization (see Lemma 2), which gives a very clear interpretation of the meaning of $f \succ g$.

3 Phase-space majorization

We are now in position to apply majorization theory in quantum phase space and formulate our main conjecture in proper mathematical terms. We consider a single-mode bosonic system modelled by a quantum harmonic oscillator, e.g., a mode of the electromagnetic field. For the sake of simplicity, we take the convention $\hbar = 1$, so the observables $\hat{x}$ and $\hat{p}$ obey the commutation relation $[\hat{x}, \hat{p}] = i$. By defining the annihilation operator $\hat{a} = (\hat{x} + i\hat{p})/\sqrt{2}$, the creation operator $\hat{a}^\dagger = (\hat{x} - i\hat{p})/\sqrt{2}$, and the number operator $\hat{n} = \hat{a}^\dagger \hat{a}$, the Hamiltonian of the system takes the simple form $\hat{H} = \hat{n} + 1/2$. Its eigenstates are the Fock states, denoted as $|n\rangle$ for $n = 0, 1, \cdots$, and associated with the wave functions [22]

$$\psi_n(x) = \pi^{-\frac{1}{4}} 2^{-\frac{n}{2}} (n!)^{-\frac{1}{2}} H_n(x) \exp \left( -\frac{x^2}{2} \right),$$  

(15)

where $H_n$ are Hermite polynomials. Any state $\rho$ of the harmonic oscillator can be associated with its Wigner function [22]

$$W(x, p) = \frac{1}{\pi} \int e^{2ipy} (x - y) \rho(x + y) \, dy,$$  

(16)

which reduces to Eq. (1) if $\rho$ denotes a pure state. In particular, the Fock states $|n\rangle$ are associated with the Wigner functions [22]

$$W_n(x, p) = \frac{(-1)^n}{\pi} L_n \left( 2x^2 + 2p^2 \right) \exp \left( -x^2 - p^2 \right),$$  

(17)

where $L_n$ are Laguerre polynomials. Note that $W_n(x, p)$ exhibit a rotational symmetry, making Fock states phase-invariant. In fact, any phase-invariant state can be expressed as a mixture of Fock states. As we shall see, the Fock state associated with $n = 0$ (i.e., the vacuum state) plays a key role with regard to majorization. It admits the Wigner function

$$W_0(x, p) = \frac{1}{\pi} \exp \left( -x^2 - p^2 \right),$$  

(18)

which we write in short as $W_0(r) = \exp (-r^2) / \pi$, using the non-negative parameter $r$ such that $r^2 = x^2 + p^2$ [note the slight abuse of notation as $W_0$ is used both as a function of $r$ and $(x, p)$ hereafter]. According to Hudson’s theorem, it is the only pure state admitting a positive Wigner function (up to symplectic transformations).

From now on, let us restrict to Wigner-positive states and denote the set of Wigner functions that are positive everywhere as $\mathcal{W}_+$. Clearly, all Wigner functions in $\mathcal{W}_+$ are genuine probability distributions, so that a question that arises naturally is whether the majorization relation introduced in Section 2 has a meaning when applied to (positive) Wigner functions. A first clue that this may be the case follows from the Wigner entropy [26] of a quantum Wigner-positive state, which is the Shannon differential entropy of the Wigner function associated with the state, denoted as $h(W)$. In Ref. [26], it is conjectured (and proved in some special cases) that

$$h(W) \geq h(W_0) \quad \forall W \in \mathcal{W}_+. $$  

(19)

Since $h(W)$ can be understood as a special case of a functional $\phi$ of the Wigner function $W$, as in Eqs. (5) and (6), it is striking to conjecture that Eq. (19) is a consequence of a fundamental majorization relation, following the lines of Eq. (12). This is what we do now.

Majorization conjecture

Let us denote as $\mathcal{W}_+^{\text{pure}}$ the set of pure Wigner-positive states, which is a subset of $\mathcal{W}_+$. As a consequence of Hudson’s theorem, $\mathcal{W}_+^{\text{pure}}$ only contains Gaussian pure states and actually contains
all of them. Remarkably, the Wigner functions of all Gaussian pure states are level-equivalent since they are all related by symplectic transformations in phase space. Indeed, a symplectic transformation is an affine linear map on the vector \( \mathbf{r} = (x, p)^T \), namely \( \mathbf{r} \mapsto \mathbf{r}' = S \mathbf{r} + \mathbf{d} \) where \( S \) is a symplectic matrix and \( \mathbf{d} \) is a displacement vector, see [25] for mode details. By denoting the Wigner function before and after the placement vector, see [25] for mode details. By doing the change of variables, the level-functions corresponding to \( W \) and \( W' \) can then be shown to coincide as
\[
\begin{align*}
m_{W'}(t) &= \int \Theta\left(W'(r') - t\right) \, dr' \\
&= \int \Theta\left(W(r)/|\det S| - t\right) \, |\det S| \, dr \\
&= \int \Theta\left(W(r) - t\right) \, dr \\
&= m_W(t)
\end{align*}
\]
where we have used the fact that \( \det S = 1 \) for a symplectic transformation.

Hence, all Gaussian pure states have a Wigner function that is level-equivalent to \( W_0 \), making them all equivalent to \( W_0 \) from the point of view of majorization, namely
\[
W_0 \equiv W, \quad \forall W \in \mathcal{W}^\text{pure}_+.
\] (21)

With this in mind, our main conjecture can be restated as follows:
\[
W_0 \succ W, \quad \forall W \in \mathcal{W}_+.
\] (22)
This expresses that, in the sense of majorization theory, the most fundamental (Wigner-positive) state is the vacuum state, i.e., the ground state of the Hamiltonian of the harmonic oscillator. Note that conjecture (22) goes beyond the scope of quantum optical states and applies to the phase space associated with any canonical pair \((x, p)\). Furthermore, it is unrelated to the Hamiltonian of the system: the (positive) Wigner function of any state of the system must always be majorized by function (18). As discussed in Sec. 4, function (18) can therefore be associated with the lowest-uncertainty state, even if it entails the lowest energy for the harmonic oscillator only.

**Restricted proof**

In this Section, we make a first step towards solving conjecture (22) by considering a particular subset of Wigner-positive states, namely phase-invariant states that are restricted to two photons at most,
\[
\rho = (1 - p_1 - p_2) |0\rangle \langle 0| + p_1 |1\rangle \langle 1| + p_2 |2\rangle \langle 2|,
\] (23)
where \( p_1, p_2 \geq 0 \) and \( p_1 + p_2 \leq 1 \). These states form a convex set given by the area whose outer boundaries are the \( p_1 \)-axis, the \( p_2 \)-axis and the line satisfying \( p_1 + p_2 = 1 \) as pictured on Fig. 3. We will prove conjecture (22) for the set of Wigner-positive states of the form (23), denoted as \( \mathcal{W}_+^\text{restr} \), which has previously been studied in [26, 28]. It is obvious to see that \( \mathcal{W}_+^\text{restr} \) forms a convex set as well since any convex mixture of Wigner-positive states is Wigner-positive, but the boundary of this set is nonetheless non trivial, see Fig. 3. At the same time, this set is simple enough to enable a fully analytical proof of the conjecture (22).

As shown in [26], the boundary of the set \( \mathcal{W}_+^\text{restr} \) comprises the extremal states \( \rho_a, \rho_b, \rho_c \) and \( \rho_d \), represented by the corresponding letters in Fig. 3, as well as the segment of an ellipse connecting \( \rho_c \) to \( \rho_d \). Thus, any state in \( \mathcal{W}_+^\text{restr} \) can be written as a convex mixture of these extremal states.
Note that \( \rho_a = |0 \rangle \langle 0 | \), which lies at the origin in Fig. 3, is simply the vacuum state which will be proven to majorize every other state. The expressions of the Wigner functions of the first four extremal states (as a function of the parameter \( r \)) read as follows [26]:

\[
\begin{align*}
W_a(r) &= W_0(r) = \frac{1}{\pi} \exp \left( -r^2 \right), \\
W_b(r) &= \frac{1}{\pi} \exp \left( -r^2 \right) r^2, \\
W_c(r) &= \frac{1}{\pi} \exp \left( -r^2 \right) (r^2 - 1)^2, \\
W_d(r) &= \frac{1}{\pi} \exp \left( -r^2 \right) \frac{1}{2} r^4.
\end{align*}
\] (24)

In addition to these, there is a continuum of extremal states located on the segment of an ellipse connecting point \( c \) to point \( d \) in Fig. 3. Using a parameter \( t \in [0, 1] \), the Wigner function of these states can be parametrized as follows [26]:

\[
V_t(r) = \frac{t + 1}{2\pi} \exp \left( -r^2 \right) \left( r^2 - 1 + \sqrt{\frac{1 - t}{1 + t}} \right)^2.
\] (25)

Note that for \( t = 0 \), \( V_t \) coincides with \( W_d \), while for \( t = 1 \), it coincides with \( W_c \).

We are now going to prove that Eq. (22) holds for all states contained in the convex set \( W^\text{restr} + \). To do so, it is sufficient to prove that the Wigner functions of all the extremal states are majorized by the Wigner function of the vacuum \( W_0 \). As a consequence of Eq. (10), this will indeed automatically imply that the same majorization relation holds for all convex mixtures of extremal states, hence for all states in \( W^\text{restr} + \). In order to prove our result, we begin by showing that a majorization relation on radial functions in \( \mathbb{R}^n \) (here, we only need \( n = 2 \)) is equivalent to a majorization relation on specific functions defined on the non-negative real line. This is the content of the following lemma, which we prove in Appendix A.1.

**Lemma 1.** If \( f \) and \( g \) are two \( n \)-dimensional radial distributions defined on \( \mathbb{R}^n \) such that \( f(r) = f_R(\|r\|) \) and \( g(r) = g_R(\|r\|) \) with \( f_R \) and \( g_R \) defined on \( \mathbb{R}_+ \), then \( f \succeq g \) is equivalent to \( \tilde{f} \succeq \tilde{g} \), where \( \tilde{f} \) and \( \tilde{g} \) are one-dimensional distributions defined on \( \mathbb{R}_+ \) as \( \tilde{f}(x) = f_R(\sqrt{x}) \) and \( \tilde{g}(x) = g_R(\sqrt{x}) \).

Lemma 1 implies that a majorization relation between any two Wigner functions picked from \( W_0, W_b, W_c, W_d \) and \( V_t \) is equivalent to a majorization relation between the corresponding one-dimensional functions picked from \( f_0, f_b, f_c, f_d, \) and \( g_t \), which are defined on \( \mathbb{R}_+ \) as

\[
\begin{align*}
f_0(x) &= \exp (-x), \\
f_b(x) &= \exp (-x) x, \\
f_c(x) &= \exp (-x) (x - 1)^2, \\
f_d(x) &= \exp (-x) \frac{1}{2} x^2, \\
g_t(x) &= \exp (-x) \frac{1}{2} (t + 1) \left( x - 1 + \sqrt{\frac{1 - t}{1 + t}} \right)^2.
\end{align*}
\] (26)

Thus, we need to prove now that \( f_0 \) majorizes \( f_b, f_c, f_d, \) and \( g_t \). Our proof relies on the following lemma, which we prove in Appendix A.2 for completeness, as we could not find it in the literature.

**Lemma 2.** Consider two probability distributions \( f \) and \( g \) defined on the same domain \( \mathcal{A} \). If there exists a collection of level-equivalent distributions \( f^{(\alpha)} \) on \( \mathcal{A} \) depending on the parameter \( \alpha \in \Omega \) with \( f^{(\alpha)} \equiv f \) for all \( \alpha \) such that

\[
g(r) = \int_\Omega f^{(\alpha)}(r) \, dk(\alpha), \quad \forall r \in \mathcal{A},
\] (28)

where \( k : \Omega \rightarrow \mathbb{R}_+ \) is a probability measure on \( \Omega \), then \( f \succeq g \).

Lemma 2 enables us to prove that \( f \succeq g \) provided that we can build \( g \) as some convex mixture of distributions that are level-equivalent to \( f \). Note that it is very similar in its spirit to the characterization of discrete majorization in terms of convex mixtures of permutations [2]. However, while the latter gives a necessary and sufficient condition, Lemma 2 only provides a sufficient condition for majorization. Although it is unknown, to our knowledge, whether it could be promoted to an equivalence (similarly to Proposition 3), a sufficient condition is all we need to prove the results of our paper.

**Case of \( f_b \) and \( f_d \)**

Let us first prove that \( f_0 \) majorizes \( f_b \) and \( f_d \). In order to make use of Lemma 2, we are going to build an appropriate collection of level-equivalent functions to \( f_0 \). One simple way to generate level-equivalent functions is simply by...
shifting the original function to the right. Starting from \( f_0 \), we define the functions \( f_0^{(\alpha)} \) labelled by the non-negative shift parameter \( \alpha \) as

\[
f_0^{(\alpha)}(x) = \exp(-x + \alpha) \Theta(x - \alpha),
\]

where \( \Theta(z) \) represents the Heaviside step function. We obviously have that \( f_0^{(\alpha)} \equiv f_0 \) for all \( \alpha \geq 0 \). Now, define the probability densities 
\( k_b(\alpha) = \exp(-\alpha) \) and 
\( k_d(\alpha) = \alpha \exp(-\alpha) \), with 
\( \alpha \in \mathbb{R}_+ \). It is trivial to verify that 
\( k_b(d)(\alpha) \geq 0 \) for all \( \alpha \in \mathbb{R}_+ \) and 
\( \int k_b(d)(\alpha) \, d\alpha = 1 \). Furthermore, it can easily be shown that

\[
f_b(d)(x) = \int_0^\infty k_b(d)(\alpha) f_0^{(\alpha)}(x) \, d\alpha.
\]

Lemma 2 then directly implies that \( f_0 \succ f_b \) and \( f_0 \succ f_d \), where we have used the probability measure \( k_b(d) \) over \( \Omega = \mathbb{R}_+ \).

Case of \( f_c \) and \( g_t \)

The same method is not directly applicable to prove that \( f_0 \) majorizes \( f_c \) and \( g_t \) because the latter functions are non-zero at the origin. The trick, however, is to exploit the fact that \( f_c \) looks like a rescaled version of \( f_d \) in the domain \([1, \infty)\). We can then “split” \( f_c \) into two parts and prove the majorization relation separately for each part. This is possible as a consequence of the following lemma, which we prove in Appendix A.3.

**Lemma 3.** Consider four functions \( f_1 \), \( f_2 \), \( g_1 \), and \( g_2 \) defined on the same domain \( \mathcal{A} \) and such that \( f_1 \) and \( f_2 \) do not both take non-zero values in the same element of \( \mathcal{A} \), and similarly \( g_1 \) and \( g_2 \) do not both take non-zero values in the same element of \( \mathcal{A} \). If the functions satisfy \( f_1 \succ g_1 \) and \( f_2 \succ g_2 \), then \( (f_1 + f_2) \succ (g_1 + g_2) \).

In light of Lemma 3, define the two functions \( f_c^- \) and \( f_c^+ \) on \( \mathbb{R}_+ \) as

\[
f_c^-(x) = \begin{cases} f_c(x), & \text{for } 0 \leq x \leq 1, \\ 0, & \text{else}, \end{cases}
\]

and

\[
f_c^+(x) = \begin{cases} 0, & \text{for } 0 \leq x \leq 1, \\ f_c(x), & \text{else}. \end{cases}
\]

Obviously, we have \( f_c^- + f_c^+ = f_c \). In order to prove that \( f_0 \succ f_c \) by using Lemma 3, we also need to “split” \( f_0 \) into two parts \( f_0^- \) and \( f_0^+ \) such that \( f_0^- + f_0^+ = f_0 \). Moreover, in order to be able to apply majorization on each part, \( f_0^- \) must have the same normalization as \( f_c^- \), and similarly for \( f_0^+ \) and \( f_c^+ \). Define \( x^* = 1 - \ln 2 \), and note that

\[
\begin{align*}
\int_0^1 f_c(x) \, dx &= \int_0^{x^*} f_0(x) \, dx, \\
\int_0^\infty f_c(x) \, dx &= \int_0^{x^*} f_0(x) \, dx. 
\end{align*}
\]

With this in mind, the functions \( f_0^- \) and \( f_0^+ \) on \( \mathbb{R}_+ \) are

\[
f_0^-(x) = \begin{cases} f_0(x), & \text{for } 0 \leq x \leq x^*, \\ 0, & \text{else}, \end{cases}
\]

and

\[
f_0^+(x) = \begin{cases} 0, & \text{for } 0 \leq x \leq x^*, \\ f_0(x), & \text{else}. \end{cases}
\]

It follows from (33) that \( f_c^- \) and \( f_0^- \) have the same normalization (and similarly for \( f_c^+ \) and \( f_0^+ \)). The distributions \( f_0^- \), \( f_0^+ \), \( f_c^- \), and \( f_c^+ \) are represented in Fig. 4.

The last step now is to prove that \( f_0^- \succ f_c^- \) as well as \( f_0^+ \succ f_c^+ \). Starting with the latter,
relation, we define the two functions \( \tilde{f}_0^+ \) and \( \tilde{f}_c^+ \) on \( \mathbb{R}_+ \) by respectively shifting to the left \( f_0^+ \) by an amount \( x^\ast \) and \( f_c^+ \) by 1, namely
\[
\tilde{f}_0^+(x) = f_0^+ (x + 1 - \ln 2) = 2 \exp(-1) \exp(-x),
\]
and
\[
\tilde{f}_c^+(x) = f_c^+ (x + 1) = \exp(-1) \exp(-x)x^2.
\]
Note that \( \tilde{f}_0^+ (x) \) and \( \tilde{f}_c^+ (x) \) are proportional to \( f_0^0 (x) \) and \( f_0^d (x) \), respectively, with the same proportionality factor of \( 2 \exp(-1) \). Since we have already shown that \( f_0^0 \succ f_0^d \), it follows that \( \tilde{f}_0^+ \succ \tilde{f}_c^+ \), which is equivalent to \( f_0^0 \succ f_c^+ \) since \( \tilde{f}_0^0 = f_0^0^\dagger \) and \( \tilde{f}_c^+ = f_c^+ \dagger \).

In order to prove that \( f_0^0 \succ f_c^+ \), we note that \( f_0^0 \) and \( f_c^+ \) are both monotonically decreasing functions, so they coincide with their decreasing rearrangements, namely \( f_0^0 = (f_0^0)^\dagger \) and \( f_c^+ = (f_c^+)^\dagger \). Therefore, their cumulative integrals are simply given by
\[
S_{f_0^0}(s) = \int_0^s f_0^0(x) \, dx \quad \text{and} \quad S_{f_c^+}(s) = \int_0^s f_c^+(x) \, dx.
\]

In order to prove the majorization relation, we will now show that \( S_{f_0^0}(s) \geq S_{f_c^+}(s) \) for all \( s \in \mathbb{R}_+ \). Since \( f_0^0 \) and \( f_c^+ \) are both monotonically decreasing functions, since \( f_0^0(x) = 0 \) for all \( x \geq x^\ast \), and since \( x^\ast < 1 \), it is sufficient to show that \( f_0^0(x) \geq f_c^+(x) \) for all \( x \in [0,x^\ast] \). Indeed, the ratio \( f_c^+(x)/f_0^0(x) = (x - 1)^2 \leq 1 \) for \( x \in [0,x^\ast] \).

Using Definition 3 of a majorization relation, we get \( f_0^0 \succ f_c^+ \). From Lemma 3, we conclude that \( f_0^0 \succ f_c^+ \).

Finally, the same “splitting” technique can be used to prove that \( f_0 \succ g_t \) for all values of \( t \in [0,1] \), which of course includes \( f_0 \succ f_d \) and \( f_0 \succ f_c \) as limiting cases for \( t = 0 \) and 1, respectively. We point the interested reader to Appendix B for such a proof. In summary, we have thus shown that all functions (i.e., \( f_b, f_c, f_a \) and \( g_t \) for all \( t \in [0,1] \)) are majorized by \( f_0 \). Using Lemma 1, this translates into the fact that the Wigner functions of all extremal states (i.e., \( W_b, W_c, W_d, \) and \( V_t \) for all \( t \in [0,1] \)) are majorized by \( W_0 \). Hence, any convex mixture of these extremal Wigner functions is also majorized by \( W_0 \) as a consequence of Eq. (10). This concludes the proof of Eq. (22) for all Wigner-positive states in \( W_{\ast} \).

4 Discussion and conclusion

In the present work, we have shown that continuous majorization theory proves to be an elegant and powerful tool for exploring the information-theoretic properties of Wigner functions representing quantum states in phase space. While it only applies to states admitting a positive Wigner function, continuous majorization should nevertheless pave the way to the proof of various entropic inequalities of interest in quantum physics. This is so because, as explained in Sec. 2, a continuous majorization relation implies an infinite set of entropic inequalities for the Wigner functions involved.

For instance, an interesting application concerns the entropic uncertainty relation due to Białynicki-Birula and Mycielski [44], which can be viewed as the entropic counterpart of the Heisenberg uncertainty relation \( \sigma_x \sigma_p \geq 1/2 \), where \( \sigma_x \) and \( \sigma_p \) denote the standard deviation of the \( x \)-distribution \( \rho_x \) and \( p \)-distribution \( \rho_p \) of a quantum state. The entropic uncertainty relation reads \( h(\rho_x) + h(\rho_p) \geq \ln \pi + 1 \), where the right-hand side is simply the Shannon (differential) entropy of the Wigner function of the vacuum, which is also equal to the sum of the entropies of its marginals. This inequality is, however, not fully satisfying as it is not saturated for all Gaussian pure states [23]. For Wigner-positive states, the bound on the Wigner entropy \( h(W) \geq h(W_0) = \ln \pi + 1 \) has been conjectured — and proven in some cases — in [26]. Since \( h(W) = h(\rho_x) + h(\rho_p) - I(W) \), where \( I(W) \geq 0 \) is the mutual information between \( x \) and \( p \), this bound on the Wigner entropy yields a stronger entropic uncertainty relation in the presence of \( x \)-\( p \) correlations. Remarkably, our conjecture (22) that \( W_0 \succ W \) for all Wigner-positive states in \( W_{\ast} \) then immediately implies this strong bound on the Wigner entropy \(^1\). It actually also implies similar bounds on all Rényi entropies \( h_\alpha(W) \) as well as on all concave functionals \( \phi(W) \) as determined by the bound \( h(W) \geq h(W_0) \) was proven in [26] for a subset of Wigner-positive states that are called passive states, which are especially relevant in quantum thermodynamics. In the restricted case of states with two photons at most, this corresponds to some triangle included in the blue region of Fig. 3, see [26] for more details. In contrast, we have proven here that \( W_0 \succ W \) which immediately implies \( h(W) \geq h(W_0) \) for all states in the blue region.

\(^1\)The bound \( h(W) \geq h(W_0) \) was proven in [26] for a subset of Wigner-positive states that are called passive states, which are especially relevant in quantum thermodynamics. In the restricted case of states with two photons at most, this corresponds to some triangle included in the blue region of Fig. 3, see [26] for more details. In contrast, we have proven here that \( W_0 \succ W \) which immediately implies \( h(W) \geq h(W_0) \) for all states in the blue region.
defined in Eq. (5). This clearly illustrates how majorization theory can serve as an efficient tool towards the strengthening of entropic uncertainty relations.

In this paper, we have proven the fundamental majorization relation $W_0 \succ W$ restricted to states in the set $\mathcal{W}_+^{\text{rest}}$ of phase-invariant states with two photons at most. We believe the same techniques laid out here could be exploited to prove our majorization relation for all states in $\mathcal{W}_+$. We choose, however, to leave this investigation for future work but we provide numerical evidences supporting our conjecture. In Figure 5, we plot the cumulative integral of the Wigner function $W_0$ and compare it with the cumulative integrals of the Wigner functions $W$ of some randomly chosen (hence, non-Gaussian) Wigner-positive states. We see that $S_{W_0}(s) \geq S_W(s)$ for all $s \geq 0$, which confirms that $W_0 \succ W$ in view of Definition 3. In Figure 6, we show that the Rényi entropy $h_\alpha$ of the Wigner function $W_0$ is smaller, for several values of the parameter $\alpha$, than its value for the same Wigner functions $W$. This is again consistent with $W_0 \succ W$ in view of Definition 4 and the fact that $h_\alpha$ is Schur-concave. The interested reader can find the details on our numerical method in Appendix C.

Interestingly, our conjecture (22) bears some resemblance with the so-called generalized Wehrl’s conjecture [45]. It has indeed been proven by Lieb and Solovej [46, 47] that any concave function of the Husimi Q-function of a state is lower bounded by the same function applied to the Husimi Q-function of the vacuum state (or any coherent state). This is actually equivalent to stating that the Husimi function of the vacuum majorizes the Husimi function of any other state. Intriguingly, this is not proved in [47] with continuous majorization, but using discrete majorization for finite-dimensional spin-coherent states followed by some limiting argument. Following the same line of thought as in [26], our conjecture (22) actually implies the generalized Wehrl’s conjecture (since any Husimi function is also the Wigner function of another physical state) but the converse is not true as it is easy to produce positive Wigner functions that do not coincide with the Husimi function of a physical state.

Beyond proving our majorization relation (22), the next step would of course be to extend it to all Wigner-positive states in arbitrary dimensions. We conjecture that any $N$-mode Wigner-positive state has a Wigner function that is majorized by that of any $N$-mode pure Gaussian state. A more challenging direction of research would then be to account for partly negative Wigner functions. One way of doing so could be to apply a majorization relation to a carefully chosen non-negative distribution that characterizes any Wigner function. Another way could be to extend the notion of majorization to partly negative functions defined on $\mathbb{R}^n$ (this is known to be possible for functions defined on a finite domain [2]), which would imply proper inequalities involving the entropies of the marginal of any Wigner function. However, we do not expect a straightforward extension of our majorization conjecture to exist for Wigner-negative states. Indeed, consider the negative volume of a Wigner function defined as $\text{Vol}_-(W) = \int \int [W(x,p)]_- \ dx \ dp$. It is easily seen that the function $\varphi(x) = -[x]_- = -\min(x,0)$ is convex, so that $\text{Vol}_-(\cdot)$ is Schur-convex. As a consequence, we understand that any Wigner function with non-zero negative volume cannot be majorized by a Wigner function with zero negative volume, such as the one of a Gaussian pure state. Overall, we anticipate that...
A Proofs of some majorization lemmas

A.1 Proof of Lemma 1

Using polar coordinates, we have that \( f \succ g \) is equivalent to the following condition:
\[
\int_0^\infty [f_R(r) - t]_+ r^{n-1} \, dr \geq \int_0^\infty [g_R(r) - t]_+ r^{n-1} \, dr.
\]
(39)

Introducing the change of variables \( x = r^n \), we rewrite the above inequality as
\[
\int_0^\infty [f_R (\sqrt[n]{x}) - t]_+ \, dx \geq \int_0^\infty [g_R (\sqrt[n]{x}) - t]_+ \, dx.
\]
(40)

Defining \( \bar{f}(x) = f_R (\sqrt[n]{x}) \) and \( \bar{g}(x) = g_R (\sqrt[n]{x}) \), it follows that \( \bar{f} \succ \bar{g} \) is equivalent to \( f \succ g \).

A.2 Proof of Lemma 2

Since the function \( \gamma_t(z) = [z - t]_+ \) is convex, we can exploit Jensen’s inequality to get
\[
\gamma_t (g (r)) \leq \int_{\Omega} \gamma_t (f^{(\alpha)} (r)) \, dk(\alpha).
\]
(41)

Integrating both terms over the domain \( \mathcal{A} \) then leads to
\[
\int_{\mathcal{A}} \gamma_t (g (r)) \, dr \leq \int_{\Omega} \int_{\mathcal{A}} \gamma_t (f^{(\alpha)} (r)) \, dr \, dk(\alpha).
\]
(42)

Since \( f \) and \( f^{(\alpha)} \) are level-equivalent, we have that
\[
\int_{\mathcal{A}} \gamma_t (f^{(\alpha)} (r)) \, dr = \int_{\mathcal{A}} \gamma_t (f (r)) \, dr.
\]
(43)

The integral over \( k(\alpha) \) reduces to 1 since it is a probability measure. Writing \( \gamma_t \) explicitly, we end up with
\[
\int [f (r) - t]_+ \, dr \geq \int [g (r) - t]_+ \, dr,
\]
(44)

which proves the Lemma.

A.3 Proof of Lemma 3

From the fact that for each \( r \), either \( f_1 (r) \) or \( f_2 (r) \) is equal to zero, it follows that:
\[
[f_1 (r) - t]_+ + [f_2 (r) - t]_+ = [f_1 (r) + f_2 (r) - t]_+.
\]
(45)
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since $t \geq 0$. The same applies to $g_1$ and $g_2$. Let $f = f_1 + f_2$ and $g = g_1 + g_2$. We have:

$$
\int [f(r) - t]_+ \, dr \\
= \int [f_1(r) + f_2(r) - t]_+ \, dr \\
= \int [f_1(r) - t]_+ \, dr + \int [f_2(r) - t]_+ \, dr \\
\geq \int [g_1(r) - t]_+ \, dr + \int [g_2(r) - t]_+ \, dr \\
= \int [g_1(r) + g_2(r) - t]_+ \, dr \\
= \int [g(r) - t]_+ \, dr,
$$

(46)

where the inequality follows from $f_1 \succ g_1$ and $f_2 \succ g_2$.

**B Proof of the majorization relation for the states located on the ellipse**

In this Appendix, we prove that the Wigner functions of the extremal Wigner-positive states located on the ellipse represented in Fig. 3 are majorized by the Wigner function of the vacuum state, by showing that $f_0 \succ g_0$ for all $t$ such that $0 \leq t \leq 1$. Note that the proof is very similar to the proof of $f_0 \succ f_c$. The function $g_0(x)$ defined in Eq. (27) has one zero at $x = a_t$, where

$$
a_t = 1 - \sqrt{\frac{1 - t}{1 + t}}.
$$

(47)

We “split” $g_t$ in two different functions $g_t^-$ and $g_t^+$ from either sides of $a_t$:

$$
g_t^-(x) = \begin{cases} 
    g_t(x), & \text{for } 0 \leq x \leq a_t, \\
    0, & \text{else},
\end{cases}
$$

(48)

$$
g_t^+(x) = \begin{cases} 
    0, & \text{for } 0 \leq x \leq a_t, \\
    g_t(x), & \text{else},
\end{cases}
$$

(49)

If we shift $g_0^+$ from $a_t$ towards the origin, we have a distribution that is proportional to $\exp(-x)x^2/2$, which we know is majorized by $f_0(x) = \exp(-x)$ from our previous result. The idea now is to split $f_0$ in two different functions with the same normalization as $g_t^-$ and $g_t^+$. Define $b_t$ as

$$
b_t = 1 - \ln(1 + t) - \sqrt{\frac{1 - t}{1 + t}}.
$$

(50)

It satisfies

$$
\int_{a_t}^{b_t} g_t(x) \, dx = \int_{0}^{b_t} f_0(x) \, dx,
$$

$$
\int_{a_t}^{\infty} g_t(x) \, dx = \int_{b_t}^{\infty} f_0(x) \, dx.
$$

(51)

We now “split” $f_0$ from either side of $x = b_t$, and define $f_0^-$ and $f_0^+$ as:

$$
f_0^-(x) = \begin{cases} 
    f_0(x), & \text{for } 0 \leq x \leq b_t, \\
    0, & \text{else},
\end{cases}
$$

(52)

$$
f_0^+(x) = \begin{cases} 
    0, & \text{for } 0 \leq x \leq b_t, \\
    f_0(x), & \text{else}.
\end{cases}
$$

(53)

We are now going to prove that $f_0^- \succ g_t^-$ and $f_0^+ \succ g_t^+$. Let us shift $g_t^+$ and $f_0^+$ towards the origin respectively from $a_t$ and $b_t$. We end up with the functions:

$$
\tilde{g}_t^+(x) = g_t^+(x + a_t) \\
= (t + 1) \exp \left( \frac{1 - t}{1 + t} \right) \exp(-x) \frac{1}{2} x^2,
$$

(54)

and

$$
\tilde{f}_0^+(x) = f_0^+(x + b_t) \\
= (t + 1) \exp \left( \frac{1 - t}{1 + t} \right) \exp(-x).
$$

(55)

$\tilde{f}_0^-(x)$ and $\tilde{g}_t^+(x)$ are respectively proportional to $\exp(-x) x^2/2$ and $\exp(-x) x^2/2$, with the same proportionality factor. Since we have already shown that $\exp(-x) \succ \exp(-x) x^2/2$, it follows that $\tilde{f}_0^- \succ \tilde{g}_t^+$. Since $\tilde{f}_0^+$ and $\tilde{g}_t^+$ are level-equivalent to respectively $f_0^+$ and $g_t^+$, we then have $f_0^+ \succ g_t^+$.

We now turn to $\tilde{f}_0^- \succ \tilde{g}_t^-$. They are both monotonically decreasing, making them decreasing rearrangements. Therefore their cumulative integrals are given by:

$$
S_{f_0^-}(s) = \int_{0}^{s} f_0^-(x) \, dx \\
S_{g_t^-}(s) = \int_{0}^{s} g_t^-(x) \, dx.
$$

(56)

We will now show that $S_{f_0^-}(s) \succeq S_{g_t^-}(s)$ for all $s \in \mathbb{R}_+$. Since $f_0^-$ and $g_t^-$ are both monotonically decreasing and $f_0^-(x) = 0$ for all $x > b_t$ coupled with the fact that $b_t < a_t$, it is sufficient to show that $f_0^-(x) \succeq g_t^-(x)$ for all $x \in [0, b_t]$. To prove
this, note that the ratio $g_t(x)/f_0(x)$ is less than 1 for $x \in [0, b_t]$:

$$\frac{g_t(x)}{f_0(x)} = \frac{t + 1}{2} \left( x - 1 + \frac{1 - t}{1 + t} \right) \leq 1,$$  

(57)

which follows from the fact that $x \leq b_t \leq 1$ and $0 \leq t \leq 1$. Using Definition 3 of a majorization relation, we conclude that $f_0 \geq g_t$. From Lemma 3, we finally end up with $f_0 \geq g_t$.

C Numerical exploration of the majorization conjecture

In this Appendix, we present our numerical results supporting conjecture (22), namely that the Wigner function of the vacuum majorizes any non-negative Wigner function. We begin by describing how we uniformly sample the set of Wigner-positive states in a truncated Fock basis. We then give some details on how we numerically check a majorization relation between two Wigner functions. Finally, we exhibit additional plots illustrating the validity of the conjecture.

C.1 Truncated Fock basis

The basis of Fock states can be used to decompose any quantum state described by a density operator $\hat{\rho}$:

$$\hat{\rho} = \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \rho_{kl} |k\rangle \langle l|,$$  

(58)

where $\{|k\rangle\}_{k \in \mathbb{N}_0}$ represents the Fock basis. Since the matrix $\rho$ represents a physical quantum state, it is a trace-one, Hermitian, and positive semi-definite matrix. One can compute the Weyl transform of every operator $|k\rangle \langle l|$, which we denote as $W_{kl}$, as follows:

$$W_{kl}(x, p) = \frac{1}{\pi} \int \exp(2ipy) \psi_k^*(x + y) \psi_l(x - y) \, dy.$$  

(59)

Using the explicit form of the wave functions $\psi_k$ of Fock states, Eq. (59) takes the following closed form [48]:

$$W_{kl}(x, p) = \frac{(-1)^k}{\pi} \left( \sqrt{2} (x + ip) \right)^{k-l} \times L_l^{(k-l)}(2x^2 + 2p^2) \exp(-x^2 - p^2),$$  

(60)

where $L_l^{(\alpha)}$ is the generalized Laguerre polynomial. Note that we have assumed $k \geq l$ in the above expression. The case $k < l$ is easily deduced from the relation $W_{lk} = W_{kl}^\ast$.

From this, we can express the Wigner function of a quantum state described by a density operator $\hat{\rho}$ as

$$W(x, p) = \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \rho_{kl} W_{kl}(x, p).$$  

(61)

Note that $W_{kl}$ takes in general complex values. However, since $W_{lk} = W_{kl}^\ast$, the total Wigner function is real-valued. In conclusion, it is straightforward to go from any density matrix $\rho_{kl}$ in the Fock basis to its corresponding Wigner function $W$ by using (61) and (60).

In our simulations, we consider mixtures of superpositions of Fock states up to a given photon number $N$, which are described by density operators in a $M$-dimensional Hilbert space (with $M = N + 1$). In order to uniformly sample the set of density operators, we follow the method described in [49]. We first draw a unitary matrix $U \in \mathbb{C}^{M \times M}$ with matrix elements $u_{ij}$, from which we extract a non-negative normalized vector of eigenvalues $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_M) = (|u_{11}|^2, |u_{12}|^2, \ldots, |u_{1M}|^2)$. We then draw another unitary matrix $V \in \mathbb{C}^{M \times M}$ that we apply to the diagonal matrix defined by $\lambda$:

$$\rho = V \begin{pmatrix} \lambda_1 & & \\ & \ddots & \\ & & \lambda_M \end{pmatrix} V^\dagger.$$  

(62)

Both unitary matrices $U$ and $V$ are randomly drawn according to the Haar measure.

C.2 Discretization

To perform our numerical simulations, we discretize the functions $W_{kl}$ over a square grid. We set the size of the grid as $-L/2 \leq x \leq L/2$ and $-L/2 \leq p \leq L/2$, and we discretize the $x$ and $p$ axes over $n_L$ points that are regularly spaced from $-L/2$ to $L/2$. The parameter $L$ should be chosen in accordance with $N$ (the highest Fock state) such that $\int_{L} W(x, p) \approx 1$. Then, $n_L$ should be chosen such that $n_L \gg L$. In our simulations, we have generally chosen $N = 10$, $L = 12$ and $n_L = 1000$.

Once we have computed the Wigner function $W$ associated with a random quantum state, we
positive states generated according to (62) for $N \in \{0,\ldots,10\}$. For each value of $N$, the cumulative integrals of 5 random Wigner-positive states are plotted. Colors are associated to $N$ as follows: red to $N = 0$, blue to $N = 1$, orange to $N = 2$, green to $N = 3$, purple to $N = 4$, brown to $N = 5$, pink to $N = 6$, gray to $N = 7$, olive to $N = 8$, cyan to $N = 9$, black to $N = 10$. We observe that cumulative integrals are in general smaller for high $N$ than for small $N$. Also, notice that every state satisfies the conjecture since the cumulative integral of vacuum ($N = 0$, red line) is the highest curve.

For simplicity, we introduce the area parameter $a = \pi s^2$ and make the slight abuse of notation to designate by $S_W(a)$ the function $S_W(s = \sqrt{a/\pi})$.

### C.3 Further numerical evidences

Let us first make an observation on the fraction of Wigner-positive states among the set of quantum states. We call $P_N$ the probability to get a Wigner-positive state when randomly sampling the set of density operators containing up to $N$ photons (we use a similar idea to what is done in [49]). As one can see in Figure 7, the probability $P_N$ decreases exponentially as a function of $N$. Consequently, it becomes increasingly difficult to randomly generate Wigner-positive states as we expand the size $N$ of the Fock space. For this reason, we have limited our numerical exploration to $N = 10$. Figure 8 then illustrates the validity of the conjecture for random Wigner-positive states drawn according to the previously described technique up to $N = 10$.
At this point, it is interesting to mention another technique to generate random Wigner-positive states in a deterministic fashion, i.e., with probability 1 that the random state is Wigner-positive. In [26], we highlighted a particular set of Wigner-positive states built with a balanced beam-splitter. Let us consider a state \( \sigma \) built from two single-mode states \( \hat{\rho}_A \) and \( \hat{\rho}_B \) as follows:

\[
\sigma = \text{Tr}_B \left[ \hat{U}_{1/2} \left( \hat{\rho}_A \otimes \hat{\rho}_B \right) \hat{U}_{1/2}^\dagger \right],
\]

where \( \hat{U}_{1/2} \) is the two-mode unitary corresponding to a beam-splitter of transmissivity 1/2. Such a state \( \sigma \) is Wigner-positive for any choice of \( \hat{\rho}_A \) and \( \hat{\rho}_B \) (see [26]). We can thus use Eq. (66) with random \( \hat{\rho}_A \) and \( \hat{\rho}_B \) to generate random states that will be Wigner-positive with certainty. It should be noted, however, that this technique does not span the entire Wigner-positive set since there exist Wigner-positive states that cannot be expressed in the form of (66), see [26].

In (66), notice that if \( \hat{\rho}_A \) and \( \hat{\rho}_B \) are mixed states, \( \sigma \) can be decomposed as a mixture of beam-splitter states built from pure states. To test our conjecture over the set of beam-splitter states, it is thus sufficient to limit our study to \( \hat{\rho}_A, \hat{\rho}_B \) being pure states (see majorization property (10)). Let us consider pure states \( |\psi_i\rangle \) which are finite superpositions of the first Fock states:

\[
|\psi_i\rangle = \sum_{k=0}^{N_i} \frac{\lambda_i^{(k)}}{\sqrt{k!}} |k\rangle
\]

where \( i \in \{A, B\} \). With \( |\psi_A\rangle \) and \( |\psi_B\rangle \) containing respectively up to \( N_A \) and \( N_B \) photons, the state \( \sigma \) belongs to the span of Fock states up to \( N = N_A + N_B \). We have tested the conjecture for various choices of \( (N_A, N_B) \) such that \( N_A + N_B \leq 10 \), and have found that each instance satisfies the conjecture. This is illustrated in Figure 9.

References

[1] G. H. Hardy, J. E. Littlewood, and G. Pólya, “Inequalities,” Cambridge University Press, 1934.

[2] A. W. Marshall, I. Olkin, and B. C. Arnold, “Inequalities: Theory of Majorization and its Applications,”, vol. 143. Springer, second ed., 2011.

[3] T. Ando, “Majorization, doubly stochastic matrices, and comparison of eigenvalues,” Linear Algebra Appl. 118, 163–248 (1989).

[4] K. Mosler, “Majorization in economic disparity measures,” Linear Algebra and its Applications 199, 91–114 (1994).

[5] T. van Erven and P. Harremoës, “Rényi divergence and majorization,” in 2010 IEEE International Symposium on Information Theory, pp. 1335–1339, IEEE. 2010.

[6] M. A. Alhejji and G. Smith, “A Tight Uniform Continuity Bound for Equivocation,” in 2020 IEEE International Symposium on Information Theory (ISIT), pp. 2270–2274. 2020.

[7] M. G. Jabbour and N. Datta, “A Tight Uniform Continuity Bound for the Arimoto-Rényi Conditional Entropy and its Extension to Classical-Quantum States,” IEEE Transactions on Information Theory 68, 2169–2181 (2022).

[8] A. Horn, “Doubly Stochastic Matrices and the Diagonal of a Rotation Matrix,”

Figure 9: Cumulative integral \( S_W(\alpha) \) of random (Wigner-positive) beam-splitter states generated according to (66). We choose the inputs of the beam-splitter \( \hat{\rho}_A \) and \( \hat{\rho}_B \) to be pure states in the form of (67), with respectively up to \( N_A \) and \( N_B \) photons. Each blue line corresponds to a random instance of beam-splitter state for some \( N_A \) and \( N_B \) such that \( N_A + N_B \leq 10 \). The red line is the cumulative integral for the vacuum state; it is greater than any blue line as expected from our conjecture.
American Journal of Mathematics 76, 620–630 (1954).

[9] M. A. Nielsen, “Conditions for a Class of Entanglement Transformations,” Physical Review Letters 83, 436 (1999).

[10] M. A. Nielsen and G. Vidal, “Majorization and the interconversion of bipartite states,” Quantum Information and Computation 1, 76–93 (2001).

[11] M. A. Nielsen and J. Kempe, “Separable States Are More Disordered Globally than Locally,” Physical Review Letters 86, 5184–5187 (2001).

[12] T. Hiroshima, “Majorization Criterion for Distillability of a Bipartite Quantum State,” Physical Review Letters 91, 057902 (2003).

[13] Z. Puchała, L. Rudnicki, and K. Życzkowski, “Majorization entropic uncertainty relations,” Journal of Physics A: Mathematical and Theoretical 46, 272002 (2013).

[14] L. Rudnicki, Z. Puchała, and K. Życzkowski, “Strong majorization entropic uncertainty relations,” Physical Review A 89, 052115 (2014).

[15] L. Rudnicki, “Majorization approach to entropic uncertainty relations for coarse-grained observables,” Physical Review A 91, 032123 (2015).

[16] F. Brandão, M. Horodecki, N. Ng, J. Oppenheim, and S. Wehner, “The second laws of quantum thermodynamics,” Proceedings of the National Academy of Sciences 112, 3275–3279 (2015).

[17] R. García-Patrón, C. Navarrete-Benlloch, S. Lloyd, J. H. Shapiro, and N. J. Cerf, “Majorization Theory Approach to the Gaussian Channel Minimum Entropy Conjecture,” Physical Review Letters 108, 110505 (2012).

[18] C. N. Gagatsos, O. Oreshkov, and N. J. Cerf, “Majorization relations and entanglement generation in a beam splitter,” Physical Review A 87, 042307 (2013).

[19] G. De Palma, D. Trevisan, and V. Giovannetti, “Passive States Optimize the Output of Bosonic Gaussian Quantum Channels,” IEEE Transactions on Information Theory 62, 2895–2906 (2016).

[20] M. G. Jabbour, R. García-Patrón, and N. J. Cerf, “Majorization preservation of Gaussian bosonic channels,” New Journal of Physics 18, 073047 (2016).

[21] M. G. Jabbour and N. J. Cerf, “Fock majorization in bosonic quantum channels with a passive environment,” Journal of Physics A: Mathematical and Theoretical 52, 105302 (2019).

[22] U. Leonhardt, “Essential quantum optics: from quantum measurements to black holes,” Cambridge University Press, 2010.

[23] A. Hertz, M. G. Jabbour, and N. J. Cerf, “Entropy-power uncertainty relations: towards a tight inequality for all Gaussian pure states,” Journal of Physics A: Mathematical and Theoretical 50, 385301 (2017).

[24] A. Hertz and N. J. Cerf, “Continuous-variable entropic uncertainty relations,” Journal of Physics A: Mathematical and Theoretical 52, 173001 (2019).

[25] C. Weedbrook, S. Pirandola, R. García-Patrón, N. J. Cerf, T. C. Ralph, J. H. Shapiro, and S. Lloyd, “Gaussian quantum information,” Review of Modern Physics 84, 621–669 (2012).

[26] Z. Van Herstraeten and N. J. Cerf, “Quantum Wigner entropy,” Physical Review A 104, 042211 (2021).

[27] F. J. Narcowich, “Distributions of ℏ-positive type and applications,” Journal of Mathematical Physics 30, 2565–2573 (1989).

[28] T. Bröcker and R. Werner, “Mixed states with positive Wigner functions,” Journal of Mathematical Physics 36, 62–75 (1995).

[29] R. L. Hudson, “When is the Wigner quasi-probability density non-negative?,” Reports on Mathematical Physics 6, 249–252 (1974).

[30] F. Soto and P. Claverie, “When is the Wigner function of multidimensional systems nonnegative?,” Journal of Mathematical Physics 24, 97–100 (1983).

[31] F. J. Narcowich and R. O’Connell, “Necessary and sufficient conditions for a phase-space function to be a Wigner distribution,” Physical Review A 34, 1 (1986).

[32] A. Mandilara, E. Karpov, and N. J. Cerf,
"Extending Hudson’s theorem to mixed quantum states," Physical Review A 79, 062302 (2009).

[33] A. Mandilara, E. Karpov, and N. Cerf, “Gaussianity bounds for quantum mixed states with a positive Wigner function,” in Journal of Physics: Conference Series, vol. 254, p. 012011, IOP Publishing. 2010.

[34] L. Wang and M. Madiman, “Beyond the Entropy Power Inequality, via Rearrangements,” IEEE Transactions on Information Theory 60, 5116–5137 (2014).

[35] G. H. Hardy, J. E. Littlewood, and G. Pólya, “Some simple inequalities satisfied by convex functions,” Messenger of Mathematics 58, 145–152 (1929).

[36] H. Joe, “An ordering of dependence for distribution of k-tuples, with applications to lotto games,” Canadian Journal of Statistics 15, 227–238 (1987).

[37] I. Schur, "Uber eine Klasse von Mittelbildungen mit Anwendungen die Determinanten," Sitzungsberichte der Berliner Mathematischen Gesellschaft 22, 416–427 (1923).

[38] A. W. Roberts and D. E. Varberg, “Convex functions,”. Academic Press New York, 1973.

[39] A. Rényi, “On measures of entropy and information,” in Proceedings of the Fourth Berkeley Symposium on Mathematical Statistics and Probability, Volume 1: Contributions to the Theory of Statistics, vol. 4, pp. 547–562, University of California Press. 1961.

[40] Y. He, A. B. Hamza, and H. Krim, “A generalized divergence measure for robust image registration,” IEEE Transactions on Signal Processing 51, 1211–1220 (2003).

[41] J. V. Ryff, “Orbits of $L^1$-functions under doubly stochastic transformations,” Transactions of the American Mathematical Society 117, 92–100 (1965).

[42] F. Bahrami, S. M. Manjegani, and S. Moein, “Semi-doubly Stochastic Operators and Majorization of Integrable Functions,” Bulletin of the Malaysian Mathematical Sciences Society 44, 693–703 (2021).

[43] S. M. Manjegani and S. Moein, “Majorization and semidoubly stochastic operators on $L^1(X)$,” Journal of Inequalities and Applications 2023, 1–20 (2023).

[44] I. Bialynicki-Birula and J. Mycielski, “Uncertainty relations for information entropy in wave mechanics,” Communications in Mathematical Physics 44, 129–132 (1975).

[45] A. Wehrl, “General properties of entropy,” Reviews of Modern Physics 50, 221 (1978).

[46] E. H. Lieb, “Proof of an entropy conjecture of Wehrl,” in Inequalities, pp. 359–365. Springer, 2002.

[47] E. H. Lieb and J. P. Solovej, “Proof of an entropy conjecture for Bloch coherent spin states and its generalizations,” Acta Mathematica 212, 379 (2014).

[48] J. R. Johansson, P. D. Nation, and F. Nori, “QuTiP: An open-source Python framework for the dynamics of open quantum systems,” Computer Physics Communications 183, 1760–1772 (2012).

[49] K. Życzkowski, P. Horodecki, A. Sanpera, and M. Lewenstein, “Volume of the set of separable states,” Physical Review A 58, 883 (1998).