A Bayesian Time-Varying Autoregressive Model for Improved Short- and Long-Term Prediction

Christoph Berninger\textsuperscript{a}, Almond Stöcker\textsuperscript{b}, David Rügamer\textsuperscript{a}

\textsuperscript{a}Department of Statistics, LMU München
\textsuperscript{b}School of Business and Economics, Humboldt University of Berlin

June 11, 2020

Abstract
Motivated by the application to German interest rates, we propose a time-varying autoregressive model for short and long term prediction of time series that exhibit a temporary non-stationary behavior but are assumed to mean revert in the long run. We use a Bayesian formulation to incorporate prior assumptions on the mean reverting process in the model and thereby regularize predictions in the far future. We use MCMC-based inference by deriving relevant full conditional distributions and employ a Metropolis-Hastings within Gibbs Sampler approach to sample from the posterior (predictive) distribution. In combining data-driven short term predictions with long term distribution assumptions our model is competitive to the existing methods in the short horizon while yielding reasonable predictions in the long run. We apply our model to interest rate data and contrast the forecasting performance to the one of a 2-Additive-Factor Gaussian model as well as to the predictions of a dynamic Nelson-Siegel model.
1. Introduction

To forecast an univariate time series the first model of choice is often a linear model. A very basic example of this model class in the context of time series analysis is the autoregressive model of order 1 (AR(1)), which is defined as follows:

\[ x_t = \alpha + \beta x_{t-1} + \epsilon_t, \]  

where \( x_t \) represents the observed variable at time point \( t \) and \( \alpha \) and \( \beta \) are real valued constants, while \( |\beta| < 1 \) is assumed to ensure stationarity. The innovation process \( \epsilon_t \) can be, e.g., a Gaussian white noise process, i.e., an independent and identically (i.i.d.) normal distributed \( \epsilon_t \sim \mathcal{N}(0, \sigma^2) \) for all time points \( t \in T \).

Linearity is often an excessively strict assumption in practice and many time series exhibit features that can not be captured by a linear model \[14\]. In the last decades a lot of research has been conducted to introduce different types of nonlinear models. A bi-linear model is an example of a nonlinear model, which assumes a nonlinear relationship between the covariates and response variable [see, e.g., \[12, 26\], although not often used in macroeconomic applications \[20\]. A more typical approach is to allow one (or more) parameters of a linear model to change over time. This comprises the regime switching and time-varying parameter models.

The first approaches to regime switching models were conducted by Quandt \[21\], who considered a switching regression model extending a linear regression model by allowing the parameters to switch according to a random variable. Bacon and Watts \[1\] introduced a smooth transition model, which implements a smooth transition from one regime to another without a sudden jump. Goldfeld and Quandt \[11\] introduce the Markov switching regression model and use a discrete latent Markov process to determine the current regime. These models were adapted to time series models by Lim and Tong \[17\] and Chan and Tong \[5\] introducing the threshold autoregressive model (TAR) and the smooth transition autoregressive model (STAR), respectively. Hamilton \[14\] introduced the Markov switching autoregressive model for applications in economics. These are amongst the most famous regime switching models used in macroeconomics and have been investigated thoroughly together with different variants in the literature \[13, 27, 15\]. Lanne and Saikkonen \[16\] used a TAR-model, which only allows regime changes for the constant parameter \( \alpha \) and applied it to strongly autocorrelated time series data.

In contrast to regime switching models, which allow the parameters to take a finite number of states, time-varying parameter models allow one (or more) of the parameters in a linear model to be driven by its own continuous process \[20\]. For example, if the parameter vector \((\alpha, \beta, \sigma^2)\) of the linear AR(1) model becomes a stochastic process, this results in a time-varying autoregressive model.
of order 1 (TV-AR(1))

\[ x_t = \alpha_t + \beta_t x_{t-1} + \epsilon_t \]  

(2)

with \( \epsilon_t \sim N(0, \sigma^2_t) \). Certain distribution assumptions for the underlying stochastic process of the parameter vector \((\alpha_t, \beta_t, \sigma_t)\) are made in practice to complete the TV-AR(1) model specification \[28\]. Similar to the TAR model in Lanne and Saikkonen \[16\] the time variation of the TV-AR(1) model can be restricted to the constant parameter \(\alpha_t\), resulting in a time-varying constant autoregressive model of order 1 (TVC-AR(1)):

\[ x_t = \alpha_t + \beta x_{t-1} + \epsilon_t. \]  

(3)

If \(|\beta| < 1\) and the latent process of \(\alpha_t\) is stationary, the process \(x\) is also stationary. But due to random shifts in the mean reversion level – because of the time-varying constant parameter – realizations of the model can resemble those of a (close to) random walk process, when restricting to a limited time window.

Strong autocorrelation and (close to) random walk behavior of actual stationary time series is the time series feature we will address in this work. Using a linear (near) integrated process to model these time series might not account for characteristics valid according to economic theory. As Lanne and Saikkonen-Lanne and Saikkonen \[16\] point out, an impulse response function would imply a very slow mean reversion inconsistent with properties of many economic variables. Also, the behavior in the very long horizon might be unrealistic. A (near) integrated process, e.g., applied to interest rates or unemployment rates, might lead – due to its large variance – to extreme values in the long run that have been never observed in the past. Furthermore, estimating the model parameters of a near integrated but stationary process might include large estimation errors if the sample size is not sufficiently large.

We therefore consider a nonlinear model, which allows for a time-varying mean reversion level. Specifically, we propose a Bayesian TVC-AR(1) model, which is still stationary but has linear properties similar to an integrated or nearly integrated process due to a stochastic mean reversion level. Furthermore, the Bayesian approach allows us to regularize the long run distribution of the time series without affecting the short-term distributions adversely. The novelty of our approach lies in the proposed Bayesian framework that (1) allows a model with linear properties in accordance with economic theory, (2) with the possibility to regularize the long run distribution by using prior assumptions and (3) if applied, e.g., to interest rates gives improved forecasting performance in the short horizon compared to commonly used linear models in practice. Moreover, we place particular emphasis on the interpretability of the model structure and prior parameters. This allows to include expert knowledge or assumptions in accordance with economic theory about the long run behavior of a time series into the model in a sound mathematical way.
The remainder of this paper is arranged as follows. Section 2 specifies the Bayesian TVC-AR(1), including the derivation of required full conditional posterior distributions and the application of a Metropolis-Hastings within Gibbs sampling routine for statistical inference. In Section 3 we discuss an application of our model to interest rate data and compare the forecasting performance as well as the long run distribution of our nonlinear model with the dynamic Nelson-Siegel model and the Gauss2++ model, which is a standard model in the insurance industry. We conclude with Section 4 and give a brief outlook on potential further research topics.

2. A Bayesian TVC-AR(1) Model for Long Run Regularization

In this Section we introduce the Bayesian TVC-AR(1) (BTVC-AR(1)) model. The model incorporates assumptions about the long-term behavior of the time series and thereby regularizes the process in the long horizon. At the same time, the model is mainly driven by the given data in the short run and thus fosters a good short-term prediction.

2.1. The BTVC-AR(1) Model

The BTVC-AR(1) model is defined as follows:

\[ x_t = \alpha_t + \beta x_{t-1} + \epsilon_t, \]

where \( \beta \) represents the mean reversion speed and \(|\beta| < 1\) to secure stationarity. \( \epsilon_t \) is assumed to be a Gaussian white noise process, i.e., \( \epsilon_t \overset{i.i.d.}{\sim} \mathcal{N}(0, \sigma^2) \). We further specify \( \alpha_t \) as a stationary Gaussian process specified by its unconditional expectation \( \theta := \vartheta \cdot 1 \) and covariance \( \Sigma \), i.e.,

\[ \alpha := (\alpha_1, \alpha_2, ..., \alpha_t) \sim \mathcal{N}(\theta, \Sigma). \]

The Bayesian approach considers the parameters of model (4) as random variables. For the conditional prior distribution of \( \beta \) conditional on \( \sigma^2 \) a truncated normal distribution with lower bound \(-1\) and upper bound \(1\) is assumed as a prior, i.e.,

\[ \beta|\sigma^2 \sim \mathcal{N}(\mu_\beta, \sigma^2 \cdot \sigma_\beta^2, -1, 1), \]

with conditional prior expectation \( \mu_\beta \) and additional multiplicative variance parameter \( \sigma_\beta \). The prior distribution for \( \sigma^2 \) is an inverse gamma distribution with shape and scale parameter, \( a \) and \( b \), respectively,

\[ \sigma^2 \sim \mathcal{IG}(a, b). \]

These two prior distributions are conjugate priors for model (4) if the respective other parameter is known and therefore allow for an analytical derivation of the corresponding full conditional distributions.
Using these priors the defined model can be seen as a Bayesian version of the TVC-AR(1) model. The mean $\theta$ and covariance $\Sigma$ might be assumed fixed or defined as random variables with further attached prior distributions. In the latter case (5) describes the distribution of $\alpha$ conditional on $\theta$ and $\Sigma$. Placing priors on these parameters allows to incorporate assumptions about the long run distribution into the model as further elaborated in Section 2.2.

While this basic model setup is flexible in many ways and particular in terms of its covariance structure assumptions for $\alpha$, further practical insights can be obtained from a more in-depth model characterization. In the following, we will shed light on useful properties of this framework when assuming an AR-covariance structure.

2.2. Arbitrating Between Short and Long Run Distribution

The goal of our work is to propose a new modeling framework, which can regularize the long run distribution of (nearly) integrated time series by keeping a good forecasting performance in the short horizon. Linear models often concentrate on the conditional distribution in the short horizon, but due to the near integration property of the time series this can lead to inappropriate long run distributions. For example, if the AR(1) model is estimated for a time series, which shows a (close to) random walk behavior, the parameter $\beta$ of the model will take a value close to 1. This can lead to a large long run variance given by

$$\sigma^2 \frac{1}{1-\beta^2},$$

potentially yielding unrealistic values in the long run that have never been observed in the past. On the other hand, calibrating $\beta$ to a given long run variance is not straightforward without deteriorating the short run prediction performance. Figure 1 depicts this undesired behavior by showing the long run mean of a linear AR(1) model which is driven by the conditional short run distribution at the expense of an unrealistic long-term distribution.

We address this issue by incorporating a time-varying mean reversion level, which locally preserves the good short term prediction and at the same time regularizes the long run distribution. The current mean reversion level valid in the short run can be different to the long run behavior accounting for the current market situation and therefore improving the short run prediction. We enable the model to stay in a reasonable range in the long run by assuming a stationary process for the time-varying mean reversion level and a stronger mean reversion to this time-varying level than a linear AR(1) model would induce to its constant mean reversion level. Such a behavior can be achieved by introducing a time-varying $\alpha$ parameter into a linear AR(1) model with additional prior assumptions. In particular, this does not change the (weak) stationarity property of the model if the assumed process for $\alpha$ is (weakly)
stationary itself. This can be verified by calculating the unconditional mean, the unconditional variance and the unconditional covariance:

\[
E[x_t] = \frac{\vartheta_1 - \beta}{1 - \beta}
\]

\[
Var[x_t] = \frac{\sigma^2}{(1 - \beta^2)} + \frac{Var(\alpha_t) + 2\beta Cov(\alpha_t, x_{t-1})}{(1 - \beta^2)}
\]

\[
Cov(x_{t-h}, x_t) = \sum_{i=0}^{h} \beta^i Cov(\alpha_{t-i}, x_{t-h}) + \beta^h Var(x_{t-h})
\]

As the \(\alpha\)-process is stationary and

\[
Cov(\alpha_t, x_{t-h}) = \sum_{i=0}^{\infty} \beta^i Cov(\alpha_{t-h-i}, \alpha_{t-h-i})
\]

the BTVC-AR(1) is (weakly) stationary.

The time-varying \(\alpha\) increases the flexibility of our model to account for short and long run distributional properties. As current observations have almost no influence in the very long run, a reasonable way to include information about the long run mean and long run variance in a Bayesian setting is via prior assumptions for \(\alpha\). We will further elaborate this in Section 2.2.1 and 2.2.2. The time-varying \(\alpha\) also increases the flexibility of the model such that the conditional distribution in the short run is consistent with the empirical data, i.e., \(E[x_{t+h}|x_t, x_{t-1}, ...]\) and \(Var[x_{t+h}|x_t, x_{t-1}, ...]\) still reflect the empirical distribution for a short horizon \(h\).

Our BTVC-AR(1) model can therefore produce both, a conditional short term distribution, which roughly corresponds to an unrestricted linear model, and a long run distribution with a reasonable range of values.

2.2.1. The Long Run Mean and Time-Varying Mean Reversion

The mean reversion level in a linear AR(1) model as specified in (1) amounts to

\[
\frac{\alpha}{1 - \beta}
\]

As the mean reversion level stays constant over time it is also the long run mean of the model. In contrast, the mean reversion level in the BTVC-AR(1) model changes over time and is given by

\[
\frac{\alpha_t}{1 - \beta}
\]

for time point \(t\). This local mean reversion level is in general different to the long-term mean and can even pull the process away from it in expectation, i.e,

\[
|E[x_{t+h}|x_t, x_{t-1}, ...] - E[x_t]| \geq |x_t - E[x_t]|,
\]
which helps fitting the model to a time series exhibiting a (close to) random walk behavior. The long run mean of the BTVC-AR(1) depends on the unconditional mean of $\alpha$ and amounts to

$$\frac{\vartheta}{\beta}$$

in our model. We assume the data to be centered around a prior specified long run mean. By setting $\theta = 0$, i.e., $\vartheta = 0$, this long run mean is reached in expectation after reshifting the simulated data.

The implications of the time-varying mean reversion level of the BTVC-AR(1) model are visualized in Figure 1. Two AR(1) models (with unrestricted and restricted constant parameter) and the BTVC-AR(1) model have been exemplary fitted to a simulated stationary time series, which shows a (nearly) integrated behavior.

In the left graphic the “historical” time series can be seen as well as the expected future development according to the three models. The AR(1) model with no restrictions has a long-term mean far away from the historical domain, as its focus lies on the conditional short term distribution. The restricted AR(1) model sets the $\alpha$ parameter to 0 to regularize the long run mean, but at the same time the expected values in the short horizon are pushed in the direction of the long run level leading to an inferior forecasting performance. If we assume that the (close to) random walk behavior stems from changes in the mean reversion level determined by unobserved variables, the BTVC-AR(1) model has a more desired behavior. The time-varying constant parameter in the model leads to a time-varying mean reversion level and can therefore account for the changes induced by the unobserved variables. The long run mean can still be regularized to 0 while influencing the short term distribution less abruptly. This allows the time series to follow the current trend in expectation and veer away from the long run mean for a couple of time steps. The reason for this behavior is that the latent $\alpha$-process induces a local mean reversion level that lies below the last observation, which can be seen in the right plot of Figure 1 showing the average latent mean reversion level extracted during the simulation process. In the long run the mean reversion level returns in expectation to the prespecified value of 0.
Figure 1: A comparison of a linear AR(1) model with no restrictions for the constant parameter, a linear AR(1) model with restrictions to the constant parameter and a BTVC-AR(1) model applied on a simulated time series.

2.2.2. Long Run Variance

The long run variance of a linear AR(1) model is given by

\[ \sigma^2 \frac{1}{1 - \beta^2}. \]

The closer the model behaves like a random walk, i.e., the closer \( \beta \) approaches 1, the larger the long run variance gets under the assumption of a fixed conditional variance \( \sigma^2 \). In terms of the long run variance, the BTVC-AR(1) model is more flexible by incorporating two sources of variation, the residual term of the AR(1) model and variance of the latent \( \alpha \)-process. The model’s long run variance is given by

\[ Var(x_t) = \sigma^2 \frac{1}{1 - \beta^2} + \frac{Var(\alpha_t) + 2\beta Cov(\alpha_t, x_{t-1})}{1 - \beta^2}. \] (6)

The first term has the same form as the long run variance of a linear AR(1) model and can be interpreted as the “unconditional” variance around the time-varying mean reversion level, i.e., the variance conditional on the \( \alpha \)-process. The second term incorporates the part of the variance stemming from the \( \alpha \)-process and depends on both its unconditional variance and unconditional covariances. This allows the BTVC-AR(1) model to be more flexible and to control the long run variance of \( x_t \), while reducing the opposing effect on the conditional distribution in the short horizon. The model thus still produces short term distributions consistent with the given data. If \( \alpha \) is a constant process, the second term is 0 and the BTVC-AR(1) model reduces to a linear AR(1) model.

Prior Assumptions. With the goal in mind to control the long-term variance based on prior information, a more refined specification of the BTVC-AR(1)
model is helpful in order to translate this information into the model. We will use a centered $\alpha$-process with an AR-covariance structure for demonstrative purposes. In this case, $\alpha$ can be represented by a linear AR(1) model

$$\alpha_t = \rho \alpha_{t-1} + \eta_t,$$

where $\rho$ represents the correlation between two successive time steps and $\eta_t$ is an i.i.d. Gaussian white noise process, i.e., $\eta_t \sim N(0, \tau^2)$. The long run variance of the BTVC-AR(1) model is then given by

$$\text{Var}(x_t) = \sigma^2 (1 - \beta^2) + \frac{\tau^2 (1 + \rho \beta)}{(1 - \rho \beta)(1 - \beta^2)(1 - \rho^2)}.$$  (7)

If the process $x_t$ is supposed to reach a certain objective variance in the long run, the degrees-of-freedom in (7) reduce from four to three. For example, for given $\rho$, $\beta$ and $\sigma^2$ and a prior value assumption for $\text{Var}(x_t)$, the variance of $x_t$ has a one-to-one relationship with $\tau^2$ and it is straightforward to solve (7) for $\tau^2$. Let denote the solution by $\tilde{\tau}^2$. To ensure positivity the truncation limits for the prior distribution of $\beta$ can be set to $-1$ and $\sqrt{\text{Var}(x_t)} - \sigma^2 \text{Var}(x_t)$. For this specific covariance structure, a possible prior distribution of $\tau^2$ can thus be defined by the conditional distribution

$$\tau^2 | \rho, \beta, \sigma^2 \sim \delta_{\tilde{\tau}^2},$$  (8)

where $\delta$ denotes a degenerated distribution with point mass 1 at $\tilde{\tau}^2$. This definition forces the process to reach its prespecified long run variance $\text{Var}(x_t)$ while controlling the speed of mean reversion of the $\alpha$-process through $\rho$. A conjugate prior for $\rho$ is a normal distribution truncated below by $-1$ and from above by 1, i.e.,

$$\rho \sim N(\mu_\rho, \sigma^2_\rho, -1, 1),$$  (9)

with mean $\mu_\rho$ and variance $\sigma^2_\rho$.

The previous prior specifications allow to introduce prior information into the model in a straightforward manner while maintaining the properties of the BTVC-AR(1) model.

### 2.2.3. The Short Run Distribution

For the short run distribution of the BTVC-AR(1) model the goal is to balance between a consistent estimation with the observed data and the opposing effect of the prespecified long run distribution. For a linear AR(1) model with a restricted long run mean of 0 the conditional expectation and the conditional variance amount to

$$E[x_{t+1}|x_t,...] = \beta x_t,$$

$$\text{Var}[x_{t+1}|x_t,...] = \sigma^2.$$
The model can get arbitrarily close to a centered random walk if \( \beta \) approaches 1, while the long run variance increases at the same time as shown in Section 2.2.2. For the BTVC-AR(1) model we get

\[
E[x_{t+1}|x_t, ...] = E[\alpha_{t+1}|x_t, ...] + \beta x_t,
\]

\[
Var[x_{t+1}|x_t, ...] = Var[\alpha_{t+1}|x_t, ...] + \sigma^2.
\]

A random walk behavior, i.e., \( E[x_{t+1}|x_t] \approx x_t \), can be reached without necessarily being close to 1 due to the conditional expectation of the \( \alpha \)-process that supports the random walk behavior in the short horizon. This increases the flexibility of the BTVC-AR(1) model compared to a linear AR(1) model in combining short and long run distributional characteristics.

We can further decompose the conditional expectation to see the similarities of the BTVC-AR(1) model to a linear AR(t) process at a given time point \( t \). Let \( \tilde{\alpha} = (\alpha_1, ..., \alpha_{t+1}) \) denote the time-varying constant extended to \( t+1 \) in a consistent manner with the BTVC-AR(1) model definition, i.e., the same covariance parameterization is assumed. For a given data set \( x = (x_0, ..., x_t) \), the conditional distribution of \( \tilde{\alpha}|x \) is multivariate normal (c.f. Appendix A.1), i.e.,

\[
\tilde{\alpha}|x \sim N(\tilde{\mu}, \tilde{\Sigma}).
\]

As \( \tilde{\mu} = \frac{1}{\sigma^2} \Sigma \tilde{\Delta} \) with \( \tilde{\Delta} = (x_1 - \beta x_0, ..., x_t - \beta x_{t-1}, 0)^T \), the conditional expectation of \( \alpha_{t+1} \) is given by the last entry of \( \tilde{\mu} \),

\[
E[\alpha_{t+1}|x] = \frac{1}{\sigma^2} s_{t+1,1} \tilde{\Delta},
\]

where \( s_{t+1,1} = (s_{t+1,1}, ..., s_{t+1,t+1}) \) and \( s_{i,j} \) represent the entries of \( \Sigma \). The one step ahead conditional expectation of the model therefore amounts to

\[
E[x_{t+1}|x_t, ...] = \left( \frac{s_{t+1,t} + \beta}{\sigma^2} \right) x_t + \sum_{i=1}^{t-1} \frac{s_{t+1,t-i} - \beta s_{t+1,t-(i-1)} x_{t-i} - s_{t+1,1} x_0}{\sigma^2}.\]

This shows that the conditional expectation depends on all previous time points like in a linear AR(t) model, allowing the BTVC-AR(1) model to better account for current trends in the process. Due to the given covariance structure for \( \alpha \) the number of parameters are, however, much less than in an actual AR(t) process.

2.3. Bayesian Inference

The main parameters of interest in the BTVC-AR(1) model are \( \tilde{\alpha}, \beta \) and \( \sigma^2 \) with \( \tilde{\alpha} \) extending \( \alpha \) by future time points up to the modeling horizon \( h \), i.e.,

\[
\tilde{\alpha} = (\alpha_1, ..., \alpha_t, ..., \alpha_{t+h}).
\]

This extension is necessary to sample from the predictive posterior distribution of the parameters and to generate forecasts. The prior distribution of \( \tilde{\alpha} \)
incorporates the same assumptions as the prior distribution of $\alpha$, i.e.,

$$\tilde{\alpha} \sim N_{t+h}(\tilde{\theta}, \tilde{\Sigma})$$

where

$$\tilde{\theta} = \theta \cdot 1 \text{ and } \tilde{\Sigma} = \begin{pmatrix} \Sigma & \Pi_{t+1} & \ldots & \Pi_{t+h} \\ \Pi_{t+1}^T & \sigma_\alpha^2 & \ldots & \sigma_\alpha^2 \\ \vdots & \ddots & \ddots & \vdots \\ \Pi_{t+h}^T & \ldots & \sigma_\alpha^2 & \sigma_\alpha^2 \end{pmatrix}$$

with $\Pi_{t+j} = \{\text{Cov}(\alpha_{t+j}, \alpha_1), \ldots, \text{Cov}(\alpha_{t+j}, \alpha_{t+j-1})\}^T$, i.e., the vector of covariances of $\alpha_{t+j}$ and all previous time points $1, \ldots, (t+j-1)$. For these time points the same (autoregressive) covariance parameterization as for $\alpha$ is assumed for consistency reasons. $\sigma_\alpha^2$ represents the unconditional variance of the latent $\alpha$-process.

The goal of Bayesian inference is to find the joint posterior distribution, $p(\tilde{\alpha}, \beta, \sigma^2 | x)$, conditional on the observed data $x = (x_0, \ldots, x_t)$. If the full conditional distribution of all parameters is known, the Gibbs sampler [see, e.g., 9] can be used to draw samples from this joint posterior distribution and inference can be based on Monte Carlo approximation [see, e.g., 6]. By regularizing the long run variance under the assumption of an AR-covariance structure and choosing a degenerated prior distribution for $\tau^2$ as in (8), the full conditional distributions of $\rho, \beta$ and $\sigma^2$ depend on the prior of $\tau^2$ and can not be derived analytically. We therefore apply a Metropolis-Hastings within Gibbs sampling routine [see, e.g., 19]. We will state the algorithmic details in the following section and here only derive the necessary distributions.

As the model defined in Section 2.2.2 can be considered under a different parameterization where $\tau^2$ is given by the function

$$\tau^2 = f(\rho, \beta, \sigma^2, \text{Var}(x_i))$$

and thus fixed for given $\rho, \beta, \sigma^2$ and a specified long run variance $\text{Var}(x_i)$, we will focus on deriving two conditional distributions in order to be able to employ a two-step Gibbs sampling procedure. The goal is to iteratively sample $\alpha$ and the vector $(\rho, \beta, \sigma^2)$ based on the respective other full conditional distribution. As it is not straightforward to derive the conditional distribution for the latter vector, we will here derive conditional distributions for all parameters involved as if the parameter $\tau^2$ was fixed and later employ these distributions to derive a suitable proposal distribution in a Metropolis-Hastings procedure. In the following subsections we just state the (full) conditional distributions. A more detailed derivation can be found in Appendix A.1-Appendix A.4.
2.3.1. Full Conditional Distributions of $\alpha$

In the following we derive the full conditional distribution of $\tilde{\alpha}$. It holds

\[
p(\tilde{\alpha}|\beta, \sigma^2, x) \propto p(x|\tilde{\alpha}, \beta, \sigma^2) \cdot p(\tilde{\alpha}) = L(\tilde{\alpha}, \beta, \sigma^2) \cdot p(\tilde{\alpha}). \tag{10}
\]

Due to the conditional independence induced by the Markov assumption in the AR(1) model the likelihood of the parameters is given by

\[
L(\tilde{\alpha}, \beta, \sigma^2) = p(x|\alpha, \beta, \sigma^2) = \prod_{j=0}^{t-1} \phi(x_{t-j}|\alpha_{t-j} + \beta x_{t-j-1}, \sigma^2), \tag{11}
\]

where $\phi(\cdot|\mu, \tilde{\sigma}^2)$ denotes the density function of a normal distribution with expectation $\mu$ and variance $\tilde{\sigma}^2$. Note, that we have assumed a degenerated distribution with point mass 1 for the first entry in $x$. An alternative option is to estimate the unconditional distribution. For increasing length of the time series the difference between these two approaches will however vanish.

With (10) and (11) and the prior distributions specified in Section 2.1 the full conditional distributions of $\tilde{\alpha}$, can be derived analytically. Under the assumption that $\tilde{\theta} = 0$ as specified in Section 2.2.1 to regularize the long run mean, the full conditional distribution of $\tilde{\alpha}$ is given by

\[
\tilde{\alpha}|\beta, \sigma^2, x \sim N_t(\tilde{\mu}_{post}, \tilde{\Sigma}_{post}).
\]

with

\[
\tilde{\mu}_{post} = \tilde{\Sigma}_{post} \tilde{\Delta} \frac{1}{\sigma^2} \quad \text{and} \quad \tilde{\Sigma}_{post} = \left( \tilde{\Sigma}^{-1} + \frac{1}{\sigma^2} \begin{pmatrix} I_t & 0 \\ 0 & 0 \end{pmatrix} \right)^{-1}.
\]

$\tilde{\Delta}$ in this case denotes

\[
\tilde{\Delta} = (x_2 - \beta x_1, \ldots, x_t - \beta x_{t-1}, 0, \ldots, 0).
\]

As $\tilde{\Delta}$ incorporates data information up to time point (vector entry) $t$, is 0 for time points $> t$ and $Cov(\alpha_{t+j}, \alpha_t) \rightarrow 0$ with increasing $j$, the mean of the full conditional distribution tends to 0, corresponding to the unconditional mean of the prior distribution. The covariance structure of the full conditional distribution behaves analogously. Therefore, the distribution of $\alpha_{t+j}|x, \beta, \sigma^2$ in the long run tends to the prior distribution. This means that the prior distribution of $\alpha$ effectively regularizes the distribution of $x$ in the long horizon towards the prespecified long run mean and long run variance.

Note that the derivations are independent of the specific choice of $\tilde{\Sigma}$. If prior distribution assumptions for the parameters in $\tilde{\Sigma}$ are used, we need to further condition on the hyper-parameters for the full conditional distribution of $\tilde{\alpha}$. 
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2.3.2. Full Conditional Distributions of $\rho, \beta, \sigma^2$

If we assume an AR-covariance structure with prior distributions for its parameters as specified in Section 2.2.2, the conditional distribution of $\rho$ is given by

$$
\rho | \alpha, \tau^2 \sim N(\mu_{\rho,\text{post}}, \sigma_{\rho,\text{post}}^2, -1, 1)
$$

where

$$
\sigma_{\rho,\text{post}}^2 = \left(\sum_{j=0}^{t-1} \frac{\alpha_{t-j-1}^2}{\tau^2} + \sigma_{\rho}^2\right)^{-1}
$$

$$
\mu_{\rho,\text{post}} = \left(\sum_{j=0}^{t-1} \frac{\alpha_{t-j-1} \alpha_{t-j-1}}{\tau^2} + \frac{\mu_{\rho}}{\sigma_{\rho}^2}\right) \sigma_{\rho,\text{post}}^2.
$$

The conditional distribution of $\beta$ is given by

$$
\beta | x, \alpha, \sigma^2 \sim N\left(\mu_{\beta,\text{post}}, \sigma_{\beta,\text{post}}^2, -1, \sqrt{\text{Var}(x_t) - \sigma^2}/\sqrt{\text{Var}(x_t)}\right)
$$

where

$$
\sigma_{\beta,\text{post}}^2 = \left(\sum_{j=0}^{t-1} \frac{x_{t-j-1}^2}{\sigma^2} + (\sigma \sigma_{\beta})^{-2}\right)^{-1}
$$

$$
\mu_{\beta,\text{post}} = \left(\sum_{j=0}^{t-1} \frac{\tilde{\alpha}_{t-j} x_{t-j-1}}{\sigma^2} + \frac{\mu_{\beta}}{\sigma^2 \sigma_{\beta}^2}\right) \sigma_{\beta,\text{post}}^2.
$$

$\tilde{d}_{t-j}$ is defined by $\tilde{d}_{t-j} := x_{t-j} - \alpha_{t-j}$.

The conditional distribution of $\sigma^2$ is given by an inverse gamma distribution with parameters

$$
\tilde{a} = \frac{t + 1}{2} + a \quad \text{and} \quad \tilde{b} = \frac{\sum_{j=0}^{t-1} \tilde{d}_{t-j}^2}{2} + b + \frac{(\beta - \mu_{\beta})^2}{2 \sigma_{\beta}^2}.
$$

This means

$$
\sigma^2 | \tilde{\alpha}, \beta, x \sim IG(\tilde{a}, \tilde{b}).
$$

Note that this only holds if the prior of $\beta | \sigma^2$ is a normal distribution instead of a truncated normal distribution as assumed in Section 2.1. When using a truncated distribution assumption, the derivation of the full conditional of $\sigma^2$ is more intricate as the prior distribution of $\beta$ also conditions on $\sigma^2$. Since our approach will make use of the full conditionals as proposal distributions in the Metropolis-Hastings part of our sampling routine, this simplification allows a more straightforward implementation while we observe that values outside the
given truncation are highly unlikely and practically occur with zero probability in our application.

2.4. Markov Chain Monte Carlo Inference

In the following we assume again an AR-covariance structure for \( \Sigma \) determined by the parameters \( \rho \) and \( \tau^2 \) with prior distributions as specified in Section 2.2.3. To conduct inference, we use the Metropolis-Hastings within Gibbs sampler. More specifically, we generate samples from the posterior distribution by iteratively sampling from the full conditional distribution of \( \tilde{\alpha} \) given a sample of \( (\rho, \beta, \sigma^2) \) and vice versa. Based on the derivation of the full conditional distribution for \( \alpha \) in the previous section we are able to directly sample from a multivariate normal distribution to generate values for \( \alpha \). To obtain a sample from \( p(\rho, \beta, \sigma^2 | \alpha, x) \) conditional on \( \alpha \), we apply the Metropolis-Hastings algorithm as neither the joint distribution of \( \rho, \beta, \sigma^2 \) nor each single full conditional distribution is available. A suitable and already available proposal distribution \( q \) for these parameters is given by

\[
q(\rho, \beta, \sigma^2 | \alpha, x) = q(\rho | \alpha, x)q(\beta | \alpha, \sigma^2, x)q(\sigma^2 | \alpha, \beta, x).
\] (12)

In other words, we use the product of all full conditional distributions under the assumption of a fixed \( \tau^2 \).

In the BTVC-AR(1) model we use this approach in a first step to draw from the joint posterior distribution \( p(\tilde{\alpha}, \beta, \sigma^2 | x) \). A detailed description of the sampling routine can be found in Appendix B. In a second and final step, we use these samples to generate paths of the \( x \)-process as follows:

\[
x_{t+j}^{(m)} = \alpha_{t+j}^{(m)} + \beta_{t+j}^{(m)} x_{t+j-1}^{(m)} + \epsilon_{t+j}, \quad j > 0.
\]

3. Application To Interest Rate Data

We now apply the BTVC-AR(1) model to the first principal component (PC) of a principal component analysis (PCA) on interest rate data to predict the term structure of interest rates and compare it to the 2-Additive-Factor Gaussian (Gauss2+++) model [see, e.g., 3] and the dynamic Nelson-Siegel model [7] with respect to the forecasting performance and the long run distribution.

3.1. Motivation and Background

The Gauss2+++ model is a popular short-rate model in the insurance industry, used, e.g., to classify certified pension contracts into risk classes. Because its mean reversion level is calibrated to external interest rate forecasts, it generates realistic interest rates in the long horizon, which is a necessary model feature for insurance companies, as they are obliged to calculate risk measures and performance scenarios for specific insurance contracts for up to 40 years [8]. Nevertheless, Diebold and Li [7] point out that short-rate models perform poorly in forecasting. Their dynamic Nelson-Siegel model shows a better forecasting performance than the Gauss2+++ model in the short horizon, but can produce
unrealistic interest rates in the very long horizon. Our model, which we call the *BTVC-AR(1)-Factor model* in the following as it applies the BTVC-AR(1) model to the first PC of a PCA, combines both: a good forecasting performance in the short horizon and realistic interest rates in the long horizon. It further accounts for the strong autocorrelation and the (close to) random walk behavior of interest rates.

### 3.2. Data

We use data of the German term structure of interest rates estimated by the Deutsche Bundesbank from prices of German government bonds. The exact estimation procedure can be found in [23]. The time span ranges from September 1997 to August 2016. Figure 2 shows the monthly evolution of the interest rate curves.

![Interest Rate Curves](image)

In the last ten to fifteen years a decrease of the interest rates can be observed. Each maturity represents a dimension in the data set. We use PCA to reduce the dimension of the data set for the following reason. According to Litterman and Scheinkman [18], a three factor model can explain for each interest rate with
a specific maturity a minimum of 96% of the variability in the data. We here extract these (principle) factors but only use the first two to facilitate a fair comparison with the Gauss2++ model, which is a two factor model. Furthermore, the first two PCs already account for more than 99% of the variability in the given data. Figure 3 shows the loadings and the time series of the two extracted PCs.

The loadings of the first PC are similar for all 20 maturities, while the loadings of the second PC are positive for short and negative for long maturities. The first and the second PC are therefore often interpreted as level and slope of the term structure, respectively.

The decrease of the interest rates in the last years is also visible in the level factor, showing a downward trend. There is an ongoing discussion in the literature about mean reversion of interest rates. Economic theory predominantly assumes that interest rates are (in the long run) mean reverting. But statistical evidence is not so clear [29]. The mainstream literature says that unit roots can not be rejected, which would imply that interest rates are not mean reverting [24, 22, 25, 4]. More recent literature investigates the unit root hypothesis by fractional integrated techniques that apply differencing to time series by an order smaller than or greater than one [2, 10]. These studies find that shocks to interest rates have a long memory, which explains their (close to) random walk behavior.

3.3. Estimation of Model Parameters

In this subsection the estimation of the BTVC-AR(1)-Factor model and the two benchmark models is described.
3.3.1. Modeling Interest Rates with the BTVC-AR(1)-Factor Model

The factors of our BTVC-AR(1)-Factor model are the first two PCs extracted by a PCA and interpreted as level and slope of the interest rate curve. The level factor shows a (close to) random walk behavior, which cannot be adequately captured by a stationary linear model. Following the economic theory view that interest rates (and therefore also the level) are mean reverting (in the long run) and assuming that the random walk behavior results from changes in the mean reversion level, we use therefore the BTVC-AR(1) model for this PC. It allows us to account for the (close to) random walk behavior as well as to regularize the level of the interest rate curve in the long horizon via prior assumptions. The slope factor is more stable over time. As an augmented Dickey Fuller test suggests that the existence of a unit root can be rejected, a linear AR(1) model is used for this factor. By modeling the level and the slope factor interest rate forecasts \( \hat{r}_t(\tau) \) with maturity \( \tau \) can be calculated via

\[
\hat{r}_t(\tau) = \mu(\tau) + \xi_1(\tau)\hat{l}_t + \xi_2(\tau)\hat{s}_t, \tag{13}
\]

where \( \hat{l}_t \) and \( \hat{s}_t \) denote the forecasts of the level and the slope factor, respectively. \( \xi_1(\tau) \) and \( \xi_2(\tau) \) denote the loading of the first and second PC for maturity \( \tau \). Before applying the PCA the data has been centered and therefore \( \mu(\tau) \) is the mean interest rate of the data set for maturity \( \tau \). We now specify the prior assumptions of the BTVC-AR(1) model for the level factor and the estimation procedure of the AR(1) model for the slope factor.

**The Level Factor**

**Latent AR1 constant \( \alpha \).** For this application we assume an AR-covariance structure for the \( \alpha \)-process of the BTVC-AR(1) model with the parameters \( \rho \) and \( \tau^2 \) representing the correlation of two successive time points and the conditional variance, respectively. The unconditional mean of the \( \alpha \)-process is set to 0, which implies the assumption that the long run mean of the level factor is 0. Because we also assume that the slope factor is a centered process this means that the long run interest rate curve converges in expectation to the average interest rate curve of the dataset.

**Autocorrelation parameter \( \rho \).** As specified in Section 2.2.2 we assume for \( \rho \) a truncated normal distribution with the parameters \( \mu_\rho = 0.98 \) and \( \sigma^2_\rho = 0.001^2 \) with lower truncation \(-1\) and \upper truncation 1 as a hyper prior, i.e.,

\[
\rho \sim \mathcal{N}(0.98, 0.001, -1, 1)
\]

The truncation ensures the stationarity of the process. The parameters of this hyper-prior rely on expert judgment and incorporate the assumption of a weak mean reverting \( \alpha \)-process into the model and therefore allow the mean reversion level of the level factor to deviate from the long run mean for longer periods. This yields the (close to) random walk behavior present in (our) interest rate
data.

**Variance of the latent process.** According to Section 2.2.2, the parameter \( \tau^2 \) is set in each iteration of the sampling procedure such that the long run variance of the level factor amounts to a prespecified value. We here use the value 120, which is inferred from a quantile of the unconditional distribution. By giving consideration of the rather unusual market situation of extremely low interest rates we make the assumption that the last observation is equal to the 7.5%-quantile. Due to the model assumptions, the unconditional distribution is normal with mean 0 and the corresponding unconditional variance can be calculated easily.

**Slope parameter of the AR(1) model.** For \( \beta \), we assume that \( \mu_\beta = 0.95 \) and \( \sigma_\beta^2 = 0.015^2 \). This expert judgment represents a weak mean reversion to the time-varying mean reversion level. The lower and upper truncation of the truncated normal distribution amount to \(-1\) and \(\sqrt{\text{Var}(x_t) - \sigma^2} \) to ensure the stationarity of the model as well as the positivity of \( \tau^2 \), i.e.,

\[
\beta | \sigma^2 \sim N \left( 0.95, \sigma^2 0.015^2, -1, \sqrt{\frac{\text{Var}(x_t) - \sigma^2}{\text{Var}(x_t)}} \right)
\]

**Residual variance.** For the prior distribution of \( \sigma^2 \) the shape and scale parameter \( a \) and \( b \) are set to 0.5 and 2 respectively, representing an uninformative prior.

By specifying the parameters of the prior (and hyper-prior) distributions the full conditional distribution of \( \tilde{\alpha} \) as well as the conditional distributions of the other parameters can be analytically derived as described in Section 2.3. Combining the Gibbs Sampler and the Metropolis-Hastings algorithm as explained in Section 2.4, paths of the level factor can be generated. Forecasts of the level factor are then represented by the average of the simulated paths.

**The Slope Factor**

The linear AR(1) model for the slope factor is given by

\[
s_t = c + \gamma s_{t-1} + \eta_t,
\]

where \( \gamma \) is a real valued constant between \(-1\) and \(1\) and \( \eta_t \) is a Gaussian white noise process, i.e., \( \eta_t \sim \text{i.i.d. } N(0, \tilde{\sigma}^2) \). The constant parameter \( c \) is set to 0. The other parameters are estimated by a standard ordinary least squares approach.

3.3.2. Modeling Interest Rates With the Gauss2++ Model

The Gauss2++ model – in a different representation also known as the 2-Factor-Hull-White model – is a popular interest rate model in the insurance industry used for pricing interest rate derivatives as well as for risk management
and forecasting purposes. The model assumes that the short-rate \( r(t) \), which is the interest rate with an infinitesimal small maturity, is given by the sum of two latent processes \((x(t))_{t \geq 0}\) and \((y(t))_{t \geq 0}\), and a deterministic function \( \varphi(t) \):

\[
r(t) = x(t) + y(t) + \varphi(t).
\]

The latent processes are modeled by dependent Ornstein-Uhlenbeck processes, which are the continuous version of a linear AR(1) process. Interest rates with longer maturities are then derived from the short-rate via pricing the corresponding zero-coupon bonds, which is analytically possible due to the model’s distributional assumptions.

The estimation process is materially different from the one of the other two models as it does not use historical data but calibrates the model to current future market assumptions (implicitly) provided by the current interest rate curve, interest rate derivatives as well as interest rate forecasts. By applying the downhill simplex algorithm the parameters of the model are chosen in such a way that forward rates – implicitly given by the current interest rate curve – and swaption prices are met in expectation. The relevant data has been extracted from Bloomberg. Additionally the mean reversion level of the two latent factors are analytically set such that two interest rate forecasts with a maturity of 3 months and 10 years, which are published by the OECD, are met in expectation. This approach is in line with the standard calibration procedure in the insurance industry.

3.3.3. Modeling Interest Rates With the Dynamic Nelson-Siegel Model

The dynamic Nelson-Siegel model of Diebold and Li [7] applies specific time series models to extracted latent factors. Diebold and Li tested several time series models on the level, slope and curvature factors of the Nelson-Siegel interest rate curve and compared the forecasting performance [Diebold and Li, 2006]. In this paper we follow one of their approaches, in which they apply a PCA on interest rate data and use an univariate linear AR(1) process for each of the first three PCs. Because of comparison reasons to the other two two-factor models in this paper, we just use the first two PCs. The parameters of the AR(1) model are estimated by the ordinary least squares method.

3.4. Backtest

We now compare the forecasting performance of the BTVC-AR(1)-Factor model, the Gauss2++ model and the dynamic Nelson-Siegel model and analyse their long run distributions of the 10-year interest rate.

3.4.1. Comparison of the Forecasting Performance

For the out-of-sample backtest we apply an expanding window approach. The data of the first 10 years of the observations are used to estimate the parameters of the BTVC-AR(1)-Factor model and the dynamic Nelson-Siegel model as described in the Section 3.3. The Gauss2++ model is calibrated to the current market data. We then forecast the interest rates for the maturities
of 1, 3, 5 and 10 years (representing the interest rate curve) for the horizons of 1, 3, 6 and 12 months. We expand the training sample by one month and repeat the procedure again. This is done until 12 months before the last observation in the data set. To evaluate the forecasting performance the error between the predicted interest rate $\hat{r}_\tau(t)$ and the actual interest rate $r_\tau(t)$ with the maturity $\tau$ is calculated, i.e.,

$$error_\tau(t) = r_\tau(t) - \hat{r}_\tau(t).$$

Table (C.1)-(C.4) in Appendix C show the mean and the standard deviation of this error for each model. In addition, the root mean squared error

$$RMSE(\tau) = \sqrt{\frac{1}{N} \sum_{k=1}^{N} (r_\tau(k) - \hat{r}_\tau(k))^2}$$

for the given deviation is calculated, where $N$ is the number of forecasts conducted in the backtest.

The RMSE for the 1-month ahead forecasts is similar for all three models. For longer forecasting horizons the Gauss2++ model shows the highest RMSE. For example, the 6-month ahead forecast of the 10-year interest rate of the Gauss2++ model has a RMSE, which is approximately twice as high as the RMSE of the other two models and more than three times as high for the 12-month ahead forecast. This supports the statement of Diebold and Li [7] that short-rate models perform poorly in forecasting. However, it should be mentioned that the performance of the Gauss2++ model highly depends on the interest rate forecasts used in the calibration process. Regarding the predominant negative mean error suggests that the OECD forecasts have been too optimistic in the past.

The results of the BTVC-AR(1)-Factor model and the dynamic Nelson-Siegel model are more consistent. For the forecasting horizon of 1-month the BTVC-AR(1)-Factor model shows a slightly lower RMSE except for the 10-year interest rate. For the 3-months, 6-months and 12-months forecasting horizons the BTVC-AR(1) model shows a lower RMSE for the short maturities, but a higher RMSE for the longer maturities compared to the dynamic Nelson-Siegel model. Note that the dynamic Nelson-Siegel model anticipated the downward trend present in the last years, which might have been beneficial in terms of the forecasting performance in the past, but also produces unrealistic interest rates in the long horizon. In contrast the BTVC-AR(1)-Factor model forces the model to mean revert to a prespecified level to regularize the interest rates in the long horizon. It can therefore follow the current trend only for a couple of time steps, which might explain the slightly worse performance for the 6- and 12-months forecasting horizon. The fact that the RMSE error is still similar to the dynamic Nelson-Siegel model suggests that this does not affect the forecasting performance in the short horizon much.
3.4.2. Comparison of the Distribution in the Long Run

We further investigate the interest rate distribution in the long horizon. This is especially important for insurance companies as risk measures and performance scenarios for their products have to be calculated for up to 40 years [8]. We therefore fit all three models on all data points up to the last observation date of the data set. We then simulate paths of the 10-year interest rate and visualize the distribution in 40 years.

![Figure 4: Comparison of the distributions of the 10-year interest rate in 40 years modeled by the dynamic Nelson-Siegel model, the Gauss2++ model and the BTVC-AR(1)-Factor model.](image)

The median of the dynamic Nelson-Siegel model amounts to approximately -10%. A value that is not realistic for the 10-year interest rate. In comparison, the distribution of the BTVC-AR(1)-Factor model and the Gauss2++ model seem to be more realistic as the range of their distributions is (mainly) positive between 0% and 10%. It can be observed that the standard deviation of the Gauss2++ model is much smaller than of the BTVC-AR(1)-Factor model and as the median is quite high negative values are not reached by this model. This is due to the fact that the Gauss2++ model assumes a stronger mean reversion than historical data would suggest. The (close to) random walk behavior is better captured by the BTVC-AR(1)-Factor model leading to a prediction range which fits historical observations quite well. This is due to the regularization of the mean and the standard deviation of the BTVC-AR(1)-Factor model induced by appropriate prior assumptions, which represents the main difference to other
interest rate models.

4. Conclusion

In this paper we introduced a new Bayesian framework for the TVC-AR(1) model particularly suitable for nearly integrated time series which can not be estimated by a linear model consistent with economic theory or historical observations. In these cases a (close to) random walk behavior can be an indication for a missing variable, for which we account for by the usage of a non-linear model. The time-varying constant of the BTVC-AR(1) allows a stochastic mean reversion level leading to realizations, which exhibit a random walk behavior although being stationary and do not have an exploding long run variance. Additionally, with the Bayesian approach it is possible to incorporate prior assumption about the long run distribution into the model without affecting the short-term predictions adversely. This gives the possibility to include expert knowledge or well known economic facts about the long-term behavior of the time series into the model that is otherwise fully data-driven in the short term forecast.

We apply the proposed approach to interest rate data. We find that the BTVC-AR(1)-Factor model, which applies a BTVC-AR(1) model to the first PC of a PCA, shows a similar forecasting performance as the dynamic Nelson-Siegel model in the short horizon but in contrast produces realistic interest rates in the very long horizon and also yields better forecasts compared to the Gauss2++ model.

The presented framework allows for many different specifications and is, in particular, flexible in terms of the assumed covariance structure of the latent \( \alpha \) process in the model. In this paper we propose an AR-covariance structure and explain how model parameters can be inferred in this special case. Investigating other covariance structures may further improve the forecasting performance in the short horizon while still regularizing the distribution in the long run.
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Appendix A. Full Conditional Distributions

Appendix A.1. The Full Conditional Distribution of $\tilde{\alpha}$

The prior distribution of $\tilde{\alpha}$ is a centered Gaussian process with a specific covariance structure $\tilde{\Sigma}$, i.e.,

$$\tilde{\alpha} = (\alpha_1, ..., \alpha_t, ..., \alpha_{t+h}) \sim \mathcal{N}(0, \tilde{\Sigma})$$

The following derivations will be independent of the specific choice of $\tilde{\Sigma}$. By defining

$$\Delta_j = x_{j+1} - \beta x_j$$
as well as $\Delta = (\Delta_0, ..., \Delta_{t-1})^T$ and the fact that

$$\phi(x_t|\alpha_t + \beta x_{t-1}, \sigma^2) = \phi(\alpha_t|\Delta_{t-1}, \sigma^2)$$

allows a straightforward derivation of the full conditional of $\tilde{\alpha}$:

$$p(\tilde{\alpha}|\beta, \sigma^2, x) \propto p(x|\tilde{\alpha}, \beta, \sigma^2) p(\tilde{\alpha}|\beta, \sigma^2)$$
$$\propto p(x|\alpha, \beta, \sigma^2) p(\tilde{\alpha})$$
$$\propto \exp \left( -\frac{1}{2\sigma^2} (\alpha - \Delta)\mathbf{T}(\alpha - \Delta) \right) \cdot \exp \left( -\frac{1}{2} \tilde{\alpha}^\mathbf{T} \tilde{\Sigma}^{-1} \tilde{\alpha} \right)$$
$$\propto \exp \left( -\frac{1}{2} (\tilde{\alpha}^\mathbf{T} \tilde{\Sigma}_{\text{post}}^{-1} \tilde{\alpha} - 2\tilde{\alpha}^\mathbf{T} \tilde{\Sigma}_{\text{post}}^{-1} \tilde{\Sigma}_{\text{post}}^{-1} \Delta_0 \frac{1}{\sigma^2}) \right)$$

with $\tilde{\Sigma}_{\text{post}}^{-1} = \tilde{\Sigma}^{-1} + \frac{1}{\sigma^2} \begin{pmatrix} I_t & 0 \\ 0 & 0 \end{pmatrix}$ and $\tilde{\Delta}_0 = (\Delta^\mathbf{T}, 0)^\mathbf{T}$.

This is the kernel of a multivariate Gaussian distribution with covariance $\tilde{\Sigma}_{\text{post}}$ and mean vector $\tilde{\mu}_{\text{post}}$, i.e

$$\tilde{\alpha} | \beta, \sigma^2, x \sim \mathcal{N}(\tilde{\mu}_{\text{post}}, \tilde{\Sigma}_{\text{post}}).$$

Appendix A.2. The Full Conditional Distribution of $\rho$

If an AR-covariance structure is assumed for $\tilde{\alpha}$ the latent $\alpha$-process can be written in the following form

$$\alpha_t = \rho \alpha_{t-1} + \eta_t,$$

where $\rho$ determines the correlation between two successive time steps and $\eta_t$ is a Gaussian white noise process, i.e., $\eta_t \sim \mathcal{N}(0, \tau^2)$.

The full conditional distribution of $\rho$ can be therefore derived as follows:

$$p(\rho|\tau^2, \alpha) \propto \mathcal{L}(\rho, \tau^2) \cdot p(\rho) = \prod_{j=0}^{t-1} \phi(\alpha_{t-j}|\rho \alpha_{t-j-1}, \tau^2) \cdot p(\rho).$$

(A.1)
The likelihood $L(\cdot)$ in the above equation can be reformulated as

$$L \propto \exp \left( -\frac{1}{2\tau^2} \left\{ -2\rho \left[ \sum_{j=0}^{t-1} \alpha_{t-j} \alpha_{t-j-1} \right] + \rho^2 \left[ \sum_{j=0}^{t-1} \alpha_{t-j-1}^2 \right] \right\} \right).$$

The calculation is similar to the one in appendix Appendix A.5. Defining the two terms in square brackets as $\eta$ and $\chi$, respectively, we get

$$L \propto \exp \left( -\frac{1}{2\tau^2} \left\{ -2\rho \eta + \rho^2 \chi \right\} \right).$$

Plugging this into (A.1) and using a normal prior with parameters $\mu_\rho, \sigma^2_\rho$ for $\rho$, we have

$$p(\rho|\tau^2, \alpha) \propto \exp \left( -\frac{1}{2} \left\{ \frac{\rho^2 \chi}{\tau^2} - 2\frac{\rho \eta}{\tau^2} \right\} \right) \exp \left( -\frac{1}{2} \left\{ \frac{\rho^2}{\sigma^2_\rho} - 2\frac{\rho \mu_\rho}{\sigma^2_\rho} \right\} \right) \propto \exp \left( -\frac{1}{2} \left\{ \rho^2 \cdot \left( \frac{\chi}{\tau^2} + \sigma^2_\rho \right) - 2\rho \left( \frac{\eta}{\tau^2} + \frac{\mu_\rho}{\sigma^2_\rho} \right) \right\} \right)$$

and thus $\rho|\tau^2, \alpha \sim \mathcal{N}(\mu_{\rho,\text{post}}, \sigma^2_{\rho,\text{post}})$ with

$$\sigma^2_{\rho,\text{post}} = \left( \frac{\chi}{\tau^2} + \sigma^2_\rho \right)^{-1}$$

and

$$\mu_{\rho,\text{post}} = \left( \frac{\eta}{\tau^2} + \frac{\mu_\rho}{\sigma^2_\rho} \right) \sigma^2_{\rho,\text{post}}.$$

If a truncated normal prior is used, the truncation is transferred to the full conditional distribution.

**Appendix A.3. The Full Conditional Distribution of $\beta$**

Analogously to (10) and (11) we have

$$p(\beta|\alpha, \sigma^2, x) \propto L(\beta, \alpha, \sigma^2) \cdot p(\beta) = \prod_{j=0}^{t-1} \phi(x_{t-j}|\alpha_{t-j} + \beta x_{t-j-1}, \sigma^2) \cdot p(\beta). \quad (A.2)$$

By defining $\bar{d}_{t-j} := x_{t-j} - \alpha_{t-j}$ and as

$$\phi(x_{t-j}|\alpha_{t-j} + \beta x_{t-j-1}, \sigma^2) = \phi(\beta x_{t-j-1}|\bar{d}_{t-j}, \sigma^2)$$

the likelihood $L(\cdot)$ in the above equation can be reformulated as

$$L \propto \exp \left( -\frac{1}{2\sigma^2} \left\{ -2\beta \left[ \sum_{j=0}^{t-1} \bar{d}_{t-j} x_{t-j-1} \right] + \beta^2 \left[ \sum_{j=0}^{t-1} x_{t-j-1}^2 \right] \right\} \right).$$
You can find a more detailed calculation in Appendix A.5. Defining the two terms in square brackets as $\eta$ and $\chi$, respectively, we get

$$L \propto \exp \left( -\frac{1}{2\sigma^2} \left\{ -2\beta \eta + \beta^2 \chi \right\} \right).$$

Plugging this into (A.2) and using a normal prior with parameters $\mu_\beta, \sigma^2_\beta$ for $\beta$, we have

$$p(\beta \mid \alpha, \sigma^2, x) \propto \exp \left( -\frac{1}{2} \left\{ \frac{\beta^2 \chi}{\sigma^2} - 2\beta \eta \right\} \right) \exp \left( -\frac{1}{2} \left\{ \frac{\beta^2}{\sigma^2} - 2\beta \frac{\mu_\beta}{\sigma^2} \right\} \right) \exp \left( -\frac{1}{2} \left\{ \beta^2 \cdot \left( \frac{\chi}{\sigma^2} + \sigma^{-2}_\beta \right) - 2\beta \left( \frac{\eta}{\sigma^2} + \frac{\mu_\beta}{\sigma^2} \right) \right\} \right)$$

and thus $\beta \mid x, \alpha, \sigma^2 \sim N(\mu_\beta,\text{post}, \sigma^2_\beta,\text{post})$ with

$$\sigma^2_{\beta,\text{post}} = \left( \frac{\chi}{\sigma^2} + \sigma^{-2}_\beta \right)^{-1}$$

and

$$\mu_{\beta,\text{post}} = \left( \frac{\eta}{\sigma^2} + \frac{\mu_\beta}{\sigma^2} \right) \sigma^2_{\beta,\text{post}}.$$}

If a truncated normal prior is used, the truncation is transferred to the full conditional distribution.

**Appendix A.4. The Full Conditional Distribution of $\sigma^2$**

In this Section we derive the full conditional distribution of $\sigma^2$. As before

$$p(\sigma^2 \mid \alpha, \beta, x) \propto \prod_{j=0}^{t-1} \phi(x_{t-j} \mid \alpha_{t-j} + \beta x_{t-j-1}, \sigma^2) \cdot p(\sigma^2) \cdot p(\beta \mid \sigma^2),$$

which is equal to

$$(\sigma^2)^{-\frac{t}{2}} \exp \left( -\frac{\sum_{j=0}^{t-1} \epsilon^2_{t-j}}{2\sigma^2} \right) p(\sigma^2) p(\beta \mid \sigma^2) = (\sigma^2)^{-\frac{t}{2}} \exp \left( -\frac{\kappa}{2\sigma^2} \right) p(\sigma^2) p(\beta \mid \sigma^2).$$
By using an inverse gamma distribution with shape and scale parameters \( a, b \), or short \( IG(a, b) \), for the prior of \( \sigma^2 \) we get

\[
(\sigma^2)^{-((t+2)/2)} \exp \left( \frac{-1}{2\sigma^2} \kappa \right) \cdot (\sigma^2)^{-a} \exp(-b/\sigma^2) \\
\cdot (\sigma^2)^{-\frac{1}{2}} \exp \left( -\frac{1}{2\sigma^2}\beta^2 \right) \Phi\left( \frac{1-\mu_0}{\sigma\sigma_\beta} \right) - \Phi\left( \frac{-1-\mu_0}{\sigma\sigma_\beta} \right) \\
(\sigma^2)^{-((t+2)/2)+a+1} \exp \left( -\frac{1}{2\sigma^2} \kappa \right) \cdot \exp \left( -\frac{b + \frac{(\beta-\mu_0)^2}{2\sigma^2}}{\sigma^2} \right) \Phi\left( \frac{1-\mu_0}{\sigma\sigma_\beta} \right) - \Phi\left( \frac{-1-\mu_0}{\sigma\sigma_\beta} \right) \\
(\sigma^2)^{-((t+2)/2)+a+1} \exp \left( -\frac{\sigma^2}{\sigma^2} \right)
\]

In the last step we omitted the last term, which results from the truncation, as in our application the truncation is not very restrictive such that this term is close to 1. Thus the full conditional distribution is approximately also an inverse gamma distribution with parameters \( \hat{\alpha} = \frac{t+2}{2} + a \) and \( \hat{\beta} = \frac{\sigma^2}{2\sigma^2} + b + \frac{(\beta-\mu_0)^2}{2\sigma^2} \), i.e.,

\[ \sigma^2 | \alpha, \beta, x \sim IG(\hat{\alpha}, \hat{\beta}). \]

Appendix A.5. Rewriting the Likelihood of the Parameters

By defining \( \tilde{d}_{t-j} := x_{t-j} - \alpha_{t-j} \), the likelihood of the parameters can be reformulated as follows:

\[
L(\beta, \alpha, \sigma^2) = \prod_{j=0}^{t-1} \phi(x_{t-j}|\alpha_{t-j} + \beta x_{t-j-1}, \sigma^2) \\
= \prod_{j=0}^{t-1} \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{(x_{t-j} - \alpha_{t-j} - \beta x_{t-j-1})^2}{2\sigma^2} \right) \\
= \prod_{j=0}^{t-1} \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{(\tilde{d}_{t-j} - \beta x_{t-j-1})^2}{2\sigma^2} \right) \\
= \prod_{j=0}^{t-1} \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{(\tilde{d}_{t-j}^2 - 2\beta x_{t-j-1} \tilde{d}_{t-j} + \beta^2 x_{t-j-1}^2)}{2\sigma^2} \right) \\
\propto \prod_{j=0}^{t-1} \exp \left( -\frac{1}{2\sigma^2} \left\{ -2\beta x_{t-j-1} \tilde{d}_{t-j} + \beta^2 x_{t-j-1}^2 \right\} \right) \\
= \exp \left( -\frac{1}{2\sigma^2} \left\{ -2\beta \sum_{j=0}^{t-1} \tilde{d}_{t-j} x_{t-j-1} + \beta^2 \sum_{j=0}^{t-1} x_{t-j-1}^2 \right\} \right). 
\]
Appendix B. Metropolis-Hastings within Gibbs Sampler Routine

Starting with an initial sample \((\alpha^{(0)}, \beta^{(0)}, \sigma^{2(0)}, \rho^{(0)}, \tau^{2(0)})\), where

\[
(\tau^{2(0)}) = f(\beta^{(0)}, \sigma^{2(0)}, \rho^{(0)}, \text{Var}(x_i))
\]
as specified in [8], we first draw a sample of \(\alpha\) values from its full conditional distribution. We proceed with the Metropolis-Hastings algorithm step by drawing from the conditional distributions of \(\rho, \sigma^2\) and \(\beta\) as derived in Section 2.3. Furthermore, \(\tau^2\) is set according to (6) such that a prior specified long run variance is met. We calculate the density value of the proposal distribution \(q\) specified in (8), such that a prior specified long run variance is met. We calculate the density value of the proposal distribution \(q\) specified in (8), i.e.,

\[
q(\rho^{(t+1)}, \beta^{(t+1)}, \sigma^{2(t+1)} | \tau^{2(t)}, \beta^{(t)}, \sigma^{2(t)}, \alpha, x) =
q(\rho^{(t+1)} | \tau^{2(t)}, \alpha, x)q(\sigma^{2(t+1)} | \beta^{(t)} \alpha, x)q(\beta^{(t+1)} | \sigma^{2(t)}, \alpha, x)
\]

We further calculate the density value of the proposal distribution for the parameters of the previous step conditional on the new drawn parameter, i.e.,

\[
q(\rho^{(t)}, \beta^{(t)}, \sigma^{2(t)} | \tau^{2(t+1)}, \beta^{(t+1)}, \sigma^{2(t+1)}, \alpha, x) =
q(\rho^{(t)} | \tau^{2(t)} \alpha, x)q(\sigma^{2(t)} | \beta^{(t)} \alpha, x)q(\beta^{(t)} | \sigma^{2(t+1)} \alpha, x)
\]

The true conditional posterior density is given by

\[
p(\rho, \beta, \sigma^2 | \alpha, x) \propto p(x | \beta, \sigma^2, \alpha)p(\alpha | \rho, f(\rho, \beta, \sigma^2))p(\beta | \sigma^2)p(\rho)
\]
The acceptance probability is calculated by

\[
p_{\text{accept.}} = \min \left( 1, \frac{p(\rho^{(t+1)}, \beta^{(t+1)}, \sigma^{2(t+1)} | \alpha^{(t+1)}, \alpha^{(t+1)}, x)q(\rho^{(t)}, \beta^{(t)}, \sigma^{2(t)} | \alpha^{(t+1)}, \alpha^{(t+1)}, x)}{p(\rho^{(t)}, \beta^{(t)}, \sigma^{2(t)} | \alpha^{(t+1)}, \alpha^{(t+1)}, x)q(\rho^{(t+1)}, \beta^{(t+1)}, \sigma^{2(t+1)} | \alpha^{(t+1)}, \alpha^{(t+1)}, x)} \right).
\]

A new drawn sample is accepted if a uniform distributed random variable is smaller than the acceptance probability. Otherwise the sample from the previous step is taken. After a burn-in period the parameter set \((\tilde{\alpha}^{(m)}, \tilde{\beta}^{(m)}, \tilde{\sigma}^2(m))\) is approximately distributed according to the joint posterior distribution \(p(\alpha, \beta, \sigma^2 | x)\).
## Appendix C. Backtest Results

| Maturity  | Mean   | Std. Dev. | RMSE  |
|-----------|--------|-----------|-------|
| **The BTVC-AR(1)-Factor model** |        |           |       |
| 1 year    | -0.0268| 0.2566    | 0.0659|
| 3 year    | -0.0469| 0.2289    | 0.0541|
| 5 year    | -0.0681| 0.2402    | 0.0617|
| 10 year   | -0.0640| 0.2346    | 0.0586|
| **The Gauss2++ model** |        |           |       |
| 1 year    | -0.0808| 0.2361    | 0.0618|
| 3 year    | -0.1037| 0.2252    | 0.0610|
| 5 year    | -0.1203| 0.2139    | 0.0598|
| 10 year   | -0.1429| 0.2130    | 0.0654|
| **The dynamic Nelson-Siegel model** |        |           |       |
| 1 year    | -0.0290| 0.2615    | 0.0685|
| 3 year    | -0.0462| 0.2311    | 0.0550|
| 5 year    | -0.0653| 0.2410    | 0.0617|
| 10 year   | -0.0589| 0.2340    | 0.0577|

Table C.1: Results of the out-of-sample 1-month ahead forecasting.
| Maturity | Mean    | Std. Dev. | RMSE  |
|----------|---------|-----------|-------|
| **The BTVC-AR(1)-Factor model** |         |           |       |
| 1 year   | -0.1264 | 0.5064    | 0.2697|
| 3 year   | -0.1505 | 0.4640    | 0.2358|
| 5 year   | -0.1725 | 0.4354    | 0.2174|
| 10 year  | -0.1625 | 0.3875    | 0.1751|
| **The Gauss2++ model**       |         |           |       |
| 1 year   | -0.2057 | 0.5329    | 0.3236|
| 3 year   | -0.2707 | 0.4702    | 0.2923|
| 5 year   | -0.3098 | 0.4208    | 0.2714|
| 10 year  | -0.3435 | 0.3875    | 0.2667|
| **The dynamic Nelson-Siegel model** |         |           |       |
| 1 year   | -0.1327 | 0.5152    | 0.2803|
| 3 year   | -0.1482 | 0.4665    | 0.2374|
| 5 year   | -0.1643 | 0.4343    | 0.2137|
| 10 year  | -0.1478 | 0.3827    | 0.1668|

Table C.2: Results of the out-of-sample 3-month ahead forecasting.

| Maturity | Mean    | Std. Dev. | RMSE  |
|----------|---------|-----------|-------|
| **The BTVC-AR(1)-Factor model** |         |           |       |
| 1 year   | -0.2809 | 0.7683    | 0.6631|
| 3 year   | -0.3093 | 0.6941    | 0.5725|
| 5 year   | -0.3311 | 0.6330    | 0.5062|
| 10 year  | -0.3110 | 0.5462    | 0.3920|
| **The Gauss2++ model**       |         |           |       |
| 1 year   | -0.4094 | 0.8105    | 0.8184|
| 3 year   | -0.5402 | 0.6768    | 0.7457|
| 5 year   | -0.6098 | 0.6090    | 0.7393|
| 10 year  | -0.6545 | 0.5824    | 0.7693|
| **The dynamic Nelson-Siegel model** |         |           |       |
| 1 year   | -0.2900 | 0.7857    | 0.6951|
| 3 year   | -0.3022 | 0.7045    | 0.5825|
| 5 year   | -0.3130 | 0.6380    | 0.5008|
| 10 year  | -0.2812 | 0.5446    | 0.3727|

Table C.3: Results of the out-of-sample 6-month ahead forecasting.
Maturity & Mean & Std. Dev. & RMSE \\
\hline
\textit{The BTVC-AR(1)-Factor model} &  &  &  \\
1 year & -0.5956 & 0.9591 & 1.2652 \\
3 year & -0.6264 & 0.7861 & 1.0041 \\
5 year & -0.6526 & 0.6834 & 0.8881 \\
10 year & -0.6275 & 0.5986 & 0.7484 \\
\textit{The Gauss2++ model} &  &  &  \\
1 year & -0.9047 & 1.0709 & 1.9546 \\
3 year & -1.1531 & 0.7939 & 1.9541 \\
5 year & -1.2745 & 0.7255 & 2.1458 \\
10 year & -1.3345 & 0.8060 & 2.4246 \\
\textit{The dynamic Nelson-Siegel model} &  &  &  \\
1 year & -0.6004 & 0.9961 & 1.3424 \\
3 year & -0.6024 & 0.8218 & 1.0316 \\
5 year & -0.6098 & 0.7096 & 0.8702 \\
10 year & -0.5657 & 0.6024 & 0.6793 \\
\hline
\end{tabular}

Table C.4: Results of the out-of-sample 12-month ahead forecasting.