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Abstract. Numerical Relativity is a mature field with many applications in Astrophysics, Cosmology and even in Fundamental Physics. As such, we are entering a stage in which new sophisticated methods adapted to open problems are being developed. In this paper, we advocate the use of Pseudo-Spectral Collocation (PSC) methods in combination with high-order precision arithmetic for Numerical Relativity problems with high accuracy and performance requirements. The PSC method provides exponential convergence (for smooth problems, as is the case in many problems in Numerical Relativity) and we can use different bit precision without the need of changing the structure of the numerical algorithms. Moreover, the PSC method provides high-compression storage of the information. We introduce a series of techniques for combining these tools and show their potential in two problems in relativistic gravitational collapse: (i) The classical Choptuik collapse, estimating with arbitrary precision the location of the apparent horizon. (ii) Collapse in asymptotically anti-de Sitter spacetimes, showing that the total energy is preserved by the numerical evolution to a very high degree of precision.

Keywords: Numerical Relativity, Gravitational Collapse, Pseudospectral Collocation Methods, Arbitrary-precision arithmetic

Submitted to: Class. Quantum Grav.

1. Introduction

Numerical Relativity emerged as a way to provide answers to problems in General Relativity that require solving Einstein equations in physical situations where we do not have neither exact solutions nor good approximation schemes, or at least not at the level of precision that is required. In particular, for systems characterized either by extreme gravitational fields or by relativistic speeds, or both. After more than five decades of developments, Numerical Relativity has become a mature field that has produced revolutionary discoveries for very different types of problems
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(for some accounts of Numerical Relativity can be found in [1–7]: From gravitational collapse to cosmological physics, including the description of the non-linear dynamics of binary systems and their gravitational wave emission. Clearly, the problems that Numerical Relativity has addressed are very demanding in terms of the complexity of the algorithms (including formulating a well-posed initial-value problem) and also in terms of computational cost. This has lead to the development of more and more sophisticated algorithms that use state-of-the-art techniques from the fields of numerical analysis and computer science. Nevertheless, there is a question that has not been sufficiently discussed in Numerical Relativity, the question of numerical accuracy in relation to the numerical precision offered by current digital computers. The modelling of physical phenomena requires choosing the appropriate type of numerical algorithm that ensures a satisfactory answer in terms of accuracy, reliability, and computational cost. For many problems, the common 64-bit (double precision) floating-point arithmetic, i.e. fifteen or sixteen significant digits, is enough to obtain accurate results. In some cases, even 32-bit (single precision) floating-point arithmetic, i.e. seven or eight significant figures, can be sufficient. However, there are problems that demand a very high degree of precision [8]. For instance, in cases where solutions at late times strongly depend on the initial conditions or in cases where the physical properties are very sensitive to the value of certain parameters, the ability to increase the precision of the numerics can be an essential ingredient to reach satisfactory results (see, e.g. [9]).

Different types of numerical algorithms have been used in numerical relativity. Finite Differences provide simple and easy ways to design algorithms while Finite Element methods are in general more robust and modular, which is the reason why they are very frequently used in engineering problems. Nevertheless, if the priority is to achieve high accuracy, then spectral and pseudospectral methods are a convenient choice due to their great convergence properties: They converge exponentially for smooth problems. It has also been shown that they provide highly precise solutions in a variety of problems, from fluid dynamics to astrophysics (see, e.g. [10–12]). In Numerical Relativity, they have successfully been applied to the simulation of the collision of orbiting binary black holes and their emission of gravitational waves [13, 14] (see also e.g. [2, 15–18]).

The main goal of this paper is to show that the powerful convergence properties of PseudoSpectral Collocation (PSC) methods make them an ideal option to go beyond the typical 64-bit floating-point arithmetic for problems in the context of Numerical Relativity. For the common double precision, maximum accuracy is usually reached with a relatively quite low number of collocation (discretization) points. Therefore, going beyond this precision does not constitute a high increase in computational cost. In addition, PSC methods provide a high-compression of the information describing the solution of our problem. Indeed, the number of collocation points (or modes in the spectral picture) needed to reach very high accuracy is much smaller than the number of points in other methods (e.g., Finite Differences) so that the memory demands get reduced drastically. Moreover, the structure of the algorithms, and in consequence of the numerical codes that implement them, is independent of the number of collocation points, which is also another advantage of the PSC method since we do not have to touch the algorithms in order to increase the precision, just to change the number of collocation points. This is contrast with Finite Differences methods, where by increasing the number of discretization points, within a wide range, we reach machine precision and then a new Finite Differences algorithm with better truncation error
would have to be implemented (i.e. with a different stencil that would require, in general, more discretization points).

In order to show in practice all these claims, we have developed a new numerical library, ANETO (Arbitrary precisioN solvEr with pseudo-speCTral MethOds) [19], that we use to perform the numerical simulations described in this paper. The ANETO library provides complete freedom in the numerical precision in the sense that we have the possibility of adjusting the bit precision of our algorithms to fulfill the exact accuracy requirements of a given problem. It also contains a tool to translate numerical codes from the standard double precision to arbitrary precision. The work presented in this paper originates from the experience of the authors in the study of gravitational collapse in several scenarios that require the use of General Relativity (see [20, 21]), and where the accuracy requirements on the numerical solutions are very high. In the sense, we have developed numerical codes that use the ANETO library to study two different scenarios of gravitational collapse: (i) The collapse of a spherically-symmetric massless scalar field in asymptotically-flat spacetimes, the scenario where Choptuik found critical behaviour [22]. We have developed a new characteristic pseudospectral code using the ANETO library and show that we can essentially have arbitrary precision in the estimation of the location where an apparent horizon is formed. (ii) The collapse of a spherically-symmetric massless scalar field in asymptotically-Anti de Sitter (AdS) spacetimes, which have recently attracted a lot of attention in the context of string theory and the gauge/gravity duality. The fact that AdS, the maximally symmetric solution of Einstein’s equations with a negative cosmological constant (see more in [23]), has the remarkable property that light rays can reach the AdS boundary in a finite time (in contrast to massive particles that need an infinite time as in flat spacetime) has important consequences for the study of gravitational collapse. At the same time, these numerical studies demand a very high degree of precision. We adapt the code used in [20, 21] to be compatible with the ANETO library to study the long-term dynamics in AdS spacetimes, showing that we can keep the spacetime mass constant to very high degrees of precision.

The plan of this paper is as follows: In Sec. 2 we introduce the main techniques that we have developed to combine the PSC method with arbitrary precision arithmetic for the study of the dynamics of the general relativistic gravitational collapse. This includes the main operators, a multidomain scheme, a discussion on computational time and parallelization. In Sec. 3, we report on simulations of gravitational collapse in asymptotically-flat spacetimes using the ANETO library and we do the same in Sec. 4 for the case of gravitational collapse in asymptotically-anti de Sitter spacetimes. We finish with some conclusions and a discussion of future prospects in Sec. 5.

2. The Numerical Method: PseudoSpectral Collocation Methods with Arbitrary Precision Arithmetic

There are problems in the context of NR that require high precision numerical computations, in which the usual double precision used in most codes is not enough. To deal with this type of demanding problems we have to consider the possibility of using other representations of real numbers with a larger number of significant digits, taking always into account the limited memory of a digital computer. The usual approach is based on the so-called floating-point representation (see [24]), similar to
scientific notation, where a real number $x$ can be expressed/approximated by:

$$fl(x) = \left( 1 + \sum_{i=1}^{b_m-1} b_i \times 2^{-i} \right) \times 2^E,$$

(1)

where $i$ is the position of the bit $b_i$ of the mantissa from the left, $b_m$ is the number of bits of the mantissa (the precision), and $E$ is the number of bits of the exponent. Then, $E$ establishes the maximum range of our variables and $b_m$ determines the machine precision (or machine roundoff error), which is what we are interested in. A measure of the level of roundoff error in the floating-point number system is:

$$\epsilon_{mp} = \max_{x \neq 0} \frac{|x - fl(x)|}{|x|},$$

(2)

When rounding is made by chopping, we have that $\epsilon_{mp} = 2^{1-b_m}$. In this work, the standard numerical precisions that we consider for reference are: single precision, where $b_m = 24$ (eight significant digits); double precision, with $b_m = 53$, corresponding to $15-16$ significant digits; and quadruple precision, where $b_m = 113$, corresponding to approximately 34 significant digits. Apart from that, we also use arbitrary precision so that we manually select the bit precision $b_m$.

On the other hand, given the additional computational cost of high-order arithmetic, we have to think carefully what type of discretization algorithms we use to solve the partial differential equations involved in our physical problem. There two important factors, one is the question of the computational cost of the operations and the size of the storage required to store the information associated with the variables involved in the computation. The other one is the question of whether we need to adapt the discretization algorithms (and their programming language implementation) in terms of the particular numerical precision chosen. In this paper we advocate for the use of the PSC method [2, 25–27] for spatial discretization of our variables. The reason is that due to spectral convergence of the PSC method for smooth problems we just need in general much less grid points as compared with other discretization methods, which reduces the storage needs. On the other hand, we do not need to change the algorithm code in the PSC method to increase the precision, just the number of collocation points. All the PSC algorithms that use arbitrary precision arithmetic in this work have been developed using the ANETO library. The library has been developed using C++ templates, which allows for the use of any kind of data type. In several of the computations done for this paper, we have used standard types like float and double for single and double precision respectively. For the quadruple precision type we have used the float128 type implemented in the Boost Multiprecision library [28]. For general bit precision, we have used the GNU’s Multiple Precision Floating-Point Reliable (MPFR) Library [29], a C library for multiple-precision floating-point computations with correct rounding, with a C++ wrapper [30] as an interface. Some numerical algorithms like differentiation and integration has been parallelized using the shared-memory API OpenMP [31]. Finally, the ANETO library has been released as Free Software under a GNU General Public License (GPL) and it can be found in [19], including source code and full documentation of the classes and functions available as well as examples of its functionalities. The library was originally developed due to need to go beyond the standard double precision for the study of certain problems associated with gravitational collapse in the context of General Relativity.
The type of problems we are interested in constitute an initial-boundary value problem, which consists in a system of Partial Differential Equations (PDEs) defined over a spatial domain \( D \in \mathbb{R}^d \), being \( d \) the number of space dimensions, and for a time interval \( \mathcal{T} \equiv [t_i, t_f] \subset \mathbb{R} \):

\[
\mathcal{L} \bar{u}(t, \bar{x}) = 0, \quad \mathcal{I}[\bar{u}](t, \bar{x}) = 0, \quad \mathcal{B}[\bar{u}](t, \bar{W}(t, \bar{x})) = 0,
\]

where \( t \in \mathcal{T}, \bar{x} \in D \), and where \( \bar{u}(t, \bar{x}) \) denotes the vector of unknown variables; \( \mathcal{L} \) is a given differential operator that determines the set of PDEs under consideration; \( \mathcal{I} \) is another given operator representing the initial conditions of our evolution problem at \( t = t_i \); and finally, \( \mathcal{B} \) is the operator that determines the boundary conditions at a set of (timelike) hypersurfaces defined by a set of implicit equations \( \bar{W}(t, \bar{x}) = 0 \).

The operator \( \mathcal{L} \) can be divided into two independent parts: One producing a set of hyperbolic evolution equations and the other hand producing a set of constraint equations that the initial data (expressed here in terms of the operator \( \mathcal{I} \)) has to satisfy and the evolution has to preserve. In spectral methods the solution to this type of problems is approximated by using a spectral expansion of the form:

\[
\bar{u}_N(t, x) = \sum_{k=0}^{N} \bar{a}_k(t) \phi_k(x),
\]

where \( \phi_k \) are the basis functions and \( \bar{a}_k \) are the vectors of (spectral) coefficients associated with the approximation to the vector of unknowns, \( \bar{u}_N(t, x) \). In this paper we choose the basis functions \( \phi_k \) to be Chebyshev polynomials:

\[
T_n(X) = \cos \left[ n \cos^{-1}(X) \right] \quad (n = 0, \ldots, N; X \in [-1, 1]).
\]

Notice that here, the coordinate \( X \), which we call the spectral coordinate, will not be in general the same as the coordinate \( x \) in Eq. (4), which we call the physical coordinate. They will have in general different ranges and will be related by a one-to-one mapping\( \dagger \), \( x = x(X) \Leftrightarrow X = X(x) \). The PSC method consists in finding the solution by demanding that our equations (3) are exactly satisfied at a set of collocations points. In this work we consider only the Lobatto-Chebyshev grid of collocation points:

\[
X_i = -\cos \left( \frac{\pi i}{N} \right) \quad (i = 0, \ldots, N),
\]

This particular choice, apart from minimizing the interpolation error, includes the boundary points, \( X = \pm 1 \), which allows us to directly impose boundary conditions there. In the PSC method we have two representations of the approximation to the solution of our problem. The first one, given by Eq. (4), is the standard one in spectral methods and hence we call it the spectral representation. The magnitude of the spectral coefficients decays exponentially with the degree, \( n \), of the Chebyshev polynomial:

\[
|a_n^k| \sim e^{-\alpha^k n} \quad (n = 0, \ldots, N),
\]

where \( \alpha^k \) is a coefficient associated with the variable \( u^k \). As a consequence, the discretization error due to the use of a finite number of points also decays exponentially. This behaviour is illustrated in Figure 1 for numerical computations using different number of digits of precision.

\( \dagger \) Although we are not considering it here, it is in principle possible to include a dependence on the time \( t \) in this mapping.
The other type of representation is the physical representation, based on the use of the collocation values of our variables, \( \vec{u}_i \), and given by:

\[
\vec{u}_N(t, x) = \sum_{i=0}^{N} \vec{u}_i(t) C_i(X),
\]

where \( \vec{u}_i(t) \) are the values of our variables \( \vec{u} \) at the collocation point \( X_i \), and \( C_i(X) \) are the cardinal functions [25] associated with our basis functions and grid, obeying: \( C_i(X_j) = \delta_{ij} \). The two representation are related via a matrix transformation:

\[
\vec{u}_i = \sum_{n=0}^{N} M_{in} \vec{a}_n, \quad M_{in} = T_n(X_i) \quad (i, n = 0, \ldots, N).
\]

Introducing a new coordinate via \( X = \cos \theta \) (\( \theta \in [0, \pi] \)), the series in Chebyshev polynomials [Eq. (5)] becomes a cosine series since \( T_n(\cos \theta) = \cos(n\theta) \). In the particular case of the Lobatto-Chebyshev grid [Eq. (6)], the components of the matrix transformation are: \( M_{in} = T_n(X_i) = (-1)^n \cos(ni\pi/N) \). The resulting transformation becomes then a Discrete Cosine Transform (DCT) that can be computed by using a 2N Fast Fourier Transform (FFT) algorithm whose computation cost scales as \( \sim N \ln N \) with the number of collocation points [25, 32] in contrast with the \( \sim N^2 \) scaling of the matrix transformation. The possibility of using the FFT algorithm to change between the physical and spectral representations is of particular relevance for the solution of time-dependent problems described by PDEs. The physical representation is useful to deal with non-linear terms since the collocation values associated with an arbitrary function of \( \vec{u} \), say \( \vec{f}(\vec{u}) \), are simply given by \( \vec{f}(\vec{u})_i = \vec{f}(\vec{u}_i) \). In contrast, the spectral representation is better for other type of operators like differentiation and integration.

### 2.1. Differentiation and Integration

In the PSC method, differentiation can be performed by means of the following schematic procedure:

\[
\partial_x : \{\vec{u}_i\} \xrightarrow{\text{DCT}} \{\vec{a}_n\} \xrightarrow{\tilde{\partial}_x} \{\vec{b}_n\} \xrightarrow{\text{DCT}} \{((\partial_x \vec{u})_i)\},
\]

where \( \tilde{\partial}_x \) is the spectral-space derivative operator whose action is given by [25, 32]

\[
\begin{align*}
\tilde{b}_N &= 0, \\
\tilde{b}_{N-1} &= 2N\tilde{a}_N, \\
\tilde{b}_n &= \frac{1}{c_n} \left[ 2(n+1)\tilde{a}_{n+1} + \tilde{b}_{n+2} \right] \quad (n = N - 2 \ldots 0),
\end{align*}
\]

where the \( c_n \) are such that: \( c_n = 2 \) if \( n = 0 \) or \( n = N \) and \( c_n = 1 \) otherwise.

In the case of integration, there are different relevant operators. First, let us consider the following simple first-order ODE

\[
\frac{df(x)}{dx} = g(x),
\]

with a boundary condition at \( x = x_0 \), \( f(x_0) = f_0 \). The solution is simply given by

\[
f(x) = f_0 + \int_{x_0}^{x} dx' g(x').
\]
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Figure 1. Representation of the Spectral Coefficients. For a smooth function (we have used the function \( f(x) = \exp(\tan(x)) \)) the modes in the spectral representation decay exponentially until they reach the precision error of our computations. We can see that with the use of arbitrary precision arithmetic we can control the level of the computer round-off error.

This is what we call integration from the left because it incorporates a (boundary) condition at \( X = X_- = -1 \) (assuming a mapping \( x = x(X) \) so that \( x_0 = x(X_-) \)):

\[
I_L(x(X)) = I_L(x_0) + \int_{X_-}^X dX' \left( \frac{dx}{dX} \right)_X g(X'),
\]

where \( I_L(x_0) = f_0 \). The scheme for the full left-integration process is:

\[
\begin{align*}
\int_{X_-}^X : \{\vec{a}_i\} &\xrightarrow{\text{DCT}} \{\vec{a}_n\} \\
&\xrightarrow{\int} \{\vec{b}_n\} \xrightarrow{\text{DCT}} \{(\int_{X_-}^X \vec{u})_i\},
\end{align*}
\]

where \( \{\vec{b}_n\} \) are the spectral coefficients corresponding to \( I_L(x(X)) \):

\[
\begin{align*}
\vec{b}_N &= \frac{\vec{a}_N}{2N+1}, \\
\vec{b}_n &= \frac{1}{2n} \left( \vec{c}_{n-1} - \vec{a}_{n+1} \right) \quad (n = N - 1, \ldots, 1), \\
\vec{b}_0 &= I(x(X_-)) - \sum_{n=1}^N (-1)^n \vec{b}_n.
\end{align*}
\]

In the same way, we can introduce the right integration (the boundary condition is imposed at the right boundary, i.e. at \( X = X_+ = +1 \)):

\[
I_R(x(X)) = I_R(x_0) + \int_{X}^{X_+} dX' \left( \frac{dx}{dX} \right)_X g(X').
\]

The scheme for the full right-integration process is:

\[
\begin{align*}
\int_{X}^{X_+} : \{\vec{u}_i\} &\xrightarrow{\text{DCT}} \{\vec{a}_n\} \\
&\xrightarrow{\int} \{\vec{b}_n\} \xrightarrow{\text{DCT}} \{(\int_{X}^{X_+} \vec{u})_i\}.
\end{align*}
\]
The action of the operator $f_R$ is given by

\[
\begin{align*}
\overline{b}_N^R &= -\frac{1}{2N^2} \tilde{a}_{N-1}, \\
\overline{b}_n^R &= -\frac{1}{2n} \left(c_{n-1} \tilde{a}_{n-1} - \tilde{a}_{n+1}\right) \quad (n = N - 1, \ldots, 1), \\
\overline{b}_0^R &= I_R(x(X_+)) - \sum_{n=1}^{N} \overline{b}_n^R.
\end{align*}
\]

### 2.2. The Multidomain PSC Method

In many problems, different regions of our computational domain require different degrees of spatial resolution and hence some form of grid refinement needs to be adopted. In the case of the PSC method, a simple choice is to use a multidomain scheme that distributes the subdomains so that regions where high resolution is required are covered by more subdomains than regions less demanding in terms of resolution. For the case of evolution problems in one spatial dimension we consider a decomposition of our physical computation domain $\Omega = [x_L, x_R]$ into $D$ disjoint subdomains:

\[
\Omega = \bigcup_{a=0}^{D-1} \Omega_a, \quad \Omega_a = [x_{a,L}, x_{a,R}],
\]

with the identification: $x_{a,R} = x_{a+1,L}$ ($a = 0, \ldots, D - 2$). Each subdomain $\Omega_a$ is mapped into the spectral domain $[-1, 1]$. For our computations we assume a simple linear mapping but other mappings are possible. Then, given the coordinate $x$ of a point in the physical domain $\Omega$, assuming it belongs to the subdomain $\Omega_a$, it is mapped to a spectral coordinate $X_a$ according to the following linear mapping:

\[
x \rightarrow X_a(x) = \frac{2x - x_{a,L} - x_{a,R}}{x_{a,R} - x_{a,L}}.
\]

whose inverse mapping is:

\[
X_a \rightarrow x(X_a) = \frac{x_{a,R} - x_{a,L}}{2} X_a + \frac{x_{a,R} + x_{a,L}}{2}.
\]

The Jacobian, $dx/dX_a = (x_{a,R} - x_{a,L})/2$, is different from subdomain to subdomain unless all of them have the same physical coordinate size. Despite its simplicity, the linear mapping can be used for refinement adapting the length of each subdomain to the resolution needs of the problem under consideration. All what we need is a refinement criteria for the adaptation of the subdomain sizes.

The important point of using a multidomain scheme for solving PDEs is communication. In the case of elliptic equations we can just communicate variables by imposing continuity conditions. In the case of hyperbolic PDEs, assuming they are strongly hyperbolic [33, 34], which means the principal part operator has a complete set of eigenvectors and all the eigenvalues, the propagation speeds of the eigenvalue fields (known as characteristic fields) are real. Then, at the interface between two subdomains, the fields with positive speed are communicated from the left to the right subdomain, while the fields with negative speeds are communicated from the right to the left subdomain. This scheme can even accommodate discontinuities like those produced by the presence of point particles (see [16, 18, 35, 36]). Finally, the characteristic variables are can also be used to impose boundary conditions at the global boundaries in a clear and simple manner, for instance for the case of in/outgoing boundary conditions.
Although many operations generalize trivially to a PSC multidomain scheme in the sense that they can be performed independently at each subdomain, some others require some adaptation that has to do again with communication between subdomains. Differentiation is a good example. It is well-known that the computation of derivatives with the PSC method becomes noisy near the boundaries producing an accumulation of error there, which in some cases can be one or two orders of magnitude higher than in other more central regions. This phenomenon, known as Runge’s phenomenon [37, 38], gets worse as we increase the number of collocation points. We can take advantage of the multidomain scheme to reduce the error by using a dual grid scheme. The idea is to use a second grid constructed such that the boundaries of the subdomains coincide with the middle points of the subdomains of the main (original) grid (see Figure 3). As a consequence the dual grid has $D + 1$ subdomains, $\{\Omega_{\bar{a}}\}_{\bar{a}=0,...,D}$, with the left boundary location of each subdomain, say $\bar{a}$ ($= 0, \ldots, D$), being given by $\bar{x}_{\bar{a},L} = (x_{\bar{a}-1,L} + x_{\bar{a}-1,R})/2$ (excepting for $\bar{a} = 0$, which corresponds to the global left boundary point $x_L$), and the right boundary location is given by $\bar{x}_{\bar{a},R} = (x_{\bar{a},L} + x_{\bar{a},R})/2$ (excepting for $\bar{a} = D$, which corresponds to the global right boundary point $x_R$). When we compute the derivative in the dual grid, the points where typically the error is the lowest coincide with the location where the error is typically the greatest in the subdomains of the main grid. Then, we compute the final derivative of our function by combining the derivatives computed separately in the main ($f_{\text{main}}'$) and dual ($f_{\text{dual}}'$) grids. For a given point $x$ belonging to the subdomain $\Omega_a$ of the main grid, the derivative is the following weighted sum of the derivatives from the main and the dual grids:

$$f'(x) = \pi_a(x) f_{\text{main}}'(x) + (1 - \pi_a(x)) f_{\text{dual}}'(x) \quad (x \in \Omega_a),$$

where $\pi_a(x)$ is a weighting function on the subdomain $\Omega_a$ of the main grid (this function together with $1 - \pi_a(x)$ form a partition of unit associated with the subdomain $\Omega_a$) that takes values between zero and one, being zero in the boundaries of the subdomains of the main grid and one at the boundaries of the dual grid. Moreover, it is smooth between the boundary and the centre of the subdomain. One example of a partition function is:

$$\pi_a(x) = \begin{cases} \frac{(x-x_{a,L})(x-x_{a,R})}{(x-x_{a,L})(x-x_{a,R}) + (x-x_{a+1,L})(x-x_{a+1,R})} & \text{if } x \in \bar{\Omega}_a, \\ \frac{(x-x_{a,L})(x-x_{a,R})}{(x-x_{a,L})(x-x_{a,R}) + (x-x_{a+1,L})(x-x_{a+1,R})} & \text{if } x \in \bar{\Omega}_{a+1}. \end{cases}$$

Figure 2. Communication between subdomains. Schematic representation of the communication between subdomains for hyperbolic PDEs. Characteristic variables, $Y_-$ and $Y_+$, with a well-defined speed of propagation are the key. We just need to copy the boundary values in the direction indicated by the arrows.
Figure 3. Dual Grid Structure. Schematic representation of the dual grid scheme (without showing the subdomains that have the global boundaries). The main grid (in purple) is composed of three subdomains and the dual grid (in green) is shifted and has four subdomains. The blue line shows the weighting function $\pi_a(x)$ of Eq. (24).

This structure of $\pi_a(x)$ is due to the fact that a given point of the subdomain $\Omega_a$ can either be at the subdomain $\bar{\Omega}_a$ or $\bar{\Omega}_a+1$ of the dual grid (see Figure 3).

We have carried out several numerical experiments to assess the use of the dual-grid structure by comparing with computations on a single grid. The results are summarized in Figure 4. In the top-left plot we show the error in the computation of a derivative using ten subdomains. It is easy to find in the plot the location of the boundaries between the subdomains since the error exhibits there a peak that in most cases is one order of magnitude higher than the average. The brown line of the bottom-left plot shows the error when we perform the same computation but using the dual-grid scheme. As we can see, the peaks have completely disappeared and the error in the derivative looks now quite flat. This improvement can be seen on the top-right plot of Figure 4, where we present the ratio between the differentiation errors with and without using the dual grid. Near the boundaries our computation has improved between one and two orders of magnitude in terms of the error. We have done the same comparison for the second-order derivative, which is shown in the bottom-right plot. As we can see, the improvement is even better than in the case of the first-order derivative, and the error at all the boundaries has been reduced in two/three orders of magnitude.

Let us now consider the computation of the integral of the simple function $f(x) = \cos(x)$, for different bit precisions and both for single and multidomain setups. We show the results in Figure 5. The plot on the left shows that as long as one uses enough collocation points the error scales with the round-off error as expected. This is true even for a number of collocation points as low as $N = 47$ up to 260 bits of precision, when the error saturates because the discretization error becomes more important than the round-off error. We also see that it is enough to use $N = 71$ collocation points to decrease the error up to $10^{-120}$. The same behaviour is shown on the right plot of Figure 5 for the case in which we use a multidomain scheme with only four subdomains ($D = 4$) and $N = 23$ and $N = 47$ collocation points per subdomain. In the first case, the discretisation error is reached around $10^{-50}$ but, for the second one we can easily reach again $10^{-120}$. The horizontal lines in the figure show the round-off error for the single, double, and quadruple precisions respectively,
Figure 4. Differentiation using a Dual Grid. The plots on the left show the error in the first-order derivative computed with the dual-grid setup (bottom) and without it (top). We see that at the boundaries across subdomains there is an efficient reduction of the error by eliminating the peaks. The magnitude of the improvement can be seen in the top right plot. The quotient of the error in both cases tells us that the improvement at the points near the boundaries is between one and two orders of magnitude. The bottom right plot shows the same for the second-order derivative where the improvement increases by two or three orders of magnitude.

which is obviously much higher than the error we can reach using arbitrary precision. Although the integral under consideration involved a simple function, we have checked that the same is true independently of the integrand, just restricting ourselves to smooth functions.

The accuracy that PSC methods are capable to reach is even more clear when we compare it with other discretization methods. In the left plot of Figure 6, we compare the results obtained using the ANETO library to Finite-Differences Newton-Cotes (NC) formulae [39] of fourth and eleventh orders. In both cases, we set manually the points near the boundaries of the subdomain to avoid the problems associated with the borders. The NC formula of eleventh order seems to be good enough to achieve a reasonable accuracy but the polynomial dependence of the error makes it very difficult to reach accuracies beyond $10^{-50}$, while with the PSC method accuracies of the order of $10^{-300}$ are within reach by using just 100 collocation points. Another relevant comparison is to look at the computational time required for a given accuracy for the two methods. This is shown in the right plot of Figure 6. In the case of the PSC method, we distinguish the case of using the matrix transformation versus the FFT algorithm for the transformation between the physical and the spectral representations. The plot clearly shows that the PSC method achieves high accuracies in much less time that the NC formulae. It also shows that the use of the FFT algorithm for the transformation between representations is also more efficient than the matrix transformation as expected. Going back to the comparison between the Finite Differences and PSC methods, it is clear that the development of a numerical code to implemented the NC formulae is always easier than the development of a PSC
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Figure 5. Maximum Error for Integration and different Bit Precision. The left plot shows the error made in the integration on a single Lobatto-Chebyshev collocation grid. The plot on the right shows the same error but when using the multidomain PSC method. In both cases, the points show the errors made for two different number of collocation points with respect to the bit precision used. The horizontal lines indicate the error for single, double, and quadruple precision.

numerical code. However, the PSC code does not need to be modified in order to go to very high precisions while improving the Finite Differences code for taking advantage of the potential accuracy usually requires to increase the order of the Finite Differences algorithm. This last option can be very challenging and, for high accuracy, it will not beat the exponential convergence of the PSC method.

2.3. Double versus Arbitrary Precision: Computational Time

Most of the available computers nowadays use 64-bit processors that are highly optimised to work with double precision. Going beyond this precision usually requires a software implementation that slows down the computation. The question is how much slow down can be expected depending on the precision that we need to use.

To answer this question we use the test case consisting in the integral again of the simple function: \( f(x) = \cos(x) \). We quantify the cost for four different grid configurations characterized by the pair \((D, N)\): (number of subdomains, number of collocation points per subdomain). The four grid configurations are: (i) \((D, N) = (14, 64)\); (ii) \((D, N) = (14, 128)\); (iii) \((D, N) = (50, 64)\); and (iv) \((D, N) = (14, 127)\). The results are presented in Figure 7, from where we can see how much slower is the use of arbitrary precision as compared with the standard double precision. In the range analysed, until 512 bits, or around 150 significant digits, the computational time seems to increase linearly with the number of bits, being a factor 150-300 times slower than the double precision case. Moreover, we have to take into account that in order to take advantage of the additional significant digits we need to increase the number of subdomains and/or collocation points. Nevertheless, using the PSC method we do not need to change our numerical code, just the pair \((D, N)\). These considerations are important to estimate whether arbitrary precision can be a good solution for a given
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Figure 6. Comparison between the PSC method and Newton-Cotes formulae for numerical integrals. We compare the error made in the computation of the integral of our test function using the PSC method, both with the matrix transformation (yellow points) and the FFT transformation (red), and two different Newton-Cotes formulae, one of fourth order (dark blue) and another one of eleventh order (light blue). In the left plot we compare the error made with the different methods in terms of the number of points used. In the right plot we compare the computational time required by each method to achieve a certain level of accuracy.

Looking at Figure 7, it is also worth mentioning the jumps in the computational cost every time we cross a vertical line (corresponding to multiples of 64 bits). Although the general behaviour is linear, at small scales the function is more or less flat, increasing in multiples of 64 bits. This is not surprising because the tests have been done using a 64-bit processor and are related to the way the library uses double precision numbers to store the arbitrary floating points variables.

2.4. Shared-memory parallelization of PSC computations using arbitrary precision

We have just seen that one of the drawbacks of using arbitrary precision is the loss of computational speed. Given that most current computer processors are designed for 64-bit precision computations, arbitrary precision libraries usually emulate this using symbolic calculations or by means of a software layer that implements the arbitrary precision operations using 64-bit data. Both options significantly slow down the computations that in our case can be of the order of $150 - 300$ times.

In order to alleviate this downside of the method we can resort to parallelization. Indeed, the use of parallel computing adapts perfectly to our PSC multidomain scheme because most of our computations are done independently within each of the subdomains. For instance, in the case of derivatives, they can be trivially parallelized because they are defined at each subdomain independently. Instead, in the case of global integrals (integrals over the whole computational domain) it is a bit more complex but they can be adapted without affecting the scaling with the number of operations. To see how we can parallelize integrals, let us look at the example of the
Figure 7. Computational Time versus Arbitrary Precision. The plot shows the computational time employed in the integration of \( f(x) = \cos(x) \) for four different grid configurations characterized by the number of subdomains, \( D \), and the number of collocation points per subdomain, \( N \). The computational times shown are relative to the computational time corresponding to double precision. The computational time appears to increase linearly with the bit precision. The vertical lines just separate multiples of 64 bits. The computational time experiences a jump at these boundaries, as expected, due to the CPU architecture. The runs with \( N = 64 \) and \( N = 128 \) use the FFT algorithm to transform between the physical and spectral representations, while the one with \( N = 127 \) uses the matrix transformation. As a consequence, the computations for the grid configuration \((D, N) = (14, 127)\) are much slower, in absolute computational time, than the ones for \((D, N) = (14, 128)\).

The indefinite integral of an arbitrary function \( g(x) \) defined over the whole computational domain \( \Omega \) and with a boundary condition at the left global boundary \( x_L \):

\[
I_L(x) = I^b_L + \int_{x_L}^{x} dx' g(x') .
\]

where \( I^b_L = I_L(x_L) \) is the boundary condition. Since \( x \) is an arbitrary point, it can belong to any subdomain \( \Omega_a \) and then this integral may appear as a serial computation that is difficult to cast into a parallel one because the result depends on the integral for smaller values than \( x_L \). Nevertheless, we can parallelize the computation in the following way: First of all, let us assume \( x \) belongs to the subdomain \( \Omega_a \). Then, we can divide the integral into the sum of partial integrals that can be computed individually at each subdomain:

\[
I^d_{L,d} = \int_{x_{d,L}}^{x_{d,R}} dx \, g(x) = \int_{-1}^{1} dX \left( \frac{dx}{dX} \right)_X g(x(X)) \quad (d = 0, \ldots, a-1) ,
\]

and the integral of the subdomain of \( x \) (\( \Omega_a \)):

\[
I_{L,a}(x) = \int_{x_{a,L}}^{x} dx' \, g(x') = \int_{-1}^{X(x)} dX' \left( \frac{dx}{dX} \right)_X g(x(X')) ,
\]
so that the full integral can be computed as:

\[ I_L(x) = I_L^b + \sum_{d=0}^{a-1} I_{L,d}^p + I_{L,a}(x) \quad (x \in \Omega_a) . \]  

(28)

With this separation, each piece in the sum can be computed independently in each subdomain. To implement this in practice, we propose the use of shared-memory parallelization, more specifically the broadly used application programming interface OpenMP [31]. This appears to be the simplest option to profit from the possibility of having independent computations in the different subdomains and adding the minimum possible communication overhead. In order to test this we have carried out a number of numerical experiments using OpenMP. The measure of the computational time speedup that we use, \( S_p \), is a function of the number of cores employed, \( p \), defined as:

\[ S_p = \frac{T}{T_p} , \]  

(29)

where \( T \) is the computational time spent by a sequential computation and \( T_p \) is the time corresponding to a computation that uses \( p \) cores. Of course, the ideal unreachable limit is \( S_p = p \). Within this framework we have performed tests for integration and differentiation with the parallel multidomain PSC method. This has been done both for double and quadruple (\textit{float128}) precisions. The results for the computational speedup \( S_p \) are shown in Figure 8. We can see that we are very close to the maximum speed-up which is indicated by a dashed line in the plot. It is also interesting to note that the differentiation computations are closer to full parallelism than the integration ones. This is expected from the fact that differentiation can be carried out fully independently at each subdomain while for integration we need to communicate the value of the partial integrals.

Up to here it is clear that the subdomain is the minimum unit of parallelization. However, this approach does not address the principal reason for the slowdown, the emulation of the fundamental operations. This is a question currently under investigation in projects like [40], where arbitrary precision numbers are represented as an expansion of double precision numbers of different magnitudes and then the idea is to take advantage of parallel computations with graphics processing units (GPUs) to implement these basic operations.

3. Gravitational Collapse in Asymptotically-flat Spacetimes

The first application of the numerical techniques we have just presented is the classical problem of gravitational collapse in a flat (Minkowski) spacetime (without cosmological constant, \( \Lambda = 0 \)). The energy-momentum distribution of the matter collapsing corresponds to a massless real scalar field. For simplicity we assume the spacetime to be spherically symmetric, which means that the Einstein field equations become \( 1 + 1 \) PDEs (in time and in the radial direction). Then, the setup of the gravitational dynamics to be followed numerically is quite simple: We consider initial states described by smooth initial data and such that the scalar field distribution is concentrated around a certain radial location. Then, there are only two possible end states for the evolution:
Figure 8. Speed-up with OpenMP for multidomain PSC computations.

This plot shows the computational speed-up, as defined in Eq. (29), for integration and differentiation algorithms with both double and quadruple precision. Differentiation presents a better speed-up but both cases show that the multidomain method is a very good option for parallelization.

(i) Collapse of the scalar field and the formation of a Black Hole (BH).

(ii) Dispersion of the scalar field with flat spacetime as the end state of the evolution.

To which one of these two states will the evolution drive the system depends on the features of the initial scalar field configuration, in particular on its energy density. An interesting question is what separates these two very different outcomes of the evolution. M. Choptuik [22] carried out a systematic numerical study of this question and found that the dependence of the final state on the initial data is through a single (arbitrary) parameter. Moreover, Choptuik found that in the threshold between collapse and dispersion there is a one-parameter family of critical solutions that exhibit a naked singularity. It was also found that the mass of the collapsed configurations near the threshold exhibits a scaling with a universal exponent. These unexpected results attracted a lot of attention to this problem and constituted a cornerstone in the development of Numerical Relativity. A detailed review of critical gravitational collapse for different types of matter fields and spacetime configurations in General Relativity can be found in [41, 42].

In this paper, like in the initial studies by Choptuik, we will restrict ourselves to problems in spherical symmetry. We do not make any further simplification of the problem apart from this one. The first step towards numerical simulations of gravitational collapse is to choose an adequate formulation of the Einstein field equations. We start by choosing what is called a characteristic approach to the problem (introduced in [43–45]). The main idea of this approach is to set initial data on a null (or light-like) slide instead of a constant time slide as in a Cauchy-based initial-value
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problem. The difference is that the normal to a null slide is a light-like one-form while the normal to a constant time slide is a space-like one-form, like in a standard initial-value Cauchy problem. The main advantage of the characteristic formulation is its ability to approach BH formation much more efficiently than a typical Cauchy one. It is worth mentioning that the initial Choptuik study [22] was based on a Cauchy formulation and used adaptive mesh refinement to reach the necessary accuracy. Later, Garfinkle [45] revisited the problem using a characteristic approach and recovered some of the main results without the need of refinement, which shows the power of the characteristic formulation for the study of gravitational collapse. Our previous studies [20, 21] confirmed the superior performance of the characteristic approach by evolving scalar fields, not in asymptotically-flat spacetimes but in Asymptotically-AdS (AAdS) spacetimes. However, the framework we set up in [20, 21] is not suitable for the use of PSC methods, then we developed a Finite Differences numerical code. In this section we present a new and improved characteristic scheme that is adapted for the use of the PSC method.

The formulation of the characteristic problem goes as follows: Let us consider a self-gravitating massless scalar field, $\phi$. The set of PDEs that we need to solve are the coupled system formed by the Einstein field equations

$$ R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R + \Lambda g_{\mu\nu} = 2 T_{\mu\nu}, $$

(30)

and the equations for the scalar field which come from the energy-momentum conservation equations

$$ \nabla^\nu \left( R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R + \Lambda g_{\mu\nu} \right) = 0 \quad \Longrightarrow \quad \nabla^\nu T_{\mu\nu} = 0. $$

(31)

In these equations, $R_{\mu\nu}$ is the Ricci Tensor associated with the metric tensor $g_{\mu\nu}$; $R$ is the scalar of curvature; $\Lambda$ is the cosmological constant; and $T_{\mu\nu}$ is the energy-momentum tensor, which for a real massless scalar field is given by

$$ T_{\mu\nu} = \phi,_{\mu} \phi,_{\nu} - 2 g_{\mu\nu} \phi,_{\alpha} \phi^{,\alpha}, $$

(32)

where the semicolon denotes covariant differentiation. Then, the resulting field equation for the scalar field is the well-known Klein-Gordon equation:

$$ \Box \phi \equiv \phi,_{\mu}^{\mu} = 0. $$

(33)

To introduce the characteristic formulation we first need an adapted coordinate system. We choose double-null coordinates for the time-radial section together with spherical coordinates for the spheres of symmetry of the problem. The metric tensor in those coordinates is:

$$ ds^2 = g_{\mu\nu} dx^\mu dx^\nu = -2 f(u, v) r_v(u, v) du dv + r^2(u, v) d\Omega^2, $$

(34)

where $(u, v)$ are the double-null coordinates ($\partial/\partial u$ and $\partial/\partial v$ are light-like vectors) and $d\Omega^2 = d\theta^2 + \sin^2 \theta d\varphi^2$ is the line element of the unit 2-sphere. Moreover, $f$ and $r$ are two functions of $(u, v)$ and $r_v$ is a shorthand for the partial derivative of $r$ with respect to the null coordinate $v$. In Figure 9 we show a representation of the characteristic grid for the case of an empty (flat) spacetime. In our case, the spacetime is curved by the presence of the massless scalar field $\phi$ and hence $(u, v)$ are not be perpendicular to the $(t, r)$ coordinate lines.

The set of PDEs for the components of the metric tensor, the metric functions $f(u, v)$ and $r(u, v)$, and the scalar field, $\phi(u, v)$, are obtained by introducing the metric
in Eq. (34) into Eqs. (30) and (33). In order to reduce the order of the equations, from second-order to first-order PDEs, and to decouple them we introduce new variables associated with the scalar field $\phi$:

$$h = \frac{(r\phi)_v}{r_v},$$

$$\bar{h} = \phi.$$  \hfill (35)

We also introduce a new metric variable:

$$\bar{f} = -2r_u.$$ \hfill (37)

Then, the $vv$ and the $uv$ components of the Einstein field equations can be written as:

$$f_v = \frac{\bar{f} r_v}{r} \left( h - \bar{h} \right)^2 ,$$

$$\tilde{f}_v = \frac{r_v}{r} \left( f - \bar{f} \right).$$ \hfill (39)

In this characteristic formulation of the initial-value problem we prescribe initial conditions for the variable $h$ on an initial $u = u_i =$const. null slide, that is $h(u_i, v)$. We also need to prescribe $r(u_i, v)$ and $r_v(u_i, v)$. With this information we can obtain the rest of variables, at the same null slide $u = u_i$, using the equations above. The expressions for $h$, $f$, and $\bar{f}$ are:

$$\bar{h}(u_i, v) = \frac{1}{r} \int_{v_{(u_i)}}^{v} d\tilde{v} \ h(u_i, \tilde{v}) r_v(u_i, \tilde{v}),$$ \hfill (40)
This equation is actually an ODE for each value of the right limits. The result is:

\[
\bar{f}(u_i, v) = \frac{1}{r} \int_{v_o(u_i)}^v \, d\tilde{v} \, f(u_i, \tilde{v}) r_v (u_i, \tilde{v}),
\]

where \(v_o(u_i)\) and \(f(u_i, v_o(u_i))\) are the values of \(v\) and \(f(u, v)\) respectively, at the origin \(r = 0\) on the null slide \(u = u_i\). By looking at these expressions we realize that we need to guarantee the regularity of the different quantities at the origin, which translates into imposing the conditions:

\[
\bar{h}(u_i, v_o(u_i)) = h(u_i, v_o(u_i)), \quad \tilde{f}(u_i, v_o(u_i)) = f(u_i, v_o(u_i)).
\]

In this way, all the equations have a finite limit when we approach the origin \(r = 0\). However, for numerical purposes it is not convenient to have divisions where both numerator and denominator approach zero. This may be particularly problematic in the case of Eq. (42), but we can transform it by using integration by parts and taking the right limits. The result is:

\[
\bar{f}(u_i, v) = f(u_i, v) - \frac{1}{r} \int_{v_o(u_i)}^v \, d\tilde{v} \, f(u_i, \tilde{v}) r_v (u_i, \tilde{v}) \left[ h(u_i, \tilde{v}) - \bar{h}(u_i, \tilde{v}) \right]^2. \tag{45}
\]

Once we have \((h, \bar{h}, f, \tilde{f})\) at the null slide \(u = u_i\) we can evolve them to the next null slide by using the evolution equation for the scalar field, i.e. Eq. (33), which comes from the energy-momentum conservation equation (31). Due to the spherical symmetry only the scalar field has true dynamics since the degrees of freedom of the gravitational field are not activated in spherical symmetry. The evolution equation to pass from a null slide to the next one is given by:

\[
h_u = \frac{1}{2r} \left( f - \tilde{f} \right) \left( h - \bar{h} \right). \tag{46}
\]

This equation is actually an ODE for each value of \(v\). Indeed, let us consider a particular value of \(v\), say \(v_\ast\), then Eq. (46) takes the values of the variables at \((u, v_\ast)\) and gives us the value of \(h\) at \((u + \Delta u, v_\ast)\), being \(\Delta u\) the time step used in the evolution. In addition, from Eqs. (37) and (39) we can obtain the evolution equations for \(r\) and \(r_v\):

\[
r_u = -\frac{1}{2} \tilde{f}, \quad \tag{47}
\]

\[
(r_v)_u = -\frac{1}{2} \tilde{r_v} \left[ \frac{f - \tilde{f}}{r} \right]. \tag{48}
\]

The only missing piece in this characteristic evolution scheme is the value of \(f(u_i, v_o(u_i))\) that appears in Eq. (41), which corresponds to the value of \(f\) at the origin on the null slide \(u = u_i\). This is a freely specifiable quantity that reflects the residual coordinate gauge freedom that we have in the choice of the null coordinate \(v\). This, in turn, can be seen as the remaining gauge freedom in completely specifying the radial function \(r\) in our characteristic formulation. In particular, it allows us to specify the location of the origin \(r = 0\) at the null slides \(u = \text{const}\). Or in other words, the freedom in choosing the motion of the origin \((r = 0)\) as we evolve from one null slide to the next one. Indeed, since \(r = r(u, v)\), and assuming that \(v = v_o(u)\) corresponds
to the location of the origin, i.e. \( r(u, v_o(u)) = 0 \), the equation of motion of the origin as we move through the spacetime foliation in null slides \( u = \text{const.} \) is given by:

\[
\frac{dv_o(u)}{du} = - \left. \frac{r_u}{r_v} \right|_{v = v_o(u)} = \frac{f_o}{2 r_v} \left|_{v = v_o(u)} \right., \tag{49}
\]

where we have used Eq. (47). We can then use this freedom to make the origin move, for instance, with a uniform speed. To achieve this we just need to choose the freely specifiable quantity \( f(u, v_o(u)) \) as:

\[
f(u, v_o(u)) = 2 r_v \left|_{v = v_o(u)} \right. \quad \Rightarrow \quad v_o(u) = v_o(u_i) + u. \tag{50}
\]

In our formulation the formation of an apparent horizon (AH) happens when the following condition is fulfilled:

\[
r_v \rightarrow 0, \quad \text{or equivalently,} \quad \frac{\bar{f}}{f} \rightarrow 0. \tag{51}
\]

This limit cannot be reached with our choice of system of coordinates (it corresponds to a coordinate singularity) although we can approach it as much as we want. Then, we assume that an AH has formed when the quantities in the AH condition above reach a value less than \( 10^{-8} \). At that point we stop the simulation.

Finally, we used 5 Gaussian packets as initial data for the scalar field:

\[
h(u_i, v) = \epsilon \exp \left\{ - \frac{(v - b)^2}{\omega^2} \right\}, \tag{52}
\]

where the amplitude \( \epsilon \), the width \( \omega \), and the shift \( b \) are the freely specifiable parameters of this 3-parameter family of initial data.

At this point we have presented all the necessary ingredients for the characteristic formulation of the problem. It is well-adapted for its implementation using the PSC method for the discretization in the \( v \) coordinate. We evolve from one null slide \( u = \text{const.} \) to the next one by using a standard Runge-Kutta 4 (RK4) algorithm. We have implemented this formulation using the PSC method and arbitrary precision tools described in the previous sections. The error can be estimated from the absolute value of the last spectral coefficient. The value of the coefficients, \( a_n \ (n = 0, \ldots, N) \), decay exponentially, reaching or not round-off error. If round-off is not reached, the last spectral coefficient represents an estimation of the truncation error incurred in ignoring the rest of terms in the spectral series. Otherwise, the last coefficient represents the precision reached. In both cases, it can be used for a good estimation of the error.

We have evolved the initial data of Eq. (52) with parameters: \( \epsilon = 2.00, \ b = 0.15 \) and \( \omega = 0.05 \). This is an example of initial configuration above the critical threshold so that it will collapse and form an AH. In Figure 10 we show the error in the location of the AH at the end of the evolution in terms of the number of collocation points per subdomain. Since we have different errors at each subdomain, we take the highest of all of them, which corresponds to the subdomain where the collapse takes place. In Figure 10 we only show the error associated with the function \( r_v \), to monitor the first condition in Eq. (51), because is the one that has the highest error of all of the three evolution variables.

Moreover, on the left plot of Figure 10, we use a setup with \( D = 20 \) subdomains and change the number of collocation points for different bit precisions. In all the cases, the error has an exponential decay (spectral convergence) until we reach the precision limit (round-off error) which, of course, improves as we increase the number of bits of our data types. The first one represents a 53 bit precision, equivalent to
Figure 10. Convergence in the estimation of the location of the formation of an Apparent Horizon (AH): The left plot shows the truncation error (estimated from the last spectral coefficient) at the moment of AH formation for several different grid configurations, all of them with $D = 20$ subdomains. Each data set corresponds to simulations done with different bit precision. The error decays exponentially (spectral convergence) until the maximum precision is reached. On the right plot we show the impact of adding more subdomains. All data sets exhibit spectral convergence but the number of subdomains has an impact in the $\alpha$ factor of the exponential decay $e^{-\alpha N}$. These simulations use 300 bit precision.

the standard double precision, which allows us to obtain a maximum accuracy of $10^{-10} - 10^{-11}$. Notice that this is few orders of magnitude above the theoretical limit of sixteen digits. This fact is not surprising since we have to consider that during the evolution the numerical noise piles up, reducing the maximum precision. In addition, the number of subdomains used in our test evolutions is not optimal. This is just a comparison of the same exact setup for several bit precisions. Increasing the number of significant bits we improve the maximum error and with 150 bits (around 45 significant digits) we easily decrease the error up to almost $10^{-40}$. On the right plot of Figure 10 we study the influence of the number of subdomains in the error as we change the number of collocation points per subdomain but keeping the number of subdomains constant. The error presents an exponential decay $|\Delta r_v| \approx \exp(-\alpha N)$. Varying the number of subdomains changes the factor of the exponential decay, $\alpha$. In this case we can reach the minimum error by adding subdomains with less collocation points. This can be a good idea considering that adding subdomains has, in general, a linear impact on the computational time while increasing the number of collocation points, $N$, has an impact of $\sim N \log N$ or $\sim N^2$ depending on whether the operations in the spectral domain are performed using a FFT transformation or a matrix transformation respectively.

4. (In)Stability of Anti-de Sitter Spacetimes

In this section we consider a new physical scenario for the application our hybrid PSC-arbitrary precision method. We present results of the evolution of (exact
non-linear) “perturbations” in asymptotically Anti-de Sitter spacetimes using a Cauchy formulation of the initial-value problem. Cauchy-type evolutions in spherical symmetry were already done in the study of critical gravitational collapse by Choptuik [22]. In the context of Anti-de Sitter spacetimes they were used recently to study also the problem of critical gravitational collapse in [46]. We adapted this formulation for the use of the PSC method in Refs. [20, 21] and we found new physical features associated with the non-linear evolution. We now present results from a new adaptation of our numerical scheme to include arbitrary precision together with the PSC method.

Anti-de Sitter spacetimes have attracted a lot of attention in the last years, both for the interest in studying the non-linear (in)stability of AdS and for its relevance in the so-called AdS/CFT correspondence (also known as the gauge/gravity duality). The key feature of AAdS spacetimes is the presence of a boundary that light-like signals (light rays, massless fields, etc.) can reach in a finite time, but such that time-like signals (massive particles, massive fields, etc.) will take infinite proper time to reach. This property changes completely the landscape of gravitational collapse. As a consequence, the two-case scenario of asymptotically-flat spacetimes does not apply to AAdS spacetimes. Indeed, considering an initial profile like in Eq. (52), we can also expect that the dynamics will make this configuration either to collapse [case (i)] or to disperse [case (ii)]. In the case the scalar field configuration collapses it will form a BH that eventually will settle down into a stationary state (a Schwarzschild-Anti-de Sitter BH). However, in the case the scalar field disperses we cannot expect this dispersion to proceed until we reach asymptotically AdS. The scalar field propagates locally at the speed of light and then, after some finite time, the scalar field profile will reach the AdS boundary, it will bounce back and will try to collapse again, only that the non-linear evolution will change the profile and we will be in the initial situation but with different initial conditions. Therefore, there will be again two possible outcomes, collapse to form an AH or dispersion until reaching the AdS boundary in a finite time and bounce back. This process will repeat itself until the scalar field configuration will have a profile dense enough to finally collapse forming an AH. Then, the possible states of the evolution of a scalar profile in spherically-symmetric AAdS spacetimes are:

(1) Direct Collapse of the scalar field and the formation of a Black Hole (BH).

(2) Collapse of the scalar field and BH formation after 1 bounce off the AdS boundary.

: 

(n_c) Collapse of the scalar field and BH formation after n_c – 1 bounces off the AdS boundary.

During the trip to the AdS boundary and back, the non-linear relativistic evolution induces a transfer of energy from low frequency (long wavelength) modes towards high frequency (short wavelength) modes, similar to what happens in the onset of turbulence. Due to this analogy, this process, that at some point will end in the collapse of the scalar field profile, has been named the turbulent instability of AdS spacetime. That is, no matter how small would be the amplitude of the initial profile (perturbation), the field will finally collapse and the end state would be an...
AdS-BH spacetime. Nevertheless, although this turbulent instability may appear to be a generic feature of the dynamics in AdS spacetime, there are indications of the existence of some islands of stability (see, e.g. [47] and references therein) that will not follow the channels just described. The reason is that some stable configurations have been found for some forms of initial configurations, but the exact extend of these “stability islands” in the parameter space of initial configurations is still under debate. In order to study this question we need extremely long and accurate evolutions. In conclusion, the end state of the evolution of perturbations in AdS spacetimes is an ideal testbed for numerical techniques that provide high accuracy, beyond the standard one, as the problem is highly demanding. In order to illustrate this, in this section we present a test case in which we evolve an initial massless scalar field configuration in AAdS spacetimes during two of these bounces and compare the accuracy using double precision with the accuracy using 300-bit precision.

In order to solve the Einstein field equations [Eq. (30)] coupled to the massless scalar field equation [Eq. (33)] in this new scenario we need a different coordinate system. This coordinate system has to be adapted to a Cauchy-type initial-value problem and, at the same time, it has to incorporate the AdS asymptotic structure of the spacetime. With this in mind, the form of the spacetime line element that we consider is [46]:

$$ds^2 = g_{\mu\nu} dx^\mu dx^\nu = \ell^2 \cos^2 x ( -A e^{-2\delta} dt^2 + \frac{dx^2}{A} + \sin^2 x d\Omega^2 ), \quad (53)$$

where $A = A(t, x)$ and $\delta = \delta(t, x)$, $t$ is the time coordinate, and $x$ is a compactified radial coordinate in such a way that the AdS boundary is located at $x = \pi/2$ instead of at infinity. The overall factor contains $\ell$, the AdS length scale, which is related to the negative cosmological constant of the spacetime, $\Lambda < 0$ [see Eq. (30)], by the expression: $\ell^2 = -3/\Lambda$. The time coordinate $t$ has an infinite range, i.e. $t \in (-\infty, \infty)$, whereas $x$, being compactified, goes from $x = 0$ (center) to $\pi/2$ (AdS boundary). We can recover AdS spacetime by setting $A = 1$ and $\delta = 0$.

The system of PDEs that we obtain, by choosing the right combination of variables, can be reduced to a first-order system of strongly hyperbolic PDEs. In addition, in order to use our multidomain scheme, we can further specialize our variables and take them to be the characteristic variables of the hyperbolic system [21, 33]. The form of the characteristic variables associated with the scalar field that we adopt is:

$$U = \frac{1}{\cos x} \left( \phi_x - \frac{e^\delta}{A} \phi_t \right), \quad U_x = \frac{1}{\cos x} \left( \phi_x + \frac{e^\delta}{A} \phi_t \right), \quad (54)$$

where again, the $(t, x)$ subscripts denote partial differentiation with respect to these coordinates. Then, using the $(t, x)$ coordinates and the $(U, V)$ variables, the evolution problem is reduced to the following coupled system of PDEs:

$$U_t = - A e^{-\delta} U_x - \frac{(3 - 2 \cos^2 x)}{\sin x \cos x} U e^{-\delta} (1 - A) - \frac{A e^{-\delta}}{\sin x \cos x} (U + V) + \frac{\sin x}{\cos x} U e^{-\delta}, \quad (56)$$

$$V_t = + A e^{-\delta} V_x + \frac{(3 - 2 \cos^2 x)}{\sin x \cos x} V e^{-\delta} (1 - A) + \frac{A e^{-\delta}}{\sin x \cos x} (U + V)$$
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\[ -\sin x \frac{V \ Ae^{-\delta}}{\cos x} \]

(57)

It is also convenient to introduce the following normalized variable associated with the scalar field:

\[ \psi = \frac{\phi}{\cos^2 x} \]

(58)

This new scalar field variable satisfies both an evolution equation

\[ \psi_t = \frac{A e^{-\delta}}{2 \cos x} (V - U) \]

(59)

and also a constraint equation (only containing spatial derivatives):

\[ \psi_x = 2 \sin x \frac{U + V}{\cos x} \psi + \frac{1}{2} \frac{U + V}{\cos x} \]

(60)

Then, we can solve for \( \psi \) either by evolving Eq. (59) or by solving this constraint equation on a constant time slide. Regarding the metric functions, we do not expect them to satisfy hyperbolic equations since in spherical symmetry the true gravitational degrees of freedom are turned off. Then, we obtain constraint equations for \( \delta \) and \( A \):

\[ \delta_x = -\frac{1}{2} \sin x \cos x (V^2 + U^2) \]

(61)

\[ A_x = \frac{1 + 2 \sin^2 x}{\sin x \cos x} (1 - A) - \frac{A}{2} \sin x \cos x (V^2 + U^2) \]

(62)

from which \( \delta(t, x) \) and \( A(t, x) \) can be obtained at a given time, once we have the solution for \( (U, V) \) via the evolution equations, by performing the following integrals:

\[ \delta(t, x) = \int_x^\pi dy \sin y \cos^3 y \left( \frac{U^2 + V^2}{2} \right) \]

(63)

\[ A(t, x) - 1 = -\frac{\cos^3 x e^\delta}{\sin x} \int_0^x dy e^{-\delta} \sin^2 y \left( \frac{U^2 + V^2}{2} \right) \]

(64)

where the boundary conditions are \( A = 1 \) both at \( x = 0 \) and \( x = \pi/2 \) and we have chosen \( \delta(\pi/2) = 0 \), fixing the time coordinate \( t \) as the proper time at the AdS boundary. Then, the Cauchy evolution goes as follows: (i) We prescribe initial data on an initial Cauchy surface \( t = t_o = \text{const.} \) for \( (U, V) \), i.e. \( U(t_o, x) \) and \( V(t_o, x) \). (ii) Using equations (60), (63), and (64) we find \( \psi(t_o, x) \), \( \delta(t_o, x) \) and \( A(t_o, x) \). (iii) With this information we evolve \( (U, V) \) from \( t_o \) to \( t_o + \Delta t \) using the evolution equations (56) and (57) and the boundary conditions. In our numerical simulations we have considered the following family of Cauchy initial data:

\[ U(t_o, x) = \epsilon \exp \left\{ -\frac{4 \tan^2 x}{\pi^2 \sigma^2} \right\} \]

\[ V(t_o, x) = -U(t_o, x) \]

(65)

where the freely specifiable parameters \( \epsilon \) and \( \sigma \) (amplitude and width of the Gaussian profile respectively) are chosen to be: \( \epsilon = 2.0 \) and \( \sigma = 0.4 \).

We set up a multidomain grid with \( D = 10 \) subdomains and change the number of collocation points per subdomain to see how the error changes for both double precision and for 300-bit precision. We evolve the initial “perturbation” for the time corresponding to two bounces off the AdS boundary. Since we need very high accuracy, we have used a sixth-order Runge-Kutta 10,6(7) (see Refs. [48, 49] for details). This ODE solver uses ten intermediate steps to generate a sixth-order accurate in time integration with a seventh-order step that is used as an estimation of the error.
At any time step, we can compute the energy contained inside a sphere of a given compactified radius $x$, which is known as the mass function:

$$M(t, x) = e^\delta \int_0^x dy e^{-\delta} \sin^2 y \left( \frac{U^2 + V^2}{2} \right),$$

so that the total energy contained in the spacetime is $M(t) = M(t, \pi/2)$. One can show that $M(t)$ should not depend on time, i.e. it is a conserved quantity. Then, we can monitor the conservation of $M$ as indicator of the accuracy of the simulation. To that end we introduce the following mass error function:

$$\Delta M(t) = \frac{|M(t) - M(t_0)|}{M(t_0)}.$$  (67)

We have performed a set of numerical evolutions to assess the relevance of arbitrary precision in these computations. In Figure 11 we show the evolution of the mass error function of Eq. (67). The purple line shows an evolution with a low number of collocation points ($N = 12$) and with double precision. The error oscillates in the range $10^{-12} - 10^{-11}$. Increasing the number of collocation points to $N = 18$ (red line in Figure 11) we can decrease the mass error down to around $10^{-14}$. It is interesting to notice the different behaviour between these two lines. In the first case, there is plenty of oscillations and we estimate the error by taking the maximum value. This is due to the fact that here the error is determined by the discretization error in such a way that the total error can oscillate between the discretization and the round-off errors. In the second case we have reached by far the round-off error and the profile is quite flat. Then, it is obvious that it cannot be improved by using double precision. Just changing from double precision to 300-bit precision but with the same number of collocation points per subdomain, the error drops more than two orders of magnitude and, again, it is determined by the discretization.

Once the massless scalar field configuration has bounced twice off the AdS boundary and has come back to the initial location ($t \approx 2\pi$), we have studied not only the error mass function at that moment, but also the error in the characteristic fields $U$ and $V$. To that end, we have used the absolute value of the last spectral coefficient in the subdomain where the error is maximum. This is shown in Figure 12 for configurations with $D = 10$ subdomains and for different number of collocation points and numerical precisions. As expected, the error in the three quantities [$\Delta M$ (left plot), $U$ (center plot), and $V$ (right plot)] decays exponentially until we reach round-off error. For double precision (red points) this happens at values of the order of $\sim 10^{-14} - 10^{-15}$. This is easily improved when we use higher-order precision, as in the case shown with turquoise dots in the same figure. This corresponds to 300-bit precision and allows us to evolve the scalar field profile with an accuracy below $10^{-24}$ with a number of collocation points per subdomain as small as $N = 28$, for a total of $(N + 1) D = 290$ collocation points.

5. Conclusions and Future Perspectives

In this paper we have shown the potential of the combination of Pseudo-Spectral Collocation methods and arbitrary-precision arithmetic for the solution of ordinary/partial differential equations, and more specifically for hyperbolic problems related to the description of gravitational collapse in relativistic gravitation. The exponential convergence of the PSC method makes it a very suitable choice for reaching...
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Figure 11. Evolution of the Mass Error Function in AAdS Spacetimes. We compare three different grid/precision configurations with $D = 10$ subdomains. Using double precision, the use of $N = 18$ collocation points per subdomain (red line) is enough to reach the round-off error. The same number of collocation points but with 300-bit precision (turquoise line) allows us to reduce a few orders of magnitude the error during the evolution. It is interesting to notice how, when the error is determined by the discretization error, several fluctuations are present while in the case dominated by machine round-off the error remains almost flat during the time evolution. The grey vertical line to the right shows the instant of time at which we measure the error for the study presented in Figure 12.

Figure 12. Convergence of the Truncation Error in Evolutions in AdS Spacetimes. The figure shows the error in an AdS spacetime evolution using double (red dots) and 300-bit (turquoise dots) precision computations. The plots represent the normalised mass error $\Delta M$ (left), the truncation error for $U$ (centre), and the truncation error for $V$ (right) with respect to the number of collocation points per subdomain $N$. This information is taken at the same time ($t = 2\pi$) after the massless scalar field configuration has bounced twice off the AdS boundary. All the simulations use $D = 10$ subdomains.

the maximum accuracy associated with a certain bit precision with a relatively low number of discretization (collocation) points as compared with other techniques. In this sense, we have seen that the power-law convergence of finite difference algorithms makes it unfeasible to reach the needed accuracy within a reasonable number of
discretization points. In addition, the PSC method does not require relevant changes in the algorithms as we increase the number of precision bits, in contrast with finite difference algorithms, where we need to adapt the algorithm so that the error scales in a way that we can reach the level of accuracy allowed by the choice of precision arithmetic.

In Sec. 2.3, we have seen that the main problem of arbitrary precision arithmetic is that it is usually implemented via a software layer that slows down significantly the computations with respect to the speed of standard double precision arithmetic. In this sense, the PSC method helps since the number of collocation points required is relatively small and therefore, although the sparsity of the matrices involved in certain algorithms can be a drawback. Moreover, the multidomain scheme proposed in this paper allows for a simple parallelization of the computations, as we have shown with the use of OpenMP in our examples. We have also shown that the scalability of the multidomain scheme is close to the ideal case of full parallelism. Nevertheless, it would be desirable to explore improvements in the computation speed (and cost) based on an exploration of a more low-level approach to arbitrary precision arithmetic.

To illustrate the potential of these methods we have shown simulations in two problems in relativistic gravitational collapse: (i) The classical Choptuik collapse. Here we have seen that we can estimate with arbitrary precision the location of the apparent horizon. (ii) Collapse in asymptotically anti-de Sitter spacetimes. In this example we have shown that arbitrary precision arithmetic allows us to preserve the total energy along the numerical evolution to a very high degree of precision. These numerical experiments have been carried out using a new library, the ANETO library [19], that we have developed in the course of our numerical studies of gravitational collapse in General Relativity. The current version has been released with a few basics tools to deal with evolution problems but it can be extended in the future to include other tools that the PSC methods offers. In this sense, one of the main possible improvements would be to add a solver for linear ODEs and also the incorporation of tools for non-linear systems. In addition, it would be interesting to add some type of Adapting Mesh Refinement to allow the grid to be more flexible under different conditions. At the moment, the library, like the systems analyzed in this work, can only deal with evolution problems in just one spatial dimension. It would be desirable to change in a future in order to incorporate tools to work on higher dimensional problems. Another aspect that we have not discussed much in this paper is the question of time integration. As the demand for accuracy increases, this aspect becomes more and more important and then, high-order integration algorithms would be required both in relation to the accuracy provided by the PSC method and to the one provided by arbitrary-precision arithmetic, otherwise we may be in a situation in which the evolution takes a considerably large number of time steps. An interesting solution to improve the accuracy of the evolutions with arbitrary precision arithmetic could be a spectral time integration like the one proposed in Refs. [17, 50, 51].
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