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Abstract. Let $p$ be an odd prime. For field extensions $L/\mathbb{Q}_p$ with Galois group isomorphic to the dihedral group $D_{2p}$ of order $2p$, we consider the problem of computing a basis of the associated order in each Hopf Galois structure and the module structure of the ring of integers $\mathcal{O}_L$. We solve the case in which $L/\mathbb{Q}_p$ is not totally ramified and present a practical method which provides a complete answer for the cases $p = 3$ and $p = 5$. We see that within this family of dihedral extensions, the ring of integers is always free over the associated orders in the different Hopf Galois structures.

1. Introduction

A finite extension of fields $L/K$ is said to be Hopf Galois if there is a $K$-Hopf algebra $H$ and a $K$-linear action $(\cdot, \cdot) : H \otimes_K L \to L$ which endows $L$ with an $H$-module algebra structure $H \to \text{End}_K(L)$, such that the linear map $j : L \otimes_K H \to \text{End}_K(L)$ is an isomorphism. In that case, the pair formed by the Hopf algebra and the Hopf action is said to be a Hopf Galois structure of $L/K$. This notion generalizes the one of Galois extension: if $L/K$ is Galois with group $G$, the pair formed by the group algebra $K[G]$ and its Galois action on $L$ provides a Hopf Galois structure of $L/K$.

The Greither-Pareigis theorem (see [GP87] and [Chi00, Theorem 6.8]) characterizes all Hopf Galois structures of a separable degree $n$ extension $L/K$. Let us call $\tilde{L}$ the normal closure of $L$, $G = \text{Gal}(\tilde{L}/K)$, $G' = \text{Gal}(\tilde{L}/L)$, $X = G/G'$ and $\lambda : G \to \text{Perm}(X)$ the left action on cosets.

Theorem 1.1 (Greither-Pareigis). Hopf Galois structures of $L/K$ are in one-to-one correspondence with regular subgroups of $\text{Perm}(X)$ normalized by $\lambda(G)$. Moreover, if $N$ is some such subgroup, the corresponding Hopf Galois structure is given by the $K$-Hopf algebra $\tilde{L}[N]^G$ and its action over $L$ defined by

$$\left\langle \sum_{i=1}^r c_in_i, x \right\rangle = \sum_{i=1}^r c_in_i^{-1}(1_G)(x)$$

The type of a Hopf Galois structure of $L/K$ is defined as the isomorphism class of $N$ as an abstract group. If the extension $L/K$ is Galois the classical structure corresponds to $N = \rho(G)$, the centralizer of $\lambda(G)$ in $\text{Perm}(G)$, $H = K[G]$ and the classical Galois action of $G$ in $L$ extended by linearity. If $G$ is non-commutative we have at least one other Hopf Galois structure of the same type, corresponding to $N = \lambda(G)$, which is called the canonical non-classical structure.

For $L/K$ a Galois extension of $p$-adic fields with Galois group $G$, starting from H. Leopoldt [Leo59] the ring of integers $\mathcal{O}_L$ is studied as a module over its associated order $\mathfrak{A}_K[G] = \{h \in K[G] : h\mathcal{O}_L \subseteq \mathcal{O}_L\}$. The main question that arises is to
determine if $\mathcal{O}_L$ is free as $\mathfrak{A}_{K[G]}$-module. In the context of Hopf Galois theory the question generalizes in a natural way, namely we want to determine if $\mathcal{O}_L$ is free as $\mathfrak{A}_H$-module with

$$\mathfrak{A}_H = \{ h \in H : h\mathcal{O}_L \subseteq \mathcal{O}_L \} = \{ h \in H : \langle h, x \rangle \in \mathcal{O}_L \ \forall x \in \mathcal{O}_L \},$$

where $H$ is an arbitrary Hopf Galois structure of $L/K$. The classical Galois action is just one of the different Hopf actions that we can have on the field $L$. We will denote the associated order in the classical Galois structure by $\mathfrak{A}_{L/K}$.

In this paper we consider extensions $L/\mathbb{Q}_p$ with Galois group $G$ isomorphic to the dihedral group $D_{2p}$ of order $2p$. In this case Hopf Galois structures can be only of type $D_{2p}$ (dihedral) or $C_{2p}$ (cyclic), and we know from [Byo04, Theorem 6.2] that there are two Hopf Galois structures of dihedral type and $p$ of cyclic type. The structures of dihedral type are the classical Galois structure and the canonical non-classical one. As for the cyclic type, it is a split $C_p \times C_2$ type for the dihedral group $D_{2p} = C_p \rtimes C_2$ and we know from [CRV16] that all such structures are induced, namely obtained from Hopf Galois structures of disjoint subextensions.

For these extensions, we aim to study the problem of determining the freeness of $\mathcal{O}_L$ as module over the associated order $\mathfrak{A}_{L/K}$ in aHopf Galois structure. This problem is actually solved for Hopf Galois structures of dihedral type. Indeed, if $L/K$ is not totally ramified, then its inertia group is cyclic and [Ber78, Corollaire after Théorème 3] gives that $\mathcal{O}_L$ is $\mathfrak{A}_{L/K}$-free. The remainder of the cases are covered by [Ber79, Proposition 7]. Moreover, Truman proved that $\mathcal{O}_L$ is free over its associated order in the classical Galois structure if and only if so is over the one in the canonical non-classical Hopf Galois structure (see [Tru16, Theorem 1.1]). Therefore, $\mathcal{O}_L$ is free over its associated order in the Hopf Galois structures of dihedral type.

We shall study the module structure of $\mathcal{O}_L$ over its associated order in Hopf Galois structures of cyclic type. The main tools are the techniques introduced in [GR], which are reformulated in Section 2. The idea is that if one knows explicitly how a given Hopf Galois structure $H$ acts on an integral basis of $L$, then one can compute explicitly the generalized module index $[\mathcal{O}_L : \langle \mathfrak{A}_H, \beta \rangle]_{\mathcal{O}_K}$ (see Proposition 2.5 and the proceeding remark). In Section 3 we describe the Hopf Galois structures on a dihedral degree $2p$ extension $L/K$, and in Section 4 we give details about the arithmetic for the case $K = \mathbb{Q}_p$. Namely, $L/\mathbb{Q}_p$ has a generating polynomial which is among a class of defining polynomials discovered by Amano, which we subsequently call Amano polynomials, and we use this fact to determine the discriminant and the chain of ramification groups.

To determine the Hopf Galois module structure of the ring of integers for the ones of cyclic type, we use that those Hopf Galois structures are induced. In Section 5 we use some general results concerning the relation between freeness and tensored Hopf Galois structures to obtain the following:

**Theorem 1.2.** Let $L/\mathbb{Q}_p$ be a non-totally ramified dihedral degree $2p$ extension of $p$-adic fields.

1. If $E/\mathbb{Q}_p$ is a degree $p$ subextension of $L/\mathbb{Q}_p$ and $H_1$ is its unique Hopf Galois structure, then $\mathcal{O}_E$ is $\mathfrak{A}_{H_1}$-free.
2. If $H$ is a Hopf Galois structure of $L/\mathbb{Q}_p$, then $\mathcal{O}_L$ is $\mathfrak{A}_H$-free.

For the rest of the cases, we need the techniques of [GR]. In Section 6 we study the case of a degree $p$ subextension $E/\mathbb{Q}_p$ of a dihedral degree $2p$ extension. We present some considerations that arise from applying the reduction method to those Hopf Galois structures, which in turn gives a procedure which is feasible for $p \in \{3, 5\}$. We will obtain the following:
Theorem 1.3. Let \( p \in \{3, 5\} \). If \( E / \mathbb{Q}_p \) is a separable degree \( p \) extension with dihedral degree \( 2p \) normal closure, then \( \mathcal{O}_E \) is free over the associated order of its unique Hopf Galois structure. Moreover, one can find explicitly a basis of that associated order.

As for dihedral degree \( 2p \) extensions themselves, in Section 7 we glue the results obtained from their quadratic and degree \( p \) subextensions to present a procedure to study the associated order of a Hopf Galois structure of cyclic type, as well as the module structure of \( \mathcal{O}_L \). In this case, we will prove the following:

Theorem 1.4. Let \( p \in \{3, 5\} \). If \( L / \mathbb{Q}_p \) is a dihedral degree \( 2p \) extensions of \( p \)-adic fields and \( H \) is a Hopf Galois structure on \( L / \mathbb{Q}_p \) of cyclic type then \( \mathcal{O}_L \) is free over the associated order in \( A_H \). Moreover, one can find explicitly a basis of that associated order.

Most of the computations in this paper are shown in the line of the development of the contents. The ones that are sophisticated enough have been carried out with Maple, and some of them are considerably bulky and shown in the Appendix A.

2. The reduction method revisited

The main tool in this paper consists in the set of techniques introduced in the paper [GR], where the authors established a general method to obtain a basis of the associated order in every Hopf Galois structure and provided a necessary and sufficient condition to determine whether or not the ring of integers is free over the associated order. In this section we summarize the concepts and results obtained in that article, and we also introduce new notions that will be useful for our purposes.

The standard situation throughout the paper is the following:

- \( K \) is the fraction field of a principal ideal domain \( \mathcal{O}_K \).
- \( L \) is a finite separable field extension of \( K \).
- \( \mathcal{O}_L \) is the integral closure of \( \mathcal{O}_K \) in \( L \).

2.1. The matrix of the action. The key to determine the associated order \( \mathfrak{A}_H \) is to study the Hopf action

\[ \langle \ , \rangle : H \otimes_K L \rightarrow L \]

as \( K \)-linear map. To this end, we fix \( K \)-bases \( W = \{ w_i \}_{i=1}^n \) of \( H \) and \( B = \{ \gamma_j \}_{j=1}^n \) of \( L \).

We consider the matrix \( G(H_W, L_B) = (\langle w_i, \gamma_j \rangle)_{i,j=1}^n \in \mathcal{M}_n(L) \), which we call the Gram matrix of the action. This is the matrix that in [GR] we represented by a table in the various examples throughout the paper. If \( B' \) is another \( K \)-basis of \( L \), it is easy to check that

\[ G(H_W, L_{B'}) = G(H_W, L_B) P_B^{B'} \]

where \( P_B^{B'} \) is the change of basis matrix.

On the other hand, the matrix of the action of \( H \) on \( L \) is defined as the matrix \( M(H_W, L_B) \) whose columns are the entries of the matrices representing \( w_i \) by means of the representation \( \rho_H : H \rightarrow \text{End}_K(L) \) (see [GR, Definition 3.1]). In other words, \( M(H_W, L_B) \) is the matrix of the linear map \( \rho_H \) where in \( H \) we consider the \( K \)-basis \( W \) and in \( \text{End}_K(L) \) we consider the \( K \)-basis \( \Phi = \{ \varphi_i \}_{i=1}^{n^2} \) defined as follows: For every \( 1 \leq i \leq n^2 \), there are \( 1 \leq k, j \leq n \) such that \( i = k + (j - 1)n \). Then, let \( \varphi_i \) be the map that sends \( \gamma_j \) to \( \gamma_k \) and the other \( \gamma_l \) to 0.
Explicitely, if $\langle w_i, \gamma_j \rangle = \sum_{k=1}^{n} m_{ij}^{(k)} \gamma_k$ with $m_{ij}^{(k)} \in K$, then $m_{ij}^{(k)}$ is the entry corresponding to the $(n(j-1) + k)$-th row and $i$-th column. Then, the matrix of the action can be written as

$$M(HW, LB) = \begin{pmatrix} M_1(HW, LB) \\ \vdots \\ M_n(HW, LB) \end{pmatrix},$$

where $M_j(HW, LB) = (m_{ij}^{(k)})_{k,j=1}^{n}$ is the matrix of the linear map $\langle \cdot, \gamma_j \rangle : H \to L$ and will be called the $j$-th block of the matrix of the action in the sequel. There is a formula for a change of basis of the $H$ in terms of these blocks: if $W'$ is another $K$-basis of $H$, then

$$M_j(HW', LB) = M_j(HW, LB)P^W_{W'}.$$

The matrix $M(HW, LB)$ can be obtained from $G(HW, LB)$ as follows. Given $1 \leq j \leq n$, we consider the $j$-th column $C_j$ of $G(HW, LB)$. Then, $M_j(H, L)$ is the matrix arising from taking as $i$-th column the coordinates of the $i$-th component of $C_j$ with respect to the basis $B$.

When the bases of $H$ and $L$ are implicit in the context, we simply write $M(H, L)$ for the matrix of the action.

2.2. Determining a basis of $\mathfrak{A}_H$. Let $L/K$ be an $H$-Galois extension of fields such that $K$ is the fraction field of a PID $O_K$. In this section we present the steps to carry out the reduction method and obtain a basis of the associated order in $H$.

**Proposition 2.1.** Assume that $B$ is an $O_K$-basis of $O_L$ (i.e, an integral basis of $L$). Let $h = \sum_{i=1}^{n} h_i w_i \in H$, $h_i \in K$. Then,

$$h \in \mathfrak{A}_H \iff M(H, L) \begin{pmatrix} h_1 \\ \vdots \\ h_n \end{pmatrix} \in O_K^n.$$

**Proof.** See [GR, Theorem 3.3].

To compute a basis of $\mathfrak{A}_H$, we reduce $M(H, L)$ in such a way that the property of the previous proposition is preserved. It is possible to accomplish this because of the Bézout property, which at the same time can be performed because $O_K$ is a PID. That is:

**Theorem 2.2.** There are matrices $U \in GL_{n^2}(O_K)$ and $D \in GL_n(K)$ such that

$$U M(H, L) = \begin{pmatrix} D \\ O \end{pmatrix}.$$

**Proof.** Since $O_K$ is a PID, every pair of elements in $O_K$ satisfies the Bézout identity. Then, we can apply general methods of matrix reduction, and even assume that $D$ is upper triangular (see [Kap49, Theorem 3.5]).

The matrix $D$ of the previous statement will be called a reduced matrix of $M(H, L)$. Such a matrix provides a basis of the associated order.
Theorem 2.3. Let $D$ be a reduced matrix of $M(H, L)$ and call $D^{-1} = (d_{ij})_{i,j=1}^n$. Then, the elements
\[ v_i = \sum_{l=1}^{n} d_{il}w_l, \quad 0 \leq i \leq n - 1 \]
form an $\mathcal{O}_K$-basis of $\mathfrak{A}_H$.

Proof. See [GR, Theorem 3.5].

2.3. The Hermite normal form over a PID. A reduced matrix $D$ of $M(H, L)$ is not unique: the left multiplication of $D$ by any elementary matrix that preserves $\mathcal{O}_L$ is another reduced matrix of $M(H, L)$. But in practice we will take a particular reduced matrix: the Hermite normal form. Note that in general $M(H, L)$ does not have coefficients in $\mathcal{O}_K$. In that case, we can always write $M(H, L) = dM$ with $d \in K$ and $M \in \mathcal{M}_n(\mathcal{O}_K)$, and we define the Hermite normal form of $M(H, L)$ as $dH$, where $H$ is the Hermite normal form of $M$. Since the usual definition of Hermite normal form is for matrices with integer coefficients, we use the definition in [AW92, Section 5.2], which is valid for matrices with coefficients in a PID. Namely:

Definition 2.4. Let $R$ be a PID, $P$ a complete set of non-associates in $R$, and for every $a \in R$, let $P(a)$ be a complete set of residues modulo $a$. Let $M = (m_{ij}) \in \mathcal{M}_{m \times n}(R)$ be a non-zero matrix. We will say that $M$ is in Hermite normal form if there exists an integer $1 \leq r \leq m$ such that:

1. Given $1 \leq i \leq r$, the $i$-th row of $M$ is non-zero, and given $r + 1 \leq i \leq m$, the $i$-th row of $M$ is zero.
2. There is a sequence of integer numbers $1 \leq n_1 < \cdots < n_r \leq m$ such that for every $1 \leq i \leq r$:
   - Given $j < n_i$, $m_{ij} = 0$.
   - $m_{i,n_i} \in P - \{0\}$.
   - Given $1 \leq j < i$, $m_{j,n_i} \in P(m_{i,n_i})$

The Hermite normal form of a matrix with coefficients in a PID always exists and is unique ([AW92, Chapter 5, Theorems 2.9 and 2.13]). In this article we will work with $R = \mathbb{Z}_p$. For this ring, $\{p^n\}_{n=1}^{\infty}$ is a complete set of non-associates. Thus, the Hermite normal form of $M(H, L)$ will be an upper triangular matrix such that:

- The entries of the diagonal are a non-negative power of $p$.
- The entries above an entry 1 of the diagonal are 0 and the entries above an entry $p^k$ are representatives of a coset mod $p^k$.

2.4. Freeness over the associated order. Let $L/K$ be an $H$-Galois extension such that $K$ is the fraction field of a PID $\mathcal{O}_K$. For any $K$-bases $W$ of $H$ and $B$ of $L$, the matrix of the action associated to an element $\beta = \sum_{j=1}^{n} \beta_j \gamma_j \in L$ is defined as the matrix of $\langle \cdot , \beta \rangle : H \rightarrow L$, namely
\[ M_{\beta}(H_W, L_B) = \sum_{j=1}^{n} \beta_j M_{\gamma_j}(H_W, L_B). \]

Assume that $B$ is an integral basis of $L$. Let $D$ be a reduced matrix of $M(H_W, L_B)$ and let $V$ be the $\mathcal{O}_K$-basis of $\mathfrak{A}_H$ provided by Theorem 2.3. Since $\mathfrak{A}_H$ acts on $\mathcal{O}_L$, the matrix $M(H_V, L_B)$ has coefficients in $\mathcal{O}_K$. It is its invertibility as an element of $\mathcal{M}_n(\mathcal{O}_K)$ what determines whether $\beta$ is a free generator of $\mathcal{O}_L$ as $\mathfrak{A}_H$-module.

Proposition 2.5. An element $\beta \in \mathcal{O}_L$ is an $\mathfrak{A}_H$-free generator of $\mathcal{O}_L$ if and only if the associated matrix $M_{\beta}(H_V, L_B)$ is unimodular (i.e. it belongs to $\text{GL}_n(\mathcal{O}_K)$).
Proof. See [GR, Proposition 4.2].

Remark 2.6. Whenever $\beta$ is a primitive element of $L/K$, the determinant of the matrix $M_\beta(H_V, L_B)$ is actually the generalized module index $[O_L : \langle \mathfrak{H}, \beta \rangle]_{O_K}$ (or more accurately, it is the ideal generated by the determinant). Indeed, both $O_L$ and $\langle \mathfrak{H}, \beta \rangle$ are $O_K$-orders in $L$ and the canonical map $\varphi : \langle \mathfrak{H}, \beta \rangle \rightarrow O_L$ has matrix $M_\beta(H_V, L_B)$, where we fix the basis $\{ \langle v_i, \beta \rangle \}_{i=1}^n$ in $\langle \mathfrak{H}, \beta \rangle$ and the basis $B$ in $O_L$. Then, Proposition 2.5 means that $O_L = \langle \mathfrak{H}, \beta \rangle$ if and only if $[O_L : \langle \mathfrak{H}, \beta \rangle]_{O_K}$ is trivial.

Since $D = P^V_W$, using the change basis formula for each $M_j(H_W, L_B)$ in Section 2.1, it is immediate that

$$M_\beta(H_V, L_B) = M_\beta(H_W, L_B)D^{-1}.$$  

Then, the criterion of the previous result is satisfied if and only if $D_\beta(H_W, L_B) \in \det(D)O_K^*$. Now, assume that $O_K$ is a discrete valuation ring with valuation $v_K$. Then, the previous condition is equivalent to $v_K(D_\beta(H_W, L_B)) = v_K(\det(D))$.

Proposition 2.7. The number $v_K(\det(D))$ does not depend on the reduced matrix chosen.

Proof. Let us call $M(H, L) = M(H_W, L_B)$ for convenience.

Since $M(H, L)$ has rank $n$, its Hermite normal form is $\left( \begin{array}{c} M \\ O \end{array} \right)$ for a certain matrix $M \in GL_n(K)$ in echelon form. Let $D$ be a reduced matrix of $M(H, L)$. By definition of reduced matrix, the matrices $M(H, L)$ and $\left( \begin{array}{c} D \\ O \end{array} \right)$ are equal up to left multiplication by a unimodular matrix (left equivalent according to [AW92, Definition 2.1]) and the Hermite normal form is unique (see [AW92, Theorem 2.13]), so they have the same Hermite normal form $\left( \begin{array}{c} M \\ O \end{array} \right)$.

We claim that $M$ is the Hermite normal form of $D$. Indeed, if $M'$ is the Hermite normal form of $D$, then there is a unimodular matrix $U \in GL_n(O_K)$ such that $UD = M'$. Then $\left( \begin{array}{cc} U & 0 \\ 0 & I_{n^2-n} \end{array} \right) \in M_n^2(O_K)$ is a unimodular matrix because its determinant is $\det(U) \in O_K^*$, and satisfies

$$\left( \begin{array}{cc} U & O' \\ 0 & I_{n^2-n} \end{array} \right) \left( \begin{array}{c} D \\ O \end{array} \right) = \left( \begin{array}{c} M' \\ O' \end{array} \right),$$

where $O'$ is the zero matrix in $M_{n \times (n^2-n)}(K)$. By the uniqueness of the Hermite normal form, $\left( \begin{array}{c} M \\ O \end{array} \right) = \left( \begin{array}{c} M' \\ O' \end{array} \right)$, that is, $M = M'$. Moreover, we deduce that $UD = M$.

This proves that for every reduced matrix $D$ there is a unimodular matrix carrying $\left( \begin{array}{c} D \\ O \end{array} \right)$ to $\left( \begin{array}{c} M \\ O \end{array} \right)$ that has its first $n \times n$ block $U$ unimodular, and the equality $UD = M$.
holds for this block. Then \( v_K(\det(D)) = v_K(\det(M)) \) for every reduced matrix \( D \).

This leads to the following definition:

**Definition 2.8.** Let \( W \) be a \( K \)-basis of \( H \). The index of the Hopf Galois structure \( (H, \langle, \rangle) \) is defined as

\[
I_W(H, L) = v_K(\det(D)),
\]

where \( D \) is a reduced matrix of \( M(H_W, L) \).

If \( W' \) is another \( K \)-basis of \( H \), then

\[
I_{W'}(H, L) = I_W(H, L) + v_K(\det(P_{W'}^{W})).
\]

With this notation, we can rewrite Proposition 2.5 in a more convenient way, without requiring the basis \( V \):

**Proposition 2.9.** An element \( \beta \in O_L \) is an \( \mathfrak{A}_H \)-free generator of \( O_L \) if and only if

\[
v_K(\det(M_\beta(H_W, L_B))) = I_W(H, L).
\]

Note that this new condition does not depend on the basis of \( H \). Indeed, if \( W' \) is another \( K \)-basis of \( H \), then \( M_\beta(H_W, L_B) = M_\beta(H_W, L_B)P_{W'}^{W} \), so

\[
v_K(\det(M_\beta(H_W, L_B))) = \det(M_\beta(H_W, L_B)) + v_K(\det(P_{W'}^{W})),
\]

and joining this with the equality of indexes above, we obtain that

\[
v_K(\det(M_\beta(H_W, L_B))) = I_W(H, L) \iff v_K(\det(M_\beta(H_W, L_B))) = I_{W'}(H, L)
\]

In the case \( K = \mathbb{Q}_p \), we will choose \( D \) to be the Hermite normal form of \( M(H, L) \) (over \( \mathbb{Z}_p \)), and then \( I_W(H, L) \) will be the number of \( p \)'s that appear in the diagonal of \( D \) (with multiplicities).

**2.5. An example: Quadratic extensions.** Let \( L/K \) be a degree 2 separable extension such that \( K \) is the fraction field of a PID \( O_K \) and \( \text{char}(K) \neq 2 \). Then \( L/K \) is Galois with Galois group of the form \( G = \{1, \sigma\} \), and \( L = K(z) \) with \( \sigma(z) = -z \). Moreover, \( H = K[G] \) is the unique Hopf Galois structure of \( L/K \).

In [GR, Example 3.7] we applied the reduction method to compute a basis of the associated order \( \mathfrak{A}_H \), with the \( K \)-basis \( \{1, z\} \) of \( H \) and the basis \( \{1, z\} \) of \( L \). Let us assume that the last basis is integral; in particular \( z \in O_L \). The Gram matrix arising from this choice is

\[
G(H, L) = \begin{pmatrix}
1 & z \\
z & -z
\end{pmatrix},
\]

and the computation of \( M(H, L) \) follows easily. We obtained the reduced matrix \( D = \begin{pmatrix}
1 & 1 \\
0 & 2
\end{pmatrix} \) which gives the basis \( \{1, \frac{-1 + \sigma}{2}\} \). The matrix \( D \) is the Hermite normal form of \( M(H, L) \) when we consider coefficients in \( \mathbb{Z} \). If we take instead a field \( K \) such that 2 is invertible in \( O_K \) (for instance, \( K = \mathbb{Q}_p \) with \( p \geq 3 \) prime), the Hermite normal form turns out to be the identity matrix. This gives the \( O_K \)-basis \( \{1, \sigma\} \) of \( \mathfrak{A}_H \). It follows then that \( \mathfrak{A}_H = O_K[G] \).

Regarding the freeness of \( O_L \) over \( \mathfrak{A}_H \), for \( \delta = \delta_1 + \delta_2 z \), we have

\[
M_\delta(H, L) = \delta_1 \begin{pmatrix}
1 & 1 \\
0 & 0
\end{pmatrix} + \delta_2 \begin{pmatrix}
0 & 0 \\
1 & -1
\end{pmatrix} = \begin{pmatrix}
\delta_1 & \delta_1 \\
\delta_2 & -\delta_2
\end{pmatrix},
\]

with determinant \( -2\delta_1\delta_2 \). Then, this determinant is invertible in \( O_K \) if and only if so is \( \delta_1\delta_2 \). Thus, \( O_L \) is \( \mathfrak{A}_H \)-free and every \( \delta = \delta_1 + \delta_2 z \) with \( \delta_1\delta_2 \in O_L^\times \) is a generator (and no other element of \( O_L \) is). For example, \( \delta = 1 + z \) is such a free generator.
We summarize the results obtained in the following:

**Theorem 2.10.** Let $L/K$ be a quadratic extension such that $\text{char}(K) \neq 2$ and $2 \in \mathcal{O}_K^*$, and let $G$ be its Galois group. Assume that there is $z \in L$ with $z \not\in K$ and $z^2 \in K$ such that $\{1, z\}$ is an integral basis of $L$. Then, $\mathfrak{A}_{L/K} = \mathcal{O}_K[G]$. Moreover, the elements that generate $\mathcal{O}_L$ as $\mathfrak{A}_{L/K}$-module are the elements $\delta = \delta_1 + \delta_2 z \in \mathcal{O}_L$ such that $\delta_1 \delta_2 \in \mathcal{O}_L^*$.

### 3. Description of the Hopf Galois structures

In this section, we take $L/K$ to be a dihedral degree $2p$ extension of fields with $\text{char}(K) \neq 2$. Let $G = \text{Gal}(L/K) \cong D_{2p}$. From now on, we establish the following presentation of $G$:

$$G = \langle r, s \mid r^p = s^2 = 1, sr = r^{p-1}s \rangle.$$

The problem of counting and describing the Hopf Galois structures of such an extension was solved completely by Byott in his paper [Byo04], in which he actually studies Galois extension of degree $pq$, where $q$ is a prime number dividing $p - 1$. We recover the degree $2p$ extensions by choosing $q = 2$. By the Greither-Pareigis theorem, the Hopf Galois structures of $L/K$ are in one-to-one correspondence with regular subgroups $N$ of $\text{Perm}(G)$ normalized by $\lambda(G)$, where $\lambda$ is the left regular representation of $G$. Since the order of such a subgroup is $2p$, the Hopf Galois structures can be divided in:

1. **Dihedral type:** The group $N$ is isomorphic to $D_{2p}$. Since $G$ is not abelian, there are two different Hopf Galois structures of this type: the classical Galois structure, given by the case $N = \rho(G)$ (where $\rho: G \to \text{Perm}(G)$ is the right regular representation), and the canonical non-classical Galois structure, in which case $N = \lambda(G)$.

2. **Cyclic type:** The group $N$ is isomorphic to $C_{2p}$. If we call $\mu = \lambda(r)$ and $\eta_i = \rho(r^is)$, then there are $p$ Hopf Galois structures of this type, given by

$$N_i = \langle \mu, \eta_i \rangle, \ 0 \leq i \leq p - 1.$$

By [Byo04, Theorem 6.2], those are all the Hopf Galois structures of $L/K$. As already mentioned, we are especially interested in the Hopf Galois structures of cyclic type. In the remainder of the section we describe the Hopf algebra of those Hopf Galois structures. By [CRV16, Theorem 9], the cyclic Hopf Galois structures of $L/K$ are the induced ones. Then, they can be described in terms of Hopf Galois structures of subextensions of $L/K$.

The lattice of intermediate fields of $L/K$ is in one-to-one inclusion-reversing correspondence with the lattice of subgroups of $G$. The group $G$ has a unique order $p$ subgroup $J = \langle r \rangle$, which corresponds to the extension $E/K$, and $p$ order $2$ subgroups $G'_i = \langle r^is \rangle, \ i \in \{1, ..., p\}$. Then, there are $p$ subextensions of $L/K$ of degree $p$. None of the extensions $E/K$ are Galois because $G'_i$ is not a normal subgroup of $G$ for every $i$, but they all have $J$ as normal complement. Thus, every extension $E/K$ is an almost classically Galois extension. Moreover, by [Byo96, Theorem 2], each extension $E/K$ has a unique Hopf Galois structure.

By [GR, Proposition 5.5], the induced Hopf Galois structures correspond to all possible decompositions of $G$ as semidirect product. Those decompositions are $G = J \rtimes G'_i, \ 1 \leq i \leq p$. Namely, the induced Hopf Galois structures are of the form

$$H = H_1^{(i)} \otimes H_2,$$
where, for every \( i \), \( H_1^{(i)} \) is the Hopf Galois structure of \( L^{G'/i}/K \) and \( H_2 \) is the Hopf Galois structure of \( F/K \). Thus, in order to describe the induced Hopf Galois structures, it is enough to characterize those of the subextensions of \( L/K \).

The easiest case is the Hopf Galois structure \( H_2 \) of the quadratic extension \( F/K \). Indeed, this is the classical Galois structure of \( F/K \), which is the \( K \)-group algebra of the Galois group. Now, the Galois group of this extension is generated by the restriction of any automorphism \( r \)'s to \( F \) (note that since \( r \) fixes \( F \), that restriction does not depend on \( i \)). Then, \( H_2 = K[\eta_i] \), where \( \eta_i = \rho(r^i) \) and \( \rho \) is the right translation map of \( \text{Gal}(F/K) \) in its group of permutations.

Let us fix a degree \( p \) subextension \( E/K \) of \( L/K \) and let \( H_1 \) be its unique Hopf Galois structure. Then \( G' := \text{Gal}(L/E) = \langle r^i \rangle \) for some \( 1 \leq i \leq p \). By the Greither-Pareigis theorem, \( H_1 = L[N_1]^G \), where \( N_1 \) is the unique regular subgroup of \( \text{Perm}(G/G') \) normalized by \( \overline{\lambda}(G) \), where \( \overline{\lambda}: G \rightarrow \text{Perm}(X) \) is the left translation map of \( G \) in \( \text{Perm}(X) \). One can easily check that \( N_1 = \overline{\lambda}(J) \) satisfies the required properties. Let us call \( \overline{\mu} = \overline{\lambda}(r) \), which can be expressed as the permutation \( (\overline{1}_G, \overline{r}, \ldots, \overline{r}^{p-1}) \) of the quotient set \( G/G' \). This element is the generator of \( N_1 \), that is,

\[
N_1 = \langle \overline{\mu} \rangle = \{ \overline{1}, \overline{\mu}, \ldots, \overline{\mu}^{p-1} \}
\]

Let us determine the Hopf algebra \( H_1 = L[N_1]^G \) of this Hopf Galois structure.

**Proposition 3.1.** Let \( E/K \) be a degree \( p \) subextension of a dihedral degree \( 2p \) extension \( L/K \). The unique Hopf Galois structure \( H_1 \) of \( E/K \) has a \( K \)-basis given by the identity \( w_1 = \text{Id} \) and the elements

\[
w_{1+i} = z (\overline{\mu}^i - \overline{\mu}^{-i}), \quad w_{2+i} = \overline{\mu}^i + \overline{\mu}^{-i},
\]

where \( 1 \leq i \leq \frac{p-1}{2} \) and \( z \in L \) is such that \( z \notin K \) and \( z^2 \in K \).

**Proof.** Let \( x \in H_1 \). Since \( H_1 \subset L[N_1] \), there are elements \( a_i \in L \) with \( 0 \leq i \leq p-1 \) such that

\[
x = \sum_{i=0}^{p-1} a_i \overline{\mu}^i.
\]

The action of \( G \) on \( N_1 \) is given by \( r(\overline{\mu}) = \overline{\mu}, \quad (\overline{\mu}) = \overline{\mu}^{-1} \). Now, since \( x \in H \), it is fixed by the action of \( G \) on \( H_1 \). Then,

\[
x = r(x) = \sum_{i=0}^{p-1} r(a_i) \overline{\mu}^i,
\]

\[
x = s(x) = \sum_{i=0}^{p-1} s(a_i) \overline{\mu}^{-i} = \sum_{i=0}^{p-1} s(a_{p-i}) \overline{\mu}^i,
\]

where in the last line we consider the subscripts mod \( p \). The first equality gives that \( r(a_i) = a_i \) for all \( 0 \leq i \leq p-1 \), so \( a_i \in L^{(i)} = F \). On the other hand, the second one yields \( s(a_i) = a_{p-i} \) for every \( i \). Since \( s(a_0) = a_0 \), we get \( a_0 \in K \).

Now, \( a_i \in F \) for \( 1 \leq i \leq p \), so there are \( a_i^{(1)}, a_i^{(2)} \in K \) such that \( a_i = a_i^{(1)} + a_i^{(2)} z \). For those values of \( i \), \( s(a_i) = a_i^{(1)} - a_i^{(2)} z \), but also \( s(a_i) = a_{p-i} \), so \( a_{p-i} = a_i^{(1)} - a_i^{(2)} z \).
Then,
\[
x = a_0 \text{Id} + \sum_{i=0}^{\frac{p-1}{2}} (a_i^{(1)} + a_i^{(2)} z)\mu^i + \sum_{i=0}^{\frac{p-1}{2}} (a_i^{(1)} - a_i^{(2)} z)\mu^i \eta
\]
(3.1)
\[
= a_0 \text{Id} + \sum_{i=0}^{\frac{p-1}{2}} a_i^{(1)}(\mu^i + \mu^{-i}) + \sum_{i=0}^{\frac{p-1}{2}} a_i^{(2)} z(\mu^i - \mu^{-i}).
\]

We have obtained a set of generators and therefore a $K$-basis, since $H_1$ has dimension $p$. □

**Remark 3.2.** Let $\lambda: G \to \text{Perm}(G)$ be the left regular representation of $G$. Since the powers of $\mu = \lambda(r)$ factorize through $G'$ as permutations of $G$, the groups $\lambda(J)$ and $\lambda(J)$ can be identified by establishing $\lambda(r') = \lambda(r^i)$, and in particular, $\bar{\mu} = \mu$. Hence, from now on, we will take the elements of the basis of $H_1$ in the statement above with the powers of $\mu$ instead of $\bar{\mu}$.

The elements $w_k$ for $k$ even (resp. odd) can be described as linear combinations of even (resp. odd) powers of $w_2 = z(\mu - \mu^{-1})$, so they generate $H_1$ as $K$-algebra. That is, $H_1 = K[z(\mu - \mu^{-1})]$. Then, one can conclude the following:

**Corollary 3.3.** The induced Hopf Galois structures of $H$ are
\[
H^{(i)} = K[z(\mu - \mu^{-1}), \eta], \quad 1 \leq i \leq p.
\]
With the notation of Proposition 3.1, a $K$-basis of $H^{(i)}$ is
\[
\{w_1, \ldots, w_p, w_1\eta, \ldots, w_p\eta\}.
\]

This finishes the description of all Hopf Galois structures of $L/K$. Note that it coincides with the expression of the cyclic Hopf Galois structures shown in [Koc+19, Section 6].

4. The arithmetic of the extension

From [AE12] we have an explicit description of the degree 2$p$ dihedral $p$-adic fields:

(1) If $p = 3$, there are six non-isomorphic cubic extensions of $\mathbb{Q}_3$ whose normal closures have Galois group isomorphic to $D_6$. The polynomials defining these extensions can be chosen to be the Amano polynomials
\[
x^3 + 3, \quad x^3 + 12, \quad x^3 + 21, \quad x^3 + 3x + 3, \quad x^3 + 6x + 3, \quad x^3 + 3x^2 + 3.
\]

The inertia subgroups for these fields are all dihedral of order 6 with the exception of the field defined by $x^3 + 3x^2 + 3$, whose inertia subgroup is cyclic of order 3.

(2) If $p > 3$, there are three non-isomorphic degree $p$ extensions of $\mathbb{Q}_p$ whose normal closures have Galois group isomorphic to $D_{2p}$. These extensions are defined by the polynomials
\[
x^p + px^{p-1} + p, \quad x^p + 2px^{p-1} + p, \quad x^p + (p - 2)px^{p-1} + p.
\]

The inertia subgroup of the field defined by $x^p + px^{p-1} + p$ is cyclic of order $p$. The other two fields have inertia subgroup equal to $D_{2p}$.

Let us call $f$ any of these polynomials and let $L$ be the splitting field of $f$ over $\mathbb{Q}_p$, so $L/\mathbb{Q}_p$ is a dihedral degree $2p$ extension. Note that the $p$ degree $p$ subextensions $E/\mathbb{Q}_p$, $L/\mathbb{Q}_p$ correspond to $E = \mathbb{Q}_p(\alpha)$ with $\alpha$ running through the roots of $f$.

Let us fix such an intermediate field $E = \mathbb{Q}_p(\alpha)$. Since the minimal polynomial
of α is $p$-Eisenstein, the extension $E/\mathbb{Q}_p$ is totally ramified and its ring of integers is $\mathcal{O}_E = \mathbb{Z}_p[\alpha]$. Hence, $L/\mathbb{Q}_p$ is always wildly ramified. Recall that since $L/\mathbb{Q}_p$ is dihedral, $L/\mathbb{Q}_p$ has a unique quadratic subextension $F/\mathbb{Q}_p$. We write $F = \mathbb{Q}_p(z)$ with $z^2 \in \mathbb{Q}_p$.

4.1. Discriminants and ramification. We can use Ore conditions from [Ore24] to determine the discriminants of the totally ramified extensions $E/\mathbb{Q}_p$. Translated to our case, we obtain:

**Proposition 4.1.** Given $j_0 \in \mathbb{Z}$, there exist totally ramified extensions $E/\mathbb{Q}_p$ of degree $p$ and discriminant $p^{p+j_0-1}$ (up to multiplication by an invertible element of $\mathbb{Z}_p$) if and only if $1 \leq j_0 \leq p$. Moreover:

1. For $j_0 = p$, an Eisenstein polynomial $f(x) = x^p + \sum_{i=0}^{p-1} f_i x^i \in \mathbb{Z}_p[x]$ has discriminant $p^{2p-1}$ if $v_p(f_i) \geq 2$ for $1 \leq i \leq p - 1$.

2. For $0 < j_0 < p$, an Eisenstein polynomial $f(x) = x^p + \sum_{i=0}^{p-1} f_i x^i \in \mathbb{Z}_p[x]$ has discriminant $p^{p+j_0-1}$ if $v_p(f_i) \geq 2$ for $1 \leq i < p - 1$, $i \neq j_0$, and $v_p(f_{j_0}) = 1$.

The statement and the proof in its more general form can be consulted also in [PR01, Proposition 3.1 and Lemma 5.1].

Applying the result above to our degree $p$ extensions, we obtain the following data:

| Polynomial | $j_0$ | $v_p(d_{E/\mathbb{Q}_p})$ |
|------------|-------|--------------------------|
| $p = 3$    | $x^3 + 3a$ ($a = 1, 4, 7$) | 3 | 5 |
| $p \geq 3$ | $x^p + (p - 2)px^{p-1} + p$ | $(p - 1)\frac{2}{3(p-1)}$ | $2$ | $2(p - 1)$ |
|            | $x^p + 2px^{p-1} + p$ | $(p - 1)$ | $3(p-1)$ |
|            | $x^p + px^{p-1} + p$ | $p - 1$ | $2(p - 1)$ |

Note that the unused values of $j_0$ between 1 and $p$ correspond to other degree $p$ extensions of $\mathbb{Q}_p$ with a different Galois closure.

Now, taking into account the relative discriminant formula

$$d_{L/\mathbb{Q}_p} = N_{E/\mathbb{Q}_p}(d_{L/E}) \cdot d_{E/\mathbb{Q}_p}^2$$

we obtain the discriminant of the dihedral extension. If $L/E$ is unramified, then $d_{L/\mathbb{Q}_p} = d_{E/\mathbb{Q}_p}^2$ and otherwise, $d_{L/\mathbb{Q}_p} = p \cdot d_{E/\mathbb{Q}_p}^2$.

On the other hand, let us denote $G_i$ the $i$-th ramification group of the extension $L/\mathbb{Q}_p$. If the inertia group is $C_p$, then

$$v_p(d_{L/\mathbb{Q}_p}) = 4(p - 1) = 2\sum_{i \geq 0} (|G_i| - 1)) = 2((p - 1) + (p - 1) + \ldots),$$

whereas for the totally ramified cases we have

$$v_p(d_{L/\mathbb{Q}_p}) = 3p - 2 = \sum (|G_i| - 1) = (2p - 1) + (p - 1) + \ldots$$

except for the radical extensions, where the equality is $11 = 5 + 2 + \ldots$. Therefore, for all the non-radical extensions we have that the second ramification group $G_2$ is trivial. These extensions are called weakly ramified.
Then, the classification of dihedral extensions $L / \mathbb{Q}_p$ of degree $2p$ of $\mathbb{Q}_p$ can be presented in a more convenient way:

1. If $L / \mathbb{Q}_p$ is weakly ramified, then $L$ is the splitting field over $\mathbb{Q}_p$ of one of the polynomials
   \[ x^p + 2px^{p-1} + p, \quad x^p + p(p-2)x^{p-1} + p, \quad x^p + px^{p-1} + p. \]

2. Otherwise, $p = 3$ and $L$ is the splitting field over $\mathbb{Q}_3$ of one of the polynomials
   \[ x^3 + 3, \quad x^3 + 12, \quad x^3 + 21. \]

**Remark 4.2.** The radical cases are the unique ones for which $t = 3$, which corresponds to $L / \mathbb{Q}_p$ having maximal ramification. Since $L / \mathbb{Q}_p$ is wildly ramified, this situation is a particular case of [Ber79, Corollaire after Proposition 6]. Namely, it gives that for a wildly ramified extension with dihedral inertia, almost maximal ramification is equivalent to $t_1 = 3$ and $p = 3$.

### 4.2. Basis and primitive elements.

Recall the notation $E = \mathbb{Q}_p(\alpha)$ and $F = \mathbb{Q}_p(z)$. Since $E / \mathbb{Q}_p$ and $F / \mathbb{Q}_p$ are linearly disjoint for the extension $L / \mathbb{Q}_p$, we can consider the tensor basis
\[ \{1, z, \alpha, \alpha z, \ldots, \alpha^{p-1}, \alpha^{p-1}z\} \]

When $F / \mathbb{Q}_p$ is unramified these extensions are arithmetically disjoint and this is also a $\mathbb{Z}_p$-basis for the ring of integers $\mathcal{O}_L$. When this is not the case, this tensor basis is not well suited to search for free generators of $\mathcal{O}_L$. Since we are dealing with totally ramified extensions, we can look for a primitive element $\gamma$ which is also a uniformizing element of $\mathcal{O}_L$. Under these conditions, the powers of $\gamma$ form a $\mathbb{Q}_p$-basis of $L$ and also a $\mathbb{Z}_p$-basis of $\mathcal{O}_L$.

**Proposition 4.3.** Let $p \geq 3$ be a prime. Let $f$ be a polynomial of degree $p$ having totally ramified dihedral normal closure of degree $2p$. Let $\alpha$ be a root of $f$ in the algebraic closure of $\mathbb{Q}_p$ and $E = \mathbb{Q}_p(\alpha)$. Let $L / \mathbb{Q}_p$ be the normal closure of $f$ and $F / \mathbb{Q}_p$ be its quadratic subextension. Write $F = \mathbb{Q}_p(z)$ with $v_F(z) = 1$. Then,
\[ \gamma = \frac{z^p}{\alpha^{p-1}} \]

has $v_L(\gamma) = 1$.

Indeed, we have
\[ v_F(z) = v_E(\alpha) = 1 \implies v_L(z) = p, \quad v_L(\alpha) = 2 \implies v_L(\gamma) = p - 2 \left( \frac{p-1}{2} \right) = 1. \]

### 5. The non-totally ramified case

Assume that the dihedral degree $2p$ extension $L / \mathbb{Q}_p$ of $p$-adic fields is not totally ramified. We have seen that any degree $p$ subextension $E / \mathbb{Q}_p$ is totally ramified, so this is the same as saying that the quadratic subextension $F / \mathbb{Q}_p$ is unramified. Then, the extensions $E / \mathbb{Q}_p$ and $F / \mathbb{Q}_p$ are arithmetically disjoint. We can exploit this fact to solve completely the problem of the freeness for this case.
5.1. The extension $L/F$. Following the notations fixed in Section 4, we now focus on the extension $L/F$. It is a Galois extension with Galois group $J = \langle r \rangle$, the unique order $p$ subgroup of $G$. That is, it is a cyclic degree $p$ extension. Therefore, the classical Galois structure $F[\lambda(J)]$ is its unique Hopf Galois structure. The problem of the Galois module structure of the integers rings of such an extension was completely solved by F. Bertrandias, J.P. Bertrandias and M.J. Ferton (see [BBF72] for the proof and [Tho10, Theorem 3.4] for the statement):

**Theorem 5.1.** Let $K$ be a finite extension of $\mathbb{Q}_p$ and let $L$ be a totally ramified degree $p$ extension of $K$. Let $t$ be the ramification number of $L/\mathbb{Q}_p$. Let $\mathcal{A}_{L/K}$ be the associated order in the classical Galois structure of $L/K$.

1. If $p$ divides $t$, then $\mathcal{O}_L$ is $\mathcal{A}_{L/K}$-free.
2. Otherwise, we write $t = pk + a$ for the euclidean division of $t$ by $p$, and we have:
   
   (i) If $0 \leq t < \frac{pe(K/\mathbb{Q}_p)}{p-1} - 1$, $\mathcal{O}_L$ is $\mathcal{A}_{L/K}$-free if and only if $a$ divides $p - 1$.
   
   (ii) If $\frac{pe(K/\mathbb{Q}_p)}{p-1} - 1 \leq t \leq \frac{pe(K/\mathbb{Q}_p)}{p-1}$, $\mathcal{O}_L$ is $\mathcal{A}_{L/K}$-free if and only if the length of the expansion of $\frac{1}{p}$ as continuous fraction is at most 4.

We apply this result to our situation with the cyclic degree $p$ extension $L/F$, which is totally ramified. The ramification number can be obtained from the table in Section 4: it is $t = 1$ when $p > 3$ and $t \in \{1,3\}$ when $p = 3$, depending on whether or not the extension is weakly ramified.

For $p > 3$, we have that $p$ does not divide $t$, and since $t < p$, we have $a = t$. If the defining polynomial is one of the first two, then $F/\mathbb{Q}_p$ is ramified and $e(F/\mathbb{Q}_p) = 2$, thus

$$\frac{pe(F/\mathbb{Q}_p)}{p-1} - 1 = \frac{2p}{p-1} - 1 = \frac{p+1}{p-1},$$

and $t < \frac{p+1}{p-1}$. Since $t$ divides $p - 1$, $\mathcal{O}_L$ is $\mathcal{A}_{L/F}$-free. For the last polynomial, $F/\mathbb{Q}_p$ is unramified and $e(F/\mathbb{Q}_p) = 1$, so

$$\frac{pe(F/\mathbb{Q}_p)}{p-1} - 1 = \frac{p}{p-1} - 1 = \frac{1}{p-1},$$

and then $\frac{1}{p-1} < t < \frac{p}{p-1}$. The expansion of $\frac{1}{p}$ is trivial, so $\mathcal{O}_L$ is $\mathcal{A}_{L/F}$-free.

Now assume $p = 3$. For the radical cases, we have that $t = 3$ and $e(F/\mathbb{Q}_3) = 2$.

Hence

$$\frac{3e(F/\mathbb{Q}_3)}{2} - 1 = \frac{6}{2} - 1 = 2,$$

and then $t = \frac{3e(F/\mathbb{Q}_3)}{2}$. The expansion of $\frac{3}{2} = 1$ is again trivial, so $\mathcal{A}_{L/F}$-free. Now, if $L/\mathbb{Q}_3$ is weakly ramified, for the totally ramified cases we have $t = 1$ and $e(F/\mathbb{Q}_3) = 2$, so $t < \frac{3e(F/\mathbb{Q}_3)}{2} - 1$ and as it divides 2, $\mathcal{O}_L$ is $\mathcal{A}_{L/F}$-free. Finally, if $L/\mathbb{Q}_3$ is weakly ramified and it is not totally ramified (the last polynomial), then $t = e(F/\mathbb{Q}_3) = 1$, so

$$\frac{3e(F/\mathbb{Q}_3)}{2} - 1 = \frac{3}{2} - 1 = \frac{1}{2},$$

and $t > \frac{1}{2}$. Since the expansion of $\frac{1}{2}$ is trivial, $\mathcal{O}_L$ is $\mathcal{A}_{L/F}$-free.

In summary, we obtain:

**Corollary 5.2.** Let $L/\mathbb{Q}_p$ be a dihedral degree $2p$ extension and let $F$ be the unique subfield of $L$ which is quadratic over $\mathbb{Q}_p$. Then, $\mathcal{O}_L$ is $\mathcal{A}_{L/F}$-free.
5.2. Descent to the extension $E/Q_p$. Under the condition that $E/Q_p$ and $F/Q_p$ are arithmetically disjoint (which we recall is equivalent to $L/Q_p$ not being totally ramified), since $H_1 \otimes_K F$ is the classical Galois structure of $L/F$, we can easily prove the $\mathfrak{A}_{H_1}$-freeness of $\mathcal{O}_E$ implies the $\mathfrak{A}_{L/F}$-freeness of $\mathcal{O}_F$ (see [GR, Corollary 5.19]). Actually, Lettl proved that the converse of the corresponding result for the classical Galois structure holds (see [Let98, Proposition 1]). His proof can be perfectly adapted to prove the converse also for arbitrary Hopf Galois structures: the key step is the application of the Krull-Schmidt-Azumaya theorem (see [CR87, (6.12)]), which also is possible in this case because $A_{E/Q_p}$ is $\mathbb{Z}_p$-finitely generated and $\mathbb{Z}_p$ is a complete discrete valuation ring. This combined with Corollary 5.2 gives the following:

Corollary 5.3. Let $E/Q_p$ be a separable degree $p$ extension of $p$-adic fields with dihedral degree $2p$ normal closure and let $H_1$ be its unique Hopf Galois structure. Then, $\mathcal{O}_E$ is $\mathfrak{A}_{H_1}$-free.

5.3. The degree $2p$ extension. If $L/Q_p$ is not totally ramified, the arithmetic disjointness of $E/Q_p$ and $F/Q_p$ allows us to apply [GR, Theorem 5.11] and [GR, Theorem 5.16], obtaining:

Corollary 5.4. Let $L/Q_p$ be a non-totally ramified degree $2p$ extension of $p$-adic fields and let $H = H_1 \otimes_{Q_p} H_2$ be a Hopf Galois structure of cyclic type on $L/Q_p$. Then:

1. $\mathfrak{A}_H = \mathfrak{A}_{H_1} \otimes_{\mathbb{Z}_p} \mathfrak{A}_{H_2}$.
2. $\mathcal{O}_L$ is $\mathfrak{A}_H$-free.

This result closes completely the problem of the freeness, but it does not give the exact form of the associated order as long as we lack a description of $\mathfrak{A}_{H_1}$. In the following sections we obtain such a description and study the freeness in the totally ramified cases.

6. The case of a separable degree $p$ extension with dihedral Galois closure

Recall that the Hopf Galois structures of cyclic type of a dihedral degree $2p$ extension $L/Q_p$ are the induced ones. When we work with induced Hopf Galois structures we know that $H = H_1 \otimes H_2$, where $H_1$ is a Hopf Galois structure of $E/Q_p$ and $H_2$ is a Hopf Galois structure of $F/Q_p$. In order to determine a basis of $H$, we have worked with the factors and joined the information obtained.

We can proceed in an analog way to study the associated order $\mathfrak{A}_H$ and the structure of $\mathcal{O}_L$ as $\mathfrak{A}_H$-module. Namely, we consider the same problem for the subextensions of a dihedral degree $2p$ extension, i.e. the quadratic subextension and the degree $p$ ones, and use this information to study the dihedral degree $2p$ case. As for the quadratic extension $F/Q_p$, we know by Theorem 2.10 that $\mathfrak{A}_{H_2} = \mathcal{O}_K[\eta]$, where, with the notation of Section 3, $\eta = \eta_i$ for some $i$. In this section we consider the $p$-part, that is, we work with a separable degree $p$ extension $E/Q_p$ whose Galois closure is a dihedral degree $2p$ extension.

6.1. The general method. We know that $E = Q_p(\alpha)$ for a root $\alpha$ of one of the polynomials $f$ at the beginning of Section 4.

The extension $E/Q_p$ has a unique Hopf Galois structure $H_1$ with a $Q_p$-basis as in Proposition 3.1. We will need to assume that $\{1, z\}$ is an integral basis of $F = Q_p(z)$.
On the other hand, we know that \( \{1, \alpha, \ldots, \alpha^{p-1}\} \) is a \( \mathbb{Z}_p \)-basis of \( \mathcal{O}_E \). In these bases the action of \( H_1 \) over \( E \) can be expressed in terms of Lucas sequences.

Since we have to deal with conjugates of \( \alpha \) and their powers, first we group the roots of \( f \) in a convenient way. Namely, since \( \alpha \) is a root of \( f \), there is a polynomial \( f_1 \in E[x] \) such that \( f(x) = (x - \alpha)f_1(x) \). Now, since \( L \) is the normal closure of \( E/\mathbb{Q}_p \) and \( [L : E] = 2 \),

\[
f_1(x) = \prod_{i=1}^{\frac{p-1}{2}} P_i(x) = \prod_{i=1}^{\frac{p-1}{2}} (x^2 - A_ix + B_i),
\]

with \( A_i, B_i \in E \) for every \( 1 \leq i \leq \frac{p-1}{2} \). Let us call \( d_i = A_i^2 - 4B_i \in E \) the discriminant of \( P_i \). Then, the roots of \( P_i \) are

\[
\alpha_{2,i} = \frac{A_i + \sqrt{d_i}}{2}, \quad \alpha_{3,i} = \frac{A_i - \sqrt{d_i}}{2}.
\]

We can assume without loss of generality that \( r^{-i}(\alpha) = \alpha_{2,i} \) for every \( 1 \leq i \leq \frac{p-1}{2} \) (otherwise we would reorder the polynomials \( P_i \)). Then,

\[
\alpha_{3,i} = s(\alpha_{2,i}) = s r^{-i}(\alpha) = r^i s(\alpha) = r^i(\alpha).
\]

Namely, the roots of \( P_i \) are \( r^{-i}(\alpha) \) and \( r^i(\alpha) \). To compute the action of the elements of the basis of \( H_1 \), we have to deal with sums and differences of each pair of roots of \( P_i \). The suitable tool to deal with such objects are Lucas sequences.

**Definition 6.1.** Let \( K \) be a field and let \( A, B \in K \). The Lucas sequences of first kind \( U_j(A, B) \) and of second kind \( V_j(A, B) \) for the parameters \( A, B \) are defined by the expressions

\[
U_0(A, B) = 0, \\
U_1(A, B) = 1, \\
U_j(A, B) = AU_{j-1}(A, B) - BU_{j-2}(A, B), \quad j \geq 2,
\]

\[
V_0(A, B) = 2, \\
V_1(A, B) = A, \\
V_j(A, B) = AV_{j-1}(A, B) - BV_{j-2}(A, B), \quad j \geq 2.
\]

The characteristic polynomial of \( U_j(A, B) \) and \( V_j(A, B) \) is defined as \( P(x) = x^2 - Ax + B \). The relationship of the sequences with the roots of the polynomial is given by the following result, whose proof is straightforward by induction on \( j \).

**Proposition 6.2.** Assume that the discriminant \( d = A^2 - 4B \) of \( P \) is non-zero and let \( \alpha_2 = \frac{A + \sqrt{d}}{2} \) and \( \alpha_3 = \frac{A - \sqrt{d}}{2} \) be its roots. Then,

\[
U_j(A, B) = \frac{\alpha_2^j - \alpha_3^j}{\sqrt{d}}, \quad V_j(A, B) = \alpha_2^j + \alpha_3^j.
\]

We compute the action of \( H_1 \) over \( E \) as follows:

**Theorem 6.3.** Let us consider the basis \( W = \{w_i\}_{i=1}^p \) of \( H_1 \) as before and the integral basis \( B = \{\alpha^i\}_{i=0}^{p-1} \) of \( E \). Call \( d_i, \) the discriminant of \( P_i \). Then, for every \( 1 \leq i \leq \frac{p-1}{2} \) and every \( 0 \leq j \leq p - 1 \),

\[
\langle w_1, \alpha^j \rangle = \alpha^j, \quad \langle w_{1+i}, \alpha^j \rangle = U_j(A_i, B_i)\sqrt{d_i}, \quad \langle w_{\frac{p+1}{2}+i}, \alpha^j \rangle = V_j(A_i, B_i).
\]
Proof. The first equality is trivial since \( w_1 = \text{Id} \). Let \( 1 \leq i \leq \frac{p-1}{2} \) and \( 0 \leq j \leq p-1 \). Then,

\[
\langle w_{1+i}, \alpha^j \rangle = \langle (\mu^i - \mu^{-i})z, \alpha^j \rangle = (r^{-1}(\alpha^j) - r^i(\alpha^j))z
\]

\[
= (\alpha_{2,i}^j - \alpha_{3,i}^j)z = U_j(A_i, B_i)\sqrt{d_i}z
\]

\[
\langle w_{p^{-1}+i}, \alpha^j \rangle = \langle (\mu^i + \mu^{-i})z, \alpha^j \rangle = r^{-i}(\alpha^j) + r^i(\alpha^j)
\]

\[
= \alpha_{2,i}^j + \alpha_{3,i}^j = V_j(A_i, B_i)
\]

\[\square\]

Corollary 6.4. Let us call \( U_i(P_i) = U_i(A_i, B_i) \) and \( V_i(P_i) = V_i(A_i, B_i) \) for every \( 1 \leq i \leq \frac{p-1}{2} \). The Gram matrix of \( H_1 \) is

\[
G(H_1, E) = \begin{pmatrix}
1 & \alpha & \ldots & \alpha^{p-1} \\
U_0(P_1)\sqrt{d_1}z & U_1(P_1)\sqrt{d_1}z & \ldots & U_p-1(P_1)\sqrt{d_1}z \\
U_0(P_2)\sqrt{d_2}z & U_1(P_2)\sqrt{d_2}z & \ldots & U_p-1(P_2)\sqrt{d_2}z \\
\vdots & \vdots & \ddots & \vdots \\
V_0(P_1) & V_1(P_1) & \ldots & V_p-1(P_1) \\
V_0(P_2) & V_1(P_2) & \ldots & V_p-1(P_2) \\
\vdots & \vdots & \ddots & \vdots \\
V_0(P_{p^{-1}}) & V_1(P_{p^{-1}}) & \ldots & V_p-1(P_{p^{-1}})
\end{pmatrix}
\]

Note that the previous result implies that \( \sqrt{d_i}z \in E \) for every \( 1 \leq i \leq \frac{p-1}{2} \), and recall that \( z \) can be any element such that \( \{1, z\} \) is an integral basis of \( F \). In practice, what we will usually do is to choose \( z \) after computing \( \sqrt{d_i} \), so that the expression of \( \sqrt{d_i}z \) is convenient enough.

All the previous considerations lead to the following method to compute \( G(H_1, E) \):

1. Factorize the polynomial \( f \) in terms of a root \( \alpha \) to compute the polynomials \( P_i \in E[x], 1 \leq i \leq \frac{p-1}{2} \).
2. For every \( 1 \leq i \leq \frac{p-1}{2} \), compute the square root of \( d_i \).
3. Determine the entries of \( G(H_1, E) \) following Corollary 6.4.

Once \( G(H_1, E) \) is computed, we can determine \( M(H_1, E) \) from its entries and use the reduction method to obtain a basis of \( \mathfrak{A}_{H_1} \) and determine the freeness of \( O_E \) as \( \mathfrak{A}_{H_1} \)-module. We still consider the non-totally ramified cases, although we already know that \( O_E \) is indeed \( \mathfrak{A}_{H_1} \)-free by Corollary 5.3, because that result does not give an explicit generator, and this procedure does.

6.2. The case \( p = 3 \). Let \( E/\mathbb{Q}_3 \) be a separable degree 3 extension of 3-adic fields with dihedral degree 6 normal closure. We know by Section 4 that \( E \) is generated by a root of one of the polynomials

\[
x^3 + 3, \quad x^3 + 12, \quad x^3 + 21, \\
x^3 + 3x + 3, \quad x^3 + 6x + 3, \quad x^3 + 3x^2 + 3.
\]

We divide these polynomials in three groups. The first three are of the form \( x^3 + 3a \) with \( a \in \{1, 4, 7\} \), and these are the radical cases. The next two polynomials may be expressed by \( x^3 + 3ax + 3 \) with \( a \in \{1, 2\} \), while the sixth polynomial is the unique one for which \( L/\mathbb{Q}_p \) is not totally ramified. From now on, these will be called the first and second group and the singular case, respectively.
6.2.1. The action on the 3-part. The extension $E/\mathbb{Q}_3$ has a unique Hopf Galois structure $H_1$ with $\mathbb{Q}_3$-basis

$$w_1 = \text{Id}, \quad w_2 = z(\mu - \mu^{-1}), \quad w_3 = \mu + \mu^{-1}$$

where $\mu = \lambda(r)$ and $z$ is any element of $L$ with square in $\mathbb{Q}_p$. Let $f$ denote one of the previous polynomials and let us fix the root $\alpha$ of $f$ such that $E = \mathbb{Q}_3(\alpha)$. We know that

$$f(x) = (x - \alpha)P(x) = x^2 - Ax + B,$$

with $A, B \in E$. Let $d$ be the discriminant of $f$. According to 6.4,

$$G(H_1, E) = \begin{pmatrix} 1 & \alpha & \alpha^2 \\ 0 & \sqrt{d}z & A\sqrt{d}z \\ 2 & A & A^2 - 2B \end{pmatrix},$$

and the matter is to determine $\sqrt{d}z$. We obtain:

| Polynomial | $A$ | $B$ | $d$ |
|------------|-----|-----|-----|
| $x^3 + 3a, a \in \{1, 4, 7\}$ | $-\alpha$ | $\alpha^2$ | $-3\alpha^2$ |
| $x^3 + 3ax + 3, a \in \{1, 2\}$ | $-\alpha$ | $\alpha^2 + 3\alpha$ | $-3\alpha^2 - 12\alpha$ |
| $x^3 + 3ax^2 + 3$ | $-(\alpha + 3\alpha)$ | $\alpha^2 + 3\alpha$ | $-3\alpha^2 - 6\alpha + 9$ |

Note that $d$ is the square of the difference between the two roots of $P$. Hence, in order to determine its square-root, we are free to choose the sign, because each one corresponds to a different ordering of the roots.

For the radical cases, the situation is quite easy. Indeed, if we call $z = \sqrt{-3}$, we have $\sqrt{d} = \alpha z$ and $F = \mathbb{Q}_3(\sqrt{-3})$. Then, $\sqrt{dz} = -3\alpha$.

Let us consider polynomials of the second group. If $a = 1$, we need to compute the square root of $-3\alpha^2 - 12$ in $L$. Solving a system of equations, we get

$$-3\alpha^2 - 12 = \frac{-12}{13}(\alpha^2 - \frac{3}{2}\alpha + 2)^2 = \frac{3}{13}(2\alpha^2 - 3\alpha + 4)^2.$$  

Then,

$$\sqrt{d} = \sqrt{\frac{-3}{13}(2\alpha^2 - 3\alpha + 4)},$$

(the other choice of sign corresponds to exchange the roots of the quadratic polynomial). Let $z = \sqrt{-39}$. Since $13 \equiv 1 \pmod{3}$, $F = \mathbb{Q}_3(z) = \mathbb{Q}_3(\sqrt{-3})$. Then,

$$\sqrt{dz} = -6\alpha^2 + 9\alpha - 12.$$

If $a = 2$, we find $\sqrt{d} = \sqrt{\frac{3}{41}}(-4\alpha^2 + 3\alpha - 16)$. Let us choose $z = \sqrt{-123}$. Then, $F = \mathbb{Q}_3(z) = \mathbb{Q}_3(\sqrt{3})$ and

$$\sqrt{dz} = -12\alpha^2 + 9\alpha - 48.$$

Finally, for the singular case, $\sqrt{d} = \sqrt{-\frac{1}{7}}(-2\alpha^2 - 9\alpha - 3)$, $z = \sqrt{-7}$ and

$$\sqrt{dz} = 2\alpha^2 + 9\alpha + 3.$$

Now, it is easy to fill the whole matrix $G(H_1, E)$ at each case. We obtain:

**Proposition 6.5.** The Gram matrix of the action of $H_1$ on $E$ is given by:

1. If $f(x) = x^3 + 3a, a \in \{1, 4, 7\}$,

$$G(H_1, E) = \begin{pmatrix} 1 & \alpha & \alpha^2 \\ 0 & -3\alpha & 3\alpha^2 \\ 2 & -\alpha & -\alpha^2 \end{pmatrix}.$$
2. If \( f(x) = x^3 + 3ax + 3, a \in \{1, 2\} \),
\[
G(H_1, E) = \begin{pmatrix}
1 & \alpha \\
0 & -6a\alpha^2 + 9\alpha - 12a^2 \\
2 & -\alpha
\end{pmatrix}
\begin{pmatrix}
\alpha^2 \\
-9\alpha^2 - 6a^2\alpha - 18a \\
-\alpha^2 - 6a
\end{pmatrix}.
\]

3. If \( f(x) = x^3 + 3x^2 + 3 \),
\[
G(H_1, E) = \begin{pmatrix}
1 & \alpha \\
0 & 2\alpha^2 + 9\alpha + 3 \\
2 & -\alpha - 3
\end{pmatrix}
\begin{pmatrix}
\alpha^2 \\
-9\alpha^2 - 30\alpha - 3 \\
-\alpha^2 + 9
\end{pmatrix}
\]

### 6.2.2. Basis of \( \mathfrak{A}_{H_1} \)

The matrix of the action \( M(H_1, E) \) is built from \( G(H_1, E) \) as explained in Section 2.1. According to the cases of the last proposition, the matrix \( M(H_1, E) \) is
\[
\begin{pmatrix}
1 & 0 & 2 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & -3 & -1 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 3 & -1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 2 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 9 & -1 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & -9 & -1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 2 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
9 & -1 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
9 & 0
\end{pmatrix}
\]
respectively. Since the powers of \( \alpha \) form an integral basis of \( E \), a reduced matrix of \( M(H_1, E) \) gives a basis of \( \mathfrak{A}_{H_1} \). We compute the Hermite normal form of these matrices over \( \mathbb{Z}_3 \).

We obtain the matrix
\[
\begin{pmatrix}
1 & 0 & -1 \\
0 & 3 & 0 \\
0 & 0 & 3
\end{pmatrix}
\]
for the first and second group of polynomials. Then, \( \left\{ w_1, \frac{w_2}{3}, \frac{w_1 + w_3}{3} \right\} \) is a \( \mathbb{Z}_3 \)-basis of \( \mathfrak{A}_{H_1} \) in all these cases. For the singular case, the Hermite normal form is
\[
\begin{pmatrix}
1 & 0 & -1 \\
0 & 1 & 0 \\
0 & 0 & 3
\end{pmatrix}
\]

Then, \( \left\{ w_1, w_2, \frac{w_1 + w_3}{3} \right\} \) is a \( \mathbb{Z}_3 \)-basis of \( \mathfrak{A}_{H_1} \).

### 6.2.3. Freeness over the associated order

Let \( \epsilon = \sum_{i=1}^{3} \epsilon_i\alpha^{i-1} \in \mathcal{O}_E \). For each polynomial, we compute the determinant \( D_\epsilon(H_1, E) \) of \( M_\epsilon(H_1, E) \) in terms of the coordinates \( \epsilon_1, \epsilon_2, \epsilon_3 \). By Proposition 2.5, \( \epsilon \) is a free generator of \( \mathcal{O}_E \) as \( \mathfrak{A}_{H_1} \)-module if and only if \( I_\epsilon(H_1, E) = I_3(D_\epsilon(H_1, E)) \). We know the index \( I_\epsilon(H_1, E) \) at each case from the previous section. Then, it suffices to find \( (\epsilon_1, \epsilon_2, \epsilon_3) \) fulfilling the previous equality.

| Polynomial | \( I_\epsilon(H_1, E) \) | \( D_\epsilon(H_1, E) \) |
|------------|-----------------|-----------------|
| \( x^3 + 3a, a \in \{1, 4, 7\} \) | 2               | \( 18\epsilon_1\epsilon_2\epsilon_3 \) |
| \( x^3 + 3ax + 3, a \in \{1, 2\} \) | 2               | \( -18(6\epsilon_1^2 + 3\epsilon_2\epsilon_3 - 2\epsilon_3^2)(\epsilon_1^2 - 2\epsilon_2\epsilon_3) \) |
| \( x^3 + 3x^2 + 3 \) | 1               | \( 6(\epsilon_1^2 - 9\epsilon_2\epsilon_3 + 15\epsilon_3^2)(\epsilon_1 - \epsilon_2 + 3\epsilon_3) \) |
The equality \( I_W(H_1, E) = v_3(D_\epsilon(H_1, E)) \) is achieved:
- In the radical cases, for \( \epsilon = \epsilon_1 + \epsilon_2 \alpha + \epsilon_3 \alpha^2 \).
- In the second case, for \( \epsilon = 1 + \alpha \).
- In the singular case, for \( \epsilon = 2 - \alpha \).

Hence, we obtain:

**Proposition 6.6.** If \( E/\mathbb{Q}_3 \) is a separable degree 3 extension with dihedral degree 6 Galois closure and \( H_1 \) is its unique Hopf Galois structure, then \( \mathcal{O}_E \) is \( \mathcal{A}_{H_1} \)-free.

### 6.3. The case \( p = 5 \)

Let \( E/\mathbb{Q}_5 \) be a separable degree 5 extension of 5-adic fields with dihedral degree 10 normal closure. In this case, \( E = \mathbb{Q}_5(\alpha) \) for a root \( \alpha \) of one of the polynomials

\[
x^5 + 15x^2 + 5, \quad x^5 + 10x^2 + 5, \quad x^5 + 5x^4 + 5.
\]

Again, we call \( f \) the polynomial among the previous ones that defines \( E/\mathbb{Q}_5 \). The procedure is essentially the same as in the case \( p = 3 \), with an important difference: given a root \( \alpha \) of \( f \), the polynomial \( f \) is not irreducible over \( \mathbb{Q}(\alpha) \), so the quadratic polynomials \( P_1, P_2 \) in the decomposition of the form

\[
f(x) = (x - \alpha)P_1(x)P_2(x)
\]

have coefficients in \( \mathbb{Q}_5(\alpha) \) but not in \( \mathbb{Q}(\alpha) \), and we are not able to compute them explicitly.

In order to overcome this difficulty, we work with a polynomial generating the same field and whose decomposition over \( \mathbb{Q}_5(\alpha) \) is also a decomposition over \( \mathbb{Q}(\alpha) \). For the 5-adic field \( E \) generated by each of the polynomials \( f \) above, we can find in the database [LMFDB] a polynomial \( g \) defining a number field whose completion at 5 is \( E \).

| \( f \)    | \( g \)                             | LMFDB identifier       |
|-----------|-------------------------------------|------------------------|
| \( x^5 + 15x^2 + 5 \) | \( x^3 - 15x^2 - 10x^2 + 75x + 30 \) | 5.1.23765625.1         |
| \( x^5 + 10x^2 + 5 \)  | \( x^3 - 35x^2 + 50x + 20 \)         | 5.1.34515625.1         |
| \( x^5 + 5x^4 + 5 \)   | \( x^3 + 10x^4 + 50x^3 + 125x^2 + 150x + 60 \) | 5.1.3515625.1 |

### 6.3.1. The action on the 5-part

For each polynomial \( g \) defining each of the non-normal degree 5 extensions of \( \mathbb{Q}_5 \) above, we find the decomposition

\[
g(x) = (x - \alpha)P_1(x)P_2(x)
\]

for a previously fixed root \( \alpha \) of \( g \). Now, let us write \( P_i(x) = x^2 - A_i x + B_i, i \in \{1, 2\} \) and let \( d_i = A_i^2 - 4B_i \). By Corollary 6.4,

\[
G(H_1, E) = \begin{pmatrix}
1 & \alpha & \alpha^2 & \alpha^3 & \alpha^4 \\
0 & \sqrt{d_1}z & A_1\sqrt{d_1}z & (A_1^2 - B_1)\sqrt{d_1}z & (A_1^2 - 2B_1)\sqrt{d_1}z \\
0 & \sqrt{d_2}z & A_2\sqrt{d_2}z & (A_2^2 - B_2)\sqrt{d_2}z & (A_2^2 - 2B_2)\sqrt{d_2}z \\
2 & A_1 & A_1^2 - 2B_1 & A_1(A_1^2 - 3B_1) & A_1^4 - 4A_1^2B_1 + 2B_1^2 \\
2 & A_2 & A_2^2 - 2B_2 & A_2(A_2^2 - 3B_2) & A_2^4 - 4A_2^2B_2 + 2B_2^2
\end{pmatrix}.
\]

Then, it is enough to determine \( \sqrt{d_1}z \) and \( \sqrt{d_2}z \).

For the first polynomial, we have

\[
\sqrt{d_1} = \frac{1}{6} \sqrt{-\frac{3}{65}} (3\alpha^4 + 15\alpha^3 - 25\alpha^2 - 110\alpha - 30).
\]
Taking $z = -\sqrt{-\frac{65}{3}}$ we get $F = \mathbb{Q}_5(z) = \mathbb{Q}_5(\sqrt{5})$ and

$$\sqrt{d_1z} = \frac{1}{6}(3\alpha^4 + 15\alpha^3 - 25\alpha^2 - 110\alpha - 30).$$

Then, we find that

$$\sqrt{d_2z} = \frac{1}{6}(11\alpha^4 + 25\alpha^3 - 75\alpha^2 - 270\alpha - 30).$$

For the second polynomial, one computes

$$\sqrt{d_1} = \frac{1}{42}\frac{21}{\sqrt{235}}(\alpha^4 + 10\alpha^3 + 20\alpha^2 + 35\alpha - 170).$$

The element $z = \sqrt{235}$ satisfies $F = \mathbb{Q}_5(z) = \mathbb{Q}_5(\sqrt{10})$ and

$$\sqrt{d_1z} = \frac{\alpha^4 + 10\alpha^3 + 20\alpha^2 + 35\alpha - 170}{2}.$$

Under this consideration, one finds

$$\sqrt{d_2z} = \frac{1}{42}(53\alpha^4 + 110\alpha^3 + 260\alpha^2 - 2195\alpha - 190).$$

Finally, for the third polynomial, we have

$$\sqrt{d_1} = \frac{1}{22}\sqrt{-\frac{1}{3}}(9\alpha^4 + 86\alpha^3 + 402\alpha^2 + 895\alpha + 720).$$

Let $z = \sqrt{-3}$. Then $F = \mathbb{Q}_3(z)$ and

$$\sqrt{d_1z} = \frac{1}{22}(9\alpha^4 + 86\alpha^3 + 402\alpha^2 + 895\alpha + 720).$$

As for $d_2$,

$$\sqrt{d_2z} = \frac{1}{22}(7\alpha^4 + 62\alpha^3 + 254\alpha^2 + 415\alpha + 120).$$

### 6.3.2. Basis of $\mathfrak{A}_{H_1}$

We compute a basis for the associated order $\mathfrak{A}_{H_1}$. The matrices of the action for the first, second and third polynomial can be found in (A.1) and (A.2).

The Hermite normal form of $M(H_1, E)$ gives the matrix $D(H_1, E)$

$$\begin{pmatrix}
1 & 0 & 0 & 0 & -1 \\
0 & 1 & 2 & 0 & 0 \\
0 & 0 & 5 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 \\
0 & 0 & 0 & 0 & 5
\end{pmatrix},
\begin{pmatrix}
1 & 0 & 0 & 0 & -1 \\
0 & 1 & -2 & 0 & 0 \\
0 & 0 & 5 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 \\
0 & 0 & 0 & 0 & 5
\end{pmatrix},
\begin{pmatrix}
1 & 0 & 0 & 0 & -1 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 \\
0 & 0 & 0 & 0 & 5
\end{pmatrix}$$

respectively. The columns of the corresponding inverse provide a basis for the respective associated order:

$$\left\{\frac{w_1}{5}, \frac{w_2}{5}, \frac{-2w_2 + w_3}{5}, \frac{w_4}{5}, \frac{w_1 + w_4 + w_5}{5}\right\}$$

$$\left\{\frac{w_1}{5}, \frac{w_2}{5}, \frac{2w_2 + w_3}{5}, \frac{w_4}{5}, \frac{w_1 + w_4 + w_5}{5}\right\}.$$

$$\left\{\frac{w_1}{5}, \frac{w_2}{5}, \frac{w_3}{5}, \frac{w_4}{5}, \frac{w_1 + w_4 + w_5}{5}\right\}.$$
Remark 6.7. The element $\frac{w_1 + w_4 + w_5}{5}$ obtained in the three bases is actually $\frac{\sum_{i=0}^{4} \mu^i}{5}$. Likewise, for $p = 3$, the element $\frac{w_1 + w_3}{3}$ was obtained in all the bases in Section 6.2.2, and it is $\frac{\text{Id} + \mu + \mu^2}{3}$. For an arbitrary $p$, the element $\frac{\sum_{i=0}^{p-1} \mu^i}{p}$ (which acts on $E$ as $\frac{1}{p}$ times the trace map of $J = \langle \sigma \rangle$) always belongs to the associated order $\mathfrak{A}_{H_1}$. Indeed, its action on $\alpha$ gives $\frac{\sum_{i=1}^{p} \alpha_i}{p}$, where $\{\alpha_i\}_{i=1}^{p}$ are the conjugates of $\alpha$. Working with the symmetric functions of the roots, we see that this is $-1$ for the field defined by the polynomial $x^p + px^{p-1} + p$ and 0 otherwise.

6.3.3. Freeness over the associated order. From the above we can compute the associated matrix $M_i(H_1, E)$ of an element $\epsilon = \epsilon_1 + \epsilon_2 \alpha + \epsilon_3 \alpha^2 + \epsilon_4 \alpha^3 + \epsilon_5 \alpha^4 \in \mathcal{O}_E$, and its determinant allows us to determine whether $\epsilon$ is or not a free generator of $\mathcal{O}_L$ as $\mathfrak{A}_{H_1}$-module. We have:

| Case | $D_i(H_1, E)$ |
|------|---------------|
| 1    | $25q_1(\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4, \epsilon_5)$ |
| 2    | $50q_2(\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4, \epsilon_5)$ |
| 3    | $10q_3(\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4, \epsilon_5)$ |

For each $i \in \{1, 2, 3\}$, $q_i(\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4, \epsilon_5)$ is a product of homogeneous polynomials of degree at most 4 (see (A.3), (A.4) and (A.5) respectively). One may check that $q_i(1, 1, 1, 1, 1)$ is coprime with 5 for $i \in \{1, 2, 3\}$. Hence, we obtain:

Proposition 6.8. If $E/\mathbb{Q}_p$ is a separable degree 5 extension with dihedral degree 10 Galois closure and $H_1$ is its unique Hopf Galois structure, then $\mathcal{O}_E$ is $\mathfrak{A}_{H_1}$-free.

7. Cyclic Hopf Galois module structure

Let $L/\mathbb{Q}_p$ be a dihedral degree $2p$ extension of $p$-adic fields. In this section we address the problem of the structure of $\mathcal{O}_L$ as module over the associated order in the Hopf Galois structures of cyclic type on $L/\mathbb{Q}_p$. As we have seen, those are the induced ones. As in the previous section, we first establish the strategy to study the action on $L$ and we solve completely the cases $p = 3$ and $p = 5$ afterwards.

7.1. The general method. Let us fix a degree $p$ subextension $E/\mathbb{Q}_p$ of $L/\mathbb{Q}_p$ and, as usual, call $F/\mathbb{Q}_p$ the quadratic subextension. We assume that $F/\mathbb{Q}_p$ is ramified, which implies that $L/\mathbb{Q}_p$ is totally ramified. We showed in Section 4.2 that the tensor basis $B = \{1, z, \alpha, \alpha z, \cdots, \alpha^{p-1}, \alpha^{p-1} \}$ is not a $\mathbb{Z}_p$-basis of $\mathcal{O}_L$, and the powers of the uniformizing parameter $\gamma = \frac{z}{\alpha^{p-1}}$ form an integral basis of $L$

$$B' = \{1, \gamma, \gamma^2, \cdots, \gamma^{2p-1}\}.$$ 

Since the action of $H$ on $L$ is the tensor product of the actions of $H_1$ on $E$ and of $H_2$ on $F$, it is clear that

$$G(H_L, L_B) = G(H_1, E) \otimes G(H_2, F).$$

Besides, we know from Section 2.1 that $G(H_L, L_{B'}) = G(H_L, L_B) P_{B''}$ . Then, in practice, carrying out the product of matrices above, one can compute the Gram matrix where in $L$ we fix an integral basis. However, powers of $\gamma$ greater than $2p - 1$ normally appear in the result. In order to reduce them, we need the minimal
polynomial of $\gamma$. To this end, we can use the theory of Tschirnhaus transformations, for example.

This yields the following method to compute $M(H_W, L_{B'})$:

1. Write the powers of $\gamma$ in the tensor basis $B$ to compute the matrix $P_{B'}^B$.
2. Compute the Kronecker product $G(H_1, E) \otimes G(H_2, F)$ and multiply on left side by $P_{B'}^B$, obtaining $G(H_W, L_{B'})$.
3. Compute the minimal polynomial of $\gamma$ and use it to find the coordinates of each entry of $G(H_W, L_{B'})$ with respect to $B'$.
4. Compute $M(H_W, L_{B'})$ from the entries of $G(H_W, L_{B'})$.

Once we have computed $M(H_W, L_{B'})$, since $B'$ is an integral basis of $L$, we can apply the reduction method to compute a basis of $A_{H}$ and determine the $A_{H}$-freeness of $O_L$. As in the previous section, we work with the cases $p = 3$ and $p = 5$.

### 7.2. The case $p = 3$.

We can solve the singular case easily. Indeed, we have that $F/Q_3$ is unramified. Since $O_E$ is $A_{H_1}$-free, we can apply Corollary 5.4 to obtain that $A_H = A_{H_1} \otimes_{Z_p} A_{H_2}$ and $O_L$ is $A_{H}$-free. Then, we deal with the totally ramified cases.

**Change basis matrix.** Let $H = H_1 \otimes H_2$ be an induced Hopf Galois structure of $L/Q_p$. We fix as $Q_3$-basis of $H$ the product of the bases in $H_1$ and $H_2$, that is,

$$W := \{w_1\eta_1, w_1\eta_2, w_2\eta_1, w_2\eta_2, w_3\eta_1, w_3\eta_2\}.$$

Since $L/Q_3$ is totally ramified, by Proposition 4.3, the basis given by the powers of $\zeta^\alpha$ is integral, where $z$ is the square root of a non-square in $Z_3$ and $\alpha$ is a root of $f$. At each case, it is more convenient to choose $\gamma = t\zeta^\alpha$ for a certain $t \in Z_3^\ast$. Namely:

| Polynomial | $t$ | $z$ | $\gamma$ |
|------------|-----|-----|---------|
| $x^3 + 3a$, $a \in \{1, 4, 7\}$ | $\sqrt{a}$ | $\sqrt{-3}$ | $-\frac{\alpha^2tz}{3a}$ |
| $x^3 + 3x + 3$ | $\sqrt{\frac{1}{13}}$ | $\sqrt{-39}$ | $-\frac{(\alpha^2 + 3)tz}{3}$ |
| $x^3 + 6x + 3$ | $\sqrt{-\frac{1}{13}}$ | $\sqrt{-123}$ | $-\frac{(\alpha^2 + 6)tz}{3}$ |

Let $B'$ be the basis of the powers of $\gamma$. The coordinates of those powers with respect to the tensor basis $B$ determine the change basis matrix from the product basis $B$ to the basis $B'$. We obtain the following:

**Proposition 7.1.** The change basis matrix from $B$ to $B'$ is:

1. For the polynomials $f(x) = x^3 + 3a$, $a \in \{1, 4, 7\}$,
2. For the polynomial \( f(x) = x^3 + 3x + 3 \),

\[
P_B^{B'} = \begin{pmatrix}
1 & 0 & -3 & 0 & 15 & 0 \\
0 & -t & 0 & 4t & 0 & -18t \\
0 & 0 & 1 & 0 & -3 & 0 \\
0 & 0 & 0 & -t & 0 & 4t \\
0 & 0 & -1 & 0 & 4 & 0 \\
0 & -\frac{t}{3} & 0 & t & 0 & -5t
\end{pmatrix}.
\]

3. For the polynomial \( f(x) = x^3 + 6x + 3 \),

\[
P_B^{B'} = \begin{pmatrix}
1 & 0 & 12 & 0 & 156 & 0 \\
0 & -2t & 0 & -25t & 0 & -324t \\
0 & 0 & -1 & 0 & -12 & 0 \\
0 & 0 & 0 & 2t & 0 & 25t \\
0 & 0 & 2 & 0 & 25 & 0 \\
0 & -\frac{t}{3} & 0 & -4t & 0 & -52t
\end{pmatrix}.
\]

**The minimal polynomial of \( \gamma \).** To compute the minimal polynomial of \( \gamma \) for the radical cases it is enough to remark that

\[\gamma^6 = (\gamma^3)^2 = (tz)^2 = -3a,\]

so \( \gamma \) is a root of \( Y^6 + 3a \).

For polynomials of the second group, we use the resultant. For \( a = 1 \), we have

\[
\text{Res}_x\left(x^3 + 3x + 3, Y - \left(-\frac{(a^2 + 3)tz}{3}\right)\right) = Y^3 + tzY^2 - tz = Y^3 + (Y^2t - t)z.
\]

This has root \( \gamma \) as a polynomial in \( Y \). Then, evaluating in \( \gamma \) and squaring gives

\[Y^6 - (Y^2t - t)^2z^2 = Y^6 + 3Y^4 - 6Y^2 + 3\]

the minimal polynomial of \( \gamma \). For \( a = 2 \), similarly we find the polynomial

\[Y^6 - 12Y^4 - 12Y^2 - 3.\]

**The action on \( L/\mathbb{Q}_2 \).** For the first three cases,

\[
G(H_1, E) \otimes G(H_2, F) = \begin{pmatrix}
1 & z & \alpha & \alpha z & \alpha^2 & \alpha^2 z \\
1 & -z & \alpha & -\alpha z & \alpha^2 & -\alpha^2 z \\
0 & 0 & -3\alpha & -3\alpha z & 3\alpha^2 & 3\alpha^2 z \\
0 & 0 & -3\alpha & 3\alpha z & 3\alpha^2 & -3\alpha^2 z \\
2 & 2z & -\alpha & -\alpha z & -\alpha^2 & -\alpha^2 z \\
2 & -2z & -\alpha & \alpha z & -\alpha^2 & \alpha^2 z
\end{pmatrix},
\]

whence we compute the Gram matrix

\[
G(H_W, L_{B'}) = (G(H_1, E) \otimes G(H_2, F))P_B^{B'}
\]

\[
= \begin{pmatrix}
1 & \gamma & \gamma^2 & \gamma^3 & \gamma^4 & \gamma^5 \\
1 & -\gamma & \gamma^2 & -\gamma^3 & \gamma^4 & -\gamma^5 \\
0 & 3\gamma & -3\gamma^2 & 0 & 3\gamma^4 & -3\gamma^5 \\
0 & -3\gamma & -3\gamma^2 & 0 & 3\gamma^4 & 3\gamma^5 \\
2 & -\gamma & -\gamma^2 & 2\gamma^3 & -\gamma^4 & -\gamma^5 \\
2 & \gamma & -\gamma^2 & -2\gamma^3 & -\gamma^4 & \gamma^5
\end{pmatrix},
\]
For the fourth and fifth polynomial the matrix $G(H_W, L_{B'})$ is obtained in a completely analogous way and their entries can be checked in (A.6) and (A.7) respectively.

**Basis of $\mathfrak{A}_H$.** From the previous step we compute the matrix $M(H_W, L_{B'})$, and since $B'$ is an integral basis of $L$, reducing this matrix provides a basis of $\mathfrak{A}_H$.

For the radical cases, the Hermite normal form of $M(H_W, L_{B'})$ is

$$D = \begin{pmatrix}
1 & 0 & 0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 & 0 & -1 \\
0 & 0 & 3 & 0 & 0 & 0 \\
0 & 0 & 0 & 3 & 0 & 0 \\
0 & 0 & 0 & 0 & 3 & 0 \\
0 & 0 & 0 & 0 & 0 & 3
\end{pmatrix}. $$

Then, we obtain the basis of the associated order $\mathfrak{A}_H$

$$\left\{ \frac{w_2 \eta_1}{3}, \frac{w_2 \eta_2}{3}, \frac{w_1 \eta_1 + w_3 \eta_1}{3}, \frac{w_1 \eta_2 + w_3 \eta_2}{3} \right\}. $$

We see that $\mathfrak{A}_H = \mathfrak{A}_H \otimes \mathbb{Z}_3 \mathfrak{A}_{H_2}$.

For the second group of polynomials we get

$$D = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & -1 \\
0 & 1 & 0 & 0 & 0 & -1 \\
0 & 0 & 1 & -1 & 0 & 0 \\
0 & 0 & 0 & 3 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 \\
0 & 0 & 0 & 0 & 0 & 3
\end{pmatrix}, $$

which gives that the associated order $\mathfrak{A}_H$ has $\mathbb{Z}_3$-basis

$$\left\{ \frac{w_1 \eta_1}{3}, \frac{w_1 \eta_2}{3}, \frac{w_2 \eta_1}{3} (\eta_1 + \eta_2), \frac{w_1 \eta_1 + w_3 \eta_1}{3} (\eta_1 + \eta_2) \right\}. $$

In this case $\mathfrak{A}_H \neq \mathfrak{A}_H \otimes \mathbb{Z}_3 \mathfrak{A}_{H_2}$ since $\frac{w_2}{3} \eta_1 \in \mathfrak{A}_H \otimes \mathbb{Z}_3 \mathfrak{A}_{H_2}$ and $\frac{w_2}{3} \eta_1 \notin \mathfrak{A}_H$.

**Freeness over the associated order.** Let $\beta = \sum_{i=1}^{6} \beta_i \gamma^{i-1} \in \mathcal{O}_L$. Then, we compute the determinant $D_\beta(H, L)$ of its associated matrix so as to determine whether it is a free generator of $\mathcal{O}_L$ as $\mathfrak{A}_H$-module. We obtain the following:

| Polynomial | $I(H, L)$ | $D_\beta(H, L)$ |
|------------|-----------|-----------------|
| $x^3 + 3a, a \in \{1, 4, 7\}$ | 4 | $-2592 \beta_1 \beta_2 \beta_3 \beta_4 \beta_5 \beta_6$ |
| $x^3 + 3x + 3$ | 2 | $-288 q_2(\beta_1, \beta_2, \beta_3, \beta_4, \beta_5, \beta_6)$ |
| $x^3 + 6x + 3$ | 2 | $-288 q_3(\beta_1, \beta_2, \beta_3, \beta_4, \beta_5, \beta_6)$ |

Here $q_2$ and $q_3$ are the products of linear and quadratic forms:

$$q_2(\beta_1, \beta_2, \beta_3, \beta_4, \beta_5, \beta_6) = (3 \beta_3^2 - 23 \beta_3 \beta_5 + 43 \beta_5^2) (\beta_2 - 6 \beta_4 + 24 \beta_6)$$

$$+ (\beta_2^2 - 15 \beta_2 \beta_4 + 66 \beta_6 \beta_2 + 27 \beta_4^2 - 261 \beta_6 \beta_4 + 621 \beta_6^2) (\beta_1 - \beta_3 + 7 \beta_5),$$

$$q_3(\beta_1, \beta_2, \beta_3, \beta_4, \beta_5, \beta_6) = (20 \beta_3^2 + 499 \beta_3 \beta_5 + 3112 \beta_5^2) (2 \beta_2 + 27 \beta_4 + 348 \beta_6)$$

$$+ (4 \beta_2^2 + 114 \beta_2 \beta_4 + 1473 \beta_6 \beta_2 + 720 \beta_4^2 + 18684 \beta_6 \beta_4 + 121194 \beta_6^2)$$

$$+ (\beta_1 + 4 \beta_3 + 56 \beta_5).$$
Since \( v_3(2592) = 4 \) and \( v_3(288) = 2 \), we can always find \( \beta \in O_L \) such that \( I(H, L) = D_\beta(H, L) \): take \( \beta = \sum_{i=1}^6 \gamma_i^{i-1} \) for the first case and \( \beta = \gamma + \gamma^4 \) in the other two. Then:

**Proposition 7.2.** If \( L/\mathbb{Q}_3 \) is a dihedral degree 6 extension of 3-adic fields and \( H \) is a Hopf Galois structure of cyclic type on \( L/\mathbb{Q}_3 \), then \( O_L \) is \( \mathfrak{A}_H \)-free.

**The product of generators.** Let us check that the product \( \beta' \) of the generators \( \epsilon \) of \( O_E \) as \( \mathfrak{A}_H \)-module and \( \delta \) of \( O_F \) as \( \mathfrak{A}_H \)-module is not a generator of \( O_L \) as \( \mathfrak{A}_H \)-module.

Such a product is of the form

\[
\beta' = (\epsilon_1 + \epsilon_2 \alpha + \epsilon_3 \alpha^2)(\delta_1 + \delta_2 z) = \epsilon_1 \delta_1 + \epsilon_1 \delta_2 \alpha z + \epsilon_2 \delta_1 \alpha + \epsilon_2 \delta_2 \alpha^2 z + \epsilon_3 \delta_1 \alpha^2 + \epsilon_3 \delta_2 \alpha^2 z
\]

with \( \epsilon_i, \delta_j \in \mathbb{Z}_5 \) such that \( \epsilon_1 \delta_2 \epsilon_3, \delta_1 \delta_2 \in \mathbb{Z}_5^* \). Note that this refers to the tensor basis \( B \). Then, we apply the matrix \( P_{B'}^B \) so as to obtain the coordinates of \( \beta' \) with respect to the basis \( B' \).

- For the radical cases,

\[
D_{\beta'}(H, L) = 7776 \frac{\epsilon_2^2 \epsilon_3 \epsilon_1^2}{t}.
\]

- If \( f(x) = x^3 + 3x + 3 \),

\[
D_{\beta'}(H, L) = 7776 \frac{\delta_1^3 (\epsilon_2^2 + 3 \epsilon_2 \epsilon_3 - \epsilon_3^2)^2 \delta_2^3 (\epsilon_1 - 2 \epsilon_3)^2}{t^3}.
\]

- If \( f(x) = x^3 + 6x + 3 \),

\[
D_{\beta'}(H, L) = 31104 \frac{\delta_1^3 (\epsilon_2^2 + 3 \epsilon_2 \epsilon_3 - 2 \epsilon_3^2)^2 \delta_2^3 (\epsilon_1 - 4 \epsilon_3)^2}{t^3}.
\]

We have that \( v_3(D_{\beta'}(H, L)) \geq 5 \) in all cases, so \( \beta' \) is not a free generator.

**7.3. The case \( p = 5 \).** Now, we consider a dihedral degree 10 extension \( L/\mathbb{Q}_5 \) of 5-adic fields. Recall that \( L \) is the splitting field over \( \mathbb{Q}_5 \) of one of the polynomials

\[
x^5 + 15x^2 + 5, \quad x^5 + 10x^2 + 5, \quad x^5 + 5x^4 + 5.
\]

We have seen in Section 4 that the unique case in which \( F/\mathbb{Q}_5 \) is unramified is the third one. As in the case \( p = 3 \), we have that \( \mathfrak{A}_H = \mathfrak{A}_{H_1} \otimes_{\mathbb{Z}_p} \mathfrak{A}_{H_2} \) and \( O_L \) is \( \mathfrak{A}_H \)-free for every induced Hopf Galois structure \( H = H_1 \otimes_{\mathbb{Q}_p} H_2 \).

Hence, throughout this section we consider the first two cases. Recall that we have replaced the first two polynomials by

\[
x^5 - 15x^3 - 10x^2 + 75x + 30, \quad x^5 - 35x^2 + 50x + 20,
\]

respectively.

**Integral basis of \( L \) and minimal polynomial.** By Proposition 4.3, the powers of \( \frac{z}{\alpha^2} \) form an integral basis \( B' \) of \( L \). Again, we adjust this element by certain \( t \in \mathbb{Z}_5^* \). Concretely:

| Case | \( t \) | \( z \) | \( \gamma \) |
|------|------|------|------|
| 1    | \(-\frac{3}{13}\) | \(-\frac{65}{3}\) | \(\frac{1}{5} (5 \alpha^4 - 2 \alpha^3 - 75 \alpha^2 - 20 \alpha + 395) t z\) |
| 2    | \(-\frac{2}{47}\) | \(\sqrt{235}\) | \(\frac{1}{5} (5 \alpha^4 - 2 \alpha^3 - 175 \alpha + 320) t z\) |
Proceeding as before, we compute the minimal polynomial of $\gamma$ at each case, which are

\[ Y^{10} - 30685 Y^8 + 580960 Y^6 - 5564160 Y^4 + 49766400 Y^2 - 238878720 \]

and

\[ Y^{10} - 56920 Y^8 + 1844800 Y^6 - 29163520 Y^4 - 209715200 Y^2 - 671088640. \]

respectively.

**Basis of $\mathfrak{A}_H$.** For the first polynomial, the Hermite normal form of $M(H_W, L_B')$ is

\[
D = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 5 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 5
\end{pmatrix},
\]

giving the basis of $\mathfrak{A}_H$

\[
\{ w_1\eta_1, w_1\eta_2, w_2\eta_1, w_2\eta_2, w_3\eta_1, \frac{-2w_2 + w_3}{5}(\eta_1 + \eta_2), \\
w_4\eta_1, w_4\eta_2, w_5\eta_1, \frac{w_1 + w_4 + w_5}{5}(\eta_1 + \eta_2) \}. 
\]

For the second one, we obtain as Hermite normal form

\[
D = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 & -2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & -2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 5 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 5
\end{pmatrix},
\]

giving the basis of $\mathfrak{A}_H$

\[
\{ w_1\eta_1, w_1\eta_2, w_2\eta_1, w_2\eta_2, w_3\eta_1, \frac{2w_2 + w_3}{5}(\eta_1 + \eta_2), \\
w_4\eta_1, w_4\eta_2, w_5\eta_1, \frac{w_1 + w_4 + w_5}{5}(\eta_1 + \eta_2) \}. 
\]

In both cases, $\mathfrak{A}_H \neq \mathfrak{A}_{H_1} \otimes_{\mathbb{Z}_5} \mathfrak{A}_{H_2}$.

**Freeness over $\mathfrak{A}_H$.** Let $\beta = \sum_{i=1}^6 \beta_i \gamma^{i-1} \in \mathcal{O}_L$. Using the matrix $M(H_W, L_B)$, we can determine the matrix $M_\beta(H_W, L_B)$ associated to $\beta$, whose determinant allows us to determine whether or not $\mathcal{O}_L$ is $\mathfrak{A}_H$-free. In both cases, we have $I(H, L) = 2$, and if

\[
\beta = 1 + \gamma + \gamma^2 + \gamma^3 + \gamma^4 + \gamma^5 + \gamma^6 + \gamma^7 + \gamma^8 + \gamma^9, \\
v_5(D_\beta(H, L)) = 2, \text{ so } \mathcal{O}_L \text{ is } \mathfrak{A}_H\text{-free with generator } \beta.
\]
**The product of generators.** Let us check if the product of generators for $E$ and $F$ is a generator for $L$. Let $\epsilon = \sum_{i=1}^{5} \epsilon_i \alpha^{i-1}$ be an $A_{H_1}$-generator of $O_E$ and $\delta = \delta_1 + \delta_2 z$ an $A_{H_2}$-generator of $O_F$. That product is

$$\beta' = \epsilon_1 \delta_1 + \epsilon_1 \delta_2 z + \epsilon_2 \delta_1 \alpha + \epsilon_2 \delta_2 \alpha z + \epsilon_3 \delta_1 \alpha^2 + \epsilon_3 \delta_2 \alpha^2 z + \epsilon_4 \delta_1 \alpha^3 + \epsilon_4 \delta_2 \alpha^3 z$$

$$+ \epsilon_5 \delta_1 \alpha^4 + \epsilon_5 \delta_2 \alpha^4 z,$$

and applying $P_B^{B'}$ on the column of its coordinates, we obtain its vector of coordinates $(\beta'_i)_{i=1}^{10}$ with respect to $B'$. The vectors for each case are shown in (A.8) and (A.9). If we set these coordinates to the previously computed determinant $D_\beta(H, L)$, we find that $v_5(D_\beta'(H, L)) > 2$, so $\beta'$ is not a $A_H$-generator of $O_L$.

**7.4. Summary of results.** We summarize the results we have obtained for the case $p = 3$. With the notation used throughout the corresponding section:

**Theorem 7.3 (Associated orders).**

1. For the first three polynomials and the last one, $A_H = A_{H_1} \otimes A_{H_2}$.
2. For the fourth and the fifth polynomials $A_H \neq A_{H_1} \otimes A_{H_2}$ and a basis of $A_H$ is

$$\left\{ w_1 \eta_1, w_1 \eta_2, w_2 \eta_1, \frac{w_2}{3} (\eta_1 + \eta_2), w_3 \eta_1, \frac{w_1 + w_3}{3} (\eta_1 + \eta_2) \right\}.$$

**Theorem 7.4 (Freeness).** $O_L$ is $A_H$-free in all cases. For the last polynomial the product of a generator of $O_E$ as $A_{H_1}$-module and a generator of $O_F$ as $A_{H_2}$-module is a generator of $O_L$ as $A_H$-module, while in the rest of the cases such a product is never a generator.

For $p = 5$, we obtain the following results:

**Theorem 7.5 (Associated orders).**

1. The equality $A_H = A_{H_1} \otimes A_{H_2}$ holds only for the third polynomial.
2. For the first polynomial, a basis of $A_H$ is

$$\left\{ w_1 \eta_1, w_1 \eta_2, w_2 \eta_1, w_2 \eta_2, w_3 \eta_1, \frac{-2w_2 + w_3}{5} (\eta_1 + \eta_2), w_4 \eta_1, w_4 \eta_2, w_5 \eta_1, \frac{w_1 + w_4 + w_5}{5} (\eta_1 + \eta_2) \right\},$$

while for the second polynomial, a basis is

$$\left\{ w_1 \eta_1, w_1 \eta_2, w_2 \eta_1, w_2 \eta_2, w_3 \eta_1, \frac{2w_2 + w_3}{5} (\eta_1 + \eta_2), w_4 \eta_1, w_4 \eta_2, w_5 \eta_1, \frac{w_1 + w_4 + w_5}{5} (\eta_1 + \eta_2) \right\}.$$

**Theorem 7.6 (Freeness).** $O_L$ is $A_H$-free for all cases. Only for the last polynomial the product of a generator of $O_E$ as $A_{H_1}$-module and a generator of $O_F$ as $A_{H_2}$-module is a generator of $O_L$ as $A_H$-module.

**8. Conclusions**

Our results refer to the Hopf Galois module structure of not only dihedral degree 2$p$ extensions of $\mathbb{Q}_p$, but also their degree $p$ subextensions, that is, separable degree $p$ extensions of $\mathbb{Q}_p$ with dihedral degree 2$p$ Galois closure. These extensions are interesting by themselves because they are Hopf Galois non-Galois extensions. Therefore, questions about the Galois module structure of the ring of integers refer necessarily to its Hopf Galois structure.
A precedent in the study of such extensions can be found in the paper [Eld18] of Elder, where he deals with what he calls typical degree $p$ extensions: totally ramified degree $p$ extensions $L/K$ of local fields that are not generated by the $p$-th root of an uniformiser of $K$. Our degree $p$ extensions $E/\mathbb{Q}_p$ are typical (except the radical ones), but are not covered by his result [Eld18, Corollary 3.6].

However, that result shows a strong connection between the ramification of the extension and freeness of $\mathcal{O}_L$, which is coherent with our results. For $p \in \{3, 5\}$, the two cases $f(x) = x^p + apx^{p-1} + p$, $a \in \{2, p - 2\}$, have the same ramification invariants, and they present a very similar behaviour: for instance, $I(H_1, E) = 2$ for both cases. However, for the singular case, we have $I(H_1, E) = 1$. As for the radical cases in $p = 3$, we obtained the same associated order as polynomials of the second group, but the determinant $D_\beta(H_1, E)$ of the matrix associated to an element $\beta$ was substantially different.

Going back to the dihedral degree $2p$ extensions $L/\mathbb{Q}_p$, the idea behind most of the sections is to make use of induced Hopf Galois structures to recover properties from every pair of a degree $p$ and a quadratic subextension. In the case that these two extensions are arithmetically disjoint (which corresponds to $L/\mathbb{Q}_p$ not being totally ramified), we know that $\mathcal{A}_H = \mathcal{A}_{H_1} \otimes_{\mathcal{O}_K} \mathcal{A}_{H_2}$ and that the freeness of $\mathcal{O}_L$ is implied by the analog property in the subextensions (we could say that induction behaves well with the associated order and the freeness).

Actually, our results suggest a connection between these concepts stronger than arithmetic disjointness. For instance, for the radical cases, we have that $\mathcal{A}_H = \mathcal{A}_{H_1} \otimes_{\mathcal{O}_K} \mathcal{A}_{H_2}$ even though there is not arithmetic disjointness. However, the product of generators of $\mathcal{O}_E$ and $\mathcal{O}_F$ over their corresponding associated orders is not still a generator of $\mathcal{O}_L$. As for the polynomials $f(x) = x^p + apx^{p-1} + p$, $a \in \{2, p - 2\}$, $\mathcal{A}_H \neq \mathcal{A}_{H_1} \otimes_{\mathbb{Z}_p} \mathcal{A}_{H_2}$, but the likeness between the bases of $\mathcal{A}_{H_1}$ and $\mathcal{A}_{H_2}$ obtained for $p \in \{3, 5\}$ suggest another kind of relation.

In light of the results obtained, for a general $p$, it is reasonable to expect freeness over the associated order when the ground field is $\mathbb{Q}_p$, or at least, when $p > 3$, the same behaviour for the two totally ramified cases. As for the radical cases, the Galois closure of a radical degree $p$ polynomial is a Frobenius degree $p(p - 1)$. Then, the reason why radical polynomials have only appeared for $p = 3$ if that it is the unique prime number for which $2p = p(p - 1)$. Thus, it seems more likely to expect similar properties for the class of Frobenius extensions of $\mathbb{Q}_p$. 

Appendix A. Complete form of some objects

Matrices of the action.

\[ f(x) = x^5 + 15x^2 + 5 \]
\[(A.1)\]

\[
\begin{bmatrix}
6 & 0 & 0 & 12 & 12 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & -30 & -30 & 30 & -30 \\
6 & -110 & -270 & -18 & 12 \\
0 & -25 & -75 & -11 & 11 \\
0 & 15 & 25 & 1 & -1 \\
0 & 3 & 11 & 1 & -1 \\
0 & 120 & -360 & 120 & 60 \\
0 & 205 & -15 & 45 & -45 \\
6 & 55 & 55 & 7 & -13 \\
0 & -25 & 5 & -5 & 5 \\
0 & -10 & 0 & -2 & 2 \\
0 & 150 & 750 & 210 & -30 \\
0 & -245 & -1815 & -285 & 285 \\
0 & -160 & -700 & -110 & 110 \\
6 & 60 & 150 & 22 & -28 \\
0 & 15 & 85 & 13 & -13 \\
0 & 450 & -5250 & 1110 & -210 \\
0 & -1100 & -2250 & 600 & -600 \\
0 & -135 & 255 & 55 & -55 \\
0 & 85 & 295 & -65 & 65 \\
6 & -5 & 65 & -23 & 17 \\
\end{bmatrix}
\]

\[ f(x) = x^5 + 10x^2 + 5. \]

\[
\begin{bmatrix}
42 & 0 & 0 & 84 & 84 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & -3570 & -190 & -170 & 170 \\
42 & 735 & -2195 & -1 & -41 \\
0 & 420 & 260 & 16 & -16 \\
0 & 210 & 110 & 10 & -10 \\
0 & 21 & 53 & 1 & -1 \\
0 & 10160 & 2180 & -160 & 160 \\
42 & 830 & 1040 & -106 & 64 \\
0 & 440 & 20 & -40 & 40 \\
0 & 485 & 65 & -25 & 25 \\
0 & -3000 & 13850 & 3380 & 1030 \\
0 & 29790 & 17320 & -830 & 830 \\
0 & -3930 & -6010 & 50 & -50 \\
42 & -1800 & -2050 & -16 & -26 \\
0 & -1020 & -730 & 32 & -32 \\
0 & -128150 & -15650 & -9990 & 1590 \\
0 & 34625 & -109675 & -375 & 375 \\
0 & 15520 & 15160 & 540 & -540 \\
0 & 6550 & 6850 & 390 & -390 \\
42 & 235 & 3205 & 39 & -81 \\
\end{bmatrix}
\]

are the matrices $6M(H_1, E)$ and $42M(H_1, E)$, respectively.
\[ f(x) = x^5 + 5x^4 + 5. \]

\[
\begin{pmatrix}
22 & 0 & 0 & 44 & 44 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 720 & 120 & -40 & -180 \\
22 & 895 & 415 & 199 & -221 \\
0 & 402 & 254 & 150 & -150 \\
0 & 86 & 62 & 38 & -38 \\
0 & 9 & 7 & 5 & -5 \\
0 & -4410 & -330 & -830 & 830 \\
0 & -6025 & -1155 & -1555 & 1555 \\
22 & -2960 & -550 & -996 & 974 \\
0 & -656 & -132 & -240 & 240 \\
0 & -73 & -11 & -31 & 31 \\
0 & 11520 & -2010 & 6020 & -3270 \\
0 & 17950 & -3500 & 6510 & -6510 \\
0 & 9930 & -2830 & 3550 & -3550 \\
22 & 2300 & -670 & 804 & -826 \\
0 & 276 & -98 & 100 & -100 \\
0 & 16620 & 23040 & -19700 & 6500 \\
0 & 10535 & 46845 & -11525 & 11525 \\
0 & -1550 & 28550 & -3730 & 3730 \\
0 & -950 & 6690 & -590 & 590 \\
22 & -235 & 805 & -51 & 29
\end{pmatrix}
\]

(A.2) \[ M(H_1, E) = \frac{1}{22} \]

Non-constant factors of \( D_e(H_1, E) \).

\[ f(x) = x^5 + 15x^2 + 5. \]

(A.3)

\[
q_1(\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4, \epsilon_5) = -\frac{1}{27} \left( 11 \epsilon_2^4 + 35 \epsilon_2^3 \epsilon_3 + 215 \epsilon_2^3 \epsilon_4 + 830 \epsilon_2^3 \epsilon_5 - 75 \epsilon_2^2 \epsilon_3^2 \\
+ 795 \epsilon_2^2 \epsilon_3 \epsilon_4 - 465 \epsilon_2^2 \epsilon_3 \epsilon_5 + 1080 \epsilon_2^2 \epsilon_4^2 + 16485 \epsilon_2 \epsilon_3 \epsilon_4 \epsilon_5 + 9000 \epsilon_2 \epsilon_3 \epsilon_5^2 \\
+ 5 \epsilon_2 \epsilon_3^3 - 615 \epsilon_2 \epsilon_3^2 \epsilon_4 - 1650 \epsilon_2 \epsilon_3^2 \epsilon_5 + 4080 \epsilon_2 \epsilon_3 \epsilon_4 \epsilon_5 + 8550 \epsilon_2 \epsilon_3 \epsilon_4 \epsilon_5 \\
- 30075 \epsilon_2 \epsilon_3 \epsilon_5^2 + 200 \epsilon_2 \epsilon_4^3 + 79650 \epsilon_2 \epsilon_4^2 \epsilon_5 + 240525 \epsilon_2 \epsilon_4 \epsilon_5^2 - 112750 \epsilon_2 \epsilon_5^3 \\
+ 5 \epsilon_3^4 - 205 \epsilon_3^3 \epsilon_4 + 725 \epsilon_3^3 \epsilon_5 + 1680 \epsilon_3^2 \epsilon_4^2 - 24975 \epsilon_3 \epsilon_4 \epsilon_4 \epsilon_5 + 18825 \epsilon_3^2 \epsilon_5^2 \\
- 3430 \epsilon_3 \epsilon_4^3 + 135450 \epsilon_3 \epsilon_4^2 \epsilon_5 - 373725 \epsilon_3 \epsilon_4 \epsilon_5^2 + 148625 \epsilon_3 \epsilon_5^3 - 1045 \epsilon_4^4 \\
- 16600 \epsilon_4^3 \epsilon_5 + 1473450 \epsilon_4^2 \epsilon_5^2 - 1173625 \epsilon_4 \epsilon_5^3 + 210125 \epsilon_5^4 \right) (\epsilon_1 + 6 \epsilon_3 + 6 \epsilon_4 + 30 \epsilon_5). \]
\[ f(x) = x^5 + 10x^2 + 5. \]

(A.4)

\[
g_2(\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4, \epsilon_5) = \frac{1}{21} \left( 50 \epsilon_2^4 - 750 \epsilon_2^3 \epsilon_3 - 500 \epsilon_2^3 \epsilon_4 + 13000 \epsilon_2^3 \epsilon_5 \\
- 24250 \epsilon_2^2 \epsilon_3^2 + 99250 \epsilon_2^2 \epsilon_3 \epsilon_4 - 61250 \epsilon_2^2 \epsilon_3 \epsilon_5 - 77500 \epsilon_2^2 \epsilon_4^2 - 218000 \epsilon_2^2 \epsilon_4 \epsilon_5 \\
+ 1137500 \epsilon_2^2 \epsilon_5^2 + 48750 \epsilon_2 \epsilon_3^3 + 21250 \epsilon_2 \epsilon_3^2 \epsilon_4 - 1792500 \epsilon_2 \epsilon_3 \epsilon_5 - 597750 \epsilon_2 \epsilon_4^2 \\
+ 7095000 \epsilon_2 \epsilon_3 \epsilon_4 \epsilon_5 - 1711250 \epsilon_2 \epsilon_3 \epsilon_5^2 + 6287500 \epsilon_2 \epsilon_4^3 - 4655000 \epsilon_2 \epsilon_4^2 \epsilon_5 \\
- 14302500 \epsilon_2 \epsilon_4 \epsilon_5^2 + 40375000 \epsilon_4 \epsilon_5^3 - 23750 \epsilon_3^4 - 97500 \epsilon_3^3 \epsilon_4 + 1756250 \epsilon_3^3 \epsilon_5 \\
+ 900000 \epsilon_3^2 \epsilon_4^2 - 908750 \epsilon_3^2 \epsilon_4 \epsilon_5 - 31756250 \epsilon_3^2 \epsilon_5^2 - 1651250 \epsilon_3 \epsilon_4^3 \\
- 15948750 \epsilon_3 \epsilon_4^2 \epsilon_5 + 125468750 \epsilon_3 \epsilon_4 \epsilon_5^2 - 18518750 \epsilon_3 \epsilon_5^3 + 907250 \epsilon_4^4 \\
+ 18321250 \epsilon_4 \epsilon_5^3 - 73877500 \epsilon_4^2 \epsilon_5^2 - 240725000 \epsilon_4 \epsilon_5^3 + 495931250 \epsilon_5^4 \right).
\]

\( (\epsilon_1 + 21 \epsilon_4 - 40 \epsilon_5). \)

\[ f(x) = x^5 + 5x^4 + 5. \]

(A.5)

\[
g_3(\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4, \epsilon_5) = \frac{1}{11} \left( \epsilon_1 - 2 \epsilon_2 + 25 \epsilon_4 - 120 \epsilon_5 \right) \left( \epsilon_2^4 - 25 \epsilon_2^3 \epsilon_3 + 70 \epsilon_2^3 \epsilon_4 + 50 \epsilon_2^3 \epsilon_5 \\
+ 215 \epsilon_2^2 \epsilon_3^2 - 1035 \epsilon_2^2 \epsilon_3 \epsilon_4 - 1895 \epsilon_2^2 \epsilon_3 \epsilon_5 + 810 \epsilon_2^2 \epsilon_4^2 + 10050 \epsilon_2^2 \epsilon_4 \epsilon_5 - 13300 \epsilon_2^2 \epsilon_5^2 \\
- 755 \epsilon_2 \epsilon_3^3 + 4585 \epsilon_2 \epsilon_3^2 \epsilon_4 + 15000 \epsilon_2 \epsilon_3 \epsilon_4^2 - 4725 \epsilon_2 \epsilon_3 \epsilon_5^2 - 115000 \epsilon_2 \epsilon_4 \epsilon_5 \\
+ 70725 \epsilon_2 \epsilon_5^3 - 3275 \epsilon_2 \epsilon_4^3 + 144750 \epsilon_2 \epsilon_4^2 \epsilon_5 + 230050 \epsilon_2 \epsilon_4 \epsilon_5^2 - 949250 \epsilon_2 \epsilon_5^3 \\
+ 895 \epsilon_3^4 - 5600 \epsilon_3^3 \epsilon_4 - 32525 \epsilon_3^3 \epsilon_5 + 650 \epsilon_3^2 \epsilon_4^2 + 293025 \epsilon_3^2 \epsilon_4 \epsilon_5 + 38925 \epsilon_3^2 \epsilon_5^2 \\
+ 30575 \epsilon_3 \epsilon_4^3 - 496025 \epsilon_3 \epsilon_4^2 \epsilon_5 - 2641125 \epsilon_3 \epsilon_4 \epsilon_5^2 + 4970875 \epsilon_3 \epsilon_5^3 - 20225 \epsilon_4^4 \\
- 212875 \epsilon_4^3 \epsilon_5 + 6795500 \epsilon_4^2 \epsilon_5^2 - 10711250 \epsilon_4 \epsilon_5^3 + 8010125 \epsilon_5^4 \right).
\]

Gram matrices.

\[ f(x) = x^3 + 3x + 3. \]

(A.6)

\[
G(H_W, L_B) = \begin{pmatrix}
1 & \gamma & \gamma^2 & \gamma^3 & \gamma^4 & \gamma^5 \\
1 & -\gamma & \gamma^2 & -\gamma^3 & \gamma^4 & -\gamma^5 \\
0 & g_{32} & g_{33} & g_{34} & g_{35} & g_{36} \\
0 & g_{42} & g_{43} & g_{44} & g_{45} & g_{46} \\
2 & g_{52} & -\gamma^2 - 3 & g_{54} & -\gamma^4 + 21 & g_{56} \\
2 & g_{62} & -\gamma^2 - 3 & g_{64} & -\gamma^4 + 21 & g_{66}
\end{pmatrix}
\]

\[
g_{32} = -\gamma^5 - 6\gamma^3 - 12\gamma, \quad g_{33} = 18\gamma^4 + 69\gamma^2 - 57, \quad g_{34} = -12\gamma^5 - 33\gamma^3 + 90\gamma, \\
g_{35} = -69\gamma^4 - 258\gamma^2 + 225, \quad g_{36} = 45\gamma^5 + 114\gamma^3 - 396\gamma, \\
g_{42} = \gamma^5 + 6\gamma^3 + 12\gamma, \quad g_{43} = 18\gamma^4 + 69\gamma^2 - 57, \quad g_{44} = 12\gamma^5 + 33\gamma^3 - 90\gamma, \\
g_{45} = -69\gamma^4 - 258\gamma^2 + 225, \quad g_{46} = -45\gamma^5 - 114\gamma^3 + 396\gamma, \\
g_{52} = -\gamma^5 - 4\gamma^3 + 2\gamma, \quad g_{54} = 6\gamma^5 + 23\gamma^3 - 18\gamma, \quad g_{56} = -25\gamma^5 - 96\gamma^3 + 72\gamma, \\
g_{62} = \gamma^5 + 4\gamma^3 - 2\gamma, \quad g_{64} = -6\gamma^5 - 23\gamma^3 + 18\gamma, \quad g_{66} = 25\gamma^5 + 96\gamma^3 - 72\gamma.
\]
\[ f(x) = x^3 + 6x + 3. \]

\[ (A.7) \quad G(H_W, L_B) = \begin{pmatrix} 1 & \gamma^2 & \gamma^3 & \gamma^4 & \gamma^5 \\ 1 & -\gamma & \gamma^2 & \gamma^3 & \gamma^4 & \gamma^5 \\ 0 & g_{32} & g_{33} & g_{34} & g_{35} & g_{36} \\ 0 & g_{42} & g_{43} & g_{44} & g_{45} & g_{46} \\ 2 & g_{52} -\gamma^2 + 12 & g_{53} -\gamma^4 + 16 & g_{54} & g_{55} & g_{56} \\ 2 & g_{62} -\gamma^2 + 12 & g_{63} -\gamma^4 + 16 & g_{64} & g_{65} & g_{66} \end{pmatrix} \]

\[ g_{32} = -4\gamma^5 + 54\gamma^2 - 33\gamma, \quad g_{33} = -120\gamma^4 + 1497\gamma^2 + 732, \quad g_{34} = 66\gamma^5 - 768\gamma^3 - 1116\gamma, \]
\[ g_{35} = -1497\gamma^4 + 18672\gamma^2 + 9144, \quad g_{36} = 801\gamma^5 - 9276\gamma^3 - 14148\gamma, \]
\[ g_{42} = 4\gamma^5 - 54\gamma^2 + 33\gamma, \quad g_{43} = -120\gamma^4 + 1497\gamma^2 + 732, \quad g_{44} = -66\gamma^5 + 768\gamma^3 + 1116\gamma, \]
\[ g_{45} = -1497\gamma^4 + 18672\gamma^2 + 9144, \quad g_{46} = -801\gamma^5 + 9276\gamma^3 + 14148\gamma, \]
\[ g_{52} = -4\gamma^5 + 50\gamma^3 - 23\gamma, \quad g_{53} = -54\gamma^5 + 674\gamma^3 + 324\gamma, \]
\[ g_{54} = -697\gamma^5 + 8700\gamma^3 + 4176\gamma, \quad g_{55} = 4\gamma^5 - 50\gamma^3 - 23\gamma, \]
\[ g_{56} = 54\gamma^5 - 674\gamma^3 - 324\gamma, \quad g_{56} = 697\gamma^5 - 8700\gamma^3 - 4176. \]

Product of generators.

\[ f(x) = x^5 + 15x^2 + 5. \]

\[ (A.8) \quad \beta^\prime = \begin{pmatrix} \epsilon_1 \delta_1 + 17161159654 e_1 \delta_1 & 344708445 e_1 \delta_1 & 1363732154 e_1 \delta_1 & 150 e_1 \delta_1 & 0.5 e_1 \delta_1 \\ 114900285 e_1 \delta_1 & 1363732154 e_2 \delta_1 & 25 e_2 \delta_1 & 98829596991 t & 242707174 t \\ 1.2 \times 10^{12} & 357881969.5 t^2 & 9519909192 t & 355783056 t & 160698633 t \\ -374022777 e_1 \delta_1 & -1206471663 e_1 \delta_1 & -805 e_1 \delta_1 & -519624496 t & -177901460 t \\ 4298586708 e_1 \delta_1 & 1513780905 e_1 \delta_1 & 16905429354 e_1 \delta_1 & 44415475808 t & 10568 \end{pmatrix} \]

\[ f(x) = x^5 + 10x^2 + 5. \]

\[ (A.9) \quad \beta^\prime = \begin{pmatrix} \epsilon_1 \delta_1 + 406615890 e_1 \delta_1 & 1162990 e_1 \delta_1 & 329580195 e_1 \delta_1 & 200 e_1 \delta_1 \\ 95211129 e_1 \delta_1 & 2953581295 e_2 \delta_1 & 25 e_2 \delta_1 & 462878 t \\ 2565694281 e_1 \delta_1 & 944987275 e_1 \delta_1 & 297114192 t & 8754681855 e_2 \delta_1 \\ -393296192 t & -1014934225 e_2 \delta_1 & -30922008225 e_2 \delta_1 & 16062228858 t \\ 949487275 e_1 \delta_1 & 237715356 e_1 \delta_1 & 136607893504 t & 3552401083104 t \\ 2565694281 e_1 \delta_1 & 944987275 e_1 \delta_1 & 136607893504 t & 3552401083104 t \\ 76719986455 e_1 \delta_1 & 1563211652596 t & 39813127 t & 28417124184332 t \\ -546597373 e_1 \delta_1 & -233522035952 e_2 \delta_1 & -88252 e_2 \delta_1 & 16384 \end{pmatrix} \]

\[ \begin{pmatrix} \epsilon_1 \delta_1 - 406615890 \epsilon_1 \delta_1 & 1162990 \epsilon_1 \delta_1 & 329580195 \epsilon_1 \delta_1 & 200 \epsilon_1 \delta_1 \\ 95211129 \epsilon_1 \delta_1 & 2953581295 \epsilon_2 \delta_1 & 25 \epsilon_2 \delta_1 & 462878 t \\ 2565694281 \epsilon_1 \delta_1 & 944987275 \epsilon_1 \delta_1 & 297114192 t & 8754681855 \epsilon_2 \delta_1 \\ -393296192 t & -1014934225 \epsilon_2 \delta_1 & -30922008225 \epsilon_2 \delta_1 & 16062228858 t \\ 949487275 \epsilon_1 \delta_1 & 237715356 \epsilon_1 \delta_1 & 136607893504 t & 3552401083104 t \\ 2565694281 \epsilon_1 \delta_1 & 944987275 \epsilon_1 \delta_1 & 136607893504 t & 3552401083104 t \\ 76719986455 \epsilon_1 \delta_1 & 1563211652596 t & 39813127 t & 28417124184332 t \\ -546597373 \epsilon_1 \delta_1 & -233522035952 \epsilon_2 \delta_1 & -88252 \epsilon_2 \delta_1 & 16384 \end{pmatrix} \]
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