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Abstract
This is the third paper of a series revisiting the Faraday effect. The question of the absolute convergence of the sums over the band indices entering the Verdet constant is considered. In general, sum rules and traces per unit volume play an important role in solid-state physics, and they give rise to certain convergence problems widely ignored by physicists. We give a complete answer in the case of smooth potentials and formulate a number of open problems related to less regular perturbations.

PACS numbers: 33.57.+c, 78.20.Ls, 71.20.Ps, 71.15.–m

1. Introduction

In this paper, which is the third in a series, we continue our study which began in \cite{7}, where we outlined a general and mathematically sound theory of the Faraday effect. The theoretical investigation of this effect—which amounts to the study of the transverse conductivity of the optical sample—has a long and distinguished history in the quantum theory of solids. While referring the reader to \cite{7} for a detailed discussion and more references, we only mention here that the first general theory of the conductivity tensor for independent electrons subjected to a periodic electric potential and to a constant magnetic field in the linear response approximation has been developed by Roth \cite{17}. Roth’s method is based on an effective Hamiltonian approach for Bloch electrons in a weak magnetic field (see \cite{18} and references therein). But due to the difficulties generated by the linear growth of the magnetic vector potential at infinity, the theory is highly formal. Basic questions such as the computation of higher order corrections in the magnetic field strength, the thermodynamic limit, as well as some convergence issues, seem to be almost hopeless to cope with. Accordingly, the obtained formulae—although considered as a landmark of the subject—still contain singular terms at the crossings of the Bloch bands and only met a moderate success at the practical level.
In the first paper of this series we outlined a rigorous theory of the Faraday effect free of all these difficulties. The first basic idea is to employ a method going back at least to Sondheimer and Wilson [19] in order to express the traces involved in computing various physical quantities as integrals using Green’s functions, which are easier to control than the eigenfunctions and eigenvalues. The second and the main tool is the use of gauge covariance via a regularized magnetic perturbation theory [2, 4–6, 8, 10–14]. The result is a well-defined, gauge-invariant, workable formula for the transverse conductivity tensor in the thermodynamic limit. This tensor has an asymptotic expansion in the strength of the magnetic field, whose first two coefficients have been explicitly written down in terms of the zero field Green function, which in turn can be expressed in terms of zero field Bloch energies and eigenfunctions (see section VII in [7]).

The subsequent papers of our series are devoted to some more delicate mathematical aspects of the program left open in [7]. In particular, in the second paper of the series [8] we solved—by making use of the full power of the regularized magnetic perturbation theory—the most difficult part of the program: the proof of the existence of the thermodynamic limit.

The present paper is devoted to another convergence issue left open in [7]. More precisely, when expressing the relevant quantities in terms of Bloch eigenfunctions and eigenvalues, one arrives, by formal computations, at expressions containing multiple sums over the band indices as well as integrals over Brillouin and unit cells. The point is that the order of summation is crucial since the sums might not be absolutely convergent. The problem is more than an academic one, since in practical computations finite band models are used which amounts to truncating the infinite sums, so the question whether the sums are absolutely convergent is a crucial one. The main result of this paper is that the smoothness of the periodic potential guarantees that such series are always absolutely convergent. The smoothness of $V$ is not superfluous as shown by an example. Since the same kind of series appear very often in solid-state physics (e.g. when computing derivatives of dispersion laws) and are related to sum rules concerning various observables, we present our main technical result theorem 3.1 in a general setting.

The content of the paper is as follows. Section 2 contains the setting, examples of series we are interested in as well as the related sum rules. In section 3, we give our main technical result giving the decay (under suitable smoothness condition of $V$) of the matrix elements of the momentum operator in the Bloch basis as the band index increases. Section 4 contains applications to series appearing in the theory of the Faraday effect. Finally, in section 5, we present a computation involving the (singular) one-dimensional $\delta$-potential, in order to point out the need of smoothness conditions on $V$. The question to optimally relate the decay properties of the momentum matrix elements in the Bloch basis to the degree of smoothness of $V$ is left as an interesting open problem.

2. Preliminaries and motivation

The one-particle Hilbert space for a $d$-dimensional spinless particle is $H_\infty = L^2(\mathbb{R}^d), d \geq 1$. The Hamiltonian describing its dynamics is

$$H_\infty = P^2 + V, \quad P = -i\nabla,$$

where we assume that $V$ is $\epsilon$-relatively bounded with respect to $-\Delta$ and periodic with respect to a Bravais lattice $\mathcal{L}$. Denote by $\Omega$ its elementary cell and by $\Omega^*$ the corresponding Brillouin zone.
We assume for simplicity that the lattice is $\mathbb{Z}^d$, $d \geq 1$, and the unit cell $\Omega$ is the unit cube centered at the origin. The Bloch–Floquet unitary is (see e.g. [16])

$$
U : L^2(\mathbb{R}^d) \mapsto \int_{\Omega}^\oplus L^2(\Omega) \, dk.
$$

(2.1)

$$(Uf)(x, k) := \frac{1}{(2\pi)^d/2} \sum_{\gamma \in \mathbb{Z}^d} e^{-ik \cdot x} f(x + \gamma), \quad k \in \Omega^*, \quad x \in \Omega, \quad f \in C^\infty_0(\mathbb{R}^d).$$

Then $H_\infty$ can be written as a fiber integral $H_\infty = \int_{\Omega^*} h(k) \, dk$, where the fiber operator

$$
h(k) = (-i\nabla_p + k)^2 + V
$$

is defined in $L^2(\Omega)$ with periodic boundary conditions, and its domain is the periodic Sobolev space $H^2(\Omega)$. Here $-i\nabla_p$ denotes the momentum operator in $L^2(\Omega)$ with periodic boundary conditions. The operator $h(k)$ has compact resolvent and purely discrete spectrum $\{\lambda_j(k)\}_{j \geq 1}$. We can choose a set of eigenfunctions $\{u_j(\cdot, k)\}_{j \geq 1}$ which form an orthonormal basis of $L^2(\Omega)$ and obey the equation

$$
h(k)u_j(\cdot, k) = \lambda_j(k)u_j(\cdot, k).
$$

(2.4)

We label $\lambda_j(k)$ in increasing order. We have to remember that due to this choice, $\lambda_j(k)$ and $u_j(x, k)$ are not differentiable with respect to $k$ at crossing points. Without loss of generality, we may also assume that $h(k) \geq 1$ for all $k$ which implies

$$
\lambda_j(k) \geq 1, \quad k \in \Omega^*, \quad j \geq 1.
$$

(2.5)

One can introduce the Bloch functions

$$
\Psi_j(x, k) := \frac{e^{ikx}}{(2\pi)^d} u_j(x, k), \quad x \in \mathbb{R}^d
$$

(2.6)

which form a basis of generalized eigenfunctions of $H_\infty$ in $L^2(\mathbb{R}^d)$, i.e. in distributional sense we have

$$
\int_{\Omega^*} \sum_{j \geq 1} \Psi_j(x, k)\overline{\Psi_j}(y, k) \, dk = \delta(x - y).
$$

Using Bloch functions, one can express the integral kernel of any function of $H_\infty$ in terms of the fiber $h(k)$. For example, the Green function (i.e. the integral kernel of the resolvent) can be written as

$$
G_\infty(x, y; z) = \int_{\Omega^*} \sum_{j \geq 1} \frac{\Psi_j(x, k)\overline{\Psi_j}(y, k)}{\lambda_j(k) - z} \, dk.
$$

(2.7)

The above formula has to be understood in the distributional sense since the series on the right-hand side is typically not absolutely convergent. Now let us present the problems we want to consider.

2.1. Perturbation theory and sum rules

By writing

$$
h(k) = h(k_0) + 2(k - k_0) \cdot [-i\nabla_p + k_0] + (k - k_0)^2 =: h(k_0) + W,
$$

we see that $W$ is a regular perturbation for $h(k_0)$. Assume that $\lambda_1(k_0)$ is non-degenerate. Then according to the analytic perturbation theory, $\lambda_1(k)$ remains non-degenerate in a neighborhood
of $k_0$. Keeping $|k - k_0|$ small enough and using the Feshbach formula with the projection

$$\Pi_0 = |u_1(\cdot, k_0)\rangle\langle u_1(\cdot, k_0)|$$

we obtain

$$\lambda_1(k) = \lambda(k_0) + |u_1(\cdot, k_0), Wu_1(\cdot, k_0)\rangle - \langle Wu_1(\cdot, k_0), \left\{ \Pi_1^0 [\hat{h}(k) - \lambda_1(k)] \Pi_1^0 \right\}^{-1} Wu_1(\cdot, k_0)\rangle. \quad (2.8)$$

By iterating the above formula we can identify in an efficient way the full Taylor expansion

of $\lambda_1$ around $k_0$. Let us first introduce the notation

$$\hat{\pi}_{ij}(\alpha, k) := \langle u_i(\cdot, k), (-i\partial_\alpha + k_0)u_j(\cdot, k)\rangle_{L^2(\Omega)}$$

$$= \int_\Omega u_i(x, k)\left\{ (-i\partial_\alpha + k_0)u_j \right\}(x, k)\, dx. \quad (2.9)$$

If we are interested for example in $\frac{\partial \lambda_1}{\partial \alpha}$, one of the terms building it will be proportional to

$$\sum_{\mu \geq 2} \hat{\pi}_{1j_\mu}(\alpha, k) \sum_{\mu \geq 2} \hat{\pi}_{j_\mu j}(\alpha, k) - \lambda_1(\alpha, k) \sum_{\mu \geq 2} \hat{\pi}_{j_\mu j}(\alpha, k) - \lambda_1(\alpha, k) \hat{\pi}_{j_1 j}(\alpha, k), \quad (2.10)$$

where the order of the sums is crucial. Each series generates an $L^2(\mathbb{N})$-summable vector for

the next one. The multiple series is convergent, but not \textit{a priori} absolutely convergent. This is

because the inner $\hat{\pi}$’s can grow in absolute value with the energy. But we prove in this paper

that such series are always absolutely convergent if $V$ is smooth.

Before giving some more precise results, let us make the connection with the notion of

sum rules and argue why the above matrix elements may have a rapid decay with the energy

if one index is kept fixed. We work in $L^2(\Omega)$ and let us omit $k$ in order to simplify notation.

If $A$ is an operator which is relatively bounded to $h$, then we can write the identity ($t \geq 0$)

$$i[A, e^{it\hat{h}}]u_m, u_n) = 2 \sum_{n \geq 1} |\langle Au_m, u_n\rangle|^2 \sin(t(\lambda_m - \lambda_n)). \quad (2.11)$$

The commutator on the left-hand side is well defined as a quadratic form on functions belonging

to the domain of $h$. Now if we assume that $hAh^{-N}$ is bounded for some $N \geq 1$, then we

obtain the bound

$$|\langle Au_m, u_n\rangle| \leq \frac{\lambda_m^N}{\lambda_n^N} |[hAh^{-N}u_m, u_n]|,$$

which when applied to (2.11) would ensure that the series defines a differentiable function

at all $t$. If in addition we assume that we can make sense out of the double commutator

$[A, [h, A]]$, then a typical sum rule would be

$$\langle [A, [h, A]]u_m, u_n\rangle = 2 \sum_{n \geq 1} |\langle Au_m, u_n\rangle|^2 \cdot (\lambda_m - \lambda_n). \quad (2.12)$$

If $A$ does not commute well with $h$, it may happen that even if the function of $t$ in (2.11) is

continuous on $\mathbb{R}$, we cannot be sure that it is also differentiable. We will later on give an

example of a Schrödinger operator which will make the Riemann function appear on the right-

hand side of (2.11). This function is known to be continuous everywhere, but differentiable

only at certain rational points not including $t = 0$.

The connection between the Faraday effect and various sum rules associated with the

conductivity tensor is carefully explained in section IV of [1]. For many more rigorous

aspects and applications of sum rules, see [9].
2.2. Traces per unit volume

Let us consider the Fermi–Dirac distribution function

\[ f_{FD}(x) := \frac{1}{e^{\beta(x-\mu)} + 1}, \quad x \in \mathbb{R}, \quad \beta > 0, \quad \mu \in \mathbb{R}, \quad (2.13) \]

and choose the following path in the complex plane:

\[ \Gamma = \{ x \pm i\delta : -1 \leq x < \infty \} \bigcup \{ -1 + iy : -\delta \leq y \leq \delta \} \quad (2.14) \]

with a fixed \( \delta \in (0, \frac{\pi}{2\beta}] \). Introduce the notation

\[ R_{\infty}(z) := (H_{\infty} - z)^{-1}. \quad (2.15) \]

The quantity we are interested in this time is a trace per unit volume (provided it exists):

\[ I_{\alpha_1, \ldots, \alpha_n} := \frac{1}{|\Omega|} \int_{\Omega} \int_{\Gamma} f_{FD}(z) P_{\alpha_1} R_{\infty}(z) P_{\alpha_2} R_{\infty}(z) \cdots P_{\alpha_n} R_{\infty}(z) \text{d}x \text{d}z \quad (2.16) \]

We want to express the above quantity only with the help of Bloch functions and energies. The fact that the operator

\[ \int_{\Gamma} \left\{ P_{\alpha_1} R_{\infty}(z) P_{\alpha_2} R_{\infty}(z) \cdots P_{\alpha_n} R_{\infty}(z) \right\} f_{FD}(z) \text{d}z \quad (2.17) \]

has a jointly continuous integral kernel if \( V \) is smooth can be proved with the same methods as in for example [8], even in the presence of constant magnetic fields and without any periodicity condition on \( V \). In the periodic case the situation is somewhat simpler, as we will see in the next section.

Now let us use (2.7) and (2.6) in (2.16) and perform formal computations using the completeness of Bloch functions and freely interchanging the order of various integrals and series. We would arrive at an expression as follows:

\[ I_{\alpha_1, \ldots, \alpha_n} = \frac{1}{(2\pi)^d} \int_{\Omega^*} \text{d}k \times \left\{ \sum_{j_1, \ldots, j_n \geq 1} \hat{\pi}_{j_1, j_2}(\alpha_1, k) \cdots \hat{\pi}_{j_n, j_1}(\alpha_n, k) \int_{\Gamma} \frac{f_{FD}(z)}{(\lambda_{j_1}(k) - z) \cdots (\lambda_{j_n}(k) - z)} \text{d}z \right\}. \quad (2.18) \]

The first question is: Why is (2.18) convergent? The answer is not obvious. Moreover, if we look at \( \hat{\pi}_{j_1}(\alpha, k) \) alone (assume without loss that \( \lambda_j \geq \lambda_1 \)), we see that using Cauchy’s inequality we obtain that it could grow like \( \|(-i\partial_\alpha + k_\alpha)u_\alpha\| \sim \sqrt{\lambda_1} \), which is not very encouraging. For some more physical background on such problems, see [15].

3. A technical result

**Theorem 3.1.** Let \( M \geq 1 \) be an integer and assume that \( V \in C^{2M-1}(\mathbb{R}^d) \) is a \( \Omega \)-periodic potential with \( V \geq 1 \). Then for every integer \( 0 \leq N \leq M \), there exists a constant \( C_N \) such that uniformly in \( k \in \Omega^*, \alpha \in \{1, \ldots, d\} \) and \( s, t \geq 1 \), we have the estimate (we assume without loss of generality that \( \lambda_1(k) \leq \lambda_s(k) \))

\[ |\hat{\pi}_{st}(\alpha, k)| = |\hat{\pi}_{ts}(\alpha, k)| \leq C_N \frac{\lambda_{s}(k)^{N+rac{1}{2}}}{\lambda_{s}(k)^{N}}. \quad (3.1) \]
Proof. During this proof we drop the $k$ dependence of the various quantities. We denote $-i\partial_\alpha$ with $p_\alpha$. The eigenfunctions $u_j$'s are a priori in $H^1(\Omega_p)$ and $\Omega$-periodic functions. The lower bound on $V$ ensures that $h \geq 1$. The idea of the proof is based on the following identity:

$$\hat{\pi}_s(\alpha)\lambda N = \langle hN u_t, (p_\alpha + k_\alpha)h^{-N} u_s \rangle = \hat{\pi}_s(\alpha) + \langle u_t, hN[p_\alpha, h^{-N}]u_s \rangle,$$

assuming for the moment that the commutator on the right maps $L^2$ into the domain of $h^N$.

We know that $p_\alpha h^{-1/2}$ is bounded; thus, we can write

$$|\hat{\pi}_s(\alpha)| \leq C_1h^{-1/2}.$$  \hspace{1cm} (3.3)

Hence (3.1) would follow if we can prove the estimate

$$||hN[p_\alpha, h^{-N}]|| \leq C_N.$$  \hspace{1cm} (3.2)

3.1. An induction argument

Lemma 3.2. Let $V$ be as in theorem 3.1. Choose any $\phi \in C^2(\Omega_p)$. Then the operators $hN[p_\alpha, h^{-N}]$ and $h^N \phi h^{-N}$ are bounded for any $1 \leq N \leq M$.

Proof. We give a proof by induction in $M$. Let us start with $N = M = 1$. Then we have

$$h\phi h^{-1} = \phi + \{-2i(\nabla \phi) \cdot (p + k) - (\Delta \phi)\}h^{-1}$$

and

$$h[p_\alpha, h^{-1}] = [h, p_\alpha]h^{-1} = i(\partial_\alpha V)h^{-1},$$  \hspace{1cm} (3.4)

and both are clearly bounded. Note the important thing that we only lost two derivatives of $\phi$ in the first relation.

Now take $M \geq 2$. The induction assumption is the following: for any $N \leq M - 1$ and for any function $\phi \in C^{2M-2}(\Omega_p)$, we have

$$||hN[p_\alpha, h^{-N}]|| \leq C_N, \hspace{0.5cm} ||h^N \phi h^{-N}|| \leq C_N \phi, \hspace{0.5cm} 1 \leq N \leq M - 1.$$  \hspace{1cm} (3.5)

Note that the induction hypothesis allows us to conclude that

$$h^N[\phi, h^{-N}] = h^N \phi h^{-N} - \phi, \hspace{0.5cm} N \leq M - 1,$$  \hspace{1cm} (3.6)

is also bounded.

We now have to prove that we can allow $N = M$. The main idea is to rewrite both $h^M[p_\alpha, h^{-M}]$ and $h^M \phi h^{-M}$ as linear combinations of similar terms but of lower order. We are compelled to perform the induction step simultaneously because the reduction step mixes the two types of operators.

We start with an identity

$$[p_\alpha, h^{-M}] = h^{-1}[p_\alpha, h^{-M+1}] + [p_\alpha, h^{-1}]h^{-M+1} = h^{-1}[p_\alpha, h^{-M+1}] + i\partial_\alpha V h^{-M},$$  \hspace{1cm} (3.7)

where in the second equality we used (3.4). Multiplying on the left by $h^M$ we obtain

$$h^M[p_\alpha, h^{-M}] = h^{M-1}[p_\alpha, h^{-M+1}] + i\partial_\alpha V h^{-M}.$$  \hspace{1cm} (3.8)

Here the main point is that $\partial_\alpha V$ belongs to $C^{2M-2}(\Omega_p)$; thus, $h^{M-1}(\partial_\alpha V)h^{-M+1}$ must be bounded according to (3.5).
Now let us deal with the other type of operator. We write another identity
\[ \phi h^{-M} = h^{-M} \phi + [\phi, h^{-M}] = h^{-M} \phi + h^{-M+1} [\phi, h^{-1}] + [\phi, h^{-M+1}] h^{-1} \]
\[ \equiv h^{-M} \phi + h^{-M+1} [\phi, h^{-1}] + h^{-1} [\phi, h^{-M+1}] - [h^{-1}, [\phi, h^{-M+1}]]. \] (3.9)
The first three operators in the last equality have their images in the domain of \( h^M \) due to the induction hypothesis (3.6). For the fourth term, we apply the Jacobi identity for the double commutator and obtain
\[ [h^{-1}, [\phi, h^{-M+1}]] = [h^{-M+1}, [\phi, h^{-1}]] = [h^{-M+1}, h^{-1} [\phi, h]] h^{-1} \]
\[ = h^{-1} [h^{-M+1}, [\phi, h]] h^{-1}. \] (3.10)
The commutator \([h, \phi]\) can be easily put in the form \( \sum_{\beta=1}^{d} f_\beta p_\beta + g \), with \( f_\beta \)'s proportional to \( \partial_\beta \phi \), while \( g \) is containing up to second-order partial derivatives of \( \phi \). Thus
\[ h^{-1} [h^{-M+1}, [\phi, h]] h^{-1} = h^{-1} \sum_{\beta=1}^{d} [h^{-M+1}, f_\beta p_\beta] h^{-1} + h^{-1} [h^{-M+1}, g] h^{-1} \]
\[ = h^{-M} \left\{ \sum_{\beta=1}^{d} h^{-1} [h^{-M+1}, f_\beta] p_\beta h^{-1} + \sum_{\beta=1}^{d} (h^{-1} f_\beta)(h^{-M+1}) (h^{-1} [h^{-M+1}, p_\beta]) h^{-1} \right\} \]
\[ + h^{-M} [h^{-M+1}, g] h^{-1}. \] (3.11)
The induction hypothesis will ensure that the operator inside the large parenthesis is bounded because our \( f_\beta \)'s and \( g \) belong in particular to \( C^{2M-2} \). Thus according to (3.5) and (3.6), we have that \( h^{-1} f_\beta h^{-M+1} \) and \( h^{-1} [h^{-M+1}, g] \) are bounded operators. This concludes the proof. □

Remark 1. Let us show that (3.1) is sharp in the free case \((V = 0)\) and for \( t = s \). (Choose the lattice to be \( \mathbb{Z}^3 \).) We have (due to the Feynman–Hückel identity) that \( 2 \sigma_t(\alpha, \mathbf{k}) = \partial_\alpha \lambda_t(\mathbf{k}) \) at any point \( \mathbf{k} \) where \( \lambda_t(\mathbf{k}) \) is non-degenerate, and \( \lambda_t = (2\pi \mathbf{m} + \mathbf{k})^2 \) for some \( \mathbf{m} \in \mathbb{Z}^3 \). Then \( |\partial_\alpha \lambda_t(\mathbf{k})| \sim |\mathbf{m}| \sim \sqrt{\lambda_t} \) for large \( t \).

The theorem is definitely not sharp when \( V = 0 \) and \( t \neq s \), because in that case all off-diagonal matrix elements are identically zero.

4. Applications

In this section we solve the problems outlined in the introduction, and start by considering traces per unit volume. In order to simplify the arguments, we choose \( V \in C^\infty(\Omega_\rho) \).

Assume that \( A(\mathbf{k}) \) is a family of bounded, integral operators on \( L^2(\Omega) \), with a jointly continuous integral kernel \( A(x, x'; \mathbf{k}) \), kernel which can be extended to a jointly continuous and periodic function on \( \mathbb{R}^d \). The operator \( B := \int_{\Omega}^* A(\mathbf{k}) \, d\mathbf{k} \) defined on \( L^2(\mathbb{R}^d) \) has an integral kernel \( B(x, x') \) given by (see e.g. [3])
\[ B(x, x') = \frac{1}{(2\pi)^d} \int_{\Omega} e^{i \mathbf{k} \cdot (x - x')} A(x, x'; \mathbf{k}) \, d\mathbf{k}. \] (4.1)

We are interested in a \( B \) operator as given in (2.17). Its corresponding \( A(\cdot) \) fiber family is
\[ A(\mathbf{k}) = \int_{\Omega} d\mathbf{z} f_{\Omega}(\mathbf{z})(p_{\alpha_1} + k_{\alpha_1})(h(\mathbf{k}) - z)^{-1} \cdots (p_{\alpha_s} + k_{\alpha_s})(h(\mathbf{k}) - z)^{-1}. \] (4.2)

Now if we can prove that \( A(\mathbf{k}) \) has a jointly continuous integral kernel, then
\[ I_{\Omega_1 \ldots, \Omega_s} = \int_{(2\pi)^d} \int_{\Omega} A(x, x; \mathbf{k}) \, dx \, d\mathbf{k}. \] (4.3)
We can integrate by parts $M$ times with respect to $z$ in (4.2) using an exponentially
decaying antiderivative $f_M$ of $f_M$, and write $A(k)$ as a sum of the operators of the following
type:

\[ A_{m_1 \ldots m_n}(k) := \int_\Gamma dz f_M(z)(p_{a_1} + k_{a_1})(h(k) - z)^{-m_1} \cdots (p_{a_n} + k_{a_n})(h(k) - z)^{-m_n}, \]

\[ m_1 + \ldots + m_n = n + M. \] (4.4)

Without loss, we may assume that $m_1 \geq M/n$, and keep in mind that $M$ will be chosen to
be a large number. The integrand becomes trace class if $m_1 - 1$ is larger than some number
$m_d \geq 1$ depending on the dimension $d$. The integral kernel of $A_{m_1 \ldots m_n}(k)$ can be written in
distributional sense as

\[ A_{m_1 \ldots m_n}(x, x'; k) := \int_\Gamma dz f_M(z) \lambda_{j_1}(k_{a_1}, k) \cdots \lambda_{j_n}(k_{a_n}, k) \] (4.5)

If we can prove that the above multiple series and the integral are absolutely convergent
uniformly in $x$, $x'$ and $k$, then the integral kernel would be a continuous function as a uniform
limit of continuous functions.

Due to standard results on elliptic regularity and Sobolev embedding, we can prove the
existence of $\hat{C}_M$ such that

\[ |u_j(x, k)| \leq C |h(k)|^{\alpha_j} u_j(x, k)| = C \lambda_j(k)^{\alpha_j}, \] (4.6)

uniformly in $j$ and $k$. Thus we can bound (4.5) with

\[ A_{m_1 \ldots m_n}(x, x'; k) \]

\[ \leq C \int_\Gamma dz f_M(z) \sum_{j_1, \ldots, j_n \geq 1} \lambda_{j_1}(k_{a_1}, k) \cdots \lambda_{j_n}(k_{a_n}, k) \sum_{\lambda_{j_1}(k) - z |m_1} \cdots \sum_{\lambda_{j_n}(k) - z |m_n} z |u_{j_1}(x, k)\right| \cdots \sum_{u_{j_n}(x, k)\right| \cdots \sum_{u_{j_n}(x, k)\right| (4.7)

and we will now prove that the above quantity is finite. First, note that the function $1/|\lambda - z|$ is
uniformly bounded in $\lambda \geq 0$ and $z \in \Gamma$. Second, the previous remark and the triangle
inequality $\lambda \leq |\lambda - z| + |z|$ give us the estimate

\[ \sup_{z \in \Gamma} \sup_{\lambda \geq 0} \frac{\lambda}{|\lambda - z| \sqrt{1 + |z|^2}} < \infty \]

from which we obtain the inequality

\[ \frac{\lambda_j(k)^{\alpha_j}}{|\lambda_j(k) - z|^{m_1}} \leq C_m (1 + |z|^2)^{m_1/2} \]

again uniformly in $j \geq 1$ and $z \in \Gamma$. Third, using the exponential decay of $f_M$ and the
previous estimate we have

\[ |f_M(z)| \frac{1}{|\lambda_j(k) - z|^{m_1}} \leq C_m \lambda_j(k)^{-m_1} (1 + |z|)^{-2}. \] (4.8)

Replacing this estimate in the integral we obtain

\[ A_{m_1 \ldots m_n}(x, x'; k) \]

\[ \leq C \sum_{j_1, \ldots, j_n \geq 1} \lambda_{j_1}(k)^{-m_1} \lambda_{j_1}(k)^{\alpha_{j_1}} \lambda_{j_1}(k)^{\alpha_{j_1}} \cdots \sum_{u_{j_1}(x, k)\right| \cdots \sum_{u_{j_n}(x, k)\right| \cdots \sum_{u_{j_n}(x, k)\right| \cdots \sum_{u_{j_n}(x, k)\right| (4.9)
As mentioned before, there exists $m_d$ large enough such that $\sum_{j \geq 1} \lambda_j(k)^{-m_d} < \infty$ uniformly in $k$. Now it is time to use (3.1) in a certain recursive way. First, we get rid of $j_1$ by using the estimate

$$|\hat{A}_{j_1} (\alpha_1, k)| \leq C \frac{\lambda_j(k)^{m_d+\theta_d+1/2}}{\lambda_j(k)^{m_d+\theta_d}}.$$  

Replacing this in (4.9) will provide us with a convergent series in $j_1$, the price being the apparition of a higher power in $\lambda_j$.

We can now get rid of all other indices different from $j_2$, starting with $j_{n+1}$ and going down to $j_2$. For instance we write

$$|\hat{A}_{j_2} (\alpha_2, k)| \leq C \frac{\lambda_j(k)^{m_d+\theta_d+1/2}}{\lambda_j(k)^{m_d+\theta_d}},$$

which replaced in (4.9) allows us to sum over $j_{n+1}$ and obtain the estimate

$$|A_{m_1...m_n}(x', x'; k)| \leq C \sum_{j_{n+1}...j_{n+1}} \lambda_j(k)^{-m_d+\theta_d+1/2} \cdots \lambda_j(k)^{m_d+\theta_d+1/2} |\hat{A}_{j_{n+1}} (\alpha_2, k)|.$$  

Then we can get rid of $j_{n}$ by writing

$$|\hat{A}_{j_{n-1}} (\alpha_{n}, k)| \leq C \frac{\lambda_j(k)^{r_1+1/2}}{\lambda_j(k)^{r_1}},$$

and then summing. Next comes $j_{n-1}$:

$$|\hat{A}_{j_{n-1}} (\alpha_{n-1}, k)| \leq C \frac{\lambda_j(k)^{r_2+1/2}}{\lambda_j(k)^{r_2}},$$

and so on. Thus we can recursively go down to $j_2$, generating a positive but finite power of $\lambda_j$. In the end we make use of $m_1$ (in fact $M$) in order to make the series in $j_2$ convergent.

We have therefore shown that the trace class operator in (4.4) has a jointly continuous integral kernel. Moreover, now we can apply Fubini’s theorem and express its trace as

$$\frac{1}{(2\pi)^d} \int_{Q^d} dk \times \left\{ \sum_{j_1...j_n \geq 1} \hat{A}_{j_1} (\alpha_1, k) \cdots \hat{A}_{j_n} (\alpha_n, k) \int_{\Gamma} \left( \lambda_j(k) - z \right)^{m_1} \cdots \left( \lambda_j(k) - z \right)^{m_n} dz \right\}.$$  

Now let us observe that the $z$ integral can be computed through residue calculus, and each resulting term will contain a factor of the type $f^{(t)}(\lambda_j)$ with $1 \leq t \leq M$ and $1 \leq s \leq n$. Each such factor decays exponentially. This allows us to prove that each such term converges absolutely, by using the exponential decay of $f_j$ in order to control the growth of the momentum matrix elements. At this point we can put together all the $z$ integrals coming from all operators as the one in (4.4). Then integrals with respect to $z$ will add up and form the integral

$$\int_{\Gamma} \left( \lambda_j(k) - z \right)^{m_1} \cdots \left( \lambda_j(k) - z \right)^{m_n} dz,$$

which will still generate exponentially decaying factors like $f^{(t)}(\lambda_j)$, where $1 \leq t \leq n$ and $1 \leq s \leq n$. Thus we obtain the final formula appearing in (2.18).
Now let us come back to sum rules and derivatives of eigenvalues. While the convergence of (2.12) in the case $A = i\partial_x$ and $V$ smooth is a direct consequence of (3.1), the absolute convergence of (2.10) can be proved with the same trade-off method as the one we used for the trace problem.

5. An open problem and an example

An interesting open problem is to relate the decay of our matrix elements with the regularity of $V$. According to theorem 3.1, if $V$ is not infinitely differentiable but has a number of continuous derivatives, then one can still prove some decay in energy for the matrix elements. The question is whether one can describe the exact decay rate of such a matrix element in case of singular potentials.

Let us investigate a singular ‘potential’ for which one can give an exact asymptotic expression for $\hat{\pi}_{ij}$ when $j \to \infty$. Let us consider the one-dimensional operator $h := -\frac{d^2}{dx^2} + g\delta(x)$, $g > 0$, defined through its quadratic form in $L^2([-\frac{1}{2}, \frac{1}{2}])$, with periodic boundary conditions. Its domain includes the periodic Sobolev space $H^1((-\frac{1}{2}, \frac{1}{2})_p)$ where the respective interval is identified with the 1D torus.

The operator $h$ commutes with the inversion operator. The delta potential does not act on the odd subspace, and the odd eigenfunctions are $u_j(x) = \sqrt{2}\sin(2j\pi x)$, $j \geq 1$, corresponding to the eigenvalues $\lambda_j = 4\pi^2j^2$. On the even subspace, the eigenfunctions must be of the form

$$\tilde{u}_j(x) = C_j[\cos(\beta_j x) + \frac{g}{\beta_j} \sin(\beta_j x)], \quad j \geq 1, \quad x \in [0, 1/2].$$

where $C_j$ is a normalization constant and $\tilde{u}_j(x) := \tilde{u}_j(-x)$ for $x \in (-1/2, 0)$. Such a function cannot belong to $H^2((-\frac{1}{2}, \frac{1}{2})_p \setminus \{0\})$ unless $\tilde{u}_j^{(1)}(\frac{1}{2}) = 0$. This provides a quantization condition for $\beta_j > 0$, which must solve the equation

$$\beta \tan(\beta/2) = g, \quad \beta \in (2\pi(j - 1), 2\pi j), \quad j \geq 1.$$

The differences $\beta_j - 2\pi(j - 1)$ and $C_j - \sqrt{2}$ go to zero when $j \to \infty$.

Now let us consider the scalar product $\hat{\pi}_j := i(\tilde{u}_1, u_j') = -i(\tilde{u}_1, u_j)$ and investigate its behavior when $j$ grows. Due to symmetry considerations we have

$$\hat{\pi}_j = -i2\sqrt{2}j \int_0^{1/2} \tilde{u}_1(x) \sin(2j\pi x) \, dx = \frac{-i\sqrt{2}}{j\pi} \tilde{u}_1(0) - \frac{i\sqrt{2}}{j\pi} \int_0^{1/2} \tilde{u}_1(x) \cos(2j\pi x) \, dx$$

$$= i \frac{C_1 g\sqrt{2}}{j\pi} + i \frac{\sqrt{2}}{2j^3\pi^3} \int_0^{1/2} \tilde{u}_1''(x) \sin(2j\pi x) \, dx$$

$$= i \frac{C_1 g\sqrt{2}}{j\pi} + i \frac{\sqrt{2}}{4j^3\pi^3} (\tilde{u}_1''(0) - \tilde{u}_1''(1/2) \cos(\pi j)) + O(1/j^3)$$

$$= i \frac{C_1 g\sqrt{2}}{j\pi} + O(1/j^3).$$

Now if we replace in (2.11) the operator $A$ with $p := -i\partial_x$, $u_m$ with $\tilde{u}_1$ and $u_n$ with $u_j$, we obtain

$$i[p, e^{ihp}e^{-uh}]\tilde{u}_1, u_j) = C \sum_{j \geq 1} \frac{\sin(4\pi^2j^2)}{j^2} + F(t), \quad (5.4)$$
where $C$ is a nonzero constant and $F(t)$ is some differentiable function at $t = 0$. On the right-hand side we recognize the Riemann function, which in particular is not differentiable at $t = 0$. Therefore a sum rule like in (2.12) cannot hold. Nevertheless, the function in (5.4) is Hölder continuous at $t = 0$ of order $\alpha \in [0, 1/2)$.

6. Conclusions

We investigated the question of the absolute convergence of various sums over band indices like those entering the Verdet constant. Sum rules and traces per unit volume involving the momentum operator play an important role in solid-state physics, and they give rise to certain convergence problems widely ignored by physicists. We showed that in the case of smooth background potentials, such series always absolutely converge. In particular, we justify the formal computations we performed in [7].

Computing the Verdet constant with the help of Bloch functions and energies is not a trivial task in the case in which the background potential is not smooth. The relation between the decay properties of the momentum matrix elements in the Bloch basis and the degree of smoothness of $V$ is left as an open problem.
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