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The vulnerability of GPUs to soft errors has become a first-class design concern as they are increasingly being used in accuracy-sensitive and safety-critical domains. Existing solutions used to enhance the reliability of GPUs come with significant overhead in terms of area, power, and/or performance. In this article, we propose ArmorAll, a light-weight, adaptive, selective, and portable software solution to protect GPUs against soft errors. ArmorAll consists of a set of purely compiler-based redundancy schemes designed to optimize instruction duplication on GPUs, thereby enabling much more reliable execution. The choice of the scheme determines the subset of instructions that must be duplicated in an application, allowing adaptable fault coverage for different applications. ArmorAll can intelligently select a redundancy scheme that provides the best coverage to an application with an accuracy of 91.7%. The high coverage provided by ArmorAll comes at an average improvement of 64.5% in runtime when using the selected redundancy scheme as compared to the state-of-the-art.
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1 INTRODUCTION

The problem of reliability has confronted both designers and users of Graphics Processing Units (GPUs) since their deployment in general purpose computing. Since GPUs were originally designed for graphics rendering, an operation that is inherently quite resilient to bit flips, little emphasis was placed on the reliability of these devices. As the scope of GPU applications has steadily expanded, they have been introduced in a number of domains that come with significant reliability constraints. These domains include scientific computing [3, 52], bioinformatics [47], molecular modeling [49], and finance [12], where workloads typically demand high precision...
and correctness; and autonomous vehicles that perform a range of safety-critical tasks such as pedestrian detection and avoidance, and vehicle control [22, 39].

The scaling of transistor sizes, operating voltages, and design margins has exacerbated the susceptibility of these devices to transient faults [33]. Transient faults can be caused by temperature and voltage variations, electromagnetic interference, crosstalk, and high energy particles in the atmosphere. An alpha or neutron particle strike can invert the state of a logic gate or memory cell, and may drive a wrong value temporarily [30]. Since these faults are temporary, they do not reoccur when the operation is re-executed in the future. Transient faults induced by radiation have received much of the attention, as reliability is claimed to be one of the major challenges for exascale computing [9, 28].

Hardware techniques, such as Error Correction Codes (ECC) and parity, have been used to enhance the reliability of the storage structures on a GPU, targeting DRAM, caches, and register file [8]. However, a large portion of GPU chip area is dedicated to execution units, such as ALUs. Since GPUs execute a massive number of threads concurrently, protecting the execution in these computational units is essential in order to maintain low error rates. Faults in the datapath cannot be detected by ECC as the correction codes will be generated after the faulty data is written to the register/memory. Traditional hardware-level solutions duplicate the entire processor to provide datapath reliability. However, processor duplication is expensive in terms of area, power, and performance overheads incurred. In addition, hardware-based solutions are inflexible and cannot be easily adapted for individual applications with varying reliability characteristics.

In contrast to hardware-based solutions, software-based approaches can be selectively employed using compiler-generated redundant threads [18, 54], but still come with some significant overhead due to synchronization across threads. Software-based redundancy can also be applied at a finer grain than a thread, providing selective redundancy on individual instructions. Software-based instruction-level replication has been studied extensively on CPUs, but it is still an under-explored research area on GPUs. Prior work has leveraged a combination of hardware and software techniques to improve the performance of full instruction duplication on GPUs [29]. However, reliability researchers have not explored the rich data analyses provided by the compiler.

In this article, we present our work that attempts to bridge this gap. Our framework is called ArmorAll, which is a set of compiler-based redundancy schemes designed to optimize instruction duplication on GPUs and enable researchers to explore reliability-performance tradeoffs. Our work focuses on reliable execution on the processor pipelines, while memory, caches, and register file are assumed to be protected by ECC/parity. This assumption is in line with other work in this domain [14, 29, 51]. The novel features and benefits of ArmorAll include:

— **Lightweight**: Duplicating all instructions can increase the register usage per thread, adversely impacting the performance and occupancy (number of active threads) of a GPU application [16, 53]. Instruction duplication techniques developed for CPUs do not have to deal with the same issues that GPUs do in terms of the register usage versus occupancy tradeoff. Moreover, CPU redundancy schemes have only been evaluated on a single thread [7, 10, 45]. Therefore, applying CPU-based techniques directly to GPUs without considering these constraints can result in a significant loss in performance. Furthermore, for each instruction duplicated, there are additional verification and notification instructions inserted, which can increase the binary size and result in performance degradation.

One of the benefits of ArmorAll is that it judiciously applies instruction duplication to protect only those segments of code that are likely to result in user-visible faults when experiencing a soft error. Equipped with ArmorAll, we can produce a GPU binary that leverages our low-cost, high-coverage, solution for addressing soft errors on GPUs.
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— **Selective:** Exhaustively applying duplication everywhere in the code can significantly impact the performance of GPU applications. To provide both high fault coverage and low overhead, ArmorAll first intelligently identifies *critical instructions* in an application that produces program visible outputs. It then performs dependence analysis to identify candidate instructions that directly or indirectly influence these critical instructions. A transient fault in any one of these instructions is likely to propagate and cause a program-visible corruption. ArmorAll judiciously applies instruction duplication to these instructions to optimize coverage, while minimizing performance overhead. On average, the ArmorAll redundancy schemes duplicate between 20.4% to 52.2% of the static instructions, considerably fewer than exhaustive duplication.

— **Adaptive:** Prior research on instruction-based duplication replicated a fixed class of instructions in all applications [29, 45]. Our work differs significantly from conventional approaches by recognizing that not all applications are equally vulnerable. The subset of instructions selected by ArmorAll as candidates for duplication will vary, depending on the characteristics of the application (e.g., address-bound vs. compute-bound). This not only makes ArmorAll selective, but also adaptive in nature.

— **Portable:** The redundancy schemes provided with ArmorAll are implemented in an open-source LLVM compilation framework, which provides independence from the underlying hardware and supports portability [24]. Though our evaluation is done on a specific GPU architecture, ArmorAll can be easily applied to other existing or future GPU architectures.

— **Static:** ArmorAll does not rely on any dynamic profiling counters for assistance in choosing the best redundancy scheme. All of the decision-making by ArmorAll is done by heuristics at compile-time, which eliminates the need of executing an application multiple times on the GPU to gather statistics.

We present a technique that can adjust fault coverage, trading off application reliability for performance improvement. The key contributions of this work include:

— We propose three novel reliability-aware compiler-based redundancy schemes that can provide the desired level of fault coverage to an individual GPU application.

— We evaluate the error detection capability of ArmorAll by performing an extensive fault injection campaign on a diverse set of CUDA applications. Our results show that, depending on the redundancy scheme chosen, ArmorAll can achieve an average reduction of 100% of the Detected Uncorrectable Errors (DUEs) or 98% of the Silent Data Corruptions (SDCs), or both, while only requiring us to cover 60.7%, 42.8%, or 90.1% of the dynamic instructions, respectively.

— We compare the performance overhead of our redundancy schemes with the state-of-the-art and observe an average improvement of 64.5% in the runtime when using the chosen redundancy scheme across the studied applications.

— We develop a technique, which intelligently selects a redundancy scheme that provides the best coverage to an application at compile-time, achieving an accuracy of 91.7%.

2 BACKGROUND

2.1 Error Outcomes

Although a *fault* causes an undesired change of state in the hardware, it may or may not cause an *error* in the outcome of the program. For instance, if the location that was impacted by a transient fault is never read by the program, or was over-written by a subsequent operation before the faulty value is read, the fault will not manifest into an error. The fault may also be corrected by a
redundancy mechanism, such as ECC, before it propagates through the application and produces an undesirable output. When a fault does not manifest into an error, it is said to be Masked.

Other possible outcome categories are DUEs and SDCs. DUEs occur when a system is able to detect an error but is unable to recover from the error. This can occur when a fault causes the program to take an incorrect execution path, resulting in a system hang, crash, or other unexpected behavior. Another example of a DUE is when a fault alters an address, causing the program to access an unallocated memory location. SDCs occur when a faulty bit is used by the program, and that use results in production of a wrong program output (i.e., a visible error). Error rates in this domain are commonly measured using Failures-in-Time or FIT rate, which is the expected number of failures in $10^9$ hours of operation.

2.2 GPU Architecture and Compilation Flow

Next, we describe the NVIDIA Kepler architecture, given that we have chosen it to serve as our evaluation platform [38]. While our approach can be applied to more recent NVIDIA GPUs, our present infrastructure is only supported on Kepler.

Streaming Multiprocessors (SMX) are the fundamental units of computation on NVIDIA GPU architectures, as shown in Figure 1. The smallest unit of execution is a thread, which are scheduled in groups of 32 parallel threads, called warps. Threads within a warp execute in a Single Instruction Multiple Data (SIMD) fashion. Programs that run on NVIDIA GPUs are written in the CUDA C/C++ language and compiled using NVIDIA’s LLVM-based CUDA Compiler, nvcc [36]. The front-end converts CUDA code into an intermediate representation, LLVM IR, and subsequently to a virtual instruction set architecture (ISA) called Parallel Thread Execution (PTX), as shown in Figure 2. The backend compiler, ptxas, translates PTX to machine code, called SASS, that runs on the GPU. We run our profiling and fault injection campaign at the LLVM intermediate representation (IR) level. We will describe the fault injection framework in further detail in Section 6.

IRs are low-level, machine-independent languages that compilers use to analyze and optimize code in a retargetable way. IRs allow compilers to maintain a generic set of optimizations for multiple ISAs, rather than duplicating these optimizations for each supported ISA. The LLVM IR, a form of Linear IR, resembles assembly code for some abstract machine. The algorithms iterate over simple, linear, sequences of instructions. A Control Flow Graph (CFG) uses a linear IR to represent blocks of straight code and a graph to represent the control flow among those blocks.

3 RELATED WORK

In order to detect errors in the execution state caused by transient faults, most fault protection techniques ultimately rely on some sort of redundancy (either temporal or spatial). We reflect on
Fig. 2. The flow of the NVIDIA nvcc CUDA compiler.

our approach in the context of prior research in the field of software and hardware-based fault mitigation on GPUs and CPUs.

**Software Redundant Multithreading (RMT):** Wadden et al. proposed RMT, which is implemented at a software-level targeting GPUs. RMT creates two copies of a thread, a leading thread and a trailing thread [54], which execute in parallel on different CUDA cores/processing elements. The leading thread places the value in a local or global buffer at every store instruction, and the trailing thread verifies the value and commits the executed instructions. This inter-thread communication requires synchronization for correct operation, which causes significant performance and power overheads. The leading and the trailing threads execute in parallel on different processing elements/CUDA cores to avoid deadlock. Subsequent work by Gupta et al. proposed compiler optimizations to reduce the high synchronization overhead of RMT on GPUs [13]. Typically, software-based instruction-level duplication does not incur the high synchronization overhead experienced by RMT. Programmer intervention is needed to modify the host code to ensure spare hardware resources are available for the redundant threads [29]. For example, each GPU has a maximum block size that it can support. The user must ensure that when the threads are duplicated, the permitted block size is not exceeded. If the host code transformation could be applied automatically, RMT would fail given maximum block size constraints.

**Software Instruction Duplication:** SInRG [29] implements instruction duplication at a compiler level. Unlike our work, SInRG is not selective, as it does not employ heuristics to identify instructions eligible for duplication. Instead, SInRG duplicates the same classes of instructions in every application, regardless of their resiliency. This approach can cause unnecessary duplication and verification overhead in applications. Since SInRG was implemented in NVIDIA’s proprietary CUDA backend compiler, it provides tighter control over the SASS instructions generated in the final binary. The authors proposed specialized ISA instructions to optimize the duplication and verification process in order to limit any extra performance overhead. SInRG and ArmorAll focus on optimizing different aspects of redundancy through the compiler—SInRG optimizes the verification process, whereas ArmorAll optimizes instruction selection. Therefore, integrating SInRG with ArmorAll’s proposed techniques should further improve performance and pave a path for future work.

On the CPU front, SWIFT duplicates all computational instructions and no memory instructions, thereby reducing memory pressure and improving performance [45]. It also proposes a control flow checking (CFC) mechanism to detect control flow errors. Trident calculates the SDC probability on a per-instruction basis using the values of the input operands and instruction opcodes, only duplicating those instructions that have a high SDC probability [27]. In Shoestring [10], the authors propose a compiler technique that combines symptom-based error detection with selective
instruction duplication. Their approach statically identifies *Symptom Generating* and *High Value* instructions and duplicates all instructions that appear between *Safe* and *High Value* instructions. In order to determine the probability of whether an instruction is safe, they use a *distance* metric, which is the number of statically scheduled instructions between producer and consumer instructions. However, the distance between instructions could vary, depending on the code scheduler, and is therefore prone to inaccuracies.

Moreover, these CPU-based techniques are evaluated on single-threaded applications. Applying these techniques directly on GPUs without modifying them would lead to a significant loss in performance. This is because GPUs and CPUs are architecturally quite different. On a GPU, the register usage can impact the number of concurrent threads that can be executed on the SM. CPUs do not experience many of these constraints; hence, these techniques must be optimized before applying them to GPUs.

Data Flow analysis has been explored in test-suite reduction algorithms to identify a subset of the test data that would maximize the error detection rate in software [44]. Motivated by this approach, our work attempts to use information flow in order to make a more informed decision about which instructions should be selected for duplication, without any additional hardware support.

**Hardware Redundancy Schemes:** Error tolerance through hardware can be achieved by using N-modular redundancy across computer nodes. The most popular forms of this redundancy are Dual Modular Redundancy (DMR) or Triple Modular Redundancy (TMR), as deployed in business-class systems such as the IBM Z Series [4]. The main problem with DMR and TMR is that they incur prohibitive energy and area overheads, which makes them unsuitable for deployment in many classes of systems. Hardware mechanisms, such as RISE and Warped-DMR, take advantage of under-utilized resources on GPUs for error detection. RISE includes techniques to predict and leverage idle SM cycles and compute cores to execute redundant work [51]. Warped-DMR provides error detection capabilities within a warp (Intra-warp DMR) and across warps (Inter-warp DMR) by exploiting underutilized resources on the GPU [14]. Both RISE and Warped-DMR require complex hardware changes and are not directly comparable with our approach. SwapCodes uses a cooperative hardware/software mechanism to reduce the overhead of intra-thread instruction duplication on GPUs [50]. The authors leverage the register file ECC logic to detect pipeline errors. Such a technique can be combined with ArmorAll to further improve application performance.

**Memory protection schemes:** For protecting the contents of storage elements such as the register file, caches, and main memory, ECC is applied to ensure error-free execution of the program. Schemes such as ECC and parity can detect faults only *after* valid data is written to the register file/memory and correction codes are properly generated (if applicable). In contrast, ArmorAll focuses on error detection in the datapath of the instruction *before* the output is written back to the register or memory.

### 4 Compiler Foundation on Dependence Analysis

To identify candidate instructions for duplication, our redundancy schemes leverage dependence analysis, which generates constraints on the execution order of instructions [2]. Dependencies represent two different kinds of constraints on program transformation—(1) data dependence and (2) control dependence. Data dependence arises due to constraints designed to ensure that data is produced and consumed in the correct order. Control dependence arises when an instruction’s execution depends on the outcome of a preceding instruction. We track both data and control dependence in the program, since maintaining these constraints is essential in guaranteeing program correctness.
Data Dependence: Data Dependence is usually performed by tracking the data flow in the CFG using Data Flow Analysis (DFA), either statically or dynamically. Unlike dynamic DFA, static DFA does not require the program to be executed at all on a machine. Depending on the direction of the analysis, DFA can be performed as forward analysis or backward analysis.

One of the auxiliary data structures constructed during DFA are Use-Def (UD) chains (and their counterpart, Def-Use (DU) chains). We describe the construction of UD chains and DU chains using an example shown in Figure 3. In the code provided, variable x is “defined” at statement S1 and S3, while its value is “used” in statement S4. A DU chain links each definition of x to those uses that a definition can reach. Therefore, they are generated through a forward traversal from S1 (the def of x) to S4 (the use of x), and similarly S3 to S4, given that no other definition of variable x exists on the path between S1→S4 and S3→S4. Alternatively, UD chains link each use of variable x to the definition, which reaches that use. Therefore, they are generated through a backward traversal from S4 (the use of x) to S1 and S3 (the def of x), given that no other definition of variable x exists between S4→S1 and S4→S3.

LLVM uses Static Single Assignment (SSA) form as its primary code representation, which ensures that each variable is written only once, and each use of a register is dominated by its definition [6]. To maintain the SSA form, a phi (Φ) node is often used to select a value depending on the predecessor of the current block. A Φ node is an IR instruction, which is not implemented in the ISA for most architectures. The SSA property of LLVM simplifies the creation of UD chains, which are a key component in our implementation.

Control Dependence: An instruction, x, is control dependent on another instruction, y, if y controls whether or not x is executed. Such instructions include simple branching instructions if_icmpecmp, if_icmpne, if_icmplt, if_icmpge, and so on. Since these instructions can control which instructions execute, they are a direct source of control dependence. As shown in Figure 3, S3 and S1 are control dependent on S0. However, S4 does not depend on S0 because S4 is always executed irrespective of the outcome of S0.

We ignore some sources of control dependences mentioned such as unconditional branching instructions, e.g., br label %bb_label. LLVM adds an unconditional branch instruction at the end of each basic block. These instructions are an artifact of LLVM and do not appear in the final assembly code generated by the backend. Moreover, though these instructions can change the flow of control for instruction execution, they are usually used with conditional branching instructions and, hence, were left out of consideration.
5 ARMORALL REDUNDANCY SCHEMES

Next, we introduce three compiler-based redundancy schemes that constitute ArmorAll. We analyzed the reliability behavior of GPU applications and designed the redundancy schemes based on the following observations:

**Observation 1:** Illegal memory accesses and addressing exceptions are caused not only by transient faults in registers that hold addresses, but also propagation of an earlier fault through the computation tree leading to those registers.

**Observation 2:** An incorrect output is often a result of corruption caused by either a bit flip in a register that holds an output value, or propagation of an earlier fault through the computation tree leading to one of those registers.

All three schemes leverage dependence analysis and UD chains, covered in Section 4, to create a sequence of instructions, which we refer to as a *path*. A path, for instance, contains a sequence of instructions – \{\(u_n, u_{n-1}, u_{n-2}, \ldots, u_1, u_0\)\}, where:

- \(u_i\): use of the value \(v_i\), which is defined in \(u_{i-1}\), where \(i \in \mathbb{N}\) or,
- \(u_i\): is an instruction, which is control dependent on \(u_{i-1}\), where \(i \in \mathbb{N}\).
- The last instruction in the path is \(u_0\): def of the value used in \(u_1\).

Since the path is generated through a *backward* walk, we use descending order to enumerate the instructions.

A path always begins from the root instruction, \(u_n\) and terminates when no more instructions can be traversed in that path. However, an application may contain multiple paths, depending on the number of root instructions identified. It is possible for an instruction to be part of multiple paths; in such cases, the instruction is only considered once. The two factors that distinguish the three schemes we propose are: (1) their root instruction and (2) the final worklist constructed.

The root varies depending on the entity that is being protected. The entity could be an address, a value, or both. The worklist includes an unordered set of instructions that appear on the path being traversed, starting from the root.

Once the final worklist is created, all instructions in the worklist (with a few exceptions) are considered *duplication-eligible* and subsequently duplicated. The duplicate instruction reads the same source operands as the original instruction but writes to a new destination register. The destination operands of the instruction are compared with their clones via additional verification instructions. If the verification fails, a mismatch warning is issued to the user. We also do not duplicate \(\Phi\) operations (if they appear in the worklist) and unconditional branch instructions, as these instructions do not translate into actual instructions in the final binary, as mentioned in Section 4. Next, we describe our three schemes, and how they protect these entities, in greater detail.

5.1 Address Armor

**Key Idea:** As the name suggests, Address Armor (AA) protects the *addresses* used by memory instructions. To address the first observation, the goal of AA is to track all instructions that participate in memory address computation. Since both load and store instructions access memory, they naturally become the root for this scheme. AA *does not* protect the value loaded or stored by the instructions, only their addresses.

**Implementation:** In LLVM, the instruction `getelementptr` (GEP) is typically used to compute addresses for both load and store instructions. Therefore, the Address Armor first initializes a worklist with all root/getelementptr instructions present in the program. For each GEP instruction in the worklist, it tracks all instructions that appear in the data and control dependence path and
adds them to the worklist, if not previously added. This process continues until the path for all GEP
instructions is completely traversed and no further instructions can be added to the worklist.
The final worklist, $S_{AA}$, is a set of instructions, expressed as the union of all paths $\bigcup P_j$, where $P_j$
is the sequence of instructions traversed, starting from the root $j \in \mathbb{N}$.

In AA, we do not duplicate load and store instructions themselves. Since the addresses of these instructions are protected by AA, there is no need to execute them twice. One might argue that corruption in their value can still lead to an incorrect output. However, protecting the value is not the objective of AA. We relax the constraints by assuming that when an application is protected using AA, the likelihood of the values getting corrupted is low.

**Summary:**

- **Goal:** To protect addresses used by load and store instructions.
- **Root:** Load and Store instructions.
- **Which instructions from the worklist are duplicated?** ALU, Floating point, Compare, and GEP instructions.
- **Which instructions are not duplicated?** Loads, Stores, Barriers, Phi, and Unconditional Branch instructions.

### 5.2 Value Armor

**Key Idea:** This scheme, as its name suggests, is based on our second observation and protects the values written to memory by store instructions. The goal of Value Armor (VA) is to track all instructions that contribute to the computation of an output value. Since the output value is written to memory using store instructions, they become the root instruction for this scheme. VA does not protect the addresses used by a store (or a load) instruction, only the values.

**Implementation:** VA first initializes a worklist with all the root instructions (here, store instructions). For each root instruction in the worklist, it tracks all instructions that appear in the data and control dependence path and adds them to the worklist. A path terminates when it either encounters a load instruction, or if there are no further instructions that can be added to the path. If VA keeps tracking dependence beyond load instructions (Syntax: `%val = load i32* %ptr`), then its path will include instructions that compute the address of the load, which is contrary to the goal of the VA. Therefore, all instructions are added to the worklist until one of the termination conditions (described above) is encountered. The final worklist, $S_{VA}$, is a set of instructions, expressed as the union of all paths $\bigcup P_k$, where $P_k$ is the sequence of instructions traversed, starting from the root $k \in \mathbb{N}$.

Since the value must be protected by VA, we also duplicate the load instructions that appear on the worklist, unlike AA. In this case, we assume that when an application is protected using VA, the likelihood of the address being corrupted is low.

**Summary:**

- **Goal:** To protect values used by load and store instructions.
- **Root:** Store instructions.
- **Which instructions from the worklist are duplicated?** ALU, Floating point, Compare, Load, and GEP instructions.
- **Which instructions are not duplicated?** Stores, Phi, Barriers, and Unconditional Branch instructions.

### 5.3 Hybrid Armor

**Key Idea:** This scheme, as its name suggests, protects both the values and addresses of load and store instructions. The goal of Hybrid Armor (HA) is to track all instructions that contribute to
the computation of the output value and addresses. Since the output value is written to memory using store instructions, they are also the root for this scheme.

Implementation: The HA scheme first initializes a worklist with all of the root instructions (i.e., store instructions). Similar to AA and VA, for each root instruction in the worklist, HA tracks (using a backward traversal) all instructions that appear in the data and control dependence path and adds them to the worklist. The major difference between HA and VA is that HA does not terminate the UD chain at load instructions (Syntax: \texttt{val = load i32* \texttt{ptr}}). Since HA is a combination of VA and AA, the path for HA must include instructions that compute the memory address (\texttt{ptr}) as well. Therefore, we take into account the path beginning from load instructions, without explicitly designating them as root instructions. This process continues until the path for all store instructions is completely traversed, and no further instructions can be added to the worklist. The final worklist, \( S_{HA} \), can be expressed as the union of set of instructions in AA and VA, \( S_{AA} \cup S_{VA} \), where \( S_{AA} \) and \( S_{VA} \) are the final worklists generated by AA and VA, respectively. Since both the value and address of a store are protected by HA, there is no need to duplicate the store instruction.

Summary:

- **Goal:** To protect both values and addresses used by load and store instructions.
- **Root:** Store instructions.
- **Which instructions from the worklist are duplicated?** ALU, Floating point, Compare, Load, and GEP instructions.
- **Which instructions are not duplicated?** Stores, Phi, Barriers, and Unconditional Branch instructions.

6 EVALUATION METHODOLOGY

Fault Injection Framework: As mentioned in Section 1, we focus on the reliability of the processor pipeline. Traditional methods to protect the execution units require the entire pipeline to be duplicated, which is prohibitively expensive. Therefore, one way to emulate transient faults in the execution units is to flip random bits in destination registers using software. Injecting faults in a destination register is equivalent to a fault occurring in the execution unit. If a fault occurs in a destination register and propagates and pollutes subsequent instructions, the impact will be captured by ArmorAll. In this work, we assume that memory is protected by ECC.

In this article, we use an LLVM-based fault injection framework called LLFI-GPU [26]. The benefits of using LLVM are that it offers portability and modularity by isolating itself from the high-level language, as well as from the ISA and other hardware-specific details. Faults can be injected either at a hardware or software level [5, 31, 48]. Hardware methods can inject faults into components such as chip pins and caches, which are not accessible to a software fault injector. LLFI-GPU captures the faults that are visible at the application level and are not masked by the hardware. Microarchitectural fault injection studies are typically done on a simulator, enabling faults to be injected in hardware structures such as caches, which are not exposed to the application [15]. Our study injects faults in the program state while running on real hardware. We anticipate that our conclusion would not differ significantly if microarchitecture-level bit flips were detected at the application level (i.e., faults that are not masked).

Though we use a NVIDIA Kepler K20 to perform our fault injection campaign, it is important to note that our redundancy schemes are not tied to any specific GPU architecture. The choice of the Kepler is tied to the LLFI-GPU toolset. Moreover, the LLVM framework is agnostic to the source language, as well to the hardware specifics. There are no known limitations of using LLVM that prevent ArmorAll from being effective on GPUs belonging to the same or different vendors.

LLFI-GPU is hosted in the nvcc compiler stack, labeled as the “fault injector” in Figure 2. The LLVM IR is not directly exposed to the user; LLFI-GPU attaches a dynamic library to nvcc, which
can intercept the call to the LLVM compilation module [1]. At this point, the passes of LLFI-GPU are invoked to instrument the program. LLFI-GPU then returns the instrumented LLVM IR to nvcc, which proceeds with the rest of the compilation process to transform it into PTX code. Our compilation passes are implemented as the last step in the LLFI-GPU framework, in order to leverage the existing LLVM optimizations and to ensure that no LLVM optimization can further modify the code. We further analyzed the SASS code of all CUDA applications using the NVIDIA tools, cuobjdump and nvdisasm, to ensure that our code was not optimized by the ptxas backend [35]. The output of the duplicate instructions are verified with the original instructions to notify the user of a mismatch; hence, they are not treated as dead code by the backend. The fault model of LLFI-GPU considers transient hardware faults that occur in the computational elements of the GPU, including pipeline stages, flip-flops, ALUs, and the register file [26]. It assumes GPU memory or cache, its control logic, and instruction encodings are protected with ECC. This fault model is inline with other work in the area [19, 29, 46].

**Benchmarks:** We evaluate the error detection capability of ArmorAll by performing an extensive fault injection campaign on a diverse set of CUDA applications from the CUDA SDK [37]. We achieve a 95% confidence interval and a 3.1% error margin by performing 1,000 injections in each application [25]. In prior work, achieving a 95% confidence interval, with a <5% error margin, has been deemed accurate [17, 20, 34, 42, 43]. We inject single-bit flips into the destination register of a randomly selected LLVM instruction (one fault per run of the application). When checking for errors, we compared the output of the kernel with the fault injected against the golden output (without any fault injection). For precision-based applications, we used the default values of the L1 and L2-Norm provided in the benchmark, which typically ranged between 5e-4 to 1e-6. To gather GPU performance and occupancy statistics, we used the nvprof tool and measured the application runtime on a real Kepler K20.

**Outcome Classification:** Before we dive deeper into the error detection capabilities of each redundancy scheme, we will describe the error outcomes that are plausible when a fault is injected. As mentioned in Section 5, the duplicate instruction reads the same source operands as the original instruction, but writes to a new destination register. The destination operands of the instructions are verified (with their clones) via additional verification instructions. If the verification fails, a mismatch warning is issued to the user. However, we allow the program to continue execution, even if a mismatch is detected. This enables us to evaluate the accuracy of the detection scheme, and if we were being too conservative. Our fault injector design ensures that faults are not injected in the verification instructions. However, in an actual implementation, verification instructions could be affected by transient faults. In any reliability scheme, the checker is a potential point of failure in the system.

When a fault is injected in the program, one of the outcomes described in Table 1 is possible. When a fault does not manifest into an error upon program completion, and no mismatch is detected during its execution by ArmorAll, we categorize it as Masked:undetected. This is an ideal case that leverages the inherent resiliency of the application. However, since our redundancy schemes duplicate the instructions and verify their output with the clones immediately, it does not provide much opportunity for masking. Sometimes a fault occurring in a duplication-eligible instruction could have been masked if it was allowed to propagate; instead, a mismatch was detected early on due to the conservative nature of ArmorAll. Such a category is called Masked:detected.

When a faulty bit is read by the program and causes a wrong program output (i.e., a visible error), an SDC is said to have occurred. If the propagation of the fault is detected by ArmorAll before it corrupts the output of the program, it is considered an SDC:detected. The higher the number of SDC:detected outcomes means better error protection. If the fault corrupts the output value and the fault was not detected during its propagation, it is referred to as SDC:undetected.
Table 1. Possible Error Outcomes for ArmorAll Redundancy Schemes

| Outcome          | Synopsis                                      | Behavior           |
|------------------|-----------------------------------------------|--------------------|
| Masked:undetected| Fault was masked and no mismatch was detected | Desirable (Higher is better) |
| Masked:detecected| Fault that would have potentially been masked, but a mismatch was detected by the Armor | Undesirable (Lower is better) |
| SDC:undetected   | SDC that was not detected by the Armor         | Undesirable (Lower is better) |
| SDC:detecected   | SDC that was detected by the Armor             | Desirable (Higher is better) |
| DUE:undetected   | Crash/DUE that was not detected by the Armor   | Undesirable (Lower is better) |
| DUE:detecected   | Crash/DUE that was detected by the Armor before it occurred | Desirable (Higher is better) |

We allow the program to continue execution, even if a mismatch is detected. This enables us to evaluate the accuracy of the detection scheme.

Finally, DUEs occur when a system is able to detect an error but is unable to recover from the error. Our goal is to detect errors that can cause these DUEs before they occur so that they can be prevented. We refer to the errors that were detected by ArmorAll before the DUE occurred as DUE:detecected. If ArmorAll was unable to detect them and the system eventually crashed or completed execution with any other undesirable behavior, it is called DUE:undetected.

While our focus in this work is Error Detection, our proposed redundancy schemes can be augmented with any appropriate Error Recovery mechanism, such as checkpointing, to allow applications to rollback to the checkpoint and restart execution when a mismatch is detected [11, 23]. Checkpointing schemes on GPUs require saving the state so that the application can be restarted. The majority of the checkpointing overhead comes from transferring data from the GPU to the host. Recent checkpointing studies demonstrated a fast checkpoint-recovery scheme on GPUs, introducing an average overhead of 6% to application runtime [11]. Their work aims to optimize the checkpointing overhead by overlapping computation with the storage of a checkpoint image to a stable storage system. Error correction techniques, such as instruction triplication, can also be used when a mismatch is detected. Error recovery or correction are interesting avenues for future research, but are currently beyond the scope of this work.

7 RESULTS

Next, we will evaluate the detection coverage and the associated overhead of the three redundancy schemes described in Section 5. We will also propose a set of heuristics that will allow the compiler to choose the best redundancy scheme out of the three.

7.1 Instruction Duplication Overhead

Static: We first measure the instruction coverage as a fraction of the number of static instructions in the program that are assumed to be protected via instruction duplication. As shown in Figure 4, the range of static instructions duplicated for AA varies from 8–54%, with an average coverage of 35.9%. VA duplicates between 2%–42% the instructions, with an average of 20.4% of the static instructions. Since HA protects both values and addresses of load and store instructions,
the duplication rate is higher than with AA and VA. Its coverage ranges between 38%–62%, with an average of 52.2% of the static instructions duplicated. For each instruction duplicated, there is an additional verification instruction to compare the outputs of the original instruction and the duplicated instruction. The average code bloat (increase in the size of the program binary, including the unduplicated host code) for AA, VA, and HA is 26.2%, 19.2%, and 27.5%, respectively. The baseline used for comparison does not perform any instruction duplication. For all Armor types, the minimum increase in binary size was observed in Vector Addition (VECADD), whereas the maximum increase was observed in Matrix Transpose (TRNPOS) applications, as shown in Table 2. The size of the binary is one indication of the size of the memory footprint for the application. It can stress the cache performance and memory bandwidth on the GPU.

**Dynamic**: Next, we evaluate how the static coverage translates into dynamic instruction overhead. Figure 5 shows the percent increase in the dynamic instructions executed, as compared to the baseline. The dynamic instructions executed in the Armors include the duplicated instructions, verification instructions, as well as the notification instructions. The baseline does not provide any duplication. The percent increase in the dynamic instruction count varies across applications, with an average increase of 60.7%, 42.8%, and 90.1% for AA, VA, and HA, respectively. As expected, HA protects both addresses and values; hence, it adds more duplication and verification to the kernel. The instruction overhead of the Hybrid method is not always the same as the sum of the overheads for the individual Value and AA methods. The instructions duplicated by Value and AAs may not be mutually exclusive. For example, instructions that handle control dependence (if-else) can fall in the path of both Address and VA but are only considered once during HA. This explains the behavior of TRNSPOS and VECADD in Figure 5. The number of verification instructions can be reduced by delaying the verification after a few instructions by using a signature register [29].
Fig. 5. Percentage increase in dynamic instruction count compared to the baseline. Average increase for AA, VA, and HA are 60.7%, 42.8%, and 90.1%, respectively.

However, there is a risk that an application may crash/hang before the delayed check is encountered. Therefore, VA might benefit more from delaying verification than AA or HA as the risk of DUEs is assumed to be lower in case of applications protected by VA.

7.2 Error Detection Capability of ArmorAll

As mentioned earlier, we allow an application to continue execution even if a mismatch is detected. This allows us to evaluate the accuracy of the detection and know whether we were too conservative. When a fault is injected, one of the outcomes listed in Table 1 is possible. We discuss the detection capability of each Armor for DUEs, SDCs, and Masked, in this order.

7.2.1 Address Armor. In this section, we will focus on the error detection capability of AA. The goal of AA is to protect the addresses used by load and store instructions. Typically, illegal memory accesses can cause DUEs, which can be prevented if the instructions computing memory addresses are protected. As shown in Figure 6, AA is highly efficient and is able to detect 100% of the DUEs (right-most bars) for the given set of applications, despite duplicating only 35.9% (on average) of the static instructions (see Figure 4). However, DUEs triggered by the hardware may not be captured by ArmorAll, since the application can crash before the duplicated instruction is executed.
Interestingly, one of the unexpected behaviors in AA is that it is also able to detect SDCs (middle bars), along with DUEs. This is because AA was able to prevent threads from accessing incorrect (but not illegal) memory addresses and reading/writing wrong values, which can eventually lead to an SDC. Therefore, AA is able to protect more than what it was originally designed for.

Due to the conservative nature of ArmorAll, we are able to detect some of the outcomes that would have been masked if the error was allowed to propagate. However, AA is still able to provide some undetected error masking in all applications. We will discuss the masking offered by ArmorAll in further detail in Section 8.

### 7.2.2 Value Armor

Figure 7 shows the error detection capability of VA. The goal of VA is to protect the values used by load and store instructions.

As shown in Figure 7, VA is unable to detect any DUEs, which is an expected behavior because protecting against DUEs is not the primary goal of VA. Protecting output values can help detect SDCs, as seen in many applications. In case of BlackScholes (BLKSCH) and Matrix Multiplication (MATMUL), VA is able to detect more than 95% SDCs with about 42% and 19% instruction coverage, respectively, for the two applications. Similar behavior can be seen in the case of ConvolutionFFT2D (CFFT2D), Finite Difference Time Domain (FDTD3D), Histogram (HISTO), Scalar Product (SPROD), Scan (SCAN), and Sobol Quasi Random Number Generator (SQRNG), where VA can detect over 70% the SDCs, with an average instruction coverage of 26%.

For the Discrete Walsh Transform (DWT1D), Matrix Transpose (TRNPOS), and Vector Addition (VECADD) workloads, VA does not perform as well. This is because these applications are mainly address-bound (computing addresses). In TRNPOS, the kernel performs a large number of matrix-based moves (loading from one location in the matrix and storing to a different location). All other instructions in this kernel compute addresses. This behavior can also be observed in Figure 4, which shows that only 2% of the instructions are duplicated by VA. Therefore, TRNPOS does not benefit from VA.

In the case of VECADD, the dominant operation is vector addition of two vectors A and B, expressed as: $C[i] = A[i] + B[i]$, where $i = blockDim.x * blockIdx.x + threadIdx.x$. Here, $i$ holds the offset from the base address of each vector. The effective address is computed using the LLVM getelementptr instruction, which returns a pointer to the value at (base address + offset). If a fault corrupts the value of $i$, it changes the offset. Thus, a thread could end up reading the value from
another index belonging to another thread. On GPUs, all threads can access the global memory space and nothing prohibits a thread from reading another global memory location. In addition, a fault in the value of $i$ can also cause DUEs if the effective address computed is beyond the legal memory space assigned to the application. This is because bit flips in more significant (i.e., high order) bits can cause larger deviation in the offset resulting in memory exceptions. Since VA does not protect addresses, it will be unable to capture this behavior.

Lastly, VA shows high Masked:undetected for applications that are address-bound, or have a mix of addresses and data values, such as MATMUL. This is because most of the instructions in these applications are not duplicated using VA; hence, there is more opportunity for Masking. In contrast, applications such as BLKSCH, SQRNG, and BINOPT are floating-point applications. Therefore, any slight change in their values will be detected by VA, reducing the likelihood of Masking.

7.2.3 Hybrid Armor. Figure 8 shows the error detection capabilities of HA. HA protects both values and addresses used by load and store instructions.

Similar to AA, HA is able to detect all DUEs. In terms of SDC detection, HA provides the combined detection capability of AA and VA, and can detect over 98% of the SDCs across all applications. However, HA is more conservative than AA and VA, leaving little room for any potential masking opportunity. This can be seen in the high percentage of Masked:detected outputs across all applications. This overhead comes with high coverage requirements.

7.3 Performance Overhead

In this section, we analyze the performance overhead of our three schemes as compared to a baseline that uses no instruction duplication. In addition to comparison with the baseline, we also quantitatively compare our results with a prior state-of-the-art software-based approach that protects all execution units using thread-level duplication (TLD) [54]. We recognize that TLD provides additional coverage to the register file and local memory, which we assume is protected by ECC. Figure 9 shows the execution time of applications run with ArmorAll and with TLD, relative to the baseline (without any duplication). The average increase in runtime for AA, VA, and HA versus the uninstrumented baseline is 1.7X, 1.39X, and 2X, respectively. Compared to TLD, the average improvement in the runtime is 42.6%, 53.2%, and 32.2% for AA, VA, and HA, respectively. We discuss the sources of slowdown in both TLD and ArmorAll.
Fig. 9. Runtime of applications equipped with ArmorAll and with TLD, relative to the baseline (no duplication). The average improvement in the runtime, as compared to TLD, is 42.6%, 53.2%, and 32.2% for AA, VA, and HA, respectively.

State-of-the-art: (1) TLD creates a duplicate copy of each thread, identified as a leading thread and a trailing thread. At every store instruction, the leading thread places the value in a global buffer, and the trailing thread reads the value from the buffer and verifies it with its private copy before committing the store instruction. This process requires explicit synchronization between the leading and trailing thread to ensure that the values are written and read in the correct order. The high overhead in TLD can mainly be attributed to inter-block communication and synchronization between threads during store instructions.

(2) Unlike ArmorAll, programmer intervention is needed in TLD to modify the host code to ensure spare compute resources are available for the redundant threads. Workloads can benefit from TLD if they have spare resources available (e.g., lower than 50% occupancy); however, many of the GPU applications we studied have an occupancy greater than 50%, as shown in Figure 10. Despite the availability of spare compute resources, the synchronization overhead with TLD can adversely impact the performance of an application.

Our approach: For ArmorAll, there are three sources of slowdown across applications. First, due to additional instructions added to the kernel (for duplication, verification, and notification), there are more dynamic instructions executed per thread, which increases the runtime. Second,
the addition of these new instructions can introduce new dependencies in the kernel and limit opportunities to schedule and software pipeline instruction sequences. These added dependencies can contribute significantly to the performance overhead.

Third, the duplicate instruction reads the same input operand and writes to a new destination register. This may increase the overall register pressure, depending on the number of instructions duplicated, and consequently, impact the warp occupancy of the application. Occupancy is the number of active warps, divided by the maximum number of warps that can be placed on an SM. One of the ways to determine the number of active warps is based on the maximum resources used by the kernel. The three resources that limit kernel occupancy are (1) local/shared memory usage, (2) block size (number of threads in a block), and (3) register usage. All three metrics can be extracted statically to provide an upper bound on the kernel occupancy. The results shown in Figure 10 demonstrate the occupancy of the baseline (no duplication) and after ArmorAll was applied. The local memory usage and block size remained the same in the baseline and the ArmorAll-equipped applications. Only the kernel’s register usage changes, as additional duplicate instructions are inserted in the code. The duplicated instruction reads the same input operand and writes to a new destination register. This may increase the overall register pressure, depending on the number of instructions duplicated. Therefore, the change in occupancy shown in the figure is a result of changing register pressure.

From our experimentation, most of the applications did not show much change in their occupancy when executed with the Armors as compared to the baseline. The only exceptions were BINOPT, BLKSCH, and MATMUL. In the case of BINOPT and MATMUL, the reduction in occupancy had an adverse impact on the execution performance. However, reduction in occupancy may not always reduce the execution performance. This can be observed in BLKSCH where there is not much change in the runtime of the application, despite a reduction in occupancy. Sometimes a reduction in occupancy can also improve the performance of an application, although we did not observe this phenomenon in our applications. Running fewer threads on the SM can reduce memory contention and improve the runtime of the application. Therefore, low occupancy does not necessarily imply poor performance. Occupancy is an important factor for ArmorAll methods, as it may negatively impact performance. The question of whether changing occupancy will impact the performance when ArmorAll is applied depends heavily on the nature of the application and requires further investigation.

7.4 Choosing the Best Armor for an Application

In this section, we propose heuristics to identify the redundancy scheme that is likely to offer the best error protection to an application. Our heuristics utilize static information, which allows the compiler to select the redundancy scheme at compile-time. We choose to not use the commonly-used performance metrics, such as memory intensity, or compute intensity for characterizing reliability as they can be misleading [21]. Our results have shown that faults in instructions that compute addresses for load/store instructions can also cause illegal memory accesses, and not just load and store instructions themselves. Therefore, solely focusing on the number of loads and stores in an application may not provide the complete picture.

Instead, we measure the cardinality of the final worklist generated by each Armor as a metric to choose the best Armor. As mentioned in Section 5, each Armor constructs a worklist, which is a set of unique static instructions that appear on the data and control dependence path, starting from a root instruction. Mathematically, cardinality is defined as the number of elements present in a given set. In this context, cardinality is the number of static instructions in the final worklist constructed by the Armor, after removing the duplication-ineligible instructions. The remaining instructions are considered highly vulnerable and must be duplicated. We use the following
notation to represent cardinality:

\[ |S_{AA}| = \text{Cardinality of the worklist generated by AA} \]
\[ |S_{VA}| = \text{Cardinality of the worklist generated by VA} \]
\[ |S_{HA}| = \text{Cardinality of the worklist generated by HA} \]

If the cardinality of AA is greater than the cardinality of VA, it implies that the application will be better protected if AA is chosen. The rationale behind this scheme is that the longer the total path, the more opportunities there are for the fault to propagate to the output. Also, a larger number of instructions will expose more hardware logic to transient faults, resulting in a higher error probability. As these instructions are considered highly vulnerable, the likelihood of an application failing is higher if they are left unprotected. For example: if \(|S_{AA}| = 80\) and \(|S_{VA}| = 10\), it would be more logical to guard the application using AA rather than VA, as 80 instructions are more likely to cause an error than 10 instructions. Similarly, if \(|S_{VA}| \ll |S_{AA}|\), it is better to invoke VA. However, if the \(|S_{AA}| \approx |S_{VA}|\), then HA is expected to provide better overall coverage.

We summarize the selection criteria as follows:

\[ |S_{AA}| \gg |S_{VA}| \rightarrow \text{Address Armor} \]
\[ |S_{AA}| \ll |S_{VA}| \rightarrow \text{Value Armor} \]
\[ |S_{AA}| \approx |S_{VA}| \rightarrow \text{Hybrid Armor} \]

The cardinality of each application is reflected in Figure 4 as a fraction of the total number of static instructions in the application. In the case of BLKSCH, the cardinality of VA is clearly much higher than for AA. The error detection results also reflect that AA is not able to protect against most of the SDCs, whereas VA can successfully overcome 90% of the errors. Therefore, choosing VA will provide better error protection in the case of BLKSCH. For applications DWT1D, FDT3D, HISTO, MATMUL, SQRNG, TRNSPOS, and VECADD, the cardinality for AA is 2X higher than the cardinality of VA. This can be seen in Figure 6, showing AA can protect against more than 80% of the DUEs and SDCs in these applications, on average.

For BINOPT, CFFT2D, SPROD, and SCAN, the AA to VA cardinality ratio is close to 1. Therefore, HA is expected to provide better coverage for these applications. However, in the case of SPROD, HA can be too conservative as AA can protect against most of the errors. Overall, our heuristic has been able to choose the Armor correctly for 11 out of 12 of the applications (91.7% accuracy), with SPROD being the only exception. We observe an average improvement of 64.5% in runtime versus TLD when employing the best redundancy scheme chosen using the proposed selection criteria.

In our approach, the cardinality is measured using the number of static instructions in the worklist. It does not take into account the execution frequency of these instructions. The number of times an instruction executes can change the dynamic path length of the redundancy schemes and impact the selection criteria. However, for the applications we studied, the trend of static and dynamic instructions has remained the same for most applications, as seen in Figures 4 and 5. Using the dynamic instruction count is an alternative; however, it will not improve the overall prediction accuracy for the current set of applications. Moreover, making a decision at compile-time further saves the overhead of re-executing an application on the GPU. By calculating the cardinality of AA, VA, and HA statically, the compiler can choose the most appropriate Armor without relying on dynamic profiling information. The selection criteria can be extended in the future to include the weights of the instructions in the worklist as more applications are added to the suite.
The error detection results show that HA is quite conservative, as it detects most of the errors that could have potentially been masked. The drawback of being conservative is that when ArmorAll is augmented with any error recovery scheme (e.g., check-pointing), the application must roll back to a checkpoint and restart from there whenever a mismatch is detected. This can cause significant execution overhead. The more conservative an approach is, the more the application may suffer from rollback-restart overhead; and this may be unnecessary many times.

In this section, we try to relax the detection constraints in ArmorAll. One of the opportunities to relax and improve ArmorAll’s detection capabilities is during execution of floating-point applications/operations [40]. We observed that in floating point operations, detecting a small perturbation in a value may not always impact the final program output. This prompted us to experiment with different detection precisions, starting with a difference of 0.1, as shown in Figure 11. In this case, we only report a mismatch when the difference in the output of the original and duplicated (floating point) instruction is greater than 0.1. In other words, we allow any difference less than 0.1 to propagate, and observe its impact on the output of the application, as well as the behavior of ArmorAll. We do not modify the default L1 or L2-Norm used to compare the final value(s) with the golden output in these applications. The value of 0.1 was selected experimentally and is used to test the potential of approximate detection. We also experimented with a precision of 0.001, but did not observe any significant change in the results. For the sake of brevity, we only show the results for a detection precision of 0.1. In future work, we plan to leverage Algorithmic Differentiation to help identify the best precision value to use for error detection [32].

To demonstrate the results for approximate detection, we only chose a subset of the applications, focusing on those that use floating point operations. We have chosen HA to demonstrate approximate detection since it was found to be the most conservative. However, the approach can also be applied to AA and VA to increase the number of Masked:undetected outcomes, thereby improving their performance. Most applications show an increase in Masked:undetected outcomes, as intended, while BINOPT and BLKSCH show the largest increase. SQRNG primarily uses integer operations and eventually converts those values to floating point, hence, not leaving much room for approximate detection. Some applications, such as BLKSCH, FDTD3D, and VECADD also show a slight increase in the number of undetected SDCs. This side effect is because some of the deviations under 0.1, which were not detected, did not get masked and eventually propagate to the output.
In practice, it may not be possible to assure \textit{a priori} that we can eliminate all causes of unreliability. Therefore, the goal of fault tolerance is to reduce the system failure rate, increasing the availability to an acceptable level\,[33]. ArmorAll provides opportunistic coverage with no provable guarantees for systems having real-time constraints, such as safety and mission-critical systems. This makes our approach more suitable for commodity systems and selected classes of HPC applications. Performing radiation testing on ArmorAll-equipped applications will provide accurate Failure-in-time (FIT) estimates and determine ArmorAll’s suitability to safety and mission-critical systems\,[41].

9 CONCLUSION

In this article, we propose three novel reliability-aware compiler-based redundancy schemes that can provide adjustable levels of fault coverage to individual GPU applications. The redundancy schemes are designed with the goal of providing selective coverage to applications by protecting one or both of these entities—address and/or values used by load/store instructions. Our evaluation shows that, depending on the redundancy scheme chosen, ArmorAll can achieve an average reduction of 100\% of DUEs or 98\% SDCs or both, while only requiring to cover 60.7\%, 42.8\%, or 90.1\% of the dynamic instructions, respectively. In comparison to a state-of-the-art scheme, the performance overhead of our redundancy schemes shows an average improvement of 64.5\% when using the best redundancy scheme across the studied applications. For future work, we plan to implement a deferred verification technique to further improve the performance of ArmorAll, as well as integrating the toolset with recovery mechanisms. One potential technique that could reduce the overhead of HA is to track the execution frequency of the instructions in final worklist and only duplicate those instructions that execute most often. This way, runtime information can be used to improve the performance of HA. We also plan to perform a quantitative comparison of ArmorAll with prior instruction duplication techniques in future work.
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