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Abstract. Our main goal is to show that the Gelfand–Tsetlin toric degeneration of the type A flag variety can be obtained within a degenerate representation-theoretic framework similar to the theory of PBW degenerations. In fact, we provide such frameworks for all Gröbner degenerations intermediate between the flag variety and the GT toric variety. These degenerations are shown to induce filtrations on the irreducible representations and the associated graded spaces are acted upon by a certain associative algebra. To achieve our goal, we construct embeddings of our Gröbner degenerations into the projectivizations of said associated graded spaces in terms of this action. We also obtain an explicit description of the maximal cone in the tropical flag variety that parametrizes the Gröbner degenerations we consider. In an addendum we propose an alternative solution to the problem which relies on filtrations and gradings by non-abelian ordered semigroups.

Introduction

Toric degenerations as well as other flat degenerations of flag varieties have been studied extensively over the past thirty years. A fascinating aspect of this field is the large number of constructions from diverse research areas that produce these degenerations as well as the relationships between these constructions. We recommend [Kn] for a short overview and [FaFL1] for a more detailed survey.

One such source of degenerations of flag varieties is the recently popular field of PBW degenerations where one first degenerates the representations and then defines the degenerate variety in this context. The original construction here is due to [Fe]. This paper was written with the initial goal of showing that the scope of this approach is broader than previously believed and that other, seemingly...
unrelated, degenerations of the flag variety can be obtained in similar fashion. More specifically, we focus our attention on what is one of the earliest and most popular flat degenerations: the Gelfand–Tsetlin toric degeneration of the type $A_n$ flag variety. It was first constructed in [GL]; the connection to Gelfand–Tsetlin polytopes is due to [KM]. The reader is also referred to [MS, Sect. 14] for an exposition and to [BCKS], [Ch], [Ca], [NNU, L] for various generalizations and interpretations. The main goal of this paper is to answer the following

Motivating question. How can one degenerate the representation theory of $\mathfrak{sl}_n$ in order to obtain the Gelfand–Tsetlin toric degeneration within a context similar to that of PBW degenerations?

First, let us outline a general setting which covers the known constructions of PBW degenerations. We will refer to such settings as “degenerate representation theories”. For a complex semisimple Lie algebra $\mathfrak{g}$ choose a triangular decomposition and let $\mathfrak{n}_-$ be the nilpotent subalgebra spanned by negative root vectors. Consider a filtration of the universal enveloping algebra $U(\mathfrak{n}_-)$ which respects multiplication and provides an associated graded algebra $\text{gr} U(\mathfrak{n}_-)$. The filtration on $U(\mathfrak{n}_-)$ induces a filtration on every finite-dimensional irreducible representation $L_\lambda$, the associated graded space $\text{gr} L_\lambda$ is then naturally a $\text{gr} U(\mathfrak{n}_-)$-module, the degeneration of $L_\lambda$. Furthermore, for certain well-behaved filtrations it turns out that $\text{gr} U(\mathfrak{n}_-)$ is itself a universal enveloping algebra, hence $\text{gr} L_\lambda$ is acted upon by the corresponding Lie group $N^{\text{gr}}$. In $\mathbb{P}(\text{gr} L_\lambda)$ consider the point corresponding to the line of highest weight vectors. The closure $F^{\text{gr}}$ of the orbit of this point under the $N^{\text{gr}}$-action is the corresponding degenerate flag variety which, in some situations, constitutes a flat degeneration.

We point out that most of the research carried out on this subject is concerned specifically with the standard filtration by PBW degree. In this case $\text{gr} U(\mathfrak{n}_-)$ is the symmetric algebra $S(\mathfrak{n}_-)$ and $N^{\text{gr}}$ is simply $\mathbb{C}^{\dim \mathfrak{n}_-}$ under addition, while $F^{\text{gr}}$ is, in general, some non-toric singular variety known as the abelian PBW degeneration. The (ongoing) studies of this particular setting have resulted in works by a wide range of authors, in particular, see [Fe], [FFL1], [ABS], [FFL2], [CFR], [CL]. However, to us it is important that this scenario can be generalized beyond the standard PBW filtration to obtain a wider class of flat degenerations [FFL3], [FaFFM].

We give two different answers to our motivating question which bear certain parallels to these two respective papers. However, each of these answers involves a generalization of the above concept of a degenerate representation theory.

To give the first answer we consider a family of Gröbner degenerations $F^S$ that includes the Gelfand–Tsetlin toric degeneration (from now on we set $\mathfrak{g} = \mathfrak{sl}_n$). We show that each such Gröbner degeneration $F^S$ defines a filtration on every $L_\lambda$ which produces the degenerate representations $L_\lambda^S$. These filtrations may also be obtained representation-theoretically, however, the key difference from previous constructions is that we first define a certain deformation $\Phi_n$ of $U(\mathfrak{n}_-)$ that acts on every $\mathfrak{g}$-representation $L_\lambda$ and degenerate the action of this algebra rather than that of $U(\mathfrak{n}_-)$. Thus we obtain a $\Phi_n$ action on every $L_\lambda^S$. However, $\Phi_n$ is not a universal enveloping algebra and we need to find a different method of recovering
the degenerate flag variety from the degenerate representation theory, a method that would not rely on the existence of a group action. We propose two such (equivalent) methods within our first answer to the motivating question. The first is to imitate the group action by taking exponentials. Let \( \Phi_n \) be generated by \( \varphi_{i,j} \) with \( 1 \leq i < j \leq n \) corresponding to the negative roots.

**Theorem A** (cf. Theorem 4.8). \( F^S \) is isomorphic to the closure of the set of points of the form \( \prod_{i,j} \exp(c_{i,j} \varphi_{i,j})v_\lambda^S \) where \( c_{i,j} \in \mathbb{C} \) and \( v_\lambda^S \in \mathbb{P}(L_\lambda^S) \) is the highest weight line.

The second method relies on the existence of tensor products and Cartan components for our degenerate representations. These provide us with a commutative algebra structure on \( \mathcal{P}^S = \bigoplus_i (L_i^S)^* \). The degenerate flag variety can be defined as the “multigraded Proj” of \( \mathcal{P}^S \), in other words, we prove the following

**Theorem B** (cf. Theorem 4.12). \( \mathcal{P}^S \) is generated by the components \( (L_i^S)^* \) (for fundamental weights \( \omega_i \)) and the kernel of the surjection \( \mathbb{C}[\bigoplus_i (L_i^S)^*] \to \mathcal{P}^S \) cuts out a subvariety in \( \times_i \mathbb{P}(L_i^S) \) that is isomorphic to \( F^S \).

While the characterization in Theorem A is similar to the original orbit closure definition, the one in Theorem B has the advantage of being independent of the highest weight. Let us also note that while analogs of Theorem B are not given explicitly in [FFL1], [FFL3], [FaFFM] such analogs do hold and can easily be derived.

This first answer to the motivating question has several similarities to [FaFFM]. In both cases the Gröbner degenerations in consideration are parametrized by a polyhedral cone and points in the cone’s interior provide a toric degeneration. In [FaFFM] this toric degeneration is the one associated with the Feigin–Fourier–Littelmann–Vinberg (or FFLV) polytope ([FFL1]), here we obtain the desired Gelfand–Tsetlin toric degeneration. Moreover, similarly to [FaFFM] we show that this cone can be identified with a maximal cone in the tropical flag variety. Thus we obtain what is the second explicit description of a maximal cone in every (type A) tropical flag variety. Furthermore, an important role in this paper is played by a monomial basis in the spaces \( L_\lambda \) and \( L_\lambda^S \); this basis is given by integer points in a unimodular transform of the Gelfand–Tsetlin polytope. Its role is similar to that of the FFLV basis in [FaFFM], which is a monomial basis given by integer points in the FFLV polytope. We point out that the basis obtained here should not be viewed as an entirely new construction; it is seen to be a subset of the Chari–Loktev basis in the corresponding local Weyl module ([ChL]). Its existence also follows from the results in [R] concerning canonical bases in quantum groups (although the connection with Gelfand–Tsetlin polytopes is not mentioned).

The second alternative answer to our motivating question is a later result that is presented as an addendum. The approach here has similarities to [FFL3]. In the latter paper a PBW basis in \( \mathcal{U}(\mathfrak{n}_-) \) is fixed, such a basis is in natural bijection with the abelian monoid \( \mathbb{Z}_{\geq 0}^{1 \leq i < j \leq n} \). An additive total order on this monoid is then chosen; this provides a \( \mathbb{Z}_{\geq 0}^{1 \leq i < j \leq n} \)-filtration on \( \mathcal{U}(\mathfrak{n}_-) \). Under certain restrictions on the total order this filtration is multiplicative and the associated graded algebra is a universal enveloping algebra. The authors obtain a degenerate representation
theory of the kind described above where all $L^\text{gr}_\lambda$ are $\mathbb{Z}_{\geq 0}^{1 \leq i < j \leq n}$-graded. The orbit closure is then seen to be a toric variety. A specific choice of the PBW basis and total order is shown to provide the FFLV toric degeneration.

The idea here is to proceed similarly to [FFL3] without, however, having to fix a PBW basis. Note that the set of all PBW monomials in $\mathcal{U}(n_-)$ is in bijection with a non-abelian free monoid $\mathcal{F}$ with $\binom{n}{2}$ generators. Any multiplicative total order on $\mathcal{F}$ provides a multiplicative $\mathcal{F}$-filtration on $\mathcal{U}(n_-)$. We then may consider the corresponding associated $\mathcal{F}$-graded algebra and associated $\mathcal{F}$-graded representations. The key difference from degenerate representation theories that were considered previously is that these objects are graded by a non-abelian semigroup while in previous constructions the grading was always by $\mathbb{Z}$ or $\mathbb{Z}^k$.

We then show how the Gelfand–Tsetlin toric degeneration can be obtained within this general framework. We define a specific total order on $\mathcal{F}$ and describe the resulting degenerate representation theory. Next we prove an analog of Theorem A where the $\varphi_{i,j}$ are replaced by the generators of $\text{gr}\mathcal{U}(n_-)$ and $F^S$ is specifically the toric degeneration. We also define a tensor product on the degenerate representations and prove an analog of Theorem B.

The main advantage of this second answer to our question is that the degenerate algebra action appears naturally as a degeneration of the $\mathcal{U}(n_-)$-action rather than by degenerating a different action defined ad hoc, as was the case with $\Phi_n$. A disadvantage, however, is that the other (non-toric) Gröbner degenerations appearing in the first answer are not recovered, nor is the connection with tropical geometry.
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1. Generalities on Gröbner degenerations of flag varieties

For a fixed $n \geq 2$ consider the Lie group $G = \text{SL}_n(\mathbb{C})$ with Borel subgroup $B$ and tangent algebra $\mathfrak{g} = \mathfrak{sl}_n(\mathbb{C})$. Let $\mathfrak{b} \subset \mathfrak{g}$ be the Borel subalgebra tangent to $B$, let $\mathfrak{h} \subset \mathfrak{b}$ be the Cartan subalgebra and let $\mathfrak{g} = \mathfrak{b} \oplus \mathfrak{n}_-$ for nilpotent subalgebra $\mathfrak{n}_-$. For $1 \leq k \leq n-1$ denote the simple roots $\alpha_k \in \mathfrak{h}^*$ and let $\omega_k \in \mathfrak{h}^*$ be the corresponding fundamental weights. Denote the positive roots

$$\alpha_{i,j} = \alpha_i + \cdots + \alpha_{j-1}$$

for $1 \leq i < j \leq n-1$. Let $\mathfrak{n}_-$ be spanned by negative root vectors $f_{i,j}$ with weight $-\alpha_{i,j}$. Our choice of basis in $\mathfrak{h}^*$ will be the set of fundamental weights, i.e., $(a_1, \ldots, a_{n-1})$ will denote the weight $a_1 \omega_1 + \cdots + a_{n-1} \omega_{n-1}$.

For a dominant integral $\mathfrak{g}$-weight $\lambda$ let $L_\lambda$ be the irreducible representation of $\mathfrak{g}$ with highest weight $\lambda$ and highest weight vector $v_\lambda$. Let the $n$-dimensional complex space $V$ be the tautological representation of $\mathfrak{g} = \mathfrak{sl}_n$ with basis $e_1, \ldots, e_n$. The irreducible representations with fundamental highest weights can be explicitly described as $L_{\omega_k} = \wedge^k V$ with a basis consisting of the vectors

$$e_{i_1, \ldots, i_k} = e_{i_1} \wedge \cdots \wedge e_{i_k}.$$
We may assume that $v_{\omega_k} = e_1, \ldots, k$.

Consider the variety of complete flags $F = G/B$ and the Plücker embedding

$$F \subset \mathbb{P} = \mathbb{P}(L_{\omega_1}) \times \cdots \times \mathbb{P}(L_{\omega_{n-1}}).$$

The product $\mathbb{P}$ is equipped with the Plücker coordinates $X_{i_1,\ldots,i_k}$ with $1 \leq k \leq n-1$, $1 \leq i_1 < \cdots < i_k \leq n$, coordinate $X_{i_1,\ldots,i_k}$ corresponding to $e_{i_1,\ldots,i_k} \in L_{\omega_k}$. The homogeneous coordinate ring of $\mathbb{P}$ is $R = \mathbb{C}[\{X_{i_1,\ldots,i_k}\}]$. The multi-homogeneous coordinate ring of $F$ is the Plücker algebra $\mathcal{P} = R/I$, where $I$ is the ideal of Plücker relations.

Note that $R$ is naturally graded by the semigroup of dominant integral weights with the homogeneous component $R_\lambda$ corresponding to weight $\lambda = (a_1, \ldots, a_{n-1})$ spanned by monomials with total degree in variables of the form $X_{i_1,\ldots,i_k}$ equal to $a_k$. We will denote this grading $\text{wt}$. Since the ideal $I$ is wt-homogeneous, so is $\mathcal{P}$. In the latter, the homogeneous component $\mathcal{P}_\lambda$ of degree $\lambda$ is identified with the dual representation $L^*_\lambda$. These classical definitions and results concerning $\mathfrak{sl}_n$-representations and flag varieties can be found in [C] and [Ful, Chap. 9].

Now consider a collection of integers $S = (s_{i_1,\ldots,i_k})$, one for each Plücker variable. This provides a $\mathbb{Z}$-grading on $R$ by setting $\text{grad}^S X_{i_1,\ldots,i_k} = s_{i_1,\ldots,i_k}$. Consider the initial ideal $\text{in}_{\text{grad}^S} I$ (spanned by nonzero components of minimal grading of elements of $I$). We will be considering the subvariety $F^S$ in $\mathbb{P}$ defined by this ideal. Varieties of the form $F^S$ are known as Gröbner degenerations of $F$.

We have a decreasing $\mathbb{Z}$-filtration on $R$ with the $m$th filtration component $R_{\geq m}$ being spanned by monomials in $R$ of $\text{grad}^S$ no less than $m$. This induces a decreasing $\mathbb{Z}$-filtration on $\mathcal{P}$ with components $\mathcal{P}_{\geq m}$; note that this is a filtered algebra structure. We denote the associated $\mathbb{Z}$-graded algebra $\mathcal{P}^S = \bigoplus_m \mathcal{P}_{\geq m-1}/\mathcal{P}_{\geq m}$.

**Proposition 1.1.** $\mathcal{P}^S$ and $R/\text{in}_{\text{grad}^S} I$ are isomorphic as $\mathbb{Z}$-graded algebras.

**Proof.** The associated graded algebra of $R$ with respect to the filtration $(\cdot)_{\geq m}$ is again $R$ with the same grading $\text{grad}^S$. This associated graded algebra, however, projects naturally onto $\mathcal{P}^S$. We obtain a surjection of $\mathbb{Z}$-graded algebras from $R$ onto $\mathcal{P}^S$ and are left to show that the kernel of this surjection is $\text{in}_{\text{grad}^S} I$.

A $\text{grad}^S$-homogeneous element $p \in R$ lies in this kernel if and only if the image of $p$ in $\mathcal{P}$ is contained in $\mathcal{P}_{\geq \text{grad}^S(p)+1}$. This happens if and only if for some $q \in I$ we have $p + q \in R_{\geq \text{grad}^S(p)+1}$. The latter condition is equivalent to $p$ being the initial part of $-q$ and we see that the kernel is spanned by the initial parts of elements of $I$. □

In particular, we obtain isomorphisms between the wt-homogeneous components, i.e., we have identified every wt-homogeneous component $\mathcal{P}^S_\lambda$ of a Gröbner degeneration of the Plücker algebra with a certain associated graded space of the dual irreducible representation.

**Remark 1.2.** Isomorphisms between quotients by initial ideals and associated graded rings are a very general phenomenon. A special case important for algebraic geometry is the filtration by the powers of an ideal (see [E, Prop. 15.28]), for a setting closer to ours see [KaM, Lem. 3.4]. This phenomenon will also reappear.
in this paper as Proposition 8.1. However, somewhat surprisingly, the author was not able to find this proved in the literature as a general fact that would directly imply either of the two propositions, see also MathOverflow question [MO].

Now, for an integral dominant weight \( \lambda = (a_1, \ldots, a_{n-1}) \) consider the tensor product
\[
U_\lambda = L_{\omega_1}^{a_1} \otimes \cdots \otimes L_{\omega_{n-1}}^{a_{n-1}}.
\]
The subrepresentation of \( U_\lambda \) generated by the highest weight vector
\[
u_\lambda = v_{\omega_1}^{a_1} \otimes \cdots \otimes v_{\omega_{n-1}}^{a_{n-1}}
\]
is the irreducible representation \( L_\lambda \) (naturally dual to \( P_\lambda \)).

If we grade \( L_{\omega_k} \) by setting \( \text{grad}^S e_{i_1,\ldots,i_k} = s_{i_1,\ldots,i_k} \), a grading (which we also denote \( \text{grad}^S \)) on \( U_\lambda \) is induced. We may consider an increasing \( \mathbb{Z} \)-filtration on \( U_\lambda \) with the \( m \)-th component \( (U_\lambda)_{\leq m} \) being spanned by \( \text{grad}^S \)-homogeneous elements of \( \text{grad}^S \) no greater than \( m \). This induces a \( \mathbb{Z} \)-filtration on \( L_\lambda \subset U_\lambda \) with components \( (L_\lambda)_m \); denote the associated graded space \( L_\lambda^S \) with homogeneous components \( (L_\lambda^S)_m \).

**Proposition 1.3.** \( L_\lambda^S \) and \( P_\lambda^S \) are dual as \( \mathbb{Z} \)-graded vector spaces.

**Proof.** Let us consider the subrepresentation
\[
W_\lambda = \text{Sym}^{a_1}(L_{\omega_1}) \otimes \cdots \otimes \text{Sym}^{a_{n-1}}(L_{\omega_{n-1}}) \subset U_\lambda;
\]

note that \( W_\lambda \) is a graded subspace and \( L_\lambda \subset W_\lambda \). The space \( W_\lambda \) is dual to \( R_\lambda \) where the symmetrization of a tensor product of some vectors \( e_{i_1,\ldots,i_k} \) is the basis element dual to the product of the corresponding variables \( X_{i_1,\ldots,i_k} \). The increasing \( \mathbb{Z} \)-filtration on \( W_\lambda \) (given by \( (W_\lambda)_{\leq m} = (U_\lambda)_{\leq m} \cap W_\lambda \)) is dual to the decreasing \( \mathbb{Z} \)-filtration on \( R_\lambda \) in the sense that the subspace \( (W_\lambda)_{\leq m} \) is dual to the subspace \( (R_\lambda)_{\geq m+1} \). This provides a duality between their associated graded spaces which are again \( W_\lambda \) and \( R_\lambda \) with the same gradings. The space \( L_\lambda^S \) is, by definition, embedded into the associated graded space \( W_\lambda \) and the space \( P_\lambda^S \) is (as noted in the proof of Proposition 1.1) a projection of the associated graded space \( R_\lambda \). We are to show that the kernel \( \text{in}_{\text{grad}^S} I_\lambda \) of the latter projection is the orthogonal of the subspace \( L_\lambda^S \subset W_\lambda \).

Now, it is known (see, for instance, Theorem 8.2.2 and Proposition 9.1.1 in [Ful]) that \( L_\lambda \subset W_\lambda \) is the orthogonal of the kernel \( I_\lambda \) of the projection of \( R_\lambda \) onto \( P_\lambda \). However, if we consider an element of \( v \in L_\lambda \subset W_\lambda \) and take its projection onto the \( \text{grad}^S \)-homogeneous component of maximal grading for which the projection is nonzero we will obtain an element of \( L_\lambda^S \subset W_\lambda \) and \( L_\lambda^S \) is spanned by elements of this form. By definition \( \text{in}_{\text{grad}^S} I_\lambda \) is spanned by the \( \text{grad}^S \)-initial parts of elements of \( I_\lambda \). One sees that such an initial part annihilates the mentioned projection in \( L_\lambda^S \) and the orthogonality follows. \( \square \)

As discussed above, we have an embedding \( L_\lambda^S \subset W_\lambda \subset U_\lambda \). We also have the Segre embedding
\[
\mathbb{P}(L_{\omega_1})^{a_1} \times \cdots \times \mathbb{P}(L_{\omega_{n-1}})^{a_{n-1}} \subset \mathbb{P}(U_\lambda)
\]
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and, for regular \( \lambda \) (i.e., all \( a_k > 0 \)), the embedding

\[
P \subset \mathbb{P}(L_{\omega_1})^{a_1} \times \cdots \times \mathbb{P}(L_{\omega_{n-1}})^{a_{n-1}}
\]

where \( \mathbb{P}(L_{\omega_k}) \) is embedded diagonally into \( \mathbb{P}(L_{\omega_k})^{a_k} \). We obtain an embedding

\[
F^S \subset \mathbb{P} \subset \mathbb{P}(U_{\lambda}).
\]

**Proposition 1.4.** For a regular \( \lambda \) the image of \( F^S \) under this embedding is contained in \( \mathbb{P}(L_{\lambda}^S) \subset \mathbb{P}(U_{\lambda}). \)

**Proof.** The image of the Segre embedding and, therefore, of \( F^S \) lies in \( \mathbb{P}(W_{\lambda}) \). In view of Proposition 1.3 and its proof, to show that a point in \( F^S \) is contained in \( \mathbb{P}(L_{\lambda}^S) \) we are to show that the corresponding line in \( W_{\lambda} \) is annihilated by every element of \( \text{in}_{\text{grad}^S} I_{\lambda} \subset R_{\lambda} \) (where these elements are viewed as functionals on \( W_{\lambda} \)). This, however, is straightforward from the definitions. \( \Box \)

The above proposition provides an embedding of \( F^S \) into \( \mathbb{P}(L_{\lambda}^S) \). When the degeneration is trivial, i.e., all \( s_{i_1, \ldots, i_k} = 0 \) and \( F^S = F \), we obtain the usual embedding of \( F \) into \( \mathbb{P}(L_{\lambda}) \) as the closure of the orbit of the point corresponding to \( C_{v_{\lambda}} \) under the action of the group \( \exp(n_-) \).

Proposition 1.4 is stated only for regular \( \lambda \) since a version of this theorem for singular \( \lambda \) would concern degenerations of partial flag varieties rather than \( F \). Sections 3 and 4 will contain more results concerned only with complete flag varieties and/or regular highest weights. This is, again, done to avoid overcomplicating the notations in these key sections. However, partial flag varieties and singular highest weights will be discussed in Section 5 and the corresponding generalizations of the results will be given there.

Furthermore, all the results found here as well as in the sections below can be formulated for real (rather than integer) gradings. The reason for us to assume that \( s_{i_1, \ldots, i_k} \in \mathbb{Z} \) is that the real case would require us to consider spaces graded by the semigroup generated by the \( s_{i_1, \ldots, i_k} \) rather than by \( \mathbb{Z} \). This would complicate the notations with virtually no gain in mathematical merit. The only disadvantage integer gradings give us is not being able to work directly with cones in the Gröbner fan in the proof of Theorem 6.2, only with their sets of integer points. This, however, is easily circumvented.

**Remark 1.5.** For integral dominant weights \( \lambda \) and \( \lambda' \) such that \( \lambda - \lambda' \) is also dominant we have a surjection \( L_{\lambda} \rightarrow L_{\lambda'} \) of \( \mathcal{U}(n_-) \)-modules. This is a projective system with projective limit \( \mathcal{U}(n_-) \). Now, setting \( s_{i_1, \ldots, i_k} := s_{i_1, \ldots, i_k} - s_{1, \ldots, k} \) for all tuples \( i_1, \ldots, i_k \) does not change the degeneration \( F^S \), therefore we may assume that all \( s_{1, \ldots, k} = 0 \). With this assumption in place one can see that the said projective system respects the \( \mathbb{Z} \)-filtrations on the \( L_{\lambda} \) in the sense that it induces an increasing \( \mathbb{Z} \)-filtration on the limit \( \mathcal{U}(n_-) \).

We will recover an explicit description of this filtration on \( \mathcal{U}(n_-) \) for the case of Gelfand–Tsetlin degenerations in Theorem 3.6. However, it would be interesting to see a more direct definition of this filtration in the general case.
2. Polytopes and monomial bases

Consider \( \Theta = \mathbb{R}^{1 \leq i < j \leq n} \); for a point \( T \in \Theta \) denote its coordinates \( T_{i,j} \). For each tuple \( 1 \leq i_1 < \cdots < i_k \leq n \) with \( 1 \leq k \leq n - 1 \) we define a vector \( T(i_1, \ldots, i_k) \in \Theta \) coordinatewise by setting

\[
T(i_1, \ldots, i_k)_{\ell,m} = \begin{cases} 1 & \text{if } \ell \leq k \text{ and } m = i_\ell, \\ 0 & \text{otherwise}. \end{cases}
\]  

In other words, we have the coordinate corresponding to pair \((\ell, i_\ell)\) equal to 1 for every \( 1 \leq \ell \leq k \) with \( i_\ell > \ell \) and all other coordinates zero.

For a \( 1 \leq k \leq n - 1 \) let \( \Pi_{\omega_k} \subset \Theta \) be the set of all \( T(i_1, \ldots, i_k) \). Next, for an integral dominant weight \( \lambda = (a_1, \ldots, a_{n-1}) \) consider the Minkowski sum

\[
\Pi_\lambda = \Pi_{\omega_1} + \cdots + \Pi_{\omega_k} + \cdots + \Pi_{\omega_{n-1}} + \cdots + \Pi_{\omega_{n-1}}.
\]  

We also introduce a convex lattice polytope \( P_\lambda \subset \Theta \) consisting of points \( T \) such that

(i) \( T_{i,j} \geq 0 \) for all \( 1 \leq i < j \leq n \);
(ii) \( \sum_{\ell=j}^n T_{i,\ell} - \sum_{\ell=j+1}^n T_{i+1,\ell} \leq a_i \) for all \( 1 \leq i < j \leq n \).

The second sum in (ii) is empty if \( j = n \).

Before we proceed, let us recall the definition of Gelfand–Tsetlin polytopes introduced in \([GT]\). For each integral dominant weight \( \lambda = (a_1, \ldots, a_{n-1}) \) the corresponding GT polytope \( GT_\lambda \) is a convex lattice polytope in \( \Theta \) composed of points \( T \) such that

(iii) \( \lambda_i \geq T_{i,i+1} \geq \lambda_{i+1} \) for all \( 1 \leq i \leq n - 1 \) where \( \lambda_i = a_i + \cdots + a_{n-1} \) and \( \lambda_n = 0 \);
(iv) \( T_{i,j-1} \geq T_{i,j} \geq T_{i+1,j} \) for all pairs \( 1 \leq i < j \leq n \) with \( j > i + 1 \).

Let \( \Gamma_\lambda \) denote the set of integer points in \( GT_\lambda \), elements of \( \Gamma_\lambda \) are known as Gelfand–Tsetlin patterns. A key property of GT polytopes established in \([GT]\) is that \( \Gamma_\lambda \) enumerates a basis in \( L_\lambda \), hence \( |\Gamma_\lambda| = \dim L_\lambda \). We will also make use of the following Minkowski sum property.

**Proposition 2.1.** For integral dominant weights \( \lambda \) and \( \mu \) the Minkowski sum \( \Gamma_\lambda + \Gamma_\mu \) coincides with \( \Gamma_{\lambda+\mu} \).

**Proof.** A proof can, for instance, be found in \([FaF, Thm. 2.5]\) in the much more general context of marked chain-order polytopes of which the GT polytopes are a special case. \( \square \)

**Lemma 2.2.** \( \Pi_\lambda \) is the set of integer points in \( P_\lambda \). Furthermore, \( P_\lambda \) is unimodularly equivalent to the Gelfand–Tsetlin polytope \( GT_\lambda \).

**Example 2.3.** Before we proceed with the proof let us illustrate the definitions and the Lemma with an example. Let \( n = 3 \), we visualize \( T \in \Theta \) as \( T_{1,2} T_{2,3} \). We have

\[
\Pi_{\omega_1} = \left\{ T(1) = 0 0 , T(2) = 1 0 , T(3) = 0 1 \right\}
\]
and

\[ \Pi_{\omega_2} = \left\{ T(1,2) = \begin{array}{cc} 0 & 0 \\ 0 & 1 \end{array}, T(1,3) = \begin{array}{cc} 0 & 1 \\ 0 & 0 \end{array}, T(2,3) = \begin{array}{cc} 1 & 1 \\ 0 & 0 \end{array} \right\}. \]

For \( \lambda = \omega_1 + \omega_2 \) we obtain

\[ \Pi_{\lambda} = \left\{ \begin{array}{cccccccc} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 \end{array} \right\}. \]

We see that \( \Pi_{\omega_1} \) is the set of integer points in the polytope \( P_{\omega_1} \) defined by the inequalities \( T_{i,j} \geq 0, T_{1,2} + T_{1,3} - T_{2,3} \leq 1, T_{1,3} \leq 1 \) and \( T_{2,3} \leq 0 \). Polytope \( P_{\omega_2} \) is given by \( T_{i,j} \geq 0, T_{1,2} + T_{1,3} - T_{2,3} \leq 0, T_{1,3} \leq 0 \) and \( T_{2,3} \leq 1 \) and \( P_{\lambda} \) is given by \( T_{i,j} \geq 0, T_{1,2} + T_{1,3} - T_{2,3} \leq 1, T_{1,3} \leq 1 \) and \( T_{2,3} \leq 1 \).

Now, we have \((\lambda_1, \lambda_2, \lambda_3) = (2, 1, 0)\) and the set \( \Gamma_{\lambda} \) is seen to be

\[ \left\{ \begin{array}{cccccccc} 2 & 1 & 2 & 0 & 2 & 1 & 2 & 0 \\ 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 \end{array} \right\}. \]

Consider the affine transformation \( \psi \) of \( \Theta \) given by \( \psi : T \mapsto \frac{2-T_{1,3}}{2-T_{1,2}} \cdot \frac{1-T_{2,3}}{-T_{1,3}}. \) Observe that \( \psi(\Pi_{\lambda}) = \Gamma_{\lambda} \). Moreover, if one takes the inequalities defining \( GT_{\lambda} \) (i.e., \( 2 \geq T_{1,2} \geq 1 \geq T_{2,3} \geq 0 \) and \( T_{1,2} \geq T_{1,3} \geq T_{2,3} \)) and substitutes every occurrence of \( T_{i,j} \) with the expression \( \psi(T)_{i,j} \) defined above, one will end up with the 6 inequalities defining \( P_{\lambda} \). For instance, \( 2 \geq T_{1,2} \) turns into \( 2 \geq 2 - T_{1,3} \iff T_{1,3} \geq 0 \) or \( T_{1,3} \geq T_{2,3} \) turns into \( 2 - T_{1,2} - T_{1,3} \geq 1 - T_{2,3} \iff T_{1,2} + T_{1,3} - T_{2,3} \leq 1 \). To prove the Lemma we generalize this map \( \psi \).

**Proof of Lemma 2.2.** Consider the affine transformation \( \psi \) of \( \Theta \) given by

\[ \psi(T)_{i,j} = \lambda_i - \sum_{\ell = i+n+1-j}^{n} T_{i,\ell}. \] (3)

It is evident that \( \psi \) is unimodular and preserves the lattice of integer points; let us show that \( \psi(P_{\lambda}) = GT_{\lambda} \). Indeed, if \( j < n \), then the inequality in (i) is equivalent to

\[ \psi(T)_{i,i+n-j} \geq \psi(T)_{i,i+n+1-j} \] (4)

and the inequality in (ii) is equivalent to

\[ \psi(T)_{i,i+n+1-j} \geq \psi(T)_{i+1,i+n+1-j}. \] (5)

(4) and (5) combined over all \( 1 \leq i < j < n \) give (iv). If \( j = n \), then the inequality in (i) is equivalent to

\[ \psi(T)_{i,i+1} \leq \lambda_i \] (6)

and the inequality in (ii) is equivalent to

\[ \psi(T)_{i,i+1} \geq \lambda_{i+1}. \] (7)

Combining (6) and (7) over all \( 1 \leq i \leq n - 1 \) gives (iii). This proves the second part of the lemma.
Now, with the second part established, the first part follows from the definition of \( \Pi_\lambda \), Proposition 2.1 and the claim that \( \Pi_\omega_k \) is the set of integer points in \( P_\omega_k \) for all \( 1 \leq k \leq n-1 \). To verify this last claim note that \( \Pi_\omega_k \subset P_\omega_k \) is immediate from the definitions and that, in view of the second part, \( P_\omega_k \) has exactly \( \binom{n}{k} \) integer points and therefore has no integer points outside of \( \Pi_\omega_k \).

We see that the map \( \psi \) provides a bijection between \( \Pi_\lambda \) and the set of GT patterns.

**Corollary 2.4.** \(|\Pi_\lambda| = \dim L_\lambda|.

**Remark 2.5.** Lemma 2.2 is immediate from the results found in [MS, Sect. 14.4], in particular, a variation of our map \( \psi \) is also constructed there. We give a self-contained proof for the sake of completeness. The formula (3) for \( \psi \) is easily derived via additivity with respect to \( \lambda \); a much more involved question is why a polytope given by the fairly simple expression (2) would turn out to be equivalent to the GT polytope. One possible explanation can be found in [KM, Sect. 5].

Let us now define the aforementioned monomial bases. We make use of the following terminology. We call a monomial \( M \in U(n_-) \) ordered if the factors \( f_{i,j} \) appearing in \( M \) are ordered by \( i \) increasing from left to right. For every \( T \in \Theta \) with nonnegative integer coordinates we consider the ordered monomial \( M_T \in U(n_-) \) that contains \( f_{i,j} \) in degree \( T_{i,j} \). Note that \( M_T \) is defined uniquely since any two elements of the form \( f_{i,j_1} \) and \( f_{i,j_2} \) commute.

**Theorem 2.6.** The set \( \{ M_T v_\lambda, T \in \Pi_\lambda \} \) is a basis in \( L_\lambda \).

This theorem will be proved in Section 3 after we introduce the relevant degree functions on monomials in \( U(n_-) \), but also cf. [ChL, Cor. 2.1.3].

### 3. Gelfand–Tsetlin degenerations

In this section we will define a specific family of Gröbner degenerations of \( F \) and list several properties of the corresponding objects introduced in Section 1 (as well as proving Theorem 2.6). First, consider a collection of integers \( A = (a_{i,j} \mid 1 \leq i < j \leq n) \) such that

(a) \( a_{i,i+1} + a_{i+1,i+2} \leq a_{i,i+2} \) for any \( 1 \leq i \leq n-2 \) and

(b) \( a_{i,j} + a_{i+1,j+1} \leq a_{i,j+1} + a_{i+1,j} \) for any \( 1 \leq i < j - 1 \leq n - 2 \)

or, equivalently,

(A) \( a_{i,j} + a_{j,k} \leq a_{i,k} \) for any \( 1 \leq i < j < k \leq n \) and

(B) \( a_{i,j} + a_{k,\ell} \leq a_{i,\ell} + a_{k,j} \) for any \( 1 \leq i < k < j < \ell \leq n \).

The proof that the inequalities in (A) and (B) can be deduced from those in (a) and (b) is straightforward and almost identical (up to reversing all inequalities) to the proof of Proposition 2.1 in [FaFFM].

We will view \( A \) as an element of \( \Theta^* \) equipped with the basis dual to the one chosen in \( \Theta \). We define

\[
\sigma(A) = (\sigma(A)_{i_1, \ldots, i_k}) \in \mathbb{R}^{\{1 \leq i_1 < \cdots < i_k \leq n \mid 1 \leq k \leq n-1\}}
\]
with $\sigma(A)_{i_1,\ldots,i_k} = A(T(i_1,\ldots,i_k))$ (as a functional on $\Theta$). We will refer to Gröbner degenerations given by $\sigma(A)$ with $A$ satisfying (a) and (b) as Gelfand–Tsetlin (or GT) degenerations of $F$ and to the corresponding associated graded spaces $L^\sigma_A$ as GT degenerations of $L_A$. From now on and through Section 5 we fix $A$ and $S = (s_{i_1,\ldots,i_k}) = \sigma(A)$.

**Example 3.1.** For $n = 3$ one may set $A = a_{1,2}a_{2,3} = -1-1$. The only inequality here is $a_{1,2} + a_{2,3} \leq a_{1,3}$ and it, evidently, holds. All points $T(i_1,\ldots,i_k)$ are listed in Example 2.3 and one can compute $\text{grad}^S X_1 = \text{grad}^S X_{1,2} = 0$, $\text{grad}^S X_2 = \text{grad}^S X_3 = \text{grad}^S X_{1,3} = -1$ and $\text{grad}^S X_{2,3} = -2$. The ideal $I$ is generated by the element $X_1X_{2,3} - X_2X_{1,3} + X_3X_{1,2}$ and the initial part of this element with respect to $\text{grad}^S$ is $X_1X_{2,3} - X_2X_{1,3}$ which is the sole generator of $\text{in}_{\text{grad}^S} I$.

For a monomial $M = f_{i_1,j_1} \cdots f_{i_N,j_N} \in \mathcal{U}(n_-)$ denote $$\deg^A M = a_{i_1,j_1} + \cdots + a_{i_N,j_N}.$$ Note that when $n = 3$ there are two ordered monomials in $\mathcal{U}(n_-)$ which map $v_{e_{2,3}}$ to a nonzero multiple of $e_{2,3}$; these are $M_{T(2,3)}$ and (in the notations of Example 2.3) $M_{\omega_1}$. We have $$\deg^A M_{T(2,3)} = a_{1,2} + a_{2,3} \leq a_{1,3} = \deg^A M_{\omega_1}.$$ This inequality between the degrees of the monomials is a special case of the following key lemma which shows why we want $A$ to satisfy (A) and (B).

**Lemma 3.2.** For a tuple $1 \leq i_1 < \cdots < i_k \leq n$ and an ordered monomial $M$ such that $Mv_{e_{i_1,\ldots,i_k}} \in \mathbb{C} e_{i_1,\ldots,i_k}$ we have $\deg^A M \geq s_{i_1,\ldots,i_k}$.

**Proof.** First of all, note that $f_{i,j}$ maps $e_{i_1,\ldots,i_k}$ to $\pm e_{j_1,\ldots,j_k}$ where $$\{j_1,\ldots,j_k\} = \{i_1,\ldots,i_k\} \cup \{j\} \setminus \{i\}$$ if $i \in \{i_1,\ldots,i_k\}$ and $j \notin \{i_1,\ldots,i_k\}$, otherwise $f_{i,j}$ maps $e_{i_1,\ldots,i_k}$ to 0. In particular, that means that for any monomial $M$ in the $f_{i,j}$ the vector $Mv_{e_{i_1,\ldots,i_k}}$ is either zero or of the form $\pm e_{j_1,\ldots,j_k}$.

Recall the ordered monomials $M_T$ defined in Section 2. Note that $M_{T(i_1,\ldots,i_k)}v_{e_{i_1,\ldots,i_k}} = \pm e_{i_1,\ldots,i_k}$ and that $\deg^A M_{T(i_1,\ldots,i_k)} = s_{i_1,\ldots,i_k}$.

Now, consider an ordered monomial $$M = f_{L_1,m_1} \cdots f_{L_N,m_N}$$ such that $Mv_{e_{i_1,\ldots,i_k}} = \pm e_{i_1,\ldots,i_k}$ with minimal $\deg^A M$ and out of these with the minimal possible sum $\sum_i (m_i - L_i)^2$. We prove the lemma by showing that $M = M_{T(i_1,\ldots,i_k)}$.

Any product of the form $f_{i_1,j_1}f_{i_2,j_2}$ annihilates $L_{\omega_k}$, therefore all $L_i$ are pairwise distinct. Suppose that for some $i$ we have $m_i \geq m_{i+1}$. The product $f_{L_i,m_i}f_{L_{i+1},m_i}$ annihilates $L_{\omega_k}$, hence $m_i > m_{i+1}$. For any $e_{j_1,\ldots,j_k}$ we have $$f_{L_i,m_i}f_{L_{i+1},m_{i+1}}(e_{j_1,\ldots,j_k}) = \pm f_{L_i,m_i}f_{L_{i+1},m_{i}}(e_{j_1,\ldots,j_k}).$$
Therefore, by replacing \( f_{\ell,i,m} f_{\ell+1,i,m+1} \) in \( M \) with \( f_{\ell,i,m+1} f_{\ell+1,i,m} \) we would obtain a monomial also mapping \( v_{w_k} \) to \( \pm e_{i_1, \ldots, i_k} \) and of no greater deg\(^A\)-degree due to (B). However,

\[
(m_i - \ell_{i+1})^2 + (m_{i+1} - \ell_i)^2 < (m_i - \ell_i)^2 + (m_{i+1} - \ell_{i+1})^2
\]

which would contradict our choice of \( M \). We see that both sequences \((\ell_1, \ldots, \ell_N)\) and \((m_1, \ldots, m_N)\) are strictly increasing.

Now define a tuple \((j_1, \ldots, j_k)\) by setting \( j_\ell = m_i \) if \( \ell = \ell_i \) for some \( i \) and \( j_\ell = \ell \) otherwise. \( Mv_{w_k} = \pm e_{i_1, \ldots, i_k} \) implies that \((j_1, \ldots, j_k)\) is a permutation of \((i_1, \ldots, i_k)\) (note that all \( \ell_i \leq k \) since \( Mv_{w_k} \neq 0 \)), we prove that \((j_1, \ldots, j_k) = (i_1, \ldots, i_k)\). Suppose the contrary, i.e., that \( j_{\ell_1} > j_{\ell+1} \) for some \( \ell \). The sequences \((\ell_1, \ldots, \ell_N)\) and \((m_1, \ldots, m_N)\) increasing implies that \( j_{\ell+1} = \ell + 1 \) while \( j_\ell = m_i \) for some \( i \). In particular, \( \ell + 1 \notin \{\ell_1, \ldots, \ell_N\} \) and replacing \( f_{\ell,i,m} \) in \( M \) with the product \( f_{\ell,\ell+1,i} f_{\ell+1,m} \) we would obtain a monomial \( M' \) with \( M'v_{w_k} = \pm Mv_{w_k} \) and \( \text{deg}^A M' \leq \text{deg}^A M \) due to (A). However, \( 1 + (m_i - \ell - 1)^2 < (m_i - \ell)^2 \) which, again, contradicts our choice of \( M \). □

The above proof has the following two implications.

**Proposition 3.3.** Suppose that all the inequalities in (A) and (B) are strict. If \( T \in \mathbb{Z}_{\geq 0}^{\{1 \leq i, j \leq n\}} \subset \Theta \) is such that \( M_T v_{w_k} = \pm e_{i_1, \ldots, i_k} \), then either \( T = T(i_1, \ldots, i_k) \) or \( \text{deg}^A M_T > s_{i_1, \ldots, i_k} \).

For \( T \in \Theta \) denote \( \text{sq}(T) = \sum_{i,j} T_{i,j} (j - i)^2 \).

**Proposition 3.4.** If \( T \in \mathbb{Z}_{\geq 0}^{\{1 \leq i, j \leq n\}} \subset \Theta \) is such that \( M_T v_{w_k} = \pm e_{i_1, \ldots, i_k} \) and \( \text{deg}^A M_T = s_{i_1, \ldots, i_k} \), then either \( T = T(i_1, \ldots, i_k) \) or \( \text{sq}(T) > \text{sq}(T(i_1, \ldots, i_k)) \).

We are now ready to prove Theorem 2.6.

**Proof of Theorem 2.6.** In view of Corollary 2.4 it suffices to show that the set \( \{M_T v_{\lambda}, T \in \Pi_{\lambda}\} \) is linearly independent. We make use of \( L_{\lambda} \) being embedded into \( U_{\lambda} \) as the subrepresentation generated by \( u_{\lambda} \).

For \( T \in \Pi_{\lambda} \) let \( U_T \subset U_{\lambda} \) be the subspace spanned by products of the form

\[ v_1^{a_1} \otimes \cdots \otimes v_n^{a_n} \]

with \( v_j^i = e_{\ell_i^j, \ldots, \ell_i^j} \) for which the total of all \( T(\ell_i^j, \ldots, \ell_i^j) \) is equal to \( T \). Then \( U_{\lambda} \) is the direct sum of \( U_T \) with \( T \) ranging over \( \Pi_{\lambda} \) and we see that every \( U_T \) is grad\(^S\)-homogeneous with \( U_T \subset (U_{\lambda})_{A(T)} \).

Now, choose \( T \in \Pi_{\lambda} \) and decompose \( M_T u_{\lambda} \) into a sum of tensor products. Every summand is obtained by partitioning the set of factors in \( M_T \) into \( a_1 + \cdots + a_{n-1} \) subsets, one for every tensor factor, applying the ordered product of each subset to the corresponding \( v_{w_k} \) and then taking the tensor product of the results. We now see, by applying Lemma 3.2 and Proposition 3.4, that for every summand in this decomposition one of the following holds. It either a) lies in \( U_T \), b) lies in some \( U_{T'} \) with \( A(T') = A(T) = \text{deg}^A M_T \) and \( \text{sq}(T') < \text{sq}(T) \) or c) lies in some \( U(T') \)
with $A(T') < A(T)$. Moreover, in view of the Minkowski sum property, a) holds for at least one of the summands and, therefore, the projection of $M_T u_\lambda$ onto $U_T$ is nonzero.

Choose a total order $\prec$ on $\Pi_\lambda$ such that $T_1 \prec T_2$ whenever $A(T_1) < A(T_2)$ or $A(T_1) = A(T_2)$ and $\text{sq}(T_1) < \text{sq}(T_2)$. For a nontrivial linear combination $\Omega$ of $M_T u_\lambda$ with $T \in \Pi_\lambda$ let $T_0$ be the $\prec$-minimal element for which $M_{T_0} u_\lambda$ appears in $\Omega$ with a nonzero coefficient. Since the projection onto $U_{T_0}$ is nonzero for $M_{T_0} u_\lambda$ but zero for all other summands, it is also nonzero for $\Omega$. □

For $T \in \mathbb{Z}_{\geq 0}^{1 \leq i < j \leq n}$ say that the monomial $M_T$ is $L_\lambda$-optimal if $M_T v_\lambda$ lies in $(L_\lambda)_{A(T)}$ but not in $(L_\lambda)_{A(T)-1}$. The above proof implies the following fact which we will make use of later.

**Proposition 3.5.** For every $T \in \Pi_\lambda$ the monomial $M_T$ is $L_\lambda$-optimal.

We now explicitly describe a filtration on $\mathcal{U}(n_-)$ which induces the filtrations on $L_\lambda$ given by a GT degeneration. The increasing $\mathbb{Z}$-filtration (but not a filtered algebra structure!) on $\mathcal{U}(n_-)$ is defined by component $\mathcal{U}(n_-)_m$ being spanned by ordered monomials $M$ with $\deg^A M \leq m$. Recall the filtration $(\mathcal{U}(n_-)_m, m \in \mathbb{Z})$ defined in Section 1 (with respect to the chosen $S = \sigma(A)$).

**Theorem 3.6.** $(\mathcal{U}(n_-))_m v_\lambda = (L_\lambda)_m$ for every $m \in \mathbb{Z}$.

**Proof.** Similarly to the proof of Theorem 2.6, for a $T \in \mathbb{Z}_{\geq 0}^{1 \leq i < j \leq n}$ the vector $M_T u_\lambda$ is a sum of tensor products each lying in some $U_m$ with $m \leq \deg^A M_T$. This gives the inclusion $(\mathcal{U}(n_-)_m v_\lambda \subset (L_\lambda)_m$.

For the reverse inclusion consider a vector $v \in (L_\lambda)_m$ and express

$$v = \sum_{T \in \Pi_\lambda} c_T M_T v_\lambda.$$ 

Among the $T$ with $c_T \neq 0$ choose a $T_0$ which has the maximal $A(T) = \deg^A M_T$ and among those with maximal $A(T)$ has the minimal $\text{sq}(T)$. From the proof of Theorem 2.6 we see that the projection of $v$ onto the direct summand $U_{T_0}$ is nonzero. This implies that $A(T_0) = \deg^A M_{T_0} \leq m$ and, consequently, $v \in (\mathcal{U}(n_-)_m)$. □

We proceed to give two characterizations of the initial ideal $\text{in}_{\text{grad}^A} I$ which mimic and follow from well known characterizations of the ideal of Plücker relations $I$.

Let us consider the polynomial ring $Q = \mathbb{C}[\{z_{i,j}, 1 \leq i \leq j \leq n\}]$. On this ring we have a grading $\text{grad}^A$ given by $\text{grad}^A z_{i,j} = a_{i,j}$ if $i < j$ and $\text{grad}^A z_{i,i} = 0$. Let $\zeta$ be the $n \times n$ matrix with $\zeta_{i,j} = z_{i,j}$ if $i \leq j$ and $\zeta_{i,j} = 0$ otherwise. Let $D_{i_1,\ldots,i_k} \in Q$ be the determinant of the submatrix of $\zeta$ spanned by the first $k$ rows and columns $i_1,\ldots,i_k$.

First, a fact concerning non-degenerate flag varieties.

**Proposition 3.7.** $I$ is the kernel of the map $\delta$ from $R$ to $Q$ taking $X_{i_1,\ldots,i_k}$ to $D_{i_1,\ldots,i_k}$. 

Proof. This is a variation of the following classical fact which can be interpreted as a definition of the Plücker embedding. If we introduce \( \binom{n}{2} \) more variables \( z_{i,j} \) for \( 1 \leq j < i \leq n \), consider the matrix \( \zeta' \) with \( \zeta_{i,j} = z_{i,j} \) and let \( D'_{i_1,\ldots,i_k} \) be the same minor but in \( \zeta' \), then \( I \) is the kernel of the map \( \delta^0 \) from \( R \) to \( \mathbb{C}[z_{i,j}, 1 \leq i, j \leq n] \) taking \( X_{i_1,\ldots,i_k} \) to \( D'_{i_1,\ldots,i_k} \).

The map \( \delta \) is the composition of \( \delta^0 \) and the map from \( \mathbb{C}[z_{i,j}, 1 \leq i, j \leq n] \) to \( Q \) taking \( z_{i,j} \) to 0 if \( j < i \) and to \( z_{i,j} \) if \( i \leq j \). Therefore, the kernel of \( \delta \) contains \( I \).

Now, \( F \) can be viewed as \( GL_n/B' \), where \( B' \) is the set of lower triangular matrices. If we consider a matrix \( z \in GL_n \) and specialize the variables \( z_{i,j} \) to the elements of this matrix, then the image of \( z \) under the projection \( GL_n \to F \subset \mathbb{P} \) will have homogeneous coordinates \( (D'_{i_1,\ldots,i_k}, 1 \leq i_1 < \cdots < i_k \leq n) \) which coincides with \( (D_{i_1,\ldots,i_k}, 1 \leq i_1 < \cdots < i_k \leq n) \) if \( z \) is upper triangular. Therefore, any polynomial \( p \in R \) with \( \delta(p) = 0 \) vanishes on the subset of \( F \) that is the image of the set of upper triangular matrices in \( GL_n \). However, the latter image is Zariski dense in \( F \) and we obtain \( p \in I \). \( \square \)

Now we give an analogous fact for GT degenerations.

Theorem 3.8. \( \in_{\text{grad}^s} I \) is the kernel of the map \( \delta^S \) from \( R \) to \( Q \) sending \( X_{i_1,\ldots,i_k} \) to \( \in_{\text{grad}^A} D_{i_1,\ldots,i_k} \).

Proof. For a monomial \( p \in Q \) let \( T(p) \in \Theta \) be the point with coordinate \( T(p)_{i,j} \) equal to the degree of \( z_{i,j} \) in \( p \). Observe that for every monomial \( p \) appearing in the polynomial \( D_{i_1,\ldots,i_k} \) we have \( M_T(p)v_{\omega_k} = \pm e_{i_1,\ldots,i_k} \). Exactly one of those monomials \( q \) has \( T(q) = T(i_1,\ldots,i_k) \), hence we see that \( \text{grad}^A(\in_{\text{grad}^A} D_{i_1,\ldots,i_k}) = \text{grad}^A(X_{i_1,\ldots,i_k}) \) implies (via Proposition 3.7) that the kernel of \( \delta^S \) contains \( \in_{\text{grad}^s} I \). To prove the reverse inclusion we show that the graded components of \( \delta^S(R) \) have dimensions no less than those of \( P \). Namely, for an integral dominant weight \( \lambda \) let \( Q(\lambda) \) be spanned by those monomials that for every \( 1 \leq i \leq n \) contain all variables of the form \( z_{i,j} \) in total degree \( \lambda_i \) (the \( \lambda_i \) were defined in (iii) in Section 2). One sees that \( \delta^S \) maps \( R_\lambda \) into \( Q(\lambda) \). The somewhat inconsistent notation is caused by the fact that a slightly different grading on \( Q \) by weights will be considered below.

Choose a \( \lambda = (a_1,\ldots,a_{n-1}) \) and and some \( T \in \Pi_\lambda \). Combining Proposition 2.1 and Lemma 2.2 we can decompose

\[ T = T_1^1 + \cdots + T_{a_1}^1 + \cdots + T_1^{n-1} + \cdots + T_{a_{n-1}}^{n-1} \]

where \( T_j^i \in \Pi_{\omega_i} \). For \( T_j^i = T(i_1,\ldots,i_k) \) denote \( X_j^i = X_{i_1,\ldots,i_k} \) and consider the monomial \( Y_T = \prod_{i,j} X_j^i \in R_\lambda \). From the first paragraph of the proof we see that \( \delta^S(Y_T) \) is the sum of a monomial \( q \) with \( T(q) = T \) and other monomials \( p \) with \( \text{sq}(T(p)) < \text{sq}(T) \). Consequently, the expressions \( \delta^S(Y_T) \) with \( T \) ranging over \( \Pi_\lambda \) are linearly independent and the proposition follows. \( \square \)

In Example 2.3 we see that the only point in \( i \Pi_\lambda \) that can be decomposed into a sum of points in \( \Pi_{\omega_1} \) and \( \Pi_{\omega_2} \) in two different ways is \( \frac{1}{10} = T(1) + T(2,3) = \)
$T(2) + T(1, 3)$. One can deduce that the toric variety associated with the polytope $P_\lambda$ can be embedded into $\mathbb{P}$ as the set of zeros of the ideal $\langle X_1 X_{2,3} - X_2 X_{1,3} \rangle$. However, this ideal coincides with $in_{\text{grad}} I$ obtained in Example 3.1. We generalize this to a fact that is one of our main reasons for considering these degenerations and terming them “Gelfand–Tsetlin degenerations”.

**Theorem 3.9.** If all inequalities in (a) and (b) (equivalently, all inequalities in (A) and (B)) are strict and $\lambda$ is regular, then the GT degeneration $F^S$ is the toric variety associated with the polytope $P_\lambda$. This is isomorphic to the toric variety associated with the Gelfand–Tsetlin polytope $GT_\lambda$.

**Proof.** As pointed out in the proof of Theorem 3.8, for every monomial $p$ appearing in the polynomial $D_{i_1, \ldots, i_k}$ we have $M_{T(p)} v_{\omega_k} = \pm e_{i_1, \ldots, i_k}$. However, in view of Proposition 3.3, if all inequalities in (a) and (b) are strict, then $M_{T(i_1, \ldots, i_k)}$ is the only ordered $L_{\omega_k}$-optimal monomial mapping $v_{\omega_k}$ to $\pm e_{i_1, \ldots, i_k}$. We deduce that

$$in_{\text{grad}}^A D_{i_1, \ldots, i_k} = \prod_{\ell=1}^k z_{\ell, i_\ell}.$$ 

The fact that the subring in $Q$ generated by the monomials $\prod_{\ell=1}^k z_{\ell, i_\ell}$ is the coordinate ring of the toric variety in question is essentially proved in [MS, Chap. 14]. However, we can observe that this subring is the semigroup ring of $\mathfrak{h}^* \oplus \Theta$ generated by points of the form $(\omega_k, T(i_1, \ldots, i_k))$. This semigroup ring is the homogeneous coordinate ring of the toric variety associated with $P_\lambda$. The second claim in the proposition follows from the unimodular equivalence proved in Lemma 2.2. □

The toric ideal $J$ obtained as the kernel of the map taking $X_{i_1, \ldots, i_k}$ to $\prod_{\ell=1}^k z_{\ell, i_\ell}$ is precisely the ideal considered in the works [GL] and [KM]. We will come back to this ideal in Sections 6 and 8.

We move on to the second characterization. Choose a complex vector $c = (c_{i,j}) \in \mathbb{C}^{1 \leq i < j \leq n}$ and consider the $G$-action $v_k(c) = \prod_{i,j} \exp(c_{i,j} f_{i,j}) v_{\omega_k} \in L_{\omega_k}$, where factors in the product are ordered by $i$ increasing from left to right. This defines $v_k(c)$ uniquely in view of the commutation relations. The coordinate of $v_k(c)$ corresponding to basis vector $e_{i_1, \ldots, i_k}$ is equal to $C_{i_1, \ldots, i_k}(c)$ for some polynomial $C_{i_1, \ldots, i_k} \in \mathbb{C}[z_{i,j}, 1 \leq i < j \leq n]$. In the non-degenerate case the following holds.

**Proposition 3.10.** $I$ is the kernel of the map $\varepsilon$ from $R$ to $Q$ sending $X_{i_1, \ldots, i_k}$ to $z_{k,k} C_{i_1, \ldots, i_k}$.

**Proof.** For an integral dominant weight $\lambda$ let $\mathbf{v}_\lambda \in \mathbb{P}(L_\lambda)$ be the point corresponding to $C_{\mathbf{v}_\lambda}$. Let $N \subset G$ be the unipotent subgroup with tangent algebra $n$. $N$ acts on $\mathbb{P}$ and the closure of the orbit $N v$ is $F$ where $v = v_{\omega_1} \times \cdots \times v_{\omega_{n-1}}$. Now, the Plücker coordinates of the point $\prod_{i,j} \exp(c_{i,j} f_{i,j})(v)$ are precisely $C_{i_1, \ldots, i_k}(c)$. In view of the additional factor $z_{k,k}$, the kernel of $\varepsilon$ is a wt-homogeneous ideal that contains $I$.

We are left to show that the set of points of the form $\prod_{i,j} \exp(c_{i,j} f_{i,j}) (v)$ is open in $F$ or, sufficiently, that the set of products of the form $\prod_{i,j} \exp(c_{i,j} f_{i,j})$ is open in $N$. In fact, induction on $n$ easily shows that the set of such products is all of $N$. For the induction step one writes $N = N_{n-1} \exp(n_1)$ where $N_{n-1}$ is the exponential of the subalgebra spanned by $f_{i,j}$ with $i > 1$. □
Now, our analog for GT degenerations.

**Theorem 3.11.** $\text{in}_{\text{grad}^S} I$ is the kernel of the map $\varepsilon^S$ from $R$ to $Q$ sending $X_{i_1, \ldots, i_k}$ to $\text{in}_{\text{grad}^A}(z_{k,k}C_{i_1, \ldots, i_k})$.

**Proof.** Consider a grading on $Q$ with $Q_\lambda$ being spanned by those monomials that for every $1 \leq i \leq n - 1$ contain the variable $z_{i,i}$ in degree $a_i$. Once again, for every monomial $p$ appearing in the polynomial $z_{k,k}C_{i_1, \ldots, i_k}$ we have $M_{T(p)}v_{\omega_k} = \pm e_{i_1, \ldots, i_k}$ and exactly one of these monomials $q$ has $T(q) = T(i_1, \ldots, i_k)$. The rest of the proof repeats that of Theorem 3.8 verbatim modulo the appropriate substitutions. $\square$

4. The degenerate action

In this section we define an associative algebra that acts on the GT degenerate representation spaces $L^S_\lambda$ and give an explicit description of the embedding of $F^S$ into $L^S_\lambda$ in terms of this action.

Let us consider the associative algebra $\Phi_n$ generated by elements $\{\varphi_{i,j} \mid 1 \leq i < j \leq n\}$ with relations $\varphi_{i_1,j_1}\varphi_{i_2,j_2} = 0$ whenever $i_1 > i_2$ and $\varphi_{i,j_1}\varphi_{i,j_2} = \varphi_{i,j_2}\varphi_{i,j_1}$ for all $1 \leq i < j_1 < j_2 \leq n$. For $T \in \mathbb{Z}_{\geq 0}^{\{1 \leq i < j \leq n\}}$ let $\varphi^T \in \Phi_n$ be the product $\prod_{i \neq j} \varphi_{i,j}^T$ with the factors ordered by $i$ increasing from left to right (which defines $\varphi^T$ uniquely). The elements $\varphi^T$ form a basis in $\Phi_n$.

We define an action of $\Phi_n$ on the vector space $L_\lambda$. To do so for $1 \leq k \leq n - 1$ consider the Lie algebra $\mathfrak{n}_-(k) \subset \mathfrak{n}_-$ spanned by $f_{i,j}$ with $i \geq k$; we see that $\mathfrak{n}_-(1) = \mathfrak{n}_-$ and that $\mathfrak{n}_-(k)$ is a nilpotent subalgebra in $\mathfrak{sl}_{n-k+1}$. Denote $L_\lambda(k) = U(\mathfrak{n}_-(k))v_\lambda \subset L_\lambda$. Note that the root vectors $-\alpha_{i,j}$ with $i \geq k$ generate a simple cone $\mathfrak{c}(k) \subset \mathfrak{h}^*$ of dimension $n - k$ with edges generated by $\alpha_i$ with $i \geq k$. One sees that $L_\lambda(k)$ is precisely the sum of all weight subspaces in $L_\lambda$ of weights $\mu$ for which $\mu - \lambda \in \mathfrak{c}(k)$.

Our action is defined as follows. For each $\varphi_{i,j}$ and a weight vector $v \in L_\lambda$ we have $\varphi_{i,j}v = f_{i,j}v$ if $v \in L_\lambda(i)$ and $\varphi_{i,j}v = 0$ otherwise.

**Proposition 4.1.** This is a well-defined $\Phi_n$-module structure on $L_\lambda$. For every $T \in \mathbb{Z}_{\geq 0}^{\{1 \leq i < j \leq n\}}$ we have $\varphi^T v_\lambda = M_T v_\lambda$.

**Proof.** We verify that the considered endomorphisms of $L_\lambda$ satisfy the defining relations for $\Phi_n$. The image of $f_{i,j}$ intersects $L_\lambda(i - 1)$ trivially; consequently, so does the image of $\varphi_{i,j}$. This implies that the first set of relations is satisfied. The actions of $\varphi_{i,j_1}$ and $\varphi_{i,j_2}$ commute since they both annihilate anything outside of $L_\lambda(i)$ and therefore may be viewed as commuting endomorphisms of $L_\lambda(i)$.

The second claim is easily obtained by induction on $\sum_{i \neq j} T_{i,j}$ via the fact that $\varphi_{i,j}$ preserves $L_\lambda(i)$.

Now we introduce a $\mathbb{Z}$-grading on the algebra $\Phi_n$ by setting $\text{deg}^A \varphi_{i,j} = a_{i,j}$; denote by $\Phi_{n,m}$ the homogeneous components of this grading. Subsequently we obtain an increasing $\mathbb{Z}$-filtration on $\Phi_n$ with components $\Phi_{n,\leq m} = \bigoplus_{l \leq m} \Phi_{n,l}$. On the one hand, this is a filtered algebra and the associated graded algebra is again $\Phi_n$ with the same grading $\text{deg}^A$. On the other, this filtration induces a filtration on $L_\lambda$ via $(L_\lambda)_{\leq m} = \Phi_{n,\leq m}v_\lambda$. 


Proposition 4.2. \((L_\lambda)_{\leq m} = (L_\lambda)_m\), i.e., the newly introduced filtration coincides with the one considered previously.

Proof. This is immediate from the second part of Proposition 4.1 and Theorem 3.6.

Let us turn the associated graded space \(L^S_\lambda\) into a \(\Phi_n\)-module by degenerating the action on \(L_\lambda\). We have the surjections \((L_\lambda)_m \to (L^S_\lambda)_m\) with kernels \((L_\lambda)_{m-1}\) and the maps \(\varphi_{i,j} : (L_\lambda)_m \to (L_\lambda)_{m+a_{i,j}}\). This induces maps \(\varphi_{i,j} : (L^S_\lambda)_m \to (L^S_\lambda)_{m+a_{i,j}}\) which are summed over \(m\) to provide maps \(\varphi_{i,j} : L^S_\lambda \to L^S_\lambda\).

Let \(v^S_\lambda\) be the image of \(v_\lambda \in (L_\lambda)_0\) in \((L^S_\lambda)_0\).

Proposition 4.3. This is a well-defined \(\Phi_n\)-module structure on \(L^S_\lambda\). The action on \(v^S_\lambda\) is described as follows. For \(T \in \mathbb{Z}_{\geq 0}^{1 \leq i < j \leq n}\) the vector \(\varphi^T v^S_\lambda\) is the projection of \(M_T v_\lambda \in (L_\lambda)_{A(T)}\) to \((L^S_\lambda)_{A(T)}\) (thus \(\varphi^T v^S_\lambda = 0\) if \(M_T\) is not \(L_\lambda\)-optimal).

Proof. To compute the image of a vector \(v \in (L^S_\lambda)_m\) under the action of \(\varphi_{i,j}\) one may choose a preimage \(v' \in (L_\lambda)_m\) of \(v\) and take the image of \(\varphi_{i,j} v' \in (L_\lambda)_{m+a_{i,j}}\) in \((L^S_\lambda)_{m+a_{i,j}}\). The first claim now follows from the first part of Proposition 4.1. \(\varphi^T v^S_\lambda\) is the projection of \(\varphi^T v_\lambda \in (L_\lambda)_{A(T)}\) to \((L^S_\lambda)_{A(T)}\) and \(\varphi^T v_\lambda = M_T v_\lambda\), therefrom we obtain the second claim.

In particular, the above proposition combined with Proposition 3.5 has the following consequence.

Corollary 4.4. For an integral dominant weight \(\lambda\) the set of vectors \(\{\varphi^T v^S_\lambda \mid T \in \Pi_\lambda\}\) is a basis in \(L^S_\lambda\).

Our next goal is, given a \(\lambda = (a_1, \ldots, a_{n-1})\), to define a \(\Phi_n\)-module structure on

\[U^S_\lambda = (L^S_{\omega_1})^{\otimes a_1} \otimes \cdots \otimes (L^S_{\omega_{n-1}})^{\otimes a_{n-1}}.\]

In fact, we define a monoidal structure on the category \(C\) of finite-dimensional \(\Phi_n\)-modules \(L\) that are also equipped with an \(h\)-action with the following properties. First, \(L\) is a direct sum of its \(h\)-weight spaces. Second, for an \(h\)-weight vector \(v \in L\) and \(h \in h\) one has \(h(\varphi_{i,j}(v)) = \varphi_{i,j}(h(v)) - h(\alpha_{i,j})\varphi_{i,j}(v)\), i.e., \(\varphi_{i,j}\) decreases the weight by \(\alpha_{i,j}\). Finally, among all weights with nonzero multiplicities in \(L\) there exists a single highest weight \(\lambda\) (i.e., \(\lambda\) is obtained from any other by adding a sum of positive roots) such that \(\varphi_{i,j}(v) = 0\) for any \(\varphi_{i,j}\) and any weight vector \(v \in L\) of weight \(\mu\) such that \(\mu - \lambda \notin \mathfrak{c}(i)\). We refer to this \(\lambda\) as the highest weight of \(L\).

It is easily seen that each \(L^S_\lambda\) inherits a weight decomposition from \(L_\lambda\), lies in \(C\), and has highest weight \(\lambda\).

For modules \(L_1, L_2\) in \(C\) with highest weights \(\lambda_1, \lambda_2\) denote \(U = L_1 \otimes L_2\). Note that a weight decomposition is induced on \(U\) and for \(1 \leq k \leq n - 1\) let \(U(k)\) be the sum of weight subspaces in \(U\) of weights \(\mu\) such that \(\mu - (\lambda_1 + \lambda_2) \in \mathfrak{c}(k)\). For weight vectors \(v_1 \in L_1, v_2 \in L_2\) and each \(\varphi_{i,j}\) we set \(\varphi_{i,j}(v_1 \otimes v_2) = 0\) if \(v_1 \otimes v_2 \notin U(i)\), otherwise we set

\[\varphi_{i,j}(v_1 \otimes v_2) = \varphi_{i,j}(v_1) \otimes v_2 + v_1 \otimes \varphi_{i,j}(v_2).\] (8)

Proposition 4.5. This is a well-defined \(\Phi_n\)-module structure on \(U\).
Proof. We see that the action of $\varphi_{i,j}$ subtracts $\alpha_{i,j}$ from the weight of a weight vector in $U$ and that the image of this action lies in $U(i)$ but intersects $U(i + 1)$ trivially. We deduce $\varphi_{i_1,j_1} \varphi_{i_2,j_2} U = 0$ whenever $i_1 > i_2$. The commutation of the actions of $\varphi_{i,j_1}$ and $\varphi_{i,j_2}$ on $U$ follows from the definition (8) and the fact that they commute on $L_1$ and $L_2$. \[\Box\]

It is now obvious that $U$ lies in $C$ with highest weight $\lambda_1 + \lambda_2$ and that the defined tensor product in $C$ is associative and symmetric. In particular, this lets us view $U_{\lambda}^S$ as a $\Phi_n$-module.

Next, note that a vector $e_{i_1,\ldots,i_k}$ lies in $(L_{\omega_k})_{s_{i_1,\ldots,i_k}}$ but not in $(L_{\omega_k})_{s_{i_1,\ldots,i_k-1}}$ (due to Lemma 3.2); let $e_{i_1,\ldots,i_k}^S$ be the image of this vector in $(L_{\omega_k}^S)_{s_{i_1,\ldots,i_k}}$. We have linear isomorphisms between $L_{\omega_k}$ and $L_{\omega_k}^S$ sending $e_{i_1,\ldots,i_k}$ to $e_{i_1,\ldots,i_k}^S$ which induce a linear isomorphism between $U_\lambda$ and $U_\lambda^S$. Now recall the embedding $L_\lambda^S \subset U_\lambda$ from Section 1. Denote the composition of the latter embedding and former isomorphism $\iota : L_\lambda^S \hookrightarrow U_\lambda^S$. Note that

$$\iota(v_\lambda^S) = u_\lambda^S = (v_{\omega_1}^S)^{\otimes a_1} \otimes \cdots \otimes (v_{\omega_{n-1}}^S)^{\otimes a_{n-1}}.$$ 

Lemma 4.6. The embedding $\iota$ is a homomorphism of $\Phi_n$-modules.

Proof. Since $L_\lambda^S$ is generated by $v_\lambda^S$ as a $\Phi_n$ module (due to Corollary 4.4), it suffices to show that for any $\varphi^T$ we have $\iota(\varphi^Tv_\lambda^S) = \varphi^Tu_\lambda^S$.

The vector $\varphi^Tu_\lambda^S$ can be written explicitly as

$$\sum_{T_k^\ell = T} (\varphi_1^{T_1} v_{\omega_1}^S) \otimes \cdots \otimes (\varphi_\ell^{T_\ell} v_{\omega_\ell}^S) \otimes \cdots \otimes (\varphi_{a_{n-1}}^{T_{a_{n-1}}} v_{\omega_{n-1}}^S). \tag{9}$$

Here we sum over all decompositions of $T$ into a sum of $T_k^\ell \in \mathbb{Z}^{1 \leq i < j \leq n}$ with $1 \leq k \leq n - 1$ and $1 \leq \ell \leq a_k$. Note that, in view Proposition 4.3, only those summands are nonzero in which each of the monomials $M_{T_k^\ell}$ is $L_{\omega_k}$-optimal.

Now consider $\iota(\varphi^Tv_\lambda^S)$. The image of $\varphi^Tv_\lambda^S \in L_\lambda^S$ under the embedding into $U_\lambda$ is seen to coincide with the projection of $M_T u_\lambda \in (L_{\lambda})_{A(T)} \subset (U_\lambda)_{\leq A(T)}$ to $(L_\lambda^S)_{A(T)} \subset (U_\lambda)_{A(T)}$ due to Proposition 4.3. Now,

$$M_T u_\lambda = \sum_{T_k^\ell = T} (M_{T_1^\ell} v_{\omega_1}) \otimes \cdots \otimes (M_{T_\ell^\ell} v_{\omega_\ell}) \otimes \cdots \otimes (M_{T_{a_{n-1}}^\ell} v_{\omega_{n-1}})$$

with $\{T_k^\ell\}$ ranging over the same set of partitions as in (9). Observe that unless each $M_{T_k^\ell}$ is $L_{\omega_k}$-optimal in a summand, this summand lies in $(U_\lambda)_{\leq A(T)-1}$. Therefore, when taking the projection onto $(L_{\lambda})_{A(T)} \subset (U_\lambda)_{\leq A(T)}$ only those summands in which each $M_{T_k^\ell}$ is $L_{\omega_k}$-optimal remain.

Finally observe that if for a $L_{\omega_k}$-optimal $M_{T_k^\ell}$ we have $M_{T_k^\ell} v_{\omega_k} = \pm e_{i_1,\ldots,i_k}$, then, due to Proposition 4.3, $\varphi_k^{T_k^\ell} v_{\omega_k}^S = \pm e_{i_1,\ldots,i_k}^S$. Thus our bijection from $L_{\omega_k}$ to $L_{\omega_k}^S$ maps $M_{T_k^\ell} v_{\omega_k}$ to $\varphi_k^{T_k^\ell} v_{\omega_k}^S$ and the assertion follows. \[\Box\]
Corollary 4.7. The $\Phi_n$-submodule in $U^S_\lambda$ generated by $v^S_\lambda$ is isomorphic to $L^S_\lambda$ (as a $\Phi_n$-module).

Next, consider a complex vector $c = (c_{i,j}, 1 \leq i < j \leq n)$. It is evident that each element $c_{i,j}\varphi_{i,j}$ acts nilpotently in the $\Phi_n$-modules $L^S_\lambda$ and $U^S_\lambda$ which allows us to consider the exponential of its action. We denote this exponential simply $\exp(c_{i,j}\varphi_{i,j})$. Furthermore, in each of these $\Phi_n$-modules we introduce the operator

$$\exp(c) = \prod_{i,j} \exp(c_{i,j}\varphi_{i,j})$$

where the factors are ordered by $i$ increasing from left to right (which defines $\exp(c)$ uniquely). We may now straightforwardly transfer the actions of $\exp(c_{i,j}\varphi_{i,j})$ and $\exp(c)$ to the projectivizations of said $\Phi_n$-modules.

Let and $v^S_\lambda$ be the point in $\mathbb{P}(L^S_\lambda)$ corresponding to $\mathbb{C}v^S_\lambda$. The following theorem is what we view as the main result of this paper.

Theorem 4.8. For an integral dominant regular weight $\lambda$ let $E_\lambda$ be the image of $\mathbb{C}^{1 \leq i < j \leq n}$ in $\mathbb{P}(L^S_\lambda)$ under the map taking $c$ to $\exp(c)v^S_\lambda$. The Zariski closure of $E_\lambda$ is the degenerate flag variety $F^S$. This embedding of $F^S$ into $\mathbb{P}(L^S_\lambda)$ coincides with the one given by Proposition 1.4.

The following fact is crucial to our proof of the theorem.

Lemma 4.9. For any $c \in \mathbb{C}^{1 \leq i < j \leq n}$ and $\lambda = (a_1, \ldots, a_{n-1})$ we have

$$\exp(c)u^S_\lambda = (\exp(c)v^S_{\omega_1})^{a_1} \otimes \cdots \otimes (\exp(c)v^S_{\omega_{n-1}})^{a_{n-1}} \in U^S_\lambda.$$

Proof. Since $\varphi_{i,j}$ acts on all $L^S_{\omega_k}(i)$ and on $U^S_\lambda(i)$, so does the one-dimensional Lie algebra $\mathbb{C}\varphi_{i,j}$. By definition, the action of this Lie algebra on $U^S_\lambda(i)$ is the tensor product of its actions on the $L^S_{\omega_k}(i)$. Therefore the Lie group $\exp(\mathbb{C}\varphi_{i,j}) = G_a$ (i.e., $\mathbb{C}$ under addition) also acts on these spaces and its action on $U^S_\lambda(i)$ is the tensor product of its actions on the $L^S_{\omega_k}(i)$. This means that for any

$$v = v^1_1 \otimes \cdots \otimes v^{n-1}_{a_{n-1}} \in U^S_\lambda(i)$$

we have

$$\exp(c_{i,j}\varphi_{i,j})v = \exp(c_{i,j}\varphi_{i,j})v^1_1 \otimes \cdots \otimes \exp(c_{i,j}\varphi_{i,j})v^{n-1}_{a_{n-1}}.$$

Now for $1 \leq k \leq n$ denote $c(k)$ the vector with $(k)_i,j = c_{i,j}$ whenever $i \geq k$ and $(k)_i,j = 0$ otherwise. In particular, $c(n) = 0$ and $c(1) = c$. The vector $\exp(c(k))u^S_\lambda$ lies in $U^S_\lambda(k)$ and we obtain by decreasing induction on $k$ that

$$\exp(c(k))u^S_\lambda = (\exp(c(k))v^S_{\omega_1})^{a_1} \otimes \cdots \otimes (\exp(c(k))v^S_{\omega_{n-1}})^{a_{n-1}}. \quad \Box$$
Proof of Theorem 4.8. In view of Corollary 4.7 it suffices to prove that \( F^S \) coincides with the closure of the set \( \{ \exp(c)u^S_\lambda \} \subset \mathbb{P}(U^S_\lambda) \) where \( u^S_\lambda \) corresponds to \( C u^S_\lambda \).

Let us write out \( \exp(c)u^S_\lambda \) as in Lemma 4.9 and consider the tensor factor \( \exp(c)v^S_{\omega_k} \). We may rewrite every \( \exp(c \varphi_{i,j}) \) as the series \( 1 + \varphi_{i,j} + \varphi_{i,j}^2/2 + \cdots \), expand the product \( \exp(c) \) and then retain only those monomials \( \varphi^T \) in the result for which \( M_T \) is \( L^S_{\omega_k} \)-optimal, since all others act trivially. For a \( L^S_{\omega_k} \)-optimal monomial \( M_T \), if \( M_T v_{\omega_k} = \pm e_{i_1, \ldots, i_k} \), then \( \varphi^T v^S_{\omega_k} = \pm e^S_{i_1, \ldots, i_k} \).

Now let us consider \( \prod_{i,j} \exp(c_{i,j} f_{i,j})v_{\omega_k} \in L_{\omega_k} \). Let us expand every \( \exp(c_{i,j} f_{i,j}) \) as \( 1 + f_{i,j} + f_{i,j}^2/2 + \cdots \), then expand the product and retain only the actions of \( L_{\omega_k} \)-optimal monomials. Then the coordinate of the result corresponding to \( e_{i_1, \ldots, i_k} \) will be equal to \( \text{in}_{\text{grad}^4}(C_{i_1, \ldots, i_k})(c) \) where \( C_{i_1, \ldots, i_k} \) are the polynomials considered in Theorem 3.11.

This shows that the coordinate of \( \exp(c)u^S_{\omega_k} \) corresponding to \( e^S_{i_1, \ldots, i_k} \) will be equal to \( \text{in}_{\text{grad}^4}(C_{i_1, \ldots, i_k})(c) \). If we now compose the embedding \( \mathbb{P} \subset \mathbb{P}(U_\lambda) \) from Section 1 with the isomorphism between \( \mathbb{P}(U_\lambda) \) and \( \mathbb{P}(U^S_\lambda) \), then we see that \( \exp(c)u^S_{\omega_k} \) lies in \( \mathbb{P} \subset \mathbb{P}(U^S_\lambda) \) and its Plücker coordinates are precisely the values \( \text{in}_{\text{grad}^4}(C_{i_1, \ldots, i_k})(c) \). Finally, we know from Theorem 3.11 that \( \text{in}_{\text{grad}^4} I \) is precisely the ideal of polynomials vanishing in all points with Plücker coordinates of this form with \( c \) ranging over \( \mathbb{C}^{(1 \leq i < j \leq n)} \). This concludes the proof.

The obtained embedding of \( F^S \) into \( \mathbb{P}(L^S_\lambda) \) coincides with the one obtained in Proposition 1.4, since we have considered the same embedding of \( \mathbb{P}(L^S_\lambda) \) into \( \mathbb{P}(U_\lambda) \), the same embedding of \( \mathbb{P} \) into \( \mathbb{P}(U_\lambda) \) and the same embedding of \( F^S \) into \( \mathbb{P} \).

Remark 4.10. In the case of abelian PBW degenerations as well as in [FaFFM] and [FFL3] the degenerate flag variety was defined as an orbit closure for a degenerate Lie group. This was then shown to coincide with a certain Gröbner degeneration. There is no degenerate group to be seen here; however, it turns out that considering the exponentials of generators of the degenerate algebra is sufficient. The fact that this embedding provided by representation theory coincides with the geometric one given by Proposition 1.4 shows that we have constructed the “correct” embedding.

Now, in these earlier works one could define the degenerate flag variety in complete analogy with Theorem 4.8 without mentioning the Lie group formed by the exponentials. Since our degenerate representation theory shares many nice properties with the earlier theories of PBW degenerations (the existence of tensor products, Corollary 4.7, Lemma 4.9 and, of course, Theorem 4.8), one could argue that a degenerate Lie group is not inherent to a degenerate representation theory but is an additional nice feature of the earlier theories. This idea is strengthened by the below approach which gets rid of the exponentials altogether, requiring only tensor products with a “Cartan component property” analogous to Corollary 4.7.

We now present an alternative way of characterizing \( F^S \) in terms of the representation theory of \( \Phi^n \). First of all, for integral dominant weights \( \lambda \) and \( \mu \) consider the tensor product \( U^S_\lambda \otimes U^S_\mu = U^S_{\lambda+\mu} \). On the one hand, by Corollary 4.7 applied to \( \lambda \) and \( \mu \), this product contains \( L^S_{\lambda+\mu} \). On the other, it contains \( L^S_{\lambda+\mu} \) as the submodule generated by \( u^S_\lambda \otimes u^S_\mu = u^S_{\lambda+\mu} \). We obtain an embedding \( L^S_{\lambda+\mu} \subset L^S_{\lambda} \otimes \)
and the dual surjection \((L^S_\lambda)^* \otimes (L^S_\mu)^* \to (L^S_{\lambda+\mu})^*\). This gives a commutative algebra structure on \(Q^S = \bigoplus_\lambda (L^S_\lambda)^*\).

**Theorem 4.11.** \(Q^S\) is isomorphic to \(P^S\).

**Proof.** Both of the algebras decompose as \(\bigoplus_\lambda (L^S_\lambda)^*\); we are to identify the multiplicative structures. In view of Corollary 4.7 the algebra \(Q^S\) is generated by the components \((L^S_\lambda)^*\) and we have a surjection \(R \to Q^S\). We are to show that the kernel of this surjection is \(I^S\).

For \(\lambda = (a_1, \ldots, a_{n-1})\) the subspace

\[
W^S_\lambda = \text{Sym}^{a_1}(L^S_{\omega_1}) \otimes \cdots \otimes \text{Sym}^{a_{n-1}}(L^S_{\omega_{n-1}}) \subset U^S_\lambda
\]

is seen to be a \(\Phi_n\)-submodule. When restricted to homogeneity degree \(\lambda\), the kernel of the above surjection is the orthogonal of the submodule \(L^S_\lambda \subset W^S_\lambda\) generated by \(u^S_\lambda \in W^S_\lambda\) (the bases in \(L^S_{\omega_k}\) composed of the \(e^{S}_{i_1,\ldots,i_k}\) provide a duality between \(W^S_\lambda\) and \(R^S\)). However, in the proof of Proposition 1.3 it was shown that \(L^S_\lambda \subset W^S_\lambda\) is orthogonal to \(I^S\) and the theorem follows via the linear isomorphism between \(U^S_\lambda\) and \(U^S_\lambda\).

The above theorem can be rephrased as the following characterization of \(F^S\) (where \(\{e^{S}_{i_1,\ldots,i_k}\} \subset (L^S_\lambda)^*\) is the basis dual to \(\{e^{S}_{i_1,\ldots,i_k}\}\)).

**Theorem 4.12.** There exists a surjection \(R \to Q^S\) mapping \(X_{i_1,\ldots,i_k}\) to \((e^{S}_{i_1,\ldots,i_k})^*\). The zero set of the kernel of this surjection is \(F^S \subset P\).

We have thus established two ways of characterizing a Gelfand–Tsetlin degeneration in terms of the representation theory of \(\Phi_n\). While Theorem 4.8 mimics the traditional way of defining PBW degenerations as orbit closures, Theorem 4.12 seems more natural and also has the advantage of being independent of the highest weight.

### 5. Singular highest weights and partial flag varieties

The purely representation-theoretic results in the above sections such as Theorem 2.6, Theorem 3.6, Proposition 4.2 or Corollary 4.4 hold equally well for regular and singular highest weight \(\lambda\). However, results concerned with the geometry of \(F^S\) and its defining ideal \(I^S\) (Proposition 1.4, Theorems 3.8 and 3.11, Theorem 3.9, Theorems 4.8 and 4.12) are limited to the consideration of the complete flag variety \(F\) and its degenerations and, therefore, only deal with regular highest weights. In this section we will recall the necessary facts concerning partial flag varieties and then generalize said results to this setting.

Within this section fix a set \(d = \{d_1, \ldots, d_\ell\} \subset \{1, \ldots, n-1\}\) and an integral dominant weight \(\lambda = \sum_j a_{d_j} \omega_{d_j}\) with all \(a_{d_j} > 0\) (i.e., having nonzero coordinates precisely at positions \(d_1, \ldots, d_\ell\)). The subgroup in \(G\) stabilizing \(v_\lambda \in L_\lambda\) is the standard parabolic subgroup \(P_d\) (depending only on \(d\) and not on the chosen \(\lambda\)) and \(E_d = G/P_d\) is the corresponding partial flag variety. Here we obtain \(P_d = B\) and \(F_d = F\) when \(d = \{1, \ldots, n-1\}\), i.e., \(\lambda\) is regular.
Consider the subring \( R_d \subset R \) generated by all Plücker variables of the form \( X_{i_1, \ldots, i_d} \), this subring is the homogeneous coordinate ring of

\[
P_d = \mathbb{P}(L_{\omega_{d_1}}) \times \cdots \times \mathbb{P}(L_{\omega_{d_d}}).
\]

The Plücker embedding \( F_d \subset \mathbb{P}_d \) of the partial flag variety is given the ideal \( I_d = I \cap R_d \); denote the homogeneous coordinate ring \( \mathcal{P}_d = R_d/I_d \). The grading \( \text{wt} \) restricts to \( R_d \) as a grading by the semigroup generated by all \( \omega_{d_j} \). If \( \mu \) is a weight in this semigroup, then the corresponding homogeneous components can be identified: \( R_{d, \mu} = R_{\mu}; I_{d, \mu} = I_{\mu} \) and \( \mathcal{P}_{d, \mu} = \mathcal{P}_{\mu} \).

The grading \( \text{grad}^S \) can also be restricted to \( R_d \) and we set \( \mathcal{P}_d^S = R_d/\text{in}_{\text{grad}^S} I_d \). This is the homogeneous coordinate ring of the Gröbner degeneration \( F_d^S \subset \mathbb{P}_d \) of \( F_d \) given by the ideal \( \text{in}_{\text{grad}^S} I_d \). The decreasing filtration on \( R \) given by \( \text{grad}^S \) induces a filtration on \( R_d \) and, subsequently, on \( \mathcal{P}_d \). For a weight \( \mu \) in the semigroup generated by all \( \omega_{d_j} \), the obtained filtration on \( \mathcal{P}_{d, \mu} \) coincides with that on \( \mathcal{P}_{\mu} \) and we see (via Proposition 1.1) that the homogeneous components of \( \mathcal{P}_d^S \) are associated graded spaces of duals of irreducible representations.

Now, the Segre embedding provides an embedding \( \mathbb{P}_d \subset \mathbb{P}(U_\lambda) \) and, subsequently, \( F_d^S \subset \mathbb{P}(U_\lambda) \). We have the following generalization of Proposition 1.4 which is proved in the same manner.

**Proposition 5.1.** The image of the embedding \( F_d^S \subset \mathbb{P}(U_\lambda) \) is contained in the image of \( \mathbb{P}(L_\lambda^S) \subset \mathbb{P}(U_\lambda) \) (defined in Section 1).

From the fact that \( \text{in}_{\text{grad}^S} I_d = \text{in}_{\text{grad}^S} I \cap R_d \) we immediately obtain generalizations of Theorems 3.8 and 3.11.

**Theorem 5.2.** \( \text{in}_{\text{grad}^S} I_d \) is the kernel of the map from \( R_d \) to \( Q \) sending \( X_{i_1, \ldots, i_d} \) to \( \text{in}_{\text{grad}^A} D_{i_1, \ldots, i_d} \).

**Theorem 5.3.** \( \text{in}_{\text{grad}^S} I_d \) is the kernel of the map from \( R_d \) to \( Q \) sending \( X_{i_1, \ldots, i_d} \) to \( \text{in}_{\text{grad}^A}(z_{d_j, d_j} C_{i_1, \ldots, i_d}) \).

As in the proof of Theorem 3.9, we see (via Theorem 5.2) that if all inequalities in (a) and (b) are strict, then \( \mathcal{P}_d^S \) is the semigroup ring of the semigroup in \( \mathfrak{h}^* \oplus \Theta \) generated by the union of all \( \omega_{d_j}, \Pi_{\omega_{d_j}} \). This is precisely the homogeneous coordinate ring of the toric variety associated with the polytope \( P_\lambda \) and we obtain the following generalization.

**Theorem 5.4.** If all inequalities in (a) and (b) (equivalently, all inequalities in (A) and (B)) are strict, then the Gelfand–Tsetlin degeneration \( F_d^S \) is the toric variety associated with the polytope \( P_\lambda \). This is isomorphic to the toric variety associated with the Gelfand–Tsetlin polytope \( GT_\lambda \).

Finally, we have the generalizations of Theorems 4.8 and 4.12. The former is deduced from Theorem 5.3 just as Theorem 4.8 is deduced from Theorem 3.11 while the latter is a direct consequence of Theorem 4.12.

**Theorem 5.5.** Let \( E_\lambda \) be the image of \( \mathbb{C}^{\{1 \leq i < j \leq n\}} \) in \( \mathbb{P}(L_\lambda^S) \) under the map taking \( c \) to \( \exp(c) v_\lambda^S \). The Zariski closure of \( E_\lambda \) is the degenerate flag variety \( F_d^S \).

Let \( \mathcal{P}_d^S \) be the subalgebra in \( \mathcal{P}^S \) spanned by \( (L_\mu^S)^* \) such that \( \mu \) is a sum of the \( \omega_{d_j} \).
There exists a surjection $R_d \rightarrow \mathcal{P}_d^S$ mapping the variable $X_{i_1,\ldots,i_d}$ to $(e_{i_1,\ldots,i_d})^*$, the kernel of which cuts out $F_d^S \subset \mathbb{P}_d$.

6. Gröbner fans and tropical flag varieties

It is evident that all $A$ with properties (a) and (b) (i.e., (A) and (B)) form the set $K$ of integer points inside a convex rational polyhedral cone $\mathcal{K} \subset \Theta^*$. Now, $\sigma$ can be viewed as a linear map from $\Theta^*$ to the space of Gröbner degenerations $\Xi = \mathbb{R}\{1 \leq i_1 < \cdots < i_k \leq n | 1 \leq k \leq n-1\}$.

Proposition 6.1. The linear map $\sigma$ is injective and each of $K$ and $\sigma(K)$ is a product of $\mathbb{R}^{n-1}$ and a simplicial cone of dimension $\binom{n-1}{2}$. Furthermore, the map $\sigma$ is unimodular in the sense that it establishes a bijection between the set integer points in $\Theta^*$ and the set of integer points in its image.

Proof. The map $\sigma$ can be represented by a $(2^n - 2) \times \binom{n}{2}$-matrix. Choose a pair $1 \leq i < j \leq n$ and consider the row of this matrix corresponding to the tuple $(1,\ldots,i-1,j)$ (i.e., the integers between 1 and $i$ with $i$ replaced by $j$). One sees that $T(1,\ldots,i-1,j)_{i,j} = 1$ while all other coordinates of $T(1,\ldots,i-1,j)$ are zero. This means that this row in our matrix has exactly one nonzero entry in the column corresponding to the pair $(i,j)$. This shows that the matrix has maximal rank and, therefore, $S$ is injective.

One easily sees that altogether there are $\binom{n-1}{2}$ inequalities in (a) and (b) and that the functionals on $\Theta^*$ bounded by these inequalities are linearly independent. This immediately implies that $\mathcal{K}$ has the claimed form. The claim concerning $\sigma(K)$ follows from the injectivity of $S$.

The final claim can be obtained as follows. Obviously, the image of any integer point under $\sigma$ is an integer point. Conversely, consider an integer point $S = (s_{i_1,\ldots,i_k}) \in \sigma(\Theta^*)$. We claim that $S = \sigma(A)$ where the coordinate $a_{i,j}$ of $A$ is equal to $s_{1,\ldots,i-1,j}$. Indeed, we know that the coordinate $\sigma(A)_{1,\ldots,i-1,j} = a_{i,j}$ and that $S$ is the unique point in the image $\sigma$ with the given coordinates $s_{1,\ldots,i-1,j}$, since all other coordinates are expressed as linear combinations of these. \hfill $\square$

Let us briefly introduce the Gröbner fan and the tropicalization of the flag variety $F$; the details can be found in [MaS, Chap. 3]. Every point in $S = (s_{i_1,\ldots,i_k}) \in \Xi$ defines a Gröbner degeneration of $F$ but, as mentioned in Remark 1.5, increasing all $s_{i_1,\ldots,i_k}$ for a chosen $k$ by the same constant does not change the degeneration. Therefore we can restrict our attention to the subspace $\Xi_0$ in which $s_{1,\ldots,k} = 0$ for all $k$. Note that $\sigma(K) \subset \Xi_0$.

Let us define an equivalence relation on $\Xi_0$ by setting $S \sim S'$ if and only if $\text{in}_{\text{grad}^S} I = \text{in}_{\text{grad}^S} I$. Each equivalence class is the relative interior of a closed convex rational polyhedral cone in $\Xi_0$. Together all these cones form a complete fan in $\Xi_0$ known as the Gröbner fan of the variety $F$. Let us consider all the cones in this fan such that for a point $S$ in the relative interior of the cone the initial ideal $\text{in}_{\text{grad}^S} I$ does not contain any monomials in the Plücker variables. These cones form a subfan in the Gröbner fan that is the tropicalization of $F$ with respect to the identically zero valuation on $\mathbb{C}$. This subfan is also known as the tropical flag variety.
Theorem 6.2. $\sigma(K)$ is a cone in the Gröbner fan of $F$. Moreover, $\sigma(K)$ is a maximal cone in the tropicalization of $F$.

Proof. For every $A \in K$ we know from Theorem 3.8 that $P^\sigma(A)$ can be embedded into a polynomial ring, therefore $\text{in}_{\text{grad}^\sigma(A)} I$ is prime and hence monomial free. From Proposition 6.1 we now deduce that all the integer points in $\sigma(K)$ are contained in (the support of) the tropical flag variety and, consequently, so is all of $\sigma(K)$ since it is a rational cone. Furthermore, as shown in [MaS, Lem. 3.2.10], a maximal cone in the Gröbner fan of $F$ can have dimension at most $\dim F = \binom{n}{2}$ which is precisely the dimension of $\sigma(K)$. We see that it suffices to prove the first claim and the second will follow.

We know that for every integer point $S$ in the relative interior of $\sigma(K)$ the initial ideal $\text{in}_{\text{grad}^S} I$ is the toric ideal $J$ discussed in Theorem 3.9, hence the same holds for every (not necessarily integer) point in the relative interior. To prove that $\sigma(K)$ is a cone in the Gröbner fan we are to show that for every point $S$ in its relative boundary the ideal $\text{in}_{\text{grad}^S} I$ differs from $J$. Again, since $\sigma(K)$ and all of its proper faces are rational cones, it suffices to prove the last assertion for integer points $S$, i.e., points of the form $\sigma(A)$ where $A = (a_{i,j}) \in K$ is such that at least one of the inequalities in (a) and (b) is an equality.

Now, [MS, Thm. 14.16] provides an explicit description of $J$. It is generated by binomials of the form

$$X_{i_1, \ldots, i_k} X_{j_1, \ldots, j_\ell} - X_{\max(i_1,j_1), \ldots, \max(i_k,j_k)} X_{\min(i_1,j_1), \ldots, \min(i_k,j_k), j_{k+1}, \ldots, j_\ell} \tag{10}$$

where $k \leq \ell$.

Choose an $A = (a_{i,j}) \in K$. Suppose that we have $a_{i,i+1} + a_{i+1,i+2} = a_{i,i+2}$ for some $1 \leq i \leq n - 2$. Let us show that $\text{in}_{\text{grad}^\sigma(A)} I$ differs from $J$ by presenting a binomial of the form (10) which is not contained in $\text{in}_{\text{grad}^\sigma(A)} I$. Indeed, we have

$$\text{in}_{\text{grad}^A} (D_{1, \ldots, i}) = z_{1,1} \cdots z_{i,i},$$

$$\text{in}_{\text{grad}^A} (D_{1, \ldots, i-1, i+1, i+2}) = z_{1,1} \cdots z_{i-1,1} z_{i,i+1} z_{i+1,1} z_{i+2,1} + z_{1,1} \cdots z_{i-1,1} z_{i,i+2} z_{i+1,1} z_{i+2,1},$$

$$\text{in}_{\text{grad}^A} (D_{1, \ldots, i-1, i+1}) = z_{1,1} \cdots z_{i-1,1} z_{i,i+1} \text{ and } \text{in}_{\text{grad}^A} (D_{1, \ldots, i,i+2}) = z_{1,1} \cdots z_{i,1} z_{i,i+1,1}.$$
Corollary 6.3. The degeneration $F^{\sigma(A)}$ depends only on the minimal face of $K$ containing $A$. Furthermore, if $A, B \in K$ are such that the minimal face of $K$ containing $A$ contains the minimal face of $K$ containing $B$, then $F^{\sigma(A)}$ is a Gröbner degeneration of $F^{\sigma(B)}$.

Remark 6.4. The toric degeneration is seen to be a Gröbner degeneration of any other Gelfand–Tsetlin degeneration. This allows us to use general properties of Gröbner degenerations and initial ideals to generalize various facts known about the toric degeneration to all GT degenerations. For instance, one can now easily deduce that any of the ideals in $\text{grad}^\sigma(A)$ with $A \in K$ is generated by its quadratic part. Or that the set of all monomials $X_{i_1}^{i_1} \cdots X_{i_k}^{i_k} \cdots X_{i_N}^{i_N}$ such that the tuples $(i_1, \ldots, i_k), \ldots, (i_N, \ldots, i_N)$ are the columns of a semistandard Young tableau projects to a basis in $P^\sigma(A)$ (see [MS, Cor. 14.9]).

Without going into specifics let us explain how Theorem 6.2 can be generalized to partial flag varieties. For $d \subset \{1, \ldots, n-1\}$ one can consider the subspace $\Xi_d \subset \Xi$ consisting of $S = (s_{i_1, \ldots, i_k})$ with $s_{i_1, \ldots, i_k} = 0$ whenever $k \notin d$. We then define the map $\sigma_d : \Theta^* \to \Xi_d$ as the composition of $\sigma$ and coordinatewise projection onto $\Xi_d$. The assertion is that $\sigma_d(K)$ is a maximal cone in the tropicalization of $F_d$, the latter being contained in $\Xi_d \cap \Xi_0$. This can first be proved for Grassmannians by induction on $n$ and then generalized to arbitrary $d$ by considering a point in the relative boundary of $\sigma_d(K)$ and showing that it projects into the relative boundary of some $\sigma_{\{i\}}(K)$ with $i \in d$.

To complete the section let us give a fully explicit description of the maximal cone $\sigma(K)$ in the tropicalization, i.e., its minimal H-description.

Proposition 6.5. The cone $\sigma(K)$ consists of such $S = (s_{i_1, \ldots, i_k}) \in \Xi$ that all

$$s_{i_1, \ldots, i_k} = \sum_{i,j} T(i_1, \ldots, i_k)_{i,j} s_{1, \ldots, i-1,j}$$

and

(a') $s_{1, \ldots, i-1,i+1} + s_{1, \ldots, i,i+2} \leq s_{1, \ldots, i-1,i+2}$ for any $1 \leq i \leq n-2$,

(b') $s_{1, \ldots, i-1,j} + s_{1, \ldots, i,j+1} \leq s_{1, \ldots, i-1,j+1} + s_{1, \ldots, i,j}$ for any $1 \leq i < j-1 \leq n-2$.

Proof. The inequalities in (a) and (b) provide a minimal H-description of the cone $K$. One then applies the map $\sigma$ to these inequalities as described in the proof of Proposition 6.1 to obtain the proposition. \qed

Remark 6.6. The maximal cone in the tropicalization corresponding to the toric initial ideal $J$ is also discussed in [KaN, Example 7.3]. There a redundant H-description of this cone is given.

7. The dual construction

The results in Sections 2–6 can be dualized via the Dynkin diagram automorphism for type $A_{n-1}$. Let us show how this dualization works and why most of it, in a sense, reduces to the results already obtained.
For a tuple $1 \leq i_1 < \cdots < i_k \leq n$ let $j_{k+1} < \cdots < j_n$ be the elements of \( \{1, \ldots, n-1\} \setminus \{i_1, \ldots, i_k\} \). We define the points $\tilde{T}(i_1, \ldots, i_k) \in \Theta$ by
\[
\tilde{T}(i_1, \ldots, i_k)_{\ell,m} = \begin{cases} 
1 & \text{if } m \geq k + 1 \text{ and } \ell = j_m, \\
0 & \text{otherwise.}
\end{cases}
\] (11)

In other words, we have the coordinate corresponding to pair $(j_m, m)$ equal to 1 for every $k + 1 \leq m \leq n$ with $j_m < m$ and all other coordinates zero. We then define $\Pi_{\omega_k}$ as the set of all $\tilde{T}(i_1, \ldots, i_k)$ and $\Pi_\lambda$ as the corresponding Minkowski sum. Let $\tilde{P}_\lambda$ be the convex hull of $\Pi_\lambda$.

Consider the involution $\eta$ of $\Theta$ with $\eta(T)_{i,j} = T_{n+1-j, n+1-i}^{-1}$. In terms of Example 2.3 this is simply reflection across a vertical line.

**Proposition 7.1.** $\tilde{P}_\lambda$ is unimodularly equivalent to $GT_\lambda$.

**Proof.** One sees that in the above notation we have
\[
\tilde{T}(i_1, \ldots, i_k) = \eta(T(n+1-j, n, \ldots, n + 1 - j_{k+1})).
\]
Hence, $\Pi_{\omega_k} = \eta(\Pi_{\omega_{n-k}})$ and $\Pi_\lambda = \eta(\Pi_{\tilde{\lambda}})$ where $\tilde{\lambda}$ is the image of $\lambda$ under the linear involution of $\mathfrak{h}^*$ that transposes $\omega_k$ and $\omega_{n-k}$. We see that $\eta(\tilde{P}_\lambda) = P_{\tilde{\lambda}}$, i.e., $\tilde{P}_\lambda$ is unimodularly equivalent to $P_{\tilde{\lambda}}$ and hence $GT_{\tilde{\lambda}}$. However, $GT_{\tilde{\lambda}}$ is easily seen to be unimodularly equivalent to $GT_\lambda$. \qed

Now consider the linear involution $\zeta$ of $\mathfrak{n}_-$ that maps $f_{i,j}$ to $-f_{n+1-j, n+1-i}$; this is a Lie algebra automorphism. The representations $L_\lambda$ and $L_{\tilde{\lambda}}$ are conjugate under this automorphism, meaning that there exists a linear isomorphism $\zeta_{\lambda}: L_\lambda \to L_{\tilde{\lambda}}$ such that $f \zeta_{\lambda}(v) = \zeta_{\lambda}(\zeta(f)v)$ for any $f \in \mathfrak{n}_-$ and $v \in L_\lambda$. These representations are also contragradient duals of each other but we will not be making direct use of this here.

**Proposition 7.2.** The set \( \{ \prod f_{i,j}^{T_{i,j}} v_{\lambda}^\alpha, T \in \Pi_{\lambda} \} \subset L_{\lambda} \) with the products ordered by $j$ decreasing from left to right is, up to signs, the image of the set \( \{ M_T v_\lambda, T \in \Pi_{\lambda} \} \) under $\zeta_\lambda$. In particular, the former set constitutes a basis in $L_{\tilde{\lambda}}$.

**Proof.** Since $v_\lambda$ and $v_{\tilde{\lambda}}$ are the only highest weight vectors in the respective representations up to a scalar factor, we can assume that $\zeta_{\lambda}(v_\lambda) = v_{\tilde{\lambda}}$. We see that, in view of the definitions of $\eta$ and $\zeta_{\lambda}$, for $T \in \Pi_{\lambda}$ the image $\zeta_{\lambda}(M_T v_\lambda)$ is $\pm \prod f_{i,j}^{\eta(T_{i,j})} v_{\lambda}$. It remains to recall that $\eta(\Pi_{\lambda}) = \Pi_{\tilde{\lambda}}$. \qed

To dualize the results in Section 3 one considers $A \in \Theta^*$ satisfying the same inequalities (a) and (b) as before and sets
\[
\tilde{\sigma}(A)_{i_1, \ldots, i_k} = A(\tilde{T}(i_1, \ldots, i_k)).
\]
Let $\eta^*$ be the involution of $\Theta^*$ dual to $\eta$, i.e., given by $\eta^*(A)_{i,j} = A_{n+1-j,n+1-i}$. We see that for a monomial $M \in \mathcal{U}(\mathfrak{n}_-)$ we have $\deg^A M = \deg \eta^*(A) \zeta(M)$ where we extend $\zeta$ to the universal enveloping algebra. This provides dual versions of Lemma 3.2 and Theorem 3.6 via the conjugation between $L_\lambda$ and $L_{\tilde{\lambda}}$, we omit the details.

Furthermore, let $\mathcal{Y}$ be the involution of $R$ mapping the variable $X_{i_1, \ldots, i_k}$ to $X_{n+1-j_n, \ldots, n+1-j_{k+1}}$ where again
\[
\{j_{k+1}, \ldots, j_n\} = \{1, \ldots, n-1\} \setminus \{i_1, \ldots, i_k\}.
\]
Proposition 7.3. The ideals $\text{in}_{\text{grad}^\vartheta(A)} I$ and $\Upsilon(\text{in}_{\text{grad}^{\eta^*(A)}} I)$ coincide.

Proof. This follows from

$$\Upsilon(I) = I \quad \text{and} \quad \text{grad}^\vartheta(A) X_{i_1, \ldots, i_k} = \text{grad}^{\eta^*(A)} \Upsilon(X_{i_1, \ldots, i_k}).$$

The dual versions of the results concerned with the Gröbner degeneration $F^\vartheta(A)$ in Sections 3 and 5 are now obtained straightforwardly and we, again, do not go into details.

We point out, however, that in the dual version of Theorem 3.9 the initial ideal obtained when all inequalities in (a) and (b) are strict will not be the toric ideal $J$, instead we will have $\text{in}_{\text{grad}^\vartheta(A)} I = \Upsilon(J)$. The variety $F^\vartheta(A)$ will again be the toric variety of the GT polytope but $\Upsilon(J)$ provides a different projective embedding thereof. This means that when dualizing the results in Section 6 we obtain a different maximal cone in the tropical flag variety:

Theorem 7.4. The cone $\tilde{\sigma}(K)$ is a maximal cone in the tropicalization of $F$ which is different from $\sigma(K)$ when $n \geq 4$.

Thus we have explicit descriptions of two different series of maximal cones in tropical flag varieties. This pair of cones is transposed by the action of $Z/2Z$ on the tropical flag variety, see [BLMM]. This is in contrast with the maximal cone in the tropicalization that was obtained in [FaFFM], since the latter is invariant under the $Z/2Z$-action.

To dualize the results in Section 4 one considers the associative algebra $\tilde{\Phi}_n$ with generators $\tilde{\varphi}_{i,j}, 1 \leq i < j \leq n$ and relations $\tilde{\varphi}_{i_1, j_1} \tilde{\varphi}_{i_2, j_2} = 0$ whenever $j_1 < j_2$ and $\tilde{\varphi}_{i_1, j_1} \tilde{\varphi}_{i_2, j_2} = \tilde{\varphi}_{i_2, j_2} \tilde{\varphi}_{i_1, j_1}$ for all $1 \leq i_1 < i_2 < j \leq n$. This algebra acts on $L_\lambda$ by $\tilde{\varphi}_{i,j}$ acting like $f_{i,j}$ on $U(\bigoplus_{m \leq j} \mathbb{C}f_{\ell,m})v_\lambda$ and annihilating all weight vectors outside of this space.

There is an isomorphism $\Psi$ between $\Phi_n$ and $\tilde{\Phi}_n$ mapping $\varphi_{i,j}$ to $-\tilde{\varphi}_{n+1-i, n+1-j}$.

Proposition 7.5. Define another action of $\Phi_n$ on the space $L_\lambda$ by letting $\varphi_{i,j}$ act as $\Psi(\varphi_{i,j})$ in the above $\tilde{\Phi}_n$-action. The obtained $\Phi_n$-module is isomorphic to $L_\chi$ with the action considered in Section 4.

Proof. The isomorphism is given by the map $\zeta_\lambda$. Indeed, for $2 \leq j \leq n$ the involution $\zeta$ maps $\bigoplus_{m \leq j} \mathbb{C}f_{\ell,m}$ bijectively onto $n_-(n+1-j)$ and, therefore, $\zeta_\lambda$ maps $U(\bigoplus_{m \leq j} \mathbb{C}f_{\ell,m})v_\lambda$ bijectively onto $L_\chi(n+1-j)$. We now see that for a weight vector $v \in L_\lambda$ if $v \in U(\bigoplus_{m \leq j} \mathbb{C}f_{\ell,m})v_\lambda$, then

$$\zeta_\lambda(\Psi(\varphi_{n+1-j, n+1-i}v)) = -\zeta_\lambda(f_{i,j}v) = f_{n+1-j, n+1-i}\zeta_\lambda(v) = \varphi_{n+1-j, n+1-i}\zeta_\lambda(v),$$

and if $v \notin U(\bigoplus_{m \leq j} \mathbb{C}f_{\ell,m})v_\lambda$, then

$$\zeta_\lambda(\Psi(\varphi_{n+1-j, n+1-i}v)) = 0 = \varphi_{n+1-j, n+1-i}\zeta_\lambda(v).$$

In other words, $\zeta_\lambda$ establishes an isomorphism between the $\Phi_n$-module $L_\lambda$ and the $\tilde{\Phi}_n$-module $L_\chi$ modulo the isomorphism $\Psi$. Further details regarding the dualization of results concerned with the action of $\Phi_n$ are now recovered straightforwardly.
8. Addendum: approach via non-abelian gradings

In this section we propose an alternative solution to the original problem of realizing the Gelfand–Tsetlin toric variety in a context of degenerate representation theory. Let us first recall the following standard definitions concerning initial ideals in free associative algebras. These notions originate from [Be].

Let $\mathcal{F}_n$ be the free associative $\mathbb{C}$-algebra generated by the symbols $\hat{f}_{i,j}$ with $1 \leq i < j \leq n$. We have the surjection $\mathcal{F}_n \twoheadrightarrow \mathcal{U}(n_-)$ mapping $\hat{f}_{i,j}$ to $f_{i,j}$; denote $\mathcal{I}$ the kernel of this surjection.

Now consider the set of monomials (i.e., products of $\hat{f}_{i,j}$) in $\mathcal{F}_n$. Under multiplication these monomials form the free monoid $\{f_{i,j}\}^*$, let $\prec$ be a total ordering of this monoid, i.e., a total order on the monomials such that for any monomials $x$, $y$ and $z$ the condition $x \prec y$ implies $xz \prec yz$ and $zx \prec zy$. Then for any $f \in \mathcal{F}_n$ we may define its initial part in $\prec f$ as the $\prec$-maximal monomial occurring in $f$.

The initial (two-sided) ideal in $\prec f$ is then spanned by the monomials in $\prec f$ with $f$ ranging over $\mathcal{I}$.

Furthermore, for an integral dominant weight $\lambda$ let $\mathcal{I}_\lambda \subset \mathcal{F}_n$ be the left ideal annihilating $L_\lambda$. Then in $\prec \mathcal{I}_\lambda$ defined as the span of the initial parts of elements of $\mathcal{I}_\lambda$ will be a left ideal containing in $\prec \mathcal{I}$. In other words, we obtain a left module $L^\prec_\lambda = \mathcal{F}_n / \text{in}_\prec \mathcal{I}_\lambda$ over $\mathcal{U}^\prec = \mathcal{F}_n / \text{in}_\prec \mathcal{I}$. This module is generated by the vector $v^\lambda$, the image of 1.

A key property of the algebra $\mathcal{U}^\prec$ is that it is graded by the non-abelian monoid $\{f_{i,j}\}^*$ in a way that respects the non-commutative multiplication. The modules $L^\prec_\lambda$ are also $\{f_{i,j}\}^*$-graded in a way that respects the left $\mathcal{U}^\prec$-action. There is another way of defining these graded objects: as associated graded spaces.

The order $\prec$ on $\{f_{i,j}\}^*$ defines a filtration of $\mathcal{U}(n_-)$ by this totally ordered set. For $x \in \{f_{i,j}\}^*$ the filtration component $\mathcal{U}(n_-)_{\prec x}$ is defined as the span of all PBW monomials $f_{i_1,j_1} \cdots f_{i_m,j_m}$ such that $\hat{f}_{i_1,j_1} \cdots \hat{f}_{i_m,j_m} \preceq x$. We also define the space $\mathcal{U}(n_-)_{\prec x}$ as the span of all PBW monomials $f_{i_1,j_1} \cdots f_{i_m,j_m}$ such that $\hat{f}_{i_1,j_1} \cdots \hat{f}_{i_m,j_m} < x$. We then have the associated $\{f_{i,j}\}^*$-graded space

$$\text{gr} \mathcal{U}(n_-) = \bigoplus_{x \in \{f_{i,j}\}^*} \mathcal{U}(n_-)_{\preceq x}/\mathcal{U}(n_-)_{\prec x}.$$ 

In view of the condition on $\prec$ the space $\text{gr} \mathcal{U}(n_-)$ inherits a multiplicative structure from $\mathcal{U}(n_-)$ and is, in fact, an associated graded algebra.

Further, the $\{f_{i,j}\}^*$-filtration on $\mathcal{U}(n_-)$ induces a $\{f_{i,j}\}^*$-filtration on every $L_\lambda$ by acting on $v^\lambda$ and we may again consider the associated $\{f_{i,j}\}^*$-graded spaces $\text{gr} L_\lambda$. The following fact is proved in complete analogy with Proposition 1.1.

**Proposition 8.1.** $\text{gr} \mathcal{U}(n_-)$ and $\mathcal{U}^\prec$ are isomorphic as $\{f_{i,j}\}^*$-graded algebras while $\text{gr} L_\lambda$ and $L^\prec_\lambda$ are isomorphic as graded modules over these algebras.

**Remark 8.2.** To obtain abelian PBW degenerations as well as the degenerations from [FFL3] and [FaFFM] one needs to generalize this setting. Namely, one needs to consider total orderings of an arbitrary semigroup $\Delta$ equipped with a homomorphism $\{f_{i,j}\}^* \rightarrow \Delta$ (in the mentioned cases $\Delta$ is either $\mathbb{Z}$ or $\mathbb{Z}^{\binom{n-1}{2}}$). One then obtains a $\Delta$-grading on $\mathcal{F}_n$ and the total order on $\Delta$ induces a partial...
monomial order on $F_n$. The key novelty of the present construction is that we consider a non-abelian $\Delta$ (namely, all of $\{f_{i,j}\}^*$).

We now specialize to a particular order $\prec$ which is defined as follows. For a monomial $x = \hat{f}_{i_1,j_1} \cdots \hat{f}_{i_m,j_m}$ define $|x| = \sum_k (j_k - i_k)$. Now consider two monomials $x = \hat{f}_{i_1,j_1} \cdots \hat{f}_{i_m,j_m}$ and $y = \hat{f}_{p_1,q_1} \cdots \hat{f}_{p_r,q_r}$. First, we set $x \prec y$ whenever $|x| < |y|$. Now, if $|x| = |y|$ we compare the monomials lexicographically. Namely we consider the least such $k$ that $(i_k, j_k) \neq (p_k, q_k)$ and set $x \prec y$ whenever $i_k < p_k$ or $i_k = p_k$ and $j_k < q_k$. Note that $|x| = |y|$ ensures that neither of $x$ and $y$ is a prefix of the other.

Remark 8.3. We introduce the function $|x|$ rather than simply comparing monomials lexicographically in order to avoid indefinite situations in which one monomial is a prefix of the other. However, we could consider any other increasing function $g$ on $[1, n]$ and set $|x| = \sum_k (g(j_k) - g(i_k))$ instead. It is easily seen that this would not alter the initial ideals in $\prec_\lambda I$ and in $\prec_\lambda I_\lambda$. This is a special case of the following general principle: if an ideal is homogeneous with respect to some grading, then its initial ideal is determined by the order relations between pairs of monomials of the same grading. In our case the ideals are homogeneous with respect to weight, i.e., the grading $\text{wt}(\hat{f}_{i,j}) = \alpha_{i,j}$.

The algebra $U^\prec$ is easy to describe. Denote $\chi_{i,j} \in U^\prec$ the image of $\hat{f}_{i,j}$, the $\chi_{i,j}$ generate $U^\prec$.

Proposition 8.4. A product $\chi_{i_1,j_1} \cdots \chi_{i_m,j_m}$ is nonzero if and only if $i_1 \leq \cdots \leq i_m$ and $j_k \leq j_{k+1}$ whenever $i_k = i_{k+1}$. These nonzero products form a basis in $U^\prec$.

Proof. Consider a monomial $x = \hat{f}_{i_1,j_1} \cdots \hat{f}_{i_m,j_m}$ such that for some $k$ either $i_k > i_{k+1}$ or $i_k = i_{k+1}$ and $j_k > j_{k+1}$. Let $y$ be obtained from $x$ by exchanging $f_{i_k,j_k}$ and $f_{i_{k+1},j_{k+1}}$. The ideal $I$ contains an element of the form $x - y - z$ such that either $z = 0$ or $z \prec x$ (due to the commutation relations in $n_-$). Since we also have $y \prec x$, we see that $x \in \prec_\lambda I$. The fact that such $x$ span $\prec_\lambda I$ follows from $\prec_\lambda I$ having the same character as $I$ (i.e., the same dimensions of $\text{wt}$-graded components in terms of Remark 8.3). \qed

For $T \in \mathbb{Z}_{\geq 0}^{1 \leq i < j \leq n}$ denote $\chi^T = \prod_{i,j} \chi_{i,j}^{T_{i,j}}$ with the factors ordered so that the product is nonzero. The following fact explains the usefulness of the order $\prec$.

Lemma 8.5. For any integral dominant weight $\lambda$ the $U^\prec$-module $L^\prec_\lambda$ is isomorphic to $U^\prec/J_\lambda$ where $J_\lambda$ is the left ideal spanned by $\chi^T$ with $T \notin \Pi_\lambda$.

Proof. This can be proved using the notion of essential signatures (see [FFL3, Go, FaFL2, MY]). Namely, choose a PBW basis $B$ in $U(n_-)$ and a bijection $\theta : B \to \mathbb{Z}_{\geq 0}^{1 \leq i < j \leq n}$ taking each basis element to its exponent vector. Consider a total order $\prec'$ of the semigroup $\mathbb{Z}_{\geq 0}^{1 \leq i < j \leq n}$. Then for a dominant integral weight $\lambda$ the set of essential signatures $\text{es}(\lambda) \subset \mathbb{Z}_{\geq 0}^{1 \leq i < j \leq n}$ (with respect to the choice of $B$ and $\prec'$) consists of such $T$ that $\theta^{-1}(T)v_{\lambda}$ is not in the linear span of all $\theta^{-1}(T')v_{\lambda}$ with $T' \prec' T$. Obviously, the vectors $\theta^{-1}(T)v_{\lambda}$ with $T \in \text{es}(\lambda)$ form a basis in $L_\lambda$.\hl{\text{GELFAND–TSETLIN DEGENERATIONS}} 591
For $T \in \mathbb{Z}_{\geq 0}^{1 \leq i < j \leq n}$ denote $\tilde{f}^T = \prod_{i,j} \tilde{f}_{i,j}^{T_{i,j}}$ with the factors ordered so that the image of this product in $\mathcal{U}^\prec$ is nonzero. We may now set $T_1 \prec T_2$ whenever $\tilde{f}^{T_1} \prec \tilde{f}^{T_2}$ to define a total order on the semigroup $\mathbb{Z}_{\geq 0}^{1 \leq i < j \leq n}$. Also note that the image of $\tilde{f}^T$ in $\mathcal{U}(\mathfrak{n}_-)$ is the monomial $M_T$ considered in the previous sections.

Now, since the ideal in $\mathfrak{I}_{\chi}$ is monomial, we see that $L_{\chi}^\prec = \mathcal{U}^\prec / \mathcal{J}_{\chi}$ where $\mathcal{J}_{\chi}$ (the annihilator of $v_{\chi}^\prec$) is spanned by some set of the $\chi^T$. The characterization of $L_{\chi}^\prec$ as of an associated graded space given by Proposition 8.1 implies that the $\chi^T$ that are not contained in $\mathcal{J}_{\chi}$ compose the set $\text{es}(\lambda)$ of essential signatures with respect to the chosen PBW basis and $\prec$. Since we are to prove that $\mathcal{J}_{\chi} = \mathcal{J}_{\lambda}$, we are to show that $	ext{es}(\lambda) = \Pi_{\lambda}$.

It is known that $\text{es}(\lambda + \mu)$ contains the Minkowski sum $\text{es}(\lambda) + \text{es}(\mu)$ (see [Go, Prop. 2]). Therefore, it suffices to prove that $\text{es}(\omega_k) = \Pi_{\omega_k}$ for all $1 \leq k \leq n - 1$. This amounts to showing that whenever $M_T v_{\omega_k} = \pm e_{i_1, \ldots, i_k}$, we have $T \succeq T(i_1, \ldots, i_k)$. In the proof of Lemma 3.2 it was established that if $M_T v_{\omega_k} = \pm e_{i_1, \ldots, i_k}$, then $M_T(i_1, \ldots, i_k)$ can be obtained from $M_T$ by a series of operations each of which either replaces $f_{i,m} f_{i,j}$ with $f_{i,j} f_{i,m}$ for some $\ell < i < j < m$ or replaces $f_{i,\ell}$ with $f_{i,j} f_{j,\ell}$ for some $i < j < \ell$. One sees that both of these operations decrease the exponent vector of the monomial with respect to $\prec$ and the theorem ensues. 

**Remark 8.6.** There are other ways of interpreting $\Pi_{\lambda}$ as a set of essential signatures. Proposition 3.3 implies that when all inequalities in (A) and (B) are strict, the $M_T$ with $T \in \Pi_{\lambda}$ are the only ordered monomials that are $L_{\lambda}$-optimal. This means that in this case $\Pi_{\lambda}$ is the set of essential signatures with respect to, again, the PBW basis consisting of the monomials $M_T$ and the degree lexicographic order given by degree $A(T)$ and any lexicographic order. Furthermore, [MY] describes a whole family of orders with respect to which (and yet again the same PBW basis) $\Pi_{\lambda}$ is the set of essential signatures. This family does not seem to considered the orders considered here, however.

Lemma 8.5 shows that the structure of $L_{\chi}^\prec$ is very simple. The only $\chi^T$ acting nontrivially on $v_{\chi}^\prec$ are those with $T \in \Pi_{\lambda}$ and $\{\chi^T v_{\chi}^\prec, T \in \Pi_{\lambda}\}$ is a basis in $L_{\chi}^\prec$. This allows us to immediately obtain an analog of Theorem 4.8 without defining tensor products (which will then be introduced to give an analog of Theorem 4.12).

For a complex vector $c = (c_{i,j}) \in \mathbb{C}^{1 \leq i < j \leq n}$ and any $\lambda$ define the operator $\exp(c)$ on $L_{\chi}^\prec$ as the product

$$\exp(c_{1,2}) \cdots \exp(c_{1,n}) \chi_{1,n} \exp(c_{2,3}) \cdots \exp(c_{n-1,n})\chi_{n-1,n}$$

(with the factors again ordered first by $i$ and then by $j$). These operators are invertible and induce automorphisms of $\mathbb{P}(L_{\chi}^\prec)$ which we also denote $\exp(c)$. We denote $v_{\chi}^\prec \in \mathbb{P}(L_{\chi}^\prec)$ the point corresponding to $v_{\chi}^\prec$.

**Theorem 8.7.** For an integral dominant $\lambda$ the closure of the set of points $\exp(c) v_{\chi}^\prec \in \mathbb{P}(L_{\chi}^\prec)$ with $c$ ranging over $\mathbb{C}^{1 \leq i < j \leq n}$ is isomorphic to the toric variety associated with $P_{\lambda}$.

**Proof.** Consider the homogeneous coordinates in $\mathbb{P}(L_{\chi}^\prec)$ given by the basis $\{\chi^T v_{\chi}^\prec | T \in \Pi_{\lambda}\}$. We see that the homogeneous coordinate of $\exp(c) v_{\chi}^\prec$ corresponding to
\(\chi^T v_\chi^<\) is equal to \(b_T \prod_{i,j} c_{i,j}^{T_{i,j}}\) for a certain constant \(b_T\) independent of \(c\). This means that by scaling the chosen basis we can make the homogeneous coordinate of \(\exp(c)v_\chi^<\) corresponding to \(\chi^T v_\chi^<\) simply equal to \(\prod_{i,j} c_{i,j}^{T_{i,j}}\). The closure of the set of points with such homogeneous coordinates is precisely the desired toric variety. \(\square\)

We move on to defining tensor products. Note that \(U^<\) and all \(L_\lambda^<\) are graded by \(\mathbb{Z}_{\geq 0}^{\{1 \leq i < j \leq n\}}\) via \(\text{grad}(\chi^T) = T\). We consider the category \(D\) of finite-dimensional \(\mathbb{Z}_{\geq 0}^{\{1 \leq i < j \leq n\}}\)-graded \(U^<\)-modules \(L\) with the following property. For any \(\chi_{i,j}\), and any grad-homogeneous \(v \in L\) we have \(\chi_{i,j} v = 0\) whenever \(\text{grad}(v)_{\ell,m} \neq 0\) for some \((\ell, m)\) with \(\ell < i\) or \(\ell = i\) and \(m < j\) (in other words, \(\hat{f}_{\text{grad}(v)} < \hat{f}_{i,j}\)). Evidently, the \(L_\lambda^<\) lie in this category.

For \(L_1\) and \(L_2\) in \(D\) we see that a \(\mathbb{Z}_{\geq 0}^{\{1 \leq i < j \leq n\}}\)-grading grad is induced on \(L_1 \otimes L_2\). For a grad-homogeneous vector \(v_1 \otimes v_2 \in L_1 \otimes L_2\) we set \(\chi_{i,j}(v_1 \otimes v_2) = 0\) if \(\hat{f}_{\text{grad}(v_1 \otimes v_2)} < \hat{f}_{i,j}\), otherwise we set \(\chi_{i,j}(v_1 \otimes v_2) = \chi_{i,j}(v_1) \otimes v_2 + v_1 \otimes \chi_{i,j}(v_2)\).

**Proposition 8.8.** This makes \(L_1 \otimes L_2\) a \(U^<\)-module lying in \(D\). The defined tensor product in \(D\) is associative and symmetric.

**Proof.** We see that whenever \(\ell < i\) or \(\ell = i\) and \(m < j\) the image \(\chi_{\ell,m} L\) is contained in the span of vectors \(v\) with \(\hat{f}_{\text{grad}(v)} < \hat{f}_{i,j}\) and therefore \(\chi_{i,j} \chi_{\ell,m} L = 0\). The remaining assertions are straightforward. \(\square\)

The Cartan components are easily found.

**Proposition 8.9.** For integral dominant \(\lambda\) and \(\mu\) the \(U^<\)-submodule in \(L_\lambda^< \otimes L_\mu^<\) generated by \(v_\lambda^< \otimes v_\mu^<\) is isomorphic to \(L_{\lambda+\mu}^<\).

**Proof.** \(\chi^T (v_\lambda^< \otimes v_\mu^<)\) is a linear combination with positive coefficients of all the vectors of the form \(\chi^{T_1}(v_\lambda^<) \otimes \chi^{T_2}(v_\mu^<)\) with \(T_1 \in \Pi_\lambda, T_2 \in \Pi_\mu\) and \(T_1 + T_2 = T\). We see that the annihilator of \(v_\lambda^< \otimes v_\mu^<\) is precisely \(J_{\lambda+\mu}\) and the proposition follows. \(\square\)

This proposition provides a commutative algebra structure on \(P^< = \bigoplus_\lambda (L_\lambda^<)^*\) and we have an alternative way of extracting the GT toric degeneration from the representation theory of \(U^<\). Denote

\[ e_\omega^{i_1, \ldots, i_k} = \chi^{T(i_1, \ldots, i_k)}(v_\omega_{i_k}) \in L_{\omega_{i_k}}^< \]

(i.e., the image of \(e_{i_1, \ldots, i_k}\) in the corresponding graded component) and let \((e_\omega^{i_1, \ldots, i_k})^*\) compose the dual basis in \((L_{\omega_{i_k}}^<)^*\). Recall the toric ideal \(J \subset R\) that cuts out the GT toric variety in \(P\).

**Theorem 8.10.** There exists a surjection \(R \twoheadrightarrow P^<\) with kernel \(J\) mapping \(X_{i_1, \ldots, i_k}\) to \((e_\omega^{i_1, \ldots, i_k})^*\).

**Proof.** It is evident that the components \((L_{\omega_{i_k}}^<)^*\) generate \(P^<\). For \(\lambda = (a_1, \ldots, a_{n-1})\) consider

\[ W_\lambda^< = \text{Sym}^{a_1}(L_{\omega_1}^<) \otimes \cdots \otimes \text{Sym}^{a_{n-1}}(L_{\omega_{n-1}}^<) \subset (L_{\omega_1}^<)^{\otimes a_1} \otimes \cdots \otimes (L_{\omega_{n-1}}^<)^{\otimes a_{n-1}}. \]
The space \( W^\prec_\lambda \) is seen to be a \( \mathcal{U}^\prec \)-submodule. \( W^\prec_\lambda \) is also dual to \( R_\lambda \) via the chosen bases (similarly to the proof of Proposition 1.3). We are to show that \( L^\prec_\lambda \subset W^\prec_\lambda \) is the orthogonal of \( J_\lambda \subset R_\lambda \).

However, \( J_\lambda \) is the span of binomials
\[
\prod_{k=1}^{n-1} \prod_{\ell=1}^{a_k} X_{i_{k,1},\ldots,i_{k,\ell}} - \prod_{k=1}^{n-1} \prod_{\ell=1}^{a_k} X_{j_{k,1},\ldots,j_{k,\ell}}
\]
with
\[
\sum_{k=1}^{n-1} \sum_{\ell=1}^{a_k} T(i_{k,1},\ldots,i_{k,\ell}) = \sum_{k=1}^{n-1} \sum_{\ell=1}^{a_k} T(j_{k,1},\ldots,j_{k,\ell}) \in \Pi_\lambda.
\]

Meanwhile, \( \chi^T \) maps the highest weight vector \( \bigotimes_k (v^\prec_\omega_k)^{a_k} \) in \( W^\prec_\lambda \) to (a scalar multiple of) the sum of all
\[
\bigotimes_{k=1}^{n-1} \prod_{\ell=1}^{a_k} e_{i_{k,1},\ldots,i_{k,\ell}}
\]
with \( \sum_{k,\ell} T(i_{k,1},\ldots,i_{k,\ell}) = T \) (where we refer to the symmetric multiplication in \( \text{Sym}(L^\prec_\omega_k) \)). The theorem follows. \( \square \)

**Remark 8.11.** To conclude, let us point out that the constructions in this section appear to have a certain potential for generalization. One could define a total order \( \prec' \) on \( \{\hat{f}_{i,j}\}^* \) analogous to \( \prec \) but for a different ordering of the generators \( \hat{f}_{i,j} \). If exactly one of \( \hat{f}_{i,\ell} \prec' \hat{f}_{i,j} \) and \( \hat{f}_{i,\ell} \prec' \hat{f}_{j,\ell} \) holds for any \( i < j < \ell \), we have a description of \( \mathcal{U}^{\prec'} \) similar to Proposition 8.4. This lets us define the sets \( \Pi'_\lambda \) consisting of exponent vectors of monomials acting nontrivially on \( L^{\prec'}_\lambda \). If, in addition, we have \( \Pi'_\lambda + \Pi'_\mu = \Pi'_{\lambda+\mu} \), then we also obtain analogs of other results in this section. It would be interesting to construct other such examples, especially such where non-abelian gradings are necessary (as they are here).

Another question is whether some generalization of the above setting would let one obtain the degenerate representation theories from Section 4 directly. One would certainly need to invoke gradings by semigroups different from \( \{\hat{f}_{i,j}\}^* \) as discussed in Remark 8.2 (since the annihilating ideals are not monomial). More generally, it would be interesting to adjust the construction in any way that produces the intermediate Gelfand–Tseltin degenerations (i.e., given by points lying on proper faces of \( K \)).

**References**

[ABS] F. Ardila, T. Bliem, D. Salazar, *Gelfand–Tseltin polytopes and Feigin–Fourier–Littelmann–Vinberg polytopes as marked poset polytopes*, J. Combin. Theory, Series A 118 (2011), no. 8, 2454–2462.

[BCKS] V. V. Batyrev, I. Ciocan-Fontanine, B. Kim, D. van Straten, *Mirror symmetry and toric degenerations of partial flag manifolds*, Acta Mathematica 184 (2000), no. 1, 1–39.
[Be] G. Bergman, *The diamond lemma in ring theory*, Adv. in Math. 29 (1978), no. 2, 178–218.

[BLMM] L. Bossinger, S. Lamboglia, K. Minceva, F. Mohammadi, *Computing toric degenerations of flag varieties*, in: *Combinatorial Algebraic Geometry*, Fields Inst. Commun., Vol. 80, Fields Inst. Res. Math. Sci., Toronto, ON, 2017, pp. 247–281.

[Ca] P. Caldero, *Toric degenerations of Schubert varieties*, Transform. Groups 7 (2002), no. 1, 51–60.

[C] R. Carter, *Lie Algebras of Finite and Affine Type*, Cambridge Studies in Advanced Mathematics, Vol. 96, Cambridge University Press, Cambridge, 2005.

[CFR] G. Cerulli Irelli, E. Feigin, M. Reineke, *Quiver Grassmannians and degenerate flag varieties*, Algebra & Number Theory 6 (2012), no. 1, 165–194.

[CL] G. Cerulli Irelli, M. Lanini, *Degenerate flag varieties of type A and C are Schubert varieties*, Internat. Math. Research Notices 2015, no. 15, 6353–6374.

[ChL] V. Chari, S. Loktev, *Weyl, Demazure and fusion modules for the current algebra of sl_{r+1},* Adv. in Math. 207 (2006), 928–960.

[Ch] R. Chirivi, *LS algebras and application to Schubert varieties*, Transform. Groups 3 (2000), no. 2, 245–264.

[E] D. Eisenbud, *Commutative Algebra With a View Toward Algebraic Geometry*, Graduate Texts in Mathematics, Vol. 150, Springer-Verlag, New York, 1995.

[FaFFM] X. Fang, E. Feigin, G. Fourier, I. Makhlin, *Weighted PBW degenerations and tropical flag varieties*, Commun. in Contemporary Math. 21 (2019), no. 1, 1850016.

[FaF] X. Fang, G. Fourier, *Marked chain-order polytopes*, Europ. J. Combinatorics 58 (2016), 267–282.

[FaFL1] X. Fang, G. Fourier, P. Littelmann, *On toric degenerations of flag varieties*, in: *Representation Theory — Current Trends and Perspectives*, EMS Series of Congress Reports, Zürich, 2017, pp. 187–232.

[FaFL2] X. Fang, G. Fourier, P. Littelmann, *Essential bases and toric degenerations arising from birational sequences*, Adv. in Math. 312 (2017), 107–149.

[Fe] E. Feigin, *G^M_a degeneration of flag varieties*, Selecta Math., New Series 18 (2012), no. 3, 513–537.

[FFL1] E. Feigin, G. Fourier, P. Littelmann, *PBW filtration and bases for irreducible modules in type A_n*, Transform. Groups 16 (2011), no. 1, 71–89.

[FFL2] E. Feigin, G. Fourier, P. Littelmann, *PBW-filtration and bases for symplectic Lie algebras*, Internat. Math. Research Notices 2011, no. 24, 5760–5784.

[FFL3] E. Feigin, G. Fourier, P. Littelmann, *Favourable modules: filtrations, polytopes, Newton-Okounkov bodies and flat degenerations*, Transform. Groups 22 (2017), no. 2, 321–352.

[Ful] W. Fulton, *Young Tableaux*, London Mathematical Society Student Texts, Vol. 35, Cambridge University Press, Cambridge, 1997.

[GT] И. М. Гельфанд, М. Л. Цейтлин, *Конечномерные представления группы унимодулярных матриц*, ДАН СССР 71 (1950), вып. 5, 825–828. [I. M. Gel’fand, M. L. Tsetlin, *Finite-dimensional representations of the group of unimodular matrices*, Dokl. Akad. Nauk SSSR 71 (1950), no. 5, 825–828.]
N. Gonciulea, V. Lakshmibai, *Degenerations of flag and Schubert varieties to toric varieties*, Transform. Groups **1** (1996), no. 3, 215–248.

A. Gornistkii, *Essential signatures and monomial bases for $B_n$ and $D_n$*, J. Lie Theory **29** (2019), no. 1, 277–302.

K. Kaveh, C. Manon, *Khovanskii bases, higher rank valuations, and tropical geometry*, SIAM J. Appl. Algebra and Geometry **3** (2019), 292–336.

A. Knutson, *Degenerations of Schubert varieties: a survey*, for the AIM workshop *Degeneration in Algebraic Geometry*, 2015, [http://aimath.org/~farmer/print/knutson-notes.pdf](http://aimath.org/~farmer/print/knutson-notes.pdf).

M. Kogan, E. Miller, *Toric degeneration of Schubert varieties and Gelfand–Tsetlin polytopes*, Adv. in Math. **193** (2005), no. 1, 1–17.

J. Lane, *Convexity and Thimms trick*, Transform. Groups **23** (2018), no. 4, 963–987.

D. MacLagan, B. Sturmfels, *Introduction to Tropical Geometry*, Graduate Studies in Mathematics, Vol. 161, American Mathematical Society, Providence, 2015.

*Standard reference/name for “initial ideals $\iff$ associated graded rings”, [https://mathoverflow.net/questions/325312/](https://mathoverflow.net/questions/325312/).*

E. Miller, B. Sturmfels, *Combinatorial Commutative Algebra*, Graduate Texts in Mathematics, Vol. 227, Springer-Verlag, New York, 2005.

A. Molev, O. Yakimova, *Monomial bases and branching rules*, Transform. Groups (2020). [https://doi.org/10.1007/s00031-020-09585-1](https://doi.org/10.1007/s00031-020-09585-1).

T. Nishinou, Y. Nohara, K. Ueda, *Toric degenerations of Gelfand–Cetlin systems and potential functions*, Adv. in Math. **224** (2010), no. 2, 648–706.

M. Reineke, *On the coloured graph structure of Lusztigs canonical basis*, Math. Ann. **307** (1997), 705–723.

**Publishers Note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.