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ABSTRACT
Medical image captioning automatically generates a medical description to describe the content of a given medical image. A traditional medical image captioning model creates a medical description only based on a single medical image input. Hence, an abstract medical description or concept is hard to be generated based on the traditional approach. Such a method limits the effectiveness of medical image captioning. Multi-modal medical image captioning is one of the approaches utilized to address this problem. In multi-modal medical image captioning, textual input, e.g., expert-defined keywords, is considered as one of the main drivers of medical description generation. Thus, encoding the textual input and the medical image effectively are both important for the task of multi-modal medical image captioning. In this work, a new end-to-end deep multi-modal medical image captioning model is proposed. Contextualized keyword representations, textual feature reinforcement, and masked self-attention are used to develop the proposed approach. Based on the evaluation of the existing multi-modal medical image captioning dataset, experimental results show that the proposed model is effective with the increase of +53.2% in BLEU-avg and +18.6% in CIDEr, compared with the state-of-the-art method. https://github.com/Jhhuangkay/Contextualized-Keyw ord-Representations-for-Multi-modal-Retinal-Image-Captioning.
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1 INTRODUCTION
Medical image captioning automatically generates a medical report/description that describes the content of a given medical image [26, 27, 31, 34]. However, traditional medical image captioning methods, e.g., [27, 31, 34], generate a medical description based on given image information only. It is hard to derive abstract medical descriptions/concepts [27, 31] based on the traditional approaches. Hence, they reduce the effectiveness of medical image captioning.

Multi-modal medical image captioning has been proposed as an approach to make conventional medical image captioning more effective [26]. The main idea of multi-modal medical image captioning is to generate descriptions for a given medical image based on the additional text-based information provided by the doctor, e.g., using keywords to help the medical description generation, visualized in Figure 1. According to [26], keywords commonly exist and they are from the doctors’ textual diagnosis records in the early diagnosis process. Traditional medical image captioning only has one input modality, i.e., image, while an efficient choice for multi-modal medical image captioning is a set of keywords, in addition to medical image [26]. Since the set of keywords is considered as one of the main inputs of multi-modal medical image captioning [26], effectively embedding the keywords is important. In [26], the Bag of Words (BoW) approach is used to encode the keywords input for multi-modal medical image captioning. BoW has been used with great success on many natural language processing (NLP) tasks, e.g., language modeling and document classification, but the authors of [52, 55] point out that BoW suffers from the following. First, from the time and space complexity perspective, sparse representations are harder to model by BoW, so the vocabulary requires careful design. If the information in a large representation space is sparse, BoW models are not effective enough. Second, the semantic meaning likely cannot be captured effectively.

In this work, a new approach is proposed that tackles the aforementioned issue to improve the performance of a multi-modal medical image captioning model. According to [9], the commonly used method of static word embeddings, e.g., global vectors for word representation (GloVe) [47] or skip-gram with negative sampling (SGNS) [42], is a better choice to encode the textual input than BoW. However, a limitation with static word embeddings is that all senses of a polysemous word must share a single vector because GloVe and SGNS generate a single representation for each word [9]. As stated
in [9] the approach of contextualized word representations, e.g., Generative Pretrained Transformer-2 (GPT-2), is more effective than static word embeddings. For encoding textual input, the proposed method exploits the contextualized word representations approach, i.e., GPT-2, to more effectively encode input keywords. For visual feature extraction, a pre-trained convolutional neural network (CNN), e.g., VGG16 or VGG19 pre-trained on ImageNet [51, 53], is applied to effectively encode input medical image. Note that experiments conducted in this paper are based on the existing multi-modal retinal image captioning dataset which is proposed by [26]. Retinal images from [26]’s dataset are mostly colorful. Hence, using a CNN pre-trained on ImageNet is helpful in the experiments in terms of low-level features, e.g., color [26]. According to the experimental results, the proposed multi-modal medical image captioning method generates a more accurate and meaningful description for a given retinal image than baselines.

Contributions.

- A new end-to-end deep model for multi-modal medical image captioning is proposed, based on the contextualized keyword representation, textual feature reinforcement module, and masked self-attention mechanism.
- The proposed method is thoroughly validated through experiments on the existing multi-modal retinal image captioning dataset. The experimental results show that the proposed model is more effective than the method based on static word embedding or BoW. The model performance is increased in terms of BLEU and CIDEr.

The rest of this paper is organized as follows: In Section 2, the related work is reviewed. Then, the proposed approach is introduced in Section 3. Finally, an evaluation of the effectiveness of the proposed model is conducted in Section 4, followed by an analysis of the experimental results.

2 RELATED WORK

In this section, the related works, i.e., image captioning, multi-modal medical image captioning, methods of word embeddings, and retinal image dataset are reviewed.

2.1 Image Captioning

The goal of conventional image captioning is to automatically generate a text-based description for a given natural image [10, 28, 60]. In [60], an image captioning model with an encoder-decoder architecture was introduced. A CNN model was considered as an encoder to extract image features. A recurrent neural network (RNN) was considered as a decoder to produce a description for a given natural image, based on the extracted image feature. In [10], a language model was exploited to combine a set of possible words, related to several parts of an input image, and generate a description of the image. The authors of [28] have introduced an approach that embeds language and visual information into a common space. In [14], the authors have proposed a method that focuses on discriminating properties of the visible object. The proposed approach jointly predicts a class label and is used to explain why the predicted label is proper for a given input image. Based on reinforcement learning and sampling and through a loss function, their proposed model learned to generate captions for the given image. According to [37], existing image captioning models are trained via maximum likelihood estimation. However, a limitation is that the log-likelihood score of some descriptions cannot well correlated with human assessments of quality. In [12], a deliberate residual attention image captioning model was proposed. In the proposed model, the layer of first-pass residual-based attention was used to generate hidden states and visual attention. A preliminary image description was then created. The layer of second-pass deliberate residual-based attention was used to refine the preliminary image description. As stated in [12], the second-pass is based on global features captured by the visual attention and hidden layer in the first-pass. Hence, their proposed approach has the potential to generate a better image caption. In [45], the authors proposed a unified attention block that fully employs bilinear pooling to perform reasoning or selectively capitalize on visual information. Existing conventional medical image captioning methods, e.g., [27, 31, 34], are mainly based on traditional natural image captioning approaches. A limitation of traditional image captioning methods is that although these models work well on natural image captioning datasets, they do not generalize well to medical image captioning datasets. An image captioning model reinforced by context, e.g., keywords, is a more promising way to generate a better description for a medical image [26]. In this work, a new context-driven model is introduced to improve the performance of the medical image captioning model.

2.2 Multi-modal Medical Image Captioning

Recently, a multi-modal task visual question answering (VQA) has been introduced [18–22, 39–41]. The goal of VQA is to output a text-based answer for an input text-based question with a given image. Since a VQA model has textual and visual inputs, one modality is used to help the other [2]. A similar idea of multiple input modalities can be also applied to build a multi-modal related [27] or a multi-modal medical image captioning model [26]. The authors of [27] proposed a multi-modal related method to generate a medical description for a given lung X-ray image. Their proposed approach only has an image input modality and the image input is used to generate intermediate/side products, i.e., text-based tags, to reinforce the later generation of a medical description. However, the model-generated intermediate products could be wrong/bias information and it could confuse models during the training phase. Hence, in [26], a model with multi-modal inputs, i.e., a set of expert-defined keywords and a retina image, was introduced to generate a better quality of medical description. The expert-defined keywords help models learn better because the correctness/quality of the keywords is guaranteed by experts [26]. Although considering expert-defined keywords as one of the multi-modal inputs could improve the model performance, effective textual input encoding will become another challenge. In this work, a new model with an effective textual input embedding method is introduced to tackle this challenge.

2.3 Word Embeddings

In this work, word embedding methods are categorized into three categories, i.e., the BoW, static word embeddings, and contextualized word representations.
Bag of Words. BoW model [13] is a simplifying representation commonly used in information retrieval, NLP, and computer vision. In BoW, a sentence/document is represented as the bag of its words which keeps word multiplicity. The frequency of each word is used as a feature for training a model. According to [26, 52, 55], since the BoW method likely cannot capture semantic meaning effectively, the method is not effective enough in multi-modal medical image captioning.

Static Word Embeddings. As stated in [9], Skip-gram with negative sampling (SGNS) [42] and GloVe [47] are among the best-known models for generating static word embeddings. In practice, these models learn word embeddings iteratively, but it has been proven that the models both implicitly factorize a word-context matrix containing a co-occurrence statistic [32, 33]. A notable issue with the static word embeddings is that all senses of a polysemous word must share a single vector because a single representation for each word is created.

Contextualized Word Representations. To tackle the above issue, the authors of [8, 48, 50] have proposed various deep neural language models to create context-sensitive word representations. The models are fine-tuned to create deep learning-based models for a wide range of downstream NLP tasks. In these models, the internal representations of words are considered as a function of the entire textual input. Hence, the representations are called contextualized word representations. In [36], an approach was introduced suggesting that these representations capture task-agnostic and highly transferable properties of language. The authors of [48] introduced a method to generate contextualized representations of every token by concatenating the internal states of a 2-layer bi-LSTM. In [50], the proposed approach is an uni-directional transformer-based language model [57]. The method introduced in [8] is a bi-directional transformer-based language model [57]. According to [9], the method of contextualized word representations is more effective than the static word embeddings.

2.4 Retinal Image Dataset

Recently, various medical image datasets have been proposed for research, e.g., retinal image datasets [1, 3, 5–7, 11, 15–17, 23–26, 29, 38, 43, 44, 49, 54, 56, 58, 61, 62]. The above related existing retinal image datasets are reviewed in this subsection.

In [16], the proposed dataset STARE contains 397 images and it is used to develop an automatic system for diagnosing human eye diseases. The authors of [56] proposed a dataset DRIVE with 40 retina images, half for the training set and the other half for the testing set. For the training, a single manual segmentation of the vasculature is available. For the testing, two manual segmentations are available. In [29], the proposed dataset DIARETDB1 consists of 89 color fundus images, 84 images of them contain at least mild non-proliferative signs of Diabetic Retinopathy (DR). The remaining five images are considered normal without containing any signs of DR. In [3], the proposed dataset REVIEW with 14 images is designed for a segmentation task. The proposed dataset DRIONS-DB in [5] contains 110 colorful retinal images. The proposed dataset contains several visual characteristics, e.g., cataract (severe or moderate), light artifacts, some of the rim blurred or missing, concentric peripapillary atrophy/artifacts, moderate peripapillary atrophy, and strong pallor distractor. The retinal image dataset VARIA [44] is used for authentication purposes. It contains 233 images from 139 different individuals. The proposed dataset INSPIRE-AVR in [43] consists of 40 colorful retinal images of the vessels and optic disc and an arterio-venous ratio reference standard. The authors of [6] proposed a dataset ONHSID with 99 retinal images for a segmentation task. In [11], the introduced dataset CHASE-DB1 with 14 retinal images is used for retinal vessel analysis. The dataset VICAVR [58] for the computation of the ratio of Artery/Vein (A/V) consists of 58 retinal images. The proposed dataset Drishti-GS in [54] has 101 images, 50 for training and 51 for testing. The MESSIDOR dataset [7] has 1,200 colorful eye fundus images without manual annotation, e.g., lesions contours or position. The RODREP dataset [1] consists of repeated 1,120 4-field colorful fundus images of 70 patients in the DR screening program of the Rotterdam Eye Hospital. In [15], the proposed dataset FIRE contains 129 retinal images, forming 134 image pairs. The image pairs are split into three different categories depending on their characteristics. The authors of [49] proposed a dataset IDRIID containing 516 retinal fundus images. In the proposed dataset, the ground truths associated with the signs of DR, Diabetic Macular Edema (DME), and normal retinal structures are given as follows: (i) Pixel level labels of typical DR lesions and optic disc; (ii) Optic disc and fovea center coordinates; (iii) Image level disease severity grading of DR and DME. Although there are many existing retinal image datasets, not each of them is tailored for multi-modal retinal image captioning. Since the dataset introduced by [26] is large-scale and specially designed for multi-modal deep learning research, in this work, the experiments are mainly based on [26]’s DeepEyeNet (DEN) dataset.

3 METHODOLOGY

In this section, the proposed multi-modal medical image captioning model is described in detail. The proposed method consists of a contextualized keyword encoder and a medical description generator. Flowchart of the proposed model is presented in Figure 2.

3.1 Contextualized Keyword Encoder

Transformer consists of a transformer-encoder and a transformer-decoder [57]. Transformer architecture has been used with success in language modeling and machine translation. The transformer-encoder and transformer-decoder are the stacks of multiple basic transformer blocks. The proposed model is inspired by the GPT-2 structure, i.e., a transformer-decoder-like structure, in terms of its parallelization and masked self-attention. Its characteristics are deployed to develop the proposed contextualized keyword encoder for the embedding of keywords. Detail of the contextualized keyword encoder is presented as follows:

$$x_n = W_e * k_n, n \in \{0, ..., N - 1\},$$

where $x_n$ is an input token/keyword embedding, $W_e \in \mathbb{R}^{E_x \times V_y}$ indicates the token embedding matrix, $E_x$ denotes the word embedding size, $V_y$ indicates the vocabulary size, $k_n$ denotes an input token/keyword, and $N$ denotes the number of input tokens/keywords.
Figure 2: Flowchart of proposed multi-modal medical image captioning model. A pre-trained CNN, e.g., VGG16 or VGG19 pre-trained on ImageNet, is used to extract features from the medical image input (dark green). From a set of input keywords, the “Token embedding” generates the input to the “Contextualized Keyword Encoder” which is composed of a stack of decoder blocks and “Textual Feature Reinforcement”. Each decoder block consists of the masked self-attention, layer normalization, and feed-forward network (red dashed line box). “Textual Feature Reinforcement”, i.e., a stack of fully-connected layers, generates the contextualized keyword representation (dark blue). Note that 768 color-coded brick-stacked vectors are the input of the keyword encoder. ⊕ indicates the concatenation of the medical image feature and contextualized keyword representation. In “Medical Description Generator” which creates the medical description, $k_{fused}$ denotes a fused feature vector (purple), $\phi(i)$ denotes an image feature vector, and $P_i(S_i, \phi(i))$ is a probability distribution where $i = 1, 2, ..., T$. See the Methodology section for more details.

**Masked Self-attention Mechanism.** The mechanism of masked self-attention is described as follows:

$$Q = W_q \ast x_n + b_q,$$  \hspace{1cm} (2)

where $Q$ denotes the representation of the current word [57]. One linear layer, i.e., $W_q \in \mathbb{R}^{H_1 \times E}$, with bias term $b_q$ and output size $H_1$, is used to generate $Q$.

$$K = W_k \ast x_n + b_k,$$  \hspace{1cm} (3)

where $K$ is the key vector [57]. One linear layer, i.e., $W_k \in \mathbb{R}^{H_2 \times E}$, with bias term $b_k$ and output size $H_2$, is used to generate $K$.

$$V = W_v \ast x_n + b_v,$$  \hspace{1cm} (4)

where $V$ denotes the value vector [57]. One linear layer, i.e., $W_v \in \mathbb{R}^{H_3 \times E}$, with bias term $b_v$ and output size $H_3$, is used to generate $V$.

$$\text{MaskAtten}(Q, K, V) = \text{softmax}(m(\frac{QK^T}{\sqrt{d_k}}))V,$$  \hspace{1cm} (5)

where $m(\cdot)$ is a masked self-attention function and $d_k$ denotes a scaling factor [57].

**Layer Normalization.** The layer normalization is calculated as Equation-(6).

$$Z_{Norm} = \text{LayerNorm}(\text{MaskAtten}(Q, K, V)),$$  \hspace{1cm} (6)

where $\text{LayerNorm}(\cdot)$ is a function for layer normalization and $\text{MaskAtten}(Q, K, V)$ is the result from Equation-(5).

**Contextualized Keyword Representation.** Through the above, i.e., Equation-(1), Equation-(2), Equation-(3), Equation-(4), Equation-(5), and Equation-(6), the contextualized keyword representation $F$ is derived as:

$$F = \text{FFN}(Z_{Norm}) = \sigma(W_1 Z_{Norm} + b_1)W_2 + b_2,$$  \hspace{1cm} (7)

where $\text{FFN}(\cdot)$ denotes a position-wise feed-forward network (FFN), $\sigma$ indicates an activation function. $W_1$, $W_2$, $b_1$, and $b_2$ are learnable parameters of the FFN. Note that in practice, a stack of fully-connected layers is used to reinforce $F$, referring to Figure 2.

### 3.2 Loss Function

In this work, medical description generation is modeled as a classification problem. Hence, the categorical cross-entropy loss function
is adopted to build the proposed method, referring to Equation-(8).

$$\text{Loss} = \frac{1}{N} \sum_{i=1}^{N} \sum_{c \in C_i} 1_{y_i \in C_c} \log (P_{\text{model}} [y_i \in C_c]),$$  \hspace{1cm} (8)

where \(N\) denotes the number of observations, \(C\) indicates the number of categories, \(1_{y_i \in C_c}\) denotes an indicator function of the \(i\)-th observation belonging to the \(c\)-th category, and \(P_{\text{model}} [y_i \in C_c]\) is the probability predicted by the model for the \(i\)-th observation to belong to the \(c\)-th category.

When there are more than two categories, the neural network model outputs a probability vector with \(C\) dimensions. Each element in the vector gives the probability that the model input should be classified as belonging to the respective category. Note that when the number of categories is two, the categorical cross-entropy loss degenerates to the binary cross-entropy loss, i.e., a special case of the categorical cross-entropy loss. In this case, the neural network outputs a single probability \(y_i\), with the other one being \(1 - y_i\).

### 3.3 Medical Description Generator

For the medical description generator, the CNN medical image encoder \(\phi\) used in [26] is adopted to extract the image feature. The extracted feature is fed in each time step of a subsequent bidirectional LSTM model. \(p(S_t | I, S_{t-1})\) denotes all of the preceding words, and \(S = (S_0, ..., S_T)\) indicates a true sentence describing the input image \(I\).

The medical description generator is unrolled as follows:

$$e_t = W_d \times \phi(I), \ t \in \{0, ..., T\},$$  \hspace{1cm} (9)

where \(W_d \in \mathbb{R}^{E \times F}\) denotes a fully-connected layer, \(E\) represents the word embedding size, and \(F\) is the feature image size.

$$x_t = W_e S_t, \ t \in \{0, ..., T\},$$  \hspace{1cm} (10)

where each word is represented as a bag-of-word id \(S_t\), and the sentence \(S\) and the image \(I\) are mapped to the same high dimensional space.

$$P_t = \text{BiLSTM}([e_t, k_{\text{fused}}, x_t]), \ t \in \{0, ..., T\},$$  \hspace{1cm} (11)

where in Equation-(11), for each time step, image contents \(e_t\), fused multi-modal feature \(k_{\text{fused}}\), and ground truth word vector \(x_t\) are fed to the network to strengthen its memory of images.

### 4 EXPERIMENTS AND ANALYSIS

In this section, the dataset and evaluation metrics used in the experiments are introduced and the experimental setup is described in detail. Then, the effectiveness of the proposed multi-modal medical image captioning model is analyzed. Finally, several randomly selected qualitative results are displayed.

#### 4.1 Dataset and Evaluation Metrics

**Dataset.** In [26], a state-of-the-art model and a large-scale retinal image dataset with unique expert-defined keyword annotations are introduced for multi-modal medical image captioning. The dataset is composed of 1,811 grey-scale Fluorescein Angiography (FA) images and 13,898 colorful Color Fundus Photography (CFP) images. Each image in the dataset has two corresponding labels, i.e., the clinical description and expert-defined keywords. In [26]’s proposed dataset, the longest word length is more than 15 words and 50 words for keywords and clinical descriptions, respectively. The average word length of the keywords and clinical descriptions is between 5 words and 10 words. The dataset contains 265 different retinal diseases/symptoms including the common and non-common. According to [26], the expert-defined keywords are collected from the ophthalmologists’ or retinal specialists’ retinal image analysis and diagnosis records with patients. Hence, the keywords contain information about potential retinal diseases, retinal symptoms, or patients’ characteristics. In [26], the entire dataset is divided into 60%/20%/20% for training/validation/testing, respectively.

**Evaluation Metrics.** The same medical description evaluation metrics used in [26] are adopted in this work to quantify the performance of the proposed model, i.e., BLEU [46], CIDEr [59], and ROUGE [35]. Another commonly used text evaluation metric METEOR [4] is also used to evaluate the proposed method. The aforementioned evaluation metrics are defined as follows:

$$\text{BP} = \left\{ \begin{array}{ll} 1 & \text{if } c > r \\ \exp (1 - \frac{c}{r}) & \text{if } c \leq r \end{array} \right.$$  \hspace{1cm} (12)

where \(r\) denotes the effective ground truth text length, \(c\) indicates the length of the prediction text, and \(BP\) denotes brevity penalty. The geometric average of the modified \(n\)-gram precisions \(p_n\) is computed by using \(n\)-grams up to length \(N\) and positive weights \(w_n\) summing to 1.

$$\text{CIDEr}_n(c_i, S_i) = \frac{1}{m} \sum_{j=1}^{m} \frac{g^N(c_i) \cdot g^N(s_{ij})}{\|g^N(c_i)\| \cdot \|g^N(s_{ij})\|};$$  \hspace{1cm} (13)

$$\text{CIDEr}(c_i, S_i) = \sum_{n=1}^{N} w_n \text{CIDEr}_n(c_i, S_i),$$

where \(c_i\) denotes prediction text, \(S_i = \{s_{i1}, ..., s_{im}\}\) denotes a set of ground truth descriptions, \(\text{CIDEr}_n(c_i, S_i)\) score for \(n\)-grams of length \(n\) is computed by using the average cosine similarity between \(c_i\) and \(S_j\), which accounts for both precision and recall. \(g^N(c_i)\) is a vector formed by \(g_n(c_i)\) corresponding to all \(n\)-grams of length \(n\), and \(\|g^N(c_i)\|\) denotes the magnitude of \(g^N(c_i)\). Similarly for \(g^N(s_{ij})\). The higher order (longer) \(n\)-grams is used to capture grammatical properties as well as richer semantics. \(\text{CIDEr}(c_i, S_i)\) indicated the combined score based on \(n\)-grams of varying lengths.

$$\text{R}_{\text{lex}} = \frac{\text{LCS}(X, Y)}{m}; \text{P}_{\text{lex}} = \frac{\text{LCS}(X, Y)}{n}; \text{F}_{\text{lex}} = \frac{(1 + \beta^2)\text{R}_{\text{lex}}\text{P}_{\text{lex}}}{\text{R}_{\text{lex}} + \beta^2\text{P}_{\text{lex}}};$$  \hspace{1cm} (14)

where the longest common subsequence (LCS) based F-measure \(\text{F}_{\text{lex}}\)/ROUGE-L is used to estimate the similarity between ground truth text \(X = \{x_1, ..., x_m\}\) with length \(m\) and prediction text \(Y = \{y_1, ..., y_n\}\) with length \(n\). \(\beta\) is to balance the relative importance between \(P_{\text{lex}}\) and \(R_{\text{lex}}\).

$$\text{METEOR}\_\text{score} = \frac{10PR}{R + 9P} \left(1 - 0.5\left(\frac{\#\text{chunks}}{\#\text{unigrams\_matched}}\right)^3\right);$$  \hspace{1cm} (15)

where \(P\) denotes unigram precision, \(R\) denotes unigram recall, \(\#\text{chunks}\) indicates number of chunks, and \(\#\text{unigrams\_matched}\) denotes number of matched unigrams, referring to [4] for detail.
According to Table 1 and Table 2, the results show that the proposed model with contextualized keyword representations and static word embeddings beat the baseline model with BoW [26]. Moreover, the model with contextualized keyword representations outperforms the model with static word embeddings [47]. Since contextualized keyword representations effectively capture the keywords information, the performance of the multi-modal medical image captioning model is improved, +53.2% in BLEU-avg and +18.6% in CIDEr, and a better quality of medical description is generated. Note that although the beam search algorithm with three beams boosts model performance in the testing phase, the computational cost is around 12 times of with one beam (14851/1265 in seconds). Qualitative results are demonstrated in Figure 3.

4.3 Effectiveness Analysis

According to Table 1 and Table 2, the results show that the proposed model with contextualized keyword representations and static word embeddings beat the baseline model with BoW [26]. Moreover, the model with contextualized keyword representations outperforms the model with static word embeddings [47]. Since contextualized keyword representations effectively capture the keywords information, the performance of the multi-modal medical image captioning model is improved, +53.2% in BLEU-avg and +18.6% in CIDEr, and a better quality of medical description is generated. Note that although the beam search algorithm with three beams boosts model performance in the testing phase, the computational cost is around 12 times of with one beam (14851/1265 in seconds). Qualitative results are demonstrated in Figure 3.

5 CONCLUSION

To sum up, in this paper a new end-to-end deep model is introduced for multi-modal medical image captioning. The contextualized keyword representation, textual feature reinforcement module, and masked self-attention are used to develop the proposed method. The effectiveness of the proposed model is thoroughly evaluated through experiments on the existing multi-modal retinal image captioning dataset proposed by [26]. The experimental results show that the proposed method outperforms the baseline model. The model performance is increased in terms of BLEU and CIDEr.
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