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Abstract—Whilst FPGAs have enjoyed success in accelerating high-frequency financial workloads for some time, their use for quantitative finance, which is the use of mathematical models to analyse financial markets and securities, has been far more limited to-date. Currently, CPUs are the most common architecture for such workloads, and an important question is whether FPGAs can ameliorate some of the bottlenecks encountered on those architectures. In this paper we extend our previous work accelerating the industry standard Securities Technology Analysis Center’s (STAC®) derivatives risk analysis benchmark STAC-A2™, by first porting this from our previous Xilinx implementation to an Intel Stratix-10 FPGA, exploring the challenges encountered when moving from one FPGA architecture to another and suitability of techniques. We then present a host-data-streaming approach that ultimately outperforms our previous version on a Xilinx Alveo U280 FPGA by up to 4.6 times and requiring 9 times less energy at the largest problem size, while outperforming the CPU and GPU versions by up to 8.2 and 5.2 times respectively. The result of this work is a significant enhancement in FPGA performance against the previous version for this industry standard benchmark running on both Xilinx and Intel FPGAs, and furthermore an exploration of optimisation and porting techniques that can be applied to other HPC workloads.

Index Terms—Derivatives market risk analysis, STAC-A2, FPGAs, reconfigurable architectures, option Greeks

Market risk analysis involves determining the impact of price movements on financial positions held by investors or traders. Sitting under the broader field of quantitative finance, which is the use of mathematical models and datasets to analyse financial markets, such workloads are heavy users of computational resources. Whilst running these models on CPUs and GPUs is currently the dominant approach, there have been some successes with exploring the acceleration of quantitative finance using FPGAs [1] [2] [3]. However, to date, the majority of use of FPGAs in the financial world has been in the high-frequency trading sector.

Quantitative finance is one of those communities interested in the potential performance and energy advantages of FPGAs, and in previous work [4], we explored the potential of Xilinx FPGAs, specifically the Xilinx Alveo U280, in providing efficiency-driven computing. This considered both the performance and energy efficiency of a solution and in that work, compared against two 24-core Intel Xeon Cascade Lake CPUs, we were able to demonstrate an overall efficiency improvement, which combines metrics of performance and energy usage, of over 91 and 177 times for double and single precision respectively on the FPGA. This was for the smallest benchmark problem size, however, and the improvement decreased to 8 times (for double precision) with the huge problem size. Whilst an eight times improvement over the CPU is still respectable, the major reason for this reduction was that whilst the runtime was much lower for the FPGA kernel than that of the CPU, a significant portion, over 50% for the huge problem size, was spent in data reordering on the host and transfer between the host and device. Consequently, it was our belief that, by undertaking further work on the FPGA, we could improve on this and make the FPGA even more beneficial for this workload. Furthermore, in [4] we only compared FPGA performance against the CPU, and an important open question was how the FPGA would also compare against a GPU implementation.

In this paper we explore an overlapping technique that enables streaming between the host and device, providing concurrent FPGA execution and data reordering and transfer. We apply this to both the existing Xilinx implementation and also to a new Intel Stratix-10 version, enabling us to explore the suitability of dataflow techniques that were successful on the Xilinx to the Stratix-10. This paper is structured as follows, in Section I we explore the background to this work, introducing the STAC-A2 benchmark in full before describing the existing Xilinx FPGA implementation and limitations. This is followed by Section II which describes the experimental setup used in subsequent sections before we explore the port of our FPGA kernel to the Intel Stratix-10 in Section III. We then describe our data streaming approach which supports the overlapping of data reordering, transfer, and STAC-A2 benchmark kernel execution in Section IV, before scaling up the number of FPGA kernels and undertaking a comparison of benchmark performance in Section V on the Intel Xeon Platinum CPU, V100 GPU, Xilinx Alveo U280, and Intel Statix-10. This paper is then concluded by Section VI which also describes further work.

1The STAC-A2 benchmark kernel refers to our implementation of logic defined in the STAC-A2 benchmark specification. Therefore, any reported results must not be compared to official STAC audit results.
I. BACKGROUND AND RELATED WORK

The ability for FPGAs to provide low latency handling of data has meant that they have been successfully applied to high-frequency trading for a number of years [5]. However FPGAs are yet to gain ubiquity in quantitative finance for accelerating financial computational models, and a major reason is that their benefits have been less clear compared to high-frequency trading. Recent advances made by vendors, including new generations of more capable hardware and substantially improved software development ecosystems, mean that the use of FPGAs is now more realistic for computational workloads such as quantitative finance. The result is that software developers can more easily port their codes and gain both performance and energy usage benefits. However, a key challenge still lies in the optimal algorithmic structure of kernels running on the FPGA and therefore explorations of porting real-world codes and how one achieves performance is useful for the community.

The Securities Technology Analysis Center (STAC) coordinates the STAC Benchmark Council™ which includes market participants such as global banks, hedge funds proprietary trading firms, exchanges, and leading technology vendors. With membership comprising over 400 financial institutions and more than 50 technology vendors, STAC provides industry standard financial benchmark suites representing common workloads. Based on the STAC Benchmark Council’s specifications, members can test, optimise and validate their technology against these world-leading benchmarks to compare their software codes and hardware infrastructure against a common market baseline. When undertaking such audits STAC members must comply with strict rules, and while this is beneficial for a fair comparison, in this research we are using the benchmarks differently as we are not looking to undertake any official audits and results should not be compared to audited results. Instead, we use selected components of the benchmarks as drivers to explore algorithmic, performance, and energy properties of FPGAs, consequently meaning that we are able to leverage components of the benchmarks in a more experimental manner.

A. STAC-A2: Derivatives risk analysis

The STAC-A2 benchmark [6] focuses on real-world derivatives risk analysis [7] which is an important, ongoing task for banks, investors, trading firms and regulators. Financial models are used to analyse the impact of price movements in the market on financial positions held by investors. Understanding the risk carried by individual or combined positions is crucial for such organisations, and provides insights on how to adapt trading strategies into more risk tolerant or risk averse positions.

Derivatives risk analysis relies on analysing financial derivatives which derive their value from an underlying asset, such as a stock, where an asset’s price movements will change the value of the derivative. For each asset, risk analysis relies on understanding sensitivities to market changes which are known as Greeks. Computing these risk sensitivity Greeks involves a high computational workload based on numerical models and many financial firms manage dedicated data centres which are, in part, apportioned to this workload.

The STAC-A2 benchmark involves path generation for each asset using the Andersen Quadratic Exponential (QE) method [8] which undertakes time-discretization and Monte Carlo simulation of the Heston stochastic volatility model [9] before pricing the option using Longstaff and Schwartz [10] for early option exercise. Previously Xilinx developed a proprietary implementation of this benchmark, different than our implementation presented in this paper, on their Alveo U250 FPGAs which, when running over eight U250s, obtained a 1.48 times speedup compared to the CPU [11] in an official STAC audit. For this audit, Xilinx had to comply with a strict series of guidelines that ensure results are trustworthy and comparable to previous stacks under test, but these govern what can and can not be changed in the code. By contrast, as we are not undertaking an official audit, we have more choice around which parts we offload and are able to undertake more extensive code-level changes.

When profiling STAC-A2 workloads on the CPU we found that over 97% of the runtime for the reference implementation was spent on the Heston stochastic volatility model and path reduction in Longstaff and Schwartz [12]. However, only around 50% of the CPU cycles were completing useful work in these parts of the code, with the rest stalled due to memory or other core-bound issues. Consequently, an important question is whether, by exploiting the tailoring offered by the FPGA, it is possible to ameliorate these CPU issues and at the same time benefit from the typically greater energy efficiency of the FPGA [13]. The components of the STAC-A2 benchmark we are focusing on operate over paths, which can be thought of as the accuracy of the sensitivities being computed. For each path the benchmark works across assets and timesteps, the former representing distinct derivatives that sensitivities are being computed for and the latter denotes time with one timestep per trading day. Each kernel of the code typically loops through in this order, paths as the outer, assets as the middle and timesteps as the inner loops.

Each asset has an associated Heston model configuration and this is used as input along with two double precision numbers for each path, asset, and timestep to calculate the variance and log price for each path and follow Andersen’s QE method [8]. The exponential of the result for each path of every asset of every timestep is computed, and results from these calculations are then used as input to the Longstaff and Schwartz model. All computations in the reference implementation are undertaken, by default, using double precision floating-point arithmetic, and in total there are 307 floating-point arithmetic operations required for each element (every path of every asset of every timestep).

B. Existing FPGA kernel structure

Our existing FPGA kernel was written in C++ and used High-Level Synthesis (HLS) to transform this into the resulting Register Transfer Level (RTL). The kernel is structured around
six dataflow regions running concurrently and streaming data between them as illustrated in Figure 1.

![Diagram of dataflow design](image)

**Fig. 1. Illustration of dataflow design where stages are running concurrently connected via HLS streams**

As described in [4], a major initial challenge was that there were spatial dependencies between iterations of the inner timestep loop, which was because results from processing one timestep are required as an input to the next. There were up to 457 cycles required for processing a timestep, which resulted in a very high initiation interval in a number of places, and in one case meant that the loop could not be pipelined at all. To address this we reordered the operations, and by undertaking loop interchange moving the loop over paths to be the inner loop, were able to avoid this spatial dependency and thus pipeline the loops successfully.

However, whilst this solved the spatial dependency issue, it resulted in two additional challenges. Firstly, the longstaffSchwartzPathReduction dataflow stage, which undertakes a reduction across assets, calculates the maximum value for each path and timestep held by any asset. This requires data in a different orientation to that now streamed out by the proceeding, AssetPathExponential stage. To solve this, in the longstaffSchwartzPathReduction function, we created a local on-chip buffer of size \( s \) by timesteps. This acts as a local cache to store the current maximum value for each asset, whose values are read and updated as data streams in. However, this caching approach limited the number of paths and timesteps to the amount of on-chip memory, for instance even the smallest problem size would require around 25MB of on-chip memory. Consequently, we decomposed the paths into batches, within each batch looping over the assets, timesteps and number of paths in that batch before moving on to the next batch. Once the reduced values have been calculated for each batch and results streamed out, the memory can be reinitialised and overwritten. Our approach is illustrated in Figure 2, where we adopted double buffering with the first buffer filled for the current batch of paths and results from processing the previous batch being concurrently streamed out from the second buffer. In Figure 2 buffer is a ping-pong buffer that is switched between the two dataflow regions between each batch of paths, thus enabling the reduction calculation and streaming of output data to run concurrently from the second batch of paths onwards.

![Diagram of double buffering approach](image)

**Fig. 2. Illustration of double buffering approach over batches of path for longstaffSchwartzPathReduction**

The other challenge associated with our loop interchange was that the ordering of data must be changed, and therefore data reordering on inputs was required before FPGA computation could begin, and the reordering of results. This reordering was undertaken on the host CPU, both for input data before transfer to the device and on result data streaming from the device. However, especially when it came to double precision workloads, this was costly and ended up accounting for over 60% of the runtime for the largest problem sizes.

An illustration of the benchmark execution timeline is provided in Figure 3, where each activity ran consecutively. Effectively we had shifted the bottleneck from being a spatial dependency on the FPGA to data reordering on the CPU, and whilst the overhead of data reordering on the CPU was considerably less than the spatial dependency on the FPGA, this was still costly. Nevertheless, even with such an overhead the FPGA still demonstrated performance benefits over the CPU, at best 8 times and at worst 1.5 times faster.

![Timeline of benchmark execution](image)

**Fig. 3. Illustration of timeline for existing, no overlapping approach**

### II. EXPERIMENT AND BENCHMARK SETUP

Table I defines the five classes of problem size used throughout this work in evaluating the CPU and FPGA benchmark implementations. It should be stressed that these problem sizes do not represent an official STAC audit configuration, but instead have been selected in this research to provide...
a wide range of real-world data sizes under test. For these problem sizes, we vary the number of timesteps, ranging from 6 months for the tiny problem size to 5 years for the huge problem size, and assets being studied. As described in Section I-A, each element comprises two double precision numbers hence in Table I the number of data points is double the number of elements. All experiments undertaken report results from executing the Heston stochastic volatility model and path reduction in Longstaff and Schwartz which are our areas of focus in this work.

| Problem size | A | T | P | Elements \((\times 10^{9})\) | Datapoints \((\times 10^{9})\) | Size (MB) |
|--------------|---|---|---|-----------------|-----------------|---------|
| Tiny         | 5 | 126 | 25 k | 15.75 | 31.5 | 252 |
| Small        | 10 | 126 | 25 k | 31.5 | 63 | 504 |
| Medium       | 20 | 252 | 25 k | 126 | 252 | 2016 |
| Large        | 30 | 504 | 25 k | 378 | 756 | 6048 |
| Huge         | 50 | 1260 | 25 k | 1575 | 3150 | 25200 |

All CPU runs are undertaken by threading using OpenMP across two 24-core Xeon Platinum (Cascade Lake) 8260M CPUs at 2.40GHz which are fitted into a single node of our test system and energy measured via RAPL [14]. All CPU runs are executed across all 48 physical cores as this was found to be the optimal single-node CPU configuration. For the FPGA runs reported in this paper we use a Xilinx Alveo U280, running at the default clock frequency of 300MHz, which contains an FPGA chip with 1.08 million LUTs, 4.5MB of on-chip BRAM, 30MB of on-chip UltraRAM, and 9024 DSP slices. This PCIe card also contains 8GB of High Bandwidth Memory (HBM2) and 32GB of DDR DRAM on the board. We also use a Bittware 520N-MX which contains an Intel Stratix-10 MX2100 FPGA, with 702720 ALMs, 29.9MB of on-chip memory, and 3960 DSP blocks. This FPGA also contains 16GB of HBM2 external memory. The clock on the Intel Stratix-10 is more dynamic, achieving 320MHz with one kernel but this then decreases to 254MHz as we scale.

The FPGA cards are hosted in a system with a 32-core AMD EPYC 7502 CPU with 256GB DRAM and energy metrics gathered via the Xilinx Runtime Library (XRT) and AOCL respectively. All bitstreams are built for the U280 using Xilinx’s Vitis framework version 2021.2 which at the time of writing is the latest compatible version for the U280, and Quartus Prime Pro 20.4 for the Stratix-10. All reported results are averaged over ten runs and total FPGA run-time and energy usage include measurements of the kernel, data transfer and any required data reordering on the host. Configurations and environments are described in Appendix A.

III. PORTING TO THE INTEL STRATIX-10

We adopted the same dataflow algorithmic approach for the Intel Stratix-10 as we had developed in [4] for the Xilinx Alveo U280 and illustrated in Figure 1. Using the Intel Quartus Prime Pro tooling, each dataflow region was a separate OpenCL kernel and connected to other kernels via Intel’s channel extension. Whilst this was less convenient from the perspective of development and driving the kernels, for instance, each individual kernel had to be separately started and controlled from the host, it enabled data to flow throughout the design and with each loop resulted in an initiation interval of one.

The implementation of double buffering was the largest challenge during this port, and following Intel’s best practice guide [15] our first approach involved two separate OpenCL kernels connected via the external HBM2 memory acting as the buffer. Using a channel between the kernels to provide synchronisation, and the explicit mem_fence call to ensure that memory and channel writing were scheduled correctly, we were able to implement the double buffer, albeit using a more manual approach than with Xilinx. However, because of the connection to external memory, this was around three times slower than the Xilinx kernel when we benchmarked it.

Instead, as illustrated in Listing 1, we found that adopting an approach more similar to that undertaken with the Xilinx HLS kernel provided improved performance. A single array is defined in on-chip memory at line four and, working in batches of paths at line 6, this is then provided to the fillbuffer function for that batch at line eight which undertakes the reduction for the current batch of paths across assets and filling the data_store buffer. The servebuffer function at line nine will then stream out reduced values for the previous batch of paths. Whilst this approach to double buffering follows more closely that suited by the Xilinx tooling, this technique was not clear from the Intel best practice documentation but was effective, and reduced the overall kernel runtime by around two times.

```c
1 kernel
2 void longstaffSchwartzPathReduction_1(unsigned int assets, unsigned int paths, unsigned int timesteps, PathGroup pg) {
3 DEVICE_DATATYPE data_store[MAX_PATHS][MAX_TIMESTEPS];
4
5 for (unsigned int outer_path_group = 0;
6     outer_path_group < pg.number_groups;
7     outer_path_group++) {
8     int path_size=outer_path_group == pg.
9         number_groups - 1 ? pg.
10        last_group_num_paths : pg.paths_per_group;
11        fillbuffer(assets, path_size, timesteps, data_store);
12        servebuffer(path_size, timesteps, data_store);
13    }
```

Listing 1. Illustration of code to drive double buffering on Intel kernel

Another challenge encountered was that it is only possible to direct each kernel argument to a single bank of HBM2 memory with the Intel tooling. The Intel Stratix-10 MX2100 on the Bittware 520N-MX card contains thirty-two 512MB banks of
memory, but limiting the location of inputs or results into one of these meant that external data was effectively limited to 512MB. Hence we were able to run the tiny and small benchmarks only in this configuration due to the data sizes involved. Xilinx addresses this in their tooling by allowing a port to connect across multiple HBM2 banks driven by the Vitis configuration options, but this is not supported with the Intel tooling and hence a more manual approach was required. To work around this limitation we defined multiple kernel arguments, each connected to different external HBM2 banks. Working round-robin between these arguments, which was especially convenient when we moved to the streaming approach described in Section IV as this enabled us to cycle in chunks, we were able to handle data sizes greater than 512MB. Whilst this supported the processing of up to and including the large problem size, the Bitware 520N-MX card we are using is not currently fitted with any external DDR-DRAM and so we are limited to the Intel Stratix-10 MX2100’s 16GB of HBM2 which precludes the execution of the huge problem size.

TABLE II

| Kernel runtime performance (excluding the overhead of data transfer or reordering) for a single STAC-A2 benchmark running double precision on the Xilinx Alveo U280 and the Intel Stratix-10. Compared to the reference implementation running over two 24-core Intel Cascade Lake Xeon Platinum CPUs. |
|---------------------------------|-----------------|-----------------|-----------------|
| Problem size | Xilinx U280 (ms) | Intel Stratix-10 (ms) | Intel Xeon CPU (ms) |
| Tiny          | 101.96           | 105.24           | 369.07           |
| Small         | 189.03           | 192.17           | 638.67           |
| Medium        | 718.18           | 754.22           | 1551.90          |
| Large         | 1498.71          | 1582.81          | 4558.11          |

A comparison of the kernel runtime only (excluding the overhead of data reordering on the host and transfer between the host and device) of our Intel Stratix-10 implementation against other technologies is illustrated in Table II. The FPGAs kernels are non-streaming here, and we focus on kernel runtime only as it is instructive to explore the performance differences between Xilinx and Intel technologies given a similar algorithmic design and implementation. It can be seen that the performance delivered by both tools is similar, with the Xilinx tooling and hardware slightly faster than the Intel counterpart, but both significantly out-performing the reference benchmark running threaded across two 24-core Xeon Platinum CPUs.

IV. DATA STREAMING APPROACH

As described in Section I-B, our existing approach undertook data reordering, transfer, and benchmark kernel execution sequentially thus resulting in up to a 60% overhead where the FPGA was idle waiting for the host. It was our hypothesis that we could reduce this by overlapping data reordering and transfer on the host with kernel execution on the FPGA. Similar approaches have been used successfully for GPU workloads [16] [17], and this would mean that for the majority of the time both the FPGA would be busy computing and the host busy reordering and transferring data. However, both FPGAs cards considered in this paper, the Xilinx Alveo U280 and Bitware 520N-MX, only support DMA memory transfers rather than streaming. There is some provision in the toolchains for host-to-device streaming. For instance, the Xilinx U250 has a legacy streaming shell although it is not particularly convenient to interact with the host, and there is some general support in Quartus Prime Pro for host-side pipes [18] for the Intel Stratix-10. However, neither the U280 shell nor Bitware 520N-MX BSP provide host-to-device dataflow pipes.

Consequently, whilst data streaming was a natural way of viewing this overlapping from the benchmark kernel’s perspective, we had to develop a host-to-device data transfer approach that would provide the illusion of data streaming whilst being compatible with the underlying DMA mechanisms. The high-level architectural view of our approach is illustrated in Figure 4, where the STAC-A2 benchmark HLS kernel, containing the design illustrated in Figure 1, was modified to remove the external memory reading and writing and to replace these AXI4 data interfaces with AXIS interfaces on the Xilinx kernel and OpenCL channels on the Intel kernel. This provides streaming to the VariancePathQE and LogPricePathQE dataflow stages for input data and from the longstaffSchwartzPathReduction stage for results. This was the only change needed at the STAC-A2 benchmark HLS kernel level, from its perspective now operating in a streaming fashion.

The STAC-A2 benchmark kernel’s input data AXI stream is connected to an input streaming kernel, and the AXI stream for output data to a result streaming kernel. Both these streaming kernels are also written in HLS and interact with the HBM2 external memory, reading and writing data. Consequently, inputs are streamed into the benchmark kernel and results, when available, are streamed out. These streaming kernels are in fact fairly simplistic, either reading data in widths of 512 bits and streaming constituent elements to the benchmark kernel or receiving streamed-in results and writing these to memory in widths of 512 bits.

The STAC-A2 benchmark kernel is run once from the host, looping over the entire domain. By contrast, the streaming kernels are executed many times from the host and loop over a small chunk of paths within a single execution. For the streaming of input data, the host also works in these chunks and will first reorder data associated with a chunk into a new memory location and then transfer this reordered data into the FPGA’s HBM2 via PCIe using the enqueueMigrateMemObjects OpenCL call. OpenCL events initiate the execution of the input streaming kernel once this chunk’s data transfer has been completed. The opposite happens for result data, after the result streaming kernel has written a chunk’s results to HBM2 and then marshalled via OpenCL events, once the result streaming HLS kernel has completed data transfer occurs for the resulting data from HBM2 to the host. An OpenCL...
TABLE III
XILINX SINGLE-KERNEL PERFORMANCE AND POWER DETAILS ACROSS BENCHMARK PROBLEM SIZES FOR OUR PREVIOUS [4] AND STREAMING APPROACH. DATA REORDERING, TRANSFER, AND BENCHMARK EXECUTION TIME ARE INCLUDED AND USING A CHUNK SIZE OF 1000 PATHS AND 8 CPU THREADS FOR DATA REORDERING.

| Problem size | dtype | Overall Runtime (ms) | Streaming Runtime (ms) | Overall Energy (J) | Streaming Energy (J) |
|--------------|-------|----------------------|------------------------|-------------------|---------------------|
|              |       | Previous Host overhead | Overall FPGA Host overhead | Previous Host overhead | Streaming Host overhead |
| Tiny         | float | 102.85 92.49 10.36  | 79.29 72.29 7.00  | 4.48 2.68 1.80  | 3.04 2.08 0.96  |
|              | double| 115.35 101.96 13.39  | 88.88 78.53 10.35  | 5.51 3.03 2.48  | 3.81 2.37 1.44  |
| Small        | float | 188.43 169.05 19.38  | 132.44 125.54 6.90  | 8.72 4.90 3.82  | 4.61 3.62 0.99  |
|              | double| 211.94 189.03 22.91  | 150.43 140.24 10.19 | 10.12 5.58 4.54 | 5.70 4.25 1.45  |
| Medium       | float | 725.92 642.36 83.56  | 474.31 464.79 9.52  | 35.52 18.48 17.04 | 14.70 13.29 1.41 |
|              | double| 838.83 718.18 120.65 | 518.11 502.72 15.39 | 45.90 21.19 24.71 | 17.53 15.33 2.21 |
| Large        | float | 1684.61 1186.51 498.10 | 1070.13 1056.84 13.29 | 97.98 45.87 52.11 | 40.62 38.67 1.95 |
|              | double| 2127.89 1498.71 629.18 | 1364.72 1345.76 18.96 | 124.38 52.93 71.45 | 46.17 43.47 2.69 |

**Fig. 4.** Illustration of streaming architecture approach

callback is used to execute the host-side data reordering of results when the chunk’s data transfer to the host completes. In both the streaming kernels we select the `ap_ctrl_chain` control protocol which enables a kernel to start processing the next kernel operation before completing the current one [19]. This provides an additional input signal `ap_continue` to the kernel and applies back pressure, improving performance.

In this manner, data reordering, transfer, and streaming kernel execution are queued up by the host using OpenCL to marshal control. Whilst the STAC-A2 benchmark kernel has remained largely unchanged and executed once over the entire domain, as illustrated by Figure 5, with this chunking approach for the majority of the time input data is continually being streamed in and results streamed out. Throughout the time that the benchmark kernel is running, data reordering and transfers for subsequent chunks are in progress on the host. There is still a small amount of overhead on the host, handling the first chunk of input data which must be transferred before the compute kernel can begin and the last chunk of results after they are generated, but compared to the timeline with no overlapping in Figure 3, this overhead is much less.

Input and result data reordering on the host is parallelised using threading via OpenMP. Whilst this is not an ideal use of threading, as there is a danger of false sharing negatively impacting performance, empirically we found that eight OpenMP threads are the optimal setting for performance. This choice over the number of threads effectively provides a throttle, enabling us to try and ensure that the FPGA kernels are not stalling waiting for data to be available, but that there are still enough host threads available for the concurrent reordering of input and result data.

**Fig. 5.** Illustration of timeline for data streaming approach which enables overlapping of data reordering on the host, data transfer between the host and device, and benchmark execution on the FPGA.

In our streaming approach, the HBM2 DRAM is being used as a substrate, to provide a temporary storage location between the host and benchmark kernel and in this manner, we are able to implement data streaming requiring a limited number of changes to the STAC-A2 benchmark kernel whilst only having access to a non-streaming shell. The chunk size that we are operating on is set by the host, and therefore it is trivial to experiment with different-sized chunks without requiring a lengthy rebuild of the bitstream. It should be noted that Section I-B described a batch of paths being operated upon to decouple the on-chip memory used for double buffering with the overall problem size that could be handled. The chunking of paths between the host and FPGA is entirely separate from...
these batches of paths, and these two choices can be set very different to suit optimal performance as required.

Table III reports performance and energy usage details for a single STAC-A2 benchmark kernel when run on the Xilinx Alveo U280. Previous reports results from the non-streaming approach described in [4], and streaming the approach described in this paper. For performance numbers we report the overall benchmark runtime, the time that the FPGA is active, and the host-side overhead time (when the host is active but the FPGA is idle and waiting). It can be seen that the overall time is consistently less with the streaming compared to previous approaches, with the host-side overhead significantly reduced compared to the previous approach as we increase the benchmark, and thus the data, size.

The energy usage reported in Table III surprised us because, as the same amount of overall work is being undertaken, we had assumed that energy usage would be fairly similar between the two approaches. However, it can be seen that the streaming approach consumes considerably less energy than the previous, non-streaming, approach. Interestingly this comes largely from the host-side, and that is because we are only using eight CPU threads for data reordering with the streaming approach compared to 48 threads with the previous approach. All those 48 threads were beneficial to the previous approach because the data reordering needed to be completed as quickly as possible before the execution could begin. However with the streaming approach as long as the benchmark kernel on the FPGA is kept fed with data, then as described this can be used more as a throttle to lower energy consumption and to give better control of the overall energy consumption.

Energy usage is also less on the FPGA with the streaming approach, and this is due to the reduced FPGA execution time. The FPGA is idle for more of the time in the previous approach, but the amount of power drawn by an idle but configured FPGA is not much less than when actively computing. Consequently, the idle FPGA is wasting significantly more energy than when we are able to keep it busier for longer.

V. EFFICIENCY-DRIVEN EVALUATION

We then scaled up the number of STAC-A2 benchmark kernels that would fit on the FPGA, decomposing chunks of paths across these kernels. Each benchmark kernel is paired with streaming kernels which are also replicated, thus a compute unit represents a single benchmark kernel, input and result streamer. We were able to fit six compute units onto the Xilinx Alveo U280 but only four onto the Intel Stratix-10 due to exhausting Logic Array Blocks (LABs) beyond that point.

Table IV reports the performance and energy usage of the multi-compute unit STAC-A2 benchmark running on Xilinx Alveo U280 and Intel Stratix-10 FPGAs, along with CPU and GPU performance numbers for comparison. The CPU numbers represent running across both 24-core Intel Cascade Lake CPUs in the node, which was found to be optimal for performance, and it can be seen that regardless the FPGAs outperform the CPU considerably.

Running over a Nvidia V100, the GPU results reported in Table IV surprised us as we had hypothesised that the GPU would be far more competitive. Whilst the GPU is not the focus of this paper, we should note that we spent considerable time optimising the kernel for the GPU in order to ensure a fair comparison. For example, undertaking loop interchange and unrolling to enable enough vectorisation to take advantage of the architecture. Such optimisations did have a significant relative performance improvement on the GPU, but in absolute terms, the performance obtained is poor compared with the CPU until the large problem size and regardless can not match that of the FPGAs. There are no huge problem size runs on the GPU via nvprof we found that the GPU was stalled on external...
memory access for a large proportion of the time, for the tiny problem size and single floating-point precision more than 68% and for double floating-point precision more than 79% is spent on data transfer, which is similar to the profile found on the CPU. Therefore, whilst the GPU has a very significant amount of raw compute performance available via the CUDA cores, it can not keep these fed with data sufficiently well to make the best use of them. By comparison, our ability to tailor the memory access to the specific application in question means that the data can keep flowing and keep the compute busy for a greater proportion of the time.

When comparing the multi-kernel performance of our previous Xilinx and new streaming Xilinx kernels in Table IV it can be seen that our previous Xilinx version for the tiny and small problem sizes in single precision out-performs our streaming approach. When compared against single-kernel performance reported in Table III it can be seen that multiple kernels only start to become beneficial for the streaming approach when we reach the medium problem size. This is because, before that point, the data sizes involved are too small to make effective use of our chunking and overlapping approach. The performance of our streaming approach on the Intel Stratix-10 follows a similar pattern to that on the Xilinx Alveo U280, however, is slower due to four rather than six compute units being able to fit. There are no results for the huge problem size on the Intel FPGA due to the Bittware 520N-MX card only containing the Intel Stratix-10 MX2100’s 16GB of HBM2 and that not being large enough to hold the memory needed.

The energy usage follows a similar pattern to the performance in Table IV, where the large power draw of the two 24-core Intel Xeon Cascade Lake CPUs and the V100 GPU, combined with the poorer performance compared to the FPGA means that the FPGA requires considerably less energy regardless. When comparing the previous and streaming approaches on the FPGA, it can be seen that the streaming approach consumes considerably less energy, especially for larger problem sizes and this corresponds to the single kernel behaviour observed in Table IV. The Intel FPGA streaming approach uses more energy than the Xilinx streaming approach and this is due to two factors, firstly the runtime is slightly larger, and secondly, the Intel Stratix-10 draws considerably more power than the Xilinx Alveo U280 FPGA.

### A. Efficiency driven metrics

In [4] we used an efficiency-driven metric to compare against the CPU, and in Table V we expand those numbers to also consider the V100 GPU and streaming approach on both the Xilinx and Intel FPGAs. Summarised in Table V across the STAC-A2 problem sizes, where the improvement is relative to the efficiency on the two, 24-core, Xeon Platinum Cascade Lake CPUs. It can be seen that the overarching issue that we were looking to solve, namely that the efficiency improvement for the previous FPGA approach decreased as one moved to larger problem sizes has been addressed here with both the Xilinx and Intel streaming approaches maintaining their improvement relative to the CPU. The higher energy usage and slightly lower performance of the Intel Stratix-10 compared to the Xilinx Alveo U280 means that in these experiments the U280 demonstrates the greatest improvement over the CPU.

### VI. Conclusions

In this paper, we have explored further activities porting modified STAC-A2 benchmarks to FPGAs. Extending our previous study, we first ported the benchmark to the Intel Stratix-10 FPGA and, using Quartus Prime Pro, investigated how the algorithmic structure that was successful with Xilinx’s Vitis could be applied to this other family of FPGAs. The most challenging aspect was the ability to handle the double buffering approach and we found that instead of following the Intel best practice guide it was preferable to adopt an approach similar to that promoted by the Xilinx tooling.

Secondly, we have explored a data streaming approach to enable the overlapping of host and FPGA activities. Working around the limitations of the Xilinx and Bittware card shells not supporting host-to-device streaming, we leverage the HBM2 memory on both technologies and developed adaptor streaming kernels. Delivering up to 4.6 times better performance and requiring 9 times less energy than the previous Xilinx FPGA kernel, this overlapping host and FPGA activities has been highly effective, especially for larger data sets. We also compared against an Nvidia V100 GPU, discovering that whilst we had undertaken numerous optimisations to suit that
architecture the ability to tailor memory accesses on the FPGA provides important performance advantages.

A next step will be to generalise the streaming approach described here. There is considerable boilerplate required, for instance the HLS streaming kernels and host-side management code, and these could be auto-generated by the programmer providing an abstract definition of their data streaming, along with pre and post-processing steps.
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APPENDIX A

ARTIFACT DESCRIPTION APPENDIX

A. Description

1) Check-list (artifact meta information):

- Program: C++
- Compilation: GCC version 10.2 with -O3, Vitis version 2021.2, Quartus Prime Pro version 20.4. On the GPU we used the Nvidia Compiler version 22.2.0.

- Data set: Runs were based on the tiny, small, medium, large, and huge problem sizes which are described in this paper with a standard execution of the benchmark provided by the official STAC-A2 reference implementation.

- Run-time environment: A variety of machines were used for comparison, all running Linux. For the Alveo U280 the environment at the time of writing was used (XRT 202110.2.11.634, xdma and xdma-dev 201920.3 deployment and development target platforms). For the Intel Stratis-10 we used version 1.8.1 of the BitWare 520N-MX Gen3x16 BSP.

- Hardware: We used a Xilinx Alveo U280 and BitWare 520N-MX for the FPGA runs, these are hosted in systems with a 32-core AMD EPYC 7502 CPU with 256GB of RAM. For CPU comparison runs we ran on two Xeon Platinum Cascade Lake (8260M) processors with 192GB RAM. For GPU runs we ran on the Cirrus tier-2 UK HPC2 machine, which provides a NVIDIA Tesla V100-SXM2-16GB (Volta) GPU, hosted by two Intel Xeon Gold Cascade Lake (6248) CPUs and 384 GB RAM.

- Binary: Xilinx Vitis or Quartus Prime Pro is required to synthesise the kernel and generate the bitstream.

- Execution: We built and executed all executables on Linux.

- Output: We measured all performance using OpenCL’s performance mechanism and also undertook secondary timing using the gettimeofday call with microsecond resolution to ensure consistency. All results were checked against the CPU reference running for correctness.

- Publicly available?: No, STAC-A2 is commercially sensitive and only available to STAC members.

2) Hardware dependencies: Any machine running Linux with appropriate Alveo U280 or BitWare 520N-MX FPGA PCIe card installed

3) Software dependencies: GCC version 10.2 (although other versions are also compatible), the support libraries installed for the board and the Vitis or Quartus Prime Pro platform.

4) Datasets: Runs were based on the STAC-A2 benchmark using the problem sizes described in this paper.
B. Installation

We synthesised our kernel using Vitis HLS via the v++ command or Quartus Prime Pro via aoc. The host codes are written in OpenCL (the appropriate libraries ship with Vitis and Quartus Prime Pro) and launching our bitstream simply involved executing the host code, which via the appropriate OpenCL calls programmed the device as appropriate along with the size of problem in assets, timesteps, and paths.

C. Experiment workflow

1) Develop the appropriate HLS/OpenCL kernel
2) If on Xilinx then use Vitis HLS to synthesise this and generating corresponding .xo files
3) If on Xilinx use Vitis HLS in linking mode to generate the bitstream .xclbin file
4) If on Intel Stratix-10 then use Quartus Prime Pro to build kernel which will also undertake synthesis, placement, and routing to generate the bitstream.
5) Compile the host OpenCL code using GCC
6) Execute the host code, which will launch the bitstream

D. Evaluation and expected result

We compared our results against the existing STAC-A2 CPU reference implementation. On the CPU this ran across both 24-core 8260M Cascade Lake Xeon Platinum CPUs in the node and was threaded via OpenMP. The reference implementation is not threaded, and therefore we had to apply this previously when comparing performance in [4]. For the V100 GPU runs we developed and optimised a GPU version of the benchmark for this paper. All calculated values have been checked at the element level to ensure that they are producing consistent results, and all performance and power results reported in this paper are averaged over ten runs.

E. Experiment customization

It is, of course, possible to experiment with the problem sizes and use these to represent different amounts of data and computation. It is also possible to change the path chunk size (number of paths transfered per chunk between host and FPGA), along with number of OpenMP threads for data reordering on the host, and path batch size (for double buffering on the FPGA).

APPENDIX B

ARTIFACT EVALUATION

A. Results Analysis Discussion

In the host code we use OpenCL’s profiling capability which provides microsecond resolution timings for event (kernel execution) starting and ending. We also implemented manual timing via the gettimeofday call, to provide a second timing comparison point and ensure what OpenCL reported was correct (both approaches to timing matched very closely.) All calculated values were checked for consistency between the FPGA and CPU versions to ensure that they are calculating the same quantities and we were undertaking a fair experiment. For all experiments runtimes were averaged over at-least ten runs, and power consumption figures were reported by XRT for the Xilinx FPGA, AOCL for the Intel FPGA, RAPL for the CPU, and nvidia-smi on the GPU.