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1. Introduction

Over the past decades, a great advancement has been achieved in wireless sensor networks on both hardware and software. The wireless sensor network consists of spatially distributed autonomous and battery-powered sensors to monitor physical or environmental conditions, such as temperature, sound, vibration, pressure, motion, or pollutants, and working cooperatively to pass their data through the network to a main location (i.e., base station or sink). In recent years wireless sensor networks have been used in a wide range of applications, such as battlefield surveillance, industrial process automation (monitoring and controlling), meteorological areas, home appliances, structural health monitoring (SHM), and human health applications [1]. However, wireless sensor nodes have limited resources in terms of processing, storage, power, and communication capabilities and use existing routing protocols for ad hoc networks is not efficient. Therefore, many power-aware routing protocols have been proposed and several surveys and comparison studies have been conducted [2–7].

These advancement stimulated a lot of attention on the research of structural health monitoring technology [8–12] since it provides a reliable, efficient, and economical approach to increase the safety and to reduce the maintenance costs of engineering structures. These structures range from aging fleets of aircraft and ship structure to civil structures, such as bridges, highways, and tall buildings [13]. Failure of bolted joints can lead to catastrophic events, such as leaking of poisonous material, train derailments, aircraft crashes. Most of these failures occur due to the reduction of the variation of the load, induced by mechanical vibration and temperature or human errors in the assembly or maintenance process [14]. Monitoring bolted joints in one of SHM techniques means developing a technique to reduce the likelihood of failure of structures due to loosening of bolted joints in an
accurate way. The monitoring system is mainly targeted for collecting the measurements from sensors deployed within the mechanical structure and storing the measurement data within a central data repository. For guaranteed and reliable measurement and data collection, structural monitoring systems use coaxial wires for communication between sensors and the base station [15]. While coaxial wires provide a very reliable communication link, their installation in structures can be expensive and labor intensive. For example, structural monitoring systems installed in tall buildings have been reported in the literature to cost in excess of $5000 (USD) per sensing channel [16]. As structural monitoring systems grow in size (as defined by the total number of sensors), the cost of the monitoring system can grow faster than at a linear rate. For example, the cost of installing over 350 sensing channels upon the Tsing Ma suspension bridge in Hong Kong is estimated to have exceeded $8 million [15]. The high cost of installing and maintaining wires is not restricted only to civil structures. Others have reported similar issues with respect to the costs associated with monitoring systems installed within aircrafts, ships, and other large structural systems [17].

In this paper, we described our proposed mechanism to automate the process of monitoring bolted joints leading to more accurate and flexible monitoring process at low cost of time, money, and effort. In our smart bolt development we adopted the well-known routing protocol Low-Energy Clustering Hierarchy-Centralized Cluster Formation (LEACH-C) [18] to work with our mechanism. LEACH-C has been selected after conducting several simulations to select either LEACH or LEACH-C; the results showed that LEACH-C is performing better than LEACH in case of smart bolt applications. That is due to its centralized nature of cluster heads selection algorithm, where the base station is responsible for selecting the clusters every round. To verify our proposed mechanism we carried out intensive simulations with different variations of node location distributions, sparse and dense networks, central and corner base stations, day and week scenarios, and finally different probabilities for a bolt to be in poor condition (i.e., bolt tension is less than a predefined threshold). The energy consumption measurements are extracted from real experiments with Arduino sensor platform and injected into NS2 network simulator to enhance the practicality of our simulation. The performance metrics are focused on throughput, energy consumptions, and network lifetime, which are the most important measurements in WSN applications.

This paper is organized as follow; the literature review is introduced in the next section, then a detailed description of the smart bolt monitoring mechanism is followed, after that the simulation setup along with the simulation results analysis and discussion sections is presented, and finally we conclude with some conclusions and suggest future work.

2. Literature Review

A two-tier SHM architecture using wireless sensor network has been proposed by [19]. The proposed monitoring system distributes the monitoring functionality between the ordinary sensors and the cluster servers, where the sensors send the data to the clusters to be processed and analyzed and react based on the results. The system is composed of compact sensors (footprint size of $4\times7.5\text{cm}^2$) using Cygnal microcontroller. The microcontroller properties having 50 mW power consumption, 2 KB of RAM for data storage, and an Ericsson Bluetooth wireless transceiver are used for communication between wireless sensors and wireless data servers, operating on the 2.4 GHz radio band, and Bluetooth radio consuming 35 mW of electrical power. After data are collected by the wireless sensors, data can be transferred wirelessly to wireless data servers (cluster nodes). Each cluster node has both a short-range radio for communication with wireless sensors in its cluster and a long-range radio for communication with other remote cluster nodes. The central cluster server is designed to both store and process the vast amounts of data collected from the cluster’s wireless sensors. The cluster node is designed using a single board computer (SBC) running Microsoft Windows OS. MATLAB is installed in the node for processing measurement data for signs of structural damage. Although this technique provides complete hardware and software solution, the whole system seems to be not scalable and not portable because the cluster nodes are servers with heavy software and have different capabilities than the ordinary sensors.

Another wireless structural monitoring system proposed by researchers at MicroStrain is assembled from off-the-shelf electrical components resulting in a functionally rich platform [20]. At the core of the wireless sensor node is the 8-bit Microchip PIC16C microcontroller where embedded software is stored in the microcontroller’s internal electrically erasable, programmable, and read-only memory (EEPROM). To allow for the interfacing of various sensors to the node, the Analog Devices AD7714 16-bit ADC is included in the node design. An attractive feature of the AD7714 ADC is the programmable voltage gain on the sensor inputs ranging from 1 to 128. To achieve wireless communication back to a remote data repository, a surface acoustic wave (SAW) radio operating on the 418 MHz frequency is selected. To modulate digital data upon the selected carrier frequency, the frequency shift keyed (PSK) pulse code modulation method is employed. This pulse code modulation technique permits the wireless nodes to detect errors in the wireless communication channel, thereby increasing the reliability of the radio. When fully assembled, the wireless node is $9 \times 6.5 \times 2.5 \text{cm}^3$ and is powered by two 1.5 V (3 V total) lithium-ion batteries.

Arms et al. [21] have reported a more recent improvement on the original wireless sensor proposed by [20]. The SAWS wireless radio originally integrated with the wireless sensor represents a poor utilization of the wireless channel since only one sensor node can communicate at any one point in time. Instead, Arms et al. proposed the integration of the Chipcon CC1021 wireless transceiver with the wireless node. Operating on the 900 MHz radio band, multiple nodes can utilize the same wireless bandwidth through frequency division multiple access (FDMA) methods. In stark contrast to the original time division multiple accesses (TDMA) methods, the new radio allows 26 wireless sensors to communicate simultaneously on the 26 individual frequencies equally distributed from 902 to 928 MHz.
3. Smart Bolts Monitoring Mechanism

Smart bolt is one application of SHM mechanisms [22] that are used to monitor remote bolted joints and send alerts if any bolt loses its tension beyond a certain threshold. An intensive study on LEACH-C [18] was conducted by Baroudi et al. [23]; it showed that LEACH-C outperforms LEACH and it is suitable to be the routing protocol of our proposed smart bolt monitoring mechanism. LEACH-C is a robust and energy-efficient wireless communication protocol. In our proposed solution, two main mechanisms are developed; the first one is without real-time wakeup clock (RTC) and the second is with RTC. The second one is more efficient in terms of energy consumption; however, it has additional cost of adding the necessary hardware to all sensors (RTC wakeup clock).

3.1. A Brief Description of LEACH-C. LEACH-C uses centralized clustering algorithm where each node sends information about its current location (possibly determined using a GPS receiver) and energy level to the base station (BS). In addition to determining good clusters, the BS needs to ensure that the energy load is evenly distributed among all the nodes. To do this, the BS computes the average node energy, and whichever node has energy below this average cannot be cluster head for the current round. Using the remaining nodes as possible cluster heads, the BS finds clusters using the simulated annealing algorithm to solve the NP-hard problem of finding optimal clusters. This algorithm attempts to minimize the amount of energy for the noncluster head nodes to transmit their data to the cluster head, by minimizing the total sum of squared distances between all the noncluster head nodes and the closest cluster head. Once the cluster heads and the associated clusters are found, the BS broadcasts a message that contains the cluster head ID for each node. If the node’s cluster head ID matches its own ID, the node is a cluster head; otherwise, the node determines its TDMA slot for data transmission and goes to sleep until time to transmit data. TDMA schedule is constructed by every cluster head; it is a schedule for its cluster nodes to transmit their data, and so one frame contains a number of slots equal to the number of nodes inside the cluster [18]. Figure 1 illustrates LEACH-C architecture where each bolt is attached to a wireless sensor that senses the tension of the bolt every predefined period of time and sends its readings to the cluster head if it is necessary (beyond certain threshold).

3.2. Smart Bolts without RTC (Sleep Mode). This special application of monitoring the tension excreted on each bolt does not require extensive data transmissions. In fact, one reading per day is enough. Therefore, two main scenarios are suggested for monitoring the smart bolts: day and week. In the day scenario, each sensor sends one reading per day. The sensor wakes up at specific time each day; reads the bolt tension, sends it to the cluster head, and comes back to sleep mode to minimize energy consumption. The internal clock will trigger the processor to wake up, read, send, and sleep, and so on. Figure 2 depicts the finite state machine (FSM) diagram that illustrates the operations of the smart bolt sensor in the day scenario. Similarly, the cluster head will keep active until all sensor nodes transmit their data and then it aggregates the received data from all its children and sends the aggregated data to the base station and finally it goes to sleep mode. Let TA define the sensor active time slot during each frame and TS define the transmission/reception time; then, we can define the following operation parameters:

(i) \( Sensor\_Active\_Time\_per\_frame = TA + TS \);
(ii) \( Sensor\_Sleep\_Time\_per\_frame = 24h - Sensor\_Active\_Time\_per\_frame \);
(iii) \( C\_Head\_Active\_Time\_per\_frame = (TA + TS) \star (No.\ of\ Children\ per\ cluster) + TS \);
(iv) \( C\_Head\_Sleep\_Time\_per\_frame = 24h - C\_Head\_Active\_Time\_per\_frame \).

As explained above, considering the nature of the problem, it is not expected that the bolt tension changes daily. Therefore, to save energy, we proposed to report the bolt tension status to the base station every specific period of time (e.g., week, month, etc.). This period of time is determined based on the environment conditions where the smart bolts
are deployed. Moreover, within this period the sensor takes multiple readings for bolt tension, and in case this reading exceeds a predefined threshold, it sends alert to its CH; otherwise, it goes again to sleep mode and sends a report at the end of the specified period.

In the following example, we consider the week-period as the necessary time for reporting the status. In the week scenario, the bolt-sensor will send its reading if an abnormal condition is detected (i.e., tension is beyond certain threshold); otherwise, it records the reading and goes to sleep mode again. If the bolt-sensor did not send any data for a week, it will send a report at the end of the week; that means at least one report will be sent per week. To perform this, a timer is adjusted and reinitialized every time the bolt-sensor sends an alert or a report. Figure 3 shows the FSM diagram for the sensor node in case of week scenario.

To simulate the changes in the bolt tension, we assume that the defective nodes are distributed uniformly among the whole network nodes. For example, when we set the abnormal condition to be 0.25, we assume that 25% of the nodes are defective or the node during its lifetime needs to be maintained 25% of this time. Let TA define the sensor active time slot during each frame and TS define the transmission/reception time. Then,

(i) \( \text{Sensor Active Time per Frame} = T_A + TS \times \text{Prob (bolt not in normal condition)} \);

(ii) \( \text{Sensor Sleep Time} = 24h - \text{Sensor Active Time per frame} \).

The active and sleep time for cluster head in week scenarios are the same as in day scenarios; that is because the cluster head must be active every day during the frame period expecting either abnormal or weekly reports. Figure 4 illustrates the procedure of week scenario, where AT stands for active time and SPC for sleeping period counter. In week scenarios the maximum period the sensor will not send reports to the cluster head is 7 days, where the sensor sends report even if there is no failure; otherwise, the cluster head will consider it as a dead node.

Most of the studies on WSN applications are assuming uniform distribution for the network nodes. However, in most of real applications the sensors might be deployed following different deployment scenarios. Therefore, we used in our simulations different distributions to make our study more realistic. Figure 5 shows the four distributions that we have used in our simulations; Figure 5(b) shows the grid distribution which represents the deterministic distribution and it is used in many WSN applications, for example, agricultural and environmental monitoring applications, due to its high performance, well-organized shape and ease of control. In grid topology, the nodes are placed in such a way where the distance between any two adjacent nodes is the same; that makes clustering calculations easier than random distributions which results in minimizing delay and energy consumption and maximizing network lifetime. Many of WSN applications do not allow deterministic deployment for sensors, such as in disasters and military conditions. In such cases, we use the other distributions such as normal or exponential.

The uniform distribution (Figure 5(b)) has been used in the most of the previous researches. Furthermore, we have added the normal (Figure 5(c)) where the majority of nodes are focused at the center of the field and the exponential distribution (Figure 5(d)) where the majority of the nodes are placed at the corner; the impact of base station location on these distributions has also been studied. For each distribution, we have examined two scenarios, namely, central base station (50, 50) and corner base station (5, 5). In this way we have simulated the all possible combinations of the distributions with base station locations.
3.3. Smart Bolt with RTC (Deep Sleep Mode). From the sleep mode scenarios, it is clear that most of the energy is consumed during the sleep time. Figure 6 describes an example that clarifies the significant impact of sleep mode on the total energy consumption. In this example we supposed to have a cluster that consists of 3 noncluster nodes (sensors) and one cluster head (CH); the three sensors (S1, S2, and S3) will wake up for small period of time; for example, in case of S1 the period of active time will be AT(S1); in this period it will send the report to the CH and then go back to sleep mode again for long period of time (24 hours-AT(S1)). From our results, as we will see in the results analysis section, 95% of the energy is consumed during the sleep mode, where nearly 0.2 joule is consumed by each sensor per one day.

In this section we propose an enhancement to the smart bolt mechanism by adding a new mode to its sleep modes which was named as deep sleep mode. This enhancement is achieved by adding a real-time wakeup clock (RTC) to each sensor. In this scenario, the processor will alternate between active state and deep sleep where the processor will be almost dead and most of its activities are at hold. Hence, it consumes very little energy. However, to activate the processor again, we need an external interrupt that will be generated by the external clock. From our experiments, we noticed that this clock needs 200 nA to be alive; this value will be added to the current of the sensor in deep sleep mode which is equal to 100 nA, which makes the total 350 nA during deep sleep state, whereas it was 700 nA in the sleep mode scenarios.

Figure 5: Different deployment distributions with different BS locations: (a) uniform dist., (b) grid dist., (c) normal dist. with $\mu = 50$ and $\sigma = 25$, and (d) exponential dist. with $\lambda = 35$. 
In this scenario (deep sleep mode), the sensor and RTC are battery-powered as shown in Figure 7. After the sensor node sends its report to the cluster head, it reschedules its wakeup time and sends it to its RTC which later on will send a wakeup interrupt to the sensor node.

During the active state, the node reads data and processes it to see if it is beyond certain threshold or not. In case the reading exceeds the threshold, it will send a report to cluster head; otherwise, it just issues a command to the RTC on when to wake up next and go back to deep sleep so that more energy is saved. At the specified wake up time, the RTC asserts its interrupt pin, which wakes up the node (based on wake up on interrupt). The node now does any required activity (including synchronization if needed), issue wake up time command to the RTC, and go back to sleep and so on (see Figure 8).

4. Simulation and Results Analysis

The proposed mechanisms have been verified using NS2 simulation, with real energy consumption measurements. We evaluate the proposed mechanisms using the performance metrics as follows:

(i) total energy consumption (Joule/day) which is calculated by computing the total energy consumption of all the network nodes during the whole day, except the base station that is assumed to have unlimited power;

(ii) network lifetime (NLT) which is defined as the total time the base station is able to communicate with at
To ease the presentation of our results, we use the following notations:

(i) CnNd: Leach-c with BS located at the center and normally distributed nodes,
(ii) CrNd: Leach-c with BS located at the corner and normally distributed nodes,
(iii) CnUd: Leach-c with BS located at the center and uniformly distributed nodes,
(iv) CrUd: Leach-c with BS located at the corner and uniformly distributed nodes,
(v) CnEd: Leach-c with BS located at the center and exponentially distributed nodes,
(vi) CrEd: Leach-c with BS located at the corner and exponentially distributed nodes,
(vii) CnGd: Leach-c with BS located at the center and grid distributed nodes,
(viii) CrGd: Leach-c with BS located at the corner and grid distributed nodes.

We have used the popular NS-2 simulator [24] to investigate our mechanism. The leach extension (a low-energy protocol simulator for wireless networks) has been integrated with NS using the tools in [25]. For the number of cluster heads in each scenario, we use 5% of the total number of nodes (this is based on LEACH published paper and also recommended by the NS-Leach code documentation). The energy model and other simulation parameters are summarized in Tables 1 and 2. To enhance the fidelity of our results, for each point in our curves, we have developed multiple random topologies for each distribution and then we averaged the collected results.

To make our simulations parameters more realistic, we have carried out several experiments on Arduino sensor platform to validate the data sheet energy consumption values during different modes of operation: transmitting/receiving, active and sleep modes. Table 3 presents our findings. These values are injected into NS2 simulator and the code is adapted to work accordingly. Thereby, the results become more meaningful; for example, the network lifetime is calculated by days and years.

In the day scenario, the noncluster sensors send one packet per day to the cluster nodes and the cluster head nodes aggregate these data and send them to the base station. As mentioned before, the number of cluster heads is 5% of number of nodes; that makes the average number of nodes per cluster 20. During TDMA phase, the time dedicated by the cluster head for each node to send their data is about 25.2 msec. Thus, approximately one day operation in real time is equivalent to one frame time (20 * slot time, which is 0.5 second) in simulation time.

In Figure 9, we present the day scenario with sleep mode for different sensors deployment strategies at the monitored area on our proposed mechanism. As we mentioned earlier, the deployment strategies that are examined here are the exponential, normal, uniform, and grid distributions; see Figure 5. Starting from the center base station location in Figure 9(a), we use PKT/Joule (packet per joule) measurement to measure the protocol efficiency in utilizing the network energy; it shows that grid and uniform distributions are almost close to each other and outperform the other distributions. In addition, we can observe that the difference in the performance increases as the number of deployed nodes increases. In Figure 9(c), we use j/day (joule per day) measurement which will reflect the total energy consumed per one day which is also a good indication about the network lifetime. And, from the same figure, we can conclude the same as in Figure 9(a), where the uniform and grid distributions still are the best. However, if the base station is located in the corner, the uniform distribution results in Figures 9(b) and 9(d) show the worst performance, which is probably because the base station at the corner is away from many nodes in the network, in contrast to the exponential distribution where most of the network nodes now are close to the base station, which makes it almost the best in case of corner base station location. In average, the grid distribution is the best over all the other distributions in case of sleep mode with packet/day data rate. Furthermore, the figure shows the effect of increasing the number of nodes on the network performance, where we increase the number of nodes in the 100 m² area from 50 nodes (sparse) to 250 nodes (dense). It is clear that increasing number of nodes degrades the network performance, and that is due to the increasing interference that in turn increases the collisions and packet loss and hence more energy consumption.
Figure 9: Different distributions deployment and base station location effect on sleep mode mechanism.

Table 3: Measurements for Arduino platform; 3.3 V.

|                  | Active (reading, processing, etc.) | Transmission/reception | Sleep          | Deep sleep |
|------------------|------------------------------------|------------------------|----------------|------------|
| Current          | 4 mA                               | 38 mA                  | 700 nA         | 350 nA     |
| Power            | 13.2 mW                            | 125.4 mW               | 2310 nW        | 1155 nW    |

It is intuitive that the total energy consumption increases as the number of node increases as shown in Figures 9(c) and 9(d). However, we need to note that most of energy consumption occurs while the sensors are in sleeping mode, where the node consumes nearly more than 95% of its energy during its sleeping period. This approximation is based on the data in Table 3, where the sensor in sleep mode consumes $2310 \times (24 \text{ hour-slot time})$ joule which is equal to 0.199 joule per day for each sensor. That means nearly 0.2 joule is consumed per one node every day and if we have 50 nodes, the consumption will be about 10 joule (from calculation) which is nearly the same as in Figure 9(d) plus additional energy that is used in other sensor functions such as sending and receiving. For this reason, the direct extension to enhance this mechanism is to minimize the energy consumption during the sleep period; thereby we came up with the deep sleep mode enhancement as explained above.

Further enhancement in the proposed mechanism is to decrease the amount of data sent to the base station by checking the bolt tension level. If the level is beyond a certain threshold, the sensor is assumed to be malfunctioning and it will send a report to the base station as discussed previously; otherwise, it goes to sleep mode. Figure 10 shows the effect of the likelihood of the bolt on the network performance in terms of PKT/Joule and Joule/day. Four scenarios were simulated; these scenarios are as follows.

(i) Zero%. This is the baseline scenario, where the bolt sensor sends its report every week since the probability of malfunctioning occurrence during the week is zero. (The error means the bolt tension level is normal).

(ii) 25%. The probability of error occurrence during the week is 25%; when error occurs the sensor will send a report to its cluster head and reset the week counter to zero.

(iii) 50% and 75%. The same as 25% but with high probability of error occurrence. Of course, 100% represents...
the day scenario, which means every check (one per day) the sensor will detect an error and sends a report (day scenario).

Figure 10(a) represents the results in sleep mode scenarios; it shows that as the bolt malfunctioning probability increases the packets sent per one joule increases. Comparing to Figure 10(b), the deep sleep mode utilizes the network energy better than sleep mode mechanism. In both cases (i.e., sleep and deep sleep), it is interesting to notice that the amount of packets transmitted per joule is insensitive to the number of nodes in the network. This can be attributed to the fact that the node is most of the time in the sleep/deep mode where the only cause of energy consumption is
the internal consumption which makes the denominator very large (i.e., number of packets/total energy). This also explains the linear increase in energy consumption as Figure 10(c). In this figure, we are comparing the energy consumption per day for two extreme cases: the week scenario with perfect normal operation and the week scenario with all nodes malfunctioning, and, hence, they have to report their status every day. In general, as in Figure 10(c), the network lifetime increases as the malfunctioning probability decreases.

Network lifetime (NLT) is a very important measurement in WSN that is used to measure the enhancement in any new WSN algorithm. In Figure 11, we compare our proposed mechanisms in terms of NLT. In these scenarios we use 100 nodes with central base station and the results are taken by averaging 10 random runs' results. The simulation stops when the number of alive nodes is less than the required cluster heads (5%). Mainly, in this figure we intend to compare the enhancement of deep sleep mode (DSM) versus sleep mode scenarios, where we clearly observe that the network lifetime is doubled for all deployment scenarios. In addition, the week scenarios demonstrated better performance by extending the overall network lifetime. Figures 11(a) and 11(c) show the results of sleep mode mechanism in day and week scenarios, respectively. In general, the week scenario extends the NLT by nearly 60 days (two months) since it sends only one packet per week where it saves the energy of sending and receiving packets during 6 days of the week. As a particular example, Figure 12(a) represents the NLT extension; in case of using uniform distribution the difference was exactly 51 days longer than day scenario. Considering the NLT starting from the first dead node in the network to the last one before the end of the simulation, the day scenario is going faster to the end of NLT than week scenario; that is because the sending rate in day scenario is nearly 7 times faster than week which means the energy consumption is faster. These findings emphasize the impact of energy consumption during the sleep/deep sleep modes for this special application. Therefore, the lifetime extension is fair. On the other hand, the deep sleep mode results, as depicted in Figures 11(b) and 11(d), show very clear enhancement as the NLT in deep sleep scenario is almost doubled compared to the sleep mode scenario. The enhancement of deep sleep mode is clearer in Figure 12(b).

**Figure 11:** Sleep and deep sleep mode network lifetime (NLT); 100 nodes with perfect operation.
Now, exploring more the NLT behavior of different deployment schemes for the four scenarios (i.e., day, week, SM, and DSM), we can observe the following, in addition to what mentioned above. Firstly, for day scenarios, the behavior of each deployment scenario is clearly distinguished from each other for the whole network life time span. Grid deployment shows the best, followed by the uniform deployment, and then the exponential deployment, and the worst is the normal distribution. Secondly, for the week scenarios, we can still observe the same outstanding performance for grid and uniform distributions for the first 600 days and 1200 days under sleep and deep sleep mode, respectively. However, after that the grid deployment dies quickly compared to other scenarios. This behavior is unexpected, but it can be attributed to the period during for the cluster formation process. It is known that LEACH-C cyclically rebuilds the cluster to ensure uniform energy consumption among all nodes. For week scenarios, the energy consumption during sleep mode is very huge compared to the day scenarios. Therefore, after long operation period, the cluster head nodes will have low energy which may be depleted (i.e., starvation) before the new cluster formation process starts and, hence, the generated data packet cannot be disseminated to the base station. This behavior requires optimizing the cluster head selection process to avoid this problem in special application. This explanation also applies to other deployments that die quickly such as the uniform distribution. Thirdly, it is interesting to note that, for exponential and normal distributions, their lifetimes are extended beyond the grid and uniform distributions and the number of live nodes is decreasing slowly. In exponential and normal distributions, most of the nodes are concentrated at the corner or the center, respectively. This concentration leads to a shorter internode distance and yields less energy consumption and, hence, the cluster head will rarely face the starvation problem before the end of its period and it will last longer.

5. Conclusion and Future Work

Health structure monitoring is getting high momentum and a lot of attention of concerned industries. In particular, automated monitoring of the health of bolted joints in large structure is very appealing as it saves lives as well as money. This work presents practical methods for monitoring “smart” bolts in large structures. Two main approaches based on the data dissemination rate were proposed: day and week scenarios. Moreover, to save the energy consumption more, we proposed two schemes, namely, sleep and deep sleep modes. In order to cover a wide range of industrial applications, we have considered different random deployments along with grid deployment. In addition, in our simulation, we used real energy consumption values based on Arduino platform. Extensive simulation experiments were conducted to evaluate the proposed approaches. The results have shown that the network throughput in small networks with 50 nodes size reaches 99%. Furthermore, we found that even when we forced the nodes to go to sleep mode, about 95% of the energy consumption is consumed during this phase. Therefore, we proposed the deep sleep mode to save more energy during sleep mode which has shown a doubled network lifetime. However, due to the nature of the considered application, the routing protocol (i.e., LEACH-C) needs to be optimized to further minimize the energy consumption during sleeping modes and hence extending the network lifetime. This issue
will be considered as a future work. Also, further studies are needed to optimize the cluster selection process based on the deployment scenario.

Conflict of Interests

The authors declare that there is no conflict of interests regarding the publication of this paper.

Acknowledgment

The authors would like to acknowledge the support provided by King Abdul-Aziz City for Science and Technology (KACST) through King Fahd University of Petroleum & Minerals (KFUPM) for funding this Project no.09ELE75804 as part of the National Science, Technology and Innovation Plan.

References

[1] I. E. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. Cayirci, “Wireless sensor networks: a survey,” Computer Networks, vol. 38, no. 4, pp. 393–422, 2002.
[2] T. A. Al-Khdour and U. Baroudi, “An energy-efficient distributed schedule-based communication protocol for periodic wireless sensor networks,” Arabian Journal for Science and Engineering, vol. 35, no. 2B, pp. 153–168, 2010.
[3] T. Al-Khdour and U. Baroudi, “A generalised energy-efficient time-based communication protocol for wireless sensor networks,” International Journal of Internet Protocol Technology, vol. 4, no. 2, pp. 134–146, 2009.
[4] T. A. Al-Khdour and U. Baroudi, “A generalised energy-aware data centric routing for wireless sensor network,” in Proceedings of the IEEE International Conference on Signal Processing and Communications (ICSPC ’07), pp. 117–120, November 2007.
[5] K. Pavai, A. Sivagami, and D. Sridharan, “Study of routing protocols in wireless sensor networks,” in Proceedings of the International Conference on Advances in Computing, Control and Telecommunication Technologies (ACT ’09), pp. 522–525, December 2009.
[6] J. N. Al-Karak and A. E. Kamal, “Routing techniques in wireless sensor networks: a survey,” IEEE Wireless Communications, vol. 11, no. 6, pp. 6–27, 2004.
[7] K. Akkaya and M. Younis, “A survey on routing protocols for wireless sensor networks,” Ad Hoc Networks, vol. 3, no. 3, pp. 325–349, 2005.
[8] Y. Fujino and M. Abe, “Structural health monitoring-current status and future,” in Proceedings of the 2nd European Workshop on Structural Health Monitoring, pp. 3–10, Munich, Germany, 2004.
[9] C. Boller, “Next generation structural health monitoring and its integration into aircraft design,” International Journal of Systems Science, vol. 31, no. 11, pp. 1333–1349, 2000.
[10] S. R. Hunt and I. G. Hebden, “Validation of the Eurofighter Typhoon structural health and usage monitoring system,” Smart Materials and Structures, vol. 10, no. 3, pp. 497–503, 2001.
[11] S. Yuan, L. Wang, and L. Shi, “On-line damage monitoring of composite structures,” Journal of Vibration and Acoustics, vol. 125, pp. 178–186, 2003.
[12] S. Yuan, Y. Xu, and G. Peng, “New developments in structural health monitoring based on diagnostic lamb wave,” Journal of Materials Science and Technology, vol. 20, no. 5, pp. 490–496, 2004.
[13] W. R. Heinzelman, A. Chandrasan, and H. Balakrishnan, “Energy-efficient communication protocol for wireless microsensor networks,” in Proceedings of the 33rd Annual Hawaii International Conference on System Sciences (HICSS ’00), p. 223, January 2000.
[14] C. T. Faria, V. L. Junior, and D. J. Imman, “Modeling and experimental aspects of self-healing bolted joint through shape memory alloy actuators,” Journal of Intelligent Material Systems and Structures, vol. 22, no. 14, pp. 1581–1594, 2011.
[15] J. P. Lynch and K. J. Loh, “A summary review of wireless sensors and sensor networks for structural health monitoring,” The Shock and Vibration Digest, vol. 38, no. 2, pp. 91–128, 2006.
[16] M. Celebi, “Seismic instrumentation of buildings (with emphasis on Federal buildings),” Tech. Rep. 0-7460-68170, United States Geological Survey, Menlo Park, Calif, USA, 2002.
[17] P. MacGillivray and K. Goddard, “Advanced sensor technology for marine propulsion control systems,” in Proceedings of the 11th Ship Control Systems Symposium, vol. 2, pp. 245–257, Southampton, UK, April 1997.
[18] W. B. Heinzelman, A. P. Chandrasan, and H. Balakrishnan, “An application-specific protocol architecture for wireless microsensor networks,” IEEE Transactions on Wireless Communications, vol. 1, no. 4, pp. 660–670, 2002.
[19] K. Mitchell, V. S. Rao, and H. J. Pottinger, “Lessons learned about wireless technologies for data acquisition,” in Smart Structures and Materials 2002: Smart Electronics, MEMS, and Nanotechnology, vol. 4700 of Proceedings of SPIE, pp. 331–341, San Diego, Calif, USA, March 2002.
[20] C. Townsend, M. J. Hamel, P. Sonntag, B. Trutor, and S. W. Arms, “Scaleable, wireless web-enabled sensor networks,” in Smart Structures and Materials 2002: Smart Systems for Bridges, Structures, and Highways, vol. 4696 of Proceedings of SPIE, pp. 1–9, San Diego, Calif, USA, March 2002.
[21] S. W. Arms, C. Townsend, D. L. Churchill, M. J. Hamel, J. H. Galbreath, and S. W. Mundell, “Frequency agile wireless sensor networks,” in Smart Structures and Materials 2004: Smart Electronics, MEMS, BioMEMS, and Nanotechnology, vol. 5389 of Proceedings of SPIE, pp. 468–475, San Diego, Calif, USA, March 2004.
[22] S. Mekid, U. Baroudi, and A. Bouhraoua, “Standalone smart bolt for E-Maintenance,” International Journal of Engineering and Technology, vol. 4, no. 5, pp. 577–580, 2012.
[23] U. Baroudi, A. A. Roubayet, S. Mekid, and A. Bouhraoua, “The impact of sensor node distribution on routing protocols performance: a comparative study,” in Proceedings of the 11th IEEE International Conference on Trust, Security and Privacy in Computing and Communications (TrustCom ’12), pp. 1714–1720, Liverpool, UK, June 2012.
[24] “Marc Greis’ Tutorial for the UCB/LBNL/VINT Network Simulator ‘ns’,” http://www.isi.edu/nsnam/ns/tutorial/.
[25] “MIT μAMPS project ns2 code extensions,” http://www-mtl.mit.edu/researchgroups/icsystems/uamps/research/leach/leach_code.shtml.
Submit your manuscripts at http://www.hindawi.com