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Abstract—The Podium mechanism guarantees \((\epsilon, 0)\)-differential privacy by sampling noise from a finite mixture of three uniform distributions. By carefully constructing such a mixture distribution, we trivially guarantee privacy properties, while minimizing the variance of the noise added to our continuous output. Our gains in variance control are due to the “truncated” nature of the Podium mechanism where support for the noise distribution is maintained as close as possible to the sensitivity of our data collection, unlike the infinite support that characterizes both the Laplace and Staircase mechanisms. In a high-privacy regime \((\epsilon < 1)\), the Podium mechanism outperforms the other two by 50-70\% in terms of the noise variance reduction, while in a low privacy regime \((\epsilon \rightarrow \infty)\), it asymptotically approaches the Staircase mechanism.

Index Terms—Data Privacy, randomized algorithm.

I. INTRODUCTION

Since the introduction of differential privacy \([1]\), the Laplace mechanism \([1]\) became de facto a standard way of ensuring that the differential privacy property is satisfied when collecting or releasing continuous outcomes. In fact, to many casual privacy practitioners, the notions of differential privacy and the Laplace mechanism have become two sides of the same coin, one a theoretical and somewhat vague concept, while the second a practical and prescriptive way of achieving it.

The scope of this work is most relevant to the local privacy model where multiple noise additions accumulate through the collection process, so we limit our discussion to this setting. However, the Podium mechanism can be used in place of the Laplace or the Staircase \([2]\) mechanisms in all settings and will result in more precise estimates (smaller variance) in all cases.

It is also important to point out that we are dealing solely with continuous or numeric responses, so randomized algorithms designed for the discrete case are not strictly relevant \([3]\), though one can always discretize a continuous response.

Formally, let \(X\) be a continuous random variable to be collected in a local privacy model \([4]\, \[5]\) given a privacy budget of \(\epsilon\). Let \(M\) be a randomized mechanism \([6]\) that adds zero-mean noise with variance \(\sigma^2\) to each raw data point \(x\). Let \(x' = M(x)\) be the observed, noisy data points satisfying the \(\epsilon\)-differential privacy property.

Definition 1: \((\epsilon\)-differential privacy). A randomized mechanism \(M\) satisfies \(\epsilon\)-differential privacy if for all inputs \(x_i\) and \(x_j\) and all outputs \(x'\),

\[
P(M(x_i) = x') \leq e^\epsilon P(M(x_j) = x').
\]

V. Pihur is with Snap Inc. e-mail: vpihur@snapchat.com.

Definition 2: (Global Sensitivity). Sensitivity of the data collection, \(\Delta\), is defined \(a\ priori\) to the data collection as

\[
\Delta = \max_{x_i, x_j} ||x_i - x_j||_1.
\]

For a one-dimensional case, this is simply a true range \(R(X)\) (or support) of the random variable \(X\), defined as

\[
R(X) = \max(X) - \min(X).
\]

Definition 3: (Relative Efficiency). The relative efficiency \([7]\) of two estimators of an unknown parameter \(\mu\), \(T_1\) and \(T_2\) is defined as

\[
e(T_1, T_2) = \frac{V(T_1)}{V(T_2)},
\]

where \(V(\cdot)\) is the variance of the estimator defined as

\[
V(T_1) = E[(T_1 - \mu)^2],
\]

where \(E(\cdot)\) is the expectation operator.

This is a standard way of comparing two estimators in the statistics literature and, whenever presented with two unbiased estimators for a quantity \(\mu\), one would obviously prefer one with smaller variance.

Definition 4: (Laplace Mechanism). The Laplace Mechanism (LM) ensures \(\epsilon\)-differential privacy by adding noise from a Laplace distribution with mean 0 and scale \(b = \frac{\Delta}{\epsilon}\) such that

\[
x' = x + L \left( 0, \frac{\Delta}{\epsilon} \right) = L \left( x, \frac{\Delta}{\epsilon} \right),
\]

where \(L\) is a random variable with a probability density function

\[
f(z; \mu, b) = \frac{1}{2b} e^{-\frac{|z - \mu|}{b}}, \forall z \in \mathbb{R}.
\]

The Laplace Mechanism is being widely used in practice, mainly due to the ease with which a specific Laplace distribution can be chosen given sensitivity \(\Delta\), as well as actual generation of random variables from that distribution by taking the natural log of a scaled uniform random variable with a random sign.

The same cannot be said about the Staircase mechanism discussed below which is likely the main reason why it has not completely replaced the Laplace mechanism as of the time of this work.

Definition 5: (Staircase Mechanism). To ensure \(\epsilon\)-differential privacy, the Staircase mechanism (SM) \([2]\, \[8]\) samples from a geometric mixture of uniform random
variables with the probability density function $f(z; \gamma)$ defined as

$$f(z; \gamma) = \begin{cases} a(\gamma) & z \in [0, \gamma \Delta) \\ e^{-\gamma}a(\gamma) & z \in [\gamma \Delta, \Delta) \\ e^{-k\epsilon}f_{\gamma}(z-k\Delta) & z \in [k\Delta, (k+1)\Delta) \\ f_{\gamma}(-z) & z < 0 \end{cases}$$

where

$$a(\gamma) = \frac{1 - e^{-\epsilon}}{2\Delta(\gamma + e^{-\epsilon}(1 - \gamma))}$$

and

$$\gamma = -\frac{e^{-\epsilon}}{1 - e^{-\epsilon}} + \frac{(e^{-\epsilon} - 2e^{-2\epsilon} + 2e^{-4\epsilon} - e^{-5\epsilon})^{1/3}}{21^{1/3}(1 - e^{-\epsilon})^2}.$$
us to match the range of input and output values. Ideally, if we are collecting, say age, spread from 13 to 120 (Δ = 107), we would like to output the corresponding noisy values in the same range. Note that both the Laplace and Staircase mechanism generate values on the whole real line, leading to the loss of efficiency due to the possibility of extreme outliers. However, m cannot possibly be 1 because adding noise centered at the extreme values of either −Δ/2 or Δ/2 would require mean to be equal to min or max, which is not possible for any non-degenerate distribution. Therefore, m must be larger than 1, extending the support of the noise distribution in both directions, but should be as small as possible for efficiency reasons. This parameter depends only on ϵ and is determined by minimizing the variance of the Podium distribution.

The second parameter w describes the width of the step. Its value also comes from the variance optimization. It depends on ϵ and Δ and can be pre-computed once.

The third parameter t describes the location of the step under the constraint that the mean (µ) of the Podium distribution is equal the input value x. This parameter ranges between −Δm/2 and Δm/2. Since it changes depending on x, it must be computed every time during the collection process. Because we do not want to perform a constrained optimization, we parameterize t using another unconstrained parameter s as

\[ t = \Delta m \frac{1}{1 + e^{-s}} - \frac{\Delta m}{2}, \]

which translates a real value s into an interval [−Δm/2, Δm/2].

B. Deriving the Podium distribution

To derive the shape of the Podium distribution, we would like to minimize its variance. We are presented with a choice here as the shape and variance of the distribution changes, depending on its mean. It makes sense to perform such minimization under the constraint that its mean is equal to Δ/2 or at its most extreme shape. It is there that we are forced to allocate a margin m to balance the distribution. It is also a shape where the second parameter w becomes a function of t,
as the distribution becomes a mixture of two uniform variables instead of three. This distribution is shown schematically in Figure [3].

We will perform variance optimization calculations at the extreme right shape of the Podium distribution. We have two unknowns \( m \) and \( s \) and two constraints. The first one is that \( \mu = \Delta/2 \) and the second one is that the area under the Podium function should add up to one to be a proper distribution.

Because it is a two-component mixture distribution with mean \( \mu \), its variance can be computed \([11]\) as

\[
V(Z) = E[(Z - \mu)^2] = \sum_{i=1}^{K} p_i (\mu_i^2 + \sigma_i^2) - \mu^2 = p(\mu_1^2 + \sigma_1^2) + (1 - p)(\mu_2^2 + \sigma_2^2) - (\Delta/2)^2,
\]

where \( p \) is the proportion of the first component, \( \mu_1 \) and \( \mu_2 \) are the means of each component and \( \sigma_1^2 \) and \( \sigma_2^2 \) are their corresponding variances.

First, we compute the probability of the first component \( p \) which turns out to be a function of \( \epsilon \) and \( s \) only. Let \( d \) be the density (height) of the first component. To guarantee \( \epsilon \)-differential privacy, the second component must be equal to \( de^\epsilon \) (refer to Figure [3]).

Then,

\[
p = \left( \frac{\Delta m}{1 + e^{-s}} - \frac{\Delta m}{2} + \frac{\Delta m}{2} \right) d = \frac{\Delta md}{1 + e^{-s}}.
\]

Similarly after some algebra,

\[
1 - p = \frac{\Delta mde^\epsilon}{1 + e^{s}}.
\]

Because these must add up to 1 to produce a proper density function, we can solve for \( d \) which is equal to

\[
d = \frac{(1 + e^{-s})(1 + e^{s})}{\Delta m(1 + e^{s} + e^{\epsilon} + e^{\epsilon-s})}.
\]

Plugging \( d \) into the first component probability gives

\[
p = \frac{1 + e^{s}}{1 + e^{s} + e^{\epsilon} + e^{\epsilon-s}},
\]

which does not depend on \( m \) or \( \Delta \).

Since each component is simply a uniform random variable on an interval \([a, b]\), its mean is given by \( \frac{a+b}{2} \) and variance by \( \frac{(b-a)^2}{12} \). Thus, the mean of the first component is given by

\[
\mu_1 = -\frac{\Delta m}{2} \left( \frac{1}{1 + e^{s}} \right)
\]

and the mean of the second component by

\[
\mu_2 = \frac{\Delta m}{2} \left( \frac{1}{1 + e^{-s}} \right).
\]

Their variances, of course, are simply

\[
\sigma_1^2 = \frac{\Delta^2 m^2}{12} \left( \frac{1}{1 + e^{-s}} \right)^2
\]

and

\[
\sigma_2^2 = \frac{\Delta^2 m^2}{12} \left( \frac{1}{1 + e^{s}} \right)^2,
\]

respectively.

We now consider our second constraint that the mean of this distribution is equal to \( \Delta/2 \) which implies that

\[
\mu = p\mu_1 + (1 - p)\mu_2
\]

\[
= -\frac{\Delta m}{2} \left( \frac{1}{1 + e^{s}} + \frac{\Delta me^{\epsilon}}{2(1 + e^{s} + e^{\epsilon} + e^{\epsilon-s})} \right)
\]

\[
= \frac{\Delta}{2}.
\]

This allows us to solve for \( m \) which can be expressed as

\[
m = \frac{1 + e^{s} + e^{\epsilon} + e^{\epsilon-s}}{e^{\epsilon} - 1}.
\]

At this point, everything is expressed in terms of \( \epsilon \), \( \Delta \) and \( s \). Plugging individual pieces into the total variance formula above, after combining and rearranging terms, we get

\[
V(Z) = \frac{\Delta^2}{12} \left( 1 + e^{s} + e^{\epsilon} + e^{\epsilon-s}(3 + 6e^{-s} + e^{s}(e^{s} + 3e^{\epsilon})) \right)
\]

\[
- \frac{\Delta^2}{4} (e^{s} - 1)^2(1 + e^{s})
\]

Taking the first derivative of \( V(Z) \) with respect to \( s \) gives

\[
\frac{dV(Z)}{ds} = -2e^{-s} + 2e^{s+\epsilon} - e^{2s-2s} + e^{2s},
\]

which is a quartic function (4\textsuperscript{th}-degree polynomial) in \( s \). Setting \( \frac{dV(Z)}{ds} \) equal to 0 and solving for \( s \), we get

\[
s = \begin{cases} 
\log \left( \frac{-\sqrt{A + e^{s} + e^{\epsilon} + e^{\epsilon}} \pm \sqrt{B + 2e^{s} - A}}{2} \right) & \epsilon \geq \log(\sqrt{2}) \\
\log \left( \frac{-\sqrt{A + e^{s} + e^{\epsilon} + e^{\epsilon}} \pm \sqrt{B + 2e^{s} - A}}{2} \right) & \epsilon < \log(\sqrt{2})
\end{cases}
\]

(1)
where
\[ A = (4(e^{2s} - e^{4s}))^{1/3} \]
and
\[ B = \frac{2(2e^s - e^{3s})}{\sqrt{A + e^{2s}}} \]

The second derivative is given by
\[ \frac{d^2V(Z)}{ds^2} = 4e^s(\cosh(2s - \epsilon) + \cosh(s)) \]
and is always positive as the domain of \( \cosh(x) \) is \( \geq 1 \). Thus, our solution represents a true global minimum.

These expressions for \( s \) look daunting at first, as are all real solutions to quartic equations. We plotted \( \epsilon \) vs \( s \) in Figure 4 and it is apparent that their relationship can be quite closely approximated by a linear function! In fact, \( s = \epsilon/3 \) is a very good approximation for the above equations. It is important to keep in mind that this approximation for \( s \) does not effect the privacy of the Podium mechanism. It only affects its relative efficiency and, as we will demonstrate later, not by much at all.

Our width parameter \( w \) can now be computed as
\[ w = \frac{\Delta m}{2} - t \]
\[ = \frac{\Delta m}{2} - \left( \frac{\Delta m}{1 + e^{x}} - \frac{\Delta m}{2} \right) \]
\[ = \Delta m \left( 1 - \frac{1}{1 + e^{x}} \right) \]
\[ = \frac{\Delta m}{1 + e^{x}}. \]

Both \( m \) and \( s \) are agnostic to the sensitivity \( \Delta \), while \( w \) is linearly proportional to it.

### III. Sampling from the Podium distribution

To generate a random variable from the Podium distribution given the collection parameters \( \epsilon \) and \( \Delta \), one can pre-compute \( m \), \( w \), and \( d \) using Algorithm 1. This can be done once prior to the start of the collection process. One has two choices with respect to this step, depending on how “optimal” one would like to be, either EXACT or APPROXIMATE. If one chooses the EXACT value for \( s \), then one must use the quartic solutions (they are pre-computed for a range of \( \epsilon \) values in Table II along with the rest of the parameters. If one is comfortable with a slight loss in efficiency, then setting \( s = \epsilon/3 \) and computing \( m \), \( w \) and \( d \) as in Algorithm 1 is necessary.

**Algorithm 1** Offline algorithm for computing the extreme right form of the Podium distribution. One has a choice of computing \( s \) either exactly or approximately. This step needs to be performed only once prior to the collection process. If the desired value of \( \epsilon \) can be found in Table I then one can find the output of this algorithm there.

1: **Input:** \( \epsilon \), \( \Delta \)
2: **if** EXACT **then**
3:   Compute \( s \) according to (1) or look it up in Table I
4: **else**
5:   Compute \( s = \epsilon/3 \)
6: **end if**
7: Compute \( m = \frac{1+e^s+e^s+e^{-s}}{1+e^s} \)
8: Compute \( w = \frac{\Delta m}{1+e^s} \)
9: Compute \( d = \frac{\Delta m(1+e^s+e^s+e^{-s})}{(1+e^s)^2} \)
10: **Output:** \( m \), \( w \) and \( d \)

To add the Podium noise during the actual collection, one must perform Algorithm 2 on every noise addition, since the shape of the distribution depends on the input value \( x \). The only shape parameter that changes is \( t \), the location of the step. After computing \( t \), we simply pick at random one of the three mixture components (by generating a standard uniform random variable) and then randomly pick from the selected component with the help of another uniform random variable.

In Table II we pre-computed \( d, w, m \) and \( s \) for a wide variety of \( \epsilon \)’s. This table is meant to be used as a lookup table for the shape of the distribution by practitioners in cases when they do not want to bother with the messy quartic solutions. We range \( \epsilon \) from 0.1 to 10 and show \( d, w/\Delta, m \) with great precision of up to 20 digits.

It takes two uniform random variables to generate one from the Podium distribution with the additional burden of computing the location of the step. In that sense it is similar to the Laplace mechanism which also requires generating two uniform random variables. The Staircase mechanism requires generation of three uniform and one Geometric random variables and, therefore, is a bit more expensive from the computational point of view.

### IV. Privacy of the Podium Mechanism

**Theorem 1:** (Privacy of the Podium mechanism.) The Podium mechanism \( P \) provides \( \epsilon \)-differential privacy, satis-
The truncated nature of the Podium mechanism carries with it a promise of significant reductions in noise variance, as well as a reasonable matching of input and output ranges. In this section, we will study the efficiency implications of
The Podium mechanism has smaller variance in all privacy regimes and outperforms the other two in the most critical high to medium privacy scenarios (small $\epsilon$).

Algorithm 2 Online algorithm for generating a random variable from the Podium distribution with mean $\mu = x$. This algorithm needs to be performed on every noise addition. It requires generation of two uniform random variables.

1: Input: $\epsilon$, $\Delta$, $m$, $w$, $d$ and $x$
2: Compute $t = \frac{2x-w^2d(e^\epsilon-1)}{2wd(e^\epsilon-1)}$
3: Compute probability of first component $p_1 = d(t + \frac{\Delta m}{2})$
4: Compute probability of second component $p_2 = de^\epsilon w$
5: Generate uniform random variable $Y$ in $[0,1]$
6: if $Y < p_1$ then
7: return a uniform random variable $X_1'$ in $[-\frac{\Delta m}{2}, t)$
8: else if $Y < p_1 + p_2$ then
9: return a uniform random variable $X_2'$ in $[t, t + w)$
10: else
11: return a uniform random variable $X_3'$ in $[t + w, \frac{\Delta m}{2}]$
12: end if

The variance of the Staircase mechanism is given by

$$V_{SM} = \frac{\Delta^2(2^{-2/3}e^{-2\epsilon/3}(1 + e^{-\epsilon})^{2/3} + e^{-\epsilon})}{(1 - e^{-\epsilon})^2}.$$ 

The variance considerations of the Podium mechanism are a little more involved, as its variance varies depending on its mean $\mu$. It has the smallest variance when $\mu = 0$ (the Podium distribution is symmetric) and this variance is given by

$$V_{PM}^{\mu=0} = \frac{d}{12} \left( \Delta^2 m^2 + w^3 (e^\epsilon - 1) \right)$$

$$\Delta^2 m^2 \left( 1 + e^{-s} \right) \left( 1 + e^s \right)$$

$$\Delta^2 \left( 1 + e^s + e^s + e^{-s} \right) \left( 1 + e^{-s} \right) \left( 1 + e^s \right)$$

$$\left( e^\epsilon - 1 \right)^2.$$ 

The Podium mechanism takes on the largest variance in case of the most off-center location of the step, i.e., when a large portion of the mass is in one of the tails (its mean is equal to $-\frac{\Delta}{2}$ or $\frac{\Delta}{2}$). Here, the variance is equal to

$$V_{PM}^{\mu=\Delta/2} = \frac{\Delta^2 m^2}{12} \times \frac{1}{1 + e^s + e^s + e^{-s}}$$

$$\times 3 + e^{-s} + e^s (e^s + 3e^s) - \frac{\Delta^2}{4}$$

$$\Delta^2 \cosh(2s - \epsilon) + 4 \cosh(s) + 3$$

$$\cosh(\epsilon) - 1.$$
Its variance is somewhere in between these two values for any intermediate shape of the distribution. In Figure 5 we compare variances of the three mechanisms for four different values of $\epsilon$. We also consider the exact and approximate versions of the Podium mechanism. The following observations are worth noting:

- The Podium mechanism is more efficient than the other two in all privacy regimes. It is especially pronounced for the commonly used $\epsilon = \log(3)$ where its variance is essentially halved.
- The two versions of the Podium mechanism are virtually indistinguishable in terms of efficiency.
- The variance of the Podium mechanism is smallest at 0 and is monotonically increasing towards the extremes.
- The Laplace and Staircase mechanisms are asymptotically equivalent in the high-privacy regime ($\epsilon \to 0$), the Podium and Staircase mechanisms are asymptotically equivalent in the low-privacy regime ($\epsilon \to \infty$).

To study the optimality implications of the Podium mechanism, we will make use of the fact that $s = \epsilon/3$ is a good approximation for the optimal $s$ to make this a more tractable exercise.

In the high privacy regime ($\epsilon \to 0$), the step width $w$ is equal to $\Delta m$, i.e., the Podium distribution becomes equivalent to the uniform distribution on the interval $[-\Delta m, \Delta m]$. Thus, its variance (it is also apparent by plugging $\epsilon = 0$ into $V_{PM}^{\mu = 0}$) is $V_{PM}^{\epsilon = 0} = \frac{\Delta^2 m^2}{12}$, which is exactly what we would want for perfect privacy.

**Theorem 2:** (High Privacy Regime). In the high privacy regime ($\epsilon \to 0$), the variance of the Podium mechanism is equal to

$$V_{PM}^{\epsilon = 0} = \Theta \left( \frac{4 \Delta^2}{3 \epsilon^2} \right).$$

**Proof.** Since

$$m_{\epsilon \to 0} = \frac{1 + e^x + e^t + e^{-x} - s}{e^\epsilon - 1} = \Theta \left( \frac{4}{\epsilon} \right),$$

the result immediately follows.

The Podium mechanism is $33\%$ more efficient at the extreme high privacy regime relative to either the Laplace or Staircase mechanisms

$$\epsilon_{\epsilon \to 0}(PM, LM) = \frac{V_{PM}}{V_{LM}} = \Theta \left( \frac{4 \Delta^2}{2 \Delta x^2} \right) = \Theta \left( \frac{2}{3} \right).$$

In the low privacy regime ($\epsilon \to \infty$), the Podium mechanism is asymptotically equivalent to the Staircase mechanism and exponentially outperforms the Laplace mechanism.

**Theorem 3:** (Low Privacy Regime). In the low privacy regime, $\epsilon \to \infty$, the variance of the Podium mechanism in the extreme right shape is equal to

$$V_{PM}^{\epsilon \to \infty} = \Theta \left( \Delta^2 e^{-\frac{2\epsilon}{3}} \right).$$

**Proof.** In case when $s = \epsilon/3$,

$$V_{PM}^{\epsilon \to \infty} = \frac{\Delta^2 \cosh(-\frac{\epsilon}{3}) + 4 \cosh(\frac{\epsilon}{3}) + 3}{12 \cosh(\epsilon) - 1} = \frac{\Delta^2 5 \cosh(\frac{\epsilon}{3}) + 3}{12 \cosh(\epsilon) - 1} = \Theta \left( \frac{\Delta^2 \cosh(\frac{\epsilon}{3})}{\cosh(\epsilon)} \right)$$

$$= \Theta \left( \frac{\Delta^2 e^{3 \epsilon/8} e^{\epsilon}}{e^{3 \epsilon/2} e^{\epsilon}} \right) = \Theta \left( \Delta^2 e^{-\frac{2\epsilon}{3}} \right).$$

The Podium mechanism is exponentially more efficient than the Laplace mechanism in the low privacy regime.

$$e_{\epsilon \to \infty}(PM, LM) = \frac{V_{PM}}{V_{LM}} = \Theta \left( \frac{\Delta^2 e^{-\frac{2\epsilon}{3}}}{2 \Delta x^2} \right) = \Theta \left( e^{-\frac{2\epsilon}{3}} \right)$$

and is asymptotically equivalent to the Staircase mechanism.

Relative efficiencies for the three mechanisms are directly compared in Table [V]. The Podium mechanism outperforms the other two mechanisms and its approximation of $s = \epsilon/3$ is shown to be a very good one for all levels of $\epsilon$.

**Table II: Relative Efficiencies of the Three Mechanisms for Different Levels of $\epsilon$.**

| $\epsilon$ | $V_{PM}$ | $V_{LM}$ | $V_{PM,LM}$ | $V_{PM}$ | $V_{LM}$ | $V_{PM,LM}$ | $V_{PM}$ | $V_{LM}$ | $V_{PM,LM}$ |
|------------|----------|----------|-------------|----------|----------|-------------|----------|----------|-------------|
| 0.10       | 0.9639   | 0.6663   | 0.6666      | 0.6425   | 0.6666   |
| 0.20       | 0.9004   | 0.6653   | 0.6993      | 0.6200   | 0.6664   |
| 0.30       | 0.8933   | 0.6635   | 0.9963      | 0.5990   | 0.6661   |
| 0.40       | 0.8705   | 0.6611   | 0.9933      | 0.5794   | 0.6656   |
| 0.50       | 0.8438   | 0.6581   | 0.9896      | 0.5611   | 0.6650   |
| 0.60       | 0.8191   | 0.6543   | 0.9851      | 0.5441   | 0.6642   |
| 0.70       | 0.7962   | 0.6500   | 0.9798      | 0.5282   | 0.6634   |
| 0.80       | 0.7749   | 0.6450   | 0.9736      | 0.5133   | 0.6624   |
| 0.90       | 0.7553   | 0.6394   | 0.9667      | 0.4995   | 0.6614   |
| 1.00       | 0.7370   | 0.6332   | 0.9590      | 0.4866   | 0.6603   |
| log(3)     | 0.7204   | 0.6266   | 0.9508      | 0.4748   | 0.6590   |
| log(16)    | 0.6662   | 0.6403   | 0.7251      | 0.3594   | 0.6348   |
| log(32)    | 0.5409   | 0.3813   | 0.6082      | 0.3391   | 0.6270   |
| 5          | 0.5143   | 0.2296   | 0.3714      | 0.3180   | 0.6183   |
| 10         | 0.5005   | 0.0264   | 0.0424      | 0.3123   | 0.6239   |
| 20         | 0.5000   | 0.0000   | 0.0000      | 0.3149   | 0.6297   |
| 30         | 0.5000   | 0.0000   | 0.0000      | 0.3150   | 0.6300   |
| 40         | 0.5000   | 0.0000   | 0.0000      | 0.3150   | 0.6299   |
| 50         | 0.4977   | 0.0000   | 0.0000      | 0.3153   | 0.6335   |

**VI. Empirical Results and Comparisons**

We simulated our raw input values from the Beta(2, 2) distribution [II]. This distribution is symmetric around its mean 0.5 with the support in $[0, 1]$. Therefore, $\Delta$ in this case is equal to 1. We shift our distribution to the left by 0.5 to center it around 0. The range of input values after this transformation is $[-0.5, 0.5]$.

We simulated 10,000 random variables from the Beta distribution (raw input $x$) and added noise using the three
randomized mechanisms discussed in this work: the Laplace, Staircase and Podium. Results of our simulations are shown in Figure [6], which has six panels. The two rows represent different levels of privacy. The first row can be considered a high-privacy regime ($\epsilon = 1$) and the second row is a relatively low privacy regime ($\epsilon = 5$). The three columns represent the three different mechanisms.

In each panel, we plot the raw input $x$ on the x-axis versus the noisy privatized versions of $x$, $x'$, on the y-axis. In addition, we compute the variance of the noisy $x'$s in each panel for comparison. In a case one was interested in estimating the mean of $\mu = E(X)$ using the sample mean $\bar{x}'$, then the estimate of its variance would be equal to

$$V(\bar{x}') = \frac{V(x')}{10000}.$$

Therefore, the scaled variances shown in each panel also indicate how variable our estimate of $\mu$ would be in each case. Note that these are not noise variances, but the sum of variance of $X$ plus the noise variance.

There are three important takeaways from this visualization:

- The Podium mechanism outperforms the other two mechanisms in terms of efficiency. In fact, for $\epsilon = 1$, it reduces the variance of the privatized values by approximately half, even relative to the Staircase mechanism.

- For the Podium mechanism, it is easy to notice how truncation is contributing to the variance reduction. Its noise is distributed differently for different levels of $x$. At the extremes, the noise appears to be one-sided, which of course is not true because of the margin $m$.

- The Laplace mechanism is quite inefficient both in the low and medium privacy regimes.

The Podium mechanism results in smaller variance for the privatized distribution, and, therefore, smaller variance when estimating the mean or other measures of central tendency.

It is important to make the following observation from Figure 6. In the previous section, we have shown that the Podium and Staircase mechanisms are exponentially better than the Laplace mechanism in terms of efficiency as $\epsilon \to \infty$. Yet already at $\epsilon = 5$, variances of the samples collected are much closer together than variances of samples collect when $\epsilon = 1$, which seems counter-intuitive at first. This, of course, is very easily explainable upon further examination. The variance of samples collected is the sum of variance of the original $X$ and the variance added by the randomized mechanism $M$. For $\epsilon = 1$, these variances are comparable in magnitude and, therefore, it matters a lot which mechanism one chooses. But for $\epsilon = 5$, the variance of the randomized algorithm is so much smaller than the variance of $X$, that despite significant differences in their efficiency levels, the resulting variances of $X'$ under different mechanisms are quite close. As $\epsilon$ gets
even bigger, these variances essentially converge to the value of \( V(X) \), regardless of which mechanism one chooses. So, in practice, the exponential efficiency benefits of the Podium and Staircase mechanisms in low-privacy regimes matter little beyond theoretical curiosities.

VII. DISCUSSION

We presented a novel randomized algorithm, called the Podium mechanism, for achieving \( \varepsilon \)-differential privacy. It is characterized by the changing shape of its distribution depending on the input value \( x \) and its truncated nature. This is the first time that such truncated distribution was proposed for achieving \( \varepsilon \)-differential privacy.

The Podium mechanism is strictly better than either the Laplace or Staircase mechanisms and can be used in all places where the Laplace mechanism is currently being used, despite its optimality claims in a more narrow sense [12], [13]. Just like the Laplace mechanism, it requires generation of two uniform random variables, but has the additional burden of computing \( t \), the location of the step, at each noise addition. At this time, there is a plethora of literature on differential privacy in more complex settings [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24] where this work could be applicable or extended.

The benefits of the Podium mechanism really come through at the medium privacy regime (\( \varepsilon \in [1,3] \)). It has the smallest noise variance for values close to middle of the input range, making it necessary for practitioners to consider the shape of their input distribution. The more symmetric and centered it is, the more efficient the collection will be.

We hope that a slight additional complexity of generating random variables from the Podium distribution will not deter its practical adoption. After all, we all strive for more utility out of our data.
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