Thermodynamics of small systems with emergent structures
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We derive the entropy for a closed system of particles that can form structures, molecules in the simplest case. The entropy differs from the Boltzmann-Gibbs entropy by a term that captures the molecule states. For large systems the approach is equivalent to the grand-canonical ensemble. For small systems large molecules start to play a dominant role. The number of molecules becomes a key quantity and appears explicitly in the second law of thermodynamics and in fluctuation theorems. We show that the fully connected Ising model with emergent structures exhibits a first-order phase transition.

Ludwig Boltzmann defined entropy as the logarithm of state multiplicity. The multiplicity of independent (but possibly interacting) systems is typically given by multinomial factors which lead to the well-known particular form of Boltzmann-Gibbs entropy and to the exponential growth of sample space as a function of the degrees of freedom. In recent decades much attention was given to systems with long-range and co-evolving interactions. These systems are sometimes called complex systems [1]. Many complex systems do not exhibit an exponential growth of sample space [2–5]. For correlated systems sample space typically grows sub-exponentially [6–13], Systems with super-exponential phase space growth were recently identified as those capable of forming emergent structures [5] [14]. A typical example of this kind are complex networks [1] [15], where complex behavior can lead to ensemble in-equivalence [16]. The most prominent example of systems forming emergent structures are chemical reaction networks [17–19]. The usual approach to model chemical reactions–where we have free particles and molecules that are composed of these– is through the grand-canonical ensemble with particle reservoirs such that the number of particles is conserved on average.

In this paper we present an alternative approach for closed systems where particles can interact and form structures. A toy example, the magnetic coin model, was recently introduced in [14], where n coins have two possible states (head and tail). In addition, since coins are magnetic, they can also form a third state, any two may create a bond state. The sample space of this model, $W(n)$, grows super-exponentially, $W(n) \sim n^{n/2} e^{2\sqrt{n}} \sim e^{n \log n}$. Here we generalize this model to arbitrary molecules sizes and to an arbitrary number of states. We then derive the entropy from the corresponding log-multiplicity and use it to compute thermodynamic quantities as the Helmholtz free energy. Compared to Boltzmann-Gibbs entropy there appears an extra term that captures the molecule states. With the help of stochastic thermodynamics we formulate the second law for systems with emergent structures or molecule states. We apply our findings to the well-known non-equilibrium Crooks' fluctuation theorem and the Jarzynski equality. Both theorems relate the probability distribution of the stochastic work done on a non-equilibrium system to thermodynamic state variables, such as the Helmholtz free energy and the temperature of the initial and final states. Unlike the grand canonical ensemble, where the number of molecules appears as stochastic chemical work in the first law, here the number of molecules becomes a state variable, naturally appearing in the second law. Finally, we discuss the fully connected Ising model where we allow the formation of molecules. Molecules feel neither the spin-spin interaction nor the external magnetic field. We show that the second-order transition in the usual fully connected Ising model changes to first-order when emergent structures are present.

Let us consider a system of n particles that can attain states from the set, $\{s_{1}^{(1)}, \ldots, s_{m_{1}}^{(1)}\}$. Here the superscript (1) means that the states belong to single particles, $m_{1}$ denotes the number of these states. A typical set of states can be the spin of the particle $\{\uparrow, \downarrow\}$, or a set of energy levels. Any two particles can create a two-particle state (molecule) with states $\{s_{i}^{(2)}, \ldots, s_{m_{2}}^{(2)}\}$. The particles can also form larger molecules up to a maximal size, $m$. Let us consider that $m$ is a fixed number, $m \leq n$. Generally, molecules of size $j$ have states $\{s_{i}^{(j)}, \ldots, s_{m_{j}}^{(j)}\}$. Let us consider a configuration, where we have $n_{i}^{(j)}$ molecules in state $s_{i}^{(j)}$. Altogether, we have $\sum_{ij} n_{i}^{(j)} = n$ particles. The entropy of this state is given by the Boltzmann formula

$$S\left(\left\{n_{i}^{(j)}\right\}\right) = \log W\left(\left\{n_{i}^{(j)}\right\}\right),$$

where $W$ is the multiplicity of the state. The multiplicity is the number of all distinct configurations of the system. The number of all configurations is simply $n!$, however,
many configurations represent the same micro-state. The number of configurations giving the same state can be expressed as the product of configurations with the same state for each \( s_i^{(j)} \). Let’s begin with the particles that do not form molecule states. The number of equivalent representations for one distinct state is \( \binom{n_i^{(j)}}{\binom{n_i^{(j)}}{j}} \), which corresponds to the number of permutations of all particles in the same state. For the molecule states, one can think about equivalent representations of one microstate in two steps: first permute all molecules, which gives \( \binom{n_i^{(j)}}{j} \) possibilities. Second, permute the particles in the molecule, which gives \( j! \) possibilities for every molecule, so we end up with \( (j!) \binom{n_i^{(j)}}{j} \) combinations. As an example, consider the case of four particles. The number of distinct micro-states for the case of two possible states is given by \( W = 4!/(2^2!2!) = 6 \), because we have states \( \{1, 1, 2, 2\}, \{1, 2, 1, 2\}, \{1, 2, 2, 1\}, \{2, 1, 2, 1\}, \{2, 1, 1, 2\} \), and \( \{2, 2, 1, 1\} \). Now imagine that these four particles form two molecules. The number of distinct micro-states is just \( W = 4!/(2!(2!)^2) = 3 \), i.e., states \( \{1, 1, 2, 2\}, \{1, 2, 1, 2\} \) and \( \{1, 2, 2, 1\} \). Note that compared to the previous example, we can identify states that can be achieved by re-labelling states \( 1 \leftrightarrow 2 \).

Thus, altogether the multiplicity of state \( s_i^{(j)} \) is \( (n_i^{(j)})!/(j!)^{n_i^{(j)}} \), and we can express the multiplicity as

\[
W(\{n_i^{(j)}\}) = \frac{n!}{\prod_{ij} \binom{n_i^{(j)}}{j} \binom{n_i^{(j)}}{j}^n}.
\]

Using Stirling formula for large \( n \) we get the entropy

\[
S(\{n_i^{(j)}\}) = n \log n - \sum_{ij} \left( n_i^{(j)} \log n_i^{(j)} + n_i^{(j)} \log j \right).
\]

Using the normalization condition, \( n = \sum_{ij} n_i^{(j)} \), and combining the first term with the remaining terms, we get the entropy in terms of ratios \( n_i^{(j)}/n \)

\[
\frac{S(\{n_i^{(j)}\})}{n} = -\sum_{ij} \frac{n_i^{(j)}}{n} \log \left( \frac{n_i^{(j)}}{n} \right) - \frac{n_i^{(j)}}{n} \log \left( \frac{j!}{n^{j-1}} \right).
\]

The \( n \)-particle entropy appears to be a multiple of a single-molecule entropy with ‘probabilities’, \( n_i^{(j)}/n = p_i^{(j)} \). Normalization is given by \( \sum_{ij} n_i^{(j)} = n \), and therefore, the quantity \( p_i^{(j)} = \sum_{ij} n_i^{(j)}/n \) can be interpreted as the probability that a particle is a part of a molecule in state \( s_i^{(j)} \). Finally, we express the entropy per particle as

\[
S(P) = -\sum_{ij} p_i^{(j)} \log p_i^{(j)} - \sum_{ij} p_i^{(j)} \log \left( \frac{j!}{n^{j-1}} \right),
\]

where the first term corresponds to the usual Boltzmann-Gibbs entropy. The second term arises from the presence of emergent structures. Note that the number of particles appears explicitly in the second term. There are two situations where the second term plays different roles: When all molecules are of the same type, say \( j \), then the second term is just an additive constant, \( \frac{1}{2} \log \left( \frac{j!}{n^{j-1}} \right) \), and the entropy is equivalent to Boltzmann-Gibbs entropy. When there are different types of molecule, which makes the sum over \( j \) non-trivial, the second term plays an important role: First, entropy is no longer maximized by the uniform distribution (from an axiomatic point of view, it does no longer fulfil the second Shannon-Khinchin axiom [21, 22]). Second, the explicit dependence on \( n \) changes the importance of the second term when re-scaling the system. Moreover, explicit dependence on system size, \( n \), destroys additivity (sometimes formulated as the fourth Shannon-Khinchin axiom) even in its generalized form [2] [23].

Up to here, we assumed an infinite range in the interactions between particles, which is unrealistic for chemical reactions where atoms only form molecules if they are within a short range. A simple correction is to divide the system into a fixed number of boxes; particles in the same box can form molecules, particles in different boxes can’t. We begin by calculating the multiplicity for two boxes. For simplicity, assume that they both contain \( n/2 \) particles. The multiplicity of a system with two boxes, \( W(\{n_i^{(j)}\}) \), is given by the sum of all possible divisions of \( \{n_i^{(j)}\} \) molecules with state \( s_i^{(j)} \) into the first box (containing \( \{1n_i^{(j)}\} \) molecules) and the second box (containing \( \{2n_i^{(j)}\} \) molecules), such that \( n_i^{(j)} = 1n_i^{(j)} + 2n_i^{(j)} \). The multiplicity is therefore given as

\[
\tilde{W}(\{n_i^{(j)}\}) = \sum_{1n_i^{(j)} + 2n_i^{(j)} = n_i^{(j)}} W(\{1n_i^{(j)}\}) W(\{2n_i^{(j)}\}),
\]

where \( W \) is the multiplicity in Eq. (2). The dominant contribution to the sum is given by the term, where \( 1n_i^{(j)} = 2n_i^{(j)} = n_i^{(j)}/2 \), so we can approximate the multiplicity as \( \tilde{W}(\{n_i^{(j)}\}) \approx W(\{n_i^{(j)}/2\})^2 \). Similarly, for \( b \) boxes we obtain that the multiplicity is

\[
\tilde{W}(\{n_i^{(j)}\}) = W(\{n_i^{(j)}/b\})^b = \frac{([n/b]!)^b}{\prod_{ij} \binom{[n_i^{(j)}/b]}{j} !} \binom{[n_i^{(j)}/b]}{j} ! \binom{n_i^{(j)}}{j} !,
\]

and the entropy becomes

\[
S(P) = -\sum_{ij} p_i^{(j)} \log p_i^{(j)} - \sum_{ij} p_i^{(j)} \log \left( \frac{j!}{c^{j-1}} \right),
\]

where \( c = n/b \) is the concentration of particles. A natural assumption is that the concentration is constant when approaching the thermodynamic limit, i.e.,
\( b(n) = \kappa n \), but results are still valid for any function \( b(n) \).

Let us now focus on equilibrium thermodynamics obtained, for example, by considering the maximum entropy principle. Let’s assume a Hamiltonian of the form

\[
H\left(\{n_{ij}\}\right) = \sum_{ij} n_{ij} \epsilon_{ij} = n \sum_{ij} p_{ij} \epsilon_{ij}.
\]  

Using Lagrange multipliers we maximize the functional

\[
S(P) - \alpha \left( \sum_{ij} j p_{ij} - 1 \right) - \beta \left( \sum_{ij} p_{ij} \epsilon_{ij} - U \right).
\]

Maximization leads to the set of equations,

\[
-\log \hat{p}_{ij} - 1 - \log \left( j^{\frac{1}{\beta-1}} \right) - \alpha j - \beta \epsilon_{ij} = 0,
\]

and the resulting distribution is

\[
\hat{p}_{ij} = \frac{1}{j!} \exp \left( -j \alpha - 1 - \beta \epsilon_{ij} \right).
\]

The Lagrange parameter, \( \alpha \), is obtained from the normalisation

\[
\sum_{j} \left[ \frac{e^{j-1}}{e(j-1)!} \sum_{i} e^{-\beta \epsilon_{ij}} \right] = 1,
\]

which is a polynomial equation of order maximally \( m \). The connection with thermodynamics follows through Eq. (11). By multiplying with \( \hat{p}_{ij} \) and summing over \( i, j \), we get

\[
S(P) - \sum_{ij} \hat{p}_{ij} - \alpha - \beta U = 0.
\]

Note that \( \sum_{ij} \hat{p}_{ij} = \sum_{ij} \hat{n}_{ij}/n = M/n \) is the number of molecules divided by the number of particles in the system. The number of molecules is

\[
M = n \sum_{j} \frac{e^{j-1}}{j!} \exp(-j \alpha) \sum_{i} \exp \left( -\beta \epsilon_{ij} \right).
\]

The Helmholtz free energy is thus obtained as

\[
F = U - \frac{1}{\beta} S = -\frac{\alpha}{\beta} - \frac{1}{\beta} M.
\]

The thermodynamic potential, \( \Omega = -\alpha/\beta \), plays the role of the grand potential (also Landau free energy), as known from the grand-canonical ensemble. The second term is the non-trivial contribution to free energy from the emergent structures of molecule states. The apparent difference between this approach and the usual grand-canonical ensemble is that while in the grand-canonical ensemble the number of molecules fluctuates around its average, here it is fixed and determined by the canonical ensemble, without the presence of a particle reservoir. Note that the division into boxes described above creates a situation that is similar to the grand-canonical ensemble, in the sense that subsystems can interchange particles with a reservoir. However, for the case of the exact calculation the total number of particles is strictly conserved.

To compare the presented exact approach with the grand-canonical ensemble, consider the simple chemical reaction \( 2X \rightleftharpoons X_{2} \). Without loss of generality, assume that free particles carry some energy \( \epsilon \). To make the comparison we introduce (similar to the case of the grand-canonical ensemble) the reduced sample space that is obtained by dividing the sample space volume by the factor \( n! \), i.e., \( W(n) = W(n)/n! \). Consequently, the reduced entropy, \( S(n) = S(n) - n \log n \), becomes extensive with respect to the number of particles. The factor \( 1/n! \) is typically introduced because of the indistinguishability of particles to avoid the Gibbs paradox. There are, however, other approaches for which the factor \( -n \log n \) appears naturally in the entropy for both distinguishable and indistinguishable particles [24].

Let us finally introduce the free energy using the reduced entropy as

\[
F = U - TS = F + T n \log n.
\]

\( F \) is equivalent to \( F \) in the sense that the response coefficients, as for example the specific heat or the compressibility remain the same, because they are expressed through second derivatives of the free energy and therefore the term \( T n \log n \) does not contribute. Note that
while $F$ decreases with temperature, $\mathcal{F}$ increases. In the Supplementary Material (SM) [24], we calculate the Helmholtz free energy for both approaches and show that the free energy becomes the same for the usual grand-canonical ensemble approach and the exact calculation with a strictly conserved number of particles (squares) and the grand-canonical approach (triangles) become the same. This is also demonstrated in Fig. 1 where we see that for large $n$, free energies for the exact computation with a conserved number of particles (squares) and the grand-canonical approach (triangles) become the same. The equivalence is even more evident from the inset, where we show the ratio of the free energies $\mathcal{F}_{\text{exact}}/\mathcal{F}_{\text{GC}} - 1$. Obviously, this term vanishes with an increasing number of particles regardless of temperature.

We now generalize the results to the case of an arbitrary non-equilibrium molecule state given by a distribution, $\tilde{p}_i^{(j)}(t) \equiv \tilde{p}_i^{(j)}_M(t)$. Assume that the evolution of the probability distribution is defined by a first-order Markovian linear master equation, as usually done in stochastic thermodynamics [33, 34]

\begin{equation}
\dot{p}_i^{(j)} = \sum_{kl} w_{ik}^{jl} \tilde{p}_k^{(l)} = \sum_{kl} \left( w_{ik}^{jl} - w_{kj}^{li} \right) \tilde{p}_i^{(j)},
\end{equation}

where $w_{ik}^{jl}$ are the transition rates. Note that normalization leads to $\sum_{ij} j \tilde{p}_i^{(j)} = 0$. Assuming detailed balance such that probability currents vanish, $w_{ik}^{jl} \tilde{p}_k^{(l)} = w_{ik} \tilde{p}_i^{(j)}$, implies that the distribution obtained from the maximum entropy principle is indeed given by the equilibrium distribution. From this we get detailed balance in the form

\begin{equation}
\frac{w_{ij}^{kl}}{w_{ki}^{ij}} = \frac{1}{l!} \frac{1}{i!} \frac{1}{j!} \exp \left[ \alpha(l-j) + \beta \left( \epsilon_l^{(i)} - \epsilon_i^{(j)} \right) \right].
\end{equation}

The time derivative of entropy is

\begin{equation}
\frac{dS}{dt} = - \sum_{ij} p_i^{(j)} \log p_i^{(j)} - \sum_{ij} \dot{p}_i^{(j)} \log \left( \frac{\dot{p}_i^{(j)}}{p_i^{(j)}} \right).
\end{equation}

Note that the second term does not vanish. It is equal to the change in the number of molecules per particle. Using the master equation and some straightforward calculations, we end up with the second law of thermodynamics for systems with molecules

\begin{equation}
\frac{dS}{dt} = - \frac{dM}{dt} + \beta \dot{Q} + \dot{S}_t,
\end{equation}

where $\dot{Q}$ is the heat flow and $\dot{S}_t$ is the non-negative entropy production, see SM [25]. Again, note the difference between the grand-canonical ensemble and the present approach: the number of molecules enters explicitly in the second law of thermodynamics, playing a similar role as the entropy. It is a state variable, independent of

![FIG. 2: Magnetization of the fully connected Ising model with molecule states for $n = 50$ and $n = 200$ for $J = 1$. Results for the Mean-field approximation (solid lines) are in very good agreement with Monte-Carlo simulations (symbols). The inset shows the well-known result for the fully connected Ising model without molecule states. For the system without molecules we observe the known second-order phase transition. For the system with molecules, the critical temperature decreases with number of molecules and the phase transition becomes first-order.](image)

the process. This has consequences for well-known non-equilibrium relations, such as the Crooks’ fluctuation theorem [35, 36]

\begin{equation}
\frac{P(W)}{P(-W)} = \exp (\beta(W - \Delta F) + \Delta M),
\end{equation}

and the Jarzynski equality [37]

\begin{equation}
\langle \exp(-\beta W) \rangle = \exp(-\beta \Delta F + \Delta M),
\end{equation}

for systems with emergent molecule states. Here, $P(W)$ is the probability of performing work along a path, starting at initial state, $A$, and ending in final state $B$; $P(W)$ is the probability of performing the work $W = -W$ from the initial state, $B$, ending in the final state, $A$; $\Delta F$ is the free energy difference between states $A$ and $B$, and $\Delta M$ is the difference between the number of molecules in the states $A$ and $B$. For a canonical ensemble, i.e., a constant number of molecules, $\Delta M = 0$, we recover the usual fluctuation theorems. For the case of the grand canonical ensemble, the stochastic work is composed of mechanical and chemical work, $W = W_{\text{mech}} + W_{\text{chem}}$. Both, mechanical and chemical work depend on the particular process of getting from initial state $A$ to the final $B$.

Finally, we discuss an example of a system with molecule states. Consider the fully connected Ising model [42–45] with a Hamiltonian that allows for pos-
sible molecule states
\[
H(\sigma_i) = -\frac{J}{n-1} \sum_{i \neq j, \text{free}} \sigma_i \sigma_j - h \sum_{j \text{free}} \sigma_j.
\]

(M24)

Molecule states do neither feel the spin-spin interaction nor the external magnetic field. Therefore, the sum only extends over free particles. In the mean-field approximation we use magnetization as
\[
m = \frac{1}{n} \sum_{i \neq j} \sigma_i
\]
and express the Hamiltonian as
\[
H^{\text{MF}}(\sigma_i) = -(Jm + h) \sum_{j, \text{free}} \sigma_j.
\]
The self-consistency equation \(m = -\frac{\partial \mathcal{F}}{\partial h}|_{h=0}\) leads to an equation for \(m\), which is calculated numerically (see SM) and shown in Fig. 2. We see that contrary to the mean-field approximation of the usual fully connected Ising model (without molecule states), the phase transition is no longer second-order, but becomes first-order. There is a bifurcation where the solutions for \(m = 0\) and \(m > 0\) are stable. The second-order transition is recovered for the \(c \to 0\) case, where no molecule states are allowed. The critical temperature is shifted towards zero for increasing \(c\). We performed Monte-Carlo simulations to check the result of the mean-field approximation, see SM. 25. In SM, we also discuss a number of further examples, such as the magnetic gas, or the size-dependent chemical potential.

Conclusions. We presented a way to establish thermodynamics of structure-forming systems (molecules in particular) based on the canonical ensemble with a modified entropy that is obtained by the proper counting of the system’s configurations. The approach is an alternative to the grand-canonical ensemble that yields identical results for large systems. However, there are also important differences that might have important consequences. The difference becomes significant, especially for small systems, i.e., systems where the interaction range becomes comparable with the system size. A typical example for such systems are chemical reactions at small scales. The presented results might be of direct use for chemical nano-motors 40.

In the presented approach the number of molecules serves as a fundamental macro-state variable. It naturally appears in the second law of thermodynamics. We showed that this fact has profound consequences, for example for fluctuation theorems, or for the order of phase-transitions. Further, the approach is fully consistent with the non-equilibrium description based on stochastic thermodynamics, which allows us to apply the results for arbitrary far-from-equilibrium systems at any scale. A natural question is now how the presented results are related to the well-known statistical physics of chemical reactions 38-41 where systems are composed of more than one type of atom.
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SUPPLEMENTARY MATERIAL

This supplementary material to the paper *Thermodynamics of systems with emergent molecule structures* contains additional information, mainly on details of analytical and numerical computations. It also contains more examples that we mention in the main text.

Equivalence of the exact calculation of the sample space with the grand-canonical ensemble in the thermodynamic limit

Here we show the equivalence of the presented approach with the grand-canonical ensemble in the thermodynamic limit and the limit of low concentrations. Let us consider a chemical reaction, \(2X \rightleftharpoons X_2\), with \(n\) particles. Let us denote the number of particles \(X\) as \(n_X\) and the number of molecules \(X_2\) as \(n_{X_2}\). Let us consider, without loss of generality, that free particles have an energy \(\epsilon\) and molecules have zero energy. In both approaches we shall use the reduced sample space,

\[
W(n) = \frac{W(n)}{n!}
\]  

(25)
to make the entropy extensive and to avoid the Gibbs paradox when the numbering of particles is changed.

Exact calculation:

Let us start with the Boltzmann formula for entropy, which reads

\[
S(n_X, n_{X_2}) = \log W(n_X, n_{X_2}) = \log \left( \frac{n!}{n_X! n_{X_2}!} \frac{1}{n!} \right).
\]  

(26)

Thus, \(n!\) cancels out. By applying Stirling’s formula, we obtain the entropy in the following form

\[
S(n_X, n_{X_2}) = -n_X \log n_X - n_{X_2} \log n_{X_2} - n_{X_2} \log 2.
\]  

(27)

By dividing the system into \(b\) boxes, we obtain a similar formula as in the main text,

\[
S(n_X, n_{X_2}) = -n_X \log n_X - n_{X_2} \log n_{X_2} - n_{X_2} \log 2/c,
\]  

(28)

where \(c = 1/b\) is the reduced concentration. Let us now find the equilibrium distribution of the system, i.e., maximize the entropy under the normalization constraint, \(n_X + 2n_{X_2} = n\), and the energy constraint, \(c n_X = U\). From this we get that

\[
n_X = \exp(1 - \alpha - \beta \epsilon),
\]  

(29)

\[
n_{X_2} = \frac{c}{2} \exp(1 - 2\alpha).
\]  

(30)

The Lagrange multiplier \(\alpha\) can be calculated from the normalization constraint

\[
\exp(1 - \alpha - \beta \epsilon) + 2 \frac{c}{2} \exp(1 - 2\alpha) = n.
\]  

(31)

We obtain two solutions of the quadratic equation, from which only one has a physical meaning, i.e.,

\[
\alpha = \log \left( \frac{2ce^{\beta \epsilon}}{-1 + \sqrt{1 + 4cne^{1+2\beta \epsilon}}/2c} \right).
\]  

(32)

Helmholtz free energy can be obtained as

\[
\mathcal{F} = -\frac{\alpha n}{\beta} - \frac{n_X + n_{X_2}}{\beta} = \frac{n}{\beta} \log \left( \frac{-1 + \sqrt{1 + 4cne^{1+2\beta \epsilon}}}{2ce^{\beta \epsilon}} \right) - \frac{n}{\beta} 2 \left( \frac{cne^{3\beta \epsilon + 1} + \sqrt{4cne^{2\beta \epsilon + 1} + 1 + 1}}{\sqrt{4cne^{2\beta \epsilon + 1} + 1 + 1}} \right).
\]  

(33)

For large \(n\), the first term becomes dominant, so we have

\[
\mathcal{F}(\beta, \epsilon, n, c) \approx -\frac{\alpha n}{\beta} = \frac{n}{\beta} \log \left( \frac{-1 + \sqrt{1 + 4cne^{1+2\beta \epsilon}}}{2ce^{\beta \epsilon}} \right).
\]  

(34)
**Grand-canonical ensemble:** Let’s now compare the exact result with the usual approach using the grand-canonical ensemble. The partition function of the grand-canonical ensemble can be expressed as

\[
Z = \sum_{n_x, n_x^2 = 0}^{\infty} \frac{1}{n_x!} \exp(-\beta (\epsilon - \mu_X) n_x) \frac{1}{n_x^2!} \exp(\beta \mu_{X^2} n_x^2) = \exp \left( e^{\beta \mu_{X^2}} + e^{-\beta (\epsilon - \mu_X)} \right),
\]

where \( \mu_X \) and \( \mu_{X^2} \) are the chemical potentials. From the Gibbs-Duhem relation, we get that \( \mu_{X^2} = 2 \mu_X \). We denote the chemical potential by \( \mu \). The average number of particles can be calculated as

\[
\langle n \rangle = \frac{\partial \log Z}{\partial \mu} = 2e^{2\beta\mu} + e^{\beta(\mu - \epsilon)}.
\]

This relation serves as an equation for \( \mu \), which has the same form as Eq. (31), and the solution can be found as

\[
\mu = \frac{\log \left( \frac{-1 + \sqrt{1 + 8\langle n \rangle e^{2\beta\epsilon}}}{4e^{\beta\epsilon}} \right)}{\beta}.
\]

Helmholtz free energy can be expressed from the grand potential \( \Omega = -\beta \log Z \) as \( \mathcal{F} = \Omega + \mu \langle n \rangle \). By plugging in the chemical potential, we obtain that

\[
\mathcal{F} = \langle n \rangle \frac{\beta}{\beta} \log \left( \frac{-1 + \sqrt{1 + 8\langle n \rangle e^{2\beta\epsilon}}}{4e^{\beta\epsilon}} \right) - \frac{e^{-2\beta\epsilon} \left( 4\langle n \rangle e^{2\beta\epsilon} + \sqrt{8\langle n \rangle e^{2\beta\epsilon} + 1} - 1 \right)}{8\beta}.
\]

For large \( \langle n \rangle \), the fluctuations of particles diminish, so only the states with the average number of particles become relevant and we can set \( \langle n \rangle = n \). Moreover, the first term becomes dominant, so

\[
F(\beta, \epsilon, n) \approx \mu = \frac{\langle n \rangle}{\beta} \log \left( \frac{-1 + \sqrt{1 + 8\langle n \rangle e^{2\beta\epsilon}}}{4e^{\beta\epsilon}} \right),
\]

and we see that the free energies of both approaches coincide for \( \epsilon = 2 \). Thus, in thermodynamic limit, the exact calculation for low concentrations is equivalent to the grand-canonical ensemble.

**Derivation of the second law of thermodynamics for non-equilibrium molecule-forming systems**

The time derivative of entropy can be expressed as

\[
\frac{dS}{dt} = -\sum_{i,j} p_i^{(j)} \log p_i^{(j)} - \sum_{i,j} p_i^{(j)} - \sum_{i,j} p_i^{(j)} \log \left( \frac{j!}{(j-1)!} \right).
\]

By plugging in the master equation we can further obtain that

\[
\dot{S} = -\dot{\mathcal{M}} + \sum_{ijkl} w_{ij}^{kl} p_i^{(l)} \log p_i^{(j)} - \sum_{ijkl} w_{ij}^{kl} p_i^{(l)} \left( \frac{j!}{(j-1)!} \right)
\]

\[
= -\dot{\mathcal{M}} + \frac{1}{2} \sum_{ijkl} (w_{ij}^{kl} p_i^{(j)} - w_{ik}^{jl} p_i^{(l)}) \log \left( \frac{p_i^{(j)}}{p_k^{(l)}} \right) + \frac{1}{2} \sum_{ijkl} (w_{ij}^{kl} p_i^{(j)} - w_{ik}^{jl} p_i^{(l)}) \log \left( \frac{k!}{j!} \right) \cdot \frac{1}{e^{\beta}}
\]

\[
= -\dot{\mathcal{M}} + \frac{1}{2} \sum_{ijkl} (w_{ik}^{jl} p_i^{(j)} - w_{ik}^{j} p_i^{(l)}) \log \left( \frac{w_{ik}^{jl} p_i^{(j)}}{w_{ik}^{j} p_i^{(l)}} \right) + \frac{1}{2} \sum_{ijkl} (w_{ik}^{jl} p_i^{(j)} - w_{ik}^{j} p_i^{(l)}) \log \left( \frac{k!}{j!} \frac{e^{\beta}}{w_{i(k)}} \right)
\]

\[
= -\dot{\mathcal{M}} + \dot{S}_i + \frac{\beta}{2} \sum_{ijkl} (w_{ik}^{jl} p_i^{(j)} - w_{ik}^{j} p_i^{(l)}) (\epsilon_k^{(l)} - \epsilon_i^{(j)}) + \alpha \sum_{ijkl} (w_{ik}^{jl} p_i^{(j)} - w_{ik}^{j} p_i^{(l)}) (l - j).
\]

\[
\dot{S}_i = -\beta Q
\]
Let us note that from the first law of thermodynamics,

\[ \dot{U} = \sum_{ij} \dot{p}^{(j)}_i \epsilon^{(j)}_i + \sum_{ij} \dot{p}^{(j)}_i \epsilon^{(j)}_i = \dot{Q} + \dot{W}, \] (42)

the entropy flow is equal to the heat flow over the temperature. Let us focus on last term, which can be expressed as

\[ \frac{1}{2} \sum_{ijkl} (w^{ij}_{kl} p^{(j)}_i - w^{kl}_{ij} p^{(l)}_i) (l - j) = \frac{1}{2} \sum_{ijkl} w^{ij}_{kl} p^{(j)}_i l - \frac{1}{2} \sum_{ijkl} w^{kl}_{ij} p^{(l)}_i l + \frac{1}{2} \sum_{ijkl} w^{kl}_{ij} p^{(l)}_i j = \sum_{ij} \dot{p}^{(j)}_i j. \] (43)

This is nothing but the time derivative of the normalization condition, i.e., the number of particles in the system. But this remains constant. Thus, we can conclude that the whole term is identically zero. Therefore, the second law of thermodynamics can be expressed in the form

\[ \frac{dS}{dt} = -\dot{M} + \beta \dot{Q} + \dot{S}_i. \] (44)

The time derivative of the free energy can be calculated as

\[ \dot{F} = \dot{U} - T \dot{S} = \dot{W} + \dot{Q} + T \dot{M} - \dot{Q} - T \dot{S}_i. \] (45)

so we have

\[ \Delta S_i = \beta (W - \Delta F) + \Delta M. \] (46)

We can apply this expression directly to the Crooks fluctuation theorem and Jarzynski equality and obtain the formulas in the main text.

**Derivation of the self-consistency equation for magnetization in the fully connected Ising model**

The free energy for the fully connected Ising model is given by

\[ F = -\frac{\alpha}{\beta} - \frac{1 - p_{\parallel}}{\beta}, \] (47)

where \( \alpha \) and \( p_{\parallel} \) are the same as for the molecule gas in the magnetic field (see the following section on the molecule gas in the presence of the magnetic field), just with the effective field \( h_{\text{eff}} = (J_m + h) \). The self-consistency equation is obtained from the relation

\[ m = -\frac{\partial F}{\partial h}|_{h=0}, \] (48)

which leads to the following equation

\[ m = \frac{\sinh(\beta J_m) + \frac{\sinh(\beta J_m) \cosh(\beta J_m)}{\sqrt{\cosh^2(\beta J_m) + en}}}{\left( \cosh(\beta J_m) + \sqrt{\cosh^2(\beta J_m) + en} \right)^2} + \frac{n \left( \frac{\sinh(\beta J_m) + \frac{\sinh(\beta J_m) \cosh(\beta J_m)}{\sqrt{\cosh^2(\beta J_m) + en}}}{\left( \cosh(\beta J_m) + \sqrt{\cosh^2(\beta J_m) + en} \right)^2} \right)}{e^2 \left( \cosh(\beta J_m) + \sqrt{\cosh^2(\beta J_m) + en} \right)^3}. \] (49)

This equation has to be solved numerically, similarly to the case of the fully connected Ising model without molecule states. The solution is depicted in Fig. 2 in the main text.

**Monte Carlo simulation of the fully connected Ising model**

The Monte Carlo simulation for free particles with two states \( \{\uparrow, \downarrow\} \) and the two-particle molecule has one state \( \{\parallel\} \) with the Hamiltonian \( H(n_\uparrow, n_\downarrow, n_{\parallel}) = -h(n_\uparrow - n_\downarrow) \) is realised by defining two boxes similar to what Panagiotopoulos described in [1]. Box 1 contains the states \( \{\uparrow, \downarrow\} \) and Box 2 the states \( \{\parallel\} \). Two alternating kinds of move are tried. The first kind of move randomly chooses a particle in the \( \uparrow \) or \( \downarrow \) state and changes it to the other state. The move
is then accepted with the probability \( \min(1, \exp(-\beta \Delta H)) \). The second kind of move is either dividing a state \( \{\|\} \) particle in two state \( \{\uparrow, \downarrow\} \), or combining two random particles from Box 1 to a state \( \{\|\} \) particle. Which one of the two moves is tried is chosen randomly. The division move takes a Box 2 particle and deletes it. Then two new Box 1 particle are generated. The state of the new particle is either \( \uparrow \) or \( \downarrow \). Which of the two states the particles are created in are chosen randomly with the probability of the current distribution of the two states in Box 1. The move is then accepted with the probability \( \min(1, \frac{2n_\uparrow n_\downarrow}{n_\uparrow+n_\downarrow} \exp(-\beta \Delta H)) \), where \( n_\uparrow \) and \( n_\downarrow \) are the numbers for \( \uparrow \) and \( \downarrow \) particles after the move, respectively. The combination move takes two random particles in Box 1 deletes them and creates a new particle in Box 2. The move is then accepted with min \( \frac{\sqrt{1 + 4en - 1}}{2en} \frac{n_\uparrow n_\downarrow}{2n_\uparrow+n_\downarrow} \exp(-\beta \Delta H) \). Here, \( n_\uparrow \) and \( n_\downarrow \) are once again the number of \( \uparrow \) and \( \downarrow \) particles after the move, respectively. The simulation ends after the ensemble does not change significantly anymore and reaches an equilibrium. The final output is the mean over 1000 simulations at a certain temperature value. Each simulation consists of 2 million steps.

**System with free particles and two-particle molecules**

Let’s consider the simplest case of the system with molecule states. We have one free particle state and one two-particle molecule state. The equilibrium distribution without any constraint can be calculated as \( p^{(1)}(n) = \frac{\sqrt{1 + 4en - 1}}{2en} \) and \( p^{(2)}(n) = \frac{\sqrt{1 + 4en - 1}^2}{8en} \frac{n_\uparrow n_\downarrow}{2n_\uparrow+n_\downarrow} \). From this we see that the distribution, \( p^{(1)}, 2p^{(2)} \), is far from uniform distribution, but as \( n \) goes to infinity the former probability goes to zero, while the latter goes to one. The entropy can be calculated as

\[
S(n) = \frac{1}{2en} (\sqrt{1 + 4en - 1} - \log \left( \frac{2ne}{\sqrt{4en+1+1}} \right))
+ \frac{1}{8en} (\sqrt{1 + 4en - 1})^2 \log \left( \frac{8en}{\sqrt{4en+1+1}^2} \right)
+ \frac{1}{8en} (\sqrt{1 + 4en - 1} - 1)^2 \log \frac{n}{2} \approx \frac{1}{2} \log n .
\]

As a result, the main contribution to entropy is from \( p^{(2)} \). In the large \( n \) limit, the entropy is approximately half of the Boltzmann-Gibbs entropy of \( n \) particles. Interestingly, the same value is obtained for the case of sample space reducing process with \( n \) states [2].

**Molecule gas in the presence of a magnetic field**

Let us now consider a system where free particles can have two states \( \{\uparrow, \downarrow\} \) and two-particle molecules have one state \( \{\|\} \). This model is similar to the magnetic coin model discussed in the main text. The Hamiltonian corresponding to the magnetic field is

\[
H(n_\uparrow, n_\downarrow, n_\|) = -h(n_\uparrow - n_\downarrow) .
\]

The maximum entropy distribution is equal to \( p_\uparrow = \exp(-\alpha - 1 + \beta h), p_\downarrow = \exp(-\alpha - 1 - \beta h) \) and \( p_\| = \frac{2}{\beta} \exp(-1 - 2\alpha) \). The Lagrange parameter \( \alpha \) can be calculated from the normalization condition and we obtain that \( \alpha = \log \left( \sqrt{\cosh^2(\beta h) + en + \cosh(\beta h)} \right) \). Interestingly, we can recover the magnetic gas without any molecules by sending \( n \to 0 \), which gives us that \( \alpha = \log 2 \cosh(\beta h) \).

The specific heat \( c = T \frac{\partial S}{\partial T} \) with \( \beta = 1/T \) (let us set \( k_B = 1 \)) can also be calculated, and we see that there is a phase transition between the magnetic phase and molecule phase which grows with \( n \). In Fig. 3 we can observe the dependence on specific heat on the size of the system. Let us note that there is a dependence of critical temperature on \( N \), where \( \lim_{N \to \infty} T_c(N) = 0 \). However, as shown in the inset, even for large systems, the critical temperature is well separated from zero, since the convergence is very slow. Thus, for all real systems with a finite size, the critical temperature is positive, and we can observe the magnetic phase. Let’s mention that the magnetic gas has been observed for low temperatures experimentally [5, 6].

The equilibrium constant of the chemical reaction can be expressed as

\[
K_c = \frac{n_{X_2}}{n_X} = \frac{p_{X_2}}{(p_X)^2} = \exp \left( 2\beta h + \log \frac{ec}{2} \right) .
\]
FIG. 3: Top panel: Specific heat of the molecule model with magnetic field. We observe a phase transition for the magnetic model. The critical temperature decreases with \( n \) to zero very slowly (inset). Bottom panels: probabilities as the function of temperature for the model without molecules (left), and for the model with molecules (right).

Thus, we obtain the effective chemical potential, \( \Delta \mu^{eff} = 2 \epsilon + \frac{1}{3} \log \frac{\epsilon}{\beta} \), where the first term can be obtained from the ordinary grand-canonical ensemble of two-gas system and the second one is the correction which is obtained from the molecule entropy. This means that if the two gases are perfectly mixed in a small region so that every particle can interact with each other particle, the value of the chemical potential explicitly depends on the number of particles — with an increasing number of particles the chemical potential increases. Actually, the finite-size corrections to the chemical potential have been considered in several aspects, especially in case of interacting particles \[3, 4\]. In our case, the correction is simply because of the emergent structure of the molecule states.

Model with two and three-particle molecules

Similar to the previous examples, we now consider a model where we have two-particle molecules and three-particle molecules. The Hamiltonian is

\[
H(n^{(1)}, n^{(2)}, n^{(3)}) = \epsilon_1 n^{(1)} + \epsilon_2 n^{(2)} + \epsilon_3 n^{(3)}. \tag{53}
\]

The MaxEnt distribution is given by Eq. [12] \( p^{(1)} = \exp(-1 - \alpha - \beta \epsilon_1), p^{(2)} = \frac{1}{2} \exp(-1 - 2\alpha - \beta \epsilon_2) \) and \( p^{(3)} = \frac{e^2}{6} \exp(-1 - 3\alpha - \beta \epsilon_3) \). The Lagrange parameter \( \alpha \) can be deduced from the cubic equation \[13\] and its form is rather complicated. It is actually interesting to see which ‘phase’ dominates at what temperature. This can be actually
The second term can be interpreted as an entropic force (the term is also used in general relativity [7]). For our case, we have $c = n$, $\mathcal{E}^{(1)} = \epsilon_1$, $\mathcal{E}^{(2)} = \epsilon_2 + T \log \left( \frac{2!}{n^2} \right)$ and $\mathcal{E}^{(3)} = \epsilon_3 + T \log \left( \frac{3!}{n^2} \right)$. The system tends to remain in the lowest energy level. By comparing the effective energies we can obtain an illustrative picture of the system. This is illustrated in Fig. 4. For low temperatures most of the particles are in the free state, because $\mathcal{E}^{(1)}$ is the lowest energy level. Then, for higher temperatures, the two-particle molecules take over and finally, for high temperatures the three-particle molecule start to dominate. In the example we used the following values: $\epsilon_1 = 1$, $\epsilon_2 = 3$, $\epsilon_3 = 8$ and $n = 100$. Indeed, for other energy configurations, it may happen that some configurations will be suppressed because they will have unfavourable effective energy.