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Abstract—Deep learning has led to great progress in the detection of mobile (i.e. movement-capable) objects in urban driving scenes in recent years. Supervised approaches typically require the annotation of large training sets; there has thus been great interest in leveraging weakly, semi- or self-supervised methods to avoid this, with much success. Whilst weakly and semi-supervised methods require some annotation, self-supervised methods have used cues such as motion to relieve the need for annotation altogether. However, a complete absence of annotation typically degrades their performance, and ambiguities that arise during motion grouping can inhibit their ability to find accurate object boundaries. In this paper, we propose a new self-supervised mobile object detection approach called SCT. This uses both motion cues and expected object sizes to improve detection performance, and predicts a dense grid of 3D oriented bounding boxes to improve object discovery. We significantly outperform the state-of-the-art self-supervised mobile object detection method TCR on the KITTI tracking benchmark, and achieve performance that is within 30% of the fully supervised PV-RCNN++ method for IoUs ≤ 0.5. Our source code will be made available online.

1. INTRODUCTION

Recent years have seen significant improvements in the accuracy and robustness of 3D object detectors, driven by the ever-improving capabilities of Deep Neural Networks (DNNs) and the commercial importance of tasks such as detecting vehicles, cyclists and pedestrians for autonomous driving. However, despite the success of DNNs, labelling the large datasets that fully supervised methods typically require has remained cumbersome and tedious.

Many recent semi-supervised [31] and weakly-supervised [36], [9], [34], [8], [35], [25], [14] methods, which annotate only part of the dataset or use only high-level labels, have been proposed to reduce this burden. By contrast, self-supervised approaches are less common, owing to the difficulty of detecting objects without any annotation. One recent work that does use self-supervision is TCR [17], which groups nearby points with similar motions and applies sophisticated data augmentation to learn to detect mobile (i.e. movement-capable) objects in both 2D and 3D space. However, this approach risks generating inaccurate pseudo-ground truth boxes when e.g. two nearby objects move in the same way. Moreover, without a prior notion of the expected object sizes, noise in the estimated motions can lead points to be incorrectly included/excluded from an object, or clusters of background points with similar motions to be undesirably treated as objects of interest.

In this paper, we address these issues by using the expected object sizes in the training set (which we require up-front) and temporal consistency in fitting boxes across multiple frames to filter out poor pseudo-ground truth boxes. By considering the expected object sizes when grouping points, we can avoid generating pseudo-ground truth boxes of inappropriate sizes, such as those that cover multiple nearby objects with similar motions. Considering the temporal consistency of fitted boxes across multiple frames helps to filter out further poor pseudo-ground truth boxes, such as those that are of an acceptable size, but overlap more than one object. Lastly, to generate accurate pseudo-ground truth boxes for closely located objects and objects that exhibit limited movement during training, we allow our model to predict a dense output image in which each pixel denotes a candidate box (this contrasts with TCR [17], which only considers a subset of the output pixels as candidates).

Contributions: 1) We use the expected sizes of objects in the training set and temporal consistency in fitting boxes...
across multiple frames to filter out poor pseudo-ground truth boxes. 2) We predict a dense output image in which each pixel denotes a candidate box, improving the accuracy of the pseudo-ground truth boxes our model can generate. 3) We propose a novel neural-guided sampling process to choose appropriate candidate pixels from the dense output image to both improve the efficiency of the training process, and guide the network towards dynamic objects during training.

II. RELATED WORK

Many approaches have been proposed to tackle urban driving 3D object detection over the years. Our own method is entirely self-supervised, and so for brevity we focus only on the self-supervised literature in this paper. For recent reviews that survey the broader field, see [1], [33].

Early work in this area focused on grouping regions in an image to find if they were the same type as an object of interest [27], [29], [32]. The recent success in deep learning has led to many new works such as AIR [12], MONet [5], GENESIS [11], IODINE [16], Slot Attention [21] and SCALOR [19]. Most of these perform image reconstruction, in some cases using “slots” that are learned to represent an object or a part of an object using generative modelling. All these methods have proved to work well on simple datasets, but have struggled to handle the complexities of real-world data [17], [2]. In very recent work, inspired by slot attention techniques, Bao et al. [2] used a weak motion segmentation algorithm to detect multiple mobile objects in synthesised photorealistic 2D images; however, the KITTI training code and models for this approach have not been publicly released.

Another line of research uses motion cues to detect objects, assuming that the regions corresponding to each object should share the same motion. The early works in this direction combined the affinity matrix from point trajectories based on 2D motions in a video and standard clustering techniques to detect objects [3], [13]. These works assumed the camera to be static. In a more recent work, Chen et al. [7] used range images from a moving camera and processed them through CNNs to detect moving regions by labelling range data. In another recent work, Track, Check, Repeat [17] (TCR) proposed an Expectation Maximisation (EM) approach for mobile object detection in the context of autonomous driving by using other information such as ego-motion, 2D optic flow and 3D LiDAR data.

III. METHOD

A. Overview

Our method uses self-supervision to train a model $F$ that can predict oriented bounding boxes around mobile objects in a 3D urban driving scene (see Figure 2). More specifically, we discretise a 3D volume in front of the ego-vehicle using an $H \times W$ grid of vertical pillars, and aim to detect objects that fall within this volume. The input to $F$ is a birds-eye view (BEV) representation $I \in \mathbb{R}^{H \times W \times 3}$ of a 3D LiDAR point cloud $P$. This is formed in the standard KITTI way [15] by projecting $P$ down into the plane, such that each pixel in $I$ then corresponds to a single pillar in the grid. The output of $F$ is a (downsampled) image $\hat{B} \in \mathbb{R}^{H' \times W' \times s}$, in which $s = 4$ is the downsampling factor. Each pixel $u$ in $\hat{B}$ contains an 8-tuple $b_u = (d_u, \bar{d}_u, r_u, \bar{r}_u, \tilde{h}_u)$ denoting a predicted 3D bounding box in KITTI [15] format. In this, $d_u \in \mathbb{R}^3$ denotes

$$d_u = \frac{z_u}{s}$$

$$\bar{d}_u = \frac{\bar{z}_u}{s}$$

$$r_u = \frac{x_u}{s}$$

$$\bar{r}_u = \frac{\bar{x}_u}{s}$$

$$\tilde{h}_u = \frac{\tilde{h}_u}{s}$$

1Our F uses an encoder-decoder architecture, in which the encoder is based on Feature Pyramid Network (FPN) [20] and ResNet-18 [18], and the decoder is based on CenterNet [10] (without any pre-trained weights).

2In practice, $H = W = 608$. The grid is axis-aligned, and corresponds to a 3D volume in LiDAR space covering points $(x, y, z) \in \mathbb{P}$ that satisfy $2.5m \leq x \leq 40m$, $-18m \leq y \leq 18m$ and $-2.73m \leq z \leq 1.27m$. The three values for each $\{pixel/grid\}$ are based on the heights, intensities, and density of the points from $P$ in the corresponding grid cell.
the (axis-aligned) dimensions of the box, \( \tilde{r}_u \in [-\pi, \pi] \) its rotation angle (yaw), and \( \kappa_u \in [0, 1] \) its confidence score. The centre \( \hat{c}_u \) of the bounding box is specified indirectly as an offset \( \delta_u \in \mathbb{R}^3 \) from the centre of the vertical pillar in the grid that corresponds to \( u \).

Note that at training time, our method also requires access to sparse depth images \( \{ D(x) \in \mathbb{R}^{H' \times W'} \} \), optic flow images \( \{ \Phi(t) \in \mathbb{R}^{H' \times W' \times 2} \} \) and 6DoF poses \( \{ T_{uw} \in SE(3) \} \), expressed as transformations from camera space at frame \( t \) to world space \( w \). These are typically available (or easily obtained) in the urban driving setting on which we focus.

We draw inspiration from a recent study \cite{17} that case the possibility of training a model using only the labels of actively moving objects and appropriate data augmentation to detect mobile objects with a similar shape, regardless of whether or not they are moving at the time. In our case, the set of shapes we expect objects to have must be specified in advance as a set of anchors \( A \). Each anchor \( a = (a_x, a_y, a_z) \in A \) denotes an axis-aligned bounding box (AABB) of size \( a_x \times a_y \times a_z \). To train \( F \) to detect mobile objects without manual annotation, we propose a multi-step process that is run for each frame \((P(t), I(t))\) in the training set to generate pseudo-ground truth 3D bounding boxes that can be used to train our model. First, we compute \( \tilde{B}(t) = F(I(t)) \). Next, we use a neural-guided sampling process (see §III-B) to choose a subset of the pixels from \( \tilde{B}(t) \) to use for self-supervision. Each chosen pixel \( u \) denotes a predicted bounding box \( \tilde{b}_u \). We then aim to generate (see §III-C) a pseudo-ground truth box \( b_u \) corresponding to each \( b_u \) that can be compared to it as part of the loss (see §III-D).

We now describe this entire process in more detail.

B. Sampling

As mentioned in §III-A, the overall goal of our self-supervised approach is to generate pseudo-ground truth boxes for a subset of the pixels in \( B(t) \), which can then be used to supervise the training of our model. Empirically, we found generating a pseudo-ground truth box for every pixel in \( B(t) \) to be prohibitively costly (\( \approx 1 \) hour/frame); we thus propose a neural-guided approach to choose a subset of the pixels in \( B(t) \) to use for self-supervision. Our approach aims to select a mixture of some pixels whose boxes have high confidence scores predicted by the model, and some whose boxes have lower confidence scores. To achieve this, we first use a threshold \( \tau = 0.08 \) to divide the pixels into two sets – those whose confidence \( \kappa_u > \tau \), and those whose confidence \( \kappa_u \leq \tau \) – and then uniformly sample \( N/2 = 30 \) pixels from each set. Rather than directly using the confidence predicted by the network for these boxes, we then compute a more robust confidence for each box by averaging the confidences of the box itself and the 8 boxes from \( B(t) \) whose centres are the nearest neighbours of the box’s centre in 3D. This makes the confidence values for the

Fig. 3: Cropping and box fitting examples. The red dot on each RGB image indicates a chosen pixel \( u \) in \( \tilde{B}(t) \). As per §III-C.1, we crop a set of points from \( P(t) \) around the centre \( \tilde{c}_u \) of the bounding box denoted by \( u \), for each anchor, and then fit a 3D oriented bounding box to the cropped points. The pedestrian anchor is too small to capture the entirety of the cars, whereas the vehicle anchor performs far better; the converse is true for the pedestrian example, where the vehicle anchor captures too much background. Orange lines show the orientations of the fitted boxes.
boxes more robust to local noise.

C. Pseudo-Ground Truth Box Generation

Each pixel $u$ from $\tilde{B}(t)$ chosen as described in §III-B, denotes a predicted bounding box $b_u^{(t)}$ centred on the 3D point $\tilde{c}_u^{(t)}$. For each such $u$, we now seek to generate a corresponding pseudo-ground truth box $b_u^{(t)}$ that can be compared to $b_u^{(t)}$ as part of the loss (see §III-D). The sizes of the pseudo-ground truth boxes will be generated by the initial set of anchors (expected object sizes) provided by the user (see §III-C.1).

To generate the boxes, we proceed as follows. For each $u$ and each anchor $a$, we crop a set of points $Q^{(t)}_{u,a}$ from $P^{(t)}$ around $\tilde{c}_u^{(t)}$ (see §III-C.1). We then track the points in $Q^{(t)}_{u,a}$ forwards for $K$ frames, resulting in $K+1$ sets of points $Q^{(t-k)}_{u,a} : 0 \leq k \leq K$ for each $u$ and $a$ (see §III-C.2). Next, we fit a 3D oriented bounding box (OBB) to each $Q^{(t-k)}_{u,a}$, and then use these boxes to choose the best anchor $a^*$ (if any) for each $u$. For any pixel $u$ with a valid best anchor $a^*$, we treat the box fitted to $Q^{(t-k)}_{u,a^*}$ as the pseudo-ground truth for $u$, convert it into the correct space and denote it as $b_u^{(t)}$ (see §III-C.3).

1) Cropping: For a chosen pixel $u$ in $\tilde{B}(t)$, denoting a predicted box with centre $\tilde{c}_u^{(t)} = (c_x, c_y, c_z)$, we first crop a set of points $Q^{(t)}_{u,a}$ from $P^{(t)}$ in a vertical cylinder around $\tilde{c}_u^{(t)}$ for each user-provided anchor $a = (a_x, a_y, a_z) \in A$. The points in $P^{(t)}$ are in the space defined by the LiDAR at frame $t$; for convenience, we convert them into camera space at frame $t$ by applying the (fixed, pre-calibrated) transformation $S^t \in \mathcal{SE}(3)$ from LiDAR to camera space. Formally, $Q^{(t)}_{u,a}$ can then be defined as

$$Q^{(t)}_{u,a} = \{ S^t \mathbf{p} : \mathbf{p} = (p_x, p_y, p_z) \in P^{(t)} \}$$

$$\text{and} \quad |p_y - c_y| < \frac{2a_y}{2}$$

$$\text{and} \quad \|p_x - c_x, p_z - c_z\|_2 \leq \frac{\|a_x, a_z\|_2}{2}.$$  

(1)

2) Tracking: We next track the points in $Q^{(t)}_{u,a}$ forwards for $K$ frames to help us to determine the best anchor (if any) for each $u$ (see §III-C.3). We denote the point track for an individual point $q \in Q^{(t)}_{u,a}$ as $\{\chi_0(q), \ldots, \chi_k(q)\}$. To calculate it, we first set $\chi_0(q)$ to $q$, and then iteratively compute each $\chi_{k+1}(q)$ from the preceding $\chi_k(q)$ as follows. First we project $\chi_0(q)$, which is in camera space, down into the image plane via $u_k = \pi(\chi_k(q))$, in which $\pi$ denotes perspective projection. Then we compute the corresponding pixel in frame $t + k + 1$, namely $u'_{k+1} = u_k + \Phi^{(t+k)}$, find the nearest pixel $u''_{k+1}$ to it that has a valid depth in $D^{(t+k+1)}$, and back-project this into camera space to obtain $\chi_{k+1}(q) = \pi^{-1}(u''_{k+1})$.  

$6$ Sampling high-confidence boxes allows us to continually learn how to predict boxes for the same objects over time; conversely, sampling low-confidence boxes allows us to discover new objects in the scene.

$7$ Thus obviating the need to know the yaw of the object a priori.

$8$ This approach can in some cases yield a $\chi_k(q)$ that is not a good match for $\chi_k(q)$, e.g. if $u'_{k+1}$ is far from $u''_{k+1}$. However, since only sets of boxes based on correct point tracks will survive the consistency scoring in §III-C.3, we did not observe this to cause a problem in practice.  

Note that we transform all of the points into frame $t$ here using $T_{t+k} \equiv (T_{t})^{-1}T_{t+k}$, since we want all of the $Q^{(t-k)}_{u,a}$ point sets to be in the same frame of reference.

3) Box Fitting and Selection: Having constructed the point sets as described in §III-C.2, we next fit to each point set $Q^{(t-k)}_{u,a}$ a 3D oriented bounding box $b^{(t-k)}_{u,a}$ that has centre $c \in \mathbb{R}^3$, dimensions $d \in \mathbb{R}^3$ and rotation angle (yaw) $r \in [-\pi, \pi]$. We compute $c$ as the mean of the points in $Q^{(t-k)}_{u,a}$. To find $r$, we first apply Principal Component Analysis (PCA) to $Q^{(t-k)}_{u,a}$, and let $e = (e_x, e_y, e_z) \in \mathbb{R}^3$ denote its first eigenvector. We then compute $r = \arctan(e_y/e_x)$, as our camera coordinate system has $x$ right, $y$ down and $z$ forward. We approximate the desired dimensions $d$ as those of the smallest axis-aligned bounding box (AABB) that encloses the set of points $S = \{ Tq : q \in Q^{(t-k)}_{u,a} \}$, where $T \in \mathcal{SE}(3)$ denotes a rigid transformation that translates $c$ to the origin and rotates by $-r$ around the $y$ axis. Then $d$ can be trivially calculated by first defining $\min_i = \min_{s \in S} s_i$ and $\max_i = \max_{s \in S} s_i$ for all $i \in \{x, y, z\}$, where $s_i$ denotes the $i$th component of $s$, and then computing $d = (\max_x - \min_x, \max_y - \min_y, \max_z - \min_z)$.

For each chosen pixel $u \in \tilde{B}(t)$, we will then have constructed a set of 3D oriented bounding boxes $\{b^{(t-k)}_{u,a} : 0 \leq k \leq K\}$ for each anchor $a \in A$. We now seek to choose the best anchor $a^*$ (if any) to associate with each $u$, which will in turn allow us to define a pseudo-ground truth bounding box $b_u^{(t)}$ to associate with $u$ for training purposes. We will denote the set of chosen pixels for which best anchors can be found as $U_+$, and the remaining chosen

---

Fig. 4: The use of temporal consistency to decide between pseudo-ground truth box candidates for objects. Left-to-right, top-to-bottom: choosing candidate pixels $U = \{u_x, u_y, u_z, u_k\}$; the fitted boxes $b^{(t-k)}_{u,x}$ for $u \in U$, the vehicle anchor $a_x$, and $0 < k \leq 3$. The shapes of the red and blue boxes are more consistent over time than those of the purple and green ones, and so $b^{(t)}_{u,x}$ and $b^{(t)}_{u,y}$ will be used as the pseudo-ground truths for the cars.
### TABLE I: Comparing our method’s ability to discover mobile objects to that of other methods on the KITTI tracking benchmark [15]. We compare to a number of recent methods, of which three are self-supervised, one is semi-supervised (with annotations for 10% of the dataset) and one is fully supervised. TCR denotes the original version described in [17]; TCR⋆ denotes the improved version published on GitHub. (We italicise the semi-supervised and fully supervised methods, which are not directly comparable as their access to annotations gives them a significant advantage.)

| Classes           | Eval. Method | Accuracy@IoU | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 |
|-------------------|--------------|---------------|-----|-----|-----|-----|-----|-----|-----|
| Pedestrian        | BEV TCR⋆     | 0.91 0.88 0.84 0.81 0.75 0.67 0.47 | 0.79 0.77 0.74 0.72 0.66 0.59 0.41 |
| Vehicle           | BEV TCR      | 0.86 0.86 0.84 0.82 0.77 0.69 0.39 | 0.79 0.77 0.74 0.72 0.66 0.59 0.41 |
| Cyclist           | BEV TCR      | 0.48 0.25 0.09 0.01 0.00 0.00 0.00 | 0.48 0.25 0.09 0.01 0.00 0.00 0.00 |

### TABLE II: Comparing the per-class accuracies of our method to those of TCR⋆ (the improved version of TCR [17] published on GitHub) on the KITTI tracking benchmark [15]. anchors have survived, we select the one with the largest 3D volume, on the basis that whilst smaller anchors may yield slightly higher confidences, owing to the lesser amount of background they contain, the largest anchor has met the threshold and is the one most likely to be correct in practice.

We can now define the pseudo-ground truth bounding box $b_u^{(t)}$ for each pixel $u \in U_+^{(t)}$ with best anchor $a^*$ as the box that results from transforming $G_{u,a^*}$ back into LiDAR space using the (fixed, pre-calibrated) transformation $S^t_{u,a} \in \mathbb{R}^3$. (Note that the pseudo-ground truth boxes must be in the same space as the predicted ones to compute the loss.)

#### D. Loss Formulation

Our loss $L^{(t)}$ for frame $t$ can be calculated as a sum of terms, each of which compares an individual predicted box $b_u^{(t)} = (\hat{u}_u^{(t)}, \hat{d}_u^{(t)}, \hat{r}_u^{(t)}, \hat{\kappa}_u^{(t)})$ with its corresponding fitted box $b_u = (c_u, d_u, r_u, \kappa_u)$. As in §III-A, recall that the centre $c_u^{(t)}$ of $b_u^{(t)}$ can be computed from $\hat{d}_u^{(t)}$ as the predicted offset from the centre of the pillar corresponding to $u$. We distinguish between pixels in $U_+^{(t)}$ and $U_-^{(t)}$, supervising only the confidence scores of the latter. Specifically, we compute

$$L^{(t)} = \sum_{u \in U_+^{(t)}} \left( BL_1(\hat{c}_u^{(t)}, c_u) + BL_1(\hat{d}_u^{(t)}, d_u)^2 + BL_1(\hat{r}_u^{(t)}, r_u)^2 + \|\hat{\kappa}_u^{(t)} - \kappa_u\|^2 + \sum_{u \in U_-^{(t)}} \|\hat{\kappa}_u^{(t)} - \kappa_u\|^2 \right),$$

in which $BL_1$ denotes the balanced $L_1$ loss from [26].

### IV. Experiments

Like TCR [17], we experiment on the KITTI tracking benchmark [15], and use sequences 0000-0009 for training, and 0010 and 0011 for testing. We train our model for 300 epochs, using Adam optimisation with an initial learning rate of $10^{-3}$ and cosine learning rate annealing. We then compare with three recent self-supervised methods that can detect objects in 2D or 3D without requiring ground-truth annotations: (i) Slot Attention [21] uses reconstruction error to learn a multi-block representation of the scene that can be used to detect objects within it; (ii) SCALOR [19] is a
generative tracking model that learns to capture object representations from video and enables the detection of a large number of objects in a complex scene; (iii) TCR \(^\star\) first tries to find candidate regions using RANSAC, then, throughout multiple training stages, uses 2D-3D correspondence scores for possible object regions as a supervision signal. To clarify the current performance drop of state-of-the-art self-supervised methods in comparison to annotated methods, we also compare to a recent semi-supervised method [31] and a recent fully supervised one [28].

A. Object Discovery

Our first set of experiments compares our method’s ability to discover mobile objects to that of the other methods we consider. We evaluate both the 3D bounding boxes predicted by each method (which we compare to the 3D KITTI ground truth boxes) and their projections into the 2D camera images (which we compare to the 2D KITTI ground truth). We refer to the first of these evaluation types as BEV, and the second as 2D, in line with [17]. To project each predicted 3D bounding box into 2D, we project its 8 vertices individually into the image plane, and then use the minimum and maximum components of the projected vertices to fit the tightest possible 2D axis-aligned bounding box around them.

As shown in Table I, our method significantly outperforms the state-of-the-art self-supervised method TCR\(^\star\) (the improved version of TCR [17] published on GitHub) in both the 2D and BEV settings. It is also interesting to compare our performance to the semi-supervised 3DIOUMatch [31] and the fully supervised PV-RCNN++ [28]. For PV-RCNN++, the model is trained with all of the 16,648 annotated boxes available in our training set (sequences 0000-0009 of the KITTI tracking benchmark [15]). For 3DIOUMatch, we instead randomly select 1,664 (i.e., \(\approx 10\%\)) of these annotated boxes for training. For IoUs up to 0.5, our BEV mAP is within 20\% of that of 3DIOUMatch [31] and 30\% of PV-RCNN++ [28], which is encouraging given that our method is unable to leverage any ground-truth annotations. Moreover, whilst both do greatly outperform us at an IoU of 0.7, our BEV mAP in this case is still over 3\(\times\) higher than that of the previous state-of-the-art TCR\(^\star\) [17].

B. Per-Class Accuracies

Our second set of experiments compares our method’s per-class accuracies (at different IoUs) to those of the state-of-the-art self-supervised TCR\(^\star\) approach (see Table II). Both methods are self-supervised and do not predict class labels for the objects they detect; however, we can still calculate per-class accuracies by associating each predicted box with the (labelled) ground-truth box with which it has the greatest IoU. Both methods achieve much higher accuracies for vehicles than for pedestrians/cyclists, at all IoU thresholds. However, the accuracies achieved by our method for pedestrians/cyclists are also much higher than those of TCR\(^\star\), which almost completely fails for these classes. We hypothesise that this may be partly a result of the non-rigid motions exhibited by pedestrians/cyclists, which can be hard to group together without additional cues. Moreover, the pedestrians/cyclists are smaller than the vehicles and appear much less frequently in the KITTI training set, making these classes harder for networks to learn. Nevertheless, as our method takes advantage of additional cues in the form of expected object sizes and box-level consistency scores, it is able to achieve at least moderate accuracies even on these more difficult classes (see also Figure 5).

V. CONCLUSION

In this paper, we propose SCT, a method for self-supervised mobile object detection in urban driving scenes. SCT uses additional cues such as the expected sizes of target objects to estimate pseudo-ground truth boxes, and outputs a possible box for each pixel to improve object discovery. Experimentally, our object discovery results show improvements (for all IoUs) of more than 36\% in BEV mAP and more than 25\% in 2D mAP over the state-of-the-art self-supervised TCR\(^\star\) method (the improved version of TCR [17] published on GitHub) on the KITTI tracking benchmark [15]. Indeed, for IoUs up to 0.5, we achieve BEV mAP scores that are within 30\% of the fully supervised PV-RCNN++ [28] method, without requiring any manual annotation. Furthermore, unlike TCR\(^\star\), our method is able to cope at least to some extent with trickier classes such as pedestrians and cyclists, although further work is needed to improve the accuracies for these classes at high IoUs.

Fig. 5: Qualitatively comparing our method to the state-of-the-art TCR\(^\star\) method (the improved version of TCR [17]) for self-supervised mobile object detection. See main text.
