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Abstract

The tremendous energy consumption of deep neural networks (DNNs) has become a serious problem in deep learning. Spiking neural networks (SNNs), which mimic the operations in the human brain, have been studied as prominent energy-efficient neural networks. Due to their event-driven and spatiotemporally sparse operations, SNNs show possibilities for energy-efficient processing. To unlock their potential, deep SNNs have adopted temporal coding such as time-to-first-spike (TTFS) coding, which represents the information between neurons by the first spike time. With TTFS coding, each neuron generates one spike at most, which leads to a significant improvement in energy efficiency. Several studies have successfully introduced TTFS coding in deep SNNs, but they showed restricted efficiency improvement owing to the lack of consideration for efficiency during training. To address the aforementioned issue, this paper presents training methods for energy-efficient deep SNNs with TTFS coding. We introduce a surrogate DNN model to train the deep SNN in a feasible time and analyze the effect of the temporal kernel on training performance and efficiency. Based on the investigation, we propose stochastically relaxed activation and initial value-based regularization for the temporal kernel parameters. In addition, to reduce the number of spikes even further, we present temporal kernel-aware batch normalization. With the proposed methods, we could achieve comparable training results with significantly reduced spikes, which could lead to energy-efficient deep SNNs.

1 Introduction

Deep learning has shown remarkable performances in various applications, but it demands considerable energy consumption, which has become one of its biggest issues. The energy consumption of deep neural networks (DNNs) hinders the deployment of DNN models into resource-constrained platforms, such as mobile devices, and even causes serious environmental problems \cite{1}. To improve energy efficiency, several approaches have been studied, including quantization \cite{2,3,4,5}, pruning \cite{6}, and knowledge distillation \cite{7}. These methods effectively reduce DNN model size and required amount of computations with negligible accuracy degradation, but their improvement on energy efficiency is limited by conventional computing architectures.

As an emerging computing paradigm, neuromorphic computing, which mimics the behavior of the human brain, has gained attention for its potential to improve energy efficiency further \cite{8}. Neuromorphic computing is based on spiking neural networks (SNNs), which are considered the
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third generation of artificial neural networks (ANNs) [9]. SNNs consist of spiking neurons, which commonly have an integrate-and-fire feature, and the information in SNNs is represented in the form of binary spike trains, which leads to event-driven computation. Due to these features, deep SNNs have been regarded as prominent energy-efficient ANNs that can replace DNNs in various applications [10, 11].

Despite SNNs’ potential for energy efficiency, the application of deep SNNs has been limited by the lack of scalable training algorithms. SNNs’ non-differentiable features hinder the introduction of successful DNN training algorithms, such as stochastic gradient descent (SGD) and error back-propagation, into deep SNNs. To overcome this limitation, various approaches have been proposed, including surrogate training methods [12, 13, 14, 15]. These approach using approximate differentiable spiking function enables efficiency-aware training of deep SNNs. In another approach to fully utilizing energy-efficient potentials, deep SNNs have adopted temporal coding, such as time-to-first-spike (TTFS) [16, 17, 15], which represents the information with spike time and has shown superior efficiency with fewer spikes. However, their methods in deep SNNs have been limited due to the lack of consideration for efficiency during training. Thus, for energy-efficient deep SNNs, it is required to train deep SNNs with TTFS coding considering efficiency.

In this paper, to achieve energy-efficient deep SNNs, we introduce a scalable training algorithm, based on supervised learning with SGD, for deep SNNs with TTFS coding. For training deep SNNs in a feasible time, we present a surrogate model, which operates in the spike time domain and has a clipped activation function. The surrogate model has pruned and quantized activation because of restrict time window and integer spike time, respectively. We investigated the impact of temporal kernel on training performance and efficiency in the surrogate model. Based on the analysis, we found that gradients were vanished depending on parameters in the temporal kernel, which is used for TTFS coding. To resolve the gradient vanishing, we propose stochastically relaxed activation. In addition, we introduce temporal kernel regularization for stable training and for reducing the number of spikes in deep SNNs. To further reduce the number of spikes, we propose temporal kernel-aware batch normalization. We evaluated the proposed methods with deep SNNs, which are based on VGG-16 [18], on the CIFAR datasets [19]. Our contributions can be summarized as follows:

- **Computationally Efficient surrogate DNN model**: We propose a surrogate DNN model for training a deep SNN with TTFS coding at a feasible training cost.
- **Robust training methods**: We introduce stochastically relaxed activation and temporal kernel regularization to improve training performance of the proposed surrogate model.
- **Significant reduction in the number of spikes**: We propose temporal kernel-aware batch normalization to reduce the number of spikes in deep SNNs with TTFS coding.

## 2 Related Work

### 2.1 Spiking Neural Networks

SNNs consist of spiking neurons, which integrate incoming information into their internal states and generate binary spikes only when the state exceeds a certain threshold. This integrate-and-fire feature of spiking neurons induces spatiotemporally sparse activations in SNNs. Each spiking neuron communicates subsequent neurons with a set of binary spikes; this is called spike train. This feature allow SNNs to be multiplication-less neural networks and exploit event-driven computing. Due to the above characteristics, SNNs have been considered as promising for energy efficiency and as the third-generation ANNs [9].

There have been various types of spiking neurons [20]. Among them, simplified spiking neuron models, such as integrate-and-fire (IF) neuron [21], have been widely used for their low computational complexity. Accordingly, in this work, we adopted the IF neuron for deep SNNs. The IF neuron’s integration process into a membrane potential $u$, which denotes the internal state, can be stated as

$$
\frac{du_j(t)}{dt} = \sum_i w_{ij} \sum_f \kappa_f(t - t_{i,f}^j) + \eta_j(t) + b_j,
$$

where $w$ is a synaptic weight; $\kappa$ is a synaptic kernel that is induced by binary input spikes; $\eta$ is a reset function; $b$ is a bias; $l$, $i$, and $j$ indicate the indices of layer, pre-, and post-synaptic neurons,
where $\theta$ is the threshold. Since the information between neurons should be represented in the sequence of binary and discrete spikes as in Eqs. 1 and 2, the representation method significantly affects both the performance and efficiency of SNNs.

Neural coding defines the way of representing the information in the form of spike trains including encoding and decoding function [22]. There have been various types of neural coding, such as rate [23, 24, 25], phase [26], burst [27], temporal-switching-coding (TSC) [28], and TTFS coding [12, 16, 17, 15]. To maximize the efficiency by fully utilizing the temporal information in spike train, TTFS coding, which is known as latency coding, was introduced in SNNs [12]. The TTFS coding utilizes the first spike time and, thus, can significantly reduce the number of spikes, which results in considerable improvement in SNNs' efficiency. Especially, reduction in spikes with TTFS coding can resolve the spike congestion problem, which is the most urgent issue for deep SNNs on neuromorphic architecture [11].

Recently, several studies successfully adopted TTFS coding to deep SNNs [16, 17, 15]. According to [16, 17], to implement TTFS coding in deep SNNs, there should be dependencies between integration and fire phases of subsequent layers. The integration phase, which corresponds to the decoding function, can be implemented with an exponentially decaying synaptic kernel $\kappa$, which is described as

$$\kappa^l(t) = H(t - t^l_1)H(t^l_{f+1} + 1 - t) \exp(-(t - t^l_1 - \theta^l_0)/\tau^l),$$

where $H$ is the Heaviside step function; and $\tau^l$, $t^l_1$, and $t^l_f$ are time constant, time delay, and reference time of $l$th layer, respectively. The fire phase contains the encoding function with a time-variant threshold, which is given by $\theta^l(t) = \theta_0^l e^{\kappa(t)}$, where $\theta_0^l$ is the initial threshold of layer $l$, and there is a sufficiently long refractory period by the reset function $r(t)$ after the first spike generates. The two Heaviside step functions in Eq. [3] define the time window $T$, which is given time steps to represent spike time in each layer. As depicted in Eqs. [1] and [3] the temporal kernel determines the precision and representation range of information and, thus, has a significant impact on the information transmission between neurons.

### 2.2 Training Methods of deep SNNs

SNNs have non-differentiable and event-driven computing features, which make it challenging to adopt successful DNN training algorithms. Instead of them, biologically plausible algorithms have been used to train SNNs, such as spike-timing-dependent plasticity (STDP) [29]. These unsupervised approaches can train SNNs, but they are limited in shallow networks and training performance.

To overcome limitations of unsupervised learning in deep SNNs, DNN-to-SNN conversion methods were proposed [30, 23, 24]. These indirect training approaches exploit both advantages in the training performance of DNNs and energy-efficient inference of SNNs. With the conversion, deep SNNs achieved comparable results to DNNs in various applications, including image classification [23] and multi-object detection [25]. However, conversion approaches are limited in efficiency [31], which is defined with latency and the number of spikes, even if the converted SNNs adopted several temporal coding schemes, such as TTFS coding [16, 17].

Direct training methods were proposed to address the aforementioned issues in biologically plausible training algorithms and DNN-to-SNN conversion. These approaches, which are based on supervised learning, use surrogate gradients [32, 33, 34] or surrogate models [35] to overcome the non-differentiability and bring DNNs' training algorithms to deep SNNs. Surrogate gradient approaches successfully train deep SNNs with SGD, but they demand tremendous computing overhead according to the spike activations, which prevents efficient application to deep SNNs. To train deep SNNs efficiently, surrogate models have been studied [35]. These methods have shown successful training results on deep SNNs. Thus, in this paper, we adopted the surrogate model approach. From the perspective of neural coding, most studies have focused on rate coding, and only a few have trained SNNs with TTFS coding [12, 16, 17, 15]. Despite the efforts to improve the efficiency of TTFS coding in deep SNNs [17, 36], their improvements have been restricted by the conversion-based training algorithms. In several studies, SNNs were directly trained, but their methods were not validated as applicable to deep SNNs [12, 37, 39]. A recent study suggested direct training methods
Figure 1: Proposed surrogate DNN model for deep SNNs with TTFS coding. (a) domain transformation from spike activation domain of deep SNNs to spike time domain of surrogate DNNs. (b) activation function in the surrogate model for deep SNNs with TTFS coding [15]. However, few previous studies considered the efficiency during training process.

3 Surrogate DNN Model for TTFS coding

SNNs have a feature of temporal processing with spiking neurons, which requires computations depending on time steps and is executed iteratively as recurrent neural networks (RNNs). Furthermore, in TTFS coding, the inference latency is proportional to the depth of neural networks and is usually more than several hundred time steps in deep SNNs [16, 17]. For these reasons, the direct training with surrogate gradients of SNNs demands more than $L T$ time computations compared to DNNs, where $L$ is the number of layers and $T$ is time window of each layer. Thus, considering the computational complexity, it is not feasible to apply the surrogate gradient approach to training deep SNNs with TTFS coding.

To address the time complexity issue, we introduce a surrogate DNN model that contains encoding and decoding functions of TTFS coding, as shown in Fig. 1. In deep SNNs with TTFS coding, the activation is represented by the first spike time. Hence, we exploit this fact to transform the activation domain from the spike activation domain of deep SNNs to the spike time domain of the surrogate model. Through this transformation, we can utilize DNNs’ well-defined algorithms to train deep SNNs. According to Eqs. 2 and 3, the first spike time in deep SNNs can be formulated as

$$t_{1m}^1 = \lceil -\tau^1 \ln(u_1^1(t_1^1 - 1)/\theta_0) + t^1_d \rceil,$$

where $u_1^1(t_1^1 - 1)$ is the integrated membrane potential of the neuron. When we map the membrane potential $u$ in SNNs to pre-activation value $z$ in the surrogate DNNs, the encoding $f$ and decoding $g$ functions are stated as

$$f(z^1) = t^1 = R\{Q[-\tau^1 \ln(R(z^1) + \epsilon) + t^1_\theta] + t^1_d\} \quad \text{and} \quad g(t^1) = \hat{z}^1 = \kappa^1(t^1),$$

where $R$ and $Q$ are ReLU and quantization function, respectively; $\epsilon$ is a small constant for numerical stability; and $\kappa$ is the temporal kernel, which is depicted in Eq. 3. The spike time activation $t^1$ is transmitted and added to subsequent neurons through the decoding function. The weighted sum of the decoded values $\hat{z}$ forms the next-layer’s pre-activation as $z^{t+1}_j = \sum_i w_{ij} \hat{z}_i^t$.

In TTFS coding, earlier spikes convey more crucial information than later spikes, and spikes that occur after the time window $T$ in each layer do not affect the next layer. We implemented these features of TTFS in the surrogate model by the encoding and decoding procedures with the spike time and the exponentially decaying temporal kernel (Eq. 3). Depending on the encoding value, which is a pre-activation $z$, the decoded value $\hat{z}$ can be divided into three types, as described in Fig. 1(b): pruned, quantized, and clipped activations. Smaller values than the minimum representation $\hat{z}_m$, which correspond to the later spike times than the time window, are eliminated by the pruning. On the other hand, larger activation values than the maximum representation value of the kernel $\hat{z}_M$ are encoded into the smallest spike time and clipped to the maximum value. The pre-activations between $\hat{z}_m$ and $\hat{z}_M$ are quantized by the encoding function.

The pre-activation $z$, which corresponds the membrane potential in SNNs, is encoded in the spike time $t$, which is a positive and integer value, as an activation in the surrogate model. With the encoding
function $f$, the non-differentiable spiking function (Eq. 2) is replaced by the quantization function $Q$, which can be used in end-to-end training with a straight-through estimator [4]. In addition, the pruned and clipped activations by the decoded function are also trained with the quantized values as in [5]. The gradients of classification loss (cross-entropy loss) with respect to the temporal kernel parameters are obtained as follows:

$$\frac{\partial L_{CE}}{\partial \tau_l} = \frac{\partial L_{CE}}{\partial z_l^{i+1}} \frac{\partial z_l^{i+1}}{\partial \tau_l} = \frac{\partial L_{CE}}{\partial z_l^{i+1}} [u^l z^l (t^l - t_d^l (\tau_l^2))]$$

and

$$\frac{\partial L_{CE}}{\partial t_d^l} = \frac{\partial L_{CE}}{\partial z_l^{i+1}} \frac{\partial z_l^{i+1}}{\partial t_d^l} = \frac{\partial L_{CE}}{\partial z_l^{i+1}} [u^l z^l (t_d^l / \tau_l)].$$

(6)

We updated the kernel parameters with the gradients as weight parameters.

4 Improving Training Performance of the Surrogate Model

Due to the temporal kernel, the decoded information is represented by a certain number of quantization levels, which is defined by the time window $T$, and has a limited range, which is stated as $[\hat{z}_M, \hat{z}_m] = [\exp(-T/\tau), 1] \exp(t_d/\tau)$. The length of the representation range is determined by the maximum value of the kernel ($\hat{z}_M = \exp(t_d/\tau)$); thus, the averaged quantization error, which corresponds to the representation length divided by the number of quantization level, is proportional to the maximum value. Hence, there is a trade-off between representation range and precision in the proposed surrogate model.
To investigate this trade-off that is caused by the maximum kernel value $\hat{z}_M$, we trained deep SNNs on various maximum values with an initial $\tau_0$. During the training, we evaluated three kinds of errors: maximum, minimum, and precision errors, which are defined as $z - \hat{z}_M$ (if $z > \hat{z}_M$), $\hat{z}_M - z$ (if $z < \hat{z}_M$), and $z - \hat{z}$ (otherwise), respectively. As the maximum value was decreased, the maximum error increased, and the minimum and precision errors were decreased (for more detailed information, please refer to Appendix). The total error, which is sum of the three errors, and the representation range are proportional to the initial maximum representation $\hat{z}_M$, as depicted in Fig. 2. Although the cases of larger maximum values $\hat{z}_{M,0}$ have wider expression ranges, they show lower training results, as illustrated in Fig. 3(a). This training tendency was based on the fact that the errors by pruned or quantized information, which were caused by the minimum or precision errors, respectively, had a significant effect on the training performance. Thus, we need to train the surrogate model with narrowed activation distributions to enhance the training performance. However, the narrower the distribution, such as the case of $\hat{z}_{M,0}=1$, the more activations are pruned or clipped, which leads to significant deterioration in training due to gradient vanishing, especially as SNNs have more layers.

To address the aforementioned issue, we propose stochastic relaxation, which lightens the restricted activations on the surrogate model for TTFS coding with a certain probability, as shown in Fig. 4. We used ReLU activation in the relaxed path to overcome the gradient vanishing problem as in conventional DNNs. In order for the surrogate model to be trained with the characteristics of TTFS coding, we linearly reduced the relaxation effect from the beginning until predefined target training epoch $e_{\text{tar}}$. The probability of stochastic relaxation (SR) is defined as $p(e) = 1 - (e + 1)/e_{\text{tar}}$, where $e$ and $e_{\text{tar}}$ are training epoch and target epoch of the relaxation, respectively. In addition, for generalization performance, we applied the relaxation in a layer-wise stochastic manner by using uniformly sampled random variables $r^l$ between zero and one, as $p(e) \geq r^l$. By the proposed relaxation, we were able to train deep SNNs with a narrow representation range, which led to considerable reduction in the errors by the temporal kernel, as depicted in Fig. 2. The improved training results of the relaxation are illustrated in Fig. 3(a).

With the relaxation, we were able to train the SNN, but as the training progressed, the performance was limited due to the divergence of the temporal kernel parameter $\tau$. The influence of temporal kernel on accuracy becomes small when $\tau$ is diverse (Eq. 6), which results in the insufficient training performance, as depicted in Fig. 5. To overcome this problem, we propose an initial value-based temporal kernel regularization (TR). The proposed regularization constrains the kernel parameters based on the initial values with L2 norm as $\text{REG}_{\text{TR}} = \sum_l (\tau^l - \tau^0_l)^2 + \sum_l (t^l_d - t^0_d)^2$. We initiated the parameters with empirically founded appropriate values to obtain high training performance with a small number of spikes. By applying this method, divergence of kernel parameters can be prevented, as shown in Fig. 5, which results in improved training performance with similar number of spikes. The proposed training methods in this section focus on improving training performance. Thus, to achieve energy-efficient deep SNNs, a method of reducing the number of spikes is required.

5 Temporal Kernel-aware Batch Normalization

To obtain the energy-efficient deep SNNs, we need to reduce the number of spikes, which induce synaptic operations, while maintaining the training performance. As in previous research [33], we found the possibility of achieving this goal by the batch normalization that has been widely used to improve generalization performance of training in most conventional DNNs [39]. With the batch normalization, we can provide scaled and shifted normalized activation for each layer.
this fact, the authors in [33] proposed threshold-dependent batch normalization, which scales the normalized value by the threshold of spiking neurons to prevent under- and over-activation problem. However, their empirical methods neither can be applied to TTFS coding with dynamic threshold nor improve the efficiency.

To reduce the number of spikes by exploiting the batch normalization, we propose temporal kernel-aware batch normalization (TB) in the surrogate model. The proposed approach utilizes the fact that the decoded activations, which are smaller than the minimum representation of the kernel $\hat{z}_m$, are in the pruning region and cannot affect the subsequent layers, as depicted in Fig. 6. Hence, our intuition of the TB is maximizing the probability of pre-activations $z$ corresponding to the pruning region (1), so that the number of spikes is minimized. To do that, we integrated probability density function (PDF) of the normalized activations by BN from $\beta$ to $\hat{z}_m$. For the computationally efficient integration, we approximated the PDF by Taylor series as

$$p_z(\gamma z + \beta) = \exp\left(-\frac{1}{2}(\gamma z + \beta)^2\right) \approx 1 - \frac{1}{2}(\gamma z + \beta)^2.$$  \hspace{1cm} (7)

With this approximated PDF, we could obtain the integration as

$$P_{TB}(\gamma, \beta) = \int_{\beta}^{\hat{z}_m} p_{TB}(\gamma z + \beta) dz \approx 1/2(1/3\gamma^2 + \gamma + 1)\beta^3 - 1/2\hat{z}_m\beta^2 - 1/2(\hat{z}_m^2\gamma + 2)\beta - (1/6\hat{z}_m^2\gamma^2 - 1)\hat{z}_m.$$  \hspace{1cm} (8)

We updated the parameters $\gamma$ and $\beta$ with the gradients of proposed $P_{TB}$ in addition to the conventional training of batch normalization. The gradients of $P_{TB}$ with respect to $\gamma$ and $\beta$ are explained in Appendix. Total loss function of the proposed training framework, including TR and TB, is stated as

$$L = L_{CE} + \lambda_{TR} RECL_{TR} - \lambda_{TB} P_{TB},$$ \hspace{1cm} (9)

where $\lambda_{TR}$ and $\lambda_{TB}$ are hyperparameters representing weights of regularization.

6 Experimental Results

We trained deep SNNs, which were based on VGG16, on the CIFAR-10 and CIFAR-100 datasets to evaluate our proposed methods. We implemented the proposed training framework of deep SNNs on TensorFlow [40], which is a well-known deep learning library. Due to the end-to-end trainable property of the proposed methods, we could exploit the well-defined deep learning framework. Similarly to other related studies [16, 17, 28], we encoded the input intensity into spike time and used integrated membrane potentials in the output layers as output of SNNs. We set the initial values of $T$, $t_{a0}$, $\tau_0$ to 32, 0.10, respectively, which correspond to $\hat{z}_{M,0}=1$. Our experiments conducted
Table 1: Test accuracy and the number of spikes of the proposed methods on CIFAR-10 dataset (time steps=544)

| Model                | Acc. (%) | Spikes ($10^4$) |
|----------------------|----------|-----------------|
| SM                   | 87.43    | 7.23            |
| SM+SR                | 91.05    | 7.31            |
| SM+SR+TR             | 91.83    | 7.31            |
| SM+SR+TR+TB          | 91.90    | 6.74            |
| SM+SR+TR+TB          | 91.49    | 4.90            |

- $\hat{z}_{M,0}=2$ (in the other cases)
- $\lambda_{TB}=10^{-5}$, $\lambda_{TB}=10^{-4}$

6.1 Ablation Studies

To evaluate the effect of proposed training methods, we examined the pre-activation values $z$ and the temporal kernel of each layer with a batch of test data after the training. The results of two layers (CONV4-1, FC1) are depicted in Fig. 7 and the results of the remaining layers are in Appendix. The black, red, and purple vertical lines in Fig. 7 indicate $\beta$ of batch normalization, the minimum $\hat{z}_m$, and maximum representation $\hat{z}_M$ of the kernel, respectively. In the case of surrogate mode with $\hat{z}_{M,0}=2$ (Fig. 7-(a)), representation range of the temporal kernel (the length between purple and red vertical bars) was wide, which led to significant errors in quantization and minimum representation, as we discussed in Sec. 4. By applying the stochastic relaxation (Fig. 7-(b)), we were able to train the deep SNNs with the temporal kernel. With the regularization on temporal kernel parameters (Fig. 7-(c)), the kernel representation range was smaller, and pre-activations were trained accordingly to the kernel. Due to the narrowed representation, we improved the accuracy, but the number of spikes increased. Finally, when the temporal kernel-aware batch normalization was applied (Fig. 7-(d)), the deep SNN was trained with a narrower range of kernel and pre-activations. In addition, the probability of pruning region (1) increased while the probability of quantization and clipping regions (2 and 3) decreased, which led to significant reduction in the number of spikes.

The training results of the proposed methods in terms of test accuracy and the number of spikes per sample are depicted in Table 1 and Fig. 8. As shown in Table 1 the training performance improved as SR and TR were applied, but the number of spikes increased. The increased spike count could be reduced by TB. By applying TB, with similar accuracy, the number of spikes was reduced by about 7.8%, and with less than 1% accuracy degradation, the number of spikes could be reduced by about 33%, compared to the case of SM+SR+TR. Fig. 8 shows training results according to weights of the proposed methods ($\lambda_{TR}$ and $\lambda_{TB}$). When $\lambda_{TR}$ is small, the training performance was limited due to enlarged temporal kernel parameters and the gradients that is inversely proportional to $\tau$. With the proper regularization factor, the training was robustly improved. In the case of the proposed batch normalization for reducing the number of spikes, the effect was insignificant when the weight $\lambda_{TB}$ was less than a certain value ($10^{-5}$). As the weight increased, the number of spikes reduced, and we could achieve significant reductions with slight performance degradation.

6.2 Comparisons with Other Methods

We assessed our method by comparison with studies on various training methods and neural coding in terms of inference accuracy, latency (time steps), and the number of spikes, as shown in Table 2. In addition, to evaluate efficiencies, we conducted spike evaluation and energy estimation. The spike evaluation consists of spike rate [28] and sparsity [15], which are defined as $S/(NH)$ and $S/N$, respectively, where $S$, $N$, and $H$ are total number of spikes, neurons, and time steps, respectively. For the sake of brevity in the notation, we represented these evaluation metrics as percentages in

![Figure 8: Test accuracy for the number of spikes in the proposed methods depending on $\lambda_{TR}$ and $\lambda_{TB}$](image-url)
Table 2: Comparisons with various methods

| Model              | Training Method | Neural Coding | Accuracy (%) | Time (step) | Spike (10^5) | Spike Evaluation Rate | Sparsity | Energy Est.*  |
|--------------------|-----------------|---------------|--------------|-------------|--------------|-----------------------|----------|---------------|
| CIFAR-10           |                 |               |              |             |              |                       |          |               |
| Han et al. 2020    | Conv            | Rate          | 93.39        | 512         | 2.612        | 1.82                  | 930.91   | 6.01          |
| Kim et al. 2018    | Conv            | Phase         | 91.21        | 1,500       | 35.196       | 8.36                  | 12,544   | 75            |
| Park et al. 2019   | Conv            | Burst         | 91.41        | 1,125       | 6.920        | 2.19                  | 2.466    | 16            |
| Han et al. 2020    | Conv            | TSC           | 93.57        | 512         | 0.193        | 0.13                  | 68.86    | 1.00          |
| Park et al. 2020   | Conv            | TTFS          | 91.43        | 680         | 0.069        | 0.04                  | 24.59    | 0.94          |
| Zhou et al. 2021   | Direct          | TTFS          | 92.68        | 1,125       | 6.920        | 2.19                  | 2.466    | 16            |
| This work (λ_{TN}=E-5) | Direct       | TTFS          | 91.90        | 544         | 0.067        | 0.04                  | 23.88    | 0.78          |
| This work (λ_{TN}=E-4) | Direct       | TTFS          | 91.49        | 544         | 0.049        | 0.03                  | 17.46    | 0.74          |
| CIFAR-100          |                 |               |              |             |              |                       |          |               |
| Han et al. 2020    | Conv            | Rate          | 69.40        | 512         | 2.048        | 1.43                  | 729.77   | 5.42          |
| Kim et al. 2018    | Conv            | Phase         | 68.66        | 8,950       | 258          | 10.29                 | 92,095   | 6.19          |
| Park et al. 2019   | Conv            | Burst         | 68.77        | 3,100       | 25           | 2.88                  | 8,936    | 6.3           |
| Han et al. 2020    | Conv            | TSC           | 70.87        | 512         | 0.170        | 0.12                  | 60.57    | 1.00          |
| Park et al. 2020   | Conv            | TTFS          | 68.79        | 680         | 0.084        | 0.04                  | 29.94    | 0.99          |
| This work          | Direct          | TTFS          | 65.98        | 544         | 0.078        | 0.05                  | 27.80    | 0.82          |

*a Energy estimation - normalized to the estimation result of the state-of-the-art research [28]

*b TN: TrueNorth [41], SN: SpiNNaker [42], c DNN-to-SNN conversion

Table 2: To estimate the energy consumption, we adopted the methods in [17], which is defined as \( E = SE_d + LE_s \), where \( E_d \) and \( E_s \) are dynamic and static energy coefficients depending on the neuromorphic architecture, respectively.

Rate and TSC coding schemes, which were trained through DNN-to-SNN conversion, showed high accuracy. However, rate coding generated a much higher number of spikes than TSC due to the utilization of temporal information. Phase and burst coding methods exploited the temporal information but showed low efficiency. Studies using TTFS coding generated much smaller number of spikes than other methods. Among those studies, we achieved the smallest number of spikes with the proposed methods. Our methods generated only about 25% spikes compared to TSC, with about 2% accuracy degradation on CIFAR-10 dataset. Even considering that the TSC, which utilizes inter-spike-interval (ISI) of two spikes to convey information, our reduction in spikes is significant. In addition, we could reduce the number of spikes by about 30% compared to TTFS study, which was trained by the conversion [17], with a similar accuracy.

In terms of spike evaluation, the proposed method showed significantly lower spike density compared to other methods. The spike rate, which means the percentage of neurons that fire a spike on average at every time step, was only 0.03%, which is about 24% and 89% of TSC and TTFS [17], respectively. In addition, sparsity, which represents the average spikes per neuron during the inference, is about 17%, which is about 25% and 71% of TSC and TTFS [17], respectively. To compare the energy consumption, we normalized each estimated energy consumption based on that of TSC, which is the state-of-the-art method. The estimation results showed that our proposed methods could reduce the energy consumption up to 54% and 77% compared to that of TSC and TTFS [17], respectively.

7 Discussion and Conclusion

In this work, we presented a training framework for deep SNNs with TTFS coding to achieve accurate and energy-efficient deep SNNs. Our proposed methods consist of a computationally efficient surrogate DNN model, robust training algorithms, and temporal kernel-aware batch normalization. With the proposed approaches, we could exploit advantages in both direct training of SNNs and TTFS coding, which resulted in more accurate inference with smaller number of spikes than in a previous TTFS study [17]. However, our inference accuracy still is not as high as that of the state-of-the-art method [28]. This is because our study aims to reduce the number of spikes with minimum inference latency in order to maximize deep SNN energy efficiency. In addition, we set the time window \( T \) to 32, which corresponds to 5-bit quantization level. The state-of-the-art paper did not reveal the information about quantization and utilized two spikes to represent information, which represents more precise information. Given these facts, we believe that our results cannot be considered insignificant. Furthermore, the number of spikes has a greater impact on neuromorphic...
chips. Considering the restricted resources, deep SNNs should be deployed on multiple neuromorphic cores, which leads to spike movements between the cores being a major bottleneck. Thus, our study has a greater benefit when considering the constraints of neuromorphic chips. To overcome the aforementioned limitation in this paper, future work will be expansion of the proposed methods to other applications and improvement on the accuracy of deep SNNs while maintaining the high efficiency. We expect that our framework for the energy-efficient deep SNNs will enable more complex and larger SNNs.
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Appendix

A Implementation TTFS coding in deep SNNs

As we mentioned in Section 2.1, TTFS coding uses the time of the first spike to represent information, and thus can convey information with very few spikes. For this reason, TTFS coding has been regarded a promising neural coding for energy-efficient SNNs. As shown in Fig. 9, it can be implemented in two phases in deep SNNs: integration (INTEG) and fire (FIRE) phases [16, 17]. To represent and transmit information with only one spike, each layer has the two phases, and there are dependencies between each layer’s phases. In the integration phase, the spike of the previous layer is transmitted through the synaptic weight, and the value transmitted to the membrane potential is accumulated into the internal state (membrane potential, $V_{mem}$ in Fig. 9). This phase contains the decoding process of TTFS coding. The fire phase, which corresponds to the encoding process, generates spikes based on the accumulated internal state in the integration phase.

In order to efficiently utilize TTFS coding, it is advantageous for earlier spikes to convey more critical information. As shown in Fig. 9 when the first spike time is $t_1$, the corresponding information of the spike is the difference between the pre-defined time window $T$ and the spike time ($T-t_1$). Since TTFS coding expresses information with the time of the first spike, only one spike is used for each neuron, and spikes after the first spike cannot affect the subsequent layers. Thus, to minimize the number of spikes, a neuron, which generates a spike, enters a sufficiently long refractory period so that no more spike occur from the neuron [16, 17]. If the refractory period is larger than the given time window $T$ in each layer, it is not difficult to prevent the subsequent spike from occurring. The efficient implementation of TTFS coding in deep SNNs can significantly reduce the number of spikes compared to other neural coding methods, but this implementation comes at the cost of long inference times due to the dependency between adjacent layers.

Figure 9: TTFS coding implementation in deep SNNs. (INTEG: INTEGration phase, FIRE: FIRE phase)
B Temporal kernel

The temporal kernel of Eq. 3 is an important factor in the efficient implementation of TTFS coding in deep SNNs. We adopted an exponentially decaying kernel function with two trainable parameters: \( \tau \) and \( t_d \), as in [17]. As we defined in Section 4, there are three types of errors by the kernel: minimum and maximum representation; and precision error, as depicted in Fig. 10. These errors are defined according to the pre-activation \( z \) as

\[
\text{Error}(z) = z - \hat{z}_m
\]

(10)

(11)

(12)

The maximum and minimum representation errors are caused by clipping and pruning of the temporal kernel, respectively. The precision error is caused by the quantization that occurs when representing the spike time. As shown in Fig. 10, these errors are greatly affected by the kernel parameters (\( \tau, t_d \)). In order for the kernel to cover a wide range of activation, it is beneficial to increase the representation length, which is defined the length between the maximum and minimum representation. To achieve this with a certain time window \( T \), \( \tau \) should decrease, but the reduction in the parameter increases the precision error, which leads to degradation in training performance. In addition, if there are lots of clipped and pruned activation by the kernel, the training of deep SNNs becomes difficult due to the gradient vanishing. Thus, it is desirable for deep SNNs to be trained with a narrow range of activation.

The maximum representation and the temporal kernel error caused by the value are depicted in Fig. 11. As the initial maximum representation \( \hat{z}_M,0 \) became smaller, the maximum error increased. In particular, when the initial value was 1, this error increased rapidly. When the proposed methods (stochastic relaxation (SR) and regularization (TR)) were applied, a reduced maximum kernel error was achieved even with a small maximum expression. The kernel error by the minimum expression and the minimum expression value are shown in Fig. 12. The minimum expression of the kernel was inversely proportional to the initial maximum representation. When the proposed method is applied, the minimum expression value of the kernel became smaller. The precision error and the maximum precision error depending on the kernel are shown in Fig. 13. The maximum precision error is defined as

\[
\exp(t_d/\tau) - \exp((t_d - 1)/\tau).
\]

The precision error of the kernel tends to be inversely proportional to the initial maximum representation. With the proposed methods, we could reduce the precision error significantly. Through these results, we can improved the training performance with a narrow range of activations by using the proposed methods.
Figure 11: (a) Temporal kernel error by the maximum representation and (b) the maximum representation value during training depending on various configurations. The values in the parenthesis indicate the initial maximum kernel value $\hat{z}_{M,0}$ (SM: Surrogate Model, SR: Stochastic Relaxation, TR: Temporal kernel parameters Regularization, TB: Temporal kernel-aware Batch normalization).

Figure 12: (a) Temporal kernel error by the minimum representation and (b) the minimum representation value during training depending on various configurations. The values in the parenthesis indicate the initial maximum kernel value $\hat{z}_{M,0}$ (SM: Surrogate Model, SR: Stochastic Relaxation, TR: Temporal kernel parameters Regularization, TB: Temporal kernel-aware Batch normalization).

Figure 13: (a) Temporal kernel error by the precision error and (b) the maximum precision error during training depending on various configurations. The values in the parenthesis indicate the initial maximum kernel value $\hat{z}_{M,0}$ (SM: Surrogate Model, SR: Stochastic Relaxation, TR: Temporal kernel parameters Regularization, TB: Temporal kernel-aware Batch normalization).
C Temporal kernel-aware batch normalization

Figure 14: Distributions of parameters in temporal kernel ($\tau$, $t_d$) and batch normalization ($\beta$, $\gamma$) depending on the initial maximum kernel value $\hat{z}_{M,0}$ during training deep SNNs (VGG-16, CIFAR-10) (SM: Surrogate Model, SR: Stochastic Relaxation)

In this work, to improve the energy efficiency of deep SNNs, we proposed temporal kernel-aware batch normalization. This method reduced the number of spikes in TTFS coding, and thus enabled energy-efficient SNNs. We utilized the PDF of pre-activation $z$, which is the output of batch normalization, to obtain reduced number of spikes. For the feasibility and efficiency of the calculation, we approximated the PDF as second-order polynomial by Taylor series. Through this approximation, we could get the proxy function of the number of spikes in deep SNNs as

$$P_{TB}(\gamma, \beta) = \int_{\beta}^{\hat{z}_m} p_B(\gamma x + \beta) dz \approx 1/2(1/3\gamma^2 + \gamma + 1)\beta^3 - 1/2\hat{z}_m\beta^2 - 1/2(\hat{z}_m\gamma + 2)\beta - (1/6\hat{z}_m\gamma^2 - 1)\hat{z}_m. \quad (14)$$

The gradients of the proposed batch normalization with respect to $\beta$ and $\gamma$ is derived as

$$\frac{\partial P_{TB}}{\partial \beta} = 3/2(1/3\gamma^2 + \gamma + 1) - \hat{z}_m\beta - 1/2(\hat{z}_m\gamma + 2) \gamma - (1/6\hat{z}_m\gamma^2 - 1)\gamma$$

and

$$\frac{\partial P_{TB}}{\partial \gamma} = -1/3(\hat{z}_m^3 - \beta^3)\gamma - 1/2(\hat{z}_m^2 - \beta^2), \quad (15)$$

respectively. The distributions of parameters in the temporal kernel ($\tau$, $t_d$) and batch normalization ($\beta$, $\gamma$) depending on the proposed methods are depicted in Figs. 14 and 15.
Figure 15: Distributions of parameters in temporal kernel ($\tau$, $t_d$) and batch normalization ($\beta$, $\gamma$) depending on various configurations of the proposed methods during training deep SNNs (VGG-16, CIFAR-10) (SM: Surrogate Model, SR: Stochastic Relaxation, TR: Temporal kernel parameters Regularization, TB: Temporal kernel-aware Batch normalization)
D Experiments

Table 3: Hyperparameters

| Description                  | Value | Symbol |
|------------------------------|-------|--------|
| Model                        | VGG-16|        |
| Datasets                     | CIFAR-10 / CIFAR-100|        |
| Optimizer                    | ADAM  |        |
| Learning rate                | 0.001 |        |
| Weight regularization        | L2    |        |
| Training batch size          | 512   |        |
| Training epochs              | 2,000 / 3-5,000 |        |
| target training epoch for SR  | 50 / 500-1,000 | $\epsilon_{tar}$ |
| Weight for TR                | E-5   | $\lambda_{TR}$ |
| Weight for TB                | E-5   | $\lambda_{TB}$ |
| Time window                  | 32    | $T$    |
| Initial threshold            | 1.0   | $\theta_0$ |

* SR: Stochastic Relaxation
* TR: Temporal kernel parameters Regularization
* TB: Temporal kernel-aware Batch normalization

Figure 16: Training and validation loss depending on various configurations

Hyperparameters used in this study are listed in Table 3. The training and validation loss depending on various configurations are depicted in Fig. 16. We can validate the training performance of the proposed approaches with the training and validation loss. The distributions of pre-activation $z$ according to the proposed methods are shown in Fig. 17. As in Fig. 7, we can confirm the effect of the proposed batch normalization on the pre-activation distributions. We also observe that the pre-activations in the pruned region ($\mathbb{1}$) increases by applying the temporal kernel-aware batch normalization, which leads to reduce the number of spikes in deep SNNs. The effect of the proposed batch normalization is greater as it gets closer to the output layer.
Figure 17: Pre-activation $z$ distributions according to the proposed methods. Black, red, and purple vertical lines indicate $\beta$ of batch normalization, the minimum $\hat{z}_m$, and maximum $\hat{z}_M$ representation of the temporal kernel, respectively (SM: Surrogate Model, SR: Stochastic Relaxation, TR: Temporal kernel Regularization, TB: Temporal kernel-aware Batch normalization).