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ABSTRACT

For nonlinear hyperbolic systems of conservation laws in one space variable, we establish the existence of nonclassical entropy solutions exhibiting nonlinear interactions between shock waves with strong strength. The proposed theory is relevant in the theory of phase transition dynamics, and the solutions under consideration enjoy a splitting–merging pattern, consisting of (compressive) classical and (undercompressive) nonclassical waves, interacting together as well as with classical waves of weaker strength. Our analysis is based on three novel ideas. First, a generalization of Hayes–LeFloch’s nonclassical Riemann solver is introduced for systems and is based on prescribing, on one hand, a kinetic relation for the propagation of nonclassical undercompressive shocks and, on the other hand, a nucleation criterion that selects between classical and nonclassical behavior. Second, we extend LeFloch-Shearer’s theorem to systems and we prove that the presence of a nucleation condition implies that only a finite number of splitting and merging cycles can occur. Third, our arguments of nonlinear stability build upon recent work by the last two authors who identified a natural total variation functional for scalar conservation laws and, specifically, for systems of conservation laws we introduce here novel functionals which measure the total variation and wave interaction of nonclassical and classical waves.
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1. Introduction

1.1. Objective of this paper

We consider the initial value problem associated with nonlinear hyperbolic systems of conservation laws in one space variable, and we establish the existence of nonclassical entropy solutions (in the sense introduced in [1]), which, for instance, arise in complex fluid flows in the limit of vanishing viscosity and capillarity. The solutions under consideration in the present paper exhibit a “splitting–merging pattern” and consist of finitely many (classical or nonclassical) strong waves and classical weak waves. More precisely, our analysis relies on a new nonclassical Riemann solver which is motivated by the theory of phase transition dynamics and is based on
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• a kinetic relation for the propagation of nonclassical undercompressive shocks and,
• optionally, a nucleation criterion that selects between classical and nonclassical behavior.

All solutions satisfy a single entropy inequality associated with a given entropy pair, and we note that the kinetic relation is equivalent to imposing the rate of entropy dissipation across nonclassical shocks. The existence of nonclassical entropy solutions for scalar equations was recently established for the initial value problem by the last two authors [2] who, building on the earlier work [1, 3–6], succeeded in identifying a “natural” total variation functional adapted to deal with nonclassical shock waves and their interactions. By natural, we mean that the construction of the total variation relies explicitly on the main property of the kinetic function, namely on the contraction property of its iterates. The present paper provides a new and significant development to this theory and we are able to

• construct nonclassical entropy solutions to nonlinear strictly hyperbolic systems,
  and exhibit the splitting–merging phenomena for systems, which illustrates the complexity of fluid flows involving phase transitions.

To achieve these results, we introduce here new functionals that suitably measure the total variation and wave interaction of nonclassical and classical waves. When the nucleation criterion is introduced, we show that these functionals are strictly decreasing by an amount proportional to the strength of the nucleation criteria.

Recall that the kinetic relation is an additional jump relation required only for nonclassical undercompressive shocks. It generalizes to general systems of conservation laws a notion originally introduced for a (hyperbolic-elliptic) model of phase transition dynamics first studied by Abeyaratne and Knowles [7, 8], and Truskinovsky [9, 10], in relation to earlier work by Slemrod [11, 12]. The notion of a kinetic relation was introduced for general hyperbolic systems by LeFloch and collaborators, and was then investigated mathematically [1, 13–18]. In addition, for scalar conservation laws LeFloch and Shearer [6] observed that the classical solution may be physically relevant in certain applications even in a range where a nonclassical solution is available. This observation led them to propose a nonclassical Riemann solver with kinetics and nucleation, which allows for nonclassical behavior only in Riemann problems having sufficiently ’large” initial jump. This proposal was motivated by studies on the dynamics of thin films, in which capillarity effects play a driving role on propagating interfaces; cf. Bertozzi, Münch, and Shearer [19] and Bertozzi and Shearer [20].

1.2. Background on nonclassical shocks and phase boundaries

We thus consider nonlinear hyperbolic systems of conservation laws in one space dimension, of the general form

\[
\partial_t u + \partial_x f(u) = 0, \quad u = u(t,x) \in \mathcal{B}(\delta_0)
\]

and, as is customary, we focus attention on weak solutions understood in the sense of distributions which are assumed to take values near a given constant state in \(\mathbb{R}^N\),
normalized to be the origin. Throughout, \( \mathcal{B}(\delta_0) \subset \mathbb{R}^N \) denotes the ball centered at the origin and with small radius \( \delta_0 > 0 \), while the flux \( f : \mathcal{B}(\delta_0) \subset \mathbb{R}^N \) is a \( C^3 \) vector-valued map, In addition, weak solutions of interest should satisfy the entropy inequality

\[
\partial_t U(u) + \partial_x F(u) \leq 0,
\]

in which the entropy \( U : \mathcal{B}(\delta_0) \to \mathbb{R} \) is assumed to be strictly convex, and the associated entropy flux \( F : \mathcal{B}(\delta_0) \subset \mathbb{R}^N \) satisfies, by definition, \( \nabla F(u)^T = \nabla U(u)^T \) \( Df(u) \).

Let us first stress that our motivation for imposing the single entropy inequality (1.2) comes from the fact that most (if not all) regularizations of (1.1) arising in applications, of the form

\[
\partial_t u' + \partial_x f(u') = R'(u', \epsilon \ u'_x, \epsilon^2 \ u'_x, \ldots)
\]

are “conservative” and “entropy dissipative” in the limit \( \epsilon \to 0 \) and, formally at least, lead to weak solutions satisfying (1.1)–(1.2). (See [1, Chap. 1] for further details.)

Furthermore, we assume that (1.1) is a strictly hyperbolic system, for which the Jacobian matrix \( A(u) := Df(u) \) has real distinct eigenvalues \( \lambda_1(u) < \ldots < \lambda_N(u) \) and corresponding basis of left- and right-eigenvectors \( l_i(u), r_j(u) \). Following Hayes and LeFloch [14, 15], a nonlinearity condition on the flux \( f \) is also imposed which roughly speaking requires that the flux \( f \) has “at most one inflection point” along every eigenvector direction—as this is a typical feature of many systems of interest in continuum physics, especially phase transition models. More precisely, we assume that each characteristic field of (1.1) is either (with \( u \in \mathcal{B}(\delta_0) \))

- genuinely nonlinear (GNL), \( j \in J_1 \), that is, \( \nabla \lambda_j(u) \cdot r_j(u) > 0 \) after normalization, or
- linearly degenerate (LD), \( j \in J_2 \), that is, \( \nabla \lambda_j(u) \cdot r_j(u) = 0 \), or
- concave-convex (C-C), \( i \in J_3 \).

In the latter case by definition (see [14, 15]), the scalar-valued function \( m_i(u) := (\nabla \lambda_i \cdot r_i)(u) \) does not keep a constant sign, but \( \mathcal{M}_i = \{ u \in \mathcal{B}(\delta_0) \mid m_i(u) = 0 \} \) is a smooth manifold with dimension \( N - 1 \), such that the vector field \( r_i \) is transverse to \( \mathcal{M}_i \) with

\[
\nabla m_i(u) \cdot r_i(u) > 0.
\]

Convex-concave fields can be defined similarly and, for simplicity in the presentation, will not be considered in the present paper.

We are now in a position to consider the initial value problem associated with (1.1), whose simplest version is provided by the so-called Riemann problem, for which the initial data consist of two constant states \( u_l, u_r \in \mathcal{B}(\delta_1) \) initially separated by a single jump discontinuity:

\[
u(0,x) = u_0(x) = \begin{cases} u_l, & x < 0, \\ u_r, & x > 0. \end{cases}
\]

Hayes and LeFloch [14, 15] considered weak solutions to the Riemann problem (in the class of piecewise Lipschitz continuous functions, say) associated with general systems with GNL, LD, or CC fields, and observed that solutions satisfying the single entropy inequality (1.2), are not uniquely determined by their initial data. In order to select a
unique nonclassical solution to the Riemann problem, it is necessary to impose an ad-
ditional selection criterion, called a kinetic relation, which selects, within a two-dimen-
sional wave set, a unique wave curve associated with any state (in $B(\delta_1)$ with $\delta_1 \leq \delta_0$, say). This selection criteria for the CC fields, together with the usual solutions for the GNC and LD fields, yields the nonclassical Riemann solver, as described in [14, 15].

1.3. Main results in this paper

In the present paper, we go beyond Hayes and LeFloch’s construction and we introduce a new nonclassical Riemann solver for systems, referred to as the nonclassical Riemann solver with kinetics and nucleation. We investigate its properties, especially from the point of view of wave interactions. A main result established below is the existence of a large class of splitting-merging solutions containing one or two strong (classical or non-
classical) waves, propagating within a background of weak waves. In short, we will establish the following result: Consider the initial value problem associated with a strictly hyperbolic system (1.1) with GNL, LD, or CC fields. Suppose that the initial data is a perturbation of a large classical wave which splits into a strong nonclassical wave and a strong classical. Then, there exists a globally defined in time solution with finitely many strong waves. The two strong waves can merge and, later on, split due to interactions between themselves or with strong waves. In presence of the nucleation cri-
terion, this splitting-merging phenomena only takes place finitely many times, but can continue forever if the nucleation criterion is removed.

Let us stress that the long-term objective is to establish an existence result for initial data of small total variation with nonclassical shocks. As a step toward this objective, this research has treated in detail small perturbations to a single strong isolated nonclassical shock using LeFloch’s theory of kinetic functions in order to constrain the family of admissible shocks. The main novelties are the new measure of shock strength, extending a previous study of scalar problems [2], and a new weighted interaction potential inspired by earlier works [21, 22]. This work explicitly identifies the relationship between the strength of the nonclassical shocks and of the perturbation, even as the strength of the nonclassical wave vanishes. Finally, it is shown that a nucleation condition provides additional stability to the splitting-merging process, thereby generalizing a result of LeFloch and Shearer for scalar conservation laws [6]. The techniques described here appear to be applicable to the analysis of solutions to problems with general initial data.

An outline of this paper is as follows. In Section 2, we introduce our nonclassical Riemann solver with kinetics and nucleation. Section 3 contains the construction of the splitting-merging functional and presents our generalized wave strength and total variation functionals. Section 4 is devoted to showing that the nucleation condition implies that only finitely many splittings and mergings may occur.

2. Nonclassical Riemann solver with kinetics and nucleation

2.1. Background and notation

Solutions to the Riemann problem are made of shock waves and rarefaction waves, and we will first introduce some basic notation relative to such waves. The results can be found in [15] and in the monograph of LeFloch [1].
A left-hand state $u_-$ being fixed, we consider the Hugoniot set consisting of all right-hand states $u_+$ satisfying, for some $\lambda$, the condition $-\lambda (U(u_+) - U(u_-)) + f(u_+) - f(u_-) = 0$. It is easily checked that there exist $\delta_1 < \delta_0$ and $\epsilon > 0$ such that for each $u_- \in \mathcal{B}(\delta_1)$ the following holds. The Hugoniot set can be decomposed into $N$ curves $\mathcal{H}_j(u_-) = \{v_j(s; u_-) / s \in (-\epsilon, \epsilon)\}$ for $1 \leq j \leq N$ depending smoothly on $s$ and $u_-$, such that

$$v_j(s; u_-) = u_- + s \ r_j(u_-) + \frac{1}{2} \ s^2 \ (Dr_j(u_-) \ r_j)(u_-) + O(s^3) \tag{2.1}$$

and, for the shock speed $\lambda = \tilde{\lambda}_j(s; u_-)$,

$$\tilde{\lambda}_j(s; u_-) = \lambda_j(u_-) + \frac{1}{2} \ s \ (\nabla\lambda_j \cdot r_j)(u_-)$$

$$+ \frac{1}{6} \ s^2 \ ((\nabla(\nabla\lambda_j \cdot r_j) \cdot r_j) + \frac{1}{2} l_i(\nabla\lambda_j \cdot r_j)(u_-)) + O(s^3).$$

These expansions are detailed in [1], but they are based on Taylor series expansions in the neighborhood of $u_-$ similar to what is done in the classical case [23]. Recall that we have assumed a normalization of the eigenvectors $r_j(u)$ for genuinely nonlinear fields for which $\nabla\lambda_j \cdot r_j(u) > 0$ for all $u \in \mathcal{B}(\delta_0)$.

Rarefaction waves are Lipschitz continuous, self-similar solutions of (1.1), determined by integral curves of the vector fields $r_j$. It is easily checked that, for $\delta_1 < \delta_0$ and $\epsilon > 0$, and for all $u_- \in \mathcal{B}(\delta_1)$ the following holds. For each $j \in \{1, \ldots, N\}$ the integral curve $\mathcal{O}_j(u_-) = \{w_j(s; u_-) / s \in (-\epsilon, \epsilon)\}$ depends smoothly upon $u_-$ and $s$ and satisfies

$$w_j(s; u_-) = u_- + s \ r_j(u_-) + \frac{1}{2} \ s^2 \ (Dr_j(u_-) \ r_j)(u_-) + O(s^3) \tag{2.2}$$

and

$$\lambda_j(w_j(s; u_-)) = \lambda_j(u_-) + s \ (\nabla\lambda_j \cdot r_j)(u_-) + \frac{1}{2} \ s^2(\nabla(\nabla\lambda_j \cdot r_j) \cdot r_j)(u_-) + O(s^3).$$

To ensure the uniqueness of the weak solution, we impose the entropy inequality (1.2) associated with a given strictly convex entropy pair $(U, F)$. For a shock wave connecting $u_-$ to $u_+$, the entropy inequality imposes that the rate of entropy dissipation be non-positive, i.e.

$$E(u_-, u_+) := -\lambda \ (U(u_+) - U(u_-)) + F(u_+) - F(u_-) \leq 0. \tag{2.3}$$

Hence, we have a constraint on the sign of the entropy dissipation $\tilde{E}(s; u_-) := E(u_-, v_i(s; u_-))$ along the $j$-Hugoniot curve issuing from $u_-$. In fact, one has

$$\tilde{E}(s; u_-) = \frac{s^3}{12} \left(r_j^T \ D^2 U \ r_j\right)(u_-) \ (\nabla\lambda_j \cdot r_j)(u_-) + O(s^4). \tag{2.4}$$

Recalling Lax shock inequalities

$$\lambda_j(u_-) \geq \lambda \geq \lambda_j(u_+) \tag{2.5}$$

for a shock wave connecting $u_-$ to $u_+$ at the speed $\lambda$, we state the following standard result about genuinely nonlinear fields. Consider the $j$-Hugoniot curve $s \mapsto u_+ = v_j(s; u_-)$ issuing from a state $u_-$ and associated with a genuinely nonlinear family. Then, the shock speed $s \mapsto \lambda_j(s; u_-)$ is an increasing function of $s$, and Lax shock
inequalities are equivalent to imposing the entropy inequality (2.3) and select the part 
$s < 0$ of the Hugoniot curve. Both inequalities above are violated for $s > 0$. The composite 
curve $W_j(u_-) := S_j(u_-) \cup O_j(u_-)$, called the $j$-wave curve issuing from $u_-$, is 
defined as
\[
W_j(u_-) = S_j(u_-) \cup O_j(u_-) =: \{ \psi_j(s; u_-) / s \in (-\epsilon, \epsilon) \},
\]
\[
\psi_j(s; u_-) = \begin{cases} 
  \psi_j(s; u_-), & s \in (-\epsilon, 0], \\
  \psi_j(s; u_-), & s \in [0, \epsilon).
\end{cases}
\]
The mapping $\psi_j : (-\epsilon, \epsilon) \times \mathcal{B}(\delta_1) \to \mathbb{R}^N$ admits continuous derivatives up to second-order and bounded third-order derivatives in $s$ and $u_-$, with
\[
\psi_j(s; u_-) = u_- + s r_j(u_-) + \frac{1}{2} s^2 \langle D r_j \rangle(u_-) + O(s^3).
\]

2.2. Construction based on Lax shock inequalities

We now turn our attention to the characteristic fields $i \in I_3$ that are not globally genuinely nonlinear and such that genuine nonlinearity condition fails at one point along each wave curve. In this case, the Lax shock inequalities (2.5) still single out a unique Riemann solution, but the entropy inequality (2.3) is no longer sufficiently discriminat-
ing in itself (as we will discuss in the following subsection). It is convenient now to use a global parameter defined below.

We now assume that the scalar-valued function $m_i(u) := \nabla \lambda_i(u) \cdot r_i(u)$ does not keep a constant sign and that $\mathcal{M}_i = \{ u \in \mathcal{B}(\delta_0) \mid m_i(u) = 0 \}$ is a smooth embedded sub-
manifold of dimension $N - 1$ such that the vector field $r_i$ is transverse to the manifold $\mathcal{M}_i$ and that

\[
\text{Concave-convex (CC) field : } \nabla m_i(u) \cdot r_i(u) > 0, \quad u \in \mathcal{B}(\delta_0).
\]
The transversality assumption above implies that the wave speed $\lambda_i$ has one critical point (a minimum) along each wave curve, that is, $\nabla \lambda_i(u) \cdot r_i(u) = 0$ if and only if $m_i(u) = 0$. To ensure that $\mathcal{M}_i \cap \mathcal{B}(\delta_1) \neq \emptyset$, and hence that the problem is not reduced to the genuinely nonlinear case, we assume that the origin belongs to $\mathcal{M}_i$, possibly at the cost of an additional translation of $u$.

To parametrize the Hugoniot curves $\mathcal{H}_i(u_-) = \{ v_i(m; u_-) \}$ and integral curves
$\mathcal{O}_i(u_-) = \{ w_i(m; u_-) \}$, we introduce a global parameter $\mu_i(u) \in \mathbb{R}$ which depends smoothly upon $u$ and is strictly monotone along the wave curves, specifically
\[
\nabla \mu_i(u) \cdot r_i(u) \neq 0, \quad u \in \mathcal{B}(\delta_0)
\]
and
\[
\mu_i(u) = 0 \quad \text{if and only if } m_i(u) = 0.
\]
The obvious choice is to set the parameter $\mu_i$ now coincides with the parameter $m_i$, that is,
\[
\mu_i(v_i(m; u_-)) = m, \quad \text{for } m \leq m_i(u_-), \quad \mu_i(w_i(m; u_-)) = m, \quad \text{for } m \geq m_i(u_-).
\] (2.6)
We observe that although the eigenvector $r_i$ associated to the CC family $i$ can be param-
eterized smoothly throughout $\mathcal{B}(\delta_0)$, the sign of $m_i = \nabla \lambda_i \cdot r_i(u)$ changes and hence
the Hugoniot curve \(v_i\) can no longer be parametrized everywhere so that negative \(s\) corresponds to the entropy admissible portion of the curve.

From now on we consider a concave-convex field \(i \in I_3\) and we restrict attention to shocks that satisfy Lax shock inequalities. Let \(u_-\) be a state with \(\mu_i(u_-) > 0\) and we consider the integral and Hugoniot curves.

**Lemma 2.1** (Characteristic speed along the integral curve). The \(i\)-characteristic speed along the integral curve \(m \mapsto \lambda_i(v_i(m; u_-))\) is a strictly convex function of \(m\) which achieves its minimum value at \(m = 0\). In particular, it is decreasing for \(m < 0\) and increasing for \(m > 0\).

The part of the classical wave curve \(W_i^c(u_-)\) associated with rarefaction waves is the part \(m \geq \mu_i(u_-)\) of the integral curve \(\mathcal{O}_i(u_-)\).

**Lemma 2.2** (Characteristic speed and shock speed along the Hugoniot curve). The \(i\)-characteristic speed along the Hugoniot curve \(m \mapsto \lambda_i(v_i(m; u_-))\) is a strictly convex function. On the other hand, the \(i\)-shock speed along the Hugoniot curve

\[
\lambda_i(m; u_-) := \lambda_i(u_-, v_i(m; u_-))
\]

is a strictly convex function, which is either globally increasing or else achieves a minimum value at a point, denoted by \(\mu_i^*(u_-)\). At this critical value, the characteristic speed and the shock speed coincide:

\[
\lambda_i(m; u_-) = \lambda_i(v_i(m; u_-)) \quad \text{at } m = \mu_i^*(u_-)
\]

and, for some smooth function \(e = e(u_-) < 0\),

\[
\partial_m v_i(\mu_i^*(u_-); u_-) = e(u_-) \ r_i(v_i(\mu_i^*(u_-); u_-)).
\]

For definiteness, from now on we assume that the shock speed does admit a minimum value, that is to say that \(v_i(\mu_i^*(u_-), u_-) \in \mathcal{B}(\delta_1)\). The characteristic speed and the shock speed satisfy

\[
\lambda_i(m; u_-) - \lambda_i(v_i(m; u_-)) > 0, \quad m \in (\mu_i^*(u_-), \mu_i(u_-)),
\]

\[
\lambda_i(m; u_-) - \lambda_i(v_i(m; u_-)) < 0, \quad m < \mu_i^*(u_-) \text{ or } m > \mu_i(u_-).
\]

**Proposition 2.3** (Classical wave curves). There exists \(\delta_1 < \delta_0\) and \(\epsilon > 0\) with the following property. For \(i \in I_3\), \(u_- \in \mathcal{B}(\delta_1)\) and \(\mu_i(u_-) > 0\), the \(i\)-wave curve of right-hand states connected to \(u_-\) by a combination of \(i\)-elementary waves satisfying Lax shock inequalities is composed of the following three pieces:

\[
W_i^{nc}(u_-) = \begin{cases}
\mathcal{O}_i(u_-), & \mu_i(u) \geq \mu_i(u_-), \\
\mathcal{H}_i(u_-), & \mu_i^*(u_-) \leq \mu_i(u) \leq \mu_i(u_-), \\
\mathcal{O}_i(u_-), & \mu_i(u) \leq \mu_i^*(u_-).
\end{cases}
\]

where \(u_-^c := v_i(\mu_i^*(u_-); u_-)\). It is continuously differentiable with bounded second-order derivatives in \(m\) and \(u_-\) and satisfies
\[ \psi_i(m; u_-) = u_- + \frac{m - \mu_i(u_-)}{(\nabla \mu_i \cdot r_i)(u_-)} r_i(u_-) + O(m - \mu_i(u_-))^2. \]  

(2.7)

The second-order derivatives of wave curves for non-genuinely nonlinear fields are not continuous, in general.

It is easy to check that the expansion (2.7) still holds for states \( u_- \) satisfying \( \mu_i(u_-) < 0 \) for our extension of \( r_i \) to all of \( \mathcal{B}(\delta_0) \).

### 2.3. Nonclassical wave sets based on a single entropy inequality

This section generalizes Hayes-LeFloch’s construction [14, 15] of a nonclassical Riemann solver based on a kinetic function and presents our new Riemann solver based on, both, kinetics and nucleation.

We now investigate the consequences of a single entropy inequality for the solutions of the Riemann problem. A shock wave is called a nonclassical shock if it satisfies the single entropy inequality (2.3) but not Lax shock inequalities (2.5). It is called a classical shock if both (2.3) and (2.5) hold. Before imposing any entropy condition at this stage, we have that a \( i \)-shock wave connecting a left-hand state \( u_- \) to a right-hand state \( u_+ \) can be:

1. a Lax shock, satisfying \( \lambda_i(u_-) \geq \tilde{\lambda}_i(u_-, u_+) \geq \lambda_i(u_+) \),
2. a slow undercompressive shock: \( \tilde{\lambda}_i(u_-, u_+) \leq \min(\lambda_i(u_-), \lambda_i(u_+)) \),
3. a fast undercompressive shock: \( \lambda_i(u_-, u_+) \geq \max(\lambda_i(u_-), \lambda_i(u_+)) \),
4. or a rarefaction shock: \( \lambda_i(u_-) < \tilde{\lambda}_i(u_-, u_+) < \lambda_i(u_+) \).

Let \( u_- \) be such that \( \mu_i(u_-) > 0 \) and denote by \( \mu_i^{-\tilde{\lambda}}(u_-) \) the point of \( \mathcal{H}_i(u_-) \) such that

\[ \tilde{\lambda}_i(\mu_i^{-\tilde{\lambda}}(u_-); u_-) = \lambda_i(u_-), \quad \mu_i^{-\tilde{\lambda}}(u_-) < \mu_i^\delta(u_-), \]  

(2.8)

whenever such a point exists. We assume that both points \( u_-^\delta := \mu_i^\delta(u_-) \) and \( u_-^{-\tilde{\lambda}} := \mu_i^{-\tilde{\lambda}}(u_-) \) belong to \( \mathcal{B}(\delta_1) \), since otherwise the types of realizable non-classical waves would be so much reduced as to make the analysis uninteresting. Note also that the shock wave connecting \( u_- \) to \( u_-^\delta \) is a right-contact, while the shock connecting \( u_- \) to \( u_-^{-\tilde{\lambda}} \) is a left-contact.

Note also that the function \( \mu_i^\delta \) depends smoothly upon its argument, and

\[ \nabla \mu_i^\delta \cdot r_i \sim -\frac{1}{2} \nabla \mu_i \cdot r_i \]  

near the manifold \( \mathcal{M}_i \),

(2.9)

as established in [1]. In particular, (2.9) implies that \( \mu_i^\delta < 0 \). Let \( u_- \) be given with \( \mu_i(u_-) \geq 0 \) and consider a point \( u_+ \) on the Hugoniot curve \( \mathcal{H}_i(u_-) \), say \( u_+ = v_i(m; u_-) \) with \( m = \mu_i(u_+) \). It can be checked that the shock is

- a rarefaction shock if \( m > \mu_i(u_-) \) or \( m < \mu_i^{-\tilde{\lambda}}(u_-) \),
- a Lax shock if \( m \in \left[ \mu_i^{-\tilde{\lambda}}(u_-), \mu_i(u_-) \right] \),
- an undercompressive shock if \( m \in \left[ \mu_i^{-\tilde{\lambda}}(u_-), \mu_i^\delta(u_-) \right] \).
Lemma 2.4 (Entropy dissipation along the Hugoniot curve).

(i) The entropy dissipation $E(m; u_-) := E(u_-, v_i(m; u_-))$ vanishes at $\mu_i(u_-)$ and at a point

$$\mu^i_{00}(u_-) \in (\mu^-_i(u_-), \mu^+_i(u_-)).$$

The entropy dissipation is decreasing for $m < \mu^+_i(u_-)$, increasing for $m > \mu^-_i(u_-)$, and achieves a negative maximum value at the critical point of the wave speed $\mu^*_i(u_-)$.

(ii) A shock satisfying the entropy inequality (2.3) cannot be a rarefaction shock. A nonclassical shock is undercompressive and satisfies $m \in (\mu^0_i(u_-), \mu^*_i(u_-))$.

(iii) Any shock satisfying Lax shock inequalities also satisfies the entropy inequality (2.3).

We refer to $\mu^0_i$ as the zero-entropy dissipation function associated with the $i$-characteristic field. In view of Lemma 2.4 we can also define the companion function $\mu^\pm_i$ by

$$\mu^\pm_i(u_-) < \mu^-_i(u_-) < \mu^*_i(u_-), \quad \tilde{\lambda}_i(\mu^0_i(u_-); u_-) = \tilde{\lambda}_i(\mu^\pm_i(u_-); u_-).$$

It can be checked by the implicit function theorem that $\mu^0_i$ and $\mu^\pm_i$ are at least as smooth as $f$, $F$ and $U$.

Given $u_-$, we will also denote by $\Phi^\pm_i(u_-)$, $\Phi^\pm_i(u_-)$, and $\Phi^\pm_i(u_-)$ on the shock curve $\mathcal{H}_i(u_-)$ the states with coordinates $\mu^0_i(u_-)$, $\mu^+_i(u_-)$, and $\mu^-_i(u_-)$, respectively. It is a fundamental identity of the theory that the second iterate of the map $\Phi^\pm_i$ is the identity map $id$ [1], that is,

$$\Phi^\pm_i \circ \Phi^\pm_i = id. \quad (2.10)$$

Given a left-handed state $u_-$, the set of all states that can be reached using only $i$-waves is called the nonclassical $i$-wave set issuing from $u_-$ and denoted by $\mathcal{X}_i(u_-)$.

Proposition 2.5 (Nonclassical wave set). In addition to the classical one, the $i$-wave fan may contain a nonclassical $i$-shock connecting $u_-$ to some intermediate state $u_+ \in \mathcal{H}_i(u_-)$ with $\mu_i(u_+) \in [\mu^0_i(u_-), \mu^+_i(u_-)]$ followed by

(a) either a non-attached rarefaction connecting $u_+$ to $u \in \mathcal{O}_i(u_+)$ if $\mu_i(u) < \mu_i(u_+)$,

(b) or by a classical shock connecting $u_+$ to $u \in \mathcal{H}_i(u_+)$ if $\mu_i(u) > \mu_i(u_+)$.

This defines a two-parameter family of right-hand states $u$ which can be reached from $u_-$ by nonclassical solutions.

So far, we have presented only properties that depend only on the conservation law, its entropy, and its kinetic function, but when regularizations of the form (1.3) determine the kinetic function, then one additional constraint might appear. In the case of a linear regularization of a scalar conservation law, like

$$u^\epsilon_t + f(u^\epsilon) = a\epsilon u^\epsilon_{xx} + b\epsilon^2 u^\epsilon_{xxx}, \quad \epsilon \to 0,$$

Theorem 3.3 of Chapter III [1] states that for a given $\alpha = a/\sqrt{b}$ there is a threshold $A(\alpha)$ such that $\Phi^\epsilon_i(u_-) = \Phi^\epsilon_i(u_-)$ for all $0 \leq u_- \leq A(\alpha)$. In other words, non-classical
shocks of arbitrarily small strength cannot occur for these regularizations. We note that not all regularizations impose such constraints, as the work of Bedjaoui and LeFloch has shown [24], but this is generally true for systems of conservation laws. This phenomena has been formalized in Chapter 5 - Section 3 of the monograph [1] but we will not delve further into this constraint because it does not affect our estimates which hold uniformly with respect to the separation \( |\Phi^i_1(u_-) - \Phi^i_2(u_-)| \).

2.4. Kinetic relation and nucleation criterion

The nonclassical wave set \( \mathcal{X}_i(u_-) \) is a two-dimensional manifold within which we will select the nonclassical wave curve \( W^\text{nc}_i(u_-) \). One parameter should be prescribed for each wave family in \( J_s \), and we postulate that for all \( u_- \) a single right-hand state \( u_+ \) can be reached from \( u_- \) across a nonclassical shock.

For each concave-convex family \( i \), a kinetic function for the \( i \)-characteristic field is a Lipschitz continuous mapping \( \mu^i_0 : \mathcal{B}(\delta_1) \to \mathbb{R} \) satisfying

\[
\mu^i_0(u) < \mu^i(u) \leq \mu^i_1(u), \quad \mu_i(u) > 0, \quad \mu^i_1(u) < \mu^i_0(u), \quad \mu_i(u) < 0. \tag{2.11}
\]

We impose the following kinetic relation: for every \( i \)-nonclassical shock the right-hand state \( u_+ \) is determined from the left-hand state \( u_- \) by

\[
u_i = v_i(m^i_-; u_-), \quad m^i_- = \mu^i_0(u_-).
\]  \tag{2.12}

To the kinetic function we shall associate its companion function \( \mu^i \) by

\[
\lambda^i(u_-, u^i_-) = \lambda^i(u_-, u^i_+), \quad u^i_- := v_i(\mu^i_0(u_-); u_-). \tag{2.13}
\]

It can be checked that the map \( \mu^i \) depends Lipschitz continuously upon its argument and

\[
\mu^i(u) \leq \mu^i_1(u) < \mu_i(u) \quad \text{when} \quad \mu_i(u) > 0, \\
\mu_i(u) < \mu^i_1(u) \leq \mu^i_0(u) \quad \text{when} \quad \mu_i(u) < 0. \tag{2.14}
\]

In the present paper, we need one additional map which allows us to select between the classical and the nonclassical construction of the wave fans. We introduce a Lipschitz continuous, nucleation threshold function \( \mu^i_0 \) associated with the kinetic function and satisfying

\[
\mu^i_1(u_-) \leq \mu^i_0(u_-) \leq \mu^i_1(u_-) \quad \text{when} \quad \mu_i(u_0) \geq 0, \\
\mu^i_1(u_-) \leq \mu^i_0(u_+) \leq \mu^i_1(u_-) \quad \text{when} \quad \mu_i(u_-) \leq 0. \tag{2.15}
\]

The nucleation criterion is stated in the following way:

For \( |\mu_i(u_-) - \mu_i(u_+)| < |\mu_i(u_-) - \mu^i_0(u_-)| \), classical \( i \)-shocks are always preferred, whenever they are available.

\[
|\mu_i(u_-) - \mu^i_0(u_-)| \tag{2.16}
\]

When \( \mu^i_0(u_-) = \mu^i_1(u_-) \), then the nucleation criteria is superfluous. However, when \( \mu_i(u_-) \geq 0 \) and \( \mu^i_0(u_-) < \mu^i_1(u_-) \) then this condition implies that as a classical shock
connecting $u_-$ to $u_+$ grows, with $\mu_i^a(u_-) < \mu_i(u_+)$, it will remain classical even though the kinetic criteria would permit a splitting. When $\mu_i(u_+)$ decreases beyond $\mu_i^a(u_-)$, the classical shock will only split into a strong non-classical shock connecting $\mu_i(u_-)$ to $\mu_i(u_+)$ followed by a classical shock connecting $\mu_i^a(u_-)$ to $\mu_i(u_+)$. This is in contrast to the potential interaction and merging of those two waves which will only occur if they approach each other, that is if $\mu_i^a(u_-) \leq \mu_i(u_+)$. This is equivalent to requiring that, in both cases of (2.15), perturbations of $\mu_i(u_+)$, when it is close to $\mu_i^a(u_-)$, only produce non-classical shocks if the perturbations overcome a threshold

$$\eta := \mu_i^a(u_+) - \mu_i(u_+),$$

(2.17)

The Riemann solver with kinetics and nucleation is defined as the solution to the Riemann problem that satisfies the entropy inequality, the kinetic relation, and the nucleation criterion. In other words, a large initial jump always “nucleates” and produces a nonclassical shock wave. This is consistent with observations made in phase transition dynamics, especially in material science where nucleations in austenite-martensite transformations are observed [8].

**Theorem 2.6** (Nonclassical Riemann solver with kinetics and nucleation). Suppose that all fields of the strictly hyperbolic system (1.1) are genuinely nonlinear, linearly degenerate, or concave-convex.

1. Consider a concave-convex field $i \in J_3$ and fix a Lipschitz continuous, kinetic function $\mu_i$ satisfying (2.11). Then, for each $u_- \in \mathcal{B}(\delta_i)$ the kinetic relation (2.12) and the nucleation criterion (2.15) select a unique nonclassical $i$-wave curve $\mathcal{W}_{i}^{mc}(u_-)$ within the nonclassical wave set $\mathcal{X}_i(u_-)$. When $\mu_i(u_-) > 0$ it is composed of the following two connected components:

$$\mathcal{W}_i^{mc}(u_-) = \begin{cases} \mathcal{O}_i(u_-), & \mu_i(u) \geq \mu_i(u_-), \\ \mathcal{H}_i(u_-), & \mu_i^a(u_-) \leq \mu_i(u) \leq \mu_i(u_-), \\ \mathcal{H}_i(u^c_-), & \mu_i^c(u_-) \leq \mu_i(u) < \mu_i^a(u_-), \\ \mathcal{O}_i(u^c_-), & \mu_i(u) \leq \mu_i^c(u_-), \end{cases}$$

where $u^c_- := v_i(\mu_i^a(u_-); u_-)$. The Riemann solution is a single rarefaction shock, or a single classical shock, or a nonclassical shock followed by a classical shock, or finally a nonclassical shock followed by a rarefaction, respectively. Each connected component of $\mathcal{W}_i^{mc}(u_-)$ is a continuous and monotone curve in the parameter $m = \mu_i(u)$. When $\mu_i^a(u_-) = \mu_i^c(u_-)$, it has bounded second-order derivatives for all $m \neq \mu_i^c(u_-)$ and is Lipschitz continuous (at least) at $m = \mu_i^c(u_-)$.

2. For all $u_l$ and $u_r$ in $\mathcal{B}(\delta_i)$ the Riemann problem (1.1) and (1.2) admits a unique solution satisfying a single entropy inequality, the kinetic relation, and the nucleation criterion, which is determined by the intersection of the classical wave curves $\mathcal{W}_i$ for genuinely nonlinear fields and the nonclassical wave curves $\mathcal{W}_i^{mc}$ for concave-convex fields $i$. The solution is a self-similar solution made of $N + 1$ constant states

$$u_l = u^0, \quad u^1, \ldots, \quad u^N = u_r$$

separated by $j$ wave fans. The intermediate constant states satisfy
\[ u' \in \mathcal{W}_j(u'^{-1}), \quad u' = \psi_j(m_j; u'^{-1}), \]

with \( m_j := \mu_j(u'^{-1}) \), and are connected with combination of classical or nonclassical waves.

We recover the classical wave curve \( \mathcal{W}_i^c(u_-) \) with the trivial choice \( \mu_i^c \equiv \mu_i^n \equiv \mu_i^* \). Observe that, contrary to the scalar case, the curve \( \mathcal{H}_i(u_-) \) is continued up to the value \( \mu_i^*(u_-) \), since the intersection with a wave curve from another family (which enters in the construction of the Riemann solution) may generate a point \( u \) which has \( \mu_i^c(u) > \mu_i^n(u_-) \), while the intersection of the classical curve \( \mathcal{H}_i(u_-) \) (with \( \mu_i^c(u_-) \leq \mu_i(u) \leq \mu_i(u_-) \)) is empty.

It is natural to ask about the physical relevance of the proposed hyperbolic theory with kinetics and nucleation. It is expected that the nucleation criterion is required when instabilities (one-wave/two-wave patterns) are observed numerically or in regularization involving competition between viscosity, capillarity, or relaxation effects. It is conceivable that the nucleation function (as is the case for the kinetic relation) could be determined numerically within a range where both classical and nonclassical behaviors co-exist. Applications could be sought in the fields of phase transition dynamics, thin film dynamics, and Camassa-Holm–type models.

3. Splitting-merging patterns with kinetics and nucleation

3.1. Objectives and notation

When the nucleation threshold is chosen to coincide with the critical value determined by the kinetic mapping, the nonclassical Riemann solution constructed in the previous section depends continuously in the \( L^1 \) norm upon its initial data, but not so in a pointwise sense. Observe that, along a nonclassical wave curve, the speeds of the (rarefaction or shock) waves change continuously since

\[
\lim_{m \to \mu_j^+} \lambda_j(v_j(m, u_-)) = \lim_{m \to \mu_j^-} \lambda_j(v_j(m, u_-^b)),
\]

and

\[
\lim_{m \to \mu_j^-} \lambda_j(w_j(m, u_-^b)) = \lim_{m \to \mu_j^+} \lambda_j(v_j(m, u_-^b)).
\]

However, at \( \mu_j^*(u_-) \), one has to compare the shock speed of the nonclassical shock with the shock speeds of the nonclassical and classical shocks. The wave speeds (only) are continuous but the total variation of the nonclassical Riemann solution is not a continuous function of its end points. This lack of continuity makes it delicate to control the strengths of waves at interactions. This motivates the study made in the present section which covers general nucleation thresholds, including the "trivial" choice.

We consider three distinct states \( u_s, u_s^e, \) and \( u_s^s \) associated with a given wave family (say \( i \in J_3 \)), so that \( u_s \) can be connected to \( u_s^e \) by a classical shock (denoted by \( C_s^i \)), \( u_s \) can be connected to \( u_s^s \) by a nonclassical shock (denoted by \( N_s \)), and \( u_s^e \) can be connected to \( u_s^s \) by a classical shock (denoted by \( C_s^i \)); moreover, we assume that all three speeds coincide, that is,
\[ \tilde{\lambda}_i(u_\ast, u_\ast^2) = \tilde{\lambda}_i(u_\ast^2, u_\ast^1) = \tilde{\lambda}_i(u_\ast^1, u_\ast^2) =: \tilde{\lambda}_\ast. \]  

(3.1)

Such a structure is directly determined by the kinetic relation that was prescribed in Section 2.

**Definition 3.1.** The triplet \((u_\ast, u_\ast^2, u_\ast^1)\) satisfying the condition above is called a classical–nonclassical three state pattern.

The nonclassical shock is stable by perturbation in the phase space, in the sense that for every \(u\) in a sufficiently small neighborhood of \(u_\ast\) there exists a state \(u' \in \mathcal{H}_i(u)\) which lies in a small neighborhood of \(u_\ast\) and still satisfies the kinetic relation. The classical shock connecting \(u_\ast\) to \(u_\ast^2\) is also stable in the same manner. However, the classical shock connecting \(u_\ast\) to \(u_\ast^1\) is not a stable structure when its end points are perturbed. Actually, depending upon the size of the perturbation the shock connecting \(u_\ast\) to \(u_\ast^1\) may either keep its structure, or else transform into a perturbation \(N_{\#}\) of the nonclassical shock \(N_i\), plus a perturbation \(C_{\#}\) of the classical shock \(C_i\). When the nucleation condition (2.15) is present, then the instability of the classical shock connecting \(u_\ast\) to \(u_\ast^1\) requires the perturbation to be strong enough to overcome the difference \(\mu_i^\ast(u_\ast) - \mu_i^\ast(u_\ast)\). In general, we will write \(u_{\\#}\) to denote the state \(\psi_i(\mu_i^\ast(u_\ast); u_\ast)\), which will coincide with \(u_{\\#}\) when nucleation is absent.

Following LeFloch and Shearer [6], we are interested here in the effect of adding a perturbation to this double wave structure and establishing a global–in–time stability result, when the perturbation has sufficiently small total variation. Indeed, we are going to establish the existence of a large class of solutions undergoing repeated splitting and merging, whose global structure at each time consists of a single shock or a double-shock structure plus weak waves. As was the case for scalar conservation laws, we will see that the splitting/merging feature can take place infinitely many times when the nucleation function coincides with the kinetic function but only finitely many times when a non-trivial nucleation criterion is selected. The analysis for systems is much more involved, since now interactions between different wave families may take place and even interactions between waves of the same family may contribute to increase the wave strengths.

The analysis of hyperbolic systems of conservation laws, since the work of Glimm [25], proceeds by constructing an approximation within a simple class of solutions in which all waves, in particular rarefactions, are localized to a point. Following the new standard Ansatz of front-tracking approximations [26, 27], it suffices to construct piecewise constant approximations \(u_h\) in space with a finite number of discontinuities which depend on a small parameter \(h\), and for which the initial data \(u_0\) converge in the TV norm in space and in \(L^1(\mathbb{R})\) to the initial data as \(h\) converges to zero. The main argument is then to show that the sequence of approximations satisfy the hypothesis of Helley’s theorem. For these reasons, the analysis in the rest of the paper will suppose the solution, denoted \(u_h = u_h(t, x)\), is in fact a front-tracking approximation, i.e. a piecewise constant approximation with discontinuities connecting states along waves, all up to a small error in \(L^\infty(\text{TV}) \cap L^1(\mathbb{R} \times [0, T])\). Usually, the dependence \(h\) will be implicit and the front-tracking approximation will simply be denoted by \(u\).
The front-tracking approximation \( u \) we construct is associated with piecewise constant initial data. Given the state \( u_* \) consider initial data \( u(x,0) = u_0(x) \) having the following specific structure:

\[
  u_0(x) = \bar{u}_0(x) + v_0(x),
\]

where

\[
  \bar{u}_0(x) := \begin{cases} 
    u_*, & x < 0, \\
    u_*, & x > 0.
  \end{cases}
\]

We assume that the small perturbation \( v_0 \) is piecewise constant, formed of a collection of discontinuities \( \gamma \in \mathcal{D}_0 \) located at \( x_\gamma \), and of small total variation:

\[
  \epsilon_0 > TV(v_0) := \sum_{\gamma \in \mathcal{D}_0} |v_0(x_\gamma^+) - v_0(x_\gamma^-)|.
\]

The total variation above uses the euclidean distance between the states in phase-space to measure the strength of the discontinuity. In order to distinguish the strength of the initial perturbation from the strength of the initial strong wave in the \( i \)-th family, we assume that \( v_0(0) = 0 \). The strength of the strong unperturbed shock \( |u^n_* - u_*| \) provides a first length scale, the total variation of the perturbation \( \epsilon_0 \) provides a second, but weaker, length scale, and the nucleation criteria provides the third and final length scale \( \eta_i \) defined in (2.17), which we also assume to be the smallest of all three scales. Note that \( \bar{u}_0 \) is a single step function which admits two distinct Riemann solutions \( \bar{u} = \bar{u}(t,x) \) made of admissible waves.

For instance, if the perturbation \( v_0 \) is simply chosen to be a single step function having a jump discontinuity located at \( x = 0 \) and connecting \( 0 \) (say) to \( v^+_0 \), then one just need to solve a Riemann problem with left-hand state \( u_* \) and right-hand state \( u^n_* + v^+_0 \).

In view of the properties of the nonclassical Riemann solver (Section 2), we can find a cone \( \mathcal{A} \) centered at the point \( u^n_* \) such that:

- If \( \mu_i(u^n_* + v^+_0) > \mu_i(u^n_*) \) and \( u^n_* + v^+_0 \in \mathcal{A} \) then the Riemann solution contains a single strong shock \( C^1 \) plus weak waves in all families.
- If \( \mu_i(u^n_* + v^+_0) < \mu_i(u^n_*) \) and \( u^n_* + v^+_0 \in \mathcal{A} \) the Riemann solution contains a strong nonclassical shock \( N^1 \) plus a faster strong classical shock \( C^1 \) plus weak waves in other families \( j \neq i \).
- When \( u^n_* + v^+_0 \notin \mathcal{A} \) either one of the above behaviors may be observed.

### 3.2. Generalized wave strength and interaction patterns

Waves will be measured by a generalized strength which extends the earlier definitions for scalar equations [1, 2, 5]. For genuinely nonlinear and linearly degenerate families, say indexed \( j \in J_1 \cup J_2 \), the strength of a simple wave connecting \( u_- \) on the left to \( u_+ \) on the right will be given by the classical definition

\[
  \sigma(u_-, u_+) = \mu_j(u_+) - \mu_j(u_-).
\]

For every concave-convex family indexed \( i \in J_3 \), we propose here to use the zero–dissipation map \( \Phi_{\mu_0}^i \) and identify any state in the \( \mu_i < 0 \) region to a state in the \( \mu_i > 0 \) region. Precisely, we introduce the map
\[ \Phi_{i\delta}^p(u) = \begin{cases} 
\mu_i(u) & \text{if } \mu_i(u) > 0, \\
\Phi_{i\delta}^p(u) & \text{if } \mu_i(u) < 0. 
\end{cases} \]

Afterwards, distances between states will always be measured after mapping them to the same side of the manifold \( M_i \).

**Definition 3.2.** The signed strength of a wave joining states \( u_- \) and \( u_+ \) in a concave-convex family indexed \( i \) is measured by

\[ \sigma(u_-, u_+) = \mu_i(\Phi_{i\delta}^p(u_+)) - \mu_i(\Phi_{i\delta}^p(u_-)). \] (3.5)

In other words, we have

\[
\sigma(u_-, u_+) = \begin{cases} 
\mu_i(u_+) - \mu_i(u_-) & \text{if } \mu_i(u_-), \mu_i(u_+) > 0, \\
\mu_i(\Phi_{i\delta}^p(u_+)) - \mu_i(u_-) & \text{if } \mu_i(u_+) \leq 0 < \mu_i(u_-), \\
\mu_i(u_+) - \mu_i(\Phi_{i\delta}^p(u_-)) & \text{if } \mu_i(u_-) \leq 0 < \mu_i(u_+), \\
\mu_i(\Phi_{i\delta}^p(u_+)) - \mu_i(\Phi_{i\delta}^p(u_-)) & \text{if } \mu_i(u_-), \mu_i(u_+) \leq 0.
\end{cases}
\]

This definition will be used for both strong and weak waves of the \( i \)-th family, that is the concave-convex family. In particular, for weak waves of the \( i \)-th family only the first and last cases above apply. Finally, we observe that the weak rarefactions and weak shocks have strengths that are respectively positive and negative.

We can now summarize our assumptions on the kinetic map \( \Phi_i^p \) for each concave-convex characteristic field, as follows:

**H1** \( \Phi_i^p(u) \in \mathcal{W}_i^{\alpha\gamma}(u) \) for all \( u \in \mathcal{B}(\delta_1) \). Throughout, we always assume that \( \delta_1 \leq \delta_0 \) is small enough so that, for all \( u \in \mathcal{B}(\delta_1) \), the two states \( \Phi_i^p(u) \) and \( \Phi_i^p(u) \) are well-defined (and, of course, belong to \( \mathcal{B}(\delta_0) \)).

**H2** \( \Phi_i^p : \mathcal{B}(\delta_1) \rightarrow \mathbb{R}^n \) is Lipschitz continuous and one-to-one on its image.

**H3** The restriction of \( \Phi_i^p \) to the hypersurface \( M_i \) is the identity map, and the function \( s \mapsto \mu_i(\Phi_i^p(\psi_i(u;s))) \) is monotone decreasing for all \( u \in \mathcal{B}(\delta_1) \), provided \( s \) satisfies \( \psi_i(u;s) \in \mathcal{B}(\delta_1) \).

**H4** There exists a constant \( C_{\delta} \in (0, 1) \) such that \( |\mu_i(\Phi_{i\delta}^p \circ \Phi_i^p(u))| \leq C_{\delta} |\mu_i(u)| \) for all \( u \in \mathcal{B}(\delta_1) \).

The property (H4) was expressed in a form that will be convenient for later analysis, but it should be pointed out that it is equivalent, because of property (2.10), to the strict and uniform contractivity of \( \Phi_i^p \circ \Phi_i^p \).

**Lemma 3.3.** Under the conditions (H1)–(H4), the generalized shock strength satisfies the following properties:

- When the nucleation map \( \Phi_i^\eta \) coincides with the map \( \Phi_i^p \) determined by the kinetic map, the generalized wave strength is continuous (up to perturbation due to weak waves) when the two strong waves combine together or when a classical shock splits.
- The generalized wave strength is equivalent to the standard wave strength.
Proof. Consider the states \((u_-, u^i_+), (u^i_-, u^i_+)\) forming a classical-non-classical three state wave pattern. For an arbitrarily small perturbation, the classical shock connecting \(u_-\) to \(u^i_+\) can be split into a non-classical shock between \(u_-\) and \(u^i_+\) followed by a classical shock connecting \(u^i_+\) to \(u^i_-\). Using the definition of wave strength, we verify

\[
\sigma(u_-, u^i_+) = \mu_i(\Phi^i_{-0} \circ \Phi^i_{-1}(u_-)) - \mu_i(u_-)
\]

\[
= \mu_i(\Phi^i_{-0} \circ \Phi^i_{-1}(u_-)) - \mu_i(\Phi^i_{-0} \circ \Phi^i_{-1}(u_-)) + \mu_i(\Phi^i_{-0} \circ \Phi^i_{-1}(u_-)) - \mu_i(u_-)
\]

\[
= \sigma(u_-, u^i_+) + \sigma(u^i_+, u^i_-),
\]

which establishes the continuity property.

To prove the equivalence, we must show that there exists strictly positive constants \(c\) and \(C\) such that for every \(j\)-wave connecting two states \(u_-, u_+\), then

\[
c|\mu_j(u_+) - \mu_j(u_-)| \leq |\sigma(u_-, u_+)| \leq C|\mu_j(u_+) - \mu_j(u_-)|.
\]

If \(j \neq i\), that is if the wave does not belong to the same concave-convex family of the strong shock, then the definition of wave strength is the same as usual and there is nothing to show. Consider therefore the case with \(j = i\) with \(u_+ \in \mathcal{W}^W_{i0}(u_-)\). If both \(\mu_i(u_-)\) and \(\mu_i(u_+)\) are positive, then \(|\sigma(u_-, u_+)| = |\mu_i(u_+) - \mu_i(u_-)|\) is the usual definition. If both \(\mu_i(u_-)\) and \(\mu_i(u_+)\) are negative, then because \(\Phi^i_{-0}\) is Lipschitz and one-to-one there exists \(c\) and \(C\) such that

\[
c|\mu_i(u_+) - \mu_i(u_-)| \leq |\sigma(u_-, u_+)| = |\mu_i(\Phi^i_{-0}(u_+)) - \mu_i(\Phi^i_{-0}(u_-))| \leq C|\mu_i(u_+) - \mu_i(u_-)|.
\]

Consider now the last case with \(\mu_i(u_-) > 0 > \mu_i(u_+).\) First of all, the upper bound obviously holds \(|\sigma(u_-, u_+)| < |\mu_i(u_+) - \mu_i(u_-)|\). To derive the lower bound, we observe that for a single wave, \(\mu_i(u_+) > \mu_i(\Phi^i_{-0}(u_-))\). Given that \(\mu_i(\Phi^i_{-0}(\psi_i(u_-; m)))\) is monotone decreasing, clearly

\[
|\sigma(u_-, u_+)| = |\mu_i(\Phi^i_{-0}(u_+)) - \mu_i(u_-)|
\]

\[
\geq |\mu_i(\Phi^i_{-0} \circ \Phi^i_{-1}(u_-)) - \mu_i(u_-)| \geq (1 - C^i)|\mu_i(u_-)|.
\]

The Lipschitz continuity of \(\Phi^i_{-0}\) and the invariance of \(\mathfrak{M}_i\) under \(\Phi^i_{-0}\) implies that there exists a constant \(B^i\) such that

\[
|\mu_i(\Phi^i_{-0}(u_-))| \leq B^i|\mu_i(u_-)|.
\]

Continuing from our earlier lower bound, we find

\[
|\sigma(u_-, u_+)| \geq \frac{1 - C^i}{1 + B^i} (1 + B^i)|\mu_i(u_-)|
\]

\[
\geq \frac{1 - C^i}{1 + B^i} (|\mu_i(u_-)| + |\mu_i(\Phi^i_{-0}(u_-))|) \geq \frac{1 - C^i}{1 + B^i} |\mu_i(u_+) - \mu_i(u_-)|.
\]

This completes the proof of the equivalence.

We are now in a position to state our main result.

**Definition 3.4.** A splitting–merging pattern is a nonclassical entropy solution to (1.1) which contains at most two strong waves located at \(y = y(t) \leq z = z(t)\) separated by weak classical waves, so that at each time the solution contains either (i) only a single
strong classical shock, or (ii) a strong nonclassical shock followed by a strong classical shock.

**Theorem 3.5** (Nonlinear stability of splitting–merging patterns). *Given any strictly hyperbolic system* (1.1) *with genuinely nonlinear, linearly degenerate, or concave-convex characteristic families, consider a kinetic mapping* $\Phi_i^j$ *associated with a concave-convex family (indexed by i), uniformly satisfying the conditions (H1)–(H4). Then, any three wave pattern $(u_0, \Phi_i^j(u_0), \Phi_i^j(u_0))$ *is globally-in-time nonlinearly stable, that is, for every perturbation with sufficiently small total variation there exists a global-in-time solution* $u = u(t,x)$ *to (1.1) which is a splitting–merging pattern satisfying the initial condition (3.2).*

The theorem above is formulated as a standard existence result for a class of solutions but the next theorem provides a summary of the parameter dependence established by the construction.

**Theorem 3.6** (Nonlinear stability of splitting–merging patterns with arbitrarily small strength). *Given any strictly hyperbolic system* (1.1) *with genuinely nonlinear, linearly degenerate, or concave-convex characteristic families, there exist positive constants $\kappa_\epsilon$ and $\delta_\epsilon < \delta_0$ *depending only upon the flux function and the constant $C_\delta$ arising in* (H4) *so that the following property holds: for every family of kinetic mappings $\Phi_i^j$ associated with concave-convex families (indexed by i), provided they satisfy the conditions (H1)–(H4), any three wave pattern $(u_0, \Phi_i^j(u_0), \Phi_i^j(u_0)) \in B(\delta_\epsilon)$ *is globally-in-time nonlinearly stable, that is, for every perturbation with total variation $\epsilon_0 < \kappa_\epsilon |C_\delta|$ *there exists a global–in–time solution* $u = u(t,x)$ *to (1.1) which is a splitting–merging pattern satisfying the initial condition (3.2).*

The second theorem anticipates further research on conservation laws with many non-classical shocks. It states that the parameter dependence is uniform as long as the strength of the perturbation is bounded by a constant fraction of the strength of the strong shock $C_\delta$ originating the splitting-merging cycle. Furthermore, the reader should be warned that for most kinetic functions produced by regularizations, there exists a threshold on $\epsilon_0$ beyond which non-classical shocks can no longer appear. The theorem therefore implicitly states that the existence is independent of the separation $|\Phi_i^j(u_-) - \Phi_i^j(u_-)|$; see Section 2.3.

### 3.3. Interaction estimates

The purpose of this section is to introduce a functional $W$ that measures the total variation of the weak waves and provides estimates for its variation during the interactions which occur in splitting-merging solutions. This will require an extension of Glimm’s interaction estimates [23, 25, 28] to the interactions involving non-classical waves.

We begin with our construction of a functional equivalent to the total variation of the weak waves and depending on parameters whose values will be determined in Section 3.5. Henceforth, it will be convenient to use the symbols $N^1_\pm, C^1, C^1$ to denote
respectively, the non-classical wave, its classical wave partner connecting increasing states, and the classical wave present when the non-classical wave is absent. We define \( y^h(t) \) to be the position of either crossing wave, \( C^\perp_\pm \) or \( N^\perp_\pm \), in the front-tracking approximations and, when \( C^\perp \) is present, we define \( z^h(t) \) to be the position of \( C^\perp \). When \( C^\perp \) doesn’t appear, we assume \( z^h = y^h \).

The shock positions allow us to define three functionals, each associated to specific families of waves,

\[
V_{L,k}(t) = \sum_{k\text{-waves } x<y^h(t)} |\sigma_{k,x}|, \quad V_{M,k}(t) = \sum_{k\text{-waves } y^h(t)<x<z^h(t)} |\sigma_{k,x}|, \quad V_{R,k}(t) = \sum_{k\text{-waves } z^h(t)<x} |\sigma_{k,x}|.
\]

In practice, a linear combination of these measures of variation will be used. Assuming the strong waves belong to the \( i \)-th family of waves, then we introduce the positive constants \( k_L, k_M, k_R, k^<_L, k^>_M \) and \( k^<_R \), and the functionals

\[
V_L(t) = k_L V_{L,i}(t) + k^<_L \sum_{j<i} V_{L,j}(t) + k^>_L \sum_{j>i} V_{L,j}(t),
\]

\[
V_M(t) = k_M V_{M,i}(t) + k^<_M \sum_{j<i} V_{M,j}(t) + k^>_M \sum_{j>i} V_{M,j}(t),
\]

\[
V_R(t) = k_R V_{R,i}(t) + k^<_R \sum_{j<i} V_{R,j}(t) + k^>_R \sum_{j>i} V_{R,j}(t),
\]

\[
W(t) = V_L(t) + V_R(t) + V_M(t).
\]

For convenience, we will also be writing \(|z| := |\sigma(z)|\) and

\[
\text{sign}(z) = \begin{cases} 
-1, & z \text{ is a shock,} \\
+1, & \text{otherwise,}
\end{cases}
\]

The resulting functional \( W \) depends on 9 parameters which will be determined in Section 3.5 by the constraint that \( W \) must be decreasing during each interaction. On the other hand, the choice of these specific parameters, and even their values, is guided by the straightforward principle that weak waves crossing \( N^\perp_\pm, C^\perp \) or \( C^\perp \) should decrease in value. Taking for example the weak waves of families \( j \succ i \), strict hyperbolicity implies that they must travel faster than the waves of the \( i \)-th family and thus cross \( N^\perp_\pm \) and \( C^\perp \) (or just \( C^\perp \)). By setting \( k^>_L > k^>_M > k^<_R \) and assuming that the strength of the weak waves remains constant, then \( W \) would decrease during those interactions. Similarly, for weak waves \( j \prec i \), we would expect that \( k^<_L < k^<_M < k^>_L \) implies that \( W \) decreases. These are just some of the conditions that one would expect are necessary to make \( W \) decrease, although the precise weights are impossible to predict at this moment. The analysis will lead to conditions on the weights (W1)-(W3) and (Q1) described in Section 3.5.

We start by listing all possible wave interactions which may occur within a splitting-merging solution. All possible interactions in the systems case are, up to the generation of weak waves in families \( i \neq j \), a subset of those which may be found in the scalar case and described in LeFloch’s monograph [1]. Following the notation introduced there, let \( C \) and \( N \) denote respectively classical and nonclassical waves. Outgoing waves will be distinguished by a prime superscript, such as \( C^\prime \), and if waves connect states \( u_- > u_+ \)
(\(u_- < u_+\)) then we will write \(C^i (C^j)\) depending on the type of wave. Sometimes, we may also include a subscript ± (\(\mp\)) to indicate more precisely that a wave \(C_\pm (C_\mp)\) connects \(u_- > 0 > u_+ (u_- < 0 < u_+)\). Finally, lowercase greek letters, like \(\alpha_i\) and \(\beta_j\), will denote weak waves in respectively the \(i\)-th and \(j\)-th family. Using the notation above, interactions involving two \(i\)-waves are the following (Figure 1).

**Case 1.** Splitting of a strong wave: \(C^i \to NC^i\) or \(\alpha_i C^i \to NC^i\).

**Case 2.** Merging of two strong waves: \(NC^i \to C^i\).

**Case 3.** Perturbation of a strong classical wave: \(\alpha_i C \to C\) or \(\alpha_i C \to C\) with \(C = C^i_+, C^i\).

**Case 4.** Perturbation of a strong nonclassical wave: \(\alpha_i N \to N \alpha_i\).

**Case 5.** Secondly, interactions may involve a strong \(i\)-wave and a weak wave of another family \(i \neq j\):

**Case 6.** Splitting of a strong wave: \(C^i \beta_j \to NC^i\) or \(\beta_j C^i \to NC^i\).

**Case 7.** Perturbation of a strong nonclassical wave: \(N \beta_j \to N \beta_j\).

**Case 8.** Perturbation of a strong classical wave: \(C \beta_j \to \beta_j C\) or \(\beta_j C \to C \beta_j\) with \(C = C^i_+, C^i\).

That these are the only possible interactions within a splitting-merging solution is clear for very short times but will only hold at all times when we show that the strengths of the weak waves remain small.

**Figure 1.** Illustration in \(x - t\) space of the trajectories of strong and weak waves involved in the 7 types of interactions that can occur during a splitting-merging cycle. Dashed lines represent trajectories of waves from families \(j \neq i\) while full lines represent the trajectories of waves of the concave-convex family.

COMMUNICATIONS IN PARTIAL DIFFERENTIAL EQUATIONS
We now introduce an extension of Glimm's interaction estimates to the interactions given above not previously covered by interactions between classical waves. Informally, these estimates show that up to a quadratic error, the strengths of the outgoing waves are the sum of the strengths of the incoming waves. Classically, if \( \alpha = (\alpha_1, \ldots, \alpha_N)^T \in \mathbb{R}^N \) is the vector of the signed strengths of the \( N \) waves connecting \( u^\ell \) to \( u^m \) according to the Riemann problem, then it means that there are \( N - 1 \) intermediate states connecting \( u^\ell \) to \( u^m \) defined by

\[
\tilde{u}_1 = \psi_1(\alpha_1; u^\ell), \\
\tilde{u}_2 = \psi_2(\alpha_2; \tilde{u}_1), \\
\vdots \\
u_m = \psi_N(\alpha_N; \tilde{u}_{N-1}).
\]

Hence, if \( \alpha \in \mathbb{R}^N \) describes the solution to the Riemann problem connecting \( u^\ell \) to \( u^m \) and \( \beta \in \mathbb{R}^n \) does the same between \( u^m \) and \( u^r \), then the solution \( \gamma \) to the Riemann problem connecting \( u^\ell \) to \( u^r \) satisfies

\[
\gamma = \alpha + \beta + \text{(quadratic)}.
\]

Unfortunately, it is not trivial to extend the previous estimate to simple waves from a concave-convex family \( i \) connecting \( u^- \) and \( u^+ \) because the map \( \psi_i \) does not satisfy

\[
u_+ = \psi_i(\sigma(u_-; u^+); u^-),
\]

for \( \sigma \) defined by (3.5). Hence, care will be needed when discussing the parametrization of the wave curves. Before proceeding, recall that two simple waves \( \alpha \) and \( \beta \), with \( \alpha \) to the left of \( \beta \) and belonging respectively to families \( k \) and \( \ell \), are said to be approaching if \( k > \ell \) or if \( k = \ell \) but at least one of the waves is a shock.

**Theorem 3.7** (Glimm’s interaction estimates for a nonclassical Riemann solver). Consider any strictly hyperbolic system (1.1) with genuinely nonlinear, linearly degenerate, or concave-convex characteristic families, and assume there exists a kinetic mapping \( \Phi_i \) associated with a concave-convex family (indexed by \( i \)), uniformly satisfying the conditions (H1)–(H4). Then there exists a sufficiently small \( \delta_1 \) such that for any states \( u^\ell, u^m, u^r \in \mathcal{B}(\delta_1) \), connecting simple waves \( \alpha, \beta \in \mathbb{R}^N \) and interacting according to Case 1–Case 7, or connecting only only weak waves, we have the estimates

\[
\gamma = \alpha + \beta + O\left( \sum_{\alpha, \beta \text{ approaching}} |\alpha_k| \cdot |\beta_\ell| \right),
\]

where \( \gamma \) is the vector of signed strengths for the waves in the solution to the Riemann problem for the consecutive states \( u^\ell \) and \( u^r \).

**Proof.** The literature contains a few proofs of this result for interactions between classical waves [23, 25, 28]; here we will adapt the proof given in Smoller [23]. The proof proceeds in two steps. The first one is to demonstrate the simpler quadratic estimate

\[
\gamma = \alpha + \beta + O\left( ||\alpha||^2 + ||\beta||^2 \right).
\]
In a second step, one uses the additivity of simple rarefaction waves to demonstrate inductively that the more accurate estimate holds. A careful analysis of the second part shows that the argument also applies to nonclassical waves if the weaker estimate (3.7) still holds. Our objective will therefore be to demonstrate the weaker estimate for the new interactions present in a splitting-merging pattern. There are in fact five new interactions that need to be discussed, from among the interactions listed previously, but the cases 1 and 4 are similar to the cases 5 and 6 respectively. Furthermore, Case 3 and Case 7 are entirely classical and easy to treat, despite the failure of (3.6). For the sake of brevity, we will therefore only treat Case 1, 2 and 4.

**Case 1.** \((C^\perp_{\pm} \varnothing_i \to N' C^{1'}\) or \(z_i C^\perp_{\pm} \to N' C^{1'}\)). We consider the first interaction where \(C^\perp_{\pm}\) is connecting states \(u_\ell\) and \(u_m\) while \(\varnothing_i\) connects \(u_m\) and \(u_r\). For convenience, we will write \(\delta_C = \mu_i(u_m) - \mu_i(u_\ell)\) and \(\delta_z = \mu_i(u_r) - \mu_i(u_m)\). Using the expansion (2.7), we find

\[
\begin{align*}
    u_m &= u_\ell + \frac{\delta_C}{(\nabla \mu_i \cdot r_i)(u_\ell)} r_i(u_\ell) + O(\delta_C^2), \\
    u_r &= u_m + \frac{\delta_z}{(\nabla \mu_i \cdot r_i)(u_m)} r_i(u_m) + O(\delta_z^2).
\end{align*}
\]

(3.8a) (3.8b)

Substituting the first expansion for \(u_m\) into the second, and accounting for the dependence on \(u_m\) in the second expansion, we find

\[
\begin{align*}
    u_r &= u_\ell + \frac{\delta_C}{(\nabla \mu_i \cdot r_i)(u_\ell)} r_i(u_\ell) + \frac{\delta_z}{(\nabla \mu_i \cdot r_i)(u_m)} r_i(u_m) + O(\delta_C^2 + \delta_z^2) \\
    &= u_\ell + \frac{\delta_C + \delta_z}{(\nabla \mu_i \cdot r_i)(u_\ell)} r_i(u_\ell) + O(||\delta_C| + ||\delta_z||^2).
\end{align*}
\]

(3.9)

This expansion used the following two simple identities

\[
\frac{1}{(\nabla \mu_i \cdot r_i)(u_m)} = \frac{1}{(\nabla \mu_i \cdot r_i)(u_\ell)} + O(||\delta_C||), \quad r_i(u_m) = r_i(u_\ell) + O(||\delta_C||).
\]

The solution to the Riemann problem is described by the vector \(\gamma\) of signed strengths of the waves, leading to the expansion

\[
u_r = u_\ell + \sum_k \gamma_k r_k(u_\ell) + O(||\gamma||^2).
\]

(3.10)

Because a Taylor’s expansion with respect to small parameters is unique, we have that

\[
\gamma_k = O(||\delta_C| + ||\delta_z||^2) \quad \text{for} \ k \neq i; \quad \gamma_i = \frac{\delta_C + \delta_z}{(\nabla \mu_i \cdot r_i)(u_\ell)} + O(||\delta_C| + ||\delta_z||^2).
\]

If \(u'_\ell\) and \(u'_r\) are the states connected by the \(i\)-th wave in the Riemann problem, then

\[
|u_\ell - u'_\ell| = O(||\delta_C| + ||\delta_z||^2), \quad |u_r - u'_r| = O(||\delta_C| + ||\delta_z||^2).
\]

The Riemann solver of Proposition 2.6 tells us the outgoing waves of the \(i\)-th family are a nonclassical shock \(N'\) followed by a classical shock \(C^{1'}\). To check additivity, we compute
\[
\sigma(N_{\pm}^I) + \sigma(C^I) = \mu_i(\Phi_{i0}^\delta \circ \Phi_i^\nu(u'_\ell)) - \mu_i(u'_\ell) + \mu_i(\Phi_{i0}^\delta(u'_r)) - \mu_i(\Phi_{i0}^\delta \circ \Phi_i^\nu(u'_r)) \\
= \mu_i(\Phi_{i0}^\delta(u'_\ell)) - \mu_i(u'_\ell) + \mathcal{O}(\|\delta_N + |\delta_c|^2\|) \\
= \mu_i(\Phi_{i0}^\delta(u_m)) - \mu_i(u_m) + \mu_i(\Phi_{i0}^\delta(u_r)) - \mu_i(\Phi_{i0}^\delta(u_m)) + \mathcal{O}(\|\delta_N + |\delta_c|^2\|) \\
= \sigma(C^I_{\pm}) + \sigma(\chi_i) + \mathcal{O}(\|\delta_N + |\delta_c|^2\|).
\]

**Case 2.** \((N_{\pm}^I C^I \rightarrow C^I_{\pm})\). We consider a nonclassical wave \(N_{\pm}^I\), separated by states \(u_\ell\) and \(u_m\), which interacts with a classical wave connecting \(u_m\) and \(u_r\). For the scalars \(\delta_N = \mu_i(u_m) - \mu_i(u_\ell)\) and \(\delta_C = \mu_i(u_r) - \mu_i(u_m)\), the expansion (2.7) provides

\[
u_m = u_\ell + \frac{\delta_N}{(\nabla \mu_i \cdot r_i)(u_\ell)} r_i(u_\ell) + \mathcal{O}(\|\delta_N\|^2), \quad u_r = u_m + \frac{\delta_C}{(\nabla \mu_i \cdot r_i)(u_m)} r_i(u_m) + \mathcal{O}(\|\delta_C\|^2).
\]

Substituting the first expansion into the second and following the procedure established in the previous interaction, we find

\[
u_r = u_\ell + \frac{\delta_N + \delta_C}{(\nabla \mu_i \cdot r_i)(u_\ell)} r_i(u_\ell) + \mathcal{O}(\|\delta_N\| + |\delta_C|^2).
\]

By comparing the solution \(\gamma\) to the Riemann problem between \(u_\ell\) and \(u_r\), given by the expansion (3.10), to the previous expansion we deduce that

\[
\gamma_k = \mathcal{O}(\|\delta_N\| + |\delta_C|^2), \quad \text{for } k \neq i ; \quad \gamma_i = \frac{\delta_C + \delta_\lambda}{(\nabla \mu_i \cdot r_i)(u_\ell)} + \mathcal{O}(\|\delta_N\| + |\delta_C|^2).
\]

If the outgoing wave \(C^I_{\pm}\) connects the states \(u'_\ell\) and \(u'_r\), then

\[
|u_\ell - u'_\ell| = \mathcal{O}(\|\delta_N\| + |\delta_C|^2), \quad |u_r - u'_r| = \mathcal{O}(\|\delta_N\| + |\delta_C|^2).
\]

Using these observations, we verify the additivity of the wave strengths

\[
\sigma(C^I_{\pm}) = \mu_i(\Phi_{i0}^\delta(u'_\ell)) - \mu_i(u'_\ell) \\
= \mu_i(\Phi_{i0}^\delta(u_r)) - \mu_i(u_r) + \mathcal{O}(\|\delta_N\| + |\delta_C|^2) \\
= \mu_i(\Phi_{i0}^\delta(u_r)) - \mu_i(\Phi_{i0}^\delta \circ \Phi_i^\nu(u_\ell)) + \mu_i(\Phi_{i0}^\delta \circ \Phi_i^\nu(u_r)) - \mu_i(u_r) + \mathcal{O}(\|\delta_N\| + |\delta_C|^2) \\
= \sigma(N_{\pm}^I) + \sigma(C^I) + \mathcal{O}(\|\delta_N\| + |\delta_C|^2).
\]

**Case 4.** \((x_i N_{\pm}^I \rightarrow N_{\pm}^I x_i')\). Consider a pair of simple waves of the \(i\)-th family with \(x_i\) approaching a nonclassical shock \(N_{\pm}^I\) from the left. We suppose that the neighboring states of the waves are, from left to right, \(u_\ell, u_m\) and \(u_r\) and we introduce the scalars \(\delta_\lambda = \mu_i(u_m) - \mu_i(u_\ell), \ \delta_N = \mu_i(u_r) - \mu_i(u_m)\). With this notation, the expansion (2.7) gives us

\[
u_m = u_\ell + \frac{\delta_N}{(\nabla \mu_i \cdot r_i)(u_\ell)} r_i(u_\ell) + \mathcal{O}(\|\delta_N\|^2), \quad u_r = u_m + \frac{\delta_C}{(\nabla \mu_i \cdot r_i)(u_m)} r_i(u_m) + \mathcal{O}(\|\delta_N\|^2),
\]

which can be combined to obtain
\[ u_r = u_t + \frac{\delta_x + \delta_N}{(\nabla \mu_i \cdot r_i)(u_t)} r_i(u_t) + O(\|\delta_x| + |\delta_N|^2). \]

By comparing this expansion with the one given by the unique solution \( \gamma \) to the Riemann problem, written previously as (3.10), we conclude that
\[ |u_t - u_t'| = O(\|\delta_x| + |\delta_N|^2), \quad |u_r - u_r'| = O(\|\delta_x| + |\delta_N|^2). \]

From these estimates, we can verify additivity in the following way.
\[
\sigma(N^+_{ij}) + \sigma(\mathcal{X}_{ij}') = \mu_i(\Phi^{\theta}_{i0} \circ \Phi^\gamma_{ij}(u_t')) - \mu_i(u_{t'}') + \mu_i(\Phi^\delta_{i0} \circ \Phi^\gamma_{ij}(u_{t'}) - \mu_i(\Phi^\delta_{i0} \circ \Phi^\gamma_{ij}(u_{t'})
\]
\[
= \mu_i(\Phi^\theta_{i0}(u_{t'})) - \mu_i(u_{t'}')
\]
\[
= \mu_i(\Phi^\delta_{i0} \circ \Phi^\gamma_{ij}(u_{m}) - \mu_i(u_{t'}) + O(\|\delta_x| + |\delta_N|^2)
\]
\[
= \mu_i(u_m) - \mu_i(u_{t'}) + \mu_i(\Phi^\delta_{i0} \circ \Phi^\gamma_{ij}(u_{m})) - \mu_i(u_m) + O(\|\delta_x| + |\delta_N|^2)
\]
\[
= \sigma(\mathcal{X}_i) + \sigma(N^+_{ij}) + O(\|\delta_x| + |\delta_N|^2). \]

This completes the proof of Case 4. \( \Box \)

We will now describe a series of lemmas which quantify the changes in the functional \( W \) during the interactions presented in the last section. These results will sometimes use the nomenclature presented in LeFloch [1], where the 16 possible nonclassical interactions were given names. For example, the expression CR-4 was used to identify the 4-th type of interaction which may occur (under certain conditions) between a shock \( C \) on the left and a rarefaction \( R \) on the right.

**Lemma 3.8** (Case 1. \( \mathcal{X}_iC^+_{1,\pm} \rightarrow N'C^{1'}_+ \) or \( C^+_{1,\pm} \mathcal{X}_i \rightarrow N'C^{1'}_+ \)). Suppose a weak wave \( \mathcal{X}_i \) interacts with \( C^+_{1,\pm} \) to generate a nonclassical and classical shock pair \( N^+_{1,\pm}C^{1'}_+ \). Three types of interactions may occur. When the wave \( \mathcal{X}_i \) is slower than \( C^+_{1,\pm} \), then the interaction must be CR-4 and \( \mathcal{X}_i \) must be a rarefaction. If the wave \( \mathcal{X}_i \) is faster than \( C^+_{1,\pm} \), then the interaction can be either RC-3, with a rarefaction \( \mathcal{X}_n \) or CC-3 with a shock \( \mathcal{X}_n \). When \( \mathcal{X}_i \) is slower than \( C^+_{1,\pm} \), then

\[
[V_L] = +k^\gamma_L \sigma(|C^+_{1,\pm}| \cdot |\mathcal{X}_i|),
[V_M] = 0,
[V_R] = -k^\gamma_R |\mathcal{X}_i| + k^\gamma_R \sigma(|C^+_{1,\pm}| \cdot |\mathcal{X}_i|),
[W] = |\mathcal{X}_i|(-k^\gamma_L + (k^\gamma_L + k^\gamma_R)\sigma(|C^+_{1,\pm}|)).
\]

When \( \mathcal{X}_i \) is faster than \( C^+_{1,\pm} \), then

\[
[V_L] = -k^\gamma_L |\mathcal{X}_i| + k^\gamma_L \sigma(|C^+_{1,\pm}| \cdot |\mathcal{X}_i|),
[V_M] = 0,
[V_R] = +k^\gamma_R \sigma(|C^+_{1,\pm}| \cdot |\mathcal{X}_i|),
[W] = |\mathcal{X}_i|(-k^\gamma_L + (k^\gamma_L + k^\gamma_R)\sigma(|C^+_{1,\pm}|)).
\]

**Proof.** Consider the case where the weak wave \( \mathcal{X}_i \) approaches \( C^+_{1,\pm} \) from the right and generates a CR-4 interaction. The interaction may generate weak waves in the \( j \)-th family, \( j \neq i \), of strength \( O(|C^+_{1,\pm}| \cdot |\mathcal{X}_i|) \), but otherwise it is easy to see that
We now study simultaneously the RC-3 and CC-3 interactions with a weak wave $a_i$ approaching $C_{#6}$ from the left.

$$[V_L] = -k_L \ |a_i| + k_L^c \ \mathcal{O}((|C_{#6}| \cdot |a_i|)),$$
$$[V_M] = 0,$$
$$[V_R] = -k_R \ |a_i| + k_R^c \ \mathcal{O}((|C_{#6}| \cdot |a_i|)).$$

**Lemma 3.9** (Case 2. $N_{#6}^1 C^1 \rightarrow C_{#6}^1$). During the strong interaction $N_{#6}^1 C^1 \rightarrow C_{#6}^1$, we have

$$[V_L] = k_L^c \ |N_{#6}^1| C^1 \mathcal{O}(|v(N_{#6}^1) - v(C^1)|),$$
$$[V_M] = 0,$$
$$[V_R] = k_R^c \ |N_{#6}^1| C^1 \mathcal{O}(|v(N_{#6}^1) - v(C^1)|),$$
$$[W] = (k_L^c + k_R^c) \ |N_{#6}^1| C^1 \mathcal{O}(|v(N_{#6}^1) - v(C^1)|).$$

**(Proof.** Consider the strong $N_{#6}^1 C^1 \rightarrow C_{#6}^1$ interaction. The strength of the weak outgoing waves is obviously proportional to $|N_{#6}^1| \cdot |C^1|$ but also to $|v(N_{#6}^1) - v(C^1)|$.

These weak waves only contribute to $V_L$ and $V_R$ with $V_M = 0$ before and after the $N_{#6}^1 C^1$ interaction. □

**Lemma 3.10** (Case 3. $a_i C \rightarrow C^1$ or $C a_i \rightarrow C^1$). Consider a weak wave $a_i$ of the $i$-th family. The strong shock $C$ can be either a decreasing shock $C_{#6}^1$ or the increasing shock $C^1$ that appears when a nonclassical shock is present. If the weak wave crosses the classical strong shock $C_{#6}^1$ from the left, then

$$[V_L] = -k_L \ |a_i| + k_L^c \ \mathcal{O}((|C_{#6}^1| \cdot |a_i|),$$
$$[V_M] = 0,$$
$$[V_R] = +k_R^c \ \mathcal{O}((|C_{#6}^1| \cdot |a_i|),$$
$$[W] = |a_i|(-k_L + (k_L^c + k_R^c) \mathcal{O}(|C_{#6}^1|)).$$

**If the weak wave crosses the shock $C_{#6}^1$ from the right, then**

$$[V_L] = +k_L^c \ \mathcal{O}(|C_{#6}^1| \cdot |a_i|),$$
$$[V_M] = 0,$$
$$[V_R] = -k_R \ |a_i| + k_R^c \ \mathcal{O}((|C_{#6}^1| \cdot |a_i|),$$
$$[W] = |a_i|(-k_R + (k_L^c + k_R^c) \mathcal{O}(|C_{#6}^1|)).$$
If the weak wave crosses the classical strong shock $C^\dagger$ from the left, then
\[
[V_L] = 0,
[V_M] = -k_M |\alpha_i| + k_M^\dagger O(|C^\dagger| \cdot |\alpha_i|),
[V_R] = +k_R^\dagger O(|C^\dagger| \cdot |\alpha_i|),
[W] = |\alpha_i|(-k_M + (k_M^\dagger + k_R^\dagger)O(|C^\dagger|)).
\] (3.16)

If the weak wave crosses the shock $C^\dagger$ from the right, then
\[
[V_L] = 0,
[V_M] = +k_M^\dagger O(|C^\dagger| \cdot |\alpha_i|),
[V_R] = -k_R |\alpha_i| + k_R^\dagger O(|C^\dagger| \cdot |\alpha_i|),
[W] = |\alpha_i|(-k_R + (k_M^\dagger + k_R^\dagger)O(|C^\dagger|)).
\] (3.17)

**Proof.** The proof is relatively straightforward and we treat only the first two cases. When the wave $\alpha_i$ approaches from the left, then
\[
[V_L] = -k_L |\alpha_i| + k_L^\dagger O(|C^\dagger_\perp| \cdot |\alpha_i|),
[V_M] = 0,
[V_R] = k_R^\dagger O(|C^\dagger_\perp| \cdot |\alpha_i|).
\]

**Lemma 3.11** (Case 4. $\alpha_iN^\dagger_\perp \to N^\dagger_\perp \alpha'_i$). Suppose a weak wave $\alpha_i$ of the $i$-th family approaches $N^\dagger_\perp$ from the left and that the nonclassical shock $N^\dagger_\perp$ remains after the interaction. Then the only two possible interactions are $RN$ and $CN-3$, and in both cases, we have
\[
[V_L] = -k_L |\alpha_i| + k_L^\dagger O(|N^\dagger_\perp| \cdot |\alpha_i|),
[V_M] = +k_M |\alpha'_i| + (k_M + k_M^\dagger) O(|N^\dagger_\perp| \cdot |\alpha_i|),
[V_R] = 0,
[W] = |\alpha_i|(-k_R + (k_M^\dagger + k_R^\dagger)O(|N^\dagger_\perp|)).
\]

With the constant $C^{\dagger\dagger} < 1$ provided by property (H4) of $\Phi^\dagger_\ell$, we have
\[
[W] \leq |\alpha_i|(-k_L + C^{\dagger\dagger}k_M + (k_M + k_L^\dagger + k_M^\dagger)O(|N^\dagger_\perp|)).
\] (3.18)

**Proof.** We will consider the changes in the total variation with respect to the Definition 3.2 of wave strength. When the interaction occurs it generates secondary waves in the families $j \neq i$ of strength $O(|N^\dagger_\perp| \cdot |\alpha_i|)$, and there is an outgoing wave $\alpha'_i$ to the right of $N^\dagger_\perp$ and of the same type as $\alpha_i$. This implies that
\[
|u_\ell - u'_\ell| = O(|N^\dagger_\perp| \cdot |\alpha_i|), \quad |u_\tau - u'_\tau| = O(|N^\dagger_\perp| \cdot |\alpha_i|), \quad |\Phi^\dagger_\ell(u_m) - u'_m| = O(|N^\dagger_\perp| \cdot |\alpha_i|).
\]

Recall that only $RN$ and $CN-3$ interactions are admissible and so $\alpha_i$ could be a rarefaction or a shock. We always have $[V_R] = 0$ but the calculation of the two other variations is less obvious.
\[ [V_L] = -k_L|x_i| + k_L^e \mathcal{O}(|N_{L_0}^i| \cdot |x_i|) \]
\[ [V_M] = +k_M|x_i| + k_M^e \mathcal{O}(|N_{L_0}^i| \cdot |x_i|) \]
\[ = +k_M[\mu_i(\Phi^0_{i_0}(u'_i)) - \mu_i(\Phi^0_{i_0}(u'_m))] + k_M^e \mathcal{O}(|N_{L_0}^i| \cdot |x_i|) \]
\[ = +k_M[\mu_i(\Phi^0_{i_0}) \circ \Phi^0_{i_0}(u_m)) - \mu_i(\Phi^0_{i_0}) \circ \Phi^0_{i_0}(u_i)) + (k_M + k_M^e) \mathcal{O}(|N_{L_0}^i| \cdot |x_i|) \]
\[ = +k_M[C^\infty|\mu_i(u_m) - \mu_i(u_i)| + (k_M + k_M^e) \mathcal{O}(|N_{L_0}^i| \cdot |x_i|) \]

where we have used \( C_i \) of condition (H4).

\[ \square \]

**Lemma 3.12** (Case 5. \( \beta_j C_{i_0} \to N_{i'}^j C'i' \) or \( C_{i_0}^j \beta_j \to N_{i'}^j C'i' \)). Consider a weak wave \( \beta_p \) with \( j \neq i \), which after interacting with \( C_{i_0}^j \) leads to \( N_{i'}^j C'i' \). When the weak wave is faster than \( C_{i_0}^j \), that is \( j > i \), then

\[ [V_L] = -k_L^e |\beta_j| + k_L^e \mathcal{O}(|C_{L_0}^i| \cdot |\beta_j|) \],
\[ [V_M] = 0, \]
\[ [V_R] = +k_R^e |\beta_j| + k_R^e \mathcal{O}(|C_{R_0}^i| \cdot |\beta_j|) \],
\[ [W] = |\beta_j||-k_L^e + k_R^e + (k_L^e + k_R^e)\mathcal{O}(|C_{L_0}^i|)\].

On the other hand, when \( j < i \) we have

\[ [V_L] = +k_L^e |\beta_j| + k_L^e \mathcal{O}(|C_{L_0}^i| \cdot |\beta_j|) \],
\[ [V_M] = 0, \]
\[ [V_R] = -k_R^e |\beta_j| + k_R^e \mathcal{O}(|C_{R_0}^i| \cdot |\beta_j|) \],
\[ [W] = |\beta_j||-k_R^e + k_L^e + (k_L^e + k_R^e)\mathcal{O}(|C_{L_0}^i|)\].

**Proof.** We begin with the case where \( \beta_j \) is faster than \( C_{i_0}^j \). The weak wave \( \beta_j \) belongs to the family \( j \), hence up to a quadratic error, the strength of the outgoing wave \( j \)-wave is the same strength as that of the incoming wave \( \beta_j \). We begin by computing the change when the wave \( \beta_j \) belongs to a family \( j \neq i \).

\[ [V_L] = -k_L^e |\beta_j| + k_L^e \mathcal{O}(|C_{L_0}^i| \cdot |\beta_j|) \]
\[ [V_M] = 0 \]
\[ [V_R] = +k_R^e |\beta_j| + k_R^e \mathcal{O}(|C_{R_0}^i| \cdot |\beta_j|) \]

In the second case, that is when \( j < i \), then the wave \( \beta_j \) approaches from the right. We now remark that

\[ [V_L] = +k_L^e |\beta_j| + k_L^e \mathcal{O}(|C_{L_0}^i| \cdot |\beta_j|), \]
\[ [V_M] = 0, \]
\[ [V_R] = -k_R^e |\beta_j| + k_R^e \mathcal{O}(|C_{R_0}^i| \cdot |\beta_j|). \]

\[ \square \]

**Lemma 3.13** (Case 6. \( \beta_j' N_{i_0}^j \to N_{i'}^j \beta_j' \) or \( N_{i_0}^j \beta_j \to \beta_j' N_{i'}^j \)). Suppose a weak wave \( \beta_i \) from the \( j \)-th family, \( j > i \), crosses \( N_{i_0}^j \) from the left and generates a small wave \( \beta_i' \) in the \( i \)-th family, then
\[ [V_L] = -k_L^> |\beta_j | + k_L^< O(|N^<_\pm | \cdot |\beta_j |), \]
\[ [V_M] = +k_M^> |\beta_j | + (k_M + k_M^>) O(|N^<_\pm | \cdot |\beta_j |), \]
\[ [V_R] = 0, \]
\[ [W] = |\beta_j |(-k_M^> + k_M^< + (k_M + k_M^> + k_M^>) O(|N^<_\pm |)). \] (3.21)

Suppose a weak wave \( \beta_j \) from the \( j \)-th family, \( j < i \), crosses \( N^<_\pm \) from the right. Then
\[ [V_L] = +k_L^< |\beta_j | + k_L^> O(|N^<_\pm | \cdot |\beta_j |), \]
\[ [V_M] = -k_M^> |\beta_j | + (k_M + k_M^>) O(|N^<_\pm | \cdot |\beta_j |), \]
\[ [V_R] = 0, \]
\[ [W] = |\beta_j |(-k_M^< + k_M^> + (k_M + k_M^< + k_M^>) O(|N^<_\pm |)). \] (3.22)

**Lemma 3.14** (Case 7. \( \beta_j C \rightarrow C \beta_j' \) or \( C \beta_j \rightarrow \beta_j' C' \)). Consider a weak wave \( \beta_j \) belonging to the family \( j > i \). The strong shock \( C \) can be either decreasing \( C^<_\pm \) or increasing \( C^> \).

Suppose that \( \beta_j \) crosses \( C^<_\pm \) from the left. Then we have the estimates
\[ [V_L] = -k_L^> |\beta_j | + k_L^< O(|C^<_\pm | \cdot |\beta_j |), \]
\[ [V_M] = 0, \]
\[ [V_R] = +k_R^> |\beta_j | + k_R^< O(|C^<_\pm | \cdot |\beta_j |), \]
\[ [W] = |\beta_j |(-k_R^> + k_R^< + (k_R + k_R^> + k_R^<) O(|C^<_\pm |)). \] (3.23)

Suppose a weak wave \( \beta_j \) from the \( j \)-th family, \( j < i \), crosses \( C^<_\pm \) from the right. Then
\[ [V_L] = +k_L^< |\beta_j | + k_L^> O(|C^<_\pm | \cdot |\beta_j |), \]
\[ [V_M] = 0, \]
\[ [V_R] = -k_R^> |\beta_j | + k_R^< O(|C^<_\pm | \cdot |\beta_j |), \]
\[ [W] = |\beta_j |(-k_R^< + k_R^> + (k_R + k_R^< + k_R^>) O(|C^<_\pm |)). \] (3.24)

Suppose that \( \beta_j \), with \( j > i \), crosses \( C^> \) from the left, then we have the estimates
\[ [V_L] = 0, \]
\[ [V_M] = -k_M^> |\beta_j | + k_M^< O(|C^> | \cdot |\beta_j |), \]
\[ [V_R] = +k_R^> |\beta_j | + k_R^< O(|C^> | \cdot |\beta_j |), \]
\[ [W] = |\beta_j |(-k_R^> + k_R^< + (k_R + k_R^> + k_R^<) O(|C^> |)). \] (3.25)

Consider a weak wave \( \beta_j \) belonging to the family \( j < i \) and crossing \( C^> \) from the right. Then there are such that
\[ [V_L] = 0, \]
\[ [V_M] = +k_M^< |\beta_j | + k_M^> O(|C^> | \cdot |\beta_j |), \]
\[ [V_R] = -k_R^< |\beta_j | + k_R^> O(|C^> | \cdot |\beta_j |), \]
\[ [W] = |\beta_j |(-k_R^< + k_R^> + (k_R + k_R^< + k_R^>) O(|C^> |)). \] (3.26)
3.4. Interaction potential

We propose to study the following quadratic interaction potential. It will involve the usual product of the strength of the waves weighted by the positive part of the difference in wave speeds. Weighted functionals were first introduced and studied by Liu [22] and later by Iguchi and LeFloch [21], as well as Bianchini and Bressan [29]. As is usually the case, the interaction potential is defined only for front-tracking approximations, with waves localized at point \( x \), in which case, we may speak of its strength \( \sigma_x \) and of its family \( i_x \).

\[
Q(u(t)) := \sum_{\text{waves at } x < y} |\sigma_x \cdot \sigma_y| + \sum_{\text{weak approaching waves } x < y} \left| v_x - v_y \right|^+ \cdot |\sigma_x \cdot \sigma_y|. \tag{3.27}
\]

The second term includes potential interactions involving both weak and strong \( i \)-waves.

This section will require a measure of the strength of the perturbation as a function of time, but this is not immediately an obvious quantity to define since the strong waves travel in time. We define the strength of the perturbation at some time \( t \) to be

\[
\epsilon(t) := \sum_{\text{weak waves } \beta \text{ in } u(\cdot, t)} |\beta|. \tag{3.28}
\]

Given the position of the waves \( x^h(t), y^h(t) \) at some time \( t \), we define the unperturbed waves as

\[
\bar{u}(x, t) = \begin{cases} 
  u_x, & x < x^h(t), \\
  \Phi_{i_0}^x(u_x), & x^h(t) \leq x < y^h(t), \\
  u^t, & y^h(t) \leq x.
\end{cases}
\]

It is tempting to state that the strength (3.28) is equivalent to

\[
\epsilon(t) = \text{TV}(u(\cdot, t) - \bar{u}(\cdot, t)),
\]

but if \( u(\cdot, t) - \bar{u}(\cdot, t) \) takes non-zero values at \( x^h(t) \) or \( y^h(t) \), then the total variation of the difference may include the strength of the small perturbation of the strong waves away from the classical-nonclassical three state pattern. Throughout the analysis below, we will study only the strength of the weak waves. If it is proven that \( \epsilon(t) \) remains small for the weak waves, then the strong waves will remain small perturbations of the strong waves \( \bar{u} \).

First, we will study here interactions involving waves from the \( i \)-th family. We distinguish between several cases of interactions. For the functional \( Q \), we extend the decomposition (3.27) to also treat the change in \( Q \). In fact, in certain cases \( [Q] \) will not be negative but \( [W] \) will contribute negative first order terms to control \( [Q] \), and so it is important to accurately measure the change in \( Q \). We will introduce a decomposition of the terms appearing in the variation of \( Q \) during interactions. The analysis will study each term separately before accounting for the total change.

If an interaction occurs among weak waves of families different than \( i \), the concave-convex family, then the change in \( Q \) is quadratic in the strength of the waves interacting and the usual argument of Glimm applies and shows that for some small total variation
and a large constant $K$, then $W + KQ$ is decreasing. Henceforth, we will focus exclusively on the second sum in the interaction potential $Q$.

If an interaction occurs which involves at least one wave from the $i$-th family, then the change in $Q$ involves (1) quadratic terms in the strength of the interacting waves weighted by their difference in wave speeds and (2), the sum of the changes in terms $|v_x - v_y|^{+}\sigma_x\sigma_y$ where one of them was involved in the interaction but the other wave was not. More concretely, consider two incoming waves $C_i, C_r$, respectively the left and right incoming waves, which generate $C'_i, C'_r$, respectively the left and right outgoing waves. Then, abusing our notation, we write

\[ Q(u(\cdot, t)) = [Q_1] + [Q_2], \]

where

\[ [Q_1] = |v(C'_i) - v(C'_r)|^+|C'_i||C'_r| - |v(C_e) - v(C_r)|^+|C_e||C_r|, \]

and

\[ [Q_2] = \sum_{\text{weak } \beta_j \text{ at } y \geq i \text{ and } y < x} \left\{ |v(\beta_j) - v(C_e)|^+|C_e||\beta_j| + |v(\beta_j) - v(C'_r)|^+|C'_r||\beta_j| \right\} 
\]

\[ - |v(\beta_j) - v(C_e)|^+|C_e||\beta_j| - |v(\beta_j) - v(C'_r)|^+|C'_r||\beta_j| \right\} + \sum_{\text{weak } \beta_j \text{ at } y \leq i \text{ and } x < y} \left\{ |v(C_e) - v(\beta_j)|^+|C_e||\beta_j| + |v(C'_r) - v(\beta_j)|^+|C'_r||\beta_j| \right\} 
\]

\[ - |v(C_e) - v(\beta_j)|^+|C_e||\beta_j| - |v(C'_r) - v(\beta_j)|^+|C'_r||\beta_j| \right\}. \]

The analysis of $[Q]$ will demonstrate that $[Q_1]$ is always negative and that if the perturbation of the solution $u$ at some time $t$ away from the unperturbed state $\bar{u}$ satisfies an a priori bound with respect to the strength of the strong waves, then the potential increase in $[Q_2]$ can be compensated by $[Q_1]$ and result in the sum $[Q]$ being negative by a known negative quantity.

Among the two variations above, there are generalities that can be said about $[Q_2]$. In most cases, the variation in $Q_2$ will be caused by the interaction of two incoming waves and two outgoing waves, and for the sake of argument, we will consider only weak waves $\beta$ to the left of the interaction. Then for every such weak wave $\beta$, there is a contribution to $[Q_2]$ of the form

\[ [Q_2]_\beta := |\beta|(|v(\beta) - v(C_e)|^+|C_e| + |v(\beta) - v(C'_r)|^+|C'_r| 
\]

\[ - |v(\beta) - v(C_e)|^+|C_e| - |v(\beta) - v(C'_r)|^+|C'_r|). \]

As a function of $v(\beta)$, this expression is continuous and piecewise linear with four points of discontinuity in the derivative. Clearly, if $v(\beta) < m_\nu := \min v(C)$ then all the weights vanish and $[Q_2]_\beta = 0$. We claim that over the unbounded domain $[M_\nu, \infty[$, with $M_\nu = \max v(C)$, the variation $[Q_2]_\beta$ is decreasing and therefore the maximum value is taken at $v(\beta) = M_\nu$. This follows from the fact that during interactions between waves of the family $i$, 

\[ |C_L| + |C_r| - |C_L'| - |C_r'| \leq 0, \]
with equality only when all waves are shocks. Each weight can be written as
\[ |v(\beta) - v(C)|^+ = |v(\beta) - M_r| + |M_r - v(C)| \]
and therefore we have
\[
[Q_2]_\beta = |\beta||v(\beta) - M_r|(|C_L'| + |C_r'| - |C_L| - |C_r|)
+ |\beta|(|\Delta v_1|C_L'| + |\Delta v_2|C_r' - |\Delta v_3|C_L - |\Delta v_4|C_r|). 
\]
Each of the new weights \( \Delta v_i \) is constant with respect to \( v(\beta) \) but the first term is negative. Hence the maximum of \( [Q_2]_\beta \) must occur at one of the three largest speeds where the derivative is discontinuous. When the weak wave \( \beta \) is approaching from the right, similar arguments show that the maximum value will occur when \( v(\beta) \) coincides with one of the the three lowest speeds in the interaction. Below, when studying \( [Q_2]_\beta \) it will be easy to infer the speed \( v(\beta) \) for which the value will be largest.

**Lemma 3.15** (Case 1. \( x_iC_L^\pm \to NC^i \) or \( C_L^\pm x_i \to NC^i \)). Consider at some time \( t \) a weak wave \( x_i \) interacting with \( C_L^\pm \) to generate a nonclassical and a classical shock pair \( N_L^i C^i \). If the perturbation \( \epsilon(t) \) satisfies an a priori bound
\[ \epsilon(t) \leq O(|C_L^\pm|), \]
then
\[ [Q] \leq -O(|x_i| \cdot |C_L^\pm|^2). \]

**Proof.** There are three types of interactions that occur, RC-3, CC-3, and CR-4. All wave speeds, except \( v(x_i) \), are close. In all these cases,
\[ [Q_1] = -|v(x_i) - v(C_L^\pm)| |x_i| \cdot |C_L^\pm| = -O(|x_i| \cdot |C_L^\pm|^2). \]
Consider first the case where \( x_i \) is a rarefaction and the shock strengths satisfy
\[ |N_L^i| + |C^i| = |C^i| - |x_i| + O(|C^i| \cdot |x_i|), \]
which implies
\[ |N_L^i| + |C^i| = |C^i| + O(|C^i| \cdot |x_i|). \]
An inspection of the normalized wave speeds associated to the states \( u_L \) and \( u_r \) shows that
\[ v(N_L^i) = \min\left[v(C_L^\pm), v(C^i)\right] < v(x_i), \]
and that \( v(N_L^i) - v(C^i) = O(|x_i|) \). We will now analyze the interaction term \( [Q_2] \) in (3.27). Suppose there is a weak wave \( \beta \) to the left of the interaction, then
\[
[Q_2]_\beta = |\beta||v(\beta) - v(N_L^i)|^+|N_L^i| + |v(\beta) - v(C^i)|^+|C^i|
- |v(\beta) - v(x_i)|^+|x_i| - |v(\beta) - v(C_L^\pm)|^+|C_L^\pm|). 
\]
If \( v(\beta) < v(N_L^i) \), then \( [Q_2]_\beta < 0 \). The largest value of this function of \( v(\beta) \) occurs when
$v(N^I_\pm) < v(C^I_\pm) < v(\beta) = v(C^I_\pm) < v(z_i)$, but in that case

$$[Q_2]_\beta \leq |\beta|([v(C^I_\pm) - v(N^I_\pm)]|[N^I_\pm]| + |v(C^I_\pm) - v(C^I_\pm)| |C^I_\pm| - |v(C^I_\pm) - v(z_i)| PerfectlyInterpretableText

$$ \leq |\beta|(|O(|z_i|)|N^I_\pm| + O(|z_i|)|C^I_\pm|) \leq O(|\beta||z_i||C^I_\pm|).$$

(3.31)

Still in the case RC-3, suppose now there is a weak wave $\beta$ to the right of the interaction, then

$$[Q_2]_\beta = |\beta|([v(N^I_\pm) - v(\beta)]^+ |N^I_\pm| + |v(C^I_\pm) - v(\beta)|^+ |C^I_\pm| - |v(\beta) - v(z_i)| |C^I_\pm| - |v(C^I_\pm) - v(z_i)| |C^I_\pm|).$$

The variation is largest when $v(N^I_\pm) < v(C^I_\pm) = v(\beta) < v(C^I_\pm) < v(z_i)$, in which case

$$[Q_2]_\beta \leq |\beta|([v(C^I_\pm) - v(\beta)]^+ |C^I_\pm| - |v(z_i) - v(C^I_\pm)| |z_i|) \leq |\beta|(|O(|z_i|)|C^I_\pm| + O(|C^I_\pm|)|z_i|) = O(|\beta||z_i||C^I_\pm|).$$

(3.32)

Combining (3.30) with either (3.31) or (3.32), we find

$$[Q] = [Q_1] + \sum_\beta [Q_2]_\beta \leq -|O(|z_i| \cdot |C^I_\pm|^2)| + \sum_\beta O(|\beta||z_i||C^I_\pm|),$$

which is negative if a bound of the form $\epsilon(t) < O(|C^I_\pm|)$ is satisfied by the perturbation.

In the case CC-3, the weak wave $z_i$ can come either from the left or the right of $C^I_\pm$. For the sake of brevity, we will consider only left incoming weak waves $z_i$. The speeds satisfy

$$v(C^I_\pm) = v(N^I_\pm) < v(C^I_\pm) = v(\beta) < v(C^I_\pm) < v(z_i),$$

(3.33)

and for the strengths we have

$$|N^I_\pm| + |C^I_\pm| = |C^I_\pm| - \text{sign}(z_i)|z_i| + O(|C^I_\pm| \cdot |z_i|).$$

Suppose that there is a weak wave $\beta$ to the left of the interaction, then

$$[Q_2]_\beta = |\beta|([v(\beta) - v(N^I_\pm)]^+ |N^I_\pm| + |v(\beta) - v(C^I_\pm)|^+ |C^I_\pm| - |v(\beta) - v(z_i)| |C^I_\pm| - |v(\beta) - v(C^I_\pm)|^+ |z_i|).$$

The worst case occurs when $v(\beta) = v(z_i)$ and the change is

$$[Q_2]_\beta \leq |\beta|([v(z_i) - v(N^I_\pm)]^+ |N^I_\pm| + |v(z_i) - v(C^I_\pm)|^+ |C^I_\pm| - |v(z_i) - v(C^I_\pm)|^+ |z_i|).$$

(3.34)

Suppose now that there is a weak wave $\beta$ to the right of the interaction, then the largest value is found when $v(\beta) = v(C^I_\pm)$.

$$[Q_2]_\beta = |\beta|([v(N^I_\pm) - v(C^I_\pm)]^+ |N^I_\pm| + |v(C^I_\pm) - v(C^I_\pm)|^+ |C^I_\pm| - |v(z_i) - v(C^I_\pm)|^+ |z_i|)$$

$$\leq |\beta|(|O(|z_i|)|N^I_\pm| + O(|z_i|)|C^I_\pm| - O(|C^I_\pm|)|z_i|) = O(|\beta||z_i||C^I_\pm|).$$

As in the case RC-3, imposing an a priori constraint $\sum_\beta |\beta| \leq O(|C^I_\pm|)$ implies that $[Q]$ is negative.
In the case CR-4, the speeds are ordered as
\[ v(x_i) < v(N_{\pm}^t) < \min \left[v(C_{\pm}^t), v(C')\right]. \] (3.35)

Suppose there is a weak wave \( \beta \) to the left of the interaction, then
\[ [Q_2]_\beta = |\beta|(|v(\beta) - v(N_{\pm}^t)| + |v(\beta) - v(C')| + |v(C')|). \]

The worst case corresponds to \( v(\beta) = v(C_{\pm}^t) > v(C') \). Then, we estimate
\[ [Q_2]_\beta = |\beta|(|v(C_{\pm}^t) - v(N_{\pm}^t)| + |v(C_{\pm}^t) - v(C')| + |v(C')| - |v(N_{\pm}^t) - v(x_i)| |x_i|) \]
\[ \leq |\beta|(|\mathcal{O}(|x_i|)|N_{\pm}^t| + \mathcal{O}(|x_i|)|C'| - \mathcal{O}(|C_{\pm}^t|)|x_i| = \mathcal{O}(|\beta||x_i||C_{\pm}^t|)). \]

Taking into account (3.4) and an a priori bound \( |\beta| \leq \mathcal{O}(|C_{\pm}^t|) \), we deduce
\[ [Q_2]_\beta \leq |\beta|(|\mathcal{O}(|x_i|)|N_{\pm}^t| - \mathcal{O}(|x_i|)|C'| - \mathcal{O}(|C_{\pm}^t|)|x_i|) = \mathcal{O}(|\beta||x_i||C_{\pm}^t|)). \] (3.36)

Suppose now there is a weak wave \( \beta \) to the right of the interaction, then
\[ [Q_2]_\beta = |\beta|(|v(N_{\pm}^t) - v(\beta)| + |v(N_{\pm}^t) - v(C')| + |v(C') - v(\beta)|\].

The two extreme cases correspond to \( v(\beta) = v(C_{\pm}^t) \) and \( v(\beta) = v(x_i) \), but we consider here only \( v(x_i) < v(N_{\pm}^t) < v(\beta) = v(C_{\pm}^t) < v(C') \). If this happens,
\[ [Q_2]_\beta = |\beta|(|v(N_{\pm}^t) - v(C_{\pm}^t)| + |v(N_{\pm}^t) - v(C')| + |v(C') - v(\beta)|\].

Again, combining (3.30) with an a priori bound \( \epsilon(t) \leq \mathcal{O}(|C_{\pm}^t|) \), we deduce that \( |Q| \leq 0 \).

\[ \textbf{Lemma 3.16 (Case 2. N}_{\pm}^t \rightarrow C_{\pm}^t). \text{ If during the strong interaction N}_{\pm}^t \rightarrow C_{\pm}^t \text{ at some time } t, a bound of the form} \]
\[ \epsilon(t) \leq \mathcal{O}(|C'|), \] (3.37)
\[ \text{is satisfied by the perturbation, then} \]
\[ [Q] = -|\mathcal{O}(|v(N_{\pm}^t) - v(C')| \cdot |N_{\pm}^t| \cdot |C'|)|. \]

\[ \textbf{Proof.} \text{ Consider the strong } N_{\pm}^t \rightarrow C_{\pm}^t \text{ interaction. We have} \]
\[ |C_{\pm}^t| = |N_{\pm}^t| + |C'| + \mathcal{O}(|N_{\pm}^t||C'|), \]
\[ v(C') < v(N_{\pm}^t) < v(C_{\pm}^t). \]

All wave speeds are close and in fact, for example \( |v(N_{\pm}^t) - v(C')| = \mathcal{O}(|N_{\pm}^t| - |C'| - |C_{\pm}^t|) \), is of the size of the perturbation \( \epsilon(t) \). Clearly,
\[ [Q] = - |v(N_{\pm}^t) - v(C')| \cdot |N_{\pm}^t| \cdot |C'|. \] (3.38)
Consider a weak wave $\beta$ located to the left of the interaction. Then for all speeds $v(\beta)$,
\[ [Q_2]_\beta = |\beta| (|v(\beta) - v(C_{-})|^+ |C_{-}^i| - |v(\beta) - v(N_{-})|^+ |N_{-}| - |v(\beta) - v(C_{+})|^+ |C_{+}^i|) \leq 0.\]

Consider a weak wave $\beta$ located to the right of the interaction. The variation is
\[ [Q_2]_\beta = |\beta| (|v(C_{+})^i - v(\beta)|^+ |C_{+}^i| - |v(N_{+}) - v(\beta)|^+ |N_{+}| - |v(C_{-}) - v(\beta)|^+ |C_{-}^i|),\]

The worst case is $v(\beta) = v(N_{\pm})$, then we have the obvious overestimate
\[ [Q_2]_\beta \leq |\beta| (|v(C_{+})^i - v(N_{\pm})|^+ |C_{+}^i| = O(|\beta|, v(C_{+}^i) - v(N_{\pm})||N_{\pm}|).\]

And so, if $\epsilon(t) \leq O(|C_{\pm}|)$ then the result is demonstrated.

**Lemma 3.17** (Case 3. $x_iC_{-} \rightarrow C_{-}^i$ or $C_{-}x_i \rightarrow C_{-}^i$). The interaction of a weak wave $x_i$ of the $i$-th family with a strong wave of the same family $C_{\pm}$ splits into four distinct cases, depending on whether $x_i$ is a shock or a rarefaction, and whether the wave approaches from the left or the right. In all of these cases, if a bound of the form
\[ \epsilon(t) \leq O(|C_{\pm}|) \] (3.39)
is satisfied then
\[ [Q] \leq -O(|x_i| \cdot |C_{\pm}|^2). \] (3.40)

**Proof.** We remark that the ordering of the velocities are all distinct and include all cases with $v(x_i)$ being either the slowest or fastest. In all of these cases only one wave is outgoing, so
\[ [Q_1] = -|v(x_i) - v(C_{\pm})|^+ |x_i| \cdot |C_{\pm}| = -O(|x_i| \cdot |C_{\pm}|^2). \] (3.40)

Consider the first interaction $x_iC_{\pm} - C_{\pm}^i$ with $x_i$ a shock. We have the identities
\[ |C_{\pm}^i| = |x_i| + |C_{\pm}| + O(|x_i||C_{\pm}|), \]
\[ v(C_{\pm}) < v(C_{\pm}^i) < v(x_i). \]

Suppose a weak wave $\beta$ is located to the left of the interaction, then the largest value of
\[ [Q_2]_\beta = |\beta| (|v(\beta) - v(C_{\pm}^i)|^+ |C_{\pm}^i| - |v(\beta) - v(C_{\pm})|^+ |C_{\pm}| - |v(\beta) - v(x_i)|^+ |x_i|), \]
occurs when $v(\beta) = v(x_i)$, with which we find
\[ [Q_2]_\beta \leq |\beta| (|v(x_i) - v(C_{\pm}^i)||C_{\pm}^i| - |v(x_i) - v(C_{\pm})||C_{\pm}|) = O(|\beta|, |x_i||C_{\pm}|). \]

Suppose $\beta$ is to the right of the interaction.
\[ [Q_2]_\beta = |\beta| (|v(C_{\pm}^i) - v(\beta)|^+ |C_{\pm}^i| - |v(C_{\pm}) - v(\beta)|^+ |C_{\pm}| - |v(x_i) - v(\beta)|^+ |x_i|) \]
The worst case is $v(\beta) = v(C_{\pm})$, we can compute
\[ [Q_2]_\beta \leq |\beta| (|v(C_{\pm}^i) - v(C_{\pm})||C_{\pm}^i| - |v(x_i) - v(C_{\pm})||x_i|) = O(|\beta|, |x_i||C_{\pm}|). \]
Again $|Q|$ can be shown to be decreasing if an a priori bound $\sum_\beta |\beta| \leq \mathcal{O}(|C^i|)$ is satisfied.

Consider the second case $x_iC^i - C^i_j$ with $x_i$ a rarefaction. We observed that the states of interest satisfy

$$|C^i| - |x_i| = |C^i_j| + \mathcal{O}(|x_i||C^i|).$$

$v(C^i_j) < v(C^i) < v(x_i)$.

Suppose $\beta$ is a weak wave to the left of the interaction, then

$$[Q_2]_\beta \leq |\beta||v(C^i) - v(C^i_j)||C^i_j| = \mathcal{O}(|\beta||x_i||C^i|).$$

This suffices to prove the result in that case.

The third interaction is $C^i_{\pm} x_i - C^i_{\pm}$ where $x_i$ is a shock. The following two identities hold

$$|C^i_{\pm}| = |C^i_{\pm}| + |x_i| + \mathcal{O}(|x_i||C^i|),$$

$v(x_i) < v(C^i_{\pm}) < v(C^i_{\pm})$.

Suppose $\beta$ is to the left of the interaction, then the variation in $Q_2$ is

$$[Q_2]_\beta = |\beta|(v(\beta) - v(C^i_{\pm}))|C^i_{\pm}| - |\beta| - v(C^i_{\pm})|C^i_{\pm}| - |\beta| - v(x_i)|C^i_{\pm}|.$$

For $v(\beta), |v(\beta) - v(C^i_{\pm})| < |v(\beta) - v(C^i)|$ and $|C^i_{\pm}| < |C^i|$ hence this quantity is always negative. Suppose now that $\beta$ is to the right of the interaction, then

$$[Q_2]_\beta = |\beta|(v(C^i_{\pm}) - v(\beta))|C^i_{\pm}| - |v(C^i_{\pm}) - v(\beta)||C^i_{\pm}| - |v(x_i) - v(\beta)||C^i_{\pm}|.$$

and the worst case is $v(\beta) = v(C^i_{\pm})$, for which we find

$$[Q_2]_\beta = |\beta||v(C^i_{\pm}) - v(C^i_{\pm})||C^i_{\pm}| = \mathcal{O}(|\beta||x_i||C^i_{\pm}|).$$

In the third case, this shows that an a priori bound $\sum_\beta |\beta| \leq \mathcal{O}(|C^i_{\pm}|)$ is sufficient to show that $|Q|$ is decreasing.

The fourth and last interaction is $C^i_{\pm} R^i_{\pm} - C^i_{\pm}$ where $x_i$ is a rarefaction. The states of interest imply $|C^i_{\pm}| < |C^i_{\pm}|$ and that the speeds are ordered

$v(x_i) < v(C^i_{\pm}) < v(C^i_{\pm})$.

Recall also that only one wave is outgoing, so we trivially have $[Q_i] = -v(C^i_{\pm}) - v(x_i)|x_i||C^i_{\pm}|$. Assume now that a weak wave $\beta$ is located to the left of the interaction, then the least favorable case corresponds to the situation where $v(\beta) = v(C^i_{\pm})$, and

$$[Q_2]_\beta \leq |\beta|(v(C^i_{\pm}) - v(C^i_{\pm}||C^i_{\pm}| - |v(C^i_{\pm}) - v(x_i)||x_i|) = \mathcal{O}(|\beta||x_i||C^i_{\pm}|).$$

If $\beta$ is to the right, then the worst case is $v(\beta) = v(x_i)$ and we have

$$[Q_2]_\beta \leq |\beta|(v(C^i_{\pm}) - v(C^i_{\pm}||C^i_{\pm}| - |v(C^i_{\pm}) - v(x_i)||x_i|) \leq 0.$$

In conclusion, four a priori bounds $\epsilon(t) \leq \mathcal{O}(|x_i||C^i_{\pm}|^2)$ imply that $Q$ is decreasing by an amount $\mathcal{O}(|x_i||C^i_{\pm}|^2)$. \qed
Lemma 3.18 (Case 4. \( \varepsilon_i N_{\pm}^{1/2} \rightarrow N_{\pm}^{1/2} \varepsilon'_i \)). Consider at some time \( t \) an interaction involving a weak wave \( \varepsilon_i \) approaching \( N_{\pm}^{1/2} \) from the left with outgoing waves \( N_{\pm}^{1/2} \) and \( \varepsilon'_i \). If the perturbation satisfies an a priori bound of the form
\[
\epsilon(t) \leq O(|N_{\pm}^{1/2}|),
\]
then one has
\[
[Q] \leq -O(|\varepsilon_i| |N_{\pm}^{1/2}|^2).
\]

\textbf{Proof.} Whether \( \varepsilon_i \) is a shock or a rarefaction, we find
\[
[Q_i] = -|v(\varepsilon_i) - v(N_{\pm}^{1/2})| + |\varepsilon_i| \cdot |N_{\pm}^{1/2}| = -O(|\varepsilon_i| |N_{\pm}^{1/2}|^2).
\]
When \( \varepsilon_i \) is a rarefaction, then we have
\[
|N_{\pm}^{1/2}| < |N_{\pm}^{1/2}| \quad \text{and} \quad |\varepsilon'_i| < |\varepsilon_i|,
\]
and the inequalities on the speeds
\[
v(N_{\pm}^{1/2}) < v(N_{\pm}^{1/2}) < \min\{v(\varepsilon_i), v(\varepsilon'_i)\}.
\]
Using the observations above, we verify that if a weak wave \( \beta \) is located to the left of the interaction then
\[
[Q_{1,\beta}] = |\beta|(|v(\beta) - v(N_{\pm}^{1/2})| + |\varepsilon_i| - |v(\varepsilon'_i)|)
\]
\[-|v(\beta) - v(N_{\pm}^{1/2})| + |\varepsilon_i| - |v(\varepsilon'_i)|).
\]
The largest value of \([Q_{1,\beta}]\) occurs when \( v(\beta) = v(N_{\pm}^{1/2}) \), in which case
\[
[Q_{1,\beta}] = |\beta||v(N_{\pm}^{1/2}) - v(N_{\pm}^{1/2})| = O(|\beta||\varepsilon_i| |N_{\pm}^{1/2}|).
\]
When a weak wave \( \beta \) is located to the right of the interaction, then
\[
[Q_{1,\beta}] = |\beta|(|v(N_{\pm}^{1/2}) - v(\beta)| + |\varepsilon'_i| - |v(\varepsilon'_i)|)
\]
\[-|v(N_{\pm}^{1/2}) - v(\beta)| + |\varepsilon'_i| - |v(\varepsilon'_i)|).
\]
We find the largest value by taking \( v(\beta) = v(\varepsilon_i) \)
\[
[Q_{2,\beta}] = |\beta||v(\varepsilon'_i) - v(\varepsilon_i)||\varepsilon'_i| = O(|\beta||\varepsilon_i| |N_{\pm}^{1/2}|).
\]
Once again, \([Q]\) is decreasing if all weak waves satisfy a condition \( \sum |\beta| \leq O(|N_{\pm}^{1/2}|) \).

We now consider the interaction \( \varepsilon_i N_{\pm}^{1/2} \rightarrow N_{\pm}^{1/2} \varepsilon'_i \) where \( \varepsilon_i \) is a shock. We saw in the proof of Lemma 3.11 that
\[
|N_{\pm}^{1/2}| < |N_{\pm}^{1/2}|, \quad |\varepsilon'_i| < |\varepsilon_i|.
\]
For this interaction, we have
\[
v(N_{\pm}^{1/2}) < v(N_{\pm}^{1/2}) < \min\{v(\varepsilon_i), v(\varepsilon'_i)\}.
\]
For the functional \([Q_{2,\beta}]\), when there is a weak wave \( \beta \) located to the left of the interaction, we have
\[ [Q_2]_\beta = |\beta|(|v(\beta) - v(N^I_\pm)| + |v(\beta) - v(x'_i)| + |v(\beta) - v(x_i)|).
\]

The worst case occurs when \(v(x'_i) < v(x_i) = v(\beta)\), and
\[ [Q_2]_\beta = |\beta|(|v(x_i) - v(N^I_\pm)| + |v(x_i) - v(x'_i)|).
\]

In a similar way, it is easy to verify that if there is a weak wave \(\beta\) located to the right of the interaction, the least favorable case is \(v(\beta) = v(N^I_\pm) < v(x_i) < v(x'_i)\)
\[ [Q_2]_\beta = |\beta|(|v(N^I_\pm) - v(\beta)| + |v(x'_i) - v(x_i)|).
\]

**Lemma 3.19** (Case 5: \(\beta_j C^I_\pm \rightarrow N^I_\pm C'^I\) or \(C^I_\pm \beta_j \rightarrow N^I_\pm C'^I\)). Consider at some time \(t\) an interaction between a weak wave \(\beta_j, j \neq i,\) with a strong classical shock \(C^I_\pm\) that leads to a splitting \(N^I_\pm C'^I\). If the perturbation satisfies an a priori bound
\[
\epsilon(t) \leq O(1),
\]
then
\[
[Q] = -|O(|\beta_j| \cdot |C^I_\pm|)|.
\]

**Proof.** The interaction between the weak wave \(\beta_j, j \neq i,\) with \(C^I_\pm\) leads to \(N^I_\pm C^I\). For this interaction, \(|C^I_\pm| = |N^I_\pm| + |C'^I| + O(|\beta_j| \cdot |C^I_\pm|)\) and the wave speeds are all close,
\[
v(C^I_\pm) = v(N^I_\pm) + O(|\beta_j| \cdot |C^I_\pm|) = v(C'^I) + O(|\beta_j| \cdot |C^I_\pm|).
\]

First of all, we have
\[
[Q_1] = -|v(\beta_j) - v(C^I_\pm)| \cdot |C^I_\pm| \cdot |\beta_j| = -O(|\beta_j| \cdot |C^I_\pm|).
\]

Let \(\gamma\) be a weak wave at \(x < y\) interacting with a strong wave. Then
\[
[Q_2]_\beta = |\gamma| \left[ |v(\gamma) - v(N^I_\pm)| + |v(\gamma) - v(C'^I)| + |v(\gamma) - v(C^I_\pm)| \right]
\]
\[
= |\gamma| \cdot |v(\gamma) - v(C^I_\pm)| \left[ |N^I_\pm| + |C'^I| - |C^I_\pm| \right] + O(|\gamma| \cdot |\beta_j| \cdot |C^I_\pm|)
\]

Similarly, if \(\gamma\) is a weak wave to the right of the interaction, we have
\[ [Q_2]_{\beta} = |\gamma| \cdot \left[ |v(N_{\pm}^{l'}) - v(\gamma)| + |v(C^{l'}) - v(\gamma)| \right] + |v(C^{l'}) - v(\gamma)| + |v(C_{\pm}) - v(\gamma)| + |C_{\pm}| \]

By imposing an a priori condition on \( \sum |\gamma| \leq O(1) \) we can conclude that \([Q] \leq -O(|\beta_j| \cdot |N_{\pm}|)\).

**Lemma 3.20** (Case 6. \( \beta_j N_{\pm} \rightarrow N_{\pm}^{l'} \beta_j' \) or \( N_{\pm}^{l} \beta_j \rightarrow \beta_j^l N_{\pm}^{l'} \)). Consider at some time \( t \) an interaction between a weak wave \( \beta_j \), \( j \neq i \) with a strong classical shock \( N_{\pm}^{l} \) that leaves the nonclassical shock unperturbed. If the perturbation satisfies an a priori bound

\[ \epsilon(t) \leq O(1), \]  

(3.44)

then one has

\[ [Q] = -O(|\beta_j| \cdot |N_{\pm}|). \]

**Proof.** The weak wave \( \beta_j \) from the \( j \)-th family crosses \( N_{\pm}^{l} \) from the left \((j > i)\) or from the right \((j < i)\), possibly generating weak secondary waves of strength \( O(|\beta_j| |N_{\pm}^{l}|) \). We have the identity

\[ |N_{\pm}| = |N_{\pm}^{l'}| + O(|\beta_j| \cdot |N_{\pm}|). \]

During such an interaction

\[ [Q_1] = -|v(\beta_j) - v(N_{\pm}^{l})| \cdot |N_{\pm}| \cdot |\beta_j| = -O(|\beta_j| |N_{\pm}|). \]

For a weak wave \( \gamma \) interacting from the left

\[ [Q_2] = |\gamma| \cdot \left[ |v(\gamma) - v(N_{\pm}^{l'})| \right] + |v(\gamma) - v(\gamma)^{l'}| + |v(\gamma) - v(\gamma)^{l'}| \]

\[ = |\gamma| \cdot \left[ |N_{\pm}^{l'}| + |N_{\pm}^{l'}| \right] + O(|\gamma| \cdot |\beta_j| \cdot |N_{\pm}|) \]

\[ \leq O(|\gamma| \cdot |\beta_j| \cdot |N_{\pm}|). \]

If \( \gamma \) is a weak wave coming from the right and interacting with the strong wave, we have

\[ [Q_2] = |\gamma| \cdot \left[ |v(N_{\pm}^{l'}) - v(\gamma)| \right] + |v(N_{\pm}^{l'}) - v(\gamma)| + |v(N_{\pm}^{l'}) - v(\gamma)| \]

\[ \leq O(|\gamma| \cdot |\beta_j| \cdot |N_{\pm}|). \]

In conclusion, the usual a priori condition \( \sum |\gamma| \leq O(1) \) implies that

\[ [Q] = [Q_1] + [Q_2] = -O(|\beta_j| \cdot |N_{\pm}|). \]

**Lemma 3.21** (Case 7. \( \beta_j C \rightarrow C \beta_j' \) or \( C \beta_j \rightarrow \beta_j' C \)). Consider at some time \( t \) a weak wave \( \beta_j \) belonging to the family \( j \neq i \) and crossing \( C = C_{\pm}^{l'} \) or \( C_{\pm} \). Then if the perturbation satisfies

\[ \epsilon(t) \leq O(1), \]  

(3.45)
then one has
\[ [Q] = -\mathcal{O}(|\beta_j| \cdot |C|). \]

**Proof.** Consider first the situation when \( C = C^1 \). We have the following estimates,
\[ |C^1| = |C^1_\pm| + \mathcal{O}(|\beta_j| \cdot |C^1_\pm|), \quad \nu(C^1) = \nu(C^1_\pm) + \mathcal{O}(|\beta_j| \cdot |C^1_\pm|). \]
We observe that
\[ [Q_1] = -|\nu(\beta_j) - \nu(C^1)| \cdot |C^1_\pm| \cdot |\beta_j| = -\mathcal{O}(|\beta_j| \cdot |C^1_\pm|). \]

For a weak wave \( \gamma \) interacting from the left
\[ [Q_2] = |\gamma| \cdot \left[ |\nu(\gamma) - \nu(C^1)|^+ |C^1_\pm| - |\nu(\gamma) - \nu(C^1)|^+ |C^1_\pm| \right] \]
\[ = |\gamma| \cdot \left[ |\nu(\gamma) - \nu(C^1)|^+ |C^1_\pm| - |\nu(\gamma) - \nu(C^1)|^+ |C^1_\pm| + \mathcal{O}(|\gamma| \cdot |\beta_j| \cdot |C^1_\pm|) \right] \]
\[ \leq \mathcal{O}(|\gamma| \cdot |\beta_j| \cdot |C^1_\pm|). \]

If \( \gamma \) is a weak wave coming from the right and interacting with the nonclassical wave, then the same argument shows that
\[ [Q_2] = |\gamma| \cdot \left[ |\nu(\gamma) - \nu(C^1)|^+ |C^1_\pm| - |\nu(\gamma) - \nu(C^1)|^+ |C^1_\pm| \right] \leq \mathcal{O}(|\gamma| \cdot |\beta_j| \cdot |C^1_\pm|). \]

The required a priori condition is again of the form \( \epsilon(t) = \sum |\gamma| \leq \mathcal{O}(1) \).
We now study the case when \( C = C^1 \) and we begin with the estimates.
\[ |C^1| = |C^1_\pm| + \mathcal{O}(|\beta_j| \cdot |C^1_\pm|), \quad (C^1) = \nu(C^1_\pm) + \mathcal{O}(|\beta_j| \cdot |C^1_\pm|). \]

During this interaction,
\[ [Q_1] = -|\nu(\beta_j) - \nu(C^1)| \cdot |C^1_\pm| \cdot |\beta_j| = -\mathcal{O}(|\beta_j| \cdot |C^1_\pm|). \]

The same proofs as in the last two lemmas show that when an a priori condition \( \epsilon(t) \leq \mathcal{O}(1) \) holds, then
\[ [Q] = [Q_1] + [Q_2] = -\mathcal{O}(|\beta_j| \cdot |C^1|). \]

\[ \square \]

### 3.5. Global estimates

We now possess all the required estimates for interactions within splitting-merging solutions. We need to find a constant \( K \) for which \( W + QK \) is decreasing during all interactions. We now reinterpret Theorem 3.5 and state the a priori conditions on the perturbation \( \epsilon(t) \) and on the constants \( k_\epsilon, k \) required in the proof.

#### 3.5.1. Constraints on the weights in \( W \)

The key is to choose the constants \( K, k, k_\epsilon \), in such a way that waves crossing through the strong shocks lead to decreases in \( W + KQ \). The analysis of the various
interactions, to be presented immediately below, will lead to the following constraints on these constants.

(W1) The constants $k_L$, $k_M$ and $k_R$ must satisfy

$$ k_L > (1 + C)^0 k_M. \quad (3.46) $$

(W2) The weights $k^<_L$, $k^<_M$ and $k^<_R$ must satisfy

$$ k^<_L < k^<_M < k^<_R. \quad (3.47) $$

(W3) The weights $k^>_L$, $k^>_M$ and $k^>_R$ must satisfy

$$ k^>_L > k^>_M > k^>_R. \quad (3.48) $$

The validity of the following lemma and the proposed values for the constants can be checked by inspection.

**Lemma 3.22.** Assuming only property (H4) of the kinetic function $\Phi$, the conditions on the weights (3.46)-(3.48) can be satisfied independently of the size $\epsilon(t)$ of the perturbation, of the strength of the nonclassical shock and of the constant $K$. For each $\zeta > 0$, one such a choice is given by

$$
\begin{align*}
  k_L &= 1 + C^0 + \zeta, \quad k_M = 1, \quad k_R = 1, \\
  k^<_L &= 1 - \zeta, \quad k^<_M = 1, \quad k^<_R = 1 + \zeta, \\
  k^>_L &= 1 + \zeta, \quad k^>_M = 1, \quad k^>_R = 1 - \zeta. 
\end{align*}

3.5.2. Constraints on the perturbation

We present conditions that the perturbation $\epsilon(t)$ must satisfy at all times $t$:

(P1) Lemmas 3.15–3.18 require the following constraints

$$
\epsilon(t) \leq \mathcal{O}(|C^1_\pm|), \quad (3.50)
$$

$$
\epsilon(t) \leq \mathcal{O}(|C^1|), \quad (3.51)
$$

$$
\epsilon(t) \leq \mathcal{O}(|N^1_\pm|). \quad (3.52)
$$

Note that Lemmas 3.15 and 3.17 require two different bounds of the form (3.50).

(P2) Lemmas 3.19–3.21 require three different bounds of the form

$$
\epsilon(t) \leq \mathcal{O}(1). \quad (3.53)
$$

The functions involved in the $\mathcal{O}$ bounds (3.50)-(3.53) are all the result of quadratic terms in Glimm’s interaction estimates, cf. Theorem 3.7.

3.5.3. Constraints on the weights in $W + KQ$

The following fundamental constraints are required to insure that decreases in the interaction potential compensate for the introduction of spurious second-order waves during
each interaction. The analysis of the various interactions, to be presented immediately below, will lead to the following constraints on these constants.

(Q1) The weight $K$ on the interaction potential must satisfy

\begin{align} 
  k_L^< + k_R^> &< K|\mathcal{O}(|C^1_\pm|)|, \\
  k_M^< + k_R^> &< K|\mathcal{O}(|C^1_\pm|)|, \\
  k_M^< + k_L^> &< K|\mathcal{O}(|N^1_\pm|)|, \\
  k_L^< + k_R^> &< K|\mathcal{O}(1)|, \\
  k_M^< + k_L^> &< K|\mathcal{O}(1)|, \\
  k_M^< + k_R^> &< K|\mathcal{O}(1)|. 
\end{align}

We now summarize our earlier estimates by combining, case by case, the estimates for the total variation, Lemmas 3.8–3.13, with the estimates for the interaction potential, Lemmas 3.15–3.21. Each time, we will indicate which assumptions on the weights (W1)-(W3), the perturbation (P1)-(P2) and on the interaction potential (Q1). are required to show that $\frac{W + KQ}{C_1^{138}}$ is negative. We have already showed in Lemma 3.22 that the constraints on the weights can be satisfied. As should be clear, for the moment we have not demonstrated that $\frac{Q}{C_1^{15}}(t)$, defined in (3.28), is a priori bounded in time. The estimates summarized below are only valid at the time $t$ of a fixed interaction, and show that for the strength $\frac{Q}{C_1^{15}}(t)$ of the perturbation at that time, the constants can be adjusted to insure that $W + KQ$ will decrease during that interaction. We will eventually have to show that the bounds on the perturbation can be satisfied uniformly in time.

**Case 1:** ($x_i C^1_\pm \rightarrow N^1_\pm C^1$ or $C^1_\pm x_i \rightarrow N^1_\pm C^1$). In Lemma 3.8, we showed that $x_i$ is faster than $C^1_\pm$, then

$$[W] = |x_i|(-k_L + (k_L^< + k_R^>)\mathcal{O}(C^1_\pm)),$$

while Lemma 3.15 has that $[Q] = -|\mathcal{O}(|x_i||C^1_\pm|^2)|$ when (3.50) is imposed. Therefore, if the constraint (3.54) is satisfied, then $W + KQ$ is decreasing. Similarly, Lemma 3.8 showed that when $x_i$ is slower than $C^1_\pm$, then

$$[W] = |x_i|(-k_R + (k_L^< + k_R^>)\mathcal{O}(C^1_\pm))$$

Assuming that the perturbation satisfies an a priori bound (3.50), then $[Q] = -|\mathcal{O}(|x_i||C^1_\pm|^2)|$. For weights satisfying (3.54), then $W + KQ$ is negative.  

**Case 2:** ($N^1_\pm C^1 \rightarrow C^1_\pm$). For the strong interaction $N^1_\pm C^1 \rightarrow C^1_\pm$ Lemma 3.9 stated that

$$[W] = (k_L^< + k_R^>)\mathcal{O}(|N^1_\pm||C^1||\nu(N^1_\pm) - \nu(C^1)|).$$

Lemma 3.16 states that if the inequality (3.51) is enforced, then $[Q]$ is negative but proportional to the same quantity, and therefore

$$[W + KQ] = (k_L^< + k_R^> - K|\mathcal{O}(1)||\mathcal{O}(|N^1_\pm||C^1||\nu(N^1_\pm) - \nu(C^1)|)).$$

is negative if $K$ is chosen to satisfy an a priori bound of the form (3.57).
**Case 3:** \((x_i C \rightarrow C'\text{ or } C x_i \rightarrow C')\). According to **Lemma 3.10**, we have that if the weak wave crosses the classical strong shock \(C = C^1_{\pm}\) from the left, then

\[
[W] = |x_i|(-k_L + k_M^c + k_R^c)\mathcal{O}(|C^1_{\pm}|).
\]

**Lemma 3.17** shows that if (3.50) holds, then \([Q] = -|\mathcal{O}(|x_i|C^1_{\pm}|^2)|\). Therefore, if the constraint (3.54) is satisfied, then the variation \([W + KQ] \leq -k_L|x_i|\) is strictly negative.

If the weak wave \(x_i\) crosses \(C = C^1_{\pm}\) from the right, then **Lemma 3.10** states that the change in \(W\) is

\[
[W] = |x_i|(-k_R + (k_M^c + k_R^c)\mathcal{O}(|C^1_{\pm}|)).
\]

Again, \([Q] = -|\mathcal{O}(|x_i||C^1_{\pm}|^2)|\) when (3.50) holds, and so

\[
[W + KQ](t) \leq -k_R|x_i|
\]

(3.60)
when the bound (3.54) holds.

Suppose now that \(C = C^1\) is a classical shock. If \(x_i\) crosses \(C^1\) from the left, then **lemmas 3.10 and 3.17** state

\[
[W] = |x_i|(-k_M + (k_M^c + k_R^c)\mathcal{O}(|C^1|)),
\]

\[
[Q] = -|\mathcal{O}(|x_i||C^1|^2)|.
\]

If the constraint (3.55) is satisfied a priori, then \([W + KQ] \leq -k_M|x_i|\) is negative.

Similarly, if \(x_i\) comes from the right, then

\[
[W] = |x_i|(-k_R + (k_M^c + k_R^c)\mathcal{O}(|C^1|)).
\]

Using the estimate for \([Q]\) from **Lemma 3.17** and the a priori condition (3.55), we conclude that \([W + KQ] \leq -k_R|x_i|\) is strictly decreasing.

**Case 4:** \((x_i N_{\pm}^\parallel \rightarrow N_{\pm}^\parallel x_i')\). According to **Lemma 3.11** and **Lemma 3.18**

\[
[W] = |x_i|(-(k_L - \text{sign}(x_i)k_M) + C^\gamma k_M + (k_M + k_L^c + k_R^c)\mathcal{O}(|N_{\pm}^1|)),
\]

\[
[Q] = -|\mathcal{O}(|x_i||N_{\pm}^1|^2)|,
\]

where the last bound required (3.52). We impose the bound (3.46) and the constraint (3.56) on \(K\) and these imply that

\[
[W + KQ] \leq (-k_L + (1 + C_i)k_M)|x_i|.
\]

(3.61)

**Case 5:** \((\beta_j C_{\pm}^1 \rightarrow N_{\pm}^1 C_i'\text{ or } C_{\pm}^1 \beta_j \rightarrow N_{\pm}^1 C_i')\). **Lemma 3.12** and **Lemma 3.20** states that when a weak wave \(\beta_j\), with \(j > i\), approaches \(C_{\pm}^1\) from the left, and if the perturbation satisfies (3.53), then

\[
[W] = |eta_j|(-k_L^c + k_R^c + (k_L^c + k_R^c)\mathcal{O}(|C_{\pm}^1|)),
\]

\[
[Q] = -|\mathcal{O}(|\beta_j||C_{\pm}^1||)|.
\]

The linear terms in \([W]\) must control the possible increase in \([Q]\) and so we balance the terms as

\[
[W + KQ] = |eta_j|(-k_L^c + k_R^c + (k_L^c + k_R^c - K\mathcal{O}(1))\mathcal{O}(|C_{\pm}^1|)).
\]
We impose the zero-th order bound (3.48) the a priori condition (3.54) so that $W + KQ$ becomes decreasing.

Similarly, if $\beta_j$ is a weak wave approaching $C_{\pm}^1$ from the right and the perturbation is small in the sense of (3.53), then

$$[W + KQ] = |\beta_j| \{ -k_R^{-} + k_L^{-} + (k_M^{-} + k_R^{-} - K \mathcal{O}(1)) \mathcal{O}(|C_{\pm}^1|) \}.$$  

The conditions and (3.47) and (3.57) are sufficient to make the decreasing functional.

**Case 6: ($\beta_j N_{\pm}^1 \rightarrow N_{\pm}^1 \beta_j'$ or $N_{\pm}^1 \beta_j \rightarrow N_{\pm}^1 \beta_j'$).** Consider first the interaction with $\beta_j$ initially to the left of $N_{\pm}^1$. Lemmas 3.13 and 3.21 state that with the condition (3.53), then

$$[W] = |\beta_j| (-k_L^{-} + k_M^{-} + (k_M + k_L^{-} + k_M^{-} - K \mathcal{O}(1)) \mathcal{O}(|N_{\pm}^1|)),
[W] = |\beta_j| (-k_L^{-} + k_M^{-} + (k_M + k_L^{-} + k_M^{-} - K \mathcal{O}(1)) \mathcal{O}(|N_{\pm}^1|)).$$

To balance these terms, we must examine

$$[W + KQ] = |\beta_j| (-k_L^{-} + k_M^{-} + (k_M + k_L^{-} + k_M^{-} - K \mathcal{O}(1)) \mathcal{O}(|N_{\pm}^1|)).$$

This functional is decreasing if we further assume that conditions (3.48) and (3.58) holds, and the exact decrease is

$$[W + KQ] \leq (-k_L^{-} + k_M^{-}) |\beta_j|.$$  

Similarly, when $\beta_j$ is initially to the right of $N_{\pm}^1$, then we impose the bound (3.53) to deduce

$$[W + KQ] = |\beta_j| (-k_M^{-} + k_L^{-} + (k_M + k_L^{-} + k_M^{-} - K \mathcal{O}(1)) \mathcal{O}(|N_{\pm}^1|)).$$

and then we conclude that this is negative if conditions (3.47) and (3.57) holds. In fact, the amount of decrease is

$$[W + KQ] \leq (-k_M^{-} + k_L^{-}) |\beta_j|.$$  

**Case 7: ($\beta_j C \rightarrow C \beta_j'$ or $C \beta_j \rightarrow \beta_j'C'$).** When the weak wave $\beta_j$ is incoming from the left and $C = C_{\pm}^1$, then using lemmas 3.13 and 3.21 under the assumption (3.53), we find

$$[W + KQ] = |\beta_j| \{ -k_R^{-} + k_L^{-} + (k_L^{-} + k_R^{-} - K \mathcal{O}(1)) \mathcal{O}(|C_{\pm}^1|) \} \leq -k_L^{-} |\beta_j|.$$  

which requires the inequality (3.48) and the a priori condition (3.57) in order to imply that it is strictly negative.

Similarly, for right incoming weak waves and $C = C_{\pm}^1$ and (3.53), we have

$$[W + KQ] = |\beta_j| \{ -k_R^{-} + k_L^{-} + (k_L^{-} + k_R^{-} - K \mathcal{O}(1)) \mathcal{O}(|C_{\pm}^1|) \}.$$

This quantity is negative if the additional conditions (3.47) and (3.57) holds, in which case the decrease is

$$[W + KQ] \leq (-k_R^{-} + k_L^{-}) |\beta_j|.$$  

The last two interactions covered by Case 7. involve either a left incoming $\beta_j$ or a right incoming $\beta_j$ interacting with $C = C_1$, in which case the a priori bound (3.53) implies respectively
\[ [W + KQ] = |\beta_j| \{- k_M^\infty + k_R^\infty + (k_M^\infty + k_R^\infty - K|\mathcal{O}(1)|)\mathcal{O}(|C^1|)\} \leq (- k_M^\infty + k_R^\infty)|\beta_j|. \] (3.64)

or

\[ [W + KQ] = |\beta_j| \{- k_R^\infty + k_M^\infty + (k_M^\infty + k_R^\infty - K|\mathcal{O}(1)|)\mathcal{O}(|C^1|)\} \leq (- k_M^\infty + k_R^\infty)|\beta_j|. \] (3.65)

The functional \( W + KQ \) is strictly decreasing, as written above, if the bounds (3.48), (3.47) and (3.59) are satisfied.

**Proof of Theorem 3.5.** The remaining steps in the proof of existence of a weak solution using front-tracking approximations are similar in every published proof [25, 26] and we will only sketch the final argument. The key step is to demonstrate that the family of front-tracking approximations, parameterized by \( h \), possesses a convergent subsequence that converges as \( h \to 0 \). The proof that the limit is a weak solution is straightforward and will be omitted. Recall that \( h \) is a bound on the strength of rarefaction-shocks, on the errors in the propagation speeds of those discontinuities, and on the approximation of the initial data. The bound \( \epsilon_0 \) on the size of the initial perturbation (3.4) is not to be confused with the parameter \( h \).

We begin by choosing the state \( u_* \in \mathcal{B}(\delta_1) \) so that \( \Phi^h_1(u_*) \) and \( \Phi^h_1(u_*) \) are also in \( \mathcal{B}(\delta_1) \). The euclidean distance in phase-space is equivalent to the generalized shock strength, hence there exists \( \kappa_1 \) for which the bound

\[ ||v_0||_{L^\infty} \leq \kappa_1 TV(v_0) < \kappa_1 \epsilon_0 \]

can be used to ensure that all states in \( u_0 = \bar{u}_0 + v_0 \) belong to \( \mathcal{B}(\delta_1) \). To simplify the notation, the function \( \epsilon(t) \) will denote the size of the perturbation in TV, that is the size of the splitting-merging solution after subtracting the strong waves.

The analysis in Section 3.5 has shown that under certain conditions, the functional \( W + KQ \) is decreasing. We need to establish that this functional is equivalent to the quasi-norm \( TV \) for values of \( \epsilon_0 \) and \( K \) that are compatible with the constraints. Clearly, there exists \( \kappa_2 \) such that

\[ \epsilon(t) \leq \kappa_2 W(u(t)) \leq \kappa_2 (W + KQ)(u(t)), \]

but the existence of a \( \kappa_3 \) for which the inverse inequality holds,

\[ \kappa_3 (W + KQ)(u(t)) \leq \epsilon(t), \]

requires an a priori bound of the form \( KW \leq \kappa_4 \) for some constant \( \kappa_4 \). The constant \( K \) must satisfy the a priori lower bounds (Q1), namely (3.54)-(3.59), but since Lemma 3.22 shows that for \( \zeta < 1/2 \) the lower bounds are all at most 3, these bounds can be rewritten as

\[ 3 \leq K\min\{||\mathcal{O}(1)||_{L^\infty}, ||\mathcal{O}(|C^1|)||_{L^\infty}, ||\mathcal{O}(|N^1_\pm|)||_{L^\infty}, ||\mathcal{O}(|C^1|)||_{L^\infty}\}, \] (3.66)

where each of the uniform norms are taken over \( \mathcal{B}(\delta_1) \). Assume that \( K \) is sufficiently large to satisfy this constraint and then impose that \( \epsilon_0 \) is sufficiently small that there exists a constant \( \kappa_4 \) for which the constraint \( KW(0) \leq \kappa_4 \) is satisfied initially. On the other hand, constraints (P1) and (P2) also require the total variation of the perturbation to decrease as the size of the strong waves decreases,

\[ \epsilon(t) \leq \min\{||\mathcal{O}(1)||_{L^\infty}, ||\mathcal{O}(|C^1|)||_{L^\infty}, ||\mathcal{O}(|N^1_\pm|)||_{L^\infty}, ||\mathcal{O}(|C^1|)||_{L^\infty}\}. \] (3.67)
This upper bound on $\epsilon(t)$ can be satisfied simultaneously with the upper bound $W \leq \kappa_4/K$. Under these conditions, because $W$ will remain uniformly bounded above in time, the equivalence between TV and $W + KQ$ will hold for all time.

Assume that the state $u_*$ is fixed and thus, the strength of the strong waves are only small perturbations of the initial configuration $\bar{u}_0$. Under these conditions, $(W + KQ)(u(t))$ is monotone decreasing and therefore approximated until the approximation leads to states outside $\mathcal{B}(\delta_1)$. Since $(W + KQ)(u(t))$ is equivalent to $TV(u(t) - \bar{u}_0)$, at the cost of further restricting $TV(v_0)$, the boundedness of $W + KQ$ implies that the approximation cannot grow in $L^\infty$ on $\mathcal{B}(\delta_1)$. Glimm’s functional is therefore bounded for all time. The front-tracking approximations are thus continuous with respect to time in $L^1(\mathbb{R})$, and uniformly bounded in TV and $L^\infty$. Helley’s Theorem therefore provides a subsequence $\{h_k\}_k$ converging to zero for which $u_{h_k}$ converges in $L^1_{\text{loc}} \cap BV$.

\textbf{Proof of Theorem 3.6.} The proof is almost identical to the earlier proof, except in this case we need to propose an explicit relation between the strength of the perturbation and the strength of the strong shocks.

Consider now the case where the initial state $u_*^{(k)}$ belongs to a sequence in $\mathcal{B}(\delta_1)$ that converges to a single point on the manifold $\mathcal{M}_i$, where the wave speed $\lambda_i$ has a critical point. For each index $k$, we may assume that the states $\Phi_i^e(u_*^{(k)})$ and $\Phi_i^\phi(u_*^{(k)})$ are also in $\mathcal{B}(\delta_1)$. The uniform $O(1)$ bounds for $K$ and the total variation continue to hold.

In the proof of Theorem 3.5, we saw that as the strength of the strong shock decreases, then the strength of the perturbation must decrease while the weight $K$ must increase. More precisely, suppose that the constant $K$ satisfies exactly the constraint (3.66), that is

$$K = \frac{3}{F_1(|C_+|, |N_\pm|, |C_i|)},$$

for a function $F_1$ linear with respect to the wave strengths. We remark that the strength of these strong waves depend only on the left-hand state of $C_\pm$, or $N_\pm$, and these strengths are all uniform ratios of each other since $\Phi_i^e$ and $\Phi_i^\phi$ are Lipschitz. On the other hand, the condition (3.67) requires that

$$\epsilon(t) \leq F_2(|C_\pm|, |N_\pm|, |C_i|),$$

for some function $F_2$ linear in the wave strengths. Taking (3.66) and (3.67) together, we have

$$KW \leq K \cdot \frac{\epsilon(t)}{\kappa_3} = \frac{3}{\kappa_3} \cdot \frac{F_2(|C_\pm|, |N_\pm|, |C_i|)}{F_1(|C_\pm|, |N_\pm|, |C_i|)}.$$

By uniform continuity over $\mathcal{B}(\delta_1)$, the ratio $F_2/F_1$ is uniformly bounded and hence there exists a constant $\kappa_4$ for which $KW \leq \kappa_4$. The equivalence between TV and $W + KQ$ is therefore uniform with respect to the vanishing strengths of the strong waves.

Constraints (P1) are summarized by the condition (3.67) which, because the strengths of the strong waves are proportional to each other, can be replaced by a simpler inequality
The rest of the proof is the same as the one presented for Theorem 3.5.

4. Splitting-merging solutions with nucleation

4.1. Preliminaries

The objective of this section is to show that splitting-merging solutions can only undergo a finite number of splitting-merging cycles when the creation of nonclassical waves requires the more demanding nucleation condition; see Definition 2.16. This is a generalization of an earlier result by LeFloch and Shearer in the scalar case [6].

The proof does not follow the techniques of the earlier work [6], which nonetheless inspired preliminary work of two of the authors on the total variation for scalar laws [2], and hence the current definition of wave strength. The key step of the proof presented here is an extension of Lemma 5.2 from [2] which translates the nucleation condition (2.16) into a lower bound on the signed variation of the waves crossing \( N^\perp \) and \( C^\uparrow \) during a single splitting-merging cycle. The proof therefore requires some careful accounting of all the waves which interact with the nonclassical wave, from the moment the non-classical wave was created until it disappears.

This section begins with a description of the geometry and processes involved in a single splitting-merging cycle. The extension of Lemma 5.2 from [6] is then presented. The signed variation is introduced and related to the previous bound. We conclude the result by demonstrating that the total variation decreases during each splitting-merging by an amount proportional to the strength of the nucleation condition, and therefore, that a splitting-merging solution for a finite perturbation can only undergo a finite number of splitting-merging cycles.

4.2. Nucleation and the splitting-merging cycle

This section recalls the definition of nucleation, provides a statement of the main theorem, and then enumerates the waves and interactions one can expect to see during a splitting-merging cycle.

The nucleation condition and its associated Riemann solver were defined in Section 2, and in particular in Lemma 2.6. For the sake of convenience, we repeat its definition. The nucleation condition assumes that there exists a \( C^2 \) function \( l_i : B(\delta_1) \to \mathbb{R} \) satisfying

\[
\epsilon_0 \leq \kappa_s |N^\perp|.
\]

The nucleation criteria states that \( i \)-classical shocks are preferred over nonclassical shocks if

\[
|\mu_i(u_-) - \mu_i(u_+)| < |\mu_i(u_-) - \mu_i^n(u_-)|.
\]

(4.1)

Lemma 2.6 describes the resulting Riemann solver. Furthermore, we will assume that \( \mu_i^n(u_-) < \mu_i^\uparrow(u_-) \) uniformly over \( B(\delta_1) \), that is to say that there exists a strictly positive constant \( \eta \) such that
\[ \eta < |\mu_i^\ell(u) - \mu_i^r(u)|, \]
for all states \( u \) that are perturbations of the left-hand state \( u_* \) in the splitting-merging solution. We are now in a position to state the main result of this section.

**Theorem 4.1** (Finiteness of splitting–merging patterns under nucleation). Given any strictly hyperbolic system (1.1) with genuinely nonlinear, linearly degenerate, or concave-convex characteristic families, together with a nonclassical Riemann solver satisfying a nucleation condition, there exist constants \( \kappa_* \) and \( \delta_* < \delta_0 \) depending only upon the flux function and the constant \( C^0 \) arising in (H4), so that the following property holds: for every family of kinetic mappings \( \Phi_i^\ell \) associated with concave-convex families (indexed by \( i \)), provided they satisfy the conditions (H1)–(H4), any three state pattern \( (u_*, \Phi_i^\ell(u_*), \Phi_i^r(u_*)) \in B(\delta_*)^3 \) can only undergo a finite number of splitting-merging cycles, that is, for every perturbation with total variation at most \( \kappa_*|\sigma(u_*, \Phi_i^\ell(u_*))| \) there exists a global–in–time solution \( u = u(t,x) \) to (1.1) satisfying the initial condition (3.2) and containing only a finite number of interactions \( N^1_+ C^\ell \to C^r_+ \).

Before the nucleation condition can be related to the signed variation of the strong waves during one splitting-merging cycle, we need to identify all the waves involved in the interactions. **Figure 2** illustrates the waves in a splitting-merging cycle. Suppose that a classical shock \( C^r_+ \) interacts with a weak wave at time \( t_0 \) and splits into a nonclassical shock \( N^1_+ (t_0 +) \) and a faster classical shock \( C^\ell (t_0 +) \). The nucleation condition (4.1) is satisfied at time \( t_0 \). We assume that the nonclassical shock \( N^1_+ \) persists until a time \( t_f \) at which the classical shock \( C^\ell \) crosses the nonclassical shock and results in a single outgoing classical shock \( C^r_+ (t_f +) \). Suppose that the left-hand state of \( N^1_+ (t) \) at some time \( t \) is denoted by \( u_l(t) \) while the right-hand state of \( C^\ell (t) \) is written as \( u_r(t) \). Note that these are also the left and right-hand states of the classical shock \( C^r_+ \) when it is present. Immediately after the splitting, the intermediate state \( u_m (t_0 +) \) is well-defined, just as \( u_m (t_f -) \) is well-defined immediately prior to the merging.

**Lemma 4.2.** When nucleation is present, a single splitting-merging cycle from \( t = t_0 \) to \( t_f \) satisfies

\[ \eta < (\mu_i(\Phi_i^\ell(u_l(t_0 +))) - \mu_i(\Phi_i^\ell(u_l(t_f -)))) + (\mu_i(u_r(t_f -)) - \mu_i(u_r(t_0 +))). \] (4.2)

**Proof.** The nucleation condition states that

\[ 0 < \eta < \mu_i(\Phi_i^\ell(u_l(t_0 +))) - \mu_i(u_r(t_0 +)), \] (4.3)

while the subsequent merging requires that the speed of \( N^1_+ (t_f -) \) be greater than that of \( C^\ell (t_f -) \), or more specifically

\[ a(u_r(t_f -), u_m(t_f -)) < a(u_l(t_f -), \Phi_i^\ell(u_l(t_f -))) = a(\Phi_i^\ell(u_l(t_f -)), \Phi_i^r(u_l(t_f -)))). \] (4.4)

Since \( u_m(t_f -) = \Phi_i^r(u_l(t_f -)) \), this inequality on the speeds is equivalent to

\[ \mu_i(\Phi_i^r(u_l(t_f -))) < \mu_i(u_r(t_f -)). \] (4.5)
Taking (4.3) and (4.5) together, we obtain that each splitting-merging cycle with nucleation must satisfy (4.2).

Analysis of the two terms in (4.2) will require us to relate variations in \( N \) and \( C \) to the variation in \( u(t) \) and \( u_r(t) \). The left and right hand states can be modified by waves entering the region between the strong shocks, but also by waves exiting it. On the other hand, we will show that the strength of the waves exiting the domain is controlled by the strength of the waves entering the domain. It is this last part that will make the analysis a little bit messier than one would have hoped.

We now describe all the interactions with \( N \) and \( C \) that could modify the left and right-hand states. Let \( x_n, n = 1, \ldots, n^L \) be the \( i \)-waves that reach \( N \) from the left and let \( x_n^R, n = 1, \ldots, n^R \) be the \( i \)-waves that interact with \( C \) from the right. The weak waves \( \{x_n\}_n \) have interactions of Case 4. with \( N \) while the waves \( \{x_n^R\}_n \) have interactions with \( C \) of Case 3. Similarly, let \( \tilde{x}_n^R, n = 1, \ldots, \tilde{n}^R \) be the \( i \)-waves crossing \( C \) from the left. Since \( N \) is an undercompressive, no \( i \)-waves can interact with it from the right.

Figure 2. Illustration of the trajectories of the waves involved in a single splitting-merging cycle. The \( \alpha \) waves belong to the family \( i \), the non-convex family, and the \( \beta \) waves are those belonging to families \( j \neq i \).
Let \( \beta_{j,n}^L, n = 1, \ldots, n_j^L \) be the weak \( j \)-waves with \( j > i \) that interact with \( N_{\pm}^1 \) from the left and define \( \beta_{j,n}^R, n = 1, \ldots, n_j^R \) be the \( j \)-waves with \( j < i \) interacting with \( C^1 \) from the right. The waves \( \beta_{j,n}^L \) have interactions described by Case 6, while the waves \( \beta_{j,n}^R \) have interactions studied in Case 7. Let \( \beta_{j,n}^L, n = 1, \ldots, n_j^L \) be the \( j \)-waves with \( j < i \) interacting with \( N_{\pm}^1 \) from the right and let \( \beta_{j,n}^R, n = 1, \ldots, n_j^R \) be the \( j \)-waves with \( j > i \) reaching \( C^1 \) from the left.

Observe that the interactions of \( N_{\pm}^1 \) and \( C^1 \) with the waves \( x^L, x^R, \tilde{x}^R, \beta^L, \tilde{\beta}^L, \beta^R, \tilde{\beta}^R \) generate new weak \( i \)-waves but all waves \( x^+, \beta^+ \) generate \( j \)-waves between \( N_{\pm}^1 \) and \( C^1 \). These secondary weak waves will need to be accounted for. Finally, recall our earlier notation \( y^h(t) \) for the position of \( N_{\pm}^1 \), \( z^h(t) \) for the position of \( C^1 \) and \( \Gamma \subset \mathbb{R}^+ \times \mathbb{R} \) for the region between these shocks.

The objective is to demonstrate that

\[
[W + KQ]_{y^h} \leq -\eta < 0,
\]

since it will imply that if \( W + KQ \) is a priori bounded in time, and therefore that the splitting-merging cycles can only occur a finite number of times. As Lemma 4.2 indicates, the quantity \( -\eta \) can be bounded below by the total change in \( u_i \) and \( u_n \), which is itself, up to linear terms, the sum of the strengths of the waves crossing \( N_{\pm}^1 \) and \( C^1 \) during one splitting-merging cycle; see Lemma 4.3. The key observation is that waves crossing \( N_{\pm}^1 \) from the left will belong to families \( j \geq i \) and waves crossing \( C^1 \) will belong to families \( j < i \), hence the signed variation of the \( i \)-waves crossing \( N_{\pm}^1 \) will be the same as the signed variation of the \( i \)-waves interacting with \( C^1 \) from the left. The trick will be to correctly account for changes in \( Q \) that allow us to reduce the interactions to linear superpositions.

The change in \( W + KQ \) is the sum of the changes during all interactions occurring between time \( t_0^+ \) and \( t_f^- \). Our earlier work has already shown that \([W + KQ]\) is always negative during these interactions but we will examine only interactions involving at least one wave among \( N_{\pm}^1, C^1 \) and the waves in \( \Gamma \). The other interactions will lead to arbitrary decreases in \( W + KQ \) that cannot be controlled [30–38].

### 4.2.1. Weak interactions with \( N_{\pm}^1 \)

We begin by examining only interactions between \( i \)-waves \( x_n^L \) and \( N_{\pm}^1 \). These cross \( N_{\pm}^1 \) and a fraction of the wave continues to travel in \( \Gamma \). Secondary waves of families \( j < i \) are created and propagate left of \( N_{\pm}^1 \) while secondary waves of families \( j > i \) propagate into \( \Gamma \). Lemmas 3.11 and 3.18 quantify these interactions, which are then summarized in (3.61),

\[
[W + KQ] \leq (-k_L + (1 + C^{3})k_M) |x_n^L|.
\]

Similar calculations show that
\[ [\mu_j(u_t)] = -\text{sign}(x^n_j)|x^n_j| + \mathcal{O}(|N^\perp_j| \cdot |x^n_j|), \quad [\mu_j(u_t)] = \mathcal{O}(|N^\perp_j| \cdot |x^n_j|), \quad j \neq i, \quad (4.8) \]

where \( \text{sign}(x) = -1 \) if \( x \) is a shock and \( +1 \) if \( x \) is a rarefaction.

Treating now interactions between \( j \)-waves, \( j > i \), and the strong wave \( N^\perp_j \), as described in Lemmas 3.12 and 3.20, we obtain the estimate (3.62)

\[ [W + KQ] \leq (-k_e^j + k_M^j)|\beta_{j,n}^L|. \quad (4.9) \]

This weak wave also modifies the left-hand state by the amount

\[ [\mu_j(u_t)] = -\text{sign}(|\beta_{j,n}^L|)|\beta_{j,n}^L| + \mathcal{O}(|N^\perp_j| \cdot |\beta_{j,n}^L|), \quad [\mu_k(u_t)] = \mathcal{O}(|N^\perp_j| \cdot |\beta_{j,n}^L|), \quad k \neq j. \quad (4.10) \]

Finally, there are \( j \)-waves \( \beta_{j,n}^L \) which cross \( N^\perp_j \) from the right, after having entered \( \Gamma \) and these waves decrease the total variation by

\[ [W + KQ] \leq (-k_M^j + k_e^j)|\beta_{j,n}^L|. \quad (4.11) \]

and modify the left-hand state \( \mu_k(u_t) \) by the amount

\[ [\mu_j(u_t)] = -\text{sign}(|\beta_{j,n}^L|)|\beta_{j,n}^L| + \mathcal{O}(|N^\perp_j| \cdot |\beta_{j,n}^L|), \quad [\mu_k(u_t)] = \mathcal{O}(|N^\perp_j| \cdot |\beta_{j,n}^L|), \quad k \neq j. \quad (4.12) \]

### 4.2.2. Weak interactions with \( C^\perp \)

The interactions between \( j \)-waves, and \( C^\perp \) are simpler to treat than those with \( N^\perp_j \) since \( i \)-waves cannot cross \( C^\perp \). On the other hand, it is important to understand that the \( i \)-waves approaching \( C^\perp \) from the left must be the remains of the \( i \)-waves that previously crossed \( N^\perp_j \).

For \( i \)-waves reaching \( C^\perp \) from the right, we find

\[ [W + KQ] \leq -k_R|x^n_i|, \quad (4.13) \]

and that the right-hand states are modified by

\[ [\mu_j(u_t)] = -\text{sign}(x^n_i)|x^n_i| + \mathcal{O}(|C^\perp| \cdot |x^n_i|), \quad [\mu_j(u_t)] = \mathcal{O}(|C^\perp| \cdot |x^n_i|), \quad j \neq i. \quad (4.14) \]

When \( i \)-waves reach \( C^\perp \) from the left, similar estimates hold, namely

\[ [W + KQ] \leq -k_M|x^n_i|, \quad (4.15) \]

and

\[ [\mu_k(u_t)] = \mathcal{O}(|C^\perp| \cdot |x^n_i|), \quad \text{for all } k. \quad (4.16) \]

The interactions involving \( j \)-waves and \( C^\perp \) are simple. If \( j < i \), the estimate (3.65) provides

\[ [W + KQ] \leq (-k_R^j + k_M^j)|\beta_{j,n}^R|. \quad (4.17) \]

and changes in the state on the right-hand side are easily seen to be
\[
\mu_j(u_r) - \text{sign}(\beta^R_{j,n})|\beta^R_{j,n}| + \mathcal{O}(|C|^1 \cdot |\beta^R_{j,n}|), \quad \mu_k(u_r) = \mathcal{O}(|C|^1 \cdot |\beta^R_{j,n}|), \quad k \neq j.
\]

(4.18)

On the other hand, for \( j > i \), the estimate (3.64) is

\[
[W + KQ] \leq (-k^2_M + k^2_R) |\tilde{\beta}^R_{j,n}|,
\]

(4.19)

and the right-hand states change by

\[
\mu_j(u_r) = -\text{sign}(\tilde{\beta}^R_{j,n})|\tilde{\beta}^R_{j,n}| + \mathcal{O}(|C|^1 \cdot |\tilde{\beta}^R_{j,n}|), \quad \mu_k(u_r) = \mathcal{O}(|C|^1 \cdot |\tilde{\beta}^R_{j,n}|), \quad k \neq j.
\]

(4.20)

4.2.3. Wave crossings between \( N^\dagger \) and \( C \)

The waves entering the region between the two strong shocks are either

- \( i \)-waves \( \tilde{x}^L_n \) entering from the left;
- \( j \)-waves \( \beta^L_{j,n}, j > i \), entering from the left;
- \( j \)-waves \( \beta^R_{j,n}, j < i \), entering from the right.

Our goal is to relate the strength of these waves to the strength of the outgoing waves \( \tilde{x}^R_n, \tilde{\beta}^R_{j,n} \) and \( \tilde{\beta}^L_{j,n} \).

If all interactions within \( \Gamma \) were linear, then the \( i \)-waves exiting on the right, namely \( \tilde{x}^R_n \) would be the result of the interactions among the fraction of the \( i \)-waves \( C^\dagger \tilde{x}^L_n \) which had crossed \( N^\dagger \) from the left. Similarly, since the only \( j \)-waves with \( j > i \) (\( j < i \)) that entered the domain were \( \beta^L_{j,n} \left( \beta^R_{j,n} \right) \), then \( \tilde{\beta}^R_{j,n} \left( \tilde{\beta}^L_{j,n} \right) \) would be the result of the interactions among \( \beta^L_{j,n} \left( \beta^R_{j,n} \right) \). In the linear case, this would justify the following three bounds

\[
\sum_{n=1}^{n^R} |\tilde{x}^R_n| \leq C_i \sum_{n=1}^{n^L} |\tilde{x}^L_n|,
\]

(4.21)

\[
\sum_{n=1}^{n^L} |\tilde{\beta}^L_{j,n}| \leq \sum_{n=1}^{n^R} |\beta^R_{j,n}|, \quad \text{for all } j < i,
\]

(4.22)

\[
\sum_{n=1}^{n^R} |\tilde{\beta}^R_{j,n}| \leq \sum_{n=1}^{n^L} |\beta^L_{j,n}|, \quad \text{for all } j > i.
\]

(4.23)

In the weakly nonlinear regime, these estimates are correct up to second-order corrections weighted by the total strength of all of the secondary waves which might be generated by interactions inside \( \Gamma \). The correct upper bounds would therefore be the same, except for the presence of weights of the form \( (1 + \epsilon(t)) \), which we can simply neglect for the purposes of this section.
4.3. Total variation estimate for the splitting-merging cycle

We now combine all the bounds computed to produce a negative upper bound on changes in $W + KQ$ during a single splitting-merging cycle. We begin by returning to the quantity $\eta$ from Lemma 4.2 which was found to be strictly negative during a cycle.

**Lemma 4.3.** Suppose $C^x_\ell$ is the Lipschitz constant for the map $\mu_i \circ \Phi^x_\ell$. Then the nucleation condition is bounded by the signed variation of the incoming waves according to

$$\eta \leq (C^x_\ell + \mathcal{O}(|N^\perp|)) \sum_{n=1}^{n^L} |x^L_n| + (1 + \mathcal{O}(|C^\perp|)) \sum_{n=1}^{n^R} |x^R_n|$$

$$+ \sum_{j<i} (C^x_j + \mathcal{O}(|N^\perp|)) \sum_{n=1}^{n^L_j} |\beta^L_{j,n}| + (1 + \mathcal{O}(|C^\perp|)) \sum_{j<i} \sum_{n=1}^{n^R_j} |\beta^R_{j,n}|.$$  

(4.24)

**Proof.** We observe immediately that the Lipschitz continuity of the map $\Phi^x_\ell$ implies that there exists constants $C^x_k$, $k = 1, \ldots, n$, such that

$$|\mu_i(\Phi^x_\ell(u(t_0^i)) - \mu_i(\Phi^x_\ell(u(t_j^i))))| < \sum_{k=1}^{n} C^x_k |u_k(u(t_0^i)) - u_k(u(t_j^i))|.$$ 

The first term of (4.2) is bounded by the sum (4.8), (4.10) and (4.12), while the second term is bounded by the sum of (4.14), (4.16), (4.18) and (4.20).

$$\eta \leq \sum_{k=1}^{n} C^x_k |u_k(u(t_0^i)) - u_k(u(t_j^i))| + \sum_{n=1}^{n^L} \mathcal{O}(|N^\perp|) \cdot |x^L_n|$$

$$+ \sum_{j>i} C^x_j \sum_{n=1}^{n^L_j} - \text{sign}(\beta^L_{j,n}) |\beta^L_{j,n}| + \sum_{j<i} \sum_{n=1}^{n^L} \mathcal{O}(|N^\perp|) \cdot |\beta^L_{j,n}|$$

$$+ \sum_{j<i} C^x_j \sum_{n=1}^{n^L_j} - \text{sign}(\tilde{\beta}^L_{j,n}) |\tilde{\beta}^L_{j,n}| + \sum_{j<i} \sum_{n=1}^{n^L} \mathcal{O}(|N^\perp|) \cdot |\tilde{\beta}^L_{j,n}|$$

$$+ \sum_{n=1}^{n^R} \text{sign}(x^R_n) |x^R_n| + \sum_{n=1}^{n^R} \mathcal{O}(|C^\perp|) \cdot |x^R_n|$$

$$+ \sum_{n=1}^{n^R} \text{sign}(\tilde{x}^R_n) |\tilde{x}^R_n| + \sum_{n=1}^{n^R} \mathcal{O}(|C^\perp|) \cdot |\tilde{x}^R_n|$$

$$+ \sum_{j<i} \sum_{n=1}^{n^R_j} - \text{sign}(\beta^R_{j,n}) |\beta^R_{j,n}| + \sum_{j<i} \sum_{n=1}^{n^R_j} \mathcal{O}(|C^\perp|) \cdot |\beta^R_{j,n}|$$

$$+ \sum_{j>i} \sum_{n=1}^{n^R_j} - \text{sign}(\tilde{\beta}^R_{j,n}) |\tilde{\beta}^R_{j,n}| + \sum_{j>i} \sum_{n=1}^{n^R_j} \mathcal{O}(|C^\perp|) \cdot |\tilde{\beta}^R_{j,n}|.$$
Up to second-order terms, we may assume that the strength of the strong waves is equal to the constant strength of the unperturbed waves in \( \tilde{u}_0 \). Our earlier bounds show that the strength of the waves exiting \( \Gamma \) are bounded by the strength of the waves entering it, and therefore, after simplifying the expressions above, we can rewrite the upper bound above as in (4.24).

We observe that up to second-order terms we may assume that the strength of the strong waves is equal to the constant strength of the unperturbed waves in \( \tilde{u}_0 \). Our earlier bounds show that the strength of the waves exiting \( \Gamma \) are bounded by the strength of the waves entering it, and therefore, after simplifying the expressions above, we can rewrite the upper bound above as in (4.24).

We complete this section with a proof of the main theorem. The proof resembles the accounting that was necessary in the proof of the previous lemma, except for the manipulation of the weights \( k \) now appearing in \( W + KQ \).

Proof of Theorem 4.1. Variations in \( W + KQ \) involving only waves in \( V_L \) and \( V_R \) always lead to decreases in Glimm’s functional, and therefore it suffices to account for changes involving interactions with at least one wave from among \( N^L \) or \( C^\dagger \). We invoke the bounds (4.7), (4.9), (4.11), (4.13), (4.15), (4.17) and (4.19).

\[
[W + KQ] \leq \sum_{n=1}^{n^L} (-k_L + (1 + C^\dagger k_M) |x_n^L| + \sum_{j<i} \sum_{n=1}^{n^L} (-k_M^c + k_M^c) |\beta_{j,n}^L| + \sum_{j<i} \sum_{n=1}^{n^L} (-k_M^c + k_M^c) |\beta_{j,n}^L| + \sum_{j>i} \sum_{n=1}^{n^L} (-k_M^c + k_M^c) |\beta_{j,n}^L|
\]

Similarly, since the weights are negative, the bounds (4.21)-(4.23) imply that

\[
\sum_{j<i} \sum_{n=1}^{n^L} (-k_M^c + k_M^c)|\beta_{j,n}^L| \leq \sum_{j<i} \sum_{n=1}^{n^L} (-k_M^c + k_M^c)|\beta_{j,n}^L|,
\]

\[
\sum_{j>i} \sum_{n=1}^{n^L} (-k_M^c + k_M^c)|\beta_{j,n}^L| \leq \sum_{j>i} \sum_{n=1}^{n^L} (-k_M^c + k_M^c)|\beta_{j,n}^L|.
\]

These bounds allow us to further simplify the estimates to

\[
[W + KQ] \leq (-k_L + k_M) \sum_{n=1}^{n^L} |x_n^L| - k_R \sum_{n=1}^{n^R} |x_n^R| + (-k_L^c + k_L^c) \sum_{j>i} \sum_{n=1}^{n^L} |\beta_{j,n}^L| + (-k_R^c + k_R^c) \sum_{j>i} \sum_{n=1}^{n^R} |\beta_{j,n}^R|.
\]

(4.25)

For the choices of weights \( k \), proposed in Lemma 3.22, we find that \( k_R = 1 \) and
\[-k_L + k_M = -(1 + C^{(\bar{\eta})} + \zeta) + 1 = -C^{(\bar{\eta})} - \zeta,\]
\[\quad -k_L^\infty + k_R^\infty = -(1 + \zeta) + (1 - \zeta) = -2\zeta,\]
\[\quad -k_R^\infty + k_L^\infty = -(1 + \zeta) + (1 - \zeta) = -2\zeta.\]

In order to bound above the negative quantity (4.25) by a multiple of $-\eta$, it suffices to observe that the weights on (4.24) are all bounded uniformly, and hence for every fixed positive value of $\zeta$, there exists a positive constant $c$ such that

$$[W + KQ] \leq -c\eta.$$  

Splitting and mergings cannot proceed indefinitely since each cycle leads $W + KQ$ to decrease by a constant amount. The constant $c\eta$ being uniform as the front-tracking scheme converges to a weak solution, the result also holds for that weak solution.  
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