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Abstract: In the stratified sampling literature the main problem is to determine the sample sizes that should be selected from each stratum under (i) Equal Allocation, (ii) Proportional Allocation and (iii) Optimum Allocation. The best method is optimum allocation but in real situation the implementation of optimum allocation is not possible. In this case it is of interest to find near optimal allocation or compromise allocation. In case of multivariate sampling problem (where \( p \) different characteristics are under study) the optimal allocation method does not give the optimal solution for each variable and then researcher have to adapt in solution up to some extent by which the solution gives the optimal allocation in some sense. The compromise allocation is advisable in this situation. The present paper discusses a real situation problem where the two stage sampling are under study for more than one characteristics with quadratic travel cost of survey, the problem can be formulated as Multivariate Non Linear Programming Problem (MNLPP). The MNLPP is then solved by Dynamic Programming Technique with a numerical example.
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1. Introduction

In a multivariate study (more than one characteristic) one may not able to find optimal solution or allocation because an optimal allocation for one variable not necessarily satisfies the optimal solution for other variables. Therefore, one cannot use the optimum allocation technique of Neyman [5] for multiple characteristics and to find such allocation which is an adjustment of conflict (compromise) for all characteristics. This technique is also known as ‘compromised allocation technique’ which is in some sense optimum for all the characteristics.

According to Ignizio [6] a multivariate optimal allocation having more than one objective problem can be solve by using different weights to the different objective functions according to their importance and combined as a single objective function then solve the problem as Linear Programming Problem (LPP) or as Non Linear Programming Problem (NLPP). Another way to solve the problem with more than one objective function to optimize the most important objective and put tolerance limits on the others and treat these as constraints of the problem.

In a special situation where the correlation among the characteristics may be high and the individual allocations may differ relatively less the average individual optimal allocation was suggested by Cochran [12]. Many other authors also proposed several criteria to work out compromise allocations.

Non Linear Programming Problem (NLPP) can be formulated for compromise allocation in multivariate cluster sampling for multiple characteristics. The NLPPs are then solved using Dynamic programming technique and explicit formulas are obtained for the optimum allocation of the first-stage and second-stage sampling units.

There are a number of solution procedures available for single variable nonlinear programming problem (NLPP) to get optimal solution in both the cases (i) for one stage as well as (ii) for two stage sampling. In case of two stage sampling design, the problem splits into each stage univariate problem and solved accordingly by any available method like (Cochran [12], Arnold [2], Sadooghi-Alvandi [11], Valliant and Gentle [10], Clark and Steel [9], Dever et al. [4]).

But for more than one variable (characteristics) are under study the procedures for determining optimum allocations are not well defined. The compro-
Compromise allocation method is used in such situation, because in many surveys, the use of two-stage sampling designs often specifies two stages of selection— the first stage unit is known as primary sampling units (PSUs), and second stage unit is known as secondary sampling units (SSUs) which will be the sub-samples of PSUs. Waters and Chester [7] proposed a graphical approach to identify the possible optimum solution for multivariate case. Ansari [1] used linear cost to discuss the procedure but it is not possible that the cost function will always be linear, the cost function can be non-linear. So, in this paper authors consider a quadratic cost function.

In the present paper, a multivariate two-stage sampling design with quadratic travel cost has been developed as compromise allocation method. The problems of determining the compromise allocations have been formulated as Nonlinear Programming Problems (NLPP), which can be solved by Dynamic programming Technique.

2. The formulation

A two-stage sampling with multivariate as characteristics say $p$ characteristics are under study, $n$ units of PSU are drawn randomly from $N$ units in first stage and $m$ subunits of SSU are randomly drawn from and $M$ units in the second stage within each selected $n$ units of PSU. Let $y_{ijk}$ denotes the value obtained from $j^{th}$ subunit in the $i^{th}$ primary unit, $\bar{y}_{ik} = \sum_{j=1}^{m} \frac{y_{ijk}}{m}$ the sample mean per subunit in the $i^{th}$ primary unit, and $\bar{y}_{k} = \sum_{i=1}^{n} \frac{\bar{y}_{ik}}{n}$ the overall sample mean per subunit for $k^{th}$ characteristic. It could be shown that $\bar{y}_{k}$ is an unbiased estimate of the overall population mean $\bar{Y}_k$ of $k^{th}$ characteristic with variance $V(\bar{y}_k) = \left( \frac{N-n}{N} \right) S^2_{1k} \frac{n}{N} + \left( \frac{M-m}{M} \right) S^2_{2k} \frac{nm}{M}$ where the stratum standard deviations among the primary unit means be $S^2_{1k}$ and the stratum standard deviations among the subunit within primary unit for $k^{th}$ characteristic be $S^2_{2k}$, respectively. If the above stratum standard deviations among PSU and SSU are unknown but their estimates are available then the variance can be written as

$$V(\bar{y}_k) = \left( \frac{N-n}{N} \right) S^2_{1k} \frac{n}{N} + \left( \frac{M-m}{M} \right) S^2_{2k} \frac{nm}{M}. \quad (1)$$

Assuming a quadratic cost function of two-stage sampling procedure, the total cost of the survey may be expressed as

$$C = c_1 n^2 + c_2 \left( n \cdot m \right)^2 + d_1 n + d_2 \left( n \cdot m \right), \quad (2)$$
where $c_1$, $c_2$ are the cost of measurement of all the characteristics survey for PSU and SSU and $d_1$ and $d_2$ is the travel cost of survey for PSU be the travel cost of all the characteristics survey for PSU and SSU.

The optimum value of $n$ and $m$ for an individual characteristic can thus be calculated by minimizing the variance in (1) for the given cost in (2), or by minimizing the cost for fixed variance.

Generally a compromise criterion is needed in multivariate sample survey to find out an acceptable number of PSU’s and SSU’s which is optimum, in some sense, for all characteristics. Khan et al. [8] suggested the compromise criterion for the predetermined total cost of the survey, in two-stage sampling, if we are interested to find the means of $p$ characteristics, it may be a reasonable criterion to determine the optimal choice of $n$ and $m$ by minimizing the weighted sum of the variances of the two-stage sample means of all the $p$ characteristics, that is

$$\sum_{k=1}^{p} W_k V(\bar{y}_k),$$

where $W_k$ is the weight assigned to the $k^{th}$ characteristic in proportion to its importance as compared to other characteristics and $V(\bar{y}_k)$ as given above.

Ignoring the $fpc$, $V$ will be equivalent to minimize

$$\sum_{k=1}^{p} W_k \left\{ \frac{1}{n} \left( \frac{s_{1k}^2}{n} + M \left( \frac{M - m}{mM} \right) \frac{s_{2k}^2}{nM} \right) \right\}.$$

If the cost is fixed then the problem of optimum allocation could be as under by following NLPP

$$\begin{align*}
&\text{Minimize} \quad V(m, n) = \sum_{k=1}^{p} W_k \left( \frac{s_{1k}^2}{n} + \frac{s_{2k}^2}{mM} \frac{s_{2k}^2}{nM} \right) \\
&\text{Subject to} \quad c_1 n^2 + c_2 (n m)^2 + d_1 n + d_2 (n m) \leq C_0 \\
&\quad \text{and} \quad n, m \geq 0
\end{align*}$$

(3)

the restrictions $n, m > 0$ and $M > 0$ are obvious because negative values of the number of PSU’s and SSU’s are of no practical use, so NLPP (3) becomes

$$\begin{align*}
&\text{Minimize} \quad V(m, n) = \left( \frac{\sum_{k=1}^{p} W_k \left( \frac{s_{1k}^2}{n} - \frac{s_{2k}^2}{Mn} \right)}{n} + \sum_{k=1}^{p} W_k s_{2k}^2 \right) \\
&\text{Subject to} \quad c_1 n^2 + c_2 (n m)^2 + d_1 n + d_2 (n m) \leq C_0 \\
&\quad \text{and} \quad n, m \geq 0
\end{align*}$$

(4)
Minimize \[ V(\alpha) = \left( \frac{A_1}{\alpha_1} + \frac{A_2}{\alpha_2} \right) \]
Subject to \[ c_1\alpha_1^2 + c_2\alpha_2^2 + d_1\alpha_1 + d_2\alpha_2 \leq C_0 \]
and \[ \alpha_1, \alpha_2 \geq 0 \]
where \[ A_1 = \sum_{k=1}^{p} W_k \left( s_{1k}^2 - \frac{s_{2k}^2}{M} \right), \quad A_2 = \sum_{k=1}^{p} W_k s_{2k}^2, \quad \alpha_1 = n \text{ and } \alpha_2 = mn \]
and in general form we can write it as
\[ V(\alpha_j) = \sum_{j=1}^{2} \frac{A_j}{\alpha_j} \quad \sum_{j=1}^{2} c_j\alpha_j^2 + d_j\alpha_j \leq C_0 \]
\[ \alpha_j \geq 0; \quad j = 1, 2 \]

3. Solution procedure using dynamic programming techniques

In this section, solution procedures have been developed for solving MPP (6), using dynamic programming technique. Consider the \( r^{th} \) stage sub problem of MPP (6) for the first \( r(<p) \) groups

Minimize \[ \sum_{j=1}^{r} f_j(\alpha_j) \]
subject to \[ \sum_{j=1}^{r} g_j(\alpha_j) \leq C_p \]
and \[ \alpha_j \geq 0; \quad j = 1, 2, \ldots, r \]

where \[ f_j(\alpha_j) = \frac{A_j}{\alpha_j}, \quad g_j(\alpha_j) = c_j\alpha_j^2 + d_j\alpha_j \leq C_0; \quad j = 1, 2, \ldots, r; \quad c_r \leq C_0 \]
is the available budget for measurements of the selected units from the first \( r \) groups.

With the above definition of \( C_r \) we have:

\( C_r = C_0 \) for \( r = p \)
also
\( C_r = g_1(\alpha_1) + g_2(\alpha_2) + \ldots + g_{r}(\alpha_{r}) \)
\( C_{r-1} = g_1(\alpha_1) + g_2(\alpha_2) + \ldots + g_{r-1}(\alpha_{r-1}) = C_r - g_{r}(\alpha_{r}) \)
\( : \)
\( C_2 = g_1(\alpha_1) + g_2(\alpha_2) = C_3 - g_3(\alpha_3) \)
and
\( C_1 = g_1(\alpha_1) = C_2 - g_2(\alpha_2) \).

If \( f(r, C_r) \) denotes the minimum value of the objective function of sub problem (7), then

\[ f(r, C_r) = \text{Min}_{\text{feasible } \alpha_j} \left\{ \sum_{j=1}^{r} f_j(\alpha_j) : \sum_{j=1}^{r} g_j(\alpha_j) = C_r \text{ and } \alpha_j \geq 0 \right\}. \]
For the first stage \((r = 1)\):
\[
f(1, C_1) = \frac{A_1 c_1}{C_1} \text{ at } \alpha_1 = \frac{-d_1 + \sqrt{d_1^2 + 4c_1 C_1}}{2c_1} \text{ (ignorance of negative } \alpha_1)\]

and for \((r \geq 2)\),
\[
f(r, C_r) = \left\{ \frac{A_r}{\alpha_r} + f(r - 1, C_{r-1}) \right\}, \tag{9}
\]
gives the required recurrence relation.

From \(f(k, C_k)\) the optimum value of \(\alpha_k\) is obtained from \(f(k - 1, C_{k-1})\) the optimum value of \(\alpha_{k-1}\), is obtained and so on until \(\alpha_1\) is determined. After obtaining \(\alpha_j; j = 1, 2, ..., k\) the value of \(n, m\) are obtained accordingly.

4. A numerical example

In the table given below the stratum sizes and stratum weights are given for five different characteristics under study in a population of size 200. The sampling cost for first stage is Rs.60 and Rs.50 and observation cost in second stage is Rs.20 and Rs.25 respectively, where the total allotted budget is Rs.2000 and \(M=5\).

| Characteristics | 1    | 2    | 3    | 4    | 5    |
|-----------------|------|------|------|------|------|
| \(W_k\)        | 0.25 | 0.32 | 0.21 | 0.08 | 0.14 |
| \(S^2_{1k}\)   | 58   | 44   | 42   | 64   | 77   |
| \(S^2_{2k}\)   | 116  | 123  | 148  | 137  | 109  |

Table 1

The above problem can be solved by using Dynamic Programming Techniques (DPT) manually.

In Table 2 the value of \(A_1\) and \(A_2\) are calculated.

| Characteristics | \(W_k\) | \(S^2_{1k}\) | \(S^2_{2k}\) | \(A_1 = W_k(s^2_{1k} - s^2_{2k} - \frac{s^2_{2k}}{M})\) | \(A_2 = W_k s^2_{2k}\) |
|-----------------|--------|-------------|-------------|-----------------|-----------------|
| 1               | 0.25   | 58          | 116         | 8.7             | 29              |
| 2               | 0.32   | 44          | 123         | 6.208           | 39.36           |
| 3               | 0.21   | 42          | 148         | 2.604           | 31.08           |
| 4               | 0.08   | 64          | 137         | 2.928           | 10.96           |
| 5               | 0.14   | 77          | 109         | 7.728           | 15.26           |
| **Total**       | **28.168** | **125.66** |             |                 |                 |

Table 2
With the above values the problem can be written in the form of (7) as

\[
\begin{align*}
\text{Minimize} & \quad \sum_{j=1}^{2} f_j(\alpha_j) \\
\text{subject to} & \quad \sum_{j=1}^{2} g_j(\alpha_j) \leq C_p \\
\text{and} & \quad \alpha_j \geq 0; \ j = 1, 2
\end{align*}
\]

where \( f_j(\alpha_j) = \frac{A_j}{\alpha_j} \), \( g_j(\alpha_j) = c_j\alpha_j^2 + d_j\alpha_j \leq C_0 \); \( j = 1, 2, \ldots, r \).

The above problem is solved by software Lingo 18.0 for convenience but it can be solved by other software as well manually, the optimal values of where \( \alpha_j \) are \( \alpha_1 = 2.912753 \) and \( \alpha_2 = 14.880593882 \) then the values of \( n = 2.912753 \) and \( m = 5.108773 \) and the value of objective function (ignoring fpc) \( \sum_{j=1}^{2} f_j(\alpha_j) = 34.26748 \).
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