SPIN-DOWN DYNAMICS OF MAGNETIZED SOLAR-TYPE STARS
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ABSTRACT

It has long been known that solar-type stars undergo significant spin-down, via magnetic braking, during their main-sequence lifetimes. However, magnetic braking only operates on the surface layers; it is not yet completely understood how angular momentum is transported within the star and how rapidly the spin-down information is communicated to the deep interior. In this work, we use insight from recent progress in understanding internal solar dynamics to model the interior of other solar-type stars. We assume, following Gough & McIntyre, that the bulk of the radiation zone of these stars is held in uniform rotation by the presence of an embedded large-scale primordial field, confined below a stably stratified, magnetic-free tachocline by large-scale meridional flows downwelling from the convection zone. We derive simple equations to describe the response of this model interior to spin-down of the surface layers, which are identical to the two-zone model of MacGregor & Brenner, with a coupling timescale proportional to the local Eddington–Sweet timescale across the tachocline. This timescale depends both on the rotation rate of the star and on the thickness of the tachocline, and it can vary from a few hundred thousand years to a few Gyr, depending on stellar properties. Qualitative predictions of the model appear to be consistent with observations, although they depend sensitively on the assumed functional dependence of the tachocline thickness on the stellar rotation rate.
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1. INTRODUCTION

It has long been known that there exists a remarkable dichotomy between stars of masses $M_\ast > 1.5 \, M_\odot$, which typically always remain rapid rotators, and stars of masses $M_\ast < 1.5 \, M_\odot$, which undergo significant spin-down during their main-sequence lifetimes. This dichotomy was first resolved by Schatzman (1962; see also Schatzman 1959), who noted that the transition coincides with the disappearance of the outer convection zone with increasing stellar mass and deduced that the latter must play an important role in the spin-down process. He argued, following Parker (1955), that convection is necessary for dynamo action and that magnetic activity drives the ejection of mass from the surface of the star into the interstellar medium. He then estimated the amount of angular momentum lost by the star by assuming that the ejecta is forced to corotate with the surface magnetic field until a point where the field strength is no longer strong enough to act on the plasma. He found that for reasonable field strengths this point was sufficiently far out from the star that even a tiny amount of mass loss could lead to very significant angular momentum loss. The theory of stellar spin-down via magnetic braking was born.

Schatzman’s original calculation has been refined further over the past five decades, following two parallel lines of investigation. The majority of the effort has been dedicated to improving stellar wind models and the manner in which they act on the stellar surface (Weber & Davis 1967; Mestel 1968; Li 1999). Questions of interest include how the spin-down process is affected by the strength and geometry of the stellar wind and how the latter depends on the star’s mass and rotation rate (Aibéo et al. 2007; Matt et al. 2012; Reiners & Mohanty 2012).

However, magnetic braking as currently understood only operates on the surface layers of the star. A second line of investigation has therefore focused on modeling angular momentum transport within the star to see how the spin-down information is communicated to the deep interior. Unfortunately, and despite decades of research, only little is known about the subject. Part of the problem resides in the fact that the internal rotation profile of main-sequence solar-type stars (the Sun excepted) remains extremely difficult to observe.

Nevertheless, useful information can still be learned about the process by comparing simple idealized models with observations. Since turbulent convection can redistribute angular momentum across an entire convection zone within a matter of weeks to a few years (depending on the stellar type), the outer convective region is usually assumed to rotate more or less uniformly. Within the radiation zone, one can either assume that each layer individually conserves angular momentum (Kawaler 1988) or that the entire region is in a state of uniform rotation. In the latter scenario, an additional assumption must be made to determine how angular momentum is transported from the radiation zone to the convection zone.

Following this idea, MacGregor & Brenner (1991) proposed a “two-zone” model, now commonly used in statistical comparisons of models with observations. The model assumes that both radiation and convection zones are rotating uniformly with rotation rates $\Omega_{\text{core}}$ and $\Omega_{cz}$, respectively, and that the angular momentum redistribution between the two regions occurs on a coupling timescale $\tau_c$. The system then evolves according to the following coupled ordinary differential equations:

$$\frac{dJ_{\text{core}}}{dt} = -\frac{\Delta J}{\tau_c},$$

$$\frac{dJ_{cz}}{dt} + \frac{dJ_{\text{core}}}{dt} = -J_w,$$

where $\Delta J = \frac{J_{cz}}{J_{\text{core}} + J_{cz}} (\Omega_{\text{core}} - \Omega_{cz}), \quad (1)$
where $J$ represents the angular momentum and $I$ the moment of inertia (such that $J = I \Omega$) of each region considered and $J_c$ is the rate of angular momentum extraction from the entire star by the stellar wind. The model allows for analytical solutions in certain limits and is very easy to integrate numerically in conjunction with stellar evolution. The real difficulty, if one wishes to use it for quantitative purposes, is to express $\tau_c$ and $J_c$ as functions of known stellar properties.

Qualitatively speaking, however, the model provides a simple way of studying the difference in rotational evolution between stars in solid-body rotation and stars that can retain significant differential rotation between the core and the envelope, by suitably choosing $\tau_c$. With strong coupling ($\tau \approx \Delta \tau$), the region effectively being spun down by the wind encompasses the entire star. By contrast, with weak coupling the region being spun down is at first limited to the convection zone, while the radiation zone only feels the effect of spin-down later, when $\Delta J$ has grown to be sufficiently large. Hence, for the same angular momentum extraction rate, the apparent spin-down rate of the surface layers is at first much slower for solid-body rotators than for differential rotators. This model then predicts dramatically different rotational histories in the two cases, a prediction that can and has been tested against observations to estimate $\tau_c$ (Allain 1998; Irwin et al. 2007; Denissenkov et al. 2010; Spada et al. 2011; Gallet & Bouvier 2013).

Before we proceed to discuss these results, first note that stellar rotation rates in a given very young cluster and a given mass bin usually exhibit a significant spread, with “rapid rotators” rotating up to a few tens of times the speed of the slower rotators (Herbst et al. 2001; Lamm et al. 2005; Irwin et al. 2008). This spread is usually attributed to a spread in the initial prestellar core conditions and the length of the initial pre–main-sequence disk-locking phase (Bouvier et al. 1997). The spread of rotational velocities in these “initial conditions” then propagates to later ages, with rapid rotators and slow rotators in each mass bin having distinct evolutionary paths.

By comparing observations to the predictions of a two-zone model, Irwin et al. (2007) found that the rotational periods of rapid rotators are well explained by assuming solid-body rotation at all time, for any mass bin. By contrast, the solid-body rotation assumption is not consistent with observations for slow rotators in the mass range $0.7 M_\odot \leq M < 1.1 M_\odot$. A coupling time $\tau_c$ as large as a Gyr appears to fit the data much better (see also Allain 1998). This suggests that $\tau_c$ must depend on multiple factors, such as the mass and rotation rate of the star. Their conclusion was confirmed by subsequent work by Denissenkov et al. (2010), Spada et al. (2011), and Gallet & Bouvier (2013). Note that the rotation rates of low-mass stars ($M_* < 0.7 M_\odot$), by contrast, are fairly well explained by solid-body rotation. This is not surprising since the latter are fully convective for $M_* < 0.35 M_\odot$ and nearly fully convective for $0.35 M_\odot < M_* < 0.7 M_\odot$ (see also Reiners & Mohanty 2012, for further work on the rotational histories of very low mass stars in older clusters).

Going beyond the two-zone model, however, and understanding from a more physical point of view what the source of the dynamical coupling between the radiative and convective regions is and whether the radiation zone is indeed in uniform rotation, requires peering below the surface. Today, this can only be done for a single main-sequence star, the Sun.\footnote{The recent asteroseismic detection of differential rotation in red giants by Beck et al. (2012), Mosser et al. (2012), and Deheuvels et al. (2012) is an exciting development that may help test models of angular momentum transport in later stages of stellar evolution.} Our goal in this work is to use insight from recent progress in understanding internal solar dynamics to model the transport of angular momentum in the interior of other stars. This, of course, implicitly assumes that the Sun is representative of all solar-type stars and that its internal workings are not fundamentally different from theirs. Comparing the predictions of any model based on this assumption with observations may, to some extent, help us establish whether it is valid or not.

Thanks to helioseismology, we now have a good view of the large-scale internal dynamics of the Sun. Its outer convective region spans roughly a third of the solar radius and 2.5% of the solar mass. It is rotating differentially, with an equatorial rotation rate $\Omega_\odot \approx 2.9 \times 10^{-6} \text{ s}^{-1}$ and a polar rotation rate about 25% slower (Thompson et al. 1996; Schou et al. 1998). Meanwhile, the radiative interior is rotating uniformly, with an angular velocity similar to that of the surface at midlatitudes. The shear layer between the two regions is called the tachocline. It is remarkably thin, with a thickness estimated at 2%–4% of the solar radius (Kosovichev et al. 1997; Charbonneau et al. 1999; Elliott & Gough 1999). In addition to the question of how the spin-down of the surface layers is communicated to the interior, these observations raise new questions: why is the radiation zone rotating uniformly despite the latitudinal shear imposed by the overlying convection zone, and why is the tachocline so thin? Answering these questions in conjunction with the spin-down problem prompts a closer inspection of the various angular momentum transport processes thought to take place in the Sun (and by proxy, in all solar-type stars).

Angular momentum transporters in the solar radiation zone can be split into two categories: hydrodynamic processes and magnetohydrodynamic (MHD) processes. The former include stratified turbulence, large-scale meridional flows, and gravity waves. Purely hydrodynamic models of the solar interior based on all three types of processes, in isolation or in combination, have been studied at length (Spiegel & Zahn 1992; Elliott 1997; Talon et al. 2002; Charbonnel & Talon 2005; Rogers & Glatzmaier 2006; Brun et al. 2011; Wood & Brummell 2012). As discussed by McIntyre (1994), Gough & McIntyre (1998), Gough (2007), and Zahn (2007), however, these models remain problematic. On the one hand, they tend to have difficulties explaining how to maintain uniform rotation, since they often rely on some level of differential rotation to be effective. This is particularly true of turbulent transport and transport by large-scale flows. On the other hand, they also have difficulty explaining how the gradual extraction of angular momentum from the radiation zone during spin-down can proceed without concurrently inducing significant compositional mixing throughout the interior, which would be inconsistent with helioseismic inversions (Gough & Kosovichev 1990).

MHD processes, which do not suffer from the same limitations, have recently gained popularity as a means to explain helioseismic and related observations of the dynamics of the solar interior (see the review by Garaud 2007). Mestel & Weiss (1987) first discussed how the presence of a large-scale poloidal field confined to the radiation zone would rapidly suppress any differential rotation within that region. Indeed, the magnetic diffusivity is low in conditions relevant for stellar interiors. If, in addition, meridional flows are weak (which is true in strongly stratified regions), then Ferraro’s isorotation law (Ferraro 1937) applies, which states that angular velocity must be constant on magnetic field lines. Although Ferraro’s law does not preclude differential rotation entirely since different field lines could, in principle, rotate at different speeds, Mestel & Weiss (1987)
argued that interactions between Alfvén waves along neighboring field lines, through a process called phase mixing, should rapidly suppress any remaining shear.

Charbonneau & MacGregor (1993) later used this idea to study the effect of spin-down in the solar interior. They considered a model similar to the one of Mestel & Weiss (1987), in which the Sun is threaded by a fixed poloidal field, confined beneath a fixed radius \( r_f \). They assumed that the convection zone is gradually spun down by magnetic braking, while remaining at all times in a state of uniform rotation. They then studied the role of the magnetic field in promoting angular momentum transport, both between the two zones and throughout the radiative interior, by solving simultaneously the axisymmetric azimuthal components of the momentum and magnetic induction equations. In their model, which ignores phase mixing and any meridional flows, (turbulent) viscosity had to be invoked to damp any remaining differential rotation across field lines and to promote angular momentum transport in regions where there is no field.

They found that if the poloidal field has significant overlap with the convection zone (i.e., if \( r_f > r_{cz} \)), where \( r_{cz} \) is the radius of the radiative–convective interface, then the spin-down is very rapidly communicated to the interior. For large enough viscosity, the entire star rotates more or less as a solid body at all times. On the other hand, if the poloidal field is confined strictly below the convection zone (i.e., if \( r_f < r_{cz} \)), then viscosity is also needed to communicate the spin-down from the convection zone to the magnetically dominated part of the radiation zone. Charbonneau & MacGregor (1993) showed that the system eventually evolves toward a quasi-steady state where both the convection zone and the deep interior are rotating uniformly but at distinct angular velocities with \( \Omega_{\text{core}} > \Omega_{\text{cz}} \). A shear layer separates the two zones, with a thickness that depends on \( r_{cz} - r_f \). In this quasi-steady state, the total viscous angular momentum flux across this shear layer is equal to that extracted by the wind from the surface and fixes the relative core–envelope lag (\( \frac{\Omega_{\text{core}} - \Omega_{\text{cz}}}{\Omega_{\text{cz}}} \)).

These ideas have recently been revisited by Denissenkov (2010), who in addition to the question of spin-down also attempted to address the issue of the solar tachocline and of the light-element abundances at the same time. Starting from the model proposed by Charbonneau & MacGregor (1993) but ultimately allowing for a differentially rotating convection zone, he first argued that the high value of the viscosity needed to explain the uniform rotation of the radiation zone (to ensure that all field lines are rotating at the same rate) must be of turbulent origin. He then assumed that this turbulence would also transport chemical species at the same rate and showed that this leads to inconsistent predictions for the surface Li and Be abundances in the Sun. To resolve the problem, he then invoked the work of Spiegel & Zahn (1992) and Zahn (1992) to argue that turbulence in the radiation zone must be highly anisotropic, redistributing angular momentum rapidly in the horizontal direction but very slowly in the radial direction—and similarly for chemical species. Under this assumption, and using a related prescription for the turbulent transport coefficients, he was able to explain simultaneously the uniform rotation of the solar interior, the thin solar tachocline, and the surface light-element abundances.

However, while compelling in its ability to reproduce observations, this model suffers from a number of inconsistencies. First, note that as long as the field is confined beneath the convection zone, phase mixing is likely to drive the radiation zone toward uniform rotation without the need to invoke turbulence and thus without causing significant concurrent compositional mixing. The added anisotropic turbulent transport central to the work of Denissenkov (2010) should thus be viewed a “rapid fix” for a problem that does not necessarily exist. Second, the fix is itself inconsistent, since it uses a prescription for turbulent transport that was created for a purely hydrodynamic system, in an environment dominated by magnetic fields. As shown by Tobias et al. (2007), the turbulent viscosity prescription of Spiegel & Zahn (1992) is unlikely to apply in any circumstance. Indeed, in a purely hydrodynamic setting, strongly stratified turbulence drives a system away from, rather than toward uniform rotation. In the presence of a weak magnetic field, Tobias et al. (2007) showed that the fluid motions rapidly evolve into a state where Reynolds stresses and Maxwell stresses cancel out and where the efficacy of turbulent angular momentum transport is strongly quenched. Finally, note that all of these models (Mestel & Weiss 1987; Charbonneau & MacGregor 1993; Denissenkov 2010) assume the existence of a confined poloidal field but do not explain how confinement is maintained. As it turns out, it is only by answering the fundamental question of magnetic confinement that new light can be shed on the problem.

Gough & McIntyre (1998, GM98 hereafter) were the first to put forward a global and self-consistent theory of the large-scale rotational dynamics of the solar interior, albeit in a steady state (that is, without spin-down). They first addressed the magnetic confinement question. They argued that large-scale meridional flows must be driven by gyroscopic pumping from the differentially rotating convection zone down into the radiation zone and that by pushing on the magnetic field lines they can confine the primordial field strictly below the base of the convection zone. The solar tachocline thus emerges as a “magnetic-free” region (to be precise, a region where the Lorentz force is insignificant), lying between the base of the convection zone and the top of the magnetically dominated, uniformly rotating radiative interior. GM98 then studied the tachocline dynamics more quantitatively and estimated that these flows could transport angular momentum and chemical species across the tachocline on a local Eddington–Swee timescale, which is a few Myr in the present-day Sun. The flows, however, do not penetrate below the base of the tachocline, hence satisfying observations of the light-element abundances. Angular momentum extraction by the tachocline from the deeper regions is done by magnetic stresses through a very thin magnetic boundary that is now known as the tachopause (see Figure 1 for details).

Gough & McIntyre’s vision of the solar interior was recently confirmed by semi-analytical calculations (Wood & McIntyre 2011; Wood et al. 2011) and by numerical simulations (Acevedo-Arreguin et al. 2013). Given its success in explaining (at least qualitatively so far) existing observations for the Sun, we take the natural next step by assuming a similar structure for all solar-type stars and studying its response to spin-down.

Our complete model setup is presented in Section 2. Our goal is to derive an analytical or semi-analytical description of the spin-down problem and study how the latter varies with stellar parameters. To do so, we are forced to abandon the spherical geometry and model the star as a cylinder. This approximation
is introduced and discussed in Section 2 and then tested on a simplified system for which analytical solutions exist for both cylindrical and spherical geometry, in Section 3. The derivations presented in that section also serve the pedagogical role of introducing our methodology.

In Section 4, we first consider the spin-down of a nonmagnetic solar-type star. Our results recover many aspects of Spiegel & Zahn (1992). Including the effects of a primordial magnetic field following the GM98 model requires modeling the transport of angular momentum out of the deep interior, across the tachopause and the tachocline. This is done in Section 5. Finally, in Section 6, we reinterpret our findings in view of their application to stellar evolution, casting our mathematical results in a more astrophysical light and discussing their limitations and possible implications in explaining observations. This final section is written in such a way that it may be read independently of Sections 3–5, for readers who, in a first pass, are primarily interested in the results rather than their derivation.

2. THE MODEL

The principal difficulty involved in extending the GM98 model to study its behavior under spin-down is the nonlinear nature of the equations of motion and of the magnetic induction equation. In fact, following GM98, we do not even attempt to address it: the full nonlinear problem is so complex that it cannot be treated exactly analytically (although see Wood & McIntyre 2011, for a first nonlinear solution of a simplified version of the GM98 model). Instead, we shall make a number of assumptions and order of magnitude estimates to model the effects of the nonlinearities. These will be introduced and discussed in detail as they arise.

A second difficulty lies in the geometry of the system. Since gravity (the vertical axis) is not parallel to the rotation axis in a star (except at the poles), even the restricted hydrodynamic linearized version of the governing equations does not usually have a simple analytical solution. Indeed, the misalignment between these two axes implies that eigensolutions of the problem are not separable in the vertical and horizontal directions, which makes the problem much more complicated analytically.

By contrast with the issue of nonlinearities, this second problem can be dealt with, at least approximately. To do so, we further simplify the model by considering a cylinder instead of a sphere, where gravity is by construction parallel to the rotation axis. This cylinder can, for instance, be viewed as the polar regions of the star (see Figure 1). This simplification adds an order unity geometrical error to all of our results but on the other hand allows for fully analytical solutions of the linearized equations. We show in Section 3 that in a simple limit it is possible to find analytical solutions of the linearized system in both spherical and cylindrical geometries and the solutions agree up to a geometrical factor, hence justifying our procedure.

2.1. The “Cylindrical Star”

Our cylindrical model is presented in Figure 1. As in GM98, we consider that the star is divided into four dynamically distinct regions, as shown in Figure 1(a): from the surface downward, the convection zone (yellow), the tachocline (green), the tachopause (blue), and the uniformly rotating part of the radiation zone (purple), threaded by a primordial magnetic field (red). Figure 1(b) shows the equivalent cylindrical model setup. The “cylindrical star” has radius $R$ and total height $H$. The region with $z \in [z_{\text{cz}}, H]$ (yellow) represents the convection zone. The latter is assumed to rotate with a uniform angular velocity $\Omega_{\text{cz}}(t)$ (as expressed in an inertial frame) that decreases over time via magnetic braking. Henceforth, we work in a frame that is rotating with angular velocity $\Omega_{\text{cz}}(t)$, so that by construction, the convection zone is at rest in the rotating frame. Note that we neglect here the possibility of any differential rotation in the convection zone. This is done in order to simplify our calculations, enabling us to neglect any meridional flows driven by differential rotation (via gyroscopic pumping) in favor of those driven by the spin-down torque. We expect this assumption to hold for young stars, which undergo rapid spin-down, but not necessarily for older ones like the Sun (see Section 6.3 for further discussion of this point).

We use cylindrical coordinates $(s, \phi, z)$ aligned with the rotation axis (or equivalently, the vertical axis $e_z$) and assume axial symmetry. In these coordinates, $\mathbf{u} = (u, v, w)$ is the velocity field relative to the rotating frame. The equations describing the dynamics of the system are the momentum equation, the mass conservation equation, the thermal energy equation, the induction equation, and the solenoidal condition. Before studying them in more detail, we first proceed to describe
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(A color version of this figure is available in the online journal.)
each of the four regions listed above and the assumptions made in each of them.

2.2. The Convection Zone

The dynamics of stellar convective zones are quite complex and result from the nonlinear interplay between convection, rotation, large-scale flows, and magnetic fields. We shall not attempt to model them in any detail here. Our main goal is merely to account for the rapid transport of angular momentum between the surface and the top of the radiation zone. To do this, we model the convection zone as in Bretherton & Spiegel (1968), who studied stellar spin-down by treating the effect of the convection on large-scale flows (and on momentum transport in general) through a Darcy friction term (i.e., a linear damping term). A similar method was used by Garaud & Acevedo-Arreguin (2009), Wood et al. (2011), and Acevedo-Arreguin et al. (2013) in their models of the solar interior. We therefore replace the Reynolds stress term \(-\mathbf{u} \cdot \nabla \mathbf{u}\) in the momentum equation (where \(\mathbf{u}\) is the velocity field expressed in the rotating frame) with the term \(-\mathbf{u}/\tau\), where \(\tau\) is a damping timescale. Dimensionally speaking, one can assume that \(\tau\) is of the same order as the convective turnover timescale. For simplicity, we assume that \(\tau\) is constant in the convective region and that \(1/\tau\) is zero in the radiative region. Finally, we also assume that the convection zone is adiabatically stratified and transports heat very efficiently compared with all other timescales in the system.

2.3. The Tachocline

The region \(z \in [z_{lc} + \delta, z_{cz}]\) (green) represents the tachocline. Its thickness, \(\Delta = z_{cz} - (z_{lc} + \delta)\), depends on a number of factors, including intrinsic properties of the star’s structure as well as its rotation rate and the strength of the primordial field (see GM98 or Wood et al. 2011, for estimates of \(\Delta\) in the steady state solar case, and Appendix E for further discussion of \(\Delta\) in the spin-down case). It is stably stratified, with a mean buoyancy frequency \(N_{bc} \geq 0\) and mean background density \(\bar{\rho}_{bc}\). In this region we make several assumptions to simplify the equations of motion (as in, for example, Spiegel & Zahn 1992; Gough & McIntyre 1998; Wood & McIntyre 2011; Wood et al. 2011). First, we assume that the thickness of the tachocline is small compared with a pressure and density scaleheight, and we use the Boussinesq approximation (Spiegel & Veronis 1960) to study its dynamics. We also assume that, in the rotating frame, tachocline flows are slow enough to neglect the inertial term in the momentum equation and also neglect the effect of viscous forces. These assumptions then imply that the tachocline is in hydrostatic and geostrophic equilibrium. We also assume that the flows are sufficiently steady and slow for the system to be in thermal equilibrium, with heat diffusion being balanced by the advection of the background entropy. Finally, as suggested by GM98, we assume that the Lorentz force is negligible in the tachocline.

2.4. The Tachopause and the Deep Interior

The region \(z \in [z_{tc} + \delta, z_{tc}]\) (blue) represents the tachopause. As discussed in Section 1, the tachopause is a magnetized boundary layer through which the spin-down torque is ultimately transmitted to the interior. As in the case of the tachocline, its thickness \(\delta\) depends on the local thermodynamical properties of the star, as well as its rotation rate and the strength of the primordial field (see GM98 or Wood et al. 2011). All of the assumptions concerning the dynamics of the tachocline made above apply here as well, with the exception of course of the one concerning the magnetic field—the tachopause is by definition a layer in which the Lorentz force plays a fundamental role. In addition, the thickness of the tachopause is assumed to be much smaller than the thickness of the tachocline (\(\delta \ll \Delta\)) to allow for a boundary layer analysis of various balances within.

Finally, the region \(0 < z < z_{tc}\) (pink) represents the magnetized radiative core, below the tachopause. We do not solve any equations to model that region. Instead, we merely assume that temperature perturbations and large-scale flows vanish for \(z < z_{tc}\) and that the entire region is held in uniform rotation with angular velocity \(\Omega_c(t)\) (expressed in the rotating frame, so \(\Omega_c = \Omega_{core} - \Omega_{cz}\)). The latter is controlled by the spin-down rate of the regions above, through the torques acting within the tachopause.

We now begin our theoretical investigation, which ultimately results in deriving an equation for the evolution of the total angular momentum of the core under this model that is identical to the two-zone model of MacGregor & Brenner (1991) but with a coupling timescale that is related to the local Eddington–Sweat timescale across the tachocline. The reader interested principally in a discussion of this result rather than its derivation may, as a first pass, skip directly to Section 6.

3. CYLINDRICAL VERSUS SPHERICAL GEOMETRY

We begin our investigation by showing that results obtained using a cylindrical geometry are, within a geometrical factor of the order of unity, consistent with those obtained using a more realistic spherical geometry.

To do so, we consider the simplest possible problem, of a non-magnetic star with an “unstratified” interior of constant density. While this case does not have any astrophysical relevance, it can easily be solved analytically in both cylindrical and spherical geometry (Bretherton & Spiegel 1968). As such, it can serve as an illustration of the validity of the “cylindrical star” assumption, as well as a pedagogical tool to introduce the method of solution of the governing equations we shall use throughout.

We also assume in this section that there is no magnetic field. In this case, the tachopause does not exist and the “tachocline” fills the entire radiation zone, extending all the way to the center of the star. In this model, the only difference between the “convective” and “radiative” regions is the presence of the Darcy forcing term modeling angular momentum transport by convective motions. Under the assumptions discussed in Section 2, regardless of geometry, the equations of motion are the momentum equation and incompressibility (the thermal energy equation is not needed):

\[
\frac{\partial \mathbf{u}}{\partial t} + 2\Omega_{cz} \times \mathbf{u} + \Omega_{cz} \times \mathbf{r} + \frac{\mathbf{u}}{\tau} = -\frac{1}{\bar{\rho}} \nabla p, \quad \nabla \cdot \mathbf{u} = 0, \tag{2}
\]

where \(\mathbf{r}\) is the position vector, \(\bar{\rho}\) is the constant density of the fluid, and \(p\) is the pressure perturbation away from hydrostatic equilibrium. The second term in Equation (2) is the Coriolis force, the third term is Euler’s force (which is due to the deceleration of the frame), and the fourth term is the Darcy friction term (see Section 2), which is assumed to be zero in the “radiation zone.”

3.1. Spherical Geometry

Bretherton & Spiegel (1968) were the first to study the spin-down of such an unstratified star using the model described
above. They found an analytical solution of the problem in a spherical geometry, assuming that the angular velocity of the convection zone $\Omega_{cz}(t)$ (expressed in an inertial frame) decays exponentially over time. We now repeat their calculation and consider any functional form for $\Omega_{cz}(t)$ for more generality.

Bretherton & Spiegel (1968) first assumed that the spin-down rate is low, so that $|\Omega_{cz}/\Omega_{c}| \ll \Omega_{c}$. They then looked for a quasi-steady solution in the rotating frame, requiring the term $\partial \mathbf{u}/\partial t$ in the momentum equation to be negligible. The resulting quasi-steady equations of motion in the “radiative interior” $(0 < r < r_{cz})$ are

$$2\Omega_{cz} \times \mathbf{u} + \Omega_{cz} \times \mathbf{r} = -\frac{1}{\rho} \nabla p, \quad \nabla \cdot \mathbf{u} = 0, \quad (3)$$

In the “convection zone” $(r_{cz} < r < R)$, they reduce to

$$\frac{1}{\tau} \mathbf{u} = -\frac{1}{\rho} \nabla p, \quad \nabla \cdot \mathbf{u} = 0, \quad (4)$$

assuming that the Darcy timescale $\tau$ is significantly smaller than the rotation timescale $\Omega_{cz}^{-1}$.

Solving these equations, then matching $p$ and the normal velocity at the radiative–convective interface (at $r = r_{cz}$), yields the shape of the streamlines (see Figure 3), as well as the angular velocity perturbation $\Omega(r, \theta, t)$ everywhere in the star (see their original work for the details of the calculation). The angular velocity in the radiative interior turns out to be uniform, with value $\Omega_{c}$ such that

$$\frac{\Omega_{c}}{\Omega_{cz}} = -\frac{\Omega_{cz}}{4\Omega_{cz}^{3}} \frac{3r_{cz}^{5} + 2R_{cz}^{4}}{R^{5} - r_{cz}^{5}}, \quad (5)$$

as expressed in the rotating frame, where $R$ is the radius of the star and $r_{cz}$ is that of the base of the convection zone. Since $\Omega_{cz} < 0$, we have $\Omega_{c} > 0$, implying that the interior is always rotating faster than the convection zone, or, in other words, lagging behind in the context of the spin-down process. The relative lag is measured by $\Omega_{c}/\Omega_{cz}$, whether it increases or decreases with time depends on the behavior of $\Omega_{c}/\Omega_{cz}$. The implications of Equation (5) are discussed in Section 3.3.2.

3.2. Cylindrical Geometry

We now solve the same equations under the same assumptions but this time in the cylindrical geometry presented in Section 2. Inspection of the expression for the meridional flows given by Bretherton & Spiegel (1968, see their Equations (7) and (8)) reveals that they have equatorial symmetry. To obtain solutions with the same symmetry in cylindrical geometry, we set the vertical velocity at $z = 0$ to be zero. In addition, the vertical velocity at the surface of the star is also zero. Following Bretherton & Spiegel (1968), we solve the equations for $z > z_{cz}$ and $z < z_{cz}$ separately and match $p$ and the vertical velocity $w$ at the radiative–convective interface. Our vertical boundary conditions are\footnote{Since we have assumed that viscosity is negligible, we do not match the radial (u) and azimuthal (v) velocities at the interface.} therefore:

$$w = 0 \text{ at } z = 0, \quad z = H, \quad p(z = z_{cz}) = p(z = z_{cz}^{*}), \quad \text{ and } \quad w(z = z_{cz}) = w(z = z_{cz}^{*}). \quad (6)$$

Boundary conditions at the sidewall ($s = R$) are more difficult to choose, as we want them to have as little influence as possible on the dynamics inside the cylinder. For simplicity, we select

$$p = 0 \text{ at } s = R. \quad (7)$$

This boundary condition allows a radial flow across the sidewall, as required by analogy with the spherical solution (see Figure 3). By conservation of mass, the fluid must somehow return to the convection zone, a process that necessarily occurs outside of the cylinder considered and that we cannot model explicitly. In what follows, we assume that this return flow does not play any fundamental role in the spin-down process (in the sense that it does not change the solution beyond a factor of the order of unity). This assumption is verified a posteriori to be correct (see Section 3.3).

We first consider the radiative region ($z < z_{cz}$). The various components of Equation (2), when expressed in a cylindrical geometry, become

$$\begin{align*}
\frac{\partial p}{\partial z} = 0, \quad \frac{\partial v}{\partial t} + 2\Omega_{cz} u + \Omega_{cz} s = 0, \quad 2\Omega_{cz} v = \frac{1}{\rho} \frac{\partial p}{\partial s},
\end{align*} \quad (8)$$

where $u = (u, v, w)$. We also have incompressibility:

$$\begin{align*}
\frac{1}{s} \frac{\partial}{\partial s} (su) + \frac{\partial w}{\partial z} = 0.
\end{align*} \quad (9)$$

Following Bretherton & Spiegel (1968), we take $\partial v/\partial t = 0$ and combine Equations (8) and (9) to find

$$u = -\frac{\Omega_{cz}}{2\Omega_{cz}} s, \quad w = \frac{\Omega_{cz}}{\Omega_{cz}} z \quad \text{ for } z < z_{cz}. \quad (10)$$

In the convection zone, expanding (4) we have

$$\begin{align*}
\frac{1}{\rho} \frac{\partial p}{\partial s} = -\frac{u}{\tau}, \quad v = 0, \quad \frac{1}{\rho} \frac{\partial p}{\partial z} = -\frac{w}{\tau}.
\end{align*} \quad (11)$$

Combining these with incompressibility $\nabla \cdot \mathbf{u} = 0$ gives

$$\nabla^{2} p = 0, \quad \nabla^{2} w = 0. \quad (12)$$

Using the boundary conditions (6) and (7), we can write $w$ and $p$ as

$$w = \sum_{n} B_{n} \sinh \left( \frac{\lambda_{n} z - H}{R} \right) J_{0} \left( \frac{\lambda_{n} s}{R} \right), \quad (13)$$

$$\begin{align*}
\frac{1}{\rho} \frac{\partial p}{\partial s} = -\sum_{n} \frac{B_{n} R}{\lambda_{n}} J_{0} \left( \frac{\lambda_{n} s}{R} \right) \cosh \left( \frac{\lambda_{n} z - H}{R} \right), \quad \text{ for } z > z_{cz},
\end{align*} \quad (14)$$

where $J_{0}$ is the zeroth-order regular Bessel function, the $\{\lambda_{n}\}$ are its zeros, and the coefficients $\{B_{n}\}$ are integration constants. The latter are found by matching $w$ in Equations (10) and (13) at $z = z_{cz}$, so that

$$B_{n} = \frac{\Omega_{cz}}{\Omega_{cz} \lambda_{n} J_{1}(\lambda_{n}) \sinh \left( \frac{\lambda_{n} z_{cz} - H}{R} \right)}, \quad (15)$$

where
where \( J_1 \) is the first order Bessel function. Equation (8) shows that, for \( z < z_{cz} \), \( p \) is constant with height, so that matching \( p \) at \( z = z_{cz} \) and using Equation (15) gives

\[
\frac{1}{\rho} p = \frac{\dot{\Omega}}{\Omega_{cz} \tau} \sum_n J_0 (\lambda_n \frac{s}{R}) \left[ \frac{2 z_{cz} R}{\lambda_n^2 J_1 (\lambda_n) \tanh (\lambda_n \frac{H - z_{cz}}{R})} \right],
\]

for \( z < z_{cz} \). \( s / R \) (cylindrical), \( r / R \) (spherical)

\[
\Omega(s, z) = \frac{v(s)}{s \Omega_{cz}} = -\frac{\dot{\Omega}}{\tau \Omega_{cz}^3} \sum_n \frac{J_1 (\lambda_n \frac{s}{R})}{s \lambda_n J_1 (\lambda_n) \tanh (\lambda_n \frac{H - z_{cz}}{R})}.
\]

The latter is always positive and is a function of \( s \) only, as expected from the Taylor–Proudman constraint.

3.3. Discussion

The solutions in spherical and cylindrical geometries bear strong similarities. In both cases, we find that the azimuthal velocity is constant along the rotation axis, as expected from the Taylor–Proudman constraint since the fluid is unstratified. Furthermore, the radiation zone is always rotating more rapidly than the convection zone. The relative lag between the two regions, in both cases, is equal to the prefactor \(-\dot{\Omega}_{cz}/\tau \Omega_{cz}^3\) times a nondimensional term that depends only on the geometry of the system. This term is shown as a function of \( s \) in Figure 2 for both cylindrical and spherical geometries. It is constant in the spherical case and increases with \( s \) in the cylindrical case. However, the two are consistent (within a factor of the order of unity). This shows that the difference in the results obtained in the two geometries is not dramatic.

The structure of the meridional circulation is also very similar in both cases, as shown in Figure 3. In the cylindrical case, one could imagine the streamlines closing back on themselves outside of the domain, as they do in the spherical case. This changes the global angular momentum balance somewhat, but as discussed above, it does not affect the outcome by more than an order unity factor.

While \( \Omega_{cz}(t) \) should in principle be calculated self-consistently from a stellar wind model, it is informative to look at specific “plausible” spin-down laws. For the purpose of the following discussion, we either assume that \( \Omega_{cz}(t) \) decays exponentially, with

\[
\Omega_{cz}(t) = \Omega_0 \exp(-k(t - t_0)),
\]

or as a power law, with

\[
\Omega_{cz}(t) = \Omega_0 (t/t_0)^{-\alpha},
\]

for some \( \alpha > 0 \). In these laws, \( \Omega_0 = \Omega_{cz}(t_0) \), where \( t_0 \) is the initial timescale considered (e.g., the end of the disk-locking phase, for instance, or the zero-age main sequence). The parameters \( \alpha \) and \( k \) are unspecified here but can be fitted to any desired spin-down model.

The \(-\dot{\Omega}_{cz}/\Omega_{cz}^3\) prefactor in Equations (5) and (17) shows that the relative lag between the radiative and convective regions

**Figure 2.** Comparison of the two geometrical factors multiplying \(-\dot{\Omega}_{cz}/\tau \Omega_{cz}^3\) in Equations (5) and (17). The lengths are scaled such that \( z_{cz}/H = z_{cz}/R = 0.7 \) for the cylindrical geometry and \( r_{cz}/R = 0.7 \) for the spherical geometry. (A color version of this figure is available in the online journal.)

**Figure 3.** Comparison of the streamlines in the spherical and cylindrical solutions. The cylindrical case (right) can be viewed as a distorted version of the spherical case (left), as long as the solution of the latter is truncated at a cylindrical radius roughly equal to \( s = 0.6 R_\star \). (A color version of this figure is available in the online journal.)
always increases exponentially with time for an exponential spin-down law. This suggests a breakdown of the quasi-steady approximation for this case.\footnote{This was, oddly enough, not discussed by Bretherton & Spiegel (1968).} Using a power law to model spin-down reveals that $\Omega(s)/\Omega_{cz}$ increases with time if $\alpha > 1/2$, is constant if $\alpha = 1/2$, and decreases with time if $\alpha < 1/2$. This again suggests a breakdown of the quasi-steady approximation if spin-down occurs faster than the Skumanich power law, in which $\alpha = 1/2$ (Skumanich 1972). Although interesting, we believe that the correspondence between the critical power index $\alpha = 1/2$ and the Skumanich law is a coincidence, given the simplistic nature of this particular unstratified model.

To conclude this section, since the solutions in Equations (5) and (17) are the same up to a purely geometrical factor and since that geometrical factor is typically of the order of unity, we now make the assumption that results from our cylindrical model may carry across to the spherical geometry, up to a geometrical error, for more complex systems such as ones including stratification or a magnetic field. Hence from now on, our analysis will be restricted to cylindrical geometry.

4. SPIN-DOWN IN A NONMAGNETIC STAR

We now consider the spin-down of a nonmagnetic, but more realistically stratified star. As in Section 3, we study only solar-type stars, with an outer convection zone ($z_{cz} < z < H$) and an inner radiation zone ($0 < z < z_{cz}$). In preparation for the implementation of the GM98 model, which is our ultimate goal, we assume that the radiation zone is subdivided into two regions, a uniformly rotating core (for $z < z_{tc}$) and a tachocline (for $z_{tc} < z < z_{cz}$) Here we do not specify the mechanism by which the core is held in solid-body rotation. Furthermore, we assume that this core is not dynamically connected to the tachocline but instead merely acts as a passive boundary whose only role is to be impenetrable to the fluid. Within that approximation, note the core cannot be spun down, as no angular momentum can be extracted from it. Finally, since the tachopause does not exist, we take $\delta = 0$.

While this setup may seem odd at first, note that one could use it to represent a normal nonmagnetic star (that is, with no rigidly rotating core) simply by taking the regular limit $z_{tc} \to 0$; the impenetrability of the boundary at $z = z_{tc}$ simply becomes an equatorial symmetry condition (see Section 3). However, it is important to remember that this limit is generally consistent with the Boussinesq approximation, which requires $\Delta = z_{cz} - z_{tc}$ to be smaller than a pressure scaleheight. We therefore advise the reader against indiscriminately using our results in this fashion. Instead, we note that the solutions derived in this section with $z_{tc} \neq 0$ will be applicable (with a few modifications) to model the complete stellar spin-down problem in Section 5. In this sense, our work in this section should be viewed once again as a pedagogical step toward understanding the final result.

4.1. Model Equations

The convection zone is assumed to be very nearly adiabatic with a buoyancy frequency $\tilde{N} = 0$, and entropy perturbations are assumed to be negligible. For more realism, and in this section only, we allow the background density $\bar{\rho}$ to vary with height in the convection zone, and we use the anelastic approximation. We shall show that the results are identical to those derived in the Boussinesq case. The equations governing the dynamics within the convection zone thus become, under similar assumptions to the ones discussed in Section 2:

\[
\frac{1}{\tau} u = -\frac{1}{\rho} \nabla p, \quad \nabla \cdot (\bar{\rho} u) = 0, \quad T = 0, \tag{20}
\]

where $T$ is the temperature perturbation.

Since the tachocline is thought to be thin, we use the Boussinesq approximation (Spiegel & Veronis 1960) to model it, and we assume that the buoyancy frequency, gravity, density, and temperature do not depart significantly from their mean tachocline values $\bar{N}_{tc}, \bar{g}_{tc}, \bar{\rho}_{tc}$, and $\bar{T}_{tc}$. In this approximation, density and temperature perturbations are formally related through a linearized equation of state, in which pressure perturbations are negligible. Hence,

\[
\frac{\rho}{\bar{\rho}_{tc}} = -\frac{T}{\bar{T}_{tc}}. \tag{21}
\]

The momentum equation in the tachocline becomes

\[
\frac{\partial u}{\partial t} + 2\Omega_{cz} \times u + \tilde{\Omega}_{cz} \times r = -\frac{1}{\bar{\rho}_{tc}} \nabla p + \frac{\bar{g}_{tc}}{\bar{T}_{tc}} T \hat{e}. \tag{22}
\]

Combining the radial and vertical components of Equation (22), with the assumptions discussed in Section 2 and above, yields the well-known thermal wind equation

\[
2\Omega_{cz} \frac{\partial v}{\partial z} = \frac{\bar{g}_{tc}}{\bar{T}_{tc}} \frac{\partial T}{\partial s}. \tag{23}
\]

The tachocline is also assumed to be in thermal equilibrium, so

\[
\frac{\bar{N}_{tc}^2 \bar{T}_{tc}}{\bar{g}_{tc}} w = \kappa_{tc} \nabla^2 T, \tag{24}
\]

where $\kappa_{tc}$ is its (constant) thermal diffusivity.

The boundary conditions for velocity and pressure are similar to those of the previous section but with the lower boundary raised to $z = z_{tc}$. We require impermeability ($w = 0$) at $z = z_{tc}$ and $z = H$, $p = 0$ at $s = R$, and that $p$ and $w$ must be continuous at $z = z_{cz}$. The temperature perturbations are assumed to vanish at $z = z_{tc}$ and at $z = z_{cz}$.

We now first study this system of equations in the same “quasi-steady” state discussed in the previous section and then solve for the complete time dependence of the system to determine under which conditions this quasi-steady state is valid.

4.2. Quasi-steady Solution

As in Section 3, we define the “quasi-steady” state as the solution of the governing equations in which $\partial u/\partial t$ is neglected. We find solutions separately for $z > z_{cz}$ and $z < z_{cz}$ and match $w$ and $p$ at the radiative–convective interface. The full calculation is given in Appendix A. We find that the azimuthal velocity in the tachocline is

\[
v(s, z, t) = -\frac{\Omega_{cz}}{\Omega_{cz}} \sum_{n} \frac{J_1(\lambda_n s)}{\lambda_n J_1(\lambda_n)} \times \left[ \frac{\Delta}{\tau \tanh \left( \frac{H-z_{cz}}{\theta_{cz}} \right)} + \frac{\bar{N}_{tc}^2 G_{\kappa}(z)}{\kappa_{tc}} \right], \tag{25}
\]
In Equation (25), with $\bar{t}$achocline as a function of input stellar parameters. Indeed, first estimate for the relative angular velocity shear across the thermal equilibrium within the tachocline. thus controlled simultaneously by thermal wind balance and by gradients of temperature perpendicular to it. The relative lag relates any variation of angular velocity along the rotation axis by the thermal wind constraint given in Equation (23), which relaxes the Taylor–Proudman constraint. The latter is replaced by gradients of buoyancy force in the momentum equation, which $\tau_{\Delta}$ and unstratified cases. However, $\bar{v}$ shows flow streamlines, with the flow direction being downward and outward.

![Figure 4. Contour plot of the quasi-steady solution for $\Omega(s, z) = v(s, z)/s$ given in Equation (25), with $\bar{z}_c = 0.5\bar{z}_{cz}$, where $\bar{\Omega}_{cz} = \bar{\Omega}_b(t/b)^{1/2}$ and where $R, H, \tau, N_{ic}, \bar{\omega}_c, \bar{\rho}_c, t_b$, and $\bar{\Omega}_b$ are otherwise given in Table 1. Note that $\Omega$ is strictly positive everywhere and increases with depth and cylindrical radius. The solid black lines show flow streamlines, with the flow direction being downward and outward. (A color version of this figure is available in the online journal.)

where $\Delta = \bar{z}_{cz} - \bar{z}_{ic}$ is the thickness of the tachocline (since $\delta = 0$) and where $G_n$ is the geometrical factor

$$G_n(z) = \frac{R}{\lambda_n} \left\{ \frac{\Delta R}{\sinh(\lambda_n R)} \left[ \cosh \left( \frac{\lambda_n \bar{z}_c - \bar{z}_{ic}}{R} \right) \right] - \cosh \left( \frac{\lambda_n \Delta}{R} \right) \right\} - \frac{(\bar{z}_c - \bar{z}_{ic})^2 - \Delta^2}{2}. \quad (26)$$

Equation (25) reduces to Equation (17) when the tachocline is unstratified ($\bar{N}_{ic} = 0$), regardless of the position of the lower boundary $\bar{z}_{ic}$. This is not surprising: the Taylor–Proudman constraint requires $v$ to be independent of $z$ in that limit. It is also shown in Appendix A that the density variation in the convection zone has no effect on the angular velocity within the tachocline, shown in Appendix A that the density variation in the convection zone has no effect on the angular velocity within the tachocline, as long as the density is continuous across $\bar{z}_c = \bar{z}_{cz}$. In what follows, we can therefore equivalently use $V \cdot u = 0$ in the convection zone for mathematical simplicity even though the latter does not actually satisfy the Boussinesq approximation.

The angular velocity and meridional circulation profile for $\bar{N}_{ic} \neq 0$ is shown in Figure 4. To understand its properties, first note that since $G(\bar{z}_{cz}) = 0$, the angular velocity just below the base of the convection zone is the same in the stratified and unstratified cases. However, $v$ is no longer independent of $z$ but instead increases with depth. This effect is due to the added buoyancy force in the momentum equation, which relaxes the Taylor–Proudman constraint. The latter is replaced by the thermal wind constraint given in Equation (23), which relates any variation of angular velocity along the rotation axis to gradients of temperature perpendicular to it. The relative lag between the base of the tachocline and the convection zone is thus controlled simultaneously by thermal wind balance and by thermal equilibrium within the tachocline.

The combination of these two constraints yields a simple estimate for the relative angular velocity shear across the tachocline as a function of input stellar parameters. Indeed, first note that the downwelling flow velocity across the tachocline is primarily controlled by the tachocline thickness and by the spin-down rate through:

$$w = \frac{\bar{\Omega}_{cz}}{\bar{\Omega}_{cz}} (\bar{z}_c - \bar{z}_{ic}) \quad (27)$$

(see Appendix A for details). An order of magnitude approximation of this equation yields

$$|w| \sim -\frac{\Delta \bar{\Omega}_{cz}}{\bar{\Omega}_{cz}}. \quad (28)$$

In thermal equilibrium (see Equation (24)), however, the advection of the background entropy stratification by these flows must balance the diffusion of the induced temperature perturbations $T$. This sets the typical amplitude of $T$ in the tachocline to be

$$T \sim \frac{\Delta^2 \bar{N}_{ic}^2 \bar{\Omega}_b}{\kappa_{ic} \bar{g}_{ic}} |w|. \quad (29)$$

Finally, by thermal wind balance, latitudinal variations in $T$ control the allowable shear across the tachocline and therefore the total angular velocity difference ($\bar{\Omega}_b - 0$) between the base of the tachocline (where $\bar{\Omega} \sim \bar{\Omega}_b$) and the radiative–convective interface (where $\bar{\Omega} = 0$):

$$2\bar{\Omega}_{cz} R \frac{\bar{\Omega}_b}{\bar{\Omega}_{cz}} \sim \frac{\bar{g}_{ic} T}{\bar{\Omega}_b R}. \quad (30)$$

Combining all these estimates yields

$$t_{ES}(\bar{\Omega}_b) \equiv \frac{\bar{N}_{ic}^2}{2\bar{\Omega}_{cz} \bar{\Omega}_b} \left( \frac{\Delta}{\bar{R}} \right)^2 \frac{\Delta^2}{\kappa_{ic}} = \frac{\bar{\Omega}_b}{\bar{\Omega}_{cz}} \equiv t_{sd}(\bar{\Omega}_{cz}), \quad (31)$$

which states that the system adjusts itself (by selecting $\bar{\Omega}_b$) such that the Eddington–Sweet timescale based on that angular velocity lag and on the thickness of the tachocline (expressed in the left-hand side of this equation) is equal to the spin-down timescale of the star (expressed in the right-hand side). We then have

$$\frac{\bar{\Omega}_b}{\bar{\Omega}_{cz}} \sim \frac{\bar{\Omega}_b}{\bar{\Omega}_{cz}} \left( \frac{\Delta}{\bar{R}} \right)^2 \frac{\bar{N}_{ic}^2 \Delta^2}{2\kappa_{ic}} = t_{ES}(\bar{\Omega}_{cz}) = t_{sd}(\bar{\Omega}_{cz}). \quad (32)$$

This shows that the relative angular velocity shear between the top and the bottom of the tachocline is equal to the ratio of the local Eddington–Sweet timescale (based, this time, on the rotation rate of the convection zone) to the spin-down timescale. We then expect the shear across the tachocline to be larger if the background stratification is larger, (2) if the local thermal diffusivity is smaller, (3) if the spin-down rate is larger, or (4) if the tachocline is thicker. This is indeed what the exact Equation (25) and its order of magnitude approximation (32) both show.

Finally, note that the relative lag is also proportional to $-\bar{\Omega}_{cz}/\bar{\Omega}_{cz}^3$, as in the unstratified case. This is not entirely surprising, since the unstratified case is a regular limit of this stratified problem as $\bar{N}_{ic} \to 0$. As such, as long as $\Delta$ is constant, $\bar{\Omega}_b/\bar{\Omega}_{cz}$ diverges with time for an exponential spin-down law or for any power law with $\alpha > 1/2$, as discussed in Section 3.3. However, since $\Delta$ likely depends on time as well through its dependence on $\bar{\Omega}_{cz}$ (see Appendix E), other criteria apply (see Sections 5 and 6 for details).
4.3. Transient Solution

Having found a quasi-steady solution to the spin-down problem, we now revisit the original time-dependent equations to determine when that solution is valid and how rapidly the system relaxes to it. Guided by the steady state solution, we expand the azimuthal velocity \( v \) on the same basis of Bessel functions, namely

\[
v(s, z, t) = \sum_n \frac{dJ_0(\lambda_n z)}{ds} v_n(z, t).
\]

Combining Equations (22), (23), and incompressibility with this ansatz, and retaining the time derivative in the azimuthal component of the momentum equation, gives

\[
\frac{\partial v_n}{\partial t} + \left( \frac{2\Omega_{cz}(t)R}{Nc\lambda_n} \right)^2 \kappa_{lc} \frac{\partial v_n}{\partial z^2} = \frac{-4R^2}{\lambda_n^2 J_1(\lambda_n)} \Omega_{cz}(t),
\]

Equation (34) becomes

where we have explicitly written in the time dependence of \( \Omega_{cz} \) and \( \Omega_{cz} \) to remember that it must be taken into account. This equation is quite similar to the one derived by Spiegel & Zahn (1992) in the context of the evolution of the differential rotation profile within the solar tachocline. This is not surprising, as our underlying assumptions (thermal wind balance, thermal equilibrium) are essentially the same. The first and second terms on the left-hand side of Equation (34) are the same as theirs (see their Equation (4.10)). The hyperdiffusion term arises from the advection of angular momentum by local Eddington–Sweet flows, a transport process that Spiegel & Zahn (1992) called “thermal spreading.” The third term on the left-hand side is also part of the thermal spreading process but was neglected by Spiegel & Zahn (1992) on the grounds that it is quite small when \( \Delta \ll R \). For consistency with the Boussinesq approximation, which requires \( \Delta \) to be smaller than a pressure scaleheight, we also neglect it from here on. Finally, the right-hand side contains the global forcing term arising from Euler’s force. Since viscous and turbulent transport are neglected here, the evolution of the angular momentum in the tachocline has two contributions only: transport by meridional flows and global extraction by Euler’s force. As such, we expect the system to behave in rather different ways if the spin-down timescale is much larger or much smaller than local Eddington–Sweet mixing timescale.

In what follows, we introduce the new variable \( x = (z - z_{lc})/\Delta \). Together with the simplification discussed above, Equation (34) becomes

\[
\frac{\partial v_n}{\partial t} + \left( \frac{2\Omega_{cz}(t)R}{Nc\lambda_n} \right)^2 \kappa_{lc} \frac{\partial v_n}{\partial x^2} = \frac{-4R^2}{\lambda_n^2 J_1(\lambda_n)} \Omega_{cz}(t),
\]

where we have also explicitly written in the time dependence of \( \Delta \). To solve Equation (35), we note that it is further separable in \( x \) and \( t \), and we write

\[
v_n(x, t) = \sum_m V_{nm}(t) Z_{nm}(x),
\]

where the vertical eigenmodes \( Z_{nm}(x) \) satisfy

\[
\mathcal{L}(Z_{nm}) = \frac{d^2 Z_{nm}}{dx^2} = \mu_{nm}^4 Z_{nm},
\]

for some constants \( \mu_{nm} \). It can be shown that the \( Z_{nm} \) functions form an orthogonal set, so that projecting (35) onto each of them individually gives, for each \( n \) and \( m \),

\[
\frac{dV_{nm}}{dt} + \frac{V_{nm}}{\tau_{nm}^{ES}(t)} = \frac{4R^2}{\lambda_n^2 J_1(\lambda_n)} \int Z_{nm}(x)dx \equiv F_{nm}(t),
\]

where additional information on \( Z_{nm} \) and \( \mu_{nm} \), are given in Appendix B. The quantity

\[
\tau_{nm}^{ES}(t) = \frac{\bar{N}^2_c \Delta^4(t)}{4\Omega_{cz}^2(t) R^2 \kappa_{lc}} \mu_{nm}^4 = \frac{\lambda_n^2}{2\mu_{nm}^4} \tau_{ES}(\Omega_{cz}(t)),
\]

where \( \tau_{ES}(\Omega_{cz}) \) was defined in Equation (32), naturally emerges from this calculation and can be interpreted as a local Eddington–Sweet timescale based on the typical geometry of the spatial eigenmode considered.

Equation (38) can easily be solved using an integrating factor,

\[
\mu(t) = \exp \left( \int_{t_0}^t \frac{1}{\tau_{nm}^{ES}(t')} dt' \right),
\]

which yields

\[
V_{nm}(t) = \frac{1}{\mu(t)} \left[ V_{nm}(t_0) + \int_{t_0}^t \mu(t') F_{nm}(t') dt' \right]
\]

\[
= \exp \left[ -\int_{t_0}^t \frac{1}{\tau_{nm}^{ES}(t')} dt' \right] V_{nm}(t_0)
\]

\[
+ \int_{t_0}^t \exp \left( \int_{t_0}^{t'} \frac{1}{\tau_{nm}^{ES}(t'')} dt'' \right) F_{nm}(t') dt'.
\]

As expected, we see that \( V_{nm}(t) \) contains two terms, one that depends on the initial conditions (the first term on the right-hand side of Equation (41)) and one that depends on the forcing applied to the system (the second term on the right-hand side of Equation (41)). For \( V_{nm}(t) \) to tend to the quasi-steady solution discussed in Section 4.2 as \( t \to +\infty \) (see Equation (25)), the effect of the initial conditions must decay, since Equation (25) is independent of the initial differential rotation profile of the star. Furthermore, the terms containing the forcing in Equation (41), when recombined as in Equation (36), must eventually recover Equation (25). Whether this occurs or not clearly depends on the behavior of the integrating factor \( \mu(t) \). We now study the latter in more detail.

We first rewrite the integral in \( \mu(t) \) as

\[
\int_{t_0}^t \frac{1}{\tau_{nm}^{ES}(t')} dt' = -\frac{2\mu_{nm}^4}{\lambda_n^2} \int_{t_0}^t \frac{\Omega_{cz}(t')}{\tau_{nm}^{ES}(t')} \Omega_{cz}(t') dt'
\]

\[
= -\frac{2\mu_{nm}^4}{\lambda_n^2} \int_{t_0}^{\Omega_{cz}(t)} \frac{\Omega_{cz}(t)}{\tau_{nm}^{ES}(\Omega_{cz})} d\Omega_{cz},
\]

where the spin-down timescale \( \tau_{sd} \) was defined in Equation (31). Writing it in this form enables us to study the long-term behavior of this integral for a fairly broad class of problems.

First, note that for an exponential spin-down law (see Equation (18)), \( \tau_{sd} \) is constant (and equal to \( 1/\kappa \)), while for a power law spin-down rate (see Equation (19)),

\[
\tau_{sd}(\Omega_{cz}) = \frac{t_0}{\alpha} \left( \frac{\Omega_{cz}}{\Omega_0} \right)^{-\frac{1}{2}} = \tau_{sd}(\Omega_0) \left( \frac{\Omega_{cz}}{\Omega_0} \right)^{a-1}.
\]
The second form of $t_{\text{sd}}$ written above can actually be used to describe both exponential and power law spin-down models if one views the exponential case as having $\alpha^{-1} = 0$.

Next, note that both GM98 and Wood et al. (2011) found $\Delta$ to be a power law function of the mean stellar rotation rate. While their findings do not directly apply here, since they were derived assuming that the tachocline circulation is driven by the latitudinal shear in the convection zone rather than by spin-down, we may nevertheless safely assume a similar functional dependence, taking

$$\Delta = \Delta_0 \left( \frac{\Omega_{cz}}{\Omega_0} \right)^\beta$$

(where we anticipate that $\beta \geq 0$, and $\Delta_0$ is by construction $\Delta$ at $t = t_0$, so that

$$t_{\text{ES}}(\Omega_{cz}) = t_{\text{ES}}(\Omega_0) \left( \frac{\Omega_{cz}}{\Omega_0} \right)^{4\beta - 2}.$$  \hspace{1cm} (45)

Combining Equations (45) and (43) with Equation (42), we find that

$$\int_{t_0}^t \frac{1}{\tau_{\text{ES}}(t')} dt' = -\frac{t_{\text{sd}}(\Omega_0)}{t_{\text{ES}}(\Omega_0)} \int_{t_0}^{\Omega_{cz}(t)} \frac{1}{\tau_{\text{nm}}(\Omega)} \left[ \frac{(\Omega_{cz}/\Omega)^q - 1}{\Omega_{cz}/\Omega} \right] d\Omega_{cz}/\Omega - \frac{t_{\text{sd}}(\Omega_0)}{t_{\text{nm}}(\Omega_0)} \ln \left( \frac{\Omega_{cz}}{\Omega_0} \right)$$

$$\left\{ \begin{align*}
-1 & \quad \text{if } q \neq 0, \\
0 & \quad \text{if } q = 0,
\end{align*} \right.$$  \hspace{1cm} (46)

where $q = 2 - \alpha^{-1} - 4\beta$. We therefore see that the behavior of the integrating factor $\mu(t)$ depends only on the sign of $q$.

If $q > 0$, then the right-hand side of Equation (46) tends to a constant as the star spins down. In that case, $\mu(t)$ also tends to a constant as $t \to +\infty$, which implies that the contribution of the initial conditions to $V_{\text{nm}}(t)$ does not disappear in Equation (41). In other words, the star cannot relax to the state described by the quasi-steady solution discussed in Section 4.2, and the latter becomes irrelevant to the spin-down problem.

On the other hand, if $q \leq 0$ then the right-hand side of Equation (46) is positive and increases toward $+\infty$ as the star spins down. In that case, the integrating factor $\mu(t)$ also increases with time (super-exponentially when $q < 0$, and as $\Omega_{cz}^{-1}(t)$ when $q = 0$), which implies that the contribution of the initial conditions to $V_{\text{nm}}(t)$ rapidly disappears. For $q < 0$, the latter decays exponentially roughly on the local Eddington–Sweet timescale across the tachocline. This timescale decreases with time and rapidly becomes much smaller than the age of the star except if the tachocline is very thick (which we explicitly assumed was not the case).

Furthermore, it can be shown with additional algebra that the complete transient solution given by Equation (36) actually tends to the quasi-steady solution (25) when $t \to +\infty$, when $q \leq 0$ (see Appendix B.2). In other words, the quasi-steady solution derived and discussed in Section 4.2 is a meaningful description of stellar spin-down, after a transient phase that is short compared with the age of the star, during which all knowledge of the initial rotation profile disappears.

The physical interpretation of $q$ as a critical value of this problem is quite straightforward given that $q$ is effectively defined so that

$$\frac{t_{\text{sd}}(\Omega_{cz})}{t_{\text{ES}}(\Omega_{cz})} \propto \left( \frac{\Omega_{cz}}{\Omega_0} \right)^q.$$  \hspace{1cm} (47)

If $q > 0$, then the ratio of the spin-down timescale to the local angular momentum transport timescale across the tachocline decreases as the star spins down. This implies that the meridional flows are less and less efficient at extracting angular momentum from the tachocline relative to the rate at which it is removed from the envelope. The lag between the envelope and the bottom of the tachocline then increases with time, until such a point where new dynamics not taken into account here, such as turbulent transport, must come into play. In other words, the quasi-steady solution derived in the previous section is only of limited validity. On the other hand, when $q \leq 0$, the converse is true: the system rapidly tends to the quasi-steady solution regardless of the initial conditions.

### 4.4. Discussion

Our findings regarding the dynamics of both transient and quasi-steady spin-down solutions can easily be summarized as follows. If, for a given spin-down law $\Omega_{cz}(t)$ and a given tachocline structure (characterized by its local thermodynamic properties and its thickness), the system is such that the ratio of the spin-down timescale to the local Eddington–Sweet timescale $t_{\text{sd}}(\Omega_{cz})/t_{\text{ES}}(\Omega_{cz})$ (where $t_{\text{sd}}$ is given in Equation (43) and $t_{\text{ES}}$ is given in Equation (45)) monotonically decreases as the star spins down, then angular momentum transport by large-scale meridional flows across the tachocline is not sufficient to maintain dynamical coupling with the envelope. After some time, the shear across the tachocline is likely to become large enough to be unstable to shearing instabilities. Angular momentum transport will then be dominated by turbulent motions and must be described using an entirely different formalism (not discussed here).

If, on the other hand, the system is such that $t_{\text{sd}}(\Omega_{cz})/t_{\text{ES}}(\Omega_{cz})$ increases or remains constant as the star spins down, then the tachocline remains coupled to the envelope and the shear simply adjusts itself geostrophically so that the angular momentum flux transported by the meridional flows out of the tachocline is, at all times, equal to angular momentum flux removed from the star by the wind. The relative lag $\Omega_b/\Omega_{cz}$ between the base and the top of the tachocline, in this case, is correctly given by the quasi-steady solution and is roughly equal to $t_{\text{ES}}(\Omega_{cz})/t_{\text{sd}}(\Omega_{cz})$ (which is either constant or decreases with time); see Equation (32).

We therefore find that the quasi-steady solution is conveniently valid whenever it makes sense, that is, whenever $\Omega_b/\Omega_{cz} \propto t_{\text{ES}}(\Omega_{cz})/t_{\text{sd}}(\Omega_{cz})$ decreases (or at least remains constant and much smaller than one) as the star spins down. In other words, we can actually avoid the calculation of the transient solution entirely, since the quasi-steady solution itself provides all the information needed as to the limits of its own validity.

### 5. SPIN-DOWN OF A MAGNETIZED STAR

We now finally return to the originally posed problem and investigate the manner in which the tachocline spin-down is finally communicated to the deep radiative interior. In the GM98
model, this process is mediated by magnetic torques within the tachopause, a thin boundary layer that separates the tachocline from the magnetically dominated, uniformly rotating region below (see Figure 1(a)). These torques are generated as the primordial magnetic field, confined below the tachocline by downwelling meridional flows, is wound up into a significant toroidal field by the rotational shear. In order to model angular momentum transport across the tachopause exactly, one should therefore solve the magnetic induction equation in addition to the previously discussed equations describing the tachocline dynamics (i.e., Equations (22) and (24)) and include the Lorentz force in the momentum balance. The nonlinear nature of the added terms, unfortunately, makes it impossible to derive exact analytical solutions of the problem without further assumptions.

Wood et al. (2011), however, were able to derive analytical solutions for a simplified version of the GM98 model. They found that the mathematical equations describing tachopause are, in many ways, analogous to those describing a viscous Ekman layer, with the viscous drag force replaced by a magnetic force in the momentum balance. The nonlinear nature of the topography, geometry, are available. However, it is consistent with the assumption that the dynamics occurring beyond the sides of the cylinders do not directly affect spin-down. We argue that it is at least plausible as long as the magnitude of the toroidal field $B_\phi$ on the sidewall of the tachopause remains small, which requires in turn that the radial angular velocity gradient $\partial \Omega / \partial r$ at the same location be small.

The remaining terms in Equation (49) can be expressed as

$$
\frac{d}{dt} I_{\text{core}}(\Omega_c + \Omega_{cz}) + 2\pi \bar{\rho}_c \Omega_c R^3 \int_{z_c + \delta}^{z_c} u(R, z; t) dz + 2\pi \bar{\rho}_c \Omega_{cz} \int_0^R w(s, z_c + \delta, t) s^3 ds \approx 0,
$$

where, as in the previous section, $\bar{\rho}_c$ is defined as the mean density of the tachocline and tachopause region and where $I_{\text{core}}$ is the moment of inertia of the core and tachopause combined, defined as

$$
I_{\text{core}} = \int_V \bar{\rho}(z) s^2 dV = \frac{\pi}{2} R^4 \int_0^{z_c + \delta} \bar{\rho}(z) dz = \frac{M_{\text{core}}}{2} R^2,
$$

where $M_{\text{core}}$ is the mass of the cylinder included in the volume $V$. Note that in order to derive (50), we have used the fact that $v \simeq s \Omega_c$ within the core and assumed that $v \simeq s \Omega_c$ in the tachopause as well. Since the tachopause is very thin, the error made has a negligible impact on the result.

Within the scope of these assumptions, angular momentum is extracted from the core through a series of channels, which unfold as follows. The surface layers are spun down by the magnetized wind torque and then communicate the spin-down information to the rest of the convection zone by turbulent stresses. The spin-down torque also drives large-scale meridional flows in the convection zone, which extract angular momentum from the tachocline and the top of the tachopause (by flowing downward from the convection zone and then outward in the tachopause), and at the same time confine the internal magnetic field. The tachopause then finally spins the core down via magnetic stresses, generated as the local core–tachopause shear winds the internal poloidal field into a toroidal one. Equation (50) describes only the hydrodynamic processes in the
tachocline, but the other channels are implied in the assumptions that (1) the convection zone rotates at the velocity \( \Omega_{cz} \), (2) the tachopause rotates at a velocity close to \( \Omega_c \), and (3) the vertical flow at the base of the tachocline is given by the magnetic jump condition that describes the tachopause dynamics. We study the latter in Section 5.2.

To estimate the second term in Equation (50), note that the mass flux entering the tachopause through the surface \( z = z_{tc} + \delta \) must be the same as that leaving through the sidewall since the core is impermeable. Hence,

\[
2\pi \int_0^R w(s, z_{tc} + \delta, t) s ds = -2\pi R \int_{z_{tc}}^{z_{tc} + \delta} u(R, z, t) dz.
\]

Combining this with Equation (50) gives

\[
\frac{dJ_{\text{core}}}{dt} + 2\pi \rho_c \frac{\Omega_{cz}}{\Omega} \int_0^R s w_0(s, t) (R^2 - s^2) ds \approx 0, \tag{53}
\]

where

\[
J_{\text{core}} = I_{\text{core}}(\Omega_{cz} + \Omega_c).
\]

is the total angular momentum of the core\(^9\) in the inertial frame and where we have introduced \( w_0(s, t) = w(s, z_{tc} + \delta, t) \) for simplicity. Equation (53) thus shows that the rate of angular momentum transport between the surface layers and the core is fully determined once \( \rho_c w_0(s, t) \), the vertical mass flux downwelling from the tachocline into tachopause, is known.

To find \( w_0(s, t) \), we must once more solve the equations describing the dynamics of the tachocline and of the convection zone and match them to one another at the radiative–convective interface. The main difference with the work presented in Appendix C is the total angular momentum of the core\(^9\) in the inertial frame, while the first term is the correction arising from Euler’s force.

\[
\delta = \sqrt{\frac{2\pi \rho_c \eta_c (\Omega_{cz} R^2)}{B_0^2}}, \tag{56}
\]

where \( B_0 \) is the strength of the confined magnetic field (just below \( z_c \)) and \( \eta_c \) is the local magnetic diffusivity of the star near \( z = z_{tc} \). They also found that the jump condition relating the vertical and azimuthal velocities in the tachocline is exactly of the same mathematical form as that of an Ekman layer, albeit with the numerical constant \( 1/\sqrt{2} \) replaced by \( \pi/4 \) and \( \delta \) replaced by \( \delta \).

The magnetic jump condition thus becomes

\[
w_0 = \frac{\Omega_{cz}}{\Omega_c} \delta (1 - C) - C \frac{\hat{\Omega}}{s} \frac{\partial}{\partial s} (s^2 \Omega_c - s v_0), \tag{57}
\]

where \( C \) is a constant of the order of unity, which depends on the type of stresses acting in the tachopause, and \( \delta \) is its thickness, which is no longer necessarily related to \( B_0 \) via Equation (56) specifically but likely depends on \( B_0 \) in some form or another.

In any case, as we demonstrate below, the long-term behavior of the spin-down problem is ultimately controlled only by the slowest timescale in the sequence of processes responsible for angular momentum transport from the core to the surface. In most cases, this turns out to be the Eddington–Sweet timescale across the tachocline, rather than any timescale intrinsic to the tachopause. In this sense, the global spin-down timescale is usually independent of the exact nature and structure of the tachopause (at least in an explicit sense; see Section 6.3 and Appendix E), unless the latter is very thick—which we have previously assumed is not the case.

\(^{9}\)Technically, \( J_{\text{core}} \) includes the angular momentum of the tachopause, but the latter is negligible in comparison.

\(^{10}\)The tachopause studied by Wood et al. (2011) differs from that of GM98. The Wood et al. (2011) tachopause is assumed to be isothermal, while the GM98 tachopause is in thermal equilibrium. This results in rather different structures and thicknesses. We note that the GM98 tachopause does not lead to a jump condition that is strictly analogous to an Ekman jump condition but instead contains an additional term that depends on the temperature perturbation; see Wood et al. (2011). For simplicity, we restrict our analysis to the case of an isothermal tachopause.

\(^{11}\)This is by definition in the case of viscous stresses and indirectly through the linearized Lorentz force and induction equation in the magnetic case.
5.3. Evolution of the Core Angular Momentum

We can now solve the system of equations governing the convection zone and the tachocline as in Section 4, using this time the jump condition \((58)\) as a lower boundary condition for the tachocline flows. At this junction we have two possibilities: to solve the full time-dependent tachocline dynamics as in Section 4.3 or to study them using a quasi-steady approximation as in Section 4.2. Having proved in Section 4.3 that the time-dependent solution very rapidly tends to the quasi-steady solution (when it is well behaved), and given that the latter is much more easily derived, we assume here that the tachocline dynamics are in a quasi-steady state.\(^\text{12}\) The derivation of this solution is presented in Appendix D and eventually yields the time the jump condition \((58)\) as a lower boundary condition for \(\sum_n 32/\lambda_n^4 = 1\). As a result, which implies that, when viewed in an inertial frame, the core retains its initial angular momentum. This result is as expected, since \(\delta = 0\) means that the tachopause is absent, and without it the tachocline cannot exert any torque on the core. In other words, the convective envelope and the tachocline both spin down exactly as described in Section 4.2, but the core does not.

When \(\delta > 0\), by contrast, the angular velocity of the core evolves with time in response to the spin-down torque communicated by the tachopause. This is illustrated in Figure 5, which shows a plot of the relative core–envelope lag \(\Omega_c / \Omega_{en}\), as a function of time, in two idealized test cases. Note that the moment of inertia of the core is assumed to be constant to within an order unity, and \(C \simeq 0.7\).

\[ \frac{dJ_{core}}{dt} = -\Omega_{cz} I_{tc} + \frac{\Omega_{cz}^2}{\Delta} I_{tc} \sum_n \frac{32}{\lambda_n^4} b_n, \tag{59} \]

where

\[ I_{tc} = \frac{\tilde{\rho}_{tc} \pi \Delta R^4}{2}, \tag{60} \]

is the moment of inertia of the tachocline, and with

\[ a_n = \frac{\Omega_{cz}}{\Omega_{cz}} \Delta - 2C \delta \Omega_c \]

\[ - \frac{C \delta \tilde{N}_t^2 \Delta \Omega_{cz}}{2 \Omega_{cz} \kappa_c \Omega_0} \left( \frac{R \cosh (\lambda_n \Delta)}{\lambda_n \sinh (\lambda_n \Delta)} - \frac{1}{2} \right), \tag{61} \]

\[ b_n = 1 + \frac{C \delta \lambda_n}{2 \Omega_{cz} R} \left[ \frac{2 \tilde{N}_t^2 \Delta R}{\kappa_c \lambda_n^2} \left( 1 - \cosh (\lambda_n \Delta) \right) \right. \]

\[ + \frac{\tilde{N}_t^2 \Delta R}{\kappa_c \lambda_n^2} \left. + \frac{1}{\tau \tanh (\lambda_n R^2)} \right], \tag{62} \]

where \(\Delta \simeq \Delta = \Delta_c - \Delta_e\) is the thickness of the tachocline. Note that for most stars whose outer convection zone is not too thin, and where \(\tau\) is not too small, the last term in the square brackets of Equation (62) is negligible compared with the first two. In what follows, we neglect it, but bear in mind that it may be important for solar-type stars whose mass approach the critical mass above which the outer convection zone disappears.

While somewhat obscure at first, Equation (59) has a simple limit. Indeed, when \(\delta = 0\),

\[ a_n = \frac{\dot{\Omega}_{cz}}{\Omega_{cz}} \Delta \quad \text{and} \quad b_n = 1. \tag{63} \]

Using properties of Bessel Functions, it can be shown that \(\sum_n 32/\lambda_n^4 = 1\). As a result,

\[ \frac{dJ_{core}}{dt} = 0, \tag{64} \]

\[ \text{Notes.} \]

\(^a\) Half the mass of the solar radiation zone (we consider one hemisphere only to comply with the cylindrical geometry).

\(^b\) The solar radius \(r_\odot\).

\(^c\) The radius of the solar radiation zone \(r_{cz}\).

\(^d\) These values are selected somewhat arbitrarily but are consistent with typical ZAMS properties.

\(\tau\) is selected so that \(\tau \Omega_r \simeq 0.1\), where \(\Omega_r \simeq 3 \times 10^{-6} \text{ s}^{-1}\) is the mean rotation rate of the Sun today.

\(\Delta\) is selected to be 0.65\(r_{cz}\), a value somewhat in between upper limits from direct helioseismic determinations (Charbonneau et al. 1999) and estimates from chemical mixing (Elliott & Gough 1999). \(\delta\) is selected to be 0.01\(A\), a value somewhat smaller than the one recommended by GM98 (who argue that \(\delta \simeq 0.04\)) but nevertheless consistent with it within an order unity, and \(C \simeq 0.7\).

\(^\text{Typical values in the solar tachocline, from Gough (2007).}\)

\(^\text{12 This assumption is equivalent to requiring that the tachocline be in thermal equilibrium and in force balance at all times during spin-down, which is likely to be true as long as the tachocline is thin, and its local Eddington–Sweet timescale is always short compared with the spin-down timescale.}\)

\(^\text{13 We differentiate here between a global quasi-steady state, where all layers of the star are evolving concurrently, and the local quasi-steady state discussed in Section 4.2, where only the tachocline dynamics are quasi-steady.}\)
Figure 5. (a) Evolution of $\Omega_\delta/\Omega_{cz}$ for a star with parameters shown in Table 1, undergoing spin-down following Skumanich’s law. The thick solid line is the exact solution of Equation (59) using 96 terms in the sum. The thin solid line is the exact solution of Equation (65), which keeps only one term in the sum. The latter is a fairly good approximation to the “true” solution. The dashed lines are the quasi-steady approximations to the full solutions, obtained by dropping the time derivative of $\Omega_\delta$ in Equation (59) and solving for $\Omega_\delta$ algebraically. The one-term quasi-steady solution is given by Equation (71). They are a good approximation to the full solution after a transient period whose duration depends on the thickness of the tachocline. (b) Same figure but for a tachocline whose thickness varies as $(\Omega_\delta/\Omega_{cz})^{2/3}$ (see the main text for details). Because the initial tachocline thickness in this model is much thicker, the true solution takes much longer to approach the quasi-steady solution. (A color version of this figure is available in the online journal.)

Finally, note that since $dJ_\text{core}/dt = d(I_\text{core}\Omega_\delta)/dt + d(I_\text{core}\Omega_{cz})/dt$ and since the assumption of a thin tachocline fundamental to this work implies that $I_\text{c} \ll I_\text{core}$, we can neglect $I_\text{c}\Omega_{cz}$ in the right-hand side of Equation (67) in comparison with the $I_\text{core}\Omega_{cz}$ term on its left-hand side, so that:

$$
\frac{dJ_{\text{core}}}{dt} \simeq -\frac{24}{\lambda_1^2} \frac{\Omega_{\text{c}}}{t_{\text{ES}}(\Omega_{cz})} = -K \frac{(\Omega_{\text{core}} - \Omega_{cz})I_{\text{c}}}{t_{\text{ES}}(\Omega_{cz})},
$$

where $K$ is a constant of the order of unity and $\Omega_{\text{core}}$ is the angular velocity of the core in an inertial frame. Written in this final form, our model bears some obvious similarities with the two-zone model of MacGregor & Brenner (1991). In fact, it can be cast exactly as in Equation (1), provided we define the coupling timescale between the core and the envelope to be

$$
\tau_{\text{c}} = \frac{t_{\text{ES}}(\Omega_{cz})}{K} \frac{I_{\text{c}}I_{cz}}{I_{\text{c}}(I_{\text{core}} + I_{cz})},
$$

where $I_{cz}$ is the moment of inertia of the convection zone. This result is discussed in more detail in Section 6.1.

The comparison between the solution of the exact Equation (59) and that of the much simpler Equation (68) is shown in Figure 5. The two are within 10% of one another at all times. Given that our cylindrical geometry solutions approximate a real star to within a geometrical factor of the order of unity at best anyway, the error made in using Equation (68) instead of Equation (59) is of a similar nature and can be incorporated in the former. In what follows, we therefore advocate the use of Equation (68) as a much simpler and more physically meaningful, and yet equivalent, description of the spin-down problem.

5.4. Properties of the Quasi-steady Solution

We now use this simpler expression to derive a global quasi-steady approximation to the solution, which gives insight into the long-term behavior of the system. By analogy with Section 4.2, we derive it by neglecting the acceleration but keeping Euler’s force in the momentum equation. This yields
the following algebraic equation instead:

\[ I_{\text{core}} \dot{\Omega}_{cz} = -\frac{24}{\lambda_{\Omega}^2} \frac{\Omega_c I_{ic}}{\Omega_c}, \]  

(70)

which can then be solved for \( \Omega_c \) and thus yields its quasi-steady approximation \( \Omega_c^q \). Note that we have again assumed here that \( I_{\text{core}} \) varies sufficiently slowly with time that its derivative can be neglected. This is done for simplicity of interpretation of the results but is not necessarily valid during all evolutionary stages of the star. We then find that

\[ \frac{\Omega_c^q}{\Omega_{cz}} = \frac{\lambda_{\Omega}^2 t_{\text{ES}}(\Omega_{cz}) I_{\text{core}}}{24 t_d(\Omega_{cz}) I_{ic}} = \frac{\lambda_{\Omega}^2 t_{\text{ES}}(\Omega_0) \Delta I_{\text{core}}}{24 t_d(\Omega_0) \Delta_0 I_{ic}} \left( \frac{\Omega_{cz}}{\Omega_0} \right)^{-(q+\beta)}, \]  

(71)

where \( q + \beta = -\alpha^{-1} - 3\beta \).

The scaling shown in Equation (71) is similar to that discussed in Section 4.3 as (see Equation (32)) and can therefore also be understood using order of magnitude arguments based on thermal wind balance, thermal equilibrium, and mass conservation. However, it contains a new factor, which is the ratio \( I_{\text{core}}/I_{ic} \). The presence of this factor can be understood physically by noting that this time the core is spun down as well as the tachocline. A much larger torque is needed to spin down a more massive core, and as a consequence, if the same spin-down torque is applied, then the core–envelope lag is proportionally larger for a more massive core. Furthermore, since \( I_{\text{core}}/I_{ic} \) is inversely proportional to the thickness of the tachocline, \( \Omega_c^q/\Omega_{cz} \) now scales with the third instead of the fourth power of \( \Delta \) and varies as \( (\Omega_{cz}/\Omega_0)^{-(q+\beta)} \) instead of \( (\Omega_{cz}/\Omega_0)^{-q} \).

We can now apply the same reasoning as in Section 4.3 as to the limits of validity of our laminar solution. If \( q + \beta > 0 \), then \( \Omega_c^q/\Omega_{cz} \) increases as the star spins down. In this case, the quasi-steady solution is not a good approximation to the actual time-dependent problem, and the laminar solution probably eventually breaks down to a turbulent one with different scalings instead. On the other hand, if \( q + \beta \leq 0 \), then \( \Omega_c^q/\Omega_{cz} \) remains constant or decreases, and the laminar solution is likely always valid. When \( q + \beta < 0 \), the system always tends to solid-body rotation as the star spins down. By contrast, if \( q + \beta = 0 \) then \( \Omega_c^q/\Omega_{cz} \) tends to a constant, which implies that the system eventually maintains a nonzero core–envelope lag as \( t \to \infty \).

This behavior is illustrated in Figure 6, which shows the long-term evolution of the “reference” star, for \( \alpha = 1/2 \) and \( \beta = 0 \), \( \beta = 1/3 \), and \( \beta = 2/3 \), respectively. We see that, for large times, the exact solution for \( \Omega_c/\Omega_{cz} \) does indeed tend to the quasi-steady solution as expected. The latter is either constant or decreases with time, depending on the value of \( q + \beta \).

We now briefly examine under which conditions \( q + \beta = 2 - \alpha^{-1} - 3\beta \leq 0 \). Recall that \( \alpha \) is the spin-down law index (with the convention that \( \alpha^{-1} = 0 \) for an exponential spin-down law, see Equation (43)) and \( \beta \) is the index of the power law describing the variation of the tachocline thickness with \( \Omega_{cz} \) (see Equation (44)). The condition \( 2 - \alpha^{-1} - 3\beta \leq 0 \) is then automatically satisfied whenever \( \alpha \leq 1/2 \), as long as \( \beta > 0 \) or whenever \( \beta \geq 2/3 \), regardless of \( \alpha \).

The fact that the observationally favored Skumanich law (Skumanich 1972), which has \( \alpha = 1/2 \), lies in the region of parameter space for which our quasi-steady laminar solutions are valid regardless of \( \beta \) is a very nice—if somewhat unexpected—feature of our model and speaks to its relevance for observations. The fact that it is also a critical parameter value, on the other hand, is probably just a coincidence.

In general, however, \( \alpha \) is not known a priori—it is an outcome of the complete spin-down problem (see Reiners & Mohanty 2012, for instance, who found both exponential and power law spin-down solutions depending on their assumed wind model). Our theoretical results suggest that if \( \beta \geq 2/3 \), then again a laminar quasi-steady solution always exists regardless of the spin-down law. If \( \beta < 2/3 \), on the other hand, whether the laminar solution holds or not also depends on the actual spin-down rate of the core–envelope zone and must therefore be determined “on the fly” while the solution of Equation (68) is being computed.

Unfortunately, it is difficult to constrain \( \beta \) from theory alone (see Appendix E). Indeed, while GM98 and Wood et al. (2011) both found that \( \beta > 2/3 \) in a related but distinctly different model system, their results cannot be used here. In this particular instance, help in constraining \( \beta \) comes from observations instead. The requirement that fast rotators should be in solid-body rotation at all times immediately constrains \( \beta \) to be strictly smaller than 2/3 (see Section 6 for details), which does imply that our model could break down if the spin-down rate is too rapid. For further constraints, we note that surface abundances of light elements and other tracers can potentially be used to estimate the depth of the chemically mixed tachocline, and we study its variation with stellar rotation rate (see Section 6.3).

5.5. Properties of the Initial Transient Solution

The initial, nearly linear increase in the core–envelope lag seen in Figures 5 and 6 can be understood by noting that the angular momentum transport rate across the tachopause depends on the local torques, which in turn depend on the local angular velocity shear. At first, the latter is small, so the torques are not strong enough to spin the core down. When viewed in an inertial
frame, the latter continues to spin at its original rate, so that
\[ \Omega_c(t) = -\Omega_{cz}(t) \simeq -\Omega_{cz}(t_0)(t - t_0). \tag{72} \]
for \( t - t_0 \) smaller than the spin-down timescale.

As the core–envelope lag increases, so does the shear, until a point where the torque exerted is just strong enough to communicate the surface spin-down to the interior. When this happens, the core locks on to the tachocline and the angular momentum flux becomes independent of radius. The system reaches a quasi-steady state in the spinning-down frame, in which both convective zone, tachocline, and core concurrently spin-down at more or less the same rate. Equating the early-time solution (72) with the quasi-steady solution (71), we find that this happens (very roughly) when
\[ t - t_0 = \frac{\lambda^2}{24 I_{\text{ES}}(\Omega_{cz}(t))} \frac{I_{\text{core}}}{I_c(t_0)} \Omega_{cz}(t_0). \tag{73} \]

Although implicit for \( t \), and therefore difficult to solve algebraically, this expression readily shows that the duration of the initial transient phase is proportional to the local Eddington–Sweet timescale across the tachocline, times \( I_{\text{core}}/I_c \), a quantity that is overall proportional to \( \Omega_{cz}^2 \). In other words, it is much longer if the initial tachocline thickness is larger, which explains the results of Figure 6.

In what follows, we now summarize our results, importing them into a spherical geometry and casting them in a more astrophysically relevant terminology, and discuss their implications for stellar spin-down and related observations.

6. SUMMARY AND DISCUSSION

6.1. Summary of the Results

In this work, we have studied the impact of spin-down on solar-type stars whose internal dynamics are assumed to be analogous to that of the Sun as first introduced by GM98. More specifically, we considered stars with a radiative zone held in uniform rotation by the presence of a large-scale primordial magnetic field that is confined strictly below the base of the convection zone by large-scale meridional flows. The geometry of such stars was shown in Figure 1.

Separating the convection zone and the bulk of the radiation zone (the “core,” hereafter), which are rotating with angular velocities \( \Omega_{cz} \) and \( \Omega_{core} \), respectively (as expressed in an inertial frame), lie two thin nested shear layers (GM98; Wood & McIntyre 2011; Wood et al. 2011; Acevedo-Arreguin et al. 2013): the tachocline, which resides just beneath the radiative–convective interface and is dynamically speaking at least—magnetic-free, and the tachopause, which lies below the tachocline and connects the latter magnetically to the core.

The extraction of angular momentum from the star by the stellar wind in our model takes a rather different form across each of these regions. Magnetic braking exerts a torque on the surface layers, which is nearly instantaneously communicated down to the base of the convection zone by the turbulence. Angular momentum transport (and chemical mixing) across the underlying tachocline, on the other hand, is mediated principally by large-scale meridional flows and roughly takes place on a local Eddington–Sweet timescale:
\[ t_{\text{ES}}(\Omega_{cz}) = \frac{K_c^2}{2\Omega_{cz}^2} \left( \frac{\Delta}{r_{cz}} \right)^2 \frac{\Delta^2}{\kappa_c}. \tag{74} \]

where \( K_c, \kappa_c \) are the buoyancy frequency and thermal diffusivity of the fluid within the tachocline, \( \Delta \) is its thickness, and \( r_{cz} \) is the radius of the base of the convection zone. The spin-down torque is then finally communicated through the tachopause down to the deep interior primarily by magnetic torques. The mostly dipolar primordial field is wound up by the radial shear, which generates a significant toroidal field. The resulting Lorentz force reacts against the shear and thus extracts angular momentum from the core. This happens on an Alfvénic timescale, which is more or less instantaneous compared with the spin-down timescale or the tachocline mixing timescale.

The tachocline is clearly the “bottleneck” of this angular momentum extraction sequence and therefore controls the overall rotational evolution of the star. As a result, the timescale \( t_{\text{ES}}(\Omega_{cz}) \) introduced above plays a role that is similar (but not identical, see below) to the coupling timescale between the core and the envelope in the two-zone model of MacGregor & Brenner (1991; see \( \tau_c \) in Equation (1)).

Thanks to the help of an idealized model for which exact solutions exist, we have formally shown that the concurrent evolution of the rigidly rotating core and the convective envelope can typically (i.e., under reasonable assumptions usually valid in most solar-type stars) be modeled as
\[ \frac{dJ_{\text{core}}}{dt} = -\frac{\Delta J}{\tau_c}, \tag{75} \]
\[ \frac{dJ_{cz}}{dt} + \frac{dJ_{\text{core}}}{dt} = -J_w, \text{ where} \tag{76} \]
\[ \Delta J = (\Omega_{core} - \Omega_{cz}) \frac{I_{\text{core}}I_{cz}}{I_{\text{core}} + I_{cz}}, \tag{77} \]
that is, exactly as in the two-zone model of MacGregor & Brenner (1991; see Equation (1)), with a coupling timescale \( \tau_c \) given by
\[ \tau_c = \frac{t_{\text{ES}}(\Omega_{cz}) I_{\text{core}}I_{cz}}{K_c(I_{\text{core}} + I_{cz})}. \tag{78} \]
where \( K \) is a positive geometrical constant of the order of unity and where \( I_c \) is the moment of inertia of the tachocline (which, to a good approximation, is \( I_c = 4\pi \rho_c c^4 \Delta \), where \( \rho_c \) is the local density within the tachocline). Equation (75) was derived in Section 5.3.

Inspection of Equations (75)–(78) shows that they do not explicitly depend on the magneto-hydrodynamics of the tachopause,14 a result inherently tied to the assumption that the tachopause is much thinner than the tachocline and that it is at all times in complete dynamical and thermal equilibrium. When this is the case, the tachopause responds near-instantaneously to any perturbation and thus cannot introduce any additional timescale in the system (see Section 5.3 for details). This property of our model turns out to be quite convenient: as discussed by Acevedo-Arreguin et al. (2013), the specific nature and dynamical properties of the tachopause are arguably the “weakest link” of the GM98 model, being the most sensitive to any dynamics that were purposefully neglected (turbulence, gravity waves, etc.). But as Equations (75)–(78) show, this model dependence

14 Note that this does not imply that magnetic stresses are not important in our model; on the contrary, they are crucial to the tachopause dynamics. However, by virtue of adjusting immediately to any perturbation, they do not appear in the evolution equation directly. On the other hand, if the tachopause is not much thinner than the tachocline, then Equation (65) must be used instead of Equation (75) and now explicitly depends on the tachopause dynamics.
does not have any direct impact on the long-term evolution of the angular velocity of the core.

On the other hand, Equation (75) is very sensitive to the properties of the tachocline, particularly to its thickness $\Delta$. The latter presumably depends on the star’s mean rotation rate, on its spin-down rate, on the strength of the internal primordial field, and on the position and local thermodynamical properties of the base of the convection zone. Both GM98 and Wood et al. (2011) propose scalings for $\Delta$ as a function of these quantities in the solar case, where the large-scale meridional flows are driven by the latitudinal shear within the convection zone rather than by spin-down. Unfortunately, as discussed in Appendix E, these scalings do not directly apply here. Furthermore, any attempt to estimate $\Delta$ from first principles necessarily yields a result that depends sensitively on the structure of the tachopause, which we have just argued is both poorly constrained and strongly dependent on the model considered. In this sense, while the dynamics of the tachopause do not explicitly participate in Equations (75)–(78), they nevertheless indirectly influence the rotational evolution of the star by controlling $\Delta$ (which appears in $r_{\text{ES}}(\Omega_{cz})$ and therefore in $\tau_c$).

For these reasons, instead of proposing a carefully derived, mathematically correct but highly model-dependent formula for the tachocline thickness $\Delta$, we suggest the following simple parametric prescription:

$$\Delta = \Delta_0(B_0) \left( \frac{\Omega_{cz}}{\Omega_0} \right)^\beta \left( \frac{r_{cz}}{r_{cz}(t_0)} \right)^\gamma.$$  \hfill (79)

In this model, we have hidden all information about the unknown (and nonobservable) internal field strength $B_0$ into $\Delta_0(B_0)$. Any information about the time dependence induced by spin-down is contained in the second term, and any information about the local properties of the tachocline is contained in the third term.\(^{15}\)

While $\beta$ and $\gamma$ are difficult to estimate from theory alone (see Appendix E for details), we hope that they can, in the future, be constrained observationally by studying simultaneously the rotational histories of solar-type stars in young clusters and their light-element surface abundances (see Section 6.3).

In general, Equations (75)–(79) have to be solved—and should be solved—numerically, in conjunction with the equations for stellar evolution that yield $\Omega_{\text{core}}$, $I_{\text{core}}$, and $\tau_c$ at each point in time. However, good insight into the long-term behavior of the solutions can be obtained by considering a “quasi-steady” approximation, in which (1) we assume that the spin-down rate $\Omega_{cz}$ is known, (2) $I_{\text{core}}$ does not vary too rapidly with time, and (3) $\Omega_{\text{core}} - \Omega_{cz}$ is not too large. Using all three approximations implies that $dI_{\text{core}}/dt \simeq I_{\text{core}}\Omega_{cz}$ is known, and one can then simply solve Equation (75) analytically for $\Omega_{\text{core}}$. The relative core–envelope lag, in this quasi-steady approximation, is given by

$$\frac{\Omega_{\text{core}} - \Omega_{cz}}{\Omega_{cz}} = K_1 \frac{t_{\text{ES}}(\Omega_{cz})}{t_{\text{sd}}(\Omega_{cz})} \frac{I_{\text{core}}}{I_{\text{ic}}} = -K_2 \frac{\Omega_{cz}^2 \bar{N}_{\text{ic}}^2 \Delta^4 I_{\text{core}}}{r_{cz}^2 \kappa_{\text{ic}}^2 I_{\text{ic}}},$$  \hfill (80)

where $t_{\text{sd}} = [\Omega_{cz}/I_{\text{ic}}]$ is the spin-down timescale of the convective envelope. Physically speaking, this formula is equivalent to stating that the star adjusts itself in such a way that the integrated angular momentum flux out of each spherical shell is constant with radius and equal to that extracted from the star by the stellar wind.

We have shown in Sections 4.3 and 5.4 that our model is only technically valid when this solution is bounded (in the sense that the quasi-steady relative core–envelope lag remains constant or decreases with time). This happens when $2 - \alpha^{-1} - 3\beta \leq 0$, where $\beta$ is defined in Equation (79) and where $\alpha$ is defined such that $t_{sd} \propto \Omega_{cz}^{-\alpha}$. When the model applies, then the quasi-steady solution is also an attracting solution of the governing equations (which means that the system relaxes to this state regardless of its initial conditions). All stars satisfying this condition are therefore expected to have a core–envelope lag given by Equation (80), after a transient period whose duration is of the order of $t_{\text{ES}}(\Omega_{cz})$ evaluated at $t = t_0$ (see Section 5.5 for details).

6.2. Caveats of the Model

Before we proceed to discuss the observational implications of our model, let us briefly address its caveats and limitations. In many ways, they are the same as those of the GM98 model, listed and discussed at length by GM98 and by Acevedo-Arreguin et al. (2013).

Central to our calculation is the assumption that the star has a dynamical structure similar to the Sun, with an outer convection zone and a uniformly rotating magnetized core both in solid-body rotation, separated by a thin magnetic-free tachocline, and an even thinner tachopause that, by contrast, is essentially magnetic in nature. As discussed by Acevedo-Arreguin et al. (2013), a necessary condition for such a layered model to exist is

$$\frac{\bar{N}_{\text{ic}}}{\Omega_{cz}} \sqrt{\frac{r_{\text{ic}}}{\kappa_{\text{ic}}}} < \frac{r_{cz}}{\Delta},$$  \hfill (81)

where $\bar{N}_{\text{ic}}$ is the viscosity in the tachocline region. If this condition is not satisfied, then the meridional flows downstream from the convection zone are unable to confine the magnetic field and a different model must be used (see Acevedo-Arreguin et al. 2013 for details). However, since the Sun satisfies this property, we expect that most young and thus more rapidly rotating stars are likely to satisfy it as well.

Even if Equation (81) is satisfied, the existence of such a layered structure is not yet guaranteed. While it has now been revealed in fully nonlinear, full-sphere, steady state simulations of the solar interior for the first time (Acevedo-Arreguin et al. 2013), one should still verify that it can also be achieved in a spin-down problem. Indeed, as mentioned in Section 6.1, the mechanisms driving the large-scale tachocline flows, which are responsible for confining the internal magnetic field within and below the tachopause, are subtly different in the solar steady state case and in the spin-down case. We defer the task of running full-sphere numerical simulations of the spin-down problem to a future publication. Beyond the question of the existence of a tachocline and tachopause, such a calculation could furthermore yield a first estimate of the possible relationships between their thicknesses and other stellar parameters, a result that cannot be robustly obtained from linear theory alone here (see Appendix E).

The next major assumption we need to verify is whether the effects of turbulence can indeed be neglected while modeling the tachocline. As discussed by Acevedo-Arreguin et al. (2013), thermal wind balance and thermal equilibrium—two key balances in the system—are both still likely to hold even in the
presence of turbulence (given reasonable assumptions as to its source). On the other hand, angular momentum balance is much more sensitive to any added effects and must be studied carefully. For our model to hold, radial angular momentum transport across the tachocline must be dominated by advection by large-scale flows, rather than by turbulence. Naturally, and as discussed throughout this work, this assumption can only hold as long as the shear across the tachocline is “weak enough” to not cause significant turbulent transport—the question being what “weak enough” means in this context.

One may first ask under which conditions the tachocline is linearly unstable to shear instabilities. As studied by Lignières et al. (1999), this could depend both on the Richardson number \( \mathcal{R}_i \) and on the Péclet number \( \text{Pe} = r_{cz}(\Omega_{cz} - \Omega_{core})/\kappa_{ae} \). In this particular problem, however, the Péclet number is typically so large that the relevant criterion for global, tachocline-scale shear instabilities is the standard \( \mathcal{R}_i < \mathcal{O}(1) \) rather than \( \kappa_{ae} < \mathcal{O}(1) \) advocated by Zahn (1974; which is only applicable to the small Pe limit). Using solar values as guidance (see Table 1), we find that our model is expected to break down completely only when

\[
2300 \left( \frac{N_{ae}}{8 \times 10^{-4}} \right)^2 \left( \frac{\Delta/r_{cz}}{0.03} \right)^2 \left( \frac{5 \times 10^{-7}}{\Omega_{core} - \Omega_{cz}} \right)^2 < \mathcal{O}(1). \tag{82}
\]

For this inequality to hold, we therefore see that a substantial shear is required. Although unlikely in older stars, this could happen during the early stages of the spin-down process where \( \Omega_{cz} \) is much larger and where rapid core contraction can result in significant core–envelope shear. One should therefore monitor \( \Omega \) carefully in the process of time-stepping Equations (75)–(79) and use a turbulent coupling timescale instead should \( \mathcal{R}_i \) drop below 1.

Alternatively, ignoring linear stability considerations, one could simply assume that the system becomes unstable to finite amplitude perturbations for much weaker shear rates. In that state, Prat & Lignières (2013) (see also Zahn 1974, 1992) suggest that turbulent transport can be described using the vertical turbulent diffusion coefficient\(^\text{16}\)

\[
D_t \simeq 0.05 \kappa_{ae} \mathcal{R}_i^{-1}. \tag{83}
\]

In the presence of this kind of stratified shear turbulence, our model holds provided the timescale for advection of angular momentum across the tachocline by large-scale flows (given more or less by \( \Delta^2/r_{cz} \)) is shorter than the timescale for the turbulent diffusion of angular momentum (given more or less by \( \Delta^2/D_t \)). This implies that our model is expected to apply whenever

\[
\frac{\bar{N}_{ae}^2 \Delta^2}{\Omega_{cz}^2 r_{cz}^2 \kappa_{ae} \Delta^2} < \mathcal{O}(1) \Leftrightarrow 0.05 \left( \frac{\Omega_{core} - \Omega_{cz}}{\Omega_{cz}} \right)^2 < \mathcal{O}(1). \tag{84}
\]

This criterion, rather interestingly and perhaps surprisingly, depends only on the relative core–envelope lag itself. We then find that the use of our model is also always justified unless \( \Omega_{core} - \Omega_{cz} \) is unrealistically large (that is, much larger than \( \Omega_{cz} \) itself). It thus appears that neglecting turbulent angular momentum transport in the tachocline could well be justified, except perhaps very early on in the spin-down process if the Richardson number \( \mathcal{R}_i \) ever drops below 1.

\(^{16}\)Although this expression is technically only valid in the limit of low Péclet number (Prat & Lignières 2013), one may argue that the strong stratification only permits motion with a very short vertical scale, thus ensuring that the turbulent Péclet number based on that scale is small.

6.3. Observational Implications

While a complete discussion of the observational implications of our model will have to be done by applying it in conjunction with stellar evolution and statistically comparing its predictions against observations (as in Allain 1998; Irwin et al. 2007; Demissenkov et al. 2010; Spada et al. 2011; Reiners & Mohanty 2012; Gallet & Bouvier 2013, for instance), we can nevertheless already discuss its prospects in the light of previous work.

As reported in Section 1, these previous studies found that stars that begin their lives as rapid rotators can at all times be modeled assuming solid-body rotation, while the rotation rates of stars in the mass-range 0.7 \( M_{\odot} \)–1.1 \( M_{\odot} \) that are initially slow rotators are best modeled with the two-zone model of MacGregor & Brenner (1991) assuming a rather long core–envelope coupling timescale (of the order of hundreds of Myr up to a Gyr). It is very difficult to explain such long timescales using a magnetic model, unless rather dramatic assumptions are made concerning the degree of confinement of the field (which must then also be explained). It is also difficult to explain observations with a purely turbulent model, since the latter does not easily explain why the core should be mostly in solid-body rotation. By contrast, our model naturally results in a system that behaves like the two-zone model, with a coupling timescale that depends both on the stellar structure and on the rotation rate of the star (see Equation (78)) and that can be very substantial for slower rotators with fairly thick tachoclines.

Specifically, we find that the coupling timescale is proportional to \( \Delta^2/r_{cz} \Omega_{cz}^2 \). As such, for similar tachocline thicknesses, it is naturally much shorter for fast rotators than for slow rotators, and for higher-mass stars (which have a larger radiation zone) than for lower-mass stars. Both results are qualitatively consistent with the aforementioned observations. Of course, the unknown dependence of \( \Delta \) on \( \Omega_{cz} \) and \( r_{cz} \) makes it difficult at this point to give strict estimates of how strong this effect may be. Nevertheless, we can already infer from the data (whereby fast rotators should also be solid-body rotators) that \( \Delta^2/r_{cz} \Omega_{cz}^2 \) must be a decreasing function of \( \Omega_{cz} \). This constrains \( \beta \) (see Equation (79)) to be strictly smaller than 2/3 and quite possibly substantially smaller than that.

Additional information on the tachocline thickness \( \Delta \) may be obtained by studying the relative differences in surface chemical abundances of stars within the same cluster. Light elements such as lithium and beryllium undergo significant main-sequence depletion, which can only be explained by extra mixing below the base of the convection zone (see, for instance, the review by Pinsonneault 1997). Within the scope of our model, we expect their respective depletion rates to depend sensitively on \( \Delta(t) \), so that present-day surface abundances of a given star provide an integrated view of the variation of the tachocline depth with time (and therefore with rotation rate). Concurrently fitting rotational histories with Li and Be abundances may thus help constrain both \( \beta \) and \( \gamma \).

For stars in older clusters (\( > \) few hundred Myr), we generally expect Equation (80) to hold. Indeed, as long as the condition \( 2 - \alpha \gamma^{-1} - 3 \beta \leq 0 \) is satisfied (see Sections 5.4 and 6.1 for details), stars should have relaxed to their quasi-steady state by that age. In that state, aside from the surface abundances that depend on the rotational history of the star (as discussed above), all dynamical information about the star’s initial conditions is lost and the core–envelope lag only depends on present-day parameters. We then see from Equation (80) that everything else being equal, their core–envelope lag should be much larger.
(1) if the spin-down rate is larger or if the star is rotating more slowly; (2) for lower-mass solar-type stars; and (3) for stars with thicker tachoclines. While asteroseismology has not yet been able to detect any core–envelope lag in solar-type stars other than the Sun, one can only hope that such detection may be possible at some point in the future and will independently help constrain our model.

Finally, note that our model predicts that stars in this quasi-steady state, with \( 2 - \alpha < 0 \), always eventually reach solid-body rotation (at least in a radial sense) and that \( \lambda \rightarrow 0 \) as \( \Omega_{\zeta} \rightarrow 0 \) and \( \Omega_{\zeta} \rightarrow 0 \). However, substantial latitudinal differential rotation is likely to persist in their convection zones, as it does in the Sun. This latitudinal shear by itself also drives large-scale meridional flows by gyroscopic pumping. As studied by GM98, these flows transport angular momentum and interact with the embedded primordial field, leading to a finite tachocline thickness (see Appendix E) even when \( \Omega_{\zeta} = 0 \). Although we have ignored this effect here for simplicity, and on the grounds that these shear-induced flows are presumably weaker than those driven by the spin-down torque for young stars, it can no longer be ignored for much older stars. In future work, we shall attempt to model simultaneously the effects of spin-down and of latitudinal shear in the convection zone in driving the tachocline flows, so as to present an integrated model of the rotational evolution of solar-type stars that can be used all the way from the zero-age main sequence to the present-day Sun.
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APPENDIX A
QUASI-STEADY SOLUTION FOR THE SPIN-DOWN OF A NONMAGNETIC STAR

In this Appendix, we derive the result presented in Equation (25). Assuming a quasi-steady state, we drop the time derivative in the momentum equation (22). Its azimuthal component then reduces to

\[
\frac{1}{\tilde{\rho}_c} \frac{\partial p}{\partial z} = \frac{\tilde{g}_c}{T_c} T,
\]

implying (using mass conservation) that \( w \) must be a linear function of \( z \), exactly as in Section 3. To satisfy impermeability at \( z = z_{\TC} \), we must therefore have

\[
w(z) = \frac{\hat{\Omega}_{\zeta} \zeta}{\zeta_{\TC}} (z - z_{\TC}).
\]

The boundary condition (7) combined with the vertical component of the momentum equation,

\[
1 \frac{\partial p}{\partial z} = \frac{\tilde{g}_c}{T_c} T,
\]

implies that \( T = 0 \) on \( s = R \). Solving the thermal equilibrium equation (24) with this boundary condition, along with \( T = 0 \) at \( z = z_{\TC} \), then gives

\[
T(s, z) = \sum_{n} J_0 \left( \frac{\lambda_n s}{R} \right) \left[ \alpha_n \sinh \left( \frac{\lambda_n z - z_{\TC}}{R} \right) \right]
\]

\[
- \frac{C_n (z - z_{\TC}) R^2}{\lambda_n^2}
\]

which the constants \( \{ \lambda_n \} \) are the zeros of the Bessel function \( J_0 \) and

\[
C_n = \frac{N_0^2 \hat{T}_c \hat{\Omega}_{\zeta} z_{\TC}}{\hat{g}_c \zeta_{\TC} \hat{\Omega}_{\zeta} \zeta_{\TC} \lambda_n J_1 (\lambda_n)}.
\]

Using the fact that \( T = 0 \) at \( z = z_{\TC} \) determines the \( \{ \alpha_n \} \) coefficients to be

\[
\alpha_n = \frac{R^2}{\lambda_n^2} \frac{C_n \Delta}{\sinh (\lambda_n \Delta)}
\]

where \( \Delta = z_{\TC} - z_{\TC} \) is the thickness of the tachocline. Equations (A3) and (23) can then be used to derive \( p \) and \( v \), up to the unknown set of integration constants \( \{ p_n \} \) (which are the same in both equations):

\[
p(s, z) = \frac{\tilde{\rho}_c \hat{T}_c}{2 \hat{g}_c \zeta_{\TC} T_c} \sum_{n} J_0 \left( \frac{\lambda_n s}{R} \right) \left[ \frac{\alpha_n R}{\lambda_n} \cosh \left( \frac{\lambda_n z - z_{\TC}}{R} \right) \right]
\]

\[
- \frac{C_n (z - z_{\TC})^2 R^2}{2 \lambda_n^2} + p_n,
\]

\[
v(s, z) = \frac{\tilde{g}_c}{2 \hat{g}_c \zeta_{\TC} T_c} \sum_{n} \frac{d}{ds} J_0 \left( \frac{\lambda_n s}{R} \right) \left[ \frac{\alpha_n R}{\lambda_n} \cosh \left( \frac{\lambda_n z - z_{\TC}}{R} \right) \right]
\]

\[
- \frac{C_n (z - z_{\TC})^2 R^2}{2 \lambda_n^2} + p_n.
\]

To find \( \{ p_n \} \), we need to solve for the dynamics of the convection zone and match them onto the tachocline solution. Using the same method as the one outlined in Section 3, but this time with the anelastic mass conservation equation (see Equation (20)), we find that

\[
\tilde{\rho}(z) w(s, z) = \sum_{n} \tilde{B}_n \sinh \left( \frac{\lambda_n z - H}{R} \right) J_0 \left( \frac{\lambda_n s}{R} \right).
\]

\[
p(s, z) = - \sum_{n} J_0 \left( \frac{\lambda_n s}{R} \right) \frac{\tilde{B}_n R}{\tau} \cos \left( \frac{\lambda_n z - H}{R} \right),
\]

for \( z > z_{\TC} \),

\[
\tilde{B}_n = \tilde{\rho}(z_{\TC}) \frac{\hat{\Omega}_{\zeta} \zeta_{\TC}}{\zeta_{\TC} \lambda_n J_1 (\lambda_n)} \sinh \left( \frac{z_{\TC} - H}{R} \right).
\]

Matching \( p \) at \( z = z_{\TC} \) and using the fact that \( \tilde{\rho}_{\TC} \) in the tachocline is, to a first approximation, equal to \( \tilde{\rho}(z_{\TC}) \), gives

\[
p_n = - \frac{\hat{T}_c}{\tilde{\rho}_c \hat{g}_c R} \cos \left( \frac{\lambda_n H - z_{\TC}}{R} \right)
\]

\[
- \frac{\alpha_n R}{\lambda_n} \cos \left( \frac{\lambda_n H - z_{\TC}}{R} \right) + \frac{C_n \lambda^2 R^2}{2 \lambda_n^2},
\]

so that the azimuthal velocity (A8) leads to Equation (25).
APPENDIX B

TRANSPORT SOLUTION FOR THE SPIN-DOWN
OF A NONMAGNETIC STAR

B.1. Vertical Eigenmodes

In this section we derive solutions of Equation (37) in the form of the eigenfunctions \( Z_{nm}(x) \) and their associated eigenvalues \( \mu_{nm} \), where \( x = (z - z_{nc})/\Delta \). To do this, we first need to specify the various boundary conditions on \( Z_{nm} \). The boundary conditions at \( z = z_{nc} \) \((x = 0)\) are

\[
T = 0 \Rightarrow \frac{\partial v_n}{\partial z} = 0 \Rightarrow \frac{dZ_{nm}}{dx} = 0, \quad (B1)
\]

\[
w = 0 \Rightarrow \frac{\partial^3 v_n}{\partial z^3} = 0 \Rightarrow \frac{d^3 Z_{nm}}{dx^3} = 0. \quad (B2)
\]

In the convection zone, by contrast, we assume that the dynamics always relax to the steady state on a very rapid timescale. Furthermore, we have shown in Section 4.2 that, within the context of a Darcy friction model, one can interchangeably use the Boussinesq approximation or the more realistic anelastic approximation. Here we adopt the former for the convection zone, and hence Equations (13) and (14) hold. The boundary conditions at \( z = z_{pc} \) \((x = 1)\) are then

\[
T \text{ continuous } \Rightarrow T = 0 \Rightarrow \frac{\partial v_n}{\partial z} = 0 \Rightarrow \frac{dZ_{nm}}{dx} = 0, \quad (B3)
\]

\[
p \text{ continuous } \Rightarrow \frac{\partial p}{\partial s} \text{ continuous } \Rightarrow 2\Omega_{e} v_n
\]

\[
= -\frac{B_n R}{\Omega_{e}} \cosh \left( \frac{\lambda_n z_{pc} - H}{R} \right), \quad (B4)
\]

\[
w \text{ continuous } \Rightarrow \frac{2\Omega_{e} \kappa_{e}}{N_{ic}^2} \frac{\partial^3 v_n}{\partial z^3} = B_n \sinh \left( \frac{\lambda_n z_{pc} - H}{R} \right). \quad (B5)
\]

using Equation (B3), where \( \{B_n\} \) remain to be determined. Equations (B4) and (B5) can finally be combined to give

\[
Z_{nm} = \frac{R}{\tau_{\lambda_n}} \left( \frac{z_{pc} - z_{nc}}{R} \right) \frac{\kappa_{ic}}{N_{ic}^2} \frac{d^3 Z_{nm}}{dx^3} \equiv K_n \frac{d^3 Z_{nm}}{dx^3}
\]

which defines the constants \( \{K_n\} \) and shows them to be positive. We then see that the eigenvalue problem defined by Equation (37) and associated boundary conditions listed above is homogeneous. It can easily be shown that the operator \( L \) on the left-hand side of Equation (37) is self-adjoint with these boundary conditions, which implies that the vertical eigenmodes are orthogonal, with

\[
\int_0^1 Z_{nm}(x)Z_{nm}(x)dx = \delta_{nm} \int_0^1 Z_{nm}(x)dx. \quad (B7)
\]

It can also be shown that by considering the integral \( \int_0^1 Z_{nm}(x)dx \), suitably integrating it by parts, and applying the boundary conditions, the eigenvalues associated with the operator \( L \) and our boundary conditions must be strictly positive, hence our choice of writing them as \( \mu_{nm} \) in Equation (37).

Since Equation (37) is an equation with constant coefficients, we seek solutions of the form \( e^{\lambda_{nm} t} \) and find four solutions for \( \sigma_{nm} \), \( \pm \mu_{nm} \) and \( \pm \mu_{nm} \). Using this information, solutions of Equation (37) that satisfy \( Z_{nm}(0) = 0 \) and \( Z_{nm}'(0) = 0 \) can be written as a linear combination of \( \cosh(\mu_{nm} x) \) and \( \sinh(\mu_{nm} x) \). Applying the boundary condition (B3), we then have

\[
Z_{nm}(x) = \frac{\sin(\mu_{nm})}{\sinh(\mu_{nm})} \cosh(\mu_{nm} x) + \cos(\mu_{nm} x), \quad (B8)
\]

while the \( \mu_{nm} \) coefficients can be found by applying (B6). They are the solution of

\[
\frac{1}{\tanh(\mu_{nm})} + \frac{1}{\tan(\mu_{nm})} = 2K_n\mu_{nm}^3. \quad (B9)
\]

B.2. Limit of the Time-dependent Solution

We now seek to show that the solution to the time-dependent problem given in Equation (41) tends to the quasi-steady solution derived in Section 4.2 in the limit of large time for \( q < 0 \).

Since the contribution of the initial conditions disappear as \( t \to +\infty \) for \( q < 0 \), we find that

\[
V_{nm}(t) \to \frac{f_n}{\mu_{nm}} \int_0^t \mu_{nm}(t')F_{nm}(t')dt'. \quad (B10)
\]

For ease of notation, we write

\[
F_{nm}(t) = f_n \hat{\Omega}_{cz}(t) = -f_n \frac{\Omega_{cz}}{t_{sd}(\Omega_{cz})},
\]

where

\[
f_n = \frac{4R^2}{\lambda_n^2} \int_0^1 Z_{nm}(x)dx
\]

so that

\[
V_{nm}(t) \to \frac{f_n}{\mu_{\Omega_{cz}}(t)} \int_{\Omega_{0}}^{\Omega_{cz}(t)} \mu_{\Omega_{cz}}(\Omega_{cz})d\Omega_{cz}. \quad (B12)
\]

In the case that \( q < 0 \), Equation (46) gives

\[
V_{nm}(t) \to \frac{f_n}{\mu_{\Omega_{cz}(t)}} \times \int_{\Omega_{0}}^{\Omega_{cz}(t)} \exp \left[ -\frac{1}{q} \frac{t_{sd}(\Omega_{0})}{t_{nm}(\Omega_{0})} \left( \frac{\Omega_{cz}(t)}{\Omega_{0}} \right)^q - 1 \right] d\Omega_{cz}. \quad (B13)
\]

Using the method of steepest descent (as in Riley et al. 2006, for instance), noting that \( \Omega_{cz} < \Omega_{0} \) and that \( q < 0 \), we find that

\[
V_{nm}(t) \to -\frac{f_n}{\mu_{\Omega_{cz}(t)}} \exp \left[ -\frac{1}{q} \frac{t_{sd}(\Omega_{0})}{t_{nm}(\Omega_{0})} \left( \frac{\Omega_{cz}(t)}{\Omega_{0}} \right)^q - 1 \right] \times \frac{\Omega_{cz}^{q-1} \Omega_{cz}^{q-1}}{t_{sd}(\Omega_{0})}, \quad (B14)
\]

which, using Equations (39), (45), (43), and (B11), reduces to

\[
V_{nm}(t) \to F_{nm}(t) \tau_{nm}^{ES} = V_{nm}^{ES}(t). \quad (B15)
\]

where \( V_{nm}^{ES}(t) \) is defined as the solution to Equation (38) without the \( dV_{nm}/dt \) term, and so by definition it is the projection of the quasi-steady solution (Equation (25)) onto the horizontal and vertical eigenmodes.
In the case that \( q = 0 \), in the limit of large \( t \), Equation (B12) becomes

\[
V_{nm}(t) \to f_n \frac{\mu}{\mu_{Ez}(t)} \int_{t_m(t)}^{t_f(t)} \frac{\Omega_{cz}(t) - \tau_{sd}(t)}{\Omega_0} d\Omega_{cz} = f_n \frac{\mu}{\mu(t)} \left[ \frac{1}{1 - \frac{t_m(t)}{t_f(t)}} \left( \frac{\Omega_{cz}(t)}{\Omega_0} \right)^{\tau_{sd}(t)/\tau_{nm}(t)} - 1 \right]
\]

\[
= f_n \Omega_0 \left[ \frac{1}{1 - \frac{t_m(t)}{t_f(t)}} \left( \frac{\Omega_{cz}(t)}{\Omega_0} \right)^{\tau_{sd}(t)/\tau_{nm}(t)} - \frac{\Omega_{cz}(t)}{\Omega_0} \right].
\]  

(B16)

Since \( q = 0 \), the ratio of \( \tau_{sd} \) to \( \tau_{nm} \) is a constant, for each \( n, m \) (see Equation (47)), and whether the transient solution tends to the quasi-steady solution depends on this ratio. If \( t_m \gg \tau_{nm} \) (or equivalently \( t_m \gg \tau_{nm} \)), then

\[
V_{nm}(t) \to f_n \Omega_0 \frac{\tau_{nm}(\Omega_0)}{t_m(\Omega_0)} = F_{nm}(t)\tau_{hm}(t) = V_{nm}(t).
\]  

(B17)

If, on the other hand, \( t_m \ll \tau_{nm} \), then

\[
V_{nm}(t) \to - f_n \Omega_0 \left( \frac{\Omega_{cz}(t)}{\Omega_0} \right)^{t_m(\Omega_0)/\tau_{nm}(\Omega_0)} = F_{nm}(t)t_m(\Omega_0) \neq V_{nm}(t).
\]  

(B18)

Hence, the system only relaxes to the quasi-steady solution when \( q = 0 \) provided \( t_m(\Omega_0) \ll t_m(\Omega_0) \).

APPENDIX C

DERIVATION OF THE EKMAN JUMP CONDITION IN A SPINNING-DOWN FRAME

In this section we derive the viscous jump across the Ekman layer reported in Equation (55). Assuming that the Ekman layer is sufficiently thin to always be in balance, we apply the quasi-steady approximation to the momentum equation, which now reads

\[
2\Omega_{cz} \times u + \Omega_{cz} \times r = -\frac{1}{\rho_c} \nabla p + \nu_c \frac{\partial^2 u}{\partial z^2}.
\]

(C1)

where \( \nu_c \) is the local viscosity and where we have approximated the Laplacian in the viscous term by keeping only the vertical derivatives. Combining this momentum equation with conservation of mass gives

\[
-\frac{\partial v}{\partial \zeta} = \frac{\nu_c^2}{4\Omega_{cz}^2} \frac{\partial^5 v}{\partial \zeta^5}.
\]

(C2)

To solve this equation, we first define \( \delta_E = \sqrt{\nu_c/2\Omega_{cz}} \) and introduce the boundary layer variable \( \zeta = (z - z_{lep})/\delta_E \). Hence,

\[
\frac{\partial v}{\partial \zeta} = \frac{\partial^5 v}{\partial \zeta^5}.
\]

(C3)

By construction, the variable \( \zeta \) remains of the order of unity within the tachopause and rapidly tends to infinity above it, or in other words, as \( z \) enters the tachocline. We therefore have \( v \to v_{th}(s) \) as \( \zeta \to +\infty \), where \( v_{th}(s) \) is the azimuthal velocity profile near the base of the tachocline. We also have \( v(s, \zeta) = s\Omega_c \) at \( \zeta = 0 \) assuming a no-slip boundary condition with the core. Applying these two conditions yields

\[
v(s, \zeta) = v_{th}(s) + e^{-\zeta/\sqrt{2}} \left[ (s\Omega_c - v_{th}(s)) \cos \left( \frac{\zeta}{\sqrt{2}} \right) + c(s) \sin \left( \frac{\zeta}{\sqrt{2}} \right) \right],
\]

(C4)

where \( c(s) \) is an integrating function that remains to be determined.

A no-slip boundary condition also applies to the radial velocity, so \( u(s, \zeta) = 0 \) at \( \zeta = 0 \). Using the azimuthal component of the momentum equation to find \( u(s, \zeta) \), we have

\[
u(s, \zeta) = -\frac{\Omega_{cz}}{2\Omega_c} s + e^{-\zeta/\sqrt{2}} \left[ (s\Omega_c - v_{th}(s)) \sin \left( \frac{\zeta}{\sqrt{2}} \right) - c(s) \cos \left( \frac{\zeta}{\sqrt{2}} \right) \right],
\]

(C5)

so

\[
c(s) = -\frac{\Omega_{cz}}{2\Omega_c} s.
\]

(C6)

Finally, we require that the core be impermeable. To do so, we apply mass conservation to find \( \partial w(s, \zeta)/\partial \zeta \):

\[
\frac{\partial w}{\partial \zeta} = \delta_E \frac{\Omega_{cz}}{\Omega_c} - \delta_E e^{-\zeta/\sqrt{2}} \left[ \frac{1}{s} \frac{\partial}{\partial s} (s^2 \Omega_c - sv_{th}(s)) \sin \left( \frac{\zeta}{\sqrt{2}} \right) + \delta_E \frac{\Omega_{cz}}{\Omega_c} \cos \left( \frac{\zeta}{\sqrt{2}} \right) \right] \quad \text{.}
\]

(C7)

Integrating Equation (C7) from \( \zeta = 0 \) upward and requiring \( w(s, \zeta) = 0 \) at \( \zeta = 0 \) yields

\[
w(s, \zeta) = \delta_E \frac{\Omega_{cz}}{\Omega_c} \zeta + \delta_E \frac{1}{s} \frac{\partial}{\partial s} (s^2 \Omega_c - sv_{th}(s)) \times \left[ e^{-\zeta/\sqrt{2}} \sin \left( \frac{\zeta}{\sqrt{2}} \right) + \cos \left( \frac{\zeta}{\sqrt{2}} \right) \right]_0^\zeta - \delta_E \frac{\Omega_{cz}}{\Omega_c} \left[ e^{-\zeta/\sqrt{2}} \sin \left( \frac{\zeta}{\sqrt{2}} \right) - \cos \left( \frac{\zeta}{\sqrt{2}} \right) \right]_0^\zeta.
\]

(C8)

We see that, as \( \zeta \to \infty \),

\[
w(s, \zeta) \to \frac{\Omega_{cz}}{\Omega_c} \delta_E \left( \zeta - \frac{1}{\sqrt{2}} \right) - \delta_E \frac{1}{s} \frac{\partial}{\partial s} (s^2 \Omega_c - sv_{th}(s)) \quad \text{.}
\]

(C9)

Matching this onto the tachocline solution (see Equation (D1)) yields the jump condition (55)

\[
w_{th}(s) = \frac{\Omega_{cz}}{\Omega_c} \delta_E \left( 1 - \frac{1}{\sqrt{2}} \right) - \delta_E \frac{1}{s} \frac{\partial}{\partial s} (s^2 \Omega_c - sv_{th}(s)).
\]

(C10)
APPENDIX D

DERIVATION OF THE EVOLUTION EQUATION FOR \( J_{\text{core}}(t) \)

In this Appendix, we derive the evolution equation for the angular momentum of the rigidly rotating core, reported in Equation (59). As in Appendix A, we solve the set of governing equations separately in the convection zone and in the tachocline and match these solutions to the boundary conditions (at the top and sidewall of the domain), to the jump condition (at the base of the tachocline at \( z = z_{\text{tc}} + \delta \)), and to each other (at the radiative–convective interface at \( z = z_{\text{tc}} \)).

In the convection zone \( (z_{\text{tc}} < z < H) \), assuming a Boussinesq system (which was proved to yield the same results as in the anelastic case in Appendix A), \( w \) and \( p \) are given by Equations (13) and (14), where \( \{B_n\} \) are integration constants that need to be determined by matching these solutions to the tachocline.

In the tachocline \( (z_{\text{tc}} + \delta < z < z_{\text{tc}}) \), we still have \( \partial w / \partial z = \Omega_{\text{tc}} / \Omega_{\text{ce}} \) (see Equation (A1) and using mass conservation). However, we can no longer directly apply the impermeability condition at \( z = z_{\text{tc}} \), since \( w \) must first be matched onto the tachopause solution. Hence, instead we write

\[
\dot{w} = w_0(s) + \frac{\dot{\Omega}_{\text{ce}}}{\Omega_{\text{ce}}} (z - (z_{\text{tc}} + \delta)),
\]

where \( w_0(s) \) is an integration function that remains to be determined.

Requiring continuity of \( w \) at the radiative–convective interface \( (z = z_{\text{tc}}) \) yields

\[
w_0(s) = \sum_n J_0 \left( \frac{s}{R} \right) B_n \sinh \left( \frac{z_{\text{tc}} - H}{R} \right) - \frac{\Omega_{\text{ce}}}{\Omega_{\text{ce}}} \Delta.
\]

Substituting this into Equation (53) then gives

\[
\frac{d J_{\text{core}}}{dt} = -\dot{\Omega}_{\text{ce}} I_c + \frac{16 \Omega_{\text{ce}} I_c}{\Delta} \times \sum_n J_1 (\lambda_n) \frac{1}{\lambda_n^3} B_n \sinh \left( \frac{z_{\text{tc}} - H}{R} \right),
\]

where \( I_c \) is the moment of inertia of the tachocline defined in Equation (60) and where the only remaining unknowns are \( \{B_n\} \). The following calculations show how to derive them.

Solving the thermal equilibrium equation (24) for \( T \) in the tachocline, with \( w \) given by (D1), yields

\[
T = \sum_n J_0 \left( \frac{s}{R} \right) \left[ \alpha_n \sinh \left( \frac{z - (z_{\text{tc}} + \delta)}{R} \right) + \beta_n \cosh \left( \frac{z - (z_{\text{tc}} + \delta)}{R} \right) 
\right. 
\left. - \frac{\dot{N}^2_{\text{ce}} R^2 T}{\kappa_1 R^2_{\text{ce}}} \left( B_n \sinh \left( \frac{z_{\text{tc}} - H}{R} \right) + \frac{2(z - z_{\text{tc}}) \Omega_{\text{ce}}}{\lambda_n J_1 (\lambda_n) \Omega_{\text{ce}}} \right) \right],
\]

where \( \alpha_n \) and \( \beta_n \) are found by applying the following boundary conditions: \( T = 0 \) at \( z = z_{\text{tc}} \) and at \( z = z_{\text{tc}} + \delta \). The second of these two boundary conditions can be justified only when the tachopause is much thinner than the tachocline and much thinner than a thermal diffusion length. This is usually the case so

\[
\alpha_n \sinh \left( \frac{\lambda_n \Delta}{R} \right) = \frac{\dot{N}_{\text{ce}}^2 R^2 T}{\kappa_1 R^2_{\text{ce}}} B_n \sinh \left( \frac{\lambda_n z_{\text{tc}} - H}{R} \right) - \beta_n \cosh \left( \frac{\lambda_n \Delta}{R} \right)
\]

(D5)

\[
\beta_n = \frac{\dot{N}^2_{\text{ce}} R^2 T}{\kappa_1 R^2_{\text{ce}}} \left( B_n \sinh \left( \frac{\lambda_n z_{\text{tc}} - H}{R} \right) - \frac{\dot{\Omega}_{\text{ce}}}{\Omega_{\text{ce}}} \frac{2 \Delta}{\lambda_n J_1 (\lambda_n)} \right)
\]

(D6)

where \( \Delta = z_{\text{tc}} - (z_{\text{tc}} + \delta) \).

The vertical component of the momentum equation expressed in Equation (A3) can then be used to calculate \( p \) in the tachocline, so that

\[
\frac{1}{\rho_{\text{tc}}} \dot{p} = \frac{\tilde{g}_{\text{tc}}}{\tilde{R}_{\text{tc}}} \sum_n J_0 \left( \frac{s}{R} \right) \left[ \alpha_n R \cosh \left( \frac{\lambda_n z - (z_{\text{tc}} + \delta)}{R} \right) \right. 
\left. + \beta_n R \sinh \left( \frac{\lambda_n z - (z_{\text{tc}} + \delta)}{R} \right) - \tilde{N}^2_{\text{tc}} R^2 T \sinh \left( \frac{\lambda_n z_{\text{tc}} - H}{R} \right) 
\right. 
\left. + \frac{\dot{\Omega}_{\text{ce}}}{\Omega_{\text{ce}}} \lambda_n J_1 (\lambda_n) + P_n \right],
\]

(D7)

where the \( \{P_n\} \) are found from matching this solution with that of the convection zone (see Equation (14)) at \( z = z_{\text{tc}} \). After some algebra, we find that

\[
P_n = \frac{\dot{\Omega}_{\text{ce}}}{\Omega_{\text{ce}}} \sinh \left( \frac{\lambda_n z_{\text{tc}} - H}{R} \right) 
\times \left[ \tilde{N}^2_{\text{tc}} R^2 \frac{\tau}{\kappa_1 R^2_{\text{ce}}} \sinh \left( \frac{\lambda_n \Delta}{R} \right) \right. 
\left. - \alpha_n R \cosh \left( \frac{\lambda_n \Delta}{R} \right) - \beta_n R \sinh \left( \frac{\lambda_n \Delta}{R} \right) \right]
\]

(D8)

Finally, using the radial component of the momentum equation yields

\[
v = \frac{1}{2 \rho_{\text{tc}} \Omega_{\text{ce}}} \frac{\partial p}{\partial s},
\]

(D9)

which can be used to calculate \( v_0(s) \equiv v(s, z_{\text{tc}} + \delta) \). We find

\[
v_0(s) = \tilde{g}_{\text{tc}} \sum_n \frac{d J_0 \left( \lambda_n \frac{s}{R} \right)}{d \tilde{R}_{\text{tc}}} \left[ \alpha_n R - \tilde{N}^2_{\text{tc}} R^2 T \sinh \left( \frac{\lambda_n z_{\text{tc}} - H}{R} \right) 
\right. 
\left. \times \left[ \frac{2 \Delta}{\kappa_1 \lambda_n J_1 (\lambda_n) \Omega_{\text{ce}}} + P_n \right] \right].
\]

(D10)

Substituting Equations (D10) and (D2) into the jump condition (58) finally provides an equation for the \( \{B_n\} \), which, after significant algebra, can be cast in the form

\[
B_n \sinh \left( \frac{\lambda_n z_{\text{tc}} - H}{R} \right) = \frac{2}{\lambda_n J_1 (\lambda_n) \tilde{b}_n} \alpha_n
\]

(D11)
where \(a_n\) and \(b_n\) recover the formulae given by Equations (61) and (62) in the limit \(\delta \ll \Delta\). Using Equation (D11) in Equation (D3) then leads to Equation (59).

Finally, if we want to calculate \(u_0(s)\), we simply substitute \(B_n\) back into Equation (D2) to get

\[
w_0(s) = \sum_n J_0 \left( \frac{x_n s}{R} \right) \left[ \frac{2}{x_n A(x_n)} b_n \right] - \frac{\dot{\Omega}_{cz}}{\Omega_{cz}}. \tag{D12}
\]

**APPENDIX E**

**THE TACHOCLINE THICKNESS**

In GM98 and Wood et al. (2011), the radial mass flux downwelling into the tachocline is caused by the gyroscopic pumping associated with the turbulent torques that permanently drive the observed latitudinal shear in the convection zone, rather than by the spin-down torque. For this reason, their respective estimates of the tachocline thickness \(\Delta\) as a function of other stellar parameters do not directly apply here. Nevertheless, we can apply a similar method to the one they use to infer \(\Delta\) in the spin-down case. We now proceed to describe this method and its limitations, first applied to the steady state solar case and then applied to our own spin-down problem.

In the solar case studied by GM98 and Wood et al. (2011), the thickness of the tachocline \(\Delta\) is obtained by matching the vertical mass flux through the tachocline to the vertical mass flux through the tachopause. The latter is estimated by assuming advection–diffusion balance of the flux of horizontal magnetic field across the tachopause (whose thickness is \(\delta\)):

\[
w_{lc} \simeq \frac{\eta_c}{\delta}, \tag{E1}
\]

while the former is obtained, as in Section 4.2, by considering thermal wind balance and thermal equilibrium across the tachocline, which yields

\[
w_{lc} \simeq 2\chi \frac{\Omega_{cz}^2 r_{cz}^2 \kappa_{lc}}{N_{lc}^2 \Delta^2}, \tag{E2}
\]

where \(\chi \Omega_{cz}\) is an estimate of the amplitude of the latitudinal differential rotation in the convection zone. In the Sun, \(\chi \sim 0.1\). Combining Equations (E1) and (E2) yields a relationship between \(\delta\) and \(\Delta\):

\[
\Delta^3 \simeq 2\chi \frac{\Omega_{cz}^2 \kappa_{lc}}{N_{lc}^2 \eta_{lc}} r_{cz}^2 \delta. \tag{E3}
\]

This equation is quite robust, since it relies on basic balances that are not easily upset by additional dynamics, and has been verified against numerical simulations (Acevedo-Arreguin et al. 2013).

However, in order to obtain \(\Delta\) as a function of known stellar parameters and independently of \(\delta\), one must make further assumptions concerning the nature and structure of the tachocline. This final step, unfortunately, is quite model-dependent. GM98 and Wood et al. (2011) propose different scalings for \(\delta\) as a function of \(B_0\) and \(\Omega_{cz}\), for instance. Both assume that the tachopause is laminar, but they disagree on its thermal properties, leading to

\[
\frac{\Delta}{r_{cz}} \propto \left( \frac{|B_0|}{\sqrt{\rho_c \kappa_{lc} \eta_{lc}}} \right)^{-1/9} \left( \frac{\kappa_{lc}}{\eta_{lc}} \right)^{1/3} \left( \frac{\Omega_{cz}}{N_{lc}} \right)^{7/9}. \tag{E4}
\]

for GM98 (using their Equation (6) as a definition of \(\delta\)) and

\[
\frac{\Delta}{r_{cz}} \propto \left( \frac{\Omega_{cz}}{N_{lc}} \right)^{2/3} \left( \frac{\kappa_{lc}}{\eta_{lc}} \right)^{1/3} \left( \frac{\rho_c \eta_{lc} \Omega_{cz}}{B_0^2} \right)^{1/6}. \tag{E5}
\]

for Wood et al. (2011); using Equation (56) as a definition of \(\delta\). Moreover, neither of these scalings apply if turbulence also plays a role in the angular momentum transport balance across the tachopause (which cannot a priori be ruled out). In short, while Equation (E3) robustly relates \(\delta\) to \(\Delta\) in the solar steady state model, it is not sufficient on its own to derive a reliable estimate of how \(\Delta\) varies with stellar parameters without further constraints on the tachopause structure. The latter can only be obtained in direct numerical simulations of the system, which are not yet available at this point. Not surprisingly, we find that the same problem affects the determination of \(\Delta\) in a spin-down model.

In Section 5, we found that \(w\) in the tachocline is neither constant with distance from the rotation axis nor with depth, so that a direct application of Equation (E1) is not possible. Nevertheless, one can require advection–diffusion balance on average in the tachopause by setting (within the context of the cylindrical model used throughout this work)

\[
\left| \int_0^R w_0(s) ds \right| \simeq \frac{\eta_c}{\delta}. \tag{E6}
\]

Substituting \(w_0(s)\) given in Equation (D12) into this equation and evaluating the integral yields

\[
\left| \sum_n \frac{4 a_n}{\lambda_n^2 b_n} - \frac{\dot{\Omega}_{cz}}{\Omega_{cz}} \right| = \left| \sum_n \frac{4 \left( a_n \lambda_n^2 b_n - 8 \Omega_{cz} \right)}{\lambda_n^2 \Omega_{cz}} \right| = \frac{\eta_c}{\delta}, \tag{E7}
\]

where we have once again used the property \(\sum_n (32/\lambda_n^2) = 1\). Dropping all but the first term in this sum (as in Section 5.3) and substituting \(a_1\) and \(b_1\) given in Equation (66) yields

\[
\frac{4}{\lambda_1^2} \left[ \frac{\Omega_{cz} - 2C \delta \Omega_{cz} + C \Omega_{cz,fs} \Omega_{cz}}{1 + C \Omega_{cz,fs} \Omega_{cz}^2} \right] \simeq \frac{8 \Omega_{cz}}{\lambda_1^2 \Omega_{cz}} = \frac{\eta_c}{\delta}. \tag{E8}
\]

While somewhat obscure, this expression is indeed the equivalent of Equation (E3) in the spin-down case. To see this, note that if \(\Omega_{cz} = 0\), then

\[
\frac{4}{\lambda_1^2} \left[ \frac{2C \delta \Omega_{cz}}{1 + C \Omega_{cz,fs} \Omega_{cz}^2} \right] \simeq \frac{\eta_c}{\delta}, \tag{E9}
\]

which recovers the same scalings as those of GM98 and Wood et al. (2011; see Equation (E3)), as long as \(\Omega_{cz}\) is reinterpreted as the latitudinal shear driving the large-scale flows \(\chi \Omega_{cz}\) and the second term in the denominator is much larger than 1 (which is usually the case unless \(\delta/\Delta\) is unrealistically small).

For young solar-like stars, however, spin-down dominates the dynamics of the system. Equation (E8) then takes a different form during the initial transient and the later quasi-steady state phases. During the transient, \(\Omega_c = \Omega_{core} - \Omega_{cz} \simeq -\Omega_{cz}\), as discussed in Section 5.5. In that case, and using the fact that \(\Omega_{fs}(\Omega_{cz}) \ll \Omega_{ad}(\Omega_{cz})/\delta\) for our model to apply anyway, Equation (E8) can be approximated as

\[
-c_1 \frac{\dot{\Omega}_{cz}}{\Omega_{cz}} \Delta \simeq \frac{\eta_c}{\delta}. \tag{E10}
\]
where $c_1$ is a constant of the order of unity. Using this equation in conjunction with a given tachopause model (as in Equation (56) or as in Equation (6) of GM98) does yield an estimate for $\Delta$ as a function of stellar parameters. However, that estimate is very sensitive to any model uncertainty on the nature and structure of the tachopause, as discussed above in the context of the Sun.

In the quasi-steady phase, the problem is even worse. Since the core–envelope lag $\Omega_c = \Omega_{\text{core}} - \Omega_{\text{en}}$ is now given by Equation (80), Equation (E8) becomes

$$-c_2 \frac{\Omega_{\text{en}} \Delta I_{\text{core}}}{\Omega_{\text{en}} I_c} \simeq \frac{\eta_c}{\delta},$$

where $c_2$ is also a constant of the order of unity. We then see that the dependence on $\Delta$ on the left-hand side vanishes altogether (since $I_{\text{en}} \propto \Delta$), which implies that this method cannot be used to constrain $\Delta$ directly. Instead, Equation (E11) provides a second constraint on $\delta$—the first one being given by various balances within the tachopause, leading for instance to Equation (56), or to Equation (6) of GM98—and therefore defines the position of the tachopause to be the radius where the amplitude of the primordial field $B_0$ is such that the two definitions of $\delta$ coincide.

Since the tachopause lies by construction at the bottom of the tachocline, one could in principle use this method to determine $\Delta$ if the radial variation of $B_0$ is known. However, any estimate of $\Delta$ based on this method will once again be uncomfortably model-dependent.

In summary, we conclude that theory alone cannot robustly predict how the thickness of the tachocline varies with stellar parameters. Any estimate of $\Delta$ made by applying mass continuity across the interface between the tachocline and the tachopause, as in GM98, relies sensitively on the assumed structure of the tachopause, which is itself sensitively dependent on the nature and balance of forces, thermal energy transport, and angular momentum transport within. For this reason, until such a time where the tachopause is better understood (through direct numerical simulations for instance), we advocate the use of a more general tachocline law, as in Equation (79) for instance.

REFERENCES

Acevedo-Arreguin, L. A., Garaud, P., & Wood, T. S. 2013, MNRAS, 434, 720
Aibéo, A., Ferreira, J. M., & Lima, J. J. G. 2007, A&A, 473, 501
Allain, S. 1998, A&A, 333, 629
Beck, P. G., Montalban, J., Kallinger, T., et al. 2012, Natur, 481, 55
Bouvier, J., Forestini, M., & Allain, S. 1997, A&A, 326, 1023
Brotherton, F. P., & Spiegel, E. A. 1968, ApJl, 153, L77
Brun, A. S., Miesch, M. S., & Toomre, J. 2011, ApJ, 742, 79
Charbonneau, P., Christensen-Dalsgaard, J., Henning, R., et al. 1999, ApJ, 527, 445
Charbonneau, P., & MacGregor, K. B. 1993, ApJ, 417, 762
Charbonnel, C., & Talon, S. 2005, Sci, 309, 2189
Deheuvels, S., García, R. A., Chaplin, W. J., et al. 2012, ApJ, 756, 19

Denissenkov, P. A. 2010, ApJ, 719, 28
Denissenkov, P. A., Pinsonneault, M., Terndrup, D. M., & Newsham, G. 2010, ApJ, 716, 1269
Elliott, J. R. 1997, A&A, 327, 1222
Elliott, J. R., & Gough, D. O. 1999, ApJ, 516, 475
Ferraro, V. C. A. 1937, MNRS, 97, 458
Gallet, F., & Bouvier, J. 2013, A&A, 556, A36
Garaud, P. 2007, in The Solar Tachocline, ed. D. W. Hughes, R. Rosner, & N. O. Weiss (Cambridge: Cambridge Univ. Press), 147
Garaud, P., & Acevedo-Arreguin, L. 2009, ApJ, 704, 1
Gough, D. 2007, in The Solar Tachocline, ed. D. W. Hughes, R. Rosner, & N. O. Weiss (Cambridge: Cambridge Univ. Press), 3
Gough, D. O., & Kosovichev, A. G. 1990, in IAU Colloq. 121: Inside the Sun, ed. G. Berthomieu & M. Cribier (Astrophysics and Space Science Library, Vol. 159; Dodrecht: Kluwer), 327
Gough, D. O., & McIntyre, M. E. 1998, Natur, 394, 755
Herbst, W., Bailer-Jones, C. A. L., & Mundt, R. 2001, ApJl, 554, L197
Irwin, J., Hodgkin, S., Aigrain, S., et al. 2007, MNRS, 377, 234
Irwin, J., Hodgkin, S., Aigrain, S., et al. 2008, MNRS, 384, 675
Kawaler, S. D. 1988, ApJ, 333, 236
Kosovichev, A. G., Schou, J., Scherrer, P. H., et al. 1997, SoPh, 170, 43
Lamm, M. H., Mundt, R., Bailes-Jones, C. A. L., & Herbst, W. 2005, A&A, 430, 1005
Li, J. 1999, MNRS, 302, 203
Lignières, F., Califano, F., & Mangeney, A. 1999, A&A, 349, 1027
MacGregor, K. B., & Brenner, M. 1991, ApJ, 376, 204
MacGregor, K. B., & Charbonneau, P. 1999, ApJ, 519, 911
Matt, S., MacGregor, K. B., Pinsonneault, M. H., & Greene, T. P. 2012, ApJL, 754, L26
McIntyre, M. 1994, in The Solar Engine and its Influence on Terrestrial Atmosphere and Climate, ed. E. Nesme-Ribes (Berlin: Springer), 293
Mestel, L. 1968, MNRS, 138, 359
Mestel, L., & Weiss, N. O. 1987, MNRS, 226, 123
Mosser, B., Goupil, M. J., Beltacem, K., et al. 2012, A&A, 548, A10
Parker, E. N. 1955, ApJ, 121, 491
Pinsonneault, M. 1997, A&A, 35, 557
Prat, V., & Lignières, F. 2013, A&A, 551, L3
Reiners, A., & Mohanty, S. 2012, ApJ, 746, 43
Riley, K., Hobson, M., & Bence, S. 2006, Mathematical Methods for Physics and Engineering (Cambridge: Cambridge Univ. Press)
Rogers, T. M., & Glatzmaier, G. A. 2006, ApJ, 653, 756
Schatzman, E. 1959, in IAU Symp. Vol. 10, The Hertzprung-Russell Diagram, ed. J. L. Greenstein, 129
Schatzman, E. 1962, AnAp, 25, 18
Schou, J., Antia, H. M., Basu, S., et al. 1998, ApJ, 505, 390
Skumanich, A. 1972, ApJ, 171, 565
Spada, F., Lanzafame, A. C., Lanza, A. F., Messina, S., & Collier Cameron, A. 2011, MNRAS, 416, 447
Spiegel, E. A., & Veronis, G. 1960, ApJ, 131, 442
Spiegel, E. A., & Zahn, J. 1992, A&A, 265, 106
Talon, S., Kumar, P., & Zahn, J.-P. 2002, ApJL, 574, L175
Thompson, M. J., Toomre, J., Anderson, E. R., et al. 1996, Sci, 272, 1300
Tobias, S. M., Diamond, P. H., & Hughes, D. W. 2007, ApJL, 667, L113
Wood, T. S., & Brummell, N. H. 2012, ApJ, 755, 99
Wood, T. S., McCaslin, J. O., & Garaud, P. 2011, ApJ, 738, 47
Wood, T. S., & McIntyre, M. E. 2011, JFM, 677, 445
Zahn, J.-P. 1974, in IAU Symp. 59, Stellar Instability and Evolution, ed. P. Ledoux, A. Noels, & A. W. Rodgers (Dordrecht: Reidel), 185
Zahn, J.-P. 1992, A&A, 265, 115
Zahn, J.-P. 2007, in The Solar Tachocline, ed. D. W. Hughes, R. Rosner, & N. O. Weiss (Cambridge: Cambridge Univ. Press), 89