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The random variable $1 + z_1 + z_1 z_2 + \ldots$ appears in many contexts and was shown by Kesten to exhibit a heavy tail distribution. We consider natural extensions of this variable and its associated recursion to $N \times N$ matrices either real symmetric $\beta = 1$ or complex Hermitian $\beta = 2$. In the continuum limit of this recursion, we show that the matrix distribution converges to the inverse-Wishart ensemble of random matrices. The full dynamics is solved using a mapping to $N$ fermions in a Morse potential, which are non-interacting for $\beta = 2$. At finite $N$ the distribution of eigenvalues exhibits heavy tails, generalizing Kesten’s results in the scalar case. The density of fermions in this potential is studied for large $N$, and the power-law tail of the eigenvalue distribution is related to the properties of the so-called determinantal Bessel process which describes the hard edge universality of random matrices. For the discrete matrix recursion, using free probability in the large $N$ limit, we obtain a self-consistent equation for the stationary distribution. The relation of our results to recent works of Rider and Valkó, Grabsch and Texier, as well as Ossipov, is discussed.
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I. Introduction

The dynamical generation of random variables with heavy tails is a fascinating and ubiquitous phenomenon. In physics it occurs, among many others, in problems such as diffusion in random media [1], directed polymers in random media [2], Anderson localization in an external field [3–5], growing networks [6], avalanches in driven elastic systems [7] or in self-organized critical systems such as sandpiles [8]. Power-law tails are also ubiquitous in economics and finance [9, 10]: wealth distribution in models of economic agents [11], returns of financial markets [10], city and firm sizes [12–14], etc.
One of the simplest example giving rise to power-law tails is a stochastic recursion equation studied in a seminal paper by Kesten [15], which will we call here the Kesten recursion. It was studied in a scalar and a vector form. It occurs naturally in its scalar form in models of random walks in random environments [16, 17] and in its vector form to describe the mean population in multi-species branching processes in random environments. Its continuum limit appears in the problem of Arrhenius diffusion of a particle in a one-dimensional random force field, where it predicts the generation of broad distributions of waiting times, which can be seen as effective traps for the particle [1, 18].

In this paper our main aim is to introduce and study a matrix realization of the Kesten recursion, which we call the matrix Kesten recursion. There are several ways to generalize the scalar recursion ($N = 1$) to the case of a $N \times N$ matrix. Here we will study two such generalizations, one with real symmetric matrices (denoted $\beta = 1$) and the other with Hermitian matrices ($\beta = 2$). We will obtain two sets of exact results. First we will provide a solution for the continuum limit of this recursion for arbitrary size $N$ of the matrix. It shows that the marginal distribution of the few largest eigenvalues of this matrix exhibit a power-law distribution with a similar exponent as for the scalar case. These eigenvalues however also exhibit strong correlations, as is typical in random matrix theory [19–22]. We will also provide some exact results in the limit of a large size of the matrix both for the discrete recursion and its continuum limit. These results unveil a connection to a classical random matrix ensemble, well studied in various other contexts [21, 23, 24].

Here we also unveil a remarkable connection between the continuum limit of the matrix Kesten recursion and the quantum mechanics of $N$ fermions in a Morse potential. The eigenvalues of the matrix are related to the positions of the fermions. The large time limit is obtained by considering the ground state of these fermions which can be obtained exactly in both cases. For Hermitian matrices $\beta = 2$ the fermions are non-interacting and the full dynamics at finite time can be obtained in a simple way. Such fermion problems are important in the context of cold atoms in traps, and the present results thus add the Morse potential to the list of potentials in one dimension for which the quantum correlations can be computed using their connection to random matrices [19, 20, 25–29].

Our study also has connections with previous works on matrix Brownian functionals by Rider and Valkó in probability theory and by Grabsch and Texier in the study of mesoscopic quantum transport in disordered wires. Our model, in its continuum version, leads to a different matrix dynamics compared to the ones considered in the aforementioned works. Remarkably however, we show that the evolution of the eigenvalues can be made to coincide by choosing the appropriate discretization (Itô versus Stratonovich). Hence we find that two different models with two different noise terms and two different discretization prescriptions lead to the exact same dynamics for the eigenvalues.

Let us now introduce the main objects of interest and summarize the known results.

A. Overview of the Kesten recursion

The scalar Kesten recursion is the following system of equations on the sequence $(Z_n)_{n \geq 0}$:

\[
\begin{cases}
Z_0 = 0 \\
Z_n = \xi_n (1 + Z_{n-1})
\end{cases}
\]

(1)

where $(\xi_n)_{n \geq 0}$ is a sequence of independent, identically distributed positive random variables. The solution of this recursion is formally:

\[
Z_n = \sum_{j=0}^{n-1} \xi_n \cdots \xi_{n-j} = \sum_{j=0}^{n-1} \prod_{k=n-j}^{n-1} \xi_k .
\]

(2)

Note that for a given integer $n$, the IID hypothesis gives, by permuting the $\xi_k$ variables as $(0, 1, \cdots, n) \to (n, \cdots, 1, 0)$, the following equality in law:

\[
Z_n \stackrel{\text{law}}{=} \sum_{j=0}^{n-1} \prod_{k=0}^{j} \xi_k
\]

(3)

Harry Kesten studied the limit as $n \to \infty$ of such recursions in [15, 17, 30]. Under certain conditions, depending on the sign of $\mathbb{E}[\log \xi]$, the sum in (3) may either grow unboundedly with $n$, if $\mathbb{E}[\log \xi] \geq 0$, or, if $\mathbb{E}[\log \xi] < 0$, converge to a positive random variable denoted $Z_\infty$. Kesten showed that in that case the tail of the distribution of $Z_\infty$ exhibits a power-law behaviour with exponent $1 + \nu$ such that

\[
\mathbb{E}[\xi^\nu] = 1.
\]

(4)
It is easy to see why this condition arises. From the definition (1) one must have that in law \( Z_\infty \overset{\text{law}}{=} \xi(1 + Z_\infty) \), where in the r.h.s \( \xi \) and \( Z_\infty \) are taken as independent random variables. Denoting \( p(\xi) \) the probability density function (PDF) of \( \xi \), we see that the PDF \( P(Z) \) of \( Z = Z_\infty \) must obey the integral equation

\[
P(Z) = \int dZ' P(Z') \int d\xi p(\xi) \delta(Z - \xi(1 + Z')) = \int \frac{d\xi}{\xi} p(\xi) P\left(\frac{Z}{\xi} - 1\right) \tag{5}
\]

If one assumes that \( P(Z) \sim Z^{-(1 + \nu)} \) at large \( Z \), the relation (4) follows. This and related integral equations admit a variety of possible behaviors which were studied in details in physics [31] and in mathematics [32]. Large deviations and rate of convergence were also studied in [33, 34].

The Kesten recursion has a close connection to the problem of a Random Walk in a Random Environment (RWRE) [16, 17, 31, 35–42]. The RWRE setting is the study of a random walk where the hopping probabilities are random variables that constitute a random environment, that the random walk explores. This problem has been widely studied on the lattice, and in the continuum. Let us explain how the Kesten recursion occurs from RWRE in one dimension, following an argument by Solomon [16]. We denote by \( \alpha_n = P_{n,n+1} \) and \( \beta_n = P_{n,n-1} = 1 - \alpha_n \) the transition probabilities of a random walk on the \( \mathbb{Z} \) lattice, from site \( n \) to its two neighbours. In the random environment setting, these are random variables. We suppose the sequence \( (\alpha_n, \beta_n)_{n \in \mathbb{Z}} \) to be fixed, such that a random environment has been chosen beforehand. Let \( \mu_n \) be the mean first passage time from site \( n \) to site \( n + 1 \) for a random walk in this environment: the first passage time is 1 with probability \( \alpha_n \), if the first step from site \( n \) is taken to the right, or \((1 + \mu_n - 1) \) in mean, with probability \( \beta_n \), if the first step is taken to the left:

\[
\mu_n = \alpha_n + \beta_n (1 + \mu_n - 1 + \mu_n) \tag{6}
\]

Defining \( \xi_n = \frac{\mu_n}{\alpha_n} \), a prominent random variable to understand the behaviour of the RWRE, and \( Z_n = \frac{1}{2} (\mu_n - 1) \), we obtain directly the Kesten recursion \( Z_n = \xi_n (1 + Z_{n-1}) \), with the correct initialization \( Z_0 = 0 \) if we choose \( \alpha_0 = 1 \) such that the random walk is constrained to the positive sites. The mean first passage time \( \mu_n \) from site \( n \) to site \( n + 1 \) is thus distributed as the Kesten random variable. The quantity \( -E[\log \xi] \) thus represents the effective bias of the environment. If it is positive, the random walker typically moves to the right, and \( \mu_\infty \) is a finite random variable, which can be large with a power-law distribution corresponding to all possible explorations backward from site \( n \) before reaching site \( n + 1 \).

The Kesten recursion also appears in a simplified model of Directed Polymers in Random Media [2], where the polymer lives on a complete graph [11]. The time evolution of the partition function of polymers ending on site \( a = 1, \ldots, N \) at time \( n \) is given by:

\[
z_n^a = \eta_n^a (1 - \varepsilon) z_n^a + \frac{\varepsilon}{N} \sum_{k=1}^N z_n^k , \tag{7}
\]

where \( N \) is the total number of sites and \( \varepsilon \) the hopping rate of the polymer. On the complete graph, the Laplacian takes a mean-field form that allows one to simplify the analysis considerably. Indeed, introducing \( \tau_n = \sum_k z_n^k / N \), one can then show that for large \( N \), the rescaled partition function \( Z_n^a := (1 - \varepsilon) z_n^a / \varepsilon \tau_n \) obeys a Kesten recursion:

\[
Z_n^a = \xi_n^a (1 + Z_n^a) , \tag{8}
\]

with \( \xi_n := (1 - \varepsilon) \eta_n / E[\eta] \), see [11] for details.

The Kesten recursion is again useful in the study of the random-field Ising chain at low temperature, as shown by Derrida and Hilhorst in [43]. In this setting, the free energy of the chain involves infinite products of random 2 x 2 matrices and can be expressed as \( F(\varepsilon) = \lim_{N \to \infty} (1/N) \log (a_N / a_0) \), where the sequence of random variables \( (a_n / a_{n+1}) \) satisfies a recursion, which can be mapped to the Kesten recursion in the low temperature limit. A similar connection to quantum models, such as random Dirac operators in 1D, was studied in e.g. [44–46].

In [47], Dufresne exhibits the Kesten recursion in an investment management problem: consider that a savings account is credited every year by a unit currency. Define the random variable \( \xi_n = 1 + R_n \), with \( R_n \) the rate of return during the \( n \)th year. The accumulated value in the account \( S_n \) is then given as a function of the preceding value \( S_{n-1} \), through the Kesten recursion:

\[
S_n = \xi_n (1 + S_{n-1}) . \tag{9}
\]

Finally, these recursions also appeared early on in biosciences [48, 49].
B. Scalar, vector and matrix models

The discrete recursion defined in (1) was studied for scalars and vectors by Kesten in [15], in the slightly more general form $Z_n = \xi_n Z_{n-1} + q_n$. We will be interested throughout this work only in the special case where $q_n = \xi_n$. In the scalar case, as mentioned above, the variable $Z_\infty$ is in the domain of attraction of a stable law and there exists an exponent $\nu$ such that the following limit exists and is nonzero:

$$0 < \lim_{t \to \infty} t^{\nu} \mathbb{P} (Z_\infty > t) < \infty \quad (10)$$

Furthermore, $\nu$ is characterized by (4) (Th. 5 of [15]). De Calan et al. give in [31] an argument for this characterization by studying poles of the Mellin transforms associated with the relevant distributions in this problem.

The vector case for this discrete recursion was also studied by Kesten, promoting $Z_n$ and $q_n$ to $d$-dimensional vectors and $\xi_n$ to a $d \times d$ matrix. It is shown, under suitable hypothesis, that in this case also there exists $\nu$ such that for any unit $d$-dimensional vector $x$ the following limit exists and is nonzero:

$$0 < \lim_{t \to \infty} t^{\nu} \mathbb{P} (x^T Z_\infty > t) < \infty \quad (11)$$

In this case however $\nu$ is not characterized by a simple moment equation.

A continuous version of the scalar recursion was studied in physics as a Langevin equation describing the diffusion of a particle in a one-dimensional white noise Gaussian random field [18] (see section 4.3 there), the interpretation of the Kesten variable being the mean sojourn time of a particle in some region of space. It was studied in mathematics at about the same time by Dufresne in [47, 50]. In these works the exact distribution was obtained as an inverse Gamma law (see below). Note that, by contrast, in the discrete case, apart from special cases [31], only the power-law behaviour is accessible. One way to obtain a meaningful continuous version is to consider the variable $U_t = Z_t - \frac{1}{\delta t}$, i.e. the Kesten variable multiplied by the vanishing time interval. In the context of RWRE it corresponds to going from number of steps to continuous time duration. Writing the random variable $\xi$ in exponential form as $\xi_n = e^{\eta_n}$, the reordered equivalent form (3) gives for the variable $U_t$ at time $t = n\delta t$:

$$U_t \stackrel{\text{law}}{=} \sum_{j=0}^{n-1} e^{\sum_{k=0}^{j} \eta_k} \int_{0}^{t} e^{A_s} \, ds$$

where the process $A_s$ is the continuous limit of the random walk $\sum_{k=0}^{j} \eta_k$. In order to ensure a well-defined limit for the random walk, the i.i.d $\eta$ random variables must scale as:

$$\eta = \gamma dt + \alpha \sqrt{dt} X, \quad X \sim \mathcal{N}(0,1) \quad (13)$$

where $X$ follows the standard centered normal law. In that case, the limit process is a Brownian motion with a drift $A_t = \gamma t + \alpha W_t$, where we denote throughout this work $W_t$ as the (real scalar) standard Brownian motion. The infinite-time limit of the $U$ variable can then be written as the following Brownian exponential functional:

$$U_\infty \stackrel{\text{law}}{=} \int_{0}^{\infty} e^{\gamma t + \alpha W_t} \, dt \quad (14)$$

where $\gamma = \mathbb{E} [\log \xi] / dt$ and $\alpha^2 = \mathbb{V} [\log \xi] / dt$ have well defined limits. Such objects have been widely studied in the mathematical literature [51, 52]. For some applications in physics see e.g. [53, 54].

It is also possible to derive the stochastic evolution of $U$ from the random evolution of $Z$. Note that the scaling for $\eta$ shows that one must choose the i.i.d random variables $\xi$ of the following form in the continuous limit:

$$\xi = 1 + (\gamma + \frac{\alpha^2}{2}) dt + \alpha \sqrt{dt} X, \quad X \sim \mathcal{N}(0,1)$$

(15)

The random recursion $Z_n = \xi_n (1 + Z_{n-1})$ becomes $U_t + dt = (1 + (\gamma + \frac{\alpha^2}{2}) dt + \alpha dW_t) (dt + U_t)$ which, expanded up to order $dt$ using $dW_t^2 = dt$, gives the following Itô stochastic differential equation (SDE) for $U_t$ in the continuous limit, denoting $m = \gamma + \frac{\alpha^2}{2}$ and $\sigma = \frac{\alpha}{\sqrt{2}}$:

$$dU_t = (1 + m U_t) \, dt + \sqrt{2} \sigma U_t dW_t \quad \text{(Itô)}$$

(16)

1 Note that $U_t$ is the continuous analogue of Eq. (2) and can be written as $\int_{0}^{t} e^{A_s - A_0} \, ds$ which has the same law (at fixed $t$) as $\int_{0}^{t} e^{A_s} \, ds$ in Eq. (12) by a reordering of variables analogous in the continuum to the discrete reordering employed from Eq. (2) to (3). However, note that these processes are not equivalent as can be seen by differing stochastic evolutions. In particular, the evolution of $U_t$ is closed in $U_t$ while it is not the case for the quantity on the r.h.s. of Eq. (12).
It is possible to obtain the exact stationary large time limit, e.g., using the associated Fokker Planck equation, i.e., the PDF of the variable $U_\infty$ which exists whenever $\gamma < 0$ (or equivalently $m < \sigma^2$). One finds [11, 18, 47] that the inverse of $U_\infty$ follows a gamma law

$$U_\infty^{-1} \sim \Gamma\left(1 - \frac{m}{\sigma^2}, \sigma^2\right)$$

such that $U_\infty$ itself follows an inverse-gamma law with the following PDF denoted by $P$

$$P(U_\infty) = \frac{\sigma^{-2+2\nu}}{\Gamma\left(1 - \frac{m}{\sigma^2}\right)} U_\infty^{-2+\nu} e^{-\frac{\sigma^2}{U_\infty}} .$$

with the heavy tail exponent $1 + \nu = 2 - \frac{m}{\sigma^2}$.

The aim of the present work is to propose a random matrix extension of the Kesten recursion, and to study it both in the discrete and continuous settings. In the continuous setting, the main result will be the convergence to the inverse-Wishart distribution which is the natural matrix extension of the inverse-gamma law, see Appendix C for a precise definition. Before introducing the model, let us mention results from relevant random matrix models. Until now only continuum models have been considered, while here we extend the discrete Kesten recursion to the matrix world. Rider and Valkó have extended some identities related to the Dufresne inverse-gamma law (18) to matrices in [55]. In particular they show that, defining the matrix geometric Brownian motion $M_t$ such that $dM_t = M_t dH_t + \left(\frac{1}{2} - \mu\right) M_t dt$, where $dH_t$ are a matrix of $N^2$ independent standard Brownian motions (see Section IV A), the random matrix defined by the following integral

$$\int_0^\infty M_s M_s^T ds$$

follows an inverse-Wishart law. This model is a direct matrix extension of the integral expression of the continuous Kesten problem in Eq. (14) in which the integrand is a scalar geometric Brownian motion with drift. We note that Rider and Valkó further extend the geometric $M - X$ Lévy and $2M - X$ Pitman theorems, by considering the $M_t^{-1} \left(\int_0^t M_s M_s^T ds\right) M_t^{-T}$ and $M_t^{-1} \int_0^t M_s M_s^T ds$ matrix processes. The matrix Dufresne property and the $2M - X$ theorems were also covered and extended by O’Connell in [56].

Another important matrix model in relation to this paper is the one introduced by Grabsch and Texier in [57] to model the stochastic evolution of the Riccati matrix associated to a random-mass Dirac equation on the half-line, as a model for a multichannel disordered wire. Furthermore, the same authors have recently recovered in [58] a similar stochastic evolution for a different model, namely the Wigner-Smith time delay matrix of a disordered multichannel model obeying a Schrödinger equation with random potential (see also [59]). In this last setting, their model has very close connections with the integral representation of Rider and Valkó. In fact, the general problem of the Wigner-Smith time delay in chaotic cavities has close connections with the present work, and power law tails have also been obtained in that problem [60, 61]. For a general review on the Wigner-Smith time delay see [62].

A precise explanation of the difference between the matrix stochastic model introduced in this work with the ones from Rider-Valkó and Grabsch-Texier will be addressed in section IV.

C. Definition of the matrix Kesten recursion

For $N \in \mathbb{N}^*$, let us define the Kesten recursion for a sequence of symmetric positive semidefinite $N \times N$ matrices $(Z_n)_{n \geq 0}$, with $(\xi_n)_{n \geq 0}$ a sequence of independent identically distributed (i.i.d) symmetric positive semidefinite $N \times N$ matrices and $I$ the $N \times N$ identity matrix, as:

$$Z_{n+1} = \sqrt{\epsilon I + Z_n} \xi_n \sqrt{\epsilon I + Z_n}$$

We have introduced a real parameter $\epsilon > 0$ in the model, which will be given a value of order 1 in the discrete setting, and taken to 0 in the continuous limit. We notice that the symmetric positive semidefinite property of the sequence $\xi$ implies by recursion the same property for the sequence $(Z_n)_{n \geq 0}$, as we denote for each $n$ by $\sqrt{\epsilon I + Z_n}$ the principal square-root of $\epsilon I + Z_n$. The properties of $\xi_n$ and $Z_n$ can be summed up by stating that they are symmetric matrices with only nonnegative eigenvalues. One expects that for large $n$ the Kesten matrix $Z_n$ tends to a random matrix $Z_\infty$ and one of the aim of this paper is to study the properties of the distribution of $Z_\infty$.

A generalization where all matrices are Hermitian positive semidefinite will be considered as well. We define the usual Dyson index to be $\beta = 1$ in the real symmetric case and $\beta = 2$ in the complex Hermitian case.
The initial motivation for studying such a matrix generalization of the Kesten problem arose from an attempt to define a matrix analogue of the Directed Polymer problem, for which the Kesten recursion is a mean-field version (as we explained in the previous section).

D. Outline

The outline of this work is as follows. In section II, we study the continuous limit of this model for a fixed arbitrary integer \( N \). We obtain the stationary distribution for the Kesten matrix in section II A and provide a mapping to a quantum problem of interacting fermions in the Morse potential in section II B. The case \( \beta = 2 \) corresponding to non-interacting fermions is studied in details in section II C both for finite \( N \) and in the large \( N \) limit. In addition to their relation to the matrix Kesten recursion, the results in that section are of interest for the physics of trapped fermions. The section III is devoted to the large \( N \) limit, where free probability results can be obtained for the discrete model, as well as for the continuous limit. We characterize the stationary random matrix \( Z_\infty \) by its \( S \)-transform, which obeys the self-consistent equation (103). In the continuum limit a resolvent analysis is performed which shows agreement with the finite \( N \) results. In section IV we discuss the links with the Rider-Valkó and Grabsch-Texier models. In particular we show in section IV C that the flow of the eigenvalues coincide provided appropriate correspondence is additional details and information.

II. FINITE \( N \) MATRIX KESTEN RECURSION, IN CONTINUOUS TIME

In this section we study the continuous limit of the Kesten recursion for \( N \times N \) matrices, with \( N \) a fixed arbitrary integer. We consider here only Gaussian noise and restrict to strictly positive definite matrices \( \xi_n \) and \( Z_n \) (including the initial condition \( Z_0 \)). Remembering the picture laid out in section I B for the scalar case, we choose the following structure for the matrices \( \xi_n \) which ensures their positive definite nature

\[
\xi_n = \exp \left( \gamma \epsilon I + \sigma \sqrt{\epsilon} B_n \right)
\]  

where \( \epsilon \) is the parameter introduced in (20).

The definition of the IID noise matrices \( B_n \) will be different in the real and complex cases. If \( \beta = 1 \), the matrices \( B_n \) are independent and sampled from the Gaussian Orthogonal Ensemble (GOE), i.e. \( B_n = (H_n + H_n^T) / \sqrt{2} \) where the entries of \( H_n \) are \( N^2 \) independent real variables following \( N(0,1) \). If \( \beta = 2 \), the matrices \( B_n \) are independent and sampled from the Gaussian Unitary Ensemble (GUE), i.e. \( B_n = (H_n + H_n^T) / 2 + i(H_n - H_n^T) / 2 \) where \( H_n \) and \( H_n^T \) are independent samples with the same distribution as above. The linear combinations are chosen such that the off-diagonal entries of \( B_n \) are real (if \( \beta = 1 \)) or complex (if \( \beta = 2 \)) Gaussian variables with variance 1 in both cases. The PDF of the matrix \( B_n \) is rotationally invariant and proportional to \( \exp(-\beta \text{Tr} B_n B_n^\dagger / 4) \). With this choice the spectrum of \( B_n / \sqrt{N} \) converges in density at large \( N \) to a semi-circle of support \([-2,2] \) for any \( \beta \). In summary:

\[
B_n = \frac{H_n + H_n^T}{\sqrt{2\beta}} + i \frac{\tilde{H}_n - \tilde{H}_n^T}{2} \delta_{\beta=2}
\]

Using the above definitions for \( B_n \), the small-\( \epsilon \) expansion of the matrix exponential definition for \( \xi_n \) gives to order \( \epsilon \):

\[
\xi_n = (1 + m \epsilon I) + \sigma \sqrt{\epsilon} B_n
\]

where parameters \( m = \gamma + \frac{1}{2} \sigma^2 (N + \delta_{\beta=1}) \) and \( \sigma \) respectively tune the mean and the noise in \( \xi_n \). Indeed for the sake of the continuum limit obtained below we can replace \( \epsilon B_n^2 \to \epsilon I (N + \delta_{\beta=1}) \). Note that for \( N = 1 \), (23) with \( \epsilon = dt \) identifies with (15). With the definition (23), the Kesten recursion for \( Z \), Eq. (20), becomes:

\[
Z_{n+1} = (1 + m \epsilon)(\epsilon I + Z_n) + \sigma \sqrt{\epsilon} \sqrt{\epsilon I + Z_n} B_n \sqrt{\epsilon I + Z_n}
\]

To first order in \( \epsilon \), the square-root of the sum of two commuting matrices can be expanded as:

\[
\sqrt{\epsilon I + Z_n} = \sqrt{Z_n} \sqrt{\epsilon I + Z_n^{-1}} = \sqrt{Z_n} \left( I + \frac{\epsilon}{2} Z_n^{-1} + O(\epsilon^2) \right) = \sqrt{Z_n} + \frac{\epsilon}{2} \sqrt{Z_n^{-1}} + O(\epsilon^2)
\]

(25)
since we have restricted to the case where \(Z_n\) has only strictly positive eigenvalues. Finally, the evolution of \(Z\) reads:

\[
Z_{n+1} = Z_n + \epsilon I + m\epsilon Z_n + \sigma \sqrt{\epsilon} Z_n \sqrt{Z_n} + O(\epsilon^{3/2})
\] (26)

In the \(\epsilon \to 0\) limit, we define a continuous time matrix process \(U_t = Z_{t/\epsilon}\), defining time as \(t = n\epsilon\). Notice that the insertion of \(\epsilon\) in the definition of the recursion avoids the need for a rescaling between \(U\) and \(Z\). We obtain the time evolution for \(U_t\) as the following \(\text{Itô}\) matrix SDE:

\[
dU_t = (I + mU_t)\,dt + \sigma \sqrt{U_t}dB_t \sqrt{U_t} \quad (\text{Itô})
\] (27)

with \(B_t = (H_t + H_t^T)/\sqrt{2}\beta + i(\tilde{H}_t - \tilde{H}_t^T)/2\beta = 2\) where the entries of \(H_t\) and \(\tilde{H}_t\) are independent standard Brownian motions. We remark that taking \(N = 1\) in the real case \(\beta = 1\) recovers exactly the continuous Kesten evolution (16) as expected, because the diagonal terms in the matrix \(B_t\) are \(\sqrt{2}\) times a standard Brownian. Fixing \(N = 1\) in the complex case \(\beta = 2\) requires a rescaling of \(\sigma\) by \(\sqrt{2}\) to fit the scalar case because a diagonal term of \(B_t\) is then a standard Brownian motion.

One method to study the matrix stochastic equation (27) is to write the evolution of the eigenvalues of \(U_t\). The flow that we study is such that \(U_t\) is non-degenerate (see below) and its eigenvalues, denoted \(\{\lambda_i(t)\}_{1 \leq i \leq N}\), are distinct and positive. One can then use non-degenerate perturbation theory, as detailed in Appendix A. The evolution of the set \(\{\lambda_i(t)\}_{1 \leq i \leq N}\) is obtained as the joint stochastic equations, for all \(1 \leq i \leq N\), see (A13),

\[
d\lambda_i = (1 + m\lambda_i)\,dt + \sigma^2 \sum_{1 \leq j \leq N, j \neq i} \frac{\lambda_i \lambda_j}{\lambda_i - \lambda_j}\,dt + \sqrt{\frac{2}{\beta}} \sigma \lambda_i dW_i \quad (\text{Itô})
\] (28)

where the \((W_i(t))_{1 \leq i \leq N}\) are \(N\) independent standard Brownian motions. Note that the evolution of the eigenvalues is obtained with no a priori knowledge of the evolution of the eigenvectors. As compared to the case \(N = 1\), which recovers the scalar continuous Kesten evolution, we note the interaction between the eigenvalues in the form \(\lambda_i \lambda_j / (\lambda_i - \lambda_j)\) for each pair. Note the similarity with the usual Dyson Brownian motion (DBM) [63]. However the difference is that here, because of the multiplicative noise, the repulsion depends also multiplicatively on the eigenvalues.

From the stochastic equations (28) one can obtain the evolution of the joint probability distribution function (JPDF) \(P(\vec{\lambda}, t)\) of the set of eigenvalues \(\{\lambda_i\}_{1 \leq i \leq N}\) denoted by the vector \(\vec{\lambda}\). One finds that the Fokker-Planck equation associated with the eigenvalue evolution of the \(\text{Itô}\) process \(U_t\) is:

\[
\frac{\partial P(\vec{\lambda}, t)}{\partial t} = \frac{1}{2} \sum_{i=1}^N \frac{\partial^2}{\partial \lambda_i^2} \left( \left( \frac{2}{\beta} \sigma \lambda_i \right)^2 P(\vec{\lambda}, t) \right) - \sum_{i=1}^N \frac{\partial}{\partial \lambda_i} \left( 1 + m \lambda_i + \sigma^2 \sum_{1 \leq j \leq N, j \neq i} \frac{\lambda_i \lambda_j}{\lambda_i - \lambda_j} \right) P(\vec{\lambda}, t)
\] (29)

where the initial condition is specified by the eigenvalues of \(U_0\) (which we keep arbitrary at this stage).

### A. Large-time limit: stationary solution

In this section we obtain the stationary solution of the (29). The equation (29) can be written as \(\frac{\partial P(\vec{\lambda}, t)}{\partial t} = -\sum_{i} \partial \lambda_i J_i\), which defines the components of the current (or flux) \(J_i\). The stationary solution \(P_{\text{stat}}(\vec{\lambda})\) is such that \(\sum_i \partial \lambda_i J_i = 0\), and here it will be found as the normalizable solution of the zero-flux condition \(J_i = 0\) for all \(i\), namely

\[
0 = J_i = \frac{\partial}{\partial \lambda_i} \left( \frac{1}{\beta} (\sigma \lambda_i)^2 P_{\text{stat}} \right) - \left( 1 + m \lambda_i + \sigma^2 \sum_{1 \leq j \leq N, j \neq i} \frac{\lambda_i \lambda_j}{\lambda_i - \lambda_j} \right) P_{\text{stat}}
\] (30)

Inspired by the DBM we will look for a solution of the form

\[
P_{\text{stat}}(\vec{\lambda}) = F(\vec{\lambda}) |\Delta(\vec{\lambda})|^\beta
\] (31)
in terms of $\Delta(\vec{\lambda}) = \prod_{1 \leq i < j \leq N} (\lambda_j - \lambda_i)$ the determinant of the Vandermonde matrix $(\lambda_i^{j-1})_{1 \leq i, j \leq N}$. Using the following identities:

$$\partial_{\lambda_i} \log |\Delta(\vec{\lambda})| = \sum_{j \neq i} \frac{1}{\lambda_i - \lambda_j}; \quad \sum_{j \neq i} \frac{\lambda_i^2}{\lambda_i - \lambda_j} = (N - 1)\lambda_i + \sum_{j \neq i} \frac{\lambda_i \lambda_j}{\lambda_i - \lambda_j},$$

(32)

where the second one is used when computing the derivative in the first term in (30), one finds that $F(\vec{\lambda})$ must obey the set of equations for $1 \leq i \leq N$

$$\frac{\sigma^2}{\beta} \lambda_i^2 \partial_{\lambda_i} F = (1 + \lambda_i (m - \frac{2\sigma^2}{\beta} - \sigma^2 (N - 1))) F$$

(33)

where the interaction term has cancelled. Integrating this equation one finally obtains the stationary measure for any $N$ as

$$P_{\text{stat}}(\vec{\lambda}) = K \left| \Delta(\vec{\lambda}) \right|^\beta \prod_{i=1}^N \lambda_i^{\frac{\beta}{2}(T+N-1)-2} e^{-\frac{\beta}{2} \sum_{i=1}^N \frac{1}{\lambda_i}}$$

(34)

with $K$ a normalization constant. We note that for $N = 1$ the Vandermonde factor is absent and setting $\beta = 1$ one recovers exactly the inverse gamma law for $\lambda_1 \equiv U_\infty$, i.e. Eq. (18), $\beta = 1$ (and also for $\beta = 2$ setting in (34) $\sigma \to \sigma \sqrt{2}$).

One recognizes in (34) the joint PDF of the eigenvalues of the inverse-Wishart ensemble. We recall the (white) inverse-Wishart matrix distribution over $N \times N$ real ($\beta = 1$) or Hermitian ($\beta = 2$) positive matrices, with parameters $T,C$:

$$P_{\text{iw}}(M) = Q_{T,N,C,\beta} \det(M)^{-\frac{\beta}{2}(T+N-1)-1} e^{-C \frac{2}{\beta} \text{tr} M^{-1}}$$

(35)

and its joint eigenvalue distribution:

$$P_{\text{iw}}(\vec{\lambda}) = K_{T,N,C,\beta} \left| \Delta(\vec{\lambda}) \right|^\beta \prod_{i=1}^N \lambda_i^{-\frac{\beta}{2}(T+N-1)-1} e^{-C \frac{2}{\beta} \sum_{i=1}^N \frac{1}{\lambda_i}}$$

(36)

where the definition and normalization constants are detailed in Appendix C. We denote $q = \frac{N}{T}$. We thus see in (34) that $P_{\text{stat}}$ is the Inverse-Wishart eigenvalue joint distribution with the following correspondence of parameters:

$$\begin{cases} T = N - \frac{2m}{\sigma^2} + \frac{2}{\beta} - 1 \\ \frac{1}{q} = \frac{T}{N} = 1 - \frac{1}{N} \left( \frac{2m}{\sigma^2} - \frac{2}{\beta} + 1 \right) \\ C = \frac{2}{\sigma^2} \\ K = K_{T,N,C,\beta} = \frac{1}{N!} \sigma^{-N(\beta(N-1-\frac{2m}{\sigma^2})+2)} \frac{\Gamma(\frac{\beta}{2}N)^N}{\Gamma_N(\frac{\beta}{2}) \Gamma_N(\frac{\beta}{2}(N-\frac{2m}{\sigma^2}-1)+1)} \end{cases}$$

(37)

The eigenvector-basis rotation invariance of $dB_t$ in (27) then allows us to conclude that the full matrix distribution $P_{\text{stat}}(U)$ is a stationary distribution for this model, with:

$$P_{\text{stat}}(U) = Q \det(U)^{\beta(N-1)-2} e^{-\frac{\beta}{\sigma^2} \text{tr} U^{-1}}$$

(38)

where $Q = Q_{T,N,C,\beta} = \frac{\sigma^{-N(\beta(N-1-\frac{2m}{\sigma^2})+2)}}{\Gamma_N(\frac{\beta}{2}(N-\frac{2m}{\sigma^2}-1)+1)}$.

We note that this distribution is well-defined only when the arguments of the $\Gamma$ functions in the denominator of $K_{T,N,C,\beta}$ are positive in order to avoid the poles of $\Gamma$ at negative integers: $1 - \beta \frac{m}{\sigma^2} + \frac{\beta}{2} (j-1) > 0$, $\forall j \in [1,N]$. As a consequence, the normalizability condition for the stationary distribution does not depend on $N$:

$$m < \frac{\sigma^2}{\beta}$$

(39)

It is indeed similar to the $N = 1$ case obtained in continuous scalar Kesten evolution (16), as can be seen in the real case $\beta = 1$. 
Another way to interpret this constraint is that the Inverse-Wishart distribution is well-defined only if the corresponding Wishart samples are almost surely invertible, i.e. they have full-rank. Since Wishart samples are obtained as $X^\dagger X$ where $X$ is a $T \times N$ matrix with independent Gaussian entries, they have full-rank only if $T > N - 1$. Again, this yields (39).

In order to shed light on the stationary solution, we detail the marginal density for the largest eigenvalue $\lambda_1$. In the limit where $\lambda_1$ is large, for a fixed value of $N$, its distribution reads

$$P(\lambda_1) \sim \frac{N}{\Gamma(1 + \frac{m}{\beta}) \Gamma(1 + \frac{2m}{\beta} + \frac{2}{\beta})} \Gamma(1 + \frac{\beta}{2} (N - \frac{2m}{\beta})) \lambda_1^{-2 + \frac{m}{\beta}},$$

(40)

see Appendix C for the derivation. We see that the tail exponent of the maximal eigenvalue distribution is independent of $N$ and coincides with the $N = 1$ scalar Kesten result (18) as can be seen simply by injecting $\beta = 1$. We will show below (see section II C 2 b) that, in the limit of large $N$ and fixed $\sigma$, this tail is related to the universal statistics at the hard-edge of the Wishart random matrix ensemble, which is given by the Bessel determinantal point process.

Note here some connections with the statistics of the Wigner-Smith time delay studied in the context of chaotic cavities [64–66]. In Ref. [60], the proper time delay $\tau$ was studied. It has the same distribution as the following sum over the eigenvalues $\lambda_i$ studied here, i.e. $\tau = \frac{1}{N} \sum_{i=1}^{N} \lambda_i$. The parameters used in [60] correspond here to $\sigma^2 = 2$ and $m = -N$. With these parameters we see that our result (40) exhibits the same power law as the one conjectured in [61] and obtained in [60] in the large $N$ limit from a Coulomb gas calculation. This suggests that the sum is dominated by the largest eigenvalue. We will return to the large $N$ limit below.

### B. Finite-time solution: Morse-Sutherland quantum mapping

In the case of the usual Dyson Brownian motion, there exists a mapping onto a quantum system, the Calogero-Sutherland model [21]. In the present case, as we now show, there also exists such a mapping, albeit onto a different quantum model. To elicit this mapping we first perform a change of variables by defining

$$\lambda_i = e^{x_i}.$$

(41)

From Itô rules, the stochastic evolution of the $x$ variables has additive noise following:

$$dx_i = F_i dt + \sqrt{\frac{2}{\beta}} \sigma dW_t \quad F_i := e^{-x_i} + m - \frac{\sigma^2}{\beta} + \sigma^2 \sum_{1 \leq j < N} \frac{1}{e^{x_i - x_j} - 1},$$

(42)

with an initial condition $x_i = x_0 \ \forall i \in [1, N]$ at $t = 0$ with $x_0$ a large negative constant, and $F_i$ the force felt by particle $x_i$. Let us denote $\tilde{P}(\vec{x}, t)$ the probability distribution at time $t$ for the set of $x$ variables, obtained from $\tilde{P}(\vec{\lambda}, t)$ through the change of variables. The Fokker-Planck equation verified by $\tilde{P}(\vec{x}, t)$ is:

$$\frac{\partial \tilde{P}}{\partial t} = \sum_{i=1}^{N} \left( \frac{\sigma^2}{\beta} \frac{\partial^2 \tilde{P}}{\partial x_i^2} - \frac{\partial \tilde{F}_i}{\partial x_i} \tilde{F}_i \right) = -\hat{H}_{FP} \tilde{P}$$

(43)

where we have introduced the generator $\hat{H}_{FP}$. One can map this generator to a Schrödinger problem in the fashion of [67] as follows. Denoting $\tilde{P}_{\text{stat}}(\vec{x})$ the distribution obtained from $P_{\text{stat}}(\vec{\lambda})$ under this change of variables, we define $\tilde{\psi}(\vec{x}, t)$ such that:

$$\tilde{P}(\vec{x}, t) = \left( \tilde{P}_{\text{stat}}(\vec{x}) \right)^{\frac{1}{2}} \tilde{\psi}(\vec{x}, t)$$

(44)

Injecting $P$ into (43) yields the following Schrödinger equation on $\psi(\vec{x}, t)$:

$$\frac{\partial \psi}{\partial t} = \sum_{i=1}^{N} \left( \frac{\sigma^2}{\beta} \frac{\partial^2 \psi}{\partial x_i^2} - \beta F_i \frac{2}{4 \sigma^2} + \frac{1}{2} \frac{\partial F_i}{\partial x_i} \right) \psi = -\frac{\sigma^2}{\beta} (\hat{H} - E_0) \psi$$

(45)

where the constant $E_0$ is given in (50). The stochastic system is thereby mapped to a quantum system with the following Hamiltonian:

$$\hat{H} = \sum_i \left( -\frac{\partial^2}{\partial x_i^2} + V(x_i) + \sum_{1 \leq j \leq N, j \neq i} V_{\text{int}}(x_i, x_j) \right)$$

(46)
with a 1-particle potential $V$ of the Morse form $Ae^{-2x} - Be^{-x}$ [68] and with Sutherland $\sinh^{-2}$ interaction potential $V_{\text{int}}$ [69]:

$$V(x_i) = \beta^2 e^{-2x_i} - \frac{\beta}{\sigma^2} \left( \frac{\beta}{2} (N - 1 - \frac{m}{\sigma^2}) + 1 \right) e^{-x_i}$$

$$V_{\text{int}}(x_i, x_j) = \frac{\beta (\beta - 2)}{16} \frac{1}{\sinh \left( \frac{x_i - x_j}{2} \right)^2}$$  \hspace{1cm} (47)

We thus see that the stochastic generator $\hat{H}_{FP}$ and the quantum Hamiltonian $\hat{H}$ are related by the operator transformation

$$\frac{\sigma^2}{\beta} (\hat{H} - E_0) = \hat{P}_{\text{stat}} (\vec{x})^{-1/2} \hat{H}_{FP} \hat{P}_{\text{stat}} (\vec{x})^{1/2}$$  \hspace{1cm} (48)

The eigenenergies $\mathcal{E}$ of $\hat{H}_{FP}$ and $E$ of $\hat{H}$ are also related through

$$\mathcal{E} = \frac{\sigma^2}{\beta} (E - E_0)$$  \hspace{1cm} (49)

The lowest Fokker-Planck eigenvalue $\mathcal{E}$ is of course equal to 0, the eigenvalue of the stationary state, such that the constant $E_0$ introduced in (45) is indeed the ground-state energy of $\hat{H}$ and is computed from the correspondence to be

$$E_0 = -N \frac{(\beta m - \sigma^2)^2}{4 \sigma^4} + \frac{N(N-1)}{4} \left( \frac{\beta^2}{\sigma^2} m - \beta + \frac{2}{2} \right) - N(N-1)(N-2) \frac{\beta^2}{12}$$  \hspace{1cm} (50)

It turns out that the ground state of the quantum problem is $N!$ degenerate [70]. Indeed one can choose the sign of the wavefunction for each ordering of the $x_i$. This can be seen from the common feature in Random Matrix Theory that the eigenvalues of matrix processes do not intersect. It can be verified in particular in (42): fixing two indices $i$ and $j$, let us assume that $x_i > x_j$ at some time $t$; the evolution of the difference follows, when $x_i - x_j \to 0$, with $\vec{W}$ a standard Brownian Motion:

$$d(x_i - x_j) = (e^{-x_i} - e^{-x_j}) \left( 1 + \beta \sigma^2 \sum_{k \neq i, j} \frac{e^{x_k}}{(e^{x_i} - e^{x_j})(e^{x_j} - e^{x_k})} \right) dt + \sigma^2 \frac{e^{x_i - x_j} + 1}{e^{x_i - x_j} - 1} dt + 2 \frac{\sigma}{\sqrt{\beta}} d\vec{W}$$  \hspace{1cm} (51)

$$\sim \frac{2 \sigma^2}{x_i - x_j} dt + 2 \frac{\sigma}{\sqrt{\beta}} d\vec{W}, \quad (x_i - x_j \to 0)$$  \hspace{1cm} (52)

Scaling the time variable by an adequate factor, we see that this equation becomes the SDE $2X dX = \beta dt + 2X d\vec{W}$, i.e. a $(\beta + 1)$-Bessel process describing the norm of a Brownian motion in $\beta + 1$ dimensions. For any $\beta \geq 1$ this process never hits zero as a consequence of the recurrence properties of Brownian motion, and we can conclude that $x_i \neq x_j$ for all times. As a consequence the wave-function $\psi$ can be chosen to have the fermionic symmetry (i.e antisymmetric in all its arguments). Hence we are led to study a a system of $N$ fermions in the Hamiltonian described above.

C. The case $\beta = 2$: non-interacting fermions in the Morse potential

In the special case $\beta = 2$, the mapping is simplified as the interaction term vanishes, leading to a system of $N$ non-interacting spinless fermions in the Morse potential. From Eq. (41) the position of the fermions $x_i$ are related to the eigenvalues $\lambda_i$ of the Kesten matrix via $x_i = \log \lambda_i$. Using the known spectrum of the single-particle model, we detail in section II C 1 the ground-state wavefunction for the system of $N$ fermions. It is constructed as usual as a Slater determinant where the $N$ single-particle states of energy below the Fermi energy $\epsilon_F$ are occupied. This provides an interpretation of the stationary measure of the model studied in this paper, which is related to the inverse-Wishart ensemble. It also unveils a correspondence between the inverse-Wishart random matrix ensemble and non-interacting fermions in a Morse potential.

The present study thus adds the Morse potential to the list of potentials in one dimension which are related to random matrices [19, 20, 25–29]. It includes the harmonic oscillator (related to the GUE), the inverse square potential (related to the Wishart-Laguerre ensemble) and the Jacobi box potential (related to the Jacobi ensemble). Note however that a distinct feature of the Morse potential is that it can only accommodate a finite number of bound states, $N_b$. We say that the Morse potential is full when all the bound states are occupied by the $N$ fermions.
FIG. 1. The Morse potential $V(x)$ in (53), plotted with parameters $x_0 \simeq -2.565$ and $g = 13$, which correspond to $\sigma = 1$, $m = -3$ and $N = 10$ in the Kesten model. The energy of the highest occupied state by the $N = 10$ fermions (i.e. the Fermi energy $\epsilon_F$ given in Eq. (63)) is indicated by the dashed line. For these parameters the Morse potential contains $N_b = 13$ bound states, it is thus almost full.

We study in II C 2 this correspondence in the large $N$ limit. There are two interesting scaling regimes depending how the parameter $\sigma$ is chosen in that limit. If $\sigma$ is scaled as $O(1/\sqrt{N})$ the support of the density of the Fermi gas is a finite interval. If $\sigma$ remains of $O(1)$ in that limit, the Morse potential is almost full and the Fermi gas extends very far to the right. In that regime, we find that the fluctuations of the largest eigenvalues of the Kesten matrix, equivalently of the rightmost fermions in the Morse potential, are described by the so-called Bessel determinantal point process up to a change of variable.

Finally we write an exact formula for the full dynamics of the model in section II C 3. It is interesting to note that the integral functional of the geometric Brownian motion, which is equivalent to the continuous scalar Kesten recursion as we recalled in Section I, has a prominent interest in the field of quantitative finance [71]. In the specific setting of the Asian option, the quantum dynamics in the Morse potential has proved useful to compute the fair price of the financial product in [72]. Our present study can thus be viewed as an $N$-particle generalization of this analytical correspondence, although there is no clear financial applications of this generalization.

1. Energy spectrum and ground state of $N$ fermions

The Morse potential is described by the following single-particle Hamiltonian (in units where the mass is set to $1/2$ and $\hbar = 1$)

$$\hat{H}_1 = -\frac{\partial^2}{\partial x^2} + V(x), \quad V(x) = g^2(e^{-2(x-x_0)} - 2e^{-(x-x_0)})$$

(53)

where the parameters $g$ and $x_0$ denote respectively the strength of the potential and the position of the minimum. The value at the minimum $V(x_0) = -g^2$ is negative and the potential tends to zero at $x = +\infty$, see Fig 1. For the Kesten matrix model studied in this paper the values of these parameters are fixed as

$$g = N - \frac{m}{\sigma^2} \quad \text{and} \quad e^{-x_0} = \sigma^2 \left( N - \frac{m}{\sigma^2} \right),$$

(54)

and depend explicitly on $N$, the number of fermions, and this has important consequences discussed below. However the study of the fermion problem that we perform below is valid for general $g$ and $x_0$.

It is shown in Appendix D that this potential exhibits a finite number $N_b = \lfloor (g + \frac{1}{2}) \rfloor$ of bound states, the largest integer strictly smaller than $g + \frac{1}{2}$, as well as a continuous branch of diffusion states with positive energies. The bound states in the discrete branch of the spectrum have the following eigenenergies $\epsilon_k$ and eigenfunctions $\Psi_k$ with
\[0 \leq k < g - \frac{1}{2};\]
\[
\epsilon_k = - \left( g - k - \frac{1}{2} \right)^2 = - \left( N - \frac{m}{\sigma^2} - k - \frac{1}{2} \right)^2
\]
(55)
\[
\psi_k(x) = N_k \left( \frac{2}{\sigma e} e^{-x} \right)^{N - \frac{m}{\sigma^2} - k - \frac{1}{2}} e^{-\frac{1}{\sigma^2} e^{-x}} L_k^{(2N - \frac{2m}{\sigma^2} - 2k - 1)} \left( \frac{2}{\sigma e} e^{-x} \right)
\]
(56)
where \( L_k^{(\alpha)} \) is the generalized Laguerre polynomial and \( N_k = \left[ \frac{k!}{(2g - 2k - 1)} \right]^{\frac{1}{2}}. \)

The ground-state wavefunction of the \( N \)-fermion model, denoted \( \hat{0} \), is then simply the Slater determinant obtained from the \( N \) lowest 1-particle eigenstates \( k = 0, 1, \cdots, N - 1 \):
\[
\Psi_{\hat{0}}(\vec{x}) = \frac{1}{\sqrt{N!}} \prod_{i=1}^{N} \det_{1 \leq i, j \leq N} (\psi_{i-1}(x_j))
\]
(57)
\[
E_{\hat{0}} = \sum_{k=0}^{N-1} \epsilon_k
\]
(58)
It can be verified as expected that \( E_{\hat{0}} \) is exactly the ground-state energy obtained by inserting \( \beta = 2 \) in (50). It can also be verified that the stationary solution of the matrix Kesten problem corresponds to the ground state through \( P_{\text{stat}}(\vec{x}) = |\Psi_{\hat{0}}(\vec{x})|^2 \). Indeed, we can develop the modulus square expression:
\[
|\Psi_{\hat{0}}(\vec{x})|^2 = \frac{1}{N!} \prod_{k=1}^{N} N_k^{2} \left( \frac{2}{\sigma^2 e} e^{-x_k} \right)^{2(N - \frac{m}{\sigma^2} - \frac{1}{2})} e^{-\frac{2}{\sigma^2} e^{-x_k}} \left( \det_{1 \leq i, j \leq N} (\frac{2}{\sigma^2 e} e^{-x_j}) \right)^{i} \left( L_i^{(2N - \frac{2m}{\sigma^2} - 2i + 1)} \right) \left( 2 \right)^2
\]
(59)
The polynomials \( X^{i-1} L_i^{(2N - \frac{2m}{\sigma^2} - 2i + 1)} (X^{-1}) \) forming a family of increasing degree \( i - 1 \) in \( X \), the determinant in this expression is of the Vandermonde form. More precisely, the leading term in these polynomials have coefficient \( (2N - \frac{m}{\sigma^2} - i) \), the constant term of \( L_i^{(2N - \frac{2m}{\sigma^2} - 2i + 1)} \), where the binomial is extended to non-integers by a standard analytic continuation. This gives, extracting constants from the Vandermonde:
\[
|\Psi_{\hat{0}}(\vec{x})|^2 = \left( \frac{\sigma^2}{2} \right)^{N(N-1)} \prod_{k=1}^{N} N_k^{2} \left( \frac{2}{\sigma^2 e} e^{-x_k} \right)^{2(N - \frac{m}{\sigma^2} - k)} e^{-\frac{2}{\sigma^2} e^{-x_k}} \left( \det_{1 \leq i, j \leq N} (\frac{2}{\sigma^2 e} e^{-x_j}) \right)^{2(N - \frac{2m}{\sigma^2} - 1)} e^{-\frac{2}{\sigma^2} e^{-x_k}} |\Delta (\{e^x\})|^2
\]
(60)
where the set \( \{e^{x_i}\}_{1 \leq i \leq N} \) is denoted here as \( \{e^x\} \) instead of a vector, for ease of notation. Rearranging the constant terms, we obtain in this case \( \beta = 2 \):
\[
|\Psi_{\hat{0}}(\vec{x})|^2 = K \left| \Delta (\{e^x\}) \right|^\beta \prod_{k=1}^{N} (e^{x_k})^{\beta (N^2 - N + 1)} e^{-\frac{2}{\sigma^2} e^{-x_k}} \ , \ \beta = 2
\]
(61)
where \( K \) is the constant given earlier in (37). Changing variables to \( \lambda = e^x \) then gives exactly the stationary distribution obtained earlier in (34), for the case \( \beta = 2 \):
\[
P_{\text{stat}}(\{\lambda\}) = K \left| \Delta (\{\lambda\}) \right|^2 \prod_{k=1}^{N} \lambda_k^{-2N + 2}\sigma^2 \ e^{-\frac{2}{\sigma^2} \frac{1}{\lambda_k}}
\]
(62)
This shows that the modulus square of the ground-state wavefunction is indeed the stationary distribution on the \( x \) variables: \( \tilde{P}_{\text{stat}}(\vec{x}) = |\Psi_{\hat{0}}(\vec{x})|^2 \).

As we mentioned above the Morse potential has a finite number of bound states \( N_b = \lfloor (g + \frac{1}{2})^- \rfloor \). Hence for a generic value of \( g \) it can only accommodate \( N \leq N_b \) fermions in their ground state. Since for the matrix Kesten problem \( g = N - \frac{m}{\sigma^2} \) depends itself on \( N \), we must check for consistency and for the existence of the solution. The ground-state wavefunction, as a Slater determinant of quantized states, exists if all states are well-defined i.e. \( N - 1 < g - \frac{1}{2} \), or equivalently \( m < \sigma^2 \frac{1}{2} \). We see that, in this case \( \beta = 2 \), this condition agrees perfectly with the condition obtained in the stochastic study for the normalizability of the stationary solution (39). In the ground state, we further note that the Fermi energy \( \epsilon_F \), the last occupied energy level, is independent of the number of particles:
\[
\epsilon_F = \epsilon_{N-1} = - \left( \frac{1}{2} - \frac{m}{\sigma^2} \right)^2
\]
(63)
which holds only for \( m < \frac{1}{2} \), and is strictly negative. Note that when \(- \frac{1}{2} \leq m \leq \frac{1}{2}\) the potential is full with \( N = N_0\), while for \( m > \frac{1}{2}\) one has \( N < N_0\). The region of parameters \( m > \frac{1}{2}\) corresponds in the fermion problem to a positive Fermi energy, in which case there are continuum eigenstates extending to infinity, and no finite-\( N\) ground state. It can be given a sense for finite \( N\) at finite time (see below) and in the Kesten problem it corresponds to runaway behavior of the Kesten matrix variable to infinity, with no stationary state.

The fermionic setting suggests a determinantal rewriting of the stationary solution, as in [25, 73]:

\[
\hat{P}_{\text{stat}}(\vec{x}) = \frac{1}{N!} \left( \det_{1 \leq i,j \leq N} (\psi_{i-1}(x_j)) \right)^2 = \frac{1}{N!} \left( \det_{1 \leq i,j \leq N} \left( \sum_{k=0}^{N-1} \psi_k(x_i)\psi_k(x_j) \right) \right) = \frac{1}{N!} \left( \det_{1 \leq i,j \leq N} K_N(x_i, x_j) \right)
\]

where the kernel \( K_N \) is:

\[
K_N(x, y) = (2/\sigma^2)^{2(N-\frac{m}{2}-\frac{1}{2})} \sum_{k=0}^{N-1} \sigma^4N_k^2 4^k e^{-(x+y)(N-\frac{m}{2}-k-\frac{1}{2})} e^{-\frac{1}{\sigma^2}(e^{-x}-e^{-y})} L_k^{(2N-2m-2k-1)} \left( \frac{2}{\sigma^2}e^{-x} \right) L_k^{(2N-2m-2k-1)} \left( \frac{2}{\sigma^2}e^{-y} \right)
\]

By the orthonormalization of the eigenfunctions \( \int \psi_k^*(x)\psi_{k'}(x)dx = \delta_{k,k'} \), this kernel satisfies the reproducing property, which can be written as:

\[
\int K_N(x, z)K_N(z, y)dz = K_N(x, y)
\]

This property implies that the joint distribution \( \hat{P}_{\text{stat}} \) describes a determinantal point process (DPP) with kernel \( K_N \). From standard results on DPP’s [25, 74, 75], this implies that all \( n \)-point correlations can also be written as determinants in terms of \( K_N \). In particular, the 1-particle density in the ground state \( P_1(x) \) is given as:

\[
P_1(x) := \frac{1}{N} \mathbb{E} \left[ \sum_{k=1}^{N} \delta(x-x_k) \right] = \frac{1}{N} K_N(x, x)
\]

\[
= \frac{(2/\sigma^2)^{2(N-\frac{m}{2}-\frac{1}{2})}}{N} \sum_{k=0}^{N-1} \sigma^4N_k^2 4^k e^{-2x(N-\frac{m}{2}-k-\frac{1}{2})} e^{-\frac{2}{\sigma^2}x} \left( \frac{2}{\sigma^2}e^{-x} \right)^2
\]

where in the definition the average is taken over the ground-state JPDF. This formula has been used to plot the fermion density in Figs. 3 and 4.

The above results were obtained for \( \beta = 2 \). In the case \( \beta = 1 \), which corresponds to fermions in the Morse potential in presence of Sutherland like interactions given in (47), the ground-state wavefunction is also obtained from (61) substituting \( \beta = 1 \).

2. Large \( N \) behavior

When \( N \) is large, the density of the Fermi gas in the potential \( V(x) \) (53) is well described in the bulk by the semi-classical limit, also called local density approximation (LDA) [25], \( P_1(x) \simeq P_{\text{bulk}}(x) \). The LDA density \( P_{\text{bulk}} \) is supported on an interval \([x_-, x_+]\) and vanishes at the edges:

\[
P_{\text{bulk}}(x) = \frac{1}{\pi N} \sqrt{E_{\text{eff}} - V(x)} = \frac{g e^{x_0}}{\pi N} \sqrt{(e^{-x_0} - e^{-x})(e^{-x_0} - e^{-x})}
\]

where the edges \( x_{\pm} \) verify \( V(x_{\pm}) = E_{\text{eff}} \). Here \( E_{\text{eff}} \) is an effective Fermi energy defined such that the normalization condition \( 1 = \int_{x_-}^{x_+} P_{\text{bulk}}(x)dx \) holds. One obtains the relations \( e^{-x_{-+}} + e^{-x_{+-}} = 2e^{-x_0} \) and \( E_{\text{eff}} = -g^2 e^{-(x_{-+}+x_{+-})+2x_0} \) which leads to \( e^{-x_{\pm}} = e^{-x_0}(1 \mp \sqrt{1 + \frac{E_{\text{eff}}}{g^2}}) \), hence the positions of the edges are given by

\[
x_{\pm} = x_0 - \ln \left( 1 \mp \sqrt{1 + \frac{E_{\text{eff}}}{g^2}} \right).
\]

Now we note that one can rewrite (69) upon the change of variable \( \Lambda = 2g e^{-(x-x_0)} \) and using the above result for \( x_{\pm} \) as

\[
P_{\text{bulk}}(x)dx = \frac{g - \sqrt{-E_{\text{eff}}}}{N} \rho_{\text{MP}}(\Lambda) d\Lambda, \quad \Lambda_{\pm} = 2g e^{-(x_{\pm}-x_0)}
\]
where

\[ \rho_{\text{MP}}(\Lambda) = \frac{2}{\pi \Lambda (\sqrt{\Lambda^+} - \sqrt{\Lambda^-})^2} \sqrt{(\Lambda - \Lambda_+)(\Lambda_+ - \Lambda)} \]  

(72)

is the Marcenko-Pastur distribution, which is normalized to unity \( \int_{\Lambda^-}^{\Lambda^+} d\Lambda \rho_{\text{MP}}(\Lambda) = 1 \), see Appendix C. Hence the normalization condition for \( P_{\text{bulk}}(x) \) immediately implies that the effective Fermi energy is related to the number of fermions as

\[ E_{\text{eff}} = -(g - N)^2 \]  

(73)

The appearance of the Marcenko-Pastur distribution originates from the fact that the variables \( \Lambda_i = 2ge^{-x_i - x_0} \) obey, in the fermionic ground state, the statistics of the eigenvalues of a Wishart matrix. This fact will be used again below. Inserting the result for \( E_{\text{eff}} \) in Eq. (70) we find that the positions of the edges become

\[ x_{\pm} = x_0 - \ln \left( 1 \mp \sqrt{\frac{N}{g}} \sqrt{2 - \frac{N}{g}} \right) \]  

(74)

for \( N < g \). One sees that as \( N/g \to 1^- \), the variable \( x_+ - x_0 \) diverges which means that, relative to the minimum of the well, the right edge moves to \( +\infty \). Hence one recovers the condition on the number of particles discussed above, which in the large \( N \) limit reads \( N < g \).

We now apply these results to our Kesten matrix problem and use the parameter values \( g = N - m\sigma^2 \) and \( e^{-x_0} = \sigma^2 g \) given in (54). In that case the effective Fermi energy (73) becomes

\[ E_{\text{eff}} = -\frac{m^2}{\sigma^4} \]  

(75)

At this point we should make an important distinction: depending on the scaling of \( \sigma \) with \( N \), the asymptotic behavior of the system will be drastically different.

a. Scaling \( \sigma \sim 1/\sqrt{N} \). In the case where \( \sigma = \tilde{\sigma}/\sqrt{N} \) with \( \tilde{\sigma} \) kept constant, one has \( g = N(1 - \frac{m}{\tilde{\sigma}^2}) \) and \( e^{-x_0} = \tilde{\sigma}^2(1 - \frac{m}{\tilde{\sigma}^2}) \). Because of the exact condition \( m < \tilde{\sigma}^2/2 \sim 1/N \), here we must choose \( m < 0 \) which ensures that \( N < g \) is satisfied. We see that the effective Fermi energy (75) coincides in this small \( \sigma \) limit with the last occupied level (63). In that regime we see from (74) that the asymptotic support of the fermion density is \([x_-, x_+]\) such that the positions of the two edges \( x_{\pm} = x_0 - \ln \left( 1 \mp \sqrt{\frac{1 - 2\tilde{\sigma}^2}{1 - \frac{m}{\tilde{\sigma}^2}}} \right) \) remain fixed and of order \( O(1) \), see Fig. 2.

![FIG. 2. In the regime where \( \sigma = \tilde{\sigma}/\sqrt{N} \), we plot the relative positions of the two edges \( x_{\pm} - x_0 \) (left) and the derivative of the potential at the edges \( V'(x_{\pm})/N^2 \) (right) as a function of the positive variable \( -\frac{m}{\tilde{\sigma}^2} \). Note that \( x_+ - x_0 \) diverges when \(-\frac{m}{\tilde{\sigma}^2}\) tends to 0, while \( x_- - x_0 \) tends to \(-\ln 2\).](image)

In the bulk, the density is given by the LDA in (69):

\[ P_{\text{bulk}}(x) = \frac{1}{\pi \sigma^2} \sqrt{(e^{-x} - e^{-x_+})(e^{-x} - e^{-x_-})} \]  

(76)
At these points, the potential has the following derivative:

$$V'(x_{\pm}) = 2N^2 \sqrt{1 - 2\frac{m}{\sigma^2}} \left( \pm \left( 1 - \frac{m}{\sigma^2} \right) - \sqrt{1 - 2\frac{m}{\sigma^2}} \right)$$

(77)

Near the two edges, denoting $w_{\pm} = V'(x_{\pm})^{-1/3} = \mathcal{O}(N^{-2/3})$ the length scale which characterizes the width of the edge regions, the density is correctly described by the one obtained from the Airy kernel such that [25]:

$$P_{\pm}^\text{edge}(x) \simeq \frac{1}{N|w_\pm|} F_1 \left( \frac{x - x_\pm}{w_\pm} \right), \quad F_1(z) = \left[ Ai'(z) \right]^2 - z[Ai(z)]^2$$

(78)

The agreement of the 1-particle density with the approximations in the bulk and at the edges, in the case of the $\sigma \sim 1/\sqrt{N}$ scaling, is illustrated in Fig. 3.

b. Constant $\sigma$. In the case where $\sigma$ is a constant of order 1, the position of the minimum of the potential is asymptotically $x_0 = -\ln(\sigma^2 N) + \mathcal{O}(\frac{1}{N})$. $g$ scales as $N$, such that the left edge is at a fixed distance of the minimum $x_- = x_0 - \ln 2 + \mathcal{O}(\frac{1}{N^2})$, while the right edge is at diverging distance from the minimum $x_+ = x_0 + 2 \ln(\sigma^2 N) - \ln\left( \frac{m^2}{2} \right) + \mathcal{O}(\frac{1}{N})$.

In the translated frame where the position of the minimum is fixed, the Fermi gas only has one edge to the left, while extending infinitely to the right for $N = +\infty$.

In the vicinity of the left edge, the Airy kernel characterizes the behavior of the Fermi gas. With $V'(x_-) = -4g^2 \simeq -4N^2$ and $w = V'(x_-)^{-1/3} = \mathcal{O}(N^{-2/3})$, the density is then described as above by:

$$P_{\text{left edge}}(x) \simeq \frac{1}{N|w|} F_1 \left( \frac{x - x_-}{w} \right), \quad F_1(z) = \left[ Ai'(z) \right]^2 - z[Ai(z)]^2$$

(79)

In order to obtain the behavior of the Fermi gas to the far right, we will use again the mapping to the Wishart matrix ensemble. As mentioned above, it is easily seen that the ground-state JPDF (61) can be mapped, under the change of variables $\Lambda = 2ge^{-(x-x_0)} = \frac{2}{\sigma^2} e^{-x}$, to the following Wishart eigenvalue JPDF of (fixed) parameter $-\frac{2m}{\sigma^2}$:

$$P_{\text{Wishart}}(\vec{\Lambda}) = K |\Delta(\vec{\Lambda})|^2 \prod_{k=1}^N \Lambda_k \frac{2m}{\sigma^2} e^{-\Lambda_k}$$

(80)
Under this mapping, the large $x$ behavior can be accessed by studying the left edge of the Wishart model $\Lambda \simeq 0$. It is well-known that this hard-edge behavior in the Wishart ensemble is characterized by the Bessel kernel [25, 76], such that the kernel $K_W$ of the DPP of the $\Lambda_i$'s is, in the large $N$ limit for $\Lambda = \mathcal{O}(1/N)$:

$$K_W(\Lambda_1, \Lambda_2) \simeq 4N K_{\text{Be}, -\frac{2m}{\sigma^2}}(4N\Lambda_1, 4N\Lambda_2), \quad K_{\text{Be}, \nu}(u, v) = \frac{\sqrt{u} J'_\nu(\sqrt{u}) J_\nu(\sqrt{v}) - \sqrt{v} J'_\nu(\sqrt{v}) J_\nu(\sqrt{u})}{2(u - v)}$$  \hfill (81)

where $J_\nu$ is the Bessel function of order $\nu$. This is equivalent to the fact that in the large $N$ limit the eigenvalues near the edges can be written as $\Lambda_i \simeq \frac{b_i}{N}$ where the $b_i$'s form the Bessel DPP of Kernel $K_{\text{Be}, \nu}$. The Bessel DPP is defined as a limit process for $N = +\infty$ with $b \in [0, +\infty[$. Its mean density $\rho(b) = \mathbb{E} \sum_{i=1}^{+\infty} \delta(b - b_i)$ decays at large $b$ as $\sim 1/\sqrt{b}$. Many of its properties are known, such as the PDF of the minimum $b_{\text{min}} = \min b_i$ [76].

We can now translate these properties to describe the fermions which are very far to the right: their positions can be written as

$$e^{-x_i} = \frac{\sigma^2}{8N} b_i, \quad x_i = \ln N - \ln (\sigma^2 b_i/8), \quad x_i = x_+ + \ln \left(\frac{4m^2}{\sigma^2 b_i}\right)$$ \hfill (82)

We deduce the fermion kernel $K_N$ (65) in the large $x, y$ regime, i.e $x - x_+ = \mathcal{O}(1)$ and $y - x_+ = \mathcal{O}(1)$:

$$K_N(x, y) \simeq \frac{8N}{\sigma^2} e^{-(x+y)/2} K_{\text{Be}, -\frac{2m}{\sigma^2}} \left(\frac{8N}{\sigma^2} e^{-x}, \frac{8N}{\sigma^2} e^{-y}\right)$$ \hfill (83)

and in particular the density:

$$P_{\text{far right}}(x) \simeq \frac{8}{\sigma^2} e^{-x} K_{\text{Be}, -\frac{2m}{\sigma^2}} \left(\frac{8N}{\sigma^2} e^{-x}, \frac{8N}{\sigma^2} e^{-x}\right)$$ \hfill (84)

$$= \frac{2}{\sigma^2} e^{-x} \left( J_{-\frac{2m}{\sigma^2}} \left(\frac{2|m|}{\sigma^2} e^{-x} + \frac{e^{-x}}{x}\right)^2 - J_{-\frac{2m}{\sigma^2}+1} \left(\frac{2|m|}{\sigma^2} e^{-x} + \frac{e^{-x}}{x}\right) J_{-\frac{2m}{\sigma^2}} \left(\frac{2|m|}{\sigma^2} e^{-x} + \frac{e^{-x}}{x}\right) \right)$$ \hfill (85)

The fluctuations of the position of the rightmost fermion $x_{\text{max}} = x_+ + \ln \left(\frac{4m^2}{\sigma^2 b_{\text{min}}}\right)$ are of order 1 and can be obtained from the PDF of $b_{\text{min}}$:

$$P_{b_{\text{min}}}(s) = \frac{\sigma(s)}{s} e^{-\int_0^s \frac{\sigma(x)}{x} dx}$$ \hfill (86)

where $\sigma$ satisfies a Painlevé III equation (Eq. (1.21) in [76]). The PDF of $b_{\text{min}}$ vanishes at $s = 0$ as $\frac{2m}{\sigma^2}$. Taking into account the prefactor (Eq. (1.22) in [76]), we deduce the tail of the distribution of the rightmost fermion as:

$$P_{\text{max}}(x) \xrightarrow{x \to \infty} (m^2/\sigma^4)^{1-\frac{2m}{\sigma^2}} \Gamma(1- \frac{2m}{\sigma^2}) \Gamma(2- \frac{2m}{\sigma^2}) e^{-\left(1- \frac{2m}{\sigma^2}\right)(x-x_+)}$$ \hfill (87)

Finally, we note that changing variables to $\lambda = e^x$ and injecting the value of $x_+$ given at the beginning of the paragraph, we recover exactly the tail of the marginal distribution of the largest eigenvalue $\lambda_1$ in (40) for the present case $\beta = 2$, with matching prefactor in the large $N$ limit:

$$P(\lambda_1) \xrightarrow{\lambda_1 \to \infty} \frac{(2N/\sigma^2)^{1-\frac{2m}{\sigma^2}} \Gamma(1- \frac{2m}{\sigma^2}) \Gamma(2- \frac{2m}{\sigma^2})}{\lambda_1^{2+\frac{2m}{\sigma^2}}}$$ \hfill (88)

The agreement of the 1-particle density with the approximations in the bulk and at the edges, in the case of constant $\sigma$, is illustrated in Fig. 4.

Note again that in the interacting case $\beta = 1$, the ground-state wavefunction, (61) with $\beta = 1$, can also be analyzed in the large $N$ limit. It corresponds to an inverse Wishart matrix model with $\beta = 1$. For the case $\sigma = \mathcal{O}(1)$, the left edge is now described, upon the same change of variable, by the universality of the Gaussian orthogonal ensemble. The fermions on the far right, corresponding to the largest eigenvalues of the continuous matrix Kesten recurrence, are now described, upon this change of variable, by the $\beta = 1$ Bessel point process (which is not determinantal, see [77] for its description).
The mapping of the matrix Kesten recursion onto the quantum problem allows us to study its time evolution. In the case $\beta = 2$ one can obtain an exact formula for this time evolution.

Taking into account the bound states and the continuous branch of the spectrum, the Euclidean propagator, or Green’s function in imaginary time, of a 1-particle system in the Morse potential (53) is, see App. D:

$$G(x, x', t) = \sum_{k=0}^{\lfloor g-\frac{1}{2} \rfloor} \psi_k(x)\psi_k(x')e^{-(g-k-\frac{1}{2})^2t}$$

$$+ \int_0^{\pm \infty} \frac{dp}{2\sqrt{\pi^2}} p \sinh(2\pi p)|\Gamma(ip - g + \frac{1}{2})|^2 e^{\frac{x+x'}{2}-x_0}W_{g,ip}(2ge^{-(x-x_0)})W_{g,ip}(2ge^{-(x'-x_0)})e^{-\pi^2t}$$

in terms of the Whittaker $W$ function. From completeness, this propagator satisfies $G(x, x', 0) = \delta(x - x')$. The propagator of the $N$-particle system of non-interacting fermions is then simply:

$$G_N(\vec{x}, \vec{x}', t) = \langle \vec{x} | e^{-t\hat{H}} | \vec{x}' \rangle = \det_{1 \leq i,j \leq N} G(x_i, x'_j, t)$$

which satisfies $G_N(\vec{x}, \vec{x}, 0) = \delta(\vec{x} - \vec{x}')$. Assuming a known initial position for the fermions $\vec{x}_0$, the $N$-particle wavefunction at a finite time $t$ is $\psi(\vec{x}, t) = G_N(\vec{x}, \vec{x}_0, t)$. From this quantum result, we obtain using Eq. (48) the finite time solution of the stochastic equation (42):

$$\hat{P}(\vec{x}, t) = \langle x | e^{-tH_F} | x_0 \rangle = \left( \frac{\hat{P}_{\text{stat}}(\vec{x})}{\hat{P}_{\text{stat}}(\vec{x}_0)} \right)^{\frac{1}{2}} G_N(\vec{x}, \vec{x}_0, t)e^{E_0t}, \quad \hat{P}(\vec{x}, 0) = \delta(\vec{x} - \vec{x}_0)$$

Upon change of variable this gives directly the following finite-time solution for the stochastic evolution of the $\lambda_i = e^{x_i}$ variables:

$$P(\vec{\lambda}, t) = \hat{P}(\vec{x} = \ln \vec{\lambda}, t) \prod_{k=1}^{N} \frac{1}{\lambda_k}$$

### 3. Finite time results

The mapping of the matrix Kesten recursion onto the quantum problem allows us to study its time evolution. In the case $\beta = 2$ one can obtain an exact formula for this time evolution.
where the vector \( \ln \lambda \) denotes the set \( \{ \ln \lambda_i \}_{i \in I} \).

III. DISCRETE RECURSION IN THE LARGE \( N \) LIMIT

In the large \( N \) limit, we study the discrete matrix Kesten recursion (20) with tools from free probability theory and through the analysis of the resolvent evolution. We treat first the case of the discrete recursion, and then study the continuum version. In the continuum case, the results obtained by these two methods are compared with the \( N \to \infty \) limit of the finite \( N \) results obtained in the previous section (noting that here we scale the parameter \( \sigma = \mathcal{O}(1/\sqrt{N}) \) in that limit). We note that the Dyson index \( \beta \) does not have the same significance in the free case, since all the information is contained in the eigenvalue density: results apply to both \( \beta = 1, 2 \) cases. In the last subsection, we complete the study with the analysis of the expected characteristic polynomial for arbitrary \( N \).

A. Free probability approach

The property of freeness is a generalization of the concept of independence to non-commuting random variables, such as random matrices [21, 23, 78–83]. The field of free probability theory has seen the development of numerous results and tools relevant to the study of free variables, see Appendix B for a brief summary of the main transforms used in this work and [21] for a precise introduction to freeness and detailed consequences for random matrices. The general result that we apply in this section to establish a connection to free probability is the following: two large symmetric matrices whose eigenbasis are randomly rotated with respect to one another are free, see [23].

1. Discrete matrix recursion

With help from free probability tools, applicable in the large \( N \) limit, we study the discrete matrix recursion of Eq. (20):

\[
Z_{n+1} = \sqrt{\epsilon I + Z_n} \xi_n \sqrt{\epsilon I + Z_n}
\]

(93)

We make two assumptions on the distribution of \( \xi \): i) its support is of order 1 in the large \( N \) limit, ii) it is invariant under rotations. By the rotational invariance of \( \xi \), \( \epsilon I + Z_n \) and \( \xi_n \) in the Kesten recursion (20) become free random matrices in the \( N \to \infty \) limit. The model under study then defines \( Z_{n+1} \) as the free (symmetrized) multiplication of \( \epsilon I + Z_n \) and \( \xi_n \). Free multiplication is endowed with a very powerful property [21, 23]: the \( S \)-transform – defined below and in App. B – of the product matrix \( Z_{n+1} \) factorizes to the product of the \( S \)-transforms of \( \epsilon I + Z_n \) and \( \xi_n \):

\[
S_{Z_{n+1}} = S_{\epsilon I + Z_n} \times S_{\xi}
\]

(94)

where the dependence on \( n \) in \( S_{\xi} \) has been dropped as the \( \xi_n \) matrices are IID. In the following, we use this property to write a recursion on \( S_{Z_n} \), in order to characterize the evolution of the spectrum through the evolution of the \( S \)-transform. See App. B for more details on the free probability transforms used in this section.

We introduce \( Y_n = \epsilon I + Z_n \) for ease of notation. Let us express the \( S \)-transform of this variable in terms of \( S_{Z_n} \).

For a matrix \( M \), the eigenvalue density is defined as \( \rho := \mathbb{E} \left[ \frac{1}{N} \sum_{\lambda \in \text{Sp}(M)} \delta_{\lambda} \right] \). For \( u \in \mathbb{R} \), the spectrum densities of \( Z_n \) and \( Y_n \) are related as:

\[
\rho_{Y_n}(u) = \rho_{Z_n}(u - \epsilon)
\]

(95)

For a matrix \( M \), the Stieltjes transform is defined as \( g_M(z) := \int \frac{\rho_M(u)}{z-u} \, du \). For \( z \in \mathbb{C} \) away from the support of \( \rho_{Y_n} \), the Stieltjes transforms of \( Y_n \) and \( Z_n \) are related as:

\[
g_{Y_n}(z) = \int \frac{\rho_{Y_n}(u)}{z-u} \, du = \int \frac{\rho_{Z_n}(u)}{z-\epsilon-u} \, du = g_{Z_n}(z-\epsilon)
\]

(96)

The \( T \)-transform is defined from the Stieltjes transform as \( T(z) := z g(z) - 1 \). As a consequence of (96):

\[
T_{Y_n}(z) = z g_{Y_n}(z) - 1 = z g_{Z_n}(z-\epsilon) - 1 = T_{Z_n}(z-\epsilon) + \epsilon g_{Z_n}(z-\epsilon)
\]

(97)
We then have the following relationship between the $T$-transforms of $Z_n$ and $Y_n$:

$$T_{Y_n}(z) = \frac{zZ_n(z - \epsilon) + \epsilon}{z - \epsilon}$$  \quad (98)

Defining finally the $S$-transform as $S(\omega) := \frac{\omega}{\omega - T^{-1}(\omega)}$, we have $S(T(z)) = \frac{T(z + 1)}{T(z)}$. Applying this to $Y_n$ and injecting (98) yields:

$$S_{Y_n}(T_{Y_n}(z)) = \frac{T_{Z_n}(z - \epsilon) + 1}{zT_{Z_n}(z - \epsilon) + \epsilon}$$  \quad (99)

such that:

$$\frac{1}{S_{Y_n}(T_{Y_n}(z))} = (z - \epsilon)T_{Z_n}(z - \epsilon) + 1 + \epsilon = \frac{1}{S_{Z_n}(T_{Z_n}(z - \epsilon))} + \epsilon$$  \quad (100)

Applying this to $z = T_{Y_n}^{-1}(z)$ and applying (98), we finally obtain the desired relation between the $S$-transforms of $Z_n$ and $Y_n$:

$$\frac{1}{S_{Y_n}(\omega)} = \frac{1}{S_{Z_n}(\omega(1 - \epsilon S_{Y_n}(\omega)))} + \epsilon$$  \quad (101)

Applying the factorization of the $S$-transforms in the free product $S_{Z_{n+1}} = S_{Y_n} \times S_{\xi_n}$, we obtain the main result of this section in the form of the following recursion for $S_{Z_{n}}$, the $S$-transform of the matrix evolving under Kesten recursion:

$$\frac{S_{\xi}(\omega)}{S_{Z_{n+1}}(\omega)} = \frac{1}{S_{Z_n}(\omega(1 - \epsilon S_{Z_{n+1}}(\omega)))} + \epsilon$$  \quad (102)

where we recall that $S_{\xi}$ is the $S$-transform of the noise matrix that enters the recursion.

If we assume the existence of a stationary solution $Z_\infty$ to the Kesten recursion, then the $S$-transform of $Z_\infty$ must verify the following self-consistent relation:

$$\frac{S_{\xi}(\omega)}{S_{\infty}(\omega)} = \frac{1}{S_{\infty}(\omega(1 - \epsilon S_{\infty}(\omega)))} + \epsilon$$  \quad (103)

2. Continuum limit

We now consider again the continuum limit of the Kesten recursion which is obtained by taking the noise matrix as $\xi_n = (1 + m \epsilon)I + \sigma \sqrt{c} B_n$, in the same way as in (23), and then taking the limit $\epsilon \to 0$. Here, we study the large $N$ limit with a different method from the previous section II C 2, and we use the recursion relation for the $S$-transform which we derived above in Eq. (102).

We study the case where $\tilde{\sigma} = \sqrt{N} \sigma$ remains fixed as $N \to +\infty$, such that the spectrum of $\sigma B_n$ has semi-circle density supported on $[-2\tilde{\sigma}, 2\tilde{\sigma}]$, for both $\beta = 1, 2$ as defined in (22). As discussed in Sec II C 2, we need to assume $m < 0$. Note that we also assume $1 + m\epsilon > 2\tilde{\sigma} \sqrt{c}$, i.e. $\epsilon < \epsilon_c = (\frac{\tilde{\sigma} - \sqrt{m}}{m})^2$ so that $\xi_n$ is positive definite as required. It is shown in Appendix B that the $S$-transform corresponding to the resulting distribution for $\xi_n$ is then (B27):

$$S_{\xi}(\omega) = \frac{-1 - me + \sqrt{(1 + me)^2 + 4\tilde{\sigma}^2\epsilon\omega}}{2\tilde{\sigma}^2\epsilon\omega}$$  \quad (104)

Let us define the following $\epsilon$-expansion for $S_{Z_n}$ and $S_{Z_{n+1}}$:

$$S_{Z_n}(\omega) = S^{(0)}(\omega) + \epsilon S^{(1)}(\omega) + \epsilon^2 S^{(2)}(\omega) + \cdots$$  \quad (105)

Inserting these expressions in the $S$-transform recursion relation (102) yields the following relations at zeroth and first orders in $\epsilon$:

$$S^{(0)}_{n+1}(\omega) = S^{(0)}_n(\omega)$$  \quad (106)

$$S^{(1)}_{n+1}(\omega) - S^{(1)}_n(\omega) = -S^{(0)}_n(\omega) \left( m + \tilde{\sigma}^2 \omega + S^{(0)}_n(\omega) + \omega S^{(0)}_n'(\omega) \right)$$  \quad (107)
As a consequence, the following evolution equation for $S_{Z_n}$ holds at first order in $\epsilon$:

$$S_{Z_{n+1}}(\omega) - S_{Z_n}(\omega) = -\epsilon S_{Z_n}(\omega) \left( m + \sigma^2 \omega + S_{Z_n}(\omega) + \omega S'_{Z_n}(\omega) \right)$$  \hspace{1cm} (108)

In the continuous limit, we denote as in section II the continuous-time matrix process $U_t = Z_{t/\epsilon}$, defining time as $t = n \epsilon$. The $S$-transform of $U_t$ is then a function of two variables $\omega$ and $t$:

$$\frac{\partial}{\partial t} S(\omega, t) = -S(\omega, t) \left( m + \sigma^2 \omega + S(\omega, t) + \omega \frac{\partial}{\partial \omega} S(\omega, t) \right)$$  \hspace{1cm} (109)

The stationary solution is the solution of $0 = m + \sigma^2 \omega + S(\omega, t) + \omega \frac{\partial}{\partial \omega} S(\omega, t)$, namely:

$$S_\infty(\omega) = -m - \frac{\sigma^2}{2} \omega = |m| \left( 1 - \frac{\sigma^2}{2|m|} \omega \right)$$  \hspace{1cm} (110)

From the scaling property $S_{\lambda M}(\omega) = \frac{1}{\lambda} S_M(\omega)$ detailed in Appendix B, $S_\infty$ is the transform of:

$$U_\infty \overset{\text{law}}{=} \frac{1}{|m|} M$$  \hspace{1cm} (111)

where $M$ follows an inverse-Wishart matrix probability distribution with parameter $\kappa = \frac{|m|}{\sigma^2}$, see Appendix C. Indeed, for such a distribution, the $S$-transform is linear and equal to $S_M(\omega) = 1 - \frac{\sigma^2}{\kappa \omega} = 1 - \frac{2|m|}{\sigma^2} \omega$ [23]. For completeness, we note that $M$ is distributed as the inverse of a Wishart matrix with parameter $q$ given by $\frac{1}{q} = 2\kappa + 1 = 1 + \frac{2|m|}{\sigma^2}$, up to a scaling factor of $1 - q$, see App. C for details. The eigenvalue density, or spectral distribution, of $U_\infty$ has thus a finite support $[\lambda_+, \lambda_-]$ and is given by:

$$\rho_{U_\infty}(\lambda) = \frac{|m|}{\pi \lambda^2 \sigma^2} \sqrt{(\lambda_+ - \lambda)(\lambda - \lambda_-)}, \quad \lambda \in [\lambda_-, \lambda_+], \quad \text{with} \quad \lambda_{\pm} = \frac{1}{|m|} + \frac{\sigma^2}{m^2} \left[ 1 \pm \sqrt{2\frac{|m|}{\sigma^2} + 1} \right]$$  \hspace{1cm} (112)

where we recall that $|m| = -m$. One can check that this agrees, upon the change of variables $\lambda = e^{\frac{\sigma^2}{\kappa}}$, with the density (69). This equivalence shows a perfect matching between the stationary solution in the continuous limit for the discrete-time/large-$N$ setting and the one obtained at finite $N$ in Eq. (38) as $N$ becomes large. Indeed, as $N \to \infty$, all the information about the matrix distribution is contained in the eigenvalue density.

The matching with the previous situation can also be proved directly from the finite-$N$ stationary distribution as follows: let us denote $X$ a matrix sampled from the stationary distribution in Eq. (38). We see by a rescaling that $X \overset{\text{law}}{=} \frac{2V}{\sigma^2} \delta$ where $V$ is distributed proportionally to $\det(V)^{\delta(\frac{\sigma^2}{\kappa} - N + 1)^{-2}} \exp(-\beta \text{tr} V^{-1}/2)$. The factor in the exponential is now correct to apply the convergence of the eigenvalue density of $V$ to the inverse Marcenko-Pastur density for this inverse-Wishart matrix, see App. C. The parameter $q = N/T$, and thus the related parameter $\kappa = (\frac{1}{q} - 1)/2$, are asymptotically, from (37) by injecting $\sigma = \frac{\sigma}{\sqrt{N}}$: $\frac{1}{q} = 1 + \frac{2|m|}{\sigma^2}$ and $\kappa = \frac{|m|}{\sigma^2}$. We have then:

$$X \overset{\text{law}}{=} \frac{2}{\sigma^2} V = \frac{2q}{\sigma^2} T V = \frac{1}{|m|} \left( 1 + \frac{2|m|}{\sigma^2} \right) T V = \frac{1}{|m|} (1 - q) T V \overset{\text{law}}{=} \frac{1}{|m|} M$$  \hspace{1cm} (113)

where $M$ is an inverse-Wishart matrix with parameter $\kappa = \frac{|m|}{\sigma^2}$. The last equation expresses that the rescaled matrix $(1 - q)T V$ converges in law to the inverse-Wishart distribution, since its eigenvalue density converges to the inverse Marcenko-Pastur density as shown in (C9). This is in perfect agreement with (111), where the continuous-time and large-size limits are taken in the other order.

It is interesting to study the convergence of (109) to the stationary solution. Let us define the deviation from stationarity as $\Delta S(\omega, t) = S(\omega, t) - S_\infty(\omega)$. One can linearize the evolution equation (109) around the stationary solution. One finds that the solution of this linearized equation reads:

$$\Delta S(\omega, t) = \frac{e^{mt}}{1 + \frac{\sigma^2}{2m}(1 - e^{mt})} \Delta S \left( 0, \frac{\omega e^{mt}}{1 + \frac{\sigma^2}{2m}(1 - e^{mt})} \right)$$  \hspace{1cm} (114)

Since here $m < 0$ we see that $\Delta S(\omega, t)$ vanishes for any $\omega$ at large time, such that the convergence occurs. At finite time $t$ for large $\omega$, we see that $\Delta S(\omega, t) = O(\frac{1}{t})$, such that $\Delta S$ is killed at finite time for large $\omega$ argument, regardless of the initial value. An exact solution of the full non-linear equation (109) can also be obtained using the hodograph transform, see Appendix E.
3. Back to the discrete recursion

Let us give a short discussion of the discrete case, e.g. finite $\epsilon$.

a. Corrections to the stationary $S$-transform. Although it is difficult to solve the recursion relation (102) for finite $\epsilon$, we can easily obtain the next orders in $\epsilon$ of the stationary $S$ transform $S_\infty(\omega)$, which show how the stationary distribution deviates from the inverse Wishart ensemble. With the same choice for $S_\xi(\omega)$ in (104) we obtain upon expanding (103)

$$S_\infty(\omega) = -m - \frac{\tilde{\sigma}^2}{2}\omega + \epsilon\left[ m^2 + \frac{7}{4}m\tilde{\sigma}^2\omega + \frac{3\tilde{\sigma}^4\omega^3}{4} \right] + O(\epsilon^3) \quad (115)$$

One can also expand (102) in powers of $\omega$ at fixed $\epsilon$ for a general noise and one obtains

$$S_\infty(0) = \frac{S_\xi(0) - 1}{\epsilon}, \quad S'_\infty(0) = \frac{S_\xi(0)S'_\xi(0)}{cS_\xi(0) + \epsilon}, \quad S''_\infty(0) = \frac{S_\xi(0) \left( S_\xi(0)(S_\xi(0) + 1)^2S''_\xi(0) + 2S''_\xi(0)^2 \right)}{e(S_\xi(0) + 1)^2(S_\xi(0)^2 + S_\xi(0) + 1)} \quad (116)$$

In the case of the noise considered here in (104) this leads to

$$S_\infty(0) = -\frac{m}{m\epsilon + 1}, \quad S'_\infty(0) = -\frac{\tilde{\sigma}^2}{(m\epsilon + 1)^3(m\epsilon + 2)}, \quad S''_\infty(0) = \frac{2\tilde{\sigma}^4\epsilon(m(m\epsilon + 10) + 9)}{(m\epsilon + 1)^5(m\epsilon + 2)^2(m(m\epsilon + 3) + 3)} \quad (117)$$

b. Stationary moments. The moments of the spectrum, denoted $\varphi_k = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \lambda_i^k$ can be extracted from the $S$ transform. For instance the first moment is obtained from $S(0) = \frac{1}{\varphi_1}$. Denoting $\varphi_{k,\infty}$ the moments of $Z_\infty$ and $\varphi_{k,\xi}$ the moments of $\xi_n$, the first equation in (116) gives the first moment

$$\varphi_{1,\infty} = \frac{\epsilon \varphi_{1,\xi}}{1 - \varphi_{1,\xi}} = -\frac{m\epsilon + 1}{m} \quad (118)$$

where the second equation is specified to the model (104). Similarly the second moment reads

$$\varphi_{2,\infty} = \frac{\epsilon^2 \left( \varphi_{2,\xi} - \varphi_{1,\xi}^2 \right)}{(1 - \varphi_{1,\xi})^3(1 + \varphi_{1,\xi})} = m(m\epsilon + 1)^2 - \frac{\tilde{\sigma}^2}{m\epsilon + 2} \quad (119)$$

Higher moments can be obtained from the series expansion of the $S$-transform, see Eq. (B21). One can compare with the case $N = 1$. In that case the stationary moments can be computed iteratively, by simply averaging the moments of the recursion relation. The result coincides with (118) for the first moment (which can be understood from the fact that $E[\xi_n] \propto I$). For the second moment however it reads $\varphi_{2,\infty} = \frac{\epsilon^2 \varphi_{1,\xi}(1 + \varphi_{1,\xi})}{(1 - \varphi_{2,\xi})(1 - \varphi_{1,\xi})}$ which is markedly different from (119). See more details on the moment computations in the scalar and matrix cases in App. F.

c. Edges and stationary density corrections. We turn to the edges of the spectrum, that can be retrieved from the $S$-transform as showed in App. B by solving the system (B25). At order $\epsilon$ in the expansion (115), the two edges of the spectrum are found at positions:

$$\lambda_{\pm}^{(1)} = \lambda_{\pm}^{(0)} + \epsilon \left( -1 \pm \frac{\tilde{\sigma}}{2\sqrt{\tilde{\sigma}^2 - 2m}} \right) + O(\epsilon^2) \quad (120)$$

where the order-zero terms $\lambda_{\pm}^{(0)}$ are the edges of the scaled inverse-Wishart stationary distribution given in Eq. (112). We note that the correction terms are negative, such that both edges are pushed to the left under the order-$\epsilon$ correction.

Finally, the stationary density can be obtained from the $S$-transform (115) by solving for $g$ and using the Stieltjes inversion formula or Sokhotski-Plemelj formula (B3). At first order in $\epsilon$, one obtains:

$$\rho(\lambda) = \rho^{(0)}(\lambda) + \frac{6 + (11m - 9\tilde{\sigma}^2)\lambda + 2m(3m - \tilde{\sigma}^2)\lambda^2 + m^3\lambda^3}{2\pi\tilde{\sigma}^2\lambda^3|m|\sqrt{(\lambda - \lambda_{-}^{(0)})(\lambda_{+}^{(0)} - \lambda)}} + O(\epsilon^2) \quad (121)$$

where $\rho^{(0)}$ is the stationary distribution given in Eq. (112). One can check that the integrated correction vanishes as required by normalization of $\rho$. A plot of the density at zeroth and first order in $\epsilon$ is showed in Fig. 5.
first order in $\epsilon$ respectively. Parameters were fixed as $m = -10, \sigma = 1, \epsilon = 2 \times 10^{-3}$ in this plot. We see that the correction of the density at first order in $\epsilon$ induces a leftward translation consistent with the negative correction to both edges in Eq. (120). We also note that the expansion fails close to the left edge $\lambda^{(0)}_\omega$.

### B. Stieltjes transform approach

A complementary way to approach the large-$N$ problem is to study the evolution of the Stieltjes transform. We return here to the continuum limit. Let us denote $g$ the fluctuating Stieltjes transform defined as follows

$$g(z, t) := \frac{1}{N} \sum_{i=1}^{N} \frac{1}{z - \lambda_i(t)}.$$  \hspace{1cm} (122)

Note that we recover the expected Stieltjes transform defined earlier through $g(z, t) = \mathbb{E}[g(z, t)]$. Note also that the Stieltjes transform is self-averaging such that the fluctuating transform $g(z, t)$ converges almost surely to $g(z, t)$ for $N \to \infty$. We emphasize that we will treat the large-$N$ limit by dropping negligible terms, without attempt at mathematical rigor.

For a fixed argument $z$, the stochastic evolution of $g$ is, from the perturbative evolution of eigenvalues (28):

$$\begin{align*}
\frac{dg(z, t)}{dt} &= \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(z - \lambda_i)^2} d\lambda_i + \frac{1}{2N} \sum_{i=1}^{N} \frac{2}{(z - \lambda_i)^3} d\lambda_i + \sigma^2 \sum_{1 \leq j \leq N} \lambda_i \lambda_j \left( \frac{1}{z - \lambda_i} - \frac{1}{z - \lambda_j} \right) + \frac{\sigma^2 \lambda_i^2}{(z - \lambda_i)^2} dt \\
&\quad + \frac{1}{N} \sum_{i=1}^{N} \sqrt{2\sigma \lambda_i} dW_i \tag{124}
\end{align*}$$

up to $O(dt^{3/2})$. With the scaling of $\sigma$ as $\sigma \sqrt{N}$, the noise term is negligible for large $N$, such that:

$$\begin{align*}
\frac{dg(z, t)}{dt} &= -\frac{\partial}{\partial z} \left( g + m(zg - 1) + \frac{\sigma^2}{N^2} \sum_{i} \left( \frac{1}{2} \sum_{j \neq i} \frac{\lambda_i \lambda_j}{\lambda_i - \lambda_j} \left( \frac{1}{z - \lambda_i} - \frac{1}{z - \lambda_j} \right) + \frac{\lambda_i^2}{(z - \lambda_i)^2} \right) \right) + O(\frac{1}{\sqrt{N}}) \tag{125}
\end{align*}$$

To go from the first to the second line, we have added and subtracted the term $i = j$ in the double sum, and removed the constant term $-m$ in the derivative. For large $N$ replacing $g$ by the averaged Stieltjes transform and neglecting the last term which is of order $\frac{1}{N}$, the evolution of $g(z, t)$ is given by [21]:

$$\frac{\partial}{\partial t} g(z, t) = -\frac{\partial}{\partial z} \left( -g + (\sigma^2 - m)zg - \frac{1}{2} \sigma^2(zg)^2 \right) \tag{127}$$
An exact solution of this non-linear partial differential equation can be obtained using the hodograph transform, see Appendix E. It is furthermore shown in this Appendix that (127) is equivalent to the evolution (109) of the $S$-transform, as expected but not directly obvious. We also note that the stationary Stieltjes transform $\varrho_{\text{stat}}(z)$ is

$$\varrho_{\text{stat}}(z) = |m| \varrho_M(|m|z)$$

(128)

where

$$\varrho_M(z) = \frac{1}{z^2} \left( (1 + \kappa) z - \kappa - \kappa \sqrt{(z - z_-)(z - z_+)} \right)$$

(129)

is the Stieltjes transform of $M$ following the inverse-Wishart law with coefficient $\kappa = \frac{|m|}{\sigma^2}$, with $z_{\pm} = \frac{1}{\kappa}(1 + \kappa \pm \sqrt{2\kappa + 1})$. Note that the branch has been chosen so that $\varrho_W(z) \simeq 1/z$ at large $z$. This shows once again as in Eq. (111) that the stationary distribution for the Kesten evolution is the law of $\frac{M}{|m|}$, with $M$ as above.

Note that the evolution equation for the Stieltjes transform in Eq. (127) can be studied in the Hamilton-Jacobi framework recently introduced by Grela, Nowak and Tarnowsky in [84]. In the notations of [84], where the Stieltjes transform is associated to a momentum variable $p$ and the variable $z$ is thought of as a position variable, the Hamiltonian related to our model is:

$$H_{HJ}(p, z) = p - (\sigma^2 - m) z p + \sigma^2 \frac{z^2}{2} p^2$$

(130)

Our model and its Hamiltonian are an example of application of the Hamilton-Jacobi framework in large dynamical random matrix models, which we add to the list of examples given by the authors.

C. Expected characteristic polynomial and Stieltjes transform for finite $N$

Here we study $\Pi(z, t) = \prod_{i=1}^{N}(z - \lambda_i)$ the characteristic polynomial of the evolving matrix at time $t$. It is an interesting quantity because its average satisfies a closed equation for any finite $N$. This property has been also used to study the standard Dyson Brownian motion [85–87].

Since it is linear in the $\lambda_i$’s its stochastic evolution is simply $d\Pi = - \sum_i \frac{\Pi}{z - \lambda_i} d\lambda_i$. Using (28) and the identities

$$\partial_t \Pi = \sum_i \frac{1}{z - \lambda_i} \Pi$$

and

$$\partial^2_{zz} \Pi = \sum_{i \neq j} \frac{1}{(z - \lambda_i)(z - \lambda_j)} \Pi,$$

one finds after some manipulations the evolution of its expectation $\overline{\Pi}(z, t) := \mathbb{E}[\Pi(z, t)]$ as:

$$\partial_t \overline{\Pi}(z, t) = N \left( m - (N - 1) \frac{\sigma^2}{2} \right) \overline{\Pi}(z, t) + (-1 + z(-m + (N - 1)\sigma^2)) \partial_z \overline{\Pi}(z, t) - \frac{\sigma^2}{2} z^2 \partial^2_{zz} \overline{\Pi}(z, t)$$

(131)

One can look for the stationary solution of this equation. By inspection we find that it is given by the degree $N$ polynomial

$$\lim_{t \to +\infty} \overline{\Pi}(z, t) = a_N z^N L_N^{-1 - \frac{2m}{\sigma^2}} \left( \frac{2}{\sigma^2} \right), \quad a_N = \left( N - \frac{2m}{\sigma^2} - 1 \right)^{-1}$$

(132)

It is interesting to note that the dynamics of $\overline{\Pi}(z, t)$ can be related to the same Morse potential as studied in section II. Indeed one can perform a change of function and write

$$\Pi(z = e^{x}, t) = f(x) \psi(x, t), \quad f(x) = e^{(N - \frac{1}{2} - \frac{2m}{\sigma^2})x + \frac{1}{\sigma^2} \epsilon x}$$

(133)

and one finds that $\psi(x, t)$ evolves according to minus the Schrödinger Hamiltonian in the Morse potential, i.e.

$$\partial_t \psi = \frac{\sigma^2}{2} \left( -\partial^2_{x} + V(x) - \epsilon_N \right) \psi$$

(134)

where $V(x)$ is defined setting $\beta = 2$ in (47) and $\epsilon_N = -\frac{(2m + \sigma^2)^2}{4\sigma^2}$ is the $N + 1$th energy level of the Morse potential.

We recall that the energy level and the eigenfunctions are given in (55). Because the initial condition for $\overline{\Pi}(z, t = 0)$ is a polynomial in $z$ of degree $N$, the initial wavefunction $\psi(x, t = 0)$ belongs to the subspace spanned by the $N + 1$ lowest levels of the Morse potential. Since the time evolution is reversed, it converges to the highest energy accessible which recovers (132).
It is interesting to note that the characteristic polynomial is linked to the fluctuating Stieltjes transform as:

\[ g(z, t) = \frac{1}{N} \partial_z \ln \Pi(z, t) \]  

(135)

which upon averaging over the noise leads to

\[ g(z, t) = \frac{1}{N} \partial_z \mathbb{E}[\ln \Pi(z, t)] \simeq \frac{1}{N} \partial_z \ln \Pi(z, t) := \overline{g}(z, t) \]  

(136)

where the approximation is valid in the large \( N \) limit where the expectation value and the log can be exchanged. We introduce the notation \( \overline{g} \) for simplicity. The evolution of the expected characteristic polynomial in Eq. (131) gives, after some manipulations, an equation valid for any \( N \) for the evolution of \( \overline{g} \) defined in (136):

\[ \partial_t \overline{g}(z, t) = \partial_z \left( \left( -1 + z(-m + (N - 1)\sigma^2) \right) \overline{g} - \frac{\sigma^2 N}{2} z^2 \overline{g} - \frac{\sigma^2}{2} z^2 \partial_z \overline{g} \right) \]  

(137)

Taking \( N \) large such that \( \overline{g} \simeq g \) with \( \sigma^2 = \tilde{\sigma}^2/N \) and neglecting terms of order \( 1/N \) we recover by a different method the evolution for the Stieltjes transform, which was obtained in the previous section in Eq. (127):

\[ \frac{\partial}{\partial t} g(z, t) = \frac{\partial}{\partial z} \left( -g + (\tilde{\sigma}^2 - m)zg - \frac{1}{2} \tilde{\sigma}^2 (zg)^2 \right) \]  

(138)

IV. LINKS WITH RIDER-VALKÓ AND GRABSCH-TEXIER

Our construction of Kesten matrices bears some similarities, but also some differences, with some matrix stochastic diffusions studied by Rider and Valkó on the one hand, and by Grabsch and Texier on the other. We discuss the precise relation between these models in the present section.

A. Rider-Valkó

Rider and Valkó define in [55] the following geometric \( N \times N \) drifted matrix Brownian motion \( M \):

\[ dM_t = \left( \frac{1}{2} - \mu \right) M_t dt + M_t dH_t, \quad M_0 = I \]  

(Itô)  

(139)

where the elements of the Brownian matrix \( H_t \) are \( N^2 \) independent real Brownian motions, in contrast with the Hermitian symmetry assumed in this work, with real (\( \beta = 1 \)) or complex (\( \beta = 2 \)) elements.

Since \( M \) is not symmetric, the authors study the law of \( (MM^T)_x \). To this aim, they define the process \( Q_t = M_{-t}^{-1} \left( \int_{-t}^{\infty} M_s M_s^T ds \right) M_{-t}^T \) for negative time \( t \), and show that it obeys the Itô SDE:

\[ dQ_t = \left( (1 + tr Q_t)I + (1 - 2\mu)Q_t \right) dt - dH_t Q_t + Q_t dH_t^T \]  

(Itô)  

(140)

The stationary distribution of this SDE, i.e. the law of \( Q_0 = \int_{0}^{\infty} M_s M_s^T ds \), is proved to be the following inverse-Wishart distribution:

\[ \gamma_{2k-1}(X) \propto (\det X)^{-\mu-1-\frac{k+1}{2}} e^{-\frac{1}{2} tr X^{-1}} \]  

(141)

As mentioned in the introduction, their work is an extension to the matrix realm of the Dufresne identity which gives the distribution of the exponential Brownian functional (14) as an inverse-gamma law.

B. Grabsch-Texier

In [57], Grabsch and Texier study topological phase transitions occurring in a multichannel random wire modelled by a random-mass Dirac equation. They introduce the Riccati matrix \( Z_t \) which follows the SDE:

\[ dZ_t = (-Z_t^2 + k^2 I - \mu GZ_t - \mu Z_t G) dt + \sigma_\beta(Z_t dB_t + dB_t Z_t) \]  

(Strattonovich)  

(142)
where both symmetry cases $\beta = 1, 2$ are considered, such that the matrix $Z$ is symmetric for $\beta = 1$ and Hermitian for $\beta = 2$. $B_t$ is a matrix Brownian motion with correlations given by $G$. In the case where $G = I$, $B_t$ is identical to the one used in this work, see definition below Eq. (27), provided one sets $\sigma_\beta = \sqrt{\beta/2}$. We note here the time variable as $t$ in order to respect the conventions of our paper, but the evolution parameter is in fact the position $x$ along the longitudinal direction of the disordered wire.

Notice that this stochastic equation is given with the Stratonovich prescription, contrary to the Itô prescription chosen for all SDEs in this work and in [55]. We recall that the Itô and Stratonovich prescriptions are two different ways to interpret a SDE with multiplicative noise such as $Z_tdB_t$. $Z_t$ and $dB_t$ are taken to be statistically independent under Itô, whereas they are not independent under Stratonovich, see [88] for a pedagogical introduction.

Using the Fokker-Planck operator acting on the entries of the matrix $Z$, Grabsch and Texier demonstrate that the matrix diffusion for $Z$ admits the following stationary distribution (for $\sigma_\beta = \sqrt{\beta/2}$):

$$f(Z) \propto (\det Z)^{-\frac{\mu-1-\beta}{2} \frac{N+1}{2}} e^{-\frac{1}{4\sigma_\beta^2} \text{tr} \{ G^{-1}(Z + k^2 Z^{-1}) \} }$$

(143)

Let us take the special case $G = I$. After the change of variables $\{ Z, k^2 \} \rightarrow \{ \epsilon Z, \epsilon \}$ the SDE becomes in the $\epsilon \rightarrow 0$ limit:

$$dZ_t = (I - 2\mu Z_t) dt + \sigma_\beta (Z_t dB_t + dB_t Z_t) \quad \text{(Stratonovich)}$$

(144)

which admits as a consequence the following stationary distribution, restoring the parameter $\sigma_\beta$ for future comparisons:

$$\tilde{f}(Z) \propto (\det Z)^{-\frac{\beta}{2\sigma_\beta^2} \frac{\mu-1-\beta}{2} \frac{N+1}{2}} e^{-\frac{\beta}{4\sigma_\beta^2} \text{tr} Z^{-1}}$$

(145)

In a recent work [58], Grabsch and Texier encountered the SDE (144) in a different problem: the evolution of the (symmetrized) Wigner-Smith time delay matrix $\tilde{Q}$ of a multi-channel disordered wire, where the size $L$ of the disordered region plays the role of the time parameter in the SDE. More precisely, the scattering process is defined by a Schrödinger equation with random potential coupling the disordered region to the $N$ channels. Their work generalizes a problem which is known to coincide in the case $N = 1$ with the Brownian exponential functional that we presented in equation (14). In the general $N$ case, they show that the symmetrized Wigner-Smith matrix $\tilde{Q}$ can be written as:

$$\tilde{Q}_t = X_t \left( \int_0^t ds X_s^{-1} (X_s^\dagger)^{-1} \right) X_t^\dagger$$

(146)

where $X_t$ follows the following Stratonovich flow:

$$dX_t = (-\mu + \sigma_\beta dB_t) X_t \quad \text{(Stratonovich)}$$

(147)

such that $\tilde{Q}_t$ satisfies the SDE (144) where $Z_t$ is replaced by $\tilde{Q}_t$. They rewrite (146) by defining $\Lambda_t^\dagger = X_t X_{t-s}^{-1}$, which satisfies $d\Lambda_s = (-\mu + \sigma_\beta dB_s) \Lambda_s$ in Stratonovich prescription, where $dB_s = dB_{t-s}$. Using a reordering $s \rightarrow t - s$ in (146), similar to the one explained for the scalar case in Footnote 1, they obtain:

$$\tilde{Q}_t \overset{\text{law}}{=} \int_0^t \Lambda_s^\dagger \Lambda_s ds$$

(148)

As a result they show that both $\tilde{Q}_t$ and the r.h.s. of Eq. (148) are distributed as (145) in the limit of large time.

As pointed out by Grabsch and Texier, this is very close to the results of Rider and Valkó in the real case ($\beta = 1$) as can be seen by comparing the stationary distributions (141) and (145) with $\sigma_\beta = \sqrt{\beta/2}$. Fixing $\beta = 1$, it is worth noting that the two SDEs (140) and (144) differ by a drift term $(Q + I \text{tr} Q) dt$ which can be shown to be exactly the drift obtained by transforming a Stratonovich SDE with noise term $ZdB + dBZ$ into an Itô SDE. The only difference is the absence of structure in the noise matrix $dH_t$ used by Rider and Valkó. Grabsch and Texier show in [58] that this is transparent at the level of the distribution. Indeed, the non-symmetric structure can be dealt with by gauging out the non-Hermitian part of $dH_t$ in a way that leaves the law of $\int_0^t M_i M_i^\dagger ds$ unaltered.

Since the expression of $\tilde{Q}$ as a matrix Brownian functional and the stationary distribution for SDE (144) were both established also in the complex Hermitian case ($\beta = 2$) by Grabsch and Texier, their work is in fact an extension of the matrix Dufresne identity to the complex case.
C. Connections with the present work

The works by Rider-Valkó and Grabsch-Texier are closely interconnected since they study the same matrix diffusion, as we have seen from the SDEs or from the Brownian functional expression. This latter point of view is naturally related to the Kesten recursion as was shown for the scalar case in 1B. However, instead of defining the matrix Kesten problem from the Brownian functional, we have chosen in this work to study the recursion (20). We showed that, in the continuous limit, this recursion yields the SDE (27):

$$dU_t = (I + mU_t) dt + \sigma \sqrt{U_t} dB_t \sqrt{U_t} \quad \text{(Itô)}$$

(149)

This is close to the diffusion of Rider-Valkó and Grabsch-Texier, as the drift terms are essentially the same, but there is a crucial difference in the noise term, which is $\sqrt{U} dB \sqrt{U}$ instead of $U dB + dBU$.

Remarkably, although these two matrix processes are different, the eigenvalue processes are actually identical provided one compares Eq. (149) in Itô prescription and Eq. (144) in Stratonovitch prescription, with some correspondence between the parameters. This is showed in Appendix A where we study the joint evolution of the eigenvalues in the Grabsch-Texier model (which was not studied in [57, 58]). We find that we can identify the eigenvalues of $U_t$ and those of $Z_t$ if we set $\sigma = \frac{\sigma^2}{2}$ and $\mu = -\frac{m}{2} + \frac{\sigma^2}{4}(N + 2 - \beta)$. Inserting these values in the stationary distribution (145) reproduces exactly our result (38) for $\beta = 1/2$.

The evolution processes of the eigenvectors, however, have no obvious reason to be related. Since the stationary matrix measure is isotropic in both cases, the two models converge to the identical inverse-Wishart distribution.

We see that there is a subtle interplay between the form of the noise and the prescription used, such that terms of the Stratonovitch-Itô drift combine with the perturbative eigenvalue drift to recover the same eigenvalue flow.

As the last note on relations to other works, let us finally mention that our Fokker-Planck equation (29) appears in a very recent work of Ossipov [59] related to the Wigner-Smith time-delay matrix evolution in a multichannel disordered wire. Indeed, see Eq. (8) of this work, where the interaction term $\frac{\tau^2}{\tau_i - \tau_k}$ is equal to the interaction term of Eq. (29) plus a term proportional to $\tau_i$. In our notations, the work in Ref. [59] is restricted to the case $m = 0$ and $\tau = 1/\sqrt{2N}$, with null initial condition. In this special case and for large $N$, the author obtains the solution of the Stieltjes transform evolution equation, by a mapping to a Burgers equation. We extend this result by solving Eq. (127) with arbitrary parameters $m, \sigma$ and arbitrary initial condition in Appendix E. We stress that the finite $N$ evolution equation solved in [59] lacks a noise term, such that it does not qualify as a solution of the finite $N$ diffusion problem.

D. Stochastic generalization : the matrix Bougerol identity

Bougerol’s identity is a probabilistic result related to Dufresne’s identity, which gives the law of the same Brownian exponential functional of Eq. (14) where one replaces the integral by a stochastic integral with respect to an independent Brownian motion $w^\nu_t$ (with drift $\nu$). It states that the law of

$$V_\infty \overset{\text{law}}{=} \int_0^\infty e^{\gamma t + \nu w_t} dw_t^{(\nu)}$$

(150)

is characterized by the density

$$P(V_\infty) \propto e^{2\nu \arctan(V_\infty)} \left(1 + V_\infty^2\right)^{\frac{1}{2} - \gamma}.$$  

(151)

Note that the heavy tail at $V_\infty$ has the same power-law exponent as $U_\infty$ in the Dufresne case, see Eq. (18). This result has recently been extended to the matrix case by Assiotis in [89], where it was showed that the matrix analogue of (150) is distributed according to a Hua-Pickrell measure, the natural matrix extension of the generalized Cauchy measure of the scalar case (151). The authors of the present paper believe that a generalized Kesten recursion

$$Z_{n+1} = \sqrt{\nu \epsilon I + \sqrt{\epsilon} C_n + Z_n \xi_n \sqrt{\nu \epsilon I + \sqrt{\epsilon} C_n + Z_n}}$$

(152)

where $C_n$ is a standard GOE or GUE, would allow to explore this stochastic generalization. We conjecture that the Hua-Pickrell measure is the stationary distribution of the generalized Kesten recursion in the limit $\epsilon \to 0$ and leave the study for a future work.
V. CONCLUSION

In this paper we have proposed and studied an extension of the celebrated Kesten recursion and random variable $1 + z_1 + z_1z_2 + \ldots$ to $N \times N$ positive defined real ($\beta = 1$) and Hermitian ($\beta = 2$) matrices, the scalar case being recovered for $N = 1$. By studying the evolution of the matrix eigenvalues we have shown that the salient feature of the Kesten variable, i.e. the spontaneous generation of a heavy tail distribution, persists in the case of matrices for any $N$, while at large $N$ the effects of the correlations and of the spectral rigidity, familiar in random matrix theory, also become important.

We have studied in details the continuum limit of the Kesten recursion, which is related to the exponential functional of the Brownian motion. In the matrix case, we have derived the Fokker-Planck equation which describes the flow of the eigenvalues and obtained the stationary distribution limit. It shows that for the continuum matrix Kesten recursion the stationary matrix distribution is given by the inverse Wishart ensemble for any $N$, which generalizes the classical results of Dufresne and of two of the present authors for $N = 1$. By relating the Fokker-Planck equation to an imaginary time Schrödinger problem, we have shown that the evolution of the eigenvalues, under a simple transformation, maps onto the quantum evolution of $N$ fermions in a Morse potential. Although both cases are presumably integrable, in the Hermitian case $\beta = 2$ the fermions are non-interacting, leading to a simple solution for the dynamics of the original eigenvalues. We showed that the above mentioned stationary state for the Kesten recursion can be retrieved from the ground state of the fermion system.

Since it is an interesting problem in its own right, we have explored in details the physics of the ground state of $N$ non-interacting fermions in the Morse potential. In principle this system can be realized in cold atom experiments, where the fermions are trapped in potentials of tunable shape. Although the Morse potential has only a finite number of bound states, and can accommodate only a finite number of fermions, one can tune its parameters so that this number is large. In the large $N$ limit the Fermi gas develops two edges and we have computed the scaling forms of the density and correlations in the bulk and near the edges. These can be related, via some (a priori non obvious) transformation, to the Marcenko-Pastur distribution and to the correlations in the Wishart-Laguerre ensemble. If we specify the parameters of the Morse potential to be relevant for the matrix Kesten problem, we find two distinct large $N$ scaling limits, depending on whether the variance of the noise is scaled as $1/N$ or remains $O(1)$. In the first case (weak noise) the two spectral edges are “soft” and the correlations at these edges are described by the Airy kernel. In the second case (strong noise) the right edge is pushed to infinity. The largest eigenvalues (which correspond to the fermions at the far right) are described by the Bessel determinantal point process, i.e. the physics of the “hard edge” in random matrix theory. Remarkably, this provides a precise description of the many body correlations of the heavy tail of the matrix Kesten recursion. Note that these results for non-interacting fermions were obtained from the case $\beta = 2$. In the case $\beta = 1$, the fermions have in addition a Sutherland type interaction, and we have obtained the explicit form of their ground-state wavefunction.

Finally, we have shown that the matrix Kesten recursion proposed in the present work, although distinct from those studied by Rider and Valko and by Grabsch and Texier, share the same distribution of eigenvalues in its continuum limit (modulo some subtleties with Itô and Stratonovich prescriptions that we elucidated). It is thus rewarding that a universal behavior seems to emerge in that problem.

The present work leaves open several questions and suggests some interesting extensions. First, concerning the discrete matrix recursion we have been able to derive exact results only in the large $N$ limit, using free probability theory. A self-consistent equation for the $S$-transform of the Kesten matrix was obtained in the stationary limit. We have not been able to solve this equation, except in the case of the continuum limit. It would thus be nice to study this equation further, and also to extend the analysis to finite $N$. In particular, a problem which remains open is whether the remarkably simple condition $E(z^\nu) = 1$, which determines the heavy tail exponent $\nu$ for the scalar case $N = 1$, has any analog in the matrix case.

Let us finish by recalling our initial motivation for studying the present model, which is to explore possible matrix (non-commuting) generalizations of the famous directed polymer problem (which is related to the KPZ stochastic growth equation). The directed polymer problem amounts to study sums over a set of paths of products of scalar weights along these paths. The idea is to replace these weights by random matrices. Such objects already appeared, e.g. in Chalker-Coddington type of models for localization in $d = 2$ [90]. In the case of positive definite matrix weights however, it has only been studied very recently [56]. Note also an operator generalization, which also recently appeared in the context of stochastic quantum spin chains [91]. We hope that the present study will also stimulate progress in these directions.
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Appendix A: Perturbative evolution for eigenvalues

Let \( dH_t \) a matrix with entries \( \sqrt{dt} \xi_{i,j} \) with \( \xi_{i,j} \sim \mathcal{N}(0,1) \) iid. Letting \( \{ |v_i| \} \) an orthonormal basis of vectors, we define \( A_{i,j} = \langle v_i | dH_t | v_j \rangle \), which is a Gaussian variable as a linear combination of independent Gaussian variables. Furthermore \( A_{i,j} \) and \( A_{i’,j’} \) with a different pair of indices are independent, indeed we have:

\[
\begin{align*}
E[A_{i,j}] &= 0 \\
E[A_{i,j}^2] &= \langle v_i | v_j \rangle = 1 \\
E[A_{i,j}A_{i’,j’}] &= \langle v_i | v_{i’} \rangle \langle v_j | v_{j’} \rangle = \delta_{i,i’} \delta_{j,j’}
\end{align*}
\]

Using these notations, let us compute the perturbation theory for eigenvalue evolution in the Matrix Kesten model.

1. Symmetric case \( \beta = 1 \)

In the symmetric case, the noise matrix is \( dB_t = \frac{dH_t + dH_t^T}{\sqrt{2}} \). Let us truncate the matrix evolution of the model studied in this paper and keep only the noise term:

\[
dU_t = \sigma \sqrt{U_t} dB_t \sqrt{U_t} = \sigma \sqrt{U_t} \left( \frac{dH_t + dH_t^T}{\sqrt{2}} \right) \sqrt{U_t}
\]

The evolution of eigenvalue \( \lambda_i \), with corresponding eigenvectors \( \{ |v_{i,t}| \} \), can be expressed perturbatively [92] as:

\[
\lambda_{i,t+dt} = \lambda_{i,t} + \sigma \langle v_{i,t} | \sqrt{U_t} \left( \frac{dH_t + dH_t^T}{\sqrt{2}} \right) \sqrt{U_t} | v_{i,t} \rangle + \sum_{1 \leq j \leq N, j \neq i} \frac{\langle v_{j,t} | \frac{dH_t + dH_t^T}{\sqrt{2}} | v_{i,t} \rangle^2}{\lambda_{i,t} - \lambda_{j,t}}
\]

\[
\lambda_{i,t+dt} = \lambda_{i,t} + \sigma \lambda_{i,t} \langle v_{i,t} | \frac{dH_t + dH_t^T}{\sqrt{2}} | v_{i,t} \rangle + \sigma^2 \sum_{1 \leq j \leq N, j \neq i} \frac{\lambda_{i,t} \lambda_{j,t} \langle v_{j,t} | \frac{dH_t + dH_t^T}{\sqrt{2}} | v_{i,t} \rangle^2}{\lambda_{i,t} - \lambda_{j,t}}
\]

From the independence relations of the \( A_{i,j} \) variables, let us define independent \( \eta_{i,j} \) variables following a \( \mathcal{N}(0,1) \) law:

\[
\langle v_{i,t} | \frac{dH_t + dH_t^T}{\sqrt{2}} | v_{j,t} \rangle = \sqrt{dt} \left( \frac{A_{i,j} + A_{j,i}}{\sqrt{2}} \right) = \sqrt{dt} \left\{ \begin{array}{ll} \sqrt{2} \eta_{i,j} & \text{if } i = j \\ \eta_{i,j} & \text{if } i \neq j \end{array} \right.
\]

The eigenvalue \( \lambda_i \) then evolves according to:

\[
\lambda_{i,t+dt} = \lambda_{i,t} + \sigma \lambda_{i,t} \sqrt{2dt} \eta_{i,i} + \sigma^2 \sum_{1 \leq j \leq N, j \neq i} \frac{\lambda_{i,t} \lambda_{j,t} \eta_{i,j}^2}{\lambda_{i,t} - \lambda_{j,t}} dt
\]

\[
d\lambda_{i,t} = \sigma \lambda_{i,t} \sqrt{2dt} \eta_{i,i} + \sigma^2 \sum_{1 \leq j \leq N, j \neq i} \frac{\lambda_{i,t} \lambda_{j,t}}{\lambda_{i,t} - \lambda_{j,t}} dt + \sigma^2 \sum_{1 \leq j \leq N, j \neq i} \frac{\lambda_{i,t} \lambda_{j,t} (\eta_{i,j}^2 - 1)}{\lambda_{i,t} - \lambda_{j,t}} dt
\]

Following [92], the last term can be discarded in the stochastic equation as it has zero mean and order \( dt^3 \) in the third moment. Finally, defining \( N \) independents Brownian motions \( \{ B_t \}_{1 \leq i \leq N} \), the evolution of the eigenvalues of \( U \) is:

\[
d\lambda_i = \sqrt{2} \sigma \lambda_i \ dW_i + \sigma^2 \sum_{1 \leq j \leq N, j \neq i} \frac{\lambda_i \lambda_j}{\lambda_i - \lambda_j} dt \quad (\text{Itô})
\]
2. Hermitian case $\beta = 2$

The previous computation extends to the Hermitian case by taking $dB_t = \frac{dH_t + dH_t^T + i(d\tilde{H}_t - d\tilde{H}_t^T)}{2}$ where $dH_t$ and $d\tilde{H}_t$ are independent samples of the same distribution. The perturbative evolution of eigenvalues can be computed as above. Indeed, defining $\eta_{i,j}$ and $\tilde{\eta}_{i,j}$ independent sets of standard gaussian variables:

$$
\left| \left\langle v_{j,t} \right| \frac{dH_t + dH_t^T + i(d\tilde{H}_t - d\tilde{H}_t^T)}{2} \right| v_{i,t} \right|^2 = \frac{1}{2} dt (\eta_{i,j}^2 + \tilde{\eta}_{i,j}^2) = dt + O(dt(\eta_{i,j}^2 + \tilde{\eta}_{i,j}^2 - 2)) \quad (A11)
$$

We conclude that the evolution of the eigenvalues of $U$ is, in the Hermitian case:

$$
d\lambda_i = \lambda_i \ dW_i + \sigma^2 \sum_{1 \leq j \leq N} \frac{\lambda_i \lambda_j}{\lambda_i - \lambda_j} dt \quad (\text{Itô}) \quad (A12)
$$

We conclude with the full evolution of the main text, by adding the drift that was left aside in this section. The perturbative evolution of eigenvalues of $U_t$ evolving according to (27) is given, in symmetric and Hermitian cases, by:

$$
d\lambda_i = (1 + m\lambda_i) \ dt + \sqrt{\frac{7}{\beta}} \sigma \lambda_i \ dW_i + \sigma^2 \sum_{1 \leq j \leq N} \frac{\lambda_i \lambda_j}{\lambda_i - \lambda_j} dt \quad (\text{Itô}) \quad (A13)
$$

3. Eigenvalue evolution of the Grabsch-Texier model

We derive the perturbative evolution of the set of eigenvalues of the matrix $Z_t$ evolving as the Grabsch-Texier model:

$$
dZ_t = (I - 2\mu Z_t) \ dt + \sigma_{\beta}(Z_t \ dB_t + dB_t Z_t) \quad (\text{Stratonovich}) \quad (A14)
$$

where the matrix is real symmetric ($\beta = 1$) or complex Hermitian ($\beta = 2$), and the noise matrix is structured as in Eq. (22):

$$
 dB_t = \frac{dH_t + dH_t^T}{\sqrt{2\beta}} + \frac{d\tilde{H}_t - d\tilde{H}_t^T}{2} \delta_{\beta = 2} \quad (A15)
$$

where $H_t$ and $\tilde{H}_t$ are, as above, both filled with $N^2$ independent standard real Brownian motions. This reproduces the noise correlations given in Eqs. (14-15) of [58] by setting $\sigma_{\beta}$ to $\sqrt{\frac{7}{\beta}}$ times a constant.

In order to derive the evolution of the eigenvalues, it is now convenient to take the matrix SDE (A14) to the Itô prescription, which gives:

$$
dZ_t = (I - 2\mu Z_t) \ dt + \sigma_{\beta}^2 (\text{tr}(Z_t) I + (N + 4 - 2\beta) Z_t) \ dt + \sigma_{\beta}(Z_t dB_t + dB_t Z_t) \quad (\text{Itô}) \quad (A16)
$$

This is obtained as follows. First one recalls that in Stratonovitch prescription, the noise part of (A14) has the form $\sigma_{\beta}(Z_t + \frac{\beta}{\pi} dB_t + dB_t Z_t + \frac{\beta}{\pi} Z_t)$). Then, expanding (at order $dt^{1/2}$) $Z_t + \frac{\beta}{\pi} (Z_t dB_t + dB_t Z_t)$ and using the noise structure given in (A15) leads to (A16).

Let us truncate the evolution as above and keep the noise term only $dZ_t = \sigma_{\beta}(Z_t dB_t + dB_t Z_t)$. The perturbative evolution of eigenvalue $\lambda_i$ is:

$$
\lambda_{i,t+dt} = \lambda_{i,t} + \sigma_{\beta} \left( v_{i,t} | Z_t dB_t + dB_t Z_t | v_{i,t} \right) + \sigma_{\beta}^2 \sum_{1 \leq j \leq N} \frac{\left| \left\langle v_{j,t} | Z_t dB_t + dB_t Z_t | v_{i,t} \right\rangle \right|^2}{\lambda_{i,t} - \lambda_{j,t}} \quad (A17)
$$

$$
= \lambda_{i,t} + \sigma_{\beta} \lambda_{i,t} \left( v_{i,t} | 2 dB_t | v_{i,t} \right) + \sigma_{\beta}^2 \sum_{1 \leq j \leq N} \frac{(\lambda_{i,t} + \lambda_{j,t})^2 \left| \left\langle v_{j,t} | dB_t | v_{i,t} \right\rangle \right|^2}{\lambda_{i,t} - \lambda_{j,t}} \quad (A18)
$$
From the noise structure (A15), we obtain with $2N^2$ independent $\eta_{i,j}$ and $\tilde{\eta}_{i,j} \sim \mathcal{N}(0,1)$ variables:

$$
\lambda_{i,t+dt} = \lambda_{i,t} + 2\sqrt{\frac{\beta}{2\beta}}\sigma_{\beta}\lambda_{i,t}\sqrt{dt}\eta_{i,t} + \frac{\sigma_{\beta}^2}{2\beta} \sum_{1 \leq j \leq N} \frac{(\lambda_{i,t} + \lambda_{j,t})^2}{\lambda_{i,t} - \lambda_{j,t}} \left( (\eta_{i,j} + \eta_{j,i})^2 + (\tilde{\eta}_{i,j} - \tilde{\eta}_{j,i})^2 \right) \delta_{\beta=2} \ dt
$$

(A19)

Adding finally the drift terms, the perturbative evolution of the eigenvalues $\lambda$ evolving under the Itô SDE (A16) (or equivalently the Stratonovitch SDE (A14)) is:

$$
d\lambda_i = (1 - 2\mu\lambda_i)dt + \sigma_{\beta}^2 \left( \sum_{1 \leq j \leq N} \lambda_j + (N + 4 - 2\beta)\lambda_i \right) dt + 2\sqrt{\frac{\beta}{2\beta}}\sigma_{\beta}\lambda_i dW_i + \frac{\sigma_{\beta}^2}{2\beta} \sum_{1 \leq j \leq N} \frac{(\lambda_i + \lambda_j)^2}{\lambda_i - \lambda_j} dt
$$

Reordering terms, we obtain:

$$
d\lambda_i = (1 + (\sigma_{\beta}^2(N + 2 - \beta) - \mu)2\lambda_i)dt + 2\sqrt{\frac{\beta}{2\beta}}\sigma_{\beta}\lambda_i dW_i + 4\sigma_{\beta}^2 \sum_{1 \leq j \leq N \ j \neq i} \frac{\lambda_i \lambda_j}{\lambda_i - \lambda_j} dt
$$

(Itô) (A21)

We recover the evolution obtained for our model in Eq. (A13) by fixing $\sigma_{\beta} = \frac{\sqrt{2}}{2}$ and $\frac{\sqrt{2}}{2}(N + 2 - \beta) - 2\mu = m$.

Appendix B: Free probability

1. RMT transforms and main results

Free probability theory is the study of free random variables, where freeness is a generalization of independence to non-commuting variables. We will not detail the definition of freeness further than stating that two large matrices are free if their eigenbasis are randomly rotated with respect to one another. For detailed introductions to the field and its application to random matrices, see [21, 23, 81–83]. In this Appendix section, we detail the main RMT and free probability tools that we use in this paper. Let us consider a large $N \times N$ matrix $M$, which has a one-cut spectrum with a density of eigenvalues $\rho = \frac{1}{N} \sum_{\lambda \in \text{Sp}(M)} \delta_{\lambda}$ such that:

$$
\text{supp}(\rho) = [a, b] \quad \int_a^b \rho(u)du = 1
$$

(B1)

A standard RMT object is the Stieltjes transform, defined on $\mathbb{C} \setminus [a, b]$:

$$
\mathfrak{g}(z) = \int_a^b \frac{\rho(u)}{z - u} \ du
$$

(B2)

We note that the density can be retrieved from the Stieltjes transform as:

$$
\rho(u) = \frac{1}{\pi} \lim_{\eta \to 0^+} \text{Im} \left( \mathfrak{g}(u - i\eta) \right)
$$

(B3)

We also give the following scaling and inverting properties of $\mathfrak{g}$ (if $M$ is invertible):

$$
\mathfrak{g}_{aM}(z) = \frac{1}{a} \mathfrak{g}_M \left( \frac{z}{a} \right)
$$

(B4)

$$
1 = z \mathfrak{g}_M(z) + \frac{1}{z} \mathfrak{g}_{M^{-1}} \left( \frac{1}{z} \right)
$$

(B5)

The behaviour of $\mathfrak{g}$ at infinity is clear from the definition, as well as the general series expansion in terms of the moments $\varphi_k$ of $M$, with $\varphi_k = \frac{1}{N} \text{tr}(M^k) = \int_a^b u^k \rho(u)du$ for $k \geq 1$:

$$
\mathfrak{g}(z) \sim_{|z| \to \infty} \frac{1}{z} \quad \mathfrak{g}(z) = |z| \to \infty \frac{1}{z} + \sum_{k=1}^{\infty} \frac{\varphi_k}{z^{k+1}}
$$

(B6)
The moment generating function, or $T$-transform, is then:

$$T(z) = z g(z) - 1 = \int_{a}^{b} \frac{u \rho(u)}{z - u} du = \sum_{k=1}^{\infty} \frac{\varphi_k}{z^k}$$  \hspace{1cm} (B7)

and has the following scaling property:

$$T_{aM}(z) = T_M\left(\frac{z}{a}\right)$$  \hspace{1cm} (B8)

The $B$ (or Blue) transform is defined as the functional inverse of the Stieltjes transform $B(g(z)) = z$ for all $z$ in $\mathbb{C}\setminus[a, b]$, and the $R$-transform is defined as:

$$R(\omega) = B(\omega) - \frac{1}{\omega}$$  \hspace{1cm} (B9)

From the scaling property of $g$, we obtain scaling properties for $B$ and $R$:

$$B_{aM}(\omega) = aB_M(a\omega)$$  \hspace{1cm} (B10)

$$R_{aM}(\omega) = aR_M(a\omega)$$  \hspace{1cm} (B11)

It can be shown that the $R$-transform admits a Taylor expansion as $\omega \to 0$:

$$R(\omega) = \sum_{k=1}^{\infty} \kappa_k \omega^{k-1}$$  \hspace{1cm} (B12)

where the coefficients $\kappa_k(M)$ are the free cumulants of $M$, which can be expressed in terms of the moments $\varphi_k$ in a different way from cumulants in standard probability theory. The definition of free cumulants and their combinatorial interpretation in terms of non-crossing partitions can be found in [21, 81, 93]. An important result from free probability theory is the additivity of free cumulants for the sum of two free matrices $A$ and $B$, i.e. for all $k$:

$$\kappa_k(A + B) = \kappa_k(A) + \kappa_k(B)$$  \hspace{1cm} (B13)

Additivity then extends to the $R$-transforms of free matrices $A$ and $B$:

$$R_{A+B}(\omega) = R_A(\omega) + R_B(\omega)$$  \hspace{1cm} (B14)

This is usually referred to as Voiculescu’s free addition. A similar result holds for free multiplication, that we now turn to. In this regard, we define the $S$-transform as:

$$S(\omega) = \frac{\omega + 1}{\omega T^{-1}(\omega)}$$  \hspace{1cm} (B15)

where $T^{-1}$ is the functional inverse of the $T$-transform. From the scaling property of $T$, we obtain:

$$S_{aM}(\omega) = \frac{1}{a} S_M(\omega)$$  \hspace{1cm} (B16)

We state the following relations between $S$ and $R$ transforms:

$$S(\omega) = \frac{1}{R(\omega S(\omega))}$$  \hspace{1cm} (B17)

$$R(\omega) = \frac{1}{S(\omega R(\omega))}$$  \hspace{1cm} (B18)

The main free probability result that we use in this paper is the following: for two free self-adjoint matrices $A$ and $B$, the self-adjoint product $M = A^{1/2}BA^{1/2}$ verifies the following factorization property on the $S$ transforms [21, 79]:

$$S_M(\omega) = S_A(\omega) \times S_B(\omega)$$  \hspace{1cm} (B19)

This is the free multiplication, or free multiplicative convolution, theorem, expressed here for the self-adjoint product of free random matrices.
Note that the $S$-transform can be expressed as a function of the moments $\varphi_k$ as

$$S(\omega) = \frac{\omega + 1}{\omega} \left( \sum_{k=1}^{\infty} \varphi_k \omega^k \right)^{< -1 >} \tag{B20}$$

where subscript $< -1 >$ denotes the operation of taking the inverse with respect to composition of formal power series. To invert that relation and obtain the moments from the expansion of $S(\omega)$ in powers of $\omega$ one can write, denoting $z = T^{-1}(\omega)$:

$$\frac{1}{z} = \frac{\omega S(\omega)}{\omega + 1} = \text{series in } \omega \tag{B21}$$

One then inverts this series, and obtains $\omega$ as a series in $1/z$ whose coefficients are the moments, i.e. $\omega = \sum_{k \geq 1} \varphi_k z^k = T(z)$.

It is interesting to note that the knowledge of the $S$-transform allows to find the position of the edges $\lambda_e$ of the spectrum. In generic cases these edges are determined by the roots $g_e$ of the equation

$$B'(g_e) = 0, \quad \lambda_e = B(g_e) \tag{B22}$$

From their definitions, one sees that the relation between the $B$ and $S$ transforms is obtained by eliminating $\omega$ in the following system:

$$B(g) = \frac{\omega + 1}{\omega S(\omega)} \tag{B23}$$
$$\omega = gB(g) - 1 \tag{B24}$$

As a consequence we find that the position of the edges are the solutions of the following system:

$$S(\omega_e) + \omega_e (\omega_e + 1)S'(\omega_e) = 0 \tag{B25}$$
$$\lambda_e = \frac{\omega_e + 1}{\omega_e S(\omega_e)}$$

One can check for instance that for $S(\omega) = 1 - \frac{\omega}{\sqrt{\varphi}}$ one recovers as solutions the two edges of the inverse-Wishart ensemble given in (C9). At order $\epsilon$ in the expansion (115), one recovers the edges given in (120).

2. $S$-transform of $\xi$

We obtain the $S$-transform of the noise matrix $\xi = (1 + m \epsilon)I + \sigma \sqrt{\epsilon} \frac{B}{\sqrt{N}}$ considered in the text, where we assume $1 + m \epsilon > 0$. Here $\frac{B}{\sqrt{N}}$ is a symmetric Wigner matrix with semi-circle eigenvalue density with support $[-2, 2]$. Its Stieltjes transform is $g(z) = \frac{1}{2} \left( 1 - \sqrt{1 - \frac{4}{z^2}} \right)$ and its $R$-transform is: $R_{\frac{B}{\sqrt{N}}}(\omega) = \omega$. By free sum of a scaled identity and a scaled Wigner matrix, the $R$-transform of $\xi$ is:

$$R_\xi(\omega) = 1 + m \epsilon + \sigma^2 \epsilon \omega \tag{B26}$$

We deduce from (B17) the $S$-transform of the noise matrix $\xi$:

$$S_\xi(\omega) = \frac{-1 - m \epsilon + \sqrt{(1 + m \epsilon)^2 + 4 \sigma^2 \epsilon \omega}}{2 \sigma^2 \epsilon \omega} \tag{B27}$$

where the correct square-root branch is chosen here such that $S$ has a regular behaviour as $\omega \to 0$. In this region, we have then $S(\omega) = \frac{1}{1 + \epsilon m} - \frac{\epsilon m \omega}{(1 + \epsilon m)^2} + O(\omega^2)$.

Appendix C: Wishart and inverse-Wishart distributions

1. The Wishart ensemble

The Wishart ensemble consists of $N \times N$ matrices $M = X^\dagger X$ where $X$ is a $T \times N$ matrix ($T \geq N$ if $T$ and $N$ are integers, $T > N - 1$ in the general case) with independent entries following a real centered gaussian law of variance
The inverse-Wishart matrix probability density, with the same normalization constant $Q$.

The matrix distribution of $X$ is $P(X) \propto e^{-C \frac{2}{N} \text{tr}(X^T X)}$, and taking into account the Jacobian of the transformation $X \to M$ we obtain the Wishart matrix distribution of $M$:

$$P_w(M) = Q_{T,N,C,\beta} \det(M)^{\frac{q}{2}(T-N+1)-1} e^{-C \frac{2}{N} \text{tr} M}$$

where the normalization constant $Q_{T,N,C,\beta}$ is:

$$Q_{T,N,C,\beta} = \left( \frac{C\beta}{2} \right)^{\frac{NT}{2}} \prod_{j=1}^{N} \frac{\Gamma \left( \frac{1}{2}(T-N+j) \right)}{\Gamma \left( \frac{1}{2}(T-N+j)\right)} = \left( \frac{C\beta/2}{2} \right)^{\frac{NT}{2}} \Gamma_{N,\beta} \left( \frac{q}{2}T \right)$$

where the generalized multivariate Gamma function is $\Gamma_{N,\beta}(a) = \frac{\pi^{\frac{N(N-1)}{2}}}{\Gamma^N \prod_{j=1}^{N} \Gamma (a-\frac{N-1}{2})}$. The joint eigenvalue distribution is, with the same normalization constant $K$.

$$P_w(\lambda) = K_{T,N,C,\beta} \left| \Delta(\lambda) \right|^{N} \prod_{i=1}^{N} \lambda_i^{\frac{q}{2}(T-N+1)-1} e^{-C \frac{2}{N} \sum_{i=1}^{N} \lambda_i^2}$$

where the normalization constant $K_{T,N,C,\beta}$ is:

$$K_{T,N,C,\beta} = \left( \frac{C\beta}{2} \right)^{\frac{NT}{2}} \prod_{j=1}^{N} \frac{\Gamma \left( \frac{1}{2}(T-N+j) \right)}{\Gamma \left( \frac{1}{2}(T-N+j)\right)} = \left( \frac{C\beta/2}{2} \right)^{\frac{NT}{2}} \Gamma_{N,\beta} \left( \frac{q}{2}N \right) \Gamma_{N,\beta} \left( \frac{q}{2}T \right)$$

In the limit of large $N$ and $T$ with $\frac{q}{N} = q$ fixed, and with the usual convention $C = 1$, the Empirical Spectral Distribution (ESD) of the rescaled matrix $\frac{1}{T} M$ converges to the Marcenko-Pastur distribution:

$$\rho_{+M}(\lambda) = \frac{1}{N} \sum_{i=1}^{N} \delta(\lambda - \lambda_i) \rightarrow \rho_{\text{MP}}(\lambda) = \frac{\sqrt{4q - (\lambda + q - 1)^2}}{2q\pi\lambda}, \quad \lambda \in [(1 - \sqrt{q})^2, (1 + \sqrt{q})^2]$$

This limit distribution is characterized by the following Stieltjes, $\mathcal{R}$ and $\mathcal{S}$ transforms:

$$\mathcal{S}_{\text{MP}}(\omega) = \frac{1}{1 - q\omega} \quad \mathcal{S}_{\text{MP}}(\omega) = \frac{1}{1 + q\omega}$$

### 2. The inverse-Wishart ensemble

The inverse-Wishart distribution is the distribution of $M = W^{-1}$, where $W$ follows the Wishart distribution, with the parameters defined above. Taking into account the Jacobian of the $M \to M^{-1}$ transform, we obtain the inverse-Wishart matrix probability density, with the same normalization constant $Q_{T,N,C,\beta}$:

$$P_{iw}(M) = Q_{T,N,C,\beta} \det(M)^{-\frac{q}{2}(T-N+1)-1} e^{-C \frac{2}{N} \text{tr} M^{-1}}$$

The corresponding joint eigenvalue distribution is, with the same normalization constant $K_{T,N,C,\beta}$:

$$P_{iw}(\lambda) = K_{T,N,C,\beta} \left| \Delta(\lambda) \right|^{\frac{N}{2}} \prod_{i=1}^{N} \lambda_i^{-\frac{q}{2}(T-N+1)-1} e^{-C \frac{2}{N} \sum_{i=1}^{N} \lambda_i}$$

In the limit of large $N$ and $T$ with $\frac{q}{N} = q$ fixed, and with the usual convention $C = 1$, the ESD of the rescaled matrix $(1 - q)T \times M$ then converges to the inverse Marcenko-Pastur distribution:

$$\rho_{(1-q)T \times M}(\lambda) = \frac{1}{N} \sum_{i=1}^{N} \delta(\lambda - \lambda_i) \rightarrow \rho_{\text{IM}}(\lambda) = \frac{K}{\pi \lambda^2} \sqrt{(\lambda_+ - \lambda)(\lambda - \lambda_-)}, \quad \lambda \in [\lambda_-, \lambda_+]$$
where \( q = \frac{1}{2\sqrt{\pi+1}} \) and \( \lambda_k = \frac{1}{2} [\kappa + 1 \pm \sqrt{2\kappa + 1}] \). In addition to the rescaling by \( T \), which is obvious from the previous subsection, we insert an additional factor \( 1 - q \) such that the mean of the limit spectrum is 1. In the main text, we denote the rescaled matrix by \( \mathbf{M} = (1 - q) \mathbf{T} \times \mathbf{M} \). This limit distribution is characterized by the following Stieltjes, \( \mathcal{R} \) and \( \mathcal{S} \) transforms:

\[
\mathcal{G}_{\text{IMP}}(z) = \frac{z(\kappa + 1) - \kappa - \kappa \sqrt{z - \lambda_0} \sqrt{z - \lambda_+}}{z^2} \quad \mathcal{R}_{\text{IMP}}(\omega) = \frac{\kappa - \sqrt{\kappa(\kappa - 2\omega)}}{\omega} \quad \mathcal{S}_{\text{IMP}}(\omega) = 1 - \frac{\omega}{2\kappa}
\]

(C10)

From the joint eigenvalue density of the inverse-Wishart distribution, we can obtain the marginal density for the highest eigenvalue \( \lambda_1 \) in the limit where it is very large, with a factor \( N \) for the choice of the eigenvalue pushed to large values:

\[
P(\lambda_1) \sim N \frac{K_{T,N,C,\beta}}{K_{T+1,N-1,C,\beta}} \lambda_1^{-\frac{2}{N}(T-N+1)-1} \int |\Delta(\lambda_2, \cdots, \lambda_N)|^\beta \prod_{j=2}^{N} \lambda_j^{-\frac{2}{N}(T-N+1)-1} e^{-\frac{1}{2} \sum_{i=2}^{N} \lambda_i} \prod_{j=2}^{N} d\lambda_j
\]

(C11)

\[
= N \frac{K_{T,N,C,\beta}}{K_{T+1,N-1,C,\beta}} \lambda_1^{-\frac{2}{N}(T-N+1)-1} = \frac{N \Gamma(\beta/2)^{\frac{1}{N}(T-N+1)} \Gamma(1 + \frac{\beta}{2}) \Gamma(\frac{\beta}{2} (T + 1)) \lambda_1^{-\frac{2}{N}(T-N+1)-1}}{\Gamma(1 + \frac{\beta}{2} N) \lambda_1^{\frac{2}{N}(T-N+1)+1}}
\]

(C12)

Inserting in this equation the values for \( C, T \) given in (37) one obtains the equation (40) given in the text. For some results on the distribution of the smallest eigenvalue of the Wishart matrix, see [94].

We note that recent mathematical interest in the Wishart and inverse-Wishart ensembles has unveiled connections with the combinatorics of Hurwitz numbers [95, 96] and an explicit ergodic decomposition [97].

Appendix D: Morse potential

We review the single-particle quantum system in a Morse potential [68, 98]. We are looking to solve the following eigenproblem, where \( g > 0 \) and \( x_0 \) are two constants:

\[
\left( -\frac{\partial^2}{\partial x^2} + V(x) \right) \psi_k(x) = \varepsilon_k \psi_k(x) \quad V(x) = g^2 \left( e^{-2(x-x_0)} - 2e^{-(x-x_0)} \right)
\]

(D1)

Let us take \( z = 2ge^{-(x-x_0)} \) and define \( \phi(z) = z^{g-k-\frac{1}{2}} e^{-\frac{1}{2}z} f(z) \). Inserting this in the differential equation gives:

\[
\left( -\frac{\partial^2}{\partial x^2} + V(x) \right) \phi(2ge^{-(x-x_0)}) = \left( g - k - \frac{1}{2} \right)^2 \phi(z) - z^{g-k+\frac{1}{2}} e^{-z/2} \left[ zf''(z) + (2g - 2k - 2) f'(z) + kf(z) \right]
\]

(D2)

The eigenproblem is solved if \( f \) solves the generalized Laguerre equation \( 0 = zf''(z) + (2g - 2k - 2) f'(z) + kf(z) \) such that regularity conditions impose that \( f = L_k^{(2g-2k-1)} \) is a generalized Laguerre polynomial. The \( k \)-th eigenfunction is then:

\[
\psi_k(x) = N_k \left( 2ge^{-(x-x_0)} \right)^{g-k-\frac{1}{2}} e^{-ge^{-(x-x_0)}} L_k^{(2g-2k-1)} \left( 2ge^{-(x-x_0)} \right)
\]

(D3)

where \( N_k = \left[ \frac{1}{\Gamma(2g-2k)} \right]^{\frac{1}{2}} \) and \( k < g - \frac{1}{2} \). This is thus a state in the discrete spectrum, with corresponding eigenvalue:

\[
\varepsilon_k = - \left( g - k - \frac{1}{2} \right)^2
\]

(D4)

The maximum number of fermions that can be stacked in the discrete spectrum of the Morse potential is the largest integer \( N \) such that the last level exists i.e. \( N - 1 < g - \frac{1}{2} \iff N < g + \frac{1}{2} \). We denote this maximum occupation number by a strict integer part \( N = \lfloor (g + \frac{1}{2})^+ \rfloor \).

In addition to the discrete spectrum of bound states at negative energies \( \varepsilon_\epsilon \), there is a continuum of positive energy eigenstates \( \epsilon = p^2 > 0 \). One can check that the associated eigenfunctions are of the form \( \psi_p(x) \sim e^{(x-x_0)/2W_{g,ip}(2ge^{-(x-x_0)})} \) in terms of the Whittaker \( W \) function, such that \( \psi_p \) is a real function decreasing fast for \( x < 0 \) and oscillating for \( x > 0 \).
Putting all together we can write the Green’s function as follows [72]:

\[
G(x, x', t) = \sum_{k=0}^{\{g-\frac{1}{2}\}_{\text{p}}^+} \psi_k(x) \psi_k(x') e^{-(g-k-\frac{1}{2})^2 t} + \int_0^{\infty} \frac{dp}{2g\pi^2} p \sinh(2\pi p) |\Gamma(ip - g + \frac{1}{2})|^2 e^{-\frac{p^2}{4} - x_0} W_{g, ip}(2ge^{-(x-x_0)}) W_{g, ip}(2ge^{-(x'-x_0)}) e^{-p^2 t}
\] (D5)

We point to [99] for an expression of this Green’s function in path integral form.

**Appendix E: Exact solutions for the evolution of \( S \) and Stieltjes transforms**

1. \( S \)-transform

In this Appendix we study the evolution equation (109) for the \( S \) transform, first to linear order near the stationary solution and next in an exact manner using an hodograph transformation.

Recalling the stationary solution \( S_{\text{stat}}(\omega) = -m - \frac{\sigma^2}{2} \omega \) and writing \( S(\omega, t) = S_{\text{stat}}(\omega) + \Delta S(\omega, t) \), we have the following equation for \( \Delta S \):

\[
\frac{\partial}{\partial t} \Delta S(\omega, t) = -(\Delta S(\omega, t) + S_{\text{stat}}(\omega)) \frac{1}{\partial \omega} (\omega \Delta S(\omega, t))
\] (E1)

Expanding to linear order in \( \Delta S \), one obtains a linear differential equation whose solution is given in (114).

An exact solution of the non-linear equation (109) can be obtained using the hodograph transform, we point to [100] for a general presentation of the technique. The result is given in an implicit form for \( \Delta S(\omega, t) \) as

\[
\sqrt{2\omega \Delta S(\omega, t)} + \frac{(\sigma m)^2}{2} = \tanh \left( \frac{\sigma}{2} \sqrt{2\omega \Delta S(\omega, t) + (\sigma m)^2} \right)
\] (E2)

where the function \( \Omega(u) \) is obtained by inverting

\[
\omega = \Omega(u) \quad \Leftrightarrow \quad u = 2\omega \Delta S_0(\omega)
\] (E3)

This result is obtained as follows. Let us rewrite the equation (109)

\[
\omega S \partial_\omega S + \partial_t S + \sigma^2 \omega S + mA = 0
\] (E4)

We now perform the hodograph transformation, that is we take \( S \) and \( \omega \) as variables and consider \( t(\omega, S) \). The rules for the partial derivatives are such that \( \partial_t S = \frac{1}{\sigma S} \) and \( \partial_\omega t = -\frac{2\sigma S}{\sigma S} \). The equation (E4) leads to

\[
S \omega \partial_\omega t - S(S + \sigma^2 \omega + m S) \partial_t = 1
\] (E5)

which is a first-order linear differential equation for the function \( t(\omega, S) \). Let us denote \( u(\omega, S) \) a solution of the homogeneous equation

\[
u(\omega, S) = \sigma^2 \omega^2 + 2\omega(S + m)
\] (E6)

A general method in first-order partial differential equations, see [101], consists in choosing now \( \omega \) and \( u \) as independent variables, i.e. we look for a solution of (E5) in the form

\[
\tilde{t}(\omega, S) = \tilde{t}(\omega, u(\omega, S))
\] (E7)

Using that \( u \) is a solution of (E5) setting the r.h.s. to zero, we obtain the following equation for the function \( \tilde{t}(\omega, u) \)

\[
S(\omega, u) \omega \partial_\omega \tilde{t} = 1 \quad \Rightarrow \quad \partial_\omega \tilde{t} = \frac{2}{u - \sigma^2 \omega^2 - 2mu}
\] (E8)

where \( S(\omega, u) = \frac{1}{2\sigma}(u - \sigma^2 \omega^2) - m \) is obtained from inverting \( u(\omega, S) \). The general solution of this equation is

\[
\tilde{t}(\omega, u) = \frac{2}{\sigma \sqrt{u + (\sigma m)^2}} \arctanh \left( \frac{\sigma \omega + \sigma m}{\sqrt{u + (\sigma m)^2}} \right) + \phi(u)
\] (E9)
Replacing now \( u = u(\omega, S) = \sigma^2 \omega^2 + 2\omega(S + m) \) we finally obtain the result announced above in (E2). The function \( \phi \) is determined from the initial condition \( \Delta S_0(\omega) = \Delta S(\omega, t = 0) \)

\[
\phi(u) = -\frac{2}{\sigma \sqrt{u + (\frac{m}{\sigma})^2}} \tanh \left( \frac{\sigma \Omega(u) + \frac{m}{\sigma}}{\sqrt{u + (\frac{m}{\sigma})^2}} \right)
\]  

(E10)

where the function \( \Omega(u) \) is obtained by inverting (E3). Putting all together we find

\[
t = \frac{2}{\sigma \sqrt{2\omega \Delta S(\omega, t) + (\frac{m}{\sigma})^2}} \tanh \left( \frac{\sigma(\omega - \Omega(2\omega \Delta S(\omega, t)))}{\sqrt{2\omega \Delta S(\omega, t) + (\frac{m}{\sigma})^2}} \right) - \left( \frac{\omega + \frac{m}{\sigma}}{\sqrt{2\omega \Delta S(\omega, t) + (\frac{m}{\sigma})^2}} \right) \right) \right)
\]

(E11)

which is finally equivalent to the result given in (E2).

2. Stieltjes transform

The same method can be applied to the Stieltjes transform. Starting from Equation (127) for \( g(z,t) \), we write a partial differential equation on the function \( t(z,g) \) using \( \partial_g t = \frac{1}{\partial_z g} \) and \( \partial_z t = -\frac{\partial_g g}{\partial_z g} \). One obtains the linear equation

\[
(1 + (m - \sigma^2)z + \sigma^2 z^2 g) \partial_z t - ((m - \sigma^2)g + \sigma^2 z^2 g^2) \partial_g t = 1
\]

(E12)

One homogeneous solution is found as :

\[
u(z, g) = g + (m - \sigma^2)zg + \frac{\sigma^2}{2}z^2 g^2
\]

(E13)

Inverting \( u(z, g) \) gives

\[
g(z,u) = -1 - \frac{(m - \sigma^2)z - z \sqrt{(1/z + (m - \sigma^2))^2 + 2\sigma^2u}}{\sigma^2 z^2}
\]

(E14)

where the branch is chosen in order to satisfy \( g(z) \sim \frac{1}{z} \) for \( z \to \infty \), with \( m < 0 \). Changing variables as \( t(z, g) \to t(z, u) \) in (E12) we obtain

\[
(1 + (m - \sigma^2)z + \sigma^2 z^2 g(z,u)) \partial_z t = 1
\]

(E15)

thus :

\[
\partial_z t = \frac{-1}{z \sqrt{(1/z + (m - \sigma^2))^2 + 2\sigma^2u}}
\]

(E16)

This integrates as :

\[
t(z,u) = \frac{-1}{\sqrt{2\sigma^2u + (m - \sigma^2)^2}} \arcsinh \left( \frac{(2\sigma^2 u + (m - \sigma^2)^2)z + m - \sigma^2}{\sigma \sqrt{2u}} \right) + \phi(u)
\]

(E17)

where \( \phi \) is an arbitrary function of \( u \) that can be determined from the initial condition at time \( t = 0 \).

Inserting the definition of \( u = u(z,g) \) from (E13) we obtain the exact solution for the Stieltjes transform \( g = g(z, t) \) in the implicit form by solving

\[
t = \frac{-1}{\sqrt{2\sigma^2 u + (m - \sigma^2)^2}} \arcsinh \left( \frac{(2\sigma^2 g + (\sigma^2 z g + (m - \sigma^2))^2)z + m - \sigma^2}{\sigma \sqrt{2\sigma^2(1 + (m - \sigma^2)^2)g + \sigma^4 z^2 g^2}} \right) + \phi(u(z, g))
\]

(E18)

It is possible to rewrite it using the initial condition \( g(z,t=0) = g_0(z) \). Let us define the function \( Z(u) \) such that

\[
u(z, g_0(z)) = g_0(z) + (m - \sigma^2)zg_0(z) + \frac{\sigma^2}{2}z^2 g_0(z)^2 = u \quad \leftrightarrow \quad z = Z(u)
\]

(E19)
Then the solution is
\[ g(z,t) = \frac{1 - (m - \tilde{\sigma}^2)z - z\sqrt{(1/z + (m - \tilde{\sigma}^2)^2) + 2\tilde{\sigma}^2U(z,t)}}{\tilde{\sigma}^2z^2} \]  
(E20)
where \( U(z,t) \) is obtained by inverting
\[ U(z,t) = u \quad \Leftrightarrow \]
\[ z = \frac{1}{A(u)} \left( -\tilde{\sigma}\sqrt{2u} \sqrt{1 + \frac{(A(u)Z(u) + m - \tilde{\sigma}^2)^2}{2\tilde{\sigma}^2u}} \sinh \left(t\sqrt{A(u)}\right) + (A(u)Z(u) + m - \tilde{\sigma}^2) \cosh \left(t\sqrt{A(u)}\right) - m + \tilde{\sigma}^2 \right) \]
(E21)
where we denote \( A(u) = (m - \tilde{\sigma}^2)^2 + 2\tilde{\sigma}^2u \) and we recall that \( Z(u) \) is defined in (E19) from the initial condition \( g_0 \).

One can check that the second equation in (E21) gives \( z = Z(u) \) for \( t = 0 \), which is equivalent to \( U(z,0) = u(z,g_0(z)) \) which, plugged in (E20), gives back \( g(z,t) = g_0(z) \). In the large time limit, the r.h.s. in the second equation diverges with respect to \( z \) going to \( \infty \), hence we recover the stationary value \( U(z,t \to \infty) = m - \frac{\tilde{\sigma}^2}{T} \) which in turn yields the stationary Stieltjes transform (128).

This solution reproduces the one obtained by Ossipov in Eq. (18) of [59] in the particular case \( m = 0 \), \( \tilde{\sigma} = 1/\sqrt{2} \) and \( r = t/2 \) plays the role of the time variable, with his \( z_0 = z_0(z,t) \) related to our \( u = U(z,t) \) by \( 1/z_0^2 = u + \frac{1}{4} \). Note that in [59] the solution is only given for the initial condition \( g_0(z) = 1/z \) while we have given here the solution for a general initial condition. In the limit \( t \to \infty \) (equivalently \( r \gg 1 \)), a scaling form was found in [59] in the case \( m = 0 \). Note however that a well-defined stationary solution does not exist then, since \( m = 0 \) is the critical case.

3. Time evolution equivalence of \( S \) and Stieltjes transforms

Let us show that the evolution equations obtained for the \( S \)-transform (109) and for the Stieltjes transform (127) are indeed equivalent. For ease of notation, let us drop the dependence on \( t \) for all functions and denote \( f = T^{-1} \) the functional inverse of the \( T \)-transform of \( U_t \) such that \( S(\omega) = \frac{\omega + 1}{\omega f(\omega)} \). Then, we obtain from (109):
\[ -\omega + \frac{1}{\omega f^2} \frac{\partial f}{\partial t} = \frac{\partial}{\partial t} S = -\omega + \frac{1}{\omega f(\omega)} \left( m + \tilde{\sigma}^2 \omega + \omega + \frac{1}{\omega f(\omega)} \frac{\omega f(\omega) - (\omega + 1)f'(\omega)}{\omega f'(\omega)} \right) \]
(E22)
Simplifying, this leads to:
\[ \frac{\partial}{\partial t} f = 1 + f(\omega) \left( m + \tilde{\sigma}^2 \omega \right) - \frac{(\omega + 1)f'(\omega)}{f(\omega)} \]
(E23)
Let us deduce the evolution of \( T = f^{-1} \), between two consecutive instants \( t_2 = t_1 + dt \). We know that:
\[ T^{-1}_t(\omega) - T^{-1}_t(\omega) = dt \left( 1 + f(\omega) \left( m + \tilde{\sigma}^2 \omega \right) - \frac{(\omega + 1)f'(\omega)}{f(\omega)} \right) \]
(E24)
Evaluating at \( \omega = T_{t_2}(z) = T_{t_1}(z) + dt \frac{\partial T}{\partial t} \):
\[ z - \left( z + dt \frac{\partial T}{\partial t} \times (T^{-1})'(T(z)) \right) = dt \left( 1 + z \left( m + \tilde{\sigma}^2 T(z) \right) - \frac{(T(z) + 1)(T^{-1})'(T(z))}{z} \right) \]
(E25)
Using \( (T^{-1})'(T(z)) = \frac{1}{T(z)} \), we obtain:
\[ \frac{\partial}{\partial t} T = \frac{T(z) + 1}{z} - T'(z) \left( 1 + z \left( m + \tilde{\sigma}^2 T(z) \right) \right) \]
(E26)
From the definition of \( T \) as \( T(z) = zg(z) - 1 \), we finally obtain the evolution of \( g \) as in Eq. (127):
\[ \frac{\partial}{\partial t} g = \frac{\partial}{\partial z} \left[ -g + (\tilde{\sigma}^2 - m) zg - \frac{1}{2} \tilde{\sigma}^2 z^2 g^2 \right] \]
(E27)

Appendix F: Moments

In this Appendix, we compute the evolution of the first moments in the discrete and continuous versions of the scalar and matrix Kesten models. For clarity, we recall the relatively standard results for the scalar case and in the matrix case we show that there are considerations of invariant theory, which are interesting as they constrain the stationary measure.
1. Discrete scalar case

The scalar Kesten recursion, with the regularization parameter $\epsilon$, is $Z_n = \xi_n (\epsilon + Z_{n-1})$ with the initial condition $Z_0 = 0$. Denoting $\varphi_{k,n} = \mathbb{E}[Z^k_n]$ the $k$th moment of the scalar random variable $Z_n$ and $\varphi_{k,\xi}$ the $k$th moment of $\xi$, we have the following recursion for the first moment:

$$\varphi_{1,n} = \varphi_{1,\xi}(\epsilon + \varphi_{1,n-1}) \Rightarrow \varphi_{1,n} = \epsilon \varphi_{1,\xi} + \varphi_{1,\xi}^2 + \cdots + \varphi_{1,\xi}^n = \epsilon \varphi_{1,\xi} \frac{\varphi_{1,\xi}^n - 1}{\varphi_{1,\xi} - 1} \xrightarrow{n \to \infty} \frac{\epsilon \varphi_{1,\xi}}{1 - \varphi_{1,\xi}} \quad (F1)$$

If we choose, as in Eq. (15) of the main text, $\xi = 1 + m\epsilon + \sqrt{2}\sigma \sqrt{t}X$ with $X \sim N(0,1)$, we obtain

$$\varphi_{1,n} = +\infty = -\frac{m\epsilon}{m} \quad (F2)$$

The limit $n = +\infty$ is finite only for $\varphi_{1,\xi} < 1$, i.e. $m < 0$. The recursion for the second moment is $\varphi_{2,n} = \varphi_{2,\xi}(\epsilon^2 + 2\epsilon \varphi_{1,n-1} + \varphi_{2,n-1})$ and we obtain the second moment for every step $n$ as:

$$\varphi_{2,n} = \epsilon^2 \varphi_{2,\xi} \frac{(\varphi_{1,\xi} - 1)(\varphi_{1,\xi} + \varphi_{2,\xi}) \varphi_{1,\xi}^n - \varphi_{1,\xi} \left[2(\varphi_{2,\xi} - 1) \varphi_{1,\xi}^n + \varphi_{1,\xi} - \varphi_{2,\xi} + 1\right] + \varphi_{2,\xi}}{(1 - \varphi_{1,\xi})(1 - \varphi_{2,\xi})(\varphi_{2,\xi} - \varphi_{1,\xi})} \xrightarrow{n \to \infty} \frac{\epsilon^2 \varphi_{2,\xi}(1 + \varphi_{1,\xi})}{(1 - \varphi_{1,\xi})(1 - \varphi_{2,\xi})} \quad (F3)$$

Injecting $\xi = 1 + m\epsilon + \sqrt{2}\sigma \sqrt{t}X$, we obtain

$$\varphi_{2,n} = +\infty = \frac{(2 + m\epsilon)(1 + \epsilon(2\sigma^2 + m(2 + m\epsilon)))}{m(2\sigma^2 + m(2 + m\epsilon))} \quad (F4)$$

The limit $n = +\infty$ is finite only for $\varphi_{2,\xi} < 1$, i.e. $2\sigma^2 + m(2 + m\epsilon) < 0$. In this work we are interested in random variables $\xi_n$ which are restricted to be positive. The Eqs (F1) and (F3) are still valid. The Gaussian choice for $\xi_n$ violates this positivity condition, but only with exponentially small probability (as $\exp(-1/\epsilon)$) for small $\epsilon$. Hence we expect that the explicit formula (F2) and (F4) are useful in that case within an expansion in powers of $\epsilon$ at small $\epsilon$. The same applies below in the matrix case.

2. Continuous scalar case

In the continuous limit, the scalar Kesten evolution is the Itô stochastic equation (16): $dU_t = (1 + m U_t) \, dt + \sqrt{2\sigma} U_t dW_t$, and we choose here for simplicity $U_0 = 0$. The evolution of the moments $\varphi_{k,t} = \mathbb{E}[U^k_t]$ can be computed recursively from this stochastic evolution. The first moment is found as:

$$\partial_t \varphi_{1,t} = (1 + m \varphi_{1,t}) \Rightarrow \varphi_{1,t} = \frac{1 - e^{mt}}{m} \xrightarrow{t \to \infty} -\frac{1}{m} \quad (F5)$$

where the large time coincides as expected with the $\epsilon \to 0$ limit of the discrete result (F2). The evolution of the squared process $U^2_t$ is obtained from the Itô rules as $dU^2_t = 2U_t \left(1 + (m + \sigma^2) U_t\right) \, dt + 2\sqrt{2}\sigma U^2_t dW_t$. Taking the expectation yields the evolution equation of $\varphi_{2,t}$:

$$\partial_t \varphi_{2,t} = 2(\varphi_{1,t} + (m + \sigma^2) \varphi_{2,t}) \Rightarrow \varphi_{2,t} = \frac{m \left(e^{2t(m+\sigma^2)} - 2e^{mt} + 1\right) + 2\sigma^2(1 - e^{mt})}{m(m + \sigma^2)(m + 2\sigma^2)} \xrightarrow{t \to \infty} \frac{1}{m(m + \sigma^2)} \quad (F6)$$

where the large time limit coincides as expected with the $\epsilon \to 0$ limit of the discrete result (F4). Note that the stationary variable $U_\infty$ exists for $m < \sigma^2$, but that the first and second moments are finite at $t = +\infty$ only for $m < 0$ and $m < -\sigma^2$ respectively. The above time dependent solutions however are valid in all cases, and show how the moments grow with time in the cases where their limits do not exist.

3. Discrete matrix case

The $N \times N$ matrix Kesten recursion $Z_n = \sqrt{\epsilon I + Z_{n-1}}\xi_n \sqrt{\epsilon I + Z_{n-1}}$ makes it possible to obtain the moments $\varphi_{k,n} = \frac{1}{N} \text{Tr} \mathbb{E}[Z^k_n]$ from the distribution of $\xi$ and the initial condition that we fix to $Z_0 = 0$. We denote $\varphi_{k,\xi} =$
\( \frac{1}{N} \text{Tr} \mathbb{E}[\xi^k] \) and assume that the distribution of \( \xi \) is invariant under rotations, i.e. conjugation by an element of the orthogonal (resp. unitary) group for \( \beta = 1 \) (resp. 2). This assumption imposes that \( \mathbb{E}[\xi] = \varphi_{1,\xi} I \) and we thus have a similar recursion for the first moment as in the scalar case:

\[
\mathbb{E}[Z_n] = (\xi I + \mathbb{E}[Z_{n-1}])\varphi_{1,\xi} \Rightarrow \mathbb{E}[Z_n] = \varphi_{1,n}^{(N)} I \quad \text{with} \quad \varphi_{1,n}^{(N)} = \epsilon \varphi_{1,\xi} \frac{\varphi_{1,\xi}^n - 1}{\varphi_{1,\xi} - 1} \xrightarrow{n \to \infty} \frac{\epsilon \varphi_{1,\xi}}{1 - \varphi_{1,\xi}} \quad (F7)
\]

With \( \xi \) defined as in Eq. (23) we obtain \( \varphi_{1,\xi}^{(N)} = 1 + m\epsilon \) such that \( \varphi_{1,\xi}^{(N)} \) coincides with the large-\( N \) result (118). Let us turn to the second moment. The isotropy condition on the \( \xi \) distribution imposes that there exist four coefficients \( a, b, c, d \) such that for any symmetric (resp. Hermitian if \( \beta = 2 \)) matrix \( M \) [102]:

\[
\mathbb{E}[\xi M \xi] = aM + \frac{b}{N} \text{Tr}(M)I \quad , \quad \mathbb{E}[(\text{Tr} M \xi)^2] = Nc \text{Tr}(M^2) + d(\text{Tr} M)^2 \quad (F8)
\]

Note that \( \varphi_{2,\xi} = a + b \) and \( \mathbb{E}[(\frac{1}{N} \text{Tr} \xi)^2] = c + d \). These two sets of parameters are not independent however, indeed choosing the matrix \( M \) to be \( M_{ij} = \delta_{1i}\delta_{j1} \), one obtains the relation

\[
\mathbb{E}\xi_{1}^{2} = a + \frac{b}{N} = Nc + d \quad (F9)
\]

We can then write the expectation of the matrix \( Z_n^2 \) as:

\[
\mathbb{E}[Z_n^2] = \mathbb{E}[\sqrt{\xi I + Z_{n-1} \xi_n} \sqrt{\xi I + Z_{n-1} \xi_n}] = \mathbb{E}[(\xi I + Z_{n-1})\xi_i] + \frac{b}{N} \mathbb{E}[((\xi I + Z_{n-1}) \text{Tr} \xi I + Z_{n-1})] \quad (F10)
\]

Taking the trace and dividing by \( N \) yields:

\[
\varphi_{2,n}^{(N)} = a(e^2 + 2c\epsilon\varphi_{1,n-1}^{(N)} + \varphi_{2,n-1}^{(N)}) + b\left(e^2 + 2c\epsilon\varphi_{1,n-1}^{(N)} + \frac{1}{N^2} \mathbb{E}[(\text{Tr} Z_{n-1})^2]\right) \quad (F12)
\]

The correlations of \( \xi \) in Eq. (F8) give furthermore:

\[
\mathbb{E}[(\text{Tr} Z_{n})^2] = \mathbb{E}[(\text{Tr} (\xi I + Z_{n-1})^2)] = Nc \mathbb{E}[\text{Tr}((\xi I + Z_{n-1})^2)] + d \mathbb{E}[(\text{Tr}((\xi I + Z_{n-1})^2)] \quad (F13)
\]

\[
= N^2c(e^2 + 2c\epsilon\varphi_{1,n-1}^{(N)} + \varphi_{2,n-1}^{(N)}) + N^2d(e^2 + 2c\epsilon\varphi_{1,n-1}^{(N)} + \frac{1}{N^2} \mathbb{E}[(\text{Tr} Z_{n-1})^2]) \quad (F14)
\]

Equations (F12) and (F13) form a coupled recursion system which is fully solvable. For simplicity, we simply give the stationary values \( \varphi_{2,n=+\infty}^{(N)} \) and \( \mathbb{E}[(\text{Tr} Z_{\infty})^2] \):

\[
\varphi_{2,n=+\infty}^{(N)} = e^2 \frac{(\varphi_{1,\xi} + 1)(a + b + bc - ad)}{(\varphi_{1,\xi} - 1)(a + d + bc - ad - 1)} \quad (F15)
\]

\[
\mathbb{E}[(\text{Tr} Z_{\infty})^2] = N^2e^2 \frac{(\varphi_{1,\xi} + 1)(c + d + bc - ad)}{(\varphi_{1,\xi} - 1)(a + d + bc - ad - 1)} \quad (F16)
\]

We check that fixing \( N = 1, a = d = \varphi_{2,\xi} \) and \( b = c = 0 \) recovers the scalar result (F3). In the large-\( N \) limit and for an arbitrary matrix \( M \), the random variable \( \frac{1}{N} \text{Tr}(M\xi) \) is self-averaging. The vanishing of its variance yields \( d = \varphi_{2,\xi}^2 \) and \( c = o(\frac{1}{N}) \). Recalling that \( \varphi_{2,\xi} = a + b \) such that \( b \) must remain \( O(1) \), relation (F9) then yields that \( a = \varphi_{2,\xi}^2 \) in this limit. With these substitutions, we verify that \( \varphi_{2,n=+\infty}^{(N)} \) of Eq. (F15) matches the general formula for the second moment obtained for large \( N \) from free probability tools in Eq. (119).

With \( \xi \) defined as in Eq. (23) we obtain \( a = (1 + m\epsilon)^2 + \sigma^2\epsilon\delta_{1=1}, b = N\sigma^2\epsilon, c = \sigma^2\epsilon(1 + \delta_{1=1})/N, d = (1 + m\epsilon)^2 \) such that:

\[
\varphi_{2,n=+\infty}^{(N)} = e^2 + \frac{2c}{m} \quad \frac{(2 + m\epsilon)(2 + m\epsilon) - N\sigma^2}{m(m(m\epsilon + 2) - \sigma^2)(\sigma^2(1 + \delta_{1=1}) + m(m\epsilon + 2))} \quad (F17)
\]

\[
\mathbb{E}[(\text{Tr} Z_{\infty})^2] = N(m\epsilon + 2)\left(-\sigma^2(1 + \delta_{1=1}) + N\left(-\sigma^4(1 + \delta_{1=1})\epsilon + (m\epsilon + \sigma^2\delta_{1=1} + m(m\epsilon + 1)^2(m\epsilon + 2))\right)\right) \quad (F18)
\]
We check that the large $N$ limit of $\varphi_{1,n=+\infty}^{(N)}$, while fixing $\sigma = \tilde{\sigma}/\sqrt{N}$, coincides for $\beta = 1, 2$ with the r.h.s. of (119). The corrections are $O(1/N^\beta)$ for $\beta = 1, 2$. We also find in this limit that

$$\mathbb{E} \left[ (\text{Tr} \, Z_\infty)^2 \right] - (\text{Tr} \, \mathbb{E} [Z_\infty])^2 = \frac{(1 + \delta_{\beta=1})\tilde{\sigma}^2(\tilde{\sigma}^2 - m(2 + em))}{m^4(2 + em)^2} + O\left(\frac{1}{N}\right)$$

(F19)

where each term of the l.h.s. are $O(N^2)$ but the difference is $O(1)$.

### 4. Continuous matrix case

Let us consider the Itô matrix stochastic differential equation (27): $dU_t = (I + mU_t) \, dt + \sigma \sqrt{U_t} dB_t \sqrt{U_t}$, with $U_0 = 0$, and study the evolution of moments $\varphi_{k,t}^{(N)} = \frac{1}{N} \text{Tr} [U_t^k]$. We have the following for the process $\mathbb{E}[U_t]$:

$$\partial_t \mathbb{E}[U_t] = (I + m \mathbb{E}[U_t]) \quad \Rightarrow \quad \mathbb{E}[U_t] = -\frac{1 - e^{mt}}{m} I \quad \Rightarrow \quad \varphi_{1,t}^{(N)} = -\frac{1 - e^{mt}}{m} \rightarrow_{t \rightarrow \infty} -\frac{1}{m}$$

(F20)

where $\varphi_{1,t=+\infty}^{(N)}$ coincides with the $\epsilon \rightarrow 0$ limit of the discrete result (F7). For the second moment, the evolution of the squared matrix is, according to Itô rules:

$$dU_t^2 = 2U_t(I + mU_t)dt + \sigma^2 \sqrt{U_t}(\text{Tr}(U_t)I + U_t \delta_{\beta=1}) \sqrt{U_t} + \sigma(U_t \sqrt{U_t} dB_t \sqrt{U_t} + \sqrt{U_t} dB_t \sqrt{U_t} U_t)$$

where we used that $\mathbb{E}[dB_t dB_t] = \mathbb{E}[\text{Tr}(U_t)I + U_t \delta_{\beta=1}]$, as seen from the following correlations:

$$\mathbb{E}[(dB_t)_{i,j} (dB_t)_{k,l}] = dt \, C_{i,j,k,l}, \quad C_{i,j,k,l} = \begin{cases} \delta_{i,k} \delta_{j,l} + \delta_{i,l} \delta_{j,k} & \beta = 1 \\ \delta_{i,k} \delta_{j,l} & \beta = 2 \end{cases}$$

(F22)

Taking the expectation value one finds

$$\partial_t \varphi_{2,t}^{(N)} = 2\varphi_{1,t}^{(N)} + (2m + \sigma^2 \delta_{\beta=1})\varphi_{2,t}^{(N)} + \frac{\sigma^2}{N} \mathbb{E}[(\text{Tr} \, U_t)^2]$$

(F23)

The Itô rules and the correlations (F22) also give the evolution of $\mathbb{E}[(\text{Tr} \, U_t)^2]$ as:

$$d\mathbb{E}[(\text{Tr} \, U_t)^2] = \mathbb{E} \left[ 2 \text{Tr}(U_t)(N + m \text{Tr} U_t)dt + \sigma^2(1 + \delta_{\beta=1}) \text{Tr}(U_t^2)dt \right]$$

such that

$$\partial_t \mathbb{E}[(\text{Tr} \, U_t)^2] = 2N^2 \varphi_{1,t}^{(N)} + \sigma^2 N(1 + \delta_{\beta=1})\varphi_{2,t}^{(N)} + 2m \mathbb{E}[(\text{Tr} \, U_t)^2]$$

(F25)

Equations (F23) and (F25) form a closed first-order differential system. For the sake of simplicity, we only give the stationary solutions $\varphi_{2,t=+\infty}^{(N)}$ and $\mathbb{E}[(\text{Tr} \, U_\infty)^2]$: 

$$\varphi_{2,t=+\infty}^{(N)} = \frac{2(2m - N\sigma^2)}{m(2m - \sigma^2)(2m + \sigma^2(1 + \delta_{\beta=1}))}$$

$$\mathbb{E}[(\text{Tr} \, U_\infty)^2] = \frac{2N}{m(2m - \sigma^2)(2m + \sigma^2(1 + \delta_{\beta=1}))} \left(2mN + \delta_{\beta=1}\sigma^2(N - 1) - \sigma^2\right)$$

(F26)

(F27)

We see that $\varphi_{2,t=+\infty}^{(N)}$ and $\mathbb{E}[(\text{Tr} \, U_\infty)^2]$ coincide as expected with the $\epsilon \rightarrow 0$ limit of the discrete results (F15) and (F16). In the limit of large $N$ with $\sigma = \tilde{\sigma}/\sqrt{N}$, we find that

$$\mathbb{E} \left[ (\text{Tr} \, U_\infty)^2 \right] - (\text{Tr} \, \mathbb{E} [U_\infty])^2 = \frac{(1 + \delta_{\beta=1})\tilde{\sigma}^2(\tilde{\sigma}^2 - 2m)}{4m^4} + O\left(\frac{1}{N}\right)$$

(F28)

which coincides with the limit $\epsilon \rightarrow 0$ of the discrete result (F19). We recover the scalar continuous result (F6) by injecting $N = 1$ and $\beta = 1$ (or equivalently by also rescaling $\sigma \rightarrow \sqrt{2}\sigma$ in the complex case $\beta = 2$). Finally, we stress...
and $\varphi_{1,t}^{(N)}$ and $\varphi_{2,t}^{(N)}$ can be verified to agree with the first and second moments of the matrix inverse-Wishart distribution obtained as the stationary distribution of the continuous model in Eq. (38).
