Predicting Particulate Matter (PM$_{2.5}$) in Malaysia using Multiple Linear Regression and Artificial Neural Network
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Abstract. Air pollution is a well-known issue for all countries, including Malaysia. It has been stated that particulate matter that less than 2.5mm known as PM$_{2.5}$ has a greater effect on health as the smaller particulate size can penetrate deep into the respiratory system and affect the cardiovascular system significantly. Therefore, it is necessary to estimate the concentration of PM$_{2.5}$ for haze precautions. This study characterizes the pattern of PM$_{2.5}$ concentrations involving seven stations including Alor Setar, Shah Alam, Pasir Gudang, Ipoh, Kuantan, Kuala Terengganu and Miri with seven indicator parameters (Carbon Monoxide, Ozone, Sulphur Dioxide, Nitrogen Dioxide, Humidity, Temperature and Wind Speed). PM$_{2.5}$ concentrations were predicted for each station using Multiple Linear Regression (MLR) and Artificial Neural Networks (ANN). Descriptive and trend analysis using Mann-Kandell Trend analysis was used to describe the haze characteristics and identify significant trends in the haze selected locations in Malaysia. MLR and ANN were fitted for the data. The performance of both prediction models was compared based on $R^2$ and Mean Square Error (MSE). The results show ANN performed better than MLR with a high value of coefficient determination ($R^2$) and low error measure. The ANN model was used to predict the occurrence of haze for the next day in the Air Quality Index (API).
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1. Introduction

Haze is characterized by the presence of small particles (0.1-1.0 in diameter) spread across a part of the atmosphere, which reduces the level of clarity and gives the atmosphere a characteristic cloudy appearance. Haze occurred annually in Malaysia from January to February, and from June to August [1]. The incidence of haze severely affected the daily livelihoods of the people in and around the countries [1]. Haze can affect human health by striking the lung, heart, and circulatory systems and create gaze [2]. The Air pollution index (API) readings also went far beyond the hazardous range in some areas in Malaysia [1]. The Malaysian Air Pollution Index Standard is classified into five levels according to the Department of the Environment (DOE) as in table 1.
Table 1. Category of Air Pollution Index (API)

| Air Pollution Index (API) (unit) | Air Pollution Level |
|---------------------------------|---------------------|
| 0 – 50                           | Good                |
| 51 – 100                         | Moderate            |
| 101 – 200                        | Unhealthy           |
| 201 – 300                        | Very unhealthy      |
| 301 +                            | Hazardous           |

The API Index is classified from the average concentration of air pollutants namely air pollutants particulate matter of fewer than 10 micrometers in diameter (PM$_{10}$) or less than 2.5 micrometers in diameter (PM$_{2.5}$), Ozone (O$_3$), Carbon Monoxide (CO), Sulphur Dioxide (SO$_2$) and Nitrogen Dioxide (NO$_2$) over a given time [3, 4]. In Peninsular Malaysia, Particulate matter is the most prevailing pollutant having the highest API value compared to the other criteria pollutant [5]. Prediction of particulate matter is one of the major environmental contaminants. The particulate matter is a combination of solid particles and liquid droplets that can be found in the air. PM$_{10}$ is a particulate matter with a diameter of 10 microns or less, while PM$_{2.5}$ is a particulate matter with a diameter of 2.5 microns or less. Small particulate matter is generally referred to as PM$_{2.5}$ [6]. Particles in this range of sizes constitute a large proportion of particles that can draw deep into the lungs. Larger particles seem to have been stuck in the ear, mouth, or nose. PM$_{2.5}$ has a greater effect on health as the smaller particulate size can penetrate deep into the respiratory system and affect the cardiovascular system significantly. About 91% of the world’s population live in an area with PM$_{2.5}$ concentrations above the allowable limits of 10-20 μgm$^{-3}$ and it is estimated that about 7 million people die every year worldwide because of exposure to fine particulate < 2.5 μm (PM$_{2.5}$) [7].

Due to the frequent incidence of haze events in Malaysia every year over the past few, this issue has gained greater attention due to its adverse impact on the environment, air quality, and human health. Implementation of an effective model for predicting API is crucial. There were several models used to analyzed PM$_{10}$ and PM$_{2.5}$ such as time series regression [8], multiple linear regression (MLR) [5], artificial neural network (ANN), autoregressive integrated moving average model (ARIMA), and exponential smoothing method (ESM). However, a few studies used Multiple Linear Regression (MLR) and Artificial Neural Network (ANN) to predict PM$_{10}$ in Malaysia [9 - 12]. PM$_{2.5}$ studies are very few in Malaysia. The first study in Malaysia for PM$_{2.5}$ is conducted by Zaman et. all [7] combining satellite aerosol retrievals with ground-based pollutants, metrological factors and Machine Learning techniques. ANN is an alternative to traditional statistical prediction methods such as linear regression [13]. The algorithm developed is suitable to model complex patterns and problem prediction. ANN has been proven to be reliable and performed well with an accurate prediction model [14 - 20]. Thus, this research aimed to compare the MLR model and ANN model in predicting particulate matter (PM$_{2.5}$) for seven stations including Alor Setar, Shah Alam, Pasir Gudang, Ipoh, Kuantan, Kuala Terengganu and Miri.

2. Materials and Methods

2.1 Study Location

This study used the daily data of the concentrations of PM$_{2.5}$ in Malaysia involving seven stations which are Alor Setar, Shah Alam, Pasir Gudang, Ipoh, Kuantan, Kuala Terengganu and Miri from January 2018 to December 2019. Pasir Gudang is categorized as an industrial area with a high concentration of PM$_{10}$ [21]. Klang and Shah Alam are categorized in the urban area and showed a high concentration of PM$_{2.5}$ [22]. Ipoh is located in the city center, sub-cities and sub-urban areas, and is also known as the rapidly growing city of development [23]. Alor Setar and Kuantan are located within an urban-industrial environment. Meanwhile, Miri is a coastal city located on the island of Borneo and near the border of
Brunei. The air quality status over seven locations is varied. The different area has a different factor variable due to its characteristics.

2.2 Data Description
The daily data on air pollutants and meteorological factors as the input variables from 2018 to 2019 were collected from the Department of Environment (DOE). The data were recorded on a daily basis and each data have 5,040 observations that represent the value of daily concentrations value for a day. The details of the data collected were display in table 2.

| Type                  | Variable                                      | Unit                |
|-----------------------|-----------------------------------------------|---------------------|
| Dependent Variable, Y | Prediction Particulate Matter (PM$_{2.5,t+1}$) | Micrograms/cubic meter(μgm$^3$) |
| Independent variables, X | Carbon Monoxide (CO) | Parts per million (ppm) |
|                       | Ozone(O$_3$)                                  | Parts per million(ppm) |
|                       | Sulphur Dioxide (SO$_2$)                     | Parts per million(ppm) |
|                       | Nitrogen Dioxide (NO$_2$)                    | Parts per million(ppm) |
|                       | Humidity (RH)                                | Vapour/kilogram (kg$^{-1}$) |
|                       | Temperature (T)                              | Celsius (°C)        |
|                       | Wind Speed (WS)                              | Meter per second(m/s) |
|                       | Particulate Matter (PM$_{2.5}$)              | Micrograms/cubic meter(μgm$^3$) |

2.3 Imputation Missing Value
Missing value in dataset might be due to the changing of sitting monitor, instruments problem, maintenance and weather. In the data cleaning process, the imputation process was done to manage any missing values and filter the process for the outlier. Linear interpolation technique was applied in this study to overcome the missing data [24]. In the linear interpolation imputation process, the series means technique was applied. The formulation is shown below:

$$f(x) = f(x_i) + \frac{f(x_i) - f(x_0)}{x_i - x_0} \times (x - x_0)$$  \hspace{1cm} (1)

where $x$ is an independent value, $x_i$ and $x_0$ is known values of the independent variable and $f(x)$ is value of dependent variable for a value of the independent variable.

2.4 Preliminary Analysis
The mean analysis was used to analyze the haze characteristics and identify the highest and lowest value of the concentration of PM$_{2.5}$ for each station. Graphical analysis was used to illustrate the trend, and classify it according to year. The time series plots were conducted to monitor records in the daily concentration series PM$_{2.5}$. The Man Kendall test had been used to test the trend lines significantly. The formula used for Mann-Kendall Test is given as follows:

$$\text{Tau} = RC = \frac{1}{2\pi f_c}$$  \hspace{1cm} (2)

where, $R$= resistance, $C$= capacitance, $f_c$ = cut off frequency.
2.5 **Multiple Linear Regression**

MLR is used to explain a constant relationship between dependent and two or more independent variables. It assumes the residuals are normally distributed and the variance is constant. The theoretical equation of MLR can be expressed as follows [22]:

\[ y_i = \beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \beta_3 x_{i3} + \beta_4 x_{i4} + \beta_5 x_{i5} + \beta_6 x_{i6} + \epsilon_i \quad \text{with} \quad i = 1, 2, \ldots, n \]  

(3)

where, \( y_i \) and \( x_j \) is dependent and independent variable, \( \beta_0 \) is the value \( y \)-intercept, \( \beta_k \) is the regression coefficients and \( \epsilon_i \) is the value of error. \( x_1 \) is Carbon Monoxide (CO), \( x_2 \) is Nitrogen Dioxide (NO2), \( x_3 \) is Sulphur Dioxide (SO2), \( x_4 \) is Ozone (O3), \( x_5 \) is Humidity (H), \( x_6 \) is Temperature (T) and \( x_7 \) is Wind Speed (WS).

Model adequacy checking was conducted to assess the assumptions of MLR. These include checking on normality assumption of residuals, homoscedasticity where the variation of error terms should be identical across independent variable values and multicollinearity. The plot of standardized residuals vs the predicted value should indicate how many points are spread uniformly over all independent variable values. Multicollinearity inspection should suggest that independent variables are not strongly correlated by looking at the inflation factor variance (VIF) along with the regression output, where the VIF under 10 is assumed to be perfect, where there is no multicollinearity between the independent variable.

2.6 **Artificial Neural Network**

ANN is a class of feed-forward neural network system where a group of simple units called neurons that calculate their input and perform patterns and non-linear classification. The structure of a typical neural network consists of an input layer where data enters the networks, a hidden layer and an output layer that combines the artificial neuron results. The hidden layer includes the non-linear activation functions, mostly preferred by hyperbolic tangents because it covers both positive and negative values. The thicker the layer, the greater the network’s ability to identify trends. The scaled input vector, which introduces neurons to the input layer is multiplied by a weight, which is a real number quantity. The neuron in the hidden layer sums up this information including bias [10,24].

\[ f(x) = \frac{1}{1 + e^{-x}} \]  

(4)

then,

\[ y_0 = f \left[ \sum_{i=1}^{n} w_i x_i + b \right] \]  

(5)

where; \( y_0 \) is the calculation output, \( i \) \( w \) is weight of vector, the scaled input the vector is \( x_i \), the bias is \( b \), the transfer function is \( f \), and \( x \) are the total sum of weighted inputs.

Weighted sum information remains in linear model terms. Information of model non-linearity occurs because it is passing through the transfer function or the activation function. The activation function is a mathematical representation of the input-output relationship. The activation function introduces non-linearity in the ANN model and then compares it to the linear model.

The structure of the artificial neural network with one hidden layer used in this study is displayed in figure 1.
2.7 Model Evaluation

Model accuracies for MLR and ANN were assessed using the coefficient of determination ($R^2$). In addition, the errors were evaluated based on the sum of square error (SSE) and mean square error (MSE).

\[
R^2 = \left( \frac{\sum (P_i - \bar{P})(O_i - \bar{O})}{n \cdot S_{pred \cdot obs}} \right)^2
\]

(6)

\[
SSE = \sqrt{\frac{\sum (y - \hat{y})^2}{n - (k - 1)}}
\]

(7)

\[
MSE = \frac{SSE}{df_{mse}}
\]

(8)

where, the number of independent variables is $k$, $n$ represent the sample size, $P_i$ is the forecasted, $O_i$ is the observed values, $\bar{P}$ is the mean of forecasted values, $\bar{O}$ is the mean of observed values, $y$ is the observe values and the predict values is $\hat{y}$ and $df_{mse}$ is the degree freedom of mean square error.

Data were partitioned into two parts: 60% for training and 40% for testing for both MLR and ANN models. The predictive accuracy for both models was measured using the coefficient of determination ($R^2$), while the errors were calculated using the sum of square error (SSE) and mean square error measure as in Equations 6, 7 and 8.

3. Result and Discussion

3.1 Haze Characteristics

Haze has become a serious environmental and human health concern across the country especially in urban, industrialized and congested traffic areas such as Klang Valley, Kuantan and Miri. Table 3
analyses and tabulates the PM$_{2.5}$ data using the mean approach. The highest and lowest value of the concentration of PM$_{2.5}$ is determined for each station each year. For hazy days, PM$_{2.5}$ is equivalent to or greater than 101μg/m$^3$ per year. This fits the limit set in Recommended Malaysia Air Quality (RMCQA) by the Department of the Environment (DOE).

### Table 3. Haze characteristics in 2018 and 2019

| Station       | Year | PM$_{2.5}$ concentration (μg/m$^3$) | Hazy Days |
|---------------|------|-----------------------------------|-----------|
|               |      | Mean | Highest (status) | Lowest |         |
| Ipoh          | 2018 | 20.16 | 73.77(Moderate) | 7.64  | 0       |
|               | 2019 | 22.32 | 107.59(Unhealthy) | 8.17  | 1       |
| Shah Alam     | 2018 | 25.20 | 62.64(Moderate) | 8.15  | 0       |
|               | 2019 | 32.10 | 163.06(Unhealthy) | 10.07 | 9       |
| Pasir Gudang  | 2018 | 18.61 | 39.92(Good) | 4.68  | 0       |
|               | 2019 | 21.07 | 83.96(Moderate) | 5.38  | 0       |
| Alor Setar    | 2018 | 14.66 | 84.18(Moderate) | 3.34  | 0       |
|               | 2019 | 16.11 | 73.50(Moderate) | 4.08  | 0       |
| Kuantan       | 2018 | 14.43 | 51.35(Moderate) | 2.90  | 0       |
|               | 2019 | 18.21 | 114.99(Unhealthy) | 4.04  | 3       |
| Kuala Terengganu | 2018 | 17.34 | 53.17(Moderate) | 3.01  | 0       |
|               | 2019 | 19.74 | 99.94(Moderate) | 3.70  | 0       |
| Miri          | 2018 | 14.39 | 48.55(Good) | 3.57  | 0       |
|               | 2019 | 21.41 | 126.45(Unhealthy) | 4.97  | 3       |

Shah Alam has the largest cumulative number of hazy days in the year 2019, which is 9 days. It also had the highest total concentration of PM$_{2.5}$ relative to other concentrations. Along with the level of air quality, most of the stations reached unhealthy levels in 2019. This is because, in 2019, transboundary haze from fires, especially from sources in Sumatra and Kalimantan, entered Singapore and Malaysia and dramatically deteriorated the measured air quality (Greenpeace Southeast Asia, 2019). As a result, Ipoh, Shah Alam, Kuantan and Miri have reached an unhealthful amount where their PM$_{2.5}$ levels are more and equivalent to 101μg/m$^3$. Generally, if air pollution reaches an unhealthy level the risk of a health condition for elderly people, pregnant women, children getting worse is high, including those with heart and lung problems.

### 3.2 Haze Trend Analysis

Table 4 shows the analysis from the Mann-Kendall Trend test that has resulted in the trend of PM$_{2.5}$ in several Malaysia from 2018 to 2019. The location with a significant trend was Shah Alam, Pasir Gudang and Miri as the p-value computed are lower than significant level alpha 0.05, which were 0.009, <0.0001, <0.0001 respectively. Ipoh, Alor Setar, Kuantan and Kuala Terengganu, have resulted in the p-value was above the significant level alpha, so the null hypothesis was accepted indicates no trend in those stations. Therefore, there is enough evidence to conclude that the trend exists on Shah Alam, Pasir Gudang and Miri stations and also that there is a significant increasing flow trend.
Table 4. Concentration trend of PM<sub>2.5</sub> on daily data

| Station          | P-value | Tau’s Value | Trend       |
|------------------|---------|-------------|-------------|
| Ipoh             | 0.112   | -0.039      | Decreasing  |
| Shah Alam        | <0.0001 | 0.065       | Increasing  |
| Pasir Gudang     | 0.188   | -0.033      | Decreasing  |
| Alor Setar       | 0.246   | 0.029       | Decreasing  |
| Kuantan          | 0.202   | -0.032      | Decreasing  |
| Kuala Terengganu | <0.0001 | 0.187       | Increasing  |

3.3 Model Comparison of MLR and ANN

R-square (R<sup>2</sup>), Sum of square error (SSE), and mean square error (MSE) values of the Multiple Linear Regression Model and the Artificial Neural Network Model were evaluated for each station to choose the best model for predicting the future value of the PM<sub>2.5</sub> concentrations. The higher R<sup>2</sup> value implies that PM<sub>2.5</sub> is very well explained by the input variable in the model being developed. The lower the value of sum square error (SSE) and the mean square error (MSE) would lead to a better model for prediction.

Model adequacy checking has been conducted for the MLR model. All assumptions pertaining to residuals for all models that represent data from seven stations were found to be satisfied. Table 5 summarizes the MLR model performance. The coefficient of determination (R<sup>2</sup>) measures the percentage of change in PM<sub>2.5</sub> concentration that can be explained by air pollutants and meteorological factors in the regression model. Comparing these 7 stations, Kuantan has the highest value of R<sup>2</sup> which is 0.775. 77.5% of the variation in the PM<sub>2.5</sub> in Kuantan can be explained by the independent variables in MLR. Followed by Shah Alam and Pasir Gudang with 72.8% and 69.4% of the variation in PM<sub>2.5</sub> were explained by the independent variables in MLR. About 72.1% of the variation in the PM<sub>2.5</sub> can be explained by the independent variables for Miri. For Kuala Terengganu, about 65.1% of the variation in the PM<sub>2.5</sub> can be explained by the independent variables. The R<sup>2</sup> value for Ipoh is 0.649. Thus about 64.9% of the variation in PM<sub>2.5</sub> can be explained by the independent variables. Alor Setar, has the lowest value in R<sup>2</sup> compared to the other 7 stations. About 59.6% of the variation in the PM<sub>2.5</sub> was explained by the independent variables for Alor Setar.

Table 5 also shows the summary result obtained from the ANN model. The R<sup>2</sup> values are 0.691 for Alor Setar station, 0.733 for Shah Alam station, 0.770 for Pasir Gudang Station, 0.795 for Ipoh station, 0.867 for Kuantan station, 0.756 for Kuala Terengganu station and lastly 0.749 for Miri station. Other than that, the sum of square error (SSE) for the stations are 91.403, 16.831, 39.815, 62.121, 10.496, 48.238 and 27.590 for Alor Setar, Shah Alam, Pasir Gudang, Ipoh, Kuantan, Kuala Terengganu and Miri respectively while for their mean square error (MSE) are 26.142 for Alor Setar station, 35.462 for Shah Alam station, 17.999 for Pasir Gudang station, 20.088 for Ipoh station, 12.929 for Kuantan station, 21.683 for Kuala Terengganu station and lastly 21.5825 for Miri station. As we have all the performance indicator values such as R-square, Sum Square Error (SSE) and Mean Square Error (MSE), a comparison was made between Artificial Neural Network (ANN) and Multiple Linear Regression (MLR).

Comparison results in table 5 prove that Artificial Neural Network is better in the prediction of PM<sub>2.5</sub> concentrations than Multiple Linear Regression with the higher value of R<sup>2</sup> and small value of SSE and MSE for all locations. The Artificial Neural Network (ANN) outperformed the MLR model for all locations in estimating the potential value of the PM<sub>2.5</sub> concentrations. This research was able to show
that the ANN model performs better and is able to reduce the deviation of the model and increase the precision of the PM$_{2.5}$ model forecast.

Table 5. Model performance of MLR and ANN

| Station     | Method | $R^2$ | Sum Square of Error | Mean Square Error |
|-------------|--------|-------|---------------------|-------------------|
| Ipoh        | MLR    | 0.649 | 28811.187           | 39.960            |
|             | ANN    | 0.795 | 62.121              | 20.088            |
| Shah Alam   | MLR    | 0.728 | 45151.429           | 62.623            |
|             | ANN    | 0.733 | 16.831              | 35.462            |
| Pasir Gudang| MLR    | 0.694 | 21031.228           | 29.170            |
|             | ANN    | 0.770 | 39.815              | 17.999            |
| Alor Setar  | MLR    | 0.596 | 28806.819           | 39.954            |
|             | ANN    | 0.691 | 27.119              | 23.092            |
| Kuantan     | MLR    | 0.775 | 26600.819           | 36.894            |
|             | ANN    | 0.867 | 10.496              | 12.929            |
| Kuala       | MLR    | 0.651 | 28723.193           | 39.838            |
| Terengganu  | ANN    | 0.756 | 48.238              | 21.683            |
| Miri        | MLR    | 0.721 | 44030.004           | 61.068            |
|             | ANN    | 0.749 | 27.590              | 21.583            |

3.4 Prediction of PM$_{2.5}$ Concentration for Several Locations in Malaysia
The ANN model was chosen as the best model in this analysis and was used to estimate the concentration of particulate matter (PM) at several locations in Malaysia. Microsoft Excel add-in Neuro-XL Predictor was used as a concentration forecasting method. Past data is used for the next day's prediction, which is 1 January 2020. The daily observed and predictions for the next day are shown in the following figures.
Table 6 indicates the predicted value of particulate matter (PM$_{2.5}$) for each station for the next day. Based on the Air Quality Index (API) category, the presence of haze happens when 101μg is surpassed. As a result, the predicted value indicates that there is no haze incidence at 1/1/2020.

| Stations       | Ipoh | Shah Alam | Pasir Gudang | Alor Setar | Kuantan | Kuala Terengganu | Miri |
|----------------|------|-----------|--------------|------------|---------|------------------|------|
| 1/1/2020       | 13.697 | 26.434    | 8.320        | 8.282      | 10.034  | 12.350           | 11.664 |

4. Conclusion
It has been shown that most stations have a high level of PM$_{2.5}$ concentration in 2019. The level of concentration indicates that they had fallen to a hazardous zone as their level was between an unhealthy and a moderate level indicated in the API. This problem occurred because the haze problem happens in 2019 and has affected several sites in Malaysia. It was caused by the Kalimantan fire sources that entered Malaysia and significantly worsened the measured air quality, particularly in Miri. Furthermore, haze has frequently occurred in Shah Alam recorded for 9 days’ period. It is due to haze that occurred in Sumatra, Indonesia which later affected Malaysia. The trend analysis from Mann-Kendall test findings indicates the significant trend of haze in Shah Alam, Pasir Gudang and Miri with a p-value lower than the significant level. It also describes three stations that have an increasing flow pattern. Meanwhile, the results for Ipoh, Alor Setar, Kuantan and Kuala Terengganu show no indication of trend haze occurrence. For model prediction, ANN has proven to outperform the MLR model to forecast air quality. It indicates that the ANN model produces minimum error and achieves a better estimation accuracy in prediction. Lastly, the ANN prediction shows that there were no haze occurrences on the next day. As a result, the ANN model has shown that it could be completely implemented in environmental studies, especially in a haze situation.
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