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Abstract

In this work we introduce a new class of gradient-free global optimization methods based on a binary interaction dynamics governed by a Boltzmann type equation. In each interaction the particles act taking into account both the best microscopic binary position and the best macroscopic collective position. For the resulting kinetic optimization methods, convergence to the global minimizer is guaranteed for a large class of functions under appropriate parameter constraints that do not depend on the dimension of the problem. In the mean-field limit we show that the resulting Fokker-Planck partial differential equations generalize the current class of consensus based optimization (CBO) methods. Algorithmic implementations inspired by the well-known direct simulation Monte Carlo methods in kinetic theory are derived and discussed. Several examples on prototype test functions for global optimization are reported including an application to machine learning.
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1 Introduction

A new class of numerical methods for global optimization based on particle dynamics has been introduced in some recent articles [12, 14, 21, 23, 14, 47]. These methods, referred to as consensus based optimization (CBO) methods for the similarities between the particle dynamics in the minimizer and consensus dynamics in opinion formation, fall within the large class of metaheuristic methods [1, 6, 11, 26]. Among popular metaheuristic methods we recall the simplex heuristics [41], evolutionary programming [20], the Metropolis-Hastings sampling algorithm [29], genetic algorithms [31], particle swarm optimization (PSO) [36, 45], ant colony optimization (ACO) [19], simulated annealing (SA) [32, 37].

In contrast to classic metaheuristic methods, for which it is quite difficult to provide rigorous convergence to global minimizers (especially for those methods that combine instantaneous decisions with memory mechanisms), CBO methods, thanks to the instantaneous nature of the dynamics permit to exploit mean-field techniques to prove global convergence for a large class of optimization problems [12, 14, 23, 24]. Despite their simplicity CBO methods seem to be powerful and robust enough to tackle many interesting high dimensional non-convex optimization problems of interest in machine learning [14, 17, 23].

As shown in [14, 23, 24] in practical applications the methods benefit from the use of small batches of interacting particles since the global collective decision mechanism may otherwise lead the model to be more easily trapped in local minima. For these CBO methods based on small batches, however, a robust mathematical theory is still missing. We mention also that, recently, a continuous description of PSO methods based on a system of stochastic differential equations was proposed in [28] and its connections with CBO methods analyzed through the corresponding mean-field descriptions. Rigorous results concerning the mean-field limit of PSO methods and the corresponding CBO dynamics have been subsequently presented in [33]. We refer the reader to the recent surveys [27, 46] for a more complete overview.

Motivated by this, in the present paper we introduce a new class of kinetic theory based optimization (KBO) methods algorithmically solved by particle dynamics to address the following
The optimization problem

\[ v^* \in \text{argmin}_{v \in \mathbb{R}} \mathcal{E}(v), \tag{1.1} \]

where \( \mathcal{E}(v) : \mathbb{R}^d \rightarrow \mathbb{R} \) is a given continuous cost function, which we wish to minimize. In the following, we will assume that the minimizing argument \( v^* \) of \( (1.1) \) exists and is unique.

Both statistical estimation and machine learning consider the problem of minimizing an objective function in the form of a sum

\[ \mathcal{E}(v) = \frac{1}{n} \sum_{i=1}^{n} \mathcal{E}_i(v), \tag{1.2} \]

where each summand function \( \mathcal{E}_i \) is typically associated with the \( i \)-observation in the data set, for example used for training \([10]\). In statistics, the problems of minimizing the sum occur in least squares, in the estimation of the highest probability (for independent observations), and more general in M-estimators \([25]\). The problem of sum minimization also arises for the minimization of empirical risk in statistical learning \([48]\). In this case, \( \mathcal{E}_i \) is the value of the loss function at \( i \)-th example, and \( \mathcal{E} \) is the empirical risk.

In many cases, the summand functions have a simple form that enables inexpensive evaluations of the sum-function and the sum gradient. First order methods, such as (stochastic) gradient descent methods, are preferred both because of speed and scalability and because they are considered generically able to escape the trap of critical points. However, in other cases, evaluating the sum-gradient may require expensive evaluations of the gradients and/or some of the functions may be noisy or discontinuous. Additionally, most gradient-based optimizers are not designed to handle multi-modal problems or discrete and mixed discrete-continuous design variables. Gradient-free methods, such as the metaheuristics approaches mentioned before, may therefore represent a valid alternative.

In contrast to previous CBO approaches, where the dynamic was of mean-field type, the new KBO methods are based on binary interactions between agents which can estimate the best position according to a combination of a local interaction and a global alignment process. Binary interactions are inspired by similar processes of social alignment in kinetic models for opinion formation, where agents modify their opinions according to a process of local compromise with other agents and the global influence of external media \([2,4,5,7,8,30,43]\). The corresponding dynamic is therefore described by a multidimensional Boltzmann equation that is solved by adapting the well-known direct simulation Monte Carlo methods \([9,40,42]\) to the present case. We emphasize that, the resulting schemes present some analogies with the recently introduced random batch methods in the case of small batches of size two \([3,35,38]\).

In particular, we show that, in a suitable scaling derived from the quasi-invariant limit in opinion dynamic, the corresponding mean-field dynamic is governed by CBO methods. Noticeably, the resulting CBO methods generalize the classical CBO approach in \([14,44]\) by preserving memory of the microscopic interaction dynamic. As shown by the numerical experiments, an interesting aspect in this direction is that the kinetic optimization model is able to capture the global minimum even in the case where there is no global alignment process, as in the original CBO models, but only a local alignment process where information is shared only between pairs of particles.
The rest of the paper is organized as follows. In the next section, we introduce the kinetic model and the corresponding Boltzmann equation. Section 3 is then devoted to analyze the main properties of the kinetic model and to consider a suitable scaling limit which permits to derive the analogous mean-field optimizers of CBO type. Convergence to the global optimum for KBO methods is then studied in Section 4, where we demonstrate exponentially fast convergence to the minimum, with a constraint on the parameters independent of the dimension for binary interactions with anisotropic noise. Finally, in Section 5 we present several numerical experiments including an application to a machine learning problem. Some concluding remarks are then given at the end of the manuscript.

2 A kinetic model for global optimization

In analogy to some key concepts of metaheuristic optimization methods based on particle dynamics, in the following we introduce an optimization process based on binary interaction dynamics inspired by kinetic models in social sciences described by spatially homogeneous Boltzmann-type equations (see [43]). To this aim, let us denote by \( f(v, t) \geq 0, v \in \mathbb{R}^d \) the distribution of particles in position \( v \) at time \( t \geq 0 \). Note that, by analogy with the classical space homogeneous Boltzmann description, we kept the notation \( v \). However, we chose to refer to this as 'position' in the search space instead of 'velocity' to employ a standard terminology in optimization algorithms. Without loss of generality we assume \( \int_{\mathbb{R}^d} f(v, t) \, dv = 1 \), so that \( f(v, t) \) is a probability density function.

2.1 The binary interaction process

For a given pair of particles with positions \( (v, v_*) \) we consider a binary interaction process generating the new positions \( (v', v_*') \) according to relations

\[
\begin{align*}
    v' &= v + \lambda_1 (v_{\beta, E}(v, v_*) - v) + \lambda_2 (v_{\alpha, E}(t) - v) + \sigma_1 D_1(v, v_*) \xi_1 + \sigma_2 D_2(v) \xi_2 \\
    v_*' &= v_* + \lambda_1 (v_{\beta, E}(v_*, v) - v_*) + \lambda_2 (v_{\alpha, E}(t) - v_*) + \sigma_1 D_1(v_*, v) \xi_1' + \sigma_2 D_2(v_*) \xi_2'
\end{align*}
\]

(2.1)

where \( v_{\beta, E}(v, v_*) \), \( \beta > 0 \), is the microscopic local estimate of the best position

\[
    v_{\beta, E}(v, v_*) = \frac{\omega_{\beta}^E(v) + \omega_{\beta}^E(v_*)}{\omega_{\beta}^E(v) + \omega_{\beta}^E(v_*)}, \quad \omega_{\beta}^E(v) := e^{-\beta E(v)},
\]

(2.2)

and \( v_{\alpha, E}(t), \alpha > 0 \), is the macroscopic global estimate of the best position

\[
    v_{\alpha, E}(t) = \frac{\int_{\mathbb{R}^d} \nu (v_{\alpha, E}(t)) f(v, t) \, dv}{\int_{\mathbb{R}^d} \omega_{\alpha}^E(v) f(v, t) \, dv}, \quad \omega_{\alpha}^E(v) := e^{-\alpha E(v)}.
\]

(2.3)

The choice of the weight function \( \omega_{\alpha}^E \) in (2.3) comes from the well-known Laplace principle [18, 39, 44], a classical asymptotic method for integrals, which states that for any probability \( f(v, t) \), it holds

\[
    \lim_{\alpha \to \infty} \left( -\frac{1}{\alpha} \log \left( \int_{\mathbb{R}^d} e^{-\alpha E(v)} f(v, t) \, dv \right) \right) = \inf_{v \in \text{supp} f(v, t)} E(v).
\]

(2.4)
Similarly, in (2.2) as \( \beta \to \infty \) the value \( v_{\beta,E}(v, v_s) \) concentrates on the particle in the best position, namely

\[
\lim_{\beta \to \infty} v_{\beta,E}(v, v_s) = \arg\min_{w \in \{v, v_s\}} E(w),
\]

if \( E(v) \neq E(v_s) \). Note that, \( v_{\beta,E}(v, v_s) \) depends on the interacting pair \((v, v_s)\), whereas \( v_{\alpha,E}(t) \) is the same for all particles. These quantities characterize two different dynamics where on one hand the particle pair aligns locally to \( v_{\beta,E}(v, v_s) \) in agreement with their weighted best position and on the other hand it aligns globally to \( v_{\alpha,E}(t) \) according to the weighted best position among all particles.

In (2.1) the scalar values \( \lambda_k \geq 0 \) and \( \sigma_k \geq 0 \), \( k = 1, 2 \) define, respectively, the strength of the relative alignment and diffusion processes, whereas the terms \( \xi_k, \xi_k^* \in \mathbb{R}^d \), \( k = 1, 2 \) are vectors of i.i.d. random variables (with arbitrary distribution) with zero mean and unitary variance. Finally, \( D_k(\cdot, \cdot) \), \( k = 1, 2 \) denote \( d \times d \) dimensional diagonal matrices characterizing the stochastic exploration process. Isotropic exploration has been introduced in [44] and is defined by

\[
D_1(v, v_s) = |v_{\beta,E}(v, v_s) - v|I_d, \quad D_2(v) = |v_{\alpha,E}(t) - v|I_d,
\]

with \( I_d \) denoting the \( d \)-dimensional identity matrix and \( | \cdot | \) the euclidian norm, whereas in the anisotropic case, introduced in [14], we have

\[
D_1(v, v_s) = \text{diag} \{ (v_{\beta,E}(v, v_s) - v)_1, \ldots, (v_{\beta,E}(v, v_s) - v)_d \}, \quad D_2(v) = \text{diag} \{ (v_{\alpha,E}(t) - v)_1, \ldots, (v_{\alpha,E}(t) - v)_d \}.
\]

### 2.2 A Boltzmann description

A fundamental aspect in the derivation of the corresponding evolution equation of the probability density of particles \( f(v, t) \) is to determine the so-called Boltzmann collision term describing the instantaneous variations in the particles distribution. This derivation results exclusively from the binary interactions between particles given by (2.1) that are assumed to be uncorrelated prior to the interaction. Under this assumption, known as molecular chaos, the collision term can be written as a multidimensional integral over the product of the distribution functions of a particle (see [15, 16] for further details).

Thus, formally, the particle distribution satisfies a Boltzmann-type equation, which can be conveniently written in weak form as

\[
\frac{\partial}{\partial t} \int_{\mathbb{R}^d} f(v, t) \phi(v) \, dv = \frac{1}{2} \left\langle \int_{\mathbb{R}^{2d}} (\phi(v') + \phi(v_s') - \phi(v) - \phi(v_s)) f(v, t) f(v_s, t) \, dv \, dv_s \right\rangle - \left\langle \int_{\mathbb{R}^{2d}} (\phi(v') - \phi(v)) f(v, t) f(v_s, t) \, dv \, dv_s \right\rangle
\]

where \( \phi(v) \in C^\infty(\mathbb{R}^d) \) is a smooth function, such that

\[
\lim_{t \to 0} \int_{\mathbb{R}^d} \phi(v) f(v, t) \, dv = \int_{\mathbb{R}^d} \phi(v) f_0(v) \, dv
\]
with \( f_0(v) \) the initial density satisfying
\[
\int_{\mathbb{R}^d} f_0(v) \, dv = 1.
\]
In (2.8) we use the standard notation
\[
\langle g(\xi) \rangle = \int_{\mathbb{R}^{4d}} g(\xi)p(\xi) \, d\xi,
\]
where we used the shortcut \( \xi = (\xi_1, \xi_2, \xi_1^*, \xi_2^*) \), to denote the mathematical expectation with respect to the i.i.d. random vectors \( \xi_k, \xi_k^*, k = 1, 2 \), entering the definitions of \( v' \) and \( v_*' \) in (2.1).

As a consequence \( p(\xi) = p_\xi(\xi_1)p_\xi(\xi_2)p_\xi(\xi_1^*)p_\xi(\xi_2^*) \), where \( p_\xi(\cdot) \) is the common probability density function of the random vectors.

The Boltzmann interaction term in (2.8) quantifies the variation in the probability density, at a given time, of particles that modify their position from \( v \) to \( v' \) (r.h.s with negative sign) and particles that change their value from \( v' \) to \( v \) (r.h.s. with positive sign). Here, the expectation \( \langle \cdot \rangle \) takes into account the presence of the random parameters in the microscopic interaction (2.1).

First of all, let us remark that from the binary dynamic (2.1) we get
\[
\langle v' + v_*' \rangle = (1 - \lambda_1 - \lambda_2)(v + v_*) + 2\lambda_1 v_{\beta,E} + 2\lambda_2 v_{\alpha,E}(t),
\]
\[
\langle v' - v_*' \rangle = (1 - \lambda_1 - \lambda_2)(v - v_*).
\]

The first equality describes the variation in the expected value of the particles positions. The second, under the assumption \( \lambda_1 + \lambda_2 \leq 1 \), refers to the tendency of the interaction to decrease (in mean) the distance between positions after the interaction. This tendency is a universal consequence of the rule (2.1), in that it holds whatever distribution one assigns to \( \xi \), namely to the random variable which accounts for the exploration effects.

Before entering into a detailed analysis of the model, let us fix some notations. Throughout the paper, we will denote with \( m \) and \( E \) the first two moments of \( f(v,t) \)
\[
m(t) := \int_{\mathbb{R}^d} v f(v,t) \, dv, \quad E(t) := \int_{\mathbb{R}^d} |v|^2 f(v,t) \, dv,
\]
and the variance as
\[
V(t) := \frac{1}{2} \int_{\mathbb{R}^d} |v - m(t)|^2 f(v,t) \, dv = \frac{1}{2} \Big( E(t) - |m(t)|^2 \Big).
\]
Furthermore, we will assume \( \kappa \) to be a constant equal to the dimension \( d \) if the isotropic exploration (2.6) is considered, and equal to one when the anisotropic exploration (2.7) is employed.

3 Main properties and mean-field limit

3.1 The case with only the microscopic best estimate

Let us first consider the case where in the binary interaction rules (2.1) we assume \( \lambda_2 = 0 \) and \( \sigma_2 = 0 \). This case is particularly interesting since the dynamics is fully microscopic and therefore
convergence to the global minimum will emerge from a sequel of binary interactions which are not influenced by any macroscopic information concerning the global minimum.

The binary interactions can be rewritten as
\[
v' = v + \lambda \gamma_\beta^\epsilon(v, v_\ast)(v_\ast - v) + \sigma D(v, v_\ast) \xi_1
\]
\[
v'_* = v_* + \lambda \gamma_\beta^\epsilon(v_*, v)(v_\ast - v_*) + \sigma D(v_*, v_\ast) \xi_1^*
\]
where, for notational simplicity, we have set \( \lambda = \lambda_1, \sigma = \sigma_1, D(v, v_\ast) = D_1(v, v_\ast) \) and
\[
\gamma_\beta^\epsilon(v, v_\ast) = \frac{\omega_\beta^\epsilon(v_\ast)}{\omega_\beta^\epsilon(v) + \omega_\beta^\epsilon(v_\ast)}.
\]

Note that, \( \gamma_\beta^\epsilon(v, v_\ast) + \gamma_\beta^\epsilon(v_\ast, v) = 1 \), and, since \( \gamma_\beta^\epsilon(v, v_\ast) \in (0, 1) \), the expected support of the positions for \( \lambda \leq 1 \) is decreasing
\[
|\langle v' \rangle| \leq (1 - \lambda \gamma_\beta^\epsilon(v, v_\ast))|v| + \lambda \gamma_\beta^\epsilon(v, v_\ast)|v_\ast| < \max \{ |v|, |v_\ast| \}.
\]

Consider now, the time evolution of the expected position \( m(t) \). We have from the weak formulation (2.8) for \( \phi(v) = v \)
\[
\frac{dm(t)}{dt} = \left\langle \int_{\mathbb{R}^{2d}} (v' - v) f(v, t) f(v_\ast, t) \, dv_\ast \, dv \right\rangle
\]
\[
= \lambda \int_{\mathbb{R}^{2d}} \gamma_\beta^\epsilon(v, v_\ast)(v_\ast - v) f(v, t) f(v_\ast, t) \, dv_\ast \, dv
\]
\[
= 2\lambda \int_{\mathbb{R}^{2d}} \gamma_\beta^\epsilon(v, v_\ast) f(v, t) f(v_\ast, t) v_\ast \, dv_\ast \, dv - \lambda m(t),
\]
where we made use of the fact that \( \gamma_\beta^\epsilon(v, v_\ast) + \gamma_\beta^\epsilon(v_\ast, v) = 1 \), from which follows
\[
m(t) = \int_{\mathbb{R}^{2d}} \gamma_\beta^\epsilon(v, v_\ast)(v_\ast - v) f(v, t) f(v_\ast, t) \, dv_\ast \, dv + \int_{\mathbb{R}^{2d}} \gamma_\beta^\epsilon(v_\ast, v)(v_\ast - v) f(v, t) f(v_\ast, t) \, dv_\ast \, dv.
\]

It is easy to verify that the above equation admits as steady state any Dirac delta distribution of the form \( f^\infty(v) = \delta(v - \bar{v}) \), since \( \gamma_\beta^\epsilon(\bar{v}, \bar{v}) = 1/2, \forall \bar{v} \in \mathbb{R}^d \). In general, any symmetric function \( \gamma_\beta^\epsilon(v, v_\ast) = \gamma_\beta^\epsilon(v_\ast, v) \) would preserve the average position, and it is therefore the asymmetric behavior of this function based on the choice of the best value in the binary interaction that will asymptotically lead to the global minimum in the system. Note that, equation (3.2) is not closed.

In order to analyze the large time behavior of \( f(v, t) \), we introduce the following boundedness assumption on \( \mathcal{E}(v) \).

**Assumption 3.1.** Let us assume \( \mathcal{E}(w) \) positive and for all \( w \in \mathbb{R}^d \)
\[
\mathcal{E} := \inf_{v \in \mathbb{R}^d} \mathcal{E}(v) \leq \mathcal{E}(w) \leq \sup_{v \in \mathbb{R}^d} \mathcal{E}(v) =: \overline{\mathcal{E}}.
\]

Under this assumption, it is possible to show that, when the alignment and exploration strengths satisfy suitable conditions, the particle system concentrates as it evolves.
Proposition 3.1. Let \( f(v,t) \) be a weak solution of equation \([2.8]\) with initial data \( f_0 \) and binary interaction described by the system \([3.1]\). If \( E \) satisfies Assumption \([3.1]\) and \( \beta \) is sufficiently large, it holds
\[
\frac{dV(t)}{dt} \leq - \left( \frac{\lambda}{C_{\beta,E}} - \lambda^2 - \sigma^2 \kappa \right) V(t),
\]
for all \( t > 0 \), where \( C_{\beta,E} := e^{\beta(\mathcal{E} - \mathcal{E})} \).

We start the proof by presenting an auxiliary result.

Lemma 3.1. If \( \beta \) is sufficiently large, it holds
\[
(\gamma^E_{\beta}(v,v_*))^2 \leq \left( 1 - \frac{1}{C_{\beta,E}} \right) \gamma^{E}_{2\beta}(v,v_*),
\]
where \( C_{\beta,E} := e^{\beta(\mathcal{E} - \mathcal{E})} \).

Proof. We start by rewriting \((\gamma^E_{\beta}(v,v_*))^2\) as
\[
(\gamma^E_{\beta}(v,v_*))^2 = \frac{e^{-2\beta E(v_*)}}{(e^{-\beta E(v)} + e^{-\beta E(v_*)})^2} \leq \frac{e^{-2\beta E(v_*)}}{(e^{-\beta E(v)} + e^{-\beta E(v_*)})^2} \leq \frac{e^{-2\beta E(v_*)}}{1 + e^{-2\beta E(v_*)}} = \gamma^{E}_{2\beta}(v,v_*) \gamma^{E}_{2\beta}(v,v_*)
\]
and further rewrite \( \zeta^E_{\beta}(v,v_*) \) as
\[
\zeta^E_{\beta}(v,v_*) = \frac{e^{-2\beta E(v)} + e^{-2\beta E(v_*)}}{(e^{-\beta E(v)} + e^{-\beta E(v_*)})^2} = \frac{e^{-2\beta E(v_*)}}{1 + e^{-\beta E(v_*)}} \frac{e^{-\beta E(v)} + e^{-\beta E(v_*)}}{(1 + e^{-\beta E(v_*)})^2}
\]

One can verify that \( \zeta^E_{\beta}(v,v_*) \) attains its maximum value when the difference \( |E(v) - E(v_*)| \) is maximized, from which follows
\[
\zeta^E_{\beta}(v,v_*) \leq \frac{1 + e^{-2\beta(\mathcal{E} - \mathcal{E})}}{(1 + e^{-\beta(\mathcal{E} - \mathcal{E})})^2} = \frac{1 + C^2}{(1 + C)^2},
\]
where we denoted for simplicity \((C_{\beta,E})^{-1} =: C\). We note that \( C \to 0 \) as \( \beta \to \infty \). Finally, as \( \beta \to \infty \)
\[
1 - \zeta^E_{\beta}(v,v_*) - (C_{\beta})^{-1} = 1 - \frac{1 + C^2}{(1 + C)^2} - C = \frac{C + o(C)}{(1 + C)^2} \geq 0,
\]
if \( \beta \) is sufficiently large. This proves the assertion. \(\Box\)
Proof of Proposition 3.1. From the definition of \( E(t) \), and the weak formulation (2.8), we can compute

\[
\frac{dE(t)}{dt} = \left\langle \int_{\mathbb{R}^{2d}} \left( |v'|^2 - |v|^2 \right) f(v, t)f(v_*, t) \, dv \, dv_* \right\rangle \\
= \lambda^2 \int_{\mathbb{R}^{2d}} \gamma_{\beta}^E(v, v_*)^2 |v_* - v|^2 f(v, t)f(v_*, t) \, dv \, dv_* \\
+ 2\lambda \int_{\mathbb{R}^{2d}} \gamma_{\beta}^E(v, v_*)v_*(v_* - v)f(v, t)f(v_*, t) \, dv \, dv_* \\
+ \sigma^2 \sum_{i=1}^{d} \int_{\mathbb{R}^{2d}} D_{ii}(v, v_*)^2 f(v, t)f(v_*, t) \, dv \, dv_* ,
\]

(3.5)

where with \( D_{ii} \) we denote the \( i \)-th diagonal element of the matrix \( D \). From

\[
\frac{d}{dt}V(t) = \frac{1}{2} \frac{d}{dt}E(t) - m(t) \frac{d}{dt}m(t)
\]

and the moment derivative (3.2), we recover

\[
\frac{dV(t)}{dt} = \left\langle \int_{\mathbb{R}^{2d}} \left( |v'|^2 - |v|^2 \right) f(v, t)f(v_*, t) \, dv \, dv_* \right\rangle - m(t) \frac{d}{dt}m(t) \\
= \frac{\lambda^2}{2} \int_{\mathbb{R}^{2d}} \gamma_{\beta}^E(v, v_*)^2 |v_* - v|^2 f(v, t)f(v_*, t) \, dv \, dv_* \\
+ \lambda \int_{\mathbb{R}^{2d}} \gamma_{\beta}^E(v, v_*)v_*(v_* - v)(v - m(t))(v_* - v)f(v, t)f(v_*, t) \, dv \, dv_* \\
+ \frac{\sigma^2}{2} \sum_{i=1}^{d} \int_{\mathbb{R}^{2d}} D_{ii}(v, v_*)^2 f(v, t)f(v_*, t) \, dv \, dv_* =: I_1 + I_2 + I_3
\]

(3.6)

Thanks to the relation, \( \gamma_{\beta}^E(v, v_*) + \gamma_{\beta}^E(v_*, v) = 1 \), we note that for any symmetric function \( \psi(v, v_*) = \psi(v_*, v) \) it holds

\[
\int_{\mathbb{R}^{2d}} \gamma_{\beta}^E(v, v_*)\psi(v_*, v)f(v, t)f(v_*, t) \, dv \, dv_* = \frac{1}{2} \int_{\mathbb{R}^{2d}} \psi(v_*, v)f(v, t)f(v_*, t) \, dv \, dv_* .
\]

(3.7)

It follows that \( I_1 \) and \( I_3 \) can be bounded as

\[
I_1 \leq \frac{\lambda^2}{2} \int_{\mathbb{R}^{2d}} \gamma_{\beta}^E(v, v_*)|v_* - v|^2 f(v, t)f(v_*, t) \, dv \, dv_* = \lambda^2 V(t)
\]

(3.8)

\[
I_3 \leq \frac{\sigma^2}{2} \kappa \int_{\mathbb{R}^{2d}} \gamma_{\beta}^E(v, v_*)|v_* - v|^2 f(v, t)f(v_*, t) \, dv \, dv_* = \sigma^2 \kappa V(t) ,
\]

(3.9)

where we recall that \( \kappa = d \) in the isotropic case (2.6), and \( \kappa = 1 \) in the anisotropic case (2.7).
By applying Lemma 3.1 one can bound the last term as
\[ I_2 = \lambda \int_{\mathbb{R}^d} \gamma_\beta^\varepsilon(v, v_*) (v - m(t)) (v_* - v) f(v, t) f(v_*, t) \, dv \, dv_* \]
\[ \leq -\lambda \int_{\mathbb{R}^d} \gamma_\beta^\varepsilon(v, v_*) |v - v_*|^2 f(v, t) f(v_*, t) \, dv \, dv_* + \frac{\lambda}{2} \int_{\mathbb{R}^d} |v_* - m(t)|^2 f(v, t) f(v_*, t) \, dv \, dv_* + \frac{\lambda}{2} \int_{\mathbb{R}^d} (\gamma_\beta^\varepsilon(v, v_*))^2 |v - v_*|^2 f(v, t) f(v_*, t) \, dv \, dv_* . \]

(3.10)

By applying Lemma [3.1] one can bound the last term as
\[ \int_{\mathbb{R}^d} (\gamma_\beta^\varepsilon(v, v_*))^2 |v - v_*|^2 f(v, t) f(v_*, t) \, dv \, dv_* \leq (1 - \frac{1}{C_\beta}) \int_{\mathbb{R}^d} \gamma_\beta^\varepsilon(v, v_*) |v - v_*|^2 f(v, t) f(v_*, t) \, dv \, dv_* . \]

Finally, we use again relation (3.7) to obtain
\[ I_2 \leq -2\lambda V(t) + \lambda V(t) + \lambda \left(1 - \frac{1}{C_\beta} \right) V(t) = -\frac{\lambda}{C_\beta} V(t) \]
and hence, together with (3.8) and (3.9), we get (3.3).

**Corollary 3.1.** Under the assumptions of Proposition [3.1] if \( \lambda \) and \( \sigma \) satisfy the condition
\[ \frac{\lambda}{C_\beta} - \lambda^2 - \sigma^2 \kappa > 0 \]

(3.11)

then there exists \( \tilde{v} \in \mathbb{R}^d \) such that \( m(t) \to \tilde{v} \), \( V(t) \to 0 \) as \( t \to \infty \).

**Proof.** By applying Grönwall’s inequality to equation (3.3), we obtain the decay estimate
\[ V(t) \leq V(0) e^{-\mu t} \text{ with } \mu := \frac{\lambda}{C_\beta} - \lambda^2 - \sigma^2 \kappa > 0 , \]

(3.12)

which implies \( V(t) \to 0 \) as \( t \to \infty \). From the weak formulation (2.8),
\[ \left| \frac{dm(t)}{dt} \right| = \left| \lambda \int_{\mathbb{R}^d} \gamma_\beta^\varepsilon(v, v_*) (v_* - v) f(v, t) f(v_*, t) \, dv \, dv_* \right| \leq \lambda \left| \int_{\mathbb{R}^d} |v_* - v| f(v, t) f(v_*, t) \, dv \, dv_* \right| \leq \lambda \left| \int_{\mathbb{R}^d} |v_* - v|^2 f(v, t) f(v_*, t) \, dv \, dv_* \right|^\frac{1}{2} \leq 2\lambda \sqrt{V(t)} \leq 2\lambda \sqrt{V(0)} e^{-\frac{1}{2} \mu t} , \]

where we used Jensen’s inequality to have an estimate in terms of the variance. The above proves that \( dm(t)/dt \in L^1(0, \infty) \) and, hence, that there exists a point \( \tilde{v} \in \mathbb{R}^d \) such that
\[ \tilde{v} = m(0) + \int_0^\infty \frac{dm(t)}{dt} \, dt = \lim_{t \to \infty} m(t) . \]

(3.13)

\[ \square \]
Remark 3.1. Clearly, the asymptotic value $\tilde{v}$ in general is not known. We will discuss in Section 4 appropriate conditions under which $E(\tilde{v})$ can be considered a good approximation of $\inf_{v \in \mathbb{R}^d} E(v)$. It should be noted that, condition (3.11) becomes rather restrictive for large values of $\beta$. However, in the mean-field scaling such a condition becomes less stringent as observed in Remark 3.3. Additionally, when both processes for localizing the minimum, microscopic best and macroscopic best, are activated simultaneously the convergence conditions are much less stringent and correspond to those of the macroscopic best dynamics as shown at the end of Section 4 (see Theorem 4.3). From a physical point of view, this reflects the tendency of the binary dynamics based on the microscopic best to favor exploration over concentration when compared to the corresponding binary dynamics based on macroscopic best.

3.2 The case with only the macroscopic best estimate

The case where the macroscopic best estimate contributes alone to the particle search dynamics can be analyzed following the same methodology of the previous section.

The binary interactions now read

$$v' = v + \lambda(v_{\alpha,E}(t) - v) + \sigma D(v) \xi_2$$
$$v_*' = v_* + \lambda(v_{\alpha,E}(t) - v_*) + \sigma D(v_*) \xi_2^*$$  \hspace{1cm} (3.14)

where we have set $\lambda = \lambda_2$, $\sigma = \sigma_2$, $D(v) = D_2(v)$ and $\lambda_1 = \sigma_1 = 0$.

Again, the expected position is not conserved by the dynamics

$$\frac{dm(t)}{dt} = \lambda(v_{\alpha,E}(t) - m(t)),$$  \hspace{1cm} (3.15)

and describes a relaxation towards the estimated global minimum $v_{\alpha,E}(t)$.

As in the case with only microscopic interaction, we can derive an upper bound for the variance derivative.

**Proposition 3.2.** Let $E$ satisfy Assumption 3.1 and $f(v,t)$ be a weak solution of the Boltzmann equation (2.8) were the binary interaction is described by (3.14). For all $\alpha > 0$ and $t > 0$,

$$\frac{dV(t)}{dt} \leq - \left( 2\lambda - 2 \frac{e^{-\alpha E}}{\|\omega_0\|_{L^1(f(t))}} (\lambda^2 + \kappa \sigma^2) \right) V(t).$$  \hspace{1cm} (3.16)

**Proof.** We start by noting that, according to (3.14),

$$\langle |v'|^2 \rangle = \langle |v + \lambda(v_{\alpha,E}(t) - v) + \sigma D(v) \xi_2|^2 \rangle$$

$$= |v|^2 + \lambda^2 |v_{\alpha,E}(t) - v|^2 + 2\lambda v \cdot (v_{\alpha,E}(t) - v) + \sigma^2 \sum_{i=1}^{d} D_{ii}(v)^2,$$  \hspace{1cm} (3.17)
where we used that the $\langle \xi_2 \rangle = 0$ and $\langle |\xi_2|^2 \rangle = 1$. As before, we compute

$$\frac{dE(t)}{dt} = \left\langle \int_{\mathbb{R}^d} (|v'|^2 - |v|^2) f(v,t) f(v_*, t) \, dv \, dv_* \right\rangle$$

$$= \int_{\mathbb{R}^d} \left( \lambda^2 \|v_{\alpha,\xi}(t) - v\|^2 + 2 \lambda v \cdot (v_{\alpha,\xi}(t) - v) + \sigma^2 \sum_{i=1}^d D_{ii}(v)^2 \right) f(v,t) f(v_*, t) \, dv \, dv_* \,, \quad (3.18)$$

and the variance time evolution

$$\frac{dV(t)}{dt} = \frac{\lambda^2}{2} \int_{\mathbb{R}^d} |v_{\alpha,\xi}(t) - v|^2 f(v,t) f(v_*, t) \, dv \, dv_*$$

$$+ \lambda \int_{\mathbb{R}^d} (v - m(t)) \cdot (v_{\alpha,\xi}(t) - v) f(v,t) f(v_*, t) \, dv \, dv_* \quad (3.19)$$

$$+ \frac{\sigma^2}{2} \sum_{i=1}^d \int_{\mathbb{R}^d} D_{ii}(v)^2 f(v,t) f(v_*, t) \, dv \, dv_* .$$

Thanks to the identity

$$\int_{\mathbb{R}^d} (v - m(t)) \cdot (v_{\alpha,\xi}(t) - v) f(v,t) \, dv = \int_{\mathbb{R}^d} (v \cdot v_{\alpha,\xi}(t) - m(t) \cdot v_{\alpha,\xi}(t) - |v|^2 + v \cdot m(t)) f(v,t) \, dv$$

$$= \int_{\mathbb{R}^d} (-|v|^2 + |m(t)|^2) f(v,t) \, dv,$$

we note that the second term of \((3.19)\) is equal to $-2\lambda V(t)$.

We recall that, from \((2.3)\), $v_{\alpha,\xi}(t)$ is defined as

$$v_{\alpha,\xi}(t) = \frac{\int_{\mathbb{R}^d} \omega_{\alpha,\xi}^\varepsilon(v) f(v,t) \, dv}{\int_{\mathbb{R}^d} \omega_{\alpha,\xi}^\varepsilon(v) f(v,t) \, dv} = \int_{\mathbb{R}^d} v \frac{e^{-\alpha \xi(v)}}{\|\omega_{\alpha,\xi}^\varepsilon\|_{L^1(f(\cdot,t))}} f(v,t) \, dv .$$

The remaining terms in \((3.19)\) can then be estimated by pointing out that

$$\int_{\mathbb{R}^d} |v_{\alpha,\xi}(t) - v|^2 f(v,t) \, dv \leq \int_{\mathbb{R}^d} |v - w|^2 \frac{e^{-\alpha \xi(w)}}{\|\omega_{\alpha,\xi}^\varepsilon\|_{L^1(f(\cdot,t))}} f(v,t) f(w,t) \, dv \, dw$$

$$\leq 2 \frac{e^{-\alpha \xi}}{\|\omega_{\alpha,\xi}^\varepsilon\|_{L^1(f(\cdot,t))}} \int_{\mathbb{R}^d} |v - m(t)|^2 f(v,t) \, dv \quad (3.20)$$

thanks to Jensen’s inequality. Lastly, we obtain the desired upper bound

$$\frac{dV(t)}{dt} \leq \lambda^2 \frac{e^{-\alpha \xi}}{\|\omega_{\alpha,\xi}^\varepsilon\|_{L^1(f(\cdot,t))}} \int_{\mathbb{R}^d} |v - m(t)|^2 f(v,t) \, dv - \lambda \int_{\mathbb{R}^d} |v - m(t)|^2 f(v,t) \, dv$$

$$+ \sigma^2 \kappa \frac{e^{-\alpha \xi}}{\|\omega_{\alpha,\xi}^\varepsilon\|_{L^1(f(\cdot,t))}} \int_{\mathbb{R}^d} |v - m(t)|^2 f(v,t) \, dv + \sigma^2 \kappa \lambda \frac{e^{-\alpha \xi}}{\|\omega_{\alpha,\xi}^\varepsilon\|_{L^1(f(\cdot,t))}} \int_{\mathbb{R}^d} |v - m(t)|^2 f(v,t) \, dv$$

$$\leq - \left( 2\lambda - 2 \frac{e^{-\alpha \xi}}{\|\omega_{\alpha,\xi}^\varepsilon\|_{L^1(f(\cdot,t))}} \right) (\lambda^2 + \kappa \sigma^2) \right) V(t) .$$

\square
Remark 3.2. We note that, by applying $\|\omega_\alpha^E\|_{L^1(f(\cdot,t))} \geq e^{-\alpha E}$ to (3.16) one gets an analogous condition, as in Corollary 3.1 with $C_{\beta,E}$ replaced by $C_{\alpha,E} := e^{\alpha(E-E)}$, under which the solution $f$ concentrates around a point $\tilde{v} \in \mathbb{R}^d$. However, as we will see in Section 4, taking into account the time evolution of $\|\omega_\alpha^E\|_{L^1(f(\cdot,t))}$ a weaker condition can be obtained, which avoids the limitations induced by large values of $\alpha$.

3.3 The mean-field scaling limit

Let us consider, for the sake of notational simplicity, the case with only the microscopic binary estimate. We introduce the following scaling

$$t \rightarrow \frac{t}{\varepsilon}, \quad \lambda \rightarrow \lambda \varepsilon, \quad \sigma \rightarrow \sigma \sqrt{\varepsilon}.$$ (3.22)

The scaling (3.22), allows to recover in the limit the contributions due both to alignment and random exploration by diffusion. Other scaling limits can be considered, which are diffusion dominated or alignment dominated. As we shall see, derivation of mean-field CBO models is possible only under this choice of scaling.

To illustrate this, let us consider the decay of the variance which is given by (3.3). If we now rescale time as $t \rightarrow t/\varepsilon$ we get

$$\frac{dV(t)}{dt} \leq -\frac{1}{\varepsilon} \left( \frac{\lambda}{C_{\beta,E}} - \lambda^2 - \sigma^2 \kappa \right) V(t).$$ (3.23)

Letting now $\varepsilon \rightarrow 0$ in order to preserve the behavior of the variance and both alignment and diffusion dynamics we need to assume both $\lambda$ and $\sigma^2$ as $O(\varepsilon)$. This argument shows that the choice of the scaling (3.22) is of paramount importance to get mean-field asymptotics which maintain memory of the microscopic interactions and concentration effects.

In the remainder of this section, we shall present the formal derivation of the mean-field limit, starting from weak form of the Boltzmann equation (2.8) under the scaling (3.22) which leads to the microscopic binary interactions

$$v' = v + \varepsilon \lambda \gamma_\beta^E(v,v_*)(v_* - v) + \sqrt{\varepsilon} \sigma D(v,v_*) \xi_1$$
$$v'_* = v_* + \varepsilon \lambda \gamma_\beta^E(v_*,v)(v - v_*) + \sqrt{\varepsilon} \sigma D(v_*,v) \xi'_1.$$ (3.24)

For small values of $\varepsilon > 0$ we have $v' \approx v$ and we can consider the multidimensional Taylor expansion

$$\phi(v') = \phi(v) + (v' - v) \cdot \nabla_v \phi(v) + \sum_{|\eta| = 2} (v' - v)^\eta \frac{\partial^n \phi(v)}{\eta!} + \sum_{|\eta| = 3} (v' - v)^\eta \frac{\partial^n \phi(v)}{\eta!},$$

where we used the multi-index notation $|\eta| = \eta_1 + \ldots + \eta_d$, $\eta! = \eta_1! \ldots \eta_d!$,

$$\partial^n \phi(v) = \frac{\partial |\eta|}{\partial v_1 \ldots \partial v_d} \phi(v), \quad (v' - v)^\eta = (v'_1 - v_1)^{\eta_1} \ldots (v'_d - v_d)^{\eta_d}.$$
and \( \hat{v} = \theta v + (1 - \theta)v' \), for some \( \theta \in (0, 1) \). We refer to [43] for an extensive discussion on this kind of asymptotic limits leading from a Boltzmann dynamic to the corresponding mean-field behavior. Here, we limit ourselves, to observe that form an algorithmic viewpoint this corresponds to increase the frequency of binary interactions by reducing the strength of each single interaction.

Now (2.8), under the scaling (3.22), can be written as

\[
\frac{\partial}{\partial t} \int_{\mathbb{R}^d} f(v, t) \phi(v) \, dv = \frac{1}{\varepsilon} \left( \int_{\mathbb{R}^{2d}} (\phi(v') - \phi(v)) \, f(v, t) f(v_*, t) \, dv \, dv_\ast \right)
\]

\[
= \lambda \int_{\mathbb{R}^{2d}} \gamma_\beta^F(v, v_*) \nabla_v \phi(v) \cdot (v_* - v) f(v, t) f(v_*, t) \, dv \, dv_\ast
\]

\[
+ \varepsilon \frac{\lambda^2}{2} \int_{\mathbb{R}^{2d}} (\gamma_\beta^F(v, v_*)^2) \sum_{|\eta| = 2} (v_* - v)^\eta \frac{\partial^\eta \phi(v)}{\eta!} f(v, t) f(v_*, t) \, dv \, dv_\ast (3.25)
\]

\[
+ \frac{\sigma^2}{2} \int_{\mathbb{R}^{2d}} \sum_{i=1}^d D_{ii}^2(v, v_*) \frac{\partial^2 \phi(v)}{\partial v_i^2} f(v, t) f(v_*, t) \, dv \, dv_\ast
\]

\[+ O(\sqrt{\varepsilon}) \]

Under suitable boundedness assumptions on moments up to order three, we can formally pass to the limit \( \varepsilon \to 0 \) to get the weak form

\[
\frac{\partial}{\partial t} \int_{\mathbb{R}^d} f(v, t) \phi(v) \, dv = \lambda \int_{\mathbb{R}^d} \gamma_\beta^F(v, v_*) \nabla_v \phi(v) \cdot (v_* - v) f(v, t) f(v_*, t) \, dv \, dv_\ast
\]

\[+ \frac{\sigma^2}{2} \int_{\mathbb{R}^d} \sum_{i=1}^d D_{ii}^2(v, v_*) \frac{\partial^2 \phi(v)}{\partial v_i^2} f(v, t) f(v_*, t) \, dv \, dv_\ast. (3.26)\]

This implies that \( f \) satisfies the mean-field limit equation

\[
\frac{\partial f(v, t)}{\partial t} + \lambda \nabla_v \cdot \left( f(v, t) \int_{\mathbb{R}^d} \gamma_\beta^F(v, v_*) (v_* - v) f(v_*, t) \, dv_\ast \right)
\]

\[= \frac{\sigma^2}{2} \sum_{i=1}^d \frac{\partial^2}{\partial v_i^2} \left( f(v, t) \int_{\mathbb{R}^d} D_{ii}^2(v, v_*) f(v_*, t) \, dv_\ast \right). (3.27)\]

The explicit expressions of the diffusion terms are given below for the isotropic case

\[
\int_{\mathbb{R}^d} D_{ii}^2(v, v_*) f(v_*, t) \, dv_\ast = \sum_{j=1}^d \int_{\mathbb{R}^d} \gamma_\beta^F(v, v_*)^2 (v_{*,j} - v_j)^2 f(v_*, t) \, dv_\ast (3.28)
\]

and the anisotropic one

\[
\int_{\mathbb{R}^d} D_{ii}^2(v, v_*) f(v_*, t) \, dv_\ast = \int_{\mathbb{R}^d} \gamma_\beta^F(v, v_*)^2 (v_{*,i} - v_i)^2 f(v_*, t) \, dv_\ast. (3.29)
\]
In the general case, by analogous computations, under boundedness assumptions on moments, in the limit $\varepsilon \to 0$ we get the weak form

$$\frac{\partial}{\partial t} \int_{\mathbb{R}^d} f(v,t) \phi(v) \, dv = \lambda_1 \int_{\mathbb{R}^d} \gamma^{\varepsilon}_{\beta}(v,v_*) \nabla_v \phi(v) \cdot (v_* - v) f(v,t) f(v_*,t) \, dv \, dv_*$$

$$+ \lambda_2 \int_{\mathbb{R}^d} \nabla_v \phi(v) \cdot (v_{\alpha,\mathcal{E}}(t) - v) f(v,t) \, dv$$

$$+ \frac{\sigma^2}{2} \int_{\mathbb{R}^d} \sum_{i=1}^d D^{2}_{1,ii}(v,v_*) \frac{\partial^2 \phi(v)}{\partial v^2_i} f(v,t) f(v_*,t) \, dv \, dv_*$$

$$+ \frac{\sigma^2}{2} \int_{\mathbb{R}^d} \sum_{i=1}^d D^{2}_{2,ii}(v) \frac{\partial^2 \phi(v)}{\partial v^2_i} f(v,t) \, dv,$$

which corresponds to the mean-field limit equation

$$\frac{\partial f(v,t)}{\partial t} = \lambda_1 \nabla_v \cdot \left( f(v,t) \int_{\mathbb{R}^d} \gamma^{\varepsilon}_{\beta}(v,v_*)(v_* - v) f(v_*,t) \, dv_* \right) + \lambda_2 \nabla_v \cdot (f(v,t)(v_{\alpha,\mathcal{E}}(t) - v))$$

$$+ \frac{\sigma^1}{2} \sum_{i=1}^d \frac{\partial^2}{\partial v^2_i} f(v,t) \int_{\mathbb{R}^d} D^2_{1,ii}(v,v_*) f(v_*,t) \, dv_* + \frac{\sigma^2}{2} \sum_{i=1}^d \frac{\partial^2}{\partial v^2_i} (f(v,t)D^2_{2,ii}(v)).$$

**Remark 3.3.** System (3.31) generalizes the notion of CBO model to the case where a local interaction is taken into account. Additionally, let us remark that from the scaling (3.22) in the mean field limit we have the analogous of Proposition 3.1 and 3.2 where now the $\lambda^2$ terms disappear, making the corresponding concentration conditions less restrictive.

### 4 Convergence to the global minimum

In this section, we will attempt to understand under which conditions we can assume $\lim_{t \to \infty} \mathcal{E}(m(t))$ to be a good approximation of $\underline{\mathcal{E}} := \min_{v \in \mathbb{R}^d} \mathcal{E}(v)$.

In order to do so, we will investigate the large-time behavior of the solution $f(v,t)$ to the Boltzmann equation (2.8). Here, we will first limit ourselves to the case where only the microscopic best estimate occurs during the interactions and then study the case where only the macroscopic best estimate occurs.

#### 4.1 The case with only the microscopic best estimate

In order to study the fully microscopic dynamics, let us set $\lambda_2 = \sigma_2 = 0$ and $\lambda = \lambda_1$, $\sigma = \sigma_1$. Throughout this section we assume $\mathcal{E}$ to satisfy Assumption 3.1 and the following additional regularity assumptions.

**Assumption 4.1.** $\mathcal{E} \in C^2(\mathbb{R}^d)$ and there exist $c_1, c_2 > 0$ such that

1. $\sup_{v \in \mathbb{R}^d} |\nabla \mathcal{E}(v)| \leq c_1$ ;
Theorem 4.1. Let \( f(v,t) \) satisfy the Boltzmann equation (2.8) with initial datum \( f_0(v) \) and binary interaction described by (3.1). Let also Assumptions 3.1 and 4.1 hold for \( \mathcal{E} \). If the model parameters \( \{\lambda, \sigma, \beta\} \) and \( f_0(v) \) satisfy

\[
\mu := \frac{\lambda}{C_{\beta, \mathcal{E}}}, \quad -\lambda^2 - \sigma^2 \kappa > 0 \tag{4.1}
\]

\[
\nu := \frac{2(\sqrt{2}\lambda c_1 + (\lambda^2 + \sigma^2 \kappa)c_2)\beta e^{-\beta \mathcal{E}}}{\mu \|\omega_{\beta}^E\|_{L^1(f_0)}} \max\{\sqrt{V(0)}, V(0)\} < \frac{1}{2} \tag{4.2}
\]

then there exists \( \tilde{v} \in \mathbb{R}^d \) such that \( m(t) \to \tilde{v} \) as \( t \to \infty \). Moreover, it holds the estimate

\[
\mathcal{E}(\tilde{v}) \leq \mathcal{E} + r(\beta) + \frac{\log 2}{\beta} \tag{4.3}
\]

where, if a minimizer \( v^* \) of \( \mathcal{E} \) belongs to \( \text{supp}(f_0) \), then \( r(\beta) := -\frac{1}{\beta} \log \|\omega_{\beta}^E\|_{L^1(f_0)} - \mathcal{E} \to 0 \) as \( \beta \to \infty \) thanks to the Laplace principle (2.4).

Proof. Similar to what we did to derive the mean-field scaling limit, we consider the multidimensional Taylor expansion for \( \omega_{\beta}^E \)

\[
\langle \omega_{\beta}^E(v') - \omega_{\beta}^E(v) \rangle = \left\langle \nabla \omega_{\beta}^E(v') \cdot (v' - v) + \frac{1}{2} (v' - v) \cdot \nabla^2 \omega_{\beta}^E(\tilde{v})(v' - v) \right\rangle \tag{4.4}
\]

where \( \tilde{v} = \theta v + (1 - \theta)v' \) for some \( \theta \in (0,1) \). Thanks to Assumption 4.1, one can bound the above terms as

\[
\langle \nabla \omega_{\beta}^E(v) \cdot (v' - v) \rangle = -\beta e^{-\beta \mathcal{E}(v)} \lambda \nabla \mathcal{E}(v) \cdot (v_{\beta, \mathcal{E}}(v, v_{\star}) - v) \geq -\beta e^{-\beta \mathcal{E}(v)} \lambda c_1 |v_{\beta, \mathcal{E}}(v, v_{\star}) - v|.
\]

By computing the Hessian of \( \omega_{\beta}^E(v) \)

\[
\nabla^2 \omega_{\beta}^E = \beta^2 e^{-\beta \mathcal{E}} \nabla \mathcal{E} \otimes \nabla \mathcal{E} - \beta e^{-\beta \mathcal{E}} \nabla^2 \mathcal{E},
\]

we obtain

\[
\frac{1}{2} \langle (v' - v) \cdot \nabla^2 \omega_{\beta}^E(\tilde{v})(v' - v) \rangle = \left\langle \frac{1}{2} \beta^2 e^{-\beta \mathcal{E}(\tilde{v})} |\nabla \mathcal{E}(\tilde{v}) \cdot (v' - v)|^2 - \beta e^{-\beta \mathcal{E}(\tilde{v})} (v' - v) \cdot \nabla^2 \mathcal{E}(\tilde{v})(v' - v) \right\rangle
\]

\[
\geq -\frac{\beta}{2} e^{-\beta \mathcal{E}} \|\nabla^2 \mathcal{E}(\tilde{v})\|_2 \langle |v' - v|^2 \rangle
\]

\[
\geq -\frac{\beta}{2} e^{-\beta \mathcal{E}} (\lambda^2 + \sigma^2 \kappa)c_2 |v_{\beta, \mathcal{E}}(v, v_{\star}) - v|^2
\]

where in the last inequality we used Assumption 4.1 and the fact that

\[
\langle |v' - v|^2 \rangle \leq \lambda^2 |v_{\beta, \mathcal{E}}(v, v_{\star}) - v|^2 + \sigma^2 \langle |D(v, v_{\star}) \xi_1|^2 \rangle \leq (\lambda^2 + \sigma^2 \kappa)|v_{\beta, \mathcal{E}}(v, v_{\star}) - v|^2,
\]

Under these assumptions on the objective function \( \mathcal{E} \), the following result holds.
by definition of \( D(v, v_\ast) \) and \( \xi_1 \).

We introduce
\[
M_\beta(t) := \int_{\mathbb{R}^d} \omega_\beta^v(v, t) \, dv = \|\omega_\beta^v\|_{L^1(f(\cdot, t))}
\] (4.5)

and apply the weak formulation (2.8) to \( \phi(v) = \omega_\beta^v(v) \) to obtain
\[
\frac{dM_\beta(t)}{dt} = \left( \int_{\mathbb{R}^d} (\omega_\beta^v(v') - \omega_\beta^v(v)) \, f(v, t) \, f(v_\ast, t) \, dv_\ast \right)
\geq -\beta e^{-\beta \xi_1} \lambda c_1 \int_{\mathbb{R}^d} |v_{\beta, c_1}(v, v_\ast) - v| \, f(v, t) \, f(v_\ast, t) \, dv_\ast
\geq -\frac{\beta}{2} e^{-\beta \xi_1} (\lambda^2 + \sigma^2 \kappa) c_2 \int_{\mathbb{R}^d} |v_{\beta, c_1}(v, v_\ast) - v|^2 \, f(v, t) \, f(v_\ast, t) \, dv_\ast.
\] (4.6)

We recall that
\[
\int_{\mathbb{R}^d} |v_{\beta, c_1}(v, v_\ast) - v|^2 \, f(v, t) \, f(v_\ast, t) \, dv_\ast \leq \int_{\mathbb{R}^d} \gamma_\beta^v(v_\ast) |v_\ast - v|^2 \, f(v, t) \, f(v_\ast, t) \, dv_\ast = 2V(t)
\] which also follows, by Jensen’s inequality,
\[
\int_{\mathbb{R}^d} |v_{\beta, c_1}(v, v_\ast) - v| \, f(v, t) \, f(v_\ast, t) \, dv_\ast \leq \sqrt{2V(t)}.
\]

Finally, we obtain
\[
\frac{dM_\beta(t)}{dt} \geq -\beta e^{-\beta \xi_1} \lambda c_1 \sqrt{2V(t)} - \beta e^{-\beta \xi_1} (\lambda^2 + \sigma^2 \kappa) c_2 V(t)
\geq -\beta e^{-\beta \xi_1} \left( \sqrt{2\lambda c_1} + (\lambda^2 + \sigma^2 \kappa) c_2 \right) \max\{\sqrt{V(t)}, V(t)\}.
\] (4.7)

Now, by definition of \( \mu \) it holds \( dV(t)/dt \leq -\mu V(t) \) thanks to Proposition 3.1. As we did in the proof of Corollary 3.1, we apply Grönwall’s inequality to obtain an exponential decay of the variance from which follows
\[
\max\{\sqrt{V(t)}, V(t)\} \leq \max\{\sqrt{V(0)}, V(0)\} e^{-\frac{1}{2} \mu t} \quad \text{for all } t > 0.
\]

This leads to a lower bound for \( M_\beta(t) \) in terms of \( M_\beta(0) \):
\[
M_\beta(t) \geq M_\beta(0) - \beta e^{-\beta \xi_1} (\sqrt{2\lambda c_1} + (\lambda^2 + \sigma^2 \kappa) c_2) \max\{\sqrt{V(0)}, V(0)\} \int_0^t e^{-\frac{1}{2} \mu s} \, ds
\geq M_\beta(0) - \frac{2(\sqrt{2\lambda c_1} + (\lambda^2 + \sigma^2 \kappa) c_2) \beta e^{-\beta \xi_1}}{\mu} \max\{\sqrt{V(0)}, V(0)\}
\geq M_\beta(0)(1 - \nu).
\] (4.8)

By definition of \( \nu \) and condition (4.2), it holds
\[
M_\beta(t) \geq \frac{1}{2} M_\beta(0).
\] (4.9)
Let us now consider the limit of the above inequality as \( t \to \infty \). Since \( m(t) \to \tilde{v} \) and \( V(t) \to 0 \), it holds

\[
M_\beta(t) = \int \omega^\beta_\beta(v) f(v, t) \, dv \longrightarrow \omega^\beta_\beta(\tilde{v}) = e^{-\beta \mathcal{E}(\tilde{v})} \quad \text{as} \quad t \to \infty.
\]

The above limit is a consequence of Chebyshev’s inequality, we refer to the proof of [12, Lemma 4.2] for more details. Considering the limit of inequality (4.9) as \( t \to \infty \), we have

\[
e^{-\beta \mathcal{E}(\tilde{v})} \geq \frac{1}{2} M_\beta(0).
\]

Finally, we take the logarithm of both sides of the above inequality to obtain

\[
\mathcal{E}(\tilde{v}) < -\frac{1}{\beta} \log M_\beta(0) + \frac{\log 2}{\beta} = \mathcal{E} + r(\beta) + \frac{\log 2}{\beta},
\]

where \( r(\beta) := -\frac{1}{\beta} \log M_\beta(0) - \mathcal{E} = -\frac{1}{\beta} \log \| \omega^\beta_\beta \|_{L^1(f_0)} - \mathcal{E}. \)

\[\square\]

4.2 The case with only the macroscopic best estimate

We now consider the case where only the macroscopic dynamics occurs and the interaction is determined by (3.14).

**Theorem 4.2.** Let \( f(v, t) \) satisfy the Boltzmann equation (2.8) with initial datum \( f_0(v) \) and binary interaction described by (3.14). Let also Assumptions 3.1 and 4.1 hold for \( \mathcal{E} \). If the model parameters \( \{ \lambda, \sigma, \alpha \} \) and \( f_0(v) \) satisfy

\[
\mu := 2\lambda - 4 \frac{e^{-\alpha \mathcal{E}}}{\| \omega^\beta_\beta \|_{L^1(f_0)}} (\lambda^2 + \kappa \sigma^2) > 0
\]

\[
\nu := \frac{4(2\lambda + \lambda^2 + \sigma^2 \kappa) c_2 \alpha e^{-2\alpha \mathcal{E}}}{\mu \| \omega^\beta_\beta \|_{L^1(f_0)}} V(0) < \frac{3}{4}
\]

then there exists \( \tilde{v} \in \mathbb{R}^d \) such that \( m(t) \longrightarrow \tilde{v} \) as \( t \to \infty \). Moreover, it holds the estimate

\[
\mathcal{E}(\tilde{v}) \leq \mathcal{E} + r(\alpha) + \frac{\log 2}{\alpha}
\]

where, if a minimizer \( v^* \) of \( \mathcal{E} \) belongs to \( \text{supp}(f_0) \), then \( r(\alpha) := -\frac{1}{\alpha} \log \| \omega^\beta_\beta \|_{L^1(f_0)} - \mathcal{E} \longrightarrow 0 \) as \( \alpha \to \infty \) thanks to the Laplace principle (2.4).

**Proof.** Similar to the proof of Theorem 4.1, we consider the Taylor expansion of \( \omega^\beta_\alpha \) which reads as

\[
\langle \omega^\beta_\alpha(v') - \omega^\beta_\alpha(v) \rangle = \lambda \nabla \omega^\beta_\alpha(v) \cdot (v_{\alpha, \mathcal{E}}(t) - v) + \frac{1}{2} \langle (v' - v) \cdot \nabla^2 \omega^\beta_\alpha(\tilde{v}) (v' - v) \rangle
\]

for some \( \tilde{v} \in \mathbb{R}^d \). As before, by using Assumption (4.1) and the definition of \( \nabla^2 \omega^\beta_\alpha \), the second term can be bounded as

\[
\frac{1}{2} \langle (v' - v) \cdot \nabla^2 \omega^\beta_\alpha(\tilde{v}) (v' - v) \rangle \geq -\frac{\alpha}{2} e^{-\alpha \mathcal{E}(\tilde{v})} (v' - v) \cdot \nabla^2 \omega^\beta_\alpha(\tilde{v}) (v' - v)
\]

\[
\geq -\frac{\alpha}{2} e^{-\alpha \mathcal{E}(\lambda^2 + \sigma^2 \kappa) c_2 |v_{\alpha, \mathcal{E}}(t) - v|^2}.
\]
For the first term of the expansion, it holds
\[
\int_{\mathbb{R}^d} \lambda \nabla \omega_\alpha^\xi(v) \cdot (v_{\alpha, \xi}(t) - v) f(v, t) f(v, t) dv \, dv_*
\]
\[
= -\alpha \lambda \int_{\mathbb{R}^d} e^{-\alpha \xi(v)} \nabla \xi(v) \cdot (v_{\alpha, \xi}(t) - v) f(v, t) f(v, t) dv \, dv_*
\]
\[
= -\alpha \lambda \int_{\mathbb{R}^d} e^{-\alpha \xi(v)} \left( \nabla \xi(v) - \nabla \xi(v_{\alpha, \xi}(t)) \right) \cdot (v_{\alpha, \xi}(t) - v) f(v, t) f(v, t) dv \, dv_*
\]
\[
\geq -\alpha e^{-\alpha \xi} \lambda c_2 \int_{\mathbb{R}^d} |v_{\alpha, \xi}(t) - v|^2 f(v, t) f(v, t) dv \, dv_*,
\]
where we used that
\[
\int_{\mathbb{R}^d} e^{-\alpha \xi(v)} \nabla \xi(v_{\alpha, \xi}(t)) \cdot (v_{\alpha, \xi}(t) - v) f(v, t) f(v, t) dv \, dv_* = 0.
\]
As before, we denote \(M_\alpha(t) := \|\omega_\alpha^\xi(t)\|_{L^1(f_{., t})}\). By the weak formulation (2.8) it then follows
\[
\frac{d}{dt} M_\alpha^2(t) = 2M_\alpha(t) \frac{d}{dt} M_\alpha(t) = 2M_\alpha(t) \left\{ \int_{\mathbb{R}^d} \omega_\alpha^\xi(v') - \omega_\alpha^\xi(v) f(v, t) f(v, t) dv \, dv_* \right\}
\]
\[
\geq -4\alpha c_2 \left( 2\alpha + \lambda^2 + \sigma^2 \right) e^{-2\alpha \xi} V(t)
\]
where we used \([3.20]\) to bound the expectation of \(|v_{\alpha, \xi}(t) - v|^2\).

We now define the time
\[
T := \sup \left\{ t : M_\alpha(s) > \frac{1}{2} M_\alpha(0), \forall s \in [0, t] \right\}
\]
(4.18)
and assume that \(T < \infty\). By assumption \((4.13)\) on \(\mu\), for all \(t \in [0, T]\)
\[
2\lambda - 2 \frac{e^{-\alpha \xi}}{M_\alpha(t)} \left( \lambda^2 + \kappa \sigma^2 \right) \geq 2\lambda - 4 \frac{e^{-\alpha \xi}}{M_\alpha(0)} \left( \lambda^2 + \kappa \sigma^2 \right) = \mu > 0,
\]
which leads to
\[
\frac{dV(t)}{dt} \leq -\mu V(t)
\]
thanks to Proposition \([3.2]\). Due to Grönwall’s inequality one has \(V(t) \leq V(0) \exp(-\mu t)\) for all \(t \in [0, T]\). By assumption \((4.14)\),
\[
M_\alpha^2(t) \geq M_\alpha^2(0) - 4(2\lambda + \lambda^2 + \sigma^2 \kappa) c_2 \alpha e^{-2\alpha \xi} V(0) \int_0^t e^{-\mu s} ds
\]
\[
> M_\alpha^2(0) - \frac{4(2\lambda + \lambda^2 + \sigma^2 \kappa) c_2 \alpha e^{-2\alpha \xi}}{\mu} V(0) \geq \frac{1}{4} M_\alpha^2(0)
\]
(4.19)
which implies that for all \(t \in [0, T]\),
\[
M_\alpha(t) > \frac{1}{2} M_\alpha(0).
\]
(4.20)
This means that for some $\delta > 0$, $M_\alpha (t) \geq \frac{1}{2} M_\alpha (0)$ for all $t \in [T, T+\delta)$ which contradicts the definition of $T$. Consequently, $T = \infty$ and hence (4.20) holds for all $t > 0$. As a consequence, we obtain the exponential decay of the variance

$$V(t) \leq V(0)e^{-\mu t} \text{ for all } t > 0. \quad (4.21)$$

As we showed in the proof of Corollary 3.1, there exists a $\tilde{v} \in \mathbb{R}^d$ such that $m(t) \rightarrow \tilde{v}$ as $t \rightarrow \infty$ with exponential rate, from which follows $M_\alpha (t) \rightarrow e^{-\alpha \mathcal{E}(\tilde{v})}$. By taking the limit as $t \rightarrow \infty$ of (4.20), we obtain

$$e^{-\alpha \mathcal{E}(\tilde{v})} > \frac{1}{2} M_\alpha (0) \quad (4.22)$$

and we conclude that

$$\mathcal{E}(\tilde{v}) < -\frac{1}{\alpha} \log M_\alpha (0) + \frac{\log 2}{\alpha} = \mathcal{E} + r(\alpha) + \frac{\log 2}{\alpha}, \quad (4.23)$$

where $r(\alpha) := -\frac{1}{\alpha} \log M_\alpha (0) - \mathcal{E} = -\frac{1}{\alpha} \log \|\omega_\alpha^E\|_{L^1(f_0)} - \mathcal{E}$. \qed

Finally, it is possible to prove a general convergence result to the global minimum for the case where both the local and global best alignments occur in the particles interaction. In the following, for simplicity we will set $\beta = \alpha$.

**Theorem 4.3.** Let $f(v, t)$ satisfy the Boltzmann equation (2.8) with initial datum $f_0(v)$ and binary interaction described by (2.1). Let also Assumptions 3.1 and 4.1 hold for $\mathcal{E}$. If the model parameters $\{\lambda_1, \lambda_2, \sigma_1, \sigma_2, \alpha\}$ and $f_0(v)$ satisfy

$$\mu := 2 \lambda_2 - 4 \frac{e^{-\alpha \mathcal{E}}}{\|\omega_\alpha^e\|_{L^1(f_0)}} (\lambda_2^2 + \kappa \sigma_2^2) - (\lambda_1^2 + \sigma_1^2 \kappa) > 0 \quad (4.24)$$

$$\nu := \frac{8 \left( \sqrt{2} \lambda_1 c_1 + (\lambda_1^2 + \sigma_1^2 \kappa) c_2 + (2 \lambda_2 + \lambda_2^2 + \sigma_2^2 \kappa) c_2 \right) a c e^{-2 \alpha \mathcal{E}}}{\mu \|\omega_\alpha^e\|_{L^1(f_0)}} \max \{\sqrt{V(0)}, V(0)\} < \frac{3}{4} \quad (4.25)$$

then there exists $\tilde{v} \in \mathbb{R}^d$ such that $m(t) \rightarrow \tilde{v}$ as $t \rightarrow \infty$. Moreover, it holds the estimate

$$\mathcal{E}(\tilde{v}) \leq \mathcal{E} + r(\alpha) + \frac{\log 2}{\alpha} \quad (4.26)$$

where, if a minimizer $v^*$ of $\mathcal{E}$ belongs to $\text{supp}(f_0)$, then $r(\alpha) := -\frac{1}{\alpha} \log \|\omega_\alpha^e\|_{L^1(f_0)} - \mathcal{E} \rightarrow 0$ as $\alpha \rightarrow \infty$ thanks to the Laplace principle (2.4).

The proof closely follows the proofs of Theorems 4.1 and 4.2 and will be omitted for brevity.

It is interesting to remark, however, that condition (4.24) is far less restrictive than the corresponding condition where only the local best is used (4.1). This suggest to use the local best in practical applications only in combination with the global best.

Before concluding our theoretical analysis, a few remarks are in order.

**Remark 4.1.**
• The assumptions in Theorems 4.1, 4.2 and 4.3 depend strongly on $\beta$ and $\alpha$, which have to be considered as fixed parameters. Therefore, the limits $t \to \infty$ and $\beta$, or $\alpha \to \infty$ are not interchangeable. Furthermore, for a given $\beta$, or $\alpha$, a choice of $\lambda_1, \lambda_2$ and $\sigma_1, \sigma_2$ satisfying the assumptions is always possible, at the cost of taking $V(0)$ sufficiently small.

• Under the mean field scaling (3.22), one can directly derive the equivalent of Theorem 4.3 for the mean-field limit dynamics (3.31). For small values of the scaling parameter $\varepsilon$, the quadratic terms in $\lambda_1, \lambda_2$ will vanish and, in the case of global best only, we recover the same convergence result of CBO methods (see for instance [14, Theorem 3.1]).

• Finally, in the case where the diffusion process in binary interactions is anisotropic, namely (2.7) holds and therefore $\kappa = 1$, convergence to the global minimum is guaranteed with parameter constraints independent of the problem dimensionality. For this reason, in all numerical examples of the next section only anisotropic noise has been considered.

5 Numerical examples and applications

This section is devoted to discuss the implementation of the proposed methods and to test their performance with the aid of several numerical experiments. The first experiment, in Section 5.2, consists of checking the fitness of the macroscopic best estimate in (2.3) employing in the evolution of the dynamics both terms (2.2) and (2.3), in comparison to the sole presence of one of the two. The second experiment, presented in Section 5.3, is devoted to show how even simple 1-dimensional problems may pose serious issues to classical descent methods, whilst the proposed procedure has an high success rate. Finally, the last section presents an application to a classical machine learning problem, showing that KBO methods have the potential to outperform classical approaches. It should be noted that, in numerical experiments, to facilitate comparison with the literature, we will denote by $f(x)$ the function to be minimized and by $x$ the variable in the search space, instead of $E(v)$ and $v$ as in the description of the KBO method.

5.1 Implementation

The numerical implementation of KBO relies on two different algorithms inspired by Nanbu’s and Bird’s direct simulation Monte Carlo methods in rarefied gas dynamics [9,40,42]. The former considers at each time step the evolution of distinct pairs of particles, while the latter allows for multiple interactions between pairs of particles in a time step. The methods are summarized in Algorithms 1 and 2, the interested reader can find additional details on similar algorithms used in particle swarming in [3,43]. Mathematically, let us remark that in the limit of a large number of particles Nanbu’s method converges to a discrete-time formulation of (2.8), while Bird’s method converges to the continuous-time formulation (2.8).

In the algorithms reported, the parameters $\delta_{\text{stall}}$ and $n_{\text{stall}}$ check if consensus has been reached in the last $n_{\text{stall}}$ iterations within a tolerance $\delta_{\text{stall}}$: in such case, the evolution is stopped without reaching the total number of iterations. The initial particles are drawn from a given distribution, typically uniform in the search space unless one has additional informations on the locations of the global minimum. Note that in Bird’s algorithm interactions take place without any time
counter compared to Nanbu’s method. As a consequence the total number of interactions as well as the parameter $n_{\text{stall}}$ have to be adjusted accordingly to the overall number of particles.

**Algorithm 1: Nanbu KBO**

Input parameters: $N_p$, $N_t$, $\varepsilon > 0$, $\sigma_1, \sigma_2$, $\lambda_1, \lambda_2$, $n_{\text{stall}}$ and $\delta_{\text{stall}}$

Initialise $N_p$ particles: $\{v_i^{(0)}\}_{i=1,...,N_p}$

$t \leftarrow 0$, $n \leftarrow 0$

Compute $v_{\alpha,t}^{(0)}$

while $t < N_t$ and $n < n_{\text{stall}}$

for $i = 1, \ldots, N_p$

Select uniformly another individual $v_j^{(t)}$, among the others except $v_i^{(t)}$

Compute $v_{\beta,t}^{(t)}$ ($v_i^{(t)}, v_j^{(t)})$

$d_{\beta,i} \leftarrow v_{\beta,t}^{(t)} (v_i^{(t)}, v_j^{(t)}) - v_i^{(t)}$

$d_{\alpha,i} \leftarrow v_{\alpha,t}^{(t)} - v_i^{(t)}$

Generate $\xi_1, \xi_2 \sim N(0,1)$

$v_j^{(t+1)} \leftarrow v_j^{(t)} + \varepsilon \lambda_1 d_{\beta,i} + \varepsilon \lambda_2 d_{\alpha,i} + \sqrt{\varepsilon} \sigma_1 \text{Diag}(d_{\beta,i}) \xi_1 + \sqrt{\varepsilon} \sigma_2 \text{Diag}(d_{\alpha,i}) \xi_2$

end for

Compute $v_{\alpha,t}^{(t+1)}$

if $\|v_{\alpha,t}^{(t+1)} - v_{\alpha,t}^{(t)}\|_2 < \delta_{\text{stall}}$ then

$n \leftarrow n + 1$

else

$n \leftarrow 0$

end if

$t \leftarrow t + 1$

end while

**Algorithm 2: Bird KBO**

Input parameters: $N_p$, $N_t$, $\varepsilon > 0$, $\sigma_1, \sigma_2$, $\lambda_1, \lambda_2$, $n_{\text{stall}}$ and $\delta_{\text{stall}}$

Initialise $N_p$ particles: $\{v_i^{(0)}\}_{i=1,...,N_p}$

$s \leftarrow 0$, $n \leftarrow 0$, $N_s \leftarrow N_t N_p / 2$, $n_{\text{stall}} \leftarrow n_{\text{stall}} N_p / 2$

Compute $v_{\alpha,0}^{(0)}$

while $s < N_s$ and $n < n_{\text{stall}}$

Select a random pair $(i,j)$ uniformly among the $\binom{N_p}{2}$ possible ones .

Compute $v_{\beta,t}^{(0)}$ ($v_i, v_j$)

$d_{\beta,i} \leftarrow v_{\beta,t}^{(0)} (v_i, v_j) - v_i$, $d_{\beta,j} \leftarrow v_{\beta,t}^{(0)} (v_i, v_j) - v_j$

$d_{\alpha,i} \leftarrow v_{\alpha,t}^{(s)} - v_i$, $d_{\alpha,j} \leftarrow v_{\alpha,t}^{(s)} - v_j$

Generate $\xi_1, \xi_2, \xi_1^*, \xi_2^* \sim N(0,1)$

$v_i \leftarrow v_i + \varepsilon \lambda_1 d_{\beta,i} + \varepsilon \lambda_2 d_{\alpha,i} + \sqrt{\varepsilon} \sigma_1 \text{Diag}(d_{\beta,i}) \xi_1 + \sqrt{\varepsilon} \sigma_2 \text{Diag}(d_{\alpha,i}) \xi_2$

$v_j \leftarrow v_j + \varepsilon \lambda_1 d_{\beta,j} + \varepsilon \lambda_2 d_{\alpha,j} + \sqrt{\varepsilon} \sigma_1 \text{Diag}(d_{\beta,j}) \xi_1^* + \sqrt{\varepsilon} \sigma_2 \text{Diag}(d_{\alpha,j}) \xi_2^*$

Update $v_{\alpha,t}^{(s+1)}$

if $\|v_{\alpha,t}^{(s+1)} - v_{\alpha,t}^{(s)}\|_2 < \delta_{\text{stall}}$ then

$n \leftarrow n + 1$

else

$n \leftarrow 0$

end if

end while
5.2 Validation of the algorithms

The validation of the KBO algorithms is pursued initially on a classical benchmark function for global optimization, the Rastrigin function \([34]\) in dimension \(d = 20\), with the global minimum \(f(x^*) = 0\), at \(x^* = 0\) (see Appendix A). As shown in \([14,23,28,44]\), compared to other benchmark functions the Rastrigin function in high dimension has proven to be quite challenging for CBO-type methods if one is interested in the computation of the precise value \(x^*\) in which the function reaches its global minimum. In fact, the Rastrigin function contains multiple similar minima located in different positions and the minimizer can get easily trapped in one local minimum without being able to compute the global optimum. This test is used to analyze the performances of the two different algorithmic implementations of the method and the effects of the parameters related to the alignment and the exploration processes based on the local best and the global
best respectively.

The computational parameters are fixed as $N = 200$, $N_t = 10000$, $n_{stall} = 1000$, $\delta_{stall} = 10^{-4}$ and the particles are initially distributed following an uniform distribution in the hypercube $[-3.12, 3.12]^d$, $d = 20$. Figures 1 and 2 show the performance of KBO algorithms, considering only the local best (2.3) or the global best (2.2). In both figures the first row refers to the case in which only the microscopic estimate has been used, i.e. $\lambda_2 = \sigma_2 = 0$, while $\lambda_1 = 1$ and $\sigma_1$ ranges in $(0, 2]$, while the second row refers to the usage of the sole macroscopic estimation, i.e. $\lambda_1 = \sigma_1 = 0$, $\lambda_2 = 1$ and $\sigma_2 \in (0, 11]$. Two measures are used for the validation: the first one is the success rate, while the second is the number of iterations. In agreement with \cite{14, 44}, a simulation is considered successful if and only if

$$\|x_\alpha^* - x^*\|_\infty < 0.25$$  \hspace{1cm} (5.1)
where $x^*_{\alpha}$ is the macroscopic best estimate (provided by (2.3)), while $x^*$ is the actual minimizer of the Rastrigin function. Note that, in the case where only the local best has been used we still use the global best as an estimate of the global minimizer computed by the algorithm. The algorithms have been tested for three different choices for $\varepsilon = 1, 0.1$ and 0.01. Each setting has been tested for 100 simulations. The local and global minimizers have been evaluated using $\alpha = \beta = 5 \times 10^6$. For the numerical implementation, we refer to the algorithm introduced in \[21\] which permits to use arbitrary large values of $\alpha$ and $\beta$.

The results for the local best only, in the first row of Figures 1 and 2, suggest that there are no great differences in terms of success rate between the two algorithms, even if the choice for $\varepsilon = 0.1$ seems to be the best compromise. On the other hand, for $\varepsilon = 1$ and $\varepsilon = 0.1$ Bird’s algorithm needs a slightly less number of iteration for reaching convergence. The second row is devoted to present the results regarding the use of the global best only. In general, decreasing the value for $\varepsilon$ enlarges the interval in which the parameter $\sigma^2$ can be chosen, but at the same time this interval is shifted to the right, meaning that the algorithm needs more noise in order to explore the search domain and identify the global minimum. It is also clear from Figures 1 and 2 that the convergence basin with only the local best is significantly smaller than that with only the global best. This is in agreement with the theoretical results of Section 4.

Note that the convergence region for Nanbu’s algorithm is slightly wider and that, as in the previous case, the Bird algorithm needs a lower number of iteration to reach convergence.

Figs. 3 and 4 refer to the case in which both microscopic and macroscopic estimates are used in the procedure. In the first row, $\sigma_2$ has been chosen as the optimal value that provided the best success rate in the previous experiment, in the second row the same strategy is applied to $\sigma_1$. The depicted plot show that the performance drastically improves for certain options (check in particular Fig. 3(a)) and the required iteration number is decreasing too. This result is also in agreement with the theoretical analysis at the end of Section 4 that indicates an increase of the basin of convergence of the method based on the microscopic best when used in combination with the macroscopic best. As a final comment we can mention that Bird’s algorithm, thanks to the multiple interactions, produced less fluctuations in the numerical solution compared to Nanbu’s algorithm. This is well known in rarefied gas dynamics where the algorithms have their origins \[12\]. In our specific case, this translates is slightly narrower convergence regions and slightly faster convergence rates.

### 5.3 Comparison with Stochastic Gradient Descent

Next, we considered a test case to compare the proposed KBO algorithms with the classical Stochastic Gradient Descent (SGD). While the main interest in a gradient-free method is in situations where gradient computation is either not possible or is particularly expensive, the purpose of this simple numerical test, originally introduced in \[14\] is to illustrate the potential advantages of a consensus-based method even in circumstances where the gradient is available but get easily trapped into local minima without allowing the identification of the global minimum.
Figure 3: Minimization of Rastrigin function for KBO based on Nanbu’s algorithm. From left to right: success rate and average iterations number using both local and global best. Top row refers to the optimal value for the global best, while the bottom one refers to the optimal value for the local best.

Following [14], we want to minimize the function

\[ L(x) = \frac{1}{n} \sum_{i=1}^{n} f(x, \xi_i) \]  

(5.2)

where

\[ f(x, \xi_i) = \exp(\sin(2x^2)) + \frac{1}{10} \left(x - \xi_i - \frac{\pi}{2}\right)^2, \quad \xi_i \sim N(0, 0.01) \]

The plot of (5.2) together with its minimum \( f(x^*) \) at \( x^* = 1.5353 \) (with \( n = 10000 \)) is shown in Fig. 5.

The SGD procedure is shown in Algorithm 3: this algorithm implements the idea of mini-batches, which consists of dividing the set \( \{\xi_i\}_{i=1,...,n} \) (the equivalent of a training set in Machine
Learning problems) in smaller $n/m$ subsets where $m$ is the size of each subset, and then use the descent direction given by the average of these $m$ gradients computed at the current iterate. Exploring the whole set $\{\xi_i\}_{i=1,...,n}$ is called an epoch and one can decide to iterate the procedure for several epochs. The parameter $\gamma$ chosen in Algorithm 3 is the stepsize, called learning rate in Machine Learning framework.

We minimize the function given in (5.2) with $n = 10000$ by using both SGD and the proposed KBO algorithm: the former is set with $\gamma = 0.1$, $m = 100$, number of epochs equal to one and the procedure is stopped when $|\nabla f(x_k)| < \varepsilon$, with $\varepsilon = 0.01$, while the setting for KBO can be found in Table 1. Additional parameters are $\delta_{\text{stall}} = 10^{-4}$. For SGD the starting point is uniformly chosen in $[-3, 3]$, the initial 20 particles are chosen in the same interval for KBO. We run 1000 simulations for SGD and 50 simulations for KBO: this is due to the equivalence of 20 runs of SGD to one of KBO. Indeed, the former case is equivalent to consider 20 different particles and
Algorithm 3: SGD for minimizing (5.2)

Choose the learning rate $\gamma$, the Batch Size $m$, the number of Epochs $E$ and the tolerance $\varepsilon$.

Set $e = 0, k = 0$; generate $x^0 \sim U(-3,3)$. Set the number of iterations per epoch $I = \frac{n}{m}$.

while $e < E$ and $|\nabla L(x_k)| > \varepsilon$ do

\[ i \leftarrow 1 \]

while $i \leq I$ and $|\nabla L(x_k)| > \varepsilon$ do

\[ x^{k+1} = x^k - \frac{\gamma}{m} \sum_{\ell \in b_k} \nabla f(x^k, \xi_l) \]

where $b_k$ is a random index set drawn from $\{1, \ldots, n\}$ of size $m$.

$k \leftarrow k + 1$

end while

end while

then the minimization of the function is pursued independently on each particle. A simulation is considered successful for SGD if and only if the final iterate $x_\alpha^*$ satisfies $|x_\alpha^* - x^*| < 0.25$; for each simulation of KBO we count how many particles (in percentage) lie in the open ball $B_{0.25}(x^*)$, i.e. how many particles reached a consensus around the actual solution: Table 1 collects the average of this consensus among the simulations.

As shown, for this test case KBO algorithms outperforms the SGD method: even for a small number of particles ($N_p = 20$), the minimum of the function is well recovered. The success rate of SGD is not surprisingly low: indeed, being a descent method without momentum, it hugely suffers from the presence of many local minima and from the initial position. The success rate of 18% is very close to the probability of randomly choosing the initial iterate in the interval containing the actual minimum, shaded in gray in Fig. 5: $|x_2 - x_1|/6 = 0.1833$. Enlarging or reducing the interval in which the initial point is chosen increases or decreases accordingly the success rate of SGD, while KBO does not seem to suffer from this problem. In conclusion, we observe how the implementation via Nanbu’s method leads to a higher success rate and how in
Table 1: Performances of SGD and KBO. In KBO algorithms we fixed the number of particles $N_p = 20$ and the maximum iterations number $N_t = 100$.

| Method | $\varepsilon$ | $\sigma_1$ | $\sigma_2$ | $n_{stall}$ | Success Rate |
|--------|---------------|-------------|-------------|--------------|--------------|
| SGD    | *             | *           | *           | *            | 18.00%       |

Nanbu algorithm

| Method | $\lambda_1$ | $\lambda_2$ | $\sigma_1$ | $\sigma_2$ | $n_{stall}$ | Success Rate |
|--------|-------------|-------------|-------------|-------------|--------------|--------------|
| KBO    | 1           | 0.1         | 0.5         | 50          | 98.50%       |
| KBO    | 0.1         | 1           | 1           | 50          | 100.00%      |
| KBO    | 0.01        | 1           | 5           | 50          | 98.15%       |

Bird algorithm

| Method | $\lambda_1$ | $\lambda_2$ | $\sigma_1$ | $\sigma_2$ | $n_{stall}$ | Success Rate |
|--------|-------------|-------------|-------------|-------------|--------------|--------------|
| KBO    | 1           | 0.5         | 0.5         | 50          | 98.50%       |
| KBO    | 0.1         | 1.0         | 1.3         | 50          | 100.00%      |
| KBO    | 0.01        | 1.0         | 6.5         | 50          | 98.70%       |

5.4 Results on high dimensional benchmark functions

This section is devoted to test the performance of the KBO approach on classical benchmark functions in a high dimensional framework ($d = 50$). The related optimization problems have been solved by using a common set of parameters for KBO algorithm

$$\lambda_1 = \lambda_2 = 1, \quad \sigma_1 = 1, \quad \sigma_2 = 6, \quad \varepsilon = 0.01, \quad n_{stall} = 500, \quad \delta_{stall} = 10^{-4} \quad (5.3)$$

and the maximum number of iteration is fixed to 10000. The numerical implementation of KBO approach relies on Algorithm 1. Table 2 presents the results obtained on the functions listed in Appendix A.

Table 2 presents the success rate defined as in (5.1)

$$\|x^*_\alpha - x^*\|_\infty \leq \delta,$$

where $\delta$ controls the severity of the criterion. We chose two different values, namely 0.25 and 0.1. We computed also the average number of iteration for achieving convergence. These results are obtained via 100 runs of each instance of the optimization problems. Two further performance measures are reported, the former being the expected error in Euclidean norm, defined as $E[|x^*_\alpha - x^*|]$ where $x^*$ is the solution and $x^*_\alpha$ is the global estimate given by KBO procedure achieved for a successful run. The other measurement is the function value obtained at $x^*_\alpha$.

We employed here a strategy to dynamically reduce the number of particles used in the procedure. Indeed, as observed in [23], a constant number of particles is not optimal: while the
### Table 2: Performance of KBO on benchmark functions in dimension $d = 50$.

All tests were run with the same parameters setting \([5,3]\), and the initial position of the particles are chosen uniformly. Each instance was run for 100 times starting with $N_p = 2000$ particles. The table reports the success rate (SR), the average number of iteration (Iters), the mean square error (Error) and the the average functions values (Fval) achieved on successful runs, and the arithmetic average number of particles ($N_a$) used along the simulation.

| Function       | $\delta = 0.25$ | $\delta = 0.01$ | Function       | $\delta = 0.25$ | $\delta = 0.01$ |
|----------------|-----------------|-----------------|----------------|-----------------|-----------------|
|                | SR              | Iters           | SR             | Iters           | SR              | Iters           |
| Salomon        | 100%            | 6306            | 100%           | 10000           | 75%             | 3893            |
|                | Error           | 9.64e-02        | 4.92e-02       | Rastrigin       | Error           | 6.91e-01        | 2.23e-05        |
|                | Fval            | 0.96            | 0.49           | Fval            | 0.25            | 8.95e-7         |
|                | $N_a$           | 133             | 215            | $N_a$           | 182             | 804             |
| Griewank       | 100%            | 2722            | 100%           | 1696            | 100%            | 2165            |
|                | Error           | 9.22e-03        | 7.29e-03       | Schwefel 2.22   | Error           | 1.27e-03        | 1.49e-06        |
|                | Fval            | 2.49e-2         | 1.04e-2        | Fval            | 0.27            | 6.9e-4          |
|                | $N_a$           | 258             | 985            | $N_a$           | 335             | 1017            |
| StyLank        | 77%             | 5923            | 100%           | 2062            | 100%            | 10000           |
|                | Error           | 4.56e-03        | 4.70e-05       | Schwefel 2.23   | Error           | 4.53e-02        | 4.69e-02        |
|                | Fval            | -1958.29        | -1958.29       | Fval            | 1e-5            | 3.74e-8         |
|                | $N_a$           | 132             | 874            | $N_a$           | 75              | 215             |
| Neg. Exp.      | 100%            | 2517            | 100%           | 1325            | 100%            | 2368            |
|                | Error           | 1.11e-03        | 1.40e-03       | Sphere          | Error           | 1.02e-03        | 1.88e-04        |
|                | Fval            | -1              | -1             | Fval            | 1.00e-5         | 9.35e-7         |
|                | $N_a$           | 271             | 1129           | $N_a$           | 291             | 1051            |
| Sum of Square  | 100%            | 2788            | 100%           | 1719            | 100%            | 2701            |
|                | Error           | 1.15e-03        | 2.96e-05       | Ackley          | Error           | 1.69e-03        | 3.87e-06        |
|                | Fval            | -2.93e-3        | 1.02e-6        | Fval            | 3.32e-2         | 7.00e-5         |
|                | $N_a$           | 252             | 966            | $N_a$           | 259             | 994             |
dynamic evolves, the variance of the system diminishes due to consensus. We may then reduce the number of particles, according to this variance decreasing, using the following strategy: compute the variance $S_t$ of the system at time $t$

$$S_t = \frac{1}{N_t} \sum_{i=1}^{N_t} |v_i^{(t)} - \bar{v}|^2, \quad \bar{v} = \frac{1}{N_t} \sum_{i=1}^{N_t} v_i^{(t)}$$

where $N_t$ is the number of particles at time $t$. As the consensus increases, the variance decreases: $S_{t+1} \leq S_t$, then the number of particles can be decreased following the ratio $S_t/S_{t+1} \leq 1$, using the formula

$$N_{t+1} = \left\lfloor N_t \left(1 + \mu \left(\frac{S_t - S_{t+1}}{S_t}\right)\right)\right\rfloor$$

with $\mu \in [0, 1]$, $\lfloor x \rfloor$ denoting the integer part of $x$ and

$$\hat{S}_{t+1} = \frac{1}{N_t} \sum_{i=1}^{N_t} |v_i^{(t+1)} - \hat{v}|^2, \quad \hat{v} = \frac{1}{N_t} \sum_{i=1}^{N_t} v_i^{(t+1)}.$$

For $\mu = 0$ the discarding procedure is not employed, while for $\mu = 1$ the maximum speed up is achieved. For $\mu > 0$, a minimum number of particles $N_{\text{min}}$ is set and the reducing procedure is adopted every $t_r$ iterations. For more practical detail, the interested reader may refer to \cite{23}. In the experiments presented in Table 2 we set $\mu = 0.1$ for $\delta = 0.25$ and $\mu = 0.03$ for $\delta = 0.1$, $t_r = 10$ and $N_{\text{min}} = 10$.

The initial distribution of the particles is uniform in the cube $[-1, 1]^d$, while the initial number of particles is set to 2000. A rescaling strategy is adopted for the dynamics evolution: before computing the function values, the particles are rescaled into the benchmark research domain. For example, in the case of the Griewank function initially the candidates are uniformly drawn from $[-1, 1]^d$: to compute the function values in these candidates the latter are rescaled into $[-600, 600]^d$ and then these values are used in successive computation of $v_\alpha$ and $v_\beta$.

Table 2 shows that the success rate is very high and the error is very low for almost of the benchmark functions. The average number of particles decreases, reaching one tenth of the initial number in some cases, reducing overall both computational cost and time. Nonetheless, lowering the parameter $\mu$ induces a higher success rate even with a more strict criterion ($\delta = 0.1$): this amounts to use a larger number of particles, but at the same time it lowers the number of iterations in most cases. The trade–off to be considered is between computational time and computational cost: this consideration should be done case by case, since it depends on the function to minimize.

5.5 Application to a machine learning problem

In the last test case, we apply the KBO technique to a classical problem of Machine Learning: the scope is to recognize digital numbers contained in images of the MNIST data set, by using a shallow network

$$f(x; W, b) = \text{softmax} \left(\text{ReLU} \left(W x + b\right)\right)$$
where \( x \in \mathbb{R}^{784}, W \in \mathbb{R}^{10 \times 784}, b \in \mathbb{R}^{10} \). Moreover
\[
\text{softmax}(x) = \frac{e^x}{\sum_i e^x}, \quad \text{ReLU}(x) = \max(0, x)
\]
being ReLU the well–known Rectified Linear Unit function. The training of the shallow network consists in minimizing the following function
\[
L(X, y; f) = \frac{1}{n} \sum_{i=1}^{n} \ell \left( f(X^{(i)}; W, b), y^{(i)} \right), \quad \ell(x, y) = -\sum_{i=1}^{10} y_i \log(x_i)
\]
where \( X \) is the training dataset, whose images are vectorized \((\mathbb{R}^{28 \times 28} \rightarrow \mathbb{R}^{784})\) and stacked column–wise. The function \( \ell \) is the cross entropy.

We adopt a minibatch strategy both for the training set and for the particles used in KBO. The former consists in the classical strategy, depicted also in Algorithm 3, while the latter divides the particles set in \( N_p/m_p \) minibatches, where \( N_p \) is the number of total particles and \( m_p \) is the number of particles in each batch. The KBO procedure is then iterated on the training batches.

The final strategy is depicted in Algorithm 4.

**Algorithm 4: Nanbu KBO for ReLU network**

Training Set and Labels: \( X \in \mathbb{R}^{784 \times n}, y \in \mathbb{R}^{10 \times n} \). Sets the number of epochs \( E \) and the batchsize \( m_t \).

Setting for KBO: set \( s = (\sigma_1, \sigma_2, \lambda_1, \lambda_2, \varepsilon, \alpha, \beta, T, dt = \varepsilon) \).

Initial candidates: \( W \in \mathbb{R}^{7840 \times N_p}, b \in \mathbb{R}^{10} \). Select the particles’ batch size \( m_p \)

Set \( M = n/m_t, P = N_p/m_p \).

for \( e = 1, \ldots, E \) do
  Reorganize the training set in \( M \) batches: \( B_1, B_2, \ldots, B_M \)
  for \( m = 1, \ldots, M \) do
    Reorganize the particles set in \( P \) batches: \( B_1, B_2, \ldots, B_P \)
    for \( k = 1, \ldots, P \) do
      \( W_{B_k}, b_{B_k} \leftarrow \text{KBO}(L(X_{B_m}, y_{B_m}; f), W_{B_k}, b_{B}; s) \)
    end for
  end for
end for

At each epoch, the training dataset is shuffled in order to have different elements inside the batches. When exploring the current training batch, the particles are shuffled too. For our experiment, we used a dataset with 10000 images, 1000 per class, for the training and 10000 images, 1000 per class, for validation. We compared the SGD method and KBO, both set with 20 epochs and minibatch size of 128; all the images in the training set have been normalized via zero centering and dividing by the standard deviation computed among the entire dataset.

The learning rate for SGD is set to \( \gamma = 0.1 \), without momentum, with starting point randomly selected via a Gaussian distribution of zero mean and unitary variance. The settings for KBO is given by \( \sigma_1 = \sigma_2 = 1, \lambda_1 = \lambda_2 = 1, \varepsilon = dt = 0.1, \alpha = \beta = 5 \cdot 10^6 \) and we selected \( m_p = 5 \) batches and \( N_p = 500 \) particles. The initial candidates are randomly picked from a Gaussian Distribution with zero mean and unitary variance.

[^1]: http://yann.lecun.com/exdb/mnist/
Figure 6: Performance comparison among SGD and KBO. The line referring to SGD shows the average over 500 simulations. The orange line refers to the KBO where both microscopic and macroscopic estimates are employed. The plot on the left depicts the performance of the KBO approach using \( N_p = 500 \) without any particle reduction strategy (the solid line is a smooth representation of the shaded one), while the plot on the right refers to the adoption of Eq. (5.4) with \( \mu = 0.1 \) with different choices for particle numbers \( N_p \) and particles’ batch \( m_p \). The average number of particles is denoted by \( N_a \).

We run 500 simulations for SGD, since these runs are equivalent to one simulation of KBO with 500 particles. Fig. 6(a) shows the accuracy obtained on the validation test all over the epochs. For computing the accuracy achieved by KBO, the parameters of the neural network are set as the macroscopic estimate reached at each iteration. The line referring to SGD corresponds to the average accuracy over the 500 simulations. In the numerical tests, the results obtained through the KBO method were shown to be superior in terms of accuracy to those obtained with classical SGD. A further test shows how the diminishing particle strategy depicted in Eq. (5.4) is very effective even in this context: starting with 500 particles and setting \( \mu = 0.1 \) ends the entire computation with just 270 particles, having a remarkable speed up in terms of computational time (see Fig. 6(b)). Beside the diminishing strategy, several coupling of number of particles and batch size have been tested in Fig. 6(b) all of these setting lead to reliable results. Moreover, as already observed in Section 5.3, SGD is quite sensitive to the starting point, whereas KBO is able to reach similar performances with different initializations as shown in Fig. 7.

6 Conclusions

In this work we have presented a new gradient-free method based on a kinetic dynamics characterized by binary interactions between particles. Unlike previously introduced consensus-based optimization (CBO) methods, the binary interaction process in the limit of a large number of
Figure 7: Comparison of SGD and KBO performances when the starting point and the particles are randomly chosen as realizations of a Gaussian distribution of zero mean and standard deviation equal to 10. KBO is set to employ the strategy depicted in Eq. (5.4) with $\mu = 0.1$. The initial number of particles is $N_p = 500$.

particles does not correspond to a mean-field dynamics but to a Boltzmann-type dynamics inspired by classical kinetic theory. To our knowledge these are the first metaheuristic algorithms based on a Boltzmann-like dynamics for the identification of the global minimum. Compared to CBO methods, the kinetic theory based optimization method (KBO) introduced here can be seen as a mathematical formalism related to the use of mini-batches of interacting particles of size 2. The KBO method, uses both local binary information and global information to explore the search space. In both cases, we have been able to prove convergence to the global minimum under reasonable assumptions on the objective function using techniques inspired by those introduced in [14].

The numerical experiments reported have demonstrated the excellent performance of the KBO technique both in the case of high dimensional problems with benchmark test functions, and in the case of applications to machine learning. It is remarkable that the method can achieve good success rates also in the cases where no global information is used in the dynamics, namely there is only limited communication restricted to particles interacting by pairs. In this case, convergence to the global minimum can be seen as an emerging phenomena of a very simple dynamic where particles are not forced to converge towards a collective estimate of the global minimum.

On the other hand, from a mathematical viewpoint, the case with only local information is more difficult and convergence to global minimum requires more restrictive conditions on the parameters. These restrictions, however, become less stringent as soon as the method is used in combination with global information. In the sequel we plan to address our attention more specifically to the analysis of the Monte Carlo algorithms used in the KBO implementation and to the possible extension of the present methodology to non homogeneous dynamics in the spirit of particle swarm optimization as in [28].
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A Test functions for global optimization

In the sequel we report the test function for global optimization used in the numerical examples. For more detailed information, see [34].

- Sphere
  \[ f(x) = \sum_{i=1}^{d} (x_i - b_i)^2 \]
  where \( b \in \mathbb{R}^d \) is a random vector belonging to the hypercube \([-5, 5]^d\). The minimum is achieved in \( x^* = 0 \) and \( f(x^*) = 0 \).

- Styblinski-Tank function
  \[ f(x) = \frac{1}{2} \sum_{i=1}^{d} (x_i^4 - 16x_i^2 + 5x_i) \]
  whose minimizer is \( x^* = (-2.903534, \ldots, -2.903534) \) and \( f(x^*) = -39.16599d \). The function is evaluated in \([-5, 5]^d\).

- Ackley Function.
  \[ f(x) = -20 \exp \left(-0.2 \sqrt{\frac{1}{d} \sum_{i=1}^{d} x_i^2}\right) - \exp \left(\frac{1}{d} \sum_{i=1}^{d} \cos(2\pi x_i)\right) + 20 + e \]
  whose sole minimizer is \( x^* = 0 \) and \( f(x^*) = 0 \). The function is evaluated in \([-32, 32]^d\).

- Griewank Function.
  \[ f(x) = 1 + \sum_{i=1}^{d} \frac{x_i^2}{4000} - \prod_{i=1}^{d} \cos \left(\frac{x_i}{\sqrt{i}}\right) \]
  and \( x^* = 0, f(x^*) = 0 \). The function is evaluated in \([-600, 600]^d\).

- Negative Exponential function.
  \[ f(x) = -\exp \left(-\frac{1}{2} \sum_{i=1}^{d} (x_i - b_i)^2\right) \]
  with \( b \in \mathbb{R}^d \). \( x^* = b, f(x^*) = -1 \), the function is evaluated in \([-5, 5]^d\).
• Rastrigin function

\[ f(x) = \frac{1}{d} \sum_{i=1}^{d} (x_i^2 - 10 \cos(2\pi x_i)) + 10 \]

and \( x^* = 0, f(x^*) = 0 \). The function is evaluated in \([-5.12, 5.12]^d\).

• Schwefel 2.22 Function.

\[ f(x) = \sum_{i=1}^{d} |x_i| + \prod_{i=1}^{d} |x_i| \]

its sole minimizer is \( x^* = 0 \) and \( f(x^*) = 0 \). The function is evaluated in \([-100, 100]^d\).

• Schwefel 2.23 Function.

\[ f(x) = \sum_{i=1}^{d} x_i^{10} \]

whose minimizer is \( x^* = 0 \) and \( f(x^*) = 0 \). The function is evaluated in \([-100, 100]^d\).

• Salomon function

\[ f(x) = 1 - \cos \left( 2\pi \sqrt{\frac{d}{\sum_{i=1}^{d} x_i^2}} \right) + 0.1 \sqrt{\sum_{i=1}^{d} x_i^2} \]

with \( x^* = 0 \) and \( f(x^*) = 0 \). The evaluation of this function is done in \([-100, 100]^d\).

• Sum of squares

\[ f(x) = \sum_{i=1}^{d} i x_i^2 \]

whose sole minimizer is again the origin and the value in the minimizer is 0. It is evaluated in \([-10, 10]^d\).
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