Transcriptional Mutagenesis Prevents Ribosomal DNA Deterioration: The Role of Duplications and Deletions
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Abstract

Clashes between transcription and replication complexes can cause point mutations and chromosome rearrangements on heavily transcribed genes. In eukaryotic ribosomal RNA genes, the system that prevents transcription–replication conflicts also causes frequent copy number variation. Such fast mutational dynamics do not alter growth rates in yeast and are thus selectively near neutral. It was recently found that yeast regulates these mutations by means of a signaling cascade that depends on the availability of nutrients.

Here, we investigate the long-term evolutionary effect of the mutational dynamics observed in yeast. We developed an in silico model of single-cell organisms whose genomes mutate more frequently when transcriptional load is larger. We show that mutations induced by high transcriptional load are beneficial when biased toward gene duplications and deletions: they decrease mutational load even though they increase the overall mutation rates. In contrast, genome stability is compromised when mutations are not biased toward gene duplications and deletions, even when mutations occur much less frequently.

Taken together, our results show that the mutational dynamics observed in yeast are beneficial for the long-term stability of the genome and pave the way for a theory of evolution where genetic operators are themselves cause and outcome of the evolutionary dynamics.
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Introduction

In both bacteria and eukaryotes, genes that must be actively transcribed throughout a cell’s life time may become the stage for clashes between transcription and replication complexes (Kim and Jinks-Robertson 2012; Merrikh et al. 2012; Brambati et al. 2014). Because these clashes can destabilize the genome and the epigenome (Takeuchi et al. 2003; Castellano-Pozo et al. 2013; Herrera-Moyano et al. 2014), several strategies have evolved to correctly schedule transcription and replication, for example, by slowing down the replication fork (Labib and Hodgson 2007), by releasing the mRNA faster (Bermejo et al. 2011) and in some cases by removing transcription complexes and degrading the nascent mRNA altogether (Brambati et al. 2014). Despite this, conflicts do occur and often result in mutations, ranging from single nucleotide substitutions to duplications and deletions due to recombination (Takeuchi et al. 2003; Kim and Jinks-Robertson 2012; Sankar et al. 2016).

One of the best characterized example of transcription–replication conflicts comes from the ribosomal RNA genes of Saccharomyces cerevisiae. Ribosomal RNA genes (rDNA) in yeast are organized in a cluster of about 150 copies on the XII chromosome. Large variations in rRNA gene copy number occur frequently in yeast (Ganley and Kobayashi 2011) and do not significantly alter growth rate—that is, they have no short-term fitness effect (French et al. 2003). The expression of rDNA genes is, in fact, independent of copy number and is instead under control of a dedicated polymerase (PolI) (French et al. 2003). When an rRNA gene is transcribed during DNA replication, collisions between transcription and replication complexes are avoided by a replication-fork barrier (RFB) (Takeuchi et al. 2003). RFBs are protein–DNA complexes located outside the coding region of each rRNA gene copy and stall the DNA polymerase coming from the opposite direction to transcription, preventing
head-on clashes between the PolI and the replication fork (Kobayashi et al. 1992). Prolonged RFB-mediated stalling can cause DNA polymerases to detach from the DNA, leaving a double-strand break behind with the break point corresponding to the genomic location of the RFB (Takeuchi et al. 2003; Krawczyk et al. 2014). These double-strand breaks happen more frequently in cells with fewer rDNA copies, because of larger transcriptional load on each gene (Kim et al. 2007; Ide et al. 2010). The break is repaired by some form of recombination, which can result in duplications and deletions (Ganley and Kobayashi 2011). Large rRNA transcriptional load can be triggered in yeast by placing cells under caloric excess after removing several rRNA gene copies. The Target Of Rapamycin (TOR) pathway (a ubiquitous nutrient signaling pathway) seems to control the rate of double-strand break formation, and thus that of duplications as well (Jack et al. 2015). Duplications prevail in these conditions, neutrally restoring the wild-type rDNA copy number distribution after few generations (Kobayashi et al. 1998; Jack et al. 2015). Therefore, yeast can control the rate of double-strand break formation, and thus that of duplications, depending on the availability of resources (by means of the TOR pathway, a ubiquitous nutrient signaling pathway) (Jack et al. 2015).

Overall, yeast does not adapt to different caloric conditions by selecting mutants with a precise number of rDNA repeats. Rather, it exploits a nutrient-dependent mechanism and an evolved genome structure to induce frequent but neutral mutations (gene duplications and deletions). These mutational dynamics rapidly restore the rDNA repeats when the copy number is small. Hence, yeast has evolved a genome structure that enhances the rate at which (part of) the genome evolves. In this article, we show that this evolution is adaptive, thereby showing a prime example of evolution of evolvability (Crombach and Hogeweg 2008; Hindré et al. 2012).

In order to understand the functional significance of the observed mutational regime in yeast, we study an in silico evolutionary model which integrates metabolism and transcription-induced mutagenesis. We find that the mutational biases observed empirically—in particular large rates of gene duplications and deletions—readily evolve in our model and are crucial to avoid the long-term accumulation of deleterious mutations. Thus, a bias in the types of mutations reduce mutational load despite increasing overall mutation rates.

**Materials and Methods**

We developed an in silico system to simulate the evolutionary dynamics of single-cell asexual populations (of constant size $N = 1,000$ individuals). Individual cells grow and divide, and integrate several features of the intracellular and genome dynamics of yeast (fig. 1).

**Cell Dynamics**

Each cell has a genome, a proteome and is capable of regulation. The genome is composed of four types of genes, one for each macromolecule: enzymes (T), housekeeping proteins (Q), ribosomal proteins (Rp), and ribosomal RNA (Rr). Each gene type can be present in multiple copies in the genome. Genes can be duplicated, deleted, or inactivated by point mutations. See Materials and Methods and supplementary section S1, Supplementary Material online, for details.

**FIG. 1.**—A cartoon of the model: an evolving population of yeastlike cells that grow and divide. Cell dynamics are formulated in terms of four macromolecules: enzymes $T$ which convert resources $S$ to amino acids $A$, housekeeping proteins $Q$ which determine cell’s health, ribosomal RNA $Rr$ and ribosomal proteins $Rp$, which together translate mRNA into proteins. mRNA is transcribed from the cell’s genome, which is composed of four gene types (possibly in multiple copies), one gene type per macromolecule. Genes can be duplicated, deleted, or inactivated by point mutations. See Materials and Methods and supplementary section S1, Supplementary Material online, for details.
genes. Ribosomal proteins (Rp) and RNAs (Rr) together form ribosomes, which convert amino acids into proteins based on the availability of mRNAs. Cells divide when target volume is reached. Target volume $V_t$ is modeled as an increasing function of genome size $G$: $V_t = \kappa G^l$ (with $\lambda = 0.9$).

**Evolutionary Dynamics**

We let fitness—the probability of replication—depend on interdivision time and homeostasis of housekeeping proteins. Fast growing cells (with smaller genomes) divide more frequently, and mutations occur upon cell division. Two categories of mutational events affect the genome: “background mutations,” that is, random mutations independent of the cell life-history, and transcription-induced mutations (TIMs) caused by conflicts between transcription and replication complexes, occurring on highly transcribed genes. The latter are modeled as a steep sigmoid function of the transcription rates (averaged over a cell’s interdivision time). This function ensures that these mutations occur rarely with low transcription rates (as is the case when transcription and replication can be correctly scheduled), and only when transcription rates are large (close to their maximum value) do conflicts—and therefore with mutations—become frequent. Mutations result in gene duplications, deletions, and inactivations (point mutations) that cause irreversible loss of function. Inactivated genes maintain their promoter region and are therefore still transcribed but not translated. Unless otherwise stated, background duplications, deletions, and inactivations are always set to equal values ($\mu_{\text{BG, dup}} = \mu_{\text{BG, del}} = \mu_{\text{BG, in}} = 1/3 \times 10^{-4}$ per gene, per generation). Because transcription is assumed to be under polymerase control, copy number variation does not cause immediate dosage effect. This is in accordance with the transcription dynamics of rRNA genes (French et al. 2003), and it is extended to all genes in this model for consistency. Mutations of the regulation parameters ($k_0, k_1$) can occur during replication. In yeast rDNA, the effect of TIMs can be biased by the location of RFBs (at the end of each repeat). In our model, we study this mechanism by letting the relative proportion of duplications, deletions, and inactivations evolve. The relative rates of background mutations are fixed.

See supplementary section S1, Supplementary Material online, for all the details of the model and its main assumptions. Relevant parameter values are specified where needed, for all others see supplementary section S2, Supplementary Material online. All simulations used to generate the results presented in the Results section and supplementary material, Supplementary Material online, are listed in supplementary section S3, Supplementary Material online. The software used to run the model is available as supplementary material, Supplementary Material online.

**Results**

In the following, we first present our main result: Larger rates of duplications and deletions caused by large transcriptional load are beneficial to the long-term evolution of cells. Next, we connect this result to the mutational dynamics observed in the ribosomal DNA gene cluster of yeast. Finally, we show that an evolutionary feedback between regulation and gene copy number leads to genome deterioration when mutations are not biased toward duplications and deletions, and we explain why faster duplication–deletion dynamics prevent this deleterious evolutionary feedback.

Evolution Biases Transcriptional Mutagenesis toward Duplications and Deletions and Prevents Genome Deterioration

In accordance with experimental evidence, we assume that large transcriptional load is associated with higher mutation rates, and that evolution may bias the frequency of mutations toward duplications and deletions (e.g., by locating a RFB at the end of each gene in the cluster). Thus, the relative proportions of duplications, deletions, and inactivations associated with transcription can also evolve. In figure 2, we compare a population evolved without such mutations—that is, only with background mutations—to one with background mutations and evolvable proportions of TIMs (BG on the left in each pane, and BG + Ev.Tr. on the right). We let each system reach evolutionary steady state and collect data along the ancestral lineage (i.e., the lineage of common ancestors of the population) afterward.

We find that genomes at evolutionary steady state contain a large number of inactive genes in the case with only background mutations. In contrast, cells evolved with TIMs have a smaller steady-state genome because they do not accumulate many inactive genes, whereas the number of active genes is slightly larger and their interdivision time is shorter (see supplementary section S4, Supplementary Material online, for the evolutionary dynamics toward steady state). They also reach a fitter evolutionary steady state than those evolved with only background mutations. These cells maintain a large transcriptional load and therewith a high frequency of mutations (on average $\mu_{\text{Tr}} = 0.065$, with the distribution skewed toward the maximum attainable value ≈0.074, as shown in figure 2 [Avg. $\mu_{\text{Tr}}$]). We observe that the inactivation rate is minimized, whereas duplication and deletion rates are kept at the same proportions: The evolved (per gene) rates of duplications and deletions are $\approx 0.0325$ each. In comparison, background mutations are set to 0.000033 for each type of mutation, about three orders of magnitude smaller than the evolved duplication and deletion rates. This result is surprising
because larger mutation rate leads to lower mutational load, thus avoiding the evolutionary deterioration of the genome.

Deletion of rRNA Genes Has Limited Effect on Fitness

Figure 3 shows that cell growth rate does not change as long as the rRNA gene copy number is sufficiently large, and it rapidly decreases when a large fraction of genes have been removed. Moreover, few generations are sufficient to generate large copy number variation in the ancestral lineage without much fitness difference (colored lines in fig. 3). We conclude that there is no direct benefit in the high copy number of rRNA genes in the evolved genomes. This is in qualitative agreement with yeast rDNA genome dynamics, where 1) high variability in rDNA copy number is observed (Ganley and Kobayashi 2011) and 2) removing copies of ribosomal genes does not affect short-term fitness (growth rate) but removing too many leads to a rapid deterioration of genome stability and, consequently, fitness (Ide et al. 2010).

A Larger Bias toward Duplications and Deletions Is Beneficial

To see how mutational biases lead to a fitter evolutionary steady state, we fix the ratio between transcription-induced duplications, deletions, and inactivations (whereas before it could evolve), progressively increasing the bias toward duplications and deletions. Figure 4 shows that a larger bias toward duplications and deletions contributes to a more compact genome and a shorter interdivision time. Populations evolved with only transcription-induced duplications and deletions (TR: large bias in fig. 4) have more active genes, and hardly
any inactive genes. These cells maintain a large transcriptional load and consequently a high rate of per-gene duplications and deletions, similar to those presented in figure 2 BG + Ev.Tr. Conversely, cells with no bias in TIMs accumulate a large genome with more inactive genes and have much lower fitness. Moreover, these cells decrease their transcriptional load, thus reducing the frequency of TIMs.

A consequence of a steady and large transcriptional load is that mutations happen at a similar (large) rate every generation. This suggests a “conceptual” simplification of the model by introducing this bias directly in background mutations (i.e., disregarding that biased mutations are induced by transcription). The simplified model leads to similar results as above (supplementary section S5, Supplementary Material online). As a side note, if transcription-induced duplications occur more frequently than deletions, genomes accumulate inactive genes without bound, even in the absence of transcription-induced inactivations (see supplementary section S6, Supplementary Material online). Furthermore, background mutations do not have to happen at equal rates in our system (as they are likely not in yeast): TIMs can evolve to counterbalance preexisting biases in background mutations (supplementary section S7, Supplementary Material online). Finally, although we modeled the rate of TIMs as a sigmoid function that increases sharply when transcriptional load increases (see supplementary section S1, Supplementary Material online), our results are robust to alternative functions (supplementary section S8, Supplementary Material online).

**Beyond Biasing Mutations: Large Rates of Duplications and Deletions Evolve**

In the results presented so far, we assumed that a certain rate of TIMs is unavoidable. Therefore, the proportions of transcription-induced duplications, deletions, and inactivations were allowed to evolve, but their maximum total rate (per gene, per mRNA unit) was held constant. We next test whether evolution is solely selecting for lower inactivation rates, and the increase of duplications and deletions is a side effect of a constant total mutation rate. We relax the assumption of a maximum total mutation rate by letting the rates of transcription-induced duplications, deletions, and inactivations mutate independently from each other. In figure 5, we observe that larger rates of duplications and deletions evolve when background mutations occur frequently (we set $\mu_{\text{dup}}^{\text{BG}} = \mu_{\text{del}}^{\text{BG}} = \mu_{\text{in}}^{\text{BG}} = 0.0176$), while transcription-induced inactivations are quickly minimized. The evolved mutational dynamics lead to a fit evolutionary steady state (similar to fig. 2, despite background mutation rate being larger here). In yeast, evolution might only be able to alter the relative frequency at which mutations happen, for instance by increasing duplication–deletion dynamics by means of RFBs.

![Figure 3](https://academic.oup.com/gbe/article-abstract/11/11/3207/5607299) — Growth rate is minimally affected when several ribosomal RNA genes are removed (cf., French et al. 2003). Genomes are taken from the same data set as figure 2 BG + Ev.Tr., along the ancestral lineage. Ribosomal RNA genes are removed maintaining the proportion between active and inactive ones and interdivision time is recorded. The original total and active tRNA gene copy number in each genome is indicated at the end of each plot. Colored lines highlight that few generations are sufficient for producing large variability in copy number.
(as shown in fig. 2, this strategy leads to high fitness). Letting
the rates of duplications, deletions, and inactivations mutate
independently might therefore not be directly applicable to
yeast rRNA genes. Beyond modeling yeast, these results show
that larger rates of duplications and deletions may be benefi-
cial in rapidly evolving gene clusters.

Genome Deterioration Results from a Deleterious
Evolutionary Feedback

The inability to purge inactive genes from the genome when
mutations are not biased is reminiscent of Muller’s ratchet
(Muller 1964): the irreversible accumulation of slightly dele-
terious mutations due to drift in asexual populations. Muller’s
ratchet occurs in our system when a population of (initially) fit
cells evolves with only background inactivating mutations
(supplementary section S9, Supplementary Material online).
Genomes deteriorate because mutations that inactivate single
rRNA genes are selectively neutral and can drift to
fixation.

When duplications and deletions happen as frequently as
inactivations, we observe that 1) active genes are maintained
at a similar copy number with or without (unbiased) TIMs and
2) inactive genes accumulate (more dramatically in the case
with TIMs; cf., fig. 4 TR: no bias and BG). This suggests that,
after inactivating mutations, active genes are duplicated (to
maintain their number) and inactive genes are inefficiently
deleted. The effect is more pronounced for ribosomal RNA
genes than for the other gene types. Because rDNA transcripts
are not translated, more gene copies must be present in the
genome to satisfy the metabolic requirements of a cell. This, in
turn, intensifies the effects of the mutational dynamics and
leads to the accumulation of a larger number of inactive
genes in the long term.

In addition to the inefficient removal of inactive genes, a
deleterious feedback establishes between the evolving regu-
lation parameters and inactive genome inflation, when muta-
tions are not biased. Because inactive genes are transcribed
but not translated, transcriptional output effectively decreases
after inactivations, and therewith growth rate. Because inac-
tive genes are not efficiently purged from the genome, reg-
ulation parameters can adapt to increase transcription and
can therefore compensate for a lower transcriptional output.
Larger transcriptional demand leads to more TIMs, thereby

![Figure 4](https://example.com/fig4.png)

**Fig. 4.**—The beneficial effect of larger rates of TIMs, when biased to duplications and deletors. Data collected along the ancestral lineage for 2,500
generations after evolutionary steady state is reached. Background mutations (duplications, deletions, and inactivations) are equal in all four cases:
$\mu_{BG} = 1/3 \times 10^{-4}$. The maximum mutation rate caused by transcription is $\max(\mu_{TR}) = 0.074$, the proportion of each mutation (i.e., the bias) is indicated
in the figure.
increasing the rate at which inactive genes accumulate. To show that evolved transcription rates lead to a larger inactive genome, we extract the regulation parameters ($k_0$ and $k_1$ for each gene type) from a simulation with equal rates of duplication, deletion, and inactivation (the same as shown in TR: no bias in fig. 4) at two time points: at early evolutionary time (50 generations) and at later time (20,000 generations). At the “early” evolutionary time, the deleterious evolutionary feedback between inactive genome and regulation parameters has not unfolded yet. The “late” time is after evolutionary steady state has been reached, and inactive genes have accumulated. We use these parameters to run two simulations in which the parameters themselves do not evolve (the mutation rates of regulation parameters $k_0$ and $k_1$ are set to zero). Inactive genes do not accumulate in the long run when “early” parameters are used, whereas they do with “late” parameters (fig. 6). Interdivision time mirrors this (notice that the number of coding genes is similar in the two cases) and, consistently, we observe that frequency distribution of mutations due to large transcriptional load is more spread with “late” parameters. This confirms that the evolutionary feedback between regulation parameters and genome composition leads to the accumulation of inactive (deleterious) genes.

High transcription rates are maintained when mutations are biased toward duplications and deletions (in fig. 4, Avg. $\mu_{\text{tr}}$ is maintained close to the maximum, therefore transcription rates must be large). Furthermore, the “late” parameters achieve high transcription rates (fig. 6 late), as explained in the previous paragraph. From this, we expect that mutations biased to larger rates of duplications and deletions restore fitness with the “late” regulation parameters. This is confirmed in figure 6 (small and large bias) and demonstrates that despite the deleterious evolutionary feedback explained in the previous paragraph, the mutational dynamics (i.e., the relative proportions of duplications, deletions, and inactivations) ultimately determine genome composition at evolutionary steady state (at least in our model).

**Fig. 5.** The evolution of TIMs. Background duplications, deletions, and inactivations occur at the same and equal rate $\mu_{\text{BG}} = 0.01763$ (per gene per replication) event both in the case without TIMs (BG) and with them (BG + Ev.Mut.). TIM rates $\mu_{\text{Ev.Mut.}}$ (per gene, per replication event) are allowed to evolve and may take values lower than zero, which is interpreted as zero within the simulation system. Mutation rates mutate (at replication) by a small random number from a uniform distribution with limits $[-\delta/2, \delta/2]$, with $\delta = 0.01$. Data collected along the ancestral lineage. Data for genome size and composition, and interdivision time are collected after reaching evolutionary steady state.

**Large Rates of Duplications and Deletions Protect against Inactivations**

So far, we have shown that frequent duplications and deletions overcome the deleterious accumulations of inactive genes. This is surprising in the context of Muller’s ratchet, where higher mutation rates lead to increasing the rate of fixation of deleterious mutations. In this paragraph, we clarify how fitness is maintained despite higher mutation rates. We do this by setting up simplified simulations in which active and inactive gene dynamics are considered separately; for clarity, we allow only background mutations, that is, we do not allow TIMs and mutations of the regulation parameters. Results for the dynamics of rRNA genes are presented in figure 7. The other genes follow qualitatively the same dynamics, see supplementary section S10, Supplementary Material online, for the complete figure.
We observe that high and low duplication and deletion rates lead to similar evolutionary steady states in all parameters when inactivations do not occur (fig. 7 active-Low and High). Furthermore, in both cases high fitness is reached, as can be seen by comparing steady-state distributions to a control simulation with biased mutations (fig. 7 control-High). We conclude that selection for active gene copy number is not hindered by high rates of duplications and deletions. This is because no directional flow is imposed in genome space by duplications and deletions (if \( l_{\text{dup}} = l_{\text{del}} \)). Similarly, duplications can quickly restore the fittest copy number of active genes after inactivations occur, which explains why the number of active genes at evolutionary steady state does not differ drastically when different degrees of mutational bias are introduced (cf., active genes distributions in figure 7 control-Low, which is evolved with low mutation rates and no bias, to active and to fig. 4). Altogether, the system does not suffer from Muller’s ratchet when duplications and deletions are the only mutations considered, regardless of their rate.

Because the steady-state number of active genes is stable, the number of genes inactivated per generation is approximately constant. We can use this to analyze the dynamics of inactive genes independently from those of active genes: We let inactivations increase the number of inactive genes without decreasing active ones. We observe that low rates of duplications and deletions do not counter the inflow of inactive genes due to inactivations (fig. 7 inactive-Low, compared with control-Low). In contrast, high rates of duplications and deletions maintain low inactive gene copy number and therewith high fitness (fig. 7 inactive-High, cf., control-High).

To summarize, inactivations depend on \( \mu_{\text{in}} \) and on the number of active genes, which is large and approximately constant no matter the rate of duplications and deletions. The deletion of inactive genes depends on \( \mu_{\text{del}} \) and on their copy number (which is small, close to the fitness peak). In order to decrease the inactive genes, the number of deleted inactive genes per generation must be larger than the number of inactivations (given that fitness differences are small close to the fitness peak). To achieve this, \( \mu_{\text{del}} \) must be sufficiently large (as fig. 7 inactive-High shows).

We conclude that frequent deletions are not deleterious for the maintenance of active genes but beneficial for reducing inactive ones, and larger rates of duplications do not affect the selection against inactive genes but restore the number of active genes after inactivations. Therefore, larger (and equal) rates of duplications and deletions prevent the accumulation of inactive genes.

**Fig. 6.**—Disentangling the deleterious evolutionary feedback between regulation and genome composition: Mutational load increases with fixed regulation parameters previously evolved under equal rates of TIMs (cf., “early” vs. “late”) and decreases with larger mutational bias toward duplications and deletions (cf., “late,” “small bias,” and “large bias”). Cells at an “early” and at a “late” stage of evolution with unbiased mutations (parameters as TR: no bias in figure 4) are used to seed a homogeneous population which cannot mutate its regulation parameters (other mutational dynamics are as before). In “small bias” and “large bias,” the same regulation parameters as “late” are used, but mutations are more frequently duplications and deletions. After long-term evolution, data for the last 50 generations are collected for all runs to generate the figure. Values of “early” regulation parameters: \( k_0, k_1; \) enzymes (0.099, 0.014), housekeeping proteins (0.11, 0.0078), ribosomal RNA (0.12, 0.031), and ribosomal proteins (0.11, 0.025). Values of “late” parameters (used also for “small bias” and “large bias”): enzyme (0.54, 0.39), housekeeping proteins (−0.24, 0.33), ribosomal RNA (0.13, 0.69), and ribosomal proteins (0.14, 0.21). Note that transcription rates depend on both regulation parameters and model dynamics.
Discussion

In this article, we studied the evolutionary dynamics of genomes in single-cell organisms by constructing a computational model in which metabolism, regulation, and mutational dynamics are integrated. Several theoretical models have been developed to study genome dynamics (Crombach and Hogeweg 2008; Cuypers and Hogeweg 2012), some at a greater resolution than what we do here (Knibbe et al. 2007). However, the effects of large transcriptional load on genome dynamics have received no attention (to the best of our knowledge), despite being extensively studied experimentally. Here, we made a first step in this direction.

We find that cells quickly adapt to grow rapidly (interdivision time being the fitness criterion), but their long-term evolution depends strongly on the mutational dynamics. Genomes accumulate inactive genes in the long evolutionary term when gene duplications, deletions, and inactivations are equally likely, because duplications of active genes are selected in the short run, but inactivations cannot be effectively purged. The accumulation of inactive genes caused by failure of selection to purge them is reminiscent of Muller’s ratchet (Muller 1964). The surprising result of this article is that higher mutation rates can overcome it.

Genome integrity (as well as fitness) is maintained when transcription-induced duplications and deletions occur more frequently than inactivations, even when the overall mutation rate is increased. We have shown that frequent duplications and deletions do not decrease selectability of active gene copy number, and that higher duplication rates efficiently restore active gene copy number, whereas higher rates of deletions prevent the accumulation of inactive genes. These mutational dynamics suppress the evolutionary feedback that leads to the deterioration of the genome in the long term. The evolution of a mechanism to enhance copy number variation to maintain fitness (the evolution of the way in which the system evolves) is a form of evolution of evolvability. Note that the short-term effect of duplications and deletions is not the direct cause of increased fitness, as these mutations are almost
neutral (in contrast to, e.g., Crombach and Hogeweg [2008]). Their effect lies in overcoming the flow to inactivations by accelerating gene dynamics.

A similar situation is observed in yeast, where no short-term benefit is apparent despite the frequent occurrence of duplications and deletions in the rRNA gene cluster (French et al. 2003). In this respect, our work suggests that the observed mutational dynamics in yeast are beneficial for long-term genome integrity. Our model also shows that rDNA is prone to evolutionary deterioration, and depending on the actual rate of rRNA gene duplication and deletion, some accumulation of inactive genes might be inevitable. In support of this prediction, a recent bioinformatic analysis of the human genome showed that a considerable fraction of “junk” DNA is of ribosomal DNA origin (Robicheau et al. 2017). Furthermore, the large neutral variability in yeast rDNA copy number can be partly explained as an evolutionary side effect of the mutational dynamics. Additionally, yeast can silence the transcription of many copies of functional rRNA genes (Dammann et al. 1993). This redundancy enhances neutral copy number variability. We do not incorporate a silencing mechanism in our model, therefore underestimating the actual degree of variability in yeast rDNA.

Few mutational operators are defined in our model because we coarse-grained genomes to the gene level. As a consequence, genomes have little freedom in the coding structure they can evolve. Although this study shows that the effects of the mutational dynamics observed in yeast are beneficial, future work will address the evolution of the mechanisms of the regulated transcription-induced mutagenesis observed in yeast by incorporating finer details of genomes, such as evolvable fragile sites.

In our model, gene duplication or deletion does not immediately cause dosage effect and thus does not lead to large fitness differences. Similarly, inactivating mutations decrease transcription rates (and therewith metabolic rates) only slightly. Mutations have small fitness effects because we have assumed that transcription rates are not directly related to gene copy number. Hence, this assumption is at the root of the observed (Muller’s ratchet-like) accumulation of inactive genes. Muller’s ratchet is often discussed in the context of sexual reproduction. We are currently working on comparing the effect of duplications and deletions to that of recombination between different chromosomes, that is, comparing mutations due to asexual versus sexual reproduction. The lack of dosage effects is likely realistic only for rDNA among the genes in our model, but we extended it to all gene types. As a consequence, these genes behave as gene clusters (i.e., genes in high copy number), for which high rates of transcription-induced duplications and deletions are beneficial. One example of such gene cluster in the yeast genome (other than rDNA) is the copper resistance gene (CUP1) which is highly transcribed when yeast is under copper stress. Similarly to rDNA, TIMs in the CUP1 genes cause frequent duplications and deletions, and accelerate adaptation (Hull et al. 2017).

Nucleotide metabolism was not modeled in this study, thus assuming that it is limiting for ribosome production and consequently metabolism. Because nucleotides are “wasted” in the transcription of inactive ribosomal genes, nucleotide scarcity could select for shorter genomes. If this selection was strong enough to overcome the expansion of inactive genes, we would still expect a largely inactive genome at steady state (but shorter than what we found in this study). Nevertheless, higher rates of transcription-induced duplications and deletions would still be beneficial, because a compact and active genome does not waste nucleotides. Furthermore, we have implemented a minimal model of cell’s metabolism and regulation. Amino acids are used as signaling molecules in our model, in accordance with their prominent role in the signaling cascade in the TOR pathway (Kim 2009; Jewell et al. 2013). However, the evolutionary consequences of richer regulation-mutation dynamics, such as those observed in yeast, remain to be explored.

In conclusion, conflicts between replication and transcription complexes may lead to mutations, especially for genes actively transcribed throughout the life cycle of a cell. The short-term benefit of duplications of active genes can lead to long-term deleterious consequences, that is, the accumulation of inactive genes, even at low mutation rates. Evolution can solve this problem by exploiting the increase in TIMs, to bias the mutational outcome toward duplications and deletions. We propose that this selection pressure generated the nutrient-dependent, RFB-mediated copy number variation observed in Saccharomycyes cerevisiae and many other eukaryotic species (Eickbush and Eickbush 2007). The present study shows that these evolved mutational dynamics are beneficial in large evolutionary timescales, because they can prevent long-term genome deterioration.

Supplementary Material

Supplementary data are available at Genome Biology and Evolution online.
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