On the construction of almost general solutions for PDEs arising in nonlinear optics
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Abstract

In this communication we consider the widely used nonlinear Fokas-Lenells equation, the cubic focussing nonlinear Schrödinger equation in (2+1)-dimensions and the coupled Drinfel’d-Sokolov-Wilson equation and attempt to construct almost general solutions for the envelope of the wave packet by means of the travelling wave ansatz. The obtained solutions have been expressed in terms of Jacobi elliptic sine function from which one can obtain the solitary wave (particular) solutions by imposing appropriate conditions on the roots of certain quartic polynomials.
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1 Introduction

In recent times nonlinear differential equations arising in context of optical fibers have attracted a lot of attention to the research community owing to their applicability in technological advancements of optical communication[1, 2, 3, 4, 5, 6]. In these field the majority of the partial
differential equations (PDEs) may be viewed as the generalizations of the fundamental nonlinear Schrödinger equation. In most of the cases these equations are non-integrable in nature. Henceforth one usually searches for the particular solutions, especially the solitary wave solutions. In such PDEs, there are several methods in connection with obtaining the solitary wave solutions via travelling wave ansatz.\[7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21\]. The method of obtaining the general solution of a nonlinear ODE is an important aspect of any mathematical analysis. Recently, Kudryashov has written extensively on this aspect of constructing the general solutions for the equations describing the propagation of pulses through optical fibers\[22\].

In this communication, we consider the Fokas-Lenells equation and the cubic focusing NLS equation \[23, 24\] which are widely used in nonlinear optics and also a coupled system called the Drinfel’d-Sokolov-Wilson equation and attempt to construct the general solution for the envelope of the wave packet by means of travelling waves. In the following section we consider the Fokas-Lenells equation.

2 General solutions of the reduced Fokas-Lenells equation

The well known Fokas-Lenells equation is given by

\[ iq_t + a_1q_{xx} + a_2q_{xt} + (bq + i\sigma q_x)|q|^2 = i[\alpha q_x + \lambda(|q|^2)q_x + \mu(|q|^2)xq]. \]  

Here as elsewhere the subscripts denote partial derivatives and on the left hand side the coefficients are as follows: \(a_1\) → group velocity dispersal, \(a_2\) → spatio-temporal dispersal, \(b\) → self phase modulation & \(\sigma\) → nonlinear dispersal. On the right hand side the coefficients \(\alpha\), \(\lambda\) and \(\mu\) represent respectively as: the intermodal, self steepening and nonlinear dispersal. The Fokas-Lenells equation essentially describes the propagation of the nonlinear optical pulses in monomode fibers when higher-order nonlinear effects have been taken into consideration. We look for the solutions of Eq.(2.1) in the form of travelling wave ansatz, viz.

\[ q(x, t) = U(\eta)e^{i\phi(x,t)}, \quad \eta = x - vt, \quad \phi(x, t) = -\kappa x - \omega t + \theta_0. \]  

On substituting this form of the solution and separating the real and imaginary parts, we get the following equations:

\[ (a_1 - va_2)U'' + (b + \sigma \kappa - \lambda \kappa)U^3 + (a_2\omega \kappa - \omega - \alpha \kappa - a_1 \kappa^2)U = 0, \]  

\[ [a_2(v \kappa + \omega) - (v + 2a_1 \kappa) - \alpha]U' + (\sigma - 3\lambda - 2\mu)U^2U' = 0. \]  

One way to make further progress with the above equations is to require that the coefficients of Eq.(2.4) vanish, which serves to determine the parameter \(v = (a_2\omega - \alpha - 2a_1 \kappa)/(1 - a_2 \kappa)\) and \(\sigma = 3\lambda + 2\mu\). Clearly, we must have \(a_2 \kappa \neq 1\). Let us now write Eq.(2.3) as

\[ AU'' + BU^3 - CU = 0, \]  

\[ 2 \]
where
\[ A = (a_1 - \nu a_2), \quad B = b + (\sigma - \lambda \kappa), \quad C = (\omega + a_1\kappa^2 - \omega \kappa a_2 + \alpha \kappa), \]
and the \(^{'}\) denotes differentiation with respect to the variable \( \eta \). Multiplying Eq. (2.5) with \( U' \) and integrating once leads to
\[ U'^2 + \frac{B}{2A} U^4 - \frac{C}{A} U^2 + C_0 = 0, \]
where \( C_0 \) is an arbitrary constant of integration. In order to construct the general solution of Eq. (2.7) it is absolutely necessary that we retain this arbitrary constant of integration. We make a change of the variable \( \eta \) to, \( \bar{x} = m\eta \), whence Eq. (2.7) becomes
\[ U^2_{\bar{x}} + \frac{M}{m^2} \left( U^4 - \frac{N}{M} U^2 + \frac{C_0}{M} \right) = 0. \]
Here we have set, \( M = B/2A \) and \( N = C/A \), respectively. The roots of, \( U^4 - (N/M)U^2 + (C_0/M) = 0 \), are given by \( \pm \sqrt{u_{\pm}} \), where
\[ u_{\pm} = \frac{1}{2} \left[ \frac{N}{M} \pm \sqrt{\frac{N^2}{M^2} - \frac{4C_0}{M}} \right]. \]
This enables us to rewrite Eq. (2.8) as
\[ U^2_{\bar{x}} + \frac{M}{m^2} (U - u_1)(U - u_2)(U - u_3)(U - u_4) = 0, \]
with
\[ u_1 = \sqrt{u_+}, \quad u_2 = -\sqrt{u_+}, \quad u_3 = \sqrt{u_-}, \quad u_4 = -\sqrt{u_-}. \]
Following the reference [22], we assume that the solution of Eq. (2.9) is of the form
\[ U(\bar{x}) = u_1 + \left( \frac{u_2 - u_1}{V^2 + e} \right), \]
where \( V(\bar{x}) \) is a new function which has to be determined and \( e \) is a constant. Simple calculations now show that
\[ U^2_{\bar{x}} = \frac{4(u_2 - u_1)^2 e^2 V^2 V^2_{\bar{x}}}{(V^2 + e)^4}, \]
\[ U(\bar{x}) - u_1 = \left( \frac{u_2 - u_1}{V^2 + e} \right), \quad U(\bar{x}) - u_2 = \left( \frac{u_1 - u_2}{V^2 + e} \right), \]
\[ U(\bar{x}) - u_3 = (u_1 - u_3) \left[ 1 - \left( \frac{u_1 - u_2}{V^2 + e} \right) \right], \quad U(\bar{x}) - u_4 = (u_1 - u_4) \left[ 1 - \left( \frac{u_1 - u_2}{V^2 + e} \right) \right]. \]
Insertion of the above expressions into (2.9) gives
\[ V^2_{\bar{x}} - \frac{Me}{4m^2} (u_3 - u_2)(u_4 - u_2) \left[ 1 - \left( \frac{u_1 - u_3}{V^2 + e} \right) \right] \left[ 1 - \left( \frac{u_1 - u_4}{V^2 + e} \right) \right] = 0. \]
Let us choose the constants $e$ and $m$ as follows:

$$e = \frac{(u_1 - u_3)}{(u_3 - u_2)}, \quad m^2 = \frac{M}{4}(u_4 - u_2)(u_1 - u_3). \quad (2.13)$$

As a consequence we have

$$V^2_{\bar{x}} - [1 - V^2][1 - p^2V^2] = 0, \quad (2.14)$$

where

$$p^2 = \frac{(u_1 - u_4)(u_3 - u_2)}{(u_4 - u_2)(u_1 - u_3)} = \left(\frac{\sqrt{u_+} + \sqrt{u_-}}{\sqrt{u_+} - \sqrt{u_-}}\right)^2. \quad (2.15)$$

It is well known that the solution of (2.14) is given by the Jacobi elliptic sine function i.e.,

$$V(\bar{x}; p^2) = sn(\bar{x} - \bar{x}_0; p^2). \quad (2.16)$$

Finally from (2.11) using (2.13) we obtain the solution for the envelope as

$$U(\bar{x}) = \frac{u_1(u_3 - u_2)V^2 + u_2(u_1 - u_3)}{(u_3 - u_2)V^2 + (u_1 - u_3)} = \sqrt{u_+} \left[\frac{(\sqrt{u_+} + \sqrt{u_-})V^2 - (\sqrt{u_+} - \sqrt{u_-})}{(\sqrt{u_+} + \sqrt{u_-})V^2 + (\sqrt{u_+} - \sqrt{u_-})}\right]. \quad (2.16)$$

3 Cubic focusing NLS equation

Here we take the simplest case of a (2+1)-dimensional cubic focussing cubic nonlinear Schrödinger equation (NLS)\[25, 26, 27\] of the form

$$iq_t + q_{xx} + \mu q_{yy} + \sigma|q|^2q = 0. \quad (3.1)$$

We restrict our analysis to the elliptic case $\mu = 1$ and consider the travelling wave ansatz $q(x, y, t) = U(z)e^{i(k_1 x + k_2 y - vt)}$, with $z = x + y - vt$. On substituting this into Eq.(3.1) and equating the real and imaginary parts we obtain the following equations:

$$2U_{zz} + (\omega - k_1^2 - k_2^2)U + \sigma U^3 = 0, \quad (3.2)$$

$$(-v + 2k_1 + 2k_2)U_z = 0. \quad (3.3)$$

From the last equation, it follows that $v = 2(k_1 + k_2)$ since $y_z \neq 0$. Multiplying Eq.(3.2) by $U_z$ and integrating once we get;

$$U_z^2 + \frac{1}{2}(\omega - k_1^2 - k_2^2)U^2 + \frac{\sigma}{4}U^4 + C_0 = 0, \quad (3.4)$$

with $C_0$ being a constant of integration. As before we write this equation in the form

$$U_z^2 + \frac{\sigma}{4}\left(U^4 - \frac{2}{\sigma}(k_1^2 + k_2^2 - \omega)U^2 + \frac{4}{\sigma}C_0\right) = 0. \quad (3.5)$$
Introducing the change of independent variable $\bar{z} = mz$, we have

$$U_{\bar{z}}^2 + \frac{\sigma}{4m^2}(U - u_1)(U - u_2)(U - u_3)(U - u_4) = 0,$$

where the roots $u_i$ of the fourth-degree polynomial in Eq.(3.5) are given by $u_{1,2} = \pm \sqrt{u_+}$ and $u_{3,4} = \pm \sqrt{u_-}$ with

$$u_{\pm} = \frac{1}{\sigma} \left[ (k_1^2 + k_2^2 - \omega) \pm \sqrt{(k_1^2 + k_2^2 - \omega)^2 - 4\sigma C_0} \right].$$

Eq.(3.6) is exactly similar to Eq.(2.9) and hence proceeding in the same manner as described in the previous section its general solution can be stated as follows:

$$U(\bar{z}) = \sqrt{u_+} \left[ \frac{(\sqrt{u_+} + \sqrt{u_-})V^2 - (\sqrt{u_+} - \sqrt{u_-})}{(\sqrt{u_+} + \sqrt{u_-})V^2 + (\sqrt{u_+} - \sqrt{u_-})} \right].$$

with

$$V(\bar{z} = mz; p^2) = sn(\frac{\sqrt{\sigma}}{4}(\sqrt{u_+} - \sqrt{u_-})(z - z_0); p^2)$$

and

$$m^2 = \frac{\sigma}{16}(u_4 - u_2)(u_1 - u_3), \quad p^2 = \left( \frac{\sqrt{u_+} + \sqrt{u_-}}{\sqrt{u_+} - \sqrt{u_-}} \right)^2.$$

4 The Drinfel’d-Sokolov-Wilson Equation

The Drinfel’d-Sokolov-Wilson (DSW) equation is a coupled system of the NPDEs given by

$$u_t + pvv_x = 0, \quad v_t + qvv_{xxx} + ruv_x + sv_x v = 0$$

with $p, q, r$ and $s$ being nonzero parameters. The system was first proposed by Drinfel’d and Sokolov [29, 30] and independently discovered by Wilson [31]. When $p = 3, q = r = 2$ and $s = 1$ it turns out to be integrable. We look for traveling wave solutions of the form

$$u(\xi) = u(x,t), \quad v(\xi) = v(x,t), \quad \xi = x + \omega t.$$ 

Upon inserting the travelling wave forms into Eq.(4.1) we obtain

$$\omega u' + pv v' = 0,$$

$$\omega v' + q v''' + ru v' + sv' v = 0.$$

From the first of these ODEs we obtain upon integration

$$u = \frac{C_0 - p\frac{v^2}{2}}{\omega}. \quad (4.4)$$
Upon using this expression for $u$ in (4.3) we have after two integrations the following first-order nonlinear ODE, viz.

$$v^2 + Mv^4 - Nv^2 + C_1v + C_2 = 0,$$

(4.5)

where $C_1$ and $C_2$ are constants of integration and

$$M = \frac{-p(r + 2s)}{12\omega q}, \quad N = \frac{-\omega^2 + rC_0}{q\omega}.$$

As before, we let $\bar{x} = m\xi$ whence we can write (4.5) as

$$v^2\bar{x} + \frac{M}{m^2}(v^4 - \frac{N}{M}v^2 + \frac{C_1}{M}v + \frac{C_2}{M}) = 0.$$

(4.6)

If $v_i (i = 1, \ldots, 4)$ denote the roots of, $(v^4 - \frac{N}{M}v^2 + \frac{C_1}{M}v + \frac{C_2}{M}) = 0$, we can rewrite the last equation as

$$v^2\bar{x} + \frac{M}{m^2}(v - v_1)(v - v_2)(v - v_3)(v - v_4) = 0,$$

(4.7)

with $\sum_{i=1}^{4} v_i = 0$. We assume that the solution of (4.7) is expressible in the form

$$v(\bar{x}) = v_1 + (v_2 - v_1)e^{V/2 + e},$$

(4.8)

where $V(\bar{x})$ is a function to be determined and $e$ is a constant. It follows from our earlier analysis that with

$$e = \frac{v_1 - v_3}{v_3 - v_2}, \quad \text{and} \quad m^2 = \frac{M}{4}(v_4 - v_2)(v_4 - v_1)$$

the function $V(\bar{x})$ satisfies the equation

$$V^2\bar{x} - [1 - V^2][1 - p^2V^2] = 0,$$

(4.9)

with $p^2 = \frac{(v_1 - v_4)(v_3 - v_2)}{(v_4 - v_2)(v_1 - v_3)}$ and that the solution is given by

$$v(\bar{x}; p^2) = sn(\bar{x} - \bar{x}_0; p^2),$$

(4.10)

or more explicitly

$$V(m\xi; p^2) = sn\left(\frac{1}{2}\sqrt{M(v_4 - v_2)(v_1 - v_3)}(\xi - \xi_0); p^2\right).$$

(4.11)

The final solution for $v(\xi)$ is obtained from (4.8) and turns out to be after simplification:

$$v(\xi) = \frac{v_1(v_3 - v_2)V^2 + v_2(v_1 - v_3)}{(v_3 - v_2)V^2 + (v_1 - v_3)}.$$

(4.12)

Knowing $v(\xi)$ it is straightforward to obtain $u(\xi)$ from (4.4).
5 Discussion

In this article we have attempted to highlight the fact that while using the travelling wave ansatz for dealing with nonlinear PDEs instead of arbitrarily setting the constants of integration, resulting from reduction of order, to be zero and thus finding only particular solutions; one can in many cases proceed towards a general solution by retaining the arbitrary constants of integration. In the cases presented in this article while constructing the general solution we have encountered quartic polynomials which can be factorized. The resulting solutions are all expressed in terms of the Jacobi elliptic sine function. It is clearly possible to obtain solitary wave (particular) solutions by imposing appropriate conditions on the roots. This has been explicitly discussed in the reference[22]. Of course it goes without saying that this procedure for constructing the general solution fails when quintic or higher order polynomials are encountered. Lastly, we should mention that the general solutions we have discussed are actually the general solutions of ‘reduced equations’ as there are in almost all cases certain conditions on the parameters involved in the equation.
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