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Abstract—A widely established set of unsupervised node embedding methods can be interpreted as consisting of two distinctive steps: i) the definition of a similarity matrix based on the graph of interest followed by ii) an explicit or implicit factorization of such matrix. Inspired by this viewpoint, we propose improvements in both steps of the framework. On the one hand, we propose to encode node similarities based on the free energy distance, which interpolates between the shortest path and the commute time distances, thus, providing an additional degree of flexibility. On the other hand, we propose a matrix factorization method based on a loss function that generalizes that of the skip-gram model with negative sampling to arbitrary similarity matrices. Compared with factorizations based on the widely used $\ell_2$ loss, the proposed method can better preserve node pairs associated with higher similarity scores. Moreover, it can be easily implemented using advanced automatic differentiation toolkits and computed efficiently by leveraging GPU resources. Node clustering, node classification, and link prediction experiments on real-world datasets demonstrate the effectiveness of incorporating free-energy-based similarities as well as the proposed matrix factorization compared with state-of-the-art alternatives.
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1 INTRODUCTION

The field of node embedding (also called network representation learning) has attracted a lot of interest and achieved significant progress in recent years. The goal of node embedding is to encode nodes in a low-dimensional space so that similarity in the embedding space (e.g., the inner product of embedding vectors) approximates similarity in the original graph (e.g., homophily or structural equivalence) [1]. The produced low-dimensional embeddings can be used in several network analysis tasks such as node classification, link prediction, community detection, and visualization. They can also be used as the input to downstream graph neural networks with applications in varied fields including wireless communications [2], [3], traffic prediction [4], [5], and neuroscience [6], [7]. In this paper, we focus on the popular subclass of unsupervised node embedding, where only the graph structure is given and no extra information about the nodes is available.

Motivated by the empirical success of some of the earlier methods [8], [9], a number of approaches have been proposed for this problem over the last five years along with several survey papers that provide a taxonomy of these approaches under unified frameworks [1], [10], [11], [12]. For example, the paper [1] develops an encoder-decoder framework consisting of four methodological components (a pairwise proximity function, an encoder function, a decoder function, and a loss function), where different existing methods boil down to making distinct choices for these components.

In this paper, we provide an alternative unified framework to encompass existing methods. The proposed framework consists of two steps: i) Encoding pairwise node similarities into a matrix $S$, and ii) Factorizing $S$ to obtain node embeddings. For the first step, the similarity matrix $S$ can be directly computed from the adjacency matrix as in the case of the personalized PageRank [13], or it can also be implicitly built through sampling procedures such as those based on random walks [8], [9]. For the second step, the matrix factorization can be implemented explicitly using variations of the singular value decomposition (SVD) [13], [14], [15], [16], [17] or implicitly (as in [8], [9]) by leveraging the framework of word2vec [18], [19] or its derivatives, namely the skip-gram model together with negative sampling (NS) or noise contrastive estimation [20], [21]. The proposed unified framework motivates two directions for designing better node embeddings by finding: i) More meaningful and expressive similarity matrices, and ii) Efficient matrix factorizations that preserve key aspects of those matrices.

In order to find better similarity measures, we rely on the free energy (FE) distance [22]. Using a single parameter, the FE distance interpolates between the shortest path (SP) and the commute time (CT) distances, which represent two extreme notions of distances on graphs. Indeed, while the SP distance only considers the path of minimum length between every pair of nodes, the CT distance takes into account all the (hitting) paths between nodes and has been used in various...
network analysis tasks including node embeddings [23]. However, it has been found that the CT distance might be misleading for large graphs [24], [25], [26]. This motivates us to consider the FE distance which is more flexible and can be tailored for graphs of different types and sizes. The FE distance has several beneficial properties—it is a graph geodetic and can be computed in closed form—and it has shown superior performance in capturing information useful for node clustering and classification compared to other measures that interpolate between the SP and the CT distances [22].

To improve the matrix factorization step, we modify the loss function in the framework of skip-gram with NS to accommodate arbitrary similarity matrices, including those with unbounded negative entries such as the similarity matrix associated with DeepWalk [8], [15]. There is a series of embedding methods including but not limited to [8], [9], [27], [28], [29], [30], [31], [32] that leverage this framework while considering different similarity measures such as node2vec [9] (considers higher-order proximities) and LINE [27] (considers the first-order and second-order proximities). An important work in this thread is VERSE [32], which generalizes the framework to arbitrary similarity matrices satisfying the condition that each row is amenable to being interpreted as a probability distribution. Our proposed matrix factorization method gets rid of this condition, thus further extending VERSE. Moreover, we demonstrate that the proposed factorization can better preserve node pairs having higher similarity scores compared to SVD-related methods based on the $\ell_2$ loss function. Finally, relying on the use of TensorFlow [33], we provide an efficient implementation of the proposed factorization by leveraging GPU resources.

We propose a new node embedding method that combines these two improvements, namely the FE distance based similarities and the generalized matrix factorization. We evaluate the proposed method considering three downstream tasks (node clustering, node classification, and link prediction) on five real-world datasets and compare the attained performance with that of multiple state-of-the-art alternatives. The experimental results validate the superiority of the proposed method. We also show that it can scale to large and sparse networks.

We summarize our contributions as follows.

1. We put forth a new unified framework which can better organize and help understand a wide range of unsupervised node embedding methods.
2. We propose the use of free energy distance in computing the similarity matrix which is able to adapt to graphs of different sizes and types as well as different downstream tasks.
3. We develop a matrix factorization method that works for arbitrary similarity measures, better preserves node pairs having higher proximity scores, can be easily implemented using automatic differentiation toolkits, and can be computed efficiently by leveraging GPU resources.
4. We validate the effectiveness of combining the FE distance based similarities and the generalized matrix factorization via numerical experiments, and demonstrate the scalability of the proposed embedding method.

The rest of this article is structured as follows. The problem statement is given in Section 2. Section 3 summarizes existing matrix factorization related approaches in a unified framework. The proposed node embedding method is discussed in Section 4, where the FE distance and the similarity measure based on it are introduced in Section 4.1 and the generalized matrix factorization method is discussed in Section 4.2. Numerical experiments are presented in Section 5 together with an ablation study and discussions on parameter sensitivity. Algorithm scalability is discussed in Section 6. Closing remarks are included in Section 7.

2 PROBLEM STATEMENT

We consider an undirected and weighted graph $\mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathbf{A})$ where $\mathcal{V} = \{v_1, v_2, \ldots, v_n\}$ is the node set of cardinality $n$, $\mathcal{E}$ is the edge set such that the unordered pair $(v_i, v_j)$ belongs to $\mathcal{E}$ iff there exists an edge between $v_i$ and $v_j$, and $\mathbf{A} \in \mathbb{R}^{n \times n}$ is the weighted adjacency matrix with the element $A_{ij} = A_{ji} > 0$ indicating the edge weight if $(v_i, v_j) \in \mathcal{E}$ and $A_{ij} = A_{ji} = 0$ otherwise. The edge weights can be interpreted as a measure of similarity between connected nodes. We also introduce two other graph-related matrices that will be instrumental throughout the paper, namely, the (diagonal) degree matrix $\mathbf{D} = \text{diag} (\mathbf{A} \mathbf{1})$, where $\mathbf{1}$ refers to the all-ones vector, and the random-walk transition probability matrix $\mathbf{P} = \mathbf{D}^{-1} \mathbf{A}$. With this notation in place, a formal problem statement follows.

Problem 1 (Unsupervised node embedding). Given a graph $\mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathbf{A})$, the goal is to learn a node embedding function $f : \mathcal{V} \rightarrow \mathbb{R}^d$ such that $d \ll n$ and $f$ preserves some proximity measure of interest on $\mathcal{G}$.

3 UNIFIED FRAMEWORK FOR EXISTING WORK

We propose a unified framework to summarize and help better understand existing unsupervised node embedding methods. The proposed framework can be viewed as a two-step procedure. The first step is to encode pairwise node similarities into a matrix $\mathbf{S}$, whose entry $S_{ij}$ reflects the similarity between $v_i$ and $v_j$. This similarity is typically related to homophily, structural equivalence, or a mix of both. The second step is to factorize the constructed similarity matrix $\mathbf{S}$. More precisely, the goal is to identify two matrices $\mathbf{U}, \mathbf{V} \in \mathbb{R}^{n \times d}$ such that $\mathbf{S} \approx \mathbf{U} \mathbf{V}^\top$, and then use the rows of $\mathbf{U} = [\mathbf{u}_1, \ldots, \mathbf{u}_n]^\top$ as node embeddings, i.e., $f(v_i) = \mathbf{u}_i$.

We categorize related work according to their adopted methods in each step; see Fig. 1. For the first step, existing works can be divided into the two following categories.

- Explicitly compute the similarity matrix $\mathbf{S}$ from $\mathbf{A}$.

  HOPE [13] considers four common similarity measures (such as the Katz Index and the personalized PageRank) that can be readily computed from $\mathbf{A}$, whereas GraRep [14] adopts positive $k$-step log probability matrices for different values of $k$. GRA [34] proposes a Global Resource Allocation similarity measure, which is a variation over Katz that selectively assigns a high similarity score to pairs of nodes that have a large number of paths between them. NetMF [15] and NetSMF [35] consider the similarity matrix implicitly factorized in [8] [cf. (7)].
Implicitly build a similarity matrix via sampling.

There are two main sampling methods considered in the literature. The first sampling method is to generate random walks on the graph. In this context, for a node $v_i$, the nodes that appear within a window centered at $v_i$ are considered as the context of $v_i$. Two nodes are deemed as being similar to each other if they have similar contexts. Indeed, DeepWalk [8] was the first to propose to view random walks in graphs as ‘sentences’, so that the problem of node embedding can be recast as a word embedding problem and the word2vec framework can be leveraged. Variations of this notion include node2vec [9], which considers random walks with tunable drift parameters to enable smooth interpolation between breadth first search and depth first search, and WALKLETS [28], which proposes to subsample random walks for capturing multi-scale relationships between nodes.

The second method involves sampling positive and negative node pairs directly. For a pair of nodes $(v_i, v_j)$, we consider it as a positive sample if $v_j$ is likely to appear as the context of $v_i$ in random walks, otherwise we view it as a negative sample. LINE [27] draws positive samples based on second-order proximity weights whereas negative samples are drawn from a degree-dependent probability distribution. APP [29] uses the Monte-Carlo end-point sampling method [36] to generate positive samples in order to approximate the personalized PageRank value between every node pair and negative samples are drawn from a uniform distribution. GRA [30] uses the Monte-Carlo end-point sampling method [36] to generate positive samples in order to approximate the personalized PageRank value between every node pair and negative samples are drawn from a uniform distribution. DeepWalk [8] was the first to propose to view random walks in graphs as ‘sentences’, so that the problem of node embedding can be recast as a word embedding problem and the word2vec framework can be leveraged. Variations of this notion include node2vec [9], which considers random walks with tunable drift parameters to enable smooth interpolation between breadth first search and depth first search, and WALKLETS [28], which proposes to subsample random walks for capturing multi-scale relationships between nodes.

For the second step, the presented prior work falls into one of the following three categories.

- **Truncated SVD**.

  SVD is a popular matrix factorization method for node embedding. In order to make the algorithms scalable for large graphs, existing works such as GraRep and NetMF set negative entries in the original similarity matrix to zero to construct a sparse matrix, and NetSMF also leverages a random-walk matrix-polynomial sparsification technique to further sparsify the similarity matrix. Efficient truncated SVD methods [37], [38], [39] can be applied to these sparse matrices. All these methods deal with a fundamental trade-off where sparser matrices are computationally preferable but also discard more information from the original similarity matrix.

  A partial generalized SVD (JDGSVD).

  It has been proposed in HOPE that if the similarity matrix can be written in the form of $S = M_i - M_j$ where $M_i$ and $M_j$ are both matrix polynomials, the original SVD problem can be transformed into a generalized SVD problem for fast computation [40], [41]. GRA also adopts this method.

  word2vec derivatives.

  Existing works including DeepWalk, node2vec, WALKLETS, LINE, APP, and VERSE leverage the framework of word2vec or its derivatives. Most of them adopt the skip-gram model proposed in word2vec together with noise contrastive estimation or NS for efficient computation. An iterative process is adopted where, in each step, a positive node pair $(v_i, v_j)$ and one or multiple negative pairs $\{(v_i, v_j)\}$ are sampled, and gradient ascent method is adopted where, in each step, a positive node pair $(v_i, v_j)$ and one or multiple negative pairs $\{(v_i, v_j)\}$ are sampled, and gradient ascent method is applied to optimize the objective $\log \sigma(u, v) + \sum \log \sigma(-u, v)$ where $\sigma(x) = 1/(1 + e^{-x})$ is the sigmoid function. In this way, the sought embeddings $f(v_i) = u$, are found; we expand on this idea in Section 4.2. Moreover, it has been shown that this process implicitly factorizes interpretable similarity matrices [15], [42].

4 PROPOSED METHOD

We leverage the framework introduced in Section 3 to describe our proposed modifications to both steps in Sections 4.1 and 4.2, respectively.

4.1 Similarity Based on the Free Energy Distance

In defining the similarity matrix $S$, we consider the FE distance on graphs. In order to define this distance, let us first introduce the following notions. We assume that every pair of nodes $(v_i, v_j)$ is associated with a transition cost $C_{ij}$ such that $0 < C_{ij} < \infty$ if $(v_i, v_j) \in \mathcal{E}$ and $C_{ij} = \infty$ otherwise. Denote by $\mathcal{P}_d$ the set of hitting (or absorbing) paths from node $s$ to node $t$, where node $t$ can only appear in a hitting path as the terminal node. For a path $p = (v^0 = s, v^1, \ldots, v^{t-1}, v^t = t) \in \mathcal{P}_d$, its cost and reference probability are respectively given by $c(p) = C_{sv^1} + C_{v^1v^2} + \cdots + C_{v^{t-1}v^t}$ and $P_{d}^{st}(p) = P_{sv^1}P_{v^1v^2}\cdots P_{v^{t-1}v^t}$, where, we recall, the transition probability matrix $P$ was defined in Section 2.

The edge costs $C_{ij}$ can be defined according to attributes of the edges or their endpoints in order to bias the probability distribution of selecting a path [43]. For example, the cost of jumping to a node can be set proportional to its degree in order to penalize paths visiting hubs. When there are no natural costs assigned to the edges, it is common to set $C_{ij} = 1/A_{ij}$ (the edge weights and the costs are analogous to conductance and resistance in an electric network, respectively) [22], [43], [44], [45]. We adopt this convention in the paper.
The FE distance is proposed as a trade-off between the SP and the CT distances. The SP distance between two nodes \( s \) and \( t \) is the minimum cost of a path between the two nodes, i.e., \( \Delta_{st}^{SP} = \min_{p \in \mathcal{P}_{st}} c(p) \). It only considers the minimum cost path between these two nodes and does not integrate the information of other paths, thus it cannot capture the global structure of the graph. In many practical problems, for a constant SP distance, nodes should be considered to be closer to each other if they are connected by more paths [43]. In other words, the SP distance ignores the number or density of paths between two nodes. The CT distance between two nodes is defined as \( \Delta_{st}^{CT} = H_{st} + H_t \), where the expected hitting time \( H_{st} = \sum_{p \in \mathcal{P}_{st}} D_{st}(p) c(p) \) is the expected cost that it takes a random walk to travel from \( s \) to \( t \) for the first time. It has been shown in [26] that as the graph size increases, \( H_{st} \) approaches the reciprocal of the degree of node \( t \) up to some constant factor. Hence, \( \Delta_{st}^{CT} \) becomes only dependent on trivial local properties of the graph, i.e., the degrees of \( s \) and \( t \). An intuitive explanation of this phenomenon is that in large graphs, it takes a long time for the random walk to travel through a substantial part of the graph. Before the random walk comes close to the target node, it has already ‘forgotten’ the starting node. Therefore, the hitting time \( H_{st} \) becomes only dependent on the degree of the target node \( t \), which can be understood as the likelihood that the random walk hits \( t \) once it is in its neighborhood [26]. By introducing an extra parameter, the FE distance is able to interpolate between the SP and the CT distances and overcome their drawbacks.

The FE distance is obtained as the solution to the following optimization problem over the probability distributions on the paths in \( \mathcal{P}_{st} \):

\[
P_{st}^{FE} = \arg \min_{P_{st}} \sum_{p \in \mathcal{P}_{st}} P_{st}(p)c(p) + \frac{1}{\eta} D_{KL}(P_{st} \parallel P_{st}^{ref}),
\]

\[
s.t. \sum_{p \in \mathcal{P}_{st}} P_{st}(p) = 1,
\]

where \( \eta > 0 \) is a tunable parameter and

\[
D_{KL}(P_{st} \parallel P_{st}^{ref}) = \sum_{p \in \mathcal{P}_{st}} P_{st}(p) \log \frac{P_{st}(p)}{P_{st}^{ref}(p)}
\]

is the Kullback-Leibler divergence (also called relative entropy) from the reference probability distribution \( P_{st}^{ref} \) to \( P_{st} \). The measure \( D_{KL}(P_{st} \parallel P_{st}^{ref}) \) quantifies how similar \( P_{st} \) is to \( P_{st}^{ref} \). It is non-negative, and equals zero if and only if \( P_{st} \) and \( P_{st}^{ref} \) are the same distribution.

Denote the objective function of (1) by \( \phi(P_{st}) \), which is the free energy of a thermodynamical system with temperature \( 1/\eta \) and state transition probabilities \( P_{st} \) [22], [46]. The FE distance between node \( s \) and node \( t \) is defined as \( \Delta_{st}^{FE} = (\phi(P_{st}^{ref}) + \phi(P_{st}^{FE}))/2 \). When \( \eta \rightarrow 0^+ \), the second term in the objective dominates, thus \( P_{st}^{FE} \rightarrow P_{st}^{ref} \) and the FE distance converges to the CT distance (divided by 2); when \( \eta \rightarrow \infty \), the first term in the objective dominates, hence \( P_{st}^{FE} \) will be more and more peaked around the shortest path and the FE distance converges to the SP distance.

In fact, these three types of distances (CT, SP, and FE) can be understood under the bag-of-paths framework [43], in which a probability distribution \( P_{st} \) is assigned over all hitting paths between any node pair \((s, t)\). The SP distance assigns probability 1 to the minimum cost path and ignores other paths; the CT distance considers all the hitting paths and the probability distribution is determined by the natural random walk process (corresponding to \( P_{st}^{ref} \)). Compared with the SP distance, the FE distance also considers suboptimal paths apart from the minimum cost path. Compared with the CT distance, the parameter \( \eta \) in the FE distance can adjust the probability distribution to find a trade-off between exploitation and exploration. As \( \eta \) increases, low-cost paths will be assigned a higher probability while high-cost paths will have a lower probability of being sampled from the bag [43]. Hence, the aforementioned issues existing in the SP and the CT distances can be alleviated.

There are a few other measures that generalize the SP and the CT distances including the SP-CT combination distance (a simple convex combination of these two distances), the logarithmic forest distance [47], the p-resistance distance [48] and the randomized shortest path (RSP) dissimilarity [49], [50]. The FE distance and the RSP dissimilarity do not always lie between the SP and the CT distances for intermediate values of \( \eta \), thus offering more flexibility than the other mentioned measures (cf. Fig. 2 in [22]). We favor the use of the FE distance because, unlike the RSP dissimilarity, it satisfies the triangle inequality and, thus, defines a bona fide metric. A detailed comparison of these measures can be found in [22].

We denote the FE distance matrix by \( \Delta_{\eta}^{FE} \), where we have made explicit the dependence on the tunable parameter \( \eta \). To compute the FE distances on a graph, we do not have to solve the optimization problem (1) for every node pair \((s, t)\). The entire matrix \( \Delta_{\eta}^{FE} \) can be computed in closed form using the algorithm proposed in [22], the computational complexity of which is \( O(n^3) \). Moreover, an efficient method has been proposed in [45], which reduces the complexity to \( O(n|\mathcal{E}|) \) and thus is able to scale on large and sparse graphs. A detailed discussion regarding the issue of scalability can be found in Section 6.
We convert the distance matrix $\Delta^\text{FE}_n$ into a similarity matrix via

$$S^\text{FE}_{n,b,y} = \gamma(-\Delta^\text{FE}_n + b), \quad (3)$$

where parameters $b$ and $\gamma$ respectively control the shift and the scale of the similarity values. We would like to clarify that we do not require $S^\text{FE}_{n,b,y}$ to be a non-negative matrix, and the choice of parameter $b$ is not motivated by this concern. We have further studied the influence of different choices of parameters $\eta, b$ and $\gamma$ on performance in Section 5.3.

### 4.2 Generalized Matrix Factorization

Based on the FE similarity matrix in (3), we propose the following solution to Problem 1

$$f^\text{FE}_{n,b,y,d}(v_i) = u^*_i, \quad \text{with} \quad \{u^*_i\} = \arg\max_{\{u_i \in \mathbb{R}^d\}} \sum_{i,j} e^{[S^\text{FE}_{n,b,y}]_{ij}} \log \sigma(u^*_i v_j) + \log \sigma(-u^*_i v_j). \quad (4)$$

where, we recall, $\sigma(\cdot)$ is the sigmoid function and $[S^\text{FE}_{n,b,y}]_{ij}$ denotes the $(i,j)$th entry of $S^\text{FE}_{n,b,y}$. The embedding $f^\text{FE}_{n,b,y,d}(v_i)$ depends on four hyperparameters $\eta, b, y, d$ where $\eta$ is inherited from the FE distance in (1), $b$ and $y$ help control the shift and the scale of the similarity matrix in (3), and $d$ is the embedding dimension. By forming a matrix $U^* \in \mathbb{R}^{n \times d}$ whose rows are $u^*_i v^T$, we obtain an implicit factorization of $S^\text{FE}_{n,b,y} \approx U^* U^T$. We show that this is the case through the following more general result.

**Proposition 1.** Consider the following optimization problem

$$u^*, v^* = \arg\max_{U,V \in \mathbb{R}^{n \times d}} \psi(U, V) \quad \text{with} \quad \psi(U, V) = \sum_{1 \leq i,j \leq n} S^\text{ij}_n \log \sigma(u^*_i v_j) + S^\text{ij}_n \log \sigma(-u^*_i v_j), \quad (5)$$

where $U = [u_1, \ldots, u_n]^T$ and $V = [v_1, \ldots, v_n]^T$. Then, $S \approx U^T V$ where the entries of $S$ are given by $S^\text{ij}_n = \log \left(\frac{S^\text{ij}_n}{S^\text{ij}_0}\right)$ and, for large enough $d$, we have that $S = U^* V^T$.

**Proof.** Inspired by [42], [51], we take the derivative of the objective $\psi(U, V)$ with respect to $u^*_i v_j$ and get

$$\frac{\partial \psi(U, V)}{\partial u^*_i v_j} = S^\text{ij}_n [1 - \sigma(u^*_i v_j)] - S^\text{ij}_n \sigma(u^*_i v_j) = (S^\text{ij}_n + S^\text{ij}_0) \left[ \sigma \left( \log \left( \frac{S^\text{ij}_n}{S^\text{ij}_0} \right) \right) - \sigma \left( u^*_i v_j \right) \right],$$

where the second equality follows from the identity $a \equiv (a + b)\sigma(\log(a/b))$. By setting the derivative to zero, we get $u^*_i v_j = \log \left(\frac{S^\text{ij}_n}{S^\text{ij}_0}\right)$. Therefore, problem (5) implicitly factorizes the matrix whose $(i,j)$th entry is $\log \left(\frac{S^\text{ij}_n}{S^\text{ij}_0}\right)$. Finally, for sufficiently large $d$, each inner product $u^*_i v_j$ can be set independently and $S$ can be reconstructed perfectly. \(\square\)

By setting $S^\text{ij}_0 = e^{-[S^\text{FE}_{n,b,y}]_{ij}}$ and $S^\text{ij}_1 = 1$ in Proposition 1, it follows that (4) is implicitly factorizing $S^\text{FE}_{n,b,y}$. However, note that other choices of $S^\text{ij}_0$ and $S^\text{ij}_1$ can lead to the same implicit factorization, and different choices might result in different embedding qualities. From an empirical standpoint, two modifications can be observed when comparing (4) with the generic decomposition in (5). First, in (4) we exclude the diagonal entries $(i = j)$ in the sum, since we are interested in encoding the similarities between (distinct) nodes. Second, we set $V = U$ since we are factorizing a symmetric similarity matrix associated with an undirected graph. We refer to (5) as GMF for generalized matrix factorization and (4) as GMF-FE.

From a more general perspective, the proposed GMF can be used to implicitly factorize arbitrary similarity matrices. In this way, if the FE similarity is not the right choice for a specific application, the practitioner can still use GMF for their similarity measure of preference. GMF has the following advantages. First, it generalizes existing methods under the framework of skip-gram plus NS to arbitrary similarity matrices. Especially, compared with VERSE, which requires each row of the similarity matrix to be a valid probability distribution, GMF does not have such limitations and even works for matrices with unbounded negative entries such as the implicit similarity of DeepWalk [cf. (7)]. Second, it can be easily implemented in automatic differentiation toolkits such as TensorFlow [33] and PyTorch [52], facilitating the use of state-of-the-art optimization algorithms and GPU resources for efficient computation.

To build intuition about the difference between GMF and more traditional SVD-related methods, consider the $\ell_2$ loss typically considered in this latter class,

$$\|S - UV^T\|^2 = \sum_{1 \leq i,j \leq n} (S^\text{ij}_n - u^*_i v_j)^2. \quad (6)$$

GMF adopts the loss (5) in the form of cross-entropy which is suitable for the task of edge detection, while the $\ell_2$ loss (6) is a natural choice for regression [53]. Moreover, (6) treats all entries in $S$ (all node pairs) equally in an unweighted way. By contrast, (5) implicitly allocates larger weights to the entries associated with larger $S^\text{ij}_n$ when we set identical values for all $S^\text{ij}_n$. In other words, it tends to preserve node pairs having higher proximity values. This is especially important for networks with positive bias (such as protein-protein interaction networks) where the presence of an edge is a strong indication about the relation between two nodes but the absence of an edge is a weaker indication that the nodes are not directly related. To illustrate this effect, we consider an unweighted Erdős-Rényi random graph with 25 nodes and edge-formation probability 0.1. We adopt the similarity matrix $S$ where $S^\text{ij}_n = 5$ if $A^\text{ij}_n = 1$ and $S^\text{ij}_n = -5$ otherwise. We set $d = 8$ and use both GMF and the truncated SVD to factorize $S$ and reconstruct it $1^\text{st}$, see the first row of Fig. 2. We can see that GMF can better discriminate the edges present in the original graph from all node pairs, and incurs most of its error in the reconstruction of the low similarity (less relevant) pairs. The second row of Fig. 2 presents the reconstructed matrices obtained by GMF with different embedding dimensions. It can be observed that the recovery quality improves as $d$ increases. In addition, a perfect reconstruction is obtained when $d$ is large enough, which verifies Proposition 1.

To use (5) to factorize the matrix $S$ considered in this example, we set $S^\text{ij}_0 = e^{-S^\text{ij}_0}$ and $S^\text{ij}_1 = 1$. \footnote{1. To use (5) to factorize the matrix $S$ considered in this example, we set $S^\text{ij}_0 = e^{-S^\text{ij}_0}$ and $S^\text{ij}_1 = 1$.}
5 Experiments

We conduct numerical experiments on real-world datasets to answer the following questions:

Q1 Does the proposed GMF-FE perform better than existing matrix factorization related methods?
Q2 What is the impact of the two steps (similarity computation and matrix factorization) in GMF-FE if considered separately?
Q3 How do the parameters $\eta, b, \gamma$ as well as the embedding dimension $d$ affect the embedding quality?

We answer Q1-Q3 in Sections 5.1, 5.2, and 5.3, respectively. Before that, we present the datasets, baselines, parameter settings, and downstream tasks considered.

Datasets

We consider the following well-established networks in this section. CiteSeer [54] and Cora [55] are citation networks, where the nodes represent publications and the edges are citations between them. Each publication is assigned one label indicating its topic. PPI [9] is a subgraph of the protein-protein interaction network for Homo sapiens. The labels represent biological states. BlogCatalog [56] is a social network, where the nodes are blog authors on the BlogCatalog website and the edges indicate their relationships. Each blogger is assigned one or multiple labels that indicate the topic of the website and the edges indicate their relationships. Each publication is assigned one label indicating its topic. PPI [9] is a subgraph of the protein-protein interaction network for Homo sapiens. The labels indicate biological states. BlogCatalog [56] is a social network, where the nodes are blog authors of the BlogCatalog website and the edges indicate their relationships. Each blogger is assigned one or multiple labels indicating the topic of the website and the edges indicate their relationships.

Baseline Methods

We compare the proposed approach with the following node embedding methods, which are representatives of matrix factorization related methods. The parameter settings (described below) were selected in accordance with the guidelines in the corresponding publications.

- **node2vec** [9]. We set the number of walks per node to 10, the walk length to 80, the window size to 10, the number of negative samples to 1, and the optimization is run for a single epoch. We obtain the best in-out and return parameters via a grid search over the set $\{0.25, 0.5, 1, 2, 4\}$.
- **DeepWalk** [8]. We adopt NS instead of hierarchical softmax, thus, DeepWalk can be viewed as a special case of node2vec when both of the in-out and return parameters are set to 1.
- **GraRep** [14]. We set the maximum transition step to 4 and set the log shifted factor to 1 divided by the graph size.
- **HOPE** [13]. We adopt Katz as the similarity matrix and set the decay parameter to 0.95 divided by the spectral radius of $A$. For consistency with the other methods, we adopt the source embedding vectors as the final node embeddings and ignore the target embedding vectors.
- **NetMF** [15]. Recall here the similarity matrix implicitly factorized in DeepWalk as derived in [15]

$$S_{DW} = \log \left( \frac{\text{vol}_G}{bT} \sum_{i=1}^{T} \mathbf{P} \mathbf{D}^{-1} \right),$$

where $\text{vol}_G = \sum_{1 \leq i \leq n} A_{ij}$ is the volume of the graph $G$, $T$ is the context window size, and $b$ is the number of negative samples in the skip-gram. This method applies the truncated SVD to the matrix obtained by setting the negative entries of (7) to zero. We set $T = 10$, $b = 1$, and the number of top eigenpairs $h$ to 256 [cf. Algorithm 4 in [15]].
- **InfiniteWalk** [57]. We set window size to 10.
- **AROPE** [16]. This method considers similarity matrices in the form of polynomials of the adjacency matrix, namely $S = \sum_{i} w_i A^i$. We adopt one of the default settings where $q = 3$ and $w_1 = 1, w_2 = 0.1, w_3 = 0.01$.
- **ProNE** [17]. We set the term number of the Chebyshev expansion to 10, $\mu = 0.2$ and $\theta = 0.5$.
- **NRP** [58]. We set the number of iterations for personalized PageRank approximation to 20, the number of iterations for learning weights to 10, and the random walk decay factor to 0.15. Following Section 5.4 in [58], for each node, we normalize its forward and backward vectors (of length $d/2$ respectively) and then concatenate them as the final embedding.

The setting of hyperparameters for the proposed approach is as follows.

- **GMF-FE**. We set $b$ to the 70th percentile of the entries in the FE distance matrix $A_{FE}^{\text{v}}$ so that 70% of entries in the similarity matrix $S_{FE}^{\text{v},b,y}$ will be positive [cf. (3)]. We set $\gamma$ to make the largest entry in $S_{FE}^{\text{v},b,y}$ equal to 6. We perform a line search$^3$ of $\eta$ over the set $\{10^{-1}, 10^{-2}, \ldots, 10^1\}$.

Finally, in solving the optimization problems in (4) and (5), we use the Adam optimizer with learning rate 0.1 and forgetting factors $\beta_1 = 0.9$ and $\beta_2 = 0.999$. The number of iterations is set to 300.

Tasks

To evaluate the quality of the produced node embeddings, we consider three common downstream tasks, namely, node clustering, node classification and link prediction.

Node clustering detects groups of nodes with similar attributes. We run $k$-means [59] on node embeddings to cluster nodes then map the predicted labels to real labels using the Kuhn-Munkres algorithm [60]. To evaluate the clustering

3. In node classification, we select the value of $\eta$ optimal for most fractions of labeled nodes considered. We do the same for the in-out and return parameters in node2vec. For the proposed GMF-FE, the optimal $\eta$ is relatively stable for different fractions of labeled nodes.

| Dataset | $|V|$ | $|E|$ | #Labels | Multi-label |
|---------|-------|-------|----------|------------|
| CiteSeer | 2,110 | 3,668 | 6 | False |
| Cora | 2,485 | 5,069 | 7 | False |
| PPI | 3,852 | 37,841 | 50 | True |
| BlogCatalog | 10,312 | 333,983 | 39 | True |
| CoCit | 42,452 | 194,410 | 15 | False |
Given a graph with some edges removed, in link prediction our goal is to infer the labels of the remaining nodes. To be specific, we randomly split the nodes (i.e., their embeddings and labels) into a training set and a test set. We train a one-versus-rest logistic regression classifier using the training set and evaluate the performance using the test set. We repeat this procedure 10 times for each set of node embeddings and repeat the embedding procedure 5 times for each algorithm. The results (averaged over a total of 50 realizations in total) are shown in Table 3. We set the embedding dimension $d$ to 8 in this task.

Given the labels of a portion of the nodes, in node classification our goal is to infer the labels of the remaining nodes. To be specific, we randomly split the nodes (i.e., their embeddings and labels) into a training set and a test set. We train a one-versus-rest logistic regression classifier using the training set and evaluate the performance using the test set. We repeat this procedure 10 times for each set of node embeddings and repeat the embedding procedure 5 times for each algorithm. The results (averaged over a total of 50 realizations) are shown in Fig. 4. For node classification (as well as link prediction discussed below), we set the embedding dimension $d$ to 128 which is widely adopted in existing works.

Given a graph with some edges removed, in link prediction our goal is to predict the missing edges. More precisely, we keep the largest connected component (denoted by $\mathcal{G}'$) of the graph generated by removing 30% of the edges from the original graph $\mathcal{G}$. The node embeddings are learned from $\mathcal{G}'$. Denote by $e_i$ the embedding of a pair of nodes $(v_i, v_j)$, which is computed in four ways [9] as listed in Table 2. The edges in $\mathcal{G}'$ are treated as positive examples in the training set, and the removed edges whose two endpoints belong to $\mathcal{G}'$ are treated as positive examples in the test set. Denote by $\mathcal{G}''$ the induced subgraph of $\mathcal{G}$ which contains the nodes in the node set of $\mathcal{G}'$ and the edges between them. To generate negative examples, we randomly sample node pairs from $\mathcal{G}''$ which have no edge between them. The number of negative examples is identical to that of positive examples for both the training and test sets. We train a logistic regression classifier using the training set and evaluate the performance in terms of Area Under Curve (AUC) scores in the test set. The results (averaged over 10 realizations) are shown in Table 3.

### 5.1 Performance Comparison

Fig. 3 reveals that, for node clustering, the proposed GMF-FE performs better than all the baseline methods for both of the datasets considered. For these two datasets, each node is associated with a single label and we use these labels as our ground-truth classes. When contrasted with the second-best alternative (node2vec for CiteSeer and InfiniteWalk for Cora), our proposed method yields an increase of 0.036 in clustering accuracy (0.649 compared to 0.613) for CiteSeer, and the accuracy from 0.882 for GraRep to 0.912. Briefly revisiting Fig. 3 it can be appreciated that also for node classification, the proposed GMF-FE markedly improves over all the baseline methods for three of the considered networks and, for CiteSeer, it is comparable with the top baselines. For example, when half of the nodes are labeled, GMF-FE yields a micro-F1 score of 0.851, 0.220 and 0.423 for Cora, PPI and BlogCatalog, which improves upon the performance of the best competing baseline for each dataset, i.e., 0.838, 0.205 and 0.413, respectively. Moreover, notice that GMF-FE’s superior performance is robust to the fraction of labeled nodes.

Table 3 shows that, in link prediction, GMF-FE when used with the Hadamard operator achieves the best performance across all networks with marked differences over the second-best alternative for some of the datasets. Importantly, for PPI, GMF-FE yields a reduction in the error rate of 25% when compared with the best baseline by pushing the accuracy from 0.882 for GraRep to 0.912. Briefly revisiting Fig. 4 it can be appreciated that also for node classification, the largest relative performance improvements were attained for the PPI network.

In summary, we have established that the proposed method provides superior performance over all baseline methods for the three downstream tasks considered across various networks.

### 5.2 Ablation Study

We compare the following two approaches with NetMF and GMF-FE to determine the impact of each step in GMF-FE.
GMF-DW. We adopt GMF to factorize the similarity matrix $S^{\text{DW}}$ derived in NetMF (see (7)). Here we consider a scaled version $\alpha S^{\text{DW}}$. Note that the scaling does not change the SVD results but influences the results of GMF. More precisely, in (5) we set $S_{ij}^{\text{DW}}$ to the $\alpha$th power of $\exp(S_{ij}^{\text{DW}})$ and set $S_{ij}^{\text{DW}} = 1$ for all pairs $(i, j)$. We perform a line search of $\alpha$ over the set $\{0, 2, 0.4, \ldots, 1.8, 2\}$.

EIG-FE. We use the eigendecomposition to factorize the FE distance-based similarity matrix (3). The parameter setting is the same as that of GMF-FE. We use the top eigenvectors as node embeddings.

The numerical results for node clustering, node classification, and link prediction are respectively given in Fig. 5 and Fig. 6, and Table 3 (the bottom two lines). It can be observed that, for these three downstream tasks and four datasets, the performance of GMF-DW and EIG-FE generally lie between the performance of NetMF and GMF-FE (except for node clustering NMI score on Cora and node classification on BlogCatalog). The improvement of GMF-DW over NetMF (as well as GMF-FE over EIG-FE) indicates the benefit of considering our matrix decomposition technique whereas the improvement of EIG-FE over NetMF (as well as GMF-FE over GMF-DW) indicates the benefit of considering the free energy distance. The superior performance of GMF-FE demonstrates the benefit of considering both modifications together. In addition, we can also see that the use of the FE distance brings a bigger performance increase than the proposed matrix factorization method in most cases (except for node classification on BlogCatalog).

### 5.3 Parameter Sensitivity

We evaluate how different choices of parameters in the proposed GMF-FE method influence its performance. We present the results on the PPI network in Fig. 7, where the two rows respectively correspond to the tasks of node classification and link prediction. Except for the parameter being examined, all other parameters are set to default values (as detailed when introducing the baseline methods). The default value for $\eta$ is selected as the optimal one over the set $\{10^{-1}, 10^{-3}, \ldots, 10^4\}$, i.e., $2 \times 10^{-2}$ for node classification and $10^{-4}$ for link prediction. We have also conducted examinations on the other three networks as well as the node clustering task, and similar observations are obtained; see Figs. S1 and S3 in the supplementary material, available online.

We analyze the effect of $\eta$ in Figs. 7a and 7e, where it becomes evident that the optimal performance is achieved for intermediate values of the parameter. This aligns well with our intuition that the optimal representation is not achieved at the extremal SP and CT distances but rather for an intermediate FE distance. It should also be noted that the optimal value of $\eta$ is robust to the fraction of labeled nodes (cf. Fig. 7a), which is a desirable feature in practice.

Figs. 7b and 7f show the effect of the shift parameter $b$, which controls the percentage of positive entries in the similarity matrix, whereas Figs. 7c and 7g present the influence of the scale parameter $\gamma$ (cf. (3)). Combining the results in Fig. 7 with those for other networks shown in the supplementary material, available online, we conclude that the proposed GMF-FE performs well and is stable when the percentage of positive entries and the largest entry are in the range $50 \sim 90$ and $3 \sim 9$, respectively. Intuitively, larger values of $\gamma$ might be undesirable from a numerical standpoint due to the exponential function operator in (4).

Figs. 7d and 7h show the effect of increasing the embedding dimension $d$. It can be observed that, in node classification, the optimal $d$ is dependent on the fraction of labeled nodes. This also aligns well with intuition, where a simpler model (smaller $d$) is preferred when limited data are available (smaller fraction of labeled nodes) but a more complex model can be afforded for larger fraction of labeled nodes. Finally, it can be seen that the performance of link prediction (as well as node clustering shown in Figs. S2(l) and S3(l) in the supplementary material, available online) is only minimally affected by the choice of $d$ within the range considered.

### 6 Scalability

In this section, we discuss the scalability of the proposed method. More precisely, we state a scalable way of computing...
the FE distance and analyze its complexity in Section 6.1. Then, we validate its effectiveness on the BlogCatalog dataset as well as another larger dataset called CoCit in Section 6.2.

6.1 Computational Complexity Analysis

As mentioned in Section 4.1, the FE distance matrix $\Delta_{FE}$ can be computed in closed form using the method proposed in [22]. This method involves a matrix inversion of one $n \times n$ matrix, thus its computational complexity is $O(n^3)$ if we adopt a naive Gauss-Jordan elimination method.

A scalable way of computing the FE distance on large and sparse graphs is proposed in [45]. For notational simplicity, denote the directed free energy dissimilarity from node $s$ to node $t$ by $\phi_{st}^{FE}$ (which corresponds to $\phi(s; t)$ in Section 4.1). Then, its value can be computed via an iterative process as

$$\phi_{st}^{FE}(\tau + 1) = \begin{cases} -\frac{1}{\eta} \log \left[ \sum_{i \in N_s} P_{st}(i) \exp \left[-\eta (C_{si} + \phi_{it}^{FE}(\tau)) \right] \right] & \text{if } s \neq t, \\ 0 & \text{if } s = t, \end{cases}$$

where $N_s$ is the set of (out)-neighbors of node $s$, and $\tau$ is the iteration index. It can be understood that $\phi_{st}^{FE}(\tau)$ contains the directed FE dissimilarity from $s$ to $t$ when considering paths up to length $\tau$. Starting from the initialization at $\tau = 0$

$$\phi_{st}^{FE}(0) = \begin{cases} \infty & \text{if } s \neq t, \\ 0 & \text{if } s = t, \end{cases}$$

$\phi_{st}^{FE}(\tau)$ will converge to $\phi_{st}^{FE}$ as $\tau$ increases. We have observed from experiments that the iterative process converges faster for a larger $\eta$. This is consistent with the fact that the FE distance converges to the SP distance as $\eta \to \infty$, thus shorter paths (corresponding to smaller $\tau$) are sufficient for larger $\eta$. Denote the matrix collecting the directed FE dissimilarities between all pairs of nodes by $\Phi_{FE}$, and its relation with the FE distance matrix is $\Delta_{FE} = (\Phi_{FE} + (\Phi_{FE})^T)^{1/2}$.

Inspired by [45], we adopt two techniques to scale the computation of (8). First, for a fixed pair $(s, t)$, we set $x_t = C_{st} + \phi_{FE}(\tau)$ for simplicity and pre-compute $x_t = \min_{i \in N_t} x_i$. Then, the expression when $s \neq t$ in (8) can be rewritten as

$$x^* - \frac{1}{\eta} \log \left[ \sum_{i \in N_s} P_{st}(i) \exp \left[-\eta (x_i - x^*) \right] \right]$$

according to the log-sum-exp trick, which can help avoid numerical underflow problems. Moreover, the terms in the summation for which $\eta (x_i - x^*)$ exceeds a certain threshold value (which we set to 7 in our experiments) can be ignored to reduce the number of terms to be computed. The second adopted technique is to consider only paths bounded by a given length $L < n$. Putting it differently, we terminate the iterative process in (8) when $\tau$ reaches $L$ instead of repeating the iteration until convergence. We denote the approximated FE distance and dissimilarity matrices by $\Delta_{n,L}^{FE}$ and $\Phi_{n,L}^{FE}$, respectively.

Considering a single iteration, it can be observed from (10) that the computational complexity of updating $\phi_{st}^{FE}(\tau)$ for one pair of nodes $(s, t)$ is in the order of $|N_s|$. This implies that for a fixed $t$ and all possible $s$, the computational complexity is $\sum_{s \in V} |N_s|$, thus for all possible pairs $(s, t)$ we get a complexity of $n \times \sum_{s \in V} |N_s| = 2n |E|$. The total computational complexity for $L$ iterations is $2Ln |E|$. Moreover, from (8) we can see that the computation of $\phi_{st}^{FE}(\tau + 1)$ only requires $\phi_{it}^{FE}(\tau)$ for $i \in N_s$, hence $\phi_{it}^{FE}(\tau)$ for every $t \in V$ (namely columns in $\Phi_{n,L}^{FE}$) can be computed in parallel.

To further reduce the computational complexity, instead of considering the directed free energy dissimilarities from every node to all other nodes, we propose to consider a subset of nodes $T \subseteq V$ as the target nodes. Denote by $\Phi_{n,L,T}^{FE}$ the matrix composed of columns of $\Phi_{n,L}^{FE}$ indexed by
Computing $\Phi^{FE}_{\eta,L,T}$ instead of the whole matrix reduces the computation complexity by a factor of $n/|T|$. We can sample $T$ from $V$ randomly or select the nodes with higher degrees.

We can convert any of these dissimilarity matrices $\Delta^{FE}_{\eta,L}$, $\Phi^{FE}_{\eta,L}$ and $\Phi^{FE}_{\eta,L,T}$ to a similarity matrix using (3), then adopt (4) or (5) to factorize the similarity matrix and obtain the node embeddings. The similarity matrix computed from $\Delta^{FE}_{\eta,L}$ is symmetric, thus we can directly adopt (4). The similarity matrices computed from $\Phi^{FE}_{\eta,L}$ and $\Phi^{FE}_{\eta,L,T}$ are, respectively, asymmetric and non-square. However, we can still use (5) or a modified version\(^5\) to factorize them and use the computed $U$ as the node embeddings.

### 6.2 Numerical Results

We first consider the BlogCatalog dataset (and set $\eta$ to $10^{-1}$). Fig. 8a and Table 4a show the influence of the number of iterative steps $L$ on performance. The schemes adopting $\Delta^{FE}_{\eta,L}$ and $\Phi^{FE}_{\eta,L}$ are denoted by ‘symm’ and ‘asym’, respectively. It can be observed from Fig. 8a that, in node classification, adopting $\Delta^{FE}_{\eta,L}$ yields a slightly better performance than adopting $\Phi^{FE}_{\eta,L}$, while both of them achieve comparable

---

\(^5\) Note that Proposition 1 is also valid for a non-square matrix $S$, in which case, we only need to adjust the dimensions of $U$ and $V$. 

---

Fig. 7. Parameter sensitivity test on the PPI network. (a)-(d) are for node classification where the legend denotes the fraction of labeled nodes. (e)-(h) are for link prediction where the Hadamard operator is applied.

Fig. 8. The influence of (a) the number of iterative steps $L$ and (b) the number of sampled target nodes $|T|$ on the performance of node classification for the BlogCatalog network. The legend denotes the fraction of labeled nodes. Good performance can be achieved even for small values of $L$ while the sensitivity to $|T|$ is larger.
TABLE 4

| (a) | Number of Iterative Steps $L$ and (b) the Number of Sampled Target Nodes $|T|$ on the Performance of Link Prediction for the BlogCatalog Network |
|-----|--------------------------------------------------|
|     | L | Avg | Hada | $L_1$ | $L_2$ | $|T|$ | Avg | Hada | $L_1$ | $L_2$ |
|     | 5  | 0.952 | 0.954 | 0.822 | 0.827 | 2  | 0.895 | 0.734 | 0.617 | 0.616 |
|     | 10 | 0.953 | 0.958 | 0.809 | 0.811 | 2^6 | 0.897 | 0.746 | 0.629 | 0.629 |
|     | 15 | 0.953 | 0.960 | 0.810 | 0.809 | 2^8 | 0.908 | 0.748 | 0.650 | 0.651 |
|     | 5  | 0.934 | 0.970 | 0.799 | 0.801 | 3^10 | 0.908 | 0.773 | 0.672 | 0.673 |
|     | 10 | 0.912 | 0.785 | 0.811 | 0.814 | 3^11 | 0.909 | 0.783 | 0.702 | 0.702 |
|     | 15 | 0.913 | 0.775 | 0.828 | 0.830 | 3^12 | 0.913 | 0.797 | 0.743 | 0.744 |

Good performance can be achieved even for small values of $L$ and small sensitivity to $|T|$ can be observed for the range considered.

performance, to adopting the exact FE distance matrix $\Delta_{L}^{FE}$ [cf. Fig. 4] for a very small $L$. For example, when half of the nodes are labeled, adopting $\Delta_{L}^{FE}$ and $\Phi_{h,L}^{FE}$ with $L = 10$ yield a micro-F1 score of 0.422 and 0.418 respectively, which are comparable with the performance of adopting $\Delta_{L}^{FE}$, i.e., 0.423. We can see from Table 4 that, in link prediction, using $\Delta_{L}^{FE}$ yields about the same performance as adopting $\Delta_{L}^{FE}$ [cf. Table 3]. For instance, adopting $\Delta_{L}^{FE}$ ($L = 10$) and $\Delta_{h}^{FE}$, both with the Hadamard operator, respectively achieve a AUC score of 0.958 and 0.957. When adopting the asymmetric $\Phi_{h,L}^{FE}$, the Average operator becomes the optimal choice. Although performance degrades, it is still comparable with some baselines like DeepWalk. Overall, for both tasks, even small values of $L$ can result in good performance, significantly reducing the computation time.

Fig. 8b and Table 4 b show the effect of the number of sampled target nodes $|T|$ on performance when basing our node embeddings on the matrix $\Phi_{n,L,T}$, where we set $L = 10$. Here we adopt a random sampling strategy. For each curve in Fig. 8b, the last point corresponds to the case $|T| = \mathcal{V}$, namely we use the whole matrix $\Phi_{n,L}$. We can see that, in node classification, accuracy increases as $|T|$ increases and tends to saturate once $|T|$ reaches $2^12$, especially for low fractions of labeled nodes. This implies that we can achieve performance similar to that using $\Phi_{h,L}^{FE}$ while reducing the computation time by a half. Moreover, Fig. 8b reveals an interesting trade-off between performance and computation. For example, for a fraction of labeled nodes of 0.3, we can reduce the total computation by a factor of around 10 by selecting $|T| = 2^{10}$ and paying a reduction in micro-F1 score of 0.023. Finally, it can be observed in Table 4 b that, for link prediction, although the performance slightly improves as $|T|$ increases, it remains relatively stable. Thus, if an accuracy of around 0.9 is acceptable, it can be achieved with a largely reduced computational effort.

Finally, we consider a larger dataset and a different sampling strategy. We adopt the CoCit dataset [63], [64], which is a citation network. Each node (publication) is associated with a single label indicating the conference where it is published. The dataset statistics can be found in Table 1. Its degree distribution follows a power law and most nodes have a relatively small degree. We select nodes of degree greater or equal to 20 as the target nodes in $T$, accounting for around 10% of the whole node set. We compute the embeddings based on approximate directed free energy dissimilarities $\Phi_{n,L,T}$ and set $L = 10$. Similar to the previous section, the optimal $h$ is obtained via a line search. We compare our performance with three highly scalable baselines. Numerical results for node classification and link prediction are given in Fig. 9 and Table 5, respectively. It can be observed that GMF-FE outperforms all the baseline methods on both tasks, even with incomplete and approximate free energy dissimilarities.

**7 CONCLUSION**

We proposed a node embedding method based on the FE distance and a generalized skip-gran matrix factorization. The parametric FE distance equips the method with the flexibility needed to adapt to different graph types and sizes. Moreover, the matrix factorization proposed can be applied to arbitrary similarity matrices and focuses on preserving node pairs with high similarity scores, thus making it well-suited for the task of node embedding. Experimental results validated the effectiveness of the proposed scheme.

Many existing methods use (different variants of) random walks as building blocks, while this paper draws attention to similarities based on (hitting) paths and opens new possibilities for future research. For example, in real-world applications, one can consider non-uniform a priori probabilities of similarities for future research. For example, in real-world applications, one can consider non-uniform a priori probabilities of the proposed node embedding method to digraphs (by leveraging the directed FE dissimilarity), multi-view graphs [65], heterogeneous graphs [66], hypergraphs [67], [68], and simplicial complexes [69]; iii) Designing better strategies for sampling the set of target nodes $T$.
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