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Abstract

Recently, stability of Newton-CG under Hessian perturbations, i.e., inexact curvature information, have been extensively studied. Such stability analysis has subsequently been leveraged in designing variants of Newton-CG in which, to reduce the computational costs involving the Hessian matrix, the curvature is suitably approximated. Here, we do that for Newton-MR, [48], which extends Newton-CG in the same manner that MINRES extends CG. Unlike the stability analysis of Newton-CG, which relies on spectrum preserving perturbations in the sense of Löwner partial order, our work here draws from matrix perturbation theory to estimate the distance between the underlying exact and perturbed sub-spaces. Numerical experiments demonstrate great degree of stability for Newton-MR, amounting to a highly efficient algorithm in large-scale problems.

1 Introduction

Consider the unconstrained optimization problem:

$$\min_{x \in \mathbb{R}^d} f(x),$$

where $f : \mathbb{R}^d \to \mathbb{R}$. Due to simplicity and solid theoretical foundations, there is an abundance of algorithms designed specifically for the case where $f$ is convex [5, 8, 42]. Strong-convexity, as a special case, allows for the design of algorithms with great many theoretical and algorithmic properties.

In such settings, the classical Newton’s method and its Newton-CG variant hold a special place. In particular, for strongly-convex functions with sufficient degree of smoothness, they have been shown to enjoy various desirable properties including insensitivity to problem ill-conditioning [49, 64], problem-independent local convergence.
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rates [50], and robustness to hyper-parameter tuning [3,35]. Arguably, the only drawback of Newton’s method in large-scale problems is the computational costs involving the application of the Hessian matrix. In this light, several recent efforts have focused on the design and analysis of variants of the classical Newton’s method and its Newton-CG variant, in which the exact Hessian matrix, $H = \nabla^2 f(x)$ is replaced with its suitable approximation $\tilde{H} \approx \nabla^2 f(x)$; see for example [7,9,10,27,47,50,64]. At the heart of these efforts lies stability analysis of Newton’s method with respect to Hessian perturbations

$$\tilde{H} = H + E,$$  \hfill (2a)

for some symmetric matrix $E$, and to determine bounds

$$\|E\| \leq \epsilon,$$  \hfill (2b)

such that the algorithm with inexact Hessian maintains, to a great extent, its original convergence properties using the exact curvature information.

However, in the absence of either sufficient smoothness or strong-convexity, the classical Newton’s method and its Newton-CG can simply break down, e.g., their underlying sub-problems may fail to have a solution. Hence, many Newton-type variants have been proposed which aim at extending Newton’s method beyond strongly convex problems, e.g., Levenberg-Marquardt [37, 38], trust-region [22], cubic regularization [15, 16, 43], and various other methods, which make clever use of negative curvature when it arises [13,14,52,53]. Variants of these methods using inexact function approximations, including approximate Hessian, have also been studied, e.g., [2,6,17,18,23,31,36,55,63,65]. However, many of these methods rely on strict smoothness assumptions such as Lipschitz continuity of gradient and Hessian. In addition, in sharp contrast to Newton’s method whose sub-problems are simple linear systems, a vast majority of these methods involve sub-problems that are themselves non-trivial to solve, e.g., the sub-problems of trust-region and cubic regularization methods are non-linear and non-convex.

To extend the application range of the classical Newton’s method beyond strongly convex settings, while maintaining the simplicity of its sub-problems, Newton-MR [48] has recently been proposed. On the surface, Newton-MR bares a striking resemblance to the classical Newton’s method and shares several of its desirable properties, e.g., Newton-MR involves simple sub-problems in the form of ordinary least squares. However, Newton-MR can be readily applied to a class of non-convex problems known as invex [41], which subsumes convexity as a sub-class. Furthermore, its required smoothness assumptions are more relaxed as compared with most non-convex Newton-type methods. Motivated by the potential and advantages of Newton-MR, in this paper we provide its stability analysis with respect to Hessian perturbations. In this light, we show that appropriately approximating the Hessian matrix allows for efficient application of Newton-MR to large-scale problems.

The rest of this paper is organized as follows. We end this section by introducing the notation used throughout this paper. In Section 2, we briefly review Newton-MR and, in its light, introduce the variant in which the Hessian is perturbed. Stability analysis of the resulting algorithm is gathered in Section 3. Numerical experiments
demonstrating the performance of Newton-MR as compared with several first and second order methods are presented in Section 4. Conclusions are gathered in Section 5.

**Notation** Throughout the paper, vectors and matrices are denoted by bold lower-case and bold upper-case letters, respectively, e.g., \( \mathbf{v} \) and \( \mathbf{V} \). We use regular lower-case and upper-case letters to denote scalar constants, e.g., \( d \) or \( L \). For a real vector, \( \mathbf{v} \), its transpose is denoted by \( \mathbf{v}^\top \). For two vectors \( \mathbf{v}, \mathbf{w} \), their inner-product is denoted as \( \langle \mathbf{v}, \mathbf{w} \rangle = \mathbf{v}^\top \mathbf{w} \). For a vector \( \mathbf{v} \) and a matrix \( \mathbf{V} \), \( \| \mathbf{v} \| \) and \( \| \mathbf{V} \| \) denote vector \( \ell_2 \) norm and matrix spectral norm, respectively. Iteration counter for the main algorithm appears as subscript, e.g., \( p_k \). Iteration counter for sub-problem solver to obtain \( p_k \) appears as superscript, e.g., \( p_k^{(t)} \). The vector of all zero components is denoted by \( \mathbf{0} \). For two symmetric matrices \( \mathbf{A} \) and \( \mathbf{B} \), the Löwner partial order \( \mathbf{A} \succeq \mathbf{B} \) indicates that \( \mathbf{A} - \mathbf{B} \) is symmetric positive semi-definite. For any \( \mathbf{x}, \mathbf{z} \in \mathbb{R}^2 \), \( \mathbf{y} \in [\mathbf{x}, \mathbf{z}] \) denotes \( \mathbf{y} = \mathbf{x} + \tau (\mathbf{z} - \mathbf{x}) \) for some \( 0 \leq \tau \leq 1 \). \( \mathbf{A}^\dagger \) denotes the Moore-Penrose generalized inverse of matrix \( \mathbf{A} \). The element of a matrix \( \mathbf{A} \) located at the \( i \)th row and the \( j \)th column is denoted by \( [\mathbf{A}]_{ij} \). \( \sigma_i(\mathbf{A}) \) denotes \( i \)th largest singular values of a matrix \( \mathbf{A} \). \( \lambda_j(\mathbf{A}) \) denotes \( j \)th largest eigenvalue of a square matrix \( \mathbf{A} \). For notational simplicity, we use \( \mathbf{g}(\mathbf{x}) \triangleq \nabla f(\mathbf{x}) \in \mathbb{R}^d \) and \( \mathbf{H}(\mathbf{x}) \triangleq \nabla^2 f(\mathbf{x}) \in \mathbb{R}^{d \times d} \) for the gradient and the Hessian of \( f \) at \( \mathbf{x} \), respectively, and at times we drop the dependence on \( \mathbf{x} \) by simply using \( \mathbf{g} \) and \( \mathbf{H} \), e.g., \( \mathbf{g}_k = \mathbf{g}(\mathbf{x}_k) \) and \( \mathbf{H}_k = \mathbf{H}(\mathbf{x}_k) \). Similarly, \( \mathbf{\tilde{H}} \) denotes the perturbed Hessian. We let \( \bar{r} = \text{Rank}(\mathbf{H}) \) and \( \bar{r} = \text{Rank}(\mathbf{\tilde{H}}) \). \( \mathbf{U} \) and \( \mathbf{\bar{U}} \) are arbitrary bases for \( \text{Range}(\mathbf{H}) \) and \( \text{Range}(\mathbf{\tilde{H}}) \), respectively, and \( \mathbf{U}_1 \) and \( \mathbf{\bar{U}}_1 \) are their corresponding orthogonal complements. Assuming \( \bar{r} \geq r \), we let the singular value decomposition of \( \mathbf{H} \) and \( \mathbf{\tilde{H}} \) be

\[
\mathbf{H} = \begin{bmatrix} \mathbf{U} & \mathbf{U}_1 \end{bmatrix} \begin{bmatrix} \Sigma & 0 \\ 0 & 0 \end{bmatrix} \mathbf{V}^\top, \quad \text{and} \quad \mathbf{\tilde{H}} = \begin{bmatrix} \mathbf{\bar{U}}_1 & \mathbf{\bar{U}}_2 & \mathbf{\bar{U}}_1 \end{bmatrix} \begin{bmatrix} \tilde{\Sigma}_1 & 0 & 0 \\ 0 & \tilde{\Sigma}_2 & 0 \\ 0 & 0 & 0 \end{bmatrix} \mathbf{\bar{V}}^\top, \tag{3}
\]

where

\[
\mathbf{U} \in \mathbb{R}^{d \times r}, \quad \Sigma \in \mathbb{R}^{r \times r}, \quad \mathbf{V} \in \mathbb{R}^{d \times d},
\]
\[
\mathbf{\bar{U}}_1 \in \mathbb{R}^{d \times r}, \quad \mathbf{\bar{U}}_2 \in \mathbb{R}^{d \times (\bar{r} - r)}, \quad \tilde{\Sigma}_1 \in \mathbb{R}^{r \times r}, \quad \tilde{\Sigma}_2 \in \mathbb{R}^{(\bar{r} - r) \times (\bar{r} - r)}, \quad \mathbf{\bar{V}} \in \mathbb{R}^{d \times d}.
\]

Note that \( \mathbf{\bar{U}} \in \mathbb{R}^{d \times \bar{r}} \) is divided into \( \mathbf{\bar{U}}_1 \in \mathbb{R}^{d \times r} \) and \( \mathbf{\bar{U}}_2 \in \mathbb{R}^{d \times (\bar{r} - r)} \). Furthermore, \( \mathbf{U} \) and \( \mathbf{\bar{U}}_1 \) have the same rank. Finally, “Arg min” implies that the minimum is attained at more than one point.

## 2 Newton-MR Algorithm

In non-convex settings, the Hessian matrix could be indefinite and possibly rank-deficient. In this light, at the \( k \)th iteration, Newton-MR in its pure form involves the exact update direction of the form [48]

\[
p_k = -[\mathbf{H}_k]^\dagger \mathbf{g}_k. \tag{4}
\]
The exact update direction (4) can be equivalently written as the least norm solution to the least squares problem $\|g_k + H_k p\|$, i.e.,

$$\min_{p \in \mathbb{R}^d} \|p\| \quad \text{s.t.} \quad p \in \text{Arg min}_{\tilde{p} \in \mathbb{R}^d} \|H_k \tilde{p} + g_k\|. \quad (5)$$

In practice, computing the Moore-Penrose generalized inverse can be computationally prohibitive, in which case the inexact variant of Newton-MR makes use of approximate update direction as

$$\text{Find } p_k \in \text{Range}(H_k), \quad \text{s.t.} \quad \langle p_k, H_k g_k \rangle \leq -(1 - \theta) \|g_k\|^2, \quad (6)$$

where $\theta < 1$ is the inexactness tolerance. It is easy to see that (6) is implied by (5). When $g_k \in \text{Range}(H_k)$, i.e., the linear system $H_k p = -g_k$ is consistent, MINRES [46] can be used to obtain (approximate) pseudo-inverse solution. However, due to its many desirable properties, MINRES-QLP [19,20] has been advocated in [48] for more general cases as the preferred solver for (5) or (6). When the Hessian is perturbed, even if initially $g_k \in \text{Range}(H_k)$, it is generally most likely that $g_k \notin \text{Range}(\tilde{H}_k)$, and hence MINRES-QLP remains the method of choice for our setting here.

After computing the update direction, the next iterate is obtained by moving along $p_k$ by some appropriate step length, i.e., $x_{k+1} = x_k + \alpha_k p_k$. Note that from both (5) and (6) it follows that $\langle p_k, H_k g_k \rangle \leq 0$, i.e., $p_k$ is a descent direction for the norm of the gradient, $\|g_k\|^2$. As a result, the step-size, $\alpha_k$, can be chosen by applying Armijo-type line search [1,44] such that for some $0 < \alpha_k \leq 1$, we have

$$\|g_{k+1}\|^2 \leq \|g_k\|^2 + 2\rho \alpha_k \langle p_k, H_k g_k \rangle, \quad (7)$$

where $0 < \rho < 1$ is a given line-search parameter. Typically, back-tracking strategy [44] is employed to approximately find such a step-size.

Modification of Newton-MR to include perturbed matrix $\tilde{H}$ as in (2b) is rather straightforward. We simply replace $H_k$ with $\tilde{H}_k$ is all of (5) to (7). The modified variant is depicted in Algorithm 1. Note that, in this context, whenever we refer to (5), (6) and (7), it is implied that $\tilde{H}$ is used instead of $H$.

Our results in this paper address the stability of Algorithm 1 with respect to Hessian perturbations of the form (2). One natural application of such stability analysis is in designing efficient variants of Newton-MR in which the Hessian, as a way to reduce computational costs, is suitably approximated.

Example 1 (Hessian Approximation in Finite-sum Minimization). Consider finite-sum optimization problems where $f(x) = \frac{1}{n} \sum_{i=1}^{n} f_i(x)$ and for which, the Hessian matrix can be written as

$$H = \frac{1}{n} \sum_{i=1}^{n} \nabla^2 f_i(x). \quad (8a)$$
By considering a sample of size $|S|$, we can form the sub-sampled Hessian as

$$\tilde{H} = \frac{1}{|S|} \sum_{j \in S} \nabla^2 f_j(x),$$

(8b)

where $S$ and $|S|$ denote the sample collection and its cardinality, respectively. If the sample size is large enough, one can obtain perturbation bounds of the form (2). In the big-data regimes where $|S| \ll n$, sub-sampling Hessian has been shown to result in a great deal of computational savings for a variety of Newton-type algorithms, e.g., [7, 9, 35, 51, 62, 63, 64, 65]. As an example of ways to obtain (2), Theorem 1 below, initially given in [63], establishes a sufficient bound on $|S|$ for the case where samples are drawn uniformly at random. Bounds using non-uniform sampling have also been given, e.g., [63, 64]

**Theorem 1** (Uniform Sub-sampling of Hessian [63]). For any $0 < \epsilon, \delta < 1$, if $|S| \in \mathcal{O}\left(\epsilon^{-2} \log\left(\frac{2d}{\delta}\right)\right)$, we have $\Pr\left(\|H - \tilde{H}\| \leq \epsilon\right) \geq 1 - \delta$, where $H$ and $\tilde{H}$ are defined in (8).

In Section 4, we consider evaluating the performance of Algorithm 1 in this context.

---

**Algorithm 1** Newton-MR With Inexact Hessian Information

1: **Input**: $x_0$, $0 < \tau < 1$, $0 < \rho < 1$
2: **for** $k = 0, 1, 2, \ldots$ **until** $\|g_k\| \leq \tau$ **do**
3: Solve (5) (or (6) with MINRES-QLP) with $\tilde{H}_k$ in place of $H_k$
4: Find $\alpha_k$ such that (7) holds with $\tilde{H}_k$ in place of $H_k$
5: Update $x_{k+1} = x_k + \alpha_k p_k$
6: **end for**
7: **Output**: $x$ for which $\|g_k\| \leq \tau$

---

### 3 Stability Analysis

In this section we present the stability analysis of Algorithm 1. In particular, in Section 3.2, we first gather the assumptions on the objective function. In Section 3.1, we investigate the implications of Hessian perturbation (2) as it relates to our non-convex settings here. The detailed convergence analysis of Algorithm 1 is given in Section 3.4.
3.1 Hessian Perturbations in Non-convex Settings

In strongly-convex settings, establishing the stability of the classical Newton’s method and its Newton-CG variant relies on Hessian perturbations that are \emph{approximately spectrum preserving}, e.g., \( \epsilon \) in (2) must be such that for the perturbed Hessian, we have

\[(1 - \tilde{\epsilon}_1)H \preceq \tilde{H} \preceq (1 + \tilde{\epsilon}_1)H,\] (9)

where \( \tilde{\epsilon}_1 \in O(\epsilon) \), e.g., \([7, 27, 47, 50]\). Under (9), the perturbed matrix is not only required to be full-rank, but also it must remain positive definite. In particular, (9) implies that

\[(1 - \tilde{\epsilon}_2)H^{-1} \preceq \tilde{H}^{-1} \preceq (1 + \tilde{\epsilon}_1)H^{-1},\]

for some \( \tilde{\epsilon}_2 \in O(\epsilon) \), which in turn gives

\[\left\| H^{-1} - \tilde{H}^{-1} \right\| \leq \tilde{\epsilon}_3,\] (10)

for some \( \tilde{\epsilon}_3 \in O(\epsilon) \) \([58, \text{Theorem 2.5}]\), i.e., the inverse of the perturbed Hessian is itself a small perturbation of the inverse of the true Hessian.

In non-convex settings where the true Hessian might be indefinite and/or rank deficient, requiring such conditions is simply infeasible. Indeed, when \( H \) is indefinite, the inequality (9) ceases to be meaningful, i.e., for no value of \( \tilde{\epsilon} > 0 \) we can have \((1 - \tilde{\epsilon})H \preceq (1 + \tilde{\epsilon})H\). Further, when \( H \) has a zero eigenvalue, i.e., it is singular, it is practically impossible to assume that the corresponding eigenvalue of \( \tilde{H} \) is also zero. In other words, in non-convex settings, no amount of perturbation in (2) will be guaranteed to be spectrum preserving.

In non-convex settings, where the Hessian can simply fail to be invertible, one might be tempted to find a similar bound as in (10) but in terms of matrix pseudo-inverse, i.e., to find appropriate values of \( \epsilon \) in (2) such that

\[\left\| H^\dagger - \tilde{H}^\dagger \right\| \leq \tilde{\epsilon}_3.\] (11)

A cornerstone in the theory of matrix perturbations is establishing conditions on \( \tilde{H} \) and \( \epsilon \) in (2) that can result in (11), e.g., \([24, 40, 56, 58, 61]\). For example, from \([58, \text{Theorem 3.8}]\) and (2), we have

\[\left\| H^\dagger - \tilde{H}^\dagger \right\| \leq \left( \frac{1 + \sqrt{5}}{2} \right) \max \left\{ \left\| H^\dagger \right\|^2, \left\| \tilde{H}^\dagger \right\|^2 \right\} \epsilon.\]

However, employing this in our setting relies on assuming \( \| \tilde{H}^\dagger \| \in o(1/\sqrt{\epsilon}) \), where “\( o(.) \)” denotes the “Little-O Notation”. However, as demonstrated by the following examples, this cannot be guaranteed in general.
Example 2 (Deterministic Perturbations). Suppose \( \|E\| = \epsilon \) and the \( \text{Cond}(E) \leq C \), where \( \text{Cond}(E) \) denotes the condition number of the matrix \( E \), i.e., the ratio of its largest over its smallest non-zero singular value. This, in turn, implies \( \sigma_{r_E}(E) \geq \epsilon/C \), where \( \sigma_{r_E}(E) \) denotes the smallest non-zero singular value of \( E \). Further, suppose that \( r \triangleq \text{Rank}(H) \leq \text{Rank}(\tilde{H}) \triangleq \tilde{r} \) (cf. Lemma 2), and \( r_E = \tilde{r} + r \).

By [4, Proposition 9.6.8], we have

\[
\sigma_{\tilde{r}}(\tilde{H}) \geq \sigma_{r_E}(E) - \sigma_{r+1}(H) \geq \epsilon/C,
\]

which gives \( \|\tilde{H}^+\| \in \mathcal{O}(1/\epsilon) \).

Example 3 (Random Perturbations). Suppose \( [E]_{ij} \sim \mathcal{N}(0,\epsilon^2) \), where \( i, j = 1, \ldots, d \) and \( \mathcal{N}(0,\epsilon^2) \) denotes the standard normal distribution with mean zero and standard deviation \( \epsilon \). We have \( \sigma_i(H) = 0, \ d \geq i > r \triangleq \text{Rank}(H) \). Suppose further that the non-zero singular values of \( H \) are well separated from zero, e.g., \( \sigma_i(H) > 5\epsilon, \ i = 1, \ldots, r \). Using results similar to [57, p. 411], one can show that the diagonal entries of \( \tilde{\Sigma}_2 \) in (3), i.e., the non-zero singular values of \( \tilde{H} \) corresponding to zero singular values of \( H \), will satisfy

\[
E \left[ \sigma_i^2(\tilde{H}) \right] = (d-r)\epsilon^2 \quad \text{and} \quad \sigma_i(\tilde{H}) \leq \sqrt{2}\|E\|, \ i = r+1, \ldots, d.
\]

With probability \( 1 - 2\exp(-2d) \), we have \( \|E\| \leq 4\sqrt{d}\epsilon \) [54, Eqn (2.3), p. 1582]. The latter two inequalities alone indicate that assuming \( \sigma_i(H) \in \Omega(\sqrt{\epsilon}) \), and hence the stronger condition \( \|\tilde{H}^+\| \in o(1/\sqrt{\epsilon}) \), is rather quite unreasonable. Now, on this latter event, for any \( C > 1 \), the reverse Markov inequality gives

\[
\Pr \left( \sigma_i(\tilde{H}) \leq \frac{\epsilon}{C} \right) \leq \frac{E \left[ 32d\epsilon^2 - \sigma_i^2(\tilde{H}) \right]}{32d\epsilon^2 - \epsilon^2/C^2} \leq \frac{32d - (d-r)}{32d - 1/C^2},
\]

which implies

\[
\Pr \left( \sigma_i(\tilde{H}) > \frac{\epsilon}{C} \right) \geq \frac{(d-r) - 1/C^2}{32d - 1/C^2}.
\]

In other words, with a positive probability that is independent of \( \epsilon \), we have \( \|\tilde{H}^+\| \in \mathcal{O}(1/\epsilon) \).

In light of the previous examples, we conduct our analysis under the following perturbation model.
Assumption 1 (Perturbation Model). For the perturbation (2), we have
\[ \| \tilde{H}^\dagger \| = \| [H + E]^\dagger \| \leq \frac{C}{\epsilon}, \]  \tag{12} \]
where \( \epsilon \) is as in (2) and \( C \geq 1 \) is some universal constant.

In any case, requiring (11) is also extremely restrictive. In fact, it is known that the necessary and sufficient condition for \( \tilde{H}^\dagger \rightarrow H^\dagger \) as \( \tilde{H} \rightarrow H \) is that \( \tilde{H} \) is an acute perturbation of \( H \), i.e., \( \text{Rank}(\tilde{H}) = \text{Rank}(H) \) [58, p. 146]. In other words, unless the perturbations are rank preserving, obtaining (11) is simply hopeless.

Consider Newton-MR with exact update as in (4). From (7), it follows that
\[ \langle p, H g \rangle = \langle Hp, g \rangle = -\langle HH^\dagger g, g \rangle = -\| U^\dagger g \|^2, \]
where \( U \) is an arbitrary orthonormal bases for \( \text{Range}(H) \). Computing a similar quantity with \( \tilde{H} \) implies that, instead of (11), one could attempt at finding conditions in (2) such that
\[ \| UU^\dagger - \tilde{U}\tilde{U}^\dagger \| \leq \epsilon_3, \]  \tag{13} \]
where \( \tilde{U} \) is an orthonormal bases for \( \text{Range}(\tilde{H}) \). In other words, at first sight, the quantity of interest could be the distance between the two subspaces, namely \( \text{Range}(H) \) and its perturbation \( \text{Range}(\tilde{H}) \) [29, Section 2.5.3]. More recent and improved results in bounding such distance are given in [45]. For simplicity we include the statement of [45, Theorem 19], but only slightly modified to fit the settings that we consider here.

Theorem 2 (Modified Davis-Kahan-Wedin Sine Theorem [45, Theorem 19]). Consider a matrix \( A \in \mathbb{R}^{d \times d} \) of rank \( r \), and let \( \tilde{A} \) be its perturbation. For an integer \( 1 \leq j \leq r \), let \( U_j \triangleq [u_1, \ldots, u_j] \in \mathbb{R}^{d \times j} \) and \( \tilde{U}_j \triangleq [\tilde{u}_1, \ldots, \tilde{u}_j] \in \mathbb{R}^{d \times j} \), where \( u_i \in \mathbb{R}^d \) and \( \tilde{u}_i \in \mathbb{R}^d \) are, respectively, \( i \)th eigenvectors of matrices \( A \) and \( \tilde{A} \). The principal angle between the sub-spaces \( \text{Range}(U) \) and \( \text{Range}(\tilde{U}) \) is given by
\[ \sin \angle \left( \text{Range}(U), \text{Range}(\tilde{U}) \right) = \left\| UU^\dagger - \tilde{U}\tilde{U}^\dagger \right\| \leq \frac{2\| A - \tilde{A} \|}{\sigma_j(A) - \sigma_{j+1}(A)}. \]  \tag{14} \]

As a result, if \( \tilde{H} \) is an acute perturbation of \( H \), i.e., \( \text{Rank}(\tilde{H}) = \text{Rank}(H) = r \), we can appeal to Theorem 2 and obtain a bound as in (13). Indeed, since \( \sigma_{r+1}(H) = 0 \) in this case, we get
\[ \left\| UU^\dagger - \tilde{U}\tilde{U}^\dagger \right\| \leq \frac{2\| H - \tilde{H} \|}{\sigma_r(H)} = 2\| H - \tilde{H} \| \| \tilde{H}^\dagger \| \leq 2\| H^\dagger \| \epsilon. \]
However, from [4, Facts 5.12.17(iv) and 9.9.29], it simply follows that

$$\text{Rank}(H) \neq \text{Rank}(\tilde{H}) \implies \| \tilde{U}U^T - UU^T \| = 1.$$ 

Again as before, requiring (13) in non-convex settings is indeed far too stringent.

What comes to the rescue is the observation that instead of obtaining a bound as in (13), which implies a bounded distance between $UU^T$ and $\tilde{U}\tilde{U}^T$ along every direction, for Newton-MR, we only need such distance to be bounded along a specific direction, i.e., that of the gradient $g$. Indeed, instead of (13), which implies

$$\left\| \left( HH^\dagger - \tilde{H}\tilde{H}^\dagger \right) v \right\| \leq \tilde{\varepsilon} \| v \|, \quad \forall \ v \in \mathbb{R}^d,$$

by only considering $v = g$ in the above, we seek to bound only the projection of the gradient on the range space of the Hessian matrices as

$$\left\| \left( HH^\dagger - \tilde{H}\tilde{H}^\dagger \right) g \right\| \leq \tilde{\varepsilon} \| g \|, \quad \forall \ v \in \mathbb{R}^d. \quad (15)$$

### 3.2 Assumptions on the Objective Function

Before presenting the stability analysis of Algorithm 1, we introduce the assumptions on the objective function $f$ in (1) that underlie our work. We note that these assumptions are essentially the same as those in [48].

**Assumption 2 (Differentiability).** The function $f$ is twice-differentiable. In particular, all the first partial derivatives are themselves differentiable, but the second partial derivatives are allowed to be discontinuous.

Recall that requiring the first partials be differentiable implies the equality of crossed-partial derivatives, which amounts to the symmetric Hessian matrix [33, pp. 732-733]. Note that, here, we allow Hessian to be entirely discontinuous.

Instead of the typical smoothness assumptions in the form of Lipschitz continuity of gradient and Hessian, i.e., for some $0 \leq L_g, L_H < \infty$

$$\| g(x) - g(y) \| \leq L_g \| x - y \|, \quad (16a)$$

$$\| H(x) - H(y) \| \leq L_H \| x - y \|, \quad (16b)$$

a more relaxed notion, called moral-smoothness, was introduced in [48].

**Assumption 3 (Moral-smoothness).** For any $x_0 \in \mathbb{R}^d$, there is a constant $0 < L(x_0) < \infty$, such that

$$\| H(y)g(y) - H(x)g(x) \| \leq L(x_0) \| y - x \|, \quad \forall (x, y) \in \mathcal{X}_0 \times \mathbb{R}^d, \quad (17)$$

where $\mathcal{X}_0 \triangleq \left\{ x \in \mathbb{R}^d \mid \| g(x) \| \leq \| g(x_0) \| \right\}$. 
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Note that in Assumption 3, the constant \( L(x_0) \) depends on the choice of \( x_0 \). By (17), it is only the action of Hessian on the gradient that is required to be Lipschitz continuous, and each gradient and/or Hessian individually can be highly irregular, e.g., gradient can be very non-smooth and Hessian can even be discontinuous. In [48], it has been shown that Assumption 3 is significantly more relaxed than (16), i.e., Assumption 3 is implied by (16) and the converse is not true.

**Assumption 4** (Pseudo-inverse Regularity). There exists \( \gamma > 0 \), such that
\[
\|Hp\| \geq \gamma \|p\|, \quad \forall p \in \text{Range}(H).
\] (18)

Intuitively, \( \gamma \) is the smallest, in magnitude, among the non-zero eigenvalues of \( H \). Assumption 4 also implies that \( \gamma \) is required to be uniformly bounded away from zero for all \( x \); see [48, Example 3] for examples of functions satisfying Assumption 4. Furthermore, in [48], (18) has been shown to be equivalent to
\[
\|H^\dagger\| \leq \frac{1}{\gamma}.
\] (19)

**Assumption 5** (Gradient-Hessian Null-space Property). For any \( x \in \mathbb{R}^d \), let \( U \) and \( U^\perp \) denote arbitrary orthogonal bases for \( \text{Range}(H(x)) \) and its orthogonal complement, respectively. A function is said to satisfy the Gradient-Hessian Null-Space property, if there exists \( 0 < \nu \leq 1 \), such that
\[
\|U^\dagger g(x)\|^2 \leq \left( \frac{1-\nu}{\nu} \right) \|U^\top g(x)\|^2, \quad \forall x \in \mathbb{R}^d.
\] (20)

Assumption 5 ensures that the angle between the gradient and the range-space of the Hessian matrix is uniformly bounded away from zero. In other words, as iterations progress, the gradient will not become arbitrarily orthogonal to the range space of Hessian. Explicit examples of functions that satisfy this assumption, including the special case when \( \nu = 1 \), i.e., the gradient lies fully in the range of the full Hessian, are given in [48]. The following lemma, also from [48, Lemma 4], is a direct consequence of Assumption 5.

**Lemma 1** ([48, Lemma 4]). Under Assumption 5, we have
\[
\|U^\top g\|^2 \geq \nu \|g\|^2,
\] (21a)
\[
\|U^\perp g\|^2 \leq (1 - \nu) \|g\|^2.
\] (21b)
### 3.3 Perturbation Analysis

Although assuming rank-preserving perturbation, i.e., $\text{Rank}(H_k) = \text{Rank}(\tilde{H}_k)$, is too stringent to be of any practical use, under certain conditions, we can ensure that the perturbed matrix has a rank at least as large as the original matrix, i.e., perturbation is such that the rank is, at least, not reduced.

**Lemma 2** (Rank of Perturbed Hessian). *Under Assumption 4, if $\epsilon < \gamma$ in (2), then $\text{Rank}(\tilde{H}) \geq \text{Rank}(H)$.*

**Proof.** First note that from (2), it follows that

$$\lambda_{\min}(\hat{H} - H) \geq -\epsilon, \quad \text{and} \quad \lambda_{\max}(\hat{H} - H) \leq \epsilon.$$  

Let $r = \text{Rank}(H)$ and $\hat{r} = \text{Rank}(\tilde{H})$. By [4, Theorem 8.4.11], for any $1 \leq j \leq r$, we have

$$\lambda_j(H) + \lambda_{\min}(\hat{H} - H) \leq \lambda_j(\hat{H}) \leq \lambda_j(H) + \lambda_{\max}(\hat{H} - H),$$

which implies

$$\lambda_j(H) - \epsilon \leq \lambda_j(\hat{H}) \leq \lambda_j(H) + \epsilon. \tag{22}$$

Now Assumption 4 implies that $|\lambda_j(H)| \geq \gamma$, $1 \leq j \leq r$. Hence, we get

$$\lambda_j(\hat{H}) \leq \lambda_j(H) + \epsilon \leq -\gamma + \epsilon < 0, \quad \text{if} \quad \lambda_j(H) < 0,$$

$$\lambda_j(\hat{H}) \geq \lambda_j(H) - \epsilon \geq \gamma - \epsilon > 0, \quad \text{if} \quad \lambda_j(H) > 0.$$

Thus, it follows that $\lambda_j(\hat{H}) \neq 0, \forall j = 1, \ldots, r$, which implies that $\text{Rank}(\tilde{H}) \geq \text{Rank}(H)$.\hfill \square

**Remark 1.** A simple consequence of Lemma 2 is that for strictly-convex objectives, the perturbations remain acute. As a result, for such problems, Algorithm 1 exhibits inherent stability (cf. Definition 1), which resembles, and in fact extends, the results of [51] for the case of the classical Newton’s method for strongly convex objectives.

Lemma 2 states that if $\epsilon < \gamma$, the perturbed Hessian is never of lower rank than the original Hessian. In other words, if $\text{Rank}(\tilde{H}) < \text{Rank}(H)$, then we must necessarily have that $\epsilon \geq \gamma$. From the proof of Lemma 2 and using the fact that $\hat{H}$ is symmetric, we have

$$\sigma_i(\hat{H}) \geq \gamma - \epsilon, \quad i = 1, \ldots, r, \tag{23}$$

where $\gamma$ is as in Assumption 4. Furthermore, if $\epsilon < \gamma$, we have $r < \hat{r}$, which by (12) and (22) yields

$$\frac{\epsilon}{C} \leq \sigma_i(\hat{H}) \leq \epsilon, \quad i = r + 1, \ldots, \hat{r}. \tag{24}$$

Using Lemma 2, we can establish (15).
Theorem 3. Under Assumptions 4 and 5, and with $\epsilon < \gamma$ in (2), we have (15) with

$$\tilde{\epsilon} \triangleq \frac{4\epsilon}{\gamma} + \sqrt{1 - \nu}.$$  

Furthermore, in special case of acute perturbation, i.e., $\text{Rank}(H) = \text{Rank}(\tilde{H})$, we have

$$\tilde{\epsilon} \triangleq \frac{2\epsilon}{\gamma}.$$  

Here, $\gamma$ and $\nu$ are as in Assumptions 4 and 5, respectively.

Proof. By assumption on $\epsilon$, Lemma 2 gives $r \triangleq \text{Rank}(H) \leq \text{Rank}(\tilde{H}) \triangleq \tilde{r}$. By (14), (19) and (21b), we will have

$$\begin{align*}
\|HH^\dagger g - \tilde{H}\tilde{H}^\dagger g\| & = \|UU^\dagger g - \tilde{U}\tilde{U}^\dagger g\| \\
 & \leq \|UU^\dagger g - \tilde{U}_1\tilde{U}_1^\dagger g\| + \|\tilde{U}_2\tilde{U}_2^\dagger g\| \\
 & = \|UU^\dagger g - \tilde{U}_1\tilde{U}_1^\dagger g\| \\
 & + \|\tilde{U}_2\tilde{U}_2^\dagger g + \tilde{U}_\perp\tilde{U}_\perp^\dagger g - U\perp U\perp^\dagger g + U\perp U\perp^\dagger g\| \\
 & \leq \|UU^\dagger g - \tilde{U}_1\tilde{U}_1^\dagger g\| \\
 & + \|(I - U\perp U\perp^\dagger)g - (I - \tilde{U}_2\tilde{U}_2^\dagger - \tilde{U}_\perp\tilde{U}_\perp^\dagger)g + U\perp U\perp^\dagger g\| \\
 & \leq 2\|UU^\dagger g - \tilde{U}_1\tilde{U}_1^\dagger g\| + \|U\perp U\perp^\dagger g\| \\
 & \leq 4\|H - \tilde{H}\|\|H^\dagger\|\|g\| + \sqrt{1 - \nu}\|g\| \\
 & \leq \left(\frac{4\epsilon}{\gamma} + \sqrt{1 - \nu}\right)\|g\|,
\end{align*}$$

where in the second inequality, we used the Pythagorean theorem as

$$\begin{align*}
\|\tilde{U}_2\tilde{U}_2^\dagger g + \tilde{U}_\perp\tilde{U}_\perp^\dagger g\|^2 & = \|\tilde{U}_2\tilde{U}_2^\dagger g\|^2 + \|\tilde{U}_\perp\tilde{U}_\perp^\dagger g\|^2 \\
& \geq \|\tilde{U}_2\tilde{U}_2^\dagger g\|^2,
\end{align*}$$

and for the last equality we use the fact that

$$UU^\dagger + U\perp U\perp^\dagger = I,$$

and

$$\tilde{U}_1\tilde{U}_1^\dagger + \tilde{U}_2\tilde{U}_2^\dagger + \tilde{U}_\perp\tilde{U}_\perp^\dagger = I.$$

The special case of acute perturbation follows simply from the above without the term involving $\|\tilde{U}_2\tilde{U}_2^\dagger g\|$. $\square$
Theorem 3 also allows us to obtain results similar in spirit to Lemma 1.

Lemma 3. Under assumptions of Theorem 3, we have

\[ \| \tilde{U}^\top g \|^2 \geq \tilde{\nu} \| g \|^2, \]  
\[ \| \tilde{U}_1^\top g \|^2 \leq (1 - \tilde{\nu}) \| g \|^2, \]  
where

\[ \tilde{\nu} \triangleq 2\nu - 1 - \frac{4\epsilon}{\gamma}, \]

and \( 0.5 < \nu \leq 1, \epsilon < \gamma(2\nu - 1)/4 \). Furthermore, in special case of acute perturbation, i.e., \( \text{Rank}(H) = \text{Rank}(\tilde{H}) \), we have (25) with

\[ \tilde{\nu} \triangleq \nu - \frac{2\epsilon}{\gamma}, \]

where \( 0 < \nu \leq 1, \epsilon < \gamma\nu/2 \). Here, \( \gamma \) is as in (18), and \( \tilde{U}, \tilde{U}_\perp \) are as in (3).

Proof. We have

\[ \| \tilde{U}^\top g \|^2 = g^\top \tilde{U} \tilde{U}^\top g = g^\top \tilde{U}_1 \tilde{U}_1^\top g - g^\top \left( \tilde{U}_1 \tilde{U}_1^\top - \tilde{U} \tilde{U}^\top \right) g. \]

Similar to the proof of Theorem 3 and using Lemma 1, we have

\[ \left| g^\top \tilde{U}_1 \tilde{U}_1^\top g - g^\top \tilde{U}_2 \tilde{U}_2^\top g \right| \leq \left| g^\top \tilde{U}_1 \tilde{U}_1^\top g - g^\top \tilde{U}_1 \tilde{U}_1^\top g \right| + g^\top \tilde{U}_2 \tilde{U}_2^\top g \]
\[ \leq \frac{2\epsilon}{\gamma} + g^\top \tilde{U}_2 \tilde{U}_2^\top g \]
\[ \leq \frac{2\epsilon}{\gamma} + \left| g^\top \tilde{U}_1 \tilde{U}_1^\top g - g^\top \tilde{U}_1 \tilde{U}_1^\top g \right| + g^\top \tilde{U}_2 \tilde{U}_2^\top g \]
\[ \leq \left( \frac{4\epsilon}{\gamma} + 1 - \nu \right) \| g \|^2. \]

Now, it follows that

\[ \| \tilde{U}^\top g \|^2 \geq g^\top \tilde{U} \tilde{U}^\top g - \left( \frac{4\epsilon}{\gamma} + 1 - \nu \right) \| g \|^2 \geq \left( 2\nu - 1 - \frac{4\epsilon}{\gamma} \right) \| g \|^2. \]

As it is evident from Theorem 3, situations where either \( \nu = 1 \) or the perturbation is acute, exhibit a certain inherent stability. This observation gives rise to the following definition.
**Definition 1** (Inherent Stability). A perturbation remains inherently stable if one of the following conditions hold:

- \( H \) is an acute perturbation of \( \tilde{H} \), i.e., \( \text{Rank}(H) = \text{Rank}(\tilde{H}) \), or
- \( \nu = 1 \), i.e., \( g \in \text{Range}(H) \), where \( \nu \) as in Assumption 5.

In light of Definition 1 and Lemma 3, we end this section by specifically stating the perturbation regimes where we develop our stability theory of Section 3.4.

**Condition 1.** We consider two perturbation regimes:

- For general perturbations, we consider (2) with \( \epsilon < \gamma (2v - 1)/4 \) for \( 0.5 < \nu \leq 1 \).
- For inherently stable perturbations, we consider (2) with \( \epsilon < \gamma \nu / 2 \) for \( 0 < \nu \leq 1 \).

Here, \( \gamma \) and \( \nu \) are, respectively, as in Assumptions 4 and 5.

### 3.4 Convergence Analysis

In this section, we give the convergence analysis of Algorithm 1. For this, in Section 3.4.1 we first consider the case of exact update (5), and subsequently in Section 3.4.2, consider the inexact variant in which the update direction is computed approximately using (6).

#### 3.4.1 Exact Updates

A major ingredient in establishing the convergence of Algorithm 1 using (5) is to obtain an upper-bound on the norm of the exact updates, \( p = -\tilde{H}^\dagger g \). This indeed is crucial in light of (12), which implies that \( \tilde{H}^\dagger \) can grow unbounded as \( \epsilon \downarrow 0 \). However, as in Theorem 3, we can obtain a bound, which fits squarely into the notion of inherently stable perturbations from Definition 1.

**Lemma 4** (Stability of Pseudo-inverse of Perturbed Hessian). Under Assumption 1 as well as Assumptions of Theorem 3, we have

\[
\| \tilde{H}^\dagger g \| \leq \frac{1}{\tilde{\gamma}} \| g \|,
\]

where

\[
\tilde{\gamma} \triangleq \left( \frac{1}{\gamma - \epsilon} + C \left( \frac{2}{\gamma} + \frac{\sqrt{1 - \nu}}{\epsilon} \right) \right)^{-1}.
\]

Furthermore, in special case of acute perturbation, i.e., \( \text{Rank}(H) = \text{Rank}(\tilde{H}) \), we have

\[
\tilde{\gamma} \triangleq \gamma - \epsilon.
\]
Here, $\epsilon, C, \gamma$ and $\nu$ are, respectively, as in (2), (12), (18) and (20).

Proof. Consider the SVD of $\tilde{\mathbf{H}}^\dagger$ as in (3). Note that (23) implies that $\|\tilde{\Sigma}_1^{-1}\| \leq 1/(\gamma-\epsilon)$. Further, from (24), it follows that $\|\tilde{\Sigma}_2^{-1}\| \leq C/\epsilon$. Now, it follows that

$$
\|\tilde{\mathbf{H}}^\dagger \mathbf{g}\|^2 = \|\tilde{\Sigma}_1^{-1} \tilde{\mathbf{U}}_1^\dagger \mathbf{g}\|^2 + \|\tilde{\Sigma}_2^{-1} \tilde{\mathbf{U}}_2^\dagger \mathbf{g}\|^2 
\leq \frac{1}{(\gamma-\epsilon)^2} \|\mathbf{g}\|^2 + C^2 \left( \frac{2}{\gamma} + \frac{\sqrt{1-\nu}}{\epsilon} \right)^2 \|\mathbf{g}\|^2,
$$

where the last inequality is obtained using the bound on $\|\tilde{\mathbf{U}}_2^\dagger \mathbf{g}\| = \|\tilde{\mathbf{U}}_2 \tilde{\mathbf{U}}_2^\dagger \mathbf{g}\|$ as in the proof of Theorem 3. The result follows from the inequality $\sqrt{a^2 + b^2} \leq a + b$, $\forall a, b \geq 0$.

Remark 2. As indicated in Section 3.1, obtaining a bound similar to (19) for $\tilde{\mathbf{H}}$ is entirely dependent on having $\text{Rank}(\mathbf{H}) = \text{Rank}(\tilde{\mathbf{H}})$, which is too stringent to require. Lemma 4 indicates that, when $\text{Rank}(\mathbf{H}) \neq \text{Rank}(\tilde{\mathbf{H}})$, despite the fact that $\|\tilde{\mathbf{H}}^\dagger\|$ can grow unbounded as $\epsilon \downarrow 0$, if $\nu = 1$, we are guaranteed that the action of $\tilde{\mathbf{H}}^\dagger$ on $\mathbf{g}$, i.e., the exact Newton-MR direction, indeed remains bounded. If $\nu < 1$ and $\text{Rank}(\mathbf{H}) \neq \text{Rank}(\tilde{\mathbf{H}})$, then $\|\tilde{\mathbf{H}}^\dagger \mathbf{g}\|/\|\mathbf{g}\|$ can become increasingly larger with smaller perturbations, resulting in an algorithm that might no longer converge; see the numerical examples of Section 4.1.

For our convergence proofs, we frequently make use of the following result.

**Lemma 5** ([48, Lemma 10]). Consider any $\mathbf{x}, \mathbf{z} \in \mathbb{R}^d$, $0 \leq L < \infty$ and $h : \mathbb{R}^d \to \mathbb{R}$. If it holds that

$$
\|\nabla h(\mathbf{y}) - \nabla h(\mathbf{x})\| \leq L \|\mathbf{y} - \mathbf{x}\|, \quad \forall \mathbf{y} \in [\mathbf{x}, \mathbf{z}],
$$

then, we have

$$
h(\mathbf{y}) \leq h(\mathbf{x}) + \langle \nabla h(\mathbf{x}), \mathbf{y} - \mathbf{x} \rangle + \frac{L}{2} \|\mathbf{y} - \mathbf{x}\|^2, \quad \forall \mathbf{y} \in [\mathbf{x}, \mathbf{z}].
$$

If we take $h(\mathbf{x}) = \|\mathbf{g}(\mathbf{x})\|^2/2$, the constant $L$ in Lemma 5 is $L(\mathbf{x}_0)$ in Assumption 3.
Theorem 4 (Global Convergence of Algorithm 1 With Exact Updates). Under Assumptions 1 to 5 and Condition 1, for the iterates of Algorithm 1 with exact updates (5), we have
\[ \|g_{k+1}\|^2 \leq \left(1 - \frac{4\rho \tilde{\nu}^2}{L(x_0)} \left((1 - \rho)\tilde{\nu} - \frac{\epsilon}{\tilde{\gamma}}\right)\right) \|g_k\|^2, \]
where \(\rho, L(x_0), \tilde{\nu}\), and \(\tilde{\gamma}\) are, respectively, as in (7), Assumption 3, and Lemmas 3 and 4.

Proof. From Lemma 5 with \(x = x_k, z = x_k + p_k, y = x_k + \alpha p_k\), and \(h(x) = \|g(x)\|^2/2\), we have
\[ \|g_{k+1}\|^2 \leq \|g_k\|^2 + 2\alpha \langle p_k, H_k g_k \rangle + \alpha^2 L(x_0) \|p_k\|^2 \] (26)
Now to obtain a sufficient condition on \(\alpha\) to satisfy (7), we consider the inequality
\[ 2\alpha \langle p_k, H_k g_k \rangle + \alpha^2 L(x_0) \|p_k\|^2 \leq 2\rho \alpha \langle p_k, \tilde{H}_k g_k \rangle, \]
we used (26) as upper bound on \(\|g_{k+1}\|^2\). Rearranging gives
\[ \alpha \leq \frac{2 \left(\rho \langle g_k, \tilde{H}_k p_k \rangle - \langle g_k, H_k p_k \rangle\right)}{L(x_0) \|p_k\|^2}. \] (27)
By (2) and Lemmas 3 and 4, we have
\[ \rho \langle g_k, \tilde{H}_k p_k \rangle - \langle g_k, H_k p_k \rangle = -(1 - \rho) \langle g_k, \tilde{H}_k p_k \rangle - \langle g_k, (H_k - \tilde{H}_k) p_k \rangle \geq (1 - \rho)\tilde{\nu} \|g_k\|^2 - \frac{\epsilon}{\tilde{\gamma}} \|g_k\|^2, \]
which in turn gives
\[ \alpha \leq \frac{2 \tilde{\gamma}^2}{L(x_0)} \left((1 - \rho)\tilde{\nu} - \frac{\epsilon}{\tilde{\gamma}}\right). \]
In other words, the lower bound on the step-size returned by line search is \(\alpha_k \geq \alpha\). From (7) with this \(\alpha\), we have
\[ \|g_{k+1}\|^2 \leq \|g_k\|^2 + 2\rho \alpha_k \langle \tilde{H}_k p_k, g_k \rangle \leq \|g_k\|^2 - 2\rho \alpha_k \tilde{\nu} \|g_k\|^2 \leq \left(1 - \frac{4\rho \tilde{\nu}^2}{L(x_0)} \left((1 - \rho)\tilde{\nu} - \frac{\epsilon}{\tilde{\gamma}}\right)\right) \|g_k\|^2. \]

In particular, for inherently stable perturbations from Definition 1, we have the following convergence guarantee.
Corollary 1 (Global Convergence of Algorithm 1 With Exact Updates Under Inherent Stability). Under the assumptions of Theorem 4, for inherently stable perturbations, we have

\[ \|g_{k+1}\|^2 \leq (1 - \eta) \|g_k\|^2, \]

where

- if the perturbation is acute, then
  \[ \eta \triangleq \frac{4\rho(\nu\gamma - 2\epsilon)(\gamma - \epsilon)^2}{\gamma^2L(x_0)} \left( (1 - \rho)(\nu\gamma - 2\epsilon) - \frac{\gamma\epsilon}{\gamma - \epsilon} \right), \]

- otherwise if \( \nu = 1 \) then
  \[ \eta \triangleq \frac{4\rho(\gamma - 4\epsilon)(\gamma - \epsilon)^2}{((1 + 2C)\gamma - 2C\epsilon)^2L(x_0)} \left( (1 - \rho)(\gamma - 4\epsilon) - \frac{(1 + 2C)\gamma - 2C\epsilon}{\gamma - \epsilon} \right). \]

Here, \( \rho, C, L(x_0) \) and \( \gamma \) are as in (7), (12), (17) and (18), respectively.

Remark 3. For acute perturbations, we see from Corollary 1 that the convergence rate in the limit where \( \epsilon \downarrow 0 \), matches that of unperturbed algorithm in [48]. For the case where \( \nu = 1 \) but the perturbation is not acute, the limiting rate is worse than the unperturbed algorithm, and we believe that this is simply a byproduct of our analysis here.

Remark 4. Corollary 1 shows that for perturbations that are inherently stable as defined in Definition 1, Algorithm 1 with exact update (5) remains stable as \( \epsilon \downarrow 0 \) and is guaranteed to converge for small enough \( \epsilon \). For general perturbations, since we have

\[ \langle Hg, p \rangle = -\langle Hg, \hat{H}^\dagger g \rangle = -\langle (H - \hat{H})g, \hat{H}^\dagger g \rangle = -\langle \hat{H}g, \hat{H}^\dagger g \rangle - \langle Hg, \hat{H}^\dagger g \rangle \leq \left( \frac{\epsilon}{\gamma} - \tilde{\nu} \right) \|g\|^2, \]

a bit of algebraic computations reveal that to guarantee descent it is sufficient to have

\[ \epsilon < \frac{\gamma(2a + b + 1 - \sqrt{(2a + b + 1)^2 - 8ab})}{4a}, \]
where

\[ a \triangleq C + 2, \]
\[ b \triangleq 2\nu - 1 - C\sqrt{1 - \nu}. \]

As a result, if \( b > 0 \), i.e.,

\[ \nu > \delta(C), \]

where \( \delta(C) \triangleq \sqrt{(C^2 + 4)^2 - 16 - (C^2 - 4)} \)

\[ < 1, \forall C \geq 1, \]

Algorithm 1 remains stable as \( \epsilon \downarrow 0 \) and we can still guarantee descent for small enough \( \epsilon \). Otherwise, as \( \epsilon \downarrow 0 \), the search direction, \( p \), might no longer be a descent direction and the steps-size from the line-search will shrink to zero; see the numerical examples of Section 4.1.

**Theorem 5** (Error Recursion of Algorithm 1 With \( \alpha_k = 1 \) and Exact Updates).

Under the assumptions of Theorem 4 with Assumption 3 replaced with (16b), for the iterates of Algorithm 1 with \( \alpha_k = 1 \) and exact update, we have

\[
\|g(x_{k+1})\| \leq \frac{L_H}{2\tilde{\gamma}^2} \|g(x_k)\|^2 + \left(\frac{\epsilon}{\tilde{\gamma}} + \sqrt{1 - \tilde{\nu}}\right) \|g(x_k)\|. 
\]

where \( L_H, \tilde{\nu} \) and \( \tilde{\gamma} \) are, respectively, as in (16b) and Lemmas 3 and 4.

**Proof.** With \( \alpha_k = 1 \), we can apply Lemma 3 and the mean-value theorem [21] for vector-valued functions to get

\[
\|g(x_{k+1})\| = \|g(x_k + p_k)\|
\]

\[
= \left\| g(x_k) + \int_0^1 H(x_k + tp_k) p_k \, dt \right\|
\]

\[
= \left\| \left( \tilde{U} \tilde{U}^\top + \tilde{U}_\perp \tilde{U}_\perp^\top \right) g(x_k) + \int_0^1 H(x_k + tp_k) p_k \, dt \right\|
\]

\[
\leq \left\| \tilde{H}(x_k) \tilde{H}^\top(x_k) g(x_k) + \int_0^1 H(x_k + tp_k) p_k \, dt \right\| + \| \tilde{U}_\perp \tilde{U}_\perp^\top g(x_k) \|
\]

\[
\leq \frac{1}{\tilde{\gamma}} \|g(x_k)\| \int_0^1 \left\| H(x_k + tp_k) - \tilde{H}(x_k) \right\| dt + \sqrt{1 - \tilde{\nu}} \|g(x_k)\|
\]

\[
\leq \frac{1}{\tilde{\gamma}} \|g(x_k)\| \int_0^1 \left\| H(x_k + tp_k) - H(x_k) \right\| dt + \frac{\epsilon}{\tilde{\gamma}} \|g(x_k)\| + \sqrt{1 - \tilde{\nu}} \|g(x_k)\|
\]

\[
\leq \frac{L_H}{2\tilde{\gamma}^2} \|g(x_k)\|^2 + \left(\frac{\epsilon}{\tilde{\gamma}} + \sqrt{1 - \tilde{\nu}}\right) \|g(x_k)\|
\]

\[ \square \]
Corollary 2 (Error Recursion of Algorithm 1 With $\alpha_k = 1$ and Exact Updates Under Inherent Stability). Under the assumptions of Theorem 5, for inherently stable perturbations, we have

$$\|g(x_{k+1})\| \leq c_1 \|g(x_k)\|^2 + c_2 \|g(x_k)\|,$$

where where

- if the perturbation is acute, then
  $$c_1 = \frac{L_H}{2(\gamma - \epsilon)^2}, \quad c_2 = \frac{\epsilon}{(\gamma - \epsilon)} + \sqrt{1 - \left(\frac{\nu - 2\epsilon}{\gamma}\right)},$$

- otherwise if $\nu = 1$ then
  $$c_1 = \frac{(1 + 2C)\gamma - 2C\epsilon)^2 L_H}{2\gamma^2 (\gamma - \epsilon)^2}, \quad c_2 = \frac{(1 + 2C)\gamma - 2C\epsilon) \epsilon}{\gamma (\gamma - \epsilon)} + 2\sqrt{\epsilon},$$

Here, $C, L_H, \gamma$ and $\nu$ are as in (12), (16b), (19) and (20), respectively.

Remark 5. Corollary 2 shows that, under inherent stability and for small $\epsilon$, we obtain a problem-independent local linear convergence rate. For example, consider any $\epsilon$ small enough for which we get $c_2 < 1$. Then for any $c_2 < c < 1$, there exists a $r > 0$ for which if $\|g_k\| \leq r$, we have $\|g_{k+1}\| \leq c \|g_k\|$. In the absence of inherent stability, again, Algorithm 1 might in fact stagnate as the step-size can shrink to zero (cf. Remark 4).

3.4.2 Inexact Updates

We now turn to convergence analysis of Newton-MR using inexact update (6). Clearly, the inexactness tolerance $\theta$ has to be chosen with regard to Lemma 3. Indeed, suppose the conditions of Lemma 3 is satisfied. With exact solution to (5), we have

$$\langle g_k, \tilde{H}_k p_k + g_k \rangle = -\langle g_k, \tilde{H}_k \tilde{H}_k^\dagger g_k \rangle + \|g_k\|^2 \leq (1 - \tilde{\nu}) \|g_k\|^2,$$

where $\tilde{\nu}$ is defined in Lemma 3. This in turn implies that it is sufficient to chose $\theta$ such that $\theta \leq 1 - \tilde{\nu}$, giving rise to the following condition in inexactness tolerance.

Condition 2 (Inexactness Tolerance). The inexactness tolerance, $\theta$, in (6) is chosen such that $1 - \tilde{\nu} \leq \theta < 1$, $\tilde{\nu}$ is defined in Lemma 3.

As advocated in [48], due to several desirable advantages, MINRES-QLP [19] is the method of choice for inexact variant of Newton-MR in which the search direction is
computed from (6). Recall that, at the $k^{th}$ iteration of Algorithm 1, the $t^{th}$ iteration of MINRES-QLP can be represented as

$$p_{k}^{(t)} = \arg \min_{p} \|p\|^2 \quad \text{s.t.} \quad p \in \text{Arg min}_{p \in \mathcal{K}} \|\tilde{H}_k p + g_k\|^2,$$

(28)

where $\mathcal{K}_k = \mathcal{K}_t(\tilde{H}_k, g_k)$ or $\mathcal{K}_k = \mathcal{K}_t(\tilde{H}_k, \tilde{H}_k g_k)$.

Before delving deeper into the analysis of this section, we first give some simple properties of solutions to (6) obtained from MINRES-QLP.

**Lemma 6.** For any solution to (6) obtained from MINRES-QLP, we have

$$\|\tilde{H}_k p_k\| \leq \|g_k\|,$$  

(29a)

$$\|\tilde{H}_k p_k + g_k\| \leq \sqrt{2\theta} \|g_k\|.$$  

(29b)

*Proof.* It has been shown in [19, Lemma 3.3 and Section 6.6] that for $p_{k}^{(t)}$ as in (28), $\|\tilde{H}_k p_{k}^{(t)}\|$ is monotonically non-decreasing with $t$. As a result, we obtain

$$\|\tilde{H}_k p_k\| \leq \left\|\tilde{H}_k \left[\tilde{H}_k^\top g_k\right]\right\| = \left\|\tilde{U}\tilde{U}^\top g_k\right\| \leq \|g_k\|.$$

From (29a), we can get

$$\|\tilde{H}_k p_k + g_k\|^2 = \|\tilde{H}_k p_k\|^2 + \|g_k\|^2 + 2 \langle \tilde{H}_k p_k, g_k \rangle \leq 2 \|g_k\|^2 - 2(1 - \theta) \|g_k\|^2 = 2\theta \|g_k\|^2.$$



Here, as in Section 3.4.1, establishing the convergence of Algorithm 1 using (6) hinges upon obtaining a bound similar to that in Lemma 4, but in terms of $p_k$ from (6). A naïve application of (12) and (29a) gives

$$\|p_k\| \leq \frac{C}{\epsilon} \|\tilde{H}_k p_k\| \leq \frac{C}{\epsilon} \|g_k\|,$$

which implies the search direction can become unbounded as $\epsilon \downarrow 0$. Unfortunately, the norms of the iterates of MINRES-QLP are not necessarily monotonic; see [12,19,20,28]. As a result, although by Lemma 4, we have an upper bound on the final iterate, i.e., the exact solution (4), the intermediate iterates from (28) may have larger norms. Nonetheless, as part of the results of this section, we show that indeed all iterates of MINRES-QLP from (28) are bounded in the same way as in Lemma 4, which can be of independent interest; see Lemma 9.

To achieve this, we first show that (28) can be decoupled into two separate constrained least squares problems. We then show that the solution to each of these least squares problems is indeed bounded.
Lemma 7. For any symmetric matrix $A \in \mathbb{R}^{d \times d}$ and $b \in \mathbb{R}^d$, consider the problem

$$\mathbf{x}^* = \arg \min \| \mathbf{x} \|^2 \quad s.t. \quad \mathbf{x} \in \text{Arg} \min \| \mathbf{A}\hat{\mathbf{x}} - \mathbf{b} \|^2,$$

where $\mathcal{K}_t$ is any Krylov subspace. Let $P_1$ and $P_2$ be orthogonal projectors onto $A$-invariant sup-spaces. Further, assume that $P_1 P_2 = P_2 P_1 = 0$ and $\text{Range}(A) = \text{Range}(P_1) \oplus \text{Range}(P_2)$, where $\oplus$ denotes the direct sum. We have

$$\mathbf{x}^* = \arg \min_{\mathbf{x}_1 \in P_1 \mathcal{K}_t} \| \mathbf{A}\mathbf{x}_1 - P_1 \mathbf{b} \|^2 + \arg \min_{\mathbf{x}_2 \in P_2 \mathcal{K}_t} \| \mathbf{A}\mathbf{x}_2 - P_2 \mathbf{b} \|^2.$$

Proof. First note that since $A$ is symmetric and $P_i, i = 1, 2$, are the orthogonal projectors onto invariant sup-spaces of $A$, we have $P_i A = A P_i, i = 1, 2$. Let $P = P_1 + P_2$. By Pythagoras theorem we have

$$\| A\mathbf{x} - \mathbf{b} \|^2 = \| P A\mathbf{x} - P \mathbf{b} \|^2 + \| (I - P) \mathbf{b} \|^2.$$

Noting that $\mathbf{x}^* \in \text{Range}(A)$ (see [48, Lemma 7]), we can rewrite (30) as

$$\mathbf{x}^* = \arg \min_{\mathbf{x} \in P \mathcal{K}_t} \| P A\mathbf{x} - P \mathbf{b} \|^2.$$

Defining $\mathbf{x}_i = P_i \mathbf{x}, i = 1, 2$, for any $\mathbf{x} \in \text{Range}(A)$, we can write $\mathbf{x} = \mathbf{x}_1 + \mathbf{x}_2$. Noting that $P_1$ and $P_2$ are orthogonal projections onto orthogonal sub-spaces, we have

$$\mathbf{x}^* = \arg \min_{\mathbf{x}_1 \in P_1 \mathcal{K}_t, \mathbf{x}_2 \in P_2 \mathcal{K}_t} \| A(\mathbf{P}_1 \mathbf{x}_1 + \mathbf{P}_2 \mathbf{x}_2) - (P_1 + P_2) \mathbf{b} \|^2$$

$$= \arg \min_{\mathbf{x}_1 \in P_1 \mathcal{K}_t, \mathbf{x}_2 \in P_2 \mathcal{K}_t} \| P_1 A\mathbf{x}_1 + P_2 A\mathbf{x}_2 - (P_1 + P_2) \mathbf{b} \|^2$$

$$= \arg \min_{\mathbf{x}_1 \in P_1 \mathcal{K}_t, \mathbf{x}_2 \in P_2 \mathcal{K}_t} \left( \| P_1 A\mathbf{x}_1 - P_1 \mathbf{b} \|^2 + \| P_2 A\mathbf{x}_2 - P_2 \mathbf{b} \|^2 \right)$$

$$= \arg \min_{\mathbf{x}_1 \in P_1 \mathcal{K}_t} \| A\mathbf{x}_1 - P_1 \mathbf{b} \|^2 + \arg \min_{\mathbf{x}_2 \in P_2 \mathcal{K}_t} \| A\mathbf{x}_2 - P_2 \mathbf{b} \|^2.$$

The following lemma gives a bound on the solution of each of decoupled terms in (31).

Lemma 8. For any symmetric matrix $A \in \mathbb{R}^{d \times d}$ and $b \in \mathbb{R}^d$, consider the problem

$$\mathbf{x}^* \triangleq \arg \min_{\mathbf{x} \in P \mathcal{K}_t} \| A\mathbf{x} - P \mathbf{b} \|,$$

where $P$ is the orthogonal projector onto a $A$-invariant subspace and $\mathcal{K}_t$ is $\mathcal{K}_t(A, b)$.
or $\mathcal{K}_t(A, Ab)$, for $t \in \{1, 2, \ldots, \text{Rank}(AP)\}$. We have

$$\|x^*\| \leq \|Pb\| \| [AP]^\dagger \| .$$

**Proof.** Clearly, we can replace (32) with an equivalent formulation as

$$x^* = \arg\min_{x \in P \cdot \mathcal{K}_t} \|APx - Pb\| .$$

We prove the result for when $\mathcal{K}_t = \mathcal{K}_t(A, b)$ as the case of $\mathcal{K}_t = \mathcal{K}_t(A, Ab)$ is proven similarly. As before, since $A$ is symmetric and $P$ is the orthogonal projector onto an invariant sup-spaces of $A$, we have $PA = AP$, hence $AP$ is also symmetric. Consider applying Lanczos process to obtain the decomposition

$$APQ_t = Q_{t+1}T_t ,$$

where $T_t \in \mathbb{R}^{(t+1) \times t}$ and $Q_t = [q_1, q_2, \ldots, q_t]$ is an orthonormal basis for the Krylov subspace $P \cdot \mathcal{K}_t = \mathcal{K}_t(AP, Pb)$ and $Q_{t+1} = [Q_t \mid q_{t+1}]$ with $Q_t^\dagger q_{t+1} = 0$. Recall that one can find $x^* = Q_t y^*$ where

$$y^* \triangleq \arg\min_{y \in \mathbb{R}^t} \|T_t y - [Q_{t+1}]^\dagger Pb\| .$$

It follows that

$$\|x^*\| = \|Q_t y^*\| = \|y^*\| = \| [T_t]^\dagger [Q_{t+1}]^\dagger Pb\| .$$

Also, we have

$$\| [T_t]^\dagger \| = \| [Q_{t+1}T_t [Q_t]^\dagger \| \leq \| [Q_{t+2}T_{t+1} [Q_{t+1}]^\dagger \| \leq \cdots \leq \| [AP]^\dagger \| ,$$

where the first equality is obtained by noting that

$$[Q_{t+1}T_t [Q_t]^\dagger \| = [T_t [Q_t]^\dagger \| [Q_{t+1}]^\dagger T_t^\dagger [Q_{t+1}]^\dagger ,$$

and the series of inequalities follow from the result in [11]. So, we finally get

$$\|x^*\| = \| [T_t]^\dagger [Q_{t+1}]^\dagger Pb\| \leq \|Pb\| \| [T_t]^\dagger \| \leq \|Pb\| \| [AP]^\dagger \| .$$

We are now ready to prove a result similar to Lemma 4 for the case of inexact updates.
Lemma 9. Under Assumptions of Lemma 4, for the iterates of MINRES-QLP in (28), we have

\[ \| p^{(t)} \| \leq \frac{1}{\tilde{\gamma}} \| g_k \|, \quad t = 1, 2, \ldots, \text{Rank}(\tilde{H}_k), \]

where \( \tilde{\gamma} \) is as in Lemma 4.

Proof. For simplicity, we drop the dependence on \( k \) and \( t \). Let \( \tilde{P}_1, \tilde{P}_2 \) and \( \tilde{P}_\perp \) denote the projectors \( \tilde{U}_1 \tilde{U}_1^\top, \tilde{U}_2 \tilde{U}_2^\top \) and \( \tilde{U}_\perp \tilde{U}_\perp^\top \), respectively, where \( \tilde{U}_1, \tilde{U}_2 \) and \( \tilde{U}_\perp \) are defined in (3). Also, let \( \tilde{P} = \tilde{P}_1 + \tilde{P}_2 \). Using Lemma 7, we can write (28) as \( p = p_1 + p_2 \), where

\[ p_1 = \arg \min_{p \in \tilde{P}_1 \cdot K_t} \| \tilde{H} p + \tilde{P}_1 g \|, \]

\[ p_2 = \arg \min_{p \in \tilde{P}_2 \cdot K_t} \| \tilde{H} p + \tilde{P}_1 g \|. \]

From Lemma 8 and (23), it follows that

\[ \| p_1 \| \leq \| \tilde{P}_1 g \| \left\| \left[ \tilde{H} \tilde{P}_1 \right]^\dagger \right\| = \| \tilde{U}_1 \tilde{U}_1^\top g \| \left\| \left[ \tilde{U}_1 \tilde{U}_1^\top \tilde{H} \right]^\dagger \right\| \leq \frac{1}{\tilde{\gamma} - \epsilon} \| g \|. \]

Similarly, by (21b) and (24), Theorem 2, and Lemma 8, we have

\[ \| p_2 \| \leq \| \tilde{P}_2 g \| \left\| \left[ \tilde{H} \tilde{P}_2 \right]^\dagger \right\| \]

\[ \leq \left\| \left( \tilde{U}_2 \tilde{U}_2^\top + \tilde{U}_\perp \tilde{U}_\perp^\top \right) g \right\| \left\| \left[ \tilde{U}_2 \tilde{U}_2^\top \tilde{H} \right]^\dagger \right\| \]

\[ \leq \left\| \left( \tilde{U}_2 \tilde{U}_2^\top + \tilde{U}_\perp \tilde{U}_\perp^\top - \tilde{U}_\perp \tilde{U}_\perp^\top + \tilde{U}_\perp \tilde{U}_\perp^\top \right) g \right\| \left\| \left[ \tilde{U}_2 \tilde{U}_2^\top \tilde{H} \right]^\dagger \right\| \]

\[ \leq C \epsilon ^\gamma \left( \frac{2}{\gamma} + \sqrt{1 - \nu} \right) \| g \|, \]

which gives us

\[ \| p_2 \| \leq C \left( \frac{2}{\gamma} + \sqrt{1 - \nu} \right) \| g \|. \]

Finally, we obtain

\[ \| p \|^2 = \| p_1 + p_2 \|^2 = \| p_1 \|^2 + \| p_2 \|^2 \leq \left( \frac{1}{\gamma - \epsilon} \right)^2 + \left( C \left( \frac{2}{\gamma} + \sqrt{1 - \nu} \right) \right)^2 \| g \|^2. \]

The result follows from the inequality \( \sqrt{a^2 + b^2} \leq a + b, \forall a, b \geq 0. \)
The inexactness condition in (6) involves two criteria for an approximate solution \( p_k \), namely feasibility of \( p_k \) in (6) and that \( p_k \in \text{Range}(\tilde{H}_k) \). When \( g_k \in \text{Range}(\tilde{H}_k) \), the latter is enforced naturally as a result of MINRES-QLP’s underlying Krylov subspace. However, in cases where \( g_k \notin \text{Range}(\tilde{H}_k) \), one could simply modify the Krylov subspace as described in [48]. To allow for unification of the results of this section, we define range-invariant Krylov subspace, which encapsulate these variants.

**Definition 2 (Range-invariant Krylov Subspace).** For any symmetric matrix \( A \), the range-invariant Krylov subspace is defined as follows.

(i) If \( b \in \text{Range}(A) \), we can consider the usual \( K_t(A, b) \), e.g., MINRES [46].

(ii) Otherwise, we can always employ \( K_t(A, Ab) \), e.g., MR-II [32].

Here, \( t = 1, \ldots, \text{Rank}(A) \).

In the subsequent discussion, we always assume that MINRES-QLP used within Algorithm 1 generates iterates from an appropriate range-invariant Krylov subspace, \( K_t(\tilde{H}_k, g_k) \) or \( K_t(\tilde{H}_k, \tilde{H}_k g_k) \) (cf. (28)).

Now, similar with the proofs for exact updates Theorem 4, we can obtain the following results for Algorithm 1 with inexact updates satisfying (6).

**Theorem 6 (Global Convergence of Algorithm 1 With Inexact Updates).** Under Assumptions 1 to 5 and Conditions 1 and 2, for the iterates of Algorithm 1 with inexact updates, we have

\[
\|g_{k+1}\|^2 \leq \left(1 - \frac{4\rho \bar{\gamma}^2 (1 - \theta)}{L(x_0)} \left((1 - \rho)(1 - \theta) - \frac{\epsilon}{\bar{\gamma}}\right)\right) \|g_k\|^2
\]

where \( \rho, L(x_0), \bar{\nu}, \bar{\gamma} \) and \( \theta \) are, respectively, as in (7), Assumption 3, Lemmas 3 and 4, and Condition 2.

**Proof.** Similar with the proof for Theorem 4, by (2) and (6) and Lemma 9, we have

\[
\rho \left\langle g_k, \tilde{H}_k p_k \right\rangle - \left\langle g_k, H_k p_k \right\rangle = -(1 - \rho) \left\langle g_k, \tilde{H}_k p_k \right\rangle + \left\langle g_k, (\tilde{H}_k - H_k) p_k \right\rangle \geq (1 - \rho)(1 - \theta) \|g_k\|^2 - \frac{\epsilon}{\bar{\gamma}} \|g_k\|^2,
\]

which in turn gives us the lower bound of the right side of inequality (27)

\[
\frac{2 \left( \rho \left\langle g_k, \tilde{H}_k p_k \right\rangle - \left\langle g_k, H_k p_k \right\rangle \right)}{L(x_0) \|p_k\|^2} \geq \frac{2\bar{\gamma}^2}{L(x_0)} \left((1 - \rho)(1 - \theta) - \frac{\epsilon}{\bar{\gamma}}\right).
\]

Therefore, line-search will return a step-size, which satisfies

\[
\alpha_k \geq \frac{2\bar{\gamma}^2}{L(x_0)} \left((1 - \rho)(1 - \theta) - \frac{\epsilon}{\bar{\gamma}}\right).
\]
So it follows that
\[
\|g_{k+1}\|^2 \leq (1 - 2\alpha_k \rho(1 - \theta)) \|g_k\|^2, \\
\leq \left(1 - \frac{4\rho \gamma^2 (1 - \theta)}{L(x_0)} \left( (1 - \rho)(1 - \theta) - \frac{\epsilon}{\gamma} \right) \right) \|g_k\|^2.
\]

Remark 6. Note that when \(\theta = 1 - \tilde{\nu}\), Theorems 4 and 6 exactly coincide.

Similar to Theorem 5, we can obtain error recursion for the case where \(\alpha_k = 1\), which can then be used to obtain local problem-independent convergence rate similar to Remark 5.

Theorem 7 (Error Recursion of Algorithm 1 With \(\alpha_k = 1\) and Inexact Updates). Under the assumptions of Theorem 6 with Assumption 3 replaced with (16b), for the iterates of Algorithm 1 with \(\alpha_k = 1\) and inexact updates (6), we have
\[
\|g(x_{k+1})\| \leq \frac{L_H}{2\tilde{\gamma}^2} \|g(x_k)\|^2 + \left(\frac{\epsilon}{\tilde{\gamma}} + \sqrt{2\theta}\right) \|g(x_k)\|.
\]
where \(L_H, \tilde{\gamma}\) and \(\theta\) are, respectively, as in (16b), Lemma 4, and Condition 2.

Proof. Similar to the proof of Theorem 5, using (29b), we have
\[
\|g(x_{k+1})\| = \|g(x_k + p_k)\| \\
= \|g(x_k) + \int_0^1 H(x_k + tp_k)p_k dt\| \\
= \|g(x_k) + \tilde{H}(x_k)p_k - \tilde{H}(x_k)p_k + \int_0^1 H(x_k + tp_k)p_k dt\| \\
\leq \|\tilde{H}(x_k)p_k + \int_0^1 H(x_k + tp_k)p_k dt\| + \|g(x_k) + \tilde{H}(x_k)p_k\| \\
\leq \|p_k\| \int_0^1 \|H(x_k + tp_k) - H(x_k)\| \, dt + \epsilon \|p_k\| + \sqrt{2\theta} \|g(x_k)\| \\
\leq \frac{L_H}{2\tilde{\gamma}^2} \|g(x_k)\|^2 + \left(\frac{\epsilon}{\tilde{\gamma}} + \sqrt{2\theta}\right) \|g(x_k)\|.
\]

Just as in Section 3.4.1, we can also state both Theorems 6 and 7 for the special case of inherently-stable perturbations, which we omit for brevity.
4 Numerical Experiments

In this section, we empirically verify the theoretical results of this paper and also evaluate the performance of Newton-MR as compared with several optimization methods. In particular, we first study the effect of unstable perturbations with \( \nu < 1 \) in Section 4.1 and show that, somewhat unintuitively, reducing the perturbations indeed results in worsening of the performance. We then turn our attention to two class of problems where \( \nu = 1 \) and demonstrate that such inherent stability allows for the design of a highly efficient variant of Newton-MR in which the Hessian is suitably approximated.

![Figure 1: Performance of Newton-MR under an unstable perturbation for \( \epsilon = 10^{-2}\gamma, 10^{-5}\gamma, \) and \( 10^{-13}\gamma \) as described in Section 4.1, e.g., “Newton-MR_1.00E-02” refers to the perturbation with \( \epsilon = 10^{-2}\gamma \). “Newton-MR” refers to exact unperturbed algorithm.](image)

### 4.1 Unstable Perturbations

We now verify the theoretical results of this paper in case of unstable perturbations where \( \nu < 1 \) and the perturbation is not acute. For this, we consider a simple two dimensional function, taken from [48, Example 5], as

\[
f(x_1, x_2) = \frac{ax_2^2}{b - x_2}, \tag{33}
\]

where \( \text{dom}(f) = \{(x_1, x_2) \mid x_1 \in \mathbb{R}, x_2 \in (-\infty, b) \cup (b, \infty)\} \). Clearly, \( f \) is unbounded below and, admittedly, this example is of little interest in optimization. In fact, applying Algorithm 1 to (33) amounts to finding its stationary points, which are of the form \((0, x_2) \in \text{dom}(f)\). Nonetheless, (33) serves our purpose of demonstrating the effects of unstable perturbations in the performance of Algorithm 1.

In [48, Example 5], it has been shown that \( \nu = 8/9 \). Here, we consider \( a = 100, b = 1 \) and \( x_0 \) is chosen randomly from standard normal distribution. We construct a noise matrix \( E = \epsilon I \) and form the perturbed Hessian as \( \tilde{H} = H + E \). We consider Algorithm 1 with exact updates for unperturbed as well as perturbed Hessian with \( \epsilon = 10^{-2}\gamma, 10^{-5}\gamma \) and \( 10^{-13}\gamma \), respectively, where \( \gamma = \sigma_{\min}(H) \). As seen in Figure 1, for such an unstable perturbation, smaller values of \( \epsilon \) amount to search directions that, perhaps unintuitively, cease to yield descent in the norm of the gradient, which result...
| Algorithm       | Complexity Measure |
|-----------------|---------------------|
| Newton-MR       | $2(t + \ell + 1)$   |
| Newton-CG       | $2t + \ell + 2$     |
| Gauss-Newton    | $2t + \ell + 2$     |
| ssNewton-MR     | $2ts/n + 2(\ell + 1)$ |
| ssNewton-CG     | $2t/s + \ell + 2$   |
| L-BFGS          | $2(\ell + 1)$      |

Table 1: Complexity measure for each iteration of the algorithms for a finite-sum minimization problem involving $n$ functions. Sub-sampled variants of Newton-MR and Newton-CG are referred to, respectively as “ssNewton-MR” and “ssNewton-CG”. We also use $t$ and $\ell$ to denote, respectively, the total number of iterations for the corresponding inner solver and the line-search. The sample size for estimating the Hessian is denoted by $s$, whereas $b$ refers the mini-batch size for first order methods.

in the step-size shrinking to zero. These numerical observations reaffirm the theoretical results of Section 3.4.

4.2 Stable Perturbations

In this section, we demonstrate the efficiency of Algorithm 1 under inherently stable perturbations. Our empirical evaluations of this section are done in the context of finite-sum minimization (cf. Example 1). We first make comparisons among several Newton-type methods. In particular, we consider Newton-MR, Newton-CG, as well as their stochastic variants in which the Hessian matrix is sub-sampled. We also consider the classical Gauss-Newton as well as L-BFGS. We then turn our attention to comparison among sub-sampled Newton-MR and several stochastic first-order alternatives in which the gradient is computed only using mini-batches, namely SGD with and without momentum [59], Adagrad [26], RMSProp [60], Adam [34], and Adadelta [66].

**Complexity Measure.** In all of our experiments, in addition to “wall-clock” time, we consider total number of oracle calls of function, gradient and Hessian-vector product as a complexity measure for evaluating the performance of each algorithm. Similar to [48, Section 4], this is a judicious decision as measuring “wall-clock” time can be highly affected by particular implementation details. The number of such oracle calls for all algorithms considered here is given in Table 1.

**Parameters.** Throughout this section, we set the maximum iterations of the underlying inner solver, e.g., MINRES-QLP or CG, to 200 with an inexact tolerance of $\theta = 10^{-2}$. In Algorithm 1, we set $\tau = 10^{-10}$ for the termination criterion. The Armijo line-search parameter is set to $\rho = 10^{-4}$, while the parameter of the strong Wolfe curvature condition, used for L-BFGS, is 0.4. The history size of L-BFGS will be kept at 20 past iterations. In the rest of this section, all methods are always initialized at $x_0 = 0$. For Newton-type methods, the initial trial step-size in line-search is always taken to be one. The step-size of first order methods can be found in Table 2.
Table 2: Step-sizes used for various first order methods. For all problems, the step-size for each method was chosen after careful fine-tuning to obtain the best performance.

4.2.1 Softmax regression

Here, we consider the softmax cross-entropy minimization problem without regularization. More specifically, we have

\[ f(x) \triangleq \mathcal{L}(x_1, x_2, \ldots, x_{C-1}) = \sum_{i=1}^{n} \left( \log \left( 1 + \sum_{c'=1}^{C-1} e^{\langle a_i, x_{c'} \rangle} \right) - \sum_{c=1}^{C-1} 1(b_i = c) \langle a_i, x_c \rangle \right), \]

(34)

where \( \{a_i, b_i\}_{i=1}^{n} \) with \( a_i \in \mathbb{R}^p \), \( b_i \in \{0,1,\ldots,C\} \) denote the training data, \( C \) is the total number of classes for each input data \( a_i \) and \( x = (x_1, x_2, \ldots, x_{C-1}) \). Note that, in this case, we have \( d = (C - 1) \times p \). It can be shown that, depending on the data, (34) is either strictly convex or merely weakly convex. In either case, however, it has been shown in [48] that \( \nu = 1 \), i.e., \( \nabla f(x_k) \in \text{Range} \left( \nabla^2 f(x_k) \right) \).

Figures 2 and 3 depict, respectively, the performance of variants of Newton-MR as compared with other Newton-type methods and several first order methods. As it can be seen, all variants of Newton-MR are not only highly efficient in terms of oracle calls, but also they are very competitive in terms of “wall-clock” time. In fact, we can see that sub-sampled Newton-MR converges faster than all first order methods considered here. This can be attributed to moderate per-iteration cost of sub-sampled Newton-MR, which is coupled with far fewer overall iterations.

Figure 2: Comparison among Newton-type methods on (34) using MNIST dataset. Here, sample sizes are chosen as \( s = 0.1n, 0.05n \) and \( 0.01n \), e.g., “ssNewton-MR_10\%” uses \( s = 0.1n \).
We then compare the performance of Newton-MR and Newton-CG as it relates to sensitivity to Hessian perturbations. We consider full and sub-sampled variants of both algorithms for a range of samples-sizes. Figures 4 and 5 clearly demonstrate that Newton-MR exhibits a great deal of robustness to Hessian perturbations, which amount to better performance for crude Hessian approximations. This is in sharp contrast to Newton-CG, which requires more accurate Hessian estimations to perform comparatively. Note the large variability in the performance of sub-sampled Newton-CG as compared with rather uniform performance of sub-sampled Newton-MR.

4.2.2 Gaussian Mixture Model

Here, we consider an example involving a mixture of Gaussian densities. Although this problem is non-invex, it exhibits features that are close to being invex, e.g., small regions of saddle points and large regions containing global minimum, [39]. For simplicity, we consider a mixture model with two Gaussian components as

\[ f(x) \triangleq \mathcal{L}(w; \mathbf{u}, \mathbf{v}) = -\sum_{i=1}^{n} \log (\zeta(w) \Phi(a_i; w, \Sigma_1) + (1 - \zeta(w)) \Phi(a_i; w, \Sigma_2)) , \]  

where \( \Phi \) denotes the density of the p-dimensional standard normal distribution; \( \mathbf{a}_i \in \mathbb{R}^p \) are the data points, \( \mathbf{u}, \mathbf{v} \in \mathbb{R}^p, \Sigma_1, \Sigma_2 \in \mathbb{R}^{p \times p} \) are the corresponding mean vectors and the covariance matrices of two the Gaussian distributions, \( w \in \mathbb{R} \) and \( \zeta(t) = 1/(1+e^{-t}) \) is to ensure that the mixing weight lies within \([0,1]\). Here, one can show that \( \nu = 1 \).

Note that, here, \( x \triangleq [w; u; v] \in \mathbb{R}^{2p+1} \). In each run, we generate 1,000 random data points, generated from the mixture distribution (35) with \( p = 100 \), and ground truth parameters as \( w^* \sim \mathcal{N}[0,1], u^* \sim \mathcal{N}[-1,1], v^* \sim \mathcal{U}[3,4] \). Covariance matrices are constructed randomly, with controlled condition number, such that they are not axis-aligned. To establish this, we first randomly generate two \( p \times p \) matrices whose elements are i.i.d. drawn from standard normal distribution and uniform distribution, respectively. We then find the corresponding orthogonal bases, \( \mathbf{Q}_1, \mathbf{Q}_2 \), using QR factorization. We then set \( \Sigma_i = \mathbf{Q}_i^T \mathbf{D}^{-1} \mathbf{Q}_i \) where \( \mathbf{D} \) is a diagonal matrix whose diagonal entries are chosen equidistantly from the interval \([0,10^8] \). This way the condition
Figure 4: Stability comparison between full and sub-sampled variants of Newton-MR and Newton-CG using \( s = 0.1n, 0.05n, 0.01n \) in Table 1 on (34) with MNIST dataset.

In our experiments, the classical Gauss-Newton method performed extremely poorly, and as a result we did not consider its sub-sampled variants. Figure 6 shows the performance profile plots [25, 30] with 500 runs for Newton-type methods and Figures 7 and 8 depict the corresponding plots comparing variants of Newton-MR with several first order methods using, respectively, sample/mini-batch sizes of 5\% and 1\%. Recall that in performance profile plots, for a given \( \lambda \) in the x-axis, the corresponding value on the y-axis is the proportion of times that a given solver’s performance lies within a factor \( \lambda \) of the best possible performance over all runs.

As demonstrated by Figure 6, although L-BFGS performs competitively in terms of reducing the objective function, its performance in terms of parameter recovery and estimation error is far worse than all other methods. In contrast, all variants of Newton-MR have stable performance across all 500 runs, with sub-sampled variants exhibiting superior performance. Figure 7 and 8 also demonstrate similar superior performance compared with first order algorithms.
Figure 5: Stability comparison between full and sub-sampled variants of Newton-MR and Newton-CG using $s = 0.1n, 0.05n, 0.01n$ in Table 1 on (34) with HAPT dataset.

5 Conclusions

In this paper, we considered the stability analysis of Newton-MR [48] under Hessian perturbations in the form of additive noise model. It is known that the pseudo-inverse of the Hessian is a discontinuous function of such perturbations. As a result, the pseudo-inverse of the perturbed Hessian can grow unboundedly with diminishing noise. However, our results indicate that it can indeed remain bounded along certain directions and under favorable conditions. We showed that the concept of inherently stable perturbations encapsulates situations under which Newton-MR with noisy Hessian remains stably convergent. Under such conditions, we established global and local convergence results for Algorithm 1 using both exact and inexact updates. We argued that such stability analysis allows for the design of efficient variants of Newton-MR in which curvature information is approximated to reduce the computational costs in large-scale problems. We then numerically demonstrated the validity of our theoretical result and evaluated the performance of several such variants of Newton-MR as compared with various first and second-order methods.
Figure 6: Performance profile for 500 runs of various Newton-type methods for solving (35) as detailed in Section 4.2.2.

Figure 7: Performance profile for 500 runs of Newton-MR variants and several first-order methods for solving (35) as detailed in Section 4.2.2. Here, we have set $s = b = 0.05n$.

Figure 8: Performance profile for 500 runs of Newton-MR variants and several first-order methods for solving (35) as detailed in Section 4.2.2. Here, we have set $s = b = 0.01n$.
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