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Abstract

Hereditary and environment interact at the level of gene expression, controlled by transcription networks, which in turn are driven by signalling pathways. Unlike metabolic pathways, what is transmitted by signalling pathways is information, not matter. Since RNA polymerase II is a limiting resource, only a fraction of the genome can be transcribed at any time. Despite the importance of signalling pathways in the control of gene expression, we know very little about their detailed kinetics. We show here that some transcription networks follow Boolean kinetics: their inputs are a combination of IF—THEN, AND, OR and NOT information and their output is either ON or OFF. A kinetic model of the lac operon in E. coli predicted Boolean kinetics. Such pathways act as monostable systems: their normal, resting state is OFF, and following an input, which may be very weak, and very transient, they amplify and prolong the signal sufficiently to activate the appropriate transcription network, after which (assuming the input signal has now ceased) they revert to the OFF state. A computer model of the MAP kinase pathway of eukaryotic cells also predicted Boolean kinetics. Cross-talk effects between signalling pathways result in the entire signalling network acting as a complex interactive system. Inhibitors of signalling pathways may have all-or-none effects on transcription, making the pharmacodynamics of these agents different from those of classical drug dose-response curves. However, a model of PI3K signalling predicted classical saturation kinetics, and inhibitors of this pathway showed conventional inhibition kinetics.

Introduction

Chemistry is analogue: we can have more or less of a particular compound, and when that compound reacts with another, it does so at a rate described by chemical kinetics, a rate that is a continuous variable. The properties of chemical elements and compounds – their density, their refractive index, their electrical conductivity, are in general analogue properties. Biochemistry resembles the rest of chemistry in this respect. However, many biological properties are all-or-none: alive/dead; asleep/awake; male/female; benign/malignant. This binary divide is also seen at the level of ecosystems; predator/prey; parasite/host. It may seem intuitively that digital systems, which can take only one of two possible values (zero or one, true or false, alive or dead) are simpler than analogue systems that can take any of a potentially infinite number of values. In fact, in both electronics and biology, digital systems emerge from simpler underlying analogue systems. The speed that an antelope runs, and the speed at which a lion pursues it, are both measured on an analogue scale, but the pursuit will have one of only two possible outcomes. We here consider an example of biological information processing at the level of subcellular biochemistry, signal transduction. Because signalling pathways drive gene transcription, this is the critical interaction of genetics and environment. In a particular cell, at a particular time, a gene is either expressed or it is silent.

Boolean logic

A recurring concept in Boolean logic is that of material implication: The statement A → B (A implies B) means that if A is true, then B is true. In many computer languages this is expressed as IF A THEN B. This is clearly an underlying rule of biochemical systems. In the presence of an enzyme that converts substance A to substance B, if A is present, then B will be present. Unlike chemical kinetics or enzyme kinetics, which are concerned with amounts of substances and rates of their interconversion, here we are only concerned with whether B is present (TRUE) or not (FALSE). The three basic relationships of Boolean algebra are AND, OR, and NOT. To make adenosine 5’-phosphate (AMP) in a cell, in the presence of adenosine kinase, we need its two substrates, adenosine and ATP. If both are present, AMP will be present. If either substrate is absent, AMP will be absent. In fact, in addition to this so-called salvage pathway, some cells, particularly liver cells, can make AMP by the alternative (de novo) pathway, from adenylosuccinate (SAMP), in presence of the enzyme adenylosuccinate lyase [4]. We could express this as

With electronic circuits [3]. Information is processed in the nervous system by networks of neurons, each of which, at any particular time, is either charged or discharged, without a stable intermediate state. We shall here concentrate on an evolutionarily more primitive form of information processing, the control of gene expression by signalling pathways, and will show that these pathways can be described as Boolean logic circuits.
IF SAMP OR (adenosine AND ATP) THEN AMP

In plain language, if either adenylosuccinate or the combination of adenosine and ATP is present, then AMP will be present.

The NOT relationship occurs frequently in biochemical systems when the presence of one compound inhibits the formation of another, or represses expression of a gene. This is exemplified in our first example of a transcriptional network, the lac operon in the bacterium *Escherichia coli* (Figure 1), discussed below. Reading of the gene for beta-galactosidase is blocked by the lac repressor protein, so if repressor is present, then beta-galactosidase is not formed, and if repressor is absent, then beta-galactosidase will be present:

**IF repressor THEN NOT beta-galactosidase.**

However, if the milk sugar, lactose, is present, some of it (after conversion to a derivative, allolactose) will bind to the repressor protein, and inactivate it:

**IF lactose THEN NOT repressor.**

So in the presence of lactose, the lac gene will be transcribed, and beta-galactosidase, required for the digestion of lactose by the bacterium, will be switched on. Note that in biochemistry, as in Boolean logic, two negatives make a positive. Most transcriptional networks can be described in terms of the AND, OR and NOT relationships [5,6]. Other relationships exist: in a system where the output is determined by two inputs, sixteen Boolean functions are possible [7].

**The lac operon**

Before considering the complexities of gene expression in higher organisms, eukaryotes, we will consider a classical study in a prokaryote. The bacterium *Escherichia coli* (*E.coli*) lives in the human lower intestine, and obtains its food from the digestion products of our diet. Some strains of *E. coli* are pathogenic, particularly if they enter the blood, but most humans harbour strains of *E. coli* in their gut without ill-effect. The ability of *E.coli* to digest the milk sugar, lactose, formed one of the classic early studies of molecular biology, by François Jacob and Jacques Monod, reviewed in [8]. The biological problem to be solved here is that it is energetically inefficient for a bacterium to produce the enzymes needed to digest lactose if there is no lactose present in the environment, the growth medium. The bacterium thus needs a system to detect whether lactose is present, and to make the required enzymes if, and only if, they are needed. The first enzyme in the pathway that utilises lactose as an energy source is beta-galactosidase, which cleaves the disaccharide, lactose, into the monosaccharides, galactose and glucose. Jacob and Monod showed that in the absence of lactose, *E.coli* did not make beta-galactosidase, but were able to switch it on in the presence of lactose. The response is all-or-none, or digital, rather than a graded response where the cell makes a little beta-galactosidase if there is a little lactose present, and more beta-galactosidase when there is more lactose present. We cannot ask the bacterium why that is, but enzymes are catalysts, so a small amount of enzyme can transform a large amount of its substrate, and this all-or-none response is probably an energetically efficient solution to the problem. If *E.coli* senses lactose in the growth medium, it will use it as an energy source. When the lactose is gone, the cell stops making beta-galactosidase. Having a graduated response to the lactose concentration (and the other energy sources) would require having the transcription/translation machinery spread more thinly over more of the genome at any one time.

Jacob and Monod showed that expression of beta-galactosidase, and two other linked genes, galactoside permease, and an acetylase (collectively known as the lac operon) was driven by a control gene, known as the lac operator. The operator (and an upstream gene, the promoter) acts as an assembly site for the RNA polymerase and accessory proteins required for the messenger RNA (mRNA) for the lac operon genes to be transcribed. If there is no lactose present in the growth medium, a protein known as the repressor binds to the operator, and inactivates it. When lactose is present, a modified form of lactose, allolactose, binds to the repressor and inactivates it, resulting in activation of the operator, and transcription of the lac operon. This method of control of gene expression, involving repression, is common in bacteria. These are other prokaryote genetic control systems where the operator is normally inactive, but requires a binding protein to activate it, a process known as induction. Note that in the logic of the lac operon, two negatives make a positive: transcription of the lac operon in inhibited by the lac repressor, and the binding of lac repressor to the operator is inhibited by binding of lactose.

Veliz-Cuba and Stigler [9] showed that Boolean models could explain bistability (i.e. the existence of stable ON or OFF states, but not intermediate states) in the lac operon. Jenkins and Macauley [10] showed that the L-arabinose operon in *E. coli* exhibited similar kinetics. In our present study, the kinetics of the lac operon are modelled as a system of ordinary differential equations, and the outputs of the system are shown to be either fully ON or fully OFF (Figure 1).

The reactions modelled are: v1: transcription and translation of beta-galactosidase, galactoside permease and transacetylase; v2: beta-galactosidase turnover; v3: hydrolysis of lactose by beta-galactosidase; v4: passive diffusion of lactose across the cell membrane; v5: turnover of galactoside permease; v6: facilitated transport of extracellular lactose across the cell membrane; v7: passive efflux of lactose out of the cell. Adapted from [8,11].

**Results**

**A kinetic model of the lac operon**

The kinetic behaviour of the lac operon was explored using the computer model, lac_sim summarised in figure 1. Details of this model are shown in the supplementary material. In the absence of lactose in the extracellular fluid, the repressor protein is tightly bound to the operator gene, which is thus inhibited. The rate of transcription of the lac operon, v1, is zero, so no mRNA is made from these genes, and no beta-galactosidase protein is produced. When lactose is introduced into the extracellular fluid, there is no immediate response. Efficient transport
of lactose across the bacterial cell membrane requires a carrier protein, galactoside permease, in the cell membrane. This protein is coded in the lac operon itself, so in the uninduced state, it is not present.

However, lactose is a small, neutral molecule, so even in the absence of the permease, there is a slow entry of lactose into the cell, described as v4 in figure 1. Some of this lactose, after conversion to its modified form, allo-lactose, binds to the repressor protein (including repressor that is already bound to the DNA of the operator). The lactose-bound form of the repressor is unable to bind to DNA, so it leaves the operator free to drive transcription of the entire operon. As a result, a small amount of β-galactosidase protein is produced, and starts to digest lactose for energy production. In addition to β-galactosidase, a small amount of the permease is also produced, and migrates to the cell membrane. Once in place, this permease catalyses the much more efficient transport of lactose into the cell (v6). The more lactose enters the cell, the more of it binds to the repressor, the greater is reaction v1, resulting in more β-galactosidase and more permease. In short, this is an example of positive feedback. The behaviour of the system, as modelled by the lac_sim computer program, is shown in figure 2. For about 10 minutes after addition of lactose to the medium, nothing happens, then over about four minutes, the system becomes completely switched on. When the lactose is removed from the growth medium after 60 minutes, the fully induced β-galactosidase continues to break down galactose, in reaction v3. After a few minutes, the concentration of lactose in the cell falls below the level required to inhibit the repressor, the now uninhibited repressor once again binds to the operator, and the entire system switches off. β-galactosidase and permease are now no longer being produced by reaction v1, and they are broken down, in reactions v2 and v5.

The concentration-dependence of the system is illustrated in figure 3. Low levels of lactose in the growth medium are able to passively diffuse into the cell (v4), but can equally well diffuse out of the cell (v7). This means that at low lactose concentrations (<0.15 mM according to the model), the bacterial cell is unable to accumulate enough lactose to induce the system. Figure 3 shows that above this concentration, the dose-response relationship is such that even a small additional amount of lactose causes complete activation of the system.

For about 10 minutes after addition of lactose to the medium, nothing happens, then over about four minutes, the system becomes completely switched on. When the lactose is removed from the growth medium after 60 minutes, the fully induced β-galactosidase continues to break down galactose, in reaction v3. After a few minutes, the concentration of lactose in the cell falls below the level required to inhibit the repressor, the now uninhibited repressor once again binds to the operator, and the entire system switches off. β-galactosidase and permease are now no longer being produced by reaction v1, and they are broken down, in reactions v2 and v5.

The concentration-dependence of the system is illustrated in figure 3. Low levels of lactose in the growth medium are able to passively diffuse into the cell (v4), but can equally well diffuse out of the cell (v7). This means that at low lactose concentrations (<0.15 mM according to the model), the bacterial cell is unable to accumulate enough lactose to induce the system. Figure 3 shows that above this concentration, the dose-response relationship is such that even a small additional amount of lactose causes complete activation of the system.

It must be emphasised that the rate equations for v1 to v7 are all conventional kinetic equations in which the rate of the individual reactions is a continuous function of the concentration of the reactants. The actual equations used in the lac_sim model are listed in the supplementary material. The all-or-none kinetics of the lac operon is an emergent property of the autocatalytic relationship between intracellular lactose concentration and permease-facilitated lactose uptake.

“The activities of the transcription factors in a cell … can be considered an internal representation of the environment. For example, … E.coli has an internal representation with about 300 … transcription factors. These regulate the rates of production of E.coli’s 4,000 proteins” [12].

The control of gene expression in eukaryotes

Organisms such as fungi, plants, and animals (eukaryotes) differ from bacteria (prokaryotes) in that their cells contain a nucleus, and their DNA (which is predominantly in the nucleus) is much more elaborately packaged with nucleoproteins. The control of gene expression in eukaryotic cells is very complex: whether or not a gene is transcribed in a particular cell, at a particular time, will depend on such factors as whether the associated histone proteins are tightly bound, excluding RNA polymerase, or whether they are more loosely attached, allowing access to the polymerase. This in turn will depend on the degree of acetylation or methylation of the histones. Whether a gene is transcribed or not will depend upon whether its promoter has been silenced by DNA methylation, and on which transcription factors and co-factors are present. Once the gene has been transcribed, whether it is expressed will depend on whether the RNA transcript has had the right post-transcriptional processing and whether the necessary factors are present for translation of mRNA to protein to occur. There are several excellent summaries of these topics [13-16]. From the perspective of information processing, we are only concerned with the question “is this gene expressed or silent?” The decision of whether a particular gene is expressed or not is driven by internal signals (what kind of cell is this? What stage of development is it at? ) and signals from outside the cell (what are the environmental conditions? What is the nutritional situation? Is the cell under oxygen stress or thermal stress?). Control of gene expression is the primary site at which heredity and environment interact [13], and is thus a major site of biological
information processing. Differences between bacterial and eukaryotic signalling may be in part an adaptation to the larger size of eukaryotic cells.

**Signal transduction**

Not only is the control of gene expression in eukaryotes complex, but the signalling pathways that convey information from the outside world to DNA are correspondingly complex. It is difficult to define an exact number of signalling pathways in mammalian cells, as multiple receptors may drive a common pathway, and pathways are highly branched, but if we consider a signalling pathway as involving a defined sequence of three or more components involved in one or more of the signal transduction motifs considered below, there are perhaps a dozen important signalling pathways involved in mammalian gene expression. In fact, the signalling pathways form a single highly interactive network. We will illustrate the information processing capability of the signal transduction pathways by considering two of them. The MAP kinase signalling pathway is summarised in figure 4.

The EGF receptor (EGFR) is a complex protein that spans the cell membrane. EGFR is actually a family of four closely-related receptors. Their extracellular domain is capable of binding, and being activated by, EGF, a peptide growth factor, and incidentally by a few other growth factors including transforming growth factor alpha (TGFα). “MAP” is an acronym for “mitogen activated protein”, mitogens being compounds, such as EGF, that activate mitosis, or cell division. The intracellular domain of EGFR includes a protein tyrosine kinase activity (EGFR-TK), which is active only when EGF is bound to the extracellular domain. EGFR is a dimeric protein, and when EGF is bound the EGFR-TK phosphorylates tyrosine units in the other subunit (autophosphorylation). These phosphorylated tyrosines are recognised by an adaptor protein, known in mammalian cells as Grb2 and in flies (where the signalling pathway is very similar) as SOS. When Grb2/SOS is activated in this way it activates another membrane-bound protein known as ras. Ras is a member of a family of proteins termed G-proteins, by virtue of the fact that they bind the guanine nucleotides GTP and GDP. Ras, again, is actually a family of three closely-related proteins, H-ras, K-ras, and N-ras that are functionally identical but expressed in different tissues. When ras is bound to GTP, it binds and activates an exchange factor (also known as MAP kinase) activates a protein, c-fos, which complexes with c-jun to form the transcription factor AP-1. AP-1 binds to DNA and drives transcription of a number of proteins, including cyclin-D, which forms part of the cellular apparatus known as the G1 checkpoint. The G1 checkpoint acts to arrest the progress of cells in G1 phase of the cell cycle (the phase immediately following cell division) until they have doubled their protein content, checked that their DNA is undamaged, and that they have sufficient purine and pyrimidine precursor molecules to start DNA replication. Cyclin D, in conjunction with the cyclin-dependent kinase, cdk4, now activates another transcription factor, E2F, which activates transcription of DNA polymerase α, and other enzymes essential for DNA replication. The cell then moves into S phase of the cell cycle. Among the transcripts driven by E2F is c-myc, a transcription factor that acts as a master regulator of cell growth, cell proliferation, cell differentiation and apoptosis. It is claimed that 15% of all genes require active c-myc for their transcription [17].

This pathway, summarised in Figure 4, has been modelled by a computer program, MAPK_SIM, which enables us to explore its kinetic behaviour. Figure 5 shows the computer’s estimates of cyclin D concentrations in cells exposed to various concentrations of EGF for 20 minutes. If the data are fitted to a form of the Hill equation [18]:

\[
V = \frac{V_{max} \cdot [EGF]}{K_m + [EGF]}^n
\]

where \(V_{max}\) is the rate at saturating concentration, \(K_m\) is the concentration of EGF that gives half-maximal rate, and \(n\) is the steepness (slope) of the dose-response curve, we obtain a value for \(n\) of 10.2. For a typical enzyme-catalyzed reaction, \(n = 1\). For a truly all-or-none digital dose-response relationship, \(n = \infty\). To a close approximation, we may regard the MAP kinase pathway as having Boolean ON/OFF kinetics. The functional significance of this is that a cell will either replicate its DNA at the maximum possible rate, or not at all: it cannot make DNA at half-speed.

The model predicted that a brief (5 minute) exposure to EGF was able to activate production of the downstream product of the pathway, cyclin D, for over two hours (Figure 6). In signalling terms, this is an example of pulse-expansion: signalling pathways can amplify, not only the amplitude of a signal, but also its duration.

The PI3 kinase (PI3K) signalling pathway (also known as the Akt signalling pathway) was also modelled, using a program, Akt_SIM, described in the supplementary material. The reactions included in this

---

**Figure 4.** The MAPK_SIM model of the MAP kinase signalling pathway, showing cellular locations of components, downstream transcription factors, and cross-talk.
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model are summarised in figure 7. The PI3K pathway is involved in regulation of a variety of metabolic processes, of which one of the most significant is protein synthesis. This pathway can be activated by a wide range of ligands, of which we have selected platelet-derived growth factor (PDGF) for modelling.

Unlike the MAP kinase pathway, the dose-response curve for activation of the PI3K pathway by its activator, PDGF, does not follow ON/OFF kinetics, but shows a classical saturation curve with a Hill coefficient of 1.1 (Figure 8). However, the PI3K pathway resembles the MAP kinase pathway in that a brief exposure to growth factor causes prolonged activation (Figure 9). This is probably attributable to the fact that the PDGF receptor (PDGFR) is a G-protein-coupled receptor.

Kinetics of signalling inhibitors

Many important anticancer drugs act as inhibitors of signalling pathways, so it was of interest to study the effect of such inhibitors in our model pathways. We examined the effect of an inhibitor of facilitated transport on β-galactosidase expression in the lac_sim model of the lac operon, modelling a 60 minute exposure to lactose. Figure 10 shows that after an initial gradual phase, a small additional increase in inhibitor caused a precipitous decline in gene expression. Fitting the data to a Hill equation predicted a Hill coefficient (slope) of -66, almost vertical. Higher concentrations of transport inhibitor resulted in oscillations (Figure 11). The oscillations ceased when the extracellular lactose was removed, at 60 min.

Figure 12 shows the dose-response curves for two anticancer drugs that act on the MAP kinase pathway, as modelled by MAPK_sim. The calculated Hill coefficient for sorafenib was -1.0.

For erlotinib the dose-response curve was steeper, with a Hill coefficient of -2.4. The model of PI3 kinase signalling was used to predict the dose-response relationship for LY294002. This was a typical dose-response relationship, with Hill coefficient close to -1 (Figure 13).

![Figure 5](image1.png)

**Figure 5.** Dose-response curve for activation of the MAP kinase signalling pathway by epidermal growth factor (EGF). The plot shows the response to a 20' pulse of EGF, as measured at 75 min. The calculated IC50 is 47 pM and the Hill coefficient is 10.2.
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**Figure 6.** Use of the MAPK_SIM program to predict effect of a 5-minute pulse of EGF on expression of cyclin D.
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**Figure 7.** The PI3 kinase signalling pathway as modelled by the Akt_SIM model.
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**Figure 8.** Dose-response curve for activation of the PI3 kinase signalling by a 20-minute pulse of PDGF.
Discussion

Why can’t an organism express all its genes all the time? As discussed in the case of *E. coli*, in a competitive environment this would require expending energy and nutrients to make proteins that are not needed, and this would place the organism at a competitive disadvantage to more efficient organisms. It would also limit the ability of the organism to respond to changes in the environment. Expression of a sub-set of capabilities, whether in an organism or a society, makes possible division of labour, specialisation of function. This is even more important in multicellular organisms than in bacteria. A body in which liver cells and skin cells have distinct functions is more efficient than one where specialised cells do not exist, and a society where farmers and pharmacists have distinct responsibilities is a more effective society.

Transcriptional networks and their associated signalling pathways together provide the control of gene expression. They are where the genome and the environment interact: the genome tells the organism
what can be transcribed, and the environment, sensed through the signal transduction pathways, determines when, and if, the genes will be transcribed. Debates about whether particular physical or behavioural traits are primarily determined by heredity or environment are meaningless unless we know what determines whether the relevant genes are expressed, in which cells, at what time.

Information processing by signalling/transcription networks involves nine recurring features:

(a) Translocation. Typically, environmental signals activate receptors on the cell surface, and the signal is relayed through the cytosol, to the nucleus. Some hormones (steroids, thyroid hormone) are able to cross the cell membrane and enter the cytosol. Their receptors, thus activated, then enter the nucleus and act as transcription factors. Most signals, however, are transmitted by proteins, or peptides, or electrically-charged small molecules that are unable to enter the cell, so that more elaborate signalling pathways are required.

(b) Signal amplification. As Claude Shannon demonstrated with telecommunications, conducting a message over even a short distance inevitably involves loss of signal, a consequence of the second law of thermodynamics. Thus signal amplification is usually necessary. This is usually achieved in living systems by cascades of protein kinases, where one molecule of protein kinase A phosphorylates and activates multiple molecules of protein kinase B, which in turn can activate many molecules of kinase C. The MAP kinase pathway provides a classic example of a three-stage amplifier.

(c) Pulse expansion. Biological signals are often not only faint, but transient, needing expansion in duration, as well as amplitude, if they are to get their message through. Transcription often acts on a time-scale of a few minutes to a couple of hours. Most signalling pathways in eukaryotic cells achieve this pulse expansion through G-proteins, whose kinetic properties enable them to act as monostable circuits with relaxation times having the appropriate time constant. As an example of this, the MAPK_SIM model of the MAP kinase pathway was used to model the response of a cell to a 5 minute pulse of EGF (Figure 6). Cyclin D levels rose rapidly and remained elevated for over two hours after the EGF had gone away.

(d) AND gates (convergent branching). Some genes should only be transcribed when two or more conditions are met. An example from developmental biology is that many cells will only enter cell division if they are in the right place. The signalling pathways that trigger cell division require a growth signal (e.g. from a growth factor receptor) AND an attachment signal (e.g. from an integrin).

(e) OR gates. Another form of convergent branching is where any of two or more inputs can trigger a particular output. An important example of OR gates in signal transduction is where a common signal, such as EGF, is used to model the response of a cell to a 5 minute pulse of EGF (Figure 6). The MAPK_SIM model of the MAP kinase pathway, which includes the regulation of cyclin D levels, was used to model the response of a cell to a 5 minute pulse of EGF (Figure 6). Cyclin D levels rose rapidly and remained elevated for over two hours after the EGF had gone away.

(f) Divergent branching (multiplexing). A dozen or so signalling pathways determine the activity of a thousand or more transcription factors. It follows that the pathways are highly branched. The same pathways may activate different transcriptional networks in different cell types, or in the same cells at different stages of their life cycle. Which branches are active under various conditions are determined by a complex system of feedback effects.

(g) Negative feedback. Feedback effects operate at all stages of signalling, from membrane receptors to transcription factors. Feedback not only ensures a signal of appropriate amplitude, but also controls timing. A common motif is that a particular transcription network activates an inhibitor of an upstream process, but with a time delay.

(h) Positive feedback. Positive feedback is the hallmark of switching systems, that may have multiple steady states. The lac operon, in which the presence of lactose in the bacterial cell switches on galactoside permease, which in turn greatly increases the entry of lactose into the cell, is a classic example of this. Positive feedback is the primary determinant of the Boolean, rather than analogue, logic that describes transcription networks.

(i) Cross-talk. Signalling pathways regulate morphogenesis, cellular metabolism, damage responses, cell division, and specialised cell functions such as those of the nervous and immune systems. Clearly these systems have multiple, complex interactions. Cross-talk may be one-way or two-way. When a cell is making DNA, it has requirements for extra protein, so the MAP kinase pathway generally switches on the PI3K pathway. However, there are conditions where the cell needs to make protein without making DNA, so activation of the PI3K pathway does not necessarily activate the MAP kinase pathway. Activity of the various transcriptional networks acts in effect as a map of the cellular environment, a primitive form of pattern recognition, and this is achieved largely by cross-communication between signalling pathways.

As we have seen in the study of the lac operon in E. coli, and of the MAP kinase pathway in eukaryotes, despite the great complexity of transcription networks and signal transduction pathways, gene expression can often be considered as an all-or-nothing process: a gene is either transcribed or it is silent. This is a consequence of the amplifier kinetics and of (minimally) a positive feedback loop involving ras. There are regulatory processes by which the cell can determine how much of a particular protein should be made, but running gene expression at half-speed does not seem to be an option, at least in the examples we have studied. For this reason, it seems to be a valid approximation to describe transcription networks as Boolean logic circuits.

Analogue signal processing is in some senses more primitive than digital: e.g. the Michaelis equation is simpler than the equation for an ON/OFF system. This example of simplicity emerging from apparently more complex origins is mirrored in the history of electronics, where digital circuits, accurately described by Boolean algebra, have been developed from underlying analogue devices. Information is processed at the level of gene expression in response to a wide range of stimuli. We have considered a nutritional stimulus in the case of E. coli, and the example of growth factor signalling in eukaryotes.

Why do some signalling pathways (lac, MAPK) show Boolean kinetics while others (PI3K) show saturation kinetics? In the case of the MAPK pathway, which primarily drives DNA synthesis, DNA must either be made in a fixed amount (i.e. to double the existing DNA content) or not at all. By contrast, the PI3K pathway primarily regulates protein synthesis, and protein may be required in varying amounts, depending upon the nutritional status of the cell. Inhibitors of the PI3K pathway were predicted by the model to have conventional dose-response curves. Inhibitors that act at sites of positive feedback have been previously reported to show switching behaviour, with very steep dose-response relationships, and in some cases oscillations [19, 20]. Both were seen in our lac_sim model (figures 10, 11). In the MAP kinase pathway, although the kinetic behaviour closely approximates a Boolean system, this appears to be the result of a saturated output.
from a three-stage amplifier, rather than from positive feedback. Modelling inhibitors of two components of the pathway predicted classical Hill kinetics (figure 12), though it is interesting that erlotinib, acting upstream of the kinase cascade, was predicted to have a much steeper dose-response curve than sorafenib, which inhibits one of the kinases in the amplifier cascade. Steep dose-response curves confer greater selectivity on inhibitors [19]. Understanding the kinetics of signalling pathways may help us to use inhibitors of these pathways more effectively, and kinetic models of these pathways are a valuable tool for such analysis.

Methods

The signalling pathways summarised in figures 1, 4 and 7 were modelled as systems of ordinary differential equations (ODEs), in which the state variables were the substrates and signalling molecules shown in those figures, connected by rate equations. Details of the ODEs and rate equations are given in the supplementary material. The model of the lac operon was based upon [8,9] and [11]. The model of MAP kinase signalling is based upon that of Brightman and Fell [21], and the model of PI3K signalling was adapted from [22]. The models were coded in the C programming language and compiled using the GNU compiler collection (gcc) release 4.6.2. ODEs were solved using the 4th-order Runge-Kutta algorithm [23]. Hill coefficients were calculated by nonlinear regression using the program DRFIT, described in [18]. Graphics were plotted using gnuplot [24].
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