A McKean-Vlasov SDE and particle system with interaction from reflecting boundaries
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Abstract

We consider a one-dimensional McKean-Vlasov SDE on a domain and the associated mean-field interacting particle system. The peculiarity of this system is the combination of the interaction, which keeps the average position prescribed, and the reflection at the boundaries; these two factors make the effect of reflection non local. We show pathwise well-posedness for the McKean-Vlasov SDE and convergence for the particle system in the limit of large particle number.
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1 Introduction

In this paper, we consider a system of $N$ interacting one-dimensional diffusions, with the following two main features: a) they are confined in a bounded domain with reflecting boundaries; b) their empirical average is prescribed. We show that, as the number of particles $N$ goes to infinity, the system converges to the unique solution to a suitable McKean-Vlasov SDEs on the domain.

The model and the results. The propotypical example is the following one:

\begin{equation}
\begin{aligned}
\d X_t^{i,N} &= \d W_t^i + \d K_t^N - \d k_t^{i,N}, \\
X_t^{i,N} &\in [0,1], \quad \d k_t^{i,N} = n(X_t^{i,N}) \d |k_t^{i,N}|, \quad \d |k_t^{i,N}| = 1_{X_t^{i,N} \in \{0,1\}} \d |k_t^{i,N}|, \\
\frac{1}{N} \sum_{i=1}^N X_t^{i,N} &= q.
\end{aligned}
\end{equation}

Here $W^i$ are independent real Brownian motions, $q$ is the given average in $(0,1)$, $n$ is the outer normal on $\partial [0,1] = \{0,1\}$ and the solution is a triple $X^{(N)} = (X_t^{i,N})_{i=1,\ldots,N}$, $k^{(N)} = (k_t^{i,N})_{i=1,\ldots,N}$, $K^N$ satisfying the above system; $|k_t^{i,N}|$ denotes the total variation process of $k_t^{i,N}$. We will sometimes omit the superscript $N$ from the notation. The term $-k^i$ represents the reflection of the process $X^i$ at the boundary of $[0,1]$ and the term $K$ (independent of $i$) represents the interaction between the particles, which keeps the average equal to $q$. More generally, for modelling purpose, we consider also the case with a given drift $\mu : [0,1] \to \mathbb{R}$, a given time-dependent average $q : [0,T] \to (0,1)$.
and a constant noise intensity $\sigma \in \mathbb{R}$, namely we take the system
\[
\begin{align*}
\mathrm{d}X_t^{i,N} &= -\mu(X_t^{i,N})\mathrm{d}t + \sigma \mathrm{d}W_t^i + \mathrm{d}K_t^N - \mathrm{d}k_t^i, \\
X_t^{i,N} &\in [0,1], \quad \mathrm{d}K_t^N = n(X_t^{i,N})\mathrm{d}|k_t^i|_t, \quad \mathrm{d}|k_t^i|_t = 1_{X_t^{i,N} \in (0,1)}\mathrm{d}|k_t^i|_t,
\end{align*}
\]
(2)
\[
\frac{1}{N}\sum_{i=1}^N X_t^{i,N} = q(t).
\]

The last line of the above system can be easily converted into an expression for $K^N$ in terms of $X^{(N)}$ and $k^{(N)}$, namely
\[
\begin{align*}
\mathrm{d}K_t^N &= \left(\frac{1}{N}\sum_{i=1}^N \mu(X_t^i) + \dot{q}(t)\right)\mathrm{d}t - \sigma \frac{1}{N}\sum_{i=1}^N \mathrm{d}W^i_t + \frac{1}{N}\sum_{i=1}^N \mathrm{d}k_t^i.
\end{align*}
\]
(3)

The main novelty of this work is the peculiar combination of the reflecting boundary and the condition on the average of the particles. This combination is reflected in formula (3), where the interaction $\mathrm{d}K$ depends also on the empirical average of $\mathrm{d}k^i$. To guess the limiting behaviour (as $N \rightarrow \infty$) of the system (2), we can replace the average over particles $N^{-1}\sum_{i=1}^N$ with the average over the probability space $\mathcal{E}$. In this way, we get the following McKean-Vlasov SDE on the domain $[0,1]$:
\[
\begin{align*}
\mathrm{d}\bar{X}_t &= -\mu(\bar{X}_t)\mathrm{d}t + \sigma \mathrm{d}W_t + \mathrm{d}\bar{K}_t - \mathrm{d}\bar{k}_t, \\
\bar{X}_t &\in [0,1], \quad \mathrm{d}\bar{K}_t = n(\bar{X}_t)\mathrm{d}|\bar{k}_t|, \quad \mathrm{d}|\bar{k}_t| = 1_{\bar{X}_t \in (0,1)}\mathrm{d}|\bar{k}_t|,
\end{align*}
\]
(4)
where $W$ is a real Brownian motion and the solution is a triple $\bar{X}, \bar{k}, \bar{K}$ satisfying the above SDE. As in the particle system, the last line of (4) can be converted into an expression for $\bar{K}$:
\[
\mathrm{d}\bar{K}_t = (\mathbb{E}\mu(\bar{X}_t) + \dot{q}(t))\mathrm{d}t + \mathbb{E}\mathrm{d}\bar{k}_t.
\]
(5)

Our main results Theorems 9, 10 and Proposition 12 state roughly speaking that the McKean-Vlasov SDE (4) is well-posed in the pathwise sense and the empirical measure $\frac{1}{N}\sum_{i=1}^N \delta_{X_t^{i,N}}$ from the system (2) converges in probability, as $N \rightarrow \infty$, to the law of the unique solution to (4), with its time marginals converging in $L^1$.

**Motivation.** Our motivation to study this system comes from a specific model for charging and discharging in a lithium-ion battery, introduced in [DGH11] and further studied and expanded for example in [DHM+15, GGM+18]. In this model, roughly speaking, the lithium atoms enter and exit iron phosphate particles in the cathode. The $Y_t^i$ represents the filling degree of the $i$-th iron phosphate particle at time $t$ (for example, $Y_t^i = 1$, $= 0$ resp., stands for the $i$-th particle fully filled with lithium atoms, fully empty resp.); by this definition of $Y_t^i$, $Y_t^i$ has to stay in $[0,1]$. The prescribed average $q(t)$ of $Y_t^i$ represents the current in the battery, which is given and is proportional to the percentage of lithium atoms inside the ensemble of particles. The reason to consider reflecting boundaries $Y_t^i \in \{0,1\}$ comes from the boundary conditions in the Fokker-Planck equation in [DHM+15]; this choice of boundary conditions is convenient mathematically, though the physical motivation is less clear. From a mathematical perspective, [DHM+15] shows global well-posedness for the nonlinear nonlocal Fokker-Planck equation associated with the McKean-Vlasov
SDE (4), namely
\[
\begin{align*}
\partial_t u(t,x) + \partial_x \left[ (-\mu(x) + \dot{K}_t) u(t,x) \right] &= \frac{\sigma^2}{2} \partial_x^2 u(t,x), \quad t > 0, \ x \in (0,1), \\
\frac{\sigma^2}{2} \partial_x u(t,x) + (\mu(x) - \dot{K}_t) u(t,x) &= 0, \quad t > 0, \ x \in \partial(0,1), \\
\int_0^1 xu(t,x) dx &= q(t), \quad t \geq 0.
\end{align*}
\]

The paper \cite{GGM18} considers the particle system (6), associated with (2), even in a more general version (to take into account variations in the radius of iron phosphate particles), but removes the boundaries: without boundaries, the particle system (2) is reduced to a classical system of mean field interacting diffusions, for which convergence to the corresponding McKean-Vlasov SDE is well-known. Hence the current paper arises from the natural (from a mathematical viewpoint) question whether convergence of the particle system for the model (6) holds. We also point out that interacting diffusions with constraints both on the domain and on the empirical measure of the diffusions appear in several contexts, see e.g. \cite{BCdRGL20, Jab17, Bar20} below.

**Background.** McKean-Vlasov SDEs are SDEs where the drift depends also on the law of the solution, namely SDEs of the form
\[
d\bar{X}_t = b(\bar{X}_t, \text{Law}(\bar{X}_t)) dt + dW_t,
\]
where $W$ is a given Brownian motion (we do not consider here the case of general diffusion coefficients). McKean-Vlasov SDEs are related to the mean field interacting diffusions, namely systems of the form
\[
dX_i^t = b(X_i^t, \frac{1}{N} \sum_{i=1}^N \delta_{X_i^t}) dt + dW_i^t, \quad i = 1, \ldots, N,
\]
where $W^i$ are independent Brownian motions. By classical results, e.g. \cite{Szn91, M96, Tan84}, if $b$ is bounded and smooth (smoothness with respect to the measure variable is understood in the sense of Wasserstein distance), then the McKean-Vlasov SDE (7) is pathwise well-posed and, as $N \to \infty$, the empirical measure $\frac{1}{N} \sum_{i=1}^N \delta_{X_i^t}$ converges to the law of the solution $\bar{X}$ to the McKean-Vlasov SDE. This convergence result is a law of large numbers type result and is related to the asymptotic independence of the particles, the so-called propagation of chaos, see e.g. \cite{Szn84}. The Fokker-Planck equation associated with the McKean-Vlasov SDE (7), namely the equation for $\text{Law}(X_t)$, is nonlinear, see Section 2.3.

SDEs on a domain $\bar{D} \subseteq \mathbb{R}^m$ with reflecting boundaries take the form
\[
dX_t = b(X_t) dt + dW_t - dk_t, \quad X_t \in \bar{D}, \quad dk_t = n(X_t) d|k|_t, \quad d|k|_t = 1_{X_t \in \partial D} d|k|_t,
\]
where $W$ is a Brownian motion (we do not consider general diffusion coefficients) and $n(x)$ is the outer normal to $D$ at $x$; $|k|$ represents the total variation process associated with $k$. The solution is a couple $(X, k)$ and $-dk$ represents a “kick”, in the inward normal direction $-n(X)$, that the diffusion $X$ receives anytime it reaches the boundary, and that makes $X$ stay in the domain $\bar{D}$. Pathwise well-posedness for the SDE (8) has been proved under quite general conditions, see e.g. \cite{LS84, Tan79}.
The Fokker-Planck equation associated with the SDE (8) has Neumann-type boundary conditions, see Section 2.2.

To our knowledge, the first work to deal with both McKean-Vlasov SDEs and reflecting boundaries is [Szn84]: there pathwise well-posedness is proved for the SDE
\[
d\bar{X}_t = b(\bar{X}_t, \text{Law}(\bar{X}_t))dt + dW_t - d\bar{k}_t, \\
\bar{X}_t \in \bar{D}, \quad d\bar{k}_t = n(\bar{X}_t)d|\bar{k}|_t, \quad d|\bar{k}|_t = 1_{\bar{X}_t \in \partial D}d|\bar{k}|_t,
\]
and convergence is shown for the particle system
\[
dX^i_t = b(X^i_t, \frac{1}{N}\sum_{i=1}^N \delta_{X^i_t})dt + dW^i_t - dk^i_t, \quad i = 1, \ldots, N, \\
X^i_t \in \bar{D}, \quad dk^i_t = n(X^i_t)d|k^i|_t, \quad d|k^i|_t = 1_{X^i_t \in \partial D}d|k^i|_t, \quad i = 1, \ldots, N.
\]
Other works have studied McKean-Vlasov SDEs with reflecting boundaries, in more general contexts, especially in the context of backward SDEs, see e.g. [Li14]. However, in [Szn84] and in many of these works, the reflection is local, that is: at the level of the McKean-Vlasov SDE, \(\text{Law}(d\bar{k}_t)\) does not appear in the SDE; at the level of the particle system, \(dk^i\) acts only on the \(i\)-th particle \(X^i\).

Closer to our work are the mean reflected (possibly backward) SDEs and related particle systems, introduced in [BEH18, BCDRGL20], and their generalization, namely the SDEs with a constraint on the law and related particle systems, introduced in [BCCdRH20]. Roughly speaking, in these SDEs a reflecting boundary is imposed on the law of the process. The typical example of this type of SDEs is the following:
\[
d\bar{X}_t = b(\bar{X}_t, \text{Law}(\bar{X}_t))dt + dW_t - d\bar{K}_t \\
\text{Law}(\bar{X}_t) \in \bar{D}, \quad d\bar{K}_t \text{ deterministic, “non-zero only when } \bar{X}_t \text{ is on the boundary of } \bar{D}^*.
\]
For such systems, under suitable conditions, [BCCdRH20] proves well-posedness and particle approximation. As a particular case, taking \(\bar{D} = \{ \rho \mid \int x\rho(dx) \geq q \} \) for a given \(q \in \mathbb{R} \), the constraint becomes \(\mathbb{E}[\bar{X}_t] \geq q \), which is morally comparable to our constraint \(\mathbb{E}[\bar{X}_t] = q(t)\) in the last line of (4).

Due to the assumptions on \(\bar{D}\) (which must have a non-empty “interior”), the condition \(\mathbb{E}[\bar{X}_t] = q(t)\) is not covered by [BCCdRH20], but this is not a big limitation: the condition \(\mathbb{E}[\bar{X}_t] \geq q \) is actually more difficult to take into account than \(\mathbb{E}[\bar{X}_t] = q(t)\), which gives an explicit form for \(\bar{K}\) and makes the SDE a classical McKean-Vlasov SDE. However, compared to our equation (4), the restriction to deterministic \(\bar{K}\) in [BCCdRH20] does not allow to consider reflecting boundaries for the process \(\bar{X}\) (for reflecting boundaries on \(\bar{X}\), the reflection \(d\bar{k}\) is not deterministic). When one adds reflecting boundaries in [BCCdRH20], additional difficulties come into play, see Remark 13.

Probably the closest work to ours is [Jab17]. This paper considers a more general case than [BCCdRH20], in particular removing from (10) the requirement that \(\bar{K}\) is deterministic. In particular, taking
\[
\bar{D} = \{ \rho \mid \int x\rho(dx) \geq q, \ \supp(\rho) \subseteq [0, 1] \}
\]
the constraint on \(\bar{X}\) in (10) becomes
\[
\mathbb{E}[\bar{X}_t] \geq q, \quad \bar{X}_t \in [0, 1],
\]
This idea of projectors allows to show uniqueness for the McKean-Vlasov SDE (\(E\)) on the empirical measure, remains open. Unlike here, the term \(d\bar{K}\) in \([\text{Bar20}]\) is also behind the proof of convergence of the particle system (\(Z^i\), \(X^i\), \(Y^i\)). At the level of the McKean-Vlasov SDE (\(t\)), this combination \(d\bar{K}\) acts as projector in \(\mathbb{R}^d\) in the opposite direction, so that the average of the particles remains \(q(t)\). As explained before, to our knowledge, this kind of systems is studied only in \([\text{Jab17}]\) (which shows an existence result for the McKean-Vlasov SDE).

More specifically, in our model (2), the nonlocal interaction comes from the condition \(\frac{1}{N}\sum_{i=1}^{N} X_{t,N}^i = q(t)\) and keeps the direction of reflection for \(X^{(N)}\) on the iperplane \(\{x \mid \frac{1}{N}\sum_{i=1}^{N} x^i = 0\}\). Intuitively, when a particle \(X^i\) hits the boundary and receive a “kick” \(-d\bar{k}^j\), then the other particles receive a kick \(\frac{1}{N}d\bar{k}^j\) in the opposite direction, so that the average of the particles remains \(q(t)\).

As we will explain below, our proof relies strongly on the constraint \(\frac{1}{N}\sum_{i=1}^{N} X_{t,N}^i = q(t)\) and so on the specific form of the interaction. The question of well-posedness and particle approximation for a more general dependence of \(d\bar{K}\) on \(d\bar{k}\), or equivalently, of the direction of reflection of \(X^{(N)}\) on the empirical measure, remains open.

**Method of proof.** The main idea of the proof is that both \(d\bar{k}\) and \(d\bar{K}\) in (4) act as projectors. Precisely, \(d\bar{k}\) acts as projector on the set of paths staying in \([0,1]\): indeed, if \((\bar{X}, \bar{K}^{X})\) and \((\bar{X}^{\bar{X}}, \bar{K}^{\bar{X}})\) are two solutions to (4), then \((\bar{X} - \bar{Y}) \cdot d\bar{K}^{\bar{X}} \leq 0\). The term \(d\bar{K}\) acts as projector in \(L^2(\Omega)\) (where \((\Omega, \mathcal{A}, P)\) is the underlying probability space) on the space of processes \(Z\) with average \(\mathbb{E}[Z_t] = q(t)\): indeed, if \((\bar{X}, \bar{K}^{X}, \bar{K}^{\bar{X}})\), \((\bar{X}, \bar{K}^{\bar{X}}, \bar{K}^{X})\) are two solutions, then \(\mathbb{E}[(\bar{X} - \bar{Y})d\bar{K}^{X}] = 0\).

This idea of projectors allows to show uniqueness for the McKean-Vlasov SDE (4) easily. This idea is also behind the proof of convergence of the particle system (2).

Concerning the convergence of the particle system (2), we use a pathwise approach introduced by Tanaka in \([\text{Tan84}]\) and revisited in \([\text{CDFM20}]\) (and further developed in \([\text{CL15}, \text{BCD20}]\) in the rough path context): for any fixed \(\omega \in \Omega\), the particle system (2) can also be viewed as a McKean-
Vlasov equation (4), where however the law on the driving signal $\tilde{W}$ is not the Wiener measure, but the random empirical measure $L^{W,N}(\omega) = \frac{1}{N} \sum_{i=1}^{N} \delta_{W^i(\omega)}$. Under this viewpoint, the term $dK^N$ is also a projector in $L^2$ on the space of processes with average $q(t)$, but where the underlying measure is the empirical measure $L^{W,N}(\omega)$ instead of the Wiener measure. Intuitively then, since $L^{W,N}(\omega)$ converges P-a.s. to the Wiener measure, we expect that $dK^N$ should converge to the projector under the Wiener measure, that is $d\tilde{K}$; this should imply the convergence of the particle system to the McKean-Vlasov SDE (4).

However, a direct proof based only on this pathwise approach seems not easy. Indeed, to make this argument work, one needs to create an optimal coupling (in the sense of Wasserstein distance) between the Wiener measure and the random empirical measure $L^{W,N}(\omega)$, and such coupling does not have a Gaussian structure. Having a Gaussian measure on the driving signal allows to use classical stochastic analysis tools like Itô formula; such tools give in turn uniform bounds and the existence for the McKean-Vlasov SDE, we can then use the pathwise argument for the path space $C([0,T];\mathbb{R})$, but where the underlying measure is not the Wiener measure, $L^{W,N}(\omega)$ instead of the Wiener measure. Intuitively then, since $d\tilde{K}$ acts like a projector, it seems not too helpful. For our model, the fact that $d\tilde{K}$ acts as projector allows to overcome this difficulty.

The PDE and singular interaction viewpoint. The Fokker-Planck equation (6) associated with the McKean-Vlasov SDE (4), that is the equation for the probability density function (pdf) $u(t,\cdot)$ of $\tilde{X}_t$, is a nonlinear nonlocal PDE. From this PDE (6), we can get another expression for $dK$ in terms of $u$:

$$\hat{K}_t = \hat{q}(t) + \int_0^1 \mu(x)u(t,x)dx + \frac{\sigma^2}{2}(u(1) - u(0)).$$

The nonlocal effects of the reflecting boundary appear as an additional drift term (here $u(1) - u(0)$)
depending on the values of the probability density function \( u \) at the boundary. Hence our model can be interpreted as a McKean-Vlasov SDE with reflecting boundaries and singular interaction at the boundary, and one may try to use PDE methods or an approach to singular interaction to deal with our model.

The literature about McKean-Vlasov SDEs with singular interaction and about PDE-based approach to McKean-Vlasov SDEs is large, though we are not aware of a work which can cover easily our model. We only mention some references related to our model. We mention [Szn91, Chapter II], which deals with viscous Burgers equation as a McKean-Vlasov SDE with Dirac delta interaction (without boundaries), in particular the McKean-Vlasov SDE is also driven by the probability density function of the solution. We also mention [BJ11, BJ15, BJ18] which study systems of interacting second-order diffusions (that is, SDEs for the acceleration of the particles) in a domain. Such systems contain a form of singular interaction and a form of reflection at the boundaries, though both interaction and reflection are of different type than in our model. Finally we mention [Kol07] for an approach based on semigroup theory to McKean-Vlasov SDEs and particle approximation.

In this paper we do not explore the PDE viewpoint and we give in Section 2.2 a formal argument, without any rigorous proof, to show that (6) is indeed the Fokker-Planck equation for the SDE (4).

**Organization of the paper.** The paper is organized as follows: In Section 2 we show the formal link, without rigorous proofs, between SDEs and Fokker-Planck equations, in presence of boundaries and mean-field interaction. In Section 3 we give the precise setting and the main results. The proofs of these results are given in Section 4. Finally, in the Appendix 5 we show well-posedness for the particle systems (2).
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### 2 Review on PDEs and diffusion processes

In this section we revisit the link between second-order PDEs and associated SDEs, both in presence of boundary and with nonlinearity, as the PDE (6) we consider here; we took inspiration from [Son07]. Our aim here is not to give rigorous results but to provide an easy, yet clear “translator” between SDEs and PDEs, which applies, but is not restricted, to our case and shows in particular why (4) is the SDE corresponding to (6). For this reason, we keep all the computations at a formal level, without any rigorous proof.

In the following we focus our attention on the 1D case, mostly for simplicity. We take \( b : I \to \mathbb{R} \) a given vector field on \( \mathbb{R} \) or on an interval \( I \) of \( \mathbb{R} \) when specified, and \( \sigma > 0 \) positive constant; \( W \)
is a real Brownian motion. For two functions \( f, g : I \to \mathbb{R} \), we call

\[
\langle f, g \rangle = \int_I f(x)g(x)dx
\]
	heir \( L^2 \) scalar product.

### 2.1 Diffusion, forward and backward PDEs

It is well-known that the (forward) PDE

\[
\partial_t p = \left( \frac{\sigma^2}{2} \right) \partial_y^2 p - \partial_y(bp) \quad \text{for } t > s,
\]

with time-\( s \) initial data \( \delta_x \), models the evolution of the transition density function \( p = p(s, x; t, y) \) of the diffusion process \( X \), given by

\[
dX_t = \sigma dW_t + b(t, X_t)dt, \quad X_s = x.
\]

More generally, if \( u \) is the solution to this forward PDE with time-\( s \) initial data \( u_s \), which is assumed to be a probability density function, then \( u \) is the pdf of the solution of the same SDE but initial law \( u_s(x)dx \).

The dual viewpoint will be important. Consider the (backward) PDE

\[
-\partial_s v = \left( \frac{\sigma^2}{2} \right) \partial_x^2 v + b\partial_x v
\]

with terminal data \( v(t,.) = \Psi \). Assuming \( v \) to be regular enough, Itô’s formula gives a representation of the backward PDE solution \( v \) as follows:

\[
v(s, x) = E[\Psi(X_t)|X_s = x]. \tag{12}
\]

By a simple formal computation, one shows that

\[
\frac{d}{dr} \langle p(s, x, r, .), v(r, .) \rangle = 0,
\]

which implies

\[
v(s, x) = \int \Psi(y)p(s, x, t, y)dy. \tag{13}
\]

At last, comparing (12) and (13) shows that \( p(s, x, t, y)dy \) is indeed the law of \( X_t \), started at \( X_s = x \), as claimed in the beginning of this paragraph.

### 2.2 Reflected diffusion and PDEs with boundary

We now discuss the case of a spatial domain, with focus on the simple case \( I = [0, 1] \). A reflected SDE on the domain \([0, 1]\) is an SDE of the form

\[
dX_t^\circ = \sigma dW_t + b(X_t^\circ)dt - dk_t, \quad X_s^\circ = x,
\]

\( X_t^\circ \in \bar{I} \quad \forall t \geq s, \)

\[
d|k| = 1_{X_t^\circ \in (0,1)}d|k|, \quad dk = n(X_t^\circ)d|k|.
\]
Here, \(n(0) = -1, n(1) = +1\) are the outer normals of our domain \([0, 1]\). The solution is a couple \((X, k)\) satisfying the above condition (it is implicitly assumed that \(k\) has \(BV\) paths). The last condition means that \(k\) acts only when \(X\) is on the boundary, giving a small “kick” so that \(X\) does not leave the domain \(I\).

From the PDE viewpoint, the transition density function \(p^\circ(s, x; t, y)\) associated with \(X\) is a solution to the following forward forward equation

\[
\begin{align*}
\partial_t p^\circ &= (\sigma^2/2)\partial_y^2 p^\circ - \partial_y (bp^\circ) \quad \text{in } I^\circ \text{ for } t > s, \\
(\sigma^2/2)\partial_y p^\circ - bp^\circ &= 0 \quad \text{at } \partial I \text{ for } t > s \\
p^\circ(s, x, s, \cdot) &= \delta_x,
\end{align*}
\]

More generally, if \(u\) is the solution to this forward PDE with time-\(s\) initial data \(u_s\), assumed to be a probability density function, then \(u\) is the pdf of the solution of the same SDE but initial law \(u_s(x)dx\). We show this fact formally using the dual viewpoint.

First step: Let \(v^\circ\) be a regular solution to the dual backward equation, i.e. time-\(t\) terminal value problem with Neumann (no-flux) boundary data,

\[
\begin{align*}
- \partial_s v^\circ &= (\sigma^2/2)\partial_x^2 v^\circ + b\partial_x v^\circ \quad \text{in } I^\circ, \text{ for } s < t, \\
\partial_x v^\circ(s, 0) &= \partial_x v^\circ(s, 1) = 0 \quad \text{at } \partial I, \text{ for all } s < t, \\
v^\circ(t, \cdot) &= \Psi
\end{align*}
\]

with some (regular) time-\(t\) terminal data \(\Psi\). Then necessarily \(v^\circ\) has the representation

\[
v^\circ(s, x) = \mathbb{E}[\Psi(X^\circ_t) | X^\circ_s = x].
\] (14)

Indeed, Itô formula gives

\[
d[v(s, X_s)] = \partial_s v(X)ds + \partial_x v(X)dX + \frac{\sigma^2}{2} \partial_x^2 v(X)ds
\]

\[
= [(\partial_s + b\partial_x + \frac{\sigma^2}{2}\partial_x^2)v](X)ds + \sigma\partial_x v(X)dW - \partial_x v(X)dk = \sigma\partial_x v(X)dW,
\]

where we have used the equation for \(v\) to kill the first addend in the second line and the boundary conditions on \(v\) to kill the term with \(dk\). Taking expectation, we get that \(E[v(s, X_s)]\) is constant in \(s\), which implies (14).

Second step: Again with simple formal computation, one shows,

\[
\frac{d}{dr}(p^\circ(s, x, r, \cdot), v^\circ(r, \cdot)) = 0,
\]

which implies

\[
v^\circ(s, x) = \langle p_t, \Psi \rangle.
\] (15)

From (14) and (15) we conclude

\[
\langle p^\circ(s, x, t, \cdot), \Psi \rangle = E[\Psi(X^\circ_t) | X^\circ_s = x].
\]

Since this is true for every regular \(\Psi\), then \(p^\circ\) is the law of \(X^\circ\) conditional to \(X^\circ_s = x\).

If \(u^\circ\) is a solution to the same forward equation as above, but with generic initial condition \(u_s\), integrating \(p\) in \(u(x)\) shows that \(u\) is the pdf of the law of \(X^\circ_{\cdot, u}\), the process satisfying the same SDE but with initial law \(u_s(x)dx\).
2.3 McKean-Vlasov diffusion, nonlinear mean-field PDEs

Here we introduce the McKean-Vlasov setting. For a given drift $\bar{b} : \mathbb{R} \times \mathcal{P}(\mathbb{R}) \to \mathbb{R}$, where $\mathcal{P}(\mathbb{R})$ is the space of probability measures on $\mathbb{R}$, we consider

$$d\bar{X}_t = \sigma dW_t + \bar{b}(\bar{X}_t, \text{Law}(\bar{X}_t))dt, \quad \text{Law}(\bar{X}_s) \text{ given.}$$

Existence and uniqueness for regular bounded $\bar{b}$ (regularity with respect to the measure variable is usually in terms of the Wasserstein distance) are proved via a fixed-point argument on the map $$(m_t)_{t \geq s} \mapsto (\text{Law}(X^m_t))_{t \geq s},$$ where $X^m$ is the solution to the (classical) SDE

$$dX^m_t = \sigma dW_t + \bar{b}(X^m_t, m_t)dt, \quad \text{Law}(X^m_s) = m_s.$$ See Sznitman [Szn91, Theorem 1.1] for the classical case of $\bar{b}$ linear in the measure argument or, for instance, [CDFM20] for a more general $\bar{b}$.

The corresponding forward Fokker-Planck equation now takes the form

$$\partial_t \bar{u} = \left(\sigma^2/2\right)\partial^2_y \bar{u} - \partial_y \left[\bar{b}(y, \bar{u}_t(\cdot))\bar{u}\right]$$

with time-$s$ initial data $\bar{u}_s = \text{Law}(\bar{X}_s)$ (for notational sake, we blur the difference between $u(t,.)$ and $u(t, dy)$). Note that this is a nonlinear nonlocal PDE.

We again outline why $\bar{u}(t,.)$ is indeed the law of $\bar{X}_t$. Fix the family $\bar{u} := \{\bar{u}(t,.) : t \geq s\}$ and consider the (linear!) backward PDE

$$-\partial_s v = \left(\sigma^2/2\right)\partial^2_x v + \bar{b}(x, \bar{u}_t(\cdot))\partial_x v$$

with terminal data $v_t = \Psi$. As in Section 2.1, we see that the corresponding forward PDE (which by construction coincides with (16)) yields the law of a diffusion process $X^{\bar{u}}$, that is $\text{Law}(X^{\bar{u}}_t) = \bar{u}(t,\cdot)$. But then $X^{\bar{u}}$ solves the McKean-Vlasov SDE, therefore (by uniqueness for the McKean-Vlasov SDE) $X^{\bar{u}} = \bar{X}$ and so $\bar{u}_t$ is the pdf of the marginal $\bar{X}_t$ at time $t$.

2.4 Reflected McKean-Vlasov diffusion, mean-field PDE with boundary

We can consider the simplest case of reflected McKean-Vlasov SDE on $I$, as in [Szn84], namely

$$d\bar{X}_t = \sigma dW_t + \bar{b}(\bar{X}_t, \text{Law}(\bar{X}_t))dt - d\bar{k}_t, \quad \text{Law}(\bar{X}_s) \text{ given,}$$

$$\bar{X}_t \in \bar{I} \quad \forall t \geq s,$$

$$d|\bar{k}| = 1_{\bar{X}_t \in \{0,1\}}d|\bar{k}|, \quad d\bar{k} = n(\bar{X}_t)d|\bar{k}|.$$

Adapting the arguments in the two previous sections, one shows that the probability density function of $\bar{X}_t$ is given via following non-linear nonlocal forward PDE

$$\partial_t \bar{u}_t = \left(\sigma^2/2\right)\partial^2_y \bar{u}_t - \partial_y \left[\bar{b}(y, \bar{u}_t(\cdot))\bar{u}\right] \text{ in } I^s \text{ for } t > s, \quad \left(\sigma^2/2\right)\partial_y \bar{u}_t - \bar{b}(\cdot, \bar{u}_t(\cdot))\bar{u} = 0 \text{ at } \partial I \text{ for } t > s,$$

with time-$s$ initial data $\bar{u}_s = \text{Law}(\bar{X}_s)$.
2.5 Interaction coming from the boundaries

As explained in the introduction, the SDE (4) does not fall in the previous class. Indeed, the drift depends not only on the law of $\bar{X}_t$ but also on the law of $d\bar{k}_t$. We will not treat here the general case of drifts depending on the law of $d\bar{k}$, but we focus our attention on our model.

We claim that the forward Fokker-Planck equation associated with (4) is (6): we show formally that, if $u$ satisfies the PDE (6), with initial condition $u_0$, then $u(t, x)$ is the probability density function of the random variable $\bar{X}_t$ solving (4), with initial law $u_0$. The formal proof puts together the arguments for boundary problems and McKean-Vlasov SDEs with the additional difficulty of interaction coming from the boundary, for which we will use the constraint on the average in (6).

Take $\bar{K}$ as in the PDE (6), call $(X^K, k^K)$ the solution of the reflecting SDE

$$dX^K = \sigma dW_t + (-\mu(X^K) + \bar{K}(t))dt - dk^K, \quad \text{Law}(X^K) = u_0,$$

$$X^K_i \in \bar{I} \quad \forall t \geq 0,$$

$$d|k^K| = 1_{X^K \in (0, 1)}d|k^K|, \quad dk^K = n(X^K)d|k^K|.$$

As a consequence of Section 2.2 (applied with given $\bar{K}$), the law of $X^K_i$ must be given by $u(t, \cdot)$, i.e. the PDE solution to (6). It remains to show that $X^K = \bar{X}$, the solution to the McKean-Vlasov (4). To this end, note that $E[X^K] = \int xu(t, x)dx = q(t)$, using the basic constraint in (6). This shows that $X^K$ is a solution to (4) and, by uniqueness of this equation (formally, see also Theorem 9), we conclude that $X^K = \bar{X}$.

3 The setting and the main results

3.1 The particle system

In the following, we consider a probability space $(\Omega, \mathcal{A}, P)$ and independent Brownian motions $W^i$, $i = 1 \ldots N$, on a filtration $(\mathcal{F}_t)_t$ (satisfying the standard assumption). We are given a function of space $\mu : [0, 1] \rightarrow \mathbb{R}$ and a function of time $q : [0, T] \rightarrow [0, 1]$. The assumptions on $\mu$ and $q$ will be given later. The noise intensity $\sigma$ is assumed to be constant (possibly 0).

We consider the system of $N$ interacting particles:

$$dX^{i,N}_t = (-\mu(X^i_t) + \frac{1}{N} \sum_{j=1}^N \mu(X^{i,N}_t))dt + \dot{q}(t)dt + \sigma dW^i_t - \frac{1}{N} \sum_{j=1}^N \sigma dW^j_t - dk^{i,N}_t + \frac{1}{N} \sum_{j=1}^N dk^{j,N}_t, \quad i = 1, \ldots N,$$

$$X^{i,N} \in C([0, T]; [0, 1]), \quad k^i \in C([0, T]; \mathbb{R}) \text{ a.s.}, \quad i = 1, \ldots N,$$

$$d|k^{i,N}|_t = 1_{X^{i,N}_t \in (0, 1)}d|k^{i,N}|_t, \quad dk^{i,N}_t = n(X^{i,N}_t)d|k^{i,N}|_t, \quad i = 1, \ldots N.$$

(17)

Here $n$ is the outer normal vector of the domain $[0, 1]$ and $|k^{i,N}|$ is the total variation process associated with $k^{i,N}$ (mind that it is not the modulus of $k^{i,N}$). A solution is a couple $(X^{(N)}, k^{(N)}) = (X^{i,N}, k^{i,N})_{i=1,...,N}$ of a $(\mathcal{F}_t)_t$-progressively measurable continuous semimartingale $X^{(N)}$ and a $(\mathcal{F}_t)_t$-progressively measurable $BV$ process $k^{(N)}$, satisfying the above system. Without loss of generality, we can assume $y^{(N)}_0 = 0$. We will often omit the second superscript $N$ (which denotes the number of particles) when not needed.
This system is the exact formulation of the interacting particle system (2), with the term \(dK^N\) in (2) given by
\[
dK^N = \dot{q}(t)dt + \frac{1}{N} \sum_{j=1}^{N} \mu(X^j_t)dt - \frac{1}{N} \sigma \sum_{j=1}^{N} dW^j + \frac{1}{N} \sum_{j=1}^{N} dk^j.
\]
The term \(-dk^i\) represents the reflection at the boundary of \([0, 1]\), while the term \(dK^N\) is independent of \(i\) and ensures that the empirical average \(N^{-1} \sum_{i=1}^{N} X^i_t\) stays equal to \(q(t)\).

The system (17) can be interpreted as an SDE for \(X\) on \([0, 1]^{1N}\) with oblique reflecting boundary conditions, where the direction of reflection keeps \(X^{(N)}\) in the moving hyperplane \(H_t = \{x \in \mathbb{R}^N \mid \frac{1}{N} \sum_{i=1}^{N} x^i = q(t)\}\). Another interpretation of this system is as an SDE on \(H_t \cap [0, 1]^{1N}\) with normal boundary condition, where the domain, in the frame of \(H_t\), is a moving convex polygon and the normal reflection is in the frame of \(H_t\). This interpretation is used in the proof of well-posedness of the system (17) (Proposition 5).

We work under the following assumptions on \(\mu\) and \(q\) (and \(X_0^{(N)}\)):

**Condition 1.**

\(i)\) The function \(-\mu\) is \(C^2\) on \([0, 1]\) and one-side Lipschitz-continuous, namely: there exists \(c \geq 0\) such that, for every \(x, y \in [0, 1]\),
\[
-(\mu(x) - \mu(y))(x - y) \leq c|x - y|^2, \quad \forall x, y \in [0, 1].
\]

\(ii)\) The function \(\mu\) satisfies
\[
\sup_{x \in [0, 1/2]} |x| |\mu(x)| + \sup_{x \in [1/2, 1]} |1 - x| |\mu(x)| < +\infty.
\]

\(iii)\) There exists \(0 < \rho < 1/2\) such that
\[
\text{sign}(x - 1/2)\mu(x) \geq 0, \quad \forall x \in [0, \rho][1 - \rho, \rho];
\]
moreover \(\mu(0) = \mu(1) = 0\).

**Condition 2.** The map \(q\) is a Lipschitz-continuous function of time (in particular \(\dot{q}(t)\) exists for a.e. \(t\)) and there exists \(0 < \xi < 1\) such that \(\xi \leq q(t) \leq 1 - \xi\) for every \(t\).

**Condition 3.** The (possibly random) initial datum \(X_0^{(N)}\) is \(\mathcal{F}_0\)-measurable and verifies \(0 \leq X_0^{i,N} \leq 1\) for \(i = 1, \ldots, N\) and \(\frac{1}{N} \sum_{i=1}^{N} X_0^{i,N} = q(0)\) \(P\)-a.s..

The typical example we have in mind for \(\mu\) is the derivative of a double-well potential, with logarithmic divergence at the boundary, and the typical example for \(q\) is a piecewise linear continuous function which does not touch 0 nor 1. These examples are used in the battery model from [GGM+18].

While Condition 1-(i) on \(\mu\) and Condition 2 on \(q\) are structural assumptions of our model, Condition 1-(ii) seems not really necessary: if for example \(\mu\) diverges like \(1/x^\alpha\) for some \(\alpha > 1\), we would expect that the system does not even touch the boundary, hence classical McKean-Vlasov approach should apply, but for technical reasons our proof does not apply to this situation, see Remark 23. Condition 1-(iii) is also technical and we expect that it can be removed without too much effort, see Remark 36.
Actually we do not work directly with the system (17) but, to avoid possible singularity of $\mu$ at the boundary, we take a regularization $\mu^\varepsilon$, $C^2$ on the closed domain $[0, 1]$, with $\mu^\varepsilon = \mu$ on $[\varepsilon, 1 - \varepsilon]$ and $|\mu^\varepsilon| \leq |\mu|$ on $[0, 1]$ and verifying both the one-side Lipschitz condition (18) and the condition (19) uniformly in $\varepsilon$. We then consider the system:

$$dX_t^i = (-\mu^\varepsilon(X_t^i) + \frac{1}{N}\sum_{j=1}^{N} \mu^\varepsilon(X_t^j))dt + \dot{q}(t)dt + \sigma dW_t^i - \frac{1}{N}\sum_{j=1}^{N} \sigma dW_t^j - dk_t^i + \frac{1}{N}\sum_{j=1}^{N} dk_t^j, \quad i = 1, \ldots, N,$$

$$X^i \in C([0, T]; [0, 1]), \quad k^i \in C([0, T]; \mathbb{R}) \ a.s., \quad i = 1, \ldots, N,$$

$$d|k^i| = n(X_t^i)d|k^i|, \quad i = 1, \ldots, N. \quad (20)$$

When we want to stress the dependence on $N$ and $\varepsilon$, we write $X^{1, N, \varepsilon}$ and $X^{N, \varepsilon} = (X^1, \ldots, X^N)$ and similarly for $k^{1, N, \varepsilon}$, $k^{N, \varepsilon}$.

**Remark 4.** Here and in the following, when we talk about pathwise uniqueness, resp. uniqueness in law, we refer to pathwise uniqueness of $X^{N, \varepsilon}$, resp. of the law of $X^{N, \varepsilon}$. Uniqueness of $X^{N, \varepsilon}$ implies in turn uniqueness of $k^{N, \varepsilon} = E(k^{N, \varepsilon})$, but we do not make any uniqueness statement on $k^{N, \varepsilon}$ itself.

**Proposition 5.** Assume Conditions 2 and 3 and assume that $\mu^\varepsilon$ is Lipschitz-continuous on $[0, 1]$. Then there exists a solution to the particle system (20) and this solution is pathwise unique in $X^{N, \varepsilon}$.

The basic idea of the proof is simple: namely the SDE above is an SDE on the moving domain $H_t \cap [0, 1]^N$ with normal boundary conditions. However the proof is slightly technical and postponed to Appendix 5.

**Remark 6.** Similarly to (17), any solution to (20) satisfies $\frac{1}{N} \sum_{i=1}^{N} X_t^i = q(t)$ for every $t$.

### 3.2 The McKean-Vlasov SDE

In the following, we consider again a probability space $(\Omega, \mathcal{A}, P)$ and a Brownian motion $W$ on a filtration $(\mathcal{F}_t)_t$ (satisfying the standard assumption); $E$ denotes the expectation with respect to $P$. The functions $\mu$, $q$ and $\sigma$ are as in the previous subsection.

We consider the McKean-Vlasov SDE

$$d\bar{X}_t = -\mu(\bar{X}_t)dt + \sigma dW_t + d\bar{k}_t - d\bar{k}_t,$$

$$\int_{0}^{T} E[|\mu(\bar{X}_t)|]dt < \infty, \quad E \int_{0}^{T} d|\bar{k}_t| < \infty, \quad d\bar{k}_t = (E[\mu(\bar{X}_t)] + \dot{q}(t))dt + E[d\bar{k}_t], \quad (21)$$

$$\bar{X} \in C([0, T]; [0, 1]), \quad \bar{k} \in C([0, T]; \mathbb{R}) \ a.s.,$$

$$d|\bar{k}_t| = 1_{\bar{X}_t \in [0, 1]}d|\bar{k}_t|, \quad d\bar{k}_t = n(\bar{X}_t)d|\bar{k}_t|.$$  

Here again $n$ is the outer normal vector of the domain $[0, 1]$ and $|\bar{k}|$ is the total variation process associated with $\bar{k}$ (not the modulus of $\bar{k}$). A solution is a couple $(\bar{X}, \bar{k})$ of a $(\mathcal{F}_t)_t$-progressively measurable continuous semimartingale $\bar{X}$ and a $(\mathcal{F}_t)_t$-progressively measurable $BV$ process $\bar{k}$, satisfying the above equation. Without loss of generality, we can assume $\bar{k}_0 = 0$. We sometimes say that $\bar{X}$ is a solution if there exists a process $\bar{k}$ such that $(\bar{X}, \bar{k})$ is a solution.
The assumptions on $\mu$ and $\varrho$ remain unchanged with respect to the particle system. In the assumption on $\bar{X}_0$, here the empirical average is replaced by the average with respect to $P$.

**Condition 7.** The (possibly random) initial datum $\bar{X}_0$ is $\mathcal{F}_0$-measurable and verifies $0 \leq \bar{X}_0 \leq 1$ and $\mathbb{E}\bar{X}_0 = \varrho(0)$.

**Remark 8.** As for the particle system, it is easy to see that (under Condition 7) any solution to (21) satisfies $\mathbb{E}\bar{X}_t = \varrho(t)$ for every $t$.

In view of the proof of convergence of the particle system, it is convenient to write (21) in the following equivalent way:

$$d\bar{X}_t = \varrho(t)dt + \sigma dW_t + d\bar{Z}_t - \mathbb{E}d\bar{Z}_t,$$

$$\int_0^T \mathbb{E}[|\mu(X_t)|]dt < \infty, \quad \mathbb{E}\int_0^T d|\bar{\kappa}|_t < \infty, \quad d\bar{Z}_t = -\mu(\bar{X}_t)dt - d\bar{\kappa}_t,$$

(22)

$$\bar{X} \in C([0, T]; [0, 1]), \quad \bar{\kappa} \in C([0, T]; \mathbb{R}) \text{ a.s.},$$

$$d|\bar{\kappa}|_t = 1_{\bar{X}_t \in \{0, 1\}}d|\bar{\kappa}|_t, \quad d\bar{\kappa}_t = n(\bar{X}_t)d|\bar{\kappa}|_t.$$

### 3.3 The main results

Our main results are well-posedness of the McKean-Vlasov SDE (21) and convergence of the particle system (20) to the McKean-Vlasov SDE as $N \to \infty$ and $\epsilon \to 0$.

**Theorem 9.** Take a probability space $(\Omega, \mathcal{A}, P)$, a Brownian motion $W$ on a filtration $(\mathcal{F}_t)_t$ (satisfying the standard assumption) and an initial condition $\bar{X}_0$, assume Conditions 1, 2, 7. Then there exists a unique solution $(\bar{X}, \bar{\kappa})$ to the McKean-Vlasov SDE (21).

Let $\bar{X}$ be the solution to the McKean-Vlasov SDE (21) with initial datum $\bar{X}_0$ and, for $\epsilon > 0$, $N$ in $\mathbb{N}$, let $(X_1^{1,N,\epsilon}, \ldots, X_N^{1,N,\epsilon})$ be the solution to the particle system (20) with initial datum $(X_0^1, \ldots, X_0^N)$. For $E$ Polish space and $Y^i$ $E$-valued random variables, we consider the empirical measures $\frac{1}{N} \sum_{i=1}^N Y^i$ as $\mathcal{P}(E)$-valued random variable, where $\mathcal{P}(E)$ is the space of probability measures on $E$, endowed with the Borel $\sigma$-algebra with respect to the weak convergence (convergence against $C_b(E)$ test functions).

**Theorem 10.** Assume Conditions 1, 2, 7, and Condition 3 on $\bar{X}_0$ and Condition 3 on $(X_0^1, \ldots, X_0^N)$. Assume also that $\frac{1}{N} \sum_{i=1}^N \delta_{X_i^{1,N,\epsilon}}$ converges in probability to $\text{Law}(\bar{X}_0)$ as $N \to \infty$. Then the sequence of empirical measures $\frac{1}{N} \sum_{i=1}^N \delta_{X_i^{1,N,\epsilon}}$ on $\mathcal{P}(C([0, T]))$ converges in probability to $\text{Law}(\bar{X})$, as $\epsilon \to 0$ and $N \to \infty$.

Note that the convergence result of the particle system (20) holds as $N \to \infty$, $\epsilon \to 0$ with no further restriction. In particular, one could send first $\epsilon$ to 0 and then $N$ to $\infty$ to show the convergence of the original particle system (17).

**Remark 11.** The assumptions on the initial conditions may sound a bit rigid, in particular they cannot be satisfied taking $(X_0^1, \ldots, X_0^N)$ i.i.d. copies of $\bar{X}_0$ (the empirical average is not $\varrho(0)$ for a.e. $\omega$). However:
• An easy example of \((X_1^0, \ldots, X_N^0)\) satisfying this constraint is given by taking \(Y^i\) i.i.d. copies of a variable \(\tilde{X}_0\) with mean \(q(0)\) and \(X_0^0 = Y^i - \frac{1}{N} \sum_{j=1}^N Y^j + q(0)\): by the law of large number \(\frac{1}{N} \sum_{j=1}^N Y^j\) tends to \(q(0) = E\tilde{X}_0\) and so the empirical measure of \(X_0^0\) tends to the law of \(\tilde{X}_0\) in probability.

• The assumptions can easily be relaxed allowing \(q(0) = q^N(0)\) to be random and dependent on \(N\), but keeping deterministic increments \(q^N(t) - q^N(0)\), with \(q^N(0)\) tending to \(q(0)\) in probability as \(N \to \infty\). This allows to include the case of \((X_1^0, \ldots, X_N^0)\) i.i.d. copies of \(\tilde{X}_0\).

Finally, we give another convergence result and exhibit a rate of convergence for the time marginals. We denote by \(W_2, [0,1]\) the 2-Wasserstein distance on \([0,1]\).

**Proposition 12.** Assume that \(\mu\) is \(C^2\) on \([0,1]\) so that we can take \(\mu^\epsilon = \mu\) for every \(\epsilon > 0\). Assume the conditions of Theorem 10 and assume also that \(X_{i,N}^0 = Y^i + \sum_{j=1}^N Y^j + q(0)\), where \((Y^i)_{i \in \mathbb{N}}\) is a sequence of independent and identically distributed random variables with law \(\text{Law}(\tilde{X}_0)\) (see Remark 11). Then we have the following rate of convergence:

\[
E \left[ \sup_{t \in [0, T]} W_2([0, 1], \frac{1}{N} \sum_{i=1}^N \delta_{X_{i,N}^0}) \right] = O(1/\sqrt{\log(N)}) \quad \text{as } N \to \infty.
\]

### 4 The proof

#### 4.1 The strategy

The strategy of the proof is as follows:

• We first prove uniqueness for the McKean-Vlasov SDE. For later use, we prove uniqueness among a larger class of solutions, namely possibly non-adapted processes. We also give a stability result with respect to the drift \(\mu\).

• For convergence of the particle system and existence of the McKean-Vlasov SDE, we prove uniform (in \(N\) and \(\epsilon\)) \(BV\) and Hölder estimates for \(k^{i,N,\epsilon}\) and uniform Hölder estimates for \(X^{i,N,\epsilon}\). These estimates in turn imply tightness for the empirical measures \(\frac{1}{N} \sum_{i=1}^N \delta_{X_{i,N}^0}\) and more generally for \(\frac{1}{N} \sum_{i=1}^N \delta_{(W^i, X_{i,N,\epsilon}^0, -\int_0^t \mu^\epsilon(X_{i,N,\epsilon}^0) \, dr - k^{i,N,\epsilon})}\).

• We then prove that any limit point of the empirical measures \(\frac{1}{N} \sum_{i=1}^N \delta_{X_{i,N,\epsilon}}\) is the law of a (possibly non-adapted) solution to the McKean-Vlasov SDE. Uniqueness of the McKean-Vlasov SDE implies that the whole sequence of empirical measure converges to the law of the unique solution and that this solution is actually adapted.

• Finally, we prove the rate of convergence using a pathwise approach. We first show that particle system (20) can be interpreted as the McKean-Vlasov equation with a different measure on the inputs. The core of the proof is then a stability result of the McKean-Vlasov equation with respect to the inputs.

In the following subsections, we will use the letter \(C\) to denote a positive constant, whose value may change from line to line; we will sometimes use \(C_p\) to stress the dependence on \(p\).
Remark 13. Here we comment about a possible alternative strategy, taken from \cite{BEH18, BCDRGL20}. One could try to apply the penalization method used in those works to equation (4), where in this case the penalized equation is a reflected equation. Reducing the problem to its bare bones and in order to make it as similar as possible to \cite{BEH18, BCDRGL20}, we can look at the following equation

\begin{equation}
\begin{aligned}
d\tilde{X}_t &= dW_t + d\tilde{K}_t - d\tilde{k}_t, \\
\tilde{X}_t &\leq 1, \quad d\tilde{k}_t = n(\tilde{X}_t) d[\tilde{k}]_t, \quad d[\tilde{k}]_t = 1_{\tilde{X}_t = 1} d[\tilde{k}]_t, \\
\mathbb{E}\tilde{X}_t &\geq \frac{1}{2}, \quad \tilde{K} \text{ deterministic.}
\end{aligned}
\end{equation}

The penalized version of equation (23) is the following

\begin{equation}
\begin{aligned}
d\tilde{X}_t^n &= dW_t + d\tilde{K}_t^n - d\tilde{k}_t^n, \\
\tilde{X}_t &\leq 1, \quad d\tilde{k}_t^n = n(\tilde{X}_t) d[\tilde{k}]_t^n, \quad d[\tilde{k}]_t^n = 1_{\tilde{X}_t = 1} d[\tilde{k}]_t^n, \\
\tilde{K}_t^n := &\int_0^t \varphi_n(\mathbb{E}\tilde{X}_s^n - \frac{1}{2}) ds
\end{aligned}
\end{equation}

where \( \varphi_n(x) = r^1_{x \leq \frac{1}{n}} - nr^1_{-\frac{1}{n} < x < 0} \) and \( r > 0 \) is to be choose accordingly. Equation (24) is well posed, for every \( n \) because of \cite{Szn84}.

The goal is now to construct a solution to equation (23) as a limit, for \( n \to \infty \), of a sequence of solutions \( \tilde{X}^n \) to (24). When proving that \( \tilde{X}^n \) is a Cauchy sequence in \( L^2 \) one gets

\[
\mathbb{E}[|\tilde{X}_t^n - \tilde{X}_t^m|^2] \leq -2 \int_0^t \mathbb{E}[\tilde{X}_s^n] \varphi_m(\mathbb{E}[\tilde{X}_s^m] - \frac{1}{2}) ds - 2 \int_0^t \mathbb{E}[\tilde{X}_s^m] \varphi_n(\mathbb{E}[\tilde{X}_s^n] - \frac{1}{2}) ds.
\]

Since \( \varphi \) is bounded and non-negative, one could conclude by proving that \( \mathbb{E}[\tilde{X}_t^n] - \frac{1}{2} \geq -\frac{c}{n} \) for some constant \( c > 0 \). By taking the expectation in equation (24) we get

\[
\mathbb{E}[\tilde{X}_t^n] = \mathbb{E}[\tilde{X}_0^n] + \int_0^t \varphi_n(\mathbb{E}[\tilde{X}_u^n] - \frac{1}{2}) du - \mathbb{E}[\tilde{k}_t^n - \tilde{k}_0^n].
\]

At this point we meet an additional difficulty with respect to \cite{BCDdRH20}: in order to conclude as in the argument in \cite{BCDdRH20}, one would need \( \mathbb{E}[k] \) to be Lipschitz function of time; however \( k \) is in general only of bounded variation.

Maybe one could try to penalize both reflection terms. However, this is behind the scope of the present paper.

4.2 Uniqueness and stability

In this Subsection we establish uniqueness and stability results for the McKean-Vlasov SDE (21). The following result proves the uniqueness part of Theorem 9.

Proposition 14. Assume Condition 1-(i) on \( \mu \) and that \( q \) is measurable bounded (Conditions 1 and 2 in particular are enough). Assume also Condition 7 on \( \tilde{X}_0 \). Strong uniqueness holds for the McKean-Vlasov SDE (21). Moreover, if \( \tilde{X} \) and \( \tilde{Y} \) are two solution to (21) starting from \( \tilde{X}_0, \tilde{Y}_0 \), with \( \mathbb{E}[\tilde{X}_0] = \mathbb{E}[\tilde{Y}_0] = q(0) \), it holds for some \( C > 0 \) (independent of \( \tilde{X}_0 \) and \( \tilde{Y}_0 \)), for every \( t \),

\[
\mathbb{E}|\tilde{X}_t - \tilde{Y}_t|^2 \leq e^{2Ct} \mathbb{E}|\tilde{X}_0 - \tilde{Y}_0|^2.
\]
Proof. It is enough to prove stability. We will use the superscripts $\overline{X}, \overline{Y}$ for the quantities $\overline{K}, \overline{k}, ...$ associated with $\overline{X}, \overline{Y}$. By Itô formula for continuous semimartingales [RY99] we have
\[
d|\overline{X} - \overline{Y}|^2
= 2(\overline{X} - \overline{Y})(-\mu(\overline{X}) + \mu(\overline{Y}))dt + 2(\overline{X} - \overline{Y})d\overline{K}^X - 2(\overline{X} - \overline{Y})d\overline{K}^Y
- 2(\overline{X} - \overline{Y})d\overline{k}^X + 2(\overline{X} - \overline{Y})d\overline{k}^Y.
\]
For the first addend, the one-side Lipschitz condition of $\mu$ implies
\[
(\overline{X} - \overline{Y})(-\mu(\overline{X}) + \mu(\overline{Y})) \leq c|\overline{X} - \overline{Y}|^2.
\]
For the addends with $\overline{k}$, the orientation of $\overline{k}$ (as the outward normal) implies
\[
-\int_0^t (\overline{X} - \overline{Y})d\overline{k}^X \leq 0
\]
and similarly for $(\overline{X} - \overline{Y})d\overline{k}^Y$. For the addends with $K$, we take the expectation and use that $K$ is deterministic and that $E[\overline{X}_t] = E[\overline{Y}_t] = q(t)$ (see Remark 8): we obtain
\[
E \int_0^t (\overline{X} - \overline{Y})d\overline{K}^X = \int_0^t (E[\overline{X}] - E[\overline{Y}])d\overline{K}^X = 0.
\]
Putting all together, we get
\[
E|\overline{X}_t - \overline{Y}_t|^2 \leq E|\overline{X}_0 - \overline{Y}_0|^2 + C \int_0^t E|\overline{X}_r - \overline{Y}_r|^2dr.
\]
We conclude by Gronwall inequality.

Proposition 15. Assume Condition 1-(i) and that $q$ is measurable bounded. Let $\mu^n$ a sequence of functions, with uniformly bounded one-side Lipschitz constant, converging uniformly to $\mu$ on every compact subset of $[0,1[$, such that $|\mu^n| \leq C|\mu|$ on $[0,1[$. Call $\overline{X}^n, \overline{X}$ the solutions to the SDE (21) resp. with $\mu^n, \mu$ and with the same initial condition. Then it holds, as $n \to \infty$,
\[
\sup_{t \in [0,T]} E|\overline{X}_t - \overline{X}^n_t|^2 \to 0.
\]
Proof. By Itô formula we have, proceeding as in the previous proof, we obtain
\[
d|\overline{X} - \overline{X}^n|^2 = 2(\overline{X} - \overline{X}^n)(-\mu(\overline{X}) + \mu^n(\overline{X}))dt + 2(\overline{X} - \overline{X}^n)(-\mu^n(\overline{X}) + \mu^n(\overline{X}^n))dt + d(\text{other terms}),
\]
where the other terms have non-positive expectation. For the second addend, the uniform one-side Lipschitz condition implies, for some $c > 0$ independent of $n$,
\[
(\overline{X} - \overline{X}^n)(-\mu^n(\overline{X}) + \mu^n(\overline{X}^n)) \leq c|\overline{X} - \overline{X}^n|^2.
\]
For the first addend, the integrability condition on $\mu$ in (21) implies that, for every $c > 0$, there exists $\delta > 0$ such that
\[
E \int_0^T 1_{\overline{X} \notin [\delta,1-\delta]}|\mu(\overline{X})|dr < \epsilon
\]
and similarly for $\mu^n$ since $|\mu^n| \leq C|\mu|$. By the uniform convergence of $\mu^n$ to $\mu$ on $[\delta, 1 - \delta]$, there exists $n_0$ such that, for every $n \geq n_0$, $|\mu^n - \mu| < \epsilon$ on $[\delta, 1 - \delta]$. Therefore we have

$$
\mathbb{E} \int_0^t (\bar{X} - \bar{X}^n)(-\mu(\bar{X}) + \mu^n(\bar{X})) \, dr
\leq \mathbb{E} \int_0^t 1_{\bar{X} \in [\delta, 1 - \delta]}|\mu(\bar{X}) - \mu^n(\bar{X})| \, dr + \mathbb{E} \int_0^t 1_{\bar{X} \notin [\delta, 1 - \delta]}(|\mu(\bar{X})| + |\mu^n(\bar{X})|) \, dr \leq C\epsilon.
$$

Finally we obtain, for every $n \geq n_0$,

$$
\mathbb{E}|\bar{X}_t - \bar{X}^n_t|^2 \leq C\epsilon + C \int_0^t \mathbb{E}|\bar{X}_r - \bar{X}^n_r|^2 \, dr.
$$

We conclude again by Gronwall lemma. \hfill \square

For the proof of convergence of the particle system, it is actually useful a slightly stronger uniqueness result, among a generalized class of solutions. Given a probability space $(\Omega, \mathcal{A}, P)$ and a Brownian motion $W$ on it (with respect to its natural filtration), we call generalized solution a couple $(\bar{X}, \bar{k})$ of $\mathcal{A} \otimes \mathcal{B}([0,T])$-measurable maps, satisfying the system (21) (or equivalently (22)) $P$-a.s., without any adaptedness condition; we also do not require $\mathcal{A}$ to be complete with respect to $P$. We also call weak generalized solution the object $(\Omega, \mathcal{A}, W, \bar{X}, \bar{k}, P)$. Note that the system makes sense even without adaptedness, since the noise is additive. The difference with the usual concept of solution lies exactly in the lack of adaptability (and lack of completeness of the $\sigma$-algebra $\mathcal{A}$). We say that $\bar{X}$ is a generalized solution if there exists a $\mathcal{A} \otimes \mathcal{B}([0,T])$-measurable map $\bar{k}$ such that $(\bar{X}, \bar{k})$ is a generalized solution.

**Lemma 16.** Assume Condition 1-(i) and that $q$ is measurable bounded. Assume also Condition 7 on $\bar{X}_0$. Given $(\Omega, \mathcal{A}, P)$ and $W$, uniqueness holds among generalized solutions.

**Proof.** Let $(\bar{X}, \bar{k}^{\bar{X}})$ and $(\bar{Y}, \bar{k}^{\bar{Y}})$ be two solutions. Then $\bar{X} - \bar{Y}$ is a $BV$ and continuous process satisfying $P$-a.e.

$$
d(\bar{X} - \bar{Y}) = (-\mu(\bar{X}) + \mu(\bar{Y})) \, dt + d(\bar{k}^{\bar{X}} - \bar{k}^{\bar{Y}}) + d(\bar{k}^{\bar{X}} - \bar{k}^{\bar{Y}}).
$$

Each of the addends in the right-hand side is $BV$ and continuous, in particular we can fix $\omega$ (outside a $P$-null set in $\mathcal{A}$) and apply the chain rule to get the expression for the differential of $|\bar{X} - \bar{Y}|^2$. The rest of the proof goes as in the proof of Proposition 14. \hfill \square

Another useful tool in view of particle convergence is Yamada-Watanabe principle, which, roughly speaking, states that strong uniqueness and weak existence imply uniqueness in law and strong existence. Since we are working in a slightly non-standard context, with McKean-Vlasov SDEs and with generalized solutions, we repeat the statements and the proofs for our case:

**Proposition 17** (Yamada-Watanabe, uniqueness in law). Let $(\Omega^i, \mathcal{A}^i, P^i)$, $i = 1, 2$, be two probability spaces, with associated Brownian motions $W^i$ and generalized solutions $(\bar{X}^i, \bar{k}^i)$, $i = 1, 2$, such that $\text{Law}(\bar{X}^1_0) = \text{Law}(\bar{X}^2_0)$. Then the laws of $(W^1, \bar{X}^1)$ and $(W^2, \bar{X}^2)$ coincide.

**Proof.** We take $\hat{\Omega} = (C([0,T]) \times \mathbb{R}) \times C([0,T])^2 \times C([0,T])^2$, endowed with the Borel $\sigma$-algebra $\hat{\mathcal{A}} = \mathcal{B}(\hat{\Omega})$ (with respect to the uniform topology). We call $\hat{\omega} = ((w, x_0), (\gamma^1, \kappa^1), (\gamma^2, \kappa^2))$ a generic
element of $\Omega$. Let $P^{i,W_i,X_i}$ be the conditional law of $(\hat{X}^i, \tilde{k}^i)$ with respect to $W^i$ and $X^i$, $i=1,2$. We take on $B(\Omega)$ the probability measure $\hat{P} = P^{W,X_0} \otimes P^{1,w,x_0} \otimes P^{2,w,x_0}$, where $P^{W,X_0}$ is the product of the Wiener measure and the law of $X^i_0$. We define $\hat{W}(\hat{\omega}) = w$, $\hat{X}_0(\hat{\omega}) = x_0$, $(\hat{X}^i(\hat{\omega}), \tilde{k}^i(\hat{\omega})) = (\gamma^i, \kappa^i)$, $i=1,2$, the canonical projections. Now, for each $i=1,2$, the law of $(\hat{W}, \hat{X}^i, \tilde{k}^i)$ is the law of $(W^i, X^i, \bar{k}^i)$, in particular $K^{X^i} = K^{\bar{k}^i}$. Therefore $(\hat{X}^i, \tilde{k}^i)$, $i=1,2$, are two generalized solutions to (21), defined on the same probability space $(\Omega, A, P)$ with respect to the same Brownian motion $W$ and with the same initial datum $X^i_0 = \tilde{k}^i_0 = X_0$ $P$-a.s.. By the uniqueness result, $X^1$ and $X^2$ must coincide $P$-a.s.. Hence (calling $\gamma^#_Y$ the push-forward of the projection on the $\gamma$ component), $\gamma^#_Y P^{1,w,x_0}$ and $\gamma^#_Y P^{2,w,x_0}$, the conditional laws of $\hat{X}^1$ and $\hat{X}^2$ given $(\hat{W}, \hat{X}_0) = (w, x_0)$, coincide for $P^{W,X_0}$-a.e. $(w, x_0)$. Therefore $\text{Law}(W^1, \hat{X}_0^1, \hat{X}^1) = P^{W,X_0} \otimes \gamma^#_Y P^{1,w,x_0}$ and $\text{Law}(W^2, \hat{X}_0^2, \hat{X}^2) = P^{W,X_0} \otimes \gamma^#_Y P^{2,w,x_0}$ coincide. The proof is complete.

**Proposition 18** (Yamada-Watanabe, strong existence). The generalized solution $(\hat{X}^1, \tilde{k}^1)$ is actually a strong solution to (21), that is, it is progressively measurable with respect to $(\mathcal{F}^{W,X_0}_t)_t$, the filtration generated by $W^1$, $\hat{X}_0^1$ and the $P^1$-null sets (and similarly for $(\hat{X}^2, \tilde{k}^2)$).

**Proof.** We continue using the notation of the previous proof. Call $(\hat{\mathcal{F}}^{W,X_0}_t)_t$ the filtration generated by $W$, $\hat{X}_0$ and the $P^{W,X_0}$-null sets on $C([0,T]) \times \mathbb{R}$. Note that the conditional law of $(\hat{X}^1, \tilde{k}^1, \hat{X}^2, \tilde{k}^2)$ given $(\hat{W}, \hat{X}_0) = (w, x_0)$ is $P^{1,w,x_0} \otimes P^{2,w,x_0}$. Hence, for $P^{W,X_0}$-a.e. $(w, x_0)$, conditioning to $(\hat{W}, \hat{X}_0) = (w, x_0)$, $\hat{X}^1$ and $\hat{X}^2$ coincide a.s. and are independent. Hence, for $P^{W,X_0}$-a.e. $(w, x_0)$ given, conditioning to $(\hat{W}, \hat{X}_0) = (w, x_0)$, $\hat{X}^1$ must coincide with an element $Y^T(w, x_0)$ a.s.. The random element $Y^T$, extended on a $P^{W,X_0}$-null set, defines a solution map $Y^T : C([0,T]) \times \mathbb{R} \rightarrow C([0,T])$ which is $\hat{\mathcal{F}}^{W,X_0}_T$-measurable: indeed, for every Borel subset $B$ of $C([0,T])$, $\{Y^T \in B\}$ coincides $P^{W,X_0}$-a.s. with $\{(w, x_0) \mid \gamma^#_Y P^{1,w,x_0}(B) = 1\}$, which belongs to $\hat{\mathcal{F}}^{W,X_0}_T$ (since $P^{1,w,x_0}(B)$ is $\hat{\mathcal{F}}^{W,X_0}_T$-measurable). From the previous proof, we have

$$\text{Law}(W^1, \hat{X}_0^1, \hat{X}^1) = P^{W,X_0} \otimes \gamma^#_Y P^{1,w,x_0} = \text{Law}(W, \hat{X}_0^1) \otimes \delta_{Y^T(w,x_0)},$$

therefore $\hat{X}^1 = Y^T(W^1, \hat{X}_0^1)$ $P^1$-a.s.. Since $(W, \hat{X}_0^1)$ is measurable from $\mathcal{F}^{W,X_0}_T$ to $\hat{\mathcal{F}}^{W,X_0}_T$, we conclude that $\hat{X}^1$ is $\mathcal{F}^{W,X_0}_T$-measurable.

Concerning progressive measurability, we can restrict $W^1$, $\hat{X}^1$ and $\tilde{k}^1$ on $[0, t]$ and repeat the previous argument: calling $\pi^T : C([0,T]) \rightarrow C([0,t])$ the restriction operator, we get that $\pi| (\hat{X}^1) = Y^T(\pi(W^1), \hat{X}_0^1)$ $P^1$-a.s. and $\pi| (\hat{X}^1)$ is $\mathcal{F}^{W,X_0}_T$-measurable. Hence $\hat{X}$ is adapted and therefore progressively measurable, by continuity of its paths. Progressive measurability of $\tilde{k}^1$ follows because, $P^1$-a.s.,

$$d\tilde{k}^1 = -d\hat{X}^1 - \mu(\hat{X}^1)dt + dW^1 + \mathbb{E}^{P^1}[\mu(\hat{X}^1)]dt + \mathbb{E}^{P^1}[d\tilde{k}^1].$$

The proof is complete.

**4.3 Compactness for the particle system**

Here we consider the particle system (20) and we give estimates which are uniform in $N$ and $\epsilon$. We will often omit the superscripts $N$ and $\epsilon$ for notational simplicity.
4.3.1 BV estimates

We start estimating the BV norm of the average of the drift over the particles. Throughout this subsection, we will assume Conditions 1-(i) on \( \mu \), 2 on \( q \) and 3 on \( X_0 \).

Lemma 19. For every \( 1 \leq p < \infty \), it holds

\[
\sup_{N,\epsilon} \mathbb{E} \left( \frac{1}{N} \sum_{i=1}^{N} \int_0^T |\mu'(X_{t,N,\epsilon}^i)| \, dr \right)^p + \sup_{N,\epsilon} \mathbb{E} \left( \frac{1}{N} \sum_{i=1}^{N} \int_0^T |d k_{t,N,\epsilon}^i| \right)^p < +\infty.
\]

The proofs of this lemma and of the next one use mainly two facts:

- the one-side Lipschitz property of \(-\mu\) and the reflection condition on \( k^i \), that is \( k^i \) has the same sign of \( n(X^i) \);

- the property \( \frac{1}{N} \sum_{i=1}^{N} X^i_t - q(t) = 0 \).

Let us explain briefly how these two facts yield the BV estimates. We will focus only on the bounds on \( k^i \), the bounds on \( \mu(X^i) \) being similar. As in the standard argument for boundary terms, we take the differential of \( |X^i_t - q(t)|^2 \):

\[
d|X^i - q|^2 = -2(X^i - q) dk^i + 2(X^i - q) \frac{1}{N} \sum_{j=1}^{N} dk^j + \ldots \tag{25}
\]

Disgarding the interaction terms, using the reflection condition, we would get an inequality of the form

\[
d|X^i - q|^2 = -2(X^i - q) dk^i \leq -2|X^i - q| |k^i|
\]

This inequality would give a bound on \( |X^i - q(t)| dk^i \) and so on \( dk^i \) (since \( |X^i - q(t)| \) is bounded from below when \( X^i \) is on the boundary). However, the interaction term \( 2(X^i - q) \frac{1}{N} \sum_{j=1}^{N} dk^j \) in (25) cannot be bounded as before, due to the + sign instead of − sign. To deal with it, firstly we average over \( i \): thanks to the property \( \frac{1}{N} \sum_{i=1}^{N} X^i_t - q(t) = 0 \), the average of the interaction terms disappears:

\[
\frac{1}{N} \sum_{i=1}^{N} (X^i - q) \frac{1}{N} \sum_{j=1}^{N} dk^j = 0,
\]

hence we get a bound on the average of \( dk^i \) (Lemma 19). Secondly, this bound allows to control the interaction term \( 2(X^i - q) \frac{1}{N} \sum_{j=1}^{N} dk^j \). Using this control in (25), we get a bound on \( dk^i \) for any \( i \) (Lemma 21).

Remark 20. The one-side Lipschitz condition on \(-\mu\) and the regularity of \( \mu \) in the interior \( ]0,1[ \) imply that, for any \( 0 < c < 1/2 \),

\[
\sup_{c,x \in [0,1]} (\mu'(x) \text{sign}(x - 1/2))^- < +\infty,
\]

\[
\sup_{c,x \in [c,1-c]} |\mu'(x)| < +\infty.
\]
The condition $0 < \xi \leq q(t) \leq 1 - \xi < 1$ implies that
\[
(x - q(t)) \text{sign}(x - 1/2)1_{x \notin [\xi/2, 1 - \xi/2]} \geq \frac{\xi}{2}1_{x \notin [\xi/2, 1 - \xi/2]}.
\]

Putting together the above bounds, we get, for some $C \geq 0$ independent of $x$ and $\epsilon$, for every $x$ in $]0, 1[$ and every $t$,
\[
(x - q(t))\mu^\epsilon(x) = (x - q(t))\text{sign}(x - 1/2)(\mu^\epsilon(x)\text{sign}(x - 1/2))^+1_{x \notin [\xi/2, 1 - \xi/2]} - (x - q(t))\text{sign}(x - 1/2)(\mu^\epsilon(x)\text{sign}(x - 1/2))^1_{x \notin [\xi/2, 1 - \xi/2]} - (x - q(t))\mu^\epsilon(x)1_{x \notin [\xi/2, 1 - \xi/2]}
\geq \frac{\xi}{2}(\mu^\epsilon(x)\text{sign}(x - 1/2))^+1_{x \notin [\xi/2, 1 - \xi/2]} - C
\geq \frac{\xi}{2}(\mu^\epsilon(x)\text{sign}(x - 1/2))^1_{x \notin [\xi/2, 1 - \xi/2]} - C
\geq \frac{\xi}{2}\mu^\epsilon(x)|1_{x \notin [\xi/2, 1 - \xi/2]}| - C.
\]

By continuity of $\mu^\epsilon$ on $[0, 1]$, for $\epsilon > 0$ the same estimate holds on the closed interval $[0, 1]$. From the reflection condition on $k$ we also get
\[
(X_i^t - q(t))dk_i^t \geq \xi|dk^i|.
\]

**Proof.** By Itô formula, we have
\[
dt|X^t - q(t)|^2 = 2(X^t - q(t))(-\mu^\epsilon(X^t) + \frac{1}{N}\sum_{j=1}^{N}\mu^\epsilon(X^j)) dt + 2\sigma(X^t - q(t))(dW^t - \frac{1}{N}\sum_{j=1}^{N}dW^j)
\]
\[
+ \sigma^2(1 - \frac{1}{N})dt + 2(X^t - q(t))(-dk^t + \frac{1}{N}\sum_{j=1}^{N}dk^j).
\]

We average over $i$. For the interaction term with $\frac{1}{N}\sum_{j=1}^{N}\mu^\epsilon(X^j)$, the condition $\frac{1}{N}\sum_{i=1}^{N}X_i^t = q(t)$ implies
\[
\frac{1}{N}\sum_{i=1}^{N}(X^t - q(t))\frac{1}{N}\sum_{j=1}^{N}\mu^\epsilon(X^j)dt = 0
\]
and similarly for the other interaction terms (with $\frac{1}{N}\sum_{j=1}^{N}dW^j$ and with $\frac{1}{N}\sum_{j=1}^{N}dk^j$). Hence we
get

\[ d \frac{1}{N} \sum_{i=1}^{N} |X^i - q(t)|^2 \]

\[ = -2 \frac{1}{N} \sum_{i=1}^{N} (X^i - q(t)) \mu^i(X^i) dt + 2 \frac{1}{N} \sum_{i=1}^{N} \sigma(X^i - q(t)) dW^i \]

\[ + \sigma^2 (1 - \frac{1}{N}) dt - 2 \frac{1}{N} \sum_{i=1}^{N} (X^i - q(t)) d\kappa^i. \]

Now we apply Remark 20 and obtain

\[ \frac{1}{N} \sum_{i=1}^{N} |X^i_T - q(T)|^2 + \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{T} |\mu^i(X^i)| dr + 2 \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{T} d|\kappa^i|, \]

\[ \leq \frac{1}{N} \sum_{i=1}^{N} |X^i_0 - q(0)|^2 + CT + 2 \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{T} (X^i - q(t)) dW^i \]

\[ \leq C + 2\sigma \left| \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{T} (X^i - q(r)) dW^i \right| \]

By Burkholder-Davis-Gundy inequality (and boundedness of $X$ and $q$), we arrive at

\[ C' E \left( \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{T} |\mu^i(X^i)| dr \right)^p \]

\[ + C' E \left( \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{T} d|\kappa^i| \right)^p \]

\[ \leq C + CE \left( \frac{1}{N} \sum_{i=1}^{N} \int_{0}^{T} |X^i - q(r)|^2 dr \right)^{p/2} \leq C, \]

which is the desired bound.

\[ \square \]

Thanks to the previous Lemma, we can conclude a uniform $BV$ estimate on the drift.

**Lemma 21.** For every $1 \leq p < \infty$, it holds

\[ \sup_{N, \epsilon, i=1..N} E \left( \int_{0}^{T} |\mu^\epsilon(X^{\epsilon,N,i})| dr \right)^p \]

\[ + \sup_{N, \epsilon, i=1..N} E \left( \int_{0}^{T} |d\kappa^{N,\epsilon,i}_r| \right)^p < +\infty. \]
Proof. We start as before from formula (26), for fixed \( i \), and use Remark 20, getting

\[
\begin{align*}
|X^i_T - q(T)|^2 + \xi \int_0^T |\mu^i(X^i)|dr + 2\xi \int_0^T d|k^i|, \\
\leq |X^i_0 - q(0)|^2 + CT + 2 \int_0^T |X^i_t - q(r)| \frac{1}{N} \sum_{j=1}^N |\mu^j(X^j)|dr \\
+ 2\sigma \left| \int_0^T (X^i_t - q(r))(dW^i - \frac{1}{N} \sum_{j=1}^N dW^j) \right| + \sigma^2 T + 2 \int_0^T |X^i_t - q(r)| \frac{1}{N} \sum_{j=1}^N d\kappa^j, \\
\leq C + 2 \int_0^T \frac{1}{N} \sum_{j=1}^N |\mu^j(X^j)|dr + 2\sigma \left| \int_0^T (X^i_t - q(r))(dW^i - \frac{1}{N} \sum_{j=1}^N dW^j) \right| + 2 \int_0^T \frac{1}{N} \sum_{j=1}^N d\kappa^j.
\end{align*}
\]

By Burkholder-Davis-Gundy inequality, we get

\[
C^p \mathbb{E} \left( \int_0^T |\mu^i(X^i)|dr \right)^p + C^p \mathbb{E} \left( \int_0^T d|k^i|_r \right)^p \\
\leq C + C \mathbb{E} \left( \int_0^T \frac{1}{N} \sum_{j=1}^N |\mu^j(X^j)|dr \right)^p + C + C \mathbb{E} \left( \int_0^T \frac{1}{N} \sum_{j=1}^N d\kappa^j \right)^p.
\]

Here we use Lemma 19 and conclude

\[
C^p \mathbb{E} \left( \int_0^T |\mu^i(X^i)|dr \right)^p + C^p \mathbb{E} \left( \int_0^T d|k^i|_r \right)^p \leq C.
\]

The proof is complete. \(\square\)

4.3.2 Hölder estimates

In this paragraph we use a similar strategy to estimate the Hölder norm of \( X^i \), first taking the average over \( i \) to remove the interaction term, then using the estimate on the average to control the interaction term. In order to bound the Hölder norm, we take the Itô differential of \( |X^i_t - q(t) - X^i_s + q(s)|^2 \) (instead of just \( |X^i_t - q(t)|^2 \)).

Throughout this subsection, we will assume Conditions 1-(i,ii) on \( \mu, 2 \) on \( q \) and 3 on \( X_0 \).

We start with a preliminary result which will be used in the next estimates:

Lemma 22. For every \( 1 \leq p < \infty \), it holds for some \( C_p \geq 0 \) independent of \( s, t, \)

\[
\begin{align*}
\sup_{N,r,i} \mathbb{E} \left( \int_s^t [(X^i_t - q(r) - X^i_s + q(s))\mu^i(X^i)]^- dr \right)^p &\leq C_p |t - s|^p, \\
\sup_{N,r,i} \mathbb{E} \left( \int_s^t [(X^i_t - q(r) - X^i_s + q(s))n(X^i)]^- |d\kappa^i| \right)^p &\leq C_p |t - s|^p.
\end{align*}
\]
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Proof. We start with the first inequality and we fix $\delta > 0$ small, independently of $\epsilon$ and $N$. Using the elementary inequality $[a + b]^r \leq [a]^r + [b]^r$ for $a, b \in \mathbb{R}$, we have

$$(X_t^i - q(r) - X_s^i + q(s)) \mu^r(X_t^i) - \mu^r(X_s^i)$$

$$\leq |q(r) - q(s)||\mu^r(X_t^i) + (X_t^i - X_s^i)\mu^r(X_s^i)|$$

$$\leq |q(r) - q(s)||\mu^r(X_t^i)| + |X_t^i - X_s^i| \max_{[\delta, 1 - \delta]}|\mu^r|$$

$$+ (1_{X_t^i < \delta, X_t^i \leq X_s^i} + 1_{1 - \delta < X_t^i, X_s^i \leq X_t^i})|X_t^i - X_s^i||[\text{sign}(X_t^i - 1/2)\mu^r(X_t^i)]|$$

$$+ (1_{X_t^i < X_s^i < 1} + 1_{1 - \delta < X_t^i < X_s^i})|X_t^i - X_s^i||\mu^r(X_s^i)|.$$ 

For the first added in the RHS, the Lipschitz property of $q$ and Lemma 21 give

$$\mathbb{E}\left(\int_s^t |q(r) - q(s)||\mu^r(X_t^i)|dr\right)^p \leq C|t - s|^p \mathbb{E}\left(\int_0^T |\mu^r(X_t^i)|dr\right)^p \leq C_p|t - s|^p.$$ 

For the second and third addends, we have by Remark 20 (recall $\delta$ is fixed and $X^i$ is in $[0, 1]$)

$$\mathbb{E}\left(\int_s^t |X_t^i - X_s^i| \max_{[\delta, 1 - \delta]}|\mu^r|dr\right)^p \leq C_p|t - s|^p,$$

$$\mathbb{E}\left(\int_s^t (1_{X_t^i < \delta, X_t^i \leq X_s^i} + 1_{1 - \delta < X_t^i, X_s^i \leq X_t^i})|X_t^i - X_s^i|[\text{sign}(X_t^i - 1/2)\mu^r(X_t^i)]dr\right)^p \leq C_p|t - s|^p.$$ 

Concerning the fourth addend, we consider only the case $1 - \delta < X_t^i < X_s^i$, the case $X_t^i < X_s^i < \delta$ being completely analogous. By the assumption 1-ii) we have

$$1_{1 - \delta < X_t^i < X_s^i}|X_t^i - X_s^i||\mu^r(X_t^i)| \leq C 1_{1 - \delta < X_t^i < X_s^i} \sup_{1 - \delta < x < 1} (1 - x)|\mu(x)| \leq C.$$ 

Therefore, reasoning similarly for $X_t^i < X_s^i < \delta$, we have

$$\mathbb{E}\left(\int_s^t (1_{1 - \delta < X_t^i < X_s^i} + 1_{1 - \delta < X_t^i < X_s^i})|X_t^i - X_s^i||\mu^r(X_t^i)|dr\right)^p \leq C_p|t - s|^p.$$ 

Putting all together, we obtain the first estimate. 

For the second estimate, recall that $(X_t^i - X_s^i)n(X_t^i)1_{X_t^i \in \partial[0, 1]} \geq 0$. Therefore

$$[\mu(X_t^i - q(r) - X_s^i + q(s))]^r = [\mu(X_t^i - q(r) - X_s^i + q(s))]^r 1_{X_t^i \in \partial[0, 1]}|\mu^r|$$

$$\leq |q(r) - q(s)||\mu^r||dk_t^i|.$$ 

The Lipschitz property of $q$ and Lemma 21 give

$$\mathbb{E}\left(\int_s^t |q(r) - q(s)||\mu^r^r|dr\right)^p \leq C|t - s|^p \mathbb{E}\left(\int_0^T |\mu^r|dr\right)^p \leq C_p|t - s|^p$$

and we arrive at the second estimate. 

\[\square\]
Remark 23. Only in the above proof we use Condition 1-(ii). If $\mu$ diverged at the boundaries like $x^{-\alpha}$ for some $\alpha > 1$, then a similar result to Lemma 22 should hold, but with $(X_t^r - q(r) - X_s^r + q(s))^\alpha$ in place of $(X_t^r - q(r) - X_s^r + q(s))$. However, such result would not be enough, since in the next Lemma 24 the power-1 factor $(X_t^r - q(r) - X_s^r + q(s))$ appears and is needed to cancel the interaction term when taking the average. We also expect, for $\mu$ diverging like $x^{-\alpha}$ with $\alpha > 1$, that the particles should not even touch the boundaries (as it is without interaction), but we do not focus on this point.

We estimate the Hölder norm of the average of the drift over $i$:

**Lemma 24.** There exists $0 < \alpha \leq 1/2$ such that, for every $1 \leq p < \infty$, it holds, for some $C_p \geq 0$ independent of $s, t$,

$$\sup_{N, \epsilon} E \left( \frac{1}{N} \sum_{i=1}^{N} \int_{s}^{t} |\mu^\epsilon(X_{\tau_{s,N,i}}^r)|d\tau \right)^p + \sup_{N, \epsilon} E \left( \frac{1}{N} \sum_{i=1}^{N} \int_{s}^{t} |d k_{r,s,N,i}^\epsilon| \right)^p \leq C_p |t - s|^{\alpha p}.$$

**Proof.** We start estimating the Hölder norm of $\frac{1}{N} \sum_{i=1}^{N} |X_i^r - q|^2$. For this we fix $s$ and we have, for $t > s$,

$$d|X_t^i - q(t) - X_s^i + q(s)|^2 = 2(X_t^i - q(t) - X_s^i + q(s))(-\mu^\epsilon(X_t^i) + \frac{1}{N} \sum_{i=1}^{N} \mu^\epsilon(X_t^i))dt$$

$$+ 2\sigma(X_t^i - q(t) - X_s^i + q(s))(dW_t^i - \frac{1}{N} \sum_{j=1}^{N} dW_t^j) + \sigma^2(1 - \frac{1}{N})dt$$

$$+ 2(X_t^i - q(t) - X_s^i + q(s))(-dk_t^i + \frac{1}{N} \sum_{j=1}^{N} dk_t^j).$$

Similarly to the argument in Lemma 19, averaging over $i$ we get rid of the interaction terms $\frac{1}{N} \sum_{i=1}^{N} \mu^\epsilon(X_t^i)$, $\frac{1}{N} \sum_{j=1}^{N} dW_t^j$ and $\frac{1}{N} \sum_{j=1}^{N} dk_t^j$:

$$d\left( \frac{1}{N} \sum_{i=1}^{N} |X_t^i - q(t) - X_s^i + q(s)|^2 \right)$$

$$= -2\frac{1}{N} \sum_{i=1}^{N} (X_t^i - q(t) - X_s^i + q(s))\mu^\epsilon(X_t^i)dt$$

$$+ 2\sigma \frac{1}{N} \sum_{i=1}^{N} (X_t^i - q(t) - X_s^i + q(s))dW_t^i + \sigma^2(1 - \frac{1}{N})dt - 2(X_t^i - q(t) - X_s^i + q(s))dk_t^i.$$
We take the $p$-power and obtain
\[
\left( \frac{1}{N} \sum_{i=1}^{N} \left| X^i_t - q(t) - X^i_s + q(s) \right|^2 \right)^{p/2} \leq C_p \left( \frac{1}{N} \sum_{i=1}^{N} \int_{s}^{t} \left[ (X^i_t - q(r) - X^i_s + q(s)) \mu'^*(X^i_r) \right] \, dr \right)^{p/2} + C_p \sigma^2 \left| t - s \right|^p
\]
\[
+ C_p \left( \frac{1}{N} \sum_{i=1}^{N} \int_{s}^{t} \left[ (X^i_t - q(r) - X^i_s + q(s)) \sigma^2 (X^i_r) \right] \, dr \right)^{p/2} + C_p \sigma^2 \left| t - s \right|^p
\]
\[
+ C_p \left( \frac{1}{N} \sum_{i=1}^{N} \int_{s}^{t} \left[ (X^i_t - q(r) - X^i_s + q(s)) \left( X^i_r \right)^{-1} \right] \, dr \right)^{p/2}.
\]

The first addend of the RHS is controlled via Lemma 22 and Jensen inequality (applied to the average over $i$):
\[
\mathbb{E} \left( \frac{1}{N} \sum_{i=1}^{N} \int_{s}^{t} \left[ (X^i_t - q(r) - X^i_s + q(s)) \mu'^*(X^i_r) \right] \, dr \right)^{p/2} \leq \sup_{N, \epsilon, i} \mathbb{E} \left( \int_{s}^{t} \left[ (X^i_t - q(r) - X^i_s + q(s)) \mu'^*(X^i_r) \right] \, dr \right)^{p/2} \leq C_p \left| t - s \right|^p.
\]

Similarly for the last addend. The second addend is controlled via Burkholder-Davis-Gundy inequality and Jensen inequality:
\[
\mathbb{E} \left| \frac{1}{N} \sum_{i=1}^{N} \int_{s}^{t} (X^i_t - q(r) - X^i_s + q(s)) \sigma^2 (X^i_r) \, dr \right|^p \leq C_p \sup_{N, \epsilon, i} \mathbb{E} \left( \int_{s}^{t} \left| (X^i_t - q(r) - X^i_s + q(s)) \right|^2 \, dr \right)^{p/2}
\]
\[
\leq C_p \sup_{N, \epsilon, i} \mathbb{E} \sup_t \left| X^i_t - q(t) \right|^p \left| t - s \right|^{p/2} \leq C_p \left| t - s \right|^{p/2}
\]

Therefore we have
\[
\mathbb{E} \left( \frac{1}{N} \sum_{i=1}^{N} \left| X^i_t - q(t) - X^i_s + q(s) \right|^2 \right)^{p/2} \leq C_p \left| t - s \right|^{p/2}.
\]

Now we recall the following elementary inequality (consequence of Cauchy-Schwarz inequality), for every two sequences of real numbers $a_i, b_i$:
\[
\left| \frac{1}{N} \sum_{i=1}^{N} \left( a_i^2 - b_i^2 \right) \right| \leq \left( \frac{1}{N} \sum_{i=1}^{N} |a_i - b_i|^2 \right)^{1/2} \left( \frac{1}{N} \sum_{i=1}^{N} |a_i + b_i|^2 \right)^{1/2}.
\]
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Applying this inequality to \( a_i = X_t^i - q(t) \), \( b_i = X_s^i - q(s) \) and using Jensen inequality, we get the Hölder bound on \( \frac{1}{N} \sum_{i=1}^{N} |X_t^i - q|^2 \):

\[
\mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} \left| X_t^i - q(t) \right|^2 - \left| X_s^i - q(s) \right|^2 \right]^{p/2} \leq \mathbb{E} \left[ \left( \frac{1}{N} \sum_{i=1}^{N} \left| X_t^i - q(t) - X_s^i + q(s) \right|^2 \right)^{p/2} \right]^{1/2} \left( \mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} \left| X_t^i - q(t) + X_s^i - q(s) \right|^2 \right]^{p/2} \right)^{1/2} \leq C_p |t - s|^{p/4} \sup_{N,r,i} \mathbb{E} \sup_{t} |X_t^i - q(t)|^{2p} \leq C_p |t - s|^{p/4}.
\] (28)

On the other hand, averaging (26) and using again the cancellation of the interaction terms, we get the equation for \( \frac{1}{N} \sum_{i=1}^{N} |X_t^i - q|^2 \):

\[
\frac{1}{N} \sum_{i=1}^{N} \left| X_t^i - q(t) \right|^2 - \left| X_s^i + q(s) \right|^2 = -2 \frac{1}{N} \sum_{i=1}^{N} \int_{s}^{t} (X_t^i - q(r)) \mu^r(X_t^i) dr + 2 \frac{1}{N} \sum_{i=1}^{N} \int_{s}^{t} \sigma(X_t^i - q(r)) dW^i_r
\]

\[
+ \sigma^2(1 - \frac{1}{N})(t - s) - 2 \frac{1}{N} \sum_{i=1}^{N} \int_{s}^{t} (X_t^i - q(r)) d\kappa^i_r,
\]

and so, by Remark 20, we obtain

\[
\mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} \int_{s}^{t} |\mu^r(X_t^i)| dr \right] + \mathbb{E} \left( \frac{1}{N} \sum_{i=1}^{N} \int_{s}^{t} |d\kappa^i_r| \right)^{p} \leq C_p \mathbb{E} \left( \frac{1}{N} \sum_{i=1}^{N} \int_{s}^{t} (X_t^i - q(r)) \mu^r(X_t^i) dr \right)^{p/2} + \mathbb{E} \left( \frac{1}{N} \sum_{i=1}^{N} \int_{s}^{t} (X_t^i - q(r)) d\kappa^i_r \right)^{p} + C_p (t - s)^p \leq C_p \left( \frac{1}{N} \sum_{i=1}^{N} \left| X_t^i - q(t) \right|^2 - \left| X_s^i + q(s) \right|^2 \right)^{p/2} + \mathbb{E} \left( \frac{1}{N} \sum_{i=1}^{N} \int_{s}^{t} \sigma(X_t^i - q(r)) dW^i_r \right)^{p} + C_p (t - s)^p.
\]

We control the first addend in the RHS by (28) and the second addend by Burkholder-Davis-Gundy inequality (and Jensen inequality on the average over \( i \)):

\[
\mathbb{E} \left( \frac{1}{N} \sum_{i=1}^{N} \int_{s}^{t} |\mu^r(X_t^i)| dr \right)^{p} + \mathbb{E} \left( \frac{1}{N} \sum_{i=1}^{N} \int_{s}^{t} |d\kappa^i_r| \right)^{p} \leq C_p |t - s|^{p/4} + C_p \sup_{N,r,i} \mathbb{E} \sup_{t} |X_t^i - q(t)|^p |t - s|^{p/2} + C_p (t - s)^p \leq C_p |t - s|^{p/4},
\]

which is the desired estimate with \( \alpha = 1/4 \).
Now we can prove the uniform Hölder bound:

**Lemma 25.** With the notation of the previous Lemma, for every $1 \leq p < \infty$, it holds, for some $C_p \geq 0$ independent of $s,t$,

$$\sup_{N,e,i} E|X^i_t - X^i_s|^p \leq C_p |t - s|^{\alpha p/2}.$$  

**Proof.** By Jensen inequality, it is enough to prove the estimate for $p \geq 2$. We start again with the equation (27) for a fixed $i$. Taking the $p/2$-power we obtain

$$|X^i_t - q(t) - X^i_s + q(s)|^p$$

$$\leq C_p \left( \int_s^t |(X^i_r - q(r) - X^i_s + q(s))\mu^e (X^i_r)|\,dr \right)^{p/2}$$

$$+ C_p \left( \int_s^t |X^i_r - q(r) - X^i_s + q(s)| \frac{1}{N} \sum_{j=1}^N |\mu^e (X^j_r)|\,dr \right)^{p/2}$$

$$+ C_p \sigma b \left( \int_s^t (X^i_r - q(r) - X^i_s + q(s))d(W^i_r - \frac{1}{N} \sum_{j=1}^N W^j_r) \right)^{p/2}$$

$$+ C_p \left( \int_s^t |(X^i_r - q(r) - X^i_s + q(s))n(X^i_r)|\,dk^i_r \right)^{p/2}$$

$$+ C_p \left( \int_s^t |X^i_r - q(r) - X^i_s + q(s)| \frac{1}{N} \sum_{j=1}^N |dk^j_r| \right)^{p/2}$$

The first addend of the RHS is controlled again via Lemma 22:

$$E \left( \int_s^t |(X^i_r - q(r) - X^i_s + q(s))\mu^e (X^i_r)|\,dr \right)^{p/2} \leq C_p |t - s|^{p/2}.$$  

Similarly for the fourth addend. The previous Lemma 24 allows to control the second addend:

$$E \left( \int_s^t |X^i_r - q(r) - X^i_s + q(s)| \frac{1}{N} \sum_{j=1}^N |\mu^e (X^j_r)|\,dr \right)^{p/2}$$

$$\leq C_p E \left( \int_s^t \frac{1}{N} \sum_{j=1}^N |\mu^e (X^j_r)|\,dr \right)^{p/2} \leq C_p |t - s|^{\alpha p/2}$$

Similarly for the fifth addend. The third addend is controlled via Burkholder-Davis-Gundy inequality.
This is a consequence of our argument, but we expect that the optimal Hölder exponent is still

Remark 26. We have shown that the Hölder exponent is \( \alpha/2 = 1/8 \) (since we can take \( \alpha = 1/4 \)). This is a consequence of our argument, but we expect that the optimal Hölder exponent is still \( 1/2 \).

We conclude with a Hölder estimate on the total variation of the drift:

Lemma 27. For every \( 1 \leq p < \infty \), it holds for some \( C_p \geq 0 \) independent of \( s, t \)

\[
\sup_{N, \epsilon, i} \mathbb{E} \left( \int_s^t |\mu^\epsilon(X^{\epsilon,N,i})| dr \right)^p + \sup_{N, \epsilon, i} \mathbb{E} \left( \int_s^t |d\kappa^{\epsilon,N,i}_r| \right)^p \leq C|t - s|^{\alpha p/2}.
\]

Proof. The equation (26) for \( |X_t - q(t)|^2 \) implies

\[
\int_s^t 2(X^i - q(r))\mu^\epsilon(X^i)dr + \int_s^t 2(X^i - q(r))d\kappa^i_r \\
\leq |X_s^i - q(s)|^2 - |X_t^i - q(t)|^2 + C \int_s^t \frac{1}{N} \sum_{j=1}^N |\mu^\epsilon(X^j)|dr \\
+ \left| \int_s^t 2\sigma(X^i - q(t))(dW^i - \frac{1}{N} \sum_{j=1}^N dW^j) \right| + \sigma^2(t - s) + C \int_s^t \frac{1}{N} \sum_{j=1}^N |d\kappa^j_r|,
\]

and so, by Remark 20,

\[
\int_s^t |\mu^\epsilon(X^i)|dr + \int_s^t |d\kappa^{\epsilon,N,i}_r| \\
\leq C|X_s^i - X_t^i - q(s)| + |X_s^i + X_t^i - q(s) - q(t)| + C \int_s^t \frac{1}{N} \sum_{j=1}^N |\mu^\epsilon(X^j)|dr \\
+ C \left| \int_s^t \sigma(X^i - q(t))(dW^i - \frac{1}{N} \sum_{j=1}^N dW^j) \right| + C\sigma^2(t - s) + C \int_s^t \frac{1}{N} \sum_{j=1}^N |d\kappa^j_r|.
\]
By Burkholder-Davis-Gundy inequality, we get
\[
\mathbb{E} \left( \int_s^t |\mu^\varepsilon(X^i)|\,dr \right)^p + \mathbb{E} \left( \int_s^t |\delta_{k^{\varepsilon}}| \right)^p \\
\leq CE|X^i_s - X^i_t| + q(s) + q(t) + CE \left( \int_s^t \frac{1}{N} \sum_{j=1}^N \left| \mu^\varepsilon(X^j) \right| \,dr \right)^p \\
+ C(t - s)^p + CEP \left( \int_s^t \frac{1}{N} \sum_{j=1}^N |\delta_{k^j}| \right)^p.
\]

Lemma 24 and Lemma 25 allow to conclude the desired bound.

\[\Box\]

4.4 Convergence of the particle system

In this Subsection we show the convergence of the regularized particle system (20) to the McKean-Vlasov SDE (21), by a compactness argument; as a consequence, we get the existence of a solution to (21). We are given a probability space \((\Omega, \mathcal{A}, P)\) and independent Brownian motions \(W^i, i \geq 1\), on a (right-continuous complete) filtration \((\mathcal{F}_t)\). For each \(N\), we are given \((X_0^0, \ldots, X_0^N)\) \(\mathcal{F}_0\)-measurable random variable and we let \((X^i_{t,N}, k^i_{N,N})\) be the corresponding solution to the regularized \(N\)-particle system (20). Through all the section, we assume Conditions 1, 2 and 3.

In the following we use the notation \(C_t = C([0, T]; \mathbb{R})\), \(C_t([0,1]) = C([0, T]; [0, 1])\); we use also \(W^{\beta,p}_t = W^\beta_p([0, T])\) for the fractional Sobolev space of order \(0 < \beta < 1\) and exponent \(1 \leq p < \infty\), with norm
\[
\| f \|_{W^\beta_p} = \int_0^T |f(t)|^p \,dt + \int_0^T \int_0^t \frac{|f(t) - f(s)|^p}{|t - s|^{1+\beta p}} \,ds \,dt.
\]
We consider the Polish space \(E = C_t \times C_{t,[0,1]} \times C_t\), endowed with its Borel \(\sigma\)-algebra. We denote a generic element of \(E\) as \(\gamma = (\gamma^1, \gamma^2, \gamma^3)\) or (for reasons that will be clear later) \((W, X, Z)\); with a little abuse of notation, we use

\[W, X, Z\]

also to denote the canonical projections on \(E\). We consider also the space \(P(E)\) of probability measures on \(E\) with the topology of weak convergence of probability measure (also endowed with its Borel \(\sigma\)-algebra). The space \(P(E)\) is a Polish space as well [AGS08, Remark 7.1.7]. For a measure \(\nu\) and a function \(g\) on \(E\), we use the notation \(\nu(g) = \int_E gd\mu\) (when the integral makes sense).

We take the random empirical measures on \(E\) given by
\[
L^{N,\varepsilon} = \frac{1}{N} \sum_{i=1}^N \delta_{(W^i(\omega), X^i_{t,N,\varepsilon}(\omega), - \int_0^t \mu^\varepsilon(X^i_{t,N,\varepsilon}) \,dr - k^{i,N,\varepsilon})},
\]
which are random variables on \(P(E)\). Note that, for \(\omega\) in \(\Omega\), for any Borel bounded or non-negative function \(g : E \to \mathbb{R}\),
\[
\mathbb{E}^{L^{N,\varepsilon}(\omega)}[g(W, X, Z)] = \frac{1}{N} \sum_{i=1}^N g \left( W^i(\omega), X^i_{t,N,\varepsilon}(\omega), - \int_0^t \mu^\varepsilon(X^i_{t,N,\varepsilon}) \,dr - k^{i,N,\varepsilon} \right),
\]
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where $E^{L^N,\gamma}$ is the expectation under $L^N,\gamma$. By equation (20) and the definition of $L^N,\gamma(\omega)$, for $P$-a.e. $\omega$, under the measure $L^N,\gamma(\omega)$ it holds on $E$: for every $t$,

$$X_t = X_0 + q(t) - q(0) + \sigma W_t + Z_t - \sigma E^{L^N,\gamma}[W_t] - E^{L^N,\gamma}[Z_t],$$

$$Z_t = -\int_0^t \mu^\gamma(X_r)dr - k_t,$$

(29)

$$d|k|_t = 1_{X_t \in \{0,1\}}d|k|_t, \quad dk_t = n(X_t)d|k|_t.$$

**Proposition 28.** Assume Conditions 1, 2 and 3 (actually, Condition 1-(iii) is not needed). Then the family $(\text{Law}(L^N,\gamma))_{N,\epsilon}$ (probability measures on $P(E)$) is tight.

**Remark 29.** In view of the proof, we recall the following standard/known facts:

- To prove that a family of probability measures $(P^n)_n$ on a metric space $\chi$ is tight, it is enough to find a nonnegative function $F$ on $\chi$, such that $F$ is coercive (that is, with compact sublevel sets) and $\int \chi dP^n$ is bounded uniformly in $n$.

- When $\chi = P(E)$ for $E$ as above (and more generally for every Polish space $E$), endowed with the topology of weak convergence, we can take $F(\nu) = \int E d\nu$ as nonnegative coercive function on $P(E)$, provided that $g : E \rightarrow \mathbb{R}$ is a nonnegative coercive function on $E$. Indeed, every sublevel set $\{F \leq C\}$ is compact: for any sequence $(\nu^n)_n$ of measures on $E$, if all $\nu^n$ belong to $\{F \leq C\}$, then, by the previous point applied to $g$, $(\nu^n)_n$ is tight, hence there exists a subsequence which is weakly convergent to some measure $\nu$ on $E$, and $\mu$ also belongs to $\{F \leq C\}$ by Fatou lemma.

- By Sobolev embedding, there exists $C > 0$ such that, for every $\gamma$ in $E = C_t \times C_{t,|0,1]} \times C_t$,

$$\|\gamma\|_{C^\alpha_t} \leq C \|\gamma\|_{W^{\beta,p}_t}$$

for $\alpha = \beta - 1/p$, provided that $\beta - 1/p > 0$. By Ascoli-Arzelà theorem, the norm $\|\cdot\|_{C^\alpha}$ is coercive on $E$ for $\alpha > 0$. Therefore, to show that a certain family of probability measures $P^n$ on $P(E)$ is tight, it is enough to show that

$$\sup_n E^{P^n} \int_E \|\gamma\|_{W^{\beta,p}} \mu(d\gamma) < \infty$$

for some $\beta > 0$, $p \geq 1$ with $\beta - 1/p > 0$ (here $E^{P^n}$ denotes the expectation under $P^n$).

**Proof.** By the previous Remark 29, it is enough to verify that, for some $\beta > 0$, $p \geq 1$ with $\beta > 1/p$, for $h = 1,2,3$,

$$\sup_n E \int_E \|\gamma^h\|_{W^{\beta,p}^N} L^N,\gamma(d\gamma) < \infty.$$

For $h = 1$, that is the Brownian motion component, we have

$$E \int_E \|\gamma^1\|_{W^{\beta,p}} L^N,\gamma(d\gamma) = E \frac{1}{N} \sum_{i=1}^N \|W^i\|_{W^{\beta,p}} = E\|W^1\|_{W^{\beta,p}} < \infty$$
for any $\beta < 1/2$ and $p \geq 1$.

For $h = 2$, that is the solution component, by Lemma 25 we get, for some $\beta > 0$, for every $p \geq 1$ and $0 < \delta < \beta$, for every $i = 1, \ldots, N$,

$$E[\|X_t^{i,N,\varepsilon}\|_{W_1^{\beta-\delta,p}}^p] = \int_0^T E|X_t^{i,N,\varepsilon}|^p dt + \int_0^T \int_0^T E|X_t^{i,N,\varepsilon} - X_s^{i,N,\varepsilon}|^p dt ds \leq T + \int_0^T \int_0^T |t-s|^{(1-\delta)p} ds dt \sup_{s,t} E|X_t^{i,N,\varepsilon} - X_s^{i,N,\varepsilon}|^p \leq C$$

for some $C > 0$ independent of $N$ and $\varepsilon$. It follows that

$$E\|\gamma^2\|_{W_1^{\beta-\delta,p}} = E\frac{1}{N} \sum_{i=1}^N \|X_t^{i,N,\varepsilon}\|_{W_1^{\beta-\delta,p}} \leq C.$$

A similar argument, using Lemma 27 in place of Lemma 25, works for $h = 3$. The proof is complete.

From now on, we assume that $\frac{1}{N} \sum_{i=1}^N \delta X_t^{i,N}$ converges in law to some probability measure $\text{Law}(X_0)$.

In the following, we fix a limit point $Q$ of $\text{Law}(L^{N,\varepsilon})$ and a $\mathcal{P}(E)$-valued random variable $L$ with law $Q$. With a little abuse of notation, we do not re-label the subsequence of $\text{Law}(L^{N,\varepsilon})$ converging to $Q$, and we assume that $L$ is also defined on the same probability space $(\Omega, \mathcal{A}, P)$ (this is only for notational simplicity). We call $Q^{N,\varepsilon, \cdot}$, $Q^\cdot$ the (deterministic) probability measures on $E$ obtained averaging resp. $L^{N,\varepsilon}$, $L$, namely, for every Borel bounded or nonnegative function $g$ on $E$,

$$E^{Q^{N,\varepsilon}}[g] = E[L^{N,\varepsilon}(g)], \quad E^{Q^\cdot}[g] = E[L(g)],$$

where $E^Q$ denotes the expectation with respect to $Q$.

**Remark 30.** We recall some useful facts of convergence in law of random probability measures.

- Let $H : E \rightarrow \hat{E}$ a continuous map with values in some Polish space $\hat{E}$, then the $\mathcal{P}(\hat{E})$-valued random variables $H_\# L^{N,\varepsilon}$ converge in law to $H_\# L$. This follows from the continuity of the map $\nu \mapsto H_\# \nu$, which in turn follows from the continuity of $H$.

- Let $g$ be in $C_b(E)$, then the real-valued random variables $L^{N,\varepsilon}(g)$ converge in law to $L(g)$. Similarly to the previous point, this follows from the continuity of the map $\nu \mapsto \nu(g)$.

- The probability measures $Q^{N,\varepsilon, \cdot}$ converge weakly to $Q^\cdot$: indeed, for every $g$ in $C_b(E)$, $E[L^{N,\varepsilon}(g)]$ converge to $E[L(g)]$.

- For any Borel set $B$ of $E$, it holds $L^{N,\varepsilon}(B) = 1$ $P$-a.s. if and only if $Q^{N,\varepsilon, \cdot}(B) = 1$; similarly for $L$ and $Q^\cdot$.

Now we show that, for a.e. $L$, $W$ (the first component in $E$) is a Brownian motion under $L$ and $X$ is a generalized solution to the McKean-Vlasov equation, with the right initial condition, under $L$. Roughly speaking, we would like to pass to the limit (as $N \rightarrow \infty$ and $\varepsilon \rightarrow 0$) in equation (29)
and get the McKean-Vlasov SDE (22). The proof is in two parts. In the first part, we prove that the expectation of $X_t$ under $L$ is $q(t)$, this implies the first line in (22); we also prove that the law of the initial condition $X_0$ and $W$ is $\text{Law}(X_0) \otimes \text{Wiener measure}$. In the second part we identify the reflection term and prove its properties, getting the equalities for $\bar{Z}$ and $\bar{k}$ in (22).

**Lemma 31.** It holds $P$-a.s.:

- For every $t$,
  \[ E^L_t[X_t] = q(t). \]

- Under the measure $L$, the random path
  \[ t \mapsto X_t - X_0 - \sigma W_t - Z_t \]
  is actually $L$-a.s. deterministic; that is, the law of this path under $L$ is a Dirac delta.

**Proof.** For the first point, we start fixing $t$. The function on $E$ defined by $(W, X, Z) \mapsto X_t$ is continuous and bounded (as $X$ takes values in $[0,1]$). Therefore, by Remark 30, the random variables $E^{L_{N,\epsilon}}_t[X_t]$ converge in law to $E^L_t[X_t]$. On the other hand, equation (20) gives, for every $(N, \epsilon)$, $P$-a.s.,

\[ E^{L_{N,\epsilon}}_t[X_t] = \frac{1}{N} \sum_{i=1}^{N} X^{i,N,\epsilon}_t = q(t). \]

Hence the law of $E^L_t[X_t]$ is $\delta_{q(t)}$, that is $E^L_t[X_t] = q(t)$ on a $P$-full measure set $\Omega_t$, which may depend on $t$. To make the exceptional set independent on $t$, we note that, by dominated convergence theorem, $t \mapsto E^L_t[X_t]$ is continuous for every $\omega$ and that $q$ is also continuous by assumption, hence we have the equality for every $t$ in the full-measure set $\Omega' = \cap_{\tilde{\omega} \in Q \cap [0,T]} \Omega_t$. The proof of the first point is complete.

For the second point, we have to prove that $(X - X_0 - \sigma W - Z)_{\#}L$ is a Dirac delta $P$-a.s.. By Remark 30, the $P(C_t)$-valued random variables $(X - X_0 - \sigma W - Z)_{\#}L^{N,\epsilon}$ converge in law to $(X - X_0 - \sigma W - Z)_{\#}L$ on the other hand, equation (20) gives, for every $(N, \epsilon)$, $P$-a.s.: for every $i = 1, \ldots, N$,

\[ (X - X_0 - \sigma W - Z)_{\#} \delta_{(W^i, X^{i,N,\epsilon}_t - f_0 \mu^* (X^{i,N,\epsilon}_t)dr - k^{i,N,\epsilon})} \]

\[ = \delta_{X^{i,N,\epsilon}_t - X_0^{i,N,\epsilon} - \sigma W^i + f_0 \mu^* (X^{i,N,\epsilon}_t)dr + k^{i,N,\epsilon}} \]

\[ = \delta_{q(t) - q(0) + \sum_{j=1}^{N} [f_0 \mu^* (X^{j,N,\epsilon}_t)dr - \sigma W^i + k^{i,N,\epsilon}]} =: \delta_{\gamma^{N,\epsilon}}. \]

Note that $\gamma^{N,\epsilon}$ is independent of $i$. Averaging over $i$, we get

\[ (X - X_0 - \sigma W - Z)_{\#}L^{N,\epsilon} = \delta_{\gamma^{N,\epsilon}}, \]

in particular $(X - X_0 - \sigma W - Z)_{\#}L^{N,\epsilon}$ is concentrated on the subset $\delta_{\gamma}$ of $C_t$. We claim that $\{\delta_{\gamma} \mid \gamma \in C_t\}$ is a closed set in $P(C_t)$. Hence, since $(X - X_0 - \sigma W - Z)_{\#}L^{N,\epsilon}$ converges in law to $(X - X_0 - W - Z)_{\#}L$, also $(X - X_0 - \sigma W - Z)_{\#}L$ is concentrated on $\{\delta_{\gamma} \mid \gamma \in C_t\}$, that is the law of $X - X_0 - \sigma W - Z$ under $L$ is a Dirac delta.
It remains to prove the above claim. If \( \delta_{r,n} \) converge to a measure \( \nu \), then, by tightness of \( \delta_{\gamma,n} \), there exists a compact set \( K \) in \( C_t \) such that \( \delta_{\gamma,n}(K) > 1/2 \) and so \( \gamma^n \) belong to \( K \), for every \( n \). Therefore there exists a subsequence \( \gamma^{n_k} \) converging to some element \( \gamma \) in \( K \), hence \( \delta_{\gamma,n} \) converge to \( \delta_\gamma \) and so \( \nu = \delta_\gamma \) belongs to \( \{ \delta_\gamma \mid \gamma \in C_t \} \), which is then closed. The proof of the second point is complete.

**Lemma 32.** It holds \( P \)-a.s.: under \( L \), the \( C_t \times \mathbb{R} \)-valued random variable \( (W, X_0) \) has law \( P^W \otimes \text{Law}(X_0) \), where \( P^W \) is the Wiener measure.

**Proof.** The map from \( E \) to \( C_t \times \mathbb{R} \) defined by \( (W, X, Z) \mapsto (W, X_0) \) is continuous. Therefore, by Remark 30, the random empirical measures

\[
(W, X_0)\#L^{N,e} = \frac{1}{N} \sum_{i=1}^N \delta_{(W^i, X_0^i, n^i)}
\]

converge in law to \( (W, X_0)\#L \). On the other hand, the above random measures converge in law to \( P^W \otimes \text{Law}(X_0) \) (see e.g. [CDFM20, Lemma 29]). Hence the law of \( L(W, X_0) \) is \( \delta_{P^W \otimes \text{Law}(X_0)} \), that is \( \text{Law}(W, X_0) = P^W \otimes \text{Law}(X_0) \) \( P \)-a.s.. The proof is complete.

Next we define the process \( k \) by

\[
k_t = k(X, Z)_t = - \int_0^t 1_{X_r \notin [0,1]}|dZ_r|,
\]

if \( Z \) is a \( BV \) path on \([0, T]\), \( k_t = 0 \) otherwise. We call \( |k| \) the total variation process associated with \( k \).

**Lemma 33.** It holds \( P \)-a.s.:

- The processes \( Z, \int_0^t \mu(X_r)dr, k \) have \( BV \) trajectories \( L \)-a.e. and their \( BV \) norms are \( p \)-integrable with respect to \( L \), for any \( 1 \leq p < \infty \).
- It holds \( L \)-a.e.: for every \( t \geq 0 \),

\[
Z_t + k_t = \int_0^t 1_{X_r \notin [0,1]}dZ_r = - \int_0^t \mu(X_r)1_{X_r \notin [0,1]}dr.
\]

- It holds \( L \)-a.e.: the process \( k \) satisfies the condition

\[
d|k_t| = 1_{X_t \notin (0,1)}d|k_t|, \quad dk_t = n(X_t)d|k_t|.
\]

**Proof.** For all statements but the \( p \)-integrability of the \( BV \) norms, by Remark 30, it is enough to prove these statements \( Q^e \)-a.e. (recall \( Q^e \) is the average of \( L \)) instead of \( L \)-a.e. (provided we work with Borel sets/properties, as the proof will do); it is also enough to prove \( p \)-integrability of the \( BV \) norms of \( Z, \int_0^t \mu(X_r)dr, k \) with respect to \( Q^e \). Again by Remark 30, the measures \( Q^{N,e} \) converge in law to \( Q^e \), hence we can work with \( Q^{N,e} \) and \( Q^e \) only.

**BV property of \( Z \) and \( k \).** By Lemma 21, we have

\[
E^{Q^{N,e}} |Z|_V^p \leq E^{Q^{N,e}} \frac{1}{N} \sum_{i=1}^N \left( \int_0^T |\mu^{i}(X_r^{i,N,e})|dr + |k^{i,N,e}|_T \right)^p \leq C
\]

(33)
for some constant $C$ independent of $\epsilon$ and $N$. Now the $BV$ norm is lower semi-continuous in $C_t$, since it can be written as

$$\|\gamma\|_{BV} = \sup_{\pi} \sum_{|t_i, t_{i+1}| \in \pi} |\gamma(t_{i+1}) - \gamma(t_i)|,$$

the sup being over all partitions $\pi$ of $[0, T]$. Therefore it holds

$$E^{Q^\epsilon} \|Z\|_{BV}^p \leq C,$$

in particular $Z$ and so $k$ have $BV$ paths $Q^\epsilon$-a.s.

**Support property of $|k|$.** By definition, $k$ is concentrated on $\{t \in [0, T] \mid X_t \in \{0, 1\}\}$, which is a closed set, hence also its total variation process $|k|$ is concentrated on this set and we conclude that

$$d|k|_t = 1_{X_t \in \{0, 1\}} d|k|_t. \quad (34)$$

**BV property of $\int_0^T \mu(X_r)dr$.** Since $\mu^\epsilon \geq \mu^\delta$ for $\epsilon < \delta$, by monotone convergence theorem we have

$$E^{Q^\epsilon} \left( \int_0^T |\mu(X_r)| dr \right)^p = \sup_{\delta} E^{Q^\epsilon} \left( \int_0^T |\mu^\delta(X_r)| dr \right)^p \leq \lim_{N, \epsilon} E^{Q^\epsilon} \left( \int_0^T |\mu^\epsilon(X_r)| dr \right)^p \leq \lim_{N, \epsilon} E^{Q^\epsilon} \left( \int_0^T |\mu^\epsilon(X_r)| dr \right)^p < \infty,$$

in particular also $\int_0^T \mu(X_r)dr$ has $BV$ trajectories, with $Q^\epsilon$-integrable $BV$ norm.

**Representation formulae for $Z + k$ and $k$.** We take $a > 0$, $\delta > 0$, $\varphi : [0, 1] \rightarrow \mathbb{R}$ $C^1$ function with support in $[\delta, 1 - \delta]$, $\tilde{n} : [0, 1] \rightarrow \mathbb{R}$ a continuous extension of the outer normal $n$ with support on $[\delta, 1 - \delta]^c$ and with $\tilde{n} \geq 0$ on $[1 - \delta, 1]$ and $\tilde{n} \leq 0$ on $[0, \delta]$, $g, h : [0, T] \rightarrow \mathbb{R}$ continuous with $g$ non-negative. We consider the set

$$A = A_{a, \varphi, \tilde{n}, h, g} = \{(W, X, Z) \in E \mid \|Z\|_{BV} \leq a, \int_0^T h(r) \varphi(X_r) dZ_r = -\int_0^T h(r) \varphi(X_r) \mu(X_r) dr, \int_0^T g(r) \tilde{n}(X_r) dZ_r \leq 0\}.$$

**Lemma 34.** The set $A$ is closed in $E$.

**Proof.** Let $(W^n, X^n, Z^n)$ be a sequence in $A$ converging to $(W, X, Z)$ uniformly. Since the $BV$ norm of $Z^n$ is bounded by $a$ for every $n$, up to taking a subsequence we can assume that $dZ^n$ converges
weakly-* to a measure \( \nu \) with total variation \( \|\nu\|_{TV} \leq a \). Passing to the limit in the chain rule for \( Z \), we find that, for every \( \psi \) in \( C^\infty([0,T]) \),
\[
\int_0^T \psi d\nu = \psi(T)Z_T - \psi(0)Z_0 - \int_0^T \psi' Z \, dr.
\]
Hence \( \nu \) is the distributional derivative of \( Z \), which therefore satisfies \( \|Z\|_{BV} \leq a \).

Concerning the stability of the conditions involving \( \mu \) and \( \tilde{\mu} \), note that \( h(r)\varphi(X^n) \to h(r)\varphi(X) \) uniformly and also \( h(r)\varphi(X^n)\mu(X^n) \to h(r)\varphi(X)\mu(X) \) uniformly (since \( \mu \) is \( C^1 \) on \( [\delta, 1-\delta] \)).

This fact and the weak-* convergence of \( Z^n \) implies that
\[
\int_{[0,T]} h(r)\varphi(X_r)dZ_r = \lim_n \int_{[0,T]} h(r)\varphi(X^n_r)dZ^n_r
\]
\[
= -\lim_n \int_{[0,T]} h(r)\varphi(X^n_r)\mu(X^n)dr = -\int_{[0,T]} h(r)\varphi(X_r)\mu(X)dr.
\]

Reasoning similarly for \( \tilde{\mu} \), we find
\[
\int_{[0,T]} g(r)\tilde{\varphi}(X_r)dZ_r = \lim_n \int_{[0,T]} g(r)\tilde{\varphi}(X^n_r)dZ^n_r \leq 0.
\]

This proves that \( (W, X, Z) \) is in \( A \). Hence \( A \) is closed.

Now the equation for \( X^{\epsilon,N} \) and Condition 1-(iii) imply, for \( \delta < \rho \): for \( \epsilon < \delta \), under \( Q^{\epsilon,N,\epsilon} \) it holds a.s.
\[
\int_{[0,T]} h(r)\varphi(X_r)dZ_r = -\int_{[0,T]} h(r)\varphi(X_r)\mu(X)dr,
\]
\[
\int_{[0,T]} g(r)\tilde{\varphi}(X_r)dZ_r = -\int_{[0,T]} g(r)\tilde{\varphi}(X_r)(\mu'(X_r)dr + d\kappa r) \leq 0.
\]

Moreover the uniform bound (33) implies
\[
Q^{\epsilon,N,\epsilon}\{\|Z\|_{BV} > a\} \leq \frac{1}{a} \mathbb{E}Q^{\epsilon,N,\epsilon}\|Z\|_{BV} \leq C/a.
\]

Therefore, for \( \delta < \rho \), for any \( a \), \( Q^{\epsilon,N,\epsilon}(A) \geq 1 - C/a \). Since \( A \) is closed, we conclude that \( Q^{\epsilon}(A) \geq 1 - C/a \). Hence \( Q^{\epsilon} \) is concentrated on the set
\[
B_{\varphi,\tilde{\varphi},h,g} = \{(W, X, Z) \in \Omega \mid \|Z\|_{BV} < \infty, \int_{[0,T]} h(r)\varphi(X_r)dZ_r = -\int_{[0,T]} h(r)\varphi(X_r)\mu(X)dr, \int_{[0,T]} g(r)\tilde{\varphi}(X_r)dZ_r \leq 0\},
\]
for every \( \varphi, \tilde{\varphi}, h, g \) as above. Now we take: \( \varphi = \varphi^m \) tending pointwise to \( 1_{[0,1]} \) and uniformly bounded in \( m; \tilde{\varphi} = \tilde{\varphi}^m \) tending pointwise to \( \kappa(x)1_{[0,1]} \) and uniformly bounded in \( m; \) \( h \) in acountable dense set \( D \) in \( C_t \), \( g \) in \( D^+ \) countable dense set \( D^+ \) in \( \{g \in C_t \mid g \geq 0\} \). Therefore we have
\[
Q^{\epsilon} \text{ is concentrated on } \tilde{B} = \cap_{m,h\in D,D^+,g\in D^+} B_{\varphi^m,\tilde{\varphi}^m,h,g} \cap \{(W, X, Z) \mid \int_{[0,T]} \mu(X)dr \in BV\}. \tag{35}
\]
Lemma 35. For every \((W,X,Z)\) in \(\tilde{B}\), it holds:

\[
\int_0^t 1_{X_r \in [0,1]} dZ_r = - \int_0^t \mu(X_r) 1_{X_r \in [0,1]} dr \quad \forall t, \tag{36}
\]

\[
dk_t = n(X_t) d|k|_t. \tag{37}
\]

Proof. For every \((W,X,Z)\), for every fixed \(h\) in \(D\) and \(g\) in \(D^+\), the \(BV\) property of \(Z\) (and so of \(k\)) and of \(\int_0^t \mu(X_r) dr\) implies, via dominated convergence theorem,

\[
\int_0^T h(r) \varphi^m(X_r) dZ_r \to \int_0^T h(r) 1_{X \in [0,1]} dZ_r, \quad \int_0^T h(r) \varphi^m(X_r) \mu(X_r) dr \to \int_0^T h(r) 1_{X \in [0,1]} \mu(X_r) dr,
\]

\[
\int_0^T g(r) \tilde{n}^m(X_r) dZ_r \to - \int_0^T g(r) n(X_r) dk_r.
\]

Therefore, if \((W,X,Z)\) is in \(\tilde{B}\), passing to the limit in \(m\) in the definition of \(B_{\varphi,n,h,g}\) we get

\[
\int_0^T h(r) 1_{X \in [0,1]} dZ_r = - \int_0^T h(r) \mu(X_r) 1_{X \in [0,1]} dr,
\]

\[
- \int_0^T g(r) n(X_r) dk_r \leq 0.
\]

for all \(h\) in \(D\), \(g\) in \(D^+\). By the density of \(D\) and \(D^+\) we obtain (36) and that \(n(X_r) dk_r \geq 0\), which together with (34) implies (37).

Thanks to (35) and Lemma 35, we conclude that, for \(Q\)-a.e. \((W,X,Z)\), the representation formulae (36) and (37) hold. Therefore (31) and (32) hold. The proof of Lemma 33 is complete.

Remark 36. Only in the above proof we use Condition 1-(iii). If \(\sigma \neq 0\), we expect that, by a suitable version of Girsanov theorem on domains, the time spent by \(X\) on the boundary has zero Lebesgue measure, \(Q\)-a.e.. Morally this should allow to remove or relax the condition 1-(iii).

We are ready to prove:

Proposition 37. It holds \(P\)-a.e.: under L, \((X,k)\) is a generalized solution to the McKean-Vlasov problem (21) starting from \(X_0\), with initial distribution \(\text{Law}(X_0)\) (more precisely, \((E,\mathcal{E}(E),W,X,k,L)\) is a weak generalized solution with initial distribution \(\text{Law}(X_0)\)).

Proof. By Lemma 32, \(P\)-a.s., \(W\) is a Brownian motion under \(L\) and \(X_0\) is independent of \(W\). As a consequence of Lemma 31 it holds, \(P\)-a.s., under \(L\): for every \(t\),

\[
X_t = X_0 + Z_t + \sigma W_t + q(t) - q(0) - \mathbb{E}^L Z_t, \tag{38}
\]

where we have used \(\mathbb{E}^L W_t = 0\). By Lemma 33, it holds, \(P\)-a.s., under \(L\): \(\int_0^t \mu(X_r) 1_{X_r \in [0,1]} dr\) and \(k\) are in \(BV\) with integrable \(BV\) norms and, for every \(t\),

\[
Z_t = - \int_0^t \mu(X_r) 1_{X_r \in [0,1]} dr - k_t = - \int_0^t \mu(X_r) dr - k_t, \tag{39}
\]

where \(k_t\) satisfies (32) and where we have used that \(\mu(0) = \mu(1) = 0\). Therefore \((X,k)\) satisfies (22) and so it is a generalized solution.
We deduce, via Yamada-Watanabe, the existence of a strong solution to (21), that is the existence part of Theorem 9, as well as uniqueness in law:

**Corollary 38.** It holds P-a.s.: under L, \((X,k)\) is a strong solution to the SDE (21) and the law of \(X\) under L coincide with the unique law \(\text{Law}(\bar{X})\) of any solution to (21) starting from \(\text{Law}(X_0) = \text{Law}(\bar{X}_0)\).

**Proof.** We have P-a.s.: the couple \((X,k)\) is a weak generalized solution under L, hence it is a strong solution, via Proposition 18. Proposition 17 gives uniqueness in law for the X component. \(\square\)

Finally we arrive at the convergence result, that is Theorem 10:

**Corollary 39.** The family \((\frac{1}{N}\sum_{i=1}^{N} \delta_{X_{\epsilon,N,i}} = X_{\epsilon,L^{\infty,N}})\) of random probability measures on \(C([0,T]; [0,1])\) converges in probability, as \(\epsilon \to 0\) and \(N \to \infty\), to the law of the McKean-Vlasov solution \(\bar{X}\) (starting from \(\text{Law}(\bar{X}_0)\)).

**Proof.** Since the limit \(\text{Law}(\bar{X})\) is deterministic (and \(\mathcal{P}(E)\) is a metric space), it is enough to prove convergence in law. Since \(\mathcal{P}(\mathcal{P}(E))\) is a metric space and the family \((\text{Law}(X_{\epsilon,L^{\infty,N}}))_{\epsilon,N}\) is relatively compact (that is tight), it is enough to prove that every limit point of \((\text{Law}(X_{\epsilon,L^{\infty,N}}))_{\epsilon,N}\) is actually \(\delta_{\text{Law}(\bar{X})}\). This is an immediate consequence of Corollary 38. The proof is complete. \(\square\)

### 4.5 Pathwise analysis

This subsection is dedicated to the proof of Proposition 12: we assume in this Subsection the conditions of Proposition 12. We use a pathwise approach developed e.g. in [CDFM20], we explain first briefly the core idea behind it. Let \((\Omega, \mathcal{A}, \mathbb{P})\) be a probability space and \(W: \Omega \to C([0,T], \mathbb{R})\) a random variable on this space. Note that at this point we do not impose that \(W\) is a Brownian Motion. Consider the SDE

\[
\begin{align*}
dX_t &= [-\mu(X_t) + \mathbb{E}[\mu(X_t)]]dt + \eta \, dt + \sigma \, dW_t - \sigma \mathbb{E}[dW_t] + \mathbb{E}[dk_t] \\
X &\in C([0,T]; [0,1]), \quad k \in C([0,T]; \mathbb{R}), \\
d|k| &= 1_{X_t \in (0,1)}d|k|, \quad dk = u(X_t)d|k|.
\end{align*}
\]

If we endow the probability space with a (right-continuous complete) filtration \((\mathcal{F}_t)_{t \geq 0}\) and assume that \(W\) is a Brownian Motion with respect to this filtration, clearly equation (40) is exactly the McKean-Vlasov equation (21).

On the other hand, let \((X^{(N)},k^{(N)})\) be the solution of the interacting particle system (20). Let \(\omega \in \Omega\) be fixed. On a suitable discrete probability space endowed with the point counting measure the process \((X^{(N)},k^{(N)})(\omega) = (X^{(N)}(\omega), k^{(N)}(\omega))_{i=1,...,N}\) is a random variable in the variable \(i\) and as such a solution to equation (40). The mean with respect to the point counting measure is exactly the empirical average.

This is the main idea behind the proof of the Lemma 41. First we recall the definition of Wasserstein distance.

**Definition 40.** Let \((E,d)\) be a polish space. Let \(\mathcal{P}_2(E)\) be the space of probability measures on \(E\) with finite second moment. The 2-Wasserstein distance on \(\mathcal{P}(E)\) is defined as

\[
\mathcal{W}_{2,E}(\mu, \nu) := \inf \left\{ \left( \int_{E \times E} d(x,y)^2 m(dx,dy) \right)^{\frac{1}{2}} \mid m \text{ coupling of } \mu, \nu \right\}, \quad \mu, \nu \in \mathcal{P}_2(E).
\]
Lemma 41. Let \((\tilde{X}, \tilde{k})\) be the solution to equation (21) with initial condition \(\tilde{X}_0\) with law \(\nu_0\). Let \((X^{(N)}, k^{(N)})\) be a solution to the interacting particle system (20) with initial condition \(X^{(N)} = (X_0^{1,N}, \ldots, X_0^{N,N})\). Assume that \((\tilde{X}_0, X^{(N)}_0)\) is independent on the noise \(W^{(N)} = (W^1, \ldots, W^N)\).

For every \(t \in [0, T]\), we have \(\mathbb{P} - a.s.,\)

\[
\mathcal{W}_{2,\mathbb{R}}(\text{Law}(\bar{X}_t), \mathbb{1}_N \sum_{i=1}^{N} \delta_{X^{1,N}_i})^2 \leq C \left( 1 + \mathbb{E} \left( \left( \int_0^T d|\tilde{k}|_s \right)^2 \right) + \frac{1}{N} \sum_{i=1}^{N} \left( \int_0^T d|k^{1,N}_i|_s \right)^2 \right) \cdot \mathcal{W}_{2,\mathbb{R}}((0, T], \mathbb{R})(\text{Law}(W), \mathbb{1}_N \sum_{i=1}^{N} \delta_{W^1})^2 + \mathcal{W}_{2,\mathbb{R}}([0,1]) (\nu_0, \mathbb{1}_N \sum_{i=1}^{N} \delta_{X^{1,N}_i})^2.
\]

Proof. For simplicity of notation, we take \(\sigma = 1\) (the argument is the same for general \(\sigma \in \mathbb{R}\)). Call \(\nu := \text{Law}(W)\) the Wiener measure on \([0, T], [0, 1]\). For a fixed \(\omega \in \Omega\), we consider the empirical measure \(L^{N,\omega} := \frac{1}{N} \sum_{i=1}^{N} \delta_{(W^i(\omega), X^{1,N}_i(\omega))}\) as a law on \(E = (C_t, [0, 1], \mathcal{B}(C_t) \times \mathcal{B}([0, 1]))\).

Let \(P^\omega \in \mathcal{P}(E \times E)\) be any coupling of \(\nu \otimes \nu_0\) and \(L^{N,\omega}\). It is easy to verify that \(P^\omega\) can be seen as a measure on \(\Omega^\omega := (E \times \{(W^i(\omega), X^{1,N}_i(\omega)), \ldots, (W^N(\omega), X^{N,N}_i(\omega))\})\), endowed with the product \(\sigma\)-algebra \(\mathcal{A}^\omega := \mathcal{B}(C_t) \times 2^{\{W^i(\omega), X^{1,N}_i(\omega), \ldots, (W^N(\omega), X^{N,N}_i(\omega))\}}\). Indeed, for every Borel bounded test function \(\varphi : E \times E \to \mathbb{R}\),

\[
P^\omega(\varphi) = \int_{E \times E} \varphi(x, y) P^\omega(dx, dy) L^{N,\omega}(dy) = \mathbb{1}_N \sum_{i=1}^{N} \int_{E} \varphi(x, (W^i(\omega), X^{1,N}_i(\omega))) P^\omega(dx, d(W^i(\omega), X^{1,N}_i(\omega)))
\]

On the space \((\Omega^\omega, \mathcal{A}^\omega, P^\omega)\) we define the projections \((\Pi^1, \Pi^1_0) \sim \nu \otimes \nu_0\) and \((\Pi^2, \Pi^2_0) \sim L^{N,\omega}\) on the first and second marginal space, respectively (in particular, \(\Pi^1 \sim \nu\) and \(\Pi^2 \sim \mathbb{1}_N \sum_{i=1}^{N} \delta_{W^i(\omega)}\)). Since the law of \(\Pi^1\) is the Wiener measure \(\nu\), we have that \(\Pi^1\) is a Brownian motion, and if we plug it as the driver of equation (40) we obtain a strong unique solution \((\tilde{X}, \tilde{k})\) thanks to Theorem 9.

Let \((X^{(N)}, k^{(N)})\) be the solution of equation (20) given by Proposition 5. There exists a set of full measure \(\Omega_0 \subset \Omega\) such that for every \(\omega \in \Omega_0\) and every \(1 \leq i \leq N\), \((X^{i,N}(\omega), k^{i,N}(\omega))\) satisfies equation (20). Defining \((\tilde{X}, \tilde{k})(W^i(\omega), X^{1,N}_i(\omega)) := (X^{1,N}_i, k^{1,N}_i)(\omega)\), we have that, for every \(t \in [0, T]\), \(\mathbb{E}_{P^\omega}[\tilde{k}_t] = \frac{1}{N} \sum_{i=1}^{N} \tilde{k}_t^{i,N}(\omega)\) and

\[
d\tilde{X}_t = (\mu(\tilde{X}_t) - \mathbb{E}_{P^\omega}[\mu(\tilde{X}_t)])dt + dq_t + d\Pi^1_t - d\Pi^2_t - d\mathbb{E}_{P^\omega}[\Pi^2_t] + d\mathbb{E}_{P^\omega}[\tilde{k}_t], \quad \text{on } \Omega_0.
\]
We define \( b(\bar{X}_t) := \mu(\bar{X}_t) - \mathbb{E}_{P^{\omega}}[\mu(\bar{X}_t)] \) and we estimate the following

\[
\frac{1}{2} d(\bar{X}_t - \bar{X}_t - (\Pi^1_t - \Pi^2_t) + \mathbb{E}_{P^{\omega}}[\Pi^1_t - \Pi^2_t] + \int_0^t [b(\bar{X}_s) - b(\bar{X}_s)] ds^2 \\
= - (\bar{X}_t - \bar{X}_t) d\bar{k}_t + (\bar{X}_t - \bar{X}_t) d\bar{k}_t + (\Pi^1_t - \Pi^2_t) d\bar{k}_t - (\Pi^1_t - \Pi^2_t) d\bar{k}_t \\
- (\Pi^1_t - \Pi^2_t) d\mathbb{E}_{P^{\omega}}(\bar{k}_t) + (\Pi^1_t - \Pi^2_t) d\mathbb{E}_{P^{\omega}}(\bar{k}_t) - \mathbb{E}_{P^{\omega}}[\Pi^1_t - \Pi^2_t] + \mathbb{E}_{P^{\omega}}[\Pi^1_t - \Pi^2_t] + \int_0^t [b(\bar{X}_s) - b(\bar{X}_s)] ds \\
= (\bar{X}_t - \bar{X}_t) d\bar{k}_t + (\Pi^1_t - \Pi^2_t) d\mathbb{E}_{P^{\omega}}(\bar{k}_t) - (\Pi^1_t - \Pi^2_t) d\mathbb{E}_{P^{\omega}}(\bar{k}_t) - \mathbb{E}_{P^{\omega}}[\Pi^1_t - \Pi^2_t] + \mathbb{E}_{P^{\omega}}[\Pi^1_t - \Pi^2_t] + \int_0^t [b(\bar{X}_s) - b(\bar{X}_s)] ds \\
= (\bar{X}_t - \bar{X}_t) d\bar{k}_t + (\Pi^1_t - \Pi^2_t) d\mathbb{E}_{P^{\omega}}(\bar{k}_t) - (\Pi^1_t - \Pi^2_t) d\mathbb{E}_{P^{\omega}}(\bar{k}_t) - \mathbb{E}_{P^{\omega}}[\Pi^1_t - \Pi^2_t] + \mathbb{E}_{P^{\omega}}[\Pi^1_t - \Pi^2_t] + \int_0^t [b(\bar{X}_s) - b(\bar{X}_s)] ds \\
\]

The first and second term on the right-hand side are always negative by the conditions on the boundaries. If we take expectation under \( P^{\omega} \) on both sides, we have that the third and fourth term on the right-hand side vanish, because \( \mathbb{E}_{P^{\omega}}[\bar{X}_t] = \mathbb{E}_{P^{\omega}}[\bar{X}_t] = q_t \). Similarly, the expectation of the last term vanishes. Hence, we have that

\[
\mathbb{E}_{P^{\omega}}[|\bar{X}_t - \bar{X}_t - (\Pi^1_t - \Pi^2_t) - (\Pi^1_t - \Pi^2_t)| + \mathbb{E}_{P^{\omega}}[\Pi^1_t - \Pi^2_t] + \int_0^t [b(\bar{X}_s) - b(\bar{X}_s)] ds^2] \\
\leq 2 \mathbb{E}_{P^{\omega}}[\sum_{t \in [0,T]} |\Pi^1_t - \Pi^2_t|^2] \left( \mathbb{E}_{P^{\omega}} \left[ \left( \int_0^T |d\bar{k}_s| \right)^2 \right] + \mathbb{E}_{P^{\omega}} \left[ \left( \int_0^T |d\bar{\bar{k}}_s| \right)^2 \right] \right) \\
+ \mathbb{E}_{P^{\omega}}[|\Pi^1_t - \Pi^2_t|^2] \\
\]

The proof is concluded by first using Gronwall’s lemma and then choosing \( P^{\omega} = P_W^{\omega} \otimes P_0^{\omega} \), where \( P_W^{\omega} \) (resp. \( P_0^{\omega} \)) is the optimal coupling in \( \mathcal{W}_{2,C}(\nu, \frac{1}{N} \sum_{i=1}^N \delta_{W^t}) \) (resp. \( \mathcal{W}_{2,[0,1]}(\nu_0, \frac{1}{N} \sum_{i=1}^N \delta_{X^i_0}) \)).

Thanks to the previous proposition, it is immediate to derive the convergence of the particle system to the McKean-Vlasov equation, provided that we have convergence at time 0 and a bound on the second moment of \( k^N \).

**Proof of Proposition 12.** By Lemma 41 and using Hölder inequality, we have

\[
\mathbb{E} \left[ \sup_{t \in [0,T]} \mathcal{W}_{2,[0,1]}(\text{Law}(\bar{X}_t), \frac{1}{N} \sum_{i=1}^N \delta_{X^i_0}) \right] \leq C \left( 1 + \mathbb{E} \left[ \left( \int_0^T |d\bar{k}_s| \right)^2 \right] + \mathbb{E} \left[ \left( \int_0^T |d\bar{k}_s| \right)^2 \right] \right)^\frac{1}{2} \\
\cdot \mathbb{E} \left[ \mathcal{W}_{2,C,[0,T],\mathbb{R}}(\text{Law}(W), \frac{1}{N} \sum_{i=1}^N \delta_{W^t}) \right] \right)^\frac{1}{2} \\
+ C \mathbb{E} \left[ \mathcal{W}_{2,[0,1]}(\text{Law}(\bar{X}_0), \frac{1}{N} \sum_{i=1}^N \delta_{X^i_0}) \right].
\]

The first term on the right-hand side is uniformly bounded in \( N \) thanks to Lemma 19 and the 2-integrability of \( \|\bar{k}\|_{BV} \) in Lemma 33. The empirical measure of independent random variables distributed as the the Wiener measure converges in Wasserstein metric to the Wiener measure as \( O(1/\sqrt{\log(N)}) \), see [BLG14]. The Wasserstein distance of the initial conditions converges faster.
Remember $X_0^N = Y + \sum_{j=1}^{N} \delta_{Y_j} + q(0)$, where $(Y_i)_{i \in \mathbb{N}}$ is a family of independent and identically distributed random variables. We see that the speed of convergence of $\frac{1}{N} \sum_{i=1}^{N} \delta_{X_{0}^{N}}$ is the same as the the speed of convergence of $\sum_{i=1}^{N} \delta_{Y_j}$, which is $1/\sqrt{N}$, see [FG15]. For a fixed $\omega \in \Omega$, take an optimal coupling $m = m(\omega)$ between Law($\tilde{X}_0$) and $\frac{1}{N} \sum_{i=1}^{N} \delta_{Y_i}$, we have that $(x, y - E_m[y] - E_m[x]) \# m(dx, dy)$ is a coupling between Law($\tilde{X}_0$) and $\frac{1}{N} \sum_{i=1}^{N} \delta_{Y_i}$. We can compute

$$\mathcal{W}_{2, [0, 1]}(\text{Law}(\tilde{X}_0), \frac{1}{N} \sum_{i=1}^{N} \delta_{X_{0}^{N}})^2 \leq E_m \left[ |X - Y + E_m Y - E_m X|^2 \right] = \text{Var}_m(X - Y)$$

$$\leq E_\mathbb{P}[X - Y]^2 = \mathcal{W}_{2, [0, 1]}(\text{Law}(\tilde{X}_0), \frac{1}{N} \sum_{i=1}^{N} \delta_{Y_i})^2.$$ 

Taking the square roots and the expectation under $\mathbb{P}$ concludes the proof.

5 Appendix: Proof of Proposition 5

The system (20) can be seen as an SDE on the moving domain $H_t \cap [0, 1]^N$, where

$$H_t = \{ x \in \mathbb{R}^N \mid \frac{1}{N} \sum_{i=1}^{N} x^i = q(t) \},$$

with normal boundary conditions. Indeed, formally, for each $i = 1, \ldots, N$ and $m = 0, 1$, on the boundary $x^i = m$, the direction of reflection $(-1)^m(e_i - N^{-1}(1, \ldots, 1))$ ($e_i$ being the $i$-th vector of the canonical basis) is orthogonal to the face $H_t \cap \{ x \mid x^i = m \}$. Here we use this fact to show well-posedness of the system (20).

We introduce some notation. In the following, we fix $N$ and omit the superscripts $N$ and $\epsilon$ in the notation. We call $H = \{ x \in \mathbb{R}^N \mid \frac{1}{N} \sum_{i=1}^{N} x^i = 0 \}$, $1 = (1, 1, \ldots, 1) \in \mathbb{R}^N$, $\Pi : \mathbb{R}^N \to \mathbb{R}^N$ the projector on $H$, that is $\Pi x = x - N^{-1}(x \cdot 1)1$. We take $A : H \to \mathbb{R}^{N-1}$ a linear isometry and we call $D_t = A\Pi(H_t \cap [0, 1]^N)$. For $i = 1, \ldots, N$, $m = 0, 1$, we call $\partial_{t,m}[0, 1]^N = \{ x \in [0, 1]^N \mid x^i = m \}$, $\partial_{t,m}D_t = A\Pi(H_t \cap \partial_{t,m}[0, 1]^N)$, $\gamma_{t,m} = (-1)^m(e_i - N^{-1}(1, \ldots, 1))$ the direction of reflection of (20) on the face $\partial_{t,m}[0, 1]^N$ and $\nu_{i,m} = A\gamma_{i,m}$. For $x$ in $\partial[0, 1]^N = \cup_{i,m} \partial_{t,m}[0, 1]^N$, we call

$$\Gamma(x) = \{ \sum_{i,m} c_{i,m} \gamma_{i,m,1} x \in \partial_{t,m}[0, 1]^N \mid c_{i,m} \geq 0 \forall i = 1, \ldots, N, m = 0, 1 \}.$$ 

Similarly, for $y$ in $\partial D_t = \cup_{i,m} \partial_{t,m}D_t$, we call

$$N_t(y) = \{ \sum_{i,m} c_{i,m} \nu_{i,m} y \in \partial_{t,m}D_t \mid c_{i,m} \geq 0 \forall i = 1, \ldots, N, m = 0, 1 \},$$

note that $N_t(y) = A\Pi(x)$ if $x$ is in $\partial_{t,m}[0, 1]^N$.

We consider the following SDE on $D_t$:

\begin{equation}
\begin{aligned}
dY_t &= A\Pi b(t, A^{-1}Y_t + q(t))dt + \Pi dW_t + d\xi_t, \\
Y_t &\in D_t \forall t, \quad P\text{-a.s.,} \\
d|h_t| &= 1_{Y_t \in \partial D_t}d|h_t|, \quad dh_t = \nu_t d|h_t|, \quad \nu_t \in N_t(Y_t),
\end{aligned}
\end{equation}

(41)
where \((Y, h)\) is the solution, \(W\) is an \(N\)-dimensional Brownian motion with respect to a (complete, right-continuous) filtration \((\mathcal{F}_t)_t\), and \(b\) is the drift of the system \((20)\). This is an SDE on a moving domain \(D_t\) with reflection at the boundary. As we will see, the SDE \((41)\) is, up to the isometry \(A\), the system \((20)\).

**Lemma 42.** Under Condition 2 on \(q\) and the Lipschitz continuity of \(\mu^r\), given a probability space \((\Omega, \mathcal{A}, P)\) and a Brownian motion \(W\) on a (complete right-continuous) filtration \((\mathcal{F}_t)_t\), there exists a unique (strong) solution to the SDE \((41)\).

**Proof.** The existence and uniqueness result is a consequence of [NO15, Theorem 1.7] for SDEs on moving domains with reflecting boundaries, provided that the assumptions of that theorem hold. We focus on two key assumptions, namely: a) the fact that \(N_t(y)\) is the cone of inward normal vectors of \(D_t\) at \(y\), for every \(t\) and every \(y \in \partial D_t\); b) relation (1.16) in [NO15]. The other assumptions of [NO15, Theorem 1.7] are easy to verify.

Concerning assumption a), we observe that, for each \(i = 1, \ldots, N\), \(m = 0, 1\), the vector \(\gamma_{i,m}\) is the inward normal, in the \(N - 1\)-dimensional convex polyhedron \(H_t \cap [0, 1]^N\), of the corresponding face \(H_t \cap \partial_{i,m}[0, 1]^N\): indeed \(\gamma_{i,m}\) belongs to \(H\) and, for every \(v\) in \(H \cap \partial_{i,m}[0, 1]^N\), we have \(\gamma_{i,m} \cdot v = 0\). Since \(A\) is an isometry, the vector \(\nu_{i,m} = A\gamma_{i,m}\) is the inward normal, in the convex polyhedron \(D_t\), of the corresponding face \(\partial_{i,m}D_t = A\partial_t[H_t \cap \partial_{i,m}[0, 1]^N]\). Now \(N_t(y)\) is the convex cone generated by \(\nu_{i,m}\), with \(i, m\) such that \(y \in \partial_{i,m}D_t\). Hence \(N_t(y)\) is the convex cone of inward normal vectors (in the sense of [NO15, Definition 2.2]), see e.g. formula (4.23) in [Cos92].

Assumption b) reads as follows. Define

\[
 a_{s,z}(\rho, \eta) = \max_{u \in \mathbb{R}^{N-1}, |u| = 1} \min_{s \leq t \leq t + \eta} \min_{y \in \partial D_t, |y - z| \leq \rho} \min_{\nu \in N_t(y), |
u| = 1} (\nu \cdot u). \tag{42}
\]

Condition (1.16) in [NO15] reads

\[
 \lim_{\eta \to 0} \lim_{\rho \to 0} \inf_{s \in [0, T]} \inf_{z \in \partial D_s} a_{s,z}(\rho, \eta) = a > 0. \tag{43}
\]

In order to show this condition, we take

\[
 I = I_{s,z}(\rho, \eta) = \bigcup_{s \leq t \leq t + \eta} \bigcup_{y \in \partial D_t, |y - z| \leq \rho} \{ (i, m) \mid y \in \partial_{i,m}D_t \},
\]

\[
u_{i,m},
\]

where \(c_1 > 0\) is a positive constant such that \(|u_{s,z}(\rho, \eta)| = 1\); note that \(\min_I c_1 = c_N > 0\). We also note that, for suitable \(\rho_0 > 0\), \(\eta_0 > 0\) (independent of \(s\) and \(z\)), for every \(\rho < \rho_0\) and \(\eta < \eta_0\), for every \(s\) and \(z\), for every \(j = 1, \ldots, N\), at most one element between \((j, 0)\) and \((j, 1)\) belongs to \(I_{s,z}(\rho, \eta)\). Moreover, since the average of \(y\) is in \([\xi, 1 - \xi]\) (for all \(y \in \partial D_t\) for all \(t\)), \(y'\) cannot be all 0, nor they can be all 1, hence \(I_{s,z}\) cannot be \(\{(1, 0), (2, 0), \ldots, (N, 0)\}\) or \(\{(1, 1), (2, 1), \ldots, (N, 1)\}\). As a consequence,

\[
\text{if } (i, m) \in I, \text{ then there exist at most } N - 2 \text{ indices } j \neq i \text{ with } (j, m) \in I. \tag{44}
\]

We compute the scalar products among \(\nu_{i,m}\), using the isometry property of \(A\):

\[
|\nu_{i,m}|^2 = |\gamma_{i,m}|^2 = 1 - N^{-1},
\]

\[
\nu_{i,m} \cdot \nu_{j,m} = \gamma_{i,m} \cdot \gamma_{j,m} = -N^{-1} \quad \text{for } i \neq j,
\]

\[
\nu_{i,m} \cdot \nu_{j,n} = \gamma_{i,m} \cdot \gamma_{j,n} = N^{-1} \quad \text{for } i \neq j, m \neq n.
\]
We call $\hat{\nu}_{i,m} = (1 - N^{-1})^{-1/2}\nu_{i,m}$. For $\eta < \eta_0$ and $\rho < \rho_0$, we get by (44), for every $(i,m)$ in $I = I_{s,z}(\rho, \eta)$,

$$
\hat{\nu}_{i,m} \cdot u_I = c_I(1 - N^{-1})^{-1/2} \left( 1 - N^{-1} - \sum_{(j,m) \in I, j \neq i} N^{-1} + \sum_{(j,n) \in I, j \neq i, m \neq n} N^{-1} \right)
$$

$$
= c_I(1 - N^{-1})^{-1/2}(1 - N^{-1} - (N - 2)N^{-1})
$$

$$
\geq c_N N^{-1}(1 - N^{-1})^{-1/2}.
$$

Now, for every $s, z$, for every $t \in [s, s + \eta]$ and $y \in \partial D_t$ with $|y - z| \leq \rho$, $N_t(y)$ is contained in the convex cone generated by $\hat{\nu}_{i,m}$, $(i,m) \in I_{s,z}(\eta, \rho)$. Therefore, for $\eta < \eta_0$ and $\rho < \rho_0$, for every $s$ and $z$, we have

$$
\nu \cdot u_I \geq c_N N^{-1}(1 - N^{-1})^{-1/2}, \quad \text{for every } \nu \text{ as in (42)}.
$$

and so $a_{s,z}(\rho, \eta) \geq c_N N^{-1}(1 - N^{-1})^{-1/2} > 0$, in particular (43) holds. The proof is complete. \(\Box\)

Now we show that the SDE (41) is equivalent to the system (20). We introduce some notation. We take a Borel map $G : \{(t, y, v) \mid t \in [0, T], y \in \partial D_t, v \in N_t(y) \to [0, +\infty)^{N \times 2}, (t, x, v) \to (c_i,m)_{i=1,\ldots,N,m=0,1}$, such that $c_{i,m} = 0$ if $y$ does not belong to $\partial_{i,m} D_t$, and

$$
v = \sum_{(i,m),y \in \partial_{i,m} D_t} c_{i,m} \nu_{i,m}.
$$

[Note that this map $G$ exists but is not uniquely determined: indeed, if $y$ belongs to $\partial_{i,0} D_t \cup \partial_{i,1} D_t$ for each $i$ (that is, $y = Axi$ for some $x$ with $x^i \in \{0,1\}$ for each $i$), then $\nu_{i,m}$ are not linearly independent.] For a solution $(Y, h)$ to (41), with $dh = vd|h|$, we call

$$
X^Y_t = A^{-1}Y_t + q(t)1,
$$

$$
k_t^Y = \int_0^t \sum_{(i,m)} G_{i,m}(r, Y_r, \nu_r)n(X^Y_r)e_i1_{X^Y_m=0}d|h|_r,
$$

recall that $n(m) = -(-1)^m$ is the outward normal of $[0, 1]$ in $m = 0, 1$.

**Lemma 43.** Assume that $(Y, h)$ is a solution to (41). Then $(X^Y, k^Y)$ is a solution to the system (20).

*Proof.* Let $(Y, h)$ be a solution to (41), take $(X, k) = (X^Y, k^Y)$. By the definition of $X^Y$ and $k^Y$, $P$-a.s. $X$ is has continuous paths with values in $[0, 1]$ and $k$ has continuous paths, and, for each $i$, $|k^i|$ is concentrated on $\{t \mid X^i_t \in \{0,1\}\}$ and has direction $n(X^i)$. Hence the second and
third lines of (20) are satisfied. We have
\[
\begin{align*}
\mathrm{d}h_t &= \sum_{(i,m)} G_{i,m}(t, Y_t, \nu_t)1_{Y_t \in \partial_{i,m}D_t, \nu_t} \mathrm{d}|h_t|\\
&= \sum_{(i,m)} G_{i,m}(t, Y_t, \nu_t)1_{X_t^i = m} A(-1)^m (e_i - N^{-1}1) \mathrm{d}|h_t|\\
&= -\sum_{(i,m)} G_{i,m}(t, Y_t, \nu_t)1_{X_t^i = m} n(X_t^i) A \mathrm{d}|h_t| + N^{-1} \sum_{(i,m)} G_{i,m}(t, Y_t, \nu_t)1_{X_t^i = m} n(X_t^i) A \mathrm{d}|h_t|\\
&= -Adk_t + N^{-1}A(\mathrm{d}k \cdot 1)1 = A(-\mathrm{d}k_t + N^{-1} \sum_i \mathrm{d}k^i 1).
\end{align*}
\]

Hence, applying the transformation \(X_t = A^{-1}Y_t + q(t)1\) to the first line of (41), we obtain the first line of (20). Therefore \((X^Y, k^Y, h)\) satisfies (20). The proof is complete.

By Lemmas 42 and 43, we get existence of a solution to (20).

**Remark 44.** We expect also the converse of Lemma 43 to hold, namely, if \((X, k)\) solves (20), then \((Y = A\Pi X, h = -A\Pi k)\) solves (41). In particular, from this converse we would get uniqueness for (20). However showing the third line of (41) is not immediate, hence we do not follow this strategy.

We conclude the proof of Proposition 5 by showing uniqueness for (20):

**Lemma 45.** Strong uniqueness (in \(X\)) holds for the SDE (20).

**Proof.** The proof follows the line of Proposition 14, replacing the expectation with the empirical average. Let \((X, k^X), (Y, k^Y)\) two solutions to (20) with the same initial condition \(X_0 = Y_0\). In this proof we call \(\mathrm{d}K^X = \frac{1}{N} \sum_{j=1}^N [\mu(X^j) \mathrm{d}t - \mathrm{d}W^j + \mathrm{d}k^X^j]\) and similarly for \(K^Y\). By Itô formula for continuous semimartingales, we have, for every \(i = 1, \ldots, N\),
\[
\begin{align*}
\mathrm{d}|X^i - Y^i|^2 &= 2(X^i - Y^i)(-\mu(X^i) + \mu(Y^i)) \mathrm{d}t + 2(X^i - Y^i) \mathrm{d}K^X - 2(X^i - Y^i) \mathrm{d}K^Y \\
&\quad - 2(X^i - Y^i) \mathrm{d}k^{X,i} + 2(X^i - Y^i) \mathrm{d}k^{Y,i}.
\end{align*}
\]

The one-side Lipschitz condition of \(\mu\) implies
\[
(X^i - Y^i)(-\mu(X^i) + \mu(Y^i)) \leq c|X^i - Y^i|^2.
\]
and the orientation of \(k\) (as the outward normal) implies
\[
- \int_0^t (X^i - Y^i) \mathrm{d}k^{X,i} \leq 0
\]
and similarly for \((X^i - Y^i) \mathrm{d}k^{Y,i}\). For the addends with \(K\), we average over \(i\) and use that \(K\) does not depend on \(i\) and that \(\frac{1}{N} \sum_i X^i_t = \frac{1}{N} \sum_i Y^i_t = q(t)\): we obtain
\[
\frac{1}{N} \sum_i (X^i - Y^i) \mathrm{d}K^X = 0
\]
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and similarly for \((X^i - Y^i)dK^Y\). Putting all together, we get

\[
\frac{1}{N} \sum_i |X^i_t - Y^i_t|^2 \leq C \int_0^t \frac{1}{N} \sum_i |X^i_r - Y^i_r|^2 \, dr.
\]

We conclude by Gronwall inequality that \(\frac{1}{N} \sum_i |X^i_t - Y^i_t|^2 = 0\), that is \(X = Y\). The proof is complete. \(\square\)
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