Growth of Sobolev Norms in 1-d Quantum Harmonic Oscillator with Polynomial Time Quasi-periodic Perturbation

Jiawen Luo¹, Zhenguo Liang¹, Zhiyan Zhao²

¹ School of Mathematical Sciences and Key Lab of Mathematics for Nonlinear Science, Fudan University, Shanghai 200433, China. E-mail: 20110180010@fudan.edu.cn; zgliang@fudan.edu.cn
² Université Côte d’Azur, CNRS, Laboratoire J. A. Dieudonné, 06108 Nice, France. E-mail: zhiyan.zhao@univ-cotedazur.fr

Received: 25 August 2021 / Accepted: 28 January 2022
Published online: 27 February 2022 – © The Author(s), under exclusive licence to Springer-Verlag GmbH Germany, part of Springer Nature 2022

Abstract: We consider the one-dimensional quantum harmonic oscillator perturbed by a linear operator which is a polynomial of degree 2 in \((x, -i\partial_x)\), with coefficients quasi-periodically depending on time. By establishing the reducibility results, we describe the growth of Sobolev norms. In particular, the \(t^{2s}\)-polynomial growth of \(H^s\)-norm is observed in this model if the original time quasi-periodic equation is reduced to a constant Stark Hamiltonian.

1. Introduction and Main Results

The aim of this paper is to describe the growth of Sobolev norms for the time-dependent Schrödinger equation

\[
i\partial_t u = \frac{\nu(E)}{2} H_0 u + W(E, \omega t, x, -i\partial_x) u, \quad x \in \mathbb{R},
\]

where, we assume that

- for given \(d \geq 1\), the frequencies \(\omega \in \mathbb{R}^d\) satisfy the Diophantine condition (denoted by \(\omega \in \text{DC}_d(\gamma, \tau)\) for \(\gamma > 0, \tau > d - 1\)):

\[
\inf_{j \in \mathbb{Z}} |\langle n, \omega \rangle - j| > \frac{\gamma}{|n|^\tau}, \quad \forall n \in \mathbb{Z}^d \setminus \{0\},
\]

- the parameter \(E \in I\), an interval \(\subset \mathbb{R}\), and \(\nu \in C^2(I, \mathbb{R})\) satisfies

\[
|\nu'(E)| \geq l_1, \quad |\nu''(E)| \leq l_2, \quad \forall E \in I,
\]

for some \(l_1, l_2 > 0\).
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• the operator $H_0$ is the one-dimensional quantum harmonic oscillator, i.e.,

$$(H_0 u)(x) := -\left(\partial_x^2 u\right)(x) + x^2 \cdot u(x), \quad \forall u \in L^2(\mathbb{R}),$$

• the perturbation $W(E, \theta, x, \xi)$ is a polynomial in $(x, \xi)$ of degree 2, i.e.,

$$W(E, \theta, x, \xi) = \frac{1}{2} \left( a_{20}(E, \theta)x^2 + 2a_{11}(E, \theta)x \cdot \xi + a_{02}(E, \theta)\xi^2 \right)$$

$$(2)$$

$$+ b_1(E, \theta)x + b_2(E, \theta)\xi + c(E, \theta),$$

$$(3)$$

with the $\theta$-dependent coefficients $a_{20}, a_{11}, a_{02}, b_1, b_2, c : \mathcal{I} \times \mathbb{T}^d \rightarrow \mathbb{R}$ satisfying that

- all above coefficients are real-analytic w.r.t. $\theta \in \mathbb{T}^d := (\mathbb{R}/2\pi\mathbb{Z})^d$, and can be extended to the complex neighborhood $|\Im \theta| < r$ (denoted by $C_r^\omega(\mathbb{T}^d)$),

- the coefficients $a_{20}, a_{11}, a_{02}$ in quadratic part are $C^2$ w.r.t. $E \in \mathcal{I}$ with $|\partial^m_E a_{20}(E, \cdot)|_r := \sup_{|\Im \theta| < r} |\partial^m_E a_{20}(E, \theta)|, |\partial^m_E a_{11}(E, \cdot)|_r, |\partial^m_E a_{02}(E, \cdot)|_r$ small enough for every $E \in \mathcal{I}$, for $m = 0, 1, 2$.

According to [7], it is known that, for the polynomial of degree 2, the classical-quantum correspondence is exact and it is possible to export techniques from classical to quantum mechanics. With this idea, in [36], for Eq. (1) with a time quasi-periodic quadratic perturbation (i.e., $W = (2)$), the authors showed that for a.e. $E \in \mathcal{I}$ it is reducible, i.e., via a unitary transformation depending on time in an analytic quasi-periodic way, Eq. (1) is conjugated to an equation independent of time. The idea of proof is based on the KAM theory of reducibility for quasi-periodic linear systems developed by Eliasson [17], in which the reducibility transformation is not necessarily close to identity and the type of normal form can be different from the original one. In this paper, as a continuation of [36], we consider the time quasi-periodic polynomial perturbation of degree 2, i.e., $W = (2) + (3)$. Since the main difference from [36] is the presence of linear and constant terms in (3) in the perturbation $W$, it is sufficient to consider the reducibility for the time quasi-periodic lower-order part based on a constant quadratic part.

As an application of reducibility, the behaviors of Sobolev norms for the solutions to Eq. (1) are described. In particular, the $t^{2s}$ polynomial growth of $\mathcal{H}^s$-norm is possible for $E$’s in a zero-measure subset of $\mathcal{I}$ if Eq. (1) is reduced to a constant Stark Hamiltonian (p. 530 of [28]). This is the remarkable difference from Theorem 2 of [36].

More precisely, for $s \geq 0$, we consider the solution to Eq. (1) in Sobolev space

$$\mathcal{H}^s := \left\{ \psi \in L^2(\mathbb{R}) : H_0^{\frac{s}{2}} \psi \in L^2(\mathbb{R}) \right\}$$

and its Sobolev norm $\|\psi\|_s := \|H_0^{\frac{s}{2}} \psi\|_L^2$. It is well known that, for $s \in \mathbb{N}$, the above definition of norm is equivalent to

$$\sum_{\alpha + \beta \leq s, \alpha, \beta \in \mathbb{N}} \|x^\alpha \cdot \partial^\beta \psi\|_L^2.$$  

$$(4)$$

In view of Proposition 2.3 of [6] and Lemma 2.4 of [46], we get that, for a given $\psi \in \mathcal{H}^s$,

$$\|\psi\|_s \simeq \|\psi\|_{\mathcal{H}^s} + \|x^s \psi\|_{L^2},$$

$$(5)$$
where \( H^s \) means the standard Sobolev space and \( \| \cdot \|_{H^s} \) is the corresponding norm. Hence, to calculate the norm \( \| \psi \|_s \), \( s \geq 0 \), it is sufficient to focus on \( \| x^s \psi \|_{L^2} \) for \( s \geq 0 \) and \( \| \psi^{(s)} \|_{L^2} \) for \( s \in \mathbb{N} \). In view of Theorem 1.2 of [38], the solution to Eq. (1) is globally well-posed in \( \mathcal{H}^s \).

Before the statement of our main results, let us review the previous works on the reducibility of harmonic oscillators and behaviors of solutions in Sobolev spaces.

The boundedness of Sobolev norms via reducibility, as well as the pure point nature of Floquet operator, was firstly considered for 1-d quantum harmonic oscillator (QHO for short) with time periodic smooth perturbations [14,16,19,31]. As for time quasi-periodic perturbations, we can refer to [27,43,45] for bounded perturbations, and refer to [3,4,6,33] for unbounded perturbations. In investigating the reducibility problems, KAM theory for 1-d PDEs has been well developed by Bambusi–Graffi [5] and Liu–Yuan [35], which are contributed to KAM theory with unbounded perturbations.

Reducibility for PDEs in higher-dimensional case was initiated by Eliasson–Kuksin [18]. We can refer to [26,34] for higher-dimensional QHO with bounded potential. We also mention that some higher-dimensional results with unbounded perturbations have been recently obtained [7,8,22–24,40]. However, a general KAM theorem for higher-dimensional PDEs with unbounded perturbations is far from success.

As a supplement to the understanding of the long-time behavior of solutions in Sobolev spaces, it is worthy constructing unbounded solutions in Sobolev spaces, especially describing the growth rate with time of Sobolev norms. For 1-d QHO with time periodic perturbation, the solutions with \( t^{\frac{s}{2}} \)-polynomial growth for \( \mathcal{H}^s \)-norms are constructed by Delort [15], Maspero [37] and those with \( t^s \)-polynomial growth are constructed by Bambusi–Grébert–Maspero–Robert [7]. In [7], following Graffi–Yajima [25], the authors also constructed the solutions with \( t^s \)-polynomial growth for \( \mathcal{H}^s \)-norms for the higher-dimensional QHO with time quasi-periodic perturbation which is linear in \( x \) and \(-i\partial_x \) (via Theorem 3.3 of [7]). For 1-d QHO with time quasi-periodic perturbation which is a quadratic form of \((x, -i\partial_x)\), the \( t^s \)-polynomial growth and exponential growth for \( \mathcal{H}^s \)-norms are shown by Liang–Zhao–Zhou [36]. Recently, for 2-d QHO with perturbation which is decaying in \( t \), Faou–Raphaël [21] constructed a solution whose \( \mathcal{H}^1 \)-norm presents logarithmic growth with \( t \). For 2-d QHO with perturbation being the projection onto Bargmann–Fock space, Thomann [42] constructed explicitly a travelling wave whose Sobolev norm presents polynomial growth with \( t \), based on the study in [41] for linear Lowest Landau Level equations (LLL) with a time-dependent potential. There are also many literatures, e.g., [29,39] which give growth of Sobolev norms for harmonic oscillators and anharmonic oscillators, and [9–13,20,38,44], which are relative to the upper growth bound of the solution in Sobolev space.

Compared with previous works, the novelty in this paper is the \( t^{2s} \)-polynomial growth for \( \mathcal{H}^s \)-norms of solutions to Eq. (1) because of the interaction between quadratic part and linear part in certain situations. The exponential growth is also shown in this paper as [36], which gives another example for the optimal growth mentioned in Theorem 1.2 of [38].

1.1. Growth of Sobolev norms. The main result of this paper is about the growth of Sobolev norms of solutions to Eq. (1).

**Theorem 1.1.** There exists \( \epsilon_* = \epsilon_*(\gamma, \tau, r, d, l_1, l_2) > 0 \) such that if

\[
\sup_{E \in I} \max_{m=0,1,2} \{ |\partial_E^m a_{20}|_r, |\partial_E^m a_{11}|_r, |\partial_E^m a_{02}|_r \} =: \epsilon_0 \leq \epsilon_* ,
\]
then there exists a subset

\[ \mathcal{O}_{\epsilon_0} = \bigcup_{j \in \mathbb{N}} \Lambda_j \subset \mathcal{T} \]

with \( \Lambda_j \) being closed intervals\(^1\) and \( \text{Leb}(\mathcal{O}_{\epsilon_0}) < \frac{1}{\epsilon_0^2} \), such that the following holds for the solution \( u(t) \) to Eq. (1) for \( t \geq 0 \) and for non-vanishing \( u(0) \in \mathcal{H}^s \), \( s \geq 0 \).

There exist two constants \( c, C > 0 \), depending on \( s, E \) and \( u(0) \), such that

\[
1. \text{ For a.e. } E \in \mathcal{T} \setminus \mathcal{O}_{\epsilon_0}, \quad c \leq \|u(t)\|_s \leq C.
\]

\[
2. \text{ If } \text{Leb}(\Lambda_j) > 0, \text{ then }
\begin{align*}
\text{ for } E \in \text{int}\Lambda_j, & \quad \text{there exists } \lambda = \lambda_E > 0 \text{ such that } \\
& \quad c e^{\lambda s t} \leq \|u(t)\|_s \leq C e^{\lambda s t}, \quad (6) \\
\text{ for } E \in \partial\Lambda_j \setminus \partial\mathcal{T}, & \quad \text{there exist } \kappa = \kappa_E \in \mathbb{R}\setminus\{0\} \text{ and } t = t_E \in \mathbb{R} \text{ such that } \\
& \quad c(|\kappa|^s t^s + |t\kappa|^s t^{2s}) \leq \|u(t)\|_s \leq C(1 + |\kappa|^s t^s + |t\kappa|^s t^{2s}). \quad (7)
\end{align*}
\]

\[ \text{If } \text{Leb}(\Lambda_j) = 0, \text{ then for } E \in \Lambda_j, \text{ there exists } t = t_E \in \mathbb{R} \text{ such that } \\
& \quad c|t|^s t^s \leq \|u(t)\|_s \leq C(1 + |t|^s t^s). \quad (8) \]

**Remark 1.1.** According to (7), we see that the \( t^{2s} \)-polynomial growth of Sobolev norm occurs when the constants \( \kappa \) and \( t \) in (7) do not vanish, which means that Eq. (1) is reduced to a constant Stark Hamiltonian (see Theorem 3.1 and (38) in Sect. 3.2). In Section 1.3 of [36], there are several concrete examples of time quasi-periodic quadratic perturbations for which \( \kappa \), as well as \( \lambda \) in (6), does not vanish. On the other hand, we can see from the proof that the non-vanishing time quasi-periodic linear terms \( b_1(E, \theta)x \) and \( b_2(E, \theta)\xi \) in \( W(E, \theta, x, \xi) \), for which \( t \) does not vanish, universally exist.

Let us compare the behaviors of solutions in Theorem 1.1 with those in Theorem 2 of [36], since the present paper is a continuation of [36].

- In Theorem 1.1, the perturbation \( W = (2) + (3) \) in Eq. (1) is a polynomial of \((x, -i\partial_x)\) of degree 2.
- In Theorem 2 of [36], the perturbation \( W = (2) \) in the equation is a quadratic form of \((x, -i\partial_x)\).

The classification of parameters \( E \)'s in Theorem 1.1 is the same with that of [36], which is based on the reducibility and rotation number of quasi-periodic linear systems. Some more descriptions are given in Sect. 2.2.

| \( W = (2) \) as in [36] | \( W = (2) + (3) \) as in Theorem 1.1 |
|-------------------------|-------------------------|
| For a.e. \( E \in \mathcal{T} \setminus \mathcal{O}_{\epsilon_0} \) | Boundedness | Boundedness |
| For \( E \in \text{int}\Lambda_j \) if \( \text{Leb}(\Lambda_j) > 0 \) | Exponential growth | Exponential growth |
| For \( E \in \partial\Lambda_j \setminus \partial\mathcal{T} \) if \( \text{Leb}(\Lambda_j) > 0 \) | \( t^s \)-growth | Possible \( t^{2s} \)-growth |
| For \( E \in \Lambda_j \) if \( \text{Leb}(\Lambda_j) = 0 \) | Boundedness | Possible \( t^s \)-growth |

We see that, the main differences are the possible \( t^{2s} \)-polynomial growth for the \( \mathcal{H}^s \)-norms in (7) for \( E \in \partial\Lambda_j \setminus \partial\mathcal{T} \) when \( \text{Leb}(\Lambda_j) > 0 \) and the possible \( t^s \)-polynomial growth in (8) for \( E \in \Lambda_j \) when \( \Lambda_j \) is degenerated to a point.

\(^1\) The “closed interval” here is interpreted in a more general sense, i.e., it can be degenerated to a point instead of a positive-measure subset of \( \mathbb{R} \).
Theorem 1.1 indeed implies Theorem 2 of [36]. In Theorem 1.1, the possible $t^{2s}$-growth shown in (7), as well as the possible $t^s$-growth shown in (8), corresponds to a normal form with a linear (w.r.t. $x$ or $-i\partial_x$) term with coefficient $\iota$. The growth in (7) (resp. in (8)) is a real $t^{2s}$-growth (resp. $t^s$-growth) only if the coefficient $\iota \neq 0$, since $|\iota|$ is a factor of coefficient of $t^{2s}$ in (7) (resp. $t^s$ in (8)). In particular, if the perturbation is quadratic as in [36], i.e., the linear terms in (3) vanish, then $\iota$ also vanishes and hence the growth in (7) (resp. in (8)) in Theorem 1.1 is exactly the $t^s$-growth (resp. the boundedness) given in Theorem 2 of [36] for $E \in \partial \Lambda_j \setminus \partial I$ (resp. for $E \in \Lambda_j$ if $\Lambda_j$ is degenerated to a point).

It was well believed that the quantum Hamiltonian (1), perturbed by a polynomial of $(x, -i\partial_x)$ of degree 2, was characterized by the quadratic terms in the perturbation and the linear terms would not affect the property of the systems in front of quadratic terms. Indeed, according to the above table, it is true for a.e. parameter $E \in I$. However, for countably infinite $E$’s, the behavior of solutions in the Sobolev space could be changed because of the interaction between the quadratic terms and the linear terms.

1.2. Time evolution for 1-d Stark operator. On route to the proof of $t^{2s}$-growth in (7), we discover the dynamics of the time evolution for one-dimensional Stark operator concerning the growth of the weighted $L^2$-norm of its time evolution. More precisely, for the 1-d Stark operator $S_a$, $a \in \mathbb{R} \setminus \{0\}$, on $L^2(\mathbb{R})$, defined as

$$(S_a u)(x) = -u''(x) + axu(x), \quad x \in \mathbb{R},$$

we consider the weighted $L^2$-norm of the time evolution

$$\left( \int_{\mathbb{R}} x^{2s} \left| e^{-itS_a} u_0(x) \right|^2 dx \right)^{1/2}, \quad u_0 \in \mathcal{H}^s, \quad s \geq 0.$$

**Theorem 1.2.** For any non-vanishing $u_0 \in \mathcal{H}^s$, we have that

$$\lim_{t \to \infty} \frac{1}{t^{2s}} \left( \int_{\mathbb{R}} x^{2s} \left| e^{-itS_a} u_0(x) \right|^2 dx \right)^{1/2} = |a|^s \|u_0\|_{L^2}.$$

**Remark 1.2.** It has been well conjectured that absolute continuity implies ballistic motion (see, for example, [1]), i.e., the above weighted $L^2$-norm of the time evolution presents the $t^s$-growth with $t$. Since the 1-d Stark operator has purely absolutely continuous spectrum on $\mathbb{R}$ (see e.g., [2,32]), Theorem 1.2 provides a counter-example for this conjecture.

1.3. Example with the $t^{2s}$ growth of $\mathcal{H}^s$ norm. In the following, we will present a concrete time periodic quantum harmonic oscillator as an example, whose propagator has the $t^{2s}$-growth of $\mathcal{H}^s$-norm.

Consider the time periodic Schrödinger equation

$$i\partial_t u = \frac{1}{2} H_0 u + W(t, x, -i\partial_x) u, \quad u(0) \in \mathcal{H}^s, \quad (9)$$
where $H_0$ is the 1-d QHO as in (1) and $W(t, x, \xi)$ is a polynomial of degree 2 about $(x, \xi)$ and periodic in $t$ s.t.

$$W(t, x, -i\partial_x) = \frac{k}{2} \left( -\cos^2(t) \cdot x^2 - \cos(t) \sin(t)(x \cdot i\partial_x + i\partial_x \cdot x) + \sin^2(t) \cdot \partial_x^2 \right) + 2i\mu \cos(t) \cdot \partial_x,$$

for real constants $\kappa, \mu \neq 0$.

**Theorem 1.3.** For $s \geq 0$ and non-vanishing $u(0) \in H^s$, there are two constants $c, C > 0$, depending on $s$ and $u(0)$, such that the solution to Eq. (9) fulfills

$$c|\kappa\mu|^s t^{2s} \leq \|u(t)\|_s \leq C(1 + |\kappa\mu|^s t^{2s}), \quad \forall t \geq 0.$$

The rest of paper will be organized as follows. In Sect. 2, which serves as a preliminary section, we recall some known results on the relation between classical Hamiltonian and quantum Hamiltonian, and on the reducibility of the quasi-periodic linear systems. We consider the reducibility of Eq. (1) in Sect. 3 by the reducibility of the corresponding classical Hamiltonians and affine systems. In Sect. 4, according to the type of reduced quantum Hamiltonians, we calculate the growth of Sobolev norms of solutions to Eq. (1), and give the proof of Theorems 1.1 and 1.2. In Sect. 5, the proof of Theorem 1.3 is given by a reducibility to the Stark Hamiltonian for the time periodic Schrödinger equation (9).

### 2. Preliminaries

#### 2.1. Classical and quantum Hamiltonians.**

Let us recall the definition of Weyl quantization, which relates the classical and quantum mechanics. The conclusions listed in this section can also be found in [7].

The Weyl quantization is the operator $\text{Op}^W: f \mapsto f^W$ for any symbol $f = f(x, \xi)$, with $x, \xi \in \mathbb{R}^n, n \geq 1$, where $f^W$ is the Weyl operator of $f$:

$$\left( f^W u \right)(x) = \frac{1}{(2\pi)^n} \int_{y, \xi \in \mathbb{R}^n} e^{i(x - y)\xi} f \left( \frac{x + y}{2}, \xi \right) u(y) \, dy \, d\xi, \quad \forall u \in L^2(\mathbb{R}^n).$$

In particular, if $f$ is a polynomial of degree at most 2 in $(x, \xi)$, then $f^W$ is a polynomial of degree at most 2 in $(x, -i\partial_x)$ after the symmetrization.

For the 1-parameter family of Hamiltonian $\chi(t, x, \xi)$, with $t$ an external parameter, let $\phi^\tau(t, x, \xi)$ be the time $\tau$-flow it generates, precisely the solution to

$$\frac{dx}{d\tau} = \frac{\partial \chi}{\partial \xi}(t, x, \xi), \quad \frac{d\xi}{d\tau} = -\frac{\partial \chi}{\partial x}(t, x, \xi).$$

The time-dependent coordinate transformation

$$(x, \xi) = \phi^1 \left( t, \tilde{x}, \tilde{\xi} \right) = \phi^\tau \left( t, \tilde{x}, \tilde{\xi} \right) \Big|_{\tau=1}$$

(10)

transforms a Hamiltonian system with Hamiltonian $h$ into another one with Hamiltonian $g$ given by

$$g \left( t, \tilde{x}, \tilde{\xi} \right) = h \left( \phi^1 \left( t, \tilde{x}, \tilde{\xi} \right) \right) - \int_0^1 \frac{\partial \chi}{\partial \tau} \left( t, \phi^\tau \left( t, \tilde{x}, \tilde{\xi} \right) \right) \, d\tau.$$
Lemma 2.1. Let $\chi(t, x, \xi)$ be a polynomial of degree at most 2 in $(x, \xi)$ with smooth time-dependent coefficients. If the Weyl operator $\chi W(t, x, -i\partial_x)$ is self-adjoint for any fixed $t$, then the transformation

$$\psi = e^{-i\chi W(t, x, -i\partial_x)}\tilde{\psi}$$  \hspace{1cm} (11)

transforms the equation $i\partial_t\psi = H\psi$ into $i\partial_t\tilde{\psi} = G\tilde{\psi}$ with

$$G := e^{i\chi W(t, x, -i\partial_x)}He^{-i\chi W(t, x, -i\partial_x)} - \int_0^1 e^{i\tau\chi W(t, x, -i\partial_x)}\left(\partial_t\chi W(t, x, -i\partial_x)\right) e^{-i\tau\chi W(t, x, -i\partial_x)}d\tau.$$  

Moreover, if the transformation (10) transforms a classical system with Hamiltonian $h$ into a system with Hamiltonian $g$, then the transformation (11) transforms the quantum Hamiltonian system $h W$ into $g W$.

Proposition 2.1. Let $\chi(\theta, x, \xi)$ be a polynomial of degree at most 2 in $(x, \xi)$ with real coefficients depending in a $C^\infty$-way on $\theta \in \mathbb{T}^d$. For every $\theta \in \mathbb{T}^d$, the Weyl operator $\chi^W(\theta, x, -i\partial_x)$ is self-adjoint in $L^2(\mathbb{R}^n)$ and $e^{-i\tau\chi^W(\theta, x, -i\partial_x)}$ is unitary in $L^2(\mathbb{R}^n)$ for every $\tau \in \mathbb{R}$. Furthermore, for any $s \geq 0$, there exist $c', C' > 0$ depending on $\|H_0^\theta, \chi^W(\theta, x, -i\partial_x)\|_{L^2 \to L^2}$ and $s$, such that

$$c'\|\psi\|_s \leq \|e^{-i\tau\chi^W(\theta, x, -i\partial_x)}\psi\|_s \leq C'\|\psi\|_s, \quad \tau \in [0, 1], \ \theta \in \mathbb{T}^d.$$

2.2. Reducibility of quasi-periodic linear systems. We recall the reducibility of the $\text{sl}(2, \mathbb{R})$ quasi-periodic linear system $(\omega, A_E + F_E(\cdot))$:

$$\frac{d}{dt} \begin{pmatrix} x \\ \xi \end{pmatrix} = \left( A_E + F_E(\omega t) \right) \begin{pmatrix} x \\ \xi \end{pmatrix},$$  \hspace{1cm} (13)

where, with $\nu(E)$, $a_{20}, a_{11}, a_{02}$ as in Eq. (1), the matrices are defined as

- $A_E := \begin{pmatrix} 0 & \nu(E) \\ -\nu(E) & 0 \end{pmatrix} \in \text{sl}(2, \mathbb{R})$,
- $F_E(\cdot) := \begin{pmatrix} a_{11}(E, \cdot) & a_{02}(E, \cdot) \\ -a_{20}(E, \cdot) & -a_{11}(E, \cdot) \end{pmatrix} \in C^\omega(\mathbb{T}^d, \text{sl}(2, \mathbb{R}))$.

The reducibility of the above linear system was proved by Eliasson [17]. We summarize the needed results in the following proposition as [36].

Before stating the precise result on the reducibility of the above linear system, we introduce the concept of rotation number. The rotation number of quasi-periodic $\text{sl}(2, \mathbb{R})$-linear system $(\omega, A_E + F_E(\cdot))$ is defined as

$$\rho_E := \text{rot}(\omega, A_E + F_E(\cdot)) = \lim_{t \to \infty} \frac{\arg(\Phi^t_E X)}{t}, \quad \forall X \in \mathbb{R}^2 \setminus \{0\},$$

where $\Phi^t_E$ is the basic matrix solution and arg denotes the angle. The rotation number $\rho_E$ is well-defined and it does not depend on $X$ [30].
Proposition 2.2 (Proposition 5 of [36]). There exists $\epsilon_\ast = \epsilon_\ast(r, \gamma, \tau, d, l_1, l_2) > 0$ such that if
\begin{equation}
\sup_{E \in \mathcal{I}} \max_{m=0,1,2} \{|\partial_E^m a_{20}|, |\partial_E^m a_{11}|, |\partial_E^m a_{02}|\} =: \epsilon_0 \leq \epsilon_\ast, \tag{14}
\end{equation}
then the following holds for the quasi-periodic linear system $(\omega, A_E + F_E(\cdot))$.

(1) For a.e. $E \in \mathcal{I}$, $(\omega, A_E + F_E(\cdot))$ is reducible. More precisely, there exist $B_E \in \text{sl}(2, \mathbb{R})$ and $Z_E^j \in C^\omega(\mathbb{T}^d, \text{sl}(2, \mathbb{R}))$, $j = 0, 1, \cdots, K_E$, such that
\begin{equation}
\frac{d}{dt} \left( \prod_{j=0}^{K_E} e^{Z_j^E(\omega t)} \right) = (A_E + F_E(\omega t)) \left( \prod_{j=0}^{K_E} e^{Z_j^E(\omega t)} \right) - \left( \prod_{j=0}^{K_E} e^{Z_j^E(\omega t)} \right) B_E. \tag{15}
\end{equation}

(2) The rotation number $\rho = \rho_E$ is monotonic on $\mathcal{I}$. For any $k \in \mathbb{Z}^d$,\(^2\)
\begin{equation}
\tilde{\Lambda}_k := \left\{ E \in \mathcal{I} : \rho_E = \frac{\langle k, \omega \rangle}{2} \right\}
\end{equation}
is a closed interval, and we have
\begin{equation}
\sum_{k \in \mathbb{Z}^d} \text{Leb}(\tilde{\Lambda}_k) < \frac{1}{\epsilon_0^{20}}. \tag{16}
\end{equation}

(3) For every $E \in \tilde{\Lambda}_k = [a_k, b_k]$, $(\omega, A_E + F_E(\cdot))$ is reducible and the matrix $B_E \in \text{sl}(2, \mathbb{R})$ in (15) satisfies
\begin{itemize}
    \item if $a_k = b_k$, then $B_E = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}$;
    \item if $a_k < b_k$, then
      - $\det B_E < 0$ for $E \in (a_k, b_k)$,
      - $\det B_E = 0$ for $E = a_k, b_k$ and $E \notin \partial \mathcal{I}$.
\end{itemize}

(4) For a.e. $E \in \mathcal{I} \setminus \bigcup_k \tilde{\Lambda}_k$, $(\omega, A_E + F_E(\cdot))$ is reducible and the matrix $B_E \in \text{sl}(2, \mathbb{R})$ in (15) satisfies $\det B_E > 0$.

Remark 2.1. The original statement about reducibility in [17] is that the quasi-periodic linear system $(\omega, A_E + F_E(\cdot))$ is reducible if the rotation number $\rho_E = \text{rot}(\omega, A_E + F_E(\cdot))$ is Diophantine w.r.t. $\omega$, i.e., there exist $\sigma', K' > 0$, depending on $E$, such that
\begin{equation}
\left| \rho_E - \frac{\langle k, \omega \rangle}{2} \right| \geq \frac{K'}{|k|^\sigma'}, \quad \forall k \in \mathbb{Z}^d \setminus \{0\}, \tag{17}
\end{equation}
or $\rho_E$ is resonant, i.e., there exists $k \in \mathbb{Z}^d$ such that
\begin{equation}
\rho_E = \frac{\langle k, \omega \rangle}{2}. \tag{18}
\end{equation}

According to [17,30], the rotation number $\rho_E$ of the original system $(\omega, A_E + F_E(\cdot))$ is continuous and non-decreasing on $\mathcal{I}$ because of the regularity and monotonicity of $\nu(E)$. As shown symbolically in the graph locally around the interval $\tilde{\Lambda}_k = [a_k, b_k]$, $\rho_E$ is usually a Cantor staircase function of $E$. However, the rotation number of the reduced

\(^{2}\) $\tilde{\Lambda}_k$ is defined as an empty set if the closed interval $\rho^{-1}\left( \frac{\langle k, \omega \rangle}{2} \right)$ does not intersect $\mathcal{I}$. 
system $\varrho_E := \text{rot}(\omega, B_E)$ has no such continuity as $\rho_E$ since a renormalisation in the reducibility transformation makes $\varrho_E$ vanishing at every $\tilde{\Lambda}_k$. Indeed, for every $E \in \mathcal{I}$, $\varrho_E = \Im \sqrt{\det B_E}$, and there is some $k_\ast = k_\ast(E) \in \mathbb{Z}^d$, constant at every $\tilde{\Lambda}_k$, such that

$$\varrho_E = \rho_E - \frac{\langle k_\ast, \omega \rangle}{2}.$$  

Hence, if $\rho_E$ is non-vanishing and satisfies the Diophantine condition (17), then there exist $\sigma, K > 0$, depending on $E$, such that

$$\left| \frac{\langle k, \omega \rangle}{2} - \frac{\langle k_\ast + k, \omega \rangle}{2} \right| \geq \frac{K}{1 + |k|^\sigma}, \quad \forall k \in \mathbb{Z}^d. \quad (18)$$

Let $\{ \Lambda_j \}_{j \in \mathbb{N}}$ be the intervals $\tilde{\Lambda}_k$’s intersecting $\mathcal{I}$ and let

$$\mathcal{O}_{\varepsilon_0} := \bigcup_{j \in \mathbb{N}} \Lambda_j = \bigcup_{k \in \mathbb{Z}^d} \tilde{\Lambda}_k.$$  

These are indeed the subsets stated in Theorem 1.1, as in Theorem 1 and 2 of [36].

### 3. Reducibility in Classical and Quantum Hamiltonians

In this section, we study the reducibility of the quantum Hamiltonian (1) for a.e. $E \in \mathcal{I}$ via the corresponding classical Hamiltonian. We have the following statement.

**Theorem 3.1.** Consider the time-dependent Schrödinger equation (1). If (14) is satisfied, then for a.e. $E \in \mathcal{I}$, the equation is reducible, i.e., there is a transformation $U(\omega t)$, unitary in $L^2$ and analytically depending on $t$, such that, by the transformation $u = U(\omega t)v$, Eq. (1) is conjugated to the equation $i\partial_t v = Gv$ with $G$ a linear operator independent of $t$. More precisely,

1. For a.e. $E \in \mathcal{I} \setminus \mathcal{O}_{\varepsilon_0}$, $G$ is unitary equivalent to $\frac{\varrho}{2}(x^2 - \partial_x^2)$ for some $\varrho = \varrho_E \geq 0$;
2. If $\text{Leb}(\Lambda_j) > 0$, then
   - for $E \in \text{int}\Lambda_j$, $G$ is unitary equivalent to $-\frac{\lambda_i}{2}(x \cdot \partial_x + \partial_x \cdot x)$ for some $\lambda = \lambda_E > 0$;
for $E \in \partial \Lambda_j \setminus \partial I$, $G$ is unitary equivalent to $-\frac{\zeta}{2} x^2 - it \partial_x$ for some $\kappa = \kappa_E \in \mathbb{R} \setminus \{0\}$ and $t = t_E \in \mathbb{R}$.

If $\text{Leb}(\Lambda_j) = 0$, then $G$ is unitary equivalent to $-it \partial_x$ for some $t = t_E \in \mathbb{R}$ for $E \in \Lambda_j$.

**Remark 3.1.** Compared with Theorem 6 of [36] on the reducibility of the quantum Hamiltonian with quadratic time quasi-periodic perturbation, the main difference in Theorem 3.1 lies in the linear term $-it \partial_x$.

This remaining part of this section is devoted to the proof of Theorem 3.1.

### 3.1. Reducibility in classical hamiltonians.

Following the strategy of [7, 36], it is sufficient to consider the reducibility in the corresponding classical Hamiltonian systems for $E \in I$:

$$
\begin{align*}
\mathcal{H}_E(t, x, \xi) &= \frac{v(E)}{2} (\xi^2 + x^2) + W(E, \omega t, x, \xi) \\
&= \frac{1}{2} \langle X, J(A_E + F_E(\omega t))X \rangle + \langle X, J b_E(\omega t) \rangle,
\end{align*}
$$

where, $X := \begin{pmatrix} x \\ \xi \end{pmatrix} \in \mathbb{R}^2$, $J := \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$, $A_E$ and $F_E$ are defined as in Sect. 2.2, and $b_E(\cdot) := \begin{pmatrix} b_1(E, \cdot) \\ b_2(E, \cdot) \end{pmatrix} \in C^\omega(\mathbb{T}^d, \mathbb{R}^2)$. Since every quantity depends on $E \in I$, we do not always write this dependence explicitly in some statements in the remaining part of this paper. The following proposition is about the reducibility of the Hamiltonian $\mathcal{H}_E$.

**Proposition 3.1** (Reducibility between classical Hamiltonians). If (14) is satisfied, then, for a.e. $E \in I$, there are $K = K_E \in \mathbb{N}^*$ quadratic Hamiltonians

$$
\chi_k(t, x, \xi) = \frac{1}{2} \langle X, JZ_k(\omega t)X \rangle, \quad Z_k \in C^\omega(\mathbb{T}^d, \text{sl}(2, \mathbb{R})), \quad k = 1, \ldots, K,
$$

and one Hamiltonian

$$
\chi_*(t, x, \xi) = \langle X, Jl(\omega t) \rangle + \epsilon(\omega t), \quad l \in C^\omega(\mathbb{T}^d, \mathbb{R}^2), \quad \epsilon \in C^\omega(\mathbb{T}^d),
$$

such that $\mathcal{H}_E$ is conjugated to the Hamiltonian

$$
\mathcal{G}_E(x, \xi) = \frac{1}{2} \langle X, JBX \rangle + \langle X, JW \rangle + C, \quad B \in \text{sl}(2, \mathbb{R}), \quad w \in \mathbb{R}^2, \quad C \in \mathbb{R},
$$

via the composition of time $-1$ maps $\phi^1_{\chi_1} \circ \cdots \circ \phi^1_{\chi_K} \circ \phi^1_{\chi_*}$. More precisely,

1. For a.e. $E \in I \setminus \mathcal{O}_{\epsilon_0}$, $\det B > 0$ and $w = \begin{pmatrix} 0 \\ 0 \end{pmatrix}$.
2. If $\text{Leb}(\Lambda_j) > 0$, then

   - for $E \in \text{int} \Lambda_j$, $\det B < 0$ and $w = \begin{pmatrix} 0 \\ 0 \end{pmatrix}$;
   - for $E \in \partial \Lambda_j \setminus \partial I$, $B$ is similar to $\begin{pmatrix} 0 & \kappa \\ 0 & 0 \end{pmatrix}$ and $w = \begin{pmatrix} t \\ 0 \end{pmatrix}$ for some $\kappa = \kappa_E \in \mathbb{R} \setminus \{0\}$ and $t = t_E \in \mathbb{R}$.
If $\text{Leb}(\Lambda_j) = 0$, then for $E \in \Lambda_j$, $B = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}$ and $w = \begin{pmatrix} t \\ 0 \end{pmatrix}$ for some $t = t_E \in \mathbb{R}$.

**Remark 3.2.** The linear term $-i t \partial_t$ mentioned in Theorem 3.1 comes with $w = \begin{pmatrix} t \\ 0 \end{pmatrix}$ after the conjugation in classical Hamiltonians if $\det B = 0$. The proof of Proposition 3.1 deals only the elimination of the time quasi-periodic linear terms for the classical Hamiltonian based on a constant quadratic part. As for the elimination of the time-dependent quadratic terms, it can be found in Section 4 of [36], (which is originally proposed by Eliasson [17]) and we do not present it in details.

**Proof.** To show the reducibility of the classical Hamiltonian $h_E$, we can focus on the quasi-periodic affine system of equations of motion $(\omega, A + F(\cdot), b(\cdot))$:

$$X'(t) = (A + F(\omega t))X(t) + b(\omega t). \tag{20}$$

In view of Proposition 2.2, we have the reducibility of the sl$(2, \mathbb{R})$-linear system $(\omega, A + F (\cdot))$ to the constant sl$(2, \mathbb{R})$-linear system $(\omega, B)$ by finitely many SL$(2, \mathbb{R})$-transformations, i.e., there exist $B \in \text{sl}(2, \mathbb{R})$ and $Z_j \in C^\omega (2\mathbb{T}^d, \text{sl}(2, \mathbb{R})), j = 1, \ldots, K, K = K_E \in \mathbb{N}$, such that $Z := \prod_{j=1}^K e^{Z_j} \in C^\omega (2\mathbb{T}^d, \text{SL}(2, \mathbb{R}))$ satisfies that

$$\frac{d}{dt} Z(\omega t) = (A + F(\omega t))Z(\omega t) - Z(\omega t)B, \tag{21}$$

Under the transformation $X = Z(\omega t)\tilde{X}$, the affine system (20) is conjugated to

$$\tilde{X}'(t) = B\tilde{X}(t) + p(\omega t), \quad p(\omega t) = \begin{pmatrix} p_1(\omega t) \\ p_2(\omega t) \end{pmatrix} := Z(\omega t)^{-1}b(\omega t). \tag{22}$$

As in [36], we have the Hamiltonians

$$\chi_k(\omega t, x, \xi) = \frac{1}{2} \langle X, J Z_k(\omega t)X \rangle,$$

which generates the time$-1$ maps $\phi^1_{\chi_k}(\omega t, x, \xi)$ such that $h_E$ is conjugated to

$$\tilde{g}(\omega t, x, \xi) := \frac{1}{2} \left( \tilde{X}, J B \tilde{X} \right) + \left( \tilde{X}, J p(\omega t) \right) \tag{23}$$

via the composition of maps $\phi^1_{\chi_k}(\omega t, x, \xi) \circ \cdots \circ \phi^1_{\chi_1}(\omega t, x, \xi)$. Here, we still use $(x, \xi)$ to denote the variables in $\mathbb{R}^2$ associated with $\tilde{X}$ for convenience.

We consider the reducibility of the affine system (22) via a transformation of the form

$$\tilde{X} = R_\varphi Y + \begin{pmatrix} \alpha(\omega t) \\ \beta(\omega t) \end{pmatrix} \tag{24}$$

with $R_\varphi \in \text{SO}(2, \mathbb{R})$ and $\alpha, \beta \in C^\omega (2\mathbb{T}^d)$ to be determined according to the type of constant matrix $B$ (hyperbolic, parabolic or elliptic). For convenience, we assume in the following that $B$ equals to its standard form.

**Case 1** (Hyperbolic case) $B = \begin{pmatrix} \lambda & 0 \\ 0 & -\lambda \end{pmatrix}$ with $\lambda > 0$
To find such $\alpha$ and $\beta$, it is sufficient to solve the equations

$$\frac{d}{dt}\alpha(\omega t) = p_1(\omega t) + \lambda\alpha(\omega t), \quad \frac{d}{dt}\beta(\omega t) = p_2(\omega t) - \lambda\beta(\omega t).$$

By the expansions in Fourier series of $p_1$, $p_2$, $\alpha$, $\beta$, i.e.,

$$p_1(\cdot) = \sum_{k \in \mathbb{Z}^d} \hat{p}_{1k} e^{\frac{i}{2} \langle k, \cdot \rangle}, \quad p_2(\cdot) = \sum_{k \in \mathbb{Z}^d} \hat{p}_{2k} e^{\frac{i}{2} \langle k, \cdot \rangle}, \quad \alpha(\cdot) = \sum_{k \in \mathbb{Z}^d} \hat{\alpha}_k e^{\frac{i}{2} \langle k, \cdot \rangle}, \quad \beta(\cdot) = \sum_{k \in \mathbb{Z}^d} \hat{\beta}_k e^{\frac{i}{2} \langle k, \cdot \rangle},$$

the above two equations are equivalent to

$$\hat{p}_{1k} + \lambda \hat{\alpha}_k - \frac{i}{2} \langle k, \omega \rangle \hat{\alpha}_k = 0, \quad \hat{p}_{2k} - \lambda \hat{\beta}_k - \frac{i}{2} \langle k, \omega \rangle \hat{\beta}_k = 0, \quad \forall \ k \in \mathbb{Z}^d.$$

Hence, by taking the Fourier coefficients

$$\hat{\alpha}_0 = -\frac{\hat{p}_{20}}{\kappa}; \quad \hat{\alpha}_k = \frac{2\hat{p}_{1k}}{i(k, \omega)}, \quad \hat{\beta}_k = \frac{2\hat{p}_{2k} + 2\kappa \hat{\alpha}_k}{i(k, \omega)} = -\frac{2i(k, \omega) \hat{p}_{2k} + 4\kappa \hat{p}_{1k}}{\langle k, \omega \rangle^2},$$

$$\forall \ k \in \mathbb{Z}^d \setminus \{0\},$$

the affine system (22) is reduced to

$$Y'(t) = \begin{pmatrix} \lambda & 0 \\ 0 & -\lambda \end{pmatrix} Y(t)$$

via the transformation of the form (24) with $R^\phi = \text{Id}$. Since $\omega \in \text{DC}_d(\gamma, \tau)$, it is easy to see from (25) that $\alpha(\cdot), \beta(\cdot) \in C^\omega_{\rho}(\mathbb{R}^d)$ for any $0 < r' < r$.

**Case 2** (Parabolic case) $B = \begin{pmatrix} 0 & \kappa \\ \kappa & 0 \end{pmatrix}$ with $\kappa \in \mathbb{R} \setminus \{0\}$

It is sufficient to solve the equations

$$\frac{d}{dt}\alpha(\omega t) = p_1(\omega t) - \hat{p}_{10}, \quad \frac{d}{dt}\beta(\omega t) = p_2(\omega t) + \kappa\alpha(\omega t),$$

which are equivalent to the equations for Fourier coefficients

$$\kappa \hat{\alpha}_0 + \hat{p}_{20} = 0; \quad \frac{i}{2} \langle k, \omega \rangle \hat{\alpha}_k - \hat{p}_{1k} = 0, \quad \frac{i}{2} \langle k, \omega \rangle \hat{\beta}_k - \hat{p}_{2k} - \kappa \hat{\alpha}_k = 0, \quad \forall \ k \in \mathbb{Z}^d \setminus \{0\}.$$

Hence, by taking the Fourier coefficients

$$\hat{\alpha}_0 = -\frac{\hat{p}_{20}}{\kappa}; \quad \hat{\alpha}_k = \frac{2\hat{p}_{1k}}{i(k, \omega)}, \quad \hat{\beta}_k = \frac{2\hat{p}_{2k} + 2\kappa \hat{\alpha}_k}{i(k, \omega)} = -\frac{2i(k, \omega) \hat{p}_{2k} + 4\kappa \hat{p}_{1k}}{\langle k, \omega \rangle^2},$$

$$\forall \ k \in \mathbb{Z}^d \setminus \{0\},$$

(26)
the affine system (22) is reduced to
\[ Y'(t) = \begin{pmatrix} 0 & 0 \\ \kappa & 0 \end{pmatrix} Y(t) + \begin{pmatrix} t \\ 0 \end{pmatrix}, \quad t := \hat{p}_{10} \tag{27} \]
via the transformation of the form (24) with \( R_\phi = \text{Id} \). Since \( \omega \in \mathcal{D}_d(y, \tau) \), it is easy to see from (26) that \( \alpha(\cdot), \beta(\cdot) \in C^r(\mathbb{T}^d) \) for any \( 0 < r' < r \).

**Case 3 (Elliptic case)** \( B = \begin{pmatrix} 0 & \varrho \\ -\varrho & 0 \end{pmatrix} \) with \( \varrho \in \mathbb{R} \).

From Proposition 2.2 and Remark 2.1, we have that \( \varrho = \varrho_E \) satisfies the Diophantine condition w.r.t \( \omega \), i.e. there exist \( K = K_E \) and \( \sigma = \sigma_E > 0 \) such that
\[ \left| \varrho - \frac{\langle n, \omega \rangle}{2} \right| \geq \frac{K}{1 + |n|^\sigma}, \quad \forall n \in \mathbb{Z}^d \text{ if } \varrho \neq 0, \tag{28} \]
and if \( \varrho = 0 \), (28) holds obviously for every \( n \in \mathbb{Z}^d \setminus \{0\} \).

If \( \varrho \neq 0 \), we try to solve the equations
\[ \frac{d}{dt} \alpha(\omega t) = p_1(\omega t) + \varrho \beta(\omega t), \quad \frac{d}{dt} \beta(\omega t) = p_2(\omega t) - \varrho \alpha(\omega t), \]
which are equivalent to the equations for Fourier coefficients
\[ \hat{p}_{1k} + \varrho \hat{p}_k - \frac{i}{2} \langle k, \omega \rangle \hat{\alpha}_k = 0, \quad \hat{p}_{2k} - \varrho \hat{\alpha}_k - \frac{i}{2} \langle k, \omega \rangle \hat{\beta}_k = 0, \quad \forall k \in \mathbb{Z}^d. \]

Hence, by taking the Fourier coefficients
\[ \hat{\alpha}_k = \frac{2i \langle k, \omega \rangle \hat{p}_{1k} + 4\varrho \hat{p}_{2k}}{4\varrho^2 - \langle k, \omega \rangle^2}, \quad \hat{\beta}_k = \frac{2i \langle k, \omega \rangle \hat{p}_{2k} - 4\varrho \hat{p}_{1k}}{4\varrho^2 - \langle k, \omega \rangle^2}, \quad \forall k \in \mathbb{Z}^d, \tag{29} \]
the affine system (22) is reduced to
\[ Y'(t) = \begin{pmatrix} 0 & \varrho \\ -\varrho & 0 \end{pmatrix} Y(t) \]
via the transformation of the form (24) with \( R_\phi = \text{Id} \). By the Diophantine condition (28) of \( \varrho \), we have, for \( k \in \mathbb{Z}^d \),
\[ |\hat{\alpha}_k| \leq \frac{2 |\langle k, \omega \rangle|}{|4\varrho^2 - \langle k, \omega \rangle^2|} |\hat{p}_{1k}| + \frac{4|\varrho|}{|4\varrho^2 - \langle k, \omega \rangle^2|} |\hat{p}_{2k}| \tag{30} \]
\[ \leq \frac{1 + |k|^\sigma}{2K} (|\hat{p}_{1k}| + |\hat{p}_{2k}|) \]
\[ \leq \frac{1 + |k|^\sigma}{2K} e^{-\frac{|\varrho|}{4\varrho^2}} (|p_1|_r + |p_2|_r), \]
\[ |\hat{\beta}_k| \leq \frac{1 + |k|^\sigma}{2K} e^{-\frac{|\varrho|}{4\varrho^2}} (|p_1|_r + |p_2|_r). \tag{31} \]

If \( \varrho = 0 \), we try to solve the equations
\[ \frac{d}{dt} \alpha(\omega t) = p_1(\omega t) - \hat{p}_{10}, \quad \frac{d}{dt} \beta(\omega t) = p_2(\omega t) - \hat{p}_{20}, \]
which are equivalent to the equations for Fourier coefficients
\[ \hat{p}_1 k - \frac{i}{2} \langle k, \omega \rangle \hat{a}_k = 0, \quad \hat{p}_2 k - \frac{i}{2} \langle k, \omega \rangle \hat{b}_k = 0, \quad \forall k \in \mathbb{Z}^d \setminus \{0\}. \]

By taking the Fourier coefficients
\[ \hat{a}_k = \frac{-2i \hat{p}_1 k}{\langle k, \omega \rangle}, \quad \hat{b}_k = \frac{-2i \hat{p}_2 k}{\langle k, \omega \rangle}, \quad \forall k \in \mathbb{Z}^d \setminus \{0\}, \quad (32) \]

the affine system (22) is reduced to
\[ \tilde{Y}'(t) = \left( \begin{array}{c} \hat{p}_{10} \\ \hat{p}_{20} \end{array} \right), \]

via the transformation
\[ \tilde{X} = \tilde{Y} + \left( \begin{array}{c} \alpha(\omega t) \\ \beta(\omega t) \end{array} \right). \]

Then, by the rotation
\[ \tilde{Y} = \frac{1}{\sqrt{\hat{p}_{10}^2 + \hat{p}_{20}^2}} \left( \begin{array}{cc} \hat{p}_{10} & -\hat{p}_{20} \\ \hat{p}_{20} & \hat{p}_{10} \end{array} \right) Y, \]

we obtain the system
\[ Y'(t) = \left( \begin{array}{c} \iota \\ 0 \end{array} \right), \quad \iota := \sqrt{\hat{p}_{10}^2 + \hat{p}_{20}^2}. \quad (33) \]

Hence, (22) is reduced to (33) via the transformation of the form (24) with
\[ R_\phi := \frac{1}{\sqrt{\hat{p}_{10}^2 + \hat{p}_{20}^2}} \left( \begin{array}{cc} \hat{p}_{10} & -\hat{p}_{20} \\ \hat{p}_{20} & \hat{p}_{10} \end{array} \right). \quad (34) \]

By (30)–(32), we see that, for all \( \varrho \in \mathbb{R}, \alpha(\cdot), \beta(\cdot) \in C^{\omega}_{\varrho}(2\mathbb{T}^d) \) for any \( 0 < r' < r \).

Combining all above cases, we get the reducibility of the affine system (20) via the transformation of the form (24). It is summarized in the following table.

| \( B \) | \( R_\phi \) | \( \alpha(\cdot), \beta(\cdot) \) |
|--------|-------------|------------------|
| \( \begin{pmatrix} \lambda & 0 \\ 0 & -\lambda \end{pmatrix} \) with \( \lambda > 0 \) | Id | Given in (25) |
| \( \begin{pmatrix} 0 & 0 \\ \kappa & 0 \end{pmatrix} \) with \( \kappa \in \mathbb{R} \setminus \{0\} \) | Id | Given in (26) |
| \( \begin{pmatrix} 0 & \varrho \\ -\varrho & 0 \end{pmatrix} \) with \( \varrho \) satisfying (28) | Id | Given in (29) |
| \( \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \) | Given in (34) | Given in (32) |

Since the rotation \( R_\phi \) satisfies that
\[ R_\phi = \exp \left\{ \begin{pmatrix} 0 & -\varphi \\ \varphi & 0 \end{pmatrix} \right\}, \]

it can be seen as a constant member of \( \left\{ e^{Z_j(\cdot)} \right\}_{j=1}^K \).
Remark 3.3. We can see from (27) and (33) that the constant \( \iota \) comes from the average term of \( p(\cdot) = Z(\cdot)^{-1} b(\cdot) \). The transformation \( Z(\cdot) \) is exactly that constructed by the scheme of Eliasson [17] and usually we do not have its precise form, hence it is not possible to compute \( \iota \). However, as mentioned in Remark 1.1, \( \iota \) is generically non-vanishing. Indeed, a perturbation on \( b(\cdot) \) will easily cause a non-vanishing average term and hence a non-vanishing \( \iota \).

Now it remains to translate the conjugation between affine systems into that of classical Hamiltonians. More generally, we consider two classical Hamiltonians

\[
h_j(\omega t, x, \xi) = \frac{1}{2} \{ X, J A(\omega t) X \} + \{ X, J b_j(\omega t) \}, \quad j = 1, 2
\]

with \( X = (x, \xi), A(\cdot) \in C^{\omega}_r(\mathbb{T}^d, \mathfrak{sl}(2, \mathbb{R})) \) and \( b_j(\cdot) \in C^{\omega}_r(2\mathbb{T}^d, \mathbb{R}^2) \). The corresponding equations of motion are

\[
\begin{align*}
x' & = \frac{\partial h_j}{\partial \xi}, \\
\xi' & = -\frac{\partial h_j}{\partial x}, \quad j = 1, 2,
\end{align*}
\]

which are the affine systems \((\omega, A(\cdot), b_j(\cdot))\):

\[
\left( \begin{array}{c}
x(t) \\
\xi(t)
\end{array} \right)' = A(\omega t) \left( \begin{array}{c}
x(t) \\
\xi(t)
\end{array} \right) + b_j(\omega t).
\]

The following lemma completes the proof of Proposition 3.1.

**Lemma 3.1.** If the affine system \((\omega, A(\cdot), b_1(\cdot))\) is conjugated to \((\omega, A(\cdot), b_2(\cdot))\) by a time quasi-periodic \(\mathbb{R}^2\)-transformation \(l(\omega t)\), i.e.,

\[
\frac{d}{dt} l(\omega t) = A(\omega t) l(\omega t) + b_1(\omega t) - b_2(\omega t), \quad l \in C^{\omega}_r(2\mathbb{T}^d, \mathbb{R}^2),
\]

then the classical Hamiltonian \(h_1(\omega t, x, \xi)\) is conjugated to \(h_2(\omega t, x, \xi) + C\) via the time−1 flow \(\phi^{1}_{\chi_*}(t, x, \xi)\) generated by the Hamiltonian

\[
\chi_*(\omega t, x, \xi) = \{ X, J l(\omega t) \} + \varepsilon(\omega t),
\]

where, with \( F(\theta) := \frac{1}{2} \{ l(\theta), J (b_1(\theta) + b_2(\theta)) \} \), we have

\[
C := \hat{F}_0 = \frac{1}{(4\pi)^d} \int_{2\mathbb{T}^d} F(\theta) \, d\theta, \quad \varepsilon(\theta) := -2i \sum_{k \in \mathbb{Z}^d \setminus \{0\}} \hat{F}_k \frac{e^{i(k, \theta)}}{\langle k, \omega \rangle}.
\]

**Remark 3.4.** It is obvious that the constant \( C \) in the classical Hamiltonian does not influence the growth of Sobolev norm in the quantized Hamiltonian. Hence we usually say that \( h_1 \) is conjugated to \( h_2 \) by ignoring this constant.
Proof. The time $-\tau$ flow generated by $\chi_s(\omega t, x, \xi)$ in (36) is $\phi_{\chi_s}^\tau(t, x, \xi) = X + \tau l(\omega t)$. In view of (10), we see that $h_1(\omega t, x, \xi)$ is conjugated to

$$
(h_1 \circ \phi_{\chi_s}^1)(\omega t, x, \xi) - \int_0^1 \frac{\partial \chi_s}{\partial t} \left( \omega t, \phi_{\chi_s}^\tau(t, x, \xi) \right) \, d\tau
$$

$$
= \frac{1}{2} \langle X + l(\omega t), J A(\omega t)(X + l(\omega t)) \rangle + \langle X + l(\omega t), J b_1(\omega t) \rangle
$$

$$
- \int_0^1 \left( \langle X + \tau l(\omega t), J \frac{d}{d\tau} l(\omega t) \rangle + \frac{d}{d\tau} \epsilon(\omega t) \right) \, d\tau
$$

$$
= \frac{1}{2} \langle X, J A(\omega t) X \rangle + \langle X, J b_2(\omega t) \rangle
$$

$$
+ \frac{1}{2} \langle l(\omega t), J (b_1(\omega t) + b_2(\omega t)) \rangle - \frac{d}{d\tau} \epsilon(\omega t)
$$

$$
= h_2(\omega t, x, \xi) + C,
$$

by noting that $J A(\omega t)$ is symmetric when $A(\omega t) \in \text{sl}(2, \mathbb{R})$.

3.2. Reducibility in quantum hamiltonians: Proof of Theorem 3.1. Note that the time-dependent Schrödinger equation (1) is

$$
i \partial_t u = h_E^W(\omega t, x, -i \partial_x) u.
$$

According to Propositions 2.1 and 3.1, if (14) is satisfied, then, by the unitary transformation

$$
u = U(\omega t) \, v, \quad U(\omega t) := e^{-i \chi^W_{\omega t} x, \xi} \cdots e^{-i \chi^W_{\omega t} x, \xi} = e^{-i \chi^W_{\omega t} x, \xi},
$$

Equation (1) is conjugated to the equation

$$
i \partial_t v = G(x, -i \partial_x) \, v, \quad G(x, -i \partial_x) := g(x, -i \partial_x),
$$

with the symbol of $G$ of the form

$$
g(x, \xi) = \frac{1}{2} \langle X, J B X \rangle + \langle X, J w \rangle + C, \quad B \in \text{sl}(2, \mathbb{R}), \quad w \in \mathbb{R}^2, \quad C \in \mathbb{R}.
$$

Let us focus on the concrete form of $G$ for different parameter $E$. Since the similarity between $\text{sl}(2, \mathbb{R})$ matrices is related to the unitary equivalence between quantized Hamiltonians, we have the following conclusions.

(1) For a.e. $E \in \mathcal{I} \setminus \mathcal{O}_{\epsilon_0}, B$ is similar to $\begin{pmatrix} 0 & \varrho \\ -\varrho & 0 \end{pmatrix}$ for some $\varrho = \varrho_E \geq 0$ and $w = \begin{pmatrix} 0 \\ 0 \end{pmatrix}$, hence $G$ is unitary equivalent to the Weyl quantization of

$$
\frac{1}{2} \begin{pmatrix} X, J \begin{pmatrix} 0 & \varrho \\ -\varrho & 0 \end{pmatrix} X \end{pmatrix} = \frac{\varrho}{2} (x^2 + \xi^2),
$$

which is $\frac{\varrho}{2} (x^2 - \partial_x^2)$.

(2) If $\text{Leb}(\Lambda_j) > 0$, then...
• for \( E \in \text{int} \Lambda_j \), \( B \) is similar to \( \begin{pmatrix} \lambda & 0 \\ 0 & -\lambda \end{pmatrix} \) for some \( \lambda = \lambda_E > 0 \) and \( w = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \), hence \( G \) is unitary equivalent to \( -\frac{i}{2} (x \cdot \partial_x + \partial_x \cdot x) \).

• for \( E \in \partial \Lambda_j \setminus \partial \mathcal{I} \), \( B \) is similar to \( \begin{pmatrix} 0 & 0 \\ \kappa & 0 \end{pmatrix} \) and \( w = \begin{pmatrix} t \\ 0 \end{pmatrix} \) for some \( \kappa = \kappa_E \in \mathbb{R} \setminus \{0\} \) and \( t = t_E \in \mathbb{R} \), hence \( G \) is unitary equivalent to the Stark Hamiltonian

\[
-\frac{\kappa}{2} x^2 - it \partial_x. \tag{38}
\]

If \( \text{Leb}(\Lambda_j) = 0 \), then for \( E \in \Lambda_j \), \( B = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \) and \( w = \begin{pmatrix} t \\ 0 \end{pmatrix} \) for some \( t = t_E \in \mathbb{R} \), hence \( G \) is unitary equivalent to \( -it \partial_x \).

4. Growth of Sobolev Norms via Reducibility

According to (12), to precise the growth of Sobolev norms for the solution to Eq. (1), it is sufficient to study the reduced quantum Hamiltonian \( G(x, -i \partial_x) \) obtained in Theorem 3.1, or more simply, the unitary equivalent forms listed in Theorem 3.1.

For a.e. \( E \in \mathcal{I} \setminus O_{0,0}, G \) is unitary equivalent to \( \frac{\hat{q}}{q} H_0 \). Since the \( \mathcal{H}^s \)-norm of \( e^{-it \frac{\hat{q}}{q} H_0} \psi_0 \) is conserved for any \( \psi_0 \in \mathcal{H}^s \), the boundedness of Sobolev norm is shown. Now we focus on the other cases, in which the growth of Sobolev norm occurs.

**Proposition 4.1.** For the equation

\[
\partial_t v(t, x) = -\frac{\lambda}{2} x \cdot \partial_x v(t, x) - \frac{\lambda}{2} \partial_x (x \cdot v(t, x)), \quad \lambda > 0,
\]

with non-vanishing initial condition \( v(0, \cdot) = v_0(\cdot) \in \mathcal{H}^s, s \geq 0 \), there exist two constants \( \tilde{c}, \tilde{C} > 0 \), depending on \( s, \lambda \), and \( v_0 \), such that the solution satisfies

\[
\tilde{c} e^{\lambda s t} \leq \| v(t, \cdot) \|_s \leq \tilde{C} e^{\lambda s t}, \quad \forall t \geq 0.
\]

The above proposition gives the exponential growth of Sobolev norm for \( E \in \text{int} \Lambda_j \) when \( \text{Leb}(\Lambda_j) > 0 \). For the proof, see Proposition 2 of [36] or Remark 1.4 of [38].

**Proposition 4.2.** For the equation

\[
i \partial_t v(t, x) = -\frac{\kappa}{2} x^2 \cdot v(t, x) - it \partial_x v(t, x), \quad \kappa, t \in \mathbb{R} \setminus \{0\}, \tag{39}
\]

with non-vanishing initial condition \( v(0, \cdot) = v_0(\cdot) \in \mathcal{H}^s, s \geq 0 \), there exists constants \( \tilde{c}, \tilde{C} > 0 \), depending on \( s, \kappa, t \) and \( v_0 \), such that the solution satisfies

\[
\tilde{c} |\kappa|^s t^{2s} \leq \| v(t, \cdot) \|_s \leq \tilde{C} \left( 1 + |\kappa|^s t^{2s} \right), \quad \forall t \geq 0. \tag{40}
\]

The above proposition gives the possible \( t^{2s} \)-growth of \( \mathcal{H}^s \) norm of solutions for \( E \in \partial \Lambda_j \setminus \partial \mathcal{I} \) when \( \text{Leb}(\Lambda_j) > 0 \). It is indispensable for the \( t^{2s} \)-growth that the coefficient \( t \) in the reduced constant quantum Hamiltonian is non-vanishing. For the case \( t = 0 \), the \( \mathcal{H}^s \)-norm of the solution to Eq. (39) presents \( t^s \)-growth (see Proposition 3 of [36]).
Proof. With the initial condition \( v(0, \cdot) = v_0(\cdot) \in \mathcal{H}^s \), it can be verified that the solution to Eq. (39) is

\[
v(t, x) = e^{\frac{ik}{\kappa} \cdot 3} e^{-\frac{ik}{\kappa} (x-ut)^3} v_0(x - ut).
\]

For any \( s \geq 0 \), we have

\[
\|x^s v(t, x)\|_{L^2}^2 = \int_{\mathbb{R}} x^{2s} |v(t, x)|^2 dx = \int_{\mathbb{R}} x^{2s} |v_0(x - ut)|^2 dx = \int_{\mathbb{R}} (y + ut)^{2s} |v_0(y)|^2 dy.
\]

Hence, there exist two constants \( c', C' > 0 \), depending on \( s, \kappa \) and \( v_0 \), such that

\[
c'(1 + |t|^s t^s) \leq \|x^s v(t, x)\|_{L^2} \leq C'(1 + |t|^s t^s).
\]

(41)

In view of the equivalent definitions of the \( \mathcal{H}^s \)-norm given in (5), it remains to describe the growth of \( \|\partial_x^s v(t, x)\|_{L^2} \). We first consider the derivatives of \( e^{\frac{ik}{\kappa} (3y^2u_1^2 + 3y^2t^2 + \kappa^3 t^3)} \) w.r.t. \( y \in \mathbb{R} \). We have that, for \( \alpha \in \mathbb{N}^* \),

\[
\partial_y^\alpha e^{\frac{ik}{\kappa} (3y^2u_1^2 + 3y^2t^2 + \kappa^3 t^3)} = P_{2\alpha}(t, y) e^{\frac{ik}{\kappa} (3y^2u_1^2 + 3y^2t^2 + \kappa^3 t^3)},
\]

(42)

where \( P_{2\alpha}(t, y) \) is a multivariate polynomial of \( (t, y) \) of degree \( 2\alpha \), satisfying

\[
P_{2\alpha}(t, y) = \left( \frac{i}{2} \kappa t \right)^\alpha t^{2\alpha} + \sum_{1 \leq a \leq 2\alpha - 1} Q_{\alpha, a}(y) t^a,
\]

(43)

with \( Q_{\alpha, a}(y) \) a polynomial of \( y \) of degree no more than \( 2\alpha - 1 \). Indeed, for \( \alpha = 1, 2 \), direct computations show that

\[
\partial_y^\alpha e^{\frac{ik}{\kappa} (3y^2u_1^2 + 3y^2t^2 + \kappa^3 t^3)} = \left( \frac{i}{2} \kappa t \right)^\alpha t^{2\alpha} + \kappa y t^{\alpha + 1} + \sum_{1 \leq a \leq 2\alpha - 1} Q_{\alpha, a}(y) t^a
\]

and if (42) holds for some \( \alpha \in \mathbb{N}^*, \alpha \geq 2 \), with \( P_{2\alpha} \) satisfying (43), then

\[
\partial_y^\alpha e^{\frac{ik}{\kappa} (3y^2u_1^2 + 3y^2t^2 + \kappa^3 t^3)} = \left( \frac{i}{2} \kappa t \right)^\alpha t^{2\alpha} + \kappa y t^{\alpha + 1} + \sum_{1 \leq a \leq 2\alpha - 1} Q_{\alpha, a}(y) t^a
\]

\[
\partial_y^\alpha e^{\frac{ik}{\kappa} (3y^2u_1^2 + 3y^2t^2 + \kappa^3 t^3)} = \left( \frac{i}{2} \kappa t \right)^\alpha t^{2\alpha} + \sum_{1 \leq a \leq 2\alpha - 1} Q_{\alpha, a}(y) t^a
\]

\[
P_{2\alpha + 2}(t, y) e^{\frac{ik}{\kappa} (3y^2u_1^2 + 3y^2t^2 + \kappa^3 t^3)}
\]
with the polynomials $Q_{\alpha+1,a}(y)$ defined as

$$Q_{\alpha+1,a}(y) = \begin{cases} 
\frac{i}{2} \kappa \left( \frac{i}{2} \kappa \right)^{a} y + \frac{i}{2} \kappa Q_{\alpha,2\alpha-1}(y), & a = 2\alpha + 1 \\
\frac{i}{2} \kappa Q_{\alpha,2\alpha-2}(y) + i \kappa y Q_{\alpha,2\alpha-1}(y), & a = 2\alpha \\
i \kappa y Q_{\alpha,1}(y) + Q'_{\alpha,2}(y), & 3 \leq a \leq 2\alpha - 1 \ . \\
Q'_{\alpha,1}(y). & a = 2 \\
\end{cases}$$

Note that, for $y = x - ut$,

$$\partial_{s}^{x} v(t, x) = \partial_{x}^{s} \left( e^{\frac{i}{2} \kappa t} e^{-\frac{i}{2} \kappa (x-ut)^{3}} v_{0}(x-ut) \right) = \partial_{y}^{s} \left( e^{\frac{i}{2} \kappa t} (3y^{2}u+3y^{2}r^{2}+3^{1}r^{3}) v_{0}(y) \right).$$

Then, by (42) and (43), we have, for $s \in \mathbb{N}^{*}$,

$$\left| \partial_{s}^{x} v(t, x) - \left( \frac{i \kappa}{2} \right)^{s} t^{2s} e^{\frac{i}{2} \kappa t} (3y^{2}u+3y^{2}r^{2}+3^{1}r^{3}) v_{0}(y) \right|$$

$$= \sum_{0 \leq a \leq s} C_{s}^{a} \left( \partial_{y}^{s-a} e^{\frac{i}{2} \kappa t} (3y^{2}u+3y^{2}r^{2}+3^{1}r^{3}) \right) \left( \partial_{y}^{s-a} v_{0}(y) \right)$$

$$- \left( \frac{i \kappa}{2} \right)^{s} t^{2s} e^{\frac{i}{2} \kappa t} (3y^{2}u+3y^{2}r^{2}+3^{1}r^{3}) v_{0}(y)$$

$$= \sum_{0 \leq a \leq s} C_{s}^{a} P_{2a}(t, y) \partial_{y}^{s-a} v_{0}(y) - \left( \frac{i \kappa}{2} \right)^{s} t^{2s} v_{0}(y)$$

$$= \sum_{0 \leq a \leq s-1} C_{s}^{a} P_{2a}(t, y) \partial_{y}^{s-a} v_{0}(y) + v_{0}(y) \sum_{1 \leq a \leq 2s-1} Q_{s,a}(y) t^{a}$$

Hence, there exists a constant $c''$, depending on $s$, $t$, $\kappa$ and $v_{0}$, such that

$$\left\| \partial_{s}^{x} v(t, x) - \left( \frac{i \kappa}{2} \right)^{s} t^{2s} e^{\frac{i}{2} \kappa t} (3y^{2}u+3y^{2}r^{2}+3^{1}r^{3}) v_{0}(y) \right\|_{L^{2}} \leq c'' \left( 1 + t^{2s-1} \right).$$

On the other hand, we have

$$\left\| \left( \frac{i \kappa}{2} \right)^{s} t^{2s} e^{\frac{i}{2} \kappa t} (3y^{2}u+3y^{2}r^{2}+3^{1}r^{3}) v_{0}(y) \right\|_{L^{2}} = \left( \frac{|\kappa|}{2} \right)^{s} t^{2s} \| v_{0} \|_{L^{2}},$$

Then, as $t \to \infty$,

$$\| \partial_{s}^{x} v(t, x) \|_{L^{2}} \sim \frac{|\kappa|^{s}}{2s} t^{2s} \| v_{0} \|_{L^{2}}.$$  (44)

Combining (41) and (44), we get the growth of $H^{s}$-norm in (40).

As for the degenerate case $E \in \Lambda_{j}$ with $\text{Leb}(\Lambda_{j}) = 0$, the reduced quantum Hamiltonian gives the equation

$$\partial_{t} v(t, x) = -i \partial_{x} v(t, x).$$

It is proved that the solution is the traveling wave

$$v(t, x) = v_{0}(x - ut), \quad v_{0} \in H^{s},$$

and its $H^{s}$-norm presents $t^{s}$-growth (see Proof of Corollary A.2 of [7]). This completes the proof of Theorem 1.1.
Proof of Theorem 1.2. By Fourier transform

\[ u(x) \mapsto \hat{u}(\xi) := \int_{\mathbb{R}} e^{-2\pi i \xi \cdot x} u(x) \, dx, \]
the linear equation

\[ i \partial_t u(t, x) = (S_\alpha u)(t, x) = -\partial^2_x u(t, x) + ax u(t, x), \quad u(0, x) = u_0(x), \quad x \in \mathbb{R}, \]
can be transformed into

\[ i \partial_t \hat{u}(t, \xi) = 4\pi^2 \xi^2 \hat{u}(t, \xi) + i a \frac{\partial}{\partial \xi} \hat{u}(t, \xi), \quad \hat{u}(0, \xi) = \hat{u}_0(\xi), \quad \xi \in \mathbb{R}. \]

In view of (44) in the proof of Proposition 4.2, we have

\[ \|x^s u(t, x)\|_{L^2(dx)} = \frac{1}{(2\pi)^{s}} \|\partial^s_\xi \hat{u}(t, \xi)\|_{L^2(d\xi)} \sim |a|^s t^{2s} \|u_0\|_{L^2(dx)}, \quad t \to \infty. \]

5. Proof of Theorem 1.3

We show the growth of Sobolev norms of solutions to Eq. (9) by its reducibility.

Through Weyl quantization, the reducibility of Eq. (9) is equivalent to the reducibility of the corresponding classical Hamiltonian system:

\[
\frac{d}{dt} \begin{pmatrix} x \\ \xi \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} + \kappa \begin{pmatrix} \cos(t) \sin(t) \\ \cos^2(t) \sin(t) \end{pmatrix} \begin{pmatrix} x \\ \xi \end{pmatrix} - 2t \begin{pmatrix} \cos(t) \\ 0 \end{pmatrix} \\
= \begin{pmatrix} -J + \kappa e^{-tJ} \begin{pmatrix} 0 & 0 \\ \cos(t) & -\sin(t) \end{pmatrix} \end{pmatrix} \begin{pmatrix} x \\ \xi \end{pmatrix} - 2t \begin{pmatrix} \cos(t) \\ 0 \end{pmatrix},
\]

where \( J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}. \) Under the transformation

\[
\begin{pmatrix} x \\ \xi \end{pmatrix} = e^{-tJ} \begin{pmatrix} \tilde{x} \\ \tilde{\xi} \end{pmatrix},
\]
the above system is conjugated to

\[
\frac{d}{dt} \begin{pmatrix} \tilde{x} \\ \tilde{\xi} \end{pmatrix} = e^{tJ} \begin{pmatrix} 0 & 0 \\ \cos(t) & \sin(t) \end{pmatrix} + J \begin{pmatrix} -J + \kappa e^{-tJ} \begin{pmatrix} 0 & 0 \\ \cos(t) & -\sin(t) \end{pmatrix} \end{pmatrix} e^{-tJ} \begin{pmatrix} \tilde{x} \\ \tilde{\xi} \end{pmatrix} - 2t e^{tJ} \begin{pmatrix} \cos(t) \\ 0 \end{pmatrix} \\
= \kappa \begin{pmatrix} 0 & 0 \\ \cos(t) & \sin(t) \end{pmatrix} e^{-tJ} \begin{pmatrix} \tilde{x} \\ \tilde{\xi} \end{pmatrix} - 2t e^{tJ} \begin{pmatrix} \cos(t) \\ 0 \end{pmatrix} \\
= \begin{pmatrix} 0 & 0 \\ \kappa & 0 \end{pmatrix} \begin{pmatrix} \tilde{x} \\ \tilde{\xi} \end{pmatrix} - 2t \begin{pmatrix} \cos^2(t) \\ \sin(t) \cos(t) \end{pmatrix}.
\]

Then, by the transformation

\[
\begin{pmatrix} \tilde{x} \\ \tilde{\xi} \end{pmatrix} = \begin{pmatrix} x_\ast \\ \xi_\ast \end{pmatrix} - \begin{pmatrix} \frac{t}{\kappa} \sin(t) \cos(t) \\ \frac{1}{\kappa} \kappa t + t \end{pmatrix},
\]
we get the affine system

\[
\frac{d}{dt} \begin{pmatrix} x_\ast \\ \xi_\ast \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ \kappa & 0 \end{pmatrix} \begin{pmatrix} x_\ast \\ \xi_\ast \end{pmatrix} - \begin{pmatrix} t \\ 0 \end{pmatrix}.
\] (45)

An explicit computation shows that the two above transformations are respectively the time 1-flows of Hamiltonians

\[
\chi_1(t, x, \xi) = \frac{t}{2}(x^2 + \xi^2),
\]

\[
\chi_2(t, x, \xi) = \left(\frac{1}{2} \kappa t + t\right) \sin^2(t) \cdot x - t \sin(t) \cos(t) \cdot \xi.
\]

Hence, by the unitary transformation

\[
u = e^{-i\chi_1^W(t, x, -i\partial_x)} e^{-i\chi_2^W(t, x, -i\partial_x)} v,
\]

Equation (9) is reduced to

\[
i\partial_t v(t, x) = -\frac{\kappa}{2} x^2 v(t, x) - iu \partial_x v(t, x).
\]

Then Theorem 1.3 follows from Proposition 4.2.

Acknowledgements. Z. Zhao would like to thank the Key Lab of Mathematics for Nonlinear Science of Fudan University for its hospitality during his visits in 2021.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

References

1. Asch, J., Knauf, A.: Motion in periodic potentials. Nonlinearity 11, 175–200 (1998)
2. Avron, J., Herbst, I.: Spectral and scattering theory of Schrödinger operators related to the Stark effect. Commun. Math. Phys. 52, 239–254 (1977)
3. Bambusi, D.: Reducibility of 1-d Schrödinger equation with time quasiperiodic unbounded perturbations. II. Commun. Math. Phys. 353(1), 353–378 (2017)
4. Bambusi, D.: Reducibility of 1-d Schrödinger equation with time quasiperiodic unbounded perturbations. I. Trans. Am. Math. Soc. 370, 1823–1865 (2018)
5. Bambusi, D., Graffi, S.: Time quasi-periodic unbounded perturbations of Schrödinger operators and KAM methods. Commun. Math. Phys. 219(2), 465–480 (2001)
6. Bambusi, D., Montalto, R.: Reducibility of 1-d Schrödinger equation with unbounded time quasiperiodic perturbations. III. J. Math. Phys. 59, 122702 (2018)
7. Bambusi, D., Grébert, B., Maspero, A., Robert, D.: Reducibility of the quantum harmonic oscillator in d-dimensions with polynomial time dependent perturbation. Anal. PDEs 11(3), 775–799 (2018)
8. Bambusi, D., Langella, D., Montalto, R.: Reducibility of non-resonant transport equation on with unbounded perturbations. Ann. Henri Poincaré 20, 1893–1929 (2019)
9. Bambusi, D., Grébert, B., Maspero, A., Robert, D.: Growth of Sobolev norms for abstract linear Schrödinger equations. J. Eur. Math. Soc. (JEMS) 23(2), 557–583 (2021)
10. Bambusi, D., Langella, D., Montalto, R.: Growth of Sobolev norms for unbounded perturbations of the Laplacian on flat tori. arXiv:2012.02654
11. Berti, M., Maspero, A.: Long time dynamics of Schrödinger and wave equations on flat tori. J. Differ. Equ. 267(2), 1167–1200 (2019)
12. Bourgain, J.: Growth of Sobolev norms in linear Schrödinger equations with smooth time dependent potentials. J. Anal. Math. 77, 315–348 (1999)
13. Bourgain, J.: Growth of Sobolev norms in linear Schrödinger equations with quasi-periodic potential. Commun. Math. Phys. 204(1), 207–247 (1999)
14. Combescure, M.: The quantum stability problem for time-periodic perturbations of the harmonic oscillator. Ann. Inst. H. Poincaré Phys. Théor. 47(1), 63–83 (1987)
15. Delort, J.-M.: Growth of Sobolev norms for solutions of time dependent Schrödinger operators with harmonic oscillator potential. Commun. Partial Differ. Equ. 39(1), 1–33 (2014)
16. Duclos, P., Lev, O., Štovíček, P., Vittot, M.: Weakly regular Floquet Hamiltonians with pure point spectrum. Rev. Math. Phys. 14(6), 531–568 (2002)
17. Eliasson, L.H.: Floquet solutions for the 1-dimensional quasi-periodic Schrödinger equation. Commun. Math. Phys. 146, 447–482 (1992)
18. Eliasson, L.H., Kuksin, S.B.: On reducibility of Schrödinger equations with quasiperiodic in time potentials. Commun. Math. Phys. 286(1), 125–135 (2009)
19. Enss, V., Veselic, K.: Bound states and propagating states for time-dependent hamiltonians. Ann IHP 39(2), 159–191 (1983)
20. Fang, D., Zhang, Q.: On growth of Sobolev norms in linear Schrödinger equations with time dependent Gevrey potentials. J. Dyn. Differ. Equ. 24(2), 151–180 (2012)
21. Faou, E., Raphaël, P.: On weakly turbulent solutions to the perturbed linear harmonic oscillator. arXiv:2006.08206
22. Feola, R., Grébert, B.: Reducibility of Schrödinger equation on the sphere. Int. Math. Res. Not. 00, 1–39 (2020)
23. Feola, R., Giuliani, F., Montalto, R., Procesi, M.: Reducibility of first order linear operators on tori via Moser’s theorem. J. Funct. Anal. 276(3), 932–970 (2019)
24. Feola, R., Grébert, B., Nguyen, T.: Reducibility of Schrödinger equation on a Zoll manifold with unbounded potential. arXiv:1910.10657
25. Graffi, S., Yajima, K.: Absolute continuity of the Floquet spectrum for a nonlinearly forced harmonic oscillator. Commun. Math. Phys. 215(2), 245–250 (2000)
26. Hagedorn, G., Loss, M., Slawny, J.: Nonstochasticity of time-dependent quadratic Hamiltonians and the spectra of canonical transformations. J. Phys. A 19(4), 521–531 (1986)
27. Haus, E., Maspero, A.: Growth of Sobolev norms in time dependent semiclassical anharmonic oscillators. J. Funct. Anal. 215(2), 245–250 (2017)
28. Johnson, R., Moser, J.: The rotation number for almost periodic potentials. Commun. Math. Phys. 84(3), 403–438 (1982)
29. Kuksin, S.B.: Nearly Integrable Infinite-Dimensional Hamiltonian Systems. Lecture Notes in Mathematics, vol. 1556. Springer, Berlin (1993)
30. Kiselev, A.: Absolutely continuous spectrum of perturbed Stark operators. Trans. Am. Math. Soc. 352(1), 243–256 (1999)
31. Liang, Z., Luo, J.: Reducibility of 1-d quantum harmonic oscillator equation with unbounded oscillation perturbations. J. Differ. Equ. 270, 343–389 (2021)
32. Liu, J., Yuan, X.: Spectrum for quantum Duffing oscillator and small-divisor equation with large-variable coefficient. Commun. Pure Appl. Math. 63(9), 1145–1172 (2010)
33. Liu, J., Zhao, Z., Zhou, Q.: 1-d Harmonic oscillator with time quasi-periodic quadratic perturbation: reducibility and growth of Sobolev norms. J. Math. Pures Appl. 146, 158–182 (2021)
34. Maspero, A.: Lower bounds on the growth of Sobolev norms in some linear time dependent Schrödinger equations. Math. Res. Lett. 26(4), 1197–1215 (2019)
35. Maspero, A., Robert, D.: On time dependent Schrödinger equations: global well-posedness and growth of Sobolev norms. J. Funct. Anal 273(2), 721–781 (2017)
36. Maspero, A.: Growth of Sobolev norms in linear Schrödinger equations as a dispersive phenomenon. arXiv:2101.09055
37. Montalto, R.: A reducibility result for a class of linear wave equations on $\mathbb{T}^d$. Int. Math. Res. Notices 2019(6), 1788–1862 (2019)
38. Schwinte, V., Thomann, L.: Growth of Sobolev norms for coupled Lowest Landau Level equations. To appear in Pure Appl. Anal. arXiv:2006.01468
39. Thomann, L.: Growth of Sobolev norms for linear Schrödinger operators. To appear in Ann. H. Lebesgue. arXiv:2006.02674
43. Wang, W.-M.: Pure point spectrum of the Floquet Hamiltonian for the quantum harmonic oscillator under time quasi-periodic perturbations. Commun. Math. Phys. 277(2), 459–496 (2008)

44. Wang, W.-M.: Logarithmic bounds on Sobolev norms for time dependent linear Schrödinger equations. Commun. Partial Differ. Equ. 33(12), 2164–2179 (2008)

45. Wang, Z., Liang, Z.: Reducibility of 1d quantum harmonic oscillator perturbed by a quasiperiodic potential with logarithmic decay. Nonlinearity 30(4), 1405–1448 (2017)

46. Yajima, K., Zhang, G.: Local smoothing property and Strichartz inequality for Schrödinger equations with potentials superquadratic at infinity. J. Differ. Equ. 202, 81–110 (2004)

Communicated by C. Liverani