Learning quantum models from quantum or classical data
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Abstract
In this paper, we address the problem of how to represent a classical data distribution in a quantum system. The proposed method is to learn the quantum Hamiltonian, that is such that its ground state approximates the given classical distribution. We review previous work on the quantum Boltzmann machine (QBM) (Kieferová M and Nathan W 2017 Phys. Rev. A 96 062327, Amin M H et al 2018 Phys. Rev. X 8 021050) and how it can be used to infer quantum Hamiltonians from quantum statistics. We then show how the proposed quantum learning formalism can also be applied to a purely classical data analysis. Representing the data as a rank one density matrix introduces quantum statistics for classical data in addition to the classical statistics. We show that quantum learning yields results that can be significantly more accurate than the classical maximum likelihood approach, both for unsupervised learning and for classification. The data density matrix and the QBM solution show entanglement, quantified by the quantum mutual information $I$. The classical mutual information in the data $I_c \leq I/2 = C$, with $C$ maximal classical correlations obtained by choosing a suitable orthogonal measurement basis. We suggest that the remaining mutual information $Q = I - I_c$ is obtained by non orthogonal measurements that may violate the Bell inequality. The excess mutual information $I - I_c$ may potentially be used to improve the performance of quantum implementations of machine learning or other statistical methods.
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1. Introduction

Current successes in machine learning [3–5] has ignited interesting new connections between machine learning and quantum physics, loosely referred to as quantum machine learning. The transfer of ideas goes in both directions. Quantum annealing [6, 7] has been successfully applied to hard optimization problems in machine learning [8, 9]. Machine learning methods also find useful applications in quantum physics, such as characterizing the ground state of a quantum Hamiltonian [10] or to learn different phases of matter [11].

In addition, there are efforts to exploit quantum mechanical features for learning and coding [12]. In particular, attempts have been made to extend probability calculus to quantum density operators [13–15]. Recently, [1, 2] have proposed learning methods for density matrices called the quantum Boltzmann machine (QBM). One approach is to maximize the classical likelihood \( L = \sum_s q(s) \log p(s|w) \), with \( p \) the diagonal of the density matrix \( \rho \). As the authors remark, this approach faces difficulties because the gradients of the likelihood are hard to evaluate (see appendix A). For this reason, they introduce a lower bound on the likelihood using the Golden–Thomson inequality and maximize this bound. But this has the disadvantage that parameters of quantum statistics cannot be learned.

[1] introduce another approach to learning the QBM, which is to minimize the relative entropy between a model density matrix \( \rho \) and a target density matrix \( \eta \). This is equivalent to maximizing a quantum likelihood \( L = \text{Tr} \eta \log \rho \). This approach does not suffer from the above difficulties. The quantum likelihood generalizes maximum likelihood learning to density matrices: in the case that the model density matrix is diagonal, the quantum likelihood reduces to the classical likelihood.

The aim of this paper is to show how the quantum likelihood method can be used to learn classical machine learning problems such as unsupervised and supervised learning. We restrict ourselves to spin systems without latent variables, i.e. there is data statistics on all spins. For extensions to latent variable models see [16]. For supervised learning problems, data can be represented as a classical distribution \( q(s) \). By generalizing \( q \) to a density matrix, the classical statistics (such as expectation values and correlations) are augmented with quantum statistics. The quantum statistics provides features of the data that are not available from low order classical statistics and may be useful for learning.

The paper is organized as follows. In section 2 we review the unsupervised learning problem and the classical Boltzmann machine. In section 3 we review the quantum likelihood and the derivation of QBM learning rule. In section 4 we present numerical results that demonstrate how to apply the QBM to quantum tomography, i.e. to recover the quantum Hamiltonian or the ground state wave function from measured quantum statistics. We consider the quantum antiferromagnetic Heisenberg model and a fully connected quantum spin glass model. For finite temperature, this problem is strictly convex and has a unique solution. In this case the Hamiltonian can be fully recovered from the quantum statistics. For zero temperature the solution is degenerate. The learned Hamiltonian still reproduces all statistics correctly, but the solution is not unique. For low temperature, the convergence of the learning algorithm slows down dramatically. The results in section 4 confirm previous findings reported in [1].

Sections 5 and 6 contain the main novel material of this paper. In section 5 we apply the QBM to learn classical statistical problems, such as unsupervised learning and classification. We propose to represent the target data distribution by a rank one density matrix \( \eta \), which we

---

1 This idea was independently proposed in arXiv:1803.11278, which is the draft version of the current article.
call the data state. For unsupervised learning, we show that the QBM with only pairwise interactions can learn the parity problem exactly, whereas the BM cannot learn this problem. In the case of supervised learning, we learn a density matrix over the joint input–output state space and construct the classifier by conditioning the density matrix on a classical input state. Surprisingly, in this way a large number of hard nonlinear classification problems can be learned that cannot be learned by a classical BM. This approach differs significantly from the recently proposed quantum perceptron [17] which learns a density matrix on the output qubit, whose statistics are conditioned on classical input states.

The data state \( \eta \) is a much more complex object than the classical probability distribution \( q \) from which it is derived. It displays full quantum features such as non-locality and entanglement. In section 6 we explain what these quantum features mean for classical data. We can measure \( \eta \) in different measurement bases and the classical distribution \( q(s) \) corresponds to a particular choice of basis. In general, the quantum mutual information \( I(\eta) \) between sub systems is larger than the classical mutual information \( I_c(q) \). We conjecture that \( I_c(q) \leq I(\eta)/2 \) in general, which we support by numerical experiments and show that \( I_c(q) = I(\eta)/2 \) when the sub systems are deterministically related. By optimizing the orthogonal measurement basis, the mutual information can be maximized to \( I_c(q) = I(\eta)/2 = C \) where \( C \) denotes the maximal classical mutual information. The information is called classical because the statistics of the measurement outcomes can be described by a classical joint probability distribution \( \tilde{q} \) on local variables. The remaining quantum information \( Q = I - C \) resides in non-local features of the state \( \eta \). In section 6.1 we illustrate the excess quantum information \( Q \) and the violation of the Bell inequality for the simplest possible example of two fully correlated binary variables.

2. Classical learning

We first briefly review classical learning. Consider a data set of samples \( s^\mu, \mu = 1, \ldots, N \), where each sample \( s^\mu \) is a vector of length \( n \). The data set can be written as a so-called empirical probability distribution

\[
q(s) = \frac{1}{N} \sum_{\mu=1}^{N} \delta_{s,s^\mu}
\]  

(1)

Classical learning can be defined to find a model distribution \( p(s) \) that is as close as possible to \( q \), where the ‘distance’ is defined as the relative entropy or Kullback–Leibler divergence between the distributions \( q \) and \( p \)

\[
KL(q, p) = \sum_s q(s) \log \frac{q(s)}{p(s)}
\]  

(2)

Minimizing \( KL(q, p) \) with respect to \( p \) is equivalent to maximizing the classical likelihood

\[
L_c = \sum_s q(s) \log p(s)
\]  

(3)

In the case of the classical Boltzmann machine learning problem, the state space consists of all vectors \( s = (s_1, \ldots, s_n) \) with \( s_i = \pm 1 \) binary spin variables and \( p \) is a Boltzmann distribution

\[
p(s|w) = \frac{e^{H(s|w)}}{Z(w)} \quad Z(w) = \sum_s e^{H(s|w)}
\]  

(4)
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with $H(s|w) = \sum_r H_r(s)w_r$ linear in $w_r$. $H_r(s)$ are interaction terms involving typically a small subset of the components of $s$ such as instance $s_i, s_j, \ldots$. For $p$ of the form equation (4) the likelihood equation (3) becomes

$$L_c(w) = \langle H \rangle_q - \log Z$$

where $\langle H \rangle_q$ is the expectation value of $H$ with respect to the empirical distributions $q$. The maximization can be performed by gradient ascent on $L_c$:

$$\Delta w_r \propto \frac{\partial L_c}{\partial w_r} = \langle H \rangle_q - \langle H \rangle_p$$

where we used that $\frac{\partial \log Z}{\partial w_r} = \langle H \rangle_p$ and $\langle \ldots \rangle_p$ is expectation with respect to the Boltzmann distribution $p$. Learning stops when the gradients are zero, i.e. when the statistics defined by $H_r$ are equal: $\langle H \rangle_q = \langle H \rangle_p$. A common example is when $H(s|w) = \sum_i w_i s_i + \sum_{i,j} w_{ij} s_i s_j$, the learning rule becomes

$$\Delta w_i \propto \langle s_i \rangle_q - \langle s_i \rangle_p \quad \Delta w_{ij} \propto \langle s_i s_j \rangle_q - \langle s_i s_j \rangle_p$$

Equation (7) is the well known Boltzmann machine learning rule [18].

3. Quantum learning

In the quantum case, one represents both the data and the model as a density matrix instead of a probability vector. In this section, we review this idea that was first introduced in [1]. A density operator $\rho$ is a Hermitian positive semi definite operator. In the case of binary spins, $\rho$ can be represented on an orthogonal basis $|s=(s_1, \ldots, s_n)\rangle$ as a matrix of size $2^n \times 2^n$ with components $\rho(s,s')$. We also represent the wave function $|\psi\rangle$ of a quantum system on the same basis by its component vector $\psi(s) = \langle s|\psi\rangle$ (see appendix B). We use this basis dependent representation throughout the paper. In section 6 we discuss measurement in other bases. $\rho$ has trace one Tr $\rho = 1$ and real eigenvalues $\lambda_i \geq 0$ and $\sum_i \lambda_i = 1$. The density matrix is a generalization of a probability distribution and reduces to the latter when it is diagonal.

The von Neumann, or quantum, entropy of a density matrix $\rho$ is defined as

$$h(\rho) = -\text{Tr}(\rho \log \rho)$$

with $\log \rho$ the matrix logarithm of $\rho$ and $\rho \log \rho$ a matrix product. It is easy to show that $h(\rho) = -\sum_i \lambda_i \log \lambda_i$, with $\lambda_i \geq 0$ the eigenvalues of $\rho$. The entropy is maximal when all $\lambda_i$ are equal. The minimal entropy $h(\rho) = 0$ when $\lambda_i = \delta_{s,s'}$ for some state $s'$. In this case $\rho$ is a rank one matrix and can be written as $\rho = \psi\psi^\dagger$ (or $\rho(s,s') = \psi(s)\psi^*(s')$) and is called a pure state. When $\rho$ is diagonal: $\rho(s,s') = p(s)\delta_{s,s'}$, the quantum entropy is equal to the classical entropy $h(\rho) = h_c(p) = -\sum_s p(s) \log p(s)$.

The notion of expectation value for probability distributions is generalized for density matrices. The expectation value of a matrix $A$, called an observable, is defined as $\langle A \rangle_\rho = \text{Tr}(A\rho)$, with $A\rho$ the matrix product. When $A$ is a Hermitian matrix, $\langle A \rangle_\rho$ is real. When $A$ is a diagonal matrix, $\langle A \rangle_\rho = \langle A \rangle_p$ with $p$ the diagonal of $\rho$ and $\langle A \rangle_p$ the classical expectation value. In this case we call $\langle A \rangle_p$ a classical statistic (in the basis $|s\rangle$). When $A$ is a non diagonal matrix, $\langle A \rangle_\rho$ are statistics of $\rho$ that do not have a classical analogue. We call these quantum statistics.

The relative entropy between density matrices $\eta$ and $\rho$ is defined as [19]

$$S(\eta, \rho) = \text{Tr}(\eta \log \eta) - \text{Tr}(\eta \log \rho)$$
One can show that $S \geq 0$ which follows from Klein’s inequality \[19\]. Equation (9) generalizes the classical relative entropy equation (2) to density matrices. When $\eta$ is the density matrix of the data and $\rho$ is the model density matrix, the quantum learning problem is to find $\rho$ that minimizes $S$. This is equivalent to maximizing the quantum likelihood

$$L(\rho) = \text{Tr}(\eta \log \rho)$$ \hfill (10)

As an immediate generalization of the classical BM case discussed in section 2, we consider model density matrices of the form

$$\rho = \frac{1}{Z} e^H \ Z = \text{Tr} (e^H) \quad H = \sum_r H_r w_r$$ \hfill (11)

with $H$ the quantum Hamiltonian and $e^H$ is the matrix exponential of $H$. $H$ and $H_r$ are Hermitian matrices and $w = \{w_r, r = 1, \ldots\}$ are real parameters. The model equation (11) is referred to as the quantum Boltzmann machine (QBM) [1, 2].

The quantum likelihood equation (10) for the QBM equation (11) is

$$L(w) = \langle H \rangle_\eta - \log Z$$ \hfill (12)

Learning is defined as gradient ascent on the quantum likelihood equation (12). One can compute $\frac{\partial}{\partial w_r} e^H$ through the Trotter formula $e^H = \lim_{m \to \infty} (e^{H/m})^m$:

$$\frac{\partial}{\partial w_r} e^H = \lim_{m \to \infty} \frac{H_r}{m} e^{H/m} \ldots e^{H/m} + \ldots$$

$$+ \frac{H_i}{m} e^{H/m} \ldots e^{H/m} \frac{H_i}{m} e^{H/m} \ldots e^{H/m} + \ldots + \frac{H_i}{m} e^{H/m} \ldots e^{H/m} \frac{H_i}{m} e^{H/m} \ldots e^{H/m}$$

$$= \int_0^1 dte^{tH} \frac{e^{H(1-t)}}{m}$$

Thus $\frac{\partial}{\partial w_r} \text{Tr} (e^H) = \text{Tr} (H_r e^H)$ and $\frac{\partial}{\partial w_r} \log Z \langle H_r \rangle_\rho$. Since $\langle H \rangle_\eta = \sum_r w_r \langle H_r \rangle_\eta$ we get

$$\Delta w_r \propto \frac{\partial}{\partial w_r} L = \langle H_r \rangle_\eta - \langle H_r \rangle_\rho$$

For the rest of the paper we consider binary quantum spin systems with Hamiltonian

$$H = \sum_{i=1}^n \sum_{k=x,y,z} w_i^k \sigma_i^k + \sum_{i=1, j \neq i}^n \sum_{k=x,y,z} w_i^k \sigma_i^k \sigma_j^k$$ \hfill (13)

$\sigma_i^{x,y,z}$ are Pauli spin 1/2 operators (see appendix B). For this Hamiltonian, the learning rule equation (13) becomes

$$\Delta u_i^k = \epsilon \left( \langle \sigma_i^k \rangle_\eta - \langle \sigma_i^k \rangle_\rho \right) \quad \Delta w_{ij}^k = \epsilon \left( \langle \sigma_i^k \sigma_j^k \rangle_\eta - \langle \sigma_i^k \sigma_j^k \rangle_\rho \right)$$ \hfill (14)

with $k = x, y, z$ and $\epsilon > 0$ the learning rate. The QBM reduces to the classical BM when $k$ takes only the value $k = z$ in equations (13) and (14).
4. Learning a quantum Hamiltonian

In this section we provide some examples of learning a density matrix of an unknown quantum system from observed quantum statistics. The results in this section confirm previous findings reported in [1]. As a first example, we consider the anti-ferromagnetic Heisenberg model in one dimension with true Hamiltonian \( H \) given by equation (13) with couplings \( w_{ij}^\pm = -1 \) for nearest neighbors and \( w_{ij}^{\pm \pm} = 0 \) otherwise (figure 1(a), top row) and external fields \( w_{ij}^{\pm \cdot} = 0 \). From \( H \), the data density matrix \( \eta_{\beta} = \frac{1}{2} e^{\beta H} \) is constructed for \( \beta = 1, 2, \infty \) and the quantum statistics \( \langle \sigma_i^\uparrow \rangle_{\eta_\beta} = 0 \) and \( \langle \sigma_i^\uparrow \sigma_j^\uparrow \rangle_{\eta_\beta} \) (shown for \( \beta = \infty \) in figure 1(a), second row) are computed. These statistics are used to train the QBM using the learning rule equation (14) that minimizes the relative entropy \( S(\eta_\beta, \rho) \) between the data density matrix \( \eta \) and the model density matrix \( \rho \) (figure 1(b)). Learning stops when the change in \( S \) approaches machine precision or when 2000 iterations are reached. For \( \beta = 1, 2 \), learning converges fast to the optimal solution \( S(\eta_{\beta=1}, \rho) = 2 \times 10^{-13} \) and \( S(\eta_{\beta=2}, \rho) = 1 \times 10^{-12} \) and the Hamiltonian parameters are accurately reconstructed (RMS error is \( 5 \times 10^{-7} \) and \( 2 \times 10^{-6} \), respectively). For all \( \beta \), the learned density matrix accurately models the quantum statistics since this is the learning fixed point in equation (14) (for \( \beta = \infty \) compare figure 1(a), second and fourth row).

For lower temperature, learning becomes increasingly difficult. For the \( \beta = \infty \) learning problem, \( \eta_{\beta=\infty} \approx \psi^\dagger \psi \) is a rank one density matrix and \( \rho \approx e^{\sum_i w_i H_i} \approx \psi \psi^\dagger \) slowly approaches a rank one density matrix as the couplings \( w_i \) diverge during learning (\( S(\eta_{\beta=\infty}, \rho) = 5 \times 10^{-6} \) after 2000 iterations). Figure 1(c) shows a scatter plot of \( \phi \) versus \( \psi \) which has the same small error. However, the Hamiltonian parameters are inaccurately reconstructed. In order to compare the learned parameters with their true values, we estimate an effective \( \beta_{\text{eff}} \) from the learned parameters and define the RMS error as \( \text{RMS} = \sum_i w_i^2 - w_i^2_{\text{true}} \). We obtain \( \beta_{\text{eff}} = 5.6 \) and the RMS error is 0.18. This error is large, but still sufficiently small to detect the zero and nonzero couplings (compare figure 1(a), first and third row).

We also train a classical BM on these same problems using the learning rule equation (7). The BM does not yield a good solution for any \( \beta \): \( S(\eta_{\beta=1}, \rho_{\text{BM}}) = 3.08, S(\eta_{\beta=2}, \rho_{\text{BM}}) = 3.73, S(\eta_{\beta=\infty}, \rho_{\text{BM}}) = 4.01 \) with \( \rho_{\text{BM}} = \text{diag}(\rho_{\text{BM}}) \) and \( \rho_{\text{BM}} \) the learned BM distribution. The BM correctly reproduces the classical statistics \( w_i^2, w_i^2 \) for which it is optimized, but not the quantum statistics. Surprisingly for \( \beta = \infty \), \( \rho_{\text{BM}} \) correctly reproduces the absolute values \( \sqrt{\rho_{\text{BM}}(s)} \approx |\psi(s)| \) for all states \( s \), but of course not the correct signs (figure 1(c)).

As a second example we repeat the above experiment for a fully connected quantum spin glass. The true Hamiltonian \( H \) (equation (13)) on \( n = 10 \) spins has random couplings \( w_{ij}^\pm \sim \mathcal{N}(0, \frac{1}{\eta}) \) and random external fields \( w_{ij}^{\perp} \sim \mathcal{N}(0, 1) \), with \( \mathcal{N}(\mu, \sigma) \) is the Gaussian distribution with mean \( \mu \) and standard deviation \( \sigma \). The results are shown in figure 2 and are qualitatively similar to the AFH model in figure 1. For small \( \beta \), learning converges fast to the optimal solution and convergence is slower for increasing \( \beta \) both in terms of \( S \) (figure 2(a)) and the RMS error in the learned Hamiltonian parameters (figure 2(b)). For \( \beta = \infty \), convergence is very slow \( S(\eta_{\beta=\infty}, \rho) = 2.1 \times 10^{-4} \) after 2000 iterations) and the RMS error in the learned Hamiltonian parameters is 0.0785 \( (\beta_{\text{est}} = 6.4) \).

Note, that all these problems have a solution \( \rho = \eta_{\beta} \) with \( S = 0 \) for any \( \beta \), but the QBM learning rule has increasing difficulty to find this solution for large \( \beta \). The reason is the following. When \( \eta > 0 \) (its eigenvalues are positive), then \( S \) is strictly convex in \( \rho \) and \( S = 0 \) if and only if \( \rho = \eta \) (see [19]). In this case there is a unique optimum and the parameters of the target Hamiltonian can be recovered exactly from the quantum statistics. Examples are the finite temperature quantum Hamiltonian systems discussed above. Instead, for \( \beta = \infty \), the density matrix \( \eta_{\beta=\infty} = \psi \psi^\dagger \) is not positive (it has eigenvalues zero), \( S \) is not strictly convex [19] and
Figure 1. Quantum learning of the one-dimensional antiferromagnetic Heisenberg chain of $n = 10$ spins with periodic boundary conditions. (a) Top row: the Hamiltonian equation (13) has couplings $w_{ij}^{x,y,z} = -1$ for nearest neighbors and $w_{ij}^{x,y,z} = 0$ otherwise and external fields $w_{i}^{x,y,z} = 0$. Second row: the quantum statistics $\langle \sigma_i^k \sigma_j^k \rangle_{\eta}$ for $\beta = \infty$. Third row: the QBM couplings $w_{ij}^{x,y,z}$ after converged learning from the $\beta = \infty$ statistics. Fourth row: the QBM statistics $\langle \sigma_i^k \sigma_j^k \rangle_{\rho}$, $k = x, y, z$. (b) Relative entropy $S(\eta, \rho)$ versus learning iteration for $\beta = 1$ (blue), $\beta = 2$ (black) and $\beta = \infty$ (red). (c) Scatter plot of the 2$^n$ components of the ground state wave function $\phi(s)$ of the learned quantum Hamiltonian versus the components of the true ground state wave function $\psi(s)$ (red). For comparison $\sqrt{p_{\text{BM}}(s)}$ versus $\psi(s)$ with $p_{\text{BM}}$ the solution of the classical BM (blue).
the reconstructed Hamiltonian is not unique. However, provided that the QBM model Hamiltonian contains all relevant interaction terms, the QBM can accurately reconstruct the density matrix from the observed statistics. Therefore it can also accurately represent any (non local) quantum feature of such system, such as entanglement.

Quantum state tomography as discussed in this section cannot be achieved by optimizing a classical likelihood. However, [20] show that by using multiple bases representations of the wave function simultaneously, one can accurately reconstruct the ground state wave function using a maximum likelihood approach. They do not reconstruct the Hamiltonian.

It should be noted that the data statistics that are required for learning are prescribed by the model Hamiltonian that is assumed. Each term $H_r$ in equation (11) introduces a parameter $w_r$ that requires statistics $\langle H_r \rangle$ for learning. This has the advantage that the accuracy and complexity of the learning problem can be adjusted by changing the Hamiltonian. This is in contrast with [21, 22] who present methods that can be used to reconstruct a pure state [21] or mixed state [22] without assuming a particular model (such as the exponential representation in terms of a Hamiltonian equation (11)). Such ‘model free’ approach clearly requires much more data for learning and does not reconstruct the Hamiltonian of the system.

5. Quantum statistics in classical data

We can also apply the QBM to learn classical statistical learning problems. We first consider unsupervised learning. In this case, the data is represented as a classical distribution equation (1). We define a rank one density matrix

$$\eta = |\psi\rangle \langle \psi| \quad \psi(s) = \langle s | \psi \rangle = \sqrt{q(s)} e^{i\alpha(s)}$$

which we refer to as the data state. $\alpha(s)$ is an arbitrary $s$ dependent phase. The definition equation (15) implies classical and quantum statistics for the classical data distribution $q$. Note,
A classical expectation value. When \( A(s, s') = A(s)\delta_{s,s'} \) is diagonal and \( \langle A \rangle_\eta = \sum_{s'} A(s)q(s) \) is equal to the classical expectation value. When \( A \) is not diagonal, \( \langle A \rangle_\eta \) defines new 'quantum' statistics for \( q \). Thus, the quantum statistics defined in equation (16) generalize the classical statistics. Note, that the classical statistics are linear in \( q \) and the quantum statistics are quadratic in \( \sqrt{q} \).

We propose the data state \( \eta \) as the target density matrix for the quantum likelihood equation (10). The optimal solution \( \rho \) is a density matrix that represents the quantum statistics in the classical data and has no equivalent in terms of a probability distribution. When \( \rho \) is diagonal, \( \rho(s, s') = \rho(s)\delta_{s,s'} \), the quantum likelihood equation (10) reduces to the classical likelihood equation (3). Thus, quantum learning is the generalization of classical learning to density matrices. It can find better solutions because the optimization is over a larger class of models. In addition, it learns from quantum statistics that have no classical analogue.

The quantum likelihood depends on the phase \( \alpha(s) \) in equation (15) which can take infinitely many values. Therefore, we need to define \( \alpha(s) \) in order to properly define the learning objective. However, we can absorb \( \alpha(s) \) in the model \( \rho \) in the following way. Denote \( \eta_0 \) as the density matrix with \( \alpha(s) = 0 \). Then equation (15) states that \( \eta = U\eta_0 U^\dagger \) with \( U(s', s) = \delta_{s,s}e^{i\alpha(s)} \) a diagonal unitary matrix. Then

\[
L = \text{Tr}(\eta \log \rho) = \text{Tr}(\eta_0 \log(U^\dagger \rho U))
\]

Thus, a non-zero \( \alpha(s) \) is equivalent to a change in model density matrix from \( \rho \) to \( U^\dagger \rho U \). The phases \( \alpha \) can in principle be learned together with the other parameters that define \( \rho \). The resulting learning rules are similar (but different) from equation (14) and their evaluation is of similar computational complexity.

We will not consider this generalization here and choose \( \alpha(s) = 0 \) for the numerical experiments in this section. We will leave the issue of optimizing \( \alpha \) as a topic for future research.

The data statistics in the QBM learning rule equation (14) are then

\[
\begin{align*}
\langle \sigma_i^+ \rangle_\eta &= \sum_s \sqrt{q(F_i,s)q(s)} \\
\langle \sigma_i^- \rangle_\eta &= \left\{ \begin{array}{ll}
0 & \text{if } s_i = 0 \\
\sum_s s_i q(s) & \text{otherwise}
\end{array} \right.
\end{align*}
\]

Since \( \eta \) is real symmetric, the expectation of complex Hermitian observables such as \( \langle \sigma_i^+ \rangle_\eta \) are zero. In general, computation of these data statistics requires \( 2^q \) operations. However, when \( q \) is given in terms of a data set of \( N \) patterns, as in equation (1), the classical statistics can be computed linear in \( N \). For the quantum statistics we compute the set of uniquely occurring patterns \( \{ s^\mu, \mu = 1, \ldots, N_{\text{unique}} \} \) in the data set with \( N_{\text{unique}} \ll N \) and the number of times \( N(s^\mu) > 0 \) that each of these patterns occurs. This computation requires \( O(N \log N) \) operations. Subsequently, we can compute each quantum statistics quadratic in \( \sqrt{N_{\text{unique}}} \).²

²For instance, for the computation of \( \langle \sigma_i^+ \rangle = \frac{1}{N_{\text{unique}}} \sum_{s^\mu=1}^{N_{\text{unique}}} \sqrt{N(s^\mu)N(F_i,s^\mu)} \). For each \( s^\mu \), we compute \( N(F_i,s^\mu) \) by scanning the list of all nonzero \( N(s^\mu) \) for \( N(F_i,s^\mu) \). This requires less than \( N_{\text{unique}} \) steps. Possibly, this computation can be accelerated.
Figure 3. QBM and BM learning on neural spike data. Data consists of 297 repeats of 19 s simultaneous recordings of 160 neurons. Time is divided into 20 ms time bins. The data is binary and indicates whether a given cell elicited at least one spike in a given bin. One repeat is shown in (a). (b) Scatter plot of BM solution $p_{\text{bm}}$ and rank one approximation $p_{\text{qbm}}$ of QBM (see text) versus the training data distribution $q$. (c) Histogram of KL divergences of BM and QBM on 28 independent test sets. KL divergence on the training set is indicated by $\ast$.

The QBM can learn classical data problems significantly more accurate than the BM, for two reasons. The obvious reason is that the QBM has about three times as many parameters than the BM when both include first and second order interactions. Therefore, the QBM should fit the data always at least as good as the BM. However, this does not necessary generalize to new data. The second reason is that the QBM not only has more parameters, but these parameters are constrained by additional statistics (the quantum statistics). So the QBM sees more information about the distribution $q$ than the BM. This also improves learning. We illustrate these ideas with the following two numerical examples.

The first data set was collected from preprocessed multi-electrode array recording from 160 salamander retinal ganglion cells responding to 297 repeats of a 19 s natural movie [23].$^3$ See figure 3(a) for data from one repeat. We selected the five neurons with highest average firing rates. We used data from ten repeats to train the BM and the QBM. The QBM solution is significantly better than the BM solution ($S(\eta; \rho_{\text{bm}}) = 1.79$ and $S(\eta; \rho_{\text{qbm}}) = 1.06 \times 10^{-2}$ with $\rho_{\text{bm}} = \text{diag}(p_{\text{bm}})$ and $p_{\text{bm}}$ the learned BM distribution), indicating that the QBM represents the (diagonal and non diagonal) statistics of $\eta$ better.

We can also assess how well the QBM and BM capture the classical statistics. $\rho_{\text{qbm}}$ is close to rank one: its largest eigenvalue is 0.9987. $\rho_{\text{qbm}}$ is thus well approximated by its rank one

---

$^3$ See https://datarep.app.ist.ac.at/61/2/bint_fishmovie32_100.zip for further details and the data.
we show that $q$ and KL($q$) can learn this problem perfectly. For $q$ distribution is the even parity ($\sqrt{\theta}$ solution has $S$ be learned by a classical BM, because it can only effectively model up to second order classical $n$ statistics and the parity problem requires knowledge of $\theta$ even or odd, respectively and the solution to even ($\theta > 0$) parity problem while $\theta < 0$) parity. For $\theta = 1$ and $n = 10$ the solution $\rho_{qbm}$ is close to a rank one (largest eigenvalue is 0.9973) and $\rho_{qbm}$ empirical distributions $S$ is close to a rank one (largest eigenvalue is 0.9973) and $\rho_{qbm}$.

We can use the QBM for binary classification. Suppose that input vectors are $x = s_1, \ldots, s_n$ and the class labels are $y = s_n = \pm 1$. Denote $y = f(x)$ a deterministic mapping that maps each input

![Figure 4](image-url). Scatter plot of $p_{bm}(s)$ and $p_{qbm}(s)$ versus the true probability $q(s)$ for the biased parity problem ($\theta = 1$) on $n = 10$ spins.

approximation: $\rho_{qbm} \approx \psi \psi^\dagger$ with $\psi$ the extreme eigenvector of $\rho_{qbm}$. From equation (15), this implies that $\rho_{qbm}$ approximately represents the classical distribution $\rho_{qbm}(y) = |\psi(s)|^2$. The KL divergences are $KL(q_{bm}||q_{qbm}) = 9.57 \times 10^{-3}$ and $KL(q_{qbm}||q_{bm}) = 4.65 \times 10^{-4}$, which shows that the QBM also represents the classical statistics better than the BM. A scatter plot of $p_{bm}$ and $p_{qbm}$ versus the original data distribution $q$ is shown in figure 3(b). We tested the generalization performance of the BM and QBM solution on 28 test sets, each consisting of ten repeats, by computing the KL divergences $KL(q_{i}||\rho_{qbm})$ between the (Q)BM solution and these 28 empirical distributions $q_i$. A histogram of these KL divergences are shown in figure 3(c). We also compute the relative entropies $S(\eta_i||\rho_{qbm})$ with $\eta_i$ the rank one density matrix from $q_i$ and find $S(\eta_i||\rho_{bm}) = 1.81 \pm 0.02$ and $S(\eta_i||\rho_{qbm}) = 0.120 \pm 0.057$. The conclusion is that the QBM solution is significantly more accurate than the BM, both in terms of classical and quantum statistics, and this accuracy generalizes to unseen data.

The second data set shows that the QBM can learn problems that cannot be learned by the classical BM. As an extreme example, we consider the parity problem on $n$ spins. The data distribution is $q(s) \propto q_0(s) \exp(\theta \sum s_i)$, where $q_0(s) = 1.0$ when the parity of $s$, i.e. $\prod s_i$, is even or odd, respectively and $\theta$ biases the spins to a nonzero mean value. This problem cannot be learned by a classical BM, because it can only effectively model up to second order classical statistics and the parity problem requires knowledge of $n$th order classical statistics. The QBM can learn this problem perfectly. For $\theta = 0$, the optimal solution $\rho_{qbm} = \frac{1}{2} (\psi_1 \psi_1^\dagger + \psi_2 \psi_2^\dagger)$ is a rank two density matrix with $\psi_{1,2}$ orthonormal vectors that are linear combinations of the even parity ($\sqrt{\theta}q_0$) and odd parity ($\sqrt{1-\theta}q_0$) solutions. The reason is that the data statistics $(\cdots)_i$ are identical for the even and odd parity problem. The $\theta$ dependent term biases the solution to even ($\theta > 0$) or odd ($\theta < 0$) parity. For $\theta = 1$ and $n = 10$ the solution $\rho_{qbm}$ is close to a rank one (largest eigenvalue is 0.9973) and $S(\eta, \rho_{qbm}) = 4.69 \times 10^{-3}$. The BM solution has $S(\eta, \rho_{bm}) = 2.37$. As above, we approximate $\rho_{qbm} \approx \psi \psi^\dagger$ with $\psi$ the extreme eigenvector of $\rho_{qbm}$ and define $p_{qbm}(s) = |\psi(s)|^2$. The KL divergences are $KL(q||\rho_{bm}) = 0.451$ and $KL(q||\rho_{qbm}) = 1.31 \times 10^{-5}$. In figure 4 we show that $p_{qbm}$ correctly represents the biased parity problem while $p_{bm}$ does not capture any structure in the data.

5.1. Classification

We can use the QBM for binary classification. Suppose that input vectors are $x = s_1, \ldots, s_n$ and the class labels are $y = s_n = \pm 1$. Denote $y = f(x)$ a deterministic mapping that maps each input
pattern $x$ onto a class label $y$. We define the data distribution as $q(x) = q(x)q(y|x)$ with $q(y|x) = \delta_{y,\theta(x)}$ to train the BM and QBM.

For the QBM we define the conditional (classical) probability of $y$ given $x$ as

$$p_{\text{qbm}}(y|x) = \frac{|\psi(x,y)|^2}{\sum_y |\psi(x,y)|^2}$$

with $\psi$ the ground state wave function of the learned Hamiltonian\(^4\).

Similarly, for the BM we define

$$p_{\text{bm}}(y|x) = \frac{p_{\text{bm}}(x,y)}{\sum_y p_{\text{bm}}(x,y)}$$

Since the BM has pairwise interactions, $p_{\text{bm}}(y|x)$ can be written as $p_{\text{bm}}(y|x) = \sigma \left( \sum_i w_i x_i \right)$ with $\sigma(x)$ a sigmoid function. Therefore, the BM yields a linear classifier, and can thus only correctly classify linearly separable problems. For the QBM this is not true and $p_{\text{qbm}}(y|x)$ can also correctly classify nonlinear classification problems. For both models, we define the classifier by selecting the most likely class label: $y(x) = \arg\max_{y=\pm 1} p_{\text{qbm}}(y|x)$.

To assess the quality of the QBM as a classifier we use $n = 4$ and consider all $2^{2^{n-1}} = 256$ binary functions on three inputs. We train the BM and QBM on all these problems with $q(x) \propto \exp(\theta \sum_i x_i)$ with different values of $\theta$. The effect of $\theta \neq 0$ is to give certain input patterns more weight than others during the training of the BM and QBM. The BM can correctly classify 104 of the 256 problems (these are the linearly separable problems) for a large range of $\theta$ values (see figure 5). For $\theta = 0$, the QBM can correctly classify 160 of the 256 problems. For $\theta$ in the range $0.1$–$0.8$ the QBM can correctly classify at least 254 problems and for $\theta \approx 0.6$–$0.7$, the QBM can correctly classify all 256 problems. Details of the classifications for $\theta = 0$ and $\theta = 0.7$ are shown in table C1.

To better understand the strong dependence of the QBM classification accuracy on $\theta$ we list in table C1 also the entropy of the eigenvalues of $\rho_{\text{qbm}}$, and the KL divergence between the ground state probability and $q$. We see that the effect of $\theta > 0$ is that the harder problems become closer to a rank one solution and the ground state becomes closer to the target distribution $q$. Why this is the case is not clear and requires more investigation. There seems no principled way to choose $\theta$ other than exploring a range of values, but one can clearly think of adaptive schemes such as boosting [24]. The important conclusion is that with a proper $\theta$, the QBM can correctly classify all 256 problems.

It is clear that the QBM cannot correctly classify all binary functions for larger problems, because the number of parameters of the QBM scales polynomial as $O(n^2)$ while the number of training samples that sets the number of constraints scales exponentially as $2^{n-1}$. Nevertheless, the present study suggests that the QBM with up to second order interaction can learn many non linearly separable problems than the BM and it is likely that this also holds for larger problems.

---

\(^4\) Alternatively, we could have defined a classifier based on the entire density matrix $\rho$ as.

$$p(y|x) = \frac{p_{\text{qbm}}(x,y,\rho(x,y))}{\sum_y p_{\text{qbm}}(x,y,\rho(x,y))}$$

However, numerically we found that using $\rho_{\text{qbm}}$ rather than the ground state wave function does not improve classification. The reason may be that successful classification requires a solution $\rho \approx \eta$, which is rank one.
Figure 5. Number of correctly classified problems for the BM and QBM as a function of \(\theta\). For the BM, 104 problems are correctly classified for \(0 \leq \theta \leq 0.7\). For the QBM, 254 or more problems are correctly classified for \(0.1 \leq \theta \leq 0.8\) and all 256 problems are correctly classified for \(\theta \approx 0.6–0.7\).

6. Entanglement in classical data

The data state equation (15) \(\eta = |\psi\rangle \langle\psi|\) (with arbitrary phase \(\alpha(s)\)) is a much more complex object than the classical probability distribution \(q\) from which it is derived. It displays full quantum features such as non locality and entanglement. In this section we explain what these quantum features mean for classical data.

\(\eta\) is a basis independent object that allows measurements in any basis. Measurement in the basis where \(\sigma_z^i\) is diagonal yields the classical measurement outcomes. For instance, measuring \(\sigma_z^i\) yields outcomes \(s_i = \pm 1\) and measuring \(\sigma_z^i\sigma_z^j\) yields outcomes \(s_i s_j = \pm 1\). The measurement outcome \(s_i = \pm 1\) means that the quantum system is in the state \(|s_i = \pm 1\rangle\). Repeated measurement yields statistics whose expected values, such as \(\langle\sigma_z^i\rangle_\eta = \langle s_i \rangle_q\) or \(\langle\sigma_z^i\sigma_z^j\rangle_\eta = \langle s_i s_j \rangle_q\) etc, are predicted by the joint probability distribution \(q(s_1, \ldots, s_n)\).

But \(\eta\) also allows measurement in any other basis, for instance in the basis where \(\sigma_x^i\) is diagonal. The measurement \(\sigma_x^i\) yields outcomes \(t_i = \pm 1\) meaning that the quantum system is in the state \(|t_i = \pm 1\rangle = \frac{1}{\sqrt{2}} (|s_i = 1\rangle \pm |s_i = -1\rangle)\), which is a superposition of two ‘classical’ states \(|s_i = \pm 1\rangle\). Repeated measurement yields statistics whose expected values such as \(\langle\sigma_x^i\rangle_\eta\) are given by equation (17). Equivalently, one can define a probability distribution \(\tilde{q}\) in the new basis \(|t\rangle = |t_1, \ldots, t_n\rangle\) and \(\langle\sigma_x^i\rangle_q = \sum_{t_i} t_i \tilde{q}(t_i)\). In general, measurements that are in an orthogonal basis \(|t\rangle = \sum_U |s\rangle\), with \(U\) a unitary transformation are described by the classical distribution \(\tilde{q}(t) = |\langle t|\psi\rangle|^2\) (see appendix D).

The difference between \(q\) and \(\eta\) is reflected in the difference between the classical mutual information \(I_c(q)\) and the quantum mutual information \(I(\eta)\) between two sub systems \(A\) and \(B\) (see appendix E). For a pure state, such as the data state \(\eta\), the total entropy is zero \(h(\eta) = 0\) and the entropies of the sub systems are equal: \(h(\eta_A) = h(\eta_B)\) (see appendix F). Thus, the quantum mutual information equation (E.3) is

\[
I(\eta) = h(\eta_A) + h(\eta_B) - h(\eta) = 2h(\eta_A)
\]

For pure states, the quantum mutual information is equal to the entanglement [25].

\[^5\text{Note, that this identity holds independent of the sizes of sub systems A and B: A can be a single bit and B the rest of the Universe.}\]
Figure 6. Scatter plot of $C = I(\eta)/2$ versus $I_c(q)$ between sub systems $A$ and $B$ for three binary variables $A = (s_1, s_2)$ and $B = s_3$ with random probability distribution $q(s_1, s_2, s_3)$. Blue: 1000 random distributions are generated, with each component $q(s_1, s_2)$ generated independently from a beta distribution with parameters $\alpha = \beta = 0.1$. Subsequently, $q$ is normalized. Red: the same, but with a deterministic relation $s_3 = s_2$. (a) $\eta$ is constructed with random phases $\alpha(s)$; (b) $\eta$ is constructed with phases $\alpha(s) = 0$.

The quantum mutual information $I(\eta)$ in the data state $\eta$ is never less than the classical mutual information $I_c(q)$ of the distribution $q$ from which it is composed, i.e. $I_c(q) \leq I(\eta)$. The proof is as follows. The diagonal of $\eta$ is the classical distribution $q$. The operation that maps a density matrix to its diagonal, is known as the incoherence operator $\Pi(\eta) = \eta_{\text{diag}} = q$. The incoherence operator is a completely positive trace preserving (CPTP) operation. For any CPTP operation $\Phi$ [26]

$$S(\Phi(\rho), \Phi(\sigma)) \leq S(\rho, \sigma)$$

Thus we establish the bound:

$$I_c(q) = S(q, q_{A}\eta_{B}) = S(\Pi(\eta), \Pi(\eta_{A})\Pi(\eta_{B})) \leq S(\eta, \eta_{A}\eta_{B}) = I(\eta)$$

which completes the proof.

In fact, we conjecture the stronger statement that $I_c(q) \leq I(\eta)/2$ but we have not been able to prove this. We illustrate this with a numerical example. Consider three spins $s_1, s_2, s_3$ and define sub system $A = (s_1, s_2)$ and $B = s_3$. We generate random probability distributions $q$ on these three spins and compute $I_c(q)$ and $I(\eta)$ using equation (15) with random phases $\alpha(s)$ (figure 6(a) blue dots) as well as with $\alpha(s) = 0$ (figure 6(b) blue dots). We observe that in all cases $I_c(q) \leq I(\eta)/2$. When the states of subsystem $B$ are a deterministic function of the states of $A$ we can show $I_c(q) = I(\eta)/2$ (see appendix G for the proof and illustrated in figure 6 red dots).

One can write for a pure state that $I(\eta) = C + Q$ with $C = Q = I(\eta)/2$ [25, 27, 28]. $C$ is called the (maximal) classical correlation (see appendix G) and $Q$ is called the quantum correlation. Measuring in an orthogonal basis in which the reduced density matrices of the two sub systems are diagonal defines a distribution $\tilde{q}$ between measurement outcomes for which $I_c(\tilde{q}) = C \geq I_c(q)$. See appendix G for details. We illustrate this for $\alpha(s) = 0$ with the
distributions $q_1$ and $q_2$, defined as

$$q_1(s_2, s_3) = \begin{pmatrix} 0.0652 & 0 \\ 0 & 0.9348 \end{pmatrix} \quad q_2(s_2, s_3) = \begin{pmatrix} 0.25 & 0.375 \\ 0.375 & 0 \end{pmatrix}$$

independent of $s_1$, that are chosen such that the classical mutual information between $A$ and $B$ is identical: $I_c(q_1) = I_c(q_2)$. In $q_1$, $s_B$ depends deterministically on $s_A$ and $I_c(q_1) = I(\eta_1)/2$ (see in figure 6(b)). In $q_2$, the relation is not deterministic and $I_c(q_2) < I(\eta_2)/2$ (o in figure 6).

Measurement in the orthogonal basis defined by the Schmidt decomposition yields

$$\hat{q}_2(t_2, t_3) = \begin{pmatrix} 0.8307 & 0 \\ 0 & 0.1693 \end{pmatrix} \quad U_A(t_2, s_2) = \begin{pmatrix} 0.83 & 0.5577 \\ 0.5577 & -0.83 \end{pmatrix}$$

and $U_B = U_A$ and $I_c(q_2) = I(\eta_2)/2 > I_c(q_2)$.

Figure 6 suggests that the quantum implementation of the classical distribution equation (15) using non-zero phases $\alpha(s)$ can be superior than using $\alpha(s) = 0$ because for the same classical mutual information $I_c(q)$ it yields larger quantum mutual information $I(\eta)$. Therefore, an optimized orthogonal measurement can yield more classical mutual information $I_c(q) = I(\eta)/2$ for properly chosen non-zero $\alpha(s)$ than for $\alpha(s) = 0$.

### 6.1. Non orthogonal measurement and the Bell inequality

The statistics of local orthogonal quantum measurements are described by a classical joint probability model $q$ and the mutual information is restricted to $I_c(q) \leq C = I(\eta)/2$. The implications is that the remaining quantum information $Q$ resides in non-local features of the state $\eta$ [25]. This relates to the fact that the statistics of non-orthogonal measurements violate the Bell inequality, meaning that they cannot be described by a classical probability model involving local variables. Instead such measurement statistics require a description in terms of non-local variables (see appendix H).

We illustrate the excess quantum information $Q$ and the violation of the Bell inequality for the simplest possible example of two fully correlated binary variables $s = (s_1, s_2)$ with joint probability distribution

$$q(s_1, s_2) = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad \psi(s_1, s_2) = \frac{1}{\sqrt{2}} \begin{pmatrix} e^{i\omega_1} & 0 \\ 0 & e^{i\omega_2} \end{pmatrix}$$

where $\psi(s)$ is given by equation (15).

Note, that the classical mutual information between the two bits is $I_c(q) = 1$ and the quantum mutual information is $I(\eta) = 2$ (equation (18)). Half of the quantum mutual information $C = I(\eta)/2 = I_c(q)$ is the classical correlation. The other half $Q$ is the quantum correlation. [27] provides an intuitive explanation of this mysterious extra bit of information using the argument of bit erasure. Assume $\alpha_1 = \alpha_2 = 0$. Suppose that Alice has access to spin 1 and Bob has access to spin 2. Alice can apply to her spin one of two unitary transformations $1$ or $\sigma^z$ with equal probability. It is easy to show that this operation transforms $\eta = |\psi\rangle \langle \psi|$ to a diagonal density matrix $\eta' = \text{diag}(q)$. The mutual information $I(\eta') = 1$ since the bits are fully correlated in the classical sense. Thus, by erasing one bit, which is forgetting the information which unitary Alice has applied, one bit of mutual information is lost. Alice can apply to her spin again one of two unitary transformations $1$ or $\sigma^z$ with equal probability. This operation either flips or not flips her spin. The final state $\eta'' = \eta_1 \otimes \eta_2$ is independent and the mutual
information $I(\eta') = 0$. Thus, the explanation why $I(\eta) = 2$ is that it takes the erasure of two bits of information to remove the mutual information between $A$ and $B$.

We now show how $\eta$ violates the Bell inequality. We consider four measurements $M_{ij} = A_i \otimes B_j, i, j = 1, 2$

$$A_1 = \sigma_1^i, \quad A_2 = \sigma_1^i \sin \theta + \sigma_2^i \cos \theta$$

$$B_1 = \sigma_2^j, \quad B_2 = \sigma_2^j \sin \phi + \sigma_2^j \cos \phi$$

Denote the measurement outcomes as $m_{ij} = (a_i, b_j), i, j = 1, 2$ with $a_i, b_j = \pm 1$. The locality assumption states that for instance, the outcome of measurement $A_1$ does not depend on whether it is combined with the measurement $B_1$ or $B_2$. In other words, $m_{ij} = (a_i, b_j)$. This implies that the measurement outcomes can be described by a probability distribution $p(a_1, b_1, a_2, b_2)$ on four binary variables.

Note, that in the state $|\psi\rangle$ the measurement outcomes $a_1 = b_1$ are fully correlated. Thus, we can discard $b_1$ since it adds no additional information. Since the measurement outcomes $a_1, a_2, b_2 = \pm 1$ they trivially satisfy $a_1a_2 + a_1b_2 - a_2b_2 \leq 1$ as well as any of the permutations of $a_1, a_2, b_2$ [29]. Let us assume that there exist a classical probability distribution $q(a_1, a_2, b_2)$ that describes the outcome statistics.

Taking the expectation with respect to $p$ we obtain the Bell inequality

$$B = |\langle a_1a_2 \rangle - \langle a_1b_2 \rangle | + \langle a_2b_2 \rangle - 1 \leq 0$$ (21)

We compute the quantum statistics in the state $\psi$:

$$\langle a_1a_2 \rangle = \sum_{s_1', s_2'} \psi^*(s_1', s_2') \frac{1}{2}(A_1A_2 + A_2A_1)_{s_1', a_1} \psi(s_1, s_2) = \cos \theta$$

$$\langle a_1b_2 \rangle = \sum_{s_1', s_2'} \psi^*(s_1', s_2')(A_1)_{{s_1', a_1}}(B_2)_{{s_2'}{a_2}} \psi(s_1, s_2) = \cos \phi$$

$$\langle a_2b_2 \rangle = \sum_{s_1', s_2'} \psi^*(s_1', s_2')(A_2)_{s_2' a_2} \psi(s_1, s_2)$$

$$= \cos(\theta) \cos(\phi) + \sin(\theta) \sin(\phi) \cos(\alpha_1 - \alpha_2)$$

Substituting these correlations in equation (21), we observe that $B$ is maximized when $\alpha_1 - \alpha_2 = 0, \pi$ and $\max_{\theta, \phi, a_1 - a_2} B = \frac{1}{2}$ which violates the Bell inequality. $\theta, \phi$ can take multiple values as is illustrated for $\alpha_1 - \alpha_2 = 0$ in figure 7 where we plot $B$ as a function of $\theta, \phi$.

Note, that these measurements are non-orthogonal. This example demonstrates that the statistics of non-orthogonal measurements cannot be described by a probability distribution of local outcomes.

This seems to contradict the fact that $\eta$ is built from a classical distribution $q$ that has only local variables. However, there is no contradiction because the Bell condition assumes that the quantum correlations are linear in the classical distribution $p(a_1, a_2, b_2)$, while in fact they are quadratic in $\sqrt{q}$ (equations (16) and (17)).

---

6 Note, that $A_1$ and $A_2$ do not commute and $A_1A_2$ is not Hermitian. Therefore the quantum expectation $\langle A_1A_2 \rangle$ is not real while the classical correlation $\langle a_1a_2 \rangle$ are real. We therefore identify the classical correlations with the correlations of the Hermitian operators $\frac{1}{2}(A_1A_2 + A_2A_1)$. 
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Figure 7. Violation of the Bell inequality equation (21) in classical data. The quantum state is built from classical data of two fully correlated binary variables equation (20). The figure shows $B(\theta, \phi)$ (equation (21)) as a function of $\theta, \phi$. Measurements at angles $(\theta, \phi)$ for which $B(\theta, \phi) > 0$ violate the locality assumption. An example is $(\theta, \phi) = (\pi/3, 2\pi/3)$ indicated by *.

7. Discussion

In this paper, we have addressed the problem how to represent a classical data distribution in a quantum system. The proposed method is to learn quantum Hamiltonian that is such that its ground state approximates the given classical distribution. The essential new ingredient is to represent a classical distribution as a rank one density matrix such that diag($\eta$) = $q$. In particular, we proposed equation (15).

This choice is not unique. First of all, one needs to specify the unitary transformation $U(\alpha) = \text{diag}(e^{i\alpha})$ in equation (15). In our numerical experiments in section 5 we have assumed $\alpha = 0$. The choice of $\alpha$ affects the learning and raises the question how to best choose the phases $\alpha$. Part of the answer is to observe that $U(\alpha)$ can be equivalently considered part of a model $U^\dagger \rho U$. Since for an arbitrary data set there is no principled choice of $\rho$, one can extend this reasoning to (a parametrized model) for $U$. $U$ and $\rho$ can then be jointly optimized to maximize $L$. The results on entanglement in Figure 6 suggest that choosing $\alpha(s)$ non-zero may result in a quantum state that has more entanglement than when $\alpha(s) = 0$. The issue of the choice of $\alpha(s)$ has not been further explored and is left for future research.

Secondly, a further generalization is to define $\eta = \mu \eta^* + (1 - \mu)\text{diag}(q)$ with $0 \leq \mu \leq 1$ and $\eta^*$ the rank one density matrix equation (15). Note that when $q(s) > 0$ for all $s$ and $\mu \neq 1$, $\eta$ is a positive matrix while $\eta^*$ is not (it has eigenvalues 0). Thus choosing $\eta$ as a learning target with $\mu 
eq 1$ in the quantum likelihood equation (10) instead of $\eta^*$ may improve convergence speed since $S(\eta, \rho)$ is strictly convex while $S(\eta^*, \rho)$ is not [19]. On the other hand, an advantage of the choice $\eta^*$, instead of $\eta$ is that it maximizes the entanglement and quantum mutual information: $I(\eta^*) \geq I(\eta)$ for all $\mu$ and any sub division $A, B$. This follows from equation (19) and the fact that the mapping $\Phi : \eta^* \to \eta$ is a CPTP operation and $\Phi(\eta_A \otimes \eta_B) = \Phi(\eta_A) \otimes \Phi(\eta_B)$. Thus, the gain in quantum mutual information is largest for $\mu = 1$. The set of density matrices $\eta$ that have diagonal $q$ is much larger than what we have considered in this paper and other choices may be considered.

When transforming a probability distribution to a density matrix by equation (15), the mutual information between subsets of variables increases because $I(\eta) \geq 2I_c(q)$, $C = I(\eta)/2$ is the so-called (maximal) classical correlations and the extra mutual information $I(\eta)/2 - I_c(q)$ is accessible by optimizing the orthogonal measurement basis. Its outcome statistics are described by a classical probability distribution on local variables. When implementing
this idea in a quantum device, these extra correlations can in principle be used to improve performance in machine learning or other applications.

The remaining quantum mutual information \( Q = I(\eta) / 2 \) is ‘non local’ and cannot be accessed by local orthogonal measurements. This part of the mutual information is the true quantum entanglement. The non-locality is manifested in the violation of the Bell inequality and occurs even for classical distributions \( q \) that contain deterministic relations, such as two fully correlated classical spins or the parity problem that we considered in figure 4. It is an open and interesting question whether these non-local features can be used in a quantum device for the type of learning problems that we considered here.

For large simulations, learning the QBM is intractable. In each learning iteration one must compute statistics \( \langle H_r \rangle_\rho \) for the current estimated density matrix \( \rho \). In principle, it requires \( \mathcal{O}(2^{2n}) \) operations and memory to compute the entire density matrix. To generate the results of figure 1 we effectively made use of a low rank approximation using \( L = 6 \) extreme eigenvectors and a sparse representation, requiring \( \mathcal{O}(L2^n) \) computation. Clearly, this is still exponential in the number variables and does not scale to large problem instances.

As in classical BM learning, one can apply various approximate inference methods to estimate \( \langle H_r \rangle_\rho \). One promising approach is to approximate \( \langle H_r \rangle_\rho \) by its ground state statistics. This can be done by computing in each learning iteration an approximation to the ground state wave function by making a variational Ansatz and minimize the Raleigh quotient for the current instance of the Hamiltonian \([30, 31]\). In particular, \([10]\) use a (classical) restricted Boltzmann machine as the variational Ansatzs for the wave function that shows great potential. This approach is currently under investigation.

Alternatively, one can imagine that the computation of the quantum statistics can be done on physical quantum hardware. This would give a hybrid quantum–classical computing scheme \([32]\), where the learning iterations are executed on a classical computer and the computation of \( \langle H_r \rangle_\rho \) for the current Hamiltonian (or its ground state approximation) would be done on the quantum device. Initial encouraging results were obtained to implement the approximate quantum learning rule \([2]\) using quantum annealing on a D-wave computer \([33]\). See also \([34]\).

An obvious next step is to use the quantum learning rules proposed here to improve these results.

**Acknowledgments**

We would like to thank the anonymous reviewers for useful comments on the earlier version of this manuscript. This research was funded in part by ONR Grant N00014-17-1-2569.

**Appendix A. QBM learning using the classical likelihood**

\([2]\) and one of the methods discussed in \([1]\) use the classical likelihood for learning the QBM by considering the diagonal of the density matrix. Write \( \rho(s, s') = \delta_{s,s'} p(s) \). For each state \( s \), define \( \Lambda_s \) a matrix with components \( \Lambda_s(s', s'') = \delta_{s,s'} \delta_{s',s''} \). Then \( p(s) = \text{Tr}(\Lambda_s \rho) \) and the classical log likelihood is

\[
L = \sum_s q(s) \log \text{Tr}(\Lambda_s \rho) = \sum_s q(s) \log \text{Tr}(\Lambda_s e^H) - \log Z \tag{A.1}
\]

Note, that this expression differs from the quantum likelihood MT equation \((4)\) in the first term only. Its gradient is given by
Because of $\Lambda_e$ does not commute with $e^{itH}$, the time integration remains and the expression cannot be easily evaluated. [2] address this problem by deriving a lower bound on their likelihood using the Golden–Thompson inequality and maximizing this bound. However, as the authors admit, this procedure is clearly sub optimal and is inconsistent when learning transverse field components.

Appendix B. Quantum Boltzmann machine details

In the Hamiltonian equation (13), $\sigma_i^{x,y,z}$ are $2 \times 2$ Pauli spin matrices in the $\sigma^z$ basis. Then $\sigma_i^x = \text{diag}(1, -1)$, its eigenvectors are the two component unit vectors $(1, 0)$ and $(0, 1)$, which we denote as $|s_i = \pm 1\rangle$ and eigenvalues $s_i = \pm 1$, respectively. On this basis

$$\sigma_i^z |s_i\rangle = s_i |s_i\rangle, \quad \sigma_i^x |s_i\rangle = |s_i\rangle, \quad \sigma_i^y |s_i\rangle = is_i |s_i\rangle$$

For $n$ spins, the basis is the tensor product of the basis vectors $|s_i = \pm 1\rangle$ denoted as $|s\rangle = |s_1, \ldots, s_n\rangle$. On this basis, $H$ is a $2^n \times 2^n$ matrix with matrix elements

$$\langle s' | H | s \rangle = \sum_{i=1}^{n} (w_i + i w_i s_i) \delta_{s',F,i} + \sum_{i=1,j\neq i}^{n} \left( w_i w_j s_i s_j \right) \delta_{s',F,ij} + \left( \sum_{i=1}^{n} w_i s_i + \sum_{i<j}^{n} w_i s_j s_j \right) \delta_{s',s}$$

with $F_i s$ the state $s$ with spin $i$ flipped to $-s_i$ and all other spins unchanged.

Appendix C. Details classification performance

Details of classification performance for all 256 classification problems on three binary inputs are summarized in table C1.

(a) A subset of 104 problems is linearly separable (each problem has classification error 0) and can be classified exactly by all methods. The remaining problems are not linearly separable.

(b) A subset of 56 problems cannot be classified by BM (each problem has classification error 2–4) and can be exactly classified by QBM.

(c) A subset of 88 problems. For $\theta = 0$ the QBM solution is approximately rank two, with eigenvalues $\lambda \approx (0.75, 0.25)$ and cannot correctly classify these problems. For $\theta = 0.7$ the QBM solution is closer to rank one and these problems can be exactly classified by QBM.

(d) A subset of eight problems that contain the parity and parity-like problems. For these problems, the solution $\rho_{qbm}$ is rank two with two eigenvalues $\lambda = 0.5$. For $\theta = 0$, the ground state of the Hamiltonian is degenerate and there is no solution. For $\theta = 0.7$ the symmetry is broken and these problems can be exactly classified by QBM.

As a sanity check, we also computed the logistic regression solution $p_o(y|x) = \sigma \left( y \sum_i w_i x_i \right)$ that maximizes the conditional classical likelihood $\sum_x q(x)q(y|x) \log \sigma \left( y \sum_i w_i x_i \right)$ instead of the joint classical likelihood that is used for the BM. We found no significant quality differences between the logistic regression and BM solutions (data not shown). We observe that with
Appendix D. Projective measurements

A projective measurement can be written as a sum $\sum_{i} \lambda_i E_i$, with $E_i = |\phi_i\rangle \langle \phi_i|$ is a set of Hermitian orthogonal projective operators on a Hilbert space that sum to the identity operator: $\sum_i E_i = I$. The outcome of the measurement is any of its eigenvalues $\lambda_i$. The measurement outcome is a stochastic event: repeated measurements $E_i$ on the same quantum system with density matrix $\rho$ may yield different values. The probability

$$p(\text{outcome of measurement is } \lambda_i) = \text{Tr}(E_i \rho) \sum_i \text{Tr}(E_i \rho) = 1$$

In equation (15) we defined $|\psi\rangle$ and $\eta$ in the $\sigma^z$ basis $|s\rangle$ that we considered throughout the paper. This basis also defines a set of projective measurements $E_s = |s\rangle \langle s|$. The probability of that measurement $E_s$ on this quantum system yields outcome 1 is $\text{Tr}(E_s \eta) = q(s)$.

The probability of the measurement outcome depends on the choice of measurement basis. Another valid set of projective measurement is $E_t = |t\rangle \langle t|$ with $|t\rangle$ a complete orthogonal basis. The probability of outcome $t$ is on the same quantum system $\eta$ is

$$q(t) = |\tilde{\psi}(t)|^2 = \sum_s \psi(s) U(t,s)$$

and $\sum_t q(t) = 1$. $U(t,s)$ is a unitary matrix and defines the change of coordinates of $|\psi\rangle$ in the two bases. Define $\tilde{\eta} = U \eta U^\dagger$ as the components of $\eta$ in the new basis. Then $\tilde{q}(t) = \tilde{\eta}(t,t)$. For any $U$ we get a different set of states $|t\rangle$ and a different classical probability distribution $\tilde{q}(t)$. For $U = I$ we get $\tilde{q} = q$.

Appendix E. Mutual information

Here we review classical and quantum mutual information for bipartite systems.

Suppose that the system of interest is described by variables $s = (s_1, \ldots, s_q)$. We model the interactions between these variables by a probability distribution $q(s)$. We know $q$, we
do not know \( s \) and the classical (Shannon) entropy \( h_c(q) = -\sum_s q(s) \log q(s) \) quantifies the uncertainty in \( s \) given \( q \).

Partition the set of variables \( s_1, \ldots, s_n \) into two sub sets \( A \) and \( B \), with \( B \) the complement of \( A \) and write \( s = (s_A, s_B) \) with \( s_A \) and \( s_B \) the vector of variables in \( A \) and \( B \), respectively. The uncertainty in \( s_A \) is given by the entropy \( h_c(q_A) \) with \( q_A(s_A) = \sum_{s_B} q(s_A, s_B) \) and similar for \( s_B \).

When the sub systems \( A \) and \( B \) are correlated, observing the state \( s_A \) gives us information on \( s_B \). The uncertainty in \( s_B \) is given by the entropy of the conditional distribution \( q(s_B|s_A) \) and depends on the observed value of \( s_A \). The conditional entropy is defined as the remaining uncertainty in \( B \) when observing \( s_A \), averaged over all values \( s_A \):

\[
h_c(B|A) = -\sum_{s_A} q(s_A) \sum_{s_B} q(s_B|s_A) \log q(s_B|s_A) = h_c(q) - h_c(q_A) \]

The remaining uncertainty is less that the original uncertainty in \( B \): \( h_c(B|A) \leq h_c(q_B) \). The mutual information between \( A \) and \( B \) is the difference:

\[
I_c(q) = h_c(q_B) - h_c(B|A) = h_c(q_A) + h_c(q_B) - h_c(q) = KL(q_B|q) \quad (E.1)
\]

where KL is the KL divergence defined in equation (2) and \( q_Bq_B \) is the product of marginal distributions \( q_A(s_A)q_B(s_B) \). \( I_c(q) \) quantifies how much the uncertainty in sub system \( B \) is reduced on average by observing \( s_A \). From the last identity it is clear that this also holds with \( A \) and \( B \) interchanged. \( I_c(q) \) satisfies

\[
0 \leq I_c(q) \leq \min(h_c(q_A), h_c(q_B)) \quad (E.2)
\]

Consider a density matrix \( \rho \) on \( n \) variables. The quantum mutual information is defined in analogy with equation (E.1) as

\[
I(q) = S(\rho, \rho_A \otimes \rho_B) = h(\rho_A) + h(\rho_B) - h(\rho) \quad (E.3)
\]

with \( h(\rho) \) the von Neumann entropy of \( \rho \) as defined in equation (8), \( S \) the relative entropy defined in equation (9) and \( h(\rho_A), h(\rho_B) \) the entropies of the reduced density matrices\(^7\)

\[
\rho_A = Tr_B(\rho) \quad \rho_B = Tr_A(\rho) \quad (E.4)
\]

For the quantum mutual information one can derive the bounds

\[
0 \leq I(\rho) \leq 2 \min(h(\rho_A), h(\rho_B)) \quad (E.5)
\]

The lower bound follows from Klein’s inequality \( S(\eta, \rho) \geq 0 \) which holds for any two density matrices \( \eta, \rho \) [19]. The upper bound follows from the Araki–Lieb inequality [35]

\[
h(\rho) \geq |h(\rho_A) - h(\rho_B)| \quad (E.6)
\]

Von Neumann (quantum) entropy and quantum mutual information are counter intuitive from a classical point of view. For classical systems, when a system \( A \) is coupled to \( B \), the entropy of the total system \( AB \) cannot decrease: \( h_c(q_A) \leq h_c(q) \) with \( q_A \) the marginal distribution of \( q \) on sub system \( A \). The intuitive explanation for this is to equate entropy with uncertainty. Then the uncertainty of the total system is always at least as large as the uncertainty of the sub system. For quantum systems this is not true. The inequality equation (E.6)

\(^7\) In components, write \( s = (s_A, s_B) \) with \( s_A, s_B \) the variables in \( A \) and \( B \), respectively. Then \( \rho(s, s') = \rho(s_A, s_B, s_A', s_B') \) and \( \rho_A(s_A, s_A') = \sum_{s_B, s_B'} \rho(s_A, s_B, s_A', s_B') \).
allows cases where the entropy \( h(\rho_A) > h(\rho) \), with \( \rho_A \) the reduced density matrix of \( \rho \) on sub system \( A \). Also, classically, the mutual information that sub system \( A \) has about \( B \) is always less than the total information in \( B \): \( I_A(q) \leq h(q_B) \) (equation (E.2)). For quantum systems, since it is possible that \( h(\rho_A) > h(\rho) \), equation (E.3) implies that \( I(\rho) > h(\rho_B) \), i.e. sub system \( A \) has more information about \( B \) than the total information in sub system \( B \).

**Appendix F. Singular value decomposition**

Here we review the Singular value decomposition (SVD), also known as Schmidt decomposition, and show that \( h(\rho_A) = h(\rho_B) \) when \( \rho \) is a pure state. Write \( s = (s_A, s_B) \) with \( s_{A,B} \) the states in \( A \) and \( B \), respectively. Write \( \psi(s_A, s_B) \) as an \( n_A \times n_B \) matrix indexed by \( s_A, s_B \) with \( n_{A,B} \) the number of states in sub system \( A,B \), respectively. Using the SVD [36] we can write

\[
\psi = \sum_{k=1}^{d} \sqrt{\lambda_k} v_k w_k^\dagger_1 \psi(s_A, s_B) = \sum_{k=1}^{d} \sqrt{\lambda_k} v_k(s_A) w_k^\dagger(s_B) \tag{F.1}
\]

with \( \lambda_k \) positive and \( v_{k1}, w_{k1}, k = 1, \ldots, d \) complex vectors of dimension \( n_{A,B} \), respectively and \( d = \min(n_A, n_B) \). When \( n_A > d \) additional orthogonal vectors \( v_k \) are defined arbitrarily to make the basis of \( A \) complete and similar for \( B \). Then \( v_k^\dagger w_l = \delta_{kl} \). From the normalization of \( \psi \) it follows that \( \sum_k \lambda_k = 1 \). The reduced density matrices are

\[
\rho_A = \text{Tr}_B(\rho) = \psi \psi^\dagger = \sum_{k=1}^{d} \lambda_k v_k v_k^\dagger \quad \rho_B = \text{Tr}_A(\rho) = \psi^\dagger \psi = \sum_{k=1}^{d} \lambda_k w_k w_k^\dagger
\]

where \( \psi \psi^\dagger \) and \( \psi^\dagger \psi \) denote matrix products, summing over the inner index. Thus \( \rho_A \) and \( \rho_B \) have the same eigenvalues and \( h(\rho_A) = h(\rho_B) = -\sum_{k=1}^{d} \lambda_k \log \lambda_k \).

**Appendix G. Classical correlations**

We first define the classical correlations \( C \) and show that \( C = I(\rho)/2 \) for a pure state [37]. A projective measurement \( \{ E_s = |\psi_u\rangle \langle \psi_u| \} \) on sub system \( A \) transforms the density matrix to

\[
\rho \rightarrow \rho' = \sum_a |\psi_u\rangle \langle \psi_u| \otimes \langle \psi_u| \rho |\psi_u\rangle
\]

\( \langle \psi_u| \rho |\psi_u\rangle \) is a density matrix on \( B \) with components on the \( |s\rangle \) basis \( \langle \psi_u| \rho |\psi_u\rangle (s_B, s'_B) = \sum_{s_A, s'_A} \psi_u(s_A) \rho(s_A, s_B; s'_A, s'_B) \psi_u(s'_A) \). A observes outcome \( a \) with probability

\[
p_a = \text{Tr} \left( |\psi_u\rangle \langle \psi_u| \rho \right) = \langle \psi_u| \rho_A |\psi_u\rangle
\]

with \( \rho_A = \text{Tr}_B(\rho) \) and the marginal density matrix on system \( B \) is

\[
\rho_{B|a} = \frac{\langle \psi_u| \rho |\psi_u\rangle}{p_a}
\]

The classical correlation is defined in analogy with the classical mutual information as the difference \( H(B) - H(B|A) \) (first expression in equation (E.1)), maximized over all possible measurements:

\[
C = \max_{\{p_a\}} \left( H(\rho_B) - \sum_a p_a h(\rho_{B|a}) \right)
\]
If \( \rho \) is a pure state \( \rho = |\psi\rangle \langle \psi| \), we get \( \langle \psi_{\alpha} | \rho | \psi_{\beta} \rangle = |\langle \psi_{\alpha} | \psi_{\beta} \rangle|^2 \) with \( |\psi_{\alpha}\rangle = \sum_{\alpha_{\nu}} \psi_{\alpha_{\nu}}(s_{\nu}; s_{\nu}, s_{\nu}) \). Thus, \( \rho|_{t_A} \) is a pure state and \( h(\rho|_{t_A}) = 0 \) and \( C = h(\rho|_{t_B}) \). Since \( \rho \) is a pure state, \( I(\rho) = 2h(\rho|_{t_B}) \) (see equation (18)). Therefore \( C = I(\rho)/2 \).

The classical mutual information \( I_c(\tilde{q}) \) depends on the choice of measurement basis. We now show that \( I_c(\tilde{q}) = C \) in the basis where \( \tilde{q} \) is diagonal, with \( \tilde{q} \) the transformed probability distribution \( \tilde{q} \) equation (D.1). Consider the Schmidt decomposition equation (F.1) of \( \psi(s_A, s_B) \). We identify the Schmidt components \( k \) with the states \( t_A, t_B \) and define

\[
U_A(t_A, s_A) = v_A(s_A) \quad U_B(t_B, s_B) = w_{s_B}(s_B)
\]

Since \( U_A(t_A, s_A) = \langle t_A|s_A \rangle \) and similar for \( B \), these define the coordinates of \( |t_A \rangle \) and \( |t_B \rangle \) on the orignial \( |s \rangle \) basis. With this choice we get from equation (D.1) that

\[
\tilde{\psi}(t_A, t_B) = \sqrt{\lambda_{t_A}} \delta_{t_A,t_B} \tilde{q}(t_A, t_B) = \lambda_{t_A} \delta_{t_A,t_B}
\]

The basis transformation makes \( \tilde{q} \) diagonal. The classical mutual information is

\[
h_c(\tilde{q}) = h_c(\tilde{q}_A) = h_c(\tilde{q}_B) = I_c(\tilde{q}) = -\sum_k \lambda_k \log \lambda_k = h(\eta_A) = C
\]

which completes the proof.

We show that \( I_c(\bar{q}) = I(\bar{q})/2 \) when the state of sub system \( B \) is determined by the state of \( A \) or vice versa. When \( B \) is determined by \( A \), \( h_c(B|A) = 0 \) and the mutual classical information is

\[
I_c(\bar{q}) = h_c(\bar{q}B) = I_c(\bar{q}) = -\sum_{k} \lambda_k \log \lambda_k = h(\eta_B) = C
\]

An example consider that sub system \( B \) is a single spin \( i \). Then \( \eta_B \) can be written in terms of its spin statistics as

\[
\eta_B = \frac{1}{2} \left( 1 + m_i^z \right)
\]

with \( m_i^{z,z} = \langle \sigma_i^{z,z} \rangle \). If spin \( i \) depends deterministically on (a subset of) the other spins, \( \eta_B \) is diagonal and thus \( m_i^z = m_i^z = 0 \). This occurs for the parity problem in figure 4 for all \( i \), because the value of each spin is fixed once the value of the other spins are given.

Appendix H. The non-locality of quantum physics

[38] gives a particularly clear explanation of the notion of locality in terms of hidden variables. Consider a physical system that is composed of sub systems. For classical systems, it is natural to describe the state of the system in terms of local variables that describe the state of each of the sub systems. Any composite system that is described by local variables satisfies the so-called Bell inequalities [39, 40]. Composite quantum systems can violate these inequalities and thus violate the intuitive notion of locality.

Suppose we do \( K \) measurements \( M_k, k = 1, \ldots, K \) on a quantum system. The hidden variable idea assumes the existence of additional degrees of freedom that cannot be measured directly, but that determine the measurement outcomes \( m_k \). Repeating the same measurement on the same quantum system may yield different outcomes. Therefore \( m_k \) can be treated as a stochastic variable. The outcomes of different measurements on the same quantum system are
correlated and the statistical relation between these outcomes can always be described by a joint probability distribution \( p(m_1, \ldots, m_K) \).

Now, suppose that the system is composed of two sub systems \( A \) and \( B \). We can make simultaneous measurements \( M_{ij} = A_i \otimes B_j \) on the two sub systems, with \( A_i, i = 1, \ldots, n_A \) and \( B_j, j = 1, \ldots, n_B \) the possible measurements on systems \( A \) and \( B \), respectively. Suppose that each measurement \( A_i \) and \( B_j \) has two possible outcomes. Then each measurement \( M_{ij} \) has four possible outcomes that are determined by the hidden variable \( m_{ij} = (a_{ij}, b_{ij}) \) with \( a_{ij} \) and \( b_{ij} \) binary values: for instance measuring \( A_1 \otimes B_1 \) yields possible outcomes \( m_{11} = (+, +), (+, -), (-, +) \) or \((-,-)\). The correlations between all possible measurement outcomes can be fully captured by a joint probability distribution

\[
p(a_{11}, b_{11}, a_{12}, b_{12}, \ldots, a_{n_A n_B}, b_{n_A n_B})
\]

on \( 2K \) binary variables with \( K = n_A n_B \).

The hidden variable \( a_{ij} \) defines the outcome of the measurement \( A_i \) on sub system \( A \) when at the same time a measurement \( B_j \) on sub system \( B \) is made. \( a_{ij} \) should obviously depend on the measurement \( A_i \), but it is not so clear whether it should depend on the measurement \( B_j \), in particular when the systems \( A \) and \( B \) are spatially far removed from each other. The Bell assumption of locality is that the measurement outcome \( a_{ij} \) does not depend on the measurement that is performed on system \( B \): \( a_{ij} = a_i \) and similar \( b_{ij} = b_j \). This reduces the \( 2n_A n_B \) binary variables to \( n_A + n_B \) binary variables and

\[
p(a_{11}, b_{11}, a_{12}, b_{12}, \ldots, a_{n_A n_B}, b_{n_A n_B}) \to p(a_1, \ldots, a_{n_A}, b_1, \ldots, b_{n_B})
\]

The locality assumption implies that the outcomes of quantum measurement can be described by a probability distribution on local variables. The construction by Bell [39] shows that the correlations produced by measurements on a quantum system can violate this assumption. The counter intuitive conclusion is that the statistics of outcomes of measurement \( A_i \) on system \( A \) depends on what measurement is performed system \( B \). In other words, the correct statistical description requires the non local variables \( a_{ij}, b_{ij} \).
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