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Abstract—This letter studies the joint channel estimation and signal detection for the uplink power-domain non-orthogonal multiple access. The proposed technique performs both detection and estimation without the need of pilot symbols by using a clustering technique. We apply rotational-invariant coding to assist signal detection at the receiver without sending pilot symbols. We utilize Gaussian mixture model (GMM) to automatically cluster the received signals without supervision and optimize decision boundaries to improve the bit error rate (BER) performance. Simulation results show that the proposed scheme without using any pilot symbol achieves almost the same BER performance as that for the conventional maximum likelihood receiver with full channel state information.

Index Terms—Clustering, GMM, NOMA, rotational invariant codes.

I. INTRODUCTION

The fifth-generation (5G) of mobile communication aims to enable emerging applications with diverse range of requirements [1]. In particular, massive machine-type communications (mMTC) and ultra-reliable low-latency communications (URLLC) have been considered as two other major use cases of 5G in addition to the enhanced mobile broadband (eMBB) [2]. mMTC is expected to serve a massive number of low-complexity devices in a limited spectrum; hence, it should be robust, scalable, and energy efficient [3].

As the orthogonal multiple access (OMA) is unable to meet the increasing demand for wireless access resulting from the exponential growth in the number of MTC devices, non-orthogonal multiple access (NOMA) has been proposed to allow users to share radio resources non-orthogonally, which enhances the spectral efficiency [4], [5]. However, most of these approaches require channel state information (CSI) for power allocation and performing effective signal detection at the receiver [6].

Conventional communication systems use large block-length codes to approach the Shannon’s capacity, assuming that the transmitter has access to CSI. Several channel estimation techniques have been proposed to effectively obtain CSI.

These techniques are classified as blind, semi-blind, and training-based schemes [7]. Using long pilot symbols, training-based channel estimation can estimate the channel accurately. On the other hand, at the cost of higher complexity, blind estimation takes advantage of the transmitted signal’s features to estimate the channel in the absence of any training symbol. In many mMTC applications, each device usually sends a short packet of data; therefore, using long pilot signals will significantly reduce the system throughput. Moreover, estimating the channels to all active MTC devices is infeasible, therefore, devising novel grant-free NOMA approaches is favorable [5]. Recently, the authors in [8], [9] showed that without using long pilot sequences, the signal from paired users can be effectively detected using a clustering-based joint channel estimation and signal detection (JCESD) scheme [9]. This approach still requires a few pilot symbols to determine the signal mapping in the constellation. In this letter, we take a step further to completely eliminate the need for any pilot symbol for the proposed JCESD scheme by using rotational-invariant (RI) codes. Our main contributions in this work are summarized next.

1) Authors in [9] demonstrated that by using the Gaussian mixture model (GMM) based clustering, we can cluster the received signal into M clusters (for M being the modulation order) in each stage of successive interference cancellation (SIC). By using the coordinates of cluster centroids, we can then estimate the channel gain |h|. However, this does not give us a clue about the phase of the channel. In [9], they sent a few pilot symbols to determine the demapping. Using such symbols will decrease the throughput, and should be avoided if possible. In this letter, we show that by using rotational-invariant codes, we can easily eliminate the need for using any pilot symbol.

2) We also consider another channel coding technique, in which the low-density parity check (LDPC) code is used. To perform demapping without any pilot symbol, we consider all possible channel rotations, and calculate the syndrome for each channel phase. The phase which results in most checked syndromes is considered as the channel phase. Via simulations, we show that rotational-invariant codes outperform LDPC codes.

3) We further compare the proposed scheme with the maximum-likelihood receiver, in which a few pilot symbols are sent to estimate the channel. We showed that the ML receiver needs about 8 symbols to achieve almost the same BER performance as the proposed scheme without any pilot symbols. This means that under the same target BER, the ML receiver will loose about 16% throughput, when each user packet size is 50 bits symbols (Assuming that we are using a rate-1/2 code with a 4-ary modulation).
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The rest of this letter is structured as follows. Section II covers the system model and preliminaries. The proposed approach is detailed in the Section III. Simulation results are presented in Section IV followed by conclusion in Section VI.

II. BACKGROUND AND SYSTEM MODEL

We study an uplink NOMA scenario, where $K$ users are paired to send their messages simultaneously to the BS. User and the BS are equipped, each with single antenna. We assume that each user $i$ has a message $b_i$ of length $k_u$ bits, which uses a rotationally invariant (RI) code $C_{RI}$ with rate $R$ to generate a codeword $c_i$ of length $n_u = k_u/R$ bits. For the simplicity of notations, the encoding operation is denoted by $c_i = C_{RI}(b_i)$.

Utilizing an $M$-ary modulation with signal constellation set $\mathcal{S} = \{s_1, \ldots, s_M\}$ where $\frac{1}{M} \sum_{i=1}^{M} |s_i|^2 = 1$, each user $i$’s codeword will be modulated to generate a packet of length $N = n_u / \log_2(M)$ symbols, denoted by $x_i$, and sent to the BS. The received superimposed signal at the BS, denoted by $y \in \mathbb{C}^{N \times 1}$, can be expressed as:

$$y = Xh + w,$$

where $X = [x_1, \ldots, x_K] \in \mathbb{C}^{N \times K}$ denotes the transmitted signal matrix, $h = [h_1, \ldots, h_K] \in \mathbb{C}^{K \times 1}$ is the channel vector, $w \sim \mathcal{CN}(0, \nu I_N)$ is the multivariate additive white Gaussian noise, $I_N$ is the $N \times N$ identity matrix, and $\nu$ is the noise power. The channel between user $i$ and the BS, denoted by $h_i$, is modeled by a zero-mean circular symmetric complex Gaussian random variable, i.e., $h_i \sim \mathcal{CN}(0, 1)$. We also consider block fading, that is the channel between each user and the BS remains unchanged for each transmission frame of length $N$ symbols. The signal-to-noise ratio (SNR) for user $u$, denoted by $\gamma_u$, is defined as $\gamma_u = |h_u|^2$. We further assume that the BS knows $N$, the total number of active users, and their modulation schemes, but the channel state information (CSI) is not available at users and BS, and BS attempts for joint channel estimation and signal detection.

A. Rotational Invariant Code

When the signal constellation has rotational symmetry, e.g., quadrature phase shift keying (QPSK), the presence of channel phase rotation combined with the absence of pilot symbols, results in the receiver having no knowledge of which constellation point has been sent [10]. The time required to reestablish correct demodulation phase for decoding can cause channel outages during considerable periods of time. In 1983, a full rotational invariant code by using nonlinear convolutional codes was proposed and applied to trellis-coded modulation with a $32^\circ$ point signal constellation [11]. In RI codes, all rotated versions of a modulated codeword are valid codeword sequences, and all the rotated versions of the same sequence are produced by the same information input and subsequently decode back to the same information. Fig. 1 shows the encoder of a rate-1/2 90-degree RI code for QPSK modulation, where $D$ represents the unit delay element. This RI code is a nonlinear convolutional code and can be effectively decoded by using the Viterbi decoder over the code trellis. Interested readers are referred to [10] for further information on the design of RI codes. For notation simplicity, we denote the decoding process of the RI code by $b = C_{RI}^{-1}(c)$.

III. THE PROPOSED GMM-BASED CLUSTERING ALGORITHM FOR JOINT CHANNEL ESTIMATION AND SIGNAL DETECTION USING RI CODING

Assuming that users’ signals are randomly and uniformly drawn from the signal constellation $\mathcal{S}$, one can easily show that conditioned on the channel gains $h$, the received signal at the BS at time instant $i$, denoted by $y_i$, have the following Gaussian mixture distribution [8]:

$$y_i | h \sim \frac{1}{|S|^K} \sum_{s \in S^K} \mathcal{CN}(h^T s, \nu),$$

where $|S|$ is the modulation order. The Gaussian mixture model (GMM) [12] is, therefore, a natural fit for our clustering problem.

Fig. 2 shows the received signals at the BS in the I-Q plane for a 2-user NOMA scenario, when both users use the QPSK modulation. Without loss of generality, we assume that $|h_1| \geq |h_2|$. Due to fading, the received signal will be amplified and rotated with respect to the original constellation $\mathcal{S} = \{s_1, s_2, s_3, s_4\}$. The proposed JCSD approach, first cluster the received signals into $M = 4$ clusters, where $M$ is the modulation order. By using the coordinates of cluster centroids, the amplitude and phase of $h_1$ can be estimated. Then, the signals of user 1 will be detected. By using SIC, user 1’s signal will be subtracted from the receive signal, and the algorithm again cluster the residual signal into $M = 4$ clusters to estimate $h_2$ and detect user 2’s signal. If more than 2 users are paired, the algorithm continues to detect all users’ signals.

It is important to note that estimating the channel phase in the above algorithm is not accurate. In particular, according
to Fig. 2, one can consider 4 different (and equally probable) choices for the phase of the channel, i.e., $\mathcal{h}_1 \in \{\theta - \pi/4, \theta - 3\pi/4, \theta + \pi/4, \theta + 3\pi/4\}$, where $-\pi/4 \leq \theta \leq \pi/4$ is the phase of the cluster that resides in the angular region $[-\pi/4, \pi/4]$. This means that we cannot demodulate signals to symbols. In [9], we considered that we send a few pilot symbols to determine the demapping. Using such symbols will decrease the throughput, and should be avoided if possible. This is the main issue that we are addressing in this letter, by using rotational invariant codes.

A. Applying Clustering Technique at the Receiver

When the channel gains are not known at the BS, we use an iterative clustering algorithm to cluster the received signal into $M$ clusters in each stage of SIC. Using the cluster’s centroids, we can then estimate the channel gain and detect users’ signals. We represent the probability density function of the two-dimensional multivariate normal distribution by $N(z; \mu, \Sigma)$, where $\mu$ is the vector of means and $\Sigma$ denotes the covariance matrix. This method assumes that the data is created by a blend of Gaussian distributions. The mean, weight, and covariance of each Gaussian component densities, i.e.,

$$p(z; \mu_1, \ldots, \mu_M, \Sigma_1, \ldots, \Sigma_M) = \sum_{j=1}^{M} \omega_j N_j(z; \mu_j, \Sigma_j),$$

where $\sum_{j=1}^{M} \omega_j = 1$. Given the observed data, we need to estimate the mean, weight and covariance of each distribution. We can accomplish this goal by maximizing the likelihood function over all available data at the BS [8]. To do this, we use the expectation maximisation (EM) technique [13], which is well-suited to addressing maximum likelihood problems involving hidden latent parameters. Having a finite number of Gaussian mixtures, a closed-form expression for the parameters of the EM algorithm is possible [14].

We start by initializing each Gaussian distribution’s mean, weight, and covariance, and then we apply an iterative algorithm to calculate the parameters of the GMM. For each of the observations $i$ in the $t$-th iteration of algorithm, we assess the so-called responsibility variable of each model $j$ as follows:

$$\tilde{\gamma}_{i,j}^{(t)} = \frac{\hat{\omega}_j^{(t)} N_j(z_i; \hat{\mu}_j^{(t)}, \hat{\Sigma}_j^{(t)})}{\sum_{k=1}^{M} \hat{\omega}_k^{(t)} N_k(z_i; \hat{\mu}_k^{(t)}, \hat{\Sigma}_k^{(t)})}.$$

After that, we allocate each data point to its associated cluster. The computed responsibilities are then used to update the mean, weight, and covariance of each cluster in the next stage of the EM process as

$$\hat{\omega}_j^{(t)} = \frac{\sum_{i=1}^{N} \tilde{\gamma}_{i,j}^{(t)}}{\sum_{i=1}^{N} \sum_{k=1}^{M} \tilde{\gamma}_{i,k}^{(t)}},$$

$$\hat{\mu}_j^{(t)} = \frac{\sum_{i=1}^{N} \tilde{\gamma}_{i,j}^{(t)} z_i}{\sum_{i=1}^{N} \tilde{\gamma}_{i,j}^{(t)}},$$

$$\hat{\Sigma}_j^{(t)} = \frac{\sum_{i=1}^{N} \tilde{\gamma}_{i,j}^{(t)} (z_i - \hat{\mu}_j^{(t)}) (z_i - \hat{\mu}_j^{(t)})^T}{\sum_{i=1}^{N} \tilde{\gamma}_{i,j}^{(t)}}.$$

Finally, we evaluate the corresponding log-likelihood function and check for the convergence

$$l^{(t)}(\mu_1, \ldots, \mu_M, \Sigma_1, \ldots, \Sigma_M | z_1, \ldots, z_N) = \sum_{i=1}^{N} \ln \left[ \sum_{j=1}^{M} \omega_j^{(t)} N_j(z_i; \mu_j^{(t)}, \Sigma_j^{(t)}) \right].$$

It is assured that the EM method will converge to a local optima [14]. When users are using the same $M$-ary modulation and the users’ signals are obtained evenly from the same constellation, the clusters’ weight will be the same, i.e., $\omega_j = \frac{1}{M}, j = 1, \ldots, M$. Furthermore, utilising QPSK modulation and a SIC receiver, we only need to estimate four Gaussian distributions at each step of the SIC. This contributes to the reduction of computational complexity.

The proposed JCSD algorithm using RI coding is summarized in Algorithm 1. First, we initialize the mean and covariance of GMM clustering by running a few iterations (less than five) of the K-means clustering algorithm [13] (line 3). Then, we continue by finding the responsibility and log-likelihood function based on (4) and (8), respectively (lines 4 and 5). After that, we attractively calculate the centroids of clusters and covariance matrices (lines 7 to 11 in the Algorithm 1). After convergence, the phase of each cluster
is obtained (line 13). To reduce the impact of phase rotation, we average the phase difference between the centroids of each cluster and their expected values (Step 14).

We then adjust this user and modulate and multiply by the estimated channel and subtract it from the superimposed received signal (Step 17) and repeat the algorithm for the next user.

Algorithm 1 can be applied for the NOMA scenario with any number of users. Assuming the GMM converges after \( t \) iterations, for the general case of \( d \)-dimensional \( M \)-ary modulations, the computational complexity in the expectation step, which comprises of calculating the determinant and the inverse of the covariance matrix, is in the order of \( O(MNd^3) \). The maximization step of GMM consists of computing the weight, mean, and covariance for each cluster with the associated complexity of \( O(MN) \), \( O(MN^2) \), and \( O(MNd) \), respectively. The overall complexity of the proposed GMM-based clustering will be in the order of \( O(tMNd^3) \) operations per symbol [8].

**IV. SIMULATION RESULTS**

In this section, we evaluate the performance of the proposed clustering-based JCESD algorithm utilizing RI codes. For all simulations, we assume that each user has a packet of length \( k_u = 50 \) information bits to send to the BS, and a rate-1/2 RI code and QPSK modulation are employed by the users.

Fig. 3a shows the bit error rate (BER) performance of the proposed JCESD approach using RI coding for a point-to-point communication scenario. As can be seen, the proposed approach performs very close to the ideal maximum-likelihood (ML) receiver with full CSI. Fig. 3b shows the performance of the proposed approach in a 2-user NOMA scenario with a 9dB power difference between the users. As demonstrated in this figure, the proposed approach is capable of accurately determining clusters and performing symbol detection with a BER that is nearly equal to the performance of the optimal ML detection with full CSI at the BS. It is important to note that for all power-domain NOMA schemes, even with perfect ML detection and perfect CSI at the receiver, there should be a relatively high power differences between users, so that the receiver can successfully detect them. This limits the number of users that can be paired in NOMA scenarios to only 2 or 3 users.

One can easily show that for a 2-user NOMA scenario, if the channels are known at the BS and \( |h_1| \geq |h_2| \), for user 1, we have \( \mu_1^{\text{opt}} = h_1s_1 \) and \( \Sigma_1^{\text{opt}} = (|h_2|^2 + \nu)I_2 \), and for user 2, we have \( \mu_2^{\text{opt}} = h_2s_2 \), \( \Sigma_2^{\text{opt}} = \nu I_2 \).

This method has a very high computational complexity, particularly when the number of users increases. Fig. 5 shows the performance of the proposed JCESD algorithm with different coding techniques with rate 1/2. As can be seen, JCESD with RI coding outperforms that with LDPC coding in terms of BER. For the strong user, the gap between the proposed RI coding technique and LDPC coding with GMM is more than 2dB at the BER of \( 10^{-3} \).
Fig. 5. BER comparison of RI code with rate 1/2 (Fig. 1) versus LDPC code with rate 1/2 using GMM.

Fig. 6. BER comparison of the GMM-based scheme and imperfect-ML using rate 1/2 RI code (Fig. 1).

For ML detection, attaining accurate CSI with a limited number of symbols is not viable in practice. As can be seen in Fig. 6, the ML-based detection with only 2 training symbols performs poorly compared with our proposed technique without any pilot symbol. For ML to have a BER performance similar to our proposed scheme, at least 8 training symbols should be used. However, this results in about 16% loss in throughput. Moreover, even with 8 training symbols, our proposed approach has better performance for the weak user.

Fig. 7 shows the BER performance of 2-user NOMA with RI coding for GMM clustering versus K-means clustering. As opposed to GMM clustering in Algorithm 1, K-means assumes that the covariance matrix for all clusters is the same. As can be seen, the GMM-based clustering outperforms the K-mean clustering approach.

V. CONCLUSION

By combining clustering technique with rotational-invariant coding, this letter investigated the JCESD for the uplink of non-orthogonal multiple access without the use of any pilot symbols for channel estimation. In order to counteract the effects of channel rotation, we employ rotational invariant coding, which allows us to communicate without the use of pilot signals. We employ the Gaussian mixture model to cluster incoming signals without supervision, and optimise decision boundaries in accordance with the clustering results in order to improve the bit error rate (BER). Results showed that the proposed scheme without any pilot symbols can achieve the same performance as the maximum-likelihood detector that needs to obtain full CSI to operate well.
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