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A B S T R A C T

This review covers the new developments in machine learning (ML) that are impacting the multi-disciplinary area of aerospace engineering, including fundamental fluid dynamics (experimental and numerical), aerodynamics, acoustics, combustion and structural health monitoring. We review the state of the art, gathering the advantages and challenges of ML methods across different aerospace disciplines and provide our view on future opportunities. The basic concepts and the most relevant strategies for ML are presented together with the most relevant applications in aerospace engineering, revealing that ML is improving aircraft performance and that these techniques will have a large impact in the near future.
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1. Introduction

Climate change and increasing resource scarcity are challenges that Europe needs to face in the coming decades. All this has a direct impact on air transport, which is struggling to maintain its performance and competitiveness while ensuring a development focused on sustainable mobility. Research and innovation are essential to maintain the capabilities of the aviation industry, driven by the rise of new markets and new competitors as a result of globalization. A new long-term vision for the aeronautics sector is essential to ensure its successful advancement. In this line, new requirements for the future aviation industry have been defined by the ACARE Flightpath 2050 [1], a Group of Recognized Personalsities in the aeronautics sector, including stakeholders from the aeronautics industry, air traffic management, airports, airlines, energy providers and the research community. Aeronautics and air transport comprises both: air vehicle and system technology. The future of aviation should focus on improving design, reducing manufacturing time and cost (including certification and upgrade processes), and also improving the parts forming the overall air travel system (general aviation, aircraft, airlines, airports, air traffic management and maintenance, repair and overhaul).

The ACARE Flightpath 2050 has defined 5 goals that should be achieved by 2050 to guarantee the path through sustainable mobility:

- Compared to the capabilities of a typical aircraft in the year 2000, by 2050 new technologies should allow 90% reduction in NOx emissions, 75% reduction in CO2 emissions per passenger/kilometre and 65% reduction in noise emission of flying aircraft.
- When taxiing, aircraft movements should be emission-free.
- Novel strategies to design and manufacture aerial vehicles should be developed to make them recyclable.
- Sustainable alternative fuels should be developed to position Europe as the centre of excellence in the field, and sustained by a strong European energy policy.
- By 2025, Europe should take the lead to establish global environmental standards, formulating and prioritizing an environmental action plan, and being at the forefront of atmospheric research.

At the same time, ensuring safety and security is also a major priority, with the aim at reducing by 80% the number of accidents by 2050 compared to 2000, taking into account the rising traffic.

To achieve these goals, it is extremely important to find newer eco-friendly alternatives suitable for the industry to reduce the aviation net carbon emissions and noise. To this aim, the aerospace industry is gathering efforts towards developing new aerodynamic designs, more efficient, reducing the oil consumption whilst maintaining the safety in the flight performance. Moreover, finding new alternatives to fossil fuels, improving the energy efficiency in combustion systems, or finding optimal routes for air traffic management (ATM) are also some of the key points where the aerospace industry should advance to minimize the environmental footprint. However, to achieve these objectives it is not enough to improve the ‘standard’ configurations. The aerospace engineering industry is aware that to go beyond the state-of-the-art it is necessary to develop novel ground-breaking disruptive technologies.

Fluid and solid mechanics need to be advanced with applications in aerodynamics, acoustics, and combustion, to develop new technologies, resulting in novel aircraft designs with reduced environmental impact (see Fig. 1). Researchers in collaboration with the aeronautical industry should explore: (i) new aircraft configurations able to reduce noise and pollution emissions, (ii) cruise drag reduction by manipulating turbulent flow structures close to the aircraft surface (i.e., delaying the boundary transition from laminar to turbulent flow), using novel friendly low-risk practices, (iii) novel strategies for flow control (rising the benefits achieved by only changing the external shape) to enhance the aerodynamic performance reducing drag, noise or flow transition, rising lift or controlling unsteadiness or flow separation, and (iv) reduce the system complexity with novel aircraft materials and lighter designs (which directly results in less fuel consumption), and reduced aircraft maintenance and life cost cycle [2].

High-fidelity numerical simulations and advanced experimental techniques (i.e., wind tunnel experiments or open-air experiments as in the case of flight test, et cetera) allow collecting a large variety of data, containing relevant information about physical principles connected to the aerodynamic performance of the aircraft, the efficiency of the combustion system or the main instabilities driving the flow dynamics and the possibility of attenuating or boosting such instabilities using active or passive flow control techniques [3]. Additionally, experiments (i.e., ultrasounds, non-intrusive testing, et cetera) and simulations provide information connected to the fundamentals of solid mechanics, the presence of noise and the structural health of the aircraft, allowing for noise control and early failure detection.

However, the economic and computational cost, related to the performance of experiments and simulations, encourages researchers to look for new alternatives, which allow to advance in the field i.e., developing relevant technologies for the aerospace industry, while avoiding delays in the manufacturing and time-to-market process. Aircraft development, manufacturing, maintenance and support are four critical levels that must be accurate and reliable to ensure the success of the aerospace industry.

Artificial intelligence (AI) and machine learning (ML) have been introduced in the aerospace industry for various applications connected to the reduction of aircraft’s environmental impact, including data interpretation [4], system management, customer service or aircraft modelling and to generate new high-fidelity databases at a reduced (economic and CPU) cost [5], solving problems of optimization, flow control, or even providing optimal sensors distributions for solid mechanics or aeroelasticity applications. In the recent review article by Brunton et al. [6], the authors summarize the new trends and perspective of ML in the aerospace industry, including its application for smart manufacturing, and in the development (and aircraft design), production and product support phases (aircraft design, manufacturing, verification and validation). The authors reveal the possibilities of ML to process data in light computations increasing the production rate, based on the idea of
the use of ML techniques that are measurable, interpretable and certifiable.

ML is generally understood as a branch of AI, although there are nuances in the definition: ML aims at improving systems performance using self-learning algorithms, while AI tries to mimic natural intelligence solving complex problems and enabling decision making (although not maximizing the system efficiency) [7]. Both AI and ML are connected to Big Data, a term that linked to the enormous volume of data that floods the aeronautical sector every day or that is generated from CFD simulations or experimental measurements and connected to aircraft aerodynamic performance [8,9]. Combining Big Data with ML techniques, it is possible to develop reduced dimensional systems, such as reduced order models (ROMs) [10,11], capable to accurately predict the evolution of the flow dynamics [3,12,13] (i.e., flow control, reduce cruise drag [14], boundary layer transition, etc.), or surrogate models, capable to predict the aerodynamic forces and moments acting on the aircraft as a function of some parameters (i.e., Reynolds number, Mach number, geometry shape, etc.).

This review provides a state-of-the-art of AI and ML applications in the aerospace engineering field. The basic concepts and most relevant strategies for ML and AI are brought together to explain the similarities found in the nomenclature of similar techniques used in different fields, also shedding light on new applications of these algorithms, quite extended in other fields but not known to the aerospace industry. For example, the review details the use of machine learning for reduced order modelling, which can be used to accelerate numerical simulations, or for temporal and spatial forecast (including non-intrusive sensing). Additionally, we include relevant applications of the field, including flow control, acoustics, combustion, flight test and structural health monitoring.

This article intends to explore the possibilities of ML, an emerging field for the aerospace industry, identifying new research lines of potential interest and bringing new ideas to developing the technologies of the future, and founded on a primary goal: to fight climate change. This article reviews the main disciplines connected to the aerodynamic performance of the aircraft (see Fig. 1): fundamental fluid dynamics, aerodynamics, acoustics, combustion, and general solid mechanics; and based on the idea of finding novel efficient designs, capable to reduce noise and pollutant emissions, while at the same time, ensuring safety and security. It is worth mentioning that the law are more than 1000 related papers in the field, but this reviewer only details a few of them. These articles have been selected to represent the most popular applications in machine learning with the idea of providing a general overview about what is the state-of-the-art in the field. Nevertheless, we recommend the reader not only to read the paper mentioned, but also to explore other possibilities.

In fluid dynamics, machine learning approaches can be used to improve aircraft performance by optimizing the aerodynamic design and reducing drag, improving fuel efficiency, and increasing speed. Some of the most relevant applications of ML to improve aircraft efficiency are summarized in Table 1. Details about the methodologies, state-of-the-art and needs to advance in the field are presented along this review article.

The article is organized as follows. Section 2 introduces the machine learning methodologies, and the literature review of the main applications in aerospace engineering is presented in Section 3 for fundamental fluid dynamics, Section 4 for aerodynamics, Section 5 for aeroacoustics, Section 6 for combustion and Section 7 for solid mechanics. The main conclusions are presented in Section 8.
2. Machine learning methodology: a general overview

Current advances in computer science are strongly related to the increasing amount of data generated and stored in the different disciplines conforming aerospace engineering. The valuable information contained in these databases encourages researchers to develop and test sophisticated algorithms to exploit such information, to gain insight and knowledge from the data and to subsequently propose and develop new commercial strategies aligned with the ideas behind the concept of sustainable aviation: developing new cleaner and safer aircraft designs. ML is a fast-growing science in the field of aerospace engineering due to its good capabilities to extract information from complex databases, which it later used to develop models, such as ROMs or surrogate models.

Based on available data and the type of training carried out within the analysis, ML algorithms can be classified into unsupervised, semi-supervised or supervised learning, as presented in Fig. 2. This section briefly introduces the basic idea behind some of these ML algorithms, which have been used for different applications in the field of aerospace engineering.

2.1. Neural networks

ML uses artificial neural networks (ANNs), also called as neural networks (NNs), to process and extract information from databases. The name of this computing system is inspired by the biological neural networks of the human brain. ML uses NNs to solve an optimization problem. More specifically, using back propagation and stochastic gradient descent algorithms, ML optimizes the following compound function

$$\arg \min_{A_1} f_P(A_1, \cdots, f_2(A_2, f_1(A_1, X)) \cdots) + \lambda g(A_1),$$

which represents a NN formed by $P$ layers. The weights connecting years $k$ and $k+1$ are given in matrix $A_k$. To accurately represent the data, which is the main goal of ML and NNs, it is necessary to regularize this system, which is massively under-determined, with the function bias $g(A_1)$. Using different regularization strategies, it is possible to prevent overfitting, allowing the NNs to generalize the solution obtained from the training to different data sequences.

To define the architecture of a NN, it is necessary to set the dimension and number of layers and the type of connections and mappings (linear/non-linear) between the different layers, in order to get the best system performance to represent data. Depending on all these parameters and on the way the optimization problem is defined, it is possible to define the different type of ML archi-

tectures previously presented in Fig. 2. The generic structure of a multi-layer NN is presented in Fig. 3.

In this example, the input database $X = [x_1, x_2, x_3] \in \mathbb{R}^3$, is map $Y = [y_1, y_2]$ in the output layer, with a different space dimension, $\mathbb{R}^2$. The relationship between the different layers in this NN is defined in eq. (2) as

$$Y = f_P(A_P, \cdots, f_2(A_2, f_1(A_1, X)) \cdots),$$

which defines the general optimization problem presented in eq. (1). This expression defines a system of equations that is highly under-determined, which requires additional constrains to be solved, where the $P$ matrices generates the best possible mapping.

The activation function $f_j$ (for the layer $j$), can be both linear or non-linear (i.e., sigmoid, tanh, Rectified Linear Unit -ReLU, \cdots). In aerodynamics, radial basis function neural networks (RBFNNs) have been used since the past, due to the good generalization capabilities of the RBF as activation function [16]. This NNs model, proposed by Broomhead & Lowe [17] for the first time, generally uses a non-linear activation function $f_j$ defined by a Gaussian basis function as

$$f_j(x_k) = \exp \left( -\frac{\|x_k - v_j\|^2}{2\sigma_j^2} \right),$$

where $\sigma$ is the width of the RBF.
where the two hyper-parameters \( v \) and \( \sigma \) are known as the centre vector and the width parameter, respectively. The value set for these two parameters strongly affects the NN performance \([18,19]\).

Depending on the type of connection between the layers and the neuron of the NNs, it is possible to identify different architectures. For instance, Recurrent Neural Networks (RNNs) process sequence of data using recurrent connections between the different layers. Among the different architectures of RNNs it is possible to distinguish Long Short-Term Memory (LSTM) networks, which in sequence prediction problems are capable of learning order dependence. Another type of architecture widely used for ML applications in fluid dynamics is Convolutional Neural Networks (CNNs). This type of networks transfers information locally between the different neurons and layers. Based on a threshold, each neuron may transfer or not transfer information to the next layer of neurons. More details describing deep learning basic concepts can be found in the book by Brunton & Kutz \([20]\), and some applications combining NNs linear mappings with non-linear modal interactions for turbulent flows are presented by Le Clarinche et al. \([4]\).

### 2.2. Regression and classification

Regression and classification belong to the category of supervised learning. In supervised learning, labelled data sets are used, to guide the machine during the training process. The algorithm learns by minimizing the error with respect to the labelled target. Regression and classification are widely popular and very effective techniques, but can lead to erroneous results if data (or categories) are missing, which leads to problems during training and/or classification. The missing data or category can relate to a problem misconception leading to a category missing in the data, to data removal because of large deviations, to equipment malfunctioning, etc. \([21]\). To avoid problems in these supervised-learning algorithms, a good a-priori knowledge (and analysis) of the problem at hand is advisable to ensure that the labelled training data is representative of the overall dataset. In this section, we focus on the most common regression and classification algorithms, including: regression and logistic regression, decision trees, random forest, K-nearest neighbours, support-vector machines and Naïve Bayes classification.

A common task in supervised learning is regression, which is used to identify patterns and relationships within a dataset. In this task, the algorithm approximates a function for a continuous output (e.g., a real value). Classic examples are linear (or quadratic) regressions, where linear (or quadratic) curves are fit to data. This type of regressions can be understood from a purely algebraic viewpoint, through least-square approximations (i.e., Ridge regression using the L2 norm) but generalizes to ML using NNs.

In linear regression with one variable, the output \( y \) will fulfill the equation of a straight line: \( y = mx + c \), where \( m \) is the slope, \( c \) the intercept and \( x \) the input. The calculation of \( m \) and \( c \) will be based on the minimization of a cost function, i.e., the minimizing the error between the training data and the linear model. An example is shown in Fig. 4. The regression model can be used to interpolate missing data or to extrapolate (forecast) outside the training-data range. When considering regression with multiple dependent variables, it is necessary to analyze the influence of each variable on the overall trend of the dependent variable (system output). Multiple linear regression is a useful technique for more than one independent variable. This technique can achieve better fits than when using simple linear regression if multiple independent variables are involved.

Classification also belongs to the supervised-learning family. In this problem, the output will take a discrete set of values or categories. The algorithm will use pre-set labelled data to classify the data into multiple categories. According to the type of variables, we can distinguish categorical classification from numerical classification. Logistic regression is the simplest classification algorithm that performs a binary classification (between only two categories) and can help to determine the occurrence (or not) of an event. The algorithm starts with data previously labelled in the two possible categories. These two categories are joined through a sigmoid curve, which will determine the probability that new data falls into one category or the other, see Fig. 4. The sigmoid curve

\[
P(t) = \frac{1}{1 + \exp(-t)}
\]

helps classify the probability of success of an event; starting with a null probability (first category) and ending at a certain event (second category). The curve shows a change of curvature when the probability of success is 50%. This point, called threshold, will differentiate the data classified into both categories, as depicted in Fig. 4.

The decision tree is a conceptually simple algorithm, useful for classifying data. The algorithm uses a tree, in which each of the branches implies a decision leading to a classification. To make these decisions and determine which characteristics to discern, it is necessary to train it with data. The construction of the trees, as well as the determination of the order of the different branches alludes to the reduction of dispersion (or entropy) in the data in each step providing an optimal tree with minimal dispersion.

Random forest \([22]\) is an algorithm for both classification and regression tasks and is particularly useful for data sets in which there can be loss of information. Its development starts from the construction of multiple decision trees (hence the concept of “forest”). Each decision tree performs a classification task leading to the final result of the random forest, which is the best classification of all trees.

K-Nearest Neighbours (KNN) are one of the simplest algorithms used for supervised classification. It classifies the input data based on the closeness to already classified data. The algorithm generates “neighbours” of data and measures the distance (or “similarity”) of new data with respect to the classified neighbouring data.
The KNN algorithm is effective if the data set is not excessively large (slow learning algorithm) and the data is free of noise. The KNN concept can be understood by drawing a circle centred on the new data point, which increases its radius until there are $K$ elements (belonging to a pre-set category) within the circle. $K$ represents the number of elements needed within the circumference to classify the model input; this gives the name to the algorithm K-nearest neighbours, as shown in Fig. 4. The choice of the parameter $K$ is essential to achieve the desired resolution of the problem, and needs to be large enough to avoid the influence of noisy data, but small enough to limit the computation time. A possible value is the square root of the labelled data ($n$), i.e., $K = \sqrt{n}$.

Support-vector machines (SVMs) are similar to K-Nearest Neighbours and can be used to perform classification and regression tasks where the transformed feature space is very large. However, for large datasets, SVMs suffer from high computational cost. SVMs create a hyperplane to delimit the neighbours or regions in the data set, see Fig. 4. To determine the position of the hyperplane, the algorithm finds support vectors, defining the distance to the neighbours. This distance must be maximum for the classification to be successful. Note that the hyperplanes may have various shapes: linear, quadratic, cubic, etc. SVMs can deal with a wide variety of classification problems including high dimensions and non-linearities. A drawback is that SVMs require calibration of the parameters to attain good results.

Finally, the Naive-Bayes classifier has its mathematical basis in the conditional probability proposed by Bayes’ theorem, whose formulation is:

$$P(A|B) = \frac{P(B|A) \cdot P(A)}{P(B)}.$$

The logical operation is similar to the error back-propagation algorithm. The final probability will be based on the total probability taking into account the influence of the individual events on the following events (conditional probability). The total probability theorem, used to give the final output of the model is $P(B) = P(A_1) \cdot (P(B|A_1) + P(A_2) \cdot P(B|A_2) + \ldots$. The process requires to calculate the probability of each event individually and analyze its influence on the final response. This probabilistic analysis will finally lead to a decision. The algorithm will predict events, based on present and past data, knowing the probability of occurrence of the predicted events. Some advantages of Naive-Bayes classifiers are outlined in [21] and include: (i) they remain slow to make changes in the network, (ii) they are flexible, allowing for transfer learning between classification and regression, (iii) they can handle missing data.

Gaussian-process (GP) regression is an extension of Bayesian-regression method that is used widely within the field of structural health monitoring. Rather than predicting a single deterministic function, the predictive posterior is instead a distribution of functions that are consistent with the data that the model has been conditioned by. At any finite number of points in the output space, the distribution of these functions is Gaussian. Like SVMs, GP regression uses a kernel, or covariance function to estimate the similarity between two inputs and it is the selection of this kernel that defines the form that the posterior functions take, in combination with the optimization of the model hyperparameters. The GP can be defined by its mean and this covariance; often a zero mean prior is assumed, however, knowledge of the process can be incorporated into the model relatively simply using a mean function. A commonly-used covariance function is the squared exponential:

$$k(x, x') = \sigma^2 \exp\left(-\frac{1}{2\ell^2}||x-x'||^2\right),$$

where $x$ and $x'$ are the inputs to the model, $\sigma^2$ is the signal variance hyperparameter and $\ell$ is the lengthscale hyperparameter. The reader is referred to Ref. [23] for an in-depth review of GP regression theory.

2.3. Semi-supervised learning

In this section we will discuss two types of semi-supervised algorithms: generative adversarial networks (GANs) and deep reinforcement learning (DRL). GANs [24] are a type of generative model, which comprises two different parts: the generator ($G$) and the discriminator ($D$). These two parts of the network are assigned competing tasks, and they are trained against each other using game theory. A widely-used application of GANs is that of super-resolution, i.e., starting from a low-resolution input image $I_R$, the GAN architecture needs to produce a high-resolution version $H_R$ which should be consistent with the statistical features of the original high-resolution image $H$. In this setup, the generator will be tasked with creating the $H_R$ images given the $I_R$ input and the reference $H_R$. This process is illustrated for a turbulent flow in Fig. 5. Note that this super-resolution task can also be conducted in an unsupervised manner by imposing physical properties on the data, as documented by Kim et al. [25]. The discriminator is thus trained to differentiate $H_R$ and $H$, so that the generator gets progressively better at producing realistic images, and the discriminator improves its performance when identifying the ones that have been artificially generated by $G$. It is common to use a convolutional neural network (CNN) as generator, and the resolution increase is usually carried out at the end of the network by means of sub-pixel convolution layers [26]. A common architecture for the discriminator in this type of task [27] is to also use a CNN, followed by fully-connected layers, and using a sigmoid activation in the last one it is possible to obtain a probability value between

---

**Fig. 5.** Schematic representation of a GANS architecture used to increase the resolution of the quantities measured at the wall in a turbulent channel flow. The colour coding for each layer is 2D convolution (beige), parametric ReLU activation (dark green), batch normalization (blue), sub-pix convolution (pink) and ReLU activation (light green). Note that the kernel size and the number of filters are shown at the bottom of each of the layers. Figure adapted from Ref. [27] with permission of the publisher. (For interpretation of the colours in the figure(s), the reader is referred to the web version of this article.)
0 and 1 to discern whether the high-resolution image is real or not.

When it comes to DRL, in this framework an agent (which can be a neural network) performs actions on an environment (which would be the flow) in a closed loop. If we consider instant $t$, at which the environment has a certain state $s_t$, the agent receives a partial observation of that state denoted $o_t$. Based on this observation, the agent decides to apply a certain action $a_t$, which will have an impact on the system, modifying its state to $s_{t+1}$, and so forth. The quality of those actions under a certain norm is measured by the so-called reward $r_t$, which is provided periodically to the agent. Generally in reinforcement learning, the framework is aimed at developing an optimal decision policy $a_t = \pi(o_t)$ with the goal of obtaining the maximum cumulative reward over a certain time horizon. This process is summarized in Fig. 6. One widely-used implementation is the proximal-policy-optimization (PPO) method [28], which has the advantage of being faster than e.g., the trust-region policy optimization (TRPO) [28]. There are other suitable options for DRL, such as deep-Q network (DQN) learning [29], which is very efficient mainly with non-continuous control. In this sense, it is important to thoroughly assess the dynamics of the problem at hand to choose the most suitable DRL implementation, see for instance the variations of DQN learning reported by Gu et al. [30].

2.4. Unsupervised learning: clustering and dimensionality reduction

Compared to classification and regression approaches, unsupervised learning deals with unlabelled data with the objective of “learning” the data structure without assistance. Unsupervised methods allow processing large amounts of data, leading to the determination of the most relevant features that can be used for a lower-dimensional representation of the original data. As such, unsupervised learning techniques are highly relevant in aerospace applications.

2.4.1. Clustering

Clustering (e.g., K-means, mean shift, Gaussian mixture models) [32], is an unsupervised-learning method that does not require pre-sampled data to cluster regions and can automatically discover grouping within the data. An overview of clustering methods and comparisons for simple problems can be found in Ref. [33]. Here, we review the popular K-means, mean shift and Gaussian mixture models.

K-means is the simplest and faster clustering technique. The user inputs the number of clusters “k” and the algorithm initializes “k” centroids, assigning each point in the dataset to the closest centroid. Using these temporary clusters, new centroids are calculated employing the mean distance from all the data points. The process is repeated iteratively until the centroids do not move in the subsequent iterations.

The mean-shift clustering method is a variant of K-means where instead of the centroid, a sliding circular window of radius “kernel” is considered. The goal is to slide the windows until the location that maximizes the density of points inside the window is found. Density-based spatial clustering of applications with noise (DBSCAN) is a variant of mean-shift that considers noisy unclassified data, and can provide enhanced robustness.

Gaussian-mixture models assume that the data follows a Gaussian distribution with an associated mean and standard deviation. The algorithm estimates the mean and variance of each normal distribution iteratively using the expectation-maximization method [34] to provide the optimal estimation of these parameters.

There is some recent interest in aerodynamics and CFD, which uses clustering to detect flow regions. For Reynolds Averaged Navier-Stokes (RANS) simulations, Saetta & Tognaccini [35] and Lanzetta et al. [36] showed that various viscous sensors could be used as input to a clustering ML framework. The aim was to detect the boundary layer and wake regions for turbulent flow past aeronautical applications (airfoils, aircraft). The results showed that the ML clustering outperformed the classic viscous sensors used to identify the flow regions in RANS. In the context of Large Eddy Simulations (LES), similar ideas have been proposed using Gaussian mixture to identify laminar and turbulent regions [37,38], which can also be employed to perform local mesh adaptation to increase the accuracy of simulations. Furthermore, Callaham et al. [39] used unsupervised-learning techniques to identify the dominant physical processes for different flow scenarios and in Ref. [40] the authors trained a neural network to classify different types of vortex wakes.

2.4.2. Dimensionality reduction

One of the most common tasks in unsupervised learning is dimensionality reduction. Autoencoders use NNs (with linear or non-linear activation functions) to reduce the data dimensionality and extract the main data features [41]. In fluid dynamic problems, a very rich literature exists concerning the application of proper orthogonal decomposition (POD) [42]. POD is also known with a variety of names, depending on the application field, i.e., Karhunen-Loève decomposition (KLD) [43] in image and signal processing, Principal Component Analysis (PCA) [44] in the statistics literature, Empirical Orthogonal Functions [45] in oceanography and meteorology, etc. A detailed discussion on the relation between POD, PCA and KLD, and their connection with Singular Value Decomposition (SVD) is presented in [46].

2.4.3. Principal component analysis

Dimensionality reduction techniques rely on the hypothesis that a reduced and optimal basis exists to represent the data. PCA thus finds a new, orthogonal basis to represent the data set, which is approximated by retaining only a subset of fewer directions, namely the ones accounting for most of the data variance in a transformed data set. Prior to performing PCA (as in all ML approaches) the raw data set is generally transformed (centred and scaled) to allow dealing with variables of different units and sizes, and to focus on fluctuations. Many options exist for data pre-processing and optimal choices cannot be defined universally but rather depending on the problem at hand [47]. The eigenvalue decomposition of the covariance matrix yields the eigenvectors, denoted as the principal components (PCs), ordered by the magnitude of their corresponding eigenvalues. Truncating the PCs to a desired level of variance provides a low-dimensional representation of the original data (Fig. 7), which is the best linear predictor of the data matrix X in terms of squared prediction error [44].

PCs are determined to maximize variance, not interpretability. The complex structure of the PCs and the presence of non-negligible weights for most of the original variables on an individual PC might complicate the interpretation and exploitation of the PCs identified without supervision. To alleviate that, the eigenvector matrix can be rotated to aid physical interpretation of the scores, i.e., the projection of the data onto the new basis. Many
rotation methods exist, they can either be orthogonal or oblique. Orthogonal transformations, such as Varimax rotation [48], rotate the PCs rigidly while maximizing the sum of the variances of the squared coefficients within each eigenvector. The rotation generally leads to rotated PCs with few significant coefficients, thus aiding interpretation. After rotation, the amount of variance accounted for by a set of PCs is conserved but the proportion is redistributed among the components.

2.4.4. Local dimensionality reduction

Typical flow data sets relevant to aerospace applications display non-linear relationships among variables. PCA is a multi-linear technique, i.e., additional PCs are needed to approximate the original data set with low reconstruction error to compensate for the data non-linearity. To overcome the limitations of global PCA, an alternative is to identify local principal curves [49] and locally linear embeddings (LLE) [50], and to perform local modal decompositions, i.e., applying PCA locally (LPCA).

Local PCA (LPCA) can be exploited, partitioning the data into clusters by either using an a priori chosen feature, or using a Vector Quantization (VQ) technique coupled to the local application of PCA within clusters. The resulting approach, denoted as VQPCA [51,52], assumes that the non-linear manifold can be locally approximated by a linear one as the data manifold will not curve too much over the extent of the local region. In the first case a supervised clustering is carried out, while the latter is fully unsupervised. In VQPCA, the data are assigned to the different clusters by minimizing the reconstruction error of each point to a given set of clusters (Fig. 8). The algorithm is iterative and convergence is achieved when the centroids' change from one iteration to the next one is below a prescribed threshold.

2.4.5. Kernel PCA

Kernel PCA (KPCA) is a non-linear dimensionality reduction technique that makes use of kernel methods. In KPCA [53], the original data-set is transformed into an arbitrarily high-dimensional feature space where the relationship amongst the variables is considered to be linear and PCA can be effectively carried out. A non-trivial, arbitrary function is chosen but never calculated explicitly, which allows using high-dimensional feature spaces. The non-linearity of the KPCA method comes from the use of a non-linear kernel function that populates the covariance matrix (kernel trick). Thus, the eigenvectors and eigenvalues of the covariance matrix in the feature space are never actually solved. The choice of the kernel function modelling the covariance between two different points in the feature space is up to the designer. An example is the choice of a Gaussian kernel. Since no operations are directly carried out in the feature space, KPCA does not compute the PCs themselves, but the projections of our data onto those components, namely the scores.

One of the main drawbacks of kernel PCA is that PCA is performed on a covariance matrix that scales with the number of observations rather than the number of variables, thus increasing the computational burden of the method. In addition, no straightforward operation is available to reconstruct the data from the KPCA scores, since the kernel is never computed explicitly. This is in contrast to linear PCA, where a direct mapping exists. To reconstruct the data in Kernel PCA, a minimization problem must be solved, making the process computationally more expensive compared to PCA.

2.4.6. Autoencoders

An autoencoder (AE) [54] is an unsupervised neural network (NN) aiming at learning the reduced representation (encoding) of a dataset. Along with the encoder, which projects the data into a non-linear manifold (encodes), a decoder reconstructs the data from the so-called latent space, minimizing the reconstruction error. The simplest form of an AE is a feed-forward, non-recurrent neural network having an input layer, an output layer and one or more hidden layers connecting them, where the output layer has the same number of neurons as the input layer. This has the purpose of reconstructing the input data (minimizing the difference between input and output) via a loss function that can accommodate regularization and sparsity terms. It is worth noting that a shallow AE with linear activation functions corresponds to PCA.

The variational autoencoder (VAE) [55,56] is a particular type of probabilistic generative architecture which can also be used for modal decomposition of high-dimensional data. These models combine statistical descriptions of the data with deep neural networks, and enable introducing stochasticity to the latent space, where the low-dimensional representation of the data is obtained. In this approach, new samples can be generated through the decoder from the latent space, a characteristic that has attracted the interest of the community [41,57,58]. An interesting property of the latent representation is the disentanglement, i.e. being able to produce statistically-independent variables in the latent space [59]. By regularizing the loss function of the VAE it is possible to encourage learning such statistically-independent variables \(r\) while penalizing the size of the latent space. This was proposed by Higgins et al. [60] with the \(\beta\)-variational autoencoder (\(\beta\)VAE). This can be achieved by minimizing the distance the probabilistic distribution \(p(r)\) and the product of its marginals [61–63].
3. Machine learning in fluid mechanics

Fluid mechanics is closely connected with the aerodynamic performance of airplanes, and it is therefore essential to properly model and predict the properties of the flow around the aircraft in order to carry out optimization and design tasks. Very close to the airplane surface a thin layer, called boundary layer [64], develops. This region plays a critical role in aircraft design, and it is extremely challenging to model, particularly at high Reynolds numbers, i.e., when the boundary layer is turbulent [65].

In fluid mechanics there is great potential for ML methods due to the high dimensionality of the associated problems and the inherent non-linearities present in turbulent flows. In particular, novel deep-learning architectures are enabling harnessing the vast amounts of data available in the literature to produce more accurate and robust models, outperforming traditional methods for prediction, modelling and control. Future developments will focus on finding novel strategies for modelling and control, leveraging the great potential of deep reinforcement learning (DRL), see for instance Refs. [66,67].

However, there are also limitations in the usage of ML for fluid-dynamics problems. One potential limitation is the need for large amounts of training data, which can be challenging and computationally expensive to acquire. Additionally, machine learning models may not always provide physical insights into the underlying fluid dynamics phenomena, which can be important for understanding and designing practical applications. ML methods have the potential to significantly improve our understanding of fluid dynamics and enable more efficient and accurate fluid flow simulations, but careful consideration of their limitations and appropriate implementations is required.

3.1. Computational fluid dynamics

The numerous success stories in ML documented for a wide range of areas [68] over the past years motivate the possibility of using ML methods for simulating fluid flows. An overview of how ML can help computational fluid dynamics (CFD) is provided by Vinuesa and Brunton [69], who essentially identified potential in many areas including accelerating CFD and improving turbulence modelling. It is important to note that ML methods will not constitute a replacement for traditional CFD methods [70,71], which are based on discretizing the governing equations and integrating them numerically. Instead, it is important to identify concrete areas within CFD that can benefit from ML. For instance, interesting work has been developed by Kochkov et al. [72] on improving the accuracy of coarse simulations by means of deep learning in simplified flows. Other areas of potential are the efficient resolution of the Poisson problem [73], which is encountered in operator-splitting methods, or approaches to reduce the size of the computational domain through efficient inflow [74,75] and far-field [76] conditions. Manrique de Lara and Ferrer [77,78] have used NNs to accelerate high-order simulations by including a corrective forcing that achieves high accuracy when running a low-order case, providing a framework for accelerated simulations. When it comes to turbulence modelling, Duraisamy et al. [79] provided a review of the potential of ML to improve RANS models. Note that these models, which are based on Reynolds averaging and typically rely on an eddy-viscosity approach [80] to represent the Reynolds stresses (some are based on more sophisticated non-linear constitutive relations [81]), are not necessarily satisfactory when simply using high-fidelity data to address the closure problem [82]. The anisotropy tensor, which is an important component of RANS models, was predicted by Ling et al. [83] using a deep-learning architecture which embedded Galilean invariance, an approach leading to excellent results when comparing the flow predictions with the real solution. On the other hand, Wu et al. [84] proposed combining the physical knowledge from the flow with deep-learning architectures, producing a framework that allowed predicting both linear and nonlinear parts of the Reynolds-stress tensor separately. In addition to improved interpretability, this approach led to very good results in a number of configurations. The interpretability [85] of the deep-learning models for RANS simulations was one of the main features of the framework proposed by Jiang et al. [86]. When it comes to interpretability, we would like to highlight that deep-learning models are generally able to provide accurate predictions based on the input data, but it is typically not possible to establish the concrete relationships relating input and output. An interpretable model allows to establish such as connection, and there are a number of research directions [87] starting to enable this property in deep-learning models. A good example of this, which relies on genetic programming, is the work by Cranmer et al. [88]. It is also worth noting that Weatheritt and Sandberg [89] developed a methodology for RANS modelling based on gene-expression programming [90] which essentially produces models that are interpretable since they rely on combinations of basic symbolic expressions. Their models exhibit excellent results in a number of complex geometries where RANS models typically fail, including cases with secondary flows and significant three-dimensionality. Along these lines, a generalization of the constitutive relations used to model the Reynolds stresses can also help to properly predict complex flows [81], and in this sense data-driven model discovery is a promising research direction. An essential aspect to consider when developing ML-based RANS models is their associated uncertainty, an aspect currently being investigated in several studies [91,92].

Another simulation area where ML has shown potential is that of large-eddy simulation (LES). As opposed to RANS, where all the turbulent scales are modelled through the Reynolds stresses, in LES a certain range of (the larger) scales is simulated, and low-pass filtering is employed. The scales with higher wavenumbers (i.e., with smaller wavelengths) are then modelled through a so-called subgrid-scale model (SGS). There are several deep-learning-based methods to develop such SGS models, e.g., the approach based on CNNs by Beck et al. [93]. CNNs are widely used in computer vision, and they can exploit the spatial correlations present in the data to enhance their predictions. Thus, they are suitable for making accurate predictions in the context of turbulent flows. Another CNN-based approach was proposed by Lapeyre et al. [94], in their case applied to reactive flows. Despite the potential of these approaches, in principle they rely on data of higher fidelity (e.g., direct numerical simulations, DNSs) to train the deep-learning models. The higher-fidelity data is used to develop an SGS model able to reproduce the behaviour of the non-modelled simulation in the LES case. The limitation of this approach relies on the need of such high-fidelity data, which limits the applicability of these models in a wide range of cases beyond those considered in the training stage. An alternative to this approach was proposed by Novati et al. [95], who used reinforcement learning (RL) to develop an SGS model. The advantage of this method compared with the one above is that it is unsupervised, i.e., it does not require the high-fidelity data as a reference. Furthermore, it is able to develop SGS models that do not necessarily emulate the behaviour of a high-fidelity simulation, but rather establish a condition consistent with the coarse case being simulated. This principle can favour the generalizability of such LESs. Another area of potential interest within ML is that of wall-model development. Wall models are employed at very-high-Reynolds-number applications, where the whole near-wall region is replaced by a suitable boundary condition [96]. Note that at the moment there is not a clear approach to accomplish this for general cases, given the fact that the flow in the outer region (for example streamwise pressure gra-
dents) significantly determines many of the flow features closer to the wall [97,98]. Another difficulty is the fact that in wall-bounded turbulence over roughness the outer region has no way of knowing whether the wall is smooth or rough, and therefore there is uncertainty regarding the best approach to set these boundary conditions [99]. Despite these limitations, important progress has been made based on data-driven methods relying on physical arguments [100,101]. Deep learning is also providing strategies to be able to map the flow in the outer region and at the wall-normal location where the boundary condition would be set, either through direct prediction [102] or by determining a virtual velocity [103]. Another promising approach relying on ML is that developed by Bae and Koumoutsakos [104], which is based on reinforcement learning to determine the correct boundary information close to the wall.

To summarize, there are a number of promising directions for ML-enabled turbulence modelling for RANS. High-fidelity data can be leveraged, together with modern deep-learning architectures, to produce more sophisticated closures. The main challenge in this is the need of high-fidelity data, which introduces limitations in the generalization of the obtained models. In this sense, exploiting transfer learning [105], so as to improve the range of application of the models, can be one of the key solutions to this. When it comes to LES, although several computer-vision-based solutions have been proposed to supplement the coarse simulation with the unresolved scales in a supervised manner, this approach exhibits problems when performing a-posteriori tests [93]. A more promising approach relies on ensuring that the simulated flow satisfies the required physical constraints, a condition that can be achieved by dynamically adapting the SGS term via deep reinforcement learning (DRL) [66].

3.2. Reduced-order models

Fluid-mechanics systems involving turbulence are high dimensional and chaotic, thus it is convenient to develop frameworks to reduce their dimensionality and simplify their analysis. The so-called ROMs are not only relevant when it comes to shedding light on the physics of these systems, but also regarding other applications such as flow control or optimization [106]. Classical methods for ROM development rely on linear algebra, where a widely-used approach is the so-called proper-orthogonal decomposition (POD) [107], which relies on the singular-value decomposition (SVD) as discussed above. The POD framework, which is essentially data driven, is applied to \( N + 1 \) three-dimensional snapshots of the flow field \( u(x, t) \), where boldface denotes tensors, \( u \) is a vector containing the three velocity components at instant \( t \) and \( x \) is a vector containing the spatial coordinates. The POD of the spatio-temporal signal \( u(x, t) \) would yield:

\[
\begin{align*}
    u(x, t) = \overline{u}(x) + \sum_{i=1}^{N} a_i(t) \phi_i(x),
\end{align*}
\]

where \( \overline{u}(x) \) is the mean flow, \( a_i(t) \) are the temporal coefficients and \( \phi_i(x) \) are the spatial modes. Consequently, POD separates spatial and temporal information in the flow, and because the spatial modes are ranked by their energy contribution to the original signal [107], it is possible to truncate the sum in eq. (5) at a given number of modes, defining a certain level of energy reconstruction. Another interesting related technique is the so-called dynamic-mode decomposition (DMD) [108], which also identifies a low-dimensional model of the original system, with modes ranked by frequency (instead of energy). These methods are linear, and since turbulent flows are inherently non linear, it may be interesting to explore methods which include and exploit such non linearity. An example of this is the so-called higher-order dynamic-mode decomposition (HODMD) [109], which embeds non-linearity in the temporal dependencies among the snapshots used to develop the ROM. In this sense, ML has great potential to also help develop suitable ROMs able to exploit the massive amounts of data available and the non-linearities characterizing these flows. An early example of this is the approach by Milano and Koumoutsakos [110], who employed deep neural networks to learn the temporal dynamics of ROMs of the near-wall region of turbulent channels. In fact, they established meaningful connections between neural networks and POD, namely the fact that when nonlinearities are removed from neural networks one recovers POD when developing ROMs. Other types of ROMs purely based on HODMD (a tool generally used in fluid dynamics to identify the main flow physical patterns) have been used to predict the temporal evolution of numerical databases in transitional [11,111] and turbulent flows [12]. The advantage of these models is that they were based on physical principles (driving the main flow dynamics), although the type of models used were purely linear, limiting their application in some case. Recently, Le Clainche et al. [4] combined HODMD with NNs to develop a model capable to predict the wall shear stress in a channel with a porous wall leading to drag reducing/increasing effects (anisotropic turbulence). The model used HODMD to identify the main instabilities leading the flow dynamics. The non-linear interaction of the HODMD (also known as DMD) modes was also considered in the model to then combining this information (related to the flow physics) with simple architectures of NNs to predict the wall shear stress for long time intervals. Based on the same idea of developing predictive ROMs containing information modelling the flow physics, Abadía-Heredia et al. [3] combined POD modes with NNs using CNNs or LSTM architectures to predict the temporal evolution of the flow using data from the transitory of CFD simulations. In all these examples, using data dimensionality techniques based on the physical principles describing the flow dynamics, allowed to use one-dimensional architectures for the NNs. López-Martín et al. [5] also show that using both CNNs or LSTM it is also possible to accurately predict the temporal flow evolution from transient CFD databases, but using three-dimensional NNs architectures instead.

The low-order model of the near-wall cycle of turbulence proposed by Moehlis et al. [112], which exhibits all the relevant phenomena present in the high-dimensional data, has been used as a platform to assess the feasibility of ML techniques to predict the temporal dynamics of the flow. For instance, LSTM networks were used by Srinivasan et al. [114] to model the system, obtaining excellent predictions of turbulence statistics, Poincaré maps and Lyapunov exponents (following system perturbation). Other successful approaches to model the temporal dynamics in Ref. [112] include the Koopman-based framework (with non-linear forcing) by Eivazi et al. [113] (which can provide in some cases better short-term predictions than the LSTM at a reduced cost) and the technique based on physics-constrained reservoir computing by Doan et al. [114] (which is able to accurately model extreme events). Borrelli et al. [115] employed deep learning to predict the temporal dynamics of a minimal turbulent channel, achieving very good results, in line with those achieved for low-order models of turbulent flows. Finally, AEAs are another very promising method for modal decomposition, because they enable developing non-linear ROMs. CNNs have been employed for AE-based modal decomposition [116,117], and Eivazi et al. [41] have shown their applicability to complex turbulent flows. In fact, they showed significant reductions of the number of modes necessary to reconstruct the original system compared with POD, while retaining orthogonality of the modes.
3.3. Experiments

Experiments can also benefit from the numerous developments in the ML field. In general, exploiting the vast amount of data available in numerical simulations to improve experimental procedures is a very promising endeavour. Kim and Changhoon [118] have shown that the measured wall-shear stress can be used to predict the heat flux in a wall-bounded flow by means of deep neural networks, thus paving the way to augmented experimental data when no thermal quantities are measured. Another important area within experiments is that of non-intrusive sensing, i.e., the possibility to measure at the wall and predict the flow behaviour farther from the wall. This also has important applications in the context of flow control, as discussed below. Guastoni et al. [105] showed that fully-convolutional neural networks (FCNs) can be used to predict the velocity fluctuations above the wall in a turbulent channel, using as input the wall-shear-stress components and the wall pressure. Note that in FCNs all the layers throughout the network are based on convolutions, whereas this restriction does not apply in the more general CNNs. This is a very important result, because the wall quantities are easier to measure without disrupting the flow. Note that they obtained excellent predictions in the near-wall region, although their quality deteriorates further away. Furthermore, they showed that deep neural networks are more suitable than traditional prediction methods such as linear stochastic estimation (LSE) [119] or extended POD (EPOD) [120] to predict turbulent flows. Güemes et al. [121] proposed an extension to the FCN approach by combining it with POD, such that the neural network is used to predict the temporal coefficients of the POD modes of the flow on a certain plane. Later, Güemes et al. [27] extended this work to the implementation of generative adversarial networks (GANs), which are able to perform super-resolution tasks. The GANs-based approach enabled performing accurate and robust predictions from few sparse measurements at the wall, as opposed to the previous studies, which required finely-resolved wall inputs. Another important framework for experiments is that of physics-informed neural networks (PINNs) [122]. This is a framework which exploits the machinery around the training process of neural networks (mainly the automatic differentiation) to formulate and solve partial differential equations (PDEs). Note that PINNs are currently being used to augment experimental measurements [123] and to improve the quality of the measurements in fluid-mechanics problems [124,125]. It is important to note that experiments in fluid mechanics rely on a number of empirical corrections, where data-driven methods can help to develop more general correction schemes [126,127]. And as mentioned above, ML is also helping to develop more robust flow-control strategies. Non-intrusive sensing, particularly combined with opposition control [128], is an excellent tool to enhance the experimental implementation of flow-control algorithms. Other data-driven methods for flow control include Bayesian regression based on Gaussian processes [23], as done in the context of boundary-layer control by Mahfoze et al. [129], and genetic programming, which has been recently used to control several complex flows [130,131]. Perhaps the most promising approach for control of fluid flows is DRL, which is a data-driven technique capable to discovering novel and more effective control solutions, as proved by Rabault et al. [132] in the case of the two-dimensional flow around a cylinder. An application of DRL to control turbulent channel flow has been documented by Guastoni et al. [67], and an overview of DRL applications to turbulent flows, including flow control, has been provided by Vinuesa et al. [31].

In Fig. 9 we show several examples of applications of ML-based methods to fluid mechanics, all discussed in this section.

4. Machine learning in aerodynamics

Improving aerodynamic design in aircraft is one of the main goals of the aerospace industry. Aircraft wings, airfoil and turbine engine blades are some of the aircraft parts that need to be studied in detail to provide more efficient designs reducing drag (minimizing pollutant emissions) and noise (diminishing airflow and engine noise). The aerospace industry is already concerned about some design concepts that could result in more efficient designs reducing noise and drag. For instance, high aspect ratio wings with adaptive sections are connected to reduced vortex and wave drag in the aircraft, while to reduce friction and pressure drag it is necessary to develop flow control strategies to promote laminar flow, reducing the drag of the turbulent skin friction and controlling the unsteady flow separation and turbulent noise source. To reduce critical loads in the aircraft, in addition to control flow separation, it is important to control the presence of shock waves and unsteady loads for instance delaying the onset of buffeting, preventing flutter [8], which is induced by linear aerodynamics, or controlling other aeroelastic responses leading to limit cycle oscillations (LCO), which are induced by aerodynamic non-linearities [2]. Optimization, flow control and aeroelasticity are challenging topics that the current aerospace engineering industry need to enlace during the next upcoming years to be able to develop more efficient, less pollutant and more silent aircraft designs.

CFD numerical simulations and wind tunnel experiments are generally carried out to extract information connected to the aircraft performance, with the aim at using such knowledge to improve aerodynamic design. Aerodynamic data gathered from numerical and experimental sources can be divided in two groups: (i) distributed data, which includes skin friction and surface pressure
distribution, and (ii) integral quantities, which include drag, lift and moment coefficients [133]. However, the high cost associated to the performance of numerical simulations (large computational times and memory resources) and experiments (elevated monetary cost), encourages researchers to use aerodynamic models to solve design and multiphysics problems.

The lack of accuracy in classic aerodynamic models, which rely on empirical laws and classical theory (potential flow), combined with the rapid advance in data science and the current possibilities to generate and store large amount of high-fidelity numerical and experimental databases, motivate researchers to develop novel strategies to develop data-driven aerodynamic models. These models are more reliable and accurate than theoretical models and capable to provide relevant information connected to the physical insight of the problem under study, which opens new possibilities for applying the data-driven models to new flow control, optimization, aeroelasticity, flight dynamics and flow reconstruction applications [134].

Aerodynamic data-driven models can be divided into three groups: (i) semi-empirical models, which obtain the drag, lift and moment coefficients of airfoils as the result of linear or non-linear differential equations in charge of describing the flow dynamics, (ii) surrogate models, which are generally used in steady applications to find unknown variables using as general input geometrical parameters or flow conditions (i.e., Mach number, Reynolds number, ...), and (iii) ROMs, which include models for feature extraction (i.e., POD [135], DMD [136]) that are generally used in large dimensionality flow datasets, and models for system identification based on input-output aerodynamic data (i.e., neural networks, Kriging [137,138], Volterra series [139,140], other linear and non-linear models such as Eigensystem Realization Algorithm -ERA, Auto-Regressive with Exogenous input -ARX, Non-linear ARX, Auto Regressive Moving Average -ARMA, Non-linear ARMA with exogenous input -NARMAX, et cetera).

During the last years, AI, ML and more specifically, NNs, have emerged as highly potential tools to improve and transform engineering design and analysis, offering flexible, robust and versatile tools to develop ROMs and surrogate models, both suitable for finding optimal solutions in aerodynamic optimization [141,142]. ML applications to improve aerodynamic design solving optimization problems are multiple. For instance, NNs have been used to develop models (i) capable to accelerate CFD simulations, which increases the optimization efficiency since it is possible to calculate the integral quantities and distributed data of several design geometries in a short time simplifying the possibilities of finding the optimal designs [143,144], (ii) also these models can be used to reconstruct high-fidelity data from sensor measurement [145] or (iii) to provide a general idea about the proper combination of aircraft weight, wing area and engine thrust helping in the early stages of aircraft design to take decisions [146]. ROMs can be combined with other analytical tools, can predict the aerodynamic loads and can represent aerodynamic systems, allowing several types of analysis at a reduced computational cost [147].

Even though ML is an emerging science in most of the subject connected to aerospace engineering, NNs have been used since the 90s to model aerodynamic loads for flight dynamics [148]. In the recent extensive and detailed review of Kou & Zhang [134], the authors present several data-driven modelling methods applied to improve aerodynamic performance, including several references related to NNs applications since the 90s. The authors conclude as a general observation for the field of data-driven aerodynamic modelling that the future trends in this field should focus on developing novel data fusion techniques, allowing to combine knowledge from numerical simulations with different fidelities and experiments, maximizing in this way the capabilities of the models developed. The authors also reveal the need of developing new models less dependent on data and adding information about the flow physics, which includes interpretability on the results. The need of solving more complex applications, such as turbulent flows, complex geometries, industrial problems, three-dimensional and multi-scale flows (i.e., massive flow separation), etc., encourages researchers to find novel alternatives to develop non-linear accurate models to improve aircraft designs. Evaluating the real applicability of these models by means of using uncertainty quantification tools, is critical for the industry of the future. These conclusions, generalized for data-driven modelling, can also be particularized to extend, and improve ML and NNs applications to solve aerodynamic problems.

To summarize, ML methods are suitable to improve aircraft aerodynamic performance because they allow for the optimization of complex systems using large amounts of data. Traditional methods for aerodynamic design and optimization are limited by the computational power and the costly models that can be used. Machine learning methods can handle large amounts of data and are able to identify complex relationships that may not be apparent using traditional methods. ML methods can help solve several issues related to aircraft aerodynamic performance. For instance, (i) ML algorithms can optimize complex systems with a large number of variables, allowing for the design of more efficient and effective aerodynamic components and systems; (ii) ML algorithms can analyze large amounts of data from sensors and other sources to identify patterns and relationships that can be used to optimize aerodynamic performance; (iii) ML algorithms can reduce the time and cost required for the design and optimization of aerodynamic components and systems by automating the process and reducing the need for physical prototypes. Fig. 10 summarizes the benefits of using ML methods for aerodynamic design optimization, solving the limitations of traditional methods.

However, there are also limitations to machine learning methods in the context of aircraft aerodynamic performance improvement. Some limitations include: (i) lack of interpretability: ML algorithms can be difficult to interpret, making it challenging to understand how they arrived at a particular solution or optimization. This can limit the ability to understand the trade-offs involved in a particular design or optimization decision; (ii) lack of transparency: ML algorithms can be opaque, making it difficult to understand how they are making decisions. This can be particularly concerning in safety-critical systems such as aircraft; (iii) data quality issues: ML algorithms rely on high-quality data to be effective. If the data used to train the algorithm is incomplete or inaccurate, it can lead to sub-optimal designs or optimizations.

Overall, while ML methods offer a powerful tool for improving aircraft aerodynamic performance, it is important to be aware of their limitations and to use them appropriately in the design and optimization process. Details of some relevant ML applications in aerodynamics are presented in the following sections.

4.1. Aerodynamic coefficients estimation

The performance of the ML model depends on the type of identification method, the model structure and the type of data analyzed. Flight testing, experiments and numerical simulations are different data sources to obtain unsteady aerodynamic forces. Using ML tools and considering data fusion techniques, which allows to combine data from different fidelities and types (experimental and numerical), would contribute to maintain the proper balance between cost of data generation and model accuracy [134]. However, most of the models, only consider data coming from a single source. In this line, it is possible to mention the representative work of the following authors, ordered in chronological order since the 90s, who applied NNs for the identification of aerodynamic forces (lift and drag). More specifically, Linse & Stengel [148] used
NNs to estimate the aerodynamic coefficients, presenting a novel methodology that was based on extracting additional training information about the first partial derivatives of the aerodynamic coefficients. The method was successfully tested in flight test data generated numerically, solving a non-linear problem of twin-jet transport, and used for non-linear control of aircraft. Suresh et al. [149] used RNNs to identify the dynamic stall effect of rotor blade on an OA212 airfoil. The authors predicted the lift coefficient in a case at high angle of attack using experimental databases and intended to show the generalization capabilities of the method presenting a way to generalize the error to model training. More recently, Secco & Mattos [150] developed a surrogate model using NNs to predict aerodynamic coefficients of transport airplanes with high accuracy. The NN-based model used data from about 100,000 cases calculated with CFD numerical simulations and the flight condition, airfoil geometry and wing planform were used as an input. The computational time to estimate the aerodynamic coefficients was ~ 4000 times smaller than the time required by the CFD solver. This model was also successfully used for optimization design. Recently, Hou et al. [151] used NNs to study the effect of aerodynamic disturbances (due to manoeuvres or gusts) on the wing surface using pressure measurements. The database was generated by an inviscid vortex method in a two-dimensional flat plate. NNs are used to estimate the angle of attack and the leading-edge suction parameter. The authors first combine CNNs and RNNs providing an accurate estimation these variables. In a second approach, a novel and more accurate approach is presented, where ML is integrated in a dynamical system framework to further correct the prediction using a smaller number of parameters. The authors also show that adding random noise to the database it is possible to prevent overfitting. In the same year, to overcome the limitations in adapting input variables with different orders of ROMs, Wang et al. [152] proposed using a fuzzy scalar radial basis function NN, which combines fuzzy rules and radial basis function neural networks (RBFNNs), enhancing in this way, the generalization capabilities of the model to complex dynamical systems. This model was successfully tested to estimate the unsteady aerodynamics in transonic flow airfoils. RBFNNs were previously used by Ghoteyshi et al. [153] to compute the unsteady aerodynamic loads in an airfoil with pitching and plunging motion.

4.2. Aeroelasticity

Studying in detail aerodynamic linear and non-linear responses, for instance producing flutter (linear) or leading to LCO (non-linear), is extremely important to reduce critical loads in the aircraft. Non-linear dynamical modelling is a challenging task, since instabilities can be present in both training and simulation, additionally, purely non-linear models sometimes are unable to identify the main dynamics in systems with dominant linear behaviour. The possibilities of using NNs to combine both, linear and non-linear effects to develop models, have motivated several authors to focus their work on developing ML-based models to estimate aeroelastic responses in the aircraft. To name a few, Marques & Anderson [154] used a finite memory NN to model the nonlinear transonic aerodynamic aircraft response, motivated by the modelling difficulties generally found to control aeroelastic responses. The NN model used a supervised training process with multiple input-output sets from numerical data solving Euler equations. The finite memory NN architecture allowed to identify the memory in the hidden layer of the finite impulse response. Zhang et al. [155] developed a non-linear unsteady aerodynamic model using RBFNNs employing the aeroelastic system self-excited vibration signal as input. The non-linear aerodynamic fluid-structure interaction (FSI) model was coupled with the structural equations of motion, accurately estimating the LCO change with velocity in a transonic flow with large shock motions. Mazhar et al. [156] used NNs to successfully interpolate the pressure loads on unmanned aerial vehicles (UAVs). The aim was to present an accurate model suitable for UAV structural design, which was based on one-way FSI. The performance of NNs was superior compared to standard interpolation techniques using high order polynomials. Mannarino & Mantegazza [157] used recursive NNs to develop a model using high-fidelity numerical data solving a non-linear aerodynamic model. The NN model was successfully used to determine aeroelastic limit cycles using two different approaches: (i) through time marching simulations and (ii) through direct time collocation. The model was successfully tested in the Benchmark Active Control Technology (BACT) wing [158], which consist of a rectangular wing pitching around its mid chord axis and with a NACA0012 airfoil section. To model non-linear unsteady aerodynamics, both at constant and varying flow conditions, Kou & Zhang [18] successfully tested the performance of multi-kernel NNs, which are able to improve the generalization capabilities of the model. They also succeeded in using recursive NNs to predict non-linear aeroelastic behaviours and aerodynamic forces in a NACA 64A010 airfoil for multiple flow conditions in transonic flow. More recently, Li et al. [159] used NNs, more specifically, LSTM networks to develop a model capable to predict non-linear unsteady aerodynamics, which was successfully tested for various Mach numbers on a NACA 64A010 airfoil that was pitching and plunging in a transonic flow. The model accurately captured the aerodynamic and aeroelastic capabilities of the dynamical system, showing the generalization capabilities of this NN architecture. LSTM architectures
are perfect to capture the time-delayed effects of unsteady aerodynamics without the need of including any additional information about the orders selection (in unsteady aerodynamics it is necessary to consider the time-delayed effects from the input-output dynamical system).

4.3. Design optimization

Design optimization is also a highly important discipline in aerospace engineering, where machine learning has recently gained strong relevance in the field. Aerodynamic design is related to airplane wing, airfoil geometry, UAVs, turbine engine blades, flight conditions, etc. In the recent review article by Li et al. [142] the authors show the application of machine learning for design optimization, including design space, objective modelling, constraint modelling and optimization convergence rate. Optimization should be smart, efficient, and capable to easily balance design space (i.e., shape, morphed geometry, etc.) and modelling efforts. It is notorius that design optimization strongly influences the performance of the airplane in the fields of aerodynamics, combustion, or aeroacoustics. In the recent review article by Sun & Wang [141] the authors summarize the main contribution of the research community in the use of NNS for surrogate modelling applied to design optimization. The article discusses the effect in optimization of the type of NN selected, the type of data used for the training and if special data treatment is needed, and it reveals the potential of using NNS for optimization purposes. For instance, the authors show that multi-level surrogate modelling, where various levels of information are used, is highly effective to obtain the optimal design area with a small computational cost. NNS can be combined with several optimization algorithms and can also make use of large databases, extracting relevant information suitable for optimization purposes. In this review paper, the authors reveal the relevance of deep learning in aerodynamic design, which reduces the manual interaction in the optimization process. In the line of using NNS for design optimization, it is worth mentioning the work carried out by the following authors during the last 10 years. Chen et al. [160] used NNS, used a supervised algorithm combining Self-Organizing Map networks, for selecting referenced airfoils, with Back-Propagation, to learn the relationship between the aerodynamic performance and airfoil geometry, to estimate airfoil aerodynamic characteristics for aerodynamic design. Sun et al. [161] introduced an inverse design method using NNS in trained wing and airfoil databases. Koziel & Leifsson [162] developed a methodology for solving transonic airfoil aerodynamic shape optimization problems. The authors combined a low-fidelity CFD model (coarse mesh and relaxed convergence criteria) with NNS, in charge of correcting the low-fidelity simulations with space mapping. The method was able to maximize lift and minimize drag in a two-dimensional transonic flow. Oktay et al. [163] combined NNS with the algorithm of simultaneous perturbation stochastic approximation (SPSA) to estimate the drag coefficient optimum value of a fuselage. By this combination, the authors used SPSA without any objective function, supported by the NNS capabilities, which were trained using wind tunnel data. The NN was generalized to estimate the drag coefficient of different geometry fuselages (different fuselage shape parameters). More recently, Xu et al. [164] used NNS to develop surrogate models, later employed in a genetic algorithm to select optimized airfoil designs for transonic supercritical conditions, with the idea of minimizing time-averaged drag and reducing buffer effect (to prevent structural damages). The identification of aerodynamic forces, the estimation of linear and non-linear responses in the aircraft (aeroelasticity and FSI) and design optimization, are three main topics where researchers have put effort since the past to advance in the field of aerospace engineering and aircraft optimal design and manufacturing. Using ML in the field, allows to develop accurate ROMs and surrogate models, suitable for a wide range of problems, from incompressible to transonic compressible flows, at various flight conditions. Nevertheless, the lack of generalization in the methodologies proposed, as well as the possibility of merging different types of data (numerical and experimental), with different types of fidelities, encourages researchers to continue advancing in the field, combining ML with data fusion techniques that will also consider the physical insight of the problem under study. Developing highly accurate predictive model based on machine learning, which will be applicable to solve different problems and requiring small manual interaction, will definitely advance the field of aerospace engineering and the achievement of sustainable aviation.

5. Machine learning in aeroacoustics

The recent review by Bianco et al. [165] summarizes the advantages of using ML for modelling pure acoustic phenomena. In the review, the authors cover a variety of topics including source localization in speech processing, source localization in ocean acoustics, bioacoustics and environmental sounds. The main ideas in this review include localizing noise sources and identifying acoustic features or patterns using ML. The references included in Ref. [165] show that ML-based methods can provide enhanced performance when compared with conventional signal-processing methods. However, ML-based techniques are limited by the existing data, since large amounts of data are typically necessary for training.

More relevant to aeronautical applications is the field of aeroacoustics and computational aero-acoustics (CAA). Aeroacoustics problems are generally more complex than pure acoustics once since the coupling between the turbulent flow interacting with the geometries, the associated acoustic generation and subsequent propagation need to be considered. The most important sources of noise in aeronautical applications include aerodynamic noise, jet noise and rotating machinery noise, see Moreau [166] for the more recent advances on these fields. To the authors’ knowledge there is no review covering the use of ML to model aeroacoustics or to accelerate CAA simulations.

Aeroacoustics and CAA exhibit two distinct problems: noise generation (near field) and noise propagation (far field). Although direct simulation of acoustics (near and far fields are solved together) is possible, and only for small cases to date, the hybrid approach is generally preferred to lower the cost in large complex simulations. Acoustic analogies revolutionized the field of aeroacoustics in the 1960s (see Lighthill [167,168]), and have enabled a certain degree of decoupling between the generation and propagation of noise. Following these analogies, equivalent acoustic sources can be extracted from the well-resolved near-field region. These can be subsequently modelled and inputted into a new simulation to predict their propagation. Simulations of aero-acoustics can use this decoupling to enable faster simulations, since the near field that requires highly-accurate and costly flow computations can be performed separately from the acoustic propagation (wider region but coarser mesh). The field has evolved considerably due to the development of faster computers that enable larger computations, see Lele & Nichols [169] or Moreau [168].

Following the acoustic analogies, models or correlations can be applied to either the generation or the propagation regions, or even to both regions at the same time. The model (or correlation, regression) can use NNS. When considering only propagation within the aeroacoustic context, we find only a few works with interesting ideas. For example, Alguacil et al. [170] predicted the propagation of acoustic waves using deep CNNs and developed deep-learning surrogates to characterize the transfer function for the propagation and scattering of acoustic waves in quiescent flows.
[171]. Tang et al. [172] studied dynamic interactive sound propagation by means of neural-network-based-learned scattered fields coupled with ray tracing to generate specular, diffuse, diffraction, and occlusion effects. Kuźnar et al. [173] proposed to use linear-regression models to improve vehicle acoustics.

When considering generation and propagation of aeroacoustics, artificial neural networks are being deployed to model/correlate a variety of input parameters to sound pressure levels. The use of ML in acoustics is scarce and has been restricted to the automotive industry or simple flows.

Beigmoradi et al. [174] used Taguchi methods and NNs to reduce the computational complexity for the aeroacoustics of a rear end simplified car model. The model was used for optimization using genetic algorithms. Rüttgers et al. [175] trained a deep NN using a Lattice-Boltzmann method to predict the aeroacoustic far field of a 2D square domain that include randomly distributed rectangular and circular objects, and monopole sources. Moeen Uddin et al. [176] used acoustic analogies based on RANS and Flowcs Williams and Hawking, to predict the aero-acoustic tire noise at near-field and far-field receivers around the tire. Artificial neural networks-based regression were used to study the highly non-linear relationships in the system: between A-weighted sound pressure level and tire parameters (Groove depth, Groove width, Temperature and velocity). Abreu et al. [177] have used spectral POD to characterize the wave packets originated at the trailing edge of turbulent airfoils. Note that these structures have important implications in aircraft noise generation, and ROMs aimed at predicting their behaviour can help to design more-silent aerodynamic solutions. Finally, Kou et al. [178] used autoencoders to improve the optimization of airfoils where a multidisciplinary objective function combined aerodynamic and aeroacoustic targets. Fig. 11 shows the variational autoencoder used for airfoil parametrization, which challenged a classic CST parameterization method. It was observed that variational autoencoders can represent a wide variety of geometries, with only four encoded variables, leading to efficient optimizations, which resulted in more silent optimal shapes.

The main conclusions of this section are that there is huge potential in using ML methods for aeroacoustics. This field is at its infancy and has not yet been deployed to solve aeronautical applications. The main difficulty is that the aeroacoustics transfer functions (linking flow/geometrical parameters and far field acoustics) are not always smooth and care is needed when performing tasks involving derivatives or such functions (e.g., gradient or adjoint based optimization). NNs do not always perform well when modelling non-smooth functions [179], and therefore their use in this field needs caution. A possible way to alleviate the lack of smoothness is to decouple noise generation and propagation and use NNs separately for each part. Alternatively one may regularize the transfer function using for example smooth flow models (e.g. based on RANS equations).

To summarize, ML methods are needed to reduce aircraft acoustic footprint because they can help optimize aircraft designs and operational procedures to minimize noise. Noise pollution is a significant concern for both the aviation industry and the communities that live near airports, and reducing aircraft acoustic footprint can improve the quality of life for those communities. ML methods can help solve several issues related to reducing aircraft acoustic footprint. For instance: (i) ML algorithms can be used to optimize the design of aircraft components to minimize noise. For example, they can be used to optimize the shape and size of engine components or the design of the aircraft’s wings to reduce noise; (ii) ML algorithms can be used to optimize operational procedures such as takeoff and landing procedures to reduce noise. For example, they can be used to identify the most efficient and quietest takeoff and landing procedures for a given aircraft; (iii) ML algorithms can be used to predict the noise levels of different aircraft configurations or operational procedures. This can help designers and operators optimize aircraft designs and procedures to minimize noise. However, there are also limitations to ML in the context of reducing aircraft acoustic footprint. These limitations consider the following aspects: (i) ML algorithms can be difficult to interpret, making it challenging to understand how they arrived at a particular solution or optimization. This can limit the ability to understand the trade-offs involved in a particular design or operational decision; (ii) ML algorithms rely on high-quality data to be effective. If the data used to train the algorithm is incomplete or inaccurate, it can lead to sub-optimal designs or optimizations; (iii) reducing aircraft acoustic footprint is a complex problem that involves many variables, such as the aircraft design, operational procedures, and environmental factors. ML algorithms may not be able to capture all of the nuances of the problem, leading to sub-optimal solutions. Overall, while machine learning methods offer a powerful tool for reducing aircraft acoustic footprint, it is important to be aware of their limitations and to use them appropriately in the design and optimization process. Other approaches, such as regulations and community engagement, may also be necessary to address noise pollution from aviation.

6. Machine learning in combustion

The ultimate goal of combustion research is to develop accurate, generalizable and predictive models to describe the phenomena occurring in combustion devices, which primarily involve turbulent flows. The recent years have witnessed significant advances in the fields of DNS and LES, as well as in the development and reduction of chemical kinetics mechanisms for hydrocarbon fuels. The
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currently available computing power allows to perform parametric DNS studies closer to the conditions of practical interest. LES is becoming more and more present in industry, although RANS remains the preferred option for its affordable computation cost. Despite the significant progress, existing modelling approaches generally lack generality and predictivity [180]. The main challenges are associated with the number of species involved in combustion processes, the small scales and the non-linear turbulence-chemistry interactions [181–183] ML methods can contribute to combustion science and treat some of the previously unmet challenges, providing interpretable feature extraction techniques, delivering generally applicable approaches to locally adapt comprehensive chemical mechanisms and sub-grid models, designing new closures to parametrize the unresolved fluctuations, and developing ROMs for fast and yet-accurate system evaluations [184].

In the following, the current state and perspective associated to the use of ML in combustion physics are reviewed and discussed. A summary of the main applications and perspectives is shown in Fig. 12.

6.1. Data analysis and feature extraction

The field of combustion science has traditionally dealt with vast amounts of data from experiments and large-scale numerical simulations. In fact, combustion has been dealing with big data for almost thirty years [185] thanks to advances in petascale computing, which allows for detailed simulations of laboratory-scale turbulent flames with detailed chemistry. While exascale computing will enable closer-to-reality conditions, the study of direct numerical simulation (DNS) of turbulent combustion is already a crucial research area for developing and validating models [186–188]. There have been many techniques developed over the past 50 years to handle and process combustion data from experiments and simulations, which have relied heavily on domain expertise and heuristic algorithms. However, these analyses can also be viewed as early applications of machine learning [189]. Several early studies focused on the use of dimensionality reduction techniques such as PCA [44], with the objective of identifying empirical low-dimensional manifolds in combustion systems [47,52,190–197]. The analysis focused both on experimental [198–203] and numerical simulation data [204–211]. The increasing availability of DNS data of complex configurations is shifting the interest towards computational data, for the possibility of mining large sets and accessing variables not available from experiments (e.g., source terms and turbulence-related variables). The dimensionality reduction offered by PCA can be limited for combustion data. Indeed, PCA is a multi-linear technique and typical reacting flow data exhibit strong non-linearities. This implies that additional components are identified by PCA to make up for the data non-linearity, leading to an overestimation of the true problem dimensionality. To overcome the limitations of classic PCA with non-linear systems, the application of non-linear methods has been proposed in the community, including non-linear and KPCA [196,209,212], isometric mapping (IsoMap) [213], T-distributed Stochastic Neighbor Embedding (T-SNE) [214,215] and AEs [216,217]. Recently, data-driven approaches based on CNNs were proposed for regime identification [218,219]. Moreover, non-linear regression based on Neural Networks [220] was employed to identify the main features of Moderate or Intense Low-oxygen combustion (MILD) and predict the co-existence of different combustion modes, paving the way to the adaptive selection of closures during numerical simulations. Non-linear methods greatly improve the dimensionality reduction potential. However, they become computationally intractable for large data sets (KPCA and IsoMap) or involve many hyper-parameters to optimize and cross validate (t-SNE, NNS and CNNs). Finally, non-linear algorithms extract features that can be more challenging to interpret and that cannot be easily converted into predictive modelling approaches. An alternative to non-linear methods is to identify local principal curves [221] and locally-linear embeddings (LLE) [50], as well as to perform local modal decomposition, i.e., applying PCA locally (LPCA) [51]. Algorithms based on the definition of an a priori prescribed (supervised) conditioning variable (such as mixture fraction), and on the iterative (unsupervised) minimization of the reconstruction error have been investigated in the context of combustion data analysis [52]. The latter has proven particularly effective and even competitive with more sophisticated approaches such as AEs for dimensionality reduction [216], as well as for clustering tasks [222,223]. Coupling vector quantization with dimensionality reduction using PCA (VQPCA) [51,52] provides robust classification algorithms, less prone to overfitting and applicable to conditions different than those met during training [224]. Indeed, VQPCA requires the determination of only two hyper-parameters, the number of eigenvalues, controlled by the amount of desired variance, and clusters, based on quantitative metrics [225–228] as well as the statistical representativeness of the clusters [222]. The classification properties of LPCA have been exploited to identify the leading principal variables (PV) and processes in different regions of the state-space [229–232], and to develop adaptive chemistry models [222,223].

\[\text{MILD combustion is a combustion technology able to ensure very high combustion efficiencies with no soot, and very low nitrogen oxides and noise emissions, compared to conventional combustion regimes, due to the reduced temperature peaks and macro-scale homogeneity. In addition, it is a fuel-flexible technology.}\]
6.2. Dimensionality reduction, classification and adaptive chemistry

The large dimensionality of combustion systems has driven the development of dimensionality reduction approaches. Considering the impact of large kinetic mechanisms on the computational time of detailed numerical simulations [182], many different strategies have been developed in the last two decades for the systematic generation of reduced mechanisms, including Sensitivity Analysis [233], PCA [233,234], Path Flux analysis [191], graph-search methods such as Directed Relation Graph (DRG) [235], DRG-aided sensitivity analysis [236], DRG with error propagation (DRGEP) [237], lumping [238], quasi-steady state approximation (QSS) using Computing Singular Perturbation (CSP) [239], Tangential Stretch Rate [240], Level of Importance (LOI) [241], via prediction/consumption analysis [242], and using error estimation [243]. An effective strategy to reduce the burden of detailed chemistry is to use adaptive chemistry approaches, which adjust the mechanisms to the local flow conditions [244–249], performing the reduction on the fly. Approaches relying on pre-tabulated libraries of reduced mechanisms [222–224,250–252] have been recently proposed, thanks to the development of efficient classification algorithms. This opens the way to the use of reduction methods characterized by higher overhead and unsuited for use at runtime, i.e., error-controlled approaches [237,253,254] and methods relying on the dynamical description of the system [239,240].

In order to cope with the large number of uncertain parameters in comprehensive chemical mechanisms, uncertainty quantification and optimization have been adopted in the process of chemical mechanism development [255–258]. In particular, several methodologies have been designed to solve the so-called “inverse problem” [259,260], and improve predictions [261] based on increasingly available experimental data. Notably, the use of genetic algorithms [262,263] has gained momentum to deal with the highly structured objective functions, typical of mechanism optimization, often characterized by the presence of multiple local minima/maxima [259]. Considering the increasing amount of kinetic parameters from theoretical ab initio calculations [258,264], one challenge in optimization approaches is the estimation and/or determination of plausible uncertainty ranges based on the level of theory adopted throughout the calculation protocols for electronic structures, potential energy surfaces and phenomenological reaction rate constants [263,265,266]. The availability of highly-efficient optimization algorithms and tools [267] is pushing research in the development of highly reduced chemical mechanisms for complex fuels, to allow high-fidelity simulations with realistic chemistry rather than global mechanisms [268,269]. In this line of research, new frameworks combining dimensionality reduction and non-linear regression (e.g., using b-spline interpolants and NNs) have been proposed to replace the tabulation of reaction rates in flamelet/progress variable [270–275] as well as in finite-rate chemistry approaches [276,277]. In particular, neural frameworks were recently proposed for the efficient handling of ordinary differential equations in chemical kinetic solvers [278]. The potential of machine learning in reaction pathway discovering was also demonstrated [279,280], opening the way to the automatic generation and tailoring of automatic, mechanisms to specific conditions. Along the same line, machine learning techniques were used to simplify the chemistry of complex hydrocarbons combining data-based models for representative pyrolysis species and foundational chemical mechanisms for the remaining ones [281]. Besides rate-based methods that identify and eliminate redundant species and reactions, approaches based on the re-parameterization of the chemical state-space [282–286] have been further developed and combined to data-driven approaches. In particular, PCA was used to develop reduced-order models for combustion simulations based on the resolution of transport equations for the principal components [194]. To reduce the number of transported components and improve the reconstruction of the state-space as well as the associated chemical source terms, PCA was coupled to non-linear regression techniques, replacing the (multi-linear) PCA mapping between the reduced PC space and the original one. Different regressions have been used to this purpose including Multi Adaptive Regression Splines (MARS) [195,197], NNs [196,287] and Gaussian Process Regression (GPR) [288]. This modelling approach has been demonstrated for simple reactors [196,288,289] One Dimensional Turbulence (ODT) simulations [196,290], premixed and non-premixed DNS simulations [209,210,291,292], as well as in the context of RANS simulations using kernel density estimation (KDE) [293,294]. Recently, the method combining PCA and GPR (PC-GPR) was applied, for the first time, to the three-dimensional LES simulation of flames D-F [295] and of the Cabra flame [296], showing excellent predictive capabilities. The ability of the method to generalize the formulation of flamelet/progress variables approaches and facilitate the formulation of sub-grid closures (being the selected scalars uncorrelated) appears particularly promising. Recent research indicates that the quality and regressibility of low-dimensional manifolds has importance in building ROMs [296,297]. Recently developed tools to characterize topologies of low-dimensional manifolds from the perspective of non-uniqueness and feature sizes can help address manifold challenges in the future [298,299].

6.3. Combustion closures

In turbulent flows, temperature fluctuations can be as high as several hundred Kelvins. Considering that Arrhenius reaction rates are highly non-linear functions of temperature, accurate statistical closures for filtered approaches cannot be based on an expansion about mean properties [182,300]. The task of a combustion model is to provide a description of the unresolved scales based on the information available during a simulation. Combustion models have been often classified into two categories, the flamelet-like [282–286] and PDF-like approaches [301–303]. Besides them, we can also mention reactor-based [304–307] and conditional-moment approaches (CMC) [308]. Data-driven methods are significantly impacting the design of improved sub-grid models for LES and RANS simulations, beside turbulence closures [309,310]. Recently, Deep CNNs have been used by different authors, to improve the prediction of the unresolved flame surface wrinkling [94] in the context of the Thickened Flame model [311], as well as to predict the filtered progress variable source term and the unresolved scalar transport terms in LES [312–314]. NNs and Deep Learning (DL) were employed to develop presumed probability-density-function (PDF) models for conventional [315] and MILD combustion [316]. Data-driven approaches were recently used to assess the validity of existing reactor-based closures in MILD combustion [317,318], to obtain conditional statistics [319,320] in the context of CMC, and for the dynamic assignment of combustion closures [321].

2 Flamelet-like models are based on the re-parametrization of the thermo-chemical state using a reduced number of variables identifying a low-dimensional manifold in the composition space on which the evolution of the system is constrained.

3 PDF-like approaches do not make the assumption of a low-dimensional manifolds and treat the mean/filtered reaction rates exactly, solving the, one-point one-time, joint PDF of fluid composition. Mixing at the molecular level requires a closure in PDF approaches.

4 Reactor-based models assume that a fraction or the entire computational cell behaves like an idealized reactor (perfectly-stirred reactor or plug-flow reactor), allowing an affordable treatment of finite-rate chemistry.

5 CMC relies on the concept of conditional manifolds and equations are derived and modelled for the conditional moments of the reactive scalars.
6.4. Reduced-order models for realistic combustion systems

In some applications, a very fast evaluation of a system response is required (for control, optimization, ...), thus limiting the use of time-consuming simulations. In this context, ROMs are used to approximate the underlying hidden relationship between inputs and outputs, using available observations to estimate the system response for unexplored conditions. Black-box approaches have been widely used in combustion to create static input-output maps [322] and for system identification [323], to predict macroscopic quantities such as exhaust gas emissions and temperature and to detect oscillatory patterns such as thermoacoustic instabilities, respectively. In combustion, NNs have been used to evaluate and tabulate reaction rates as discussed above [270–272,324], as well as to estimate modelling errors in LES [186,325]. Black-box approaches can be very powerful although not equipped with the guarantees of physics-based approaches. To cope with that, nonlinear system identification techniques were proposed to enlighten black box approaches by discovering the underlying physics [326,327]. An interesting approach to generate combustion ROMs is the use of reactor network models [328–330], which fall in the category of grey-box models, as they combine a theoretical structure, i.e., the canonical reactors, with data to generate the network. The approach can be also regarded as an example of multi-fidelity methods, relying on high-fidelity tools (i.e., CFD) to construct the reactor network and the lower-fidelity network model to evaluate pollutant emissions and other quantities, using detailed chemical mechanisms. These techniques are particularly useful for large and complex systems, such as furnaces or gas turbines. However, their current overall fidelity and generalizability are limited by the high-fidelity simulations required to generate the network structure, indicating the interest for data-driven approaches in this area of research. Projection-based reduced-order models (ROMs), such as principal component analysis (PCA) and other similar techniques, have been applied to both experimental and numerical combustion data in various studies [47,52,190–197]. However, direct evolution of modal coefficients in computational fluid dynamics (CFD) codes, known as intrusive ROMs, has been limited in non-linear problems such as combustion due to the high cost of the associated Galerkin projection and the complexity of integrating them with legacy and commercial CFD codes [331]. On the other hand, non-intrusive projection-based ROMs have been successfully employed, in combination with non-linear regression approaches such as Gaussian process regression (GPR), neural networks (NNs), and polynomial chaos expansion (PCE) [332,333]. In cases where the number of variables of interest is high, training numerous ROMs can be costly and any correlation between variables can be lost. PCA and similar techniques can reduce the number of ROMs required, encoding the original variables into a set of fewer uncorrelated scalars that explain most of the system variance. In the combustion community, dimensionality reduction with PCA and non-linear regression with GPR have been combined to develop ROMs for uncertainty quantification [334] and simulation-based digital twins of industrial systems [335]. The prediction of a new system state based on continuous incoming data from sensors is crucial for combining CFD simulations with real-time data, and this is only possible if the prediction becomes instantaneous [335,336].

7. Machine learning in structural assessment

Aerospace structures are subjected to a wide spectrum of loads, operating in harsh environments [337] and phenomena such as high-velocity debris have the ability to severely impact the integrity of components [338]. Furthermore, while developments in composite materials present large advantages in terms of strength and weight, failure mechanisms are more difficult to predict as a result of an increased number of failure modes compared to metals [338].

Structural health monitoring (SHM) is the implementation of a damage-detection strategy for engineering structures [339]. Applied across many industries, the integration of SHM into the aerospace sector is particularly beneficial as a result of the difficulty of regular inspection and the very high cost of failure. Integrating SHM into aerospace structures has the capacity to reduce the downtime, operating and maintenance costs of aircraft, while also improving the safety and reliability simultaneously [340].

While vibration-based techniques are the most commonly employed [339], acoustic emission and electro-mechanical impedance (EMI) are examples of sensing techniques that are often discussed in the context of damage detection within SHM for aerospace structures. The former uses sensors to detect high-frequency stress waves that are generated during crack propagation and, while aerospace applications have been considered since the 1970s [341], significantly enhanced accuracy of crack-location prediction has been achieved for aerospace applications using ML methods such as Gaussian process regression [342] and NNs [343] in recent years. Further examples of the use of ML methods being used for damage detection classification within the aerospace industry include probabilistic neural networks [344], support-vector machines [345] and logistic regression [346].

One problem facing damage detection using SHM methods is the requirement of complex and heavy wiring requirements of the sensor networks which can be prohibitive for aerospace structures [347]. As a result, low power [347] or no power equipment [348] has been developed to enable wireless sensor networks. Such approaches require efficient methods of communicating data and, thus, new methods of interpreting the data have been developed. In Ref. [349], low-rank-approximation is used to estimate sparse data from a wireless sensor network and a K-nearest-neighbour algorithm is employed to classify this imputed data. Furthermore, sensor and wiring reliability can be considered to be one of the ‘weak-links’ of an effective SHM system, particularly in the harsh environments aerospace structures are subjected to, and classification techniques like KNN can be used to detect sensors faults [350].

Digital twins are widely discussed across a broad range of engineering domains, where in SHM applications, they are developed with an aim of providing an accessible insight into the health of a structure or inform predictive maintenance. This is achieved by having a digital model of the structure in which measured detail can be incorporated [351]. A common example of this within the aerospace sector is performing updated finite-element modelling; however, this can be computationally costly. ML can, therefore, be used to perform surrogate modelling using methods such as Gaussian processes [352,353] to significantly reduce the computational cost.

Many aerospace components such as landing gear operate a safe-life methodology, in which there is zero-crack tolerance [354]. Therefore, damage-detection methods, based e.g. on Acoustic emission, are not always relevant (although their inclusion is advocated, nonetheless). A sub-category of SHM is structural loads monitoring or virtual sensing. This involves predicting the loads, as well as the subsequent stress and strain, that a structure is subjected to using incomplete available measurements. This enables damage prognosis, which can be considered the natural next step of structural health monitoring with applications in all forms of defence and commercial aviation [355]. Fatigue analysis is of particular interest here, as more than 80% of structures fail due to fatigue [356], which occurs after the structure is subjected to a large number of stress cycles.

Within the helicopter health and usage monitoring systems (HUMS) domain, there are numerous ML-based approaches to
loads monitoring and fatigue analysis. In Ref. [357], the mechanical loads are predicted using a multilayer perceptron (MLP) NN. In Ref. [358], an extreme learning machine (a subclass of feed-forward NN) is used for load prediction and the results are fed through the stress-life fatigue analysis procedure to predict damage accumulation.

Grey-box modelling is the integration of our knowledge of the physics of the structure into the model. The most common way of doing this, and something the authors advocate for whenever possible, is via semi-physical modelling or input augmentation, involving manipulating inputs to the model to indicate physical processes [359–361]. An example of this is squaring the measured airspeed before using it as an input to the model (in this case a NN) to give an indication of dynamic pressure [359,362]. Similarly, in Ref. [361], a mathematical network is used for fatigue monitoring, in which physics-inspired merging functions are used as the first layer to the network. An alternative way of integrating physics into models is via residual modelling in which ML methods such as Gaussian process regression [363,364] are used to predict the discrepancy between a physics-based or empirical prediction and the measured data. An introduction to grey-box modelling for SHM applications can be found in Ref. [365].

A data-driven model is fundamentally an estimate of the similarity of the test case compared to the training data that the model has seen. Practically, it is difficult to include all possible loading phenomena of aerospace structures in the training dataset due to magnitude of the loading spectrum and computational limits. Therefore, probabilistic methods are becoming increasingly popular. Gaussian process regression is one of the most popular ML methods for virtual sensing problems, in part, due to its inherently probabilistic nature and subsequent capacity to indicate uncertainty. In the case of Gaussian process regression, the estimate of the similarity of the training and the test data is based on the kernel, or covariance function. Based on prior knowledge of the data, an appropriate kernel can be chosen and combining kernels using addition and multiplication enable a rich language that the functional form of the model can take [366]. A novel way of inputting physical insight into Gaussian process regression models is to integrate the knowledge into the kernel itself, which has the added benefit of providing a physical interpretation to the samples drawn from the model posterior [365].

One example of Gaussian process regression used for virtual loads monitoring can be found in Ref. [367], where the loads on the landing gear of an aircraft are predicted with a high degree of accuracy. In Ref. [368], the loads on an aircraft wing are predicted and fatigue analysis is carried out using the predicted strain values. However, the probabilistic aspect of the model is often not fully utilized. In Ref. [368], Gaussian process regression is again used to predict the stress on the wing of an aircraft. By taking a large number of draws from the posterior covariance of the model, the model uncertainty can be propagated through the stress-life fatigue analysis procedure and, thereby, a probabilistic estimate for fatigue damage accumulation is developed.

Such approaches can fit into probabilistic risk-based decision frameworks for structural health monitoring [369], which can be used to make risk-informed decisions for safety-critical components like those found in the aerospace industry. Adopting a probabilistic approach to fatigue in aerospace components has the potential to better control the risk level and plan maintenance more effectively [370,371].

Data collection alone does not constitute structural health monitoring. It is only by using this data to make informed decisions that we are performing SHM [372] and it is the use of machine learning that is enabling insights to be gathered from the increasingly widespread collection of data across aerospace engineering. However, one of the main limitations of the currently employed methods is the fact that data-driven approaches require representative training data of the respective phenomena, which can often be difficult to acquire for structural assessment. It is for this reason, among others, that the authors suggest the use of ML as a compliment to, rather than a replacement of, traditional physics-based modelling for structural assessment [365] (see Fig. 13).

8. Conclusions and further discussion: new technologies based on machine learning

The continued growth of machine learning (ML) is leading to a progressively larger impact on a wide range of scientific areas, including aerospace engineering. A number of emerging ML-based technologies are already impacting every aspect of this area, e.g. in terms of simulation capabilities and enhanced physical insight. The main goal pursued by the aerospace industry is to use ML to develop several applications connected to the reduction of aircraft’s environmental impact, also considering system management, customer service, data interpretation and even developing new methods based on ML tools capable to generate new high-
fidelity databases at a reduced cost, which will be later used to develop new designs, more efficient, in a fast and efficient way. These applications involve acquiring knowledge and developing new ML tools suitable to solve problems of fundamental fluid dynamics (experimental and numerical), aerodynamics, acoustics, combustion and structural health monitoring.

The type of identification method, the type of data analyzed, and the model structure, influences the performance of the ML model. To maintain the proper balance between the model accuracy and the cost of data generation, a suitable option would be using ML tools considering data fusion techniques, which combine data from different types (experimental and numerical) and different fidelities. The development of models that are generalizable within the different applications, would suppose and advance in the field, reducing in this way the complex process of calibration behind selecting the proper architecture composing the neural networks composing the model and extracting relevant information from the different data sources available, which is highly dependent on the type of application: aerodynamics, combustion, acoustics, solid mechanics, etc. However, most of the models currently used by the industry, only consider data coming from a single source, leaving new research opportunities to advance in the field. Also, considering models grounded in physics, which combine modern neural network architectures with other dimensionality reduction techniques based on the identification of physical patterns, would suppose and advance in the field. Some researchers are currently developing their work following these ideas, showing the good performance of these models grounded in physics: a few examples are found in the fields of fundamental fluid mechanics, aerodynamics combustion and structural health monitoring, nevertheless there are still many open questions that should be addressed, and also the lack of robust and generalizable schemes still leaves it as an open topic that should be addressed by researchers and the aerospace industry in the near future.

When it comes to the application of ML to CFD, there is great potential in several areas related to improving the efficiency of numerical simulations of fluid flows. The future development of ML should not be focused on replacing CFD, but rather improving the efficiency and robustness of subproblems within CFD solvers. For instance, regarding acceleration of CFD (e.g., by accelerating the Poisson problem or improving coarse simulations), enhancing modelling (for LES and RANS) and improving ROM development. In the latter, AEs are progressively becoming a more useful technique since they enable leveraging the non-linearity while, through recent developments [41], retaining the orthogonality of the AE modes, which are ranked by their contribution to the reconstruction as in POD. One point of future improvement for AEs is the possibility to effectively integrate the temporal dynamics into the predictions, a step that currently relies on using the decoder and the latent vectors. When it comes to wind-tunnel experiments, non-intrusive sensing has greatly benefited from recent progress in deep-learning architectures for computer vision. Another area holding great potential is that of flow control, where a number of methods (e.g., Gaussian-process regression, genetic programming and deep reinforcement learning) have the potential of discovering very effective strategies. From the perspective of fluid mechanics, ML-based methods can help to significantly improve numerical simulations, experimental techniques and the development of reduced-order models. These will lead to better a characterization of the flow, and potentially to novel strategies to control it. Ultimately, these will produce a positive impact on the aerodynamic design, leading to configurations with higher aerodynamic efficiency.

The critical technology for aerodynamic aircraft performance improvement using ML approach is the integration of ML algorithms into the design and optimization of aircraft components and systems. This involves using data-driven models and simulations to predict how changes to the design of the aircraft’s aerodynamic components will impact its performance, such as its lift, drag, and fuel efficiency. Some specific areas where machine learning is being used to improve aerodynamic performance include: (i) wing design optimization: ML algorithms can be used to optimize the shape, size, and placement of the wings to reduce drag and increase lift, improving overall aerodynamic performance; (ii) engine performance optimization: ML algorithms can be used to optimize the operation of the aircraft’s engines, such as adjusting the thrust, fuel mixture, and other parameters to improve fuel efficiency and reduce emissions; (iii) flight control systems: ML algorithms can be used to optimize the aircraft’s flight control systems, such as the autopilot, to ensure that the aircraft is operating at peak performance in all conditions; (iv) structural optimization: ML algorithms can be used to optimize the structure of the aircraft, such as reducing the weight of components without compromising strength, to improve overall aerodynamic performance. By using machine learning algorithms to optimize the design and operation of aircraft components and systems, aerodynamic performance can be improved, resulting in greater fuel efficiency, reduced emissions, and better overall performance.

Also, to reduce fuel consumption, electrical (or hybrid) propulsion systems are combined with new aerodynamic concepts such as distributed propulsion systems, boundary layer ingestion, embedded propulsion or truss-braced wings to improve aircraft efficiency [373]. The aeroacoustic footprints associated to these new concepts are still unclear and complex and costly aeroacoustic analyses will be necessary to avoid acoustic sources producing passenger discomfort. ML will help to minimize costly experiments and simulations by helping to find correlations (between aerodynamics and acoustics), produce fast reduced order models and enhance optimization tools for design. In addition, ML helps to classify and understand physics behind data and hence can bring light into the massive amount data, which is produced by aircraft manufacturers when conceiving new designs.

The development of soft-sensing strategies for real-time engine performance monitoring is a key area where machine learning can contribute to enhancing aircraft performance by improving the combustion process. Traditional engine monitoring systems rely on pre-set thresholds or rules to determine maintenance needs based on sensor measurements of parameters such as fuel flow rate, temperature, pressure, and exhaust emissions. The combination of soft-sensing strategies based on machine learning algorithms represents a critical technology to enable more efficient and effective engine performance monitoring. These technologies help reduce maintenance costs, increase reliability and safety, and improve aircraft performance.

The use of machine learning is crucial in the development of structural health monitoring. Widespread collection of data is commonplace across all engineering sectors, but it is often the use of machine learning that enables this data to provide information of the structural safety and inform decisions on maintenance. In doing so, we are able to reduce downtime while improving reliability and safety. Physics-informed machine learning and population-based SHM (PBShM) are two research areas currently attracting a lot of interest. In physics-informed machine learning (also known grey-box modelling), the aim is to integrate knowledge of physics into machine learning models, enabling significant improvements in model performance. In PBShM, the aim is to use transfer learning to use data from one structure in a fleet to inform knowledge of the health of a different structure. Overall, the use of machine learning will be critical for developing SHM systems for aircraft. This will enable a more efficient and effective monitoring of structural health and help to ensure the safety and reliability of aircraft structures.
This article demonstrates the potential of ML to enhance aircraft performance. It includes a comprehensive review of key applications of ML in relevant aerospace engineering disciplines, such as fluid dynamics, aerodynamics, aeroacoustics, combustion, and structural health monitoring, providing an overview of the current state-of-the-art in the field. However, while ML methods are powerful tools that can advance research, their limitations must always be considered and they should be applied judiciously.
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