Effects of Wave-Induced Sea Ice Break-Up and Mixing in a High-Resolution Coupled Ice-Ocean Model
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Abstract: Arctic sea ice plays a vital role in modulating the global climate. In the most recent decades, the rapid decline of the Arctic summer sea ice cover has exposed increasing areas of ice-free ocean, with sufficient fetch for waves to develop. This has highlighted the complex and not well-understood nature of wave-ice interactions, requiring modeling effort. Here, we introduce two independent parameterizations in a high-resolution coupled ice-ocean model to investigate the effects of wave-induced sea ice break-up (through albedo change) and mixing on the Arctic sea ice simulation. Our results show that wave-induced sea ice break-up leads to increases in sea ice concentration and thickness in the Bering Sea, the Baffin Sea and the Barents Sea during the ice growth season, but accelerates the sea ice melt in the Chukchi Sea and the East Siberian Sea in summer. Further, wave-induced mixing can decelerate the sea ice formation in winter and the sea ice melt in summer by exchanging the heat fluxes between the surface and subsurface layer. As our baseline model underestimates sea ice cover in winter and produces more sea ice in summer, wave-induced sea ice break-up plays a positive role in improving the sea ice simulation. This study provides two independent parameterizations to directly include the wave effects into the sea ice models, with important implications for the future sea ice model development.
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1. Introduction

Sea ice is crucial for modulating the global climate, not only because the sea ice cover reflects incoming solar radiation, but also because it creates an insulating layer between the ocean and the atmosphere. Therefore, the area occupied by sea ice moderates the energy transfer between the ocean and atmosphere through the positive sea ice-albedo feedback mechanism: the enlarged open water with small albedo will absorb more solar radiation, therefore heating the surface water and further accelerating the ice melting [1]. A rapid decline of sea ice extent tends to result in larger waves, in turn, providing energy to break up sea ice and further accelerate sea ice retreat [2]. Global warming has increased the wave activities in the Arctic, and bigger ocean waves affect sea ice formation and melting in the marginal ice zone (MIZ) [3]. Ocean waves will assist the ice-albedo feedback, therefore, the absence of wave-ice interactions parameterization will lead to the disagreement between the contemporary Earth system models and observations. Furthermore, the decrease of sea ice cover due to global warming affects Arctic shipping and engineering, such as transforming the Arctic into a navigable ocean with broken small floating ice floes [4] and ice-water-structure interaction [5]. Under this condition, wave-ice interactions become an
important and challenging topic that needs to be considered in sea ice models to improve the performance of sea ice simulations.

In the MIZ, the ice cover will reduce the amplitude of ocean waves due to the processes of scattering and dissipation. Numerical models have been widely used to study wave scattering and attenuation in the MIZ. Bennetts et al. [6] constructed a three-dimensional model of ocean-wave scattering and found that wave attenuation highly depends on wave period and the average ice thickness, and linearly related to the sea ice concentration [7]. Furthermore, Bennetts compared the transmitted energies between theoretical models and experimental data and found that wave-energy attenuation is induced by an accumulation of scattering events [8]. Montiel et al. [9] proposed a linear three-dimensional model of wave attenuation in the MIZ based on potential flow theory and reproduced the observed exponential attenuation of wave energy. Using a Fluid-Structure Interaction approach, Huang et al. [10] investigated the hydroelastic wave-ice interactions and well predicted the influence of the ice sheet on wave transmission and reflection without overwash.

Wind-generated waves play a pivotal role in air-sea interactions and the evolution of sea ice. Surface waves affect the exchange of heat, energy and momentum between the ocean and atmosphere at the air-sea interface. Wave-induced mixing in the upper ocean controls the ocean stratification and indirectly affects the ocean circulation pattern [11,12], hence influence the evolution of sea ice [13]. Compared to the pack ice in the central Arctic, sea ice in the MIZ is more mobile and fluid. After the ice cover is fragmented, its properties and behaviours are qualitatively different from that of pack ice with large floes [14]. While waves propagate through the MIZ, wave-induced sea ice break-up is a critical dynamical process because waves not only are the primary source of energy for the break-up of ice floes in the MIZ [15] but also affect sea ice thermodynamics, such as ice melting and formation, by breaking up the ice floes [16]. Over the past few decades, the sea ice extent in the Arctic Ocean has decreased dramatically in summer, which has provided sufficient fetch for the wind-driven surface waves to generate and develop. As the Arctic Ocean has more ice-free seas exposed to wind, on the one hand, there are potentially more large waves in summer that may enhance the vertical mixing in the upper ocean and increase the amount of ice breakage in the MIZ. On the other hand, the enlarged open-water fetches also make waves gain more energy and penetrate further into the ice pack and still contribute to ice breakage. Therefore, the wave effects on sea ice simulation need to be clearly understood.

With the interannual loss of sea ice, wave-induced mixing has become increasingly important, and inclusion of waves in numerical models is expected to have profound effects on sea ice simulations. Surface wave mixing (SWM) mixes the surface heat into the deeper mixed layer during summer, which leads to a cooling of the ocean surface compared with no wave mixing. The opposite process operates during winter by bringing underlying warm water into the surface layer that increases the surface temperature. By including the SWM parameterization into an ocean circulation model, Thomas et al. [17] found that SWM has a positive impact on both the sea ice extent and sea ice thickness simulations in the Antarctic. To our knowledge, previous studies focussed on designing sensitivity experiments with different background vertical diffusivities, which change the vertical mixing in the whole water column and over the whole model domain. These theoretical experiments showed that oceanic vertical mixing has a noticeable impact on the sea ice simulation in the Arctic Ocean by influencing the Arctic river water distribution [18] and the vertical heat and salinity exchange [13]. Nonetheless, despite the importance of vertical mixing in the polar regions, the impact of wave-induced mixing on Arctic sea ice remains uncertain.

Wave-induced sea ice break-up is a crucial component in wave-ice interactions in the MIZ, where more open water areas are exposed to the atmosphere when sea ice breaks and is advected away. Consequently, wave-induced sea ice break-up accelerates the sea ice melt during the summer season by absorbing more shortwave radiation. It also affects the rate of frazil ice formation during the winter growth season by creating interstices between ice floes. Therefore, a reasonable parameterization of wave-induced sea ice break-up should
be included in the sea ice model to improve the sea ice simulation. Bateson et al. [19] and Boutin et al. [20] found that sea ice break-up increases the lateral melt rate, which highly depends on the floe size distribution (FSD). However, without accurate FSD, there exist biases in the calculation of lateral sea ice melt rate. Despite several studies characterized the FSD [21,22], the exponent of the power-law FSD evolves throughout the year [23]. The FSD evolution is even complex after the sea ice breaks. Therefore, further adequate spatial and temporal coverage studies are required to fully understand the FSDs and accurately parameterize the ice lateral melt rate. Recently, Voermans et al. [24] proposed a sea ice breaking criterion which can separate well observations of wave-induced break-up and non-break-up events but does not reply on FSD. However, this wave-induced sea ice break-up parameterization has not been implemented in an ice model to investigate the impact of wave-induced sea ice break-up on ice evolution.

Although ocean waves significantly impact sea ice evolution, previous studies have not included the wave-induced mixing in Arctic sea ice simulation. The recent proposed sea ice break-up parameterization without FSD has never been included in the ice models. Therefore, this work focuses on implementing two parameterizations to characterize the wave-induced mixing and wave-induced sea ice break-up process in an ice-ocean coupled model. To our knowledge, this is the first attempt to include both these wave effects in a coupled ice-ocean model.

In the present study, we will investigate the impacts of waves on sea ice melting and growth, using a coupled ice-ocean model in the entire Arctic Ocean with a high-resolution horizontal and vertical grid. The paper is structured as follows: Section 2 describes the model, methods, numerical experiments and datasets. In Section 3, we present the results of wave effects on the sea ice and the ocean. In Sections 4 and 5, we provide a discussion and summary.

2. Data and Methods

2.1. Coupled Ice-Ocean Model Description and Configuration

The coupled ice-ocean model used in this study relies on the Regional Ocean Modeling System (ROMS), which solves the primitive equations on a free-surface curvilinear grid and terrain-following vertical coordinates system [25]. ROMS is tightly coupled with a dynamic–thermodynamic sea ice model, which shares the same Arakawa-C grid [26,27]. Its ice dynamics employs the elastic–viscous–plastic (EVP) rheology [28,29]. The thermodynamics is based on a simple one-layer ice and snow configuration, calculating surface, basal and lateral ice growth and melt, as well as frazil ice formation [30]. The evolution of sea ice concentration and sea ice thickness does not depend on the floe size distribution. This coupled ice-ocean model has widely been used in both the Arctic Ocean [31–36] and the Antarctica [37,38].

Our model domain covers the entire Arctic Ocean with a southern boundary of 54.8° N in the Atlantic Ocean and 45.3° N in the Pacific Ocean, which is divided into eleven subregions (Figure 1, [39–41]). The model horizontal resolution varies from 4.7 km to 9.0 km, with the higher resolution towards the Alaskan coast. Our model is configured on a 688 × 1088 rectangular horizontal grid with 50 vertical terrain-following s-layers with the highest resolution in the upper 250 m. The vertical s-coordinate parameters \( \theta_S = 0.7 \), \( \theta_b = 2.0 \) and the function of the vertical levels (\( V_{\text{transform}} = 2, V_{\text{stretching}} = 4 \)) are used to improve the resolution in the upper and bottom boundary layer. The bathymetry datasets used in this study are from a combination of ARDEM 2.0 [42], IBCAO [43] and SRTM30 [44], which are suitably smoothed; the minimum depth is 2 m, and the maximum grid stiffness ratios are \( r_x0 = 0.499 \) and \( r_x1 = 4.45 \). The upwind third-order advection scheme is used in the horizontal, and the centred fourth-order advection scheme is applied in the vertical for both the tracer and momentum. The Generic Length Scale (GLS) turbulence closure scheme is used in parameterizing vertical turbulent mixing of momentum and tracers with the parameters for the \( k-\varepsilon \) model [45]. The subgrid scale horizontal mixing scheme uses
a parameterized harmonic mixing operator [46], with a horizontal viscosity coefficient of 25 m²/s for the momentum and 5 m²/s for the tracers.

Figure 1. Subregions of the Arctic Ocean within the model domain with the same definition in Parkinson et al. [39], Meier et al. [40] and Liu et al. [41], which are shaded with different colors. Black line denotes the boundaries of the model domain.

The open boundary conditions for baroclinic velocity, potential temperature and salinity are specified as a radiation and nudging scheme [47]. For the sea surface height, we use the Chapman boundary conditions [48]. The Flather scheme was applied for the barotropic velocity at the open boundary [49]. Daily horizontal runoff transport of 18,430 rivers from Tsujino et al. [50] was remapped to the ROMS coastal points and distributed into 50 layers with a linearly decreased vertical profile, and monthly averaged temperature and zero salinity were specified for any river mouth. Eight tidal constituents (K1, O1, P1, Q1, K2, M2, N2, S2) forcing and the potential tides were used at the model boundaries. The tidal amplitudes and phases are taken from the TOPEX/Poseidon global tidal model (TPXO) [51]. Sea surface salinities are relaxed to the World Ocean Atlas 2013 monthly climatology with a timescale of 30 days [52].

2.2. Wave-Induced Mixing

The GLS vertical mixing scheme is a two-equation model in ROMS [53]. The first equation in the GLS model represents the turbulent kinetic energy (TKE) equation, which can be written as follows:

\[
\frac{Dk}{Dt} = \frac{\partial}{\partial z} \left( \frac{K_M \partial k}{\sigma_k \partial z} \right) + P + B - \varepsilon
\]  

(1)

where \(k\) is the turbulent kinetic energy (per unit mass), \(K_M\) is the vertical turbulent diffusivity for momentum, \(\sigma_k\) is the turbulence Schmidt number for \(k\), \(P\), \(B\) and \(\varepsilon\) represent
the shear production, buoyant production and the dissipation of turbulent kinetic energy, respectively. $P$ and $B$ are given by:

$$P = -\langle u'w' \rangle \frac{\partial U}{\partial z} - \langle v'w' \rangle \frac{\partial V}{\partial z} = K_M M^2, \quad M^2 = \left( \frac{\partial U}{\partial z} \right)^2 + \left( \frac{\partial V}{\partial z} \right)^2$$

where $u'$, $v'$, $w'$ represent the zonal, meridional and vertical turbulent velocities, $U$ and $V$ are the mean zonal and meridional velocities, $\rho$ and $\rho_0$ are the total and reference densities, $g$ is the gravitational acceleration, $N$ is the buoyancy frequency, $K_H$ is the vertical turbulent diffusivity for tracers.

The wave effects on three-dimensional is specified in the circulation model using the primitive Quasi-Eulerian formulation of Ardhuin et al. [54]. For parameterization of the turbulent mixing induced by non-breaking surface waves, there are the Qiao Model [55,56] terms of the coefficient of turbulent viscosity, and parameterization of the turbulence production term suitable for $k-\varepsilon$ model as above [57–60]. Here, we use the latter as formulated by Ghantous and Babanin to exhibit the wave effect in this study [61]. The parameterization represents the physical process by which the wave orbital motion itself can amplify preexisting turbulence in the water column. This process has been included as an extra production term in the $k-\varepsilon$ turbulence model to investigate its effect on ocean response to tropical cyclones [62], ocean heat content [63] and Antarctic sea ice [17]. For this study, we add the new extra term $P_W$ to the shear production $P$ to parameterize the wave-induced mixing:

$$P = K_M M^2 + P_W$$

with:

$$P_W = bk \left( \frac{\omega H_s}{2} e^{kz} \right)^3$$

where $b$ is an empirical constant set to 0.0014 [58,59,64], $k$ is the wave number (calculated from the deep water dispersion relation), $\omega$ is the peak angular frequency, $H_s$ is the significant wave height and $z$ is the height from the mean surface (zero at the sea surface and downward is negative). In this parameterization, the wave-induced turbulence decays exponentially with depth from the sea surface.

2.3. Wave-Induced Sea Ice Break-Up

To parameterize wave-induced sea ice break-up, we consider the sea ice as a thin elastic plate, such that the flexural strain of the ice subjected to a wave can be defined as:

$$\varepsilon = \frac{h \partial^2 \eta}{\partial x^2}$$

where $h$ is the ice thickness, $\eta$ is the sea surface elevation and $x$ is the horizontal distance in the direction of wave propagation. For a periodic wave profile $\eta = Asin(kx-\omega t)$, where $A = H_s/2$ is the wave amplitude, $H_s$ is the significant wave height and $\omega$ is the radian wave frequency, the critical breaking strain is given in Dumont et al. [14]:

$$\varepsilon_c = \frac{2\pi^2 Ah}{\lambda^2}$$

As the critical breaking strain $\varepsilon_c = \sigma / Y^*$ is a function of the flexural strength of the ice ($\sigma$) and the effective Young’s Modulus ($Y^*$), $\lambda$ is the wave length, the wave-induced sea ice break-up parameter can be written as in Dumont et al. [14] and Voermans et al. [24]:

$$I_{br} = \frac{2\pi^2 Ah Y^*}{\sigma_c \lambda^2}$$
Using a combination of laboratory and field observations, Voermans et al. [24] showed that a value of \( I_{br}/(2\pi^2) = 0.014 \) approximates the threshold at which waves break the ice, and it separates well observations of wave-induced break-up and non-break-up events. It is noted that this parameterization does not rely on the floe size distribution. Although the mechanical properties of sea ice are far from trivial and can vary significantly in both time and space [65,66], we adopt here the commonly used models of Timco and O’Brien [67] and Timco and Weeks [66] for the flexural strength and effective Young’s Modulus, respectively:

\[
\begin{align*}
\sigma_c &= \sigma_0 \exp\left(-5.88\sqrt{\nu_b}\right) \\
Y^* &= Y_0 (1 - 3.51\nu_b) - 1\text{GPa} \quad (8)
\end{align*}
\]

Here, \( \sigma_0 \approx 1.76 \text{ MPa}, \ Y_0 \approx 10 \text{ GPa}, \) and \( \nu_b \) is the brine volume fraction. As indicated in Williams et al. [68], the breaking strain is approximately constant for \( \nu_b \in [0.1, 0.2] \). Here, we adopt a value of \( \nu_b = 0.1 \) to obtain constant mechanical properties of \( \sigma = 0.27 \text{ MPa} \) and \( Y^* = 5.5 \text{ GPa} \) for the ice throughout our simulations. Hence, the wave-induced sea ice break-up in our model is defined by the sea ice thickness \( h \), the significant wave height \( H_s \) and the peak wave length \( \lambda \) (calculated from the ice-free deep water dispersion relation):

\[
I_{br} = \frac{H_s h Y^*}{2\sigma_c \lambda^2} > 0.014 \quad (9)
\]

To characterize the impact of sea ice break-up on sea ice melt, previous methods required accurate FSD to calculate the ice lateral melt rate [19,20,69], and there exists a compensation mechanism during the ice melt season [19,20,70]. Increased lateral melting removes heat from the surface layer and thus will reduce the bottom melting capacity. On the contrary, bottom melting will increase if surface heat is not used for lateral melt. It is noted that surface warm water can accelerate both the basal and lateral melt when sea ice breaks into small floes, decreasing the albedo in the grid cell. Furthermore, the sea ice-albedo feedback mechanism will increase the surface temperature due to additional thermal absorption during the ice melt season, which in turn will further decrease the surface albedo [1]. In addition, small ice floes drift faster than large ice floes, resulting in an increase of open water area and a decrease of albedo in the grid cell. Therefore, the amount of heat that the ocean and ice absorb is the key component determining the ice melt after ice breaks. In the present study, a simple approach by reducing the ice albedo will be applied to investigate the sea ice-albedo feedback where wave-induced sea ice break-up has occurred. After testing different values, we choose to reduce the ice albedo by 40% within the MIZ where sea ice concentration is less than 80%. The choice of this value within a range between 20% and 60% impacts the melt rate of sea ice; however, its impact is limited because the albedo is only reduced in a small number of MIZ grid cell where sea ice is breaking. During the winter ice growth season, wave-induced sea ice break-up may accelerate the rate of frazil ice formation as larger areas of seawater experience air temperatures below the freezing temperature. To characterize this process, an appropriate method of increasing the rate of frazil ice growth by 10% for MIZ grid cells affected by sea ice break-up is applied.

### 2.4. Numerical Experiments and Datasets

The initial horizontal velocity, temperature, salinity and sea surface height are taken from the Estimating the Circulation and Climate of the Ocean, Phase II (ECCO2) cube\textsuperscript{92} [71]. ECCO2 cube\textsuperscript{92} is a 3-day-averaged reanalysis product with a global horizontal resolution of 0.25° × 0.25° and 50 vertical levels. Sea ice is initialized with daily averaged sea ice concentration from the NOAA/NSIDC Climate Data Record of Passive Microwave Sea Ice Concentration, Version 3 with a horizontal resolution of 25 km × 25 km [72], and weekly averaged sea ice thickness from CS2SMOS product version v202 during the period from 16 October 2011 to 23 October 2011 [73]. CS2SMOS sea ice thickness derived from merging CryoSat-2 (CS2) altimeter and Soil Moisture and Ocean Salinity (SMOS)
radiometer ice thickness using an optimal interpolated scheme, which has a horizontal resolution of 25 km and time coverage resolution of 1 day. CS2SMOS sea ice thickness significantly reduces the relative uncertainties of ice thickness retrieval methods in thin ice (<1 m) from the CS2 altimeter measurements and thick ice (>1 m) from the SMOS radiometer observations. The atmospheric forcing fields used in the present study are taken from the fifth-generation European Centre for Medium-Range Weather Forecasts (ECMWF) atmospheric reanalysis ERA5 with a horizontal resolution of $0.25^\circ \times 0.25^\circ$ [74]. The surface wind stress and surface net heat and freshwater fluxes are computed in ROMS using the bulk flux parameterization [75] from the 6 hourly ERA5 near-surface air temperature, dewpoint temperature, pressure, 10 m wind speeds, mean total precipitation rate, mean snowfall rate, mean surface downward shortwave radiation flux and mean surface downward longwave radiation flux.

Following the method in Thomas et al. [17], instead of running coupled ice-wave models, we use the wave data as the boundary forcings in this study. The significant wave height and the peak frequency are taken from the forty-years (1979–2018) global wave hindcasts that are developed with the third generation spectral wave model WAVEWATCH III using the state-of-the-art observation-based source term parameterizations and the advanced irregular-regular-irregular (IRI) $1/4^\circ$ grid system [76]. In this simulation, the ST6 package for wind inputs, wave breaking and swell dissipation is applied [77]. Hourly ERA5 global reanalysis wind data with a horizontal resolution of $0.25^\circ \times 0.25^\circ$ and daily Global Sea Ice Concentration Climate Data Record v2 data at 25 km $\times$ 25 km resolution [78] are used as external forcing for WAVEWATCH III. The partial-blocking approach (IC0) is employed for the ice-infested ocean; grid cells with sea ice concentration lower than 25% and higher than 75% [79] are regarded as the open water and solid land, respectively. The field wave parameters are stored on a global regularly-spaced $0.25^\circ \times 0.25^\circ$ at a temporal resolution of 3 h. The coupled ice-ocean model is initialized on 16 October 2011, the first day for which CS2SMOS sea ice thickness during boreal autumn available. We run an initiation from 16 October to 31 December 2011 for the coupled ocean and ice system. The control run (hereafter referred to as Ctrl) is carried out from 1 January to 31 December 2012, producing daily averaged ocean and ice outputs.

To examine the wave effects, two independent sensitivity experiments are performed for the same time as Ctrl. In the wave-induced mixing experiment (hereafter referred to as Mix), we add the new extra term $P_W$ to the shear production $P$ in the GLS turbulence closure scheme. In the wave-induced sea ice break-up experiment (hereafter referred to as Break), we introduce a non-dimensional parameter $I_{br}$ to identify the wave-induced sea ice break-up events, then reduce the albedo by 40% and increase the rate of frazil ice growth by 10% for grid cells in the MIZ with air temperatures lower than the freezing temperature. We do not consider wave-induced sea ice break-up in the Mix experiment, and no wave-induced mixing exists in the Break experiment. The purposes of the above experiments are to explore the independent effects of wave-induced mixing and sea ice break-up on Arctic sea ice in a high-resolution coupled ice-ocean model. We initialize our model from a reanalysis product following the method used in Naughten et al. [80,81] and Durski and Kurapov [32]. In our sensitivity experiments, short period simulations are sufficient to illustrate the wave effects on the sea ice evolution.

3. Results

3.1. Wave Effects on the Sea Ice

Sea ice extent is a convenient variable to assess change in sea ice, not least because it can be measured by passive microwave (PM) sensors onboard satellites. Commonly, PM-derived sea ice concentration employs a cut-off of 15% to mark the ice edge. Sea ice volume is an important climate variable that integrates both sea ice thickness and extent. However, deriving sea ice volume from satellites observations depends on several assumptions, typically including ice and snow densities [73,82], hence reducing the accuracy of the derived ice thickness product. Also, ice thickness products are not continuous because of
the lack of suitable observations during the sea ice melt season. The Pan-Arctic Ice Ocean Modeling and Assimilation System (PIOMAS) has thought to fill this gap by providing estimates of sea ice volume from simulations guided by observations [83]. It has been extensively validated through comparisons with a range of observations, such as US-Navy submarines, oceanographic moorings, and satellites [84].

The comparisons of the simulations from three experiments with satellite observations and PIOMAS reanalysis are shown in Figure 2. The daily evolution of sea ice extent from our model simulations is consistent with the satellite observations (Figure 2a). Arctic sea ice reaches its maximum extent around March at the end of winter, and the sea ice minimum occurs in September, at the end of the summer melting season. Compared to the satellite observations, the date of minimum and maximum sea ice extent is delayed by about 15 and 10 days later in the model simulations. As shown in Figure 2c, negative biases between the model simulations and observations dominate for most of the year, while positive bias occurs in August and September. Relative to the Ctrl experiment, the sea ice extent increases in the Break experiments from January to April and decreases from June to October. Therefore, the Break experiment decreases both negative biases during winter and positive biases in August and September between model simulations and observations. However, in the Mix experiment, the negative bias increases during the sea ice growth season. As shown in Figure 2b,d, the biases of sea ice volume between model simulations and PIOMAS reanalysis are very small from January to April. Compared to CS2SMOS observations, all of them overestimate the sea ice volume during this period. The sea ice volume from PIOMAS reanalysis are in good consistency with CS2SMOS observations from October to December, however, model simulations underestimate the sea ice volume in all three experiments. During the sea ice melt season from April to September, there are obvious model biases between model simulations and PIOMAS reanalysis. The decrease of sea ice volume starts from June and ends in October in the model simulations, which is about a month later than that in the PIOMAS reanalysis. Compared to the Ctrl experiment, there is no significant change in sea ice volume in the Mix experiment. However, in the Break experiment, the sea ice volume increases from January to May and decreases from August to October. Although the bias between the Break experiment and CS2SMOS becomes large, the minimum sea ice volume tends to be much closer to the PIOMAS reanalysis in August and September, which shows an improvement of sea ice volume simulation during the summer melt season.

Wave-induced mixing increases the mixed layer depth in the open water region during both ice growth and melt season (Figure S1), and wave can break sea ice in the MIZ (Figure S2). These processes play a different role in the sea ice evolution during sea ice growth and melt season. To further investigate the different results of the three experiments in the winter and summer season, the spatial distribution of sea ice concentration in March and September are compared in Figure 3. Sea ice extent is at its highest in March, when much of the Arctic Ocean is covered by sea ice extending into the Bering Sea, the Baffin Sea and some other subregions in the Ctrl experiment (Figure 3a). In the Break experiment (Figure 3b), we can see increases in sea ice concentration at the ice edge in the Bering Sea, the Baffin Sea and the Barents Sea, whereas in Mix (Figure 3c), sea ice concentration decreased significantly in the ice-covered areas of the Kara and the Barents seas. Consequently, the Break and Mix experiments account for the increase and decrease of sea ice extent, respectively, during winter. At sea ice minimum in September, the Bering, the Baffin, the Kara, the Barents seas and some other subregions are ice-free (Figure 3d). Break (Figure 3e) appears to promote sea ice retreat in the Chukchi and the East Siberian seas, significantly decreasing the September sea ice extent. In contrast, for Mix gives rise to sea ice concentration increases in these subregions (Figure 3f). The later increase has little contribution to the sea ice extent because it manifests in an area where sea ice is already prevalent with concentrations exceeding 15%.
The thickness of newly formed ice during the winter is generally below 0.5 m in the Bering, Baffin and Barents seas. For the Break experiment, regions of increase sea ice thickness mimic the increased sea ice concentration (Figures 3b and 4b). They combine to an increase in sea ice volume during winter (Figure 2b). Although the decrease of sea ice concentration in the Kara and Barents seas is marked for the Mix experiment, the accompanying sea ice thickness exhibits only a small decrease (about 0.2 m) in those regions (Figure 4c). This is consistent with thin new ice in these subregions and hence little contribution to the sea ice volume, noting that most first-year sea ice melts during the following summer. In addition, much of the sea ice is thicker than 0.5 m by September (Figure 4d). Compared to the Ctrl experiment, we can see a significant decrease in the Chukchi Sea and the East Siberian Sea in the Break experiment (Figure 4e). The decrease exceeds 0.3 m in most areas, which accounts for most of the sea ice volume decrease in September (Figure 2b). For the Mix experiment, the increase in sea ice thickness exceeds 0.3 m in the Chukchi Sea.
Figure 3. Sea ice concentration from the control run (a) in March, the differences between Break and Ctrl (b), and the differences between Mix and Ctrl (c). (d–f) Same as (a–c), but for September. The magenta line in (a–c) and (d–f) indicate the ice edge (sea ice concentration of 15%) for March and September in the Ctrl experiment, respectively.

The local sea ice conditions can be characterized by the length of the sea ice season (LSIS) [5], which is defined as the annual sum of days with sea ice concentration larger than 15% in one year. To examine the sea ice conditions in all three experiments, we compare the spatial distribution of LSIS in the model domain (Figure 5). It is noticeable that there is a two-rings dipole pattern in the differences of LSIS between the Break experiment and the Ctrl experiment (Figure 5a). The first ring, which is positive, indicates that the Break experiment has a longer LSIS. The positive ring occurs at the ice edge during the winter season, and the locations where LSIS is 15 days longer than that in the Ctrl experiment are referred to as Break_Winter, which are similar to the winter (March) impact on the distribution of ice concentration for the Break experiment (Figure 3b). Similarly, we can see a negative ring at the ice edge during summer, which is in the same location as the ice concentration distribution of the Break experiment during summer (Figure 3e). The locations where LSIS is 15 days shorter than that in the Ctrl experiment are referred to as Break_Summer. Therefore, this two-centre dipole pattern is useful to identify the location of the differences of sea ice concentration between the Break experiment and the Ctrl experiment in both winter and summer. The variations of sea ice concentration in the locations of Break_Winter and Break_Summer are the major contributions to the sea ice extent in the Break experiment. Likewise, a clear two-rings dipole pattern can also be found in the Mix experiment (Figure 5b), and the locations are similar to that for the respective distributions of ice concentration (Figure 3c,f). The positive ring occurs at the ice edge during the summer season, and the locations where LSIS is 15 days longer than that in the Ctrl experiment are referred to as Mix_Summer. During the winter season, we can find a negative ring at the ice edge. Accordingly, we define Mix_Winter by the locations where LSIS is 15 days shorter than that in the Ctrl experiment. As shown in the two-rings dipole pattern (Figure 5b), Mix_Summer and Mix_Winter also include almost all the locations that contribute most to the sea ice extent in the Mix experiment.
Figure 4. Sea ice thickness from the control run (a) in March, the differences between Break and Ctrl (b), and the differences between Mix and Ctrl (c). (d–f) Same as (a–c), but for September. The magenta line in (a–c) and (d–f) indicate the ice edge (sea ice concentration of 15%) for March and September in the Ctrl experiment, respectively.

Figure 5. Differences of the length of sea ice season (LSIS) in days between Break and Ctrl (a) and between Mix and Ctrl (b). Only the differences larger (red) or less (blue) than 15 days are shown in the figure. The magenta line and black line in (a) indicate the ice edge (sea ice concentration of 15%) for March and September in the Break experiment, respectively. The magenta line and black line in (b) Same as (a), but for the Mix experiment.
To explore the variation of sea ice concentration in the locations that significantly affect the sea ice extent in three experiments, the daily evolution of sea ice concentration averaged over the Break_Winter, Break_Summer, Mix_Winter and Mix_Summer are investigated (Figure 6a,b). In the Break_Winter, sea ice concentration in the Break experiment is larger than that in the Ctrl experiment from January to June, and the largest differences occur in February and April. The differences are very small after July when little sea ice survives in these locations. In the Break_Summer, there are no differences between Break and Ctrl during the sea ice growth season because all the locations within Break_Summer are covered by ice. Compared to the Ctrl experiment, we can see a distinct decrease in the Break experiment from June to November, and the sea ice concentration is very close to zero at the end of September, which indicates that the sea ice almost completely melts in these locations. In the Mix experiment, sea ice concentration decreases in the Mix_Winter during ice growth and increases from May to October in the Mix_Summer by comparison with the Ctrl experiment (Figure 6b). In the Mix_Summer locations, there is almost no sea ice at the end of September in the Ctrl experiment; however, sea ice concentration is larger than 20% in the Mix experiment. Comparison of sea ice concentration in three experiments shows that the effects of wave-induced sea ice break-up and associated mixing on sea ice concentration do not align. During winter, wave-induced sea ice break-up increases sea ice concentration, while wave-induced mixing decreases it. Wave-induced sea ice break-up accelerates sea ice melt during the summer season, whereas wave-induced mixing decelerates the loss of sea ice. Such opposing effects may also be found for the sea ice thickness that averaged over the Break_Winter, Break_Summer, Mix_Winter and Mix_Summer in three experiments (Figure 6c,d). Sea ice thickness increases in the Break_Winter and decreases in the Break_Summer by comparison with the Ctrl experiment. The maximum increase and decrease are 0.84 m in winter and 0.2 m in summer, respectively. In the Mix experiment, we can see a very slight decrease for the Mix_Winter, which indicates that wave-induced mixing retards the new ice formation. In the Mix_Summer, there is an increase from August to October because wave-induced mixing retards sea ice melt during summer.

A Taylor diagram (Appendix A, Equations (A1)–(A3)) is used to examine the performance skills of three experiments in the Break_Summer, Break_Winter, Mix_Summer and Mix_Winter locations. As shown in Figure 7, the correlation coefficients in almost all the locations are larger than 0.9 and have a low centred root mean square errors (CRMSE) of less than 0.5. In the Break experiment, we can see an increase of correlation coefficient and a decrease of CRMSE in both the Break_Summer and Break_Winter by comparison with the Ctrl experiment. Sea ice concentration in the Break experiment is closer to the observation, indicating that wave-induced sea ice break-up improves the sea ice simulation in both the sea ice growth and melt season. The Ctrl experiment underestimates the sea ice extent in the ice growth season and overestimates the sea ice extent during the ice melt season (Figure 2). Compared to the Ctrl experiment, wave-induced mixing decreases sea ice concentration in winter and increases sea ice concentration in summer (Figure 6b). Therefore, the wave-induced mixing has a negative role in the sea ice simulation, increasing the CRMSE and decreasing the correlation coefficient in both Mix_Summer and Mix_Winter.

3.2. Wave Effects on the Ocean

While in the coupled ice-ocean model, sea surface temperature and ocean salinity strongly modulate the sea ice evolution and the sea ice concentration, in turn, affects the heat and fresh fluxes between the ocean and atmosphere. On the one hand, the heat flux at the ice-ocean interface is highly related to the sea surface temperature and salinity. The sea ice module in ROMS is a simple one-layer ice and snow thermodynamics with a molecular sublayer under the ice [30]. At the bottom of the ice, the heat conduction is \( Q_i = 2k_i/h_i (T_0 - T_1) \), where \( k_i, h_i, T_0, T_1 \) are the ice thermal conductivity, sea ice thickness, sea surface temperature and the temperature of the interior of the ice, respectively. In the presence of ice, the surface ocean is assumed to be at the freezing temperature for the surface salinity: \( T_0 = -0.0543S_0 \), where \( S_0 \) is the surface salinity in the ocean. Therefore,
the heat flux at the ice-ocean interface and associated sea ice evolutions are highly related to the sea surface temperature and ocean salinity. On the other hand, the seasonal variation of the distribution of sea surface temperature and salinity in the Arctic Ocean is largely influenced by the sea ice (Figure 8). During the ice growth season, most subregions in the Arctic Ocean are covered by sea ice, where the sea surface temperature is lower than that in the ice-free region (Figure 8a). Here, the variation of sea surface temperature in the MIZ will affect the sea ice melting and refreezing. During the ice melt season, first-year ice melts because of the increased input of solar radiation. Sea surface temperature in the ice-free area also increases fast through absorption of radiative heat, therefore, it exceeds that of the ice-covered regions (Figure 8b). The warm water has the potential to hence the loss of sea ice through the lateral melt. Sea surface salinity in the ice-covered area is also quite different from the ice-free regions. In winter, sea surface salinities in open water regions of the Barents and the Greenland seas are much higher than for other regions (Figure 8c). The freezing temperature decreases with increasing salinity water, which will retard the formation of sea ice. In summer, the ocean is covered by fresh water where ice melts (Figure 8d).
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**Figure 6.** (a) Averaged sea ice concentration from the Ctrl (gray) and Break (red) experiments over the Break_Winter (solid line) and Break_Summer (dash line). (b) Averaged sea ice concentration from the Ctrl (gray) and Mix (blue) experiments over the Mix_Winter (solid line) and Mix_Summer (dash line). (c,d) Same as (a,b), but for the sea ice thickness.
Figure 7. Taylor diagrams displaying statistical comparisons between model simulations from Ctrl, Break and Mix experiments and NSIDC observation. Sea ice concentrations are averaged over the Break_Summer, Break_Winter, Mix_Summer and Mix_Winter locations. The blue line, green line and black lines represent the correlation coefficient, normalized centered root mean square errors and standard deviations, respectively. The NSIDC observation is indicated with the black dot.

Figure 9 shows the monthly evolutions of sea surface temperature and salinity averaged over the Break_Winter, Break_Summer, Mix_Winter and Mix_Summer locations. In the Break experiment, the sea ice cover increases over the cold ocean in winter because new sea ice may form where sea ice break-up occurs. In the Break_Winter locations, both sea ice concentration and sea ice thickness increase during the sea ice growth season compared to the Ctrl run (Figure 6a,c). Therefore, in the subsequent sea ice melt season, it requires more heat to melt the increased sea ice, resulting in a decrease in sea surface temperature in the Break_Winter locations compared to the Ctrl experiment (Figure 9a). In the Break_Summer locations, more sea ice melt in summer, the sea surface temperature increases by absorbing more solar radiation (Figure 9a). In the Mix experiment, wave-induced mixing enhances the exchange of heat and salt between the surface and subsurface layers due to increased mixed layer depth (Figure S1), resulting in increased sea surface temperature during sea ice growth and decreased sea surface temperature in summer (Figure 9b). Likewise, sea surface salinities also have corresponding variations. Figure 9c shows a decrease in sea surface salinity in the Break_Winter locations throughout the year. Whereas, in the Break_Summer locations, there is a decrease in summer and followed by an increase in the following months. Wave-induced mixing increases the sea surface salinity in the Mix_Winter locations all the year and significantly increases it during summer in the Mix_Summer locations (Figure 9d).
Figure 8. Distribution of sea surface temperature in March (a) and September (b) for the Ctrl experiment. (c,d) Same as (a,b), but for sea surface salinity. The magenta line and black line in (a-d) indicate the sea ice concentration of 15% and 80% in the Ctrl experiment, respectively.

Figure 9. (a) Averaged sea surface temperature from the Ctrl (gray) and Break (red) experiments over the Break_Winter (solid line) and Break_Summer (dash line). (b) Averaged sea surface temperature from the Ctrl (gray) and Mix (blue) experiments over the Mix_Winter (solid line) and Mix_Summer (dash line). (c,d) Same as (a,b), but for the sea surface salinity.
To further investigate the dynamics that induced the variations of sea surface temperature and salinity in the Break experiment, we diagnose the temperatures and salinity profiles of the upper 200 m that are averaged over the Break_Winter and Break_Summer locations. Figure 10a shows the temperature profile in the Ctrl experiment in the Break_Summer locations. Due to the melt of sea ice in summer, more heat enters into the ocean and significantly increase the temperatures over the upper 200 m. Wave-induced sea ice breakup decreases the sea ice concentration, which will increase the area of open water and further increases the input of heat fluxes into the ocean. Therefore, compared to the Ctrl experiment, the temperature in the upper 200 m increase in the Break_Summer, particularly in the upper 50 m (Figure 10c). In the Break_Winter locations, the temperature is very low and uniform in the upper 200 m in winter (Figure 10b). As discussed in Section 3.1, wave-induced sea ice break-up increases the sea ice concentration because the broken sea ice may refreeze in the areas where the sea surface temperature is lower than the freezing temperature. The refrozen of sea ice hinders ocean heat loss during the cold winter season, leading to a minor increase of temperature in the subsurface layer in the Break_Winter locations in winter (Figure 10d). However, more heat is required to melt the increased sea ice during the summer season, resulting in a decrease in temperature in the following month (Figure 10d). Figure 10e shows a low salinity core in the upper 20 m in the Break_Summer locations, which results from the melt of sea ice. The break-up of sea ice accelerates the ice melt in summer, therefore, there is more fresh water in the surface ocean. As the freezing point is much lower in low salinity water, these fresh water refreezes in the Break_Summer locations during the ice growth season. Then, more salt is ejected back into the ocean, increasing the salinity of the surface water, as shown by a high salinity core (Figure 10g). In the Break_Winter locations, the upper ocean is covered by high salinity water that is larger than 33.0 (Figure 10f). As shown in Figures 5a and 8c, the Break_Winter locations are surrounded by much higher salinity water in the ice-free ocean. The increase of sea ice cover may impede the high salinity water flow into the Break_Winter locations, therefore, we can see a decrease of salinity in the upper 200 m, which is enhanced in the upper 50 m (Figure 10h). The freezing temperature in low salinity water is also lower, facilitating the increase in sea ice thickness (Figure 6c).

Figure 10. (a,b) indicates the temperature profile in the upper 200 m averaged over the Break_Summer and Break_Winter in the Ctrl experiment, respectively. (c,d) indicates the differences in temperature profile between Break and Ctrl in the upper 200 m averaged over the Break_Summer and Break_Winter, respectively. (e–h) Same as (a–d), but for salinity.
Figure 11 shows the effects of wave-induced mixing on the temperature and salinity profile in the upper 200 m over the Mix_Winter and Mix_Summer locations. We identify a warm water column in the upper 200 m in the Mix_Summer locations in summer (Figure 11a). The effects of wave-induced mixing, however, differ from those of wave-induced sea ice break-up. Surface wave mixing captures heat from the solar-warmed surface and mixes it into the deeper mixed layer in summer [17,63], increasing the mixed layer depth (Figure S1) and further enhancing the heat and fresh fluxes exchange between the surface and subsurface layer. Accordingly, there is a cooling of the ocean surface in the upper 20 m and an increase in ocean heat content under 20 m in summer compared with the Ctrl experiment (Figure 11c). The cooling of the surface ocean reduces the sea ice melt and thereby increases sea ice concentration in the Mix_Summer locations. In winter, the surface ocean is much cooler in the upper 30 m than the subsurface because of the loss as conductive (Figure 11b). Surface wave mixing takes the subsurface warm water into the surface ocean, increasing the ocean surface temperature and decreasing the subsurface temperature compared with the Ctrl experiment (Figure 11d). The warming of the surface ocean impedes the formation of new ice, decreasing the sea ice concentration in the Mix_Winter. The ocean in the upper 20 m in the Mix_Summer locations is covered by fresh water due to summer sea ice melt (Figure 11e). The surface wave mixes the fresh water downward into the subsurface, producing an increase of salinity in the surface ocean and a decrease of salinity in the subsurface (Figure 11g). The cold and saline surface ocean make the sea ice in the Mix_Summer locations more difficult to melt in summer. During the winter season, the vertical distribution of salinity in the Mix_Winter is very uniform in the ice-covered area, therefore, the contribution of wave-induced mixing on salinity is limit (Figure 11f,h). During the sea ice melt season, the differences of salinity between the surface and subsurface layers are obvious in the Mix_Winter locations. In this case, the surface wave also mixes the water column in the upper 100 m (Figure 11h).

**Figure 11.** (a,b) indicates the temperature profile in the upper 200 m averaged over the Mix_Summer and Mix_Winter in the Ctrl experiment, respectively. (c,d) indicates the differences in temperature profile between Mix and Ctrl in the upper 200 m averaged over the Mix_Summer and Mix_Winter, respectively. (e–h) Same as (a–d), but for salinity.
4. Discussion

Similar to many ice models [85], our results exhibit biases in sea ice cover between our model simulations and observations. As our objective is to investigate the impact of waves on sea ice evolution, similar to those of Liang and Losch [13] and Moorman et al. [86], here we conducted sensitivity experiments. Our results are based on analyzing the differences between the sensitivity Break and Mix experiments and the Ctrl experiment, which are almost independent of the model biases, as shown by Figure 5. Hence, the model biases have a negligible effect on the conclusion of our qualitative study.

Previous studies explored the wave-induced mixing on Antarctic sea ice in an ice-ocean coupled model [17]. Waves are considered as external forcing and are taken from a wave hindcast from the WAVEWATCH III model. Under these circumstances, sea ice concentration biases between the ice model and the wave model may produce gaps or overlaps in some areas between the ice data and wave data. However, this has not been taken into account here. If the sea ice model overestimates the sea ice concentration, wave energy will remain in the ice-covered areas. To remove these artificial wave effects, both the wave-induced sea ice break-up and mixing are constrained within the MIZ in this study. It is noted that sea ice break-up events do not occur in the whole MIZ region (Figure S2), indicating that this approach may effectively remove artificial wave effects. An underestimation of sea ice concentration in the ice model will reduce the wave effects because there are no wave data in the areas where the artificial lower sea ice concentration exists. A fully coupled ice-ocean-wave model will remove the gaps and overlaps between wave and ice models, which needs to be developed in our future work but is outside the scope of this study.

In this study, the wave-induced mixing and wave-induced sea ice break up are two independent sensitivity experiments. In the wave-induced mixing experiment, we do not consider wave-induced sea ice break up. Similarly, we do not consider wave-induced mixing in the wave-induced sea ice break up experiment. These setups are commonly used to investigate the independent effect of each sensitivity experiment. In our parameterization, an extra term \( P_W \) was introduced to include the wave-induced mixing. While wave propagates into the MIZ, \( H_s \) decays exponentially with distance from the sea ice edge [87], resulting in a significant decrease in \( P_W \) in the ice-covered area. The wave-induced mixing parameterization does not depend on ice-cover. Full details about the parameterization of \( P_W \) can be found in Ghantous and Babanin [61], and its application of wave-induced mixing on Antarctic sea ice simulation can be found in Thomas et al. [17].

Wave-induced sea ice break-up and mixing play different roles in affecting the sea ice evolution. In winter, wave-induced sea ice break-up increases sea ice cover, however, wave mixing impedes sea ice formation. In summer, they operate in the opposite direction. How much improvement they can make on sea ice simulation results highly depends on the biases of sea ice extent between the ice model and the observations. If the ice model overestimates sea ice extent all the year [17], wave-induced mixing will reduce the bias during ice formation season because wave mixing increases the temperature in the surface ocean that retards the sea ice increase. In this study, the ROMS-Budgell model underestimates sea ice extent in winter and produces more sea ice than observed during summer. Therefore, we can see an improvement in the Break experiment, whereas wave-induced mixing amplifies the biases between the model simulation and observations. As shown in Roach et al. [88] and Shu et al. [85], large uncertainties exist in the Coupled Model Intercomparison Project Phase 6 (CMIP6). The CMIP6 models overestimate interannual variability at the winter maximum but underestimate summer sea ice area in the Antarctic [88], and were unable to reproduce the faster decline of Arctic sea ice extent in summer [85]. This study introduces two methods to directly include the wave effects into the climate models, which in turn will act to reduce the model biases and improve the sea ice simulation.
5. Conclusions

In this study, we have investigated the wave effects on the Arctic sea ice simulation using a high-resolution coupled ice-ocean model. Two independent parameterizations are implemented to represent the wave-induced sea ice break-up and mixing. The inclusion of these parameterizations shows a notable impact on both Arctic sea ice extent and volume with different dynamical mechanisms. During the sea ice growth, heat is lost from the ocean to the atmosphere, reducing the temperature of the surface ocean. If sea ice break-up occurs in the areas with sea surface temperature lower than the freezing temperature, the exposed ocean will refreeze again to increase the ice-covered area. Our results show that wave-induced sea ice break-up increases both the sea ice concentration and thickness in the Bering Sea, the Baffin Sea and the Barents Sea. Wave-induced vertical mixing takes the subsurface heat upward to warm the surface ocean, decelerating the sea ice formation in the Barents Sea. During the sea ice melt season, the ocean absorbs solar radiation from the atmosphere to increase the sea surface temperature. In the Chukchi Sea and the East Siberian Sea, both sea ice concentration and thickness significantly decrease as the wave-induced sea ice break-up increases the heat fluxes input from the atmosphere into the ocean. In the Mix experiment, waves mix the surface heat into the subsurface layer, decelerating the sea ice melt in the Chukchi Sea and the East Siberian Sea. As such, these processes play opposite roles in sea ice evolution. Because our model underestimates sea ice extent in winter and produces more sea ice in summer, the biases between model simulations and observation become larger due to the wave-induced mixing. However, we can find an obvious improvement in sea ice simulation due to the wave-induced sea ice break-up in the Break experiment.

In the coupled ice-ocean model, we have also examined the wave effects on the ocean. In the Break experiment, sea ice break-up increases the area of open water and sea ice melt in summer, increasing the temperature and decreasing the salinity in the upper ocean. In winter, the refreeze of sea ice decelerates the loss of heat from the ocean to the atmosphere and also impedes the high salinity water flow into the ice-covered ocean. In the Mix experiment, our results show that wave-induced mixing plays an important role in the exchange of heat and freshwater fluxes between the surface layer and subsurface layer. In summer, the surface ocean in the upper 20 m cools and becomes saltier because of the wave-induced mixing, followed by the warmer and fresher water below this layer. In winter, the subsurface warm water is taken into the surface ocean by the surface wave mixing, leading to a warmer surface and cooler subsurface. Both the wave-induced sea ice break-up and mixing have notable impacts on the upper 200 m ocean.

Our results suggest that the inclusion of wave-induced sea ice break-up and mixing significantly affects the sea ice simulation in the MIZ. The improvements of including wave parameterizations on sea ice simulation results are highly related to the sea ice extent biases between the ice model and the observations. We also reveal the dynamics of wave effects on the surface ocean in the Arctic Ocean, associated with sea ice evolution. This study provides two independent parameterizations to reduce the model bias by including the wave effects in the sea ice simulation, with important implications for the future sea ice model development.
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Appendix A

Taylor diagram provides a concise statistical summary of how closely the model patterns match observations [89] in terms of their correlation coefficients (R), their centered root mean square errors (CRMSE), their standard deviations (STD). The statistics that appeared on the Taylor diagram can be normalized by the standard deviation of the corresponding observations, which has been widely used in the model evaluation [80–93]. In the normalized Taylor diagrams, R, CRMSE and STD are given below:

\[
R = \frac{\frac{1}{N} \sum_{n=1}^{N} (f_n - \bar{f})(r_n - \bar{r})}{\sqrt{\sum_{n=1}^{N} (f_n - \bar{f})^2 \sum_{n=1}^{N} (r_n - \bar{r})^2}} \quad (A1)
\]

\[
CRMSE = \sqrt{\sum_{n=1}^{N} \left( f_n - \bar{f} - (r_n - \bar{r}) \right)^2} \quad (A2)
\]

\[
STD = \frac{\sqrt{\sum_{n=1}^{N} (f_n - \bar{f})^2}}{\sqrt{\sum_{n=1}^{N} (r_n - \bar{r})^2}} \quad (A3)
\]

where \( \bar{f} \) and \( \bar{r} \) are the mean values of the model simulation \( f \) and the observation \( r \) with a sample size of \( N \), respectively.
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