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Abstract

We construct zero-temperature geometries that interpolate between a Lifshitz fixed point in the UV and an IR phase that breaks spatial rotations but preserves translations. We work with a simple holographic model describing two massive gauge fields coupled to gravity and a neutral scalar. Our construction can be used to describe RG flows in non-relativistic, strongly coupled quantum systems with nematic order in the IR. In particular, when the dynamical critical exponent of the UV fixed point is $z = 2$ and the IR scaling exponents are chosen appropriately, our model realizes holographically the scaling properties of the bosonic modes of the quadratic band crossing model.
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1. INTRODUCTION

The past few years have seen increasing efforts to apply the tools of holography to probe condensed matter systems that are strongly coupled and typically poorly understood. The goal of this program is to provide qualitative as well as quantitative insights into the unconventional behavior of such systems, and in particular into their dynamical properties, which are challenging to probe using traditional techniques. As a result, we have seen the emergence of novel gravitational solutions – often encoding a number of broken symmetries – which mirror the rich structure of quantum phases familiar to the condensed matter community. Within this holographic program, geometries that break translations (and sometimes rotations) have received much attention recently. In fact, the breaking of translational invariance (as a way to incorporate lattice effects) has been recognized as a crucial ingredient for achieving a more realistic description of the conductive behavior of strongly correlated electron systems (see e.g. [1–8]).

On the other hand, a gravitational description of the nematic phase, in which spatial rotations are the broken symmetries, has been largely unexplored. In particular, the question of how to obtain such phases in the infrared (IR) via renormalization group (RG) flow from a non-relativistic fixed point in the ultraviolet (UV) is still open. In this paper we would like to use the tools of holography to describe quantum systems which exhibit Lifshitz scaling in the UV, where they are rotationally and translationally invariant, and flow to a phase in the IR which breaks spatial rotations. If the latter phase has orientational order but no directional order (i.e., opposite directions are equivalent), it describes a system which is nematic. The order parameter for a nematic phase is a director, a symmetric traceless tensor. Nonetheless, a vector $v^a$ can also be used to describe a nematic, provided that its two possible directions $v^a$ and $-v^a$ are identified. We will engineer the RG flows we are after by considering a simple phenomenological model in which gravity is coupled to two massive abelian gauge fields and a neutral scalar, with the latter settling to a constant at the endpoints of the flow. Our model has a global $Z_2$ symmetry and therefore respects the 180° rotational invariance crucial for nematics. However, upon developing a vacuum expectation value, the gauge field $\tilde{A}$ responsible for generating the spatial anisotropy in the IR can spontaneously break the $Z_2$ symmetry – a simple reflection of the fact that it is a vector and not a director. Thus, to ensure the absence of directional order, we will require $\tilde{A}$ to live on $\mathbb{R}^2/Z_2$, where $\mathbb{R}^2$ denotes the spatial directions $x, y$ of the QFT. In turn this will restrict the order parameter to live on $U(1)/Z_2$, as desired for a nematic phase.

The concept of nematic ordering, which preserves the translational symmetry but breaks spontaneously the rotational symmetry down to two-fold, was originally developed in the study of finite-temperature thermal phase transitions in classical liquid crystals [9]. Later it was discovered that quantum phases and quantum phase transitions with the same symmetry breaking pattern can also arise at zero temperature in strongly correlated electronic systems [10,13]. These quantum nematic phases have been observed in a wide range of materials and are proposed to be the key to understand important properties of systems including high temperature superconductors [14–18], bilayer ruthenates [19,20], Fe-based superconductors [21], two-dimensional electron gases [22], fractional quantum Hall systems [23], and doped manganites [24]. Therefore, it is a valuable avenue to explore within the context of holography.

---

1 We are grateful to Sean Hartnoll for bringing this point to our attention.
The construction of our paper applies generically to $2 + 1$ dimensional QFTs which exhibit the following Lifshitz symmetry in the UV,

$$t \to \lambda^z t, \quad x_i \to \lambda x_i,$$

with $x_i = \{x, y\}$ denoting the two spatial dimensions, while in the IR exhibit the scaling

$$t \to \lambda^q t, \quad x \to \lambda^p x, \quad y \to \lambda^q y.$$

In holography, Lifshitz fixed points can be geometrized by using a metric of the form

$$ds_{UV}^2 = -r^{2z} dt^2 + \frac{dr^2}{r^2} + r^2 (dx^2 + dy^2),$$

which is invariant under (1.1) as long as we scale $r \to \lambda^{-1} r$, and reduces to $AdS_4$ when $z = 1$. Similarly, (1.2) can be realized geometrically by choosing

$$ds_{IR}^2 = -r^{2q} dt^2 + \frac{dr^2}{r^2} + r^{2p} dx^2 + r^{2q} dy^2,$$

which is clearly invariant under (1.2), again provided that $r \to \lambda^{-1} r$. Note that it preserves translations along the boundary directions $\{t, x, y\}$, but breaks spatial rotations, unlike (1.3), due to the different scaling of the $x$ and $y$ coordinates. By appropriately choosing the potential for the scalar field in our model, we will construct RG flows connecting the UV fixed point (1.1) to IR phases described by (1.2). We will focus in particular on the values $z = 2, p = 2, q = 3$, and construct a domain-wall solution which interpolates between (1.3) and (1.4).

While our setup is general enough to encompass flows to a variety of nematic phases, in this paper we would like to focus on applying it to a specific setting, namely that of the quadratic band crossing model. Indeed, as we will describe in detail in Section 2 the bosonic modes of the quadratic band crossing model exhibit interesting and quite non-trivial scalings depending on the energy scale of the physics that is being probed. At the UV fixed point, both bosonic and fermionic modes obey the Lifshitz symmetry (1.1), with the value of the dynamical critical exponent given by $z = 2$. In the IR, however, the (strong) interactions between the fermions and the bosons change the dynamics – and the scalings – of the latter. In particular, after integrating out the effects of the fermionic degrees of freedom, one finds that the bosonic modes scale according to (1.2), with the specific exponents given by $p = 2$ and $q = 3$ according to a one-loop self-energy correction. Thus, our holographic setup provides a first step towards describing the physics of the quadratic band crossing model, although we emphasize that it has broader applicability to IR nematic phases more generally. Finally, while in this paper we have used a massive vector field to break spatial rotations in the IR (and required it to live on $\mathbb{R}^2/\mathbb{Z}_2$ to describe nematic order), we may also make a more general choice for the matter content of the bulk theory so that the order parameter is a director. We leave this to future work [25].

The outline of the paper is as follows. Section 2 discusses the quadratic band crossing model and in particular the scaling of its bosonic modes. Section 3 contains our holographic model and the structure of perturbations about the IR and UV fixed points. In Section 4 we construct numerically a domain-wall solution interpolating between the two fixed points, focusing on $z = 2, p = 2, q = 3$. We conclude in Section 5 with final remarks.
2. THE QUADRATIC BAND CROSSING MODEL

For electrons in a solid, two different energy bands may share the same energy at certain momentum points, which are known as band crossing points. A famous example of this type is graphene, in which two bands touch each other at the \textit{K} and \textit{K}' point of the Brillouin zone. Near these two band crossing points, the energies of the two bands scale linearly with the momentum, \( \omega \propto \pm |q| \), where the momentum \( q \) is measured from a band crossing point. There, the low-energy physics is described by the Dirac theory with dynamical critical exponent \( z = 1 \), and the band crossing point is referred to as a Dirac point. In addition to Dirac points, band crossing points with higher values of \( z \), e.g. \( z = 2 \), also exist. A 2+1 dimensional example can be found in bilayer graphene, a stack of two graphene layers, which has been experimentally realized and studied (see for example Refs. \cite{26,28} and references therein). Such a \( z = 2 \) band crossing point is known as a quadratic band crossing point.

A quadratic band crossing point can be described by a two-component fermion spinor, \( \Psi = (\psi_1, \psi_2) \). In 2 + 1 dimensions, the action takes the following form

\[
S = \int \text{d}r \text{d}t \bar{\Psi}\left[\gamma_0 (i\partial_0 + t_0 \nabla^2) + \gamma_1 t_1 (\partial_x^2 - \partial_y^2) + \gamma_2 (2\partial_x \partial_y)\right]\Psi, \tag{2.1}
\]

where \( t_0 \) and \( t_1 \) are two control parameters; \( \bar{\Psi} = \Psi^\dagger \gamma_0 \) and

\[
\gamma_0 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \gamma_1 = \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}, \quad \gamma_2 = \begin{pmatrix} -i & 0 \\ 0 & i \end{pmatrix}, \quad \gamma_3 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \tag{2.2}
\]

are the 2 + 1 dimensional \( \gamma \)-matrices. For band crossing points in a solid, \( t_0 \) and \( t_1 \) can take arbitrary values. Here we assume that the system preserves the charge conjugation symmetry (particle-hole) and is invariant under SO(2) space rotations. These two symmetries uniquely fix the control parameters \( t_0 = 0 \) and \( t_1 = 1 \) and fully determine the quadratic terms in the action

\[
S_{\text{fermion}} = \int \text{d}r \text{d}t \bar{\Psi}\left[i\partial_0 \gamma_0 + \gamma_1 (\partial_x^2 - \partial_y^2) + \gamma_2 (2\partial_x \partial_y)\right]\Psi. \tag{2.3}
\]

In the absence of interactions, it is easy to realize that this fermion has a quadratic dispersion relation \( \omega = \pm k^2 \), indicating that \( z = 2 \).

To describe interactions, we couple this fermion to bosonic modes. As shown in Ref. \cite{29}, to leading order this fermion can be coupled with four different bosonic modes \( \Phi_i, i = 0, 1, 2, \) and 3,

\[
S_{\text{couplings}} = \sum_{i=0}^{3} g_i \int \text{d}r \text{d}t \bar{\Phi}_i \Psi_i \gamma_i \Psi, \tag{2.4}
\]

where the \( g_i \)'s are the coupling constants. To ensure that the action is local, \textit{i.e.} that there is no long-range interaction between fermions, we require the boson modes to be gapped. Without loss of generality, the gap can be set to unity

\[
S_{\text{bosons}} = -\sum_{i=0}^{3} \int \text{d}r \text{d}t \bar{\Phi}_i^2. \tag{2.5}
\]

\footnote{This system is a marginal case between a metal and an insulator. Although the fermionic modes are gapless in analogy to a metal, due to the zero fermion density there is no Fermi surface. As shown below, the absence of a Fermi surface greatly simplifies the RG analysis.}
Here we ignore terms with derivatives in $S_{bosons}$, because they are less relevant in the IR. For the action $S = S_{fermion} + S_{bosons} + S_{couplings}$, dimension counting indicates that the system is scaling invariant with $z = 2$, i.e. $[q_x] = [q_y] = 1$, $[\omega] = 2$, $[\Psi] = 1$, $[\Phi_i] = 2$, and $[g_i] = 0$. The fact that $[g_i] = 0$ implies that the couplings are marginal at tree level. To go beyond tree level, we first integrate out the bosons, which results in a four-Fermi interaction

$$ S = -g \int d\tau dt \bar{\psi}_1 \psi_1^\dagger \bar{\psi}_2 \psi_2, \quad (2.6) $$

with $g = (g_0^2 - g_1^2 - g_2^2 - g_3^2)/2$. A one-loop RG calculation has revealed that this interaction is marginally irrelevant in the IR if $g < 0$ (attractive) and marginally relevant for $g > 0$ (repulsive)

[29].

Here we focus on the $g > 0$ regime. In the UV, because the coupling scales down to zero, the scaling law is dictated by dimension counting and thus we find $z = 2$ (for both bosons and fermions). In the IR, however, the interaction grows to infinity, and a phase transition will take place. Among the four bosonic modes, $\Phi_0$ describes the charge fluctuations and the other three bosonic modes are order parameters for various symmetry breaking phases. If $\Phi_3$ obtains a nonzero expectation value, the fermion gets a finite mass and becomes gapped, $\omega = \pm \sqrt{\langle \Phi_3 \rangle^2 + k^2}$. This phase breaks spontaneously the time-reversal symmetry and is a topologically nontrivial quantum Hall insulator. The other two modes, $\Phi_1$ and $\Phi_2$, form an $l_z = 2$ representation of the rotational group $SO(2)$. They give the order parameter of a nematic phase. If $\sqrt{\langle \Phi_1 \rangle^2 + \langle \Phi_2 \rangle^2}$ is nonzero, the $SO(2)$ rotational symmetry is broken spontaneously down to $Z_2$, i.e. only the 180° rotation remains a symmetry operation. For $g > 0$, whether the time-reversal or the rotational symmetry will be broken in the IR is determined by microscopic details. Mean-field analysis for some lattice models indicates that the gapped topological insulator phase is favored at small $g$, while strong coupling (large $g$) favors the nematic phase [29].

To better understand the nematic phase, without loss of generality we examine a case with $\langle \Phi_1 \rangle > 0$ and $\langle \Phi_2 \rangle = 0$. It is easy to realize that here the massless Goldstone fluctuation is described by $\Phi_2$. To quadratic order, the action of the fermions becomes

$$ S_{fermion} = \int d\tau dt \bar{\Psi} [i \partial_0 \gamma_0 + \gamma_1 (\partial_x^2 - \partial_y^2 + \langle \Phi_1 \rangle) + \gamma_2 (2 \partial_x \partial_y)] \Psi. \quad (2.7) $$

This action contains two Weyl fermion points at momenta $k_+ = (0, \sqrt{\langle \Phi_1 \rangle})$ and $k_- = (0, -\sqrt{\langle \Phi_1 \rangle})$. If we go to momentum space and expand the action near either of these two momentum points, a Weyl fermion action is obtained

$$ S_{fermion} = \int d\mathbf{q} d\omega \bar{\Psi} [\gamma_0 \omega \pm c (\gamma_1 q_y - \gamma_2 q_x)] \Psi + O(q_x^2, q_y^2), \quad (2.8) $$

where $q_x$ and $q_y$ are measured from either of the two Weyl points $k_+$ or $k_-$, and the speed of light $c$ is determined by the order parameter $c = 2 \sqrt{\langle \Phi_1 \rangle^2 + \langle \Phi_2 \rangle^2}$. In summary, in the nematic phase the quadratic band crossing point at $\mathbf{k} = \mathbf{0}$ splits into two Weyl points at $k_+$ or $k_-$, and the direction along which they split is determined by spontaneous symmetry breaking (for the case that we considered here, the splitting is along the $y$ axis). Because these two Weyl points are related by space inversion, they combine together and form a Dirac fermion with $z = 1$, in analogy to the Dirac fermion in graphene. In this nematic phase, the fermionic mode has $z = 1$ at low energy and the reduction from $z = 2$ in the UV to $z = 1$ in the IR cures the instability.
Although the fermionic mode has \( z = 1 \), the low-energy boson modes in the nematic phase show different and interesting scaling relations. Here, we write down a phenomenological action for the Goldstone mode \( \Phi_2 \) by including all terms allowed by symmetry. To leading order, the action takes the form

\[
S_{\Phi_2} = \int d\tau dt \left[ \alpha_0 (\partial_t \Phi_2)^2 - \alpha_1 (\partial_x \Phi_2)^2 - \alpha_2 (\partial_y^2 \Phi_2) \right],
\]

(2.9)

where the \( \alpha \)'s are three control parameters. A key difference between this action and the one shown in Eq. (2.5) lies in the fact that here \( \Phi_2 \) is gapless. This is because it is a Goldstone mode in the nematic phase. In the absence of the mass term, terms with derivatives become important and can no longer be ignored. Because \( \Phi_2 \) is coupled to the fermionic modes \( \Psi \), the fermions will introduce self-energy corrections and modify the dynamics of the \( \Phi_2 \) mode as we integrate out the fermionic degrees of freedom. At low energies, we can treat the fermionic mode as a Dirac mode as shown above. Within this approximation, the one-loop self-energy correction is

\[
\Pi^{(2,2)}(q, \omega) = \frac{1}{8c^2} \frac{c^2 q_y^2 - \omega^2}{\sqrt{c^2 q_x^2 + c^2 q_y^2 - \omega^2}},
\]

(2.10)

and thus the effective theory for the \( \Phi_2 \) mode is

\[
S_{\text{eff}} = \int d\mathbf{q} d\omega \left( \alpha_0 \omega^2 - \alpha_1 q_x^2 - \alpha_2 q_y^2 - \frac{1}{8c^2} \frac{c^2 q_y^2 - \omega^2}{\sqrt{c^2 q_x^2 + c^2 q_y^2 - \omega^2}} \right) \left| \Phi_2(\mathbf{q}, \omega) \right|^2.
\]

(2.11)

In the IR, the self-energy correction dominates over the \( \alpha_0 \omega^2 \) and \( \alpha_2 q_y^2 \) terms in the original action and thus significantly changes the scaling behavior of the Goldstone mode. In the limit \( q_x \gg q_y, \omega \), we have \( \alpha_0 \omega^2 - \alpha_1 q_x^2 - \alpha_2 q_y^2 \sim -\alpha_1 q_x^2 \) and \( c^2 q_x^2 + c^2 q_y^2 - \omega^2 \sim c^2 q_x^2 \), and thus the effective action becomes

\[
S_{\text{eff}} = \int d\mathbf{q} d\omega \left( \frac{1}{8c^3} \frac{\omega^2 - c^2 q_y^2}{|q_x|} - \alpha_1 q_x^2 \right) \left| \Phi_2(\mathbf{q}, \omega) \right|^2.
\]

(2.12)

Note that this action is scale invariant under

\[
q_x \to \lambda^p q_x, \quad q_y \to \lambda^q q_y \quad \text{and} \quad \omega \to \lambda^r \omega,
\]

(2.13)

if we also scale the field \( \Phi_2 \) accordingly.

It is worthwhile to emphasize that although the above scaling law is based on a one-loop self-energy calculation, the structure of the scaling relation may be more universal. For a Dirac system with \( SO(2,1) \) symmetry, the self-energy correction \( \Pi^{(2,2)} \) must be invariant under \( SO(1,1) \) rotations, i.e. Lorentz boost for \( t \) and \( y \), and thus \( \omega \) and \( q_y \) are expected to have the same scaling behavior. Therefore, in the strong coupling limit, one may expect the scaling relation

\[
q_x \to \lambda^p q_x, \quad q_y \to \lambda^q q_y \quad \text{and} \quad \omega \to \lambda^r \omega,
\]

(2.14)

although the values of \( p \) and \( q \) may deviate from the one-loop result. Next, we will examine how such scalings can be realized geometrically, using holography.
3. THE HOLOGRAPHIC MODEL

We are interested in building a model which will admit a zero-temperature flow from a non-relativistic UV fixed point described by (1.1) to an IR fixed point in which spatial rotations are broken, described by (1.2). Geometrically, this entails finding domain-wall solutions that connect (1.3) in the UV to (1.4) in the IR. Before introducing the particular model we will be working with, we would like to remind the reader that both (1.3) and (1.4) are exact solutions to the theory of a massive abelian $U(1)$ gauge field coupled to gravity [33, 34],

$$S = \int d^4x \sqrt{-g} \left( R - \frac{1}{4} F^2 - \frac{1}{2} W A^2 - V \right), \quad (3.1)$$

where $W$ and $V$ are constant. In particular, the Lifshitz metric (1.3) can be supported by (3.1) when the gauge field is purely electric and is given by

$$A_\mu = (A_1 r^z, 0, 0, 0), \quad (3.2)$$

with $A_1^2 = 2(z - 1)/z, W = 2z$ and $V = -(4 + z + z^2)$. On the other hand, the IR metric (1.4) is an exact solution to (3.1) when the gauge field is oriented along the $x$ direction,

$$A_\mu = (0, 0, A_2 r^p, 0), \quad (3.3)$$

and the remaining parameters are related via $A_2^2 = 2(q - p)/p, W = 2pq$ and $V = -(4q^2 + p^2 + pq)$. Domain-wall solutions interpolating between different Lifshitz geometries, or between Lifshitz and AdS, have been constructed in a number of setups, typically involving gravity coupled to a massive $U(1)$ gauge field – and sometimes a scalar – and their generalizations (see e.g. [33, 35–37]). As a concrete example, flows of this type can be obtained (see e.g. [36]) in simple phenomenological models of the form

$$\mathcal{L} = R - \frac{1}{2} (\partial \phi)^2 - \frac{1}{4} F^2 - V(\phi) - W(\phi) A^2, \quad (3.4)$$

in the presence of a background electric field $A = A_t(r)dt$.

Here, however, we are also interested in breaking spatial rotations in the IR, where we want the geometry to be described by (1.4), with different spatial directions exhibiting distinct scalings. To this end, a simple way to generalize the model (3.4) is to add a second massive gauge field $\tilde{A}$. Thus, we take our working model to be of the form

$$\mathcal{L} = R - \frac{1}{2} (\partial \phi)^2 - \frac{1}{4} Z F^2 - \frac{1}{2} W(\phi) A^2 - \frac{1}{4} \tilde{Z} \tilde{F}^2 - \frac{1}{2} \tilde{W}(\phi) \tilde{A}^2 - V(\phi), \quad (3.5)$$

with $F = dA$ and $\tilde{F} = d\tilde{A}$, and the gauge fields $A$ and $\tilde{A}$ chosen so that

$$A_\mu = (A_t(r), 0, 0, 0), \quad \tilde{A}_\mu = (0, 0, A_x(r), 0). \quad (3.6)$$

They will dominate the geometry in the UV and IR, respectively, where they will become $A_t^{UV} \propto r^z$ and $A_x^{IR} \propto r^p$, generating a Lifshitz solution at high energies and one with broken spatial rotations in the opposite, low-energy regime. The scalar potential $V$ (or more precisely, the effective scalar potential $V_{eff}(\phi) = V(\phi) + \frac{1}{2} W(\phi) A^2 + \frac{1}{2} \tilde{W}(\phi) \tilde{A}^2$) will be chosen to drive the scalar field to constant
values in the IR and UV, \( \phi = \{ \phi_{IR}, \phi_{UV} \} \). Finally, we will be interested in solutions described by a diagonal metric,

\[
ds^2 = -f(r)dt^2 + \frac{dr^2}{r^2} + g_1(r)dx^2 + g_2(r)dy^2,
\]

(3.7)

where the two functions \( g_1(r) \) and \( g_2(r) \) will not generically be the same, in order to allow for the breaking of rotational symmetry at low energies.

At this stage we would like to elaborate on the role of the vector field \( \tilde{A}_\mu \) responsible for the absence of spatial rotational symmetry in the IR. As we discussed briefly in the Introduction, a nematic phase has orientational order but no directional order – opposite directions in the \( x, y \) plane are completely equivalent. As a consequence, its order parameter must respect the discrete \( Z_2 \) symmetry (in particular, it must live on \( U(1)/Z_2 \) for the case of two spatial dimensions) and is generically described by a symmetric traceless tensor, \textit{i.e.} a director. While a vector can still be used to describe nematic ordering, in order to do so its direction must be identified with the opposite one.

For our model, this means that the abelian gauge field \( \tilde{A}_\mu \) must live on \( \mathbb{R}^2/Z_2 \) rather than simply \( \mathbb{R}^2 \). One possible way to realize the latter is by gauging the global \( Z_2 \) symmetry of our theory (see \textit{e.g.} \cite{39,40}). We expect that there shouldn’t be obstructions to doing so in the gravity theory, at least from an effective low-energy point of view. Whether this model can be UV completed is of course an important question which we don’t attempt to address here. In fact, it would be more desirable to choose the matter content of the model to reflect more directly the presence of a director, without resorting to using a vector. Nonetheless, the operation of gauging the global \( Z_2 \) would then ensure that the overall sign of the gauge field is not physically observable, and that the order parameter of the IR phase is essentially \( \tilde{A}^2 \). The trick of using the square of a vector to describe nematic order may work best in two spatial dimensions, which is the case we considered here, but fail or be more subtle in higher dimensions. This is because in two spatial dimensions a director and a vector have the same number of degrees of freedom, but this is no longer true in higher dimensions.

Finally, we should note that a spatial vector can be used as the order parameter for a ferromagnetic or a ferroelectric phase. In addition to rotational symmetry breaking, ferromagnetic order also breaks the time-reversal symmetry (the magnetization changes sign under time-reversal symmetry), while nematic or ferroelectric order is invariant under time-reversal. For our gravity setup, if we require the IR phase to preserve the time-reversal symmetry, the gauge field should be restricted to live on \( \mathbb{R}^4/Z_2 \), which implies that our order parameter is in fact a director, instead of a vector, and thus the IR phase is nematic.

With these ingredients in place we will be able to engineer the flow we are after, in which the rotational symmetry is restored in the UV but the system is non-relativistic at every energy scale. While there should be alternative ways to build such systems, this particular model will allow us to work with simple ordinary differential equations, and to easily decouple some of the IR and UV perturbations from the rest, thus simplifying the analysis significantly. Also, at this stage our model is entirely phenomenological. Whether it can be embedded into string theory constructions is an interesting question, but is beyond the scope of our paper. We leave a more extensive analysis of how to engineer IR nematic phases to future work.
3.1. Domain-wall solutions

The equations of motion for our model \((3.5)\) are given by

\[
R_{\mu\nu} = \frac{1}{2} \partial_{\mu} \phi \partial_{\nu} \phi + \frac{W}{2} A_{\mu} A_{\nu} + \frac{\tilde{W}}{2} \tilde{A}_{\mu} \tilde{A}_{\nu} + \frac{Z}{2} F_{\mu\rho} F^{\rho\nu} + \frac{\tilde{Z}}{2} \tilde{F}_{\mu\rho} \tilde{F}^{\rho\nu} + \frac{g_{\mu\nu}}{8} \left[ 4V - Z F^2 - \tilde{Z} \tilde{F}^2 \right],
\]

\[
\frac{1}{\sqrt{-g}} \partial_{\mu} \left( \sqrt{-g} \partial_{\nu} \phi \right) = \frac{1}{2} W' A^2 + \frac{1}{2} \tilde{W}' \tilde{A}^2 + V',
\]

\[
\frac{1}{\sqrt{-g}} \partial_{\mu} \left( \sqrt{-g} Z F^{\mu\nu} \right) = WA',
\]

\[
\frac{1}{\sqrt{-g}} \partial_{\mu} \left( \sqrt{-g} \tilde{Z} \tilde{F}^{\mu\nu} \right) = \tilde{W} \tilde{A}',
\]

where primes denote derivatives with respect to the scalar field. Recall that our metric ansatz is \((3.7)\) and we assumed that the gauge fields have the simple form given in \((3.6)\).

In the IR the geometry is described by the following background solution,

\[
ds^2 = -r^2 q dt^2 + \frac{dr^2}{r^2} + r^2 p dx^2 + r^2 q dy^2,
\]

\[
A_{\mu} = (0, 0, 0, 0), \quad \tilde{A}_{\mu} = (0, 0, r p, 0), \quad \phi = \phi_{\text{IR}},
\]

\[(3.9)\]

provided that the scalar potential \(V(\phi)\) and coupling \(W(\phi)\) obey

\[
V'(\phi_{\text{IR}}) + \frac{1}{2} W'(\phi_{\text{IR}}) = 0, \quad V(\phi_{\text{IR}}) = -4q^2 - p^2 - pq,
\]

\[
(3.10)\]

\[
\tilde{W}(\phi_{\text{IR}}) = 4q(q - p), \quad \tilde{Z} = \frac{2(q - p)}{p}.
\]

Note that since \(A_t\) vanishes to leading order in the IR geometry, the background equations of motion do not constrain the value of \(W(\phi_{\text{IR}})\). For the purpose of describing the quadratic band crossing model we discussed in Section \(2\) we will eventually set \(p = 2\) and \(q = 3\). However, for now we will keep these scalings arbitrary.

In the UV, on the other hand, the background is given by

\[
ds^2 = -r^2 z dt^2 + \frac{dr^2}{r^2} + r^2 dx^2 + r^2 dy^2,
\]

\[
A_{\mu} = (r^z, 0, 0, 0), \quad \tilde{A}_{\mu} = (0, 0, 0, 0), \quad \phi = \phi_{\text{UV}},
\]

\[(3.12)\]

supported by the following

\[
V'(\phi_{\text{UV}}) - \frac{1}{2} W'(\phi_{\text{UV}}) = 0, \quad V(\phi_{\text{UV}}) = -z^2 - z - 4,
\]

\[
W(\phi_{\text{UV}}) = 4(z - 1), \quad Z = \frac{2(z - 1)}{z}.
\]

\[(3.13)\]

\[(3.14)\]

It is now \(\tilde{W}(\phi_{\text{UV}})\) which is not constrained by the background equations of motion, again because \(A_x\) vanishes to leading order in the UV. To satisfy the scaling of the quadratic band crossing model we will eventually need to take \(z = 2\). For generality we will keep \(z\) arbitrary for now. We will also assume that the UV (IR) fixed point is a local maximum (minimum) of the effective potential, \(i.e.\)

\[
V''_{\text{eff}}(\phi_{\text{UV}}) < 0, \quad \text{and} \quad V''_{\text{eff}}(\phi_{\text{IR}}) > 0,
\]

\[(3.15)\]
where \( V_{eff}(\phi) = V(\phi) + \frac{1}{2} A^2 W(\phi) + \frac{1}{2} \tilde{A}^2 \tilde{W}(\phi) \). The scalar field will then roll from the maximum at \( \phi = \phi_{UV} \) to the minimum at \( \phi = \phi_{IR} \). From the first equation in (3.8) it is evident that our domain-wall solutions will satisfy the null energy condition as long as \( W \) and \( \tilde{W} \) stay non-negative during the entire flow, as is true in the case that will be numerically studied in Section 4.

Next, we would like to study the response of the IR and UV geometries to linearized fluctuations, to ensure that we can find a well-behaved RG flow between the two fixed points.

1. IR perturbations

We start by examining the equation of motion for the scalar field,

\[
\Box \phi = \frac{\partial V}{\partial \phi} + \frac{1}{2} A^2 \frac{\partial W}{\partial \phi} + \frac{1}{2} \tilde{A}^2 \frac{\partial \tilde{W}}{\partial \phi}.
\]

(3.16)

Expanding the field in perturbations \( \phi(r) = \phi_{IR} + \delta \phi^{(IR)} \) about its IR value and linearizing (3.16) we find that \( \delta \phi^{(IR)}(r) \) obeys

\[
\left( r^2 \partial_r^2 + r(1 + p + 2q) \partial_r - V''(\phi_{IR}) - \frac{1}{2} \tilde{W}''(\phi_{IR}) \right) \delta \phi^{(IR)}(r) = \tilde{W}^{(IR)}(1) \left( \frac{1}{2} \delta g_{xx}^{IR} - \delta a_x^{IR} \right).
\]

(3.17)

Notice that the scalar perturbation decouples from the metric and gauge field fluctuations \( \delta g_{xx}^{IR} \) and \( \delta a_x^{IR} \) only when \( \tilde{W}^{(IR)} = 0 \). Thus, to simplify the analysis and ensure decoupling we impose

\[
\tilde{W}^{(IR)}(\phi_{IR}) = 0 \quad \Rightarrow \quad V'(\phi_{IR}) = 0,
\]

(3.18)

where the second condition is needed to satisfy the background equations of motion. We emphasize that this restriction on \( \tilde{W}^{(IR)}(\phi_{IR}) \) is purely for convenience and is not required for a solution to exist. Finally, solving (3.17) we have

\[
\delta \phi^{(IR)} = -\frac{1}{r^{\frac{1}{2} p - q + 1}} \frac{V''(\phi_{IR}) + \frac{1}{2} \tilde{W}''(\phi_{IR})}{\sqrt{16 + V''(\phi_{IR}) + \frac{1}{2} \tilde{W}''(\phi_{IR})}}.
\]

(3.19)

When the scaling exponents are given by \( p = 2 \) and \( q = 3 \) the two modes reduce to

\[
\delta \phi^{(IR)} = -\frac{1}{r^{4}} \sqrt{16 + V''(\phi_{IR}) + \frac{1}{2} \tilde{W}''(\phi_{IR})}.
\]

(3.20)

To avoid turning on perturbations which are relevant about the IR fixed point, and which would therefore destabilize it, when constructing RG flow we will choose the mode which vanishes as \( r \to 0 \) and increases towards the boundary, as \( r \to \infty \). The perturbation corresponding to the negative root \( \phi_{-}^{(IR)} \) is always divergent as the IR is approached, and thus needs to be turned off. To ensure that the other perturbation approaches zero as \( r \to 0 \) we need to impose

\[
V''(\phi_{IR}) + \frac{1}{2} \tilde{W}''(\phi_{IR}) \geq 0,
\]

(3.21)

which coincides with the requirement that \( \phi = \phi_{IR} \) is a minimum of the effective scalar potential.

Next, we want to examine the behavior of the gauge field \( A_t = 0 + \delta a_t^{(IR)}(r) \). Since it vanishes to leading order in the IR, its perturbation also decouples from the other fluctuations, and obeys the equation

\[
\left( r^2 \partial_r^2 + r(1 + p) \partial_r - \frac{W(\phi_{IR})}{Z} \right) \delta a_t^{(IR)}(r) = 0,
\]

(3.22)
with solution
\[ \delta a_t^{(IR)}(r) = a^{(IR)}_\pm r^{-\frac{p}{2} + \frac{1}{2} \sqrt{p^2 + 4W(\phi_{IR})/Z}}. \] 
(3.23)

When \( p = 2 \) this reduces to
\[ \delta a_t^{(IR)}(r) = a^{(IR)}_\pm r^{-1} \sqrt{1 + W(\phi_{IR})/Z}. \] 
(3.24)

Thus, the scaling behavior of \( A_t \) near the origin is controlled by the parameter \( W(\phi_{IR}) \), which is not specified by the background equations of motion. Again, the perturbation corresponding to the negative root is always divergent in the IR. The positive root corresponds to an irrelevant perturbation (growing towards the UV) provided that \( W(\phi_{IR})/Z > 0 \).

The remaining perturbations, involving the metric and the \( A_x \) gauge field, are all coupled to each other. We will assume that they have an IR expansion of the form
\[ g_{tt} = r^{2q} \left( 1 + \delta g_{tt}^{(IR)} \right), \quad \text{with} \quad \delta g_{tt}^{(IR)} = \alpha_1 r^\alpha, \] 
(3.25)
\[ g_{xx} = r^{2p} \left( 1 + \delta g_{xx}^{(IR)} \right), \quad \text{with} \quad \delta g_{xx}^{(IR)} = \alpha_2 r^\alpha, \] 
(3.26)
\[ g_{yy} = r^{2q} \left( 1 + \delta g_{yy}^{(IR)} \right), \quad \text{with} \quad \delta g_{yy}^{(IR)} = \alpha_3 r^\alpha, \] 
(3.27)
\[ \tilde{A}_x^{(IR)} \sim r^p \left( 1 + \delta a_x^{(IR)} \right), \quad \text{with} \quad \delta a_x^{(IR)} = \alpha_4 r^\alpha, \] 
(3.28)

where we have left \( g_{rr} = 1/r^2 \) untouched.

Solving for the scaling exponent \( \alpha \) and the \( \alpha_i \) coefficients we find the following:

1. a constant mode (\( \alpha = 0 \)) with:
\[ \alpha_2 = 2\alpha_4 \quad \text{and} \quad \alpha_1, \alpha_3, \alpha_4 \text{ free}; \] 
(3.29)

2. a mode which scales with \( \alpha = -p - 2q \) and has
\[ \alpha_1 = \alpha_2 - \alpha_3, \quad \alpha_4 = \frac{p^2 + pq + 4q^2}{4q(q - p)} \alpha_2 \quad \text{and} \quad \alpha_2, \alpha_3 \text{ free}. \] 
(3.30)

This mode always diverges as the IR is approached (it is relevant) under the assumption that \( p \) and \( q \) are positive, and therefore needs to be discarded.

3. a mode which scales with \( \alpha = -\frac{1}{2} p - q + \frac{1}{2} \sqrt{9p^2 + 20q^2 - 20pq} \) and has
\[ \alpha_1 = \alpha_3, \quad \alpha_2 = \frac{5p - 2q + \sqrt{9p^2 + 20q^2 - 20pq}}{4q - 3p - \sqrt{9p^2 + 20q^2 - 20pq}} \alpha_3 \] 
\[ \alpha_3 = \left( \frac{q - p}{p} \right) \frac{-4q + 3p + \sqrt{9p^2 + 20q^2 - 20pq}}{-5q + 2p + \sqrt{9p^2 + 20q^2 - 20pq}} \alpha_4 \quad \text{and} \quad \alpha_4 \text{ free}; \] 
(3.31)

This mode is irrelevant provided that \( \sqrt{9p^2 + 20q^2 - 20pq} > p + 2q \).

4. a mode which scales as \( \alpha = -\frac{1}{2} p - q - \frac{1}{2} \sqrt{9p^2 + 20q^2 - 20pq} \) and has
\[ \alpha_1 = \alpha_3, \quad \alpha_2 = \frac{5p - 2q - \sqrt{9p^2 + 20q^2 - 20pq}}{4q - 3p + \sqrt{9p^2 + 20q^2 - 20pq}} \alpha_3 \] 
\[ \alpha_3 = \left( \frac{q - p}{p} \right) \frac{4q - 3p + \sqrt{9p^2 + 20q^2 - 20pq}}{5q - 2p + \sqrt{9p^2 + 20q^2 - 20pq}} \alpha_4 \quad \text{and} \quad \alpha_4 \text{ free}. \] 
(3.32)

This mode is also always relevant (assuming \( p, q > 0 \)) and thus must be discarded.
Of these, the only mode which is irrelevant when the scaling exponents are $p = 2$ and $q = 3$ is the third one, which scales as $\alpha = 2 (-2 + \sqrt{6})$ and has:

$$
\alpha_1 = \alpha_3, \quad \alpha_2 = -\frac{2}{3} (\sqrt{6} + 3) \alpha_3, \quad \alpha_4 = -\frac{1}{3} (2\sqrt{6} - 3) \alpha_3, \quad \text{with } \alpha_3 \text{ free}.
$$

Finally, counting all parameters we find 11 integration constants in the IR, 5 of which are associated with modes which are relevant and therefore need to be set to zero when constructing RG flow, and 3 of which are associated with a constant mode.

2. **UV perturbations**

We can now examine the structure of the perturbations in the UV, for a generic value of the dynamical critical exponent $z$. Expanding the scalar equation of motion (3.16) to linear order in perturbations, with $\phi_{UV}(r) = \phi_{UV} + \delta \phi^{(UV)}(r)$, we find that the fluctuation obeys

$$
\left( r^2 \partial_r^2 + r (3 + z) \partial_r - V''(\phi_{UV}) \right) \delta \phi^{(UV)}(r) = W'(\phi_{UV}) \left( \frac{1}{2} \delta g_{tt}^{(UV)} - \delta a_t^{(UV)} \right).
$$

(3.34)

As before, the scalar field fluctuation decouples from the other ones provided that $W'(\phi_{UV}) = 0$. Again, we will assume that this is the case in order to simplify the analysis, although it is by no means a necessary condition. In order to satisfy the background equations of motion we are then forced to take $V'(\phi_{UV}) = 0$. Solving (3.34) we find the following modes,

$$
\delta \phi^{(UV)} = \phi_{\pm}^{(UV)} r^{-1 - \frac{z+1}{2}} \sqrt{1 + 4 V''(\phi_{UV}) - 2 W'(\phi_{UV})}.
$$

(3.35)

When $z = 2$ they reduce to:

$$
\delta \phi^{(UV)} = \phi_{\pm}^{(UV)} r^{-2} \sqrt{4 + V''(\phi_{UV}) - W'(\phi_{UV})/2}.
$$

(3.36)

In the UV, it is the fluctuation of the $\delta$ gauge field which decouples from the other modes, since the field vanishes to linear order. Letting $A_x = 0 + \delta a_x^{(UV)}(r)$ we find

$$
\left( r^2 \partial_r^2 + r (z + 1) \partial_r - \frac{\tilde{W}(\phi_{UV})}{Z} \right) \delta a_x^{(UV)}(r) = 0,
$$

(3.37)

whose solutions are given by

$$
\delta a_x^{(UV)} = \tilde{a}_{x\pm}^{(UV)} r^{-\frac{z}{2} + \frac{1}{2}} \sqrt{z^2 + 4 \frac{\tilde{W}(\phi_{UV})}{Z}}.
$$

(3.38)

Thus, the scaling of the perturbations can be controlled by tuning the value of $\tilde{W}(\phi_{UV})$, which is not determined by the background equations of motion.

The remaining fluctuations of the metric and the gauge field $A_t$ are all coupled together. Parametrizing them in the following way

$$
\begin{align*}
g_{tt} &= r^{2z} \left( 1 + \delta g_{tt}^{(UV)} \right), \quad \text{with } \delta g_{tt}^{(UV)} = \beta_1 r^\beta, \\
g_{xx} &= r^2 \left( 1 + \delta g_{xx}^{(UV)} \right), \quad \text{with } \delta g_{xx}^{(UV)} = \beta_2 r^\beta, \\
g_{yy} &= r^2 \left( 1 + \delta g_{yy}^{(UV)} \right), \quad \text{with } \delta g_{yy}^{(UV)} = \beta_3 r^\beta, \\
A_t^{(UV)} &= r^z \left( 1 + \delta a_t^{(UV)} \right), \quad \text{with } \delta a_t^{(UV)} = \beta_4 r^\beta,
\end{align*}
$$

(3.39-3.42)

where we are leaving $g_{rr} = 1/r^2$ untouched. We find the following solutions:
1. a constant mode ($\beta = 0$) with

$$\beta_1 = 2\beta_4 \quad \text{and} \quad \beta_2, \beta_3, \beta_4 \text{ free}; \quad (3.43)$$

2. a mode which scales with $\beta = -z - 2$ and has

$$\beta_1 = -\frac{4(z-1)}{4+z^2+z} \beta_4, \quad \beta_3 = \beta_1 - \beta_2 \quad \text{and} \quad \beta_2, \beta_4 \text{ free}; \quad (3.44)$$

3. a mode which scales with $\beta = -\frac{z}{2} - 1 + \frac{1}{2} \sqrt{9z^2 - 20z + 20}$ and has

$$\begin{align*}
\beta_1 &= \left[ \frac{3z}{2} - 3 - \frac{1}{2} \sqrt{9z^2 - 20z + 20} \right] \beta_3, \quad \beta_2 = \beta_3, \\
\beta_4 &= \frac{z}{4(z-1)} \left( \sqrt{9z^2 - 20z + 20} - 3z \right) \beta_3 \quad \text{and} \quad \beta_3 \text{ free}; \quad (3.45)
\end{align*}$$

4. a mode which scales with $\beta = -\frac{z}{2} - 1 - \frac{1}{2} \sqrt{9z^2 - 20z + 20}$ and has

$$\begin{align*}
\beta_1 &= \left[ \frac{3z}{2} - 3 + \frac{1}{2} \sqrt{9z^2 - 20z + 20} \right] \beta_3, \quad \beta_2 = \beta_3, \\
\beta_4 &= -\frac{z}{4(z-1)} \left( \sqrt{9z^2 - 20z + 20} + 3z \right) \beta_3 \quad \text{and} \quad \beta_3 \text{ free.} \quad (3.46)
\end{align*}$$

Note that these perturbations were already found in [41]. As in the IR, we have 11 integration constants, 3 of which come from the constant mode.

The case $z = 2$, which is what we will focus on in Section 4 to describe the quadratic band crossing model, needs to be treated with some care [38, 41–43]. Note that when $z = 2$ the third mode above becomes a constant, while the second and fourth modes both scale as $r^{-4}$. Indeed, for $z = 2$ there are additional logarithmic modes which are not captured by our perturbation ansatz above and which can change the asymptotic form of the geometry. For a detailed discussion of these logarithmic modes without relying on linearizing the equations of motion, we refer the reader to [42]. Here however we will work with linearized equations. The $z = 2$ modes can then be taken into account by writing down the following ansatz for the perturbations:

$$\begin{align*}
\delta g_{tt}^{(UV)} &= (\beta_1 + \tilde{\beta}_1 \log r)r^\beta, \\
\delta g_{xx}^{(UV)} &= (\beta_2 + \tilde{\beta}_2 \log r)r^\beta, \\
\delta g_{yy}^{(UV)} &= (\beta_3 + \tilde{\beta}_3 \log r)r^\beta, \\
\delta a_t^{(UV)} &= (\beta_4 + \tilde{\beta}_4 \log r)r^\beta. \quad (3.50)
\end{align*}$$

We then find the following solutions, in agreement with the analysis of [41],

1. $\beta = 0$ with

$$\beta_1 = 2\beta_4 - \tilde{\beta}_4, \quad \tilde{\beta}_1 = 2\tilde{\beta}_4, \quad \tilde{\beta}_2 = \tilde{\beta}_3 = -\tilde{\beta}_4 \quad \text{and} \quad \beta_2, \beta_3, \beta_4, \beta_4 \text{ free.} \quad (3.51)$$

Since the leading logarithmic modes grow in the UV, we will impose $\tilde{\beta}_4 = 0$ as a boundary condition to ensure that the Lifshitz asymptotics are not changed [41]. The role played by the leading log modes is actually quite rich. They were argued in [42] to describe marginally relevant deformations of the theory. Finally, note that when $\tilde{\beta}_4 = 0$ this constant mode reduces to the one (3.43) we had already identified for general $z$, which is a good consistency check.
2. $\beta = -4$ with

$$\beta_1 = -\frac{2}{5} \beta_4 + \frac{3}{5} \beta_4, \quad \beta_2 = -\frac{2}{5} \beta_4 - \beta_3 - \frac{2}{5} \beta_4, \quad \tilde{\beta}_1 = -\frac{2}{5} \tilde{\beta}_4,$$

$$\tilde{\beta}_2 = \tilde{\beta}_3 = -\frac{1}{5} \beta_4 \quad \text{and} \quad \beta_3, \beta_4, \tilde{\beta}_4 \text{ free}.$$  \hspace{1cm} (3.52)

Again, when $\tilde{\beta}_4 = 0$ we recover the mode $\sim r^{-4}$ which we had found in (3.44) and (3.46).

As before, we find that there are 11 integration constants in the UV. Here, we choose to turn off the leading log mode (i.e. setting $\tilde{\beta}_4 = 0$ in the $\beta = 0$ solution above) and therefore lose one parameter. As we will see shortly, when constructing our domain-wall geometries numerically we will choose $V, W,$ and $\tilde{W}$ to allow both modes of $\phi$ and $A_x$ in the UV. Thus, from the UV perspective, only 1 out of the 11 integration constants needs to be zero, and the remaining 10 parameters are free. Armed with the behavior of the IR and UV perturbations, we are now ready to construct the interpolating domain-wall solutions numerically.

4. NUMERICS

Since our main interest here is in applying our construction to the quadratic band crossing model, we will now focus on having $z = 2$ in the UV and $p = 2, q = 3$ in the IR, although more general choices of scaling exponents are expected to yield similar results. To construct the domain-wall solutions we are after, we will choose the scalar potential and couplings $W, \tilde{W}$ to be

$$V(\phi) = -10 - \frac{9 \phi^2}{8} + \frac{\phi^6}{6144},$$

$$W(\phi) = 4 + \frac{19 \phi^2}{48}, \quad \tilde{W}(\phi) = \frac{\phi^2}{2} - \frac{\phi^4}{192}. \hspace{1cm} (4.1)$$

As can be easily checked, these expressions satisfy the various requirements we imposed in Section 3. Note that we have taken the IR and UV values of the scalar field to be, respectively, $\phi_{IR} = 4\sqrt{3}$ and $\phi_{UV} = 0$. The numerical solutions we present below were found using the shooting method. Moreover, the parameters in the model were tuned so that the UV Lifshitz fixed point would have no irrelevant modes, to make it easier to hit by shooting from the IR. Finally, the (irrelevant) IR modes where chosen to have the same scaling power, which we label by $\Delta$ below, again to facilitate the numerical analysis.

For the numerical analysis we have found it convenient to use the following ansatz for the domain-wall solution,

$$ds^2 = -r^6 e^{f_1(r)} dt^2 + \frac{dr^2}{r^2} + r^4 e^{f_2(r)} dx^2 + r^6 e^{f_3(r)} dy^2,$$

$$A_t(r) = r^3 a_t(r),$$

$$A_x(r) = r^2 e^{\frac{1}{2} f_2(r=0)} (1 + a_x(r)). \hspace{1cm} (4.2)$$

The IR expansion we have used to set up the numerics, which is of course based on the perturbation
analysis of Section 3, then takes the form
\[
\begin{align*}
    f_1(r) &= f_{1+} + \alpha_3 r^\Delta + \ldots \\
    f_2(r) &= f_{2+} - \frac{2}{3} \left(3 + \sqrt{6}\right) \alpha_3 r^\Delta + \ldots \\
    f_3(r) &= f_{3+} + \alpha_3 r^\Delta + \ldots \\
    a_t(r) &= a_{t+} r^\Delta + \ldots , \\
    a_x(r) &= \alpha_4 r^\Delta - \frac{1}{3} \left(2\sqrt{6} - 3\right) \alpha_3 + \ldots , \\
    \phi(r) &= 4\sqrt{3} + \phi_r r^\Delta + \ldots ,
\end{align*}
\]
where the scaling exponent is given by
\[
\Delta = 2(-2 + \sqrt{6}),
\]
as can be read off by comparing with \((3.33)\).

On the other hand, the UV expansion now takes the form
\[
\begin{align*}
    f_1(r) &= -2 \log r + f_{10} + \frac{-2\beta_4}{5} + \frac{3\beta_4}{5} \frac{2\beta_4}{5} \log r + \ldots \\
    f_2(r) &= -2 \log r + f_{20} + \frac{-2\beta_4}{5} - \beta_3 - \frac{2\beta_4}{5} - \frac{5\beta_4}{5} \log r + \ldots \\
    f_3(r) &= -4 \log r + f_{30} + \frac{\beta_3 - \frac{5\beta_4}{5} \log r}{r^4} + \ldots \\
    A_t(r) &= e^{f_{10}/2} r^2 \left(1 + \frac{\beta_4 + \frac{5\beta_4}{5} \log r}{r^4} + \ldots \right) \\
    A_x(r) &= a_x + a_{x1} r^{-2} + \ldots \\
    \phi(r) &= \phi_1 r^{\Delta_1} + \phi_2 r^{\Delta_2} + \ldots.
\end{align*}
\]
First, notice that the role of the leading log terms in the expressions for \(f_1(r), f_2(r)\) and \(f_3(r)\) is simply to ensure that in the UV the solution is indeed the standard \(z = 2\) Lifshitz metric. These terms describe the background and should not be confused with the logarithmic modes we discussed in Section 3. The remaining perturbations of the metric and of \(A_t\), on the other hand, are either constant, or suppressed by \(r^{-4}\), with the detailed structure of the latter perfectly consistent with \((3.52)\). The marginally relevant log modes we discussed in Section 3 will not be turned on in the interpolating solution we have constructed, as will be apparent shortly. Finally, in the expansion of the scalar field we have \(\Delta_{1,2} = -2 \pm \frac{\sqrt{105}}{12}\).

Notice from these expansions that we have 6 parameters describing the IR, labelled by \(\{f_{1+}, f_{2+}, f_{3+}, \alpha_3, a_{t+}, \phi_+\}\), and 10 parameter in the UV (having turned off the leading log mode) labelled by \(\{f_{10}, f_{20}, f_{30}, \beta_3, \beta_4, \beta_4, a_{x0}, a_{x1}, \phi_1, \phi_2\}\). The equation of motions in our model reduce to 1 first order ODE and 5 second order ODE, hence we need 11 integration constants to define a solution. We are then left with solutions parameterized by \(6 + 10 - 11 = 5\) parameters. Furthermore, notice that the ansatz \((4.2)\) has four unfixed scaling symmetries, described by:
\[
\begin{align*}
    t &\rightarrow \lambda t, \quad e^{f_1} \rightarrow \lambda^{-1} e^{f_1}, \\
    x &\rightarrow \lambda x, \quad e^{f_2} \rightarrow \lambda^{-1} e^{f_2}, \\
    y &\rightarrow \lambda y, \quad e^{f_3} \rightarrow \lambda^{-1} e^{f_3}, \\
    r &\rightarrow \lambda r, \quad t \rightarrow \lambda^{-3} t, \quad x \rightarrow \lambda^{-2} x, \quad y \rightarrow \lambda^{-3} y.
\end{align*}
\]
After taking these into account, we are left with a one-parameter family of solutions\(^3\).

In Figures 1 and 2 we present a typical example of the interpolating solutions we have constructed numerically. In these solutions the breaking of (spatial) rotational symmetry is explicit, since \(a_x \neq 0\). However, in our model we should also be able to realize spontaneous symmetry breaking, since we are working with a one-parameter family of solutions. Figure 1 shows a logarithmic derivative plot\(^4\) of the radial dependence of the metric components \(g_{tt}, g_{xx}\) and \(g_{yy}\). In the IR, which corresponds to \(r \sim 0\), \(g_{tt}\) and \(g_{yy}\) both scale as \(r^6\), while \(g_{xx}\) scales as \(r^4\), as expected from the nematic solution (3.9) when \(p = 2, q = 3\). In the UV, as \(r \rightarrow \infty\), it is the spatial components which scale in the same way \(g_{xx} \sim g_{yy} \sim r^2\) (showing that spatial rotations are preserved), while \(g_{tt} \sim r^4\), as expected from the Lifshitz geometry (3.12) when the critical exponent is \(z = 2\). Thus, we see clearly the breaking of rotational symmetry as the solution approaches the IR of the geometry.

Figure 2 shows the radial dependence of the scalar field and of the two gauge fields (appropriately rescaled). We see that the scalar (denoted by the red line) interpolates between \(\phi_{IR} = 4\sqrt{3}\) near \(r = 0\) to \(\phi_{UV} = 0\) at the boundary, as desired. The gauge field \(A_t\) (blue line) vanishes towards the IR in agreement with the perturbation analysis (4.3), and scales as \(r^2\) in the UV, as expected from (4.4). Similarly, the spatial component \(A_x\) (yellow line) scales as \(r^2\) in the IR and approaches a constant in the UV, again in agreement with the IR and UV expansions (4.3) and (4.4). In particular, from the UV behavior of \(A_t\) it is apparent that in this background the leading log mode we discussed in Section 3 is not present. Although it would be interesting to find solutions for which it is turned on, it is beyond the scope of this analysis.

\(^3\) In the numerical analysis we have used a different metric ansatz, which is easier to work with,

\[
ds^2 = -r^6(1 + 2U(r))dt^2 + \frac{dr^2}{r^2(1 + 2U(r))} + r^4 e^{2f_2(r)} dx^2 + r^6 e^{2f_6(r)} dy^2
\]

and have converted the result back to (4.2) by a coordinate transformation.

\(^4\) Logarithmic derivative plots are constructed so that any function scaling as \(r^{\gamma}\) will appear as a horizontal line with intercept at \(\gamma\), making any scaling behavior readily apparent.
FIG. 2: Radial dependence of the scalar $\phi$ and gauge fields $A_t, A_x$ as they interpolate between the IR ($r = 0$) and the UV ($r \to \infty$), shown using a logarithmic scale on the horizontal axis. The magnitude of the gauge fields has been rescaled appropriately in order to easily display the three matter fields in the same figure. The IR and UV scalings are consistent with the expansions (4.3) and (4.4).

5. CONCLUSION

Our goal in this paper was to construct a simple gravitational model which would admit zero-temperature solutions interpolating between a UV Lifshitz fixed point and a nematic IR fixed point, in which spatial rotations are broken. Such a setup has broad applications to non-relativistic RG flows in quantum systems with nematic IR phases. For the specific scalings we have chosen, it can also be thought of as a first step towards describing holographically the behavior of the bosonic modes of the quadratic band crossing model, which obey the Lifshitz scaling (1.1) at high energies, and the nematic scaling (1.2) at lower energy scales. We emphasize that while in our numerical solutions we have chosen the scaling exponents to be $z = 2, p = 2,$ and $q = 3,$ our model (and the analytic results of Section 3) can be applied to generic values of these parameters.

The model that we have constructed couples gravity to two massive abelian gauge fields and a neutral scalar, with the latter controlling the gauge fields’ mass terms. Our setup should by no means be the only way to engineer RG flows of this type. However, it has the advantage of making the analysis particularly tractable, allowing us to work with ordinary differential equations and to decouple some of the IR and UV perturbations from the remaining ones. While at this stage the model is entirely phenomenological, we do not see any fundamental obstacles for being able to derive it from an appropriate supergravity truncation.

The value of the dynamical critical exponent $z = 2$ we have chosen for the Lifshitz UV fixed point is interesting for several reasons. First, it corresponds to the case of the quadratic band crossing model which is currently well-studied and understood. Moreover, on the gravity side $z = 2$ is somewhat special, since it is associated with the appearance of logarithmic modes which have been argued to describe marginally relevant deformations of the Lifshitz theory. Such modes affect the form of the geometry to leading order, thus modifying the Lifshitz asymptotics. In the particular domain-wall solution we have constructed the leading log modes are turned off, and therefore do not affect the UV behavior of the geometry. More generally, however, they are expected to be present, and it is interesting to ask what role they may play in the physics of the quadratic band crossing model, if any, and in nematic phases more broadly. We leave this question to future work.

Another interesting question is that of the stability of the IR nematic geometry. Since the
spectrum of IR perturbations admits relevant modes, we expect that there should be additional geometries that the nematic solution may flow into, perhaps associated with the breaking of translational symmetry. Better understanding RG flow and RG stability would shed light on the interplay between nematic and smectic phases. Moreover, this would tie our construction to the recent efforts to probe the role of broken translations in determining the conductive behavior of e.g. strongly correlated electron systems. The competition between nematic and smectic IR phases and how it connects with the detailed behavior of the quadratic band crossing model is an avenue that we would like to explore in future work.
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