Abstract—Increasing levels of renewable generation motivate a growing interest in data-driven approaches for AC optimal power flow (AC OPF) to manage uncertainty; however, a lack of disciplined dataset creation and benchmarking prohibits useful comparison among approaches in the literature. To instill confidence, models must be able to reliably predict solutions across a wide range of operating conditions. This paper develops the OPF-Learn package for Julia and Python, which uses a computationally efficient approach to create representative datasets that span a wide spectrum of the AC OPF feasible region. Load profiles are uniformly sampled from a convex set that contains the AC OPF feasible set. For each infeasible point found, the convex set is reduced using infeasibility certificates, found by using properties of a relaxed formulation. The framework is shown to generate datasets that are more representative of the entire feasible space versus traditional techniques seen in the literature, improving machine learning model performance.

I. INTRODUCTION

A significant power systems research area addresses the challenges power system operators face when determining how to economically meet electrical demand, referred to as the optimal power flow problem. The alternating current optimal power flow (AC OPF) problem can be formulated as an optimization problem and solved for generator outputs given demand inputs, but finding the global optimum of an AC OPF model has been proven to be non-deterministic polynomial-time (NP) hard due to the nonconvexities in the problem [1]. Further, this problem can contain thousands of decision variables and is difficult to solve in real time.
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accurately predict values for loading near the nominal loading scenario. To gain more confidence in using these models for real systems, the data that models are trained and tested on needs to be more representative of the entire feasible space. This paper demonstrates a method for efficiently creating datasets by mapping load profiles to optimal generator set points, that are representative of the full AC OPF feasible space that will likely be encountered during network operation. The main contributions of this paper are devising a method to efficiently create datasets to facilitate the development of ML approaches to AC OPF, and showcasing the significance of using the developed datasets within a simple ML model compared with typical dataset creation methods.

II. AC OPTIMAL POWER FLOW FORMULATION

A power network is defined with \( N \) buses collected in set \( \mathcal{N} \), with set \( \mathcal{G} \) collecting the set of nodes with generators and set \( \mathcal{L} \) collecting the set of load buses. The admittance matrix, denoted as \( \mathbf{Y} \), represents the admittance of lines connecting buses in the network, with \( Y_{ij} \) indicating the \((i,j)\) element of \( \mathbf{Y} \). The set \( \mathcal{E} \) collects direct edges representing the network lines originating from the ‘from’ end, and the set \( \mathcal{E}_t \) collects the network edges originating from the ‘to’ end of the lines. The power injection at bus \( n \in \mathcal{N} \) is denoted by \( p_n + j q_n \). Further, \( s_{l,n} = p_{l,n} + j q_{l,n} \) and \( s_{g,n} = p_{g,n} + j q_{g,n} \) denote the power generated at bus \( n \in \mathcal{G} \) and the load demand at bus \( n \in \mathcal{L} \), respectively. The voltage at bus \( n \) is denoted by \( v_n \). The voltage phasors, active power injections, and reactive power injections at all buses are defined as \( V := [v_n]_{n \in \mathcal{N}} \), \( P := [p_n]_{n \in \mathcal{N}} \), and \( Q := [q_n]_{n \in \mathcal{N}} \), respectively. Therein the AC OPF problem can be formulated as:

\[
\min_{V,S_g} \sum_{i \in \mathcal{G}} a_i R(s_{g,i})^2 + b_i R(s_{g,i}) + c_i \quad (1a)
\]

\[
s.t.: \quad (V, S_g) \in \Omega(S_l) \quad (1b)
\]

where the nonconvex set \( \Omega(S_l) \) comprises the AC power flow equations, the generation limits, the voltage magnitude constraints, the line flow limits, and the angle limits. The AC OPF is nonconvex and, in fact, generally NP-hard [15].

III. RELAXATION AND PROPERTIES

Because the AC OPF problem is nonconvex and hard to solve in general, many heuristic, relaxation, and linearization approaches have been proposed to solve the problem. Numerous relaxation approaches have been proposed in the literature, such as the Second-Order Cone relaxation (SOC) [16], and the Quadratic Convex (QC) relaxation [17]. In general, a relaxed AC OPF problem can be written as:

\[
\min_{V,S_g} \sum_{i \in \mathcal{G}} a_i R(s_{g,i})^2 + b_i R(s_{g,i}) + c_i \quad (2a)
\]

\[
s.t.: \quad (V, S_g) \in \tilde{\Omega}(S_l) \quad (2b)
\]

where \( \tilde{\Omega}(S_l) \) is a convex set that encompasses the nonconvex set \( \Omega(S_l) \). The input to the relaxed problem \( 2 \) is the same input to the original nonconvex AC OPF problem \( 1 \) which comprises the values of \( p_{l,i} \) and \( q_{l,i} \) at all buses \( i \in \mathcal{N} \). An important property of the relaxation \( 2 \) is that if the optimization problem \( 2 \) is infeasible for specific values of \( P_l \), then the AC OPF problem \( 1 \) is also infeasible for the same load profile \( P_l \) and \( Q_l \). This property provides a sufficient condition for the infeasibility of a loading situation. We will use this property to exclude loading scenarios that are provably infeasible from the input space.

IV. DATASET CREATION METHODOLOGY

In this section, we present the main elements of the datasets generation process we used. First, we introduce the format of the data, then we present sampling mechanisms and the main steps used to increase the efficiency of the sampling process. Then we summarize the approach used to create AC OPF data that can be used for training in machine learn methods.

A. Data Format

To support ML methods working to identify the solutions or the active constraints, for each data sample, three data containers (structures) are stored. The first contains the input information, \( x := p_{l,n}, q_{l,n}, n \in \mathcal{L} \), which encompasses the active and reactive load demands at all buses. The second container includes the optimal solution controllable variables, \( y := v_{g,n}^*, p_{g,n}^*, n \in \mathcal{G} \), i.e., the voltage magnitudes at all buses in \( \mathcal{G} \) and the active power injections from all the generators. Given this information, along with the inputs, one can recover the complete solution, \( V \), by solving the AC power flow equations [12]. In addition, the third container includes the information required to identify active constraints. That is, we include the value of the dual variables corresponding to voltage magnitude constraints, line flow limits, and generators capacity constraints. Note that active constraints are defined to be the constraints with nonzero dual variables.

B. Initializing Input Space

The input load space that the samples are pulled from must be initialized to a set that contains the AC OPF feasible set in the load region of interest. When working with test case networks, the minimum and maximum servable demand at each load bus must be solved for. This is done by formulating a convex AC OPF optimization problem with the objective of maximizing the load at a single bus and solving this problem for each load bus in the network. This problem can be formulated as:

\[
\bar{P}_{l,i} := \arg\max_{V,S_g,S_l} p_{l,i} \quad (3a)
\]

\[
s.t.: \quad (V, S_g) \in \tilde{\Omega}(S_l) \quad (3b)
\]

The previous optimization problem identifies an upper bound on the maximum active load, \( \bar{P}_l \forall i \in \mathcal{L} \), that can be served by the generation capacity of the network. We bound the reactive power demand by choosing a lower bound on the power factor of the loads connected to the feeder. In addition, we assume that the minimum value of the loads is zero. On the other hand, we constrain the power factor of the load...
connected at each bus; hence, the reactive power injection is constrained by $0 < q_i < p_i$, which corresponds to limiting the power factor of all loads to be at least $\frac{\sqrt{2}}{2}$. We collect these constraints in a concise form by defining the input space as $A_0 x_l \leq b_0$, where:

$$A_0 := \begin{bmatrix} I_{|L| \times |L|} & [0]_{|L| \times |L|} \\ -I_{|L| \times |L|} & [0]_{|L| \times |L|} \\ [0]_{|L| \times |L|} & I_{|L| \times |L|} \\ [1]_{|L| \times |L|} & [0]_{|L| \times |L|} \end{bmatrix}, \quad b_0 := \begin{bmatrix} \tilde{p}_l \\ [0]_{|L|} \\ [0]_{|L|} \\ \sum_{i \in G} P_{g,i} \end{bmatrix}$$  \hspace{1cm} (4)

This linear equality describes a closed set of load profiles that will be used as the load sampling space. This unclassified space contains the relaxed feasible set and the AC OPF feasible set that could possibly be encountered during operation.

**C. Sampling Input Space**

Load profiles, $x_l$, are sampled from the unclassified space using a method for uniformly sampling from convex polytopes. A uniform sampling method is used to ensure that the samples are representative of all AC OPF feasible load profiles that could be seen during operation. Uniform sampling from a convex polytope is a heavily studied research area [18], [19]. For this paper ’Hit and Run’ sampling, a Monte Carlo method, as described in [20], is used to uniformly and quickly sample high dimensional polytopes. To initialize this sampler, a point within the polytope must be specified. This can be done by finding the Chebyshev center of the unclassified space.

**D. Constructing Separating Hyperplanes**

Separating hyperplanes, as proposed in [21], are used to classify large regions of the input space as infeasible. These hyperplanes are based on infeasibility certificates that are created when a load profile is sampled that is infeasible for the relaxed AC OPF. When an infeasible load profile, $\hat{x}_l$, is sampled, the nearest input, $x^*_l$, that is feasible for the convex relaxed AC OPF is found by solving [5]:

$$x^*_l := \arg \min_{V, S_g, x_l} \| x_l - \hat{x}_l \|_2 \quad \text{s.t. } \quad (V, S_g) \in \tilde{\Omega}(x_l)$$  \hspace{1cm} (5a)

Once $x^*_l$ is found, an infeasibility certificate can be constructed if $x^*_l \neq \hat{x}_l$. The vector from the infeasible sample to the nearest feasible point, $\tilde{n} := x^*_l - \hat{x}_l$, defines the normal vector of the new hyperplane. This normal vector and the nearest feasible point then define the hyperplane as $A_l x_l \leq b_l$, where $A_l := \tilde{n}$ and $b_l := \tilde{n} x^*_l$. $A_l$ and $b_l$ are added as new rows to $A$ and $b$, respectively, to include the hyperplane in the definition of the load space polytope to reduce the volume of the input space.

**E. Summary of Approach**

This methodology finds load samples by uniformly sampling from a convex set, the input space, which contains the AC OPF feasible set. Samples are then tested for AC OPF feasibility and are added to the dataset if they are feasible. The convex set is reduced throughout sampling by constructing separating hyperplanes to increase the likelihood of sampling feasible load profiles. Fig. [1] shows the process used to create the AC OPF datasets. Fig. [2] shows an example of the sampling processes resulting in the construction of an infeasibility certificate.

**V. Simulation and Results**

Here, we discuss features of the OPF-Learn datasets, and we compare these datasets to ones created using a typical dataset creation method as seen in the literature. Using both datasets, we train and test neural networks to see the possible implications of using a typical dataset creation method when evaluating a ML approach to solve the AC OPF problem.

**A. Dataset Creation**

We evaluate our proposed AC OPF dataset creation method on 5 PGLib-OPF networks [22] up to 118 buses. For each of these 5 networks, we create datasets with $N = 10,000$ samples. These datasets are created with our Julia package, OPFLearn.jl. PowerModels.jl [23] with IPOPT [24] is used to find locally optimal feasible solutions to the nonconvex AC OPF problem formulated in JuMP [25]. QC-relaxed AC OPF problems for finding maximum feasible bus demands and nearest feasible load profiles were formulated in JuMP and solved with IPOPT. Initially, the stronger semi-definite relaxation [26] was used, but the run times were found to be too long with existing conic solvers to justify its use. The QC relaxation was selected over the SOC relaxation.
because it is a tighter relaxation, as demonstrated in [17]. Note that for case118, the maximum loads used to initialize the sampling input space were set to be twice the nominal load instead of the found maximum loads to decrease the dataset creation run time. In practice, it was found that many infeasibility certificates of the OPF-Learn sampling method are required to reduce the input space to one with a good portion of feasible solutions with larger networks, especially when the initial feasible space contains feasible solutions with an unrealistically large amount of active power demand at a single load bus, as seen with networks that have more than 100 buses.

A typical dataset for each network was also created with \( N = 10,000 \) samples. These datasets were created by sampling from a uniform distribution \( U(0.8x_0,i, 1.2x_0,i) \) for each \( i \in \mathcal{L} \), where \( x_0 = (P_0, P_0) \) is the nominal load at bus \( i \). For each load sample generated that was found to be AC OPF feasible, the sample and AC OPF solution were stored.

Comparing the datasets created from these two methods shows that the typical datasets have significantly fewer unique active sets than the OPF-Learn datasets. Table I shows the number of unique active sets in each dataset.

Fig. 3 shows the rate at which unique active sets were found for each feasible sample found. The number of unique active sets in the OPF-Learn datasets were not found to converge in these 10,000 sample datasets for cases larger than case5. This indicates that there are likely more unique active sets in the AC OPF feasible space, and a larger dataset would be required to classify the entire feasible space within the input space. For the larger systems, neither the OPF-Learn sampling method or the typical sampling method are seen to converge for these 10,000 sample datasets, but fewer new unique active sets are found with the typical sampling method.

The larger number of unique active sets found using OPF-Learn indicates that the typical dataset is only representative of a smaller portion of the AC OPF feasible space around the nominal load, while the OPF-Learn dataset contains points representative of more loading conditions. Because the mappings of loads to AC OPF solutions within a unique active set are much simpler, the mapping being learned by an ML model trained on a typical dataset can only be extrapolated accurately within these unique active sets.

### TABLE I

| OPF-Learn Dataset | Typical Dataset |
|-------------------|----------------|
| case5             | 774            |
| case14            | 6938           |
| case30            | 9931           |
| case57            | 9958           |
| case118           | 9980           |

The number of feasible unique active sets found throughout dataset creation with OPF-Learn and with the typical method. Note the difference in y-axis scales due to the large disparities in the unique active sets found.

Fig. 3. The number of unique active sets in each dataset.
TABLE II

| $P_g$ and $|V_g|$ NN MODEL TEST MEAN SQUARED ERROR RESULTS FOR NN MODELS TRAINED ON AN OPF-LEARN DATASET OR A TYPICAL DATASET FOR ALL PGLIB TEST NETWORKS. |
|-----------|------------------|------------------|------------------|------------------|
| Test Network | OPF-Learn Training Dataset | Typical Training Dataset | OPF-Learn Training Dataset | Typical Training Dataset |
| case5 | 2.17E-2 | 1.86E-3 | 1.33E-4 | 9.08E-6 |
| case14 | 2.75E-4 | 1.01E-4 | 3.94E-2 | 9.41E-7 |
| case30 | 1.55E-4 | 5.46E-4 | 8.17E-3 | 1.60E-8 |
| case57 | 2.37E-1 | 1.73E-1 | 7.54E-1 | 2.39E-2 |
| case118 | 6.97E-2 | 2.35E-1 | 4.47E-1 | 4.47E-3 |
| case100 | 9.48E-3 | 3.86E-3 | 2.03E-2 | 1.06E-8 |

representative of the AC OPF feasible space.

With the $P_g$ case30 typical training set NN, the maximum sample error, measured as the sum of the absolute value of the difference of predicted and actual AC OPF solutions, was found to increase from 4.64E-03 to 8.38E-01, showing that some load samples in the OPF-Learn dataset produce significantly more suboptimal solutions than would be predicted with the typical test set. Similar increases in the maximum solution suboptimality were seen for all typical dataset-trained models, and while increases in the maximum error were seen with the OPF-Learn-dataset trained models, these increases in suboptimality were smaller.

VI. CONCLUSION

This paper presented OPF-Learn, an open-source software tool for efficient AC OPF dataset creation to facilitate the development of ML methods to solve the AC OPF problem. The sampling approach starts by considering a space that includes all load profiles. Then, properties of relaxation approaches are used to shrink the space to efficiently create feasible samples. The demonstrations on PGLib networks show that the generated datasets are more diverse and representative than typical sampling approaches, which only vary loads around base values. In addition, assessing the performance of ML models trained on typical datasets results in ML models that have limited generalization. The open-source package delivers a timely requirement for the fair benchmarking of ML methods developed to tackle the AC OPF problem.

REFERENCES

[1] J. Lavaei and S. H. Low, “Zero duality gap in optimal power flow problem,” IEEE Transactions on Power Systems, vol. 27, no. 1, pp. 92–107, 2012.
[2] F. Capitanescu, “Critical review of recent advances and further developments needed in AC optimal power flow,” Electric Power Systems Research, vol. 136, pp. 57–68, 2016.
[3] M. B. Cain, R. P. O’Neill, and A. Castillo, “History of optimal power flow and formulations optimal power flow,” FERC Technical Report, 2012.
[4] T. Overbye, X. Cheng, and Y. Sun, “A comparison of the AC and DC power flow models for LMP calculations,” in 37th Annual Hawaii International Conference on System Sciences, 2004.
[5] M. K. Singh, V. Kekatos, and G. B. Giannakis, “Learning to solve the AC-OPF using sensitivity-infommed deep neural networks,” arXiv preprint arXiv:2103.14779, 2021.
[6] W. Huang, X. Pan, M. Chen, and S. H. Low, “DeepOPF-V: Solving AC-OPF problems efficiently,” arXiv preprint arXiv:2103.11793, 2021.
[7] F. Fioretto, T. W. Mak, and P. Van Hentenryck, “Predicting AC optimal power flows: Combining deep learning and lagrangian dual methods,” AAAI Conference on Artificial Intelligence, vol. 34, no. 01, pp. 630–637, Apr. 2020.
[8] K. Baker, “Learning warm-start points for AC optimal power flow,” in 29th Intl. Workshop on Machine Learning for Signal Processing, 2019.
[9] W. Dong, Z. Xie, G. Kestor, and D. Li, “Smart-PGSim: Using neural network to accelerate AC-OPF power grid simulation,” in Intl. Conf. for High Performance Computing, Networking, Storage and Analysis, 2020.
[10] A. Robson, M. Jamei, C. Ududec, and L. Mones, “Learning an optimally reduced formulation of opf through meta-optimization,” arXiv preprint arXiv:1911.06794, 2019.
[11] M. Chatzos, F. Fioretto, T. W. Mak, and P. V. Hentenryck, “High-fidelity machine learning approximations of large-scale optimal power flow,” ArXiv, vol. abs/2006.16356, 2020.
[12] A. S. Zamzam and K. Baker, “Learning optimal solutions for extremely fast AC optimal power flow,” in IEEE Intl. Conference on Communications, Control, and Computing Technologies for Smart Grids, 2020.
[13] J. Rahman, C. Feng, and J. Zhang, “A learning-augmented approach for AC optimal power flow,” International Journal of Electrical Power & Energy Systems, vol. 130, p. 106908, 2021.
[14] J. Rahman, C. Feng, and J. Zhang, “Machine learning-aided security constrained optimal power flow,” in IEEE Power & Energy Society General Meeting (PESGM), 2020.
[15] K. Lehmann, A. Grastien, and P. Van Hentenryck, “AC-feasibility on tree networks is NP-hard,” IEEE Transactions on Power Systems, vol. 31, no. 1, pp. 798–801, 2015.
[16] R. Jabr, “Radial distribution load flow using conic programming,” IEEE Transactions on Power Systems, vol. 21, no. 3, pp. 1458–1459, 2006.
[17] C. Coffin, H. L. Hijazi, and P. Van Hentenryck, “The QC relaxation: A theoretical and computational study on optimal power flow,” IEEE Transactions on Power Systems, vol. 31, no. 4, pp. 3008–3018, 2016.
[18] D. E. Kaufman and R. L. Smith, “Direction choice for accelerated convergence in hit-and-run sampling,” Operations Research, vol. 46, no. 1, pp. 84–95, 1998.
[19] P. Diaconis, G. Lebeau, and L. Michel, “Gibbs/metroplis algorithms on a convex polytope,” Mathematische Zeitschrift, vol. 272, no. 1-2, pp. 109–129, 2012.
[20] T. Benham, “Uniform distribution over a convex polytope (v1.2.0.0),” [Online]. Available: https://www.mathworks.com/matlabcentral/fileexchange/34208-uniform-distribution-over-a-convex-polytope.
[21] A. Venzke, D. K. Molzahn, and S. Chatzivasileiadis, “Efficient creation of datasets for data-driven power system applications,” Electric Power Systems Research, vol. 190, p. 106614, 2021.
[22] S. Babaeinejadsoorokolaee et al., “The power grid library for benchmarking AC optimal power flow algorithms,” arXiv preprint arXiv:1908.02788, 2021.
[23] C. Coffin, R. Bent, K. Sundar, Y. Ng, and M. Lubin, “Powermodels.jl: An open-source framework for exploring power flow formulations,” in Power Systems Computation Conference (PSCC), June 2018.
[24] A. Wächter and L. Biegler, “On the implementation of an interior-point filter line-search algorithm for large-scale nonlinear programming,” Mathematical Programming, vol. 106, pp. 25–57, 2006.
[25] I. Dunning, J. Huchette, and M. Lubin, “Jump: A modeling language for mathematical optimization,” SIAM Review, vol. 59, no. 2, pp. 295–320, 2017.
[26] X. Bai, H. Wei, K. Fujisawa, and Y. Wang, “Semidefinite programming for optimal power flow problems,” International Journal of Electrical Power & Energy Systems, vol. 30, no. 6, pp. 383–392, 2008.
[27] M. Abadi et al., “TensorFlow: Large-scale machine learning on heterogeneous systems,” 2015, software available from tensorflow.org. [Online]. Available: https://www.tensorflow.org/