Vector difference equations, substochastic matrices, and design of multi-networks to reduce the spread of epidemics
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Abstract. Cities have long served as nucleating centers for human development and advancement, c.f. [24]. Cities have facilitated the spread of both human creativity and human disease, and at the same time, efforts to minimize the spread of disease have influenced the design of cities, c.f. [26]. The purpose of this paper is to explore the dynamics of epidemics on networks in order to help design a multi-network city of the future aimed at minimizing the spread of epidemics. In order to do this, we start with the SIR model (susceptible, infected, removed) on a network in which nodes represent cities or regions and edges are weighted by flows between regions. Since the goal is to stabilize the zero infections steady state, we linearize the discrete-time SIR model yielding difference equations for the dynamics of infections at each node and then include flows of infections from other nodes. This yields a vector difference equation \( v_{new} = M v \) for the spread of infections. We then generalize the concept of stochastic matrix in order to quantify the dynamics of this update equation. The entries of the update matrix \( M \) may vary in time, even discontinuously as flows between nodes are turned on and off. This may yield useful design constraints for a multi-network composed of weak and strong interactions between pairs of nodes representing interactions within and among cities.
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1 Introduction

Cities have long served as nucleating centers for human development and advancement, c.f. [3-5, 21, 24, 28] and references therein. As Bettencourt et al. state: “Cities have long been known to be society’s predominant engine of innovation and wealth creation, yet they are also its main source of crime, pollution, and disease. … Many diverse properties of cities from patent production and personal income to electrical cable length are shown to be power law functions of population size with scaling exponents, \( \beta \), that fall into distinct universality classes. Quantities reflecting wealth creation and innovation have \( \beta \approx 1.2 > 1 \) (increasing returns), whereas those accounting for infrastructure display \( \beta \approx 0.8 < 1 \) (economies of scale).” [5]

Schläpfer et al. “show that both the total number of contacts and the total communication activity grow superlinearly with city population size, according to well-defined scaling relations and resulting from a multiplicative increase that
affects most citizens. Perhaps surprisingly, however, the probability that an individual’s contacts are also connected with each other remains largely unaffected. These empirical results predict a systematic and scale-invariant acceleration of interaction-based spreading phenomena as cities get bigger … a microscopic basis towards understanding the superlinear increase of different socioeconomic quantities with city size, that applies to almost all urban systems and includes, for instance, the creation of new inventions or the prevalence of certain contagious diseases.” (emphasis added) [21]

Although Arcaute et al. [3] question these scaling rules, citing both the role of density and notable exceptions, e.g., the enormous intellectual productivity of Cambridge UK, they also support the central role of cities.

Finally, the there is a two-way relationship between cities and disease: as Stinson [26] observed, “Health and Disease Have Always Shaped Our Cities.” For example, Olmstead and Vaud’s development of Central Park (an 843 acre/341 hectare park) in New York City was in part driven by cholera epidemics in the early to mid-1800’s.

Stinson then asked “What Will Be the Impact of COVID-19?”, a question which motivated the thrust of the present paper. Perhaps the city of the future and the inter-urban network of the future will be in part physical, in part virtual, thus a multi-network.

We start with the SIR model (susceptible, infected, removed) (c.f. [23] for a review on a network. The SIR model has been widely used to study the spread of Covid-19 (c.f. [9] and references therein). Biswas was et al. explored the early spread of Covid-19 in China with the SIR model on a network [6], obtaining a power law fit to the contacts. Here we develop a simple matrix/network extension of the SIR model near the desired zero infections steady state.

The SIR model considers three states: susceptible, infected, removed. We shall not distinguish here between “infected” and “infectious,” since this distinction does not affect dynamics near the desired zero infections steady state. In addition, we simplify the model by assuming that infected individuals either gain long-term immunity or pass away. Under our simplifying assumptions we have a simple flow diagram (Fig. 1, below) and differential equation for the number infected (eqn. 1, below). (If immunity were only temporary, some of the immune population would become susceptible, and we would add a flow from the removed compartment to the susceptible compartment.)
Fig. 1. Flow diagram for the SIR model. Arrows represent flows from susceptible infected (as susceptible individuals become infected), from infected to removed (as infected individuals become no longer infected, some of whom pass away and others recover), and from removed to susceptible (recovered individuals who lose or never had immunity). Since Covid-19 appears to show long-term immunity in most recovered individuals [11, 22], we may ignore flows from removed to susceptible. Flows into the infected compartment depend upon interactions between susceptible and infected individuals, parametrized by an effective transmission rate $b$; flows out of the infected department scale inversely with and the duration $D$ of infection. See text, eqn. (1).

Flows into and out of the infected state (compartment in engineering language) are given by the standard SIR equation

$$\frac{dI}{dt} = bIS - \frac{I}{D} \tag{1}$$

Here $I$ denotes the number infected, $S$ the number susceptible, $b$ an effective transmission rate (described below) and $D$ the duration of infection. Our goal here to make the steady state with zero infected ($I = 0$) Lyapunov stable equilibrium as in May and Anderson [20]. As they observed, “simple mathematical models of the transmission dynamics of HIV help to clarify some of the essential relations between epidemiological factors.” We shall rewrite the flow from susceptible to infected in terms of probability $p$ that a contact yields an infection, and the effective contact rate $c$ between susceptible individuals and the probability $s$ that a contact is susceptible, that is, $bS = pcs$. As illustrated in Fig. 2 below, the SIR model for infections then becomes

$$\frac{dI}{dt} = pcsI - \frac{I}{D} = (pcs - \frac{1}{D})I \tag{2}.$$  

Fig. 2. Graphical representation of the SIR model (eqn. (2)). Flows are $pcsI$ (into the infected compartment) and $(1/D)I$ (out of the infected compartment) for a net flow of $(pcs - 1/D)I$.  
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We shall now explore the role of controls (masking, distancing, travel limits, shutdowns, etc.) aimed at controlling the cascading spread of Covid-19 through the use of a robust, simple model, namely a matrix/network extension of the above SIR model.

2 Linearizing the SIR model

In order to develop the matrix model, we first linearize the SIR model (eqn. (2)) by assuming that the probability $s$ that a contact is susceptible is constant. We then discretize the linearized SIR model by the Euler method, obtaining the difference equation

$$I(t+\Delta t) = I(t) + (pcs - 1/D) I(t) \Delta t$$
$$= (1 + (pcs - 1/D)\Delta t) I(t)$$

(3).

Remarks.

(1) The parameter $R_t$ (c.f. the basic reproductive rate $R_0$ in [20]) is readily obtained by setting the time step $\Delta t$ in eqn. (3) equal to the duration of infection $D$. The following simple calculation then implies that

$$R_t = pcsD$$

(4)

is the growth rate of infections over the duration of infection $D$ as the natural time scale:

$$I(t+D) = (1+(pcsD-1)) I(t)$$
$$= pcsD I(t)$$

(5).

(2) Eqn. (6) yields a condition for herd immunity, namely, that the growth rate

$$R_t = pcsD < 1$$

(6),

in which case the number of infected, $I$, decreases at least exponentially as

$$(pcsD)^{\nu D}$$

(7).

The required limit in growth rate $R_t$ (eqn. (6)) can be achieved in several ways or by an appropriate combination thereof:

a. Reducing the probability $p$ that a contact results in an infection through masking and/or physical (misnamed social) distancing. Of course, relaxing masking and/or physical
distancing will increase $p$, potentially causing the growth rate $R_t$ to increase above 1, ending (apparently temporary) herd immunity.

b. Reducing the effective contact rate $c$ between susceptible and infected individuals, for example by making some contacts virtual and/or by otherwise reducing the incidence of “superspreading”/“spreading” events in a multi-networked city of the future. May and Anderson [20] emphasized the role of the distribution of contact rates in determining the effective contact rate (for the spread of HIV in a male homosexual population):

$$c = \mu + \frac{\sigma^2}{\mu}$$  \hspace{1cm} (8),

the mean + the ratio of the variance to the mean, which we rewrite perhaps more simply as

$$c = \mu (1 + (\sigma/\mu)^2)$$  \hspace{1cm} (9).

The effective contact rate is thus increased by the square of the coefficient of variation, similarly emphasizing the role of variability in contact rates. Of course, eqns. (8) and (9) “blow up” if the contact rate has a fat tailed distribution with infinite variance.

Similarly, reducing contacts through travel restrictions (the effects of travel modeled by off-diagonal elements in a matrix update equation (eqns. (10ff), below).

c. Reducing the proportion of susceptibles $s$ by vaccination.

3 Substochastic matrices, products with non-negative vectors and a matrix/network model.

In this section we extend the linearized, discrete-time SIR model (eqn. (4)) to networks.

**Notation.** Since the symbol $i$ is typically used for indexing vectors and matrices, we write $v$ for the vector whose entries denote the number of infected individuals in nodes (cities, regions). We shall also follow standard notation $I$ the identity matrix from here on, and $M$ for the matrix of rate coefficients in our matrix/network model. Thus diagonal entries are given by rate coefficients in
the SIR model (eqn. (4)). Off-diagonal entries in $M$ represent rates at which infections in one node/city/region generate infections in another node/city/region; see Fig. 2, below.

**Fig. 2. Infections generated by connections in the matrix/network model.** This small, “toy” model consists of two nodes, representing cities or regions. In this representation $M_{21}$ represents the rate at which one infection in node 1 generates new infections at node 2, that is $M_{21} \Delta t$ new infections at node 2 after one time step $\Delta t$. Analogously $M_{12}$ represents the rate at which each infection at node 2 generates new infections at node 1.

We obtain an update rule $v(t+\Delta t) = v(t) + Mv(t)$, or more simply

$$v_{\text{new}} = (I+M\Delta t)v$$

Here the diagonal elements represent local (within node/city/region) SIR interactions

$$M_i = p_i c_i s_i - I/D$$

and the off-diagonal elements $M_{ij}$ represent the rate at which infections at node $i$ generate additional infections at node $j$. Fig. 3, below, is a graphical representation of the matrix/network SIR model.

**Fig. 3. Graphical representation of the matrix/network SIR model.** This small, “toy” model consists of two nodes, representing cities or regions. As in Fig. 2, $M_{21}$ represents the rate at which one infection in node 1 generates new infections at node 2, that is $M_{21} \Delta t$ new infections at node 2 after one time step $\Delta t$, analogously for $M_{12}$. In addition, the rate of change $v_1$, the number infected at node 1 is simply $(p_1 c_1 s_1 - I/D)v_1$ as in eqn. (11), analogously for node 2; see also Fig. 1, above.

**Interpretation and consequences.** Suppose $v$ is the unit vector with a 1 in the $j^{th}$ row, representing one infection in node $j$ of the network. Then $Mv$ is simply
the \( j \)th column of \( M \): \((Mv)_j = M_{ij} \). The \( j \)th column sum \( \Sigma M_j \) is the “rate constant” at which infections at node \( j \) drive a change in the number of infections throughout the entire network. As a consequence, if all column sums of the update matrix \( M \) are negative, then the total number of infections in the network will decrease after a time step \( \Delta t \). This observation suggests that the column sums play a role in quantifying the growth or decay of infection in a matrix/network model analogous to the role of \( R_t \) in quantifying local dynamics: (column sums < 0) \( \sim \) (\( R_t < 1 \)).

The analogy (column sums < 0) \( \sim \) (\( R_t < 1 \)) can be simplified by rewriting the update equation \( v_{\text{new}} = (I + M\Delta t)v \) (eqn. (10)) as

\[
v_{\text{new}} = (I + M\Delta t)v = Av
\]

where

\[
A = I + M\Delta t
\]

In the case of a trivial network (one node, no connections), and time step \( \Delta t = D \), the duration of infection, \( A \) becomes a scalar and \( A = R_t \) (eqn. (4), above). The stability criterion \( R_t < 1 \) then suggests the following definition (generalization).

**Definition 1.** A non-negative matrix is column-substochastic if its maximum column sum is less than 1.

Thus, whenever the update matrix \( M \) in the update rule is column-stochastic, one infection yields < 1 infections in total at the next time step, irrespective of location.

**Note.** The \( \ell^1 \) norm of a non-negative vector is simply the sum of its entries. Here the \( \ell^1 \) norm of \( v \) is simply the total number of infections.

We need a relatively straight-forward theorem on left multiplication by a column-substochastic matrix. We give a short proof (a straight-forward calculation) here since we did not find a proof in the literature.

**Theorem 1.** Left multiplication by a column-substochastic matrix with maximum column sum \( \leq k \) reduces the \( \ell^1 \) norm of a non-negative vector by a factor \( \leq k \).

**Proof.** Let \( v \) be a non-negative vector and \( A \) a column-substochastic matrix. We calculate the \( \ell^1 \) norm of \( Av \), namely \( \Sigma_i (Av)_i \), as follows.

\[
\Sigma_i (Av)_i = \Sigma_i \left( \Sigma_j A_{ij} v_j \right) = \Sigma_j A_{ij} v_j
\]
\[ \begin{align*}
&= \sum_j (\sum_i A_{ij}) v_j \\
&\leq \sum_j k v_j \\
&= k \sum_j v_j
\end{align*} \]

namely \( k \) times the \( \ell^1 \) norm of the non-negative vector \( v \).

\textbf{Done.}

\textbf{Remarks.} The Gerschgorin circle theorem yields an analogous bound for the eigenvalues of a non-negative matrix, based on row sums. However, in the spirit of Cohen and Newman’s results for products of random matrices [7, 8], Theorem 1 has the advantage that it can be generalized to products of column-substochastic matrices, which themselves may vary in time.

\textbf{Corollary 1.} Repeated application of the update rule \( v_{\text{new}} = Av \) (where \( A = I+M \)) to a non-negative vector \( v \), represented by the product of a sequence of column-substochastic matrices \( \{A(i)\} \), which may vary in time, and all with maximum row sum \( \leq k < 1 \), namely

\[ v(t+n\Delta t) = A(n) A(n-1) \ldots A(2) A(1)v(t) \]  \hspace{1cm} (15),

reduces the \( \ell^1 \) norm of \( v \) by a factor of at most \( k^n \).

\textbf{Corollary 2.} Thus, near the zero-infections steady state, absent introduction of infections from outside the network, the total number of infections decays at least as fast as \( k^n = k^{g.m.} \) (exponentially), that is, with time scale

\[ \tau \leq -\Delta t \ln k \]  \hspace{1cm} (16).

More generally we have the following.

\textbf{Corollary 3.} Repeated application of the update rule \( v_{\text{new}} = Av \) (where \( A = I+M \)) to a non-negative vector \( v \), represented by the product of a sequence of column-substochastic matrices which may vary in time, as in eqn. (15) above, reduces the \( \ell^1 \) norm of \( v \) by a factor of at most \( k_{g.m.}^n \) where \( k_{g.m.} \) is the geometric mean of the corresponding maximum column sums.

\textbf{Corollary 4.} Thus, near the zero-infections steady state, provided that

\[ k_{g.m.} < 1 \]  \hspace{1cm} (17),

and absent introduction of infections from outside the network, the total number of infections decays exponentially at least as fast as \( k_{g.m.}^n = k_{g.m.}^{g.m.} \), that is, with time scale

\[ \tau \leq -\Delta t \ln k_{g.m.} \]  \hspace{1cm} (18).
Of course, Theorem 1 its corollaries approximate converses, based upon the following definition of column-superstochastic matrices. Since details are similar, here we simply state the converse and resulting time scales for growth without proof.

**Definition 2.** A non-negative matrix is **column-superstochastic** if its minimum column sum is greater than 1.

**Theorem 2.** Left multiplication by a column-superstochastic matrix with minimum column sum \( \geq K \) increases the \( \ell^1 \) norm of a non-negative vector by a factor \( \geq K \).

Thus, repeated application of the update rule \( v_{\text{new}} = A v \) to a non-negative vector \( v \), represented by the product of a sequence of column-substochastic matrices which may vary in time, and all with minimum row sum \( \geq K > 1 \), as in eqn. (15) above, causes the number of infections to grow at least as fast as \( K^n \) (exponentially), that is with time scale

\[
\tau \leq \Delta t \ln K \tag{19}
\]

If we relax the criterion and consider only the geometric mean \( K_{\text{g.m.}} \) of the corresponding maximum column sums, the number of infections grows at least as fast as \( K_{\text{g.m.}}^n \) (exponentially), that is with time scale

\[
\tau \leq \Delta t \ln K_{\text{g.m.}} \tag{20}
\]

**4 Discussion**

In sections 2 and 3 we extended a linearized SIR model to a corresponding matrix network model, and extended the usual criterion \( R_t < 1 \) for infections to decline, ultimately stabilizing the zero infection steady state to a corresponding criterion for in the matrix/network model (Corollaries 1 and 2). Here we discuss that criterion and its consequences.

Recall the update rule (eqn. 12)

\[
v_{\text{new}} = (I + M \Delta t) v = A v,
\]

where \( v \) for the vector whose entries denote the number of infected individuals in nodes (cities, regions) in the network, the diagonal entries

\[
M_{ii} = p_i c_i \sigma_i - 1/D
\]
represents SIR dynamics at node $i$, and the off-diagonal entries parametrize flows between regions. We developed a variety of stability criteria for driving the infections to 0, of which Corollary 1 is the simplest: the update matrices $A = I + M \Delta t$ are uniformly substochastic, with all column sums of all update matrices $A$ uniformly bounded by a constant $k < 1$. This criterion combines the generation of new infections at each node with infection “exported” to other nodes: the following analog of $R_t$, namely $1 + \text{the total number of infections generated throughout the network by a single infection at any node, less the recovery rate } I / D$, given by the corresponding column-sum of $M$, must be uniformly bounded by a constant $k < 1$. The bound on column sums can be considered as a granular version of a bound on $R_t$.

4.1 Consequences for control and network design

We first discussed controlling the spread of coronavirus locally (at one node) by making $R_t = pc/s < 1$ at that node, through the combined effects of (a) Slowing the spread by reducing the probability that a contact results in an infection through masking and/or physical (misnamed social) distancing, (b) Reducing the effective contact rate between susceptible and infected individuals, for example by making some contacts virtual and/or by otherwise reducing the incidence of “superspreading”/“spreading” events in a multi-networked city of the future, and (c) reducing the proportion of susceptibles by vaccination.

Our matrix/network models introduce more granularity: for stability an increasing rate of infections at a node, namely $pc/s$, must be balanced by a similar reduction the rate of infections generated by infections at that node, the latter parametrized by the sum of off-diagonal elements in the corresponding column of $M$ (or $A$ since $A = M+I$), for example, through localizing or virtualizing interactions, restrictions on travel, or reduction of the size of events where interactions occur. Similar considerations apply in reducing the rate of growth of infections in cases where infections are growing (column sums of update matrices $A > 1$, analogs of $R_t > 1$) to reduce the strain on resources by “flattening the curve.”

Moreover, the spread of Covid-19 seems to have the hallmarks of a cascading failure [10], here initially localized loci of infection which spread more rapidly than the system reacts to contain or mitigate the spread (described for example in [14]). Decentralized (modular) organization has been shown to promote survivability from “cascading failures in power grids.” [16] discussed how decentralized (modular) organization and “reciprocal altruism” promote survivability from “cascading failures in power grids.” The modular organization of the US (and perhaps any other) power grids, and lessons learned from cascading failure leading to the Northeast US blackout of 2003 [18] may provide ideas for a modular organization of networks in cities of the future, in which case signals provided by matrix models such as those discussed above (e.g., eqn. (9)) might provide fast enough warning signals to contain the spread.
of future epidemics from hot spots. For example, one might seek to avert the transition from substochastic dynamics (decay of infection) to superstochastic dynamics (growth of infection), both throughout the network, by introducing travel restrictions, reducing off-diagonal elements in the update matrix. See also the discussion of the “smart electric grid of the future” [2].

4.2 Limitations, future work and conclusions

In the present paper have discussed only the simplest matrix/network extension of the classic SIR model, and looked only for qualitative correspondence to the data. In the future one should explore extensions to more general models and explorations of fitting data (and explanations for failure to fit the data, e.g., evolving social behavior, c.f. [9].

Moreover, one might explore what might be interesting non-linear extensions to the present discussion. The May-Wigner transition from instability to stability as a function of the strength of interactions in a network with linear interactions [1, 7, 8, 19] has also been observed in nonlinear dynamical systems [12, 17, 25]. Network structure also plays a role in stability, both small-world organization [27] and more complex network structures (c.f. [15]), and should be considered in understanding the role of social behavior and urban design in the spread of epidemics.

We also plan to extend our matrix/network model to a stochastic model to study the propagation and growth of random infections in a matrix/network model (c.f. [13]), and to develop a criterion for “circuit breakers” to limit cascading spread (see the discussion of the power grid, above). Both projects project may help in “flattening the curve” to help avoid overrunning the limits of medical resources.

4.3 Summary

In summary, we have developed a model for the spread of epidemics which over networks, which includes both local (within node/city/region) SIR dynamics and flows of infections between nodes. We have also provided a natural criterion for the zero infections steady state to be stable: expressed mathematically that all column sums are less than 1 (substochastic), and interpreted that one infection anywhere in the network yields less than one new infection (on average) over the entire network. This approach may be a small step towards models to help design “smart cities” of the future with an idea of preventing, containing, or at least mitigating future pandemics.

Acknowledgement. We thank Jenny Magnes (Vassar College) for a helpful comments and edits on a prior version of this manuscript.

References
1. S. Allesina and S. Tang, S. The stability–complexity relationship at age 40: a random matrix perspective. Population Ecology, 57, 1, 63–75, 2015.
2. S.M. Amin and B.F. Wollenberg. Toward a smart grid: power delivery for the 21st century. IEEE power and energy magazine, 3, 5, 34–41, 2005.
3. E. Arcaute, E. Hatna, P. Ferguson, H. Youn, A. Johansson, A., and Batty, M. Constructing cities, deconstructing scaling laws. Journal of the Royal Society interface, 12, 102, 20140745, 2015.
4. L.M. Bettencourt. The origins of scaling in cities. Science, 340, 6139, 1438-1441, 2013.
5. L.M. Bettencourt, J. Lobo, D. Helbing, C. Kühnert and G.B. West. Growth, innovation, scaling, and the pace of life in cities. Proceedings of the National Academy of Sciences 104, 17, 7301–7306, 2007.
6. K. Biswas, A. Khaleque and P. Sen. Covid-19 spread: Reproduction of data and prediction using a SIR model on Euclidean network. arXiv preprint arXiv:2003.07063, 2020.
7. J.E. Cohen and C. M. Newman. The stability of large random matrices and their products. Annals of Probability 12, 2, 283–310, 1984.
8. J.E. Cohen and C. M. Newman. When will a large complex system be stable? Journal of Theoretical Biology 113: 153–156, 1985.
9. I. Cooper, A. Mondel and C.G. Antonopoulos. A SIR model assumption for the spread of COVID-19 in different communities. Chaos, Solitons and Fractals, 139, 110057, 2020.
10. P. Crucitti, V. Latora, and M. Marchiori. Model for cascading failures in complex networks. Physical Review E 69, 4, 045104, 2004.
11. P. Figueiredo-Campos, B. Blankenhaus, C. Mota, A. Gomes, M. Serrano, M., S. Ariotti, …, and M. Veldhoven. Seroprevalence of anti-SARS-CoV-2 antibodies in COVID-19 patients and healthy volunteers up to six months post disease onset. European Journal of Immunology, https://doi.org/10.1002/eji.202048970, 2020.
12. Y.V. Fyodorov and B.A. Khoruzhenko. Nonlinear analogue of the May– Wigner instability transition. Proceedings of the National Academy of Sciences 113, 25, 6827–6832, 2016.
13. H.M. Hastings. Stability of large systems. BioSystems, 17, 2, 171–177, 1984.
14. H.M. Hastings, T. Young-Taft and C.-J. Tzen, Ecology, Economics, and Network Dynamics, Levy Economics Institute of Bard College, Annandale-on-Hudson NY, USA. Working paper 971, 2020.
15. S. Havlin, D.Y. Kenett, E. Ben-Jacob, A. Bunde, R. Cohen, H. Hermann, J.W. Kantelhardt, J. Kertész, S. Kirkpatrick, J. Kürths, J. Portugali and S. Solomon. Challenges in network science: Applications to infrastructures, climate, social systems and economics. European Physical Journal Special Topics 214, 1, 273–293, 2012.
16. P. Hines, K. Balasubramaniam and E. C. Sanchez. Cascading failures in power grids. IEEE Potentials 28, 5, 24–30, 2009.
17. J.R. Ipsen. May–Wigner transition in large random dynamical systems. Journal of Statistical Mechanics: Theory and Experiment 2017, 9, 093209, 2017.
18. E.J. Lerner. What’s wrong with the electric grid? Physics Today. Available at: https://physicstoday.scitation.org/do/10.1063/PT.5.5020/full/, 2013. Accessed 2020- November 4. (This article originally appeared in the October/November 2003 issue of The Industrial Physicist. The citations under “Further reading” have been updated.)
19. R.M. May. Will a large complex system be stable? Nature, 238, 5364, 413–414, 1972.
20. R.M. May and Anderson, R.M. (1987). Transmission dynamics of HIV infection. Nature, 326(6109), 137–142.
21. M. Schläpfer, L.M. Bettencourt, S. Grauwin, M. Raschke, R. Claxton, Z. Smoreda, G.B. West and C. Ratti. The scaling of human interactions with city size. Journal of the Royal Society Interface, 11, 98, 20130789, 2014.
22. J. Seow, C. Graham, B. Merrick, S. Acors, S. Pickering, K.J. Steel, ... and G. Betancor, G. (2020). Longitudinal observation and decline of neutralizing antibody responses in the three months following SARS-CoV-2 infection in humans. Nature Microbiology, https://doi.org/10.1038/s41564-020-00813-8, 2020.
23. D. Smith and L. Moore. The SIR model for spread of disease: the differential equation model. Loci. (originally Convergence.) https://www.maa.org/press/periodicals/loci/sir-model-for-spread-of-disease-the-differential-equation-model, 2004. Accessed 2020-November 1.
24. M.L. Smith. Cities: The First 6,000 Years. Penguin Books, London, 2020.
25. S. Sinha and S. Sinha. Evidence of universality for the May-Wigner stability theorem for random networks with local dynamics. Physical Review E, 71, 2, 020902, 2005.
26. E. Stinson. Health and Disease Have Always Shaped Our Cities. What Will Be the Impact of COVID-19? Architectural Digest, https://www.architecturaldigest.com/story/how-will-coronavirus-impact-cities, 2020. Accessed 2020-November 2.
27. D.J. Watts and S.H. Strogatz. Collective dynamics of ‘small-world’ networks. Nature 393, 6684, 440–442, 1998.
28. G.B. West. Scale: The Universal Laws of Growth, Innovation, Sustainability, and the Pace of Life in Organisms, Cities, Economies, and Companies. Penguin, New York, 2017.