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Abstract
An important problem on graph-structured data is that of quantifying similarity between graphs. Graph kernels are an established technique for such tasks; in particular, those based on random walks and return probabilities have proven to be effective in wide-ranging applications, from bioinformatics to social networks to computer vision. However, random walk kernels generally suffer from slowness and tottering, an effect which causes walks to overemphasize local graph topology, undercutting the importance of global structure. To correct for these issues, we recast return probability graph kernels under the more general framework of density of states — a framework which uses the lens of spectral analysis to uncover graph motifs and properties hidden within the interior of the spectrum — and use our interpretation to construct scalable, composite density of states based graph kernels which balance local and global information, leading to higher classification accuracies on a host of benchmark datasets.

1 Introduction

1.1 Classifying Large Graphs
Large-scale graph classification tasks abound in a computer vision, social science, and other fields. Communities within social networks can be represented as graphs, with individuals as nodes and connections between them as edges. In the Facebook and Twitter world graphs, communities easily number in the tens of thousands on average, and pages attract millions of followers [1]. Large-scale graph classification algorithms can be used to tell apart communities with different characteristics, for example, and therefore has implications for maintaining community integrity and internet safety. Collaboration networks of researchers can have hundreds of thousands of nodes and millions of edges [28] — a question of interest is whether such sub-networks can be classified according to its research subfield solely based on network structural properties. Fine-grained and complex grid networks arise in texture classification, a subfield of computer vision [16]. Indeed, large graphs are prevalent in the real world. The scalability of algorithms on such graphs is indubitably one of the most pressing challenges in data science [24].

There are two distinct, yet interrelated lines of work which address the problem of classification at the graph level. They are, in order of conception, graph kernels and graph neural networks (GNNs) [27]. Well-known classical graph kernels include the vertex/edge label, random walk [25], spectral decomposition, Weisfeiler-Lehman kernel [20], and kernels of the optimal assignment (OA) variety [19]. Recent works have also incorporated Wasserstein/EMD distances to compute similarity between latent space embeddings ([17], [8]), including [18], which proposes algorithms for computing an EMD and pyramid matching based kernel to compare global properties of graphs. More recently, [7] used a Gromov-Wasserstein learning framework for the similar problem of graph matching. For a survey of graph kernels, we refer to [11].

Graph neural networks, and convolutional neural networks have also been applied to graph structured data. These methods generally have runtime complexity proportional to |E|, but are generally expensive to train. Recent examples include the graph isomorphism network (GIN) [10], deep graph kernel [21], and PATCHY-SAN. Recent studies have shown that graph kernels and graph neural networks remain competitive with one another [5].

Efforts have been made to collectivize graph kernel benchmark data sets and standardize evaluation procedures. Two such databases are TUDatasets and Open Graph Benchmark (OGB) ([26], [12], [5]). The OGB and TUData projects both aim to assemble graph datasets from wide ranging domains. They provide tools for loading data, forming train-test splits, and facilitating benchmarking in Python and PyTorch.

1.2 Density of States
The density of states (DOS) induced by a real symmetric matrix $A \in \mathbb{R}^{N \times N}$ with
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eigenvectors \((\lambda_i, q_i), i \in \{1, 2, \ldots, N\}\) is defined as the generalized function

\[
\mu(\lambda) = \frac{1}{N} \sum_{i=1}^{N} \delta(\lambda - \lambda_i)
\]

\(\mu\) is also referred to as the spectral density of \(A\). For any vector \(u \in \mathbb{R}^n\), the local density of states is given by

\[
\mu(\lambda, u) = \sum_{i=1}^{N} |u^T q_i|^2 \delta(\lambda - \lambda_i)
\]

The point-wise density of states (PDOS) is obtained by setting \(u = e_k\). In \cite{13}, DOS was applied in analyzing real world networks with up to several billion nodes. Recent developments have enabled the computation of complete eigenspectra. These eigenspectra can then be taken as spectral signatures for graphs, which can in turn be used as features for the basis of graph matching and classification.

1.3 Related Work The current state-of-the-art graph kernels based on return probabilities include RetGK\cite{30} and its adaptation to labeled graphs, scalable attributed graph embeddings, SAGE\cite{14}. Both employ a return probability feature vector (RPF), defined as

\[
\bar{p}_k = [P^1_G(i, i), P^2_G(i, i), \ldots, P^S_G(i, i)]^T
\]

where \(P^s_G(i, i), s = 1, 2, \ldots, S\) is the probability that an \(s\)-step random walk on \(G\) starting from \(v_i\) returns to itself. The RPF can be computed using an eigendecompositional approach, and enjoys several desirable properties, such as isomorphism-invariance, multi-resolution, and informativeness. Graphs with different RPFs are not isomorphic. A similarity in RPFs generally indicates similarity in spectral information and local node structural roles.

Both RetGK\(_1\) and SAGE scale linearly with the number of graphs in the dataset, and with the size of the graph embedding. However, they do not scale with \(|E|\), the number of edges in the graph. Other well-known graph kernels such as WL do scale with \(|E|\); however, their discriminatory power does not surpass that of RetGK\(_1\).

Although \cite{30} proposes a fast Monte-Carlo simulation approach to computing the RPF, RetGK\(_{MC}\), this approach has poorer accuracy compared to RetGK\(_1\) (full eigendecomposition) and RetGK\(_{II}\) (full eigendecomposition with approximate feature maps). On the other hand, full eigendecomposition has cost \(O(N^3)\), and becomes infeasible for graphs with tens of thousands of nodes.

A graph kernel which uses spectral information is the family of graph spectral distances (FGSD)\cite{23}. This paper introduces a graph representation based on the multiset of node pairwise spectral distances. For each graph, they define the graph spectrum \(R := \{S_f(x,y) \forall (x,y) \in V\}\), where \(S_f(x,y) = \sum_{k=0}^{N-1} f(\lambda_k)(\phi_k(x) - \phi_k(y))^2\), where \(\phi_k(x)\) is the \(x\)-entry value of the eigenvector \(\phi_k\) of the Laplacian of \(G\) and \(f\) is a monotonic function. For classification, they use a discretization \(F\) of \(R\), namely the histogram of \(R\) with binwidth size chosen from \(\{1e-3, 1e-4, 1e-5\}\), and also select the family of biharmonic distances for \(f\). Importantly, they demonstrate desirable uniqueness properties of the graph spectrum and exhibit a fast approximation algorithm for computing \(F\) based on Chebyshev series expansion of \(f\). Similar to our methods, FGSD is a graph kernel which utilizes spectral information, and is used for unlabeled datasets. Although the graph feature is well-motivated by uniqueness considerations, the features employed lack interpretability, and do not distinguish between local and global information.

1.3.1 Totttering Both RetGK\cite{30} and SAGE\cite{14} face an issue known as tottering\cite{15}: in a random walk, the local edges of a graph near the starting point are traversed back and forth over and over again, therefore over-representing local features as opposed to global features discovered by longer walks — this is especially true when the length of the walk is short in comparison to the diameter or size of the graph and poses a bigger problem in large graphs. For random return walks, as opposed to generic random walks, the issue of tottering is further amplified, because the walk must begin and end in the same region of the graph. Although return walks effectively capture the local structural role of a node, they discount global information.

1.4 Contributions

- We propose a novel global density of states (DOS) graph kernel for comparing global return walk probabilities using Chebyshev moments. We take advantage of Jackson damping to reduce Gibbs phenomena and motif filtering to hasten convergence of the Chebyshev moments when applying the KPM algorithm in computing feature vectors.
- We propose a unified density-of-states graph classification framework for (node-wise and global) return-probability-based graph kernels to ameliorate the issue of tottering in large graphs by combining local and global density of states (DOS+LDOS). This combination is natural because of the shared underlying spectral informa-
tion. Our algorithms scale like $O(|E|)$, an improvement over RetGK$_1$ [30], which scales like $O(N^3)$. Moreover, we show that LDOS and RetGK$_1$ [30] are the same up to a change of basis.

2 Background

2.1 Graph Conventions We consider undirected weighted graphs $G=(V,E)$ with vertex set $V = \{v_1,...,v_n\}$ and edge set $E \subseteq V \times V$. We take the entry $(i,j)$ of the weighted adjacency matrix $A \in \mathbb{R}^{n \times n}$ to be 0 if $(v_i,v_j) \notin E$ and $w_{ij}$, the weight of edge $(v_i,v_j)$, if the edge belongs to $E$.

2.2 Normalized Adjacency Matrix To guarantee that the spectral density function has bounded support within $[-1,1]$, we consider the normalized adjacency matrix $\tilde{A} = D^{-1/2}AD^{-1/2}$, whose eigenvalues satisfy $-1 \leq \lambda_1 \leq ... \leq \lambda_n \leq 1$. This matrix encodes useful eigenvalue information and shares the same eigenvalues as the random walk matrix $P = D^{-1}A$. Both play a fundamental role in spectral graph algorithms.

2.3 Graph Kernels Kernel methods have long been used for regression and classification tasks. The most frequently used kernel method is the support vector machine (SVM). A valid kernel $k(x,x)$ which can be identified with a reproducing kernel Hilbert Space (RKHS) satisfies the properties of symmetry and positive definiteness. A graph kernel $K(G,H)$ is a kernel defined between graphs $G,H$, which, roughly speaking, measures their degree of similarity. A bevy of graph kernels have been proposed, including random walk kernels and numerous variations thereof ([11], [15]).

3 Methods

To compute graph kernels based on the local and global spectral density of a matrix, we must first compute their feature vectors. The literature contains many approaches for estimating the spectral density of a large symmetric matrix. One approach hinges on running the Lanczos algorithm, to obtain approximate Ritz values and Ritz vectors and an approximate decomposition of $A$ of the form $AV_M = V_M T_M + F_MA^T$. Another uses the kernel polynomial method, which we elaborate on below. For a complete review of these approaches and others, we refer to [29].

3.1 Kernel Polynomial Method (KPM) The KPM method expands the spectral density of a matrix $A$ in terms of the dual basis of a family of orthogonal polynomials satisfying a three-term recurrence [29]. A commonly used family is the Chebyshev polynomials, which are given by the recurrence $T_0(x) = 1, T_1(x) = x, T_{m+1}(x) = 2xT_m(x) - T_{m-1}(x)$. Since the Chebyshev polynomials are orthogonal with respect to $w(x) = 2/((1+\delta_{0n})\pi\sqrt{1-x^2})$, the dual basis is given by $T^* = w(x)T(x)$, and

$$\mu(\lambda) = \sum_{m=1}^\infty d_m T_m^*(x) \, dx$$

The $m$th Chebyshev moment $d_m$ is given by

$$d_m = \int_{-1}^1 T_m(\lambda) \mu(\lambda) \, d\lambda = \text{Tr}(T_m(A))$$

Likewise, the local Chebyshev moments are

$$d_{mk} = \int_{-1}^1 T_m(\lambda) \mu_k(\lambda) \, d\lambda = T_m(A)_{kk}$$

Hutchinson and Bekas proposed a stochastic estimator for the diagonal of a symmetric matrix $A \in \mathbb{R}^{n \times n}$ via taking a Hadamard product:

$$E[z \circ A z] = \text{diag}(A)$$

An unbiased estimator for the diagonal is given by

$$\text{diag}(A) \approx \frac{1}{N_z} \sum_{j=1}^{N_z} Z_j \circ A Z_j$$

where $Z_j$ are independent probe vectors. The quantities $T_m(A)Z_j$ can be computed using the three-term recurrence for Chebyshev polynomials. Therefore each moment can be computed in $O(|E|N_z)$ time.

3.2 Jackson Damping and Motif Filtering A technique developed in [13], [29] to accelerate the computation of the Chebyshev moments for the KPM method is motif filtering. Motif filtering preempts slow convergence caused by spikes in the spectrum of the spectral density of states by filtering them out using a hashing process, thereby reducing the problem to that of approximating smooth portions of the spectrum. We employ both techniques in our graph feature computations.

Jackson damping factors can be used to control the Gibbs oscillation caused by truncating the number of Chebyshev moments in equation 3.1. The Jackson factors are given by

$$g_M = \frac{(M+1-k)\cos(k\alpha_M)}{(M+2)} + \frac{\sin((k+1)\alpha_M)}{(M+2)\sin(\alpha_M)}$$

where $\alpha_M = \frac{\pi}{M+2}$ and $M$ is the number of moments.
3.3 DOS Graph Kernel Common graph motifs, or recurring substructures, are reflected in the spectrum of the graph Laplacian or adjacency matrix in the form of repeated eigenvalues. This motivates a graph kernel which compares frequently occurring graph motifs between graphs. We do this indirectly by comparing the feature vector of Chebyshev moments $d_m$ of the normalized adjacency matrix $\tilde{A}$. The explicit DOS Euclidean embedding vector is given by

$$\mu_{\text{DOS}}(G) = [R_G^1, R_G^2, \ldots, R_G^N]^T$$

where $R_G^S := \int_0^1 T_S(\lambda) d\mu(\lambda)$ and $\mu(\lambda)$ is the generalized function as defined in equation (1.2) and $T_S$ is the $S$th Chebyshev polynomial. Accordingly, we define the DOS graph kernel between graphs $G$ and $H$ as

$$K(G, H) = \exp(-\gamma \|\mu_{\text{DOS}}(G) - \mu_{\text{DOS}}(H)\|^2)$$

The choices of $p = 1$ and $p = 2$ correspond to the Laplacian and RBF kernels, respectively.

For the special case of the normalized adjacency matrix, the $m$th moment $d_m$ has the additional interpretation as a random walk return probability, namely the probability that a random walk starting at a node chosen uniformly at random returns to itself after $m$ steps along the edges of the graph.

3.4 LDOS Graph Kernel We begin by recollecting a fact that relates powers of the normalized adjacency matrix $\tilde{A}$ to return probabilities on graphs. Then we use the density of states framework to compute the probabilities.

**Theorem 3.1. (Return Probabilities)** If $\tilde{A}$ is the normalized adjacency matrix of graph $G$, then the probability that a random walk starting from node $i$ returns to node $i$ after $k$ steps is given by $[\tilde{A}^k]_{ii}$.

This fact is easily proved by an inductive argument. We demonstrate how the LDOS encodes exactly this set of return probabilities; all that is needed to recover this information is a change-of-basis from the Chebyshev basis to the monomial basis.

By definition the pointwise density of states (PDOS) $\mu_j(\lambda)$ is defined as

$$\mu(\lambda, e_j) := \sum_{i=1}^n |e_j^T q_i|^2 \delta(\lambda - \lambda_i)$$

where $q_i$ is the $i$th eigenvector of $\tilde{A}$ corresponding to $\lambda_i$.

**Proposition 3.1. (Return Probabilities V2)** The probability that a random walk starting at node $v_i$ returns after $k$ steps is $\int_{-1}^1 \lambda^k d\mu_i(\lambda)$, where $\mu_i(\lambda) := \mu(\lambda, e_i)$.

Proof. Assume $\tilde{A} = QDQ^T$, where $Q$ is an orthonormal matrix of eigenvectors and $D$ is a diagonal matrix of eigenvalues. Observe that

$$\int_{-1}^1 \lambda^k d\mu_j(\lambda) = \sum_{i=1}^n \lambda_i^k |e_j^T q_i|^2 = e_j^T QD^k Q^T e_j$$

$$= e_j^T (QDQ^T)^k e_j = e_j^T \tilde{A}^k e_j = [\tilde{A}^k]_{jj}$$

Hence the integral $\int_{-1}^1 \lambda^k d\mu_j(\lambda)$ is equal to the probability that a random walk of length $k$ on $G$ starting at node $i$ returns to the initial point.

From proposition 3.1 we have that

$$\int_{-1}^1 T_k(\lambda) d\mu_j(\lambda) = T_k(\tilde{A})_{jj}$$

where $T_k(\lambda)$ is the $k$th Chebyshev polynomial. We use the same stochastic diagonal estimation approach to accurately compute the matrix of moments $C \in \mathbb{R}^{K \times n}$, where $C_{ij}$ is the $i$th Chebyshev moment for the $j$th node, $T_i(\tilde{A})_{jj}$.

The return probabilities feature vector (RPF), or vector of polynomial moments, is then obtained from the $T_k(\tilde{A})_{ij}$ by solving the lower triangular linear system using forward-substitution.

$$\begin{bmatrix} T_{00} & 0 & \ldots & 0 \\ T_{10} & T_{11} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ T_{k0} & T_{k1} & \ldots & T_{kk} \end{bmatrix} \begin{bmatrix} \int_{-1}^1 \lambda^0 d\mu_i \\ \int_{-1}^1 \lambda^1 d\mu_i \\ \vdots \\ \int_{-1}^1 \lambda^k d\mu_i \end{bmatrix} = \begin{bmatrix} \int_{-1}^1 T_0(\lambda) d\mu_i \\ \int_{-1}^1 T_1(\lambda) d\mu_i \\ \vdots \\ \int_{-1}^1 T_k(\lambda) d\mu_i \end{bmatrix}$$

Forward substitution is a numerically backwards stable algorithm. In practice, one commonly sets $k = 50$.

3.4.1 Error Analysis Two sources of error exist in computing the LDOS moments in the polynomial basis using equation (3.10). The first is the error in computing the approximate Chebyshev moments $\{\int_{-1}^1 T_j(\lambda) d\mu_i\}_{j=0}^k$. The second is floating point error from solving the linear system in equation (3.4). It turns out that the error in the approximate Chebyshev moments is structured. There is a degree of internal consistency in the moment approximations because the individual moments are not approximated independently. Rather the approximate moments are exact moments for a distribution which approximates the density of states, namely

$$\mu(\lambda, u) = \sum_{i=1}^N |u^T q_i|^2 \delta(\lambda - \lambda_i)$$

where $u$ is usually taken to be a Gaussian random vector. That this quantity is an unbiased estimator of the DOS is implied by the following theorem.

---

Preprint. Under review.
Theorem 3.2. (Stochastic Sampling) Let $A$ be a symmetric matrix in $\mathbb{R}^n$ with eigenvalue decomposition $A = \sum_{j=1}^{n} \lambda_j u_j u_j^T$ satisfying $\langle u_i, u_j \rangle = \delta_{ij}$ for $i, j = 1, \ldots, n$. If $v$ is a vector in $\mathbb{R}^n$, then it can be represented as $v = \sum_{j=1}^{n} \beta_j u_j$. If each component of $v$ is drawn from a normal distribution with zero mean and unit standard deviation, i.e.,

$$\mathbb{E}[v] = 0, \mathbb{E}[vv^T] = I$$

then

$$\mathbb{E}[\beta_i \beta_j] = \delta_{ij}, \quad i, j = 1, 2, \ldots, n$$

The second source of error is related to the solve involving the matrix of Chebyshev matrix, which is poorly scaled. As such, we can use the Skeel condition number to more appropriately quantify the conditioning of the matrix than the 2-norm condition number. The Skeel condition number has the property of invariance under row scaling, and is formally defined as

$$\text{Cond}(T) = |||T|||_{\infty}^{-1}$$

where $|T|$ is the entry-wise absolute value operation. The Skeel condition number of $T_{50}$ is smaller than the 2-norm condition number by a factor of $10^4$.

3.4.2 Computation of LDOS Kernel We summarize these steps in the form of an algorithm for computing RPF via LDOS.

**Algorithm 1 LDOS Return Probabilities Algorithm**

1: **Inputs:** Normalized adjacency matrix $A$ for graph $G$ with eigenvalues in $[-1, 1]$, orthonormal basis $P$ for motif hashing
2: **Outputs:** Feature vector of return probabilities $v \in \mathbb{R}^{(k+1)n}$
3: Sample probe vectors $\{Z_j\}_{j=1}^{N_Z}$
4: Compute $\{P^T Z_j\}_{j=1}^{N_Z}$, $P \in \mathbb{R}^{N \times r}$
5: $C = \sum_{r=1}^{N_Z} Z_r \circ AZ_r$
6: $C \leftarrow J_M C$ (Jackson Damping)
7: Compute $V = T^{-1}C \in \mathbb{R}^{(k+1) \times n}$, where $T \in \mathbb{R}^{(k+1) \times (k+1)}$ contains Chebyshev coefficients (3.9)
8: Flatten $V$ to obtain $v \in \mathbb{R}^{n(k+1)}$
9: **Return** $V$

As in [30], given a set of $k$-step return probabilities feature vector (RPF) $\tilde{p}$, for each node of $G$, we assume they form an empirical distributions and embed them in a reproducing kernel Hilbert Space (RKHS) using kernel mean embedding. We use maximum mean discrepancy (MMD) [2] to obtain similarity measures between empirical distributions.

Following [30], we take the graph kernel to be

$$K_{LDOS}(G, H) = \exp(-\gamma \|\mu(G) - \mu(H)\|_2^2) = \exp(-\gamma \text{MMD}^p(\mu_G, \mu_H))$$

where

$$\text{MMD}(\mu_G, \mu_H) = \frac{1}{n_G} \sum_{i=1}^{n_G} k_{GG} \mathbf{1}_{n_G} + \frac{1}{n_H} \sum_{i=1}^{n_H} k_{HH} \mathbf{1}_{n_H} - \frac{2}{n_G n_H} \sum_{i=1}^{n_G} \sum_{j=1}^{n_H} k_{GH} \mathbf{1}_{n_n}$$

and $\mu_G, \mu_H$ are taken to be either vectors of LDOS moments or node-wise return probabilities for $G$ and $H$, e.g. the output of algorithm [3.4.2] (3.11)

3.5 Unified DOS and LDOS Graph Kernel

Motivated by the non-overlapping advantages of the DOS and LDOS kernels, we consider techniques from multiple-kernel learning to combine the two kernels. As used in [4], a natural choice is the composite kernel given by the linear combination of sum and products

$$K(G, H) = w_1 K_{DOS} \cdot K_{LDOS} + \frac{w_2}{2} (K_{DOS} + K_{LDOS})$$

where $w_1 + w_2 = 1$. In other words, we take a linear combination of sum and product kernels to create a more expressive kernel that is sensitive to both global and local information.

From a geometric point of view, the DOS is able to detect global graph motifs: frequently occurring substructures in the graph, formed by nodes and edges in a specific way. The most common type of graph motif is the dangling vertex. Specific graph motifs give rise to certain eigenvalues, which in turn impact the shape of the spectral density, or DOS. While the DOS captures the presence of graph motifs, the LDOS effectively captures the local node structural roles: what is the function of a given node in the context of its local neighborhood, as reflected by random walks?

From a probabilistic point of view, the DOS encapsulates the probability that a random walk returns after $S$ steps, given that the starting point is chosen uniformly at random among the nodes of the graph $G$. The LDOS, on the other hand, captures the probability that a random walk returns after $S$ steps given a fixed starting node.

This composite graph kernel is most effective when either one of DOS or LDOS is inadequate for summarizing a graph alone, as is often the case when a graph is very small or very large.

The sum of positive definite matrices is positive definite; likewise, the element-wise product is also positive definite [22]. We conclude that the kernel defined in equation [3.11] is positive definite.
The technique of combining graph kernels does not introduce external, or new information to RetGK when the number of moments used is the same. Instead it utilizes the same information in a more efficient manner. We are not combining two distinct kernels, as the underlying information used is the same. In fact, we recover the global DOS by summing over the LDOS moments.

Algorithm 2 LDOS + DOS Graph Feature

1: Inputs: Normalized adjacency matrix \( \tilde{A} \) for graph \( G \) with eigenvalues in \([-1,1]\]
2: Outputs: Feature vector of node-wise return probabilities \( V \in \mathbb{R}^{(k+1)n} \) and global return probabilities \( W \in \mathbb{R}^{k+1} \)
3: \( C \in \mathbb{R}^{(k+1)\times n} \leftarrow \text{HutchinsonEstimator}(\tilde{A}) \)
4: Compute \( V = T^{-1}C \in \mathbb{R}^{(k+1)\times n} \), where \( T \in \mathbb{R}^{(k+1)\times (k+1)} \) contains Chebyshev coefficients
5: \( W \leftarrow \sum_{i=1}^{n} v_i \)
6: Return \( V, W \)

The time complexity of the algorithm is \( O(|E|N_{ZS}) \), where \( S = k + 1 \) is the total number of moments to be computed for graph.

4 Experiments

We experiment on a wide range of network-based graph datasets, with descriptions provided below. We denote the global density of states graph kernel simply by DOS, and the local density of states graph kernel simply by LDOS. We emphasize that LDOS is a scalable, efficient approximation to the return probability kernel RetGK\(_I\)\[30\]. In our experiments, we rerun RetGK\(_I\) for all datasets, rather than citing values from literature.

We combine DOS with both LDOS and RetGK\(_I\) to correct for the effects of tottering. For details of experimental setup and hyperparameter selection, see §4.2.

4.1 Experimental Datasets

- **REDDIT**[12] is a social network dataset. Each graph represents a discussion thread on Reddit, with nodes corresponding to users and edges between users if one has replied to the comment of another. The graphs are classified into two categories based on thread type:
  - Threads from Q&A subreddits (ie. r/AskReddit)
  - Threads from online discussion type subreddits (ie. r/atheism).
- **REDDIT-5K**[12] is similar to REDDIT, except with 5 subreddits labeled independently: world-news, videos, AdviceAnimals, aww, and mildlyinteresting.
- **COLLAB**[12] is a physics research collaboration network graph dataset. Each graph corresponds to the research network for a given researcher, nodes correspond to researchers, and edges between researchers indicate they’ve collaborated with. Each graph is classified based on the physics subfield the researcher belongs to.
- **IMDB-BINARY**[12] Is a set of ego-networks of actors. In each graph, nodes correspond to actors/actresses, and edges between actors indicate they starred in the same movie. The graphs are classified into two categories based on the genre of movie: Action and Romance.
- **IMDB-MULTI**[12] Is the same as IMDB-BINARY, except using three genres: Comedy, Romance and Sci-Fi.
- **REDDIT-THREADS**[3] Discussion and non-discussion based threads from Reddit. We filtered the dataset to only include graphs with \( > 87 \) nodes and balanced the number of instances in each class.

![Figure 1: DOS Prediction Accuracy & Standard Deviation](image)

4.2 Hyperparameter Selection Following [9], we select the SVM parameter \( C \) from \( \{10^{-3}, 10^{-2}, \ldots, 10^3\} \) using cross-validation on the training set. We optimize \( C \) using the training set only. We perform the outer 10-fold cross-validation loop 10 times with random splits.
Table 1: Classification accuracies (%) and standard deviations. RetGK\(_1\) values were re-computed, except for COLLAB, DOS, LDOS, LDOS+DOS, and RetGK\(_1\)+DOS values were computed. Remaining values were cited.

|                        | Medium/Large Graphs | Small Graphs |
|------------------------|---------------------|--------------|
|                        | REDDIT | REDDIT-5K | THREADS | COLLAB | IMDB-MULTI | IMDB-BINARY |
| nodes                  | 430    | 508.52    | 91.3    | 74.49  | 13         | 19.77       |
| edges                  | 498    | 595       | 104.4   | 2458   | 65.94      | 96.53       |
| graphs                 | 2000   | 4999      | 642     | 5000   | 1500       | 1000        |
| classes                | 2      | 5         | 2       | 3      | 3          | 2           |
| FGSD [23]              | 86.50  | 47.76     | –       | 80.02  | 52.41      | 73.62       |
| DGK [30]               | 78.0(0.4) | 41.3(0.2) | –       | 73.1(0.3) | 44.6 (0.5) | 67.0(0.6)   |
| WL [30]                | 68.2(0.2) | 51.2(0.3) | –       | 74.8(0.2) | 49.8 (0.5) | 70.8 (0.5)  |
| RetGK\(_1\)            | 86.95(0.36) | 55.67(0.19) | 77.78 (0.18) | 81.0 (0.3) | 47.12 (0.84) | 71.92 (0.75) |
| DOS                    | 88.80(0.29) | 52.83(0.21) | 78.90 (0.56) | 80.78 (0.24) | 49.42 (0.45) | 72.77 (0.96) |
| LDOS                   | 91.19(0.26) | 55.67(0.17) | 71.03 (1.2) | 75.29 (0.44) | 48.33 (0.74) | 71.02 (0.37) |
| LDOS+DOS               | 92.48(0.24) | 56.84(0.20) | 78.53 (0.43) | 81.12 (0.18) | 49.00 (0.30) | 72.60 (0.57) |
| RetGK\(_1\)+DOS       | 91.2 (0.28) | 56.75 (0.18) | 80.11 (0.45) | –       | 50.96 (0.35) | 72.25 (0.49) |

Figure 2: LDOS Prediction Accuracy & Standard Deviation

and report mean accuracy as well as standard deviation. For generating the DOS graph kernel (3.1), we used 50 – 400 Chebyshev moments and 2000 random probe vectors. For generating the LDOS graph kernel, we used 50 Chebyshev moments and 2000 probe vectors. We set the number of moments to be 50 because that is the number of steps taken in the random walk in RetGK\(_1\). As in [30], we select the \(p\)-value in the from \(\{1, 2\}\). In all cases we choose \(\gamma\) to be the median of entries in the kernel matrix. In the composite kernel, we always take the weights to be \(w_1 = w_2 = \frac{1}{2}\) for simplicity. We found that prediction accuracy was insensitive to these weights. In motif filtering, we chose to filter out eigenvalues \({-1/4, -1/3, -1/2, 0}\), as done in [13].

We used the C-SVM implementation of LIBSVM (Chang, et al) to conduct all experiments. We used code from [13] to compute DOS and LDOS feature vectors. Return probability kernels were computed using NVIDIA Titan V GPU with 5120 1.455GHz cores, and DOS kernels were computed using an Intel Xeon with 12 cores.

4.3 Discussion Even though LDOS is an \(O(|E|)\) approximation to RetGK\(_1\), which is scales like \(O(N^3)\), we observed competitive performance between the two, indicating that the accuracy of our approximation was sufficient for classification tasks. Moreover, when we combined the LDOS kernel with the DOS kernel, we observed that it uniformly boosted the classification accuracy of LDOS across medium/large graphs with greater than 50 nodes on average. When RetGK\(_1\) was combined with DOS, we saw a similar increase in accuracy. We attribute this to the incorporation of global return probability information.

The new DOS kernel has reasonable performance across a range of datasets, however, it had the highest performance on datasets with small graphs. On small graphs with \(< 20\) nodes on average, the RPF feature of length 50 was less capable of telling apart graphs than DOS graph kernel, likely because the graphs had limited size. For small graphs, the DOS+LDOS combination had less visible effect, possibly because the distinction between local and global information is blurred. We recommend using FGSD in the regime of small graphs, and recommend LDOS+DOS for medium and large graphs.

Through our experiments, we illustrated the benefits of combining the DOS and LDOS kernels using tech-
niques from multiple kernel learning. In all large graph datasets, the resulting combination yielded higher accuracy than any single kernel alone. These results suggest that our approach of reusing spectral information (node-wise Chebyshev moments $d_{mk}$) in two different ways (yielding the DOS and LDOS graph features, respectively), has the potential to enhance classifier performance across large graph datasets — and at minimal extra cost over computing the LDOS moments, because the DOS moments are obtained by summing over the LDOS moments.

Figure 3: The LDOS Feature generation run time scales linearly with the number of edges $|E|$ in $G$.

5 Conclusion

In this paper, we introduced a unified local and global DOS graph kernel to amend the problem of tottering in random walks, and to enable return probability-based graph kernels to scale to large graphs with tens of thousands to millions of nodes. Tottering is a problem which reduces the expressive power of random walks by placing overemphasis on local structure and discounting global, or faraway structures. By explicitly taking global structure into account, we were able to offset the effect of tottering and improve the performance of return probability graph kernels across a range of large graph datasets where a random walk of length 50 is incapable of weighing local and global information adequately. We outperform state-of-the-art graph kernels on all of the large unlabeled graph datasets considered.

Our methods are inherently scalable to graphs with millions of nodes and hundreds of millions of edges [13], unlike RetGK₁ and SAGE. By relying on matrix-vector multiplications (MVMs), our algorithm scales like $O(|E|)$ and naturally exploits sparsity in the graph adjacency matrix. At the same time, we showed empirically that our method remains competitive with state-of-the-art graph kernels for small, medium, and large sized graphs. The DOS/LDOS graph kernel is readily extended to graphs with both node and edge attributes, since the algorithm for return probabilities generates the same features as SAGE [14], which successfully handles both node and edge features by considering an adjoint graph.

In the future we would like to investigate whether our DOS and LDOS-based graph feature vectors can used in the pre-training phase of GNNs, similar to how [8] exploits the Wasserstein barycenter to create supergraphs. We would like to investigate replacing the entrywise geometric mean in the composite kernel by the matrix geometric mean $A\#B$. Lastly, we would like to examine how much the global DOS can be used to enhance classification accuracy on node-attributed and edge-attributed datasets.
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