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ABSTRACT

A new coupled climate system model (CSM) has been developed at the Chinese Academy of Meteorological Sciences (CAMS) by employing several state-of-the-art component models. The coupled CAMS-CSM consists of the modified atmospheric model [ECmwf-HAMburg (ECHAM5)], ocean model [Modular Ocean Model (MOM4)], sea ice model [Sea Ice Simulator (SIS)], and land surface model [Common Land Model (CoLM)]. A detailed model description is presented and both the pre-industrial and “historical” simulations are preliminarily evaluated in this study. The model can reproduce the climatological mean states and seasonal cycles of the major climate system quantities, including the sea surface temperature, precipitation, sea ice extent, and the equatorial thermocline. The major climate variability modes are also reasonably captured by the CAMS-CSM, such as the Madden–Julian Oscillation (MJO), El Niño–Southern Oscillation (ENSO), East Asian Summer Monsoon (EASM), and Pacific Decadal Oscillation (PDO). The model shows a promising ability to simulate the EASM variability and the ENSO–EASM relationship. Some biases still exist, such as the false double-intertropical convergence zone (ITCZ) in the annual mean precipitation field, the overestimated ENSO amplitude, and the weakened Bjerknes feedback associated with ENSO; and thus the CAMS-CSM needs further improvements.
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1. Introduction

Coupled climate models can be used in a wide range of studies on topics from climate variability to future climate projection. These models numerically solve the climate system’s fundamental governing equations to simulate the interactions between the climate system components such as the atmosphere, ocean, land surface, sea ice, and so on. Coupled climate models also serve as essential tools for the climate research community and form the basis for operational dynamical prediction of climate.

Fully coupled climate model development began firstly with the coupled atmosphere–ocean general circulation model (GCM), the first of which was established in the late 1960s at the Geophysical Fluid Dynamics Laboratory (GFDL) (Manabe and Bryan, 1969). This coupled GCM was motivated by the progressive realization of the importance of air–sea interactions in shaping the global climate and climate variability. Since then, tremendous progress has been made in climate model development (Zebiak and Cane, 1987; Mechoso et al., 1995; Taylor et al., 2012). Coupled climate models were developed to ensure a more realistic simulation of the mean climate state and variability via a variety of improvements to numerical algorithm, model resolution, physical parameterization, and so on (Bellenger et al.,...
2014; Song and Zhou, 2014a; Koutroulis et al., 2016; Stanfield et al., 2016). Additional processes and submodels were incorporated into coupled climate models to comprehensively and accurately represent the climate system. Coupled climate models have advanced towards an “earth system model” (e.g., Dunne et al., 2012; Giorgetta et al., 2013; Hurrell et al., 2013).

Despite continuous progress over the past five decades, common and long-lasting biases remain in most present-day coupled climate models. One prevalent basin-scale bias, known as the double intertropical convergence zone (ITCZ), is still visible in the Coupled Model Intercomparison Project phase 5 (CMIP5) models, and there has been little improvement from CMIP3 to CMIP5 (Oueslati and Bellon, 2015). In addition to the large-scale biases, coupled models also exhibit distinct biases at regional scales, especially in East Asia where the climate is dominated by the monsoonal system. Given the complexity of the East Asian monsoon dynamics and thermodynamics, realistic reproduction of the East Asian climate, particularly the monsoon rainbelt, remains a great challenge in the current state-of-the-art coupled climate models (Webster et al., 1998; Kang et al., 2002; Gong et al., 2014; Song and Zhou, 2014a; b; Kusunoki and Arakawa, 2015). For example, Wang et al. (2005) argued that because of the deficiency in simulating the observed anti-correlation between sea surface temperature (SST) and rainfall in the monsoon region, the current state-of-the-art atmospheric GCM (AGCM) is generally inadequate for predicting the Asian–Pacific summer monsoon rainfall when forced by the observed SST; this necessitates the application of coupled climate models in East Asian climate simulations. Song and Zhou (2014b) reported that the climatological summer monsoon circulation and rainbelt are poorly simulated in the CMIP5 AGCM; however, this simulation can be improved in the coupled GCM (CGCM) at the cost of the local cold SST biases in coupled GCMs. In addition to the missing air–sea coupling, the inherent errors in the AGCMs, especially those associated with the physical parameterizations, is also a main source of the precipitation biases over the Asian monsoon region (Song and Zhou, 2014b; Yang et al., 2015).

The East Asian monsoon is basically driven by the seasonal land–sea thermal contrast; however, the monsoon’s maintenance and variations are connected to the comprehensive atmosphere–land, atmosphere–ocean, and atmosphere–ice interactions. Land surface processes are well known to play an important role in shaping and disturbing the East Asian climate, including heating of the Tibetan Plateau, and soil moisture and vegetation processes (Li and Yanai, 1996; Webster et al., 1998; Xue et al., 2004; Zhang and Zuo, 2011). Thus, uncertainty in land surface simulations is an important source of bias in simulations of the East Asian climate (Henderson-Sellers et al., 1995). Due to the uniqueness of terrain and complexity of the physical processes, current GCMs still contain considerable biases and uncertainties in land thermal condition simulations over the East Asian region (Su et al., 2013; Chen and Frauenfeld, 2014; Hua et al., 2014). Chen and Frauenfeld (2014) reported that most of the CMIP5 coupled GCMs show substantial cold biases over the Tibetan Plateau, particularly during the cold season. Hua et al. (2014) showed that the climatology, interannual variation, and trend of land surface temperature simulated over China all exhibit considerable spread among the CMIP5 models, and the spread magnitudes are comparable to those of the observations. Reducing the land surface biases requires substantial improvement of the physical parameterizations, which is a long-standing challenge in climate model development efforts.

Another well-known model bias that occurs in the East Asian region is the precipitation overestimation over the Tibetan Plateau. This bias prevails from the CMIP3 to CMIP5 models (Su et al., 2013; Xu et al., 2017) and corresponds to the cold bias over the Tibetan Plateau (Su et al., 2013). In fact, the excessive precipitation near the steep topography is a common feature in the CMIP5 models (Mehran et al., 2014) and may be related to the decoupling of the advection and condensation processes as well as the atmospheric model’s insufficient horizontal resolution (Codron and Sadourny, 2002; Li et al., 2015; Yu et al., 2015). Recent studies have shown that the Euler-type water vapor advection scheme may provide promising advantages for reducing this bias (Zhang et al., 2013; Yu et al., 2015).

In recent years, a climate system model (CSM) has been developed at the Chinese Academy of Meteorological Sciences (CAMS), which is known as CAMS-CSM. This endeavor aims to address the challenges in simulating the East Asian climate with a high performance model. First, CAMS-CSM is configured to minimize the bias in each climate system component by utilizing existing worldwide, state-of-the-art component models. Thus, as the first step, CAMS-CSM was built upon two widely used and evaluated atmospheric and oceanic models, as well as a full land model. Several modifications (such as those in the water vapor advection scheme and radiation scheme) have been made in the component models to better represent some aspects of the East Asian climate. While a higher resolution is expected to more realistically depict the monsoon rainbelt, a moderate res-
The aim of this paper is to provide a general description and basic evaluation of the CAMS-CSM model. We will evaluate a long term pre-industrial control simulation and a “historical” simulation to provide a model performance overview, including the climatological mean state and variability. This paper is arranged as follows: component models, coupling strategy, and experimental setup are described in Section 2. The simulated climatology and seasonal cycles in the atmosphere, ocean, and cryosphere are presented in Section 3. Some major modes of climate variability are evaluated in Section 4. In Section 5, the results are briefly summarized and discussed.

2. Model description and experiment

2.1 Atmospheric model

The atmospheric component is a modified atmospheric GCM known as ECMWF-HAMburg [ECHAM5 (v5.4)], which was developed at the Max Planck Institute for Meteorology (MPI-Met; Roeckner et al., 2003). ECHAM5 is a spectral atmospheric model with a triangular truncation. The Tiedtke (1989) mass flux scheme, which includes modifications for penetrative convection according to Nordeng (1994), is applied for cumulus convection parameterization. The stratiform cloud scheme consists of a cloud microphysical scheme (Lohmann and Roeckner, 1996) and a cloud cover scheme, which diagnostically calculates the cloud fraction as a function of relative humidity (Sundqvist, 1978). For an additional detailed description of the ECHAM5 model, please refer to Roeckner et al. (2003). The resolution of the current version is T106 L31, which corresponds to a horizontal resolution of approximately 1°, with 31 vertical layers extending from the surface to 10 hPa. The major differences between the CAMS-CSM version and the standard ECHAM5 model include the following: 1) a Two-step Shape Preserving Advection Scheme (TSPAS) is used for the passive tracer transport (Yu, 1994; Zhang et al., 2013), which has shown the ability to reduce precipitation overestimation over the southern Tibetan Plateau’s steep edges (Yu et al., 2015); and 2) a correlated k-distribution scheme developed by Zhang et al. (2006a, b) is adopted for shortwave and longwave radiation transfer parameterization.

2.2 Ocean model

The ocean component is GFDL Modular Ocean Model version 4 (MOM4; Griffies et al., 2004). MOM4 uses a tripolar grid (Murray, 1996) to remove the singularity of the Arctic region, with two northern poles placed over the North American and Eurasian land areas. The zonal resolution is 1° globally, and the meridional resolution is 1/3° within the 10°S–10°N equatorial band, which ranges to 1° at 30°S (N) with a nominal 1° poleward of 60°N. There are 50 vertical layers with 23 even layers in the upper ocean above 230 m. We adopted the following major numerical and physical configurations from the MOM4 model: the multi-dimensional third order upwind biased scheme (Hundsdoerfer and Trompert, 1994) with flux limiters from Sweby (1984) for horizontal and vertical tracer advection; the anisotropic Laplacian scheme for horizontal viscosity; the isoneutral/isopycnal tracer diffusion; the K-profile parameterization and Bryan–Lewis vertical diffusion-viscosity schemes; an overflow scheme for dense water crossing steep bottom topography; a full convective adjustment scheme; and shortwave penetration with spatially varying, climatological chlorophyll concentration.

2.3 Sea ice model

The sea ice component is the GFDL Sea Ice Simulator (SIS), which shares the same grid set as that of the ocean model. SIS is a dynamical sea ice model with a three-layer structure similar to that of the Semtner scheme (Winton, 2000): one snow layer and two equally thick sea ice layers. The snow layer has zero heat capacity, the upper ice layer has a variable heat capacity to represent the brine pockets, and the heat capacity of the lower layer is fixed. The prognostic variables are the snow layer thickness, the ice layer thickness, and the upper and lower ice layer temperatures. The surface temperature is determined from the energy balance between the upward surface heat flux and conductive heat flux through snow or ice. Differing from the Semtner scheme, the snow temperature and brine pocket are not prognostic variables, as the snow heat capacity is small with regard to that of the ice, and the brine pockets can be determined by the upper ice temperature and the predefined ice salinity. The sea ice in each grid consists of five categories and could be redistributed by an enthalpy conserving approach under specific conditions. The internal stresses of ice are calculated by the elastic–viscous–plastic technique (Hunke and Dukowicz, 1997).

2.4 Land model

The land component of CAMS-CSM is the Common Land Model (CoLM; Dai et al., 2003), which was designed to utilize the best aspects of the three existing land surface models: the Biosphere–Atmosphere Transfer Scheme (BATS; Dickinson et al., 1993), the Land Sur-
face Model (LSM; Bonan et al., 1996), and the snow model of Dai and Zeng (1997) (IAP94). CoLM employs the “mosaic” concept of Koster and Suarez (1992), with each surface grid cell being partitioned into as many as 24 land cover types. The soil is divided exponentially into 10 uneven vertical layers to better represent the strong soil water gradient near the soil surface. Above the soil is one vegetation layer and up to five snow layers depending on the total snow depth. The soil temperature and moisture are calculated by solving tridiagonal equations formed from the Crank–Nicholson method and first order Taylor expansion, respectively. Runoff calculation is based on the concept of TOPMODEL (Stieglitz et al., 1997). CoLM uses a two-big-leaf submodel for photosynthesis, stomatal conductance, leaf temperature, and energy fluxes (Dai et al., 2004), which includes the following: 1) an improved, two-stream approximation model of canopy radiation transfer, with attention to singularities in its solution and separate integrations of radiation absorption by sunlit and shaded canopy fractions; 2) separate photosynthesis–stomatal conductance models for sunlit and shaded leaves, and for the simultaneous transfers of CO$_2$ and water vapor into and out of the leaf; and 3) a well-built quasi-Newton–Raphson method for simultaneous temperature solutions of sunlit and shaded leaves. Differing from the original version of CoLM, the CAMS-CSM version implements an unfrozen water profile leaves. Differing from the original version of CoLM, the CAMS-CSM version implements an unfrozen water profile seasons of sunlit and shaded canopy fractions; 2) separate photosynthesis–stomatal conductance models for sunlit and shaded leaves, and for the simultaneous transfers of CO$_2$ and water vapor into and out of the leaf; and 3) a well-built quasi-Newton–Raphson method for simultaneous temperature solutions of sunlit and shaded leaves. Differing from the original version of CoLM, the CAMS-CSM version implements an unfrozen water process according to the work of Niu and Yang (2006), which allows liquid water to coexist with ice in the soil at below 0°C and has been shown to considerably impact the East Asian climate variability (Xin et al., 2012).

2.5 Coupling strategy

The CAMS-CSM uses the GFDL Flexible Modeling System (FMS) coupler for flux/state calculations and interpolations between component models. The FMS coupler employs an exchange grid concept, which is a set of tiles (polygons) formed by overlapping the cell edges of the two component grids. Fluxes and states are first placed on this set of tiles, and then the calculation and interpolation are performed. There are two advantages to this approach: 1) fluxes are calculated at the finest grid resolution and 2) conservation can be readily achieved for complex types of grids. To guarantee that the land and ocean precisely tile the global domain, the land fractions of land grid cells are modified according to the overlap area between land grid cells and active ocean grid cells. The atmosphere, ocean, and sea ice exchange fluxes every ocean time step (1 h), while the land exchange fluxes with the atmosphere every 30 minutes, and runoff routing to the ocean by the MPI-Met discharge model (Hagemann and Dümenil, 1997) occurs every hour. The detailed coupling algorithm is described in the Appendix of this paper.

2.6 Experiment and validation data

In this study, a pre-industrial control simulation (piControl) and a “historical” simulation using the CAMS-CSM model were performed. The model was started with a restoring ocean of climatological temperature and salinity, and atmospheric initial conditions of 1 January 1989; while the land states from a separate 20-yr pre-spinup run with the land model coupled to a standalone atmospheric model. A 50-yr fully coupled restoring integration was performed with the SST and sea surface salinity being restored to their climatological monthly means. Subsequently, the restoring constraint was removed, and the coupled model was integrated for 500 yr without flux correction. The forcing used for this simulation was fixed to the prescribed pre-industrial control simulation forcing data from CMIP6 (Eyring et al., 2016) (https://esgf-node.lnl.gov/projects/input4mips), including greenhouse gases (CO$_2$, CH$_4$, N$_2$O, CFC-12, and equivalent CFC-11 that summarizes the effects of all 39 other gases), ozone, total solar irradiance, and so on. The stratospheric aerosols are assumed to be zero, as their values are small during the period around the 1850s. The latest 150-yr simulation is used for the climate variability evaluation in this study. Another experiment, which is similar to that of the CMIP6 historical simulation, is also performed (hereafter referred as HIST). It uses the historical forcing data of 1900–2013, including ozone, solar forcing, greenhouse gases, and anthropogenic aerosol. The stratospheric aerosol is not considered in this simulation either. The HIST simulation began from a quasi-equilibrium state obtained from the piControl simulation. The simulation results over 1980–2013 are used to obtain the climatological mean state and annual cycle, which are comparable with the present-day climate.

The data used in this study consist of the monthly SST and sea ice concentration from the HadISST datasets (Rayner et al., 2003) and the NCEP-2 reanalysis 850-hPa wind data for 1980–2013 (Kanamitsu et al., 2002). The land surface temperature data are from the Climatic Research Unit Temperature version 4 (CRUTEM4; Osborn and Jones, 2014). Precipitation data from the Global Precipitation Climatology Project (GPCP) version 2 monthly precipitation analysis of 1980–2016 (Adler et al., 2003) and Tropical Rainfall Measuring Mission (TRMM) 3B42 (Huffman et al., 2007) of 1998–2016 are used as the observation to evaluate the simulated precipitation. The ERA-Interim monthly reanalysis data with a
0.75° horizontal resolution (Dee et al., 2011) for 1980–2013 are used to evaluate the atmospheric state variables. The National Snow and Ice Data Center (NSIDC) Sea Ice Index (Fetterer et al., 2017) is also used to evaluate the sea ice extent and area.

3. Climatological mean state and seasonal cycle

3.1 Surface air temperature and SST

One critical quantity used to evaluate the coupled climate model is the climatological annual mean SST. Figure 1a shows the difference in the annual mean SST between the CAMS-CSM and the HadISST data. The deviation from the HadISST data is less than 1.5°C over much of the ocean areas. Over certain regions, the error is noticeable. The largest discrepancy is found in North Atlantic and North Pacific, where the biases can reach 5°C and appear to be associated with an excessive sea ice extent towards the equator (Fig. 5). Evident cold biases are also found over the subtropical Pacific and high latitude North Pacific, as well as in the midlatitudes of South Atlantic between 30° and 60°S. A common deficiency in coupled models, i.e., the equatorial Pacific cold bias, is visible in the model. In the eastern coastal regions of the tropical Pacific and Atlantic, there are warm biases, which are another prevailing feature of coupled models and might be related to the insufficient coastal upwelling and stratocumulus in the model. In the region of the Antarctic Circumpolar Current, the simulated temperature is higher with respect to the HadISST data and consistent with the underestimated Antarctic sea ice extent shown in Fig. 5.

The difference in the annual mean 2-m air temperature between the CAMS-CSM and CRUTEM4 data over land is shown in Fig. 1b. In most terrestrial regions, the biases are less than 2°C. Prominent cold biases are seen in southern Greenland, the west coasts of the major continents, and the Sahara, while warm biases are primarily located in the northeast regions of both America and Eurasia as well as northern Greenland. Preliminary diagnostics reveal that the cold biases in most of the above...
regions correspond to the insufficient surface shortwave radiation fluxes, which are due to the excessive cloud cover in the model. In Greenland and the central Sahara, the cold biases are likely related to the treatment of surface fluxes over the glacial ice sheets and desert in the model. A notable feature is that significant cold biases can be found over steep topography, such as the Tibetan Plateau and Andes Mountains as a result of the overestimated precipitation in those areas (Fig. 2).

3.2 Precipitation

The global distributions of the annual mean precipitation from CAMS-CSM and GPCP data are shown in Fig. 2. Overall, the general spatial pattern of the annual mean precipitation in CAMS-CSM resembles that from the observation. The major rainfall centers, such as the ITCZ, south Pacific convergence zone (SPCZ), as well as those over the tropical Indian and tropical Atlantic Oceans, are clearly seen in the model. However, the strengths of these rainfall centers are generally greater than the observed values (Fig. 2c). The most evident discrepancy occurs with the SPCZ and the south Atlantic convergence zone (SACZ), where the differences relative to the GPCP data can exceed 6 mm day⁻¹; and additionally, the simulated SPCZ exhibits too great of an eastward extension and zonal orientation with respect to the GPCP rainfall. Excessive large-scale precipitation also spreads over the ITCZ and the tropical Indian Ocean, with a maximum bias of more than 5 mm day⁻¹ in the ITCZ area. In areas with steep topographies, such as the Tibetan Plateau and the Andes Mountains, the precipitation is overestimated. This bias also prevails among the CMIP5 models (Mehran et al., 2014) and corresponds to the cold bias in the surface temperature (Fig. 1b). Over some areas, the precipitation is underestimated, for example, the equatorial Pacific and the Amazon. The dry bias in the equatorial Pacific is inherently associated with the suppressed convection as a result of the cold bias in SST.

Figure 3 shows the time–latitude section of zonal mean precipitation from the model and observations, manifesting the precipitation features associated with ITCZ and SPCZ. It can be seen that the major rainbelts as well as the seasonal migration of the ITCZ and SPCZ are reasonably captured by the model. The simulated ITCZ moves to its northernmost position with a peak in precipitation from July to August, and the SPCZ is the strongest and at its southernmost position from February to March, which agree well with the observations. During May to December, the ITCZ dominates the precipitation over the tropical region, while the SPCZ prevails from January to April; such a seasonal timing feature is consistent between the model and observations. However, there are some discrepancies between the model and observations. The most prominent discrepancy is that the precipitation in the model is too strong, especially for the ITCZ and SPCZ. The simulated maximum precipitation of the SPCZ is approximately 60% greater than both the GPCP and TRMM data, indicating that the model has a certain double-ITCZ structure reflected in the annual mean precipitation field. On the other hand, the minimum of the ITCZ and SPCZ in the model are slightly weaker than those of the observations. For example, during January–April, the observed precipitation of the ITCZ is comparable with that of the SPCZ, which reflects a double-ITCZ structure, and the simulation exhibits a distribution more like that of a single ITCZ, with precipitation of the ITCZ being only 30%–40% that of the SPCZ. This implies that the model tends to produce a stronger seasonal cycle for both the ITCZ and SPCZ with regard to the observations.

3.3 Vertical profiles of temperature, humidity, and winds

Figure 4a shows the vertical profiles of zonally averaged annual mean air temperature from the HIST simulation and the biases relative to ERA-Interim data. In general, the model well reproduces the thermal structure of the atmosphere. Over 50°S–50°N, the simulated annual mean temperature is colder than the ERA-Interim data within 2 K between 300 and 150 hPa, while below 300 hPa and above 150 hPa, the temperature mainly exhibits warm biases ranging from 1 to 3 K and a maximum of 3 K at 30°N and 100 hPa. In the polar atmosphere, the bias is considerably larger than those in the middle and low latitudes. Near the top of the polar atmosphere, the simulated temperature deviates from the observed values by more than −6 K in both the Northern Hemisphere (NH) and Southern Hemisphere (SH). In the high latitude regions, the bias exceeds 6 and −6 K below 300 hPa and between 300 and 150 hPa, respectively.

The vertical profile of the zonal wind is shown in Fig. 4b. Overall, the model reasonably captures the position and strengths of the westerly jet in both hemispheres. In most regions, the bias is less than 2 m s⁻¹. The largest deviation appears in the upper troposphere of the tropical atmosphere (400–100 hPa), where the bias can exceed 6 m s⁻¹, indicating a weakened equatorial easterly and equatorward extent of the westerly jet in the model. To a large extent, the pattern of the zonal wind bias is physically consistent with that of the temperature bias. For example, the positive biases distributed around the equatorward edges of the westerly jet [30°S (N)–50°S (N)] above 200 hPa are associated with the increased me-
The zonally averaged vertical velocity is shown in Fig. 4c. The general features of the climatological ascending and descending motions are captured by the

Fig. 2. Climatological annual mean precipitation (mm day$^{-1}$) from (a) GPCP observations and (b) CAMS-CSM HIST simulation, and (c) the annual mean precipitation bias (mm day$^{-1}$) of CAMS-CSM relative to the GPCP climatology.
Biases are mainly located around the tropical region, where the climatological ascending flow is strongest due to the active convection. The vertical velocity biases show consistent patterns compared to the precipitation biases (Fig. 2c). For example, on the equator, the descending motion bias is associated with the underestimated precipitation along the equatorial cold tongue, while the excessive precipitation of the ITCZ and SPCZ is linked to the biased ascending flows on both sides of the equator.

Moisture is a critical factor for precipitation and cloud formation. As shown in Fig. 4d, the model is able to capture the major zonal mean vertical structure of specific humidity, such as the maximums over the ITCZ and

Fig. 3. Climatological annual cycle of zonal mean (180°W–180°E) precipitation (mm day$^{-1}$) for the (a) GPCP, (b) TRMM 3B42, and (c) CAMS-CSM HIST simulation (1980–2013).
SPCZ regions. The biases are less than 1.2 g kg\(^{-1}\) over most of the domain, except for the wet bias between 850 and 600 hPa in the tropics. As with the vertical velocity, the spatial distribution of the specific humidity biases also shows a consistent pattern in the precipitation field. For example, both the ITCZ and SPCZ exhibit wet biases in the middle to upper troposphere, which correspond to the overestimated precipitation over these two regions. Moreover, the bias associated with the SPCZ is much wetter than that with the ITCZ. As a result, the mean specific humidity peaks tend to be symmetrically distributed about the equator, which reflects the double-ITCZ feature in the annual mean precipitation field. At the low levels of the tropics, the simulated specific humidity tends to be drier than the ERA-Interim field, which seems to be a common bias in coupled climate models (Tian et al., 2013).

3.4 Sea ice

As a boundary between the ocean and atmosphere in the polar regions, sea ice strongly influences the heat and water fluxes into the atmosphere, and therefore, sea ice plays a critical role in the global climate system. Due to the ice-albedo/snow-albedo positive feedback, the climate sensitivity to increasing greenhouse gases is enhanced in the Arctic relative to those of other regions. Thus, sea ice usually serves as a key indicator of climate change. Realistically representing sea ice cover is crucial for reasonable climate sensitivity in climate models, but it is a challenge for coupled models. Figure 5 shows the climatological sea ice concentration in the NH and SH of the 1980–2013 HIST simulation. A reference line (black solid) is presented to indicate a mean concentration of 15% from the HadISST data. To a large extent, CAMS-CSM reproduces the distribution of sea ice in the polar regions. In general, the sea ice extension over the Arctic is overestimated during both February–March–April (FMA) and August–September–October (ASO), while in the Antarctic, sea ice is considerably underestimated during FMA. However, the Antarctic sea ice cover during ASO is well captured by the model. Excessive sea ice in the NH during FMA mainly occurs in the high latitude oceans adja-
cent to the North Atlantic Ocean, including Hudson Bay, the Labrador Sea, Greenland Sea, Norwegian Sea, and Barents Sea. The sea ice cover near North Pacific is also overestimated. During ASO, excessive sea ice in the NH is primarily distributed in certain areas of the Greenland Sea and Barents Sea. In the Antarctic region, sea ice is only visible over the Ross Sea and Weddell Sea during FMA. The climatological mean sea ice extent and area are shown in Table 1. The sea ice extent is defined as the area with ice concentrations greater than 15%, and this is commonly used for model validation. The simulated mean sea ice extent/area in the NH during FMA and ASO are 22.0/19.0 and 11.0/8.5 million km$^2$, respectively, while the NSIDC extent/area is 15.2/13.0 and 7.5/5.3 million km$^2$. In the SH, the simulated mean sea ice extent/area during FMA is 0.84/0.45 million km$^2$, which is considerably lower than the NSIDC values. Nevertheless, the model shows better performance in simulating the sea ice extent/area in the SH during ASO, with values of 20.1/16.7 and 18.1/14.2 million km$^2$ in the model and observations, respectively. The excessive sea ice extension in the NH may be ascribed to the underestimated Atlantic Meridional Overturning Circulation (AMOC) in the model (figure omitted), while the underestimated sea ice may be associated with the strong warm bias over the Antarctic region, which is shown in Fig. 4a.

### Table 1. Climatological mean sea ice extent/area (10$^6$ km$^2$) in the North Hemisphere and South Hemisphere from CAMS-CSM HIST simulation and NSIDC sea ice index data. The left and right numbers represent the sea ice extent and area, respectively.

|          | NH FMA | NH ASO | SH FMA | SH ASO |
|----------|--------|--------|--------|--------|
| NSIDC    | 15.2/13.0 | 7.5/5.3 | 4.6/3.4 | 18.1/14.2 |
| CAMS-CSM | 22.0/19.0 | 11.0/8.5 | 0.84/0.45 | 20.1/16.7 |

### 3.5 SST seasonal cycle and thermocline

The El Niño–Southern Oscillation (ENSO) is the most prominent climate mode on the interannual timescale. Evident anomalies of the atmosphere and ocean have been observed during ENSO events, including those in SST, precipitation, zonal wind, and thermocline depth. The change in thermocline depth can lead to fluctuations in SST in the eastern equatorial Pacific by upwelling and...
mixing, which is referred to as thermocline feedback that plays an important role in ENSO dynamics. The thermocline feedback is most effective over the central–eastern equatorial Pacific because of the shallow thermocline depth in that region. Therefore, realistically representing the mean thermocline and its seasonal cycle are crucial for ENSO simulations. Figure 6 shows the simulated annual mean Pacific upper ocean temperatures along the equator. Here, the 20°C isotherm is used to represent the thermocline depth. Compared with the observations, the thermocline depth is well reproduced by the model. The simulated thermocline is somewhat shallower in the western Pacific and deeper in the eastern Pacific, indicating a slightly weaker zonal slope of the thermocline in the model.

A distinctive feature of ENSO is its phase-locking during boreal winter. Previous studies proposed that the seasonal variations in climatological states are crucial for ENSO phase-locking (Philander, 1983; Zebiak and Cane, 1987; Tziperman et al., 1997). One of the essential metrics used to measure the seasonal variation in tropical climatology is the seasonal cycle of the equatorial SST, which is shown in Fig. 7. Qualitatively, CAMS-CSM does a good job in reproducing the observed seasonal cycle of the equatorial SST. The annual cycle of SST in the eastern equatorial Pacific, as well as the semi-annual cycle in the western equatorial Pacific, is captured. There are some discrepancies, which primarily occur in the eastern Pacific. The first is that the simulated magnitude of the ENSO warm phase is weaker than the observed, whereas for the cold phase, the magnitude is stronger. Second, the cold phase in the model tends to peak earlier than that in the observations, leading by 1–2 months. Third, the westward propagation of both the warm and

Fig. 6. Annual mean Pacific Ocean temperatures (°C) along the equator (5°S–5°N) derived from the CAMS-CSM HIST simulation (contours and shading). The black and purple lines indicate the 20°C isotherm from CAMS-CSM and Levitus climatology, respectively.

Fig. 7. Annual cycle of equatorial SST (averaged over 5°S–5°N; °C) from the (a) HadISST and (b) CAMS-CSM HIST simulation.
cold phases are too weak with respect to the observations, especially for the cold phase, which largely shows a simultaneous and zonally oriented pattern. In the Indian Ocean, the model captures the strongest seasonal cycle in the western basin. The simulated magnitude and peak time are nearly correct. However, the seasonal cycle in the eastern basin is overestimated in the model, displaying an unrealistic eastward propagation during its cold phase. While the annual cycle in the Atlantic is visible from the simulation, there is a certain limitation in the model. The most evident deficiency is the westward shift of the seasonal cycle. On average, the maximum centers are displaced to the west by approximately 10° longitudes. As a result, the observed weak semi-annual cycle in the western basin is distorted by a strong annual cycle in the model, which is likely coupled to the precipitation bias along the equatorial Atlantic Ocean, as shown in Fig. 2c.

4. Climate variability

4.1 Tropical intraseasonal oscillation

The dominant mode of intraseasonal variability in the tropics is the Madden–Julian Oscillation (MJO; Madden and Julian, 1971, 1972). While the MJO is primarily characterized by the eastward propagation of tropospheric circulations with a zonal wavenumber one structure and a period of 30–60 days, it exhibits pronounced seasonality in its strength, frequency, and movement (Madden, 1986; Wang and Rui, 1990; Hartmann et al., 1992). The MJO is observed to be the strongest during boreal summer, the strong northward propagation can be clearly seen in the lag–longitude diagram from both the model and the observations (Figs. 8c, d). The simulated phase speed of the northward propagation is approximately 1.5° latitude per day, which agrees well with the observations. The correlation maximums/minimaums located near 15°N as well as the limited southward propagation are well reproduced by the model. Similar to the eastward propagation, the simulated correlations, especially the negative correlations, are weaker than those of the observations.

Figure 9 shows the boreal winter equatorial wavenumber–frequency spectra of the daily precipitation and 850-hPa zonal wind anomalies. The observed precipitation shows eastward propagating power, which is concentrated in zonal wavenumbers 1–3 and periods of 40–60 days (Fig. 9a). The dominant spectrum of CAMS-CSM simulation results exhibits a spatial scale of zonal wavenumber 2 and a time scale of slightly longer than 80 days (Fig. 9b). The longer period of simulated MJO also exists in the summer precipitation and outgoing longwave radiation (OLR) fields (figures omitted). For the 850-hPa zonal wind, both the observations and CAMS-CSM simulation show consistent peak power on the spatial scale of zonal wavenumber one. However, analogous to the precipitation, CAMS-CSM produces a dominant time scale of longer than 80 days. This means that the eastward propagating phase speed of the simulated MJO tends to be lower than that of the observations, as is shown in Fig. 8.

4.2 ENSO

While ENSO is observed to evolve over the entire tropical Pacific Ocean, the most pronounced SST variability associated with ENSO occurs in the central–eastern equatorial Pacific. Figure 10 shows the standard deviation of the Niño3.4 index from the observations and model. Overall, the amplitude of the Niño3.4 SST variability is substantially underestimated relative to the HadISST data. The maximum standard deviation of the Niño3.4 index among all calendar months approaches
1.8°C, while in the HadISST data it is approximately 1.1°C; the minimum values are 1.05 and 0.6°C in the model and HadISST, respectively. As mentioned above, a well-known feature of ENSO is its seasonal phase-locking, which refers to the behavior wherein ENSO events tend to mature towards the end of boreal winter. CAMS-CSM shows the capability to reproduce the wintertime peak of the Niño3.4 index; however, it fails to capture the observed minimum in late spring, with the smallest value occurring in early summer. In addition, in the observations, the SST variabilities distribute asymmetrically about the minimum, which reflects a faster decay rate than growth rate. However, the simulated variabilities exhibit a rather symmetrical distribution, suggesting that the fast decay feature of El Niño events is missed in the model. The power spectra of the normalized Niño3.4 index from the model and HadISST are shown in Fig. 11. In the observations, the Niño3.4 index exhibits a powerful band with a period ranging from 2 to 6 yr. The model does reproduce the energetic power between 2 and 6 yr; however, it displays striking peaks near 3 yr, indicating that the ENSO in the model may oscillate more regularly with respect to the observations.

The regression pattern between the Niño3.4 index and SST anomalies of the tropical Pacific–Indian Oceans are shown in Figs. 12a, c. Overall, the anomalous SST pattern during ENSO events is reasonably captured by the model. Compared with the HadISST data, the simulated positive SST anomalies (SSTA) over the central and eastern Pacific are too narrow in the meridional direction and extend more westward as a result of the excessive westward penetration of the cold tongue in the model. The negative anomalies in the western Pacific exhibit a zonal orientation for the north lobe, while for the south lobe, the simulated strength appears to be weaker than that of the observations. The spatial pattern and magnitude of the warm signals over the South China Sea and tropical Indian Ocean are successfully simulated, as does that of the small negative area on the west coast of Australia.

The regressions between the Niño3.4 index and precipitation and 850-hPa wind anomalies are shown in Figs. 12b, d. The anomalous pattern is characterized by increased precipitation over the central equatorial Pacific.
as a result of the enhanced convection responding to the warm SSTA. Meanwhile, anomalous westerlies extend from 150°E–120°W over the equatorial Pacific Ocean, which reflects the atmospheric aspect of the Bjerknes feedback. Negative precipitation anomalies spread over the eastern Indian Ocean and regions of cold SSTA due to the weakening Walker circulation and suppressed convection in that region. The model shows the ability to capture the spatial patterns of precipitation and wind anomalies associated with ENSO. The anomalous precipitation centers and low-level winds in both the Pacific and Indian Oceans are reproduced at magnitudes comparable to those of the observations. For example, the model captures the observed asymmetrical features of the precipitation and low-level wind anomalies: both precipitation and low-level wind anomalies tend to maximize south of
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**Fig. 9.** Winter (NDJFMA) wavenumber–frequency spectra of 10°S–10°N averaged daily (a, b) precipitation and (c, d) 850-hPa zonal wind anomalies from the (a, c) observations and (b, d) piControl simulation. The observations and model simulation used for the calculation are the same as those in Fig. 8 but using the unfiltered daily anomalies. The x-axis denotes the frequency (cycle day⁻¹), with the positive (negative) value representing the eastward (westward) propagations, respectively.
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**Fig. 10.** Standard deviation of the Niño3.4 index (SSTA averaged over 5°S–5°N, 170°–120°E) for each calendar month as derived from the CAMS-CSM piControl simulation (red bar) and HadISST data (black bar, 1950–2013).
the equator. There are two major deficiencies: 1) The precipitation anomalies exhibit a westward displacement with respect to the GPCP data, and 2) the strength of the westerly anomalies is considerably weaker than the observations, indicating an underestimated Bjerknes feedback in the model.

4.3 East Asian summer monsoon variability

Given the difficulty and challenge in simulating the East Asian climate, the East Asian summer monsoon (EASM) can thereby serve as a test bed for climate models (Zhou et al., 2009). As precipitation and wind are usually used to represent the EASM, in this study, the evaluation is mainly focused on the precipitation and wind variations associated with the EASM variability. While a number of indices have been proposed to measure the strength of the EASM (Wang et al., 2008), here, the monsoon index by Wang and Fan (1999) (denoted as WFI) is adopted, which is defined based on the 850-hPa zonal wind shear:

$$WFI = U_{850}^{[5^\circ-15^\circ N; 90^\circ-130^\circ E]} - U_{850}^{[22.5^\circ-32.5^\circ N; 110^\circ-140^\circ E]}.$$
The distributions of the winds and precipitation in Fig. 13 reflect the anomalous pattern during the decaying summer El Niño event, which also features an anticyclone over the northwestern Pacific (Zhang et al., 1996; Wang et al., 2003) and appears to be the dominant mode of the EASM’s interannual variability (Wang et al., 2008). This anticyclone, which is referred to as the western North Pacific anticyclone (WNPAC), originates in the autumn of the El Niño developing phase and is sustained until the decaying summer El Niño event, providing a mechanism that connects the summer precipitation of China with ENSO. While the mechanism for sustaining the WNPAC into the decayed summer is controversial, it might be linked to the combined forcing from the northwestern Pacific, the Indian Ocean, and the tropical North Atlantic Ocean (Wu et al., 2009; Xie et al., 2009; Rong et al., 2010; Li et al., 2017). To examine how well the model captures this dominant pattern in the ENSO–EASM relationship, the correlations between the winter (DJF) Niño3 index, and the following summer precipitation and 850-hPa winds are calculated, as shown in Fig. 14. Indeed, the correlation pattern resembles that in Fig. 13, suggesting that the dominant mode of the EASM is closely related to ENSO. The model successfully reproduces the ENSO-related pattern for both precipitation and the 850-hPa winds. The anticyclonic circulation over the western North Pacific can be clearly observed from the simulated pattern. Analogous to the GPCP data, the simulated anomalous Meiyu/Baiu/Changma rainbelt stretches from eastern China to southeastern Japan, suggesting that the model has a fairly good ability to simulate the ENSO–EASM relationship. The major deficiency is that the simulated WNPAC together with the suppressed rainfall center exhibits an eastward shift with respect to the NCEP2 and GPCP data. Accordingly, the positive precipitation center over the YZR basin and the negative precipitation center over southern China are both reduced as a result of the weakened southwesterly winds. The eastward shift of the WNPAC also leads to the dismissal of the negative centers over the South China Sea and Indo-China Peninsula, and conversely, an unrealistic rainbelt appears to dominate the tropics. As the WNPAC may be locally and remotely forced, the westward shift of the WNPAC may be related to the underestimated effect from the remote oceans in the model.

4.4 Decadal mode

The SSTs over the global oceans are observed to exhibit significant decadal to multidecadal variability. In the Pacific Ocean, an ENSO-like decadal to bi-decadal mode has been identified from the leading principal com-

![Fig. 13. Summer precipitation (shaded; mm day$^{-1}$) and 850-hPa wind anomalies (vector; m s$^{-1}$) regressed on the negative WFI index from the (a) observations and (b) CAMS-CSM piControl simulation. The observational data used for precipitation and 850-hPa winds are the same as those in Fig. 12.](image-url)
ponent (PC1) of the EOF decomposition of the low-pass SST anomalies (Zhang et al., 1997), which is referred as the Pacific Decadal Oscillation (PDO; Mantua et al., 1997) or Interdecadal Pacific Oscillation (IPO; Power et al., 1998). The PDO pattern is characterized by a coherent variability over the central and western North Pacific and the opposite sign of variability over the tropical Pacific and west coast of North America. From the IPO perspective, the variability further extends into South Pacific and bears a rather symmetrical pattern about the equator. While the PDO is documented as an ENSO-like pattern, it comprises distinct characteristics with respect to ENSO. First, the PDO shows a maximum signal in North Pacific, while ENSO variability is dominant over the tropical Pacific. Second, the PDO variability in the tropical Pacific tends to maximize over the central Pacific, while ENSO shows the largest variability towards the eastern Pacific. In addition, the meridional extension of the PDO pattern over the tropical Pacific is notably broader than that of ENSO.

To evaluate the model performance in PDO simulation, the PDO patterns are calculated by regressing the PC1 of the North Pacific SSTA (20°–60°N, 110°E–100°W) onto the SSTA of the entire basin, and compared with the observations, as shown in Fig. 15. The spatial pattern of the PDO is reasonably simulated by the model (Fig. 15c), with comparable percentages of explained variance and strengths over North Pacific between the model and HadISST data. The simulated time series also shows evident decadal fluctuations, similar to those of the observations (Figs. 15b, d). While the model captures the relative strength between North Pacific and tropical Pacific, several features of the simulated PDO differ from the observed pattern. First, the largest negative SSTA signal is observed in the central and eastern North Pacific between 30° and 40°N, whereas the model exhibits its most prominent signal stretching from the central North Pacific towards the western boundary of the basin along 40°N. The westward displacement of the maximum is likely related to the overestimated width of the western boundary currents, which is due to the coarse resolution of the ocean model. Second, although the largest positive signal in the tropical Pacific is located in the central equatorial Pacific, it stretches too far to the west. In addition, the negative signal over South Pacific are generally underestimated by the model. Newman et al. (2003) showed that the decadal SST variability in North Pacific can be simulated by a first order auto-regressive (AR1) process with the remote forcing of ENSO included, and thus, the PDO may be regarded as a combined response of atmospheric noise and ENSO. The weak correlation between the North Pacific SSTA signal and those SSTA signals over the tropical Pacific and South Pacific may therefore reflect the weakened ENSO teleconnection of the model with respect to those of the observations.

5. Summary and discussion

In this study, we describe the formulation of a new coupled climate model named CAMS-CSM and evaluate the results of its pre-industrial simulation as well as a simulation similar to the CMIP6 historical simulation. The climatological mean states and seasonal cycles are

---

Fig. 14. Correlations between the winter Niño3 index (DJF0) and the following summer (JJA1) precipitation (shading) and 850-hPa wind (vector) anomalies from the (a) observations and (b) CAMS-CSM pi-Control simulation. The observation data used for the precipitation and 850-hPa winds are the same as those in Fig. 11. Only the results at the confidence levels above 95% are shown.
evaluated with respect to a number of observational datasets, including the surface air temperature, SST, precipitation, sea ice extent, equatorial Pacific thermocline structure, as well as the vertical profiles of temperature, humidity, and winds. The model performance in simulating the major climate variability modes is also presented and discussed.

In most regions, the SST bias is less than 1.5°C, and the deviation of simulated terrestrial 2-m air temperature from CRUTEM4 data is smaller than 2°C. The model reasonably captures the climatological mean state and seasonal cycle of precipitation. The simulated seasonal timings of the ITCZ and SPCZ are consistent with those of the observations but with overestimated strengths. In general, the vertical structure of the climatological mean temperature, humidity, zonal wind, and vertical velocity is reproduced by the model. In most regions, the temperature biases are less than 2 K. The positions and magnitudes of the westerly jets in both hemispheres are well described by the model but with some error in the upper troposphere. The model captures the geographical distribution of sea ice in the polar regions. In the NH, the model tends to produce excessive sea ice extent during the cold season, whereas it experiences insufficient sea ice in the SH during the warm season. However, during the cold season, the sea ice in the SH is well simulated by the model. The model well depicts the thermocline structure of the equatorial Pacific Ocean as well as the seaso-
nal cycle of the equatorial SST, including the annual cycle in the eastern Pacific and semi-annual cycle in the western Pacific.

The major characteristics of MJO are reasonably captured by CAMS-CSM, such as its spatial scale and eastward and northward propagations. The simulated phase speeds of the eastward and northward propagations are comparable with the observations. While the model tends to have a vigorous ENSO, it shows the ability to reproduce the wintertime peak features of ENSO, as well as the observed powerful band of the ENSO period between 2 and 6 yr. The spatial patterns of SST, low-level wind, and precipitation anomalies associated with ENSO are well depicted in the simulation, with the limitation of a westward shift in SST and precipitation as well as a weakened Bjerknes feedback. The model performs well in simulating the EASM variability. The major pattern of the EASM interannual variability is well described in the simulation, particularly in the distribution of the anomalous rainbelts. The model also exhibits the ability to simulate the ENSO–EASM relationship. The anomalous western North Pacific anticyclone as well as the rainfall during the ENSO decaying phase are reasonably represented. The model is able to capture the leading features of the PDO pattern, with comparable magnitude and explained variance of the North Pacific SSTA EOF PC1 with respect to the HadISST data.

In general, the model has shown a reasonable performance in simulating the climatological mean state, seasonal cycle and climate variabilities; however, there are some deficiencies that need to be further addressed. The first deficiency is the double-ITCZ in the annual mean precipitation field; although this has long been recognized by the climate model community, the deficiency remains not well resolved. Another bias is the overestimated ENSO strength. As the Bjerknes feedback is underestimated in the model, the enhanced ENSO amplitude is likely to be connected to the damping process underestimation of SST anomalies over central–eastern equatorial Pacific in the model, which requires further diagnostics with respect to the model’s cloud and radiation processes. In addition, the model shows distinct biases in the sea ice between the Arctic and Antarctic regions, which may be associated with different physical processes. Given the important role of sea ice in the global climate, a detailed evaluation of the sea ice model and associated oceanic and atmospheric processes is required.

Appendix: Coupling algorithm

For stability considerations, the time-stepping of vertical diffusion is treated implicitly in the ECHAM5 model. The use of the implicit algorithm results in a tridiagonal system for momentum, temperature, and water vapor tendencies, in which the surface fluxes rely on the states of the next time step and can only be obtained after solving the tridiagonal equations in the atmospheric model. As there may be five categories of sea ice and one open water area that coexist in a single ocean grid cell, calculating the surface fluxes for each type of area in the atmospheric model will be less efficient. The reason for this is that the coupler needs to pass the sea ice states of all categories to the atmospheric model, and then, all the surface fluxes are obtained once they are solved in the atmospheric model. This procedure requires a large number of communications between the ocean, the atmosphere, and the coupler. To avoid the communication cost, one solution is to calculate the air–ice fluxes for each sea ice category in the sea ice model, and the grid mean fluxes are provided to the atmospheric model for the tendency calculation of the vertical diffusion. However, this approach will lead to an explicit treatment of the air–ice fluxes at the cost of stability. Our strategy is a compromise, meaning that the grid mean states (e.g., surface temperature) of sea ice and open water are used for the implicit calculation of the surface fluxes and tendencies in the atmospheric model. Some intermediate quantities (mainly exchange coefficients) related to the flux calculations are passed back to the coupler and placed on the exchange grid, and the air–sea and air–ice fluxes are consequently calculated again and interpolated to the ocean grid through the exchange grid. By computing the grid mean states of sea ice and open water in a proper manner, the surface fluxes calculated in the atmospheric model and those on the exchange grid are strictly conserved. The algorithm is demonstrated as follows.

To simplify the description, we describe only the case of an atmospheric grid that contains ocean and sea ice areas, but the algorithm is also applicable to a case with a land fraction. The sensible flux is considered on an atmospheric grid with $N$ exchange grids. It is assumed that each exchange grid contains $M - 1$ categories of sea ice and 1 open water area, and then, the grid mean sensible flux for an atmospheric cell can be computed by averaging all air–sea and air–ice fluxes over the exchange grids:

$$sfl_{\text{exch}} = \sum_{n=1}^{N} \left( \sum_{m=1}^{M-1} a_n F_{n,m}(\rho C_V V)_{\text{ice},n,m} (T_a - T_{\text{ice},n,m}) + a_n F_{n,M}(\rho C_V V)_{\text{w},n,M} (T_a - T_{\text{w},n,M}) \right) / \sum_{n=1}^{N} a_n,$$  \hspace{1cm} (A1)
where $a_n$ denotes the area of the exchange grid $n$, $F_{n,m}$ is the fraction of the $m$th sea ice category in exchange grid $n$, $F_{n,M}$ is the fraction of open water, and $\sum_{m=1}^{M} F_{n,m} = 1$. $T_a$ is the air temperature at the reference height, and $T_{ice,n,m}$ and $T_{w,n,m}$ are the ice surface temperatures of the $m$th sea ice category and open water in exchange grid $n$, respectively. In Eq. (A1), the atmospheric density $\rho$, the exchange coefficient $C_h$, and the wind speed $|V|$ are combined and referred to as the intermediate variables; thus, $(\rho C_h |V|)_{ice,n,m}$ and $(\rho C_h |V|)_{w,n,m}$ are the intermediate variables corresponding to the $m$th sea ice category and open water in exchange grid $n$, respectively. Note that $\rho$ and $|V|$ are uniform over all exchange grids of an atmosphere grid, while $C_h$ could vary among sea ice categories as well as exchange grids.

The sensible flux calculated in the atmospheric model can be written as follows:

$$sflx_{atm} = (1 - P_{ice}) \cdot (\rho C_h |V|)_w \cdot (T_a - T_w) + P_{ice} \cdot (\rho C_h |V|)_{ice} \cdot (T_a - T_{ice}),$$

(A2)

where $P_{ice}$ is the fraction of sea ice in the atmosphere grid; $T_a$ and $T_{ice}$ are the SST and ice surface temperature; and $(\rho C_h |V|)_w$ and $(\rho C_h |V|)_{ice}$ are intermediate variables of open water and sea ice, respectively. As Eqs. (A1) and (A2) are the sensible fluxes calculated in the coupler and the atmospheric model, respectively, conserving the sensible flux requires the following:

$$sflx_{atm} = sflx_{exch}.$$  

(A3)

Note that $P_{ice} = (\sum_{n=1}^{N} \sum_{m=1}^{M-1} a_n F_{n,m}) / \sum_{n=1}^{N} a_n$, thus, to satisfy Eq. (A3), the following is required:

$$T_{ice} = \sum_{n=1}^{N} \sum_{m=1}^{M-1} a_n F_{n,m} T_{ice,n,m} / \sum_{n=1}^{N} \sum_{m=1}^{M-1} a_n F_{n,m},$$

(A4)

$$T_w = \sum_{n=1}^{N} a_n F_{n,m} T_{w,n,m} / \sum_{n=1}^{N} a_n F_{n,m},$$

(A5)

and

$$(\rho C_h |V|)_{ice,n,m} = (\rho C_h |V|)_{ice} (n = 1 \ldots N; m = 1 \ldots M - 1),$$

(A6)

$$(\rho C_h |V|)_{w,n,M} = (\rho C_h |V|)_{w} (n = 1 \ldots N).$$

(A7)

Equations (A4)–(A7) imply that if the area-weighted grid mean sea ice surface temperature and SST are used for sensible flux calculations in the atmospheric model, and the exchange coefficients $C_h$ on all exchange grids within an atmosphere grid are uniformly set to the value calculated in the atmospheric model, the sensible flux is completely conserved.

Follow the above derivation, the procedures for calculating sensible heat flux consist of the following steps:

1. The grid mean ice surface temperature and SST on atmospheric grids are interpolated by an area-weighted algorithm according to Eqs. (A4) and (A5) and then are passed to the atmospheric model for fluxes and tendency calculations.

2. Once the tridiagonal equations of the atmospheric model are solved, the air temperature at the reference height as well as the intermediate variables (i.e., the exchange coefficient multiplied by air density and wind speed) of the atmospheric grid are passed to the coupler and placed on the exchange grid. Then, the air–ice/air–sea fluxes for each category of sea ice and open water are calculated on each exchange grid. These fluxes are consequently interpolated to the ocean grid to update the ocean and sea ice model.

An analogous algorithm can be applied to the moisture flux by replacing the ice surface temperature and SST in step (1) with the saturated specific humidity of sea ice and water surface, respectively. Then, the reference height specific humidity and intermediate variables are passed back to the coupler. For surface longwave and shortwave radiation, the upward longwave radiation and surface albedo are processed via a similar area-weighted approach to guarantee their respective conservation. However, the momentum fluxes are treated in a simpler way. Namely, the grid mean surface current and sea ice velocities are used for the open water and sea ice surface wind stress calculations in the atmospheric model, respectively. The resultant wind stress is then sent back to the coupler and directly interpolated to the ocean grid through using the exchange grid. This means that the surface wind stress on the exchange grids within an atmospheric cell are uniform for all sea ice categories. Such a treatment is reasonable as the differences in velocities among sea ice categories are small with respect to the reference height velocity. Calculation shows that all heat, moisture, and momentum fluxes are conserved within the machine precision by using this approach.
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