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ABSTRACT
Current developments of technology greatly facilitate the public to access information by both print media and social media. One example of social media that is widely used by the public is Twitter, because users can also comment on issues that are being discussed. One of them is an issue related to the controversy article in the draft law on criminal law to cause demonstrations conducted by students in several regions in Indonesia. Many people who think, both positive and negative opinions obtained from twitter. The method used in this study is the Naive Bayes Classification method which is a classification method with a simple probability that applies the Bayes theorem with high (independent) assumption. The advantage of the Naive Bayes method is that this method has high speed and accuracy when applied in large databases and diverse data. From the analysis, it was obtained a total of 3561 tweet data consist of 30.27% positive sentiment and 69.73% negative sentiment. Then from the classification result obtained an accuracy of 93.12%, a recall of 99.20%, a precision of 91.65% and an area under curve (AUC) value of 89.08%, which means the classification is very good.
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1. INTRODUCTION
Nowadays, information technology grows fast related to the presence of internet which makes information accessible anywhere quickly and without limits. Based on a survey conducted by the Indonesian Internet Service Providers Association (APJII), the number of internet users in Indonesia during 2017 was 143.26 million, so it becomes a necessity of the community in various activities in various fields.

One of the most widely used social media in Indonesia to date is Twitter. Twitter is a social media service that provides users to communicate with other users by sending messages that have a capacity of 280 characters with the tweet designation [1]. On January 1, 2019 in the ranking of social media in the category of Internet and Telecom Social Network, Twitter received 4th place and received 6th place in the Global Rank. [2]

By using Twitter social media, users can request opinions related to the issue being discussed. He has been discussing the past few months with regard to articles that are considered controversial in the Draft on draft law on criminal procedure code (RUU KUHP). The drafting of the Civil Code Bill allows a lot of problems due to lack of socialization or uneven dissemination of information to the people of Indonesia.

The Penal Code bill is considered controversial, such as articles on corruption, insulting the President, treason, abortion, adultery and cohabitation, fornication, poultry and cattle omission, customary law and the imposition of fines for homeless people. In addition to the Criminal Code Bill which became the main focus of student demonstrations was the revised version of new corruption eradication committee (KPK), because the new KPK approved not to strengthen the KPK intended to attach the functions of the KPK.

Along with some protests against RUU KUHP as a criticism of social media such as Twitter. Sentiment analysis can be used to filter out comments on social media related to the corruption, both positive and negative comments. Naive Bayes classification analysis can be used to do sentiment analysis of comments on the KPK.

Sentiment analysis is a Natural Langue Processing (NLP) and information extraction to find out the writer's feelings in the form of positive or negative comments. This is done by analyzing documents in large numbers [3]. Sentiment analysis which is also referred to as opinion mining is a branch of research in the domain text mining. Naive Bayes is a statistical classification that can be used to estimate the probability of a class group and has proven to have a high level of accuracy and speed when applied to a large database. [4] Sentiment analysis on Twitter to improve television program performance with a combination of Vector Machines has been carried out by Tiara and Veronikha (2015) [5]. In this study sentiment analysis was carried out on a tweet about the RUU KUHP using Naive Bayes Classifier method on tweets data or comments.
1.1. Text Mining and Naïve Bayes Classifier

Text mining is a process of discovering new and unknown information using a computer, by automatically extracting information from a variety of different and unstructured text sources. The essence of this process is to combine information from various sources that have been successfully extracted [6]. Text mining which is also called knowledge discovery in text (text data mining) is a technique used to deal with problems such as information extraction, clustering, classification, and information retrieval [7]. Text mining is a process of mining data in the form of text sourced from the data [8]. There are two stages in text mining: (a) text preprocessing which includes the stages of normalization, case folding, tokenizing, and filtering. (b) feature selection in the form of weighting of words using Term Frequency (TF) - Inverse Document Frequency (IDF). [9]

Naïve Bayes Classifier (NBC) is one of the simplest algorithms in machine learning methods. Although the NBC algorithm is simple, it is high in capability and accuracy [10]. The existing algorithm in NBC is part of Bayes learning algorithm. Bayes learning algorithm is done by calculating the explicit probability value to describe the hypothesis being sought. The data used for NBC is represented by the conjunction of attribute values and a target function \( f(x) \). These values can have any value from the set of domains [11]

\[
P(F_1, \ldots, F_n | C) = \frac{p(C)}{Z} \prod_{i=1}^{n} P(F_i | C)
\]  

Eq. (1) is a model of Naïve Bayes theorem which furthermore utilized in classification. The evaluation process of classification system can be derived using k-fold cross Validation and confusion matrix as recall, precision, accuracy, and f-measure values.

| Table 1. Confusion Matrix |
|---------------------------|
|      | Positive | Negative |
| Positive | True Positive (TP) | False Negative (FN) |

Based on parameters in Table 1, recall, precision, accuracy, and other calculations can be defined as follow:

1. **Recall (Positive Predicted Value)** :
   
   \[
   \text{Recall} = \frac{TP}{(TP+FN)} \times 100\%
   \]

2. **Precision (Sensitivity)** :
   
   \[
   \text{Precision} = \frac{TP}{(FP+TP)} \times 100\%
   \]

3. **Accuracy** :
   
   \[
   \text{Accuracy} = \frac{TP+TN}{(TP+FN+FP+TN)} \times 100\%
   \]

4. **Specificity** :
   
   \[
   \text{Specificity} = \frac{TN}{(TN+FP)} \times 100\%
   \]

5. **False Positive Rate (FPR)** :
   
   \[
   \text{FPR} = 1 - \text{Specificity}
   \]

6. **Area Under Curve (AUC)** :
   
   \[
   \text{AUC} = \frac{1+\text{recall} - \text{FPR}}{2}
   \]

**Area Under Curve (AUC) value can be classified as several levels as listed in Table 2 [12].**

| Table 2. Classification of AUC values |
|---------------------------------------|
| **AUC value** | **Classification Remark** |
| 0.91 – 1.00 | Very good |
| 0.81 – 0.90 | Good |
| 0.71 – 0.80 | Enough |
| 0.61 – 0.70 | Bad |
| \( \leq 0.60 \) | False |

2. METHODOLOGY

Retrieval of data from Twitter was conducted using the scraping method using the Twitter API in the period from 24-27 September 2019. About 3561 tweets were found, and the sorted data are (a) Years: how long the account exist (in year) (b) Criteria: being classified into pro (tends to agree with justification), and contra (tends to refuse). The steps are presented in Figure 1.
3. RESULTS AND DISCUSSION

3.1. The description on Age and negative sentiment proportion

The data presented in Figure 2 represents that the age of tweet accounts ranges from 0 - 12 years, as many as 20.3% of their age are not detected. It is also concluded that the majority of account ages are less than 10 years.
In general, the tweets tend to refuse the draft are at the proportion of 0.697%. From the analysis result obtained a total of 3561 tweet data consisting of 1078 (30.27%) positive (Pro) and 2483 (69.73%) negative (Contra) opinion tweet data.

Testing on proportional parameter for tweet user with negative statement can be performed by binomial distribution approach. Confidence interval \((1-\alpha)100\%\) for the proportional parameter based on simple asymptotic statistics can be expressed as in Eq. 8.

\[
p - \frac{Z(\alpha)}{\sqrt{n}} \sqrt{\frac{p(1-p)}{n}} \leq \pi \leq p + \frac{Z(\alpha)}{\sqrt{n}} \sqrt{\frac{p(1-p)}{n}} + \frac{1}{2n}
\]

By the confidence interval of 95\%, it is found that:

\[0.6821 \leq \pi \leq 0.7125\]

The confidence interval \((1-\alpha)100\%\) for proportional parameter on Wilson Score statistics with continuity correction can be expressed as in Eq. 9.

\[
\frac{p \pm Z(\alpha)\sqrt{\frac{p(1-p)}{2n^2} + \frac{Z^2(\alpha)/4n}{1+n/\pi^2}}}{n} \leq \pi \leq \frac{p \pm Z(\alpha)\sqrt{\frac{p(1-p)}{2n^2} + \frac{Z^2(\alpha)/4n}{1+n/\pi^2}}}{n} + \frac{Z^2(\alpha)/4n}{1+n/\pi^2}
\]

From the sample with confidence level of 95\%, the range for confidence interval is:

\[0.6820 \leq \pi \leq 0.7122\]

Simple asymptotic method with continuity correction and Wilson Score method with continuity correction produce a relatively similar confidence interval, as well as same interval width of 0.0304 and 0.0302.

**Description of world on each sentiment group**

From positive sentiment group, the most often word appeared are "Takut", "Presiden" and "Mahasiswa" as shown at Figure 4. Meanwhile, from the negative sentiment group, the words that most often appear are "Jokowi", "Presiden" and "DPR" as shown by bar diagram at Figure 5.
Word cloud is one of the methods used to visualise data which easy to understand and is often used in text mining. Word cloud makes the frequency of words displayed more interesting, but still informative. This word cloud function displays the more often one word appears, the word will be even greater. The word cloud process is done using the wordcloud and RColorBrewer libraries. The word cloud results can be seen in Figure 6. From the word cloud results in Figure 6.a, it can be seen that the words that are often or widely used in tweets related to articles that are considered controversial in the Criminal Code Bill are fear, president and students. The more often and more words are used, the larger the word size is in the word cloud. In addition to the interesting results, word cloud can also make it easier to read and find related information.

### 3.2. Word association

In the positive sentiment group, the word "Takut" expresses a relationship with several words such as "Dekan", "Dosen", "Rektor", "Ismail", "Menteri", "Taufiq", "Presiden" and "Mahasiswa". Table 3 lists the correlation value of the word "Takut", which ranging at -1 to 1. The value closes to 1 means that the two words have a very strong relationship and are directly proportional, and in contrast, the value closes to zero is in a very weak associated with other word.

Based on data in Table 3, the association of more than 0.75 means that the correlation is strong.

From the negative sentiment group, as shown in Figure 6.b, words that are often used in tweets are related to articles that are considered controversial in the Criminal Code Bill, consist of "Jokowi", "Presiden" and "DPR". The word "Jokowi" has a relationship with several words such as "Prabowo", "Dikritik", and "Barusan". In Figure 5, the most used word is the word "Jokowi" with the number 1480 which is then followed by the word "Presiden" with the number 1210 and in the 15th sequence is the word "Boneka" with the number 188. In the negative sentiment group, the association size the word "Jokowi" with other words can be seen in Table 4.
Based on classified as listed in Table 2, it is concluded that the association values are ranging from 0.25 to 0.5 suggesting the enough correlation.

### 3.3. Naïve Bayes Classifier

Before conducting the analysis with naïve Bayes classifier, the data was divided into two namely training data (training) and test data (testing). The data partitioning was done with a proportion of 80% for training data and 20% for testing data based on class classification. The amount of training data is greater than the testing data. This is thought to be the greater the amount of training data, the better model will be obtained. The total data of 3561 consisted of tweet and retweet data. Researchers used the proportion of 80% for training data, which were 2921 and 20% for test data, which were 730.

Based on the highest data, the obtained Confusion Matrix is presented in Table 5.

### Table 4. Association of word “Jokowi” in negative sentiment group

| No | Associated with | Proportion |
|----|----------------|------------|
| 1  | Prabowo        | 0.38       |
| 2  | Dikritik       | 0.36       |
| 3  | Barusan        | 0.35       |
| 4  | Nyesel         | 0.35       |
| 5  | Simple         | 0.35       |
| 6  | Track          | 0.35       |
| 7  | Khan           | 0.34       |
| 8  | Dituntut       | 0.33       |

### Table 5. Confusion Matrix

| Prediction | Reference | Negative | Positive |
|------------|-----------|----------|----------|
| Negative   | 494       | 45       |
| Positive   | 4         | 169      |
| Accuracy   | 0.9312    |          |
| Precision (Sensitivity) | 0.7897 |
| Specificity | 0.9920  |
| Recall (Positive Pred. Value) | 0.9769  |
| Negative Pred. Value | 0.9165 |

Table 5 presents some values presented how well the classification is done using the Naïve Bayes method such as Accuracy, Recall, AUC.

- **Recall** is the success rate of the system in finding back information. From the calculation of recall obtained a result of 97.69%, implying that the success rate of the system is very good in finding back an information.
- **Precision** is the level of accuracy or accuracy in classification. In the precision calculation, the result is 78.97%, means that the level of accuracy or accuracy in the classification can be quite good.
- **Specificity** is used to measure the negative proportion that is correctly identified. From the calculation results obtained a value of 99.20% which can be interpreted that the identification made to measure negative proportions is very good.
- **AUC** values are used to measure discriminatory performance using estimated probabilities of results from randomly selected samples from a negative and positive population. Classification is said to be good if the higher AUC value. From the calculation of the AUC value, the results obtained are 0.8730 in the range of values of 0.81 to 0.90, which means good classification.

### 4. CONCLUSION

Naïve Bayes Classifier method can be utilized for analysis of sentiment on tweeter data. In the case of RUU KUHP refusal, respondent utilizing tweeter account are dominantly ranging from 0 – 10 years old. From the analysis result, it is obtained that the tweeter accounts are grouped by 30.27% positive sentiment and 69.73% negative sentiment. Naïve Bayes classifier method classify with the accuracy of 93.12%, Specificity 99.20% and AUC of 0.8730. Those indicators suggest that Naïve Bayes Classifier method can be utilized for sentiment analysis on tweeter data.

### ACKNOWLEDGMENTS

The researcher thanks DPPM UII for fully supporting this research for the Research Grand 2019 Batch II.

### REFERENCES

[1] Maulana, A. (2017). Cuitan di Twitter Kini Bisa 280 Karakter. https://www.cnnindonesia.com (accessed July 18, 2019)
[1] Hannani, N. (2019). Pengertian Twitter Beserta Sejarah dan Manfaat Twitter. https://www.nesabamedia.com (accessed Juli 19, 2019)

[2] Mukherjee, A., Nath, P. (2003). A Model of Trust in Online Relationship Banking. International Journal of Bank Marketing. 21(1): 1-15.

[3] Saleh, A. (2015). Implementation of Naïve Bayes Classifier Method for Predict Amount of Household Electricity use. Citec Journal. 209-210.

[4] Tiara, T., Sabariah, M. K., Effendy, V. (2015). Analisis Sentimen pada Twitter untuk Menilai Performansi Program Televisi dengan Kombinasi Metode Lexicon-Based dan Support Vector Machine. E-Proceedings of Engineering. 2(1).

[5] Tan, P.N., Michael, S., Vipin, K. (2006). Introduction to Data Mining. USA: Addison-Wesley.

[6] Berry, M.W., Kogan, J. (2010). Text Mining Application and Theory. United Kingdom.

[7] Maria, R. (2014). Pembangunan Aplikasi Pencairan Dokumen Menggunakan Text Mining Berbasis Web. Yogyakarta: Jurnal Universitas Atma Jaya.

[8] Luqyana, W. A., Cholissodin, I., Perdana, R. S. (2018). Analisis Sentimen Cyberbullying pada Komentar Instagram dengan Metode Klasifikasi Support Vector Machine. Jurnal Pengembangan Teknologi Informasi dan Ilmu Komputer. 4704-4713.

[9] Rish, I. (2001). An Empirical Study of the Naive Bayes Classifier. IJCAI 2001 Workshop on Empirical Methods in Artificial Intelligence. 41-46.

[10] Dumaiz, S., Platt, J., Heckerman, D. and Sahami, M. (2002). Inductive Learning Algorithms and Representations for Text Categorization.

[11] Gorunescu, F. (2011). Data Mining Concepts, Models and Techniques. Berlin: Springer.

[12] Feldman, R., Sanger, J. (2006). The Text Mining Handbook: Advanced Approaches in Analyzing Unstructured Data. Cambridge: Cambridge University Press.

[13] Falahah, D. D. (2015). Pengembangan Aplikasi Sentiment Analysis Menggunakan Metode Naive Bayes. Seminar Nasional Sistem Informasi Indonesia. 336-340.

[14] Damanik, R. M. (2014). Pengembangan Aplikasi Pencarian Dokumen Menggunakan Text Mining Berbasis Web. Yogyakarta: Jurnal Universitas Atma Jaya.