The shear power spectrum from the COMBO-17 survey
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ABSTRACT
We perform a statistical weak lensing or “cosmic shear” analysis of the COMBO-17 survey – a unique dataset with shear quality R-band imaging and accurate photometric redshift estimates ($\sigma_{z} = 0.05$) for ~90% of galaxies to $m_R \leq 24.0$. We undertake a full maximum likelihood analysis to measure directly from the data the weak lensing power spectra, $C_{\kappa\kappa}$, $C_{\beta\beta}$, and $C_{\kappa\beta}$ in 5 band powers from $\ell = 400$ to $\ell = 10^4$, where $\kappa$ is the usual lens convergence and $\beta$ is an odd-parity ‘curl’ component of the shear signal. We find a strong measurement of the convergence power over five fields. The non-gravitational $\beta$-field has a much lower significance, indicating our data is free of major systematics, while the cross-correlation of $\kappa$ and $\beta$ is consistent with zero. We have also calculated the shear correlation functions and variance over a range of scales between 0.5 and 20 arcmin. Our measurements of minimal star-galaxy correlations and cross-correlations between galaxy components provide further evidence that any systematics are negligible.

In addition, we have used our results to measure cosmological parameters, constraining the normalisation of the matter power spectrum to be $\sigma_8 = (0.72 \pm 0.09)(\Omega_m/0.3)^{-0.48}$, where the errors quoted are 1-σ due to the intrinsic dispersion in galaxy ellipticities, cosmic and sampling variance. We have significantly reduced the usual additional uncertainty in the median redshift ($z_m$) of the source galaxies by estimating $z_m$ directly from our data using accurate photometric redshift information from the COMBO-17 multi-band wide-field survey. To demonstrate the power of accurate redshift information, we have also measured parameters from a shear analysis of only those galaxies for which accurate redshift estimates are available. In this case, we have eliminated the uncertainty in the redshift distribution of sources and we show that the uncertainty in the resulting parameter constraints are reduced by more than a factor of 2 compared to the typical uncertainties found in cosmic shear surveys to date. Finally, we combine our parameter measurements with constraints from the 2dF Galaxy Redshift Survey and with those from the CMB. With these additional constraints, we measure the normalisation of the matter power spectrum to be $\sigma_8 = 0.73^{+0.06}_{-0.03}$ and the matter density of the Universe to be $\Omega_m = 0.27^{+0.02}_{-0.01}$.
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1 INTRODUCTION

There continues to be great interest and significant progress in measuring the weak lensing signal arising from large-scale structure. This phenomenon, observed as the weak coherent distortion of background galaxies due to light ray deflection by intervening matter, offers us a direct probe of the mass distribution in the Universe. We can consequently measure cosmologically important quantities (see e.g.. Bernardeau et al. 1997; Jain & Seljak 1997; Kamionkowski et al. 1998; Kaiser 1998; Hu & Tegmark 1999) such as the bias (see e.g. Hoekstra et al. 2001) and the normalisation of the matter power spectrum (e.g. Bacon et al. 2002; Hoekstra et al. 2002; Refregier, Rhodes & Groth 2002; Van Waerbeke et al. 2002).
Of particular interest is the prospect of reconstructing the power spectrum of mass fluctuations from the weak lensing signal. Pen et al. (2002) have used an estimator for the weak lensing shear power spectrum, obtainable from correlation function measurements, to measure the shear power spectrum from the DESCART survey, while Schneider et al. (2002) have further developed estimators for this purpose. Meanwhile, Hu & White (2001) have demonstrated the utility of a maximum likelihood approach to reconstructing the shear power spectrum. Here we will apply a full maximum likelihood analysis to a cosmic shear survey for the first time.

In this paper, we describe the results of a weak shear analysis of the COMBO-17 dataset, acquired with the La Silla 2.2m telescope in Chile (Wolf et al. 2001). This survey includes 1.25 square degrees of deep R-band observations from which we draw our sample of background galaxies for shear measurements. In addition, the survey has yielded photometric redshifts for approximately 40% of the objects in our selected sample of galaxies, which we use to improve our understanding of the shear signal. We apply a maximum likelihood reconstruction to our dataset to obtain the shear power spectrum, and we fit cosmological models to measurements of both the shear power spectrum and the correlation functions to measure joint constraints on the matter density $\Omega_m$ and normalisation of the matter power spectrum $\sigma_8$. We obtain further constraints on these parameters by combining our measurements with constraints from both the 2dF Galaxy Redshift Survey (2dFGRS, Percival et al. 2002) and from CMB data (e.g. Lewis & Bridle, 2002).

Cosmic shear studies require careful data reduction followed by assessment and removal of systematic effects, such as shear induced by a telescope, anisotropic point spread function (PSF), and circularization of galaxy shapes. We demonstrate in this paper that our shear catalogues have almost negligible systematic errors after applying appropriate corrections, and we carefully audit the remaining sources of error (from e.g. sample size, redshift uncertainty and shot noise) in order to interpret our results.

The paper is organized in the following fashion. In Section 2 we summarize the necessary formalism for our weak lensing analysis, including definitions of shear and the shear power spectrum. In Section 3 we describe the COMBO-17 survey. We then discuss the procedures used for data reduction, and describe our method for obtaining a shear catalogue fully corrected for systematic effects. Section 4 examines the individual COMBO-17 fields in detail, and explains our approach to including redshift information for these fields. We measure shear correlation functions and cell variance in Section 5, checking for residual systematics and comparing with the findings of other groups. Section 6 contains our likelihood analysis, resulting in shear power spectra measured for single fields and for the survey as a whole. In Section 7 we use our correlation functions and power spectra measurements to estimate cosmological parameters, taking into account the errors from sample size and redshift uncertainties. We then combine our constraints on these parameters with constraints obtained from the 2dFGRS and the CMB. In Section 8 we discuss these results and summarize our conclusions.

## 2 Weak Lensing Quantities

In the last few years weak gravitational lensing has emerged as the most direct method for measuring the distribution of matter, regardless of its nature, in the Local Universe (Mellier 1999, Bartelmann & Schneider 2001). This is largely due to its basis in well understood physics: weak lensing is essentially a scattering experiment of photons off the gravitational field generated by cosmological structure. Here, we describe the various weak lensing fields and their statistical properties.

### 2.1 Weak lensing fields

Weak gravitational lensing induces a distortion into the images of distant source galaxies. This distortion can be parameterised by measuring the ellipticities,

$$e_{ij} = \begin{pmatrix} e_1 & e_2 \\ e_2 & -e_1 \end{pmatrix}$$

(1)

of each galaxy from its quadrupole moments at a given isophotal threshold (Kaiser, Squires and Broadhurst, 1995) or by examining the distortion to a set of orthogonal modes describing the galaxy shape (Refregier & Bacon 2003; Bernstein & Jarvis, 2002). In the first instance – which is the approach we adopt in the following analysis – the effect of lensing is to induce an additional ellipticity on the galaxy image;

$$e'_{ij} = e_{ij} + 2\gamma_{ij},$$

(2)

where

$$\gamma_{ij} = \begin{pmatrix} \gamma_1 & \gamma_2 \\ \gamma_2 & -\gamma_1 \end{pmatrix}$$

(3)

is the trace-free lensing shear matrix. The components $\gamma_1$ and $\gamma_2$ of the shear matrix represent the two orthogonal modes of the distortion. The shear matrix is recoverable since in the absence of intrinsic alignments of galaxies, the galaxy ellipticities average to zero, $\langle \epsilon \rangle = 0$.

Since gravity is a potential theory in the weak-field regime, the shear field can be related to a lensing potential

$$\gamma_{ij} = \left( \partial_i \partial_j - \frac{1}{2} \delta_{ij} \partial^2 \phi \right),$$

(4)

where $\partial_i \equiv r(\delta_{ij} - \hat{r}_i \hat{r}_j) \nabla_i$ is a dimensionless, transverse differential operator, and $\partial^2 \equiv \partial_i \partial^i$ is the transverse Laplacian. The indices $(i,j)$ each take the values $(1, 2)$, and we have assumed a flat sky. On the scales currently of interest (i.e. from $\sim 100$ $h^{-1}$kpc to $100$ $h^{-1}$Mpc), this is an excellent approximation.

The lensing potential is also observable via the lens convergence field

$$\kappa = \frac{1}{2} \partial^2 \phi,$$

(5)

which can be estimated from the weak magnification of sources,

$$\mu = \left| (1 - \kappa)^2 - \gamma^2 \right|^{-1} \approx 1 + 2\kappa.$$  

(6)

This can be measured from either the change in galaxy number density (Broadhurst, Taylor & Peacock 1995; Taylor et al. 1998) or from the change in size of sources (Bartelmann & Narayan, 1995). Although this has a lower signal-to-noise than the shear distribution, it is an independent estimator of the lensing potential.

The convergence field is related to the shear field by the differential relation, first used by Kaiser & Squires (1993):

$$\kappa = \partial^{-2} \partial_i \partial_j \gamma_{ij},$$

(7)

where $\partial^{-2}$ is the inverse 2-D Laplacian operator defined by

$$\partial^{-2} \equiv \frac{1}{2\pi} \int d^2 \hat{r}' \ln |\hat{r} - \hat{r}'|.$$  

(8)
A useful quantity for tracing noise and systematics in gravitational lensing is the divergence-free field, $\beta$, defined by

$$\beta = \partial^2 \gamma^m_i \partial_i \gamma_{ij},$$

where $\varepsilon^n_i$ is the Levi-Civita symbol in two dimensions,

$$\varepsilon^n_i = \begin{pmatrix} 0 & -1 & 1 \\ 1 & 0 & 0 \end{pmatrix}.$$  \hfill (10)

If $\gamma_{ij}$ is generated purely by the lensing potential, this quantity vanishes. But if there are non-gravitational sources, due to noise, systematics or intrinsic alignments, $\beta$ will be non-zero. In addition  $\beta$ terms can arise from finite fields, due to mode-mixing of the $\kappa$ and $\beta$ fields (Bunn, 2002).

In a spatially flat universe, with comoving distance $r$ we can relate the lensing potential and the gravitational potential by (e.g. Kaiser 1998; Hu 2000)

$$\phi(r) = 2 \int_0^r dr' \left( \frac{r-r'}{r^3} \right) \Phi(r').$$ \hfill (11)

This equation assumes the Born approximation, in which the path of integration is unperturbed by the lens.

Although the lensing potential depends on the distance to the source galaxy, this dependence is usually lost by averaging all lensing quantities over the source distribution. However with redshift information the full 3-D character of lensing can be usefully recovered (Taylor 2001, Bacon & Taylor 2002, Hu & Keeton 2002).

Finally the Newtonian potential, $\Phi$, can be related to perturbations in the matter density field, $\delta = \delta_{\rho m}/\rho_m$, by Poisson’s equation:

$$\nabla^2 \Phi = 4\pi G \rho_m \delta^2 = \frac{3 \Omega_m}{2} \frac{\Omega_m}{\Omega_H} \delta,$$ \hfill (12)

where we have introduced the cosmological scale factor $a$, the Hubble length $\lambda_H = c/H_0 \approx 3000 \text{h}^{-1} \text{Mpc}$, and the present-day mass-density parameter $\Omega_m$. Here, $H_0$ is the Hubble constant and $c$ is the speed of light.

### 2.2 Statistical properties

#### 2.2.1 Shear covariance matrix

We may define a shear covariance matrix by

$$C_{ab}(\hat{r}) = \langle \gamma_a(0) \gamma_b(\hat{r}) \rangle,$$ \hfill (13)

where the indices $(a, b)$ each take the values $(1, 2)$. Fourier transforming the shear field,

$$\gamma_{ij}(\ell) = \int d^2 \hat{r} \gamma_{ij}(\hat{r}) e^{-i \hat{r} \cdot \ell}.$$ \hfill (14)

and decomposing it using equations (7) and (9), we may generate the shear power spectra from correlations of $\kappa$ and $\beta$:

$$\langle \kappa(\ell) \kappa^*(\ell') \rangle = (2\pi)^2 C^{\kappa \kappa}_{\ell \ell'} \delta_D(\ell - \ell'),$$

$$\langle \beta(\ell) \beta^*(\ell') \rangle = (2\pi)^2 C^{\beta \beta}_{\ell \ell'} \delta_D(\ell - \ell'),$$

$$\langle \kappa(\ell) \beta^*(\ell') \rangle = (2\pi)^2 C^{\kappa \beta}_{\ell \ell'} \delta_D(\ell - \ell').$$ \hfill (15)

The parity invariance of weak lensing suggests that $C^{\beta \beta}_{\ell \ell'} = C^{\beta \beta}_{-\ell - \ell'} = 0$. However other effects, such as noise and systematics, as well as intrinsic galaxy alignments may give rise to a non-zero $C^{\beta \beta}_{\ell \ell'}$. Hence in our analysis we shall leave its amplitude to be determined by the data. The cross-correlation of $\kappa(\ell)$ and $\beta(\ell)$ is expected to be zero but it will also allow a second check on noise and systematics in the shear field, and we shall treat it as another free function.

In particular finite field and boundary effects can lead to leakage of power between these three spectra, which we shall attempt to monitor.

The shear power spectrum and the convergence power are related by

$$C^{\kappa \kappa}_{\ell \ell'} = C^{\beta \beta}_{\ell \ell'}$$ \hfill (16)

in the flat-sky approximation. For a spatially flat universe, these are in turn related to the matter power spectrum, $P_m(k, r)$ by the integral relation (see e.g. Bartelmann & Schneider 2001):

$$C^{\kappa \kappa}_{\ell \ell'} = \frac{9}{4} \left( \frac{H_0}{c} \right)^4 \Omega_m^2 \int \frac{d^3 p}{(2\pi)^3} \delta^3(p) \left( \frac{W(r)}{\sigma(r)} \right)^2,$$ \hfill (17)

where $a$ is the expansion factor and $r$ is comoving distance. $r_H$ is the comoving distance to the horizon:

$$r_H = c \int \frac{dz}{H(z)}.$$ \hfill (18)

where the Hubble parameter is given in terms of the matter density, $\Omega_m$, the vacuum energy density, $\Omega_V$ and the spatial curvature, $\Omega_K$ as

$$H(z) = H_0 \sqrt{[1 + z]^3 \Omega_m + (1 + z)^2 \Omega_K + \Omega_V}^{1/2}.$$ \hfill (19)

The weighting, $W$, is given in terms of the normalised source distribution, $G(r)dr = p(z)dz$:

$$W(r) = \int_r^\infty dr' \frac{G(r') (r' - r)}{r'^3}.$$ \hfill (20)

The covariance of the components of the shear field are related to the power spectra by (Hu & White 2001)

$$C_{11}(\ell) = \int \frac{d^2 \ell}{(2\pi)^2} \left( p^{\kappa \kappa} \cos^2 2\varphi_{\ell} + p^{\beta \beta} \sin^2 2\varphi_{\ell} - p^{\kappa \beta} \sin 4\varphi_{\ell} \right) W(\ell) |e^{i \hat{r} \cdot \ell}|^2,$$

$$C_{22}(\ell) = \int \frac{d^2 \ell}{(2\pi)^2} \left( p^{\kappa \kappa} \sin^2 2\varphi_{\ell} + p^{\beta \beta} \cos^2 2\varphi_{\ell} + p^{\kappa \beta} \sin 4\varphi_{\ell} \right) W(\ell) |e^{i \hat{r} \cdot \ell}|^2,$$

$$C_{12}(\ell) = \int \frac{d^2 \ell}{(2\pi)^2} \left( p^{\kappa \kappa} - p^{\beta \beta} \right) \sin 4\varphi_{\ell}$$

$$+ p^{\kappa \beta} \cos 4\varphi_{\ell} \right) W(\ell) |e^{i \hat{r} \cdot \ell}|^2,$$ \hfill (21)

where $\cos \varphi_{\ell} = \hat{r} \cdot \hat{\ell}$ and $\hat{\ell}$ is a fiducial wavenumber projected along the $x$-axis. We have included here a smoothing or pixelisation window function;

$$W(\ell) = j_0(\ell_x \theta_{\text{pix}}/2) j_0(\ell_y \theta_{\text{pix}}/2),$$ \hfill (22)

where $j_0 = \sin(x)/x$ is the zeroth order spherical Bessel function and $\theta_{\text{pix}}$ is the smoothing/pixel scale.

#### 2.2.2 The rotated shear correlation function

Another important two-point statistical measure of the weak lensing signal are the correlation functions, defined by

$$C_1(\theta) = \langle \gamma_1(\hat{r}) \gamma_1^*(\hat{r} - \theta) \rangle,$$

$$C_2(\theta) = \langle \gamma_2(\hat{r}) \gamma_2^*(\hat{r} + \theta) \rangle,$$

$$C_3(\theta) = \langle \gamma_1(\hat{r}) \gamma_2^*(\hat{r} + \theta) \rangle,$$ \hfill (23)
where the angled brackets denote the average over all galaxy pairs separated by an angle $\theta$. The superscript, $r$, denotes rotated shear components which are equivalent to $\gamma_1$ and $\gamma_2$ in a rotated coordinate frame, defined by the line joining the centroids of the two galaxies in question. In terms of the elements of the shear matrix (equation (3)), these rotated shear components are

\[
\gamma_1^r = \gamma_1 \cos(2\phi) + \gamma_2 \sin(2\phi),
\]

\[
\gamma_2^r = -\gamma_1 \sin(2\phi) + \gamma_2 \cos(2\phi),
\]

where $\phi$ is the angle between the original and rotated coordinate frames. Once again, the parity invariance of weak lensing predicts that the cross-correlation functions $C_3(\theta)$ should be zero. A non-zero $C_3(\theta)$ is, therefore, an indication of residual systematic effects present in the data. The correlation functions, $C_1(\theta)$ & $C_2(\theta)$ are related to the underlying convergence power spectrum via

\[
C_1(\theta) = \int_0^\infty \frac{d\ell}{4\pi} C_\kappa^\kappa \left[ J_0(\ell\theta) + (-1)^{\ell+1} J_4(\ell\theta) \right],
\]

where $J_n(x)$ are Bessel functions.

2.2.3 Shear variance in cells

Finally, we can define the variance, $\sigma_1^2(\theta)$ of the shear field, measured in circular cells of radius $\theta$. In terms of the convergence power spectrum, this variance is

\[
\sigma_1^2(\theta) = \frac{1}{2\pi} \int_0^\infty d\ell \ell C_\kappa^\kappa \left( \frac{2J_1(\ell\theta)}{\ell\theta} \right)^2.
\]

In the following analysis, we have chosen to measure the shear variance in square cells of side length, $\theta$. However, the corresponding variance in circular apertures can be recovered, to a good approximation, by scaling our measurements by $1/\sqrt{\pi}$ (e.g. Bacon, Refregier & Ellis 2000).

Having considered the shear field and its statistical properties we now turn to our data set. In Sections 3 & 4 we describe the COMBO-17 dataset and our method used in producing the high quality deep R-band images from which we measure the shear field. In Sections 5 & 6 we shall use this data to determine the statistical properties of the observed shear field.

3 OBSERVATIONS AND DATA REDUCTION

3.1 The COMBO-17 survey

The observations analysed in this paper have been undertaken as part of the COMBO-17 survey (Wolf et al. 2001). This survey is being carried out with the Wide-Field Imager (WFI) at the MPG/ESO 2.2m telescope on La Silla, Chile. The survey currently consists of five 0.5° × 0.5° fields totaling 125 square degrees with observations taken in five broadband filters ($UBVRI$) and 12 narrow-band filters ranging from 420 to 914 nm. The chosen filter set facilitates accurate photometric redshift estimation ($\sigma_z \approx 0.05$) reliable down to an $R$-band magnitude of 24. During the observing runs, to facilitate accurate weak lensing studies, the best seeing conditions were reserved for obtaining deep $R$-band images of the five fields. It is these $R$-band images, along with the photometric redshift tables, that we make use of in this analysis.

3.2 Initial data processing

The initial reduction of the data proceeded along the lines of that described in Gray et al. (2002, hereafter GTM+). The WFI instrument consists of a $4 \times 2$ array of 2048 × 4096 pixel CCDs. With a pixel scale of 0.238″, the resulting total field of view (FOV) of the WFI is 0.56° × 0.55°. The standard COMBO-17 pre-processing pipeline (Wolf et al. in prep.) produces mosaics of eight 2K × 4K chip images which have been debiased, corrected for non-linearity, normalized, flat-fielded and cleaned of cosmic rays. The resulting mosaics have been simply skewed as an approximate correction for rotational mis-alignments between the chips. We have removed this skewing of the mosaiced images in order to restore the original chip configurations on the detector. The individual chip images were then extracted from the mosaics so that astrometric calibrations could be applied to each of the chip images individually.

3.3 The precise astrometric solution

After extraction from the mosaics, catalogues of objects were created for each chip exposure using Sextractor (Bertin & Arnouts 1996). Using pointing information from the image headers, an approximate transformation was calculated to convert the Sextractor $(x, y)$ pixel coordinates of the objects to celestial coordinates $(\alpha, \delta)$ for each exposure. These objects were then matched with objects from the digitized SuperCOSMOS Sky Survey (SSS)$\dagger$ (Hamby et al. 2001) to within a tolerance of 5″. The resulting coordinate pairs were then used to iteratively calculate a linear astrometric solution for each chip image with the optical axis being used as the tangent point for projection. Typically around 300 objects per chip image were used for the final astrometric fits which had rms residuals of $\sim 0.2″$ (c.f. the pixel scale of 0.238″/pixel). Including higher order terms and/or a radial distortion term in the astrometric solution has been investigated by GTM+ and was found to be an improvement for the instrument as a whole. Details concerning the artificial shear introduced by such a radial distortion are discussed in GTM+ who deduced a radial distortion of $\delta r/r \sim 0.025\%$ and a resulting instrumental shear pattern with amplitude $\gamma < 0.0001$. This level of distortion is clearly negligible in comparison to a typical $\Omega_{CDM}$ cosmic shear signal of $\gamma \sim 0.01$ and so we have used the simple linear solution to perform astrometry on all the chip images. Further tests of the artificial shear introduced by both the WFI instrument and the telescope optics are described in the next section. Having produced linear astrometric fits for all the chip images in each of the five fields, these fits were then used to register the images to the same coordinate system. The images were thus aligned and combined, using 3σ bad pixel rejection with weighting by exposure time and scaling by the median pixel value. All bad columns and pixels were removed during the co-addition procedure due to the large number of images combined. The five resulting 8K × 8K images were trimmed to remove the under-sampled edges of the fields resulting in five 8192 × 8192 pixel (32.5’ × 32.5’) images.

$\dagger$ Full access to the SSS is available via the World Wide Web at URL http://www-wfau.roe.ac.uk
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3.4 Artificial shear introduced due to instrument and image co-addition

We have investigated the level of distortions introduced by the telescope optics and the WFI instrument by comparing the location of the same objects on dithered chip exposures. As documented in Bacon et al. (2000, hereafter BRE), the respective positions of the same object on two dithered frames, \( f \) and \( f' \), can be expressed as

\[
x' - x = \Psi (\bar{x}_f - \bar{x}_{f'})
\]

(27)

where \( x' \) (or \( x'' \)) is the position of the object on frame \( f \) (or \( f' \)), \( \bar{x}_f \) (or \( \bar{x}_{f'} \)) is the position of the centre of frame \( f \) (or \( f' \)) and \( \Psi \) is the distortion matrix, which may be expressed in terms of observables as

\[
\Psi \equiv \begin{pmatrix} \kappa + \gamma_1 & \gamma_2 \\ \gamma_2 & \kappa - \gamma_1 \end{pmatrix}
\]

(28)

Here, \( \kappa \) and \( \gamma_i \) are the spurious convergence and shear introduced by the geometrical distortions. By measuring the positions of the same objects on three dithered frames, the resulting two equations of form (27) can be solved for \( \kappa \) and \( \gamma_i \). We have used this method to map the instrumental distortion across the 8 component chips of the WFI and the resulting shear pattern is shown in Fig. 1 along with an indication of a 0.1% shear signal. We find, in agreement with GTM+, that the induced shear due to telescope and instrument distortions is indeed negligible (\( \gamma < 0.2\% \)) over the entire field compared to the typical weak lensing signal one would wish to measure.

We have also estimated the uncertainty introduced in the ellipticity measurements of objects on the combined images as a result of the co-adding procedure. Having registered the original exposures to the same coordinate frame, we then calculated the dispersion in the positions of many objects from the measured positions of those objects on all frames. We found a mean rms of \( \approx 0.5 \) pixels in the positions of objects. Using this mean uncertainty in the position of objects, we can simulate the effect of image co-addition on a circular source of size \( \sim 0.7 \) arcsec, similar to the mean seeing disc size on the individual frames. We simulate the stacking of 78 frames (c.f. no. of frames for CDFS field - see Table 1) where we apply to each image an offset, \( dx = dx^{\text{true}} + \delta x \) where \( dx^{\text{true}} \) is the true offset position of the object and \( \delta x \) is a vector whose magnitude is taken from a Gaussian distribution centred on 0.5 pixels and whose orientation is taken from a uniform distribution between 0 and \( 2\pi \). The size and ellipticity of the resulting stacked object was then computed using the formalism described in section 5.3 of BRE. Fig. 2 shows a histogram of the resulting ellipticity measurements for 1000 such simulations demonstrating that the shear arising from co-addition is again well below the sought-after cosmic shear signal. The median ellipticity induced in a circular source as measured from these simulations was \( e_m = 0.0037 \) and the interquartile range was \( \delta e_m = 0.002 \). These numbers are well within our error budget for a precise measurement of cosmic shear.
3.5 Point spread function corrections and generation of object catalogues

We have used the imcat software (Kaiser, Squires and Broadhurst, 1995; hereafter KSB) to generate object catalogues for the five fields, measure shape parameters for all objects and to correct for such effects as the isotropic smearing of the point spread function (PSF) of objects by the atmosphere and telescope as well as any anisotropic smearing introduced by tracking errors, imperfect dither alignments and co-addition of the individual frames. We have used the hfindpeaks routine to locate objects, followed by the getsky, apphot and getshapes routines to estimate the local sky background, measure aperture magnitudes and half-light radii, \( r_h \) and to calculate shape parameters for all detected objects (see e.g. KSB; BRE; GTM+, for details of how the KSB procedure and the imcat software works).

This procedure produced an image catalogue for each field, containing positions, sizes and shapes for all the objects detected. We then applied reasonably conservative cuts on image size, signal-to-noise (S/N) and object ellipticity (\( r_g > 1.0, \nu > 5, \epsilon < 0.5 \)) to remove spurious and/or untrustworthy detections. Note that the S/N cut we have used (\( \nu > 5 \)) is much less stringent than that adopted in BRE who used a S/N cut of \( \nu > 15 \). The motivation in BRE for using such a conservative cut was the existence in their data of a highly significant anti-correlation between their measured mean shear values and the corresponding mean stellar ellipticities for a S/N cut of \( \nu > 5 \). We have searched for this effect in our data on several different smoothing scales and have found no evidence of correlations between our shear and stellar ellipticity values. For example, Fig. 3 shows the mean shear components in cells plotted against the mean uncorrected stellar ellipticity components for a cell size of \( 8 \times 8 \) arcmin. This is the same cell size as that shown in BRE’s fig. 7 where a clear anti-correlation is present. It is clear from Fig. 3 however, that this effect is absent from our data. We have looked for such an effect on scales ranging from 1 to 30 arcmin and have found none. We have therefore used a \( \nu > 5 \) cut in our analysis. We also note that this is the same S/N cut as used in GTM+ for their supercluster analysis of the A901 field.

Having applied these cuts to the data, the imcat software was then used to correct the measured shapes of the galaxies for the effects mentioned above. In particular, we correct the galaxy shapes for (a) anisotropy and (b) circularization. Details of the correction scheme used by imcat have been described elsewhere (e.g. KSB; Luppino & Kaiser 1997; Hoekstra et al. 1998; Kaiser et al. 1999) and will not be repeated here. Note that these corrections were done on sections (size \( 8' \times 16' \)) of the fields rather than the full \( 32.5' \times 32.5' \) fields themselves. This was done to ensure that an accurate model of the PSF distortions was obtained. Performing the corrections on the full fields would possibly lead to residual PSF distortions in the dataset due to inaccurate modelling of the stellar ellipticities over such a large field.

A demonstration of the anisotropic PSF correction at work for the S11 field is given in Figs. 4 and 5. The smoothly varying stellar ellipticity pattern apparent in the stars before correction (Fig. 5, left-hand side) is successfully removed to produce residual stellar ellipticities with essentially random orientations (Fig. 5, right-hand side) and mean residuals of \( |\delta e_1| \approx 5 \times 10^{-4} \) and \( |\delta e_2| \approx 2 \times 10^{-4} \). Fig. 4 shows the stellar ellipticities after correction randomly distributed about \( e_1 = e_2 = 0 \). Note however that these plots are for illustrative purposes only. Rigorous tests of the systematics introduced by residual spurious ellipticities are performed later in Section 5, where we measure the star-galaxy cross-correlation functions for the dataset.

4 THE COMBO-17 FIELDS

4.1 Content of the fields

The five fields observed are quite different from one another in terms of their content. Three are blank fields; one (CDFS) was chosen so it would overlap with the Chandra Deep Field South; another...
and shear power spectrum calculations. We have also experimented

\begin{table}
\centering
\begin{tabular}{|l|c|c|c|c|c|c|c|}
\hline
Field & RA(2000) & Dec.(2000) & R-band Exposures & Total Exp. Time & Median $m_R$ & $n_{gal}$ (arcmin$^{-2}$) & FWHM & Redshift info.? \\
\hline
CDFS & 03h 32m 25s & $-27^\circ 48' 50''$ & $42 \times 500s + 36 \times 420s$ & 36120s & 24.4 & 37.5 & 0.81'' & Yes \\
SGP & 00h 45m 56s & $-29^\circ 35' 15''$ & $42 \times 500s$ & 21000s & 23.6 & 36.2 & 0.81'' & Pending \\
FDF & 01h 05m 49s & $-25^\circ 51' 42''$ & $20 \times 500s + 5 \times 400s$ & 12000s & 23.7 & 28.4 & 0.82'' & No \\
S11 & 11h 42m 58s & $-01^\circ 42' 50''$ & $39 \times 400s + 5 \times 500s$ & 18100s & 23.7 & 27.7 & 0.78'' & Yes \\
A901 & 09h 56m 17s & $-10^\circ 01' 25''$ & $36 \times 500s + 8 \times 600s$ & 22800s & 24.0 & 36.1 & 0.76'' & Yes \\
\hline
\end{tabular}
\caption{Properties of the five COMBO-17 shear catalogues. In the sixth column we quote the median R-band magnitude of each catalogue. In the case of the SGP and FDF fields, the median $m_R$ listed is an approximate value as magnitudes for these fields have been roughly calibrated using the APM galaxy survey. The mean galaxy density values ($n_{gal}$) are calculated as $n_{gal} = N_f/A_f$ where $N_f$ and $A_f$ are the total number of galaxies in the final shear catalogues and the total useable area of the fields respectively, after excluding regions contaminated by bright stars, diffraction spikes and ghosting (see Fig. 6). The FWHM values listed are the average FWHM of stars on each field as measured from the final co-added images. The final column indicates whether photometric redshift information is currently available for the field.}
\end{table}

The significant mass concentrations present in the two fields containing clusters (S11 & A901) raise the question as to whether these fields should be included in a cosmic shear analysis at all. The significant difference between these fields is the pre-selection of A901 to include a supercluster system. Strictly speaking, therefore, the A901 field is not a randomly selected piece of sky and is unlikely to be a fair representation of the Universe. We have therefore chosen not to include this field in our final parameter estimation and shear power spectrum calculations. We have also experimented with including/excluding both the S11 and A901 fields from the analysis. For both the shear power spectrum reconstruction and the parameter estimation, we find that the A901 field biases our results significantly, whereas the S11 field is consistent with the dataset as a whole (see Section 6.3). The cell-averaged shear distributions for the five fields are shown in Fig. 6, showing regions in the fields which have been masked out due to contamination by bright stars, diffractions spikes and ghosting.

\subsection{Including redshift information}

As mentioned earlier, the COMBO-17 survey has the unique advantage, in terms of weak lensing surveys, of having accurate photometric redshift measurements for $\sim 90\%$ of objects detected down to a magnitude of $m_R \leq 24$ (for a detailed description of the photometric methods used to assign redshifts to the galaxies, see Wolf et al. 2003). For these galaxies, the estimated typical uncertainty in redshift is $\sigma_z \sim 0.05$. At the time of writing, photometric data is available for three of our five fields (CDFS, A901 & S11). We have used this information to estimate, directly from the data, the redshift distribution and in particular, the median redshift, $z_m$ of

\begin{figure}
\centering
\includegraphics[width=\textwidth]{example_image.png}
\caption{Stellar ellipticity pattern across the S11 field before (left) and after (right) correction for PSF anisotropy. A 10\% shear signal is also shown for comparison. The horizontal and vertical lines show the sections used for the stellar ellipticity polynomial model fitting.}
\end{figure}
the lensed source galaxies in the survey. For the $z_m$ calculation, we have only included those galaxies used in the final weak lensing analysis. This subset of galaxies does, in fact, include galaxies with magnitudes $m_R > 24$ for which the redshift estimations are unreliable. To account for this, we must extrapolate the redshift distribu-

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{The shear distribution on the five COMBO fields. The fields are (clockwise from top left) CDFS, SGP, FDF, S11 and A901. The shear measurements for each field have been binned into $30 \times 30$ pixels, giving a pixel scale of $\sim 1$ arcmin. For each pixel, the length of the vector drawn is proportional to the magnitude of the mean shear in that pixel and its direction indicates the orientation of the shear. A 10\% shear signal is also shown for comparison. The apparent holes in the distributions are regions which have been masked out due to bright stars, diffraction spikes etc.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Ellipticity distribution of stars in the S11 field before (grey crosses) and after (black crosses) correction for PSF anisotropy. Mean stellar ellipticity components of $e_1 = -0.025 \pm 0.013$ and $e_2 = -0.007 \pm 0.011$ are removed to leave an essentially randomly orientated stellar ellipticity distribution with mean residual components of $\delta e_1 = -0.0005 \pm 0.010$ and $\delta e_2 = -0.0002 \pm 0.009$.}
\end{figure}

\begin{table}
\centering
\caption{Measured median magnitudes and redshifts ($z_m$) for the three fields, CDFS, A901 & S11 for different limiting magnitude cut-offs. Also listed are the number of galaxies ($N_{\text{gal}}$) used in the median calculations and the completeness of each magnitude-limited sample (i.e. the fraction of galaxies in the sample for which accurate redshifts have been obtained). Extrapolating the median $m_R - z_m$ relation (see Fig. 7) to the median magnitude of the combined shear catalogues for all fields ($\approx 24.0$), we infer a median redshift for the COMBO-17 weak lensing survey of $z_m = 0.85 \pm 0.05$.}
\label{table:median}
\begin{tabular}{llllll}
\hline
Limiting $m_R$ & $N_{\text{gal}}$ & Median $m_R$ & $z_m$ & Completeness \\
\hline
$< 20.0$ & 1485 & 19.15 & 0.184 \pm 0.004 & 87\% \\
$< 21.0$ & 3267 & 20.13 & 0.285 \pm 0.030 & 87\% \\
$< 22.0$ & 7316 & 21.14 & 0.404 \pm 0.026 & 88\% \\
$< 23.0$ & 16387 & 22.14 & 0.520 \pm 0.023 & 87\% \\
$< 24.0$ & 31649 & 22.96 & 0.673 \pm 0.092 & 76\% \\
\hline
\end{tabular}
\end{table}
and those galaxies without an assigned redshift are most likely to be at a higher redshift than our measured median value. To calculate an upper limit for our $z_m$ estimates, for each magnitude limited sample, we have placed those galaxies without redshift measurements at $z = \infty$ and have re-calculated $z_m$. We take our final median redshift estimate to be simply the midpoint between our upper and lower limits.

We have then extrapolated the median $m_R - z_m$ relation to find an estimate of the median redshift of our galaxy sample as a whole, which has a measured median magnitude of 24.0. The median $m_R - z_m$ relation is shown in Fig. 7. Here we plot both the COMBO-17 data points and data from the HDF redshift survey of Cohen et al. 2000, with which we are fully compatible. The curve plotted is the best-fit quadratic model to the COMBO-17 data and is given by

$$z_m = 2.53 - 0.33 m_{R,m} + 0.01 m_{R,m}^2,$$ \hspace{1cm} (29)

where $m_{R,m}$ is the median $R$ band magnitude of the galaxy sample. From this, we estimate a median redshift of $z_m = 0.85 \pm 0.05$ for the COMBO-17 weak lensing survey.

There is, of course, more information in the measured redshift distribution than just the median value. The advantage of including photometric information in a weak lensing analysis lies in reducing or eliminating uncertainties in the redshift distribution of the source galaxies when it comes to comparing weak lensing measurements with those predicted from theory (see Sections 6 & 7). To this end, we have included the measured redshift distribution for our comparison with theoretical models. There are, of course, many more galaxies for which we have no redshift estimate than there are galaxies with reliable measurements. This situation will improve as the COMBO-17 survey nears completion, but for the purposes of this analysis and predicting the expected weak lensing signal for different cosmological scenarios, we need to assign redshifts to the galaxies with unknown redshifts. We do this by distributing these galaxies in $z$ according to (Baugh & Efstathiou 1991)

$$\frac{dN}{dz} = \frac{\beta z^2}{z_s^3} \exp \left( - \left( \frac{z}{z_s} \right)^{\beta} \right),$$ \hspace{1cm} (30)

with $\beta = 1.5$ and $z_s = z_m / 1.412$. A distribution of the form, equation (30), has a median redshift of $z_m$. We have tuned the value of $z_m$ in equation (30) to ensure that the final total redshift distribution has a measured median value of $z_m = 0.85$.

After assigning values to the galaxies with unknown redshifts according to equation (30), we now have the final $n(z)$ distribution which we can use for making predictions for the weak lensing signal expected in the COMBO-17 survey. This final $n(z)$ distribution is shown in Fig. 8.

**5 Correlation Functions and Shear Variance Estimators**

It is useful to estimate the correlation functions of the shear field both as a first approach at measuring the strength of the cosmic shear signal, but also as a test for unwanted systematics in the data. These tests have now become a standard part of shear analysis (e.g. Van Waerbeke et al. 2001; Pen, Van Waerbeke & Mellier 2002; Bacon et al. 2002). Measuring correlation functions also allows a direct comparison of our measurements with previous cosmic shear studies. Here we present both an unweighted correlation function analysis and a minimum variance weighted shear variance analysis. Note that, for the remainder of the paper, we have excluded the A901/2 supercluster field from our measurements except where specifically indicated.
5.1 Correlation analysis

To estimate the unweighted correlation functions, we follow Bacon et al. (2002). For the purposes of the correlation analysis, we have divided each of the COMBO-17 fields into eight, chip-sized sections. This allows for a better estimate of the field-to-field covariance between our measurements than would be possible using the original $0.5^\circ \times 0.5^\circ$ fields. The correlation functions for the individual sections can be measured by averaging over galaxy pairs:

\[
C_{1,s}(\theta) = \frac{1}{n_s} \sum_{i=1}^{n_s} \gamma_i^s(\hat{r}_i) \gamma_i^s(\hat{r}_i + \theta),
\]

\[
C_{2,s}(\theta) = \frac{1}{n_s} \sum_{i=1}^{n_s} \gamma_i^s(\hat{r}_i) \gamma_i^s(\hat{r}_i + \theta),
\]

\[
C_{3,s}(\theta) = \frac{1}{n_s} \sum_{i=1}^{n_s} \gamma_i^s(\hat{r}_i) \gamma_i^s(\hat{r}_i + \theta),
\]

where $n_s$ is the number of pairs of galaxies in each section and where we average over all galaxy pairs separated by an angle, $\theta$ (c.f. equation (23)). The signal averaged over all sections is simply

\[
\overline{C}_i(\theta) = \frac{1}{N_s} \sum_{s=1}^{N_s} C_{i,s}(\theta),
\]

where $N_s$ is the total number of sections. The covariance of the correlation function measurements is given by

\[
\text{cov}(\overline{C}_i(\theta)\overline{C}_j(\theta')) \approx \frac{1}{N_s^2} \sum_{s=1}^{N_s} \left[ C_{i,s}(\theta) - \overline{C}_i(\theta) \right] \left[ C_{j,s}(\theta') - \overline{C}_j(\theta') \right].
\] (33)

Fig. 9 shows the correlation functions, $C_1(\theta)$ and $C_2(\theta)$ after averaging over all sections of the four fields, CDFS, S11, SGP and FDF. As can be seen, our data agrees well with the expected correlations, for both $C_1$ and $C_2$, for a $\Omega_m = 0.3$ $\Lambda$CDM model with a power spectrum normalisation of $\sigma_8 = 0.8$ (see Section 7 for our measurements of $\Omega_m$ & $\sigma_8$ from COMBO-17). These theoretical curves have been calculated using equation (25) where we have used the halofit model of Smith et al. (2002) to calculate the non-linear matter power spectrum. We have also input our combined redshift distribution (Fig. 8) into the calculation. We should point out that on smaller scales than those shown on Fig. 9, i.e. $\theta \lesssim 0.3$ arcmin, we have measured an inconsistently large signal ($\gtrsim 5 \times 10^{-4}$) for the $C_1$ correlation function. We suspect that this greatly enhanced signal is probably due to either systematic effects on very small scales due to imperfections in the correction for PSF anisotropy, or alternatively, the increased signal may be caused by intrinsic alignments dominating at such small angular separations. Either way, we exclude this single data point for our parameter estimations in Section 7. We also note that the errorbars on $C_1(\theta)$ and $C_2(\theta)$ may be slightly underestimated on the very largest scales due to correlations between neighbouring sections of the same field. Fig. 10 shows the cross-correlation between shear components, $C_{ij}(\theta)$ which is consistent with zero, as expected.

In Fig. 11, we show the star-galaxy cross-correlations for our data. The systematically-induced cross-correlation between the galaxies (corrected for PSF anisotropy) and the uncorrected stars is defined by (Bacon et al. 2002):

\[
C_i^{\text{sys}} = \frac{(c_i^s c_i^s)^2}{(c_i^s c_i^s)}.
\] (34)

where $i = 1, 2$. A correlation here would indicate a problem in the correction of systematic image distortions. Again we find that no correlations are detected at scales $\theta \gtrsim 0.3$ arcmin, indicating that our PSF correction procedure has worked well. Note, however that the star-galaxy cross-correlations are significant at scales $\theta < 0.3$ arcmin, indicating a possible systematic problem at these very small scales – this motivates our exclusion of the smallest-scale $C_1(\theta)$ data point for our parameter estimations in Section 7.

We can use our correlation function measurements to compare our results with those of previous cosmic shear studies. We perform such a comparison by looking at the total correlation function, $C(\theta) = C_1(\theta) + C_2(\theta)$ for each data set. In Fig. 12, we plot $C(\theta)$ as measured from COMBO-17, along with the most recent results from four other groups (Van Waerbeke et al. 2001; Bacon et al. 2002; Refregier et al. 2002; Hoekstra et al. 2002). Note that we have scaled each groups’ results to a median redshift of $z_s = 0.85$ using the scaling suggested by the numerical simulations of Barber (2002), i.e. $C(\theta) \propto \delta^2(\theta)$. We have also, in the case of Refregier et al., and Hoekstra et al., assumed that $\sigma_8^2(\theta) \approx C(\theta)$, where $\sigma_8^2(\theta)$ is the shear variance statistic measured by these two groups. That this is a reasonable assumption can be seen by comparing the $\sigma_8 = 0.9$ models in Figs. 12 and 13. Fig. 12 shows that, beyond a scale of $\theta \sim 1$ arcmin, all groups are in broad agreement with each other, although the COMBO-17 signal does seem to be slightly lower in amplitude. At scales smaller than $1$ arcmin, comparisons are more difficult to make because of the larger error bars.

---

\[\text{http://www.asl.chem.nottingham.ac.uk/~res/software.html}\]
The shear power spectrum from the COMBO-17 survey

Figure 10. The cross-correlation of the shear components $C_3(\theta)$, as measured from the COMBO-17 dataset. The signal is consistent with zero on all scales in agreement with theoretical predictions.

Figure 11. The star-galaxy cross-correlation functions (equation (34)) for the COMBO-17 data. The $C_1$ and $C_2$ points have been slightly offset horizontally for clarity. These measurements are a strong test of how successfully the galaxies have been corrected for distortions introduced by PSF anisotropy. The residual correlations between galaxies and stars are consistent with zero on all scales. In the worst-case scenario, represented by the upper end of the error bars shown, our correlation function measurements would include $< 10\%$ contamination from residual distortions left over from the PSF corrections applied.

Figure 12. The total correlation function, $C(\theta)$, as measured from COMBO-17, along with the most recent cosmic shear measurements from the four other groups indicated. Beyond a scale of 1 arcmin, the measurements are in broad agreement. The correlation function predictions for a flat $\Lambda$CDM cosmology, for three values of the power spectrum normalisation (from top to bottom: $\sigma_8 = 1.0, 0.9, 0.8$) are also plotted.

Figure 13. The minimum variance shear variance as measured from the COMBO-17 dataset. Also plotted are predictions for the shear variance for a $\Omega_m = 0.3$ $\Lambda$CDM cosmology for three different normalisations of the matter power spectrum.

involved. Indeed, it is the measurements at the larger scales ($\theta \gtrsim 1$ arcmin) that provide our best constraints on cosmological models.
5.2 Shear variance

We have also applied the minimum variance estimator of Brown et al. (2002) to measure the shear variance in square cells in excess of the noise:

\[
\sigma_{\text{rms}}^2(\theta) = \frac{\sum_{\text{cell}} w_{\text{cell}} (e_{\text{cell}}^2 - N_{\text{cell}})}{\sum_{\text{cell}} w_{\text{cell}}},
\]

(35)

where \(e_{\text{cell}}\) is the cell averaged ellipticity and \(w_{\text{cell}}\) is a minimum variance weight:

\[
w_{\text{cell}} = \frac{1}{2[\sigma_{\text{rms}}^2(\theta) + N_{\text{cell}}^2(\theta)]}.
\]

(36)

Here \(N_{\text{cell}}\) is the noise in the cell measured from the data due to the intrinsic dispersion in galaxy ellipticities,

\[
N_{\text{cell}}(\theta) = \frac{1}{n^2} \sum_{i=1}^{n} (e_i^2(\hat{r}_i) + e_i^2(\hat{r}_i)),
\]

(37)

where \(n\) is the number of galaxies in a cell and \(e_i^2\) is the predicted shear variance for square cells which we calculate for a CDM model using \(\sqrt{5} \times \text{equation (26)}\). Varying the cell side length yields the cell variance as a function of scale, \(\sigma_{\text{rms}}^2(\theta)\). The error in equation (35) is given by

\[
\text{Var}[\sigma_{\text{rms}}^2] = \frac{1}{\sum_{\text{cell}} w_{\text{cell}}}.
\]

(38)

In Fig. 13, we plot our shear variance measurements along with the predicted shear variance signal for a CDM model, and for three values of the power spectrum normalisation, \(\sigma_8 = 0.8, 0.9 \text{ and } 1.0\). Immediately, one sees that the shear variance statistic is measuring a somewhat higher signal than the correlation function on scales \(\lesssim 2\) arcmin. We suspect that this is the same effect as that seen in the correlation functions at very small scales, i.e. that at these scales residual systematics and/or intrinsic galaxy alignments become important. Very recently, methods have been developed for separating the intrinsic and lensing signals (Heymans & Heavens 2003; King & Schneider 2002) by effectively down-weighting physically close pairs of galaxies when calculating the correlation functions. Such methods are dependent on accurate photometric information being available for the individual galaxies. In this respect, the COMBO-17 survey is ideal for the separation of the intrinsic and lensing signals, and we are currently applying such an analysis to the survey. We note, for the purposes of the current lensing analysis, however, that intrinsic alignments are unlikely to contribute significantly to our signal beyond scales of a few arcmin in the shear variance or beyond \(\sim 1\) arcmin in the correlation functions. Indeed, the few observational studies of intrinsic alignments carried out to date (Pen, Lee & Seljak 2000; Brown et al. 2002; Lee & Pen 2002) support arguments from both theoretical considerations (Crittenden et al. 2001; Catelan et al. 2001; Mackey et al. 2002) and numerical simulations (Heavens, Refregier & Heymans 2000; Croft & Metzler 2001) that predict the intrinsic contribution to be no more than \(\sim 10\%\) for deep surveys such as COMBO-17. We do, however, urge caution when interpreting these statistics on scales \(\lesssim 1\) arcmin.

6 COSMIC SHEAR LIKELIHOOD ANALYSIS

Having tested our data for sources of systematic errors and measuring the cosmic shear signal by standard methods, we now apply a new maximum likelihood analysis to estimate the cosmic shear power spectrum from the COMBO-17 dataset. This section contains the key results of our paper.

6.1 Likelihood procedure

Our approach is based on the prescription of Hu & White (2001, hereafter HW), who use a maximum likelihood method to reconstruct the three power spectra, \(C_{\ell}^{\kappa\kappa}, C_{\ell}^{\kappa\beta} \text{ and } C_{\ell}^{\beta\beta}\), directly from pixelised shear data. More precisely HW proposed reconstructing \(C_{\ell}^{\kappa\kappa}\) as a series of step-wise “band powers”, extracted from the data via an iterated quadratic estimator of the maximum likelihood solution. This approach, which is similar to methods used in analyses of CMB polarisation fields (e.g. Tegmark & de-Oliviera Costa 2002), has the advantage that it automatically accounts for irregular survey geometries and produces error estimates which include sampling variance and shot noise. In addition this approach can account for the effects of pixelisation.

HW have tested the maximum likelihood estimator on both Gaussian realisations of a CDM power spectrum and on N-body simulations. In both cases, the estimator performs well, recovering the input power accurately with error estimates from the Fisher matrix showing excellent agreement with run-to-run errors. We also investigate the method with our own simulations in the next section.

Another advantage of this approach for reconstructing the shear power spectrum is that it provides a simple method for performing a decomposition of the signal into curl (\(\beta\)) and curl-free (\(\kappa\)) modes. The weak lensing shear power spectrum is predicted to be completely curl-free in the absence of significant lensing from gravitational waves (Stebbins 1997; Kamionkowski et al. 1998) although the predictions for intrinsic galaxy alignments are less certain (e.g. Crittenden et al. 2001, Mackey et al. 2002). The \(\kappa/\beta\) decomposition, therefore, represents a useful method for the detection of non-lensing artefacts (e.g. intrinsic alignments, systematic effects) in the data.

If we write our data as a vector,

\[
d = (\gamma_1(\hat{r}_1), \gamma_2(\hat{r}_1), \cdots, \gamma_1(\hat{r}_n), \gamma_2(\hat{r}_n)),
\]

then the likelihood function is

\[
-2 \ln L(C|d) = d^t C^{-1} d + \text{Tr} \ln C,
\]

(39)

where

\[
C = (dd^t)
\]

(40)

is the data covariance matrix, and we assume uniform priors. We can interpret the data covariance matrix as the sum of the shear covariance matrix (equation (21)) and a noise term

\[
N = \frac{\gamma^2_{\text{rms}}}{N_{\text{pix}}} I,
\]

(41)

which we measure directly from the data. Here, \(I\) is the identity matrix, \(\gamma_{\text{rms}}\) is the intrinsic dispersion of galaxy ellipticities within a pixel and \(N_{\text{pix}}\) is the pixel occupation number.

Following HW, we maximise the likelihood as a function of the model parameters. Here, our model parameters are just the band powers of the three power spectra, \(C_{\ell}^{\kappa\kappa}, C_{\ell}^{\kappa\beta} \text{ and } C_{\ell}^{\beta\beta}\) and we perform the maximization iteratively with a Newton-Raphson scheme. That is, from an initial guess of the band powers, \(\theta_i\), a new estimate,

\[
\theta_i' = \theta_i + \Delta \theta_i
\]

(42)

is made for the band powers where we have adjusted our previous estimate by
\[ \Delta \theta_j = 2 \left( \frac{\partial \ln L}{\partial \theta_j} \right) \left( \frac{\partial^2 \ln L}{\partial \theta_i \partial \theta_j} \right)^{-1}. \]  

Here, we can replace the second derivative of the likelihood by its expectation value,

\[ \left( \frac{\partial^2 \ln L}{\partial \theta_i \partial \theta_j} \right)^{-1} \approx F_{ij}^{-1}, \]

and at the same time, in the limit where the likelihood is sufficiently Gaussian in the parameters, we can use the Fisher Information matrix \(\text{e.g. Tegmark, Taylor & Heavens 1997} \),

\[ F_{ij} = \frac{1}{2} \text{Tr} \left[ C^{-1} \partial_i \partial_j C \right] \]

to estimate the uncertainties on the band power measurements. That is, we approximate the covariance matrix of our band power estimates as

\[ \text{cov} [\theta_i, \theta_j] \approx F_{ij}^{-1}. \]

### 6.2 Testing the likelihood on simulations

Although HW test the likelihood reconstruction of the various power spectra on both Gaussian and N-body simulations, we have also conducted our own simulations of the likelihood reconstruction. We do this because of the small size of our data fields (30 × 30 arcmin) relative to HW’s simulated fields, which are about 50 times larger in area.

We have applied the maximum likelihood estimator to one hundred 30 × 30 arcmin fields where the pixelised shear distribution in each field is a Gaussian realisation of a shear power spectrum calculated for a ΛCDM cosmology and for all source galaxies lying at \(z = 1\). Following HW’s approach, we have added Gaussian distributed noise to each of the 20 × 20 pixels (pixel size, 1.5 × 1.5 arcmin) of our shear distribution according to equation (41) where we have taken \(\sigma_{\text{rms}} = 0.4\) for the intrinsic dispersion in galaxy ellipticity components. For the number of galaxies in each cell, we employ a mean galaxy density of \(\bar{n} = 32.0\) arcmin\(^{-2}\), similar to the measured galaxy density of our dataset (see Table 1), and we calculate the pixel occupation number with \(N_{\text{pix}} = \frac{\pi}{4} \theta_{\text{pix}}^2\), where \(\theta_{\text{pix}}\) is the pixel side length in arcmin. The results from all the simulations are summarised in Fig. 14 where we plot the recovered band powers of the three power spectra, \(C_{\ell}^{\kappa\kappa}, C_{\ell}^{\kappa\beta}\) and \(C_{\ell}^{\beta\beta}\) for the five fields, in 5 band powers. Also plotted is a model curve calculated from the run-to-run variations (smaller terminal ends) and also as estimated from the Fisher matrix (larger terminal ends). The solid curve is the input ΛCDM power spectrum used to create the simulated shear distributions. The \(C_{\ell}^{\kappa\kappa}\) and \(C_{\ell}^{\beta\beta}\) points have been slightly offset horizontally for clarity.

### 6.3 Maximum likelihood results

#### 6.3.1 Shear power spectra

Having tested the method on simulations, we now apply the maximum likelihood reconstruction to our five data fields, CDFS, SGP, FDF, S11 and A901/2. As these fields are widely separated on the sky we can treat them as independent and optimally combine them afterwards.

![Image](image.png)

**Figure 14.** The recovered band powers of the three spectra, \(C_{\ell}^{\kappa\kappa}, C_{\ell}^{\kappa\beta}\) and \(C_{\ell}^{\beta\beta}\) as averaged over 100 Gaussian realisations. Error bars are shown as calculated from the run-to-run variations (smaller terminal ends) and also as estimated from the Fisher matrix (larger terminal ends). The solid curve is the input ΛCDM power spectrum used to create the simulated shear distributions. The \(C_{\ell}^{\kappa\kappa}\) and \(C_{\ell}^{\beta\beta}\) points have been slightly offset horizontally for clarity.

In general we find that the fields containing clusters, S11 and A901/2, both yield higher results than the other fields. However, as mentioned already, the results for the S11 field seem consistent with the dataset as a whole while those for the A901/2 field clearly are not. That the shape is broadly the same for the A901 field is to be expected since this part of the nonlinear power spectrum is dominated by massive clusters (Cooray & Hu 2001). At the median redshift of the sample, the peak of the nonlinear convergence power spectrum corresponds to around \(3h^{-1}\) Mpc, the scale on which we expect collapsed clusters to have virialised.

The other fields, CDFS, the SGP and FDF, are fields without large structures and have correspondingly lower amplitude spectra. Interestingly on the smallest scales, \(\ell \approx 4000\), the power is roughly the same in all five fields.

Fig. 16 shows the power from an optimal inverse weighting combination of the fields excluding A901/2. Details of the opti-
Figure 15. The cosmic shear power spectra estimated from each of the five individual fields in the COMBO-17 dataset. The spectra are for (clockwise, from top left) CDFS, SGP, FDF, S11 and A901. Note the much higher power recovered from the A901 supercluster field. The $C_{\kappa\kappa}^\ell$ and $C_{\kappa\beta}^\ell$ points have been slightly offset horizontally for clarity.

Table 3. Details of the maximum likelihood reconstructed band powers as obtained from the optimal combination of the four fields, CDFS, S11, SGP and FDF. The first two columns list the $\ell$-range of the five band powers. Also listed are the detections and uncertainties in each band where we quote the band powers, $P_i = \ell(\ell+1)C_i^\ell/2\pi$ for $i = \kappa, \beta$. The first band only has $P_{\kappa\kappa}$ measurements as the $\kappa$ and $\beta$ powers are essentially indistinguishable at these large scales.

| $\ell_{\min}$ | $\ell_{\max}$ | $P_{\kappa\kappa}(\times 10^5)$ | $P_{\kappa\beta}(\times 10^5)$ | $P_{\beta\beta}(\times 10^5)$ |
|--------------|--------------|-------------------------------|-------------------------------|-------------------------------|
| 247          | 594          | 2.92 ± 2.05                   | –                             | –                             |
| 595          | 1790         | 4.95 ± 2.43                   | −1.45 ± 1.26                  | 2.21 ± 1.45                   |
| 1791         | 2986         | 2.20 ± 4.75                   | −4.38 ± 3.76                  | −1.99 ± 3.27                  |
| 2987         | 6324         | 26.62 ± 8.12                  | 13.85 ± 7.34                  | 0.49 ± 5.54                   |
| 6325         | 13906        | 11.57 ± 22.39                 | 7.87 ± 22.03                  | 14.83 ± 14.64                 |

In all of our band powers the $\beta-\beta$ correlation is below the detected signal in $\kappa$ and is consistent with zero in all but one band power at $\ell \sim 4000$. Similarly the $\kappa-\beta$ cross correlation is well below our measurement of shear power, and is consistent with zero except at $\ell \sim 1000$ where a significant detection appears. We conclude from the minimal power found in these spectra that our results are not strongly contaminated by systematic effects.
6.3.2 Covariance matrix of band powers

In addition to measuring the amplitude of the shear power spectrum, it is also important to consider the correlations between band powers. We can quantify how much the bands are correlated with one another with the correlation matrix, defined by

\[ \text{Cor}_{ij} = \frac{\text{Cov}_{ij}}{\sqrt{\text{Cov}_{ii} \text{Cov}_{jj}}}, \]

(50)

where \( \text{Cov}_{ij} \) is the covariance matrix of the band powers, which we measure directly from the data. In Fig. 16, we plot the correlation matrix of the optimally combined band power measurements shown in Fig. 16. It is clear from this figure that our band power measurements show very little correlation with one another, the biggest effect being the slight anti-correlation of neighbouring bands. Thus, our maximum likelihood band powers are almost independent of each other.

6.4 Integral power spectra approximations

As well as a maximum likelihood approach, more direct methods have been proposed for recovering the shear power spectra. We have applied one of these direct methods, proposed by Schneider et al. (2002, hereafter SvWKM), to our data. SvWKM proposed reconstructing \( C_\ell^{\kappa\kappa} \) directly from a correlation function analysis of the data, via an inversion of equation (25). Pen et al. (2002) have also suggested a similar approach, but with a somewhat different implementation, which they apply to the DESCART dataset.

The correlation function estimator, which can also be formulated in terms of band powers, is not dependent on the spatial distribution of the shear and, as pointed out by SvWKM should not suffer from bleeding of power between bands due to pixelisation of the data. SvWKM test their estimator by reconstructing the power spectrum from a fiducial weak lensing survey of area, \( A=25\text{deg}^2 \) from which they assume they have measured the correlation functions for \( 6'' \leq \theta \leq 2^\circ \). For such a survey, the estimator recovers the input power very accurately for \( \ell \)-modes in the range \( 200 \sim \theta \lesssim 2 \times 10^5 \) and SvWKM also measure minimal covariance between their band powers over this range. Over the range, \( 2\pi/\theta_{\text{max}} \lesssim \ell \lesssim 2\pi/\theta_{\text{min}} \), the correlation function estimator is practically unbiased where \( \theta_{\text{min}}(\theta_{\text{max}}) \) is the smallest (largest) scale at which the correlation functions have been measured. Here we apply a modified version of the SvWKM statistic to our dataset. If we define two new correlation functions, \( \xi_+ (\theta) = C_1(\theta) + C_2(\theta) \) and \( \xi_- (\theta) = C_1(\theta) - C_2(\theta) \), the correlation function estimator of SvWKM can be written as

\[ C_\ell = 2\pi \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} d\theta \left[ K_1(\theta) J_0(\ell\theta) + K_2(\theta) J_4(\ell\theta) \right], \]

(51)

where \( J_{0,4}(\theta) \) are the usual Bessel functions and \( K_1 \) & \( K_2 \) describe the relative contribution from the \( \xi_+ \) and \( \xi_- \) contributions to the integral. In order to achieve an optimal combination of \( \xi_+ \) and \( \xi_- \), contributions to the integral, SvWKM have constructed a function, \( K_1(\ell) \) and imposed the constraint, \( K_2 = 1 - K_1(\ell) \). However, in order to decompose our signal into \( \kappa \) and \( \beta \) modes, we have chosen \( K_1 \) and \( K_2 \) to be constants, independent of \( \ell \). Setting \( K_1 = K_2 = 1/2 \) yields a purely \( \kappa \)-mode estimator, whereas if we set \( K_1 = 1/2 \) and \( K_2 = -1/2 \), the estimator should recover only the \( \beta \)-mode power. Following SvWKM, we have formulated the correlation function estimator in terms of band powers.
Fig. 18 shows the result of applying the correlation function estimator to COMBO-17. Again, we have excluded the A901 supercluster field from this calculation. We note that only the third band power on this plot is within the stated range of validity of the SvWKM estimator. Indeed, this data point is in good agreement with the $\Omega_m = 0.3$ ΛCDM model plotted and the power in $\beta$ for this band power is consistent with zero. On both larger and smaller scales however, as predicted by SvWKM, the estimates becomes unreliable, measuring equal $\kappa$ and $\beta$ modes on large scales. Ideally, of course, one would measure the correlation functions out to as large a scale as possible to extend the range of applicability of the estimator. However, for our dataset, we only have correlation function measurements in the range $20'' \lesssim \theta \lesssim 12''$ giving us a valid $\ell$-range of $1800 \lesssim \ell \lesssim 5000$. We conclude, therefore, that although reconstructing the shear power spectrum from a correlation function analysis can be useful for datasets with larger fields, for our purposes, the full maximum likelihood analysis is clearly the most suitable approach.

7 COSMOLOGICAL PARAMETER ESTIMATION

7.1 $\Omega_m$ and $\sigma_8$ from COMBO-17

Having measured various statistics from the data, we are now in a position to use both our measured shear correlation functions and our reconstructed shear power spectrum estimates to obtain a joint measurement of the normalisation of the mass power spectrum $\sigma_8$, and the matter density $\Omega_m$. We can achieve this by fitting theoretical shear correlation functions and power spectra, calculated for particular values of these parameters, to our measurements.

Again, we use the fitting functions of Smith et al. (2002) to produce dark matter power spectra $P_s(k, r)$ for values of $\sigma_8$ ranging from 0.1 to 1.5 and $\Omega_m$ from 0.1 to 1.0, exploring all values on a grid with 0.01 spacing in these parameters. We choose to fix $\Omega_m + \Omega_L = 1$. For all our theoretical power spectra and correlation functions, we use $H_0 = 100 h = 68 \text{ km s}^{-1} \text{Mpc}^{-1}$ for the value of the Hubble constant and $n = 1$ for the initial slope of the power spectrum of density fluctuations. For each set of parameters, we calculate the corresponding shear power spectrum using equation (17). Note that we input our composite redshift distribution (Fig. 8) into the calculation for the shear power spectra. Having calculated the shear power spectra we obtain the correlation functions $C_{1,2}$ using equation (25).

We fit the above models to our correlation function and shear power spectrum data (where the A901 supercluster field has been excluded in both cases) using a $\chi^2$ fitting procedure (c.f. Bacon et al. 2002). We order our correlation function measurements as a vector $d \equiv \{C_{1}(\theta_n), C_{2}(\theta_n)\}$, where $C_{1,2}(\theta_n)$ is the mean correlation function (averaged over all sections) for a given angular separation (see Section 5.1). Similarly, we order our theoretical correlation functions as vectors $x(a)$ with the same format, where $a = (\sigma_8, \Omega_m)$.

We use the log-likelihood estimator

$$\chi^2 = [d - x(a)]^T V^{-1} [d - x(a)],$$

(52)

where

$$V = \langle dd^T \rangle$$

(53)

is the covariance matrix of our correlation function measurements, which we measure directly from our data using equation (33). This estimator is valid in the case of Gaussian errors, which we achieve since we have averaged over many sections. We calculate $\chi^2$ for our fine grid of $(\sigma_8, \Omega_m)$ theoretical correlation functions, and find the minimum and confidence intervals.

The $\chi^2$ fitting for the shear power spectrum measurements is done in exactly the same way as for the correlation function analysis.

7.1.1 Correlation function results

For the correlation function analysis, we find a best fit $\sigma_8(\Omega_m/0.3)^{0.52} = 0.75$, with reduced $\chi^2$ of 1.21. The 1σ error bar on this value, for a 1 parameter fit, is given by the boundary $\Delta \chi^2 = 1.0$, which occurs here at $\sigma_8 = 0.81$ and 0.69. To date, one of the biggest sources of error in cosmic shear measurements of cosmological parameters has been the uncertainty in the median redshift of the source galaxies. The cosmic shear signal scales as $\sigma_8^2 \propto \sigma_8^2 z^{1.6}$ (see e.g. BRE). So the uncertainty in the median redshift contributes to the error in $\sigma_8$ as

$$\left( \frac{\delta \sigma_8}{\sigma_8} \right)^2 = \left( \frac{\delta z}{z} \right)^2 = 0.64^2 \left( \frac{\delta z}{z} \right)^2 + 0.64^2 \left( \frac{\delta z}{z} \right)^2 .$$

(54)

Using our estimate of the median redshift of the COMBO-17 galaxies, $z_m = 0.85 \pm 0.05$ (see Section 4.2), we have investigated the extra uncertainty introduced into our measurement of $\sigma_8$ by equation (54). We find the additional error introduced due to the median redshift uncertainty to be 0.01. Thus we obtain a measurement signal-to-noise of $\sim 9$ for the amplitude of the power spectrum, with a measurement of the amplitude

$$\sigma_8(\Omega_m/0.3)^{0.52} = 0.75^{+0.08}_{-0.08} .$$

(55)
is again 0.01. Our final measurement for the normalisation of the mass power spectrum, as calculated from our shear power spectrum measurements is $\sigma_8$.

These constraints, as calculated using both of our methods are shown as contours in the $\sigma_8 - \Omega_m$ plane in Fig. 19. Note that in the case of the correlation function constraints, values of $\Omega_m \gtrsim 0.63$ are excluded at the 1σ level.

### 7.2 Including the actual redshift distribution

In order to demonstrate the power of accurate redshift information we have also measured parameters from correlation functions which have been calculated using only galaxies with reliable redshift estimates. In this case, for our theoretical curves, we input the actual redshift distribution of the lensed source galaxies (i.e. the dotted curve in Fig. 8). For the purposes of this demonstrative calculation, we have included the A901/2 supercluster field. We do this simply to increase the number of galaxies – at present, photometric redshifts are only available for the CDFS, S11 and A901 fields and there were too few galaxies with reliable redshifts in CDFS and S11 alone (19143 galaxies) to constrain parameters significantly. Adding the 12506 galaxies with accurate redshifts in the A901 field to this sample enabled us to obtain reasonable constraints on $\Omega_m$ and $\sigma_8$. The result, therefore, will clearly be biased by the A901/2 field and cannot be taken as a measure of the power spectrum amplitude. However, it does dramatically demonstrate the increase in accuracy attainable with accurate photometric information.

The results are shown in Fig. 20. For comparison, we also plot the constraints obtained from the same set of correlation function measurements where we have assumed a median redshift and uncertainty of $z_m = 0.6 \pm 0.2$. Here, $z_m = 0.6$ is the measured median redshift of galaxies with reliable assigned redshifts in the COMBO-17 survey and $\Delta z = 0.2$ is typical of the estimated uncertainty in the median redshift of cosmic shear surveys to date. In agreement with the shear power spectrum analysis (see section 6.3), we see the effect of the A901 supercluster pushing the best-fit $\sigma_8$ value up to $\sim 1$ for a matter density of $\Omega_m = 0.3$. Once again, we emphasise that we are not presenting this as a measurement of $\sigma_8$ – we simply wish to demonstrate the dramatic improvement in parameter constraints obtainable with the inclusion of accurate photometric information. Clearly for accurate parameter estimates, a greater understanding of the source redshift distribution must be a priority for cosmic shear surveys in the future.

### 7.3 Combination with the 2dFGRS and CMB experiments

We can combine the confidence region given by equation (56) or by Fig. 19, with parameter estimations from other sources such as the 2dF Galaxy Redshift Survey (2dFGRS, Percival et al. 2002) and the various CMB experiments (Lewis & Bridle 2002 & references therein).

In order to combine our measurements with those from the 2dFGRS and the CMB data, we first impose some priors on the various datasets. Firstly, we consider only flat Universe models...
Here, \( \tau \) is the optical depth to reionization. For each point on our \((\Omega_m, \sigma_8)\) grid, we calculate likelihoods for the CMB data as

\[
\chi^2_{\text{CMB}} = \frac{(\nu - \Omega_m h^{2.35} (\sigma_8 e^{-\tau} / 0.7)^{-0.84})^2}{(\delta \nu)^2}
\]

with \( \nu = 0.115, \delta \nu = 0.0047 \) and \( h = 0.68 \). Finally, we add the likelihoods from the various data to get our final measurements of \( \Omega_m \) and \( \sigma_8 \). The results of this combination are shown in Figure 21 for an optical depth of \( \tau = 0.10 \). Note that the 2dFGRS data we have used for this estimation constrains \( \Omega_m \) only and so the constraints shown on \( \sigma_8 \) come wholly from the cosmic shear and CMB measurements. We measure best-fit values of \( \Omega_m = 0.27^{+0.02}_{-0.03} \) and \( \sigma_8 = 0.73^{+0.06}_{-0.03} \) from the combined data.

We have also investigated the effect a non-zero \( \tau \) has on these measurements. We find that increasing/decreasing \( \tau \) has the effect of increasing/decreasing the slope of the CMB constraints somewhat, but the resulting combined constraints are not altered drastically. For example, for an optical depth of \( \tau = 0.00 \), the best-fit \( \Omega_m \) and \( \sigma_8 \) values change to 0.29 and 0.72 respectively, while increasing \( \tau \) to 0.25 changes the best-fit values to \( \Omega_m = 0.25 \) and \( \sigma_8 = 0.77 \).

### 8 CONCLUSIONS

We have presented an analysis of the cosmic shear signal in the COMBO-17 survey, a 1.25 square degree survey with excellent data quality, including photometric redshifts for \( \sim 38\% \) of our galaxy sample for three of the five \( 5^\circ \times 5^\circ \) fields. Our measurements follow a process of careful data reduction, assessment of the level of telescope-induced shear, and correction for PSF anisotropy and circularization of galaxies. In this fashion we reduce the residual systematic effects to a level \(< 5\% \) of the cosmic shear signal.

We have measured shear correlation functions and variance-weighted shear cell-variance for our galaxy sample, detecting the cosmic shear signal at the 5\( \sigma \) level. On scales \( \gtrsim 1 \) arcmin, where we are confident of the cosmological origin of the signal, we find a somewhat lower amplitude than other cosmic shear surveys have measured to date.

In contrast to previous cosmic shear surveys, we have substantially reduced the usual uncertainty introduced into the interpretation of cosmic shear measurements due to a lack of knowledge of the redshift distribution. We have done this by estimating from the data the median redshift of the lensed source galaxies to be \( z_m = 0.85 \pm 0.05 \).

We have used our catalogues of galaxy positions and shear estimates to apply a maximum likelihood analysis, obtaining the shear power spectrum for each COMBO-17 field and for the entire survey. We have measured the \( \kappa \)-field power spectrum expected to arise from gravitational shear, from \( \ell = 400 \) to \( 10^4 \), and have shown that the systematically-induced \( \beta \)-field power spectrum is substantially below our shear signal throughout this \( \ell \) range. We find that the power spectrum for a supercluster field has a significantly higher amplitude than that for random fields, as expected, and we have therefore excluded this field from our final optimally combined result. Simulations of the maximum likelihood procedure demonstrate that our method is unbiased to within \( \sim 10\% \). We have measured the covariance matrix of our shear power spectrum band powers directly from the data and find our band powers to be essentially independent measured of power.

We have also investigated the use of correlation function estimators (e.g. SvWKM) for the shear power spectrum and find, in
agreement with SvWKM, that their success is dependent on the correlation functions being measured over a large range of scales. Such estimators are therefore difficult to apply to datasets composed of small fields.

We have used our shear correlation function and power spectrum measurements to estimate constraints on the cosmological parameters $\Omega_m$ and $\sigma_8$. We have made $\chi^2$ fits of our measurements to predicted functions for various values of these cosmological parameters, and we measure the amplitude of the mass power spectrum, from our shear power spectrum results to be $\sigma_8 \left(\frac{\Omega_m}{0.3} \right)^{0.49} = 0.72 \pm 0.09$ with $0.10 < \Omega_m < 0.63$, including uncertainties due to statistical noise, sample variance, and redshift distribution.

We have demonstrated the potential of including photometric redshift information by constraining these cosmological parameters with only those galaxies with assigned redshifts. For this calculation, we have input the actual measured redshift distribution into the theoretical predictions and have compared the resulting constraints with those that would be obtained with only an estimate of the median redshift of the survey. We thus demonstrate the dramatic increase in precision obtained by including accurate redshift information for the source galaxy distribution.

We have combined our constraints with those from the 2dF Galaxy Redshift Survey, and the latest CMB experiments, finding a power spectrum normalisation of $\sigma_8 = 0.73^{+0.06}_{-0.03}$ and a matter density of $\Omega_m = 0.27^{+0.02}_{-0.01}$.

These results (for both the lensing alone, and for the combined constraints) are lower than previous constraints found from cosmic shear surveys (e.g. Bacon et al. 2002, Refregier et al. 2002, Van Waerbeke et al. 2002, Hoekstra et al. 2002) which have, until now found power spectrum normalisations of $\sigma_8 \sim 0.85 - 1.0$. However, our measurements are much more in agreement with recent cluster abundance estimates of the power spectrum normalisation (Borgani et al. 2001; Seljak 2002; Reiprich & B"ohringer et al. 2003, Pierpaoli et al. 2002) and those found from combining constraints from the 2dFGRS and CMB results (e.g. Lahav et al. 2001, Melchiorri & Silk 2002). Finally, we note that our results agree within the 2$\sigma$ level with recently announced results from the WMAP satellite (Spergel et al. 2003).

Since this paper was submitted, two other groups have presented cosmic shear results yielding somewhat lower values of $\sigma_8$ – Jarvis et al. 2003 measure the shear signal from the 75 sq. degree CTIO survey and find a power spectrum normalisation of $\sigma_8 = 0.71$ while Hamana et al. 2002 have used the Suprime-Cam instrument on the Subaru telescope to measure the cosmic shear signal from 2.1 sq. degs. of deep $R$ band data, with which they constrain the power spectrum normalisation to be $\sigma_8 = 0.69$. The results from both these studies are in excellent agreement with the results presented here.

We have tested our dataset extensively for systematic effects by measuring galaxy cross-correlations, star-galaxy correlations and by decomposing the cosmic shear signal into its constituent curl and curl-free modes. However, we have found our dataset to be largely free of any systematic effect that could account for the discrepancy found between our parameter constraints and those obtained from previous weak lensing studies. One factor, which must be important, is the increased understanding of the source redshift distribution which we have gained from the 17-band photometric information contained in the COMBO-17 survey. With the increase in area of cosmic shear surveys in the future, this type of redshift information is likely to become vital as the uncertainties due to the redshift distribution become dominant over other sources of error such as shot noise and sampling variance.
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