Abstract—Leveraging autonomous systems in safety-critical scenarios requires verifying their behaviors in the presence of uncertainties and black-box components that influence the system dynamics. In this work, we develop a framework for verifying discrete-time dynamical systems with unmodelled dynamics and noisy measurements against temporal logic specifications from an input-output dataset. The verification framework employs Gaussian process (GP) regression to learn the unknown dynamics from the dataset and abstracts the continuous-space system as a finite-state, uncertain Markov decision process (MDP). This abstraction relies on space discretization and transition probability intervals that capture the uncertainty due to the error in GP regression by using reproducible kernel Hilbert space analysis as well as the uncertainty induced by discretization. The framework utilizes existing model checking tools for verification of the uncertain MDP abstraction against a given temporal logic specification. We establish the correctness of extending the verification results on the abstraction created from noisy measurements to the underlying system. We show that the computational complexity of the framework is polynomial in the size of the dataset and discrete abstraction. The complexity analysis illustrates a trade-off between the quality of the verification results and the computational burden to handle larger datasets and finer abstractions. Finally, we demonstrate the efficacy of our learning and verification framework on several case studies with linear, nonlinear, and switched dynamical systems.

Index Terms—Data-driven modeling, Formal logic, Formal verification, Gaussian processes, Markov decision processes, Bayesian inference, data-driven certification

I. INTRODUCTION

Recent advances in technology have led to a rapid growth of autonomous systems operating in safety-critical domains. Examples include self-driving vehicles, unmanned aircraft, and surgical robotics. As these systems are designed for such delicate roles, it is essential to provide guarantees on their performance. To address this need, formal verification offers a powerful framework with rigorous analysis techniques [1], [2], which are traditionally model-based. An accurate dynamics model for an autonomous system, however, may be unavailable due to, e.g., black-box components, or so complex that existing verification tools cannot handle. To deal with such shortcomings, machine learning offers capable methods that can identify models solely from data. While eliminating the need for an accurate model, these learning methods often lack quantified guarantees with respect to the latent system [3]. The gap between model-based and data-driven approaches is in fact the key challenge in verifiable autonomy. This work focuses on closing this gap by developing a data-driven verification method that can provide formal guarantees for systems with unmodelled dynamics.

Formal verification of continuous control systems has been widely studied, e.g., [4]–[10]. These methods are typically based on model checking algorithms [1], [2], which check whether a finite-state model satisfies a given specification. The specification language is usually a form of temporal logic, which provides rich expressivity. Specifically, probabilistic linear temporal logic (LTL) and probabilistic computation tree logic (PCTL) are used to define specifications for stochastic systems [1], [2]. To bridge the gap between continuous and discrete domains, a finite-state abstraction is constructed. This takes the form of a finite Markov process if the latent system is stochastic [10]–[12], and the resulting frameworks admit strong formal guarantees. Nevertheless, these frameworks are model-based and cannot be employed for analysis of systems with unknown models.

Machine learning has emerged as a powerful tool for learning unknown functions from data. In particular, Gaussian process (GP) regression is becoming widespread to learn dynamical systems due to its predictive power, uncertainty quantification, and ease of use [13], [14]. By conditioning a prior GP on a dataset, GP regression returns a posterior distribution that predicts the system dynamics via the application of the Bayes rule. However, the main challenge in using GP regression (and machine learning in general) for verification in the context of safety-critical applications is the need to formally quantify the error in the learning process and propagate it in the verification pipeline. Existing data-driven approaches often lack the required formalism and/or are limited to linear systems.

This article introduces an end-to-end data-driven verification
A. Related Work

Recently, there has been a surge in applying formal verification methods to dynamic systems with machine learning components [16], [17]. We begin with a brief overview of model checking for verification, and then discuss its application to learning-based approaches for dynamic systems.

Verification of continuous-space systems via model checking requires constructing a finite abstraction with a simulation [11], [18]. An appropriate and widely-used abstraction model for continuous stochastic systems is the Interval-valued MDP (IMDP) [9], [11], [19]–[21]. The advantage of IMDPs is their capability to incorporate multiple sources of uncertainty as well as the availability of their model checking tools with PCTL and LTL specifications [9], [22], [23]. For a system with unknown dynamics and non-Gaussian measurement noise, however, it is not clear how to construct such an abstraction. In this work, we address this problem by studying a method for formalization of all the sources of uncertainties to enable IMDP abstraction construction from data with formal guarantees.

Data-driven verification methods can be categorized to linear and nonlinear assumptions on the latent system dynamics. Existing work on linear systems include methods to verify parameterized, time-invariant dynamics subject to performance specifications [24]–[27], to perform system identification with statistical guarantees [28], and to monitor the safety of stochastic linear systems with unmodelled errors [29]. For nonlinear systems, existing methods are largely based on sampling the latent system and using statistical bounding to generate safety or reachability guarantees [30]–[36]. Specifically, the DryVR framework relies on learning discrepancy functions for an unknown, deterministic system [30], and NeuReach learns a neural-network for computing probabilistic reachable sets by sampling deterministic system trajectories [34]. Recently, jointly performing reinforcement learning and formal verification can guarantee safety and stability for parameterized polynomial systems from sampled trajectories [37]. Those results, however, are limited to reachability property analysis from the sampled initial conditions, and many consider noiseless measurements of the system.

For complex objectives beyond safety and reachability, existing approaches construct finite-state abstractions from observed system data [38]–[42]. These methods require rigorous error quantification of the data-driven models to guarantee the correctness of the verification results. Such errors can be quantified with deterministic bounds [41], probably approximately correct (PAC) bounds [27], [33]–[35], [39], [43], or Bayesian probabilistic bounds [38], [40]. Among these techniques, PAC-based methods provide straightforward results, but they rely heavily on the number of samples and primarily do not consider measurement noise to the best of our knowledge. In addition, unlike Bayesian methods, the guarantees they provide are conditioned on a confidence that is not rooted in a probability measure on the system. In this work, we consider unknown nonlinear systems with measurement noise, and our approach is Bayesian-based and provides guarantees based on well-defined probability measure over system trajectories.

To quantify probabilistic uncertainty, GP regression is widely employed due to its universal approximation property and mature theory [13]. For unknown dynamic systems, GP regression has been used to learn maximal invariant sets in reinforcement learning [44]–[47], for runtime control and safety
monitoring of dynamic systems [29], [48], and to construct barrier certificates for verifying system safety [49], [50]. A limitation of GP regression method is that the correctness of the predicted distribution is conditioned on that fact that the latent function is drawn from the prior process, which may be too restrictive as an assumption for various applications [14]. Furthermore, it only supports Gaussian additive noise [13]. These limitations can be relaxed if the latent function lies in the Reproducing Kernel Hilbert Space (RKHS) defined by the GP kernel. Then, the noise can be non-Gaussian, and more importantly, the GP error can be quantified probabilistically [15], [41], [47], [49], [50] for arbitrary latent continuous functions. A closely-related work uses deterministic RKHS-based GP errors to construct a deterministic transition system and verify against LTL specifications when there is no measurement noise [41]. Nevertheless, that and many other existing works that use the RKHS setting rely on ad-hoc parameter approximations of the error term, which, strictly speaking, revokes the correctness of the resulting guarantees. In this work, we also employ RKHS-based approach but provide a formal method for determining the error parameters, enabling hard guarantees.

II. PROBLEM FORMULATION

We consider a discrete-time controlled process given by

\[ x(k+1) = f(x(k), a(k)) \]

\[ y(k) = x(k) + v(k), \]

\[ k \in \mathbb{N}, \quad x(k) \in \mathbb{R}^n, \quad a(k) \in A, \quad y(k) \in \mathbb{R}^n, \]

where \( A = \{a_1, \ldots, a_{|A|}\} \) is a finite set of actions, \( f : \mathbb{R}^n \times A \rightarrow \mathbb{R}^n \) is a (possibly non-linear) function that is unknown, \( y \) is a measurement of \( x \) with noise \( v(k) \), a random variable with probability density function \( p_v \). We assume that \( p_v \) is a stationary and conditionally \( R \)-Sub-Gaussian distribution\(^1\) and the \( R \) parameter of the distribution is known, but the knowledge of the explicit form of the distribution is not necessary. Intuitively, \( y \) is a stochastic process whose behavior depends on the latent process \( x \), which itself is driven by actions from \( A \).

The evolution of Process (1) is described using trajectories of the states and measurements. A finite state trajectory up to step \( k \) is a sequence of state-action pairs denoted by \( \omega_x^k = x_0 \xrightarrow{a_0} x_1 \xrightarrow{a_1} \ldots \xrightarrow{a_{k-1}} x_k \). The state trajectory \( \omega_x^k \) induces a measurement (or observation) trajectory \( \omega_y^k = y_0 \xrightarrow{a_0} y_1 \xrightarrow{a_1} \ldots \xrightarrow{a_{k-1}} y_k \) via the measurement noise process. We denote infinite-length state and measurement trajectories by \( \omega_x \) and \( \omega_y \) and the set of all state and measurement trajectories by \( \Omega_x \) and \( \Omega_y \), respectively. Further, we use \( \omega_x(i) \) and \( \omega_y(i) \) to denote the \( i \)-th elements of a state and measurement trajectory, respectively.

1Conditional \( R \)-Sub-Gaussian distributions are those whose tail decay at least as fast as the tail of normal distribution with variance \( R^2 \) conditioned on the filtration up to the previous step. This class of distributions includes the Gaussian distribution itself and distributions with bounded support [51].

A. Probability Measure

We assume that the action at time \( k \) is chosen by (unknown) control strategy \( \pi_y : \Omega_y^k \rightarrow A \) based on the measurement trajectory up to time \( k \). Note that, even though \( \pi_y \) is deterministic, given a finite state trajectory, the next action chosen by \( \pi_y \) is stochastic due to the noise process \( v \), which induces a probability distribution over the trajectories of the latent process \( x \). In particular, given a fixed initial condition \( x_0 \in \mathbb{R}^n \) and a strategy \( \pi_y \), we denote with \( \omega_{y,x}^{k,x_0} \), the measurement trajectory with noise at time \( 0 \leq i \leq k \) fixed to \( v_i \) and relative to the inducing state trajectory \( \Omega_x^k \) such that \( \Omega_x^k(0) = x_0 \).\(^2\)

We can then define the probability space \( (\Omega_x^k, B(\Omega_x^k), P) \), where \( B(\Omega_x^k) \) is the \( \sigma \)-algebra on \( \Omega_x^k \) generated by the product topology, and \( P \) is a probability measure on the sets in \( B(\Omega_x^k) \) such that for a set \( X \subset \mathbb{R}^n \) \([52]\):

\[ P(\omega_x(0) \in X) = 1_X(x_0), \]

\[ P(\omega_x(k) \in X \mid \omega_x(0) = x_0) = \int_{\Omega_x^{k-1}} \ldots \int_{\Omega_x^0} T(X \mid x, \pi_y(\omega_{y,x}^{-1}, \omega_{y,x}^{k,x_0})) p_v(v_{k-1}) \ldots p_v(v_0) dv_{k-1} \ldots dv_0, \]

where

\[ 1_X(x) = \begin{cases} 1 & \text{if } x \in X \\ 0 & \text{otherwise} \end{cases} \]

is the indicator function, and

\[ T(X \mid x, a) = P(\omega_x(k) \in X \mid \omega_x(k-1) = x, a_{k-1} = a) \]

(2) is the transition kernel that defines the single step probabilities for Process (1). In what follows, we call \( t(x \mid a) \) the density function associated to the transition kernel, i.e.,

\[ T(X \mid x, a) = \int_X t(x \mid a) d\bar{x}. \]

Intuitively, \( P \) is defined by marginalizing \( T \) over all possible observation trajectories. Note that as the initial condition \( x_0 \) is fixed, the marginalization is over the distribution of the noise up to time \( k - 1 \). We remark that \( P \) is also well defined for \( k = \infty \) by the Ionescu-Tulcea extension theorem \([53]\).

The above definition of \( P \) implies that if \( f \) were known, the transition probabilities of Process (1) are Markov and deterministic once the action is known. However, we stress that, even in the case where \( a \) is known, the exact computation of the above probabilities is infeasible in general as \( f \) is unknown. Next, we introduce continuity assumptions that allow us to estimate \( f \) and consequently compute bounds on the transition kernel \( T \).

B. Continuity Assumption

Taking function \( f \) as completely unknown leads to an ill-posed problem. Hence, we assume \( f \) belongs to a reproducing kernel Hilbert space (RKHS), which is a Hilbert space of functions that lie in the span of a positive-definite kernel function. This is a standard assumption \([14], [15]\) that constrains \( f \) to be a well-behaved analytical function on a compact (closed and bounded) set.

\(^2\)Note that \( \Omega_x^k \) is uniquely defined by its initial state \( x_0 \) and the value of the noise at the various time steps, i.e., \( v_0, \ldots, v_k \).
Assumption 1 (RKHS Continuity). For a compact set \( W \subset \mathbb{R}^n \), let \( \kappa : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R} \) be a given kernel and \( \mathcal{H}_\kappa(W) \) the reproducing kernel Hilbert space (RKHS) of functions over \( W \) corresponding to \( \kappa \) [14]. Let the RKHS-norm of \( f \), \( \| f \|_\kappa \) (defined in Lemma 2 in Appendix), be at most \( B_i \). Then, for each \( \phi \in \mathcal{H}_\kappa(W) \), and \( i \in [1, \ldots, n] \), \( f(i) \in \mathcal{H}_\kappa(W) \) and for a constant \( B_i > 0 \), \( \| f(i) \|_\kappa \leq B_i \), where \( f(i) \) is the \( i \)-th component of \( f \).

Although Assumption 1 limits \( f \) to a class of analytical functions, it is not overly restrictive as we can choose \( \kappa \) such that \( \mathcal{H}_\kappa \) is dense in the space of continuous functions [54]. For instance, this holds for the widely-used squared exponential kernel function [13]. This assumption allows us to use GP regression to estimate \( f \) and leverage error results as we detail in Section III-A.

C. PCTL Specifications

We are interested in the behavior of the latent process \( x \) as defined in (1) over regions of interest \( \mathcal{R} = \{r_1, \ldots, r_{|\mathcal{R}|}\} \) with \( r_i \subset \mathbb{R}^n \). For example, these regions may indicate target sets that should be visited or unsafe states that must be avoided both in the sense of physical obstacles and state constraints (e.g., velocity limits). In order to define properties over \( \mathcal{R} \), for a given state \( x \) and region \( r_i \), we define an atomic proposition \( p_i \) to be true \((\top)\) if \( x \in r_i \), and otherwise false \((\bot)\). The set of atomic propositions is given by \( AP = \{p_1, \ldots, p_{|\mathcal{R}|}\} \), and the label function \( L : \mathbb{R}^n \rightarrow \mathbb{2}^{AP} \) returns the set of atomic propositions that are true at each state.

Probabilistic Computation Tree Logic (PCTL) [2] is a formal language that allows for the expression of complex behaviors of stochastic systems.

We begin by defining the syntax and semantics of PCTL specifications.

Definition 1 (PCTL Syntax). Formulas in PCTL are recursively defined over the set of atomic propositions \( AP \) in the following manner:

\[
\text{State Formula} \quad \phi : = \top | p | \neg \phi | \phi \land \phi | P_{\text{obp}}[^\psi]
\]

\[
\text{Path Formula} \quad \psi : = X\phi | \phi U^{\leq k} \phi | \phi U^\phi
\]

where \( p \in AP \), \( \neg \) is the negation operator, \( \land \) is the conjunction operator, \( P_{\text{obp}} \) is the probabilistic operator, \( \{\leq, <, \geq, >\} \) is a relation placeholder, and \( p \in [0, 1] \). The temporal operators are the \( X \) (Next), \( U^{\leq k} \) (Bounded-Until) with respect to time step \( k \in \mathbb{N} \), and \( U \) (Until).

Definition 2 (PCTL Semantics). The satisfaction relation \( \models \) is defined inductively as follows. For state formulas,

\[
\begin{align*}
& x \models \top \text{ for all } x \in \mathbb{R}^n; \\
& x \models p \iff p \in L(x); \\
& x \models (\phi_1 \land \phi_2) \iff (x \models \phi_1) \land (x \models \phi_2); \\
& x \models \neg \phi \iff x \not\models \phi; \\
& x \models P_{\text{obp}}[^\psi] \iff p^\phi(\psi) \geq p, \text{ where } p^\phi(\psi) \text{ is the probability that all infinite trajectories initialized at } x \\
& \text{satisfy } \psi.
\end{align*}
\]

For a state trajectory \( \omega_x \), the satisfaction relation \( \models \) for path formulas is defined as:

\[
\begin{align*}
& \omega_x \models X\phi \iff \omega_x(1) \models \phi; \\
& \omega_x \models \phi_1 U^{\leq k} \phi_2 \iff \exists i \leq k \text{ s.t. } \omega_x(i) \models \phi_2 \land \omega_x(j) \models \phi_1 \forall j \in [0, i]; \\
& \omega_x \models \phi_1 U^\phi \iff \exists i \geq 0 \text{ s.t. } \omega_x(i) \models \phi_2 \land \omega_x(j) \models \phi_1 \forall j \in [0, i].
\end{align*}
\]

The common operators bounded eventually \( \mathcal{F}^{\leq k} \) and eventually \( \mathcal{F} \) are defined respectively as \( P_{\text{obp}}[\mathcal{F}^{\leq k} \phi] \equiv P_{\text{obp}}[\mathcal{T}U^{\leq k} \phi] \), and \( P_{\text{obp}}[\mathcal{F} \phi] \equiv P_{\text{obp}}[\mathcal{T}U \phi] \). The globally operators \( \mathcal{G}^{\leq k} \) and \( \mathcal{G} \) are defined as \( P_{\text{obp}}[\mathcal{G}^{\leq k} \phi] \equiv P_{\text{obp}}[\mathcal{T}U^{\leq k} \phi] \), and \( P_{\text{obp}}[\mathcal{G} \phi] \equiv P_{\text{obp}}[\mathcal{T}U \phi] \), where \( \mathcal{T} \) indicates the opposite relation, i.e., \( \leq \leftrightarrow \geq \leftrightarrow > \leftrightarrow < \).

As an example the property, “the probability of reaching the target by while avoiding unsafe areas, and with probability at least 0.95 of eventually reaching the secondary target if the breach area is entered, is at least 0.95” can be expressed with the PCTL formula

\[
\phi = P_{\geq 0.95}(\neg \text{Unsafe} \land (\text{Breach} \Rightarrow (P_{\geq 0.95}[\text{F Secondary}] \land \text{Break}))) | U | \text{Target}.
\]

D. Problem Statement

The verification problem asks whether Process (1) satisfies a PCTL formula \( \phi \) under all control strategies. It can also be posed as finding the set of initial states in a compact set \( X \subset \mathbb{R}^n \), from which Process (1) satisfies \( \phi \).

In lieu of an analytical form of \( f \), we assume to have a dataset \( D = \{(x_i, a_i, y_i)\}_{i=1}^d \) generated by Process (1) where \( y_i \) is the noisy measurement of \( f(x_i, a_i) \), and \( d \in \mathbb{N}^+ \). Using this dataset, we can infer \( f \) and reason about the trajectories of Process (1) (via Assumption 1). The formal statement of the problem considered in this work is as follows.

Problem 1. Let \( X \subset \mathbb{R}^n \) be a compact set, \( \mathcal{R} \) a set of regions of interest, and \( AP \) its corresponding set of atomic propositions (as defined in Section II-C). Given a dataset \( D \) generated by Process (1) and a PCTL formula \( \phi \) defined over \( AP \), determine the initial states \( X_0 \subset X \) from which Process (1) satisfies \( \phi \) without leaving \( X \).

Our approach to Problem 1 is based on constructing an IMDP abstraction (formally defined in Sec. III-C) of the latent process \( x \) using GP regression and checking if the abstraction satisfies \( \phi \). We begin by estimating the unknown dynamics with GP regression and, by virtue of Assumption 1, we leverage existing probabilistic error bounds on this estimate. We present upper bounds on the constants required to compute this probabilistic error and derive bounds on the transition kernel in Eq. (2) over a discretization of the space \( X \). Then, we construct the abstraction of Process (1) in the form of an uncertain (interval-valued) Markov decision process, which accounts for the uncertainties in the regression of \( f \) and the discretization of \( X \). Finally, we perform model checking on the abstraction to get sound bounds on the probability that \( x \) satisfies \( \phi \) from any initial state.

Remark 1. We remark that our IMDP abstraction construction is general, and hence, can be used for the verification of Process (1) against properties in other specification languages such as LTL. We specifically focus on PCTL properties mainly
because of the availability of its model checking tool for
IMDPs [9].

III. PRELIMINARIES

A. Gaussian Process Regression

Gaussian process (GP) regression [13] aims to estimate
an unknown function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) from a dataset \( D = \{(x_i, y_i)\}_{i=1}^n \) where \( y_i = f(x_i) + v_i \) and \( v_i \) is a sample of a
normal distribution with zero mean and \( \sigma^2_\epsilon \) variance, denoted
by \( v_i \sim \mathcal{N}(0, \sigma^2) \). The standard assumption is that \( f \)
is a sample from a prior GP with zero-valued mean function and
kernel function \( \kappa \).

Let \( X \) and \( Y \) be ordered vectors with all points in \( D \) such
that \( X_i = x_i \) and \( Y_i = y_i \). Further, let \( K \) denote the matrix
with element \( K_{i,j} = \kappa_0(x_i, x_j) \), \( k(x, X) \) the vector such
that \( k_1(x, X) = \kappa_0(x, X_i) \), and \( k(X, x) \) defined accordingly.
Predictions at a new input point \( x \) are given by the conditional
distribution of the prior at \( x \) given \( D \), which is still Gaussian
and with mean \( \mu_D \) and variance \( \sigma^2_D \) given by
\[
\mu_D(x) = k(x, X)^T (K + \sigma^2_\epsilon I)^{-1} Y
\]
\[
\sigma^2_D(x) = \kappa_0(x, x) - k(x, X)^T (K + \sigma^2_\epsilon I)^{-1} k(X, x)
\]
where \( I \) is the identity matrix of size \( d \).

As mentioned previously, the noise in Process (1) is sub-
Gaussian, so the standard assumption that \( f \) is a sample from
the prior GP cannot be used. Hence, we cannot directly use
(3) and (4) to bound the latent function. Rather, as common
in the literature [14], we rely on the relationship between GP
regression and the reproducing kernel Hilbert space (RKHS).

B. Error Quantification

The reliance on a positive-definite kernel function is the
basis for relating a GP with kernel \( \kappa \) with an RKHS \( \mathcal{H}_\kappa \). For
universal kernels (such as the squared exponential function),
the associated RKHS is dense in the continuous functions on
any compact set [55].

Given Assumption 1, the following proposition bounds the
GP learning error when \( f \) is a function in \( \mathcal{H}_\kappa \), without posing
any distributional assumption on \( f \).

Proposition 1 ([15], Theorem 2). Let \( W \) be a compact set,
\( \delta \in (0, 1] \), and \( D \) be a given dataset generated by \( f \) with
cardinality \( |D| = d \). Further, let \( \Gamma > 0 \) be a bound on
the maximum information gain of \( \kappa \), i.e., \( \gamma^2_{\kappa} \leq \Gamma \), and \( B > 0 \)
such that \( \|f\|_0 \leq B \). Assume that \( \gamma \) is \( R \)-sub-Gaussian
and that \( \mu_D \) and \( \sigma^2_D \) are found by setting \( \sigma^2_\epsilon = 1 + 2/d \) and using
(3) and (4). Define \( \beta(\delta) = B + R \sqrt{2(\Gamma + 1 + \log 1/\delta)} \). Then,
that holds
\[
P(\| \hat{f}_D(x) - f(x) \| \leq \beta(\delta) \sigma_D(x)) \geq 1 - \delta.
\]

Proposition 1 assumes that the noise on the measurements
is \( R \)-sub-Gaussian, which is more general than Gaussian noise.
Nevertheless, the probability bound (5) depends on bounding
the constants \( \|f\|_0 \) and \( \gamma^2_{\kappa} \) which are described as challenging
to compute in the literature [56] and are often bounded
according to heuristics without guarantees [46], [49]. In this
\[3\] Extensions with non-zero mean are a trivial generalization [13].

work, we derive formal upper bounds for each of these terms
in Section IV-B.2.

C. Interval Markov Decision Processes

An interval Markov decision process (IMDP) is a general-
ization of a Markov decision process, where the transitions
under each state-action pair are defined by probability inter-
vals [57].

Definition 3 (Interval MDP). An interval Markov decision
process is a tuple \( \mathcal{I} = (Q, A, P, \hat{P}, AP, L) \) where

- \( Q \) is a finite set of states,
- \( A \) is a finite set of actions, where \( A(q) \) is the set of
  available actions at state \( q \in Q \),
- \( \hat{P} : Q \times A \times Q \rightarrow [0, 1] \) is a function, where \( \hat{\hat{P}}(q, a, q') \)
defines the lower bound of the transition probability from
state \( q \in Q \) to state \( q' \in Q \) under action \( a \in A(q) \),
- \( \hat{P} : Q \times A \times Q \rightarrow [0, 1] \) is a function, where \( \hat{P}(q, a, q') \)
defines the upper bound of the transition probability from
state \( q \) to state \( q' \) under action \( a \in A(q) \),
- \( AP \) is a finite set of atomic propositions,
- \( L : Q \rightarrow 2^{AP} \) is a labeling function that assigns to each
  state \( q \) possibly several elements of \( AP \).

For all \( q, q' \in Q \) and \( a \in A(q) \), it holds that \( \hat{P}(q, a, q') \leq \hat{P}(q, a, q') \) and
\[
\sum_{q' \in Q} \hat{P}(q, a, q') \leq 1 \leq \sum_{q' \in Q} \hat{P}(q, a, q').
\]

Let \( D(Q) \) denote the set of probability distributions over
\( Q \). Given \( q \in Q \) and \( a \in A(q) \), we call \( t^q_a \in D(Q) \) a
feasible distribution over states reachable from \( q \) under \( a \) if
the transition probabilities respect the intervals defined for
each possible successor state \( q' \), i.e., \( \hat{P}(q, a, q') \leq t^q_a(q') \leq \hat{P}(q, a, q') \). We denote the set of all feasible distributions for
state \( q \) and action \( a \) by \( \mathcal{X}^q_a \).

A path \( \omega \) of an IMDP is a sequence of state-action pairs
\( \omega = q_0 \xrightarrow{a_0} q_1 \xrightarrow{a_1} q_2 \xrightarrow{a_2} \ldots \) such that \( a_i \in A(q_i) \) and
\( \hat{P}(q_i, a_i, q_{i+1}) > 0 \) (i.e., transitioning is possible) for all \( i \in \mathbb{N} \).
We denote the last state of a finite path \( \omega^{\text{fin}} \) by \( \text{last}(\omega^{\text{fin}}) \) and
the set of all finite and infinite paths by \( \text{Paths}^{\text{fin}} \) and \( \text{Paths}^{\infty} \),
respectively. Actions taken by the IMDP are determined by a
choice of strategy \( \pi \) which is defined below.

Definition 4 (Strategy). A strategy \( \pi \) of an IMDP \( \mathcal{I} \) is a
function \( \pi : \text{Paths}^{\text{fin}} \rightarrow A \) that maps a finite path \( \omega^{\text{fin}} \) of
\( \mathcal{I} \) onto an action in \( A \). The set of all strategies is denoted by
\( \Pi \).

Once an action is chosen according to a strategy, a feasible
distribution needs to be chosen from \( \mathcal{X}^q_a \) to enable a transition
to the next state. This task falls on the adversary function \( \theta \)
as defined below.

Definition 5 (Adversary). Given an IMDP \( \mathcal{I} \), an adversary
is a function \( \theta : \text{Paths}^{\infty} \times A \rightarrow D(Q) \) that, for each finite
path \( \omega^{\text{fin}} \in \text{Paths}^{\text{fin}} \) and action \( a \in A(\text{last}(\omega^{\text{fin}})) \), chooses a
feasible distribution \( t^q_a \in \mathcal{X}^{\text{last}(\omega^{\text{fin}})}_a \). The set of all adversaries
is denoted by \( \Theta \).
Once a strategy is selected, the IMDP becomes an interval Markov chain. Further, choosing an adversary results in a standard Markov chain. Hence, given a strategy and an adversary, a probability measure can be defined on the paths of the IMDP via the probability of paths on the resulting Markov chain [9].

IV. IMDP ABSTRACTION
To solve Problem 1, we begin by constructing a finite abstraction of Process (1) in the form of an IMDP that captures the state evolution of the system under known actions. This involves partitioning the set \( X \) into discrete regions and determining the transition probability intervals between each pair of discrete regions under each action to account for the uncertainty due to the learning and discretization processes.

A. IMDP States and Actions
In the first step of the abstraction, the set \( X \) is discretized into a finite set of non-overlapping regions \( Q_X \) such that \( \bigcup_{q \in Q_X} q = X \). The discretization must maintain consistent labelling with the regions of interest \( \mathcal{R} = \{r_i\}_{i=1}^{\mathcal{R}} \) where \( r_i \subseteq X \), i.e., (with an abuse of the notation of \( L \)),

\[
L(q) = L(r_i) \quad \text{iff} \quad L(x) = L(r_i) \quad \forall x \in q.
\]

To ensure this consistency, the regions of interest are used as the foundation of the discretization. Then, we define

\[
Q = Q_X \cup \{q_X\}, \quad \text{where} \quad q_X = \mathbb{R}^n \setminus X.
\]

The regions in \( Q \) are associated with the states of the IMDP, and with an abuse of notation, \( q \in Q \) indicates both a state of the IMDP and the associated discrete region. Finally, the IMDP action space is set to the action set \( A \) of Process (1).

B. Transition Probability Bounds
The IMDP transition probability intervals are pivotal to abstracting Process (1) correctly. For all \( q, q' \in Q \) and action \( a \in A \), the intervals should bound the true transition kernel

\[
\hat{P}(q,a,q') \leq \min_{x \in q} T(q' \mid x, a),
\]

\[
\hat{P}(q,a,q') \geq \max_{x \in q} T(q' \mid x, a).
\]

The bounds on the transition kernel \( T \) must account for the uncertainties due to unknown dynamics and space discretization. We use GP regression and account for regression errors to derive these bounds for every \( (q, a, q') \) tuple.

1) IMDP State Images and Regression Error: We perform GP regression using the given dataset \( D \) and analyze the evolution of each IMDP state under the learned dynamics. In addition, the associated learning error is quantified using Proposition 1.

Each output component of the dynamics under an action is estimated by a separate GP, making a total of \( n \cdot |A| \) regressions. Let \( \mu_{a,D}(x) \) and \( \sigma_{a,D}(x) \) respectively denote the posterior mean and covariance functions for the \( i \)-th output component under action \( a \) obtained via GP regression. These GPs are used to evolve \( q \) under action \( a \), defined by image

\[
Im(q,a) = \{\mu_{a,D}(x) \mid x \in q, \ i \in [1,n]\},
\]

which describes the evolution of all \( x \in q \).

The worst-case regression error is

\[
e^{(i)}(q,a) = \sup_{x \in q} [\mu_{a,D}(x) - f^{(i)}(x,a)],
\]

which provides an error upper-bound for all continuous states \( x \in q \). To use Proposition 1 for probabilistic reasoning on this worst-case error, the supremum of the posterior covariance in \( q \) denoted by

\[
\bar{\sigma}^{(i)}_{a,D}(q) = \sup_{x \in q} \sigma^{(i)}_{a,D}(x)
\]

is used. Both the posterior image and covariance supremum can be calculated for each IMDP state using GP interval bounding as in [58]. Then, Proposition 1 is applied with a scalar \( \epsilon^{(i)} \geq 0 \),

\[
P(e^{(i)}(q,a) \leq \epsilon^{(i)}) \geq 1 - \delta
\]

where \( \delta \) satisfies \( \epsilon^{(i)} = \beta(\delta)\sigma^{(i)}_{a,D}(q) \).

2) Bounds on the RKHS Parameters: The computation of \( P(e^{(i)}(q,a) \leq \epsilon^{(i)}) \) via Proposition 1 requires two constants: \( \beta(\delta) \) and information gain \( \gamma_{\epsilon} \). In this section, we provide formal upper bounds for these constants.

Proposition 2 (RKHS Norm Bound). Let \( f^{(i)} \in \mathcal{H} \) where \( \mathcal{H} \) is the RKHS defined by the kernel function \( \kappa \). Then

\[
\|f^{(i)}\|_{\mathcal{H}} \leq \frac{\sup_{x \in X} |f^{(i)}(x)|}{\inf_{x, x' \in X} \kappa(x, x')} \tag{7}
\]

for all \( x, x' \in X \).

The proof is provided in the Appendix, which relies on the relationship between the RKHS norm and the kernel function.

Proposition 2 bounds the RKHS norm by the quotient of the supremum of the function and the infimum of the kernel function on a compact set. Note that (7) requires the square root of the kernel in the denominator. Hence, so long the chosen kernel is a positive function (e.g., squared exponential), we can compute a finite upper bound for the RKHS norm. As \( X \) is a finite-dimensional compact set, it can be straightforward to calculate bounds as in the following remark.

Remark 2. An upper bound for the numerator of (7) can be estimated using the Lipschitz constant \( L_{f^{(i)}} \) of \( f^{(i)} \) (or an upper bound of it). That is, the supremum in the numerator can be bounded by

\[
\sup_{x \in X} |f^{(i)}(x)| \leq |f^{(i)}(x')| + L_{f^{(i)}} \text{diam}(X),
\]

where \( x' \) is any point in \( X \), \( \text{diam}(X) := \sup_{x, x' \in X} \|x - x'\| \) is the diameter of \( X \). The term \( |f^{(i)}(x')| \) can be bounded by sampling at a single point \( x' \) if the measurement noise has bounded support or can be set using a known equilibrium point in \( X \), i.e., a point that satisfies \( f(x') = x' \) and using the components therein. The Lipschitz constant itself can be estimated from data with statistical guarantees [59], [60].

The information gain \( \gamma_{\epsilon} \) can be bounded using the size of the dataset and the GP hyperparameters as in the following proposition.

Proposition 3 (Information Gain Bound). Let \( d \) be the size of the dataset \( D \) and \( \sigma \), the parameter used for GP regression. Then, the maximum information gain is bounded by

\[
\gamma_{\epsilon} \leq d \log(1 + \sigma^{-2}s),
\]
where \( s = \sup_{x \in X} \kappa(x, x) \).

The proof is provided in the Appendix and relies on the parameters for regression and positive-definiteness of \( \kappa \) to employ Hadamard’s inequality. While this bound on \( \gamma^d_n \) is practical, it can be further improved by using more detailed knowledge of the kernel function, such as its spectral properties [61].

3) Transitions between states in \( Q_X \): To reason about transitions using the images of regions, the following notations are used to indicate the expansion and reduction of a region and the intersection of two regions.

**Definition 6 (Region Expansion and Reduction).** Given a compact set (region) \( q \subset \mathbb{R}^n \) and a set of \( n \) scalars \( c = \{c_1, \ldots, c_n\} \), where \( c_i \geq 0 \), the expansion of \( q \) by \( c \) is defined as

\[
\bar{q}(c) = \{ x \in \mathbb{R}^n \mid \exists x_q \in q \text{ s.t. } |x_q^{(i)} - x^{(i)}| \leq c_i, \quad \forall i = \{1, \ldots, n\} \},
\]

and the reduction of \( q \) by \( c \) is

\[
\bar{q}(c) = \{ x_q \in q \mid \forall x_{\partial q} \in \partial q, \quad |x_q^{(i)} - x^{(i)}| > c_i, \quad \forall i = \{1, \ldots, n\} \},
\]

where \( \partial q \) is the boundary of \( q \).

The intersection between the expanded and reduced states indicate the possibility of transitioning between the states. This intersection function is defined as

\[
1_V(W) = \begin{cases} 1 & \text{if } V \cap W \neq \emptyset \\ 0 & \text{otherwise} \end{cases}
\]

for sets \( V \) and \( W \).

The following theorem presents bounds for the transition probabilities of Process (1) that account for both the regression error and induced discretization uncertainties using Proposition 1 and sound approximations using the preceding definitions.

**Theorem 1.** Let \( q, q' \in Q_X \) and \( \epsilon, \epsilon' \in \mathbb{R}^n \) be non-negative vectors. For any action \( a \in A \), the transition kernel is bounded by

\[
\min_{x \in q} T(q' \mid x, a) \geq \left(1 - 1_{X \setminus q'}(I_m(q, a))\right) \prod_{i=1}^{n} P\left(e^{(i)}(q, a) \leq \epsilon^{(i)}\right),
\]

and

\[
\max_{x \in q} T(q' \mid x, a) \leq 1 - \prod_{i=1}^{n} P\left(e^{(i)}(q, a) \leq \epsilon'^{(i)}\right) \left(1 - 1_{\partial q'}(I_m(q, a))\right).
\]

**Proof.** The proof of Theorem 1 relies on bounding the probability of transitioning from \( q \) to \( q' \) conditioned on the learning error \( \epsilon \) (\( \epsilon' \)) given by Eq. (6), and using the expanded (reduced) image of \( q \) with \( \epsilon \) (\( \epsilon' \)) to find a point in \( q \) that minimizes (maximizes) this bound. We provide the proof for the upper bound on \( T \), and the lower bound follows analogously.

Let \( q' \) denote subsequent states of \( q \), and suppose \( \omega_X(k) \in q \) for an arbitrary timestep \( k \). The probability of transitioning to \( q' \) under action \( a \) is upper-bounded beginning with transition kernel and using the law of total probability conditioned on the learning error:

\[
\max_{x \in q} P(\omega_X(k + 1) \in q' \mid \omega_X(k) = x, a)
\]

\[
= \max_{x \in q} \left( P(\omega_X(k + 1) \in q' \cap \epsilon(q, a) \leq \epsilon \mid \omega_X(k) = x) + P(\omega_X(k + 1) \in q' \cap \epsilon(q, a) > \epsilon \mid \omega_X(k) = x) \right)
\]

\[
= \max_{x \in q} \left( P(\omega_X(k + 1) \in q' \mid (q, a) \leq \epsilon, \omega_X(k) = x) + P(\epsilon(q, a) > \epsilon) \right)
\]

Next, \( P(\omega_X(k + 1) \in q' \mid (q, a) \leq \epsilon, \omega_X(k) = x) \) is upper bounded using the intersection indicator, \( P(\omega_X(k + 1) \in q' \mid (q, a) > \epsilon, \omega_X(k) = x) \) is upper bounded by one, and \( P(\epsilon(q, a) > \epsilon) \) is replaced by the equivalent \( 1 - P(\epsilon(q, a) \leq \epsilon) \):

\[
\leq \max_{x \in q} \left( 1_{\partial q'}(I_m(q, a)) P(\epsilon(q, a) \leq \epsilon) + 1 - (1 - P(\epsilon(q, a) \leq \epsilon)) \right)
\]

\[
= \max_{x \in q} \left( 1_{\partial q'}(I_m(q, a)) \prod_{i=1}^{n} P(e^{(i)}(q, a) \leq \epsilon_i) + 1 - \prod_{i=1}^{n} P(e^{(i)}(q, a) \leq \epsilon_i) \right),
\]

where the last inequality is due to fact that the components of \( \epsilon \) are mutually independent. Rearranging these terms, we obtain the upper bound on \( T \).

The width of the transition probability intervals in Theorem 1 relies on the choices of \( \epsilon \) and \( \epsilon' \). The following proposition provides the optimal values for both \( \epsilon \) and \( \epsilon' \).

**Proposition 4.** Let \( \partial W \) denote the boundary of a compact set \( W \subset \mathbb{R}^n \). The distance between the upper and lower bounds in Theorem 1 is minimized if \( \epsilon' = \epsilon \) and \( \epsilon \) is chosen such that for each \( i \in [1, n] \),

\[
\epsilon^{(i)} = \inf_{x \in \partial I_m(q, a), x' \in \partial q'} |x^{(i)} - x'^{(i)}|.
\]

The proof for Proposition 4 is provided in the Appendix.

The intuition for this proposition is as follows. Consider the image \( I_m(q, a) \) and the intersection \( I_m(q, a) \cap q' \). There are three possible outcomes: (1) the intersection is empty, (2) the intersection is non-empty but not equal to \( I_m(q, a) \), and (3) the intersection is equal to \( I_m(q, a) \). By examining Theorem 1, it is clear that if (2) is true, then we get trivial transition probability bounds of \([0, 1]\). In this case, the choice of \( \epsilon \) does not matter. If (1) is true, then the bounds are \([0, \bar{P}(q, a, q')]\) and we have an opportunity to get a non-trivial upper bound. The best upper bound is achieved by choosing large \( \epsilon \) to capture more regression error, but small enough to keep the indicator function zero. This is achieved by choosing \( \epsilon \) according to Proposition 4, which corresponds to minimizing the L1 norm of \( x - x' \). Finally, if (3) is true, then the bounds are \([P(q, a, q'), 1]\) and the approach is similar.

4) Transitions to \( q_X \): Transition intervals to the unsafe state \( q_X \) are the complement of the transitions to the full set \( X \), or

\[
\hat{P}(q, a, q_X) = 1 - \hat{P}(q, a, X)
\]

\[
\bar{P}(q, a, q_X) = 1 - \bar{P}(q, a, X)
\]
where \( \hat{P}(q, a, X) \) and \( \bar{P}(q, a, X) \) are calculated with Theorem 1. Finally, the unsafe state has an enforced absorbing property where \( \hat{P}(q_X, a, q_X) = \bar{P}(q_X, a, q_X) = 1 \).

The IMDP abstraction of Process (1) incorporates the uncertainty due to the measurement noise, the uncertainty of \( f \), and the induced error from discretizing the continuous state space. The width of the transition intervals quantifies the conservativeness of the IMDP abstraction with respect to the underlying system. In the worst-case, a transition interval of \([0,1]\) indicates that the transition is possible but provides no meaningful information about the true transition probability. Likewise, smaller intervals indicate the abstraction better models the underlying system.

V. Verification

In this section, IMDP verification against PCTL specifications is summarized, and the correctness of the verification results on the IMDP abstraction is established via Theorem 2.

A. IMDP Verification

PCTL model checking of an IMDP is a well established procedure [9]. For completeness, we present a summary of it here. Specifically, we focus on the probabilistic operator \( P_{\text{exp}}[\psi] \), where \( \psi \) includes the bounded until \((\mathcal{U}^{\leq k})\) or unbounded until \((\mathcal{U})\) operator, since the procedure for the next \((\mathcal{X})\) operator is analogous [9]. In what follows, \( \psi \) is assumed to be a path formula with \( \mathcal{U}^{\leq k} \), which becomes \( \mathcal{U} \) when \( k = \infty \).

For an initial state \( q \in Q \) and PCTL path formula \( \psi \), let \( Q^0 \) and \( Q^1 \) be the set of states from which the probability of satisfying \( \psi \) is 0 and 1, respectively. These sets are determined simply by the labels of the states in \( Q \). Further, let \( \hat{p}^k(q) \) and \( \bar{p}^k(q) \) be respectively the lower-bound and upper-bound probabilities that the paths initialized at \( q \) satisfy \( \psi \) in \( k \) steps. These bounds are defined recursively by

\[
\hat{p}^k(q) = \begin{cases} 
1 & \text{if } q \in Q^1 \\
0 & \text{if } q \in Q^0 \\
\min_{a} \min_{q'} \sum_{q} \theta_a(q) \hat{p}^{k-1}(q') & \text{otherwise}
\end{cases} \quad (8)
\]

\[
\bar{p}^k(q) = \begin{cases} 
1 & \text{if } q \in Q^1 \\
0 & \text{if } q \in Q^0 \\
\max_{a} \max_{q'} \sum_{q} \theta_a(q) \bar{p}^{k-1}(q') & \text{otherwise}
\end{cases} \quad (9)
\]

In short, the procedure exactly finds the minimizing and maximizing adversaries with respect to the equations above for each state-action pair, and then determines the minimizing and maximizing action for each state. It is guaranteed that each probability bound converges to a fixed value in a finite number of steps. Hence, this procedure can be used for both bounded until \((\mathcal{U}^{\leq k})\) and unbounded until \((\mathcal{U})\) path formulas. See [9] for more details. The final result is the probability interval

\[
[\hat{p}^k(q), \bar{p}^k(q)] \subseteq [0,1]
\]

of satisfying \( \psi \) within \( k \) time steps for each IMDP state \( q \in Q \). Similar to the transition intervals, the widths of the satisfaction probability intervals are a measure of the conservativeness of the verification results.

Given the PCTL formula \( \phi = P_{\text{exp}}[\psi] \), the satisfaction intervals are used to classify states as belonging to \( Q^{\psi_{\text{yes}}} \), \( Q^{\psi_{\text{no}}} \), or \( Q^? \), i.e., those states that satisfy, violate and possibly satisfy \( \phi \). For example, when the relation \( \triangleright \) in formula \( \phi \) is \( > \) and \( p \) is the threshold value inherent to \( \phi \),

\[
q \in \begin{cases} 
Q^{\psi_{\text{yes}}} & \text{if } \hat{p}^k(q) > p \\
Q^{\psi_{\text{no}}} & \text{if } \bar{p}^k(q) \leq p \\
Q^? & \text{otherwise.}
\end{cases}
\]

Thus, \( Q^{\psi_{\text{yes}}} \) consist of the states that satisfy \( \phi \), and \( Q^{\psi_{\text{no}}} \) consists of the states that do no satisfy \( \phi \) for every choice of adversary and action. \( Q^? \) is the set of indeterminant states for which no guarantees can be made with respect to \( \phi \) due to large uncertainty.

B. Verification Extension and Correctness

The final task is to extend the IMDP verification results to Process (1) even though the IMDP does not model the measurement noise on the system. This is possible by observing that the value iteration procedures in (8) and (9) are solved by finding the extreme actions at each state. All other actions have outcomes that lie in the satisfaction probability intervals. The following theorem asserts that these intervals, defined for \( q \), bound the probability that all paths initialized at \( x \in q \) satisfy \( \psi \).

Theorem 2. Let \( q \in Q \) be both a region in \( X \) and a state of the IMDP abstraction constructed on dataset \( D \), and \( \hat{p}(q) \) and \( \bar{p}(q) \) be the lower- and upper-bound probabilities of satisfying \( \psi \) from \( q \) computed by the procedure in Section V-A. Further, let \( x \in q \) be a point and \( P(\omega_x | \psi | \omega(0) = x, \pi_y) \) be the probability that all paths initialized at \( x \) satisfy \( \psi \) under strategy \( \pi_y \) given \( D \). Then, it holds that

\[
P(\omega_x | \psi | \omega(0) = x, \pi_y) \geq \hat{p}(q),
\]

\[
P(\omega_x | \psi | \omega(0) = x, \pi_y) \leq \bar{p}(q)
\]

for every strategy \( \pi_y \).

Proof. We present the proof of the lower bound; the proof for the upper bound is analogous. Furthermore, in what follows for the sake of a simpler notation, we assume that \( \pi_y \) is stationary, i.e., \( \pi_y : \mathbb{R}^n \rightarrow A \). The case of time-dependent strategies follows similarly. The following lemma shows a value iteration that computes the probability of satisfying \( \psi \) from initial state \( x \) under \( \pi_y \) in \( k \) steps.

Lemma 1. Let \( Q^0 \) and \( Q^1 \) be sets of discrete regions that satisfy \( \psi \) with probability 0 and 1, respectively, and \( X^0 = \cup_{q \in Q^0} q \) and \( X^1 = \cup_{q \in Q^1} q \). Further, let \( V^\pi_k : \mathbb{R}^n \rightarrow \mathbb{R} \) be defined recursively as

\[
V^\pi_k(x) = \begin{cases} 
1 & \text{if } x \in X^1 \\
0 & \text{if } x \in X^0 \\
0 & \text{if } x \notin (X^0 \cup X^1) \land k = 0 \\
E_{\nu \sim P_x, x \sim T(|x, \pi(x+x+\nu))}[V_{k-1}(x)] & \text{otherwise.}
\end{cases}
\]

Then, it holds that \( V^\pi_k(x) = P(\omega_x^k | \psi | \omega(0) = x, \pi_y) \).
The proof of Lemma 1 is in the Appendix. Hence, to conclude the proof of Theorem 2, it suffices to show that for \( x \in q \), \( V_{k}^{\pi}(x) \geq \bar{p}^{k}(q) \) for every \( k \geq 0 \) and every \( \pi_{y} \). This can be shown by induction similarly to Theorem 4.1 in [62]. The base case is \( k = 0 \), where it immediately becomes clear that

\[
V_{0}^{\pi}(x) = 1_{X}(x) = 1_{Q}(q) = \bar{p}^{0}(q).
\]

For the induction step we need to show that under the assumption that for every \( q \in Q \)

\[
\min_{x \in q} V_{k-1}^{\pi}(x) \geq \bar{p}^{k-1}(q)
\]

holds, then \( V_{k}^{\pi}(x) \geq \bar{p}^{k}(q) \). Assume for simplicity \( x \notin (X^{0} \cup X^{1}) \), then we have

\[
V_{k}^{\pi}(x) = E_{v \sim p_{v}, \bar{x} \sim T(\cdot | x, \pi_{y}(x + v))}[V_{k-1}(\bar{x})]
\]

\[
= \int \int V_{k-1}(\bar{x}) t(\bar{x} | x, \pi_{y}(x + v)) p_{v}(v) d\bar{x} dv
\]

\[
= \int \int \left( \sum_{q \in Q} V_{k-1}(x) t(\bar{x} | x, \pi_{y}(x + v)) \right) p_{v}(v) dv
\]

\[
\geq \left( \int \sum_{q \in Q} \min_{x \in q} V_{k-1}(x) \right) t(\bar{x} | x, \pi_{y}(x + v)) p_{v}(v) dv
\]

\[
\geq \min_{a \in A} \sum_{q \in Q} \bar{p}^{k-1}(q) T(q | x, a)
\]

\[
\geq \min_{a \in A} \min_{q, q^{'}} \sum_{q} \bar{p}^{k-1}(q') = \bar{p}^{k}(q),
\]

where the last inequality follows by Theorem 1 while the second to last inequality follows by the induction assumption and by the observation that the noise distribution \( p_{v} \) only affects the choice of the action.

Theorem 2 extends the IMDP verification guarantees to Process (1), even though Process (1) is unknown a priori and observed with noise. We provide empirical validation of Theorem 2 in our case studies in Section VI by comparing the verification results of a known and learned system.

C. End-to-End Algorithm

Here, we provide an overview of the entire verification framework in Algorithm 3 and its complexity. The algorithm takes dataset \( D \), set \( X \subset \mathbb{R}^{n} \), and specification formula \( \phi \), and returns three sets of initial states \( Q^{\text{in}}, Q^{\text{on}}, Q^{\text{out}} \), from which Process (1) is guaranteed to satisfy, violate, and possibly satisfy \( \phi \) respectively. Assuming a uniform discretization of \( X \), the number of states in the abstraction is \( |Q| = 2^{n} + 1 \).

First, GP regression is performed \( n |A| \) times in Line 1 of Algorithm 3. In general, each GP regression is \( O(d^{3}) \), where \( d \) is the number of input points in the dataset. GP regression can reach a complexity closer to \( O(d^{2} \log d) \) through improved Cholesky factorization, e.g. [63], although in practice many GP regression toolboxes are fast enough. As this is repeated for each action and output component, the total complexity of performing all regressions is \( O(d^{3} n |A|) \).

Next, the GPs are used to find the image and posterior covariance supremum of region in the discretization in Algorithm 1. We perform this computation with a branch-and-bound optimization procedure introduced in [58] until one of two termination criteria are reached: a maximum search depth \( T \), or a minimum distance between the bounds (e.g., \( 10^{-3} \)). In our case studies, we observe that the algorithm usually terminates long before the maximum search depth is reached.

The complexity of this operation is \( O(2^{T} d^{2} n |Q| |A|) \), where \( T \) allows a trade-off between accuracy and computation time. Hence, for a fixed \( T \), the computations in Lines 3 and 4 are polynomial in size of the dataset \( d \), dimensions \( n \), abstraction \( |Q| \), action set \( |A| \). We note that the branch-and-bound method is exponential in \( T \), and \( |Q| \) can be exponential in the size of the dimensions if, e.g., a uniform discretization is used.

The abstraction is completed by calculating the transition probability intervals between each pair of discrete states under each action using Theorem 1 and Proposition 4 (Lines 2-4) in Algorithm 2. The calculation of the transition probability intervals between every state-action state pair is \( O(|Q|^{2} |A|) = O(2^{2n} |A|) \), which is standard for IMDP construction.

Finally, we use an existing tool for verifying the abstraction IMDP against specification formula \( \phi \) with its inherent operator \( \boxtimes \) and threshold value \( p \) (Line 6). The correctness of the obtained results is guaranteed by Theorem 2. PCTL model checking of IMDP is polynomial in the size of the state-action pairs and length of the PCTL formula [9]. Hence, the introduction of a learned component to abstraction-based verification does not fundamentally make the problem harder, as the exponential influence of the discretization of the state-space (\( 2^{2n} \)) is still dominant.

Algorithm 1 Bound State Images and Errors

Input: Posterior GPs \( \{GP^{a}\} \), actions \( A \), IMDP states \( Q \)

Output: Image and error bounds \( Im, e \)

1: \( Im \leftarrow \{\}, e \leftarrow \{\} \)
2: for \( q \in Q, a \in A \) do
3: \( Im(q, a) \leftarrow \text{OverapproximateImage}(q, GP^{a}) \)
4: \( e(q, a) \leftarrow \text{BoundError}(q, GP^{a}) \)
5: return \( Im, e \)

Algorithm 2 Calculate Transition Intervals

Input: Image and error bounds \( Im, e \), actions \( A \), IMDP states \( Q \)

Output: Transition interval matrices \( \hat{P}, \hat{P} \)

1: \( \hat{P} \leftarrow \{\}, \hat{P} \leftarrow \{\} \)
2: for \( (q, q^{'}) \in Q \times Q, a \in A \) do
3: \( e \leftarrow \text{Proposition 4} \)
4: \( \hat{P}(q, a, q^{'}) = \text{Theorem 1 using } Im, e \)
5: return \( \hat{P}, \hat{P} \)

VI. Case Studies

We demonstrate the efficacy of our data-driven verification framework through several case studies. We begin with verifying a single-mode linear system and compare it with
Fig. 2: The unbounded \((k = \infty)\) verification results for the known system and learned system using increasingly large datasets subject to \(\phi = P_{\geq 0.95}[-O \cup D]\).

Algorithm 3 Learning, Abstraction and Verification

```
Input: Data D, set X, spec. \(\phi\), AP, label fcn. L
Output: Initial states \(X_0\) that satisfy \(\phi\)
1: \(\{\mathcal{GP}_a\} \leftarrow \text{GP regressions for each } a \text{ using } D\)
2: \(Q \leftarrow \text{Partition}(X) \cup \{\mathcal{G}_x\}\)
3: \(\hat{I}, e \leftarrow \text{Algorithm 1}\)
4: \(\hat{P}, \hat{P} \leftarrow \text{Algorithm 2}\)
5: \(I \leftarrow \text{AssembleMDP}(Q, A, \hat{P}, \hat{P}, AP, L)\)
6: \(Q^{\text{res}}, Q^{\text{no}}, Q^7 \leftarrow \text{VerifyMDP}(I, \phi)\)
```

A barrier function approach. Then, we show the influence of different parameters on the quality of the verification results and computation times. Finally, we demonstrate the efficacy of our approach on switching and nonlinear systems.

For each demonstration, we consider compact state space \(X\) and use a uniform-grid discretization of \(X\) of cells with side length \(\Delta\). The synthetic datasets are generated by uniformly sampling states from \(X\), propagating through \(f\), and adding Gaussian noise with zero mean and 0.01 standard deviation. The squared-exponential kernel with length scale 1 and scale factor 1 and the zero mean function are used as the priors for GP regression, and we selected an upper-bound for the factor \(Q\) provides a basis for comparing the results of the learning-based approach. This baseline shows the initial states that belong to \(Q^{\text{res}}\) and \(Q^{\text{no}}\), and the indeterminate set \(Q^7\). Some states belong to \(Q^7\) due to the discretization, and subsets of \(Q^7\) either satisfy or violate \(\phi\). Fig. 2a asserts that most discrete states ideally belong to either \(Q^{\text{res}}\) or \(Q^{\text{no}}\).

The verification results of the unknown system with various dataset sizes are shown in Fig. 2b to Fig. 2d. With 100 data points, the learning error dominates the quality of the verification result as compared to the baseline. Nevertheless, even with such a small dataset (used to learn \(f\)), the framework is able to identify a subset of states belonging to \(Q^{\text{res}}\) and \(Q^{\text{no}}\) as shown in Fig. 2b. Figs. 2c and 2d show these regions growing when using 500 and 2000 datapoints respectively.

Compared to the abstraction built using the known system, the learning-based abstracts are 48, 24, and 16 times more conservative, respectively, in terms of average transition interval widths. In the limit of infinite data, the error could be driven to zero even with imperfect RKHS constant approximations, which would cause the learning-based results to converge to the known results in Fig. 2a. Additional uncertainty reduction depends on refining the states in \(Q^7\) through further discretization at the expense of additional memory and computational time. Below, we examine the trade-offs between discretization resolution with the quality of the final results and the effect on total computation time.

1) Comparison with Barrier functions: We compare our approach with a barrier method based on Sum-of-Squares (SOS) polynomials with barrier degree eight [50], [64]. The verification task is to remain within the state \([-1, 0.5]^2\) while avoiding the region with label \(O\) over one then five time steps with a probability at least 95\%. The key limitations of the barrier method are threefold. First, barrier functions are generated with respect to an initial set, so the generation of the barrier is repeated for every discrete state. Second, barrier functions are unable to generate meaningful results when the initial state is adjacent to an unsafe state due to existing methods finding only smooth barriers (such as a polynomial function). Finally, the barrier methods use the uncertainty from Proposition 4 as a confidence wrapper, meaning the results hold with a confidence. In this case study, we set the confidence to 95\%.

The methods are compared first using the true system, and then using 500 datapoints to learn the system. The state color

4https://github.com/jmskov/TransitionIntervals.jl
in Figure 3 indicates satisfaction using our approach, and the state outlines indicate those using the barrier method. Our approach provided more safety guarantees in both the known and data-driven settings, especially beyond one step. After five steps, the barrier-based method cannot guarantee satisfaction anywhere. The complete runtimes for the learned results are 0.82 seconds for our approach and 12 seconds for the barrier method. Our method overcomes each of the limitations of the barrier approach, while running ten times faster.

B. Parameter Considerations

The verification results on a linear system and computation times are compared for varying the learning error and discretization parameters, $\epsilon$ and $\Delta$ respectively, and the efficacy of using Proposition 4 to choose $\epsilon$ is highlighted. The unknown linear system is given by

$$x(k+1) = \begin{bmatrix} 0.8 & 0.5 \\ 0.0 & 0.5 \end{bmatrix} x(k), \quad y(k) = x(k) + v(k).$$

The specification is the safety formula $P_{\geq 0.95}[G X]$, i.e., the probability of remaining within $X$ is at least 95%.

We used 200 datapoints for the verification of this system. To compare the effect of $\epsilon$, we manually selected values to be applied for every transition and compared the results with using the criterion in Proposition 4. The discretization fineness is studied by varying $\Delta$ to produce abstractions consisting of 17 states up to 10001 states.

Fig. 4 compares the average satisfaction probability interval sizes defined by

$$\bar{p} = \frac{1}{|Q|} \sum_{q \in Q} \tilde{p}(q) - \tilde{\bar{p}}(q),$$

where a smaller value indicates more certain (less-conservative) intervals, i.e., upper bound and lower bound probabilities are similar. As the uniform choice of $\epsilon$ approaches 0.15, the average probability interval size decreases although this trend reverses as $\epsilon$ decreases further. This is due to $\epsilon$ becoming too small to get non-zero regression error probabilities from Proposition 1. However, by applying Proposition 4, we obtain an optimal value for $\epsilon$ for every region pair, resulting in the smallest interval averages $\bar{p}$ for every discretization.

Note that there is an asymptotic decay in the average probability interval size as the discretization gets finer. This however comes at a higher computation cost. The total computation times for framework components are shown in Table I. The most demanding component involves discretizing $X$ and determining the image over-approximation and error upper bound of each state as discussed in Section IV-B. The transition probability interval calculations involve checking the intersections between the image over-approximations and their respective target states. The unbounded verification procedure is fast relative to the time it takes to construct the IMDP abstraction.

C. Switched System

We extend the previous example to demonstrate the verification of a system with multiple actions. The unknown system $f(x(k), a_i) = A_i x(k)$ has two actions $A = \{a_1, a_2\}$ where

$$A_1 = \begin{bmatrix} 0.8 & 0.5 \\ 0.0 & 0.5 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 0.5 & 0 \\ -0.5 & 0.8 \end{bmatrix}.$$

Verification was performed subject to $\phi = P_{\geq 0.95}[G^{\leq k} X]$ (the probability of remaining in $X$ within the $k$ time steps is at least 95%) using 400 datapoints for each action to construct the GPs. The $k = 1$ and $k = \infty$ results, in Figs. 5a and 5b respectively, show the regions where the system satisfies $\phi$ regardless of which action is selected. The framework can
handle a system with an arbitrary number of actions so long there is data available for each action.

D. Autonomous Nonlinear System

We perform verification on the unknown nonlinear system

\[ f(x(k)) = x(k) + 0.2 \left[ x^{(2)}(k) + (x^{(2)}(k))^2e^{x^{(1)}(k)} \right] \]

with the vector field shown in Fig. 6a. The system is unstable about its equilibrium points at \((0, 0)\) and \((0, -1)\) and slows as it approaches them. The flow enters the set \(X\) in the upper-left quadrant, and exits in the others. This nonlinear system could represent a closed-loop control system with dangerous operating conditions near the equilibria that should be avoided.

A 2000-point dataset is used for GP regression with the learned vector fields shown in Fig. 6b. The specification \(\phi = P_{0.95}[O \cup X]\) commands to avoid \(O\) and remain within \(X\) until \(G\) is reached within \(k\) steps. With \(\Delta = 0.03125\), the uniform discretization yields 16,384 discrete states which culminated into an end-to-end verification runtime of 38 minutes. The majority of this time involved computing the images and error bounds for each discrete state, which is the only parallelized part of the framework.

For \(k = 1\) shown in 7a, \(Q^{yes}\) consists of the \(G\) regions and nearby states that transition to the \(G\) regions with high probability. The size of the \(Q^3\) buffer between \(Q^{yes}\) and \(Q^{no}\) provides a qualitative measure of the uncertainty embedded in the abstraction. As \(k\) increases, \(Q^{yes}\) modestly grows while \(Q^{no}\) shrinks. The \(k = \infty\) result shown in Fig. 7d indicates where guarantees of satisfying or violating \(\phi\) can be made over an unbounded horizon. There are many more states in \(Q^{yes}\) as compared to even the \(k = 3\) result. The increase of \(Q^3\) from \(k = 1\) to \(k = \infty\) is due to the propagating learning and discretization uncertainty over longer horizons. The discretization resolution plays an important role in the size of \(Q^3\), as the uncertain regions are easily induced by discrete states with possible self-transitions, which is mitigated with a finer discretization.

E. 3D Closed-Loop Dubin’s Car

Finally, we consider a discrete-time form of the Dubin’s car model

\[
\begin{bmatrix}
    x_{k+1} \\
    y_{k+1} \\
    \theta_{k+1}
\end{bmatrix} =
\begin{bmatrix}
    x_k \\
    y_k \\
    \theta_k
\end{bmatrix} + \Delta T
\begin{bmatrix}
    \text{sinc}(\tilde{u})\nu\cos(\theta + \tilde{\theta}) \\
    \text{sinc}(\tilde{u})\nu\sin(\theta + \tilde{\theta}) \\
    \nu
\end{bmatrix}
\]

where \(x \in [-1, 3]\) and \(y \in [0, 1]\) are the position, \(\theta \in [-0.6, 3.8]\) is the heading angle, \(\nu\) controls the change in heading angle \(\theta\), \(\tilde{u} = 0.5\Delta T\), \(\nu\) is the constant speed, and \(\Delta T\) is the time discretization parameter.

The system models an aircraft that evolves in the environment shown in 8c that is equipped with a feedback controller \(\pi\) designed to satisfy the following specification: “avoid obstacle \(O\) and reach a goal area \(D1\); if the aircraft enters the geofenced area \(GF\), it has to enter area \(D2\) before reaching \(D1\).” The PCTL formula for verification is

\[ \phi = P_{0.95}[-O \land (GF \implies P_{0.95}[F D2]) \land D1] \]

To verify the (unknown) system, a dataset consisting of 100,000 datapoints was generated. To increase the speed of the framework with this large dataset, GP regression was performed locally, which has been shown to be improve efficiency in higher dimensions [65]. For each discrete region, the nearest 1,000 datapoints according to a suitable \(SE(2)\) metric are used for local dynamics modelling. In the same

---

**Fig. 5:** Verification results for the switched system subject to \(\phi = P_{0.95}[G \cup X]\).

**Fig. 6:** Learned vector field for the autonomous nonlinear system.

**Fig. 7:** Verification results for the nonlinear system subject to \(\phi = P_{0.95}[O \cup X]\).
VEIL, local RKHS constants are computed for each region. An automatic refinement procedure was employed to repeatedly refine the subset of $Q^r$ that may reach $Q^{res}$, with 12 refinement steps in total taking 35 hours. With the initial discretization consisting of 280 states, 21.4% and 17.5% of all states by volume belong to $Q^{res}$ and $Q^{po}$ respectively. After the 12 refinement steps, the discretization consists of 309,092 states with 49.3% and 26.4% belonging to $Q^{res}$ and $Q^{po}$ respectively.

Fig. 8 presents the verification results in the $x$ and $y$ (north and east) dimensions for two initial headings $\theta_0$, although results were generated for all headings within $[-0.6, 3.8]$ radians. Fig. 8c shows trajectories of the system with controller $\pi$ with indicated initial headings that are colored according to their performance guarantee. The classification of each initial state as satisfying or violating the specification intuitively follows a pattern depending on the initial heading. When this heading is eastward, as seen in Fig. 8a, the controller can steer the system around the obstacle $O$ if there is enough clearance. However, when the initial region is south-eastward, shown in Fig. 8b, the size of $Q^{po}$ around the obstacle grows as there is not enough time to avoid the obstacle.

While the controller was designed with the implication $GF \Rightarrow P_{\geq 0.95}[F D2]$ in mind, the verification procedure identifies shortcomings in the controller performance. For example, when the initial heading is south-eastward (Fig. 8b) or the system is initialized in $GF$, in most regions there is no guarantee that the system reaches $D2$ with at least 95% probability. Of the two trajectories that pass through $GF$ with $\theta_0 = \pi/2$ in Fig. 8c, one is classified as satisfying $\phi$ and the other classified as indeterminant. This is due to the eastern regions of $GF$ in Fig. 8a having a high probability of reaching $D2$, which satisfies the implication. The western portion of $GF$, in addition to the majority of $GF$ in the other case, does not have a minimum probability that satisfies this relation. However, this does not preclude the system from actually achieving the task as seen in Fig. 8c, since the maximum probability of reaching $D2$ is above zero but not guaranteed to be at least 95%. In fact, further refinement of the abstraction to reduce the transition uncertainty may result in greater portions of $GF$ satisfying the requirement of reaching $D2$.

VII. CONCLUSION

We present a verification framework for unknown dynamic systems with measurement noise subject to PCTL specifications. Through learning with GP regression and sound IMDP abstraction, we can achieve guarantees on satisfying (or violating) complex properties when the system dynamics are a priori unknown. The maturation of this framework will address the challenges of scaling to higher dimensions, which include the reliance on larger datasets and more discrete states in the abstraction, which can lead to the state-explosion dilemma.

Extensions to the framework could allow for synthesis with measurement noise, general and nonlinear measurement models, and the scaling issues of GP regression and the bounding of state images and posterior covariance suprema. While effective for GP regression, our interval-based abstraction, which can lead to the state-explosion dilemma. The reliance on larger datasets and more discrete states in the abstraction, which can lead to the state-explosion dilemma.

Extensions to the framework could allow for synthesis with measurement noise, general and nonlinear measurement models, and the scaling issues of GP regression and the bounding of state images and posterior covariance suprema. While effective for GP regression, our interval-based abstraction, which can lead to the state-explosion dilemma. The reliance on larger datasets and more discrete states in the abstraction, which can lead to the state-explosion dilemma.
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such that
\[ \sum_{i} \sum_{j} (c^2 \kappa(x_i, x_j) - f(x_i)f(x_j))b_ib_j \]
\[ = \sum_{i} \sum_{j} \kappa(x_i, x_j)b_ib_j - c^{-2}f(x_i)f(x_j)b_ib_j \]
\[ = \sum_{i} \sum_{j} \kappa(x_i, x_j)b_ib_j - \sum_{i} \sum_{j} c^{-2}f(x_i)f(x_j)b_ib_j \geq 0 \]
which leads to
\[ \sum_{i} \sum_{j} \kappa(x_i, x_j)b_ib_j \geq \sum_{i} \sum_{j} c^{-2}f(x_i)f(x_j)b_ib_j \]
Assume \( \kappa(x, x') \geq 0 \). Then choose \( c \geq 0 \) such that, \( \forall i, j \),
\[ \kappa(x_i, x_j) \geq \frac{|c^{-2}f(x_i)f(x_j)|}{\kappa(x_i, x_j)} \]
which obligates the choice
\[ c^2 = \sup_{x, x' \in X} \frac{|f(x)f(x')|}{\kappa(x, x')} \leq \sup_{x, x' \in X} \frac{f(x)^2}{\inf_{x, x' \in X} \kappa(x, x')} \]
By Lemma 2, the right-hand side is an upper bound of \( \|f\|_2^2 \).

\[ \square \]

**Proof of Proposition 3**
Proof. The proof relies on Hadamard’s determinant bounding inequality and \( s = \sup_{x \in X} \kappa(x, x) \). Let \( K \) denote the kernel matrix from \( d \) input points and kernel \( \kappa \). Then, the maximum information gain is bounded by
\[ \gamma^d_K := \max_{\kappa} \log |I + \sigma^{-2}K| \leq \max_{\kappa} \log \prod_{i=1}^{d} \left[ 1 + \sigma^{-2}K_{i,i} \right] \]
\[ \leq \log \prod_{i=1}^{d} \left[ 1 + \sigma^{-2}s \right] = \sum_{i=1}^{d} \log(1 + \sigma^{-2}s) \]
\[ = d \log(1 + \sigma^{-2}s) \]
where \( |\cdot| \) is the matrix determinant function.

**Proof of Proposition 4**
Proof. Let \( P(\epsilon_i) = (1 - \delta(\epsilon_i)) \) denote the CDF of the probabilistic regression error. In order to maximize the upper bound in Theorem 1, the indicator function should return 1 and the product with \( P(\epsilon_i) \) should be maximizing. The indicator function returns 1 if \( Im(q, a) \cap q' = Im(q, a) \). The most \( q' \) can shrink is
\[ \inf_{a \in \partial Im(q, a), b \in \partial q'} |a - b| \]
Since \( P(\epsilon_i) \) is non-decreasing, the choice of \( \epsilon \) is maximizing. The proof for the minimizing case is similar.

**Proof of Lemma 1**
Proof. Assume, for simplicity and w.l.o.g., that \( \pi_y \) is stationary. Then \( V_k^{xy} : \mathbb{R}^n \rightarrow \mathbb{R} \) is defined recursively as
\[ V_k^{xy}(x) = \begin{cases} 1 & \text{if } x \in X^1 \\ 0 & \text{if } x \in X^0 \\ 0 & \text{if } x \notin (X^0 \cup X^1) \land k = 0 \\ E_{\nu \sim p_x, \tilde{x} \sim T(\pi_y, x, \nu + a)}[V_{k-1}(\tilde{x})] & \text{otherwise.} \end{cases} \]
To prove Lemma 1, we need to show that

$$V_k^{T^y}(x) = P(\omega_x^k \models \psi \mid \omega_0(0) = x, \pi_y),$$

that is the probability that a path of length k of Process (1) initialized at x is equal to $V_k^{T^y}(x)$.

The proof is by induction over the length of the path. The base case is

$$P(\omega_x^1 \models \psi \mid \omega_0(0) = x, \pi_y) = 1_X^1(x) = V_1^{T^y}(x).$$

Then, to conclude the proof we need to show that under the assumption that for all $x \in \mathbb{R}^n$

$$P(\omega_x^{k-1} \models \psi \mid \omega_0(0) = x) = V_{k-1}^{T^y}(x),$$

it holds that for all $x \in \mathbb{R}^n$

$$P(\omega_x^k \models \psi \mid \omega_0(0) = x, \pi_y) = V_k^{T^y}(x).$$

Call $\bar{X} = X \setminus (X^0 \cup \{1\})$, that is the complement of set $X^0 \cup \{1\}$, and define notation

$$\omega_x^k([i, k-1]) \in X := \forall j \in \{i, k-1\}, \omega_x^k(j) \in X.$$

Assume w.l.o.g. that $x \in \bar{X}$. The final part of the proof is:

$$P(\omega_x^k \models \psi \mid \omega_0^k(0) = x, \pi_y)$$

$$= \sum_{i=1}^{k} P(\omega_x^k(i) \in X^1 \setminus \omega_x^k([1, i-1]) \in \bar{X} \mid \omega_x^k(0) = x, \pi_y)$$

$$= P(\omega_x^k(1) \in X^1 \mid \omega_x^k(0) = x, \pi_y) + \sum_{i=2}^{k} P(\omega_x^k(i) \in X^1 \setminus \omega_x^k([1, i-1]) \in \bar{X} \mid \omega_x^k(0) = x, \pi_y)$$

$$= \int_X \int t(x, \pi_y(x+v)) p_x(v) d\bar{v} d\bar{v} + \sum_{i=2}^{k} \int_X \int \omega_x^k(i) \in X^1 \setminus \omega_x^k([1, i-1]) \in \bar{X} \mid \omega_x^k(0) = x, \pi_y)$$

$$= \int_X (\mathbf{1}_{X^1}(x) + \mathbf{1}_{\bar{X}}(x) P(\omega_x^{k-1} \models \psi \mid \omega_0(0) = \bar{x}, \pi_y)) \frac{t(x, \pi_y(x+v)) p_x(v) d\bar{v} d\bar{v}}{t(x, \pi_y(x+v)) p_x(v) d\bar{v} d\bar{v} \mid \omega_x(0) = \bar{x}, \pi_y)}$$

$$= \int_X P(\omega_x^{k-1} \models \psi \mid \omega_0(0) = \bar{x}, \pi_y) \frac{t(x, \pi_y(x+v)) p_x(v) d\bar{v} d\bar{v}}{t(x, \pi_y(x+v)) p_x(v) d\bar{v} d\bar{v} \mid \omega_x(0) = \bar{x}, \pi_y)}$$

$$= V_k^{T^y}(x),$$

where in the third equality we marginalized over the event $\omega_x^k(1) = \bar{x}$ and use the definition of conditional probability, and in the fourth equality we use that for $i < k$ and $x \in \bar{X}$

$$P(\omega_x^{k-1}(i) \in X^1 \setminus \omega_x^{k-1}([1, i-1]) \in \bar{X} \mid \omega_x^{k-1}(0) = \bar{x}, \pi_y)$$

$$= P(\omega_x^k(i+1) \in X^1 \setminus \omega_x^k([2, i+1-1]) \in \bar{X} \mid \omega_x^k(1) = \bar{x}, \pi_y),$$

which holds because of the Markov property.