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Abstract

Microsimulation models (MSMs) contain unknown parameters that are selected through calibration, a process of choosing parameters so that the model accurately predicts specific targets. Targets are typically functions of observed data, such as summary statistics. A well-calibrated model can reproduce a wide range of targets. Calibration is often focused on identifying a single best-fitting parameter vector. In contrast, Bayesian calibration methods focus on estimating the joint posterior distribution of model parameters given calibration targets, to capture uncertainty in the model parameters. The estimated posterior distribution can be used to generate model predictions accompanied by estimates of uncertainty. Calibration of MSMs is challenging for multiple reasons. First, it involves searching a high dimensional parameter space to predict many targets accurately, using relatively sparse data. Additionally, it can be difficult to estimate the likelihood accurately, because the distribution of the calibration data is parameterized by an unknown function of the model parameters. In this paper, we develop a new simulation-based method for calibration of MSMs which we refer to as Incremental Mixture Approximate Bayesian Computation (IMABC). We use IMABC to calibrate a MSM for the natural history of colorectal cancer, obtaining approximate posterior distributions for model parameters which can be used to make predictions about hypothetical interventions and future trends in population disease outcomes.

1 Introduction

Microsimulation models (MSMs) are useful tools for estimating population-level effects of medical interventions on health outcomes by combining results from randomized controlled trials, observational studies, and expert opinion. MSMs are characterized by simulation of individual event histories for an idealized population of interest. These individual event histories catalog landmarks in the disease process, such as the development of an incident cancer or a first myocardial infarction. Simulation of event histories is based on mathematical models for key components of the disease process. In general, these processes are not directly observable, though their outcomes are. For example, the process of developing colorectal cancer (CRC) cannot be observed, but the prevalence of both precancerous lesions (adenomas) and preclinical CRC can be estimated from screening.
trials. Model calibration involves selecting parameter values that result in model predictions that are consistent with observed data and expected findings. Once parameters are selected, MSMs can be used to make predictions about interventions and future trends in population disease outcomes.

The calibration process can be difficult for a variety of reasons. It involves searching a high dimensional parameter space to predict many targets accurately, using relatively sparse data. Many approaches to calibration have been proposed. The simplest calibration method involves perturbing parameters one at a time using an undirected search and evaluating the goodness of fit to calibration data, however this is only feasible when calibrating a few parameters. Directed searches, such as the Nelder-Mead algorithm (Nelder and Mead, 1965), provide a derivative free hill-climb that generally results in a single estimate for each parameter. Kong et al. (2009) used automated parameter search algorithms from engineering (simulated annealing and a genetic algorithm) to find the optimal parameter set that yields the best fit. This involved defining a goodness of fit score determined by a weighted sum of calibration-specific terms, with user defined weights.

Markov Chain Monte Carlo (MCMC) algorithms are the standard tool for simulating from a posterior distribution of model parameters, conditional on observed data. However, due to the large number of targets and the complexity of most MSMs, MCMC is extremely inefficient, and can be difficult to implement. Additionally, it can be difficult and costly to estimate the likelihood, because the distribution of the calibration data is parameterized by an unknown function of the parameters. This requires the use of embedded simulations within each MCMC iteration to obtain an estimate of this function. When combined with the need to discard most draws due to poor mixing and slow convergence, MCMC can be impractical for many MSMs.

Approximate Bayesian Computation (ABC) is a suite of techniques used for simulating draws from the posterior distribution of model parameters given calibration targets, and avoids the need to estimate a likelihood, making it a reasonable alternative to MCMC when likelihoods are not available (Marin et al., 2012) provide a nice review of ABC). However, ABC is inefficient and can fail when the parameter space is high dimensional, when there are many calibration targets, or when the prior distributions are very different from the posterior distributions. McKinley et al. (2017) explore the use of some popular ABC variants in stochastic epidemiological models, and find that in order to get ABC algorithms to fit in a computationally feasible manner, trade-offs in accuracy must be made, and this often leads to approximations that are too poor to make useful inferences.

We propose a new calibration approach, Incremental Mixture ABC (IMABC), which begins with a basic rejection-sampling ABC step, like that used in the first genuine rejection-based ABC algorithm of Pritchard et al. (1999). To encourage a more efficient search of parameters that produce simulated targets matching the observed targets, we incrementally update this initial sample using a procedure that is similar to Incremental Mixture Importance Sampling (IMIS; Raftery and Bao, 2010), but does not rely on the likelihood. IMABC can be used to calibrate MSM parameters by simulating draws from the posterior distribution, and is found to be effective in estimating posterior distributions of a high dimensional parameter space, while generating predictions that are consistent with many targets.

2 Microsimulation Model and Calibration Data

2.1 CRC-SPIN Model

The ColoRectal Cancer Simulated Population Incidence and Natural history model (CRC-SPIN) (Rutter et al., 2009) describes the natural history of CRC based on the adenoma-carcinoma sequence (Muto et al., 1975; Leslie et al., 2002). Four model components describe the natural history of CRC: 1) adenoma risk; 2) adenoma growth; 3) transition from adenoma to preclinical cancer; and 4) transition from preclinical to clinical cancer (sojourn time). CRC-SPIN was previously calibrated using MCMC (Rutter et al., 2009). Recent model validation revealed that while the CRC-SPIN model accurately predicted many aspects of the disease (including clinically detected cancer, cancer mortality, and the action of screening), the model predicted too few preclinical cancers, indicating that sojourn time, the time from transition between preclinical (asymptomatic) colorectal cancer and clinical (symptomatic and detected) cancer, was too short. We have revised the original CRC-SPIN model to address this problem (details of the revised CRC-SPIN model are presented elsewhere).

Here we summarize the updated CRC-SPIN model and its parameters. Adenomas are simulated using a nonhomogeneous Poisson process that depends on age, gender, and individual-level risk,
containing 7 parameters. Adenomas grow according to a Janoshek growth curve with 2 parameters, and may transition to preclinical cancer depending on their size, location, and gender of the person (8 parameters). Finally, time to clinical detection is assumed to follow a Weibull distribution with 2 calibrated parameters. In total, CRC-SPIN contains 19 parameters. These are the parameters we must estimate, and this process is referred to as calibration.

2.2 Calibration Data

The calibration targets represent the data that inform model parameters. We use two types of data to calibrate model parameters: individual-level data and adenoma-level data. Individual-level data is measured from individuals but reported in aggregate, including information from both published studies and registries. Calibration to individual-level data requires simulation of a set of individuals with characteristics that match the calibration data. Such characteristics include age and gender distributions, screening patterns, and time period in which the data was collected. Adenoma-level data is measured for each adenoma and requires simulation of a number of adenomas.

We obtained data points from multiple epidemiological and clinical studies and the Surveillance, Epidemiology, and End Results (SEER) colon and rectal cancer incidence rates in 1975-1979. The SEER data are an example of individual-level targets, which consist of incidence rates within gender and age groups. Adenoma-level targets include preclinical cancer rates in adenomas by adenoma size. In total, we have 44 calibration targets from which to learn the CRC-SPIN model parameters.

2.3 Simulating Calibration Data

To estimate the posterior distribution of model parameters, for a given parameter vector \( \theta \), we simulate summary statistics \( \pi(\theta) \) that make up our calibration data. To reduce simulation error, we simulate a large number of individuals, \( m \), to estimate \( \pi(\theta) \). Simulations used to estimate \( \pi(\theta) \) also depend on the age- and sex-distribution of the individuals. Therefore, we must make assumptions about the age and sex distribution of study subjects. In general, studies described their samples by reporting the percentage of men and women, and the average and standard deviation of age. Unless information was provided by sex, we assumed the same age distribution for men and women. We modeled age distributions (used for embedded simulations) using a truncated normal distribution based on the reported mean, standard deviation, and age range. We used a grid search to select a truncated normal with mean and standard deviation closest to the observed values, based on a simple distance measure.

3 Sampling from Posterior Distributions via Incremental Mixture Approximate Bayesian Computation

Approximate Bayesian computation methods are likelihood-free techniques for simulating draws from the posterior distribution of model parameters given data, or in the case of MSMs, given observed calibration targets, \( O_1, \ldots, O_J \). In general terms, the method replaces the calculation of a likelihood with an approximation based on matching model simulations to the observed data using a set of goodness-of-fit metrics (Conlan et al., 2012). To determine whether the simulated data and the observed data are similar, one must define a distance metric, a tolerance level, and in the case of multiple targets, a statistic, or multiple statistics. In the context of MSMs, the published targets are themselves summary statistics, such as means and proportions, and we directly compare the simulated targets to the published targets. In practice, simulating \( \theta \) from the prior distribution can be very inefficient, because the prior and posterior distributions are often poorly aligned. To address these inefficiencies, many versions of ABC have been developed. Two popular variants are ABC-MCMC (Marjoram et al., 2003) and ABC-SMC (Toni et al., 2009). ABC-MCMC involves an initial rejection-based ABC step, but then generates new samples of \( \theta \) from a Markov kernel \( q(\theta \mid \theta^{(t-1)}) \) instead of the prior \( \pi(\theta) \). ABC-SMC is a parallel sequential ABC algorithm, based on a sequence of simulated samples, Markov transition kernels, and importance weights. ABC-SMC is adaptive, in that it allows the tolerance level \( \epsilon \), which determines whether simulated data is close to the observed data, to vary with each sample \( \theta^{(t)} \). As the tolerance level is reduced, the approximate posterior distribution should converge towards the true posterior distribution.

In general, ABC and its variants can be impractical or can fail when the parameter space is high dimensional or there are many summary statistics that the simulated data must approximate.
et al., 2017). This precludes their use in the context of MSMs, where there are usually many calibration targets. To address the problems with ABC and MCMC in the context of MSMs, while avoiding the calculation of the likelihood, we propose a new simulation based approach that we call incremental mixture approximate Bayesian computation (IMABC). IMABC is simulation-based with an initial ABC step, with later steps of the proposal distribution given by a mixture of normal distributions, with means and covariance matrices that are updated at each iteration. The algorithm shares similarities with IMIS (Steele et al., 2006; Raftery and Bao, 2010), which is an adaptive importance sampling algorithm that addresses the main shortcoming of Sampling Importance Resampling (SIR; Rubin, 1987), which is sensitivity to the proposal distribution (the prior distribution in SIR). In contrast to IMIS, IMABC does not rely on the likelihood, which can be difficult to estimate with sufficient precision for MSMs.

The IMABC algorithm begins in the same way as basic rejection-sampling ABC: A sample of \( N_0 \) points, \( \theta_1, \ldots, \theta_{N_0} \), is drawn from the prior distribution of model parameters, \( \pi(\theta) \). At each sampled point we simulate calibration targets, as described in the previous section. Let \( S_{ij} \) be the \( j \)th simulated target for the \( i \)th sampled point, where \( i = 1, \ldots, N_0 \), and \( j = 1, \ldots, J \). We base the ABC tolerance levels on \((1 - \alpha)\%\) confidence intervals for calibration targets, with the \( \alpha \)-level of the test akin to an ABC tolerance-level. The \( i \)th draw is accepted if all \( S_{ij}, j = 1, \ldots, J \), fall within the \((1 - \alpha)\%\) confidence interval of the observed targets \( O_j, j = 1, \ldots, J \). Simulating targets can be computationally intensive, so we begin by evaluating targets that are not time intensive to compute, and once a target is out of bounds, this entire point is rejected and there is no need to simulate the remaining, computationally intensive, targets. For high dimensional parameter spaces with a large number of targets, the initial \( \alpha \)-level, \( \alpha_0 \), may need to be very small to obtain acceptable points (e.g., \( \alpha < 0.0001 \)). The use of precisely estimated targets, based on large sample sizes or registry data, may also require very small \( \alpha \)-levels.

IMABC then proceeds by adding more points in the neighborhood of the “best” simulated targets (those that are closest to the observed targets) in the current sample. Points are added by sampling from a mixture of normal distributions that is centered at the \( m \) closest points with covariance matrices estimated based on points that are nearest to the centers. Like ABC-SMC, IMABC is adaptive, in that we update \( \alpha_k \) at each iteration \( k \). Specifically, we allow \( \alpha_k \) to increase at each iteration, thereby requiring model predictions to be closer to the targets in order to be deemed acceptable.

Figure 1: Preliminary results show that the model is learning the CRC-SPIN parameters, with posteriors being shifted from the priors, and in some cases uncovering multi-modal parameter distributions e.g., for changes in adenoma risk, suggesting a mode at a steady state region and a mode at a decreasing risk region.

The algorithm is complete once a sufficient number of draws have been obtained, such that the effective sample size (ESS) has reached a certain threshold and \( \alpha_k \) is sufficiently large (so that model predictions are close to targets). To estimate the ESS, we calculate likelihood-free importance weights that account for the difference between the prior and mixture proposal distribution. Once the ESS is large enough, we sample the desired number of draws from the posterior distribution by taking a weighted resample (with replacement) from all points identified as acceptable by IMABC, using the likelihood-free importance weights.
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