Deep Learning Technology in Pathological Image Analysis of Breast Tissue
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To explore the application value of the multilevel pyramid convolutional neural network (MPCNN) model based on convolutional neural network (CNN) in breast histopathology image analysis, in this study, based on CNN algorithm and softmax classifier (SMC), a sparse autoencoder (SAE) is introduced to optimize it. The sliding window method is used to identify cells, and the CNN+SMC pathological image cell detection method is established. Furthermore, the local region active contour (LRAC) is introduced to optimize it and the LRAC fine segmentation model driven by local Gaussian distribution is established. On this basis, the sparse automatic encoder is further introduced to optimize it and the MPCNN model is established. The proposed algorithm is evaluated on the pathological image data set. The results showed that the Acc value, F value, and Re value of pathological cell detection of CNN+SMC algorithm were significantly higher than those of the other two algorithms (P < 0.05). The Dice, OL, Sen, and Spe values of pathological image regional segmentation of CNN algorithm were significantly higher than those of the other two algorithms, and the difference was statistically significant (P < 0.05). The accuracy, recall, and F-measure of the optimized CNN algorithm for detecting breast histopathological images were 85.25%, 89.27%, and 80.09%, respectively. In the two databases with segmentation standards, the segmentation accuracy of MPCNN is 55%, 73.1%, 78.8%, and 82.1%. In the deep convolution network model, the training time of the MPCNN algorithm is about 80 min. It shows that when the feature dimension is low, the feature map extracted by MPCNN is more effective than the traditional feature extraction method.

1. Introduction

Breast cancer is the highest incidence rate of cancer in women. Breast tissue histopathologic images are highly accurate and reliable. They are commonly used in the diagnosis and classification of breast cancer. There is a certain correlation between the pathological grading of breast cancer and the morphology and topological structure of breast cancer. Histology is a science to study the microscopic results of animals and plants. It is not only a key step in modern diagnostic medicine but also a powerful tool to study the pathogenesis and biological treatment processes (such as cancer and embryogenesis) [1]. With digital pathological images, pathologists can observe and analyze by computer, not just face-to-face microscopic guess tissue slice analysis [2]. However, at present, the routine analysis of tissue sections can only be completed by a few pathologists, who are trained to complete this task at the cost of high cost [3]. The purpose of automatic pathological image analysis is to quickly find the lesion area or resected tumor tissue pathological grade in hundreds of whole scan images (WSIS) by using machine learning and image processing methods on the basis of digital pathological images [4] and automatically give a pathological grade and diagnostic information from visual pathological images [5]. According to the pathological grading standard of breast cancer [6], clinicopathologists can determine the pathological grading of breast cancer through the composition of the gland duct, nuclear heterogeneity, and the number of mitoses [7]. However, doctors’ subjective evaluation has the influence of emotion, fatigue, and disease slicing proficiency [8], resulting in differences in classification results, which is not
The computer-aided diagnosis system adopts a machine learning algorithm to develop an automatic quantitative analysis system [10].

With the rapid development of computer technology, automatic analysis of digital pathological images becomes possible [11]. With clinical experience, cell morphology and tissue structure surrounded by cells are one of the important bases for medical diagnosis [12]. Therefore, large-scale pathological image analysis focuses on the automatic identification of different types of cells and cell structures, such as epithelial cells, lymphocytes, and cancer cells [13]. Due to the irregularity of chromatin and nucleus, the size difference between normal cells and cancer cells is so large [14]. The surface morphology of normal cells or benign cells is small and uniform. However, malignant tumor cells are large and irregular, so morphological characteristics such as cell size are important bases for detecting different types of cells [15].

In addition, in most pathological images, cells are usually clustered and the edge of cells is not clear, which means that the detection of single cells and cell groups plays an important role in case image analysis [16]. Morphological characteristics such as location, density, size, shape, and extension structure of nucleus are important indicators for testing and analyzing tumor grading in pathological images [17]. The pathological grading system is also highly correlated with the morphology of the nucleus in pathological images. Therefore, cell morphology plays a very important role in cell detection. After the application of deep learning in pathological image analysis, a recent article on the application of convolutional neural network (CNN) in mitosis detection was published in icpr2012 and miccai2013 [18].

This article won the championship in the mitosis detection competition. The application of the deep learning method in pathological image analysis also attracted strong attention, and the deep learning or data-driven hierarchical image analysis method is likely to become an important processing method in digital pathological image analysis [19].

After people’s efforts, deep CNN was used to determine whether a block image was mitotic or nonmitotic cells. In [20], researchers used the CNN structure to classify cancer cells and noncancer cells in conjunction with a self-coding network. This study only used a layer of self-coding (AE) network as a high-level feature representation [21].

In the references, using CNN structure, each hidden layer had eight features NMP to classify cells in pathological images effectively [22]. In the study group, the multilayer sparse self-coding (SAE) network structure was used to learn the high-level feature representation to classify the cells. From the application and development of deep learning in pathological image analysis in recent years, the stability and robustness of deep learning were of great significance for digital pathological image processing. This method also achieved many exciting results. In the cell detection section, CNN was used.

In summary, there are some factors in the process of breast pathological tissue evaluation, such as the diversity of staining methods, the complexity of image scenes, and the difference of imaging methods, which lead to some deviation of the results. Therefore, based on the CNN algorithm, this study established the cell detection model of pathological images and the local region active contour (LRAC) cell segmentation method by optimizing it and applied it to the analysis of pathological images of breast tissues, so as to provide a reference for the diagnosis and prognosis of breast cancer.

2. Materials and Methods

2.1. Cell Detection Method for Pathological Images Based on the CNN Model.

The cell detection of pathological images is mainly composed of CNN and a softmax classifier (SMC). The weight matrix of unsupervised SAE learning is used as the initial filter of CNN. The CNN and SMC models are combined to train the network. The sliding window method is used to determine whether each image block is a cell. Finally, the purpose of cell detection of pathological images is achieved.

Before the pathological image cells are processed by the CNN algorithm, they need to transform the image information of the input image through the trained encoder. SAE enables the reconstructed input data to preserve the original information as much as possible in the encoding and decoding process. AE is composed of encoders, which can transform the input information into hidden information. The input information is supposed as \( Y \); its expression is as follows:

\[
Y = [y(1), y(2), \ldots, y(N)]^T.
\]  

Convert \( Y \) to \( D \) by AE; then, \( D \) can be expressed as follows:

\[
D(k) = [D_1(k), D_2(k), \ldots, D_{dk}(k)]^T.
\]  

The output layer is a decoder that reconstructs the approximate value \( \hat{Y} \) of the original information through an AE converted to \( D \).

AE converted the pathological image information \( Y \) into hidden information \( D \) through the input layer, extracted feature blocks from pathological images using an AE encoder (green box in Figure 1), and further reconstructed it into the approximate value \( \hat{Y} \) of pathological image information through the decoder of the output layer. The reconstructed pathological image was obtained by outputting it. The process of pathological image processing based on AE is shown in Figure 1.

CNN is mainly composed of convolution layer, maximum pool layer, full connection layer, and SMC layer. The pathological images are transmitted by CNN until the corresponding classification value is obtained. Assuming that the pathological image filter group processed by AE is \( C \), it can be expressed as follows:

\[
C_l = \{c_{l_1}, c_{l_2}, \ldots, c_{l_{d_l}}\}.
\]  

Here, \( k = \{1, 2, \ldots, d_{k_l}\} \), \( c_{l_k} \) represents filter \( m_l \times m_l \) in the \( l \) layer and \( d_{k_l} \) represents the number of filters in the \( l \) layer filter group \( C_l \). The linear filtering manipulation of
pathological images can be expressed as follows, wherein \( A_{p}^{l-1} \) is the input image block.

\[
j_{k}^{l} = A_{p}^{l-1} \ast c_{k}^{l}.
\]  

(4)

Assuming the input image block size is \( a^{l-1} \times a^{l-1} \), the number of features generated after filtering operation is \( d^{l}_{p} \); then, the filtered image size is as follows:

\[
(a^{l-1} - m^{l} + 1) \times (a^{l-1} - m^{l} + 1).
\]  

(5)

In order to effectively imitate the working principle of human brain neurons, it is necessary to activate the feature map of each layer after linear filtering through a nonlinear activation function. In this study, the sigmoid function is used as the activation function. The expression of the sigmoid function is as follows:

\[
f(j_{k}^{l}) = \frac{1}{1 + \exp(-j_{k}^{l})} = \frac{1}{1 + \exp\left(-A_{p}^{l-1} \ast c_{k}^{l}\right)}.
\]  

(6)

The pooling layer is based on the convolution layer operation, and the maximum value is extracted as the eigenvalue in the local range. Only the nonlinear operation of the mapped image is needed, and the size of the feature map of the image is expressed as follows:

\[
\left(\frac{a^{l-1} - m^{l} + 1}{s}\right) \times \left(\frac{a^{l-1} - m^{l} + 1}{s}\right).
\]  

(7)

In the equation, \( s \) is the size of the pooling operation.

The output layer of the classified CNN algorithm should be a classifier, and SMC is one of the commonly used classifiers in CNN. SMC is a supervised logistic regression model, and its calculation method is as follows:

\[
B^{C}_{i} \left(y_{i}^{l-1}\right) = \frac{1}{1 + \exp\left(-C_{i}^{l} y_{i}^{l-1}\right)}.
\]  

(8)

According to the logistic regression cost function, the cost function of softmax regression is as follows:

\[
f(C_{i}) = -\frac{1}{N} \sum_{i=1}^{N} C_{i} \log C_{i} \left[y_{i}\right] + \left[1 - y_{i}\right] \log \left[1 - C_{i}\right] y_{i}.
\]  

(9)

\( y_{i} \) represents training set, \( y_{i} \in \{1, 2, \ldots, k\} \).

The final category of image block obtained by sliding window for each image block is as follows:

\[
i = \arg \max \left[ p_{C_{i}}^{l} \left(y_{i}^{l-1}\right)\right].
\]  

(10)

Here, the probability that the image block \( x \) is classified into \( j \) is expressed with \( p_{C_{i}}^{l} \), and the calculation method is as follows:

\[
p_{C_{i}}^{l} = \frac{e^{\theta_{i}^{l} j}}{\sum_{j=1}^{k} e^{\theta_{i}^{l} j}}.
\]  

(11)

Here, \( \theta \) is the model parameter. \( 1/\sum_{i=1}^{k} e^{\theta_{i}^{l} j} \) is the normalized processing item of the probability distribution.

For the sliding window of pathological tissue image, the input image block was selected, and the CNN algorithm was used to detect the cells. The confidence interval of each cell was calculated, and the cell monitoring point was initialized to determine whether the cell threshold of the detection point reached the preset threshold. If the threshold was reached, the process ends and the detection result image was output. The specific process of CNN + SMC sliding window based on the convolutional network for detecting pathological image cells is shown in Figure 2.

2.2. LRAC Cells Segmentation Methods Based on CNN Initialization. In the image domain \( Q \), assuming that the radius of a circular region \( O_{x} \) is \( r \), the circular region can be expressed as follows:

\[
O_{x} = \{y : |x - y| \leq r\}.
\]  

(12)

By decomposing the whole image domain \( Q \) into \( i \) regions without overlapping \( \bigcup_{i=1}^{N} O_{i} \), the image domain \( Q \) satisfies the following conditions:

\[
O = \bigcup_{i=1}^{N} O_{i},
\]  

\[
O_{i} \cap O_{j} = \Phi,
\]  

\[
\forall i \neq j.
\]  

(13)

Here, \( N \) is the number of regions and \( i \) and \( j \) are different regions of decomposition.
$O_x$ represents the critical region generated by adjacent parts of different regions, and the $O_x$ posterior probability calculation method can be obtained based on the Bayesian theory:

$$P = \frac{P(A(y)|y \in O_x \cap O_x)P(y \in O_x \cap O_x)}{P[A(y)]}$$

(14)

Here, the gray value $A(y)$ of the given region is represented. $P(A(y))$ represents the prior probability of gray value $A(y)$. $O_x$ and $O_x$ denote two adjacent subregions.

Assuming that all prior probabilities are equal, when all products in a region $O_x$ reach maximum, the corresponding maximum posterior probability can be expressed as follows:

$$\prod_{i=1}^{N} \prod_{y \in Q_i \cap O_x} P_{i,x}[A(y)].$$

(15)

According to equation (15), the corresponding energy function minimum calculation method is as follows:

$$E = \sum_{i=1}^{N} \int_{Q_i \cap O_x} -\log P_{i,x}[A(y)]dy.$$  

(16)

Assume that $\alpha_i(x)$ and $\beta_i(x)$ represent the mean and variance of local Gaussian distribution.

$$P_{i,x}[A(y)] = \frac{1}{\sqrt{2\pi} \beta_i(x)} \exp \left[ \frac{\alpha_i(x) - A(y)^2}{2\beta_i(x)^2} \right].$$

(17)

Adding the weight parameter to the energy function can improve the image segmentation effect. The weight function term added in this study is as follows:

$$f(d) = \begin{cases} 
\frac{1}{a} \exp \left( -\frac{|d|^2}{2\sigma^2} \right), & |d| \leq P, \\
0, & |d| > P,
\end{cases}$$

(18)

where $a$ is a constant, $\int f(d) = 1$, and then, the objective function can be expressed as follows:

$$E = \sum_{i=1}^{N} \int_{Q_i} f(x - y)\log P_{i,x}[A(y)]dy.$$  

(19)

The total energy function can be expressed as follows:

$$\mathcal{E}(\phi; \alpha) = E + \beta E(\phi) + \alpha E(\phi),$$

(20)

where $\chi$ and $\delta$ are the weight parameters and $\varphi(\phi)$ is the smooth trend function. $\mathcal{R}(\phi)$ is the level set function.

The gradient descent method is used to solve the minimum value of the equation. The gradient descent equation can be expressed as expression (21), and the $e_1$ and $\varepsilon$ are weight function parameters.

$$\frac{\partial \phi}{\partial t} = -C_\varepsilon(\phi)(e_1 - \varepsilon) + \chi C_\varepsilon(\phi)\mathcal{R} \left( \frac{\nabla \phi}{|\nabla \phi|} \right)$$

(21)

According to the cell location detected by CNN + SMC, the location points of these cells were taken as the center, and the region of interest was selected around the cell center. In the region of interest, the adaptive threshold method was...
used to find the initial contour of the cell, and then, the LRAC was used for cell segmentation to obtain the cell segmentation image. The cell segmentation process of the LRAC model based on CNN initialization is shown in Figure 3.

2.3. Fast Feature Extraction Method Based on CNN. CNN algorithm for large-scale image convolution filtering process is slow, resulting in the fact that CNN parameter training time is long, and difficult to adjust. In this study, a multilevel pyramid convolutional neural network (MPCNN) model is established based on the CNN algorithm. Assuming that the kernel convolution region of feature graph A is $Q_i$, and 0 is the deviation of specific position $i$ on $Q_i$, the image position after conventional convolution operation in the deformable branch can be expressed as follows:

$$
Q_i = Q + A,
$$

$$
N_i = Q_i + O = Q + A + O,
$$

(22)

where $N_i$ represents a new coordinate value of image A after convolution operation.

The unsupervised training method of SAE was used to train deep learning, and then, the weight distribution method was used to train the model to accelerate the training speed. The specific process of the fast feature extraction method based on CNN is shown in Figure 4.

2.4. Experimental Data and Environment. The experimental data of this study came from three public breast cancer histopathological image databases. Date A was collected by David Rimm Laboratory of Yale University, Date B was collected by Bioimage Information Center of University of California Santa Barbara, and data set in Date C is breast histopathological images collected by the International United Health Pathology Laboratory (IUHPL). Three data sets are shown in Table 1.

Thirty $600 \times 600$ pixel image blocks in each database were randomly selected for model training set cell detection and segmentation. 50% of cells and noncells were selected, 5,000 for training, and the remaining 3,500 for testing.

The test processor is Intel(R) Core(TM)i7-3770 CPU@3.40GHz. Installation memory (RAM) is 16.0 GB, and the system type is 64-bit window 7 operating system. The development tools are MATLAB R2013a.

The positive samples in the pathological image database of breast cancer were overlapping cells, and the negative samples were pathological image blocks other than overlapping cells. The samples of positive and negative samples are shown in Figures 5 and 6.

2.5. Performance Evaluation of Pathological Image Detection Based on CNN Algorithm. The accuracy (Acc), recall (Re), true positive rate (TPR), false-positive rate (FPR), F-measure (F), intersection-over-union (IoU), and receiver operating characteristic (ROC) curves were used for quantitative evaluation:

\[
\text{Acc} = \frac{TP}{TP + FN}
\]

\[
\text{Re} = \frac{TP}{TP + FN}
\]

\[
\text{TPR} = \frac{TP}{TP + FN}
\]

\[
\text{FPR} = \frac{FP}{FP + TN}
\]

\[
F = 2 \times \frac{\text{Acc} \times \text{Re}}{\text{Acc} + \text{Re}}
\]

\[
\text{IoU} = \frac{TP}{TP + FP + FN}
\]

(23)

Here, TP represents the number of cells correctly detected. FN indicates the number of cells missed. TN represents the number of cells wrongly detected. FP represents the number of cells misdetections. ROC curve is used to evaluate the relationship between true positive and false positive. The area under the curve (AUC) is often used to quantify the performance of the indicator. The larger the AUC value, the better the classification effect.

Dice coefficient, overlap (OL), sensitivity (Sen), and specificity (Spe) were used to evaluate the regional segmentation performance. Dice coefficient is commonly used to evaluate the similarity between automatic image segmentation results and manual results. The Dice value range is $[0,1]$. The larger the Dice value is, the closer the automatic segmentation results are to the manual sketch results. The Dice coefficient, OL, Sen, and Spe methods are as follows:

\[
\text{Dice}(A, B) = \frac{2|A \cap B|}{|A| + |B|}
\]

\[
\text{OL} = \frac{|A \cap B|}{|A \cup B|}
\]

\[
\text{Sen} = \frac{|A \cap B|}{|B|}
\]

\[
\text{Spe} = \frac{|C - A \cap B|}{|C - B|}
\]

(24)

$A$ is the pixel set of automatically segmented images, and $B$ is the pixel set of manually sketched images. $C$ is the number of all pixels in the image.

3. Experimental Results

3.1. Accuracy Evaluation of Pathological Image Classification Based on CNN Algorithm. In three different databases, the cell detection results of pathological images based on the optimized CNN algorithm in this study were compared with those of iterative radial voting (IRV) [23] and maximum stable extremum region (MSER) [24] (Figures 7–9). In three different databases, the ROC AUC of the optimized CNN algorithm was the maximum, which was significantly greater than the other two algorithms.
3.2. Pathological Cell Detection and Regional Segmentation Results Analysis Based on CNN Algorithm. The results of pathological cell detection based on the CNN algorithm in this study were compared with those of IRV and MSER (Figure 10). The average Acc values of pathological cell detection in different databases by CNN, IRV, and MSER algorithms were \((85.94 \pm 7.45)\%\), \((62.81 \pm 5.36)\%\), and \((73.46 \pm 4.28)\%\), respectively. The average F values of pathological cells detected by CNN, IRV, and MSER algorithms in different databases were \((80.88 \pm 8.06)\%\), \((70.43 \pm 9.01)\%\), and \((59.27 \pm 4.53)\%\), respectively. The average Re values of pathological cells detected by CNN, IRV, and MSER algorithms in different databases were \((89.32 \pm 7.82)\%\), \((69.84 \pm 10.37)\%\), and \((50.25 \pm 3.17)\%\), respectively. The Acc value, F value, and Re value of pathological cell detection of CNN algorithm were significantly higher than those of the other two algorithms, and the differences were statistically significant \((P < 0.05)\).

The regional segmentation results of pathological images based on the CNN algorithm in this study were compared with those of IRV and MSER (Figure 11). The average Dice coefficients of regional segmentation of pathological images in different databases by CNN, IRV, and MSER algorithms were \((85.29 \pm 9.11)\%\), \((76.17 \pm 6.4)\%\), and \((58.66 \pm 6.23)\%\), respectively. The average OL values of regional segmentation of CNN, IRV, and MSER algorithms are \((72.61 \pm 6.27)\%\), \((62.33 \pm 6.72)\%\), and \((43.35 \pm 4.19)\%\), respectively. The average Sen values of regional segmentation of CNN, IRV, and MSER algorithms were \((82.34 \pm 9.08)\%\), \((68.7 \pm 6.78)\%\), and \((47.18 \pm 5.15)\%\), respectively. The average Spe values of regional segmentation of CNN, IRV, and MSER algorithms were \((99.76 \pm 0.92)\%\), \((99.53 \pm 1.17)\%\), and \((99.05 \pm 1.84)\%\), respectively. The Dice, OL, Sen, and Spe values of pathological image regional segmentation of CNN algorithm were significantly higher than those of the other two algorithms, and the differences were statistically significant \((P < 0.05)\).

3.3. Pathological Cell Detection and Regional Segmentation Pathological Results Analysis Based on CNN Algorithm. Experiments were mainly carried out from the qualitative aspects. The algorithm was detected and segmented in multiple databases. The qualitative analysis results (presented) are shown in Figure 12(a), which were the detection and evaluation results of CNN in the Date A database. The cell detection and segmentation of the original image based on CNN initialization were performed in 3.5 feet. The accuracy, recall, and F-measure of breast histopathological images were \(85.25\%\), \(89.27\%\), and \(80.09\%\), respectively. After detection, all kinds of cells were labeled according to different colors, in which red represented TP, indicating the correct cells. Green means FN, referring to missing cells. Yellow meant FP, referring to cells that were misdetected. The optimized CNN detection results showed that TP = 1455, FP = 326, and FN = 133.
Different methods were used for cell detection and region segmentation of breast histopathological images in data B, and the results of detection product segmentation were compared (Figure 13). The accuracy of detection of breast histopathological images using optimized CNN, IRV, and MSER algorithms was 85.86%, 61.94%, and 72.67%, respectively. The recall rates were 89.17%, 68.74%, and 49.85%, respectively. The F-measure values were 79.94%, 70.06%, and 59.17%, respectively. Optimized CNN detection results showed that TP = 322, FP = 68, and FN = 22. In the IRV algorithm detection results, TP = 228, FP = 90, and FN = 94. In the MSER algorithm detection results TP = 138, FP = 50, and FN = 224. The accuracy, recall rate, and TP value of the CNN algorithm were significantly higher than those of other algorithms ($P < 0.05$), and its FN value was significantly lower than that of other algorithms ($P < 0.05$).

| Database A | Database B | Database C |
|-----------|-----------|-----------|
| Number of cases | 50        | 46        | 35        |
| Pathological features | Estrogen receptor negative (LN, ER + BC) | Human breast cancer epithelial growth factor receptor 2 positive (HER2+) | Duct carcinoma |
| Tissue staining method | HE        | HE        | HE        |
| Image size | 2100 × 210 | 98 × 98   | 2050 × 2050 |

**Table 1: Basic information of the pathological tissue database.**

![Figure 5: Pathological image negative samples of adenocarcinoma.](image1)

![Figure 6: Pathological image positive samples of adenocarcinoma.](image2)

![Figure 7: ROC curve of different algorithms for pathological tissue detection in database 1.](image3)

![Figure 8: ROC curve of different algorithms for pathological tissue detection in database 2.](image4)
3.4. Analysis of Pathological Tissue Feature Extraction Results Based on CNN Algorithm.

The pathological tissue feature graph results extracted based on the CNN algorithm in this study were compared with the classical stress histogram results (Table 2, Figure 14). With the increasing of image dimension, the accuracy of feature image extraction by the two methods increased significantly, and when the dimension was the lowest value of 35, the accuracy of feature image extraction by the stress histogram method was significantly lower than that by the deep learning method, with a significant difference ($P < 0.01$). In the same one-dimensional number, the accuracy of the deep learning method was significantly higher than that of the stress histogram method, and the difference was statistically significant ($P < 0.05$).

The training time of the traditional CNN algorithm, the stress histogram method, and the MPCNN algorithm was further compared (Figure 15). The training error of the MPCNN algorithm was obviously faster than that of the traditional CNN algorithm and the stress histogram method, and the training time was significantly shortened. Under the same conditions, the training time of the MPCNN algorithm was about 80 min. The training time of the stress histogram was about 140 min, and the training time of the traditional CNN algorithm was about 200 min.

4. Discussion

In this study, a LRAC model initialized based on deep learning CNN was used for cell modeling, detection, and segmentation. The model included two aspects: (1) accurate cell detection and localization based on deep learning convolutional neural network and (2) automatic cell segmentation based on LRAC model [25]. In the cell detection module, the sparse self-made algorithm was adopted in this study. The convolution code was used to initialize the CNN, and then, the sliding window algorithm was used to detect various possible errors in the high-resolution pathological images. The CNN model was used to determine whether the image block was a cell. This method can automatically detect cells [26]. The intracellular division was in this module. In this module, on the basis of cell detection, the local adaptive threshold method was adopted to generate the initial contour around the cell. Then, based on the initial contour, the LRAC model driven by Gaussian distribution was adopted to segment the cell [27]. This study compared the two methods with the commonly used IRV and MSER. The qualitative comparison of the two methods was made on the database, and the results were given by recall rate to obtain the quantitative evaluation results. The abscissa of the ROC curve is FPR and the ordinate is TPR. For the classification result of an image, when the abscissa FPR becomes larger, the corresponding TPR value naturally decreases. Therefore, the closer the ROC curve is to the upper left corner, the better the performance of the classifier is. In addition, studies pointed out that the larger the AUC is, the better the classification effect is. The results showed that the ROC AUC of the optimized CNN algorithm was the maximum, which was significantly larger than the other two algorithms. This indicated that the classification performance of the optimized CNN algorithm in this study was significantly better than the other two algorithms. The results of pathological cell detection based on the CNN algorithm were compared with those of the IRV and MSER algorithms. The average Acc values of CNN, IRV, and MSER
algorithm for pathological cell detection in different databases were (85.94 ± 7.45)%, (62.81 ± 5.36)%, and (73.46 ± 4.28)%, respectively. The average F values of CNN, IRV, and MSER algorithms for detecting pathological cells in different databases were (80.88 ± 8.06)%, (70.43 ± 9.01)%, and (59.27 ± 4.53)%, respectively. The average Re values of CNN, IRV, and MSER algorithms were (89.32 ± 7.82)%, (69.84 ± 10.37)%, and (50.25 ± 3.17)%, respectively. The Acc
In the aspect of segmentation, this study adopted two evaluation criteria based on region and boundary, respectively, to evaluate the real image, and the results suggested that the average Dice coefficients of CNN, IRV, and MSER algorithms for pathological image region segmentation in different databases were (85.29 ± 9.11)%, (76.17 ± 6.4)% and (58.66 ± 6.23)% respectively. The average OL values of CNN, IRV, and MSER algorithms were (72.61 ± 6.27)%, (62.33 ± 6.72)%, and (43.35 ± 4.19)%, respectively. The average Spe values of CNN, IRV, and MSER algorithm for region segmentation were (99.76 ± 0.92)%, (99.53 ± 1.17)% and (99.05 ± 1.84)% respectively. The Dice, OL, Sen, and Spe values of the CNN algorithm in pathological image region segmentation were significantly higher than those of the other two algorithms, with statistical significance \(P < 0.05\). These results revealed that the CNN algorithm had obvious advantages in various indicators. The reason may be that the kernel weight parameter was introduced to optimize the cell segmentation process based on the LRAC model. At present, studies showed that the introduction of appropriate kernel weight parameters in the segmentation method can increase the image segmentation effect \([29]\). Besusparis et al. \(2016\) \([30]\) and Mouelhi et al. \(2018\) \([31]\) also established pathological tissue segmentation methods, and the results of this study were similar. However, during the experiment, it was found that there are still many techniques for CNN parameter adjustment. In addition, medical pathology plays an important role in the data collection of national images in our experiments.

Stress histogram feature is a histogram statistical feature based on gradient information and a human feature. In the pattern recognition of hand features, the stress histogram feature can be combined with the support vector machine for any degree of image classification, which can achieve good results. Many feature representation methods are based on the sparse histogram. In this study, the results of the pathological tissue feature graph extracted by the CNN algorithm were compared with the results of the classical stress histogram. The results showed that, with the increase of image dimension, the accuracy of the feature graph extracted by the two calculation methods increases significantly. Under the same dimension, the accuracy of the feature map extracted by the deep learning method was significantly higher than that by the stress histogram method. This indicated that the pathological tissue feature extraction effect of the deep learning method in this study was significantly better than that of the traditional stress histogram method, which provided a new research method for pathological tissue feature extraction. Medical pathologic image analysis and computer-aided diagnosis and prognosis are important research and the development of medical Image analysis and computer-aided diagnosis and prognosis have important significance and broad development prospects \([32]\). Our experimental results showed that the current effect is very good. Therefore, there is a long way to go for the analysis and research of pathological images. According to the special situation of pathological images, the in-depth study can still achieve good results in this field \([33]\). It is needed to continue to explore and

### Table 2: Comparison of effects of the stress histogram method and deep learning method in various dimensions.

| Representation | Dimensions | Stress histogram | Accuracy (%) | Deep learning | Accuracy (%) |
|---------------|------------|-----------------|--------------|--------------|--------------|
|               | 30×30      |                 | 27.1         | 55           |              |
|               | 45×45      |                 | 65.6         | 73.1         |              |
|               | 60×60      |                 | 70.3         | 78.8         |              |
|               | 75×75      |                 | 66.6         | 82.1         |              |

**Figure 14:** Comparison of stress histogram method and deep learning method in various dimensions (*\(^*\)statistically significant compared with the stress histogram, \(P < 0.05\); **\(^*\)a significant difference compared with the stress histogram, \(P < 0.01\)).

**Figure 15:** Comparison of training rates of different algorithms.
experiment. Based on the traditional CNN structure, an MPCNN structure was proposed, which took full account of the comprehensive information of multichannel images and the scale of input images. The experimental results indicated that, compared with the commonly used feature representation method, this method had great advantages. In addition, compared with the training speed, the training speed was greatly improved. The deep learning method proposed in this study has better performance than the traditional method. However, the parameter selection and adjustment of the sample with a base stress learning feature representation is still a big problem [34]. Different parameters can be learned, and compared with other classical feature representation methods, the selection method needs to be improved.

5. Conclusion

Based on the CNN algorithm, by introducing sparse self-coding, adaptive filter, and LRAC modules, this study realizes pathological tissue cell detection, cell segmentation, and fine segmentation, establishes a fast and effective MPCNN model, and applies it to breast pathological tissue image analysis. MPCNN model shares the low-level filter weights to the high-level filter weights to ensure that the training is only carried out on small image blocks, so as to improve the training speed. However, there are still some deficiencies. In this study, the image detection and segmentation model is preliminarily established without adding the global optimization process. In future work, the model will be further globally optimized, and the parameters will be adjusted. The instrument will apply it to effectively detect the number of filamentous cracks. It is believed that breast cancer pathological images can provide a more precise reference for the quantitative evaluation of tumor grading. In conclusion, based on the CNN algorithm, an effective breast tissue pathology image cell detection and segmentation method is established, which provides a basis for the diagnosis and prognosis of breast cancer and breast diseases.
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