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ABSTRACT

The remarkable performance of the pre-trained language model (LM) using self-supervised learning has led to a major paradigm shift in the study of natural language processing. In line with these changes, leveraging the performance of speech recognition systems with massive deep learning-based LMs is a major topic of speech recognition research. Among the various methods of applying LMs to speech recognition systems, in this paper, we focus on a cross-modal knowledge distillation method that transfers knowledge between two types of deep neural networks with different modalities. We propose an acoustic model structure with multiple auxiliary output layers for cross-modal distillation and demonstrate that the proposed method effectively compensates for the shortcomings of the existing label-interpolation-based distillation method. In addition, we extend the proposed method to a hierarchical distillation method using LMs trained in different units (senones, monophones, and subwords) and reveal the effectiveness of the hierarchical distillation method through an ablation study.

Index Terms— automatic speech recognition, knowledge distillation, multi-task learning, cross-modal distillation, language model, acoustic model

1. INTRODUCTION

Humans transmit language information through voice signals. Automatic speech recognition (ASR) is a technology that extracts language information in the spoken voice signal, facilitating natural communication between humans and machines. The acoustic model (AM) is a major component of the speech recognition system and plays a role in estimating meaningful recognition units (words, subwords, phonemes, letters, etc.) from a given speech signal. The AM learns the correlation between speech and text using a human-tagged speech-transcription paired dataset. However, if sufficient training data are not secured or a domain is mismatched between the training and test datasets, the performance of the speech recognition system is degraded, a considerable obstacle to the stable operation of the speech recognition system. One way to overcome this limitation is to use a language model (LM). The LM learns the conditional probability distribution of the word sequences using a large unannotated corpus and helps the speech recognition system trained only with limited paired data to model unseen words or sentences well. Recently, the deep learning-based LM [1, 2] has successfully overcome the long-term dependency problem and sparsity problem, which are shortcomings of the statistical LMs, and large-scale LMs pre-trained with self-supervised learning frameworks [3] have achieved remarkable success in the field of natural language processing.

Therefore, making full use of the remarkable performance of deep learning-based LMs in speech recognition systems is a major research direction for speech recognition technology. From shallow fusion [4] to re-scoring methods [5, 6], various studies have been conducted to apply deep learning-based LMs to ASR systems. Among these various research topics, we focus on methods using knowledge distillation [7, 8, 9]. The knowledge distillation method has advantages in that it does not increase the computation in the decoding process of the speech recognition system and can be combined with shallow fusion or re-scoring methods to further enhance recognition performance.

In this paper, we propose a novel knowledge distillation method based on multi-task learning and apply the proposed method to the AM of the hidden Markov model (HMM)-based hybrid speech recognition system [10] and the attention-based sequence-to-sequence (seq2seq) speech recognition model [11]. The proposed method outperforms the existing label-interpolation-based knowledge distillation in the seq2seq speech recognition system [8, 9] and has the advantage of operating more stably at various hyperparameter settings. Unlike the original knowledge distillation, the multi-task learning-based approach can transfer between neural networks with different output units (such as AM/LM in HMM-based speech recognition systems). Using these features, we propose a hierarchical distillation method that transfers the knowledge of multiple LMs with different output units to an HMM-based AM, effectively enhancing the classification performance of the AM. To the best of our knowledge, this is the first attempt to conduct knowledge distillation from pre-trained LMs to HMM-based AMs.
Fig. 1. Schematic diagram of hierarchical distillation method applied to DNN-HMM-based hybrid speech recognition system. In stage 1, we train LMs with different output units (senones, monophones, and subwords) through manual tokenization and G2P processes, and in stage 2, we transfer the knowledge of the trained LMs to a single acoustic model.

2. BACKGROUND

2.1. Knowledge distillation

A model ensemble of multiple models exhibits higher generalization performance than a single model [12]. [7] proposed a knowledge distillation method that can transfer the performance of a massive ensemble model to a lighter model. In [7], the knowledge of the teacher model is assumed to be compressed in its output distribution, and the student model is trained to mimic the output of the teacher model. Therefore, this method is also called the student-teacher method. The learning loss of the student network for knowledge distillation is as follows:

\[ L_{KD} = \sum_{i=1}^{K} D(\frac{\exp(v_i/T)}{\sum_j \exp(v_j/T)}, \frac{\exp(u_i)}{\sum_j \exp(u_j)}) \] (1)

where \( D \) is a distance measure, \((v, u)\) denote the unnormalized output of the (teacher, student) models, \( K \) represents the number of classes, and \( T \) is the temperature value.

2.2. Cross-modal distillation with the language model

Cross-modal distillation is a useful technique to alleviate the chronic data shortage problem of deep learning in that it can transfer knowledge learned with rich modalities to other modalities provided with only limited labeled data [13]. In this chapter, we briefly introduce the learn spelling from teachers (LST) method, a cross-modal distillation method proposed by [8]. The LST method transfers the knowledge of the teacher LM to the seq2seq AM sharing the same output unit using the loss function below:

\[ L_{LST} = \lambda L_{CE} + (1 - \lambda) L_{KD} \] (2)

where \( L_{CE} \) is the cross-entropy loss between student network output and true label and \( \lambda \in [0, 1] \) denotes the tuning factor. If the Kullback–Leibler divergence (KLD) is used as a distance measure for \( L_{KD} \), the above equation is equivalent to calculating the KLD between the new target distribution generated by interpolating two labels (soft label and hard label) and the output of the student network, where the soft label is the normalized teacher model output. The following equation can express this:

\[ L_{LST} = -\sum_{i=1}^{K} \hat{P}_i \log \frac{\exp u_i}{\sum_j \exp u_j} \] (3)

\[ \hat{P}_i = \lambda Y_i + (1 - \lambda) \frac{\exp(v_i/T)}{\sum_j \exp(v_j/T)} \]

where \( Y \) is a one-hot encoded true label distribution. Therefore, this method is referred to as label interpolation-based knowledge distillation [8]. This method concisely integrates supervised learning loss and knowledge distillation loss into one, but it has clear limitations. First, for label interpolation, the teacher and the student models must share the same output unit. This constraint limits the algorithm scalability; for example, it is impossible to distill knowledge between neural nets with different outputs, such as the LM and AM of an HMM-based speech recognition system. Second, label smoothing is performed in the label interpolation process, which can cause an under-confidence problem in the second and third best classes of the network output. We deal with these issues in more detail in the appendix [14]. Third, the LST method has two hyper-parameters \((T, \lambda)\) to adjust the soft label sharpness and interpolation ratio, and the network performance responds sensitively according to the setting of
the two tuning factors. Thus, when training a network with a new data set, the method must go through a hyper-parameter searching process that takes substantial time and computation. The proposed method separates the two tasks of supervised learning and knowledge distillation, solving the problems of the interpolation-based knowledge distillation method.

3. PROPOSED METHOD

3.1. A multi-task learning approach for knowledge distillation

The proposed multi-task learning-based knowledge distillation method is designed to compensate for the shortcomings of the label interpolation-based knowledge distillation method. As illustrated in Figure 1, the proposed AM consists of shared encoding layers (2D-convolution neural network (CNN) + transformer), two linear layers for supervised learning, and two auxiliary linear layers for knowledge distillation. Therefore, the proposed model has two outputs, and each output approximates a different target distribution (hard and soft labels):

\[
\mathcal{L}_{\text{proposed}} = - \sum_{i=1}^{K} (\lambda Y_i \log \frac{\exp u_{i}^{SL}}{\sum_j^K \exp u_{j}^{SL}} + (1 - \lambda) \frac{\exp(u_{i}/T)}{\sum_j^K \exp(u_{j}/T)} \log \frac{\exp u_{i}^{KD}}{\sum_j^K \exp u_{j}^{KD}})
\]

where \(u_{i}^{KD}\) is the unnormalized output for knowledge distillation and \(u_{i}^{SL}\) denotes the unnormalized output for supervised learning. We summarize the advantages of the proposed multi-task learning-based knowledge distillation method as follows:

1. The LST method has the constraint that the teacher and student share the same output unit. The proposed method is free from these constraints and is able to use pre-trained LM with various output units.

2. It is possible to transfer the knowledge of LMs with different output units to one AM, and knowledge distillation using various intermediate level units improves AM performance.

3. The LST method has two hyper-parameters \((T, \lambda)\), and the recognition performance varies greatly according to the change in hyper-parameters. The proposed method works stably in most hyper-parameter settings.

4. The LST model is trained by targeting the smoothed label generated through label interpolation, amplifying the calibration error for the second and third best classes of the AM. In addition, the calibration error of the AM leads to the deterioration of beam search decoding performance [15, 16]. The proposed method solves this problem by separating knowledge distillation and supervised learning tasks.

3.2. Hierarchical knowledge distillation through multi-task learning

A language has a hierarchical structure composed of sentences, words, and characters. [17, 18] used this hierarchical structure to improve the classification performance of AMs. Taking advantage of the multi-task learning approach, we transfer the knowledge of multiple LMs with different output units (mono phones and subwords) to a single deep neural network (DNN) HMM-based AM with a senone (decision-tree-based tri-phone) as the output unit. Two types of empirical techniques are needed to proceed with this hierarchical distillation. The first is a manual tokenizing and grapheme to phoneme (G2P) algorithm. Through this, we can replace the unannotated corpus with a smaller unit of interest, and the forced alignment can be replaced with the desired recognition unit through inverse transformation. The second is to align the LM posterior distribution and speech feature arrangement so that the DNN can be trained. As depicted in Figure 2, we create a frame-wise LM posterior from forced alignment so that the DNN can be trained. As depicted in Figure 1, we can replace the unannotated corpus with a smaller unit of interest, and the forced alignment can be replaced with the desired recognition unit through inverse transformation.

4. EXPERIMENTAL SETUP

4.1. Datasets

We conducted the experiments using the LibriSpeech dataset. The LibriSpeech dataset consists of 460h of the clean training set, 500h of the more challenging training set, and separate validation and test sets. In all experiments, we trained the ASR system using only 100h of the training set. The test set of LibriSpeech is divided into “clean” and “other”. We used the text corpus with about 40 million sentences from the LibriSpeech dataset for all LM training.

4.2. Model architecture

For the end-to-end (E2E) ASR experiment, we used an attention-based seq2seq structure. The encoder and decoder of the Seq2seq network consist of a transformer (12 and 6 layers, respectively), and two 2D-CNN-based subsampling layers are added to the encoder input. For E2E ASR, we used 5,000 subwords [19] as output units for both the LM and seq2seq AM. For LM training, we used a simple network structure in which four layers of long short-term memory were stacked after the embedding layer.

As an acoustic model of the DNN-HMM-based hybrid speech recognition system, we used a DNN structure in which 12 transformer layers and two linear output layers were stacked on top of a 2D-CNN of two layers. We created
forced-alignments for DNN training with the trained GMM-HMM model, and the forced-alignment consists of 4,160 senones. We additionally used a tri-gram-based external LM in the decoding process of an experiment using a hybrid speech recognition system [20]. The hybrid and Seq2Seq ASR systems were trained using the 80-dimensional filter bank feature, and spec-augmentation was applied to ensure stable performance [21]. The speech recognition systems we used in the experiments are based on the codes of ESPNet and Kaldi [22, 23].

5. RESULTS AND ANALYSIS

5.1. Learn spelling from teacher vs the proposed method

This chapter compares the differences between the interpolation-based knowledge distillation method and the proposed multitask learning approach. We used a seq2seq model with similar settings to [8] for the experiments, and let the both teacher network (LM) and student network (seq2seq) share the same output unit (5,000 subwords). As the first experiment, we diversified the interpolation factor (λ) in the loss function of (3). We fixed the $T$ value to 5.0, and the experimental results are presented at the top of Figure 3. Second, we added two task-specific layers to the seq2seq model decoder and performed knowledge distillation using the loss function of (4). We experimented by changing the value of λ while fixing the value of $T$ at 1.0. The experiment confirmed that the method of (3) is highly dependent on the λ value, and in some experiments, it has lower performance than the baseline model trained only with supervised learning. However, the proposed loss function, (4), exhibited more stable performance for various parameter settings and better performance than the interpolation method in all experiments.

5.2. Hierarchical knowledge distillation through multitask learning

In this chapter, we experimented with a hierarchical distillation method that transfers the knowledge of several LMs with different outputs to a single AM using multiple auxiliary layers. We trained three LMs of the same structure with different output units. The first LM shares the same output unit (4,160 senones) as the AM. The second LM was trained with 41 mono-phones (phones) as an output unit, and the last LM was trained with 5,000 subwords [19] as an output unit. In the knowledge distillation experiment using only one LM, the experiment using the subword unit demonstrated the highest relative performance gain of about 7.5%. In the hierarchical distillation experiment using multiple LMs, the experiment using all three LMs had the highest relative performance gain of 9%. We list these results in Table 1. These experimental results are consistent with the previous study in that adding an auxiliary task using the hierarchical structure of speech improves the classification performance of the AMs [17, 18].

6. CONCLUSION

In this study, we proposed a new acoustic model training method that combines multi-task learning and knowledge distillation. We experimentally demonstrated that the proposed method compensates for the weaknesses of the interpolation-based knowledge distillation method. In addition, we proposed a hierarchical distillation method using the hierarchical structure of speech, reducing the relative error rate of the speech recognition system by 9%. The knowledge distillation algorithm proposed in this study has a strong advantage: the distributed pre-trained LMs can be used regardless of the output unit if the appropriate manual tokenizing/G2P algorithm is secured. We plan to actively use this advantage to conduct knowledge distillation experiments with larger LMs, such as BERT [3] in the future.
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1. EXPECTED CALIBRATION ERROR

The purpose of model calibration is to ensure that the output probability distribution of the network accurately reflects the probability of correct answers for each class. Therefore, if a well calibrated model is used, we can grasp not only the prediction result but also the accuracy of the prediction. A perfectly calibrated network satisfies the following equation.

\[ P(Y = i | \hat{p}(X) = p) = p_i \quad \text{for} \quad i = 1, ..., k \]

where \( p = (p_1, ..., p_k) \), \( Y \) is the true label and \( \hat{p} \) is the output probability distribution of the \( k \)-class classification model. The most representative calibration measure is the expected calibration error (ECE) in Eq. (1).

\[
ECE = \sum_{i=1}^{b} \frac{|B_i|}{n} |\text{acc}(B_i) - \text{conf}(B_i)|, \quad (1)
\]

where \( b \) is the number of bins and \( n \) is the total number of data points. ECE measures the difference between accuracy and confidence (probability value for one best class) per bin. Also, it is also important to determine a suitable binning method for the calibration measurements. For this, we used a method of generating bins by sorting the classification results in mini-batch according to confidence scores. Alignment was performed once for each class and once for each mini-batch. If binning is performed in this way, the variance in the bin is minimized; this helps to identify calibration errors for each confidence value.

2. CALIBRATION METHODS

2.1. Label smoothing

The method that is often used to solve overconfidence in speech recognition systems is label smoothing. Label smoothing uses the target vector smoothed through the following equation for network training, and prevents the network from generating excessively large output values for one class. Many previous studies have shown that label smoothing is helpful for calibrating neural networks [?, ?, ?].

\[ y_{\text{smooth}} = y_{\text{hot}} - \epsilon(y_{\text{hot}} - \frac{1}{k}y_{\text{ones}}), \]

where \( y_{\text{ones}} = (1, ..., 1) \), \( y_{\text{hot}} \) are the one-hot target vectors, \( k \) is the number of classes, and \( \epsilon \in [0, 1] \), respectively.

2.2. Temperature scaling

Temperature scaling adjusts the sharpness of the output by dividing the unnormalized output of the network by the temperature value (\( t \)). The \( t \) value is trained in a direction that minimizes the loss for the validation set, and the parameters of the classification network are kept fixed during this process [?]. In the decoding process of the speech recognition system, a graph is searched for summing the probability distributions of independently trained modules as follows, and each \( t \) value is also independently trained for each module.

\[
W = \arg\max_W \left\{ \frac{1}{t_1} \log(P(X|W)) + \frac{1}{t_2} \log(P(W)) \right\}, \quad (2)
\]

where \( t_m \) is a scalar value, \( W \) is the word sequence and \( X \) is a feature.

3. LABEL SMOOTHING VS TEMPERATURE SCALING

Label smoothing and temperature scaling are both widely used calibration methods. Both methods have in common that they adjust the output distribution of the model using a
Fig. 1. Confidence is the posterior probability value for the Nth best class, and the calibration error is the difference between the average accuracy and the average confidence for each bin [?]. (a) A graph comparing the bin-wise averaged confidence and accuracy of top 3 classes of transformer AM calibrated using the temperature scaling method. We can see that the calibration error is relatively small. (b) This is the case calibrated using the label smoothing method, and the label smoothing method only generates a well calibrated posterior probability for the 1 best class (top), but tends to be under-confident for the 2nd and 3rd best (middle, bottom) classes. This is because the label smoothing method gives a small probability value for all trivial classes. This calibration error causes a problem in the beam search decoding stage [?, ?]. We created a graph by dividing the LibriSpeech test-other into 15 bins in total.

single scalar value (each $T, \epsilon$). However, while label smoothing is applied during model training, temperature scaling is different in that it is a post-hoc calibration method that adjusts the output of an already trained model. Many existing speech recognition papers have shown that label smoothing reduces the calibration error of the neural networks [?, ?, ?]. However, we show in Figure 1 that the label smoothing method reduces the 1-best class calibration error of the network, while amplifying the calibration error for the 2nd and 3rd best classes. The calibration error of these 2nd and 3rd best classes can hinder beam search decoding performance that combines multiple probabilistic models such as language models/acoustic models [?, ?].