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Abstract

The Submodular Welfare Maximization problem (SWM) captures an important subclass of combinatorial auctions and has been studied extensively from both computational and economic perspectives. In particular, it has been studied in a natural online setting in which items arrive one-by-one and should be allocated irrevocably upon arrival. In this setting, it is well known that the greedy algorithm achieves a competitive ratio of 1/2, and recently Kapralov et al. [21] showed that this ratio is optimal for the problem. Surprisingly, despite this impossibility result, Korula et al. [24] were able to show that the same algorithm is 0.5052-competitive when the items arrive in a uniformly random order, but unfortunately, their proof is very long and involved. In this work, we present an (arguably) much simpler analysis that provides a slightly better guarantee of 0.5096-competitiveness for the greedy algorithm in the random-arrival model. Moreover, this analysis applies also to a generalization of online SWM in which the sets defining a (simple) partition matroid arrive online in a uniformly random order, and we would like to maximize a monotone submodular function subject to this matroid. Furthermore, for this more general problem, we prove an upper bound of 0.576 on the competitive ratio of the greedy algorithm, ruling out the possibility that the competitiveness of this natural algorithm matches the optimal offline approximation ratio of 1 − 1/e.

Keywords: Submodular optimization, online auctions, greedy algorithms

∗Dept. of Statistics and Operations Research, Tel Aviv University, Israel. E-mail: niv.buchbinder@gmail.com
†Department of Mathematics and Computer Science, The Open University of Israel. E-mail: morane@openu.ac.il
‡Department of Computer Science, Technion, Israel. E-mail: filmus.yuval@gmail.com
§Department of Mathematics and Computer Science, The Open University of Israel. E-mail: mohitga@openu.ac.il
1 Introduction

The Submodular Welfare Maximization problem (SWM) captures an important subclass of combinatorial auctions and has been studied extensively from both computational and economic perspectives. In this problem we are given a set of \( m \) items and a set of \( n \) bidders, where each bidder has a non-negative monotone submodular utility function \( f \) and the objective is to partition the items among the bidders in a way that maximizes the total utility of the bidders. Interestingly, SWM generalizes other extensively studied problems such as maximum (weighted) matching and budgeted allocation (see [27] for a comprehensive survey).

SWM is usually studied in the value oracle model (see Section 2 for definition). In this model the best approximation ratio for SWM is \( 1 - (1 - 1/n)^n \geq (1 - 1/e) \) \( n \geq (1 - 1/e) \) [7, 15, 29]. A different line of work studies SWM in a natural online setting in which items arrive one-by-one and should be allocated irrevocably upon arrival. This setting generalizes, for example, online (weighted) matching and budgeted allocation [1, 6, 13, 20, 23, 28, 31]. It is well known that for this online setting the greedy approach that allocates each item to the bidder with the currently maximal marginal gain for the item is \( 1/2 \)-competitive, which is the optimal deterministic competitive ratio [17, 21]. While randomization is known to be very helpful for many special cases of online SWM (e.g., matching), Kapralov et al. [21] proved that, unfortunately, this is not the case for online SWM itself—i.e., no (randomized) algorithm can achieve a competitive ratio better than \( 1/2 \) for this problem (unless \( \text{NP} = \text{RP} \)).

A common relaxation of the online setting is to assume that the items arrive in a random order rather than in an adversarial one [8, 18]. This model was also studied extensively for special cases of SWM for which improved algorithms were obtained [18, 22, 25]. Surprisingly, unlike in the adversarial setting, Korula et al. [24] showed that the simple (deterministic) greedy algorithm achieves a competitive ratio of at least 0.5052 in the random arrival model. Unfortunately, the analysis of the greedy algorithm by Korula et al. [24] is very long and involves many tedious calculations, making it very difficult to understand why it works or how to improve it.

1.1 Our Results

In this paper, we study the problem of maximizing a monotone submodular function over a (simple) partition matroid. This problem is a generalization of SWM (see Section 2 for exact definitions and a standard reduction between the problems) in which a ground set \( \mathcal{N} \) is partitioned into disjoint non-empty sets \( P_1, P_2, \ldots, P_m \). The goal is to choose a subset \( S \subseteq \mathcal{N} \) that contains at most one element from each set \( P_i \) and maximizes a given non-negative monotone submodular function \( f \).\(^2\)

We are interested in the performance of the greedy algorithm for this problem when the sets \( P_i \) are ordered uniformly at random. A formal description of the algorithm is given as Algorithm 1.

It is well known that for a fixed (rather than random) permutation \( \pi \), the greedy algorithm achieves exactly \( 1/2 \)-approximation [17]. We prove the following result.

Theorem 1. Algorithm 1 achieves an approximation ratio of at least 0.5096 for the problem of maximizing a non-negative monotone submodular function subject to a partition matroid constraint.

Through a standard reduction from SWM, this result yields the same guarantee also on the performance of the greedy algorithm for SWM in the random order model. Thus, the result both

---

1A set function \( f : 2^\mathcal{N} \rightarrow \mathbb{R} \) is monotone if \( f(S) \leq f(T) \) for every two sets \( S \subseteq T \subseteq \mathcal{N} \) and submodular if \( f(S \cup \{u\}) - f(S) \geq f(T \cup \{u\}) - f(T) \) for every two such sets and an element \( u \in \mathcal{N} \setminus T \).

2This constraint on the set of items that can be selected is equivalent to selecting an independent set of the partition matroid \( \mathcal{M} \) defined by the partition \( \{P_1, P_2, \ldots, P_m\} \).
Algorithm 1: Random Order Greedy($f, M$)

1. Initialize: $A_0 \leftarrow \emptyset$.
2. Let $\pi$ be a uniformly random permutation of $[m]$.
3. for $i = 1$ to $m$ do
   4. Let $u_i$ be the element $u \in P_{\pi(i)}$ maximizing $f(u | A_{i-1}) \triangleq f(A_{i-1} \cup \{u\}) - f(A_{i-1})$.
   5. $A_i \leftarrow A_{i-1} \cup \{u_i\}$.
4. Return $A_m$.

generalizes and improves over the previously known 0.5052-approximation [24]. Our analysis is also arguably simpler, giving a direct, clean, and short proof that avoids the use of factor revealing LPs.

It should also be mentioned that the result of Korula et al. [24] represents the first combinatorial algorithm for offline SWM achieving a better approximation ratio than $1/2$. Analogously, our result is a combinatorial algorithm achieving a better than $1/2$ approximation ratio for the more general problem of maximizing a non-negative monotone submodular function subject to a partition matroid constraint. We remark that in a recent work Buchbinder et al. [4] described a (very different) offline combinatorial algorithm which achieves a better than $1/2$ approximation for the even more general problem of maximizing a non-negative monotone submodular function subject to a general matroid constraint. However, the approximation guarantee achieved in [4] is worse, and the algorithm is more complicated and cannot be implemented in an online model.

The greedy algorithm in the random arrival model is known to be $(1 - 1/e)$-competitive for special cases of SWM [13]. For online SWM it is an open question whether the algorithm achieves this (best possible) ratio. However, for the more general problem of maximizing a monotone submodular function over a partition matroid, the following result answers this question negatively. In fact, the result shows that the approximation ratio obtained by the greedy algorithm is quite far from $1 - 1/e \approx 0.632$.

**Theorem 2.** There exist a partition matroid $M$ and a non-negative monotone submodular function $f$ over the same ground set such that the approximation ratio of Algorithm 1 for the problem of maximizing $f$ subject to the constraint defined by $M$ is at most $19/33 \leq 0.576$.

1.2 Our Technique

The proof we describe for Theorem 1 consists of two parts. In the first part (Section 3.1), we show that when the greedy algorithm considers sets of the partition in a random order, it gains most of the value of its output set during its first iterations (Lemma 3.4). For example, after viewing 90% of the sets the algorithm already has $49.5\%$ of the value of the optimal solution, which is $99\%$ of its output guarantee according to the standard analysis. Thus, to prove that the greedy algorithm has a better than $1/2$ approximation ratio, it suffices to show that it gets a non-negligible gain from its last iterations.

In the second part of our analysis (Section 3.2), we are able to show that this is indeed the case. Intuitively, in this part of the analysis we view the execution of Algorithm 1 as having three stages defined by two integer values $0 < r \leq r' < m$. The first stage consists of the first $r$ iterations of the algorithm, the second stage consists of the next $r' - r$ iterations and the last stage consists of the remaining $m - r'$ iterations. As explained above, by Lemma 3.4 we get that if $r'$ is large enough, then $f(A_{r'})$ is already very close to $f(OPT)/2$, where $OPT$ is an optimal solution. We use two steps to prove that $f(A_m)$ is significantly larger than $f(A_{r'})$, and thus, achieves a better than $1/2$ approximation ratio. In the first step (Lemma 3.5), we use symmetry to argue that there are
two independent sets of $M$ that consist only of elements that Algorithm 1 can pick in its second and third phases, and in addition, the value of their union is large. One of these sets consists of the elements of $OPT$ that are available in the final $m - r$ iterations, and the other set (which we denote by $C$) is obtained by applying an appropriately chosen function to these elements of $OPT$.

In the second step of the analysis, implemented by Lemma 3.6, we use the fact that the final $m - r'$ elements of $C$ are a random subset of $C$ to argue that they have a large marginal contribution even with respect to the final solution $A_m$. Combining this with the observation that these elements represent a possible set of elements that Algorithm 1 could pick during its last stage, we get that the algorithm must have made a significant gain during this stage.

1.3 Additional Related Results

The optimal approximation ratio for the problem of maximizing a monotone submodular function subject to a partition matroid constraint (and its special case SWM) is obtained by an algorithm known as (Measured) Continuous Greedy [7, 15]. Unfortunately, this algorithm is problematic from a practical point of view since it is based on a continuous relaxation and is quite slow. As discussed above, our first result can be viewed as an alternative simple combinatorial algorithm for this problem, and thus, it is related to a line of work that aims to find better alternatives for Continuous Greedy [3, 5, 16, 30].

While the problem of maximizing a monotone submodular function subject to a partition matroid was studied almost exclusively in the value oracle model, the view of SWM as an auction has motivated its study also in an alternative model known as the demand oracle model. In this model a strictly better than $(1 - 1/e)$-approximation is known for the problem [12].

Another online model, that can be cast as a special case of the random arrival model and was studied extensively, is the i.i.d. stochastic model. In this model input items arrive i.i.d. according to a known or unknown distribution. In the i.i.d. model with a known distribution improved competitive ratios for special cases of SWM are known [2, 14, 19, 26]. Moreover, for the i.i.d. model with an unknown distribution a $(1 - 1/e)$-competitive algorithm is known for SWM as well as for several of its special cases [9, 10, 21].

2 Preliminaries

For every two sets $S, T \subseteq \mathcal{N}$ we denote the marginal contribution of adding $T$ to $S$, with respect to a set function $f$, by $f(T \mid S) \triangleq f(T \cup S) - f(S)$. For an element $u \in \mathcal{N}$ we use $f(u \mid S)$ as shorthands for $f(\{u\} \mid S)$—note that we have already used this notation previously in Algorithm 1.

Following are two useful claims that we use in the analysis of Algorithm 1. The first of these claims is a rephrased version of a useful lemma which was first proved in [11], and the other is a well known technical observation that we prove here for completeness.

**Lemma 2.1** (Lemma 2.2 of [11]). Let $f : 2^{\mathcal{N}} \rightarrow \mathbb{R}$ be a submodular function, and let $T$ be an arbitrary set $T \subseteq \mathcal{N}$. For every random set $T_p \subseteq T$ which contains every element of $T$ with probability $p$ (not necessarily independently),

$$
\mathbb{E}[f(T_p)] \geq (1 - p) \cdot f(\emptyset) + p \cdot f(T).
$$

**Observation 2.2.** For every sets two $S_1 \subseteq S_2 \subseteq \mathcal{N}$ and an additional set $T \subseteq \mathcal{N}$, it holds that

$$
f(S_1 \mid T) \leq f(S_2 \mid T) \quad \text{and} \quad f(T \mid S_1) \geq f(T \mid S_2).
$$
Proof. The first inequality holds since the monotonicity of $f$ implies that
\[
f(S_1 \mid T) = f(S_1 \cup T) - f(T) \leq f(S_2 \cup T) - f(T) = f(S_2 \mid T),
\]
and the second inequality holds since
\[
f(T \mid S_1) \geq f(T \mid S_1 \cup (S_2 \setminus T)) = f(T \cup S_2) - f(S_1 \cup (S_2 \setminus T))
\geq f(T \cup S_2) - f(S_2) = f(T \mid S_2),
\]
where the first inequality follows from submodularity and the second from monotonicity.

The Submodular Welfare Maximization problem (SWM). In this problem we are given a set $\mathcal{N}$ of $m$ items and a set $\mathcal{B}$ of $n$ bidders. Each bidder $i$ has a non-negative monotone submodular utility function $f_i: 2^\mathcal{N} \to \mathbb{R}_\geq 0$; and the goal is to partition the items among the bidders in a way that maximizes $\sum_{i=1}^m f_i(S_i)$ where $S_i$ is the set of items allocated to bidder $i$.

Maximizing a monotone submodular function over a (simple) partition matroid. In this problem we are given a partition matroid $\mathcal{M}$ over a ground set $\mathcal{N}$ and a non-negative monotone submodular function $f: 2^\mathcal{N} \to \mathbb{R}_\geq 0$. A partition matroid is defined by a partition of its ground set into non-empty disjoint sets $P_1, P_2, \ldots, P_m$. A set $S \subseteq \mathcal{N}$ is independent in $\mathcal{M}$ if $|S \cap P_i| \leq 1$ for every set $P_i$, and the goal in this problem is to find a set $S \subseteq \mathcal{N}$ that is independent in $\mathcal{M}$ and maximizes $f$.

In this work we make the standard assumption that the objective function $f$ can be accessed only through a value oracle, i.e., an oracle that given a subset $S$ returns the value $f(S)$.

A standard reduction between the above two problems. Given an instance of SWM, we construct the following equivalent instance of maximizing a monotone submodular function subject to a partition matroid. For each item $u \in \mathcal{N}$ and bidder $i \in \mathcal{B}$, we create an element $(u, i)$ which represents the assignment of $u$ to $i$. Additionally, we define a partition of these elements by constructing for every item $u$ a set $P_u = \{(u, i) \mid i \in \mathcal{B}\}$. Finally, for a subset $S$ of the elements, we define
\[
f(S) = \sum_{i \in \mathcal{B}} f_i(\{u \in \mathcal{N} \mid (u, i) \in S\}).
\]
One can verify that for every independent set $S$ the value of $f$ is equal to the total utility of the bidders given the assignment represented by $S$; and moreover, $f$ is non-negative, monotone and submodular.

It is important to note that running a greedy algorithm that inspects the partitions in a random order after this reduction is the same as running the greedy algorithm on the original SWM instance in the random arrival model.

Additional technical reduction. Our analysis of Algorithm 1 uses two integer parameters $0 < r \leq r' < m$. A natural way to choose these parameters is to set them to $r = \alpha m$ and $r' = \beta m$, where $\alpha$ and $\beta$ are rational numbers. Unfortunately, not for every choice of $\alpha, \beta$ and $m$ these values are integral. The following reduction allows us to bypass this technical issue.

Reduction 2.3. For any fixed choice of two rational values $\alpha, \beta \in (0, 1)$, one may assume that $\alpha m$ and $\beta m$ are both integral for the purpose of analyzing the approximation ratio of Algorithm 1.
Proof. Since $\alpha$ and $\beta$ are positive rational numbers, they can be represented as ratios $a_1/a_2$ and $b_1/b_2$, where $a_1$, $a_2$, $b_1$ and $b_2$ are all natural numbers. This implies that we can make $\alpha m$ and $\beta m$ integral by increasing $m$ by some integer value $0 \leq m' < a_2b_2$. To achieve this increase, we introduce $m'$ new dummy elements into the ground set and extend the objective function and partition matroid in the following way. Let $D$ be the set of the $m'$ dummy elements.

- For every set $S$ that contains dummy elements, we define $f(S) = f(S \setminus D)$.
- For every dummy element $d \in D$, we introduce a new set that contains only $d$ into the partition defining the matroid. Note that this implies that a set $S$ that contains dummy elements is independent if and only if $S \setminus D$ is independent.

One can observe that this extension does not change the value of the optimal solution. Additionally, we observe that the extension does not affect the distribution of the value of the output set of Algorithm 1 because the fact that the algorithm added a dummy element to its solution does not affect either the current value of the solution or the marginals of elements considered later (in other words, the extension makes the algorithm have $m'$ new meaningless iterations in which it picks dummy elements, but it does not affect the behavior of the algorithm in the other iterations).

The above observations imply that the approximation ratio of Algorithm 1 is not affected by the extension, and thus, the approximation that the algorithm has for the extended instance (in which $\alpha m$ and $\beta m$ are integral) holds for the original instance as well. 

### 3 Analysis of the Approximation Ratio

In this section, we analyze Algorithm 1 and lower bound its approximation ratio. The analysis is split between Sections 3.1 and 3.2. In Section 3.1 we present a basic (and quite standard) analysis of Algorithm 1 which only shows that it is a $1/2$-approximation algorithm, but proves along the way some useful properties of the algorithm. In Section 3.2 we use these properties to present a more advanced analysis of Algorithm 1 which shows that it is a $0.5096$-approximation algorithm (and thus proves Theorem 1).

Let us now define some notation that we use in both parts of the analysis. Let $OPT$ be an optimal solution (i.e., an independent set of $M$ maximizing $f$). Note that since $f$ is monotone we may assume, without loss of generality, that $OPT$ is a base of $M$ (i.e., it includes exactly one element of the set $P_i$ for every $1 \leq i \leq m$). Additionally, for every set $T \subseteq N$ we denote by $T^{(i)}$ the subset of $T$ that excludes elements appearing in the first $i$ sets out of $P_1, P_2, \ldots, P_m$ when these sets are ordered according to the permutation $\pi$. More formally,

$$T^{(i)} = T \setminus \bigcup_{j=1}^{i} P_{\pi(j)} = T \cap \bigcup_{j=i+1}^{m} P_{\pi(j)}.$$

Since $\pi$ is a uniformly random permutation and $OPT$ contains exactly one element of each set $P_i$ (due to our assumption that it is a base of $M$), we get the following observation as an immediate consequence.

**Observation 3.1.** For every $0 \leq i \leq m$, $OPT^{(i)}$ is a uniformly random subset of $OPT$ of size $m - i$.

### 3.1 Basic Analysis

In this section, we present a basic analysis of Algorithm 1. Following is the central lemma of this analysis which shows that the expression $f(A_i) + f(S \cup A_i \cup T^{(i)})$ is a non-decreasing function of $i$.
for every pair of set $S \subseteq \mathcal{N}$ and base $T$ of $\mathcal{M}$ (recall that $A_i$ is the set constructed by Algorithm $\Pi$ during its $i$-th iteration). It is important to note that this lemma holds deterministically, i.e., it holds for every given permutation $\pi$.

**Lemma 3.2.** For every subset $S \subseteq \mathcal{N}$, base $T$ of $\mathcal{M}$ and $1 \leq i \leq m$,

$$f(A_i) + f(S \cup A_i \cup T^{(i)}) \geq f(A_{i-1}) + f(S \cup A_{i-1} \cup T^{(i-1)}) .$$

**Proof.** Observe that

$$f(A_i) - f(A_{i-1}) = f(u_i | A_{i-1}) \geq f(T \cap P \pi(i) | A_{i-1}) \geq f(T \cap P \pi(i) | S \cup A_{i-1} \cup T^{(i)})$$

$$= f(S \cup A_{i-1} \cup T^{(i-1)}) - f(S \cup A_{i-1} \cup T^{(i)})$$

$$\geq f(S \cup A_{i-1} \cup T^{(i-1)}) - f(S \cup A_{i} \cup T^{(i)}) ,$$

where the first inequality follows from the greedy choice of the algorithm, the second inequality holds due to Observation 2.2 and the final inequality follows from the monotonicity of $f$. □

The following is an immediate corollary of the last lemma. Note that, like the lemma, it is deterministic and, thus, holds for every permutation $\pi$.

**Corollary 3.3.** For every subset $S \subseteq \mathcal{N}$, base $T$ of $\mathcal{M}$ and $0 \leq i \leq m$,

$$f(A_m) + f(S \cup A_m) \geq f(A_i) + f(S \cup A_i \cup T^{(i)}) \geq f(S \cup T) .$$

**Proof.** Since $f(A_i) + f(S \cup A_i \cup T^{(i)})$ is a non-decreasing function of $i$ by Lemma 3.2

$$f(A_m) + f(S \cup A_m \cup T^{(0)}) \geq f(A_i) + f(S \cup A_i \cup T^{(0)}) \geq f(A_0) + f(S \cup A_0 \cup T^{(0)}) .$$

The corollary now follows by recalling that $A_0 = \emptyset$, observing that $f(A_0) \geq 0$ since $f$ is non-negative and noticing that by definition $T^{(0)} = \emptyset$. □

By choosing $S = \emptyset$ and $T = OPT$, the last corollary yields $f(A_m) \geq 1/2 \cdot f(OPT)$, which already proves that Algorithm $\Pi$ is a $1/2$-approximation algorithm as promised. The following lemma strengthens this result by showing a lower bound on the value of $f(A_i)$ for every $0 \leq i \leq m$. Note that this lower bound, unlike the previous one, holds only in expectation over the random choice of the permutation $\pi$. Let $g(x) \triangleq x - x^2/2$.

**Lemma 3.4.** For every $0 \leq i \leq m$, $\mathbb{E}[f(A_i)] \geq g(i/m) \cdot f(OPT)$.

**Proof.** As explained above, for $i = m$ the lemma follows from Corollary 3.3. We prove the lemma for the other values of $i$ by induction. For $i = 0$ the lemma holds, even without the expectation, due to the non-negativity of $f$ since $g(0) = 0$. The rest of the proof is devoted to showing that the lemma holds for $1 \leq i < m$ assuming that it holds for $i - 1$.

Let $\pi_{i-1}$ be an arbitrary injective function from $\{1, \ldots, i - 1\}$ to $\{1, \ldots, m\}$, and let us denote by $\mathcal{E}(\pi_{i-1})$ the event that $\pi(j) = \pi_{i-1}(j)$ for every $1 \leq j \leq i - 1$. Observe that conditioned on this event the sets $A_{i-1}$ and $OPT^{(i-1)}$ become deterministic. For $OPT^{(i-1)}$ this follows from the definition, and for $A_{i-1}$ this is true because Algorithm $\Pi$ uses the values of $\pi$ only for the numbers in $\{1, \ldots, i - 1\}$ for constructing $A_{i-1}$. Thus, conditioned on $\mathcal{E}(\pi_{i-1})$,

$$\mathbb{E}[f(A_i) - f(A_{i-1})] = \mathbb{E}[f(u_i | A_{i-1})] \geq \mathbb{E}[f(OPT \cap P \pi(i) | A_{i-1})] = \sum_{u \in OPT^{(i-1)}} f(u | A_{i-1}) \geq \frac{f(OPT^{(i-1)} | A_{i-1})}{m - i + 1} \geq \frac{f(OPT^{(i-1)}) - 2f(A_{i-1})}{m - i + 1} ,$$
where the first inequality follows from the greedy choice of Algorithm 1, the second equality holds since the conditioning on \(E(\pi_{i-1})\) implies that \(OPT \cap P_{\pi(i)}\) is a uniformly random element of \(OPT_{i-1}\), the second inequality follows from the submodularity of \(f\) and the last inequality follows from the second inequality of Corollary 3.2 by choosing \(S = \emptyset\) and \(T = OPT\).

Now, taking expectation over all the possible choices of \(\pi_{i-1}\), we get

\[
\mathbb{E}[f(A_i)] \geq \mathbb{E}[f(A_{i-1})] + \frac{f(OPT) - 2\mathbb{E}[f(A_{i-1})]}{m - i + 1} = \frac{m - i - 1}{m - i + 1} \cdot \mathbb{E}[f(A_{i-1})] + \frac{f(OPT)}{m - i + 1} \geq \frac{m - i - 1}{m - i + 1} \cdot g\left(\frac{i - 1}{m}\right) \cdot f(OPT) + \frac{f(OPT)}{m - i + 1} = \left[g\left(\frac{i - 1}{m}\right) + \frac{1 - 2g\left(\frac{i - 1}{m}\right)}{m - i + 1}\right] \cdot f(OPT),
\]

where the second inequality follows from the induction hypothesis (since \(i \leq m - 1\)). Using the observations that the derivative \(g'(x) = 1 - x\) of \(g(x)\) is non-increasing and obeys \(g'(x) = (1 - 2g(x))/(1 - x)\), the last inequality yields

\[
\frac{\mathbb{E}[f(A_i)]}{f(OPT)} \geq g\left(\frac{i - 1}{m}\right) + \frac{1 - 2g\left(\frac{i - 1}{m}\right)}{m - i + 1} = g\left(\frac{i - 1}{m}\right) + \frac{g\left(\frac{i - 1}{m}\right)}{m} \geq g\left(\frac{i - 1}{m}\right) + \int_{(i-1)/m}^{i/m} g'(x)dx = g(i/m). \quad \square
\]

### 3.2 Breaking \(1/2\): An Improved Analysis of Algorithm 1

In this section, we use the properties of Algorithm 1 proved in the previous section to derive a better than \(1/2\) lower bound on its approximation ratio and prove Theorem 1. As explained in Section 1.2, we view here an execution of Algorithm 1 as consisting of three stages, where the places of transition between the stages are defined by two integer parameters \(0 < r \leq r' < m\) whose values are chosen later in this section. The first lemma that we present (Lemma 3.5) uses a symmetry argument to prove that there are two (not necessarily distinct) independent sets of \(m - r\) places of transition between the stages.

**Lemma 3.5.** There exists a function \(h: 2^N \to 2^N\) such that

(a) for every \(1 \leq i \leq m\) and set \(S \subseteq N\), \(|P_i \cap h(S)| = |P_i \cap S|\).

(b) \(\mathbb{E}[f(h(OPT^{(r)} \cup OPT^{(r)}) \cup OPT^{(r')})] \geq f(OPT) - c^{-1} \cdot \mathbb{E}[f(A_m \mid A_{m-r})].\)

**Proof.** Given Part (b) of the lemma, it is natural to define \(h(S)\), for every set \(S \subseteq N\), as the set \(T\) maximizing \(f(T \cup S)\) among all the sets obeying Part (a) of the lemma (where ties are broken in an arbitrary way). In the rest of the proof we show that this function indeed obeys Part (b).

Observe that

\[
f(A_{m-r} \cup (OPT \setminus OPT^{(m-r)})) = f(OPT \setminus OPT^{(m-r)} \mid A_{m-r}) + f(A_{m-r})
\]

\[
geq f(OPT \setminus OPT^{(m-r)} \mid A_{m-r} \cup OPT^{(m-r)}) + f(A_{m-r})
\]

\[
= f(A_{m-r} \cup OPT) - f(OPT^{(m-r)} \mid A_{m-r}) \geq f(OPT) - f(OPT^{(m-r)} \mid A_{m-r})
\]

where first inequality follows from Observation 2.2 and the second follows by the monotonicity of \(f\). We now note that the last \(r\) iterations of Algorithm 1 can be viewed as a standalone execution.
of this algorithm on the partition matroid defined by the sets $P_{m-r+1}, \ldots, P_m$ and the objective function $f(\cdot | A_{m-r})$. Thus, by the definition of $c$, the expected value of $f(OPT^{(m-r)} | A_{m-r})$ is at most $c^{-1} \cdot \mathbb{E}[f(A_m \setminus A_{m-r} | A_{m-r})] = c^{-1} \cdot \mathbb{E}[f(A_m | A_{m-r})]$. Combining this with the previous inequality, we get

$$
\mathbb{E}[f(h(OPT \setminus OPT^{(m-r)}) \cup (OPT \setminus OPT^{(m-r)}))] 
\geq \mathbb{E}[f(OPT) - f(OPT^{(m-r)} | A_{m-r})] 
\geq f(OPT) - c^{-1} \cdot \mathbb{E}[f(A_m | A_{m-r})]
$$

where the first inequality holds due to the definition of $h$ since $A_{m-r}$ obeys Part (1) of the lemma (for $S = OPT \setminus OPT^{(m-r)}$).

To prove the lemma it remains to observe that by Observation 3.1 the random sets $OPT \setminus OPT^{(m-r)}$ and $OPT^{(r)}$ have the same distribution, which implies that $f(h(OPT \setminus OPT^{(m-r)}) \cup (OPT \setminus OPT^{(m-r)}))$ and $f(h(OPT^{(r)}) \cup OPT^{(r)})$ have the same expectation.

Let us denote $C = h(OPT^{(r)})$. Note that $C$ is a random set since $OPT^{(r)}$ is. The following lemma uses the properties of $C$ proved by Lemma 3.5 to show that Algorithm 1 must make a significant gain during its third stage.

**Lemma 3.6.** Let $p = \frac{m-r'}{m-r}$, then

$$
\mathbb{E}[f(A_m | A_r)] \geq f(OPT) - (2 + p/c) \cdot \mathbb{E}[f(A_m)] + p \cdot \mathbb{E}[f(A_r)] + (p/c) \cdot \mathbb{E}[f(A_{m-r})]
$$

**Proof.** Observe that

$$
f(A_m | A_r) \geq f(C^{(r')} | A_m \cup OPT^{(r)}) = f(A_m \cup C^{(r')} | A_r \cup OPT^{(r)}) - f(A_m | A_r \cup OPT^{(r)})
\geq f(C^{(r')} | A_r \cup OPT^{(r)}) - f(A_m | A_r \cup OPT^{(r)})
$$

where the first inequality follows by plugging $i = r'$, $T = A_r \cup C$ and $S = A_m \cup OPT^{(r)}$ in the first inequality of Corollary 3.3 and the second inequality follows by Observation 2.2.

Similar to what we do in the proof of Lemma 3.4 let us now denote by $\pi_r$ an arbitrary injective function from $\{1, \ldots, r\}$ to $\{1, \ldots, m\}$ and by $\mathcal{E}(\pi_r)$ the event that $\pi(j) = \pi_r(j)$ for every $1 \leq j \leq r$. Observe that conditioned on $\mathcal{E}(\pi_r)$ the set $OPT^{(r)}$ is deterministic, and thus so is the set $C$ which is obtained from $OPT^{(r)}$ by the application of a deterministic function; but $C^{(r')}$ remains a random set that contains every element of $C$ with probability $p$. Hence, by Lemma 2.1 conditioned on $\mathcal{E}(\pi_r)$, we get

$$
\mathbb{E}[f(C^{(r')} | A_r \cup OPT^{(r)})] \geq p \cdot f(C | A_r \cup OPT^{(r)})
$$

Taking now expectation over all the possible events $\mathcal{E}(\pi_r)$, and combining with the previous inequality, we get

$$
\mathbb{E}[f(A_m | A_r)] \geq p \cdot \mathbb{E}[f(C | A_r \cup OPT^{(r)})] - \mathbb{E}[f(A_m | A_r \cup OPT^{(r)})]
= p \cdot \mathbb{E}[f(C \cup A_r | A_r \cup OPT^{(r)})] + (1 - p) \cdot \mathbb{E}[f(A_r | A_r \cup OPT^{(r)})] - \mathbb{E}[f(A_m | A_r \cup OPT^{(r)})]
\geq p \cdot \mathbb{E}[f(C \cup OPT^{(r)})] + (1 - p) \cdot \mathbb{E}[f(A_r | OPT^{(r)})] - \mathbb{E}[f(A_m | OPT^{(r)})]
$$

where the second inequality holds due to the monotonicity of $f$. We now need to bound all the terms on the right hand side of the last inequality. The first term is lower bounded by $p \cdot f(OPT) - (p/c) \cdot \mathbb{E}[f(A_m | A_{m-r})]$ due to Lemma 3.5. A lower bound of $f(OPT) - f(A_r)$ on the expression $f(A_r \cup OPT^{(r)})$ follows from the second inequality of Corollary 3.3 by setting $T = OPT$ and $S = \emptyset$. Finally, an upper bound of $2f(A_m) - f(A_r)$ on the expression $f(A_m \cup OPT^{(r)})$ follows from the
The function \( f \) of elements: and \( r \)

Thus, the approximation ratio of Algorithm 1 is at least 19

Rearranging this inequality, and using the lower bound on \( c \) and simplifying, we get 6

In this section, we prove a weaker form of Theorem 2, with a bound of 7

Proof of Theorem 1.

Let \( q = r/m \). By Lemma 3.6,

\[
\mathbb{E}[f(A_m)] = \mathbb{E}[f(A_m | A_r)] + \mathbb{E}[f(A_r)] \\
\geq f(OPT) - (2 + p/c) \cdot \mathbb{E}[f(A_m)] + p \cdot \mathbb{E}[f(A_r)] + (p/c) \cdot \mathbb{E}[f(A_m-r)] + \mathbb{E}[f(A_r)] .
\]

Rearranging this inequality, and using the lower bound on \( \mathbb{E}[f(A_r)] \) given by Lemma 3.4, we get

\[
(3 + p/c) \cdot \mathbb{E}[f(A_m)] \geq [1 + p \cdot g(q) + (p/c) \cdot g(1-q) + g(1-p+pq)] \cdot f(OPT) \\
= [1 + pq(1-q)/2 + (p/c)(1-q^2)/2 + (1-p^2 + 2p^2q - p^2q^2)/2] \cdot f(OPT) \\
= \frac{1}{2} [3 + pq(2-q) + pc^{-1}(1-q^2) - p^2(1-q^2)] \cdot f(OPT) .
\]

Thus, the approximation ratio of Algorithm 1 is at least

\[
\frac{3 + pq(2-q) + pc^{-1}(1-q^2) - p^2(1-q^2)}{6 + 2pc^{-1}} .
\]

Since \( c \) is the true approximation ratio of this algorithm by definition, we get

\[
c \geq \frac{3 + pq(2-q) + pc^{-1}(1-q^2) - p^2(1-q^2)}{6 + 2pc^{-1}} .
\]

We now choose \( p = q = 0.4 \). Notice that these values for \( p \) and \( q \) can be achieved by setting \( r = \alpha m \) and \( r' = \beta m \) for an appropriate choice of \( 0 < \alpha < \beta < 1 \), and moreover, we can assume that this is a valid choice for \( r \) and \( r' \) by Reduction 2.3. Plugging these values of \( p \) and \( q \) into the last inequality and simplifying, we get \( 6c^2 - 2.3984c - 0.336 \geq 0 \). One can verify that all the positive solutions for this inequality are larger than 0.5096, which completes the proof of the theorem.

\( \square \)

4 Upper Bounding the Approximation Ratio

In this section, we prove a weaker version of Theorem 2 with a bound of 7/12 \( \approx 0.583 \) instead of 19/33 \( \approx 0.576 \). The proof of the theorem as stated appears in the appendix.

To prove the weaker version of the theorem, we construct a partition matroid over a ground set \( \mathcal{N} \) consisting of twelve elements and a non-negative monotone submodular function \( f: 2^{\mathcal{N}} \rightarrow \mathbb{R}_{\geq 0} \) over the same ground set. The partition matroid is defined by a partition of the ground set into three sets: \( P_x = \{x_1, x_2, x_3, x_4\} \), \( P_y = \{y_1, y_2, y_3, y_4\} \) and \( P_z = \{z_1, z_2, z_3, z_4\} \). To define the function \( f \), we view each element of \( \mathcal{N} \) as a subset of an underlying universe \( \mathcal{U} \) consisting of 12 elements:

\[
\mathcal{U} = \{\alpha_1, \cdots, \alpha_4, \beta_1, \cdots, \beta_4, \gamma_1, \cdots, \gamma_4\}.
\]

The function \( f \) is then given as the coverage function \( f(S) = |\bigcup_{u \in S} u| \) (coverage functions are known to be non-negative, monotone and submodular). The following table completes the definition of \( f \) by specifying the exact subset of \( \mathcal{U} \) represented by each element of \( \mathcal{N} \):

| Element of \( \mathcal{N} \) | Corresponding Subset of \( \mathcal{U} \) |
|-----------------------------|----------------------------------|
| \( x_1 \)                    | \( \{\alpha_1, \alpha_2, \alpha_3\} \) |
| \( x_2 \)                    | \( \{\alpha_1, \alpha_2, \alpha_4\} \) |
| \( x_3 \)                    | \( \{\alpha_1, \alpha_3, \alpha_4\} \) |
| \( x_4 \)                    | \( \{\alpha_2, \alpha_3, \alpha_4\} \) |
| \( y_1 \)                    | \( \{\beta_1, \beta_2, \beta_3\} \) |
| \( y_2 \)                    | \( \{\beta_1, \beta_2, \beta_4\} \) |
| \( y_3 \)                    | \( \{\beta_1, \beta_3, \beta_4\} \) |
| \( y_4 \)                    | \( \{\beta_2, \beta_3, \beta_4\} \) |
| \( z_1 \)                    | \( \{\gamma_1, \gamma_2, \gamma_3\} \) |
| \( z_2 \)                    | \( \{\gamma_1, \gamma_2, \gamma_4\} \) |
| \( z_3 \)                    | \( \{\gamma_1, \gamma_3, \gamma_4\} \) |
| \( z_4 \)                    | \( \{\gamma_2, \gamma_3, \gamma_4\} \) |
It is easy to verify that the optimum solution for this instance (i.e., the independent set of $M$ maximizing $f$) is the set \( \{x_1, y_1, z_1\} \) whose value is 12. To analyze the performance of Algorithm 1 on this instance, we must set a tie breaking rule. Here we assume that the algorithm always breaks ties in favor of the element with the higher index, but it should be noted that a small perturbation of the values of $f$ can be used to make the analysis independent of the tie breaking rule used (at the cost of weakening the impossibility proved by an additive $\varepsilon$ term for an arbitrary small constant $\varepsilon > 0$).

Now, consider the case that the set $P_x$ arrives first, followed by $P_y$ and finally $P_z$. One can check that in this case the greedy algorithm picks the elements $x_2$, $y_3$, and $z_4$ (in this order), and that their marginal contributions upon arrival are 4, 2 and 1, respectively. Similarly, it can be checked that the exact same marginal contributions also appear in every one of the other five possible arrival orders of the sets $P_x, P_y, P_z$. Thus, regardless of the arrival order, the approximation ratio achieved by Algorithm 1 for the above instance is only

\[
\frac{4 + 2 + 1}{12} = \frac{7}{12}.
\]

**Remark:** It should be noted that by combining multiple independent copies of the above described instance, one can get an arbitrarily large instance for which the approximation ratio of Algorithm 1 is only $7/12$. This rules out the possibility that the approximation ratio of Algorithm 1 approaches $1 - 1/e$ for large enough instances.
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A Stronger Upper Bound on the Approximation Ratio

In this appendix we prove Theorem 2 with the stated bound of 19/33. The proof is similar to the one given in Section 4 but the set system we need to use is more complicated.

We construct a partition matroid over a ground set $\mathcal{N}$ consisting of 32 elements and a non-negative monotone submodular function $f: 2^\mathcal{N} \to \mathbb{R}_{\geq 0}$ over the same ground set. The ground set of the partition matroid consists of four types of elements:

- $o_1, o_2, o_3, o_4$
- $x_1, x_2, x_3, x_4$
- $y_{ij}$ for distinct $i, j \in \{1, 2, 3, 4\}$
- $z_{ijk}$ for distinct $i, j, k \in \{1, 2, 3, 4\}$, where we ignore the order between the first two indices (i.e., $z_{ijk}$ and $z_{jik}$ are two names for the same element)

The partition matroid is defined by a partition of the ground set into four parts $P_1, P_2, P_3, P_4$, where part $P_i$ is comprised of the 8 elements of the forms $o_i, x_i, y_{ji}, z_{jik}$.

As in Section 4 the function $f$ is a coverage function, but this time a weighted one. The universe $\mathcal{U}$ used to define this function consists of 28 elements:

$$\mathcal{U} = \{a_i, b_i, c_i, d_i, e_i, f_i, g_i : i \in \{1, 2, 3, 4\}\}.$$ 

The weights of the elements in this universe are given by the following function $w: \mathcal{U} \to \mathbb{R}_{\geq 0}$:

| $v$ | $a_i$ | $b_i$ | $c_i$ | $d_i$ | $e_i$ | $f_i$ | $g_i$ |
|-----|-------|-------|-------|-------|-------|-------|-------|
| $w(v)$ | 14    | 14    | 8     | 5     | 4     | 7     | 14    |

We extend $w$ to subsets of $\mathcal{U}$ by defining $w(V) = \sum_{v \in V} w(v)$. The function $f$ is then the weighted coverage function given by the formula $f(S) = w(\bigcup_{v \in S} v)$. Like coverage functions, weighted coverage functions (with non-negative weights) are also known to be non-negative, monotone and submodular.

In order to complete the definition of $f$, we need to specify the sets that the elements of $\mathcal{N}$ correspond to:

$$o_i = \{a_i, b_i, c_i, d_i, e_i, f_i, g_i\}$$
$$x_i = \{b_j, c_j : j \neq i\}$$
$$y_{ij} = \{c_i, e_j\} \cup \{d_k, e_k, f_k : k \neq i, j\}$$
$$z_{ijk} = \{f_i, f_j, g_\ell\}, \text{ where } \ell \text{ is the unique element of } \{1, 2, 3, 4\} \setminus \{i, j, k\}$$

It is easy to verify that the optimal solution for this instance is $\{o_1, o_2, o_3, o_4\}$ and that it achieves a total weight of 264. In contrast, by choosing an appropriate tie breaking rule, we can cause Algorithm 4 to act in the following way when presented with the parts $P_i, P_j, P_k, P_\ell$: choose $x_i, y_{ij}, z_{ijk}, o_\ell$ (which has total weight 152). In order to demonstrate this, we analyze below the working of the algorithm when the parts are presented in the order $P_1, P_2, P_3, P_4$. But first, let us notice that

$$x_1 \cup y_{12} \cup z_{123} \cup o_4 = \{c_1, f_1, b_2, c_2, e_2, f_2, b_3, c_3, d_3, e_3, f_3, a_4, b_4, c_4, d_4, e_4, f_4, g_4\}$$
has total weight 152, which is smaller than the optimum by a factor of $152/264 = 19/33$. 
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At the first step, the algorithm has the following options (when several options are equivalent, only one is presented):

1. \( o_1 = \{a_1, b_1, c_1, d_1, e_1, f_1, g_1\} \), total weight 66.
2. \( x_1 = \{b_2, c_2, b_3, c_3, b_4, c_4\} \), total weight 66.
3. \( y_{21} = \{c_2, e_1, d_3, e_3, f_3, d_4, e_4, f_4\} \), total weight 44.
4. \( z_{21} = \{f_3, f_2, g_4\} \), total weight 28.

Therefore \( x_1 \) is a legitimate choice. At the second step the options are:

1. \( o_2 \setminus x_1 = \{a_2, d_2, e_2, f_2, g_2\} \), total weight 44.
2. \( x_2 \setminus x_1 = \{b_1, c_1\} \), total weight 22.
3. \( y_{12} \setminus x_1 = \{c_1, e_2, d_3, e_3, f_3, d_4, e_4, f_4\} \), total weight 44.
4. \( y_{32} \setminus x_1 = \{e_2, d_1, e_1, f_1, d_4, e_4, f_4\} \), total weight 36.
5. \( z_{132} \setminus x_1 = \{f_1, f_3, g_4\} \), total weight 28.
6. \( z_{342} \setminus x_1 = \{f_3, f_4, g_1\} \), total weight 28.

Therefore \( y_{12} \) is a legitimate choice. At the third step the options are:

1. \( o_3 \setminus (x_1 \cup y_{12}) = \{a_3, g_3\} \), total weight 28.
2. \( x_3 \setminus (x_1 \cup y_{12}) = \{b_1\} \), total weight 14.
3. \( y_{13} \setminus (x_1 \cup y_{12}) = \{d_2, f_2\} \), total weight 12.
4. \( y_{23} \setminus (x_1 \cup y_{12}) = \{d_1, e_1, f_1\} \), total weight 16.
5. \( y_{43} \setminus (x_1 \cup y_{12}) = \{d_1, e_1, f_1, d_2, f_2\} \), total weight 28.
6. \( z_{123} \setminus (x_1 \cup y_{12}) = \{f_1, f_2, g_4\} \), total weight 28.
7. \( z_{143} \setminus (x_1 \cup y_{12}) = \{f_1, g_2\} \), total weight 21.
8. \( z_{243} \setminus (x_1 \cup y_{12}) = \{f_2, g_1\} \), total weight 21.

Therefore \( z_{123} \) is a legitimate choice. At the final step the options are:

1. \( o_4 \setminus (x_1 \cup y_{12} \cup z_{123}) = \{a_4\} \), total weight 14.
2. \( x_4 \setminus (x_1 \cup y_{12} \cup z_{123}) = \{b_1\} \), total weight 14.
3. \( y_{14} \setminus (x_1 \cup y_{12} \cup z_{123}) = \{d_2\} \), total weight 5.
4. \( y_{24} \setminus (x_1 \cup y_{12} \cup z_{123}) = \{d_1, e_1\} \), total weight 9.
5. \( y_{34} \setminus (x_1 \cup y_{12} \cup z_{123}) = \{d_1, e_1, d_2\} \), total weight 14.
6. \( z_{124} \setminus (x_1 \cup y_{12} \cup z_{123}) = \{g_3\} \), total weight 14.
7. \( z_{134} \setminus (x_1 \cup y_{12} \cup z_{123}) = \{g_2\} \), total weight 14.
8. \( z_{234} \setminus (x_1 \cup y_{12} \cup z_{123}) = \{g_1\} \), total weight 14.

We see that all options increase the value by at most 14.