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Abstract

The estimation of the treatment effect is often biased in the presence of unobserved confounding variables which are commonly referred to as hidden variables. Although a few methods have been recently proposed to handle the effect of hidden variables, these methods often overlook the possibility of any interaction between the observed treatment variable and the unobserved covariates. In this work, we address this shortcoming by studying a multivariate response regression problem with both unobserved and heterogeneous confounding variables of the form

$$Y = A^T X + B^T Z + \sum_{j=1}^{p} C^T_j X_j Z + E,$$

where $Y \in \mathbb{R}^m$ are $m$-dimensional response variables, $X \in \mathbb{R}^p$ are observed covariates (including the treatment variable), $Z \in \mathbb{R}^K$ are $K$-dimensional unobserved confounders, and $E \in \mathbb{R}^m$ is the random noise. Allowing for the interaction between $X_j$ and $Z$ induces the heterogeneous confounding effect. Our goal is to estimate the unknown matrix $A$, the direct effect of the observed covariates or the treatment on the responses. To this end, we propose a new debiased estimation approach via SVD to remove the effect of unobserved confounding variables. The rate of convergence of the estimator is established under both the homoscedastic and heteroscedastic noises. We also present several simulation experiments and a real-world data application to substantiate our findings.
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1 Introduction

Treatment effect estimation in the presence of unobserved confounding variables is a very challenging problem, arising in many areas including statistics, biology, computer science and economics. With some additional domain knowledge, such as the existence of instrumental variables or negative
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controls, the effect of unobserved confounding variables can be removed, leading to consistent estimation of the treatment effect; see Wooldridge [2015], Lipsitch et al. [2010] for a review. However, if such information is unavailable, how to correct for the bias due to the unobserved confounding variables is largely unexplored.

In this context, a class of methods known as surrogate variable analysis (SVA) has been proposed to account for the hidden variables (e.g., batch effect) in the analysis of genomics data (e.g. Alter et al. [2000], Leek and Storey [2007], Sun et al. [2012]). These methods relax the assumptions commonly used in the literature on instrumental variables or negative controls, but still require substantial apriori knowledge of the data or impose a strict structure on the underlying model. For example, Gagnon-Bartsch and Speed [2012] required knowing a null set of features in the exposure variables, McKennan and Nicolae [2019] required row-wise sparsity of the non-null features, and Wang et al. [2017] imposed a linear causal relationship of the observed variables and the hidden variables. More recently, Bing et al. [2022] extended the methods to deal with the model with high-dimensional features. However, all of these methods ignore the possibility of any interaction between the observed treatment variable and the hidden variables, which appears frequently in the presence of heterogeneous treatment effect (e.g., the treatment effect may vary according to the value of the confounding variables). Failing to account for this structure may lead to model specification, so that the validity and interpretability of statistical findings may be severely limited.

In this paper, we consider the following model

\[
Y = A^T X + B^T Z + \sum_{j=1}^{p} C_j^T X_j Z + E, \quad (1.1)
\]

where \( Y \in \mathbb{R}^m \) are the response variables, \( X \in \mathbb{R}^p \) are the observed covariates (including the treatment variable and observed confounders), \( Z \in \mathbb{R}^K \) are the unobserved covariates or hidden variables, and \( E \in \mathbb{R}^m \) are the random errors. The matrices \( A, B, C_1, \ldots, C_p \) are unknown parameters. The model (1.1) allows the hidden variables to interact through the \( C_j^T X_j Z \) terms for \( j = 1, \ldots, p \) in a multiplicative manner. As a special case of (1.1), consider \( p = 1 \) and take \( X_1 \in \{0, 1\} \) to be a binary treatment variable. Then the conditional average treatment effect (CATE) can be shown to be \( A^T + C_1^T Z \), which depends on the value of unobserved confounding variable \( Z \). Thus, model (1.1) provides a parsimonious way to account for the heterogeneous treatment effect.

Given \( n \) i.i.d samples \((Y_i, X_i)_{i=1}^{n}\), our goal is to estimate the unknown matrix \( A \in \mathbb{R}^{p \times m} \), the association between \( X \) and \( Y \) in the presence of hidden variables, which can be also interpreted as the direct effect of the treatment on the response in a causal inference framework [Bing et al., 2022]. However, in general, \( A \) is not identifiable by only observing \((Y, X)\), as \( Z \) can be correlated with \( X \) in an arbitrary way. To address this problem, we construct a parameter \( \Theta \) that approximates \( A \) by teasing out the effect induced by the hidden variables. In particular, we propose a debiased estimator by projecting the response variables to an appropriate singular vector space. Theoretically, we characterize the stochastic error and approximation error of our debiased estimator under
both the homoscedastic and the more general heteroscedastic and correlated noises.

The paper is organized as follows. We first give a detailed estimation algorithm in the homoscedastic setting in Section 2. Section 3 presents our main theoretical result concerning the convergence rate of our debiased estimator. We then extend the method to the heteroscedastic setting in Section 4 by proposing a modified version of our algorithm and giving an adjusted convergence rate. Finally, Sections 5 and 6 give simulation results and a real world data application to high-throughput microarray data.

1.1 Notation

For any set $S$, we write $|S|$ for its cardinality. For any vector $v \in \mathbb{R}^d$, we define its $\ell_q$ norm as $\|v\|_q = (\sum_{j=1}^d |v_j|^q)^{1/q}$ for some real number $q \geq 0$. For any matrix $M \in \mathbb{R}^{d_1 \times d_2}$, we denote $\|M\|_{op}$ and $\|M\|_F$ as the operator and Frobenius norm, respectively. For any square matrix $M$, we also write $\lambda_k(M)$ as its $k$th largest eigenvalue. For any two sequences $a_n$ and $b_n$, we write $a_n \lesssim b_n$ (or $a_n = \mathcal{O}(b_n)$) if there exists some positive constant $C$ such that $a_n \leq C b_n$ for any $n$. We let $a_n \asymp b_n$ stand for $a_n \lesssim b_n$ and $b_n \lesssim a_n$. Denote $a \lor b = \max(a, b)$ and $a \land b = \min(a, b)$.

2 Debiased Estimator via SVD

Recall that in model (1.1), $Y \in \mathbb{R}^m$ are the response variables, $X \in \mathbb{R}^p$ are the observed covariates and $Z \in \mathbb{R}^K$ are the hidden variables, where the number of hidden variables $K$ is unknown and is assumed to be much less than $m$. In addition, we assume the random noise $E$ is independent of $X$ and $Z$. In this section, we focus on the setting with homoscedastic errors, i.e., Cov$(E) = \sigma^2 I_m$, where $I_m$ is an identity matrix. The extension to heterogeneous and correlated errors is studied in Section 4.

To motivate the proposed method, write $W = Z - \psi^T X$, where $\psi := \{\mathbb{E}(XX^T)^{-1}\mathbb{E}(XZ^T)\} \in \mathbb{R}^{p \times K}$ is obtained by the $L_2$ projection of $Z$ onto $X$. Note that we do not require $Z$ and $X$ to be linearly dependent when defining $W$. Using this decomposition of $Z$, we may rewrite (1.1) as

$$Y = A^T X + (B^T W + B^T \psi^T X) + \sum_{j=1}^p C_j^T X_j(W + \psi^T X) + E$$

$$= \sum_{j=1}^p \left( A_{(\cdot,j)}^T + B^T \psi_{(\cdot,j)}^T \right) X_j + \sum_{j=1}^p C_j^T X_j \cdot \sum_{k=1}^p \psi_{(\cdot,k)}^T X_k + B^T W + \sum_{j=1}^p C_j^T X_j W + E$$

$$= \sum_{j=1}^p L_{1,j}^T X_j + \sum_{1 \leq j \leq k \leq p} L_{2,jk}^T X_j X_k + \epsilon,$$  \hspace{1cm} (2.1)

where $L_{1,j}^T = A_{(\cdot,j)}^T + B^T \psi_{(\cdot,j)}^T \in \mathbb{R}^m$, $L_{2,jk}^T = C_j^T \psi_{(\cdot,k)}^T + C_k^T \psi_{(\cdot,j)}^T \in \mathbb{R}^m$ for $j \neq k$ and $L_{2,jk}^T = C_j^T \psi_{(\cdot,k)}^T \in \mathbb{R}^m$ for $j = k$, and $\epsilon = B^T W + \sum_{j=1}^p C_j^T X_j W + E$. Thus, given $n$ i.i.d copies of
(X, Y), we can estimate the coefficient matrices \( L_{1j}, L_{2jk} \) from a linear regression with all the linear and pairwise interactions among \( X \).

The second step is to estimate the covariance matrix of the residuals \( \epsilon \), which has the following structures

\[
\mathbb{E}(\epsilon^T | X) = \mathbb{E}[(B^T W + E)(B^T W + E)^T | X] + \sum_{1 \leq j, k \leq p} \mathbb{E}(C_j^T W W^T C_k | X) X_j X_k \\
+ \sum_{j=1}^p \mathbb{E}(C_j^T W (B^T W + E)^T | X) X_j + \sum_{j=1}^p \mathbb{E}((B^T W + E) W^T C_j | X) X_j \\
= \phi_B + \sum_{1 \leq j, k \leq p} \phi_{(C_j, C_k)} X_j X_k + \sum_{j=1}^p \phi_{(B, C_j)} X_j
\]  

(2.2)

where we use the fact that \( E \) is independent of \( X, Z \), and \( \phi_B = B^T \text{Cov}(W | X) B + \text{Cov}(E) \), \( \phi_{(C_j, C_k)} = C_j^T \text{Cov}(W | X) C_k + C_k^T \text{Cov}(W | X) C_j \) for \( j \neq k \) and \( \phi_{(C_j, C_k)} = C_j^T \text{Cov}(W | X) C_k \) for \( j = k \), and \( \phi_{(B, C_j)} = C_j^T \text{Cov}(W | X) B + B^T \text{Cov}(W | X) C_j \).

If \( \Sigma_W := \text{Cov}(W | X) \) does not depend on \( X \), we can regress the estimated covariance matrix of the residuals on \( X \) to estimate \( (\phi_B, \phi_{(C_j, C_k)}, \phi_{(B, C_j)}) \) for \( 1 \leq j, k \leq p \). For notational simplicity, we write \( \phi_{(C_j, C_k)} \) as \( \phi_{C_j} \). Suppose \( \phi_B \) and \( \phi_{C_j} \) for \( 1 \leq j \leq p \) are known (or well estimated via least square estimation). Under some conditions detailed in Section 3, we can recover the right singular space of \( B \) and \( C_j \) for \( 1 \leq j \leq p \). With some simple algebra, this gives us the projection matrix \( P_D = D^T (DD^T)^{-1} D \), where \( D^T := (B^T, C_1^T, \ldots, C_p^T) \in \mathbb{R}^{m \times (p+1)K} \). Define \( P_D^⊥ = I_m - P_D \).

The key step in our method is to project the \( m \)-dimensional response \( Y \) to the orthogonal complement of the right singular space of \( D \). Multiplying \( P_D^⊥ \) on both sides of equation (1.1), we get

\[
P_D^⊥ Y = P_D^⊥ A^T X + P_D^⊥ B^T Z + \sum_{j=1}^p P_D^⊥ C_j^T X_j Z + P_D^⊥ E = P_D^⊥ A^T X + P_D^⊥ E,
\]  

(2.3)

where we use the fact that \( P_D^⊥ B^T = P_D^⊥ C_j^T = 0 \) by the definition of the projection matrix. Thus, by leveraging the singular vector space of \( B \) and \( C_j \), we eliminate the effect of hidden variables \( Z \) from the linear regression as shown in (2.3). However, in this case, we can only recover the coefficient matrix \( \Theta^T := P_D^⊥ A^T \), which differs from the parameter of interest \( A^T \) in general. The difference between \( \Theta \) and \( A \) leads to an approximation error in our theoretical analysis. In particular, under the conditions in Section 3, we show that the approximation error is asymptotically ignorable.

For clarity, we summarize our debiased estimation procedure in Algorithm 1. Note that the algorithm requires the number of hidden variables \( K \) as the input. The discussion on selection of \( K \) is deferred to Section 5.3.3.
3 Theoretical Results

In this section, we establish the rate of convergence of the proposed debiased estimator. In particular, we focus on the asymptotic regime with $p$ fixed and $K, m, n \to \infty$.

**Assumption 1.** Assume that $\Sigma_W := \text{Cov}(W | X)$ does not depend on $X$, the matrix $\Sigma_W$ has full rank and the noise is homoscedastic, i.e., $\text{Cov}(E) = \sigma^2 I_m$.

**Assumption 2.** Denote $\bar{X} = (X_1, ..., X_p, X_1^2, X_1X_2, ..., X_p^2)^T \in \mathbb{R}^{p(p+1)/2}$. Assume that the matrix $\mathbb{E}(\bar{X} \bar{X}^T)$ is positive definite. We further assume $\max_{1 \leq k \leq m} \mathbb{E}(\tilde{X}_k \tilde{X}_k^2)$ and $\max_{1 \leq j, k \leq m} \mathbb{E}(\bar{X}_j \bar{X}_k^2 \tilde{\phi}_{jk}^2)$ are bounded by a constant, where $\epsilon_k$ is the $k$th entry of $\epsilon = B^T W + \sum_{j=1}^p C_j^T X_j W + E$, and $\tilde{\phi}_{jk}$ is the $(j, k)$th entry of $\phi = \epsilon \epsilon^T - \Phi - \sum_{1 \leq j, k \leq p} \phi(c_j, c_k) X_j X_k - \sum_{j=1}^p \phi_B c_j X_j$. Finally, for $j = 1, ..., p$, $\mathbb{E}(X_j^6)$ is finite.

**Assumption 3.** Let $\lambda_B$ and $\lambda_{C_j}$ be the $K$th largest eigenvalues of $B^T \Sigma_W B$ and $C_j^T \Sigma_W C_j$, respectively. Assume $\lambda_B \asymp \lambda_{C_j} \asymp m$ for $j = 1, ..., p$. The matrix $D^T := (B^T, C_1^T, ..., C_p^T) \in \mathbb{R}^{m \times (p+1)K}$ has rank $(p+1)K$, and the $(p+1)K$th largest eigenvalue of $D^T D$ denoted by $\lambda_D$ satisfies $\lambda_D \asymp m$.

Assumption 1 is already required in Section 2 in order to develop the proposed method. Assumption 2 is a standard moment condition that guarantees the desired rate for the least square type estimators in Algorithm 1. Finally, Assumption 3 is known as the pervasive assumption in the factor model literature for identification and consistent estimation of the right singular space of $B$ and $C_j$; see Bai [2003], Fan et al. [2013]. In particular, $\lambda_B \asymp m$ holds if the smallest and largest
eigenvalues of $\Sigma_W$ are bounded away from 0 and infinity by some constants, and the columns of $B$ are i.i.d. copies of a $K$-dimensional sub-Gaussian random vector whose covariance matrix has bounded eigenvalues. In this assumption, we also require that $D^T$ has full column rank (and $(p+1)K \leq m$), which is used to construct the estimated singular vectors $\hat{U}_D$ in Algorithm 1.

We are now ready to present the main result concerning the convergence rate of our estimator $\hat{\Theta}$ to the true coefficient matrix $A$.

**Theorem 1.** Under Assumptions 1-3, the estimator $\hat{\Theta}$ from Algorithm 1 satisfies:

$$\frac{1}{m}\|\hat{\Theta} - A\|_F^2 = \mathcal{O}_p\left(\frac{1}{n} + \frac{K}{m} \eta\right),$$

where $\eta = \frac{1}{Km}\|DA^T\|_F^2$.

Note that the term $\frac{1}{m}\|\hat{\Theta} - A\|_F^2$ can be interpreted as the squared error per response. This theorem shows that the error can be decomposed into two parts, $\mathcal{O}_p\left(\frac{1}{n}\right)$ the typical parametric rate for estimating a finite dimensional parameter and $\mathcal{O}_p\left(\frac{K}{m}\eta\right)$ the approximation error due to the difference between $\Theta$ and $A$. To further examine the approximation error, we can show that $\|DA^T\|_F^2 = \mathcal{O}_p(Km)$, when each row of $A$ and $D$ are independently generated from $N(0, I_m)$ (or more generally $N(0, \Sigma)$ where $\Sigma$ has a bounded operator norm). This implies $\eta = \mathcal{O}_p(1)$. In addition, if $m \gg nK$, the approximation error is asymptotically ignorable compared to the parametric rate, leading to $\frac{1}{m}\|\hat{\Theta} - A\|_F^2 = \mathcal{O}_p\left(\frac{1}{n}\right)$ which is the best possible rate for estimating a finite dimensional parameter in regular parametric models. Even if $m \gg nK$ does not hold, the estimator is still consistent in terms of the squared error per response, as long as $K/m \to 0$.

Finally, we note that when $\eta = \mathcal{O}_p(1)$, the error bound decreases with $m$, which implies that by collaborating more types of responses, the treatment effect estimation can be more accurate. This phenomenon can be viewed as the bless of dimensionality in our problem.

### 4 Extension to Heteroscedastic and Correlated Noise

In this section, we generalize our method to the setting with heteroscedastic and correlated errors, i.e., $\text{Cov}(E)$ can be any positive definite matrix. Recall that $\phi_B = B^T \text{Cov}(W | X) B + \text{Cov}(E)$. In view of Algorithm 1, when the noise is heteroscedastic and correlated, the main challenge is that the eigenspace of $\phi_B$ corresponding to the first $K$ eigenvalues no longer coincides with the right singular space of $B$. Because of this, we may no longer be able to identify $P_D$ via the eigenspaces of the coefficient matrices in step 4 of Algorithm 1. To address this problem, we turn to a recently developed procedure called HeteroPCA [Zhang et al., 2022] that allows us to recover the desired right singular space of $B$ by iteratively imputing the diagonal entries of $\phi_B$ via the diagonals of its low-rank approximations. For completeness, we restate their procedure in Algorithm 2. The estimation of $A$ remains nearly identical to the homoscedastic setting, except we now estimate $\tilde{U}_B$ by performing HeteroPCA rather than PCA on the coefficient matrix $\hat{\phi}_B$ obtained from step 3.
in Algorithm 1. The full procedure is detailed in Algorithm 3. This algorithm requires to specify
the number of iterations $T$ in the HeteroPCA algorithm. Usually, a small $T$ such as $T = 5$ yields
satisfactory results in our simulations.

To establish the rate of convergence of the debaised estimator in Algorithm 3, we further impose
the following condition.

**Assumption 4.** Let $U \in \mathbb{R}^{m \times K}$ be the first $K$ left singular vectors of $B^T$, and $\lambda_1$ and $\lambda_B$ be the
first and $K$th largest eigenvalues of $B^T \Sigma W B$, respectively. Let $\{e_j\}_{j=1}^m$ denote the canonical basis
vector of $\mathbb{R}^m$. Then, $\exists C_U > 0$ such that

$$\frac{\lambda_1}{\lambda_B} \max_{1 \leq j \leq m} \|e_j^T U\|_2^2 \leq C_U.$$ 

This condition is a variation of the incoherence condition in the matrix completion literature
[Candès and Tao, 2010], which is mainly used to recover the singular vector space $U$ in the HeteroPCA algorithm. This assumption controls how the singular vector space $U$ may coincide with the canonical basis vectors. Intuitively, if $U$ becomes more aligned with the canonical basis vectors, it is more difficult to separate $B^T \text{Cov}(W \mid X) B$ and $\text{Cov}(E)$ from $\phi_B$, even if $\text{Cov}(E)$ is just a diagonal matrix.

We note that, unlike the original HeteroPCA algorithm [Zhang et al., 2022] which requires the
error matrix $\text{Cov}(E)$ to be a diagonal matrix, we also allow $\text{Cov}(E)$ to have non-zero off-diagonal
entries (i.e., correlated errors). For any matrix $M$, let $D(M)$ be the matrix with diagonal entries
equal to the diagonal entries of $M$, but with all off-diagonal entries equal to 0. Let $\Gamma(M) = M - D(M)$. The following theorem shows the rate of convergence of the debiased estimator in Algorithm 3.

**Theorem 2.** Assume that $\Sigma W = \text{Cov}(W \mid X)$ does not depend on $X$, the matrix $\Sigma W$ has full rank
and Assumptions 2-4 hold. If $\|\Gamma(\text{Cov}(E))\|_F = \mathcal{O}(\lambda_B \sqrt{K})$ and $T \gg (1 \lor \log \frac{\sqrt{K} \lambda_B}{\|\Gamma(\text{Cov}(E))\|_F})$, then the
debiased estimator $\hat{\Theta}$ from Algorithm 3 satisfies:

$$\frac{1}{m} \|\hat{\Theta} - A\|_F^2 = \mathcal{O}_p \left( \frac{1}{n} + \frac{K}{m} \eta + \tilde{\eta} \frac{m}{m^2} \right),$$

where $\eta = \frac{1}{Km} \|DA^T\|_F$ and $\tilde{\eta} = \|\Gamma(\text{Cov}(E))\|_F^2$.

Compared to the results in Theorem 1, the error bound with heteroscedastic and correlated noise
includes an additional term $\mathcal{O}_p(\tilde{\eta})$, which comes from the correlation among the noise vector $E$.
In particular, if the correlation among $E$ is relatively weak with $\tilde{\eta} \ll m^2/n$ and $\eta \ll m/(nK)$ holds
as discussed after Theorem 1, we obtain that the squared error per response has the parametric
rate $\mathcal{O}_p(\frac{1}{n})$.

Finally, we comment that if one applies the proposed Algorithm 1 tailored for the homoscedastic
noise to deal with the model with heteroscedastic and correlated noise in this section, the rate of
the estimator would be slower than (4.1), as it contains an additional error related to the degree
of heteroscedasticity of the noise variance. We refer to Bing et al. [2022] for a similar result when
the model has no interaction terms.

Algorithm 2 HeteroPCA($\tilde{\Sigma}$, $K$, $T$

Require: Matrix $\tilde{\Sigma} \in \mathbb{R}^{m \times m}$, rank $K$, number of iterations $T$;
1. Set $N_{ij}^{(0)} = \tilde{\Sigma}_{ij}$ for all $i \neq j$ and $N_{ii}^{(0)}$ for all $i$.
2. For $t = 0, 1, ..., T$:
   Compute SVD of $N^{(t)} = \sum_{i=1}^{m} \lambda_{i}^{(t)} u_{i}^{(t)} (v_{i}^{(t)})^{T}$, where $\lambda_{1}^{(t)} \geq \lambda_{2}^{(t)} \geq ... \geq 0$.
   Let $\tilde{N}^{(t)} = \sum_{i=1}^{r} \lambda_{i}^{(t)} u_{i}^{(t)} (v_{i}^{(t)})^{T}$.
   Set $N_{ij}^{(t+1)} = \tilde{\Sigma}_{ij}$ for all $i \neq j$ and $N_{ii}^{(t+1)} = \tilde{N}_{ii}^{(t)}$.
3. Return $U^{(T)} = (u_{1}^{(T)}, ..., u_{r}^{(T)})$.

Algorithm 3 Debiased estimator with heteroscedastic and correlated noise

Require: $n$ i.i.d data $(Y_{i}, X_{i})_{i=1}^{n}$, rank $K$, number of iterations $T$;
1-3. Same as steps 1-3 of Algorithm 1.
4. Compute $\tilde{U}_{B}$ from HeteroPCA($\tilde{\phi}_{B}$, $K$, $T$) in Algorithm 2. Then compute $\tilde{U}_{C_{j}}$, the first $K$ eigenvectors of, $\tilde{\phi}_{C_{j}} := \tilde{\phi}(C_{j}, C_{j})$. Via SVD, obtain $\tilde{U}_{D} \in \mathbb{R}^{m \times (p+1)K}$, the first $(p+1)K$ left singular vectors of $(\tilde{U}_{B}, \tilde{U}_{C_{1}}, ..., \tilde{U}_{C_{p}})$. Then estimate the projection matrix $\tilde{P}_{D} = \tilde{U}_{D} \tilde{U}_{D}^{T}$.
5. Obtain $\tilde{\Theta}$ by solving (2.4) with $\tilde{P}_{D}$ in lieu of $\hat{P}_{D}$.

5 Simulation Results

We compare our methods outlined in Algorithms 1 and 3 with the following list of competitors:

- Oracle: the estimator obtained from (2.4) by using the true values of $B$ and $C$’s to construct $\hat{P}_{D}$. This estimator is non-practical and only served as a benchmark.

- Non-interaction: the estimator obtained assuming there is no interaction between $X$ and $Z$ in model (1.1). The estimation procedures are adapted from Bing et al. [2022]. We similarly consider two versions of the algorithms with the homoscedastic and heteroscedastic noise.

- OLS: the ordinary least squares estimator without accounting for the presence of hidden variables.

To simplify the presentation, we mainly focus on the non-interaction method for comparison against our method, since the recently proposed methods in surrogate variable analysis (SVA) that seek to account for hidden variables are similar to the non-interaction method presented above.
5.1 Data generating mechanism

The design matrix is generated as $X_i \sim N_p(0, \Sigma)$ independently for all $1 \leq i \leq n$ and for $\Sigma_{jk} = (-1)^{j+k}(0.5)^{|j-k|}$ for all $1 \leq j, k \leq p$. Let $Z_i = \psi^T X_i + W_i$ with $\psi_{jk} \sim \eta \cdot N(0, 0.1)$ independently for all $1 \leq j \leq p$ and $1 \leq k \leq K$, where $\eta$ controls the level of dependence the observed and hidden variables. Set $A_{\ell j}^T \sim N(0, 0.5, 0.1), B_{\ell k}^T$ and $C_{j, \ell k}^T \sim N(0, 1)$ independently for all $1 \leq \ell \leq m$, $1 \leq k \leq K$, and $1 \leq j \leq p$. The stochastic error $W_i$ is sampled as $W_{ik} \sim N(0, 1)$ independently for all $1 \leq i \leq n$ and $1 \leq k \leq K$. In the homoscedastic setting, $E_{i \ell} \sim N(0, 1)$ independently for all $1 \leq i \leq n$ and $1 \leq \ell \leq m$; and for the heteroscedastic setting, $E_{i \ell} \sim N(0, \tau_{\ell}^2)$ where $\tau_{\ell}^2 = mv_{\ell}^2 / \sum_{\ell} v_{\ell}^2 \cdot (p + 1)$ and $v_{\ell} \sim \text{Unif}[0, 1]$ independently for $1 \leq \ell \leq m$. This specification of $\tau_{\ell}$ guarantees the overall level of variability scales with the number of hidden interaction terms (i.e. $\sum_{\ell} \tau_{\ell}^2 = p + 1$) with larger values of $\alpha$ corresponding to a higher degree of heteroscedasticity.

The number of hidden variables $K$ is fixed at 3 and is assumed to be known in all methods except in the experiments concerning selection of $K$ in Section 5.3.3.

5.2 Experiment Setup

We fix $p = 2$ and consider 2 separate settings: (i) small $m$ and large $n$ ($m = 25, n = 1000$) and (ii) large $m$ and small $n$ ($m = 500, n = 100$). For the homoscedastic case, we iterate over $\eta \in \{0.1, 0.3, ..., 1.1, 1.3\}$; while, for the heteroscedastic case, we iterate over $\alpha \in \{0.3, 6, ..., 12, 15\}$ and fix $\eta = 0.5$. Within each parameter setting, we independently generate 100 datasets according to Section 5.1 and report the average Sum Squared Error (SSE) in log scale $\log(\frac{1}{m} \| \hat{\Theta} - A \|_F^2)$, and the average Prediction Mean Squared Error (PMSE) in log scale $\log(\frac{1}{n^*} \| Y^* - \hat{\Theta}^T X^* \|_F^2)$ on a newly generated test set $(X^*, Y^*)$ with $n^* = 5000$ data points.

5.3 Results and Discussion

5.3.1 SSE

**Homoscedastic setting.** As seen in the top row of Figure 5.1, our method outperforms the other methods across both settings whether or not we use HeteroPCA. In particular, it outperforms the methods without considering the interactions among the treatment and the hidden variables, which shows the importance of accounting for the effect of interactions in this model. Under setting 1, where we have sufficiently large amount of data relative to the number of responses ($n \gg m$), the proposed Algorithm 1 tailored for the homoscedastic noise outperforms our Algorithm 3. Under setting 2, when $m$ is sufficiently large, the two algorithms perform relatively the same.

**Heteroscedastic setting.** As illustrated in the bottom row of Figure 5.1, our method once again outperforms the other methods across both settings. On the other hand, employing Algorithm 3 with HeteroPCA for setting 1 yields substantially better results over using Algorithm 1 with PCA. This suggests that our algorithm tailored for the heteroscedastic setting, when the underlying noise...
has a high degree of heteroscedasticity, is most preferable for large $n$ and small $m$. This is consistent with the discussion following Theorem 2. Similar to the homoscedastic setting, in setting 2 when $m$ is large enough, the two algorithms yield very similar results.

### 5.3.2 PMSE

The PMSE as depicted in Fig 5.2 exhibits a more interesting behavior than SSE. It appears that the prediction performance of our method is heavily dependent on the relative magnitude of $m$ and $n$. When $m$ is small and $n$ is large, the prediction error (in the test set) of our method is similar to the rest of the methods. One possible explanation is that, while our method can remove the bias due to the hidden variables, this effect is dominated by the variance of the noise $\text{Var}(E)$ in the test prediction error, so that all the methods including OLS yield similar results. However, in the large $m$ and small $n$ regime, our interaction based methods lead to much smaller test error, as correcting for the bias due to the hidden variables becomes more imperative. While we mainly
Figure 5.2: PMSE $\log(\frac{1}{nm} \| Y^* - \hat{\Theta}^T X^* \|_F^2 )$ for homoscedastic settings.

focus on the treatment effect estimation instead of prediction in this paper, our numerical results also demonstrate the favorable performance of our method in prediction when $m$ is relatively large. The PMSE under the heteroscedastic setting has a similar pattern and is omitted.

5.3.3 Selection of $K$

In practice, the number of hidden variables $K$ is often unknown. In this section, we propose a practical approach to estimate $K$ via a variant of the ratio test proposed by Bing et al. [2022]. In particular, we select $K$ as the most common index of the largest eigenvalue gap across the coefficient matrices $\hat{\phi}_B$ and $\hat{\phi}_{C_j}$ obtained from step 3 of our algorithms. More formally, define

$$\hat{K} = \arg \max_{i \in \{1, ..., K^\ast\}} |S_i|, \text{ where } S_i = \{ j \in \{1, ..., p + 1\} : \frac{\hat{\lambda}_{j,i}}{\hat{\lambda}_{j,i+1}} \geq \frac{\hat{\lambda}_{j,k}}{\hat{\lambda}_{j,k+1}} \forall k \neq i \},$$

$\hat{\lambda}_{1,i}$ and $\hat{\lambda}_{j,i}$, $1 \leq i \leq m$, are the ordered nonincreasing eigenvalues of $\hat{\phi}_B$ and $\hat{\phi}_{C_j}$, respectively, and $K^\ast$ is an upper bound, often $\lfloor (n \wedge m) / 2 \rfloor$, on the number of hidden variables. In other words, the set $S_i$ includes all the indices $j$ such that the eigenvalue ratio $\frac{\hat{\lambda}_{j,i}}{\hat{\lambda}_{j,i+1}}$ is maximized at $i$. Then $\hat{K}$ corresponds to the one with the largest cardinality of $S_i$. This approach can be viewed as a generalization of the elbow method in clustering and PCA.

To evaluate the performance of this approach, we consider the following experiments. Recall that $\lambda_K(B^T \Sigma_W B)$ is the $K$th largest eigenvalue of $B^T \Sigma_W B$. We define the signal-to-noise ratio (SNR) as

$$\frac{1}{m} \lambda_K(B^T \Sigma_W B),$$

which quantifies how the $K$th largest eigenvalue is separated from 0. In our experiments, we generate $B^T_{\ell k} \sim N(0,1,1)$ independently for all $1 \leq \ell \leq m$ and $1 \leq k \leq K$, and vary the SNR
by setting $\Sigma_W = \sigma_W^2 I_K$ across $\sigma_W \in \{0.1, 0.3, ..., 1.3, 1.5\}$ while fixing $\alpha = 0$ and $\eta = 0.5$.

For comparison, we also consider the method for selecting $K$ used in the Non-interaction approach [Bing et al., 2022]. We also consider two settings: (i) small $m$ and large $n$ ($m = 25, n = 1000$) and (ii) large $m$ and large $n$ ($m = 500, n = 1000$).

From Figures 5.3 and 5.4, we see that the non-interaction-based method consistently overestimates the number of hidden variables even when the SNR is large. On the other hand, our method consistently selects the correct value of $K$ (i.e., $K = 3$) for large enough SNR.

Figure 5.3: $\hat{K}$ for non-interaction and interaction based methods $n \gg m$. The green dashed line indicates the true number of hidden features $K = 3$. 
Figure 5.4: $\hat{K}$ for non-interaction and interaction based methods $m \gg n$. The green dashed line indicates the true number of hidden features $K = 3$.

### 6 Real Data

We consider a microarray dataset gathered by Vawter et al. [2004] which is comprised of postmortem microarray samples of 5 men and 5 women from 3 separate regions of the brain. This dataset was originally curated to answer questions surrounding gender differences in the prevalence of neuropsychiatric diseases and has since been used to test various statistical methods that seek to account for hidden variables (see Gagnon-Bartsch and Speed [2012] and Wang et al. [2017]).

Each individual was sampled by 3 different universities, resulting in $10 \times 3 \times 3 = 90$ chips of which 6 were missing, leaving a total of $n = 84$ samples. Of the remaining 84 samples, 3 were replicated to yield 87 data points. In our analysis, we decide to omit the replicated samples. The sequences were preprocessed via Robust Multichip Average (Irizarry et al. [2003]) and then normalized feature-wise to yield readings of length $m = 12600$. We take gender to be the primary variable with the brain pH level at the time of sampling to be a secondary covariate for a total of $p = 2$ observed features.
| Method                      | cross validated PMSE |
|-----------------------------|----------------------|
| OLS                         | 1.0602               |
| Non-interaction (homo)      | 1.0493               |
| Non-interaction (hetero)    | 1.0499               |
| Interaction (homo)          | 1.0252               |
| Interaction (hetero)        | 1.0308               |

Table 6.1: Cross validated PMSE for various methods on real data.

In our data analysis, since the true parameter value is unknown, we decided to compute the test prediction MSE (defined in Section 5.3.2) via 10-fold cross validation for the same 5 methods as the simulation study (we exclude the oracle, since it is unavailable). To select the number of hidden variables, we chose \( \hat{K} \) as in Section 5.3.3. As seen in Table 6.1, our interaction based method for the homoscedastic setting (i.e., Algorithm 1) achieves the lowest cross-validated prediction error. In Section 5.3.2, our simulations suggested that one should not ignore the interaction present between observed and unobserved covariates for data with large \( m \) and small \( n \) when attempting to predict the response \( Y \). Our results here corroborate this claim.
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**A Proof of Theorem 1**

*Proof.* We prove the result under $p = 1$ since the proof can be easily generalized to the case when $p > 1$. Throughout the proof, denote $C_1 = C \in R^{m \times K}$, $L_{2,11} = L_2^T \in R^m$, $L = [L_1^T, L_2^T] \in R^{m \times 2}$ and $\hat{L} = [\hat{L}_1^T, \hat{L}_2^T]$.

For step 1, we may follow the standard results for ordinary least square estimators using Assumption 2 and show that $\| \hat{L} - L \|^2_F = O_p(m/n)$. 
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In step 3, for all \((r, s) \in [m] \times [m]\), we regress \(Y_{rs} := ((e_i^T X_{is})_{i \in [n]} \) on \( X := ([1, X_i, X_i^2]_{i \in [n]} \) to obtain \( ([\hat{\Phi}_B]_{rs}, [\hat{\Phi}_{B,C}]_{rs}, [\hat{\Phi}_C]_{rs})^T \). For brevity, we denote as \( \hat{\beta}_{rs} \). Let \( \hat{\beta}_{rs} \) be the least square estimator using the response \( ((e_i^T X_{is})_{i \in [n]} \), and denote \( \beta_{rs} \) as the true value of \( \hat{\beta}_{rs} \), that is the parameter value that minimizes \( \hat{\beta}_{rs} \) to obtain \( ([\hat{\Phi}_B]_{rs}, [\hat{\Phi}_{B,C}]_{rs}, [\hat{\Phi}_C]_{rs})^T \). Then,

\[
\| \sqrt{n}(\hat{\beta}_{rs} - \beta_{rs}) \|_2^2 \leq \| \sqrt{n}(\hat{\beta}_{rs} - \beta_{rs}) \|_2^2 + \| \sqrt{n}(\hat{\beta}_{rs} - \beta_{rs}) \|_2^2 \leq O_p(1) + O_p(1)
\]

where the former term follows from the standard results on least square estimator and Assumption 2. The latter term deserves some explanation which we now provide. For ease of notation, denote \( ((e_i^T X_{is})_{i \in [n]} \) as \( \tilde{e} e^T \).

\[
\| \sqrt{n}(\hat{\beta}_{rs} - \beta_{rs}) \|_2^2 = \| \sqrt{n}(X^TX)^{-1}X^T(e e^T - \epsilon \epsilon^T) \|_2^2 \\
\leq \| (X^TX)^{-1} \|_2^2 \cdot \| \sqrt{n}X^T(e e^T - \epsilon \epsilon^T) \|_2^2 \\
= O_p(n^{-2}) \cdot O_p(n^2) = O_p(1).
\]

Adding 0 and using the triangle inequality on the latter term yields:

\[
\| \sqrt{n}X^T(e e^T - \epsilon \epsilon^T) \|_2^2 = \| \sqrt{n}X^T(e e^T - \epsilon \epsilon^T + \epsilon e^T - \epsilon e^T) \|_2^2 \\
\leq 2 \| \sqrt{n}X^T(e - \epsilon)e^T \|_2^2 + 2 \| \sqrt{n}X^T\epsilon(e^T - \epsilon^T) \|_2^2,
\]

where \( (\hat{e} - e) \hat{e}^T \), for example, is understood to mean \( ((\hat{e}_i - e_i)\hat{e}_i^T)_{r,s,1 \leq i \leq n} \). Consider the first term, \( \sqrt{n}X^T(e - \epsilon)e^T \). Its \( j \)th entry, for \( j \in \{1, 2, 3\} \), is given by:

\[
\sqrt{n} \sum_{i=1}^n X_i^{j-1} \left( (L_{r1} - \hat{L}_{r1})X_i + (L_{r2} - \hat{L}_{r2})X_i^2 \right) \cdot (Y_{is} - \hat{L}_{s1}X_i - \hat{L}_{s2}X_i^2)
\]

\[
= \sqrt{n} \sum_{i=1}^n ((L_{r1} - \hat{L}_{r1})X_i^j Y_{is} + (L_{r2} - \hat{L}_{r2})X_i^{j+1} Y_{is} \\
- \hat{L}_{s1}(L_{r1} - \hat{L}_{r1})X_i^{j+1} - \hat{L}_{s1}(L_{r2} - \hat{L}_{r2})X_i^{j+2} \\
- \hat{L}_{s2}(L_{r1} - \hat{L}_{r1})X_i^{j+2} - \hat{L}_{s2}(L_{r2} - \hat{L}_{r2})X_i^{j+3}).
\]

Squaring the above and noting the first and second terms dominate the convergence rate, we obtain:

\[
n \cdot (L_{r1} - \hat{L}_{r1})^2 \cdot (\sum_{i=1}^n X_i^j Y_{ij})^2 = O_p(n) \cdot O_p(n^{-1}) \cdot O_p(n^2) = O_p(n^2),
\]

where we used the convergence rate from step 1 for the 2nd term and the law of large numbers for the 3rd term. The other terms are handled similarly, so we conclude that \( \| \hat{\beta}_{rs} - \beta_{rs} \|_2^2 = O_p(1/n) \). Following a similar analysis, we can show that

\[
\| \sqrt{n}(\hat{\Phi}_B - \phi_B) \|_F^2 = O_p(m^2); \quad \| \sqrt{n}(\hat{\Phi}_C - \phi_C) \|_F^2 = O_p(m^2).
\]
For step 4, write the eigendecomposition of the coefficient matrices from step 3 as

$$\phi_B = U_B D_B U_B^T; \quad \phi_C = U_C D_C U_C^T,$$

the eigendecomposition of the estimated coefficient matrices as

$$\hat{\phi}_B = \hat{U}_B \hat{D}_B \hat{U}_B^T; \quad \hat{\phi}_C = \hat{U}_C \hat{D}_C \hat{U}_C^T,$$

and the SVD of the concatenated matrices of the 2 sets of leading eigenvectors as

$$[U_B \ U_C] = UDV^T; \quad [\hat{U}_B \ \hat{U}_C] = \hat{U} \hat{D} \hat{V}^T.$$

Then, $U$ are the first $2K$ eigenvectors of $\Sigma := [U_B \ U_C] [U_B^T \ U_C^T]$. Similarly, $\hat{U}$ are the first $2K$ eigenvectors of $\hat{\Sigma} := [\hat{U}_B \ \hat{U}_C] [\hat{U}_B^T \ \hat{U}_C^T]$. Denote $\lambda_B$ and $\lambda_C$ as the $K$th largest eigenvalue of $B^T \Sigma_W B$ and $C^T \Sigma_W C$, respectively. Now, by a variant of the Davis-Kahan theorem (Theorem 2 in [Yu et al., 2015]), with $r = 1, s = 2K, d := s - r + 1 = 2K$, and the convergence rate obtained in step 3, $\exists$ orthogonal matrices $O_B, O_C \in \mathbb{R}^{K \times K}$ s.t.

$$\|\hat{U}_B O_B - U_B\|_F \leq 2^{5/2} \|\hat{\phi}_B - \phi_B\|_F \cdot (\lambda_K(B^T \Sigma_W B))^{-1} = O_p\left(\frac{m}{\lambda_B \sqrt{n}}\right), \quad (A.1)$$

$$\|\hat{U}_C O_C - U_C\|_F \leq 2^{5/2} \|\hat{\phi}_C - \phi_C\|_F \cdot (\lambda_K(C^T \Sigma_W C))^{-1} = O_p\left(\frac{m}{\lambda_C \sqrt{n}}\right), \quad (A.2)$$

where we used the fact that $\Sigma_E = \sigma^2 I_m$ and rank($\Sigma_W$) = $K$, so that $\lambda_K(\phi_B) - \lambda_{K+1}(\phi_B) = \lambda_K(B^T \Sigma_W B)$.

Since $P_D = UU^T$ and $\hat{P}_D = \hat{U}\hat{U}^T$, it now follows that, by another application of the Davis-Kahan Theorem, $\exists$ orthogonal matrix $O \in \mathbb{R}^{2K \times 2K}$ s.t.

$$\|\hat{P}_D - P_D\|_F = \|\hat{U}\hat{U}^T - UU^T\|_F$$

$$= \|\hat{U}\hat{U}^T - UO^T\hat{U}^T + UO^T\hat{U}^T - UU^T\|_F$$

$$\leq \|(\hat{U}O - U)O^T\hat{U}^T\|_F + \|U(\hat{U}O - U)\|_F$$

$$\leq 2\|\hat{U}O - U\|_F$$

$$\leq 2 \cdot 2^{3/2} \|\hat{\Sigma} - \Sigma\|_F \cdot (\lambda_{2K}(\Sigma) - \lambda_{2K+1}(\Sigma))^{-1}$$

$$= 2^{5/2} \|\hat{\Sigma} - \Sigma\|_F \cdot (\lambda_{2K}(\Sigma))^{-1}. \quad (A.3)$$

Since the matrix $[U_B \ U_C]$ has rank $2K$ by Assumption 3, $U_B$ and $U_C$ cannot be linearly dependent. Hence, for any column $v \in \mathbb{R}^m$ of $U_B$ and $U_C$ (there are $2K$ of them), we have $v^T \Sigma v = v^T(U_B U_B^T + U_C U_C^T)v \geq 1$, which implies $\lambda_{2K}(\Sigma) \geq 1.$
Finally, it suffices to upper bound $\|\widehat{\Sigma} - \Sigma\|_F$. Similar to derivation of (A.3), we have
\[
\|\widehat{\Sigma} - \Sigma\|_F \leq \|U_B U_B^T - \widehat{U}_B \widehat{U}_B^T\|_F + \|U_C U_C^T - \widehat{U}_C \widehat{U}_C^T\|_F = O_p\left(\frac{m}{\lambda_B \sqrt{n}} + \frac{m}{\lambda_C \sqrt{n}}\right),
\]
where we use (A.1) and (A.2) in the last step.

Thus, we see that
\[
\|\widehat{P}_D - P_D\|_F = \left(O_p\left(\frac{m}{\sqrt{n}}\right) \cdot \lambda_B^{-1} + O_p\left(\frac{m}{\sqrt{n}}\right) \cdot \lambda_C^{-1}\right) \cdot (\lambda_{2K}(\Sigma))^{-1}.
\]
Under Assumption 3 and the earlier remark showing $\lambda_{2K}(\Sigma) \geq 1$, the convergence rate in (A.4) can be further simplified to
\[
\|\widehat{P}_D - P_D\|_F = O_p\left(\frac{1}{\sqrt{n}}\right).
\]

For step 5, recall that $\Theta^T = P^\perp_D A^T$ and $X$ is the data matrix in $\mathbb{R}^{n \times p}$. Adding and subtracting the least squares estimator with $P_D$ known and using the triangle inequality, we obtain:
\[
\|\widehat{\Theta} - \Theta\|_F^2 = \sum_{j=1}^m \|\widehat{\Theta}_{(j,:)\cdot} - \Theta_{(j,:)\cdot}\|_2^2 = \sum_{j=1}^m \|(X^T X)^{-1} X^T (\widehat{P}_D^\perp Y)^T_{(j,:)\cdot} - (P^\perp_D A^T)^T_{(j,:)\cdot}\|_2^2
\leq 2 \sum_{j=1}^m \|(X^T X)^{-1} X^T (\widehat{P}_D^\perp Y)^T_{(j,:)\cdot} - (X^T X)^{-1} X^T (P^\perp_D A^T)^T_{(j,:)\cdot}\|_2^2
\quad + 2 \sum_{j=1}^m \|(X^T X)^{-1} X^T (P^\perp_D A^T)^T_{(j,:)\cdot} - (P^\perp_D A^T)^T_{(j,:)\cdot}\|_2^2.
\]

We bound each of these terms in turn. The first is bounded above as:
\[
\sum_{j=1}^m \|(X^T X)^{-1} X^T (\widehat{P}_D^\perp Y)^T_{(j,:)\cdot} - (X^T X)^{-1} X^T (P^\perp_D A^T)^T_{(j,:)\cdot}\|_2^2
\leq \|(X^T X)^{-1} X^T Y\|_F^2 \cdot \sum_{j=1}^m \|\widehat{P}_D - P_D\|_{(j,:)\cdot}\|_2^2
= \|(X^T X)^{-1}\|_2^2 \cdot \|X^T Y\|_F^2 \cdot \|\widehat{P}_D - P_D\|_F^2
= O_p\left(\frac{1}{n^2}\right) \cdot O_p\left(m^2 n^2\right) \cdot O_p\left(\frac{1}{n}\right) = O_p\left(\frac{m}{n}\right).
\]
For the second term, we note that $P^\perp_D Y = P^\perp_D A^T X^T + P^\perp_D E$. Then,
\[
\sum_{j=1}^m \|(X^T X)^{-1} X^T (P^\perp_D Y)^T_{(j,:)\cdot} - (P^\perp_D A^T)^T_{(j,:)\cdot}\|_2^2
\leq \|P^\perp_D\|_2^2 \cdot \|(X^T X)^{-1} X^T E\|_F^2 \cdot P^\perp_D\|_F^2 = O_p\left(\frac{m}{n}\right).
\]
Altogether, we obtain \( \| \hat{\Theta} - \Theta \|_F^2 = \mathcal{O}_p \left( \frac{m}{n} \right) \). Finally, we note that \( A^T - \Theta^T = P_A A^T \). By Lemma 1, we obtain
\[
\| \hat{\Theta} - A \|_F^2 \leq 2 \| \hat{\Theta} - \Theta \|_F^2 + 2 \| \Theta - A \|_F^2 = \mathcal{O}_p \left( \frac{m}{n} + K \eta \right).
\]
This completes the proof. \( \square \)

**Lemma 1.** Under the same assumptions in Theorem 2, we have
\[
\frac{1}{m} \| P_D A^T \|_F^2 = \mathcal{O}(K \eta / m),
\]
where \( \eta = \frac{1}{K m} \| D A^T \|_F^2 \).

**Proof.** Recall \( D^T = \begin{bmatrix} B^T & C_1^T & \cdots & C_p^T \end{bmatrix} \in \mathbb{R}^{m \times (p+1)K} \). Then
\[
\| P_D A^T \|_F^2 = \| D^T (D D^T)^{-1} D A^T \|_F^2 \leq \| D^T (D D^T)^{-1} \|_F \cdot \| D A^T \|_F = \left( \lambda_{\min} (D D^T) \right)^{-1} \cdot \| D A^T \|_F^2.
\]
Since \( D \) has rank \( (p+1)K \), the smallest eigenvalue of \( D D^T \) is equal to \( \lambda_D \), the \( (p+1)K \)th eigenvalue of \( D^T D = B^T B + \sum_{j=1}^p C_j^T C_j \). By Assumption 3, we know \( \lambda_D \asymp m \). Thus, \( \frac{1}{m} \| P_D A^T \|_F^2 = \mathcal{O}(K \eta / m), \) where \( \eta = \frac{1}{K m} \| D A^T \|_F^2 \).

**B Proof of Theorem 2**

**Proof.** Like the proof of Theorem 1, we consider the case \( p = 1 \). The only part of our estimation procedure that is changed under the heteroscedastic setting is the upper bound on the difference between our estimated projection matrix and the true projection matrix. In particular,
\[
\| \tilde{P}_D - P_D \|_F \leq 2^{3/2} \| \tilde{\Sigma} - \Sigma \|_F \cdot (\lambda_{2K}(\Sigma))^{-1}
\]
where
\[
\tilde{\Sigma} = \begin{bmatrix} \tilde{U}_B^T & \tilde{U}_C^T \end{bmatrix} \begin{bmatrix} \tilde{U}_B & \tilde{U}_C \end{bmatrix}, \quad \Sigma = \begin{bmatrix} U_B & U_C \end{bmatrix} \begin{bmatrix} U_B^T & U_C^T \end{bmatrix}.
\]

Recall that \( U_B \) are the first \( K \) eigenvectors of \( M = B^T \Sigma W B \). Then \( \hat{\phi}_B \) can be decomposed into \( \hat{\phi}_B = M + Z_1 + Z_2 \), where \( Z_1 = \hat{\phi}_B - \phi_B \) with \( \phi_B = B^T \Sigma W B + \text{Cov}(E) \) and \( Z_2 = \text{Cov}(E) \). The only term we need to consider in this different setting is
\[
\| \tilde{U}_B \tilde{U}_B^T - U_B U_B^T \|_F \leq 2 \| \sin \Theta (\tilde{U}_B, U_B) \|_F \leq \frac{\| \Gamma(Z_2) \|_F + \| Z_1 \|_F}{\lambda_B} \wedge \sqrt{K} \leq \frac{m}{\lambda_B \sqrt{n}} \wedge \frac{\| \Gamma(\text{Cov}(E)) \|_F}{\lambda_B} \wedge \sqrt{K} = \mathcal{O}_p \left( \frac{1}{\sqrt{n}} + \frac{\| \Gamma(\text{Cov}(E)) \|_F}{m} \right),
\]
(B.2)
where we used Theorem 13 in Bing et al. [2022] with Assumption 4 to bound $\|\sin \Theta(\tilde{U}_B, U_B)\|_F$ and the same argument as in (A.4) of the proof of Theorem 1 to upper bound $\|Z_1\|_F$. The rest of the proof follows the same line as the proof of Theorem 1. We omit the details. \qed