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ABSTRACT

Precise and robust wind power prediction can effectively alleviate the problem caused by the randomness and volatility of wind power. Ensemble learning can successfully improve forecasting precision and robustness, and quantify the uncertainty of the prediction. This paper presents a new ensemble probabilistic forecasting framework, based on modified randomized maximum a posteriori (MAP) sampling technique, echo state network (ESN) and generalized mixture (GM) function to bring superior forecasting results. The proposed model first trains a set of independent ESN models for probabilistic forecasting using the modified randomized MAP sampling technique, and then dynamically weighs and ensembles the base model forecasting through the GM function. The proposed model and other benchmark models have been implemented on four wind power datasets from different places to illustrate the advantage of the proposed method. The compared result indicates that the suggested model outperforms some state-of-the-art models and can successfully achieve dynamic ensemble probabilistic prediction.

1. Introduction

As a kind of clean and renewable energy, wind energy has been widely used and developed all over the world. According to the Global Wind Energy Council (GWEC), 94 GW of both onshore and offshore wind turbines have been installed in 2021, bringing total capacity up to 837 GW [1]. Wind energy will continue to grow and have an essential role in the global energy transition to a low-carbon economy. With the increasing penetration of wind energy, its influence on the utility system planning and operation for generation and transmission has gradually increased [2]. But due to the inherent intermittency, uncertainty and volatility of wind energy, the reliability and security of the power system are being threatened. In view of these, regulations for generators or grid ancillary services are carried out on the power grid. However, all these measures will impose an additional economic burden on the operation of the grid. Therefore, high accuracy wind power prediction is urgently needed to handle these problems, for it can promote wind power into the grid system, thereby reducing forecasting risk, enhancing the security of the grid and improving economic and social benefits.

Up to now, many pieces of research have been devoted to the study of prediction methods to enhance the accurateness and efficiency of wind power forecasting. These forecasting methods can be classified into physical methods, statistical methods, artificial intelligence methods, and combination prediction methods.

Physical methods mainly adopt topographic features and meteorological factors as input variables to predict the trend of future wind power, including the fifth-generation mesoscale model (MM5) [3], numerical weather prediction (NWP) model [4, 5, 6] and computational fluid dynamics (CFD) model [7], etc. For the reason that there is no need for massive historical data, these methods have an advantage in long-term prediction. However, these methods are more suitable for professionals since they have requirements for meteorological knowledge. With respect to statistical methods, historical data is utilized to model its relationship with predicted data and random errors, which can be expressed in the form of a function and the short-term wind power can be effectively predicted. Statistical models include regression analysis model [7], kernel regression (KR) [8], vector autoregression (VAR) [9], and exponential smoothing [10], etc. However, these methods not only require a large amount of historical data, but also its prediction error increases over time, making it not suitable for long-term prediction. With the development of information technology, artificial intelligence methods with outstanding learning performance have been widely used.
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for wind power prediction, such as neural network (NN) [11, 12], gated recurrent neural network (RNN) [13, 14] and extreme learning machine model [15, 16], etc. This kind of prediction methods built on artificial intelligence architecture can explore the complex implicit relationship between input and output without determining the specific function expression, only need to train and learn the model established by the historical data. But such methods may suffer from the problems of overlearning or local optimum.

The above-mentioned methods all fall into the single prediction method. From the perspective of forecasting performance, each model has its strengths and weaknesses since its output is influenced by input variables and the internal structure of the model. A single model may possess good behavior in specific forecasting circumstances, but it will also result in a large error at certain observed data. There is no optimal model that can guarantee to obtain the best result for all cases, and then different models need to be measured to obtain the optimal one before application [17]. Therefore, researchers have turned their attention to the study of combination prediction models.

There are two main definitions of the combination. One is presented in the form of taking advantage of different methodologies purposefully, the other is in the form of generating the weighting factor based on the prediction evaluation of each combination member [18].

With respect to the former category, they are generally composed of two kinds of different processes, one is for the primary forecasting process and the other is for the auxiliary process such as data pre-processing, parameter selection and optimization, and data post-processing [18]. For instance, Du et al. [19] proposed an improved empirical mode decomposition (EMD) with adaptive noise technology to decompose the raw data and extract the pivotal feature. Li et al. [20] implemented adaptive learning factor and differential evolution strategy to improve the dragonfly algorithm to perform the process of optimal parameter selection. Wu et al. [21] proposed a complete ensemble EMD to divide the original data series into a group of inherent mode functions and adopted a multi-objective grey wolf algorithm to optimize the parameter of the extreme machine. Luo et al. [22] took the wavelet transform (WT) decomposition method as pre-processing method and applied a multi-objective cuckoo search (MOCS) algorithm to the hyperparameter of Elman neural network. Improved hybrid time series decomposition strategy (HTD), proposed by Lv et al. [23], can simultaneously abstract the linear mode and frequency-domain information from time series and used the sequence-to-sequence model to predict the wind speed at different temporal resolutions. Although the prediction accuracy of these models, based on only one predictor, has improved, these approaches struggle to handle all the different data features and scenarios.

For the latter category, which is also named as weighting-based combination model, it takes the relative effectiveness of each combination member into consideration and thereby arranging them an appropriate weight [18], wherein the crucial point lies in the technique of combination [24]. As a consequence, many optimization algorithms have been used for optimizing the weights including the multi-objective multi-verse optimizer [25], the multi-objective dragonfly algorithm [26], the flower pollination algorithm [27], the multi-objective grey wolf optimizer [28, 29], bat algorithm [30] and so on. In addition, there are some other methods to calculate the combination weights of every single model. For instance, in ref [31], the weight of each predictor was assigned in terms of their inverse of the mean squared error (MSE) on validation dataset. In ref [32], the combination weights were determined by the multivariate statistical method partial least squares. Although the performance of these combination models has improved, they used a static way rather than a dynamic way to determine combination weights. Namely, these studies defined weights during the training or validation process and used them throughout the testing process [33], neglecting the dynamic change of input data and model performance. This can eventually result in the inefficient of the combination forecasting using such kind of weight, since the positive information behind each model cannot be timely captured. Therefore, it is necessary to adopt dynamic weighting method rather than static weighting method.

In the process of dynamic ensembling, the results of all base models are combined and the combination weights vary with the model capacity. Some researchers have applied the dynamic weighting method to combination model. For example, in the research of Jiang [34] and Li [35], the variable weighted combination theory was implemented and the regression coefficients were adapted as combination weights. In ref [36], the in-sample time-varying combination weights were optimized by quadratic programming and then the out-of-sample time-varying adaptive weights were predicted by the high-order Markov chain model to update the in-sample weights. In ref [37], an in-sample training-validation pair-based neural network weighting method was proposed, which can acquire the weight information of predictors and forecast the acquired combination weights. Duan et al. [38] proposed a nonlinear weighted combination method to integrate the multiple subsequence prediction models by the deep belief networks and the particle swarm optimization algorithm. Moreover, in the research of Yin [39] and Chen [40], the optimal ensemble weights of the base learners are dynamically selected by a deep reinforcement learning model. However, in most of these researches, an additional process is required to construct the combination weights, which complicates the model structure and computational process.

In addition, given the problem that quantifying the uncertainty of wind power is essential, ensembling provides a pragmatic and scalable solution for it. Through ensembling, results of multiple single estimators are integrated, which are trained using different initializations and sometimes on noisy versions of the training data [41]. Unfortunately, the weakness of this solution is that its inference is not Bayesian since the concept of prior is not preserved. Some scholars have done related research to handle this problem. In ref [42], proper scoring rules were used for training the NNs, and the proposal was easier to implement than Markov chain Monte Carlo, requiring fewer NNs modifications. In ref [43], each ensemble member was individually regularized to a distinct random prior function. Although it successfully constructed the uncertainty measurement mechanism, it adds noise to both the regularization and target terms, and cannot reproduce the true posterior. Meanwhile, the idea that adding a regularization term to the loss function can produce the MAP estimation of parameters has attracted the attention of scholars, since injecting noise into the regularization term or target sets of parameters and sample repeatedly, the distribution of MAP solution that approximates the true posterior distribution can be generated. This method can be considered as a useful method for sampling from a higher-dimensional posterior [44].

In consideration of the above discussions, to fill the gaps in the current forecasting models and ameliorate the prediction effect, this paper...
proposes a novel ensemble forecasting framework, which is composed of ESN, modified randomized MAP and GM function. First, the ESN is used as an individual model for wind power prediction. Second, the modified randomized MAP is utilized to repeat sampling to generate several single models. Finally, all the single predictions are dynamically integrated to get the final prediction results by the GM function. The major contributions are concluded as follows:

1) A new and advanced ensembling model based on ESN and modified randomized MAP and GM function is developed in this...
2. Methodology

2.1. Echo state networks

The ESN proposed by Jaeger, based on reservoir computing method, is an extremely efficient learning algorithm [45]. In general, the classical RNNs need to train all parameters and utilizes a gradient descent method to learn the model. This approach has the disadvantages of converging slowly, falling into local optimum easily, bifurcating, and gradient vanishing or exploding, thus it is difficult to be applied to practical problems [45]. As a newly RNNs, the ESNs get over the above difficulties by using the randomly generated sparse networks (namely reservoir) as the medium of information processing, that maps the input signal from low dimension into high dimensional state space, and then derive the output through training partial connection weights in the state space [46]. An illustration of the ESN is shown in Figure 1. It is worth noting that the weights being trained are only the output weights, while the reservoir weights are kept unvaried [47].

We first consider an ESN with N input features, L reservoir units and M outputs. The state of input vector at any time t can be represented as

\[ \mathbf{v}_t = (v_t(1), v_t(2), \ldots, v_t(N)) \],

of reservoir units is \( \mathbf{r}_t = (r_t(1), r_t(2), \ldots, r_t(L)) \), and of outputs is \( \mathbf{p}_t = (p_t(1), p_t(2), \ldots, p_t(M)) \). The propagation process of the ESN, in more detail, can be expressed as Eq. (1):

\[
\mathbf{r}_{t+1} = (1 - \lambda) \mathbf{g}(\mathbf{U}_r + \mathbf{U}_i \mathbf{v}_{t+1} + \mathbf{U}_p \mathbf{p}_t) + \lambda \mathbf{r}_t
\]

in which \( \lambda \) is the leak rate, \( \mathbf{g} (\cdot) \) is the nonlinear function, \( \mathbf{U}_r \in \mathbb{R}^{L \times L} \) is the internal reservoir state weight, \( \mathbf{U}_i \in \mathbb{R}^{L \times N} \) is the input weight, \( \mathbf{U}_p \in \mathbb{R}^{L \times M} \) is the target output weight and the predicted output units \( \mathbf{p}_t \) are calculated through Eq. (2):

\[
\mathbf{p}_{t+1} = \mathbf{U}_p \mathbf{r}_{t+1} + \mathbf{v}_{t+1}
\]

in which \( \mathbf{U}_p \in \mathbb{R}^{M \times (N+L)} \) is the output weight and \( \mathbf{r}_{t+1}; \mathbf{v}_{t+1} \) is the extension matrix of reservoir units and input.

It is worth noting that there will be a shortage of memory of the ESN since only the output weight \( \mathbf{U}_p \) will be learned. Nevertheless, the units \( \mathbf{r}_t \) must have the ability of memory to capture the temporal characteristic in the time series data. In Maass et al. [48], this problem can be addressed by adding two conditions. First, each unit in \( \mathbf{r}_t \) should be separable, and the diversities of each input in \( \mathbf{v}_t \) should be captured in the relevant unit in \( \mathbf{r}_t \). Second, the units \( \mathbf{r}_t \) should be propagated to the output vector \( \mathbf{p}_t \),

The rest of this paper is organized as follows: Section 2 describes the methodologies that constitute the proposed combination prediction method. Section 3 presents the results and discussions of the benchmarking experiments, and Section 4 concludes this paper.

---

### Table 1. Statistical indicators of Datasets A-D.

| Dataset | Time interval | Number | Mean (kW) | Max. (kW) | Min. (kW) | Med. (kW) | Std. (kW) |
|---------|---------------|--------|-----------|-----------|-----------|-----------|-----------|
| All samples | 15-min | 11920 | 24466.65 | 195140.5 | -968.68 | 3433.84 | 41820.78 |
| Training set | 2000 | 9536 | 23557.66 | 195140.5 | -968.68 | 2924.31 | 42440.39 |
| Testing set | 600 | 2384 | 28683.88 | 184228.2 | -9 | 6353.14 | 39030.19 |
| All samples | 1-h | 11920 | 3052.04 | 16163.41 | 0 | 1419.22 | 3484.61 |
| Training set | 6353.14 | 9536 | 2832.45 | 16163.41 | 0 | 2877.24 | 3785.35 |
| Testing set | 3940 | 2384 | 3931.13 | 14841.15 | 0 | 1661.66 | 3574.04 |
| Dataset A | 10-min | 19700 | 97.58 | 1080.00 | 10.00 | 60.00 | 102.49 |
| Training set | 19700 | 15760 | 98.09 | 1080.00 | 10.00 | 60.00 | 105.26 |
| Testing set | 3940 | 2384 | 95.56 | 850.00 | 20.00 | 60.00 | 90.54 |
| Dataset C | 5-min | 105115 | 6767.02 | 23709.69 | 0 | 2492.27 | 6440.36 |
| All samples | 105115 | 84092 | 6842.28 | 23709.69 | 0 | 4910.00 | 6564.41 |
| Testing set | 6466.02 | 21023 | 6466.02 | 23709.69 | -277.67 | 4926.27 | 6440.36 |

---

### Table 2. The setting of hyper-parameters.

| Learning rate | Decay rate | Hidden size | Epoch | Batch size |
|---------------|------------|-------------|-------|------------|
| GRU 0.09      | 0.985      | 20          | 2000  | 600        |
| LSTM 0.09     | 0.985      | 20          | 2000  | 600        |
| MLP 0.09      | 0.985      | 50          | 2000  | 600        |
| ESN 0.09      | 0.985      | 50          | 2000  | 600        |
Figure 3. The fitting curves of six single models and their combination models for Datasets A to D.
through the readout function based on the required precision. Therefore, the ESN has the capability of processing time series data.

### 2.2. Anchored ensembles of neural networks

Understanding the information behind the uncertainty of prediction of the Neural Networks (NNs) is vitally important. The Bayesian framework is one of the methods to handle this issue, since it can model the uncertainty and provide predictive distribution, but its implementation in NNs is greatly limited by the large scale of parameters and data. Ensembling offers another choice to learn about the uncertainty, and provide predictive distribution, but its implementation is also disappointing since all ensemble members are encouraged to propose a modiﬁed ensembling process on the basis of the Bayesian framework, named as randomized anchored MAP sampling, abbreviated anchored ensemble. The major contributions of the new scheme are: (1) consider a general model with normally prior distribution and normally likelihood distribution are both multivariate normal, the posterior distribution is also normal, \( N(\mu_{\text{post}}, \Sigma_{\text{post}}) \propto N(\mu_{\text{prior}}, \Sigma_{\text{prior}}) \cdot N(\mu_{\text{like}}, \Sigma_{\text{like}}) \). Without loss of generality, \( \mu_{\text{post}} \) can be obtained as Eq. (4):

\[
\mu_{\text{post}} = \left( \Sigma_{\text{like}}^{-1} + \Sigma_{\text{prior}}^{-1} \right)^{-1} \left( \Sigma_{\text{like}}^{-1} \mu_{\text{like}} + \Sigma_{\text{prior}}^{-1} \mu_{\text{prior}} \right)
\]

Figure 4. The partial combination weights of the combination models for Datasets A to D.

In general, \( \mu_{\text{prior}} \) and \( \gamma \) are chosen to transform into noisy random variables, so that \( \text{Var}(\gamma_{\text{post}}) = \Sigma_{\text{post}} \) can be achieved. For the reason that it may be impossible to extract element that exactly includes \( y \) from nonlinear regression model. Moreover, for a NN model, before adding noise to \( y \), it is required to assign different noise distributions to different parameters, but it is not possible because these parameters have a single target set. Consequently, it is infeasible to transform target \( y \) into noise variable in the case of NNs, and then \( \gamma_{\text{prior}} \) becomes the only choice to be injected into noise.

Substitute noisy random variable \( \gamma_{0} \) for \( \gamma_{\text{prior}} \), take samples from the prior distribution, and the MAP estimate of \( \mu_{\text{prior}}(\theta_{0}) \) can be represented as Eq. (5):

\[
\mu_{\text{MAP}}^{\text{like}}(\theta_{0}) = \left( \Sigma_{\text{like}}^{-1} + \Sigma_{\text{prior}}^{-1} \right)^{-1} \left( \Sigma_{\text{like}}^{-1} \mu_{\text{like}} + \Sigma_{\text{prior}}^{-1} \theta_{0} \right)
\]

wherein the variance of it is set to \( \text{Var}(\mu_{\text{MAP}}(\theta_{0})) = \Sigma_{\text{post}} \), and \( \theta_{0} \sim N(\mu_{0}, \Sigma_{0}) \), \( \mu_{0} = \mu_{\text{prior}}, \Sigma_{0} = \Sigma_{\text{prior}} + \Sigma_{\text{prior}} \Sigma_{\text{like}} \Sigma_{\text{like}}^{-1} \Sigma_{\text{prior}} \).

Due to the space limit, we will not present the derivation of the distribution of \( \theta_{0} \) here. Conceive a NN with hidden width \( H \), we find that \( \text{diag}(\Sigma_{0}) \geq \text{diag}(\Sigma_{\text{prior}}) \), the matrix \( \Sigma_{\text{prior}} \Sigma_{\text{like}}^{-1} \) tends to 0 as the width increases. Using \( \Sigma_{0} = \Sigma_{\text{prior}} \) also presents good empirical performance. Thus, it is feasible for us to denote \( \Sigma_{0} \approx \Sigma_{\text{prior}} \) under the case that the posterior distribution is governed by the prior. This allows us to relax the hypothesis to normally prior distribution and normally likelihood distribution.

Therefore, a NN can be trained by minimizing the newly regularized loss function as Eq. (6):

\[
\text{Loss}_{\text{regularized}} = \frac{1}{N} |y - \hat{y}|^2 + \frac{1}{N} \| \Gamma^{1/2} \theta \|^2
\]
The specific process of the anchored ensembles of neural networks is presented in Algorithm I.

Algorithm I. Anchored Ensembles of Neural Networks

Input: a sequence of training dataset \((X_i, y_i)\) and testing dataset \(X\)

Preset: ensemble size \(M\), noisy random variable \(\theta_0 \sim N(0, \sigma_{\theta_0}^2)\),
estimated data error \(\epsilon \sim N(0, \sigma_\epsilon^2)\),
regularization matrix \(\lambda \sim \lambda_0 + \lambda_1\)

\(\#\) training ensemble process
for \((i \in 1:M)\)

- initialize \(N\) from \(N(\mu_{\omega_0}, \Sigma_{\omega_0})\)
- train \((X_i, y_i, \Gamma, \theta_0)\) with loss function Eq. (6)

end for

\(\#\) forecasting process with ensemble \((i \in 1:M)\)

\[ \hat{y}_i = N(\mu_{\omega_i}, \Sigma_{\omega_i}) \]

end for

Output: predicted distribution mean \(\hat{y}\) and variance \(\sigma_\epsilon^2\)

2.3. Generalized mixture functions

The GM function [33] is a combination approach, which is the generalization of the ordered weighted averaging (OWA) and mixture function, and can significantly improve the efficiency of the combination process since it dynamically determines weights according to the performance of each combination member and the relationship among the performance of all members.

With respect to the OWA, it relates weights to all the components \(x_i\) of the input vector and is defined as Eq. (7):

\[
\text{OWA}_w(x_1, ..., x_n) = \sum_{i=1}^{n} w_i x_i
\]

where \(w = (w_1, ..., w_n)\) is the predefined vector of weights, with \(\sum_{i=1}^{n} w_i = 1\), and permutation \((x_1, ..., x_n)\) is the descending sequence of \((x_1, ..., x_n)\).

Similar to the OWA, the GM function proposed by Pereira et al. [49, 50] also has the ability to consider the corresponding weight according to the characteristics of the input vector. The difference is that these weights are not fixed but can be determined dynamically.

Consider a finite family of functions \(T = \{g_i : [0, 1]^n \rightarrow [0, 1], 1 \leq i \leq n\}\), with \(\sum_{i=1}^{n} g_i(x_1, ..., x_n) = 1\), is referred to as the family of weight functions. Hence, the generalized mixture function associated with \(T\) is the function with the form of \(GM_T(x_1, ..., x_n) = \sum_{i=1}^{n} g_i(x_1, ..., x_n)\).

Table 3. Forecasting performance of six single models and their combination models for Dataset A to D.

| Dataset | Model | Evaluation criteria | RMSE | MAE | U1 |
|---------|-------|---------------------|------|-----|----|
| A       | KR    | 6422.44             | 3351.73 | 6.71 |
|         | GRU   | 6585.67             | 3722.61 | 6.99 |
|         | LSTM  | 6505.41             | 3627.15 | 6.88 |
|         | MLP   | 6415.74             | 3487.55 | 6.66 |
|         | SVR   | 6424.67             | 3979.08 | 6.68 |
|         | ESN   | 6275.28             | 3269.61 | 6.56 |
|         | Comb_s| 6268.52             | 3421.12 | 6.57 |
|         | Comb_m| 6267.25             | 3407.12 | 6.57 |
|         | Comb_g| 6266.35             | 3390.16 | 6.57 |
| B       | KR    | 1389.18             | 947.93  | 13.04 |
|         | GRU   | 1415.45             | 966.56  | 12.93 |
|         | LSTM  | 1414.08             | 951.44  | 13.17 |
|         | MLP   | 1380.6              | 925.74  | 12.83 |
|         | SVR   | 1408.72             | 957.28  | 13.09 |
|         | ESN   | 1378.75             | 949.59  | 12.87 |
|         | Comb_s| 1371.85             | 932.82  | 12.75 |
|         | Comb_m| 1371.78             | 932.74  | 12.75 |
|         | Comb_g| 1371.69             | 933.31  | 12.73 |
| C       | KR    | 89.53               | 57.55   | 67.96 |
|         | GRU   | 65.17               | 35.02   | 49.47 |
|         | LSTM  | 64.37               | 34.52   | 48.87 |
|         | MLP   | 66.03               | 34.01   | 50.13 |
|         | SVR   | 90.74               | 45.63   | 68.88 |
|         | ESN   | 63.91               | 34.82   | 48.72 |
|         | Comb_s| 63.97               | 34.79   | 48.56 |
|         | Comb_m| 62.8                | 33.77   | 47.67 |
|         | Comb_g| 62.41               | 33.04   | 47.38 |
| D       | KR    | 798.33              | 484.67  | 9.12  |
|         | GRU   | 750.26              | 459.71  | 8.57  |
|         | LSTM  | 799.35              | 506.07  | 9.13  |
|         | MLP   | 759.37              | 478.43  | 8.67  |
|         | SVR   | 781.06              | 532.85  | 8.92  |
|         | ESN   | 744.47              | 459.56  | 8.5   |
|         | Comb_s| 739.5               | 458.33  | 8.45  |
|         | Comb_m| 739.29              | 457.45  | 8.44  |
|         | Comb_g| 737.88              | 455.75  | 8.43  |

\[
\text{Loss}_{\text{anchor}_i} = \frac{1}{N} \| y - \hat{y}_i \|^2 + \frac{1}{N} \left\| \Gamma X_{\theta_j} \phi_{\theta_j} \right\|^2
\]

wherein \(\text{diag}(\Gamma_k) = \phi_{\theta_j} \phi_{\theta_j}^\top \sim N(\mu_{\omega_0}, \Sigma_{\omega_0})\).

Table 4. Forecasting performance of the combination models composed of six models for Dataset A.

| Model | MLP   | RMSE  | MAE   | U1 × 10^{-2} |
|-------|-------|-------|-------|--------------|
| #1    | 6494.28| 3387.46| 6.77  | 1.64 × 10^{-2} |
| #2    | 6322.12| 3276.08| 6.64  | 1.64 × 10^{-2} |
| #3    | 6349.11| 3607.57| 6.65  | 1.64 × 10^{-2} |
| #4    | 6284.32| 3480.05| 6.58  | 1.64 × 10^{-2} |
| #5    | 6288.97| 3214.52| 6.57  | 1.64 × 10^{-2} |
| #6    | 6263.63| 3141.35| 6.59  | 1.64 × 10^{-2} |
| Comb #1-6_s| 6171.27| 3185.80| 6.64  | 1.64 × 10^{-2} |
| Comb #1-6_m| 6171.67| 3180.97| 6.64  | 1.64 × 10^{-2} |
Table 5. Forecasting performance of the combination models composed of six models for Dataset B.

| Model | MLP | MAE | U1 \( \times 10^{-2} \) | GRU | MAE | U1 \( \times 10^{-2} \) | LSTM | MAE | U1 \( \times 10^{-2} \) | ESN | MAE | U1 \( \times 10^{-2} \) |
|-------|-----|-----|----------------|-----|-----|----------------|-------|-----|----------------|-----|-----|----------------|
| Model #1 | 65.08 | 30.86 | 49.40 | 66.03 | 34.01 | 50.13 | 65.66 | 30.94 | 49.84 | 64.37 | 34.52 | 48.87 |
| Model #2 | 65.17 | 30.52 | 49.47 | 66.25 | 33.68 | 50.29 | 66.61 | 32.27 | 50.56 | 62.99 | 32.72 | 47.82 |
| Model #3 | 62.76 | 33.54 | 47.64 | 64.53 | 32.71 | 48.98 | 68.14 | 32.96 | 51.73 | 62.58 | 31.20 | 47.50 |
| Model #4 | 63.13 | 29.76 | 47.92 | 63.18 | 30.17 | 47.90 | 66.82 | 35.74 | 50.72 | 63.37 | 33.33 | 48.10 |
| Model #5 | 64.80 | 32.57 | 49.19 | 72.35 | 37.55 | 54.92 | 70.14 | 33.93 | 53.24 | 63.01 | 32.43 | 47.83 |

Table 6. Forecasting performance of the combination models composed of six models for Dataset C.

| Model | MLP | MAE | U1 \( \times 10^{-2} \) | GRU | MAE | U1 \( \times 10^{-2} \) | LSTM | MAE | U1 \( \times 10^{-2} \) | ESN | MAE | U1 \( \times 10^{-2} \) |
|-------|-----|-----|----------------|-----|-----|----------------|-------|-----|----------------|-----|-----|----------------|
| Model #1 | 747.19 | 458.49 | 8.53 | 738.69 | 449.75 | 8.44 | 799.35 | 506.07 | 9.13 | 746.46 | 461.69 | 8.52 |
| Model #2 | 747.61 | 462.48 | 8.54 | 741.19 | 449.64 | 8.46 | 754.27 | 469.52 | 8.61 | 736.00 | 451.65 | 8.41 |
| Model #3 | 753.33 | 465.50 | 8.60 | 794.95 | 496.29 | 9.08 | 794.92 | 497.68 | 9.08 | 737.69 | 451.39 | 8.42 |
| Model #4 | 784.77 | 484.45 | 8.96 | 750.26 | 458.17 | 8.57 | 757.02 | 473.77 | 8.65 | 745.40 | 473.61 | 8.51 |
| Model #5 | 760.68 | 473.43 | 8.69 | 738.78 | 447.18 | 8.44 | 770.16 | 477.16 | 8.80 | 745.73 | 464.76 | 8.52 |
| Model #6 | 746.56 | 459.76 | 8.53 | 808.54 | 506.66 | 9.23 | 804.72 | 510.51 | 9.19 | 735.55 | 453.32 | 8.40 |

Table 7. Forecasting performance of the combination models composed of six models for Dataset D.

| Model | MLP | MAE | U1 \( \times 10^{-2} \) | GRU | MAE | U1 \( \times 10^{-2} \) | LSTM | MAE | U1 \( \times 10^{-2} \) | ESN | MAE | U1 \( \times 10^{-2} \) |
|-------|-----|-----|----------------|-----|-----|----------------|-------|-----|----------------|-----|-----|----------------|
| Model #1 | 10_gm | 3320.20 | 6.59 | 3320.20 | 3381.36 | 6.78 | 6456.89 | 3433.19 | 6.69 | 6427.78 | 3288.37 | 6.68 |
| Model #2 | 6484.15 | 3397.83 | 6.75 | 6532.31 | 3436.84 | 6.70 | 6485.15 | 3487.30 | 6.68 | 6129.47 | 3127.17 | 6.39 |
| Model #3 | 6407.69 | 3385.56 | 6.66 | 6261.84 | 3209.58 | 6.59 | 6413.80 | 3853.51 | 6.75 | 6125.86 | 3152.82 | 6.40 |
| Model #4 | 6390.65 | 3408.57 | 6.67 | 6220.99 | 3203.46 | 6.46 | 6354.49 | 3408.81 | 6.60 | 6144.27 | 3189.05 | 6.42 |

Table 8. Forecasting performance of the combination models composed of ten models for Dataset A.

| Model | MLP | MAE | U1 \( \times 10^{-2} \) | GRU | MAE | U1 \( \times 10^{-2} \) | LSTM | MAE | U1 \( \times 10^{-2} \) | ESN | MAE | U1 \( \times 10^{-2} \) |
|-------|-----|-----|----------------|-----|-----|----------------|-------|-----|----------------|-----|-----|----------------|
| Model #7 | 6173.93 | 3100.00 | 6.42 | 6294.65 | 3267.01 | 6.54 | 6382.11 | 3387.07 | 6.62 | 6122.73 | 3092.34 | 6.39 |
and normalize them.

variables, follow the principle of the partial autocorrelation function

\( \Theta \)

as Eq. (8),

\( \mathbf{H}_n(x_1, \ldots, x_n) = \sum_{i=1}^{n} x_i \Theta(x_1, \ldots, x_n) \)

or otherwise

(8)

For instance, function \( \Theta \) can be the form of median, maximum, minimum and arithmetic mean.

2.4. Proposed ensemble forecasting framework

This subsection presents the ensemble forecasting composed of the ESN, the anchored ensembles and the GM function is proposed, named as EAEG. The flow diagram of the proposed method is shown in Figure 2, and the specific explanation of the entire forecasting framework is as follows.

Firstly, choose original wind power and speed data as explanatory variables, follow the principle of the partial autocorrelation function (PACF) [51], select an appropriate lag order for explanatory variables and normalize them.

Secondly, in order to reduce the calculative burden and accelerate the execution time, the ESN is regarded as the basic model, by utilizing the technique of the anchored ensembles to sampling generate several ESN models, and then trained network by using different initializations. Beyond that, to avoid building an extra model, and capture the information of time-varying data the GM function is applied to dynamically assign the combination weights according to the prediction evaluation of models to combine the prediction results of each model. By comparing with other single models, the proposed combination model can handle the complex features of wind power generation and make the fluctuation trend of the final prediction result more consistent with that of the actual power.

Thirdly, provide an empirical comparison of the proposed model with other benchmark models on several real-world datasets, discuss and analyze the experimental results to evaluate the validity and generalization of the proposed method.

3. Experiment and analysis

For the purpose of testing the performance of the presented approach, two experiments based on real-world data are carried out in this section, which is denoted as Experiment I and Experiment II, respectively. In Experiment I, the combination approach of six single models is conducted using three different combination methods, and the demonstration of the effectiveness of the combination models is achieved by...
Figure 5. The fitting curves of the combination models composed of six ESNs for Datasets A to D.
Figure 6. The fitting curves of the combination models composed of ten ESNs for Datasets A to D.
Figure 7. The prediction intervals of the combination model composed of ten ESNs for Datasets A to D, using the GM function as combination method.
comparing them with the single benchmark models, including kernel regression (KR) [8], GRU [13], LSTM [14], multi-layer perception (MLP) [12], support vector regression (SVR) [52], which are widely used in wind power prediction. In Experiment II, for the sake of verifying the superiority of the improved ensemble forecasting framework, a comparison is made between the proposed method and other benchmark combination methods, which are composed of sampling of the benchmark models. In order to score the deterministic forecasting performance of the developed method, three statistical metrics, including root mean square error (RMSE) as Eq. (9), mean absolute error (MAE) as Eq. (10), and Theil U statistic (U1) as Eq. (11), are employed to measure forecasting validity. All experiment codes are executed on Python 3.9, with the computer configuration is 4.00 GHz CPU, 16.0 GB RAM, Ubuntu.

- Root mean square error (RMSE)

\[
RMSE = \sqrt{\frac{1}{T} \sum_{t=1}^{T} (y_t - \hat{y}_t)^2} \tag{9}
\]

- Mean absolute error (MAE)

\[
MAE = \frac{1}{T} \sum_{t=1}^{T} |y_t - \hat{y}_t| \tag{10}
\]

- Theil’s U statistic (U1)

\[
U1 = \sqrt{\frac{1}{T} \sum_{t=1}^{T} (y_t - \hat{y}_t)^2} \left/ \sqrt{\frac{1}{T} \sum_{t=1}^{T} y_t^2 + \frac{1}{T} \sum_{t=1}^{T} \hat{y}_t^2} \right. \tag{11}
\]

3.1. Dataset description and setting

In this subsection, the effectiveness of the proposed ensembling method is proved by the different time interval data from different places. The experiment datasets are collected from the Guazhou Wind Farm (40°31’12” North latitude and 95°46’56” East longitude, China), the Sotavento Experimental Wind Farm (43°21’15” North latitude and 7°52’52” West longitude, Spain), the low energy building (the public appliances energy prediction dataset in UCI Machine Learning Repository) and the Ararat Wind Farm (37°14’24” South latitude and 142°58’48” East longitude, Australia). More specifically, data from the Guazhou Wind Farm is denoted as Dataset A, with a 15-minute period; data collected from the Sotavento Experimental Wind Farm is denoted as Dataset B, with 1-hour period; data from the low energy building is denoted as Dataset C, with a 10-minute period; data collected from the Ararat Wind Farm is denoted as Dataset D, with 5-minute period. There is no exact theory to divide the proportion between the training dataset and the testing dataset. However, there’s no denying that it is extremely significant to reasonably determine the proportion between the two. Too small training samples will generate an underfitting model, and too large training samples will give rise to overfitting [53]. On the basis of the size and feature of the datasets, the ratio between the training samples and the testing sample is 4:1 in the experiments. Detailed pieces of information from the datasets are exhibited in Table 1.

With respect to the data preprocessing, firstly check the PACF of data. As for the dataset used in the experiments, according to the PACF, the autocorrelation of data features is eliminated when the lag order is 2. Secondly, normalize the data to the range of 0–1 to overcome the effect of index dimension. After performing the above process, the normalized wind power and wind speed features from lag-2 to lag-1 as input features for prediction models.
Figure 9. The fitting curves of the combination models of Four different benchmark models for datasets A to D.
3.2. Experiment I

In order to demonstrate the effectiveness of constructing a combination model, four datasets collected from different places with different time intervals are utilized in this experiment. An agglomeration of based models such as KR, GRU, LSTM, MLP, SVR and ESN are employed to perform one-step-ahead forecasting and the forecasting results are compared with those combination models combined by these models. Furthermore, by comparing the prediction results of combination models constructed using different combination methods (i.e., softmax function, mean function and GM function, and the corresponding combination models are denoted as Comb_s, Comb_m and Comb_gm, respectively), the contribution of the combination method used in the proposed approach can be verified. The setting of hyper-parameters of these NNs is shown in Table 2.

Figure 3 presents the fitting curves of six single models and their combination models on the partial testing set of Datasets A-D, as well as their partial enlarged detail. It can be clearly seen that the forecasting performance of different single models is different, especially the fluctuation in Dataset B and Dataset C is dramatic. By combining these models together, the fluctuation is effectively mitigated and the prediction accuracy is improved.

Figure 4 presents partial combination weights of the combination models for Datasets A-D. It can be observed that the combination weights obtained using the mean function are the same for each model, the combination weights obtained using the softmax function are different for each model, but are the same for each prediction time under the same model. With respect to the combination weights obtained using the GM function are not only different for each model, but also vary with the prediction time. These indicate that the GM function can effectively grasp the alterations of input data over time and balance the significance of each model in the combination. Therefore, it can be concluded that the combination model constructed by the GM function is more advantageous overall than that constructed by other combination methods.

Table 3 present the detailed evaluation indicators of the single models and combination models for Datasets A-D. It can be observed that the forecasting performances of different indicators vary in different models. In all the Datasets, the ESN model has the best overall performance compared with other single models. For example, the appropriate values of the ESN on the RMSE, MAE and U1 in Dataset D are 744.47, 455.45 and 0.085, respectively. In addition, the forecasting evaluation indicators of these models in terms of the RMSE in ascending order are the ESN, GRU, MLP, SVR, KR and LSTM. The forecasting performance of these models in terms of the MAE are ESN, GRU, MLP, KR, LSTM and SVR. The outstanding result of the ESN can be retrospected to the fact that it can learn the nonlinear relationship and capture dynamic information over time.

Concerning the forecasting performance of the combination models, it can be clearly observed that compared with single models, the overall performance of them has been significantly improved. Take Dataset D as an example, by comparison with the indicator values of the KR model, the RMSE, MAE and U1 values of the Comb_gm are reduced by 8.19%, 6.35% and 8.19%, respectively. Moreover, the Comb_gm has the best overall performance compared with other single models in Dataset D, the corresponding values on the RMSE, MAE and U1 are 737.88, 455.75 and 0.0843. Simultaneously, it is found that the Comb_gm exhibited the best performances for different Datasets from the combined methods. This is mainly because combination model can effectively consider the characteristics of different models and combine the forecasting results of multiple combined members into one optimal result. Although Datasets A-C are collected from different places than Dataset D, with different time intervals and different data characteristics, the above conclusion can also be drawn from Datasets A-C.

**Remark.** From the above comparisons, for different datasets, the combination models have better forecasting performance than most of their combination members, indicating that the construct combination model has good generalization capability and can better execute the forecasting task. Especially, the GM function has advantage over other combination functions used in this paper.

3.3. Experiment II

The intention of this experiment is to verify the advantage of using anchored ensembles and the GM function to construct a combination model. By introducing four benchmark models (i.e., the MLP, GRU, LSTM and ESN), the anchored ensemble is used for sampling of them to generate several single models, hence the final combination model can be constructed, respectively. The one-step-ahead prediction evaluation metrics of the proposed combination model and comparative models for Datasets A-D are presented in Tables 4, 5, 6, 7, 8, 9, 10, and 11. It should be noted that Model #i, represents the single model generated by sampling and Comb _#ij#f#i represents that the combination model is composed of Model #i to Model #j (i, j = 1, 2, ...), with the combination method is f (#f #s, m, gm).

Tables 4, 5, 6, and 7 present the forecasting performance of the combination models composed of six combination members for Datasets A-D. It is obvious that there is a certain difference in the forecasting result between the single models generated by sampling of the benchmark model, which indicates that there exists instability when using a single model for wind power forecasting. With respect to the combination models consisted of these single models, their forecasting performance have been significantly improved. Take the forecasting performance of the MLP models in Dataset A as an example, the RMSE, MAE and U1 values of the Comb #1–6_gm are 5.04%, 6.63% and 4.67% smaller than the corresponding index values of Model #1.

Furthermore, combined with Tables 3, 4, 5, 6, and 7, it can be observed that the combination models outperform the relevant base models. Take the MLP model as an example, by comparison with the index values of the MLP presented in Dataset A of Table 3, the RMSE, MAE and U1 values of the corresponding Comb #1–6_gm in Table 4 are reduced by 3.87%, 9.31% and 3.14%, respectively. Such improvement of the performance show from another angle that the construction of a combination model is of great significance to improve the forecasting ability.

As for the combined size of the combination model, compare Tables 8, 9, 10, and 11 with Tables 4, 5, 6, and 7, it is obvious that with the increase of combination members, the forecasting performance of each combination model is improved with different degrees. Take the forecasting performance of the ESN models in Dataset C as an example, the RMSE, MAE and U1 values of the Comb #1–10_gm in Table 10 are 1.63%, 16.39% and 1.62.% smaller than the corresponding index values of the Comb #1–6_gm in Table 6.

Figures 5 and 6 show the fitting curves of the combination models composed of six and ten ESNs for Datasets A-D, respectively. It can be observed that the forecasting behavior of each combination member is diverse, and the overall fitting curves of the combination models are closer to the real value than that of each combination member, which indicates that the combination of models can fully exploit the effective information of each member and lead to the enhancement of generalization ability and the improvement of prediction accuracy.

Figure 7 illustrate the prediction intervals of the ESNs combination model for Datasets A–D, respectively. The provided high-quality prediction intervals indicate that the proposed approach could capture the uncertain characteristics of wind power properly and has a good capability of wind power forecasting. What is noteworthy is that the combination model generated by anchored ensembling belongs to the category of Bayesian, wherein the mean and variance of model can be derived from Bayesian inference rather than heuristic method.
Especially, compared with the combination methods, regardless of the number of ensembles or different base models in Tables 4, 5, 6, 7, 8, 9, 10, and 11, it shows that the proposed combination method of the GM can provide better performance than some other methods since it has the most significant values of all evaluation metrics. For example, with respect to the ESN-based model in Dataset A, the RMSE, MAE and U1 values of the Comb #1–6_gm in Table 4 are 6127.59, 3099.00 and 0.0639, respectively. Additionally, Figure 8 presents the partial combination weights of the combination models composed of ten ESNs for Datasets A-D. It can be clearly observed that the weights of the softmax and mean functions are static, while the weights of the GM are dynamic. The changing weights indicate that the GM function can effectively mine the positive information of each single model and capture the variation characteristics of wind power.

By comparing the benchmark models with each other, it is observed that the ESN-based models outperform other models both for single models and combination models, which demonstrates that for the dataset applied in this experiment, the ESN possesses an absolute advantage over other models in forecasting. In contrast, the LSTM-based models do not perform well overall and are not competitive, which is a consequence of the lack of long short-term memory in the time series data used in the experiment. For instance, for Dataset A, the index values of the best overall performing single models of the ESN on the RMSE, MAE and U1 are 6129.47, 3122.17 and 0.0639, separately, and the relevant values of the LSTM are 6329.11, 3392.32 and 0.0662, respectively. Figure 9 presents the fitting curves of the combination models of four different benchmark models for Datasets A–D. It can be seen that compared with the LSTMs combination model, the fluctuation trend of the ESNs combination model is more in line with that of the real wind power value as a whole.

Remark. In accordance with the above analysis, it is observed that the proposed forecasting method can generate more satisfactory results than other single and combination models, the contribution of using dynamic weight approach and the anchored ensembles have been approved. Notably, the combined size is expected to be as small as possible while producing a good approximation. Bigger combined size will provide better accuracy, but at a higher cost of computation. Thus, the combined size should be carefully considered according to the actual requirement.

4. Conclusions

In order to generate accurate and stable prediction of wind power, this paper proposed a new dynamic combined probabilistic forecasting method, which is constructed based on the ESN, the anchored ensembles and the GM function. The proposed method successfully compensates for the defects of the existing literature in wind power forecasting and validates its effectiveness through the simulation application on four data-sets. The main conclusions of this paper are:

1) A single model cannot fully grasp the characteristics of wind power generation, while the proposed model can.

2) The results of point forecasting are intuitive and easy to understand, and the result of probabilistic forecasting can provide more uncertain information about wind power forecasting, which can be realized through anchored ensembling.

3) Compared with the static weighted combination forecasting, dynamic weighted combination forecasting can better capture the positive information of each model and improve combination model forecasting ability and flexibility.

4) The proposal outperforms the benchmark models, and this can be attributed to the fact that it generates several ESNs using the anchored ensembles to execute wind power forecasting and then dynamically combines the forecasting result using the GM function.

In the future research, we will focus on the research which related to online learning and multi-step-ahead prediction based on the proposed Bayesian ensembling method, which is possible to extend the developed model in the fields of other renewable energies.
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