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Abstract—Phase-based statistical sampling methods such as SimPoints have proven to be effective at dramatically reducing the long time for architectural simulators to run large workloads such as SPEC CPU2017. However, generating and validating them is a long and tenuous process. While checkpoints of program phases, or “pinballs”, of SPEC CPU2017 have been collected by other researchers and shared with the research community, they are outdated and produce errors when used with the latest versions of the Sniper architectural simulator. To facilitate our own research as well as contribute to the community, we collect and validate our own pinballs for the SPEC CPU2017 SPECSpeed suite and release them to the public domain. In this work we document our methodology, the hardware and software details of the collection process, and our validation results. In terms of CPI, our pinballs have an average error rate of 12% when compared with the native whole-program benchmark execution.

1 INTRODUCTION

In architecture research, evaluating novel ideas before they are physically implemented requires modeling them on simulators that execute a wide range of representative benchmarks. Released in 2017, the SPEC (Standard Performance Evaluation Corporation) CPU 2017 benchmark suite [1] has been a popular tool in computer architecture for such tasks. However, the increased dynamic instruction counts and large memory footprints of CPU2017 over its predecessors have led to unrealistically long simulation times. The increasingly complex modeling of novel architectures, possibly with high core counts, sophisticated cache and Network-on-Chip protocols, and emerging materials further exacerbate the problem—some benchmarks take months to simulate to completion. To combat this problem, phase-based statistical sampling methods like SimPoints [2] were developed, in which simulating multiple short representative regions can predict the behavior of the whole application, significantly reducing the total simulation time. The Intel PinPoints [3] tool set automates the region-finding process by using the program instrumentation tools Pin [4] and PinPlay [5]. Each generated representative region, also called a pinball, can be replayed on simulators such as Sniper [6] and ZSim [7] and shared among researchers, liberating them from the need to collect sampled regions.

Pinballs of CPU2017 are already available online [8], [9] from other researchers. However, our own attempts at using these pinballs with the latest version of the Sniper simulator were unsuccessful as various errors would end simulations before performance statistics could be collected. Thus we decided to collect our own pinballs of the CPU2017 SPECspeed benchmarks, not only to use in our own research, but also to provide an alternate set of CPU2017 pinballs that researchers from around the world might find useful. The link to our pinballs repository can be found on our lab’s website, PARAG@N, under “Pinballs” in the Artifacts section at http://paragon.cs.northwestern.edu/#Artifacts. This work provides the details of our pinball-collecting process, pinball statistics, and validation of representability against whole programs in terms of cycles per instruction (CPI).

Our generated pinballs achieve an average absolute error rate of 12% when comparing their predicted CPIs with those of dynamically linked native applications in the SPEC CPU2017 SPECSpeed suite. We also find that for applications with high CPI prediction error rates, comparing against statically linked applications can reduce their error rate by an average of 29.7%, bringing the average absolute error rate across the entire SPEC CPU2017 SPECSpeed suite down to 8%.

2 BACKGROUND

2.1 SPEC CPU2017

SPEC CPU2017 is a collection of 43 benchmarks categorized into four suites: SPECspeed Integer, SPECspeed Floating Point, SPECRate Integer, and SPECRate Floating Point. The SPECspeed benchmarks are mainly used for measuring execution time by always running one copy of a benchmark while SPECRate measures throughput by running multiple concurrent copies of each benchmark. CPU2017 also provides three input sizes: test, train, and ref. Only the ref input size can be used when reporting time metrics.

2.2 Pinballs

Pin [4] from Intel is a dynamic binary instrumentation framework. Tools created using Pin can be used to analyze user space applications at the instruction set architecture (ISA) level. It does not require recompiling the source code of a target application because the instrumentation is performed at run time. The Program Record/Replay Toolkit [5], or PinPlay is a set of tools built using Pin that support the logging and replaying of an entire program or a part of it. Running PinPlay’s logger on a program produces a pinball, which can either be replayed using PinPlay itself or fed into a simulator. A pinball is a collection of files that contain information about a program like initial memory
and register states, register states before and after system calls, etc. When replayed, the pinball guarantees repeatable and deterministic behavior. A large pinball of a whole program can be sliced into regional pinballs.

SimPoints [10] is a tool that uses statistical sampling to capture multiple representative simulation regions of a large program. The simulation points produced by SimPoints contain the bulk of information about a program’s execution and can be used to accurately model the run time behavior of the whole program. Each simulation point is associated with a weight that roughly represents the relative frequency by which the corresponding phase executes in the program. Because only small phases of the program are captured, simulation time with SimPoints is greatly reduced.

PinPoints [3] combines Pin with SimPoints. It uses the whole program pinball recorded with PinPlay as input to SimPoints and produces simulation points in the form of regional pinballs. Figure 1 shows the workflow for capturing regional pinballs. There are a number of advantages with using pinballs produced by PinPoints. They are OS independent, provide reproducible and deterministic simulation results, and can be shared among researchers.

2.3 ELFies

ELFies [11] or pinballs2elf is a tool-chain that converts a pinball into an ELF executable, which can be run natively on Linux and without extra overhead. This is useful when validating the regions produced by SimPoints. To validate SimPoints, one needs to compute the error rate by calculating (1) the weighted average of CPI of the regional pinballs, and (2) the CPI of the whole program pinball. Typically, the CPIs are collected by running the pinballs through a simulator. While step 1 can be quite fast as the slices are relatively short, step 2 requires the simulation of the entire program, which can be unrealistically time consuming. In our experience, the fastest whole-program simulation in the CPU2017 suite using the Sniper architectural simulator finished in 28 days when running on a modern Intel-based server. The ELF executables generated by ELFies significantly reduce the validation time by allowing one to execute regional pinballs natively and use hardware counters to calculate the CPI. In this way we are able to quickly validate our pinballs by comparing the CPI obtained by hardware performance counters of the original application and the ELFies generated from the regional pinballs.

3 Methodology

Figure 2 shows the entire workflow for our experiments. We use PinPoints (with Pin version 3.7) to generate regional pinballs of the SPEC CPU2017 SPECspeed benchmarks (both INT and FP) with the ref input size. All benchmarks are compiled on an Intel® Xeon™ E5-2695 V3 processor (Haswell, 14 cores, 2.3 GHz, 32 kB L1 cache, 256 kB L2 cache, 35 MB last-level cache) running Linux kernel 4.18 using GCC 8. We disable the OpenMP compilation flags but keep all other optimization flags consistent with the recommended example provided by the CPU2017 distribution and target the 64-bit ISA. As for tuning the parameters of SimPoint, we use a max_k value of 32 (32 maximum regions), a slice_size of 100 million instructions, and a warmup_length.
of 300 million instructions. We leave out some FP benchmarks because they could take months, as the logging and replaying process can incur as much as 200× slowdown compared to native execution [12]. Table 1 summarizes the SimPoints and global dynamic instruction counts of the benchmarks we run. Note that the executions of 600.perlbench_s, 602.gcc_s, 625.x264_s, 657.xz_s, and 603.browses_s have multiple steps, with each step taking in a different input. We consider each step as a separate benchmark, denoted by the number index suffixes after the dot in the Benchmark column. The 90 Percentile SimPoints column shows the least number of SimPoints needed to reach a cumulative weight of 0.9 or more.

To evaluate the pinballs, we use ELFies to convert the region pinballs into native executables and use Linux perf to read hardware performance counters and calculate the CPIs of the individual regions. We then take measurements on a system with an Intel® Core™ i7-8700 processor (Skylake, 6 cores, 3.2 GHz, 32 kB L1 cache, 256 kB L2 cache, 8 MB last-level cache) and 16 GB of DRAM, running Ubuntu 18.04 with a 4.18 Linux kernel. Using a system for measurement that is different than the system used for collecting the pinballs reflects the actual way that the pinballs we release will be used in the wild.

We measure each region or whole program instance ten times and calculate the average CPI. The ELFies are generated with the hardware performance counters Perf_COUNT_HW_CPU_CYCLES and Perf_COUNT_HW_CPU_INSTRUCTIONS found in /usr/include/linux/perf_event.h. To measure whole program performance, we use perf record and sample the cpu_clk_unhalted.thread and inst_retired.any hardware counters. To minimize OS noise and DVFS effects, we turn off Intel Hyper-Threading, Turbo Boost, and SpeedStep, and run all experiments at the init 3 runlevel. We use Sniper 7.4 with two versions of Pin (3.7 and 3.11) to test the generated pinballs and verify that they can run without errors. We calculate the region predicted CPIs and prediction errors according to the equation:

$$predicted_{\text{CPI}} = \sum_{i=1}^{\text{num_simpoints}} CPI_i \times \text{weight}_i$$

$$\text{pred_error} = \frac{|\text{whole_program_CPI} - predicted_{\text{CPI}}|}{\text{whole_program_CPI}}$$

$$\text{Average} = \frac{\sum_{i=1}^{\text{num_benchmarks}} |\text{whole_program_CPI} - predicted_{\text{CPI}}|}{\text{num_benchmarks}}$$

Fig. 3. Pinball validation results.

Fig. 4. Validation results for statically linked binaries.

4 Results

Figure 3 shows the prediction errors and CPI comparisons of our pinballs against native runs of the benchmarks. The average absolute prediction error rate across all benchmarks is 12%. For most benchmarks, our pinballs represent native execution well, and we can expect the pinballs to reasonably represent the performance characteristics of their native counterparts, while significantly reducing simulation time.

Benchmarks 631.deepsjeng_s, 607.cactuBSSN_s, 621.wrf_s, and 644.nab_s have error rates above 25%. We posit that this is caused by the difference between dynamically linked libraries on the machine used to collect the pinballs and the machine used to collect runtime execution CPIs. To investigate this, we statically link 631.deepsjeng_s, 607.cactuBSSN_s, and 644.nab_s, and compare the CPIs calculated by the pinball regions with the whole-program CPIs of the statically compiled benchmarks. We show the prediction errors and CPI comparisons in Figure 4. Statically linking 621.wrf_s requires libgfortran.a, which is not available in our version of RHEL, thus we exclude this application from further investigation. Using statically linked binaries reduces the absolute CPI error of these three benchmarks by an average of 29.7%. This also brings the average error across the entire benchmark suite down to less than 8%.
Unfortunately, licensing restrictions prevent us from releasing statically linked versions of 631.deepsjeng.s, 607.cactuBSSN.s, and 644.nab.s. Users of our pinballs (or any other pinball releases, for that matter) should be aware of the relatively high errors when using dynamically linked versions of these three benchmarks. Alternatively, users can statically compile their own versions of these three benchmarks on their own platforms and recollect the corresponding pinballs, or at least verify the pinballs’ accuracy on their machines by comparing the calculated CPI with our published data.

Although further in-depth tuning of PinPoint parameters to generate more accurate pinballs for these four benchmarks is possible, that is a topic for future work.

5 Conclusions

In this work we announce to the computer architecture community the public release of validated pinballs for SPEC CPU2017 SPECspeed benchmarks, and share the details of our pinball-collecting process, statistics, and validation results. Our validation shows that the average absolute CPI error rate of our pinballs is 12% for dynamically linked benchmarks. We also discover that differences exist between dynamically linked and statically linked benchmarks when their CPIs are compared against the CPI results predicted from pinballs. For benchmarks that exhibit high errors when compiled dynamically, we find that compiling them statically can reduce the CPI error rate by 29.7%. In particular, when statically linking 631.deepsjeng.s, 607.cactuBSSN.s, and 644.nab.s, and dynamically linking all other benchmarks, we estimate an average absolute CPI error of less than 8% across the entire SPEC SPU2017 suite. The link to our pinballs (or any other pinball releases, for that matter) should be aware of
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