FRIEZE PATTERNS AS ROOT POSETS
AND AFFINE TRIANGULATIONS

M. CUNTZ

Abstract. The entries of frieze patterns may be interpreted as coordinates of roots of a finite Weyl groupoid of rank two. We prove the existence of maximal elements in their root posets and classify those frieze patterns which can be used to build an affine simplicial arrangement.

1. Introduction

In this note we consider triangulations of convex polygons by non-intersecting diagonals, see Fig. 1 for five examples. It is an easy exercise to show that such triangulations (combinatorially) correspond to what we call \( \eta \)-sequences, see Def. 2.3 or \[8\], Def. 3.2 (these sequences are also called quiddity cycles in \[4\]): To each vertex we attach the number of triangles adjacent to this vertex and obtain a sequence \((c_1, c_2, \ldots, c_n) \in \mathbb{N}^n\) (the numbers in Fig. 1). The number of \( \eta \)-sequences of length \((n+2)\) is the \( n \)-th Catalan number \( C_n = \frac{1}{n+1} \binom{2n}{n} \). Indeed, \( \eta \)-sequences also correspond to Dyck words, expressions of parentheses, binary trees, noncrossing partitions, and there are many more constructions.

Now to each such triangulation and to each vertex \( i \), attach numbers \( \varphi_i(j), j = 1, \ldots, n \) in the following way (compare Fig. 2 on the left side): Write 0 at vertex \( i \), 1 at each adjacent vertex, and if two vertices

![Figure 1. Triangulations and \( \eta \)-sequences.](image)
of a triangle have labels $a$ and $b$ then write $a+b$ at the third vertex. The number written at vertex $j$ is $\phi_i(j)$. The numbers $\phi_i(j)$ are coordinates of roots of the associated Weyl groupoid of rank two (see [8]), they also appeared earlier as entries of frieze patterns (see for example [4] or [10, p. 20]), compare the Figures 2 and 3: The $\eta$-sequence is the second line of the frieze and the $\phi_i(j)$ are all the entries. Generalized frieze patterns have also been extensively studied recently in the context of cluster algebras, see for example [3].

For each $i$, let $m_i$ be the set of vertices $j$ such that $\phi_i(j)$ is maximal among the numbers $\phi_i(1), \ldots, \phi_i(n)$. We call the triangulation dense if there are no neighboring vertices $i, i+1$ such that $|m_i| = |m_{i+1}| = 1$, where we identify $n+1$ and 1 (see Fig. 2 on the right side for an example for the numbers $|m_i|$).

The main result of this note is (Thm. 2.22):

**Theorem 1.1.** The dense triangulations are exactly the five triangulations displayed in Figure 1.

There are (at least) two applications for this result.

As for a Weyl group (see for example [2]), one can associate a poset structure to the root systems of a Weyl groupoid. As an immediate corollary to Thm. 2.22 we get that any finite Weyl groupoid of rank two has at least one object at which the root system has a unique maximal element (see Cor. 3.3).
The second application is a classification of the affine Weyl groupoids of rank three such that the parabolic subgroupoids containing an imaginary root are affine of type $A_1^{(1)}$ (see Thm. 3.5). A complete classification of affine Weyl groupoids would be the first step in a classification of infinite dimensional Nichols algebras, see [11] and [1]. We conjecture that the finite Weyl groupoids occurring as parabolic subgroupoids in affine Weyl groupoids of rank three are exactly the arithmetic root systems of rank two that appeared in the classification of finite dimensional Nichols algebras of diagonal type (see Conj. 3.9).
This note is organized as follows. Section 2 contains the proof of Thm. 1.1. In the last section we briefly recall the notions required for the mentioned applications and use Thm. 1.1 to investigate root posets and affine Weyl groupoids.
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2. Dense triangulations of polygons

Definition 2.1. For $a \in \mathbb{Z}$, let
\[ \eta(a) := \begin{pmatrix} a & -1 \\ 1 & 0 \end{pmatrix}. \]

Remark 2.2. Notice the rule (compare [6, Lemma 5.2])
\[ \eta(a)\eta(b) = \eta(a+1)\eta(1)\eta(b+1) \]
for all $a,b$.

Definition 2.3 (Compare [8, Def. 3.2]). We define the set $E$ of $\eta$-sequences recursively by:
1. $(0,0) \in E$.
2. If $(c_1, \ldots, c_n) \in E$, then $(c_2, c_3, \ldots, c_{n-1}, c_n, c_1) \in E$ and $(c_n, c_{n-1}, \ldots, c_2, c_1) \in E$.
3. If $(c_1, \ldots, c_n) \in E$, then $(c_1 + 1, 1, c_2 + 1, c_3, \ldots, c_n) \in E$.

Remark 2.4. If $(c_1, \ldots, c_n) \in E$, then $\eta(c_1) \cdots \eta(c_n) = -\text{id}$. This is easy to see with the rule from Rem. 2.2 which corresponds to Axiom 3.

An $\eta$-sequence of length $n$ may be visualized by a triangulation of a convex $n$-gon by non-intersecting diagonals (see Fig. 1): An entry $c_i$ of the sequence corresponds to the $i$’th vertex; $c_i$ is the number of triangles ending at this vertex.

Definition 2.5. Let $c = (c_1, \ldots, c_n) \in E$. An $1 \leq i \leq n$ with $c_i = 1$ is called an ear of $c$.

Definition 2.6. Let $(c_1, \ldots, c_n) \in E$. For a fixed $i \in \{1, \ldots, n\}$, let
\[ \varphi_i(j) := \begin{cases} 0 & j = i, \\ (\eta(c_i) \cdots \eta(c_{j-1}))_{2,1} & j > i, \\ (\eta(c_j) \cdots \eta(c_{i-1}))_{2,1} & j < i. \end{cases} \]

Remark 2.7. Notice that $\varphi_i(j) = \varphi_j(i)$ for all $i,j$. Further, if $c_{i+1} = 1$, then
\[ \varphi_{i+1}(j) = \varphi_i(j) + \varphi_{i+2}(j), \]
\[ \varphi_j(i + 1) = \varphi_j(i) + \varphi_j(i + 2) \]

Lemma 2.8. Let $c = (c_1, \ldots, c_n) \in \mathcal{E}$ and $1 \leq i < j \leq n$. Assume that $c_\ell > 1$ for all $\ell = i + 1, \ldots, j - 1$. Then

(2.1) $\varphi_i(i) < \varphi_i(i + 1) < \ldots < \varphi_i(j - 1) < \varphi_i(j)$,

(2.2) $\varphi_i(i) < \varphi_{i+1}(i) < \ldots < \varphi_{j-1}(i) < \varphi_j(i)$.

Proof. We proceed by induction: $\varphi_i(i) = 0 < 1 = \varphi_i(i + 1) = \varphi_{i+1}(i)$, and for $\ell > i + 1,$

$\varphi_i(\ell) = c_{\ell-1}\varphi_i(\ell - 1) - \varphi_i(\ell - 2) > \varphi_i(\ell - 1),$

$\varphi_i(i) = c_{\ell-1}\varphi_{\ell-1}(i) - \varphi_{\ell-2}(i) > \varphi_{\ell-1}(i),$

since $c_{\ell-1} \geq 2$. 

The following proposition will be the key to the main theorem of this section.

Proposition 2.9. Let $c = (c_1, \ldots, c_n) \in \mathcal{E}$ and $1 \leq e_1 < e_2 \leq n$ be ears. Then there exists an $\ell, e_1 \leq \ell < e_2$ with

(2.3) $\varphi_j(e_1) < \varphi_j(e_2)$ for $e_1 \leq j < \ell$,

(2.4) $\varphi_j(e_1) > \varphi_j(e_2)$ for $\ell < j \leq e_2$,

(2.5) $\varphi_\ell(e_1) \leq \varphi_\ell(e_2)$.

Proof. Assume first that $c_\ell > 1$ for all $e_1 < \ell < e_2$ (this means that there are no branches in the tree dual to the triangulation between $e_1$ and $e_2$). Then by Lemma 2.8 and Rem. 2.7

(2.6) $\varphi_{e_1}(e_1) < \varphi_{e_1+1}(e_1) < \ldots < \varphi_{e_2-1}(e_1) < \varphi_{e_2}(e_1),$

(2.7) $\varphi_{e_1}(e_2) > \varphi_{e_1+1}(e_2) > \ldots > \varphi_{e_2-1}(e_2) > \varphi_{e_2}(e_2).$

But $\varphi_{e_2}(e_1) > \varphi_{e_2}(e_2) = 0 = \varphi_{e_1}(e_1) < \varphi_{e_1}(e_2)$, thus there exists an $\ell$ satisfying (2.3), (2.4), and (2.5).

Now to obtain the result for arbitrary $\eta$-sequences we may proceed by induction on the number of triangles which need to be attached to the shortest path of adjacent triangles from $e_1$ to $e_2$ in the triangulation corresponding to $c$ (this is unique because of the structure of a tree): If we have a triangle at position $(i, i + 1, i + 2)$, i.e. $c_{i+1} = 1$, then

$\varphi_{i+1}(j) = \varphi_i(j) + \varphi_{i+2}(j)$
by Rem. 2.7. Induction gives us an \( \tilde{\ell} \) for the \( \eta \)-sequence without this triangle, i.e. removing the ear \( i \) using the rule from Remark 2.2:

\[
\varphi_j(e_1) < \varphi_j(e_2) \text{ for } i + 1 \neq j = e_1, \ldots, \tilde{\ell} - 1,
\]

\[
\varphi_i(e_1) \leq \varphi_i(e_2),
\]

\[
\varphi_j(e_1) > \varphi_j(e_2) \text{ for } i + 1 \neq j = \tilde{\ell} + 1, \ldots, e_2.
\]

In the following two cases, \( \ell = \tilde{\ell} \) is the wanted \( \ell \) satisfying (2.3), (2.4), and (2.5):

If \( \varphi_i(e_1) < \varphi_i(e_2) \) and \( \varphi_{i+2}(e_1) \leq \varphi_{i+2}(e_2) \) then

\[
\varphi_{i+1}(e_1) = \varphi_i(e_1) + \varphi_{i+2}(e_1) < \varphi_i(e_2) + \varphi_{i+2}(e_2) = \varphi_{i+1}(e_2).
\]

If \( \varphi_i(e_1) \geq \varphi_i(e_2) \) and \( \varphi_{i+2}(e_1) > \varphi_{i+2}(e_2) \) then

\[
\varphi_{i+1}(e_1) = \varphi_i(e_1) + \varphi_{i+2}(e_1) > \varphi_i(e_2) + \varphi_{i+2}(e_2) = \varphi_{i+1}(e_2).
\]

Now if \( \varphi_i(e_1) < \varphi_i(e_2) \) and \( \varphi_{i+2}(e_1) > \varphi_{i+2}(e_2) \) then an adequate \( \ell \in \{i, i+1\} \) exists as well: If \( \varphi_{i+1}(e_1) > \varphi_{i+1}(e_2) \), then choose \( \ell = i \). If \( \varphi_{i+1}(e_1) \leq \varphi_{i+1}(e_2) \), then choose \( \ell = i + 1 \).

**Corollary 2.10.** Let \( c = (c_1, \ldots, c_n) \in \mathcal{E} \) and \( 1 \leq e_1 < e_2 \leq n \) be ears. Then

\[
|\{i \in \{1, \ldots, n\} \mid \varphi_i(e_1) = \varphi_i(e_2)\}| \leq 2.
\]

Moreover, if there are \( i < j \) with \( \varphi_i(e_1) = \varphi_i(e_2) \) and \( \varphi_j(e_1) = \varphi_j(e_2) \), then either \( i < e_1 < j \) or \( i < e_2 < j \), so \( j - i \geq 1 \).

**Proof.** By Prop. 2.9 there is at most one \( i \) with \( \varphi_i(e_1) = \varphi_i(e_2) \) in each of the sets \( \{i \mid e_1 < i < e_2\} \) and \( \{i \mid e_2 < i \text{ or } i < e_1\} \). Further, \( \varphi_{e_1}(e_1) \neq \varphi_{e_1}(e_2) \) and \( \varphi_{e_2}(e_1) \neq \varphi_{e_2}(e_2) \).

**Definition 2.11.** Let \( (c_1, \ldots, c_n) \in \mathcal{E} \). For a fixed \( i \in \{1, \ldots, n\} \), let

\[
m_i := \{j \in \{1, \ldots, n\} \mid \varphi_i(j) \geq \varphi_i(\ell) \text{ for all } \ell = 1, \ldots, n\}.
\]

**Example 2.12.** The right triangulation in Fig. 2 is an example for the numbers \( |m_i| \).

**Definition 2.13.** Let \( c = (c_1, \ldots, c_n) \in \mathcal{E} \). Call \( c \) fan-shaped if up to rotations \( c = (n-2, 1, 2, \ldots, 2, 1) \).

**Lemma 2.14.** Let \( c = (c_1, \ldots, c_n) \in \mathcal{E} \), \( i \in \{1, \ldots, n\} \), and \( j \in m_i \). Then either \( j \) is an ear or \( c \) is fan-shaped.

**Proof.** Let \( j \in m_i \). Then \( \varphi_i(j) \geq \varphi_i(j+1) \) and \( \varphi_i(j) \geq \varphi_i(j-1) \). Remember further that

\[
(2.8) \quad \varphi_i(j+1) + \varphi_i(j-1) = c_j \varphi_i(j).
\]
Assume that \( j \) is not an ear, thus \( c_j > 1 \). If \( c_j > 2 \) then \( \varphi_i(j + 1) > 2\varphi_i(j) \geq 2\varphi_i(j + 1) \) which is impossible. So \( c_j = 2 \). But then \( \varphi_i(j) = \varphi_i(j + 1) = \varphi_i(j - 1) \) by Equation 2.8. Thus \( j - 1, j + 1 \in m_i \). Using induction we obtain a subsequence \((1, 2, \ldots, 2, 1)\) around the position \( j \) (possibly going beyond positions 1 or \( n \)). This is only possible if \( c \) is of the claimed form.

**Definition 2.15.** Let \( c = (c_1, \ldots, c_n) \in \mathcal{E} \). Call \( c \) dense if for all \( i = 1, \ldots, n \) either \( |m_i| > 1 \) or \( |m_{i+1}| > 1 \), where \( m_{n+1} := m_1 \).

**Remark 2.16.** It is easy to check that if \( c \) is fan-shaped and dense of length \( n \), then \( n \in \{3, 4\} \). Thus if \( n > 4 \) and if \( c = (c_1, \ldots, c_n) \in \mathcal{E} \) is an arbitrary dense sequence, then every \( m_i \) only consists of ears by Lemma 2.14.

**Proposition 2.17.** Let \( c = (c_1, \ldots, c_n) \in \mathcal{E} \). If \( k \) is the number of ears in \( c \), then

\[
|\{i \in \{1, \ldots, n]\} \mid |m_i| > 1| \leq k.
\]

**Proof.** The case of fan-shaped sequences is easy to check. Thus assume that \( c \) is not fan-shaped and therefore that all \( m_i \) only consist of ears.

For ears \( e, f \) let

\[
J_{e,f} := \{i \in \{1, \ldots, n\} \mid \varphi_i(e) \geq \varphi_i(f)\}.
\]

By Prop. 2.9 these sets \( J_{e,f} \) are of the form \( \{\ell, \ell + 1, \ldots, j\} \) for some \( \ell \leq j \) (view the \( \eta \)-sequence as a cycle, so possibly \( J_{e,f} = \{1, \ldots, j, \ell, \ldots, n\} \) and \( j < \ell \)). Thus the intersection

\[
I_e := \bigcap_{f \text{ ear}} J_{e,f}
\]

also has the form \( \{\ell, \ldots, j\} \), \( \ell \leq j \) because \( e \notin J_{e,f} \) for any ear \( f \neq e \). Notice that \( e \in m_i \) if and only if \( i \in I_e \): If \( \varphi_i(e) \geq \varphi_i(f) \) for each ear \( f \), then \( \varphi_i(e) \geq \varphi_i(\ell) \) for each vertex \( \ell \) by the same argument as in the proof of Lemma 2.14.

Now we count the number of \( i \) with \( |m_i| > 1 \): Let \( k_1 \) be the number of ears \( f \) with \( |I_f| = 1 \), and \( k_2 \) be the number of ears \( f \) with \( |I_f| > 1 \); we have \( k \geq k_1 + k_2 \). Further, let

\[
N_1 := \{i \in \{1, \ldots, n\} \mid |m_i| > 1, \exists f \in m_i : |I_f| = 1\},
\]

\[
N_2 := \{i \in \{1, \ldots, n\} \mid |m_i| > 1, \forall f \in m_i : |I_f| > 1\}.
\]

Then clearly \( |N_1| \leq k_1 \). Let \( i \in N_2 \) and \( e, f \in m_i, e \neq f \). Then \( i \in I_e \cap I_f \). By Cor. 2.10 \( |I_e \cap I_f| \leq 2 \) and \( I_e \cap I_f \) consists of elements on the “borders” \( \partial I_e \) and \( \partial I_f \) of the intervals \( I_e \) and \( I_f \). So \( i \in N_2 \) and
Corollary 2.20. Let \( f \in m_i \) imply \( i \in \partial I_f \). Thus the number of pairs \((i, f)\) with \( i \in N_2, f \in m_i \) is at most twice the number of ears \( f \) with \(|I_f| > 1\). We obtain

\[
2 |N_2| \leq \sum_{i \in N_2} |m_i| \leq \sum_{f \text{ ear}, |I_f| > 1} 2 = 2k_2.
\]

Thus \(|\{i \in \{1, \ldots, n\} \mid |m_i| > 1\}| = |N_1| + |N_2| \leq k_1 + k_2 \leq k. \quad \Box

Corollary 2.18. Let \( c = (c_1, \ldots, c_n) \in E \) be dense.

1. Either \( n = 3 \) and \( c = (1, 1, 1) \), or \( n \) is even and \( c \) is of the form \((1, *, 1, *, \ldots) \) or \((*, *, 1, 1, \ldots) \).
2. If \( n > 4 \) then \(|m_1|, |m_2|, \ldots \in \{(1, 2, 1, 2, \ldots), (2, 1, 2, 1, \ldots)\}\).
3. If \( e \) is an ear, then there exists an \( i \) with \( e \in m_i \).

Proof. 1. Let \( k \) be the number of ears. Notice first that \( k \leq \frac{n}{2} \) except for \( n = 3 \) in which case \( c = (1, 1, 1) \) and \(|m_1| = |m_2| = |m_3| = 2\). Assume now that \( n > 3 \). Then by Prop. 2.17, the number \( d \) of \( i \) with \(|m_i| > 1\) is at most \( k \). But if \( c \) is dense, then at least \( \frac{n}{2} \) labels \( i \) satisfy \(|m_i| > 1\). Thus \( \frac{n}{2} \leq k \leq \frac{n}{2} \) if \( n > 3 \). This is only possible if \( n \) is even and \( k = \frac{n}{2} \), hence every second entry in \( c \) is a 1. Notice also that \( d = k \).

We now prove (2). We assume that \( n > 4 \), so \( c \) is not fan-shaped because it is dense. The equality \( d = k \) implies

\[
(\|m_1|, |m_2|, \ldots \in \{(1, *, 1, *, \ldots), (*, 1, *, 1, \ldots)\})
\]

where * always denotes an integer greater than 1. As in the proof of Prop. 2.17 for an ear \( f \) we write \( I_f \) for the set of \( i \) with \( f \in m_i \). Remember that \( I_f \) is an “interval”, that the number of \( I_f \)’s is \( k \), and that two such \( I_f \)’s never intersect in consecutive positions (Cor. 2.10). These three facts together with (2.10) imply that the entries * are equal to 2. We also notice that \( I_f \) can never be the empty set, whence (3) (we check \( n = 3, 4 \) separately). \quad \Box

Lemma 2.19. Let \( c \in E \) be dense, \( e < f \) be ears, and \( \ell \notin \{e, \ldots, f\} \) with \( m_{e+2} = \{e, f\} \). Then either \( c = (1, 1, 1) \) or \( f = e + 2 \).

Proof. We prove that there is no ear \( j \) with \( e < j < f \). Assume the converse and let \( e < j < f \) be an ear. Without loss of generality, \( e < j < f < \ell \). Then by Prop. 2.9, \( \varphi_i(j) < \varphi_i(e) \) for all \( j \leq i \leq \ell \), and \( \varphi_i(j) < \varphi_i(f) \) for all \( \ell \leq i \leq n \) and \( 1 \leq i \leq j \). Thus there is no \( m_i \) with \( j \in m_i \); this contradicts Corollary 2.18 (3). \quad \Box

Corollary 2.20. Let \( c \in E \) be dense of length \( n > 4 \).

1. For every \( i \) there exists an ear \( e \) with \( m_i \in \{e\} \).
2. For every ear \( e \) there exists an \( i \) with \( m_i = \{e, e + 2\} \).
Proof. (1) follows directly from Lemma 2.19 and Corollary 2.18 (2), (3). Ad (2): There are \( k = \frac{n}{2} \) pairs of ears \( \{e, e+2\} \) and \( k \) sets \( m_i \) with \( |m_i| > 1 \). □

Lemma 2.21. Let \( c \in \mathcal{E}, i, j, \ell \) be vertices of the corresponding triangulation, and assume that \( j, \ell \) are connected by an edge. Then
\[
\gcd(\varphi_i(j), \varphi_i(\ell)) = 1
\]
for every \( i \notin \{j, \ell\} \). In particular, if \( \varphi_i(j) = \varphi_i(\ell) \) then
\[
\varphi_i(j) = \varphi_i(\ell) = 1.
\]
Proof. The numbers \( \varphi_i(j), \varphi_i(\ell) \) are coordinates of a root in a root system of a Weyl groupoid (see for example [8]). □

Theorem 2.22. Let \( c \in \mathcal{E} \) be dense. Then up to cyclic rotations, \( c \) is one of the following sequences:
\[
(1, 1, 1), \quad (1, 2, 1, 2), \quad (1, 3, 1, 3, 1, 3), \\
(1, 3, 1, 4, 1, 3, 1, 4), \quad (1, 3, 1, 5, 1, 3, 1, 5, 1, 3, 1, 5).
\]
Proof. Denote \( \mathcal{E}' := \{ c \in \mathcal{E} \mid c_i = 1 \text{ for all even } i \} \). By Cor. 2.18 we may assume that \( c = (*, 1, *, 1, \ldots) \), so \( c \in \mathcal{E}' \). The only \( \eta \)-sequences of length \( n \leq 4 \) are \((0, 0),(1, 1, 1),(1, 2, 1, 2)\) (up to rotations); these cases are easy to compute. Thus assume that \( n > 4 \) (hence \( n \geq 6 \) by Corollary 2.18, and \( c \) is not fan-shaped). For \( a \in \mathbb{Z} \) let
\[
\xi(a) := \eta(a)\eta(1).
\]
Then we have the rule
\[
\xi(a)\xi(3)\xi(b) = \xi(a - 1)\xi(b - 1)
\]
for all \( a, b \), and thus obtain that
\[
\psi : \mathcal{E}' \setminus \{(1, 1, 1)\} \to \mathcal{E}, \quad (c_1, 1, c_3, 1, \ldots) \mapsto (c_1 - 2, c_3 - 2, \ldots)
\]
is a bijection (this corresponds to removing all ears at once in the triangulation).

Every element in \( \mathcal{E}' \setminus \{(0, 0)\} \) has an ear, thus every element in
\[
\mathcal{E}' \setminus \{(1, 1, 1), (2, 1, 2, 1)\}
\]
has a three somewhere, say \( c = (*, 1, 3, 1, *, \ldots) \). By Corollary 2.20 there exists an \( i > 4 \) with \( m_i = \{2, 4\} \). If \( \varphi_i(1) = a \) and \( \varphi_i(5) = b \), then \( \varphi_i(3) = a + b \), \( \varphi_i(2) = 2a + b \), and \( \varphi_i(2) = a + 2b \). But \( \varphi_i(2) = \varphi_i(4) \) or \( 2a + b = a + 2b \). Then \( a = b \) which is only possible if \( a = b = 1 \) by Lemma 2.21. Hence in the triangulation we have a triangle connecting \( 1, 5 \) and \( i \), since by Remark 2.7 \( \varphi_i(j) = 1 \) if and only if \( i \) and \( j \) are connected by an edge.
One computes $\varphi_i(6) = c_5 - 3$. But $2, 4 \in m_i$, so $3 = \varphi_i(2) > \varphi_i(6) = c_5 - 3$. Thus we see that $2 < c_5 \leq 5$.

If $c_5 = 3$ then $(1, 3, 1, 3)$ is a subsequence of $c$. This implies $c = (3, 1, 3, 1, 3, 1)$ since $(1, 1, 1)$ is the only element of $\mathcal{E}$ with two neighboring ones. If $c_5 > 3$, then we have at least 5 triangles and thus $n > 6$; so from now on let $n \geq 8$.

Assume $c_5 = 4$. Notice first that $m_1 = \{4, 6\}$. Indeed, let $m_j = \{4, 6\}$ for some $j$, and write $a = \varphi_j(1)$, $b = \varphi_j(7)$. Then after excluding $j \in \{2, 3, 4, 5, 6\}$ (which is easy) we get

$$3a + 2b = \varphi_j(4) = \varphi_j(6) = a + 2b,$$

thus $a = 0$ and we conclude that $j = 1$. Now if $c_7$ was greater than 3, then $\varphi_1(8) \geq \varphi_1(4)$ and then $m_1$ would contain 8, this contradicts $m_1 = \{4, 6\}$. Further, $c_7 = 2$ is impossible because $(1, 2, 1, 2)$ and $(2, 1, 2, 1)$ are the only elements of $\mathcal{E}$ containing $(1, 2, 1)$. Thus $c_7 = 3$ and $c = (c_1, 1, 3, 1, 4, 1, 3, \ldots)$. This implies $c = (4, 1, 3, 1, 4, 1, 3, 1)$ since $(1, 2, 1, 2)$ and $(2, 1, 2, 1)$ are the only elements of $\mathcal{E}$ containing $(1, 2, 1)$, and $(1, 2, 1)$ is a subsequence of $\psi(c)$.

The last case is $c_5 = 5$. Again, let $m_j = \{4, 6\}$ for some $j$, and write $a = \varphi_j(1)$, $b = \varphi_j(i)$. This time we exclude $j \in \{2, 3, 4, 5, 6, 7\}$ and we get

$$3a + 2b = \varphi_j(4) = \varphi_j(6) = 2a + 3b,$$

or $a = b$ and hence $a = b = 1$ since 1 and $i$ are connected by an edge. Thus $\varphi_j(4) = \varphi_j(6) = 5$. Now if $c_7$ was greater than 3, then $\varphi_j(8)$ would be greater than 5, contradicting $8 \notin m_j$. This shows that $c = (c_1, 1, 3, 1, 5, 1, 3, 1, \ldots)$ and thus that $c$ is periodic with period $(1, 3, 1, 5)$. But then $\psi(c) = (3, 1, 3, 1, \ldots)$ which is only possible if $c = (5, 1, 3, 1, 5, 1, 3, 1, 5, 1, 3, 1)$ (compare [8] Prop. 3.11). \hfill $\square$

3. Applications

3.1. Weyl groupoids and arrangements. We briefly recall the notions of Weyl groupoids and crystallographic arrangements, see [9] for the most general definitions, and [7], [9] for the original definitions in the finite case. Finite simplicial arrangements were introduced in [13].

Definition 3.1 (compare [9]). Let $V = \mathbb{R}^r$ be a finite dimensional real vector space. Let $\mathcal{A}$ be a (possibly infinite) central arrangement in $V$, i.e. a set of linear hyperplanes in $V$, and $\mathcal{K}(\mathcal{A})$ be the set of connected components of $V \setminus \bigcup_{H \in \mathcal{A}} H$. Let $\emptyset \neq T \subseteq V$ be an open connected convex cone. We call the pair $(\mathcal{A}, T)$ a thin simplicial arrangement if:

(S1) $\mathcal{K}_T(\mathcal{A}) := \{K \in \mathcal{K}(\mathcal{A}) \mid K \subseteq T\}$ consists of open simplicial cones called chambers.
(S2) \( H \cap T \neq \emptyset \) for all \( H \in \mathcal{A} \).
(S3) For all \( 0 \neq v \in T \) there exists a neighborhood \( U \) of \( v \) such that \( \{ H \in \mathcal{A} \mid H \cap U \neq \emptyset \} \) is finite.
(S4) The walls of each chamber are elements of \( \mathcal{A} \).

If \( T = V \), then \( \mathcal{A} \) is finite, and if \( T \) is a half space, then \( \mathcal{A} \) is affine. In this note we will omit the word “thin” (which corresponds to Axiom (S4)) since all considered arrangements are thin when they are simplicial.

**Definition 3.2** (compare [9]). A *crystallographic arrangement* is a triple \( (\mathcal{A}, T, R) \) where \( \mathcal{A} \) is a simplicial arrangement with Tits cone \( T \), and \( R \subseteq V^* \setminus \{0\} \) such that:

1. \( R \cap \langle \alpha \rangle_R = \{ \pm \alpha \} \) for all \( \alpha \in R \).
2. \( \mathcal{A} = \{ \alpha^\perp \mid \alpha \in R \} \).
3. For each \( K \in \mathcal{K}_T(\mathcal{A}) \), let \( \alpha_1, \ldots, \alpha_r \in R \) be such that \( K \) is the dual cone of \( \langle \alpha_1, \ldots, \alpha_r \rangle_{>0} \). Then

\[ R \subseteq \pm \sum_{i=1}^{r} N_0 \alpha_i. \]

We omit the definitions of Cartan schemes and Weyl groupoids because they are quite long and will not be needed in the sequel (see [7] for details). It suffices to mention that connected simply connected Cartan schemes correspond to crystallographic arrangements. Each chamber \( K \in \mathcal{K}_T(\mathcal{A}) \) provides a unique basis as in (CA); with respect to this basis, the set \( R \) becomes a subset \( R^K \subseteq \mathbb{Z}^r \) which we call the root system of \( \mathcal{A} \) at \( K \).

**3.2. The root posets of finite Weyl groupoids of rank two.** Finite crystallographic arrangements of rank two are in one-to-one correspondence with \( \eta \)-sequences (see for example [8]). They are obtained in the following way: Start with a triangulation of a convex polygon by non-intersecting diagonals. Choose two neighboring vertices \( i, i+1 \), and write \( (1, 0) \) at vertex \( i \) and \( (0, 1) \) at vertex \( i+1 \). Then if two vertices of a triangle have labels \( \alpha \) and \( \beta \), then write \( \alpha + \beta \) at the third vertex. (This is exactly the procedure to get the numbers \( \varphi_i(j) \) performed at two vertices simultaneously.) The set of all labels \( R^+ \subseteq \mathbb{Z}^2 \) is the set of positive roots corresponding to the “chamber” \( (i, i+1) \):

\[ R^+ = \{ (\varphi_i(j), \varphi_{i+1}(j)) \mid j = 1, \ldots, n \}. \]

The set \( R^+ \) becomes a poset via

\[ (a, b) \leq (c, d) : \iff a \leq c \text{ and } b \leq d. \]

Theorem 2.22 yields the following result about the root posets \( R^+ \).
Corollary 3.3. Let \( c \in E \) and let \( A \) be the crystallographic arrangement associated to \( c \). Then there exists a chamber \( K \) such that the root system \( R^K \) at \( K \) contains a unique maximal element \((x, y) \in \mathbb{Z}^2\). Moreover, if \( c \) is not dense then 
\[
x > u \text{ and } y > v \quad \text{for all } (x, y) \neq (u, v) \in R^K.
\]

Proof. The claim is easy to check if \( c \) is dense. Assume now that \( c \) is not dense. Then there exists a label \( i \) such that \(|m_i| = |m_{i+1}| = 1\). But then \( m_i = \{x\} \) and \( m_{i+1} = \{y\} \) for some \( x, y \in \mathbb{N} \). The root \((x, y)\) is thus maximal by definition of the \( m_i \)'s. \( \square \)

3.3. Affine Weyl groupoids of rank three.

Definition 3.4. Let \((A, T)\) be an affine simplicial arrangement of rank three in \( V = \mathbb{R}^3 \). We say that \((A, T)\) is of imaginary type \( A^{(1)} \) if there exists a (finite) crystallographic arrangement \((\hat{A}, \hat{T}, \hat{R})\) of rank two, an imaginary root \( \alpha_0 \in V^* \), and an embedding \( \iota : \hat{R} \to V^* \) such that
\[
A = \{\alpha^\perp \mid \alpha \in \iota(\hat{R}) + \mathbb{Z}\alpha_0\}.
\]

Fig. 4 is an example for an affine simplicial arrangement of imaginary type \( A^{(1)} \). We may use Thm. 2.22 to prove the following:

Theorem 3.5. If \((A, T)\) is of imaginary type \( A^{(1)} \), then the characteristic sequence of \( \hat{R} \) is
\[
(1, 1, 1), \ (1, 2, 1, 2), \ (1, 3, 1, 3, 1, 3), \ \text{or} \ (1, 3, 1, 5, 1, 3, 1, 5, 1, 3, 1, 5).
\]
In other words, either there exists a set \( R \) such that \((A, T, R)\) is a crystallographic arrangement where \( R \) is the root system of an affine Weyl group of type \( A, B, G \), or \((A, T)\) is the exceptional arrangement presented in Fig. 4. The arrangement from Fig. 4 is not crystallographic.

Remark 3.6. Notice that the finite Weyl groupoid of rank two corresponding to the sequence \((1, 3, 1, 5, 1, 3, 1, 5, 1, 3, 1, 5)\) already appeared to be the largest root system in the classification of finite dimensional Nichols algebras of diagonal type of rank two (see [12]).

3.4. Proof of Theorem 3.5. In this section, let \( \hat{R} \subseteq \mathbb{Z}^2 \) be a finite crystallographic arrangement of rank two to the \( \eta \)-sequence \( c = (c_1, \ldots, c_n) \) and
\[
R = \{(a, b, d) \mid d \in \mathbb{Z}, \ (a, b) \in \hat{R}\},
\]
\[
A = \{\alpha^\perp \mid \alpha \in \hat{R}\}.
\]
(The imaginary root will be \( \alpha_0 = (0, 0, 1) \).) We will write \( \hat{R}_0 := \{(a, b, 0) \mid (a, b) \in \hat{R}\}. \)
Proposition 3.7. If $\mathcal{A}$ is a simplicial arrangement, then $c$ is dense (see Def. 2.15).

Proof. A necessary condition to obtain a simplicial arrangement is that all chambers adjacent to $\langle \alpha_0 \rangle_{\geq 0}$ are open simplicial cones. Let $\alpha \in \hat{R}_0$ and define

$$S := \{ \alpha^\perp \cap \gamma^\perp \mid \gamma \in R \setminus \hat{R}_0 \}$$

to be the set of (projective) intersection points of hyperplanes lying on $\alpha^\perp$. Choose the basis corresponding to a chamber adjacent to $\langle \alpha_0 \rangle_{\geq 0}$ and having $\alpha^\perp$ as a wall. With respect to this basis, $\alpha = (1, 0, 0)$ and $\alpha_0 = (0, 0, 1)$. Then for $\gamma = (a, b, d) \in R$ we have $\alpha^\perp \cap \gamma^\perp = \langle (0, -\frac{d}{b}, 1) \rangle$. 
Let \( \{p_1, p_2\} \subseteq S \setminus \{(0,0,1)\} \) be the two points of \( S \) nearest to \((0,0,1)\) when projected to the affine hyperplane \( H := \{(a,b,1) \mid a, b \in \mathbb{R}\} \). Let \( \beta_1 = (a_1, b_1, d_1) \), \( \beta_2 = (a_2, b_2, d_2) \) be such that \( \alpha_i^\perp \cap \beta_i^\perp = p_i \), \( i = 1, 2 \). Since \((a_1, b_1, d_1) \in R \) implies \((a_1, b_1, 1) \in R \) and since \( p_1 \cap H \) is nearest to \((0,0,1)\)，\( d_1 = 1 \); for the same reason, \( d_2 = 1 \). Both points have the same distance to \((0,0,1)\), thus \( b_1 = b_2 \).

The number of roots \( \beta \) such that \( \alpha_i^\perp \cap \beta_i^\perp = p_i \) is thus \( m_\alpha := |\{(a,b,1) \in R \mid b = b_1\}| \), where \( b_1 = \max \{b \mid (a,b,1) \in R\} \). Notice that this number depends on the coordinates and thus on the chosen basis; however it does not depend on the chosen chamber as above. We obtain a well defined number \( m_\alpha \).

Now choose an ordering \( \alpha_1, \ldots, \alpha_n, -\alpha_1, \ldots, -\alpha_n \) of the roots of \( \hat{R}_0 \) in such a way that two consecutive roots define walls of a chamber. These chambers can only be simplicial cones if there are no two consecutive 1’s in the series

\[ m_{\alpha_1}, m_{\alpha_2}, \ldots, m_{\alpha_n}, m_{-\alpha_1}, \ldots, m_{-\alpha_n}. \]

It is easy to see that these numbers are exactly the \(|m_i|\)'s attached to the sequence \( c = (c_1, \ldots, c_n) \) as in Def. 2.11. Thus simpliciality of the arrangement defined by \( R \) implies that \( c \) is dense.

Thus by Thm. 2.22 there are only five possible root systems \( \hat{R} \) (up to isomorphisms). It is easy to see that the \( \eta \)-sequence \((1,3,1,4,1,3,1,4)\) does not define an affine simplicial arrangement (see Fig. 5). The sequences \((1,1,1)\), \((1,2,1,2)\), and \((1,3,1,3,1,3)\) yield the classical affine arrangements of types \( A, B, \) and \( G \). The following proposition completes the proof of Thm. 3.5.

**Proposition 3.8.** The set

\[ R = \{(x,y,z) \mid c \in \mathbb{Z}, (x,y) \in \hat{R}\}, \]

where \( \hat{R} \) is the crystallographic arrangement corresponding to the \( \eta \)-sequence \((1,3,1,5,1,3,1,5,1,3,1,5)\) is not an affine crystallographic arrangement.

**Proof.** There are 108 chambers in the fundamental domain. Fixing an adequate chamber \( K \), there are 84 chambers in the fundamental domain with base change of determinant \( \pm 1 \), and 24 chambers in the fundamental domain with base change of determinant \( \pm 1/2 \).

There exist crystallographic arrangements based on the sequences \((1,3,1,4,1,3,1,4)\) and \((1,3,1,5,1,3,1,5,1,3,1,5)\), i.e. adding further
parallels yields a simplicial arrangement with Axiom (CA), see Figure 6. At a meeting in Oberwolfach, Bernhard Mühlherr and the author conjectured:

**Conjecture 3.9.** Let $(\mathcal{A},T,R)$ be an affine crystallographic arrangement of rank three in $V = \mathbb{R}^3$, and let $(\hat{\mathcal{A}},\hat{T},\hat{R})$ be a (finite) crystallographic arrangement of rank two such that

$$R \subseteq \iota(\hat{R}) + \mathbb{Z}\alpha_0$$

for some $\alpha_0 \in V^*$ and $\iota : \hat{R} \to V^*$. Then the characteristic sequence of $\hat{R}$ is one of those occurring in the classification of arithmetic root systems of rank two (see [12]):

$$(1, 1, 1), (1, 2, 1, 2), (1, 2, 2, 1, 3), (1, 2, 2, 1, 4), (1, 3, 1, 3, 1, 3),$$

$$(1, 2, 3, 1, 3, 2, 1, 5), (1, 3, 1, 4, 1, 3, 1, 4), (1, 2, 3, 2, 1, 4, 1, 4),$$

$$(1, 3, 1, 5, 1, 3, 1, 5, 1, 3, 1, 5).$$
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