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1 INTRODUCTION

Various existing voice assistants and automatic desk helpers, such as Apple Siri, Google Assistant, and Microsoft Cortana, can be seen as typical platforms for conversational search. The major difference between conversational search and traditional search is that conversational search systems expect users to describe their search tasks using natural language and typically presents the search results through conversations. However, it should be noted that the core of conversational search is still an information retrieval (IR) system. In other words, the goal of conversational search is to seek information and satisfy users’ information needs [31, 48].

Evaluation plays a pivotal role in designing and tuning search systems [5]. However, due to the nature of the conversational search, it is difficult to apply traditional evaluation methods, based on relevance assessments, to this new search paradigm. When users directly interact with conversational search systems in natural language, the numbers of possible user utterances and system responses are infinite, which makes it hard to collect a set of reusable assessments for the evaluation of conversational search. To face such challenges, previous work has proposed a number of automatic evaluation metrics to quantify the semantic similarity of utterances to references (ground-truth responses) and leverage this as the proxy for relevance. Examples of those metrics include word-overlap based measures (e.g., BLEU [29], METEOR [2]), word-embedding based metrics (e.g., Embedding Average [43], Soft Cosine Similarity [44] and BERTScore [53]), and learning-based metrics (e.g., BERT-RUBER [10]). However, most of the above metrics use the entire sentence as the input and treat all the words of the responses equally in the evaluation process, which inevitably brings much noise in estimating relevance. A few prior meta-evaluation studies [22, 23, 28] have revealed the weaknesses of existing automatic metrics. Further, empirical studies have demonstrated that all of these metrics correlate weakly with human preference.

The syntactic structures of the utterances might capture additional information for evaluation. The part of speech (POS) defines how a word is used in a sentence and what role the word plays within the grammatical structure of phrases. Usually, words with the same POS tags contain related grammatical functions and display similar semantic behaviour. Novikova et al. [28] have demonstrated that grammar-based metrics correlate better with quality for evaluation in the area of natural language generation. POS words
Table 1: An example from the PersonaChat dataset [52]. The selected POS tags of our proposed POSSCORE are <'ADJ', 'ADV', 'VERB', 'PROP', 'NOUN'>. It can be observed that our POSSCORE metric aligns better with human perceived quality score than BLEU4 and METEOR. Higher metric score means the corresponding metric is more likely to prefer this candidate.

| Context | A: My dad had me hooked on high protein foods like fish and chicken when I was training.  
B: What are you training for? | Reference | Chess (NOUN) tournaments (NOUN) protein (NOUN) makes (VERB) your brain (NOUN) more (ADV) activate (VERB) for intense (ADJ) chess (NOUN) matches (NOUN). |
| Good candidate | Chess (NOUN) tournaments (NOUN) protein (NOUN) makes (VERB) your brain (NOUN) more (ADV) activate (VERB) for intense (ADJ) chess (NOUN) matches (NOUN). |
| Bad candidate | I am a professional (ADJ) chess (NOUN) player (NOUN). |
| Good candidate | BLEU4 | 0.032 | 0.257 | 0.892 | 1.942 | POSSCORE 5 |
| Bad candidate | BLEU4 | 0.032 | 0.257 | 0.892 | 1.942 | POSSCORE 5 |

and labels, which contain grammatical information, might be helpful for utterance evaluation in conversational search. Therefore, in this paper, we comprehensively analyze the effect of POS words and labels in the evaluation process. To our best knowledge, this is the first work to systematically demonstrate the importance of the part of speech labels for conversational search evaluation. An evaluation example can be found in Table 1, which demonstrates the effectiveness of our proposed metric. Compared to BLEU metrics that utilize only semantic matching, our proposed metric exploits the syntactic POS distributions. Given that the POS distributions of the good candidate result align better with that of the reference (ground truth) than a bad candidate, our proposed metric POSSCORE effectively captures such syntactic matching and correlates better with the human perceived quality score.

Our main contributions are two-fold: (1) We are the first to systematically reveal the connection between POS labels and relevance in conversational search evaluation. We empirically demonstrate that conversational search evaluation should also consider syntactic information, such as POS, rather than only the words in responses. (2) We propose a simple yet effective POS-based metric: POSSCORE. Experimental results show our metrics can correlate strongly with human preference, outperforming state-of-the-art baselines.

2 RELATED WORK

Evaluation of Conversational Search With the lack of a uniform structure, as created by traditional search systems, it is challenging to find suitable features to capture the quality of responses in conversational search evaluation [21]. To address this problem, the general idea of prior evaluation studies is to evaluate the appropriateness of responses by comparing the candidate system responses with ideal ones, which are usually generated by humans. With the similarity between ideal responses (i.e., ground truth or reference response) and candidate responses, automatic metrics can estimate a quality score of candidate responses. As far as we know, there are generally three categories of metrics in conversational search evaluation: word overlap-based metrics, word embedding-based metrics, and learning-based metrics.

Word overlap-based metrics. The basic idea of these metrics is to compute the number of overlapping words between references and candidate responses. Since this type of metric usually has simple algorithms and interpretable structures, word overlap-based metrics have become a popular choice for conversational search and open-domain dialogue evaluation. Typical metrics such as BLEU [29] and METEOR [2] have been widely used to evaluate the adequacy of a response, especially in dialogue-related competitions [13]. However, previous studies [22, 28] indicate that these overlap-based metrics weakly correlate with human judgements.

Word embedding-based metrics. The shortfall of word overlap-based metrics is obvious: the exact matching methods are not able to capture the potential connection between words that are similar topically. Therefore, embedding-based metrics are proposed to address this issue. Popular metrics such as Greedy Matching [34], Vector Extrema [9] and BERTScore [53] are also widely applied in dialogue evaluation [17, 26].

Learning-based metrics. The basic idea of these metrics is to train a supervised model to learn the underlying criteria of human judgements. The features adopted in training models can be the semantic features of ground truth or the context. For example, Lowe et al. [24] propose ADEM, which is a recurrent neural network model, to fit the ratings of human judgements. Tao et al. [47] proposed a mixed evaluation method combining referenced and unreferenced metrics. Especially, their unreferenced part is a supervised model, which aims to estimate the appropriateness of response with respect to the context. Although this kind of metric can achieve good performance in some specific scenarios, their training process is inevitably influenced by the given training datasets. In other words, the evaluation score may be different, even when we test the same dataset, if we use different training settings. Further, it is difficult to interpret the results of learning-based metrics.

Besides the above "offline" evaluation methods, online methods, such as satisfaction prediction, are also popular in conversational search evaluation. Different from offline methods, the online evaluation focuses on users’ behaviour and feedback when interacting with systems in real-time. Many prior studies have presented methods for satisfaction prediction for intelligent assistants, such as [12, 14, 15]. The basic idea of these methods is to construct a predictive model based on user interaction behaviour signals or semantic features, and estimate a score of an utterance that is close to human judgements. In this paper, we aim to propose a simple POS-based evaluation metric for conversational search. Since the corpora we used do not contain adequate user interaction information, our work only considers offline evaluation methods as baselines.

Predictive Power To examine the efficiency and fidelity of a metric, one common approach is to compare the correlation rate between human annotation scores and the metric scores [18, 22, 53]. However, the correlation score might be invalid when there are many ties (i.e., the values are the same in each pair) in the datasets. In our paper, we choose to adopt predictive power, which measures the agreement between user preferences and metrics when presenting a pair of different responses, to evaluate the fidelity of
proposed metrics. Many prior studies have demonstrated its suitability for measuring the fidelity of metrics in meta-evaluation [4, 23, 37, 39, 41, 42, 54].

3 PROPOSED METRICS

This section focuses on the methodology of our proposed metrics. First, the methods and analysis for Part of Speech (POS) labelling are presented in §3.1 and §3.2. The adaptive extension based on existing metrics, such as BLEU and METEOR, are introduced in §3.3. We describe the design of our POSSCORE metric in §3.4.

3.1 Part of Speech Labelling

The part of speech (POS) explains how a word is used in a sentence and what role it plays within the grammatical structure of the sentence. Words with the same POS tags typically contain identical grammatical information and exhibit similar semantic behaviour. Therefore, using appropriate POS tags allows us to bring grammatical information into the automatic evaluation and to potentially achieve better evaluation performance. In the field of natural language processing, many previous studies have proposed efficient and effective POS tagging methods, including rule-based methods (e.g., [3]) and learning-based methods (e.g., [16, 33]). In our study, we adopt the spaCy toolkit2, a popular industrial NLP library, to extract the POS tags from the responses. Table 2 shows the categories of POS tags in the spaCy toolkit and which tags were used in our experiment. Here, we select POS tags according to two criteria: (1) informativeness: POS tags should have factual information; (2) interpretability: selected POS tags can be directly interpreted, which ensures our designed metrics could be interpretable and extensible. Thus, we finally choose ADJ, ADV, VERB, NOUN, PRON, and PROPN as the candidate POS tags. We further refer to the words with these informative and interpretable POS tags as POS words.

3.2 Analysis of POS Words in the Responses

Figure 1 shows the average number of POS labels in each response, including references, for ‘good’ and ‘bad’ candidates (defined in §4.1). Although the distribution of POS tag words in those selected collections are different, some common trends can be observed across them: the number of POS tag words found in the ‘good’ candidates is closer to the number found in the references, in comparison to ‘bad’ candidates. Most of the selected POS words (e.g.,

Table 2: The POS tags in spaCy. ’Adopted POS tags’ shows the POS tags used in our experiment and ’NOT adopted POS tags’ presents the rest POS tags in spaCy.

| Adopted POS tags | NOT adopted POS tags |
|------------------|----------------------|
| POS tag          | Description          | POS tag          | Description          |
| ADJ              | adjective            | AUX              | auxiliary verb       |
| ADV              | adverb               | CONJ             | coordinating conjunction |
| VERB             | verb                 | DET              | determiner           |
| NOUN             | noun                 | INTJ             | interjection         |
| PRON             | pronoun              | NUM              | numeral              |
| PROPN            | proper noun          | PART             | particle             |
|                  |                      | PUNCT            | punctuation          |
|                  |                      | SCONJ            | subordinating conjunction |
|                  |                      | SYM              | symbol               |
|                  |                      | ADP              | adposition           |
|                  |                      | X                | other                |

3.3 POS-aware Adapted Metrics

To systematically analyze the effect of POS labelling, we firstly use simple methods to extend existing metrics with POS tags. We adopt two adaptive approaches for incorporating POS tag information: POS Word Extraction (PWE) - This is an intuitive way that only considers the words with specific POS tags. We extract all the words within POS tag sets (i.e., the specific tags which we choose) and filter other words (Table 3). We then combine these POS words into a new sentence, which is used as an input to existing metrics.

POS Tag Linear Combination (PTLC) - We further consider the overlap of POS tag distribution on the basis of PWE. Firstly, we extract all the POS words and combine them into a new sentence like PWE. Then all the corresponding POS tags of these words are also extracted (shown in Table 3). We then use different strategies to combine POS tag words and POS tags: 1) For hard matching metrics (i.e., BLEU), we directly combine POS tag words and POS tags together and put them into one new sentence as the metric input; 2) For synonym-based metrics (e.g., METEOR) and word embedding-based metrics (e.g., EA), we separately calculate the similarity of POS words and POS tags since POS tags do not have synonyms or embedding vectors. The original embedding-based metrics are used for calculating the similarity score of the extracted POS word text. We denote this score as the POS text score. The overlap score of POS tags is computed by word overlapping-based metrics. In our paper, we use BLEU1 to compute the overlapping rate of the POS tag sequence. The score of these POS tags is denoted as POS tag score. Finally, the POS text score and the POS tag score are linearly combined (added).

Since POS tags generally indicate the grammatical role of a word in a sentence, different types of POS words may contain different information. Therefore, selected POS tags play a vital role in our proposed methods. To comprehensively analyze the effect of POS selection, we list all POS tag combinations that are adopted in the experiment in Table 4. Here a POS tag set means we only select the words with the POS tags in the tag set. For example, ‘VERB’ means we only extract the ‘VERB’ tag words from the original sentence. It

Table 3: An example of POS words and POS tags when the tag set is <NOUN, VERB>.

| Original | it is from our evolution when land animals had both gills and lungs |
|----------|---------------------------------------------------------------|
| POS words + POS tags | <is, evolution, land, animals, had, gills, lungs, VERB, NOUN, NOUN> |
| ’ADJ’, ’ADV’, ’PROPN’, ’NOUN’) follow this trend in all collections.3 In addition, the similarity between candidates and references in terms of POS tag words might be a useful signal to distinguish the quality of responses. Based on the observed trend, we summarize two basic assumptions in this study:

- **Assumption 1**: The response of good quality should contain similar POS words as the reference response;
- **Assumption 2**: The difference in the distribution of POS tags between the candidate and reference responses is useful for measuring the relevance of the candidate response.

3https://github.com/explosion/spaCy

Note that ’VERB’ and ’PRON’ in PersonaChat are two exceptions, due to the unique characteristics of this collection.
Therefore, the weight function needs to meet these requirements:

1) If the number of POS words in a candidate is less than that in the reference, the gain from POS words could be small and \( w \) could reduce the importance of the POS similarity part; 2) If the number of POS distribution is the same, \( w \) could be 1 and keep the original POS similarity scores; 3) If the number of POS words is larger than that in references, POS word part could be important and \( w \) could increase the gain of POS similarity part. Therefore, following these criteria, the weight function \( w \) is defined as Equation 3. This weight function is inspired by the penalty function of BLEU metrics [29]. The range of \( w \) is \( 0 < w < 1 \).

\[
w = \exp \left(1 - \frac{n_r}{n_f}\right)
\]

where \( n_r \) is the percentage of POS words in references (i.e., the number of selected POS words in reference \( r \) divided by the length of reference \( r \)), and \( n_f \) is the percentage of POS words in candidate responses (i.e., the number of selected POS words in candidate \( f \) divided by the length of candidate \( f \)). This weight function entails three different scenarios:

- If \( n_r > n_f \), then \( w < 1 \). This means candidate responses do not have enough POS tag words by comparing to the references. In other words, the candidates may lack the necessary information expressed by the POS words in the reference response. Therefore, the gain from POS similarity scores should decrease.
- If \( n_r = n_f \), then \( w = 1 \). This means the POS distribution of candidate responses might be similar to the references. There is no extra gain for the POS word part.
- If \( n_r < n_f \), then \( w > 1 \). This means the number of the POS words in the candidate response is more than that in the reference and more likely to cover the POS information of references. In other words, the gain from POS word parts is more important than the rest of a candidate response. Therefore, \( w \) increases the importance of the POS part and give more weight to the POS similarity scores.

Thus, we simply use the difference of POS word percentage between references and candidates to capture the distribution of POS information and dynamically control the importance of the POS similarity part. In order to find the influence of selected POS tags on the performance of POSSCORE, we also test different POS tag combinations as shown in Table 4.

### 3.4 Proposed POSSCORE Metric

In this paper, our goal is to propose simple yet effective POS-based metrics for conversational search. The basic idea of our metrics is to increase the importance of selected POS words and give more weight to the POS similarity scores if the POS distribution is similar to the reference.

Given a reference response \( r = < r_1, r_2, r_3, ..., r_j > \) and a candidate response \( f = < f_1, f_2, f_3, ..., f_k > \), we use word embeddings to present the tokens. Then each response is split into two groups: POS words sequence and Non-POS words sequence. The POS word sequence only contains the words with the selected POS tags, while the Non-POS sequence is the remaining words of the response. Thus, a reference is split as a POS word sequence \( \hat{r}_p = < r_1, r_2, r_3, ..., r_k > \) and a Non-POS word sequence \( r_q = < r_1, r_2, ..., r_{qm'} > \), and a candidate response is grouped as a POS word sequence \( \hat{r}_p = < r_1, r_2, ..., r_p > \) and a Non-POS word sequence \( \hat{r}_q = < r_1, r_2, ..., r_{qm'} > \).

The POSSCORE could be calculated as below shown in Equation 1:

\[
POSSCORE(r, f) = w \cdot S(\hat{r}_p, \hat{r}_p) + S(\hat{r}_q, \hat{r}_q)
\]

(1)

where \( w \) means the weight function of POS tag rewarding, and \( S(x, \tilde{x}) \) is the cosine similarity of the average embedding between sentence \( x \) and \( \tilde{x} \) (defined in Equation 2).

\[
S(x, \tilde{x}) = \cosine(\tilde{E}(x), \tilde{E}(\tilde{x}))
\]

(2)

POSSCORE should consider both the quality of POS word content and the difference in the distribution of POS tags between the references and candidate responses. Since the similarity score \( S(\hat{r}_p, \hat{r}_p) \) can capture the content-level similarity of POS words, the design of the weight function \( w \) should consider the distribution difference. Therefore, the weight function needs to meet these requirements:

- \( w = \exp(1 - n_r/n_f) \)

(3)
4.1 Datasets

In view of the complex interactions involved in conversational search, the datasets used for metric evaluation should meet three criteria: 1) Each interactive dialogue should have specific search intents since the existence of search intents is one of the important features in conversational search [1]; 2) To refrain from collecting human annotations ourselves and reduce annotation bias, it is better that the open datasets contain human annotations that enable us to align metrics to the gold standard; 3) The dialogues in the datasets consist of multiple-round interactions so that the test environment can be closer to real conversational search scenarios. After a comprehensive survey of existing datasets [6, 7, 11, 20, 25, 30, 32, 49, 50, 52], we chose three datasets that met the criteria: Topic-Chat [11], PersonaChat [52], and MSDialog [30]. **Topic-Chat (TC)** [11] is a large collection of knowledge-grounded human-to-human conversations that consists of 11,319 dialogues with 8 broad topics. Each conversation has a specific topic and each utterance in the conversation is rated on a 5-point scale of quality. **PersonaChat (PC)** [52] is a dataset of human-to-human persona-conditioned open-domain conversations that contain 10,907 dialogues with personal topics. Each partner is asked to act as a persona to converse with each other. **MSDialog** [30] is a large-scale dialogue corpus of question answering interactions between customers and a help desk from an online forum on Microsoft products. This dataset consists of more than 2,000 multi-round information-seeking conversations with 10,000 utterances.

**Preprocessing of datasets.** Given that we adopt predictive power (described in §4.3) to examine our metric, each conversation in above corpora needs to be converted to <question, reference, response1, response2> evaluation sets, which means one question can have one reference response (i.e., ground truth) and two candidate responses with different qualities, namely, a ‘good’ candidate response and a ‘bad’ candidate response. Note that these two candidate responses answer the same question. Given the dataset differences, we adopt different strategies to preprocess them.

In the original TC and PC corpora, a question only has one response, which is inadequate for our metric evaluation method. Therefore, we refer to the recent work by Mehri and Eskenazi [26] and use their publicly released collections\(^4\), which are built on TC and PC corpora. Mehri and Eskenazi [26] conduct a human quality annotation of human-to-machine and human-to-human responses for both TC and PC to study the efficiency of their USR metric. In their collections, human annotation is carried out on sixty dialogue contexts. For each context, there are three or four system outputs (obtained from different generative models), one newly-written human response, and one ground-truth response. All the responses are labelled by three annotators with scores from six dimensions: Understandable (0-1), Natural (1-3), Maintains Context (1-3), Interesting (1-3), Uses Knowledge (0-1), and Overall Quality (1-5). In our study, we only consider the ‘Overall Quality’ scores because this score intuitively reflects human preference. The average value of ‘Overall Quality’ scores from three annotators is regarded as the final score for each response. Thus, all the system outputs and human response could be grouped into different <question, reference, response1, response2> sets in line with the final score for each context. If a response has a higher score than the other one, this response is deemed to be the ‘good’ response in this set. It is worth noting that we do not put the responses with the same final scores into one set, which means candidates in one set should have different annotation scores. Finally, we obtain 550 sets for TC and 328 sets for PC (shown in Table 5).

Unlike TC and PC with explicit human annotation scores, MSDialog collects users’ judgements by using a variety of human feedback labels\(^5\). In this paper, we use two types of human labels, namely ‘vote’ and ‘is_answer’ to obtain evaluation sets. The tag ‘vote’ represents the number of ‘helpful’ votes for the answer from the community. If users agree with the response and think this answer may be helpful for this question, users can give one vote to this response. Note that users are not allowed to vote the same response more than once. The tag ‘is_answer’ is a binary tag, which indicates whether this answer is selected as the best answer in the dialogue session. Especially, this tag is often annotated by the user who posted the initial question and started the dialogue. Given that the ‘is_answer’ annotation can indicate that the response solves the issue from the questioners’ perspective, we deem the is_answer responses to be the reference responses (ground truth).

To shed light on the connection between the ‘vote’ and ‘is_answer’ tag, we further calculate the proportion of the ground truth against the voted responses. All the ‘vote’ values are normalized by the maximum ‘vote’ of the same dialogue in order to reduce the trendy questions’ bias. Fig 2 shows the distribution of ground-truth answers in the voted responses. It is observed that the proportion of ground-truth answers grows steadily with the increase of the normalized vote scores, which means a response is more likely to be annotated as a relevant answer if this response has more votes in the same conversation session. It is worth noting that the proportion is 43.26% when the normalized value is 1 (i.e., the response has the most votes in the dialogue). Therefore, we use the tag ‘vote’ as an indicator to simulate the different human judgements. If a response has a higher ‘vote’ value, it is regarded as the ‘good’ response in a set. Finally, we randomly select ~3,000 evaluation sets to test our metric.

---

\(^4\)The collections (i.e., TC and PC) are available at http://shikib.com/usr

\(^5\)MSDialog collection is available at https://ciir.cs.umass.edu/downloads/msdialog/

---

Table 5: The number of evaluation sets in each collection.

| Corpus Name       | Evaluation Sets |
|-------------------|-----------------|
| Topic-Chat(TC)    | 550             |
| PersonaChat(PC)   | 328             |
| MSDialog          | 3,000           |
4.2 Baseline Metrics
Since POS is a token-level label, using word-level baseline metrics may allow us to easily extend these metrics with POS labelling (shown in §3.3) and further find out the effect of part of speech in the evaluation process. Therefore, in this paper, three types of metrics were chosen (shown in Table 6):

| Metric Category               | Metric                          |
|------------------------------|--------------------------------|
| Word overlap-based metrics    | BLEU1-4, METEOR                 |
| Word embedding-based metrics  | Embedding Average, BERT-Score    |
| Learning-based metrics       | BERT-RUBER                      |

4.3 Evaluating Automatic Evaluation Metrics

Metric fidelity is the key concern in our metric design. Fidelity reflects the ability of a metric to measure what it intends to measure and agree with ultimate user preferences. Many recent studies [26, 45, 51] use spearman’s correlation coefficients and Pearson’s correlation coefficients to test the correlation between metric judgements and human annotations. However, given that there are many ties among human annotation scores, the correlation score could be very close and it may be difficult to distinguish the performance of candidate metrics. Therefore, in our experiment, we adopt predictive power to capture the extent of a given evaluation metric’s ability to predict a user’s preference. Predictive power measures the ability of metrics to describe the agreement between metrics and user preferences [42]. The basic idea of predictive power is that if an evaluation metric agrees with the user’s preference between two outputs, then that is a correct prediction [38]. The higher the predictive power score is, the more similar to the human judgements the metric is. We use predictive power to examine the similarity between metrics and human judgements in conversational search (as shown in Algorithm 1).

Here, we summarize the overall process of metric evaluation as follows: 1) We first collect all the <question, reference, response1, response2> sets from the three datasets. 2) Candidate metrics are adopted to calculate the scores for both response1 and response2. 3) After that, we use predictive power to examine the coherence between metric judgements and human preference. 4) Finally, different candidate metrics are compared on their predictive power.

5 EXPERIMENTAL RESULTS

This section presents the experimental results for both POS-aware Adapted measures (§5.1) and POSSCORE metrics (§5.2). We systematically compare the performance of different POS combinations. We also discuss the effect of response length on POSSCORE (§5.3), the correlation between metrics (§5.4), and a case study (§5.5).

5.1 POS-aware Adapted Metrics

Table 7 shows the predictive power scores of PWE methods. The baseline is the results that are calculated with the original sentences. We use a two-sided T-test [46] to examine the difference between proposed methods and baselines. The scores in the table indicate the agreements between metrics and user preferences. For example, the baseline BLEU1 metric has 60.4% (0.604) ‘correct’ prediction, which agrees with users’ preference (i.e., selecting ‘good’ responses) within all the sessions in the TC collection. We can observe that:

- All PWE methods fail to defeat the original metrics based on word overlap (BLEU1-4 and METEOR), which means that only using the overlapping of POS words between candidates and references is inadequate for predicting users’ preference. This is not surprising since the word reduction makes it more difficult for exact word matching.
- Although PWE with EA can perform better in PC, all the improvements are not significantly different to the baselines. This may be because of the small size of the PC collection. Meanwhile,
We notice that many cases of PWE with EA significantly outperform the baselines in MSDialog, which means that PWE methods can provide a notable improvement on original EA metrics.

- It is worth noting that PWE with EA has poor performance in the TC collection. Except for two cases ('VERB + PROP NOUN' and 'ADV + ADJ + ADV + VERB + PROP NOUN'), other cases perform worse than the original EA. In other words, PWE methods are sensitive to the variance of collections.

Table 8 presents the predictive power results of PTLC methods. The baseline follows the same settings in PWE. We can observe:

- In general, the incorporation of POS tags significantly improves the performance of word overlap-based metrics. Comparing with the results of PWE with BLEU 4 and METEOR, it can be observed that a large number of POS tag combinations tend to outperform the baselines after incorporating the POS tag sequence. These improvements, to some extent, reveal the positive effect of POS distribution in the evaluation process of word overlap-based metrics.

- The effects of promotion within PTLC methods are different across collections. For example, there are a number of significant improvement cases in both PC and MSdialog, whereas PTLC methods do not reach significant differences in TC.

- PTLC methods are also motivated by the original framework of the metrics. We can find BLEU and METEOR achieve more significant improvements after considering the POS information.

The selected POS tags have a considerable influence on the performance of PTLC. Particularly, it can be observed that both 'ADV + VERB + PROP + NOUN' and 'ADV + ADJ + VERB + PROP + NOUN' are robust and create the most significant improvement cases across all three collections.

Comparing with the PWE results, the predictive power of embedding-based metrics performs worse after incorporating POS tags - in most cases, they tend to perform poorer than the baselines. That means that rough incorporation of POS tags is inadequate for the improvement over the original embedding-based metrics.

To sum up, we find roughly using POS words (i.e., PWE and PTLC methods) may be inadequate for high-quality evaluation. However, the performance of PWE methods could be improved significantly when considering word embedding-based metrics. PTLC results reveal the positive effects of using POS tag distribution in the evaluation process of word overlap-based metrics. However, PTLC methods have limited improvements on embedding-based metrics.
Table 9: The predictive power results of POSSCORE methods. Baselines are the original metrics’ results with the raw response sentences. The two-sided t-test is performed to detect any significant difference between proposed methods and best candidate baselines. sig_b means the significant test between POSSCORE and original metrics which achieve the best performance among all candidate baselines (e.g., METEOR in TC, and EA in PC and MSDialog), and sig_p means the significant test between POSSCORE and the results of corresponding PWE methods. * and ** represent significant value $p < 0.05$ and $p < 0.01$. The block colour represents the power scores’ change of direction compared with the ‘best’ baseline in the same column (red denotes increment and blue represents decrement, and the brightness of the colour indicates the change magnitude).

Table 10: The predictive power comparison with BERT-Score and BERT-RUBER. Two-sided t-test is performed to detect any significant difference between POSSCORE and two state-of-the-art metrics. * and ** represent $p < 0.05$ and $p < 0.01$.

| Metric Name or POS tag set | TC  | PC  | MSDialog  |
|----------------------------|-----|-----|-----------|
| BLEU1                      | 0.604 | 0.599 | 0.554 |
| BLEU2                      | 0.616 | 0.488 | 0.552 |
| BLEU3                      | 0.620 | 0.466 | 0.546 |
| BLEU4                      | 0.607 | 0.439 | 0.545 |
| METEOR                     | 0.651 | 0.543 | 0.547 |
| **DA**                     | 0.647 | 0.562 | 0.856 |

| POSSCORE                   | TC  | PC  | MSDialog  |
|----------------------------|-----|-----|-----------|
| PROPN + NOUN               | 0.689 | 0.641 | 0.571 |
| ADJ                        | 0.595 | 0.631 | 0.534 |
| ADV                        | 0.585 | 0.655 | 0.516 |
| VERB                       | 0.585 | 0.588 | 0.567 |
| PRON                       | 0.487 | 0.671 | 0.481 |
| PROPN + NOUN + PRON        | 0.596 | 0.628 | 0.556 |
| ADJ + PROPN + NOUN         | 0.684 | 0.628 | 0.57 |
| ADV + VERB + PROPN + NOUN  | 0.58 ** | 0.628 | 0.58 |
| PROPN + NOUN + PROPN       | 0.498 | 0.646 | 0.566 |
| ADJ + PROPN + NOUN + PROPN | 0.693 | 0.668 | 0.573 |
| ADV + VERB + PROPN + NOUN  | 0.707 | 0.699 | 0.588 |
| ADV + PROPN + NOUN + PROPN | 0.615 | 0.640 | 0.54 |
| VERB + PROPN + NOUN + PROPN| 0.43 ** | 0.57 | 0.58 |
| ADJ + ADV + VERB + PROPN + NOUN | 0.43 ** | 0.689 | 0.569 |
| **ADJ + ADV + VERB + PROPN + NOUN** | 0.662 | 0.643 | 0.572 |

5.2 POSSCORE
Both PWE and PTLC methods are simple extensions of existing metrics. Although PTLC has achieved significant improvement over the original metrics, these extension methods are not adequate to capture the connection of POS distributions between references and candidates. This motivated our new development in POS-based metrics: POSSCORE. Table 9 presents the predictive power results for POSSCORE. In this experiment, we also adopt a two-sided T-test to examine significant differences. To comprehensively analyze our proposed metrics, we perform significance tests against both: (1) The best original baseline metric (sig_b): for example, in TC, the original METEOR reaches the highest predictive power score and so METEOR is selected as the baseline of TC. In MSDialog, the original EA achieves the highest predictive power score and it is regarded as the baseline for MSDialog. (2) The PWE methods with the ‘best’ original baseline metric (sig_p): this is because we find PWE methods can achieve better performance than the original baseline (as discussed in §5.1). By doing so, we can identify any improvement of POSSCORE over the gains from PWE methods.

With the above settings, we can observe in Table 9 that:
- Most configurations of POSSCORE can outperform the best-performing baseline metrics. Especially, in TC, we can find that many POS tag sets can reach significant improvements against the original baseline. From this perspective, POSSCORE is better than PTLC methods since it can achieve significant improvements across all three collections.
- Although a corpus may have an influence on the extent of performance improvement, POSSCORE can robustly outperform the original baseline across all the selected corpora. It can be observed that although the improvement in MSDialog is smaller than that in TC and PC, POSSCORE is still able to achieve higher predictive power than the baselines.
- In terms of different POS combinations, it can be observed that ‘ADJ + ADV + VERB + PROPN + NOUN’ can robustly achieve high predictive scores across three collections, especially with significant improvements in both TC and PC. Therefore, we recommend to choose ‘ADJ + ADV + VERB + PROPN + NOUN’ for POSSCORE.

Table 10 shows the comparison between POSSCORE and other more recent state-of-the-art metrics: BERT-Score [53] and BERT-RUBER [10]. Here we use ‘ADJ + ADV + VERB + PROPN + NOUN’ to calculate POSSCORE as it generally performs the best (as shown in Table 9). Since BERT-RUBER needs to pre-train unreferenced models, we split each dataset into training datasets (80% of the whole datasets), develop datasets (10% of the whole datasets), and test datasets (10% of the whole datasets). Following previous work [10], we also use 2 layers of the bidirectional gated recurrent unit with the 128-dimensional hidden unit and apply three layers for MLP (Multilayer Perceptron Network) with 256, 512 and 128-dimensional hidden units. Learning rate decay is applied when no improvement was observed on validation data for five consecutive epochs.

It can be observed that POSSCORE consistently outperforms BERT-Score and BERT-RUBER in TC and PC. All the improvements in these two datasets are significant. It is worth noting that BERT-RUBER outperforms the other two metrics in MSDialog, while it performs the worst in TC and PC. We found that the learning-based metric BERT-RUBER is quite sensitive to the training collection. By learning BERT-RUBER on five different random samples of the MSDialog dataset, we found its predictive power ranges from 0.66 to 0.71. Considering the poor performance of BERT-RUBER in TC and PC, we demonstrated that BERT-RUBER is not robust. Comparatively speaking, the performance of POSSCORE is more stable across different collections and is much easier to interpret.

5.3 Effect of Response Length
Since POSSCORE performs counting on the number of POS and Non-POS words and tags, we would like to understand the influence of response length on its performance. To examine the effect of length bias, we created a new dataset based on each existing dataset, in which we simply modify the low-quality responses to make them repeat the content twice to increase their length. Thus, all the low
metrics, we can observe that the correlation between POSSCORE and EA is still less than 0.5. Therefore, this demonstrates that our proposed POSSCORE is a new metric that captures different aspects from those existing ones.

5.5 Case Study

Despite that our proposed POSSCORE outperforms existing metrics, we present an example of its failure case in Table 12 to demonstrate its limitations for potential further improvements. We notice that in this example, all the automatic metrics except for POSSCORE are consistent with human annotations. This failure might be due to that POSSCORE is more sensitive to the POS distribution, especially when the POS word embeddings are very close (e.g., ‘blue’ vs. ‘pink’ in Table 12). Although the length of candidate1 is longer than that of candidate2, the number of POS words in candidate2 (n=7) is closer to the number in the reference (n=9). Since POSSCORE treats all the selected POS words equal and provides bonus scores (controlled by w) to the response if the distribution of POS words is similar to the reference, POSSCORE is more likely to overestimate the quality of this kind of response. In other words, the performance of POSSCORE might be constrained by the number of POS words in the candidates (i.e., the performance drops when the candidates have fewer POS words than the references). It can also be observed that the different mechanism between POSSCORE and other metrics, where POSSCORE considers both the word embedding similarity and the POS distribution similarity.

6 CONCLUSIONS

In this paper, we systematically analyzed whether and how POS words and POS tags could be used to benefit the automatic evaluation of conversational search systems. Based on the analysis, we propose two simple approaches to incorporate POS information into existing evaluation metrics, and present POSSCORE as a new simple metric for evaluating conversational search based on the distribution of POS words and tags. Extensive experiments on three publicly available datasets show that POSSCORE achieves significantly better alignments with human preferences than baseline metrics. Our work sheds light on the effectiveness of leveraging syntactic information for conversational search evaluation. In our future work, we plan to extend POSSCORE in two directions: (1) we currently treat all POS words within each syntactic group equally. However, we can observe in Table 7 that different POS groups play different roles. For example, the words with ‘NOUN’ tags have a stronger influence on the evaluation performance. (2) it has been shown that conversation context may contain useful explicit and implicit information for evaluation [21], which we did not yet consider. We would like to propose metrics that are both context- and syntactic-aware.
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