QUANTUM DIAGRAMMATICS FOR $F_4$

ALISTAIR SAVAGE AND BRUCE W. WESTBURY

Abstract. We introduce a graphical calculus for the representation theory of the quantized enveloping algebra of type $F_4$. We do this by giving a diagrammatic description of the category of invariant tensors on the 26-dimensional fundamental representation.
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1. Introduction

One of the main objectives in quantum invariant theory is to describe the category of invariant tensors on $V$, where $V$ is a finite-dimensional module for the quantized enveloping algebra $U_q(g)$ of a reductive Lie algebra $g$. This is the full monoidal subcategory of $U_q(g)$-mod on $V$ and its dual. (Throughout this paper we work with finite-dimensional modules of type 1.) The basic problem is to give a finite presentation of this monoidal category. The insight that arose from the construction of the Reshetikhin–Turaev link invariants from the representation theory of $U_q(g)$ is that the most effective approach to this problem is to use string diagrams.

The general strategy is that one defines a monoidal category $C$ with one generating object (and its dual if $V$ is not self-dual) and finitely many generating morphisms, depicted by simple string diagrams, subject to a finite number of relations on these generating morphisms. One then defines a full monoidal functor $F: C \to U_q(g)$-mod sending the generating object to $V$. If $V$ has the property that every module is a summand of some tensor product of copies of $V$ and its dual (this is true, for example, when the corresponding representation on $V$ of the associated compact, simply-connected Lie group is faithful), then we have an induced full and essentially surjective functor $\text{Kar}(F): \text{Kar}(C) \to U_q(g)$-mod, where $\text{Kar}(C)$ is the idempotent completion of the additive envelope of $C$. In this way, we obtain a diagrammatic calculus for the representation theory of $U_q(g)$, where arbitrary modules correspond to idempotent endomorphisms in the additive envelope.
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of \( \mathcal{C} \). Ideally one would also like to have a complete set of relations in \( \mathcal{C} \), so that the above functors are also faithful, and hence \( \text{Kar}(\mathcal{F}) \) is an equivalence of categories.

The first example of the above construction is the Temperley–Lieb category, which is the category of invariant tensors for the vector representation of \( U_q(\mathfrak{sl}_2) \). In general type \( A \), the diagrammatic calculus is perhaps best encoded in the category associated to the HOMFLYPT link invariant. This category, originally formulated by Turaev [Tur89], is a quotient of the category of oriented framed tangles. The module \( V \) in this case is the quantum analogue of the natural \( \mathfrak{sl}_2 \)-module. There is a natural full functor to \( U_q(\mathfrak{gl}_n) \)-mod, and thus we obtain a graphical calculus for that category. Iwahori–Hecke algebras (more generally, quantum walled Brauer algebras) occur as endomorphism algebras in the diagrammatic category.

In types \( BCD \), the graphical calculus is given by the Kauffman category, also introduced in [Tur89], which is a quotient of the category of unoriented framed tangles. Again, \( V \) is the natural module, and there is a full functor to \( U_q(\mathfrak{g}) \)-mod, where \( \mathfrak{g} \) is a simple Lie algebra of type \( BCD \). In this case, the endomorphism algebras are Birman–Murakami–Wenzl (BMW) algebras.

In [Kup94, Kup96], Kuperberg gave complete presentations for the categories of invariant tensors for any fundamental representation when \( \mathfrak{g} \) is a simple Lie algebra of rank two. This was then done for arbitrary finite type \( A \) in [CKM14] and for arbitrary finite type \( C \) in [BERT21]. Other papers giving partial descriptions include [Wen03] on the minuscule representations in type \( E_6 \) or \( E_7 \), [Wes03] on adjoint representations, and [Wes08] on the spin representation in type \( B_3 \).

A simpler concept, which we will refer to as classical invariant theory, is where we take the enveloping algebra \( U(\mathfrak{g}) \) in the place of its quantized version. This was initially studied without the use of diagrams in Weyl’s influential book [Wey39]. Perhaps the earliest use of diagrams in this context is the use of Brauer algebras in [Bra37] to formulate a type-\( BCD \) analogue of Schur–Weyl duality. In [LZ15], Lehrer and Zhang defined the Brauer category, where the Brauer algebras appear as endomorphism algebras, and described the kernel of the full functor from the diagrammatic category to the representation category. Inspired by the language of Feynman diagrams in quantum field theory, invariant tensors for semisimple Lie algebras have also been computed diagrammatically by Cvitanović in [Cvi08].

In type \( F_4 \), the category of classical invariant tensors for the 26-dimensional simple module, which is the smallest nontrivial simple module, was recently studied in [GSZ23]. There the authors give a presentation of a diagrammatic monoidal category \( \mathcal{F} \), together with a full functor to \( U(\mathfrak{g}) \)-mod, which is also essentially surjective after passing to \( \text{Kar}(\mathcal{F}) \). The goal of the current paper is to develop a quantum version of these diagrammatics.

Given a commutative ring \( \mathbb{k} \), we first define a strict monoidal \( \mathbb{k} \)-linear category \( \mathcal{T} \) depending on parameters \( \delta \in \mathbb{k} \) and \( \phi, \beta, \tau \in \mathbb{k}^\times \). This category is generated by a single object \( \mathbb{1} \) and five morphisms

\[
\begin{align*}
\otimes : \mathbb{1} \otimes \mathbb{1} &\rightarrow \mathbb{1}, \\
\times : \mathbb{1} \otimes \mathbb{1} &\rightarrow \mathbb{1}, \\
\cup : \mathbb{1} &\rightarrow \mathbb{1} \otimes \mathbb{1}, \\
\cap : \mathbb{1} \otimes \mathbb{1} &\rightarrow \mathbb{1},
\end{align*}
\]

where \( \mathbb{1} \) is the unit object. We impose certain natural relations which imply, in particular, that \( \mathcal{T} \) is braided and strict pivotal, and that \( \mathbb{1} \) has categorical dimension \( \delta \). We then specialize the ground ring to \( \mathbb{k} = \mathbb{Q}(q) \), fix certain values of the parameters \( \delta, \phi, \beta, \tau \), and define a quotient \( \mathcal{F}_q \) of \( \mathcal{T} \) by a skein relation and three additional relations expressing the diagrams

\[
\begin{align*}
\begin{array}{c}
\xymatrix{ & \mathbb{1} \ar[ld] \ar[rd] & \\
\mathbb{1} & & \mathbb{1}
}
\end{array}, \\
\begin{array}{c}
\xymatrix{ \mathbb{1} & & \mathbb{1} \\
& \mathbb{1} & \\
\mathbb{1} & & \mathbb{1}
}
\end{array}, \\
\begin{array}{c}
\xymatrix{ & \mathbb{1} \ar[ld] \ar[rd] & \\
\mathbb{1} & & \mathbb{1}
}
\end{array}
\]
\]

in terms of simpler ones. The category \( \mathcal{F}_q \) should be thought of as a quantum version of the category \( \mathcal{F} \) introduced in [GSZ23] in the sense that setting \( q = 1 \) recovers \( \mathcal{F} \) as defined there. On the other hand, \( \mathcal{F}_q \) should also be thought of as a type \( F_4 \) analogue of the framed HOMFLYPT skein category (type \( A \)), the Kauffman category (types \( BCD \)), and Kuperberg’s \( G_2 \) category [Kup94].
One of the main contributions of the current paper is the method for deducing the additional relations that define $\mathcal{F}_q$ as a quotient of $\mathcal{T}$. We show, in Sections 3 and 4, that these relations are forced by certain assumptions on morphism spaces, namely that
\[ \begin{array}{c}
|, \bigcup, \times, \times, \times + \times
\end{array} \]
form a basis for the space of endomorphisms of $I^{\otimes 2}$, that the morphism space $I^{\otimes 3} \rightarrow I^{\otimes 2}$ has dimension at most 15, and that the morphisms
\[ \bigcup, \bigcup, \bigcup, \bigcup, \bigcup, \bigcup, \bigcup, \bigcup, \bigcup, \bigcup \]
are linearly independent. In addition to giving a method for deducing the relations, this approach makes the proof of our main result quite easy. We show (Theorem 6.7) that there is a full monoidal functor
\[ F_q : \mathcal{F}_q \rightarrow \mathcal{M}_q, \]
where $\mathcal{M}_q$ denotes the category of finite-dimensional $U_q(\mathfrak{g})$-modules of type 1, and $\mathfrak{g}$ is the simple Lie algebra of type $F_4$. The generating object $I$ is sent to the 26-dimensional simple $U_q(\mathfrak{g})$-module $V_q$. We first define this functor on $\mathcal{T}$, where its existence follows from general representation theory considerations. Then, since the above-mentioned assumptions are satisfied in $U_q(\mathfrak{g})$-mod, it follows immediately that the functor factors through $\mathcal{F}_q$. We expect that this approach can also be used to develop quantum diagrammatics in other exceptional types.

In the classical setting, the 26-dimensional simple $U(\mathfrak{g})$-module $V$ can be naturally identified with the traceless part of the Albert algebra which, over the complex numbers, is the unique exceptional Jordan algebra. The generating morphisms of the diagrammatic category $\mathcal{F}$ defined in [GSZ23] are given in terms of the multiplication and trace on the Albert algebra, so that $\mathcal{F}$ can be viewed as a diagrammatic calculus for this algebra. The category $\mathcal{F}_q$ of the current paper can then be thought of as a graphical calculus for a quantum analogue of the Albert algebra. To the best of our knowledge, this quantum analogue has not appeared in the literature.

Since the category $\mathcal{M}_q$ is idempotent complete, we have an induced functor
\[ \text{Kar}(F_q) : \text{Kar}(\mathcal{F}_q) \rightarrow \mathcal{M}_q. \]
This functor is essentially surjective, which implies that every finite-dimensional $U_q(\mathfrak{g})$-module of type 1 is the image of $F_q(e)$ for some idempotent endomorphism $e$ in $\mathcal{F}_q$. We illustrate this phenomenon in Section 7 by giving an explicit decomposition of the identity morphism of $I^{\otimes 2}$ as a sum of orthogonal idempotents corresponding to the decomposition of $V_q^{\otimes 2}$ as a sum of simple modules.

It follows from the fullness of $F_q$ that we have surjective algebra homomorphisms
\[ \text{End}_{\mathcal{F}_q}(I^{\otimes k}) \rightarrow \text{End}_{U_q(\mathfrak{g})}(V_q^{\otimes k}), \quad k \in \mathbb{N}. \]
In this sense, the endomorphism algebras in $\mathcal{F}_q$ should be thought of as $F_4$ analogues of quantum walled Brauer algebras and BMW algebras. In addition, the diagrammatic calculus developed in the current paper is a first step towards a set of tools for computing the type $F_4$ Reshetikhin–Turaev invariant.

It is natural to ask if the functor $F_q$ is faithful. Unfortunately, we do not know the answer to this question. A weaker assertion would be that the kernel of $F_q$ consists of negligible morphisms, in which case $F_q$ would induce an equivalence of categories between $\mathcal{M}_q$ and the semisimplification of $\mathcal{F}_q$, which is the quotient of $\mathcal{F}_q$ by the tensor ideal of negligible morphisms. This would follow if one can show that any closed diagram in $\mathcal{F}_q$ can be reduced to a scalar multiple of the empty diagram; see Corollary 6.10. Answering these questions in an important direction for future research.

As a final application of the results of the current paper, we define, in Section 9, an affine version, $\mathcal{AF}_q$, of the category $\mathcal{F}_q$. The category $\mathcal{AF}_q$ corresponds to considering string diagrams
on a cylinder, as opposed to in the plane. It acts naturally on the category of $U_q(\mathfrak{g})$-modules and gives a way to construct elements in the center of $U_q(\mathfrak{g})$. We stress that the definition of the affine category $\mathcal{A}_q$, which follows a general affinization procedure developed in [MS21], requires that we work in the quantum setting; it is not available to us using the non-quantum diagrammatic category developed in [GSZ23]. The affine category suggests several other directions of further research, including connections to annular Reshetikhin–Turaev invariants and an $F_4$ skein algebra of the torus (see [MS17]).

**SageMath computations.** Throughout the paper, many direct computations are performed using the open-source mathematics software system SageMath [The22]. For the reader interested in verifying these, all such computations are included in a SageMath notebook that can be found on the arXiv as an ancillary file.

**Acknowledgements.** The research of A.S. was supported by NSERC Discovery Grant RGPIN-2017-03854.

### 2. The diagrammatic categories

In this section we introduce our diagrammatic categories of interest and deduce some relations that follow from the definitions. We fix a commutative ring $k$. All categories are $k$-linear and all algebras and tensor products are over $k$ unless otherwise specified. We let $I$ denote the unit object of a monoidal category. For objects $X$ and $Y$ in a category $\mathcal{C}$, we denote by $\mathcal{C}(X,Y)$ the $k$-module of morphisms from $X$ to $Y$.

**Definition 2.1.** Fix $\delta \in k$ and $\phi, \beta, \tau \in k^\times$. Let $\mathcal{T}$ be the strict $k$-linear monoidal category generated by the object $I$ and generating morphisms

\begin{equation}
\begin{align*}
\cup & : I \otimes I \to I, \\
\cap & : I \otimes I \to I \otimes I, \\

\cup & : I \to I \otimes I, \\
\cap & : I \otimes I \to I,
\end{align*}
\end{equation}

subject to the following relations:

\begin{equation}
\begin{align*}
\cap \cup &= \cap, & \cap \cap &= \cup \cup, & \cap \cap &= \cap \cap, & \cap \cap &= \cap \cap, \\
\cap &= \cap, & \cap &= \cap, \end{align*}
\end{equation}

\begin{equation}
\begin{align*}
\cap &= \beta \cap, & \cap &= \tau \cup, & \cap &= \phi, & 0 &= \delta I,
\end{align*}
\end{equation}

**Remark 2.2.** When $\beta = \tau = 1$, the category $\mathcal{T}_{\phi,\delta}$ of [GSZ23, Def. 2.1] is the quotient of the category from Definition 2.1 by the relation $\cap = \cap$. (In [GSZ23], the parameter $\phi$ is denoted $\alpha$.) In this sense, the category from Definition 2.1 should be thought of as a quantum analogue of the one in [GSZ23, Def. 2.1].

**Remark 2.3.** The relations in Definition 2.1 all have conceptual category-theoretic meanings:

- The relations (2.3) and the last two equalities in (2.2) correspond to the fact that the crossings equip $\mathcal{T}$ with the structure of a braided monoidal category.
- The first two equalities in (2.2) assert that the generating object $I$ is self-dual.
- In Section 6, we will define a functor from $\mathcal{T}$ to the category of modules over the quantized enveloping algebra of type $F_4$. This functor sends $I$ to a simple module $V_q$. By Schur’s lemma, the endomorphism algebra of $V_q$ consists of scalar multiples of the identity morphism, which implies that first and third relations in (2.4) will be satisfied in the image for some $\phi, \beta$. Similarly, we know that $\text{Hom}(V_q^{\otimes 2}, V_q)$ is one-dimensional and so the second relation in (2.4)
will also be satisfied for some $\tau$. The fifth relation in (2.4) corresponds to the fact that we want no nonzero morphisms from $1$ to $1$.

- The fourth relation in (2.4) states that $I$ has categorical dimension $\delta$. This will correspond to the quantum dimension of the module $V_q$.

For a similar discussion in the case $\beta = \tau = 1$ (see Remark 2.2), we refer the reader to [GSZ23, Rem. 2.3].

**Proposition 2.4.** The following relations hold in $\mathcal{T}$:

\[(2.5)\]
\[
\begin{align*}
\bigotimes &= \bigotimes = \bigotimes, \\
\bigodot &= \bigodot = \bigodot, \\
\bigtriangledown &= \bigtriangledown = \bigtriangledown, \\
\bigtriangleup &= \bigtriangleup = \bigtriangleup.
\end{align*}
\]

\[(2.6)\]
\[
\begin{align*}
\bigtriangledown &= \bigtriangledown, \\
\bigtriangleup &= \bigtriangleup, \\
\bigtriangledown &= \beta^{-1} \bigotimes, \\
\bigtriangleup &= \tau^{-1} \bigotimes.
\end{align*}
\]

\[(2.7)\]
\[
\begin{align*}
\bigtriangledown &= \bigtriangleup, \\
\bigtriangleup &= \bigtriangledown.
\end{align*}
\]

\[(2.8)\]
\[
\begin{align*}
\bigtriangledown &= \bigtriangleup = \bigtriangledown, \\
\bigtriangleup &= \bigtriangledown = \bigtriangleup.
\end{align*}
\]

**Proof.** The first and second equalities in (2.5) follow immediately from the first four equalities in (2.2). Then, using the first and second equalities in (2.5), we have

\[
\bigotimes = \bigotimes = \bigotimes,
\]
proving the fourth equality in (2.5). The proof of the sixth equality in (2.5) is analogous.

To prove the first equality in (2.6), we use (2.2) to compute

\[
\bigtriangledown = \bigtriangledown \bigotimes = \bigtriangledown \bigotimes = \bigtriangledown.
\]

The proof of the second equality in (2.6) is analogous. The third and fourth equalities in (2.6) follow from the first and second equalities in (2.4), respectively, by composing on the bottom with $\bigtriangledown$ and using the second equality in (2.3).

To prove the first equation in (2.7), we compose the last equality in (2.3) on the bottom with $\bigtriangleup$ and on the top with $\bigtriangledown$, and then use the first two equalities in (2.3). The proof of the second equation in (2.7) is analogous.

Next we have

\[
\bigtriangledown \bigtriangleup \overset{(2.2)}{=} \bigtriangledown \bigtriangleup \overset{(2.2)}{=} \bigtriangleup \quad \text{and} \quad \bigotimes \bigotimes \overset{(2.2)}{=} \bigotimes \bigotimes \overset{(2.2)}{=} \bigotimes,
\]
proving the second and third equalities in (2.8). The proofs of the first and fourth equalities in (2.8) are analogous. \hfill $\square$

It follows from (2.2), (2.5), and the first two equalities in (2.6) that the cups and caps equip $\mathcal{T}$ with the structure of a **strict pivotal category**. Intuitively, this means that morphisms are invariant under ambient isotopy fixing the boundary. Thus, for example, it makes sense to allow horizontal strands in diagrams:

\[(2.9)\]
\[
\begin{align*}
\bigtriangledown := \bigotimes = \bigotimes.
\end{align*}
\]

Since $\mathcal{T}$ is also braided monoidal, the first relation in (2.4) then implies that it is a **ribbon category**. In addition, since the object $I$ is self-dual, the cups and caps yield natural isomorphisms

\[(2.10)\]
\[
\mathcal{T}(I^\otimes m, I^\otimes n) \cong \mathcal{T}(I^\otimes (m+n), I), \quad n, m \in \mathbb{N}.
\]
In what follows, we will sometimes use an equation number to refer to a rotated version of that equation. For example, we will use the equation number (2.4) to refer to the relations

\[ \bigtriangledown = \beta \cup, \quad \bigtriangleup = \tau \bigtriangleup, \quad \bigtriangledown = 0. \]

We say that a \( k \)-linear category is *trivial* if all morphisms are equal to zero. The category \( T \) is trivial if and only if \( 1_I = 0 \).

**Lemma 2.5.** The category \( T \) is trivial unless \( \beta = \tau^2 \).

**Proof.** We have

\[ \beta \bigtriangledown = (2.4) \bigtriangledown = \bigtriangleup = (2.4) \beta \bigtriangleup. \]

Multiplying by \( \beta^{-1} \) and composing on the bottom with \( \bigtriangleup \) then gives

\[ \bigtriangledown = (2.4) \bigtriangledown = \beta \bigtriangledown = \tau \bigtriangledown = \beta \tau^{-1} \bigtriangleup \Rightarrow (\beta - \tau^2) \bigtriangledown = 0. \]

If \( \beta \neq \tau^2 \), this implies that \( \bigtriangledown = 0 \). But then the third relation in (2.4) implies that \( 1_I = 0 \), and hence \( T \) is trivial. \( \square \)

We now specialize to \( k = \mathbb{Q}(q) \) and

\[ \tau = q^{12}, \quad \beta = q^{24}, \]

(2.11)

\[ \delta = \frac{[3][8][13][18]}{[4][6][9]}, \quad \text{and} \quad \phi = \frac{[2][7][12]}{[4][6]}, \quad \text{where} \quad [n] = \frac{q^n - q^{-n}}{q - q^{-1}}. \]

(2.12)

Explicit computation using SageMath shows that \( \delta, \phi \in \mathbb{N}[q, q^{-1}] \). The significance of these particular choices will become apparent in Section 6. In particular, the above choice of \( \delta \) corresponds to the quantum dimension of the 26-dimensional simple module over the quantized enveloping algebra of type \( F_4 \).

Define

\[ \varnothing := q^6 \bigtriangledown \quad \text{and} \quad \varnothing := q^{-6} \bigtriangledown. \]

(2.13)

**Lemma 2.6.** We have

\[ \bigtriangledown = q^6 \bigtriangledown = \varnothing, \quad \bigtriangleup = q^{-6} \bigtriangleup = \varnothing. \]

(2.14)

**Proof.** Using the third and fourth equalities in (2.2) and the first two equalities in (2.5) to rotate trivalent vertices, we have

\[ \bigtriangledown = q^6 \bigtriangledown \bigtriangleup = (2.7) q^{-6} \bigtriangleup \bigtriangledown = \varnothing, \]

completing the verification of the second equality in (2.14). The proofs of the remaining equalities are analogous. \( \square \)

**Corollary 2.7.** We have

\[ \varnothing = q^6 \bigtriangledown = q^{-6} \bigtriangleup = \varnothing, \quad \varnothing = q^{-6} \bigtriangledown = q^6 \bigtriangleup = \varnothing. \]

(2.15)

**Proof.** This follows immediately from (2.14). \( \square \)
Definition 2.8. Let $F_q$ be the $\mathbb{Q}(q)$-linear strict monoidal category generated by the object $I$ and generating morphisms

\[ q^{24} \otimes I \
\]
\[ q^{12} \otimes I \to I, \quad \bigotimes\bigotimes : I \otimes I \to I \otimes I, \quad \bigcup : I \to I \otimes I, \quad \bigcap: I \otimes I \to I, \]

subject to the relations (2.2) and (2.3) and the following additional relations:

\[ q = \frac{q^4 - q^{-4}}{3}, \quad q = \frac{q^4 - q^{-4}}{3}, \quad q = \frac{q^4 - q^{-4}}{3}, \quad q = \frac{q^4 - q^{-4}}{3}. \]

Note that the relations (2.17) are simply the relations (2.4) with the parameters given by (2.11) and (2.12). Hence, $F_q$ is a quotient of $T$ with these parameters. Note also that $F_q$ inherits from $T$ the property of being a ribbon category.

Remark 2.9. All of the coefficients appearing in Definition 2.8 are regular at $q = 1$. Setting $q = 1$ in these relations recovers the category $F_7$ of [GSZ23, Def. 5.1]. More precisely, (2.18) gives

\[ q = \frac{q^4 - q^{-4}}{3}, \quad q = \frac{q^4 - q^{-4}}{3}, \quad q = \frac{q^4 - q^{-4}}{3}. \]

Lemma 2.10. The relation

\[ (q^{10} - q^{-10}) \otimes I = \frac{2}{3} \bigotimes, \quad (q^{12} - q^{-12}) \otimes I = \frac{7}{4} \bigotimes, \quad (q^{14} - q^{-14}) \otimes I = \frac{3}{4} \bigotimes, \]

holds in $F_q$.

Proof. We have

\[ (q^{12} - q^{-12}) \otimes I = \frac{2}{3} \bigotimes, \quad (q^{12} - q^{-12}) \otimes I = \frac{7}{4} \bigotimes, \quad (q^{12} - q^{-12}) \otimes I = \frac{3}{4} \bigotimes, \]

where the final equality is verified using SageMath.

Consider the $\mathbb{Q}$-linear map

\[ q^\pm 1 : \mathbb{Q}(q) \to \mathbb{Q}(q), \quad q^\pm 1 = q^\pm 1. \]

We say that a functor $F : C \to D$ between $\mathbb{Q}(q)$-linear categories is antilinear if $F(cf) = cF(f)$ for all morphisms $f$ in $C$ and all $c \in \mathbb{Q}(q)$. 

Lemma 2.11. There is a unique antilinear monoidal functor \( \Xi : \mathcal{F}_q \to \mathcal{F}_q \) satisfying \( \mathcal{I} = 1 \) and defined on the generating morphisms by
\[
\Xi(\bigcup) = \bigcup, \quad \Xi(\bigcap) = \bigcap
\]
\[
\Xi(\bigcup) = \bigcup, \quad \Xi(\bigcap) = \bigcap, \quad \Xi(\bigcup) = \bigcup, \quad \Xi(\bigcap) = \bigcap.
\]
The functor \( \Xi \) squares to the identity and also satisfies
\[
\Xi(\bigcup) = \bigcup, \quad \Xi(\bigcap) = \bigcap.
\]

Proof. It is straightforward to verify that \( \Xi \) respects the defining relations and hence is well defined. It clearly squares to the identity. Finally, (2.25) follows immediately from (2.13). \( \square \)

Intuitively, the involution \( \Xi \) is given by flipping all crossings and taking \( q \) to \( q^{-1} \).

3. The 2-point endomorphism algebra

Throughout this section we work over the ground ring \( k = \mathbb{Q}(q) \). We assume the parameters \( \tau \) and \( \beta \) are given by (2.11), but leave the other parameters \( \delta \in k \) and \( \phi \in k^\times \) general. We work in the quotient \( \mathcal{T}/\mathcal{I} \) by a tensor ideal satisfying the following assumption.

Assumption 3.1. Assume that
\[
\delta \notin \{q^4 + q^{-4}, -q^{16} - q^{-16}\}
\]
and that \( \mathcal{I} \) is a tensor ideal of \( \mathcal{T} \) such that
\[
\bigcup, \bigcap, \bigotimes, \bigtimes, \bigtimes + \bigtimes \quad \text{form a basis for } (\mathcal{T}/\mathcal{I})(1^{\otimes 2}, 1^{\otimes 2}).
\]

The motivation for this assumption is that the images of the morphisms (3.2) under the functor to be defined in Section 6 are a basis in the target category. Hence this functor factors through a quotient of \( \mathcal{T} \) by an ideal \( \mathcal{I} \) satisfying Assumption 3.1. Our goal in this section is to deduce several relations in the 2-point endomorphism algebra \( (\mathcal{T}/\mathcal{I})(1^{\otimes 2}, 1^{\otimes 2}) \) that follow from this assumption. These will be used to show that our functor actually factors through \( \mathcal{F}_q \). Throughout this section we continue to use the same diagrams to denote their image in \( \mathcal{T}/\mathcal{I} \).

For \( m, n \geq 1 \), consider the linear operator
\[
\text{Rot} : \mathcal{T}(1^{\otimes m}, 1^{\otimes n}) \to \mathcal{T}(1^{\otimes m}, 1^{\otimes n}), \quad \text{Rot}\left(\bigcup\bigcup\bigcup\right) = \bigcup\bigcup\bigcup
\]
where the bottom and top thick strands represent \( 1_{1}^{\otimes (m-1)} \) and \( 1_{1}^{\otimes (n-1)} \), respectively. In other words,
\[
\text{Rot}(f) = (\bigcap \otimes 1_{1}^{\otimes n}) \circ (1_{1} \otimes f \otimes 1_{1}) \circ (1_{1}^{\otimes m} \otimes \bigcup).
\]

It follows easily from Proposition 2.4 and (3.2) that \( \text{Rot}^2 \) acts as the identity on \( (\mathcal{T}/\mathcal{I})(1^{\otimes 2}, 1^{\otimes 2}) \). We will often decompose \( (\mathcal{T}/\mathcal{I})(1^{\otimes 2}, 1^{\otimes 2}) \) into the \pm 1-eigenspaces for \( \text{Rot} \).

Proposition 3.2. There exist \( z_1, z_2 \in k \) such that
\[
\bigtimes - \bigtimes = z_1 \left( \bigcup \bigcup \bigcup \right) + z_2 \left( \bigtimes \bigtimes \bigtimes \right).
\]

Proof. It follows from (3.2) that
\[
\bigtimes - \bigtimes = z_1 \left( \bigcup \bigcup \right) + z_2 \left( \bigtimes \bigtimes \bigtimes \right) + z_3 \left( \bigcup \bigcup \right) + z_4 \left( \bigtimes \bigtimes \bigtimes \right) + z_5 \left( \bigtimes \bigtimes \bigtimes \right)
\]
for some \( z_1, z_2, z_3, z_4, z_5 \in k \). Applying the operator \( \text{Rot} \) of (3.3) and multiplying by \(-1\), we have
\[
\bigtimes - \bigtimes = z_1 \left( \bigcup \bigcup \right) + z_2 \left( \bigtimes \bigtimes \bigtimes \right) - z_3 \left( \bigcup \bigcup \right) - z_4 \left( \bigtimes \bigtimes \bigtimes \right) - z_5 \left( \bigtimes \bigtimes \bigtimes \right)
\]
It then follows from (3.2) that \( z_3 = z_4 = z_5 = 0 \). \( \square \)
Remark 3.3. We refer to relation (3.4) as the skein relation. As long as \( z_1, z_2 \in k^\times \), we can rescale \( \cap \) by \( \frac{z_2}{z_1} \) and \( \cup \) by \( \frac{z_1}{z_2} \). This rescales \( \bigvee \) by \( \frac{z_2}{z_1} \), and so we obtain a skein relation of the form
\[
\bigvee - \bigvee = z \left( \bigvee - \bigcup + \bigvee - \bigvee \right).
\]
At some point we will perform this rescaling; see Corollary 3.13. However, working with the more general relation (3.4) gives us some additional flexibility.

Corollary 3.4. The morphisms
\[
\begin{array}{c}
\bigvee \\
\bigvee
\end{array}, \quad \begin{array}{c}
\bigvee \\
\bigcup
\end{array}, \quad \begin{array}{c}
\bigvee \\
\bigcup
\end{array}, \quad \bigvee
\]
form a basis for \((\mathcal{I}/\mathcal{I})(\mathcal{I}^\otimes 2, \mathcal{I}^\otimes 2)\).

Proof. This follows immediately from (3.2) and (3.4).

Corollary 3.5. We have
\[
\bigvee = 1 + z_1 \left( \bigvee - q^{24} \bigcup \right) + z_2 \left( q^6 \bigvee - q^{12} \bigvee \right).
\]

Proof. This follows from adding \( \bigvee \) to the top of (3.4), then using (2.4) and (2.15).

Remark 3.6. When \( z_1 = z_2 = 0 \), relation (3.4) implies that \( \bigvee = \bigvee \). See Remark 2.2. We refer to this as the degenerate case. (This is referred to as the classical case in the introduction.)

Lemma 3.7. We have
\[
(1 - \delta)z_1 + \phi z_2 = q^{24} - q^{-24}.
\]

Proof. We have
\[
(q^{24} - q^{-24}) \bigcap \overset{(2.4)}{=} \bigcup - \overset{(3.4)}{=} \bigcup ((1 - \delta)z_1 + \phi z_2) \bigcap.
\]
If \( (1 - \delta)z_1 + \phi z_2 \neq q^{24} - q^{-24} \), then \( \bigcap = 0 \). Then, by the first equality in (2.2), we have \( 1_1 = 0 \), and so the category is trivial, contradicting (3.2).

Lemma 3.8. We have
\[
z_2 \bigtriangleup = (q^{12} - q^{-12} + \phi z_2 - z_1) \bigtriangleup.
\]

Proof. We have
\[
(q^{12} - q^{-12}) \bigtriangleup \overset{(2.4)}{=} \bigcup - \overset{(3.4)}{=} \bigcup \bigcup (z_1 - \phi z_2) \bigtriangleup + z_2 \bigtriangleup.
\]
Solving for \( z_2 \bigtriangleup \) then yields (3.8).

Remark 3.9. Note that, when \( z_2 \in k^\times \), (3.8) allows us to write \( \bigtriangleup \) as a multiple of the trivalent vertex \( \bigtriangleup \). In the degenerate case (see Remarks 2.2 and 3.6), one does not deduce such a relation until further relations are imposed; see [GSZ23, Lem. 3.4]. Later, when we specialize the parameters \( \delta \) and \( \phi \), (3.8) will reduce to (2.22); see Proposition 4.2.

Lemma 3.10. We have
\[
(q^6 + q^{-6}) \bigvee = \bigvee - q^{24} \bigcup + q^{12} - q^{-12} + \phi z_2 \bigvee - \bigvee - q^{12} - q^{-12} \bigvee - \bigvee
\]
and
\[
2z_2 \bigtriangledown = (q^6 - q^{-6}) \bigtriangledown + \phi z_1 \bigtriangledown + \bigvee - q^{12} - q^{-12} + \phi z_2 - 2z_1 \bigvee + \bigvee.
\]

\[
(q^6 - q^{-6}) \bigtriangledown \bigvee = \bigvee - q^{24} \bigcup + q^{12} - q^{-12} + \phi z_2 \bigvee - \bigvee - q^{12} - q^{-12} \bigvee - \bigvee
\]
and
\[
2z_2 \bigtriangledown = (q^6 - q^{-6}) \bigtriangledown + \phi z_1 \bigtriangledown + \bigvee - q^{12} - q^{-12} + \phi z_2 - 2z_1 \bigvee + \bigvee.
\]
Proof. Adding $\triangleright$ to the top of (3.4), and using (2.4), (2.15) and (3.8), gives
\begin{equation}
q^6 \bigcirc - q^{-6} \bigcirc = z_1 \bigtriangledown - \phi z_1 \bigtriangledown + z_2 \bigtriangledown - (q^{12} - q^{-12} + \phi z_2 - z_1) \bigtriangledown.
\end{equation}
Applying the rotation operator Rot then gives
\begin{equation}
q^6 \bigcirc - q^{-6} \bigcirc = z_1 \bigtriangledown - \phi z_1 \bigtriangledown + z_2 \bigtriangledown - (q^{12} - q^{-12} + \phi z_2 - z_1) \bigtriangledown.
\end{equation}
Subtracting (3.12) from (3.11) gives
\begin{equation}
(q^6 - q^{-6}) (\bigcirc - \bigcirc) = \phi z_1 \bigtriangledown + \phi z_2 \bigtriangledown + z_1 \bigtriangledown - (q^{12} - q^{-12} + \phi z_2 - 2z_1) \bigtriangledown \bigtriangledown,
\end{equation}
proving the first equality in (3.9). The second equality in (3.9) follows from (3.4).

On the other hand, adding (3.11) and (3.12) gives
\begin{equation}
(q^6 - q^{-6}) (\bigcirc + \bigcirc) = -\phi z_1 \bigtriangledown + \phi z_2 \bigtriangledown + 2z_2 \bigtriangledown - (q^{12} - q^{-12} + \phi z_2 - 2z_1) \bigtriangledown \bigtriangledown.
\end{equation}
Solving for the square gives (3.10).

\begin{proposition}
We have
\begin{align}
\bigcirc &= \frac{\phi(q^{10} + q^{-10})}{\delta + q^{10} + q^{-10}} \left( q^{-8} \bigtriangledown + q^8 \bigtriangledown + \bigcirc \right) - q^{-2} \bigtriangledown - q^2 \bigtriangledown, \\
\bigcirc &= \frac{\phi(q^{10} + q^{-10})}{\delta + q^{10} + q^{-10}} \left( q^8 \bigtriangledown + q^{-8} \bigtriangledown + \bigcirc \right) - q^{2} \bigtriangledown - q^{-2} \bigtriangledown.
\end{align}
\end{proposition}

Proof. First note that (3.15) follows from (3.14) by applying either Rot or the involution $\Xi$ of Lemma 2.11. Thus, it suffices to prove (3.14).

By Corollary 3.4, we have a relation of the form
\begin{equation}
\bigcirc = a \bigtriangledown + b \bigtriangledown + c \bigtriangledown + d \bigtriangledown + e \bigtriangledown.
\end{equation}
Composing on the bottom with $\bigcirc$, and using (2.6) and (2.15), gives
\begin{equation}
q^{-6} \bigtriangledown = a \bigtriangledown + bq^{-24} \bigtriangledown + cq^{-6} \bigcirc + dq^{-12} \bigtriangledown + e \bigtriangledown.
\end{equation}
Solving for $\bigcirc$ gives
\begin{equation}
c \bigcirc = -eq^6 \bigtriangledown - bq^{-18} \bigtriangledown - dq^{-6} \bigtriangledown + aq^{-6} \bigtriangledown.
\end{equation}
Rotating then gives
\begin{equation}
c \bigcirc = -eq^6 \bigtriangledown - dq^{-6} \bigtriangledown + aq^{-6} \bigtriangledown.
\end{equation}
Comparing to (3.16) and using Corollary 3.4, we get
\begin{align}
ca &= -bq^{-18}, 
\sqrt{bc} &= -eq^6, 
c^2 &= -dq^{-6}, 
\sqrt{cd} &= 1, 
\sqrt{ce} &= -aq^6.
\end{align}
From the third and fourth equations we get
\begin{equation}
d^{-2} = -dq^{-6} \implies d = -q^2 \implies c = -q^{-2}.
\end{equation}
Then we have
\begin{equation}
b = -q^{18}ca = q^{16}a, 
e = -q^{6}c^{-1}a = q^8a.
\end{equation}
Substituting into (3.16) gives
\begin{equation}
\bigcirc = a \bigtriangledown + q^{16}a \bigtriangledown - q^{-2} \bigtriangledown - q^2 \bigtriangledown + q^8a \bigtriangledown.
\end{equation}
Adding \( \cap \) to the top and using (2.4), (2.6) and (2.15) gives

\[
q^{18} \phi \cap = (a + q^{16} a \delta - q^{-2} \phi + q^{32} a) \cap.
\]

Thus

\[
q^{18} \phi = a \left( 1 + q^{16} \delta + q^{32} \right) - q^{-2} \phi \implies a = \frac{\phi(q^{18} + q^{-2})}{q^{32} + q^{16} \delta + 1} = \frac{\phi(q^{2} + q^{-18})}{\delta + q^{16} + q^{-16}}.
\]

The relation (3.14) now follows from (3.17).

**Lemma 3.12.** We have

\[
(3.18) \quad z_1 = \frac{(q^{10} + q^{-10})(q^6 + q^{-6})(q^8 - q^{-8})}{q^4 + q^{-4} - \delta},
\]

\[
(3.19) \quad z_2 = \frac{(\delta + q^{16} + q^{-16})(q^6 + q^{-6})(q^4 + q^{-4})(q^2 - q^{-2})}{\phi(q^4 + q^{-4} - \delta)}.
\]

**Proof.** From (3.14) and (3.15), we have

\[
\begin{align*}
\mathbb{M} - \mathbb{M} & = \frac{\phi(q^{10} + q^{-10})}{q^4 + q^{-4} - \delta} \left( (q^8 - q^{-8}) \left( \left| - \cap \right| + \times - \times \right) + (q^2 - q^{-2}) \left( \times - \times \right) \right) \\
& = \frac{\phi(q^{10} + q^{-10})}{\delta + q^{16} + q^{-16}} (q^8 - q^{-8} + z_1) \left( \left| - \cap \right| + \left( \frac{\phi z_2 (q^{10} + q^{-10})}{\delta + q^{16} + q^{-16}} + q^2 - q^{-2} \right) \left( \times - \times \right) \right).
\end{align*}
\]

Comparing to (3.9), and using (3.2), we have

\[
\begin{align*}
z_1 & = \frac{(q^6 + q^{-6})(q^{10} + q^{-10})}{\delta + q^{16} + q^{-16}}(q^8 - q^{-8} + z_1) \\
& \implies z_1(\delta + q^{16} + q^{-16}) = (q^{10} + q^{-10})(q^6 + q^{-6})(q^8 - q^{-8} + z_1) \\
& \implies z_1(\delta - q^4 - q^{-4}) = (q^{10} + q^{-10})(q^6 + q^{-6})(q^8 - q^{-8}) \\
& \implies z_1 = \frac{(q^6 + q^{-6})(q^{10} + q^{-10})(q^8 - q^{-8})}{\delta - q^4 - q^{-4}}
\end{align*}
\]

and

\[
\begin{align*}
q^{12} - q^{-12} + \phi z_2 & = (q^6 + q^{-6}) \left( \frac{\phi z_2 (q^{10} + q^{-10})}{\delta + q^{16} + q^{-16}} + q^2 - q^{-2} \right) \\
& \implies q^{12} - q^{-12} - (q^6 + q^{-6})(q^2 - q^{-2}) = \frac{\phi z_2 (q^{10} + q^{-10})(q^6 + q^{-6} - \delta - q^{16} - q^{-16})}{\delta + q^{16} + q^{-16}} \\
& \implies (q^6 + q^{-6})(q^4 + q^{-4})(q^2 - q^{-2}) = \frac{\phi z_2 (q^4 + q^{-4} - \delta)}{\delta + q^{16} + q^{-16}} \\
& \implies z_2 = \frac{(\delta + q^{16} + q^{-16})(q^6 + q^{-6})(q^4 + q^{-4})(q^2 - q^{-2})}{\phi(q^4 + q^{-4} - \delta)}.
\end{align*}
\]

**Corollary 3.13.** We have \( z_1 = z_2 \) if and only if

\[
(3.20) \quad \phi = \frac{\delta + q^{16} + q^{-16}}{(q^{10} + q^{-10})(q^2 + q^{-2})}.
\]

**Proof.** By Lemma 3.12, we have \( z_1 = z_2 \) if and only if

\[
\frac{(q^{10} + q^{-10})(q^6 + q^{-6})(q^8 - q^{-8})}{q^4 + q^{-4} - \delta} = \frac{(\delta + q^{16} + q^{-16})(q^6 + q^{-6})(q^4 + q^{-4})(q^2 - q^{-2})}{\phi(q^4 + q^{-4} - \delta)}
\]

\[\iff \phi = \frac{\delta + q^{16} + q^{-16}}{(q^{10} + q^{-10})(q^2 + q^{-2})}.
\]
Lemma 3.14. If \( z_1 = z_2 \), then
\[
\mathfrak{X} = \frac{2}{4} \left( q^{-8} \big| + q^8 \big| + \mathfrak{X} \right) - q^{-2} \mathfrak{X} - q^2 \mathfrak{X},
\]
(3.21)
\[
\mathfrak{X} = \frac{2}{4} \left( q^8 \big| + q^{-8} \big| + q^4 \big| + \mathfrak{X} \right) - q^2 \mathfrak{X} - q^{-2} \mathfrak{X}.
\]
(3.22)

Proof. This follows from Proposition 3.11 and Corollary 3.13.

Note that (3.21) is precisely (2.19), while (3.22) is its image under the rotation operator Rot of (3.3).

4. Specializing the quantum dimension

Throughout this section, we work over the ground ring \( k = \mathbb{Q}(q) \) and make the choices (2.11) and (2.12) for the parameters \( \phi, \beta, \tau, \delta \). We also continue to make Assumption 3.1 and work in the quotient category \( \mathcal{T}/I \).

Lemma 4.1. We have
\[
z := z_1 = z_2 = \frac{q^{-4} - q^4}{3}.
\]

Proof. Direct computation using SageMath verifies that
\[
\delta + q^{16} + q^{-16} = \frac{2|7|12}{4|6} = \phi.
\]
Thus \( z_1 = z_2 \) by Corollary 3.13. Then (3.7) implies that \( (1 - \delta + \phi)z = q^{24} - q^{-24} \). Further computation using SageMath then verifies that
\[
z = \frac{q^{24} - q^{-24}}{1 - \delta + \phi} = \frac{q^{-4} - q^4}{3}.
\]

Proposition 4.2. Relations (2.20) and (2.22) are satisfied.

Proof. Direct computation using SageMath shows that
\[
\frac{q^{12} - q^{-12}}{z} + \phi - 1 = -\frac{9}{3},
\]
Then (2.22) follows from (3.8). The relation (2.20) also follows from (3.10), (3.21) and (3.22) using SageMath.

Lemma 4.3. The morphisms
\[
\mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}
\]
lie in the span of the morphisms
\[
\mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}, \quad \mathfrak{X}
\]
Proof. Let \( X \) denote the span of the morphisms (4.2). The fact that the first five morphisms in (4.1) lie in \( X \) follows immediately from (3.4). Next, note that
\[
\mathfrak{X} = \frac{2}{4} \left( q^{-8} \big| + q^8 \big| + \mathfrak{X} \right) - q^2 \mathfrak{X} - q^{-2} \mathfrak{X},
\]
(3.21)
\[
\mathfrak{X} = \frac{2}{4} \left( q^8 \big| + q^{-8} \big| + \mathfrak{X} \right) - q^2 \mathfrak{X} - q^{-2} \mathfrak{X}.
\]
(3.22)
Using (3.21), we see that the last morphism appearing above is in $X$. Thus we have

$$\mathcal{Y} + q^4 \mathcal{Y} \in X.$$ 

Note that the rightmost diagram above is $\Xi \text{Rot}$ applied to the leftmost diagram. Since $X$ is invariant under the action of Rot and $\Xi$ (using the skein relation (3.4)), we have

$$\mathcal{Y} + q^{20} \mathcal{Y} = (1 - q^4 \Xi \text{Rot} + q^8 \Xi^2 \text{Rot}^2 - q^{12} \Xi^3 \text{Rot}^3 + q^{16} \Xi^4 \text{Rot}^4) \left( \mathcal{Y} + q^4 \mathcal{Y} \right) \in X.$$ 

Applying $\Xi$ shows that

$$\mathcal{Y} + q^{-20} \mathcal{Y} \in X.$$ 

Thus the last two morphisms in (4.1) lie in $X$. □

The following proposition, whose hypotheses may seem ad hoc at first, will be used in the proof of Theorem 6.7; see Proposition 6.5.

**Proposition 4.4.** Suppose that

(4.3) \[ \dim \left( (T/I)(I^{\otimes 3}, I^{\otimes 2}) \right) \leq 15, \]

and that the last 10 morphisms in (4.2) are linearly independent. Then relation (2.21) holds in $T/I$.

**Proof.** We first show that we have a relation of the form

(4.4) \[ \mathcal{Y} = \gamma_1 \left( \mathcal{Y} + \mathcal{Y} + \mathcal{Y} + \mathcal{Y} + \mathcal{Y} \right) + \gamma_2 \left( \mathcal{Y} + \mathcal{Y} + \mathcal{Y} + \mathcal{Y} \right) + \gamma_3 \left( \mathcal{Y} + \mathcal{Y} + \mathcal{Y} + \mathcal{Y} + \mathcal{Y} \right). \]

If the morphisms (4.2) are linearly independent, then this follows immediately from (4.3) and the fact that the pentagon is invariant under rotation. So we suppose there is a linear dependence relation involving the morphisms (4.2). Since the last 10 of these morphisms are linearly independent by assumption, it must be the case that the coefficient of one of the first five morphisms is nonzero. Then we can rotate to assume that the coefficient of the first morphism is nonzero. We then compose on the bottom with $\mathcal{Y}$ to obtain a pentagon from the first term. Using (2.4), (2.20), (2.22) and (3.14) and Lemma 4.3, the other terms can be written as linear combinations of the morphisms in (4.2). Summing over all rotations and solving for the pentagon then yields a relation of the form (4.4).

So now we have a relation of the form (4.4). Composing (4.4) on the top with $\mathcal{Y}$ and using (2.4) and (2.22) gives

$$- \frac{9}{3} \mathcal{Y} = \gamma_1 \left( \phi - \frac{9}{3} \right) \left( \mathcal{Y} + \mathcal{Y} \right) + \gamma_2 \left( \phi \left( I + \mathcal{Y} \right) + \mathcal{Y} + \mathcal{Y} \right) + \gamma_3 \left( q^{12} \mathcal{Y} + q^{-12} \mathcal{Y} + \phi \mathcal{Y} + (q^6 + q^{-6}) \mathcal{Y} \right).$$

Using (2.20) and (3.22) to write everything in terms of the morphisms (3.6), the coefficient of each of these morphisms must be zero by Corollary 3.4. This yields five equations in $\gamma_1, \gamma_2, \gamma_3$. Using SageMath to solve these equations recovers the coefficients appearing in (2.21). □

**Remark 4.5.** While it may appear as though we have made a choice of crossings in the last five terms of (2.21), a straightforward computation using only the skein relation (3.4) shows that

$$\mathcal{Y} + \mathcal{Y} + \mathcal{Y} + \mathcal{Y} + \mathcal{Y} = \mathcal{Y} + \mathcal{Y} + \mathcal{Y} + \mathcal{Y} + \mathcal{Y}.$$
5. The quantized enveloping algebra of type $F_4$

In this section we collect some important facts about the quantized enveloping algebra of type $F_4$ that we will use to define a functor from $F_q$ to the category of finite-dimensional modules over this algebra. For basic definitions and facts, we follow the presentations of [Jan96, Ch. 4, 5] and [CP95, Ch. 9, 10]. While none of the material in this section is new, we provide proofs of a few results for which we had difficulty finding good references in the literature.

Consider the following labeling of the nodes of the Dynkin diagram of type $F_4$:

$$
1 \quad 2 \quad 3 \quad 4
$$

Let $\alpha_i, i \in I := \{1, 2, 3, 4\}$, be the corresponding simple roots. There is a unique inner product $(\ , \ )$ on the real vector space $\mathbb{R}\Phi$ generated by the root system $\Phi$ such that $(\alpha, \alpha) = 2$ for all short roots. Thus, we have

$$(\alpha_1, \alpha_1) = (\alpha_2, \alpha_2) = 4, \quad (\alpha_3, \alpha_3) = (\alpha_4, \alpha_4) = 2.$$ 

For $i, j \in I$, we have

$$
\frac{2(\alpha_i, \alpha_j)}{(\alpha_i, \alpha_i)} = a_{ij}, \quad \text{where } [a_{ij}] = \begin{bmatrix}
2 & -1 & 0 & 0 \\
-1 & 2 & -2 & 0 \\
0 & -1 & 2 & -1 \\
0 & 0 & -1 & 2
\end{bmatrix}
$$

is the corresponding Cartan matrix. In what follows, we will write $(i, j)$ for $(\alpha_i, \alpha_j)$, $i, j \in I$. For each $i \in I$, define

$$d_i = \frac{(i, i)}{2}, \quad \text{so that } d_1 = d_2 = 2, \ d_3 = d_4 = 1.$$ 

Let $\Phi_+$ denote the set of positive roots and let

$$\rho = \frac{1}{2} \sum_{\gamma \in \Phi_+} \gamma.$$ 

Then we have

$$(2\rho, \alpha_i) = (\alpha_i, \alpha_i), \quad i \in I.$$ 

Let $J$ denote the maximal ideal of $\mathbb{Q}[q, q^{-1}]$ generated by $q - 1$. Equivalently, $J$ is the kernel of the $\mathbb{Q}$-algebra homomorphism $\mathbb{Q}[q, q^{-1}] \to \mathbb{Q}$, $q \mapsto 1$, which we use to endow $\mathbb{C}$ with the structure of an $A$-module, where

$$A := \left\{ \frac{a}{b} : a, b \in \mathbb{Q}[q, q^{-1}], \ b \notin J \right\} \subseteq \mathbb{Q}(q)$$

is the localization of $\mathbb{Q}[q, q^{-1}]$ at the ideal $J$. Since $J$ is also the maximal ideal of $\mathbb{Q}[q, q^{-1}]$ generated by $q^{-1} - 1$, the map

$$\overline{\cdot} : \mathbb{Q}[q, q^{-1}] \to \mathbb{Q}[q, q^{-1}], \ \overline{q^{\pm 1}} = q^{\mp 1},$$

induces a $\mathbb{Q}$-algebra involution of $A$. The group of units of $A$ is

$$A^\times = \left\{ \frac{a}{b} : a, b \in \mathbb{Q}[q, q^{-1}], \ a, b \notin J \right\},$$

and $A$ is a local ring with unique maximal ideal $(q - 1)A$. Every nonzero element of $A$ is of the form $a(q - 1)^n$ for $a \in A^\times$, $n \in \mathbb{N}$. In particular, $A$ is a principal ideal domain.

**Lemma 5.1.** If $M$ is a finitely-generated $A$-module such that $\dim_{\mathbb{Q}(q)} M \otimes_A \mathbb{Q}(q) = \dim_{\mathbb{C}} M \otimes_A \mathbb{C}$, then $M$ is a free $A$-module and $\text{rank}_A M = \dim_{\mathbb{C}} M \otimes_A \mathbb{C}$.
\textbf{Proof.} By the structure theorem for finitely-generated modules over a principal ideal domain, every finitely-generated $A$-module is a direct sum of ones of the form $A/(q-1)^n$, $n \in \mathbb{N}$. Now, if $n \geq 1$, then $(A/(q-1)^n) \otimes_A \mathbb{Q}(q) = 0$ but $(A/(q-1)^n) \otimes_A \mathbb{C} \cong \mathbb{C}$. \hfill \Box

For $i \in I$, $a, n \in \mathbb{Z}$, with $n > 0$, we define the following invertible elements of $A$:

\[ q_i := q^{a_i}, \quad [a] := \frac{q^{a_i} - q^{-a_i}}{q_i - q^{-1}}, \quad [n] := [n][n-1] \cdots [1], \quad a := \frac{[a][a-1] \cdots [a-n+1]}{[n]}, \quad a := 1. \]

Let $\mathfrak{g}$ denote the simple Lie algebra of type $F_4$. Its quantized enveloping algebra $U_q = U_q(\mathfrak{g})$ is the $\mathbb{Q}(q)$-algebra with generators $E_i, F_i, H_i, K_i, K_i^{-1}, i \in I$, and relations (for $i, j \in I$)

\[ K_iK_i^{-1} = 1 = K_i^{-1}K_i, \quad K_iE_jK_i^{-1} = q^{(i,j)}E_j, \quad K_iF_jK_i^{-1} = q^{-(i,j)}F_j, \]
\[ E_iF_j - F_jE_i = \delta_{ij}H_i, \quad (q_i - q_i^{-1})H_i = K_i - K_i^{-1}, \]

where $\delta_{ij}$ is the Kronecker delta, and (for $i \neq j$),

\[ \sum_{r=0}^{1-a_{ij}} (-1)^r \left[ 1 - a_{ij} \right]_r E_i^{1-a_{ij} - r}E_jE_i^r = 0, \quad \sum_{r=0}^{1-a_{ij}} (-1)^r \left[ 1 - a_{ij} \right]_r F_i^{1-a_{ij} - r}F_jF_i^r = 0. \]

For $\nu = \sum_{i \in I} n_i\alpha_i$, $n_i \in \mathbb{Z}$, we define $K_\nu = \prod_{i \in I} K_i^{n_i}$. There is a unique Hopf algebra structure on $U_q$ such that, for all $i \in I$,

\begin{align*}
(5.3) & \quad \Delta(E_i) = E_i \otimes 1 + K_i \otimes E_i, \quad \varepsilon(E_i) = 0, \quad S(E_i) = -K_i^{-1}E_i, \\
(5.4) & \quad \Delta(F_i) = F_i \otimes K_i^{-1} + 1 \otimes F_i, \quad \varepsilon(F_i) = 0, \quad S(F_i) = -F_iK_i, \\
(5.5) & \quad \Delta(K_i) = K_i \otimes K_i, \quad \varepsilon(K_i) = 1, \quad S(K_i) = K_i^{-1}.
\end{align*}

Now let $U_A$ be the $A$-subalgebra of $U_q$ generated by the elements

\[ E_i, \quad F_i, \quad K_i^{\pm 1}, \quad i \in I. \]

(This implies that $U_A$ also contains $H_i = E_iF_i - F_iE_i, i \in I$.) Note that this is the same as the $A$-subalgebra of $U_q$ generated by the elements

\[ E_i^{(r)} := \frac{E_i^r}{\left[r\right]_i^r}, \quad F_i^{(r)} := \frac{F_i^r}{\left[r\right]_i^r}, \quad K_i^{\pm 1}, \quad i \in I, \quad r \geq 1, \]

since the $\left[r\right]_i^r$ are invertible in $A$. Thus $U_A$ is an extension of both the restricted and non-restricted integral forms of $U_q$; see [CP95, §9.2, §9.3]. Note that $U_A$ is a Hopf subalgebra of $U_q$ (viewing $U_q$ as a Hopf algebra over $A$). Furthermore, we have isomorphisms of algebras

\[ U_A \otimes_A \mathbb{Q}(q) \cong U_q, \quad (U_A \otimes_A \mathbb{C})/(K_i - 1 : i \in I) \cong U_C, \]

where $U_C = U(\mathfrak{g})$ denotes the universal enveloping algebra of $\mathfrak{g}$ over $\mathbb{C}$, and we view $\mathbb{C}$ as an $A$-module via the map $q \mapsto 1$. See, for example, [CP95, Prop. 9.2.3].

The \textit{bar involution} is the antilinear ring involution

\[ : U_q \to U_q, \quad \overline{E_i} = E_i, \quad \overline{F_i} = F_i, \quad \overline{K_i^{\pm 1}} = K_i^{\mp 1}. \]

By \textit{antilinear}, we mean that it is $\mathbb{Q}$-linear and $q^{\mp 1}x = q^{\pm 1}\overline{x}$ for $x \in U_q$. The bar involution induces an antilinear involution of $U_A$, which we also call the bar involution.
Let $\mathcal{M}_q$ denote the category of finite-dimensional $U_q$-modules of type 1, and let $\mathcal{M}_C$ denote the category of finite-dimensional $U_C$-modules. The categories $\mathcal{M}_q$ and $\mathcal{M}_C$ are both semisimple, with irreducible objects given by highest-weight representations with dominant integral highest weights. Furthermore, tensor product multiplicities are the same in the two categories, as are dimensions of homomorphism spaces between corresponding modules.

For each dominant integral weight $\lambda$, let $L_q(\lambda)$ denote the corresponding type 1 simple $U_q$-module, and let $L_A(\lambda)$ denote its $A$-form. Thus $L_A(\lambda)$ is the $U_A$-submodule of $L_q(\lambda)$ generated by a chosen highest weight vector $v_\lambda$. Then, under the isomorphisms (5.6),

$$L_A(\lambda) \otimes_A \mathbb{Q}(q) \cong L_q(\lambda), \quad L_A(\lambda) \otimes_A \mathbb{C} \cong L_C(\lambda),$$

where $L_C(\lambda)$ is the simple $U_C$-module of highest weight $\lambda$. Furthermore, we can choose an $A$-basis $B(\lambda)$ of $L_A(\lambda)$, and this induces a $\mathbb{Q}(q)$-basis of $L_q(\lambda)$ and a $\mathbb{C}$-basis of $L_C(\lambda)$. We will denote the image of the chosen highest weight vector $v_\lambda$ in these two tensor products again by $v_\lambda$. Let $\mathcal{M}_A$ denote the category of $U_A$-modules that are direct sums of $L_A(\lambda)$ for dominant integral weights $\lambda$.

Throughout this section and the next, we will be moving between the three categories $\mathcal{M}_q$, $\mathcal{M}_A$, and $\mathcal{M}_C$. When we wish to make a statement that holds in each of these categories, we use a bullet •. For example, $U_*$ can refer to $U_q$, $U_A$, or $U_C$. Then $\mathfrak{k}$ will denote $\mathbb{Q}(q)$, $A$, or $\mathbb{C}$, respectively.

Since the longest element of the Weyl group of type $F_4$ acts on the weight lattice as multiplication by $-1$, it follows that $L_q(\lambda)^* \cong L_q(-\lambda)$ for all dominant integral weights $\lambda$. Thus we have nonzero $U_q$-module homomorphisms, unique up to multiplication by an element of $\mathbb{Q}(q)^*$,

$$D_q^\lambda: L_q(\lambda) \otimes L_q(\lambda) \to \mathbb{Q}(q),$$

where we view $\mathbb{Q}(q)$ as the trivial one-dimensional module. Now fix an element $v_{-\lambda}$ spanning the $(-\lambda)$-weight space $L_A(\lambda)^*$ of $L_A(\lambda)$. We normalize $D_q^\lambda$ so that

$$D_q^\lambda(v_\lambda \otimes v_{-\lambda}) = 1.$$  

Similarly, there is a unique $U_C$-module homomorphism

$$D_C^\lambda: L_C(\lambda) \otimes_C L_C(\lambda) \to \mathbb{C} \quad \text{such that} \quad D_C^\lambda(v_\lambda \otimes v_{-\lambda}) = 1. $$

**Lemma 5.2.** If $\lambda$ is a dominant integral weight, then

$$D_q^\lambda(xv \otimes w) = D_q^\lambda(v \otimes S(x)w), \quad v, w \in L_q(\lambda), \ x \in U_q. $$

*Proof.* It suffices to prove that (5.8) holds for $x \in \{E_i, F_i, K_i : i \in I\}$. For $v, w \in L_q(\lambda)$ and $i \in I$, we have

$$D_q^\lambda(v \otimes S(K_i)w) = D_q^\lambda(v \otimes K_i^{-1}w) = K_i D_q^\lambda(v \otimes K_i^{-1}w) = D_q^\lambda(K_i v \otimes w)$$

and

$$0 = E_i D_q^\lambda(v \otimes w) = D_q^\lambda(E_i v \otimes w) + D_q^\lambda(K_i v \otimes E_i w) = D_q^\lambda(E_i v \otimes w) + D_q^\lambda(v \otimes K_i^{-1}E_i w) = D_q^\lambda(E_i v \otimes w) - D_q^\lambda(v \otimes S(E_i)w)$$

and

$$0 = F_i D_q^\lambda(v \otimes K_i w) = D_q^\lambda(F_i v \otimes K_i^{-1}K_i w) + D_q^\lambda(v \otimes F_i K_i w) = D_q^\lambda(F_i v \otimes w) - D_q^\lambda(v \otimes S(F_i)w). \quad \Box$$

Restriction of $D_q^\lambda$ gives a map $L_A(\lambda) \otimes L_A(\lambda) \to \mathbb{Q}(q)$ sending $v_\lambda \otimes v_{-\lambda}$ to 1. Now, by definition, every element of $L_A(\lambda)$ can be written as $xv_\lambda$ for some $x \in U_A$. Since $L_C(\lambda)$ is an irreducible $U_C$-module, there exists a sequence of $i_1, \ldots, i_r$ of elements of $I$ such that $E_{i_r} \cdots E_{i_1} v_{-\lambda} \subseteq A^* v_\lambda$, and so every element of $L_A(\lambda)$ can also be written as $yv_{-\lambda}$ for some $y \in U_A$. For $x, y \in U_A$,

$$D_q^\lambda(xv_\lambda \otimes yv_{-\lambda}) = D_q^\lambda(v_\lambda \otimes S(x)yv_{-\lambda}) \subseteq D_q^\lambda(v_\lambda \otimes U_A v_{-\lambda}) = D_q^\lambda(v_\lambda \otimes A v_{-\lambda}) = A.$$
where the second-to-last equality follows from the fact that $D_q^\lambda(v_\lambda \otimes w) = 0$ for $w \in L_A(\lambda)_\mu, \mu \neq -\lambda$. It follows that the restriction of $D_q^\lambda$ yields a homomorphism of $U_A$-modules

\[(5.9) \quad D_A^\lambda : L_A(\lambda) \otimes_A L_A(\lambda) \to A \quad \text{such that} \quad D_A^\lambda(v_\lambda \otimes v_{-\lambda}) = 1.\]

Since $D_q^\lambda$ induces the isomorphism $L_q(\lambda)^* \cong L_q(\lambda)$, it is nondegenerate. Let $B(\lambda)^* = \{b^\vee : b \in B(\lambda)\}$ be the basis of $L_q(\lambda)$ dual to $B(\lambda)$ with respect to $D_q^\lambda$, so that

\[D_q^\lambda(b^\vee \otimes c) = \delta_{b,c}, \quad b, c \in B(\lambda).\]

The following lemma implies that $B(\lambda)^*$ is also the basis dual to $B(\lambda)$ with respect to $D_A^\lambda$ and $D_C^\lambda$.

**Lemma 5.3.** We have $B(\lambda)^* \subseteq L_A(\lambda)$.

**Proof.** Let $n = \dim_C L_C(\lambda)$. Taking coefficients in the basis $B(\lambda)$, we can identify $L_\bullet(\lambda)$ with $k^n$, whose elements we write as column vectors. Then $D_q^\lambda$ corresponds to an invertible $n \times n$ matrix $M$ with entries in $\mathbb{Q}(q)$:

\[D_q^\lambda(v \otimes w) = v^t M w, \quad v, w \in L_q(\lambda),\]

where $v^t$ denotes the transpose of an element of $k^n$. Since restriction to $L_A(\lambda)$ yields $D_A^\lambda$, the entries of $M$, which are all of the form $D_q^\lambda(b \otimes c)$, for $b, c \in B(\lambda)$, lie in $A$. Furthermore, tensoring over $A$ with $\mathbb{C}$ yields $D_C^\lambda$. Since $D_C^\lambda$ is nondegenerate, the matrix $M$ is invertible at $q = 1$. This implies that $\det M \in A^\times$, and hence $M$ is also invertible over $A$. Therefore, $L_A(\lambda)$ has a basis $B'$ that is dual to $B(\lambda)$ with respect to $D_A^\lambda$. But then $B'$ is also dual to $B(\lambda)$ with respect to $D_q^\lambda$. Since dual bases are unique, this implies that $B(\lambda)^* \subseteq B' \subseteq L_A(\lambda)$. \hfill $\Box$

**Remark 5.4.** Our choices of $v_\lambda$ and $v_{-\lambda}$ are unique up to multiplication by an element of $A^\times$. It follows that the bilinear forms $D_q^\lambda$ are also unique up to such a multiple. We will use this fact later, in Proposition 6.3, where we will scale the $D_\bullet^\lambda$ by an appropriate factor.

**Lemma 5.5.** If $\lambda$ is a dominant integral weight, then

\[(5.10) \quad D_q^\lambda(v \otimes w) = D_q^\lambda(w \otimes K_{-\rho}v) = D_q^\lambda(K_{-\rho}w \otimes v), \quad v, w \in L_q(\lambda).\]

**Proof.** It suffices to prove the first equality, since the second then follows from (5.8). Let $V = L_q(\lambda)$. First note that the map

\[\chi : V \to V^*, \quad \chi(v)(w) = D_q(v \otimes w),\]

is an isomorphism of $U_q$-modules. Indeed, for $v, w \in V$ and $x \in U_q$, we have

\[\chi(xv)(w) = D_q(xv \otimes w) \overset{(5.8)}{=} D_q(v \otimes S(x)w) = \chi(v)(S(x)w) = (x\chi(v))(w).\]

Consider also the $U_q$-module homomorphisms

\[ev : V^* \otimes V \to \mathbb{Q}(q), \quad f \otimes v \mapsto f(v),\]
\[ev' : V \otimes V^* \to \mathbb{Q}(q), \quad v \otimes f \mapsto f(K_{-\rho}v).\]

See, for example, [Jan96, 3.9(3), 3.9(4)]. (The statements there are for $\mathfrak{sl}_2$, but the generalization to arbitrary finite type is discussed in [Jan96, §5.3].)

By the tensor-hom adjunction and the fact that $V$ is self-dual, we have

\[(5.11) \quad \dim \text{Hom}_{U_q}(V \otimes V, \mathbb{Q}(q)) = \dim \text{Hom}_{U_q}(V, V) = 1,\]

since $V$ is simple. Thus, the compositions $ev \circ (\chi \otimes 1_V)$ and $ev' \circ (1_V \otimes \chi)$ differ by a scalar. Since

\[D_q^\lambda(v \otimes w) = ev \circ (\chi \otimes 1_V)(v, w) \quad \text{and} \quad D_q^\lambda(w \otimes K_{-\rho}v) = ev' \circ (1_V \otimes \chi)(v, w),\]

it suffices to show that (5.10) holds for two vectors $v$ and $w$ such that $D_q^\lambda(v \otimes w)$ is nonzero.
Let $v \in V_\lambda$ be a nonzero highest-weight vector. Since the determinant of the Cartan matrix $(5.1)$ is one, the weight lattice of $g$ is equal to its root lattice, and so $\lambda$ is a sum of simple roots. Therefore, since $V$ is irreducible and self-dual (in particular, its set of weights is invariant under the map $\nu \mapsto -\nu$), there exists a sequence $i_1, \ldots, i_r$ of elements of $I$ such that $\sum_{j=1}^r \alpha_{i_j} = \lambda$ and, setting $y := F_{i_1} F_{i_2} \cdots F_{i_r} F_{i_r} \cdots F_{i_2} F_{i_1}$, the vector $w := yv$ is a nonzero element of the lowest weight space $V_{-\lambda}$. Using [Jan96, 4.13(4)], we have

$$S(y) = q^{2(\lambda, \rho - \lambda)} y K_{2\lambda}$$

and so $S^{-1}(y) = q^{2(\lambda, \rho - \lambda)} K_{2\lambda} y$. Thus

$$D_q^\lambda(v \otimes w) = D_q^\lambda(v \otimes yv) = D_q^\lambda(S^{-1}(y)v \otimes v) = q^{2(\lambda, \rho - \lambda)} D_q^\lambda(K_{2\lambda} yv \otimes v) = q^{-(2\rho, \lambda)} D_q^\lambda(w \otimes v) = D_q^\lambda(w \otimes K_{-2\rho} v).$$

We next recall the definition of the $R$-matrix following the approach of [Lus10, §32.1]. Let $\Theta$ be the quasi-$R$-matrix from [Lus10, §4.1]. This is an infinite sum over the positive root lattice

$$\Theta = \sum_{\nu} \Theta_{\nu}, \quad \Theta_{\nu} \in U_A(g)_{-\nu} \otimes_A U_A(g)_{\nu}^+, \quad \Theta_0 = 1 \otimes 1.$$ 

The fact that the components of $\Theta$ lie in the $A$-form follows from [Lus10, Cor. 24.1.6]. We also have that $\Theta = 1 \otimes 1$ at $q = 1$. Indeed, by [Lus10, Cor. 4.1.3], $\Theta\Theta = \Theta \Theta = 1 \otimes 1$. Thus, at $q = 1$, we have $\Theta^2 = 1 \otimes 1$. Then a straightforward argument by induction on the height of $\nu$ shows that $\Theta_\nu = 0$ at $q = 1$ for $\nu \neq 0$.

For finite-dimensional $U_q$-modules $V$ and $W$, let

$$\text{flip}: V \otimes W \to W \otimes V, \quad \text{flip}(v \otimes w) := w \otimes v,$$ 

be the tensor flip. We also define

$$\Pi: V \otimes W \to V \otimes W, \quad \Pi(v \otimes w) := q^{-(\lambda, \mu)} v \otimes w,$$

for $v$ of weight $\lambda$ and $w$ of weight $\mu$. Then we have the $R$-matrix

$$R_{VW} := \Theta \circ \text{flip} \circ \Pi: V \otimes W \xrightarrow{\sim} W \otimes V.$$ 

The action of $\Theta$ is well defined since all but finitely many of the components $\Theta_{\nu}$ act as zero. The inverse $R_{VW}^{-1}: W \otimes V \to V \otimes W$ is given by $R_{VW}^{-1} = \Pi^{-1} \circ \text{flip}^{-1} \circ \overline{\Theta}$, where $\overline{\Theta}$ is obtained from $\Theta$ by applying the bar involution to each tensor factor. Note that our $R_{VW}$ is Lusztig’s $f R_{W,V}$, taking the function $f$ of [Lus10, §32.1.3] to be $f(\lambda, \mu) = -(\lambda, \mu)$ and noting that our $q$ is denoted $v$ in [Lus10]. See also [Jan96, §7.9] for a discussion of this choice, noting that we may take the $d$ there to be 1 since the root lattice is equal to the weight lattice in our setting. Since $\Theta = 1 \otimes 1$ at $q = 1$, it follows that $R_{VW} = \text{flip}$ at $q = 1$.

**Lemma 5.6.** If $\lambda$ is a dominant integral weight, then

$$(5.13) \quad D_q^\lambda \circ R_{L_q(\lambda), L_q(\lambda)} = q^{(\lambda, \lambda + 2\rho)} D_q^\lambda.$$ 

**Proof.** Let $V = L_q(\lambda)$. By $(5.11)$, there exists $c \in \mathbb{Q}(q)$ such that $D_q^\lambda \circ R_{V,W} = c D_q^\lambda$. It remains to show that $c = q^{(\lambda, \lambda + 2\rho)}$. Let $v \in V_\lambda$ be a nonzero highest-weight vector and let $w \in V_{-\lambda}$ be a nonzero lowest-weight vector. We compute

$$D_q^\lambda \circ R_{V,W}(v \otimes w) = D_q^\lambda \circ \Theta \circ \text{flip} \circ \Pi(v \otimes w) = q^{(\lambda, \lambda)} D_q^\lambda(w \otimes v) = q^{(\lambda + 2\rho, \lambda)} D_q^\lambda(v \otimes w).$$

Hence $c = q^{(\lambda, \lambda + 2\rho)}$, as desired.
Recall that, for \( V \in \mathcal{M}_q \), the quantum trace is the \( \mathbb{Q}(q) \)-linear map
\[
\text{tr}_q: \text{End}_{\mathbb{Q}(q)}(V) \to \mathbb{Q}(q), \quad f \mapsto \text{tr}(f \circ K_{-2\rho}),
\]
where \( \text{tr} \) denotes the usual trace of a linear map. (See [Jan96, §5.3].) The quantum dimension of \( V \) is
\[
\dim_q(V) = \text{tr}_q(1_V) = \text{tr}(K_{-2\rho}).
\]
The quantum dimension of the simple modules is given by the quantum Weyl dimension formula. Even though this formula is well known, we were unable to find a proof in the literature. Hence we have included a proof for the sake of completeness.

**Lemma 5.7 (Quantum Weyl dimension formula).** We have
\[
\dim_q L_q(\lambda) = \prod_{\nu \in \Phi^+} \frac{[\lambda + \rho, \nu]}{[(\rho, \nu)]},
\]
(5.14)

**Proof.** It suffices to show that the equality (5.14) holds when \( q \) is specialized to an arbitrary positive integer and so we assume \( q \) is a positive integer. The Weyl character formula gives that, in the \( U_q \)-module \( L_q(\lambda) \),
\[
\text{tr} \left( e^{(\log q)\gamma^\vee} \right) = \frac{\sum_{w \in W} \det(w) q^{w(\lambda + \rho, \gamma)}}{\prod_{\nu \in \Phi^+} (q^{\nu, \gamma}/2 - q^{-(\nu, \gamma)/2})}, \quad \gamma \in \mathbb{R} \Phi,
\]
(5.15)
where \( W \) is the Weyl group, \( \det(w) \) is the determinant of the action of \( w \) on the Cartan subalgebra, and \( \gamma^\vee \) is the element of the Cartan subalgebra satisfying \( \nu(\gamma^\vee) = (\nu, \gamma) \) for all \( \nu \in \mathbb{R} \Phi \). The case \( \lambda = 0 \) gives the Weyl denominator identity
\[
\sum_{w \in W} \det(w) q^{w(\lambda + \rho, \gamma)} = \prod_{\nu \in \Phi^+} q^{(\nu, \gamma)/2 - (\nu, \gamma)/2}.
\]
Since the inner product \( (\, , \, ) \) is invariant under the action of the Weyl group and \( \det(w) = \det(w^{-1}) \) for all \( w \in W \) (because elements of \( w \) are products of reflections), this implies that
\[
\sum_{w \in W} \det(w) q^{w(\lambda + \rho, -2\rho)} = \sum_{w \in W} \det(w) q^{-2(\lambda + \rho, w(\rho))} = \prod_{\nu \in \Phi^+} q^{-(\lambda + \rho, \nu) - (\lambda + \rho, \nu)}.
\]
(5.16)
Now, for all \( v \in L_q(\lambda) \) of weight \( \mu \), we have
\[
e^{-2(\log q)\rho^\vee} v = q^{\rho^{-2}\rho^\vee} v = q^{\mu, -2\rho} v.
\]
Hence
\[
\dim_q(L_q(\lambda)) = \text{tr}(K_{-2\rho}) = \text{tr} \left( e^{-2(\log q)\rho^\vee} \right) = \frac{\sum_{w \in W} \det(w) q^{w(\lambda + \rho, -2\rho)}}{\prod_{\nu \in \Phi^+} (q^{-(\nu, \rho) - (\nu, \rho)})} = \prod_{\nu \in \Phi^+} \frac{q^{(\lambda + \rho, \nu) - (\lambda + \rho, \nu)}}{q^{(\rho, \nu) - (\rho, \nu)}} = \prod_{\nu \in \Phi^+} \frac{[\lambda + \rho, \nu]}{[(\rho, \nu)]}. \quad \square
\]

6. THE FUNCTOR TO THE CATEGORY OF MODULES

The goal of this section is to define a full functor from the category \( \mathcal{F}_q \) of Definition 2.8 to the category \( \mathcal{M}_q \) of finite-dimensional \( U_q \)-modules of type 1. We will first define this functor on \( \mathcal{T} \), and then use the results of Sections 3 to 5 to deduce that this functor factors through the quotient category \( \mathcal{F}_q \).

Throughout this section, we set
\[
\tau = q^{12}, \quad \beta = q^{24},
\]
(6.1)
\( (6.2) \quad \delta = \frac{[3][8][13][18]}{[4][6][9]}, \quad \phi = \frac{[2][7][12]}{[4][6]}, \quad z = \frac{q^{-4} - q^{4}}{[3]}, \) where \([n] = \frac{q^n - q^{-n}}{q - q^{-1}}.\)

We let \( \mathcal{T}_q \) and \( \mathcal{T}_A \) denote the corresponding categories from Definition 2.1 with \( k = \mathbb{Q}(q) \) and \( k = A \), respectively.

**Remark 6.1.** Since \( \delta = 26, \quad \phi = 7, \quad z = 0 \), when \( q = 1 \),

we see that the quotient of \( \mathcal{T}_C := \mathcal{T}_A \otimes_A \mathbb{C} \),

by the relation \( \times = \times \) is isomorphic to the category \( \mathcal{T}_{7/26} \) of [GSZ23, Def. 2.1], where these crossings are denoted by \( \times_3 \). (See Remarks 2.2 and 3.6.) As noted in [GSZ23, Rem. 2.2], \( \mathcal{T}_{\phi, \delta} \) is actually independent of \( \phi \) (which is denoted by \( \alpha \) there). Therefore, even though the choice \( \phi = 7/3 \) was used for most results in [GSZ23], these results remain true for \( \phi = 7 \) after translating via the isomorphism from \( \mathcal{T}_{7/3, 26} \) to \( \mathcal{T}_{7/26} \).

Let \( \omega_i, \ i \in I, \) be the fundamental weights of \( \mathfrak{g} \), and let \( V_q := L_q(\omega_4) \). Fix a highest weight vector \( v \in V_q \) and let \( V_A := U_A V \) be the corresponding \( A \)-form \( L_A(\omega_4) \) of \( V_q \). Let \( V_C := V_A \otimes_A \mathbb{C} \) be the corresponding simple highest-weight \( U_C \)-module \( L_C(\omega_4) \). As noted in Section 5, we have

\[
(6.3) \quad \dim_{\mathbb{Q}(q)} \text{Hom}_{U_q}(V_q^\otimes m, V_q^\otimes n) = \dim_{\mathbb{C}} \text{Hom}_{U_C}(V_C^\otimes m, V_C^\otimes n) \quad \text{for all } m, n \in \mathbb{N}.
\]

Note that

\[
(6.4) \quad (\omega_4, \omega_4) = 2, \quad (\omega_4, 2\rho) = 22, \quad \text{and so} \quad (\omega_4, \omega_4 + 2\rho) = 24.
\]

Using SageMath to compute the quantum dimension of \( V_q \) via the quantum Weyl dimension formula (5.14), we see that

\[
(6.5) \quad \dim_q V_q = \frac{[3][8][13][18]}{[4][6][9]} = \delta.
\]

In addition, computation in SageMath shows that we have a decomposition of \( U_q \)-modules

\[
(6.6) \quad V_q^\otimes 2 = L_q(0) \oplus L_q(\omega_1) \oplus L_q(\omega_3) \oplus V_q \oplus L_q(2\omega_4).
\]

Choose an \( A \)-basis \( B_V \) for \( V_A \) consisting of weight vectors. It follows that the images of \( B_V \) under the maps \( \otimes_A \mathbb{Q}(q) \) and \( \otimes_A \mathbb{C} \), which we also denote by \( B_V \), are a \( \mathbb{Q}(q) \)-basis of \( V_q \) and a \( \mathbb{C} \)-basis of \( V_C \), respectively. By (6.6), there is a one-dimensional subspace of \( V_q^\otimes 2 \) of weight \( \omega_4 \) that is annihilated by \( E_i \) for \( i \in I \). Let \( v_T \) be a nonzero vector in this subspace. We may write \( v_T \) as a \( \mathbb{Q}(q) \)-linear combination of the elements of the basis \( B_V^\otimes 2 \) for \( V_q^\otimes 2 \). Multiplying by an appropriate element of \( \mathbb{Q}(q) \) to clear denominators, we may assume that \( v_T \) is actually a \( \mathbb{Q}[q, q^{-1}] \)-linear combination of elements of \( B_V^\otimes 2 \). Then, dividing all coefficients by the highest power of \( q - 1 \) dividing them all, we may assume that at least one of the coefficients is not divisible by \( q - 1 \). Hence the image of \( v_T \) in \( V_C \otimes_{\mathbb{C}} V_C \) is nonzero.

Now, by (6.6), there is a homomorphism of \( U_q \)-modules

\[
(6.7) \quad T_q : V_q^\otimes 2 \to V_q
\]

that is unique up to multiplication by an element of \( \mathbb{Q}(q) \). We fix this scalar by declaring that the vector \( v_T \) defined above is mapped to \( v \). It follows that \( T_q \) induces nonzero module homomorphisms

\[
T_A : V_A^\otimes 2 \to V_A \quad \text{and} \quad T_C : V_C^\otimes 2 \to V_C.
\]

Let \( D_q := D_q^{\otimes 2} \) and let \( B_V^\vee \) be the basis dual to \( B_V \) with respect to \( D_q \). (Recall that it follows from Lemma 5.3 that this dual basis is the same for \( D_q, D_A, \) and \( D_C \).) Note that, whenever we refer
to \( D_\bullet \), we are referring to a triple \((D_A, D_q, D_C) = (D_A^{q=1}, D_q^{w=1}, D_C^{w=1})\) of forms related as described in Section 5. For any \( w \in V_A \), we have
\[
(6.8) \quad w = \sum_{v \in B_v} D_A(v^\vee \otimes w)v = \sum_{v \in B_v} D_A(w \otimes v)v^\vee.
\]

**Lemma 6.2.** The linear map
\[
C_\bullet : \mathbb{k} \rightarrow V_\bullet^{\otimes 2}, \quad C_\bullet(1) = \sum_{v \in B_v} v \otimes v^\vee,
\]
is a homomorphism of \( U_\bullet\)-modules.

**Proof.** It suffices to prove the result over \( A \). For \( x \in U_A \), we have (using sumless Sweedler notation)
\[
(5.8) \quad x \sum_{v \in B_v} v \otimes v^\vee = \sum_{v \in B_v} x(v_1^\vee \otimes (x_2^\vee)v^\vee) = \sum_{v,w \in B_v} D_A(w^\vee \otimes x(v_1^\vee))w \otimes x_2^\vee v^\vee = \sum_{w \in B_v} w \otimes x_2^\vee S^{-1}(x_1^\vee)w^\vee = \varepsilon(x) \sum_{w \in B_v} w \otimes w^\vee. \quad \square
\]

Let \( R_\bullet := R_{V_\bullet, V_\bullet} \). Recall from Remark 5.4 that \( D_\bullet \) is unique up to multiplication by an element of \( A^\times \). Note that scaling \( D_\bullet \) by \( a \in A^\times \) automatically scales \( C_\bullet \) by \( a^{-1} \).

**Proposition 6.3.** We can choose \( D_\bullet \) so that there exist monoidal functors \( F_T^q : T_\bullet \rightarrow M_\bullet \) given by \( I \mapsto V_\bullet \) and
\[
\bigwedge \mapsto T_\bullet, \quad \bigotimes \mapsto R_\bullet, \quad \bigvee \mapsto R_\bullet^{-1}, \quad \bigvee \mapsto C_\bullet, \quad \bigcap \mapsto D_\bullet.
\]
Furthermore, the diagram
\[
(6.9) \quad \begin{array}{ccc}
T_q & \xrightarrow{-\otimes A^{Q(q)}} & T_A \\
\downarrow F_T^q & & \downarrow F_T^A \\
M_q & \xleftarrow{-\otimes A^{Q(q)}} & M_A \\
\end{array}
\]
commutes.

**Proof.** For now, we fix any choice of \( D_\bullet \). We will then rescale it at the end of the proof.

If the functors are well defined, it follows immediately from the definitions of \( T_\bullet, R_\bullet, C_\bullet, \) and \( D_\bullet \) that the diagram (6.9) commutes. Thus we must verify that \( F_T^q \) respects the relations (2.2) to (2.4). Once we have shown that a relation is respected by \( F_T^A \), tensoring over \( A \) with \( Q(q) \) or \( C \) shows that this relation is also respected by \( F_T^q \) and \( F_T^C \), respectively. So it suffices to consider \( F_T^A \). Now, the morphism spaces in \( M_A \) are free \( A \)-modules since, by definition, objects of \( M_A \) are direct sums of \( L_A(\lambda) \) for dominant integral weights \( \lambda \), and \( \text{Hom}_{U_A}(L_A(\lambda), L_A(\mu)) \) is a free \( A \)-module of rank one if \( \lambda = \mu \) and is zero otherwise. Thus, a morphism is zero in \( M_A \) if and only if it image under \( - \otimes A^{Q(q)} \) is zero. Thus it also suffices to show that a relation is respected by \( F_T^q \).

It is well known that the \( R \)-matrix yields a braiding on the category \( M_q \). (See, for example, [Lus10, Ch. 32].) The relations (2.3) then follow immediately. The last two equalities in (2.2) also follow from this braided structure. Indeed, it follows from the property of a braided monoidal category that
\[
F_T^q \left( \bigotimes \right) = F_T^q \left( \bigvee \right).
\]
Composing on the bottom with $F_q^T I \times I$ then shows that the penultimate equality in (2.2) holds. The verification of the last equality in (2.2) is similar. In fact, an analogous argument shows directly that the first two relations in (2.6) are also respected by $F_q^T$.

The first relation in (2.4) follows from (5.13) and (6.4). For the fourth relation in (2.4), we compute

$$F_q^T (\bigodot) = D_q \circ C_q : \mathbb{Q}(q) \to \mathbb{Q}(q), \quad 1 \mapsto \sum_{v \in B_V} v \otimes v^\vee \mapsto \sum_{v \in B_V} D_q(v \otimes v^\vee) = \dim_q V_q = \delta.$$  

The fifth relation in (2.4) follows from the fact that there are no nonzero $\mathcal{U}_q$-module homomorphisms from the trivial module to $V_q$ by Schur’s lemma.

Next we show that the second equality in (2.4) is preserved. Since $\text{Hom}_{\mathcal{U}_q}(V_q \otimes V_q, V_q)$ is one-dimensional, we have

$$F_q^T \left( \bigotimes \right) = \tau F_q^T \left( \bigodot \right)$$

for some scalar $\tau$. Then Lemma 2.5 implies that $\tau^2 = q^{24}$, and so $\tau = \pm q^{12}$. Now, since $\text{Hom}_{\mathcal{U}_q}(V_q \otimes V_q, V_q)$ is also one-dimensional, $F_q^T \left( \bigotimes \right)$ must be a nonzero multiple of $\Phi(\bigodot)$ in the notation of [GSZ23, Th. 5.1]. Since $R_q$ specializes to flip at $q = 1$, it then follows from [GSZ23, Th. 5.1] that

$$F_q^T \left( \bigotimes \right) = F_q^T \left( \bigodot \right).$$

Hence $\tau = 1$ when $q = 1$, and so $\tau = q^{12}$, as desired.

The first two equalities in (2.2) follow from (6.8). Next we will show that the fourth equality in (2.2) holds. Since we have already shown that the first two equalities in (2.2) are respected by $F_q^T$, we have

$$F_q^T \left( \bigcap \bigcup \right) = F_q^T \left( \bigcup \bigcap \right) = F_q^T \left( \bigcup \bigcap \bigcup \right).$$

It follows that

$$F_q^T \left( \bigcap \bigcup \right) = F_q^T \left( \bigcup \bigcap \right)$$

are both nonzero. Thus, since $\text{Hom}_{\mathcal{U}_q}(V_q \otimes V_q, V_q)$ is one-dimensional, there exists $c \in \mathbb{Q}(q)$ such that

$$F_q^T \left( \bigcap \bigcup \right) = c F_q^T \left( \bigcup \bigcup \right).$$

It remains to show that $c = 1$. Since we know that composition induces a nonzero linear map

$$\text{Hom}_{\mathcal{U}_q}(V_q \otimes V_q, \mathcal{U}_q) \otimes \text{Hom}_{\mathcal{U}_q}(V_q \otimes V_q, V_q) \cong \text{End}_{\mathcal{U}_q}(V_q) \cong \mathbb{Q}(q),$$

it follows that the composition of each of the maps in (6.10) with $T$ is nonzero. Hence it suffices to show that these two compositions are equal. Now, a quick look at the proof of Proposition 2.4 shows that we have shown enough relations are respected by $F_q^T$ to know that (2.6) and (2.7) are respected. Similarly, we have demonstrated enough relations (namely, the first, second, and last two equalities in (2.2), and all of the equalities in (2.6)) to know that rotated versions of the first equality in (2.4) and the fourth equality in (2.6) are respected by $F_q^T$. In particular, $F_q^T$ respects all of the relations used in the following string of equalities in $F$:
where, in the third equality, we used the relation
\[
\begin{array}{cccc}
\otimes & = & \otimes \\
\end{array}
\]
which follows from composing both sides of the second relation in (2.7) on the bottom with \(\otimes |\).
Thus \(c = 1\) as desired.

It remains to verify the third relation in (2.4), and this is where we will fix the scaling of \(D_\bullet\).
Since \(\text{Hom}_{U_A}(V_A, V_A)\) is free of rank one, spanned by \(1_{V_A}\), we have
\[
F^T_A (\otimes) = \phi' 1_{V_A} = \phi' F^T_A (|)
\]
for some \(\phi' \in A\). Now, the composition
\[
\text{Hom}_U(V_C, V_C^2) \otimes_C \text{Hom}_U(V_C^2, V_C) \rightarrow \text{Hom}_U(V_C, V_C)
\]
is an isomorphism, since all the hom-spaces involved are one-dimensional. Thus, \(\phi'\) must be nonzero
at \(q = 1\), and so \(\phi' \in A^\times\). We now scale \(D_\bullet\) by \(\phi'/\phi\). This scales \(C_\bullet\) by \(\phi/\phi'\), which, by the definition
of \(\gamma\) in (2.2), also scales \(F^T_\bullet (\gamma)\) by \(\phi/\phi'\). Then the third relation in (2.4) is satisfied. \(\square\)

**Remark 6.4.** In light of Remark 6.1, [GSZ23, Th. 5.1] gives a monoidal functor
\[
\Phi: \mathcal{F}_C \rightarrow \mathcal{M}_C.
\]
As noted in the proof of Proposition 6.3, we have \(F^T_\xi (\otimes) = \text{flip} = \Phi(\otimes)\). Since
\[
\text{dim} \text{Hom}_U(V_C^2, V_C) = \text{dim} \text{Hom}_U(C, V_C^2) = \text{dim} \text{Hom}_U(V_C^2, C) = 1,
\]
we also see that \(F^T_\xi (\setspec{}), F^T_\xi (\cup),\) and \(F^T_\xi (\cap)\) are equal to nonzero scalar multiples of \(\Phi(\setspec{}), \Phi(\cup),\)
and \(\Phi(\cap)\), respectively. It follows that the images of \(F^T_C\) and \(\Phi\) are equal. In fact, we could scale
the choice of \(v_\lambda\) made before (5.7) and the choice of \(v_T\) made before (6.7) by elements of \(C^\times\) to
set these scalars equal to 1, so that \(F^T_C = \Phi\).

**Proposition 6.5.** The images under \(F^T_q\) of
\[
(6.11) \quad \begin{array}{cccc}
\vline & \vline & \cup & \cap \cap \\
\end{array}
\]
form a basis of \(\text{Hom}_{U_q}(V_q^2, V_q^2)\) and the images under \(F^T_q\) of the last 10 morphisms in (4.2) are
linearly independent in \(\text{Hom}_{U_q}(V_q^2, V_q^3)\).

**Proof.** We have
\[
\text{dim}_{\mathbb{Q}(q)} \text{Hom}_{U_q}(V_q^2, V_q^2) = 5 \quad \text{and} \quad \text{dim}_{\mathbb{Q}(q)} \text{Hom}_{U_q}(V_q^2, V_q^3) = 15.
\]
(See, for example, [GSZ23, (4.14)]) Therefore it suffices to prove that the morphisms
(6.11) are linearly independent, and that the last 10 morphisms in (4.2) are linearly independent.
Any linear dependence relation in \(\text{Hom}_{U_q}(V_q^2, V_q^2)\) gives, after clearing denominators if necessary,
a linear dependence relation in \(\text{Hom}_{U_A}(V_A^2, V_A^2)\). Hence, it is enough to prove that the images
under \(F^T_A\) of the diagrams (6.11) are linearly independent. But this follows immediately from the
fact that they are linearly independent at \(q = 1\) (that is, after passing to \(\text{Hom}_{U_C}(V_C^2, V_C^2)\) by
tensoring over \(A\) with \(C\)) by [GSZ23, Prop. 3.2]. The argument for the last 10 morphisms in (4.2)
is analogous, using the fact that they are also linearly independent at \(q = 1\), as shown in the proof
of [GSZ23, Lem. 3.7]. \(\square\)

**Proposition 6.6.** The functor \(F^T_q\) of Proposition 6.3 is full.
Proof. Fix $m,n \in \mathbb{N}$. The functor $F^T_C$ is full by [GSZ23, Prop. 5.2] and Remark 6.4. Since the diagram (6.9) commutes, this implies that there is a set $X$ of morphism in $T_A$ such that $F^T_A(f) \otimes_A C$, $f \in X$, are a basis for $M_C(V^m_A \otimes V^n_C)$. Thus the morphisms $F^T_A(f)$, $f \in X$, are linearly independent in $M_C(V^m_A \otimes V^n_C)$. Hence the morphisms $F^T_C(f) = F^T_A(f) \otimes_A \mathbb{Q}(q)$, $f \in X$, are linearly independent in $M_q(V^m_A \otimes V^n_A)$. Thus, by (6.3), they are a basis. \[ \square \]

Theorem 6.7. The functor $F^T_C$ of Proposition 6.3 factors through $\mathcal{F}_q$ to give a full functor

$$F_q: \mathcal{F}_q \to M_q.$$  

Proof. If $F^T_C$ factors through $\mathcal{F}_q$, then the induced functor $F_q$ is full by Proposition 6.6. Let $\mathcal{I}$ be the kernel of the functor $F^T_q$ of Proposition 6.3. We must show that relations (2.18) to (2.21) are satisfied in $\mathcal{T}_q/\mathcal{I}$. It follows from Proposition 6.5 that Assumption 3.1 and the hypotheses of Proposition 4.4 are satisfied. Then

- (2.18) holds in $\mathcal{T}_q/\mathcal{I}$ by Proposition 3.2 and Lemma 4.1;
- (2.19) holds by Lemma 3.14;
- (2.20) holds by Proposition 4.2;
- (2.21) holds by Proposition 4.4. \[ \square \]

Since the category $M_q$ is idempotent complete, $F_q$ induces a functor

$$\text{Kar}(F_q): \text{Kar}(\mathcal{F}_q) \to M_q,$$

where $\text{Kar}$ denotes the additive Karoubi envelope (that is, the idempotent completion of the additive envelope).

Theorem 6.8. The functor $\text{Kar}(F_q)$ is full and essentially surjective.

Proof. Fullness of $\text{Kar}(F_q)$ follows from the fact that $F_q$ is full, so it remains to show that $\text{Kar}(F_q)$ is essentially surjective. This argument is the same as the one in the proof of [GSZ23, Prop. 5.5]. \[ \square \]

Unfortunately, we do not know if the functor $F_q$ is faithful. As we now explain, a key next step in this direction would be to determine if the defining relations of $\mathcal{F}_q$ allow us to reduce any closed diagram to a scalar multiple of the empty diagram.

We refer the reader to [Sel11] for an overview of various properties of monoidal categories and their diagrammatic interpretations. In particular, see [Sel11, §4.4.3] for the definition of spherical pivotal category. Since $\mathcal{F}_q$ is a ribbon category, it is spherical pivotal. In any spherical pivotal category $\mathcal{C}$, we have a trace map $\text{Tr}: \bigoplus_{X \in \mathcal{C}} \text{End}_\mathcal{C}(X) \to \text{End}_\mathcal{C}(1)$. In terms of string diagrams, this corresponds to closing a diagram off to the right or left:

$$\text{Tr} \left( \begin{array} {c} \mathcal{C} \\ \end{array} \right) = \begin{array} {c} \mathcal{C} \\ \end{array} = \begin{array} {c} \mathcal{C} \\ \end{array},$$

where the second equality follows from the axioms of a spherical category. We say that a morphism $f \in \text{Hom}_\mathcal{C}(X,Y)$ is negligible if $\text{Tr}(f \circ g) = 0$ for all $g \in \text{Hom}_\mathcal{C}(Y,X)$. The negligible morphisms form a two-sided tensor ideal $\mathcal{N}$ of $\mathcal{C}$, and the quotient $\mathcal{C}/\mathcal{N}$ is called the semisimplification of $\mathcal{C}$.

Proposition 6.9. Suppose $\mathbb{k}$ is a field and $\mathcal{C}$ is a $\mathbb{k}$-linear spherical pivotal category such that $\text{End}_\mathcal{C}(1) = k1_1 \neq 0$.

(a) The negligible morphisms form the unique maximal tensor ideal of $\mathcal{C}$.

(b) If $\mathcal{D}$ is a nonzero semisimple $\mathbb{k}$-linear monoidal category, then the kernel of any full monoidal functor $\mathcal{C} \to \mathcal{D}$ is equal to the tensor ideal of negligible morphisms.
Proof. (a) First note that a tensor ideal of \( C \) is equal to \( C \) if and only if it contains \( 1_3 \). Furthermore, the tensor ideal of negligible morphisms is not equal to \( C \) since \( \text{Tr}(1_3) = 1_3 \neq 0 \) by our assumption on \( C \).

Now suppose \( f: X \to Y \) is a morphism in \( C \) that is not negligible. Then there exists a morphism \( g: Y \to X \) in \( C \) such that \( \text{Tr}(f \circ g) = c_1 \) for some \( c \in k^\times \). Then \( 1_3 = c^{-1} \text{Tr}(f \circ g) \) is contained in the tensor ideal generated by \( f \) and so this tensor ideal is all of \( C \). It follows that the negligible morphisms form the unique maximal tensor ideal of \( C \).

(b) This follows from the fact that any full monoidal functor sends negligible morphisms to negligible morphisms, and that a semisimple category has no nonzero negligible morphisms. \( \square \)

Corollary 6.10. If \( \text{End}_{\mathcal{F}_q}(1) = \mathbb{C}(q)1_1 \), then \( \ker(\mathcal{F}_q) \) is equal to the tensor ideal of negligible morphisms, and the functor \( \mathcal{F}_q \) induces an equivalence of categories from the semisimplification of \( C \) to \( \mathcal{M}_q \).

Proof. Since \( \mathcal{M}_q \) is a semisimple category, this follows from Theorem 6.8 and Proposition 6.9. \( \square \)

We conclude this section with a conjecture concerning a basis for the morphism spaces of \( \mathcal{F}_q \).

A string diagram built from the generating morphisms (2.1) via tensor product and composition can be viewed as a graph embedded in the cube \([0,1]^3\), whose univalent vertices occur at points in \([0,1] \times \{0,1\} \times \{1\}\). Here we view \( \bigtriangledown \) as a trivalent vertex and \( \bigtriangledown, \bigtriangledown \) as two edges, one of which passes under the other. If such a graph corresponds to a morphism in \( \mathcal{F}_q(1^{\otimes m},1^{\otimes n}) \), then it has \( m \) univalent vertices at points in \([0,1] \times \{0\} \times \{1\}\) and \( n \) univalent vertices at points in \([0,1] \times \{1\} \times \{1\}\). We number the univalent vertices of the diagram clockwise, starting at the leftmost top vertex. We then say that the diagram is normally-stacked component-planar if it satisfies the following conditions:

- All connected components have at least two univalent vertices.
- All connected components are planar; that is, they contain no crossings \( \bigtriangledown, \bigtriangledown \).
- Let \( C_1, \ldots, C_r \) be the connected components, ordered so that the lowest univalent vertex in \( C_i \) is less than the lowest univalent vertex in \( C_j \) for \( i < j \). Then, for \( i < j \), all edges in \( C_i \) pass under all edges in \( C_j \).

For example,

![Diagram](https://example.com/diagram.png)

is a normally-stacked component-planar diagram, where we have indicated the numbering of the univalent vertices.

Conjecture 6.11. For \( m, n \in \mathbb{N} \), the normally-stacked component-planar graphs whose cycles are all of length at least six span \( \mathcal{F}_q(1^{\otimes m},1^{\otimes n}) \).

Conjecture 6.11 is a quantum analogue of [GSZ23, Conj. 5.9], which conjectures a spanning set in the degenerate (that is, \( q = 1 \)) setting.

7. Idempotents in the 2-point endomorphism algebra

It follows from Theorem 6.8 that every finite-dimensional \( U_q \)-module of type 1 is the image of \( \mathcal{F}_q(e) \) for some idempotent endomorphism \( e \) in \( \mathcal{F}_q \). In this section we illustrate this by giving an explicit decomposition of \( V_q^{\otimes 2} \).
Any decomposition $1_1^\otimes n = \sum_{i=1}^m e_i$ of the identity of $\mathcal{F}_q(1^\otimes n, 1^\otimes n)$ as a sum of orthogonal idempotents induces a decomposition

$$1_{V_q^\otimes n} = \sum_{i=1}^m F_q(e_i)$$

of the identity endomorphism of $V_q^\otimes n$ as a sum of orthogonal idempotents. This, in turn, yields a direct sum decomposition

$$V_q^\otimes n = \bigoplus_{i=1}^m F_q(e_i)V_q^\otimes n.$$ 

The idempotent $F_q(e_i)$ is the identity map on the summand $F_q(e_i)V_q^\otimes n$, and so we have

$$tr_q(F_q(e_i)) = dim_q(F_q(e_i)V_q^\otimes n).$$

The following lemma, whose proof is a generalization of an argument found in the proof of Proposition 6.3, implies that we can compute this quantum dimension by taking the trace, as in (6.12), of the diagrams occurring in $e_i$.

**Lemma 7.1.** For an endomorphism $f \in \mathcal{F}_q(1^\otimes n, 1^\otimes n)$, we have

$$(7.1)$$

$$F_q\left(\begin{array}{c}
\end{array}\right) = tr_q(F_q(f)),$$

where the thick strand represents $1_1^\otimes n$ and, on the right-hand side, we are identifying $a \in Q(q)$ with the element of $\text{End}_{V_q}(L_q(0))$ given by multiplication by $a$.

**Proof.** Define $D_q^{(n)}: V_q^{\otimes n} \to Q(q), \quad v_1 \otimes \cdots \otimes v_n \otimes w_1 \otimes \cdots \otimes w_1 \mapsto D_q(v_1 \otimes w_1) \cdots D_q(v_n \otimes w_n)$.

Then the left-hand side of (7.1) is the map

$$1 \mapsto \sum_{v_1, \ldots, v_n \in B_V} D_q^{(n)}(F_q(f)(v_1 \otimes \cdots \otimes v_n) \otimes v_1^- \otimes \cdots \otimes v_1^-)$$

$$= \sum_{v_1, \ldots, v_n \in B_V} D_q^{(n)}(v_1^+ \otimes \cdots \otimes v_1^+ \otimes q^{\otimes n} F_q(f)(v_1 \otimes \cdots \otimes v_n))$$

$$= \sum_{v_1, \ldots, v_n \in B_V} D_q^{(n)}(q^{\otimes n} (F_q(f) \circ \sigma_{-2p})(v_1 \otimes \cdots \otimes v_n))$$

$$= tr_q(F_q(f)).$$

It follows from the decomposition (6.6) that the identity morphism of $V_q^{\otimes 2}$ is a sum of five orthogonal idempotents, corresponding to projection onto the five summands on the right-hand side of (6.6). We can describe these idempotents explicitly. Let

$$e_0 = \frac{1}{\delta} \bigotimes, \quad e_{\omega_1} = \frac{q^{-4}[4]}{[3]^2[8]} \bigotimes + \frac{(q^{10} - q^4 - q^2)[4][6][9]}{[3]^8[8][18]} \bigotimes + \frac{q^{-1}[4]^2}{[3]^2[8]} \bigotimes + \frac{q^2[4]^2}{[2][3]^2[8]} \bigotimes - \frac{[4]}{[3]^8[8]},$$

$$e_{\omega_2} = \frac{q^{-4}[4]}{[3]^2[8]} \bigotimes + \frac{q^8[4]}{[3]^2[8]} \bigotimes + \frac{q^2[4]}{[2][3]^2[12]} \bigotimes - \frac{1}{[3]} \bigotimes,$$

$$e_{\omega_3} = \frac{q^6 + q^2 + q^{-4}[4]}{[3][8]} \bigotimes - \frac{(q^{18} + q^{14} + q^{12} + q^8 - 1)[4][6]}{[3][8][13]} \bigotimes + \frac{(q^4 - q^2)[4]^2}{[2][3][8]} \bigotimes$$

$$- \frac{(q^{10} + q^4 + 1)[4]^2}{[2][3][7][8]} \bigotimes + \frac{[4][6]}{[2][3][8]} \bigotimes.$$
Proposition 7.2. For $\lambda \in \{0, \omega_1, \omega_3, \omega_4, 2\omega_4\}$, the morphism $F_q(e_\lambda) \in \text{End}_{U_q}(V_1 \otimes 2)$ corresponds to projection onto the summand $L_q(\lambda)$ in the decomposition (6.6).

Proof. Direct computation using SageMath shows that, in $F_q(1 \otimes 2, 1 \otimes 2)$,

$$1 \otimes 2 = e_0 + e_{\omega_1} + e_{\omega_3} + e_{\omega_4} + e_{2\omega_4}$$

is a decomposition of $1 \otimes 2$ as a sum of orthogonal idempotents. Thus

$$1_{V_1 \otimes 2} = F_q(e_0) + F_q(e_{\omega_1}) + F_q(e_{\omega_3}) + F_q(e_{\omega_4}) + F_q(e_{2\omega_4})$$

is a decomposition into orthogonal idempotents. It thus suffices to prove that the quantum trace of $F_q(e_\lambda)$ is the quantum dimension of $L_q(\lambda)$ for $\lambda \in \{0, \omega_1, \omega_3, \omega_4, 2\omega_4\}$. To do this, we first compute

$$\delta^2 = \delta, \quad \delta = 0, \quad \delta = \delta \phi, \quad \delta = q^{-24} \delta.$$  

Then, using Lemma 7.1, direct computation using SageMath verifies that

$$\text{tr}_q(F_q(e_\lambda)) = \dim_q L_q(\lambda) \quad \text{for } \lambda \in \{0, \omega_1, \omega_3, \omega_4, 2\omega_4\},$$

as desired. \qed

8. Alternative presentations

In our treatment of the category $\mathcal{F}_q$, we have made some choices. We have essentially given preference to the morphisms

$$\bigcirc, \quad \bigotimes, \quad \bigtimes, \quad \bigtimes, \quad \bigtimes.$$  

For example, the relation (2.20) expresses the square in terms of these five morphisms. However, for some purposes, it is preferable to replace $\bigotimes$ by the rotationally invariant morphism $\bigtimes + \bigtimes$. We did this, for example, in Assumption 3.1. Then one can verify with SageMath that relation (2.20) becomes

$$2 \bigcirc = \frac{q^8 + q^4 + 2q^2 + 2 + 2q^{-2} + q^{-4} + q^{-8}}{(q^2 + q^{-2})^2} \left( \bigcirc + \bigotimes \right)$$

$$+ (q^2 - 1 + q^{-2})(q^2 + 3 + q^{-2}) \left( \bigtimes + \bigtimes \right) - \frac{[2][3][6]}{[4]^2} \left( \bigtimes + \bigtimes \right).$$

(8.1)

Yet another approach to the presentation of $\mathcal{F}_q$ would be to eliminate crossings entirely, opting to use the square instead. In particular, we can use (2.20), and its rotation, to eliminate all crossings. For example, we can replace the pentagon relation (2.21) by the following result giving the pentagon in terms of simpler planar diagrams.

Lemma 8.1. We have

$$\bigtimes = \frac{1}{[2]^2} \left( \bigtimes + \bigtimes + \bigtimes + \bigtimes + \bigtimes \right) + \frac{[2][3][6]}{[4][6]} \left( \bigtimes + \bigtimes + \bigtimes + \bigtimes \right)$$

$$- \frac{[3]}{[2][6]} \left( \bigtimes + \bigtimes + \bigtimes + \bigtimes + \bigtimes \right).$$

(8.2)

Proof. Using (2.20), we have

$$\bigtimes = p_1 \bigtimes + p_2 \bigotimes + p_3 \bigtimes + p_4 \bigtimes + p_5 \bigcirc,$$

where

$$p_1 = \frac{(q^{10} + q^8 + q^6 + q^4 + 1)[4]^2}{q^4(q^4 + 1)^2[2][3][6]}, \quad p_2 = \frac{q^2(q^{10} + q^8 + q^6 + q^4 + q^2 + 1)[4]^2}{(q^4 + 1)^2[2][3][6]}.$$  

$$\bigtimes = \frac{1}{[2]^2} \left( \bigtimes + \bigtimes + \bigtimes + \bigtimes + \bigtimes \right) + \frac{[2][3][6]}{[4][6]} \left( \bigtimes + \bigtimes + \bigtimes + \bigtimes \right)$$

$$- \frac{[3]}{[2][6]} \left( \bigtimes + \bigtimes + \bigtimes + \bigtimes + \bigtimes \right).$$

(8.2)
\[ p_3 = \frac{(q^{10} + 2q^6 + q^2 + 1)[4]^2}{(q^5 + q^4)[2][3][6]}, \quad p_4 = \frac{(q^{10} + q^8 + 2q^4 + 1)[4]^2}{(q^5 + q^4)[2][3][6]}, \quad p_5 = -\frac{[4]^2}{[2][3][6]}. \]

Thus,
\[ \bigcup = p_1 \bigcup + p_2 \bigcup + p_3 \bigcup + p_4 \bigcup + p_5 \bigcirc. \]

Summing over all rotations gives
\[ \bigcup + \bigcup + \bigcup + \bigcup + \bigcup = (p_3 + p_4) \left( \bigcup + \bigcup + \bigcup + \bigcup \right) + (p_1 + p_2) \left( \bigcup + \bigcup + \bigcup + \bigcup \right) + p_5 \left( \bigcirc + \bigcirc + \bigcirc + \bigcirc \right). \]

Direct computation using SageMath verifies that
\[ -1 + \frac{3^2}{4^2}(p_3 + p_4) = \frac{1}{2^2}, \quad -\frac{7}{4^2} + \frac{3^2}{4^2}(p_1 + p_2) = \frac{2^2}{3^2}[6], \quad \frac{3^2}{4^2}p_5 = -\frac{3}{2^6}. \]

Therefore, (8.2) follows from (2.21). \qed

In this approach, we see that \( F_q \) is a trivalent category in the sense of [MPS17]. All computations could then be done with planar graphs. For example, one can show by direct computation using SageMath that the idempotents of Section 7 involving crossings can be expressed instead as
\[ e_{\omega_1} = -\frac{[4]^2}{[3^2][6][8]} \bigcup - \frac{(q^4 - q^2 + 1 - q^{-2} + q^{-4})[2][4][9]}{[3^3][8][18]} \bigcup + \frac{[4]^2}{[2][3][6]} \bigcirc, \]
\[ e_{\omega_3} = \frac{[2][7]}{[3^2][6]} \bigcup - \frac{[2][4][7]}{[3^2][6][8]} \bigcup - \frac{[4]^2}{[3^3]} \bigcirc \quad - \frac{(9 + 5 - 1)[4][6]}{[2][3][12]} \bigcup + \frac{[4]^2}{[2][3^2][6]} \bigcirc, \]
\[ e_{\omega_4} = \frac{[4^2][7]}{[2][3^2][8]} \bigcup + \frac{(q^4 - q^2 + 1 - q^{-2} + q^{-4})[2][4][7]}{[3^2][8][13]} \bigcup + \frac{[4]^2}{[2^2][3^2][7][8]} \bigcirc \quad - \frac{(9 + 5 - 1)[4]^3}{[2^2][3^2][7][8]} \bigcirc \quad - \frac{[4]^3}{[2^2][3^2][8]} \bigcirc. \]

Note that this approach has the advantage that all coefficients are invariant under the map \( q \mapsto q^{-1} \). When showing directly (that is, without using the crossings) that the above elements are idempotents, one uses the relation
\[ (8.3) \quad \bigg| = -\frac{[2^2][7]}{[4]^2} \bigg| + \frac{[4^2][7][10]}{[4^2][5]} \bigg| + \frac{[4^2]}{[3][5]} \bigg| + \frac{[4]^2}{[3^2]} \bigg| + \frac{[4]^2}{[3][5]} \bigg| + \frac{(3 - 2)(9 + 5 - 1)}{[3 - 1]} \bigg| + \frac{[4]^2}{[3][5]} \bigg| + \frac{[4]^2}{[3]} \bigg|, \]

which we computed using SageMath.

9. Affinization

As a final application of the results of the current paper, we introduce an affine version of the diagrammatic category \( F_q \) and define its action on the category of \( U_q \)-modules. This affine category is an \( F_3 \) analogue of the affine oriented skein category of [Bru17, §4] in type \( A \) and the affine Kauffman skein category of [GRS22] in types \( BCD \). To the best of our knowledge, affine categories have not yet appeared in exceptional type. Our definition uses the general affinization procedure...
described in [MS21]. As noted in the introduction, this procedure requires that we work in the quantum setting. Our treatment is brief, leaving further investigation to future work.

**Definition 9.1.** Let $\mathcal{A}F_q$ be the strict $k$-linear monoidal category obtained from $\mathcal{F}_q$ by adjoining morphisms

$$
\phi, \phi^* : I \to I
$$

subject to the relations

(9.1)

$$
\phi \phi^* = \mathbb{1}, \quad \phi^* \phi = \mathbb{1}, \quad \phi \phi = \phi, \quad \phi^* \phi^* = \phi^*, \quad \phi^* \phi = \mathbb{1}, \quad \phi \phi^* = \mathbb{1}.
$$

**Proposition 9.2.** The following relations hold in $\mathcal{A}F_q$:

(9.2)

$$
\phi \phi^* = \mathbb{1}, \quad \phi^* \phi = \mathbb{1}, \quad \phi \phi = \phi, \quad \phi^* \phi^* = \phi^*, \quad \phi^* \phi = \mathbb{1}, \quad \phi \phi^* = \mathbb{1}.
$$

Proof. The first relation in (9.2) follows from the first relation in (9.1) by composing on the top with $\phi$ and on the bottom with $\phi^*$. The second relation in (9.2) then follows from the first relation in (9.2) by composing on top and bottom of both strands with $\phi$. The third relation in (9.2) follows from the second relation in (9.2) by composing on the top with $\phi$ and on the bottom with $\phi^*$.

The first relation in (9.3) follows from the last relation in (9.1) by composing on the bottom with $\phi$. Next we compute

(9.3)

$$
\phi \phi^* = \mathbb{1}, \quad \phi^* \phi = \mathbb{1}, \quad \phi \phi = \phi, \quad \phi^* \phi^* = \phi^*, \quad \phi^* \phi = \mathbb{1}, \quad \phi \phi^* = \mathbb{1}.
$$

By [MS21, Th. 4.3], the cup $\cup$ and cap $\cap$ endow $\mathcal{A}F_q$ with the structure of a strict pivotal category. Furthermore, by [MS21, Cor. 3.4], the natural map $\mathcal{F}_q \to \mathcal{A}F_q$, sending $I$ to $I$ and sending each of the generating morphisms (2.1) to the morphism in $\mathcal{A}F_q$ denoted by the same diagram, is faithful.

In the language of [MS21], $\mathcal{A}F_q = \text{Aff}(\mathcal{F}_q)$ is the affinization of $\mathcal{F}_q$; see [MS21, Rem. 4.4]. Intuitively, it can be thought of as the category of $\mathcal{F}_q$ string diagrams on the cylinder. In this interpretation, we have

(9.5)

$$
X \cdot M = \mathcal{F}_q(X) \otimes M, \quad f \cdot g = \mathcal{F}_q(f) \otimes g,
$$

for $X \in \text{Ob}(\mathcal{F}_q)$, $M \in \text{Ob}(\mathcal{M}_q)$, $f \in \text{Mor}(\mathcal{F}_q)$, and $g \in \text{Mor}(\mathcal{M}_q)$. This action can be extended to an action of $\mathcal{A}F_q$ as follows.
Proposition 9.3. There is an action of $\mathcal{AF}_q$ on $\mathcal{M}_q$ uniquely determined by
\[
X \cdot M = \mathbf{F}_q(X) \otimes M, \quad f \cdot g = \mathbf{F}_q(f) \otimes g,
\]
for all $X \in \text{Ob}(\mathcal{F}_q)$, $f \in \text{Mor}(\mathcal{F}_q)$, $M, N \in \text{Ob}(\mathcal{M}_q)$, and $g \in \mathcal{M}_q(M, N)$.

Proof. This follows from [MS21, Th. 3.2] after we note that the twist $\theta_V$ used there is the image under $\mathbf{F}_q$ of
\[
\bigcirc r \equiv q^{-24} R_{q^aN}^{-1} \circ (g \otimes 1_{V_q}) \circ R_{q^a} M, \quad \hat{\phi} \cdot g = q^{24} R_{q^aN} \circ (g \otimes 1_{V_q}) \circ R_{q^a},
\]
for all $X \in \text{Ob}(\mathcal{F}_q)$, $f \in \text{Mor}(\mathcal{F}_q)$, $M, N \in \text{Ob}(\mathcal{M}_q)$, and $g \in \mathcal{M}_q(M, N)$.

Just as the endomorphism algebras $\text{End}_{\mathcal{F}_q}(I^\otimes n)$ should be thought of as type $F_4$ analogues of Iwahori–Hecke algebras or BMW algebras, the affine endomorphism algebras $\text{End}_{\mathcal{AF}_q}(I^\otimes n)$ should be thought of as type $F_4$ analogues of affine Hecke algebras or affine BMW algebras. We leave a more detailed study, including connections to toroidal link invariants, cyclotomic quotients, and Jucys–Murphy elements, to future work. We also note that one could, in a similar way, define an affine analogue of Kuperberg’s $G_2$ category [Kup94, Kup96].

The commutative algebra $\text{End}_{\mathcal{AF}_q}(1)$ of closed diagrams in $\mathcal{AF}_q$ gives rise to elements in the center $Z(U_q)$ of $U_q$. The algebra $\text{End}_{\text{End}(\mathcal{M}_q)}(1) = \text{End}(\text{Id}_{U_q}\text{-mod})$ of natural endomorphisms of the identity functor on $U_q\text{-mod}$ can be naturally identified with the center $Z(U_q)$ of $U_q$. More precisely, evaluation on the identity element of the regular representation defines a canonical algebra isomorphism $\rho: \text{End}(\text{Id}_{U_q}\text{-mod}) \xrightarrow{\cong} Z(U_q)$. We thus have a homomorphism of algebras
\[
\rho \circ \mathbf{F}_q : \text{End}_{\mathcal{AF}_q}(1) \to Z(U_q).
\]
In this way, every closed diagram in $\mathcal{AF}_q$ gives rise to an element of $Z(U_q)$. For example, if we define, for $n \geq 0$,
\[
n \downarrow = (\hat{\phi})^\otimes n \quad \text{and} \quad -n \downarrow = (\hat{\phi})^{-\otimes n},
\]
then the image under $\rho^{-1} \circ \mathbf{F}_q$ of the diagrams
\[
\bigcirc r \ , \quad r \bigodot s , \quad r \bigotimes s \ , \quad r, s \in \mathbb{Z},
\]
are elements in $Z(U_q)$. We leave for future work the question of giving an explicit description of $Z(U_q)$ using such diagrams.
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