Classification of Thesis Topics Based on Informatics Science Using SVM
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Abstract. Thesis topic is an inseparable part in the world of tertiary education. Determining the thesis topic becomes a problem for students. The determination of the thesis topic leads to the trend of the topic in the development of computer science. The determination of the topic of thesis for students often ignores their ability to process. Ideally in determining the topic of the thesis, the record of student grades can be an important variable in deciding topics for students, where the student's grade record is contained in the transcript. Therefore, this study uses the Support Vector Machine (SVM) method in recommending thesis topics by classifying selected subject groups that have been taken by students. The Support Vector Machine method is a classification method of supervision because it requires testing data and training data as a training process at the time of prediction. Support Vector Machine provides an optimal model, which provides a solution with a maximum margin to determine the distance of data to the hyperplane. The test results show an accuracy of 80%.
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1. Introduction
Thesis is a scientific work based on a student's independent research activities, compiled within one semester under the guidance of a supervisor and can be assisted by a supervisor. The thesis is carried out independently by students, it is intended that the research design is initiative, the implementation of research and writing the final project report are on the students themselves \[1\]. According to the big Indonesian dictionary, Topics are the subject of discussion in lectures, essays, and so on as discussion material \[2\]. In its scope the topic is the subject discussed in a text.

Data mining is the discovery of useful knowledge and information from data stored in databases in large enough quantities by automatic or practical pattern extraction that represents stored knowledge. Using data mining can answer business questions that usually take a long time to solve. Classification techniques are widely used in data mining which is used to predict group membership for data instances on machine learning \[3\].

Classification is the process of constructing a model that classifies an object based on its attributes. Label classes are already available from previous data so that they focused on how to study existing
data so that the classifier can classify automatically. [4] One statistical method that can be applied to classify is the Support Vector Machine (SVM). SVM is a technique for finding hyperplane that can separate two data sets from two different classes [5][6]. SVM has the advantage of being able to determine distance using support vectors so that the computational process becomes fast (Vapnik, 1995).

Support Vector Machine (SVM) is one of the methods in Machine Learning that is widely used to solve complex problems. In a research journal about the SVM method which is a reference to solve the problem of determining the topic of a thesis by looking at the student's record. In this study the supervised SVM classification method requires training data as machine training and data testing is used to predict new data. It is important for this method to find the best Hyperplane and optimal margins to classify data, so that topics can be obtained that fit the student's grade record.

In Support Vector Machine weights (w) and bias (b) are global optimum solutions from quadratic programming which is a mathematical formulation of Support Vector Machine; so that once running it, it can produce a solution that will always be the same for the same choice of kernels and parameters [7]. The purpose of this study is to implement the SVM method to solve the thesis topic selection problem by making it easy to determine the topic based on the student's grade record.

2. Methodology

2.1. Data Collection

The determination of the topic of this thesis was made for the informatics study program at the Faculty of Engineering, University of Trunojoyo Madura. The data used is the transcript data of students of Informatics Engineering study program class of 2013. The topic used is to adjust the name of the Research Laboratory in the Informatics Engineering study program, namely Software Engineering, Artificial Intelligence, Distributed Systems and Multimedia.

2.2. Support Vector Machine (SVM)

Support Vector Machine (SVM) is a learning system that uses hypothetical spaces in the form of linear functions in a high-dimensional feature space, trained with learning algorithms based on optimization theory by implementing learning bias derived from statistical learning theory. The basic principle of SVM is linear classifiers, and further developed in order to work on nonlinear problems [3][8] by incorporating the concept of kernel tricks in high-dimensional workspaces. This development provides research interest in the area of pattern recognition for the theoretical potential investigation of SVM capabilities both in terms of application [9].

Linearly separable data is data that can be separated linearly [10]. Suppose \(x_i \in \{x_1, \ldots, x_n\}\) is a dataset and \(y_i \in \{+1,-1\}\) is the class label of data \(x_i\). The function used to separate classes is to use a linear function, where the function is defined as follows

\[
g(x) = \text{sign} \left( f(x) \right) \\
dengan \, f(x) = (w^T x + b)
\]

where \(w\) is the normal plane, whereas \(b\) shows the position of the plane relative to the center coordinate. To find the best separator field with the largest margin value, it can be formulated into an SVM constraint optimization problem for the case of linear classification in primal space, where, \(x_i\) shows the input data while \(y_i\) is the output of \(x_i\) shown by equation 3 namely:
In the constraint optimization equation to minimize the objective function $1/2 \| w \|_2$ or maximize $w^T w$ that is by paying attention to the constraint $y_i (x_i \cdot w + b) \geq 1$. If the output data $y_i = +1$, then the constraint becomes $(x_i \cdot w + b) \geq 1$, otherwise $y_i = -1$, then the delimiter becomes $(x_i \cdot w + b) \leq 1$. In some cases, there are some data that cannot be classified correctly (infeasible), then it can be stated through the following equation,

$$\min \frac{1}{2} \| w \|_2^2 + C \left( \sum_{i=1}^{n} \xi_i \right)$$

$$\text{s.t. } y_i (w \cdot x_i + b) \geq 1 - \xi_i$$

Value C (Complexity) is the value chosen before optimization with the Quadratic Programming process. C values range from zero to infinity positive ($0 < C < \infty$). The purpose of the C (Complexity) value is to minimize errors and reduce the value of the variable slack. If the value of C is close to zero, then the width of the margin on the boundary plane becomes maximum and the amount of trained data that is in the margin or in the wrong position will be ignored. This means that it can reduce the level of accuracy in the training process, resulting in test data that cannot be classified properly.

**Fig 1.** SVM tries to find the best hyperplane by separating the two classes -1 and +1

**Fig 2.** Hyperplane formed between class-1 and +1 [2]

The best hyperplane separator between the two classes can be found by measuring the margin of the hyperplane and look for the maximum point. Margin is the distance between the hyperplane and the closest pattern of each class. The closest pattern is called a support vector. Solid lines in the picture show the best hyperplane, which is located right in the middle of both classes, while the red and yellow dots in the black circle are support vectors. The effort to find the location of a hyperplane is the core of the learning process in SVM.

3. **Result and Discussion**

This section presents the methods used in determining the final assignment topic and steps in implementing the SVM method. Some samples of students were taken with several attributes that influence the determination of the topic.
Before entering the SVM method, the data was labelled. Labeling was done manually in accordance with the thesis topic that had been done by students of class of 2013. Selecting the features was not so influential in determining the topic of the thesis that can be removed in order not too many features are used, then it would be easier to calculate. After that, it can enter into the SVM algorithm starting with finding a hyperplane to separate the class into +1 or -1, then searched the optimal margin. The best hyperplane was a hyperplane with the equation \( w \cdot x - b = 0 \). Data was classified by RBF (Radial Basic Function) kernel.

![Diagram of the SVM process](image)

**Figure 3. Design System**

The topic label initialization in the comparison used the one for all comparison; where one label is considered +1 and the other label is -1. It searched the bias of the hyperplane equation, then it searched maximum and minimum margins to find out the distance of the data to the hyperplane.

| Search Engine Engineering | Distributed system | Digital Image Processing | Visual Programming | Topic |
|---------------------------|--------------------|--------------------------|--------------------|-------|
| 10,5                      | 10,5               | 12                       | 7,5                | CAI   |
| 9                         | 9                  | 12                       | 10,5               | CAI   |
| 10,5                      | 10,5               | 14                       | 12                 | RPL   |
| 10,5                      | 10,5               | 8                        | 7,5                | CAI   |

From the data above, the hyper plane point was found by using the equation

\[
\frac{1}{2} \|w\|^2 = \frac{1}{2} (w_1^2 + w_2^2)
\]

\[
y_i(w \cdot x_i + b) \geq 1, \quad i = 1, 2, 3, \ldots, N
\]

(4)

| Search Engine Engineering | Distributed system | Digital Image Processing | Visual Programming | Topic |
|---------------------------|--------------------|--------------------------|--------------------|-------|
| 10,5                      | 10,5               | 12                       | 7,5                | 1     |
| 9                         | 9                  | 12                       | 10,5               | 1     |
| 10,5                      | 10,5               | 14                       | 12                 | -1    |
| 10,5                      | 10,5               | 8                        | 7,5                | 1     |
The results of testing and analysis as attached in Figure 4.2.3 and Figure 4.2.5 produced an accuracy calculation of 80% using the Precision Recall method. 80% accuracy was obtained from 24 testing data. Judging from the resulting graph it can be concluded that, if the tested data are 10-40% of the overall data, the accuracy results would be even greater; when the comparison of test data is 50-70%, the accuracy results can be very low; if the test data used is more than 70 % then the accuracy results can be quite good. It can be concluded that the SVM method can provide good results to predict Thesis topics for students.

CONCLUSIONS
Based on the results of research and testing in the application of the SVM (Support Vector Machine) method, the following conclusions can be drawn:

1. The test results went well and with good results
2. The SVM method can help predict the determination of students' Thesis topics based on a recap of grades
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