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Abstract

Cooperation in evolutionary biology means paying a cost, c, to enjoy benefits, b. A defector is one who does not pay any cost but enjoys the benefits of cooperators. Human societies, especially, have evolved a strategy to discourage defection – punishment. Costly punishment is a type of punishment where an agent in a biological network or some cooperative scheme pays a cost to ensure another agent incurs some cost. A previous study shows how parameters like diversity in neighbors across games, density of connectivity, and costly punishment influence the evolution of cooperation in non-regular networks. In this study, evolution in regular networks due to the influence of costly punishment is also considered, specifically spatial lattices. This study compares observations between non-regular and regular networks as these parameters change and brings a clearer understanding of interactions that occur in these networks. The models, results and analysis bring a new understanding to game theory and punishment. The results show that costly punishment never arises as a sole evolutionary strategy. However, in evolutionary games where costly punishers could evolve more favorable strategies, the initial presence of costly punishers would bring about high average payoffs in all types of regular networks and heterogeneous networks. In regular networks, every node has the same degree, k. Although punishment is conventionally thought to be anti-progressive, in the presence of diversity in neighbors, it magnifies the payoff of a group for all heterogeneous networks. In regular networks however, diversity in neighbors is not required for costly punishment to boost average payoff. This suggests an answer to the question on why costly punishment has been favored by natural selection, which is particularly obvious in human populations.

Significance Statement: In this paper, I report on how different network structures differentially influence evolutionary behaviors like cooperation. This paper discusses interesting interactions that occur in two types of networks - regular and non-regular networks - but most importantly, it poses an interesting theory from the experimental results gathered. It is still a conundrum as to why people would incur a cost to punish cheaters or defectors. I show that although punishment is conventionally thought to be anti-progressive, in the presence of diversity, it magnifies the payoff of a group. This poses a possible answer to the puzzle on why costly punishment has been favored by natural selection, which may as well explain our impressive evolutionary advancement and exceptional ability to cooperate like no other species on this planet. Indeed, diversity and punishment in human societies may actually explain our evolutionary advancement.

Introduction

Costly punishment, the strategy of paying a cost to decrease the payoff of another agent, has proven to be effective against defection in many studies (1-6). A cooperator would pay a cost for some benefit. Defectors expect benefit in a cooperative scheme, without paying any cost. Costly punishers on the other hand would pay some cost to reduce the payoffs of another agent or strategy, by purpose, usually the defective strategy (7). Costly punishment was shown to disfavor defection in networks in favor of an equilibrium state of cooperators, defectors and punishers, but did not necessarily favor cooperation, which resulted in a decrease in average payoff. However, when diversity in neighbors was introduced into the network, both defection and the emergence of cooperation were favored. Whereas the defective strategy was only bolstered,
cooperation emerged as a similarly competitive sole strategy (5). This is in agreement with other studies that have demonstrated that punishment could favor cooperation (1-4, 8-10) because, essentially, the disfavoring of defection in the local level of analysis is equivalent to the favoring of cooperation (5). With reference to a previous study (5), we see in this study that spatial lattices exhibit some similar pattern to the influence of costly punishment; defection is slightly bolstered, and cooperation emerges in the presence of diversity in neighbors. In this study, an agent-based model is designed to compare the influence of regular structural networks, like spatial lattices, on the evolution of gaming strategies to interactions seen in non-regular networks. There are certain interesting relationships that are gleaned from this study: 1) Spatial square lattices produce the same results as costly punishment but annuls the effect of costly punishment on defective strategies. Spatial square lattices disfavor defection, as do costly punishment; however, when a non-regular network structure with punishers is made regular – in this case, made into a spatial square lattice – defection is favored, and average payoff rises. There are several research that suggest a possible influence of structured regular networks on defection (11-14). 2) Punishment never arises as the sole evolutionary strategy, as shown from the experimental data. Costly punishment, whether in a regular structure or non-regular structure, never emerges as the sole evolutionary strategy. This is sensible as punishment is a strategy that may have evolved for the purposes of discouraging defection. It is not a sustaining strategy. This is in agreement with the findings of Dreber et al (15). Although costly punishment may exist in equilibrium with other strategies (that must include defectors) in non-regular networks, it never arises as the sole evolutionary strategy. Costly punishment would only coexist in equilibrium only in the presence of defectors. Dreber et al (15) have shown in their study that costly punishment leads to low average payoffs. Different experimental designs are used to validate this claim for non-regular network structures. However, this is not valid for spatial lattices with punishers in evolutionary games (where a punisher can evolve a more profiting strategy at any time in the game). The zero probability of the sole emergence of punishment in an evolutionary game is a consequence of the possibility of punishers evolving better strategies after they are introduced into the network. In regular structures however, introducing costly punishers bolsters average payoff of the network. 3) After a game is run in the absence of diversity in neighbors and an equilibrium state is attained, costly punishers are always absent in this equilibrium state in spatial square lattices but may be present in non-regular structures. In other words, the evolution of an equilibrium state guarantees the absence of costly punishers in square lattices, but the same does not apply to non-regular structures. This further strengthens the observation on how regular structures like square lattices are not only anti-defective but also anti-punishing. In other words, these regular structures strip away non-sustaining strategies (11-14). 4) A previous study showed that introducing diversity in neighbors to any network converts its equilibrium state to a cooperative strategy (5). In this study, we see that introducing diversity in neighbors to non-regular network with no costly punishers does not only convert its equilibrium state to a cooperative strategy but also disfavors defection. This reduced fraction of the defective strategy is as well converted to a cooperative strategy. There are several studies that support the evolution of cooperation in biological networks following the introduction of diversity to those networks (16-18). In the presence of costly punishment in non-regular network structures, we expect defection to be favored, rather than disfavored, with the introduction of diversity in neighbors, as a previous study shows how diversity in neighbors boosts both the defective strategy and the emergence of
cooperation in the more global scale of the evolutionary game. In regular network structures like square lattices with costly punishment, defection is rather disfavored in favor of cooperation when diversity in neighbors is introduced, as is shown in this study.

**Experimental Design**

In this study, two types of networks are of primary focus here – a regular square lattice and a non-regular network. In the regular square lattice, each agent in the network is connected to 4 other agents in the network, and with the influence of diversity in neighbors, these neighbors could change but the number of neighbors, \( k = 4 \), remains the same for every agent. This is a spatial structure and each agent engages in a multiplayer Prisoner’s Dilemma game with their four neighbors. The rewards and payoffs are calculated using the payoff matrix in Dreber et al. (15). When \( N \) is the total number of agents in the network, an agent in a non-regular network could be connected to at most \( N - 1 \) agents and at least 1 agent to ensure the network remains a connected graph. Hence, the value of \( k \) would vary for each player, unlike the regular spatial lattice as neighbors, as well as the neighbors themselves; these are assigned randomly. With the influence of diversity in neighbors, the number of neighbors, \( k_i \), as well as the neighbors themselves could change at each round of a game. The density of connectivity, \( D_c \), is the total number of edges or connections in the network. It is given by the formula,

\[
D_c = N \times f, \quad \text{where } f \text{ is a multiplying factor.}
\]

In a regular square lattice, we have our density of connectivity to be

\[
D_c = \frac{kN}{2} = \frac{4N}{2} = 2N, \quad \text{where } k = 4.
\]

This makes sense as the sum total of edges for the square lattice of \( k = 4 \) since we have to avoid repetitions that arise from having two ends of an edge; that is, agent A connected to agent B is exactly the same as agent B connected to agent A. However, in a non-regular network we would have our density of connectivity to be

\[
D_c = \frac{1}{2} \sum_{i=1}^{N} k_i, \quad \text{where } 1 \leq k_i \leq N - 1.
\]

Experiments carried out in this study compares evolutionary strategies between both networks when they have the same density of connectivity, \( D_c \), and the same number of agents, \( N \). In other words, we consider cases when

\[
D_c = Nf = 2N = \frac{1}{2} \sum_{i=1}^{N} k_i
\]

From \( N \times f = 2N \), we can see that for any value of \( N \) we consider for the non-regular network, \( f \) should remain constant at \( f = 2 \). The experiments were carried out using agent-based models that ran 100 games, with each game having 1000 rounds. Agents associate with other agents in
Prisoner’s Dilemma multiplayer games and payoffs are calculated from each interaction using the payoff matrix from Dreber et al. (15). Average payoff, \( P_{av\text{g}} \), in this experiment, when both types of networks have the same density of connectivity, \( D_c \), and the same number of agents, \( N \), was hence calculated as follows:

\[
P_{av\text{g}} = \frac{1}{N} \sum_{i=1}^{4N} P_i, \quad \text{where } P_i \text{ is the payoff of agent, } A, \text{ from interaction, } i.
\]

Thus, the total payoff, \( P_A \), of a particular agent, \( A \), from its \( k_A \) different interactions would be:

\[
P_A = \sum_{i=1}^{k_A} P_i
\]

Consequently,

\[
P_{av\text{g}} = \frac{1}{N} \sum_{i=1}^{4N} P_i = \frac{1}{N} \sum_{A=1}^{N} P_A = \frac{1}{N} \sum_{A=1}^{N} \sum_{i=1}^{k_A} P_i
\]

Obviously, for a regular spatial lattice, \( k_A = 4 \). This study shows how the rearrangement or reconstruction of a biological network with constant properties, \( N \) and \( D_c \), from non-regular network to a regular structural lattice can influence not only the degree of cooperation or defection observed but the average payoff of the network as well. Figure 1a – d shows the structure of two non-regular networks of \( N = 25 \) and \( N = 64 \), gotten from the model. Figure 1e – f however, shows the diagrammatic representation of a regular spatial lattice structure.
Figure 1a: Non-regular network of $N = 25$ and $f = 2.0$ without costly punishers. Cooperators are yellow nodes, defectors are red nodes.

Figure 1b: Non-regular network of $N = 25$ and $f = 2.0$ with costly punishers. Costly punishers are green nodes.

Figure 1c: Non-regular network of $N = 64$ and $f = 2.0$ without costly punishers.
**Figure 1d:** Non-regular network of $N = 64$ and $f = 2.0$ with costly punishers.

**Figure 1e:** Diagrammatic representation of a subnetwork of a spatial square lattice without costly punishers. Yellow nodes are cooperators while red nodes are defectors. Every agent in the network is connected to four other agents. This is what makes them regular.
Figure 1f: Diagrammatic representation of a subnetwork of a spatial square lattice with costly punishers. Green nodes are costly punishers. Every agent in the network is connected to four other agents.

The following key results were observed.

Results
The following relations in regular and non-regular networks are observed:

1. **Spatial lattices produce the same results as costly punishment but annuls the effect of costly punishment on defective strategies**

It is observed that, like costly punishment in non-regular networks, the presence of a regular structure like a spatial lattice is enough to disfavor defection, and most importantly, in the presence of diversity in neighbors, spatial lattices would favor both the emergence of cooperation and the increase in defection of the network. This influence of spatial structures on the evolution of cooperation is well explored in the literature (11-12, 14). In non-regular structures with costly punishers, I have shown in previous study that the introduction of diversity in neighbors would promote defection and the emergence of cooperation (5). These patterns illustrate how regular structures like spatial lattices show a similar effect to costly punishment in non-regular networks. Network payoffs also appear higher on average with regular structures as compared to non-regular structures, before the introduction of costly punishment and diversity in neighbors (see Table I, II, III, & IV). This is an interesting observation with regular structures as it brings to light that rearranging non-regular network to a regular structure can affect what strategies evolve and even influence average payoff. However, on rearranging a non-regular network with costly punishers to a regular structure, we do not observe an increase in the anti-defective characteristics of spatial lattices; rather we observe a counter effect on defection in this complex network. There is a rise in defection and average payoff; there is a slight decrease in average payoff and defection in the presence of diversity in neighbors, nonetheless, when compared to homogeneous regular networks. We only observe a significant amplification in the anti-defective characteristics of spatial lattices when costly punishment is introduced in a regular network; nevertheless, we still see a rise in average payoff both in the presence and absence of diversity in
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neighbors. As emphasized in a previous study, interpretation of the increase or decrease in strategies and payoffs is relative and would differ with the initial state of the network (5). In this case, if the initial state is a homogenous network with costly punishers, then the consequence of introducing a regular structure would result in an increase in the probability of defection; whereas, if the initial state was a homogenous network with a regular structure, then the consequence of the introduction of costly punishers would be a decrease in the probability of defection. This is a potential reason for much discrepancy in the literature on the effects of diversity in neighbors and regular structures on the evolution of cooperation in a biological network given that there is some complex network property that exists between the costly punishment strategy and the regular structure (19-24). Essentially, researchers interpreting their results from different frames of reference may render conclusions faulted by this oversight; the order of introduction of costly punishers and regularization may affect how one interprets the effect of regularizing non-regular network. Figure 2 and 3 shows the decrease in defection for two networks, N = 25 and N = 64, when the homogenous non-regular network is regularized. Figure 2 shows results for non-regular network while Figure 3 shows results for their respective regularized networks.

Fig 2a: The probability of defection in a homogenous, non-regular network of N = 25 is about 99%, while about 1% is the probability of achieving an equilibrium state. The probability of cooperation is 0%. ‘Cope’ and ‘Defe’ shows the fraction of times people cooperated in the major part of the game and the fraction of times people defected in the major part of the game respectively. Note that this may not always add up to 100 since people may have as well punished in the major part of the game.
Figure 2b: The figure shows the result for N = 64. As shown, the probability of defection arising as the sole evolutionary strategy is 95% and there is a 5% chance that we achieve an equilibrium/No Preference state.
Figure 3a: The network in Fig. 2 is regularized to a spatial lattice, while keeping the density of connectivity constant, and we see a decrease in defection from 99% to 97%. There is a subsequent rise in the equilibrium state as well.
Figure 3b: The figure shows the result for the regularization of N = 64. There is a reduction in defection from 95% to 85% and a subsequent rise in the equilibrium state from 5% to 15%.

2. Punishment is never a globally evolved strategy

Winners don’t punish. This was demonstrated by Dreber et al. (15) who were able to show that agents with the highest payoff do not participate in costly punishment – essentially, winners don’t punish (5). This observation is further buttressed by results from the model that the costly punishment strategy, in both regular and non-regular networks, never arises as the sole evolutionary strategy. Here, it is important to draw a clear distinction between two categories of strategies based on their evolutionary consequences. These are sustainable strategies and sustaining strategies. Sustainable strategies are strategies an agent adopts for sustenance in the presence of one or more other biological agents. It is a strategy that can thrive on its own. Cooperation is a sustainable strategy. A network consisting entirely of cooperators would continually thrive unless the benefits of cooperation are less than the cost for cooperating. Ohtsuki et al. (7) showed that the cooperative strategy would thrive when $\frac{b}{c} > k$, such that $b$ is the benefit, $c$ is the cost and $k$ is the average number of neighbors in the network. Defection and punishment are not sustainable strategies because a network consisting entirely of defectors or punishers cannot experience growth in payoffs. As a matter of fact, a network consisting entirely of costly punishers may retrograde rather than progress. A sustaining strategy on the other hand is a strategy an agent adopts to contribute to its payoff and sustain itself. A strategy may be sustaining but not sustainable. Defection is an example of such strategy. Defectors grow and thrive at the expense of cooperators but cannot grow and thrive by themselves. Hence, they sustain themselves at the cost of another agent. Costly punishment is neither a sustainable nor sustaining strategy. Costly punishers are not interested in personal gain; rather they are sometimes altruistic and exist only for the purposes of reducing the fitness of defectors in the network (1-2, 4-6). Cooperation is both a sustainable and sustaining strategy since it contributes a benefit in payoff to the agent. All sustainable strategies are expected to be sustaining strategies, and non-sustaining strategies are usually non-sustainable. This helps illuminate why costly punishment never emerges as the sole evolutionary strategy. It is clearly not a sustaining strategy. Only sustaining strategies can emerge as sole evolutionary strategies because the entire purpose of evolution is to favor the fittest. However, in evolutionary games where players could evolve other strategies, we see that costly punishment is not such a demerit to agents who assume this strategy. Results in this study show that in such games where agents are able to evolve other strategies based on payoffs, the average payoff of such networks are usually higher than networks without costly punishers. However, this is only possible in heterogeneous non-regular networks and all regular structures generally, homogenous or heterogeneous. In homogenous non-regular networks, the introduction of costly punishers brings down average payoff as shown in the results and also supported by the Dreber et al. experiment (15). The potential of costly punishers to evolve more profiting and sustaining strategies also accounts for the reason why this strategy is not observed to emerge as a sole evolutionary strategy. Hence, costly punishers are able to benefit and thrive in a network if they are able to decrease defection, consequently increasing the network’s average payoffs, and then evolve to a sustaining strategy. By so doing, they indirectly increase their fitness and allow for favorable and sustainable strategies like cooperation to thrive. Thus, winners may actually punish – but not for too long.
There are studies that have shown the benefit of costly punishment in different networks (25-28); however, understanding why there is this discrepancy in the literature on the role of punishment, explaining why and when punishment becomes evolutionary beneficial is an important and needed insight. Figure 4 shows the rise in average payoff of a heterogeneous network of \( N = 25 \) agents. We can compare the average payoff of Figure 4 with that of Figure 6a. Figure 5a shows a homogenous regular structure, while Figure 5b shows a heterogeneous regular structure. We can compare the average payoff with those of Figure 3a and Figure 7a.

- \( Cope: 9 \)
- \( Defe: 91 \)
- \( Average\ payoff\ is: 8.07 \)
- \( Total\ agents: 25 \)

Figure 4: The figure is the result of a heterogeneous network of \( N = 25 \) agents with costly punishers. The average payoff is 8.07 units which is 1.2 units higher than the heterogeneous network without costly punishers in Figure 6a.
Figure 5a: The figure gives the result of a homogeneous spatial lattice of $N = 25$. The average payoff is 101.66 units which is almost twice as large as the 51.74 units in Figure 3a.
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('Cope:', 5, 'Defe:', 95)
('Average payoff is', 7.51)
('Total agents', 25)

Figure 5b: The figure shows the result of a heterogeneous regular spatial lattice of N = 25. The average payoff is 7.51 units which is about 2 units higher than that of the heterogeneous regular spatial lattice of N = 25 without costly punishers in Figure 7a that has an average payoff of 5.51 units. With higher N, this gap becomes more apparent.

3. Regular structures strip away non-sustainable strategies

In regular structures, punishers do not exist in the equilibrium state. This further emphasizes the anti-defective feature of a regular structure. The equilibrium state of regular networks for any particular N agents consist of only defectors and cooperators; however, non-regular networks may consist of punishers insofar there are defectors as well in that equilibrium state. A punisher would not emerge in an equilibrium state without defectors. There seems to be a coevolutionary relationship existing between punishers and defectors. This makes sense and seems to agree with numerous studies which have shown that costly punishment evolved as an evolutionary strategy against defection (5-6, 8, 25-28). Hence, it only follows that if there should be punishers in a stable network, then there should also be defectors. It has been discussed earlier how regular structures display anti-defective attributes but counteract the full effect of costly punishment. This could be due to the fact that costly punishment is most importantly, a non-sustaining strategy which further explains why it can never arise as a sole evolutionary strategy. The
hypothesis is that regular structures impede non-sustainable strategies, which would explain their anti-defective feature and counteraction to the full anti-defective effect of costly punishment. This is even more pronounced in non-sustaining strategies because we observe that costly punishers cannot be found in the equilibrium state of regular networks.

4. Diversity in neighbors for regular and non-regular networks

In a previous study, we see that diversity in neighbors favors the emergence of cooperation, converting the equilibrium state to a cooperative strategy (5). It is also discussed in this study the need to tell apart ‘the favoring of cooperation’ and ‘the disfavoring of defection’ as these might mean the same thing in the local scale but is certainly not the same in the global scale. In the global scale we are looking at probabilities. A decrease in the probability of defection would not necessarily mean an increase in the probability of cooperation. As we have seen, strategies could also exist in equilibrium and this equilibrium state could be favored instead. In this study, we demonstrate that not only does diversity in neighbors favor the emergence of cooperation in homogenous non-regular networks with no costly punishers; it also disfavors defection, as supported by many other studies (29-34). In these experiments, we see how introducing diversity in neighbors in homogenous non-regular networks with no costly punishers and regular networks with costly punishers would lead to a decrease in defection. However, we see a rise in defection when diversity in neighbors is introduced in non-regular networks with costly punishers, as expected (5), and we also see a rise when diversity in neighbors is introduced in spatial lattices without costly punishers. This again illuminates the anti-defective and anti-punishing influence of regular structures like spatial lattices on non-sustainable strategies and as supported by research (35-37). A spatial lattice with costly punishers would produce the same results as a non-regular network without costly punishers because of this counteracting effect, and a spatial lattice without costly punishers, given it is already anti-defective, would produce the same results as a non-regular network with costly punishers in terms of the probability of defection rising as the sole evolutionary strategy. In all of these cases, on introduction of diversity in neighbors, of course, we do not observe an equilibrium state anymore. The equilibrium state, as well as the reduced fraction of defection for cases in which defection is disfavored, are all converted to cooperation. Many studies have presented conflicting opinions on the effect of diversity in neighbors due to this important oversight (29-34, 38-39). As earlier emphasized, biological networks are complex systems, and our observation of the influence of diversity in neighbors could also differ based on the type of network we are modeling. If the network is a structured one without costly punishers, then we would interpret diversity in neighbors as a parameter in favor of defection; whereas if we were looking at non-regular network without costly punishers, we would regard diversity in neighbors as a parameter that is anti-defective. Hence, merely by rearranging a network from non-regular to a more structured one, or vice versa, we can influence the effect of parameters like diversity. Figure 6 and 7 show results of simulation run when diversity in neighbors is introduced to networks N = 25 and N = 64. Figure 6 shows results for non-regular heterogeneous network while Figure 7 shows results for their respective regularized heterogeneous networks.
Figure 6a: In Figure 6a, we can clearly see a reduction in the probability of defection from 99% to 97% for $N = 25$, due to the influence of diversity in neighbors. There is also a subsequent emergence of cooperation as the entire equilibrium state is converted to the cooperative strategy.
Figure 6b: We notice the same decrease in defection from 95% to 92% and a subsequent emergence in cooperation for N = 64.
Figure 7a: We see a subsequent rise of defection from 97% in Figure 3 back to 99% when diversity in neighbors is introduced in a regular network for N = 25. This is a characteristic observable in networks with costly punishers, where the introduction of diversity in neighbors favors both defection and the emergence of cooperation. The homogenous non-regular network seems to have the same probabilities of defection with the heterogeneous regular network, and the homogenous regular network seems to have the same probabilities of defection with the heterogeneous non-regular network for N = 25.
Figure 7b: The figure shows the same rise in the defective strategy for $N = 64$ from 85% in Figure 3 to 90%, although there is an emergence of cooperation.

5. Punishment on average payoff

Given that punishment is not unreasonably costly, this model demonstrates that it could actually yield evolutionary benefits measured in average payoff. The question on the purpose of punishment and why it evolved as a strategy in behavioral network interactions had for long puzzled the scientific community because although being sometimes altruistic and inhibiting defective behaviors, it was actually considered a strategy that reduces fitness and average payoff as mentioned earlier (15, 40-45). The phrase “winners don’t punish” had been at the forefront of this belief. However, this model shows that this belief is only true for homogeneous non-regular networks. The case is however different, even the opposite, for heterogeneous non-regular networks and all regular networks. The model shows a significant decrease in payoffs for homogeneous non-regular networks with punishers as opposed to homogeneous non-regular networks without punishers. However, in the presence of network diversity in neighbors (heterogeneity), there is an immense boost in network average payoff in non-regular networks with punishers as opposed to both heterogeneous and homogeneous non-regular networks without punishers. As for regular networks, this model shows that regardless of the presence of
diversity in neighbors, regular networks with punishers have significantly higher payoffs than regular networks without punishers (see Fig. 8). Tables I, II, II and IV are model results that show these relations as well as the probability of cooperation and defection for values of $N$ where,

$$N = n^2, \text{ for range } n: 8 \leq n \leq 16.$$ 

$N$ is a square here because we wish to accurately compare results of regular spatial lattices against non-regular networks. Given that average payoff and cooperation are influenced by $N$, which also defines the density of connectivity, $D_c$, these values must be kept constant the same for non-regular networks as well in order to compare them against the square lattices which are naturally squares.

| Regular Square Lattice With Punishers Agents (N) | Homogeneous |  | Heterogeneous |
|-----------------------------------------------|-------------|----------------|---------------|
|                                              | D (%)       | NP (%)         | $P_{avg}$     | D (%)       | C (%) | $P_{avg}$ |
| 64                                            | 79          | 21             | 146.51        | 65          | 35    | 45.66      |
| 81                                            | 67          | 33             | 184.44        | 58          | 42    | 53.63      |
| 100                                           | 71          | 29             | 128.07        | 63          | 37    | 45.35      |
| 121                                           | 47          | 53             | 248.45        | 63          | 37    | 89.01      |
| 144                                           | 49          | 51             | 182.31        | 23          | 77    | 121.52     |
| 169                                           | 46          | 54             | 184.05        | 27          | 73    | 113.78     |
| 196                                           | 41          | 59             | 161.72        | 18          | 82    | 135.94     |
| 225                                           | 34          | 66             | 217.72        | 14          | 86    | 149.12     |
| 256                                           | 36          | 64             | 182.17        | 9           | 91    | 161.08     |

**Table I**: Table I compares the network’s average payoff, $P_{avg}$, of a homogeneous regular square lattice with costly punishers (without diversity in neighbors) and a heterogeneous regular square lattice with costly punishers (with diversity in neighbors). “D” refers to the probability in percentage of defection arising as the sole evolutionary strategy; “NP” is the probability in percentage of the No Preference or equilibrium state arising as the sole evolutionary strategy; C is the probability in percentage of defection arising as the sole evolutionary strategy. The left side consists of only D and NP, while NP is missing on the right side; this is because all NP’s are converted to C’s because of the influence of diversity in neighbors. The probabilities on the left side add up to 100%, and those on the right side as well add up to 100%, showing that these are the only evolved strategies after the game.
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| Regular Square Lattice Without Punishers Agents (N) | Homogeneous | Heterogeneous |
|---------------------------------------------------|-------------|---------------|
| D (%)                                              | NP (%)      | \( P_{avg} \) | D (%) | C (%) | \( P_{avg} \) |
| 64                                                 | 93          | 7             | 47.76 | 95    | 5             | 9.67      |
| 81                                                 | 90          | 10            | 55.33 | 96    | 4             | 11.18     |
| 100                                                | 82          | 18            | 80.78 | 85    | 15            | 25.21     |
| 121                                                | 80          | 20            | 83.25 | 88    | 12            | 23.17     |
| 144                                                | 82          | 18            | 63.37 | 85    | 15            | 29.56     |
| 169                                                | 74          | 26            | 72.52 | 81    | 19            | 35.23     |
| 196                                                | 74          | 26            | 76.19 | 76    | 24            | 45.13     |
| 225                                                | 68          | 32            | 73.59 | 81    | 19            | 38.55     |
| 256                                                | 66          | 34            | 70.8  | 74    | 26            | 53.56     |

**Table II:** Table II compares the network’s average payoff, \( P_{avg} \), of a homogeneous regular square lattice without punishers (without diversity in neighbors) and a heterogeneous regular square lattice without punishers (with diversity in neighbors). Probabilities of defection emerging (D), cooperation emerging (C), or the equilibrium state emerging (NP) can be compared against Table I to clearly see the influence of costly punishment and diversity in neighbors on these strategies. Average payoffs, \( P_{avg} \), are likewise influenced by these network parameters.

| Non-regular Network With Punishers Agents (N) | Homogeneous | Heterogeneous |
|---------------------------------------------|-------------|---------------|
| D (%)                                       | NP (%)      | \( P_{avg} \) | D (%) | C (%) | \( P_{avg} \) |
| 64                                          | 22          | 78            | 8.97  | 60    | 40            | 48.91     |
| 81                                          | 10          | 90            | 20.11 | 52    | 48            | 67.15     |
| 100                                         | 8           | 92            | -51.08| 47    | 53            | 85.61     |
| 121                                         | 2           | 98            | -8.39 | 33    | 67            | 109.2     |
| 144                                         | 3           | 97            | -42.47| 30    | 70            | 130.94    |
| 169                                         | 0           | 100           | -14.44| 29    | 71            | 127.92    |
| 196                                         | 0           | 100           | 5.99  | 23    | 77            | 143.17    |
| 225                                         | 0           | 100           | -20.09| 19    | 81            | 167.25    |
| 256                                         | 0           | 100           | 5.67  | 16    | 84            | 171.31    |

**Table III:** Table III compares the network’s average payoff, \( P_{avg} \), of a homogeneous non-regular network with costly punishers (without diversity in neighbors) and a heterogeneous regular square lattice with costly punishers (with diversity in neighbors). Probabilities of defection emerging (D), cooperation emerging (C), or the equilibrium state emerging (NP) can be compared against Table I to clearly see the influence of network regularity on these strategies.
Average payoffs, $P_{avg}$, are likewise influenced by the network structure. It is important to observe the incredibly low average payoffs recorded for the homogeneous network. Comparing this against the right side, we see a huge difference in payoffs; whereas, the heterogeneous network has immensely higher payoffs, the homogeneous network has very low average payoffs. When compared against Table I, we see that for regular square lattices, the average payoffs are high regardless of the whether the network is homogeneous or heterogeneous.

| Non-regular Network Without Punishers | Homogeneous | Heterogeneous |
|---------------------------------------|-------------|---------------|
| Agents (N)                            | D (%)       | NP (%)        | $P_{avg}$ | D (%) | C (%) | $P_{avg}$ |
| 64                                    | 94          | 6             | 56.42     | 93    | 7     | 15.28     |
| 81                                    | 96          | 4             | 41.61     | 92    | 8     | 16.89     |
| 100                                   | 91          | 9             | 49.39     | 88    | 12    | 24.96     |
| 121                                   | 92          | 8             | 25.54     | 86    | 14    | 30.41     |
| 144                                   | 87          | 13            | 66.29     | 81    | 19    | 39.46     |
| 169                                   | 88          | 12            | 45.21     | 76    | 24    | 49.84     |
| 196                                   | 88          | 12            | 49.18     | 78    | 22    | 49.35     |
| 225                                   | 88          | 12            | 42.43     | 73    | 27    | 60.91     |
| 256                                   | 84          | 16            | 36.1      | 67    | 33    | 71.95     |

Table IV: Table IV compares the network’s average payoff, $P_{avg}$, of a homogeneous non-regular network without punishers (without diversity in neighbors) and a heterogeneous regular square lattice without punishers (with diversity in neighbors). Probabilities of defection emerging (D), cooperation emerging (C), or the equilibrium state emerging (NP) can be compared against Table II to clearly see the influence of network regularity on these strategies. Average payoffs, $P_{avg}$, are likewise influenced by the network structure. Also comparing Table IV against Table III further illuminates the influence of costly punishment in non-regular networks, both in the presence and absence of diversity in neighbors. It is also very interesting to notice how introducing heterogeneity allows the average payoff to grow with increasing N for all tables.
Figure 8: The figure depicts the difference in average payoff with homogeneous and heterogeneous regular and non-regular networks with increasing N; punishment is applied as treatment. This figure is a graphical representation of the data in Table IV.
Figure 9: This figure shows the differences in defection for regular and non-regular homogeneous and heterogeneous networks in the presence (treatment) and absence (control) of costly punishers. We see a negative slope for each type of network because of the effect of an increasing $N$ on the density of connectivity with a constant $f$. We expect to observe a positive slope if the multiplying factor, $f$, were rather increasing on a constant $N$. We also see high probabilities of defection for networks without punishers as opposed to networks with punishers.

Discussion
We discover that myriads of changes in a biological network can arise from the rearrangement of non-regular network to a regular structure even though the degree of connectivity and the number of agents in the network remain constant. Essentially, moving around the edges to give a more structured network (where all agents have the same number of neighbors) is enough to disfavor defection, influence diversity in neighbors in puzzling ways, and counterpoise costly punishment. This may bring evolutionary explanations to why we find structure in many communities of living things – if communities (like colonies, filaments, and perhaps human societies) became more compact and structured to disfavor defection and allow for more cooperation, then evolutionary game theory can help answer the evolution of costly punishment in human societies (40-45).
WHEN COSTLY PUNISHMENT BECOMES EVOLUTIONARILY BENEFICIAL

Why do people punish?

It has plagued the scientific community on why punishment has been preserved by natural selection (40-45). If according to some researchers, notably Dreber et al. (15), individuals with high payoffs do not punish and according to Table III we can see from the first panel that costly punishment reduces the network’s average payoff, then why is such less fit strategy prominent in communities like human societies? Punishment is not only present in human societies, it also exist in other organisms (46-48). The results and experimental approach of this study suggests an answer to this question. As explained in Section 3, punishment never emerges at the global scale as an evolutionary strategy – especially in regular networks which act against non-sustainable strategies like punishment and defection. Section 2 and 5 however gives evidence to some hidden merits of costly punishment. Although the touchstone and predictor for natural selection in networks are the payoffs, many scientists have accepted that the answer may be found in the anti-defective effect of costly punishment in some network settings. This study shows us that aside from the anti-defective benefits as supported by Section 1, punishment can actually altruistically boost average payoff in all heterogeneous network and homogeneous regular networks. Now, the interesting question to consider is whether these populations are heterogeneous or regular – or both. Essentially, this means we would be able to answer the question on why costly punishment, as seen sometimes to be anti-progressive, is favored by natural selection in some populations if we know that these communities are regular or heterogeneous.

Method Summary
The model used in this study is an agent-based model designed with Python. The algorithm follows the “imitate-the-best” strategy, where players imitate the strategy of the neighbor with the highest payoff given that the payoff of the imitated strategy is greater than theirs. Four agent-based models were designed to fully understand the relationship between regular structured networks and non-regular networks. The first two (numbered 1 and 2) are non-regular networks while the last two (numbered 3 and 4) are k-regular graphs. The Python code for these models is available here: https://github.com/ivanezeigbo/Regular-and-Non-regular-Biological-Networks. Payoffs which are calculated following Dreber et al (15) are updated synchronously. About equal number of cooperators, defectors, and punishers (for networks with costly punishment) initiate every game and each node is initially assigned a strategy randomly. When the number of agents is odd, the extra agent is always a defector (in networks without costly punishers) or a punisher. We have experimentally seen that the results are not significantly altered, if affected at all, in these cases. The model is designed to allow a user to visually follow the evolutionary progression in the networks thanks to the plot functions which display the state of the network diagrammatically with the help of the Networkx Python package.
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