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An equilibrium theory of classical fluids based on the space distribution among the particles is derived in the framework of the energy minimization method. This study is motivated by current difficulties of evaluation of optical properties in atmospheres of degenerate stars. Present paper focuses on diluted one-component systems, where the interaction energy is calculated as a sum of binary contributions. The spatial configuration of the gas is described in terms of a particle-state variable \( v \) which roughly measures the free space surrounding each particle. The formalism offers a unified treatment of both thermodynamics and structure of fluids, since it not only provides the state function (the Helmholtz free energy) of a fluid, but also automatically gives information on the microstructure of the system (e.g., the nearest-neighbor distribution function). Equations of state and nearest-neighbor distribution functions of perfect and hard-body fluids are obtained in straightforward way in one, two and three dimensions. The formalism is applied to describe the atomic population in a partially ionized hydrogen gas. Combined and self-consistent evaluations of atomic populations and internal effects on bound states are performed in a detailed form. The present theory allow us to resolve the atomic density at each internal level into groups of atoms which experiment different perturbation intensities according to the size of their spaces \( v \).

PACS numbers: 02.50.-r, 05.20.Jj, 51.30.+i

I. INTRODUCTION

The evaluation of the thermodynamical, transport and optical properties of non-ideal plasmas is of great interest to characterize the behavior of the matter at different physical conditions. It has many applications in material sciences, geophysics and astrophysics. In particular, the equations of state provide the basic thermodynamic quantities needed to determine the physical properties of stellar envelopes and interiors. Models of gases must also provide detailed atomic and molecular populations required to obtain the monochromatic opacity, a quantity which is essential to calculate realistic spectra emitted from astrophysical objects. Our study is motivated by current difficulties of evaluation of gas opacities in envelopes of white dwarf stars (WDs).

While non-ideal effects on equations of state (e.g., departures from the ideal \( P-T-\rho \) relationship) become present at densities near to ionization pressure (which occurs above \( \rho \approx 0.3 \text{ g cm}^{-3} \) for a pure hydrogen plasma [1]), signatures of non-ideal effects (i.e., particle interactions) are evident in spectra emitted by gases at very low densities. As it is well-known since the earliest days of the quantum theory, interparticle perturbations are responsible for the reduction of the ionization energies, shifts of lines and modifications of their profiles [2].

The reduction of the ionization potential along with the line merging, yields the advance of the series limits in the spectrum and forms ‘pseudocontinuums’, which resemble extensions of the bound-free adsorptions toward longer wavelength [3]. Pseudocontinuum opacities may produce strong modifications in the spectra of cool WDs with rich-hydrogen envelopes [4, 5]. However, so far, the model atmospheres fail to reproduce in detail the photometric observations of WDs with effective temperatures below 4000 K, and the source of discrepancies likely lies in the computation of gas opacities which are affected by non-ideal effects [6].

Current optical simulations [6, 7], commonly used in the evaluation of WD spectra (e.g. [4, 5, 9, 10]), are based on the occupation probability formalism elaborated by Hummer and Mihalas (HM) [11]. On the basis of earlier works [12] and the implementation of the technique of free energy minimization, the HM formalism assigns to each atomic state \( j \) a probability \( w_j \) of finding the atom in this state relative to that of finding it in a similar ensemble of non-interacting particles. For the computation of optical properties, the quantity \( w_j \) is considered as an estimate of the number of states of type \( j \) that are available to be occupied (bound level), whereas \( 1 - w_j \) is a measure of the fraction of \( j \)-states that are severely perturbed by plasma interactions, such that an atom in this fraction is actually unbounded (dissolved level [2]). In this heuristic scheme, a radiative excitation of an atom from a bound level to a dissolved level constitutes a pseudo-continuum absorption. Although this proposal seems intuitively right, we have recently showed that it is not self-consistent with the HM formalism [10]. Briefly, the optical simulations assume the existence of a fraction of atoms with perturbed electronic energies (values shifted relative to the continuum), whereas the occupation HM formalism has been developed for particles species which have unperturbed energies (ionization potential of isolated atom). As a consequence, the atomic population which contributes to a pseudocontinuum absorption is overevaluated, because the abundances of perturbed atoms are calculated with lower bound ener-
gies than those assumed in their transitions to dissolved states. This may explain why such optical simulations yield a huge (unphysical) pseudocontinuum-Lyman opacity for cool WDs. Since the starting level of these processes is the fundamental state, the overevaluation of the Lyman pseudocontinuum is more severe than those of Balmer and Paschen.

While a group of gas properties (equations of state and response functions, e.g., specific heats) may be calculated directly from the global distribution of particles (mean densities), others, such as emissivities and opacities in general depend on particular population subsets. As an appropriate example, we mention the point of view adopted by the statistical theory of line broadening by pressure effects. There, the spectrum of a broadened line is determined from a statistical sum, where the contribution of each radiating atom depends on the configuration of its surrounding particles. This picture can be also applied to continuum transitions. Thus, an appropriate treatment of pseudo-continuum opacities could be developed on the basis of a formalism able to distinguish groups of atoms which, at a given instant, experiment different degrees of interparticle perturbation.

Motivated by these considerations, we believe it is physically significant and useful to develop a statistical mechanical formalism for gases based on the distribution of the physical space among the particles. The central idea is that to each particle is assigned a space region \( v \) nearly related with the closeness of particle neighbors, and which is treated as a configurational parameter in the thermostatistical description of the gas. A particle with small space \( v \) will have very near neighbors and, therefore, it will be subjected on the average to high perturbations, while a particle will be roughly isolated if it has a huge space \( v \) assigned. This description offers an appropriate framework for the study of optical properties of gases. So far, the application of statistical mechanics in the analysis of space partition into a set of volumes has been circumscribed to some particular systems such as crystals. Similar theory for gases has not been formulated as far as we are aware. As a first step, the formalism developed in this paper is devoted to one-component gases at the limit of low densities.

We formulate the theory in terms of the widely used free-energy minimization method. Our aim is therefore to develop a Helmholtz free-energy model for gases which contains a notion of space per particle, and to find the statistical equilibrium state and the thermodynamic properties of the system from the energy minimization with respect to the particle number density, subjected to specific conditions. Since the present work concerns gases at low densities, we assume factorization of the free energy into configurational, translational and particle-interaction contributions.

The paper is organized as follows. Sec. \( \text{II} \) briefly reviews the importance of spatial statistical in numerous research areas, and focuses on the application of space partition schemes to the analysis of spatial micro-structures in gases. In Sec. \( \text{III} \) we introduce the volume distribution among particles as a new configurational parameter in thermostatistics of gases. The gas is treated with the Maxwell-Boltzmann statistics and the particle interactions are represented by additive pair potentials. The equilibrium states are derived in Sec. \( \text{IV} \). In Secs. \( \text{V} \) \( \text{VI} \) the theory is applied to perfect and hard-sphere gases. We show that they have the expected thermodynamic properties. There, the Van der Waals model is introduced as an illustration of some of the considerations underlying this article. In Sec. \( \text{VII} \) we explore the application of the theory to the description of atoms perturbed by plasma effects in a partially ionized, hydrogen gas. Concluding remarks are given in Sec. \( \text{VIII} \).

II. SPATIAL STATISTICS

One of the most basic properties of a collection of objects is the division of space among them. The partition of space is commonly associated to processes that create random geometries. There is a considerable variety of physical systems which show stochastic structures. For example: biological tissues; landscape geometries in agriculture and forestry; territoriality zoology; grains in foams and metallurgical aggregates; intermolecular cavities in fluids; solar granulation; fragmentation of interestellar clouds; stellar populations; matter and void distributions in the large-scale structure of the Universe. Most of these systems have often been studied with computer simulation of stochastic, space-filling structures. A variety of geometric constructions have been applied in these analyses.

Gases in thermodynamic equilibrium are also typical disordered systems. In fact, although macroscopically homogeneous in the absence of external fields, these systems have spatial inhomogeneities at microscopic levels. The particles of a fluid move continuously and the instantaneous spatial concentration of material is non-uniform and fluctuating at different scales. Fig. \( \text{I} \) (above on the left) shows a group of objects random distributed in a surface, which represents a typical configuration of a two-dimensional ideal gas at a certain instant. We note that some particles are close enough among them while others are separated from their nearest neighbors by larger distances. One can then imagine a division of the space into a set of regions, one region per particle taking into account the closeness of its neighbors. The most likely well-known partition of space is given by the Voronoi tesselation. The Voronoï region of a given object is the collection of points in space nearer to that object than to any other. The complete set of Voronoï regions form the so-called Voronoï diagram of the system. An example is given in Fig. \( \text{I} \) (above on the right). There are, however, many other types of space divisions (e.g., generalizations of the Voronoï tesselations).

It should be also observed that while the particle distribution of a perfect gas corresponds to a Poisson dis-
We have mentioned that the division of the space occupied by the gas is non-trivial in advance. However, it is possible to establish a statistical formalism of the space partition in a gas without an explicit description of the volume $v$. The application of the theory to the ideal gas allows us to identify the available volume in this simple system. This solution will provide a reference for understanding more complex systems composed by interacting particles.

### III. GAS DESCRIPTION

We consider a gas composed of $N$ particles in a $D$-dimensional container of size $V$. The region $V$ is a segment, a surface or a volume for $D = 1, 2$ or $3$, respectively, although it will be called generically a volume. At low densities the state of the gas can be described using one-particle states. Since we are specially interested in the configurational state of the gas, the translational description is here omitted and its well-known contribution to the fluid free-energy will be added later.

The physical space occupied by the gas at a given instant is distributed among the $N$ particles. To each particle a certain volume $v$ is assigned (so-called the available volume, see (11) of the total space $V$. The statistical study of space partition can be performed based only on the constrains of normalization (there is a volume $v$ per particle) and space-filling (the sum of all of them equals the total gas volume), without an exact specification of $v$ in advance. We represent the configurational state of the gas by an occupation number distribution $N_v$, where $N_v dv$ is the number of particles with available volumes between $v$ and $v + dv$. The physically allowed distributions must satisfy the following conditions

\[ N = \int_0^V N_v \, dv , \quad (1) \]

\[ V = \int_0^V v \, N_v \, dv . \quad (2) \]

**Configurational entropy.** The configurational entropy of the gas is represented by the Boltzmann-Planck expression $S_{\text{conf}} = k \ln W$, where $k$ is Boltzmann’s constant and $W$ the number of configurational microstates of the gas which reproduce a specific state $N_v$. Following the usual procedure, we subdivide the total volume into small cells which contain fractions $dw$ of neighboring states. In order to evaluate $dw$ we turn the attention to well-known results of statistical mechanics. There are $dI = V d^D p / h^D$ possible states for a particle confined in the volume $V$ having a momentum $\mathbf{p}$ within a momentum volume $d^D p$ ($h$ is Planck’s constant). The number of states that corresponds to a physical volume $d^D x$ is

\[ \text{state number in } (d^D x, d^D p) = \frac{d^D x}{V} dI . \quad (3) \]
This result suggests that the fraction of configurational states of a particle having an available volume between \( v \) and \( v + dv \) (and any momentum) is proportional to \( dv \) with a proportionality factor \( V^{-1} \).

Thus, a cell has a fraction of states \( dv/V \) and contains \( N_v \) particles for a given occupation set \( N_v \). It is readily shown by well-known methods in statistical mechanics that

\[
W = N! \prod_v (dv/V)^{N_v} = N! \frac{V}{V!} \prod_v (dv)^{N_v} \frac{(N_v)}!.
\] (4)

The asterisk means that we must multiply over groups of single particle states instead of all states, according to the cell division. In the last term on r.h.s. of Eq. (4), \( \sum_v N_v dv = N \). We stress that the assignation of a volume \( v \) to each particle does not imply a knowledge of the particle positions in the physical space or that the particles should be at specific sites. In this sense, the present configurational description of a system of particles can be applied to different matter structures (gases, liquids and solids).

The calculation of \( S_{\text{conf}} \) is straightforward. Using Stirling’s theorem in the form \( m! \approx (m/e)^m \), we obtain

\[
S_{\text{conf}} = -k \int_0^V N_v \ln \left( \frac{N_v V}{N} \right) dv,
\] (5)

where we have returned to an enumeration over all one-particle states instead of groups of states and replaced a sum over \( v \) by an integral.

The Helmholtz energy. The free energy of the gas is the sum of three terms

\[
F = F_{\text{trans}} + F_{\text{conf}} + U_{\text{int}}.
\] (6)

\( F_{\text{conf}} = -TS_{\text{conf}} \) is the configurational free-energy (being \( T \) the temperature of the gas) and \( F_{\text{trans}} \) the translational free-energy, which in equilibrium is given by,

\[
F_{\text{trans}} = \frac{N}{\beta} \ln \left( \frac{\lambda^D}{V} \right),
\] (7)

where \( \beta = 1/(kT) \) and \( \lambda = (2\pi\hbar^2\beta/m)^{1/2} \) is the thermal de Broglie wavelength (\( \hbar = h/(2\pi) \) and \( m \) is the mass of one particle). \( U_{\text{int}} \) is the sum of all energy contributions originated from the interactions among the particles. It is calculated as follows.

Interaction energy. The average of the sum of two-particle interactions may be expressed as

\[
U_{\text{int}} = \frac{N}{2V} \int_0^V N_v \phi_v dv,
\] (8)

where

\[
\phi_v = \int_0^\omega u_v(\omega) g_v(\omega) d\omega.
\] (9)

Here \( u_v(\omega) \) is the pair interaction potential and \( g_v(\omega) \) the pair distribution function (p.d.f.) corresponding to particles with available volume \( v \). Both functions are expressed as a function of the volume \( v \) enclosed by the interaction distance \( r \).

Eqs. (6) (9) arise from considering the interactions between a particle having an available volume \( v \) and \( n g_v(\omega)d\omega \) particles \( (n = N/V) \) located between the surfaces of spherical volumes \( \omega \) and \( \omega + d\omega \) centred on the chosen particle. The integration over \( \omega \) takes into account all possible interactions of this particle with the remaining ones in \( V \). This evaluation is repeated (integration over \( v \)) for considering the interaction of each particle with the remaining gas. A factor of 1/2 avoids the double count of binary interactions. The upper limit \( V \) of integration in Eq. (9) depends on the position of the reference particle within the gas volume and must be chosen as such that it completely covers \( V \) (see Fig. 2). However, it is assumed in Eq. (9) that \( \phi_v \) is independent from the particle position in \( V \) (since \( u_v(\omega) \to 0 \) rapidly as \( \omega \to \infty \), for typical fluids). We must adopt the convention that portions of \( \omega \) outside the volume \( V \) do not contribute to the integral. This prescription is applied to all integrals over \( \omega \) of the present paper. Since \( n g_v(\omega) \) integrated over \( V \) gives \( N - 1 \) (i.e., the total number of particles around a chosen particle with available volume \( v \)), the p.d.f. \( g_v(\omega) \) must verify

\[
\int_0^\omega g_v(\omega) d\omega = V - \frac{1}{n}.
\] (10)

The dependence of the pair particle potential with the available volume assumed in Eq. (9) is not superfluous. It is well-known that many-body effects can modify the
interaction between two particles. For example, N-body effects commonly soften the repulsive part of the two-body interactions in atomic and molecular fluids. In liquid hydrogen, the repulsion between two H₂ molecules is modified when a third molecule (or more) is placed nearby, because this induces changes in the electronic clouds of the particles [32]. A softening effect on pair potentials is also observed in liquid helium at high density [33]. The confinement effects in the forces experimented by the particles can be implicitly included in effective pair potentials (or so-called pseudopotentials) [34], for example with the adoption of a density-dependent pair potential [32]. Alternatively, many-body effects in binary interactions could be represented in the present framework with a dependence of the interaction potential (uᵥ) of a particle on the free space around it. It is worth noting that if the pair potential is independent from v, the interaction energy (φᵥ) of a particle can be even a function of the available volume through the p.d.f. (gᵥ).

When the pair potential is independent from the available volume, the interaction potential (uᵥ) of a particle on the free space around it. It is worth noting that if the pair potential is independent from v, the interaction energy (φᵥ) of a particle can be even a function of the available volume through the p.d.f. (gᵥ).

The equilibrium of the particle distribution is determined by the usual method. For low density gases, the minimization of F with the subsidiary conditions [Eqs. (12)] yields

$$\int_0^V \delta N_v \left[ \frac{1}{\beta} \ln \frac{N_v \lambda^D}{N} + \frac{N \phi_v}{2V} + \frac{U_{int}}{N} - \alpha - \gamma v \right] dv = 0 ,$$

where \( \alpha \) and \( \gamma \) are the Lagrange’s parameters associated with conservations of the particle number and the volume. Since Eq. (14) must be verified for arbitrary functional variations \( \{\delta N_v\} \), we conclude that the equilibrium density is

$$N_v = \frac{N}{\lambda^D} \exp \left[ -\beta \left( \gamma v + \frac{N \phi_v}{2V} + \frac{U_{int}}{N} - \alpha \right) \right] .$$

Substitution of this expression in Eq. (15) gives the equilibrium Helmholtz energy, which can be easily written in the form of a Euler-like equation

$$F = -\gamma V + \alpha N - U_{int} .$$

The parameters \( \gamma \) and \( \alpha \) are closely related to the pressure \( P \) and the chemical potential \( \mu \). In order to demonstrate it, we first derive two useful identities. By introducing Eq. (15) in Eq. (11) we find that,

$$\lambda^D = \int_0^V \phi_v Adv ,$$

where \( A \) is the exponential term of \( N_v \) in Eq. (15). Besides, since the current independent variables are the temperature, the particle number and the volume, we formally have \( \alpha = \alpha(T, N, V) \) and \( \gamma = \gamma(T, N, V) \). Differentiating expression (17) with respect to \( N \) (using the Leibniz’s theorem [36]) we obtain

$$\left( \partial_N \alpha - \frac{\partial_N U_{int}}{N} + \frac{U_{int}}{N^2} \right) \int_0^V Adv - \partial_N \gamma \int_0^V \phi_v Adv - \frac{1}{2V} \int_0^V \phi_v Adv = 0 .$$

Integrals in Eq. (18) may be written in terms of \( N, V \) and \( U_{int} \). A little algebra leads to the first identity,

$$N \partial_N \alpha - V \partial_N \gamma - \partial_N U_{int} = 0 .$$

The second one follows from the differentiation of Eq. (17) with respect to \( V \). The result is

$$N \partial_V \alpha - V \partial_V \gamma - \partial_V U_{int} + \frac{U_{int}}{V} \int_0^V \phi_v N_v dv = 0 .$$

Here a term proportional to \( N=v \) has been dropped since it tends to zero in the thermodynamic limit (T-limit, \( N, V \to \infty \) keeping \( N/V \) constant). Typically, the interaction potential \( u_v \) does not depend on \( V \), so the

IV. EQUILIBRIUM STATES

The three contributions to the r.h.s. of Eq. (10) may be joined together into a unique expression. The total free-energy of the gas in an equilibrium now reads

$$F = \int_0^V N_v \left[ \frac{1}{\beta} \ln \left( \frac{N_v \lambda^D}{N} \right) + \frac{N \phi_v}{2V} + \frac{U_{int}}{N} - \alpha - \gamma v \right] dv .$$

At low densities, high-order correlations in the particle distribution may be neglected so that \( g_v(\omega) \) and (therefore) \( \phi_v \) are independent from \( N_v \). The exact form of \( g_v(\omega) \) depends on the considered gas. We shall return to this point later (Secs. [5] and [6]).
For a gas composed of non-interacting particles $u_\omega(\omega) = \delta_\omega = U_{\text{int}} \equiv 0$. The chemical potential $\mu$, $\gamma$ and the space distribution are determined by substituting Eq. (15) into the conditions given in Eqs. 11 and 2. Hence we obtain,

$$\mu = kT \ln \left( \frac{\lambda^D \beta \gamma}{1 - e^{-\beta \gamma \nu}} \right),$$

(27)

$$\beta \gamma = \frac{N}{V} \left[ 1 - \frac{(1 + \beta \gamma V) e^{-\beta \gamma V}}{1 - e^{-\beta \gamma V}} \right],$$

(28)

$$N_v = \frac{\beta \gamma}{1 - e^{-\beta \gamma V}}.$$  

(29)

Since there is no interaction energy in the gas, $P = \gamma$. In the T-limit, equations of state (27) and (28) recover their usual forms ($\beta \gamma \rightarrow n$)

$$\mu = kT \ln \left( n \lambda^D \right),$$

(30)

$$P = nkT,$$

while the spatial distribution of particles is described by

$$n_v = \frac{N_v}{V} = n^2 \exp (-nv).$$  

(31)

Henceforth, $n_v$ is called double density because its units. From Eqs. (26) and (31), the free energy takes the expected form $F = NkT \ln (n \lambda^D) - 1$.

### A. Identification of $v$

We have noted in 11 that the elucidation of the available volume per particle is non-trivial and difficult to find previous to the application of the equilibrium theory. The present application to a perfect gas shows that the volume $V$ is distributed among the particles following a decreasing exponential law [Eqs. 26 and 31]. Most particles have available volumes going to zero, while few particles have a larger self space. This behavior is the same for all dimensions $D = 1, 2$ and 3.

It is instructive to compare this result with the size distribution of Voronoï regions associated to systems of non-interacting particles. The size distribution of Voronoï tessellations in one dimension is given exactly by a $\Gamma$-distribution

$$n_v^{(\text{Voronoï})} = \frac{c n_v^2}{\Gamma(c)} (cn_v)^{(c-1)} \exp(-cn_v),$$

(32)

where $c = 2D$ and $\Gamma$ denotes the usual gamma function. For higher dimensions ($D > 1$) there are no exact results, although the size distributions can be even fitted by Eq. 32 for two and three dimensions 22. As we mentioned in Sec. 11, the Voronoï regions consist of all points closest to the particle chosen and, therefore, represent segments, polygons and polyhedra for $D = 1, 2$ and 3, respectively. Although the Voronoï space partition could be considered a good candidate for the equilibrium distribution $N_v$ derived in Sec. 11, by comparison of Eqs. 31 and 22, it is clear that the available volume per particle adopted by the thermostatistical theory applied to perfect gases is not a Voronoï region.

However, there is a simple interpretation of $v$ for a perfect gas, as we now observe. We notice that the distribution $n_v$ obtained for a system of non-interacting particles is equivalent (after a normalization) to the Hertz or nearest-neighbor distribution function $H(r)$ associated to such systems 38. In fact, the number $n_v dv$ of particles with available volume between $v$ and $v + dv$ given by Eq. 31 is just the number $H(r) dr$ of particles which have the center of the nearest particle lying at a distance between
FIG. 3: Typical configuration of uncorrelated points in two dimensions. Shaded circles denote the available volumes of the objects (see text).

and \( r + dr \), i.e., between the surfaces of \( D \)-dimensional spheres of sizes \( v(r) = v \) and \( v(r + dr) = v + dv \) centred on the reference particle [see Eq. (38)]. This analogy suggests that the volume \( v \) of a particle in a perfect gas in equilibrium can be directly related to its distance to the nearest neighbor. Specifically, for a system of non-interacting bodies we propose the following identification of the available volume per particle,

\[
v \equiv D\text{--dimensional sphere of radius given by the distance between the centers of the reference particle and its nearest neighbor}.\tag{33}
\]

Fig. 3 illustrates the available volumes associated to a two-dimensional collection of Poisson points. One notices that the proposal (33) does not establish an ownership connection between points of the space and each particle, so that the space is not divided into distinct, non-overlapping regions. Nevertheless, we have not found any conflict between this identification of \( v \) and the theory.

On the contrary, this proposal for \( v \) contains two useful advantages. First, as we shall show below, the present identification of \( v \) leads to a simple and accurate representation of the p.d.f. \( g_v \). Second, \( v \) gives an adequate notion of the free-particle space surrounding each particle and provides an useful tool for evaluating the perturbations experimented by atoms and molecules in dilute real gases. We will return to this point in §VII.

Fig. 4 shows a direct test of Eq. (31) and the identification (33) by computer simulation. Systems of \( N = 10^5 \) uncorrelated points were simulated in unitary spaces of one, two and three dimensions using a standard algorithm. The exponential decreasing behavior of the size distribution of available volumes is clearly reproduced by the numerical experiments. As a reference, one can observe in the figure the notably different laws followed by the Voronoi’s space partitions (dashed lines).

B. Pair distributions

From the identification (33), the evaluation of the p.d.f. \( g_v(\omega) \) associated to particles with available volume \( v \) is immediate. We notice that \( v \) gives explicitly the distance to the first neighbor, which has a contribution \( g_v^{(1)} \) to \( g_v \). Since \( g_v^{(1)}(\omega) d\omega \) represents the probability of finding the nearest neighbor between the surfaces of spheres \( \omega \) and \( \omega + d\omega \), one find that \( \int_0^\infty g_v^{(1)}(\omega') d\omega' \) must be zero for \( \omega < v \) and one otherwise. Therefore,

\[
g_v^{(1)}(\omega) = \frac{1}{n} \delta(\omega - v), \tag{34}
\]

where \( \delta(\omega - v) \) is the Dirac delta function. On the other hand, \( v \) does not give any information about the positions of the remaining particles in the gas except that they are outside of a spherical volume \( v \) centred on the reference particle. Besides, these neighbors are uncorrelated with the reference particle. Thus, their total contribution to \( g_v \) must be one for \( \omega > v \) and zero in the contrary case, which constitutes a Heaviside step function \( \Theta(\omega - v) \).

Therefore, the p.d.f. of reference particles with available volume \( v \) can be expressed in the form

\[
g_v(\omega) = \frac{1}{n} \delta(\omega - v) + \Theta(\omega - v). \tag{35}
\]
Fig. 5 confirms our identification of \( g_v(\omega) \). It is also worthwhile to notice that Eq. (35) reproduces the expected value of the averaged p.d.f. [Eq. (12)] for a set of non-interacting particles,

\[
g(\omega) = \int_0^\infty g_v(\omega) n e^{-n v} dv = e^{-n \omega} + 1 - e^{-n \omega} = 1,
\]

which expresses that the positions of the particles are completely uncorrelated and, therefore, the probability density of finding neighbors (without any specification of the available volume of the reference particle) is uniform and equals unity. We notice also that \( g^{(1)}(\omega) = \langle g_v(\omega) \rangle = e^{-n \omega} \) represents the first neighbor distribution for random configurations of non-interacting points. The nearest-neighbor distribution function \( H(r) \), which was introduced in \( \text{VIA} \) can be calculated from the relation

\[
H(r) = n \frac{d \omega(r)}{dr} g^{(1)}[\omega(r)].
\]

Its evaluation reproduces the well-known results of a perfect gas [11],

\[
H(r) = n \frac{d \omega(r)}{dr} \exp[-n \omega(r)].
\]

For \( D = 3 \), it is a classical result derived by Hertz [11].

In closing this section, it is worth stressing that all thermodynamics and spatial statistical, well-known results of classical perfect gases in one, two and three dimensions, are self-consistently derived from the theory developed in Secs. \text{III} and \text{IV}. The identification of the available volume given in (33) plays a central role in the present application of the theory, and so we believe that it should be regarded as the most plausible interpretation of \( v \) for systems of non-interacting particles.

\section{VI. GASES OF HARD ELASTIC PARTICLES}

Systems formed by hard bodies constitute simple fluid models in which impenetrable particles interact solely via hard-core repulsions. These models have played a major role in the liquid state theory, as the behavior of dense fluids is dominated by the exclude-volume effects associated with the repulsive forces of its constituents. The main advantage of these models is the simplicity of the pair potential, which can be defined by

\[
u_v(\omega) = \begin{cases} 
\infty, & \omega \leq a \\
0, & \omega > a
\end{cases}
\]

where \( a \) is the size of a \( D \)-sphere of radius \( d \), \( d \) being the diameter of a particle. The aim of this section is to apply the theory to hard-particle systems, which can provide a guidance for the treatment of more realistic fluids. We concentrate on the limit of low densities, although the results derived for \( D = 1 \) will be valid at all densities.

As a consequence of the hard-core interaction, the identification (33) of the available volume of a particle is not valid for the present fluid. In fact, we notice that the space occupied by a particle is inaccessible to the other ones, therefore this region must be a part of the available volume of the particle not shared with the others. Consequently, the space occupied by neighbor particles yields a reduction of the available volume of a particle with respect to that \( (v_1) \) calculated for fully penetrable
The virial theorem may provide the value of $b$ and, thus, the elucidation of the factor $a^*$ at low densities. According to Eq. (45), $b$ represents the second virial coefficient in the equation of state $P = nkT(1 + b/n + ...)$. Therefore, its value is well-known for hard $D$-spheres. If we denote with $\sigma$ the size of a hard-particle, then $b = \sigma$, $2\sigma$, and $4\sigma$, for $D = 1$, 2 and 3, respectively. From Eq. (13) and the known values of $a$, it follows that $a^* = b/a/2$. Explicit values of interest are given in Table I.

The averaged nearest-neighbor p.d.f. can be calculated substituting the first term on the r.h.s. in Eq. (12) into Eq. (11). Thus, we obtain that,

$$g^{(1)}(\omega) = \Theta(\omega - a) \left( \frac{1}{1-nb} \right) \exp \left\{ -\frac{n(\omega - a)}{1-nb} \right\}. \quad (48)$$

Further, the p.d.f. for all neighbors except the nearest one can be derived in similar way from the second term on the r.h.s. of Eq. (11). The result is

$$g^{(r)}(\omega) = \Theta(\omega - a) \left( 1 - \exp \left\{ -\frac{n(\omega - a)}{1-nb} \right\} \right). \quad (49)$$

The total averaged p.d.f. is composed by the sum of these two contributions.

Knowledge of $g^{(1)}(\omega)$ permits us to evaluate the nearest-neighbor distribution function $H(r)$ from Eq. (17). For convenience, we introduce the dimensionless distribution function $H(x) = dH(r)$, and we obtain

$$H(x) = \frac{2\eta}{1 - \eta} \exp \left\{ -\frac{2\eta(x - 1)}{1 - \eta} \right\}, \quad x > 1 \quad (50)$$

$$H(x) = \frac{8\eta x}{1 - 2\eta} \exp \left\{ -\frac{4\eta(x^2 - 1)}{1 - 2\eta} \right\}, \quad x > 1 \quad (51)$$

$$H(x) = \frac{24\eta x^2}{1 - 4\eta} \exp \left\{ -\frac{8\eta(x^3 - 1)}{1 - 4\eta} \right\}, \quad x > 1 \quad (52)$$

for $D = 1, 2$ and 3, respectively ($H = 0$ at $x \leq 1$).
values of the packing fraction $\eta$. In a linear gas only the p.d.f. of the nearest neighbor is relevant, being correctly given by the first term on the r.h.s. in Eq. (11). Thus, Eq. (18) is exact for $D = 1$ and leads to the correct distribution $H(r)$ of the nearest neighbor, as given in Eq. (50). This result was derived earlier by MacDonald [14].

Finally, we recall that the present theory yields exact results for the thermodynamic and geometric structure of hard rods. It gives an important support to the identifications (33) and (40) of the available volume per particle.

**A. Hard-rod fluid**

The properties of a fluid of hard rods ($D = 1$) are known exactly, hence this model offers an appropriate test for our evaluations. Thus, it can be verified that the free energy given in Eq. (47) is rigorously exact for $D = 1$ and, therefore, all the equations of state are correct. In particular, Eq. (45) gives the exact equation of state for hard rods as derived earlier by Tonks [43].

As we have seen in the case of a perfect gas, the present theory not only gives the thermodynamic properties of the fluid, but also provides information on its microstructure through the double density $n_v$. Fig. 8 shows $n_v$ for several values of the packing fraction $\eta = 0.1$, 0.5 and 0.8, as obtained from Eq. (46). Due to the effect of the core repulsions [see Eq. (42)], no particle may have an available volume lower than $b$, so that the distribution $n_v$ is characterized by an abrupt fall in $v = b$ ($nv = \eta$ in the figure). The distribution $n_v$ becomes more and more peaked as the gas concentration increases. This prediction is confirmed by numerical simulations (Fig. 8).

It may surprise us that the p.d.f. $g_v$ given by Eq. (41) is only an approximated expression (its form was adopted from the perfect-gas solution), while its application leads to correct results as previously described. This is due to the fact that the approximation made on $g_v$ rests on the second term on the r.h.s. in Eq. (41) (it ignores pair correlations between a particle and its second, third, etc., neighbors), which is not required for the determination of the double density $n_v$. In a linear gas only the p.d.f. of the nearest neighbor is relevant, being correctly given by the first term on the r.h.s. in Eq. (11). Thus, Eq. (18) is exact for $D = 1$ and leads to the correct distribution $H(r)$ of the nearest neighbor, as given in Eq. (50). This result was derived earlier by MacDonald [14].

**B. Hard disks and spheres**

Not a single exact result is known for $D > 1$, but a number of numerical solutions and analytical approximations are available [46]. Inspection of the free energy [Eq. (47)] and equations of state (43) and (44) evaluated with values of $b$ given in Table I reveals that our results are found to give the correct thermodynamical properties of hard disks and spheres at low densities.

In order to verify the double density $n_v$ given in Eq. (46), we study the nearest neighbor distribution function $H(x)$ which is derived from it. For this purpose, Eqs. (31) and (32) are contrasted with the analytical expressions derived by Torquato [40], which show an excellent agreement with Monte Carlo simulation data [17]. We use Torquato’s expressions valid for densities lower than the freezing density (the freezing packing fraction is $\eta_f \approx 0.69$ and $\eta_f \approx 0.49$ for discs and spheres, respectively). Figs. 9 and 10 show that Eqs. (31) and (32) give the correct asymptotic behavior of $H(x)$ at low densities, and capture the salient features of $H(x)$ for moderate densities. The agreement between these results and Torquato’s expressions is within 1% everywhere at packing fraction $\eta < 0.01$ and $\eta < 0.002$, for $D = 2$ and $D = 3$, respectively.

In closing, the low-density, asymptotic results of hard discs and spheres are correctly reproduced by the present theory. We find again a support for the identification of the available volume per particle, closely related with the distance to the nearest neighbor.

**C. Van der Waals fluid**

In the preceding subsections, we have studied the application of the theory to systems composed by particles with infinite hard cores. We shall consider now the previous model but with the inclusion of an attractive long-range contribution in the potential. Because attractive forces do not restrict the accessible space to a particle, the identification (40) of the available volume per particle (with $a^*$ given in Table I) should remain unaltered for this model. Instead of trying to figure out the pair
potential itself, one may directly define $\phi_v$ as

$$\phi_v = \begin{cases} \infty, & v \leq b \\ -\epsilon, & v > b \end{cases}$$

(53)

where $\epsilon$ is a constant parameter (with units of energy times volume) and $b$ is given by Eq. (14). Eq. (53) is essential for obtaining the Van der Waals equation and is the simplest choice to test the relation (25) between the pressure and the parameter $\gamma$ when $U_{int}$ is non-zero.

In fact, this form for $\phi_v$ is based on the suitable short-range repulsion and an attractive interaction whose range is finite but long compared to the interparticle spacing. An appropriate attractive potential with these characteristics is the general Kac potential [48]

$$u^K_{ac}(\omega) = -\gamma^* J(\gamma^* \omega) ,$$

(54)

with $\int_0^\infty J(\omega)d\omega = 1$. Here $\gamma^*$ represents the $D$th power of the usual inverse-range parameter. The evaluation of the attractive-interaction energy per particle is immediate. From Eqs. (9), (41) and (54), one obtains (in the T-limit) that,

$$\phi^K_{ac} = \frac{-\gamma^* J(\gamma^* v + a^*)}{\gamma^* (v + a^*)} - \epsilon \int_{\gamma^*(v + a^*)}^\infty J(\omega) \omega .$$

(55)

In the limit $\gamma^* \to 0$, $\phi^K_{ac} \to -\epsilon$ and we recover the attractive term in Eq. (53). This result shows that the attractive energy of a particle results from its simultaneous interaction with a large number of particles, where the contribution of the nearest neighbors is negligible regardless their distances to the reference one. As a consequence, $\phi^K_{ac}$ is equivalent for all particles independently from their available volumes.

The interaction energy given in Eq. (56), after substitution in Eq. (15) and normalization, reproduces the double density given by Eq. (46). In the T-limit, Eqs. (1) and (2) lead to

$$\mu = kT \left[ \frac{nb}{1-nb} + \ln \left( \frac{n\lambda D}{1-nb} \right) \right] - \epsilon n ,$$

(56)

while expression (55) is obtained for $\gamma$. The evaluation of Eq. (55) yields a non-zero interaction energy with density $U_{int}/V = -\epsilon n^2/2$. Besides, from previous results and Eq. (16), the Helmholtz energy takes the form of

$$F = NkT \{ \ln \left[ n\lambda D/(1-nb) \right] - 1 \} - \epsilon Nn/2 .$$

(57)

From differentiation of $F$ with respect to $V$ one obtains the well-known Van der Waals equation of state,

$$P = \frac{NkT}{1-nb} - \frac{\epsilon n^2}{2} .$$

(58)

Relation (25) is thus confirmed beyond the trivial case ($P = \gamma$) obtained for perfect and hard-body fluids. The Van der Waals model constitutes a special case where attractive forces have not influenced the value of $\gamma$, which, however, is strongly governed by the infinitely repulsive interactions.
D. Order in the fluid structure

We notice that the double density offers a way to measure the order of the packing of hard particles. In fact, we can define the fluctuation of the available volume as the standard deviation

$$\Delta v \equiv \left[ \langle v^2 \rangle - \langle v \rangle^2 \right]^{1/2} \quad (59)$$

where $\langle \ldots \rangle$ represents an average in the ensemble [earlier applied in Eq. (42)], namely,

$$\langle f_v \rangle \equiv \frac{1}{n} \int_0^\infty f_v n_e \, dv \, , \quad (60)$$

$f_v$ being a function of the available volume per particle. Obviously, $\langle v \rangle = n^{-1}$ for all fluids [see Eq. (2)]. According to Eq. (41) for hard-body fluids, one obtains

$$\Delta v = \langle v \rangle - b \, , \quad \text{(hard bodies)} \quad (61)$$

For comparison, the space fluctuation of classical perfect gases is as large as the mean volume per particle for any temperature and density [c.f. Eq. (31)],

$$\Delta v = \langle v \rangle \, , \quad \text{(perfect gas)} \quad (62)$$

This points out the irregular geometric structure that characterizes random collections of non-interacting objects.

The volume fluctuation $\Delta v$ given by Eq. (61), summarizes the behavior of $n_v$ with the density for hard rods. Large deviations of the available volumes from the mean value occur at low densities, and the hard-rod fluid has the inhomogeneity of a perfect gas in the limit $\eta \to 0$ ($\Delta v \to n^{-1}$). As expected, the fluctuations decrease at high densities and vanish in the limit of close-packing $\eta = 1$. Eq. (61) is valid for discs and spheres at low densities.

Classical methods for determining the order in an isotropic packing of hard D-spheres are based on geometrical and topological techniques. The former rests on the identification of peaks in the radial function $g(r)$, which is found to be unsatisfactory because, among other reasons, it is difficult to determine when the peak appears [51]. Topological methods use the so-called order or topological parameters, such as like-coordination numbers [49] and the number of faces in a cell division [14, 52]. They commonly require an appreciable amount of calculation divided in two steps, first, an evaluation of configurations of the system in equilibrium states (usually based on numerical simulations), and, then, the execution of an algorithm which evaluates the cell division (typically a Voronoi tesselation).

In contrast with the previous methods, the present formalism offers, eventually, a direct and precise way to characterize the order in fluid structures in terms of the fluctuation of the available volume per particle. Thus, for example, $\Delta v = \langle v \rangle$ represents the high density fluctuations present in very dilute gases. On the contrary, uniformly ordered configurations should be characterized by space fluctuations noticeably lower than $\langle v \rangle$. Although the application of $\Delta v$ is here limited to hard particles at low densities, additional investigation could extend its use to real fluids.

VII. DILUTED HYDROGEN PLASMA

Finally, as the main example of this work we consider a low density gas formed by hydrogen atoms in an electrically neutral background of free electrons and protons. For simplicity, we consider a strongly ionized equilibrium state where the atom-atom interaction can be ignored, and only the charge effects upon the atoms are taken into account. Each atom is considered as a polarizable particle and its available volume is approximated by the perfect-gas value [53]. Our aim focuses on the description of the neutral component of the gas. We emphasize that the results obtained from this model are qualitative and illustrative only. A detailed study of a mixture of gases in equilibrium is in progress and its results will be presented elsewhere.

The equilibrium density given in Eq. (15) can be easily generalized to particles with internal states following the procedure of Secs. III and IV. The double density of atoms in the energy level $j$ and with available volume $v$ [hereafter, atoms $(j, v)$] is given by

$$n_{j,v} = \frac{n}{X} g_j \exp \left[ -\beta (\epsilon_j + \Delta \epsilon_{jv} + \gamma v - \mu) \right] \, , \quad (63)$$

where $g_j$ and $\epsilon_j$ are the multiplicity and eigenenergy of the level $j$ for an isolated atom, $n$ is the total density, and $\lambda$ and $\mu$ the thermal wavelength and chemical potential of the atomic component, respectively. The factor $\Delta \epsilon_{jv}$ can be interpreted as the energy change of a particle $(j, v)$ due to interactions with the charges. Specifically, we obtain

$$\Delta \epsilon_{jv} = \frac{1}{2} (n_c \phi_{jv,e} + n_p \phi_{jv,p}) \, , \quad (64)$$

with

$$\phi_{jv,c} = \int_0^{[v]} u_{jv,c}(\omega) \, g_{jv,c}(\omega) \, d\omega \, , \quad (65)$$

where the subscript $c$ refers to either electrons or protons, $n_c$ and $n_p$ are the number densities of free electrons and protons, $u_{jv,c}$ is the pair potential of the interaction of an atom $(j, v)$ with a charge $c$, and $g_{jv,c}(\omega)$ represents the probability density of finding a charge $c$ in the surface of a spherical volume $\omega$ centred on an atom $(j, v)$. We have omitted in Eq. (63) the energy change of atoms in the level $j$ due to their perturbations over the charges, because it is only a small correction (proportional to the abundance of atoms) in $\Delta \epsilon_{jv}$ for the physical conditions assumed.

At large separations, charges induce a dipole moment in the hydrogen atom. The pair potential associated to polarization of an atom by either an electron or a proton can be represented by the screened Debye potential...
obtained by Redmer and Röpke \cite{52} (in the form used in \cite{53})

\[
 u_{\text{pol}}(r) = -\frac{e^2\alpha_j}{2} \left( \frac{1 + r/r_s}{(l_j^2 + r^2)^{3/2}} \right)^2 e^{-2r/r_s}, \tag{66}
\]

where \( e \) is the elemental charge, \( r_s \) the screening length, \( \alpha_j \) the polarizability of an atom at the level \( j \), and \( l_j = a_B j ((7j^2 + 5)/4)^{1/2} \) (with \( j \) the main quantum number and \( a_B \) the Bohr radius) its mean radius.

At short separation between an atom and a proton the Coulomb repulsion between protons prevails \cite{53}

\[
 u_C(r) = \frac{e^2}{r} \left( 1 + \frac{r}{a} \right) e^{-2r/a}. \tag{67}
\]

This potential includes a plasma screening function with a characteristic length \( a = \frac{4a_B l_j}{l_1} \).

Due to Pauli’s exclusion principle, there is a strong repulsion when the electronic wavefunctions of two atoms begin to overlap and this is often expressed as

\[
 u_{12}(r) = \frac{C_{12}}{r^{12}}. \tag{68}
\]

We use this potential to simulate the interaction between a free electron and an atom. The coefficient \( C_{12} \) is harder to evaluate. From Hindmarsh et al. \cite{54} we adopt \( C_{12} = 9 \times 10^{-17} l_j^4 \text{ erg cm}^2 \), where we consider only the wavefunction size (of characteristic radius \( l_j \)) of the bounded electron.

On the average, roughly half of atoms have an electron as its nearest neighbor and the other half a proton. The fraction of atoms having other atoms as nearest neighbors is negligible in a highly ionized material. Therefore, the total density of atoms can be written as

\[
 n_H = \sum_j \int_0^\infty n_j^{(p)}(v) \, dv + \int_0^\infty n_j^{(e)}(v) \, dv, \tag{69}
\]

where \( n_j^{(p)} \) and \( n_j^{(e)} \) are the double densities of atoms which have a proton or an electron as their nearest neighbor. Both densities are given by Eq. \( \text{69} \) (times 1/2), although they differ in the energy term \( \Delta \epsilon_{jv} \). For the first and second atom sets we have,

\[
 \Delta \epsilon_{jv}^{(p)} = \frac{1}{2} \left( u_p(r) + \int_v^\infty [n_e u_e(\omega) + n_p u_p(\omega)] \, d\omega \right), \tag{70}
\]

\[
 \Delta \epsilon_{jv}^{(e)} = \frac{1}{2} \left( u_e(r) + \int_v^\infty [n_e u_e(\omega) + n_p u_p(\omega)] \, d\omega \right), \tag{71}
\]

respectively, where \( u_p = u_C + u_{\text{pol}} \) and \( u_e = u_{12} + u_{\text{pol}} \) are the total atom-proton and atom-electron potentials, respectively, and \( r = (3\omega/4\pi)^{1/3} \). In these evaluations, Eq. \( \text{60} \) was adopted for the species (electrons or protons) which let the nearest neighbor of an atom \((j, v)\), while we approximate \( g_{jv,c}(\omega) = \Theta(\omega - v) \) as the p.d.f. associated to the other perturber class.

From Eq. \( \text{63} \) and the division of atoms into two groups (according to the type of nearest perturber), the internal partition function of the atomic hydrogen is given by

\[
 Z = \sum_j g_{jv,c}(\omega) \int_0^\infty e^{-\beta \epsilon_v} \left( \frac{e^{-\beta \Delta \epsilon_{jv}^{(e)}} + e^{-\beta \Delta \epsilon_{jv}^{(p)}}}{2} \right) \, dv. \tag{72}
\]

This partition function includes a state sum over the physical space as a direct consequence of the configurational parameter \( \omega \) used in the gas description. When the interactions are negligible \( (\Delta \epsilon_{jv}^{(e)} = \Delta \epsilon_{jv}^{(p)} = 0) \), the present partition function reduces to \( Z = Z_0/n \) where \( Z_0 = \sum_j g_{jv} e^{-\beta \epsilon_j} \) is the conventional form of the internal partition function of a perfect gas.

Populations and effective internal energies of atoms as functions of the available volume per particle are calculated for a gas with a temperature \( T = 20000 \text{ K} \) and mass density \( \rho = 10^{-7} \text{ gr cm}^{-3} \). This is representative of conditions found in the atmospheres of lukewarm white dwarfs (effective temperature around \( T_{\text{eff}} = 15000 \text{ K} \)). Non-ideal effects on equations of state are negligible and, particularly, \( \beta \gamma = n = 10^{17.07} \text{ cm}^{-3} \). A standard evaluation of the chemical equilibrium yields \( n_e = n_p = 10^{16.76} \).
The effective internal energy of an atom is composed by the sum of its electronic energy $\epsilon_j$ (that chosen of an unperturbed atom) and the interaction energy $\Delta\epsilon_{jv}$ which condenses the plasma effects. Lower panels in Figs. 11 and 12 show the effective internal energy as a function of its available volume for the lowest atomic levels. Atoms with great volumes are, in practice, unperturbed and their internal energies are very close to those of an isolated atom. As $v$ decreases the atoms become progressively more bound due to the attractive long-range interaction with charges. This interaction has a stronger $v$-dependence for high-lying levels due to a greater shearing of the electronic wavefunction, and accordingly, a greater polarizability. The Coulomb repulsions and Pauli's exclusion effects preclude atoms from having very low available volumes. These short-range interactions increase the effective internal energy of atoms and bound states successively merge into the continuum with decreasing the available volume. Differences between energy curves of Figs. 11 and 12 at low $v$ are due to the fact that Coulomb repulsion between protons [Eq. (67)] is appreciably softer than the electron-atom interaction [Eq. (68)]. In particular, atoms with an electron as the nearest neighbor have an abrupt increasing of interaction energy at low available volumes. Notice that linear Stark effects are not taken into account because we use energy eigenvalue ($\epsilon_j$) of unperturbed particles. However, since the linear Stark effects only spread over the levels without shifting their centers of gravity, the main effect on the internal energy of the atoms is due to shifts caused by plasma polarization and short-range interactions considered in $\Delta\epsilon_{jv}$.

Density curves in Figs. 11 and 12 (upper panels) show that atoms exist only for available volumes within a certain domain, which depends on the internal state $j$. The double densities take maximum values around the minimum of the internal energy curves. The absence of particles with very low volumes $v$ is due to the fact that atoms with high internal energies are not stable. Indeed, according to the energy curves, an atom with very low available volumes is so strongly perturbed that its electron becomes free in the plasma. Atoms in high-lying bound states are more strongly affected by the presence of plasma electrons and ions, because their electrons are loosely bound. Since the Coulomb repulsion $u_C$ is softer than the potential $u_{12}$, atoms with a proton as the nearest neighbor may survive at lower available volume than those with an electron as the nearest neighbor. However, this difference does not have an influence on the total populations of each group of atoms.

The population of atoms in all internal states declines at high $v$ volume ($v \approx 10^{-15.5}$ cm$^{-3}$) because actually there are no available volumes per particle much greater than the mean volume per particle in the gas, $\langle v \rangle = n^{-1} = 10^{-16.07}$. Mathematically, this is a consequence of the term $\exp(-\beta\gamma v)$ in the double density expression [Eq. (63)]. Such factor plays the role of a probability of occupation of available volumes. Large volumes $v$ represent single-particle, configurational states with smaller occupational probability than the little ones.

Fig. 13 shows total densities (i.e., $v$-averaged) of atoms in different internal states, together with predictions obtained for non-interacting particles. Low-energy bound states have essentially unperturbed populations. On the contrary, atoms in high energy levels are so strongly perturbed that their equilibrium populations decrease with respect to a hypothetical gas of unperturbed atoms. Under current conditions, states with main quantum numbers larger than $\approx 30$ are not populated because the atom, in order to survive, requires a volume $v$ much larger than the mean volume per particle and the probability of existence of such space becomes very small. Notice the smooth dependence of the non-ideal effects on atomic density with the quantum main number. This contrasts with evaluations of internal partition function based on an (often used) abrupt cutoff at certain upper level. The present evaluation of internal partition function contains useful advantages derived from the free-energy minimization technique: (i) convergence of the internal partition function, (ii) incorporation of particle-interaction models in a consistent statistical mechanical way.

A variety of gas models have been developed to compute the equilibrium state of astrophysical fluids, and which include the influence of non-ideal gas effects upon the internal partition function of bound states 15, 55. However, to our knowledge, this is the first time that combined and self-consistent evaluations of atomic popu-
gives the occupation number $N_v$ for dilute gases at equilibrium. When the pair potential is specified, $N_v$ contains both thermodynamics and structure information of the fluid. We have illustrated the application of the theory to the perfect gas and to fluids with infinitely repulsive interactions, for one, two and three dimensions. All thermodynamic and geometric-structure properties such as the nearest neighbor distribution function of these systems have been correctly reproduced. For hard bodies in two and three dimensions, the results are valid at low densities. It was also shown that the Van der Waals model can be derived from general Kac potentials in a straightforward way.

The identification of $v$ has been performed from the application of the theory to specific cases. For noninteracting particles the available volume is equivalent to the spherical volume enclosed by the distance between the centers of the particle and its nearest neighbor. In hard-body fluids, the core-repulsions reduce the value of $v$ with respect to that for fully penetrable particles. At the limit of low densities, the explicit form of $v$ for hard bodies is derived from the virial theorem. Hard particles provide a guidance for the treatment of soft-cores present in realistic fluids. In these systems, we expect that the allowed values of $v$ will be a compromise between values associated with noninteracting particles and those corresponding to hard particles. Additional work should be done on this topic. On the other hand, there is no evidence that the identification of $v$ can be modified by attractive interactions. This is reasonable because attractive forces do not restrict the accessible space to a particle.

For non-interacting particles $N_v$ follows an exponentially decreasing law, such that most particles (a fraction $1-e^{-1} \approx 0.63$) have spaces $v$ lower than the mean volume per particle $(1/n)$. In connexion with the structure of fluids, we have showed that the double density $n_e$ could be a useful tool to characterize the order in fluids, particularly, through the standard deviation of the available volume $v$.

The main application of the formalism concerns with the atomic component of a partially ionized hydrogen gas. We found a statistically coherent and detailed evaluation of populations and internal energy changes of atoms as a function of the available volume per particle. Preliminary calculations show that the distinctation of atoms under different plasma-perturbations emerges naturally from the theory. This finding provides sufficient confidence for further extension of the formalism to consider a complete description of gaseous mixtures, where nonideal effects on optical properties may be investigated.
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